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Abstract
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1 Introduction

In this paper we analyze the properties of a degenerate fourth order differential operator in non divergence form under Dirichlet boundary conditions in the real setting. More precisely, we consider the operator $Au := aa''''$ with a suitable domain, where we denote with $'$ the derivative of a function depending only on one variable $x$, which we assume to vary in $[0, 1]$. The coefficient $a$ is a function for which the degeneracy may occur in the interior of the interval or on the boundary of it.

In fact, we shall admit two types of degeneracy for $a$, namely weak and strong degeneracy. In particular, following [1], [15] or [17], we say that a function $g : [0, 1] \to \mathbb{R}$ is

- **weakly degenerate at** $x_0 \in [0, 1]$ if $g \in C[0, 1], g(x_0) = 0, g > 0$ on $[0, 1] \setminus \{x_0\}$ and $\frac{1}{g} \in L^1(0, 1)$;

- **strongly degenerate at** $x_0 \in [0, 1]$ if $g \in C[0, 1], g(x_0) = 0, g > 0$ on $[0, 1] \setminus \{x_0\}$ and $\frac{1}{g} \notin L^1(0, 1)$.

We are interested in this type of operators since many problems that are relevant for applications are described by fourth order operators. Among these applications we can find dealloying (corrosion processes, see, e.g., [14]), population dynamics (see, e.g., [10]), bacterial films (see, e.g., [23]), thin film (see, e.g., [27]), Chemistry (see, e.g., [29]), tumor growth (see, e.g., [2], [21]), image processing (denoising, inpainting, see, e.g., [5], [9], [12]), Astronomy (rings of Saturn, see, e.g., [28]), Ecology (surprisingly, the clustering of mussels can be perfectly well described by the Cahn–Hilliard equation, see, e.g, [26]) and so on.

Let us present very briefly some interesting results about the existence and uniqueness of solutions for problems associated to the operators under consideration. In [22] the authors study the epitaxial growth of nanoscale thin films which can be described by a parabolic equation of the form

$$\frac{\partial u}{\partial t} + \Delta^2 u - \nabla \cdot (f(\nabla u)) = g$$

in $(0, T) \times (0, L)$, where $f$ and $g$ belong to $C^1(\mathbb{R}^N, \mathbb{R}^N), N \geq 2$, and $L^2((0, T) \times (0, L))$, respectively. The authors show existence, uniqueness and regularity of solutions in suitable functional spaces. In [11] the authors consider a degenerate fourth order operator of the form $\nabla \cdot (m(u)\nabla \Delta u)$ where $m$ is a specific function, proving existence and non uniqueness results for the parabolic equation associated to this operator (see also [3], [4], [6], [13], [19] or [24]). In [20] the existence of a weak solution for the following equation is proved

$$\frac{\partial u}{\partial t} + \nabla \cdot (|\nabla \Delta u|^{p(x)-2} \nabla \Delta u) = f(x, u),$$

in $(0, T) \times \Omega$, under the conditions $u = \Delta u = 0$ on $\partial \Omega$ and $u(0, x) = u_0(x), x \in \Omega \subset \mathbb{R}^N, N \geq 2$. Here $p$ and $f$ are specific functions and $u_0$ is an initial datum. Observe that for $p \equiv 2$ the parabolic problem associated to the
previous operator becomes the classical Cahn–Hilliard problem, which has been extensively studied (see, e.g., [25]). The previous model can describe some properties of medical magnetic resonance images in space and time. In particular, if $f(x,u) := u(t,x) - a(x)$, then $u$ represents a digital image and $a$ its observation.

Recently, in [16] the general operator $\tilde{A}_n u := (au^{(n)})^{(n)}$ is considered, where $a \in C[0,1]$ degenerates in an interior point $x_0$. The authors give sufficient conditions on the function $a$ so that the operator $(\tilde{A}_n, D(\tilde{A}_n))$ generates a contractive analytic semigroup on $L^2(0,1)$.

As for the second order operator (see, e.g., [7], [8] or [18] and the references therein), the generation property for the operator in non divergence form cannot be deduced by the one of the operator in divergence form without assuming other assumptions on the function $a$. Moreover, another difference between the operator in divergence form and the one in non divergence form is the fact that the natural space to study the equation associated to $\tilde{A}u := (au^\prime)^\prime$, or $\tilde{A}_n u := (au^{(n)})^{(n)}$, is $L^2(0,1)$ whereas the problem associated to $A u := au^m$, or more in general to $A_n u := au^{(2n)}$, is more conveniently set in the weighted space

$$L^2_{\alpha}(0,1) := \left\{ u \in L^2(0,1) : \int_0^1 \frac{u^2(x)}{a(x)} \, dx \in \mathbb{R} \right\}.$$ 

In such a space we will prove that the fourth order operator $A$ and, in general, the operator $A_n$ generate an analytic semigroup.

The paper is organized in the following way. In Section 2 we assume that the degeneracy point belongs to the boundary of the space domain and we consider the fourth order operator, proving some preliminary results that will be crucial to prove the generation property of it in Theorem 2.1. In Section 3 we characterize the domain of the operator in the weakly and in the strongly degenerate case under additional assumptions on the degenerate function $a$. Thanks to the characterization of the domain we prove again the generation property, if the degeneracy point is in the interior of the domain. In Section 4 we extend the previous results to the general operator $A_n u = au^{(2n)}$, $n \geq 3$.

A final comment on the notation: by $C$ we shall denote universal positive constants, which are allowed to vary from line to line.

This paper is a tribute to Professor Francesco Altomare for celebrating his 70th birthday and for thanking him for the wonderful teaching and research activities realized with great efficiency, accuracy and passion.

2 The fourth order operator if the degeneracy point belongs to the boundary

In this section we introduce the operator $Au := au^{m}$, where $a : [0,1] \to \mathbb{R}_+$ is a given function that degenerates somewhere in the space domain, and we consider the following (weighted) Hilbert spaces:

$$L^2_{\alpha}(0,1) := \left\{ u \in L^2(0,1) : \int_0^1 \frac{u^2(x)}{a(x)} \, dx < +\infty \right\}$$
and

$$H^1_\pi(0,1) := L^2_\pi(0,1) \cap H^0_\pi(0,1), \quad i = 1, 2,$$

with the norms

$$\|u\|^2_{L^2_\pi(0,1)} := \int_0^1 \frac{u^2}{a} \, dx \quad \forall \, u \in L^2_\pi(0,1)$$

and

$$\|u\|^2_{H^1_\pi(0,1)} := \|u\|^2_{L^2_\pi(0,1)} + \sum_{k=1}^i \|u^{(k)}\|^2_{L^2(0,1)} \quad \forall \, u \in H^1_\pi(0,1),$$

$i = 1, 2$, respectively. We recall that $H^0_\pi(0,1) := \{u \in H^1(0,1) : u^{(k)}(j) = 0, \, j = 0, 1, \, k = 0, \ldots, i - 1\}$, with $u^{(0)} = u$ and $i = 1, 2$.

Observe that for all $u \in H^i_\pi(0,1)$, using the fact that $u^{(k)}(j) = 0$ for all $k = 0, \ldots, i - 1$ and $j = 0, 1$, it is easy to prove that $\|u\|^2_{H^1_\pi(0,1)}$ is equivalent to the following one

$$\|u\|^2_i := \|u\|^2_{L^2_\pi(0,1)} + \|u^{(i)}\|^2_{L^2(0,1)}.$$  

Thus, for simplicity, in the rest of the paper we will use $\|\cdot\|_i$ in place of $\|\cdot\|_{H^1_\pi(0,1)}$.

Using the previous spaces, it is possible to define the operator $A$ by

$$Au := au''' \quad \forall \, u \in D(A) := \left\{u \in H^2_\pi(0,1) : au''' \in L^2_\pi(0,1)\right\}, \quad \text{(2.1)}$$

if $x_0 \in \{0, 1\}$. The case $x_0 \in (0, 1)$ will be considered in the next section. In order to prove that $(A, D(A))$ generates a semigroup, we assume that $a$ satisfies the following hypothesis:

**Hypothesis 2.1.** The function $a$ belongs to the space of continuous functions $C[0,1]$ and there exists a point $x_0 \in \{0, 1\}$ such that $a(x_0) = 0$ and $a > 0$ on $[0,1] \setminus \{x_0\}$.

**Proposition 2.1** (Green’s Formula). Assume Hypothesis 2.1. For all $(u,v) \in D(A) \times H^2_\pi(0,1)$ one has

$$\int_0^1 u''' v \, dx = \int_0^1 u'' v' \, dx. \quad \text{(2.2)}$$

The proof of the previous proposition is based on the next result which is standard, but here we give it for the reader’s convenience.

**Lemma 2.1.** Let $I := (\alpha, \beta)$, with $\alpha, \beta \in \mathbb{R}$, $\alpha < \beta$, $p \geq 1$ and $\mathcal{D}'(I)$ the space of distributions defined on $I$. If $f \in \mathcal{D}'(I)$ has $n$-th derivative which is a function belonging to $L^p(I)$, then $f \in W^{n,p}(I)$, where $n \in \mathbb{N}$, $n \geq 1$.  
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Proof. Let \( x \in I \) and define

\[
\begin{cases}
  v_1(x) := \int_0^x f^{(n)}(s)ds, \\
  v_i(x) := \int_0^x v_{i-1}(s)ds,
\end{cases}
\]

\( i = 2, \ldots, n \). Then, for all \( i = 1, \ldots, n \),

\[ v_i \in W^{i,p}(I) \quad \text{and} \quad v_i^{(n)} = f^{(n)}. \tag{2.3} \]

Indeed, for \( i = 1 \) the thesis is obvious. Now, we prove it for \( i = 2 \):

\[ v_2'' = (v_2')' = (v_1)' = f^{(n)}. \]

Hence, iterating the procedure, one has that (2.3) holds.

Now, define \( \psi := v_n - f \). Hence the distributional \( n \)-th derivative of \( \psi \) is given by \( \psi^{(n)} = v_n^{(n)} - f^{(n)} = 0 \). Thus, there exists a constant \( c \in \mathbb{R} \) such that

\[ f^{(n-1)} = v_n^{(n-1)} + c \]

a.e. in \( I \); this implies that \( f^{(n-1)} \in W^{1,p}(I) \). In particular, one has \( f^{(n-1)} \in L^p(I) \). Proceeding as in the first part of the proof and iterating the procedure, one has that \( f^{(i)} \in L^p(I) \) for all \( i = 1, 2, \ldots, n - 2 \).

Now, define \( z(x) := \int_0^x f'(s)ds \) and \( w(x) := z(x) - f(x) \). Clearly, \( z \in W^{2,p}(I) \) and \( w'(x) = 0 \) a.e. in \( I \). This implies that there exists a constant \( C \in \mathbb{R} \) such that

\[ f = z + C. \]

In particular, \( f \in L^p(I) \) and the thesis follows. \( \Box \)

Proof of Proposition [2,3] Following the idea of [3] Lemma 2.1, one can prove that the space \( H^2_x(0,1):= \{ v \in H^2(0,1): \text{supp} \ v \subset (0,1) \} \) is dense in \( H^2_x(0,1) \).

Indeed, we can consider the sequence \( (v_n)_{n \geq 4} \), where \( v_n := \xi_n v \) for a fixed function \( v \in H^2_x(0,1) \) and

\[
\xi_n(x) := \begin{cases} 
0, & x \in [0,1/n] \cup [1-1/n,1], \\
1, & x \in [2/n,1-2/n], \\
-2n^3x^3 + 9n^2x^2 - 12nx + 5, & x \in (1/n,2/n), \\
f(n,x), & x \in (1-2/n,1-1/n).
\end{cases}
\]

Here \( f(n,x) := a_n x^3 + b_n x^2 + c_n x + d_n \), being

\[
a_n := \frac{2}{-(1 - \frac{2}{n})^3 + 3 (1 - \frac{1}{n}) (1 - \frac{2}{n})^2 - 3 (1 - \frac{1}{n})^2 (1 - \frac{2}{n}) + (1 - \frac{1}{n})^3},
\]

\[
b_n := \frac{-3 (1 - \frac{2}{n}) - 3 (1 - \frac{1}{n})}{-(1 - \frac{2}{n})^3 + 3 (1 - \frac{1}{n}) (1 - \frac{2}{n})^2 - 3 (1 - \frac{1}{n})^2 (1 - \frac{2}{n}) + (1 - \frac{1}{n})^3},
\]

\[
c_n := \frac{-3 (1 - \frac{2}{n})}{-(1 - \frac{2}{n})^3 + 3 (1 - \frac{1}{n}) (1 - \frac{2}{n})^2 - 3 (1 - \frac{1}{n})^2 (1 - \frac{2}{n}) + (1 - \frac{1}{n})^3},
\]

\[
d_n := \frac{(1 - \frac{1}{n})}{-(1 - \frac{2}{n})^3 + 3 (1 - \frac{1}{n}) (1 - \frac{2}{n})^2 - 3 (1 - \frac{1}{n})^2 (1 - \frac{2}{n}) + (1 - \frac{1}{n})^3}
\]
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Using this inequality, one can prove that there exists a positive constant $\varepsilon$ such that

$$v_n \to v$$

and

$$\\text{Hence, by the Lebesgue Theorem, one can conclude that } v_n \to v \text{ in } L^2_N(0,1).$$

Moreover, one has that

$$\int_0^1 ((v_n - v)^2') dx \leq 2 \int_0^1 (1 - \xi_n)^2 (v'')^2 dx + 2 \int_{\frac{1}{n}}^2 (\xi''_n v)^2 dx$$

$$+ 2 \int_{1 - \frac{1}{n}}^{1 - \frac{2}{n}} (\xi''_n v)^2 dx + 8 \left( \int_{\frac{1}{n}}^{\frac{2}{n}} (\xi'_n v')^2 dx \right) + \int_{1 - \frac{1}{n}}^{1 - \frac{2}{n}} (\xi''_n v)^2 dx \right).$$

(2.4)

Obviously, proceeding as before, the first term in the last member of (2.4) converges to zero. Furthermore, since $v, v' \in H^1_0(0,1)$, by Hölder’s inequality one has that

$$v^2(x) \leq x \int_0^x (v')^2(y) dy \quad \forall x \in [0,1]$$

and

$$(v')^2(y) \leq y \int_0^y (v'')^2(z) dz \quad \forall y \in [0,1].$$

Hence,

$$v^2(x) \leq x \int_0^x \left( y \int_0^y (v'')^2(z) dz \right) dy \leq x^2 \int_0^x (v'')^2(z) dz dy$$

$$\leq x^3 \int_0^x (v'')^2(z) dz.$$
Analogously the term \( \int_{1}^{1-\frac{1}{n}} (\xi_n v)^2 \, dx \) tends to 0 as \( n \to +\infty \). Since the remaining terms in (2.4) can be similarly estimated, one has that

\[
\lim_{n \to +\infty} \int_{0}^{1} ((v_n - v)^{''})^2 \, dx = 0
\]

and our preliminary claim is proved.

Now, fixed \( u \in D(A) \), set \( \Phi(v) := \int_{0}^{1} u^{'''} v \, dx - \int_{0}^{1} u^{''} v^{''} \, dx \), with \( v \in H^2_{+}(0, 1) \) (observe that \( u^{'''} v \in L^1(0, 1) \) since \( u^{'''} = \sqrt{a} u^{''} \sqrt{a} \)). By definition of \( \Phi \), it follows that

\[
\Phi(v) = 0
\]

for all \( v \in H^2_{+}(0, 1) \).

In order to prove this fact, we assume \( x_0 = 0 \), the case \( x_0 = 1 \) being treated in analogous way. Now, let \( v \in H^2_{+}(0, 1) \) and let \( \delta > 0 \) be such that \( \text{supp } v \subset \mathcal{K} \), where \( \mathcal{K} := [\delta, 1] \) (or \( \mathcal{K} = [0, 1-\delta] \) if \( x_0 = 1 \)). By definition of \( D(A) \), \( u^{''''} \in L^2(\mathcal{K}) \), thus \( u^{''} \in H^2(\mathcal{K}) \) (by Lemma 2.1 with \( n = p = 2 \) and \( f = u^{''} \)) and, in particular, \( u \in H^4(\mathcal{K}) \). Hence, we can integrate by parts, obtaining

\[
\int_{0}^{1} u^{''''} v \, dx = \int_{0}^{\delta} u^{''''} v \, dx + \int_{\delta}^{1} u^{''''} v \, dx = \int_{0}^{\delta} u^{''} v^{''} \, dx + \int_{\delta}^{1} u^{''} v^{''} \, dx,
\]

(2.5)

since \( v(\delta) = v^{'}(\delta) = 0 \). Now we prove that

\[
\lim_{\delta \to 0} \int_{\delta}^{1} u^{''} v^{''} \, dx = \int_{0}^{1} u^{''} v^{''} \, dx \tag{2.6}
\]

and

\[
\lim_{\delta \to 0} \int_{0}^{\delta} u^{''''} v \, dx = 0. \tag{2.7}
\]

To this aim, observe that

\[
\int_{\delta}^{1} u^{''} v^{''} \, dx = \int_{0}^{1} u^{''} v^{''} \, dx - \int_{0}^{\delta} u^{''} v^{''} \, dx.
\]

Moreover, as before for \( u^{''''} \), also \( u^{''} \) belongs to \( L^1(0, 1) \) using the Hölder’s inequality. Thus, for any \( \varepsilon > 0 \), by the absolute continuity of the Lebesgue integral, there exists \( \delta := \delta(\varepsilon) > 0 \) such that

\[
\left| \int_{0}^{\delta} u^{''} v^{''} \, dx \right| \leq \int_{0}^{\delta} |u^{''}| \, dx < \varepsilon,
\]

\[
\left| \int_{0}^{\delta} u^{''''} v \, dx \right| \leq \int_{0}^{\delta} |u^{''''}| \, dx < \varepsilon.
\]
Taking such a \( \delta \) in (2.3), from the arbitrariness of \( \varepsilon \), we can deduce
\[
\lim_{\delta \to 0} \int_0^\delta u''' v \, dx = \lim_{\delta \to 0} \int_0^\delta u'' v' \, dx = 0.
\]
Thus, by the previous equalities and by (2.6), (2.7), it follows that
\[
\int_0^1 u''' v \, dx = \int_0^1 u'' v' \, dx \iff \Phi(v) = \int_0^1 (u''' v - u'' v') \, dx = 0,
\]
for all \( v \in H^2_\pi(0,1) \). Then, \( \Phi \) is a bounded linear functional on \( H^2_\pi(0,1) \) such that \( \Phi = 0 \) on \( H^2_\pi(0,1) \), hence \( \Phi = 0 \) on \( H^2_\pi(0,1) \), i.e., (2.2) holds.

Actually, in the weakly degenerate case, one can proceed as done for the case \( x_0 \in (0,1) \) (see below) making the proof simpler.

As a consequence of Proposition 2.1 one has the next theorem.

**Theorem 2.1.** Assume Hypothesis 2.1. The operator \((A, D(A))\) defined in (2.1) is self-adjoint and non negative on \( L^2_\pi(0,1) \). Hence \( -A \) generates a contractive analytic semigroup of angle \( \frac{\pi}{2} \) on \( L^2_\pi(0,1) \).

**Proof.** Observe that \( D(A) \) is dense in \( L^2_\pi(0,1) \). In order to show that \( A \) is self-adjoint it is sufficient to prove that \( A \) is symmetric, non negative and \((I + A)(D(A)) = L^2_\pi(0,1) \). Indeed, if \( A \) is non negative and \( I + A \) is surjective on \( D(A) \), then \( A \) is maximal monotone and in this case \( A \) is symmetric if and only if \( A \) is self-adjoint.

\( A \) is symmetric: thanks to Proposition 2.1, for any \( u, v \in D(A) \), one has
\[
\langle v, Au \rangle_{L^2_\pi(0,1)} = \int_0^1 \frac{v u'''}{a} \, dx = \int_0^1 v''' u \, dx = \langle Av, u \rangle_{L^2_\pi(0,1)}.
\]

\( A \) is non negative: using again Proposition 2.1 for any \( u \in D(A) \)
\[
\langle Au, u \rangle_{L^2_\pi(0,1)} = \int_0^1 \frac{a u''' u}{a} \, dx = \int_0^1 (u'')^2 \, dx \geq 0.
\]

\( I + A \) is surjective: observe that \( H^2_\pi(0,1) \), equipped with the inner product
\[
\langle u, v \rangle_{H^2_\pi(0,1)} := \int_0^1 \left( \frac{uv}{a} + u'' v'' \right) \, dx \quad \forall u, v \in H^2_\pi(0,1),
\]
is a Hilbert space. Moreover
\[
H^2_\pi(0,1) \hookrightarrow L^2_\pi(0,1) \hookrightarrow \left( H^2_\pi(0,1) \right)^*,
\]
where \( \left( H^2_{\alpha}(0,1) \right)^* \) is the dual space of \( H^2_{\alpha}(0,1) \) with respect to \( L^2_{\alpha}(0,1) \). Indeed, the continuous embedding of \( H^2_{\alpha}(0,1) \) in \( L^2_{\alpha}(0,1) \) is readily seen. In addition, for any \( f \in H^2_{\alpha}(0,1) \) and \( \varphi \in L^2_{\alpha}(0,1) \)

\[
\left| \langle f, \varphi \rangle_{L^2_{\alpha}(0,1)} \right| = \left| \int_0^1 f \varphi \frac{dx}{\alpha} \right| = \left| \int_0^1 \frac{f}{\sqrt{\alpha}} \frac{\varphi}{\sqrt{\alpha}} \frac{dx}{a} \right| \leq \| f \|_{L^2_{\alpha}(0,1)} \| \varphi \|_{L^2_{\alpha}(0,1)} \leq \| f \|_2 \| \varphi \|_{L^2_{\alpha}(0,1)}.
\]

Hence, \( L^2_{\alpha}(0,1) \hookrightarrow \left( H^2_{\alpha}(0,1) \right)^* \). Then, \( \left( H^2_{\alpha}(0,1) \right)^* \) is the completion of \( L^2_{\alpha}(0,1) \) with respect to the norm of \( \left( H^2_{\alpha}(0,1) \right)^* \). Now, for \( f \in L^2_{\alpha}(0,1) \), define the functional \( F \in \left( H^2_{\alpha}(0,1) \right)^* \) given by

\[
F(v) := \int_0^1 \frac{f v}{a} dx \quad \forall \, v \in H^2_{\alpha}(0,1).
\]

Consequently, by the Lax-Milgram Theorem, there exists a unique \( u \in H^2_{\alpha}(0,1) \) such that for all \( v \in H^2_{\alpha}(0,1) \):

\[
\langle u, v \rangle_{H^2_{\alpha}(0,1)} = \int_0^1 \frac{f v}{a} dx. \tag{2.8}
\]

In particular, since \( C^\infty_c(0,1) \subset H^2_{\alpha}(0,1) \), the integral representation (2.8) holds for all \( v \in C^\infty_c(0,1) \), i.e.,

\[
\int_0^1 u''' v'' dx = \int_0^1 \frac{f - u}{a} v dx \quad \forall \, v \in C^\infty_c(0,1).
\]

Thus, the distributional second derivative of \( u'' \) is equal to \( \frac{f - u}{a} \) a.e. in \( (0,1) \). Since \( f - u \in L^2_{\alpha}(0,1) \) and

\[
uu \in D(A). \quad \text{Hence } (I+A)(u) = f. \quad \text{As an immediate consequence of the Stone-von Neumann Spectral Theorem and functional calculus associated with the Spectral Theorem, one has that the operator } (A, D(A)) \text{ generates a cosine family and an analytic semigroup of angle } \frac{\pi}{2} \text{ on } L^2_{\alpha}(0,1). \]

The previous result can be used to prove that the one-dimensional fourth order parabolic systems associated to the operator \( Au := au''' \) are well posed. More precisely, fixed \( T > 0, u_0 \in L^2_{\alpha}(0,1) \) and \( f \in L^2(0,T; L^2_{\alpha}(0,1)) \), the
admits a unique solution \( u \in C([0,T];L^2(0,1)) \cap L^2(0,T;H^2(0,1)) \) (see also [18]). As we will see, the same result holds in the case \( x_0 \in (0,1) \). These preliminary considerations will be the starting point to study the observability and the null controllability for this kind of problems.

Observe that in the non degenerate case, i.e., if \( a(x) > 0 \) for all \( x \in [0,1] \), the previous problem is also known as Cahn–Hilliard type problem.

3 The domain of the operator \( A \) and the case \( x_0 \in (0,1) \)

Assuming further hypotheses on the function \( a \), we can prove some characterizations for \( D(A) \) in both the weak and the strong case. More precisely, we assume the following:

**Hypothesis 3.1** (Weakly Degenerate Function). The function \( a \in C[0,1] \) is weakly degenerate, i.e., there exists a point \( x_0 \in [0,1] \) such that \( a(x_0) = 0 \), \( a > 0 \) on \([0,1] \setminus \{x_0\}\) and \( \frac{1}{a} \in L^1(0,1) \).

For example, as \( a \), we can consider \( a(x) = |x-x_0|^\alpha \), \( 0 < \alpha < 1 \).

**Hypothesis 3.2** (Strongly Degenerate Function). The function \( a \in C[0,1] \) is strongly degenerate, i.e., there exists a point \( x_0 \in [0,1] \) such that \( a(x_0) = 0 \), \( a > 0 \) on \([0,1] \setminus \{x_0\}\) and \( \frac{1}{a} \notin L^1(0,1) \).

For example, as \( a \), we can consider \( a(x) = |x-x_0|^\alpha \), \( \alpha \geq 1 \).

Thanks to the previous assumptions, we can characterize the spaces introduced in Section 2. In particular, we have the following results.

**Proposition 3.1.** Assume Hypothesis 3.1. Then, the spaces \( H^1_\#(0,1) \) and \( H^2_\#(0,1) \), \( i = 1,2 \), coincide algebraically and the two norms are equivalent. Moreover, if \( u \in H^2_\#(0,1) \), i.e., \( u \in H^2(0,1) \), then \((au)(x_0) = (au')(x_0) = 0 \).

**Proof.** By definition \( H^1_\#(0,1) \subseteq H^0_\#(0,1), \) \( i = 1,2 \). Moreover, if \( u \in H^0_\#(0,1) \) then \( u \in C[0,1] \) and, using the fact that \( \frac{1}{a} \in L^1(0,1) \), one has

\[
\int_0^1 \frac{u^2}{a} \, dx \leq \max_{[0,1]} u^2 \int_0^1 \frac{1}{a} \, dx \in \mathbb{R},
\]
i.e., \( u \in L^2_{\frac{1}{2}}(0, 1) \). This implies \( u \in H^i_{\frac{1}{2}}(0, 1) \). Furthermore, since \( H^i_{\frac{1}{2}}(0, 1) \) is continuously embedded in \( C[0, 1] \), one has that for all \( u \in H^i_{\frac{1}{2}}(0, 1) \)

\[
\|u\|_{L^2_{\frac{1}{2}}(0, 1)}^2 = \int_0^1 \frac{u^2}{a} \, dx \leq \|u\|_{C[0, 1]}^2 \left\| \frac{1}{a} \right\|_{L^1(0, 1)} \leq C\|u\|^2_{H^i_{\frac{1}{2}}(0, 1)},
\]

where \( C \) is a positive constant. In this way, for all \( u \in H^i_{\frac{1}{2}}(0, 1) \),

\[
\|u\| \leq (C + 1)\|u\|_{H^i_{\frac{1}{2}}(0, 1)} \leq (C + 1)\|u\|_i,
\]

for a positive constant \( C \).

Now, take \( u \in H^2_{\frac{1}{2}}(0, 1) \). Hence \( u, u' \in C[0, 1] \) and, using the fact that \( a(x) = 0 \), one has \((au)(x) = (au')(x) = 0\).

Thus, the space \( C^\infty_c(0, 1) \) is dense in \( H^i_{\frac{1}{2}}(0, 1), i = 1, 2 \). Observe that, if \( x_0 \in \{0, 1\} \), the conditions \((au)(x_0) = (au')(x_0) = 0\) are clearly satisfied and the domain \( D(A) \) defined in (2.1) can be rewritten as

\[
D(A) = \left\{ u \in H^2_{\frac{1}{2}}(0, 1) : au''' \in L^2_{\frac{1}{2}}(0, 1) \right\}.
\]

If \( x_0 \in (0, 1) \) and Hypothesis 3.1 is satisfied, we consider as \( D(A) \) the same domain given in (2.1), i.e.,

\[
D(A) := \left\{ u \in H^2_{\frac{1}{2}}(0, 1) : au''' \in L^2_{\frac{1}{2}}(0, 1) \right\}.
\]

Clearly, thanks to Proposition 3.1 it can be rewritten as

\[
D(A) = \left\{ u \in H^2_{\frac{1}{2}}(0, 1) : (au)(x_0) = (au')(x_0) = 0, au''' \in L^2_{\frac{1}{2}}(0, 1) \right\}.
\]

In this case (2.2) follows immediately for all \((u, v) \in D(A) \times H^2_{\frac{1}{2}}(0, 1)\). Indeed, if \( au''' \in L^2_{\frac{1}{2}}(0, 1) \), then \( u''' \in L^1(0, 1) \) and \( u \in W^{4, 1}(0, 1) \hookrightarrow C^3[0, 1] \). Hence, under Hypothesis 3.1 Theorem 2.1 still holds and problem (2.9) admits a unique solution \( u \).

In the strongly degenerate case, if \( x_0 \in (0, 1) \), the domain of \( A \) is given again by (2.1), but in order to characterize it, we introduce the following space

\[
X := \left\{ u \in H^2_{\frac{1}{2}}(0, 1) : u(x_0) = (au')(x_0) = 0 \right\}.
\]

Notice that, when \( x_0 \in \{0, 1\} \), then

\[
X = H^2_{\frac{1}{2}}(0, 1)
\]

in a trivial way.

Actually, the equality (3.10) can also be proved if \( x_0 \in (0, 1) \) adding a further assumption on the function \( a \), as we will see in Proposition 3.2.
Hypothesis 3.3. Assume that there exist $K \in [1, 2]$ and $C > 0$ such that

$$\frac{1}{a(x)} \leq \frac{C}{|x - x_0|^K}$$

for all $x \in [0, 1] \setminus \{x_0\}$.

Observe that the previous hypothesis is obviously satisfied by the prototype $|x - x_0|^K$, where $K \in [1, 2]$.

Proceeding as in [15, Lemma 3.7], if $x_0 \in (0, 1)$, or as in [8, Proposition 2.6], if $x_0 = 0$ or $x_0 = 1$, one can prove the following result.

Lemma 3.1. Assume Hypotheses 3.2 and 3.3. Then there exists a positive constant $C$ such that

$$\int_0^1 \frac{v^2}{a} dx \leq C \int_0^1 (v')^2 dx \quad \forall \ v \in X.$$  

Actually Lemma 3.1 is proved in [8, Proposition 2.6] if $x_0 = 0$ or $x_0 = 1$ under a stronger assumption, but it is evident by the proof that it holds under Hypothesis 3.3.

Proposition 3.2. If Hypotheses 3.2 and 3.3 are satisfied and $x_0 \in (0, 1)$, then (3.4) holds and the norms $\|u\|_2^2$ and $\int_0^1 (u'')^2(x) dx$ are equivalent.

Proof. Obviously, $X \subseteq H^2_{\frac{a}{2}}(0, 1)$. Now, take $u \in H^2_{\frac{a}{2}}(0, 1)$. In order to have the thesis, it is sufficient to prove that $u(x_0) = (au')(x_0) = 0$. Indeed, since $u \in H^3(0, 1)$, then $u$, $u'$, and hence $au'$, belong to $C[0, 1]$. This implies that there exists

$$\lim_{x \to x_0} u(x) = u(x_0) = L \in \mathbb{R}.$$  

Clearly, $L = 0$. Indeed, if $L \neq 0$, then there exists $C > 0$ such that

$$|u(x)| \geq C,$$

for all $x$ in a neighbourhood of $x_0$, $x \neq x_0$. Thus,

$$\frac{u^2(x)}{a(x)} \geq \frac{C^2}{a(x)},$$

for all $x$ in a neighbourhood of $x_0$, $x \neq x_0$. Since, by hypothesis, $\frac{1}{a} \notin L^1(0, 1)$, we obtain $u \notin L^2_{\frac{a}{2}}(0, 1)$. Hence $L = 0$. Moreover, arguing as before, there exists

$$\lim_{x \to x_0} u'(x) = u'(x_0) = M \in \mathbb{R}$$

and hence, using the fact that $a(x_0) = 0$, one has

$$\lim_{x \to x_0} (au')(x) = 0.$$
Since problem (2.9) admits a unique solution \( u \), we omit it. Hence, under Hypotheses 3.2 and 3.3, Theorem 2.1 still holds and there exists \( u \in K \) where \( u = 0 \). Then, one can consider \( K = \{0\} \) and write (2.2) as in Proposition 3.2. Indeed, as before, \( M(u''u') \) is satisfied. Indeed, in this case, in order to prove that Hypotheses 3.2 and 3.3 are satisfied and \( u'' \) is satisfied. Indeed, in this case, in order to prove that \( H_2^2(0,1) \) we have to modify the definition of \( u'' \) in a suitable way (see also [15]).

Now, we prove that the two norms are equivalent. To this aim, take \( u \in X \); thus, by Lemma 3.1 and using the fact that \( u'(0) = u'(1) = 0 \), one can prove that there exists a positive constant \( C \) such that

\[
\|u''\|_{L^2(0,1)}^2 \leq \|u\|_{L^2(0,1)}^2 \leq C(\|u''\|_{L^2(0,1)}^2 + \|u''\|_{L^2(0,1)}^2) \leq C\|u''\|_{L^2(0,1)}^2.
\]

Hence the two norms are equivalent. \( \square \)

As a consequence of the previous proposition one has that if Hypotheses 3.2 and 3.3 are satisfied and \( x_0 \in (0,1) \), then the domain of the operator can be written as

\[
D(A) := \left\{ u \in H_2^2(0,1) : u(x_0) = (au')(x_0) = 0 \text{ and } au''' \in L^2(0,1) \right\}.
\]

Hence, proceeding as in the proof of Proposition 2.1, one can prove that (2.2) is satisfied. Indeed, in this case, in order to prove that \( H_2^2(0,1) \) we have to modify the definition of \( u'' \) in a suitable way (see also [15]).

Then, one can consider \( v \in H_2^2(0,1) \) and take \( \delta > 0 \) such that \( \text{supp } v \subset \mathcal{K} \), where \( \mathcal{K} := [0,x_0 - \delta] \cup [x_0 + \delta,1] \). By definition of \( D(A) \), \( u''' \in L^2(\mathcal{K}) \), thus \( u'' \in H^2(\mathcal{K}) \) (by Lemma 2.1 with \( n = p = 2 \) and \( f = u'' \)) and, in particular, \( u \in H^4(\mathcal{K}) \). Hence, we can integrate by parts, obtaining

\[
\int_0^1 u'''' v dx = \int_0^{x_0-\delta} u'''' v dx + \int_{x_0+\delta}^{x_0} u'''' v dx + \int_{x_0-\delta}^{x_0} u'''' v dx + \int_{x_0+\delta}^1 u'''' v dx,
\]

since \( v \in H_2^2(0,1) \). The rest of the proof is similar to the case \( x_0 \in \{0,1\} \), so we omit it. Hence, under Hypotheses 3.2 and 3.3 Theorem 2.1 still holds and problem (2.2) admits a unique solution \( u \).

Now, we come back to Proposition 3.2 observing that if we know a priori that \( u' \in L_2^2(0,1) \), then we could prove that \( u'(x_0) = 0 \). Indeed the next result holds.

**Proposition 3.3.** Assume Hypotheses 3.2 and 3.3 and \( x_0 \in (0,1) \). If \( u \in H_2^2(0,1) \) is such that \( u' \in L_2^2(0,1) \), then \( u'(x_0) = 0 \).

**Proof.** Let \( u \in H_2^2(0,1) \) so that \( u' \in L_2^2(0,1) \). In order to obtain the thesis, one can proceed as in Proposition 3.2. Indeed, as before, \( u' \in C[0,1] \); this implies that there exists

\[
\lim_{x \to x_0} u'(x) = u'(x_0) = M \in \mathbb{R}.
\]

Clearly, \( M = 0 \). Indeed, if \( M \neq 0 \), then there exists \( C > 0 \) such that

\[
|u'(x)| \geq C,
\]
for all \( x \) in a neighbourhood of \( x_0, x \neq x_0 \). Thus,
\[
\frac{(u')^2(x)}{a(x)} \geq \frac{C^2}{a(x)},
\]
for all \( x \) in a neighbourhood of \( x_0, x \neq x_0 \). As in Proposition 3.2, one can conclude that \( M = 0 \).

Observe that, if \( x_0 \in \{0, 1\} \) and \( u \in H^2_{\frac{3}{2}}(0, 1) \), then \( u'(x_0) = 0 \) without additional assumptions on \( a \) or on \( u \).

Thanks to the previous proposition, one can prove the next result. To this purpose, define
\[
\tilde{H}^2_{\frac{3}{2}}(0, 1) := \left\{ u \in H^2_{\frac{3}{2}}(0, 1) : u' \in L^2(0, 1) \right\}
\]
and
\[
\tilde{X} := \left\{ u \in H^2_{\frac{3}{2}}(0, 1) : u(x_0) = u'(x_0) = 0 \right\}.
\]

**Proposition 3.4.** If Hypotheses 3.2 and 3.3 are satisfied, then there exists a positive constant \( C \) such that
\[
\int_0^1 \frac{(u')^2}{a} \, dx \leq C \int_0^1 (u'')^2 \, dx, \quad (3.11)
\]
for all \( u \in \tilde{X} \). Hence
\[
\tilde{H}^2_{\frac{3}{2}}(0, 1) = \tilde{X}. \quad (3.12)
\]

**Proof.** Take \( u \in \tilde{X} \) and assume, first of all, that \( x_0 \in \{0, 1\} \). Then (3.11) follows by [8, Lemma 3.7] applied to \( w := u' \in H^1_0(0, 1) \).

Now, assume \( x_0 \in (0, 1) \) and define again \( w := u' \in H^1_0(0, 1) \). Clearly, \( w(x_0) = 0 \). By Hypothesis 3.3 there exists \( C > 0 \) such that
\[
\frac{1}{a(x)} \leq \frac{C}{|x - x_0|^2}
\]
for all \( x \in [0, 1] \setminus \{x_0\} \). Then, for a suitable \( \varepsilon > 0 \) and using the assumptions
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on $a$ and the Hardy’s inequality, one has

$$
\int_0^1 w^2 \frac{1}{a} dx = \int_0^{x_0 - \epsilon} w^2 \frac{1}{a} dx + \int_{x_0 - \epsilon}^{x_0 + \epsilon} w^2 \frac{1}{a} dx + \int_{x_0 + \epsilon}^1 w^2 \frac{1}{a} dx
\leq \frac{1}{\min_{[0,x_0-\epsilon]} a} \int_0^{x_0 - \epsilon} w^2 dx + \int_{x_0 - \epsilon}^{x_0 + \epsilon} w^2 \frac{1}{a} dx + \int_{x_0 + \epsilon}^1 w^2 \frac{1}{a} dx
\leq \frac{1}{\min_{[0,x_0-\epsilon]\cup[x_0+\epsilon,1]} a} \int_0^1 w^2 dx + C \int_{x_0 - \epsilon}^{x_0} \frac{1}{|x - x_0|^2} dx + C \int_{x_0 + \epsilon}^1 \frac{1}{|x - x_0|^2} dx
\leq \frac{1}{\min_{[0,x_0-\epsilon]\cup[x_0+\epsilon,1]} a} \int_0^1 w^2 dx + C_H \int_{x_0 - \epsilon}^{x_0} (w')^2 dx + C_H \int_{x_0 + \epsilon}^1 (w')^2 dx
\leq C \left( \int_0^1 w^2 dx + \int_0^1 (w')^2 dx \right),
$$

for a positive constant $C$; here $C_H$ is the Hardy constant. By Poincaré’s inequality, it follows that

$$
\int_0^1 w^2 \frac{1}{a} dx \leq C \int_0^1 (w')^2 dx
$$

for a suitable constant $C$. Hence (3.11) holds. This implies that $\widetilde{X} \subseteq \widetilde{H}^2_{+}(0,1)$. By Proposition 3.3 the other inclusion follows immediately, hence (3.12) holds.

Remark 1. Clearly, if Hypotheses 3.2 and 3.3 are satisfied and $u \in H^2_{+}(0,1)$ satisfies (3.11), then $u' \in L^2_{+}(0,1)$ and again $u'(x_0) = 0$ by Proposition 3.4.

Adding an additional assumption on the function $a$, one can prove a characterization on $D(A)$.

Hypothesis 3.4. Assume that the function $a$ belongs to $W^{1,\infty}(0,1)$ and is

\[
\begin{cases}
\text{non increasing on the left and non decreasing on the right of } x_0, & \text{if } x_0 \in (0,1), \\
\text{non decreasing on the right of } x_0, & \text{if } x_0 = 0, \\
\text{non increasing on the left of } x_0, & \text{if } x_0 = 1.
\end{cases}
\]
Proposition 3.5. Let

\[ D := \left\{ u \in H^2_{\alpha}(0,1) : au''' \in L^2_{\alpha}(0,1), \ u(x_0) = (au')(x_0) = (au'')(x_0) = 0 \right\}. \]

If Hypotheses 3.2, 3.3 and 3.4 are satisfied, then \( D(A) = D \).

Proof. Evidently \( D \subseteq D(A) \). Now, we take \( u \in D(A) \) and we prove that \( u \in D \).

By Proposition 3.2, \( u(x_0) = (au')(x_0) = 0 \). Thus, it is sufficient to prove that \( (au'')(x_0) = 0 \) (observe that, since \( u \in H^2(0,1) \) and \( a \in W^{1,\infty}(0,1) \), then \( u'' \in L^2(0,1) \), \( \sqrt{a}u'' \in L^2(0,1) \) and \( au'' \in L^2(0,1) \)).

Let \( \delta > 0 \) sufficiently small and \( x = x_0 - \delta \). From the proof of Theorem 2.1, it follows that \( u \in H^4(K) \), where \( K := [0,x] \). In particular, since \( au'' \) is a continuous function in \( K \), the following formula holds:

\[ (au'')(x) - (au'')(0) = \int_0^x (au''')(t)dt = \int_0^x (a' u'')(t)dt + \int_0^x (au''')(t)dt. \]  

Now we will estimate the last two terms in (3.13). To this aim, observe that

\[ \int_0^x (a' u'')(t)dt = \int_0^{x_0} (a' u'')(t)dt - \int_x^{x_0} (a' u'')(t)dt \]

and

\[ \int_0^x (au''')(t)dt = \int_0^x a(t) \left( \int_0^t u'''(s)ds + u'''(0) \right) dt = \int_0^x a(t) \int_0^t u'''(s)ds dt + \int_0^x a(t)u''(0)dt. \]  

In particular, we have

\[ \lim_{x \to x_0} \int_0^x (a' u'')(t)dt = \int_0^{x_0} (a' u'')(t)dt. \]

Indeed, Hypothesis 3.2 and \( u'' \in L^2(K) \subset L^1(K) \) imply that

\[ \left| \int_x^{x_0} (a' u'')(t)dt \right| \leq \int_x^{x_0} |(a' u'')(t)|dt \leq \|a'\|_{L^\infty(0,1)} \int_x^{x_0} |u''(t)|dt. \]

Hence

\[ \lim_{x \to x_0} \int_0^{x_0} (a' u'')(t)dt = 0 \]

by the absolute continuity of the Lebesgue integral. As far as the two terms in (3.13) are concerned, we have

\[ \lim_{x \to x_0} \int_0^x a(t)u''(0)dt = u''(0) \lim_{x \to x_0} \int_0^x a(t)dt = u''(0) \int_0^{x_0} a(t)dt, \]
where we recall that \( \int_0^x a(t) \, dt \) can be written as \( \int_0^{x_0} a(t) \, dt - \int_x^{x_0} a(t) \, dt \) and, thanks to the hypotheses on \( a \), \( \lim_{x \to x_0} \int_x^{x_0} a(t) \, dt = 0 \). Moreover, using the monotonicity condition of \( a \) on the left of \( x_0 \), one has

\[
|a(t) \int_0^t u'''(s) \, ds| = \left| \sqrt{a(t)} \int_0^t \sqrt{a(s)} u'''(s) \, ds \right| \\
\leq \sqrt{a(t)} \int_0^t \sqrt{a(s)} |u'''(s)| \, ds
\]

for all \( t \in (0, x) \). Using again the assumptions on \( a \) and the fact that \( au''' \in L^2_x(0, 1) \), one can conclude that

\[
f(t) := a(t) \int_0^t u'''(s) \, ds \in L^1(0, x_0).
\]

Arguing as before,

\[
\lim_{x \to x_0} \int_0^x f(t) \, dt = \int_0^{x_0} f(t) \, dt
\]

and hence

\[
\exists \lim_{x \to x_0} (au'')(x) = (au'')(x_0^-) = L \in \mathbb{R}.
\]

In a similar way, one can prove that

\[
\exists \lim_{x \to x_0^+} (au'')(x) = (au'')(x_0^+) = M \in \mathbb{R}.
\]

In order to complete the proof it remains to prove that \( L = M = 0 \). Indeed, if \( L \neq 0 \), then there exist \( C > 0 \) and a left neighbourhood \( I_- \) of \( x_0 \) such that

\[
a(x)|u''(x)| \geq C \quad \forall x \in I_-.
\]

Thus,

\[
|u''(x)| \geq \frac{C}{a(x)} \quad \forall x \in I_-.
\]

But \( \frac{1}{a} \notin L^1(0, 1) \), thus \( u'' \notin L^1(0, 1) \) and this contradicts the fact that \( u'' \in L^2(0, 1) \). Hence \( L = 0 \); analogously one can prove \( M = 0 \). Thus, we obtain \( L = M = 0 \). In this way \( \lim_{x \to x_0} (au'')(x) \) exists and it is equal to 0, i.e.,

\[
(au'')(x_0) = 0.
\]

4 The general operator of order \( 2n \)

In this section we will extend the previous results to a general operator \( A_n u := au^{(2n)} \). To this aim, taking \( n \in \mathbb{N} \) with \( n \geq 3 \) (the case \( n = 2 \) is considered in the previous sections), we introduce the following spaces
with the norm

\[ \|u\|^2_{H^i_\alpha(0,1)} := \|u\|^2_{L^2_\alpha(0,1)} + \sum_{k=1}^{i} \|u^{(k)}\|^2_{L^2(0,1)} \quad \forall u \in H^i_\alpha(0,1), \]

\[ i = 3, \ldots, n. \]

As before, \( H^0_\alpha(0,1) := \{ u \in H^1_\alpha(0,1) : u^{(k)}(j) = 0, \ j = 0, 1, k = 0, 1, \ldots, i-1 \}, \]

\[ i = 3, \ldots, n, \] and for all \( u \in H^i_\alpha(0,1) \) the norms \( \|u\|^2_{H^i_\alpha(0,1)} \) and

\[ \|u\|^2 := \|u\|^2_{L^2_\alpha(0,1)} + \|u^{(i)}\|^2_{L^2(0,1)} \]

are equivalent; hence in the following we will use \( \| \cdot \|_i \).

Define the operator \( A_n \) by

\[ A_n u := au^{(2n)}, \quad \forall u \in D(A_n) := \left\{ u \in H^n_\alpha(0,1) : au^{(2n)} \in L^2_\alpha(0,1) \right\}, \]

if \( x_0 \in \{0,1\} \), or in the strongly degenerate case when \( x_0 \in (0,1) \). The next general Green’s formula holds.

**Proposition 4.1** (Green’s Formula). Assume Hypothesis 2.1 if \( x_0 \in \{0,1\} \) or Hypotheses 3.2 and 3.3 if \( x_0 \in (0,1) \). Then, for all \( n \in \mathbb{N} \) with \( n \geq 3 \) and for all \( (u,v) \in D(A_n) \times H^n_\alpha(0,1) \) one has

\[ \int_0^1 u^{(2n)}v \, dx = (-1)^n \int_0^1 u^{(n)}v^{(n)} \, dx. \]

**Proof.** The proof is similar to the one of Proposition 2.1 so we sketch it. Actually, it is sufficient to prove that, fixed \( u \in D(A_n) \) and defined \( \Phi(v) := \int_0^1 u^{(2n)}v \, dx + (-1)^{n+1} \int_0^1 u^{(n)}v^{(n)} \, dx \), with \( v \in H^n_\alpha(0,1) \), it follows that

\[ \Phi(v) = 0 \quad (4.15) \]

for all \( v \in H^n_\alpha(0,1) \). As in Proposition 2.1 it is sufficient to prove (4.15) for all \( v \in H^n_\alpha(0,1) := \{ v \in H^n(0,1) : \text{supp } v \subset (0,1) \setminus \{x_0\} \} \). The thesis will follow using the density of \( H^n_\alpha(0,1) \) in \( H^n(0,1) \), which can be proved as in Proposition 2.1.

Indeed, assume \( x_0 \in (0,1) \), let \( \delta > 0 \) and set \( \mathcal{K} := [0, x_0 - \delta] \cup [x_0 + \delta, 1] \). By definition of \( D(A_n) \), \( u^{(2n)} \in L^2(\mathcal{K}) \), thus \( u^{(n)} \in H^n(\mathcal{K}) \) (by Lemma 2.1 with \( p = 2 \)) and, in particular, \( u \in H^{2n}(\mathcal{K}) \). Observe that, fixed \( v \in H^{2n}(0,1) \), one can easily prove that

\[ \int_{\mathcal{K}} u^{(2n)}v \, dx = (-1)^n \int_{\mathcal{K}} u^{(n)}v^{(n)} \, dx. \]
Hence
\[
\int_0^1 u^{(2n)} v \, dx = \int_0^{x_0-\delta} u^{(2n)} v \, dx + \int_{x_0-\delta}^{x_0+\delta} u^{(2n)} v \, dx + \int_0^1 u^{(2n)} v \, dx
\]
\[
= (-1)^n \int_0^{x_0-\delta} u^{(n)} v^{(n)} \, dx + \int_{x_0-\delta}^{x_0+\delta} u^{(2n)} v \, dx + (-1)^n \int_{x_0+\delta}^1 u^{(n)} v^{(n)} \, dx.
\]
\[
(4.16)
\]

As in (2.6) and in (2.7), one can prove
\[
\lim_{\delta \to 0} \int_0^{x_0-\delta} u^{(n)} v^{(n)} \, dx = \int_0^{x_0} u^{(n)} v^{(n)} \, dx,
\]
\[
\lim_{\delta \to 0} \int_{x_0+\delta}^1 u^{(n)} v^{(n)} \, dx = \int_{x_0}^1 u^{(n)} v^{(n)} \, dx
\]
and
\[
\lim_{\delta \to 0} \int_{x_0-\delta}^{x_0+\delta} u^{(2n)} v \, dx = 0.
\]
Thus, by the previous limits and (4.16), it follows
\[
\int_0^1 u^{(2n)} v \, dx = (-1)^n \int_0^1 u^{(n)} v^{(n)} \, dx \iff
\]
\[
\Phi(v) = \int_0^1 (u^{(2n)} v + (-1)^{n+1} u^{(n)} v^{(n)}) \, dx = 0,
\]
for all \( v \in H^n_c(0,1) \). For the rest of the proof, one can proceed as in Proposition 2.1. The case \( x_0 \in \{0,1\} \) is similar, so we omit it.

In the weakly degenerate case, if \( x_0 \in (0,1) \), we consider the same domain as before
\[
A_n u := au^{(2n)}, \quad \forall u \in D(A_n) := \left\{ u \in H^n_0(0,1) : au^{(2n)} \in L^2_1(0,1) \right\},
\]
and we underline that, as for the case \( n = 2 \), if \( au^{(2n)} \in L^2_1(0,1) \), then \( u \in W^{2n,1}(0,1) \). Thus, the Proposition 4.1 follows immediately.

A natural consequence of the previous proposition is collected in the next theorem, which establishes the generation property in the general case.

**Theorem 4.1.** If \( x_0 \in \{0,1\} \), assume Hypothesis 2.4; if \( x_0 \in (0,1) \) assume Hypothesis 3.1 or Hypotheses 3.2 and 3.3. Then, the operator \( \tilde{A}_n : D(A_n) \to L^2_{\frac{1}{n}}(0,1) \), defined by \( \tilde{A}_n u := (-1)^n au^{(2n)} \) for all \( u \in D(A_n) \), is self-adjoint and non negative on \( L^2_{\frac{1}{n}}(0,1) \). Hence \(-\tilde{A}_n \) generates a contractive analytic semigroup of angle \( \frac{\pi}{2} \) on \( L^2_{\frac{1}{n}}(0,1) \) for any \( n \in \mathbb{N}, n \geq 3 \).
Proof. Observe that $D(A_n)$ is dense in $L^2_{\frac{\pi}{a}}(0,1)$. It is also clear that $\tilde{A}_n$ is symmetric and non negative. Indeed, 

\[ \langle \tilde{A}_n u, v \rangle_{L^2_{\frac{\pi}{a}}(0,1)} = \int_0^1 \frac{(-1)^n au^{(2n)}v}{a} dx = \int_0^1 u^{(n)}v^{(n)} dx = \int_0^1 \frac{(-1)^n au^{(2n)}u}{a} dx = \langle u, \tilde{A}_n v \rangle_{L^2_{\frac{\pi}{a}}(0,1)}. \]

$\tilde{A}_n$ is non negative: for any $u \in D(A_n)$

\[ \langle \tilde{A}_n u, u \rangle_{L^2_{\frac{\pi}{a}}(0,1)} = \int_0^1 \frac{(-1)^n au^{(2n)}}{a} dx = \int_0^1 u^{(n)}u^{(n)} dx = \int_0^1 (u^{(n)})^2 dx \geq 0. \]

$I + \tilde{A}_n$ is surjective: as in Theorem 2.1, one can prove that for $f \in L^2_{\frac{\pi}{a}}(0,1)$ there exists a unique $u \in H^1_{\frac{\pi}{a}}(0,1)$ such that for all $v \in H^1_{\frac{\pi}{a}}(0,1)$:

\[ \langle u, v \rangle_{H^1_{\frac{\pi}{a}}(0,1)} = \int_0^1 \frac{fv}{a} dx, \]  

(4.17)

where

\[ \langle u, v \rangle_{H^1_{\frac{\pi}{a}}(0,1)} := \int_0^1 \left( \frac{uv}{a} + u^{(n)}v^{(n)} \right) dx \quad \forall u, v \in H^1_{\frac{\pi}{a}}(0,1). \]

More precisely, since $C^\infty_c(0,1) \subset H^1_{\frac{\pi}{a}}(0,1)$, the relation (4.17) holds for all $v \in C^\infty_c(0,1)$, i.e.,

\[ \int_0^1 u^{(n)}v^{(n)} dx = \int_0^1 \frac{f - u}{a} v dx \quad \forall v \in C^\infty_c(0,1). \]

However, the previous equality is equivalent to

\[ (-1)^n \int_0^1 u^{(2n)} v dx = \int_0^1 \frac{f - u}{a} v dx \iff \int_0^1 \frac{(-1)^n a u^{(2n)} - f + u}{a} v dx = 0, \]

for all $v \in C^\infty_c(0,1)$. Evidently,

\[ u \in D(A_n) \quad \text{and} \quad u + (-1)^n au^{(2n)} = f, \]

i.e., $(I + \tilde{A}_n)u = f$. As a consequence, the operator $(\tilde{A}_n, D(A_n))$ generates a cosine family and an analytic semigroup of angle $\frac{\pi}{2}$ on $L^2_{\frac{\pi}{a}}(0,1)$. \hfill $\square$

As in Section 2, fixed a natural number $n \geq 3$, $T > 0$, $u_0 \in L^2_{\frac{\pi}{a}}(0,1)$ and $f \in L^2(0, T; L^2_{\frac{\pi}{a}}(0,1))$, we have that the following problem

\[ \]
\[
\frac{\partial u}{\partial t}(t,x) + a(x) \frac{\partial^{2n} u}{\partial x^{2n}}(t,x) = f(t,x), \quad (t,x) \in (0,T) \times (0,1),
\]
\[
u(t,0) = u(t,1) = 0, \quad t \in (0,T),
\]
\[
\frac{\partial^{i} u}{\partial x^{i}}(t,0) = \frac{\partial^{i} u}{\partial x^{i}}(t,1) = 0, \quad t \in (0,T), i = 1, ..., n - 1,
\]
\[
u(0,x) = u_0(x), \quad x \in (0,1),
\]

has a unique solution as a consequence of the previous theorem.

Finally, fixed \(n \in \mathbb{N}, n \geq 3\), it is possible to extend the results of Section 3 in a natural way. More precisely, considering the same assumptions on the function \(a\), we have the next general proposition which is useful to characterize \(D(A_n)\) in the weakly degenerate setting.

**Proposition 4.2.** Fix \(n \in \mathbb{N}, n \geq 3\), and assume Hypothesis 3.1. Then, we have the following properties

1. the spaces \(H^{n}_0(0,1)\) and \(H^{\Sigma}_0(0,1)\) coincide algebraically;
2. the norms \(\| \cdot \|_i\) and \(\| \cdot \|_{H^{\Sigma}_0(0,1)}\), \(i = 1, ..., n\), are equivalent;
3. if \(u \in H^{\Sigma}_0(0,1)\), i.e., \(u \in H^2(0,1)\), then

\[(au^{(i)})(x_0) = 0, \quad i = 0, 1, ..., n - 1.\]

**Proof.** One can prove the first two points as in Proposition 3.1; thus we omit it. We will prove only the last point. To this purpose, we take \(u \in H^2(0,1)\).

Hence \(u, u', u'', ..., u^{(n-1)} \in C[0,1]\) and, using the fact that \(a(x_0) = 0\), one has \((au^{(i)})(x_0) = 0\) for all \(i = 0, 1, ..., n - 1\). Hence, the thesis follows. \(
\]

We underline that the previous proposition holds if \(x_0 \in [0,1]\).

Consequently, the space \(C^{\Sigma}(0,1)\) is dense in \(H^{\Sigma}_1(0,1)\), \(i \geq 3\), and, in particular, \(D(A_n)\) can be rewritten as

\[
D(A_n) = \left\{ u \in H^{\Sigma}_0(0,1) : (au^{(i)})(x_0) = 0, i = 0, 1, ..., n - 1, \, au^{(2n)} \in L^2(0,1) \right\},
\]

\(n \geq 3\).

The discussion in the strongly degenerate case is based on the introduction of the space

\[
X_n := \left\{ u \in H^{\Sigma}_0(0,1) : u(x_0) = 0, (au^{(i)})(x_0) = 0, i = 1, ..., n - 1 \right\}, \quad n \geq 3.
\]

Observe that \(X_2\) coincides with the space \(X\) introduced in the previous section.

Naturally, if \(x_0 \in \{0,1\}\), then

\[
X_n = H^{\Sigma}_n(0,1).
\]

The following result is crucial to characterize the domain of the operator in the strongly degenerate case.
Proposition 4.3. Fix \( n \in \mathbb{N}, \ n \geq 3 \). Assume Hypotheses 3.2 and 3.3 and \( x_0 \in (0, 1) \). Then
\[
H^1_n(0, 1) = X_n
\]
and the norms \( \|u\|_2^n \) and \( \int_0^1 (u^{(n)})^2 dx \) are equivalent for all \( u \in H^1_n(0, 1) \).

Proof. Obviously, \( X_n \subseteq H^1_n(0, 1) \). Now, take \( u \in H^1_n(0, 1) \). By Proposition 3.2, it holds \( u(x_0) = (au')(x_0) = 0 \). Thus, in order to have the thesis, it is sufficient to prove that \( (au')(x_0) = ... = (au^{(n-1)})(x_0) = 0 \). To this purpose, since \( u \in H^1_n(0, 1) \), then \( u'', ..., u^{(n-1)} \) and hence \( au'', ..., au^{(n-1)} \) belong to \( C[0, 1] \).

Hence, using the fact that \( a(x_0) = 0 \), one has
\[
\lim_{x \to x_0} (au^{(i)})(x) = 0, \quad i = 2, ..., n - 1.
\]

Now, we prove that the two norms are equivalent. To this purpose, take \( u \in X_n \). By Lemma 3.1 there exists a positive constant \( C \) such that
\[
\|u^{(n)}\|_{L^2(0, 1)}^2 \leq \|u\|_n^2 \leq C \left( \|u'\|_{L^2(0, 1)}^2 + \|u^{(n)}\|_{L^2(0, 1)}^2 \right).
\] (4.18)

Using the Jensen’s inequality and the fact that \( u^{(i)}(j) = 0 \), for all \( i = 1, ..., n - 1 \) and \( j = 0, 1 \), one can prove that
\[
\int_0^1 (u^{(i)})^2(x) dx \leq \int_0^1 (u^{(i+1)})^2(x) dx, \quad i = 1, ..., n - 1.
\]

Thus, by the previous inequality in (4.18), one can conclude that the two norms are equivalent. \( \square \)

Also in this context we underline that, if we know a priori that \( u'', ..., u^{(n-1)} \in L^2_\pi(0, 1) \), using the same strategy employed in the previous section, we could prove that \( u''(x_0) = ... = u^{(n-1)}(x_0) = 0 \). Hence, the next characterizations hold.

Define
\[
\tilde{H}^n_\pi(0, 1) := \left\{ u \in H^1_\pi(0, 1) : u^{(i)} \in L^2_\pi(0, 1) \ \forall \ i = 1, ..., n - 1 \right\}
\]
and
\[
\tilde{X}_n := \left\{ u \in H^1_\pi(0, 1) : u^{(i)}(x_0) = 0 \ \forall \ i = 0, ..., n - 1 \right\}.
\]

Proposition 4.4. Fix \( n \in \mathbb{N}, \ n \geq 3 \), and assume Hypotheses 3.2 and 3.3. Then there exists a positive constant \( C \) such that, for all \( u \in \tilde{X}_n \),
\[
\int_0^1 \frac{(u^{(i)})^2}{a} dx \leq C \int_0^1 (u^{(i+1)})^2 dx
\] (4.19)
for all \( i = 2, ..., n - 1 \). Hence
\[
\tilde{H}^n_\pi(0, 1) = \tilde{X}_n.
\]
Remark 2. If Hypotheses 3.2 and 3.3 are satisfied and \( u \in H^2_n(0,1) \) satisfies the relations (4.19), then \( u'',...,u^{(n-1)} \in L^2_\alpha(0,1) \) and again \( u''(x_0) = ... = u^{(n-1)}(x_0) = 0 \) by the previous proposition. Clearly, if \( u' \in L^2_\alpha(0,1) \), then \( u'(x_0) = 0 \) by Remark 1.

Proposition 4.5. Fix \( n \in \mathbb{N}, n \geq 3 \), and let

\[
D_n := \left\{ u \in H^n_\alpha(0,1) : au^{(2n)} \in L^2_\alpha(0,1), u(x_0) = 0, \right. \\
\left. (au^{(i)})(x_0) = 0 \quad \forall \ i = 1, ..., n \right\}.
\]

If Hypotheses 3.3, 3.4 and 3.5 are satisfied, then \( D(A_n) = D_n \).
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