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Abstract—Currently, statistical tests for random number generators (RNGs) are widely used in practice, and some of them are even included in information security standards. But despite the popularity of RNGs, consistent tests are known only for stationary ergodic deviations of randomness (a test is consistent if it detects any deviations from a given class when the sample size goes to \( \infty \)). However, the model of a stationary ergodic source is too narrow for some RNGs, in particular, for generators based on physical effects. In this article, we propose computable consistent tests for some classes of deviations more general than stationary ergodic and describe some general properties of statistical tests. The proposed approach and the resulting test are based on the ideas and methods of information theory.
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I. INTRODUCTION AND THE STATEMENT OF THE PROBLEMS

The concept of randomness has attracted the attention of scientists for several millennia. In the 20th century, the concept of randomness and, in particular, of a random sequence began to be considered within the framework of algorithmic information theory (AIT) established by A. Kolmogorov, see [11–13].

Another line of research on randomness and randomness testing has been developed by researchers who develop practical random number generators (RNGs) and tests for them, see [9–12]. It is worth noting that RNGs play an important role in cryptography, which is why some RNGs and randomness tests are included in the standards for data protection systems. For example, the National Institute of Standards and Technology (NIST, USA) has proposed the suite (or “battery”) of 15 tests recommended as a standard [14].

Research in this area is conducted within the framework of the classical mathematical statistics [13, 14]; specifically, it considers a statistical test, a sample \( \{x = x_1 x_2 \ldots x_n\}, n \geq 1 \), and the following two statistical hypotheses:

\[ H_0 = \{ x \text{ is generated by the Bernoulli source with} \} \ (B(1/2, 1/2)) \]

(1)

and the alternative hypothesis \( H_1 \), which is a set of probabilistic measures that does not contain \( B(1/2, 1/2) \). For example, the alternative hypothesis can be \( H_1 = H_1^{\text{neg}} \) which is the set of all stationary ergodic measures, excluding \( B(1/2, 1/2) \).

In mathematical statistics, the so-called consistent tests are highly desirable [13, 14]; see also [15]. A formal definition will be given later, but here we note that if \( H_1 \) is true and such a test applies to the initial part \( x_1 \ldots x_n \) of \( x \), then it makes the correct decision from some \( n \) on when \( n \to \infty \) (that is, rejects \( H_0 \)).

Currently, among the hundreds of statistical tests applied to RNGs, consistent tests are known only for stationary ergodic alternatives (that is, \( H_1^{\text{st}} \)) and its subsets, see [16, 17]. On the other hand, there may be real situations when the set of alternative hypotheses includes non-stationary sources. For example, RNGs popular in cryptography, which are based on physical processes, may have some non-stationary deviations. This, in turn, indicates the need to search for tests for non-stationary deviations from randomness.

So, the purpose of this article is to describe and analyze statistical tests that can be applied to an alternative hypothesis other than stationary deviations from randomness with a focus on computable tests. We show that general alternative hypotheses should be considered in the framework of AIT and describe some links between classical hypothesis testing and AIT. Then we describe some consistent computable tests for the alternative hypotheses more general than \( H_1^{\text{st}} \). In particular, it is done for \( H_1 \) which contains so-called \( \sigma \)-compressible sequences suggested in [18] (see also [19]). This set of alternative hypotheses includes \( H_1^{\text{st}} \) and, in a certain sense, can be considered as its generalisation. The tests described are computable, but quite complex, and we show that some simple-to-implement tests can be effectively applied to broader alternatives than stationary deviations.

The rest of the article is organized as follows: the next part contains definitions and some auxiliary results. The third part describes some general properties of tests in a framework of AIT. The forth part is devoted to the description and study of consistent computable tests for general alternative hypotheses, whereas the last part describes some simple-to-implement tests that can be applied beyond stationary deviations. The last part is a short conclusion.

II. DEFINITIONS AND AUXILIARY RESULTS

The model.

It is important to note that the general alternative hypothesis \( H_1^{\text{neg}} = H_0 \), that is, \( H_1 \) is negation of \( H_0 \), cannot be considered with the model (1), because for any infinite sequence \( x = x_1 x_2 \ldots \) there exists such a point measure \( \mu_x \),
that \( \mu_x(x) = 1 \). So, it is impossible to separate \( H_0 \) and \( H_1^{neg} \) because any \( x \) generated by \( B(1/2, 1/2) \) can be considered as generated by \( \mu_x \in H_1^{neg} \).

To overcome this obstacle, one can attempt to consider the following main hypothesis: \( H_0 = \{ x \text{ is random } \} \) using the approach of algorithmic information theory.

The notion of a random sequence plays a central role in algorithmic information theory, and there are currently several equivalent definitions within the AIT based on different approaches [22]. So, we propose to modify the main hypothesis as follows:

\[
H_0 = \{ x \text{ is random } \},
\]

(2)

and \( H_1 \) is some subset of sequences which are not random. Note that \( \lambda(\{ x; x \text{ is random}\}) = 1 \), where \( \lambda \) is the Lebesgue measure [1]. In fact, it gives a possibility to apply tests developed for (1) to (2).

**Statistical tests.**

Let there be the hypothesis \( H_0 \), some alternative \( H_1 \), \( T \) be a test and \( \tau \) be a statistic (that is, a function on \( \{0, 1\}^n \) that is applied to a binary sequence \( x = x_1...x_n \). (Here and below \( \{0, 1\}^n \) is the set of all \( n \)-bit binary words.)

By definition, Type I error occurs if \( H_0 \) is true and \( H_0 \) is rejected and Type II error occurs if \( H_1 \) is true, but \( H_0 \) is accepted. The significance level \( \alpha \), \( \alpha \in (0, 1) \), is the probability of the Type I error. Denote the critical region of the test \( T \) for the significance level \( \alpha \) by \( C_T(\alpha, n) \) and let

\[
C_T(\alpha, n) = \{ 0, 1\}^n \setminus \bar{C}_T(\alpha, n).
\]

Recall that, \( H_0 \) is rejected if and only if \( x \in \bar{C}_T(\alpha) \) and, hence,

\[
|\bar{C}_T(\alpha, n)| \leq 2^n \alpha.
\]

(3)

(Here and below \( |X| \) is the number of elements in \( X \) if \( X \) is a set and the length of \( X \) if \( X \) is a word.) Indeed, for both models, if \( H_0 \) is true, then all words in \( \{0, 1\}^n \) are equiprobable (the probability of any word is \( 2^{-n} \)).

By definition, the test \( T \) is consistent (for \( H_1 \)), if for any \( x \in H_1 \) and any significance level \( \alpha \in (0, 1) \), the hypothesis \( H_0 \) is rejected from some \( n \) on when \( n \to \infty \). It applies to both models (1) and (2), but in the first case it should be valid with probability one.

Let us give a definition of the so-called p-value, which plays an important role in the randomness testing [11]. The p-value \( (\pi_\tau(x)) \) of \( \tau \) and \( x \) is defined by the equation

\[
\pi_\tau(x) = \lambda\{ y : \tau(y) \geq \tau(x) \} = |\{ y : \tau(y) \geq \tau(x) \}|/2^n.
\]

(4)

Informally, \( \pi_\tau(x) \) is the probability to meet a sequence \( y \) which is less random than the observed \( x \) when considering the null hypothesis. Clearly, \( \bar{C}_T(\alpha) = \{ x : \pi_\tau(x) \leq \alpha \} \).

**Batteries of tests.**

Let us consider a situation where the randomness testing is performed by conducting a battery of statistical tests for randomness. Suppose that the battery \( \hat{T} \) contains a finite or countable set of tests \( T_1, T_2, ... \) and \( \alpha_i \) is the significance level of the \( i \)-th test, \( i = 1, 2, ... \). If the battery is applied in such a way that the hypothesis \( H_0 \) is rejected when at least one test in the battery rejects it, then the significance level \( \alpha \) of this battery satisfies the following inequality:

\[
\alpha \leq \sum_{i=1} \alpha_i.
\]

(5)

(Because \( P(A + B) \leq P(A) + P(B) \) for any events \( A \) and \( B \).)

It will be convenient to formulate this inequality in a different way. Suppose there is some \( \alpha \in (0, 1) \) and a sequence \( \omega \) of non-negative \( \omega_i \) such that \( \sum_{i=1}^{\infty} \omega_i \leq 1 \). For example, we can define the following sequence \( \omega^* \);

\[
\omega_i^* = 1/(i(i + 1)) \quad i = 1, 2, ... .
\]

(6)

If the significance level \( T_i \) equals \( \alpha \omega_i \), then the significance level of the battery \( \hat{T} \) is not grater than \( \alpha \). (Indeed, from (5) we obtain \( \sum_{i=1} \alpha_i = \sum_{i=1} (\alpha \omega_i) = \alpha \sum_{i=1} \omega_i \leq \alpha \).

If the p-value of the test \( T_i \) is \( \pi_T(\cdot) \), then

\[
\pi_T(\cdot) = \min_i \{ \pi_T(\cdot)/\omega_i \}.
\]

(7)

Note that this simple observation makes it possible to treat a battery of tests as a single test.

**Prefix-free codes, consistent tests for stationary ergodic sources and universal codes.**

By definition, a set \( U \subset \{0, 1\}^* \) is prefix-free if for any different words \( u, v \in U \) neither \( u \) is a prefix of \( v \), nor \( v \) is a prefix of \( u \). (Here and below \( \{0, 1\}^* \) and \( \{0, 1\}^\infty \) are sets of finite and one-sided infinite binary words, correspondingly.)

The following Kraft inequality is valid for any prefix-free \( U \):

\[
\sum_{u \in U} 2^{-|u|} \leq 1.
\]

(8)

By definition, a map \( \phi \) from \( \{0, 1\}^* \) to \( \{0, 1\}^* \) is a prefix-free code if for any different words \( u, v \in \{0, 1\}^* \) \( \phi(u) \neq \phi(v) \), and the set of all values \( \phi(\cdot) \) is prefix-free [20].

A code \( \phi \) is universal if for any stationary ergodic \( \nu \), with probability one,

\[
\lim_{n \to \infty} \frac{1}{n} |\phi(x_1x_2...x_n)| = h(\nu),
\]

(9)

where \( h(\nu) \) is the Shannon entropy of \( \nu \) (see [20] for definition). Such codes exist; see, for example, [16]. Note that the purpose of codes is to “compress” sequences, i.e. to make the length of the codeword \( \phi(x_1x_2...x_n) \) as small as possible. The property (9) shows that the universal codes are asymptotically optimal, because the Shannon entropy is a lower bound on the length of the compressed sequence (per letter), see [20].

It turns out that the following test is consistent for \( H_1^{\text{st}} \) (16, 17):

\[
\text{If } n - |\phi(x_1...x_n)| \geq - \log_2 \alpha
\]

(10)

then \( H_0 \) is rejected, otherwise it is accepted. Here, as before, \( \alpha \) is the significance level, \( \phi \) is a universal code and \( |\phi(x_1...x_n)| \) is the length of encoded ("compressed") sequence.
It is worth noting that real data compressors (for example, zip) can be used in this test, and such tests are quite effective \[\text{[21].}\] Moreover, such tests are asymptotically optimal in the following sense: If we define the statistic \(T_0(x_1 \ldots x_n) = n - |\phi(x_1 \ldots x_n)|\), then
\[
\lim_{n \to \infty} - \log \pi_{T_0}(x_1 \ldots x_n) = 1 - h(\mu) \quad (11)
\]
and for any other statistic \(\tau\) \(\lim \inf_{n \to \infty} - \log \pi_\tau(x_1 \ldots x_n) \geq 1 - h(\mu)\), where \(\mu\) is a stationary ergodic measure and \(h(\mu)\) is its Shannon entropy, see \[\text{[17].}\]

Some results of algorithmic information theory.

First we briefly introduce the notion of Kolmogorov complexity. A formal definition can be found, for example, in \[\text{[1–4].}\] Informally, a prefix-free Kolmogorov complexity of a words \(s\) is the length of the shortest program that outputs \(s\). That is, for some universal prefix-free Turing machine \(U\), we can define the Kolmogorov complexity \(K_U(s)\) of a binary words as the length of the shortest program for \(U\) that outputs \(s\). (The Turing machine is prefix-free, if the set of \(s\) on which \(U\) halts forms a prefix-free code.) There are such machines \(U\) that \(K_U(s) \leq K_U(s) + \text{const}\) for every \(s\) and every other universal Turing machine \(U'\) (the constant may depend on \(U\) and \(U'\), but not on \(s\)). Fix any such \(U\) and define prefix-free Kolmogorov complexity \(K(s)\) as \(K_U(s)\). So, we can say that Kolmogorov complexity is defined up to an additive constant.

The function \(K(\cdot)\) is non-computable, but there exists a computable function \(K : N \to \{0, 1\}^* \to \{1, 2, \ldots\}\) such that for all integer \(n\) and a binary word \(v : K(n, v) \leq K(n + 1, v), \lim_{n \to \infty} K(n, v) = K(v)\) and for any \(n\) the set \(K(n, v), v \in \{0, 1\}^*\) is prefix-free \[\text{[1].}\]

In what follows we will use the following definition of randomness which belongs to Schnorr (and is equivalent to some other notions of randomness) \[\text{[22]}:\] A sequence \(x \in \{0, 1\}^\infty\) is algorithmically random if there exists a constant \(c\) such that, for all \(n\),
\[
K(x_1^n) \geq n - c, \quad (12)
\]
where \(K\) is a prefix-free Kolmogorov complexity.

The following definitions are due to J. Reimann \[\text{[7].}\] Let \(x\) be an infinite binary sequence (i.e. \(x \in \{0, 1\}^\infty\)) and \(x^n_1 = x_1 \ldots x_n\). Denote as \(0.\ldots 0\ldots x_1 \ldots x_n\) the real number whose binary representation is the real number \(0.x_1 \ldots x_n\) from \([0, 1)\). The lower pointwise dimension for a measure \(\mu\) and \(x = x_1 x_2 \ldots \in \{0, 1\}^\infty\) is defined by
\[
\delta_\mu(x) = \lim_{n \to \infty} \inf \frac{1}{n} \log \mu([0.x_1 \ldots x_n, 0.x_1 \ldots x_n + 2^{-n}]) \quad (13)
\]

It is shown in AIT that there exist a so-called universal semimeasure \(M\) which is enumerable, and for any computable measure \(\mu\) there exists such a constant \(C\) that the following inequality holds \[\text{[7].}\]
\[
| - \log M(u) + \log \mu(u) | \leq C. \quad (14)
\]

\(\sigma\)-compressible sequences and tests for stationary ergodic sources.

The set of \(\sigma\)-compressible sequences is defined in \[\text{[13].}\] By definition, for \(\sigma \in [0, 1], x \in \{0, 1\}^\infty\) is \(\sigma\)-compressible if
\[
K(x_1^n) \leq \sigma n + o(n), \quad (15)
\]
where \(n\) grows. Let \(\Sigma\) denote the set of all sequences which are \(\sigma\)-compressible for a \(\sigma \in [0, 1]\).

It can be seen that for any stationary ergodic measure \(\mu\) the set of \(\sigma\)-compressible sequences contains the set of \(\mu\)-typical sequences, if \(h(\mu) = \sigma\). So, \(\mu(\Sigma) = 1\) \[\text{[19]}\] and, in a sense, the notion of \(\sigma\)-compressibility is more general than that of a stationary ergodic source.

III. LINKS BETWEEN CLASSICAL STATISTICS AND AIT

It turns out that some central concepts of mathematical statistics are deeply related to the results of the AIT. They are summarized in the following theorem.

**Theorem 1:** Let \(H_0 = \{x \text{ is random}\}\) and \(\mu\) be a measure for which the hypothesis \(H_1\) in \[\text{[1]}\] is true (i.e. \(\mu \neq B(1/2, 1/2)\)).

i) Then, with \(\mu\)-probability 1, for \(x = x_1 x_2 \ldots\)
\[
\lim \sup_{n \to \infty} - \log \pi_\mu(x_1^n)/n \geq 1 - \delta_\mu(x),
\]
where \(\pi_\mu(x_1^n)\) is the \(p\)-value for the statistic \(\tau(x) = \mu(x)\).

ii) For a universal semicomputable measure \(M\) and a computable \(\mu\), with \(\mu\)-probability 1,
\[
\lim \sup_{n \to \infty} - \log \pi_M(x_1^n)/n \geq 1 - \delta_\mu(x),
\]
(In a sense, i) corresponds to the case of the known hypothesis \(H_1\), and ii) to the case of an unknown \(H_1\).)

**Proof of the theorem.** By definition \[\text{[4].}\]
\[
\pi(\mu(x_1^n)) = \left| \left\{ y_1 \ldots y_n : \mu(y_1 \ldots y_n) \geq \mu(x_1^n) \right\} \right|/2^n.
\]
Clearly, \(\{ y_1 \ldots y_n : \mu(y_1 \ldots y_n) \geq \mu(x_1^n) \} \subseteq \{ y_1 \ldots y_n \} \subseteq \{ y_1 \ldots y_n \} \subseteq \{ y_1 \ldots y_n \} \). From the two latter inequalities we obtain \(\pi(\mu(x_1^n)) \leq 1/(\mu(x_1^n) 2^n)\). So, \(\log \pi(\mu(x_1^n)) \leq -n - \log \mu(x_1^n)\). Hence,
\[
\lim \sup_{n \to \infty} - \log \pi(\mu(x_1^n))/n \geq 1 - \lim \inf_{n \to \infty} - \log \mu(x_1^n)/n.
\]
Taking into account the definition of the lower pointwise dimension \[\text{[13]}\] we obtain the first statement of the theorem.

The second statement of the theorem immediately follows from \[\text{[14].}\]

IV. COMPUTABLE TESTS FOR GENERAL ALTERNATIVE HYPOTHESES

In this part we will consider the general hypothesis \(H_0\) \[\text{[2].}\] It is known in AIT that a computable test for the most general alternative hypothesis \(H^\omega_1 \equiv H_0\) does not exist. So, we consider two alternative hypotheses for which computable tests exist. Informally, suppose that \(\omega\) is such a sequence of non-zero \(\omega_i, i = 1, 2, \ldots\) that \(\sum_{i=1}^{\infty} \omega_i \leq 1\). The first alternative hypothesis is as follows: \(H^\omega_1 = \{ x : K(x_1^n) > n - \log(1/\omega_n)\} \).
In particular, if $\omega_n = \text{const}/n^{1+\epsilon}$ for some $\epsilon > 0$, then $H^2_n = \{x : K(x)_n^m > n - (1 + \epsilon) \log n + O(1)\}$, if $\omega_n = \text{const}/(n \log n)^{1+\epsilon}$, then $H^2_n = \{x : K(x)_n^m > n - (\log n + (1 + \epsilon) \log \log (n+1) + O(1))\}$.

It is interesting to compare these equations with the Schnorr definition of a random sequence [12]. In a sense, the $O(\log n)$ distance is the price to pay for the computability of tests.

Now let’s continue the description of the test. Let $f(n), n \in N$, be a monotonically increasing computable function such that $f(n) \to \infty$. Define the following statistic and test:

$$\tau_K(x_1 \ldots x_n) = \min_{m = 1, \ldots, n} \left( m - \hat{K}(f(n), x_1^m) - \log(1/\omega_m) \right),$$

$H_0$ is rejected if $\tau_K(x_1^n) \geq \log(1/\alpha)$, \hspace{1cm} (16)

where $\alpha$ is the significance level. Informally, this is a battery of $n$ tests $m - \hat{K}(f(n), x_1^m) - \log(1/\omega_m), m = 1, \ldots, n$, where $\alpha$ is ”shared” among the tests. When $n$ grows, $f(n)$ goes to $\infty$ and, hence, $\hat{K}(f(n), x_1^m) \to K(x_1^m)$. The following theorem is based on this observation.

**Theorem 2:** Let there be a sequence $x = x_1x_2\ldots$ such that

$$\lim_{n \to \infty}(n - K(x_1^n) - \log(1/\omega_n)) = \infty.$$ \hspace{1cm} (17)

Then the test (IV) is consistent for $x$.

**Corollary 1:** The test (IV) is consistent for any $\sigma$-compressible sequence $x$ if $\sigma < 1$.

**Proof of the theorem 2.** First we show that the significance level is not grater than $\alpha$. To do that, consider the statistic $\tau^*(m, n)$ and the test $T^*(m, n)$ defined as follows:

$$\tau^*(m, n) = m - \hat{K}(f(n), x_1^m) - \log(1/\omega_m),$$

$H_0$ is rejected if $\tau^*(m, n) \geq \log(1/\alpha)$. \hspace{1cm} (18)

Suppose that $H_0$ is true and let $1 \leq m \leq n$. From the definition of the test (IV) we can see that the probability that $H_0$ is rejected is $|W|/2^m$, where $W = \{w : w \in \{0, 1\}^m \text{ and } m - \hat{K}(f(n), w) \leq \log(1/\omega_m)\}$. Clearly, $W = \{w : w \in \{0, 1\}^m \text{ and } K(f(n), w) \leq m - \log(1/(\alpha \omega_m))\}$.

For any $n$ the set $\hat{K}(f(n), m, n)$ is prefix-free. Taking into account the definition of $W$, from the Kraft inequality we obtain

$$1 \geq \sum_{w \in W} 2^{-|w|} \geq |W|2^{-(m-\log(1/(\alpha \omega_m)))}.$$ \hspace{1cm} (19)

Hence, $|W| \leq 2^{m+\log(1/(\alpha \omega_m))}$. So, the probability that $H_0$ is rejected (if it is true) equals $|W|/2^m \leq \alpha \omega_m$.

From definitions (IV) and (IV) we can see that the first of them is the battery of the test and from (5) we can see that the probability that $H_0$ is rejected (if it is true) is not grater than $\sum_{i=1}^\infty \alpha \omega_m < \alpha$.

We can see from (17) that there exists such a increasing sequence $m_1, m_2, \ldots$ that $\lim_{m \to \infty}(m_k - K(x_1^{m_k}) + \log(1/\omega_{m_k})) = \infty$. Hence, for any $\alpha \in (0, 1)$ there exists such $m^*$ that

$$(m^* - K(x_1^{m^*}) + \log(1/\omega_{m^*})) > \log(1/\alpha).$$ \hspace{1cm} (19)

By definition, $\lim_{m \to \infty} K(l, x_1^{m^*}) = K(x_1^{m^*})$ and, hence, $\lim_{m \to \infty} K(f(n), x_1^{m^*}) = K(x_1^{m^*})$. Taking into account (19) from the last equation and the definition of the statistic (IV) we can see that there exists such $n^*$ that $\tau_K(x_1^n) > \log(1/\alpha)$ if $n > n^*$.

**Proof of the corollary.**

Taking into account the definition (15), we can see that for any $\sigma$-compressible $x$ and $\sigma < 1$

$$n - K(x_1^n) \geq (1 - \sigma)n + o(1).$$

So, for any $\alpha \in (0, 1)$, there exists such an integer $m$ that

$$K(x_1^m) > \log(1/(\omega_m \alpha)).$$

From this and the definition of $\hat{K}$ and $f$ we can see that

$$\lim_{n \to \infty}\hat{K}(f(n), x_1^m) > \log(1/(\omega_m \alpha)),$$

and, hence, the test (IV) rejects $H_0$.

V. SIMPLE-TO IMPLEMENT TESTS CONSISTENT TO SOME NON-STATIONARY DEVIATIONS FROM RANDOMNESS

In this part we will describe some easy-to-implement tests that can be applied to some of the alternatives outside of $H^4_n$.

First, we will briefly describe the LZ77 code based on the definition in [23]. Suppose, there is a binary string $\sigma^*$ which is encoded using the code LZ77. This string is represented by a list of pairs $(p_1, l_1), \ldots, (p_i, l_i)$. Each pair $(p_i, l_i)$ represents a string, and the concatenation of these strings is $\sigma^*$. In particular, if $p_i = 0$, then the pair represents the string $l_i$, which is a single terminal. If $p_i \neq 0$, then the pair represents a set of the prefix of $\sigma^*$ that is represented by the preceding $i - 1$ pairs; namely, the $l_i$ terminals beginning at position $p_i$ in $\sigma^*$; see [23, part 3.1]. The length of the codeword depends on the encoding of the sub-words $p_i, l_i$ which are integers. For this purpose we will use a prefix code $C$ for integers, for which for any integer $m$

$$|C(m)| = m \log m + 2 \log \log (m+1) + O(1).$$ \hspace{1cm} (20)

(Such codes are known in Information Theory, see, for example, [20, part 7.2]). Note that $C$ is the prefix code and, hence, for any $r \geq 1$ the codeword $C(p_1)C(l_1) \cdots C(p_r)C(l_r)$ can be decoded to $(p_1, l_1), \ldots, (p_r, l_r)$. There is the following upper bound for the length of the LZ77 code [20, 23]: for any word $w_1w_2\ldots w_m$

$$|\text{code}_{LZ}(w_1w_2\ldots w_m)| \leq m(1 + o(1)),$$ \hspace{1cm} (21)

if $m \to \infty$.

We recall the definition of a typical sequence for the stationary ergodic measure $\mu$. The sequence $x \in \{0, 1\}^\infty$ is $\mu$-typical if the limiting frequency of occurrence of any word $u \in \{0, 1\}$ in $x$ is $\mu(u)$. Besides, the $\mu$ measure of the set of all $\mu$-typical sequences equals 1.

We will now describe such sequences that, on the one hand, are not typical for any stationary ergodic measure and, on the other hand, are not random and will be rejected by the suggested test. Thus, the proposed model makes it
possible to detect non-random sequences whose deviations from randomness are not stationary, i.e., which are outside $H^d_1$. Those sequences are recognized by LZ77 and some grammatical codes as non-random, if those codes are used in the test (10). To do this, we take any binary incompressible sequence $x = x_1 x_2 ...$ (that is, for which (12) is valid) and define a new sequence $y(x) = y_1 y_2 ...$ as follows. Let for $k = 0,1,2,...$

$$u_k = x_{2^k-1} x_{2^k} x_{2^k+1} ... x_{2^k+1-2}$$
$$y(x) = u_0 u_0 u_1 u_1 u_2 u_2 u_3 u_3 ...$$ (22)

(For example, $u_0 = x_1 x_2$, $u_1 = x_3 x_4 ... x_{14}$, $u_2 = x_{15} ... x_{254}$, $y = x_1 x_2 x_1 x_2 x_3 x_4 ... x_{14} x_3 x_4 ... x_{14} x_{15} ... x_{254} x_{15} ... x_{254} ...$

The idea behind this design is quite clear. Firstly, it is obvious that the word $y$ cannot be typical for a stationary ergodic source and, secondly, when $u_0 u_0 u_1 u_1 ... u_k u_k$ is encoded the second subword $u_k$ will be encoded by a very short word (about $O(\log|u_k|)$), since it coincides with the previous word $u_k$. So, for large $k$ the length of the encoded word $u_0 u_0 u_1 u_1 ... u_k u_k$ will be about $|u_0 u_0 u_1 u_1 ... u_k u_k| (1 + o(1))/2$. In turn, taking into account the test (10) we can see that $H_0$ will be rejected for any $\alpha \in (0,1)$ when $k$ grows.

The following is a more formal statement based on this simple consideration:

Claim. For any incompressible sequence $x$ the sequence $y(x)$ is not typical for any stationary ergodic measure and the test (10) along with the LZ77 code rejects $x$ for any significance level $\alpha \in (0,1)$.

VI. CONCLUSION

In this article, we have shown that such an applied field as RNG testing requires new models in addition to the probabilistic approach and, in particular, in addition to the stationary ergodic model. Naturally, suitable models can be found within algorithmic information theory, which, in a sense, was developed for the study of randomness and, hence, RNGs. It turned out that the gap between computability and non-computability of consistent tests is about log distance in Kolmogorov complexity.

It is clear that the stationary deviation model does not take into account all situations that may arise in practice. For example, widely used physical RNGs can have deviations that are not described by a stationary process (such deviations can be described by slowly varying changes in probabilities, unexpected changes in characteristics, etc.). The computable tests described are quite complex, but we show that a simple-to-implement test based on the Lempel-Ziv code can detect some deviations outside of stationary processes. In particular, for practical testing of PhRNG, we can recommend using a test based on the LZ code (or some other so-called universal dictionary codes) in test batteries.
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