A Novel MEGNet for Classification of High-Frequency Oscillations in Magnetoencephalography of Epileptic Patients
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Epilepsy is a neurological disease, and the location of a lesion before neurosurgery or invasive intracranial electroencephalography (iEEG) surgery using intracranial electrodes is often very challenging. The high-frequency oscillation (HFOs) mode in MEG signal can now be used to detect lesions. Due to the time-consuming and error-prone operation of HFOs detection, an automatic HFOs detector with high accuracy is very necessary in modern medicine. Therefore, an optimized capsule neural network was used, and a MEG (magnetoencephalograph) HFOs detector based on MEGNet was proposed to facilitate the clinical detection of HFOs. To the best of our knowledge, this is the first time that a neural network has been used to detect HFOs in MEG. After optimized configuration, the accuracy, precision, recall, and F1-score of the proposed detector reached 94%, 95%, 94%, and 94%, which were better than other classical machine learning models. In addition, we used the k-fold cross-validation scheme to test the performance consistency of the model. The distribution of various performance indicators shows that our model is robust.

1. Introduction

Epilepsy is a spectrum of neurological disorders, caused by the abnormal firing of neurons in the brain with sudden and recurrent characteristics. It has tremendous adverse impacts to the epileptic patients. Many previous researches explored the pathogenesis of epilepsy from the cellular level to the molecular level and the gene level [1]. Neurosurgery is often required to gain seizure freedom [2]. A successful epileptic surgery highly depends on accurate localization of the origin of epileptic foci, the areas of brain cortex generating the epileptic seizures and understanding postoperative changes in epilepsy network. Unfortunately, localization of epileptic foci is usually very challenging. Invasive surgical intracranial electroencephalography (iEEG) with intracranial electrode placement has been used before neurologic surgery.

Magnetoencephalography (MEG) has been utilized to locate epileptic foci through magnetic field signals using spike signals. MEG has higher temporal and spatial resolution than electroencephalography (EEG) and can be used as input signal to establish brain-computer interface system [3, 4]. However, only 80% of epileptic patients show spikes during MEG recordings, and approximately 50% of epileptic surgeries failed when the brain areas that generate spikes were resected. Recent studies suggest that localized high frequency oscillations (HFOs) detected in MEG recordings are closely linked to the epileptic seizures areas [5, 6] and HFO-generating regions can be used to identify seizure onset zone [7]. Increasing evidence indicate that pathological HFOs are significantly related to the seizure area. The literatures suggest that HFOs reflect the epileptogenic capacity of underlying tissues because HFOs is more frequent
after the reduction of antiepileptic drugs. Although HFOs are primarily recorded on intracranial electroencephalograms, the new study suggests that it is possible to identify HFOs on scalp MEG or EEG [8]. Furthermore, HFOs include ripples (80–250 Hz) and fast ripples (FRs) (250–500 Hz). Recent evidences indicated that FRs are more useful than ripples for localization of epileptogenic zones, particularly true in the case of multiple epileptic foci [9–11]. Thus, it is desirable to identify ripples and FRs in the presurgical evaluation. Nevertheless, compared to spikes, ripples and FRs have short duration and low amplitude, making the visual identification by human experts of HFOs very time consuming, labor-intensive, subjective, and error prone, especially for the large volume of MEG signals data.

Prior researches have applied machine learning to automatic HFO identification in epilepsy studies. Chaibi et al. proposed an automatic algorithm for detection and classification of HFOs, combining smoothed Hilbert Huang Transform (HHT) and root mean square (RMS) feature. Performance evaluation in terms of sensitivity and false discovery rate (FDR) were, respectively, 90.72% and 8.23% [12]. In order to specifically minimize false positive rates and improve the specificity of HFOs detection, they also developed another approach, combining tunable Q-factor wavelet transform (TQWT), morphological component analysis (MCA), and complex Monet wavelet (CMW), improving sensitivity and specificity to 96.77% and 85.00%, respectively [13]. Another study used decision tree analysis for HFOs detection. The results demonstrated that the decision tree approach yielded low false detection (FDR = 8.62%), but with a sensitivity of 66.96% [14]. Raj et al. used Fishers Linear Discriminant Analysis (FLDA) and logistic regression for classification of HFOs. The accuracy, sensitivity, and specificity of their method were 76.1%, 85.0%, and 66.6%, respectively [15]. Recently, deep learning methods have been applied to HFOs classification. Wan et al. proposed a stacked sparse autoencoder-based HFOs (SMO) detector to distinguish HFOs signals from normal biological signals [16]. In another study, Ting Wana developed Fuzzy entropy (FuzzyEn) and Fuzzy neural network (FNN) for automatic HFOs detection [17]. These studies demonstrated the superior capability of deep learning models on learning latent patterns of biological signal for HFO identification. For CapsuleNet, some studies link it with video content and propose a 3D capsule network for motion detection. And experiments on some studies link it with video content and propose a 3D capsule network for motion detection. Furthermore, HFOs in schizophrenia patients [21] can be used to couple with MEGNet so as to achieve desirable classification performance of ripple, FRs, and normal control (NC) signals. If our hypothesis is valid, this work may facilitate the presurgical evaluation of epileptic patients.

2. Materials and Methods

2.1. MEG Data and Gold Standard Dataset. In this study, MEG data was acquired under approval from an Institutional Review Board. We obtained MEG data from 20 clinical epileptic patients (age: 6–60 years, mean age 32; 10 female and 10 male), who were affected by partial seizures arising from one part of the brain. Full details of MEG data acquisition can be found in our prior study [17]. Briefly, MEG recordings were performed using a 306-channel, whole-head MEG system (VectorView, Elekta Neuromag, Helsinki, Finland) in a magnetically shielded room. As one part of presurgical evaluation, sleep deprivation and reduction of antiepileptic drugs were used to increase the chance to capture ripples and FRs during MEG recordings. The sampling rate of MEG data was set to 2,400 Hz, and approximately 60 minutes of MEG data were recorded for each patient.

For identifying MEG system noise, the noise floor which was calculated with MEG data acquired without subject (empty room) was applied in the MEG systems. The noise level was about 3–5 fT/Hz. The empty room measurements were also used to compute noise covariance matrix for localizing epileptic activities (i.e., ripples and FRs). A three-dimensional coordinate frame relative to the subjects head was derived from these positions. The system allowed head localization to an accuracy of 1 millimeters (mm).

The changes in head location before and after acquisition were required to be less than 5 mm for the study to be accepted. For identifying the system and environmental noise, we routinely recorded one background MEG dataset without patients just before the experiment.

MEG data were preliminarily analyzed at a sensor level with MEG Processor [20]. The ripples were visually identified in waveform with a band-pass filter of 80–250 Hz, while FRs were analyzed with band-pass filter of 80–500 Hz. For the model evaluation purpose, the clinical epileptologists selected ripples and FRs signal segments based on intracranial recordings iEEG for these patients. These ripples and FRs coincided with slower spikes in more than 80% of patients [21]. By comparing the MEG sources and the brain areas generating ripples and FRs, the clinical epileptologists marked ripples and FRs with their duration of each signal segment which contains a series of 1000 signal time points is 500 milliseconds. A total of 150 signal segments (50 NC samples, 50 ripples, and 50 FRs) were composed as a gold standard data set for model evaluation.

2.2. Overview of MEGNet Detector. As shown in Figure 1, overall MEG data pipeline is composed of four steps: (1) signal segmentation; (2) signal dimension reduction
method; (3) signal classification; and (4) signal labelling. With this pipeline, MEG data of an epileptic patient can be automatically analyzed and presented to a neurology clinician. Signal segmentation and labelling are simple functions of MEG processing software (e.g., MEG processor). In this work, we detailed the signal dimension reduction and signal classification steps.

2.3. Signal Dimension Reduction. Since the gold standard set is a set of 150 samples (50 Normal, 50 Ripple, and 50 FR signals), sample size is less than the dimension of feature 1000 signal points. This may lead to the overfitting of machine learning models. Therefore, we first reduced the dimension of the signal segment. Reducing or eliminating statistical redundancy between the components of high-dimensional vector data enables a lower-dimensional representation without significant loss of information. In this work, we investigated three dimension reduction methods, including principal component analysis (PCA), Kernel Principal Component Analysis (KPCA), and Local Linear Embedding (LLE):

1. PCA is a multivariate analysis technique in which dependent variables are determined by the values of several independent variables. Its goal is to extract the important information and represent it as a set of new orthogonal variables called principal components and to display the pattern of similarity of the observations and the variables as points [22, 23].

Assume that all \( m \) n-dimensional data \( \{x^{(1)}, x^{(2)}, \ldots, x^{(m)}\} \) have been centralized, that is, \( \sum_{i=1}^{m} x^{(i)} = 0 \). After projection transformation, the new coordinate system is \( \{\omega_1, \omega_2, \ldots, \omega_n\} \), where \( \omega \) is the orthonormal basis, that is, \( \|\omega\|_2 = 1, \omega_i^T \omega_j = 0 \).

Reduce the data from n-dimensional to \( n' \)-dimensional, set the new coordinate system to \( \{\omega_1, \omega_2, \ldots, \omega_n\} \), and project the sample point \( x^{(i)} \) as \( z^{(i)} = (z_1^{(i)}, z_2^{(i)}, \ldots, z_n^{(i)})^T \) in the \( n' \)-dimensional coordinate system, where \( z_j^{(i)} = \omega_j^T x^{(i)} \) is the coordinate of the \( j \)th dimension of \( x^{(i)} \) in the \( n' \)-dimensional coordinate system.

For any sample \( x^{(i)} \) is projected as \( W^T x^{(i)} \) in the new coordinate system, and the projection variance is \( x^{(i)} W W^T x^{(i)} \) in the new coordinate system. To maximize the sum of projection variances of all sample points, that is, \( \arg \max_{W} tr(W^T X X^T W) \) s.t. \( W^T W = I \)

Using Lagrangian function, we can obtain the following:

\[
J(W) = tr(W^T X X^T W + \lambda (W^T W - I))
\]  

(1)

Take the derivative of \( W \) and we obtain the following:

\[
XX^T W + \lambda W = 0.
\]  

(2)

After finishing the previous formula, we can obtain the following:

\[
XX^T W = (-\lambda) W.
\]  

(3)

It can be known from the above formula that \( W \) is a matrix composed of \( n \) eigenvectors of \( XX^T \), and \( -\lambda \)
is a matrix composed of several eigenvalues of $XX^T$, the eigenvalues have the main diagonal, and the remaining positions are 0. When the data is reduced from n-dimensional to n’-dimensional, it is necessary to find the largest n’eigenvalues and corresponding eigenvectors. The matrix $W$ of these n’eigenvector matrices is the desired matrix. For the original formula $z^{(i)} = W^T x^{(i)}$, the original data set can be dimensionally reduced to the n’-dimensional data set with the minimum projection distance to complete the dimensional space transformation.

(2) KPCA is a new method for performing a nonlinear form of Principal Component Analysis. By using integral operator kernel functions, one can efficiently compute principal components in high-dimensional feature spaces, related to input space by some nonlinear map [24]. In the above PCA algorithm reasoning, it is assumed that a linear hyperplane can be used to project the data. But sometimes the data is not linear, and the kernel function idea is used here. The data set can be mapped from n-dimensionality to linearly separable high-dimensionality $N$, and then reduced to n’-dimensionality, where $N > n > n’$. It is assumed here that the data in the high-dimensional space is generated from the data in the n-dimensional space by mapping $\varphi$. Then, the characteristic decomposition of n-dimensional space is $\sum_{i=1}^{m} x^{(i)} x^{(i)T} W = \lambda W$. The mapping is as follows:

$$\sum_{i=1}^{m} \varphi(x^{(i)}) \varphi(x^{(i)})^T W = \lambda W.$$  \hspace{1cm} (4)

Perform the eigenvalue decomposition of the covariance matrix through high-dimensional space, and the following steps are the same as PCA. The mapping $\varphi$ does not need to be calculated explicitly, but is done through a kernel function when it needs to be calculated. Linear kernel function is used in this study.

(3) The LLE method is based on simple geometric intuitions: if a data set is sampled from a smooth manifold, then neighbors of each point remain nearby and are similarly colocated in the low-dimensional space [25, 26].

For LLE, the specific implementation steps are as follows: the first step is to calculate the k nearest neighbors of each sample point. Then, calculate the local reconstruction weight matrix $W$ of the sample points, and define the reconstruction error:

$$\epsilon(W) = \sum_{i} \left| \tilde{X}_i - \sum_{j} W_{ij} \tilde{X}_j \right|^2.$$  \hspace{1cm} (5)

The local covariance matrix $C$ is as follows:

$$C_{jk} = (x - \eta_j) \cdot (x - \eta_k),$$  \hspace{1cm} (6)

where $x$ represents a specific point, and its $k$ neighbors are represented by $\eta$.

The objective function can be expressed as follows:

$$\epsilon(W) = \sum_{i} \left| \tilde{X}_i - \sum_{j} W_{ij} \tilde{X}_j \right|^2, \ \sum_{j} w_j = 1.$$  \hspace{1cm} (7)

Minimizing the above formula, we can obtain the following:

$$w_j = \frac{\sum_k C_{ik}^{-1}}{\sum_{lm} C^{-1}_{lm}}.$$  \hspace{1cm} (8)

Then, map all the sample points to the low-dimensional space, and the mapping conditions are as follows:

$$\min_{Y} \Phi(Y) = \sum_{i} \left| \tilde{Y}_i - \sum_{j} W_{ij} \tilde{Y}_j \right|^2.$$  \hspace{1cm} (9)

The above formula can be transformed into

$$\Phi(Y) = \sum_{ij} M_{ij} (\tilde{Y}_i \cdot \tilde{Y}_j), M = (I - W)^T (I - W).$$  \hspace{1cm} (10)

The restrictions are as follows:

$$\sum_{i} \tilde{Y}_i = \frac{1}{N} \sum_{i} \tilde{Y}_i \tilde{Y}_i^T = I.$$  \hspace{1cm} (11)

Formulas (10) and (11) are centralization and unit covariance.

The final solution is the following:

$$MY = \lambda Y.$$  \hspace{1cm} (12)

The eigen decomposition problem is to take the eigenvector corresponding to the smallest $m$ nonzero eigenvalues with $Y$ being $M$.

It is worth noting that various sampling factors can be optimized according to the sample size and segment dimension of the training data set, in order to obtain the best results. One hundred components were determined as the dimension after the final dimension reduction.

2.4. MEGNet for Signal Classification. Next, we described the signals classification using MEGNet. Our goal is to investigate the performance of MEGNet, a compact CapsuleNet architecture for MEG-based signals [27, 28]. The original CapsuleNet was based on image input and finally tag vector input. The architecture of MEGNet is illustrated in Figure 2. The data used in this paper was a time-spatial signal source based on the time axis. Thus, we designed one-dimensional convolution to extract the features of the data set. The developed MEGNet in this study used the convolutional kernel of 1X1 in the first layer.

As shown in Figure 2, the proposed MEGNet structure was fine-tuned in this paper. The purpose of adjusting parameters in the process of feature propagation is to obtain a more suitable data set for this experiment. After the
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Figure 2: MEGNet network structure.

dimensionality reduction, the sample characteristics of the data set were reduced to 100 dimensions. Since this experiment is aimed at biological one-dimensional signals, the input vector in CapsuleNet is $100 \times 1$.

Similar to the convolutional neural network approach, MEGNet constructs layered image representations by transferring images across multiple layers of the network. The original CapsuleNet consists of two layers: the first layer is the main cap layer, with capturing low-level clues, and then a specialized secondary cap, which can predict the existence and attitude of objects in the corresponding images. The inputs and outputs of the model are vectors and routing algorithms are used. For the activation function, we used nonlinear compression and the length of the input vector is between 0 and 1. The MEGNet can be expressed by the following formula:

$$v_j = \frac{\|s_j\|^2}{1 + \|s_j\|^2} s_j$$  \hspace{1cm} (13)

where $v_j$ is the vector output of capsule $j$ and $s_j$ is its input. And capsule $s_j$ is the sum of the input $u_{ji}$, and in a capsule, the definition of $u_i$ is related to the matrix weight $W$:

$$s_j = \sum_i c_{ij} u_{ji}$$ \hspace{1cm} (14)

where $c_{ij}$ are coupling coefficients that are determined by the iterative dynamic routing process. The sum of coupling coefficient of capsule $i$ and its upper capsule is 1, and the priori probability of $b_{ij}$ of capsule $i$ is initial:

$$c_{ij} = \frac{\exp(b_{ij})}{\sum_l \exp(b_{il})}$$ \hspace{1cm} (15)

Log prior probabilities can be learned differently from other weights depending on the location and type of each capsule. In the routing algorithm, the routing process is: for capsule $i$ of layer $l$, $c_i$ can be obtained according to the above formula (3); then, $s_j$ can be calculated for capsule $j$ of layer $l$, $v_j$ can be obtained through activation function; finally, $b_{ij}$ can be obtained for capsule $i$ of layer $l$ and capsule $j$ of layer $l$. During this process, $b_{ij}$ is approaching to 0. Therefore, $v_j$ is finally obtained to complete the routing and propagation process.

It is worth mentioning that the conversion weight $W_{ij}$ is not optimized by conventional back propagation, but by protocol routing algorithm. The main idea of the algorithm is that the lower-level information capsule sends its input vector to the higher-level information capsule that is more consistent with the input, and then continuously modifies the information by routing protocols to achieve optimized performance. This method can establish a connection between the lower and higher levels of information [27].

The SoftMax layer with cross entropy is used loss function in our model:

$$L = -\sum_x gl(x) \log(pl(x)).$$ \hspace{1cm} (16)

The length of the instantiation vector represents the probability that a capsule’s entity exists. The $L_k$ represents each digit capsule using the margin loss. And for the secondary capsule, its margin loss for class $K$ is defined as follows:

$$L_k = T_k \max \left(0, m^+ - \|v_k\|^2\right)^2 + \lambda \left(1 - T_k\right) \max \left(0, \|v_k\| - m^-\right)^2,$$ \hspace{1cm} (17)

where $T_k$ are 1 if an entity of class $k$ exists and $m^+ = 0.9$ and $m^- = 0.1$. $m^+$ represents the upper boundary, and when $v_k > 0.9$, the predicted value of class $k$ entity is considered to be above 0.9. $m^-$ represents the lower boundary, and when $v_k < 0.1$, the entity is not considered to exist. We set $\lambda$ as 0.5 to obtain a more stable and reliable classifier. The final loss is based on the interval loss and the reconstruction loss.

2.5. Experimental Design. The main evaluation criteria used in this experiment are accuracy, precision, recall, and F1 score [29–31]. In each repetition of the experiment, we evaluated true positive (TP), false positive (FP), true negative (TN), false negative (FN), and true positive rate (TPR) for the classification by comparing the predicted labels and true labels. Based on the values of TP, TN, FP, and FN, the precision, recall, F1-score, and accuracy are estimated as follows:

$$\text{accuracy} = \frac{TP + TN}{TP + FP + TN + FN},$$

$$\text{recall} = \frac{TP}{TP + FN},$$

$$\text{precision} = \frac{TP}{TP + FP},$$

$$F1 – \text{score} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}.$$ \hspace{1cm} (18)
We compared the proposed MEGNet to multiple peer deep learning models, including CNN (convolutional neural network), DNN (deep neural network), and RNN (recurrent neural network).

CNN was originally used for image classification, which is to go through a series of convolutional layers, nonlinear layers, pooling layers, and fully connected layers to obtain the final output result. Now CNN is widely used for natural language segmentation and various classification problems [32, 33].

DNN is a fully connected neuron structure and previously used deep-level principles to solve the problem of local optimal solutions. However, it also brings various parameter problems, which experts and scholars have also improved when using DNN [34–36].

The core content of RNN is the use of long and short-term memory networks, which not only has the characteristics of backpropagation, but can propagate information in both directions in depth. RNN is widely used in speech recognition, natural language recognition, and other fields [37, 38].

The programming language used in this study is python 3, the development integration environment is anaconda 3, the programming framework is TensorFlow 2.0, keras2.1.0, and SKLearn library is used for the data analysis function libraries.

3. Results

3.1. Optimization of Dimension Reduction for HFO Signal Classification. In different methods of reducing dimension, the effect of capsule network designed in this paper is also different. The results of dimensionality reduction are also compared with those of nondimensionality reduction. The comparison results of different pretreatment methods are shown in Table 1.

Various preprocessing methods are used to remove noise and extract more useful features. For PCA, the most important parameter is the change of dimensionality. In this article, the original dimensionality is determined, and the number of dimensionality input to the model is the result of a large number of experiments. KPCA is based on PCA, setting various kernel functions to get the result. LLE selects the nearest neighbor number to obtain the linear relationship weight coefficient to obtain the distribution of sample points corresponding to the final dimension.

In the table above, different preprocessing methods based on the same classifier can result in different results. When it comes to raw data input directly, precision, and F1 score are only 0.41, and the recall rate is 0.40, accuracy is 0.41. After LLE pretreatment, the precision and recall rate, F1’s score and accuracy are 0.89, 0.89, 0.90, and 0.89. And then after PCA pretreatment, the precision and recall rate, F1-score, and accuracy are 0.95, 0.94, 0.94, and 0.94. From the above comparison results, it is very necessary for the model used in this paper to pretreat. And PCA is a better pretreatment method.

### Table 1: Performance of HFOs classification with different dimension reduction methods.

| Method | Accuracy | Recall | Precision | F1-score |
|--------|----------|--------|-----------|----------|
| Original | 0.41 | 0.40 | 0.41 | 0.41 |
| PCA     | 0.94 | 0.94 | 0.95 | 0.94 |
| KPCA    | 0.86 | 0.87 | 0.86 | 0.86 |
| LLE     | 0.89 | 0.90 | 0.89 | 0.89 |

The highest metrics were marked as bold.

### Table 2: The performance of various models was compared.

| Method | Accuracy | Recall | Precision | F1-score |
|--------|----------|--------|-----------|----------|
| 1D-CNN | 1        | 1      | 1         | 1        |
| CNN    | 0.89     | 0.89   | 0.90      | 0.89     |
| DNN    | 0.92     | 0.92   | 0.92      | 0.92     |
| RNN    | 0.88     | 0.88   | 0.88      | 0.89     |
| CapsuleNet | 0.86 | 0.85   | 0.85      | 0.86     |
| MEGNet | 0.94     | 0.94   | 0.95      | 0.94     |

The highest metrics were marked as bold.

3.2. Comparison of Performance on MEG Classification. The MEGNet detector was compared with a number of deep learning models, including CNN, DNN, RNN, and CapsuleNet. The MEGNet proposed in this paper uses a capsule network, but the original structure is changed during the initial structure design. For the original input image changed to signal input, and the initial two layers are both one-dimensional convolutional layers, the two-layer capsule layer used before the final output is also the result of many experiments. After a large number of network parameter adjustments, a better model for processing MEG signals is finally obtained.

Table 2 shows the classification performance of the six methods repeated for more than 50 times. In our experiments, our MEGNet detector achieved 95% on precision, 94% on recall, 94% on F1 value, and 94% on accuracy. The accuracy, recall, precision, and F1-score of our MEGNet detector is slightly better than that of DNN, 2%, 2%, 3%, and 2%, respectively. In the test, the 1D-CNN (one-dimensional CNN) model performed worst among the six models and had overfitting. Compared with the original CapsuleNet, MEGNet has improved accuracy, recall, precision, and F1-score by 6%, 6%, 7%, and 5%, respectively.

3.3. Comparison of Loss among Various Models. In this paper, MEGNet has obtained good stability and robustness through various tests. Figure 3 shows the changes in the loss values of these six models. It can be seen that in the subsequent iterations of the 1-dimensional CNN, the loss value drops to 0, which indicates that overfitting has occurred. For CNN and DNN, both are also fast in convergence, but the loss value is relatively high after stable. For RNN and CapsuleNet, the loss value is relatively unstable. The MEGNet proposed in this paper has fast and stable convergence, and the final loss value is stable at about 0.04. This shows that the MEGNet detector is more stable and has better performance than other deep learning models.
Figure 3: The changes in loss values of various models. (a) 1D-CNN. (b) CNN. (c) DNN. (d) RNN. (e) CapsuleNet. (f) MEGNet.
4. Discussion
This study proposed a multiclass HFOs detector by combining dimension reduction method and the advanced deep learning MEGNet model. The optimized detector achieved superior performance on classifying MEG HFOs signals into normal control, ripple, FRs. The detector was validated with the gold standard dataset. It may facilitate the clinical assessment of HFOs from preoperation evaluation of epileptic patients.

This study used dimension reduction method to decrease the feature size. Three dimension reduction methods (i.e., LLE, PCA, and KPCA) were compared. PCA had the best performance compared to other two methods. The linear discriminant analysis is not used due to the bad effects in theory and practice. We also compared CNN, DNN, RNN with the MEGNet. Our proposed HFOs detector built based on PCA and MEGNet achieved an accuracy up to 94%. Compared with other models, MEGNet firstly reduced MEG signal, takes advantage of dynamic routing process, layer by layer, features were extracted and reconstructed repeatedly, so as to obtain the optimized model. Therefore, MEGNet could repeatedly use useful feature information to obtain a higher accuracy after dimension reduction.

In the field of computer vision, processing classification, positioning, target detection, etc., the capsule network processing effect is better. Among them, CNN needs a large number of data sets for training to get better results, but the capsule network does not. CNN cannot handle ambiguity well and will lose a lot of information in the pooling layer. However, the capsule network has a better effect on local information feature processing and better shows the local hierarchical structure. Compared with CNN, at present, capsule network applications are not very extensive, and most of the time, the CNN framework is still adopted to solve problems. For the MEGNet proposed in this paper, it is based on the capsule network, but it uses one-dimensional convolution, which is better than two-dimensional convolution in processing serialized data.

This work has limitations. First, the gold standard training data set is small. We have only 150 samples in the gold standard dataset. More data would further improve the generalizability of the proposed CapsuleNet model. Second, the proposed model was tested on our collected gold standard data set. Additional external validation on dataset from other research groups would necessary to test our model. Third, single modality data (i.e., MEG) was utilized in this work. Multi-modality (i.e., concurrent EEG recording) may improve the identification of HFOs.

5. Conclusion
In summary, this paper proposed a new method that used the analysis of MEG during epileptic activity and develops a MEGNet detector to detect HFO in MEG signals. This paper first proposed a deep learning framework for HFO detection based on MEGNet detector and optimizes the detector. We have proved that based on this research, this method can accurately detect the area of epileptic activity with good specificity. At the same time, we have other potential research directions. For example, the detector obtained in this article can finally be applied to EEG signals and further compared with existing EEG methods.
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