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Abstract—We propose a exploration mechanism of policy in Deep Reinforcement Learning, which is exploring more when agent needs, called Add Noise to Noise (AN2N). The core idea is: when the Deep Reinforcement Learning agent is in a state of poor performance in history, it needs to explore more. So we use cumulative rewards to evaluate which past states the agents have not performed well, and use cosine distance to measure whether the current state needs to be explored more. This method shows that the exploration mechanism of the agent’s policy is conducive to efficient exploration. We combining the proposed exploration mechanism AN2N with Deep Deterministic Policy Gradient (DDPG), Soft Actor-Critic (SAC) algorithms, and apply it to the field of continuous control tasks, such as halfCheetah, Hopper, and Swimmer, achieving considerable improvement in performance and convergence speed.

I. INTRODUCTION

Policy exploration has always been one of the critical topics in the field of Reinforcement Learning (RL), agent’s policy would diverge under excessive exploration. However, if the exploration is not enough, policy is prone to converge prematurely. Part of exploratory research work focuses on the method of noise perturbations [1-2], or the method of entropy regularization [3,4], these methods are to explore the entire policy space, with strong randomness. The other part of the exploratory work is mainly to obtain a better policy by building a “intrinsic” reward [5-6].

In reinforcement learning tasks, epsilon-greedy is one of the most frequently applied exploration methods [1], but it does not carry out targeted exploration, so exponential data volume is required, as is Noisy Net [2]. Haarnoja et al. designed the Q value function into a boltzmann distribution form, which increases the diversity of policies [7]. Osband et al. [8] offered a promising approach to explore efficiently with generalization, which called randomized least-squares value iteration (RLSVI), but it is not suitable for non-linear value functions, such as neural networks. Osband et al. [9] developed bootstrapped Deep Q-Network (DQN), which combines deep exploration with deep neural networks. Subsequently, RLSVI was further extended to Multiplicative Normalizing Flows [10], which augments DQN and DDPG with multiplicative normalizing flows in order to track a rich approximate posterior distribution.

Wealth of research is about how to design intrinsic rewards to help explore. Auer [11] proposed the confidence bounds method, which can be used to deal with situations which exhibit an exploitation-exploration trade-off in low-dimensional state space tasks. An extended of this work is that pseudo-count based method [12], which allocates rewards according to the pseudo-count, and guide the agent to visit the state with a low count value. Yet this method is not applicable if the state space is high-dimensional. In order to improve the accuracy of pseudo-count, PixelCNN is proposed [13]. Zhao and Tresp applied Curiosity-Driven Prioritization (CDP) framework to encourage the agent to over-sample those trajectories that have rare achieved goal states [14], so as to develop the agent’s exploration ability. In addition, there are many other extension work [15-16] related to Count-based exploration. Unlike cont-based, Houthooft et al. [17-19] use predictive models to adjust the intrinsic reward of the agent when exploring, Stadie et al. made use of an Auto Encoder (AE) to encode the state space, and estimated the agent’s familiarity with the environment with deep predictive model [20], and then allocates rewards based on the predicted value of the model. Pathak et al. design exploration rewards based on disagreement of ensembles of dynamics models [21], which guides the agent to explore. For the purpose of alleviating the catastrophic forgetting of neural networks, Guo et al. used previously trained multiple policy models to interact with the environment to generate more training data for training the current policy network [22], so as to facilitate the agent to remember the explored state.

In the past, the method of noise perturbation usually adds noise directly on policies, which requires a large amount of data interacting with the environment in high-dimensional action space tasks. Inspired by the Liebig’s law of the minimum [23], we propose an Add Noise to Noise (AN2N) policy exploration method. The Liebig’s law of the minimum shows that the capacity of a barrel with staves of unequal length is limited by the shortest stave, by analogy, we look upon the policy improvement of the agent in RL as a process of building or repairing a wooden barrel. For the sake of making the barrel hold more water at each step, we need to find the shortest stave and repair it higher. Similarly, in Reinforcement Learning, in order to help agents achieve better performance, we need to find the states that they need to explore most, and make the greater efforts to explore, which is the core idea of AN2N algorithm.

II. PRELIMINARIES

Reinforcement learning considers the paradigm of an agent learning policies to maximize the expected reward in interacting with the environment. At each discrete time step $t$, the agent receives an observation $o_t \in O$, selects
actions $a_t \in A$ with respect to its policy $\pi: \mathcal{O} \rightarrow \mathcal{A}$, and receives a scalar reward $r_t$ and a next observation $s_{t+1}$ from the environment. In general, Reinforcement learning can be regarded as a Markov Decision Process (MDP) which models stochastic, discrete-time and finite action space control problems [24-25]. A practical environment may always be partially observed, here, we assumed the environment is fully-observed, so $s_t = o_t, S = \mathcal{O}$.

In reinforcement learning, the objective is to find the optimal policy $\pi$, which maximizes the expected return, a action-value function $Q^\pi$ is used to assess the quality of a policy $\pi$, defined as following:

$$Q^\pi(s, a) = \mathbb{E}_{s_t \sim p_s, a_t \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right]$$  \hspace{1cm} (1)

Where $\gamma \in [0, 1]$ is the discount factor determining the importance of future rewards, $\mathbb{E}_{s_t \sim p_s, a_t \sim \pi}$ is the expected return over the distribution of the trajectories $(s_0, a_0, s_1, a_1, \ldots)$ obtained by performing action $a \sim \pi$ in state $s \sim p_s$.

The action-value function of the optimal policy is the largest, which is $Q^*(s, a) = \arg \max_a Q^\pi(s, a)$, the value function $V^\pi$ is the mean value of $Q^\pi$ obtained by selecting action $a$ according to policy $\pi(\cdot|s)$ distribution in state $s$, defined as $V^\pi(s) = \mathbb{E}_{a \sim \pi(\cdot|s)} [Q^\pi(s, a)]$. Since we consider reinforcement learning as an MDP problem, we can express action-value function $Q^\pi$ in the form of dynamic programming:

$$Q^\pi(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim p_s} \left[ r(s_t, a_t) + \gamma \mathbb{E}_{a_{t+1} \sim \pi} [Q^\pi(s_{t+1}, a_{t+1})] \right] \hspace{1cm} (2)$$

In low dimensional state-action space tasks, the $Q^\pi$ function in (2) is usually expressed as look-up table method, for example in Q-Learning [26]. In pace with the dimension of state-action space becomes higher, the look-up table method is becoming less and less applicable, expecially in complex tasks. Therefore, Deep Reinforcement Learning (DRL) uses deep neural networks as function approximators for RL methods [27]. Then, more and more algorithms are proposed in the field of deep reinforcement learning, such as Deep Deterministic Policy Gradient (DDPG) [28], Trust Region Policy Optimization [29], Asynchronous Advantage Actor-Critic (A3C) [30], Soft Actor-Critic (SAC) [4] and Twin Delayed Deep Deterministic Policy Gradient (TD3) [31] algorithms.

DDPG applied neural network to approximate the action-value function $Q(s, a|\theta^Q)$ and policy function $\mu(s|\theta^\mu)$, called critic network and actor network, respectively, with the parameters $\theta^Q, \theta^\mu$, the DDPG algorithm introduces critic target network $\theta^Q'$ and policy target network $\theta^\mu'$, so as to improve the stability of policy update. Consequently, gradient descent is used to optimize the network weight by minimizing the loss:

$$L(\theta^Q) = \mathbb{E}_{s_{t} \sim p_{s(t+1)|s_{t}}; a_{t} \sim \mu(s_{t}|\theta^\mu)}[(Q(s_{t}, a_{t}|\theta^Q) - y_{t})^2] \hspace{1cm} (3)$$

Where

$$y_{t} = r(s_{t}, a_{t}) + \gamma Q'(s_{t+1}, \mu'(s_{t+1}|\theta^\mu'))|\theta^Q'\right)$$  \hspace{1cm} (4)$$

$$\nabla_{\theta^\mu} J \approx \mathbb{E}_{s_{t} \sim p_{s(t+1)|s_{t}}}(\nabla_{\theta^\mu} Q(s, a|\theta^Q)|_{s = s_t, a = \mu(s_{t}|\theta^\mu)})$$

$$= \mathbb{E}_{s_{t} \sim p_{s(t+1)|s_{t}}}(\nabla_{\theta^\mu} Q(s, a|\theta^Q)|_{s = s_t, a = \mu(s_{t}|\theta^\mu)})$$

$$\nabla_{\theta^Q} J \approx \mathbb{E}_{s_{t} \sim p_{s(t+1)|s_{t}}}[(Q(s_{t+1}, \mu'(s_{t+1}|\theta^\mu'))|\theta^Q') - y_{t})^2] \hspace{1cm} (3)$$

Equation (4) derived from (2), the target actor network decouples the process of policy updating and policy improving, and the weights of critic and policy target network are either updated periodically to slowly track the learned networks: $\theta \leftarrow \tau \theta + (1 - \tau) \hat{\theta}$ with $\tau \ll 1$, which avoids the large fluctuation in the agent’s learning process. The actor is updated by (5), following the chain rule to the expected return $Q(s, a|\theta^Q)$ from the distribution $J$ with respect to the actor parameters $\theta^\mu$.

### III. EXPLORING MORE WHEN IT NEEDS

In reinforcement learning environment, agent often selects different action in different state. Due to the vulnerability of the policy, it is presumable for agent to perform terribly in some states, agent proceed to the next step, getting into a new state that has not been learned before. The terrible policy begin to affect the decisions of the following states, and ultimately affect the overall performance of the agent. We decompose this problem into three sub problems:

- When the agent needs to explore as much as possible?
- How to determine whether the current state needs to explore more?
- How to explore?

The solution of these three problems is also the core idea of our proposed AN2N algorithm.

#### A. Exploring More When Agent in a Bad State

As the above analysis shows, due to the vulnerability of the policies, the agent may be in a dilemma in some states. Once an agent falls into a terrible state, it is likely to have an impact on the following trajectory, thus affecting the overall performance. This reminds us of the Liebig’s law of the minimum, which indicates that the capacity of a barrel is limited by the length of the shortest stave. As shown in Fig. 1, for the sake of effectively improving the capacity of the barrel, it is necessary to lengthen the shortest stave first. See more details in Fig. 5 in Appendix.

Similar to the principle of repairing short stave, agents need to focus on these poor performance states and explore more to stabilize the process of policy improvement. So we use the cumulative reward of the state to evaluate whether the state is bad, equation (4) provides a solution, but it’s a one-step Q-learning which obtains a reward $r$ and only directly affects the value of the state action pair $s, a$. The other state action pairs are affected indirectly by updating $Q(s, a)$ function, which slowdown the learning process since
many updates required to propagate a reward to the relevant preceding states and actions. Hence, we choose n-step returns [26, 32] that propagates rewards faster, defined as:

\[
\text{Reward}(s_t) = r_t + \gamma r_{t+1} + \cdots + \gamma^{n-1} r_{t+n-1} + \max_a \gamma^n Q(s_{t+n}, a)
\]

(6)

Where current state reward affecting the values of n preceding state-action pairs directly, which makes the process of propagating rewards to relevant state-action pairs potentially much more efficient. For the purpose of applying it to our algorithm, we rewrite it as follows:

\[
\text{Reward}(s_t) \approx r_t + \gamma r_{t+1} + \cdots + \gamma^{T-t} r_{T-1} + \gamma^{T-t} Q(s_T, \mu(s_T|\theta^{\mu}))|\theta^{Q'})
\]

(7)

We can calculate the reward value of each state according to (7) after the agent generates a trajectory, and greedily select the worst state to store in the fixed length FIFO queue.

B. Calculate the Similarity between States

When the agent interacts with the environment, it is necessary to determine whether the current interaction state needs to be explored. We use similarity measurement to judge if the current state is similar to the state in FIFO queue. The current state needs to be explored more if it is similar.

Similarity Measurement is widely used in the field of Recommender Systems, we select two kinds of distance as a whole. Since these methods needs a threshold to judge whether two states are similar or not, we set an decayed variable Pct\_add, means the proportion of bad states in the total interaction state, Pct\_add was used to automatically adjust the similarity threshold, if it’s too high, the similarity threshold will be increased, otherwise, decreased.

C. Add Noise to Noise

Agent knows whether the current state needs more exploration under the similarity of the bad states, those who need to be explored more called key states. A lot of exploration methods are analyzed in Section 1, we choose one of the most simple and effective methods to verify our method AN2N, that is, adding noise perturbations to the policy. When the agent interacts with the environment normally, it needs to add a small noise disturbance to the policy \(\mu(s_t|\theta^{\mu})\), so as to ensure the basic exploration ability of the policy. When the agent is in the key states, it needs to add a noise to the small noise, or directly add a big noise \(N_{\text{big}} = N_{\text{noise}} + N_{\text{noise\_add}}\) to increase the exploration, which is also the origin of the algorithm name (Add Noise to Noise, AN2N). The pseudo code of AN2N algorithm is shown in algorithm I.

| Algorithm 1: AN2N |
|-------------------|
| **Input:** Noise \(N_{\text{small}}, N_{\text{big}},\) Replay buffer size \(R,\) \(R_{\text{AN2N}}, F\text{IFO}_{\text{AN2N}},\) Key states \(K_{\text{upper}}, K_{\text{lower}}\) |
| Randomly initialize critic network \(Q(s, a|\theta^{Q'})\) and actor \(\mu(s|\theta^{\mu})\) with weights \(\theta^{Q'}\) and \(\theta^{\mu}\) |
| Initialize target network \(Q'\) and \(\mu\) with weights \(\theta^{Q'} \leftarrow \theta^{Q'}, \theta^{\mu} \leftarrow \theta^{\mu}\) |
| for episode \(e \in \{1,...,M\}\) do |
| Initialize a random process \(N\) for action exploration |
| Receive initial observation state \(s_1\) |
| for \(t \in \{1,...,T\}\) do |
| \# \(S\) is the set of states in \(F\text{IFO}_{\text{AN2N}}\) |
| if Similarity\((s_t, S)\) then |
| \(N_t = N_{\text{big}}\) |
| else |
| \(N_t = N_{\text{small}}\) |
| end |
| Select action \(a_t = \mu(s_t|\theta^{\mu}) + N_t\) according to the current policy and exploration noise |
| Execute action \(a_t\) and observe reward \(r_t\) and observe new state \(s_{t+1}\) |
| Store transition \((s_t, a_t, r_t, s_{t+1})\) in \(R\) |
| Test the agent and store the trajectory \((s_t, r_t)\) in \(R_{\text{AN2N}}\) |
| Calculate the cumulative discount rewards of each state: |
| \(\text{Reward}(s_t) \approx r_t + \gamma r_{t+1} + \cdots + \gamma^{T-t} Q(s_T, \mu(s_T|\theta^{\mu}))|\theta^{Q'})\) |
| Save the clip(20) \times (\text{average reward})^2, K_{\text{lower}}, K_{\text{upper}}\) |
| Reward\((s)\) minimum key states in \(F\text{IFO}_{\text{AN2N}}\) |
| Run DDPG, SAC or TD3 etc. Algorithms |
| end |

IV. RESULT

We choose two representative algorithms to combine with AN2N. The first one is DDPG, which uses neural network to represent action policy \(\mu(s_t|\theta^{\mu})\) for the first time, thus...
extending the application of deep reinforcement learning from discrete control to continuous control. It is one of the most famous algorithms in the field of continuous control. The second one is SAC, an off-policy algorithm based on maximizing policy entropy, it is still a state of the art algorithm benefit from it’s good exploration, and has a good landing application in the industry.

We evaluate our algorithm combined with DDPG and SAC on 5 continuous control tasks of varying levels of difficulty, all of which are simulated using the MuJoCo physics engine [34], as it offers a unique combination of speed, accuracy and modeling power, and it is the first full-featured simulator designed from the ground up for the purpose of motion control, illustrated in Fig. 2. To test the generalization of the algorithm, we kept the same hyperparameters in different environments.

As introduced in Section 2, DDPG uses two actor-networks (actor-network: \( \mu(s|\theta^\mu) \) and target actor-network: \( \mu'(s|\theta^\mu') \)) and critic-networks (critic-network: \( Q(s,a|\theta^Q) \) and target critic-network: \( Q'(s,a|\theta^Q') \)) respectively to approximate the policy and action-state value. When the agent interacts with the environment, it first uses random policy to obtain some interaction data for the initial training of the networks, and then starts to use the policies of superimposing disturbance noise to interact with the environment. In the test phase, it records the reward of each state of the agent, and calculates the action state value of the last state according to (7), the pseudo code of DDPG with AN2N is shown in algorithm 2 in Appendix B.

It should be noted that in AN2N, the superimposed small noise value is set to 0.05, the large noise value is set to 0.4, and the proportion of large noise \( P_{ct,add} \) linearly decays from 0.4 to 0.2, which limits the noise integral value in the whole interaction process to a reasonable range.

The training process of Deep Reinforcement Learning often fluctuates a lot as the instability of policy update and policy improvement, in order to increase the credibility of the experiment result, each simulation environment simulates \( 6 \times 10^5 \) steps, and every 4000 steps is set as an epoch, where the learned policies are tested 10 times, and the average value is taken as the performance of the test, and we use the same set of parameters in the five environments in Fig. 2, and repeat the experiment with five different random seeds in each environment, seeds are set to 0, 5, 10, 15 and 20 respectively.

The experimental results of DDPG with AN2N and DDPG benchmark are shown in Fig. 3, our algorithm achieves better performance in tasks HalfCheetah and Walker2d, and faster convergence speed in tasks HalfCheetah, Walker2d, Swimmer and Ant.

Similarly, we combine SAC with AN2N. The Q function is usually updated by updating the bellman residual, while the SAC add the policy entropy term, and the output of SAC policy network is a distribution, which is generally expressed by the mean and variance of Gaussian distribution. Since Benchmark limits the variance of policy output, in order to combine SAC and AN2N more succinctly, we increase the variance limit range by \( 1.5 \) times in the key states where we need to explore more, and the variance is reduced to 0.5 times the original in other states. The pseudo code of SAC
TABLE I
MEAN VALUE OF CUMULATIVE REWARD OF AGENT IN DIFFERENT TEST ENVIRONMENTS

| Environment   | Random   | DDPG     | DDPG with AN2N | SAC     | SAC with AN2N |
|---------------|----------|----------|----------------|---------|---------------|
| HalfCheetah   | -284±27  | 6550 ± 1291 | 7541 ± 651 | 8326 ± 1577 | 8803 ± 579    |
| Hopper        | 18±6     | 1659 ± 992 | 1067 ± 726  | 2348 ± 637 | 2562 ± 573    |
| Walker2d      | 2±2      | 541 ± 361  | 685 ± 455   | 2566 ± 765 | 2834 ± 752    |
| Swimmer       | 0±4      | 63 ± 26    | 74 ± 31     | 41 ± 2    | 41 ± 2        |
| Ant           | -58±35   | 24 ± 319   | 245 ± 342   | 1595 ± 848 | 1835 ± 989    |

with AN2N is shown in algorithm 3 in Appendix. Compared with the Benchmark of SAC in the test environment in Fig. 2, the experimental results are shown in Fig. 4. Though SAC has higher stability and better performance than DDPG and other algorithms, SAC with AN2N has better performance in convergence speed and performance in continuous action control tasks such as HalfCheetah, Hopper Walker2d etc.

We summarize and present the experimental results in Table 1, and the random means agent taking a randomly generated policy. Each value represents the average return over 10 trials of 0.6 million time steps in five different seeds, the maximum value for each task is bolded. ± corresponds to a single deviation over trials. *AN2N matches or outperforms all baselines in both final performance and learning speed across all tasks, especially SAC combined with AN2N, which shows that the combination of AN2N with DDPG and SAC achieve a significant performance improvement effect.

V. CONCLUSION

We propose a novel policy exploration method which called AN2N based on the Liebig’s law of the minimum, owing to its excellent scalability, AN2N can be well combined with the currently frequently used algorithms such as DDPG, SAC, which enhances its exploration ability. AN2N algorithm is divided into the following three steps: 1. Use the idea of n-step Q-learning to calculate the return of each state, used for measuring which states are prone to get the agent into a dilemma, and preserve them; 2. Compare the current state with the dilemma state, if similar, the current state needs to explore more, and make use of the proportion of added noise to automatically adjust the similarity threshold. 3. Add noise on the noise to increase the intensity of exploration. We combine AN2N with DDPG and SAC algorithms to verify its performance in the mainstream test environments of continuous control tasks, and achieve significant improvement in performance and convergence speed.

APPENDIX

Appendix includes: the schematic diagram of the whole process of increasing the capacity of a barrel according to the Liebig’s law of the minimum of Pattern Recognition and Intelligent System of BIT for insightful discussions and valuable suggestions.
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Algorithm 2: DDPG with AN2N

Input: Noise $\mathcal{N}_{\text{small}}, \mathcal{N}_{\text{big}}$, Replay buffer size $R$, $R_{\text{AN2N}}, FIFO_{\text{AN2N}}$, Key states $K_{\text{upper}}, K_{\text{lower}}$

Randomly initialize critic network $Q(s, a|\theta^Q)$ and actor $\mu(s|\theta^\mu)$ with weights $\theta^Q$ and $\theta^\mu$

Initialize target network $Q'$ and $\mu'$ with weights $\theta^Q \leftarrow \theta^Q$, $\theta^\mu \leftarrow \theta^\mu$

for episode $e \in \{1, \ldots, M\}$ do

    Initialize a random process $\mathcal{N}$ for action exploration
    Receive initial observation state $s_1$
    for $t \in \{1, \ldots, T\}$ do
        # $S$ is the set of states in $FIFO_{\text{AN2N}}$
        if Similarity$(s_t, S)$ then
            $N_t = N_{\text{big}}$
        else
            $N_t = N_{\text{small}}$
        end
        Select action $a_t = \mu(s_t|\theta^\mu) + N_t$ according to the current policy and exploration noise
        Execute action $a_t$ and observe reward $r_t$ and observe new state $s_{t+1}$
        Store transition $(s_t, a_t, r_t, s_{t+1})$ in $R$
        Test the agent and store the trajectory $(s_t, r_t)$ in $R_{\text{AN2N}}$
        Calculate the cumulative discount rewards of each state:
        
        $$\text{Reward}(s_t) = r_t + \gamma r_{t+1} + \cdots + \gamma^{T-t} \mu(s_T|\theta^\mu)$$
        
        Save the clip$(20 \times \text{average reward})^2, K_{\text{lower}}, K_{\text{upper}}$
        $\text{Reward}(s)$ minimum key states in $FIFO_{\text{AN2N}}$
        if $t \mod u$ then
            Sample a random minibatch of $N$ transitions $(s_i, a_i, r_i, s_{i+1})$ from $R$
            Set $y_i = r_i + \gamma Q'(s_{i+1}, \mu'(s_{i+1}|\theta^\mu))$
            Update critic by minimizing the loss:
            $$L = \frac{1}{N} \sum_{i=1}^{N} \sum_{i} \nabla_s Q(s, a|\theta^Q)_{s=\mu(s)} \nabla_{\theta^Q} \mu(s|\theta^\mu)s_i$$
            Update the target networks:
            $$\theta^Q \leftarrow \tau \theta^Q + (1-\tau) \theta^Q'$$
            $$\theta^\mu \leftarrow \tau \theta^\mu + (1-\tau) \theta^\mu'$$
        end
    end
end

Algorithm 3: SAC with AN2N

Input: Noise standard deviation $\sigma_{\text{small}}, \sigma_{\text{big}}$, Replay buffer size $R$, $R_{\text{AN2N}}, FIFO_{\text{AN2N}}$, Key states $K_{\text{upper}}, K_{\text{lower}}$, Temperature parameter $\alpha$

Randomly initialize critic networks $Q(s, a|\theta^Q_1), Q(s, a|\theta^Q_2)$, and actor $\mu(s|\theta^\mu)$ with weights $\theta^Q_1, \theta^Q_2$ and $\theta^\mu$

Initialize target network $Q'$ and $\mu'$ with weights $\theta^Q_1 \leftarrow \theta^Q_1$, $\theta^Q_2 \leftarrow \theta^Q_2$

for episode $e \in \{1, \ldots, M\}$ do

    Initialize a random process $\mathcal{N}$ for action exploration
    Receive initial observation state $s_1$
    for $t \in \{1, \ldots, T\}$ do
        # $S$ is the set of states in $FIFO_{\text{AN2N}}$
        if Similarity$(s_t, S)$ then
            $\sigma = \sigma_{\text{big}}$
        else
            $\sigma = \sigma_{\text{small}}$
        end
        Select action $a_t \sim N(\mu(s_t|\theta^\mu), \sigma)$ according to the current policy
        Execute action $a_t$ and observe reward $r_t$ and observe new state $s_{t+1}$
        Store transition $(s_t, a_t, r_t, s_{t+1})$ in $R$
        Test the agent and store the trajectory $(s_t, r_t)$ in $R_{\text{AN2N}}$
        Calculate the cumulative discount rewards of each state:
        
        $$\text{Reward}(s_t) = r_t + \gamma r_{t+1} + \cdots + \gamma^{T-t} \mu(s_T|\theta^\mu)$$
        
        Save the clip$(20 \times \text{average reward})^2, K_{\text{lower}}, K_{\text{upper}}$
        $\text{Reward}(s)$ minimum key states in $FIFO_{\text{AN2N}}$
        if $t \mod u$ then
            Sample a random minibatch of $N$ transitions $(s_i, a_i, r_i, s_{i+1})$ from $R$
            Set $y_i = r_i + \gamma (\min_j=1,2 Q'(s_{i+1}, \mu(s_{i+1}|\theta^\mu)|\theta^Q_j) - \alpha \log \mu(s_{i+1}|\theta^\mu))$
            Update critic (soft Q-function) by minimizing the loss:
            $$L = \frac{1}{N} \sum_{i} \sum_{j} (y_i - Q(s_i, a_i|\theta^Q_j))^2$$
            Update the actor policy using the sampled policy gradient:
            $$\nabla_{\theta^\mu} J \approx \frac{1}{N} \sum_i \nabla_{\theta^\mu} \mu(s|\theta^\mu) \nabla_{\theta^\mu} \mu(s|\theta^\mu)s_i$$
            Update the target networks:
            $$\theta^Q_j \leftarrow \tau \theta^Q_j + (1-\tau) \theta^Q_j'$$
            $$\theta^\mu_j \leftarrow \tau \theta^\mu_j + (1-\tau) \theta^\mu_j'$$
        end
    end
end
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