REALIZING ARTIN-SCHREIER COVERS WITH MINIMAL $a$-NUMBERS IN POSITIVE CHARACTERISTIC
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Abstract. Suppose $X$ is a smooth projective connected curve defined over an algebraically closed field of characteristic $p > 0$ and $B \subset X$ is a finite, possibly empty, set of points. Booher and Cais determined a lower bound for the $a$-number of a $\mathbb{Z}/p\mathbb{Z}$-cover of $X$ with branch locus $B$. For odd primes $p$, in most cases it is not known if this lower bound is realized. In this note, when $X$ is ordinary, we use formal patching to reduce that question to a computational question about $a$-numbers of $\mathbb{Z}/p\mathbb{Z}$-covers of the affine line. As an application, when $p = 3$ or $p = 5$, for any ordinary curve $X$ and any choice of $B$, we prove that the lower bound is realized for Artin-Schreier covers of $X$ with branch locus $B$.

1. Introduction

Let $k$ be an algebraically closed field of characteristic $p > 0$, and let $X$ be a smooth projective connected curve of genus $g_X$ defined over $k$. The Jacobian $\text{Jac}(X)$ of $X$ is an Abelian variety of dimension $g_X$. The $a$-number of $X$ is an invariant of the $p$-torsion group scheme $\text{Jac}(X)[p]$ of $\text{Jac}(X)$. It is defined to be

$$a_X := \dim_k \text{Hom}(\alpha_p, \text{Jac}(X)[p]),$$

where $\alpha_p$ is the kernel of Frobenius on the additive group scheme $\mathbb{G}_a$ and the homomorphisms are in the category of $k$-group schemes.

Now let $B \subset X(k)$ be a finite set of points. Suppose $\pi : Y \to X$ is a $\mathbb{Z}/p\mathbb{Z}$-cover branched at $B$. The ramification invariants of $\pi$ are the multi-set of values $D = \{d_Q\}_{Q \in B}$ where $d_Q$ is the jump in the ramification filtration (in the lower numbering) above $Q$. The $a$-number of $Y$ is not generally determined from $a_X$, $B$, and $D$. However, Booher and Cais determined upper and lower bounds on the $a$-number of a $\mathbb{Z}/p\mathbb{Z}$-cover $Y$ of $X$ with branch locus $B$ in terms of $a_X$ and the ramification invariants $D$ [BC20]. In particular, they prove that $a_Y \geq L(D)$, where

$$(1-1) \quad L(D) := \max_{1 \leq j \leq p-1} \sum_{Q \in B} \sum_{i=j}^{p-1} \left( \left\lfloor \frac{id_Q}{p} \right\rfloor - \left\lfloor \frac{id_Q}{p} - \left(1 - \frac{1}{p}\right) \frac{jd_Q}{p} \right\rfloor \right).$$

We note that the lower bound $L(D)$ depends only on the multi-set of positive integers $\{d_Q\}_{Q \in B}$ and $p$ and does not depend on $X$, $a_X$, or the locations of the branch points. In Corollary 2.13, we prove that the maximum is achieved for $j = \frac{p-1}{2}$ in the right side of (1-1) (or $j = 1$ when $p = 2$).

In this paper, we study whether the lower bound is sharp; in other words, the goal is to determine whether there exists a cover $\pi : Y \to X$ with branch locus $B$ and ramification invariants $D$ such that $a_Y = L(D)$. In the first main result, Theorem 1.2, when $X$ is ordinary, we reduce this question to the question of whether the lower bound occurs for $\mathbb{Z}/p\mathbb{Z}$-covers of the projective line $\mathbb{P}^1$ branched at only one point. In the second main result, Theorem 1.3, we give a positive answer to this latter question for small primes $p$.
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This question fits into a broader program of understanding the \( p \)-torsion group schemes \( \text{Jac}(Y)[p] \) that occur for Artin-Schreier covers \( \pi : Y \to X \) in terms of \( \text{Jac}(X)[p] \) and the ramification invariants of \( \pi \). Since \( \text{Jac}(X)[p] \) is a group scheme of rank \( p^{2g_X} \), the first result in this program is the Riemann-Hurwitz formula for wildly ramified covers, which determines the genus of \( Y \) from the genus of \( X \) and the ramification invariants.

The second result in this program is the Deuring-Shafarevich formula. The \( p \)-rank of \( X \) is the integer \( f_X \) such that \( \# \text{Jac}(X)[p](k) = p^{f_X} \); it is known that \( 0 \leq f_X \leq g \). Equivalently, \( f_X = \dim_k \text{Hom}(\mu_p, \text{Jac}(X)) \), where \( \mu_p \) is the kernel of Frobenius on \( G_m \) and the homomorphisms are taken in the category of \( k \)-group schemes. One can check that \( 1 \leq a_X + f_X \leq g_X \). The curve \( X \) is ordinary if \( f_X = g \) or, equivalently, if \( a_X = 0 \). The Deuring-Shafarevich formula determines the \( p \)-rank of \( Y \) from the \( p \)-rank of \( X \) and the ramification invariants.

Beyond these two results, little is known about the \( p \)-torsion group schemes \( \text{Jac}(Y)[p] \) that occur for Artin-Schreier covers \( Y \) of \( X \); see, for example, [EP13] for hyperelliptic curves in characteristic 2. One reason for this is that there are many \( \mathbb{Z}/p\mathbb{Z} \)-covers \( \pi : Y \to X \) in characteristic \( p \).

The \( a \)-number can be computed from the action of the Cartier operator on the holomorphic 1-forms of \( Y \). It depends in an intrinsic way on the Artin-Schreier equation \( y^p - y = f \) with \( f \in k(X) \) and thus is not determined from the branch locus and the ramification invariants. By proving that the lower bound for the \( a \)-number can be realized, we provide valuable information about the structure of \( \text{Jac}(Y)[p] \) for a generic choice of \( f \), see Remark [1.6].

We now set up some notation needed to state our results.

**Definition 1.1.** For \( d \in \mathbb{N} \) with \( p \nmid d \), let \( a(d) \) be the minimal \( a \)-number for a curve \( Y \) over \( k \) which admits a \( \mathbb{Z}/p\mathbb{Z} \)-cover of \( \mathbb{P}^1 \) branched at a single point and having ramification invariant \( d \).

Note that \( a(d) \) depends on \( p \). For \( d \in \mathbb{N} \) with \( p \nmid d \), for a single branch point with ramification invariant \( d \), the lower bound \([1.1]\) is

\[
L(\{d\}) = \max_{1 \leq j \leq d-1} \sum_{i=j}^{p-1} \left( \left\lfloor \frac{i}{p} \right\rfloor - \left\lfloor \frac{i}{p} \right\rfloor \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right).
\]

In our first main result, we use formal patching to prove the following reduction:

**Theorem 1.2.** Let \( X \) be an ordinary curve of genus \( g_X \). Suppose \( B \subset X(k) \) has cardinality \( r \), where \( r > 0 \). For each \( Q \in B \), let \( d_Q \) be a prime-to-\( p \) positive integer and let \( D = \{d_Q\}_{Q \in B} \). Assume that for all \( Q \in B \)

\[
a(d_Q) = L(\{d_Q\}).
\]

Then the lower bound \([1.1]\) is sharp; i.e., there exists a \( \mathbb{Z}/p\mathbb{Z} \)-cover \( Y \to X \) with branch locus \( B \) and ramification invariants \( D \) such that \( a_Y = L(D) \).

In order to apply Theorem 1.2 we need to verify the existence of covers \( \pi : Y \to \mathbb{P}^1 \) branched at a single point such that \( a_Y = L(\{d\}) \). By Artin-Schreier theory, given a polynomial \( f \in k[x] \), the affine equation \( y^p - y = f \) defines a \( \mathbb{Z}/p\mathbb{Z} \)-cover \( Y_f \to \mathbb{P}^1 \) branched only over infinity. Let \( d = \deg(f) \). If \( p \nmid d \), then \( d \) is the ramification invariant above infinity, \( Y_f \) has genus \( g = (d-1)(p-1)/2 \), and \( Y_f \) has \( p \)-rank 0. From \([1.1]\), it is immediate that \( a_Y \geq L(\{d\}) \).

**Theorem 1.3.** When \( p = 3 \) or \( p = 5 \), for any positive integer \( d \) with \( p \nmid d \), there exists a polynomial \( f \in \mathbb{F}_p[x] \) of degree \( d \) such that the Artin-Schreier curve \( Y_f \) has \( a \)-number \( L(\{d\}) \). In other words,

\[
a(d) = \max_{1 \leq j \leq p-1} \left( \left\lfloor \frac{j}{p} \right\rfloor - \left\lfloor \frac{j}{p} \right\rfloor \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right).
\]

When \( B \) is empty, there are \((p^X - 1)/(p - 1)\) unramified Galois covers \( Y \to X \) with group \( \mathbb{Z}/p\mathbb{Z} \), because the pro-\( p \) algebraic fundamental group \( \pi^1_{\text{et}}(X) \) is a free pro-\( p \) group on \( f_X \) generators [Sha47]. When \( B \) is non-empty, \( \pi_1(X - B) \) is infinitely pro-finitely generated [Sha47].
Corollary 1.4. If $p = 2, 3, 5$, the assumption in (1-2) is true and hence the lower bound (1-1) for the $a$-number is sharp for $\mathbb{Z}/p\mathbb{Z}$-covers of any ordinary curve $X$, branched at any finite, non-empty set $B$ of points, and for all possible ramification invariants $\{d_Q\}_{Q \in B}$.

Remark 1.5. (1) When $p = 2$ and $X$ is ordinary, Booher and Cais’s lower and upper bounds coincide [BC20, Remark 6.30]. This recovers the main result of [Vol88]. Thus the $p = 2$ case of Corollary 1.4 was already known.

(2) It was also already known that the lower bound occurs when $X$ is ordinary and $d_Q \mid (p - 1)$ for each $Q \in B$. In that case, [BC20, Corollary 1.4] shows that the $a$-number of any $\mathbb{Z}/p\mathbb{Z}$-cover of $X$ branched over $B$ with ramification invariants $D$ realizes the lower bound. This extends a result of Farnell and Pries in the case that $X \simeq \mathbb{P}^1$ [FP13].

(3) We conjecture that Corollary 1.4 holds for any prime $p$. By Theorem 1.2, the essential case is for covers of the affine line. From experiments, we expect that for a randomly chosen polynomial $f \in \mathbb{F}_3[x]$ of degree $d$, the probability that the Artin-Schreier curve $Y_f : y^p - y = f$ has $a$-number equal to $L(d)$ is approximately $\frac{p - 1}{p}$. Tables 1, 2, 3, and 4 show the distribution of $a$-numbers for the curves $Y_f$ for many randomly chosen polynomials $f$ for particular choices of $p$ and $d$, giving some evidence for this expectation.

(4) We give evidence that the lower bound (1-1) may not be sharp when $X$ is non-ordinary. For example, when $p = 3$, let $X$ be the hyperelliptic curve $y^2 = x^{10} + 1$ over $\mathbb{F}_3$; then $X$ has $a$-number 2. Suppose $Y \to X$ is a $\mathbb{Z}/3\mathbb{Z}$-cover branched only over the point $P = (0, -1)$ and having ramification invariant $d = 14$. This cover is given by adjoining a root of $z^3 - z = f$ to $k(X)$ for some rational function $f$ on $X$ regular away from $P$ such that the local expansion, with respect to a fixed uniformizer $t$ at $P$, is $t^{14} + O(t^{13})$. Table 5 shows the number of such $f$ in $\mathbb{F}_3(X)$ having a given $a$-number; the lower bound of 6 for $a_Y$ does not occur for any such $f$. It is conceivable, but we do not expect this to happen, that some cover defined over an extension of $\mathbb{F}_3$ would have $a$-number 6.

| $a_X$ | 8   | 9 | 10 |
|-------|-----|---|----|
| Number| 6633| 2988| 379|

Table 1. $a$-numbers of 10000 covers of $\mathbb{P}^1$, $p = 3$ and $d = 17$, lower bound 8.

| $a_X$ | 10   | 11   | 12   | 13   | 14   |
|-------|------|------|------|------|------|
| Number| 8021 | 1901 | 64   | 10   | 4    |

Table 2. $a$-numbers of 10000 covers of $\mathbb{P}^1$, $p = 5$ and $d = 11$, lower bound 10.

| $a_X$ | 18   | 19   | 20   |
|-------|------|------|------|
| Number| 861  | 138  | 1    |

Table 3. $a$-numbers of 1000 covers of $\mathbb{P}^1$, $p = 7$ and $d = 12$, lower bound 18.

| $a_X$ | 18   | 19   | 20   |
|-------|------|------|------|
| Number| 894  | 105  | 1    |

Table 4. $a$-numbers of 1000 covers of $\mathbb{P}^1$, $p = 11$ and $d = 7$, lower bound 18.

| $a_X$ | 6    | 7    | 8    | 9    |
|-------|------|------|------|------|
| Number| 0    | 39366| 13122| 6561 |

Table 5. $a$-numbers of covers of $y^2 = x^{10} + 1$ over $\mathbb{F}_3$, with $d = 14$, lower bound 6.
Remark 1.6. For a fixed number of branch points and fixed ramification invariants, there is a moduli space of Artin-Schreier covers of the projective line with that ramification data; that moduli space is irreducible by [PZ12, Theorem 1.1]. Realizing the lower bound for covers with ramification invariants $D$ computes the $a$-number of the universal curve over the component $C_D$ with ramification invariants $D$. The moduli space of Artin-Schreier covers has a stratification by $a$-number; realizing the lower bound shows that the covers with $a$-number $L(D)$ are dense in $C_D$.

1A. Outline of the paper. In §2, we recall some facts about the $a$-number of curves and the lower bound on the $a$-number of an Artin-Schreier cover obtained in [BC20]. In Corollaries 2.15 and 2.16, we prove a combinatorial simplification of the lower bound in (1-1) which is easier to work with.

In §3, we prove Theorem 1.2. The strategy is to inductively construct the cover using formal patching. Because of this argument, we can reduce to studying the existence of Artin-Schreier covers of $\mathbb{P}^1$ branched only at infinity with minimal $a$-number. In §4, we explain how to use the arguments of [BC20] to give a method of computing the $a$-number of such a cover given an explicit description of the Artin-Schreier extension.

In §5, in characteristic three, for any positive integer $d$ with $3 \nmid d$, we construct $\mathbb{Z}/3\mathbb{Z}$-covers of $\mathbb{P}^1$ branched only at infinity with ramification invariant $d$ and with $a$-number $L(\{d\})$. This establishes the $p = 3$ case of Theorem 1.3.

In §6 and §7, in characteristic 5, for any positive integer $d$ with $5 \nmid d$, we give different families of $\mathbb{Z}/5\mathbb{Z}$-covers of $\mathbb{P}^1$ branched only at infinity with ramification invariant $d$ and with $a$-number $L(\{d\})$. These families were discovered experimentally using the computer algebra system MAGMA [BCP97]. In §6, we focus on families $y^5 - y = f$ where $f$ is a binomial of degree $d$; for many congruence classes of $d$ modulo 25, we can find such a family with minimal $a$-number. In contrast, the families considered in §7 are of the form $y^5 - y = f$ where $f$ is a trinomial of degree $d$; there are four families with minimal $a$-number depending on $d$ modulo 5.

Remark 1.7. (1) The methods of this paper still apply when $p > 5$, but the analysis to compute the $a$-number becomes increasingly complicated. The difficulty is in finding examples which are generic enough to have the minimal $a$-number but still simple enough to analyze.

(2) The methods of this paper cannot be used to show the upper bound for the $a$-number of a $\mathbb{Z}/p\mathbb{Z}$-cover is sharp.

(3) The methods used in Theorem 1.2 also apply to other invariants of Jac($Y$) including the Newton polygon of its $p$-divisible group, see [BP20], or the Ekedahl-Oort type of its $p$-torsion group scheme.
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2. Facts about $\mathbb{Z}/p\mathbb{Z}$-covers and $a$-numbers

Fix a prime $p$. Let $k$ be an algebraically closed field of characteristic $p$; by a curve over $k$, we mean a smooth, connected, projective curve over $k$.

2A. Genus, $p$-Rank, and $a$-Number.
**Notation 2.1.** Let \( \pi : Y \to X \) be a branched Galois cover of curves over \( k \) with Galois group \( \mathbb{Z}/p\mathbb{Z} \). Let \( B \subset X(k) \) be the branch locus. Since the ramification index divides the degree, \( \pi \) is totally ramified above each point of \( B \). For \( Q \in B \), let \( d_Q \) denote the break in the ramification filtration at the unique ramification point above \( Q \) (in the lower numbering). Let \( g_Y \) be the genus of \( Y \) and \( g_X \) be the genus of \( X \).

We refer to the indexed multi-set \( D = \{d_Q\}_{Q \in B} \) as the **ramification invariants** of \( \pi \). The ramification invariants \( d_Q \) are positive integers that are prime-to-\( p \).

**Fact 2.2.** (*Riemann-Hurwitz formula* [Ser79, IV, Prop. 4]) With notation as in Notation 2.1,

\[
2g_Y - 2 = p(2g_X - 2) + \sum_{Q \in B} (p - 1)(d_Q + 1).
\]

Let \( f_X \) be the \( p \)-rank of \( X \) and let \( f_Y \) be the \( p \)-rank of \( Y \). By definition,

\[
(2-1) \quad f_X = \dim_{\mathbb{F}_p} \text{Hom}(\mu_p, \text{Jac}(X)[p])
\]

where the homomorphisms are taken in the category of \( k \)-group schemes.

**Fact 2.3.** (*Deuring-Shafarevich formula* [Sub75, Theorem 4.2]) With notation as in Notation 2.1, then

\[
f_Y - 1 = p(f_X - 1) + \#B(p - 1).
\]

**Lemma 2.4.** If \( X \) is ordinary and \( \pi : Y \to X \) is an unramified \( \mathbb{Z}/p\mathbb{Z} \)-cover then \( Y \) is also ordinary.

**Proof.** This follows from the Deuring-Shafarevich formula. \( \square \)

**Definition 2.5.** Let \( X \) be a curve over \( k \). Let \( \alpha_p \) be the kernel of Frobenius on \( G_a \). The \( a \)-number of \( X \) is defined to be

\[
(2-2) \quad a_X := \dim_k \text{Hom}(\alpha_p, \text{Jac}(X)[p])
\]

where the homomorphisms are taken in the category of \( k \)-group schemes.

It can equivalently be defined as the dimension of the kernel of the Cartier operator \( \mathcal{C}_X \) on the space of regular differentials on \( X \).

There is no analogue of the Riemann-Hurwitz or Deuring-Shafarevich formulas for the \( a \)-number as \( a_Y \) is not determined by \( X, B, \) and \( D \).

**Remark 2.6.** Suppose \( X \) is a singular curve, whose only singularities are ordinary double points, possibly of non-compact type. Then it is still possible to define the genus, \( p \)-rank and \( a \)-number of \( X \). Let \( \tilde{X} \) be the normalization of \( X \). The Jacobian \( \text{Jac}(X) \) is a semi-abelian variety of dimension \( g \). By [BLR90, 9.2.8], there is an exact sequence

\[
0 \to T \to \text{Jac}(X) \to \text{Jac}(\tilde{X}) \to 0,
\]

for some torus \( T \). Let \( \epsilon \) be the rank of \( T \). Then the (geometric) genus, \( p \)-rank, and \( a \)-numbers are related by:

\[
(2-3) \quad g_X = \epsilon + g_{\tilde{X}}, \quad f_X = \epsilon + f_{\tilde{X}}, \quad a_X = a_{\tilde{X}}.
\]

More formally, (2-1) and (2-2) are valid definitions for the \( p \)-rank and \( a \)-number of a curve whose only singularities are ordinary double points, and these definitions are compatible with the equalities in (2-3).
For an integer $L$ \((2-4)\)

**Definition 2.7.** Let $Z$ be a branched $\mathbb{Z}/p\mathbb{Z}$-cover of curves. The following notation will be useful.

**Definition 2.8.** Let $j$ be an integer with $0 \leq j \leq p - 1$. For an integer $i$ with $j \leq i \leq p - 1$, we define:

$$
\tau_{i,j} = id - (1 - \frac{1}{p})dj;
$$

$$
A_{i,j} = \{ n : p | n \text{ and } \tau_{i,j} < n \leq id \};
$$

(2-4)

$$
L_{i,j}(\{d\}) = \left\lfloor \frac{id}{p} \right\rfloor - \left\lfloor \frac{\tau_{i,j}}{p} \right\rfloor = \left\lfloor \frac{id}{p} \right\rfloor - \left\lfloor \frac{id}{p} - (1 - \frac{1}{p}) \frac{jd}{p} \right\rfloor;
$$

and

$$
E_{i,j} = \{ n : p | n \text{ and } \tau_{i,j} < n \leq \tau_{i,j-1} \}.
$$

Notice that $L_{i,j}(\{d\}) = |A_{i,j}|$ because $\left\lfloor \frac{id}{p} \right\rfloor$ (resp. $\left\lfloor \frac{\tau_{i,j}}{p} \right\rfloor$) is the number of positive multiples of $p$ less than or equal to $id$ (resp. $\tau_{i,j}$). When $(i,j) \neq (0,0)$, we note that $\tau_{i,j} > 0$ and $\tau_{i,j}$ is not an integer that is divisible by $p$.

**Definition 2.9.** Let $j$ be an integer with $0 \leq j \leq p - 1$. For a positive prime-to-$p$ integer $d$, define

$$
L_{j}(\{d\}) = \sum_{i=j}^{p-1} L_{i,j}(\{d\}) = \sum_{i=j}^{p-1} \left( \left\lfloor \frac{id}{p} \right\rfloor - \left\lfloor \frac{id}{p} - (1 - \frac{1}{p}) \frac{jd}{p} \right\rfloor \right).
$$

**Fact 2.9 (BC20, Theorem 1.1).** With notation as in Notation 2.7 and Definitions 2.7 and 2.8, then

$$
ay \geq L(D) := \max_{1 \leq j \leq p-1} \sum_{Q \in B} L_{j}(\{dQ\}).
$$

For our applications, we need to show that $L(D)$ is “additive” in $B$; in other words, that we can reverse the ordering of taking the maximum and summing over $Q \in B$. Corollary 2.15 gives an alternate expression for $L(D)$ which makes this property clear. The proof is intricate so we begin with a few preliminary arguments.

**Lemma 2.10.** If $p$ is odd and $(p+1)/2 \leq j \leq p - 1$, then

$$
\bigcup_{i=j+1}^{p-1} E_{i,j+1} \subseteq A_{j,j}
$$

and the union on the left is a disjoint union.

**Proof.** Recall that $\tau_{i,j} = id - (1 - \frac{1}{p})dj$, and notice that $\tau_{i,j} \leq \tau_{i,j-1} \leq \tau_{i+1,j}$. Then we see that

$$
\tau_{j,j} \leq \tau_{j+1,j+1} + E_{j+1,j+1} \leq \tau_{j+2,j+2} + E_{j+2,j+2} \leq \cdots \leq \tau_{p-1,j+1} + E_{p-1,j+1}.
$$

As $(p+1)/2 \leq j$, we see that $\tau_{p-1,j} \leq p - 1 - (1 - \frac{1}{p})j(p+1)/2 \leq jd$. Now $\tau_{j,j}$ and $jd$ are the bounds in the definition of $A_{j,j}$, and the intermediate terms are the bounds in the definition of $E_{i,j+1}$ as indicated. This completes the proof. \(\square\)

**Lemma 2.11.** If $p$ is odd, $(p+1)/2 \leq j \leq p - 2$ and $d$ is a positive prime-to-$p$ integer, then

$$
L_{j}(\{d\}) \geq L_{j+1}(\{d\}).
$$
Proof. By Definition 2.7, \( A_{i,j+1} = A_{i,j} \cup E_{i,j+1} \) and this union is disjoint. By Lemma 2.10

\[
L_j(\{d\}) = |A_{j,j}| + \sum_{i=j+1}^{p-1} |A_{i,j}|
\]

\[
= |A_{j,j}| + \sum_{i=j+1}^{p-1} (|A_{i,j+1}| - |E_{i,j+1}|)
\]

\[
\geq \sum_{i=j+1}^{p-1} |A_{i,j+1}| = L_{j+1}(\{d\}).
\]

\( \square \)

Our next goal is to prove that \( L_j(\{d\}) = L_{p-j}(\{d\}) \).

**Definition 2.12.** Suppose \( j < p - j \). We set

\[
S_1 := \sum_{i=j}^{p-1-j} \left\lfloor \frac{id}{p} \right\rfloor;
\]

\[
S_2 := \sum_{i=j}^{p-1} \left\lfloor \frac{\tau_{i,j}}{p} \right\rfloor = \sum_{i=j}^{p-1} \left\lfloor \frac{id}{p} - \left(1 - \frac{1}{p}\right) \frac{jd}{p} \right\rfloor; \text{ and}
\]

\[
S_3 := \sum_{i=p-j}^{p-1} \left\lfloor \frac{\tau_{i,p-j}}{p} \right\rfloor = \sum_{i=p-j}^{p-1} \left\lfloor \frac{id}{p} - \left(1 - \frac{1}{p}\right) \frac{(p-j)d}{p} \right\rfloor.
\]

**Lemma 2.13.** For \( j < p - j \), we have \( L_j(\{d\}) - L_{p-j}(\{d\}) = S_1 - S_2 + S_3 \).

**Proof.** We compute that

\[
L_j(\{d\}) - L_{p-j}(\{d\}) = \sum_{i=j}^{p-1} L_{i,j}(\{d\}) - \sum_{i=p-j}^{p-1} L_{i,j}(\{d\})
\]

\[
= \sum_{i=j}^{p-1} \left( \left\lfloor \frac{id}{p} \right\rfloor - \left\lfloor \frac{\tau_{i,j}}{p} \right\rfloor \right) - \sum_{i=p-j}^{p-1} \left( \left\lfloor \frac{id}{p} \right\rfloor - \left\lfloor \frac{\tau_{i,p-j}}{p} \right\rfloor \right)
\]

\[
= \sum_{i=j}^{p-j-1} \left\lfloor \frac{id}{p} \right\rfloor - \sum_{i=j}^{p-1} \left\lfloor \frac{\tau_{i,j}}{p} \right\rfloor + \sum_{i=p-j}^{p-1} \left\lfloor \frac{\tau_{i,p-j}}{p} \right\rfloor
\]

\[
= S_1 - S_2 + S_3.
\]

\( \square \)

**Lemma 2.14.** If \( d \) is a positive prime-to-\( p \) integer and \( 0 \leq j \leq p-1 \), then \( L_j(\{d\}) = L_{p-j}(\{d\}) \).

**Proof.** Without loss of generality, we can suppose that \( j < p - j \). By Lemma 2.13, it suffices to show that \( S_1 - S_2 + S_3 = 0 \). We do so by simplifying the expressions for \( S_1 \) and \( S_3 \). The case \( p = 2 \) is clear by inspection, so we assume that \( p \neq 2 \). In \( S_1 \), pairing \( i \) with \( p - i \) and using that, for \( 0 < i < p \),

\[
(2-6) \quad \left\lfloor \frac{id}{p} \right\rfloor + \left\lfloor \frac{(p-i)d}{p} \right\rfloor = d - 1,
\]

we compute that

\[
S_1 = (d-1)(p-1-2j)/2 + \left\lfloor \frac{id}{p} \right\rfloor.
\]
Next, notice that
\[
S_3 = \sum_{i=p-j}^{p-1} \left( \frac{(i+1-p)d}{p} - \left( 1 - \frac{1}{p} \right) \frac{-jd}{p} \right).
\]
Let \( t = p - 1 - i \); when \( i = p - 1 \), then \( t = 0 \) and when \( i = p - j \), then \( t = j - 1 \). Re-indexing the sum (and using that \( \lfloor -a \rfloor = -\lfloor a \rfloor \) when \( a \) is not an integer), we obtain
\[
S_3 = \sum_{t=0}^{j-1} \left( \frac{-td}{p} - \left( 1 - \frac{1}{p} \right) \frac{-jd}{p} \right) = -j - \sum_{t=0}^{j-1} \left[ \frac{td}{p} - \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right].
\]
Therefore, we see that
\[
S_2 - S_3 - j = \sum_{i=0}^{p-1} \left[ \frac{id}{p} - \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right] = \sum_{i=0}^{p-1} \left[ \frac{id}{p} \right] + \sum_{i=0}^{p-1} \left[ \frac{(id \text{mod} \ p)}{p} - \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right].
\]
Here, as usual, \((id \text{mod} \ p)\) denotes the least non-negative remainder when \(id\) is divided by \(p\). But \(id\) is a complete set of residues modulo \(p\) for \(i \in \{0,1,\ldots,p-1\}\), so we may re-index the second sum and obtain
\[
(2-7) \quad S_2 - S_3 - j = \sum_{i=0}^{p-1} \left[ \frac{id}{p} \right] + \sum_{t=0}^{j-1} \left[ \frac{td}{p} - \left( 1 - \frac{1}{p} \right) \frac{jd}{p} \right].
\]
Now recall Hermite’s identity: for an integer \(n\) and real number \(x\),
\[
\lfloor nx \rfloor = \sum_{i=0}^{n-1} \lfloor x + i/n \rfloor.
\]
Applying this to (2-7) with \(x = -\left( 1 - \frac{1}{p} \right) \frac{jd}{p}\), we obtain that
\[
S_2 - S_3 = j + \sum_{i=0}^{p-1} \left( \left\lfloor \frac{id}{p} \right\rfloor + \left\lfloor \frac{(1-p)jd}{p} \right\rfloor \right).
\]
The remaining sum can be evaluated using (2-6), giving that
\[
S_2 - S_3 = j + \frac{p-1}{2} (d-1) - jd + \left\lfloor \frac{jd}{p} \right\rfloor.
\]
Therefore we see that \(S_1 - S_2 + S_3 = 0\) as desired, so \(L_j(\{d\}) = L_{p-j}(\{d\})\). \(\square\)

**Corollary 2.15.** With notation as above and \(p\) odd:

1. \(L(D) = \sum_{Q \in B} L_{n-1}(\{d_Q\});\)

2. \(L(D) = \sum_{Q \in B} L(\{d_Q\});\)

3. \(L(D) = \sum_{Q \in B} \sum_{i=(p-1)/2}^{p-1} \left( \left\lfloor \frac{id_Q}{p} \right\rfloor - \left\lfloor \frac{id_Q}{p} \right\rfloor - \left( 1 - \frac{1}{p} \right) \frac{(p-1)d_Q}{2p} \right).\)

The corollary could equally well use \((p+1)/2\) instead of \((p-1)/2\). Note that if \(p = 2\), by definition \(L(D) = \sum_{Q \in B} L_1(\{d_Q\}).\)

**Proof.** The proof of part (1) follows from Lemma 2.11 and Lemma 2.14 because \(L_j(\{d\})\) is maximized when \(j = \frac{p-1}{2}\) (or when \(j = \frac{p+1}{2}\)) for any \(d\). The other parts are immediate by definition. \(\square\)

Recall from Fact 2.9 that \(a_Y \geq L(D)\). To summarize, we have proven that:
Corollary 2.16. With the notation of Notation 2.7, if $p$ is odd
\[
a_Y \geq L(D) = \sum_{Q \in B} \sum_{i=(p-1)/2}^{p-1} \left( \left\lceil \frac{id_Q}{p} \right\rceil - \left\lceil \frac{id_Q}{p} - \left(1 - \frac{1}{p}\right)(p-1)d_Q \right\rceil \right).
\]

3. An Inductive Approach Using Formal Patching

The ideas used in this section to study covers of curves in positive characteristic originate with Grothendieck’s work on the étale fundamental group. Our results are a straightforward application of the theory of formal patching (see [HS99] for a good reference). Given several Artin-Schreier covers of the projective line branched only at one point and having minimal $a$-number, we may use formal patching to combine these together to obtain $\mathbb{Z}/p\mathbb{Z}$-covers of an arbitrary curve with arbitrary branch locus which still have minimal $a$-number.

As before, fix a prime $p$ and an algebraically closed field $k$ of characteristic $p$, and a smooth projective connected curve $X$ over $k$.

We restate the theorem from the introduction. Recall from Definition 1.1 that $a(d)$ is the minimal $a$-number of a curve which is realizable as a $\mathbb{Z}/p\mathbb{Z}$-cover of $\mathbb{P}^1$ branched at a single point and having ramification invariant $d$.

Theorem 3.1. Let $X$ be an ordinary curve of genus $g_X$. Suppose $B \subset X(k)$ has cardinality $r$, where $r > 0$. For each $Q \in B$, let $d_Q$ be a prime-to-$p$ positive integer and assume that
\[
a(d_Q) = L\{d_Q\}.
\]

Then the lower bound (1-1) is sharp; i.e., there exists a $\mathbb{Z}/p\mathbb{Z}$-cover $Y \to X$ with branch locus $B$ and ramification invariants $D$ such that $a_Y = L(D)$.

Proof. If $X \simeq \mathbb{P}^1$ and $r = 1$, then the result is vacuously true by the hypothesis in (3-1). So we assume that $r \geq 2$ if $X \simeq \mathbb{P}^1$.

For each $Q \in B$, by the hypothesis $a(d_Q) = L\{d_Q\}$, there exists a $\mathbb{Z}/p\mathbb{Z}$-cover $\pi_Q : Y_Q \to \mathbb{P}^1$ with $a$-number $a_Q := L\{d_Q\}$ and branched only at $\infty$ where it has ramification invariant $d_Q$. Let $g_Q$ be the genus of $Y_Q$; by Fact 2.2, $g_Q = (p-1)(d_Q-1)/2$.

Next we define an unramified $\mathbb{Z}/p\mathbb{Z}$-cover $\pi' : Y' \to X$. If $g_X = 0$, this can be done by letting $Y' = \text{Im}_{\mathbb{Z}/p\mathbb{Z}}^{\mathbb{Z}/p\mathbb{Z}} X$, so that $Y'$ is a disconnected curve, having $p$ components, each of which is isomorphic to $X$. If $g_X > 0$, since $X$ is ordinary, there exists an unramified $\mathbb{Z}/p\mathbb{Z}$-cover $\pi' : Y' \to X$ such that $Y'$ is connected. In this case, $Y'$ is ordinary by Lemma 2.1 also, by Fact 2.2 the genus of $Y'$ is $g_{Y'} = g_X + (p-1)(g_X - 1)$.

We follow the strategy in [BP20, Section 2.3] to build an Artin-Schreier cover $\pi_0 : Y_0 \to X_0$ of singular curves, depending on the data of $\pi' : Y' \to X$ and $\pi_Q : Y_Q \to \mathbb{P}^1$ for each $Q \in B$. We build the singular curve $X_0$ by attaching a projective line to $X$ at each $Q \in B$, by identifying the point 0 on $\mathbb{P}^1$ and the point $Q$ in an ordinary double point. Next, we build a singular curve $Y_0$ whose components are $Y'$ and $Y_Q$ for $Q \in B$, formed by identifying the fiber of $\pi_Q$ above 0 and the fiber of $\pi'$ above $Q$, in $p$ ordinary double points, in a Galois equivariant way, for each $Q \in B$. There is a $\mathbb{Z}/p\mathbb{Z}$-cover $\pi_0 : Y_0 \to X_0$.

In [BP20, Proposition 2.5], we use [BLR90, 9.2.8] to prove the following: if $g_X = 0$, then $\text{Jac}(Y_0)$ is an extension of $\text{Jac}(X)^p \oplus \left( \bigoplus_{Q \in B} \text{Jac}(Y_Q) \right)$ by a torus of rank $\epsilon = (r-1)(p-1)$; if $g_X > 0$, then $\text{Jac}(Y_0)$ is an extension of $\text{Jac}(Y') \oplus \left( \bigoplus_{Q \in B} \text{Jac}(Y_Q) \right)$ by a torus of rank $\epsilon = r(p-1)$. Furthermore,

\footnote{When $g_X > 0$, it is also possible to work with a cover such that $Y'$ is disconnected; we choose to work with a connected cover since it provides additional control that might be useful in future applications.}
in either case, $\text{Jac}(Y_o)$ is a semi-abelian variety of dimension

$$gY_o = gx + (p - 1)(gx + r - 1) + \sum_{Q \in B} gQ.$$ 

The torus does not contribute to the $a$-number. So, by construction, the $a$-number of $Y_o$ is $aY_o = pa_x + \sum_{Q \in B} a_Q$ if $gx = 0$ and is $aY_o = aY' + \sum_{Q \in B} a_Q$ if $gx > 0$. If $gx = 0$, then $pa_x = 0$ and if $gx > 0$ then $aY' = 0$ since $Y'$ is ordinary. In either case, $aY_o = \sum_{Q \in B} \text{L}(\{d_Q\})$. By Corollary 2.15, the $a$-number of $Y_o$ is $\text{L}(D)$.

By the theory of formal patching \cite{HS99}, the $\mathbb{Z}/p\mathbb{Z}$-cover $\pi_o : Y_o \to X_o$ has a deformation to a $\mathbb{Z}/p\mathbb{Z}$-cover $\tilde{\pi} : \tilde{Y} \to X$ such that $\tilde{Y}$ is smooth and connected, $\tilde{\pi}$ is branched only above $B$, and $\tilde{\pi}$ has ramification invariant $d_Q$ above each $Q \in B$; in particular, this implies that $Y$ and $\tilde{Y}$ have the same genus, see \cite{BP20} Remark 2.5 for details. Let $a_{Y'}$ be the $a$-number of $\tilde{Y}$. Then $a_{Y'} \leq aY_o$ since the $a$-number can only increase under specialization. Also $a_{Y'} \geq aY_o$ since $aY_o = \text{L}(D)$, which is the lower bound for the $a$-number of $\tilde{Y}$ by Corollary 2.16. This completes the proof. \hfill $\square$

**Remark 3.2.** In \cite{BP20}, we use the same strategy of formal patching to realize lower bounds for Newton polygons of Artin-Schreier covers. This strategy can also be used for Ekedahl-Oort types.

### 4. Computing the $a$-Number

The proof of Fact 2.19 gives a method to calculate $a_Y$ using an explicit description of the cover $\pi : Y \to X$. We work over a perfect field $k$, not necessarily algebraically closed, as the examples we later work with are naturally defined over $\mathbb{F}_p$. The $a$-number does not change under a field extension and the method of calculation is also independent of the base field.

The method ultimately relies on the description of $a_Y$ as the dimension of the kernel of the Cartier operator $\mathcal{C}_Y$ on $H^0(Y, \Omega^1_X)$, but is considerably more explicit. The big idea in the proof is that while the sheaf-theoretic kernel of $\mathcal{C}_Y$ is complicated, it sits inside a much simpler sheaf denoted by $\mathcal{G}_p$. Using local methods, one obtains skyscraper sheaves $M_i$ for $0 \leq i \leq p - 1$ on $\mathbb{P}^1$ supported at infinity and a linear transformation

$$\bar{g} : H^0(\mathbb{P}^1, \mathcal{G}_p) \to \bigoplus_{i=0}^{p-1} H^0(\mathbb{P}^1, M_i)$$

such that the kernel of $\bar{g}$ is $H^0(Y, \ker \mathcal{C}_Y) = H^0(\mathbb{P}^1, \pi_* \ker \mathcal{C}_Y) \subset H^0(\mathbb{P}^1, \mathcal{G}_p)$. In this paper, we specialize this method to the basic class of examples we need to study.

**Definition 4.1.** A **basic Artin-Schreier cover** is a branched $\mathbb{Z}/p\mathbb{Z}$-Galois cover $\pi : Y \to \mathbb{P}^1$ that is branched only at infinity. In this situation, we call $Y$ a **basic Artin-Schreier curve**.

Given a basic Artin-Schreier cover $\pi$, the corresponding extension of function fields is obtained by adjoining a root of $y^p - y - f$ to $k(x)$ for some polynomial $f \in k[x]$. By Artin-Schreier theory, $f \neq \alpha^p - \alpha$ for any $\alpha \in k[x]$; furthermore, without loss of generality, we can suppose that $f(x)$ contains no monomials of the form $cx^p$. Conversely, such a polynomial $f$ determines a basic Artin-Schreier cover and thus a basic Artin-Schreier curve, which we denote by $y^p - y = f$. By \cite[III, 7.8(c)]{SG09}, the ramification invariant for $\pi$ at infinity is $\text{deg}(f)$.

We fix a basic Artin-Schreier curve $Y$ and such a polynomial $f$, and let $d = \text{deg}(f)$.

**Remark 4.2.** The Riemann-Hurwitz formula implies that the genus of $Y$ is $(p - 1)(d - 1)/2$, and the Deuring-Shafarevich formula implies the $p$-rank of $Y$ is 0.

**Definition 4.3.** For $0 \leq i \leq p - 1$, define $n_i := \left\lceil \frac{(p-1-i)d}{p} \right\rceil - 2$. 
Fact 4.4 (BC20, Lemma 3.7). Every differential $\omega$ on $Y$ can be written as $\omega = \sum_{i=0}^{p-1} \omega_i y^i$ where $\omega_0, \ldots, \omega_{p-1}$ are differentials on $\mathbb{P}^1$. The differential $\omega$ is regular provided each $\omega_i$ is regular away from infinity, and $\text{ord}_\infty(\omega_i) \geq \left\lceil \frac{(p-1-i)d}{p} \right\rceil$. More explicitly, writing $\omega_i = h_i(x)dx$, then $\omega$ is regular provided that $h_i(x)$ is a polynomial of degree at most $n_i$ for $0 \leq i \leq p-1$.

We mostly work with the Cartier operator on $\mathbb{P}^1$, which we denote $\mathcal{C}$ for simplicity. The Cartier operator is a semi-linear operator satisfying
\begin{equation}
\mathcal{C} \left( \sum_i a_i x^i \frac{dx}{x} \right) = \sum_i a_{p_i}^{1/p} x^{i} \frac{dx}{x},
\end{equation}
where the coefficients $a_i$ of the series lie in $k$. For a differential $\omega' = \sum_i b_i x^i dx$ on $\mathbb{P}^1$, observe that $\mathcal{C}(\omega') = 0$ if and only if $b_i = 0$ for every $i \equiv -1 \; (\text{mod} \; p)$.

For a $\mathbb{Z}/p\mathbb{Z}$-cover $\pi: Y \rightarrow X$, BC20 introduces a sheaf $\mathcal{G}_p$ on $X$ and an inclusion $H^0(Y, \Omega^1_Y) \hookrightarrow H^0(X, \mathcal{G}_p)$ which can be used to control the a-number of $Y$. We make this explicit when $X = \mathbb{P}^1$.

Lemma 4.5. There is a natural isomorphism between the vector space $H^0(\mathbb{P}^1, \mathcal{G}_p)$ from BC20 Definition 5.2 and the vector space
\[ V_f := \{ \nu = (\nu_0, \nu_1, \ldots, \nu_{p-1}) : \nu_i = h_i(x)dx, \mathcal{C}(\nu_i) = 0, \text{ and } \deg(h_i) \leq n_i \text{ for all } i \}. \]

Equivalently, $\nu \in V_f$ if and only if $h_i(x) = \sum_{j=0}^{n_i} b_{i,j} x^j$ with $b_{i,j} = 0$ if $j \equiv -1 \; (\text{mod} \; p)$, for each $0 \leq i \leq p-1$.

Proof. This is an immediate consequence of the definitions, Fact 1.4 and the explicit description of the kernel of $\mathcal{C}$ on $\mathbb{P}^1$. \qed

Note that $V_f$ depends only on the degree of $f$. We will often drop the subscript $f$ when the equation $y^p - y = f$ for a basic Artin-Schreier curve is clear from context.

Remark 4.6. For later use, notice that the number of monomials in $\sum_{j=0}^{m} c_j x^j$ with $c_j = 0$ when $j \equiv -1 \; (\text{mod} \; p)$ is $m + 1 - \left\lfloor \frac{m+1}{p} \right\rfloor$. Therefore
\[ \dim V_f = \sum_{i=0}^{p-1} \left( n_i + 1 - \left\lfloor \frac{n_i + 1}{p} \right\rfloor \right) = \sum_{i=0}^{p-1} \left( \left\lfloor \frac{(p-1-i)d}{p} \right\rfloor - \left\lfloor \frac{(p-1-i)d}{p^2} \right\rfloor \right). \]
The last equality uses that $1 + \left\lfloor (x-1)/p \right\rfloor = \left\lfloor x/p \right\rfloor$.

We also need a right inverse to the Cartier operator on the projective line.

Definition 4.7. Define a function $s: \Omega^1_{\mathbb{P}^1} \rightarrow \Omega^1_{\mathbb{P}^1}$ as follows; for $\omega = \sum_i c_i x^i dx$ with $c_i \in k$ define
\[ s \left( \sum_i c_i x^i \frac{dx}{x} \right) = \sum_j c_j^p x^{pj} \frac{dx}{x}. \]

It is straightforward to check that $s$ is semi-linear and that $\mathcal{C}(s(\omega)) = \omega$.

Remark 4.8. The function $s$ is not a left inverse for $\mathcal{C}$. It is elementary to check that
\begin{equation}
\mathcal{C} \left( s \left( \sum_i a_i x^i \frac{dx}{x} \right) \right) = \sum_{i \equiv 0 \; (\text{mod} \; p)} a_i x^i \frac{dx}{x}. \tag{4.2}
\end{equation}

The bounds of Fact 2.9 come from a detailed understanding of an inclusion of $H^0(Y, \ker \mathcal{C}_Y)$ into $V_f = H^0(\mathbb{P}^1, \mathcal{G}_p)$ BC20 Definition 4.3. Instead of describing this inclusion, we directly describe the image.
Definition 4.9. For $\nu = (\nu_0, \nu_1, \ldots, \nu_{p-1}) \in V_f$, we define a differential $\gamma_f(\nu)$ on $Y$ as follows. We let $\gamma_f(\nu) = \omega = \sum_{i=0}^{p-1} \omega_i y^i$ where $\omega_i$ are defined recursively as follows, starting with $i = p - 1$:

- Define $\omega_{p-1} = \nu_{p-1}$.
- Fix an integer $t$ satisfying $0 \leq t < p - 1$ such that $\omega_j$ has already been defined for $t < j < p$. Then define

$$\omega_t = \nu_t + s \left( \mathcal{C} \left( - \sum_{j=t+1}^{p-1} \binom{j-1}{t} \omega_j (-f)^{j-t} \right) \right).$$

This recursively defines $\gamma_f(\nu) = \omega$.

Note that the definition depends on the specific Artin-Schreier cover as it involves $f$.

Definition 4.10. For $\nu \in V_f$, recall that $\gamma_f(\nu)$ is the differential $\omega$ constructed in Definition 4.9. Set

$$W_f := \{ \nu \in V_f : \gamma_f(\nu) \text{ is regular} \}.$$

Both $W_f$ and $\gamma_f(\nu)$ depend on the basic Artin-Schreier cover $y^p - y = f$. We will drop the subscript $f$ when it is clear from context. It is straightforward to verify that $W_f$ is a vector space.

Lemma 4.11. Under the identification $V_f \simeq H^0(\mathbb{P}^1, \mathcal{I}_p)$ of $k$-vector spaces from Lemma 4.3, the injective map $H^0(\mathcal{I}) : H^0(Y, \ker \mathcal{G}_Y) \hookrightarrow H^0(\mathbb{P}^1, \mathcal{I}_p)$ from [BC20, Definition 4.3] is identified with the inclusion $W_f \subset V_f$. Hence the $a$-number of $Y$ is $\dim W_f$.

Proof. This is an immediate consequence of unwinding the definition of $\mathcal{I}$ and using [BC20, Proposition 4.4].

Example 4.12. Let $p = 5$ and consider the basic Artin-Schreier curve $y^5 - y = f = x^{11}$. Note that $n_1 = 5$. To illustrate Definitions 4.9 and 4.10, let us compute $\gamma_f((0, x^j dx, 0, 0, 0))$ for $j \in \{0, 1, 2, 3, 5\}$.

We immediately see that $\omega_2 = \omega_3 = \omega_4 = 0$, and that $\omega_1 = x^3 y^j dx$. The interesting calculation is computing $\omega_0$. We have that

$$\omega_0 = 0 + s \left( \mathcal{C} \left( - \frac{1}{0} \omega_1 (-f) \right) \right) = s \left( \mathcal{C} \left( x^{j+11} dx \right) \right).$$

Now $\mathcal{C}(x^{11+j} dx) = 0$ unless $11 + j \equiv 4 \pmod{5}$. Thus $\gamma_f((0, x^j dx, 0, 0, 0))$ is regular if $j = 0, 1, 2, 5$, and $(0, x^j dx, 0, 0, 0) \in W_f$. When $j = 3$, we have that

$$\gamma_f(x^3 y dx) = x^3 y dx + x^{14} dx.$$

This is not regular because of the $x^{14} dx$ term (note that $n_0 = 7$). Hence $(0, x^3 dx, 0, 0, 0) \notin W_f$.

An equivalent way to describe $W_f$, which is more in line with the arguments of [BC20], is to describe it as the kernel of a linear transformation $\psi_f$.

Definition 4.13. Fix $0 \leq i \leq p - 1$. Define $m_i := (p - 1 - i)d - 2$. Let $r_i$ be the number of integers $s$ satisfying $s \equiv -1 \pmod{p}$ and $n_i < s \leq m_i$. Write these integers as $s_i, s_i + p, \ldots, s_i + (r_i - 1)p$.

Suppose $\omega = \sum_i \omega_i y^i = \gamma_f(v)$ for some $v \in V_f$. Then writing $\omega_i = \sum_j c_{i,j} x^j dx$ with $c_{i,j} \in k$, it is straightforward to check that $c_{i,j} = 0$ if $j > m_i$. This is a special case of [BC20, Corollary 5.5]. Furthermore, in light of (4-3) and Remark 4.8, it follows that $c_{i,j} = 0$ if $j \not\equiv -1 \pmod{p}$ and $n_i < j \leq m_i$. 
Definition 4.14. Fix $0 \leq i \leq p - 1$. Define $\psi_{f,i} : V_f \to k^{r_i}$ by
\[
\psi_{f,i}(v) = (c_{i,s_i} + c_{i,s_i+p}, \ldots, c_{i,s_i+p(r_i-1)}).
\]
Furthermore, set $U_f := \bigoplus_{i=0}^{p-1} k^{r_i}$ and define a map $\psi_f : V_f \to U_f$ by
\[
\psi_f(v) = (\psi_{f,0}(v), \psi_{f,1}(v), \ldots, \psi_{f,p-1}(v)).
\]
The idea is that $\psi_{f,i}$ records the coefficients of $\omega_i$ which might prevent it from being regular. Again, note that $\psi_f$ and $U_f$ depend on the Artin-Schreier curve $y^p - y = f$; we may drop the subscripts when the curve is clear from context.

Proposition 4.15. Consider the basic Artin-Schreier curve $Y$ given by $y^p - y = f$. Then
\[
an_Y = \dim_k W_f = \dim_k \ker(\psi_f).
\]

Proof. Unwinding definitions, notably [BC20] Definitions 5.6, 5.8, 6.1, shows the following: we may identify $U_f$ with the vector space $\bigoplus_{i=0}^{p-1} H^0(\mathbb{P}^1, M_i)$ of $[BC20]$, and the map $\tilde{g}$, under the identification of $V_f$ with $H^0(\mathbb{P}^1, \mathcal{G}_p)$. By [BC20] Lemma 6.3, $W_f = \ker(\psi_f)$, and hence the $a$-number of $Y$ is $\dim_k \ker(\psi_f)$. $\square$

Remark 4.16. A more general class of covers is considered in $[BC20]$, leading to much more complicated notation. Things simplify for basic Artin-Schreier curves. In the notation of $[BC20]$:
- As a basic Artin-Schreier cover is ramified only above infinity, we take $S = \{\infty\}$.
- As we are working over $\mathbb{P}^1$, there is no need for the auxiliary divisors $D_i$ introduced in $[BC20]$ §5. We may instead work with an explicit map $s : \mathcal{G}_{\mathbb{P}^1} \to F_5^1\mathbb{P}^1$ (see Definition 4.7) that does not introduce poles.
- There is no need for the auxiliary point $Q'$ when working over $\mathbb{P}^1$; see $[BC20]$ Remark 3.3, and thus $\pi_* \ker \mathcal{G}_Y = \mathcal{G}_{-1} = \mathcal{G}_0$.

5. Basic Artin-Schreier Covers in Characteristic Three

In this section, we will prove the $p = 3$ case of Theorem 1.3. We can construct the necessary covers over $k = \mathbb{F}_3$. For a positive integer $d$ that is not a multiple of 3, Corollary 2.15 gives that
\[
L(\{d\}) = [2d/3] + [d/3] - [d/9] - [4d/9].
\]
(It is elementary to rewrite the floor functions as the ceiling functions which will naturally occur in our argument.) We will show:

Proposition 5.1. For any positive integer $d$ relatively prime to 3, there exists $f_d \in \mathbb{F}_3[x]$ of degree $d$ such that the basic Artin-Schreier curve given by $y^3 - y = f_d$ has $a$-number $L(\{d\})$.

The choice of $f_d$ will depend on whether $d \equiv 1 \pmod{3}$ or $d \equiv 2 \pmod{3}$, and we will use Proposition 4.15 to compute the $a$-number.

Recall Definition 4.3 and Lemma 4.5 we have $n_0 = [2d/3] - 2$, $n_1 = [d/3] - 2$, and $n_2 = -2$ so that for any $f \in \mathbb{F}_3[x]$ of degree $d$
\[
V_f = \{(h_0 dx, h_1 dx, 0) : \mathcal{C}(h_i dx) = 0, \text{ and } \deg(h_i) \leq n_i \text{ for } i = 0, 1\}.
\]
Furthermore, unwinding Definition 4.10 there exist $\omega_0$ and $\omega_1$ such that
\[
\gamma_f((h_0 dx, h_1 dx, 0)) = (h_0 dx + s \mathcal{C}(h_1 f dx)) + h_1 dx = \omega_0 + \omega_1 y.
\]
Whether this differential is regular is controlled completely by $s \mathcal{C}(h_1 f dx)$. In light of (4.2) and Fact 4.4 it is regular if and only if $h_1 f dx$ has no terms of the form $x^i dx$ with $i \equiv -1 \pmod{3}$ and $i > n_0$. The map $\psi_f$ from Definition 4.14 records these coefficients.
5A. The Case \(d \equiv 1 \pmod{3}\).

We begin by recording a useful fact about ceiling functions.

**Lemma 5.2.** We have that
\[
\left\lfloor \frac{2d}{9} \right\rfloor + \left\lfloor \frac{d/3 - 2}{3} \right\rfloor + \left\lfloor \frac{d/3 - 1}{3} \right\rfloor = \left\lfloor \frac{4d}{9} \right\rfloor.
\]

**Proof.** Replacing \(d\) by \(d + 9\) adds 4 to both sides, so it suffices to check this for \(d \in \{1, 4, 7\}\). \(\square\)

**Definition 5.3.** Let \(b_2 := 3 \left\lceil \frac{d/3 - 1}{3} \right\rceil - 1\) be the largest integer congruent to 2 modulo 3 that is less than or equal to \(\left\lceil \frac{d}{3} \right\rceil\). Define \(f_d := t^d + t^{d-b_2}\).

**Proposition 5.4.** The basic Artin-Schreier curve \(y^3 - y = f_d\) has \(a\)-number \(L(\{d\})\).

**Proof.** For \(i \leq n_1 = \left\lceil \frac{d}{3} \right\rceil - 2\) with \(i \not\equiv -1 \pmod{3}\), we consider
\[
\gamma((0, x^i dx, 0)) = s((x^{i+d} dx + x^{i+d-b_2} dx)) + x^i y dx.
\]

If \(i \equiv 1 \pmod{3}\), as \(i + d \equiv 2 \pmod{3}\) and \(i + d - b_2 \not\equiv 2 \pmod{3}\), we see that
\[
\gamma((0, x^i dx, 0)) = x^{i+d} dx + x^i y dx.
\]

If \(i \equiv 0 \pmod{3}\), then \(i + d \not\equiv 2 \pmod{3}\) and \(i + d - b_2 \equiv 2 \pmod{3}\) and we see that
\[
\gamma((0, x^i dx, 0)) = x^{i+d-b_2} dx + x^i y dx.
\]

These are not regular when \(i + d > n_0\) and when \(i + d - b_2 > n_0\) respectively. But it is elementary to see that \(d > n_0\) and \(d - b_2 > n_0\), respectively, so these differentials are never regular. Furthermore, observe that the terms of the form \(x^3 dx\) which cause \(\gamma((0, x^i dx, 0))\) not to be regular are all different; every integer of the form \(i + d - b_2\) with \(0 \leq i \leq n_1 = \left\lceil \frac{d}{3} \right\rceil - 2\) is less than \(d\), while every integer of the form \(i + d\) with \(0 \leq i \leq n_1\) is greater than or equal to \(d\).

Re-interpreting this in terms of the map \(\psi\), we see that
\[
T := \left\{ \psi((0, x^i dx, 0)) : 0 \leq i \leq n_1 = \left\lceil \frac{d}{3} \right\rceil - 2, \ i \not\equiv 2 \pmod{3} \right\}
\]
is a set of linearly independent elements in \(\psi(V_f) \subset U_f\); the entries of vectors in \(U_f\) correspond to coefficients of monomials in \(\omega_0\), so each \(\psi((0, x^i dx, 0))\) has exactly one non-zero entry, and these occur in different spots. We see that
\[
\#T = \left\lfloor \frac{\left\lceil \frac{d}{3} \right\rceil - 1}{3} \right\rfloor + \left\lfloor \frac{\left\lceil \frac{d}{3} \right\rceil - 2}{3} \right\rfloor.
\]

Then we have that
\[
\dim_k \ker(\psi) \leq \dim_k V - \#T.
\]

Using the dimension of \(V\) from Remark 4.3, we conclude that
\[
\dim_k \ker(\psi) \leq \left\lfloor \frac{2d}{3} \right\rfloor - \left\lceil \frac{2d}{9} \right\rceil + \left\lfloor \frac{d}{3} \right\rfloor - \left\lfloor \frac{d}{9} \right\rfloor - \left( \left\lfloor \frac{\left\lceil \frac{d}{3} \right\rceil - 2}{3} \right\rfloor + \left\lfloor \frac{\left\lceil \frac{d}{3} \right\rceil - 1}{3} \right\rfloor \right)
\]
\[
= \left\lfloor \frac{2d}{3} \right\rfloor + \left\lfloor \frac{d}{3} \right\rfloor - \left\lfloor \frac{4d}{9} \right\rfloor - \left\lfloor \frac{d}{9} \right\rfloor = L
\]
using Lemma 5.2. By Proposition 4.15, \(\dim_k \ker(\psi)\) is the \(a\)-number of the curve given by \(y^p - y = f_d\). Since \(L\) is a lower bound on the \(a\)-number (Corollary 2.16), the curve has minimal \(a\)-number as desired. \(\square\)

This proves Proposition 5.1 when \(d \equiv 1 \pmod{3}\).
Definition 5.5. Let \( b_0 = 3 \left\lfloor \frac{[d/3] - 2}{3} \right\rfloor \) be the largest multiple of 3 less than or equal to \([d/3]\). Define \( f_d = x^d + x^{d-b_0-1} \).

Proposition 5.6. The basic Artin-Schreier curve \( y^3 - y = f_d \) has a-number \( L(\{d\}) \).

Proof. The argument is essentially the same as in the \( d \equiv 1 \pmod{3} \) case.

This completes the proof of Proposition 5.1.

6. Some Basic Artin-Schreier Covers in Characteristic Five

In this section, we will work towards the \( p = 5 \) case of Theorem 1.3. We will give explicit families depending on \( d \) modulo \( p^2 \), which were found by exhaustive searches for binomials and trinomials \( f \) such that the basic Artin-Schreier curve \( y^p - y = f \) has minimal \( a \)-number. The \( a \)-numbers of each family can be computed explicitly using Lemma 4.11.

6A. A Binomial Family. We first focus on a family of binomial polynomials \( f \).

Proposition 6.1. Fix a positive integer \( d \) relatively prime to 5, and write \( d = 25m + \delta \) with \( 0 \leq \delta < 25 \). Suppose \( \delta \not\equiv 3,7,9,16,18,22 \pmod{5} \), and let \( \delta' \) be as in Table 6. Let \( f = x^{25m+\delta} + x^{15m+\delta'} \). Then the basic Artin-Schreier curve \( y^3 - y = f \) has an \( a \)-number \( L(\{d\}) \).

| \( \delta \) | \( \delta' \) | \( \delta \) | \( \delta' \) | \( \delta \) | \( \delta' \) | \( \delta \) | \( \delta' \) |
|------|------|------|------|------|------|------|------|
| 1    | 3    | 6    | 3    | 11   | 8    | 16   | 21   |
| 2    | 1    | 7    | -    | 12   | 6    | 17   | 11   |
| 3    | -    | 8    | 4    | 13   | 9    | 18   | 23   |
| 4    | 2    | 9    | -    | 14   | 7    | 19   | 12   |
|      |      |      |      |      |      |      |      |

Table 6. Values of \( \delta \) and \( \delta' \) giving basic Artin-Schreier covers with minimal \( a \)-number

We will begin by collecting together all of our notation:

Definition 6.2. Fix a positive integer \( d \) coprime to 5.

(i) Write \( d = 25m + \delta \) where \( m \) is an integer and \( \delta \in \{0, \ldots, 24\} \).

(ii) For \( i \in \{0, 1, 2, 3, 4\} \), we define \( b_i = \left\lfloor \frac{d+i}{3} \right\rfloor - 2 \).

(iii) Let \( f = x^{25m+\delta} + x^{15m+\delta'} \).

(iv) Define \( s_0 := 2\delta, s_1 := \delta + \delta', s_2 := 2\delta', c_0 := 3\delta, c_1 := 2\delta + \delta', c_2 := \delta + 2\delta', \) and \( c_3 := 3\delta' \).

(v) Set \( t := \left\lfloor \frac{b_0 + \delta - 3}{5} \right\rfloor - \left\lfloor \frac{b_0 + \delta}{5} \right\rfloor \).

(vi) Finally, let \( l_0 := \left\lfloor \frac{d}{5\delta} \right\rfloor = b_0 + 2, l_1 := \left\lceil \frac{3}{5\delta} \right\rceil = b_1 + 2, l_2 := \left\lceil \frac{4}{25\delta} \right\rceil, l_3 := \left\lceil \frac{6}{25\delta} \right\rceil, \) and \( L := l_0 + l_1 - l_2 - l_3 \).

(vii) For an integer \( n \): let \( U_5(n) \) denote the smallest integer congruent to 4 modulo 5 and greater than or equal to \( n \); and let \( D_5(n) \) denote the largest integer congruent to 4 modulo 5 less than or equal to \( n \).

Lemma 6.3. Let \((\delta, \delta')\) be one of the pairs in Table 6. Then we have that:

- \( D_5(\delta + b_1) < U_5(s_1) \);
- \( D_5(s_1 + b_2) < U_5(s_0) \);
- \( D_5(s_0 + b_2) < U_5(c_0) \);
- \( D_5(\delta + b_2) < U_5(\delta) \);
- \( D_5(\delta + b_2) < U_5(s_1) \);
\[
\bullet \ D_5(s_1 + b_3) < U(s_0).
\]

**Proof.** There are only finitely many pairs \((\delta, \delta')\), so we verify this case by case. \(\square\)

Recalling the definition of \(n_i\) from Definition 4.3, we see that
\[
n_i = 5(4 - i)m + b_i.
\]

We easily compute:
\[
\begin{align*}
f^2 &= x^{50m+s_0} + 2x^{40m+s_1} + x^{30m+s_2}; \quad \text{and} \\
f^3 &= x^{75m+c_0} + 3x^{65m+c_1} + 3x^{55m+c_2} + x^{45m+c_3}.
\end{align*}
\]

Notice that \(\delta\) and \(\delta'\) are automatically coprime to 5 as \(d\) is coprime to 5, and hence none of \(s_0, s_1,\) and \(s_2\) are multiples of 5.

From Corollary 2.15, we see that
\[
L((d)) = (15m + l_1) + (20m + l_0) - (3m + l_2) - (8m + l_3) = 24m + L.
\]

For \(a \in \mathbb{F}_p[x]\), let \(\overline{a}\) denote the sum of all monomial terms of \(a\) with degree a multiple of \(p\). Notice that for any \(a, b \in \mathbb{F}_p[x]\), we have \(s(C (a \cdot s (C(bdx)))) = \overline{a} \cdot s(C(bdx))\).

**Proof of Proposition 6.1.** Let \(Y\) be the basic Artin-Schreier curve given by \(y^p - y = f\). We begin by computing the images under \(\gamma\) of the natural basis of \(V_f\) given by monomials. For a non-negative integer \(i\) a straightforward computation using Definitions 4.9 and 4.10 gives that:
\[
\begin{align*}
\gamma((x^i dx, 0, 0, 0, 0)) &= x^i \ dx; \\
\gamma((0, x^i dx, 0, 0, 0)) &= x^i y \ dx + s(C(x^i dx)); \\
\gamma((0, 0, x^i dx, 0, 0)) &= x^i y^2 dx + 2s(C(x^i dx)) y + s(C(-x^i f^2 dx + 2f s(C(x^i dx)))); \\
\gamma((0, 0, 0, x^i dx, 0, 0)) &= x^i y^3 dx + 3s(C(x^i dx)) y^2 dx - 3s(C(x^i f^2)) y dx + s(C(x^i f^3)) dx.
\end{align*}
\]

Here we use that
\[
s(C(2f s(C(f x^i dx)))) = 2\overline{f} s(C(f x^i dx)) = 0,
\]

since by our choice of \(f\) there are no monomial terms with exponent a multiple of \(p = 5\) (and with a similar argument for the fourth equality). We now study the images in detail, breaking into separate cases for ease of reference.

**Case 0.** For all \(i \in \{0, \ldots, 20m + b_0\}\) with \(i \neq -1 \pmod{5}\), we have that \(\gamma((x^i dx, 0, 0, 0, 0)) = x^i dx\) is regular. There are \(16m + l_0 - \left\lfloor \frac{b_0}{5} \right\rfloor\) such \(i\), using the elementary observation that \(l_0 - \left\lfloor \frac{b_0}{5} \right\rfloor = b_0 + 1 - \left\lfloor \frac{b_0 - 3}{5} \right\rfloor\).

**Case 1.** For \(i \in \{0, \ldots, 15m + b_1\}, i \neq -1 \pmod{5}\) (of which there are \(12m + l_1 - \left\lfloor \frac{b_1}{5} \right\rfloor\)) we have
\[
\begin{align*}
\gamma((0, x^i dx, 0, 0, 0)) &= x^i y dx + s(C(x^{25m+i+i'} + x^{15m+i+i'})) dx \\
&= x^i y dx + \begin{cases} x^{15m+i+i'} dx, & \text{if } i \equiv 4 - \delta' \pmod{5} \\
x^{25m+i+i'} dx, & \text{if } i \equiv 4 - \delta \pmod{5} \\
0, & \text{otherwise}
\end{cases}
\]

since \(\delta' \neq \delta \pmod{5}\). Some of these are regular and others not: a differential of the form \(x^j dx\) on \(Y\) is regular provided that \(j \leq 20m + b_0\).
Case 2. For \(i \in \{0, \ldots, 10m + b_2\}, \ i \not\equiv -1 \pmod{5}\), we have
\[
\gamma \left( (0, 0, x^i dx, 0, 0) \right) = x^i y^2 dx + 2s \left( C \left( x^{25m+i+i'} + x^{15m+i+i''} \right) \right) y dx
+ s \left( C \left( -x^{50m+i+i+s_0} - 2x^{40m+i+i+s_1} - x^{30m+i+i+s_2} \right) \right) dx.
\]
Hence, we have the cases:
\[
i \equiv 4 - 2\delta \pmod{5} : \quad \gamma \left( (0, 0, x^i dx, 0, 0) \right) = x^i y^2 dx - x^{50m+i+i+s_0} dx;
\]
\[
i \equiv 4 - 4\delta \pmod{5} : \quad \gamma \left( (0, 0, x^i dx, 0, 0) \right) = x^i y^2 dx - 2x^{40m+i+i+s_1} dx;
\]
\[
i \equiv 4 - \delta \pmod{5} : \quad \gamma \left( (0, 0, x^i dx, 0, 0) \right) = x^i y^2 dx + 2x^{25m+i+i'} y dx + x^{30m+i+i+s_2} dx;
\]
\[
i \equiv 4 - 3\delta \pmod{5} : \quad \gamma \left( (0, 0, x^i dx, 0, 0) \right) = x^i y^2 dx + x^{15m+i+i''} y dx.
\]
The images are not regular for any \(i \not\equiv -1 \pmod{5}\).

Case 3. For \(i \in \{0, \ldots, 5m + b_3\}, \ i \not\equiv -1 \pmod{5}\), we have
\[
\gamma \left( (0, 0, 0, x^i dx, 0, 0) \right) = x^i y^3 + 3s \left( C \left( x^{25m+i+i'} + x^{15m+i+i''} \right) \right) y^2 dx
- 3s \left( C \left( x^{50m+i+i+s_0} + 2x^{40m+i+i+s_1} + x^{30m+i+i+s_2} \right) \right) y dx
+ s \left( C \left( x^{75m+i+i+s_0} + 3x^{65m+i+i+s_1} + 3x^{55m+i+i+s_2} \right) \right) dx.
\]
So we have the cases:
\[
i \equiv 4 - 2\delta \pmod{5} : \quad \gamma \left( (0, 0, 0, x^i dx, 0, 0) \right) = x^i y^3 dx - 3x^{50m+i+i+s_0} y dx + 3x^{55m+i+i+s_2} dx;
\]
\[
i \equiv 4 - 4\delta \pmod{5} : \quad \gamma \left( (0, 0, 0, x^i dx, 0, 0) \right) = x^i y^3 dx - x^{40m+i+i+s_1} y dx + x^{45m+i+i+s_2} dx;
\]
\[
i \equiv 4 - \delta \pmod{5} : \quad \gamma \left( (0, 0, 0, x^i dx, 0, 0) \right) = x^i y^3 dx + 3x^{25m+i+i'} y^2 dx - 3x^{30m+i+i+s_2} y dx;
\]
\[
i \equiv 4 - 3\delta \pmod{5} : \quad \gamma \left( (0, 0, 0, x^i dx, 0, 0) \right) = x^i y^3 dx + 3x^{15m+i+i''} y^2 dx + x^{75m+i+i+s_0} dx.
\]
Again, none of these images are regular.

Having now computed the images of a basis of \(V_f\) under \(\gamma\) (using Fact 4.4), we bound the dimension of the image modulo differentials regular on \(Y\) by exhibiting linearly independent \(\gamma(\nu)\). Going down the table, each of the images has a “new term” which will make it clear that it does not lie in the span of the previous images.

| Case | Congruence | New Terms |
|------|------------|-----------|
| 1    | -          | \(x^{20m+4} dx\) to \(x^{40m+D_5(\delta+b_1)} dx\) |
| 2    | \(i \equiv 4 - 4\delta \pmod{5}\) | \(x^{40m+U_5(s_1)} dx\) to \(x^{50m+D_5(s_1+b_2)} dx\) |
| 2    | \(i \equiv 4 - 2\delta \pmod{5}\) | \(x^{50m+U_5(s_0)} dx\) to \(x^{60m+D_5(s_0+b_2)} dx\) |
| 3    | \(i \equiv 4 - 3\delta \pmod{5}\) | \(x^{75m+U_5(s_1)} dx\) to \(x^{80m+D_5(s_0+b_2)} dx\) |
| 2    | \(i \equiv 4 - 3\delta \pmod{5}\) | \(x^{15m+U_5(\delta')} y dx\) to \(x^{25m+D_5(\delta'+b_2)} y dx\) |
| 2    | \(i \equiv 4 - \delta \pmod{5}\) | \(x^{25m+U_5(\delta')} y dx\) to \(x^{35m+D_5(\delta+b_2)} y dx\) |
| 3    | \(i \equiv 4 - 4\delta \pmod{5}\) | \(x^{40m+U_5(s_1)} y dx\) to \(x^{50m+D_5(s_1+b_2)} y dx\) |
| 3    | \(i \equiv 4 - 2\delta \pmod{5}\) | \(x^{50m+U_5(s_0)} y dx\) to \(x^{60m+D_5(s_0+b_2)} y dx\) |
| 3    | \(i \equiv 4 - \delta \pmod{5}\) | \(x^{25m+U_5(\delta')} y^2 dx\) to \(x^{35m+D_5(\delta+b_2)} y^2 dx\) |

Table 7. Differentials in the Image of \(\gamma\)

For example, in Case 1 the \(x^i y dx\)-term is automatically regular, while a term of the form \(x^j dx\) is regular provided that \(j \leq n_0 = 20m + b_0\). Now the exponents of \(x^{15m+i+i''} dx\) and \(x^{25m+i+i'} dx\)
where \( i \equiv 4 - \delta' (\text{mod } 5) \) or \( i \equiv 4 - \delta (\text{mod } 5) \) and \( 0 \leq i \leq 15m + b_1 \) run through every integer \( k \) that is congruent to \(-1\) modulo 5 and that is between \( 15m + \delta' \) and
\[
25m + \delta + 15m + b_1 = 40m + \delta + b_1.
\]
In particular, there is a \( \nu = (0, x^jdx, 0, 0, 0) \) such that \( \gamma(\nu) = x^jdx + (\ldots)ydx \) for every such \( j \) ranging from \( 20m + 4 \) to \( 40m + D_5(\delta + b_1) \). A simple calculation shows that there are \( 4m + t \) such values \( k \). These \( 4m + t \) images are clearly linearly independent in the quotient of the space of differentials on \( Y \) by the space of differentials regular on \( Y \).

In the second row of the table, the images are still of the form \( x^jdx + (\ldots)ydx \), but now \( j \) is larger. Lemma 6.3 shows that \( 40m + D_5(\delta + b_1) \) is less than \( 40m + U_5(s_1) \), so the images from the second row do not lie in the span of the images from the first row because there are new exponents. This pattern continues in each new row: there are new terms in the image which make it clear that the new images do not lie in the spans of the previous elements, and Lemma 6.3 guarantees that the exponents listed in Table 7 are actually distinct. Thus all of the images listed in Table 7 are linearly independent modulo regular differentials.

Note that Table 7 contains all of the images from Case 2 and 3, none from Case 0, and some from Case 1. Thus the dimension of \( \gamma(V_f) \) modulo regular differentials is at least the number of differentials in Case 2 and 3 plus \( 4m + t \). By the rank-nullity theorem, we see that
\[
\dim W_f \leq 16m + l_0 - \left\lfloor \frac{l_0}{5} \right\rfloor + 12m + l_1 - \left\lfloor \frac{l_1}{5} \right\rfloor - (4m + t),
\]
since there are \( 16m + r_0 \) elements of \( V_f \) of the form \((x^jdx, 0, 0, 0, 0)\) and \( 12m + r_1 \) elements of \( V_f \) of the form \((0, x^jdx, 0, 0, 0)\). We can simplify
\[
\dim W_f \leq 16m + l_0 - \left\lfloor \frac{l_0}{5} \right\rfloor + 12m + l_1 - \left\lfloor \frac{l_1}{5} \right\rfloor - (4m + t) \\
= 24m + l_0 - \left\lfloor \frac{l_0}{5} \right\rfloor + l_1 - \left\lfloor \frac{l_1}{5} \right\rfloor - \left\lfloor \frac{b_1 + \delta - 3}{5} \right\rfloor + \left\lfloor \frac{b_0 - 3}{5} \right\rfloor \\
= 24m + l_0 + l_1 - \left\lfloor \frac{l_1}{5} \right\rfloor - \left\lfloor \frac{l_1 + \delta}{5} \right\rfloor \\
= 24m + l_0 + l_1 - \left\lfloor \frac{l_1}{5} \right\rfloor - \left\lfloor \frac{l_1 + \delta}{5} \right\rfloor.
\]
But we have
\[
\left\lfloor \frac{l_1}{5} \right\rfloor = \left\lfloor \frac{\frac{3}{5}\delta}{5} \right\rfloor = \left\lfloor \frac{3}{25} \delta \right\rfloor = l_2,
\]
and
\[
\left\lfloor \frac{l_1 + \delta}{5} \right\rfloor = \left\lfloor \frac{\frac{3}{5}\delta + \delta}{5} \right\rfloor = \left\lfloor \frac{3}{5}\delta + \delta \right\rfloor = \left\lfloor \frac{8}{25} \delta \right\rfloor = l_3,
\]
so
\[
\dim W_f \leq 24m + l_0 + l_1 - l_2 - l_3 \\
= 24m + L = L(\{d\}).
\]
By Lemma 4.11 \( \dim W_f = a_Y \), so using Fact 2.9 we conclude that \( a_Y = L(\{d\}) \) as desired. \( \Box \)

Remark 6.4. For the excluded values of \( \delta \), we cannot find a basic Artin-Schreier curve \( y^p - y = f \) with \( f \) a binomial of degree \( d = 25m + \delta \) having minimal \( a \)-number.
6B. Other Families. To complete the proof of Theorem 1.3 when \( p = 5 \), we must consider curves \( y^5 - y = f \) for more general \( f \). In particular, we can use trinomials \( f = x^{25m+\delta} + x^{15m+\delta'} + x^{5m+\delta''} \) for \( \delta', \delta'' \in \mathbb{Z} \). Examples of \( \delta' \) and \( \delta'' \) which give a basic Artin-Schreier curve with minimal \( a \)-number are listed in Table 8 for the values of \( d = 25m + \delta \) where binomials do not suffice.

| \( \delta \) | \( \delta' \) | \( \delta'' \) | \( \delta \) | \( \delta' \) | \( \delta'' \) |
|---|---|---|---|---|---|
| 3 | 4 | 1 | 16 | 14 | -1 |
| 7 | 6 | 3 | 18 | 14 | 6 |
| 9 | 7 | 3 | 22 | 1 | 3 |

Table 8. Values of \( \delta' \) and \( \delta'' \) giving minimal \( a \)-number

The analysis follows the same approach as the proof of Proposition 6.1. Although it is more complex due to the larger number of terms involved, the image of \( \gamma \) still has a very similar form – with all terms constant in \( y \) having regular images, together with all but a certain family of the terms linear in \( y \). All of the other basis terms again have linear independent images modulo \( 5 \). As an analysis for a (different) family of trinomials is given in full detail in §7 we do not give the details here.

7. Trinomial Artin-Schreier Covers in Characteristic Five

In this section, we complete the proof of the \( p = 5 \) case of Theorem 1.3. We do so by studying four families of basic Artin-Schreier covers, depending on the residue class of \( d \) modulo 5. These realize the lower bound for sufficiently large \( d \), and are listed in Table 9.

| \( d \) | \( f \) for family |
|---|---|
| \( 5n + 1 \) | \( x^{5n+1} + x^{5n-1} + x^{5n-5} \left( \frac{(n+2)^2}{5} \right) + 4 \) |
| \( 5n + 2 \) | \( x^{5n+2} + x^{5n+1} + x^{5n-5} \left( \frac{(n-1)^2}{5} \right) - 1 \) |
| \( 5n + 3 \) | \( x^{5n+3} + x^{5n+2} + x^{5n-5} \left( \frac{(n-1)^2}{5} \right) - 1 \) |
| \( 5n + 4 \) | \( x^{5n+4} + x^{5n+2} + x^{5n-5} \left( \frac{(n+1)^2}{5} \right) + 3 \) |

Table 9. Polynomials for families whose \( a \)-numbers realize the lower bound

Remark 7.1. Table 9 assumes that \( n \geq 1 \). For the remaining cases, use \( x^2, x^3 + x^2, \) and \( x^4 \) for \( f \).

Proposition 7.2. Fix a positive integer \( d \) co-prime to 5, and let \( Y \) be the basic Artin-Schreier curve given by \( y^5 - y = f \) where \( f \) is listed in Table 9. Then \( Y \) has \( a \)-number \( L(\{d\}) \).

The proofs for each family are very similar, so we only show the proof for the \( d = 5n + 1 \) case. In this case, we assume \( n \geq 3 \) and \( Y \) is given by

\[
y^5 - y = f = x^{5n+1} + x^{5n-1} + x^{5n-5} \left( \frac{(n+2)^2}{5} \right) + 4.
\]

When \( p = 5 \) and \( d = 5n + 1 \), Corollary 2.16 gives

\[
L(\{d\}) = 9n - \left( \left\lfloor \frac{2n}{5} \right\rfloor + \left\lfloor \frac{7n + 1}{5} \right\rfloor + \left\lfloor \frac{12n + 2}{5} \right\rfloor \right).
\]

Recalling Definition 4.3, we see that \( n_0 = 4n - 1, n_1 = 3n - 1, n_2 = 2n - 1, n_3 = n - 1 \) and \( n_4 = -2 \). Thus the vector space \( V \) from Lemma 1.3 is

\[
V = \{(v_0, v_1, v_2, v_3, 0) : v_i = h_i dx, C'(v_i) = 0, \text{ and } \deg(h_i) \leq (4 - i)n - 1 \text{ for } 0 \leq i \leq 3\}.
\]
We will compute the $a$-number of $Y$ using the linear transformation $\psi : V \to U$ from Definition 4.14. The $a$-number of $Y$ is the dimension of the kernel of $\psi$ by Proposition 4.15. and the rank nullity theorem says that
\[
\dim(\ker(\psi)) + \dim(\text{Im}(\psi)) = \dim(V).
\]
We will give a lower bound on $\dim(\text{Im}(\psi))$, thus obtaining an upper bound for the $a$-number which will equal the lower bound $L(\{d\})$. Hence the $a$-number of $Y$ will be $L(\{d\})$ as desired.

**7A. A Proof.** We aim to produce a large number of elements of $V$ whose images under $\psi$ are linearly independent. Equivalently, we wish to produce differentials in the image of $\psi$.

**Definition 7.3.** For integers $i$ and $j$ with $0 \leq i \leq 3$ and $0 \leq j \leq (4-i)n-1$ with $j \not\equiv -1 \pmod{5}$, let $\nu_{i,j}$ be the element of $V$ which has $x^i dx$ in the $i$th component and 0 elsewhere.

It is immediate that $\nu_{i,j}$ form a basis for $V$; see Remark 4.6. In order to analyze linear independence in the image of $\gamma$, we also introduce an ordering on monomial differentials.

**Definition 7.4.** For integers $a_1, a_2, b_1, b_2$ with $0 \leq b_1, b_2 \leq 4$, say that $x^{a_1} d dy^{b_1} < x^{a_2} d dy^{b_2}$ if $b_1 < b_2$ or if $b_1 = b_2$ and $a_1 > a_2$.

Recalling Definition 4.9, we see that:
\[
\gamma(\nu_{0,j}) = x^j dx;
\]
\[
\gamma(\nu_{1,j}) = s(\mathcal{C}(x^{5n+1+j} dx + x^{5n-1+j} dx + x^{5n-5(\frac{2(n+2)}{5})+4+j} dx)) + x^j dx;
\]
\[
\gamma(\nu_{2,j}) = s(\mathcal{C}(\omega_{j,0})) + s(\mathcal{C}(\omega_{j,1})) + x^j d dy^2;
\]
where we have
\[
\omega_{j,1} := 2x^{5n+1+j} dx + x^{5n-1+j} dx + x^{5n-5(\frac{2(n+2)}{5})+4+j} dx,
\]
and we have
\[
\omega_{j,0} := s(\mathcal{C}(\omega_{j,1})) \left( x^{5n+1+j} dx + x^{5n-1+j} dx + x^{5n-5(\frac{2(n+2)}{5})+4+j} dx \right) - x^{10n+2+j} dx - 2x^{10n+j} dx
\]
\[-2x^{10n-5(\frac{2(n+2)}{5})+5+j} dx - x^{10n-2+j} dx - 2x^{10n-5(\frac{2(n+2)}{5})+3+j} dx - x^{10n-10(\frac{2(n+2)}{5})+8+j} dx.
\]

Recalling Remark 4.8, we see that $\gamma(\nu_{0,j})$ is always regular, and that $\gamma(\nu_{1,j})$ and $\gamma(\nu_{2,j})$ are not regular if they have a term (not involving $y$) of the form $x^i dx$ with $i > 4n-1$ and $i \equiv 4 \pmod{5}$, or of the form $x^i d dy$ with $i > 3n-1$ and $i \equiv 4 \pmod{5}$.

To simplify notation, we set
\[
\alpha := 5n - 5 \left\lfloor \frac{2(n+2)}{5} \right\rfloor + 4.
\]
We often break into cases based on $n$ modulo 5 to obtain clean answers. We write $n = 5k + \delta$ with $\delta \in \{0, 1, 2, 3, 4\}$. For reference, Table 11 expresses $\alpha$ in terms of $k$ in each of these cases.

| $n = 5k$ | $n = 5k + 1$ | $n = 5k + 2$ | $n = 5k + 3$ | $n = 5k + 4$ |
|---------|-------------|-------------|-------------|-------------|
| $\alpha$ | $15k + 4$  | $15k + 4$  | $15k + 9$  | $15k + 9$  | $15k + 14$ |

**Table 10.** $\alpha$ in terms of $k$

The next step is to write down $\gamma(\nu)$ for some well-chosen types of $\nu \in V$; we will do this type by type, and record the results in Table 11.

The images are differentials which are not regular, and the images (with appropriate restrictions on $j$) will be linearly independent in the quotient of the space of differentials on $Y$ by the space of
regular differentials on \( Y \). The column \( \gamma(\nu) \) shows the “largest relevant terms”: the omitted terms are either terms which are regular or which are smaller in the ordering of Definition 7.4. Table 12 collects the number of images of each type.

| Type | \( \nu \) | Congruence | Potential Range | \( \gamma(\nu) \) |
|------|------|------------|-----------------|------------------|
| A    | \( \nu_{2,j} \) | \( j \equiv 2 \pmod{5} \) | \( 0 \leq j \leq 2n - 1 \) | \(-x^{10n + 2j} dx + \ldots\) |
| B    | \( \nu_{2,j} - \eta_{2,j} \) | \( j \equiv 1 \pmod{5} \) | \( 0 \leq j \leq 2n - 1 \) | \(-2x^{5n - 1 + \alpha + j} dx + \ldots\) |
| C    | \( \nu_{1,j} \) | \( j \equiv 3 \pmod{5} \) | \( 0 \leq j \leq 3n - 1 \) | \(x^{5n + 1 + j} dx + \ldots\) |
| D    | \( \nu_{1,j} \) | \( j \equiv 0 \pmod{5} \) | \( 0 \leq j \leq 3n - 1 \) | \(a^\alpha dx + \ldots\) |
| E    | \( \nu_{3,j} \) | \( j \equiv 2 \pmod{5} \) | \( 0 \leq j \leq n - 1 \) | \(2x^{10n + 2j} dxy + \ldots\) |
| F    | \( \nu_{3,j} - \eta_{3,j} \) | \( j \equiv 1 \pmod{5} \) | \( 0 \leq j \leq n - 1 \) | \(4x^{5n - 1 + \alpha + j} dxy + \ldots\) |
| G    | \( \nu_{2,j} \) | \( j \equiv 3 \pmod{5} \) | \( 0 \leq j \leq 2n - 1 \) | \(2x^{5n + 1 + j} dxy + \ldots\) |
| H    | \( \nu_{2,j} \) | \( j \equiv 0 \pmod{5} \) | \( 0 \leq j \leq 2n - 1 \) | \(2x^\alpha dx + \ldots\) |
| I    | \( \nu_{3,j} \) | \( j \equiv 3 \pmod{5} \) | \( 0 \leq j \leq n - 1 \) | \(3x^{5n + 1 + j} dxy^2 + \ldots\) |
| J    | \( \nu_{3,j} \) | \( j \equiv 0 \pmod{5} \) | \( 0 \leq j \leq n - 1 \) | \(3x^\alpha dxy^2 + \ldots\) |

Table 11. Elements in the Image of \( \gamma \)

| Case | \( n = 5k \) | \( n = 5k + 1 \) | \( n = 5k + 2 \) | \( n = 5k + 3 \) | \( n = 5k + 4 \) |
|------|------|------|------|------|------|
| A    | 2k   | 2k   | 2k+1 | 2k+1 | 2k+2 |
| B    | 2k   | 2k+1 | 2k+1 | 2k+1 | 2k+2 |
| C    | 3k   | 3k   | 3k+1 | 3k+2 | 3k+2 |
| D    | k    | k+1  | k+1  | k+1  | k+1  |
| E    | k    | k    | k    | k+1  | k+1  |
| F    | k    | k    | k+1  | k+1  | k+1  |
| G    | 2k   | 2k   | 2k+1 | 2k+1 | 2k+2 |
| H    | 2k   | 2k+1 | 2k+1 | 2k+2 | 2k+2 |
| I    | k    | k    | k    | k    | k+1  |
| J    | k    | k+1  | k+1  | k+1  | k+1  |
| Total| 16k  | 16k+4| 16k+8| 16k+11| 16k+14|

Table 12. Number of Images of Each Type

**Type A.** Recall that to define \( \nu_{2,j} \), we need that \( 0 \leq j \leq 2n - 1 \). The congruence condition \( j \equiv 2 \pmod{5} \) means that in (7-3), only the first term in \( \omega_{j,0} \) has exponent congruent to 4 modulo 5. Thus we have that

\[
\gamma(\nu_{2,j}) = -x^{10n+2j} dx + x^j dxy^2.
\]

The first term is not regular as the exponent is too big (larger than \( 4n - 1 \)), while the second is regular. Thus the first term is the “most significant term” and the exponent \( 10n + 2 + j \) ranges from \( 10n + 4 \) to the largest integer congruent to 4 modulo 5 and less than or equal to \( 12n - 1 \). Table 13 shows the range and number of exponents.

**Type B.** From the congruence condition, we have that

\[
\gamma(\nu_{2,j}) = -x^{10n-2j} dx - 2x^{\alpha+5n-1+j} dx - x^{2\alpha+j} dx + x^j dxy^2.
\]

The complication comes from the fact that we want \(-2x^{\alpha+5n-1+j} dx \) to be the largest significant term, so we cannot simply work with \( \nu_{2,j} \).

**Lemma 7.5.** For \( j \equiv 1 \pmod{5} \) with \( 0 \leq j \leq 2n - 1 \), there exists \( \eta_{2,j} \in V \) such that

\[
\gamma(\nu_{2,j} - \eta_{2,j}) = -2x^{5n-1+\alpha+j} dx + \ldots,
\]
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\[
\begin{array}{|c|c|c|c|}
\hline
n & \text{Minimal Exponent} & \text{Maximal Exponent} & \text{Number} \\
\hline
5k & 50k + 4 & 60k - 1 & 2k \\
5k + 1 & 50k + 14 & 60k + 9 & 2k \\
5k + 2 & 50k + 24 & 60k + 24 & 2k + 1 \\
5k + 3 & 50k + 34 & 60k + 34 & 2k + 1 \\
5k + 4 & 50k + 44 & 60k + 49 & 2k + 2 \\
\hline
\end{array}
\]

Table 13. Type A

where the omitted terms are either regular or are smaller than \(x^{5n-1+\alpha+j}dx\).

**Proof.** If \(0 \leq 2\alpha + j - (5n+1) \leq 3n-1\), we take \(\eta_{2,j} = -\nu_{1,2\alpha+j-(5n+1)}\). Note that \(2\alpha + j - (5n+1) \equiv 3 \pmod{5}\). We compute that

\[
\gamma(\nu_{1,2\alpha+j-(5n+1)}) = x^{2\alpha+j} + x^{2\alpha+j-(5n+1)}dxy.
\]

Thus we have

\[
\gamma(\nu_{2,j}) + 2\gamma(\nu_{1,2\alpha+j-(5n+1)}) = -2x^{\alpha+5n-1+j}dx - x^{10n-2+j}dx + 2x^{2\alpha+j-(5n+1)}dxy + x^jdx^2,
\]

where the third and fourth terms are regular and the second is smaller than the first term in the ordering as desired.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
n & n = 5k & n = 5k + 1 & n = 5k + 2 & n = 5k + 3 & n = 5k + 4 \\
\hline
5n + 1 - 2\alpha & -5k - 7 & -5k - 2 & -5k - 7 & -5k - 2 & -5k - 7 \\
8n - 2\alpha & 10k - 8 & 10k & 10k - 2 & 10k + 6 & 10k + 4 \\
2n - 1 & 10k - 1 & 10k + 1 & 10k + 3 & 10k + 5 & 10k + 7 \\
\hline
\end{array}
\]

Table 14. Bounds

There are only a few cases where \(0 \leq 2\alpha + j - (5n+1) \leq 3n-1\) fails and we must make another choice of \(\eta_{2,j}\). Table 14 shows that if \(j \geq 0\) then \(5n + 1 - 2\alpha \leq j\). Furthermore, if \(j \equiv 1 \pmod{5}\) and \(j \leq 2n - 1\) it shows that \(j \leq 8n - 2\alpha\) except in four cases. We list the appropriate choice of \(\eta_{2,j}\) in each of these exceptional cases.

- If \(n = 5k, j = 10k - 4\), then \(\eta_{2,j} = 2\nu_{2,1} + 2\nu_{1,5k+8}\).
- If \(n = 5k + 1, j = 10k + 1\), then \(\eta_{2,j} = 2\nu_{2,1} + 2\nu_{1,5k+3}\).
- If \(n = 5k + 2, j = 10k + 1\), then \(\eta_{2,j} = 2\nu_{2,1} + 2\nu_{1,5k+8}\).
- If \(n = 5k + 4, j = 10k + 6\), then \(\eta_{2,j} = 2\nu_{2,1} + 2\nu_{1,5k+8}\).

A direct computation then shows that \(\gamma(\nu_{2,j} - \eta_{2,j})\) has the desired form.  \(\square\)

\[
\begin{array}{|c|c|c|c|}
\hline
n & \text{Minimal Exponent} & \text{Maximal Exponent} & \text{Number of Exponents} \\
\hline
5k & 40k + 4 & 50k - 1 & 2k \\
5k + 1 & 40k + 9 & 50k + 9 & 2k + 1 \\
5k + 2 & 40k + 19 & 50k + 19 & 2k + 1 \\
5k + 3 & 40k + 24 & 50k + 24 & 2k + 1 \\
5k + 4 & 40k + 34 & 50k + 39 & 2k + 2 \\
\hline
\end{array}
\]

Table 15. Type B

**Type C.** The congruence condition on \(j\) makes

\[
\gamma(\nu_{1,j}) = s \left( \mathcal{C} \left( x^{5n+1+j}dx + x^{5n-1+j}dx + x^{5n-5(2n+2)(5n+1)j+4}dx \right) \right) + x^jdx^2 = x^{5n+1+j}dx + x^jdx.
\]
The exponent $5n + 1 + j$ ranges from $5n + 4$ to the largest integer congruent to 4 modulo 5 and less than or equal to $8n$. Table 16 shows the range and number of exponents.

| $n$  | Minimal Exponent | Maximal Exponent | Number of Exponents |
|------|------------------|------------------|---------------------|
| $5k$ | $25k + 4$        | $40k - 1$        | $3k$                |
| $5k + 1$ | $25k + 9$    | $40k + 4$        | $3k$                |
| $5k + 2$ | $25k + 14$  | $40k + 14$       | $3k + 1$            |
| $5k + 3$ | $25k + 19$  | $40k + 24$       | $3k + 2$            |
| $5k + 4$ | $25k + 24$  | $40k + 29$       | $3k + 2$            |

Table 16. Type C

**Type D.** The congruence condition $j \equiv 0 \pmod{5}$ means that

$$
\gamma(\nu_{1,j}) = x^{5n-1+j}dx + x^{\alpha+j}dx + x^j dxy.
$$

The second term has smaller exponent than the first term, and $\alpha + j$ ranges from $\alpha$ to the smallest multiple of 5 less than or equal to $\alpha + 3n - 1$. However, if $\alpha + j \leq 4n - 1$ then $-x^{\alpha+j}dx$ is regular, while if $\alpha + j \geq 5n + 4$ then $x^{\alpha+j}$ has already appeared for Type C. Table 17 shows the range and number of exponents we consider to obtain new differentials which are not regular.

| $n$  | Minimal Exponent | Maximal Exponent | Number |
|------|------------------|------------------|--------|
| $5k$ | $20k + 4$        | $25k - 1$        | $k$    |
| $5k + 1$ | $20k + 4$    | $25k + 4$        | $k + 1$ |
| $5k + 2$ | $20k + 9$  | $25k + 9$        | $k + 1$ |
| $5k + 3$ | $20k + 14$  | $25k + 14$       | $k + 1$ |
| $5k + 4$ | $20k + 19$  | $25k + 19$       | $k + 1$ |

Table 17. Type D

**Types E-H.** These types are essentially the same as Types A-D, except that the range of allowable $j$ is smaller as we are working with $\nu_{3,j}$ instead of $\nu_{2,j}$ (and $\nu_{2,j}$ instead of $\nu_{1,j}$), and that a differential $x^i dxy$ is regular provided $i \leq 3n - 1$.

| $n$  | Minimal Exponent | Maximal Exponent | Number |
|------|------------------|------------------|--------|
| $5k$ | $50k + 4$        | $55k - 1$        | $k$    |
| $5k + 1$ | $50k + 14$    | $55k + 9$        | $k$    |
| $5k + 2$ | $50k + 24$  | $55k + 19$       | $k$    |
| $5k + 3$ | $50k + 34$  | $55k + 34$       | $k + 1$ |
| $5k + 4$ | $50k + 44$  | $55k + 44$       | $k + 1$ |

Table 18. Type E

**Types I-J.** These are the same as Type C and D, except that they use $\nu_{3,j}$ so $0 \leq j \leq n - 1$.

**Lemma 7.6.** The images under $\gamma$ of the differentials of Types A-J are linearly independent in the space of differentials on $Y$ modulo regular differentials on $Y$.

**Proof.** Suppose that

$$
c_1 \gamma(\nu_1) + c_2 \gamma(\nu_2) + \ldots + c_r \gamma(\nu_r)
$$

is zero modulo regular differentials, where $c_i \in \mathbb{F}_5$ and the $\nu_1, \nu_2, \ldots, \nu_r$ are in the $\nu$ column of Table 14 and are chosen with appropriate restrictions on $j$ as in the case-by-case analysis so the
"largest relevant terms" of $\gamma(\nu_1)$ through $\gamma(\nu_r)$ are distinct. Without loss of generality, order them so the largest relevant terms are increasing. But then the largest relevant term of $\gamma(\nu_r)$ is not regular, but also does not occur in any of the other terms of the linear combination. Thus $c_r = 0$. Repeating this, we see $c_1 = c_2 = \ldots = c_r = 0$ and hence obtain linear independence. □

Lemma 7.7. We have that

$$
\dim \text{Im}(\psi) \geq \begin{cases} 
16k & \text{when } n = 5k \\
16k + 4 & \text{when } n = 5k + 1 \\
16k + 8 & \text{when } n = 5k + 2 \\
16k + 11 & \text{when } n = 5k + 3 \\
16k + 14 & \text{when } n = 5k + 4.
\end{cases}
$$

Proof. Table 12 shows how many differentials there are of each type, with the restrictions on $j$ imposed in the case-by-case analysis to make the largest relevant terms distinct. As the images
under γ of these differentials are linearly independent modulo regular differentials by Lemma 7.6, the image of γ modulo differentials regular on Y has dimension at least the total from Table 12. But as ψ(ν) was defined to record all of coefficients of γ(ν) which would prevent it from being regular, we are done. □

Proof of the $d = 5n + 1$ Case of Theorem 7.2. Using the rank-nullity theorem, the dimension of $V$ from Remark 4.6 and Lemma 7.7, we obtain an upper bound on the $a$-number of $Y$ as shown in Table 24. Since this upper bound equals the lower bound $L(\{d\})$, we conclude $a_Y = L(\{d\})$. □
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