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Abstract

In many modern machine learning applications, frequent encounters of covariate shift and label scarcity have posed challenges to robust model training and evaluation. Numerous transfer learning methods have been developed to robustly adapt the model itself to some unlabeled target populations using existing labeled data in a source population. However, there is a paucity of literature on transferring performance metrics of a trained model. In this paper, we aim to evaluate the performance of a trained binary classifier on unlabeled target population based on receiver operating characteristic (ROC) analysis. We proposed Semi-supervised Transfer Learning of Accuracy Measures (STEAM), an efficient three-step estimation procedure that employs 1) double-index modeling to construct calibrated density ratio weights and 2) robust imputation to leverage the large amount of unlabeled data to improve estimation efficiency. We establish the consistency and asymptotic normality of the proposed estimator under correct specification of either the density ratio model or the outcome model. We also correct for potential overfitting bias in the estimators in finite samples with cross-validation. We compare our proposed estimators to existing methods and show reductions in bias and gains in efficiency through simulations. We illustrate the practical utility of the proposed method on evaluating prediction performance of a phenotyping model for Rheumatoid Arthritis (RA) on a temporally evolving EHR cohort.
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1 Introduction

The increasing adoption of electronic health records (EHR) for clinical care has enabled many opportunities for translational and clinical research (Hripcsak and Albers, 2013, Miotto et al., 2016). However, a major limitation of EHR data is the lack of precise information on disease phenotypes. Readily available EHR features such as diagnosis codes often exhibit poor specificity that can bias or depower the downstream study (Liao et al., 2010, Cipparone et al., 2015). Meanwhile, manual annotation of phenotypes via chart review is laborious and unscalable. To overcome these challenges, numerous supervised phenotyping classification algorithms have been developed for prediction of disease status of individual patients (Carroll et al., 2012, Xia et al., 2013, Liao, Cai, Savova, et al., 2015, Liao, Ananthakrishnan, et al., 2015).

To build a supervised phenotyping model, researchers often manually annotate outcome information for a randomly chosen subset of the large EHR dataset, and then use these labeled observations for model training and validation. Once a model is trained and validated in one population, it is often then used for other populations such as a similar population from a different healthcare system (Carroll et al., 2012) or the same EHR cohort updated over time (Huang et al., 2020). Generalizing a classification model trained in a source population to a target population, however, requires caution due to the shift in the covariate distribution owing to the heterogeneity in the underlying patient populations. It is well-known that such shifts in the distribution of the covariates, often referred to as covariate shift, may have a large impact on the performance of a prediction algorithm trained in source cohort on target cohort (Rasmy et al., 2018). It is thus important to assess the portability of the algorithm in face of such changes in datasets before its usage in the target sites.

In these scenarios, methods to accurately evaluate the performance of these algo-
gorithms in target cohort is especially valuable. If outcome information is available for some patients in target cohort, for instance, via chart review, then the standard methods can be applied to estimate the prediction performance parameters on target dataset. Recently, robust semi-supervised methods have also been proposed to improve the estimation efficiency for prediction performance measures (Gronsbell and Cai, 2018). The issue, however, is that typically, performing chart review for every new target population is infeasible due to time and resource constraints. It is thus highly desirable to robustly and efficiently estimate the prediction performance parameters in target cohort without requiring any outcome information in target dataset.

Although the problem of covariate shift has been extensively studied in recent literature of transfer learning, most existing work focused on robust adaptation of the model itself to the target population (Chen et al., 2016; Wen et al., 2014; Rotnitzky et al., 2012; Reddi et al., 2015; Liu et al., 2020). There is a paucity of literature on transferring performance metrics of a trained model based on the commonly used ROC analysis (Pepe, 2003). Inoue and Uno (2018) used density ratio weighting methods to assess model performance in the target population. However, their estimator do not protect against the mis-specification of the density ratio model. Xu and Tibshirani (2022) proposed a method based on parametric bootstrap which does not require estimation of the density ratio model. However, their focus was on the out-of-sample error of the prediction model, not estimating the accuracy measures based on the ROC curve. Moreover, their method does not protect against mis-specification of the prediction model. Doubly robust methods for estimating accuracy measures have been proposed in verification bias literature (Alonzo and Pepe, 2005; Rotnitzky et al., 2006; Fluss et al., 2009), and recently in the context of estimating the AUC in a target population that has a different data distribution compared to the source population (Li et al., 2022). Nevertheless, no existing method leveraged both unlabeled source and target data to improve
estimation efficiency. To address this gap in methodology, we propose a Semi-supervised Transfer Learning of Accuracy Measures (STEAM) in the unlabeled target cohort. We employ a double-index modeling approach to construct calibrated density ratio weights similar to Cheng et al. (2020), incorporating both the covariate shift model and the outcome imputation model. Although also taking a re-weighting form, the STEAM estimators are doubly robust with consistency attained when either the density ratio model or the classification model is correctly specified. The large amount of unlabeled source and target data enabled us to efficiently estimate the density ratio and the imputation model.

The rest of the paper is organized as follows: We formalize the problem of interest in Section 2. In section 3, we detail the STEAM estimation procedure along with a perturbation resampling procedure for inference. We conduct simulation studies to evaluate the finite sample robustness and efficiency of the proposed method in Section 4. We then illustrate the practical utility of the proposed method on evaluating prediction performance of a phenotyping model for Rheumatoid Arthritis (RA) on temporally evolving EHR cohorts in Section 5.

2 Problem Setup

2.1 Notations and Assumptions

Let $Y$ denote the binary phenotype of interest, and $X = (1, X_1, \cdots, X_p)^T$ the $p + 1$-dimensional covariate vector for some fixed $p$. The source data, indexed by $S = 1$, consist of $n$ independent and identically distributed (iid) labelled data $L = \{ (X_i, Y_i) : i \in I_L \}$ where $n = |I_L|$, and $N$ iid unlabelled data $U = \{ X_i : i \in I_U \}$ where $N = |I_U|$. The target data, indexed by $S = 0$, consists of $N_t$ iid unlabelled data $T = \{ X_i : i \in I_T \}$, where $N_t = |I_T|$. The entire observed data $D = L \cup U \cup T$ can be written as $\{(S_i, L_i, Y_i, X_i, S_i) : i = 1, 2, \ldots, N\}$, where
L is an indicator of labelling. We assume that $N/N_t \to c \in (0, \infty)$, \( \log(N)/ \log(n) \to r_0 > \frac{3}{2} \) such that \( n^{1/2} N^{-1/3} \to 0 \), as \( n \to \infty \). We assume random labeling in source population and hence \( L \perp (X, Y) \). Furthermore, we require the standard covariate shift assumption with \( p(y, x|s) = p_s(x)q(y|x) \), where \( p(y, x|s) \) is the joint density of \( Y, X \) evaluated at \((y, x)\) given \( S = s \), \( p_s(x) \) denotes the probability density of \( X \) at \( x \) given \( S = s \) and \( q(y|x) \) denotes the conditional density of \( Y \) at \( y \) given \( X = x \), which is shared between the source and target populations. Throughout, we let \( \mathbb{P}_s \) an \( \mathbb{E}_s \) denote the probability distribution and expectation taken over the population \( S = s \).

2.2 Classification Rule

The aim is to assess the accuracy of a binary classification rule for \( Y \) given \( X \) developed using the source data. Although our STEAM approach can be easily extended to other regression models, for the ease of presentation, we focus on the working generalized linear model (GLM)

\[
P(Y = 1|X, L = 1) = g(\beta^T X), \quad \beta = (\beta_0, \beta_1, \ldots, \beta_p)^T,
\]

where \( g \) is a specified smooth link function such that \( \ell_g(\beta; y, x) = y \log g(\beta^T x) + (1-y) \log \{1-g(\beta^T x)\} \) is convex in \( \beta \). One can also easily accommodate non-linear effects by including non-linear basis functions of \( X \). We consider standard estimation procedures for \( \beta \). As an example, one may employ an adaptive LASSO penalized estimator (Zou, 2006) to stabilize the finite sample estimation when \( p \) is not very small relative to \( n \):

\[
\hat{\beta} = \arg \max_{\beta} \left\{ n^{-1} \sum_{i \in I_L} \ell_g(\beta; Y_i, X_i) - \lambda_{\mu,n}\|\beta_{-1}/\tilde{\beta}_{-1}\|_1 \right\}
\]
where $\tilde{\beta} = (\tilde{\beta}_0, \tilde{\beta}_1, ..., \tilde{\beta}_p)^T$ is a root-$n$ consistent initial estimate of $\beta$, $\lambda_{\mu,n}$ is a tuning parameter such that $n^{1/2}\lambda_{\mu,n} \to 0$ and $n^{(1-\nu)(1+\gamma)/2}\lambda_{\mu,n} \to \infty$ with $\gamma > 2\nu(1 - \nu)$ (Zou and Zhang, 2009). Following results given in Zou and Zhang (2009), $\tilde{\beta}$ is a root-$n$ consistent for the population parameter

$$\tilde{\beta} = \arg\max E\{\ell_g(\beta; Y_i, X_i) \mid S_i = 1\}$$

and attains oracle property under sparsity of $\tilde{\beta}$, regardless if the fitted model (1) holds. Our proposed STEAM procedure is not restricted to any specific estimation procedure provided that $\hat{\beta}$ is a regular root-$n$ estimators for $\bar{\beta}$.

### 2.3 Accuracy Measures of interest

With a given $\tilde{\beta}$ trained by source data, we may classify subjects in the target population with the highest scores of $\tilde{\beta}^T X$, i.e. $P_{\tilde{\beta}}(a) = \mathbb{P}_0(\tilde{\beta}^T X \leq a)$. To identify a desirable threshold $c$ and evaluate the classification accuracy in the unlabeled target population, we consider the commonly employed receiver operating characteristic (ROC) analysis (Pepe, 2003). Specifically, the true positive rate (TPR) and false positive rate (FPR) of the binary classification rule $I(P_{\tilde{\beta}} \geq c)$ in the target population are defined as

$$\text{TPR}_0(c) = \mathbb{P}_0(P_{\tilde{\beta}}^0 \geq c \mid Y = 1), \quad \text{FPR}_0(c) = \mathbb{P}_0(P_{\tilde{\beta}}^0 \geq c \mid Y = 0)$$

The ROC curve, $\text{ROC}_0 = \text{TPR}_0\{\text{FPR}_0^{-1}(u)\}$, summarizes the trade-off between the TPR and FPR functions. The area under the ROC curve, $\text{AUC}_0 = \int_0^1 \text{ROC}_0(u)du$, summarizes the overall prediction performance of $P_{\tilde{\beta}}$. Additionally, a threshold value $c_0$ for classifying an individual as having the phenotype, namely $P_{\tilde{\beta}}^0 \geq c_0$, is often chosen to achieve a desired
FPR level $u_0$. Once the threshold value $c_0$ is determined, one may summarize the predictive performance of $I(P_0^\beta \geq c_0)$, based on positive predictive value (PPV) and negative predictive value (NPV) defined as

$$ PPV_0(c_0) = P(Y = 1|P_0^\beta \geq c_0), \quad NPV_0(c_0) = P(Y = 0|P_0^\beta < c_0) $$

Directly estimating these accuracy parameters using the source data will result in inconsistency due to the covariate shift as well as potential model mis-specification of the model for $P(Y = 1|X)$ (Liu et al., 2021). To correct for the bias, it is natural to incorporate importance sampling weighting. For example, with $\bar{\beta}$ estimated as $\hat{\beta}$, one may estimate TPR$_0$ as

$$ \hat{\text{TPR}}_0^{wgt}(c) = \frac{\sum_{i \in I_L} I(\hat{P}_{0,i}^\beta \geq c)\hat{w}(X_i) \cdot Y_i}{\sum_{i \in I_L} \hat{w}(X_i) \cdot Y_i} $$

where $\hat{w}(X)$ is an estimate for the density ratio

$$ w(X) = \frac{P_0(X)}{P_1(X)} = \frac{\{1 - \pi(X)\}}{\pi(X)} \cdot P(S = 1)/P(S = 0), \quad \pi(X) = P(S = 1|X), $$

$\hat{P}_{0,i}^\beta = \hat{F}_{0,i}^{\bar{\beta}^T X_i}$, and $\hat{F}_0^\beta(a) = N_i^{-1} \sum_{i \in I_L} I(\beta^T X_i \leq a)$. However, the validity of this reweighting estimator heavily relies on the consistency of $\hat{w}(X)$ for $w(X)$ and can perform poorly when the density ratio model is not well estimated. Moreover, the estimator suffers from low precision when $n$ is small, which is often the case in EHR settings. To improve the robustness and efficiency of the estimation for the accuracy parameters, we next propose the STEAM estimators that leverage the unlabeled data.
3 Methods

3.1 Estimation Procedure

To motivate the STEAM estimation procedure, we first note that

\[
\text{TPR}_0(c) = \frac{\mathbb{E}_0 \{Y \cdot I(P_0^\theta \geq c)\}}{\mathbb{E}_0(Y)} = \frac{\mathbb{E}_0 \{m_0^\theta(P_0^\theta) \cdot I(P_0^\theta \geq c)\}}{\mathbb{E}_0 \{m_0^\theta(P_0^\theta)\}} = \frac{\mathbb{E}_0 \{\int_c^1 m_0^\theta(q) dq\}}{\mathbb{E}_0 \{\int_0^1 m_0^\theta(q) dq\}}
\]

where \(m_0^\theta(q) = \mathbb{P}_0(Y = 1 | P_0^\theta = q)\). Even though \(\mathbb{P}_0(Y = 1 | X) = \mathbb{P}_1(Y = 1 | X)\), \(\mathbb{P}_0(Y = 1 | P_0^\theta) \neq \mathbb{P}_1(Y = 1 | P_0^\theta)\) under covariate shift and possible mis-specification of the outcome model \((1)\). To enable robust transfer of knowledge from the source to target while leveraging unlabeled data, the STEAM estimation procedure consists of three key steps: (I) construct calibrated density ratio weight \(\hat{w}_i\) via double index modeling; (II) derive non-parametric calibrated estimator of \(m_0^\theta(c)\); and (III) obtain the final STEAM estimator by projecting to the unlabeled target data using the estimated \(m_0^\theta(\cdot)\).

Step I: Calibrated Density Ratio Weight Estimation The calibrated density ratio weight estimator involves both an initial estimator for \(\pi(X) = P(S = 1 | X)\) and the estimated outcome model. To estimate \(\pi(X)\), we consider a parametric working model,

\[
P(S = 1|X) = g_\pi(\alpha^T \Psi),
\]

where \(g_\pi\) is a known link function, \(\Psi\) is a \(q\)-dimensional vector of transformed \(X\) that may include non-linear bases of \(X\) with the first element being 1, and \(\alpha\) is the unknown parameter. Since \(\pi(\cdot)\) doesn’t involve the outcome, we may use the unlabeled data to obtain a regularized
estimator for $\tilde{\alpha} = \arg\max_{\alpha} \mathbb{E}\{\ell_g(\alpha; S_i, X_i)\}$:

$$\hat{\alpha} = \arg\max_{\alpha} \left\{ (N + N_t)^{-1} \sum_{i \in I_U \cup I_T} \ell_g(\alpha; S_i, \Psi_i) - \lambda_{\pi,N} \|\alpha_1 - \tilde{\alpha}_1\|_1 \right\}$$

with properly chosen tuning parameters $\lambda_{\pi,N}$, $\gamma$, and an initial estimator $\tilde{\alpha}$ for $\tilde{\alpha}$, where the expectation is taken over the pooled source and target population. Similar to the outcome model, one may show that $\hat{\alpha}$ is a regular estimator for $\tilde{\alpha}$. We then obtain a non-parametrically calibrated estimate of $\pi(X)$ by smoothing $S$ over the two scores $\tilde{\alpha}^T X$ and $\tilde{\beta}^T X$. Specifically, we estimate $\pi(X)$ as $\hat{\pi}(\pi; \tilde{\alpha}, \tilde{\beta})$,

$$\hat{\pi}(\pi; \tilde{\alpha}, \tilde{\beta}) = \frac{\sum_{i \in I_U \cup I_T} K_{\pi,h_1}\{(\tilde{\alpha}, \tilde{\beta})^T (X_i - X)\} S_i}{\sum_{i \in I_U \cup I_T} K_{\pi,h_1}\{(\tilde{\alpha}, \tilde{\beta})^T (X_i - X)\}}$$

and then construct the calibrated density ratio weight for the $i$th subject with $X_i$ as

$$\hat{\pi}_i \equiv \hat{w}(X_i; \tilde{\alpha}, \tilde{\beta}) = \frac{1 - \hat{\pi}(\pi; \tilde{\alpha}, \tilde{\beta})}{\hat{\pi}(\pi; \tilde{\alpha}, \tilde{\beta})},$$

where $K_{\pi,h_1}\{(u_1, u_2)^T\} = h_1^{-2}K(u_1/h_1)K(u_2/h_1)$, $K(\cdot)$ is a smooth symmetric density function, and $h_1 = O(N^{-1/6})$.

**Step II: Calibrated Estimate of** $m_0^\beta(q) = \mathbb{P}_0(Y = 1|\mathbb{P}_0^\beta = q)$. In step II, we obtain a non-parametrically calibrated estimate of the conditional risk function $m_0^\beta(q)$ via kernel smoothing as

$$\hat{m}_0^\beta(q) = \frac{\sum_{i \in I_L} K_{m,h_2}(\hat{\mathbb{P}}_{0,i} - q)\hat{w}_i Y_i}{\sum_{i \in I_L} K_{m,h_2}(\hat{\mathbb{P}}_{0,i} - q)\hat{w}_i}$$

where $\hat{\mathbb{P}}_{0,i} = \hat{\mathbb{P}}_{0,i}(X_i)$, $\hat{\mathbb{P}}_{0,i}(x) = \hat{F}_{\beta}(\tilde{\beta}^T x)$, $\hat{F}_{\beta}(t) = N_t^{-1} \sum_{i \in I_T} I(\beta^T X_i \leq t)$, $K_{m,h_2}(u) = h_2^{-1}K(u/h_2)$, and $h_2$ is a bandwidth such that $nh_2^2 \to \infty$ and $nh_2^4 \to 0$ as $n \to \infty$. 9
Step III: Projection to $\mathcal{T}$ with $\hat{m}^\beta_q(\cdot)$ Finally, we construct a plug-in STEAM estimator by projecting to $\mathcal{T}$ using the imputed outcomes $\{\hat{m}^\beta_q(\hat{P}_{0,i}), i \in \mathcal{I}_T\}$. Specifically, the STEAM estimator for $\text{TPR}_0(c)$ is obtained as

$$\hat{\text{TPR}}^{\text{STEAM}}_0(c) = \frac{\sum_{i \in \mathcal{I}_T} I(\hat{P}_{0,i} \geq c) \hat{m}^\beta_q(\hat{P}_{0,i})}{\sum_{i \in \mathcal{I}_T} \hat{m}^\beta_q(\hat{P}_{0,i})}$$

Remark 1. The calibrated estimator $\hat{m}^\beta_q(q)$ consistently estimates $m^\beta_q(q)$ if either (1) or (4) is correct. The STEAM approach to imputation is appealing as it achieves double robustness by leveraging the large unlabeled data and only requiring one-dimensional smoothing over the small labeled data.

Similarly we may construct a STEAM estimator of $\text{FPR}_0(c)$ as

$$\hat{\text{FPR}}^{\text{STEAM}}_0(c) = \frac{\sum_{i \in \mathcal{I}_T} I(\hat{P}_{0,i} \geq c) \{1 - \hat{m}^\beta_q(\hat{P}_{0,i})\}}{\sum_{i \in \mathcal{I}_T} \{1 - \hat{m}^\beta_q(\hat{P}_{0,i})\}}$$

The STEAM estimates of the ROC curve and the resulting AUC are

$$\hat{\text{ROC}}^{\text{STEAM}}_0 = \hat{\text{TPR}}^{\text{STEAM}}_0 \{\hat{\text{FPR}}^{\text{STEAM}}_0^{-1}(u)\}, \quad \hat{\text{AUC}}^{\text{STEAM}}_0 = \int_0^1 \hat{\text{ROC}}^{\text{STEAM}}_0(u)du.$$

Furthermore, when a threshold value $\bar{c}_{u_0}$ is chosen to attain a pre-specified FPR level, say $u_0$, we may obtain STEAM estimators of $\text{PPV}_0(\bar{c}_{u_0})$ and $\text{NPV}_0(\bar{c}_{u_0})$ as $\hat{\text{PPV}}^{\text{STEAM}}_0(\bar{c}_{u_0})$ and $\hat{\text{NPV}}^{\text{STEAM}}_0(\bar{c}_{u_0})$, where $\hat{c}_{u_0} = \hat{\text{FPR}}^{\text{STEAM}}_0^{-1}(u_0)$

$$\hat{\text{PPV}}^{\text{STEAM}}_0(c) = \frac{\hat{\mu}_0 \hat{\text{TPR}}^{\text{STEAM}}_0(c)}{\hat{\mu}_0 \hat{\text{TPR}}^{\text{STEAM}}_0(c) + (1 - \hat{\mu}_0) \hat{\text{FPR}}^{\text{STEAM}}_0(c)}$$

$$\hat{\text{NPV}}^{\text{STEAM}}_0(c) = \frac{(1 - \hat{\mu}_0) \{1 - \hat{\text{FPR}}^{\text{STEAM}}_0(c)\}}{(1 - \hat{\mu}_0) \{1 - \hat{\text{FPR}}^{\text{STEAM}}_0(c)\} + \hat{\mu}_0 \{1 - \hat{\text{TPR}}^{\text{STEAM}}_0(c)\}}.$$

$\hat{\mu}_0 = N_t^{-1} \sum_{i \in \mathcal{I}_T} \hat{m}^\beta_q(\hat{P}_{0,i})$ is the SS estimator of the prevalence $\mu_0 = \mathbb{P}_0(Y = 1)$. 
Similar to the supervised setting, the above STEAM estimator may suffer from overfitting bias since the labeled data are used for both estimating the outcome model and the calibrated conditional risk function. Following similar strategies given in Gronsbell and Cai, 2018, it is not difficult to employ a $K$-fold cross-validation (CV) procedure to correct for the overfitting bias in the STEAM estimators. Detailed forms of the CV estimator can be found in the Appendix C. For all numerical studies, we employ the CV correction for the STEAM estimator.

### 3.2 Asymptotic Results for STEAM Estimators

Though analogous results hold for all STEAM estimators, we present the main results for $\widehat{TPR}_0^{\text{STEAM}}$.

**Theorem 1.** Under assumptions outlined in the Appendix, when either $[\ref{assumption:1}]$ or $[\ref{assumption:4}]$ is correct, the $\widehat{TPR}_0^{\text{STEAM}}(c)$ is consistent for $TPR_0(c)$. Moreover,

$$n^{1/2}\left\{\widehat{TPR}_0^{\text{STEAM}}(c) - TPR_0(c)\right\} \overset{d}{\rightarrow} N(0, \Sigma)$$

The proof for consistency directly follows from Remark 1 and is outlined in Appendix A.

To show asymptotic normality of STEAM estimators, let

$$\widehat{TPR}_0^{\text{STEAM}}(c) = \frac{N^{-1} \sum_{i \in I_T} I(\widehat{P}_{0,i}^{\beta} \geq c)\hat{m}_0(\widehat{P}_{0,i}^{\beta}, \widehat{P}_{0,i}^{\beta}, \widehat{w}(\cdot, \widehat{\alpha}, \widehat{\beta}))}{N^{-1} \sum_{i \in I_T} \hat{m}_0(\widehat{P}_{0,i}^{\beta}, \widehat{P}_{0,i}^{\beta}, \hat{w}(\cdot, \widehat{\alpha}, \widehat{\beta}))} = \frac{\hat{\xi}(c, \widehat{\beta})}{\hat{\xi}(0, \widehat{\beta})},$$

$$\xi^\alpha(c, \beta) = E\{I(\mathcal{P}_{0,i}^{\beta} \geq c)m_0(\mathcal{P}_{0,i}^{\alpha}, \mathcal{P}_{0,i}^{\beta}, w(\cdot, \alpha, \beta))\},$$

and $\xi(c, \beta) = \xi^\alpha(c, \beta)$. We show that

$$n^{1/2}\{\hat{\xi}(c, \widehat{\beta}) - \xi(c, \widehat{\beta})\} = n^{-1/2} \sum_{j \in I_L} [\hat{w}_j I(\mathcal{P}_{0,j}^{\beta} > c)\{Y_j - \xi(c, \widehat{\beta})\} + C_2^T\phi_i^\beta] + o_p(1)$$

where $\phi_i^\beta$ is the influence function of $\widehat{\beta}$, and $C_2$ is defined in Appendix B. The weak conver-
gence of $n^{1/2}\{\text{STEAM}^{\text{STEAM}} \{\text{TPR}_0 \ (c) - \text{TPR}_0 \ (c)\}\}$ thus follows similar as Appendix A of Gronsbell and Cai (2018).

Even though the asymptotic variance can be obtained through influence function, a direct estimate is difficult because it involves unknown conditional density functions which are difficult to estimate explicitly, particularly under model mis-specification. We instead propose the use of a simple resampling procedure for inference based on Jin et al. (2001) in the next section.

### 3.3 Perturbation Resampling Procedure for Inference

Now we outline the perturbation resampling procedure for inference. Let $\mathcal{G} = \{G_i : i = 1, \ldots, N\}$ be non-negative independent and identically distributed random variables with unit mean and variance that are independent of the observed data. We first obtain perturbed estimates $\hat{\beta}^*$ as:

$$
\hat{\beta}^* = \arg \max_{\beta} \left\{ n^{-1} \sum_{i \in I_L} \ell_g(\beta; Y_i, X_i) G_i - \lambda_{\mu,n} \| (\beta_{-1}/\beta^*) \|^1 \right\}
$$

where $\beta^*$ is perturbed initial estimates obtained from analogously perturbing its estimating equations. This leads to the perturbed estimates of the density ratio weights:

$$
\hat{w}_i^* \equiv \hat{w}(X_i; \hat{\alpha}, \hat{\beta}^*) = \frac{1 - \hat{\pi}(X_i; \hat{\alpha}, \hat{\beta}^*)}{\hat{\pi}(X_i; \hat{\alpha}, \hat{\beta}^*)}
$$

where

$$
\hat{\pi}(X; \hat{\alpha}, \hat{\beta}^*) = \frac{\sum_{i \in I_U \cup I_T} K_{\pi,h_1} \left\{ (\hat{\alpha}, \hat{\beta}^*)^\top (X_i - X) \right\} S_i}{\sum_{i \in I_U \cup I_T} K_{\pi,h_1} \left\{ (\hat{\alpha}, \hat{\beta}^*)^\top (X_i - X) \right\}}
$$

Since $\hat{\alpha}$ and $\hat{\pi}(\cdot)$ are estimated based $U \cup T$, their contribution to the asymptotic variance is of higher order when $N \gg n$. We then obtain the perturbed estimate of conditional risk
function as
\[
\hat{m}_0^\beta(q) = \frac{\sum_{i \in I_L} K_{m,h_2} \{ \hat{P}^\beta_0(X_i) - q \} \hat{w}^*_i Y_i G_i}{\sum_{i \in I_L} K_{m,h_2} \{ \hat{P}^\beta_0(X_i) - q \} \hat{w}^*_i G_i}
\]

Finally we calculate the perturbed \( \hat{\text{TPR}}^\text{STEAM}_0 \) as
\[
\hat{\text{TPR}}^\text{STEAM}_0(c) = \frac{\sum_{i \in I_T} I(\hat{P}^\beta_0 \geq c) \hat{m}_0^\beta(\hat{P}^\beta_0)}{\sum_{i \in I_T} \hat{m}_0^\beta(\hat{P}^\beta_0)}
\]

It can be shown using arguments from Jin et al. (2001) that the asymptotic distribution of \( n^{1/2} \{ \hat{\text{TPR}}^\text{STEAM}_0(c) - \text{TPR}_0(c) \} \) coincides with that of \( n^{1/2} \{ \hat{\text{TPR}}^\text{STEAM}_0(c) - \hat{\text{TPR}}^\text{STEAM}_0(c) \} | \mathcal{D} \). This allows us to consistently approximate the SE of \( \hat{\text{TPR}}^\text{STEAM}_0(c) \) based on the empirical standard deviation of resamples \( \hat{\text{TPR}}^\text{STEAM}_0(c) \). The confidence intervals of \( \hat{\text{TPR}}^\text{STEAM}_0(c) \) can be constructed by using the empirical percentiles of the resamples. We can obtain perturbed counterparts of \( \hat{\text{FPR}}^\text{STEAM}_0(c), \hat{\text{ROC}}^\text{STEAM}_0(c), \hat{\text{PPV}}^\text{STEAM}_0(c), \hat{\text{NPV}}^\text{STEAM}_0(c) \) respectively denoted as \( \hat{\text{FPR}}^\text{STEAM}_0(c), \hat{\text{ROC}}^\text{STEAM}_0(c), \hat{\text{PPV}}^\text{STEAM}_0(c), \hat{\text{NPV}}^\text{STEAM}_0(c) \), and obtain SE estimates and construct confidence intervals accordingly.

For practical use, an issue of this perturbation resampling procedure is that calculating \( \hat{\pi}(X; \hat{\alpha}, \hat{\beta}^*) \) requires two-dimensional smoothing, which can be very time-consuming. To overcome this difficulty, we propose an approximated resampling procedure that is more computationally feasible. We first generate \( \{ G[b] \} : (G_1^{[b]}, \ldots, G_N^{[b]})^T, b = 1, \ldots, B \} \) where \( G \) has dimension \( N \times B \), followed by the perturbed \( \beta \) estimates \( \{ \hat{\beta}^*[b] : (\hat{\beta}_1^{[b]}, \ldots, \hat{\beta}_p^{[b]}) \}, b = 1, \ldots, B \} \) where \( \hat{\beta}^* \) has dimension \( p \times B \). We then approximate the perturbed estimates \( \hat{\pi} \) by
\[
[\hat{\pi}(X_i; \hat{\alpha}, \hat{\beta}^*)]_{N \times B} = [\hat{\pi}(X_i; \hat{\alpha}, \hat{\beta})]_{N \times B} + [\nabla \hat{\pi}(X_i; \hat{\alpha}, \hat{\beta})]_{N \times p} \hat{\beta}^* - \hat{\beta}_{p \times B},
\]

where
\[
\nabla \hat{\pi}(X; \hat{\alpha}, \beta) = \frac{\partial \hat{\pi}(X; \hat{\alpha}, \beta)}{\partial \beta}.
\]
The perturbed estimate of conditional risk can then be obtained as $[\hat{\mu}^n_{\theta^*}(\hat{P}^n_{\theta^*})]_{N \times B}$, and the perturbed $\hat{TPR}_0^\text{STEAM}$ thus follows. We evaluate the performance of the perturbation resampling procedure with and without approximation through simulations.

4 Simulation Studies

We performed extensive simulations to assess the finite sample bias, standard error (SE), root mean square error (RMSE) of our proposed estimators (STEAM) compared to alternative estimators. In separate simulations we also examined the performance of the perturbation procedure, with and without approximation, for inference based on STEAM estimators. Across all numerical studies including the data application in section 5, we used the adaptive LASSO to estimate $\alpha$ and $\beta$, where we choose $\lambda_{\mu,n}$ and $\lambda_{\pi,N}$ using a modified BIC criteria (Minnier et al., 2011). For the bandwidth in the two-dimensional smoothing for $\pi(\cdot)$, we use a Gaussian product kernel of order with a plug-in bandwidth $h_1 = \hat{\sigma} N^{-1/6}$, where $\hat{\sigma}$ is the sample standard deviation of either $\hat{\alpha}^T X_i$, $\hat{\beta}^T X_i$. Prior to smoothing, $\hat{\alpha}^T X_i$ and $\hat{\beta}^T X_i$ were standardized and transformed by a probability integral transform based on the normal cumulative distribution function to induce approximately uniformly distributed inputs, which can improve finite-sample performance (Wand et al., 1991). For the non-parametric smoothing for $m(\cdot)$, we used the Gaussian kernel with $h_2 = n^{-0.4} \hat{\sigma}_P$, where $\hat{\sigma}_P$ is the empirical standard deviation of $\{\hat{P}_i\}_{i=1}^n$. As we focused on binary outcomes, we specified logistic link functions $g_{\mu}(u) = g_{\pi}(u) = 1/(1 + e^{-u})$.

For comparison, we considered alternative estimators for performance accuracy parameters: (1) the naive estimators, where the performance accuracy parameters are estimated using cross-validation on the labeled source dataset ($\text{source}$), (2) estimation based on 100 randomly labeled validation samples in target dataset ($\text{target\_labeled}$), (3) the standard
weighted estimators based on cross-validation (weighted), (4) the doubly robust estimator proposed by Alonzo and Pepe (2005) with cross-validation (DR-aug). This estimator is a special case of Rotnitzky et al. (2006) and Fluss et al. (2009) when $Y$ is independent of $S$ conditional on $X$.

Throughout, we generated $X$ from $\text{MVN}\{\sigma^2(1-\rho)I_{p\times p}+\sigma^2\rho\}$, $S = 1|X \sim \text{Bernoulli}\{\pi(X)\}$, and $Y = 1|X \sim \text{Bernoulli}\{\mu(X)\}$. We considered simulating data that roughly resembled the EHR data example in terms of model parameters but were simple enough to be more broadly relevant. To this end, we considered $p = 10$ covariates with variance $\sigma^2 = 1$, and correlations $\rho = 0.2$. These simulations were varied over different model specifications, predictive strength of $X$ to $S$, and sample sizes. We considered the following data generating mechanisms:

$$
\mu(X) = \expit(-0.25 + 0.8X_1 + 0.8X_2 + 0.4X_3 + 0.4X_4 + 0.2X_1X_2 - 0.1X_2X_3 + 0.2X_3X_4)
$$

$$
\pi(X) = \begin{cases} 
\expit(0.1X_1 + 0.05X_2 - 0.1X_5 - 0.05X_6 + 0.05X_1X_2) & \text{(Weak)} \\
\expit(0.2X_1 + 0.1X_2 - 0.2X_5 - 0.1X_6 + 0.1X_1X_2) & \text{(Moderate)} \\
\expit(0.6X_1 + 0.3X_2 - 0.6X_5 - 0.3X_6 + 0.3X_1X_2) & \text{(Strong)}
\end{cases}
$$

Either $\pi(X; \alpha)$ or $\mu(X; \beta)$ were potentially mis-specified by neglecting the pairwise interaction terms in model fitting:

1. **Both correct:** Fitting $\mu(X) = \expit(\beta^T Z_\mu)$ and $\pi(X) = \expit(\alpha^T Z_\pi)$.

2. **$\mu(X)$ correct and $\pi(X)$ mis-specified:** Fitting $\mu(X) = \expit(\beta^T Z_\mu)$ and $\pi(X) = \expit(\alpha^T X)$.

3. **$\pi(X)$ correct and $\mu(X)$ mis-specified:** Fitting $\mu(X) = \expit(\beta^T X)$ and $\pi(X) = \expit(\alpha^T Z_\pi)$. 
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where $\mathbf{Z}_\mu = (1, \mathbf{X}, X_1X_2, X_2X_3, X_3X_4)^\top$, $\mathbf{Z}_\pi = (\mathbf{X}, X_1X_2)^\top$. The outcome prevalence was approximately 45%, and the sample size in source and target are roughly equal. We considered $N = 10000$ and $n = 200, 400$. The results in each scenario are summarized from 1000 simulated datasets.

We present results for $\text{ROC}(u_0)$, $\text{PPV}(c_{u_0})$, $\text{NPV}(c_{u_0})$ for $u_0 = 0.05$. Table 1 presents the bias, SE, and RMSE across mis-specification scenarios with moderate strength of $\mathbf{X}$ to $S$ with $N = 10000$. As expected, the source estimators exhibit noticeable bias, regardless of the size of $n$. This is consistent with the consensus that the naive estimator based on source data is not appropriate for prediction performance assessment in the presence of covariate shift. The target_labeled estimators are unbiased, but have large SEs due to the limited sample size. The weighted estimators are single robust and have noticeable bias when $\pi(\mathbf{X})$ is mis-specified. Among the three model mis-specification scenarios considered, the bias of STEAM is small relative to the RMSE, verifying its doubly-robustness. STEAM achieves the lowest RMSE uniformly.

Figure 1 presents the number of labels in target cohort needed to achieve the same root mean square error (RMSE) as each estimator across different predictive strength of $\mathbf{X}$ to $S$ (Weak, Moderate, Strong), and mis-specification scenarios for $N = 10000$, $n = 200$, $k = 5$. A larger number of labels needed in target cohort represents lower RMSE and higher efficiency of the estimator. The STEAM estimators are more efficient than target_labeled, weighted and DR-aug across the settings. The amount of efficiency gain of STEAM over creating labels in target varies with the predictive strength of $\mathbf{X}$ to $S$. We observe that when $\mathbf{X}$ is weakly or moderately correlated with $S$, using the $n = 200$ labels in source for STEAM estimators is equivalent to creating $\sim 120 - 200$ new labels in target in terms of RMSE, but when $\mathbf{X}$ is strongly associated with $S$, using STEAM is less advantageous, only equivalent to $\sim 100 - 150$ labels in target in terms of RMSE.
To implement the perturbation procedure, we used the weights $G_i \sim 4 \times \text{Beta}(0.5, 1.5)$ and 1000 sets of $G$ for SE and CI estimation. We considered evaluating the perturbations only in the scenario where both $\pi(X)$ and $\mu(X)$ are correctly specified and $X$ has moderate predictive strength to $S$, with $N = 10000$ and $n = 200$. The results are presented in Table 2. The SEs estimated with and without approximation in perturbation approximated well the empirical standard error. The coverage of the 95% CIs were also close to nominal levels.

5 Application to Rheumatoid Arthritis (RA) Phenotyping model

To illustrate the performance of our proposed estimators, we applied our procedures to evaluate a phenotyping algorithm for classifying RA disease, using EHR data from Partner’s Healthcare (Liao et al., 2010). The source dataset from 2009 consists of 20,451 total patients, of which $n = 267$ were labeled with the true disease status through chart review by an rheumatologist. Both narrative and codified data were available to develop the prediction model ($p = 21$). The narrative variables, including disease diagnoses and medications, were obtained with natural language processing. The codified data included ICD-9 codes, electronic prescriptions, and laboratory values. Healthcare utility was also included. The transformation $u \mapsto \log(1 + u)$ was applied to all count variables to mitigate instability in the estimation due to skewness in their distributions. An RA phenotyping model, named as ALASSO-2009, was trained on labeled data from 2009. We are interested in assessing its performance in classifying the disease status of patients in the same EHR database across different time windows, in 2011 ($N_t = 25, 405, n_t = 100$), 2013 ($N_t = 30, 804, n_t = 100$), 2015 ($N_t = 36, 095, n_t = 150$) and 2017 ($N_t = 39, 550, n_t = 200$). Each of these consists of a large number of unlabeled data with the same set of covariates available. A random subset of each
dataset was labeled with true RA status, and can serve as the validation sets to verify our results.

For comparison, we considered source, target_labeled, weighted and DR-aug estimators as in Section 4. We also considered semi-supervised estimation using labeled and unlabeled data in target as proposed by Gronsbell and Cai [2018] (target_SSL). The estimated AUC of the model on the target datasets are presented in Figure 2. The AUC estimates for the target datasets obtained using the validation sets (target_labeled and target_SSL) are noticeably different from the ones estimated from the source data (source), especially in 2015 and 2017. This is not too surprising since many changes in the database have occurred over the years: for instance, patient characteristics, such as age, have undergone changes. Moreover, the EHR system was switched to Epic (Epic System Corporation) and the International Classification of Diseases (ICD) system was changed from version 9 to version 10 around 2015-2016, which may also explain the lower AUC in 2015 and 2017. The point estimates based on our proposed STEAM method are similar to target_labeled, suggesting the stability of the proposed procedure in a real data setting. Moreover, we observe substantial efficiency gains of STEAM over target_labeled, weighted and DR-aug. As a result, we have a more precise estimate of the prediction performance of the phenotype algorithm using the STEAM method. The estimated ROC curves along with 95% point-wise confidence bands can be found in Appendix D.

The estimates of cutoff values and the corresponding TPR, PPV and NPV estimates of the binary classification rule for \( u_0 = 0.05 \) and 0.10 as well as their 95% CIs are presented in Figure 3. For choosing the cutoff values, STEAM is \( \sim 4.2 - 7.2 \) times as efficient as target_labeled, and \( \sim 1.1 - 2.1 \) times as efficient as DR-aug. For each accuracy measure, STEAM estimators are \( 3.1 - 5.8 \) times as efficient as target_labeled, and the efficiency gain is at least 14% with gains as high as 245% compared with DR-aug.
6 Discussion

In this paper, we proposed a robust and efficient transfer learning procedure for model evaluation rather than model fitting. Our estimators are doubly robust, i.e. they are consistent when either the prediction model $\mu(X)$ or the weighting model $\pi(X)$ is correct. We addressed potential overfitting bias in our SS estimators with CV and also developed a perturbation resampling procedure for making inference. We illustrate the performance and practical utility of the proposed estimators through simulations and application on an RA phenotyping model.

We have assumed that the true outcomes are labeled completely at random in source population, which may be reasonable if investigators control the labeling. However, this assumption could be restrictive if labeling was stratified by some known factors or if some records that are available were not labeled for research purposes. Further work is needed to extend our results to the missing at random (MAR) setting (Rubin, 1976) to allow the labeling process to depend on $X$. Other refinements and extensions to the proposed approach is possible. For instance, when the prediction model is clearly mis-specified, we may incorporate an additional outcome model in the estimation procedure to preserve the doubly robust property, i.e. the estimator are consistent if either the new outcome model or the weighting model is correct.

Throughout, we focused on the setting with fixed $p$ but accommodated settings in which $p$ is not small relative to $n$ in finite sample with regularized estimation. However, when $p$ is large so that $\nu$ is large, a large power parameter $\gamma$ would be required to maintain the oracle properties, leading to an unstable penalty and poor finite sample performance. Estimation under the setting with $p \gg n$ would require different theoretical justifications and warrant additional research.
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Table 1: Bias, SE, and RMSE of estimators under different model mis-specification scenarios with moderate association of $X$ to $S$, over 1000 simulated datasets. $N = 10000$, $k = 5$, $n = 200$ or 400. All values are multiplied by 100.
| Estimate | ESE  | ASE  | CovProb | ASE_approx | CovProb_approx |
|----------|------|------|---------|------------|---------------|
| Cutoff   | 0.678| 0.040| 0.037   | 0.938      | 0.037         | 0.925         |
| AUC      | 0.779| 0.032| 0.030   | 0.929      | 0.036         | 0.968         |
| TPR      | 0.286| 0.053| 0.051   | 0.920      | 0.055         | 0.929         |
| PPV      | 0.823| 0.032| 0.033   | 0.944      | 0.036         | 0.960         |
| NPV      | 0.620| 0.040| 0.036   | 0.918      | 0.043         | 0.964         |

Table 2: Performance of perturbation resampling for STEAM in 1000 simulated datasets when both $\pi(X; \alpha)$, $\mu(X; \beta)$ are correctly specified. ASE: average of estimated SE based on the standard deviation of perturbed estimates; CovProb: coverage probability of 95% CIs; ASE: average of estimated SE based on the standard deviation of perturbed estimates using the approximated method; CovProb: coverage probability of 95% CIs using the approximated method. $N = 10000$, $n = 200$, $k = 5$. 
Figure 1: Number of labels in target cohort required to achieve the same root mean square errors (RMSE) as each estimator, by three model mis-specification scenarios for different predictive strength of $X$ to $S$ (Weak, Moderate, Strong), over 1000 simulated datasets. Larger number of labels denotes greater efficiency (lower MSE) relative to target_labeled. $N = 10000$, $n = 200$, $k = 5$. 
Figure 2: Estimated AUC with 95% CI of *ALASSO-2009* on datasets in 2011, 2013, 2015 and 2017 based on different methods.
Figure 3: Estimated cutoffs and the corresponding TPR, PPV and NPV estimates of the binary classification rule for $u_0 = 0.05$ (top) and $u_0 = 0.10$ (bottom) of ALASSO-2009. Error bars denote 95% CIs.
Appendix

In the Appendix, we outline theoretical derivations to establish the consistency and asymptotic normality of our proposed estimator. Let $\mathbb{P}_s$ and $\mathbb{E}_s$ denote the probability measure and expectations in the population $S = s$; let $\{\hat{\mathbb{P}}_s^c, \hat{\mathbb{E}}_s^c\}$ and $\{\hat{\mathbb{P}}_s^t, \hat{\mathbb{E}}_s^t\}$ denote the corresponding empirical measures in the labeled and unlabeled set; and let $G_L^n = n^{\frac{1}{2}}(\hat{\mathbb{P}}_L^t - \mathbb{P}_t)$ and $G_U^n = n^{\frac{1}{2}}(\hat{\mathbb{P}}_U^t - \mathbb{P}_t)$. As defined in the main text, let $w(X) = \mathbb{P}_0(X)/\mathbb{P}_1(X) = \{1 - \pi(X)\}/\pi(X) \cdot P(S = 1)/P(S = 0)$, $\pi(X) = P(S = 1|X)$. Let $w(X; \alpha, \beta) = \{1 - \hat{\pi}(X; \alpha, \beta)\}/\hat{\pi}(X; \alpha, \beta) \cdot P(S = 1)/P(S = 0)$, $\hat{\pi}(X; \alpha, \beta) = P(S = 1 | \alpha^T X, \beta^T X)$ and $\hat{\pi}(X; \alpha, \beta) = \{1 - \hat{\pi}(X; \alpha, \beta)\}/\hat{\pi}(X; \alpha, \beta)$. Besides the assumptions made in Section 2.1, we also assume the following:

1. $\alpha$ and $\beta$ belongs to compact parameter spaces, and the covariates $X$ are bounded.

2. $\beta^T X$ and $\alpha^T X$ are continuous with continuously differentiable density functions. $P(Y = 1|X)$ and $P(S = 1|X)$ are twice continuously differentiable.

3. The kernel $K$ is a symmetric, bounded and continuously differentiable kernel. We set the bandwidths $h_1$ and $h_2$ to $h_1 = O(N^{-\nu_1})$ and $h_2 = O(n^{-\nu_2})$ and $N \gtrsim n^{\nu_0}$ with $\nu_1 \in [1/6, 1/2)$, $\nu_2 \in (1/4, 1/2)$, $\nu_1 < \frac{1}{2}(1 - \frac{1}{r_0})$, $r_0 > \max(4\nu_2, 1 + 2\nu_2) = 1 + 2\nu_2$.

4. At least one of the following two conditions holds, (i) The weighting model is is correct, $w(X_i; \bar{\alpha}, \bar{\beta}) = w(X_i)$. (ii) The outcome model is correct, $\mathbb{E}(Y_i|\bar{\alpha}^T X_i, \bar{\beta}^T X_i) = \mu(X_i)$.

Remark 2. If we choose undersmoothing for outcome regression with $\nu_2 = 1/3$, then we need $r_0 > 5/3$ and can choose $\nu_1 < \frac{1}{2}(1 - \frac{1}{r_0}) < \frac{1}{5}$. 
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A. Consistency

First, we establish the consistency of $\hat{\TPR}_{c}^{\STEAM}$ (c) when either the outcome model (1) or the density ratio model (4) is correctly specified. From the weak convergence of $\hat{\TPR}_{c}^{\beta}(x) = \hat{F}_{0}^{\beta}(x)$ to $P_{0}^{\beta}(x) = F_{0}^{\beta}(\beta^{T}x)$ as a process in $x$ and $\beta$ (Wellner et al., 2013),

$$\sup_{\beta,x} |\hat{P}_{0}^{\beta}(X) - P_{0}^{\beta}(X)| = O_p(N^{-\frac{1}{2}}) \quad (5)$$

and $\hat{W}(\beta, x) = N^{\frac{1}{2}} \left\{ \hat{P}_{0}^{\beta}(x) - P_{0}^{\beta}(x) \right\}$ converges weakly as a process in $\beta$ and $x$. This implies stochastic continuity of $\hat{W}(\beta, x)$ in $\beta$ and $x$. Thus $\hat{W}(\beta, x) - \hat{W}(\beta, x) \rightarrow 0$ in probability.

With the convergence of $\hat{\alpha}, \hat{\beta}$ to $\bar{\alpha}, \bar{\beta}$, by (Zou & Zhang, 2009), the uniform convergence rates of kernel estimators (Ullah & Pagan, 1999), we have

$$\max_{i} |\hat{P}_{i}^{\alpha} - P_{0,i}^{\alpha}| = O_p(N^{-\frac{1}{2}}), \quad \sup_{x,\beta} |\hat{w}(x; \hat{\alpha}, \hat{\beta}) - w(x, \bar{\alpha}, \bar{\beta})| = O_p \left( \sqrt{\frac{\log N}{Nh_{i}^2}} \right), \quad (6)$$

$$\max_{i} |\hat{\alpha}_{i} - \bar{\alpha}_{i}| = O_p(n^{-\frac{1}{2}} + N^{-\frac{1}{2}}), \quad \text{and} \quad \max_{i} |\hat{w}_{i} - \bar{w}_{i}| = O_p \left( n^{-\frac{1}{2}} + \sqrt{\frac{\log N}{Nh_{i}^2}} \right), \quad (7)$$

where $\bar{w}_{i} = w(X_{i}, \bar{\alpha}, \bar{\beta})$. It then follows from the uniform consistency of the kernel estimators (Ullah & Pagan, 1999) and arguments similar to those given in (Gronsbell & Cai, 2018) that

$$\hat{m}_{0}(q, \hat{\TPR}_{0}, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta})) := \frac{n^{-1} \sum_{i \in I_{k}} K_{m,h_{2}}(\hat{P}_{0,i}^{\beta} - q)Y_{i}\hat{w}(X_{i}, \hat{\alpha}, \hat{\beta})}{n^{-1} \sum_{i \in I_{k}} K_{m,h_{2}}(\hat{P}_{0,i}^{\beta} - q)\hat{w}(X_{i}, \hat{\alpha}, \hat{\beta})} \rightarrow_{p} \hat{m}_{0}(q, \hat{\TPR}_{0}, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta})) = \frac{\mathbb{E}_{1}\{Y_{i}\hat{w}_{i}K_{m,h_{2}}(P_{0,i}^{\beta} - q)\}}{\mathbb{E}_{1}\{\hat{w}_{i}K_{m,h_{2}}(P_{0,i}^{\beta} - q)\}},$$

where $\rightarrow_{p}$ means converges in probability. Next, we will show that under assumption 4, i.e.
if either model [1] or model [4] is correct,

$$\hat{m}_0(q) \rightarrow_p m_0(q) := m_0(q, P^\beta) = \frac{m_0(q, P^\beta_0) f_{P^\beta_0}(q)}{f_{P^\beta_0}(q)},$$

where $m_0(q, P^\beta_0) = \mathbb{E}_0(Y | P^\beta_0 = q)$ and $f_{P^\beta_0}(\cdot)$ is the density function of $P^\beta_0$. If model [4] is valid, \( \tilde{w}_i = w(X_i) \), we have that

$$\mathbb{E}_1\{K_{m,h_2}(P^\beta_{0,i} - q) Y_i \tilde{w}_i\} = \mathbb{E}_0\{K_{m,h_2}(P^\beta_{0,i} - q) Y_i \} \rightarrow_p m_0(q, P^\beta_0)f_{P^\beta_0}(q),$$

$$\mathbb{E}_1\{K_{m,h_2}(P^\beta_{0,i} - q) \tilde{w}_i\} \rightarrow_p f_{P^\beta_0}(q),$$

so (8) follows. On the other hand, if model [1] is correct, then $\mathbb{E}(Y_i | X_i) = g(\beta^T X_i)$ and $Y_i \perp S_i | \beta^T X_i$, and thus we have

$$\mathbb{E}_1\{K_{m,h_2}(P^\beta_{0,i} - q) Y_i \tilde{w}_i\} = \mathbb{E}_1\{K_{m,h_2}(P^\beta_{0,i} - q) g(\beta^T X_i) \tilde{w}_i | \alpha^T X_i, \beta^T X_i\}$$

$$\mathbb{E}_1\{K_{m,h_2}(P^\beta_{0,i} - q) \tilde{w}_i\} \rightarrow_p f_{P^\beta_0}(q),$$

which implies (8). Combining the consistency of $\hat{m}_0(q, \hat{P}^\beta_0, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta}))$ to $m_0(q, P^\beta_0)$ with the convergence of $\max_i |\hat{P}^\beta_{0,i} - P^\beta_{0,i}| \rightarrow_p 0$, we have

$$\overline{\text{TPR}}_0^{\text{STEAM}}(c) \equiv \frac{\sum_{i \in I} I(\hat{P}^\beta_{0,i} \geq c) \hat{m}_0(\hat{P}^\beta_{0,i}, \hat{P}^\beta_0, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta}))}{\sum_{i \in I} \hat{m}_0(\hat{P}^\beta_{0,i}, \hat{P}^\beta_0, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta}))} \rightarrow_p \text{TPR}_0(c) \equiv \frac{\mathbb{P}_0(\beta^\beta_0 \geq c, Y = 1)}{\mathbb{P}_0(Y = 1)}$$

when either model [1] or [4] is correct.
B. Asymptotic normality

Next, we establish the asymptotic normality of \( n^{\frac{1}{2}} \{ \hat{\text{TPR}}_0^{\text{STEAM}}(c) - \text{TPR}_0(c) \} \). From Zou and Zhang (2009), we have the asymptotic normality and oracle properties for \( \hat{\alpha} \) and \( \hat{\beta} \) such that

\[
N^{\frac{1}{2}}(\hat{\alpha} - \bar{\alpha}) = N^{\frac{1}{2}} \sum_{i=1}^{N} \hat{\phi}^\alpha_i + o_p(1),
\]

\[
n^{\frac{1}{2}}(\hat{\beta} - \bar{\beta}) = n^{\frac{1}{2}} \sum_{i=1}^{n} \hat{\phi}^\beta_i + o_p(1),
\]

where \( \hat{\phi}^\alpha_i, \hat{\phi}^\beta_i \) are respective influence functions. Due to oracle properties, the elements of \( \hat{\phi}^\alpha_i \) and \( \hat{\phi}^\beta_i \) corresponding to the zero components of \( \hat{\alpha} \) and \( \hat{\beta} \) also take value zero. Let

\[
\hat{\text{TPR}}_0^{\text{STEAM}}(c) = \frac{N^{-1} \sum_{i \in I_T} I(\hat{P}_{0,i}^\beta \geq c) \hat{m}_0(\hat{P}_{0,i}^\beta, \hat{P}_0^\beta, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta}))}{N^{-1} \sum_{i \in I_T} \hat{m}_0(\hat{P}_{0,i}^\beta, \hat{P}_0^\beta, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta}))} = \frac{\hat{\xi}(c, \hat{\beta})}{\hat{\xi}(0, \hat{\beta})},
\]

\( \xi^\alpha(c, \beta) = E \{ I(\mathcal{P}_{0,i}^\alpha \geq c) m_0(\mathcal{P}_{0,i}^\alpha, \mathcal{P}_0^\alpha, w(\cdot, \alpha, \beta)) \} \), and \( \xi(c, \beta) = \xi^\alpha(c, \beta) \). We write

\[
n^{\frac{1}{2}} \{ \hat{\xi}(c, \hat{\beta}) - \xi(c, \hat{\beta}) \} = n^{\frac{1}{2}} N^{-1} \sum_{i \in I_T} I(\hat{P}_{0,i}^\beta \geq c) \hat{m}_0(\hat{P}_{0,i}^\beta, \hat{P}_0^\beta, \hat{w}(\cdot, \hat{\alpha}, \hat{\beta})) - n^{\frac{1}{2}} \xi(c, \hat{\beta})
\]

\[
= \hat{W}_1(\hat{\beta}) + \hat{W}_2 + \hat{W}_3 + \hat{W}_4
\]

where

\[
\hat{W}_1(\hat{\beta}) = n^{\frac{1}{2}} N^{-1} \sum_{i \in I_T} \left\{ I(\hat{P}_{0,i}^\beta \geq c) \hat{M}_0(\hat{P}_{0,i}^\beta, \hat{P}_0^\beta, \hat{\alpha}) - I(\mathcal{P}_{0,i}^\alpha \geq c) \hat{M}_0(\mathcal{P}_{0,i}^\alpha, \mathcal{P}_0^\alpha, \hat{\alpha}) \right\}
\]

\[
\hat{W}_2 = n^{\frac{1}{2}} N^{-1} \sum_{i \in I_T} \left\{ I(\mathcal{P}_{0,i}^\beta \geq c) \hat{M}_0(\mathcal{P}_{0,i}^\beta, \mathcal{P}_0^\beta, \hat{\alpha}) - I(\mathcal{P}_{0,i}^\alpha \geq c) \hat{M}_0(\mathcal{P}_{0,i}^\alpha, \mathcal{P}_0^\alpha, \hat{\alpha}) \right\}
\]

\[
\hat{W}_3 = n^{\frac{1}{2}} N^{-1} \sum_{i \in I_T} \left\{ \hat{m}_0(\mathcal{P}_{0,i}^\alpha, \mathcal{P}_0^\alpha, w(\cdot, \hat{\alpha}, \hat{\beta})) - m_0(\mathcal{P}_{0,i}^\alpha, \mathcal{P}_0^\alpha) \right\}
\]

\[
\hat{W}_4 = n^{\frac{1}{2}} N^{-1} \sum_{i \in I_T} \left\{ I(\mathcal{P}_{0,i}^\beta \geq c) m_0(\mathcal{P}_{0,i}^\beta, \mathcal{P}_0^\beta) - \xi(c, \hat{\beta}) \right\},
\]
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\( \widetilde{M}_0^a(u; \mathcal{P}, \alpha) = \tilde{m}_0(u, \mathcal{P}, \tilde{w}(\cdot, \alpha, \beta)) \) and \( \widetilde{M}_0^a(u; \mathcal{P}, \alpha) = \tilde{m}_0(u, \mathcal{P}, w(\cdot, \alpha, \beta)) \). It is straightforward to see that

\[
W_4 = n^{\frac{1}{2}} \left\{ N_t^{-1} \sum_{i \in I_T} I(\mathcal{P}_{0,i}^a \geq c)m_0(\mathcal{P}_{0,i}^a, \mathcal{P}_0^a) - \xi(c, \bar{\beta}) \right\} = O_p(n^{\frac{1}{2}}N^{-\frac{1}{2}}) = o_p(1).
\]

We next approximate each of the remaining three terms.

To approximate \( \widehat{W}_1(\bar{\beta}) \), we write \( \widehat{W}_1(\bar{\beta}) = \widehat{W}_{11}(\bar{\beta}) + \widehat{W}_{12}(\bar{\beta}) \) with

\[
\begin{align*}
\widehat{W}_{11}(\bar{\beta}) &= n^{\frac{1}{2}}N_t^{-\frac{1}{2}} \sum_{i \in I_T} \{I(\bar{\mathcal{P}}_{0,i}^a \geq c) - I(\mathcal{P}_{0,i}^a \geq c)\} \tilde{M}_0(\bar{\mathcal{P}}_{0,i}^a, \bar{\mathcal{P}}_0^a, \bar{\alpha}) \\
\widehat{W}_{12}(\bar{\beta}) &= n^{\frac{1}{2}}N_t^{-\frac{1}{2}} \sum_{i \in I_T} I(\mathcal{P}_{0,i}^a \geq c) \{\tilde{M}_0(\mathcal{P}_{0,i}^a, \bar{\mathcal{P}}_0^a, \bar{\alpha}) - \tilde{M}_0(\mathcal{P}_{0,i}^a, \mathcal{P}_0^a, \bar{\alpha})\}
\end{align*}
\]

For \( \widehat{W}_{11}(\bar{\beta}) \), we write

\[
\widehat{W}_{11}(\bar{\beta}) = n^{\frac{1}{2}}N_t^{-\frac{1}{2}} \int_c^1 \tilde{M}_0(u; \bar{\mathcal{P}}_0^a, \bar{\alpha}) \mathcal{W}_p(du, \beta)
\]

where \( \mathcal{W}_p(u, \beta) = N_t^{\frac{1}{2}} \sum_{i=1}^{N_t} \{I(\bar{\mathcal{P}}_{0,i}^a \leq c) - I(\mathcal{P}_{0,i}^a \leq c)\} \) can be shown as convergent to a Gaussian process in \( u \) and \( \beta \). It then follows similar arguments given in Appendix A of Gronsbell and Cai (2018), we have

\[
\begin{align*}
&n^{\frac{1}{2}} \sup_{q, \beta} \left| \sum_{i=1}^{n} K_{m,h_2}(\bar{\mathcal{P}}_{0,i}^a - q)Y_i\tilde{w}_iY_i^a - \sum_{i=1}^{n} K_{m,h_2}(\mathcal{P}_{0,i}^a - q)Y_i\tilde{w}_iY_i^a \right| \\
&\leq \sqrt{\frac{n \log N}{Nh_1^2}} + \int K_{m,h_2}(v - q) dG_n^c \left[ I\{\beta^T x \leq \tilde{F}_0^{-1}(v)\}y^a\tilde{w}^a - I\{\beta^T x \leq F_0^{-1}(v)\}y^a\tilde{w}^a \right] \\
&\leq O_p \left( \sqrt{\frac{n \log N}{Nh_1^2}} + h_2^{-1} \|G_n^c\|_\delta \leq O_p \left( \left( n^{\frac{1}{2}}N^{-\frac{1}{2}+\nu_1} + N^{\frac{1}{2}+\nu_2}N^{-\frac{1}{2}} \right) \log(N) \right) \right) \\
&\leq O_p \left[ \left( N^{-\frac{1}{2}(1-1/\nu_0-2\eta)} + N^{-\frac{1}{2}+\nu_2/\nu_0} \right) \log(N) \right]
\end{align*}
\]
where \( \hat{w}^\alpha = w(x, \hat{\alpha}, \beta) \), \( \mathcal{H}_\delta = \{ I(\beta'x \leq s)y^a \hat{w}^\alpha - I(\beta'x \leq s')y^a \hat{w}^\alpha : \beta, |s - s'| < \delta \} \) and \( \| G_N^\alpha \|_{\mathcal{H}_\delta} \lesssim O_p\{N^{-1/4} \log(N)\} \). For \( \hat{W}_{12}(\beta) \), we note that \( \max_{i,j} |(\hat{P}^\alpha_{0,i} - \hat{P}^\alpha_{0,j}) - (P^\alpha_{0,i} - P^\alpha_{0,j})| = O_p(N_t^{-1/2}) \). By a Taylor series expansion, we have

\[
\sup_{\beta} \left| \hat{W}_{12}(\beta) \right| \leq n^{1/2} \sup_{\beta} \left| N_t^{-1} \sum_{i \in I_T} \left| \hat{M}_0(\hat{P}^\alpha_{0,i}; \hat{P}^\alpha_{0}, \hat{\alpha}) - \hat{M}_0(P^\alpha_{0,i}; P^\alpha_{0}, \hat{\alpha}) \right| \right| \lesssim O_p(h_2^{-1} n^{1/2} N^{-1/2}) = O_p\left(N^{-1-1/\nu - 2\nu_2/\nu_0}\right)
\]

It follows from Assumption 3 that \( |\hat{W}_1(\hat{\beta})| \leq \sup_{\beta} |\hat{W}_{11}(\beta)| + \sup_{\beta} |\hat{W}_{12}(\beta)| = o_p(1) \).

For the second term, we write \( \hat{W}_2 = \hat{W}_{21} + \hat{W}_{22} \), where

\[
\hat{W}_{21} = n^{1/2} N_t^{-1} \sum_{i \in I_T} I(P^\alpha_{0,i} \geq c) \left\{ \hat{M}_0(P^\alpha_{0,i}; P^\alpha_{0}, \hat{\alpha}) - \hat{M}_0(P^\alpha_{0,i}; P^\alpha_{0}, \hat{\alpha}) \right\}
\]

\[
\hat{W}_{22} = n^{1/2} N_t^{-1} \sum_{i \in I_T} \left\{ I(P^\alpha_{0,i} \geq c) \hat{M}_0(P^\alpha_{0,i}; P^\alpha_{0}, \hat{\alpha}) - I(P^\alpha_{0,i} \geq c) \hat{M}_0(P^\alpha_{0,i}; P^\alpha_{0}, \hat{\alpha}) \right\}
\]

From (6), we have \( |\hat{W}_{21}| \lesssim O_p\left(\sqrt{\frac{n \log N}{Nh_t^2}}\right) = o_p(1) \). Next, we expand \( \hat{W}_{22} \) as \( \hat{W}_{22} = \hat{W}_{22,1} + \hat{W}_{22,2} + \hat{W}_{22,3} \), where

\[
\hat{W}_{22,1} = n^{1/2} \int_c^1 \left\{ \hat{m}_0(u, P^\alpha_{0}, w(\cdot, \hat{\alpha}, \hat{\beta})) - m_0(u, P^\alpha_{0}, w(\cdot, \hat{\alpha}, \hat{\beta})) \right\} d\{ \hat{F}^\alpha(u) - F^\alpha(u) \}
\]

\[
\hat{W}_{22,2} = n^{1/2} \int_c^1 m_0(u, P^\alpha_{0}, w(\cdot, \hat{\alpha}, \hat{\beta})) d\{ \hat{F}^\alpha(u) - F^\alpha(u) \}
\]

\[
\hat{W}_{22,3} = n^{1/2} \int_c^1 \left\{ \hat{m}_0(u, P^\alpha_{0}, w(\cdot, \hat{\alpha}, \hat{\beta})) - \hat{m}_0(u, P^\alpha_{0}, w(\cdot, \hat{\alpha}, \hat{\beta})) \right\} dF^\alpha(u)
\]

where \( \hat{F}^\alpha(c) = N_t^{-1} \sum_{i=1}^{N_t} I(P^\alpha_{0,i} \leq c) \) and \( F^\alpha(c) = \mathbb{P}_0(P^\alpha_{0,i} \leq c) \). From Lemma A.2 and A.3 of Chakrabortty and Cai (2018), we have \( \hat{W}_{22,1} = o_p(1) \). Since \( G_N^\alpha |I(P^\alpha_{0,i} \leq c)| \) converges
weakly to a Gaussian process in $\beta$ and $c$, we have

$$
\tilde{W}_{22,2} = n^{\frac{1}{2}}(\tilde{\beta} - \beta)^\top \int_c^\infty m_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta))d\tilde{F}^\beta(u) + o_p(1)
$$

where $\tilde{F}^\beta(u) = \partial F^\beta(u)/\partial \beta$. For $\tilde{W}_{22,3}$, we take a Taylor series expansion to obtain

$$
\tilde{W}_{22,3} = n^{\frac{1}{2}}(\tilde{\beta} - \beta)^\top \int_c^\infty \dot{m}_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta))d\tilde{F}^\beta(u) + o_p(1)
$$

where $\dot{m}_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta)) = \partial m_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta))/\partial \beta$. This, together with other terms associated with $\tilde{W}_2$, we have

$$
\tilde{W}_2 = n^{\frac{1}{2}}(\tilde{\beta} - \beta)^\top C_2 + o_p(1).
$$

where $C_2 = \int_c^\infty m_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta))d\tilde{F}^\beta(u) + \int_c^\infty \dot{m}_0(u, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta))d\tilde{F}^\beta(u)$.

For $\tilde{W}_3$, we again use Lemma A.2 of Chakrabortty and Cai (2018) and write

$$
\tilde{W}_3 = n^{\frac{1}{2}}N^{-1}_{L} \sum_{i \in I_L} I(\mathcal{P}_{0,i}^\beta \geq c)\{\hat{m}_0(\mathcal{P}_{0,i}^\beta, \mathcal{P}_0^\beta, w(\cdot, \tilde{\alpha}, \beta)) - \bar{m}_0(\mathcal{P}_{0,i}^\beta)\}
$$

$$
= n^{\frac{1}{2}} \int_c^1 n^{-1} \sum_{j \in I_L} K_{m,h_2}(\mathcal{P}_{0,j}^\beta - s)\bar{w}_j\{Y_j - m_0(s, \mathcal{P}_0^\beta)\}d\tilde{F}^\beta(s) + o_p(1)
$$

$$
= n^{-\frac{1}{2}} \sum_{j \in I_L} \int_c^1 K_{m,h_2}(\mathcal{P}_{0,j}^\beta - s)\bar{w}_j\{Y_j - m_0(s, \mathcal{P}_0^\beta)\}d\tilde{F}^\beta(s) + o_p(1)
$$

$$
= n^{-\frac{1}{2}} \sum_{j \in I_L} \bar{w}_j I(\mathcal{P}_{0,j}^\beta > c)\{Y_j - m_0(\mathcal{P}_{0,j}^\beta, \mathcal{P}_0^\beta)\} + o_p(1).
$$

Combining expansions for $\tilde{W}_2$ and $\tilde{W}_3$, we have

$$
n^{\frac{1}{2}}\{\xi(c, \tilde{\beta}) - \xi(c, \beta)\} = n^{-\frac{1}{2}} \sum_{j \in I_L} [\bar{w}_j I(\mathcal{P}_{0,j}^\beta > c)\{Y_j - \xi(c, \tilde{\beta})\} + C^*_{ij} \phi_i^\beta] + o_p(1),
$$
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which converges in distribution to a normal. The asymptotic normality of \( n^{1/2} \left\{ \widehat{\text{TPR}}_{0} - \text{TPR}_{0} \right\} \) thus follows, and similarly, we can establish the other accuracy parameters.

C. Cross-validation procedure

It is important to note that the proposed estimators are subject to overfitting because the data in \( \mathcal{L} \) is used to estimate both the risk score for classification and the conditional risk functions \( m(\cdot) \), which are used for estimation of the accuracy parameters. To reduce the over-fitting bias in the proposed estimators, we propose a \( K \)-fold cross-validation procedure. CV in this setting involves partitioning \( \mathcal{L} \) for the estimation of \( \beta \) and \( m_{0}(\cdot) \), whereas use all \( \mathcal{T} \) to estimate the performance measures. Denote each fold of \( \mathcal{L} \) as \( \mathcal{L}_{k} \) and the corresponding indices as \( \mathcal{I}_{k} \) for \( k = 1, \ldots, K \). For a given \( k \), we fit the regression model with \( \mathcal{L} \setminus \mathcal{L}_{k} \) to obtain an estimator for \( \beta \) denoted as \( \widehat{\beta}^{(-k)} \). The observations in the left-out set \( \mathcal{L}_{k} \) are used to estimate \( m_{0}(\cdot) \) with the local constant smoother as

\[
\widehat{m}_{0,CV}(q) = \frac{\sum_{k} \sum_{i \in \mathcal{I}_{k}} K_{m, h_{2}}(\widehat{P}_{\theta, i}^{\hat{\beta}^{(-k)}} - q) \widehat{w}_{i}^{(-k)} Y_{i}}{\sum_{k} \sum_{i \in \mathcal{I}_{k}} K_{m, h_{2}}(\widehat{P}_{\theta, i}^{\hat{\beta}^{(-k)}} - q) \widehat{w}_{i}^{(-k)}}
\]

where

\[
\widehat{w}_{i}^{(-k)} = \frac{1 - \hat{\pi}_{i}^{(-k)}}{\hat{\pi}_{i}^{(-k)}}
\]

with

\[
\hat{\pi}_{i}^{(-k)} = \hat{\pi}_{i}^{(-k)}(X_{i}; \hat{\alpha}, \hat{\beta}^{(-k)}) = \frac{\sum_{j} K_{h} \{ (\hat{\alpha}, \hat{\beta}^{(-k)})^{\top}(X_{j} - X_{i}) \} S_{i}}{\sum_{j} K_{h} \{ (\hat{\alpha}, \hat{\beta}^{(-k)})^{\top}(X_{j} - X_{i}) \}}
\]

where

\[
\hat{\beta}^{(-k)} = \arg \max_{\beta} \left\{ n^{-1} \sum_{i \in \mathcal{L}_{k} \setminus \mathcal{I}_{k}} \ell(\beta; Y_{i}, X_{i}) - \lambda_{\mu,n} \| (\beta_{-1}/\beta_{-1}^{*})^{\gamma} \|_{1} \right\}
\]
We then estimate $\text{TPR}_0(c)$ as

$$\widehat{\text{TPR}}_{0, CV}^{\text{STEAM}}(c) = \frac{\sum_{i \in I_T} I(\hat{P}_0^\beta \geq c) \hat{m}_{0, CV}(\hat{P}_0^\beta)}{\sum_{i \in I_T} \hat{m}_{0, CV}(\hat{P}_0^\beta)}$$

Similarly, we may construct CV estimators for $\text{FPR}_0(c)$, $\text{ROC}_0(c)$, $\text{PPV}_0(c)$ and $\text{NPV}_0(c)$, respective denoted as $\widehat{\text{FPR}}_{0, CV}^{\text{STEAM}}(c)$, $\widehat{\text{ROC}}_{0, CV}^{\text{STEAM}}(c)$, $\widehat{\text{PPV}}_{0, CV}^{\text{STEAM}}(c)$, $\widehat{\text{NPV}}_{0, CV}^{\text{STEAM}}(c)$.

**D. Estimated ROC curves for RA phenotyping model**

We present the estimated ROC curves along with their respective 95% point-wise confidence intervals.
Figure S1: Estimated ROC curves along with corresponding 95% confidence bands of ALASSO-2009 on dataset in each year based on naive (grey), weighted (orange), DR-aug (purple) and STEAM (pink) methods, compared with target_labeled (green).
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