A data mining based clinical decision support system for survival in lung cancer
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ABSTRACT

Background: A clinical decision support system (CDSS) has been designed to predict the outcome (overall survival) by extracting and analyzing information from routine clinical activity as a complement to clinical guidelines in lung cancer patients.

Materials and methods: Prospective multicenter data from 543 consecutive (2013–2017) lung cancer patients with 1167 variables were used for development of the CDSS. Data Mining analyses were based on the XGBoost and Generalized Linear Models algorithms. The predictions from guidelines and the CDSS proposed were compared.

Results: Overall, the highest (> 0.90) areas under the receiver-operating characteristics curve AUCs for predicting survival were obtained for small cell lung cancer patients. The AUCs for predicting survival using basic items included in the guidelines were mostly below 0.70 while those obtained using the CDSS were mostly above 0.70. The vast majority of comparisons between the guideline and CDSS AUCs were statistically significant (p < 0.05). For instance, using the guidelines, the AUC for predicting survival was 0.60 while the predictive power of the CDSS enhanced the AUC up to 0.84 (p = 0.0009). In terms of histology, there was only a statistically significant difference when comparing the AUCs of small cell lung cancer patients (0.96) and all lung cancer patients with longer (≥ 18 months) follow up (0.80; p < 0.001).

Conclusions: The CDSS successfully showed potential for enhancing prediction of survival. The CDSS could assist physicians in formulating evidence-based management advice in patients with lung cancer, guiding an individualized discussion according to prognosis.

Key words: data mining; lung cancer; clinical decision support system; survival; prognosis

Rep Pract Oncol Radiother 2021;26(6):839–848

Address for correspondence: Jose Luis Lopez Guerra, M.D., Ph.D. Department of Radiation Oncology, Virgen del Rocio University Hospital. Manuel Siurot avenue, s/n. 41013, Seville (Spain), tel: (+34) 95 501 2105, fax: (+34) 95 501 2111; e-mail: chanodetriana@yahoo.es

This article is available in open access under Creative Common Attribution-Non-Commercial-No Derivatives 4.0 International (CC BY-NC-ND 4.0) license, allowing to download articles and share them with others as long as they credit the authors and the publisher, but without permission to change them in any way or use them commercially.
Introduction

Lung cancer is a cancer pathology with the highest mortality in men and the second leading cause of cancer death in women worldwide. It is estimated that 1.8 million new lung cancer cases and approximately 1.5 million lung cancer deaths are reported annually worldwide, which represents one out five of all cancer deaths [1]. Until 2035, the number of lung cancer deaths will increase globally by 86% compared to 2012, with an estimated increase of approximately 1.5 million in 20 years (20% in Europe) [2]. Despite technological and biological advances in recent years, survival in lung cancer is still limited, especially in locally advanced cases [3]. Beyond the limited set of factors related to survival that are already well known, such as the stage or histology, a key challenge is to find the largest number of factors that predict survival in each case individually, and combine them to provide the most accurate information for a specific patient to really customize their therapeutic management [4].

Numerous data sources (e.g. electronic medical records and outcomes data, imaging, laboratory, and pathology data, radiotherapy planning data, etc) provide opportunities for the application of data mining methodologies to improve technical capabilities and the overall quality and safety of cancer care delivery [5]. Variation in sensitivity to radiation depends on multiple factors and recent progress in data mining raises the possibility of customized analysis to characterize individual profiles that predict patient response to radiotherapy [6].

There are a huge amount of medical variables (clinical, physiological, genomic, molecular, therapeutic, etc.) that may affect the survival outcome in lung cancer patients [7, 8]. In order to provide real advances in routine cancer care, it is essential to carry out a strategy to reduce the dimensionality of this set of variables without diminishing its prognosis capacity. In addition, this approach should be able to take into account former outcome values so that they can be incorporated into the generation of new prediction models over time. This way, in a real-life setting, a system for predicting survival outcome aligned with precision medicine and learning healthcare system paradigms may be implemented [9].

Currently, the health system has been digitized to respond to user needs and improve and streamline workflows. Data Mining, also called Knowledge Discovery from Database, is a complex process which extracts and excavates unknown and valuable knowledge, such as a model or a regular pattern from mass incomplete, fuzzy, noisy, random data [10]. Data mining consists in automated data analysis which allows the observation of patterns representing knowledge [11]. Specifically, clinical data mining uses the data extracted from the health system [12], with the aim of interpreting the available clinical data and aid clinical decision making. Since 2000, there has been a growing interest in the application of data mining techniques to clinical data, with an increase by 10-fold of the number of papers having the term “data mining” in their title and referenced in MEDLINE [12].

Recent studies have shown the capacity of data mining-based models to predict the onset of lung cancer [13, 14]. However, the study of the survival outcome with this approach is sparse. Therefore, a clinical decision support system (CDSS) has been proposed to predict survival and apply the information obtained as a complement of the clinical guidelines in daily practice for lung cancer patients.

Materials and methods

Ethics statement

The project was authorized by the institutional Ethics Committee for clinical research and complies with the declaration of Helsinki and the Institutional Review Board of the participating centers. Written informed consent was obtained from all participants.

Lung cancer dataset

The lung cancer dataset includes clinical information gathered during routine care and agreed upon by a panel of experts in several medical disciplines (pulmonology, radiology, pathology, radiation oncology, surgery, and medical oncology). Prospective multicenter data from 543 consecutive lung cancer patients (Tab. 1) seen in consultation in 2 oncology services from 2013 to 2017 were available to feed the designed tool for creating the prediction models. Forty-two percent of patients were alive at the time of the study and 314 deaths occurred. The data set included 1167 variables, but only a proportion of them available at least in 90% of patients (including age, gender, histology, perfor-
performance status, stage, and treatment approach) and with discriminatory ability according to the data mining algorithms were used (Tab. 2). Different time periods [pre-treatment (variables available before the start of any oncologic treatment] and after the start of any oncologic treatment [only variables related to the treatment such as the therapy and toxicity]) were assessed for prediction.

Additionally, a subset of patients with longer follow-up (≥ 18 months) was also assessed (Tab. 2).

### Data mining methods

To implement the technological architecture of the CDSS, we incorporated a series of open source tools that allow us to register information via electronic health records during clinical practice and use this information to conduct various data mining analyses.

In this particular work, we aim to create a model capable of predicting the survival of patients with lung cancer. For this task, we applied two classification methods: eXtreme Gradient Boosting (XGBoost) and Logistic Regression. XGBoost is a scalable tree boosting system which is widely used by data scientists [15], provides state-of-the-art results on many problems and implements the gradient boosting decision tree algorithm (also referred to as gradient boosting, multiple additive regression trees, stochastic gradient boosting or gradient boosting machines). Boosting is an ensemble process in which new models are introduced to correct the mistakes created by current models. Models are added sequentially until there can be no further changes. Gradient boosting is an approach [16] that generates new models that estimate previous models’ residuals or errors and then add them together to make the final prediction. It is called gradient boosting because when new models are added, it uses a gradient descent algorithm to mitigate the loss. The implementation used for XGBoost has been the one implemented in the caret package for R [17].

Logistic regression is a modeling procedure where a set of independent variables are used to model a categorical dependent variable using a logistic function, which is the cumulative logistic distribution [18]. The predicted variable is the response probability. Therefore, the model can provide a probability of response for every instance, given the estimated parameters for a set of predictor variables. A special case of the Generalized Linear Model can be seen as logistic regression [19] and thus analogous to Linear Regression [20]. However, the Logistic Regression model is based on very dif-
different assumptions from those of Linear Regression (about the relationship between dependent and independent variables). The implementation used was the Logistic Regression package provided for Python [21].

**Statistical methods**

All data analyses were carried out using the SPSS statistical software (version 19.0). The primary endpoint was the overall survival. The time of survival was estimated from the date of diagnosis to the date of death or last contact. Area under the receiver-operating characteristics curve (AUC) measured performance. The findings were compared with the AUC obtained using the fundamental elements contained in the guidelines [pretreatment data (stage, histology) and treatment data (surgery, radiation therapy and systemic therapy)] [22, 23]. The one-way analysis of variance (ANOVA) was used to compare the various AUCs obtained from 10 simulations for each rule, obtaining their confidence intervals at 95%. Multiple comparisons were analyzed using the Bonferroni correction and, when the hypothesis of homoscedasticity was not verified, were performed by the Games-Howell correction. Results were considered statistically significant if the p value was 0.05 or less.

**Results**

The AUCs for each subset are summarized in Table 2. Overall, the highest AUCs (> 0.90) for predicting survival were obtained for SCLC patients. For all SCLC cases, the AUC using data mining was 0.92 and 0.96 for patients with a minimum follow-up of 18 months. In contrast, the lowest AUCs (< 0.50) were observed for SCLC patients when us-

| Predictive model for mortality | Lung cancer patients | Non-small cell lung cancer | Small cell lung cancer |
|-------------------------------|----------------------|-----------------------------|-----------------------|
| **Data**                      | **Using data mining**| **Using guidelines**         |                       |
|                               | **All patients**     | **Patients with follow-up** |                       |
|                               | (n = 543)            | > 18 months (n = 451)       |                       |
|                               | **Using pre-treatment data** | **N** | **AUC** | **N** | **AUC** | **N** | **AUC** |
|                               | 13 | 0.84 (0.77–0.90) | 6 | 0.74 (0.69–0.79) | 2 | 0.60 (0.56–0.64) | 2 | 0.64 (0.58–0.71) |
|                               | 7  | 0.78 (0.72–0.84) | 6 | 0.81 (0.78–0.84) | 3 | 0.60 (0.56–0.65) | 3 | 0.65 (0.58–0.72) |
|                               | 24 | 0.88 (0.83–0.92) | 22 | 0.80 (0.77–0.83) | 5 | 0.63 (0.58–0.68) | 5 | 0.67 (0.60–0.75) |
|                               | **Using only treatment data** | **N** | **AUC** | **N** | **AUC** | **N** | **AUC** |
|                               | 7  | 0.77 (0.72–0.82) | 8 | 0.78 (0.73–0.84) | 3 | 0.63 (0.56–0.70) | 3 | 0.66 (0.57–0.75) |
|                               | 23 | 0.81 (0.80–0.83) | 20 | 0.77 (0.71–0.85) | 5 | 0.64 (0.60–0.71) | 5 | 0.66 (0.59–0.74) |
|                               | **Using all data**   | **N** | **AUC** | **N** | **AUC** | **N** | **AUC** |
|                               | 31 | 0.82 (0.74–0.91) | 12 | 0.73 (0.59–0.87) | 2 | 0.67 (0.52–0.81) | 2 | 0.74 (0.61–0.87) |
|                               | 4  | 0.76 (0.67–0.84) | 6 | 0.90 (0.83–0.97) | 3 | 0.42 (0.34–0.50) | 3 | 0.47 (0.38–0.56) |
|                               | 24 | 0.92 (0.86–0.98) | 22 | 0.96 (0.92–0.99) | 5 | 0.61 (0.54–0.68) | 5 | 0.67 (0.58–0.77) |

*Number of variables selected for the analysis; AUC — area under the receiver-operating characteristics curve

---

Table 2. Area under the receiver-operating characteristics curve (AUC; mean and 95% confidence interval) for predicting survival using either data mining analyses or basic items included in the guidelines in lung cancer patients.
ing only the treatment variables recommended in the guidelines. The AUC was 0.47 and 0.42 for all patients and for those with a minimum follow-up of 18 months, respectively.

The AUCs for predicting survival using data mining analyses were mostly above 0.70 while those obtained using basic items included in the guidelines were mostly below 0.70 (Fig. 1). The vast majority of the comparisons between the AUCs obtained by data mining versus using the basic variables recommended in the guidelines were statistically significant regardless of the time period of the data used (pre-treatment data, treatment data, all data) or the follow up (Fig. 2–4). For instance, using the guidelines, the AUC for predicting survival in all lung cancer patients in the pretreatment setting was 0.60 while the predictive power of the CDSS enhanced the AUC up to 0.84 (p = 0.0009; Fig. 2).

In contrast, there were no significant differences in the AUCs when comparing all patients with only those with longer follow up (≥ 18 months). Additionally, there were no significant differences when comparing AUCs obtained with only pre-treatment data, only treatment data, or using all data. In terms of histology, there was only a statistically significant

---

**Figure 1.** Area under the receiver-operating characteristics curve for predicting survival using either (A) basic items included in the guidelines or (B) data mining analyses in lung cancer patients. Tx — treatment; AUC — area under the receiver-operating characteristics curve; CI — confidence interval; F/u — follow-up.
difference when comparing the AUC of all lung cancer patients with a minimum follow-up of 18 months (0.80) and the AUC of SCLC patients (0.96) using data mining (p < 0.001).

**Discussion**

Recent publications [13, 14] have shown that models based on data mining improve the diagno-
etic effect and profound significance for diagnostic of early stage lung cancer. A Chinese group [14] showed that the AUC level of each discriminative model was improved by about 10% based on multiple tumor markers and data mining compared with the diagnostic model based on different tumor markers, which indicates that the sensitivity and specificity of diagnosis can be substantially improved through combining different tumor markers compared to an individual tumor marker. However, the information about data mining based decision support systems for survival in lung cancer is sparse. At present, the influence of artificial intelligence on radiation oncology has been relatively minimal and may rightly seem more distant to many, given the specialty’s largely interpersonal and complex interventional existence [24]. Our pertinent findings can be summarized as follows: first, we found that the highest AUCs for predicting survival were obtained when using data mining. Specifically, the highest AUCs were obtained in SCLC patients. Second, the vast majority of the comparisons between the AUCs obtained by data mining versus using the basic variables recommended in the guidelines were statistically significant regardless of the time period of the data used or the follow up. Third, there were no significant differences in the AUCs when comparing all patients with only those with longer follow up. Additionally, there were no significant differences when comparing AUCs obtained with only pre-treatment data, only treatment data, or using all data. Finally, there were no statistically significant differences in the majority of the AUCs comparisons according to histology.

Commonly used clinical models for survival prediction after radiation therapy for lung cancer can be limited by the lack of individual risk scores and disproportionate prognostic groups [25]. In this setting, different approaches have been developed to overcome that limitation. For instance, with nomograms it is possible to assess individualized probabilities for endpoints, and relevant prognostic factors can be evaluated. A multicenter cohort study led by the MAASTRO clinic [25] of lung cancer patients treated with stereotactic radiosurgery for brain metastases showed that two nomograms predicted early death (AUC ≥ 0.70) and long-term survival (AUC ≥ 0.67) more accurately than commonly used prognostic scores (range AUC = 0.51-0.68). Similar results were observed in our series when using data mining analyses. The AUCs for predicting survival were mostly above 0.70 while those obtained using basic items included in the guidelines were mostly below 0.70.

In lung cancer, the applicability of information discovery in database methods, based on data mining techniques, has been tested previously [26, 27]. Rivo et al. [27] reported a data mining project developed on a data warehouse containing records for 501 patients operated for lung cancer with curative intention. Data mining objectives were stated so as to discover risk factors for surgical mortality. The model which was finally selected had an AUC of 0.82 (0.74–0.89) (p < 0.05). There are substantial differences between the profile of patients and the endpoint in that study and ours. All patients were

Figure 3. Comparison of the area under the receiver-operating characteristics curve [AUCs; mean and 95% confidence interval (CI)] for predicting survival in non-small cell lung cancer patients when using data mining analyses vs. the guidelines. F/u — follow-up.
operated while this proportion is only 18% in our series. The endpoint, mortality, occurred in 30 (7%) patients [post-operative mortality (within 30 days)] in the surgical report while there were 314 (68%) deaths in our cohort at the time of the study. Although both approaches seem adequate, they probably can be only used in the setting of the patient profiles that were included to develop these CDSSs.

Our study had several limitations, amongst which are those inherent to the data mining process. Data mining enables the user to discover data trends and relationships, cannot guarantee perfect outcomes, cannot clarify why an outcome happens, and cannot fix data issues. We included only the data coming from two Institutions, collected prospectively, to minimize this limitation. Secondly, as mentioned above, due to the specific lung cancer patient profile data set (mostly unresectable stage III disease treated with radiation therapy) used for training of the algorithms and development of the CDSS, it may not be adequate for other data sets with differences in type of treatment or disease stage. Finally, the AUC is the most common metric used to measure the capacity of predictive and prognostic models to differentiate between individuals who develop the endpoint and those who do not. However, the AUC is frequently criticized [28, 29], and its interpretation has been a challenge since its introduction in medicine. Most of this AUC criticism can be traced back to the ROC curve, indicating that the appreciation of the AUC could be altered by a more intuitive interpretation.

Figure 4. Comparison of the area under the receiver-operative characteristics curve (AUCs; mean and 95% confidence interval (CI)) for predicting survival in small cell lung cancer patients when using data mining analyses vs. the guidelines. The first column starts the comparison with all patients when using data mining while the second column starts the comparison with patients with longer follow-up. F/u — follow-up.

| Using only treatment data | Using all data |
|--------------------------|---------------|
| **AUC (mean and 95% CI)** | **AUC (mean and 95% CI)** |
| Using data mining (all patients) | Using guidelines (F/u ≥ 18 months) |
| **P = 0.001** | **P < 0.001** |
| Using guidelines (F/u ≥ 18 months) | Using guidelines (F/u ≥ 18 months) |
| **P = 0.009** | **P < 0.001** |

Table showing the comparison of AUCs for predicting survival in small cell lung cancer patients when using data mining analyses vs. the guidelines.
of the ROC. Therefore, we consider that the CDSS proposed should be evaluated with additional metrics and validated in an external cohort. This is part of an ongoing study of our research group.

Data mining can assist decision making, which is a mainstay in radiation oncology, but it can also improve knowledge and quality management. The data mining based decision support system for survival in lung cancer presented could be easily incorporated into the process system of the thoracic unit. Once implemented, this tool could facilitate a factual approach to decision making. Outputs from a data mining program can easily be re-directed to a benchmarking program aimed at continual improvement. Data mining is always hypothetical because its conclusions automatically become the hypothesis for the next data mining cycle. One model is never developed to be perfect and permanent but dynamic and, most importantly, useful.
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