ASYMPTOTIC EXPANSIONS AND VORONOVSKAJA TYPE THEOREMS FOR THE MULTIVARIATE NEURAL NETWORK OPERATORS
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Abstract. In this paper, an asymptotic formula for the so-called multivariate neural network (NN) operators has been established. As a direct consequence, a first and a second order pointwise Voronovskaja type theorem has been reached. At the end, the particular case of the NN operators activated by the logistic function has been treated in details.

1. Introduction. The theory of neural network (NN) operators activated by sigmoidal functions has been largely studied in the last years, see, e.g., [8, 6, 7]. In particular, they arise as an extension of the family of approximation operators originally introduced in [8] by Cardaliaguet and Evrard, where only bell shaped activation function, with compact support were considered. Clearly, the latter assumption is restrictive; in the applications the main instances of activation function have unbounded support, as happens, e.g., for the logistic or the hyperbolic tangent sigmoidal functions.

Indeed, in [6, 7] the theory of NN operators has been directly approached for these very useful examples of sigmoidal functions, while, in [12, 13] the above results have been extended to a more general class of sigmoidal activation functions satisfying suitable (not restrictive) assumptions.

The usefulness of the NN operators is related to the theory of artificial neural networks (ANNs) introduced in twentieth century with the aim to obtain a simple model for the human brain. The ANNs revealed to be very suitable for the applications in various fields, such as biology, computer science, engineering and mathematics ([25, 27]). Nowadays, the theory of ANNs is very current in view of
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their connections with the artificial intelligence (AI). For what concerns applications to mathematics, more precisely to Approximation Theory and Learning Theory, several papers have been published, see e.g. [18, 26, 17]. The main results proved for the above subject are characterized by a non-constructive approach, where for any given function $f$, the analytic expression of the various elements which are composing a neural network which approximates $f$ in some sense, such as coefficients, weights, and thresholds, can not be explicitly determined. The non-constructive nature of the above results become them, from the mathematical point of view, of not-easy applicability. Actually, some constructive results have been proved by a quite difficult approach based on convolution, and on the theory of ridge functions, see [10]. For the above reasons, we studied the NN operators, which provide a constructive approximation processes of the neural network type based on the approach of Operator Theory.

In the present paper, an asymptotic formula for the multivariate version of the NN operators has been established. Here, we expand the above approximation operators, when they are evaluated for sufficiently smooth functions, in terms of their partial derivatives, computed at suitable points, and with suitable truncated algebraic moments of the multivariate density functions $Ψ_σ$, defined as the product of $d$ one-dimensional density functions $φ_σ$, generated by a certain finite linear combination of sigmoidal function $σ$. The function $Ψ_σ$ plays the role of the kernel for the above operators.

As a direct consequence of the above asymptotic theorem, a first and a second order pointwise Voronovskaja type theorem has been reached. In order to achieve the latter pointwise approximation result, some additional assumptions on the truncated algebraic moments of the function $Ψ_σ$ must be assumed.

At the end of the paper, the particular case of the NN operators activated by the logistic function has been treated in details. In this case, we obtain that the order of pointwise approximation is, at least, $O(n^{-2})$, as $n \to +\infty$, when $C^2$-functions are approximated, according to the well-known Korovkin’s theory for positive linear operators [24].

2. The general framework. First of all, we introduce the following notation that we will use in the paper: for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, and $\alpha \in \mathbb{R}$, we will use the usual notation for products and quotients, i.e., $\alpha x = (\alpha x_1, \ldots, \alpha x_d)$ and, for $\alpha \neq 0$, $\frac{z}{\alpha} = \left(\frac{z_1}{\alpha}, \ldots, \frac{z_d}{\alpha}\right)$. Finally, $|x|$ will denote the usual Euclidean norm of $\mathbb{R}^d$, and $x^\ell = \prod_{i=1}^d x_i^\ell_i$, $x, y \in \mathbb{R}^d$, when the power is well-defined.

Let $I := [-1, 1]^d \subset \mathbb{R}^d$ be a fixed multidimensional interval, and in what follows we define by $C(I)$ the space of all functions $f : I \to \mathbb{R}$, which are continuous on $I$, while by $C^r(I)$ we denote the functions of $C(I)$ which have continuous $s$-order partial derivatives:

$$D^h f := \frac{\partial |h|}{\partial x_h^{|h|}} f = \frac{\partial |h|}{\partial x_{h_1}^{h_1} \cdots \partial x_{h_d}^{h_d}} f,$$

with $|h| = h_1 + \cdots + h_d = s$, $h \in \mathbb{N}_0^d$ on $I$, for every $1 \leq s \leq r$, $s \in \mathbb{N}^+$. The above spaces can be considered endowed by the usual sup-norm $\|\cdot\|_{\infty}$.

For any function $Φ : \mathbb{R}^d \to \mathbb{R}$, and $ν \in \mathbb{N}$, we can define the (multivariate) truncated algebraic moment of order $ν$ by:

$$m_{ν,h}(Φ, u) := \sum_{-n \leq k \leq n} Φ(u - k) (k - u)^h, \quad u \in \mathbb{R}^d,$$
for every \( n \in \mathbb{N}^+ \), with \( \nu = |h| \), where by the notation \(-n \leq k \leq n\) we denotes the set of all the indexes \( k \in \mathbb{Z}^d \) such that \( k_i = -n, \ldots, n, i = 1, \ldots, d \). Moreover, we can also define the discrete absolute moments of \( \Phi \), as follows:

\[
M_{\nu}(\Phi) := \sup_{u \in \mathbb{R}^d} \sum_{k \in \mathbb{Z}^d} |\Phi(u - k)| \|u - k\|^{\nu},
\]

with \( \nu \geq 0 \). It is well-known that, if \( \Phi \) is bounded in a neighborhood of the origin and \( \Phi(u) = O(\|u\|^{-r-1-\varepsilon}) \), as \( \|u\| \to +\infty \), for some \( r > 0 \), \( \varepsilon > 0 \), it turns out that

\[
M_{\nu}(\Phi) < +\infty, \quad 0 \leq \nu \leq r,
\]

(1)

see e.g., [15].

Now, we recall the definition of the density functions used in order to define the neural network operators.

We say that a measurable function \( \sigma : \mathbb{R} \to \mathbb{R} \) is called a sigmoidal function if it satisfies the following conditions:

\[
\lim_{x \to -\infty} \sigma(x) = 0, \quad \text{and} \quad \lim_{x \to +\infty} \sigma(x) = 1,
\]

see e.g., [18, 12]. From now on, we consider non-decreasing sigmoidal functions \( \sigma \) which satisfy the following assumptions:

(\( \Sigma_1 \)) \( \sigma(x) - 1/2 \) is an odd function;
(\( \Sigma_2 \)) \( \sigma \in C^2(\mathbb{R}) \) is concave for \( x \geq 0 \);
(\( \Sigma_3 \)) \( \sigma(x) = O(|x|^{-\alpha - 1}) \) as \( x \to -\infty \), for some \( \alpha > 0 \).

Thus, the (univariate) density function generated by \( \sigma \) can now be defined by:

\[
\phi_\sigma(x) := \frac{1}{2} [\sigma(x + 1) - \sigma(x - 1)], \quad x \in \mathbb{R},
\]

and the corresponding multivariate version is given by:

\[
\Psi_\sigma(x) := \phi_\sigma(x_1) \cdot \phi_\sigma(x_2) \cdots \phi_\sigma(x_d), \quad x \in \mathbb{R}^d,
\]

(2)

i.e., \( \Psi_\sigma \) is the tensor product of \( d \) scalar functions. In [13] the following lemma has been established.

**Lemma 2.1.** (i) \( \phi_\sigma(x) \geq 0 \) for every \( x \in \mathbb{R} \), with \( \phi_\sigma(1) > 0 \), and moreover \( \lim_{x \to \pm\infty} \phi_\sigma(x) = 0 \);

(ii) \( \Psi_\sigma(x) = O(\|x\|^{-\alpha - 1}) \) as \( x \to \pm\infty \), where \( \alpha \) is the positive constant of condition (\( \Sigma_3 \)).

(iii) Let \( x \in I \) and \( n \in \mathbb{N}^+ \). Then:

\[
m_{0,0}^n(\Psi_\sigma, nx) = \sum_{-n \leq k \leq n} \Psi_\sigma(nx - k) \geq [\phi_\sigma(1)]^d > 0.
\]

Now we are able to recall the definition of the multivariate NN operators, see e.g., [13].

Let \( f : I \to \mathbb{R} \) be a bounded function, and \( n \in \mathbb{N}^+ \). The NN operators \( F_n \), activated by a sigmoidal function \( \sigma \) satisfying assumptions (\( \Sigma_i \)), \( i = 1, 2, 3 \), are
defined by:

\[
F_n(f, x) := \frac{\sum_{-n \leq k \leq n} f \left( \frac{k}{n} \right) \cdot \Psi_\sigma(nx - k)}{\sum_{-n \leq k \leq n} \Psi_\sigma(nx - k)}, \quad x \in I. \tag{3}
\]

Obviously, for every \( n \in \mathbb{N}^+ \), and \( k \in \mathbb{Z} \) such that \( -n \leq k \leq n \), it turns out that \( -1 \leq \frac{k}{n} \leq 1 \), for every \( i = 1, \ldots, d \). Further, in view of Lemma 2.1 (iii), the operators \( F_n \) are well-defined, and it is easy to see that \(|F_n(f, x)| \leq \|f\|_\infty\), for all \( x \in I \).

**Remark 1.** We observe that, since \( \Psi_\sigma(x) \geq 0 \), \( x \in \mathbb{R}^d \), the neural network operators \( F_n \) are positive operators, i.e., they satisfy the property \( F_n(f, \cdot) \geq 0 \), provided \( f(\cdot) \geq 0 \).

We now recall a pointwise and uniform convergence theorem for the above positive operators.

**Theorem 2.2 ([13]).** Let \( f : I \to \mathbb{R} \) be bounded. Then,

\[
\lim_{n \to +\infty} F_n(f, x) = f(x),
\]

at each point \( x \in I \) where \( f \) is continuous. Moreover, if \( f \in C(I) \) we have:

\[
\lim_{n \to +\infty} \|F_n(f, \cdot) - f(\cdot)\|_\infty = 0.
\]

**Remark 2.** We can observe that, all the theory of the neural network operators can be reformulated for sigmoidal activation functions \( \sigma \) which not-necessarily satisfy assumption \((\Sigma 2)\). In the latter case, we can assume that the corresponding \( \phi_\sigma \) satisfies the following conditions:

- \( \phi_\sigma(x) \) is non-decreasing for \( x < 0 \) and non-increasing for \( x \geq 0 \);
- \( \phi_\sigma(1) > 0 \).

As a consequence of Remark 2 we obtain that the theory of NN operators holds also in the case of not-necessarily smooth (or continuous) sigmoidal functions. Examples of activation functions and of the corresponding density functions can be generated, e.g., by the well-known ramp function, see [9].

3. **Asymptotic formulas for the multivariate NN operators.** Here, we establish an asymptotic formula for the multivariate NN operators.

**Theorem 3.1.** Let \( \sigma \) be a sigmoidal function such that, for every \( \gamma > 0 \),

\[
\lim_{n \to +\infty} \sum_{\|nu-k\|_{\gamma n} > \gamma n} \Psi_\sigma(nu-k) \cdot \|nu-k\|^r = 0, \tag{4}
\]

uniformly with respect to \( u \in \mathbb{R}^d \), for a certain \( r \in \mathbb{N} \). Moreover, we also assume that \( M_r(\Psi_\sigma) < +\infty \). Then, for any \( f \in C^r(I) \) there holds:

\[
F_n(f, x) = f(x) + \sum_{\nu=1}^{r} \sum_{|\alpha|=\nu} \frac{D^\nu f(x)}{\nu! n^\nu} \frac{m_\nu(\Psi_\sigma, nx)}{m_0(\Psi_\sigma, nx)} + o(n^{-r}),
\]

as \( n \to +\infty \), for every \( x \in \mathbb{R}^d \).
Proof. First of all, we recall that for every \( x \in I \) the following multivariate version of the Taylor formula for \( f \in C^r(I) \), \( r \in \mathbb{N} \):

\[
f(u) = f(x) + \sum_{\nu=1}^{r} \sum_{|\nu|=\nu} \frac{D^\nu f(x)}{\nu!} (u - x)^\nu + R_r(u; x), \quad u \in I, \tag{5}
\]

holds, where the term \( R_r(u, x) \) denotes a suitable remainder, and

\[
h! := h_1! h_2! \ldots h_N!.
\]

Now, expanding the function \( f \) at the nodes \( u = k/n \) by the formula (5), we obtain:

\[
f\left(\frac{k}{n}\right) = f(x) + \sum_{\nu=1}^{r} \sum_{|\nu|=\nu} \frac{D^\nu f(x)}{\nu!} \left(\frac{k}{n} - x\right)^\nu + R_r\left(\frac{k}{n}; x\right),
\]

where now the remainder term is expressed by the following local form:

\[
R_r\left(\frac{k}{n}; x\right) := \lambda \left(\frac{k}{n} - x\right) \left\|\frac{k}{n} - x\right\|^r,
\]

where \( \lambda \) is a bounded function such that \( \lim_{\nu \to 0} \lambda(\nu) = 0 \). Now, we can write what follows:

\[
F_n(f, x) = \frac{1}{m_{0,0}(\Psi, nx)} [f(x) m_{0,0}(\Psi, nx) + \sum_{-n \leq k \leq n} \left\{ \sum_{\nu=1}^{r} \sum_{|\nu|=\nu} \frac{D^\nu f(x)}{\nu!} \left(\frac{k}{n} - x\right)^\nu + R_r\left(\frac{k}{n}; x\right) \right\} \Psi(\nu x - k)]
\]

\[
= f(x) + \frac{1}{m_{0,0}(\Psi, nx)} \left[ \sum_{\nu=1}^{r} \sum_{|\nu|=\nu} \frac{D^\nu f(x)}{\nu!} \left\{ \sum_{-n \leq k \leq n} \left(\frac{k}{n} - x\right)^\nu \Psi(\nu x - k) \right\} \right] + \frac{1}{m_{0,0}(\Psi, nx)} \left[ \sum_{-n \leq k \leq n} R_r\left(\frac{k}{n}; x\right) \Psi(\nu x - k) \right] =: I_1 + I_2 + I_3.
\]

Now we can estimate the remainder term \( I_3 \). Since \( \lim_{\nu \to 0} \lambda(\nu) = 0 \) for a fixed \( \varepsilon > 0 \) there exists \( \gamma > 0 \) such that, for \( \left\|\nu\right\| \leq \gamma \) there holds \( |\lambda(\nu)| < \varepsilon \). Thus, using Lemma 2.1 (iii) we have:

\[
|I_3| \leq \frac{1}{[\phi(1)]^d} \left\{ \sum_{-n \leq k \leq n} \lambda \left(\frac{k}{n} - x\right) \left\|\frac{k}{n} - x\right\|^r \Psi(\nu x - k) \right\}
\]

\[
=: I_{3,1} + I_{3,2}
\]

For what concerns \( I_{3,1} \) we have that, if \( \left\|\nu x - k\right\| \leq \gamma n \) it turns out that \( \left\|x - k/n\right\| \leq \gamma \), hence:

\[
I_{3,1} \leq \varepsilon \sum_{k \in \mathbb{Z}^d} \left\|\frac{k}{n} - x\right\|^r \Psi(\nu x - k) \leq \varepsilon n^{-r} M_r(\Psi) < +\infty.
\]
While, for $I_{3,2}$, using assumption (4), we get:

$$I_{3,1} \leq \|\lambda\|_{\infty} n^{-r} \sum_{\|nx-k\| > \gamma n} \|nx-k\|^{r} \Psi_{\sigma}(nx-k) \leq \|\lambda\|_{\infty} n^{-r} \varepsilon,$$

for $n \in \mathbb{N}^+$ sufficiently large. From the above estimates we finally obtain:

$$I_3 = o(n^{-r}), \quad \text{as } n \to +\infty.$$

This completes the proof.

**Remark 3.** Note that, if $\sigma$ satisfies assumption $(\Sigma 3)$ with $\alpha > r$, then assumption (4) turns out to be satisfied. More precisely, it is possible to prove that, for every $\gamma > 0$:

$$\lim_{n \to +\infty} \sum_{\|nu-k\| > \gamma n} \Psi_{\sigma}(nu-k) \cdot \|nu-k\|^{r} = 0,$$

uniformly with respect to $u \in \mathbb{R}^d$, for every $0 \leq \nu \leq r$. The proof of the above claim follows easily as in the case of Lemma 2.6 (ii) of [16].

As a consequence of Theorem 3.1 we can establish the following first order Voronovskaja type theorem.

**Theorem 3.2.** Let $\sigma$ be a sigmoidal function assumed as in Theorem 3.1. Suppose in addition that, for every $x \in \mathbb{R}^d$:

$$m_{0,0}^n(\Psi_{\sigma}, x) = m_{0,0} + o(n^{-\theta_0}), \quad n \to +\infty;$$

$$m_{1,i}^n(\Psi_{\sigma}, x) = m_{1,i} + o(n^{-\theta_i}), \quad n \to +\infty,$$  \hspace{1cm} (6)

where $\theta_i := (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{R}^d$, $m_{1,i} \in \mathbb{R}$, $\theta_i > 0$, $i = 1, \ldots, d$, and the “o-term” tends to zero uniformly with respect to $x \in \mathbb{R}^d$. Then, for any $f \in C^1(1)$ we have:

$$\lim_{n \to +\infty} n [F_n(f, x) - f(x)] = \sum_{i=1}^{d} \frac{\partial^1}{\partial x_i} f(x) \frac{m_{1,i}}{m_{0,0}},$$

where $m_{0,0} \neq 0$ in view of Lemma 2.1 (iii).

**Proof.** Applying the asymptotic formula of Theorem 3.1 with $r = 1$, and using assumption (6), we can write what follows:

$$n [F_n(f, x) - f(x)] = \sum_{i=1}^{d} \frac{\partial^1}{\partial x_i} f(x) \frac{m_{1,i}}{m_{0,0}} + o(n^{-\theta_i}) + n o(n^{-1})$$  \hspace{1cm} (7)

for $n \in \mathbb{N}^+$ sufficiently large. Then the proof follows by passing to the limit for $n \to +\infty$. \hfill $\square$

Similarly to above, the following second order Voronovskaja type theorem can be established.

**Theorem 3.3.** Let $\sigma$ be a sigmoidal function assumed as in Theorem 3.2. Suppose in addition that:

$$m_{1,i} = 0, \quad \theta_i \geq 1, \quad i = 1, \ldots, d,$$  \hspace{1cm} (8)

and for every $x \in \mathbb{R}^d$:

$$m_{2,h}^n(\Psi_{\sigma}, x) = m_{2,h} + o(n^{-\theta_2}), \quad n \to +\infty,$$  \hspace{1cm} (9)
where $\theta_{2,h} > 0$, for every $h \in \mathbb{N}_0^d$ with $|h| = 2$, and the “o-term” tends to zero uniformly with respect to $x \in \mathbb{R}^d$. Then, for any $f \in C^2(I)$ we have:

$$
\lim_{n \to +\infty} n^2 [F_n(f, x) - f(x)] = \sum_{|h|=2} \frac{D^h f(x)}{h!} \frac{m_{2,h}}{m_{0,0}} + n^2 o(n^{-2}),
$$

for $n \in \mathbb{N}^+$ sufficiently large. Then the proof follows by passing to the limit for $n \to +\infty$.

**Proof.** Applying the asymptotic formula of Theorem 3.1 with $r = 2$, and using assumptions (8) and (9), we can write what follows:

$$
n^2 [F_n(f, x) - f(x)] = \sum_{|h|=2} \frac{D^h f(x)}{h!} \frac{m_{2,h} + o(n^{-\theta_{2,h}})}{m_{0,0} + o(n^{-\theta_0})} + n^2 o(n^{-2}),
$$

Note that a quantitative version of Theorem 3.2 and Theorem 3.3 can be easily established by repeating the above proof and using some well-known inequalities; for more details see, e.g., [5, 2, 3, 4, 1].

4. **Applications.** As first example we consider the case of the well-known logistic activation function ([22, 21]):

$$
\sigma_\ell(x) := (1 + e^{-x})^{-1}, x \in \mathbb{R}.
$$

Obviously, $\sigma_\ell$ is a smooth function and it satisfies all the assumptions $(\Sigma_i), i = 1, 2, 3$. Furthermore, by its exponential decay to zero as $x \to -\infty$, condition $(\Sigma3)$ turns out to be satisfied for every $\alpha > 0$.

Now, in order to apply the results of Section 3 it remains to compute the truncated algebraic moments of the multivariate density function $\Psi_{\sigma_\ell}$ (see Fig. 1) corresponding to $\sigma_\ell$, and generated by $\phi_{\sigma_\ell}$ (see Fig. 2).
Figure 2. The function $\Psi_{\sigma}\ell$ of two variables.

It is well-known (see [16]) that, in the one-dimensional case $d = 1$, i.e., when $\Psi_{\sigma}\ell = \phi_{\sigma}\ell$ it turns out that:

$$m_{0,0}^n(\phi_{\sigma}\ell, x) := \sum_{k=-n}^{n} \phi_{\sigma}\ell(x - k) = 1 + o(n^{-1}),$$
$$m_{1,0}^n(\phi_{\sigma}\ell, x) := \sum_{k=-n}^{n} (k - x) \phi_{\sigma}\ell(x - k) = o(n^{-2}),$$
$$m_{2,0}^n(\phi_{\sigma}\ell, x) := \sum_{k=-n}^{n} (k - x)^2 \phi_{\sigma}\ell(x - k) \approx -3.6232 + o(n^{-3}),$$
as $n \to +\infty$, uniformly with respect to $x \in \mathbb{R}$. The above computations are a consequence of the application of the well-known Poisson’s summation formula, that is based on the usual $L^1$-Fourier transform of the function $\phi_{\sigma}\ell$ (see, e.g., [15]). Thus, from the above relations it is easy to deduce that, in the general multivariate case we have:

$$m_{0,0}^n(\Psi_{\sigma}\ell, x) = \sum_{k_1=-n}^{n} \phi_{\sigma}\ell(x_1 - k_1) \cdots \sum_{k_d=-n}^{n} \phi_{\sigma}\ell(x_d - k_d) = 1 + o(n^{-1}), \quad (10)$$

and similarly we can obtain:

$$m_{1,0}^n(\Psi_{\sigma}\ell, x) = o(n^{-2}), \quad i = 1, \ldots, d, \quad (11)$$
$$m_{2,0}^n(\Psi_{\sigma}\ell, x) = (-3.6232)^d + o(n^{-3}), \quad (12)$$

for every $h \in \mathbb{N}_0^d$ with $|h| = 2$, and where all the above “o-term” tends to zero uniformly with respect to $x \in \mathbb{R}^d$. In view of the above computations, and using both Theorem 3.2 and Theorem 3.3 we immediately obtain the following corollary.

**Corollary 1.** Let $\sigma\ell$ be the logistic function, and $f \in C^1(I)$ be fixed. Then for every $x \in I$, we have:

$$\lim_{n \to +\infty} n \left[ F_{\sigma}\ell_n(f, x) - f(x) \right] = 0.$$
In particular, if $f$ belongs to $C^2(I)$, it turns out that:

$$\lim_{n \to +\infty} n^2 \left[ F_n^\sigma(x) - f(x) \right] = (-3.6232)^d \sum_{|h|=2} \frac{D^h f(x)}{h!},$$

for every $x \in I$.

Applications for other useful examples of sigmoidal activation functions (see, e.g., [23, 14, 19, 20, 11]), such as the hyperbolic tangent sigmoidal function, the ramp activation function, and many other, can be easily obtained proceeding as in the above instance.
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