Abstract. The difference of the resolvents of two Laplacians on a half-space subject to Robin boundary conditions is studied. In general this difference is not compact, but it will be shown that it is compact and even belongs to some Schatten-von-Neumann class, if the coefficients in the boundary condition are sufficiently close to each other in a proper sense. In certain cases the resolvent difference is shown to belong even to the same Schatten-von Neumann class as it is known for the resolvent difference of two Robin Laplacians on a domain with a compact boundary.

1. Introduction

Schatten-von Neumann properties for resolvent differences of elliptic operators on domains have been studied basically since M. Sh. Birman’s famous paper [6], which appeared fifty years ago and was followed by important contributions of M. Sh. Birman and M. Z. Solomjak as well as of G. Grubb, see [7, 15, 17]; moreover, the topic has attracted new interest very recently, see [4, 5, 20, 21, 26]. Recall that a compact operator belongs to the Schatten-von Neumann class $S^p$ (weak Schatten-von Neumann class $S^p_{\infty}$) of order $p > 0$ if the sequence of its singular values is $p$-summable (is $O(k^{-1/p})$ as $k \to \infty$); see Section 3 for more details. The objective of the present paper is to study the resolvent difference of two (in general non-selfadjoint) Robin Laplacians on the half-space $\mathbb{R}^{n+1}_+ = \{(x', x_{n+1})^T : x' \in \mathbb{R}^n, x_{n+1} > 0\}$, $n \geq 1$, of the form

$$A_\alpha f = -\Delta f, \quad \text{dom}(A_\alpha) = \{f \in H^2(\mathbb{R}^{n+1}_+): \partial_{\nu} f|_{\mathbb{R}^n} = \alpha f|_{\mathbb{R}^n}\},$$

in $L^2(\mathbb{R}^{n+1}_+)$ with a function $\alpha : \mathbb{R}^n \to \mathbb{C}$ belonging to the Sobolev space $W^{1,\infty}(\mathbb{R}^n)$, i.e., $\alpha$ is bounded and has bounded partial derivatives of first order; here $f|_{\mathbb{R}^n}$ is the trace of a function $f$ at the boundary $\mathbb{R}^n$ of $\mathbb{R}^{n+1}_+$ and $\partial_{\nu} f|_{\mathbb{R}^n}$ is the trace of the normal derivative of $f$ with the normal pointing outwards of $\mathbb{R}^{n+1}_+$. We emphasize that, as a special case, our discussion contains the resolvent difference of two (in general non-selfadjoint) Robin Laplacians on the half-space $\mathbb{R}^{n+1}_+$ if the half-space $\mathbb{R}^{n+1}_+$ is replaced by a domain with a compact, smooth boundary, it is known that for real-valued $\alpha_1$ and $\alpha_2$ the operators $A_{\alpha_1}$ and $A_{\alpha_2}$ are selfadjoint and the difference of their resolvents

$$(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1}$$

belongs to the class $S^3_{+\infty}$; see [4, 20, 21], where also more general elliptic differential expressions and certain non-selfadjoint cases are discussed.
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On the half-space $\mathbb{R}^{n+1}_+$ the situation is fundamentally different. Here, in general, the resolvent difference $\{1,2\}$ is not even compact. For instance, if $\alpha_1 \neq \alpha_2$ are real, positive constants, the essential spectra of $A_{\alpha_1}$ and $A_{\alpha_2}$ are given by $[-\alpha_1^2, \infty)$ and $[-\alpha_2^2, \infty)$, respectively. Consequently, in this case the difference $\{1,2\}$ cannot be compact. Nevertheless, the main results of the present paper show that under the assumption of a certain decay of the difference $\alpha_2(x) - \alpha_1(x)$ for $|x| \to \infty$, compactness of the resolvent difference in $\{1,2\}$ can be guaranteed, and that this difference belongs to $\mathcal{S}_p$ or $\mathcal{S}_{p,\infty}$ for certain $p$, if $\alpha_2 - \alpha_1$ has a compact support or belongs to $L^q(\mathbb{R}^n)$ for some $q$. It is a question of special interest under which assumptions on $\alpha_2 - \alpha_1$ the difference $\{1,2\}$ belongs to $\mathcal{S}_{\infty,\infty}$, i.e., to the same class as in the case of a domain with a compact boundary. Our results show that if $\alpha_2 - \alpha_1$ has a compact support this is always true, and that in dimensions $n > 3$ a sufficient condition is

$$\alpha_2 - \alpha_1 \in L^{n/3}(\mathbb{R}^n).$$

If $\alpha_2 - \alpha_1 \in L^p(\mathbb{R}^n)$ with $p \geq 1$ and $p > n/3$, we show that the resolvent difference in $\{1,2\}$ belongs to the larger class $\mathcal{S}_p \supseteq \mathcal{S}_{p,\infty}$. In dimensions $n = 1, 2$ for $\alpha_2 - \alpha_1 \in L^1(\mathbb{R}^n)$ the difference $\{1,2\}$ belongs to the trace class $\mathcal{S}_1$. As an immediate consequence, for $n = 1, 2$ and real-valued $\alpha_1, \alpha_2$ with $\alpha_2 - \alpha_1 \in L^1(\mathbb{R}^n)$ wave operators for the pair $\{A_{\alpha_1}, A_{\alpha_2}\}$ exist and are complete, which is of importance in scattering theory. Two further corollaries of our results concern the case that $A_{\alpha_1}$ is the Neumann operator, i.e., $\alpha_1 = 0$: on the one hand, if $\alpha_2$ is real-valued, under our assumptions the Neumann operator and the absolutely continuous part of $A_{\alpha_2}$ are unitarily equivalent, cf. [27]; on the other hand, with the help of recent results from perturbation theory for non-selfadjoint operators, see [9, 22], we conclude some statements on the accumulation of the (in general non-real) eigenvalues in the discrete spectrum of $A_{\alpha_2}$.

Our results complement and extend the result by M.Sh. Birman in [6]. He considers a realization of a symmetric second-order elliptic differential expression on an unbounded domain with combined boundary conditions, a Robin boundary condition on a compact part and a Dirichlet boundary condition on the remaining non-compact part of the boundary, and showed that the resolvent difference of the described realization and the realization with a Dirichlet boundary condition on the whole boundary belongs to the class $\mathcal{S}_{2,\infty}$. It is remarkable that in our situation in some cases the singular values converge faster than in the situation Birman considers. This phenomenon is already known for domains with compact boundaries, when a Neumann boundary condition instead of a Dirichlet boundary condition is considered: see [4].

It is worth mentioning that all results in this paper on compactness and Schatten-von Neumann estimates remain valid for $-\Delta$ replaced by a Schrödinger differential expression $-\Delta + V$ with a real-valued, bounded potential $V$ and the proofs are completely analogous.

Our considerations are based on an abstract concept from the extension theory of symmetric operators, namely, the notion of quasi-boundary triples, which was introduced by J. Behrndt and M. Langer in [2] and has been developed further by them together with the first author of the present paper in [3]. The key tool provided by the theory of quasi-boundary triples is a convenient factorization of the resolvent difference in $\{1,2\}$. For the proof of our main theorem we combine this factorization with results on the compactness of the embedding of $H^1(\Omega)$ into
of the operator \( \sqrt{\alpha_2 - \alpha_1} (I - \Delta_{\mathbb{R}^n})^{-3/4} \); the proof of the most optimal \( \mathcal{S}_{p, \infty} \)-estimate is based on an asymptotic result proved by M. Cwikel in [8], conjectured earlier by B. Simon in [28].

A short outline of this paper looks as follows. In Section 2 we give an overview of some known results on quasi-boundary triples which are used in the further analysis and provide a quasi-boundary triple for the Laplacian on the half-space; furthermore we prove that for each two coefficients \( \alpha_1, \alpha_2 \) the operators \( A_{\alpha_1} \) and \( A_{\alpha_2} \) have joint points in their resolvent sets and that \( A_\alpha \) is selfadjoint if and only if \( \alpha \) is real-valued. In Section 3 we establish sufficient conditions for the resolvent difference (1.2) to be compact or even to belong to certain Schatten-von Neumann classes. The paper concludes with some corollaries of the main results.

Let us fix some notation. If \( T \) is a linear operator from a Hilbert space \( \mathcal{H} \) into a Hilbert space \( \mathcal{G} \) we denote by \( \text{dom} \, T, \text{ran} \, T, \text{and ker} \, T \) its domain, range, and kernel, respectively. If \( T \) is densely defined, we write \( T^\ast \) for the adjoint operator of \( T \). If \( \Theta \) and \( \Lambda \) are linear relations from \( \mathcal{H} \) to \( \mathcal{G} \), i.e., linear subspaces of \( \mathcal{H} \times \mathcal{G} \), we define their sum to be

\[
\Theta + \Lambda = \{ \{ f, g_\Theta + g_\Lambda \} : \{ f, g_\Theta \} \in \Theta, \{ f, g_\Lambda \} \in \Lambda \}.
\]

We write \( T \in \mathcal{B}(\mathcal{H}, \mathcal{G}) \), if \( T \) is a bounded, everywhere defined operator from \( \mathcal{H} \) into \( \mathcal{G} \); if \( \mathcal{G} = \mathcal{H} \) we simply write \( T \in \mathcal{B}(\mathcal{G}) \). For a closed operator \( T \) in \( \mathcal{H} \) we denote by \( \rho(T) \) and \( \sigma(T) \) its resolvent set and spectrum, respectively. Moreover, \( \sigma_d(T) \) denotes the discrete spectrum of \( T \), i.e., the set of all eigenvalues of \( T \) which are isolated in \( \sigma(T) \) and have finite algebraic multiplicity, and \( \sigma_{\text{ess}}(T) \) is the essential spectrum of \( T \), which consists of all points \( \lambda \in \mathbb{C} \) such that \( T - \lambda \) is not a semi-Fredholm operator. Finally, for a bounded, measurable function \( \alpha : \mathbb{R}^n \to \mathbb{C} \) we denote its norm by \( \| \alpha \|_\infty = \sup_{x \in \mathbb{R}^n} |\alpha(x)| \). Furthermore, for simplicity we identify \( \alpha \) with the corresponding multiplication operator in \( L^2(\mathbb{R}^n) \).

### 2. Quasi-boundary triples and Robin Laplacians on a half-space

In this section we provide some general facts on quasi-boundary triples as introduced in [2]. Afterwards we apply the theory to the Robin Laplacian in (1.1). Let us start with the basic definition.

**Definition 2.1.** Let \( A \) be a closed, densely defined, symmetric operator in a Hilbert space \( (\mathcal{H}, (\cdot, \cdot)_\mathcal{H}) \). We say that \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is a quasi-boundary triple for \( A^\ast \), if \( T \subset A^\ast \) is an operator satisfying \( T = A^\ast \) and \( \Gamma_0 \) and \( \Gamma_1 \) are linear mappings defined on \( \text{dom} \, T \) with values in the Hilbert space \( (\mathcal{G}, (\cdot, \cdot)_\mathcal{G}) \) such that the following conditions are satisfied.

(i) \( \Gamma := (\Gamma_i)_1^{\infty} : \text{dom} \, T \to \mathcal{G} \times \mathcal{G} \) has a dense range.

(ii) The abstract Green identity

\[
(Tf, g)_{\mathcal{H}} - (f, Tg)_{\mathcal{H}} = (\Gamma_1 f, \Gamma_0 g)_{\mathcal{G}} - (\Gamma_0 f, \Gamma_1 g)_{\mathcal{G}}
\]

holds for all \( f, g \in \text{dom} \, T \).

(iii) \( A_0 := T \upharpoonright \ker \Gamma_0 = A^\ast \upharpoonright \ker \Gamma_0 \) is selfadjoint.

We set \( \mathcal{G}_i = \text{ran} \, \Gamma_i, \ i = 0, 1 \). Note that the definition of a quasi-boundary triple as given above is only a special case of the original one given in [2] for the adjoint of a closed, symmetric linear relation \( A \). We remark that if \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is
a quasi-boundary triple with the additional property \( \mathcal{G}_0 = \mathcal{G} \), then \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is a generalized boundary triple in the sense of \([11]\). Let us also mention that a quasi-boundary triple for \( A^* \) exists if and only if the deficiency indices \( \dim \ker(A^* + i) \) of \( A \) coincide. If \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is a quasi-boundary triple for \( A^* \) with \( T \) as in Definition 2.1 then \( A \) coincides with \( T \mid \ker \Gamma \).

The next proposition contains a sufficient condition for a triple \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) to be a quasi-boundary triple. For a proof see \([2\), Theorem 2.3\]; cf. also \([3\), Theorem 2.3\).

**Proposition 2.2.** Let \( \mathcal{H} \) and \( \mathcal{G} \) be Hilbert spaces and let \( T \) be a linear operator in \( \mathcal{H} \). Assume that \( \Gamma_0, \Gamma_1 : \text{dom} \, T \rightarrow \mathcal{G} \) are linear mappings such that the following conditions are satisfied:

(a) \( \Gamma := (\frac{\Gamma_1}{\Gamma_0}) : \text{dom} \, T \rightarrow \mathcal{G} \times \mathcal{G} \) has a dense range.

(b) The identity \((2.1)\) holds for all \( f, g \in \text{dom} \, T \).

(c) \( T \mid \ker \Gamma_0 \) contains a selfadjoint operator.\n
Then \( A := T \mid \ker \Gamma \) is a closed, densely defined, symmetric operator in \( \mathcal{H} \) and \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is a quasi-boundary triple for \( A^* \).

Let us recall next the definition of two related analytic objects, the \( \gamma \)-field and the Weyl function associated with a quasi-boundary triple.

**Definition 2.3.** Let \( A \) be a closed, densely defined, symmetric operator in \( \mathcal{H} \) and let \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a quasi-boundary triple for \( A^* \) with \( T \) as in Definition 2.1 and \( A_0 = T \mid \ker \Gamma_0 \). Then the operator-valued functions \( \gamma \) and \( M \) defined by

\[ \gamma(\lambda) := (\Gamma_0 \mid \ker(T - \lambda))^{-1} \] and \( M(\lambda) := \Gamma_1 \gamma(\lambda), \quad \lambda \in \rho(A_0), \]

are called the \( \gamma \)-field and the Weyl function, respectively, corresponding to the triple \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \).

These definitions coincide with the definitions of the \( \gamma \)-field and the Weyl function in the case that \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is an ordinary boundary triple, see \([10]\). It is an immediate consequence of the decomposition

\[ \text{dom} \, T = \text{dom} \, A_0 + \ker(T - \lambda) = \ker \Gamma_0 + \ker(T - \lambda), \quad \lambda \in \rho(A_0), \]

that the mappings \( \gamma(\lambda) \) and \( M(\lambda) \) are well-defined. Note that for each \( \lambda \in \rho(A_0) \), \( \gamma(\lambda) \) maps \( \mathcal{G}_0 \) onto \( \ker(T - \lambda) \subset \mathcal{H} \) and \( M(\lambda) \) maps \( \mathcal{G}_0 \) into \( \mathcal{G}_1 \). Furthermore, it follows immediately from the definitions of \( \gamma(\lambda) \) and \( M(\lambda) \) that

\[ \gamma(\lambda)\Gamma_0 f_\lambda = f_\lambda \quad \text{and} \quad M(\lambda)\Gamma_0 f_\lambda = \Gamma_1 f_\lambda, \quad f_\lambda \in \ker(T - \lambda), \]

holds for all \( \lambda \in \rho(A_0) \).

In the next proposition we collect some properties of the \( \gamma \)-field and the Weyl function; all statements can be found in \([2\), Proposition 2.6\].

**Proposition 2.4.** Let \( A \) be a closed, densely defined, symmetric operator in a Hilbert space \( \mathcal{H} \) and let \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a quasi-boundary triple for \( A^* \) with \( \gamma \)-field \( \gamma \) and Weyl function \( M \). Denote by \( A_0 \) the restriction of \( A^* \) to \( \ker \Gamma_0 \). Then for \( \lambda \in \rho(A_0) \) the following assertions hold.

(i) \( \gamma(\lambda) \) is a bounded, densely defined operator from \( \mathcal{G} \) into \( \mathcal{H} \).

(ii) The adjoint of \( \gamma(\lambda) \) can be expressed as

\[ \gamma(\lambda)^* = \Gamma_1 (A_0 - \lambda)^{-1} \in \mathcal{B}(\mathcal{H}, \mathcal{G}). \]
(iii) $M(\lambda)$ is a densely defined, in general unbounded operator in $\mathcal{G}$, whose range is contained in $\mathcal{G}_1$ and which satisfies $M(\lambda) \subset M(\lambda)^*$. 

A quasi-boundary triple provides a parametrization for a class of extensions of a closed, densely defined, symmetric operator $A$. If $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ is a quasi-boundary triple for $A^*$ with $T$ as in Definition 2.1 and $\Theta$ is a linear relation in $\mathcal{G}$, we denote by $A_\Theta$ the restriction of $T$ given by

$$A_\Theta f = T f, \quad \text{dom} \ A_\Theta = \left\{ f \in \text{dom} \ T : (1_1^T f, f) \in \Theta \right\}. \quad (2.4)$$

In contrast to the case of an ordinary boundary triple, this parametrization does not cover all extensions of $A$ which are contained in $A^*$, and selfadjointness of $\Theta$ does not imply selfadjointness or essential selfadjointness of $A_\Theta$; cf. [2 Proposition 4.11] for a counterexample and [2 Proposition 2.4]. The following proposition shows that under certain conditions $\rho(A_\Theta)$ is non-empty, and it implies a sufficient condition for selfadjointness of $A_\Theta$. It also provides a formula of Krein type for the resolvent difference of $A_\Theta$ and $A_0$. In the present form the proposition is a special case of [2 Theorem 2.8].

**Proposition 2.5.** Let $A$ be a closed, densely defined, symmetric operator in $\mathcal{H}$ and let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi-boundary triple for $A^*$ with $A_0 = A^* \upharpoonright \ker \Gamma_0$. Let $\gamma$ be the corresponding $\gamma$-field and $M$ the corresponding Weyl function. Furthermore, let $\Theta$ be a linear relation in $\mathcal{G}$ and assume that $(\Theta - M(\lambda))^{-1} \in B(\mathcal{G})$ is satisfied for some $\lambda \in \rho(A_0)$. Then $\lambda \in \rho(A_\Theta)$ and

$$(A_\Theta - \lambda)^{-1} - (A_0 - \lambda)^{-1} = \gamma(\lambda)(\Theta - M(\lambda))^{-1}\gamma(\lambda)^*$$

holds.

In order to construct a specific quasi-boundary triple for $-\Delta$ on the half-space $\mathbb{R}^{n+1}_+$, $n \geq 1$, let us recall some basic facts on traces of functions from Sobolev spaces. For proofs and further details see, e.g., [1]. We denote by $H^s(\mathbb{R}^{n+1}_+)$ and $H^s(\mathbb{R}^n)$ the $L^2$-based Sobolev spaces of order $s \geq 0$ on $\mathbb{R}^{n+1}_+$ and its boundary $\mathbb{R}^n$, respectively. The closure in $H^s(\mathbb{R}^{n+1}_+)$ of the space of infinitely-differentiable functions with a compact support is denoted by $H^s_0(\mathbb{R}^{n+1}_+)$. The trace map $C^\infty(\mathbb{R}^{n+1}_+) \ni f \mapsto f|_{\mathbb{R}^n} \in C^\infty(\mathbb{R}^n)$ and the trace of the derivative $C^\infty(\mathbb{R}^{n+1}_+) \ni f \mapsto \partial_\nu f|_{\mathbb{R}^n} = -\frac{\partial}{\partial x_{n+1}} f|_{\mathbb{R}^n} \in C^\infty(\mathbb{R}^n)$ in the direction of the normal vector field pointing outwards of $\mathbb{R}^{n+1}_+$ extend by continuity to $H^s(\mathbb{R}^{n+1}_+)$, $s > 3/2$, such that the mapping

$$H^s(\mathbb{R}^{n+1}_+) \ni f \mapsto \left( f|_{\mathbb{R}^n}, \partial_\nu f|_{\mathbb{R}^n} \right) \in H^{s-1/2}(\mathbb{R}^n) \times H^{s-3/2}(\mathbb{R}^n)$$

is well-defined and surjective onto $H^{s-1/2}(\mathbb{R}^n) \times H^{s-3/2}(\mathbb{R}^n)$. Moreover, this mapping can be extended to the spaces

$$H^s_\lambda(\mathbb{R}^{n+1}_+) := \left\{ f \in H^s(\mathbb{R}^{n+1}_+) : \Delta f \in L^2(\mathbb{R}^{n+1}_+) \right\}, \quad s \geq 0;$$

cf. [1] [18] [19] [25]. We remark that for $s \geq 2$ the latter space coincides with the usual Sobolev space $H^s(\mathbb{R}^n)$. In contrast to the case $s \geq 2$, the mapping

$$H^s_\lambda(\mathbb{R}^{n+1}_+) \ni f \mapsto \left( f|_{\mathbb{R}^n}, \partial_\nu f|_{\mathbb{R}^n} \right) \in H^{s-1/2}(\mathbb{R}^n) \times H^{s-3/2}(\mathbb{R}^n), \quad s \in [0, 2),$$
is not surjective onto the product $H^{s-1/2}(\mathbb{R}^n) \times H^{s-3/2}(\mathbb{R}^n)$, but the separate mappings

$$H^s(\mathbb{R}^{n+1}_+) \ni f \mapsto f|_{\mathbb{R}^n} \in H^{s-1/2}(\mathbb{R}^n), \quad s \in [0, 2),$$

and

$$(2.5) \quad H^s(\mathbb{R}^{n+1}_+) \ni f \mapsto \partial_\nu f|_{\mathbb{R}^n} \in H^{s-3/2}(\mathbb{R}^n), \quad s \in [0, 2),$$

are surjective onto $H^{s-1/2}(\mathbb{R}^n)$ and $H^{s-3/2}(\mathbb{R}^n)$, respectively.

Let us introduce the operator realizations of $-\Delta$ in $L^2(\mathbb{R}^{n+1}_+)$ given by

$$(2.6) \quad Af = -\Delta f, \quad \text{dom} \, A = H^2_0(\mathbb{R}^{n+1}_+),$$

and

$$(2.7) \quad T f = -\Delta f, \quad \text{dom} \, T = H^{3/2}(\mathbb{R}^{n+1}_+),$$

and the boundary mappings $\Gamma_0$ and $\Gamma_1$ defined by

$$\Gamma_0 f = \partial_\nu f|_{\mathbb{R}^n}, \quad \Gamma_1 f = f|_{\mathbb{R}^n}, \quad f \in \text{dom} \, T.$$

Furthermore, let us mention that the Neumann operator

$$(2.8) \quad A_N f = -\Delta f, \quad \text{dom} \, A_N = \{ f \in H^2(\mathbb{R}^{n+1}_+): \partial_\nu f|_{\mathbb{R}^n} = 0 \},$$

is selfadjoint in $L^2(\mathbb{R}^{n+1}_+)$ and its spectrum is given by $\sigma(A_N) = [0, \infty)$; see, e.g., [19 Chapter 9]. We prove now that the mappings $\Gamma_0$ and $\Gamma_1$ in (2.7) provide a quasi-boundary triple for $A_N^*$ with $A_0 := A^* \upharpoonright \ker \Gamma_0 = A_N$.

**Proposition 2.6.** The operator $A$ in (2.4) is closed, densely defined, and symmetric, and the triple $\{G, \Gamma_0, \Gamma_1\}$ with $G = L^2(\mathbb{R}^n)$ and $\Gamma_0, \Gamma_1$ defined in (2.7) is a quasi-boundary triple for $A^*$. Moreover, $A^* \upharpoonright \ker \Gamma_0 = A_N$ holds. For $\lambda \in \rho(A_N)$ the associated $\gamma$-field is given by the Poisson operator

$$(2.9) \quad \gamma(\lambda) \partial_\nu \lambda|_{\mathbb{R}^n} = f_\lambda, \quad f_\lambda \in \ker(T - \lambda),$$

and the associated Weyl function is given by the Neumann-to-Dirichlet map

$$(2.10) \quad M(\lambda) \partial_\nu \lambda|_{\mathbb{R}^n} = f_\lambda|_{\mathbb{R}^n}, \quad f_\lambda \in \ker(T - \lambda),$$

and satisfies $M(\lambda) \in \mathcal{B}(L^2(\mathbb{R}^n))$.

**Proof.** We verify the conditions (a)–(c) of Proposition 2.2. The mapping

$$H^2(\mathbb{R}^{n+1}_+) \ni f \mapsto \left( \partial_\nu f|_{\mathbb{R}^n} \right) \in H^{1/2}(\mathbb{R}^n) \times H^{3/2}(\mathbb{R}^n)$$

is surjective, see above. Since it is a restriction of the mapping $\Gamma = (\Gamma_0, \Gamma_1)$, the density of $H^{1/2}(\mathbb{R}^n) \times H^{3/2}(\mathbb{R}^n)$ in $L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n)$ yields (a). Condition (b) is just the usual second Green identity,

$$(-\Delta f, g) - (f, -\Delta g) = (f|_{\mathbb{R}^n}, \partial_\nu g|_{\mathbb{R}^n}) - (\partial_\nu f|_{\mathbb{R}^n}, g|_{\mathbb{R}^n}),$$

for $f, g \in H^{3/2}(\mathbb{R}^{n+1}_+$, which can be found in, e.g., [14 Theorem 5.5]; here the inner products in $L^2(\mathbb{R}^{n+1}_+$ and in $L^2(\mathbb{R}^n)$ both are denoted by $(\cdot, \cdot)$. In order to verify (c) we observe that the operator $T \upharpoonright \ker \Gamma_0$ is $-\Delta$ on the domain

$$\left\{ f \in H^{3/2}(\mathbb{R}^{n+1}_+): \partial_\nu f|_{\mathbb{R}^n} = 0 \right\}$$

in $L^2(\mathbb{R}^{n+1}_+$, which contains the domain of the selfadjoint Neumann operator $A_N$ in (2.8). Thus by Proposition 2.2 $\{L^2(\mathbb{R}^n), \Gamma_0, \Gamma_1\}$ is a quasi-boundary triple for
A* and the statements on A are true. In particular, \( T \restriction \ker \Gamma_0 \) coincides with the Neumann operator \( A_N \). The representations (2.9) and (2.10) follow immediately from (2.3) and the definition of the boundary mappings \( \Gamma_0 \) and \( \Gamma_1 \). It remains to show that \( M(\lambda) \) is bounded and everywhere defined. Since by Proposition 2.7 (iii) \( M(\lambda) \subset M(\lambda)^* \) holds for each \( \lambda \in \rho(A_N) \) and the latter operator is closed, \( M(\lambda) \) is closable. It follows from \( \dom M(\lambda) = \ran \Gamma_0 = L^2(\mathbb{R}^n) \), see (2.5), that \( M(\lambda) \) is even closed and, hence, \( M(\lambda) \in \mathcal{B}(L^2(\mathbb{R}^n)) \) by the closed graph theorem. \( \square 
\)

For the sake of completeness we remark that the adjoint of \( A \) is given by

\[ A^* f = -\Delta f, \quad \dom A^* = \{ f \in L^2(\mathbb{R}^{n+1}_+) : \Delta f \in L^2(\mathbb{R}^{n+1}_+) \}, \]

but this will not play a role in our further considerations.

We are now able to provide some information on the operator \( A_\alpha \) in (1.1).

**Theorem 2.7.** Let \( \alpha \in W^{1,\infty}(\mathbb{R}^n) \). Then each \( \lambda < -\|\alpha\|_\infty^2 \) belongs to \( \rho(A_\alpha) \). Moreover, \( A_\alpha \) is selfadjoint if and only if \( \alpha \) is real-valued. In particular, in this case \( A_\alpha \) is semibounded from below by \(-\|\alpha\|_\infty^2\).

**Remark 2.8.** We emphasize that in certain cases the estimate for the spectrum of \( A_\alpha \) given in Theorem 2.7 is very rough. For example, if \( \alpha \) is a real, nonpositive function, the first Green identity implies that \( A_\alpha \) is even nonnegative.

**Proof of Theorem 2.7.** Let \( \{ L^2(\mathbb{R}^n), \Gamma_0, \Gamma_1 \} \) be the quasi-boundary triple for \( A^* \) in Proposition 2.6. \( \gamma \) the corresponding \( \gamma \)-field, and \( M \) the corresponding Weyl function. We verify first that with respect to the quasi-boundary triple \( \{ L^2(\mathbb{R}^n), \Gamma_0, \Gamma_1 \} \) in Proposition 2.6 the operator \( A_\alpha \) admits a representation \( A_\alpha = A_\Theta \) in the sense of (2.4) with

\[ \Theta = \left\{ \left( \begin{array}{c} \alpha f \\ f \end{array} \right) : f \in L^2(\mathbb{R}^n) \right\}. \]

In fact, it is obvious from the definitions that \( A_\alpha \subset A_\Theta \) holds, and it remains to show \( \dom A_\Theta \subset \dom T \). Let \( f \in \dom A_\Theta \cap \ker(T - \eta) \) and \( \eta \in \rho(A_N) \). By (2.9) there exist \( f_N, f_\eta \in \dom A_N \) and \( f_\eta \in \ker(T - \eta) \) with \( f = f_N + f_\eta \). Clearly, \( f_N \) belongs to \( H^2(\mathbb{R}^{n+1}_+) \). Moreover, \( f \) satisfies the boundary condition

\[ \alpha \Gamma_1 f - \Gamma_0 f = \Gamma_0 f_\eta; \]

in particular, \( \ran \Gamma_1 = H^1(\mathbb{R}^n) \) and the regularity assumption on \( \alpha \) imply \( \Gamma_0 f_\eta \in H^1(\mathbb{R}^n) \subset H^{1/2}(\mathbb{R}^n) \). Since the mapping \( f \mapsto \partial_\nu f \|_{\mathbb{R}^n} \) provides a bijection between \( H^2(\mathbb{R}^{n+1}_+) \cap \ker(T - \eta) \) and \( H^{1/2}(\mathbb{R}^n) \), see, e.g., [18, Section 3], it follows \( f_\eta \in H^2(\mathbb{R}^{n+1}_+) \). This shows \( f \in H^2(\mathbb{R}^{n+1}_+) \) and, hence, \( A_\Theta = A_\alpha \).

Let \( \lambda < -\|\alpha\|_\infty^2 \) be fixed. Then \( \lambda \in \rho(A_N) \) holds and by Proposition 2.5 in order to verify \( \lambda \in \rho(A_\alpha) \) it is sufficient to show \( 0 \in \rho(\Theta - M(\lambda)) \). Note first that \( \Theta \) is injective; hence we can write

\[ (\Theta - M(\lambda))^{-1} = \Theta^{-1}(I - M(\lambda)\Theta^{-1})^{-1}, \]

where the equality has first to be understood in the sense of linear relations. Since \( \Theta^{-1} = \alpha \in \mathcal{B}(L^2(\mathbb{R}^n)) \), we only need to show that \( I - M(\lambda)\Theta^{-1} \) has a bounded, everywhere defined inverse. In fact, the Neumann-to-Dirichlet map is given by

\[ M(\lambda) = (-\Delta_{\mathbb{R}^n} - \lambda)^{-1/2}, \]
where $\Delta_{\mathbb{R}^n}$ denotes the Laplacian in $L^2(\mathbb{R}^n)$, defined on $H^2(\mathbb{R}^n)$; cf., e.g., [19 Chapter 9]. In particular, $\|M(\lambda)\| = 1/\sqrt{-\lambda}$ holds. This implies $\|M(\lambda)\Theta^{-1}\| < 1$. Now (2.12) yields that $(\Theta - M(\lambda))^{-1}$ is a bounded operator, which is everywhere defined. This implies $\lambda \in \rho(A_\alpha)$.

It follows immediately from the Green identity that $A_\alpha$ is symmetric if and only if $\alpha$ is real-valued. In this case $A_\alpha$ is even selfadjoint as $\rho(A_\alpha) \cap \mathbb{R}$ is nonempty.

Since we have shown that each $\lambda < -\|\alpha\|_\infty^2$ belongs to $\rho(A_\alpha)$, the statement on the semiboundedness of $A_\alpha$ follows immediately. This completes the proof. □

3. COMPACTNESS AND SCHATTEN-VON NEUMANN ESTIMATES FOR RESOLVENT DIFFERENCES OF ROBIN LAPLACIANS

The present section is devoted to our main results on compactness and Schatten-von Neumann properties of the resolvent difference

$$(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1}$$

of two Robin Laplacians as in (1.1) with boundary coefficients $\alpha_1$ and $\alpha_2$ in dependence of the asymptotic behavior of $\alpha_2 - \alpha_1$. Let us shortly recall the definition of the Schatten-von Neumann classes and some of their basic properties. For more details see [15 Chapter II and III] and [29]. Let $\mathcal{S}_\infty(\mathcal{G}, \mathcal{H})$ denote the linear space of all compact linear operators mapping the Hilbert space $\mathcal{G}$ into the Hilbert space $\mathcal{H}$. Usually the spaces $\mathcal{G}$ and $\mathcal{H}$ are clear from the context and we simply write $\mathcal{S}_\infty$.

Definition 3.1. An operator $K \in \mathcal{S}_\infty$ is said to belong to the Schatten-von Neumann class $\mathcal{S}_p$ of order $p > 0$, if its singular values satisfy

$$\sum_{k=1}^{\infty} (s_k(K))^p < \infty.$$}

An operator $K$ is said to belong to the weak Schatten-von Neumann class $\mathcal{S}_{p,\infty}$ of order $p > 0$, if

$$s_k(K) = O(k^{-1/p}), \quad k \to \infty,$$

holds.

Some well-known properties of the Schatten-von Neumann classes are collected in the following lemma; for proofs see the above-mentioned references and [5 Lemma 2.3].

Lemma 3.2. For $p, q, r > 0$ the following assertions hold.

(i) Let $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$. If $K \in \mathcal{S}_p$ and $L \in \mathcal{S}_q$, then $KL \in \mathcal{S}_r$; if $K \in \mathcal{S}_{p,\infty}$ and $L \in \mathcal{S}_{q,\infty}$, then $KL \in \mathcal{S}_{r,\infty}$;

(ii) $K \in \mathcal{S}_p \iff K^* \in \mathcal{S}_p$ and $K \in \mathcal{S}_{p,\infty} \iff K^* \in \mathcal{S}_{p,\infty}$;

(iii) $\mathcal{S}_p \subset \mathcal{S}_{p,\infty}$ and $\mathcal{S}_{p,\infty} \subset \mathcal{S}_q$ for all $q > p$, but $\mathcal{S}_{p,\infty} \not\subset \mathcal{S}_p$. 


Let us now come to the investigation of compactness and Schatten-von Neumann properties of \(3.3\). The condition
\[
(3.2) \quad \mu(\{x \in \mathbb{R}^n : |\alpha(x)| \geq \varepsilon\}) < \infty \quad \text{for all } \varepsilon > 0
\]
for \(\alpha = \alpha_2 - \alpha_1\) turns out to be sufficient for the compactness of the resolvent difference \(3.1\), see Theorem \(3.6\) below; here \(\mu\) denotes the Lebesgue measure on \(\mathbb{R}^n\). We remark that the condition \(3.2\) includes, e.g., the case that \(\alpha\) belongs to \(L^q(\mathbb{R}^n)\) for some \(q \geq 1\), and the case that \(\sup_{|x| \geq r} |\alpha(x)| \to 0\) as \(r \to \infty\).

The following lemma contains the main ingredients of the proof of Theorem \(3.6\) and Theorem \(3.7\) below.

**Lemma 3.3.** Let \(K\) be a Hilbert space and let \(K \in \mathcal{B}(K, L^2(\mathbb{R}^n))\) be an operator with \(\text{ran } K \subset H^{3/2}(\mathbb{R}^n)\). Assume \(\alpha \in L^\infty(\mathbb{R}^n)\).

1. If \(\alpha\) satisfies the condition \(3.2\), then \(\alpha K \in \mathfrak{S}_\infty\).
2. If \(\alpha\) has a compact support or if \(n > 3\) and \(\alpha \in L^{2n/3}(\mathbb{R}^n)\), then
   \(\alpha K \in \mathfrak{S}_{\frac{2n}{3}, \infty}\).
3. If \(\alpha \in L^2(\mathbb{R}^n)\) and \(n \geq 3\), then
   \(\alpha K \in \mathfrak{S}_r \quad \text{for all } r > \frac{2n}{3}\).
4. If \(\alpha \in L^p(\mathbb{R}^n)\) for \(p \geq 2\) and \(p > \frac{2n}{3}\), then
   \(\alpha K \in \mathfrak{S}_p\).

**Proof.** Assume first that \(\alpha\) satisfies \(3.2\). Then there exists a sequence \(\Omega_1 \subset \Omega_2 \subset \ldots\) of smooth domains of finite measure whose union is all of \(\mathbb{R}^n\) such that for each \(m \in \mathbb{N}\) we have \(|\alpha(x)| < \frac{1}{m}\) for all \(x \in \mathbb{R}^n \setminus \Omega_m\). For each \(m \in \mathbb{N}\) let \(\chi_m\) be the characteristic function of the set \(\Omega_m\). Denote by \(P_m\) the canonical projection from \(L^2(\mathbb{R}^n)\) to \(L^2(\Omega_m)\) and by \(J_m\) the canonical embedding of \(L^2(\Omega_m)\) into \(L^2(\mathbb{R}^n)\). Then \(\text{ran } (P_m \chi_m K) \subset H^{3/2}(\Omega_m) \subset H^1(\Omega_m)\) and, by embedding estimates, \(P_m \chi_m K : K \to L^2(\Omega_m)\) is compact; see [12] Theorem 3.4 and Theorem 4.11] and [13] Chapter V]. Since \(\alpha J_m\) is bounded, it turns out that \(\alpha \chi_m K = \alpha J_m P_m \chi_m K\) is compact. From the assumption \(3.2\) on \(\alpha\) it follows easily that the sequence of operators \(\alpha \chi_m K\) converges to \(\alpha K\) in the operator-norm topology. Thus also \(\alpha K\) is compact, which is the assertion of item (i).

Let us assume that \(\alpha\) has a compact support and that \(\Omega \subset \mathbb{R}^n\) is a bounded, smooth domain with \(\Omega \supset \text{supp } \alpha\). Let \(P\) be the canonical projection in \(L^2(\mathbb{R}^n)\) onto \(L^2(\Omega)\) and let \(J\) be the canonical embedding of \(L^2(\Omega)\) into \(L^2(\mathbb{R}^n)\), and let \(\tilde{\alpha} := \alpha|\Omega\). Since \(\text{ran } (P \tilde{\alpha} K) \subset H^{3/2}(\Omega)\) and \(\Omega\) is a bounded, smooth domain, the embedding operator from \(H^{3/2}(\Omega)\) into \(L^2(\Omega)\) is contained in the class \(\mathfrak{S}_{\frac{2n}{3}, \infty}\), see [23] Theorem 7.8]. It follows \(P K \in \mathfrak{S}_{\frac{2n}{3}, \infty}\) as a mapping from \(K\) into \(L^2(\Omega)\). Since \(J \tilde{\alpha}\) is bounded, we obtain \(\alpha K = J \tilde{\alpha} P K \in \mathfrak{S}_{\frac{2n}{3}, \infty}\).

The proofs of the remaining statements make use of spectral estimates for the operator \(\alpha D\) in \(L^2(\mathbb{R}^n)\) with
\[
(3.3) \quad D = (I - \Delta_{\mathbb{R}^n})^{-3/4} = g(-i\nabla), \quad g(x) = (1 + |x|^2)^{-3/4}, \quad x \in \mathbb{R}^n,
\]
where the formal notation \(g(-i\nabla)\) can be made precise with the help of the Fourier transformation. We remark that \(D\), regarded as an operator from \(L^2(\mathbb{R}^n)\) into
is an isometric isomorphism. Recall that a function $f$ is said to belong to the weak Lebesgue space $L^{p,\infty}(\mathbb{R}^n)$ for some $p > 0$, if the condition
\[
\sup_{t>0} \left( t^p \mu \{ x \in \mathbb{R}^n : |f(x)| > t \} \right) < \infty
\]
is satisfied, where $\mu$ denotes the Lebesgue measure on $\mathbb{R}^n$. The function $g$ in (3.3) belongs to $L^{2n/3,\infty}(\mathbb{R}^n)$. In fact, one easily verifies that the set $\{ x \in \mathbb{R}^n : |g(x)| > t \}$ is contained in the ball of radius $t^{-2/3}$ centered at the origin, and the formula for the volume of a ball leads to the claim. Let now $n > 3$ and $\alpha \in L^{2n/3}(\mathbb{R}^n)$. Then a result by M. Cwikel in [8] yields $\alpha D \in S^{r,\infty}$, see also [29, Theorem 4.2]. We conclude
\[
\alpha K = \alpha DD^{-1}K \in S^{r,\infty},
\]
which is the assertion of (iii).

Let now $\alpha \in L^p(\mathbb{R}^n)$ for $p \geq 2$ and $p > 2n/3$. As above, $g \in L^p(\mathbb{R}^n)$ and [29, Theorem 4.1] yields $\alpha D \in S_p$. Hence, $\alpha K = \alpha DD^{-1}K \in S_p$, which completes the proof of (iv).

Remark 3.4. The condition in Lemma 3.3 (i) can still be slightly weakened using the optimal prerequisites on a domain $\Omega$ which imply compactness of the embedding of $H^1(\Omega)$ into $L^2(\Omega)$; see, e.g., [13, Chapter VIII]. To avoid too inconvenient and technical assumptions, we restrict ourselves to the above condition.

We continue with giving a factorization of the resolvent difference of two Robin Laplacians. It is based on the formula of Krein type in Proposition 2.5 and will be crucial for the proofs of our main results. We remark that an analogous formula as below is well known for ordinary boundary triples and abstract boundary conditions, see [10, Proof of Theorem 2].

Lemma 3.5. Let $\alpha_1, \alpha_2 \in W^{1,\infty}(\mathbb{R}^n)$ and let $A_{\alpha_1}, A_{\alpha_2}$ be the corresponding Robin Laplacians as in (1.1). Then
\[
(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1} = \gamma(\lambda) (I - \alpha_1 M(\lambda))^{-1} (\alpha_2 - \alpha_1) (I - M(\lambda) \alpha_2)^{-1} \gamma(\lambda)^*,
\]
holds for each $\lambda < -\max\{\|\alpha_1\|_\infty, \|\alpha_2\|_\infty\}$, where $\gamma(\lambda)$ is the Poisson operator in (2.9) and $M(\lambda)$ is the Neumann-to-Dirichlet map in (2.10).
Proof. Let $A$ be given as in (2.6) and let $\{L^2(\mathbb{R}^n), \Gamma_0, \Gamma_1\}$ be the quasi-boundary triple for $A^*$ in Proposition 2.6 so that $\gamma$ is the corresponding $\gamma$-field and $M$ is the corresponding Weyl function. Let us fix $\lambda$ as in the proposition. Then $\lambda$ belongs to $\rho(A_{\alpha_1}) \cap \rho(A_{\alpha_2})$ by Theorem 2.7. Moreover, if $\Theta_1$ and $\Theta_2$ denote the linear relations corresponding to $\alpha_1$ and $\alpha_2$, respectively, as in (2.4), then we have

\[
(\Theta_2 - M(\lambda))^{-1} - (\Theta_1 - M(\lambda))^{-1} = \alpha_2(I - M(\lambda)\alpha_2)^{-1} - (I - \alpha_1 M(\lambda))^{-1} \alpha_1 \\
= (I - \alpha_1 M(\lambda))^{-1} (I - \alpha_1 M(\lambda)\alpha_2 - \alpha_1(I - M(\lambda)\alpha_2))(I - M(\lambda)\alpha_2)^{-1},
\]

which, together with Proposition 2.4, completes the proof. \qed

The following two theorems contain the main results of the present paper. Since their proofs have similar structures, we give a joint proof below. The first of the two main theorems states that under the condition (3.2) on $\alpha = \alpha_2 - \alpha_1$ the resolvent difference (3.1) is compact.

**Theorem 3.6.** Let $\alpha_1, \alpha_2 \in W^{1,\infty}(\mathbb{R}^n)$, let $A_{\alpha_1}, A_{\alpha_2}$ be the corresponding operators as in (1.1), and let $\alpha := \alpha_2 - \alpha_1$ satisfy (3.2). Then

\[(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1} \in \mathfrak{S}_\infty\]

holds for each $\lambda \in \rho(A_{\alpha_1}) \cap \rho(A_{\alpha_2})$, and, in particular, $\sigma_{\text{ess}}(A_{\alpha_1}) = \sigma_{\text{ess}}(A_{\alpha_2})$.

As mentioned before, the condition (3.2) covers the case that $\alpha$ belongs to $L^p(\mathbb{R}^n)$ for an arbitrary $p > 0$. For certain $p$, if $\alpha \in L^p(\mathbb{R}^n)$, the result of Theorem 3.6 can be improved as follows.

**Theorem 3.7.** Let $\alpha_1, \alpha_2 \in W^{1,\infty}(\mathbb{R}^n)$, let $A_{\alpha_1}, A_{\alpha_2}$ be the corresponding operators as in (1.1), and let $\alpha := \alpha_2 - \alpha_1$. Then for $\lambda \in \rho(A_{\alpha_1}) \cap \rho(A_{\alpha_2})$ the following assertions hold.

(i) If $\alpha$ has a compact support or if $n > 3$ and $\alpha \in L^{n/3}(\mathbb{R}^n)$, then

\[(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1} \in \mathfrak{S}_{\frac{n}{3},\infty}.
\]

(ii) If $\alpha \in L^1(\mathbb{R}^n)$ and $n \geq 3$, then

\[(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1} \in \mathfrak{S}_r \quad \text{for all } r > \frac{n \alpha}{3}.
\]

(iii) If $\alpha \in L^p(\mathbb{R}^n)$ for $p > 1$ and $p > n/3$, then

\[(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1} \in \mathfrak{S}_p.
\]

**Proof of Theorem 3.6 and Theorem 3.7.** Let us fix $\lambda < -\max\{\|\alpha_1\|_{\infty}^2, \|\alpha_2\|_{\infty}^2\}$. We first observe that

\[(3.4) \quad \text{ran} ((I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^*) \subset H^{3/2}(\mathbb{R}^n).
\]

Note first that dom $A_N \subset H^2(\mathbb{R}^{n+1})$ and Proposition 2.4 (ii) imply ran $\gamma(\lambda)^* \subset H^{3/2}(\mathbb{R}^n)$. Thus, for $\varphi \in \text{ran} (I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^*$ we have $\varphi - M(\lambda)\alpha_2 \varphi \in H^{3/2}(\mathbb{R}^n)$, and ran $M(\lambda) \subset H^1(\mathbb{R}^n)$ implies $\varphi \in H^1(\mathbb{R}^n)$. Since $\alpha_2 \varphi$ belongs to $H^1(\mathbb{R}^n)$, $M(\lambda)\alpha_2 \varphi$ automatically belongs to $H^2(\mathbb{R}^n)$; this can be seen as in the proof of Theorem 2.7 see also [18, Section 3]. This proves (3.4). Analogously also

\[(3.5) \quad \text{ran} ((I - M(\lambda)\alpha_1)^{-1} \gamma(\lambda)^*) \subset H^{3/2}(\mathbb{R}^n).
\]
holds. The factorization given in Lemma 3.3 can be written as

\[(A_{\alpha_2} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1}\]

\[= \gamma(\lambda) (I - \alpha_1 M(\lambda))^{-1} \sqrt{\alpha_1} \sqrt{\alpha_1} (I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^*,\]

where \(\alpha(x)\) is given by 0 if \(\alpha(x) = 0\) and by \(\alpha(x)/|\alpha(x)|\) if \(\alpha(x) \neq 0\).

If \(\alpha\) satisfies (3.2), then the same holds for \(\alpha\) replaced by \(\sqrt{|\alpha|}\). Now (3.4) and Lemma 3.3 (i) imply

\[\sqrt{|\alpha|}(I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^* \in \mathcal{S}_\infty.\]

Since \(\gamma(\lambda) (I - \alpha_1 M(\lambda))^{-1} \sqrt{\alpha_1} \in B(L^2(\mathbb{R}^n))\), the assertion of Theorem 3.6 follows from (3.3).

If \(\alpha\) has a compact support or if \(n > 3\) and \(\alpha\) belongs to \(L^{n/3}(\mathbb{R}^n)\), then \(\sqrt{|\alpha|}\)
has a compact support or belongs to \(L^{2n/3}(\mathbb{R}^n)\), respectively; thus (3.4) and (3.5) together with Lemma 3.3 (ii) imply

\[\sqrt{|\alpha|}(I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^* \in \mathcal{S}_{2\infty}\]

and \(\sqrt{|\alpha|}(I - M(\lambda)\alpha_2)^{-1} \gamma(\lambda)^* \in \mathcal{S}_{\infty}\).

Taking the adjoint of the latter operator, Lemma 3.2 (i) and (ii) and 3.6 yield Theorem 3.7 (i).

The proofs of Theorem 3.7 (ii) and (iii) are completely analogous; one uses Lemma 3.3 (iii) and (iv), respectively, instead of item (ii).

As an immediate consequence of Theorem 3.7 we obtain the following result concerning scattering theory. Note that in the case \(n < 3\) and \(\alpha_2 - \alpha_1 \in L^1(\mathbb{R}^n)\) Theorem 3.7 (iii) implies that the difference (3.1) is contained in the trace class \(\mathcal{S}_1\). Now basic statements from scattering theory yield the following corollary, see, e.g., [24, Theorem X.4.12].

**Corollary 3.8.** Let \(n < 3\) and let \(\alpha_1, \alpha_2 \in W^{1,\infty}(\mathbb{R}^n)\) be real-valued with \(\alpha_2 - \alpha_1 \in L^1(\mathbb{R}^n)\). Then wave operators for the pair of selfadjoint operators \(\{A_{\alpha_1}, A_{\alpha_2}\}\) exist and are complete. Moreover, the absolutely continuous spectra of \(A_{\alpha_1}\) and \(A_{\alpha_2}\) coincide and their absolutely continuous parts are unitarily equivalent.

We would like to put some emphasis on the important special case \(\alpha_1 = 0\), in which \(A_{\alpha_1}\) is the selfadjoint Neumann operator \(A_N\) in (2.3). In this situation Theorem 3.6 and Theorem 3.7 read as follows. Recall that the spectrum of \(A_N\) has the simple structure \(\sigma(A_N) = \sigma_{\text{ess}}(A_N) = [0, \infty)\).

**Corollary 3.9.** Let \(\alpha \in W^{1,\infty}(\mathbb{R}^n)\) satisfy (3.2) and let \(A_\alpha\) be the operator in (1.1). Then

\[(A_\alpha - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathcal{S}_\infty\]

holds for each \(\lambda \in \rho(A_{\alpha_1}) \cap \rho(A_{\alpha_2})\), and, in particular, \(\sigma_{\text{ess}}(A_\alpha) = [0, \infty)\).

**Corollary 3.10.** Let \(\alpha \in W^{1,\infty}(\mathbb{R}^n)\) and let \(A_\alpha\) be the operator in (1.1). Then for \(\lambda \in \rho(A_\alpha) \cap \rho(A_N)\) the following assertions hold.

(i) If \(\alpha\) has a compact support or if \(n > 3\) and \(\alpha \in L^{n/3}(\mathbb{R}^n)\), then

\[(A_\alpha - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathcal{S}_{2\infty}.

(ii) If \(\alpha \in L^1(\mathbb{R}^n)\) and \(n \geq 3\), then

\[(A_\alpha - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathcal{S}_r\]

for all \(r > \frac{n}{3}\).
(iii) If \( \alpha \in L^p(\mathbb{R}^n) \) for \( p \geq 1 \) and \( p > n/3 \), then
\[
(A_{\alpha} - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathcal{S}_p.
\]

As a consequence of Corollary 3.9, applying [27, Proposition 5.11 (v) and (vii)] we obtain the following statement on the absolutely continuous part of \( A_\alpha \), if \( \alpha \) is real-valued.

**Corollary 3.11.** Let \( \alpha \in W^{1,\infty}(\mathbb{R}^n) \) be real-valued satisfying (3.2) and let \( A_\alpha \) be the selfadjoint operator in (1.1). Then \( A_N \) and the absolutely continuous part of \( A_\alpha \) are unitarily equivalent.

We conclude our paper with an observation connected with the speed of accumulation of the discrete spectrum of the operator \( A_\alpha \), where \( \alpha \) is a complex-valued function subject to the condition (3.2). As Corollary 3.9 shows, the essential spectrum of \( A_\alpha \) in this case is given by \([0, \infty)\) and, additionally, discrete, (in general) non-real eigenvalues may appear. The following statement combines our main result with some recent advances in the theory of non-selfadjoint perturbations of selfadjoint operators; it is based on [22, Theorem 2.1].

**Corollary 3.12.** Let \( \alpha \in W^{1,\infty}(\mathbb{R}^n) \) and let \( A_\alpha \) be the operator in (1.1). Then for all \( a > \|\alpha\|_\infty^2 \) the following assertions hold.

(i) If \( \alpha \in L^p(\mathbb{R}^n) \) for \( p \geq 1 \) and \( p > n/3 \), then
\[
\sum_{\lambda \in \sigma_d(A_\alpha)} \text{dist}((\lambda + a)^{-1}, [0, a^{-1}])^p < \infty.
\]

(ii) If \( n \geq 3 \) and \( \alpha \in L^{n/3}(\mathbb{R}^n) \), then
\[
\sum_{\lambda \in \sigma_d(A_\alpha)} \text{dist}((\lambda + a)^{-1}, [0, a^{-1}])^{\frac{4}{3} + \varepsilon} < \infty \quad \text{for all} \quad \varepsilon > 0.
\]

Above the eigenvalues in the discrete spectrum are counted according to their algebraic multiplicities, and \( \text{dist}(\cdot, \cdot) \) denotes the usual distance in the complex plane.

For the proof recall that the numerical range of a bounded operator \( A \) in a Hilbert space \( \mathcal{H} \) is defined as
\[
\text{Num}(A) := \{(Af, f)_{\mathcal{H}} : f \in \mathcal{H}, \|f\|_{\mathcal{H}} = 1\}.
\]

**Proof.** Let us assume first \( \alpha \in L^p(\mathbb{R}^n) \) for some \( p \geq 1 \) with \( p > n/3 \). Clearly \(-a \in \rho(A_N)\) and by Theorem 2.7 also \(-a \in \rho(A_\alpha)\). In view of the assumptions on \( \alpha \) it follows from Corollary 3.10 (iii) that
\[
(a + A_\alpha)^{-1} - (a + A_N)^{-1} \in \mathcal{S}_p.
\]
The operator \((a + A_N)^{-1}\) is bounded and selfadjoint and it has a purely essential spectrum given by \([0, a^{-1}]\). Since
\[
\text{Num}((a + A_N)^{-1}) = \sigma((a + A_N)^{-1}) = [0, a^{-1}]
\]
and, trivially,
\[
\lambda \in \sigma_d(A_\alpha) \iff (\lambda + a)^{-1} \in \sigma_d((a + A_\alpha)^{-1}),
\]
the claim of (i) follows from [22, Theorem 2.1].

The proof of (ii) uses Corollary 3.10 (i) and (ii) instead of item (iii) and is completely analogous. \( \square \)
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