Holographic Schwinger effect with a moving D3-brane
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We study the Schwinger effect with a moving D3-brane in a $\mathcal{N}$=4 SYM plasma with the aid of AdS/CFT correspondence. We discuss the test particle pair moving transverse and parallel to the plasma wind respectively. It is found that for both cases the presence of velocity tends to increase the Schwinger effect. In addition, the velocity has a stronger influence on the Schwinger effect when the pair moves transverse to the plasma wind rather than parallel.
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I. INTRODUCTION

Schwinger effect is an interesting phenomenon in quantum electrodynamics (QED) [1]. The virtual particles can be materialized and turn into real particles due to the presence of an external strong electric field. The production rate $\Gamma$ has been studied for the case of weak-coupling and weak-field long time ago [1]

$$\Gamma \sim \exp\left(-\frac{\pi m^2}{eE}\right),$$

(1)

where $e$, $m$ and $E$ are the elementary electric charge, the electron mass and the external electric field, respectively. In this case, there is no critical field. Thirty years later, the calculation of $\Gamma$ has been generalized to the case of arbitrary-coupling and weak-field regime [2]

$$\Gamma \sim \exp\left(-\frac{\pi m^2}{eE} + \frac{e^2}{4}\right).$$

(2)

In this case, the exponential suppression vanishes when one takes $eE_c = (4\pi/e^2)m^2 \simeq 137m^2$. However, the critical value $E_c$ does not agree with the weak-field condition $eE \ll m^2$. Thus, it seems to be an obstacle to evaluate the critical field under the weak-field condition. One step further, we don’t know whether the catastrophic decay really occur or not.

Interestingly, there exists a critical value of the electric field in string theory, and the results in string theory suggest that the catastrophic vacuum decay can really occur in some cases [3, 4]. It is well known that the string theory can dual to the gauge theory through the AdS/CFT correspondence [5–7]. Therefore, it is of great interest to study the Schwinger effect in a holographic setup. On the other hand, the Schwinger effect might not be intrinsic only for QED but rather a general feature for QFTs coupled to an U(1) gauge field. Recently, Semenoff and Zarembo argued [8] that one can realize a $\mathcal{N}$ = 4 SYM theory system that coupled with an U(1) gauge field through the Higgs mechanism. In this approach, the production rate of the fundamental particles, at large $\mathcal{N}$ and large ’t Hooft coupling $\lambda \equiv Ng_Y^2$, has been evaluated as

$$\Gamma \sim \exp\left[-\frac{\sqrt{\lambda}}{2}\left(\sqrt{\frac{E_c}{E}} - \sqrt{\frac{E}{E_c}}\right)^2\right], \quad E_c = \frac{2\pi m^2}{\sqrt{\lambda}},$$

(3)

intriguingly, the critical electric field $E_c$ completely agrees with the Dirac-Born-Infeld (DBI) result. Motivated by [8], there are many attempts to address the Schwinger effect in this direction. For instance, the potential analysis for the pair creation is studied in [9]. The universal aspects of the Schwinger effect in general backgrounds with an external homogeneous electric field are analyzed in [10]. The Schwinger effect in confining backgrounds is discussed in [11]. The Schwinger effect with constant electric and magnetic fields has been investigated in [12, 13]. The consequences
of the Schwinger effect for conductivity has been addressed in \cite{14}. Other related results can be found, for example in \cite{15-21}. For reviews on this topic, see \cite{22} and references therein.

Now we would like to study the influence of velocity on the Schwinger effect. The motivation comes from the experiments: the particles are not produced at rest but observed moving with relativistic velocities through the medium, so the effect of velocity should be taken into account. For that reason, the velocity effect on some quantities has been studied. For example, the influence of velocity on the Im$V_{\bar{Q}Q}$ is investigated in \cite{23}. The velocity effect on the entropic force is analyzed in \cite{24}. As the Schwinger effect with a static D3-brane has been discussed in \cite{9}, it is also of interest to extend this study to the case of a moving D3-brane. In this paper, we would like to see how velocity affects the Schwinger effect. This is the purpose of the present work.

The paper is organized as follows. In the next section, we briefly review the Schwarzschild AdS$_5 \times S^5$ background and boost the frame in one direction. In section 3, we perform the potential analysis for the pair moving transverse and parallel to the plasma wind respectively. Also, we calculate the critical electric field by DBI action. The last part is devoted to conclusion and discussion.

II. SETUP

Let us briefly introduce the Schwarzschild AdS$_5 \times S^5$ background. The metric of this black hole in the Lorentzian signature is given by \cite{25}

$$ds^2 = \frac{r^2}{R^2} [-f(r)dt^2 + d\vec{x}^2] + \frac{R^2}{r^2} f(r)^{-1} dr^2 + R^2 d\Omega_5^2, \quad (4)$$

with

$$f(r) = 1 - \left(\frac{r_h}{r}\right)^4, \quad (5)$$

where $R$ is the AdS space radius, $\vec{x}$ denotes the spatial directions of the space time, $r$ stands for the radial coordinate of the geometry. The horizon is located at $r = r_h$ and the temperature is

$$T = \frac{r_h}{\pi R^2}. \quad (6)$$

To make the D3-brane (or particle pair) moving, we assume that the plasma is at rest and the frame is moving with a velocity in one direction, i.e., we boost the frame in the $x_3$ direction so that \cite{24}

$$dt = dt' \cosh \beta - dx'_3 \sinh \beta, \quad dx_3 = -dt' \sinh \beta + dx'_3 \cosh \beta, \quad (7)$$

where $\beta$ is the velocity (or rapidity).

Substituting \cite{21} into \cite{4} and removing the primes, we have the boosted metric as

$$ds^2 = -\frac{r^2}{R^2} [f(r) \cosh^2 \beta - \sinh^2 \beta] dt^2 + \frac{r^2}{R^2} (dx_1^2 + dx_2^2) + \frac{r^2}{R^2} [\cosh^2 \beta - f(r) \sinh^2 \beta] dx_3^2$$

$$- 2 \sinh \beta \cosh \beta \frac{r_h}{R^2} dt dx_3 + \frac{R^2}{r^2} f(r)^{-1} dr^2 + R^2 d\Omega_5^2. \quad (8)$$

Note that for $\beta = 0$ in \cite{8} the metric of \cite{4} is reproduced.

III. POTENTIAL ANALYSIS

In this section, we follow the calculations of \cite{8} to study the Schwinger effect with the metric \cite{8}. Generally, to analyze the moving case, one should consider different alignments for the particle pair with respect to the plasma wind, including transverse ($\theta = \pi/2$), parallel ($\theta = 0$), or arbitrary direction ($\theta$). In the present work, we discuss two cases: $\theta = \pi/2$ and $\theta = 0$. 
A. Transverse to the wind \((\theta = \pi/2)\)

We now analyze the system perpendicularly to the wind, the coordinate is parameterized by

\[
t = \tau, \quad x_1 = \sigma, \quad x_2 = 0, \quad x_3 = 0, \quad r = r(\sigma),
\]

where the test particles (quark and anti-quark) are located at \(x_1 = -\frac{x}{2}\) and \(x_1 = \frac{x}{2}\) with \(x\) the inter-distance.

The Nambu-Goto action is

\[
S = T_F \int d\tau d\sigma L = T_F \int d\tau d\sigma \sqrt{g},
\]

where \(T_F = \frac{1}{2\pi\alpha'}\) is the string tension and \(\alpha'\) is related to \(\lambda\) by \(\frac{R^2}{\alpha'} = \sqrt{\lambda}\). Here \(g\) is the determinant of the induced metric with

\[
g_{\alpha\beta} = g_{\mu\nu} \frac{\partial X^\mu}{\partial \sigma^\alpha} \frac{\partial X^\nu}{\partial \sigma^\beta},
\]

where \(g_{\mu\nu}\) is the metric, \(X^\mu\) stands for the target space coordinates. The world sheet is parameterized by \(\sigma^\alpha\) with \(\alpha = 0, 1\).

From (8) and (9) one gets the induced metric as follows

\[
g_{00} = \frac{r^2}{R^2} f(r) \cosh^2 \beta - \frac{r^2}{R^2} \sinh^2 \beta, \quad g_{11} = \frac{r^2}{R^2} + \frac{R^2}{f(r)} \frac{\dot{r}^2}{r^2}.
\]

This leads to a lagrangian density

\[
L = \sqrt{a(r) + b(r) \dot{r}^2},
\]

with

\[
a(r) = \frac{r^4}{R^4} f(r) \cosh^2 \beta - \frac{r^4}{R^4} \sinh^2 \beta, \quad b(r) = \cosh^2 \beta - \frac{1}{f(r)} \sinh^2 \beta.
\]

Now that \(L\) does not depend on \(\sigma\) explicitly, so the corresponding Hamiltonian is a constant

\[
H = L = \frac{\partial L}{\partial \dot{r}} \dot{r} = \text{Constant}.
\]

The boundary condition at \(\sigma = 0\) is

\[
\dot{r} = 0, \quad r = r_c \quad (r_h < r_c < r_0),
\]

which yields

\[
\dot{r} = \frac{dr}{d\sigma} = \sqrt{\frac{a(r) - a(r)a(r_c)}{a(r)c(r)}}.
\]

By integrating (17), we can get the separate length of the test particles on the probe brane as

\[
x = \frac{2R^2}{r_0 a} \int_1^{1/a} \frac{dy}{\sqrt{\frac{a(y)c(y)}{a^2(y) - a(y)a(y)}}}.
\]
with
\[ a(y) = y^4 f(y) \cosh^2 \beta - y^4 \sinh^2 \beta, \quad a(y_c) = f(y_c) \cosh^2 \beta - \sinh^2 \beta, \quad b(y) = \cosh^2 \beta - \frac{1}{f(y)} \sinh^2 \beta, \] (20)
and
\[ f(y) = 1 - \frac{b^4}{(ay)^4}, \quad f(y_c) = 1 - \frac{b^4}{a^4}. \] (21)

where we have introduced the following dimensionless parameters
\[ y \equiv \frac{r}{r_c}, \quad a \equiv \frac{r_c}{r_0}, \quad b \equiv \frac{r_h}{r_0}. \] (22)

On the other hand, from (10), (13) and (17), the sum of Coulomb potential and energy can be written as
\[ V_{CP+E} = 2T_F r_0 a \int_1^{1/a} dy \sqrt{a(y)b(y)} a(y) - a(y_c). \] (23)

Next, we calculate the critical field. The DBI action is given by
\[ S_{DBI} = -T_{D3} \int d^4x \sqrt{-\det(G_{\mu\nu} + F_{\mu\nu})}, \] (24)
where \( T_{D3} \) is the D3-brane tension
\[ T_{D3} = \frac{1}{g_s(2\pi)^3 \alpha'^2}. \] (25)

By virtue of (8), the induced metric \( G_{\mu\nu} \) becomes
\[ G_{00} = -\frac{r^2}{R^2} f(r) \cosh^2 \beta + \frac{r^2}{R^2} \sinh^2 \beta, \quad G_{11} = G_{22} = \frac{r^2}{R^2}, \quad G_{33} = -\frac{r^2}{R^2} f(r) \sinh^2 \beta + \frac{r^2}{R^2} \cosh^2 \beta. \] (26)

Considering \( F_{\mu\nu} = 2\pi \alpha' F_{\mu\nu} \) [26] and supposing that the electric field is turned on along the \( x^1 \)-direction [9], we have
\[ G_{\mu\nu} + F_{\mu\nu} = \begin{pmatrix}
-\frac{r^2}{R^2} f(r) \cosh^2 \beta + \frac{r^2}{R^2} \sinh^2 \beta & 2\pi \alpha' E & 0 & 0 \\
-2\pi \alpha' E & \frac{r^2}{R^2} & 0 & 0 \\
0 & 0 & \frac{r^2}{R^2} & 0 \\
0 & 0 & 0 & -\frac{r^2}{R^2} f(r) \sinh^2 \beta + \frac{r^2}{R^2} \cosh^2 \beta
\end{pmatrix}, \] (27)
which yields
\[ \det(G_{\mu\nu} + F_{\mu\nu}) = \frac{r^4}{R^4} [\cosh^2 \beta - f(r) \sinh^2 \beta] [(2\pi \alpha')^2 E^2 - \frac{r^4}{R^4} (f(r) \cosh^2 \beta - \sinh^2 \beta)]. \] (28)

Substituting (28) into (24) and making the D3-brane located at \( r = r_0 \), one gets
\[ S_{DBI} = -T_{D3} \frac{r_0^2}{R^2} \int d^4x \sqrt{[\cosh^2 \beta - f(r_0) \sinh^2 \beta] [(\frac{r_0^4}{R^4} (f(r_0) \cosh^2 \beta - \sinh^2 \beta) - (2\pi \alpha')^2 E^2]}, \] (29)
with
\[ f(r_0) = 1 - \left( \frac{r_h}{r_0} \right)^4 = 1 - b^4. \] (30)

Obviously,
\[ \cosh^2 \beta - f(r_0) \sinh^2 \beta \geq 0. \] (31)
FIG. 1: $V_{\text{tot}}(x)$ versus $x$. Left: $\beta = 0.1$; Right: $\beta = 0.8$. In all of the plots from top to bottom $\alpha = 0.8, 0.9, 1.0, 1.1$, respectively.

So to avoid Eq. (29) being ill-defined one needs only

$$\frac{r_4^4}{R^4}(f(r_0)\cosh^2 \beta - \sinh^2 \beta) - (2\pi \alpha')^2 E^2 \geq 0,$$

which leads to

$$E \leq T_F \frac{r_0^2}{R^2} \sqrt{f(r_0)\cosh^2 \beta - \sinh^2 \beta}.$$  \hspace{1cm} (33)

Thus, the critical field $E_c$ is obtained

$$E_c = T_F \frac{r_0^2}{R^2} \sqrt{f(r_0)\cosh^2 \beta - \sinh^2 \beta},$$ \hspace{1cm} (34)

one can see that $E_c$ depends on the velocity as well as the temperature.

Now we are ready to calculate the total potential. As a matter of convenience, we introduce a dimensionless quantity here

$$\alpha \equiv \frac{E}{E_c}. \hspace{1cm} (35)$$

Then, from Eq. (19), (23) and (35) one finds the total potential

$$V_{\text{tot}}(x) = V_{CP+E} - Ex$$

$$= 2T_F r_0 a \int_1^{1/a} dy \sqrt{\frac{a(y)b(y)}{a(y) - a(y_c)}}$$

$$- \frac{2T_F r_0 a}{a} \sqrt{f(r_0)\cosh^2 \beta - \sinh^2 \beta} \int_1^{1/a} dy \sqrt{\frac{a(y_c)b(y)}{a^2(y) - a(y)a(y_c)}}. \hspace{1cm} (36)$$

We have checked that the $V_{\text{tot}}(x)$ in the Schwarzschild $AdS_5 \times S^5$ background with a static D3-brane can be derived from Eq. (36) if we neglect the effect of velocity by plugging $\beta = 0$ in Eq. (36), as expected.

According to the potential analysis in [9], there exist a critical value of the electric field $E_c = T_F r_0^2 \sqrt{1 - \frac{r_0^4}{r_0^4}}$. When $E < E_c$, the potential barrier exists and the pair creation can be described as a tunneling phenomenon. When $E > E_c$, the potential barrier vanishes and the vacuum becomes unstable.

Let us discuss results. To compare with the case in [9], we set $\frac{r_0^2}{R^4} = T_F r_0 = 1$ and $b = 0.5$ here. In Fig.1 we plot the total potential $V_{\text{tot}}(x)$ as a function of the distance $x$ with two fixed velocity for different $\alpha$. The left is plotted for $\beta = 0.1$ and the right is for $\beta = 0.8$. From the figures, we can indeed see that there exists a critical electric field at $\alpha = 1(E = E_c)$ for different $\beta$, consistently with the findings of [9].

To show the effect of velocity on the potential barrier we plot $V_{\text{tot}}(x)$ against $x$ with $\alpha = 0.9$ for different $\beta$ in the left panel of Fig.2. We can see that by increasing $\beta$ the height and width of the potential barrier both decrease.
we know the higher the potential barrier, the harder the produced pair escape to infinity. Therefore, the presence of velocity tends to increase the Schwinger effect.

To study how the velocity affects the value of $E_c$ we plot $V_{tot}(x)$ versus $x$ for different $\beta$ at $\alpha = 1$ in the right panel of Fig. 2. From the figures, we can see that the barrier vanishes for each plot implying the vacuum becomes unstable. Also, by increasing $\beta$ the height of the plot decreases, in agreement with the analysis of (34). Actually, that the barrier of each plot disappears at $\alpha = 1$ can be strictly proved, i.e, one can calculate the $\frac{dV_{tot}}{dx}$ at $x$ as

$$\left. \frac{dV_{tot}}{dx} \right|_{x=0} = (1 - \alpha)T_F \sqrt{f(r_0)cosh^2\beta - sinh^2\beta}.$$  \hspace{1cm} (37)$$

**B. Parallel to the wind ($\theta = 0$)**

We now discuss the system parallel to the wind. The coordinate is parameterized by

$$t = \tau, \quad x_1 = 0, \quad x_2 = 0, \quad x_3 = \sigma, \quad r = r(\sigma).$$  \hspace{1cm} (38)

where the test particles are located at $x_3 = -\frac{\sigma}{2}$ and $x_3 = \frac{\sigma}{2}$, respectively.

The next analysis is almost similar to the previous subsection. So we here show the final results. The total potential is given by

$$V_{tot}(x) = 2T_F r_0 \int_{1/a}^{1/a} dy \sqrt{\frac{A(y)B(y)}{A(y) - A(y_c)}} - \frac{2T_F r_0}{a} \sqrt{(f(r_0)cosh^2\beta - sinh^2\beta)(cosh^2\beta - f(r_0)sinh^2\beta)} \int_{1/a}^{1/a} dy \sqrt{\frac{A(y_c)B(y)}{A^2(y) - A(y)A(y_c)}}.$$  \hspace{1cm} (39)

with

$$A(y) = y^4[f(y)(sinh^4\beta + cosh^4\beta) - (1 + f^2(y))sinh^2\beta cosh^2\beta], \quad B(y) = cosh^2\beta - \frac{1}{f(y)} sinh^2\beta, \hspace{1cm} (40)$$

and

$$A(y_c) = f(y_c)(sinh^4\beta + cosh^4\beta) - (1 + f^2(y_c))sinh^2\beta cosh^2\beta.$$  \hspace{1cm} (41)$$

In Fig. 3, we also plot $V_{tot}(x)$ as a function of $x$ for $\theta = 0$ in two cases. We can see that the behavior is similar to the case of $\theta = \pi/2$. The only difference is that $\beta$ has a smaller influence on the Schwinger effect when the pair is moving parallel to the plasma wind. Interestingly, the velocity also has a smaller influence on the imaginary potential \cite{23} and the entropic force \cite{24} when the pair moves parallel to the wind rather than transverse.
FIG. 3: $V_{tot}(x)$ versus $x$. Left: $\beta = 0.1$; from top to bottom $\alpha = 0.8, 0.9, 1.0, 1.1$, respectively. Right: $\alpha = 0.9$, from top to bottom $\beta = 0.1, 0.5, 0.8$, respectively.

IV. CONCLUSION AND DISCUSSION

In heavy ion collisions at LHC and RHIC, the produced pair is moving through the medium with relativistic velocities. An understanding of how some quantities are affected by the velocities may be essential for theoretical predictions. In this paper, we have investigated the influence of velocity on the Schwinger effect at finite temperature from the AdS/CFT correspondence. We have studied the pair moving transverse and parallel to the plasma wind respectively. The potential analysis for these backgrounds was presented. The value of the critical electric field was obtained. It is shown that for both cases the presence of velocity tends to increase the production rate. In addition, the velocity has a stronger influence on the Schwinger effect when the pair moves transverse to the plasma wind rather than parallel.

Finally, it is interesting to mention that the holographic Schwinger effect with a rotating D3-brane has been studied in [27] recently.
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