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Abstract

Cosmic-ray muons detected by deep underground and underwater detectors have served as an information source on the high-energy cosmic-ray spectrum and hadronic interactions in air showers for almost a century. The theoretical interest in underground muons has nearly faded away because space-borne experiments probe the cosmic-ray spectrum more directly, and accelerators provide precise measurements of hadron yields. However, underground muons probe unique hadron interaction energies and phase space, which are still inaccessible to present accelerator experiments. The cosmic-ray nucleon energies reach the hundred-TeV and PeV ranges, which are barely accessible with space-borne experiments. Our new calculation combines two modern computational tools: MCEQ for surface muon fluxes and PROPOSAL for underground transport. We demonstrate excellent agreement with measurements of cosmic-ray muon intensities underground within estimated errors. Beyond that, the precision of historical data turns out to be significantly smaller than our error estimates. This result shows that the sources of high-energy atmospheric lepton flux uncertainties at the surface or underground can be significantly constrained without taking more data or building new detectors. The reduction of uncertainties can be expected to impact data analyses at large-volume neutrino telescopes and be used for the design of future ton-scale direct dark matter detectors.

Unified Astronomy Thesaurus concepts: Cosmic rays (329); Secondary cosmic rays (1438); Neutrino astronomy (1100); High energy astrophysics (739); Dark matter (353); Particle astrophysics (96)

1. Introduction

For more than 80 yr, it has been known that muons observed at the surface or by experiments underground reflect the properties of high-energy cosmic rays interacting with Earth’s atmosphere (Barrett et al. 1952; Bugaev et al. 1998; Kochanov et al. 2008; Gaisser et al. 2016; Zyla et al. 2020). As the topic evolved over many decades, the theoretical activity focused on searches of prompt atmospheric muons from decays of charm or heavier flavor mesons and the characterization of the cosmic-ray composition at energies around the knee of the cosmic-ray spectrum (Elbert et al. 1983; Bugaev et al. 1989; Hoerandel 2003; Becker Tjus & Merten 2020).

One of the latest theoretical analyses of underground muon intensities was performed 20 yr ago by Bugaev, Misaki, and Naumov (BMN) (Bugaev et al. 1998) to characterize the prompt flux and to search for its signature in data. With the advent of large-volume neutrino telescopes, the searches have been extended from facilities underground to those underwater and under ice (Gaisser et al. 1995; Gondolo et al. 1996; Sinegovskaya & Sinegovsky 2001). All attempts to detect the flux of prompt muons or neutrinos remain unsuccessful, and only a few extreme models have been excluded, e.g., by Large Volume Detector (LVD) (Aglietta et al. 1999) or recently by IceCube (Aartsen et al. 2016a, 2016b). These current results are in good agreement with the conclusions of BMN.

Another field with an interest in accurate deep underground muon calculations is direct detection dark matter (DM) experiments. Cosmic-ray muons are a significant background for DM searches (see, e.g., Formaggio & Martoff 2004 for a review), producing secondary neutrons in interactions with rock or surrounding materials. These muon-induced neutrons pose challenges for the direct detection of DM nuclear recoils because they can mimic the expected energy spectrum from WIMP–nucleus (weakly interacting massive particles) scattering. By installing DM experiments in deep underground laboratories, the overburden acts as a natural shield, resulting in a suppression of muon-induced backgrounds by several orders of magnitude. To some extent, current large-scale DM detectors rely on underground muon calculations to estimate muon-induced neutron fluxes and find the most effective shielding strategies. A well-characterized muon flux estimation is essential for the planning of future detectors where data-driven background estimates are not yet available. A phenomenological approach by Mei & Hime (2006, hereafter MH2006) used an empirical fitting formula to find a consistent description of data for the characterization of experimental backgrounds without drawing a connection to the cascade calculations.

For high-energy atmospheric lepton flux calculations, the historical underground muon data are highly relevant, considering that the uncertainty for fluxes or ratios of TeV-range muons and neutrinos is surprisingly large. Neutrino fluxes are known within 40%, while errors for particle ratios exceed this value (Barr et al. 2006; Honda et al. 2007; Fedynitch et al. 2012). This is attributed to the experimental challenges involved in measuring TeV muons at the surface with sufficient accuracy to obtain data-driven constraints and to the lack of high-energy accelerator data taken within a relevant phase.
space (Honda et al. 2019; Fedynitch & Huber 2021). Direct measurements of TeV muon spectra have been performed at near-horizontal zenith angles by DEIS (Alkofler et al. 1985) and MUTRON (Matsumo et al. 1984), topping out at a few TeV with large uncertainties. TeV muons have lost most of their energy during transport and can be observed at lower energies deep underground, giving indirect constraints on the surface fluxes. However, the uncertainty that stems from the “unfolding” of the surface fluxes comes with additional penalties that render the high accuracy of underground data less useful than it could be.

The reduction of atmospheric neutrino uncertainties is crucial for data analyses that systematically depend on the correctness of the neutrino flux prediction, such as measurements of the neutrino cross sections (Aartsen et al. 2017), searches for sterile neutrinos (Aartsen et al. 2020), Earth tomography (Hoshina & Tanaka 2012; Donini et al. 2019), and astrophysical neutrino measurements using neutrino-induced muon tracks (Aartsen et al. 2016a; Stettner 2020). Underground muons are an accessible, data-driven source of unique constraints on the uncertainties that cannot be obtained otherwise.

On the other hand, the accuracy of muon transport simulations and of computational methods has significantly progressed. Several Monte Carlo codes are available for muon transport and intensity simulations, e.g., PROPMU, based on calculations by Lipari & Stanev (1991); MUM (Sokalski et al. 2001), based on the BMN calculation; and MUSIC and MUSUN (Kudryavtsev 2009), based on a parameterization of LVD data (Aglietta et al. 1998). General-purpose particle transport codes such as FLUKA (Battistoni et al. 2015) or GEANT4 (Agostinelli et al. 2003) can also be used for muon transport. Dedicated muon transport codes that do not contain a model for surface fluxes include, e.g., MMC (Chirkin & Rhode 2004). The most recent of these codes is PROPOSAL (Koehne et al. 2013), which we employ in our study. For calculations of surface fluxes, most approaches use analytical formulae, such as those described in Gaisser et al. (2016), or numerical results, as in BMN; we use the newer code MCEQ (Fedynitch et al. 2019), with more details provided in Section 2.

We are revisiting this topic because the original questions remain, namely: What is the contribution of the prompt flux to high-energy neutrinos, and how degenerate is it with the astrophysical flux (Aartsen et al. 2016b; Abbasi et al. 2021)? Is there an intrinsic charm component to the prompt flux (Brodsky et al. 1980; Gondolo et al. 1996)? What is the reason for the quantitative discrepancy between calculations and measurements of the inclusive muon flux at the surface (Lagutin et al. 2004; Fedynitch et al. 2012, 2018; Fedynitch & Huber 2021)? Is it possible to reduce the uncertainties of the high-energy atmospheric neutrino calculations below 40% (Barr et al. 2006; Fedynitch et al. 2012; Sinegovkaya et al. 2015; Evans et al. 2017)? Can the spectrum and composition of light cosmic-ray nuclei be constrained above 100 TeV/nucleon, yielding tighter constraints on the composition around the knee (Mascaretti et al. 2020)? And can the systematic shifts observed between space-borne direct cosmic-ray detectors be resolved (Aguilar et al. 2015; Adriani et al. 2019; An et al. 2019)?

In this work, we aim to cross-check the accuracy of the modern computational tools MCEQ and PROPOSAL at TeV and multi-TeV energies. We estimate the potential to constrain high-energy atmospheric neutrino calculations by applying the uncertainty estimation schemes used for atmospheric neutrinos to muons, and we propagate the uncertainty to the underground intensities. We believe that the analysis of hadronic uncertainties for underground intensities has not been previously performed. Our computational scheme is made publicly available as the tool MUTE (MUon inTensity codE), such that our results can be easily reproduced and used for further studies.

2. Muons from Cosmic-Ray Interactions

2.1. Surface

The hadronic interactions of cosmic rays with the atmosphere create secondary hadrons, such as charged pions and kaons, which decay into more stable particles when moving toward the ground. Atmospheric (cosmic) muons and neutrinos are the most abundant species at sea level. Their fluxes have been characterized by calculations based on different techniques (Volkova & Žatsepin 1983; Kochanov et al. 2008; Fedynitch et al. 2012, 2019; Gaisser et al. 2016; Kochanov et al. 2019). Because they interact very feebly, they are also the most deeply penetrating. Other secondaries are absorbed within the first few meters of rock.

We use the program MCEQ (Fedynitch 2015; Fedynitch et al. 2019) to solve the one-dimensional cascade equations and calculate the fluxes of muons at the surface for different zenith angles and combinations of particle production, atmospheric density, and primary cosmic-ray flux models. MCEQ accounts for realistic density profiles of the atmosphere, particle interactions, decays, and energy losses. It achieves this with an accuracy comparable to or exceeding established cosmic-ray air-shower simulators, such as CORSIKA (Heck et al. 1998; Engel et al. 2019), CONEX (Bergmann et al. 2007), and AIRES (Sciutto 1999), and within a small fraction of their computational time. Recent comparisons between Monte Carlo simulations and MCEQ can be found in, e.g., Gaisser et al. (2020), Alves et al. (2021), Kozynets et al. (2021).

The vertical muon flux prediction from MCEQ is shown in Figure 1. The Monte Carlo event generators DPMJET-III-19.1 (Fedynitch 2015; Roesler et al. 2000), QGSJET-II-04 (Ostapchenko 2011), EPOS-LHC (Pierog et al. 2015), and SIBYLL-2.3D (Fedynitch et al. 2018; Riehn et al. 2020) are currently the most accurate particle interaction models for cosmic-ray cascades in air.

The Data Driven interaction Model (DDM) (Fedynitch & Huber 2021) is a new inclusive model designed for high-precision atmospheric lepton flux calculations. In contrast to the event generators, DDM is accompanied by uncertainties (blue band) derived from fitting the model to data from fixed-target experiments at accelerators. Barr et al. (2006) estimate uncertainties from the availability and phase-space coverage of measurements dated before the release of relevant proton-carbon data by NA49 (Alt et al. 2007; Anticic et al. 2010) and NA61 (Abgrall et al. 2016). An implementation of this Bartol error scheme based on MCEQ is shown as the magenta band around SIBYLL-2.3D in Figure 1. Alternatively, uncertainties have been estimated by fitting surface muon data in Honda et al. (2007) and Sanuki et al. (2007), and more recently by Honda et al. (2019), Yáñez et al. (2020), and Yanez & Fedynitch (2021).
The fluxes from current event generators are confined by the magenta band. The upper edge of the error band is 10%–15% lower than the data without accounting for systematic uncertainties. Despite being directly constrained by accelerator data, the central expectation from DDM also falls short of describing surface muon fluxes, but it is consistent within uncertainties. The lower panel of Figure 1 shows remarkable agreement for the spectral index between the Bess data and the combination of DDM and the global spline fit (GSF) model, whereas the normalization shows a constant 10%–12% offset. Although the origin of this offset is, at the moment, unknown and is not relevant for underground fluxes, we speculate that it is related to systematic uncertainties of the primary spectrum that were not accounted for in GSF or the data. The combination of the deprecated model SIBYLL-2.1 (Ahn et al. 2009) and the Zatsepin–Sokolskaya (ZS) primary spectrum (Zatsepin & Sokolskaya 2006) has been found by Kochanov et al. (2008) to be in good agreement with the surface muon spectrum. This combination also falls short to match the surface muon spectrum, in particular at lower energies. However, at TeV energies, the models favored by Kochanov et al. (2008), SIBYLL-2.1 and the BMN calculation, are well contained by the uncertainty band of DDM. In the following, we concentrate on the newest models SIBYLL-2.3D + Bartol uncertainties and the DDM because they represent well the differences in muon fluxes between the variety of models.

The choice of the cosmic-ray flux model for the spectrum of nucleons at the top of the atmosphere also has a significant impact on the surface fluxes. GSF (Dembinski et al. 2018) is fixed as the cosmic-ray flux model choice in this work. As discussed in Appendix A, none of the following conclusions are significantly affected by this choice.

2.2. Underground

Once muons enter the ground, the leading energy-loss processes are ionization and pair production. In dense media, such as rock and water, most muons stop, capture electrons, form muonium, or undergo deep-inelastic scattering with rock nuclei accompanied by neutron emission (see, e.g., Mei & Hime (2006), Manukovsky et al. (2016)). In air, most GeV muons decay. As illustrated in Figure 2, lower-energy muons are successively absorbed while the mean energy (the peak) successively to higher energies.
underground at different depths can be represented by a transfer tensor. An example for a depth of 1 km.w.e., as produced by MUTE, is given in Figure 3. The stochastic nature of radiative ("catastrophic") losses at $E_\mu \gtrsim 100$ GeV results in a smearing of the relation between surface and underground energy, as shown in this figure.

The relevant ranges of muon surface energies and initial cosmic-ray energies are constrained by calculating the contribution of each surface or cosmic-ray energy bin to the underground intensity (see Figure 4). The fluctuations smear out the muon surface energy band, covering almost one decade. Due to the contribution from neutrino-induced muons above 12 km.w.e., the maximal surface energies that can be probed with cosmic underground muons range from several tens of TeV with a tail extending up to 200 TeV. Cosmic-ray nucleon energies cover a range wider than a decade in energy due to the cascading process (see Barr et al. 2006; Sanuki et al. 2007; Fedynitch et al. 2018; Fedynitch & Huber 2021 for more detail).

The surface energies are therefore too low to probe the prompt muon component from decays of short-lived charm or unflavored mesons (Bugaev et al. 1998; Illana et al. 2011; Garzelli et al. 2015; Fedynitch et al. 2019), which dominate over the conventional muons from pion and kaon decays at surface energies above PeV. As shown in Figure 5, the prompt flux from the SIBYLL-2.3D model stays within 10% over the entire accessible depth range. In combination with a post-Large Hadron Collider (LHC) hadronic interaction model, we confirm that the conclusions of the analysis by BMN, which found no evidence for a prompt component in underground muon data, are unchanged.

Primary cosmic-ray energies exceed PeV only in the tails and at the largest of depths. Due to the small statistics of experiments at very large km.w.e., probing the mass composition at the knee of the cosmic-ray spectrum with deep underground muon intensity measurements is infeasible except for the case of a very early cutoff in the proton spectrum. On the other hand, quantitative constraints should be possible for the energy range at the transition from direct to indirect cosmic-ray measurements between 100 TeV and PeV.

### 3. Computational Scheme

Our calculation is a convolution of surface flux tables from MCEQ with surface-to-underground transfer tensors computed with PROPOSAL, a successor program of the MMC code developed originally for the AMANDA experiment at the South Pole by Chirkin & Rhode (2004). In the following, the
underground flux and intensity computations are described in more detail.

### 3.1. Propagation of Muons Underground

To simulate the propagation of muons through rock, we are interested in computing transfer tensors \( U(E^s, E^u, X) \) that associate muon energy at the surface, \( E^s \), with a distribution of underground energies, \( E^u \), at a slant depth

\[
X = \rho_{\text{rock}} \frac{h}{\cos(\theta)}.
\]

where \( \rho_{\text{rock}} \) is the rock density in g cm\(^{-3}\), \( h \) is the vertical depth in cm, and \( \theta \) is the zenith angle at the surface. The depth in water-equivalent units \( \rho_{\text{water}} X \) is a convenience unit that simplifies the comparison of underground rates, which become independent of the overburden density.

For the PROPOSAL simulations, the geometry used is a large sphere of homogeneous, isotropic standard rock (\( Z = 11, A = 22, \rho = 2.65 \text{ g cm}^{-3} \)). Muons are initially placed at \((0, 0, 0)\), the center of the sphere, and are propagated downward for initial energies corresponding to the center values of the MCEQ energy grid. The surface fluxes obey azimuthal symmetry in the relevant energy range of \( E^s \). This reduces the number of angular bins in the PROPOSAL calculations to a set of zenith angles within \([0, 90]^{\circ}\), where 0 describes downward-going muons, and 90\(^{\circ}\) describes horizontal muons. Although the distinction between surface zenith angle and underground zenith angle is possible to be made in PROPOSAL, because the average angular deviation from surface to underground is \( \langle |\theta^u - \theta^s| \rangle < 1^{\circ} \), the distinction is not drawn, and so the simulations are only one-dimensional, and for computational efficiency, scattering is turned off. Additionally, both \( \mu^- \) and \( \mu^+ \) can be defined and propagated in PROPOSAL; however, because the energy loss in the rock is almost the same for both polarities, only \( \mu^- \) is propagated for simplicity.

PROPOSAL propagates the muons one by one in a Monte Carlo simulation until the muon decays, loses all of its energy, or has reached the end of the set propagation length. Muons can lose energy via multiple different processes, the cross sections for which are described by different theoretical models in PROPOSAL. For these simulations, the Bethe–Bloch–Rossi model (Rossi 1952) is used to describe ionization, the Kelner–Kokoulin–Petrukhin models are used for electron–positron pair production (Kelner 1998) and bremsstrahlung (Kelner et al. 1995), and the updated 1997 parameterization by Abramowicz, Levin, Levy, and Maor (Abramowicz et al. 1991; Abramowicz & Levy 1997) is used for photonuclear interactions. While the accuracy of the models is not perfect and some cross sections remain uncertain, we expect a negligibly small impact on the underground intensity calculation, at most a few percent (Kokoulin 1999; Sokalski et al. 2002; Sandrock et al. 2020). However, the uncertainties remain relevant for the simulation of stochastic photon emission patterns during the transport of very-high-energy muons in dense media.

If a muon reaches the depth \( X \) without decaying, its underground energy, \( E^u \), is filled into a histogram \( dN/dE^u \), which is then normalized by the number of simulated events (typically \( 10^5 \)). These histograms are arranged as columns of \( U(E^s, E^u, X) \). The simulations are repeated for each surface energy bin \( E^s \) that enumerates the columns of \( U(E^s, E^u, X) \). A two-dimensional image of a slice of the transfer tensor \( U(E^s, E^u, X = 3 \text{ km w.e.}) \) is shown in Figure 3.

The survival probability \( P(E^s, X) \) for a muon with surface energy \( E^s \) to reach a certain depth \( X \) can easily be obtained by integrating over the underground energies:

\[
P(E^s, X) = \int_0^{\infty} U(E^s, E^u, X) dE^u.
\]

The integrals over the columns of the transfer matrices, such as the one illustrated in Figure 3, are shown as survival probabilities in Figure 6 for multiple values of \( X \). As surface energy increases, the survival probability increases, as muons with higher energies have more of a chance to survive the propagation. Considering individual high-energy muons, their survival depends more on the number of discrete catastrophic-loss events and less on the average stopping power \( \langle dE/dX \rangle \), as is the case for ionization-dominated losses. In this high-energy regime, the tails, or the smearing in energy, which are simulated by PROPOSAL or other particle transport codes, are important and cannot be treated as continuous losses without sacrificing accuracy.

### 3.2. Underground Fluxes

The underground muon flux, \( \Phi^u(E^u, X, \theta) \), is calculated through a convolution of the surface flux \( \Phi^s(E^s, \theta) \) obtained from MCEQ and the transfer tensor \( U(E^s, E^u, X) \):

\[
\Phi^u(E^u, X, \theta) = \sum_{i} \Phi^s(E^s_i, \theta) U(E^s_i, E^u, X) \Delta E^s_i,
\]

where \( X \) is the depth along the initial trajectory and depends on the zenith angle, as defined in Equation (1). This discrete version of the convolution illustrates better than integrals that the underground fluxes are the result of a simple algebraic operation.

### 3.3. Vertical Underground Intensity and Zenith-angle Dependence

Integrating the flux, defined by Equation (3) over the underground energy gives the underground intensity, \( I^u(X, \theta) \),
as a function of slant depth and zenith angle:

\[ I^\mu(X, \theta) = \int_{E_{th}}^{\infty} \Phi^\mu(E^\mu, X, \theta) dE^\mu, \]  

(4)

where \( E_{th} \) is a detector’s energy threshold, here set to 0 GeV for generality. For deeper \( X \), the dependence on \( E_{th} \) is small because the mean muon energy increases with depth.

Multiplying the muon intensity by \( \cos(\theta) \) gives the vertical-equivalent muon intensity,

\[ I^\mu_{eq}(X) = I^\mu(X, \theta) \cos(\theta). \]  

(5)

This is the form in which muon intensities are typically given in the literature because detectors are located at a fixed vertical depth. As is widely known, this relation is only approximate. The deviation between the true vertical intensity, defined as

\[ I^\mu_{tr}(X) = I^\mu(X, \theta = 0), \]  

(6)

and the vertical-equivalent intensity becomes significant as \( \theta \) increases, which can be seen in Figure 7. To avoid any bias or degeneracy with the cosmic-ray spectra index, Equation (5) should not be used for zenith angles significantly larger than 20°. While this aspect has been discussed in classic literature, some experimental results are still reported under the assumption of the \( 1/\cos(\theta) \) approximation at much larger zenith angles. Further discussion on how this affects the interpretation of experimental data is given in Appendix B. Because the true vertical intensity is typically inaccessible for laboratories located at a fixed geometrical depth, reporting double-differential measurements in \( X \) and the true zenith angle, \( \theta \), would be beneficial for the theoretical analysis of the data as, for example, in Aglietta et al. (1999).

Figure 7. The ratio of the vertical-equivalent to the true vertical muon flux as a function of the cosine of the zenith angle. The black dotted line is the approximation in Equation (5) from the true vertical intensity. The approximation performs worse at larger zenith angles and shallower depths.

4. Results and Discussion

The true vertical underground muon intensity from Equation (6) as calculated with MUTE is plotted against slant depth in Figure 8 for standard rock and in Figure 9 for water. There is excellent agreement between our results and the experimental data from Baksan (Andreyev et al. 1987), Crouch (Crouch 1987), LVD (Aglietta et al. 1998), MACRO (Ambrosio et al. 1995), Fréjus (Berger et al. 1989), and SNO (Aharmim et al. 2009). Data and MH2006 are vertical-equivalent, whereas the BMN and our calculations are for true vertical intensity. The ratio plot to DDM in Figure 10 reveals further detail.

Figure 8. True vertical underground muon intensity calculated for standard rock with the SIBYLL-2.3D and DDM models against slant depth, with experimental data from Baksan (Andreyev et al. 1987), Crouch (Crouch 1987), LVD (Aglietta et al. 1998), MACRO (Ambrosio et al. 1995), Fréjus (Berger et al. 1989), and SNO (Aharmim et al. 2009). Data and MH2006 are vertical-equivalent, whereas the BMN and our calculations are for true vertical intensity.

Our computational scheme is wrapped in a new code called MUTE (Woodley 2021).6 It is a flexible, lightweight, open-source PYTHON code, and, as described, uses MCEQ (v1.2.2) and PROPOSAL (v7.1.1) to calculate surface fluxes and survival probabilities, respectively. The convolution described in Equation (3) allows the surface and underground geometries to be changed independently without repeating the entire calculation. The surface fluxes for many of the standard models, as well as high-statistic (\( N = 10^5 \)) transfer tensors for standard rock and water, are provided as data files supplied with the code, resulting in computation times for most underground and underwater flux and intensity calculations being on the order of seconds. With the most recent theoretical models available for use, MUTE can provide forward predictions with the current lowest possible theoretical uncertainties.

6 The source code for MUTE is publicly available at https://github.com/wjwoodley/mute.
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The relatively large errors of MH2006 are estimated from the simple parameterization by a sum of two exponential functions. The error bands of DDM and SIBYLL calculations include only hadronic uncertainties in Figures 8 and 10. The dominant sources are pion and kaon production yields at small scattering angles. An additional, uncorrelated uncertainty of up to 20% at large depths is expected from the limited knowledge of cosmic-ray nucleon fluxes (Evans et al. 2017; Dembinski et al. 2018; Fedynitch et al. 2018). Compared to the modeling uncertainty of \( \gtrsim 12\% \) (for DDM), the errors on the data appear much smaller. There is, therefore, a significant potential to obtain tighter constraints for muons up to tens of TeV. This result is of particular importance for the calibration of atmospheric neutrino flux calculations (Sanuki et al. 2007; Yanez & Fedynitch 2021). If the data can be cross-calibrated within the quoted systematic uncertainties, the high-energy neutrino flux may be known with a precision of \( \sim 10\% \), significantly below the 30%–50% of the present calculations of Barr et al. (2006) and Fedynitch et al. (2012). Consequently, a combination of surface muon and cosmic-ray data can potentially add new constraints on proton and helium components in the energy “gap” between space-borne direct and indirect air-shower observations.

A secondary source of uncertainty is seasonal variations, which can account for up to an additional 2%. Typically, deep underground measurements are performed over multiple years such that the seasonal variations average out. However, seasonal variations can be used to study hadronic interactions and can serve as an additional source of constraints, as shown by, e.g., Grashorn et al. (2010). In addition, variations due to rock density or chemical composition can result in differences of around 2%, estimated by varying the density between 2.65 and 2.84 g cm\(^{-3}\) in simulations with MUTE.

For applications that depend on the theoretical knowledge of the underground muon flux, such as direct DM detectors, the result of our top-down calculations implies that the underground background rates are known with high certainty. The absence of empirical ingredients allows for accurate characterization of the angular dependence, very rare events from near-horizontal zenith angles, and seasonal variations on short timescales.

5. Conclusions

We have developed a modern and lightweight open-source code, MUTE, for precise calculations of underground muon fluxes, intensities, and rates. The scheme is a convolution of tabulated output from two state-of-the-art open-source codes: MCEQ for surface flux calculations and PROPOSAL for underground transport. The properties or physical models can be varied independently for atmospheric cascades and underground propagation, allowing for a variety of possible applications.

We have assessed the energy ranges and parent meson fractions, confirming the previous BMN result on a subdominant prompt muon contribution at large depths. Prompt muons from decays of charm mesons and rare decays of unflavored mesons contribute \( \sim 10\% \) of the vertical-equivalent intensity at depths below 12 km.w.e. according to the SIBYLL-2.3D model. Given the large uncertainties of the cosmic-ray flux and the overlap with contributions from neutrino-induced muons, discerning the prompt component through measurements of the muon rate is unlikely to succeed without much stronger constraints on cosmic-ray fluxes and hadronic yields in the relevant phase space.
The calculated vertical-equivalent underground intensities have been compared to data. The overall description is very good within the hadronic uncertainties of the models. When not considering systematic uncertainties, DDM is better at shallow and medium depths, whereas the SIBYLL interaction model seems better at very large depths. The data from different experiments are, in general, mutually compatible within the errors. Some observable shifts are likely related to systematic uncertainties in, e.g., the exact determination of the overburden.

In comparison with MH2006, our calculation has a different depth dependence but compatible errors. Within the individual depth ranges, data are in line with our calculation. The MH2006 fit is determined by the empirical function proposed by Crouch (1987) to represent a compilation of data from various sites and overburden types. Naturally, controlling the systematic uncertainties of a data compilation is very challenging and has likely led to a bias that was not resolved by MH2006.

The calculations by BMN, which is the baseline for the MUM code used for underwater neutrino experiments, are fully contained by the error band of our DDM calculation. This is remarkable because the hadronic and cosmic-ray flux models have been parameterized using data from the 1980s or earlier. However, the error of 8% quoted in an unrelated follow-up work is underestimated compared to our results, which have hadronic errors in the 15% range, or more, if cosmic-ray flux uncertainties are included.

The fact that the modeling uncertainties are considerably larger than the statistical uncertainties of the data is a significant result. If for some of the measurements the systematic shifts can be cross-calibrated, the free parameters of the physics models can be constrained. Because DDM and GSF are both data-driven models, adding high-precision and high-energy data will likely reduce the total error below 10%. While the degeneracy between the hadronic model and the cosmic-ray flux cannot easily be resolved with just the underground intensity, adding more measurements on, e.g., seasonal variations or the underground charge ratio (Agafonova et al. 2010) can help break this degeneracy.

A cross-calibration of experimental systematics is beyond the scope of this work. It is, however, evident that even a single well-characterized underground intensity measurement has the potential to significantly constrain forward meson yields at projectile energies above TeV and the primary cosmic-ray fluxes at the “gap” between direct and indirect measurements.

We, therefore, encourage underground laboratories that have good control of systematics and sufficient statistics, such as Super-Kamiokande, to contribute a reference data set. As we extensively discuss, special attention should be given to zenith-angle dependence. The added confidence would allow us to scrutinize the precision of the older data, opening the potential to push atmospheric muon and neutrino flux uncertainties in the multi-TeV range below 10%. Smaller atmospheric flux uncertainties benefit the neutrino astronomy community, in particular in the determination of the astrophysical flux at lower energies and for new physics searches.

We acknowledge the help of Michel Zampaolo and Luigi Mosca for the data of the Fréjus detector, as well as the PROPOSAL developers, Jan Soedingreksø, Alexander Sandrock, Jean-Marco Alameddine, and Maximilian Sackel, for their invaluable help. We gratefully acknowledge the support of Compute Canada (www.computecanada.ca) for providing the computing resources required to undertake this work. W.W. and M.-C.P. acknowledge the support from the McDonald Institute. A.F. acknowledges the hospitality within the group of Hiroyuki Sagawa at the ICRR, where he completed this work as a JSPS International Research Fellow (JSPS KAKENHI grant No. 19F19750).

Appendix A

Dependence on the Cosmic-Ray and Hadronic Model

We assess the impact of the cosmic-ray flux model on the true vertical intensity in the left panel of Figure 11 and compare it to the impact from varying the hadronic interaction model in the right panel of the same figure. The nucleon fluxes, including the uncertainties of GSF, are shown in Figure 1 of Fedynitch et al. (2018). Most of the differences at large depths are related to the composition modeling of the knee. The light-versus-heavy knee discussion has been brought forward by KASCADE and IceTop measurements that indicate a light, proton-rich composition at around PeV energies (Apel et al. 2012; Aartsen et al. 2019). This scenario is naïvely unexpected if a single dominant population of galactic cosmic-ray accelerators cuts off at maximal rigidity, leading to Peters cycles (Peters 1961). The GST model (Gaisser et al. 2013) has an early cutoff and a softer spectrum in the proton component, which is reflected in the drop of intensities over 20% compared to GSF. In principle, the underground intensities can help fit the
correct composition of cosmic rays at the knee if hadronic uncertainties and experimental systematics are carefully taken into account. However, at the moment, the hadronic uncertainties are sufficiently large to also cover the cosmic-ray uncertainty.

The right panel of Figure 11 demonstrates that our results are not significantly impacted by the choice of the interaction model. The Bartol errors applied to SIBYLL entirely cover the predictions of the other models, whereas DPMJET and QGSJET drop out of the DDM band. Both figures clearly demonstrate that there is an ambiguity between the cosmic-ray and the hadronic model. The vertical intensity is too featureless for any reasonable separation between those. Hence, only the combination can be potentially constrained, i.e., the combination of QGSJET with GST 4 would be in tension with Baksan and LVD at large depths (see Figure 10).

Appendix B
Impact of the Vertical-equivalent Approximation on the Interpretation of Data

Figure 12 shows that the deviation of the vertical-equivalent intensity from the true vertical intensity is worse for shallower vertical depths and deeper slant depths, as already shown in Figure 7. The underground muon intensity data are seen to follow the trend of this deviation, as they are presented by the experiments in terms of vertical-equivalent intensities. The importance of the accurate treatment of the zenith-angle dependence can be seen in comparison with Figure 11, where similar subtle tilts can be induced by the physical models. For this reason, we stress the importance of providing double-differential data in addition to using the vertical-equivalent approximation.
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Figure 11. Ratio of the true underground intensity for different choices of cosmic-ray flux models (left) and hadronic interaction models (right) with the cosmic-ray flux model fixed to GSF. The interaction models are referenced in Section 2. The primary models are parameterizations of data: H3a (Gaisser 2012), GST 4-generation (Gaisser et al. 2013), GH (Gaisser & Honda 2002), and ZSP (Zatsepin & Sokolskaya 2006; Adriani et al. 2011).

Figure 12. The ratio of the vertical-equivalent intensity to the true vertical intensity against slant depth for various initial vertical depths as calculated by MUTE for standard rock using DDM and GSF. Each curve starts at the vertical depth indicated in the legend for \( \theta = 0 \). All experimental data are referenced in Figure 8.
