Utilizing Energy Efficiency and QoS awareness for Receiver-Arbitrated and Sender-Predicted MAC Protocol in Wireless Sensor Network
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Abstract. In this paper, we exploit energy-efficiency and QoS-awareness for receiver-arbitrated and sender-predicted MAC Protocol (EQAP-MAC) in wireless sensor network. EQAP-MAC improves the transmission concurrency by separating control stream from data stream; minimizes energy consumption by sender by predicting receiver’s wake-up time; supports priority-based QoS through priority-based data flow selected, arbitrated and interrupted mechanisms; reduces transmission interference between the nodes by interleaving neighbor nodes’ wake-up time; improves system throughput and reduces the data stream transmitting delay by pipelining mechanism and optimizing send sequence. We have implemented EQAP-MAC on TinyOS and evaluated its performance on testbed. The result shows EQAP-MAC achieves higher concurrent performance and priority-based QoS guarantee with lower energy consumption compared with RI-MAC and X-AMC.

1. INTRODUCTION

With the development of economy and technology, wireless sensor network has been applied in some new areas, such as factory automation [1], [2], health monitoring [3], multimedia surveillance [4], [5] and smart city [6]. In these new applications, wireless sensor networks [7], [8], [9], [10], [11], [12], [13], [14] have been expected to handle multiple data streams, which have different requirements for QoS. For example, in factory automation control, if some key data streams are delayed, it may lead to serious consequences. Therefore, a stable wireless sensor network, which can guarantee real-time for the critical data streams and provides mechanism for QoS has been widely studied in the literature [15].

In the literature, Synchronous MAC (S-MAC) [16], [17] adopted Network Allocation Vector (NAV), CSMA and RTS/CTS mechanism to evade conflict and prevent from eavesdropping, however, there are some important issues which have not been addressed, such as idle listening and transmission delays [16]. B-MAC was investigated in [18], [19], which adopted Low Power Listening technique to reduce energy consumption, yielding better packet deliver rate, energy consumption, throughput and latency than S-MAC. However, it has to send the long preamble each time before date transmission and the neighbor node which is not the target suffers from overhearing. Wise MAC studied in [20] proposed to learn the receiver’s sampling scheme to minimize the preamble size. Sender node sent a longer preamble once B-MAC sent at the first time. When Receiver node received this preamble, it sent back an ACK not only inform the sender that the preamble is received but also piggyback the next wake up time. Thus the send record this information in the neighbor table. When the sender want to
send date to this receive next time, it looks up the information in the neighbor table and calculate the right time to send a minimized preamble just before the receiver wakes up. X-MAC [21], [22] separate the preamble for the serials of short preamble with target address embedded. If the receiver is not the target, it immediately return to sleep, thus the overhearing is reduced a lot. If the receiver is the target and wake up, it sends back an early ACK after received the short preamble, then the sender knows the target node is awake and stops sending preamble and starts data transmission. X-MAC results better energy efficiency and short data transmission delay, but the preamble still dominates the energy consumption. RI-MAC [23], [24] applied the idea of receiver initiated transmission to duty-cycle MAC protocols to achieve high concurrent performance while still maintain low energy consumption [23]. Node periodically wakes up and broadcasts beacon to notify the neighbor who is awake, if the sender wants to send a data, it should wait for receiver’s beacon, after gets the beacon it starts transmission. However, the disadvantage of RI-MAC is idle-listening problem and can not keep higher performance which we have solved in EQAP-MAC. RW-MAC [25], [26] is on the basis of RI-MAC and combined some mechanism of Wise-MAC to avoid unnecessary idle listening. It is a receiver-initiated MAC which reduces energy consumption by precisely predicting the receiver’s wakeup time and at the same times achieves high concurrent performance. In addition RW-MAC also introduces optimized data frame transmission sequence mechanism to improve throughput and concurrency.

In order to meet new demands for wireless sensor network application, a new MAC protocol called EQAP-MAC (Energy- Efficient QoS-aware and Receiver-Arbitrated Sender-Predicted MAC [27] Protocol for WSN) has been designed, which has following features:

- In order to improve the transmission concurrency, the data frame and control frame are transmitted in different channel. The whole network uses the same channel for control frame, and senor nodes use different channel to receive data.
- Sensor nodes periodically wake-up and sleep in asynchronous way to save energy.
- Sender estimates receiver’s wake-up time to decrease listening time and reduce energy consumption.
- In order to increase the throughput and decrease the average hop delay, packets are transmitted in pipeline with the optimized transmitting order.
- Packets with the highest priority can be transmitted once the receiver has been woken up by given selecting mechanism of data to provide QoS.
- Through Request-to-Send,arbitration,Arbitrate-to-Send,arbitration feedback, frames transmitting and ACK, the transmitting collision can be avoided and packets with higher priority can be processed and transmitted earlier.
- Avoid two neighboring nodes wake up at the same time by interleaving their wake-up time. So the collision between the neighboring nodes is avoided.

The rest of the paper is organized as follows. In Section 2, we describe the principle of EQAP-MAC. In Section 3, we describe how EQAP-MAC provides QoS transmission. Our conclusions are presented in Section 4.

2. EQAP-MAC DESIGN

EQAP-MAC is an improvement of RW-MAC[9], the basic operation are the same as RW-MAC, include calculating sleep wait time, interleaving node wake-up time and sender preestimated recipient wake-up time etc, but the ideas of receive date stream arbitration mechanism, data flow interruption mechanism and priority based QoS data stream transmission mechanism are the new. EQAP-MAC achieves higher concurrent performance which inherited from RI-MAC, it combines the strengths of RI-MAC and Wise-MAC while resolve their weakness to achieve higher performance and low energy consumption. The design of EQAP-MAC and its improvements are described in detail in the following text.
2.1 Energy Efficient
In order to support multiple data streams and reduce channel contention, EQAP-MAC adopts multi-channel mechanism. The data frame and control frame are transmitting in different channel, the whole network use one channel transmit control message and other channel for sensor nodes shared to receive data. In this way data flows concurrency can be improved and the energy efficiency improved too. Like RW-MAC, we also use interleaving node wake-up time and pre-estimating recipient wake-up time in EQAP design. However, EQAP-MAC uses asynchronous periodic listen and sleep to reduce energy consumption. EQAP-MAC uses RTS /ATS/DATAs/ACKs mechanisms for data transmission. In RTS listening period, node listens RTS frame which sended from its neighbors. In ATS sending period, node arbitrates the received RTS frame, selects the RTS sender with highest priority and sends it ATS frame. After arbitration period, sensor node selected starts to transmitting data and other nodes shut down their RF module to sleep. Moreover, RTS/ATS can piggyback nodes wake-up interval. Neighboring nodes advertise themselves established wake-up time through exchanging RTS/ATS frame, so node can calculate the neighboring nodes’ next wake-up time based on these information.

2.2 Priority based QoS Data Stream Transmission
In order to guarantee high priority data stream processed and transmitted earlier, we have designed Transmission Data Stream Selection, Receive Data Stream Arbitration and Data Flow Interruption Mechanisms. The RTS frame sender sent contains not only receiver’s destination address but also sender flow’s priority and estimated transmission time. Similarly, the ATS frame send by receiver contains arbitration priority, sender address and estimated transmission time.

The sender and receiver adopt CSMA/CA based channel access mechanism to compete for channel when they sending RTS/ATS frame. But when sending data, they can send directly instead of using CSMA/CA. Because data streams and control frame are transmitted in different channels, there does not exist collision between data stream and RTS/ATS frame, and different data streams cannot interfere with each other. In order to make all the neighbors received RTS/ATS frame, IEEE 802.15.4 hardware address filtering should be shut down. During data transmission period, sender must retransmit data frame if no ACK received and receiver must acknowledge every time when receiving data frame. If receiver waiting for a period of time, no new data frame arrived, which means sender may be abnormal, receiver must immediately shut down RF module and sleep. When data stream transmission is over, sender and receiver immediately switch to control channel and continue to listen. If no new control frame arrived, they close RF module and sleep.

![Fig1.Optimizing data frame transmission order.](image)
3. PRIORITY BASED QOS TRANSMISSION

3.1 Transmission Data Stream Selection

In wireless sensor networks, data collected is generally busy and discontinuous. For example, when event occurs, a large number of data may be collected and sent by WSNs. In many applications, we think that there exist several concurrent services and different services transmit data streams with different priorities. In QoS guarantee model based on priority, how to ensure that firstly select and transmit the data flow with high priority is the key to guarantee QoS. However, EQAP-MAC can select and transmit data streams in order of their precedence, not affecting network performance.

3.1.1 Transmit data stream in pipeline and optimize data frame transmission order: EQAP-MAC adopts mechanisms of the pipeline data packet transmission and sending order optimizing. Upper layer service transmits data streams to the MAC layer in pipeline concurrently. MAC layer accepts all the transmission request of data stream from upper layer service, and estimate given wake-up time of data flow receiver. Then, according to order of the wake-up time of the receivers, it selects the first wake-up receiver and sends out data flow. As shown in Figure 2, sender S, after accepting sending request data stream from upper layer service at t2 and t3, transmit data stream to receiver Rj at t4, and then, transmit data stream to receiver Ri at t5.

3.1.2 Data streams queue model based on priority and neighbors wake-up time: Since data streams are likely to be produced at any time and each receiver’s wake-up time is uncertain; so the best data stream selection strategy should be ensure that the high-priority data stream to be sent out in the most appropriate time. That means, when the receiver of the high-priority data stream wake up, we should start to process and transmit high-priority data stream even the low-priority data stream is been sending. We interrupt the transmission of low priority data stream and begin to deal with the request of the high-priority data stream as shown in Figure 2.

In order to allow the sender to estimate receivers wake-up time, EQAP-MAC records the neighboring nodes reference wake-up time and other information in neighbor table (NeighborQueue), caches data stream pointer in data stream queue (MessageQueue), and maps each element in the data flow queue to element of neighbor table by neighbor information map (NeighborMsgMap) tables. Multiple concurrent services send data flow to lower layer in pipeline according to their own needs.
Lower layer caches data stream pointer in data stream queue, and creates a mapping bits according to data stream destination address in neighbor information mapping table. Whenever the neighbor in the neighbor table reaches recorded wake-up time, sender should start data stream sending selection process. In selection, it is only to find the present wake neighbor entries in the neighbor information mapping table, and chooses the highest priority data stream, then starts processing and transmitting. If there exist two data streams with the same priority, these two data streams should be combined into one data stream to inform the system for processing and transmitting because the tow data streams have the same destination address.

3.2 Receive Data Stream Arbitration
During the RTS listening period, receiver listens the RTS frames sent by transmitters. During the ATS transmitting period, receiver arbitrates the data flows carried in the RTS frame, selects the data flow with highest priority, and broadcasts ATS which contains the arbitrating results. Then the arbitrating feed-back period comes. If transmitters have disputes about the arbitrating results, they will send their RTS to the arbitrator. If the priority of RTS frames received by the arbitrator is higher than the original arbitrating result, then arbitrator will arbitrate and select again. Until no nodes have disputes about the arbitrating result, the receiver switches channel and waits for data transmitting. Since RTS/ATS frames contain estimated data transferring time and receivers have residing period after the end of data transmitting. Nodes can open RF module and send RTS again according to the present transmitting time and receiver’s residing period, if it is not get the allowance for sending its data stream. In this way sender can send data stream as quickly as possible, then the latency is reduced and network throughput are improved.

In order to let the low priority data sender sleep as early as possible, when a receiver receives other sender’s RTS frame and judges its own data priority is not the highest and second, it can straightly turn into sleep and do not wait for receiver’s arbitration results. If a sender received receiver’s ATS frame and found the priority in arbitration result is lower than its own priority, it can send RTS again and notified receiver the arbitration result is improper. If the sender judges his data priority is the highest or the second, he must wait until the arbitration period ends, and decides whether or not continue to listen the channel.

3.3 Data flow interruption
Because data frame and control frame transmitted in different channel, when sender S are transmitting data stream to receiver R, it will not affect other neighbor’s control stream and data stream transmitting. However, the current data transmitting will affect higher priority data streams transmitting if S or R involved in it. In the following situation, we should interrupt current data streaming transmitting to provide QoS: 1) sender S sends higher priority data streams to other neighbor; 2) receiver R sends higher priority data streams to other neighbor; 3) receiver R or sender S have reached its established wake-up time. EQAP-MAC uses interrupt frame (INT) to let the high priority data stream interrupt the lower priority data streams transmission.

3.3.1 Sender S Send Higher Priority Data Streams To Other Neighbors: As shown in figure 3, sender S is transmitting a data stream with priority 2 to receiver $R_j$. At the moment $t_0$, upper layer of S want to send data stream with priority 1 to $R_i$. 
Fig 3. S-not-R Interrupt mechanism: compete success.

S pre-estimated that receiver R_i will wake up at t_2, so S immediately send INT fame to R_j after transmitting data frame at t_1 which is earlier than t_2. INT indicates a data stream with priority 1 which destination is R_i interrupted current data transmission. After R_j received the INT frame, it feedback a INT(1) frame. After received the feedback INT(1), S records the sequence number of current successfully transmitted frame. Then S and R_j switch the channel to fixed control channel CFixed. S requests to send data stream with priority 1 to R_i at t_2. If S win the arbitration after R_i listening period and arbitration feedback period, S switches the channel to reception channel which is same to R_i and start transmission data stream with priority 1 to R_i. R_j knows S won the arbitration at t_3, then R_j turn into sleep. At t_4, after data stream with priority 1 transmission between S and R_i is over, they all switched the channel to fixed control channel CFixed and entered residing period. If there is no frame arrived in residing period, both of them turn into sleep. By pre-estimating, S knows R_j will wake up at t_6 moment, then S opens RF module at that moment and send request R_j. When R_j wakes up, new arbitration period will be started.

3.3.2 Receiver R Send Higher Priority Data Streams To Other Neighbors: The interrupt processing when receiver R sends higher priority data flow to other neighbor is similar to above. But if receiver has higher data flows than received frame, it sends interrupt frame INT to sender instead of ACK, informing sender need to interrupt current data stream transmitting. When sender R waiting for ACK response, it have received INT frame which priority is higher than current data stream. R knows the receiver has higher priority data stream to send, then S turn into the interrupt processing.

3.3.3 Receiver R Or Sender S reached Its Established Wake-Up Time: The processes of receiver or sender reaches its establish wake-up time is similar. Here we discuss the receiver R reached its established wake-up time.

In Figure 4, sender S_j are transmitting s data stream with priority 2, and receiver R knows he will reach his own established wake-up period at t_2. Then receiver sends interrupt frame INT to S_j instead of send feedback after receiving data at t_1. S_j feedbacks an interrupt frame to receiver R after receiving interrupt frame, and records current data streaming process. At t_2, S_j and other senders send RTS frame to R for competing data stream transmission. If S_j won, it continues to send the data stream interrupted. Otherwise, S_j must wait for transmission completed.
4. EXPERIMENT AND EVALUATION

In our experiments, we use a testbed called NPUmote [28] which is similar to IRIS platform to run benchmark. The MCU of NPUmote is Atmega1281 which has 8K SRAM, 4K EEPROM and 128K FLASH.

We use 6 NPUmote nodes, three of them as the sender, the other three as the receiver. The radio signal of each node can cover other five nodes. Each sender has three different priority services, every service transmit data stream to different receiver. Each service has 25 data frames buffer and the payload of data frame is 28 bytes. so transmit each data frame need approximately 1500us.

We have compared the performance of EQAP-MAC with RW-MAC, RI-MAC and X-MAC. Figure 5 shows the experiment results. From Figure 5(a) and (b), we can see EQAP-MAC and RW-MAC can significantly reduce sender’s energy consumption, this is because they all adopt pre-estimated receiver’s wake up time. So they guarantee sender open wireless RF module before receiver wake up and start transmitting data. From Figure 5(c), we can see the transmission delivery rate of EQAP-MAC protocol is higher than other three protocols. The advantage is more obvious with the busty data increasing. Comparing (c) with (a)(b), we can conclude that EQAP-MAC protocol’s network throughput and transmission concurrency is higher than other three MAC protocols. Because EQAP-MAC uses multi-channel, control flow and data flow separation and each node receiving data in different channel, network throughput and transmission concurrency is increased.
Figure 5(d) shows the service transmission delivery rate on three nodes when the transmission time interval is 128 ms. The 1, 5, 9 priority services on node 4 send data to node 32, 9, and 22 separately. The 3, 6, 8 priority services on node 32 send data to node 32, 9, and 22 separately and the priority service 2, 4, 7 on node 13 send data to 32, 9, and 22. Since the node 32 receives the 1, 2, 3 priority data streams, node 9 receives 7, 8, 9 priority data streams. Each node’s wake up time are interleaved and data stream receiving channels are different, thus the priority of 3, 6, and 9 service delivery rate are below than other two high-priority services on the same node. EQAP-MAC is designed to ensure that the data stream of high-priority services is preferentially processed and transmitted. The phenomenon of 5(d) due to different receivers have different wake up time. Receiver must guarantee high priority data flow are firstly processed and transmitted. Different receivers must transmit data streams parallelly. In this way, systems throughput is improved and transmission delay decreased.

5. CONCLUSION AND FUTURE WORK

In this paper, we developed an energy-efficient and QoS based high performance MAC protocol called EQAP-MAC for wireless sensor network. The result of the experiments shows that EQAP-MAC has advantages in energy efficiency, network throughput and transmission delay.

This paper has not discussed how to guarantee real-time requirements. Therefore, we will consider how to guarantee real-time performance at the MAC layer in our future research, because there are many applications in Wireless Sensor Network need to have real-time performance.
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