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Abstract

We consider constructing model selection criteria for evaluating nonlinear mixed effects models via basis expansions. Mean functions and random functions in the mixed effects model are expressed by basis expansions, then they are estimated by the maximum likelihood method. In order to select numbers of basis we derive a Bayesian model selection criterion for evaluating nonlinear mixed effects models estimated by the maximum likelihood method. Simulation results shows the effectiveness of the mixed effects modeling.
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1 introduction

Mixed effects modeling is an effective technique for analyzing data with a complex structure, and is an extension of traditional linear models that allow for the incorporation of random effects. Laird and Ware (1982) applied the mixed effects model to the analysis of repeated measures data, and developed the methodology for formulation and fitting of it. It can be easily applied even if the data have few observational points or irregularly spaced points, by analyzing the complete set of data at one time. Analysis of longitudinal data via the mixed effects modeling has been widely studied, especially in medical science (Armitage et al., 2008; Fitzmaurice et al., 2012).

Brumback and Rice (1998) extended the linear mixed effects model to that with nonlinear structure by approximating individual curves as spline functions, enabling us to construct more flexible models. Rice and Wu (2001) assumed a more general structure for the covariance function and then computed eigenfunctions which provide insights into individual curves. The estimated curves can also be considered as a set of functional data (Ramsay and Silverman, 2003). The basic idea behind the functional data analysis is to represent observed longitudinal data as smooth functions and then treat each of them as individual data. Therefore we can apply further analyses to the estimated curves such as functional version of principal component analysis or regression analysis.
The mixed effects model is estimated by the framework of the maximum likelihood method. Laird and Ware (1982) estimated the linear mixed effects model by the EM algorithm under the assumption that the variance structure is unknown. When constructing the mixed effects model it is a crucial issue to select variables since it directly leads to the prediction accuracy. One of the solution for the issue is the selection via model selection criteria. For the linear mixed effects model, Vaida and Blanchard (2005) derived a conditional AIC which apply the effective degrees of freedom for the linear mixed effects model, and afterward Liang et al. (2008) extended it so that it can be used in more general conditions. Further description about the model selection criteria for the linear mixed effects model are given in Burnham and Anderson (2002).

Similarly, in the nonlinear setting we also need to select an optimal model capturing both mean functions and random functions. Moreover, we should select the model more carefully since selection of a few tuning parameters can control the model constructed from the complete data set.

We introduce some model selection criteria, derived from information theory and a Bayesian approach, for evaluating the nonlinear mixed effects model estimated by the maximum likelihood method. Especially we derive an improved version of Bayesian model selection criterion (Schwarz, 1978) by applying the result of Konishi et al. (2004). These criteria can be used even if the covariance structure of the random effects and the error variance are unknown. In order to investigate the effectiveness of the proposed criteria simulation studies are conducted.

This paper is organized as follows. Section 2 introduces nonlinear mixed effects models based on basis expansions. In Section 3 we describe the maximum likelihood procedure for estimating the nonlinear mixed effects model, assuming that parameters and the structure of the variance are unknown. Section 4 shows some model selection criteria for evaluating the nonlinear mixed effects model. Simulation examples and real data analysis are investigated in Section 5 and finally concluding remarks are given in Section 6.

2 Nonlinear mixed effects model via basis expansions

Suppose we have repeated measurement data \( \{(t_{\alpha i}, x_{\alpha i}); \alpha = 1, \ldots, n, i = 1, \ldots, N_\alpha\} \), where \( t_{\alpha i} \) is the \( i \)-th time point for the \( \alpha \)-th subject and \( x_{\alpha i} \) is the observed value at \( t_{\alpha i} \).
Then we consider the following model

\[ x_{\alpha i} = m(t_{\alpha i}) + r_{\alpha}(t_{\alpha i}) + \varepsilon_{\alpha i}, \]

where \( m(t) \) is an overall mean function, \( r_{\alpha}(t) \) are random functions and \( \varepsilon_{\alpha i} \) are noise variables. In many works on mixed effects modeling, \( m(t_{\alpha i}) \) and \( r_{\alpha}(t_{\alpha i}) \) are expressed by linear combination of \( t_{\alpha i} = (t_{\alpha 1}, \ldots, t_{\alpha N_{\alpha}})^T \) and known vectors respectively. On the other hand, we assume that \( m(t) \) and \( r_{\alpha}(t) \) can be expressed as linear combinations of \( m_f \) basis functions \( \phi_k(t) \) and \( m_r \) basis functions \( \phi_l^r(t) \) respectively Rice and Wu (2001), that is, \( x_{\alpha i} \) are represented as

\[ x_{\alpha i} = \sum_{k=1}^{m_f} \beta_k \phi_k^f(t_{\alpha i}) + \sum_{l=1}^{m_r} \gamma_{\alpha l} \phi_l^r(t_{\alpha i}) + \varepsilon_{\alpha i}, \tag{1} \]

where \( \beta_k \) and \( \gamma_{\alpha l} \) are coefficients. The equation (1) can be expressed using vector and matrix notation as follows:

\[ \mathbf{x}_{\alpha} = \Phi_{\alpha}^f \mathbf{\beta} + \Phi_{\alpha}^r \mathbf{\gamma}_\alpha + \mathbf{\varepsilon}_\alpha, \]

where \( \mathbf{x}_{\alpha} = (x_{\alpha 1}, \ldots, x_{\alpha N_{\alpha}})^T \), \( \Phi_{\alpha}^f = (\phi_k^f(t_{\alpha i}))_{ik} \), \( \Phi_{\alpha}^r = (\phi_l^r(t_{\alpha i}))_{il} \), \( \mathbf{\beta} = (\beta_1, \ldots, \beta_{m_f})^T \), \( \mathbf{\gamma}_\alpha = (\gamma_{\alpha 1}, \ldots, \gamma_{\alpha m_r})^T \) and \( \mathbf{\varepsilon}_\alpha = (\varepsilon_{\alpha 1}, \ldots, \varepsilon_{\alpha N_{\alpha}})^T \) and we make the following assumptions:

\[ \mathbf{\gamma}_\alpha \sim N_{m_r}(\mathbf{0}, \Gamma), \quad \mathbf{\varepsilon}_\alpha \sim N_{N_{\alpha}}(\mathbf{0}, \sigma_\varepsilon^2 \mathbf{I}). \]

A typical choice of basis functions is Fourier series or B-splines (de Boor, 2001; Imoto and Konishi, 2003), and Gaussian radial basis functions are also used (Bishop, 1995; Ando et al., 2008). Here we assume that \( \phi_k^f(t) \) and \( \phi_l^r(t) \) are B-splines of degree 3. Suppose we have equally spaced knots \( \tau_k \) such that \( \tau_1 < \cdots < \tau_{r+1} = \min(t_{\alpha i}) < \cdots < \tau_{p+r+1} = \max(t_{\alpha i}) < \cdots < \tau_{p+r+1} \), then B-spline functions of degree 0 are defined by

\[ B_j(t; 0) = \begin{cases} 1 & (\tau_j \leq t < \tau_{j+1}), \\ 0 & \text{(otherwise)}. \end{cases} \]

Then B-spline functions of degree \( r \) are formed using the following sequential equations:

\[ B_j(t; r) = \frac{t - \tau_j}{\tau_{j+r} - \tau_j} B_j(t; r - 1) + \frac{\tau_{j+r+1} - t}{\tau_{j+r+1} - \tau_{j+1}} B_{j+1}(t; r - 1). \]

We apply the functions of degree 3 \( B_k(t; 3) \) and \( B_l(t; 3) \) to basis functions \( \{\phi_k^f(t); k = 1, \ldots, m_f\} \) and \( \{\phi_l(t); l = 1, \ldots, m_r\} \) respectively.
The nonlinear mixed effects model can then be expressed as

\[
 f(x|\alpha; \theta) = \frac{1}{(2\pi)^{N/2}|\sigma^2_{\epsilon}I + \Phi_{\alpha}^T \Gamma \Phi_{\alpha}|^{1/2}} 
 \times \exp \left\{ -\frac{1}{2}(x - \Phi_{\alpha}^T \beta)^T \left( \sigma^2_{\epsilon}I + \Phi_{\alpha}^T \Gamma \Phi_{\alpha} \right)^{-1}(x - \Phi_{\alpha}^T \beta) \right\},
\]

where \( \theta = \{ \beta^T, (\text{vech}\Gamma)^T, \sigma^2_{\epsilon}\}^T \) is a parameter vector and vech\( \Gamma \) denotes an operator that transforms \( m_r(m_r + 1)/2 \) upper triangular elements of \( \Gamma \) into a vector.

3 Estimation

We consider estimating the nonlinear mixed effects model (2) by the maximum likelihood method. The log-likelihood function of the model is given by

\[
 l(\theta) = -\frac{1}{2} \sum_{\alpha=1}^{n} \left\{ N_{\alpha} \log(2\pi) + \log |\sigma^2_{\epsilon}I + \Phi_{\alpha}^T \Gamma \Phi_{\alpha}| \right\}
 \quad -\frac{1}{2} \sum_{\alpha=1}^{n} \left\{ (x_{\alpha} - \Phi_{\alpha}^T \beta)^T \left( \sigma^2_{\epsilon}I + \Phi_{\alpha}^T \Gamma \Phi_{\alpha} \right)^{-1}(x_{\alpha} - \Phi_{\alpha}^T \beta) \right\}.
\]

Following subsections describe how to obtain the estimator of \( \theta \) for cases where variance parameters \( \Gamma \) and \( \sigma^2_{\epsilon} \) are known and unknown.

3.1 Known variances

When both \( \Gamma \) and \( \sigma^2_{\epsilon} \) are known, the maximum likelihood estimator of \( \beta \) is easily obtained from (3):

\[
 \hat{\beta} = \left( \sum_{\alpha=1}^{n} \Phi_{\alpha}^T W^{-1} \Phi_{\alpha} \right)^{-1} \sum_{\alpha=1}^{n} \Phi_{\alpha}^T W^{-1} x_{\alpha},
\]

where \( W = \sigma^2_{\epsilon}I_{N_{\alpha}} + \Phi_{\alpha}^T \Gamma \Phi_{\alpha} \). Laird and Ware (1982) derived predictors \( \hat{\gamma}_{\alpha} \) by using an extension of the Gauss-Markov theorem (Harville, 1976), given by

\[
 \hat{\gamma}_{\alpha} = \Gamma \Phi_{\alpha}^T W^{-1}(x_{\alpha} - \Phi_{\alpha}^T \hat{\beta}).
\]

Their estimates or predictors are given as BLUP (Best Linear Unbiased Prediction) estimators which have minimum variance in unbiased estimates or predictors of \( \beta \) or \( \gamma_{\alpha} \). Theory of BLUP is discussed by Robinson (1991).
3.2 Unknown variances

It is unnatural that the variance parameters $\Gamma$ and $\sigma^2_\varepsilon$ are known, and thus we assume that these are unknown. However, when both of them are unknown it is difficult to derive maximum likelihood estimators $\hat{\sigma}^2_\varepsilon$, $\hat{\Gamma}$ and $\hat{\beta}$ analytically from the log-likelihood (3). Alternatively, they can be estimated via the EM algorithm, considering $\gamma_\alpha$ as latent variables (Laird and Ware, 1982). If $\gamma_\alpha$ were observed, the density function of $x_\alpha$ would be given by

$$f(x_\alpha | t_\alpha; \beta, \theta) = \frac{1}{(2\pi)^{(N_\alpha+m_r)/2}\sigma^2_\varepsilon|\Gamma|^{1/2}} \exp \left\{ -\frac{1}{2\sigma^2_\varepsilon}(x_\alpha - \Phi^f_\alpha \beta - \Phi^r_\alpha \gamma_\alpha)^T (x_\alpha - \Phi^f_\alpha \beta - \Phi^r_\alpha \gamma_\alpha) - \frac{1}{2} \gamma^T_\alpha \Gamma^{-1} \gamma_\alpha \right\},$$

which can be regarded as a complete log-likelihood function. Considering a conditional expectation $Q(\theta | \hat{\theta}) := \sum_\alpha E_\gamma_\alpha [\log f(x_\alpha, \gamma_\alpha; \theta) | x_\alpha; \hat{\theta}]$ with the current estimate $\hat{\theta}$, the parameter $\theta$ is updated by maximizing $Q(\theta | \hat{\theta})$ since the maximizer of (3) coincides with that of $Q(\theta | \hat{\theta})$. The details of the EM algorithm is given in Appendix A. Replacing the unknown parameter $\theta$ in (3) by its estimator $\hat{\theta} = \{\beta^T, (\text{vech}\hat{\Gamma})^T, \hat{\sigma}^2_\varepsilon\}^T$, we obtain the nonlinear mixed effects model

$$f(x_\alpha | t_\alpha; \hat{\theta}) = \frac{1}{(2\pi)^{N_\alpha/2}\hat{\sigma}^2_\varepsilon I_{N_\alpha} + \Phi^r_\alpha \hat{\Gamma} \Phi^r_\alpha^T|^{1/2}} \exp \left\{ -\frac{1}{2} (x_\alpha - \Phi^f_\alpha \beta)^T (\hat{\sigma}^2_\varepsilon I_{N_\alpha} + \Phi^r_\alpha \hat{\Gamma} \Phi^r_\alpha^T)^{-1} (x_\alpha - \Phi^f_\alpha \beta) \right\}. \tag{5}$$

Moreover, predictors of $\gamma_\alpha$ and $x_\alpha$ are, respectively, given by

$$\hat{\gamma}_\alpha = (\hat{\sigma}^2_\varepsilon \hat{\Gamma}^{-1} + \Phi^r_\alpha \Phi^r_\alpha^T)^{-1} \Phi^r_\alpha^T (x_\alpha - \Phi^f_\alpha \hat{\beta}), \tag{6}$$
$$\hat{x}_\alpha = \Phi^f_\alpha \hat{\beta} + \Phi^r_\alpha \hat{\gamma}_\alpha.$$ 

We can find that the predictor (6) coincides with (4) by using matrix algebra.

4 Model selection criteria

The nonlinear mixed effects model $f(x_\alpha | t_\alpha; \hat{\theta})$ estimated by the maximum likelihood method depends on numbers of basis functions $m_f$ and $m_r$. It is a crucial issue to determine them appropriately since only these parameters control the degrees of complexity of the model. We introduce some model selection criteria for evaluating nonlinear mixed effects models estimated by the maximum likelihood method, when variances are unknown.
Akaike’s information criterion (Akaike, 1974) for evaluating the model (5) is given by

\[
AIC = -2 \sum_{\alpha=1}^{n} \log f(x_\alpha|t_\alpha; \hat{\theta}) + 2p,
\]

where \( p \) is the number of unknown parameters and is given by \( p = m_f + m_r (m_r + 1)/2 + 1 \).

The Bayesian model selection criterion BIC (Schwarz, 1978) for evaluating the model (5) is given by

\[
BIC = -2 \sum_{\alpha=1}^{n} \log f(x_\alpha|t_\alpha; \hat{\theta}) + p \log n.
\]

Konishi et al. (2004) derived an improved version of Schwarz’s BIC for regression models estimated by the maximum likelihood method. Using this result, we derive an improved version of BIC based on the nonlinear mixed effects model via basis functions, which is given by

\[
BIC_I = -2 \sum_{\alpha=1}^{n} \log f(x_\alpha|t_\alpha; \hat{\theta}) + p\{\log n - \log(2\pi)\} + \log |I(\hat{\theta})|,
\]

where \( I(\theta) \) is a \( p \times p \) matrix and whose elements are described in Appendix B. We select \( m_f \) and \( m_r \) which minimize values of these criteria, and then consider the corresponding model to be the optimal model.

5 Numerical example

Monte Carlo simulations are conducted to examine the effectiveness of nonlinear mixed effects modeling. For simplicity, in this simulation the observational points are supposed to be the same for each individual.

First, we generated the \( \alpha \)-th observations \( x_{\alpha i} \) at observational points \( t_{\alpha i} \) (\( \alpha = 1, \ldots, n, i = 1, \ldots, 50 \)) using the following rule:

\[
x_{\alpha i} = u_{\alpha}(t_{\alpha i}) + \varepsilon_{\alpha i}, \quad \varepsilon_{\alpha i} \sim N(0, 0.1R_{xxi}^2), \quad R_{xxi} = \max_{i}(u_{\alpha}(t_{\alpha i})) - \min_{i}(u_{\alpha}(t_{\alpha i})),
\]

\[
u_{\alpha}(t_{\alpha i}) = \beta^T \phi_f(t_{\alpha i}) + \gamma^T \phi_r(t_{\alpha i}), \quad t_{\alpha i} = 0.01 + \frac{1 - 0.01}{50 - 1}(j - 1),
\]

where \( \phi_f(t_{\alpha i}) \) and \( \phi_r(t_{\alpha i}) \) are \( m_f \) and \( m_r \) dimensional vectors of B-spline basis functions respectively. Here we assume that \( m_f = 5, m_r = 8 \) and \( \beta = (-8, -2, 6, 5, 7)^T \), and \( \gamma \) are generated from \( N_5(0, \Sigma_r) \) with \( \Sigma_r = (0.5^{j-k}|_{j,k} \).

We applied the nonlinear mixed effects modeling to the generated data, and then selected numbers of basis functions \( m_f \) and \( m_r \).
Table 1: Averaged mean squared errors ($\times 10^2$).

| $n$ | AIC  | BIC  | BIC$_I$ |
|-----|------|------|---------|
| 30  | 5.87 | 5.96 | 5.83    |
| 50  | 5.53 | 5.73 | 5.47    |
| 100 | 5.23 | 5.44 | 5.20    |

Table 2: Frequency of the selected number of basis functions. Bold numbers indicate correctly selected numbers of basis functions.

| $n$ | $m_f$ | Criterion | Selected number of basis |
|-----|-------|-----------|--------------------------|
|     | 30    | AIC       | 4 | 69 | 17 | 2 | 4 | 3 | 1 |
|     |       | BIC       | 10 | 81 | 8 | 1 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 36 | 60 | 4 | 0 | 0 | 0 | 0 |
|     | 50    | AIC       | 0 | 62 | 18 | 7 | 4 | 5 | 4 |
|     |       | BIC       | 2 | 82 | 13 | 3 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 3 | 77 | 11 | 2 | 2 | 4 | 1 |
|     | 100   | AIC       | 0 | 69 | 15 | 6 | 3 | 3 | 4 |
|     |       | BIC       | 0 | 91 | 8 | 1 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 0 | 72 | 15 | 4 | 3 | 2 | 4 |

| $n$ | $m_r$ | Criterion | Selected number of basis |
|-----|-------|-----------|--------------------------|
|     | 30    | AIC       | 1 | 62 | 33 | 4 | 0 | 0 | 0 |
|     |       | BIC       | 4 | 86 | 10 | 0 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 0 | 28 | 31 | 24 | 13 | 1 | 3 |
|     | 50    | AIC       | 0 | 27 | 65 | 7 | 1 | 0 | 0 |
|     |       | BIC       | 5 | 80 | 15 | 0 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 0 | 2 | 21 | 15 | 42 | 12 | 8 |
|     | 100   | AIC       | 0 | 9 | 51 | 24 | 16 | 0 | 0 |
|     |       | BIC       | 0 | 58 | 41 | 1 | 0 | 0 | 0 |
|     |       | BIC$_I$   | 0 | 0 | 0 | 4 | 34 | 17 | 45 |

using model selection criteria AIC, BIC and BIC$_I$, thereby obtaining the estimator $\hat{x}_{ai}$ for $n = 30, 50, 100$. We examined the simulations for 100 repetitions, then obtained the average mean squared error

$$AMSE = \frac{1}{50n} \sum_{\alpha=1}^{n} \sum_{i=1}^{50} (\hat{x}_{ai} - u_{\alpha}(t_{ai}))^2.$$  

Tables 1 2 and Figure 1 contain the results. From these results, we find that the BIC$_I$ selects the model which minimizes the MSE and with the correct number of basis functions.
6 Concluding remarks

In this thesis we estimated the nonlinear mixed effects model by the maximum likelihood method, however, it is considered estimating it by the maximum penalized likelihood method. The penalized log-likelihood function for the nonlinear mixed effects model may be given by

\[ l_\zeta(\theta) = l(\theta) - \frac{n\zeta}{2} \beta^T \Omega \beta, \]

where \( \Omega \) is a positive semi-definite matrix and \( \zeta \) is a smoothing parameter. For the choice of \( \zeta \), model selection criteria Konishi and Kitagawa (2008) will be needed, whose derivations remain as a future work.

James et al. (2000) extended the mixed effects model and proposed a reduced rank mixed effects model for sparse longitudinal data. They also considered estimating it by the maximum penalized maximum likelihood method. It is considered to derive model selection criteria for evaluating the estimated model.

Appendix: The EM algorithm

Steps of the EM algorithm for estimating the nonlinear mixed effects model are as follows:

Step 0. Let \( \theta(0) = \{ \beta^{T}_{(0)}, (\text{vech}\Gamma_{(0)})^T, \sigma^2_{\varepsilon,(0)} \}^T \) be an initial value of the parameter \( \theta = \{ \beta^T, (\text{vech}\Gamma)^T, \sigma^2_{\varepsilon} \}^T \).

Step 1. (E-step) For the \( j \)-th iteration, calculate the conditional expectation \( \gamma_{\alpha,(j)} \) as follows:

\[ \gamma_{\alpha,(j)} = (\sigma^2_{\varepsilon,(j)} \Gamma^{-1}_{(j)} + \Phi_{\alpha}^{r T} \Phi_{\alpha}^{-1} \Phi_{\alpha}^{r T} (x_{\alpha} - \Phi_{\alpha}^{r} \beta_{(j)})). \]

Step 2. (M-step) Update \( \sigma^2_{\varepsilon} \) as follows:

\[ \sigma^2_{\varepsilon,(j+1)} = \frac{1}{\sum N_{\alpha}} \sum_{\alpha=1}^{n} \left[ \|x_{\alpha} - \Phi_{\alpha}^{r} \beta_{(j)} - \Phi_{\alpha} \gamma_{\alpha,(j)}\|^2 + \text{tr} \left\{ \Phi_{\alpha}^{r} \Gamma^{-1}_{(j)} + \frac{1}{\sigma^2_{\varepsilon,(j)}} \Phi_{\alpha}^{r T} \Phi_{\alpha}^{-1} \Phi_{\alpha}^{r T} \right\} \right]. \]

Step 3. (M-step) Update \( \Gamma \) as follows:

\[ \Gamma_{(j+1)} = \frac{1}{n} \sum_{\alpha=1}^{n} \left\{ \gamma_{\alpha,(j)} \gamma_{\alpha,(j)}^T + \left( \Gamma^{-1}_{(j)} + \frac{1}{\sigma^2_{\varepsilon,(j+1)}} \Phi_{\alpha}^{r T} \Phi_{\alpha}^{-1} \right)^{-1} \right\}. \]
Step 4. (M-step) Update $\beta$ as follows:

$$\beta_{(j+1)} = \left( \sum_{\alpha=1}^{n} \Phi_{\alpha}^T \Phi_{\alpha} \right)^{-1} \Phi_{\alpha}^T (x_{\alpha} - \Phi_{\alpha}^r \gamma_{\alpha,(j)})$$

Step 5. Continue from Step 1 to Step 4 until a suitable convergence criterion is satisfied.

Figure 1: 10 examples of the simulation setting. Top left: True curves. Top right: Generated observations. Bottom left: Estimated curves with a fixed effect (thick line). Bottom right: An example of estimated curves. Points represent observations; the solid and dashed lines depict the true and estimated curves respectively.
Appendix B. Details of the matrix $I(\theta)$

We show the elements of the matrix $I(\theta)$ included in BIC \cite{BIC}. It is given as follows:

\[
I(\theta) = -\frac{1}{n} \sum_{\alpha=1}^{n} \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \theta \partial \theta^T}, \quad \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \theta \partial \theta^T} = \begin{pmatrix}
I^{(\alpha)}_{11}(\theta) & I^{(\alpha)}_{12}(\theta) & I^{(\alpha)}_{13}(\theta) \\
I^{(\alpha)}_{12}^T(\theta) & I^{(\alpha)}_{12}(\theta) & I^{(\alpha)}_{23}(\theta) \\
I^{(\alpha)}_{13}^T(\theta) & I^{(\alpha)}_{23}^T(\theta) & I^{(\alpha)}_{33}(\theta)
\end{pmatrix},
\]

where

\[
I^{(\alpha)}_{11}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \beta \partial \beta^T} = -\Phi_{\alpha}^T W^{-1}_\alpha \Phi_{\alpha},
\]

\[
I^{(\alpha)}_{12}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \beta \partial (\text{vech}\Gamma)^T} \quad \text{with} \quad \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \beta \partial \Gamma_{hh}} = -\Phi_{\alpha}^T W^{-1}_\alpha \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha a_{\alpha} \quad (h \neq k),
\]

\[
I^{(\alpha)}_{13}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \beta \partial \sigma^2} = -\Phi_{\alpha}^T W^{-2}_\alpha a_{\alpha},
\]

\[
I^{(\alpha)}_{22}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial (\text{vech}\Gamma) \partial (\text{vech}\Gamma)^T} \quad \text{with} \quad \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \Gamma_{hh} \partial \Gamma} = \Phi_{\alpha}^T W^{-1}_\alpha \left\{ \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha a_{\alpha} a_{\alpha}^T - a_{\alpha} a_{\alpha}^T W^{-1}_\alpha \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha a_{\alpha} a_{\alpha}^T \right\} - \frac{1}{2} \text{diag}[\Phi_{\alpha}^T W^{-1}_\alpha \{ \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T \} W^{-1}_\alpha \Phi_{\alpha} - \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha a_{\alpha} a_{\alpha}^T]
\]

\[
I^{(\alpha)}_{23}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial (\text{vech}\Gamma) \partial \sigma^2} \quad \text{with} \quad \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \Gamma \partial \sigma^2} = \Phi_{\alpha}^T W^{-1}_\alpha (I_N - W^{-1}_\alpha a_{\alpha} a_{\alpha}^T - a_{\alpha} a_{\alpha}^T W^{-1}_\alpha) W^{-1}_\alpha \Phi_{\alpha} - \frac{1}{2} \text{diag}[\Phi_{\alpha}^T W^{-1}_\alpha \{ \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T \} W^{-1}_\alpha \Phi_{\alpha} - \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha a_{\alpha} a_{\alpha}^T - a_{\alpha} a_{\alpha}^T W^{-1}_\alpha \Phi_{\alpha} (\Delta_{hh} + \Delta_{kh}) \Phi_{\alpha}^T W^{-1}_\alpha \Phi_{\alpha}],
\]

\[
I^{(\alpha)}_{33}(\theta) = \frac{\partial^2 \log f(x_{\alpha}|\theta)}{\partial \sigma^2} = \frac{1}{2} \text{tr}(W^{-2}_\alpha - a_{\alpha} a_{\alpha}^T W^{-3}_\alpha a_{\alpha}).
\]
Here we abbreviated \( f(x_\alpha|t_\alpha; \theta) \) to \( f(x_\alpha|\theta) \) and used the following notations:

\[
W_\alpha = \sigma^2 \epsilon_{IN_\alpha} + \Phi^T_\alpha \Gamma \Phi_\alpha, \quad a_\alpha = x_\alpha - \Phi_\alpha \beta, \\
\Delta_{hk} = (\Delta_{hk(i,j)})_{1 \leq i,j \leq m_r}, \quad \Delta_{hk(i,j)} = \begin{cases} 
1 & \text{(if } i = h, j = k) \\
0 & \text{(otherwise)}.
\end{cases}
\]
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