The Influence of Hard- and Software Improvement of Intraoral Scanners on the Implant Transfer Accuracy from 2012 to 2021: An In Vitro Study
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Abstract: This study aimed to investigate the transfer accuracy (trueness and precision) of three different intraoral scanning families using different hardware and software versions over the last decade from 2012 to 2021, compared to a conventional impression. Therefore, an implant master model with a reference cube was digitized and served as a reference dataset. Digital impressions of all three scanning families (True definition, TRIOS, CEREC) were recorded (n = 10 per group), and conventional implant impressions were taken (n = 10). The conventional models were digitized, and all models (conventional and digital) were measured. Therefore, it was possible to obtain the deviations between the master model and the scans or conventional models in terms of absolute three-dimensional (3D) deviations, deviations in rotation, and angulation. The results for deviations between the older and newer scanning systems were analyzed using pairwise comparisons (p < 0.05; SPSS 26). The absolute 3D deviations increased with increasing scan path length, particularly for the older hardware and software versions (old vs. new (MW ± SD) True Definition: 355 ± 62 µm vs. 483 ± 110 µm; TRIOS: 574 ± 274 µm vs. 258 ± 100 µm; and CEREC: 1356 ± 1023 µm vs. 110 ± 49 µm). This was also true for deviations in rotation and angulation. The conventional impression showed an advantage only regarding the absolute 3D deviation compared to the older systems. Based on the data of the present study, the accuracy of intraoral scanners is decisively related to hardware and software; though, newer systems or software do not necessarily warrant improvement. Nevertheless, to achieve high transfer accuracy, regular updating of digital systems is recommended. The challenge of increasing errors with increasing scan paths is overcome in the most recent systems. The combination of two different scanning principles in a single device seems to be beneficial.
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1. Introduction

Intraoral scanners (IOSs) have demonstrated ceaseless development since their introduction in 1985; therefore, currently, a wide range of digital scanners are available for a dental practice, and the use of IOSs is part of the daily practice routine for a continuously increasing number of dentists [1,2]. Numerous studies on IOS are available, most dealing with different aspects of accuracy, some addressing handling, and a few focusing on the further development and implementation of digital processes [3–7]. However, all these aspects are necessarily related to the capabilities of the actual scanners used in this study [8]. Although improvements have occurred over the years, the underlying reasons for the differences are difficult to distinguish as they may be related to the study setup,
the operator’s experience, or the scanners themselves. To the best of our knowledge, no study has compared different generations of scanner families in an identical study setup over the years. For each of the three different scanning principles (optical triangulation technique, active wavefront sampling, and confocal laser scanning systems), a typical scanner is included. As only a single scanner family uses active wavefront sampling, this family is also included, although the respective manufacturer will discontinue the scanner and the future of the system is unclear.

A large number of studies have shown that various factors influence the accuracy of intraoral scans. To date, a lack of calibration [9], the scanning path [10,11], and the users themselves [12] were identified as potentially influential factors. While IOS could already reach or even exceed the accuracy of conventional impressions for single teeth [13], the situation, for a long time, with regard to impressions of natural teeth, especially across the quadrant, was that IOS could not reach the level of accuracy of conventional impressions [14,15]. However, in more recent studies, it was demonstrated that IOS impressions within a quadrant and even beyond could achieve even better results than with conventional impression methods [3,16]. With regard to implant impressions, the results of a previous clinical study even showed similar results between conventional and digital impression methods when taking impressions of maxillary situations or partially edentulous jaw sections [4]. Comparable results were also obtained in other studies [17,18].

Although IOS are constantly being developed and improved, only a few studies [19–21] are available where different software versions were examined and described as potentially influencing the transfer accuracy of IOS. However, within one study, only two different software versions of a scanner family were investigated with regard to the accuracy of single tooth preparations. It was found that the software version can have an influence on the result of the transfer accuracy [19]. In a further study, the influence of different parameters during the production of crowns was investigated. Two different software versions of a scanner were also used [20]. The most recent study on the influence of different software versions was investigated in relation to the accuracy of different restorative materials [21]. However, none of these studies investigated the influence on the transfer accuracy of implants. Furthermore, the transfer accuracy of implants by intraoral scanners is of specific interest, since implants have a tenfold lower mobility compared to natural teeth which requires an enormously high transfer accuracy from the oral situation to the model situation [22,23]. For this reason, an implant model setup with a corresponding reference key offers excellent possibilities for standardization over the years, due to the fact that the implant model structures are precisely prefabricated and remain dimensionally stable over a long period of time. Thus, implant models represent identical basic situations. Therefore, in order to eliminate possible external influences such as different study setups, the influence of scanbodies, or measuring strategies [4,16,24–26] in the present study, two investigators assessed the transfer accuracy (trueness and precision) of three different IOS families using different hardware and software versions from 2012 to 2021 and compared them to a conventional impression (CI) on the same implant model over a period of ten years. According to ISO 5725-1, mean values for the deviations between the IOS results and the master model describing trueness and standard deviation describing precision for the different scanners and the CI [27].

The null hypothesis tested was as follows. There are no differences in the transfer accuracy for different IOSs with different hardware and software versions.

2. Materials and Methods

To simulate a clinically close setup, a partially edentulous maxillary model was used as an implant master model (IMM). The model shows a typical patient situation with one interrupted and one unilaterally shortened arch.

The base plate (100 × 100 mm) of the model is made of stainless steel, into which four steel tubes for implant placement (positions 16, 14, 25, and 26 of the Federation Dentaire Internationale [FDI]) were inserted.
Four steel tubes for implant placement (positions 16, 14, 25, and 26 of the Federation Dentaire Internationale [FDI]) were inserted in the stainless steel base plate (10 × 10 cm) of the IMM, and Straumann RN Standard Plus implants (Straumann, Freiburg, Germany) were adhesively luted in the tubes (14 mm length, 4.8 mm diameter; Galvano AGC-Cem adhesive, Wieland-Dental, Würzburg, Germany). Two references cubes (RC, perpendicular to each other) were inserted in FDI positions 18 and 23. The basic structure of a partially edentulous upper was modelled of pink-colored methyl methacrylate (PalaXpress, Kulzer, Hanau, Germany; Figure 1).

Figure 1. Implant master model (IMM) with two reference cubes and final setup with inserted scan bodies (FDI 16, 14, 25, 26).

To determine the implant positions, the IMM was digitized using a coordinate measuring machine (CMM, Thome Rapid, Thome precision, Messel, Germany, accuracy 2.2 µm) with the corresponding software Metrolog (Metrologic Group, Meylan, France). Therefore, the upper surface of the individual scanbodies were touched and defined as a plane. Then, the lateral surfaces of the scanbodies were touched and defined as cylinders. The known length of the scanbodies made it possible to transfer the plane of the surface to the implant–abutment interface point by means of a parallel shift. To determine the length of the scanbodies precisely, they were also measured with the CMM (Thome Rapid, Thome precision, Messel, Germany) during preliminary tests. The defined plane on the scanbodies as well as the definition of the cylinder also made it possible to determine the angulation of the scanbodies. The same applies to the rotation, which could be defined on the basis of another flat surface on the outer surface of the cylinder of the scanbody.

Based on the reference cube (RC; FDI 18) on the IMM, a coordinate system was defined as reference. Scan data were exported as a standard tessellation language (STL) file format, serving as a reference file.

Four intraoral scanbodies (ISBs; N1410, Medentika, Hügelsheim, Germany) were screwed in the implants (15 Ncm) of the IMM for the digital impressions. The H1410 ISB consists of a cylindrical titanium base and a flattened plane in the upper part.

Scans were performed using three different IOS families: True Definition Scanner (3M, St. Paul, MN, USA), which is based on active wavefront sampling; the TRIOS
family (3Shape, Copenhagen, Denmark) based on confocal laser scanning microscopy; and the Sirona CEREC Omnicam/Primescan family (Sirona, Bensheim, Germany) with an optical triangulation technique. Primescan additionally uses confocal microscopy [28,29] as a second acquisition principle. The scanners used in the corresponding software versions are listed in Table 1.

Table 1. Intraoral scanning systems with corresponding software versions used in the present study.

| Scanner Family | Type | Software Version | Release Date | Label   |
|----------------|------|------------------|--------------|---------|
| True Definition Scanner | True Definition scanner (Cart version) | 4.0.3 | 2013-04 | TD_4.1 |
| True Definition scanner (Cart version) | 5.4 | 2018-07 | TD_5.4 |
| True Definition scanner (Portable version) | 5.4 | 2018-07 | TDpb_5.4 |
| TRIOS | TRIOS II | 2013-01 | 2013-01 | TR2 |
| CEREC | CEREC Omnicam | 4.2.1.61068 | 2012-04 | OC_4.2 |
| CEREC Omnicam | 4.6.1.152739 | 2018-05 | OC_4.6 |
| CEREC Primescan | 5.1.0.190461 | 2020-05 | PS |

Two trained and calibrated examiners (H. L. and H. S. K.) performed 10 full-arch scans using the calibrated scanners and followed the scanning paths, recommended by the different manufacturers, which were as follows: scan started at the occluso-palatal surfaces of the right molar in the maxillary (including the RCs), moved towards the second quadrant constantly including the palatal surfaces, then again to the RCs, and to the occlusal surfaces, returning to the buccal side. It was of particular importance that both examiners had an identical level of training in scanning. Both were in the same period after their exams and were trained on all devices. If a single examiner had performed all the scans, it could be assumed that the knowledge gained in scanning over the long period from 2012 to 2021 had an influence on the results.

The analyses were based on evaluation methods already known and used in a previous study [26]; for this purpose, all scan data were first exported to a standard STL file format.

For conventional impressions ($n = 10$), the open-tray technique was used [30,31]. A custom tray consisting of C-Plast (Candulor Dental GmbH, Rielasingen-Worblingen, Germany; thickness 3 mm) with a tubular design around the impression copings (including RCs) was fabricated. Four impression copings (N TR-RN024.8, nt-trading, Karlsruhe, Germany) were fixed into the implants (15 Ncm). To compensate for the laboratory conditions, the impression material (Impregum Penta) was allowed to set for ten minutes ($23 \pm 1^\circ C$ temperature, $50 \pm 10%$ relative humidity). Afterwards, impression post screws were loosened, and the impression was removed from the IMM. A total of ten impressions were obtained. Laboratory analogs were repositioned on the impression posts (N51, nt-trading, Karlsruhe, Germany) and tightened with a torque of 15 Ncm. Using Fujirock EP (GC Corporation, Tokyo, Japan), ten plaster casts were produced and stored under laboratory conditions for seven days.

The received STL files were imported into Gom Inspect (Gom, Braunschweig, Germany) and aligned to the reference file with the RCs to measure the digital impressions. This made it possible to superimpose the respective coordinate systems within the digital impressions using the reference cuboids. To clearly determine the distances within the digital models, the distances between the reference cuboid and the implant–abutment interface points (IAIPs) were measured in the IMM. This procedure was applied to both the digital and the conventional models. Then, the absolute linear displacement ($\Delta R$) of the IAIPs for each implant position from the digital and conventional impressions and the reference data set was calculated using $\Delta R = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}$. To measure the deviations of rotation and angulation, planes and cylinders were constructed at the respective scan bodies. This made it possible to compare the same planes and cylinders in...
the master model and digital models. The corresponding distances and angles are shown in Figure 2.

Figure 2. Schematic representation of the measured absolute three-dimensional distances (A), rotations (B), and angulations (C) within the implant master model (IMM).

To measure the IAIPs, rotation, and angulation of the gypsum models, four scan bodies (N1410, Medentika, Hügelsheim, Germany) were tightened in the implants with a torque of 15 Ncm and measured using a CMM (RAPID, Thome, Messel, Germany) to evaluate the absolute 3D distances between the IAIPs and RC. To avoid errors that can result from even the smallest vibrations of the CMM due to manual manipulations and to increase the precision of the measurements, the following measures were taken. A program was created to standardize and automate the measurement process for all casts using the Metrolog software (Metrologic Group, Meylan, France). The program included series of predefined measurement commands (TURNING POINT, CYLINDER, PLANE) for the CMM with subsequent data evaluation. Within the program, the models were measured 10 times, and the arithmetic mean was calculated. This procedure was performed 10 times.

Statistical analyses were performed using SPSS version 26 (IBM, Chicago, IL, USA). The results for the deviations were analyzed using the Mann–Whitney and Kruskal–Wallis tests. As the data in some cases were not normal distributed, the results were reported using boxplot format. Though the not normal distributed results had limited relevance, they had to be considered. Mean values and standard deviations are presented in Table 2 to provide additional information and an overview over trueness and the precision according to ISO 5725-1.
Table 2. Statistical analysis of the implant positions (FDI: 16, 14, 24, 26) and impression methods (TD_4.1: True Definition scanner (Cart version) 4.1; TD_5.4: True Definition scanner (Cart version) 5.4; TDpb_5.4: True Definition scanner (Portable version) 5.4; TR2: TRIOS II; TR 4: TRIOS 4; OC_4.2: CEREC Omnicam 4.1.6.141068; OC_4.6: CEREC Omnicam 4.6.1.152739; PS: CEREC Primescan 5.1.0.190461) for trueness and precision according to ISO 5725. Mean ± standard deviations [μm] of the three-dimensional deviations, deviations in rotation, and angulation. Significant differences (p < 0.05) are highlighted in bold type.

| Impression Method | Angulation | Rotational | Trueness/Precision |
|-------------------|------------|------------|--------------------|
| Hardware/Software- | 16         | 14         | 25                 | 26                 |
| Version (Old—New) |            |            |                    |                    |
| TD_4.1—TD_5.4     | <0.001/0.672 | <0.001/0.10 | <0.001/0.024       | 0.013/0.135        |
| TR2—TR4           | <0.001/0.082 | <0.001/0.009 | <0.001/0.007       | 0.002/0.010        |
| TR2—TR4           | 0.006/0.004 | <0.001/0.009 | <0.002/0.035       | 0.001/0.071        |
| TR2—TR4           | <0.001/0.863 | <0.001/0.022 | <0.001/0.001       | 0.001/0.001        |
| TR2—TR4           | <0.001/0.163 | <0.001/0.001 | <0.001/0.001       | <0.001/0.001       |
| TR2—TR4           | <0.001/0.099 | <0.001/0.099 | 0.001/0.004        | 0.005/0.012        |
| TR2—TR4           | 0.324/0.262 | 0.012/0.009 | 0.012/<0.001       | 0.008/<0.004       |
| TR2—TR4           | 0.021/0.718 | 0.405/0.003 | 0.001/0.008        | 0.006/0.001        |
| TR2—TR4           | 0.130/0.030 | 0.008/0.002 | 0.002/0.001        | 0.001/<0.001       |
| TR2—TR4           | 0.471/0.724 | <0.001/0.681 | <0.001/0.525       | <0.001/0.638       |
| TR2—TR4           | 0.006/0.847 | <0.001/0.401 | <0.001/0.072       | <0.001/0.210       |
| TR2—TR4           | 0.290/0.090 | 0.004/0.005 | <0.001/0.008       | 0.015/0.007        |
| TR2—TR4           | 0.096/0.007 | 0.705/0.008 | 0.059/0.010        | 0.054/0.010        |
| TR2—TR4           | 0.151/0.005 | 0.019/0.003 | 0.023/<0.001       | 0.002/<0.001       |
3. Results

The results for the absolute 3D deviations and the rotational and angulation deviations for each implant position and the IOS are presented in Figures 3–5, according to the International Organization for Standardization (ISO) 5725 guidelines [27]. The statistical tests for all the deviations are listed in Table 2.

The results for the absolute 3D deviations show that the deviations increased with increasing scan path length (FDI 14–26), particularly for the digital impressions. In contrast, the conventional impression showed constant deviation over the complete arch. Furthermore, the current hardware and software versions of the IOS provide the most accurate results.

The results for the rotational deviations show that the deviations increased with increasing scan path length (FDI 14–26), particularly for the older hardware and software versions of the digital impressions. This is similar to conventional impressions. Furthermore, the current hardware and software versions of the IOS provide the most accurate results.

The results for the angulation deviations show that the deviations increased with increasing scan path length (FDI 14–26), particularly for the older hardware and software versions of the digital impressions. In contrast, the conventional impression showed constant deviation over the entire arch. Furthermore, the current hardware and software versions of the IOS provide the most accurate results.

Therefore, the null hypothesis must be rejected, as there are differences in the transfer accuracy for different IOSs with different hardware and software versions.

![Figure 3](image-url)  
*Figure 3. Results for the absolute three-dimensional deviations for the implant positions for each intraoral scanner (TD_4.1: True Definition scanner (Cart version) 4.1; TD_5.4: True Definition scanner (Cart version) 5.4; TDpb_5.4: True Definition scanner (Portable version) 5.4; TR2: TRIOS II; TR 4: TRIOS 4; OC_4.2: CEREC Omnicam 4.2.1.61068; OC_4.6: CEREC Omnicam 4.6.1.152739; and PS: CEREC Primescan 5.1.0.190461).*
Figure 4. Results for the rotational deviations for the implant positions for each intraoral scanner (TD_4.1: True Definition scanner (Cart version) 4.1; TD_5.4: True Definition scanner (Cart version) 5.4; TDpb_5.4: True Definition scanner (Portable version) 5.4; TR2: TRIOS II; TR 4: TRIOS 4; OC_4.2: CEREC Omnicam 4.2.1.61068; OC_4.6: CEREC Omnicam 4.6.1.152739; and PS: CEREC Primescan 5.1.0.190461).

Figure 5. Results for the angulation deviations for the implant positions for each intraoral scanner (TD_4.1: True Definition scanner (Cart version) 4.1; TD_5.4: True Definition scanner (Cart version) 5.4; TDpb_5.4: True Definition scanner (Portable version) 5.4; TR2: TRIOS II; TR 4: TRIOS 4; OC_4.2: CEREC Omnicam 4.2.1.61068; OC_4.6: CEREC Omnicam 4.6.1.152739; and PS: CEREC Primescan 5.1.0.190461).
CEREC Omnicam 4.2.1.61068; OC_4.6: CEREC Omnicam 4.6.1.152739; and PS: CEREC Primescan 5.1.0.190461).

4. Discussion

The results of the present study demonstrate the influence of hardware and software development over the last decade from 2012 to 2021 on scanning accuracy. Many manufacturers offer different software updates, but at a certain point older devices are no longer supported and it is necessary to buy new hardware. Therefore, it is difficult to determine whether a decrease in transfer accuracy is solely due to the software improvement or to the hardware as well. This is a clear limitation of the current study. Moreover, newer scanner generations do not necessarily provide better results. Unlike the other IOSs examined, the current True Definition Scanner hardware and software systems showed no improvement in terms of transfer accuracy in later versions. This may be related to the computing power of the tablet computer used, particularly in the case of a portable scanner. Furthermore, it may possibly be due to the presence of the reference structures within the model, as the scanners are typically intended to capture tooth structures or scan bodies. Furthermore, it may occur by reducing the powdering, which is recommended by the manufacturer. This was particularly noticeable in preliminary tests, but an absolute statement regarding the scan algorithms is not given by the manufacturers’ side, so no absolute statement regarding this possibility is feasible; this is also a clear limitation of the present study. In contrast, the combination of two acquisition principles in a single device appears to significantly increase the accuracy, as observed in the Primescan IOS [28,29]. The fact that an additional scanning principle is used in comparison to the Omnicam shows that the manufacturer is trying to further develop the scanner, which is part of the CEREC family. This may be related to inherent limitations when using only one scanning principle, which can only be overcome by combining several scanning principles.

In the present study, a common problem with four implants inserted in the maxilla was simulated. With the help of the reference system, the absolute three-dimensional (3D) deviations and rotational and angulation deviations could be assessed. For comparison, a conventional impression using impression material available over the last decade was included [22,23]. The same (intraoral) scan bodies were used to obtain comparable results, as different scan bodies can lead to different transfer accuracies. Although various techniques are available for conventional implant impressions, an open-tray technique with a polyether was used for comparison. This technique was often used in previous studies and showed the highest transfer accuracy [30–32].

Measurement errors were avoided as measurements were performed only by two investigators (H. L. and H. S. K.). To obtain the utmost accuracy, individual scanning paths recommended by the respective manufacturers were used [10]. A lot of studies on impression and scanning accuracy rely only on surface comparisons [33–35]. However, this method may hide real differences [25,36]. Therefore, one strength of the present study was using a reference system within the IMM, which allowed the determination of the precisely x-, y-, and z-deviations for the different implant positions. In contrast to the best-fit method, this approach made it possible to obtain an accurate 3D interpretation of the results. This approach, however, requires an RC or another reference structure, which is only achievable in an in vitro setup. Though this prerequisite is a clear limitation for clinical studies, it is a strength of the present study, as we aimed to compare the different scanners in families with the utmost precision.

Concerning the accuracy of the analysis, we assessed trueness and precision according to ISO 5725-1. We chose the ISO approach as a standardized method, which is very helpful for comparing our results with those of previous studies later on [16]. Although this method is commonly used according to the ISO standard, different approaches to the evaluation of precision were reported [37,38].
In principle, the comparison to other studies is difficult, since only a few studies use an RC, and these alone allow a three-dimensional evaluation. Furthermore, clinical studies tend to a lower trueness due to the presence of saliva and possible movements of the patient. When comparing the results to the literature, the respective date of publication as well as the hardware and software version used within the respective study must be taken into account. With regard to the results of TD_4.1, similar results were obtained in a study by Gimenez et al. [39,40]. Similar values were also obtained for the angular changes as in the present study. The results of the TR2 are comparable to a study by Medina-Sotomayor et al. [41,42], and the results of the study by Vandeweghe et al. [43]. The results of OC_4.2 were remarkably high for all measurements. These results could be confirmed by a study by Jeong et al. [44]. Within a clinical study by Kuhr et al. [14], even higher values could be determined. In contrast, investigations by Ender et al. [11,34] showed more accurate results for the Omnicam with the old software version. However, it must be noted that the upper and lower 10–20% of the measured values were not included in the results due to the evaluation. However, this reflects exactly the extreme values of the deviations to which the old software version could tend.

With regard to the digital impressions conducted with the new hardware and software versions, higher deviations could be measured within an investigation by Moura et al. [45]. However, this may be due to a different evaluation method of the linear distances. Lower deviations were found in investigations by Menini et al. [46], Papaspyridakos et al. [18], and Rutkunas et al. [47]. It is hypothesized that the small distances between the implants are decisive factors which typically cause only small deviations in the transfer accuracy.

Similar results were obtained by Amin et al. [17], Chew et al. [48], Flügge et al. [49], Rech-Ortega et al. [50], and Revilla-León et al. [51].

Nevertheless, other studies report similar results for the CI in an accuracy range of 11 to 70 micrometers such as studies by Gedrimiene et al. [52], Moura et al. [45], Rech-Ortega et al., Revilla-León et al. [50], and Rutkunas et al. [47]. The inaccuracies in the older optical triangulation technique and confocal scanners increased with the progression of the scan path. It is hypothesized that the ongoing increase in the inaccuracies from the start of scan path (implant 14) to the end of scanning path (26) was related to the summation of errors from the partial incomplete superimposition of the scanned images. These results are consistent with those of earlier studies [43,49], except for in [17], where no increase in errors with the progress of the scan path was observed for optical triangulation and active wavefront sampling systems. However, this difference may be due to a possible camouflage effect of the best-fit algorithm [25] used in the study from Amin et al. [17]. However, this challenge appears to diminish in more recent scanners, which has also been described by O’Toole et al. [53].

As anticipated, the results for the conventional impressions were not affected by the implant position, which is consistent with previous studies [14,17]. The partially higher deviations regarding the absolute 3D deviations are due to the necessary pull-off forces from the model, which were unavoidable owing to the plane-parallel reference bodies present in the model. It can be assumed that these are lower in the patient; however, there may also be undercuts in clinical situations. It was found that the conventional impressions showed higher inaccuracies, particularly in the rotation and angulation deviations. This may be due to the numerous changeover procedures required compared to digital impressions (screwing in the impression post, screwing on the laboratory analog, screwing in the scan body for measurement). Although the measurement of the conventional impression could have been performed directly, this is not possible in daily practice.

For everyday clinical work, however, it should be noted that the data from a received IOS is typically not used immediately, but is first processed into a digital model with the help of model builder software. In this way, acquisition errors can be reduced when aligning the computer-aided design data from the scan body (from the model builder’s software library) to the STL data set from the scanning device. Therefore, in clinical reality, the resulting error may be smaller, as suggested by our results and those of a previous study [54].
In summary, our data showed that two of the scanner families investigated here have been decisively further developed within the last decade.

5. Conclusions

Based on the results of the present study, the following conclusions can be drawn.

The scanning accuracy of IOS is decisively related to hardware and software version; though, newer systems or software versions do not necessarily warrant improvement. Nevertheless, to achieve high transfer accuracy, regular updating of digital systems is recommended. The challenge of increasing errors with increasing scan paths is overcome in the most recent systems. The combination of two different scanning principles in a single device seems to be beneficial. Based on the data of the present study, it can be concluded that the potential of future intraoral scanner systems seems to be further improved and that digital impression techniques may replace conventional impression techniques in the near future. However, several other aspects, such as functional impression taking with intraoral scanners, need to be considered. These are still largely unresolved, so future investigations are necessary.
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Abbreviations

CMM Coordinate measurement machine
IAIPs Implant abutment interface points
IsB Intraoral scan body
ISC Intraoral scan
IMM Implant master model
IOS Intraoral scanner
RC reference cube
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