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Abstract
We propose and analyze numerical schemes for the gradient flow of $Q$-tensor with the quasi-entropy. The quasi-entropy is a strictly convex, rotationally invariant elementary function, giving a singular potential constraining the eigenvalues of $Q$ within the physical range $(-1/3, 2/3)$. Compared with the potential derived from the Bingham distribution, the quasi-entropy has the same asymptotic behavior and underlying physics. Meanwhile, it is very easy to evaluate because of its simple expression. For the elastic energy, we include all the rotationally invariant terms. The numerical schemes for the gradient flow are built on the nice properties of the quasi-entropy. The first-order time discretization is uniquely solvable, keeping the physical constraints and energy dissipation, which are all independent of the time step. The second-order time discretization keeps the first two properties unconditionally, and the third with an $O(1)$ restriction on the time step. These results also hold when we further incorporate a second-order discretization in space. Error estimates are also established for time discretization and full discretization. Numerical examples about defect patterns are presented to validate the theoretical results.
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1 Introduction

1.1 Background

Liquid crystals are a class of matters exhibiting local orientational order. They are typically formed by rigid, anisotropically-shaped molecules, such as rod-like molecules. Within a volume infinitesimal but containing many rod-like molecules, the orientation of rod-like molecules might be distributed uniformly or preferring certain direction, which are two different types of orientational order. To classify such different states theoretically, orientational order parameters need to be introduced. For rod-like molecules, the order parameter most commonly chosen is a second-order symmetric traceless tensor $Q$. Let us represent the direction of a rod by a unit vector $m$. The tensor $Q$ is defined from the second moment of $m$ about the normalized orientational density function $\rho(m)$,

$$Q = \int_{S^2} (m \otimes m - \frac{1}{3} I) \rho(m) \, dm,$$

where $I$ is the identity matrix. Armed with the tensor $Q$, one can classify the isotropic and uniaxial nematic phases for spatially homogeneous systems. Moreover, the elasticity and defects of the nematic phase can be described with a tensor field for spatially inhomogeneous systems.

To study phase transitions, elasticity and defects, it is necessary to construct some free energy about $Q$. The simplest and most widely used one is the Landau-de Gennes free energy [12], which is a polynomial about $Q$ and its spatial derivatives consisting of a few rotational invariant terms. Usually the polynomial about $Q$, called bulk energy, is truncated at fourth order to describe the isotropic-nematic phase transition; the terms with spatial derivatives, called elastic energy, are truncated at second order. Energy minima and saddle points are explored to reveal the locally stable and transition states [1, 2, 7, 11, 16, 35, 53]. The free energy can be further incorporated into dynamic models [5, 37, 43, 46, 58]. Dynamic models are energy dissipative PDE systems coupling the equation of $Q$ and the Navier-Stokes equation. When the velocity is small and neglected, a dynamic model can be reduced to a gradient flow about $Q$. Gradient flows about the Landau-de Gennes free energy are also studied extensively [6, 15, 21, 39]. The $Q$-tensor free energy and dynamics have received much attention, since they are able to describe fascinating defect patterns observed experimentally. Previous works suggest that defect patterns can be greatly affected by the geometry, boundary conditions, coefficients [7, 19, 45], indicating the subtlety of the model. For more details, we refer to the review [44] and the references therein.

Although a Landau-type free energy is simple and useful, it has a drawback that the order parameter tensor $Q$ cannot be constrained in the physical range. To clarify this range, let us go back to the definition of the tensor $Q$. Since $Q + I/3$ is the second moment, it shall be positive definite, or equivalently its eigenvalues shall be positive. Together with the fact that the trace of $Q + I/3$ equals one, its eigenvalues shall be less than one. Thus, the eigenvalues of $Q$ shall lie within $(-1/3, 2/3)$. On the other hand, it is impossible for any polynomial about $Q$ to impose such a constraint. As a result, when the free energy contains some high-order terms, it can become unbounded from below [4]. It will also bring ambiguity to interpret the results if $Q$ is outside the physical range.

There are actually few works discussing imposing constraints on the eigenvalues of $Q$. One remedy is to include in the free energy a term derived from the Bingham distribution [4, 18, 32, 33] that is the maximum entropy state when $Q$ is given. From now on, we call it the Bingham term. With the Bingham term, the bulk energy possesses only one coefficient
that could be related to physical parameters, and the isotropic-nematic phase transition can be described clearly [14, 27]. As a side remark, such a term gives a singular function that brings difficulty in PDE analyses, which has raised interests in PDE community [30].

Despite the Bingham term has the advantage of constraining the tensor in the physical range, it is defined through an integral on the unit sphere. This brings notable difficulty in both analysis and computation. Numerically, various approaches for fast computation have been developed [17, 22–25, 32, 42, 54, 55], but they turn out to be far from the demand of numerically solving PDEs involving the Bingham term efficiently and accurately.

In this work, we shall consider a substitution of the Bingham term, called the quasi-entropy that is proposed and analyzed in [48] for general cases of symmetries and order parameters. The quasi-entropy is an elementary function, but maintains the essential properties held by the Bingham term: strict convexity, ability to impose physical constraints, rotational invariance. The quasi-entropy for the tensor $Q$ is actually reduced from the general cases. Its asymptotic behaviors are consistent with the Bingham term. In addition, armed with the quasi-entropy, the isotropic-nematic phase transition can be captured correctly. We also point out that the quasi-entropy is more convenient for theories of rigid molecules having complex symmetries. When dealing with these molecules, since multiple tensors are necessarily involved, even a fourth-order polynomial is too complicated. Instead, with the quasi-entropy one only needs to include a second-order polynomial in the bulk energy, resulting in an energy much simpler while keeping the underlying physics.

The problem we consider throughout this paper is a gradient flow of a free energy about $Q$ containing the quasi-entropy. Provided that the quasi-entropy has the nice property of imposing the physical constraints, it is highly desirable that they can be preserved in numerical schemes. Our target is to establish and analyze numerical methods that are able to maintain the physical constraints at the discrete level, while keeping energy dissipation, the significant property of gradient flows.

1.2 Numerical Approaches

The target of keeping $Q$ in the physical range seems analogous to proposing positivity/bound preserving schemes for a single unknown function, which have been discussed in numerous works. The available approaches include seeking maximum principles [9, 13, 29], cut-off or introducing Lagrange multipliers [10, 26, 31], reconstruction by limiters [56, 57], change of variables [20, 28], and using barrier functions [8, 40, 41]. To maintain the $Q$-tensor in the physical range, however, turns out to be a different problem. There are five degrees of freedom in $Q$. In other words, any PDE about $Q$ can be written as a PDE system about five scalar functions. The range of $Q$ imposes constraints on the five scalars, which are strongly coupled between the five scalars. Generally, to deal with range preserving for multiple variables, difficulties could arise if we would like to utilize the approaches keeping the bounds for a single variable:

- Maximum principle. It relies on the property of elliptic operators. However, it is known that elliptic operators on multiple unknown functions, if not decoupled, does not possess maximum principles.
- Reconstruction approach. It usually requires that the average is positive or lies within the bounding interval. The average, however, does not seem an appropriate concept for a range on multiple variables.
• Cut-off or Lagrange multiplier approach. Similarly, the concept of cut-off usually cannot be clearly defined in the multiple variable cases, since a range for multiple variables does not have a definite direction as in the case of an interval.

• Change of variables. This approach is possible for multiple variables. But it is usually a difficult task to find out such a mapping. Even if it is available, it usually leads to a PDE much more complicated and other structures in the original PDE might be destructed.

• Barrier (convex) function. This approach is suitable only when such a function can be proposed.

For the $Q$-tensor gradient flow, the quasi-entropy happens to be suitable to act as a barrier function because of its nice properties. Thus, we will construct numerical schemes based on this approach. Nevertheless, the fact that the quasi-entropy is a singular potential leads to difficulties in the analysis of numerical schemes.

First, we shall discretize the gradient flow in time, for which first- and second-order schemes are constructed. For the first-order scheme, we are able to prove the unique solvability in the physical range and energy dissipation unconditionally, i.e. with arbitrary time step sizes. For the second-order scheme, we can prove the unique solvability in the physical range unconditionally, while the energy dissipation requires a restriction on the time step. Next, we discuss the discretization in space, for which we consider the finite difference schemes. The strategy is to discretize the free energy first, then to find its derivatives about the values on the grid points. In this way, we arrive at the numerical schemes consistent with the energy dissipation. For the fully discretized schemes, we can prove the similar results as the time-discretized schemes. Error estimates for both time discretization and full discretization are established.

The approach is also suitable for PDEs for liquid crystals formed by other types of rigid molecules [47, 49–52], such as cone-shaped, rectangular, triangular, bent-core, tetrahedral, etc. For general rigid molecules, the order parameters could involve several tensors which shall be constrained in a range much more complicated. In this sense, the aim of the current work is to establish some fundamental results on the numerical aspects for PDEs of this class and bring such problems to the community.

1.3 Outline

Section 2 is dedicated to the formulation of the gradient flow, where we shall discuss the quasi-entropy and its properties. The numerical schemes and analyses are presented in Sect. 3. Numerical examples are given in Sect. 4 to validate our theoretical results. In particular, we pay special attention to defect patterns. In Sect. 5, we draw a conclusion and point out directions of future works. Some related topics are discussed in Appendix.

2 Quasi-Entropy and Gradient Flow

2.1 Notations

We begin with defining some notations about tensors. Recall that our order parameter is a second-order symmetric traceless tensor (or a $3 \times 3$ matrix) $Q$, i.e.

$$Q = Q^t, \quad \text{tr} Q = 0.$$
Its \((i, j)\) component is denoted by \(Q_{ij}\) where \(i, j = 1, 2, 3\). The symmetric and traceless requirements can also be expressed as \(Q_{ij} = Q_{ji}\) and \(Q_{ii} = 0\). Hereafter, we shall adopt the convention of summations on repeated indices, so that the traceless condition \(Q_{ii} = 0\) shall be understood as \(\sum_{i=1}^{3} Q_{ii} = 0\). For the indices appearing in the partial derivatives, \(\partial_1, \partial_2, \partial_3\) represent the partial derivatives along the \(x-, y-, z\)-direction, respectively.

The notation of dot product is introduced between two tensors of the same order, for which we explain by a couple of examples. Suppose \(A\) and \(B\) are two matrices. Their gradients, \(\nabla A\) and \(\nabla B\), are third-order tensors. The dot product is understood as

\[
A \cdot B = A_{ij} B_{ij}, \quad \nabla A \cdot \nabla B = \partial_k A_{ij} \partial_k B_{ij}.
\]  

(2.1)

For the dot products between identical vectors or matrices, we denote

\[
|A|^2 = A \cdot A, \quad |\nabla A|^2 = \nabla A \cdot \nabla A.
\]  

(2.2)

For a region \(\Omega\), the inner product and correspondingly the \(L^2\) norm are defined as

\[
(A, B) = \int_{\Omega} A \cdot B \, dr, \quad \|A\|^2 = (A, A).
\]  

(2.3)

The \(H^k\) norms can be defined similarly.

Let us also introduce the Kronecker delta,

\[
\delta_{ij} = \begin{cases} 1, & i = j; \\ 0, & i \neq j. \end{cases}
\]  

(2.4)

It is closely related to the identity tensor (3 × 3 matrix) \(I = \text{diag}(1, 1, 1)\).

We denote by \(Q\) the space of symmetric traceless tensors,

\[
Q \triangleq \{ A \in \mathbb{R}^{3\times3} | A_{ij} = A_{ji}, \ A_{ii} = 0 \}.
\]  

(2.5)

Correspondingly, we define the projection operator \(\mathcal{P}\) onto the space \(Q\) as

\[
(\mathcal{P} A)_{ij} = \frac{1}{2} (A_{ij} + A_{ji}) - \frac{1}{3} \delta_{ij} A_{kk}.
\]  

(2.6)

Oftentimes, we also use the notation \(\mathcal{P}(A_{ij})\) for the same meaning. It can be verified easily that if \(S \in Q\), then for any second-order tensor \(A\), it holds

\[
A \cdot S = \mathcal{P} A \cdot S.
\]  

(2.7)

Moreover, we define the set of physical \(Q\)-tensors as

\[
Q_{\text{phys}} \triangleq \{ A \in Q|\lambda_i(A) \in \left(-\frac{1}{3}, \frac{2}{3}\right) \},
\]  

(2.8)

where we use \(\lambda_i(A)\) to denote the eigenvalues of \(A\).

### 2.2 Quasi-Entropy and Bulk Energy

As we have mentioned, the quasi-entropy is an elementary function about several angular moment tensors, acting as a substitution of the term derived from the maximum entropy state. The quasi-entropy is defined for any choice of angular moment tensors [48]. In this work, we shall introduce the special case where only the tensor \(Q\), defined in (1.1), is involved.
For the tensor $Q$, the quasi-entropy is given by
\[
q(Q) = -\ln \det \left( Q + \frac{1}{3} I \right) - 2 \ln \det \left( \frac{1}{3} I - \frac{1}{2} Q \right).
\] (2.9)

The domain of the above function is all symmetric traceless $Q$ such that the two tensors $Q + \frac{1}{3} I$ and $\frac{1}{3} I - \frac{1}{2} Q$ are positive definite. It is easy to verify that this domain is exactly $Q_{\text{phys}}$. A significant note is that the coefficient $-2$ before the second log-determinant is essential as it originates from symmetry reduction [48].

We shall show some properties of the quasi-entropy $q(Q)$. The following proposition is actually a special case of general quasi-entropy discussed in [48]. Since the proof in that work is presented in an abstract manner, we still write down the proof specifically for (2.9).

**Proposition 2.1** The quasi-entropy $q$ has the following properties:

1. Its domain $Q_{\text{phys}}$ is bounded and strictly convex, and it is strictly convex on $Q_{\text{phys}}$. Its unique minimizer is $Q = 0$.
2. It is invariant of rotations: for any $3 \times 3$ orthogonal matrix $T$, it holds $q(TQT^t) = q(Q)$.
3. It is lower-bounded and gives a barrier function on $Q_{\text{phys}}$: if any eigenvalue of $Q$ tends to $(-1/3)^+$ or $(2/3)^-$, then $q(Q)$ tends to $+\infty$.

**Proof** First, we show the boundedness and convexity of $Q_{\text{phys}}$. For boundedness, note that the diagonal components of $Q + 1/3$ and $1/3 - Q/2$ are positive, which implies $-1/3 < Q_{11}, Q_{22}, Q_{33} < 2/3$. Then, for off-diagonal components, because any principle minor of $Q + 1/3$ are positive definite, we deduce that
\[
Q_{12}^2 < \left( Q_{11} + \frac{1}{3} \right) \left( Q_{22} + \frac{1}{3} \right) < 1,
\]
For convexity, assume that $Q_1, Q_2 \in Q_{\text{phys}}$. Since $Q_1 + 1/3$ and $Q_2 + 1/3$ are positive definite, their average, $(Q_1 + Q_2)/2 + 1/3$, is also positive definite. Similarly, $I/3 - (Q_1 + Q_2)/4$ is positive definite. Therefore, $(Q_1 + Q_2)/2 \in Q_{\text{phys}}$.

The strict convexity of $q(Q)$ is an immediate result of the fact that log-determinant is concave, which we show below. Assume that $V$ and $V \pm R$ are positive definite, where $V, R$ are $3 \times 3$ matrices. Then we can write $V = LL^t$, where $L$ is invertible. Thus,
\[
\ln \det(V + R) = \ln \det \left( L(I + L^{-1}RL^{-t})L^t \right) = \ln \det V + \ln \det(I + L^{-1}RL^{-t})
\]
\[
= \ln \det V + \sum_{i=1}^{3} \ln(1 + \mu_i),
\]
where $\mu_i$ are the eigenvalues of $L^{-1}RL^{-t}$. Therefore,
\[
\ln \det(V + R) + \ln \det(V - R) - 2 \ln \det V = \sum_{i=1}^{3} \ln(1 - \mu_i^2) \leq 0.
\]
The equality holds only when $\mu_i = 0$ for $i = 1, 2, 3$, which is equivalent to $R = 0$.

The minimizer of $q(Q)$ is recognized from the strict convexity,
\[
-\ln \det \left( Q + \frac{1}{3} I \right) - 2 \ln \det \left( \frac{1}{3} I - \frac{1}{2} Q \right) \geq -3 \ln \det \left( \frac{1}{3} \left( Q + \frac{1}{3} I + 2 - \frac{1}{2} Q \right) \right) = -3 \ln \det \frac{1}{3} I,
\]
\(\blacksquare \) Springer
where the equality holds if and only if \( Q = 0 \).

For rotation invariance, just note that \( \det T = 1 \) and
\[
\det \left( TQT^t + \frac{I}{3} \right) = \det \left( T \left( Q + \frac{I}{3} \right) T^t \right) = \det(T) \det \left( Q + \frac{I}{3} \right) \det(T^t) = \det \left( Q + \frac{I}{3} \right).
\]

We use the rotational invariance to express the quasi-entropy by the eigenvalues.
\[
q(Q) = \sum_{i=1}^{3} -\ln \left( \frac{1}{3} + \lambda_i(Q) \right) - 2 \ln \left( \frac{1}{3} - \frac{1}{2} \lambda_i(Q) \right).
\]

(2.10)

It follows from the concavity of \( \ln s \) that
\[
\ln \left( \frac{1}{3} + s \right) + 2 \ln \left( \frac{1}{3} - \frac{1}{2} s \right) \leq 3 \ln \frac{1}{3},
\]
so that \( q(Q) \) is bounded from below. It remains to show that \( q(Q) \) gives a barrier function on \( Q_{\text{phys}} \). Note that an eigenvalue of \( Q \) tends to \((2/3)^-\) implies that the other two tend to \((-1/3)^+\), so we only discuss the case \( \min_i \lambda_i(Q) = (-1/3)^+ \) and show \( q(Q) \to +\infty \). By \( \lambda_i(Q) < \frac{2}{3} \), we have \(- \ln \left( \frac{1}{3} + \lambda_i(Q) \right) > 0, - \ln \left( \frac{1}{3} - \frac{1}{2} \lambda_i(Q) \right) > 0 \). Therefore, we could conclude the proof by
\[
q(Q) > -\ln \left( \frac{1}{3} + \min_i \lambda_i(Q) \right).
\]

(2.11)

\[\square\]

From (2.10), we can see that the asymptotic behavior is also consistent with the Bingham term when \( Q \) tends to the boundary of \( Q_{\text{phys}} \). We shall briefly introduce the properties of the Bingham term in Appendix.

Because of the third point in the above proposition, we could naturally extend \( q(Q) \) to be defined in \( Q \) by allowing it to take \(+\infty\):
\[
q(Q) = \begin{cases} 
-\ln \det(Q + \frac{1}{3} I) - 2 \ln \det \left( \frac{1}{3} I - \frac{1}{2} Q \right), & Q \in Q_{\text{phys}}; \\
+\infty, & Q \in Q \setminus Q_{\text{phys}}.
\end{cases}
\]

(2.12)

Using this notation would be convenient in our analysis afterward.

The bulk energy consists of the quasi-entropy and a quadratic term, given by
\[
fb(Q) = q(Q) - \frac{1}{2} c_{02} |Q|^2.
\]

(2.13)

The coefficient \( c_{02} \) can be connected to the interaction intensity between rod-like molecules. The stationary points of (2.13) are of particular interest. It is easy to see that the bulk energy is rotationally invariant,
\[
fb(Q) = fb(TQT^t),
\]

from Proposition 2.1 and the fact that \( |Q|^2 \) is rotationally invariant. Thus, the stationary points of \( fb \) are also rotationally invariant. In other words, if \( Q \) is a stationary point, then for any orthogonal matrix \( T, TQT^t \) is also a stationary point.

The stationary points of (2.13) have been fully classified [48], as we summarize below.

**Proposition 2.2** The stationary points of \( fb \) have at least two identical eigenvalues, i.e. can be written as
\[
Q = s(n \otimes n - I/3),
\]

(2.14)
where the value of \( s \) is fixed but \( n \) can take any unit vector.

If we assume that \( Q \) has the form (2.14), we could write (2.13) as a function of \( s \), denoted by \( f_b(s) \). The stationary points of \( f_b(s) \) can be classified as follows.

**Proposition 2.3** There are two critical values of \( c_{02} \), denoted by \( 0 < \chi^* < \chi^{**} = 27/2 \).

(i) When \( c_{02} < \chi^* \), there is only one stationary point \( s = 0 \).

(ii) When \( \chi^* < c_{02} < \chi^{**} \), there are three stationary points \( 0 < s_1 < s_2 \), of which \( 0 \) and \( s_2 \) are stable, while \( s_1 \) is unstable.

(iii) When \( c_{02} > \chi^{**} \), there are three stationary points \( s_1 < 0 < s_2 \), of which \( s_1 \) and \( s_2 \) are stable, while \( 0 \) is unstable.

Further numerical studies indicate that in the case (iii), the stationary point \( Q = s_1 (n \otimes n - I/3) \) is actually unstable in terms of \( Q \), since we now do not require that \( Q \) takes the form (2.14). Proposition 2.3 is also consistent with the result using the Bingham term (see [14, 27]).

In this work, we require \( c_{02} > 0 \).

### 2.3 Elastic Energy

Since we will investigate the spatially inhomogeneous cases, it is necessary to include the elastic energy. We shall consider a bounded region \( \Omega \) in \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \) with piecewise smooth boundaries. For the elastic energy, we include three quadratic terms, given by

\[
\int_{\Omega} f_e(Q) \, dr = \int_{\Omega} \frac{1}{2} \left( c_{21} |\nabla Q|^2 + \tilde{c}_{22} \partial_i Q_{ik} \partial_j Q_{jk} + \tilde{c}_{23} \partial_i Q_{jk} \partial_j Q_{ik} \right) \, dr. \tag{2.15}
\]

The difference of the last two terms actually only depends on the boundary values of \( Q \). Denote by \( \nu \) the unit outer normal vector of \( \partial \Omega \). We could calculate that

\[
\int_{\Omega} \partial_i Q_{jk} \partial_j Q_{ik} - \partial_i Q_{ik} \partial_j Q_{jk} \, dr = \int_{\partial \Omega} v_i Q_{jk} \partial_j Q_{ik} - v_j Q_{jk} \partial_i Q_{ik} \, dS.
\]

For each point on the boundary, we could choose a local orthonormal frame \((\nu, u, v)\). Using \( \delta_{jl} = v_j v_l + u_j u_l + v_j v_l \), we deduce that

\[
\int_{\Omega} v_i Q_{jk} \partial_j Q_{ik} - \partial_i Q_{ik} \partial_j Q_{jk} \, dr
\]

\[
= \int_{\partial \Omega} v_i Q_{jk} (v_j v_l + u_j u_l + v_j v_l) \partial_i Q_{ik} - v_j Q_{jk} (v_i v_l + u_i u_l + v_i v_l) \partial_i Q_{ik} \, dS
\]

\[
= \int_{\partial \Omega} v_i Q_{jk} (u_j u_l + v_j v_l) \partial_i Q_{ik} - v_j Q_{jk} (u_i u_l + v_i v_l) \partial_i Q_{ik} \, dS.
\]

Since \( u \) and \( v \) are tangent to \( \partial \Omega \), the derivatives \( u_i \partial_i Q \) and \( v_j \partial_j Q \) depend only on the boundary values. Therefore, if we consider the Dirichlet boundary condition

\[
Q|_{\partial \Omega} = Q_{\text{bdn}}, \tag{2.16}
\]

we could define \( c_{22} = \tilde{c}_{22} + \tilde{c}_{23} \) and write the elastic energy as

\[
\int_{\Omega} f_e(Q) \, dr = \int_{\Omega} \frac{1}{2} \left( c_{21} |\nabla Q|^2 + c_{22} \partial_i Q_{ik} \partial_j Q_{jk} \right) \, dr. \tag{2.17}
\]

\( \text{Springer} \)
where we ignore the constant given by the surface integral because it makes no difference in the free energy. The $c_{22}$ term can be interpreted by anisotropic elastic energy that could greatly affect the solution in many cases [36].

We require that the elastic energy be positive definite, which imposes conditions on the coefficients. Since we have

$$\partial_t Q_{jk} \partial_i Q_{jk} - \partial_i Q_{jk} \partial_j Q_{ik} = \frac{1}{2} (\partial_t Q_{jk} - \partial_j Q_{ik})(\partial_i Q_{jk} - \partial_j Q_{ik}) \geq 0,$$

it suffices to require

$$c_{21} > 0, \quad c_{21} + c_{22} > 0.$$  \hspace{1cm} (2.19)

Indeed, if $c_{22} \geq 0$, we use the term $\partial_i Q_{ik} \partial_j Q_{jk} \geq 0$. If $-c_{21} < c_{22} < 0$, we use the above equality to write the elastic energy as

$$\int_{\Omega_1} \frac{1}{2} (c_{21} + c_{22}) \partial_i Q_{jk} \partial_i Q_{jk} - \frac{1}{4} c_{22} (\partial_i Q_{jk} - \partial_j Q_{ik})(\partial_i Q_{jk} - \partial_j Q_{ik}) \, dr \geq 0. \hspace{1cm} (2.20)$$

### 2.4 Gradient Flow

Summarizing (2.13) and (2.17), the total free energy is

$$E[Q] = \int_{\Omega} f_b[Q] + f_e[Q] \, dr.$$  \hspace{1cm} (2.21)

It is bounded from below because of Proposition 2.1 and (2.19). Moreover, we allow the free energy to take $+\infty$. Using the fact that for any nonsingular matrix $R$, it holds

$$\frac{\partial \ln \det R}{\partial R} = R^{-t},$$

we deduce (formally) the variational derivative as

$$\left(\frac{\delta E}{\delta Q}\right)_{ij} \overset{\mathcal{P}}{=} -\left(\frac{Q + I}{3}\right)_{ij}^{-1} + \left(\frac{I}{3} - \frac{Q}{2}\right)_{ij}^{-1} - c_{02} Q_{ij} - c_{21} \Delta Q_{ij} - c_{22} \partial_{ik} Q_{jk}$$

$$= -\left(\frac{Q + I}{3}\right)_{ij}^{-1} + \left(\frac{I}{3} - \frac{Q}{2}\right)_{ij}^{-1} + \frac{1}{3} \left(\left(\frac{Q + I}{3}\right)_{kk}^{-1} - \left(\frac{I}{3} - \frac{Q}{2}\right)_{kk}^{-1}\right) \delta_{ij} - c_{02} Q_{ij}$$

$$- c_{21} \Delta Q_{ij} - \frac{1}{2} c_{22} (\partial_{ik} Q_{jk} + \partial_{jk} Q_{ik} - \frac{2}{3} \partial_{kl} Q_{kl} \delta_{ij}), \hspace{1cm} (2.23)$$

where we recall that $\mathcal{P}$ is the projection operator to the space $Q$. Since the quasi-entropy is a singular potential, rigorously the variational derivative (2.23) shall be understood as subdifferential (cf. [30]). Nevertheless, we will use the notation of variational derivatives throughout the rest of the paper.

The gradient flow is written as

$$\frac{\partial Q}{\partial t} = -\frac{\delta E}{\delta Q}, \hspace{1cm} (2.24)$$

together with the Dirichlet boundary condition (2.16). For the boundary condition, it shall satisfy that there exists a $Q^{(0)} \in H^1(\Omega; Q_{phys})$, such that

$$Q^{(0)}|_{\partial \Omega} = Q_{bnd}, \quad E[Q^{(0)}] < +\infty. \hspace{1cm} (2.25)$$
The initial condition is given by
\[ Q(r, 0) = Q_{\text{ini}}(r) \in L^2(\Omega). \] (2.26)

The system to be solved is (2.23)–(2.26). The gradient flow satisfies the energy law
\[ E[Q(r, T)] - E[Q(r, 0)] = -\frac{1}{2} \int_0^T \| \partial_t Q \|^2 + \left\| \frac{\delta E}{\delta Q} \right\|^2 \, dt. \]

**Remark.** Due to the singular potential, the above energy law is not quite obvious. Its derivation requires the theory of gradient flows on a metric space, which we do not discuss in the current work and refer to [3, 30] for details.

The \( c_{22} \) term makes the elliptic operator in (2.23) much more complicated than elliptic operators about a scalar function. For example, the maximum principle of any kind no longer holds. The interplay of the singular potential and the elliptic operator might lead to subtle behavior of the solution, as indicated by the analysis in [30]. In particular, the solution might be arbitrarily close to the boundary of \( \mathcal{Q}_{\text{phys}} \). Thus, when considering numerical schemes, we also need to take special care on constraining the solution in \( \mathcal{Q}_{\text{phys}} \).

### 3 Numerical Methods

Our main target is to propose a numerical scheme keeping the solution within \( \mathcal{Q}_{\text{phys}} \). Meanwhile, the elliptic operator cannot bring any help for this target since no maximum principle is guaranteed. Thus, we utilize the property of the quasi-entropy. We first discretize the gradient flow in time, followed by discretizing it in space.

Before we begin our discussion, we state a couple of inequalities about the quasi-entropy due to its convexity.

**Lemma 3.1** For the quasi-entropy \( q(Q) \), it holds
\[ q(S_2) - q(S_1) \geq \frac{\partial q}{\partial S_1} \cdot (S_2 - S_1) = \mathcal{P} \frac{\partial q}{\partial S_1} \cdot (S_2 - S_1), \] (3.1)
\[ \left( \frac{\partial q}{\partial S_1} - \frac{\partial q}{\partial S_2} \right) \cdot (S_1 - S_2) = \mathcal{P} \left( \frac{\partial q}{\partial S_1} - \frac{\partial q}{\partial S_2} \right) \cdot (S_1 - S_2) \geq 0, \] (3.2)
where \( S_1, S_2 \in \mathcal{Q}_{\text{phys}} \). The equality holds only when \( S_1 = S_2 \).

**Proof** Since \( q \) is strictly convex, the function
\[ h(t) = q(tS_2 + (1-t)S_1) \] (3.3)
is convex about \( t \), and is strictly convex if \( S_1 \neq S_2 \). Its derivative is calculated as
\[ h'(t) = \frac{\partial q}{\partial Q} \bigg|_{Q=tS_2+(1-t)S_1} \cdot (S_2 - S_1). \] (3.4)

By \( h(1) - h(0) \geq h'(0) \) and \( h'(1) \geq h'(0) \), we obtain the two inequalities. When \( S_1 \neq S_2 \), the strict inequalities hold because \( h \) is strictly convex. \( \square \)

In addition, let us state the definition of subdifferential for a strictly convex functional.

**Definition 3.2** Let \( F[\phi] \) be a strictly convex functional about \( \phi \). The subdifferential of \( F \) at \( \phi_0 \) is a set consisting of all \( \psi \) that satisfies: for arbitrary \( \phi_1 \), it holds
\[ F[\phi_1] - F[\phi_0] \geq (\psi, \phi_1 - \phi_0). \]
Note that it is possible that the subdifferential is an empty set.

### 3.1 Time Discretization

In what follows, we use the superscript to represent the numerical solution at certain discrete time. For example, $Q^n$ denotes the numerical solution at the time $t^n = n\delta t$, where $\delta t$ is the time step.

#### 3.1.1 First-Order Scheme

We begin with a first-order scheme,

$$
\frac{Q^{n+1}_{ij} - Q^n_{ij}}{\delta t} = -\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right)_{ij} + c_{02} Q^n_{ij} + c_{21} \Delta Q^{n+1}_{ij} \\
+ \frac{c_{22}}{2} (\partial_{jk} Q^{n+1}_{kj} + \partial_{jk} Q^{n+1}_{ki} - 2 \frac{2}{3} \partial_{kl} Q^{n+1}_{kl} \delta_{ij}),
$$

$$
Q^{n+1}|_{\partial \Omega} = Q_{\text{bnd}}. \quad (3.5)
$$

In the above, we discretize the quasi-entropy implicitly, leading to a nonlinear scheme. We shall prove that the scheme indeed possesses the properties we desire.

**Theorem 3.3** For arbitrary $\delta t$, the scheme (3.5) has a unique solution in $H^1(\Omega)$ satisfying $Q^{n+1}(r) \in Q_{\text{phys}}$ almost everywhere in $\Omega$ and $E[Q^{n+1}] < +\infty$. Moreover, it satisfies the energy law,

$$
E[Q^{n+1}] + \frac{1 + c_{02} \delta t}{2\delta t} \|Q^{n+1} - Q^n\|^2 + \int_\Omega f_e(Q^{n+1} - Q^n) \, dr \leq E[Q^n]. \quad (3.6)
$$

**Proof** We could reformulate the scheme as the unique minimizer of a strictly convex functional.

Consider the functional

$$
F[Q^{n+1}] = \frac{1}{2\delta t} \|Q^{n+1} - Q^n\|^2 + \int_\Omega q(Q^{n+1}) + f_e(Q^{n+1}) - c_{02} Q^n \cdot Q^{n+1} \, dr. \quad (3.7)
$$

This functional is strictly convex about $Q^{n+1}$ by looking into each term:

- It is obvious that $\frac{1}{2\delta t} \|Q^{n+1} - Q^n\|^2$ is convex.
- The quasi-entropy term $\int_\Omega q(Q^{n+1}) \, dr$ is strictly convex.
- By (2.19), the quadratic elastic term $\int_\Omega f_e(Q^{n+1}) \, dr$ is convex.
- The last term $-c_{02} Q^n \cdot Q^{n+1}$ is linear, thus convex.

Furthermore, the first three terms are bounded from below, and $Q^{n+1} \in L^\infty$ can be controlled by the quadratic terms. Therefore, $F[Q^{n+1}]$ is bounded from below. Next, we show that there exists a unique minimizer of (3.7). Recall that we have assumed (2.25). Hence,

$$
F[Q^{n+1}] - E[Q^{n+1}] = \frac{1}{2\delta t} \|Q^{n+1} - Q^n\|^2 + \frac{1}{2} c_{02} \|Q^{n+1}\|^2 - c_{02} (Q^n, Q^{n+1}) \\
\leq C (\|Q^n\|^2 + \|Q^{n+1}\|^2).
$$

Thus, we set $Q^{n+1} = Q^{(0)}$ to arrive at $F[Q^{(0)}] < +\infty$, so that $-\infty < \inf F[Q^{n+1}] < +\infty$. Therefore, let us choose a sequence $Q^{(k)}$ such that

$$
\lim_{k \to +\infty} F[Q^{(k)}] = \inf F[Q^{n+1}].
$$
By (2.19), it is clear that the functional \( F \) can control the \( H^1 \) norm, so that the sequence \( Q^{(k)} \) is \( H^1 \) bounded. Therefore, we could choose a subsequence that converges \( H^1 \)-weakly to \( \tilde{Q} \). This subsequence satisfies

\[
\lim_{k \to +\infty} F_1[Q^{(k)}] = \inf F_1[\tilde{Q}].
\] (3.8)

where

\[
F_1[Q^{n+1}] = \frac{1}{2\delta t} \|Q^{n+1} - Q^n\|^2 + \int_{\Omega} f_e(Q^{n+1}) - c_0 \|Q^n\| \int_{\Omega} \cdot Q^{n+1} d\mathbf{r}.
\]

Then, using Riesz Theorem, we could further choose an a.e. convergent subsequence. Since \( q \) is bounded from below, we use Fatou’s lemma to derive that

\[
\int_{\Omega} q(\tilde{Q}) d\mathbf{r} \leq \liminf_{k \to +\infty} \int_{\Omega} q(Q^{(k)}) d\mathbf{r}.
\] (3.9)

Combining (3.8) and (3.9), we arrive at

\[
\inf F[Q^{n+1}] \leq F[\tilde{Q}] \leq \liminf_{k \to +\infty} F_1[Q^{(k)}] + \lim_{k \to +\infty} \int_{\Omega} q(Q^{(k)}) d\mathbf{r} \leq \inf F[Q^{n+1}],
\] (3.10)

which implies that \( \tilde{Q} \) is a minimizer of \( F[Q^{n+1}] \). Its uniqueness follows directly from strict convexity.

We verify that \( \tilde{Q} \) is a.e. in \( Q_{\text{phys}} \). From \( F[Q^{(k)}] < +\infty \), we deduce that \( \int_{\Omega} q(Q^{(k)}) < +\infty \). It implies that each \( Q^{(k)} \) lies within \( Q_{\text{phys}} \) a.e. in \( \Omega \). Therefore, the limiting function \( \tilde{Q} \) satisfies \( \lambda(\tilde{Q}) \in [-1/3, 2/3] \) a.e. in \( \Omega \). The measure of the set where \( \lambda(\tilde{Q}) = 1/3 \) or \(-2/3 \) must be zero. Otherwise, we deduce that \( F[\tilde{Q}] \geq \int_{\Omega} q(\tilde{Q}) d\mathbf{r} - C = +\infty \), which is a contradiction.

It remains to show that the minimizer is a solution to the scheme. At the unique global minimizer, the zero function is a subdifferential by definition. We could use similar arguments of [30, Lemma 3.3] to claim that: when subdifferential exists, it only has one element that equals to the left-hand side of (3.5) minus its right-hand side. Thus, the difference of both-hand sides of (3.5) must be zero, so that the unique minimizer gives a solution to the scheme.

Although \( F[Q^{n+1}] \) has a unique minimizer, it does not necessarily imply that the solution to the scheme (3.5) is unique. This is because it is possible that there is a solution where the subdifferential of the functional \( F \) is an empty set. For this reason, we still need to show the uniqueness of the solution to (3.5). Suppose that we have two solutions \( Q^{n+1,(1)} \) and \( Q^{n+1,(2)} \). Denote \( S = Q^{n+1,(1)} - Q^{n+1,(2)} \). Then we have

\[
\frac{S_{ij}}{\delta t} = -\mathcal{P} \left( \frac{\partial q(Q^{n+1,(1)})}{\partial Q^{n+1,(1)}} - \frac{\partial q(Q^{n+1,(2)})}{\partial Q^{n+1,(2)}} \right)_{ij} + c_{21} \Delta S_{ij}^{n+1} + \frac{c_{22}}{2} \left( \partial_{ik} S_{kj}^{n+1} + \partial_{jk} S_{ki}^{n+1} - 2/3 \partial_{kl} S_{kl}^{n+1} \delta_{ij} \right),
\]

\[
S_{ij}|_{\partial \Omega} = 0.
\] (3.11)

Taking the inner product of (3.11) with \( S \) and noting (2.7), we obtain

\[
\frac{1}{\delta t} \|S\|^2 + \int_{\Omega} \mathcal{P} \left( \frac{\partial q(Q^{n+1,(1)})}{\partial Q^{n+1,(1)}} - \frac{\partial q(Q^{n+1,(2)})}{\partial Q^{n+1,(2)}} \right) \cdot (Q^{n+1,(1)} - Q^{n+1,(2)}) + 2f_e(S) d\mathbf{r} = 0.
\] (3.12)
Since $S$ is zero on $\partial \Omega$, it is not difficult to check that $\int_{\Omega} f_e(S) \, dr \geq 0$. Moreover, since both $Q^{n+1, (1)}$ and $Q^{n+1, (2)}$ are a.e. within $\mathcal{Q}_{\text{phys}}$, we use Lemma 3.1 to obtain that
\[
\mathcal{P} \left( \frac{\partial q(Q^{n+1, (1)})}{\partial Q^{n+1, (1)}} - \frac{\partial q(Q^{n+1, (2)})}{\partial Q^{n+1, (2)}} \right) \cdot (Q^{n+1, (1)} - Q^{n+1, (2)}) \geq 0, \quad \text{a.e. in } \Omega. \quad (3.13)
\]
Thus, the left-hand side of (3.12) is nonnegative, and takes zero only when $S = 0$ a.e. in $\Omega$.

Now we turn to energy dissipation. The case $E[Q^n] = +\infty$ is obvious. We assume $E[Q^n] < +\infty$, so that $Q^n \in \mathcal{Q}_{\text{phys}}$ a.e. in $\Omega$. Taking inner product of (3.5) with $Q^{n+1} - Q^n$, we arrive at
\[
\frac{\|Q^{n+1} - Q^n\|^2}{\delta t} = -\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right) \cdot (Q^{n+1} - Q^n) + c_{02}(Q^n, Q^{n+1} - Q^n)
+ c_{21}(\Delta Q^{n+1}, Q^{n+1} - Q^n)
+ c_{22} \int_{\Omega} \partial_{ik} Q_{kj}^{n+1} (Q_{ij}^{n+1} - Q_{ij}^n) \, dr. \quad (3.14)
\]
Using Lemma 3.1 we have
\[
-\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right) \cdot (Q^{n+1} - Q^n) \leq -q(Q^{n+1}) + q(Q^n), \quad \text{a.e. in } \Omega.
\]
For the other terms on the right-hand side, some direct calculations along with $Q^{n+1} - Q^n = 0$ on $\partial \Omega$ yield
\[
\langle Q^n, Q^{n+1} - Q^n \rangle = \frac{1}{2} (\|Q^{n+1}\|^2 - \|Q^n\|^2 - \|Q^{n+1} - Q^n\|^2),
\]
\[
(\Delta Q^{n+1}, Q^{n+1} - Q^n) = - \left( \nabla Q^{n+1}, \nabla (Q^{n+1} - Q^n) \right)
= \frac{1}{2} (\| \nabla Q^{n+1}\|^2 + \| \nabla Q^n\|^2 - \| \nabla (Q^{n+1} - Q^n)\|^2),
\]
\[
\int_{\Omega} \partial_{ik} Q_{kj}^{n+1} (Q_{ij}^{n+1} - Q_{ij}^n) \, dr = - \int_{\Omega} \partial_j Q_{jk}^{n+1} \partial_i (Q_{ik}^{n+1} - Q_{ik}^n) \, dr
= \frac{1}{2} \int_{\Omega} -\partial_i Q_{ik}^{n+1} \partial_j Q_{jk}^{n+1} + \partial_i Q_{ik}^n \partial_j Q_{jk}^n
- \partial_i (Q_{ik}^{n+1} - Q_{ik}^n) \partial_j (Q_{jk}^{n+1} - Q_{jk}^n) \, dr.
\]
Taking the inequalities above into (3.14), we arrive at (3.6).

We then carry out the error analysis of the scheme (3.5). Define $R^n(r) = Q^n(r) - Q(r, \cdot^n)$.

**Theorem 3.4*** Assume that $\partial_t Q$, $\partial_{tt} Q \in L^2(0, T; L^2(\Omega))$. For the scheme (3.5), the following error estimate holds,
\[
\|R^n\|^2 \leq C \exp \left( (1 - C \delta t)^{-1} \right) \delta t^2 \int_0^t \|\partial_t Q\|^2 + \|\partial_{tt} Q\|^2 \, dt, \quad (3.15)
\]
where the constant $C$ depends on $c_{02}$.
Proof We deduce the equation for $R^n$,
\[
\frac{R_{ij}^{n+1} - R_{ij}^{n}}{\delta t} + T_1^n = -\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} - \frac{\partial q(Q(r, t^{n+1}))}{\partial Q(r, t^{n+1})} \right)_{ij} + c_{02} R_{ij}^n + c_{21} \Delta R_{ij}^{n+1} + \frac{c_{22}}{2} \left( \partial_{ik} R_{kj}^{n+1} + \partial_{jk} R_{ki}^{n+1} - \frac{2}{3} \partial_{kl} R_{kl}^{n+1} \delta_{ij} \right) + c_{02} T_2^n. \tag{3.16}
\]
The truncation errors are given by
\[
T_1^n = \frac{1}{\delta t} \left( Q(r, t^{n+1}) - Q(r, t^n) \right) - \partial_t Q(r, t^{n+1}) = \frac{1}{\delta t} \int_{t^n}^{t^{n+1}} (t^n - s) \partial_{tt} Q \, ds,
\]
\[
T_2^n = Q(r, t^{n+1}) - Q(r, t^n) = \int_{t^n}^{t^{n+1}} \partial_t Q \, ds. \tag{3.17}
\]
Take inner product of (3.16) with $R^{n+1}$. Notice that
\[
\mathcal{P} \left( -\frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} + \frac{\partial q(Q(r, t^{n+1}))}{\partial Q(r, t^{n+1})} \right) \left( Q^{n+1}(r) - Q(r, t^{n+1}) \right) \leq 0.
\]
Moreover, since $R_i^{n+1}|_{\partial \Omega} = 0$, we deduce that
\[
\int_{\Omega} R_{ij}^{n+1} \left( c_{21} \Delta R_{ij}^{n+1} + \frac{c_{22}}{2} \left( \partial_{ik} R_{kj}^{n+1} + \partial_{jk} R_{ki}^{n+1} - \frac{2}{3} \partial_{kl} R_{kl}^{n+1} \delta_{ij} \right) \right) \, dr
\]
\[
= -\int_{\Omega} f_e(R^{n+1}) \, dr \leq 0.
\]
Therefore, we could derive that
\[
\frac{1}{2\delta t} (\| R^{n+1} \|^2 - \| R^n \|^2) \leq (c_{02} + 1)(\| R^{n+1} \|^2 + \| R^n \|^2) + (c_{02} + 1)(\| T_1^n \|^2 + \| T_2^n \|^2).
\]
The truncation errors can be estimated as
\[
\| T_1^n \|^2 \leq C \delta t \int_{t^n}^{t^{n+1}} \| \partial_{tt} Q \|^2 \, ds, \quad \| T_2^n \|^2 \leq C \delta t \int_{t^n}^{t^{n+1}} \| \partial_t Q \|^2 \, ds.
\]
Using Gronwall’s inequality (see, for example, [38]), we deduce (3.15).

\[\square\]

3.1.2 Second-Order Scheme

We could build a second-order scheme based on BDF2 as
\[
\frac{3Q_{ij}^{n+1} - 4Q_{ij}^n + Q_{ij}^{n-1}}{2\delta t} = -\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right)_{ij} + c_{02} (2Q_{ij}^n - Q_{ij}^{n-1}) + c_{21} \Delta Q_{ij}^{n+1} + \frac{c_{22}}{2} \left( \partial_{ik} Q_{kj}^{n+1} + \partial_{jk} Q_{ki}^{n+1} - \frac{2}{3} \partial_{kl} Q_{kl}^{n+1} \delta_{ij} \right). \tag{3.18}
\]
Following the similar routine in the last section, we could prove the theorems below.

Theorem 3.5 For arbitrary $\delta t$, the scheme (3.18) has a unique solution in $H^1(\Omega)$ satisfying $Q^{n+1}(r) \in Q_{phys}$ a.e. in $\Omega$ and $E[Q^{n+1}] < +\infty$. Furthermore, if $c_{02}\delta t \leq 2$, the following energy dissipation holds,
\[ E[Q^{n+1}] + \frac{1 + 2c_{02}\delta t}{4\delta t} \|Q^{n+1} - Q^n\|^2 + \int_{\Omega} f_c(Q^{n+1} - Q^n) \, dr \leq E[Q^n] + \frac{1 + 2c_{02}\delta t}{4\delta t} \|Q^n - Q^{n-1}\|^2. \tag{3.19} \]

**Proof** The proof is similar to Theorem 3.3. We simply point out the differences.

For the existence and uniqueness, we also formulate the solution to the scheme as the unique minimizer of a strictly convex functional. The functional is now given by

\[ F[Q^{n+1}] = \frac{3}{4\delta t} \|Q^{n+1}\|^2 + \frac{1}{2\delta t} (-4Q^n + Q^{n-1}, Q^{n+1}) \]

\[ + \int_{\Omega} q(Q^{n+1}) + f_c(Q^{n+1}) - c_{02}(2Q^n - Q^{n-1}) \cdot Q^{n+1} \, dr. \tag{3.20} \]

Follow the same route of Theorem 3.3 to arrive at existence and Uniqueness.

Taking the inner product of (3.18) with \(Q^{n+1} - Q^n\), we deduce that

\[ \frac{1}{2\delta t} (3Q^{n+1} - 4Q^n + Q^{n-1}, Q^{n+1} - Q^n) = c_{02}(2Q^n - Q^{n-1}, Q^{n+1} - Q^n) \]

\[ - \left( \mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}}, Q^{n+1} - Q^n \right) \right) \]

\[ + c_{21} (\Delta Q^{n+1}, Q^{n+1} - Q^n) \]

\[ + c_{22} \int_{\Omega} \partial_k Q^{n+1}_{kj}(Q^{n+1}_{ij} - Q^n_{ij}) \, dr. \tag{3.21} \]

The last three lines are dealt with in the same way as in Theorem 3.3. For the first two lines, we use the equalities below,

\[ (2Q^n - Q^{n-1}, Q^{n+1} - Q^n) = \frac{1}{2} (\|Q^{n+1}\|^2 - \|Q^n\|^2) \]

\[ - \frac{1}{2} \|Q^{n+1} - Q^n\|^2 + (Q^{n+1} - Q^n, Q^n - Q^{n-1}), \]

\[ \frac{1}{2} (3Q^{n+1} - 4Q^n + Q^{n-1}, Q^{n+1} - Q^n) = \frac{3}{2} \|Q^{n+1} - Q^n\|^2 - \frac{1}{2} (Q^{n+1} - Q^n, Q^n - Q^{n-1}). \]

Thus, we arrive at

\[ E[Q^{n+1}] + \int_{\Omega} f_c(Q^{n+1} - Q^n) \, dr \]

\[ + \frac{3 + c_{02}\delta t}{2\delta t} \|Q^{n+1} - Q^n\|^2 - \frac{1 + 2c_{02}\delta t}{2\delta t} (Q^{n+1} - Q^n, Q^n - Q^{n-1}) \leq E[Q^n]. \]

When \(c_{02}\delta t \leq 2\), we have \(3 + c_{02}\delta t \geq 1 + 2c_{02}\delta t\). Use

\[ \|Q^{n+1} - Q^n\|^2 - (Q^{n+1} - Q^n, Q^n - Q^{n-1}) \]

\[ = \frac{1}{2} (\|Q^{n+1} - Q^n\|^2 - \|Q^n - Q^{n-1}\|^2 + \|Q^{n+1} - 2Q^n + Q^{n-1}\|^2) \]

to obtain (3.19).

\[ \square \]

Similar to Theorem 3.4, we have the following error estimate.
Theorem 3.6 Assume that $\partial_t Q, \partial_{tt} Q \in L^2(0, T; L^2(\Omega))$. For the scheme (3.18), the following error estimate holds,

$$\|R^n\|^2 + \|2R^n - R^{n-1}\|^2 \leq C \exp\left((1 - C\delta t)^{-1}t^2\right) \delta t^4 \int_0^t \|\partial_{tt} Q\|^2 + \|\partial_{ttt} Q\|^2 \, dt,$$

(3.22)

where the constant $C$ depends on $c_{02}$.

3.2 Full Discretization

The properties of time discretizations can be inherited by full discretizations if we carefully keep the integration by parts. The strategy is to discretize the free energy in space, then take derivatives about the values on the discretized points to arrive at the scheme.

To fix the idea, let us consider a square region in 2D, $\Omega = [0, L]^2$. Such a system can be regarded as that $Q$ is homogeneous in the $z$-direction. Thus, the restriction of dimension does not affect the definition of $Q$ as a $3 \times 3$ matrix. The approach described below can be extended to 3D without essential difficulties. In addition, although the discretization presented below is basically a finite difference or finite volume method, it is also applicable to Galerkin methods without any difficulty (which has been discussed in [40, 41]).

We divide $[0, L]^2$ into $N^2$ cells that are small squares of the same size. For $0 \leq l, m \leq N$, the index $(l, m)$ represents the point $(lh, mh)$ where $h = L/N$. Since the bulk energy can be discretized trivially, we focus on the elastic energy. Note that the elastic energy is quadratic about first-order spatial derivatives. Thus, we shall start from discretizing the first-order derivatives on each cell. In the cell $\Gamma$ whose lower left index is $(l, m)$, the discretization of $\partial_i u, i = 1, 2$ for a scalar function $u$ is given by

$$\partial_1 u \approx D_1 u = \frac{1}{h} \left( -\frac{1}{2} u_{l,m} - \frac{1}{2} u_{l,m+1} + \frac{1}{2} u_{l+1,m} + \frac{1}{2} u_{l+1,m+1} \right),$$

$$\partial_2 u \approx D_2 u = \frac{1}{h} \left( -\frac{1}{2} u_{l,m} + \frac{1}{2} u_{l,m+1} - \frac{1}{2} u_{l+1,m} + \frac{1}{2} u_{l+1,m+1} \right).$$

(3.23)

When considering the gradient flow in 2D, we actually need to deal with two types of derivatives: $\partial_{11}$ ($\partial_{22}$ is done in the same way) and $\partial_{12}$. They actually originate from two different types of terms in the free energy, which we discuss below.

- For the term of the form $\partial_i u \partial_1 v$ in the free energy, its variational derivative about $u$ gives $-\partial_{11} v$. Based on (3.23), the approximation of $\partial_i u \partial_1 v$ in the cell $\Gamma$ is given by

$$D_1 u D_1 v = \frac{1}{h^2} \left( -\frac{1}{2} u_{l,m} - \frac{1}{2} u_{l,m+1} + \frac{1}{2} u_{l+1,m} + \frac{1}{2} u_{l+1,m+1} \right) \left( -\frac{1}{2} v_{l,m} - \frac{1}{2} v_{l,m+1} + \frac{1}{2} v_{l+1,m} + \frac{1}{2} v_{l+1,m+1} \right).$$

(3.24)

The spatial discretization of $-\partial_{11} v$ at an interior node $(l, m)$ ($1 \leq l, m \leq N - 1$) is given by taking the derivatives about $u_{l,m}$ in the discretized free energy. Because the node $(l, m)$ is involved in four cells, we need to sum up the derivatives in these cells. If we...
denote the discretized second-order derivative as \( D_{11} \), we deduce that at the node \((l, m)\),

\[
-D_{11} v = \frac{1}{h^2} \left[ \frac{1}{2} v_{l,m} + \frac{1}{2} v_{l,m+1} + \frac{1}{2} v_{l,m-1} \\
- \frac{1}{2} (v_{l+1,m} + \frac{1}{2} v_{l+1,m+1} + \frac{1}{2} v_{l+1,m-1}) \\
- \frac{1}{2} (v_{l-1,m} + \frac{1}{2} v_{l-1,m+1} + \frac{1}{2} v_{l-1,m-1}) \right].
\] (3.25)

By the Taylor expansion, the truncation error has the estimate

\[
|\partial_{11} v - D_{11} v| \leq \frac{h^2}{3} \max_{i_1, i_2, i_3, i_4=1,2} |\partial_{i_1 i_2 i_3 i_4} v|. \tag{3.26}
\]

If \( u = v \), it is the term \( \frac{1}{2} \partial_1 u \partial_1 v \) that generates \( -\partial_{11} u \), and the derivation above still holds.

- For the term \( \partial_1 u \partial_2 v \), its variational derivative about \( u \) is \( -\partial_{12} v \). The discretization of \( \partial_1 u \partial_2 v \) on \( \Gamma \) reads

\[
D_1 u D_2 v = \frac{1}{h^2} \left( -\frac{1}{2} u_{l,m} - \frac{1}{2} u_{l,m+1} + \frac{1}{2} u_{l+1,m} + \frac{1}{2} u_{l+1,m+1} \\
- \frac{1}{2} v_{l,m} + \frac{1}{2} v_{l,m+1} - \frac{1}{2} v_{l+1,m} + \frac{1}{2} v_{l+1,m+1} \right). \tag{3.27}
\]

Similarly, we collect the derivatives about \( u_{l,m} \) in the four cells and obtain the approximation of \( -\partial_{12} v \),

\[
-D_{12} v = \frac{1}{4} v_{l+1,m+1} + \frac{1}{4} v_{l+1,m-1} + \frac{1}{4} v_{l-1,m+1} - \frac{1}{4} v_{l-1,m-1}. \tag{3.28}
\]

The truncation error can be estimated as

\[
|\partial_{12} v - D_{12} v| \leq \frac{2h^2}{3} \max_{\Gamma} \max_{i_1, i_2, i_3, i_4=1,2} |\partial_{i_1 i_2 i_3 i_4} v|. \tag{3.29}
\]

For any term \( a \) defined on nodes, we denote by \( \sum_p a_p \) the summation over all interior nodes. For any term \( b \) defined in cells, we denote by \( \sum_{\Gamma} b_{\Gamma} \) the summation of \( b \) over all cells. Let us write down the equations about summation by parts that we will use later.

- For any \( u \) and \( v \),

\[
\sum_{\Gamma} (D_1 u D_2 v - D_1 v D_2 u)_{\Gamma} \tag{3.30}
\]

only depends on the values of \( u \) and \( v \) on the boundary nodes.

- If \( u \) takes zero on all boundary nodes \((l = 0, N \text{ or } m = 0, N)\), then we have

\[
- \sum_p (u D_{11} v)_{p} = \sum_{\Gamma} (D_1 u D_1 v)_{\Gamma}, \tag{3.31a}
\]

\[
- \sum_p (u D_{12} v)_{p} = \sum_{\Gamma} (D_2 u D_1 v)_{\Gamma} = \sum_{\Gamma} (D_1 u D_2 v)_{\Gamma}. \tag{3.31b}
\]

The derivation of the above equations is straightforward. As an example, we show the first equality in (3.31b) in Appendix.
We are now ready to define the discrete energy. For the bulk energy, in each cell it is defined from the average of $f_b$ at the four nodes multiplied by $h^2$. When summing up over all the cells, because of the Dirichlet boundary conditions, we arrive at

$$\hat{E}_b[Q] = h^2 \sum_p f_b(Q)_p + A_1,$$

(3.32)

where $A_1$ is a constant determined by the value of $Q$ on the boundary nodes. For the elastic energy, we define

$$\hat{E}_e[Q] = \frac{h^2}{2} \sum_\Gamma c_{21}(D_s Q_{ij} D_s Q_{ij})_\Gamma + c_{22}(D_t Q_{ij} D_t Q_{sj})_\Gamma + A_2,$$

(3.33)

Using (3.30), we have

$$\hat{E}_e[Q] = \frac{h^2}{2} \sum_\Gamma c_{21}(D_s Q_{ij} D_s Q_{ij})_\Gamma + c_{22}(D_t Q_{ij} D_t Q_{sj})_\Gamma + A_2,$$

(3.34)

where $A_2$ is a constant determined by the value of $Q$ on the boundary nodes, and $A_2 = 0$ if $Q$ is zero on all boundary nodes. Using the same arguments below (2.19), we deduce that the discrete elastic energy $\hat{E}_e$ is bounded from below, uniformly about $h$.

The discrete total energy is then defined as

$$\hat{E}[Q] = \hat{E}_b[Q] + \hat{E}_e[Q].$$

(3.35)

Define

$$L_h[Q]_{ij} = -c_{21} D_{kk} Q_{ij} - c_{22} D_{tk} Q_{kj}.$$  

(3.36)

The fully discretized schemes of the first and second order are

$$\frac{Q^n_{ij+1} - Q^n_{ij}}{\delta t} = -\varphi \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right)_{ij} + c_{02} Q^n_{ij} - \varphi \left( L_h[Q^{n+1}] \right)_{ij},$$

(3.37a)

$$\frac{3Q^n_{ij+1} - 4Q^n_{ij} + Q^{n-1}_{ij}}{2\delta t} = -\varphi \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} \right)_{ij} + c_{02}(2Q^n_{ij} - Q^{n-1}_{ij}) - \varphi \left( L_h[Q^{n+1}] \right)_{ij}.$$  

(3.37b)

These schemes satisfy the same properties as the corresponding time discretizations, and the proof is also similar. Below, we only discuss the first-order scheme, for which we focus on the difference from the time discretization.

**Theorem 3.7** For arbitrary $\delta t$ and $h$, the scheme (3.37a) has a unique solution on the domain $Q_{\text{phys}}$. Moreover, the discrete energy law holds,

$$\hat{E}[Q^{n+1}] + h^2 \left( \frac{1 + c_{02}\delta t}{2\delta t} \sum_p (Q^{n+1}_p - Q^n_p)^2 + \sum_\Gamma f_e(Q^{n+1} - Q^n)_\Gamma \right) \leq \hat{E}[Q^n].$$

(3.38)

**Proof** The proof is similar to Theorem 3.3, for which we point out the differences. We still reformulate the scheme as the unique minimizer of a strictly convex function. Now the function reads
\[
\hat{F}[Q^{n+1}] = h^2 \left( \frac{1}{2\delta t} \sum_P (Q^{n+1} - Q^n)^2_P + \sum_P q(Q^{n+1})_P + \sum_{\Gamma} f_e(Q^{n+1})_\Gamma 
- c_{02} \sum_P (Q^n \cdot Q^{n+1})_P \right). \quad (3.39)
\]

By Proposition 2.1 and the discussion above on the elastic energy, we could verify that (3.39) is strictly convex on \(Q_{\text{phys}}\) and bounded from below. Moreover, when \(Q\) at any grid point tends to the boundary of \(Q_{\text{phys}}\), Proposition 2.1 implies that \(\hat{F} \to +\infty\). Therefore, the function \(\hat{F}[Q^{n+1}]\) has unique minimizer satisfying
\[
\mathcal{P} \left( \frac{\partial \hat{F}}{\partial (Q^{n+1})_P} \right) = 0 \quad (3.40)
\]
for any interior node \(P\). Since our spatial discretization is constructed by taking derivatives about the discrete energy, we have
\[
\frac{\partial}{\partial (Q^{n+1})_P} \sum_{\Gamma} f_e(Q^{n+1})_\Gamma = L_h[Q]_P. \quad (3.41)
\]
Thus, we find that (3.40) is exactly (3.37a).

For the energy dissipation, we take dot product of (3.37a) with \(Q^{n+1} - Q^n\) and take the sum \(\sum_P\). Notice that by (3.31), the following summation by parts holds,
\[
- \sum_P \left( (Q^{n+1} - Q^n) \cdot \mathcal{P} \left( L_h[Q^{n+1}] \right)_P \right) 
= \sum_{\Gamma} c_{21} \left( D_s(Q^{n+1} - Q^n)_{ij} D_s Q^{n+1} \right)_\Gamma + c_{22} \left( D_t(Q^{n+1} - Q^n)_{ij} D_s Q^{n+1} \right)_\Gamma.
\]
Hence, the derivation in Theorem 3.3 can be followed completely to arrive at (3.38).

Recall that \(R^n(r) = Q^n(r) - Q(r, t^n)\). We define the error for the full discretization as
\[
\mathcal{E} \equiv \sqrt{h^2 \sum_P |R^n|_P^2}. \quad (3.42)
\]

**Theorem 3.8** Assume that \(Q(r, t) \in C^4(\Omega \times [0, T])\). The error of the scheme (3.37a) has the estimate
\[
\mathcal{E}^2 = h^2 \sum_P |R^n|_P^2 \leq C(\delta t^2 + h^4). \quad (3.43)
\]
The constant \(C\) depends on \(T\), the coefficients \(c_{02}, c_{21}, c_{22}\), and the maximum derivatives (up to fourth order) of \(Q\) in \(\Omega \times [0, T]\).

**Proof** We deduce the equation for \(R^n\) as
\[
\frac{R^{n+1}_{ij} - R^n_{ij}}{\delta t} = -\mathcal{P} \left( \frac{\partial q(Q^{n+1})}{\partial Q^{n+1}} - \frac{\partial q(Q(t^{n+1}))}{\partial Q(t^{n+1})} \right)_i j + c_{02} R^n_{ij} - \mathcal{P} \left( L_h[R^{n+1}] \right)_{ij} + T^n_h, \quad (3.44)
\]
where the truncation error can be estimated from (3.17), (3.26) and (3.29) as
\[
|T^n_h| \leq C(\delta t + h^2),
\]
where the constant $C$ depends on the maximum derivatives on $\Omega \times [0, T]$. Taking dot product of (3.44) with $R^{n+1}$ and summing up, by (3.31) we deduce that

$$\sum_{p} (R^{n+1} \cdot \mathcal{P}L_{h}[R^{n+1}])_{p} = \hat{E}_{e}[R^{n+1}] \geq 0.$$ 

Follow the same derivation of Theorem 3.4 to arrive at (3.44).

Remark. It is noted that the analyses above could be carried out for the Bingham term as well. However, the resulting schemes are not practical at all, since it needs to calculate the derivative of the Bingham term about $Q$, which requires calculating integrals that bring greater difficulties. See Appendix for more details.

4 Numerical Examples

Let us consider the case where the solution is homogeneous in the $z$-direction, so that we reduce the problem to 2D. In our numerical examples, the gradient flow is solved in the square $[0, 1] \times [0, 1]$.

We choose $c_{02} > \chi^{**} = 13.5$. By Proposition 2.2, the minimum of the bulk energy $f_{b}$ is given by $Q_{0} = s_{2}(n \otimes n - I/3)$, where $s_{2}$ is a function of $c_{02}$ but $n$ could take arbitrary unit vector. We set the boundary values as the bulk energy minimum,

$$Q = s_{2}(n(x) \otimes n(x) - I/3),$$

where $n(x)$ depends on the location.

The numerical schemes are solved using the Newton’s iteration. To ensure that the iteration lies within $Q_{\text{phys}}$, we adopt a simple damping strategy: if a Newton’s step drives the iteration out of $Q_{\text{phys}}$, we halve the step length along the Newton’s direction, possibly for several times until the iteration falls within $Q_{\text{phys}}$.

To illustrate the numerical results, we investigate the principal eigenvector of $Q$. Moreover, we define the biaxiality that reflects the features of the eigenvalues (see [34]). If $Q$ is nonzero, the biaxiality is defined as

$$1 - 6 \left(\frac{\text{tr}(Q^{3})}{(\text{tr}(Q^{2}))^{3}}\right)^{2}.$$ 

The biaxiality ranges in $[0, 1]$. It takes zero if and only if $Q$ has two identical eigenvalues, and takes one if and only if $Q$ has three eigenvalues $\lambda, 0$ and $-\lambda$.

4.1 Accuracy Test

We first validate the accuracy of the schemes. We choose the coefficients

$$c_{02} = 20, \quad c_{21} = 6, \quad c_{22} = 2.$$ 

The initial condition is chosen as a variation from a steady state,

$$Q = Q_{0} + \epsilon Q_{1}(x, y), \quad (x, y) \in [0, 1] \times [0, 1],$$

where the constant tensor $Q_{0}$ takes the form (4.1) with $n = (1, 0, 0)^{t}$, $\epsilon = 0.05$, and the variation $Q_{1}(x, y)$ is given by

$$Q_{1} = \sin(2\pi x) \sin(2\pi y).$$
It is noticed that $Q_1$ is zero on the boundary, so that the boundary conditions are set as the constant vector $Q_0$. The reference solution at $t = 0.01$ is calculated using the second-order scheme with $N = 64$ and $\delta t = 3.125 \times 10^{-5}$.

Let us begin with the time accuracy. We fix $N = 64$ and choose the time step as $\delta t = 2 \times 10^{-3}$, $10^{-3}$, $5 \times 10^{-4}$, $2.5 \times 10^{-4}$. The numerical error $E$ for the first-order and second-order schemes are plotted in Fig. 1a, b, respectively. We can see clearly the first-order and second-order convergence.

We turn to the spatial accuracy. Since the time accuracy has been validated, we could match the order in time and the order in space by imposing certain relations between the time step and the grid size. In (3.37a), we consider
\[
\delta t = 0.004h^2, \quad (4.6)
\]
while in (3.37b) we consider
\[
\delta t = 0.004h. \quad (4.7)
\]

Then, we let the number of grid points vary as $N = 2, 4, 8, 16, 32$. The error $E$ defined in (3.42) between the numerical solution and the same reference solution is plotted in Fig. 2. The second-order convergence is observed, which is consistent with theoretical results.
Fig. 3 (Section 4.2) The maximum and minimum eigenvalues of the tensor Q all over the region and their minimum distance to 2/3 or −1/3 about the time.

Fig. 4 (Section 4.2) The steady state pattern

4.2 Solutions with Large $c_{02}$

When $c_{02}$ is large, the scalar $s_2$ minimizing the bulk energy becomes close to one, so that the eigenvalues are close to $-1/3$ and $2/3$. This is also the case for the solution to the gradient flow, which leads to difficulties numerically. Thus, let us test our numerical schemes when the solution is close to the boundary of $Q_{\text{phys}}$.

We choose $c_{02} = 100$ while keeping $c_{21} = 6$ and $c_{22} = 2$. The initial value is still set according to (4.4) with $Q_1$ given by (4.5) and $\epsilon = 0.001$. The boundary condition is set by (4.1) with

$$n(x) = \begin{cases} 
(1, 0, 0)^t, & x = 0, \text{ or } x = 1, \\
(0, 1, 0)^t, & y = 0, \text{ or } y = 1. 
\end{cases} \quad (4.8)$$

We use the second-order scheme with $N = 24$ and the time step $\delta t = 0.005$, to evolve the gradient flow till $t = 0.5$ when the system has reached the steady state. The maximum and minimum eigenvalues of the matrix $Q$ all over the region, and their distance from 2/3 or $-1/3$, with respect to the time, are presented in Fig. 3a,b, respectively. The eigenvalues are indeed close to the boundary, but still lie within $(-1/3, 2/3)$.

The steady state pattern is shown in Fig. 4. From the principal eigenvector, we find that the whole region is divided into four subregions by two diagonals. Within each of the four
subregions, the principal eigenvector is identical to that on the boundary, thus either horizontal or vertical. Biaxiality emerges in the middle of each subregion. This pattern is called the well order-reconstruction solution in [53].

Let us look into other features of our scheme using this example. For the energy dissipation, we plot the energy curve versus the time in Fig. 5a, where we can see that the total energy is decreasing to a steady state. For the efficiency of the scheme, let us investigate the number of Newton’s iteration, which is given in Fig. 5b. The maximum number of Newton’s iteration is six, while for most time steps the number is no greater than four, indicating that our scheme can be implemented very efficiently.

### 4.3 Effect of Elastic Coefficients

We fix \( c_{02} = 20, c_{21} = 0.04 \) and change the value of \( c_{22} \). The boundary conditions are identical to those in Sect. 4.2. The initial condition is now chosen in the form (4.1) where \( \mathbf{n}(x) \) takes a constant vector \((1/\sqrt{2}, 1/\sqrt{2}, 0)^T\). For the discretization, we still use the second-order scheme with \( N = 24 \) and \( \delta t = 0.005 \).

We let the system evolve to a time long enough to reach a steady state. For six different values of \( c_{22} \), we draw the principal eigenvectors in Fig. 6, and biaxiality in Fig. 7. It is observed from the principal eigenvectors that the pattern turns out to be the diagonal state [53]. As the value of \( c_{22} \) increases, the transition of the principal eigenvector from a boundary horizontal/vertical direction to the diagonal direction in the middle becomes smoother, and the region with evident biaxiality also occupies a larger area.

### 5 Conclusion

We discuss the discretization for a gradient flow about \( Q \)-tensor with the quasi-entropy. The properties of the quasi-entropy are presented and utilized for designing the numerical schemes. The resulting schemes unconditionally keep physical constraints and are unconditionally uniquely solvable, for both semi discretizations in time and full discretizations. For the energy dissipation, the first-order-in-time schemes satisfy it unconditionally, while second-order-in-time schemes require an \( O(1) \) restriction on the time step. Error estimates for these schemes are established. We validate the theoretical results with several numerical examples.
In the future, we expect to apply the approach in this paper to dissipative systems with high-order elastic energy terms and complex dissipative operators. They typically involve high-order tensors (such as [21, 54]), which have also attracted much attention. The approach in this paper is also suitable for the case where multiple tensors are involved and complex relations need to be met between them.
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A Bingham distribution and its properties

We briefly introduce the Bingham term mentioned in the main text. Detailed discussions could be found in the literature (see, for example, [4]).

For $Q \in Q_{\text{phys}}$, consider the minimization problem

\[
\min \int_{S^2} \rho(m) \ln \rho(m) \, dm, \quad \text{s.t.} \quad \int_{S^2} \rho(m) \, dm = 1, \quad \int_{S^2} \left( m \otimes m - \frac{1}{3} I \right) \rho(m) \, dm = Q.
\]

This problem has a unique solution of the form

\[
\rho(m) = \frac{1}{Z} \exp \left( B(Q) \cdot (m \otimes m - \frac{1}{3} I) \right), \quad Z = \int_{S^2} \exp \left( B(Q) \cdot (m \otimes m - \frac{1}{3} I) \right) \, dm,
\]

(A.1)

where $B(Q)$ is a symmetric traceless $3 \times 3$ matrix uniquely determined by $Q$. Such a density function is the Bingham distribution. The Bingham term in the free energy is given by taking (A.1) into $\int_{S^2} \rho \ln \rho \, dm$, giving

\[
\psi(Q) = B(Q) \cdot Q - \ln Z.
\]

(A.2)

It is not difficult to show that $\psi(Q)$ is rotationally invariant and strictly convex. As a result, we could focus on the case where $Q$ is diagonal, which implies that $B(Q)$ is also diagonal. Let us denote $Q = \text{diag}(\lambda_1, \lambda_2, \lambda_3)$ and $B(Q) = \text{diag}(\mu_1, \mu_2, \mu_3)$. If we assume $\lambda_1 \geq \lambda_2 \geq \lambda_3$, then it holds $\mu_1 \geq \mu_2 \geq \mu_3$. The asymptotic behavior of $\min \lambda(Q) \to (-1/3)^+$ is exactly that of $\mu_1 - \mu_3 \to +\infty$. It is shown in [4] that when $\mu_1 - \mu_3 \to +\infty$,

\[
\lambda_3 + \frac{1}{3} = \frac{C_1}{\mu_1 - \mu_3} + o \left( \frac{1}{\mu_1 - \mu_3} \right),
\]

\[
\psi(Q) = C_2 \ln(\mu_1 - \mu_3) + o(\mu_1 - \mu_3).
\]

Therefore, $\psi(Q) \sim -C_3 \ln(\lambda_3 + 1/3)$.

It is noticed that to compute (A.2), it is necessary to solve $B(Q)$ first. However, the existing numerical approaches [17, 22–24, 32] are still not able to provide a fast and accurate evaluation of $B(Q)$.
B Summation by parts

We derive the first equality in (3.31b). Substituting (3.28) into (3.31), we deduce that that

$$\sum_p (u_{D_{12}v})_p = -\frac{1}{4h^2} \sum_{l,m=1}^{N-1} u_{l,m} (-v_{l+1,m+1} + v_{l+1,m-1} + v_{l-1,m+1} - v_{l-1,m-1}). \quad (B.1)$$

Substituting (3.27) into (B.1), we derive that

$$\sum_\Gamma (D_1u)\Gamma (D_2v)\Gamma$$

$$= \frac{1}{4h^2} \sum_{l=0}^{N-1} \sum_{m=0}^{N-1} (-u_{l,m} - u_{l,m+1} + u_{l+1,m} + u_{l+1,m+1})(-v_{l,m} + v_{l,m+1} - v_{l+1,m} + v_{l+1,m+1})$$

$$= \frac{1}{4h^2} \sum_{l=0}^{N-1} \sum_{m=0}^{N-1} u_{l,m} (v_{l,m} - v_{l,m+1} + v_{l+1,m} - v_{l+1,m+1})$$

$$+ \frac{1}{4h^2} \sum_{l=1}^{N} \sum_{m=0}^{N-1} u_{l,m} (v_{l,m} - v_{l+1,m} + v_{l+1,m} - v_{l+1,m+1})$$

$$+ \frac{1}{4h^2} \sum_{l=1}^{N} \sum_{m=0}^{N} u_{l,m} (-v_{l-1,m} + v_{l-1,m+1} - v_{l,m} + v_{l,m+1})$$

$$+ \frac{1}{4h^2} \sum_{l=1}^{N} \sum_{m=0}^{N} u_{l,m} (-v_{l-1,m} + v_{l-1,m-1} - v_{l,m} + v_{l,m+1})$$

$$= \frac{1}{4h^2} \sum_{l=1}^{N-1} \sum_{m=1}^{N-1} u_{l,m} (-v_{l+1,m+1} + v_{l+1,m-1} + v_{l-1,m+1} - v_{l-1,m-1})$$

$$+ \frac{1}{4h^2} \left( F_1(u,v)_{0,0} + \sum_{m=1}^{N-1} F_1(u,v)_{0,m} + \sum_{l=1}^{N-1} F_1(u,v)_{l,0} \right)$$

$$+ \frac{1}{4h^2} \left( F_2(u,v)_{0,N} + \sum_{m=1}^{N-1} F_2(u,v)_{0,m} + \sum_{l=1}^{N-1} F_2(u,v)_{l,N} \right)$$

$$+ \frac{1}{4h^2} \left( F_3(u,v)_{N,0} + \sum_{m=1}^{N-1} F_3(u,v)_{N,m} + \sum_{l=1}^{N-1} F_3(u,v)_{l,0} \right)$$

$$+ \frac{1}{4h^2} \left( F_4(u,v)_{N,N} + \sum_{m=1}^{N-1} F_4(u,v)_{N,m} + \sum_{l=1}^{N-1} F_4(u,v)_{l,N} \right), \quad (B.2)$$

with

$$F_1(u,v)_{l,m} = u_{l,m} (v_{l,m} - v_{l,m+1} + v_{l+1,m} - v_{l+1,m+1}),$$

$$F_2(u,v)_{l,m} = u_{l,m} (v_{l,m-1} - v_{l,m} + v_{l+1,m-1} - v_{l+1,m}),$$

$$F_3(u,v)_{l,m} = u_{l,m} (-v_{l-1,m} + v_{l-1,m+1} - v_{l,m} + v_{l,m+1}),$$

$$F_4(u,v)_{l,m} = u_{l,m} (-v_{l-1,m-1} + v_{l-1,m} - v_{l,m-1} + v_{l,m}).$$

(B.3)
In each $F_i(u, v)$ in (B.2), the indices are located on the boundary. Since $u$ is zero on boundary nodes, the first equality in (3.31b) has already been established.
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