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ABSTRACT
The designers’ tendency to adhere to a specific mental set and heavy emotional investment in their initial ideas often hinder their ability to innovate during the design thinking and ideation process. In the fashion industry, in particular, the growing diversity of customers’ needs, the intense global competition, and the shrinking time-to-market (a.k.a., “fast fashion”) further exacerbate this challenge for designers. Recent advances in deep generative models have created new possibilities to overcome the cognitive obstacles of designers through automated generation and/or editing of design concepts. This paper explores the capabilities of generative adversarial networks (GAN) for automated attribute-level editing of design concepts. Specifically, attribute GAN (AttGAN)—a generative model proven successful for attribute editing of human faces—is utilized for automated editing of the visual attributes of garments and tested on a large fashion dataset. The experiments support the hypothesized potentials of GAN for attribute-level editing of design concepts, and underscore several key limitations and research questions to be addressed in future work.
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1 INTRODUCTION
Technology-driven innovation through AI and machine learning has become an essential success factor for fashion design firms in the 21st century. According to McKinsey & Company [2], over 140% of the global fashion industry profit is generated by the leading 20% of the fashion brands. As a result, significant recent progress has been made in adopting AI and machine learning techniques for augmented and personalized design. Examples range from style matching [16, 23, 41], to trend forecasting [1], interactive search [19, 45], style recommendation [22, 36], virtually trying clothes on [12], and clothing type and style classification [21, 47]. AI and machine learning research in the fashion industry has the promise to directly influence the purchasing behavior of customers, the garment design thinking and ideation process, user-centered design and mass-personalization, and the ability of the fashion industry to adapt their product development strategies accordingly.

This article investigates how generative adversarial networks (GAN) [11] can be adopted to enabled automated attribute-level editing of past successful products to inform new product design and development processes. Different from conventional adversarial attacks [38–40], attribute editing involves making translations/adjustments to images based on the target attributes to generate a new sample with desired attributes while preserving other original details. Current GAN-based attribute editing research is predominantly centered on human face images [9, 34]. The facial attribute editing task allows to edit a face image by manipulating single or multiple attributes of interest such as hair color, expression, mustache, and age [13]. For fashion products, the analogous visual attributes of interest may include style type, sleeve length, color, and pattern, among others. The ability to manipulate the attributes of a prior design is particularly useful in a variety of situations where customers are not satisfied with certain attributes or would like to explore various combinations of them [47].

Conditional GAN [27] is an extension of the original GAN formulation which allows to generate images conditioned on user-defined features that control the generative process. Among the various versions of conditional GAN proposed to date [17, 30, 33], attribute GAN (AttGAN) [13] has proven effective in generating realistic edited images with desired attributes on human face dataset. AttGAN can generate visually more pleasing results with fine facial details in comparison with the state-of-the-art GAN models. However, there is no proof or indication that AttGAN can be directly applied for attribute-level editing of fashion data such as garment images with acceptable performance.

To tackle this problem, this article develops and tests a novel AttGAN model that enables attribute-level editing of fashion items while preserving other visual aspects and attributes. First, the original AttGAN model [13] is implemented on a large fashion dataset consisting of 13,221 garment images along with 22 attribute values. Numerical experiments are then conducted to edit the images with respect to five desired attributes including “vest”, “polo”, “hoodie”, “blouse” and “T-shirt” (e.g., selecting the attribute “vest” is desired to turn any type of shirt into a vest). The experiments show that the great performance of AttGAN on the human face editing task cannot be achieved on the fashion editing task. The authors hypothesize the underlying reason to stem from the relative area of editing, which, unlike human faces, corresponds to a large area of a garment image (e.g., entire sleeve or collar). A new version of AttGAN is thus developed to address this limitation. Numerical experiments...
indicate significant improvement in successful editing of different attributes such as sleeve length, color, pattern and clothes type, while preserving the remainder of the original garment image.

2 RELATED WORK
Since its introduction in 2014, GAN [11] continues to attract growing interests in the deep learning community and has been applied to various domains such as computer vision, natural language processing [3, 28], time series synthesis [10, 25], and semantic segmentation [24]. Specifically, GAN has shown significant recent success in the field of computer vision field on a variety of tasks such as image generation [7, 44], image to image translation [14, 46], and image super-resolution [8, 20], among others. The standard GAN structure comprises two neural networks: a generator G and a discriminator D iteratively trained by competing against each other in a minimax game with the following learning objective:

$$\min_{G} \max_{D} \mathbb{E}_{x \sim p_{data}}[\log D(x)] + \mathbb{E}_{z \sim p_{z}}[\log (1 - D(G(z)))],$$

(1)

where z is a random or encoded vector, $p_{data}$ is the empirical distribution of the input training images, and $p_{z}$ is the prior distribution of z (e.g., normal distribution).

In the standard GAN model, there is no control over the modes of the data being generated. In conditional GAN (cGAN) [27], however, the generative process is conditioned to generate images based on a user-defined vector of features. The learning objective of cGAN is as follows:

$$\min_{G} \max_{D} \mathbb{E}_{x,y \sim p_{data}}[\log D(x, b)] + \mathbb{E}_{z \sim p_{z} - p_{b}}[\log (1 - D(G(z, b), b))],$$

(2)

where b is the extra information (e.g., class labels, attribute information) for a given real sample x as input. cGAN allows to control the generation of samples using b.

In cGAN, the generation of samples can be conditioned on class information [29], text description [33, 42, 43], audio [4, 5], skeleton [26, 32], and attributes [35]. In the fashion industry, researchers have applied GANs for a variety of applications such as: (i) automated garment textures filling [37], (ii) texture transferring [15] where given a basic clothing image and a fashion style image, (iii) virtual try-on [47] aimed at creating new clothing on a human body based on textual descriptions, (iv) interactive image editing [6] where users can guide an editor to edit images via multi-turn conversational language, and (v) fashion recommendation [18] in which the model can be used for both personalized recommendation and personalized fashion design.

3 METHODOLOGY
This section first introduces the original formulation of a cGAN for attribute-level editing: attribute GAN (AttGAN). AttGAN [13] has shown great performance on facial image editing with binary attributes (e.g., mustache, no-mustache) and is used as our baseline model. Next, an in-depth analysis of the AttGAN formulation is conducted and a modified version of AttGAN is developed to achieve comparable performance on garment image editing.

3.1 Attribute Generative Adversarial Networks
A limitation of conventional cGAN is that the user-defined attributes/labels affect the editing of the entire image including the parts unrelated to the desired attribute. To avoid this limitation, AttGAN [13] builds an effective framework for high quality facial attribute editing and simultaneously preserving attribute-excluding details.

The learning objectives of the AttGAN generator and AttGAN discriminator and classifier are respectively as follows:

$$\min_{G_{enc}, G_{dec}} L_{enc, dec} = \lambda_{1} L_{rec} + \lambda_{2} L_{cls_{z}} + L_{adv_{y}},$$

(3)

$$\min_{D, C} L_{dis, cls} = \lambda_{3} L_{cls_{z}} + L_{adv_{y}},$$

(4)

where $L_{rec}$ is the reconstruction loss for satisfactory preservation of attribute-excluding details, $L_{cls_{z}}$ is the classification constraint to guarantee the correct editing of the desired attributes, and $L_{adv_{y}}$ is the adversarial learning employed for visually realistic editing. $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are hyperparameters that control the importance of different terms and are tuned experimentally.

Inspired by AttGAN’s success in human facial attribute editing, the authors first attempted to utilize the original AttGAN model for attribute-level editing of fashion product images. The preliminary observations was that AttGAN model does not perform as expected on fashion data such as garment images. Specifically, the observation was that although AttGAN can reconstruct original fashion images, it is unable to generate new vivid image with the desired attributes modified. The underlying reason behind such poor performance on fashion data elaborates and address in the remainder of this section.

In Eq. (3), $L_{cls_{z}}$ is the attribute classification loss, employed to guide the generative process to learn and edit the desired attributes. The reconstruction loss $L_{rec}$, on the other hand, is intended to enable the decoder to reconstruct the original input images so that the generated samples can preserve the attributes-excluding details. In the original AttGAN, these two loss functions are both trained on the generator. The aforementioned problem contributing to the poor performance of AttGAN on fashion data stems from an inherent conflict between these two loss functions. The classification loss wants the generator to distinguish the desired attributes b from the original images $x^{a}$, by minimizing the summation of the binary cross entropy of the desired attributes and input images as follows:

$$\min_{G_{enc}, G_{dec}} L_{cls_{z}} = \mathbb{E}_{x \sim p_{data}, b \sim p_{attr}}[f_{g}(x^{a}, b)],$$

(5)

$$f_{g}(x^{a}, b) = \sum_{i=1}^{n} - b_{i} \log C_{i}(x^{b}) - (1 - b_{i}) \log (1 - C_{i}(x^{b})),$$

(6)

where $x^{b}$ is the edited image expected to change the attributes of $x^{a}$ to another attributes b. This is achieved by decoding latent representation z conditioned on attributes b: $x^{b} = G_{dec}(z, b)$, where z is encoded from image $x^{a}$ with n binary attributes a and is denoted by $z = G_{enc}(x^{a})$. Therefore the generated image is formulated as $x^{b} = G_{dec}(G_{enc}(x^{a}), b)$.

The reconstruction loss, on the other hand, wants the generator to preserve the original images as much as possible, by minimizing the following Manhattan distance function:

$$\min_{G_{enc}, G_{dec}} L_{rec} = \mathbb{E}_{x \sim p_{data}}[\|x^{a} - x^{b}\|_{1}],$$

(7)
where \( x^\hat{a} = G_{dec}(G_{enc}(x^a), a) \). The reconstruction loss enables the decoder to restore the original images conditioned on its own attributes \( a \) from \( x \).

The aforementioned conflict limits the use of the AttGAN for attribute-level editing of fashion data where some attributes account for larger relative areas of the image (e.g., entire sleeve or collar). It was observed that the classification loss is unable to generate distinct samples from the original images of garment. The AttGAN model is thus reformulated by taking the classification loss out and training it on the generator independently. This, in turn, would enable more flexibility for the generator to edit larger areas of the input image. Accordingly, Eq. (3) is recast as follows

\[
\min_{G_{enc}, G_{dec}} L_{enc, dec} = \lambda_1 L_{rec} + L_{adv}\nu,
\]

\[
\min_{G_{enc}, G_{dec}} L_{enc, dec} = \lambda_2 L_{cls}\nu.
\]

The modified model is referred to as Design-AttGAN with the training procedure elaborated in 1.

**Algorithm 1** Design-AttGAN

1: Input: images \( X \) and their attributes \( A \) and step number \( N \)
2: for step ← 0 to \( N \) do
3: Sample batch \( x^a \in X, a \in A \) and random generate \( b \)
4: for inner step ← 0 to 5 do
5: Minimize Eq.(4)
6: end for
7: Minimize Eq.(8)
8: Minimize Eq.(9)
9: end for
10: Output: a well-trained \( G_{enc} \) and \( G_{dec} \)

4 EXPERIMENTS

4.1 Dataset & Training

The Design-AttGAN model is tested on a fashion dataset [31], which contains 13221 images and each of which has annotation of 22 binary attributes (with/without). Attributes with great frequency are chosen in all our experiments, including "vest", "polo", "stripe", "short sleeve", "long sleeve", "red", "yellow", "blue", "purple", "black", and "white". The dataset is separated into training set for training model and testing set for evaluation. The experiments are conducted on TensorFlow using the open-source code provided by [13]. The model is trained by Adam optimizer with the batch size of 32 and the learning rate of 0.0002.

4.2 Results

Figure 1 shows the binary attribute editing results obtained from the original AttGAN model. As can be seen, AttGAN performs poorly on the garment images. The model does not preserve any garment patterns and is not even able to properly edit. The underlying reason is that the classification learning task is negatively influenced by the reconstruction learning task in the original AttGAN formulation. The Design-AttGAN model is applied to address this problem (Figure 2). In the Design-AttGAN model, the classification loss is trained as an independent objective function to enhance the ability of the generator for attribute editing. As Figure 2 shows, the Design-AttGAN model outperforms the baseline AttGAN model in learning multiple attributes and changing the type of garment to "vest" or "polo".

In the Design-AttGAN model, the classification loss \( L_{cls} \) is trained separately without the restriction of the reconstruction and adversarial losses in the minimax game. This provides the model with more flexibility to generate more good "fake" samples. This is necessary for the fashion attribute editing task because unlike the facial attributes, the attributes of garment products typically account for a relatively larger area of the image. This way, the generative model would have to generate more "wild" samples to incorporate the edited attributes in the original images.

**Attributes Extension.** Figure 3 shows the performance of the Design-AttGAN model on the attribute-editing task with eleven distinct attributes, including cloth type ("vest", "polo"), cloth pattern ("slim horizontal stripes"), length of sleeves ("short sleeves", "long sleeves"), and multiple colors ("red", "yellow", "blue", "purple", "black", "white"). As shown, the model can successfully edit the color and stripe on clothes, and change the length of sleeves. However, it is not able to learn the latent pattern associated with the "polo" attribute.
To solve this problem, another experiment was conducted on a narrowed dataset. The original dataset has over 12,000 images; however, unlike sleeve length and color that are the indispensable attributes of any garment type, attributes such as “polo” are relatively rare and thus cause the data to be imbalanced. Hence, 5,782 images with attributes of clothe type category (e.g., vest, polo, blouse, t-shirt, hoodie, one-piece dress) are picked up from the original dataset. The Design-AttGAN model is then retrained on this narrowed dataset to generate samples with the desired attributes “vest” and “polo”. Results showed that the Design-AttGAN model yields better performance on the narrowed dataset (Figure 4, right) than the original dataset (Figure 4, left). With the narrowed dataset where each image is guaranteed to contain clothes type attributes, the model is more likely to capture these attributes and edit accordingly. This is further proof to the fact that training a cGAN model is highly sensitive to the balance of different attributes in the dataset. The imbalanced distribution of attributes hinders the ability of the model to learn the attributes with low frequency in the dataset.

5 CONCLUSIONS AND FUTURE WORK

This paper introduces a deep learning model, Design-AttGAN, which has the ability to automatically edit garment images conditioned on certain user-defined attributes. The performance of the generative model is experimented and tested on a large fashion dataset. The original formulation of the AttGAN is modified to avoid the inherent conflict between the reconstruction loss and the attribute classification loss. An important observation was that generative adversarial networks are sensitive to different domains and therefore need careful revision and hand-engineering of the algorithms based on the dataset and target task.

Future work will involve seeking to generate images with higher resolution, improve the stability of the Design-AttGAN model, and broaden the scope of the proposed methodology. Evaluation of GAN’s performance will also be an important area to explore.
