RIGID STRUCTURES IN THE UNIVERSAL ENVELOPING TRAFFIC SPACE
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ABSTRACT. For any tracial non-commutative probability space \((A, \varphi)\), Cébron, Dahlqvist, and Male showed that one can always construct an enveloping traffic space \((\mathcal{G}(A), \tau_\varphi)\) that extends the trace. This construction provides a universal object that allows one to appeal to the traffic probability framework in generic situations, prioritizing an understanding of its structure. In this article, we prove that \((\mathcal{G}(A), \tau_\varphi)\) admits a canonical free product decomposition \(A \ast A^\ast \ast \Theta(\mathcal{G}(A))\). In particular, \(A^\ast\) is an anti-isomorphic copy of \(A\), and \(\Theta(\mathcal{G}(A))\) is, up to degeneracy, a commutative algebra generated by Gaussian random variables with a covariance structure diagonalized by the graph operations. If \((A, \varphi)\) itself is a free product, then we describe how this additional structure lifts into \((\mathcal{G}(A), \tau_\varphi)\). Here, we find a connection between free independence and classical independence opposite the usual direction. Up to degeneracy, we further show that \((\mathcal{G}(A), \tau_\varphi)\) is spanned by tree-like graph operations. Finally, we apply our results to the study of large (possibly dependent) random matrices. Our analysis relies on the combinatorics of cactus graphs and the resulting cactus-cumulant correspondence.
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1. Introduction

1.1. Motivation. Non-commutative (NC) probability theory is a generalization of classical probability theory to non-commuting random variables. Historically, the spectacular success of this perspective is due to free probability, where Voiculescu’s free independence plays the central role [VDN92]. Notably, Voiculescu proved that free independence governs the large dimension limit behavior of independent unitarily invariant random matrices [Voi91]. Thus, free independence emerges from classical independence via a natural process of “non-commutification”: we formulate this relationship in the heuristic equation

\[ \text{classical independence} \xrightarrow{N \to \infty} \text{free independence}. \]

By now, free probability techniques in random matrix theory are known to comprise a robust and increasingly influential set of tools [MS17].

The motivation for traffic probability comes from the following result in [Mal17]: for a natural class of independent Wigner-like matrices possessing only a discrete distributional symmetry (permutation invariance), one observes a novel behavior in the determination of the joint spectral distribution from the marginals. This behavior was subsequently shown to be a special case of a more general phenomenon now known as traffic independence. Notably, traffic independence governs the large dimension limit behavior of independent permutation invariant random matrices [Mal].

The axiomatization of traffic probability adjoins the standard NC framework with an operad structure based on graph observables. Accordingly, the notion of a so-called traffic distribution enriches that of a usual distribution. At the same time, one can encode the familiar notions of NC independence in the traffic framework. Understanding the relationship between these different notions provides new insight into the spectral behavior of large random matrices [Mal,CDM,ACD⁺].

Roughly speaking, a traffic space is a NC probability space with the additional structure to evaluate graph operations in the random variables. But when does this additional structure actually exist? Surprisingly, one can always augment a tracial NC probability space \((A, \varphi)\) to a traffic space \((\mathcal{G}(A), \tau_\varphi)\) via an embedding \(A \hookrightarrow \mathcal{G}(A)\) that extends the trace \(\tau_\varphi|_A = \varphi\). For this reason, the pair \((\mathcal{G}(A), \tau_\varphi)\) is called the universal enveloping (UE) traffic space. Crucially, this construction provides a consistent intertwining limit object [CDM]:

(i) extending the convergence in distribution of unitarily invariant random matrices in \((A, \varphi)\) to convergence in traffic distribution in \((\mathcal{G}(A), \tau_\varphi)\);

(ii) lifting free independence in \((A, \varphi)\) to traffic independence in \((\mathcal{G}(A), \tau_\varphi)\).

In this article, we continue the investigation into the structure of the UE traffic space. Our main result shows that \((\mathcal{G}(A), \tau_\varphi)\) comes equipped with a canonical free product structure, with implications for random matrices via (i). We also complement the lifting in (ii) by showing that a free product structure in \((A, \varphi)\) can be “commutified” in a natural way in \((\mathcal{G}(A), \tau_\varphi)\) to produce classical independence (cf. (1)). We then extend our results to a more general class of traffic distributions by establishing a correspondence between cactus graphs and free cumulants. We review the necessary background in the next section.

1.2. Background. First, we recall the basic framework in the NC setting [NS06].
Definition 1.1 (Free probability). A non-commutative probability space (ncps) is a pair \((\mathcal{A}, \varphi)\) with \(\mathcal{A}\) a unital algebra over \(\mathbb{C}\) and \(\varphi : \mathcal{A} \to \mathbb{C}\) a unital linear functional. We say that \(\varphi\) is tracial if it vanishes on the commutators. If \(\mathcal{A}\) has the additional structure of a \(*\)-algebra and \(\varphi\) is positive in the sense that \(\varphi(a^*a) \geq 0\) for any \(a \in \mathcal{A}\), then we say that \((\mathcal{A}, \varphi)\) is a \(*\)-probability space (\(*\)-ps).

The (joint) distribution of a family of random variables \(a = (a_i)_{i \in I} \subset (\mathcal{A}, \varphi)\) is the linear functional
\[
\mu_a : \mathbb{C}(x) \to \mathbb{C}, \quad P \mapsto \varphi(P(a)),
\]
where \(x = (x_i)_{i \in I}\) is a family of non-commuting indeterminates and \(P(a)\) is the usual evaluation of NC polynomials. We say that a sequence of families \(a_n = (a_i^{(n)})_{i \in I} \subset (\mathcal{A}_n, \varphi_n)\) converges in distribution if the sequence of functionals \(\nu_{\mu_{a_n}}\) converges pointwise. If \((\mathcal{A}, \varphi)\) has the additional structure of a \(*\)-algebra, then we define the (joint) \(*\)-distribution of \(a\) as the linear functional
\[
\nu_a : \mathbb{C}(x, x^*) \to \mathbb{C}, \quad Q \mapsto \varphi(Q(a)),
\]
where \(Q(a)\) is the usual evaluation of NC \(*\)-polynomials. We say that a sequence of families \(a_n = (a_i^{(n)})_{i \in I} \subset (\mathcal{A}_n, \varphi_n)\) converges in \(*\)-distribution if the sequence of functionals \(\nu_{\mu_{a_n}}\) converges pointwise.

Unital subalgebras \((\mathcal{A}_i)_{i \in I}\) of a ncps \((\mathcal{A}, \varphi)\) are said to be classically independent if they commute \([\mathcal{A}_i, \mathcal{A}_{i'}] = 0\) for \(i \neq i'\) and the expectation on a product factors \(\varphi(\prod_{j=1}^n a_j) = \prod_{j=1}^n \varphi(a_j)\) whenever the elements \(a_j \in \mathcal{A}_{i(j)}\) belong to distinct subalgebras \(i(j) \neq i(k)\) for \(j \neq k\). In contrast, the \((\mathcal{A}_i)_{i \in I}\) are said to be freely independent (or simply free) if \(\varphi(\prod_{j=1}^n a_j) = 0\) for centered elements \(a_j \in \mathcal{A}_{i(j)} = \{a \in \mathcal{A}_{i(j)} : \varphi(a) = 0\}\) belonging to consecutively distinct subalgebras \(i(1) \neq i(2) \neq \cdots \neq i(n)\). Subsets \((S_i)_{i \in I}\) of \((\mathcal{A}, \varphi)\) are said to be classically independent (resp., free) if the unital subalgebras that they generate are classically independent (resp., free). If \(\mathcal{A}\) is a \(*\)-algebra, then we say that the subsets \((S_i)_{i \in I}\) are \(*\)-free if the unital \(*\)-subalgebras that they generate are free.

Let \(\mathcal{NC}(n) \subseteq\) denote the poset of non-crossing partitions of \([n]\) with the reversed refinement order and \(\mu\) the corresponding Möbius function. We write \(0_n\) for the minimal element consisting of singletons and \(1_n\) for the maximal element consisting of a single block. For a non-crossing partition \(\pi \in \mathcal{NC}(n)\), we define the multilinear functional
\[
\varphi_\pi : \mathcal{A}^n \to \mathbb{C}, \quad \varphi_\pi(a_1, \ldots, a_n) = \prod_{B \in \pi} \varphi(B)[a_1, \ldots, a_n],
\]
where a block \(B = (i_1 < \cdots < i_m) \in \pi\) defines a partial product
\[
\varphi(B)[a_1, \ldots, a_n] = \varphi\left(\prod_{j=1}^m a_{i_j}\right).
\]
The free cumulant \(\kappa_\pi\) is the multilinear functional \(\kappa_\pi : \mathcal{A}^n \to \mathbb{C}\) given by the Möbius convolution
\[
(2) \quad \kappa_\pi(a_1, \ldots, a_n) = \sum_{\sigma \in \mathcal{NC}(n)} \varphi_{\sigma}[a_1, \ldots, a_n] \mu(\sigma, \pi).
\]
One can also define the free cumulants recursively using the equivalent relationship
\[ \varphi_\pi[a_1, \ldots, a_n] = \sum_{\sigma \in NC(n) \text{ s.t. } \sigma \leq \pi} \kappa_\sigma[a_1, \ldots, a_n]. \tag{3} \]

We distinguish the free cumulant on the maximal partition \(1_n\) with the notation \(\kappa_n = \kappa_{1_n}\). This allows us to formulate the multiplicative property of the free cumulants:
\[ \kappa_\pi[a_1, \ldots, a_n] = \prod_{B \in \pi} \kappa(B)[a_1, \ldots, a_n], \]
where \(B = (i_1 < \cdots < i_m)\) is a block as before and
\[ \kappa(B)[a_1, \ldots, a_n] = \kappa_m[a_{i_1}, \ldots, a_{i_m}]. \]

Thus, the full set of free cumulants \((\kappa_\pi)_{\pi \in NC(n), n \in \mathbb{N}}\) can be recovered from \((\kappa_n)_{n \in \mathbb{N}}\). Furthermore, the vanishing of mixed cumulants characterizes free independence: subsets \((S_i)_{i \in I}\) are freely independent iff for any \(n \geq 2\) and \(a_1, \ldots, a_n\) such that \(a_j \in S_{(i_j)}\),
\[ \exists i(j) \neq i(k) \implies \kappa_n[a_1, \ldots, a_n] = 0. \]

**Definition 1.2** (Conditional expectation). Let \(B \subset A\) be a unital \(*\)-subalgebra of a \(*\)-ps \((A, \varphi)\). A **conditional expectation onto** \(B\) is a unital linear map \(\varphi^*: A \to B\) satisfying
(i) \(\varphi(\varphi^*(a)) = \varphi(a)\) for any \(a \in A\);
(ii) \(\varphi^*(a^*) = \varphi(a)^*\) for any \(a \in A\);
(iii) \(\varphi^*(b_1ab_2) = b_1\varphi(a)b_2\) for any \(b_1, b_2 \in B\) and \(a \in A\).

**Definition 1.3** (Equivalence mod \(\varphi\)). Let \((A, \varphi)\) be a tracial \(*\)-ps. The traciality of \(\varphi\) implies that the subspace of degenerate elements
\[ D = \{a \in A : \varphi(ab) = 0 \text{ for every } b \in A\} \]

further has the structure of a two-sided \(*\)-ideal. We say that two random variables \(a, b \in A\) are **equal up to degeneracy** if \(a - b \in D\), for which we use the notation \(a \equiv b \pmod{\varphi}\). This equivalence conforms with our intuition from the classical setting: for example, if \(a \equiv b \pmod{\varphi}\), then one can interchange \(a\) and \(b\) in a joint \(*\)-distribution or free cumulant without consequence.

The traffic framework requires some preliminary definitions.

**Definition 1.4** (Graphs). In this article, a **multidigraph** \(G = (V, E, \text{src}, \text{tar})\) consists of a finite non-empty set of vertices \(V\), a finite set of edges \(E\), and functions \(\text{src}, \text{tar} : E \to V\) indicating the **source** and **target** of each edge. We omit these functions from the notation and simply write \(G = (V, E)\) when convenient. We say that \(G\) is **bi-rooted** if it has a pair of distinguished (not necessarily distinct) vertices \((v_{in}, v_{out}) \in V^2\), the coordinates of which we call the **input** and the **output**.

A **graph operation** is a connected, bi-rooted multidigraph
\[ g = (V, E, \text{src}, \text{tar}, v_{in}, v_{out}, o) \]
together with an ordering of its edges \(o : E \leftrightarrow [\#(E)]\). We interpret \(g = g(\gamma_1, \ldots, K)\) as a function of \(K = \#(E)\) arguments, one for each edge \(e \in E\), with coordinates specified by the ordering. In particular, we call such a graph a **\(K\)-graph operation**.

We write \(\mathcal{G}_K\) for the set of all \(K\)-graph operations and \(\mathcal{G} = \bigcup_{K \geq 0} \mathcal{G}_K\) for the set of all graph operations.
Example 1.5 (Graph operations). We introduce some conventions for depicting graph operations that the reader will hopefully discern from the examples below. In particular, we enumerate

\[ G_0 = \{ \in/out \} \]

and

\[ G_1 = \{ \out \in, \out \in \downarrow 1, \in/out \uparrow 1, \in/out \in/out \in/out \in/out \in/out \} \]

When there is little ambiguity, we omit the ordering of the edges in the figure. For instance, this can be done in the examples above. For a slightly less trivial example, consider the graph operation \( g(1, 2) = \in \Leftarrow \in \). Nevertheless, we emphasize the importance of the ordering in distinguishing distinct graph operations: for example,

\[ \in/out \Downarrow \in/out \notin \in/out \in/out \Downarrow \in/out \Downarrow \in/out \in/out \]

One can define an action of the symmetric group on the graph operations by permuting the ordering of the edges. Formally, for a permutation \( \sigma \in \mathcal{S}_K \) and a graph operation \( g \in G_K \) as before, the permuted graph operation

\[ g_\sigma = (V, E, \text{src}, \text{tar}, \in/out, \sigma \circ o) \]

The set of graph operations \( G \) then has the structure of a symmetric operad [Yau18].

Definition 1.6 (Operad of graph operations). Let \( g = (V, E, \text{src}, \text{tar}, \in/out, o) \) be a \( K \)-graph operation. For a \( K \)-tuple of graph operations \( (g_1, \ldots, g_K) \) with

\[ g_i = (V_i, E_i, \text{src}_i, \text{tar}_i, \in/out_i, o_i) \in G_{L_i}, \]

we define the composite graph operation

\[ g(g_1, \ldots, g_K) \in G_{\sum_{i=1}^K L_i} \]

by substitution. Formally, one removes each edge \( e \in E \) and installs a copy of \( g_{o(e)} \) in its place by identifying the vertices \( \text{src}(e) \sim \in/out_{\text{in}(e)} \) and \( \text{tar}(e) \sim \in/out_{\text{out}(e)} \). The composite \( g(g_1, \ldots, g_K) \) then inherits the natural ordering of its edges.

The reader can easily verify that this composition is associative, i.e.,

\[ g(g_1(1), \ldots, g_1(L_1), \ldots, g_K(g_K(1), \ldots, g_K(L_K))) = (g(g_1, \ldots, g_K))(g_1(1), \ldots, g_1(L_1), \ldots, g_K(1), \ldots, g_K(L_K)); \]

and equivariant, i.e.,

\[ g_\sigma(g_1, \ldots, g_K) = (g(g_\sigma(1), \ldots, g_\sigma(K)))_{\sigma(\sigma)} \quad \forall \sigma \in \mathcal{S}_K; \]

\[ g((g_1)_{\sigma_1}, \ldots, (g_K)_{\sigma_K}) = g(g_1, \ldots, g_K)_{\sigma_1 \oplus \ldots \oplus \sigma_K}, \quad \forall \sigma_i \in \mathcal{S}_{L_i}, \]

where \( \oplus \) denotes the direct sum of permutations and

\[ \pi(\sigma) = \prod_{i=1}^K \left( \sum_{j=1}^{\sigma_i - 1} L_{\sigma(j)} + 1 \right) \]

The graph operation \( \text{id}_G = \in \Leftarrow \in \in G_1 \) is the unit for this composition, namely,

\[ \text{id}_G(g) = g(\text{id}_G, \ldots, \text{id}_G) = g, \quad \forall g \in G. \]
Example 1.7 (Composite graph operation). If
\[ g = \begin{array}{c}
\circ \\
\downarrow \\
\downarrow \\
\circ \\
\uparrow \\
\circ \\
\circ \\
\end{array} \]
and \( g_1 = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \), \( g_2 = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \), \( g_3 = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \), \( g_4 = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \),
then
\[ g(g_1, g_2, g_3, g_4) = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array}. \]

Definition 1.8 (\( \mathcal{G} \)-algebra). A \( \mathcal{G} \)-algebra is a complex vector space \( \mathcal{A} \) together with an action \( (Z_g)_{g \in \mathcal{G}} \) of the operad of graph operations. By this, we mean that each graph operation \( g \in \mathcal{G}_K \) defines a multilinear map
\[ Z_g : \mathcal{A}^K \rightarrow \mathcal{A} \]
satisfying the following properties:

1. (Associativity) The action of the composite graph operation \( Z_{g(g_1, \ldots, g_K)} \) factors through the action of the graph operations \( Z_{g_1}, \ldots, Z_{g_K} \):
   \[ Z_{g(g_1, \ldots, g_K)} = Z_g \circ (Z_{g_1} \times \cdots \times Z_{g_K}); \]

2. (Equivariance) The ordering of the edges only plays a formal role in defining the action of a graph operation by assigning the location of each argument to a specific edge. Any equivalent assignment of edge locations produces the same action:
   \[ Z_{g_{\sigma}} = Z_g \circ P_{\sigma}, \quad \forall \sigma \in \mathcal{S}_K, \]

   where
   \[ P_{\sigma} : \mathcal{A}^K \rightarrow \mathcal{A}^K, \quad (a_1, \ldots, a_K) \mapsto (a_{\sigma(1)}, \ldots, a_{\sigma(K)}); \]

3. (Identity) The operad unit \( id_{\mathcal{G}} = \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \) defines the stable action
   \[ Z_{id_{\mathcal{G}}} : \mathcal{A} \rightarrow \mathcal{A}, \quad a \mapsto a. \]

A sub-\( \mathcal{G} \)-algebra \( \mathcal{B} \) is a subspace \( \mathcal{B} \subset \mathcal{A} \) that is closed under the action of the graph operations. The \( \mathcal{G} \)-algebra generated by a subset \( \mathcal{S} \subset \mathcal{A} \) is the smallest \( \mathcal{G} \)-algebra containing \( \mathcal{S} \), which can be characterized as the span of \( \bigcup_{K \geq 0} \bigcup_{g \in \mathcal{G}_K} Z_g(S^K) \). A morphism of \( \mathcal{G} \)-algebras (or \( \mathcal{G} \)-morphism) is a linear map \( f : \mathcal{A} \rightarrow \mathcal{B} \) between \( \mathcal{G} \)-algebras that respects the action of the graph operations, namely,
   \[ f \circ Z_g = Z_g \circ (f \times \cdots \times f), \quad \forall g \in \mathcal{G}. \]

Symbolically, we represent the action \( Z_g \) on a \( K \)-tuple \((a_1, \ldots, a_K)\) by placing each argument \( a_i \) in the location prescribed by the ordering. For example, we can formulate the identity axiom (iii) as
   \[ \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} = a, \quad \forall a \in \mathcal{A}. \]

A \( \mathcal{G} \)-algebra structure on \( \mathcal{A} \) defines an algebra structure on \( \mathcal{A} \) via the product
\[ a \cdot_{\mathcal{G}} b := \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\circ \\
\end{array}. \]
The identity $1_A = Z : \mathbb{C} \to A$ of the trivial graph operation $Z \in \mathcal{G}_0$. The reader should verify that the axioms of a $\mathcal{G}$-algebra ensure the well-definedness of this algebra structure. In particular, a $\mathcal{G}$-morphism $f : A \to B$ is also a morphism of unital algebras.

One can define a natural pair of involutions on the operad of graph operations. For a graph operation $g = (V, E, \text{src}, v_{\text{in}}, v_{\text{out}}, o)$, one obtains the transpose $g^\top = (V, E, \text{src}, v_{\text{in}}, v_{\text{out}}, o)$ by interchanging the input and output. One obtains the flip $g_{\text{flip}} = (V, E, \text{tar}, v_{\text{in}}, v_{\text{out}}, o)$ by interchanging the maps src and tar, reversing the direction of each edge $e \in E$. If our $\mathcal{G}$-algebra also comes equipped with an involution $\ast$, then we can further ask that these operations obey a natural adjoint relation. This leads to the following definition.

**Definition 1.9** ($\mathcal{G}^\ast$-algebra). Let $\mathcal{A}$ be a $\mathcal{G}$-algebra with a conjugate linear involution $\ast : \mathcal{A} \to \mathcal{A}$. We say that $\mathcal{A}$ is a $\mathcal{G}^\ast$-algebra if

$$Z_g \circ (\ast \times \ast \times \ast) = \ast \circ Z_g, \quad \forall g \in \mathcal{G}.$$ 

A sub-$\mathcal{G}^\ast$-algebra $\mathcal{B}$ is a $\ast$-subspace $\mathcal{B} \subset \mathcal{A}$ that is closed under the action of the graph operations. The $\mathcal{G}^\ast$-algebra generated by a subset $S \subset \mathcal{A}$ is the smallest $\mathcal{G}^\ast$-algebra containing $S$, which can characterized as the span of $\bigcup_{K \geq 0} \bigcup_{g \in \mathcal{G}_K} Z_g((S \cup S^\ast)^K)$. A morphism of $\mathcal{G}^\ast$-algebras (or $\mathcal{G}^\ast$-morphism) is a $\mathcal{G}$-morphism $f : \mathcal{A} \to \mathcal{B}$ between $\mathcal{G}^\ast$-algebras that further respects the involution operations $\ast \circ f = f \circ \ast_A$.

**Example 1.10** ($\ast$-graph polynomial). A $\ast$-graph monomial $t = (G, \gamma, \varepsilon)$ in $x = (x_i)_{i \in I}$ is a bi-rooted multidigraph $G = (V, E, \text{src}, v_{\text{in}}, v_{\text{out}})$ with edge labels $\gamma : E \to I$ and $\varepsilon : E \to \{1, \ast\}$ in $\langle x, x^\ast \rangle$. We define the transpose $t^\top$ as before. We also define the conjugate $t = (V, E, \text{tar}, v_{\text{in}}, v_{\text{out}}, \gamma, \varepsilon^\ast)$ as the $\ast$-flip, which flips both the direction and the $\ast$-label of each edge. Finally, we define the adjoint $t^\gamma$ as the conjugate transpose $t^7$. We write $\mathcal{G}(x, x^\ast)$ for the set of all $\ast$-graph monomials and $\mathbb{C}\mathcal{G}(x, x^\ast)$ for the complex vector space spanned by $\mathcal{G}(x, x^\ast)$, the so-called $\ast$-graph polynomials. We extend the adjoint operation to a conjugate linear involution $\ast : \mathbb{C}\mathcal{G}(x, x^\ast) \to \mathbb{C}\mathcal{G}(x, x^\ast)$.

The reader should verify that the $\ast$-graph polynomials $\mathbb{C}\mathcal{G}(x, x^\ast)$ form a $\mathcal{G}^\ast$-algebra under the action of composition: for $\ast$-graph monomials $t_1, \ldots, t_K$, we define $Z_g(t_1, \ldots, t_K)$ as the $\ast$-graph monomial obtained by concatenating the $t_i$ according to $g$ as in the composite graph construction $g(y_1, \ldots, y_K)$. The $\ast$-graph polynomials generalize the usual $\ast$-polynomials. In particular, one obtains an embedding of unital $\ast$-algebras $\eta : \mathbb{C}\mathcal{G}(x, x^\ast) \hookrightarrow \mathbb{C}\mathcal{G}(x, x^\ast)$,

$$x_i \mapsto \cdot \frac{x_i}{\text{in}}, \quad \text{and} \quad 1 \mapsto \cdot \frac{1}{\text{in/out}}.$$ 

**Example 1.11** (Graph of matrices [Jon, BS10, MS12]). Let $\text{Mat}_N(\mathbb{C})$ denote the $\ast$-algebra of $N \times N$ matrices over $\mathbb{C}$. For $g \in \mathcal{G}_K$, we define the graph of matrices $Z_g : \text{Mat}_N(\mathbb{C})^K \to \text{Mat}_N(\mathbb{C})$ by the coordinate formula

$$Z_g(A_N^{(1)}, \ldots, A_N^{(K)})(i, j) = \sum_{\phi : \text{in} \to [N] \text{ s.t. } \phi(v_{\text{out}}) = i, \phi(v_{\text{in}}) = j} \prod_{e \in E} A_N^{(\phi(e))}(\phi(\text{tar}(e)), \phi(\text{src}(e))).$$

For notational convenience, we abbreviate $\phi(\text{tar}(e)), \phi(\text{src}(e))) = \phi(e)$. Note that the action (6) defines a $\mathcal{G}^\ast$-algebra structure on $\text{Mat}_N(\mathbb{C})$ that recovers the usual
matrix multiplication:

\[ A_N \cdot B_N = \cdot \xleftarrow{\text{out}} A_N \cdot \xrightarrow{\text{in}} B_N = A_N B_N. \]

The action of the graph operations also produces matrices of additional linear algebraic structure: for example,

1. (Transpose) For any \( g \in \mathcal{G} \),

\[ Z_{g^*} = \tau \circ Z_g, \]

where on the right-hand side of the equality we have used the same notation \( \tau \) for the usual matrix transpose. In particular,

\[ \cdot \xleftarrow{\text{out}} A_N \xrightarrow{\text{in}} = A_N^\top; \]

2. (Hadamard-Schur product) Parallel edges correspond to entrywise products. In particular,

\[ \cdot \xleftarrow{\text{out}} A_N \xrightarrow{\text{in}} B_N \cdot \xrightarrow{\text{in}} = A_N \circ B_N = (A_N(i,j)B_N(i,j))_{1 \leq i,j \leq N}; \]

3. (Diagonal) The action of a graph operation with \( v_{\text{in}} = v_{\text{out}} \) (a so-called diagonal graph operation) produces a diagonal matrix. In particular,

\[ \cdot \xleftarrow{\text{in/out}} A_N = \Delta(A_N) = (A_N(i,i))_{1 \leq i \leq N}; \]

4. (Degree) Similarly, one can obtain the diagonal matrix of row sums as

\[ \cdot \xleftarrow{\text{in/out}} A_N = \text{rDeg}(A_N) = \left( \sum_{j=1}^{N} A_N(i,j) \right)_{1 \leq i \leq N}. \]

Reversing the direction of the lone edge in this graph yields the column sums \( \text{cDeg}(A_N) \) instead.

Of course, the example above applies equally well to random matrices with the appropriate modifications, namely, \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \otimes \text{Mat}_N(\mathbb{C}) \). We adapt the notation from the matricial setting to general \( \mathcal{G} \)-algebras: for example,

\[ a^\tau = \cdot \xleftarrow{\text{out}} a \xrightarrow{\text{in}} , \quad a \circ b = \cdot \xleftarrow{\text{out}} a \cdot \xrightarrow{\text{in}} b , \quad \Delta(a) = \cdot \xleftarrow{\text{in/out}} a, \]

and so forth. The map \( \Delta \) then defines a projection \( \Delta = \Delta^2 \) on a \( \mathcal{G} \)-algebra \( \mathcal{A} \) whose image \( \Delta(\mathcal{A}) \) is a commutative sub-\( \mathcal{G} \)-algebra, the so-called diagonal algebra of \( \mathcal{A} \).

Note that the trace of a graph of matrices \( \text{Tr}[Z_g(A_N^{(1)}, \ldots, A_N^{(K)})] \) only depends on the graph operation \( g = (V, E, \text{src}, \text{tar}, v_{\text{in}}, v_{\text{out}}, o) \) up to the unrooted graph

\[ T = \tilde{\Delta}(g) := (\tilde{V}, E, \text{src}, \text{tar}, o) \]

obtained from \( g \) by identifying the input and the output \( v_{\text{in}} \sim v_{\text{out}} \) and forgetting their distinguished roles. Indeed,

\[ \text{Tr}[Z_g(A_N^{(1)}, \ldots, A_N^{(K)})] = \sum_{i=1}^{N} Z_g(A_N^{(1)}(i,i), \ldots, A_N^{(K)}(i,i)) \]
\[
\sum_{i=1}^{N} \sum_{\phi: \tilde{V} \rightarrow [N] \text{ s.t. } \phi(v_{\text{out}}) = i} \prod_{e\in E} A_N^{(\phi(e))}(\phi(e))
\]

\[
= \sum_{\phi: \tilde{V} \rightarrow [N]} \prod_{e\in E} A_N^{(\phi(e))}(\phi(e))
\]

\[
= : \text{Tr}[T(A_N^{(1)}, \ldots, A_N^{(K)})],
\]

where in the last equality we define \(\text{Tr}[T(A_N^{(1)}, \ldots, A_N^{(K)})]\) as the appropriate sum.

This observation motivates the notion of a distribution in the traffic framework, which requires the following definition.

**Definition 1.12 (Test graph).** A test graph \(T = (G, \gamma)\) in \(S\) is a connected multidigraph \(G = (V, E)\) with edge labels \(\gamma: E \rightarrow S\). A \(*\)-test graph \(T = (G, \gamma, \varepsilon)\) in \(S\) is a test graph with the additional information of \(*\)-labels \(\varepsilon: E \rightarrow \{1, *\}\). We write \(\mathcal{T}(S)\) (resp., \(\mathcal{T}(S, S^*)\)) for the set of all test graphs (resp., \(*\)-test graphs) in \(S\). We write \(\mathbb{C}T(S)\) (resp., \(\mathbb{C}T(S, S^*)\)) for the complex vector space spanned by \(\mathcal{T}(S)\) (resp., \(\mathcal{T}(S, S^*)\)).

We are now prepared to discuss the traffic probability framework.

**Definition 1.13 (Traffic probability).** An algebraic traffic space is a pair \((\mathcal{A}, \tau)\) with \(\mathcal{A}\) a \(G\)-algebra and \(\tau: \mathbb{C}T(\mathcal{A}) \rightarrow \mathbb{C}\) a \(G\)-compatible linear functional in the following sense:

(i) (Unity) The trivial test graph consisting of a single isolated vertex evaluates to 1, i.e.,

\[\tau[\cdot] = 1;\]

(ii) (Substitution) The functional \(\tau\) respects the \(G\)-action: in particular, if a test graph \(T = (V, E, \text{src}, \text{tar}, \gamma) \in \mathcal{T}(\mathcal{A})\) has an edge \(e \in E\) with label

\[\gamma(e) = a = Z_g(a_1, \ldots, a_K),\]

then \(\tau\) returns the same value on the test graph \(T_e, Z_g(a_1, \ldots, a_K)\) obtained from \(T\) by substituting the graph represented by the action \(Z_g(a_1, \ldots, a_K)\) in for the edge \(e\). Formally, one removes the edge \(e \in E\) and installs a copy of the graph \(Z_g(a_1, \ldots, a_K)\) in its place by identifying the vertices \(\text{src}(e) \sim v_{\text{in}}\) and \(\text{tar}(e) \sim v_{\text{out}}\), in which case

\[\tau[T] = \tau[T_e, Z_g(a_1, \ldots, a_K)].\]

For example, if

\[a = \begin{array}{ccc} a_1 & a_2 & a_3 \\
\downarrow & \circ & \downarrow \\
n_{\text{out}} & e & n_{\text{in}} \end{array} \quad \text{and} \quad b = \text{rDeg}(b_1) = \begin{array}{c} \downarrow \\
_{\text{in/out}} \end{array},\]

then

\[\tau \begin{bmatrix} a & b \\
\circ & d \\
e & \circ \end{bmatrix} = \tau \begin{bmatrix} a_2 & a_1 \\
\circ & \circ \\
e & d \end{bmatrix};\]
(iii) (Multilinearity) The functional $\tau$ is multilinear with respect to the edge labels. Formally, fixing the underlying multidigraph $G = (V, E)$ of a test graph $T = (G, \gamma) \in \mathcal{T}(A)$ defines a $\#(E)$-linear function

$$\tau[T(\times_{e \in E})] : A^E \to \mathbb{C}$$

of the edges $E$ via the labels $\gamma : E \to A$.

We refer to $\tau$ as the traffic state. If $A$ has the additional structure of a $G^\ast$-algebra and $\tau$ is positive in the sense of [CDM], then we say that $(A, \tau)$ is a traffic space.

The traffic distribution of a family of random variables $a = (a_i)_{i \in I} \subset (A, \tau)$ is the linear functional

$$\tau_a : \mathcal{CT}(x) \to \mathbb{C}, \quad T \mapsto \tau[T(a)],$$

where $T(a) \in \mathcal{T}(A)$ is the test graph obtained from $T \in \mathcal{T}(x)$ by replacing the edge labels $x_{\gamma(e)}$ with edge labels $a_{\gamma(e)}$. If $A$ has the additional structure of a $G^\ast$-algebra, then we define the $*$-traffic distribution of $a$ as the linear functional

$$\upsilon_a : \mathcal{CT}(x, x^*) \to \mathbb{C}, \quad T \mapsto \tau[T(a)],$$

where $T(a) \in \mathcal{T}(A)$ is the test graph obtained from $T \in \mathcal{T}(x, x^*)$ by replacing the edge labels $x_{\gamma(e)}$ with edge labels $a_{\gamma(e)}$.

We say that a sequence of families $a_n = (a_i^{(n)})_{i \in I} \subset (A_n, \tau_n)$ converges in traffic distribution (resp., in $*$-traffic distribution) if the sequence of functionals $\tau_{a_n}$ (resp., $\upsilon_{a_n}$) converges pointwise. Note that one can always find a realization of the limit of a traffic convergent sequence $a_n$ via the induced traffic space $(\mathcal{CT}(x), \lim_{n \to \infty} \tau_{a_n})$.

The traffic state $\tau$ of an algebraic traffic space $(A, \tau)$ induces a unital linear functional $\varphi_\tau : A \to \mathbb{C}$,

$$\varphi_\tau(a) = \varphi_\tau \left( \cdot \overset{\text{out}}{\rightsquigarrow} \overset{\text{in}}{\cdot} a \right) = \tau \left[ \overset{\text{out}}{\cdot} \overset{\text{in}}{\cdot} \right].$$

In particular, the substitution axiom implies that the expectation $\varphi_\tau$ of a random variable $a = Z_g(a_1, \ldots, a_K)$ only depends on the test graph $T$ obtained from $g$ by identifying the input of $g$ with the output of $g$ and forgetting their distinguished roles. We use the notation $T = \Delta(a)$ for this test graph, which allows us to write

$$\varphi_\tau(a) = \tau[\Delta(a)] = \varphi_\tau(\Delta(a)).$$

For example, this implies that the expectation $\varphi_\tau$ is necessarily tracial. Indeed,

$$\varphi_\tau(ab) = \varphi_\tau \left( \cdot \overset{\text{out}}{\rightsquigarrow} b \cdot \overset{\text{in}}{\cdot} a \right) = \tau \left[ \cdot \overset{\text{out}}{\cdot} \overset{\text{in}}{\cdot} \left[ \overset{\text{out}}{\cdot} \overset{\text{in}}{b} \right] \left[ \overset{\text{out}}{\cdot} \overset{\text{in}}{a} \right] \right]$$

$$= \tau \left[ \cdot \overset{\text{out}}{\cdot} \overset{\text{in}}{b} \right] \left[ \overset{\text{out}}{\cdot} \overset{\text{in}}{a} \right] = \varphi_\tau \left( \cdot \overset{\text{out}}{\rightsquigarrow} \overset{\text{in}}{\cdot} a \right) = \varphi_\tau(a).$$

Thus, when referring to an algebraic traffic space $(A, \tau)$, we implicitly assume the induced tracial ncps structure $(A, \varphi_\tau)$ defined above. When there is little ambiguity, we omit the subscript $\tau$ and simply write $\varphi$. We often refer to elements $a \in A$ as traffic random variables (or simply traffics) to emphasize the (algebraic) traffic space structure. In the case of a traffic space $(A, \tau)$, the positivity condition for the traffic state $\tau$ ensures that the induced trace $\varphi_\tau$ is positive [CDM]. Consequently, when referring to a traffic space, we implicitly assume the additional tracial $*$-ps structure.
We also work with a transform of the traffic state called the \emph{injective traffic state}:
\begin{equation}
\tau_0 : CT(A) \to \mathbb{C}, \quad T \mapsto \sum_{\pi \in \mathcal{P}(V)} \tau[T^\pi] \mu(0_V, \pi),
\end{equation}
where \((\mathcal{P}(V), \leq)\) is the poset of partitions of \(V\) with the reversed refinement order, \(\mu\) is the corresponding Möbius function, and \(T^\pi\) is the test graph obtained from \(T\) by identifying the vertices within each block \(B \in \pi\). One recovers the traffic state via the inversion
\begin{equation}
\tau[T] = \sum_{\pi \in \mathcal{P}(V)} \tau_0[T^\pi].
\end{equation}

For example,
\[
\varphi_\tau(ab) = \varphi_\tau(\begin{array}{c}
\cdot \text{ out}_{a} \cdot \text{ in}_{b} \\
\end{array}) = \tau(\begin{array}{c}
\cdot \text{ out}_{a} \cdot \text{ in}_{b} \\
\end{array}) = \tau_0(\begin{array}{c}
\cdot \text{ out}_{a} \cdot \\
\end{array}) + \tau_0(\begin{array}{c}
\text{ in}_{b} \\
\end{array}).
\]

The injective traffic state is unital (i) and edge-multilinear (iii), but in general it fails the substitution axiom (ii) (but do see \cite[Lemma 4.17]{Mal}). Of course, the relationships (8) and (9) imply that convergence in traffic distribution is equivalent to convergence in injective traffic distribution, where the latter notion is defined in the obvious way.

**Example 1.14** (Graph of matrices, revisited). The \(G^*\)-algebra \(\mathcal{A} = L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \otimes \text{Mat}_N(\mathbb{C})\) admits a traffic state
\[
\tau[T] = \mathbb{E}\left[\frac{1}{N} \text{Tr}[T]\right] = \mathbb{E}\left[\frac{1}{N} \sum_{\phi:V \to [N]} \prod_{e \in E} \gamma(e)(\phi(e))\right], \quad \forall T \in T(\mathcal{A})
\]
that recovers the trace
\[
\varphi_\tau(A_N) = \mathbb{E}\left[\frac{1}{N} \text{Tr}(A_N)\right], \quad \forall A_N \in \mathcal{A}.
\]

The injective traffic state \(\tau_0\) admits an explicit formula without reference to the Möbius function in the matricial setting, namely,
\[
\tau_0[T] = \mathbb{E}\left[\frac{1}{N} \sum_{\phi:V \to [N]} \prod_{e \in E} \gamma(e)(\phi(e))\right],
\]
where the notation \(\phi : V \mapsto [N]\) indicates an injective function (whence the name \emph{injective} traffic state).

So far, we have seen that every algebraic traffic space defines a tracial ncps. In the opposite direction, one can ask if every tracial ncps can be given the structure of an algebraic traffic space and, if so, whether or not there is a canonical choice amongst the possibilities. We review the construction in \cite{CDM} answering this question in the affirmative.

**Definition 1.15** (Free \(G\)-algebra). Let \((\mathcal{A}, \varphi)\) be a tracial ncps. We write \(\mathbb{C}G\langle \mathcal{A} \rangle\) for the graph polynomials in \(\mathcal{A}\) (recall Example 1.10). Let \(I \subset \mathbb{C}G\langle \mathcal{A} \rangle\) be the two-sided ideal spanned by elements of the form
\[
Z_g(\begin{array}{c}
\text{ out}_{a_1} \cdot \text{ in}_{b_1} \cdot \ldots \cdot \text{ out}_{a_K} \cdot \\
\text{ out}_{b_1} \cdot \text{ in}_{b_2} \cdot \ldots \cdot \text{ out}_{b_n} \cdot \\
\end{array}) - Z_g(\begin{array}{c}
P(\begin{array}{c}
\text{ out}_{b_1} \cdot \text{ in}_{b_1} \cdot \ldots \cdot \text{ out}_{b_n} \cdot \\
\text{ out}_{b_1} \cdot \text{ in}_{b_2} \cdot \ldots \cdot \text{ out}_{b_n} \cdot \\
\end{array})
\end{array})
\]
for any graph operation \(g\) and NC polynomial \(P\) such that the random variables \(a_1, \ldots, a_K, b_1, \ldots, b_n \in \mathcal{A}\) satisfy \(a_1 = P(b_1, \ldots, b_n)\). The \emph{free} \(G\)-algebra generated
by $\mathcal{A}$ is the quotient $\mathcal{G}(\mathcal{A}) := \mathbb{C}\mathcal{G}(\mathcal{A})/I$. If $\mathcal{A}$ has the additional structure of a $*$-algebra, then $\mathcal{G}(\mathcal{A})$ has the additional structure of a $\mathcal{G}^*$-algebra.

The free $\mathcal{G}$-algebra generated by $\mathcal{A}$ satisfies the obvious universal property. In particular, the quotient structure allows us to define a monomorphism of unital algebras

$$f^\mathcal{G} : \mathcal{A} \rightarrow \mathcal{G}(\mathcal{A}), \quad a \mapsto \cdot \overset{\text{out}}{\overset{\text{in}}{a}} \cdot,$$

and so we think of

$$\mathcal{A} = \left( \cdot \overset{\text{out}}{\overset{\text{in}}{a}} \cdot \bigg| a \in \mathcal{A} \right) \subset \mathcal{G}(\mathcal{A}).$$

We emphasize that the notation $\cdot \overset{\text{out}}{\overset{\text{in}}{a}} \cdot$ now stands for an equivalence class.

To define the traffic state on $\mathcal{G}(\mathcal{A})$, we will need the notion of a cactus graph.

**Definition 1.16** (Cactus graph). A connected multidigraph $G = (V, E)$ is a cactus if every edge $e \in E$ belongs to a unique simple cycle. If each such cycle is also directed, then we say that $G$ is an oriented cactus. We refer to the cycles of a cactus $G$ as pads and denote the set of such cycles by $\text{Pads}(G)$. See Figure 1 for an illustration.

**Definition 1.17** (Universal enveloping traffic space). Let $(\mathcal{A}, \varphi)$ be a tracial ncps. The universal enveloping (UE) traffic space of $(\mathcal{A}, \varphi)$ is the algebraic traffic space $(\mathcal{G}(\mathcal{A}), \tau_\varphi)$ whose injective traffic state $\tau_\varphi^0 : \mathcal{C}T(\mathcal{A}) \rightarrow \mathbb{C}$ is defined as follows:

(i) If $T \in \mathcal{T}(\mathcal{A})$ is a directed cycle of length $n$ in the clockwise orientation with edges labeled by $a_1, \ldots, a_n$ counterclockwise, then

$$\tau_\varphi^0[T] = \kappa_n[a_1, \ldots, a_n],$$

where $\kappa_n$ is the $n$th free cumulant of $(\mathcal{A}, \varphi)$. For example,

$$\tau_\varphi^0 \left[ \begin{array}{c}
  a_2 \\
  a_1 \\
  a_6 \\
  a_5 \\
  a_4 \\
  a_3
\end{array} \right] = \kappa_6[a_1, a_2, a_3, a_4, a_5, a_6];$$
(ii) If $T \in \mathcal{T}(\mathcal{A})$ is an oriented cactus, then
\[ \tau_\varphi^0[T] = \prod_{C \in \text{Pads}(T)} \tau_\varphi^0[C]. \]

For example,
\[ \tau_\varphi^0 \left[ a_1 \circ \frac{a_2}{a_3} \circ a_4 \right] = \kappa_1[a_1]\kappa_2[a_2,a_3]\kappa_1[a_4]; \]

(iii) Otherwise,
\[ \tau_\varphi^0[T] = 0. \]

Since $\varphi$ is a trace, the free cumulants $(\kappa_n)_{n \in \mathbb{N}}$ are cyclically invariant, i.e.,
\[ \kappa_n[a_1,\ldots,a_n] = \kappa_n[a_2,\ldots,a_n,a_1] = \cdots = \kappa_n[a_n,a_1,\ldots,a_{n-1}] . \]

This implies that the definition in (i) does not depend on where we choose to start reading off the elements $a_i$ in the cycle as long as we proceed in a counterclockwise fashion. Strictly speaking, our injective traffic state should be defined on $\mathcal{CT}(\mathcal{G}(\mathcal{A}))$. One can show that the definition of $\tau_\varphi^0$ respects the quotient structure of $\mathcal{G}(\mathcal{A}) = \mathbb{C}\mathcal{G}(\mathcal{A})/\mathbb{Z}$, ensuring that the construction is well-defined [CDM, Proposition 4.4].

Equation (9) defines the corresponding traffic state $\tau_\varphi : \mathcal{CT}(\mathcal{A}) \to \mathbb{C}$. As before, this gives rise to a linear functional $\varphi_{\tau_\varphi} : \mathcal{G}(\mathcal{A}) \to \mathbb{C}$ through the now familiar route of identifying the roots and forgetting their distinguished roles. In particular,
\[ \varphi_{\tau_\varphi} \circ F^\mathcal{G}(a) = \varphi_{\tau_\varphi} \left( \begin{array}{l} \cdot \\ \circ \end{array} \right) = \tau_\varphi \left[ \begin{array}{l} a \\ \circ \end{array} \right] = \tau_\varphi^0 \left[ \begin{array}{l} a \end{array} \right] = \kappa_1[a] = \varphi(a). \]

In other words, $\varphi_{\tau_\varphi}|_{\mathcal{A}} = \varphi$ extends the original trace. For notational convenience, we simply write $\psi = \varphi_{\tau_\varphi}$ for the induced trace on $\mathcal{G}(\mathcal{A})$.

Recall that if $\mathcal{A}$ is a $*$-algebra, then $\mathcal{G}(\mathcal{A})$ has the additional structure of a $\mathcal{G}^*$-algebra. The positivity of the traffic state in the UE traffic space will not play a significant role in this article, and so we do not discuss it much further. Instead, our interest in this construction comes from the following results in [CDM].

**Proposition 1.18 ([CDM, Theorem 1.1]).** Let $\mathcal{M}_N = (M_N^{(i)})_{i \in I} \subset \mathcal{L}^\infty(\Omega, \mathcal{F}, \mathbb{P}) \otimes \text{Mat}_N(\mathbb{C})$ be a family of random matrices satisfying the following properties:

(i) (Unitary invariance) For any unitary matrix $U_N \in \mathcal{U}(N)$,
\[ U_N \mathcal{M}_N U_N^* = (U_N M_N^{(i)} U_N^*)_{i \in I} \overset{d}{=} (M_N^{(i)})_{i \in I} = \mathcal{M}_N; \]

(ii) (Convergence in $*$-distribution) For any $*$-polynomial $P \in \mathbb{C}(\mathcal{x}, \mathcal{x}^*)$, the limit $\lim_{N \to \infty} \mathbb{E} \left[ \frac{1}{N} \text{Tr}(P(\mathcal{M}_N)) \right]$ exists;

(iii) (Factorization) For any $*$-polynomials $P_1,\ldots,P_\ell \in \mathbb{C}(\mathcal{x}, \mathcal{x}^*)$,
\[ \lim_{N \to \infty} \mathbb{E} \left[ \prod_{k=1}^\ell \frac{1}{N} \text{Tr}(P_k(\mathcal{M}_N)) \right] = \prod_{k=1}^\ell \lim_{N \to \infty} \mathbb{E} \left[ \frac{1}{N} \text{Tr}(P_k(\mathcal{M}_N)) \right], \]

where the product on the right-hand side exists by (ii).

In particular, (ii) implies that $\mathcal{M}_N$ converges in $*$-distribution to a family of random variables $\mathbf{a} = (a_i)_{i \in I}$ in a tracial $*$-ps $(\mathcal{A}, \varphi)$. Under these assumptions, $\mathcal{M}_N$ further converges in $*$-traffic distribution to $\mathbf{a}$ in the UE traffic space $(\mathcal{G}(\mathcal{A}), \tau_\varphi)$. 
Based on the matrix heuristic, the transposed algebra
\[ A^\top = \begin{cases} a^\top = \cdot & \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \..
Theorem 1.21. Let $(\mathcal{A}, \varphi)$ be a tracial $*$-ps. Then the unital $*$-subalgebras $\mathcal{A}_i, \mathcal{A}_i^\top$, and $\Delta(\mathcal{B})$ are freely independent in $(\mathcal{B}, \psi)$. Moreover, there exists a homomorphic conditional expectation $\mathcal{E} : \mathcal{B} \to \mathcal{A} \ast \mathcal{A}_i^\top \ast \Delta(\mathcal{B})$ such that $\mathcal{E}^{-1}(\Delta(\mathcal{B})) = \Theta(\mathcal{B})$. Altogether, this implies the free product decomposition
\begin{equation}
(10) \quad \mathcal{B} = \mathcal{A} \ast \mathcal{A}_i^\top \ast \Theta(\mathcal{B}).
\end{equation}

Theorem 1.21 holds regardless of the choice of tracial $*$-ps $(\mathcal{A}, \varphi)$. Naturally, one can ask how an existing free product structure $\mathcal{A} = \ast_{i \in I} \mathcal{A}_i$ behaves in this construction. We already know that the free independence of the subalgebras $(\mathcal{A}_i)_{i \in I}$ is equivalent to the traffic independence of the sub-traffic spaces $(\mathcal{G}(\mathcal{A}_i))_{i \in I}$ [CDM]. From a different perspective, we can study these sub-traffic spaces as subalgebras $(\mathcal{B}_i)_{i \in I} = (\mathcal{G}(\mathcal{A}_i))_{i \in I}$. Of course, the free product decomposition (10) still applies, and so we know the behavior of the cross-terms in the decomposition $(\mathcal{B}_i)_{i \in I} = (\mathcal{A}_i \ast \mathcal{A}_i^\top \ast \Theta(\mathcal{B}_i))_{i \in I}$.

Thus, it remains to understand the relationship within each of the three “columns”
\begin{align*}
(\mathcal{A}_i)_{i \in I}, \quad (\mathcal{A}_i^\top)_{i \in I}, \quad \text{and} \quad (\Theta(\mathcal{B}_i))_{i \in I}.
\end{align*}

By assumption, the $(\mathcal{A}_i)_{i \in I}$ are freely independent, which is preserved in the UE traffic space since $\psi|_{\mathcal{A}} = \varphi$. One can show that the transpose $\mathcal{A} \to \mathcal{A}_i^\top$ defines an involutive anti-isomorphism, transporting the free product structure $\mathcal{A} = \ast_{i \in I} \mathcal{A}_i$ to the transposed algebra $\mathcal{A}_i^\top = \ast_{i \in I} \mathcal{A}_i^\top$. Finally, we come to the last column $(\Theta(\mathcal{B}_i))_{i \in I}$. Applying our conditional expectation $\mathcal{E}$, we can further reduce this problem to understanding the relationship between the diagonal algebras $(\Delta(\mathcal{B}_i))_{i \in I}$. Since the diagonal algebra $\Delta(\mathcal{B}_i) \subset \Delta(\mathcal{B})$ is commutative, the trend of free independence cannot possibly continue. Instead, we find an interesting connection to the classical framework.

Proposition 1.22. Let $(\mathcal{A}, \varphi)$ be a tracial $*$-ps with freely independent unital $*$-subalgebras $(\mathcal{A}_i)_{i \in I}$. Then the commutative subalgebras $(\Delta(\mathcal{B}_i))_{i \in I}$ are classically independent in $(\mathcal{B}, \psi)$.

We formulate this result in the heuristic equation
\begin{equation}
(11) \quad \text{classical independence} \overset{\Delta}{=} \text{free independence}
\end{equation}
and compare it to our earlier equation (1). Before, starting with classical independence, we obtain free independence through a natural process of “non-commutification,” namely, passing to a matrix algebra and taking a limit. In the opposite direction, Proposition 1.22 starts with free independence; however, the route back to the commutative world becomes unclear. We could hope to make use of the traffic framework, where the diagonal algebra emerges as a natural “commutification” of our space. In particular, by pushing $(\mathcal{A}, \varphi)$ up to the UE traffic space $(\mathcal{G}(\mathcal{A}), \tau_\psi)$, we can project down to the diagonal algebra $\Delta(\mathcal{G}(\mathcal{A}))$. As it turns out, the shadow cast by free independence in this projection is precisely classical independence.

Note that the $(\Theta(\mathcal{B}_i))_{i \in I}$ are not classically independent as they do not commute; however, the conditional expectation $\mathcal{E}$ allows us to compute the trace on the
algebra \( \text{alg}(\bigcup_{i \in I} \Theta(B_i)) \) generated by \( \bigcup_{i \in I} \Theta(B_i) \) as if they did. In other words, for any \( t_1, \ldots, t_n \in \text{alg}(\bigcup_{i \in I} \Theta(B_i)) \subset \Theta(B) \),

\[
\psi(t_1 \cdots t_n) = \psi(\mathcal{E}(t_1 \cdots t_n)) = \psi(\mathcal{E}(t_1)) \cdots \psi(\mathcal{E}(t_n)) = \psi(\mathcal{E}(t_{\pi(1)}) \cdots \mathcal{E}(t_{\pi(n)})) = \psi(t_{\pi(1)} \cdots t_{\pi(n)}) = \psi(t_{\pi(1)} \cdots t_{\pi(n)}), \quad \forall \pi \in S_n.
\]

In fact, the conditional expectation \( \mathcal{E} \) satisfies the stronger property

\[
\mathcal{E}(t) \equiv t \pmod{\psi}, \quad \forall t \in B.
\]

Thus, from the distributional point of view, the reduction from \( \Theta(B) \) to \( \Delta(B) \) comes without loss of generality. This redundancy in the action of the graph operations extends a great deal further. To make this precise, we introduce a subclass of the diagonal graph operations

\[
\Delta_{\text{tree}}(G_K) = \{ g \in \Delta(G_K) : g \text{ is a tree} \}
\]

and the corresponding subalgebra

\[
\Delta_{\text{tree}}(B) = \text{span} \left( \bigcup_{K \geq 0} \bigcup_{g \in \Delta_{\text{tree}}(G_K)} Z_g(A^K) \right).
\]

**Theorem 1.23.** For any \( t \in \Delta(B) \), there exists a \( T(t) \in \Delta_{\text{tree}}(B) \) such that \( T(t) \equiv t \pmod{\psi} \).

We can apply this result to each of the diagonal components in the free product decomposition \( B = A \ast A^\top \ast \Delta(B) \) \( \pmod{\psi} \) to show that a similar statement holds for general traffics \( t \in B \). Accordingly, we think of the UE traffic space as being spanned by tree-like graph operations.

Finally, we complete the characterization of the distribution of the UE traffic space \( (B, \psi) \) by showing that the diagonal algebra \( \Delta(B) \) is generated by complex Gaussian random variables with a covariance structure diagonalized by the graph operations (see §2.4 for a precise statement).

**Theorem 1.24.** Up to degeneracy, the diagonal algebra \( \Delta(B) \) is generated by complex Gaussian random variables \( Q(t) \) for a special class of tree-like diagonal graph monomials \( t \in \Delta(B) \). Here, \( Q \) is a transform of \( t \) that outputs a linear combination of quotients of \( t \). In particular, \( \psi(Q(t)Q(t')) = 0 \) unless the underlying rooted digraphs of \( t \) and \( t' \) are anti-isomorphic.

Our analysis of the cactus structure of \( \mathfrak{s}_0 \) reveals a more general cactus-cumulant correspondence, allowing us to extend our results to a larger class of traffic distributions. We give a precise statement of this correspondence in Section 3 with applications to random multi-matrix models beyond the unitarily invariant case. For example, we state a consequence for dependent random matrices generalizing results in [BDJ06, MP16].

**Corollary 1.25.** Let \( W_N \) be a Wigner matrix with pseudo-variance \( N \mathbb{E}[W_N(j, k)^2] = \beta \in \mathbb{R} \), and define \( D_N = \text{rDeg}(W_N) \). Then \( (W_N, W_N^*, D_N) \) converges in *-distribution to a triple \( (s_1, s_2, d) \), where \( (s_1, s_2) \) and \( d \) are *-free, \( (s_1, s_2) \) is a semi-circular family with covariance \( \begin{pmatrix} 1 & \beta \\ \beta & 1 \end{pmatrix} \), and \( d \) is a complex Gaussian random variable with variance 1 and pseudo-variance \( \beta \).
2. Rigid structures in the universal enveloping traffic space

2.1. The combinatorics of cactus graphs. We start with a review of some basic notions from graph theory (see, for example, [Bol98, GR01]).

**Definition 2.1** (Connectivity). Let $G = (V, E)$ be a multigraph. An edge cutset in $G$ is a subset of edges $E' \subset E$ whose deletion increases the number of connected components. In particular, a cut-edge is an edge $e \in E$ such that the singleton $\{e\}$ is an edge cutset. Similarly, a vertex cutset in $G$ is a subset of vertices $V' \subset V$ whose deletion (along with all edges adjacent to $V'$) increases the number of connected components. A cut-vertex is defined in the obvious way. A block of $G$ is a maximal cut-vertex-free connected subgraph $H \subset G$. Note that any two distinct blocks of $G$ have at most one vertex in common (necessarily a cut-vertex of $G$). Conversely, every cut-vertex of $G$ belongs to at least two distinct blocks.

Now suppose that $G$ is connected. The edge connectivity of $G$ is the size of the smallest edge cutset in $G$, which we denote by $\lambda(G) \geq 1$. We say that $G$ is $k$-edge-connected if $\lambda(G) \geq k$. In other words, deleting any $\ell < k$ edges of $G$ does not affect its connectivity. In particular, we say that $G$ is two-edge-connected (or t.e.c. for short) if it has no cut-edges $\lambda(G) \geq 2$.

We can define a similar notion for vertices even if $G$ is not connected. The edge connectivity of two distinct vertices $v, w \in V$ is the size of the smallest subset of edges whose deletion disconnects $v$ and $w$, which we denote by $\lambda(v, w) \geq 0$. We say that $v$ and $w$ are $k$-edge-connected if $\lambda(v, w) \geq k$.

We recall Menger’s theorem for edge connectivity [Men27].

**Theorem 2.2.** Let $v$ and $w$ be distinct vertices of a multigraph $G$. Then $\lambda(v, w)$ is equal to the maximum number of edge-disjoint paths from $v$ to $w$.

In view of Menger’s theorem, we also say that $k$-edge-connected vertices $v$ and $w$ form a $k$-connection, particularly when we want to emphasize the number of edge-disjoint paths connecting $v$ and $w$. We apply this to obtain a simple characterization of cactus graphs.

**Proposition 2.3.** A multigraph $G = (V, E)$ is a cactus iff

$$\lambda(v, w) = 2, \quad \forall v \neq w \in V.$$

**Proof.** First, suppose that $G$ is a cactus. Note that a cactus can be reconstructed from its pads by “growing” the cactus as follows: start at level 0 by choosing an arbitrary pad $C^{(0)} \in \text{Pad}(G)$ to be the base. At level 1, attach all of the remaining pads $C^{(1)}_1, \ldots, C^{(1)}_\ell$ that share a vertex with $C^{(0)}$. Of course, each pad can only share at most one vertex with another pad, so we imagine each $C^{(1)}_i$ as growing from a vertex in $C^{(0)}$. Furthermore, note that if any two pads at this level share a vertex, then it has to be the same vertex that they each share with $C^{(0)}$. Otherwise, the cactus has grown in on itself and one can easily find an edge that belongs to more than one simple cycle. At level $n$, we attach all of the remaining pads that share a vertex with a pad at level $n - 1$. In particular, we can think of each pad at level $n - 1$ as a new base and growing the remaining pads on each base. As before, we note that a pad at level $n$ can only be attached to a single pad at level $n - 1$; otherwise, one can again find an edge that belongs to more than one simple cycle.
Now, since every edge belongs to a unique simple cycle, $G$ is necessarily t.e.c. This implies that
\[ \lambda(v, w) \geq \lambda(G) \geq 2, \quad \forall v \neq w \in V. \]
If $v$ and $w$ belong to a common pad, then we can assume that this pad is the base $C^{(0)}$. In this case, deleting the two edges adjacent to $v$ in $C^{(0)}$ clearly disconnects $v$ and $w$ in $G$. If $v$ and $w$ do not belong to a common pad, then we can again take a pad containing $v$ to be the base $C^{(0)}$. In this case, $w$ belongs to a pad that was successively grown from an ancestor $C^{(1)}_1$ on level 1, say attached to a vertex $u \in C^{(0)}$. Deleting the two edges adjacent to $u$ in $C^{(1)}_1$ then clearly disconnects $v$ and $w$ in $G$ (see Figure 2). It follows that
\[ \lambda(v, w) = \lambda(G) = 2, \quad \forall v \neq w \in V. \]

In the opposite direction, assume that the edge connectivity of every pair of vertices in $G$ is equal to two. This implies that $G$ is connected with $\lambda(G) = 2$, and so every edge belongs to a simple cycle. For a contradiction, assume that there exists an edge $e \in E$ that belongs to two distinct simple cycles $C_1$ and $C_2$. Then there must be at least one edge $e_1 \in C_1 \setminus C_2$ (and one edge $e_2 \in C_2 \setminus C_1$). Let $E'$ be a separating pair of edges for the distinct vertices $v$ and $w$ adjacent to $e$ (a loop belongs to a unique simple cycle). Of course, it must be that $e \in E'$. In fact, the second edge in $E'$ must be another edge in $C_1 \cap C_2$ since otherwise $v$ and $w$ are not separated. Thus, deleting $e$ and $e_1$ from $G$ does not separate $v$ and $w$. Let $P$ be a simple path from $v$ to $w$ in the $(e, e_1)$-deleted graph $G$. By construction, $P$ cannot stay in $C_1$. Let $e_P$ be the first edge along the path $P$ that leaves $C_1$, and define $v_P$ to be the vertex in $C_1$ adjacent to $e_P$. Similarly, let $f_P$ be the first edge along this path that returns to $C_1$, and define $w_P$ to be the vertex in $C_1$ adjacent to $f_P$. By construction, $v_P \neq w_P$ form a 3-connection in $G$: two edge-disjoint paths come from inside the cycle $C_1$, while a third comes from the truncation of $P$ outside of $C_1$ (see Figure 3). Menger's theorem then implies that $\lambda(v_P, w_P) \geq 3$, a contradiction. \[ \square \]
Figure 3. Two representative cases of the contradiction argument in the proof. Here, we have colored the edge $e$ belonging to two distinct simple cycles red, its adjacent vertices $v$ and $w$ black, and the edge $e_1 \in C_1 \setminus C_2$ blue. The reader should identify the vertices $v_P$ and $w_P$ as well as the associated 3-connection.

We use Proposition 2.3 to formalize [CDM, Remark 4.5]. Consider a cycle graph $C = (V, E)$ of length $n$ with vertices $V = \{v_1, \ldots, v_n\}$ in counterclockwise order and edges $E = (e_1, \ldots, e_n)$ connecting $v_i \overset{\sim}{\shortleftarrow} v_{i+1}$. The mapping $[n] \ni i \mapsto v_i \in V$ induces a one-to-one correspondence $f : \mathcal{NC}(n) \to \mathcal{NC}(V)$ between non-crossing partitions of $[n]$ and non-crossing partitions of $V$, where the latter notion comes from drawing $C = (V, E)$ as a circle. Similarly, the mapping $[\pi] \ni i \mapsto e_i \in E$ induces a one-to-one correspondence $g : \mathcal{NC}(\pi) \to \mathcal{NC}(E)$ between non-crossing partitions of $[\pi] = \{\pi_1 < \cdots < \pi_n\}$ and non-crossing partitions of $E$. Furthermore, the Kreweras complement $\mathcal{K} : \mathcal{NC}(n) \to \mathcal{NC}(\pi)$, defined as a non-crossing partition of $[\pi] = \{\pi_1, \ldots, \pi_n\}$ via the interlacing

$$1 < \pi_1 < \cdots < \pi_n < \pi,$$

corresponds to the Kreweras complement $\mathcal{K} : \mathcal{NC}(V) \to \mathcal{NC}(E)$ defined as a non-crossing partition of the edges $E$ of $C$ via the interlacing

$$v_1 \overset{\sim}{\shortleftarrow} v_2 \overset{\sim}{\shortleftarrow} \cdots \overset{\sim}{\shortleftarrow} v_{n-1} \overset{\sim}{\shortleftarrow} v_n \overset{\sim}{\shortleftarrow} v_1.$$

See Figure 4 for an illustration. Formally, this amounts to the equality

$$g \circ \mathcal{K} = \mathcal{K} \circ f.$$

**Proposition 2.4.** Let $C = (V, E)$ be a cycle graph as above. For a partition $\pi \in \mathcal{P}(V)$, the following two conditions are equivalent:

(i) The quotient graph $C^\pi$ is a cactus;

(ii) The partition $\pi$ is non-crossing.

Furthermore, if $\pi \in \mathcal{NC}(V)$, then the pads of the cactus $C^\pi$ correspond to the blocks of the Kreweras complement $\mathcal{K}(\pi) \in \mathcal{NC}(E)$ via the map

$$\mathcal{K}(\pi) \ni B = (e_{i_1}, \ldots, e_{i_k})$$

$$\mapsto (v_{i_1}, v_{i_1+1} \overset{\sim}{\shortleftarrow} v_{i_2}, \ldots, v_{i_{k-1}+1} \overset{\sim}{\shortleftarrow} v_{i_k}, v_{i_k+1} \overset{\sim}{\shortleftarrow} v_{i_1}) \in \text{Pads}(C^\pi),$$

where $(i_1 < \cdots < i_k)$. 
Suppose, in addition, that $C = (V, E, \text{src, tar})$ is a directed graph (though not necessarily a directed cycle). We say that an edge $e_i$ is oriented counterclockwise if $\text{src}(e_i) = v_i$; otherwise, $\text{src}(e_i) = v_{i+1}$ and we say that $e_i$ is oriented clockwise. For a partition $\pi \in \mathcal{P}(V)$, the following two conditions are equivalent:

(I) The quotient graph $C^\pi$ is an oriented cactus;

(II) The partition $\pi$ is non-crossing and each block of $K(\pi) \in \mathcal{NC}(E)$ only contains edges of a uniform orientation.

Proof. We will only prove the equivalence of (i) and (ii) as the rest of the proposition follows almost immediately. First, suppose that $C^\pi$ is a cactus. For a contradiction, assume that $\pi \not\in \mathcal{NC}(V)$. After a suitable rotation of the cycle, this implies that there exist $i_1 < i_2 < i_3 < i_4 \in [n]$ such that $v_{i_1} \cong v_{i_3}$ and $v_{i_2} \cong v_{i_4}$ belong to different blocks of $\pi$. In that case, $v_{i_2}$ and $v_{i_3}$ form a 3-connection in $C^\pi$, which is absurd (see Figure 6).

In the opposite direction, suppose that $\pi \in \mathcal{NC}(V)$. Naturally, we can identify the blocks $B_1, \ldots, B_{\#(\pi)} \in \pi$ with the vertices of $C^\pi$. Since the original graph $C$ is
a cactus, we know that
\[ \lambda_C(v_i, v_{i_2}) = 2, \quad \forall i_1 \neq i_2 \in [n]. \]
At the same time, edge-disjoint paths in \( C \) induce edge-disjoint paths in the quotient \( C^\pi \), which implies that
\[ \lambda_{C^\pi}(B_{j_1}, B_{j_2}) \geq 2, \quad \forall j_1 \neq j_2 \in [\#(\pi)]. \]
Now, because \( \pi \) is non-crossing, two distinct blocks \( B_{j_1}, B_{j_2} \in \pi \) can only take one of two relative positions up to symmetry: after a suitable rotation of the cycle, either
\[ v_1 \in B_{j_1} \quad \text{and} \quad \max \{ i \in [n] : v_i \in B_{j_1} \} < \min \{ i \in [n] : v_i \in B_{j_2} \} \]
or
\[ \exists v_{i_1}, v_{i_2} \in B_{j_2} : \forall v_i \in B_{j_1} \quad i_1 < i < i_2. \]
The first case corresponds to when \( B_{j_1} \) and \( B_{j_2} \) lie on two non-intersecting arcs of the cycle \( C \) drawn as a circle, whereas the second case corresponds to when \( B_{j_1} \) lies on an arc trapped between two vertices of \( B_{j_2} \). In either case, deleting the edges
\[ e_{\min \{ i \in [n] : v_i \in B_{j_1} \} - 1} \quad \text{and} \quad e_{\max \{ i \in [n] : v_i \in B_{j_1} \}} \]
disconnects \( B_{j_1} \) and \( B_{j_2} \) in \( C^\pi \). We think of the identification
\[ v_{\min \{ i \in [n] : v_i \in B_{j_1} \}} \sim v_{\max \{ i \in [n] : v_i \in B_{j_1} \}} \]
as pinching off the arc supporting \( B_{j_1} \). By removing the edges at the boundary of this arc, we have separated the vertices lying on this arc from the rest of the vertices, even in the quotient \( C^\pi \) (any identification of vertices across the two arcs would be crossing, see Figure 7). It follows that
\[ \lambda_{C^\pi}(B_{j_1}, B_{j_2}) = 2, \quad \forall j_1 \neq j_2 \in [\#(\pi)], \]
and so \( C^\pi \) is a cactus. \( \Box \)

We emphasize an important point in the proof above: edge-disjoint paths in a graph \( G \) induce edge-disjoint paths in a quotient \( G^\pi \). Thus, if two vertices \( v \neq w \) in \( G \) are not identified \( v \not\sim w \) in \( G^\pi \), then their edge connectivity (weakly) increases
\[ \lambda_{G^\pi}(v, w) \geq \lambda_G(v, w). \]
This immediately implies the following useful lemma for identifying cactus quotients.
Lemma 2.5 (A 3-connection criteria for cacti). Let $G = (V, E)$ be a finite multigraph, and suppose that the vertices $v \neq w \in V$ form a 3-connection in $G$. If a partition $\pi \in P(V)$ induces a cactus $G^{\pi}$, then $v \sim w$.

We give a number of applications of the 3-connection lemma to computations in the UE traffic space $(\mathcal{G}(A), \tau_{\phi})$.

Proposition 2.6. Let $T = (V, E, \gamma) \in \mathcal{T}(A)$. If the vertices $v \neq w \in V$ form a 3-connection, then

$$\tau_{\phi}[T] = \tau_{\phi}[T_{v \sim w}],$$

where $T_{v \sim w}$ is the test graph obtained from $T$ by identifying $v$ and $w$.

Proof. Since $\tau_{\phi}^{0}$ is supported on cacti, the 3-connection lemma implies that

$$\tau_{\phi}[T] = \sum_{\pi \in P(V)} \tau_{\phi}^{0}[T^{\pi}] = \sum_{\pi \in P(V) \text{ s.t. } v \sim w} \tau_{\phi}^{0}[T^{\pi}] = \tau_{\phi}[T_{v \sim w}].$$

\[\square\]

Corollary 2.7. Let $t \in \mathcal{G}(A)$ be a graph monomial with vertices $v \neq w$ that form a 3-connection. Then

$$t_{v \sim w} \equiv t \pmod{\psi},$$

where $t_{v \sim w}$ is the graph monomial obtained from $t$ by identifying $v$ and $w$.

Proof. This amounts to proving that

$$\psi(tt') = \psi(t_{v \sim w}t'), \quad \forall t' \in \mathcal{G}(A).$$

Without loss of generality, we can also assume that $t'$ is a graph monomial. For a graph monomial $s$, we recall that $\overline{\Delta}(s)$ denotes the test graph obtained from $s$ by identifying the input and the output and forgetting their distinguished roles. Then there are only two possibilities: either $v$ and $w$ are identified in $\overline{\Delta}(tt')$, in which case $\overline{\Delta}(tt') = \overline{\Delta}(t_{v \sim w}t')$; or, $v$ and $w$ are not identified in $\overline{\Delta}(tt')$, in which case $v \neq w$ still form a 3-connection in $\overline{\Delta}(tt')$ and $\overline{\Delta}(tt')_{v \sim w} = \overline{\Delta}(t_{v \sim w}t')$. Proposition 2.6 then implies that

$$\psi(tt') = \tau_{\phi}[\overline{\Delta}(tt')] = \tau_{\phi}[\overline{\Delta}(t_{v \sim w}t')] = \psi(t_{v \sim w}t').$$
Iterating the 3-connection lemma, we arrive at the following definition.

**Definition 2.8 (Quasi-cactus).** A multigraph $G = (V, E)$ is said to be a quasi-cactus if

$$\lambda(v, w) \in \{1, 2\}, \quad \forall v \neq w \in V.$$ 

Equivalently, every edge $e \in E$ belongs to at most one simple cycle. See Figure 8 for an illustration.

**Corollary 2.9.** For any graph monomial $t \in G(A)$, there exists a quasi-cactus quotient $t^\pi$ such that

$$t^\pi \equiv t \pmod{\psi}.$$ 

Graph monomials with a cycle that visits both the input and the output play a special role in the free product decomposition of $G(A)$. In particular, the construction of the conditional expectation in Theorem 1.21 crucially relies on the following equivalence.

**Corollary 2.10.** Let $t \in \Theta(B)$ be a graph monomial. Then

$$t \equiv \Delta(t) \pmod{\psi}.$$ 

**Proof.** If $t \in \Delta(B)$, then $\Delta(t) = t$ and we are done. Otherwise, the cycle condition ensures a 2-connection between $v := v_{\text{in}} \neq v_{\text{out}} \Rightarrow w$ in $t$. Let $t' \in G(A)$ be a graph monomial. If $t' \in \Delta(B)$, then $\Delta(tt') = \Delta(t)t'$. Otherwise, $v$ and $w$ form a 3-connection in $\Delta(tt')$, a third edge-disjoint path coming from the edges of $t'$ ("going out the back door"). Furthermore, note that $\Delta(tt')_{v \sim w} = \Delta(\Delta(t)t')$. As before, we use Proposition 2.6 to conclude that

$$\psi(tt') = \psi(\Delta(tt')) = \tau_v[\Delta(tt')] = \tau_v[\Delta(\Delta(t)t')] = \psi(\Delta(t)t').$$

**Example 2.11.** Let $a, b \in A$. Then $a \circ b \equiv \Delta(a)\Delta(b) \pmod{\psi}$. Pictorially,

\[
\begin{array}{c}
\circ \quad \circ \quad \circ \\
\text{out} \quad \text{in} \quad \text{out}
\end{array}
\quad \equiv 
\begin{array}{c}
\circ \quad \circ \\
\text{out} \quad \text{in}
\end{array}
\quad \equiv 
\begin{array}{c}
\circ \quad \circ \\
\text{out} \quad \text{in}
\end{array}
\quad \pmod{\psi}.
\]
We can even use the 3-connection lemma to outright prune t.e.c. subgraphs that are attached at a single vertex. We will generalize this idea to obtain a generic cycle pruning algorithm in Section 2.3.

**Lemma 2.12.** Let $T_1 = (V_1, E_1, \gamma_1)$ and $T_2 = (V_2, E_2, \gamma_2)$ be test graphs in $A$, and suppose that $T_2$ is t.e.c. We write $T_1 \sharp T_2 = (V, E, \gamma_1 \sharp \gamma_2)$ for the test graph obtained from $T_1$ and $T_2$ by identifying an arbitrary vertex $v_1$ of $T_1$ with an arbitrary vertex $v_2$ of $T_2$, in which case

$$\tau_{\varphi}[T_1 \sharp T_2] = \tau_{\varphi}[T_1] \tau_{\varphi}[T_2].$$

In particular, this factorization is independent of the choice of vertices $v_1$ and $v_2$.

**Proof.** To begin, note that $V_1 \sharp V_2 = (V_1 \sqcup V_2)/(v_1 \sim v_2)$, $E_1 \sharp E_2 = E_1 \sqcup E_2$, and $\gamma_1 \sharp \gamma_2 : E_1 \sharp E_2 \to A$, $(\gamma_1 \sharp \gamma_2)|_{E_i} = \gamma_i$.

In particular, we denote the amalgamated vertex $v_1 \sim v_2 \in V_1 \sharp V_2$ by $\rho$. For any pair of partitions $(\pi_1, \pi_2) \in P(V_1) \times P(V_2)$, we define the class of partitions

$$P_\rho(\pi_1, \pi_2) = \{ \pi \in P(V_1 \sharp V_2) : \pi|_{V_i} = \pi_i \}.$$

In other words, $P_\rho(\pi_1, \pi_2)$ consists of the partitions $\pi \in P(V_1 \sharp V_2)$ obtained from $(\pi_1, \pi_2)$ by either keeping a block $B_i \in \pi_i$ (so $B_i \in \pi$) or merging it with at most one other block $B_j \in \pi_j$, where $j \neq i$ (so $B_i \cup B_j \in \pi$). Of course, the block in $\pi_1$ containing $v_1$ and the block in $\pi_2$ containing $v_2$ are necessarily merged. Indeed, the minimal element $\pi_\rho(\pi_1, \pi_2) \in P_\rho(\pi_1, \pi_2)$ for the usual reversed refinement order keeps every other block of $\pi_1$ and $\pi_2$ separate.

By construction,

$$\bigcup_{(\pi_1, \pi_2) \in P(V_1) \times P(V_2)} P_\rho(\pi_1, \pi_2) = P(V_1 \sharp V_2),$$

and so we can compute

$$\tau_{\varphi}[T_1 \sharp T_2] = \sum_{\pi \in P(V_1 \sharp V_2)} \tau_{\varphi}^0[(T_1 \sharp T_2)^\pi] = \sum_{(\pi_1, \pi_2) \in P(V_1) \times P(V_2)} \sum_{\pi \in P_\rho(\pi_1, \pi_2)} \tau_{\varphi}^0[(T_1 \sharp T_2)^\pi].$$

Suppose that $\pi \in P_\rho(\pi_1, \pi_2) \setminus \{ \pi_\rho(\pi_1, \pi_2) \}$. Then there exists a vertex $v$ in $T_1$ and a vertex $w$ in $T_2$ such that

$$v \sim w \not\sim \rho.$$

Since $T_2$ is t.e.c., $w$ and $\rho$ form a 2-connection in $T_2$. But then $v \not\sim w$ and $\rho$ form a 3-connection in $(T_1 \sharp T_2)^\pi$, a third edge-disjoint path coming from the edges of $T_1$. The 3-connection lemma then implies that $\tau_{\varphi}^0[(T_1 \sharp T_2)^\pi] = 0$, and so

$$\sum_{\pi \in P_\rho(\pi_1, \pi_2)} \tau_{\varphi}^0[(T_1 \sharp T_2)^\pi] = \tau_{\varphi}^0[(T_1 \sharp T_2)^{\pi_\rho(\pi_1, \pi_2)}].$$

The cactus structure of $\tau_{\varphi}^0$ further implies that if $S$ is a test graph composed of otherwise disjoint test graphs $S_1, \ldots, S_n$ all attached at a single vertex, then

(12) $$\tau_{\varphi}^0[S] = \prod_{i=1}^n \tau_{\varphi}^0[S_i].$$

In particular, $\tau_{\varphi}^0[(T_1 \sharp T_2)^{\pi_\rho(\pi_1, \pi_2)}] = \tau_{\varphi}^0[T_1^\pi_1] \tau_{\varphi}^0[T_2^\pi_2]$, and so

$$\tau_{\varphi}[T_1 \sharp T_2] = \sum_{(\pi_1, \pi_2) \in P(V_1) \times P(V_2)} \tau_{\varphi}^0[T_1^\pi_1] \tau_{\varphi}^0[T_2^\pi_2].$$
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\[
= \left( \sum_{\pi_1 \in \mathcal{P}(V_1)} \tau_{\varphi}[T_{1}^{\pi_1}] \right) \left( \sum_{\pi_2 \in \mathcal{P}(V_2)} \tau_{\varphi}[T_{2}^{\pi_2}] \right) = \tau_{\varphi}[T_1] \tau_{\varphi}[T_2].
\]

\[\square\]

Corollary 2.13. Let \( t \in \mathcal{G}(A) \) be a graph monomial, and suppose that \( T \) is a t.e.c. test graph in \( A \). We write \( t \sharp T \) for the graph monomial obtained from \( t \) and \( T \) by identifying an arbitrary vertex \( v \) of \( t \) with an arbitrary vertex \( w \) of \( T \), in which case

\[ t \sharp T \equiv \tau[T]t \pmod{\psi}. \]

In particular, this equivalence is independent of the choice of vertices \( v \) and \( w \).

Proof. Let \( t' \in \mathcal{G}(A) \) be a graph monomial, and consider the test graphs

\[ T_2 = T_1 \sharp T, \]

where we attach \( T \) to \( T_1 \) by identifying the vertex \( w \) of \( T \) with the (image of the) vertex \( v \in t \) in \( T_1 \). Since \( T \) is t.e.c., this implies that

\[ \psi((t \sharp T)t') = \tau_{\varphi}[T_2] = \tau_{\varphi}[T_1 \sharp T] = \tau_{\varphi}[T_1] \tau_{\varphi}[T] = \psi(tt') \tau_{\varphi}[T] = \psi((\tau_{\varphi}[T]t)t'). \]

\[\square\]

Example 2.14. Suppose that \( t \in \Delta(B) \) is a graph monomial such that the underlying graph of \( t \) is a cactus. Then, up to degeneracy, \( t \) is a constant:

\[ t \equiv \prod_{C \in \text{Pads}(t)} \tau_{\varphi}[C] \pmod{\psi}. \]

All of these results follow more or less from the same basic idea captured in the 3-connection lemma, namely, that certain identifications must be made in order to contribute to the calculation of the injective traffic state \( \tau_{\varphi}[T] \), and so it makes no difference if we make these identifications beforehand. In a slightly different direction, we can also use the edge connectivity characterization of cactus graphs to track the image of t.e.c. subgraphs in a cactus quotient. Doing so, we obtain the following simple but useful corollary.

Corollary 2.15. Let \( G \) be a multigraph \((V,E)\) with a t.e.c. subgraph \( H = (W,F) \). If a partition \( \pi \in \mathcal{P}(V) \) induces a cactus \( G^\pi \), then the sub-quotient \( H^\pi \rvert_W \) is also a cactus. Similarly, if \( G \) is a multidigraph and \( G^\pi \) is an oriented cactus, then the sub-quotient \( H^\pi \rvert_W \) is also an oriented cactus.

Proof. We will only prove the first statement as the second statement follows almost immediately. Since \( H \) is t.e.c., so too is the quotient \( H^\pi \rvert_W = (\tilde{W}, F) \). At the same time, \( H^\pi \rvert_W \) is also a subgraph of the cactus \( G^\pi = (\tilde{V}, E) \), which implies that

\[ 2 \leq \lambda_{H^\pi \rvert_W}(v,w) \leq \lambda_{G^\pi}(v,w) = 2, \quad \forall v \neq w \in \tilde{W} \subset \tilde{V}. \]

\[\square\]
2.2. Free products and conditional expectations. We divide Theorem 1.21 into parts. First, let \((\kappa^B_n)_{n \in \mathbb{N}}\) denote the free cumulants of \((B, \psi)\). Note that
\[
\psi|_A = \varphi \quad \implies \quad \kappa^B_n|_{A^n} = \kappa_n, \quad \forall n \in \mathbb{N}.
\]
We use this to compute the free cumulants of the transposed algebra
\[
A^\top = \left( a^\top = \begin{array}{c} \cdots \rightarrow \left[ \begin{array}{c} a_n \end{array} \right] \in A \right) \subset G(A).
\]
In particular,
\[
\psi(a_1^\top \cdots a_n^\top) = \psi \left( \begin{array}{c} \cdots \rightarrow \left[ \begin{array}{c} a_1 \cdots a_n \end{array} \right] \in A \end{array} \right) = \tau_{\varphi} \left[ \begin{array}{c} a_n \vdots a_2 \vdots a_1 \end{array} \right] = \varphi(a_n \cdots a_1).
\]
It follows that \(\tau : (A, \varphi) \to (A^\top, \psi|_{A^\top})\) defines an involutive anti-isomorphism of \(*\)-probability spaces, which implies
\[
(13) \quad \kappa^B_n [a_1^\top, \ldots, a_n^\top] = \kappa_n [a_1, \ldots, a_n].
\]
In fact, the same argument shows that \(\tau : G(A) \to G(A)\) defines an involutive anti-automorphism of \(*\)-probability spaces, which implies
\[
\kappa^B_n [t_1^\top, \ldots, t_n^\top] = \kappa^B_n [t_1, \ldots, t_1], \quad \forall t_i \in G(A).
\]

Lemma 2.16. Let \((A, \varphi)\) be a tracial \(*\)-ps. Then the unital \(*\)-subalgebras \(A, A^\top, \) and \(\Delta(B)\) are freely independent in the UE traffic space \((B, \psi)\).

Proof. We will show that any mixed cumulant in \(A, A^\top, \) and \(\Delta(B)\) vanishes. To begin, let \(t_1 \cdots t_{2n}\) be an alternating product in the subalgebras \(A, A^\top, \) and \(\Delta(B)\):
\[
t_{2i+1} \in \Delta(B) \quad \text{and} \quad t_{2i} \in A \cup A^\top.
\]
Note that we can always write a mixed product in \(A, A^\top, \) and \(\Delta(B)\) in this form by strategically inserting the identity element
\[
\frac{1_A}{\text{out}} \otimes \frac{1_A}{\text{in}} = \frac{1_A}{\text{out}} \otimes \frac{1_A}{\text{in}} = \frac{1_A}{\text{in/out}} = \frac{1_A}{\text{in/out}} = 1_B \in A \cap A^\top \cap \Delta(B).
\]
The multilinearity of the free cumulants allows us to further assume that each \(t_i\) is a graph monomial, and so we write
\[
d_i = t_{2i+1} \in \Delta(B) \quad \text{and} \quad a_i^{\top(\bar{i})} = t_{2i} \in A^\top(\bar{i}),
\]
where \(\bar{i} : [\bar{n}] \to \{1, \tau\}\) indicates the transpose label and the indices \(i \in [n]\) and \(\bar{i} \in [\bar{n}]\) interlace as before. In particular, we write \([n+\bar{n}] = \{1 < \bar{1} < \cdots < n < \bar{n}\}\).
The Kreweras complement then defines a function
\[
K : \mathcal{NC}(n) \cup \mathcal{NC}(\bar{n}) \to \mathcal{NC}(n) \cup \mathcal{NC}(\bar{n})
\]
such that
\[
K(\mathcal{NC}(n)) = \mathcal{NC}(\bar{n}), \quad K(\mathcal{NC}(\bar{n})) = \mathcal{NC}(n), \quad \text{and} \quad K^2 = \text{id}.
\]
We compute the trace of our alternating product
\[
(14) \quad \psi(d_1 a_1^{\top(\bar{1})} \cdots d_n a_n^{\top(\bar{1})}) = \tau_{\varphi}[T] = \sum_{\pi \in \mathcal{P}(V)} \tau^0_{\varphi}[T^\pi],
\]
Figure 9. A visualization of the test graph $T$ for $n = 10$. To highlight the relevant features, we omit the direction of the edges and their labels.

where $T = \tilde{\Delta}(d_1 a_1^{\hat{T}} \cdots d_n a_n^{\hat{T}}) \in \mathcal{T}(A)$. In other words, $T$ consists of a cycle $C$ of length $n$ with vertices $v_1, \ldots, v_n$ in counterclockwise order; edges $v_i \sim v_{i+1}$ in the clockwise orientation if $\hat{T}(i) = 1$ (resp., in the counterclockwise orientation if $\hat{T}(i) = -1$); labels $\gamma(e_i) = a_i$; and each monomial $d_i$ attached at the vertex $v_i$ via the identification input($d_i$) = output($d_i$) $\sim v_i$.

One can think of the notation $T$ as a shortening of $T(d_1, a_1, \ldots, d_n, a_n)$. In particular, we visualize the test graph $T$ as a cycle with a single loop (or “petal”) attached at each vertex and the arguments $d_i, a_i$ as indicating the edge labels: the loops are labeled by the $d_i$ and the edges of the cycle are labeled by the $a_i$. In the case of a loop, the edge label stands in for the graph monomial $d_i$ that is to be rooted at that location by substitution. We draw the loops as undirected since the orientation plays no role in the substitution; the edges of the cycle are oriented according the transpose label $\hat{T}$. See Figure 9 for an illustration.

Of course, not every partition contributes in the calculation of (14). For starters, $T^\pi$ must be an oriented cactus. In that case, Corollary 2.15 implies that the subquotient $C|_C$ is also an oriented cactus. Proposition 2.4 then tells us that $\pi$ restricts to a non-crossing partition of $C$ that further satisfies condition (II). The enumeration of the vertices $v_1, \ldots, v_n$ (resp., edges $v_i \sim v_{i+1}$) of the cycle $C$ allows us to consider $\pi|_C \in \mathcal{NC}([n])$ (resp., $K(\pi|_C) \in \mathcal{NC}(\pi)$) as convenient. The blocks

$$B = (i_1 < \cdots < i_{\#(B)}) \in \pi|_C$$

then group the petals $d_i$ into bunches (or “flowers”)

$$\left( \prod_{i \in B} d_i \right)_{B \in \pi|_C}.$$
Figure 10. A visualization of the flowering process. The red dotted lines on the right indicate identifications across different flowers. Such cross-pollination will not produce a cactus.

Each attached at a single vertex $B$ in $C_{\pi|_C}$. Suppose that $\pi$ makes an identification across different flowers (“cross-pollinates”), i.e., there exist vertices $u \in d_i$ and $w \in d_j$ such that $u \sim w$ and $i \neq j$. Then the vertices $v_i$ and $v_j$ of the cycle form a 3-connection in $T^\pi$: two edge-disjoint paths come from the cactus $C_{\pi|_C}$, and a third comes from the edges of $d_i$ and $d_j$ (see Figure 10). But then $T^\pi$ cannot possibly be a cactus, and so $\tau^{0}_{\varphi}[T^\pi] = 0$.

Thus, we are left to consider partitions $\pi \in \mathcal{P}(V)$ such that $\pi|_C \in \mathcal{NC}(n)$ and $\pi$ does not cross-pollinate. Iterating the vertex factorization property (12) of the injective traffic state at each vertex $B \in \pi|_C$ in $T^\pi$, we can rewrite (14) as

$$\sum_{\pi \in \mathcal{P}(V)} \tau^{0}_{\varphi}[T^\pi] = \sum_{\pi \in \mathcal{NC}(n)} \left( \prod_{B \in \pi} \sum_{\eta_B \in \mathcal{P}(V_B)} \tau^{0}_{\varphi}\left[ \Delta\left( \prod_{i \in B} d_i \right)^{\eta_B} \right] \right) \left( \tau^{0}_{\varphi}[C(a_1, \ldots, a_n)^\pi] \right),$$

where $V_B$ is the vertex set of the test graph $\Delta(\prod_{i \in B} d_i)$. Moreover, by definition,

$$\sum_{\eta_B \in \mathcal{P}(V_B)} \tau^{0}_{\varphi}\left[ \Delta\left( \prod_{i \in B} d_i \right)^{\eta_B} \right] = \tau^{0}_{\varphi}\left[ \Delta\left( \prod_{i \in B} d_i \right) \right] = \psi(\prod_{i \in B} d_i),$$

which implies

$$\prod_{B \in \pi} \sum_{\eta_B \in \mathcal{P}(V_B)} \tau^{0}_{\varphi}\left[ \Delta\left( \prod_{i \in B} d_i \right)^{\eta_B} \right] = \prod_{B \in \pi} \psi(\prod_{i \in B} d_i) = \psi(\prod_{i \in B} d_i) = \sum_{\omega \in \mathcal{NC}(n) \text{ s.t. } \omega \subseteq \pi} \kappa_{\omega}[d_1, \ldots, d_n].$$

Recall that condition (II) of Proposition 2.4 imposes an additional constraint on $\pi$. Altogether, our expression for the trace becomes

$$\psi(d_1 a_{\varphi(T)}^{\pi} \cdots d_n a_{\varphi(T)}^{\pi})$$
at a cut-vertex will belong to more than one block of $G$ (directed) edges does not materially affect the construction; however, allowing for block-cut tree $bc \Delta (\cdot)$ as was to be shown. □

case of a bi-rooted multidigraph $G$ for the blocks.

It will be convenient to distinguish between the two different classes of vertices in $G$ of the original graph $\mathcal{A}$.

In particular, we see that there are no contributions from mixed cumulants in $\mathcal{A}$, $\mathcal{A}^\top$, and $\Delta (\mathcal{B})$. It follows that mixed cumulants in $\mathcal{A}$, $\mathcal{A}^\top$, and $\Delta (\mathcal{B})$ vanish, as was to be shown.

We move on to the construction of the conditional expectation $\mathcal{E} : \mathcal{B} \to \mathcal{A} \ast \mathcal{A}^\top \ast \Delta (\mathcal{B})$. For a simple connected graph $G = (V,E)$, we recall the construction of the block-cut tree $bc(G)$ of $G$. The vertices of $bc(G)$ consist of both the cut-vertices of $G$ and the blocks of $G$ with edges determined by inclusion: we connect a cut-vertex $v$ to a block $H$ if $v \in H$. As the name suggests, the block-cut tree is indeed a tree. It will be convenient to distinguish between the two different classes of vertices in $bc(G)$. In particular, we use circular vertices for the cut-vertices and square vertices for the blocks.

We will need a simple modification of the block-cut tree construction in the case of a bi-rooted multidigraph $G = (V,E,\text{src}, \text{tar}, v_{\text{in}}, v_{\text{out}})$. Allowing for multiple (directed) edges does not materially affect the construction; however, allowing for loops creates an issue when determining the blocks. In particular, a loop based at a cut-vertex will belong to more than one block of $G$. To account for this, we temporarily remove any loop based at a cut-vertex of $G$, resulting in a graph $\bar{G}$. We reintroduce the loops in the block-cut tree $bc(\bar{G})$ by adding a single block for each set of loops based at a given cut-vertex with an edge between the two to indicate the inclusion. This process ensures that we have a faithful reconstruction of the original graph $G$ from our modified block-cut tree. Furthermore, if either distinguished vertex $v_{\text{in}}$ or $v_{\text{out}}$ is not a cut-vertex, then we add it to our tree as a circular vertex, colored black, and attach it to its corresponding (unique) block (if $v_{\text{in}} = v_{\text{out}}$ then we only add a single vertex). A moment’s thought shows that the resulting graph, which we denote $bcd(G)$, is of course still a tree. See Figure 11 for an illustration.

**Lemma 2.17.** There exists a homomorphic conditional expectation $\mathcal{E} : \mathcal{B} \to \mathcal{A} \ast \mathcal{A}^\top \ast \Delta (\mathcal{B})$ such that

$$\mathcal{E}^{-1}(\mathcal{A}) = \mathcal{A}, \quad \mathcal{E}^{-1}(\mathcal{A}^\top) = \mathcal{A}^\top, \quad \mathcal{E}^{-1}(\Delta (\mathcal{B})) = \Theta (\mathcal{B}),$$

and

$$\mathcal{E} (t) \equiv t \pmod{\psi}, \quad \forall t \in \mathcal{B}. \quad (15)$$

**Proof.** Let $t = (V,E,v_{\text{in}},v_{\text{out}},\gamma) \in \mathcal{B}$ be a graph monomial with modified block-cut tree $bcd(t)$. By definition, there exists a unique path $P = (v_1,B_1,\ldots,v_{n-1},B_{n-1},v_n)$
Figure 11. An example of the modified block-cut tree construction. Starting with a bi-rooted multidigraph $G$, we color each of the non-root cut vertices. Note that in this case the output $v_{out}$ is not a cut-vertex, and so we append it to the standard block-cut tree.
Figure 12. Removing the edges of the path \( P \). We apply this procedure to the block-cut tree from Figure 11 to identify the components and produce the factorization (16).

For example, if \( v_{\text{in}} = v_{\text{out}} \in t \), then

\[
\begin{align*}
\text{See Figure 12 for an illustration.}
\end{align*}
\]

Suppose that a factor \( m_i \not\in A \cup A^\top \). Then there must be a simple cycle in \( m_i \) that visits both the input \( v_i \) and the output \( v_{i+1} \). Indeed, this follows from the vertex version of Menger’s theorem: if \( v_i \neq v_{i+1} \) are the only vertices in \( m_i \), then \( m_i \not\in A \cup A^\top \) implies that there are multiple edges between \( v_i \) and \( v_{i+1} \); if \( v_i \neq v_{i+1} \) are not the only vertices in \( m_i \), then the lack of cut-vertices in \( m_i \) implies the
To apply this to our factorization (16), we define a linear operator \( \nabla : \mathcal{B} \to \mathcal{B} \) on graph monomials \( m \) by the formula

\[
\nabla(m) = \begin{cases} 
m & \text{if } m \in \mathcal{A} \cup \mathcal{A}^\top, \\
\Delta(m) & \text{otherwise.} 
\end{cases}
\]

By construction, \( \mathcal{E}(t) := d_n \nabla(m_{n-1})d_{n-1} \cdots \nabla(m_1)d_1 \in \mathcal{A} \ast \mathcal{A}^\top \ast \Delta(\mathcal{B}) \) satisfies \( \mathcal{E}(t) \equiv t \pmod{\psi} \).

Extending \( \mathcal{E} \) to \( \mathcal{B} \) by linearity, properties (i) and (ii) of a conditional expectation (Definition 1.2) follow almost immediately. Moreover, property (iii) will follow if we can prove that \( \mathcal{E} \) is a homomorphism \( \mathcal{E}(t_1t_2) = \mathcal{E}(t_1)\mathcal{E}(t_2) \). As before, we can assume that \( t_1 \) and \( t_2 \) are graph monomials, say with block-cut tree factorizations

\[
t_1 = d_{n_1}^{(1)}m_{n_1-1}^{(1)}d_{n_1-1}^{(1)} \cdots m_1^{(1)}d_1^{(1)} \quad \text{and} \quad t_2 = d_{n_2}^{(2)}m_{n_2-1}^{(2)}d_{n_2-1}^{(2)} \cdots m_1^{(2)}d_1^{(2)}
\]

coming from the paths

\[
P_1 = (v_1^{(1)}, B_1^{(1)}, \ldots, v_{n_1-1}^{(1)}, B_{n_1-1}^{(1)}, v_{n_1}^{(1)}) \quad \text{and} \quad P_2 = (v_2^{(2)}, B_2^{(2)}, \ldots, v_{n_2-1}^{(2)}, B_{n_2-1}^{(2)}, v_{n_2}^{(2)})
\]

in \( \text{bcd}(t_1) \) and \( \text{bcd}(t_2) \) respectively. The reader will now see why we have insisted on including the distinguished vertices in the modified block-cut tree. In particular, the amalgamated vertex \( v_{\text{out}}^{(2)} = v_{\text{in}}^{(1)} \in t_1t_2 \) is either a cut-vertex of \( t_1t_2 \) or once again a distinguished vertex \( v_{\text{in}} \) or \( v_{\text{out}} \). The path from \( v_{\text{in}} \) to \( v_{\text{out}} \) in \( \text{bcd}(t_1t_2) \) can then be written as

\[
P = (v_2^{(2)}, B_2^{(2)}, \ldots, v_{n_2-1}^{(2)}, B_{n_2-1}^{(2)}, v_{n_2}^{(2)}) = (v_1^{(1)}, B_1^{(1)}, \ldots, v_{n_1-1}^{(1)}, B_{n_1-1}^{(1)}, v_{n_1}^{(1)}),
\]

which gives rise to the factorization

\[
t_1t_2 = d_{n_1}^{(1)}m_{n_1-1}^{(1)}d_{n_1-1}^{(1)} \cdots m_1^{(1)}d_1^{(1)}d_{n_2}^{(2)}m_{n_2-1}^{(2)}d_{n_2-1}^{(2)} \cdots m_1^{(2)}d_1^{(2)}.
\]

We conclude that

\[
\mathcal{E}(t_1t_2) = d_{n_1}^{(1)}\nabla(m_{n_1-1}^{(1)})d_{n_1-1}^{(1)} \cdots \nabla(m_1^{(1)})d_1^{(1)}d_{n_2}^{(2)}\nabla(m_{n_2-1}^{(2)})d_{n_2-1}^{(2)} \cdots \nabla(m_1^{(2)})d_1^{(2)}
\]

\[
= (d_{n_1}^{(1)}\nabla(m_{n_1-1}^{(1)})d_{n_1-1}^{(1)} \cdots \nabla(m_1^{(1)})d_1^{(1)})d_{n_2}^{(2)}\nabla(m_{n_2-1}^{(2)})d_{n_2-1}^{(2)} \cdots \nabla(m_1^{(2)})d_1^{(2)}
\]

\[
= \mathcal{E}(t_1)\mathcal{E}(t_2).
\]

Finally, the equalities

\[
\mathcal{E}^{-1}(\mathcal{A}) = \mathcal{A}, \quad \mathcal{E}^{-1}(\mathcal{A}^\top) = \mathcal{A}^\top, \quad \text{and} \quad \mathcal{E}^{-1}(\Delta(\mathcal{B})) = \Theta(\mathcal{B})
\]

follow virtually by definition. \( \square \)

Remark 2.18. The construction of our conditional expectation \( \mathcal{E} \) relies on taking a particular (graphical) realization of a graph monomial \( t \in \mathcal{B} \). Of course, one should then verify that this construction is well-defined. We can restrict our attention to the monomials \( m_i \) coming from the blocks \( B_i \) since \( \mathcal{E} \) only acts on these factors. Moreover, since the action of \( \mathcal{E} \) is defined on each factor individually, we can further restrict to a single factor \( m_i \). Here, there are two cases to consider. First, suppose that a factor \( m_i = P(a_1, \ldots, a_k) \in \mathcal{A} \). Then

\[
m_i = \left. P(a_1, \ldots, a_k) \right|_{\text{in}} = P\left( \left. a_1 \right|_{\text{in}}, \ldots, \left. a_k \right|_{\text{in}} \right).
\]
Running through the algorithm for \( \mathcal{E} \) on \( m_i \), we have the equality

\[
\mathcal{E}\left( P\left( \cdot \overset{\text{out}}{a_1} \overset{\text{in}}{\cdot} \cdots \overset{\text{out}}{a_k} \overset{\text{in}}{\cdot} \right) \right) = P\left( \cdot \overset{\text{out}}{P(a_1, \ldots, a_k)} \overset{\text{in}}{\cdot} \right) = \mathcal{E}\left( \cdot \overset{\text{out}}{P(a_1, \ldots, a_k)} \overset{\text{in}}{\cdot} \right),
\]

and similarly for \( m_i = P(a_1, \ldots, a_k)^\top \).

Next, suppose that \( h \in \mathcal{B} \) is a graph monomial such that \( h = zd \in \Delta(\mathcal{B}) \) for some \( z \in \mathbb{C} \) and graph monomial \( d \in \Delta(\mathcal{B}) \). For example, it could be that \( z \in \mathbb{R}_+ \) and

\[
h = \cdot \overset{\text{out}}{\sqrt{z}} \overset{\text{in}}{\sqrt{z}} = z\left( \cdot \overset{\text{in/out}}{\cdot} \right).
\]

A factor \( m_i \) could then take the form

\[
m_i = \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ h} = z\left( \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ d} \right),
\]

where \( g \) stands in for an arbitrary graph monomial. Again, running through the algorithm for \( \mathcal{E} \) on \( m_i \),

\[
\mathcal{E}\left( \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ h} \right) = \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ d} = z\left( \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ d} \right) = \mathcal{E}\left( z\left( \cdot \overset{\text{out}}{ g} \overset{\text{in}}{ d} \right) \right).
\]

These are the only cases where the identifications defining \( \mathcal{B} = \mathcal{C}G^{(2)}(\mathcal{A})/\mathcal{I} \) can affect the path \( P \) in \( \text{bed}(t) \): the former by expanding the block \( b_i \) by introducing cut vertices in \( m_i \); the latter by compressing the block \( b_i \) by identifying the vertices \( v_i \neq v_{i+1} \in m_i \). In any case, we see that the action of \( \mathcal{E} \) is well-defined.

In general, a conditional expectation is only unique up to degeneracy. In particular, if \( \mathcal{F} : \mathcal{B} \to \mathcal{A} * \mathcal{A}^\top * \Delta(\mathcal{B}) \) is also a conditional expectation, then

\[
\mathcal{F}(t) \equiv \mathcal{E}(t) \pmod{\psi}, \quad \forall t \in \mathcal{B}.
\]

Indeed, even with the additional properties stated in Lemma 2.17, one can still find such maps \( \mathcal{F} \neq \mathcal{E} \). To see this, note that our algorithm for \( \mathcal{E} \) only operates on the cut-vertices of \( t \) along the path \( P \). The map \( \mathcal{E} \) satisfies the equivalence (15) precisely because it only identifies redundant vertices (i.e., vertices that would need to be identified anyway in order to contribute to the calculation of the injective traffic state). Yet, there can be many such redundant vertices, whereas \( \mathcal{E} \) only considers a “minimal” subset of them. One can modify the map \( \mathcal{E} \) while preserving all of the desired properties by specifying a more vigilant approach to dealing with such redundancies within each component \( C(v_i) \) and \( C(B_i) \) defined by the path \( P \). Doing so clearly defines other maps \( \mathcal{F} \neq \mathcal{E} \).

The last piece of Theorem 1.21 now follows almost immediately.

**Corollary 2.19.** The UE traffic space \( (\mathcal{B}, \psi) = (\mathcal{G}(\mathcal{A}), \varphi_{\tau_e}) \) admits the free product decomposition

\[
(\mathcal{B}, \psi) = (\mathcal{A}, \psi|_{\mathcal{A}}) * (\mathcal{A}^\top, \psi|_{\mathcal{A}^\top}) * (\Theta(\mathcal{B}), \psi|_{\Delta(\mathcal{B})}).
\]
Proof. Our modified block-cut tree algorithm already proves the algebraic free product decomposition $\mathcal{B} = \mathcal{A} \ast \mathcal{A}^\dagger \ast \Theta(\mathcal{B})$. We can further use our conditional expectation $\mathcal{E}$ to pull back the free independence of $\mathcal{A}$, $\mathcal{A}^\dagger$, and $\Delta(\mathcal{B})$ to $\mathcal{E}^{-1}(\mathcal{A}) = \mathcal{A}$, $\mathcal{E}^{-1}(\mathcal{A}^\dagger) = \mathcal{A}^\dagger$, and $\mathcal{E}^{-1}(\Delta(\mathcal{B})) = \Theta(\mathcal{B})$. \hfill \Box

To prove Proposition 1.22, it suffices to consider a pair of unital $*$-subalgebras $\mathcal{A}_1, \mathcal{A}_2 \subset \mathcal{A}$.

**Lemma 2.20.** Let $\mathcal{A}_1$ and $\mathcal{A}_2$ be freely independent unital $*$-subalgebras of a tracial $*$-ps $(\mathcal{A}, \varphi)$. Then the commutative subalgebras $\Delta(\mathcal{B}_1) = \Delta(\mathcal{G}(\mathcal{A}_1))$ and $\Delta(\mathcal{B}_2) = \Delta(\mathcal{G}(\mathcal{A}_2))$ are classically independent in $(\mathcal{B}, \psi)$.

**Proof.** Let $t_i \in \Delta(\mathcal{B}_i)$ be a graph monomial. Then

$$t_1 t_2 = \text{out} \bigcap_{t_2} t_1, \quad \bar{\Delta}(t_1 t_2) = \bigcap_{t_2} t_1,$$

and we can compute the trace as

$$\psi(t_1 t_2) = \tau_\varphi[\bar{\Delta}(t_1 t_2)] = \sum_{\pi \in \mathcal{P}(\mathcal{V})} \tau_\varphi^0[\bar{\Delta}(t_1 t_2)_{\pi}].$$

We think of the edges of $t_1$ (resp., $t_2$) as being colored black (resp., red) to indicate the edge labels in $\mathcal{A}_1$ (resp., $\mathcal{A}_2$). Since $\mathcal{A}_1$ and $\mathcal{A}_2$ are freely independent, $\tau_\varphi^0[\bar{\Delta}(t_1 t_2)_{\pi}] = 0$ unless $\bar{\Delta}(t_1 t_2)_{\pi}$ is an oriented cactus whose pads are each of a uniform color (a colored oriented cactus). But this implies that $\bar{\Delta}(t_1 t_2)_{\pi}$ is a subcactus of $\bar{\Delta}(t_1 t_2)_{\pi}$. Moreover, note that the sub-cacti $\bar{\Delta}(t_1)_{\pi \bar{\Delta}(t_1)}$ and $\bar{\Delta}(t_2)_{\pi \bar{\Delta}(t_2)}$ can only have one vertex in common as two such vertices would form a 4-connection, with two edge-disjoint paths coming from the black edges and two edge-disjoint paths coming from the red edges. Of course, this common vertex must be

$$\rho := \text{input}(t_1) = \text{output}(t_1) = \text{input}(t_2) = \text{output}(t_2) \in \bar{\Delta}(t_1 t_2),$$

in which case

$$\tau_\varphi^0[\bar{\Delta}(t_1 t_2)_{\pi}] = \tau_\varphi^0[\bar{\Delta}(t_1)_{\pi \bar{\Delta}(t_1)}] \tau_\varphi^0[\bar{\Delta}(t_2)_{\pi \bar{\Delta}(t_2)}].$$

In particular, if $\bar{\Delta}(t_1 t_2)_{\pi}$ is a colored oriented cactus with $v_i \in \bar{\Delta}(t_i)$ such that $v_1 \not\sim v_2$, then it is necessarily the case that $v_1 \not\sim \rho \not\sim v_2$. This allows us to factor the trace

$$\psi(t_1 t_2) = \sum_{\pi \in \mathcal{P}(\mathcal{V})} \tau_\varphi^0[\bar{\Delta}(t_1 t_2)_{\pi}] = \left( \sum_{\pi_1 \in \mathcal{P}(\mathcal{V}_1)} \tau_\varphi^0[\bar{\Delta}(t_1)_{\pi_1}] \right) \left( \sum_{\pi_2 \in \mathcal{P}(\mathcal{V}_2)} \tau_\varphi^0[\bar{\Delta}(t_2)_{\pi_2}] \right) = \tau_{\varphi}[\bar{\Delta}(t_1)] \tau_{\varphi}[\bar{\Delta}(t_2)] = \psi(t_1) \psi(t_2),$$

as was to be shown. \hfill \Box

The general case of Proposition 1.22 now follows from the associativity of free independence. Our proof relies on an explicit calculation made possible by the cactus structure of the injective traffic state $\tau_\varphi^0$. One can also prove this by appealing to the relationship between traffic independence and classical/free independence. More precisely, Proposition 4.8 in [CDM] states that the free independence of the $(\mathcal{A}_i)_{i \in I}$ in $(\mathcal{A}, \varphi)$ is equivalent to the traffic independence of the $(\mathcal{G}(\mathcal{A}_i))_{i \in I}$ in $(\mathcal{G}(\mathcal{A}), \tau_\varphi)$. We can specialize this to the traffic independence of the sub-traffic-spaces $(\Delta(\mathcal{G}(\mathcal{A}_i)))_{i \in I}$, where $\Delta(\mathcal{G}(\mathcal{A}_i)) \subset \mathcal{G}(\mathcal{A}_i)$. Theorem 5.5 of [Mal] proves that
traffic independence and classical independence are equivalent for diagonal traffic random variables \( \Delta(t) = t \), and so the result follows.

### 2.3. A cycle pruning algorithm.

We generalize the ideas of Section 2.1 and 2.2 to formulate a generic cycle pruning algorithm. This generality comes at a cost: in contrast to our earlier results, our equivalence now takes the form of a graph polynomial.

**Lemma 2.21.** Let \( t = \Delta(d_0a_{0}^{(0)} \cdots d_na_{n}^{(n)}) \) be a graph monomial in \( B \), where \( d_i \in \Delta(B) \) and \( a_i \in A \). For any subset \( A = \{i_1 < \cdots < i_{\#(A)}\} \subset [n] \), we define the \( A \)-segmented factors

\[
m_{A,k} = a_{i_k}^{(i_k)} d_{i_k + 1} \cdots a_{i_{k+1} - 2}^{(i_{k+1} - 2)} d_{i_{k+1} - 1} a_{i_{k+1} - 1}^{(i_{k+1} - 1)}
\]

for \( 0 \leq k \leq \#(A) \), where \( i_0 = 0 \) and \( i_{\#(A)+1} = n+1 \) (see Figure 13). In particular,

\[
d_0a_0^{(0)} \cdots d_na_n^{(n)} = d_0m_{A,0}d_{i_1}m_{A,1} \cdots d_{i_{\#(A)}}m_{A,\#(A)}.
\]

Then

\[
t \equiv \sum_{A \subset [n]} \left( \psi(m_A)(d_0 \prod_{i \in A} d_i) \right) \pmod{\psi},
\]

where

\[
m_A = \sum_{\substack{B \subset [n] \\
A \subset B}} \left( (-1)^{\#(B \setminus A)} \prod_{i \in B \setminus A} d_i \prod_{k=0}^{\#(B)} \Delta(m_{B,k}) \right).
\]

**Proof.** If \( n = 0 \), then \( t = \Delta(d_0a_0^{(0)}) = d_0\Delta(a_0^{(0)}) \) has a loop \( e \) with edge label \( \gamma(e) = a_0 \). Corollary 2.13 implies that

\[
t \equiv \psi(\Delta(a_0^{(0)}))d_0 \pmod{\psi},
\]
as was to be shown.

Now assume that \( n \geq 1 \). As before, we think of \( t = \Delta(d_0 a_1^{\tau(0)} \cdots d_n a_n^{\tau(n)}) \) as a flower; in this case, a cycle of length \( n + 1 \) with the petals \( d_i \) based at each vertex \( v_i \). For any subset \( A \subset [n] \), we define the graph monomial \( t_A \) by the identifying the vertices \( v_0 \sim v_i \) for \( i \in A \). In other words,

\[
t_A = d_0 \prod_{i \in A} d_i \prod_{k=0}^{\#(A)} \Delta(m_{A,k}).
\]

We use this to define the graph polynomials

\[
p_A(t) = \sum_{B \subset [n]} (-1)^{\#(B \setminus A)} t_B,
\]

which satisfy the identity

\[
\sum_{A \subset [n]} p_A(t) = \sum_{A \subset [n]} \sum_{B \subset [n]} (-1)^{\#(B \setminus A)} t_B
\]

\[
= \sum_{B \subset [n]} \left( \sum_{A \subset B} (-1)^{\#(B \setminus A)} \right) t_B = t_\emptyset = t.
\]

So, the result will follow if we can show that

\[
p_A(t) \equiv \psi(m_A)d_0 \prod_{i \in A} d_i \pmod{\psi},
\]

which follows trivially if \( A = [n] \). We assume hereafter that \( [n] \setminus A \neq \emptyset \).

Let \( t' \in B \) be a graph monomial. We will prove that

\[
\psi(p_A(t)t') = \psi(m_A)\psi((d_0 \prod_{i \in A} d_i)t').
\]

For starters, note that we can factor

\[
\Delta(t_Bt') = \left( d_0 \prod_{i \in A} d_i \Delta(t') \right) \left( \prod_{i \in B \setminus A} d_i \prod_{k=0}^{\#(B)} \Delta(m_{B,k}) \right) =: l_A(B)r_A(B)
\]

into a left side \( l_A = l_A(B) \) and a right side \( r_A(B) \) joined at the single vertex

\[
\rho := \text{input}(l_A) = \text{output}(l_A) = \text{input}(r_A(B)) = \text{output}(r_A(B)) \in \Delta(t_Bt').
\]

Similarly, we define the test graphs

\[
L_A = \Delta(l_A) = (V_{L_A}, E_{L_A}, \gamma_{L_A});
\]

\[
R_A(B) = \widetilde{\Delta}(r_A(B)) = (V_{R_A(B)}, E_{R_A(B)}, \gamma_{R_A(B)}),
\]

in which case

\[
\Delta(t_Bt') = L_A^*R_A(B) = (V_{L_A^*R_A(B)}, E_{L_A^*R_A(B)}, \gamma_{L_A^*R_A(B)}).
\]

Here, we use \( L_A^*R_A(B) \) to denote the test graph obtained from \( L_A \) and \( R_A(B) \) by identifying the vertices \( \text{input}(l_A) = \text{output}(l_A) \in L_A \) and \( \text{input}(r_A(B)) = \text{output}(r_A(B)) \in R_A(B) \). For convenience, we write \( r_A = r_A(A) \) and \( R_A = R_A(A) \).
For any pair of partitions $\pi$ and $\psi$,

$$\psi(t_B t') = \psi(l_A r_A(B)) = \tau_\varphi[L_A^\# R_A(B)]$$

$$= \sum_{\pi_B \in P(V_{LA^{\#}RA}(B))} \tau^0_\varphi((L_A^\# R_A(B))^{\pi_B}).$$

(17)

It will be convenient to reindex the sum in terms of partitions $\pi \in P(V_{LA^{\#}RA})$. For any pair of partitions $\pi_L \in P(V_{LA})$ and $\pi_R \in P(V_{RA})$, we define the class of partitions

$$P_\rho(\pi_L, \pi_R) = \{ \pi \in P(V_{LA^{\#}RA}) : \pi|_{V_{LA}} = \pi_L \text{ and } \pi|_{V_{RA}} = \pi_R \}.$$  

We recall the interpretation of $P_\rho(\pi_L, \pi_R)$ from Lemma 2.12: $P_\rho(\pi_L, \pi_R)$ consists of the partitions $\pi \in P(V_{LA^{\#}RA})$ obtained from $(\pi_L, \pi_R)$ by either keeping a block $V \in \pi_L \cup \pi_R$ (so $V \in \pi$) or merging it with at most a single block from $V'$ from the other side (so $V \cup V' \in \pi$). Of course, the block in $\pi_L$ containing input($l_A$) = output($l_A$) and the block in $\pi_R$ containing input($r_A$) = output($r_A$) are necessarily merged. As before, we write $\pi_\rho(\pi_L, \pi_R)$ for the minimal element in $P_\rho(\pi_L, \pi_R)$ for the reversed refinement order. By construction,

$$\bigcup_{(\pi_L, \pi_R) \in P(V_{LA}) \times P(V_{RA})} \prod_{\rho(\pi_L, \pi_R)} = P(V_{LA^{\#}RA}).$$

Moreover, for any partition $\pi_B \in P(V_{LA^{\#}RA}(B))$, there exists a unique partition $\pi \in P(V_{LA^{\#}RA})$ such that

$$(L_A^\# R_A(B))^{\pi_B} = (L_A^\# R_A)^{\pi}.$$  

Indeed, one can construct $\pi$ from $\pi_B$ by simply expanding the amalgamated vertex $v_i \sim v_j$ for $i, j \in B$ in $\pi_B$ into the vertices $v_i \sim v_j$ for $i, j \in A \cup B$ and $v_k$ for $k \in B \setminus A$. For a partition $\pi_R \in P(V_{RA})$, we then define

$$B_{\pi_R} = \{ i : v_i \sim v_0 \} \cup A \subset [n].$$

This allows us to rewrite (17) as

$$\psi(t_B t') = \sum_{\pi_B \in P(V_{LA^{\#}RA}(B))} \sum_{\pi_L \in P(V_{LA})} \sum_{\pi_R \in P(V_{RA})} \sum_{\pi \in P_\rho(\pi_L, \pi_R)} \tau^0_\varphi((L_A^\# R_A)^{\pi}),$$

in which case

$$\psi(p_A(t) t') = \sum_{B \subset [n]} (-1)^{#(B \setminus A)} \sum_{\pi_L \in P(V_{LA})} \sum_{\pi_R \in P(V_{RA})} \sum_{\pi \in P_\rho(\pi_L, \pi_R)} \sum_{B \subset C \subset B_{\pi_R}} \tau^0_\varphi((L_A^\# R_A)^{\pi})$$

$$= \sum_{\pi_L \in P(V_{LA})} \sum_{\pi_R \in P(V_{RA})} \sum_{\rho(\pi_L, \pi_R)} \sum_{B \subset C \subset B_{\pi_R}} (-1)^{#(B \setminus A)} \tau^0_\varphi((L_A^\# R_A)^{\pi})$$

$$= \sum_{\pi_L \in P(V_{LA})} \sum_{\pi_R \in P(V_{RA})} \sum_{\pi \in P_\rho(\pi_L, \pi_R)} \tau^0_\varphi((L_A^\# R_A)^{\pi}).$$

(18)
whereas

\[ \sum_{B \subseteq [n] \text{ s.t. } A \subseteq B} (-1)^{\#(B \setminus A)} = 0 \]

unless \( A = B_{\pi_R} \).

Continuing the calculation, suppose that \( \pi \neq \pi_{\rho}(\pi_L, \pi_R) \in \mathcal{P}_\rho(\pi_L, \pi_R) \) in (18). Then \((L_{A^*R})^\pi\) cannot possibly be a cactus. Indeed, since \( B_{\pi_R} = A \), the vertices \( v_i \neq \rho \) form a 2-connection in \((L_{A^*R})^\pi\) for \( i \in [n] \setminus A \) (which is non-empty by assumption) via the edges of

\[ \tilde{\Delta}(a^{(i_1)}_{A^*R} \cdots a^{(i_{k+1}-1)}_{A^*R}) \subseteq \tilde{\Delta}(m_{A,k}) \subseteq R_A, \]

where \( A = \{i_1 < \cdots < i_{\#(A)}\} \) and \( i_k < i_{k+1} \). Since \( \pi \neq \pi_{\rho}(\pi_L, \pi_R) \), it must be that \( \pi \) identifies a vertex \( \pi \) in

\[ \tilde{\Delta}(d_i) \subseteq \tilde{\Delta}(m_{A,k}) = \tilde{\Delta}(a^{(i_k)}_{A^*R} d_{i,k+1} \cdots a^{(i_{k+1}-2)}_{A^*R} d_{i,k+1-1} a^{(i_{k+1}-1)}_{A^*R}) \]

with a vertex \( w \neq \rho \) in \( L_A \subseteq L_{A^*R} \) for some \( i \in [n] \setminus A \). Of course, \( w \) is already connected to \( \rho \) in \( L_A \), so this identification creates a path from \( v_i \) to \( \rho \) using only the edges of \( L_A \) and \( \tilde{\Delta}(d_i) \), which implies that \( v_i \) and \( \rho \) form a 3-connection in \((L_{A^*R})^\pi\) (see Figure 14). The lone contribution in our sum over \( \mathcal{P}_\rho(\pi_L, \pi_R) \) then comes from the minimal element \( \pi_{\rho}(\pi_L, \pi_R) \):

\[
\begin{align*}
\sum_{\pi_L \in \mathcal{P}(V_{L_A})} & \sum_{\pi_R \in \mathcal{P}(V_{R_A})} \sum_{\pi \in \mathcal{P}(\pi_L, \pi_R)} \tau^0_\varphi[(L_{A^*R})^\pi] \\
\sum_{\pi_L \in \mathcal{P}(V_{L_A})} & \sum_{\pi_R \in \mathcal{P}(V_{R_A})} \tau^0_\varphi[(L_{A^*R})^\pi_{\rho}(\pi_L, \pi_R)] \\
\sum_{\pi_L \in \mathcal{P}(V_{L_A})} & \tau^0_\varphi[L_{A^*R}] \sum_{\pi_R \in \mathcal{P}(V_{R_A})} \tau^0_\varphi[R_{A^*R}].
\end{align*}
\]

By definition,

\[ \sum_{\pi_L \in \mathcal{P}(V_{L_A})} \tau^0_\varphi[L_{A^*R}] = \psi(l_A) = \psi((d_0 \prod_{i \in A} d_i) t'), \]

whereas

\[
\sum_{\pi_R \in \mathcal{P}(V_{R_A})} \tau^0_\varphi[R_{A^*R}] = \sum_{B \subseteq [n] \text{ s.t. } A \subseteq B} (-1)^{\#(B \setminus A)} \sum_{\pi_R \in \mathcal{P}(V_{R_A})} \tau^0_\varphi[R_{A^*R}] = \sum_{B \subseteq [n] \text{ s.t. } A \subseteq B} (-1)^{\#(B \setminus A)} \psi(r_A(B)) \\
= \sum_{B \subseteq [n] \text{ s.t. } A \subseteq B} (-1)^{\#(B \setminus A)} \psi \left( \prod_{i \in B \setminus A} d_i \prod_{k=0}^{\#(B \setminus A)} \Delta(m_{B,k}) \right) = \psi(m_A).
\]

We conclude that

\[ \psi(p_A(t) t') = \psi(m_A) \psi((d_0 \prod_{i \in A} d_i) t'), \]

as was to be shown. □
Informally, Lemma 2.21 says that the flower \( t = \Delta(d_0 a_0^{\tau(0)} \cdots d_n a_n^{\tau(n)}) \) is equivalent mod \( \psi \) to a polynomial in the petals \( d_i \). In fact, the result still holds even if input\( (t) = \) output\( (t) \) is not located in the cycle \( \Delta(d_0^{\tau(0)} \cdots a_n^{\tau(n)}) \subset t \). Indeed, suppose that \( t \in \Delta(B) \) has a simple cycle \( C \subset t \). Without loss of generality, we may assume that \( t \) is a quasi-cactus (Corollary 2.9). For any vertex \( v \in C \), we define \( t_v \) to be the graph monomial obtained from \( t \) by changing both the input and the output to \( v \). Since \( t \) is a quasi-cactus, we can write \( t_v = \Delta(d_0 a_0^{\tau(0)} \cdots d_n a_n^{\tau(n)}) \) as a flower. Moreover, by construction, 
\[
\tilde{\Delta}(t) \equiv \tilde{\Delta}(t_v) \in T(A), \quad \forall v \in C.
\]

More specifically, we choose the unique vertex \( v \in C \) such that the petal \( d_0 \subset t_v \) rooted at \( v \) contains the original input/output of \( t \). In the notation of Lemma 2.21, the vertex \( v \) now becomes \( v_0 \). We can then apply our cycle pruning algorithm to obtain a graph polynomial 
\[
p(t_v) := \sum_{A \subset [n]} \left( \psi(m_A)(d_0 \prod_{i \in A} d_i) \right) \equiv t_v \pmod{\psi}.
\]

To translate this back to our original graph monomial \( t \), let \( \hat{d}_A \) be the unique graph monomial such that 
\[
\tilde{\Delta}(\hat{d}_A) = \tilde{\Delta}\left(d_0 \prod_{i \in A} d_i\right)
\]
with input($\hat{d}_A$) = output($\hat{d}_A$) = input(t) = output(t) $\in d_0$. We claim that
\begin{equation}
(19) \quad p(t) := \sum_{A \in [n]} (\psi(m_A) d_A) \equiv t \pmod{\psi}.
\end{equation}

To see this, let $t' \in B$ be a graph monomial. Note that the construction of the polynomial $p(t_v)$ leaves the initial petal $d_0$ intact throughout. In particular, any modification to this petal does not affect the coefficients $\psi(m_A)$, and so we only need to account for the change in the terms $d_0 \prod_{i \in A} d_i$. This implies that
\[
\psi(t') = \tau_\varphi[\hat{\Delta}(tt')] = \tau_\varphi[\hat{\Delta}(t_v) \hat{\Delta}(t')] = \psi(t_v \hat{\Delta}(t')) = \psi(m_A \psi(t_v (d_0 \prod_{i \in A} d_i)) \prod_{i \in A} d_i) = \sum_{A \in [n]} \psi(m_A) \psi(\tau_\varphi[\hat{\Delta}(d_0 \prod_{i \in A} d_i) \hat{\Delta}(t')]) = \sum_{A \in [n]} \psi(m_A) \psi(\Delta(d_0 \prod_{i \in A} d_i) \hat{\Delta}(t')) = \sum_{A \in [n]} \psi(m_A) \psi(\hat{\Delta}(d_A) \hat{\Delta}(t')) = \sum_{A \in [n]} \psi(m_A) \psi(\hat{d}_At') = \psi(p(t)t'),
\]
where, in every case, $\hat{\Delta}$ denotes the appropriate object (test graph or graph monomial) obtained by identifying the vertices input(t) = output(t) (seen as vertices of $t_v$, $d_0$, or $\hat{d}_A$) and input($t'$) = output($t'$) $\in \hat{\Delta}(t')$. The equivalence (19) now follows.

While the formal details of the proof are quite involved, the result has a simple interpretation. Originally, we thought of every diagonal element $d_i$ as a petal of the flower $\Delta(d_0a_{(0)} \cdots d_na_{(n)}); \psi$; however, this neglects the fact that $d_0$ plays a special role in the construction. Instead, we should think of $d_0$ as the stem of the flower. Lemma 2.21 tells us how to prune the flower before reattaching it to the stem. If input(t) = output(t) is not located in the cycle, then we simply need to orient ourselves properly to apply the algorithm. So, we designate the stem according to the location of the distinguished vertex, in which case everything goes through as before. Iterating the algorithm, we can gradually remove every cycle of $t \in \Delta(B)$. Of course, the diagonality assumption greatly simplifies the analysis, but we can always reduce to this case. Indeed, recall that $B = A \ast A^T \ast \Delta(B) \pmod{\psi}$ via the conditional expectation $\varphi$. In the notation of Lemma 2.17, if $t$ is a graph monomial with block-cut tree factorization $t = d_n m_{n-1} d_{n-1} \cdots m_1 d_1$, then
\[
\varphi(t) = d_n \nabla(m_{n-1}) d_{n-1} \cdots \nabla(m_1) d_1;
\]
however, note that if $\nabla(m_i) \in A \cup A^T$, then $\nabla(m_i)$ is a cut-edge. So, it must be that every cycle in $\varphi(t)$ belongs to a factor $\nabla(m_i) \in \Delta(B)$ or $d_i \in \Delta(B)$. Passing to a quasi-cactus equivalent, we can then apply our cycle pruning algorithm to each such factor. Moreover, the quasi-cactus property is preserved by our algorithm (remove the flower, attach petals); so, even though passing to a quasi-cactus equivalent may create more cycles, this is a one-time cost that then allows us to iterate our algorithm to eventually prune every cycle (recall that Corollary 2.13 already takes care of loops). Theorem 1.23 now follows, and so too does its extension to $B$. 

Theorem 2.22. For any \( t \in B \), there exists a graph polynomial \( T(t) \) of trees such that
\[
T(t) \equiv t \pmod{\psi}.
\]

2.4. Gaussianity of the diagonal algebra. It remains to characterize the distribution of \( \Delta_{\text{tree}}(B) \). For concreteness, we choose a special class of representatives for our graph monomials. In particular, we consider the subset \( D \) of diagonal graph monomials \( t = (G, v_{\text{in}}, v_{\text{out}}, \gamma) \in \mathcal{G}(A) \) such that

(A1) \( G \) is a tree;

(A2) \( \deg(v_{\text{in}}) = 1 \);

(A3) No edge is labeled by a constant;

(A4) No vertex \( v \) has both indegree \( \deg^+(v) = \#(e \in E : \text{tar}(e) = v) \) and outdegree \( \deg^-(v) = \#(e \in E : \text{src}(e) = v) \) equal to one.

Let \( [D] \) denote the image of \( D \) in \( \mathcal{G}(A) = \mathcal{G}(A)/I \). The unital algebra generated by \( [D] \) is clearly equal to \( \Delta_{\text{tree}}(B) \). The well-definedness of the trace then allows us to restrict our attention to the distribution of \( D \).

For a graph monomial \( t \in D \), we define
\[
Q(t) = \sum_{\pi \in P(V)} \mu(0_V, \pi)t^\pi.
\]

The operator \( Q \) captures the notion of a graph with no self-identifications by employing the inclusion-exclusion principle in the context of graph operations. Indeed,
\[
\psi(Q(t)) = \sum_{\pi \in P(V)} \mu(0_V, \pi)\psi(t^\pi)
= \sum_{\pi \in P(V)} \mu(0_V, \pi)\tau_\varphi[\tilde{\Delta}(t^\pi)]
= \sum_{\pi \in P(V)} \mu(0_V, \pi)\tau_\varphi[\tilde{\Delta}(t)] = \tau_\varphi[\tilde{\Delta}(t)],
\]
where the last equality follows from the definition of the injective traffic state \((8)\). Moreover, since \( t \neq \cdot \cdot \cdot \) is a non-trivial tree, \( Q(t) \) is centered:
\[
\psi(Q(t)) = \tau_\varphi[\tilde{\Delta}(t)] = 0.
\]

The operator \( Q \) further satisfies an abstract Wick-type formula.

Lemma 2.23. Let \( t_1, \ldots, t_n \in D \). Then
\[
\psi(Q(t_1) \cdots Q(t_n)) = \sum_{P \in \mathcal{P}_2(n)} \prod_{(i,j) \in P} \psi(Q(t_i)Q(t_j)),
\]
where \( \mathcal{P}_2(n) \) denotes the set of pair partitions of \([n]\). In particular, if \( n \) is odd, then \( \mathcal{P}_2(n) = \emptyset \) and
\[
\psi(Q(t_1) \cdots Q(t_n)) = 0.
\]

Proof. We specify the graph monomials \( t_i = (V_i, E_i, v^{(i)}_{\text{in}}, v^{(i)}_{\text{out}}, \gamma_i) \). For notational convenience, we define \( \rho_i = v^{(i)}_{\text{in}} = v^{(i)}_{\text{out}} \). We can then write the trace of our \( Q \)-product as
\[
\psi(Q(t_1) \cdots Q(t_n)) = \sum_{(\pi_1, \ldots, \pi_n) \in \mathcal{X}_{\rho_n}[n]} \left( \prod_{i \in [n]} \mu_{V_i}(0_{V_i}, \pi_i) \right) \psi(t_1^\pi_1 \cdots t_n^\pi_n)
\]
\[
= \sum_{(\pi_1, \ldots, \pi_n) \in \times_{i \in [n]} \mathcal{P}(V_i)} \left( \prod_{i \in [n]} \mu_{V_i}(0_{V_i}, \pi_i) \right) \tau_\varphi[\Delta(t_1^{\pi_1} \cdots t_n^{\pi_n})].
\]

We define
\[
T = \Delta(t_1 \cdots t_n) = (V, E);
\]
\[
T_{(\pi_1, \ldots, \pi_n)} = \Delta(t_1^{\pi_1} \cdots t_n^{\pi_n}) = (V_{(\pi_1, \ldots, \pi_n)}, E_{(\pi_1, \ldots, \pi_n)}),
\]
which allows us to write
\[
\tau_\varphi[\Delta(t_1^{\pi_1} \cdots t_n^{\pi_n})] = \sum_{\sigma \in \mathcal{P}(V_{(\pi_1, \ldots, \pi_n)})} \tau_\varphi^0[T_{\sigma}^{\pi_1} \cdots t_n^{\pi_n}].
\]

For any \(n\)-tuple of partitions \((\pi_1, \ldots, \pi_n) \in \times_{i \in [n]} \mathcal{P}(V_i)\), we define the class of partitions
\[
\mathcal{P}_{\rho}(\pi_1, \ldots, \pi_n) = \{ \pi \in \mathcal{P}(V) : \pi|_{V_i} = \pi_i \text{ for each } i \in [n] \}.
\]

This construction generalizes our earlier work with 2-tuples: here, \(\mathcal{P}_{\rho}(\pi_1, \ldots, \pi_n)\) consists of the partitions \(\pi \in \mathcal{P}(V)\) obtained from \((\pi_1, \ldots, \pi_n)\) by either keeping a block \(B_{i(1)} \in \pi_{i(1)}\) (so \(B_{i(1)} \in \pi\)) or merging it with at most a single block \(B_{i(j)}\) from each of the other partitions \(\pi_{i(j)}\) (so \(\bigcup_{j=1}^{k} B_{i(j)} \in \pi\) for some \(k \leq n\)). As before, the blocks \(B_{\rho_i} \in \pi_i\) containing the roots \(\rho_i\) are necessarily merged. We also have the equality
\[
\bigcup_{(\pi_1, \ldots, \pi_n) \in \times_{i \in [n]} \mathcal{P}(V_i)} \mathcal{P}_{\rho}(\pi_1, \ldots, \pi_n) = \mathcal{P}(V).
\]

Moreover, for every partition \(\sigma \in \mathcal{P}(V_{(\pi_1, \ldots, \pi_n)})\), there exist a unique partition \(\pi_\sigma \in \mathcal{P}(V)\) such that
\[
T_{(\pi_1, \ldots, \pi_n)} = T_{\pi_\sigma}.
\]

Indeed, one can construct \(\pi_\sigma\) from \(\sigma\) by simply expanding the amalgamated vertices \(v_i \tilde{\sim} w_i\) in \(\sigma\) into the vertices \(v_i\) and \(w_i\) in \(\pi_\sigma\) for each \(i \in [n]\). This observation allows us to rewrite the trace of our \(Q\)-product as
\[
\sum_{(\pi_1, \ldots, \pi_n) \in \times_{i \in [n]} \mathcal{P}(V_i)} \left( \prod_{i \in [n]} \mu_{V_i}(0_{V_i}, \pi_i) \sum_{\sigma \in \mathcal{P}(V_{(\pi_1, \ldots, \pi_n)})} \tau_\varphi^0[T_{\pi_\sigma}^{\pi_1} \cdots t_n^{\pi_n}] \right)
\]

\[
= \sum_{(\pi_1, \ldots, \pi_n) \in \times_{i \in [n]} \mathcal{P}(V_i)} \left( \prod_{i \in [n]} \mu_{V_i}(0_{V_i}, \pi_i) \sum_{\pi_\sigma \in \mathcal{P}(V) \text{ s.t. } \pi_\sigma \leq \pi|_{V_i} \text{ for each } i \in [n]} \tau_\varphi^0[T_{\pi_\sigma}^{\pi_1} \cdots t_n^{\pi_n}] \right)
\]

\[
= \sum_{\pi \in \mathcal{P}(V) \text{ s.t. } \pi|_{V_i} = 0_{V_i} \text{ for each } i \in [n]} \tau_\varphi^0[T_{\pi}^{\pi_1} \cdots t_n^{\pi_n}]
\]

(20)

\[
= \sum_{\pi \in \mathcal{P}_0(0_{V_1} \cdots 0_{V_n})} \tau_\varphi^0[T_{\pi}^{\pi_1} \cdots t_n^{\pi_n}]
\]

since
\[
\sum_{\pi \in \mathcal{P}(V_i) \text{ s.t. } \pi_i \leq \pi|_{V_i}} \mu_{V_i}(0_{V_i}, \pi_i) = 0
\]
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Figure 15. An example of a partition $\pi$ that associates $t_i$ to two different trees $t_j$ and $t_k$ and the corresponding closest ancestor $v = v_i \wedge w_i$. As before, the vertices connected by black dotted lines are all equal to $\rho$.

unless $\pi|_{V_i} = 0_{V_i}$.

We say that $\pi \in \mathcal{P}_\rho(0_{V_1}, \ldots, 0_{V_n})$ associates the trees $t_i$ and $t_j$ if there exist vertices $v_i \neq \rho_i \in t_i$ and $v_j \neq \rho_j \in t_j$ such that $v_i \not\sim v_j$. We will show that a contributing partition only has pair associations. First, suppose that a tree $t_i$ is not $\pi$-associated to any other tree $t_j$. If we write $T_i = \tilde{\Delta}(\prod_{j \neq i} t_j)$, then

$$\tau^0_{\rho}[T^\pi] = \tau^0_{\rho}[\tilde{\Delta}(t_i)]\tau^0_{\rho}[T^\pi|_{\rho_i}] = 0$$

since $\pi|_{V_i} = 0_{V_i}$ and $\tilde{\Delta}(t_i)$ is only attached to $T = T_i \tilde{\Delta}(t_j)$ at the root $\rho = \rho_i$.

Next, suppose that $t_i$ is associated to two different trees $t_j$ and $t_k$. Let $v_i, w_i \in t_i$, $v_j \in t_j$, and $w_k \in t_k$ be vertices that witness this association:

$$v_i \not\sim v_j \quad \text{and} \quad w_i \not\sim w_k.$$ 

Since $\text{input}(t_i) = \text{output}(t_i) = \rho_i$, we can think of $t_i$ as a rooted tree. Accordingly, let $v = v_i \wedge w_i$ be the closest ancestor of $v_i$ and $w_i$. Note that $v \neq \rho_i$ since $\deg(\rho_i) = 1$. Moreover, $v \not\sim \rho \in T$ since $\pi|_{V_i} = 0_{V_i}$. But then $v \neq \rho \in T^\pi$ form a 3-connection in $T^\pi$: one path comes from going down the edges from $v$ to $\rho_i$ in $t_i$; a second path comes from going up the edges from $v$ to $v_i$ in $t_i$ and then down the edges from $v_j$ to $\rho_j$ in $t_j$; and a third path comes from going up the edges from $v$ to $w_i$ in $t_i$ and then down the edges from $w_k$ to $\rho_k$ in $t_k$. See Figure 15 for an illustration. Once again, this implies that

$$\tau^0_{\rho}[T^\pi] = 0.$$ 

We can then restrict the sum in (20) to partitions $\mathcal{P}_\rho^{(2)}(0_{V_1}, \ldots, 0_{V_n})$ that only make pair associations between the trees $(t_i)_{i=1}^n$. For such a partition $\pi$, we write $P_\pi \in \mathcal{P}_2(n)$ for the pair partition of $[n]$ induced by the pair associations of $\pi$: if $t_i$ and $t_j$ are $\pi$-associated, then $(i, j) \in P_\pi$. Moreover, note that each pair of $\pi$-associated trees is only attached to another pair of $\pi$-associated trees at the vertex
\[ \psi(Q(t_1) \cdots Q(t_n)) = \sum_{\pi \in \mathcal{P}_2^n(0_{\nu_1}, \ldots, 0_{\nu_n})} \tau^0_\pi [T^\pi] \]

\[ = \sum_{\pi \in \mathcal{P}_2^n(0_{\nu_1}, \ldots, 0_{\nu_n})} \prod_{(i, j) \in \mathcal{P}_2^n} \tau^0_\pi [\Delta(t_i t_j)^{\pi(i, j)}] \]

\[ = \sum_{P \in \mathcal{P}_2(n)} \prod_{(i, j) \in P} \left( \sum_{\pi(i, j) \in \mathcal{P}_2^n(0_{\nu_1}, 0_{\nu_2})} \tau^0_\pi [\Delta(t_i t_j)^{\pi(i, j)}] \right) \]

\[ = \sum_{P \in \mathcal{P}_2(n)} \prod_{(i, j) \in P} \psi(Q(t_i) Q(t_j)), \]

where the last equality follows from our formula (20) for the trace of a \(Q\)-product in the case of \(n = 2\). \(\square\)

If \(\psi\) is positive, Theorem 2.23 proves that \((Q(t_i))^n_{i=1}\) is jointly complex Gaussian. Indeed, to determine the parameters, we define the real and imaginary parts of our \(Q\)-variables

\[ X_i = \text{Re}(Q(t_i)) = \frac{Q(t_i) + Q(t_i)^*}{2}; \]

\[ Y_i = \text{Im}(Q(t_i)) = \frac{Q(t_i) - Q(t_i)^*}{2i}. \]

Let

\[ r_i = \psi(Q(t_i)^* Q(t_i)) \geq 0; \]

\[ a_i + b_i \sqrt{-1} = \psi(Q(t_i) Q(t_i)) \in \mathbb{C}, \]

where \(a_i, b_i \in \mathbb{R}\) and \(a_i^2 + b_i^2 \leq r_i^2\) by the Cauchy-Schwarz inequality. Since \((Q(t_i))^* = Q(t_i^*)\), our Wick formula implies that \((X_i, Y_i)_{i \in [n]}\) is jointly real Gaussian with

\[ X_i \overset{d}{=} \mathcal{N}_\mathbb{R}\left(0, \frac{r_i + a_i}{2}\right); \]

\[ Y_i \overset{d}{=} \mathcal{N}_\mathbb{R}\left(0, \frac{r_i - a_i}{2}\right); \]

\[ \mathbb{E}[X_i Y_i] = \frac{b_i}{2}; \]

\[ \mathbb{E}[X_i X_j] = \psi(\text{Re}(Q(t_i)) \text{Re}(Q(t_j))); \]

\[ \mathbb{E}[X_i Y_j] = \psi(\text{Re}(Q(t_i)) \text{Im}(Q(t_j))); \]

\[ \mathbb{E}[Y_i Y_j] = \psi(\text{Im}(Q(t_i)) \text{Im}(Q(t_j))). \]

For notational convenience, let \(X_{n+i} = Y_i\) for \(i \in [n]\). The non-negativity of the covariance matrix

\[ (\Gamma(i, j))_{i, j \in [2n]} = (\mathbb{E}[X_i X_j])_{i, j \in [2n]} \]

follows from the positivity of the trace \(\psi\). Indeed, if \(\mathbf{x} = (x_1, \ldots, x_{2n}) \in \mathbb{R}^{2n}\), then

\[ (\Gamma \mathbf{x}, \mathbf{x}) = \sum_{i, j \in [2n]} x_i x_j \mathbb{E}[X_i X_j] = \psi\left( \left( \sum_{i \in [n]} x_i \text{Re}(Q(t_i)) + \sum_{i \in [n]} x_{n+i} \text{Im}(Q(t_i)) \right)^2 \right) \geq 0 \]
since
\[
\left(\sum_{i\in[n]} x_i \Re(Q(t_i)) + \sum_{i\in[n]} x_{n+i} \Im(Q(t_i))\right)^* = \sum_{i\in[n]} x_i \Re(Q(t_i)) + \sum_{i\in[n]} x_{n+i} \Im(Q(t_i))
\]
is self-adjoint. It follows that \((Q(t_i))_{i=1}^n = (\Re(Q(t_i)) + \sqrt{-1} \Im(Q(t_i)))_{i=1}^n\) is jointly complex Gaussian.

Rearranging our formula for the \(Q\)-variable, we have the identity
\[
(21) \quad t = Q(t) - \sum_{\pi\in\mathcal{P}(V) \text{ s.t. } \pi \neq 0_V} \mu(0_V, \pi)t^\pi.
\]
Note that if \(\pi \neq 0_V\), then \(t^\pi \notin \mathcal{D}\) since the underlying graph will no longer be a tree (\(t^\pi\) has the same number of edges as \(t\) but strictly fewer vertices) and the root might no longer be a leaf. However, using our cycle pruning algorithm, \(t^\pi\) is equivalent to a polynomial in graph monomials in \(\mathcal{D}\), each of which has strictly fewer vertices than \(t^\pi\). We can then iterate the identity (21) on each of these graph monomials. Note that the procedure will eventually stop since the number of vertices is strictly decreasing and \(Q\left(\begin{array}{c} \cdot \\ \text{in}/\text{out} \end{array}\right) = \begin{array}{c} \cdot \\ \text{in}/\text{out} \end{array}\). This shows that every graph monomial in \(\mathcal{D}\) is equivalent to a polynomial in \(Q\)-variables from \(\mathcal{D}\), and so we think of the diagonal algebra \(\Delta(\mathcal{B})\) as being generated by Gaussian random variables.

**Theorem 2.24.** Let \([Q(\mathcal{D})]\) denote the image of \(Q(\mathcal{D})\) in \(\mathcal{G}(\mathcal{A}) = \mathbb{C}\mathcal{G}(\mathcal{A})/\mathcal{I}\). The unital algebra generated by \([Q(\mathcal{D})]\) is equal to \(\Delta(\mathcal{B})\) up to degeneracy. In other words, if \(\Delta_Q(\mathcal{B})\) is the unital algebra generated by \([Q(\mathcal{D})]\), then
\[\Delta_Q(\mathcal{B}) \equiv \Delta(\mathcal{B}) \pmod{\psi}\).

**Proof.** Let \(t \in \mathcal{D}\). Iterating the \(Q\)-identity (21) as described in the paragraph above shows that there exists a \(p \in \Delta_Q(\mathcal{B})\) such that \(p \equiv t \pmod{\psi}\). Since \(\mathcal{D}\) generates \(\Delta_{\text{tree}}(\mathcal{B})\) as an algebra, the result then follows from our earlier result \(\Delta_{\text{tree}}(\mathcal{B}) \equiv \Delta(\mathcal{B}) \pmod{\psi}\).

In general, the covariance of two \(Q\)-variables \(Q(t)\) and \(Q(t')\) must be explicitly computed to determine the dependence structure, which can quite laborious. Fortunately, our \(Q\) operator “diagonalizes” the resulting Gaussian process in the sense that \(\psi(Q(t)Q(t')) = 0\) unless \(t, t' \in \mathcal{D}\) are anti-isomorphic as rooted digraphs. We will prove this result through a short sequence of intermediate steps.

To begin, let \(T = \overline{\Delta(tt')}\). Recall that
\[
\psi(Q(t)Q(t')) = \sum_{\pi \in \mathcal{P}_\rho(0_V, 0_{V'})} \tau^0_\rho[T^\pi].
\]
Indeed, by construction, the operator \(Q\) prevents self-identifications within each tree. To emphasize this point, we say that a partition \(\pi \in \mathcal{P}_\rho(0_V, 0_{V'})\) keeps each side solid (for convenience, we also call such a partition solid). Note that the solidity of \(\pi\) implies that each vertex \(v \in V\) is either left untouched or identified with a single vertex \(v' \in V'\).

Now, suppose that there exists a partition \(\pi \in \mathcal{P}_\rho(0_V, 0_{V'})\) such that \(T^\pi\) is an oriented cactus. If \(\psi(Q(t)Q(t')) \neq 0\), then such a partition must exist. We claim that \(\pi\) induces a pair partition of the vertices \(V \sqcup V'\) that defines an anti-isomorphism between \(t\) and \(t'\). We start at the level of leaves.
**Lemma 2.25.** Let $\pi \in \mathcal{P}_\rho(0_V,0_{V'})$ be such that $T^\pi$ is a cactus. Then each leaf $v$ of $t$ is identified with leaf $v'$ of $t'$. In particular, the leaves of $t$ and the leaves of $t'$ are in a $\pi$-dependent bijection.

**Proof.** Let $v \neq \rho$ be a non-root leaf of $t$. Since a cactus has no leaves, we know that $\pi$ necessarily identifies $v$ with a vertex $v' \in V' \setminus \{\rho'\}$. Indeed, $\rho = \rho' \in T$, so the solidity of $\pi$ ensures that $v' \in V' \setminus \{\rho'\}$. Suppose, for a contradiction, that $v'$ is not a leaf of $t'$. In that case, there exists a descendant leaf $w'$ of $v'$ in $t'$. The same reasoning implies that $\pi$ identifies $w'$ with a vertex $w \in V \setminus \{\rho,v\}$. The closest ancestors $v \wedge w$ and $v' \wedge w' = v'$ then form a 3-connection in $T^\pi$: one path comes from going down the edges from $v \wedge w$ to the root $\rho$ and then up the edges from the root $\rho'$ to $v'$; a second path comes going up the edges from $v \wedge w$ to $v \sim v'$; and a third path comes from going up the edges from $v \wedge w$ to $w$ and then down the edges from $w'$ to $v'$. See Figure 16 for an illustration. Since a cactus has no 3-connections, it must be that $v \wedge w \sim v'$. Moreover, we know that $v \neq v \wedge w$ since $v \neq w$ and $v$ is a leaf. By assumption, we already have the identification $v \sim v'$, which then implies $v \sim v \wedge w$, contradicting the solidity of $\pi$.

In the case of the roots, $\rho$ and $\rho'$ are identified as part of the multiplication $t \rho'$. So, we can think of each leaf $v$ of $t$ as being identified with a leaf $v'$ of $t'$ via $\pi$ with the convention that $\rho \sim \rho'$. The partition $\pi$ then induces a bijection $f_\pi : V_{\text{leaf}} \rightarrow V'_{\text{leaf}}$. \hfill \Box

Next, we extend this bijection to the entire set of vertices.

**Lemma 2.26.** Let $\pi \in \mathcal{P}_\rho(0_V,0_{V'})$ be such that $T^\pi$ is an oriented cactus. Then $\pi$ induces a pair partition of $V \sqcup V'$. In particular, the vertices of $t$ and the vertices of $t'$ are in a $\pi$-dependent bijection.

**Proof.** We already know that $\pi$ pairs the leaves of $t$ with the leaves of $t'$. Suppose that $v \sim v'$ and $w \sim w'$ are two such non-root pairings. Since $\deg(\rho) = \deg(\rho') = 1$, this implies that $v \wedge w \neq \rho$ and $v' \wedge w' \neq \rho'$ form a 3-connection: one path comes from going down the edges from $v \wedge w$ to $\rho$ and then up the edges from $\rho'$ to $v' \wedge w'$; a second path comes from going up the edges from $v \wedge w$ to $\rho$ and then down the edges from $w'$ to $v' \wedge w'$; and a third path comes from going up the edges from $v \wedge w$ to $w$ and then down the edges from $w'$ to $v' \wedge w'$. Since $T^\pi$ is a cactus, it must be that $v \wedge w \sim v' \wedge w'$. Note that every vertex $x \in V$ with $\deg(x) \geq 3$ can be written
as the closest ancestor \( x = v \land w \) of two distinct leaves \( v \neq w \) in the rooted tree \( t \).

Such a vertex \( x \) must then be identified with the vertex \( x' = v' \land w' \in V' \).

It remains to consider the vertices \( x \in V \) of degree two. By assumption (A4), it must be that \( \deg^+(x) = 2 \) (and \( \deg^-(x) = 0 \)) or \( \deg^-(x) = 2 \) (and \( \deg^+(x) = 0 \)). Since every vertex in an oriented cactus has equal indegree and outdegree, it must be that \( x \) is identified with a vertex \( x' \in V' \). In fact, \( x' \) must also be a vertex of degree two with

\[
\deg^+(x) \deg^+(x') = \deg^-(x) \deg^-(x') = 0
\]

to balance the indegree and outdegree in \( T^\pi \). To see this, note that Lemma 2.25 already implies that \( x' \) cannot be a leaf. Moreover, our work above shows that if \( \deg(x') \geq 3 \), then \( x' = v' \land w' \) for a pair of leaves \( v' \neq w' \in V' \). In this case, \( x' \not\sim v \land w \) for a pair of leaves \( v \neq w \in V \). But then \( x \not\sim v \land w \), where \( x \neq v \land w \) since \( \deg(v \land w) \geq 3 \), contradicting the solidity of \( \pi \). \( \square \)

Finally, we show that this bijection reverses the direction of adjacency.

**Lemma 2.27.** Let \( \pi \in \mathcal{P}_n(0,v_0,0,v_1) \) be such that \( T^\pi \) is an oriented cactus. Then the bijection \( f_\pi : V \rightarrow V' \) induced by \( \pi \) reverses adjacency:

\[
v \rightarrow w \iff f_\pi(v) \leftarrow f_\pi(w).
\]

**Proof.** Let \( v \) be a leaf of depth \( n \). We think of \( t \) as a line from the root \( \rho \) to \( v \) with branches attached to the vertices along this path. To make this precise, we enumerate the vertices on this path \( v_0 = \rho, v_1, \ldots, v_n = v \). We also enumerate the sub-trees \( t_i \subset t \) attached to the vertices \( v_i \) along this path (the aforementioned branches). We think of the \( t_i \) as rooted trees with \( \text{root}(t_i) = v_i \). In particular, \( t_0 \) and \( t_n \) are the trivial tree consisting of a single vertex. By our earlier work, we know that \( \pi \) identifies \( v_n \) with a leaf \( v' \in t' \), say of depth \( m \). We write \( v'_0 = \rho', v'_1, \ldots, v'_m = v' \) and \( t'_1, \ldots, t'_m \) for the analogous decomposition in \( t' \).

Consider a vertex \( v_i \neq v_0, v_n \). We know that \( v_i \) is identified with a vertex \( x' \in V' \setminus \{ \rho', v'_m \} \), which implies that \( x' \in t'_j \) for some \( j \in [m-1] \). Suppose, for a contradiction, that \( x' \neq v'_j \). Then \( v_i \neq v'_j \) form a 3-connection in \( T_{v_i \sim x'} \): one path comes from going down the edges from \( v_i \) to \( \rho \) in \( t \) and then up the edges from \( \rho' \) to \( v'_j \) in \( t' \); a second path comes from going up the edges from \( v_i \) to \( v_n \) in \( t \) and then down the edges from \( v'_m \) to \( v'_j \) in \( t' \); and a third path comes from going down the edges from \( v_i \sim x' \) to \( v'_j \) in \( t'_j \subset t' \). Since \( T^\pi \) is an oriented cactus, it must be that \( v_i \sim v'_j \). By assumption, we already have the identification \( v_i \sim x' \). This implies that \( v'_j \sim x' \), contradicting the solidity of \( \pi \). We conclude that each vertex \( v_i \) along the path from \( v_0 \) to \( v_n \) in \( t \) is identified with a vertex \( v'_j \) along the path from \( v'_0 \) to \( v'_m \) in \( t' \).

By symmetry, it follows that \( m = n \). We claim that \( v_i \sim v'_i \) for each \( i = 0, \ldots, n \). Indeed, we already know this to be true for \( i = 0, n \). Suppose, for a contradiction, that \( i_1 := \min \{ i \in [n] : v_i \neq v'_i \} \geq 1 \). Then

\[
\forall_{v_{i_1}} \sim v'_j \quad \text{and} \quad \forall_{v_k} \sim v'_{i_1}
\]

for some \( j, k > i_1 \) and \( v_{i_1} \neq v'_{i_1} \in T^\pi \) form a 3-connection: one path comes from going down the edges from \( v_{i_1} \) to \( \rho \) in \( t \) and then up the edges from \( \rho' \) to \( v'_j \) in \( t' \); a second path comes from going down the edges from \( v_{i_1} \sim v'_j \) to \( v'_i \) in \( t' \); and a
third path comes from going up the edges from \( v_i \) to \( v_k \sim v_{i_1} \) in \( t \). But then \( T^\pi \)
cannot possibly be a cactus.

The fact that the induced bijection \( f_\pi : V \to V' \) preserves undirected adjacency now follows. Indeed, let \( v \) and \( w \) be adjacent vertices in \( V \). Without loss of
generality, we may assume that \( v \) is the ancestor of \( w \). Let \( l \) be any descendant leaf
of \( v \), say of depth \( n \). The unique path from the root \( \rho \) to \( l \) then passes through \( v \)
and \( w \). In the notation above, \( v_0 = \rho \), \( v_n = l \), and

\[
v_{i-1} = v \quad \text{and} \quad v_i = w
\]

for some \( i \in [n] \). Our work above then shows that \( f_\pi(v_i) = v_i' \) is adjacent to
\( f_\pi(v_{i+1}) = v_{i+1}' \) in \( t' \) for each \( i = 0, \ldots, n-1 \). To see that \( f_\pi \) reverses the direction
of adjacency, one simply needs to use the fact that every vertex in an oriented
cactus has equal indegree and outdegree and proceed inductively from the leaves.

\[\square\]

**Example 2.28.** Let \( \mathcal{A} \) be the unital \(*\)-algebra generated by a standard semicircular
random variable \( a \). Then

\[
\begin{align*}
\text{rDeg}(a) &= \frac{\downarrow a}{\text{in/out}} \equiv Q\left(\frac{\downarrow a}{\text{in/out}}\right) \pmod{\psi}, \\
\text{cDeg}(a) &= \frac{\uparrow a}{\text{in/out}} \equiv Q\left(\frac{\uparrow a}{\text{in/out}}\right) \pmod{\psi}
\end{align*}
\]

are jointly complex Gaussian with covariance matrix

\[
\Gamma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

and pseudo-covariance matrix

\[
C = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

In other words, \((\text{rDeg}(a), \text{cDeg}(a)) \overset{\text{d}}{=} (Z, \overline{Z})\) for \( Z \) standard complex normal. Indeed,
the self-adjointness \( a^* = a \) implies that \( \text{rDeg}(a)^* = \text{cDeg}(a) \).

### 3. Applications to random multi-matrix models

#### 3.1. The cactus-cumulant correspondence

We draw the reader’s attention to the similarities in the formulas relating the trace to the free cumulants (2)-(3) and
those relating the traffic state to the injective traffic state (8)-(9). Since the trace is
defined in terms of the traffic state (7), one might hope for a nice formula relating
the injective traffic state to the free cumulants. In the case of cactus-type traffics,
such a correspondence can be made explicit.

**Definition 3.1 (Cactus-type).** Let \( (\mathcal{A}, \tau) \) be an algebraic traffic space. A family
of traffics \( a = (a_i)_{i \in I} \) is said to be of \textit{cactus-type} if its injective traffic distribution
\( \tau^0_a : C\mathcal{T}(x) \to \mathbb{C}, \quad T \mapsto \tau^0[T(a)] \)
is supported on cactus graphs and multiplicative with respect to the pads:

\[
\tau^0_a[T] = \prod_{C \in \text{Pads}(T)} \tau^0_a[C].
\]
Example 3.2. Any family of random variables $(a_i)_{i \in I}$ in a tracial ncps $(A, \varphi)$ is of cactus-type in the UE traffic space $(\mathcal{G}(A), \tau_\varphi)$ by construction.

We recall a simple characterization of the free cumulants.

**Proposition 3.3 ([NS06, Remark 11.19]).** Let $(a_i)_{i \in I}$ be a family of random variables in a ncps $(A, \varphi)$. Suppose that a family of complex numbers

$$(\tilde{\kappa}_\pi[a_{i(1)}, \ldots, a_{i(n)}])_{n \in \mathbb{N}, \pi \in \mathcal{NC}(n), i \in \mathcal{F}([n], I)}$$

satisfies:

(i) (Multiplicativity)

$$\tilde{\kappa}_\pi[a_{i(1)}, \ldots, a_{i(n)}] = \prod_{B \in \pi} \tilde{\kappa}(B)[a_{i(1)}, \ldots, a_{i(n)}],$$

where $B = (j_1 < \cdots < j_m)$ is a block and

$$\tilde{\kappa}(B)[a_{i(1)}, \ldots, a_{i(n)}] := \tilde{\kappa}_{1_m}[a_{i(j_1)}, \ldots, a_{i(j_m)}];$$

(ii) (Möbius formula)

$$\varphi(a_{i(1)} \cdots a_{i(n)}) = \sum_{\pi \in \mathcal{NC}(n)} \tilde{\kappa}_\pi[a_{i(1)}, \ldots, a_{i(n)}]$$

for any $n \in \mathbb{N}$ and $i \in \mathcal{F}([n], I)$.

Then the $\tilde{\kappa}$ are the free cumulants of $(a_i)_{i \in I}$:

$$\kappa_\pi[a_{i(1)}, \ldots, a_{i(n)}] = \tilde{\kappa}_\pi[a_{i(1)}, \ldots, a_{i(n)}]$$

for any $n \in \mathbb{N}$, $\pi \in \mathcal{NC}(n)$, and $i \in \mathcal{F}([n], I)$.

The correspondence between non-crossing partitions and cactus quotients then allows us to translate between free cumulants and the injective traffic distribution.

**Lemma 3.4.** Let $(A, \tau)$ be an algebraic traffic space. If $(a_i)_{i \in I} \subset A$ is a family of cactus-type traffics, then

$$(22) \quad \kappa_\pi[a_{i(1)}^{\tau(1)}, \ldots, a_{i(n)}^{\tau(n)}] = \tau^0 \left[ \begin{array}{c} a_{i(1)}^{\tau(1)} \\ a_{i(1)}^{\tau(2)} \\ \vdots \\ a_{i(1)}^{\tau(n)} \\ a_{i(2)}^{\tau(1)} \\ a_{i(2)}^{\tau(2)} \\ \vdots \\ a_{i(2)}^{\tau(n)} \\ \vdots \\ a_{i(n)}^{\tau(1)} \\ a_{i(n)}^{\tau(2)} \\ \vdots \\ a_{i(n)}^{\tau(n)} \end{array} \right].$$

**Proof.** By definition,

$$\varphi_\tau(a_{i(1)}^{\tau(1)} \cdots a_{i(n)}^{\tau(n)}) = \tau \left[ \begin{array}{c} a_{i(1)}^{\tau(1)} \\ a_{i(1)}^{\tau(2)} \\ \vdots \\ a_{i(1)}^{\tau(n)} \\ a_{i(2)}^{\tau(1)} \\ a_{i(2)}^{\tau(2)} \\ \vdots \\ a_{i(2)}^{\tau(n)} \\ \vdots \\ a_{i(n)}^{\tau(1)} \\ a_{i(n)}^{\tau(2)} \\ \vdots \\ a_{i(n)}^{\tau(n)} \end{array} \right].$$

We define $C_\pi(a_{i(1)}^{\tau(1)}, \ldots, a_{i(n)}^{\tau(n)}) = (V, E, \text{src}, \text{tar}, \gamma)$ to be the test graph above, namely, $V = (v_k)_{k \in \mathbb{T}}$, $E = (e_k)_{k=1}^n$, $\gamma(e_k) = a_{i(k)}$, and

1. $\text{src}(e_k) = v_k^{\text{src}}$ and $\text{tar}(e_k) = v_k^{\text{tar}}$ if $\tilde{\tau}(k) = 1$;
2. $\text{src}(e_k) = v_k^{\text{src}}$ and $\text{tar}(e_k) = v_k^{\text{tar}}$ if $\tilde{\tau}(k) = \bar{1}$.


Our indexing of the vertices (resp., edges) allows us to think of $\mathcal{P}(V) \cong \mathcal{P}(\pi)$ (resp., $\mathcal{P}(E) \cong \mathcal{P}(n)$) as convenient. We can then use the interlacing
\[ \bar{1} < 1 < \cdots < \pi < n \]
to define the Kreweras complement of a partition $\pi \in \mathcal{NC}(V) \cup \mathcal{NC}(E)$.

If the $(a_i)_{i \in I}$ are of cactus-type, then Proposition 2.4 tells us that
\[
\tau[C_n(a_{\pi(1)}^{(1)}, \ldots, a_{\pi(n)}^{(n)})] = \sum_{\pi \in \mathcal{P}(V)} \tau^0[C_n(a_{\pi(1)}^{(1)}, \ldots, a_{\pi(n)}^{(n)})]
\]
\[ = \sum_{\pi \in \mathcal{NC}(V)} \tau^0[C_n(a_{\pi(1)}^{(1)}, \ldots, a_{\pi(n)}^{(n)})]
\]
\[ = \sum_{\pi \in \mathcal{NC}(V)} \prod_{B \in K(\pi)} \tau^0[C_{#(B)}(a_{\pi(1)}^{(1)}, \ldots, a_{\pi(#(B))}^{(#(B))})],
\]
where in the product we think of $(a_\pi)_{\pi} = 0$ and $(a_n)_{n} = 1$.

where in the product we think of $\sigma \in \mathcal{NC}(n)$ and on the right-hand side we think of $\sigma \in \mathcal{NC}(E)$ so that $K(\sigma) \in \mathcal{NC}(V)$. In particular, if $\sigma = 1_n$, then $K(\sigma) = 0_V$ and the result follows.

\textbf{Corollary 3.5.} Let $(A, \tau)$ be an algebraic traffic space. Suppose that $(a_i)_{i \in I} \subset A$ is a family of cactus-type traffics. If $A_1$ is the unital algebra generated by $(a_i)_{i \in I}$, then $A_1 \cup A_1^*$ and $\Theta(A_1)$ are freely independent. If we further assume that the injective traffic distribution of $(a_i)_{i \in I}$ is supported on oriented cacti, then $A_1$ and $A_1^*$ are freely independent.

\textbf{Proof.} The result essentially follows from Lemma 3.4 and our work in §2.2. \hfill \square

\textbf{Remark 3.6.} If $(A, \tau)$ has the additional structure of a $G^*$-algebra, then we can define $\ast$-cactus type traffics in the obvious way. The natural extensions of Lemma 3.4 and Corollary 3.5 still hold in this setting. In particular, one can also include $\ast$-labels $\varepsilon: [n] \to \{1, \ast\}$ in the variables $(a_{\pi(1)}^{(k)})^{(k)\ast}$ appearing in (22), and we now define $A_1$ to be the unital $\ast$-algebra generated by $(a_i)_{i \in I}$ in Corollary 3.5.

\subsection*{3.2. Examples of cactus-type random matrices.}

Cactus-type traffics frequently arise in the large dimension limit of random matrices. In such cases, the cactus-cumulant correspondence can be used to calculate the joint asymptotics. To illustrate this principle, we consider some classical random matrix ensembles.

\textbf{Definition 3.7 (Wigner matrix).} Let $I$ be an index set. For each $i \in I$ and $N \in \mathbb{N}$, let $(X_N^{(i)}(j,k))_{1 \leq j < k \leq N}$ be independent families of random variables: the former, complex-valued, centered, and of unit variance; the latter, real-valued and of finite variance. We further assume that
\[ \sup_{N \in \mathbb{N}} \sup_{i \in I} \sup_{1 \leq j < k \leq N} \mathbb{E}[|X_N^{(i)}(j,k)|^4] \leq m^{(i)}_4 < \infty, \quad \forall I_0 \subset I : \#(I_0) < \infty,
\]
where the $(X_N^{(i)}(j,k))_{1 \leq j < k \leq N, i \in I}$ are independent with pseudo-variance
\[ \mathbb{E}[X_N^{(i)}(j,k)^2] = \beta_i \in [-1,1], \quad \forall j < k.
\]
We call the random self-adjoint matrices defined by

\[ W_N^{(i)}(j, k) = \frac{1}{\sqrt{N}} X_N^{(i)}(j, k) \]

a family of independent Wigner matrices.

**Proposition 3.8** ([Mal,Au18a]). Let \( W_N = (W_N^{(i)})_{i \in I} \) be a family of independent Wigner matrices. Then \( W_N \) converges in traffic distribution to a family of cactus-type traffics \( a = (a_i)_{i \in I} \). In particular, the only non-trivial contributions come from cacti with cycle type \( \upsilon_0 a [\cdot \leftrightarrow \cdot] = 1 \); \( \upsilon_0 a [\cdot \leftrightarrow \cdot] \neq 0 \).

**Corollary 3.9.** With the same notation as above, let \( r_i = \text{rDeg}(a_i) \). Then \( (a_i, a_i^\top)_{i \in I} \) and \( (r_i)_{i \in I} \) are freely independent with \( (a_i, a_i^\top)_{i \in I} \) semicircular with covariance

\[
\kappa_2[a_{i(1)}^{\top}, a_{i(2)}^{\top}] = \begin{cases} 
1 & \text{if } i(1) = i(2) \text{ and } \hat{t}(1) = \hat{t}(2); \\
\beta_{i(1)} & \text{if } i(1) = i(2) \text{ and } \hat{t}(1) \neq \hat{t}(2); \\
0 & \text{if } i(1) \neq i(2),
\end{cases}
\]

and \( (r_i)_{i \in I} \) complex Gaussian with covariance

\[
\kappa_2[r_{i(1)}, r_{i(2)}^*] = \begin{cases} 
1 & \text{if } i(1) = i(2); \\
0 & \text{if } i(1) \neq i(2),
\end{cases}
\]

and pseudo-covariance

\[
\kappa_2[r_{i(1)}, r_{i(2)}] = \begin{cases} 
\beta_{i(1)} & \text{if } i(1) = i(2); \\
0 & \text{if } i(1) \neq i(2).
\end{cases}
\]

In the case of \( \beta = 1 \), Bryc, Dembo, and Jiang showed that the empirical spectral distribution of the Markov matrix \( M_N = W_N - D_N \) converges weakly almost surely to the free convolution \( SC(0, 1) \boxtimes N(0, 1) = \frac{1}{\sqrt{2\pi}} (4 - x^2)^{1/2} dx \boxplus \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx \) [BDJ06]. Of course, this would be the expected answer if \( W_N \) and \( D_N = \text{rDeg}(W_N) \) were independent, but the latter matrix is completely determined by the former. Instead, we see that asymptotic freeness is a generic phenomenon for dependent random matrices of cactus-type. Similarly, Mingo and Popa showed that freeness from the transpose occurs in unitarily invariant ensembles [MP16]. This was extended by Cébron, Dahlqvist, and Male using the structure of the UE traffic space [CDM]. For example, in the case of \( \beta = 0 \), this implies that \( W_N \) and \( W_N^\top \) are asymptotically free. Corollary 3.9 completes the description for general \( \beta \in [-1, 1] \). We note that for strictly complex \( \beta \in \mathbb{D} \), the limiting traffic is not of cactus-type: while the injective traffic distribution is supported on cacti, it is not multiplicative with respect to the pads [Au18a]. In the same paper, it is shown that random band matrices in certain bandwidth regimes are also of cactus-type.

One can also obtain cactus-type traffics from non-Hermitian ensembles.
**Definition 3.10** (Ginibre matrix). Let $I$ be an index set. For each $i \in I$ and $N \in \mathbb{N}$, let $(Y_N^{(i)}(j,k))_{1 \leq j,k \leq N}$ be an independent family of random variables, where the off-diagonal entries are centered and of unit variance. We further assume that

$$\sup_{N \in \mathbb{N}} \sup_{i \in I} \sup_{1 \leq j,k \leq N} \mathbb{E}[|Y_N^{(i)}(j,k)|^4] \leq m_i^{(4)} < \infty, \quad \forall I_0 \subset I : \#(I_0) < \infty,$$

where $(Y_N^{(i)}(j,k))_{1 \leq j,k \leq N}$ are independent with pseudo-variance

$$\mathbb{E}[Y_N^{(i)}(j,k)^2] = \zeta_i, \quad \forall j \neq k.$$

We call the random matrices defined by

$$G_N^{(i)}(j,k) = \frac{1}{\sqrt{N}} Y_N^{(i)}(j,k)$$

a family of independent Ginibre matrices.

**Proposition 3.11** ([Au18b]). Let $\mathcal{Y}_N = (Y_N^{(i)})_{i \in I}$ be a family of independent Ginibre matrices. Then $\mathcal{Y}_N$ converges in $*\text{-traffic}$ distribution to a family of $*\text{-cactus}$-type traffics $\mathbf{a} = (a_i)_{i \in I}$. In particular, the only non-trivial contributions come from cacti with cycle type

$$\nu_0^0 \left[ \begin{array}{c} \zeta_i \\ \zeta_i^* \end{array} \right] = 1; \quad \nu_0^0 \left[ \begin{array}{c} x_i \\ x_i^* \end{array} \right] = \zeta_i; \quad \nu_0^0 \left[ \begin{array}{c} \gamma_i \\ \gamma_i^* \end{array} \right] = \zeta_i.$$

**Corollary 3.12.** With the same notation as above, let $r_i = \text{rDeg}(a_i)$ and $c_i = \text{cDeg}(a_i)$. Then $(a_i, a_i^T)_{i \in I}$ and $(r_i, c_i)_{i \in I}$ are freely independent with $(a_i, a_i^T)_{i \in I}$ circular with covariance

$$\kappa_2[a_i^{(1)}, a_i^{(2)}] = \begin{cases} 1 & \text{if } i(1) = i(2) \text{ and } \tilde{r}(1) = \tilde{r}(2); \\ 0 & \text{else}, \end{cases}$$

and pseudo-covariance

$$\kappa_2[\hat{a}_i^{(1)}, \hat{a}_i^{(2)}] = \begin{cases} \zeta_i(1) & \text{if } i(1) = i(2) \text{ and } \tilde{r}(1) \neq \tilde{r}(2); \\ 0 & \text{else}, \end{cases}$$

and $(r_i, c_i)_{i \in I}$ complex Gaussian with covariance

$$\kappa_2[r_i^{(1)}, r_i^{(2)}] = \kappa_2[c_i^{(1)}, c_i^{(2)}] = \begin{cases} 1 & \text{if } i(1) = i(2); \\ 0 & \text{if } i(1) \neq i(2), \end{cases} \quad \kappa_2[r_i^{(1)}, c_i^{(2)}] = 0,$$

and pseudo-covariance

$$\kappa_2[\hat{r}_i^{(1)}, \hat{r}_i^{(2)}] = \kappa_2[\hat{c}_i^{(1)}, \hat{c}_i^{(2)}] = \begin{cases} \zeta_i(1) & \text{if } i(1) = i(2); \\ 0 & \text{if } i(1) \neq i(2), \end{cases} \quad \kappa_2[\hat{r}_i^{(1)}, \hat{c}_i^{(2)}] = 0.$$

For example, one can consider the analogue of the Markov matrix construction from [BDJ06] for a real Wishart matrix $L_N = G_N G_N^T$. Corollary 3.12 implies that the empirical spectral distribution of $L_N - \text{rDeg}(L_N)$ converges to the free convolution $\mathcal{M}(1,1) \boxplus \mathcal{N}(-1,1) = \frac{1}{2\pi x} ((4-x)x)^{1/2} \, dx \boxplus \frac{1}{\sqrt{2\pi}} e^{-(x+1)^2/2} \, dx$. 

\[ \text{Proposition 3.11} \]
Our last example shows that cactus-type traffics can also arise in the absence of independent entries.

**Proposition 3.13 ([Mal, Au18b]).** Let \( \mathcal{U}_N = (U_N(i))_{i \in I} \) be a family of independent Haar distributed unitary matrices. Then \( \mathcal{U}_N \) converges in \( * \)-traffic distribution to a family of \( * \)-cactus-type traffics \( a = (a_i)_{i \in I} \). In particular, the only non-trivial contributions come from cacti with cycle type

\[
\begin{pmatrix}
 x_1 \swarrow x_2 \searrow \cdots \searrow x_n \\
 \searrow & \swarrow & \cdots & \swarrow & \searrow \\
 \vdots & & & & & \\
 \searrow & & & & & \swarrow
\end{pmatrix} = (-1)^{\frac{#(C)}{2}} \frac{n(C)}{n-1} \text{Cat}(\frac{#(C)}{2} - 1),
\]

where \( #(C) \) is the length of the cycle and \( \text{Cat}(\ell) = \frac{\ell}{\ell+1} \) is the \( \ell \)-th Catalan number.

Let \( \mathcal{O}_N = (O_N(i))_{i \in I} \) be a family of independent Haar distributed orthogonal matrices. Then \( \mathcal{O}_N \) converges in \( * \)-traffic distribution to a family of \( * \)-cactus-type traffics \( b = (b_i)_{i \in I} \). In particular, the only non-trivial contributions come from cacti with cycle type as in the unitary case except that one can also interchange any edge \( \epsilon_i \) with an edge in the opposite direction labeled by its adjoint \( \epsilon_i^\ast \).

**Corollary 3.14.** With the same notation as above, let \( r_i = r\text{Deg}(a_i) \) and \( c_i = c\text{Deg}(a_i) \). Then \((a_i, a_i^\ast)_{i \in I}\) and \((b_i, c_i)_{i \in I}\) are freely independent with \((a_i, a_i^\ast)_{i \in I}\) a family of free Haar unitaries and \((b_i, c_i)_{i \in I}\) standard independent complex Gaussian.

If instead \( r_i = r\text{Deg}(b_i) \) and \( c_i = c\text{Deg}(b_i) \), then \((b_i, c_i)_{i \in I}\) and \((b_i, c_i)_{i \in I}\) are freely independent with \((b_i, c_i)_{i \in I}\) a family of free Haar unitaries and \((b_i, c_i)_{i \in I}\) standard independent real Gaussian.

Of course, a Haar distributed unitary matrix is unitarily invariant, and so the asymptotic freeness of \( U_N \) and \( U_N^\ast \) also follows from earlier results of Mingo and Popa [MP16].
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