RATIONAL CUSPIDAL CURVES IN PROJECTIVE SURFACES.
TOPOLOGICAL VERSUS ALGEBRAIC OBSTRUCTIONS
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Abstract. We study rational cuspidal curves in projective surfaces. We specify two criteria obstructing possible configurations of singular points that may occur on such curves. One criterion generalizes the result of Fernandez de Bobadilla, Luengo, Melle–Hernandez and Némethi and is based on the Bézout theorem. The other one is a generalization of the result obtained by Livingston and the author and relies on Ozsváth–Szabó inequalities for $d$-invariants in Heegaard Floer homology. We show by means of explicit calculations that the two approaches give very similar obstructions.

1. Introduction

Suppose $C$ is an algebraic curve in a smooth complex projective surface $X$. Throughout the paper we will always assume that $C$ is reduced and irreducible. A singular point $p \in C$ is called cuspidal if $C$ is locally irreducible at $p$, that is, if for a small ball $B \subset X$ with center $p$, the set $(B \setminus \{p\}) \cap C$ is connected. A rational cuspidal curve in $X$ is a algebraic curve of genus 0 all of whose singular points are cuspidal. Topologically, a rational cuspidal curve is homeomorphic to a sphere $S^2$.

A fundamental question in the theory is: which configurations of singular points can occur on a single rational cuspidal curve? Recently the interest in the question has been renewed because of the break-through of Koras and Palka [12, 19, 20]. Most of the research, including the results of Koras and Palka, has focused on the case $X = \mathbb{C}P^2$. In [6] Moe and the author studied rational cuspidal curves in Hirzebruch surfaces.

In this paper we turn our attention to rational cuspidal curves in projective surfaces in general. Note that there exist surfaces that do not contain any rational curve, see for example [23], and it is conjectured that a surface of general type has only finitely many rational curves (a stronger version of this conjecture is known as the Green–Griffiths–Lang conjecture, see [21]), not to mention rational cuspidal curves. Constructing rational cuspidal curves on general surfaces is actually much more challenging than obstructing their existence.

In the present article we give two obstructions, yet the most interesting aspect is probably the fact that two completely different methods, one algebraic the other one topological, give almost the same restrictions for possible configurations of singular points on rational cuspidal curves. The main difference in the two versions are the assumptions: the topological version requires that the geometric genus of the surface is zero, and works only for curves with a positive self-intersection. However, unlike the algebraic version, it does not restrict to algebraic curves, but after a slight reformulation the topological proof works even for curves in an almost complex four-manifold with $b^+_2 = 1$; see Theorem 3.16.

Despite of the differences of the assumptions, the similarity between Theorem 1.2 and Theorem 1.3 is too strong to be only a coincidence. A natural question, whether there is a theory unifying both the topological and algebraic approach, remains unanswered.

To state the main theorem(s) of the paper we introduce some notation (most of the terms are explained in Sections 2.1 and 3.1). Let $C$ be a cuspidal curve in a smooth projective surface $X$. Let $z_1, \ldots, z_n$ be its singular points and $S_1, \ldots, S_n$ the corresponding semigroups. For any
\( m \in \mathbb{Z}, \ m \geq 0\) set

\[
R(m) = \min_{m_i \geq 0} \sum_{i=1}^{n} \# S_i \cap [0, m_i).
\]

The algebraic version of the main theorem is the following.

**Theorem 1.2** (Main Theorem, algebraic version). Suppose \( D \) is a divisor on \( X \) such that \( C \cdot D \geq 0 \). Then, if no section of \( \mathcal{O}_X(D) \) vanishes entirely on \( C \)

\[
R(C \cdot D + 1) \geq h^0(D).
\]

The topological counterpart gives an almost the same estimate under different assumptions.

**Theorem 1.3** (Main Theorem, topological version). Assume that \( C \) is rational. Suppose \( D \) is a divisor on \( X \) such that \( C \cdot D + 1 \in [0, 2g] \), where \( g \) is the genus of the connected sum of links of singularities. If \( p_g(X) = 0 \), \( C^2 > 0 \) and \( K \cdot C \leq 1 \), then

\[
R(C \cdot D + 1) \geq \chi(D) + \frac{1}{2} b_1(X).
\]

**Remark 1.5.**

(a) The algebraic version does not assume that \( C \) is rational. In the topological version, if \( C \) has geometric genus \( p_g(C) > 0 \), then an analogue of Theorem 1.3 might be proved using methods of \([2, 3]\), but in general we will obtain weaker inequalities.

(b) In Theorem 3.16 below, we will show a variant of Theorem 1.3 working for smooth curves with cuspidal singularities in four-manifolds admitting an almost complex structure.

(c) Theorem 1.3 is formulated in the language of divisors, but in fact one can assume that \( D \) is just a homology class in \( H_2(X; \mathbb{Z}) \). Indeed, as we assume that \( p_g(X) = 0 \), we have \( H^2(X; \mathbb{C}) = H^{1,1}(X) \) and by \([1]\) Theorem IV.2.13 each homology class in \( H_2(X; \mathbb{Z}) \) can be actually represented by a divisor. The only moment in the proof of Theorem 1.3 where algebraic geometry is used, is replacing the expression \( \frac{1}{2} D \cdot (D - K) + 1 \) by \( \chi(D) + \frac{1}{2} b_1(X) \) in the last step of the proof.

Theorems 1.2 and 1.3 are direct generalization of the main result of \([5]\) for Hirzebruch surfaces. For \( X = \mathbb{C}P^2 \) the inequality \( R(C \cdot D + 1) \geq h^0(D) \) turns out to be an equality; see \([4]\). Insofar only topological tools are strong enough to prove the equality for the case of \( \mathbb{C}P^2 \). There are examples in \([6]\) that the inequality is strict in the case of Hirzebruch surfaces.

### 2. The algebraic proof

#### 2.1. Projective surfaces in a nutshell.

For the reader’s convenience we review some notions from algebraic geometry of surfaces. Good resources are \([1, 10]\) and \([9]\) for more topological approach. We stress that in \([1]\) the authors deal with complex surfaces in general, while we restrict to projective surfaces. Our formulae might be less general than in \([1]\).

Let \( X \) be a smooth projective surface. A divisor \( D \) on \( X \) is a finite linear combination of algebraic curves on \( X \) with coefficients in \( \mathbb{Z} \). A divisor gives an element in \( H_2(X; \mathbb{Z}) \), which we still denote by \( D \). By Poincaré duality \( D \) defines also a class in \( H^2(X; \mathbb{Z}) \). Given the Hodge decomposition \( H^2(X; \mathbb{C}) = H^{0,2}(X) \oplus H^{1,1}(X) \oplus H^{2,0}(X) \), the class of a divisor \( D \) is in \( H^{1,1}(X) \cap H^2(X; \mathbb{Z}) \). Moreover, each element in that group can be represented by a divisor.

A divisor \( D \) determines an algebraic line bundle \( \mathcal{L}_D \). We have \( c_1(\mathcal{L}_D) = D \in H^2(X; \mathbb{Z}) \).

Conversely, any algebraic line bundle is of the form \( \mathcal{L}_D \) for some divisor \( D \). In particular, take a line bundle \( \Lambda^2 T^* X \), where the cotangent bundle \( T^* X \) is regarded as a complex bundle of rank 2. The divisor \( K \) satisfying \( \mathcal{L}_K = \Lambda^2 T^* X \) is called the canonical divisor. In \( H^2(X; \mathbb{Z}) \), we have the relation \( K = -c_1(X) \).

The sheaf of sections of \( \mathcal{L}_D \) is denoted by \( \mathcal{O}(D) \). Its Čech cohomology groups are \( H^i(X, \mathcal{O}(D)) \), \( i = 0, 1, \ldots \). We set \( h^i(D) = \dim H^i(X, \mathcal{O}(D)) \) and \( \chi(D) = \sum (-1)^i h^i(D) \). For dimensional reasons, \( h^i(D) = 0 \) for \( i > 2 \).

The following result can be found in \([1]\) Theorem I.5.3].
Theorem 2.1 (Serre duality). For any divisor \(D\) we have \(h^i(D) = h^{2-i}(K-D)\).

We will also need the Riemann–Roch theorem for line bundles on surfaces, see [1] Section I.5 or [10] Chapter IV.1.

Theorem 2.2 (Riemann–Roch theorem for surfaces). Let \(D\) be a divisor. We have

\[
\chi(D) = \frac{1}{2} D \cdot (D-K) + \chi(\mathcal{O}_X).
\]

In the above theorem, \(\mathcal{O}_X\) is the sheaf of regular functions. We have \(h^i(\mathcal{O}_X) = \dim H^{0,i}(X)\) where \(H^{p,q}(X)\) is the Dolbault cohomology. In particular \(h^0(\mathcal{O}_X) = 1\). For a surface, \(h^1(\mathcal{O}_X)\) is denoted \(q(X)\) and called the irregularity. Furthermore \(h^2(\mathcal{O}_X) = h^0(K) = p_g(X)\) is the genus of \(X\).

As is shown in [1] Section IV.2, the irregularity and genus are topological invariants. In particular we have the following result:

Lemma 2.3. We have \(b_1^+(X) = p_g(X) + 1\). Here \(b_1^+\) is the dimension of the maximal subspace of \(H_2(X;\mathbb{C})\) on which the intersection form is positive definite.

Moreover we have the following result, which follows directly from the symmetry of the Hodge numbers; see [1] Section IV.2.

Lemma 2.4. The irregularity \(q(X)\) is equal to \(\frac{1}{2}b_1(X)\).

We conclude this part by the Hirzebruch signature theorem; see [1] Theorem I.3.1.

Theorem 2.5. Let \(\sigma\) be the signature of \(X\) (that is, the signature of the intersection form on \(H_2(X)^*\)) and \(\chi\) the (topological) Euler characteristic. Then \(K^2 = 3\sigma + 2\chi\).

Remark 2.6. Theorem 2.5 is actually a combination of two results. The harder one, and known as the Hirzebruch signature theorem for smooth manifolds, is that \(\sigma(X) = 4p_1(X)\), where \(p_1\) is the first Pontryagin number. This fact holds for an arbitrary smooth four-manifold. The second one, \(p_1(X) = c_1^2(X) - 2c_2(X)\), is a relation between the Pontryagin class and the Chern classes of a complex bundle. In particular, Theorem 2.5 holds for almost complex four-manifolds as well with \(K\) understood as \(c_1(T^*X)\); see [9] Section I.4.

Suppose \(C\) is a germ of a plane curve singularity at \(0 \in \mathbb{C}^2\). Take a sphere \(S \subset \mathbb{C}^2\) with center \(0\) and sufficiently small radius. Let \(L = C \cap S\). Then \(L\) is a link in \(S\). It turns out, see [7] Appendix to Chapter I, that the isotopy class of \(L\) depends only on the topological type of the singularity.

Definition 2.7. The link \(L\) is called the link of singularity.

The number of components of \(L\) is easily seen to be equal to the number of branches of \(C\) at \(0\). In particular, if the singularity is cuspidal, then \(L\) is a knot. Many other invariants of the singular point can be recovered from the link \(L\). For example we have the following result.

Lemma 2.8. If \(L\) is a knot, then the Seifert genus of \(L\) is the \(\delta\)-invariant of the singular point.

Remark 2.9.

(a) Lemma 2.8 can be regarded as a topological definition of the \(\delta\)-invariant. The original one is the dimension over \(\mathbb{C}\) of the skyscraper sheaf \(\pi_*\mathcal{O}_C/(\mathcal{O}_C)\), where \(\pi: \tilde{C} \to C\) is the normalization map; see [1] Section II.11.

(b) The Seifert genus of a link \(L\), denoted \(g(L)\), is the minimal genus of a smooth, compact, connected and oriented surface \(\Sigma \subset S^3\) such that \(\partial \Sigma = L\). Usually one calls the Seifert genus simply the genus. In the present paper, as the word ‘genus’ has many different meanings, we will stick to the notion ‘Seifert genus’.

With a cuspidal singular point \(z\) of a (germ of a) plane curve \(C\) we can associate a numerical semigroup \(S\), described in great detail in [22] Chapter 4. It is the set of all non-negative numbers that can arise as local intersection indices at \(z\), \(\langle C \cdot D \rangle_z\), where \(D\) is a germ of a plane curve not
containing $C$, however, $D$ maybe reduced and reducible. The semigroup is also a topological invariant, that is, it depends only on the topological type of the singularity. More precisely we have the following result.

**Lemma 2.10.** Assume $S$ is the semigroup of a cuspidal singularity. Let $P(t) = \sum t^k$, where the sum is taken over $k \in \mathbb{Z}_{\geq 0} \setminus S$. Then $P(1) = \delta$ and $1 + (t-1)P(t)$ is the Alexander polynomial of the link of singularity.

**Remark 2.11.** We point out that the term plane curve singularity refers to a singularity of a germ of a curve. Therefore for studying properties of singular points of plane curves it does not matter if the curve is globally embedded in $\mathbb{C}^2$, $\mathbb{C}P^2$ or in an arbitrary projective surface.

We pass to a global description of curves in a projective surface. So let $C$ be a reduced and irreducible curve in $X$. We can define two genera for $C$. The arithmetic genus, denoted $p_a(C)$ is the expression

$$p_a(C) = C \cdot (C + K).$$

The arithmetic genus does not depend on actual topology of $C$, but only on its homology class. The geometric genus, $p_g(C)$ is the genus of the normalization of $C$. In other words $C$ has geometric genus $g$ if there exists a smooth closed Riemann surface $\Sigma$ of genus $g$ that maps continuously onto $C$ and the map is one-to-one except at finite number of points of $\Sigma$.

The arithmetic genus and geometric genus are related by the following formula, attributed to Serre; see [1, Section II.11].

**Proposition 2.13.** Suppose $C$ has singular points $z_1, \ldots, z_n$. Let $\delta_1, \ldots, \delta_n$ be $\delta$-invariants of $z_1, \ldots, z_n$, respectively. Then

$$p_g(C) = p_a(C) - \sum_{i=1}^n \delta_i.$$

2.2. **Proof of Theorem 1.2.** The following proof is a modification of the argument of [3] Proposition 2]. Let $D$ be a divisor on $X$. Let $H = \Gamma(X, \mathcal{O}_X(D))$ be the space of global sections of $\mathcal{O}(D)$, so $h^0(D) = \dim H$. For any vector $k = (k_1, \ldots, k_n)$, let

$$H_k = \{ f \in H : (f \cdot C)_{z_i} \geq k_i \text{ for all } i = 1, \ldots, n \}.$$ 

Here $(f \cdot C)_{z_i}$ is the local intersection index of the zero locus of $f$ and $C$ at $z_i$. The space $H_k$ is a vector subspace of $H$. We have the following result, proved first in [3]. The present formulation is taken from [6] Lemma 3.17.

**Lemma 2.14.** The codimension of $H_k$ in $H$ is less or equal to $\sum_{i=1}^n \# S_i \cap [0, k_i]$.

Suppose for some choice $m_1, \ldots, m_n$ such that $\sum m_i = s + 1$ the statement of Theorem 1.2 does not hold, that is $\sum \# S_i \cap [0, m_i] < h^0(D)$.

It follows that if $m = (m_1, \ldots, m_n)$, then $H_m$ has positive dimension, so there exists a non-zero section $f$ of $\mathcal{O}(D)$ such that $(f \cdot C)_{z_i} \geq k_i$ for all $i = 1, \ldots, n$. The total intersection index of the zero locus of $f$ with $C$ is at least $\sum m_i > C \cdot D$. This is impossible so $f$ must vanish entirely on $C$. But this contradicts the assumption that no global section of $\mathcal{O}(D)$ vanishes on entirely $C$.

2.3. **Comparison of $h^0(D)$ and $\chi(D)$.** Theorem 1.2 has $h^0(D)$ on the right hand side, while Theorem 1.3 has $\chi(D)$. We know that $\chi(D) = h^0(D) - h^1(D) + h^2(D)$. We have the following result.

**Lemma 2.15.** Assume that $C$ and $D$ satisfy the assumptions of Theorem 1.2, that is $C$ is a curve and $D$ is a divisor such that $C \cdot D \geq 0$ and no non-trivial section of $\mathcal{O}(D)$ vanishes on $C$.

Suppose additionally $K \cdot C < 0$ and $C^2 > 0$. Then $\chi(D) \leq h^0(D)$. 
Proof. Observe that
\[(K - D) \cdot C = K \cdot C - D \cdot C < 0.\]
We want to show that \(h^2(D) = 0\). By Serre duality, see Theorem \ref{thm:serre}
we have \(h^2(D) = h^0(K - D)\). Suppose \(h^0(K - D) > 0\), so that there is a non-trivial global section of \(O(K - D)\). If the section does not vanish entirely on \(C\), then \((K - D) \cdot C \geq 0\), contrary to \(\eqref{eq:ineq} \). So suppose there is a non-trivial global section of \(O(K - D)\) vanishing along \(C\) up to order \(n > 0\). It follows that \(K - D\) is equivalent to \(nC + E\) for an effective divisor \(E\) not containing \(C\). In particular \(E \cdot C \geq 0\). Therefore \((K - D) \cdot C = (nC + E) \cdot C \geq 0\) by the assumptions of the lemma. This contradicts \(\eqref{eq:ineq} \).
\[\Box\]

Remark 2.17. We point out that analogous assumptions \((K \cdot C \leq 1\) and \(C^2 > 0)\) appear in the assumptions of the topological version of the main theorem, Theorem \ref{thm:main}.
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3. The topological proof

3.1. Heegaard Floer theory in a nutshell. For the reader’s convenience we revise a few facts from low-dimensional topology. A general reference for four-manifolds and spin\(^c\) structures is \cite{Friedman}, while for Heegaard Floer homologies we refer to \cite{OS1,OS2}.

Heegaard Floer theory associates with a three-manifold \(Y\) equipped with a spin\(^c\) structure \(\mathfrak{s}\) four chain complexes with additional filtration, well defined up to a filtered chain homotopy equivalence. The homologies of these complexes, \(HF^+(Y,\mathfrak{s})\), \(HF^\infty(Y,\mathfrak{s})\), \(HF^-(Y,\mathfrak{s})\) and \(\hat{HF}(Y,\mathfrak{s})\) are invariants of the pair \((Y,\mathfrak{s})\). Suppose that \(Y\) is a rational homology three-sphere, that is, \(H_*(Y,\mathbb{Q}) \cong H_*(S^3,\mathbb{Q})\). Then \(HF^-, HF^+\) and \(HF^\infty\) have an absolute grading by rational numbers; see \cite{OS1}. Based on this grading one constructs a rational number \(d(Y,\mathfrak{s})\), called the \(d\)-invariant of Ozsváth–Szabó.

The strength of the \(d\)-invariants relies on the following result, proved in \cite[Theorem 9.1]{OS1}.

Theorem 3.1. Suppose \(Y\) is a rational homology three-sphere, bounding a smooth four-manifold \(W\), whose intersection form is negative definite. Suppose \(\mathfrak{s}\) is a spin\(^c\) structure on \(Y\) and \(t\) is a spin\(^c\) structure on \(W\) extending \(\mathfrak{s}\). Then the following inequality for the \(d\)-invariant holds.
\[(3.2)\]
\[d(Y,\mathfrak{s}) \geq \frac{1}{4} \left( c_1^2(t) - 3\sigma(W) - 2\chi(W) \right).\]

Remark 3.3. The meaning of \(c_1^2(t)\) is the following: a spin\(^c\) structure on a manifold \(W\) determines a complex line bundle on \(W\) (called the determinantal line bundle) and \(c_1(t) \in H^2(W;\mathbb{Z})\) is its first Chern class. The square \(c_1^2(t)\) is the self-intersection of \(c_1(t)\) (as \(\partial W\) is a rational homology sphere, the intersection form on cohomology \(H^2(W;\mathbb{Q}) \times H^2(W;\mathbb{Q}) \to \mathbb{Q}\) is well-defined). Usually \(c_1^2(t)\) is a rational number, even though \(c_1(t) \in H^2(X;\mathbb{Z})\).

To make this result applicable one needs to calculate \(d\)-invariants. Fortunately, if \(Y\) is obtained by a surgery on an algebraic knot (or on a connected sum of algebraic knots) and the surgery coefficient is greater than twice the Seifert genus of the knot, then \(d\) can be algorithmically computed from the Alexander polynomial of an algebraic knot (or from the Alexander polynomials of the summands for a connected sum of algebraic knots). As the Alexander polynomial of an algebraic knot is tightly related to the semigroup, we can calculate the \(d\)-invariant for surgeries in terms of semigroups. First we need to describe spin\(^c\) structures on a surgery manifold.

Definition 3.4. Suppose \(Y = S^3_q(J)\) is the result of a surgery on a knot \(J\) with coefficient \(q\). Realize \(Y\) as a boundary of \(N\), where \(N\) is a union of a four-ball \(B\) and a two-handle attached to \(S^3 = \partial B\) along the knot \(J\) with framing \(q\). Denote by \(F\) the surface in \(N\) obtained by capping the core of the two-handle with a Seifert surface for \(J\). Then \(F\) generates \(H_2(N;\mathbb{Z})\). With this notation, \(Y\) has the following enumeration of spin\(^c\) structures:
Let \( m \in [-q/2, q/2) \) be an integer. The spin\(^c\) structure \( s_m \) on \( Y \) is the unique spin\(^c\) structure on \( Y \) that extends to a spin\(^c\) structure on \( N \), denoted \( t_m \), such that \( \langle c_1(t_m), F \rangle + q = 2m \).

The following formula for \( d\)-invariants of a large surgery on a connected sum of algebraic knots was for long time well-known to the experts (it can be traced back to \cite{14}, Section 8.1). The present formulation in the language of semigroups is taken from \cite{6}, Proposition 3.7; see \cite{1} for proofs.

**Theorem 3.5.** Let \( J = J_1 \# \ldots \# J_n \) be a connected sum of algebraic knots, that is, knots that are links of cuspidal singularities. Let \( S_1, \ldots, S_n \) be the corresponding semigroups and set \( R(m) \) as in \eqref{1.1} above.

Let \( g(J) \) be the Seifert genus of \( J \) and suppose \( Y = S^3_q(J) \) is a surgery on \( J \) with a coefficient \( q > 2g(J) \). The \( d\)-invariant of Ozsváth–Szabó of \( (Y, s_m) \) is equal to

\[
d(Y, s_m) = \frac{(q - 2m)^2 - q}{4q} - 2(R(m + g) - m).
\]

For future reference we give a partial explanation of the term \( \frac{(q - 2m)^2 - q}{4q} \).

**Proposition 3.6.** We have \( c_1^2(t_m) = \frac{(q - 2m)^2}{q} \).

**Proof.** By construction we have \( H_2(N; \mathbb{Z}) = \mathbb{Z} \) is generated by the class of \( C \) and \( H^2(N; \mathbb{Z}) = \mathbb{Z} \). Let \( \alpha \) be the generator of \( H^2(N; \mathbb{Z}) \) dual to \( C \), that is \( \langle \alpha, C \rangle = 1 \). As \( C^2 = q \) and the intersection form on the cohomology is the inverse of the intersection form on the homology, we infer that \( \alpha^2 = q^{-1} \). The first Chern class \( c_1(t_m) \) evaluates on \( C \) to \( 2m - q \). Therefore \( c_1(t_m) = (2m - q)\alpha \) and so the self-intersection of \( c_1(t_m) \) is equal to \( (2m - q)^2 \alpha^2 = \frac{(q - 2m)^2}{q} \). \( \Box \)

3.2. **Proof of Theorem 3.3.** Let \( N \) be a tubular neighbourhood of \( C \) in \( X \). Set \( Y = \partial N \). Then as in \cite{1}, Section 2 we show that \( N \) is the result of attaching a two-handle along a knot \( J \) with framing \( q \): here \( J = J_1 \# \ldots \# J_n \), where \( J_i \) is the link of the singularity \( z_i \) and the framing \( q = C^2 \) is the self-intersection of the rational cuspidal curve \( C \). In particular \( Y = S^3_q(J) \) is a surgery on \( J \).

To apply Theorem 3.5 we need to investigate the relation between the Seifert genus of \( J \) and the surgery coefficient \( q \).

**Lemma 3.7.** The Seifert genus of the knot \( J \) is equal to \( \frac{1}{2}C \cdot (K + C) - 1 \).

**Proof.** By Proposition 2.13 we have \( p_q(C) = p_q(C) - \sum \delta_i \). The genus formula \eqref{2.12} implies that \( p_q(C) = C \cdot (C + K) \). On the other hand \( \delta_i = g(J_i) \) by Lemma 2.8 so \( \sum \delta_i = \sum g(J_i) = g(J) \) by additivity of the Seifert genus of the knot. As \( C \) is rational, \( p_q(C) = 0 \). The formula follows. \( \Box \)

**Corollary 3.8.** The surgery coefficient \( q \) is greater than twice the Seifert genus of \( J \).

**Proof.** We have \( q = C^2 \) and \( 2g(J) = C \cdot (K + C) - 2 \). As \( C \cdot K \leq 1 \), the corollary follows. \( \Box \)

Given the corollary we are allowed to use Theorem 3.5 to calculate \( d\)-invariants of \( Y \) in terms of the semigroups of singular points. Theorem 3.1 will be used to bound the \( d \) invariants. In the present situation, the three-manifold is \( Y = -\partial N \) and the four-manifold \( W = X \setminus N \) is the complement of the neighborhood of \( C \) in the algebraic surface.

**Lemma 3.9.** The manifold \( W \) has negative definite intersection form.

**Proof.** Consider the long exact sequence of the pair \((X, W)\). We have \( H_2(X, W; \mathbb{C}) \to H_2(W; \mathbb{C}) \to H_2(X; \mathbb{C}) \to H_3(X, W; \mathbb{C}) \to H_1(W; \mathbb{C}) \). Now \( H_3(Y, W; \mathbb{C}) \) is killed by excision, and \( N \) is a tubular neighborhood of \( C \), so (at least homologically) it can be regarded as a disk bundle over \( S^2 \) and \( \partial N \) is the associated sphere bundle. By Thom isomorphism \( H_3(N, \partial N) = 0 \) and \( H_2(N, \partial N) \cong \mathbb{C} \). Thus \( H_2(W) \) injects into \( H_2(X) \).

The map \( H_2(X) \to H_2(Y, W) \) can be described geometrically. A class \( \alpha \in H_2(X) \) gets mapped to \( \alpha \cdot C \) times the generator of \( H_2(X, W; \mathbb{C}) \). In particular, a class in \( H_2(X) \) is in the image of \( H_2(W) \) if and only if it intersects \( C \) trivially. Therefore \( H_2(W; \mathbb{C}) \) is the orthogonal
(with respect to the intersection form) complement in \( H_2(X) \) of the one-dimensional space generated by the class of \( C \). As the self-intersection of \( C \) is positive, we infer that \( b_2^+(W) = b_2^+(X) - 1 \).

By Lemma 2.3 and the assumption that \( p_g(X) = 0 \) we infer that \( b_2^+(X) = 1 \). Hence \( b_2^+(W) = 0 \). This amounts to saying that the intersection form is non-positive definite. It is negative definite because it is nondegenerate.

The next lemma describes which spin\(^c\) structures on \( Y \) extend over \( W \).

**Lemma 3.10.** Let \( D \) be a divisor on \( X \). There is a unique spin\(^c\) structure on \( X \), called \( t_D \) whose first Chern class is \( K + 2D \). This spin\(^c\) structure restricts to a spin\(^c\) structure on \( W \) still denoted by \( t_D \). Set \( m = C \cdot D + g(J) + 1 \). If \( m \in [-q/2, q/2] \), then \( t_D \) extends to the spin\(^c\) structure \( s_m \) on \( Y \).

Moreover, if \( s_m \) extends to a spin\(^c\) structure \( t \) on \( W \), then \( t \) is of the form \( t_D \) for some \( D \).

**Proof.** Suppose \( s_m \) extends to some spin\(^c\) structure on \( W \). As it extends also to \( t_m \) on \( N \), we can glue these two spin\(^c\) structures to obtain a global spin\(^c\) structure on \( X \). As \( X \) is a closed four-manifold, spin\(^c\) structures on \( X \) are in one-to-one correspondence (via the first Chern class) with characteristics, that is, elements \( w \in H^2(X; \mathbb Z) \) such that \( (w, x) = x^2 \mod 2 \), for every \( x \in H_2(X; \mathbb Z) \). The canonical divisor is a characteristic. Moreover, every characteristic is of the form \( K + 2D \) for some divisor \( D \) (for this we use the fact that any class in \( H^2(X; \mathbb Z) \) can be represented by a divisor, see Remark 1.5(c)). This shows that if \( s_m \) extends over \( W \), then the extension is the restriction to \( W \) of some \( t_D \).

Consider a spin\(^c\) structure \( t_D \) on \( X \). Observe that \( (K + 2D) \cdot C + C^2 = 2D \cdot C + 2g - 2 \), where \( g \) is the Seifert genus of the knot \( J \). Set

\[
(3.11) \quad m = D \cdot C + g(J) - 1.
\]

Then the spin\(^c\) structure \( t_D \) restricts to the spin\(^c\) structure \( t_m \) on \( N \) and hence to \( s_m \) on \( Y \). \( \Box \)

**Remark 3.12.** In this discussion, the orientation on \( Y \) is chosen so that \( \partial N = Y \) and \( \partial W = -Y \).

We are now ready to complete the proof of Theorem 1.3. Write \( g = g(J) \). Take a divisor \( D' \) such that \( m = D' \cdot C + g - 1 \) belongs to \([-q/2, q/2]\). By Lemma 3.10 \((-Y, s_m)\) bounds a negative definite manifold \( W \) with a spin\(^c\) structure \( t_{D'} \), so Theorem 5.1 gives

\[
d(-Y, s_m) \geq \frac{1}{4} \left( c_1^2(t_{D'}) - 3\sigma(W) - 2\chi(W) \right).
\]

By Proposition 4.2] the \( d \)-invariant changes sign if the orientation is changed. Rewriting \( d \) as in Theorem 5.1 above we obtain

\[
-\frac{(q - 2m)^2}{4q} + 2R(m + g) - m \geq \frac{1}{4} \left( c_1^2(t_{D'}) - 3\sigma(W) - 2\chi(W) \right).
\]

From Proposition 3.6 we have that \( \frac{(q - 2m)^2}{4q} = c_1^2(t_m) \). As \( t_m \) and \( t_{D'} \) are spin\(^c\) structures that glue to the spin\(^c\) structure on \( X = N \cup_Y W \) whose first Chern class is \( K + 2D' \), we infer that \( c_1^2(t_m) + c_1^2(t_{D'}) = (K + 2D')^2 \). Therefore

\[
(3.13) \quad 2R(m + g) - 2m \geq \frac{1}{4}((K + 2D')^2 - \frac{3}{4}(\sigma(X) - 1) - \frac{2}{4}(\chi(X) - 2)).
\]

Indeed, \( \sigma(W) + 1 = \sigma(X) \) and \( \chi(W) + 2 = \chi(X) \). Then Hirzebruch signature theorem, Theorem 2.5 allows us to rewrite the above inequality as

\[
R(m + g) - m \geq \frac{1}{2}D' \cdot (D' + K) + 1.
\]

We substitute \( m = D' \cdot C + g - 1 \). Then

\[
(3.14) \quad R(C \cdot D' + C \cdot (C + K) + 1) \geq \frac{1}{2}D' \cdot (D' + K) + C \cdot D' + \frac{1}{2}C \cdot (C + K) + 1.
\]
Write $D = C + K + D'$. The above formula simplifies to

$$R(C \cdot D + 1) \geq \frac{1}{2} D \cdot (D - K) + 1.$$ 

By the Riemann–Roch theorem for line bundles on surfaces, Theorem 2.2, we have that $\frac{1}{2} D \cdot (D - K) + \chi(O_X) = \chi(D)$. But $\chi(O_X) = 1 - \dim H^{0,1}(X) + \dim H^{0,2}(X) = 1 - q(X) + p_g(X)$, where $q(X)$ is the irregularity. Applying Lemma 2.4 and using the assumption that $p_g(X) = 0$ we obtain

$$(3.15) \quad R(C \cdot D + 1) \geq \chi(D) + \frac{1}{2} b_1(X).$$

The requirement that $m \in [-q/2, q/2)$ translates into $C \cdot D + 1 \in [-q/2 + g, q/2 + g]$. As $q > 2g$, the latter interval contains $[0, 2g]$. Therefore (3.15) if $C \cdot D + 1 \in [0, 2g]$ and this is the statement of Theorem 1.3.

3.3. necessity of assumptions. Let us go through the assumptions of Theorem 1.3 and see to what extent have they been used.

The condition that $C^2 > 0$ implies that the surgery on $J$ is positive, so that we can use Theorem 3.5. If $C^2 = 0$, the three-manifold $Y$ is not a rational homology sphere, but a variant of Theorem 3.3 can still be given. On the other hand, if $C^2 < 0$, then $Y$ is a surgery with negative coefficient. Negative surgeries on connected sums of L–space knots have very simple $d$-invariants. The $d$-invariant is a sum of two terms, one similar to the one discussed in Proposition 3.6 that is, related to the surgery coefficient and the choice of a spin$^c$ structure. However the other one, depends only on the Seifert genus; see for example [13 Section 5]. We do not get anything more than the inequality for the Seifert genus if $C^2 < 0$.

The condition $C \cdot K \leq 1$ was used to show that $C^2 > 2g(J)$ in Corollary 3.8. The lack of this inequality means that the $d$-invariants of a surgery on $J$ can be calculated, but the formulae are much more complicated. In particular, in general Theorem 3.5 does not hold.

The most important condition is that $b_2^+(X) = 1$, which was rephrased as $p_g(X) = 0$. Without this condition, the four-manifold $W$ has indefinite intersection form. Then Theorem 3.1 does not hold. For a counterexample one can drill out a ball of $CP^2$ to get a positive definite manifold $W$ with boundary $S^3$. By choosing an appropriate spin$^c$ structure on $W$ we can make $c_2^1(4)$ arbitrary large and the $d$-invariant of the boundary ($S^3$ has unique spin$^c$ structure) is equal to 0.

We present a variant of Theorem 1.3 for cuspidal curves in smooth four-manifolds. The topological assumption, that $X$ admits an almost complex structure can be further relaxed, but at the cost of losing transparency.

**Theorem 3.16.** Let $X$ be a smooth four-manifold with $b_2^+(X) = 1$. Suppose $C \subset X$ is a smooth surface with a finite number of singularities $z_1, \ldots, z_n$ which are cones of knots $J_1, \ldots, J_n$ such that $J_1, \ldots, J_n$ are all algebraic knots (or, more generally, L-space knots). Let $J = J_1 \# \ldots \# J_n$. Suppose that $2g(J) < C^2$. If $X$ admits an almost complex structure, then for any $E \in H_2(X; \mathbb{Z})$ such that $C \cdot E \in [0, 2g(J)]$ we have

$$R(C \cdot E + 1) \geq \frac{1}{2} E \cdot (E + K),$$

where $K = c_1(T^*X)$ and $R$ is defined like in (1.1), with the remark that if $J_i$ is an L-space knot and its Alexander polynomial is written as $\Delta_{J_i}(t) = 1 + (t - 1)(t^{g_{i1}} + \ldots + t^{g_{ik_i}})$, then $S_i = \mathbb{Z}_{\geq 0} \setminus \{g_{i1}, \ldots, g_{ik_i}\}$.

**Remark 3.17.**

- If $b_2^+(X) = 1$, then the condition that $\pi_1(X) = e$ is sufficient to guarantee that $X$ has an almost complex structure; see [9 Theorem 1.4.15 and Exercise 1.4.16(b)].
- Formally, an L-space knot is a knot that admits a positive surgery with Heegaard Floer homologies behaving like Heegaard Floer homologies of a lens space; see [10]. By a result of Hedden, [11], this class contains all the algebraic knots.
For non-algebraic L-space knots, $S_1$ is not necessarily a semigroup, however with this definition of $S_1$ and $R$, Theorem 3.16 works if $J$ is a connected sum of L-space knots; see [5] and references therein.

**Sketch of proof of Theorem 3.16** We follow the proof of Theorem 1.3. The assumption that $C^2 > 2q(J)$ in Theorem 3.16 takes care of Corollary 3.8 in that proof, so we will be able to use Theorem 3.5. The analogue of Lemma 3.9 holds, because $b_2^v(X) = 1$, so $b_2^v(W) = 0$.

A small technical problem appears in Lemma 3.10 because $g(J)$ is not necessarily equal to $\frac{1}{2} C \cdot (C + K) + 1$. Nevertheless, introduce the ‘virtual genus’ $v_\mathcal{G} = \frac{1}{2} C \cdot (C + K) + 1$. Then Lemma 3.10 works, when $D$ is any homology class in $H_2(X; \mathbb{Z})$ (usually we cannot speak of the divisors on an almost complex manifold), provided that $g(J)$ is replaced by $v_\mathcal{G}$. Continuing the proof of Theorem 1.3 we arrive at (3.13) which holds provided $g$ is replaced by $v_\mathcal{G}$. The Hirzebruch signature formula still holds; see Remark 2.6 above. With this in mind we obtain (3.14) and simplify it to

$$R(C \cdot E + 1) \geq \frac{1}{2} E \cdot (E - K) + 1,$$

so the proof is finished. \hfill \Box
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