Abstract

We consider the hydrodynamics for the biaxial nematic phase characterized by a field of orthonormal frame, which can be derived from a molecular-theory-based tensor model. In dimension two and three, we establish the local well-posedness and the blow-up criterion for smooth solutions to the frame hydrodynamic model. Furthermore, we prove the global existence of weak solutions in $\mathbb{R}^2$ which are nonsmooth at finitely many singular times.
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1 Introduction

The focus of this paper is the hydrodynamics for the biaxial nematic phase. The word ‘biaxial’ represents the symmetry of the local anisotropy in liquid crystals, typically formed by nonuniform orientational distribution of non-spherical rigid molecules. The local anisotropy that we are more familiar with is the uniaxial nematic phase, for which the word ‘uniaxial’ is often omitted. For the uniaxial nematic ordering, the local anisotropy is axisymmetric, so that it can be described by a unit vector field $\mathbf{n} \in S^2$. However, there are much more possibilities of local anisotropy that may not have axisymmetry. In this case, it is necessary to utilize an orthonormal frame $\mathbf{p} \in SO(3)$ to take the place of the unit vector.

The hydrodynamics for the uniaxial nematic phase is called the Ericksen–Leslie theory [8, 9, 23], which is a coupled system between the evolution of the unit vector field $\mathbf{n}(\mathbf{x})$ and the Navier–Stokes equation. The Ericksen–Leslie theory has been studied extensively both analytically and numerically (see [31, 43, 3] and the references therein). The connection between the Ericksen–Leslie model and the models at other levels, including the Doi–Onsager model [21, 10, 45] and dynamic $Q$-tensor models [14, 26, 25, 46], is also discussed. Let us briefly review the works on the well-posedness of the Ericksen–Leslie model. In $\mathbb{R}^2$, the existence of global weak solutions [28, 16, 17, 19, 41] and the uniqueness [29, 42] are discussed, respectively. For special initial data, the global existence of weak solutions in $\mathbb{R}^3$ is studied in [30]. The well-posedness of smooth solutions to the general Ericksen–Leslie model has been established for the whole space [14, 41] and for bounded domains [15]. On the other hand, when an inertial term is added, the well-posedness of smooth solutions is also considered [20, 17]. The existence of finite time singularity of short time smooth solutions has also been established in $\mathbb{R}^3$ [18] and $\mathbb{R}^2$ [22], respectively. For more analytic results, we can refer the review papers [31, 13, 3] and the references therein.

We turn to the biaxial nematic phase. Since the axisymmetry of local anisotropy is broken, the biaxial hydrodynamics calls for an evolution equation of an orthonormal frame field $\mathbf{p}(\mathbf{x})$. Based
on the symmetry of the biaxial nematic phase, the form of orientational elasticity \[35, 12, 37\] and hydrodynamics \[35, 33, 5, 34, 13, 24\] have been written down in various variables and forms that should be equivalent. The model, in its full form, possesses over twenty phenomenological coefficients. These coefficients are derived from physical parameters in a recent work \[27\]. Starting from a molecular-theory-based dynamical tensor model \[48\] with multiple tensors, the biaxial hydrodynamics is derived using the Hilbert expansion. As a result, the biaxial hydrodynamics is expressed as the evolution equation of coordinates of the frame field \(p(x)\), and the coefficients in the model are expressed by those in the tensor model that are derived from molecular parameters. The energy dissipation law is inherited from the tensor model. Moreover, the Ericksen–Leslie model can be recovered as a special case.

While the biaxial hydrodynamics has been established decades before, the analytical works are rather lacking. To our knowledge, only an over-simplified model is studied in \[32\], and no work for the full form of biaxial hydrodynamics is found.

The main goal of this paper is to prove the local well-posedness and the blow-up criterion of smooth solutions to the new frame hydrodynamic system in \(\mathbb{R}^d (d = 2, 3)\), and to show the global existence of weak solutions in \(\mathbb{R}^2\). Although some ideas of dealing with the Ericksen–Leslie model can be utilized, many essential difficulties occur as we shall explain below.

As we have mentioned above, the biaxial hydrodynamics has been written in various forms where the variables are also different. To established the well-posedness results, the most important point is to choose the appropriate variables and the best form for deriving the estimates needed. As it turns out, we find that the form given in \[27\], expressed by the coordinates of the frame field, would be convenient for us to obtain the corresponding estimates. Specifically, we need to carefully choose among the equivalent forms of the orientational elasticity. Such a form has good cancellation structures for both the basic energy dissipation law and the estimates on higher order spatial derivatives. In contrast, the other forms given previously may not be suitable for analytical study, since they either appear the equations of motion for the three Euler angles \[13\], or contain more complex relations between coefficients in the phenomenological constitutive laws \[24\].

In order to prove the well-posedness of the biaxial hydrodynamics, we need to construct a suitable approximate system preserving the energy dissipation. Nevertheless, this is a difficult task if one only keeps equations of three fundamental degrees of freedom of the orthonormal frame, since the constraint that \(p(x) \in SO(3)\) is an orthonormal frame needs to be explicitly imposed (see \[1.3\]). To overcome this difficulty, it is necessary to utilize the equations of all the coordinates of \(p(x)\) (see \[1.14\]–\[1.18\]), which keep the orthonormal constraint implicitly. We can thus construct the corresponding approximate system (see \[3.2\]–\[3.7\]) which maintains the energy dissipation without worrying about the orthonormal constraint. A similar construction method has been applied in \[44\] for the Ericksen–Leslie model.

Of all the estimates needed for the establishment of well-posedness, the major difficulty comes from the nonlinear terms with the rotational derivatives on \(SO(3)\) in the energy dissipative law. To deal with these terms, we need to rewrite the elastic energy (see \[2.7\]) to facilitate higher order energy estimates. To actually acquire higher order energy estimates (see, for instance, \[4.8\] or Proposition \[4.2\]), another key point is to utilize a decomposition according to the tangential space at a point on \(SO(3)\) and its orthogonal complement. The decomposition will be introduced shortly afterwards.

Before introducing the frame hydrodynamics, let us prepare some notations for orthonormal frames and tensors. The orthonormal frame consists of three mutually perpendicular unit vectors, which we denote explicitly as \(p = (n_1, n_2, n_3)\). As for operations of tensors, the symbol \(\otimes\) represents the tensor product, and the dot product between two tensors of the same order is defined by the summation of the product of corresponding coordinates,

\[
U \cdot V = U_{i_1 \ldots i_n} V_{i_1 \ldots i_n}, \quad |U|^2 = U \cdot U.
\]

Hereafter, we adopt the Einstein summation convention on repeated indices.

The monomial notation will be utilized to express symmetric tensors: if the symbol \(\otimes\) in a product is omitted, it implies that a tensor is symmetrized. For instance, for the frame \(p = (n_1, n_2, n_3) \in SO(3)\)
and \( \alpha, \beta = 1, 2, 3 \), we denote
\[
\mathbf{n}_\alpha^2 = \mathbf{n}_\alpha \otimes \mathbf{n}_\alpha, \quad \mathbf{n}_\alpha \mathbf{n}_\beta = \frac{1}{2} (\mathbf{n}_\alpha \otimes \mathbf{n}_\beta + \mathbf{n}_\beta \otimes \mathbf{n}_\alpha), \quad \alpha \neq \beta.
\]
A useful equality is that the second-order identity tensor \( \mathbf{i} \) satisfies
\[
\mathbf{i} = \mathbf{n}_1^2 + \mathbf{n}_2^2 + \mathbf{n}_3^2.
\]

The hydrodynamics involves the differential operators on \( SO(3) \). For any frame \( \mathbf{p} = (\mathbf{n}_1, \mathbf{n}_2, \mathbf{n}_3) \in SO(3) \), the tangential space of the three-dimensional manifold \( SO(3) \) at a point \( \mathbf{p} \) is denoted by \( T_pSO(3) \), which can be spanned by the following orthogonal basis:
\[
V_1 = (0, \mathbf{n}_3, -\mathbf{n}_2), \quad V_2 = (-\mathbf{n}_3, 0, \mathbf{n}_1), \quad V_3 = (\mathbf{n}_2, -\mathbf{n}_1, 0).
\]
Then, the associated orthogonal complement space can be spanned by
\[
W_1 = (0, \mathbf{n}_3, \mathbf{n}_2), \quad W_2 = (\mathbf{n}_3, 0, \mathbf{n}_1), \quad W_3 = (\mathbf{n}_2, \mathbf{n}_1, 0),
\]
\[
W_4 = (\mathbf{n}_1, 0, 0), \quad W_5 = (0, \mathbf{n}_2, 0), \quad W_6 = (0, 0, \mathbf{n}_3).
\]
As a consequence, we can define three differential operators \( \mathcal{L}_k(k = 1, 2, 3) \) on \( T_pSO(3) \) by the inner products of the orthogonal basis \( V_k \) and \( \partial / \partial \mathbf{p} = (\partial / \partial \mathbf{n}_1, \partial / \partial \mathbf{n}_2, \partial / \partial \mathbf{n}_3) \), i.e.,
\[
\begin{align*}
\mathcal{L}_1 & \overset{\text{def}}{=} V_1 \cdot \frac{\partial}{\partial \mathbf{p}} = \mathbf{n}_3 \cdot \frac{\partial}{\partial \mathbf{n}_2} - \mathbf{n}_2 \cdot \frac{\partial}{\partial \mathbf{n}_3}, \\
\mathcal{L}_2 & \overset{\text{def}}{=} V_2 \cdot \frac{\partial}{\partial \mathbf{p}} = \mathbf{n}_1 \cdot \frac{\partial}{\partial \mathbf{n}_3} - \mathbf{n}_3 \cdot \frac{\partial}{\partial \mathbf{n}_1}, \\
\mathcal{L}_3 & \overset{\text{def}}{=} V_3 \cdot \frac{\partial}{\partial \mathbf{p}} = \mathbf{n}_2 \cdot \frac{\partial}{\partial \mathbf{n}_1} - \mathbf{n}_1 \cdot \frac{\partial}{\partial \mathbf{n}_2},
\end{align*}
\]
where the subscript implies that the differential operator acts on the infinitesimal rotation about \( \mathbf{n}_k(k = 1, 2, 3) \), which can be verified by the relation \( \mathcal{L}_k \mathbf{n}_k = \epsilon^{kpq} \mathbf{n}_q \) with \( \epsilon^{kpq} \) being the Levi-Civita symbol. We also use the operators \( \mathcal{L}_k \) on functionals, where the partial derivative \( \partial / \partial \mathbf{p} \) shall be replaced by variational derivative \( \delta / \delta \mathbf{p} \).

For any two matrices \( \mathbf{A}, \mathbf{B} \in \mathbb{R}^{3 \times 3} \), the associated inner product \( \mathbf{A} \cdot \mathbf{B} \) has the following orthogonal decomposition:
\[
\mathbf{A} \cdot \mathbf{B} = \sum_{k=1}^{3} \frac{1}{|V_k|^2} (\mathbf{A} \cdot V_k)(B \cdot V_k) + \sum_{k=1}^{6} \frac{1}{|W_k|^2} (\mathbf{A} \cdot W_k)(B \cdot W_k).
\]

In addition, for any first-order differential operator \( \mathcal{D} \) and \( \alpha, \beta = 1, 2, 3 \), it follows that
\[
\begin{align*}
\mathcal{D} \mathbf{n}_1 &= (\mathcal{D} \mathbf{n}_1 \cdot \mathbf{n}_2) \mathbf{n}_2 + (\mathcal{D} \mathbf{n}_1 \cdot \mathbf{n}_3) \mathbf{n}_3, \\
\mathcal{D} \mathbf{n}_2 &= (\mathcal{D} \mathbf{n}_2 \cdot \mathbf{n}_1) \mathbf{n}_1 + (\mathcal{D} \mathbf{n}_2 \cdot \mathbf{n}_3) \mathbf{n}_3, \\
\mathcal{D} \mathbf{n}_3 &= (\mathcal{D} \mathbf{n}_3 \cdot \mathbf{n}_1) \mathbf{n}_1 + (\mathcal{D} \mathbf{n}_3 \cdot \mathbf{n}_2) \mathbf{n}_2, \\
\mathcal{D} \mathbf{n}_\alpha \cdot \mathbf{n}_\beta + \mathcal{D} \mathbf{n}_\beta \cdot \mathbf{n}_\alpha &= \mathcal{D} (\mathbf{n}_\alpha \cdot \mathbf{n}_\beta) = 0, \\
W_\alpha \cdot \mathcal{D} \mathbf{p} &= 0.
\end{align*}
\]

1.1 Frame hydrodynamics

We first write down the orientational elasticity for the biaxial nematic phases, which is a result of the symmetry of local anisotropy. Let us denote the elastic energy as
\[
\mathcal{F}_{Bi} = \int_{\mathbb{R}^d} f_{Bi}(\mathbf{p}, \nabla \mathbf{p}) d\mathbf{x},
\]
where the deformation free energy density $f_{Bi}$, being a function of the spatial derivatives of the orthonormal frame $p$, has the following form \cite{37,12,47},

$$f_{Bi}(p, \nabla p) = \frac{1}{2} \left( K_1(\nabla \cdot n_1)^2 + K_2(\nabla \cdot n_2)^2 + K_3(\nabla \cdot n_3)^2 \\
+ K_4(n_1 \cdot \nabla \times n_1)^2 + K_5(n_2 \cdot \nabla \times n_2)^2 + K_6(n_3 \cdot \nabla \times n_3)^2 \\
+ K_7(n_3 \cdot \nabla \times n_1)^2 + K_8(n_1 \cdot \nabla \times n_2)^2 + K_9(n_2 \cdot \nabla \times n_3)^2 \\
+ K_{10}(n_2 \cdot \nabla \times n_1)^2 + K_{11}(n_3 \cdot \nabla \times n_2)^2 + K_{12}(n_1 \cdot \nabla \times n_3)^2 \\
+ \gamma_1 \nabla \cdot [(n_1 \cdot \nabla)n_1 - (\nabla \cdot n_1)n_1] + \gamma_2 \nabla \cdot [(n_2 \cdot \nabla)n_2 - (\nabla \cdot n_2)n_2] \\
+ \gamma_3 \nabla \cdot [(n_3 \cdot \nabla)n_3 - (\nabla \cdot n_3)n_3] \right).$$

The elasticity above involves twelve bulk terms and three surface terms. The coefficients $K_i (i = 1, \cdots, 12)$ of bulk terms are all non-negative. Each surface term is a null Lagrangian when the frame $p$ at infinity is prescribed by some given value of the frame field, and contributes nothing in variational derivatives, so that we could choose their coefficients $\gamma_i > 0 (i = 1, 2, 3)$ according to our demand, which we specify later. Note that the orientational elasticity has multiple equivalent forms \cite{37,12,47}. The form we give above is one of the most convenient for estimates later.

In order to describe the frame hydrodynamics, we introduce a set of local basis formed by nine second-order tensors: the identity tensor $I$, five symmetric traceless tensors,

$$s_1 = n_1^2 - \frac{1}{3}I, \quad s_2 = n_2^2 - n_3^2, \quad s_3 = n_1n_2, \quad s_4 = n_1n_3, \quad s_5 = n_2n_3,$$

and three asymmetric traceless tensors,

$$a_1 = n_1 \otimes n_2 - n_2 \otimes n_1, \quad a_2 = n_3 \otimes n_1 - n_1 \otimes n_3, \quad a_3 = n_2 \otimes n_3 - n_3 \otimes n_2.$$

The frame hydrodynamics consists of an evolution equation for the orthonormal frame field $p(x) = (n_1(x), n_2(x), n_3(x))$, coupled with the Navier–Stokes equations for the fluid velocity field $v(x)$. Let us write it down according to the form in \cite{27}:

$$\chi_1 \dot{n}_2 \cdot n_3 - \frac{1}{2} \chi_1 \Omega : a_3 - \eta_I A \cdot s_5 + \mathcal{L}_1 F_{Bi} = 0, \quad (1.5)$$

$$\chi_2 \dot{n}_3 \cdot n_1 - \frac{1}{2} \chi_2 \Omega : a_2 - \eta_2 A \cdot s_4 + \mathcal{L}_2 F_{Bi} = 0, \quad (1.6)$$

$$\chi_3 \dot{n}_1 \cdot n_2 - \frac{1}{2} \chi_3 \Omega : a_1 - \eta_3 A \cdot s_3 + \mathcal{L}_3 F_{Bi} = 0, \quad (1.7)$$

$$p = (n_1, n_2, n_3) \in SO(3), \quad (1.8)$$

$$\dot{v} = -\nabla p + \eta \Delta v + \nabla \cdot \sigma + \tilde{\mathcal{F}}, \quad (1.9)$$

$$\nabla \cdot v = 0, \quad (1.10)$$

where $\dot{f} = \partial_f f + \nabla f \cdot \nabla f$ stands for the material derivative, and $\mathcal{L}_k F_{Bi} (k = 1, 2, 3)$ are the variational derivatives along the infinitesimal rotation round $n_k (k = 1, 2, 3)$, respectively. The constraint condition (1.8) is necessary since we only have equations for three scalars in $p$. In the equation of the velocity $v = (v_1, v_2, v_3)^T$, the pressure $p$ ensures the incompressible condition (1.10), $\eta$ is the viscous coefficient. The body force $\tilde{\mathcal{F}}$ is defined by

$$\tilde{\mathcal{F}}_i = \partial_i n_1 \cdot n_2 \mathcal{L}_3 F_{Bi} + \partial_i n_3 \cdot n_1 \mathcal{L}_2 F_{Bi} + \partial_i n_2 \cdot n_3 \mathcal{L}_1 F_{Bi}. \quad (1.11)$$

To write down the stress, we denote by $A$ and $\Omega$ the symmetric and skew-symmetric parts of the velocity gradient $\kappa_{ij} = \partial_j n_i$, respectively, i.e.,

$$A = \frac{1}{2} (\kappa + \kappa^T), \quad \Omega = \frac{1}{2} (\kappa - \kappa^T).$$
The stress \( \sigma = \sigma(p, v) \) is given by

\[
\sigma(p, v) = \beta_1 (A \cdot s_1)s_1 + \beta_0 (A \cdot s_2)s_1 + \beta_0 (A \cdot s_1)s_2 + \beta_2 (A \cdot s_2)s_2 \\
+ \beta_3 (A \cdot s_3)s_3 - \eta_3 \left( \dot{n}_1 \cdot n_2 - \frac{1}{2} \Omega \cdot a_1 \right)s_3 \\
+ \beta_4 (A \cdot s_4)s_4 - \eta_2 \left( \dot{n}_3 \cdot n_1 - \frac{1}{2} \Omega \cdot a_2 \right)s_4 \\
+ \beta_5 (A \cdot s_5)s_5 - \eta_1 \left( \dot{n}_2 \cdot n_3 - \frac{1}{2} \Omega \cdot a_3 \right)s_5 \\
+ \frac{1}{2} \eta_3 (A \cdot s_3)a_1 - \frac{1}{2} \chi_3 \left( \dot{n}_1 \cdot n_2 - \frac{1}{2} \Omega \cdot a_1 \right)a_1 \\
+ \frac{1}{2} \eta_2 (A \cdot s_4)a_2 - \frac{1}{2} \chi_2 \left( \dot{n}_3 \cdot n_1 - \frac{1}{2} \Omega \cdot a_2 \right)a_2 \\
+ \frac{1}{2} \eta_1 (A \cdot s_5)a_3 - \frac{1}{2} \chi_1 \left( \dot{n}_2 \cdot n_3 - \frac{1}{2} \Omega \cdot a_3 \right)a_3, 
\]
(1.12)

where the coefficients in (1.12) can be derived from molecular parameters and satisfy the following nonnegative definiteness conditions (see [27] for details):

\[
\begin{align*}
\beta_i & \geq 0, \quad i = 1, \ldots, 5, \quad \chi_j > 0, \quad j = 1, 2, 3, \quad \eta > 0, \\
\beta_0 & \leq \beta_1 \beta_2, \quad \eta_1^2 \leq \beta_5 \chi_1, \quad \eta_2^2 \leq \beta_4 \chi_2, \quad \eta_3^2 \leq \beta_3 \chi_3.
\end{align*}
\]
(1.13)

The relations in (1.13) ensure that the biaxial hydrodynamics has a basic energy dissipation law (see Proposition 2.1).

For convenience on the study of well-posedness, we derive the equations of \( n_i(i = 1, 2, 3) \) from the frame equations (1.5)–(1.7) by using the relation (1.3), for instance,

\[
\dot{n}_1 = (\dot{n}_1 \cdot n_2) n_2 + (\dot{n}_1 \cdot n_3) n_3 \\
= \left( \frac{1}{2} \Omega \cdot a_1 + \frac{\eta_1}{\chi_3} A \cdot s_3 - \frac{1}{\chi_3} \mathcal{L}_3 F_{Bi} \right) n_2 \\
- \left( \frac{1}{2} \Omega \cdot a_2 + \frac{\eta_2}{\chi_2} A \cdot s_4 - \frac{1}{\chi_2} \mathcal{L}_2 F_{Bi} \right) n_3.
\]

Therefore, the frame hydrodynamics (1.5)–(1.7) can be reformulated as

\[
\dot{n}_1 = \left( \frac{1}{2} \Omega \cdot a_1 + \frac{\eta_1}{\chi_3} A \cdot s_3 - \frac{1}{\chi_3} \mathcal{L}_3 F_{Bi} \right) n_2 \\
- \left( \frac{1}{2} \Omega \cdot a_2 + \frac{\eta_2}{\chi_2} A \cdot s_4 - \frac{1}{\chi_2} \mathcal{L}_2 F_{Bi} \right) n_3, 
\]
(1.14)

\[
\dot{n}_2 = - \left( \frac{1}{2} \Omega \cdot a_1 + \frac{\eta_1}{\chi_3} A \cdot s_3 - \frac{1}{\chi_3} \mathcal{L}_3 F_{Bi} \right) n_1 \\
+ \left( \frac{1}{2} \Omega \cdot a_3 + \frac{\eta_3}{\chi_1} A \cdot s_5 - \frac{1}{\chi_1} \mathcal{L}_1 F_{Bi} \right) n_3, 
\]
(1.15)

\[
\dot{n}_3 = \left( \frac{1}{2} \Omega \cdot a_2 + \frac{\eta_2}{\chi_2} A \cdot s_4 - \frac{1}{\chi_2} \mathcal{L}_2 F_{Bi} \right) n_1 \\
- \left( \frac{1}{2} \Omega \cdot a_3 + \frac{\eta_3}{\chi_1} A \cdot s_5 - \frac{1}{\chi_1} \mathcal{L}_1 F_{Bi} \right) n_2, 
\]
(1.16)

\[
\dot{v} = - \nabla p + \eta \Delta v + \nabla \cdot \sigma + \mathcal{F}, 
\]
(1.17)

\[
\nabla \cdot v = 0.
\]
(1.18)

It is easy to verify that the above system automatically satisfy \((n_1, n_2, n_3) \in SO(3)\), so that the explicit constraint can be discarded.
Another remark is that compared with the original model in \[27\], we set several quantities to special values, such as letting the concentration, as well as the product of Boltzmann constant and the absolute temperature, be equal to one, which makes no difference in the following analysis.

### 1.2 Main results

For any frame \( p = (n_1, n_2, n_3) \in SO(3) \), we denote
\[
|\nabla^j p|^k = \sum_{\alpha=1}^{3} |\nabla^j n_{\alpha}|^k.
\]

Firstly, we give the local well-posedness result and the blow-up criterion of smooth solutions to the biaxial frame system (1.14)–(1.18). More precisely, we will show the following theorem.

**Theorem 1.1.** Let \( s \geq 2 \) be an integer. Assume that \((\nabla v^{(0)}, v^{(0)}) \in H^{2s} (\mathbb{R}^d) \times H^{2s} (\mathbb{R}^d) (d = 2 \text{ or } 3)\) is the given initial data satisfying \( \nabla \cdot v^{(0)} = 0 \) and \( p^{(0)} = (n_1^{(0)}, n_2^{(0)}, n_3^{(0)}) \in SO(3) \). Then, there exists \( T > 0 \) and a unique solution \((p, v)\) to the biaxial frame system (1.14)–(1.18) such that
\[
\nabla p \in C([0, T]; H^{2s} (\mathbb{R}^d)), \quad v \in C([0, T]; H^{2s} (\mathbb{R}^d)) \cap L^2 (0, T; H^{2s+1} (\mathbb{R}^d)).
\]

Let \( T^* \) be the maximal existence time of the solution. If \( T^* < +\infty \), then it is necessary that
\[
\int_0^{T^*} (||\nabla \times v(t)||_{L^\infty} + ||\nabla p||_{L^\infty}^2) dt = +\infty, \quad ||\nabla p||_{L^\infty}^2 = \sum_{i=1}^{3} ||\nabla n_i||_{L^\infty}^2.
\]

Armed with the reformulation (1.14)–(1.16), it is straightforward to construct an approximate system maintaining the energy dissipative relation. We thus can prove the local well-posedness following the idea in [44, 41]. The constraint \( p \in SO(3) \) can be inherently attained in the passage of limit to the original PDE system. For the blow-up criterion, the key ingredient is to estimate the higher order derivative terms with respect to \( \mathcal{L}_k F_B (k = 1, 2, 3) \). We circumvent the difficulty using the orthogonal decomposition (1.2) to give the lower bound of the higher order estimate for the dissipation function, that is,
\[
\int_{\mathbb{R}^d} \sum_{k=1}^{3} \frac{1}{\chi_k} |\Delta^s (\mathcal{L}_k F_B) |^2 dx \geq \frac{2\gamma^2}{\chi} \int_{\mathbb{R}^d} |\Delta^{s+1} p|^2 dx + \text{lower order terms},
\]

where \( \gamma = \min \{\gamma_1, \gamma_2, \gamma_3\} > 0 \) and \( \chi = \max \{\chi_1, \chi_2, \chi_3\} > 0 \).

The second result of this paper is concerned with the global existence of weak solutions to the biaxial frame system (1.14)–(1.18) in \( \mathbb{R}^2 \). Here, we assume that the solution \((p, v)\) satisfies \( v_3 = 0, \frac{\partial v}{\partial x_2} = 0 \) and \( \frac{\partial p}{\partial x_3} = \left( \frac{\partial n_1}{\partial x_3}, \frac{\partial n_2}{\partial x_3}, \frac{\partial n_3}{\partial x_3}\right) = 0 \). Moreover, \( \nabla \cdot \sigma \) should be understood as (see [41, 19])
\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix} \cdot (\nabla \cdot \sigma).
\]

For any given constant orthonormal frame \( p^* = (n_1^*, n_2^*, n_3^*) \in SO(3) \), we denote
\[
H^1_{p^*} (\mathbb{R}^2, SO(3)) \overset{\text{def}}{=} \{p = (n_1, n_2, n_3) : p - p^* \in H^1 (\mathbb{R}^2; \mathbb{R}^3), |n_i| = 1 \text{ a.e. in } \mathbb{R}^2, i = 1, 2, 3\}.
\]

The second result is stated as follows.
Theorem 1.2. Let \((p^{(0)}, v^{(0)}) \in H_p^1(\mathbb{R}^2, SO(3)) \times L^2(\mathbb{R}^2, \mathbb{R}^2)\) be given initial data with \(\nabla \cdot v^{(0)} = 0\) and \(p^{(0)} = (n_1^{(0)}, n_2^{(0)}, n_3^{(0)}) \in SO(3)\). Then, there exists a global weak solution \((p, v) : \mathbb{R}^2 \times [0, +\infty) \rightarrow SO(3) \times \mathbb{R}^2\) of the biaxial frame system \((1.14) - (1.18)\) such that the solution \((p, v)\) is smooth in \(\mathbb{R}^2 \times ((0, +\infty) \setminus \{t_i\}_{i=1}^3)\) for a finite number of times \(\{t_i\}_{i=1}^3\). Furthermore, there exists two constants \(\varepsilon_0 > 0\) and \(R_0 > 0\) such that each singular point \((x_1^*, t_i)\) is characterized by the condition

\[
\limsup_{t \to t_i^+} \int_{B_R(x_1^*)} |\nabla p|^2 + |v|^2(\cdot, t)dt > \varepsilon_0, \quad |\nabla p|^2 = \sum_{i=1}^3 |\nabla n_i|^2,
\]

for any \(R > 0\) with \(R \leq R_0\).

The main idea to prove Theorem 1.2 is originated from the seminal works in [38, 39], which is further developed in the later works [16, 17, 41] for the Ericksen–Leslie model. In order to prove the global existence of weak solutions in \(\mathbb{R}^2\), the main steps are to obtain certain local energy inequalities and interior regularity estimates under the small energy condition (see Proposition 4.2–4.4). To complete these steps, the major task is still to deduce the lower bound of the higher order estimate for the dissipation similar to (1.19).

The remainder of this paper is organized as follows. The Section 2 is devoted to the derivation for the basic energy dissipative law of the frame hydrodynamics (1.14)–(1.18), and the presentation for the algebraic structures of variational derivatives on the frame \(p \in SO(3)\). In Section 3 the existence and uniqueness, and the blow-up criterion for the smooth solution to the biaxial frame system (1.14)–(1.18) are successively established, based on the classical Friedrich’s approach and energy estimates. The aim of the Section 2 is to establish the global existence of weak solutions in dimension two. The dissipated energy estimate of the higher order derivative term (see Proposition 4.2), which plays an important role in our analysis, will be provided.

2 Energy dissipative law

In this section, we will derive the basic energy dissipation law and clarify some useful algebraic structures of variational derivatives with respect to the frame \(p = (n_1, n_2, n_3) \in SO(3)\).

For each pair \((p, v)\) and \(p = (n_1, n_2, n_3) \in SO(3)\), we define

\[
E(p, v) \overset{\text{def}}{=} \int_{\mathbb{R}^d} e(p, v)dx, \quad e(p, v) = f_{Bi}(p, \nabla p) + \frac{1}{2} |v|^2.
\]

Proposition 2.1. Under the condition of (1.13), assume that \((p, v)\) is a smooth solution to the biaxial frame system (1.14)–(1.18) with initial data \((p^{(0)}, v^{(0)})\) and \(\nabla \cdot v^{(0)} = 0\). Then it follows that

\[
\begin{align*}
\int_{\mathbb{R}^d} e(p(\cdot, t), v(\cdot, t))dx &+ \eta \int_0^t \|\nabla v\|_{L^2}^2 dt + \frac{3}{\chi_k} \int_0^t \|\mathcal{L}_k \mathcal{F}_{Bi}\|_{L^2}^2 dt \\
&+ \int_0^t \left( \beta_1 \|A \cdot s_1\|_{L^2}^2 + 2\beta_2 \|A \cdot s_2\|_{L^2}^2 \right) dt \\
&+ \int_0^t \left( \frac{\beta_3 - \eta_2^2}{\chi_3} \|A \cdot s_3\|_{L^2}^2 + \left( \frac{\beta_4 - \eta_2^2}{\chi_2} \|A \cdot s_4\|_{L^2}^2 + \frac{\beta_5 - \eta_2^2}{\chi_1} \|A \cdot s_5\|_{L^2}^2 \right) \right) dt \\
&= \int_{\mathbb{R}^d} e(p^{(0)}, v^{(0)})dx.
\end{align*}
\] (2.1)

Proof: Taking the inner product on the system (1.14)–1.16 with \(\frac{\delta \mathcal{F}_{Bi}}{\delta n_i}(i = 1, 2, 3)\), respectively, we can deduce that

\[
\frac{d\mathcal{F}_{Bi}}{dt} = \int_{\mathbb{R}^d} \left( \frac{\delta \mathcal{F}_{Bi}}{\delta n_1} \cdot \frac{\partial n_1}{\partial t} + \frac{\delta \mathcal{F}_{Bi}}{\delta n_2} \cdot \frac{\partial n_2}{\partial t} + \frac{\delta \mathcal{F}_{Bi}}{\delta n_3} \cdot \frac{\partial n_3}{\partial t} \right) dx
\]
Using (1.12) and the equations (1.5)–(1.7), we deduce that \( \nabla \cdot \mathbf{v} = 0 \), we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\mathbf{v}|^2 \, d\mathbf{x} + \eta \| \nabla \mathbf{v} \|^2_{L^2} = -\langle \sigma, \nabla \mathbf{v} \rangle + \langle \mathbf{g}, \mathbf{v} \rangle,
\]

where

\[
\langle \mathbf{g}, \mathbf{v} \rangle = \int_{\Omega} v_1 (n_{3k} \partial_i n_{2k} \mathcal{L}_1 \mathcal{F}_{Bi} + n_{1k} \partial_i n_{3k} \mathcal{L}_2 \mathcal{F}_{Bi} + n_{2k} \partial_i n_{1k} \mathcal{L}_3 \mathcal{F}_{Bi}) \, d\mathbf{x}.
\]

Using (1.12) and the equations (1.5)–(1.7), we deduce that

\[
\langle \sigma, \nabla \mathbf{v} \rangle = \beta_1 \| \mathbf{A} \cdot \mathbf{s}_1 \|^2_{L^2} + 2\beta_3 \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_1) (\mathbf{A} \cdot \mathbf{s}_2) \, d\mathbf{x} + \beta_2 \| \mathbf{A} \cdot \mathbf{s}_2 \|^2_{L^2}
\]

\[
+ \beta_3 \| \mathbf{A} \cdot \mathbf{s}_3 \|^2_{L^2} - \eta_3 \int_{\Omega} \left( \frac{\eta_3}{\chi_3} \mathbf{A} \cdot \mathbf{s}_3 - \frac{1}{\chi_3} \mathcal{L}_3 \mathcal{F}_{Bi} \right) \mathbf{A} \cdot \mathbf{s}_3 \, d\mathbf{x}
\]

\[
+ \beta_4 \| \mathbf{A} \cdot \mathbf{s}_4 \|^2_{L^2} - \eta_2 \int_{\Omega} \left( \frac{\eta_2}{\chi_2} \mathbf{A} \cdot \mathbf{s}_4 - \frac{1}{\chi_2} \mathcal{L}_2 \mathcal{F}_{Bi} \right) \mathbf{A} \cdot \mathbf{s}_4 \, d\mathbf{x}
\]

\[
+ \beta_5 \| \mathbf{A} \cdot \mathbf{s}_5 \|^2_{L^2} - \eta_1 \int_{\Omega} \left( \frac{\eta_1}{\chi_1} \mathbf{A} \cdot \mathbf{s}_5 - \frac{1}{\chi_1} \mathcal{L}_1 \mathcal{F}_{Bi} \right) \mathbf{A} \cdot \mathbf{s}_5 \, d\mathbf{x}
\]

\[
+ \frac{1}{2} \eta_3 \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_3) (\mathbf{Q} \cdot \mathbf{a}_1) \, d\mathbf{x} - \frac{1}{2} \chi_3 \int_{\Omega} \left( \frac{\eta_3}{\chi_3} \mathbf{A} \cdot \mathbf{s}_3 - \frac{1}{\chi_3} \mathcal{L}_3 \mathcal{F}_{Bi} \right) \mathbf{Q} \cdot \mathbf{a}_1 \, d\mathbf{x}
\]

\[
+ \frac{1}{2} \eta_2 \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_4) (\mathbf{Q} \cdot \mathbf{a}_2) \, d\mathbf{x} - \frac{1}{2} \chi_2 \int_{\Omega} \left( \frac{\eta_2}{\chi_2} \mathbf{A} \cdot \mathbf{s}_4 - \frac{1}{\chi_2} \mathcal{L}_2 \mathcal{F}_{Bi} \right) \mathbf{Q} \cdot \mathbf{a}_2 \, d\mathbf{x}
\]

\[
+ \frac{1}{2} \eta_1 \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_5) (\mathbf{Q} \cdot \mathbf{a}_3) \, d\mathbf{x} - \frac{1}{2} \chi_1 \int_{\Omega} \left( \frac{\eta_1}{\chi_1} \mathbf{A} \cdot \mathbf{s}_5 - \frac{1}{\chi_1} \mathcal{L}_1 \mathcal{F}_{Bi} \right) \mathbf{Q} \cdot \mathbf{a}_3 \, d\mathbf{x}
\]

\[
= \beta_1 \| \mathbf{A} \cdot \mathbf{s}_1 \|^2_{L^2} + 2\beta_3 \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_1) (\mathbf{A} \cdot \mathbf{s}_2) \, d\mathbf{x} + \beta_2 \| \mathbf{A} \cdot \mathbf{s}_2 \|^2_{L^2}
\]

\[
+ \left( \beta_3 - \frac{\eta_3^2}{\chi_3} \right) \| \mathbf{A} \cdot \mathbf{s}_3 \|^2_{L^2} + \frac{\eta_3}{\chi_3} \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_3) \mathcal{L}_3 \mathcal{F}_{Bi} \, d\mathbf{x}
\]

\[
+ \left( \beta_4 - \frac{\eta_2^2}{\chi_2} \right) \| \mathbf{A} \cdot \mathbf{s}_4 \|^2_{L^2} + \frac{\eta_2}{\chi_2} \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_4) \mathcal{L}_2 \mathcal{F}_{Bi} \, d\mathbf{x}
\]

\[
+ \left( \beta_5 - \frac{\eta_1^2}{\chi_1} \right) \| \mathbf{A} \cdot \mathbf{s}_5 \|^2_{L^2} + \frac{\eta_1}{\chi_1} \int_{\Omega} (\mathbf{A} \cdot \mathbf{s}_5) \mathcal{L}_1 \mathcal{F}_{Bi} \, d\mathbf{x}
\]

\[
+ \frac{1}{2} \int_{\Omega} \left( \mathbf{Q} \cdot \mathbf{a}_1 \right) \mathcal{L}_3 \mathcal{F}_{Bi} + (\mathbf{Q} \cdot \mathbf{a}_2) \mathcal{L}_2 \mathcal{F}_{Bi} + (\mathbf{Q} \cdot \mathbf{a}_3) \mathcal{L}_1 \mathcal{F}_{Bi} \right) \, d\mathbf{x}. \tag{2.4}
\]

It can be seen from the relations (1.12) that

\[
\int_{\Omega} \left( (v_i \partial_i \mathbf{n}_1) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_1} + (v_i \partial_i \mathbf{n}_2) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_2} + (v_i \partial_i \mathbf{n}_3) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_3} \right) \, d\mathbf{x}
\]
\[
\begin{align*}
&= \int_{\mathbb{R}^d} \left( v_i((\partial_i \mathbf{n}_1 \cdot \mathbf{n}_2) \mathbf{n}_2 + (\partial_i \mathbf{n}_1 \cdot \mathbf{n}_3) \mathbf{n}_3) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_1} \\
&\quad + v_i((\partial_i \mathbf{n}_2 \cdot \mathbf{n}_1) \mathbf{n}_1 + (\partial_i \mathbf{n}_2 \cdot \mathbf{n}_3) \mathbf{n}_3) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_2} \\
&\quad + v_i((\partial_i \mathbf{n}_3 \cdot \mathbf{n}_1) \mathbf{n}_1 + (\partial_i \mathbf{n}_3 \cdot \mathbf{n}_2) \mathbf{n}_2) \cdot \frac{\delta \mathcal{F}_{Bi}}{\delta \mathbf{n}_3} \right) \, dx \\
&= \int_{\mathbb{R}^d} \left( v_i(\partial_i \mathbf{n}_1 \cdot \mathbf{n}_2) \mathcal{L}_3 \mathcal{F}_{Bi} + v_i(\partial_i \mathbf{n}_3 \cdot \mathbf{n}_1) \mathcal{L}_2 \mathcal{F}_{Bi} + v_i(\partial_i \mathbf{n}_2 \cdot \mathbf{n}_3) \mathcal{L}_1 \mathcal{F}_{Bi} \right) \, dx \\
&= \langle \mathbf{\dot{F}}, \mathbf{v} \rangle. \quad (2.5)
\end{align*}
\]

Hence, combining (2.2) with (2.3), and using (2.4) - (2.5), we obtain the energy dissipative law:

\[
\frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^d} |\mathbf{v}|^2 \, dx + \mathcal{F}_{Bi}(p) \right) = -\eta \| \nabla \mathbf{v} \|^2 L^2 - \sum_{k=1}^{3} \frac{1}{\lambda_k} \| \mathcal{L}_k \mathcal{F}_{Bi} \|^2 L^2 \\
- \left( \beta_1 \| \mathbf{A} \cdot \mathbf{s}_1 \|^2 L^2 + 2\beta_0 \int_{\mathbb{R}^d} (\mathbf{A} \cdot \mathbf{s}_1)(\mathbf{A} \cdot \mathbf{s}_2) \, dx + \beta_2 \| \mathbf{A} \cdot \mathbf{s}_2 \|^2 L^2 \right) \\
- \left( \beta_3 - \frac{\eta_3^2}{\chi_3} \right) \| \mathbf{A} \cdot \mathbf{s}_3 \|^2 L^2 - \left( \beta_4 - \frac{\eta_4^2}{\chi_2} \right) \| \mathbf{A} \cdot \mathbf{s}_4 \|^2 L^2 - \left( \beta_5 - \frac{\eta_5^2}{\chi_1} \right) \| \mathbf{A} \cdot \mathbf{s}_5 \|^2 L^2, \quad (2.6)
\]

which implies this proposition by integrating on the time.

\[\square\]

To make our analysis more convenient, we need to rewrite the orientational elasticity [14]. For any frame \( p = (\mathbf{n}_1, \mathbf{n}_2, \mathbf{n}_3) \in SO(3) \), we have the following simple identity relations:

\[
\begin{align*}
| \mathbf{n}_1 \times (\nabla \times \mathbf{n}_1) |^2 &= (\mathbf{n}_2 \cdot \nabla \times \mathbf{n}_1)^2 + (\mathbf{n}_3 \cdot \nabla \times \mathbf{n}_1)^2, \\
| \mathbf{n}_2 \times (\nabla \times \mathbf{n}_2) |^2 &= (\mathbf{n}_1 \cdot \nabla \times \mathbf{n}_2)^2 + (\mathbf{n}_3 \cdot \nabla \times \mathbf{n}_2)^2, \\
| \mathbf{n}_3 \times (\nabla \times \mathbf{n}_3) |^2 &= (\mathbf{n}_1 \cdot \nabla \times \mathbf{n}_3)^2 + (\mathbf{n}_2 \cdot \nabla \times \mathbf{n}_3)^2, \\
| \nabla \mathbf{n}_i |^2 &= (\mathbf{n}_i \cdot \nabla \mathbf{n}_i)^2 + (\mathbf{n}_i \cdot \nabla \times \mathbf{n}_i)^2 - \mathbf{n}_i \cdot (\nabla \cdot \mathbf{n}_i) \mathbf{n}_i, \quad i = 1, 2, 3.
\end{align*}
\]

Without loss of generality, as in [11][17], in terms of the above simple relations, we rewrite the density \( \mathcal{F}_{Bi}(\mathbf{p}, \nabla \mathbf{p}) \) as

\[
\mathcal{F}_{Bi}(\mathbf{p}, \nabla \mathbf{p}) = \frac{1}{2} \sum_{i=1}^{3} \gamma_i | \nabla \mathbf{n}_i |^2 + W(\mathbf{p}, \nabla \mathbf{p}). \quad (2.7)
\]

Here, the coefficients \( \gamma_i (i = 1, 2, 3) \) are taken as, respectively,

\[
\begin{align*}
\gamma_1 &= \min \{ K_1, K_4, K_7, K_{10} \} > 0, \quad \gamma_2 = \min \{ K_2, K_5, K_8, K_{11} \} > 0, \\
\gamma_3 &= \min \{ K_3, K_6, K_9, K_{12} \} > 0,
\end{align*}
\]

and \( W(\mathbf{p}, \nabla \mathbf{p}) \) is expressed by

\[
W(\mathbf{p}, \nabla \mathbf{p}) = \frac{1}{2} \left( \sum_{i=1}^{3} k_i (\nabla \cdot \mathbf{n}_i)^2 + \sum_{i,j=1}^{3} k_{ij} (\mathbf{n}_i \cdot \nabla \times \mathbf{n}_j)^2 \right),
\]

where the coefficients \( k_i \geq 0, k_{ij} \geq 0 (i, j = 1, 2, 3) \) are given by

\[
k_1 = K_1 - \gamma_1, \quad k_2 = K_2 - \gamma_2, \quad k_3 = K_3 - \gamma_3,
\]
\[ k_{11} = K_1 - \gamma_1, \quad k_{22} = K_5 - \gamma_2, \quad k_{33} = K_6 - \gamma_3, \]
\[ k_{31} = K_7 - \gamma_1, \quad k_{12} = K_8 - \gamma_2, \quad k_{23} = K_9 - \gamma_3, \]
\[ k_{21} = K_{10} - \gamma_1, \quad k_{32} = K_{11} - \gamma_2, \quad k_{13} = K_{12} - \gamma_3. \]

For simplicity, we define
\[ (h_1, h_2, h_3) \overset{\text{def}}{=} \left( \frac{\delta F_{Bi}}{\delta n_1}, \frac{\delta F_{Bi}}{\delta n_2}, \frac{\delta F_{Bi}}{\delta n_3} \right) = \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \frac{\partial f_{Bi}}{\partial p}. \]

Similar to Lemma 2.3 in [41], we also introduce the algebraic structures of the variational derivative with regards to the frame field \( p \) with regards to the frame field \( p \) and \( h \) in the unit ball \( F \) where \( h = 1 \).

**Lemma 2.2.** For the terms \( h_i(i = 1, 2, 3) \), we have the following representation:
\[ h_i = \gamma_i\Delta n_i + k_i \nabla \text{div} n_i - \sum_{j=1}^{3} k_{ij} \nabla \times (\nabla \times n_i \cdot n_j) - \sum_{j=1}^{3} k_{ij} (n_i \cdot n_j)(\nabla \times n_j), \]
where \( n_j^2 = n_i \otimes n_j \).

### 3 Local well-posedness and blow-up criterion

This section is devoted to the local well-posedness and blow-up criterion of the system (1.14)–(1.18). In what follows, we denote by \( C \) a positive constant depending on the coefficients of the system (1.14)–(1.18) but independent of the solution \( (p, v) \). The symbol \( \langle \cdot, \cdot \rangle \) stands for the \( L^2 \)-inner product in \( \mathbb{R}^d \) with \( d = 2, 3 \). In addition, we use \( P \) to represent a finite degree polynomial of the variables in the bracket.

The following product estimate and commutator estimate are well-known, see [40, 2, 41] for example, which will be frequently used in this paper.

**Lemma 3.1.** For any multi-indices \( \alpha, \beta, \gamma \in \mathbb{N}^3 \) and any differential operator \( D \), it follows that
\[ \| D^{\alpha} (fg) \|_{L^2} \leq C \sum_{|\gamma| = |\alpha|} \| f \|_{L^\infty} \| D^\gamma g \|_{L^2} + \| g \|_{L^\infty} \| D^\gamma f \|_{L^2}, \]
\[ \| D^{\alpha} (fg) D^\beta g \|_{L^2} \leq C \left( \sum_{|\gamma| = |\alpha| + |\beta|} \| D^\gamma f \|_{L^2} \| g \|_{L^\infty} + \sum_{|\gamma| = |\alpha| + |\beta| - 1} \| \nabla f \|_{L^\infty} \| D^\gamma g \|_{L^2} \right). \]

Besides, we present the commutator estimate with the mollification operator (see [41]).

**Lemma 3.2.** For the mollification operator \( \mathcal{J}_\varepsilon \) defined by (3.1) and \( 1 \leq p \leq \infty \), it follows that
\[ \| [\mathcal{J}_\varepsilon f, \partial_t g] \|_{L^p} \leq C(1 + \| \nabla f \|_{L^\infty}) \| g \|_{L^p}. \]

### 3.1 Local well-posedness

The main framework of our proof follows the strategy in [41, 41]. We divide the proof of Theorem 1.1 into three steps.

**Step 1. Construction of approximate solutions.** We construct an approximate system to apply the classical Friedrich’s method. We define the mollification operator
\[ \mathcal{J}_\varepsilon f(\xi) \overset{\text{def}}{=} \mathcal{F}^{-1} \left( \phi(\xi/\varepsilon) \mathcal{F} f \right), \quad (3.1) \]
where \( \mathcal{F}(f)(\xi) = \int_{\mathbb{R}^d} f(x)e^{-i\xi \cdot x}dx \) is the Fourier transform and \( \phi(\xi) \) is a smooth cut-off function with \( \phi = 1 \) in the unit ball \( B(0, 1) \) and \( \phi = 0 \) outside \( B(0, 2) \). Assume that \( \mathcal{F} \) is the Leray’s projection operator from a vector field \( w \) into the corresponding divergence-free field, namely, \( \mathcal{F}w = w - \nabla [\Delta^{-1}(\nabla \cdot w)] \).
Then, the approximate system associated with (1.14)–(1.18) is given by

\[ \tilde{n}_i^k = \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^1 + \frac{\eta}{\lambda_3} \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_3} \mathcal{J}_e (L_3^e F_{Bi}) \right) \mathcal{J}_e n_i^2 \]

\[ - \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^1 + \frac{\eta}{\lambda_2} \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_2} \mathcal{J}_e (L_2^e F_{Bi}) \right) \mathcal{J}_e n_i^3, \] (3.2)

\[ \tilde{n}_2^i = - \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^2 + \eta \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_1} \mathcal{J}_e (L_1^e F_{Bi}) \right) \mathcal{J}_e n_i^1 \]

\[ + \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^2 + \frac{\eta}{\lambda_2} \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_2} \mathcal{J}_e (L_2^e F_{Bi}) \right) \mathcal{J}_e n_i^3, \] (3.3)

\[ \tilde{n}_3^i = \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^3 + \frac{\eta}{\lambda_1} \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_1} \mathcal{J}_e (L_1^e F_{Bi}) \right) \mathcal{J}_e n_i^1 \]

\[ - \mathcal{J}_e \left( \frac{1}{2} \mathcal{J}_e \Omega^e \cdot \mathcal{J}_e a_i^3 + \frac{\eta}{\lambda_1} \mathcal{J}_e A^e \cdot \mathcal{J}_e s_i^5 - \frac{1}{\lambda_1} \mathcal{J}_e (L_1^e F_{Bi}) \right) \mathcal{J}_e n_i^2, \] (3.4)

\[ \frac{\partial v_e}{\partial t} + \mathcal{J}_e F_{Bi} (\mathcal{J}_e v_e \cdot \nabla \mathcal{J}_e v_e) = \eta \mathcal{J}_e \Delta \mathcal{J}_e v_e + \mathcal{J}_e F_{Bi} (\nabla \cdot \mathcal{J}_e \sigma^e + \mathcal{J}_e \mathcal{F}^e), \]

\[ \nabla \cdot v_e = 0, \] (3.5)

\[ (v_e, n_1^i, n_2^i, n_3^i)|_{t=0} = (\mathcal{J}_e v_0, \mathcal{J}_e n_1^0, \mathcal{J}_e n_2^0, \mathcal{J}_e n_3^0). \] (3.7)

Here, \( \tilde{n}_k^i (k = 1, 2, 3) \) are expressed by

\[ \tilde{n}_k^i = \partial n_k^i + \mathcal{J}_e (\mathcal{J}_e v_e \cdot \nabla \mathcal{J}_e n_k^i), \]

and \( \mathcal{J}_e s_i^5 (i = 1, \cdots , 5) \) and \( \mathcal{J}_e a_i^j (j = 1, 2, 3) \) are defined as, respectively,

\[ \mathcal{J}_e s_i^1 = \mathcal{J}_e n_i^1 \otimes \mathcal{J}_e n_i^1 - \frac{1}{3}, \quad \mathcal{J}_e s_i^2 = \mathcal{J}_e n_i^2 \otimes \mathcal{J}_e n_i^2 - \mathcal{J}_e n_i^3 \otimes \mathcal{J}_e n_i^3, \]

\[ \mathcal{J}_e s_i^3 = \frac{1}{2} (\mathcal{J}_e n_i^1 \otimes \mathcal{J}_e n_i^2 + \mathcal{J}_e n_i^3 \otimes \mathcal{J}_e n_i^1), \quad \mathcal{J}_e s_i^4 = \frac{1}{2} (\mathcal{J}_e n_i^1 \otimes \mathcal{J}_e n_i^3 + \mathcal{J}_e n_i^2 \otimes \mathcal{J}_e n_i^1), \]

\[ \mathcal{J}_e a_i^1 = \mathcal{J}_e n_i^1 \otimes \mathcal{J}_e n_i^1 - \mathcal{J}_e n_i^2 \otimes \mathcal{J}_e n_i^2, \quad \mathcal{J}_e a_i^2 = \mathcal{J}_e n_i^2 \otimes \mathcal{J}_e n_i^1 - \mathcal{J}_e n_i^3 \otimes \mathcal{J}_e n_i^1, \]

\[ \mathcal{J}_e a_i^3 = \mathcal{J}_e n_i^3 \otimes \mathcal{J}_e n_i^1 - \mathcal{J}_e n_i^2 \otimes \mathcal{J}_e n_i^1. \]

The variational derivatives in the approximate system read

\[ \mathcal{J}_e (L_3^e F_{Bi}) = \mathcal{J}_e n_i^2 \cdot \mathcal{J}_e h_i^3 - \mathcal{J}_e n_i^3 \cdot \mathcal{J}_e h_i^2, \]

\[ \mathcal{J}_e (L_2^e F_{Bi}) = \mathcal{J}_e n_i^1 \cdot \mathcal{J}_e h_i^3 - \mathcal{J}_e n_i^2 \cdot \mathcal{J}_e h_i^3, \]

\[ \mathcal{J}_e (L_1^e F_{Bi}) = \mathcal{J}_e n_i^1 \cdot \mathcal{J}_e h_i^2 - \mathcal{J}_e n_i^2 \cdot \mathcal{J}_e h_i^1, \]

where \( \mathcal{J}_e h_i^j (i = 1, 2, 3) \) are respectively defined as

\[ \mathcal{J}_e h_i^j = \gamma_i \Delta \mathcal{J}_e n_i^j + k_i \nabla \text{div} \mathcal{J}_e n_i^j - \sum_{j=1}^{3} k_{ij} \nabla \times (\nabla \times \mathcal{J}_e n_i^j \cdot (\mathcal{J}_e n_i^j)^2) \]

\[ - \sum_{j=1}^{3} k_{ij} (\mathcal{J}_e n_i^j \cdot \nabla \times \mathcal{J}_e n_i^j) (\nabla \times \mathcal{J}_e n_i^j). \] (3.8)

The stress \( \mathcal{J}_e \sigma^e \) is given by

\[ \mathcal{J}_e \sigma^e = \beta_1 (\mathcal{J}_e A^e \cdot \mathcal{J}_e s_1^5) \mathcal{J}_e s_1^5 + \beta_0 (\mathcal{J}_e A^e \cdot \mathcal{J}_e s_2^5) \mathcal{J}_e s_2^5 + \beta_0 (\mathcal{J}_e A^e \cdot \mathcal{J}_e s_1^5) \mathcal{J}_e s_2^5 \]

\[ + \beta_0 (\mathcal{J}_e A^e \cdot \mathcal{J}_e s_2^5) \mathcal{J}_e s_1^5. \]
Cauchy–Lipschitz theorem implies that there exists a strictly maximal time frame, and 

\[ E \]

By the Calderón–Zygmund inequality, 

\[ E \]

where we have used the equations (1.5)–(1.7) to eliminate time derivatives. In addition, the body force \( J_\varepsilon \) is defined by 

\[ J_\varepsilon \]

The above approximate system (3.2)–(3.7) can be regarded as an ODE system on \( L^2(\mathbb{R}^d) \). Thus, the Cauchy–Lipschitz theorem implies that there exists a strictly maximal time \( T_\varepsilon \) and a unique solution \( (p^\varepsilon, v^\varepsilon) \in C([0, T_\varepsilon); H^k(\mathbb{R}^d)) \) for any \( k \geq 0 \), where \( p^\varepsilon = (n_1^\varepsilon, n_2^\varepsilon, n_3^\varepsilon) \).

**Step 2. Uniform energy estimates.** We define the following energy functional 

\[ E_\varepsilon(p^\varepsilon, v^\varepsilon) = \frac{1}{2} \| p^\varepsilon - p^{(0)} \|_{L^2}^2 + F_{Bi}[p^\varepsilon] + \frac{1}{2} \| v^\varepsilon \|_{L^2}^2 + \sum_{i=1}^{3} E_i^\varepsilon(p^\varepsilon) + \frac{1}{2} \| \Delta^\varepsilon v^\varepsilon \|_{L^2}^2, \quad (3.9) \]

where \( \| p^\varepsilon - p^{(0)} \|_{L^2}^2 = \sum_{i=1}^{3} \| n_i^\varepsilon - n_i^{(0)} \|_{L^2}^2 \), \( p^{(0)} = (n_1^{(0)}, n_2^{(0)}, n_3^{(0)}) \in SO(3) \) is the initial orthonormal frame, and \( E_i^\varepsilon(p^\varepsilon)(i = 1, 2, 3) \) are respectively defined as 

\[ E_i^\varepsilon(p^\varepsilon) = \frac{1}{2} \left( \gamma_i \| \Delta^\varepsilon \nabla n_i^\varepsilon \|_{L^2}^2 + k_i \| \Delta^\varepsilon \text{div} n_i^\varepsilon \|_{L^2}^2 + \sum_{j=1}^{3} k_{ij} \| \Delta^\varepsilon (\nabla \times n_i^\varepsilon) \cdot J_\varepsilon n_j^\varepsilon \|_{L^2}^2 \right). \]

We first deal with the estimates of lower order terms in (3.9). The approximate system (3.2)–(3.7) still satisfies the following energy dissipative law:

\[
\frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^d} |v^\varepsilon|^2 \, dx + F_{Bi}[p^\varepsilon] \right) = -\eta \| \nabla J_\varepsilon v^\varepsilon \|_{L^2}^2 - \sum_{k=1}^{3} \frac{1}{\lambda_k} \| J_\varepsilon (L^\varepsilon F_{Bi}) \|_{L^2}^2 \\
- \left( \beta_1 \| J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_1^\varepsilon \|_{L^2}^2 + 2\beta_0 \int_{\mathbb{R}^d} (J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_1^\varepsilon)(J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_2^\varepsilon) \, dx + \beta_2 \| J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_2^\varepsilon \|_{L^2}^2 \right) \\
- \left( \beta_3 - \frac{\eta_3^2}{\lambda_3} \right) \| J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_3^\varepsilon \|_{L^2}^2 - \left( \beta_4 - \frac{\eta_2^2}{\lambda_2} \right) \| J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_2^\varepsilon \|_{L^2}^2 \\
- \left( \beta_5 - \frac{\eta_1^2}{\lambda_1} \right) \| J_\varepsilon A^\varepsilon \cdot J_\varepsilon s_3^\varepsilon \|_{L^2}^2. \quad (3.10) \]

By the Calderón–Zygmund inequality,

\[ \| \nabla^2 n_i \|_{L^2} \leq C(\| \Delta n_i \|_{L^2} + \| n_i - n_i^{(0)} \|_{L^2}), \quad i = 1, 2, 3, \]

we derive from (3.8) that

\[ \| J_\varepsilon h_i^\varepsilon \|_{L^2} \leq C \left( \| \Delta n_i^\varepsilon \|_{L^2} + \| \nabla \text{div} n_i^\varepsilon \|_{L^2} + \| \nabla^2 n_i^\varepsilon \|_{L^2} + \| p^\varepsilon \|_{L^\infty} \right) \]
\[
\begin{align*}
&+ \|\nabla n_i^\varepsilon\|_{L^2} \|p^\varepsilon\|_{L^\infty} \|\nabla p^\varepsilon\|_{L^\infty} \\
\leq & C P(\|p^\varepsilon\|_{L^\infty}, \|\nabla p^\varepsilon\|_{L^\infty}) \mathcal{E}_s(p^\varepsilon, v^\varepsilon).
\end{align*}
\]

By means of the equations (3.12)–(3.14), \(\nabla \cdot v^\varepsilon = 0\) and the estimates of \(J^2 h_i^\varepsilon (i = 1, 2, 3)\), we deduce that

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|n_i^\varepsilon - n_i^{(0)}\|^2_{L^2} &= \langle \partial_t n_i^\varepsilon, n_i^\varepsilon - n_i^{(0)} \rangle \\
&= - \langle J^2\varepsilon \cdot \nabla J^2\varepsilon n_i^{(0)}, J^2\varepsilon(n_i^\varepsilon - n_i^{(0)}) \rangle \\
&\quad + \left( \frac{1}{2} J^2\varepsilon J^2\varepsilon \cdot J^2\varepsilon a_i^\varepsilon + \eta_3 \frac{\eta_3}{\chi_3} J^2\varepsilon A^\varepsilon \cdot J^2\varepsilon s_i^\varepsilon - \frac{1}{\chi_3} J^2\varepsilon (\mathcal{L}^2 F^{Bi}) \right) J^2\varepsilon n_i^\varepsilon, J^2\varepsilon(n_i^\varepsilon - n_i^{(0)}) \rangle \\
&\quad - \left( \frac{1}{2} J^2\varepsilon J^2\varepsilon \cdot J^2\varepsilon a_i^\varepsilon + \eta_2 \frac{\eta_2}{\chi_2} J^2\varepsilon A^\varepsilon \cdot J^2\varepsilon s_i^\varepsilon - \frac{1}{\chi_2} J^2\varepsilon (\mathcal{L}^2 F^{Bi}) \right) J^2\varepsilon n_i^\varepsilon, J^2\varepsilon(n_i^\varepsilon - n_i^{(0)}) \rangle \\
&\leq C \left( \|\nabla n_i^{(0)}\|_{L^\infty} \|v^\varepsilon\|_{L^2} + (\|a_i^{(0)}\|_{L^\infty} + \|s_i^{(0)}\|_{L^\infty}) \|n_i^\varepsilon\|_{L^\infty} \|\nabla v^\varepsilon\|_{L^2} \right) \|n_i^\varepsilon - n_i^{(0)}\|_{L^2} \\
&\quad + C(\|n_i^\varepsilon\|_{L^\infty} + \|n_i^{(0)}\|_{L^\infty} )\|n_i^\varepsilon\|_{L^\infty} \left( \|\mathcal{J}^2 h_1^\varepsilon\|_{L^2} + \|\mathcal{J}^2 h_2^\varepsilon\|_{L^2} \right) \|n_i^\varepsilon - n_i^{(0)}\|_{L^2} \\
&\quad + C(\|n_i^{(0)}\|_{L^\infty} + \|n_i^\varepsilon\|_{L^\infty} )\|n_i^\varepsilon\|_{L^\infty} \left( \|\mathcal{J}^2 h_1^\varepsilon\|_{L^2} + \|\mathcal{J}^2 h_3^\varepsilon\|_{L^2} \right) \|n_i^\varepsilon - n_i^{(0)}\|_{L^2} \\
&\leq C P(\|\nabla n_i^{(0)}\|_{L^\infty}, \|p^\varepsilon\|_{L^\infty}, \|\nabla p^\varepsilon\|_{L^\infty}) \mathcal{E}_s(p^\varepsilon, v^\varepsilon). \tag{3.11}
\end{align*}
\]

Similar derivations yield

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|n_i^\varepsilon - n_i^{(0)}\|^2_{L^2} &\leq C P(\|\nabla n_i^{(0)}\|_{L^\infty}, \|p^\varepsilon\|_{L^\infty}, \|\nabla p^\varepsilon\|_{L^\infty}) \mathcal{E}_s(p^\varepsilon, v^\varepsilon), \tag{3.12} \\
\frac{1}{2} \frac{d}{dt} \|n_i^\varepsilon - n_i^{(0)}\|^2_{L^2} &\leq C P(\|\nabla n_i^{(0)}\|_{L^\infty}, \|p^\varepsilon\|_{L^\infty}, \|\nabla p^\varepsilon\|_{L^\infty}) \mathcal{E}_s(p^\varepsilon, v^\varepsilon). \tag{3.13}
\end{align*}
\]

We now consider the estimate of the higher order derivatives for the frame \(p^\varepsilon = (n_1^\varepsilon, n_2^\varepsilon, n_3^\varepsilon)\). Using the equation (3.12) and integrating by parts, we can derive that

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \langle \nabla \Delta n_1^\varepsilon, \nabla \Delta n_1^\varepsilon \rangle &= - \langle \Delta^s \left( \frac{1}{2} J^2\varepsilon J^2\varepsilon \cdot J^2\varepsilon a_i^\varepsilon + \frac{\eta_3}{\chi_3} J^2\varepsilon A^\varepsilon \cdot J^2\varepsilon s_i^\varepsilon \right) J^2\varepsilon n_i^\varepsilon, \Delta^{s+1} J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad + \frac{1}{\chi_3} \langle \Delta^s (J^2\varepsilon (\mathcal{L}^2 F^{Bi}) J^2\varepsilon n_i^\varepsilon), \Delta^{s+1} J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad + \langle \Delta^s \left( \frac{1}{2} J^2\varepsilon J^2\varepsilon \cdot J^2\varepsilon a_i^\varepsilon + \frac{\eta_2}{\chi_2} J^2\varepsilon A^\varepsilon \cdot J^2\varepsilon s_i^\varepsilon \right) J^2\varepsilon n_i^\varepsilon, \Delta^{s+1} J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad - \frac{1}{\chi_2} \langle \Delta^s (J^2\varepsilon (\mathcal{L}^2 F^{Bi}) J^2\varepsilon n_i^\varepsilon), \Delta^{s+1} J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad - \langle \nabla \Delta^s (J^2\varepsilon \nabla J^2\varepsilon n_i^\varepsilon), \nabla \Delta^s J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad \overset{\text{def}}{=} I_1 + I_2 + I_3 + I_4 + I_5. \tag{3.14}
\end{align*}
\]

Similarly, we have

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \langle \Delta^s \text{div} n_1^\varepsilon, \Delta^s \text{div} n_1^\varepsilon \rangle &= - \langle \Delta^s \left( \frac{1}{2} J^2\varepsilon J^2\varepsilon \cdot J^2\varepsilon a_i^\varepsilon + \frac{\eta_3}{\chi_3} J^2\varepsilon A^\varepsilon \cdot J^2\varepsilon s_i^\varepsilon \right) J^2\varepsilon n_i^\varepsilon, \text{div} J^2\varepsilon n_i^\varepsilon \rangle \\
&\quad + \frac{1}{\chi_3} \langle \Delta^s (J^2\varepsilon (\mathcal{L}^2 F^{Bi}) J^2\varepsilon n_i^\varepsilon), \text{div} J^2\varepsilon n_i^\varepsilon \rangle
\end{align*}
\]
By a direct calculation, we obtain from (3.18) that

\[\begin{align*}
+ \langle \Delta^s \left[ \frac{1}{2} J_c \Omega^s \cdot J_c a^s_2 + \frac{\eta}{\chi} J_c A^s \cdot J_c s^s_1 \right] J_c n^s_1 \rangle , \Delta^s \nabla \text{div} J_c n^s_1 \rangle \\
- \frac{1}{\chi^2} \langle \Delta^s (J_c (J_c^s F_{Hi}) J_c n^s_2) , \Delta^s \nabla \text{div} J_c n^s_1 \rangle \\
- \langle \Delta^s \text{div} (J_c v^s \cdot \nabla J_c n^s_1) , \Delta^s \text{div} J_c n^s_1 \rangle \\
\end{align*}\]

\[
\text{def} = I'_5 + I'_5 + I'_4 + I'_5.
\]

(3.15)

Using the incompressibility condition \(\nabla \cdot v^s = 0\) and Lemma 3.1, we deduce that

\[
I'_5 + I'_5 = - \langle \nabla \Delta^s , J_c v^s \cdot \nabla J_c n^s_1 , \Delta^s \nabla J_c n^s_1 \rangle \\
- \langle \Delta^s \text{div} J_c v^s \nabla J_c n^s_1 , \Delta^s \nabla J_c n^s_1 \rangle \\
\leq \| \nabla \nabla v^s \|_{L^2} \| \Delta^s \nabla J_c n^s_1 \|^2_{L^2} \\
+ \| \Delta^s \text{div} J_c v^s \|_{L^2} \| \Delta^s \nabla J_c n^s_1 \|^2_{L^2} \\
\leq C (\| n^s_1 \|_{H^2} + \| \nabla v^s \|_{L^2} \| \nabla n^s_1 \|^2_{L^2}) \\
\leq C \| v^s \|_{L^2} + \| \nabla n^s_1 \|^2_{H^2} + \delta \| \Delta^s v^s \|^2_{H^2},
\]

(3.16)

where \(\delta\) represents a small positive constant to be determined later, whose value may vary in different places.

For simplicity, we denote

\[
J_c H_i^{\Delta^s} = J_c n^s_2 : J_c \Delta^s h^s_2 - J_c n^s_3 : J_c \Delta^s h^s_2,
\]

\[
J_c H_i^{\Delta^s} = J_c n^s_3 : J_c \Delta^s h^s_1 - J_c n^s_2 : J_c \Delta^s h^s_3,
\]

\[
J_c H_i^{\Delta^s} = J_c n^s_3 : J_c \Delta^s h^s_2 - J_c n^s_3 : J_c \Delta^s h^s_1.
\]

Moreover, from [5,8], we also define

\[\Delta^s J_c h_i^s \text{def} L_i^s(p^s) + G_i^s(p^s), \quad i = 1, 2, 3,\]

(3.17)

where \(L_i^s(p^s)\) and \(G_i^s(p^s)\) are higher-order and lower-order derivative terms, respectively,

\[
L_i^s(p^s) = \gamma_i \Delta^{s+1} J_c n^s_2 - k_i \Delta^s \text{div} J_c n^s_2 - \sum_{j=1}^{3} k_{ij} \Delta^s \nabla \times (\nabla \times J_c n^s_2) (J_c n^s_2),
\]

\[
G_i^s(p^s) = - \sum_{j=1}^{3} k_{ij} \Delta^s [(J_c n^s_2 \cdot \nabla J_c n^s_2) (\nabla \times J_c n^s_2)].
\]

Using the approximate system (3.22)-(3.24), and the expressions of \(J_c h_i^s\), it follows that

\[
\| \partial_t n^s_i \|_{L^\infty} \leq C \| v^s \|_{L^\infty}, \| \nabla v^s \|_{L^\infty}, \| p^s \|_{L^\infty}, \| \nabla p^s \|_{L^\infty}, \| \nabla^2 p^s \|_{L^\infty}, \quad i = 1, 2, 3.
\]

(3.18)

By a direct calculation, we obtain from (3.18) that

\[
\frac{1}{2} \frac{d}{dt} \| J_c n^s_2 \cdot \Delta^s (\nabla \times n^s_1) \|^2_{L^2} \\
= \langle J_c \partial_t n^s_2 \cdot \Delta^s (\nabla \times n^s_1) + J_c n^s_2 \cdot (\Delta^s \nabla \times n^s_1) , J_c n^s_2 \cdot \Delta^s (\nabla \times n^s_1) \rangle \\
- \langle J_c n^s_2 \cdot (\Delta^s \nabla \times J_c v^s \cdot \nabla J_c n^s_1) , J_c n^s_2 \cdot \Delta^s (\nabla \times n^s_1) \rangle \\
\leq \| \partial_t n^s_2 \|_{L^\infty} \| n^s_2 \|_{L^\infty} \| \nabla n^s_1 \|^2_{H^2} \\
+ \langle J_c n^s_2 \cdot (\Delta^s \nabla \times n^s_1) , J_c n^s_2 \cdot \Delta^s (\nabla \times n^s_1) \rangle \\
- \langle J_c n^s_2 \cdot (\Delta^s \nabla \times J_c v^s \cdot \nabla J_c n^s_1) , J_c n^s_2 \cdot \Delta^s (\nabla \times n^s_1) \rangle
\]
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\[
\begin{align*}
&\leq CP \left( \|v^\epsilon\|_{L^\infty}, \|\nabla v^\epsilon\|_{L^\infty}, \|p^\epsilon\|_{L^\infty}, \|\nabla p^\epsilon\|_{L^\infty}, \|\nabla^2 p^\epsilon\|_{L^\infty} \right) \|\nabla n_1^\epsilon\|_{H^{2+}}^2 \\
&\quad + \left\langle J_\epsilon n_2^\epsilon \cdot (\Delta^s \nabla \times \n_1^\epsilon), J_\epsilon n_2^\epsilon \cdot \Delta^s (\nabla \times n_1^\epsilon) \right\rangle \\
&\quad - \left\langle \Delta^s \nabla \times (J_\epsilon v^\epsilon \cdot \nabla J_\epsilon n_1^\epsilon), \left( J_\epsilon, (J_\epsilon n_2^\epsilon)^2 \right) \Delta^s (\nabla \times n_1^\epsilon) \right\rangle \\
&\quad - \left\langle [\Delta^s \nabla \times J_\epsilon v^\epsilon] \cdot \nabla J_\epsilon n_1^\epsilon, (J_\epsilon n_2^\epsilon)^2 \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \right\rangle \\
&\quad - \left\langle J_\epsilon v^\epsilon \cdot \nabla (\Delta^s \nabla \times J_\epsilon n_1^\epsilon), (J_\epsilon n_2^\epsilon)^2 \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \right\rangle,
\end{align*}
\]

where \( \n_2^\epsilon = \partial_n n_1^\epsilon + J_\epsilon (J_\epsilon v_\epsilon \cdot \nabla J_\epsilon n_1^\epsilon) \).

For the term \( J_2 \), applying Lemma 3.1 and Lemma 3.2, we have

\[
\begin{align*}
J_2 &\leq |\langle (\Delta^s)^{-1} \nabla \Delta^s \nabla \times (J_\epsilon v^\epsilon \cdot \nabla J_\epsilon n_1^\epsilon), [J_\epsilon, (J_\epsilon n_2^\epsilon)^2] \Delta^s (\nabla \times n_1^\epsilon) \rangle |
\end{align*}
\]

By Lemma 3.1, the incompressibility condition \( \nabla \cdot v^\epsilon = 0 \) and integration by parts, the terms \( J_3 \) and \( J_4 \) can be estimated as follows:

\[
\begin{align*}
J_3 &\leq |\langle [\Delta^s \nabla \times J_\epsilon v^\epsilon] \cdot \nabla J_\epsilon n_1^\epsilon, (J_\epsilon n_2^\epsilon)^2 \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \rangle | \\
&\leq C(\|\nabla v^\epsilon\|_{L^\infty} \|J_\epsilon n_1^\epsilon\|_{L^\infty} \|\nabla J_\epsilon n_1^\epsilon\|_{H^{2+}} + \|\nabla J_\epsilon n_1^\epsilon\|_{H^{2+}} \|\nabla^2 n_1^\epsilon\|_{L^\infty} + \|\nabla J_\epsilon n_1^\epsilon\|_{H^{2+}} \|\nabla^2 n_1^\epsilon\|_{L^\infty}) \|\nabla^2 n_1^\epsilon\|_{H^{2+}}, \\
J_4 &= -\frac{1}{2} \int_{\mathbb{R}^d} J_\epsilon v^\epsilon \cdot \nabla \left[ J_\epsilon n_1^\epsilon \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \right]^2 d\mathbf{x} \\
&\quad + \int_{\mathbb{R}^d} J_\epsilon n_1^\epsilon \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \cdot (\Delta^s \nabla \times J_\epsilon n_1^\epsilon) \cdot \partial_{\beta} (J_\epsilon n_1^\epsilon) d\mathbf{x} \\
&\leq \|v^\epsilon\|_{L^\infty} \|n_1^\epsilon\|_{L^\infty} \|\nabla n_1^\epsilon\|_{L^\infty} \|\nabla n_1^\epsilon\|_{H^{2+}}^2.
\end{align*}
\]

We are now ready to control the term \( J_1 \). Define \( \mathcal{U}^\epsilon \) by

\[
\mathcal{U}^\epsilon = \left( \frac{1}{2} J_\epsilon \Omega^\epsilon \cdot J_\epsilon a_1^\epsilon + \frac{\eta_2}{\lambda_3} J_\epsilon A^\epsilon \cdot J_\epsilon s_3^\epsilon - \frac{1}{\lambda_3} J_\epsilon (J_\epsilon^2 \mathcal{F}_{Bi}) \right) J_\epsilon n_2^\epsilon \\
- \left( \frac{1}{2} J_\epsilon \Omega^\epsilon \cdot J_\epsilon a_2^\epsilon + \frac{\eta_2}{\lambda_2} J_\epsilon A^\epsilon \cdot J_\epsilon s_4^\epsilon - \frac{1}{\lambda_2} J_\epsilon (J_\epsilon^2 \mathcal{F}_{Bi}) \right) J_\epsilon n_3^\epsilon.
\]

Then, with the help of (3.2), Lemma 3.1, Lemma 3.2, and the analogous argument for the term \( J_2 \), the term \( J_1 \) can be handled as

\[
\begin{align*}
J_1 &= \langle \Delta^s \nabla \times \n_2^\epsilon, (J_\epsilon n_2^\epsilon)^2 \cdot \Delta^s (\nabla \times n_1^\epsilon) \rangle \\
&\quad = \left( \langle \Delta^s \mathcal{U}^\epsilon, \Delta^s \nabla \times \left( \nabla \times J_\epsilon n_1^\epsilon \cdot (J_\epsilon n_2^\epsilon)^2 \right) \right) \\
&\quad + \left( \langle \Delta^s \nabla \times \mathcal{U}^\epsilon, [J_\epsilon, (J_\epsilon n_2^\epsilon)^2] \Delta^s (\nabla \times n_1^\epsilon) - [\Delta^s, (J_\epsilon n_2^\epsilon)^2] (\nabla \times J_\epsilon n_1^\epsilon) \rangle \\
&\quad \leq \langle \Delta^s \left[ \frac{1}{2} J_\epsilon \Omega^\epsilon \cdot J_\epsilon a_1^\epsilon + \frac{\eta_2}{\lambda_3} J_\epsilon A^\epsilon \cdot J_\epsilon s_3^\epsilon \right] J_\epsilon n_2^\epsilon, \Delta^s \nabla \times (\nabla \times J_\epsilon n_1^\epsilon \cdot (J_\epsilon n_2^\epsilon)^2) \rangle
\end{align*}
\]

\[
\|J_1\|_{L^2}, \|J_2\|_{L^2}, \|J_3\|_{L^2}, \|J_4\|_{L^2}
\]
\[-\frac{1}{\chi_3}\langle \Delta^s (J_s (\mathcal{L}_3^s \mathcal{F}_B) J_s n_3^s), \Delta^s \nabla \times (\nabla \times J_s n_1^s \cdot (J_s n_2^s)^2) \rangle \]

\[-\left\langle \Delta^s \left[ \left( \frac{1}{2} J_s \Omega^s \cdot J_s n_2^s + \frac{n_2}{\chi_2} J_s A^s \cdot J_s s_1^s \right) J_s n_3^s \right], \Delta^s \nabla \times (\nabla \times J_s n_1^s \cdot (J_s n_2^s)^2) \right\rangle \]

\[+ \frac{1}{\chi_3} \langle \Delta^s (J_s (\mathcal{L}_2^s \mathcal{F}_B) J_s n_3^s), \Delta^s \nabla \times (\nabla \times J_s n_1^s \cdot (J_s n_2^s)^2) \rangle \]

\[+ C_5 \mathcal{P} (\|\nabla v^s\|_{L_\infty}, \|p^s\|_{L\infty}, \|\nabla p^s\|_{L\infty}, \|\nabla^2 p^s\|_{L\infty}) \|\nabla^2 p^s\|_{H^{2s}} + \delta (\|\nabla J_s v^s\|_{H^{2s}}^2 + \|\mathcal{J}_s \mathcal{H}_2^s\|_{L_2}^2 + \|\mathcal{J}_s \mathcal{H}_3^s\|_{L_2}^2), \]

where \(\|\nabla p^s\|_{H^{2s}_{2s}}^2 = \sum_{i=1}^3 \|\nabla n_i^s\|_{H^{2s}_{2s}}^2\), and we have used the following estimates:

\[\|\Delta^s u^s\|_{L^2} \leq C \mathcal{P} (\|\nabla v^s\|_{L^\infty}, \|p^s\|_{L^\infty}, \|\nabla p^s\|_{L^\infty}, \|\nabla^2 p^s\|_{L^\infty}) \left( \|\nabla p^s\|_{H^{2s}} + \|\nabla J_s v^s\|_{H^{2s}} + \|\mathcal{J}_s \mathcal{H}_2^s\|_{L^2}^2 + \|\mathcal{J}_s \mathcal{H}_3^s\|_{L^2}^2 \right) \]

\[\|\nabla J_s v^s\|_{L^2} \leq \mathcal{P} (\|\nabla v^s\|_{L^\infty}, \|p^s\|_{L^\infty}, \|\nabla p^s\|_{L^\infty}, \|\nabla^2 p^s\|_{L^\infty}) \|\nabla^2 p^s\|_{H^{2s}} + \delta (\|\nabla J_s v^s\|_{H^{2s}}^2 + \|\mathcal{J}_s \mathcal{H}_2^s\|_{L^2}^2 + \|\mathcal{J}_s \mathcal{H}_3^s\|_{L^2}^2). \]

Consequently, from (3.19) and the estimates of the terms \(J_i (i = 1, \cdots, 4)\), one can obtain

\[\frac{1}{2} \frac{d}{dt} \| J_s n_j \cdot \Delta^s (\nabla \times n_1^s) \|_{L^2}^2 \]

\[\leq J_{11} + J_{12} + J_{13} + J_{14} + C_5 \mathcal{P} (\|\nabla v^s\|_{L^\infty}, \|\nabla p^s\|_{L^\infty}, \|p^s\|_{L^\infty}, \|\nabla^2 p^s\|_{L^\infty}) \mathcal{E}\left( p^s, \nabla v^s \right) + \delta (\|\nabla J_s v^s\|_{H^{2s}}^2 + \|\mathcal{J}_s \mathcal{H}_2^s\|_{L^2}^2 + \|\mathcal{J}_s \mathcal{H}_3^s\|_{L^2}^2). \quad (3.20)\]

Then, using the definition of \(J_3 h_1\) and (3.14), we deduce that

\[\sum_{\beta=1}^4 \left( \gamma_1 I_{1\beta} + k_1 I_{3\beta} + \sum_{j=1}^3 k_j J_{1,\beta} \right) \]

\[= -\left\langle \Delta^s u^s, \Delta^s J_s h_1^s \right\rangle - G_1^s (p^s) \]

\[\leq -\left\langle \left( \frac{1}{2} J_s \Delta^s \Omega^s \cdot J_s a_1^s + \frac{n_3}{\chi_3} J_s \Delta^s A^s \cdot J_s s_1^s \right) J_s n_2^s, \Delta^s J_s h_1^s \right\rangle \]

\[+ \left\langle \left( \frac{1}{2} J_s \Delta^s \Omega^s \cdot J_s a_2^s + \frac{n_2}{\chi_2} J_s \Delta^s A^s \cdot J_s s_1^s \right) J_s n_3^s, \Delta^s J_s h_1^s \right\rangle \]

\[+ \left\langle -\frac{1}{\chi_2} (J_s \mathcal{H}_2^s \Delta^s J_s n_3^s) J_s n_2^s + \frac{1}{\chi_3} (J_s \mathcal{H}_3^s J_s n_2^s) \Delta^s J_s h_1^s \right\rangle \]

\[+ C \left\langle \nabla \left[ \Delta^s J_s a_1^s \otimes J_s n_3^s \right] \Omega^s + \nabla \left[ \Delta^s J_s a_2^s \otimes J_s n_2^s \right] \Omega^s, \Delta^s \nabla \left[ \Delta^s J_s n_3^s \right] \Omega^s \right\rangle + C \left\langle \nabla \left[ \Delta^s J_s s_1^s \otimes J_s n_2^s \right] A^s + \nabla \left[ \Delta^s J_s s_2^s \otimes J_s n_2^s \right] A^s, \Delta^s \nabla \left[ \Delta^s J_s n_1^s \right] A^s \right\rangle \]

\[\quad + C \left\langle \nabla \left[ \Delta^s J_s s_1^s \otimes J_s n_1^s \right] A^s + \nabla \left[ \Delta^s J_s s_2^s \otimes J_s n_1^s \right] A^s, \Delta^s \nabla \left[ \Delta^s J_s n_2^s \right] A^s \right\rangle \]

\[\quad + C \left\langle \nabla \left[ \Delta^s J_s s_1^s \otimes J_s n_2^s \right] A^s + \nabla \left[ \Delta^s J_s s_3^s \otimes J_s n_1^s \right] A^s, \Delta^s \nabla \left[ \Delta^s J_s n_2^s \right] A^s \right\rangle \]

\[\quad + C \left\langle \nabla \left[ \Delta^s J_s s_1^s \otimes J_s n_2^s \right] A^s + \nabla \left[ \Delta^s J_s s_3^s \otimes J_s n_1^s \right] A^s, \Delta^s \nabla \left[ \Delta^s J_s n_1^s \right] A^s \right\rangle \]

\[\quad + \delta (\|\nabla J_s v^s\|_{H^{2s}}^2 + \|\mathcal{J}_s \mathcal{H}_2^s\|_{L^2}^2 + \|\mathcal{J}_s \mathcal{H}_3^s\|_{L^2}^2). \quad (3.20)\]
where we have employed the estimate

\[
\|\nabla H^2\|_{L^2} \leq C_P \left( \|p^e\|_{L^\infty}, \|\nabla p^e\|_{L^\infty}, \|\nabla^2 p^e\|_{L^\infty} \right) \|\nabla p^e\|_{H^2}^2.
\]

Hence, combining (3.14) with (3.20), (3.21), we arrive at

\[
\frac{d}{dt} \mathcal{E}_1^1(p^e) - \delta \left(\|\nabla J_e v^e\|_{H^2}^2 + \|J_e H_1^1\|^2_{L^2} + \|J_e H_3^2\|^2_{L^2}\right)
\leq -\left(\frac{1}{2} J_e \Delta \nabla \cdot J_e a_1^1 + \frac{\eta_3}{\lambda_3} J_e \Delta \nabla \cdot J_e s_1^1 \right) J_e n_1^2, \Delta^e J_e h_1^1\right)
+ \left(\frac{1}{2} J_e \Delta \nabla \cdot J_e a_2^2 + \frac{\eta_2}{\lambda_2} J_e \Delta \nabla \cdot J_e s_2^1 \right) J_e n_2^2, \Delta^e J_e h_1^1\right)
+ \left(-\frac{1}{\lambda_3} (J_e H_3^2) J_e n_3^3 + \frac{1}{\lambda_3} (J_e H_3^2) J_e n_2^2, \Delta^e J_e h_1^1\right) + B_1 + B_2
+ C_0 \mathcal{P} \left(\|v^e\|_{L^\infty}, \|\nabla v^e\|_{L^\infty}, \|p^e\|_{L^\infty}, \|\nabla p^e\|_{L^\infty}, \|\nabla^2 p^e\|_{L^\infty} \right) \mathcal{E}_1(p^e, v^e).
\]

By an analysis similar to (3.22), it holds that

\[
\frac{d}{dt} \mathcal{E}_2^2(p^e) - \delta \left(\|\nabla J_e v^e\|_{H^2}^2 + \|J_e H_1^1\|^2_{L^2} + \|J_e H_3^2\|^2_{L^2}\right)
\leq \left(\frac{1}{2} J_e \Delta \nabla \cdot J_e a_1^1 + \frac{\eta_3}{\lambda_3} J_e \Delta \nabla \cdot J_e s_1^1 \right) J_e n_1^2, \Delta^e J_e h_2^2\right)
+ \left(-\frac{1}{\lambda_3} (J_e H_3^2) J_e n_3^3 + \frac{1}{\lambda_3} (J_e H_3^2) J_e n_2^2, \Delta^e J_e h_2^2\right) + B_1 + B_2
+ C_0 \mathcal{P} \left(\|v^e\|_{L^\infty}, \|\nabla v^e\|_{L^\infty}, \|p^e\|_{L^\infty}, \|\nabla p^e\|_{L^\infty}, \|\nabla^2 p^e\|_{L^\infty} \right) \mathcal{E}_2(p^e, v^e),
\]

\[
\frac{d}{dt} \mathcal{E}_3^3(p^e) - \delta \left(\|\nabla J_e v^e\|_{H^2}^2 + \|J_e H_1^1\|^2_{L^2} + \|J_e H_3^2\|^2_{L^2}\right)
\leq -\left(\frac{1}{2} J_e \Delta \nabla \cdot J_e a_1^1 + \frac{\eta_3}{\lambda_3} J_e \Delta \nabla \cdot J_e s_1^1 \right) J_e n_1^2, \Delta^e J_e h_3^3\right)
+ \left(\frac{1}{2} J_e \Delta \nabla \cdot J_e a_2^2 + \frac{\eta_2}{\lambda_2} J_e \Delta \nabla \cdot J_e s_2^1 \right) J_e n_2^2, \Delta^e J_e h_3^3\right).
\]
\[ + \left( - \frac{1}{\chi_1} (\mathcal{J}_e \mathcal{H}_1^{\Delta^s}) \mathcal{J}_e n_1^s + \frac{1}{\chi_2} (\mathcal{J}_e \mathcal{H}_2^{\Delta^s}) \mathcal{J}_e n_1^s, \Delta^s \mathcal{J}_e h_1^s \right) + B_1'' + B_2'' \]
\[ + C_\delta P \left( ||v^\varepsilon||_{L^\infty}, ||\nabla v^\varepsilon||_{L^\infty}, ||\nabla^2 p^\varepsilon||_{L^\infty} \right) \mathcal{E}_s \left( p^\varepsilon, v^\varepsilon \right), \quad (3.24) \]
where \( B_i', B_i'' (i = 1, 2) \) are written as, respectively,
\[ B_1' = - \frac{1}{\chi_3} \left( [\Delta^s, \mathcal{J}_e n_1^s] h_2^s - [\Delta^s, \mathcal{J}_e n_2^s] h_1^s, \mathcal{J}_e \mathcal{H}_3^{\Delta^s} \right), \]
\[ B_2' = \frac{1}{\chi_1} \left( [\Delta^s, \mathcal{J}_e n_2^s] h_1^s - [\Delta^s, \mathcal{J}_e n_1^s] h_2^s, \mathcal{J}_e \mathcal{H}_2^{\Delta^s} \right), \]
\[ B_3' = - \frac{1}{\chi_1} \left( [\Delta^s, \mathcal{J}_e n_3^s] h_1^s - [\Delta^s, \mathcal{J}_e n_1^s] h_3^s, \mathcal{J}_e \mathcal{H}_1^{\Delta^s} \right), \]
\[ B_4' = \frac{1}{\chi_2} \left( [\Delta^s, \mathcal{J}_e n_2^s] h_2^s - [\Delta^s, \mathcal{J}_e n_1^s] h_2^s, \mathcal{J}_e \mathcal{H}_1^{\Delta^s} \right). \]

From the definitions of \( \mathcal{J}_e \mathcal{H}_i^{\Delta^s} (i = 1, 2, 3) \), direct calculations yield
\[ \sum_{i=1}^2 \left( B_i + B_i' + B_i'' \right) \]
\[ = - \frac{1}{\chi_3} \left( [\Delta^s, \mathcal{J}_e n_1^s] h_2^s - [\Delta^s, \mathcal{J}_e n_2^s] h_1^s, \mathcal{J}_e \mathcal{H}_3^{\Delta^s} \right) \]
\[ - \frac{1}{\chi_1} \left( [\Delta^s, \mathcal{J}_e n_3^s] h_1^s - [\Delta^s, \mathcal{J}_e n_1^s] h_3^s, \mathcal{J}_e \mathcal{H}_1^{\Delta^s} \right) \]
\[ \leq C_\delta P \left( ||p^\varepsilon||_{L^\infty}, ||\nabla p^\varepsilon||_{L^\infty}, ||\nabla^2 p^\varepsilon||_{L^\infty} \right) ||\nabla p^\varepsilon||_{H^2} + \delta \sum_{i=1}^3 ||\mathcal{J}_e \mathcal{H}_i^{\Delta^s}||_{H^2}^2. \quad (3.25) \]

Combining \( (3.19) - (3.21) \) with \( (3.22) - (3.25) \), and choosing \( \delta > 0 \) small enough, we conclude that
\[ \frac{d}{dt} \left( \frac{1}{2} ||p^\varepsilon - p^{(0)}||_{L^2}^2 + \mathcal{F}_{B_1} ||p^\varepsilon||_{L^2} + \frac{1}{2} ||v^\varepsilon||_{L^2}^2 + \frac{3}{2} \mathcal{E}_s (p^\varepsilon) \right) \]
\[ + \frac{3}{2} \chi_1 \mathcal{F}_{H_1^{\Delta^s}} ||p^\varepsilon||_{L^2}^2 - \delta ||\nabla \mathcal{J}_e v^\varepsilon||_{H^2} \]
\[ \leq \left( \frac{\eta_1 (\mathcal{J}_e \mathcal{H}_3^{\Delta^s}) \mathcal{J}_e s_3^s + \frac{\eta_2}{\chi_2} (\mathcal{J}_e \mathcal{H}_2^{\Delta^s}) \mathcal{J}_e s_2^s + \frac{\eta_3}{\chi_1} (\mathcal{J}_e \mathcal{H}_1^{\Delta^s}) \mathcal{J}_e s_1^s, \Delta^s \mathcal{J}_e A^\varepsilon \right) \]
\[ + \frac{1}{2} \left( (\mathcal{J}_e \mathcal{H}_3^{\Delta^s}) \mathcal{J}_e a_1^s + (\mathcal{J}_e \mathcal{H}_2^{\Delta^s}) \mathcal{J}_e a_2^s + (\mathcal{J}_e \mathcal{H}_1^{\Delta^s}) \mathcal{J}_e a_3^s, \Delta^s \mathcal{J}_e \Omega^\varepsilon \right) \]
\[ + C_\delta P \left( ||v^\varepsilon||_{L^\infty}, ||\nabla v^\varepsilon||_{L^\infty}, ||p^\varepsilon||_{L^\infty}, ||\nabla p^\varepsilon||_{L^\infty}, ||\nabla^2 p^\varepsilon||_{L^\infty} \right) \mathcal{E}_s (p^\varepsilon, v^\varepsilon). \quad (3.26) \]

Next, we turn to the estimate of the higher order derivatives for \( v^\varepsilon \). Acting the operator \( \Delta^s \) on the equation \( (3.5) \) and taking the inner product with \( \Delta^s v^\varepsilon \), we deduce that
\[ \frac{1}{2} \frac{d}{dt} ||\Delta^s v^\varepsilon||_{L^2}^2 + \eta ||\nabla \Delta^s \mathcal{J}_e v^\varepsilon||_{H^2} \]
\[ = - \langle \Delta^s (\mathcal{J}_e v^\varepsilon \cdot \nabla J_e v^\varepsilon), \Delta^s \nabla \mathcal{J}_e v^\varepsilon \rangle - \langle \Delta^s (\mathcal{J}_e \sigma^\varepsilon), \Delta^s \nabla \mathcal{J}_e v^\varepsilon \rangle \]
\[ + \langle \Delta^s \delta^\varepsilon, \Delta^s \nabla \mathcal{J}_e v^\varepsilon \rangle, \]
\[ \text{def} \ I + II + III. \quad (3.27) \]
We deal with term by term. It follows from Lemma 3.1 that
\[
I = \langle \| \Delta^s \mathcal{J}_c \mathbf{v}^\varepsilon \| \mathcal{J}_c \mathbf{v}^\varepsilon, \Delta^s \mathbf{v}^\varepsilon \mathcal{J}_c \mathbf{v}^\varepsilon \rangle \leq C \| \nabla \mathbf{v}^\varepsilon \|_{L^\infty} \| \mathbf{v}^\varepsilon \|_{H^2}\varepsilon. 
\]
Using the definition of the stress \( \mathcal{J}_c \mathbf{v}^\varepsilon \), the second term in (3.27) can be rewritten as
\[
II \overset{\text{def}}{=} II_1 + II_2 + II_3 + II_4, 
\]
where
\[
II_1 = - \left( \beta_1 \Delta^s \left( (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c s_j^1) \mathcal{J}_c s_j^1 \right) + \beta_0 \Delta^s \left( (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c s_j^2) \mathcal{J}_c s_j^2 \right) \right) \\
+ \left( \beta_3 - \frac{\eta^2}{\chi^3} \right) \Delta^s \left( (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c s_j^3) \mathcal{J}_c s_j^3 \right) \\
+ \left( \beta_4 - \frac{\eta^2}{\chi^2} \right) \Delta^s \left( (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c a_i^1) \mathcal{J}_c a_i^1 \right) \\
+ \left( \beta_5 - \frac{\eta^2}{\chi} \right) \Delta^s \left( (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c a_i^2) \mathcal{J}_c a_i^2 \right) \\
+ C \sum_{i,j=1}^5 \left( \| \Delta^s (\mathcal{J}_c \mathbf{A}^\varepsilon \cdot \mathcal{J}_c s_j^1) \|_{L^2} + \| \mathbf{s}_j^3 \|_{L^\infty} \right) \| \nabla \mathbf{v}^\varepsilon \|_{H^2}\varepsilon \leq C_5 \mathcal{P} \left( \| \nabla \mathbf{v}^\varepsilon \|_{L^\infty}, \| \mathbf{p}^\varepsilon \|_{L^\infty}, \| \nabla \mathbf{p}^\varepsilon \|_{L^\infty} \right) \| \nabla \mathbf{v}^\varepsilon \|_{H^2}\varepsilon + \delta \| \nabla \mathcal{J}_c \mathbf{v}^\varepsilon \|_{H^2}\varepsilon. 
\]
The same techniques can be applied to deal with the latter two terms in (3.28). Retaining the higher derivative terms and using Lemma 3.1 leads to
\[
II_3 + II_4 \leq C_5 \mathcal{P} \left( \| \mathbf{p}^\varepsilon \|_{L^\infty}, \| \nabla \mathbf{p}^\varepsilon \|_{L^\infty} \right) \| \nabla \mathbf{p}^\varepsilon \|_{H^2}\varepsilon + \delta \| \nabla \mathcal{J}_c \mathbf{v}^\varepsilon \|_{H^2}\varepsilon. 
\]
For the term III, integrating by parts and using Lemma 3.1 gives
\[
III \leq C_5 \mathcal{P} \left( \| \mathbf{p}^\varepsilon \|_{L^\infty}, \| \nabla \mathbf{p}^\varepsilon \|_{L^\infty} \right) \| \nabla \mathbf{p}^\varepsilon \|_{H^2}\varepsilon + \delta \| \nabla \mathcal{J}_c \mathbf{v}^\varepsilon \|_{H^2}\varepsilon. 
\]
Summing up the above estimates from I to III, we immediately obtain from (3.20) that
\[
\frac{1}{2} \frac{d}{dt} \| \Delta^\ast \nu^\varepsilon \|^2_L + (\eta - \delta) \| \nabla \Delta^\ast \mathcal{J}_c \nu^\varepsilon \|^2_L \\
\leq - \frac{\eta_3}{\chi_3} (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c s^3_3 + \frac{\eta_2}{\chi_2} (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c s^3_2 + \frac{\eta_1}{\chi_1} (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c s^3_1, \Delta^\ast \mathcal{J}_c A^\varepsilon - \frac{1}{2} (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c a^5_3 + (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c a^5_2 + (\mathcal{J}_c \mathcal{H}_{\Delta^\ast} \J_c a^5_1, \Delta^\ast \mathcal{J}_c \Omega^\varepsilon) \\
+ C_{\delta} \mathcal{P} (\| \nu^\varepsilon \|_{L^\infty}, \| \nabla \nu^\varepsilon \|_{L^\infty}, \| \mathcal{P} \nu^\varepsilon \|_{L^\infty}, \| \nabla^2 \mathcal{P} \|_{L^\infty}, \mathcal{E}_s (\mathcal{P}^\varepsilon, \nu^\varepsilon) ) .
\]  
(3.29)

Therefore, using (3.20) and (3.29), discarding the cancellation terms and choosing \( \delta > 0 \) small enough, we may obtain
\[
\frac{d}{dt} \mathcal{E}_s (\mathcal{P}^\varepsilon, \nu^\varepsilon) + \eta \| \nabla \nu^\varepsilon \|^2_L + \| \nabla \Delta^\ast \nu^\varepsilon \|^2_L \leq F (\mathcal{E}_s (\mathcal{P}^\varepsilon, \nu^\varepsilon) ) ,
\]  
(3.30)

where \( F \) is an increasing function with \( F(0) = 0 \). For \( s \geq 2 \), by virtue of (3.30), then there exists \( T > 0 \) depending only on \( \mathcal{E}_s (\mathcal{P}^0, \nu^0) \) such that, for any \( t \in [0, \min(T, T_e)] \),
\[
\mathcal{E}_s (\mathcal{P}^\varepsilon, \nu^\varepsilon) + \eta \| \nabla \nu^\varepsilon \|^2_L + \| \nabla \Delta^\ast \nu^\varepsilon \|^2_L \leq 2 \mathcal{E}_s (\mathcal{P}^0, \nu^0) .
\]

By a continuous argument, we deduce that \( T_e \geq T \). Hence, we get a uniform estimate for the approximate solution on \( [0, T] \). Furthermore, the existence of the solution can be obtained by the standard compactness argument.

**Step 3. Uniqueness of the solution.** Assume that \( (\mathcal{P}^{(1)}, \nu^{(1)}) \) and \( (\mathcal{P}^{(2)}, \nu^{(2)}) \) are two solutions to the system (1.14) - (1.18) with the same initial data, where the orthonormal frames \( \mathcal{P}^{(i)} = (\mathcal{n}^{(i)}_1, \mathcal{n}^{(i)}_2, \mathcal{n}^{(i)}_3) (i = 1, 2) \).

We set
\[
\begin{align*}
\delta_{\mathcal{n}_1} &= \mathcal{n}^{(1)}_1 - \mathcal{n}^{(2)}_1, & \delta_{\mathcal{n}_2} &= \mathcal{n}^{(1)}_2 - \mathcal{n}^{(2)}_2, & \delta_{\mathcal{n}_3} &= \mathcal{n}^{(1)}_3 - \mathcal{n}^{(2)}_3, \\
\delta_{\mathcal{v}} &= \mathcal{v}^{(1)} - \mathcal{v}^{(2)}, & \delta_{\mathcal{A}} &= \mathcal{A}^{(1)} - \mathcal{A}^{(2)}, & \delta_{\mathcal{\Omega}} &= \mathcal{\Omega}^{(1)} - \mathcal{\Omega}^{(2)}, \\
\delta_{\mathcal{h}_1} &= \mathcal{h}^{(1)}_1 - \mathcal{h}^{(2)}_1, & \delta_{\mathcal{h}_2} &= \mathcal{h}^{(1)}_2 - \mathcal{h}^{(2)}_2, & \delta_{\mathcal{h}_3} &= \mathcal{h}^{(1)}_3 - \mathcal{h}^{(2)}_3, \\
\delta_{\mathcal{s}_1} &= \mathcal{s}^{(1)}_1 - \mathcal{s}^{(2)}_1, & \delta_{\mathcal{s}_2} &= \mathcal{s}^{(1)}_2 - \mathcal{s}^{(2)}_2, & \delta_{\mathcal{s}_3} &= \mathcal{s}^{(1)}_3 - \mathcal{s}^{(2)}_3, \\
\delta_{\mathcal{a}_1} &= \mathcal{a}^{(1)}_1 - \mathcal{a}^{(2)}_1, & \delta_{\mathcal{a}_2} &= \mathcal{a}^{(1)}_2 - \mathcal{a}^{(2)}_2, & \delta_{\mathcal{a}_3} &= \mathcal{a}^{(1)}_3 - \mathcal{a}^{(2)}_3, & \delta_{\mathcal{p}} &= \mathcal{p}^{(1)} - \mathcal{p}^{(2)}, \\
\delta_{\mathcal{\varphi}_1} &= \mathcal{n}^{(1)}_1 \cdot \mathcal{h}_3 - \mathcal{n}^{(1)}_3 \cdot \mathcal{h}_1, & \delta_{\mathcal{\varphi}_2} &= \mathcal{n}^{(1)}_2 \cdot \mathcal{h}_3 - \mathcal{n}^{(1)}_3 \cdot \mathcal{h}_2, & \delta_{\mathcal{\varphi}_3} &= \mathcal{n}^{(1)}_1 \cdot \mathcal{h}_2 - \mathcal{n}^{(1)}_2 \cdot \mathcal{h}_1 .
\end{align*}
\]

To control the higher order derivative terms, we introduce the following functional:
\[
\tilde{F}_{Bi} [\mathcal{P}^{(1)}, \nabla \delta_{\mathcal{p}}] = \int_{\mathbb{R}^d} \left( \frac{1}{2} \sum_{i=1}^{3} \gamma_i |\nabla \delta_{\mathcal{n}_i}|^2 + W (\mathcal{P}^{(1)}, \nabla \delta_{\mathcal{p}}) \right) dx,
\]  
(3.31)

where \( W (\mathcal{P}^{(1)}, \nabla \delta_{\mathcal{p}}) \) are given by
\[
W (\mathcal{P}^{(1)}, \nabla \delta_{\mathcal{p}}) = \frac{1}{2} \left( \sum_{i=1}^{3} \kappa_i (|\nabla \cdot \delta_{\mathcal{n}_i}|^2 + \sum_{i,j=1}^{3} k_{ij} \left( \mathcal{n}^{(1)}_i \cdot \nabla \times \delta_{\mathcal{n}_j} \right)^2 \right).
\]

Then we have
\[
\delta_{\mathcal{h}_j} = \mathcal{h}^{(1)}_j - \mathcal{h}^{(2)}_j = - \frac{\delta \tilde{F}_{Bi}}{\delta \delta_{\mathcal{n}_j}} + \tilde{\delta}_{\mathcal{h}_j}, \quad j = 1, 2, 3,
\]
where
\[
\| (\vec{\delta}_{h_1}, \vec{\delta}_{h_2}, \vec{\delta}_{h_3}) \|_{L^2} \leq C \left( \| \delta v \|_{L^2} + \sum_{i=1}^{3} \| \delta n_i \|_{L^2} \right).
\]

By taking the difference between the equations for \((p^{(1)}, v^{(1)})\) and \((p^{(2)}, v^{(2)})\), we find that
\[
\frac{\partial \delta n_1}{\partial t} + v^{(1)} \cdot \nabla \partial n_1 = \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_1 + \frac{\eta_1}{\chi_3} \delta A \cdot s^{(1)}_3 - \frac{1}{\chi_3} \delta \Omega \right) n^{(1)}_2
\]
\[
- \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_1 + \frac{\eta_1}{\chi_2} \delta A \cdot s^{(1)}_3 - \frac{1}{\chi_2} \delta \Omega \right) n^{(1)}_3 + \delta F_1, \tag{3.32}
\]
\[
\frac{\partial \delta n_2}{\partial t} + v^{(1)} \cdot \nabla \delta n_2 = - \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_1 + \frac{\eta_1}{\chi_3} \delta A \cdot s^{(1)}_3 - \frac{1}{\chi_3} \delta \Omega \right) n^{(1)}_1
\]
\[
+ \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_1 + \frac{\eta_1}{\chi_1} \delta A \cdot s^{(1)}_5 - \frac{1}{\chi_1} \delta \Omega \right) n^{(1)}_1 + \delta F_2, \tag{3.33}
\]
\[
\frac{\partial \delta n_3}{\partial t} + v^{(1)} \cdot \nabla \delta n_3 = \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_2 + \frac{\eta_2}{\chi_3} \delta A \cdot s^{(1)}_4 - \frac{1}{\chi_3} \delta \Omega \right) n^{(1)}_1
\]
\[
- \left( \frac{1}{2} \delta \Omega \cdot a^{(1)}_2 + \frac{\eta_2}{\chi_1} \delta A \cdot s^{(1)}_5 - \frac{1}{\chi_1} \delta \Omega \right) n^{(1)}_2 + \delta F_3, \tag{3.34}
\]
\[
\frac{\partial \delta v}{\partial t} + v^{(1)} \cdot \nabla \delta v = - \nabla \delta p + \eta \Delta \delta v + \nabla \cdot \sigma(p^{(1)}, \delta v) + \delta \chi + \nabla \cdot \delta F_4 + \delta F_5,
\]
\[
\nabla \cdot \delta v = 0, \tag{3.35}
\]

where the stress \(\sigma(p^{(1)}, \delta v)\) is expressed by
\[
\sigma(p^{(1)}, \delta v) = \beta_1 (\delta A \cdot s^{(1)}_1) s^{(1)}_1 + \beta_0 (\delta A \cdot s^{(1)}_2) s^{(1)}_2 + \beta_2 (\delta A \cdot s^{(1)}_3) s^{(1)}_3
\]
\[
+ \beta_3 (\delta A \cdot s^{(1)}_4) s^{(1)}_4 + \beta_4 (\delta A \cdot s^{(1)}_5) s^{(1)}_5
\]
\[
+ \left( \beta_5 - \frac{\eta_1}{\chi_1} \right) (\delta A \cdot s^{(1)}_1) s^{(1)}_3 + \frac{\eta_3}{\chi_3} s^{(1)}_3 \delta \Omega
\]
\[
+ \frac{\eta_2}{\chi_2} s^{(1)}_2 \delta \Omega + \frac{\eta_2}{\chi_1} s^{(1)}_5 \delta \Omega.
\]

The body force \(\delta \Omega\) is given by
\[
(\delta \Omega)_i = \partial_i n^{(1)}_1 \cdot n^{(1)}_2 \delta \Omega + \partial_i n^{(1)}_3 \cdot n^{(1)}_2 \delta \Omega + \partial_i n^{(1)}_2 \cdot n^{(1)}_3 \delta \Omega.
\]

Moreover, \(\delta F_i, (i = 1, \ldots, 5)\) can be given by
\[
\delta F_1 = - \delta v \cdot \nabla n^{(2)}_1 + \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(1)}_1 + \frac{\eta_1}{\chi_3} A^{(2)} \cdot \delta s^{(1)}_3 - \frac{1}{\chi_3} \right) (\delta n^{(2)}_1 \cdot h^{(2)}_1 - \delta n^{(2)}_2 \cdot h^{(2)}_1) n^{(1)}_2
\]
\[
+ \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(2)}_1 + \frac{\eta_1}{\chi_3} A^{(2)} \cdot s^{(2)}_3 - \frac{1}{\chi_3} \right) F_{Bi} \delta n_2
\]
\[
- \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(1)}_2 + \frac{\eta_1}{\chi_2} A^{(2)} \cdot \delta s^{(1)}_3 - \frac{1}{\chi_2} \right) (\delta n^{(2)}_1 \cdot h^{(1)}_1 - \delta n^{(2)}_2 \cdot h^{(1)}_1) n^{(1)}_3
\]
\[
- \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(2)}_2 + \frac{\eta_1}{\chi_2} A^{(2)} \cdot s^{(2)}_3 - \frac{1}{\chi_2} \right) F_{Bi} \delta n_3;
\]
\[
\delta F_2 = - \delta v \cdot \nabla n^{(2)}_2 - \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(1)}_2 + \frac{\eta_1}{\chi_3} A^{(2)} \cdot \delta s^{(1)}_3 - \frac{1}{\chi_3} \right) (\delta n^{(2)}_1 \cdot h^{(2)}_2 - \delta n^{(2)}_2 \cdot h^{(2)}_1) n^{(1)}_1
\]
\[
- \left( \frac{1}{2} \Delta A^{(2)} \cdot a^{(2)}_2 + \frac{\eta_1}{\chi_3} A^{(2)} \cdot s^{(2)}_3 - \frac{1}{\chi_3} \right) F_{Bi} \delta n_1.
\]
\[\delta F_3 = -\delta \nabla \cdot n_3 + \left( \frac{1}{2} \Omega^{(2)} \cdot \delta a_3 + \frac{\eta_3}{\chi_3} (\delta a_3 \cdot h_3^{(2)} - \delta a_3 \cdot h_2^{(2)}) \right) n_3^{(1)}
\]
\[\delta F_4 = -\delta \nabla \cdot n_4 + \left( \frac{1}{2} \Omega^{(2)} \cdot \delta a_4 + \frac{\eta_4}{\chi_4} (\delta a_4 \cdot h_4^{(2)} - \delta a_4 \cdot h_2^{(2)}) \right) n_4^{(1)}
\]
\[\delta F_5 = -\delta \nabla \cdot n_5 + \left( \frac{1}{2} \Omega^{(2)} \cdot \delta a_5 + \frac{\eta_5}{\chi_5} (\delta a_5 \cdot h_5^{(2)} - \delta a_5 \cdot h_2^{(2)}) \right) n_5^{(1)}
\]
\[\delta F_6 = -\delta \nabla \cdot n_6 + \left( \frac{1}{2} \Omega^{(2)} \cdot \delta a_6 + \frac{\eta_6}{\chi_6} (\delta a_6 \cdot h_6^{(2)} - \delta a_6 \cdot h_2^{(2)}) \right) n_6^{(1)}
\]
A direct calculation leads to the following estimates:
\[\| (\delta F_1, \delta F_2, \delta F_3, \delta F_4) \|_{L^2} \leq C \left( \| \delta v \|_{L^2} + \sum_{i=1}^{3} \| \delta n_i \|_{L^2} \right),
\]
\[\| \delta F_5 \|_{L^2} \leq C \sum_{i=1}^{3} \| \delta n_i \|_{H^1}.
\]
Applying the expressions of \( \frac{\delta \tilde{F}_{Bi}}{\delta (\delta_n)}(i = 1, 2, 3) \) and integrating by parts, it follows that

\[
\left| \langle \delta_{F_i}, \frac{\delta \tilde{F}_{Bi}}{\delta (\delta_n)} \rangle \right| \leq C_3 \left( \|\delta\nu\|_{L^2}^2 + \sum_{j=1}^3 \|\delta_n\|_{H^1}^2 \right) + \delta \|\nabla \delta\nu\|_{L^2}^2, \quad i = 1, 2, 3. \tag{3.37}
\]

Using the system (3.32)–(3.34) and making \( L^2 \)-energy estimates for \((\delta_{n_1}, \delta_{n_2}, \delta_{n_3})\), we immediately obtain

\[
\frac{1}{2} \frac{d}{dt} \left( \sum_{i=1}^3 \|\delta_{n_i}\|_{L^2}^2 \right) \leq C_3 \left( \|\delta\nu\|_{L^2}^2 + \sum_{i=1}^3 \|\delta_{n_i}\|_{L^2}^2 \right) + \delta \|\nabla \delta\nu\|_{L^2}^2. \tag{3.38}
\]

Similar to the derivation of energy law in (2.10), we can deduce from the system (3.32)–(3.36) and (3.37) that

\[
\frac{d}{dt} \left( \frac{1}{2} \|\delta\nu\|_{L^2}^2 + \tilde{F}_{Bi}(p^{(1)}, \nabla \delta_p) \right) + \eta \|\nabla \delta\nu\|_{L^2}^2 + \sum_{j=1}^3 \frac{1}{\chi_j} \|\delta\nu_j\|_{L^2}^2 \\
= - \left( \beta_1 \|\delta\nu\|_{L^2}^2 + 2 \beta_0 \int_{\mathbb{R}^d} (\delta\nu_1 \cdot s_1)(\delta\nu \cdot s_2) \, dx + \beta_2 \|\delta\nu\|_{L^2}^2 \right) \\
- \left( \beta_3 - \frac{\eta_3}{\chi_3} \right) \|\delta\nu\|_{L^2}^2 - \left( \beta_4 - \frac{\eta_2}{\chi_2} \right) \|\delta\nu\|_{L^2}^2 - \left( \beta_5 - \frac{\eta_1}{\chi_1} \right) \|\delta\nu\|_{L^2}^2 \\
+ \sum_{i=1}^3 \left( \delta_{F_i}, \nabla \delta\nu_i \right) - \left( \delta_{F_i}, \nabla \delta\nu_i \right) + \left( \delta\nu_i, \nabla \delta\nu_i \right) - \sum_{i=1}^3 \left( \delta\nu_i, \nabla \delta_{n_i} \right) \\
\leq C_3 \left( \|\delta\nu\|_{L^2}^2 + \sum_{j=1}^3 \|\delta_{n_j}\|_{H^1}^2 \right) + \delta \left( \|\nabla \delta\nu\|_{L^2}^2 + \sum_{j=1}^3 \|\delta\nu_j\|_{L^2}^2 \right). \tag{3.39}
\]

Hence, combining (3.38) with (3.39) yields that

\[
\frac{d}{dt} \left( \|\delta\nu\|_{L^2}^2 + \sum_{i=1}^3 \|\delta_{n_i}\|_{H^1}^2 \right) \leq C \left( \|\delta\nu\|_{L^2}^2 + \sum_{i=1}^3 \|\delta_{n_i}\|_{H^1}^2 \right),
\]

which implies from Gronwall’s inequality that \( \delta\nu(t) = 0 \) and \( \delta_{n_i}(t) = 0(i = 1, 2, 3) \) on \([0, T]\).

### 3.2 Blow-up criterion

Assume that \((p, \nu)\) is the local smooth solution to the biaxial frame system (1.14)–(1.18) with the initial data \((\nabla p^{(0)}, \nu^{(0)}) \in H^{2s}(\mathbb{R}^d) \times H^{2s}(\mathbb{R}^d)(d = 2 \text{ or } 3) \) and \( \nabla \cdot \nu^{(0)} = 0 \). In this subsection, we will establish the BKM type blow-up criterion: Let \( T^* \) be the maximal existence time of the smooth solution; if \( T^* < \infty \), then it is necessary to hold that

\[
\int_0^{T^*} \left( \|\nabla \times \nu(t)\|_{L^\infty} + \|\nabla \nu(t)\|_{L^\infty}^2 \right) \, dt = +\infty, \quad \|\nabla p(t)\|_{L^\infty}^2 = \sum_{i=1}^3 \|\nabla n_i(t)\|_{L^\infty}^2.
\]
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To obtain the blow-up criterion, the main goal here is derive a much finer a prior energy estimate:

\[
\frac{d}{dt} \mathcal{E}_s(p, v) \leq C(1 + \|\nabla p\|_{L^\infty}^2 + \|\nabla v\|_{L^\infty}) \mathcal{E}_s(p, v),
\]

where \(\mathcal{E}_s(p, v)\) is given by

\[
\mathcal{E}_s(p, v) = \frac{1}{2}\|p - p^{(0)}\|^2_{L^2} + \mathcal{F}_{B_1}[p] + \frac{1}{2}\|v\|^2_{L^2} + \tilde{\mathcal{E}}_s(p) + \frac{1}{2}\|\Delta^* v\|^2_{L^2}.
\]

Here, the higher-order derivative terms \(\tilde{\mathcal{E}}_s(p)\) are given by

\[
\tilde{\mathcal{E}}_s(p) = \frac{1}{2} \sum_{i=1}^3 \left( \gamma_i \|\Delta^* \nabla n_i\|^2_{L^2} + k_i \|\Delta^* \nabla n_i\|^2_{L^2} + \sum_{j=1}^3 k_{ij} \|\Delta^* (\nabla \times n_i) \cdot n_j\|^2_{L^2} \right).
\]

If the energy inequality \((3.40)\) holds, then from the logarithmic Sobolev inequality (see \[4\] for details)

\[
\|\nabla v\|_{L^\infty} \leq C \left(1 + \|\nabla v\|_{L^2} + \|\nabla \times v\|_{L^\infty} \ln(3 + \|v\|_{H^1})\right)
\]

for any \(k \geq 3\), we can infer that

\[
\frac{d}{dt} \mathcal{E}_s(p, v) \leq C \left(1 + \|\nabla v\|_{L^2} + \|\nabla \times v\|_{L^\infty} + \|p\|^2_{L^\infty}\right) \ln(3 + \mathcal{E}_s(p, v)) \mathcal{E}_s(p, v). \tag{3.41}
\]

Then \((3.41)\) and Gronwall’s inequality implies

\[
\mathcal{E}_s(p, v) \leq (3 + \mathcal{E}_s(p^{(0)}, v^{(0)})) \exp \left(C e^\int_0^t (1 + \|\nabla v\|_{L^2} + \|\nabla \times v\|_{L^\infty} + \|p\|^2_{L^\infty}) \, dt\right),
\]

for any \(t \in [0, T^*)\). Furthermore, if \(T^* < +\infty\) and

\[
\int_0^{T^*} \left(\|\nabla \times v\|_{L^\infty} + \|p\|^2_{L^\infty}\right) \, dt < +\infty,
\]

then \(\mathcal{E}_s(p, v)(t) \leq C\) for any \(t \in [0, T^*)\). Therefore, the smooth solution \((p, v)\) can be extended after \(t = T^*\), which contradicts the definition of \(T^*\). Consequently, the BKM blow-up criterion holds.

Next, it suffices to prove the a prior energy inequality \((3.40)\). We will omit some non-essential details, since the proof is fairly analogous to the arguments of the previous Subsection 3.1. Before we continue, let us give a useful Gagliardo–Sobolev inequality (for example, see \[1, 4\]).

Lemma 3.3 (Gagliardo–Sobolev inequality). Assume that \(\alpha \in \mathbb{N} \) and \(\alpha \geq 2s - 1\), then for \(1 \leq j \leq \left[\frac{\alpha}{2}\right], 1 + \leq k \leq \alpha \) and \(f \in H^{\alpha+1}(\mathbb{R}^d)\), it holds that

\[
\|\nabla^j f\|_{L^\infty} \leq C\|\nabla f\|_{H^{\alpha+1}}^{\alpha + 1 - j/2} \|f\|_{L^\infty}^{1 - \alpha + j/2},
\]

\[
\|\nabla^k f\|_{L^2} \leq C\|\nabla f\|_{H^{\alpha+1}}^{k + d/2} \|f\|_{L^\infty}^{1 - k - d/2}.
\]

Now let us turn to the proof of \((3.41)\). Note that the solution to the system \((1.13)\)–\((1.18)\) satisfies the orthonormal frame \(p = (n_1, n_2, n_3) \in SO(3)\), that is, \(|n_i| = 1\) and \(n_i\) being mutually orthogonal for \(i = 1, 2, 3\). Using the equations \((1.13)\)–\((1.18)\) and Lemma \(2.2\) and integrating by parts to

\[
\frac{1}{2} \frac{d}{dt} \| p - p^{(0)} \|^2_{L^2} = \sum_{i=1}^3 \langle \partial_t n_i, n_i - n_i^{(0)} \rangle
\]

\[
\leq C \left( \sum_{i=1}^3 (\|\nabla n_i^{(0)}\|_{L^2} \|v\|_{L^2} + \|\nabla v\|_{L^2}) \|n_i - n_i^{(0)}\|_{L^2} \right)
\]
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According to the equations (1.14)–(1.16), we define (3.17), using the definitions of $h$, where $L$ and $R$ are derivative terms that can be easily handled by commutator estimates, for $\gamma_i \Delta^s \Omega \cdot a_1 + \frac{\eta_3}{\chi_3} \Delta^s A \cdot s_3 - \frac{1}{\chi_3} \mathcal{H}_3 A^s n_2$

\[
\Delta^s \mathbf{n}_1 = \left( \frac{1}{2} \Delta^s \Omega \cdot a_1 + \frac{\eta_3}{\chi_3} \Delta^s A \cdot s_3 - \frac{1}{\chi_3} \mathcal{H}_3 A^s \right) n_2
\]

\[
\Delta^s \mathbf{n}_2 = - \left( \frac{1}{2} \Delta^s \Omega \cdot a_1 + \frac{\eta_3}{\chi_3} \Delta^s A \cdot s_3 - \frac{1}{\chi_3} \mathcal{H}_3 A^s \right) n_1
\]

\[
\Delta^s \mathbf{n}_3 = \left( \frac{1}{2} \Delta^s \Omega \cdot a_1 + \frac{\eta_3}{\chi_3} \Delta^s A \cdot s_3 - \frac{1}{\chi_3} \mathcal{H}_3 A^s \right) n_1
\]

which together with the energy dissipation law (2.6) implies

\[
\frac{d}{dt} \left( \frac{1}{2} \| p - p^{(0)} \|^2 \right) + \mathcal{E}_s(p, v) + \frac{1}{2} \| \nabla v \|^2 \leq C(1 + \| \nabla p \|_{L^\infty}) \mathcal{E}_s(p, v).
\]

We now consider the estimates of the higher order derivatives of the frame $p \in SO(3)$. First, similar to (3.17), using the definitions of $h_i (i = 1, 2, 3)$ we also write

\[
\Delta^s h_i \equiv \mathcal{L}_i(p) + \mathcal{G}_i(p),
\]

where $\mathcal{L}_i(p)$ and $\mathcal{G}_i(p)$ are respectively higher-order and lower-order derivative terms,

\[
\mathcal{L}_i(p) = \gamma_i \Delta^{s+1} n_i + k_i \Delta^s \nabla \text{div} n_i - \sum_{j=1}^{3} k_{ij} \Delta^s (\nabla \times n_i) \cdot (\nabla \times n_j),
\]

\[
\mathcal{G}_i(p) = - \sum_{j=1}^{3} k_{ij} \Delta^s [(\nabla \times n_i)(\nabla \times n_j)].
\]

According to the equations (1.14)–(1.16), we define

\[
\mathcal{R}_1(p) = \frac{1}{2} [\Delta^s n_2 \otimes a_1] \Omega + \frac{\eta_3}{\chi_3} [\Delta^s n_2 \otimes s_3] A - \frac{1}{\chi_3} \left( [\Delta^s n_2 \otimes n_1] h_2 - [\Delta^s n_2] h_1 \right)
\]

\[
- \frac{1}{2} [\Delta^s n_3 \otimes a_2] \Omega - \frac{\eta_2}{\chi_2} [\Delta^s n_3 \otimes s_4] A + \frac{1}{\chi_2} \left( [\Delta^s n_3] h_1 + [\Delta^s n_3 \otimes n_1] h_3 \right)
\]

and $\mathcal{H}_i^{A^s} (i = 1, 2, 3)$ are denoted by

\[
\mathcal{H}_1^{A^s} = n_2 \cdot \Delta^s h_3 - n_3 \cdot \Delta^s h_2,
\]

\[
\mathcal{H}_2^{A^s} = n_3 \cdot \Delta^s h_1 - n_1 \cdot \Delta^s h_3,
\]

\[
\mathcal{H}_3^{A^s} = n_1 \cdot \Delta^s h_2 - n_2 \cdot \Delta^s h_1.
\]
By a direct calculation, we obtain

\[
\frac{1}{2}\frac{d}{dt}\|\Delta^s\nabla n_i\|^2_{L^2} = -\langle \Delta^s n_i, \Delta^{s+1} n_i \rangle - \langle \nabla \Delta^s (v \cdot \nabla n_i), \Delta^s \nabla n_i \rangle,
\]

(3.43)

\[
\frac{1}{2}\frac{d}{dt}\|\Delta^s \text{div} n_i\|^2_{L^2} = -\langle \Delta^s n_i, \Delta^s \text{div} n_i \rangle - \langle \Delta^s \text{div} (v \cdot \nabla n_i), \Delta^s \text{div} n_i \rangle.
\]

(3.44)

By the relation \(\nabla \times (fu) = f\nabla \times u + \nabla f \times u\) for any scalar field \(f\) and any vector field \(u\), together with \(\nabla \cdot v = 0\), we can derive that

\[
\frac{1}{2}\frac{d}{dt}\|n_j \cdot \Delta^s (\nabla \times n_i)\|^2_{L^2}
\]

\[
= \langle \dot{n}_j \cdot \Delta^s (\nabla \times n_i) + n_j \cdot \Delta^s (\nabla \times \dot{n}_i), n_j \cdot \Delta^s (\nabla \times n_i) \rangle
\]

\[- \langle (v \cdot \nabla n_j) \cdot \Delta^s (\nabla \times n_i) + n_j \cdot \Delta^s (\nabla \times (v \cdot \nabla n_i)), n_j \cdot \Delta^s (\nabla \times n_i) \rangle
\]

\[
= \langle \Delta^s n_i, \Delta^s (\nabla \times \n_i) \rangle + \langle \dot{n}_j \cdot \Delta^s (\nabla \times n_i), n_j \cdot \Delta^s (\nabla \times n_i) \rangle
\]

\[+ \langle \Delta^s n_i, \nabla \times (\Delta^s (\nabla \times n_i) \cdot n_j^2) \rangle - \langle \Delta^s \nabla \times v, \nabla n_j, \Delta^s (\nabla \times n_i) \cdot n_j^2 \rangle.
\]

(3.45)

Then, the equations (1.14)–(1.16) and (3.43)–(3.45) yield

\[
\frac{d}{dt} \mathcal{E}_s(p) \overset{\text{def}}{=} \mathcal{K}_1 + \mathcal{K}_2 + \mathcal{K}_3 + \mathcal{K}_4 + \mathcal{K}_5,
\]

(3.46)

where the terms \(\mathcal{K}_i(i = 1, \ldots, 5)\) are expressed as, respectively,

\[
\mathcal{K}_1 = - \sum_{i=1}^{3} \left( \gamma_i \langle \Delta^s (v \cdot \nabla n_i), \Delta^s \nabla n_i \rangle + k_i \langle \Delta^s \text{div} (v \cdot \nabla n_i), \Delta^s \text{div} n_i \rangle \right)
\]

\[+ \sum_{j=1}^{3} k_{ji} \langle \Delta^s \nabla \times, v \cdot \nabla n_i, \Delta^s (\nabla \times n_i) \cdot n_j^2 \rangle,
\]

\[
\mathcal{K}_2 = \int_{\mathbb{R}^d} \left( \frac{1}{2} \Delta^s \Omega \cdot a_1 + \eta_3 \frac{\Delta^s A \cdot s_3}{\chi_3} - \frac{1}{\chi_3} \mathcal{H}_3^s \right) \mathcal{H}_3^s \ dx
\]

\[+ \int_{\mathbb{R}^d} \left( \frac{1}{2} \Delta^s \Omega \cdot a_2 + \eta_2 \frac{\Delta^s A \cdot s_4}{\chi_2} - \frac{1}{\chi_2} \mathcal{H}_2^s \right) \mathcal{H}_2^s \ dx
\]

\[+ \int_{\mathbb{R}^d} \left( \frac{1}{2} \Delta^s \Omega \cdot a_3 + \eta_1 \frac{\Delta^s A \cdot s_5}{\chi_1} - \frac{1}{\chi_1} \mathcal{H}_1^s \right) \mathcal{H}_1^s \ dx,
\]

\[
\mathcal{K}_3 = - \left( \frac{1}{2} \Delta^s \Omega \cdot a_1 + \eta_3 \frac{\Delta^s A \cdot s_3}{\chi_3} - \frac{1}{\chi_3} \mathcal{H}_3^s \right) \mathcal{G}_2(p) - n_2 \cdot \mathcal{G}_1(p)
\]

\[+ \left( \frac{1}{2} \Delta^s \Omega \cdot a_2 + \eta_2 \frac{\Delta^s A \cdot s_4}{\chi_2} - \frac{1}{\chi_2} \mathcal{H}_2^s \right) \mathcal{G}_1(p) - n_1 \cdot \mathcal{G}_2(p)
\]

\[+ \left( \frac{1}{2} \Delta^s \Omega \cdot a_3 + \eta_1 \frac{\Delta^s A \cdot s_5}{\chi_1} - \frac{1}{\chi_1} \mathcal{H}_1^s \right) \mathcal{G}_2(p) - n_3 \cdot \mathcal{G}_2(p),
\]

\[
\mathcal{K}_4 = - \sum_{i=1}^{3} \langle \mathcal{R}_i(p), \mathcal{L}_i(p) \rangle,
\]

\[
\mathcal{K}_5 = \sum_{i,j=1}^{3} k_{ji} \left( \langle \dot{n}_j \cdot \Delta^s (\nabla \times n_i), n_j \cdot \Delta^s (\nabla \times n_i) \rangle
\]

\[+ \langle \Delta^s n_i, \nabla \times (\Delta^s (\nabla \times n_i) \cdot n_j^2) - \Delta^s \nabla \times (\nabla \times n_i \cdot n_j^2) \rangle \right).
\]
Applying Lemma 3.1, we easily obtain
\[
\mathcal{K}_1 \leq C \sum_{i=1}^{3} (\|\nabla v\|_{L^\infty} + \|\nabla n_i\|_{L^2} + \|\nabla n_i\|_{L^\infty} + \|\nabla v\|_{H^{1^\ast}}) \|\nabla n_i\|_{H^{1^\ast}}
\]
\[
\leq C_\delta (\|\nabla v\|_{L^\infty} + \|\nabla p\|_{L^2}^2) \|\nabla p\|_{H^{1^\ast}}^2 + \delta \|\nabla v\|_{H^{1^\ast}}^2,
\]
where \(\delta\) denotes a small positive constant to be determined later.

Using Lemma 3.3, for \(\alpha \geq 2s - 1\) with \(s \geq 2\) and \(i = 1, 2, 3\), it follows that
\[
\left\{ \begin{array}{l}
\|\nabla^{\alpha + 1} n_i\|_{L^2} \leq \|\nabla\nabla n_i\|_{L^\infty} + \|\nabla n_i\|_{L^2} \|\nabla^2 n_i\|_{L^\infty} \\
+ \|\nabla n_i\|_{L^2} \|\nabla n_i\|_{L^\infty} \leq C \|\nabla n_i\|_{H^{\alpha + 1}}, \\
\end{array} \right. \quad (3.47)
\]

It can be seen from Lemma 3.1 and (3.47) that \(\mathcal{K}_3\) can be estimated as
\[
\mathcal{K}_3 \leq C \left( \|\Delta^s \nabla v\|_{L^2} + \sum_{i=1}^{3} \|\mathcal{H}_i^s\|_{L^2} \right) \left( \sum_{i=1}^{3} \|\mathcal{G}_i(p)\|_{L^2} \right)
\]
\[
\leq C \left( \|\nabla v\|_{H^{1^\ast}} + \sum_{i=1}^{3} \|\mathcal{L}_i(p) + \mathcal{G}_i(p)\|_{L^2} \right) \left( \sum_{i=1}^{3} \|\mathcal{G}_i(p)\|_{L^2} \right)
\]
\[
\leq \delta (\|\Delta^{s+1} p\|_{L^2}^2 + \|\nabla v\|_{H^{1^\ast}}^2) + C_\delta (1 + \|\nabla p\|_{L^\infty}^2) \|\nabla p\|_{H^{1^\ast}}^2,
\]
where we have used the estimates of \(\mathcal{L}_i(p)\) and \(\mathcal{G}_i(p)(i = 1, 2, 3)\), for example,
\[
\|\Delta^s \nabla \times (\nabla \times n_i \cdot n_i^2)\|_{L^2}
\]
\[
\leq \|\Delta^s \nabla \times n_i^2 \|_{L^2} + \|\nabla n_i \cdot \Delta^s \nabla \times (\nabla \nabla n_i)\|_{L^2}
\]
\[
\leq C \left( \|\nabla \nabla n_i\|_{L^\infty} + \|\nabla^2 n_i\|_{L^\infty} + \|\Delta^s n_i\|_{L^2} \right) \|
\]
\[
\|\Delta^s (\nabla \times n_i \cdot n_i)(\nabla \times n_i)\|_{L^2} \leq C \|\nabla p\|_{L^\infty} \|\nabla p\|_{H^{1^\ast}}.
\]

For the term \(\mathcal{K}_4\), we only show how to estimate the first term \(- \langle R_1(p), L_1(p) \rangle\), since the estimates of the remaining terms are similar. By virtue of Lemma 3.1 and (3.47), the definitions of \(h_i(i = 1, 2, 3)\) and integrating by parts, there holds
\[
\|\langle R_1(p), L_1(p) \rangle\| \leq C \left( \|\nabla [\Delta^s, n_2 \otimes a_1] \Omega\|_{L^2} + \|\nabla [\Delta^s, n_3 \otimes a_2] \Omega\|_{L^2} + \|\nabla [\Delta^s, n_2 \otimes s_3] A\|_{L^2} + \|\nabla [\Delta^s, n_3 \otimes s_4] A\|_{L^2} + \|\nabla [\Delta^s, n_2 \otimes n_1] h_2\|_{L^2} + \|\nabla [\Delta^s, n_3 \otimes n_1] h_3\|_{L^2} + \|\nabla [\Delta^s, n_2] h_1\|_{L^2} + \|\nabla [\Delta^s, n_3] h_1\|_{L^2} \right) \|\nabla p\|_{H^{1^\ast}}
\]
\[
\leq C \left( \|\nabla v\|_{L^\infty} \|\nabla p\|_{H^{1^\ast}} + (\|\nabla^2 p\|_{L^\infty} + \|\nabla p\|_{L^\infty}) \|v\|_{H^{1^\ast}} + \|\nabla p\|_{L^\infty} \|\nabla v\|_{H^{1^\ast}} + (\|\nabla^2 p\|_{L^\infty} + \|\nabla p\|_{L^\infty}) \|\nabla p\|_{H^{1^\ast}} + \|\nabla p\|_{L^\infty} \|\nabla^2 p\|_{L^\infty} \|\nabla p\|_{H^{1^\ast}} \right)
\]
\[
\leq C_\delta (1 + \|\nabla v\|_{L^\infty} + \|\nabla p\|_{L^\infty}) (\|v\|_{H^{1^\ast}} + \|\nabla p\|_{H^{1^\ast}})
\]
\[
+ \delta (\|\nabla v\|_{H^{1^\ast}} + \|\nabla^2 p\|_{L^\infty}).
\]

For the term \(\mathcal{K}_5\), employing the equations (1.14) - (1.16), Lemma 3.1 and the inequality (3.47), we derive that
\[
\mathcal{K}_5 \leq C \sum_{i=1}^{3} \|\hat{n}_i\|_{L^\infty} \|\nabla p\|_{H^{1^\ast}} + C \left( \sum_{i=1}^{3} \|\Delta^s \hat{n}_i\|_{L^2} \right)
\]
by using (1.2), where we recall the definition of $V$ where for $\alpha, \beta$ $R$ into (3.48) and then integrating over terms.

Taking $A \cdot \Delta^{s+1} p$ in (3.48), and then integrating over $\mathbb{R}^d$, we deduce that

$$\int_{\mathbb{R}^d} \left( \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p \right) \cdot \Delta^{s+1} p \, dx$$

Furthermore, taking

$$A = \Delta^s \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p$$

into (3.48) and then integrating over $\mathbb{R}^d$, we obtain

$$\int_{\mathbb{R}^d} \left( \Delta^s \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p \right) \cdot \Delta^{s+1} p \, dx$$
+ C_δ \| \nabla p \|^2_{L^\infty} \| \nabla p \|^2_{H^{2\varepsilon}} + \delta \| \Delta^{s+1} p \|^2_{L^2}.

Using Lemma 2.2 and integrating by parts, one can give

\[
\int_{\mathbb{R}^d} \left( \Delta^s \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p \right) \cdot \Delta^{s+1} p \, dx
\]

\[
\geq \sum_{i=1}^3 \int_{\mathbb{R}^d} \left( k_i |\Delta^s \nabla \text{div} n_i|^2 + \sum_{j=1}^3 k_{ji} |\Delta^s \nabla \times (\nabla \times n_i \cdot n_j)|^2 \right) dx
\]

\[
- C_δ (1 + \| \nabla p \|_{L^\infty}^2) \| \nabla p \|^2_{H^{2\varepsilon}} - \delta \| \Delta^{s+1} p \|^2_{L^2}.
\]

Thus, by virtue of the definitions of \( \mathcal{H}^\Delta_k \) and \( \mathcal{L}_k (k = 1, 2, 3) \), we have

\[
\sum_{k=1}^3 \frac{1}{\chi_k} \| \mathcal{H}^\Delta_k \|^2_{L^2} \geq \sum_{k=1}^3 \frac{1}{\chi_k} \| \Delta^s (\mathcal{L}_k ^\varepsilon F_{Bi}) \|^2_{L^2} - C \| \nabla p \|_{L^\infty}^2 \| \nabla p \|^2_{H^{2\varepsilon}}
\]

\[
= \sum_{k=1}^3 \frac{1}{\chi_k} \int_{\mathbb{R}^d} \left[ \Delta^s \left( V_k \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} \right) \right] dx - C \| \nabla p \|_{L^\infty}^2 \| \nabla p \|^2_{H^{2\varepsilon}}
\]

\[
\geq \frac{1}{\chi} \int_{\mathbb{R}^d} \sum_{k=1}^3 \left[ V_k \cdot \left( \Delta^s \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p \right) \right] dx - C_δ \| \nabla p \|_{L^\infty}^2 \| \nabla p \|^2_{H^{2\varepsilon}} - \delta \| \Delta^{s+1} p \|^2_{L^2}
\]

\[
\geq \frac{2\gamma}{\chi} \int_{\mathbb{R}^d} \sum_{k=1}^3 \left[ \left( \Delta^s \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta^{s+1} p \right) \cdot V_k \right] \| \Delta^{s+1} p \cdot V_k \| dx
\]

\[
+ \frac{\gamma^2}{\chi} \int_{\mathbb{R}^d} \sum_{k=1}^3 \| \Delta^{s+1} p \cdot V_k \|^2 dx - C_δ (1 + \| \nabla p \|_{L^\infty}^2) \| \nabla p \|^2_{H^{2\varepsilon}} + \delta \| \Delta^{s+1} p \|^2_{L^2},
\]

which implies

\[
- \left( \frac{2\gamma}{\chi} - \delta \right) \| \Delta^{s+1} p \|^2_{L^2} \leq - \sum_{k=1}^3 \frac{1}{\chi_k} \| \mathcal{H}^\Delta_k \|^2_{L^2} + C_δ (1 + \| \nabla p \|_{L^\infty}^2) \| \nabla p \|^2_{H^{2\varepsilon}}. \quad (3.49)
\]

Consequently, plugging the estimates of \( K_i (i = 1, \cdots, 5) \) into (3.46), we obtain

\[
\frac{d}{dt} \mathcal{E}_\varepsilon (p) + \left( \frac{2\gamma}{\chi} - \delta \right) \| \Delta^{s+1} p \|^2_{L^2} + \delta \| \Delta^s \nabla v \|^2_{L^2}
\]

\[
\leq \left\langle \eta_3 \mathcal{H}^{\varepsilon \Delta} s_3 + \eta_2 \mathcal{H}^{2 \varepsilon \Delta} s_4 + \eta_1 \mathcal{H}^{\varepsilon \Delta} s_5, \Delta^s A \right\rangle
\]

\[
+ \frac{1}{2} \left( \eta_3 \mathcal{H}^{\varepsilon \Delta} a_1 + \mathcal{H}^{2 \varepsilon \Delta} a_2 + \mathcal{H}^{\varepsilon \Delta} a_3, \Delta^s \Omega \right)
\]

\[
+ C_δ (1 + \| \nabla v \|_{L^\infty} + \| \nabla p \|_{L^2}^2) (\| v \|_{H^{2\varepsilon}} + \| v \|^2_{H^{2\varepsilon}}). \quad (3.50)
\]

On the other hand, we need to deal with estimates of higher order derivatives of \( v \). Similar to (3.27), we have

\[
\frac{1}{2} \frac{d}{dt} \| \Delta^s v \|^2_{L^2} + \eta \| \nabla \Delta^s v \|^2_{L^2}
\]
It can be easily derived from Lemma 3.1 that
\[
I \leq C \|\nabla v\|_{L^\infty} \|v\|_{H^{2\varepsilon}}^2, \\
III \leq C \delta (1 + \|\nabla p\|_{L^\infty}) \|\nabla v\|_{H^{2\varepsilon}}^2 + \delta \|\nabla v\|_{H^{2\varepsilon}}^2,
\]
while the term \(II\) can be estimated as
\[
II \leq - \left( \sum_{j=1}^2 \beta_j \|\Delta^s A \cdot s_j\|_{L^2}^2 + 2 \beta_0 \int_{\mathbb{R}^d} (\Delta^s A \cdot s_1)(\Delta^s A \cdot s_2) dx \right)
\]
\[
- \left( \beta_3 - \frac{\eta_3^2}{\lambda_3} \right) \|\Delta^s A \cdot s_3\|_{L^2}^2 - \left( \beta_4 - \frac{\eta_2^2}{\lambda_2} \right) \|\Delta^s A \cdot s_4\|_{L^2}^2 - \left( \beta_5 - \frac{\eta_1^2}{\lambda_1} \right) \|\Delta^s A \cdot s_5\|_{L^2}^2
\]
\[
- \frac{\eta_1^2}{\lambda_1} \sum_{i=1} \|\nabla^s \delta \|_{L^2}^2 + \frac{\eta_2^2}{\lambda_2} \|\Delta^s A \cdot \eta\|_{L^2}^2 + \|\Delta^s A \cdot \eta\|_{L^2}^2 + \|\nabla^s \delta \|_{L^2}^2
\]
\[
+ C \delta (1 + \|\nabla v\|_{L^\infty} + \|\nabla p\|_{L^\infty}) \|\nabla v\|_{H^{2\varepsilon}}.
\]

Hence, substituting the estimates of \(I - III\) into (3.51), together with (3.42) and (3.50), and choosing \(\delta > 0\) sufficiently small, we arrive at
\[
\frac{d}{dt} \mathcal{E}_s(p, v) \leq C (1 + \|\nabla p\|_{L^\infty}^2 + \|\nabla v\|_{L^\infty}^2) \mathcal{E}_s(p, v).
\]
The proof of (3.41) is completed.

4 Global existence of weak solutions

The main purpose of this section is to prove global existence of weak solutions to the system (1.14)–(1.18) in dimension two.

For two constants \(\tau\) and \(T\) with \(0 \leq \tau < T\), we define two spaces \(V(\tau, T)\) and \(H(\tau, T)\) as
\[
V(\tau, T) \overset{\text{def}}{=} \{ p = (n_1, n_2, n_3) : \mathbb{R}^2 \times [\tau, T] \rightarrow SO(3) | p(t) \in H^{1}_{\text{per}}, (\mathbb{R}^2, SO(3)) \text{ for a.e. } t \in [\tau, T] \}
\]
and satisfies \(\text{ess sup}_{\tau \leq t \leq T} \int_{\mathbb{R}^2} |\nabla p(\cdot, t)|^2 dx + \int_{\tau}^{T} \int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\partial_t p|^2) dx dt < \infty\),
where \(|\nabla p(\cdot, t)|^2 = \sum_{i=1}^3 |\nabla n_i(\cdot, t)|^2, |\nabla^2 p|^2 = \sum_{i=1}^3 |\nabla^2 n_i|^2, |\partial_t p|^2 = \sum_{i=1}^3 |\partial_t n_i|^2\).

\[
H(\tau, T) \overset{\text{def}}{=} \{ v : \mathbb{R}^2 \times [\tau, T] \rightarrow \mathbb{R}^2 | v \text{ is measurable and satisfies } \}
\]
\[
(\text{ess sup}_{\tau \leq t \leq T} \int_{\mathbb{R}^2} |v(\cdot, t)|^2 dx + \int_{\tau}^{T} \int_{\mathbb{R}^2} |\nabla v|^2 dx dt < \infty) \}
\].

4.1 A priori regularity estimates

We first present useful estimates for the \(L^4\)-norm of the spatial gradient of \(u \in V(0, T)\) and the \(L^4\)-norm of \(f \in H(0, T)\), which can be found in [33].
Lemma 4.1. There exists constants $C, R_0 > 0$ such that for any $u \in V(0, T)$ and any $R \in (0, R_0)$, it holds
\[
\int_{R^2 \times [0, T]} |\nabla u|^4 \, dx \, dt \leq C \sup_{x \in \mathbb{R}^2, \tau \leq t \leq T} \int_{B_R(x)} |\nabla u(\cdot, t)|^2 \, dx \\
\cdot \left( \int_{R^2 \times [0, T]} |\nabla^2 u|^2 \, dx \, dt + R^{-2} \int_{R^2 \times [0, T]} |\nabla u|^2 \, dx \, dt \right).
\]
Moreover, there exists a constant $C_1 > 0$ such that for any $f \in H(0, T)$ and any $R > 0$, it follows that
\[
\int_{R^2 \times [0, T]} |f|^4 \, dx \, dt \leq C_1 \sup_{x \in \mathbb{R}^2, \tau \leq t \leq T} \int_{B_R(x)} |f(\cdot, t)|^2 \, dx \\
\cdot \left( \int_{R^2 \times [0, T]} |\nabla f|^2 \, dx \, dt + R^{-2} \int_{R^2 \times [0, T]} |f|^2 \, dx \, dt \right).
\]

Proposition 4.2. Let $(p, v) \in V(0, T) \times H(0, T)$ be a solution to the system (1.14)–(1.18) with initial data $(p^{(0)}, v^{(0)}) \in H^{1/p}_p(\mathbb{R}^2, SO(3)) \times L^2(\mathbb{R}^2, \mathbb{R}^2)$. Then there exists constants $\varepsilon_1, R_0 > 0$ such that if
\[
\sup_{x \in \mathbb{R}^2, \tau \leq t \leq T} \int_{B_R(x)} |\nabla p(\cdot, t)|^2 + |v(\cdot, t)|^2 \, dx \leq \varepsilon_1
\]
for any $R \in (0, R_0)$, then
\[
\int_{R^2 \times [0, T]} (|\nabla^2 p|^2 + |\nabla v|^2) \, dx \, dt \leq C(1 + TR^{-2}) E(p^{(0)}, v^{(0)}),
\]

(4.1)
\[
\int_{R^2 \times [0, T]} (|\nabla p|^4 + |v|^4) \, dx \, dt \leq C \varepsilon_1 (1 + TR^{-2}) E(p^{(0)}, v^{(0)}).
\]

(4.2)

Proof. It immediately follows from Proposition 2.1 that
\[
\sum_{k=1}^3 \frac{1}{\lambda_k} \int_{R^2 \times [0, T]} |\mathcal{L}_k \mathcal{F}_{B_k}|^2 \, dx \, dt + \eta \int_{R^2 \times [0, T]} |\nabla v|^2 \, dx \, dt \leq E(p^{(0)}, v^{(0)}).
\]

(4.3)

It remains to estimate the first term of the left-side of (4.3). First, we recall again the following equality with the help of orthogonal decomposition:
\[
A \cdot \Delta p = \sum_{k=1}^3 \frac{1}{|V_k|^2} (A \cdot V_k)(\Delta p \cdot V_k) + \sum_{k=1}^6 \frac{1}{|W_k|^2} (A \cdot W_k)(\Delta p \cdot W_k),
\]

(4.4)

for any matrix $A \in \mathbb{R}^{3 \times 3}$, where $V_k(k = 1, 2, 3)$ and $W_k(k = 1, \cdots, 6)$ are an orthogonal basis of the tangent space $T_p SO(3)$ and its associated orthogonal complement space, respectively. According the definitions of $W_k (k = 1, \cdots, 6)$, we have
\[
\Delta p \cdot W_k = \nabla \cdot (\nabla p \cdot W_k) - \nabla p \cdot \nabla W_k = -\nabla p \cdot \nabla W_k.
\]

Taking $A = \Delta p$ in (4.4), we deduce that
\[
\int_{R^2 \times [0, T]} |\Delta p|^2 \, dx \, dt \leq \frac{1}{2} \int_{R^2 \times [0, T]} \sum_{k=1}^3 (\Delta p \cdot V_k)^2 \, dx \, dt \\
+ C \int_{R^2 \times [0, T]} |\nabla p|^2 (|\nabla^2 p| + |\nabla p|^2) \, dx \, dt.
\]

(4.5)
Similarly, taking
\[ A = \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta p, \quad \gamma = \min\{\gamma_1, \gamma_2, \gamma_3\} \]
in (4.4), we obtain
\[
\int_{\mathbb{R}^2 \times [0, T]} \left( \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta p \right) \cdot \Delta p \, dx \, dt \\
\leq \frac{1}{2} \int_{\mathbb{R}^2 \times [0, T]} \sum_{k=1}^{3} \left[ \left( \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta p \right) \cdot V_k \right] (\Delta p \cdot V_k) \, dx \, dt \\
+ C \int_{\mathbb{R}^2 \times [0, T]} |\nabla p|^2 (|\nabla^2 p| + |\nabla p|^2) \, dx \, dt. \tag{4.6}
\]
Moreover, by Lemma 22 and integration by parts, it follows that
\[
\int_{\mathbb{R}^2 \times [0, T]} \left( \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta p \right) \cdot \Delta p \, dx \, dt \\
\geq \sum_{k=1}^{3} \int_{\mathbb{R}^2 \times [0, T]} \left( k_i |\nabla \text{div} n_i|^2 + \sum_{j=1}^{3} k_{ij} |\nabla (n_j \cdot (\nabla \times n_i))|^2 \right) \, dx \, dt \\
- C \int_{\mathbb{R}^2 \times [0, T]} |\nabla p|^2 (|\nabla^2 p| + |\nabla p|^2) \, dx \, dt. \tag{4.7}
\]
We let \( \chi^{-1} = \min\{\chi_1^{-1}, \chi_2^{-1}, \chi_3^{-1}\} \), and recall
\[
\frac{\delta F_{Bi}}{\delta p} = -\nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} + \frac{\partial f_{Bi}}{\partial p}, \quad \frac{\delta F_{Bi}}{\delta \nabla n} = \left( \frac{\delta F_{Bi}}{\delta n_1}, \frac{\delta F_{Bi}}{\delta n_2}, \frac{\delta F_{Bi}}{\delta n_3} \right),
\]
where \( \frac{\partial f_{Bi}}{\partial p} \) consists of the lower-order derivatives. Then, from the definitions of \( \mathcal{L}_k (k = 1, 2, 3) \) and (4.5)–(4.7), there holds
\[
\sum_{k=1}^{3} \frac{1}{\lambda_k} \int_{\mathbb{R}^2 \times [0, T]} |\mathcal{L}_k F_{Bi}|^2 \, dx \, dt = \sum_{k=1}^{3} \frac{1}{\lambda_k} \int_{\mathbb{R}^2 \times [0, T]} \left( V_k \cdot \frac{\delta F_{Bi}}{\delta p} \right)^2 \, dx \, dt \\
\geq \frac{1}{\chi} \int_{\mathbb{R}^2 \times [0, T]} \sum_{k=1}^{3} \left( V_k \cdot \left( \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} \right) \right)^2 \, dx \, dt - C \int_{\mathbb{R}^2 \times [0, T]} |\nabla p|^2 (|\nabla^2 p| + |\nabla p|^2) \, dx \, dt \\
\geq \frac{2\gamma}{\chi} \int_{\mathbb{R}^2 \times [0, T]} \sum_{k=1}^{3} \left[ \left( \nabla \cdot \frac{\partial f_{Bi}}{\partial (\nabla p)} - \gamma \Delta p \right) \cdot V_k \right] (\Delta p \cdot V_k) \, dx \, dt \\
+ \frac{\gamma}{\chi} \int_{\mathbb{R}^2 \times [0, T]} |\partial p|^2 \, dx \, dt - C \int_{\mathbb{R}^2 \times [0, T]} |\nabla p|^2 (|\nabla^2 p| + |\nabla p|^2) \, dx \, dt \tag{4.8}
\]
Thus, a combination of (4.3) and (4.8) leads to
\[
\frac{2\gamma^2}{\chi} \int_{\mathbb{R}^2 \times [0, T]} |\partial p|^2 \, dx \, dt + \eta \int_{\mathbb{R}^2 \times [0, T]} |\nabla \nu|^2 \, dx \, dt
\]
Applying Lemma 4.1, we arrive at
\[
\int_{\mathbb{R}^2 \times [0,T]} |\nabla^2 p|^2 \, dx \, dt + C \int_{\mathbb{R}^2 \times [0,T]} |\nabla p|^4 \, dx \, dt + E(p^{(0)}, v^{(0)}).
\]

Notice that
\[
\int_{\mathbb{R}^2 \times [0,T]} |\Delta p|^2 \, dx \, dt = \int_{\mathbb{R}^2 \times [0,T]} |\nabla^2 p|^2 \, dx \, dt.
\]
Applying Lemma 4.1, we arrive at
\[
\int_{\mathbb{R}^2 \times [0,T]} (|\nabla p|^4 + |v|^4) \, dx \, dt \leq C \varepsilon_1 \int_{\mathbb{R}^2 \times [0,T]} (|\nabla p|^2 + |\nabla v|^2) \, dx \, dt
\]
\[
+ C \varepsilon_1 R^{-2} \int_{\mathbb{R}^2 \times [0,T]} (|\nabla p|^2 + |v|^2) \, dx \, dt.
\]
Therefore, (4.1) and (4.2) hold by using the above two estimates and choosing \( \varepsilon_1 > 0 \) to be sufficiently small.

The following proposition gives a local energy inequality for a smooth solution \((p, v)\) under the condition of uniformly small local energy.

**Proposition 4.3.** Let \((p, v) \in V(0,T) \times H(0,T)\) be a solution to the system (1.14)–(1.18) with initial data \((p^{(0)}, v^{(0)}) \in H^1(\mathbb{R}^2, SO(3)) \times L^2(\mathbb{R}^2, \mathbb{R}^2)\). Assume that there exists constants \(\varepsilon_1, R_0 > 0\) such that
\[\text{ess sup} \sup_{x \in \mathbb{R}^2, t \leq T} \int_{B_{R_0}(x)} (|\nabla p(\cdot, t)|^2 + |v(\cdot, t)|^2) \, dx < \varepsilon_1.\]

Then, for all \(s \in [0,T], x_0 \in \mathbb{R}^2\) and \(R \leq R_0\), it follows that
\[
\int_{B_R(x_0)} e(p, v)(\cdot, s) \, dx + \frac{\eta}{2} \int_0^s \int_{B_R(x_0)} |\nabla v|^2 \, dx \, dt + \sum_{k=1}^{3} \frac{1}{2 \lambda_k} \int_0^s \int_{B_R(x_0)} |Z_k \mathcal{F}_B|^2 \, dx \, dt
\]
\[
\leq \int_{B_{2R}(x_0)} e(p^{(0)}, v^{(0)}) \, dx + C_2 \frac{S^2}{R} \left(1 + \frac{s}{R^2}\right)^2 E(p^{(0)}, v^{(0)}),
\]
where \(C_2\) is a uniform positive constant.

**Proof.** Let \(\phi \in C_c^\infty(B_{2R}(x_0))\) be a cut-off function with \(\phi \equiv 1\) on \(B_R(x_0)\) and \(|\nabla \phi| \leq \frac{C}{R}, |\nabla^2 \phi| \leq \frac{C}{R^2}\)
for all \(R \leq R_0\).

Multiplying the equation (1.17) by \(v \phi^2\) and integrating by parts over the space \(\mathbb{R}^2\), we obtain
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |v|^2 \phi^2 \, dx + \eta \int_{\mathbb{R}^2} |\nabla v|^2 \phi^2 \, dx
\]
\[
= \int_{\mathbb{R}^2} (|v|^2 + 2p)v \cdot \nabla \phi \, dx + \eta \int_{\mathbb{R}^2} |v|^2 (|\nabla \phi|^2 + \phi \Delta \phi) \, dx
\]
\[
- (\sigma, \nabla (v \phi^2)) + (\mathcal{A}_1, v \phi^2) + (\mathcal{A}_2, v \phi^2),
\]
where we have used the following facts:
\[
\langle \partial_t v - \eta \Delta v, v \phi \rangle = \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |v|^2 \phi^2 \, dx + \eta \int_{\mathbb{R}^2} |\nabla v|^2 \phi^2 \, dx
\]
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\[-\eta \int_{\mathbb{R}^2} |v|^2 (|\nabla \phi|^2 + \phi \Delta \phi) \, dx,\]

\[(v \cdot \nabla v + \nabla p, v \phi^2) = -\int_{\mathbb{R}^2} (|v|^2 + 2p) \phi \cdot \nabla \phi \, dx.\]

Using (4.9) and integrating by parts, we deduce that

\[
A_1 + \int_{\mathbb{R}^2} \sigma_i v_i \partial_j (\phi^2) \, dx \\
\leq -\left( \frac{\eta_3}{\lambda_3} \int_{\mathbb{R}^2} (\mathbf{A} \cdot \mathbf{s}_3) \mathcal{L}_3 \mathcal{F}_B \phi^2 \, dx + \frac{\eta_2}{\lambda_2} \int_{\mathbb{R}^2} (\mathbf{A} \cdot \mathbf{s}_4) \mathcal{L}_2 \mathcal{F}_B \phi^2 \, dx + \frac{\eta_1}{\lambda_1} \int_{\mathbb{R}^2} (\mathbf{A} \cdot \mathbf{s}_5) \mathcal{L}_1 \mathcal{F}_B \phi^2 \, dx \right) \\
- \frac{1}{2} \int_{\mathbb{R}^2} \left( (\mathbf{\Omega} \cdot \mathbf{a}_1) \mathcal{L}_3 \mathcal{F}_B + (\mathbf{\Omega} \cdot \mathbf{a}_2) \mathcal{L}_2 \mathcal{F}_B + (\mathbf{\Omega} \cdot \mathbf{a}_3) \mathcal{L}_1 \mathcal{F}_B \right) \phi^2 \, dx.
\]

From the definition of \( \mathbf{g} \) in (1.11), and (2.5), it holds that

\[A_2 = -\int_{\mathbb{R}^2} \phi^2 \left( (v_i \partial_i \mathbf{n}_1) \cdot \mathbf{h}_1 + (v_i \partial_i \mathbf{n}_2) \cdot \mathbf{h}_2 + (v_i \partial_i \mathbf{n}_3) \cdot \mathbf{h}_3 \right) \, dx.\]

Recalling (2.5), we have

\[
\frac{d}{dt} \int_{\mathbb{R}^2} f_{B1}(p, \nabla p) \phi^2 \, dx = -A_2 + \int_{\mathbb{R}^2} \left( \frac{1}{2} \mathbf{\Omega} \cdot \mathbf{a}_1 + \frac{\eta_3}{\lambda_3} \mathbf{A} \cdot \mathbf{s}_3 - \frac{1}{\lambda_3} \mathcal{L}_3 \mathcal{F}_B \right) \mathcal{L}_3 \mathcal{F}_B \phi^2 \, dx \\
+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \mathbf{\Omega} \cdot \mathbf{a}_2 + \frac{\eta_2}{\lambda_2} \mathbf{A} \cdot \mathbf{s}_4 - \frac{1}{\lambda_2} \mathcal{L}_2 \mathcal{F}_B \right) \mathcal{L}_2 \mathcal{F}_B \phi^2 \, dx \\
+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \mathbf{\Omega} \cdot \mathbf{a}_3 + \frac{\eta_1}{\lambda_1} \mathbf{A} \cdot \mathbf{s}_5 - \frac{1}{\lambda_1} \mathcal{L}_1 \mathcal{F}_B \right) \mathcal{L}_1 \mathcal{F}_B \phi^2 \, dx.
\]

Thus, combining (1.9) and (1.11), we arrive at

\[
\frac{d}{dt} \int_{\mathbb{R}^2} e(p, v) \phi^2 \, dx + \eta \int_{\mathbb{R}^2} |\nabla v|^2 \phi^2 \, dx + \sum_{k=1}^{3} \frac{1}{\lambda_k} \int_{\mathbb{R}^2} |\mathcal{L}_k \mathcal{F}_B|^2 \phi^2 \, dx \\
\leq \int_{\mathbb{R}^2} (|v|^2 + 2p) \phi \cdot \nabla \phi \, dx + \eta \int_{\mathbb{R}^2} |v|^2 (|\nabla \phi|^2 + \phi \Delta \phi) \, dx - \int_{\mathbb{R}^2} \sigma_i v_i \partial_j (\phi^2) \, dx.
\]

Making use of the equations (1.5) - (1.7) and the definition of the stress \( \sigma \), it follows that

\[
A_5 \leq C \int_{\mathbb{R}^2} \left( |\nabla v| + \sum_{k=1}^{3} |\mathcal{L}_k \mathcal{F}_B| \right) |v| |\phi| |\nabla \phi| \, dx \\
\leq \frac{\eta}{4} \int_{\mathbb{R}^2} |\nabla v|^2 \phi^2 \, dx + \sum_{k=1}^{3} \frac{1}{2\lambda_k} \int_{\mathbb{R}^2} |\mathcal{L}_k \mathcal{F}_B|^2 \phi^2 \, dx + C \int_{\mathbb{R}^2} |v|^2 |\nabla \phi|^2 \, dx.
\]

Consequently, using the estimate of \( A_5 \), (4.11) immediately becomes

\[
\frac{d}{dt} \int_{\mathbb{R}^2} e(p, v) \phi^2 \, dx + \frac{\eta}{2} \int_{\mathbb{R}^2} |\nabla v|^2 \phi^2 \, dx + \sum_{k=1}^{3} \frac{1}{2\lambda_k} \int_{\mathbb{R}^2} |\mathcal{L}_k \mathcal{F}_B|^2 \phi^2 \, dx \\
\leq C(A_3 + A_4).
\]

It can be deduced from Proposition 4.2 that

\[
\int_{0}^{\delta} |A_4| \, dt \leq C \frac{\eta}{R^2} E(p^{(0)}, v^{(0)}).
\]
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Notice that from (1.14), there has
\[ \Delta p = \partial_i \partial_j (\sigma_{ij} - v_i v_j) + \partial_i \tilde{g}_i \quad \text{on } \mathbb{R}^2 \times [0,T]. \]

Applying the Calderón–Zygmund estimate (see [6]), Proposition 2.1 and Proposition 4.2, we obtain
\[
\int_{\mathbb{R}^2 \times [0,s]} |p|^2 \, dx \, dt \leq C \int_{\mathbb{R}^2 \times [0,s]} (|\nabla p|^4 + |v|^4 + |\nabla v|^2 + |\nabla^2 p|^2) \, dx \, dt
\]
\[
\leq C \varepsilon_1 \left( 1 + \frac{s}{R^2} \right) E(p(0), v(0)).
\]

By Hölder inequality, Proposition 2.1 and Proposition 4.2 it follows that
\[
\int_0^s |A_3| \, dt \leq C \left[ \left( \int_{\mathbb{R}^2 \times [0,s]} |v|^4 \, dx \, dt \right)^{\frac{1}{2}} + \left( \int_{\mathbb{R}^2 \times [0,s]} |p|^2 \, dx \, dt \right)^{\frac{1}{2}} \right] \left( \int_{\mathbb{R}^2 \times [0,s]} \frac{|v|^2}{R^2} \, dx \, dt \right)^{\frac{1}{2}}
\]
\[
\leq C \varepsilon_1 \frac{s^2}{R} \left( 1 + \frac{s}{R^2} \right)^{\frac{1}{2}} E(p(0), v(0)).
\]

The proposition follows from the above estimates.

The following proposition will be devoted to studying the higher regularity of the solution \((p, v)\) to the system (1.14)–(1.18).

**Proposition 4.4.** Let \((p, v) \in V(0,T) \times H(0,T)\) be a solution to the system (1.14)–(1.18) with initial data \((p(0), v(0)) \in H^1_p \left( \mathbb{R}^2, SO(3) \right) \times L^2(\mathbb{R}^2, \mathbb{R}^2)\). Assume that there exists constants \(\varepsilon_1, R_0 > 0\) such that
\[
\sup_{x \in \mathbb{R}^2, \tau \leq t \leq T} \int_{B_R(x)} (|\nabla p(\cdot,t)|^2 + |v(\cdot,t)|^2) \, dx < \varepsilon_1.
\]

Then for all \(t \in [\tau, T]\) with \(\tau \in (0,T)\) and for all \(l \geq 1\), it follows that
\[
\int_{\mathbb{R}^2} (|\nabla^{l+1} p(\cdot,t)|^2 + |\nabla^{l+1} v(\cdot,t)|^2) \, dx + \int_{\tau}^t \int_{\mathbb{R}^2} (|\nabla^{l+2} p(\cdot,s)|^2 + |\nabla^{l+1} v(\cdot,s)|^2) \, dx \, ds
\]
\[
\leq C \left( l, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right),
\]

where \(E_0 = E(p(0), v(0))\). Moreover, the solution \((p, v)\) is regular for all \(t \in (0,T)\).

**Proof.** The proof is an induction on \(l\), which will be divided into two steps.

**Step 1.** For \(l = 1, 2, 3\), we only provide here the arguments of (4.12) for the case \(l = 1\). We relegate the proof of the case \(l = 2\) in (4.12) to the appendix so as not to distract from the main body of this paper. The case of \(l = 3\) will be omitted due to the high similarity with the proof of the case \(l = 2\).

Multiplying the equation (1.17) by \(\Delta v\) and integrating by parts, we obtain
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |\nabla v|^2 \, dx + \eta \int_{\mathbb{R}^2} |\Delta v|^2 \, dx
\]
\[
= \langle v \cdot \nabla v, \Delta v \rangle - \langle \nabla \cdot \sigma, \Delta v \rangle - \langle \tilde{g}, \Delta v \rangle
\]
\[
\leq \frac{\eta}{4} \int_{\mathbb{R}^2} |\Delta v|^2 \, dx + C \int_{\mathbb{R}^2} |v \cdot \nabla v|^2 \, dx + C \int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla p|^4) |\nabla p|^2 \, dx
\]
\[
- \langle \nabla \cdot \sigma, \Delta v \rangle,
\]

where
\[
|\nabla p|^2 = \sum_{i=1}^3 |\nabla n_i|^2, \quad |\nabla p|^4 = \sum_{i=1}^3 |\nabla n_i|^4, \quad |\nabla^2 p|^2 = \sum_{i=1}^3 |\nabla^2 n_i|^2.
\]
Using the definition of the stress $\sigma$ and the equations (1.14)–(1.17), it gives

$$-\langle \nabla \cdot \sigma, \Delta \nu \rangle = -\int_{\mathbb{R}^2} \partial_h \sigma \cdot \partial_h (A + \Omega) dx$$

$$\leq \left( \frac{\eta_1}{\lambda_1} \int_{\mathbb{R}^2} (\partial_h A \cdot s_3) H_3^\nu dx + \frac{\eta_2}{\lambda_2} \int_{\mathbb{R}^2} (\partial_h A \cdot s_3) H_2^\nu dx + \frac{\eta_3}{\lambda_3} \int_{\mathbb{R}^2} (\partial_h A \cdot s_5) H_1^\nu dx \right)$$

$$- \frac{1}{2} \int_{\mathbb{R}^2} \left( (\partial_h \Omega \cdot a_1) H_3^\nu + (\partial_h \Omega \cdot a_2) H_2^\nu + (\partial_h \Omega \cdot a_3) H_1^\nu \right) dx$$

$$+ C \int_{\mathbb{R}^2} |\nabla p| |\nabla |\nabla \nu| dx + C \int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla p|^2) |\nabla \nu| dx,$$

where

$$H_1^\nu = n_2 \cdot \partial_h h_3 - n_3 \cdot \partial_h h_2, \quad H_2^\nu = n_3 \cdot \partial_h h_1 - n_1 \cdot \partial_h h_3, \quad H_3^\nu = n_1 \cdot \partial_h h_2 - n_2 \cdot \partial_h h_1.$$

Then, it follows from (4.13) and the above estimates that

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |\nabla \nu|^2 dx + \frac{\eta_1}{2} \int_{\mathbb{R}^2} |\nabla \nu|^2 dx$$

$$\leq \left( \frac{\eta_1}{\lambda_1} \int_{\mathbb{R}^2} (\partial_h A \cdot s_3) H_3^\nu dx + \frac{\eta_2}{\lambda_2} \int_{\mathbb{R}^2} (\partial_h A \cdot s_3) H_2^\nu dx + \frac{\eta_3}{\lambda_3} \int_{\mathbb{R}^2} (\partial_h A \cdot s_5) H_1^\nu dx \right)$$

$$- \frac{1}{2} \int_{\mathbb{R}^2} \left( (\partial_h \Omega \cdot a_1) H_3^\nu + (\partial_h \Omega \cdot a_2) H_2^\nu + (\partial_h \Omega \cdot a_3) H_1^\nu \right) dx$$

$$+ C \int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla p|^2) |\nabla \nu| dx.$$

On the other hand, we first denote

$$\mathcal{F}_{B_1}^\nu (p) \text{ def } \frac{1}{2} \sum_{i=1}^{3} \left( \gamma_i \|\Delta n_i\|_{L^2}^2 + k_i \|\nabla \text{div} n_i\|_{L^2}^2 + \sum_{j=1}^{3} k_{ij} \|\nabla (n_j \cdot \nabla x n_i)\|_{L^2}^2 \right).$$

Using the definitions of $n_i (i = 1, 2, 3)$ and the equations (1.14)–(1.16), we have the following facts:

$$- n_i \cdot \Delta n_i = |\nabla n_i|^2, \quad |h_i| \leq C (|\nabla p|^2 + |\nabla^2 p|),$$

$$|\nabla h_i| \leq C (|\nabla p|^3 + |\nabla^2 p| |\nabla p| + |\nabla^3 p|),$$

$$|\nabla \partial_h n_i| \leq C \left( |\Delta \nu| + |\nabla \nu| |\nabla \nu| + \sum_{i=1}^{3} |h_i| |\nabla p| + \sum_{i=1}^{3} |h_i^\nu| \right).$$

Differentiating the equations (1.14)–(1.16) in $x_\alpha$, respectively, multiplying its by $-\partial_\alpha h_i (i = 1, 2, 3)$ and then integrating by parts, one can obtain

$$\frac{d}{dt} \mathcal{F}_{B_1}^\nu (p) - \sum_{i=1}^{3} \int_{\mathbb{R}^2} (\partial_\alpha (\nu \cdot \nabla) n_i + (\nu \cdot \nabla) \partial_\alpha n_i) \cdot \partial_\alpha h_i dx$$

$$\leq \int_{\mathbb{R}^2} \left( \frac{1}{2} \partial_\alpha \Omega \cdot a_1 + \frac{\eta_1}{\lambda_1} \partial_\alpha A \cdot s_3 - \frac{1}{\lambda_3} H_3^\nu \right) H_3^\nu dx$$

$$+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \partial_\alpha \Omega \cdot a_2 + \frac{\eta_2}{\lambda_2} \partial_\alpha A \cdot s_3 - \frac{1}{\lambda_3} H_2^\nu \right) H_2^\nu dx$$

$$+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \partial_\alpha \Omega \cdot a_3 + \frac{\eta_3}{\lambda_3} \partial_\alpha A \cdot s_5 - \frac{1}{\lambda_1} H_1^\nu \right) H_1^\nu dx$$

$$+ \delta \sum_{i=1}^{3} \int_{\mathbb{R}^2} |\nabla \partial_h n_i|^2 dx + C_\delta \int_{\mathbb{R}^2} |\nabla p|^2 (|\nabla^2 p|^2 + |\nabla p|^4) dx.$$
Thus, from (4.14)–(4.16), choosing the appropriate small parameter which implies the following estimate:

\[
\tau > \frac{2\gamma}{\lambda} \int_{\mathbb{R}^2} |\nabla^3 p|^2 \, dx + C \int_{\mathbb{R}^2} |\nabla p|^2 (|\nabla^2 p|^2 + |\nabla p|^4) \, dx.
\]  

(4.16)

Thus, from (4.14)–(4.16), choosing the appropriate small parameter \( \delta > 0 \), and using the Gagliardo–Nirenberg–Sobolev inequality, we obtain

\[
\frac{d}{dt} \int_{\mathbb{R}^2} \left( \frac{1}{2} |\nabla v|^2 + F_{Bi}(p) \right) \, dx + \int_{\mathbb{R}^2} \left( \frac{\eta}{4} |\Delta v|^2 + \frac{\gamma^2}{\lambda} |\nabla^3 v|^2 \right) \, dx
\leq C \int_{\mathbb{R}^2} (|v|^2 + |\nabla p|^2) (|\nabla v|^2 + |\nabla^2 p|^2) \, dx
\]

\[
\leq C \left( \int_{\mathbb{R}^2} (|v|^4 + |\nabla p|^4) \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^2} (|\nabla v|^4 + |\nabla^2 p|^4) \, dx \right)^{\frac{1}{2}}
\]

\[
\leq \min \left\{ \frac{\eta}{8} \frac{\gamma^2}{2\lambda} \right\} \int_{\mathbb{R}^2} (|\Delta v|^2 + |\nabla^3 v|^2) \, dx
\]

\[
+ C \left( \int_{\mathbb{R}^2} (|v|^4 + |\nabla p|^4) \, dx \right) \left( \int_{\mathbb{R}^2} (|\nabla v|^2 + |\nabla^2 p|^2) \, dx \right).
\]

It can be seen from (4.11) that for \( \tau \in (0, T) \), there exists \( \tau' \in (0, \tau) \), such that

\[
\int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla v|^2) (\cdot, \tau') \, dx < C \left( \tau, E_0, \frac{T}{R^2} \right).
\]

Then, by Gronwall’s inequality and Proposition 4.2 it holds that

\[
\int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla v|^2) (\cdot, t) \, dx
\]

\[
+ \int_0^t \int_{\mathbb{R}^2} (|\nabla^2 p|^2 + |\nabla v|^2) (\cdot, s) \, dx \, ds \leq C \left( \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right),
\]

(4.17)

for all \( t \in [\tau, T] \) with \( \tau \in (0, T) \).

**Step 2.** Assume now the estimate (4.12) is valid for some nonnegative integer \( l_0 \geq 3 \), and we prove that the case \( l = l_0 + 1 \) is still valid. Further, we only prove the case that \( l_0 \) is odd, that is, for \( l = 1, \ldots, 2k - 1 \) and \( k \geq 2 \), (4.12) holds. In other words, we prove the case \( l = 2k \). We also omit the case that \( l_0 \) is even, because the proof can be obtained by the same way.

By the assumptions and Sobolev’s embedding inequality, we have

\[
|\nabla p| + |\nabla^2 p| + |v| + |\nabla v| \leq C \left( \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right), \quad \text{in } \mathbb{R}^2 \times (\tau, T),
\]

(4.18)

\[
\int_{\mathbb{R}^2} (|\nabla^{2k} p|^2 + |\nabla^{2k-1} v|) (\cdot, t) \, dx
\]

\[
+ \int_0^t \int_{\mathbb{R}^2} (|\nabla^{2k+1} p|^2 + |\nabla^{2k} v|^2) (\cdot, s) \, dx \, ds + C \left( k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right), \quad \forall t \in (\tau, T),
\]

(4.19)

which implies the following estimate:

\[
|\nabla^{2k-2} p| + |\nabla^{2k-3} v| \leq C \left( k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right), \quad \text{in } \mathbb{R}^2 \times (\tau, T).
\]

(4.20)
Similar to the process of Step 1, multiplying the equation (1.17) by $\Delta^{2k}v$ and integrating by parts, we deduce that

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |\nabla^{2k}v|^2 \, dx + \eta \int_{\mathbb{R}^2} |\nabla \Delta^k v|^2 \, dx$$

$$= \langle v \cdot \nabla v, \Delta^{2k}v \rangle - \langle \nabla \cdot \sigma, \Delta^{2k}v \rangle - \langle \xi, \Delta^{2k}v \rangle$$

$$\leq \frac{\eta}{4} \int_{\mathbb{R}^2} |\nabla \Delta^k v|^2 \, dx + C \int_{\mathbb{R}^2} |\nabla^{2k-1}(v \cdot \nabla v)|^2 \, dx$$

$$+ \int_{\mathbb{R}^2} (\nabla \cdot \sigma) \cdot \Delta^{2k} v \, dx + C \int_{\mathbb{R}^2} |\nabla^{2k-1} \xi|^2 \, dx.$$  (4.21)

It follows from the definition of $\xi$ and (4.18)–(4.20) that

$$\int_{\mathbb{R}^2} |\nabla^{2k-1} \xi|^2 \, dx \leq C \left( k, \varepsilon_1, E_0, \tau, T \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k+1}p|^2 \, dx + 1 \right).$$

Similarly, we have

$$\int_{\mathbb{R}^2} |\nabla^{2k-1}(v \cdot \nabla v)|^2 \, dx \leq C \left( k, \varepsilon_1, E_0, \tau, T \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k}v|^2 \, dx + 1 \right).$$

Applying the definition of $\sigma$ and (4.18)–(4.20), we can obtain from the equations (1.5)–(1.7) that

$$\int_{\mathbb{R}^2} (\nabla \cdot \sigma) \cdot \Delta^{2k} v \, dx = - \int_{\mathbb{R}^2} \sigma \cdot \Delta^{2k}(A + \Omega) \, dx$$

$$\leq - \left( \beta_1 \Delta^k A \cdot s_1 \right) \| s_2 \|_{L^2} + 2 \beta_0 \int_{\mathbb{R}^2} (\Delta^k A \cdot s_1)(\Delta^k A \cdot s_2) \, dx + \beta_2 \| \Delta^k A \cdot s_2 \|_{L^2}^2$$

$$- \left( \beta_3 - \frac{\eta^2}{\lambda_1} \right) \| \Delta^k A \cdot s_3 \|_{L^2}^2 - \left( \beta_4 - \frac{\eta^2}{\lambda_1} \right) \| \Delta^k A \cdot s_4 \|_{L^2}^2 - \left( \beta_5 - \frac{\eta^2}{\lambda_1} \right) \| \Delta^k A \cdot s_5 \|_{L^2}^2$$

$$- \left( \frac{\eta^2}{\lambda_1} \right) \int_{\mathbb{R}^2} (\Delta^k A \cdot s_3) \mathcal{H}_3^k \, dx + \frac{\eta_2}{\lambda_2} \int_{\mathbb{R}^2} (\Delta^k A \cdot s_4) \mathcal{H}_2^k \, dx + \frac{\eta_1}{\lambda_1} \int_{\mathbb{R}^2} (\Delta^k A \cdot s_5) \mathcal{H}_1^k \, dx$$

$$- \frac{1}{2} \int_{\mathbb{R}^2} \left( (\Delta^k \Omega \cdot a_1) \mathcal{H}_3^k + (\Delta^k \Omega \cdot a_2) \mathcal{H}_2^k + (\Delta^k \Omega \cdot a_3) \mathcal{H}_1^k \right) \, dx$$

$$+ \delta \int_{\mathbb{R}^2} |\nabla^{2k+1}v|^2 \, dx + C \left( \delta, k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} (|\nabla^{2k}v|^2 + |\nabla^{2k+1}p|^2) \, dx + 1 \right),$$

where the small parameter $\delta > 0$ can be suitably selected, and

$$\mathcal{H}_1^k = n_2 \cdot \Delta^k h_3 - n_3 \cdot \Delta^k h_2, \quad \mathcal{H}_2^k = n_4 \cdot \Delta^k h_1 - n_1 \cdot \Delta^k h_3,$$

$$\mathcal{H}_3^k = n_1 \cdot \Delta^k h_2 - n_2 \cdot \Delta^k h_1.$$  (4.22)

Consequently, combining (4.21) with the above estimates leads to

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |\nabla^{2k}v|^2 \, dx + \eta \int_{\mathbb{R}^2} |\nabla \Delta^k v|^2 \, dx$$

$$\leq - \left( \frac{\eta_3}{\lambda_3} \right) \int_{\mathbb{R}^2} (\Delta^k A \cdot s_3) \mathcal{H}_3^k \, dx + \frac{\eta_2}{\lambda_2} \int_{\mathbb{R}^2} (\Delta^k A \cdot s_4) \mathcal{H}_2^k \, dx + \frac{\eta_1}{\lambda_1} \int_{\mathbb{R}^2} (\Delta^k A \cdot s_5) \mathcal{H}_1^k \, dx$$

$$- \frac{1}{2} \int_{\mathbb{R}^2} \left( (\Delta^k \Omega \cdot a_1) \mathcal{H}_3^k + (\Delta^k \Omega \cdot a_2) \mathcal{H}_2^k + (\Delta^k \Omega \cdot a_3) \mathcal{H}_1^k \right) \, dx$$

$$+ \delta \int_{\mathbb{R}^2} |\nabla^{2k+1}v|^2 \, dx + C \left( \delta, k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} (|\nabla^{2k}v|^2 + |\nabla^{2k+1}p|^2) \, dx + 1 \right).$$  (4.22)
We define the following energy functional:

$$F_{B_i}^\Delta (p) \overset{\text{def}}{=} \frac{1}{2} \sum_{i=1}^{3} \left( \gamma_i \| \Delta^k \nabla n_i \|_{L^2}^2 + k_i \| \Delta^k \text{div} n_i \|_{L^2}^2 + \sum_{j=1}^{3} k_{ji} \| \Delta^k (n_j \cdot \nabla \times n_i) \|_{L^2}^2 \right).$$

Acting the differential operator $\partial_\beta$ on $(4.14)$ to $(4.16)$, multiplying these equations by $\partial_\beta \Delta^{2k-1} h_i (i = 1, 2, 3)$, respectively, and then integrating by parts, we obtain from $(4.18)$ to $(4.20)$ that

$$\frac{d}{dt} F_{B_i}^\Delta (p) + \sum_{i=1}^{3} \int_{\mathbb{R}^2} \left( (\partial_\beta v \cdot \nabla) n_i + (v \cdot \nabla) \partial_\beta n_i \right) \cdot \partial_\beta \Delta^{2k-1} h_i dx$$

$$\leq \int_{\mathbb{R}^2} \left( \frac{1}{2} \Delta^k \Omega \cdot a_1 + \frac{\eta_3}{\lambda_3} \Delta^k A \cdot s_3 - \frac{1}{\lambda_3} \mathcal{H}_{\Delta^k} \right) \mathcal{H}_{\Delta^k} dx$$

$$+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \Delta^k \Omega \cdot a_2 + \frac{\eta_2}{\lambda_2} \Delta^k A \cdot s_4 - \frac{1}{\lambda_2} \mathcal{H}_{\Delta^k} \right) \mathcal{H}_{\Delta^k} dx$$

$$+ \int_{\mathbb{R}^2} \left( \frac{1}{2} \Delta^k \Omega \cdot a_3 + \frac{\eta_1}{\lambda_1} \Delta^k A \cdot s_5 - \frac{1}{\lambda_1} \mathcal{H}_{\Delta^k} \right) \mathcal{H}_{\Delta^k} dx$$

$$+ \delta \sum_{i=1}^{3} \int_{\mathbb{R}^2} |\nabla^{2k} \partial_\beta \n_i|^2 dx + \delta \int_{\mathbb{R}^2} |\nabla^{2k+2} p|^2 dx$$

$$+ C \left( \delta, k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k} v|^2 dx + \int_{\mathbb{R}^2} |\nabla^{2k+1} p|^2 dx + 1 \right).$$

By a direct calculation, we have

$$\left| \sum_{i=1}^{3} \int_{\mathbb{R}^2} \left( (\partial_\beta v \cdot \nabla) n_i + (v \cdot \nabla) \partial_\beta n_i \right) \cdot \partial_\beta \Delta^{2k-1} h_i dx \right|$$

$$\leq \delta \int_{\mathbb{R}^2} |\nabla^{2k+2} p|^2 dx$$

$$+ C \left( \delta, k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k} v|^2 dx + \int_{\mathbb{R}^2} |\nabla^{2k+1} p|^2 dx + 1 \right).$$

Moreover, repeating similar arguments in $(4.23)$ of Proposition $4.12$ yields

$$- \frac{3}{\lambda_i} \int_{\mathbb{R}^2} |\mathcal{H}_{\Delta^k}|^2 dx \leq - \frac{2 \gamma^2}{\lambda} \int_{\mathbb{R}^2} |\nabla^{2k+2} p|^2 dx$$

$$+ C \left( k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k+1} p|^2 dx + 1 \right).$$

Thus, combining $(4.22)$ with $(4.23)$ to $(4.25)$, and choosing $\delta > 0$ small enough, we finally get

$$\frac{d}{dt} \int_{\mathbb{R}^2} \left( \frac{1}{2} |\nabla^{2k} v|^2 + F_{B_i}^\Delta (p) \right) dx + \int_{\mathbb{R}^2} \left( \frac{\eta}{4} |\nabla^{2k+1} v|^2 + \frac{\gamma^2}{\lambda} |\nabla^{2k+2} p|^2 \right) dx$$

$$\leq C \left( k, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right) \left( \int_{\mathbb{R}^2} |\nabla^{2k} v|^2 dx + \int_{\mathbb{R}^2} |\nabla^{2k+1} p|^2 dx + 1 \right),$$

which implies that $(4.12)$ holds for $l = 2k$ by Gronwall’s inequality.

Lastly, we claim that the solution $(p, v)$ is regular for all $t \in (0, T)$. In fact, for any $l > 1$ and $(x, t) \in \mathbb{R}^2 \times (0, T)$, from the estimates in Step 1 and Step 2, and the arbitrariness of $t \in (0, T)$, it follows that

$$|\nabla^j p| + |\nabla^j v|(x, t) < \infty, \quad p = (n_1, n_2, n_3) \in SO(3),$$
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which implies that the solution \((p, v)\) is spatially regular. Using the frame system \((1.14)-(1.18)\), we know that \((\partial p, \partial v)\) is also spatially regular, and differentiating to the time \(t\), thus obtain that the solution \((p, v)\) is regular in \(\mathbb{R}^2 \times (0, T)\).

\[\Box\]

### 4.2 Global existence and proof of Theorem 1.2

We are now in a position to prove the existence of global weak solutions to the frame system \((1.14)-(1.18)\) in dimension two and to complete the proof of Theorem 1.2. The main strategy of the arguments will follow several previous works \cite{38, 41, 28}. We only present the sketch for the proof here.

For simplicity, we denote

\[E(t) \overset{\text{def}}{=} E(p, v)(t) = \int_{\mathbb{R}^2} e(p, v)(\cdot, t)\,dx.\]

According to the density properties of Sobolev spaces, for any data \(p(0) \in H^1_\mathbb{R}((\mathbb{R}^2, SO(3))\), there exists an approximate sequence \(\{p_m(0)\}_{m \geq 1} \subset C^\infty(\mathbb{R}^2, SO(3))\) with \(p_m(0) = p^*\) at infinity, such that

\[\lim_{m \to \infty} ||p_m(0) - p(0)||_{H^1_\mathbb{R}^*} = 0,\]

where \(p^* = (n_1^*, n_2^*, n_3^*) \in SO(3)\) is a constant orthonormal frame. Here, we will assume \(p(0) \in H^1_\mathbb{R}((\mathbb{R}^2, SO(3))\) (see \cite{36, 41} for details). Likewise, for any data \(v(0) \in L^2(\mathbb{R}^2, \mathbb{R}^2)\), there exists an approximate sequence \(\{v_m(0)\}_{m \geq 1} \subset C^\infty(\mathbb{R}^2, \mathbb{R}^2)\) such that

\[\lim_{m \to \infty} ||v_m(0) - v(0)||_{L^2} = 0.\]

The absolute continuity of the integral \(\int_{\mathbb{R}^2} (|\nabla p(0)|^2 + |v(0)|^2)\,dx\) implies that for any \(\varepsilon_1 > 0\), there exists \(R_0 > 0\) such that

\[\sup_{x \in \mathbb{R}^2} \int_{B_{R_0}(x)} (|\nabla p(0)|^2 + |v(0)|^2)\,dx \leq \varepsilon_1.\]

Since \((p_m(0), v_m(0))\) strongly converges to \((p(0), v(0))\) in \(H^1_\mathbb{R}^* \times L^2\), there holds

\[\sup_{x \in \mathbb{R}^2} \int_{B_{R_0}(x)} (|\nabla p_m(0)|^2 + |v_m(0)|^2)\,dx \leq 2\varepsilon_1, \quad \forall m \geq 1. \tag{4.26}\]

We here assume (4.26) holds for all \(m \geq 1\).

Theorem 1.1 tells us that if \((\nabla p_m(0), v_m(0)) \in H^4(\mathbb{R}^2) \times H^4(\mathbb{R}^2)\) is the given initial data satisfying \(\nabla \cdot v_m(0) = 0\), then there exists a time \(T_m > 0\) and a smooth solution \((\nabla p_m, v_m)\) with the pressure \(p_m\) such that

\[\nabla p_m \in C([0, T^m]; H^4(\mathbb{R}^2)), \quad v_m \in C([0, T^m]; H^4(\mathbb{R}^2) \cap L^2(0, T^m; H^5(\mathbb{R}^2))).\]

Thus, for \(R \leq \frac{R_0}{2^\tau}\), there exists \(T_0^m \leq T^m\) such that

\[\sup_{x \in \mathbb{R}^2, 0 < t < T_0^m} \int_{B_R(x)} (|\nabla p_m|^2 + |v_m|^2)\,dy \leq 4\varepsilon_1.\]

In addition, it can be seen from Proposition 4.3 that \(T_0^m \geq \frac{\varepsilon_1^2R_0^2}{4C_2R_0^2} = T_0 > 0\) uniformly. We know from Proposition 4.4 that for any \(\tau \in (0, T_0)\) and \(l \geq 1\), there holds

\[\sup_{t \in (\tau, T_0)} \int_{\mathbb{R}^2} (|\nabla^{l+1} p_m|^2 + |\nabla^l v_m|^2)(\cdot, t)\,dx + \int_{\tau}^{T_0} \int_{\mathbb{R}^2} (|\nabla^{l+1} p_m|^2 + |\nabla^{l+1} v_m|^2)(\cdot, s)\,dx\,ds\]
\[ \leq C \left( l, \varepsilon_1, E_0, \tau, T, \frac{T}{R^2} \right). \] (4.27)

Furthermore, using Proposition 2.1, Proposition 4.2, and the frame equations (1.14)–(1.16), we can deduce that \( E(p_m, v_m)(t) \leq E_0 \), and for any \( t \in [0, T_m^0] \),

\[ \int_{\mathbb{R}^2 \times [0, T_m^0]} \left( |\nabla^2 p_m|^2 + |\nabla v_m|^2 + |\partial_t p_m|^2 + |\nabla p_m|^4 + |v_m|^4 \right) \, dx \, dt \leq C(\varepsilon_1, C_2, E_0). \] (4.28)

Using the equation of \( v \) in (1.17), the pressure term \( p \) in the distributional sense can be expressed by

\[ \Delta p = \partial_t \partial_j (\sigma_{ij} - v_i v_j) + \partial_i \partial_j \] on \( \mathbb{R}^2 \times [0, T_m^0] \),

which implies from Calderón–Zygmund estimates that

\[
\int_{\mathbb{R}^2 \times [0, T_m^0]} |p_m|^2 \, dx \, dt \\
\leq C \int_{\mathbb{R}^2 \times [0, T_m^0]} \left( |v_m|^4 + |\nabla p_m|^4 + |\nabla v_m|^2 + |\partial_t p_m|^2 + |\nabla^2 p_m|^2 \right) \, dx \, dt \\
\leq C(\varepsilon_1, C_2, E_0). \] (4.29)

It remains to estimate the term \( \partial_t v_m \). For any \( \phi \in C_c^\infty(\mathbb{R}^2 \times (0, T_m^0), \mathbb{R}^2) \), applying the equation (1.17) and integrating by parts, we obtain

\[
\int_{\mathbb{R}^2 \times [0, T_m^0]} \partial_t v_m \cdot \phi \, dx \, dt \\
= \int_{\mathbb{R}^2 \times [0, T_m^0]} \left( (v_m \otimes v_m - \eta \nabla v_m - \sigma_m) \cdot \nabla \phi + \tilde{\gamma}_m \cdot \phi + p_m \text{div} \phi \right) \, dx \, dt \\
\leq C \| |v_m|^2 + |\nabla p_m|^2 + |\nabla v_m| + |p_m| + |\partial_t p_m| + |\nabla^2 p_m| \|_{L^2(\mathbb{R}^2 \times [0, T_m^0])}^2 \| \phi \|_{L^2 H^1_x} \|_{L^2 H^1_x} \leq C(\varepsilon_1, C_2, E_0) \| \phi \|_{L^2 H^1_x},
\]

which further gives

\[ \| \partial_t v_m \|_{L^2(0, T_m^0), H^{-1}(\mathbb{R}^2)} \leq C(\varepsilon_1, C_2, E_0). \] (4.30)

Therefore, (4.27)–(4.30) together with the Aubin–Lions Lemma implies that after passing to possible subsequences, there exists a solution \( (p - p^*, v) \in W^{2,1}_2(\mathbb{R}^2 \times [0, T_0], SO(3)) \times W^{1,0}_2(\mathbb{R}^2 \times [0, T_0], \mathbb{R}^2) \) with the pressure \( p \) such that

\[
p_m - p^* \to p - p^*, \text{ weakly in } W^{2,1}_2(\mathbb{R}^2 \times [0, T_0], \mathbb{R}^2); \\
v_m \to v, \text{ weakly in } W^{1,0}_2(\mathbb{R}^2 \times [0, T_0], \mathbb{R}^2); \\
p_m \to p, \text{ weakly in } L^2(\mathbb{R}^2 \times [0, T_0], \mathbb{R}).
\]

It follows from (4.28) and (4.30) that we can assume

\[ (\nabla p, v)(\cdot, t) \to (\nabla p^0, v^0) \text{ weakly in } L^2(\mathbb{R}^2), \]

as \( t \to 0 \). In particular, we have

\[ E(0) \leq \liminf_{t \to 0} E(t). \]
On the other hand, the energy estimates of \((p_m, v_m)\) imply

\[
E(0) \geq \limsup_{t \to 0} E(t).
\]

Hence, we conclude that \((\nabla p, v)(\cdot, t)\) converges to \((\nabla p^{(0)}, v^{(0)})\) strongly in \(L^2(\mathbb{R}^2)\) and \((p, v)\) is the solution to the frame system \([1.14]–[1.18]\) with the given data \((p^{(0)}, v^{(0)})\).

By taking the weak limit of the regular estimates \([4.27]\), it is clear that \((p, v) \in C^\infty(\mathbb{R}^2 \times (0, T_0])\) and \((\nabla^{l+1} p, \nabla v)(\cdot, t) \in L^2(\mathbb{R}^2)\) for any \(l \geq 1\). However, we know from Theorem \([1.4]\) that there exists a unique smooth solution to the frame system \([1.14]–[1.18]\) with the initial data \((p, v)(\cdot, T_0)\), still denoted as \((p, v)\). Moreover, the blow-up criterion implies that if \((p, v)\) blows up at the time \(T^*\), then

\[
\|\nabla \times v(t)\|_{L^\infty(\mathbb{R}^2)} + \|\nabla p(t)\|_{L^\infty(\mathbb{R}^2)}^2 \to \infty, \quad \text{as } t \to T^*,
\]

which further implies

\[
(|\nabla^4 p| + |\nabla^3 v|)(x, t) \notin L^\infty_t L^2(\mathbb{R}^2 \times (T_0, T^*)).
\] (4.31)

Let \(T_1 \in (T_0, +\infty)\) be the first singular time of \((p, v)\), that is,

\[
(p, v) \in C^\infty(\mathbb{R}^2 \times (0, T_1), SO(3) \times \mathbb{R}^2), \quad \text{but} \quad (p, v) \notin C^\infty(\mathbb{R}^2 \times (0, T_1], SO(3) \times \mathbb{R}^2).
\]

Then, from Proposition \([4.3]\) and \([4.31]\), we have

\[
\lim_{t \to T_1} \max_{t \in [t, T_1]} \int_{B_R(x)} (|\nabla p|^2 + |v|^2)(\cdot, t) \, dx \geq \varepsilon_1, \quad \forall R > 0.
\]

Now we look for an eternal extension of this weak solution in time. By an argument similar to the proof \([4.30]\)(also see \([28]\) for the similar derivation), using the system \([1.14]–[1.18]\) together with the Aubin–Lions Lemma and the Sobolev embedding theorem, we deduce that \((p - p^*, v) \in C^0([0, T_1], L^2(\mathbb{R}^2)).\) Then, we define

\[
(p(T_1) - p^*, v(T_1)) \overset{\text{def}}{=} \lim_{t \to T_1} (p(t) - p^*, v(t)), \quad \text{in } L^2(\mathbb{R}^2).
\]

By the energy inequality, we have \(\nabla p \in L^\infty(0, T_1; L^2(\mathbb{R}^2))\), and thus \(\nabla p(t) \to \nabla p(T_1)\) weakly in \(L^2(\mathbb{R}^2)\). In the same way, we can extend the time \(T_1\) to \(T_2\) and so on. It can be proven that at any singular time \(T_i(i \geq 1)\), there exists a loss of energy of at least \(\varepsilon_1\), and then the number of finite singular times must be bounded by \(L\), and for \(1 \leq i \leq L\) there holds

\[
\lim_{t \to T_i} \max_{t \in [t, T_i]} \int_{B_R(x)} (|\nabla p|^2 + |v|^2)(\cdot, t) \, dx \geq \varepsilon_1, \quad \forall R > 0.
\]

Therefore, if we use \((p(T_L), v(T_L))\) with the given initial data \((p^{(0)}, v^{(0)})\) to construct a weak solution \((p, v)\) to the system \([1.14]–[1.18]\), as before, then \((p, v)\) is just an eternal weak solution that we seek. In conclusion, Theorem \([4.2]\) is established.

### A The proof of (4.12) for \(l = 2\)

We here give the argument of \([4.12]\) for the case \(l = 2\). First note that

\[
|\nabla n_i|^2 = |n_i \cdot \nabla n_i| \leq |\nabla^2 n_i|, \quad i = 1, 2, 3,
\]

\[
|\nabla \xi| \leq C(|\nabla^3 p| |\nabla p| + |\nabla^2 p|^2 + |\nabla^2 p||\nabla p|^2 + |\nabla p|^4).
\]
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Multiplying the equation (1.17) by $\Delta^2 \mathbf{v}$, we obtain

$$
\frac{1}{2} \frac{d}{dt} \int_{R^2} |\nabla \mathbf{v}|^2 dx + \eta \int_{R^2} |\nabla \Delta \mathbf{v}|^2 dx
= -\langle (\mathbf{v} \cdot \nabla) \mathbf{v} \cdot \Delta^2 \mathbf{v} \rangle + \langle \nabla \cdot \sigma, \Delta^2 \mathbf{v} \rangle + \langle \mathbf{g}, \Delta^2 \mathbf{v} \rangle
\leq \frac{\eta}{4} \int_{R^2} |\nabla \Delta \mathbf{v}|^2 dx + C \int_{R^2} |\nabla (\mathbf{v} \cdot \nabla \mathbf{v})|^2 dx + C \int_{R^3} (||\nabla^3 \mathbf{p}||^2 + |\nabla^2 \mathbf{p}|^2 + |\nabla \mathbf{p}|^2) dx
+ \langle \nabla \cdot \sigma, \Delta^2 \mathbf{v} \rangle.
$$

(A.1)

By a direct calculation, we get

$$
\langle \nabla \cdot \sigma, \Delta^2 \mathbf{v} \rangle = -\langle \sigma, \Delta^2 (A + \Omega) \rangle
\leq -\left( \frac{\eta^3}{\chi_3} \int_{R^2} (\Delta A \cdot s_3) \mathcal{H}_2^3 dx + \frac{\eta^2}{\chi_2} \int_{R^2} (\Delta A \cdot s_4) \mathcal{H}_2^2 dx + \frac{\eta}{\chi_1} \int_{R^2} (\Delta A \cdot s_5) \mathcal{H}_1^2 dx \right)
- \frac{1}{2} \int_{R^2} \left( (\Delta \Omega \cdot a_1) \mathcal{H}_2^3 + (\Delta \Omega \cdot a_2) \mathcal{H}_2^2 + (\Delta \Omega \cdot a_3) \mathcal{H}_1^2 \right) dx
+ C \int_{R^2} (|\nabla \mathbf{v}|^4 + |\nabla^2 \mathbf{p}|^4) dx
$$

where

$$
\mathcal{H}_2^3 = n_2 \cdot \Delta \mathbf{h}_3 - n_3 \cdot \Delta \mathbf{h}_2, \quad \mathcal{H}_2^2 = n_3 \cdot \Delta \mathbf{h}_1 - n_1 \cdot \Delta \mathbf{h}_3, \quad \mathcal{H}_1^3 = n_1 \cdot \Delta \mathbf{h}_2 - n_2 \cdot \Delta \mathbf{h}_1.
$$

Then, (A.1) together with the above two estimates yields

$$
\frac{1}{2} \frac{d}{dt} \int_{R^2} |\nabla \mathbf{v}|^2 dx + \frac{\eta}{2} \int_{R^2} |\nabla \Delta \mathbf{v}|^2 dx
\leq -\left( \frac{\eta^3}{\chi_3} \int_{R^2} (\Delta A \cdot s_3) \mathcal{H}_2^3 dx + \frac{\eta^2}{\chi_2} \int_{R^2} (\Delta A \cdot s_4) \mathcal{H}_2^2 dx + \frac{\eta}{\chi_1} \int_{R^2} (\Delta A \cdot s_5) \mathcal{H}_1^2 dx \right)
- \frac{1}{2} \int_{R^2} \left( (\Delta \Omega \cdot a_1) \mathcal{H}_2^3 + (\Delta \Omega \cdot a_2) \mathcal{H}_2^2 + (\Delta \Omega \cdot a_3) \mathcal{H}_1^2 \right) dx
+ C \int_{R^2} (|\nabla \mathbf{v}|^4 + |\nabla^2 \mathbf{p}|^4) dx + C \int_{R^2} (|\nabla^3 \mathbf{p}|^2 + |\nabla^2 \mathbf{p}|^2 |\nabla \mathbf{p}|^2 + |\mathbf{p}|^2) dx.
$$

(A.2)

On the other hand, we define

$$
\mathcal{F}_{B_i}^\Delta(p) = \frac{1}{2} \sum_{i=1}^{3} \left( C_i \|\mathbf{\Delta} \mathbf{h}_i\|^2_{L^2} + k_i \|\Delta \text{div} \mathbf{h}_i\|^2_{L^2} + \sum_{j=1}^{3} k_{ji} \|\Delta (\mathbf{h}_j \cdot \nabla \times \mathbf{n}_i)\|^2_{L^2} \right).
$$

Note that for $i = 1, 2, 3$, the following estimates hold,

$$
|\Delta \mathbf{h}_i| \leq C (|\nabla^4 \mathbf{p}| + |\nabla^3 \mathbf{p}| |\nabla \mathbf{p}| + |\nabla^2 \mathbf{p}|^2),
$$
$$
|\mathbf{n}_i \cdot \Delta^2 \mathbf{n}_i| \leq C (|\nabla \mathbf{p}| |\nabla^3 \mathbf{p}| + |\nabla^2 \mathbf{p}|^2),
$$
$$
|\nabla^2 \partial_\beta \mathbf{p}|^2 \leq \max \{1, \chi_i^{-1}\} (|\nabla^3 \mathbf{v}|^2 + |\nabla^4 \mathbf{p}|^2) + C |\nabla^2 \mathbf{v}|^2 |\nabla \mathbf{p}|^2 + C |\nabla^2 \mathbf{p}|^2 (|\nabla \mathbf{v}|^2 + |\nabla^2 \mathbf{p}|^2).
$$

Acting the differential operator $\partial_\beta$ on the equations (1.14)--(1.16), multiplying them by $\partial_\beta \Delta \mathbf{h}_i (i = 1, 2, 3)$, respectively, and integrating by parts, we derive that

$$
\frac{d}{dt} \mathcal{F}_{B_i}^\Delta(p) + \sum_{i=1}^{3} \int_{R^2} \left[ (\partial_\beta \mathbf{v} \cdot \nabla) \mathbf{n}_i + (\mathbf{v} \cdot \nabla) \partial_\beta \mathbf{n}_i \right] \cdot \partial_\beta \Delta \mathbf{h}_i dx
$$
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Thus, by Gronwall’s inequality and Proposition 4.2, from (4.17), it follows that

\[
\frac{1}{2} \Delta \Omega \cdot a_1 + \frac{\eta_3}{\chi_3} \Delta A \cdot s_3 - \frac{1}{\chi_3} H_{32}^2 \right) \int_{R^2} \right) dx
\]

\[
+ \int_{R^2} \left( \frac{1}{2} \Delta \Omega \cdot a_2 + \frac{\eta_2}{\chi_2} \Delta A \cdot s_4 - \frac{1}{\chi_2} H_{22}^2 \right) dx
\]

\[
+ \int_{R^2} \left( \frac{1}{2} \Delta \Omega \cdot a_3 + \frac{\eta_1}{\chi_1} \Delta A \cdot s_5 - \frac{1}{\chi_1} H_{12}^2 \right) dx
\]

\[
+ \delta \sum_{i=1}^{3} \int_{R^2} |\nabla^2 \partial_i n_i|^2 dx + C \delta \int_{R^2} (|\nabla^2 p|^4 + |\nabla^3 p|^2 |\nabla p|^2 + |\nabla^2 p|^2 |\nabla p|^4) dx
\]

\[
+ \frac{\gamma^2}{2\chi} \int_{R^2} |\nabla^4 p|^2 dx + C \int_{R^2} (|\nabla v|^4 + |\nabla^2 p|^4) dx
\]

\[
+ C \int_{R^2} (|\nabla^3 p|^2 + |\nabla^2 v|^2) (|\nabla p|^2 + |v|^2) dx,
\]

(A.3)

where \( \delta > 0 \) will be determined later and \( \chi^{-1} = \min\{\chi_1^{-1}, \chi_2^{-1}, \chi_3^{-1}\} \).

A direct calculation shows that

\[
\left| \sum_{i=1}^{3} \int_{R^2} [\partial_{ij} \nabla \cdot \nabla v] n_i + (\nabla \cdot \nabla) \partial_i n_i \right| \cdot \partial_{ij} \Delta h_i dx
\]

\[
+ \frac{\gamma^2}{2\chi} \int_{R^2} |\nabla^4 p|^2 dx + C \int_{R^2} (|\nabla v|^4 + |\nabla^2 p|^4) dx
\]

\[
+ C \int_{R^2} (|\nabla^3 p|^2 + |\nabla^2 v|^2) (|\nabla p|^2 + |v|^2) dx.
\]

By an estimate similar to (4.19), we have

\[
- \frac{1}{\chi} \sum_{i=1}^{3} \int_{R^2} |H_{ii}^4|^2 dx \leq -2\frac{\gamma^2}{\chi} \int_{R^2} |\nabla^4 p|^2 dx + C \int_{R^2} (|\nabla p|^2 |\nabla^3 p|^2 + |\nabla^2 p|^4) dx.
\]

Consequently, combining (A.2) and (A.3) together with the above estimates, and choosing \( \delta > 0 \) small enough, and using the Gagliardo–Nirenberg–Sobolev inequality, we arrive at

\[
\frac{d}{dt} \left( \frac{1}{2} |\nabla^2 v|^2 + F_B^2 (p) \right) + \int_{R^2} \left( \frac{\eta}{4} |\nabla^3 v|^2 + \frac{\gamma^2}{\chi} |\nabla^4 p|^2 \right) dx
\]

\[
\leq C \int_{R^2} (|\nabla v|^4 + |\nabla^2 p|^4) dx + C \int_{R^2} (|\nabla^3 p|^2 + |\nabla^2 v|^2) (|\nabla p|^2 + |v|^2) dx
\]

\[
\leq C \left( \int_{R^2} (|\nabla v|^4 + |\nabla p|^4) dx \right)^{\frac{1}{2}} \left( \int_{R^2} (|\nabla^2 v|^4 + |\nabla^3 p|^4) dx \right)^{\frac{1}{2}} + C \int_{R^2} (|\nabla v|^4 + |\nabla^2 p|^4) dx
\]

\[
\leq \min \left\{ \frac{\eta}{8} \frac{\gamma^2}{2\chi} \right\} \int_{R^2} (|\nabla^3 v|^2 + |\nabla^4 p|^2) dx
\]

\[
+ C \left( \int_{R^2} (|\nabla v|^4 + |\nabla p|^4 + |\nabla^2 v|^2 + |\nabla^2 p|^2) dx \right) \left( \int_{R^2} (|\nabla v|^2 + |\nabla^3 p|^2) dx \right).
\]

Thus, by Gronwall’s inequality and Proposition 4.2 from (A.17), it follows that

\[
\int_{R^2} (|\nabla^3 p|^2 + |\nabla^2 v|^2) (\cdot, t) dx
\]

\[
+ \int_{t}^{T} \int_{R^2} (|\nabla^4 p|^2 + |\nabla^3 v|^2) (\cdot, s) dx ds \leq C \left( \varepsilon_1, E_0, \tau, T, \frac{T}{R_2} \right),
\]

(A.4)

for all \( t \in [\tau, T] \) with \( \tau \in (0, T) \).
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