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Kurzfassung

In dieser Arbeit präsentieren wir das Computeralgebra Paket HarmonicSums und dessen theoretischen Hintergrund für die Verarbeitung von harmonischen Summen und damit verbundenen Objekten wie zum Beispiel Euler-Zagier Summen und harmonische Polylogarithmen. Harmonische Summen und verallgemeinerte harmonische Summen treten als Spezialfälle der sogenannten d’Alembert Lösungen von Rekurrenzen auf. Wir zeigen, dass die harmonischen Summen eine quasi-shuffle Algebra bilden und präsentieren eine Methode zum Auffinden algebraisch unabhängiger harmonischer Summen. Außerdem definieren wir eine Differentiation auf den harmonischen Summen über eine Erweiterung der Mellin Transformation. Dabei treten neue Relationen zwischen den harmonischen Summen auf. Zusätzlich stellen wir einen Algorithmus vor, der bestimmte verschachtelte Summen in Ausdrücke bestehend aus harmonischen Summen umschreibt. Durch nicht triviale Beispiele illustrieren wir, wie diese Algorithmen in Zusammenarbeit mit dem Summationspaket Sigma die Berechnung von Feynmanintegralen unterstützen.
In this work we present the computer algebra package \texttt{HarmonicSums} and its theoretical background for the manipulation of harmonic sums and some related quantities as for example Euler-Zagier sums and harmonic polylogarithms. Harmonic sums and generalized harmonic sums emerge as special cases of so-called d’Alembertian solutions of recurrence relations. We show that harmonic sums form a quasi-shuffle algebra and describe a method how we can find algebraically independent harmonic sums. In addition, we define a differentiation on harmonic sums via an extended version of the Mellin transform. Along with that, new relations between harmonic sums will arise. Furthermore, we present an algorithm which rewrites certain types of nested sums into expressions in terms of harmonic sums. We illustrate by nontrivial examples how these algorithms in cooperation with the summation package \texttt{Sigma} support the evaluation of Feynman integrals.
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Notations

\( \mathbb{N} \) \( \{1, 2, \ldots\} \), natural numbers
\( \mathbb{Z} \) integers
\( \mathbb{Q} \) rational numbers
\( \mathbb{R} \) real numbers
\( S_{a_1, a_2, \ldots}(n) \) harmonic sum; see page 3
\( Z_{a_1, a_2, \ldots}(n) \) Euler-Zagier sum; see page 5
\( H_{m_1, m_2, \ldots}(x) \) harmonic polylogarithm; see page 29
\( \mathcal{S}_p(n) \) the set of polynomials in the harmonic sums with integer indices; see page 14
\( \mathcal{S}(n) \) the set of polynomials in the harmonic sums; see page 15
\( \mathcal{I}_p \) an ideal of \( \mathcal{S}_p(n) \); see page 14
\( \mathcal{I} \) an ideal of \( \mathcal{S}(n) \); see page 15
\( \ast \) the shuffle product; see pages 8 and 18
\( \ast \) the quasi-shuffle product; see page 9
\( A^\ast \) the free monoid over \( A \); see page 7
\( A^+ \) the set of non-empty words over \( A \); see page 8
\( R \langle A \rangle \) the set of non-commutative polynomials over \( R \); see page 7
Lyndon(\( A \)) the Lyndon words over \( A \); see page 8
\( \ell() \) \( \ell(w) \) gives the length of a word \( w \)
\( l_n \) the number of Lyndon words; see page 16
\( \text{sign()} \) \( \text{sign}(a) \) gives the sign of the number \( a \)
\( \text{||} \) \( |w| \) gives the degree of a word \( e \); \(|a| \) is the absolute value of the number \( a \)
\( \wedge \) \( a \wedge b = \text{sign}(a)\text{sign}(b)(|a| + |b|) \); see page 4
\( \mu(n) \) the Möbius function; see 16
\( \zeta_n \) \( \zeta_n \) is the value of the zeta-function at \( n \)
part(\( a \)) see page 61
rev(\( a \)) see page 61
\( 1_n \) a vector of length \( n \) where all components are 1
\( 0_n \) a vector of length \( n \) where all components are 0
\( M(f(x), n) \) the Mellin transform of \( f(x) \); see page 43
\( M^+(f(x), n) \) the extended Mellin transform of \( f(x) \); see page 43
Multiple harmonic sums, see e.g., [5, 41] and Nielsen-type integrals, associated to them by a Mellin transform, emerge in perturbative calculations of massless or massive single scale problems in quantum field theory; for more details how these sums emerge we refer, i.e., to [8]. Due to the complexity of higher order calculations the knowledge of as many as possible relations between the finite harmonic sums is of importance to simplify the calculations and to obtain as compact as possible analytic results. The multiple finite harmonic sums $S_{a_1, a_2, \ldots, a_k}(n)$ defined as

$$S_{a_1, \ldots, a_k}(n) = \sum_{n \geq i_1 \geq i_2 \geq \cdots \geq i_k \geq 1} \frac{\text{sign}(a_1)^i_1}{i_1^{j_{a_1}}} \cdots \frac{\text{sign}(a_k)^i_k}{i_k^{j_{a_k}}},$$

yield a very convenient description for these field theoretic quantities [6].

Harmonic sums form a quasi-shuffle algebra [19, 20, 21] and the algebraic relations of the harmonic sums are well known [5]. The number of the respective basis elements are counted by the Lyndon words. All further relations between the nested harmonic sums are called structural relations. They result from the mathematical structure of these objects beyond that given by their indices [6, 8, 7].

In physical applications [11, 4, 5, 12, 6] an analytic continuation of the nested harmonic sums is required and eventually one has to derive the complex analysis for nested harmonic sums. In passing, $n$ takes values $n \in \mathbb{Q}$ and $n \in \mathbb{R}$, which leads to new relations [6]. Considering $n \in \mathbb{Q}$ leads, e.g., to half-integer relations, while considering $n \in \mathbb{R}$ will allow us, e.g., to differentiate with respect to $n$ and so new structural relations will arise.

Multiple harmonic sums can be represented in terms of Mellin integrals [41, 11], in fact they are the Mellin transforms of harmonic polylogarithms [33], which belong to the Poincaré iterated integrals see [31, 24]. This fact allows us to establish a differentiation on the harmonic sums.

The package HarmonicSums tries to combine all these features and generalizes some aspects to Euler-Zagier sums and S-sums (see [28]). Besides basic operations such
as multiplication and evaluation of harmonic sums, harmonic polylogarithms, Euler-Zagier sums and S-sums it provides procedures to compute the Mellin and the inverse Mellin transform, to differentiate harmonic sums and to find algebraic and structural relations. Tables of these relations are provided and procedures to apply these relations are included in the package \texttt{HarmonicSums}.

With the package \texttt{Sigma} [36] we can simplify nested sums such that the nested depth is optimal and the degree of the denominator is minimal. This is possible due to a refined summation theory [39, 37] of ΠΣ-fields [22]. The package \texttt{HarmonicSums} finds sum representations of such simplified nested sums in terms of harmonic sums as much as it is possible.

The remainder of the thesis is structured as follows: In Chapter 2 harmonic sums and similar structures are introduced. We show that harmonic sums form a quasi-shuffle algebra and we show the connection to Lyndon words. Finally, we outline a way how we can find algebraic relations between harmonic sums and how we can apply these relations. While Chapter 2 only deals with algebraic relations we introduce harmonic polylogarithms in Chapter 3, which leads to differentiation of harmonic sums via Mellin-transform. Along with that new relations, structural relations will pop up. Chapter 4 deals with half-integer relations between harmonic sums and in Chapter 5 we show how a certain kind of nested sums can be rewritten in terms of harmonic sums. In the last chapter we give a nontrivial example to illustrate how these algorithms in cooperation with the summation package \texttt{Sigma} support the evaluation of Feynman integrals.
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Chapter 2

Algebraic Relations between Multiple Harmonic Sums

In this section we will define harmonic sums and relate to them the Euler-Zagier sums. In the following we will rely on the fact that harmonic sums form a quasi-shuffle algebra. Quasi-shuffle algebras are connected to the free polynomial algebra on the Lyndon words. It will turn out that the number of Lyndon words allows one to determine the number of algebraically independent harmonic sums (in the context of quasi-shuffle algebras) and gives at least an upper bound for the number of algebraically independent harmonic sums (considered as sequences). In the end of this chapter we will present a way how we can derive these algebraically independent harmonic sums following the ideas from [5].

2.1 Definition and Product of Harmonic Sums

We start by defining multiple harmonic sums; see, e.g., [5, 41].

Definition 2.1.1. For \( k \in \mathbb{N} \), \( n \in \mathbb{Z} \) and \( a_i \in \mathbb{Z}/\{0\} \) with \( 1 \leq i \leq k \),

\[
S(n) = \begin{cases} 
1, & n > 0 \\
0, & n \leq 0,
\end{cases}
\]

\[
S_{a_1, \ldots, a_k}(n) = \sum_{i=1}^{n} \frac{\mathrm{sign}(a_1)^i}{i^{|a_1|}} S_{a_2, \ldots, a_k}(i);
\]

\( k \) is called the depth and \( w = |a_1| + \cdots + |a_k| \) is called the weight of the harmonic sum \( S_{a_1, \ldots, a_k}(n) \). Note that an equivalent definition is given in (1.1).

Notation 2.1.2. Sometimes we will write \( S_{a_1 a_2 a_3 \cdots a_k}(n) \) instead of \( S_{a_1, a_2, a_3, \ldots, a_k}(n) \).
Algebraic Relations between Multiple Harmonic Sums

As we will see later in Section 2.3 harmonic sums obey an algebra. In this algebra the following property is crucial: a product of two harmonic sums with the same upper summation limit can be written in terms of single harmonic sums: for \( n \in \mathbb{N} \),

\[
S_{a_1, \ldots, a_k}(n) \ast S_{b_1, \ldots, b_l}(n) = \sum_{i=1}^{n} \frac{\text{sign}(a_1)^i}{|a_1|} S_{a_2, \ldots, a_k}(i) \ast S_{b_1, \ldots, b_l}(i) + \sum_{i=1}^{n} \frac{\text{sign}(b_1)^i}{|b_1|} S_{a_1, \ldots, a_k}(i) \ast S_{b_2, \ldots, b_l}(i) \nonumber
\]

\[
- \sum_{i=1}^{n} \frac{\text{sign}(a_1 \ast b_1)^i}{i|a_1|+|b_1|} S_{a_2, \ldots, a_k}(i) \ast S_{b_2, \ldots, b_l}(i); \quad (2.1)
\]

here \( \ast \) means the usual multiplication. The proof of equation (2.1) follows immediately from

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} + \sum_{j=1}^{n} \sum_{i=1}^{n} a_{ij} - \sum_{i=1}^{n} a_{ii};
\]

for a graphical illustration of the proof see Figure 2.1. As a consequence, any product of harmonic sums can be written as a linear combination of harmonic sums by iterative application of (2.1). We give an example for the product of two harmonic sums.

**Example 2.1.3.** For \( n \geq 0 \),

\[
S_{a_1}(n) \ast S_{b_1, \ldots, b_l}(n) = S_{a_1, b_1, \ldots, b_l}(n) + S_{b_2, a_1, b_2, \ldots, b_l}(n) + \cdots + S_{b_l, b_2, \ldots, a_1}(n) - S_{a_1 \wedge b_1, b_2, \ldots, b_l}(n) - \cdots - S_{b_1, b_2, \ldots, a_1 \wedge b_m}(n).
\]

Here the symbol \( \wedge \) is defined as

\[
a \wedge b = \text{sign}(a)\text{sign}(b)(|a| + |b|).
\]

Using the package `HarmonicSums` in Mathematica we can do this automatically:

```
HarmonicSums session.
```

```
In[2] = S[1,4,n] S[2,-3,n]//LinearExpand
```
Out[1]= S[3, -7, n] - S[1, 2, -7, n] - S[1, 6, -3, n] - S[2, -4, 4, n] - S[2, 1, -7, n] - S[3, -3, 4, n] - S[3, 4, -3, n] + S[1, 2, -3, 4, n] + S[1, 2, 4, -3, n] + S[1, 4, 2, -3, n] + S[2, -3, 1, 4, n] + S[2, 1, -3, 4, n] + S[2, 1, 4, -3, n]

Notation 2.1.4. As it turns out later, the following modified notation (also used in [41]) for multiple harmonic sums will be useful. In this notation we will only allow the indices 1, 0, and -1. An index zero which is followed by an index that is nonzero means that 1 should be added to the absolute value of the nonzero index. So for example:

\[ S_{0,0,1,0,-1,0,0,1}(n) = S_{3,-2,4}(n) \]

We will refer to this modified notation as the expanded version.

Using the modified notation it is quite easy to calculate the number \( N(w) \) of multiple harmonic sums for a given weight \( w \). Since the length of the index set in the expanded version is exactly the weight of the harmonic sum, we have to consider all possible index sets of length \( w \). Each index except the last can take the three values 1, 0, and -1. The last index can just be 1 or -1. Hence we get the following formula, compare [41] or [5]:

\[ N(w) = 2 \cdot 3^{w-1}. \]

2.2 Euler-Zagier Sums

Now we define in a similar way the so called Euler-Zagier sums, see [45, 17] or compare [28]:

**Definition 2.2.1.** For \( k \in \mathbb{N} \), \( n \in \mathbb{Z} \) and \( a_i \in \mathbb{Z}/\{0\} \) with \( 1 \leq i \leq k \),

\[
Z(n) = \begin{cases} 
1, & n \geq 0 \\
0, & n < 0,
\end{cases}
\]

\[
Z_{a_1,...,a_k}(n) = \sum_{i=1}^{n} \frac{\text{sign}(a_1)^i}{i^{\lvert a_1 \rvert}} Z_{a_2,...,a_k}(i-1).
\]

Again \( k \) is called the depth and \( w = \lvert a_1 \rvert + \cdots + \lvert a_k \rvert \) is called the weight of the Euler-Zagier sum \( Z_{a_1,...,a_k}(n) \). An equivalent definition is given by

\[
Z_{a_1,...,a_k}(n) = \sum_{n \geq i_1 > i_2 > \cdots > i_k \geq 1} \frac{\text{sign}(a_1)^{i_1}}{i_1^{\lvert a_1 \rvert}} \cdots \frac{\text{sign}(a_k)^{i_k}}{i_k^{\lvert a_k \rvert}}. \tag{2.3}
\]
The product for these sums can be expanded with the formula
\[
Z_{a_1,\ldots,a_k}(n) \ast Z_{b_1,\ldots,b_l}(n) = \sum_{i=1}^{n} \text{sign}(a_1)^i Z_{a_2,\ldots,a_k(i)} \ast Z_{b_1,\ldots,b_l(i)} + \sum_{i=1}^{n} \text{sign}(b_1)^i Z_{a_1,\ldots,a_k(i)} \ast Z_{b_2,\ldots,b_l(i)} + \sum_{i=1}^{n} \text{sign}(a_1 \ast b_1)^i Z_{a_2,\ldots,a_k(i)} \ast Z_{b_2,\ldots,b_l(i)}. \tag{2.4}
\]

Again we can perform this expansion using the package \texttt{HarmonicSums}:

\begin{verbatim}
In[2]:= HarmonicSums session.
Z[1,4,n] Z[2,-3,n]

Out[2]= Z[3,-7,n] + Z[1,2,-7,n] + Z[1,6,-3,n] + Z[2,-4,4,n] + Z[2,1,-7,n] + Z[3,-3,4,n] + Z[3,4,-3,n] + Z[1,2,-3,4,n] + Z[1,2,4,-3,n] + Z[1,4,2,-3,n] + Z[2,3,1,4,n] + Z[2,1,-3,4,n] + Z[2,1,4,-3,n]
\end{verbatim}

Multiple harmonic sums and Euler-Zagier sums are closely related. In particular, we can easily convert them from one representation to the other one, compare [28]. Namely by using
\[
S_{a_1,\ldots}(n) = \sum_{i_1=1}^{n} \frac{\text{sign}(a_1)^i}{i_1!} \sum_{i_2=1}^{i_1-1} \frac{\text{sign}(a_2)^i}{i_2!} S_{a_3,\ldots}(i_2) + S_{a_1 \ast a_2,a_3,\ldots}(n),
\]
we can recursively convert multiple harmonic sums to Euler-Zagier sums. Similarly one can exploit
\[
Z_{a_1,\ldots}(n) = \sum_{i_1=1}^{n} \frac{\text{sign}(a_1)^i}{i_1!} \sum_{i_2=1}^{i_1} \frac{\text{sign}(a_2)^i}{i_2!} Z_{a_3,\ldots}(i_2 - 1) - Z_{a_1 \ast a_2,a_3,\ldots}(n),
\]
in order to convert Euler-Zagier sums to multiple harmonic sums.

**Example 2.2.2.** For \(n \in \mathbb{N}\),
\[
S_{1,3,4}(n) = Z_{8}(n) + Z_{1,7}(n) + Z_{4,4}(n) + Z_{1,3,4}(n),
\]
\[
Z_{1,3,4}(n) = S_{8}(n) - S_{1,7}(n) - S_{4,4}(n) + S_{1,3,4}(n).
\]
The package HarmonicSums provides procedures for these conversions:

HarmonicSums session.

\texttt{In[3]= ZToS[Z[1, 3, 4, n]]}

\texttt{Out[3]= S[8, n] - S[1, 7, n] - S[4, 4, n] + S[1, 3, 4, n]}

\texttt{In[4]= SToZ[S[1, 3, 4, n]]}

\texttt{Out[4]= Z[8, n] + Z[1, 7, n] + Z[4, 4, n] + Z[1, 3, 4, n]}

2.3 The Shuffle and the Quasi-shuffle Algebra

In Section 2.4 we present the algebra of multiple harmonic sums, but first we have to give some basic definitions; in particular, we will introduce the shuffle and the quasi-shuffle algebra.

Definition 2.3.1 (Graded algebra). A graded algebra over a ring \( R \) is an \( R \)-algebra \( E \) that has a direct sum decomposition

\[
E = \bigoplus_i E_i = E_0 \oplus E_1 \oplus E_2 \oplus \cdots
\]

such that for any \( x \in E_i \), and \( y \in E_j \) we have \( xy \in E_{i+j} \), i.e., \( E_i E_j \subseteq E_{i+j} \) and such that for any \( r \in R \) and \( x \in E_i \) we have \( rx \in E_i \), i.e., \( RE_i \subseteq E_i \).

Definition 2.3.2 (Non-commutative Polynomial Algebra). Let \( A \) be a totally ordered, graded set. The degree of \( a \in A \) is denoted by \( |a| \). Let \( A^* \) denote the free monoid over \( A \), i.e.,

\[
A^* = \{ a_1 \cdots a_n | a_i \in A, n \geq 1 \} \cup \{ \epsilon \}.
\]

We extend the degree function to \( A^* \) by \( |a_1 a_2 \cdots a_n| = |a_1| + |a_2| + \cdots + |a_n| \) for \( a_i \in A \) and \( |\epsilon| = 0 \). Let \( R \supseteq Q \) be a commutative ring. The set of non-commutative polynomials over \( R \) is defined as

\[
R \langle A \rangle := \left\{ \sum_{w \in A^*} r_w w \bigg| r_w \in R, r_w = 0 \text{ for almost all } w \right\}.
\]

\(^1\)Throughout this thesis we assume that all rings and fields contain \( Q \). The ground field, denoted by \( K \) and the ground ring, denoted by \( R \), are always commutative.
Addition in $R\langle A \rangle$ is defined component wise and multiplication is defined by

$$\sum_{w} a_w w \cdot \sum_{w} b_w w := \sum_{w} (\sum_{u_1=w} a_{u_1} b_{u_1}) w.$$ 

**Remark 2.3.3.** We refer to elements of $A$ as letters and to elements of $A^*$ as words. We call $\epsilon$ the empty word. The length of a word $w = a_1 a_2 \ldots a_k$ is denoted by $\ell(w) = k$. The set of non-empty words is denoted by $A^+$. 

**Definition 2.3.4 (Shuffle algebra).** On $A^*$, the free monoid over $A$, we define the shuffle product as follows. If $u = a_1 a_2 \ldots a_k$ and $v = b_1 b_2 \ldots b_l$, then

$$u \uplus \epsilon = u,$$

$$u \uplus v = a_1 \cdot (u_1 \uplus v) + b_1 \cdot (u \uplus v_1).$$

This product is extended to $R\langle A \rangle$ by linearity. 

**Remark 2.3.5.** It is an easy exercise to verify that $(R\langle A \rangle, \uplus)$ is an associative, commutative and graded $K$-algebra, which is in the following called the shuffle algebra.

### 2.3.1 Lyndon words

Suppose now that the set $A$ of letters is totally ordered by $<$. We extend this order to words with the following lexicographic order:

- $u < uv$ for $v \in A^+$ and $u \in A^*$,
- $w_1 a_1 w_2 < w_1 a_2 w_3$, if $a_1 < a_2$ for $a_1, a_2 \in A$ and $w_1, w_2, w_3 \in A^*$.

**Definition 2.3.6.** For a word $w = pxs$ with $p, x, s \in A^*$, $p$ is called a prefix of $w$ if $p \neq \epsilon$ and any $s$ is called a suffix of $w$ if $s \neq \epsilon$. A word $w$ is called a Lyndon word if it is smaller than any of its suffixes. The set of all Lyndon words on $A$ is denoted by $\text{Lyndon}(A)$.

Note that any word $w \in A^*$ can be factorized uniquely in a lexicographically decreasing product of Lyndon words [3, 25, 14]. Therefore it can be written as $w = l_1^i \cdots l_k^i$, where $l_j \in \text{Lyndon}(A)$ and $l_i > l_j$ if $i < j$. The following theorem was first obtained by Radford [32] a proof can be found in [34]:

Theorem 2.3.7. The shuffle algebra \((R \langle A \rangle, \shuffle)\) is the free polynomial algebra on the Lyndon words, i.e., \((R \langle A \rangle, \shuffle) \simeq (R[\text{Lyndon}(A)], \shuffle)\).

In other words, any non-commutative polynomial in \(R \langle A \rangle\), can be expressed uniquely as a commutative polynomial on the Lyndon words.

Notation 2.3.8. For \(w \in A^*\) and \(i \in \mathbb{N}\) we use the abbreviation

\[w^{\uplus i} = w \uplus w \uplus \ldots \uplus w,\] \(i\) times

We can use the following lemma to rewrite each word as a commutative polynomial of Lyndon words, see [32] or [3].

Lemma 2.3.9. Let \(w = l_1 \uplus \cdots \uplus l_k\) be a word, where \(l_1, \ldots, l_k \in \text{Lyndon}(A)\) with \(l_i > l_j\) if \(i < j\) and \(i_1, \ldots, i_k \in \mathbb{N}\). The polynomial \(Q_w = 1/(i_1!) \cdots (i_k!) \prod l_{i_1} \cdot \ldots \cdot \prod l_{i_k}\) can be written as \(w + R_w\), where \(R_w\) contains only words whose weights are equal to the weight of \(w\) and which are smaller than \(w\) (with respect to our lexicographic order).

Example 2.3.10. Let \(w = babab\), where \(a < b\). Obviously, \(w\) is not a Lyndon word. Using the lemma above recursively, we get

\[w = \frac{1}{2} b \uplus ab \uplus b^2 + 12abbb + 4abab - 2abb \uplus ab - 2b \uplus aabb.\]

2.3.2 The Quasi-Shuffle Algebra

We define a new multiplication \(*\) on \(R \langle A \rangle\) which is a generalisation of the shuffle product, by requiring that \(*\) distributes with the addition. We will see that this product can be used to describe properties of harmonic sums. In [21] (see also [19, 20]) there is a similar construction which for example gives rise to properties of Euler-Zagier sums.

Definition 2.3.11 (Quasi-shuffle product). \(* : R \langle A \rangle \times R \langle A \rangle \rightarrow R \langle A \rangle\) is called Quasi-shuffle product, if it distributes with the addition and

\[
\begin{align*}
\epsilon \ast w &= w \ast \epsilon = w, \text{ for all } w \in A^*, \\
a(u \ast v) &= a(u \ast v) + b(u \ast v) - [a, b](u \ast v), \text{ for all } a, b \in A; u, v \in A^*, \quad (2.5)
\end{align*}
\]

where \([,] : \overline{A} \times \overline{A} \rightarrow \overline{A}, (\overline{A} = A \cup \{0\})\) is a function satisfying

S0. \([a, 0] = 0\) for all \(a \in \overline{A}\);  
S1. \([a, b] = [b, a]\) for all \(a, b \in \overline{A}\);  
S2. \([[a, b], c] = [a, [b, c]]\) for all \(a, b, c \in \overline{A}\); and  
S3. Either \([a, b] = 0\) or \(([a, b] = |a| + |b|\) for all \(a, b \in \overline{A}\).
To show that empty, we can assume there are letters \( a, b \) again induction on \( \ell \) | degrees. For commutativity we have to show \( w_1 \ast w_2 = w_2 \ast w_1 \) for any words \( w_1 \) and \( w_2 \). We proceed by induction on \( \ell(w_1) + \ell(w_2) \). Since there is nothing to prove if either \( w_1 \) or \( w_2 \) is empty, we can assume that there are letters \( a, b \) so that \( w_1 = au \) and \( w_2 = bv \). Then (2.5) together with the induction hypothesis gives

\[
w_1 \ast w_2 - w_2 \ast w_1 = -[a, b](u \ast v) + [b, a](v \ast u),
\]

and the right-hand side is zero by the induction hypothesis and (S1). For associativity we have to prove \((w_1 \ast w_2) \ast w_3 = w_1 \ast (w_2 \ast w_3)\) for any words \( w_1, w_2 \) and \( w_3 \). We proceed by induction on \( \ell(w_1) + \ell(w_2) + \ell(w_3) \). Since there is nothing to prove if \( \ell(w_1) + \ell(w_2) + \ell(w_3) < 3 \) or either \( w_1, w_2 \) or \( w_3 \) is empty, we can assume that there are letters \( a, b, c \) so that \( w_1 = av_1, w_2 = bv_2 \) and \( w_3 = cv_3 \). Then the following holds by using (S2), distributivity, the induction hypothesis and (2.5):

\[
\begin{align*}
(w_1 \ast w_2) \ast w_3 &= (a(v_1 \ast b v_2) + b(a v_1 \ast v_2) - [a, b](v_1 \ast v_2)) \ast c v_3 \\
&= a((v_1 \ast b v_2) * c v_3) + c(a(v_1 \ast b v_2) \ast v_3) - [a, c]((v_1 \ast b v_2) \ast v_3) \\
&\quad + b((b v_1 \ast v_2) * c v_3) + c(b(b v_1 \ast v_2) \ast v_3) - [b, c]((v_1 \ast b v_2) \ast v_3) \\
&\quad - [a, b](v_1 \ast (v_2 \ast v_3)) - c([a, b](v_1 \ast (v_2 \ast v_3)) + [b, c](v_1 \ast v_3)) \\
&\quad + [a, b, c]((v_1 \ast (v_2 \ast v_3))) \\
&= a(v_1 \ast (b(v_2 \ast c v_3))) + a(v_1 \ast c(b v_2 \ast v_3)) - a(v_1 \ast [b, c](v_2 \ast v_3)) \\
&\quad + c(a v_1 \ast (b v_2 \ast v_3)) - [b, c](v_1 \ast (b v_2 \ast v_3)) + c(b v_1 \ast (b v_2 \ast c v_3)) \\
&\quad - [b, c](a v_1 \ast (v_2 \ast v_3)) - a, b(v_1 \ast (v_2 \ast c v_3)) + [a, b, c](v_1 \ast (v_2 \ast v_3)) \\
&= a v_1 \ast (b v_2 \ast c v_3) + c(b v_2 \ast v_3) - [b, c](v_2 \ast v_3) = w_1 \ast (w_2 \ast w_3).
\end{align*}
\]

To show that \( \ast \) adds degrees it suffices to show \( |w_1 \ast w_2| = |w_1| + |w_2| \). We apply again induction on \( \ell(w_1) + \ell(w_2) \). Since there is nothing to prove if either \( w_1 \) or \( w_2 \) is empty, we can assume there are letters \( a, b \) so that \( w_1 = au \) and \( w_2 = bv \). Recall that \( |au| = |a| + |u| \), see Definition 2.3.2. By (2.5) we get

\[
|w_1 \ast w_2| = a(u \ast b v) + b(a u \ast v) - [a, b](u \ast v).
\]

By (S3) and the induction hypothesis the right-hand side is smaller or equal to \( |w_1| + |w_2| \).

\[\square\]
Proposition 2.3.13. (i) If \( \{a_i\} \) is a sequence of positive integers such that \( a_i \geq a \) for any nonempty word \( i \) of \( \{a_i\} \), then the degree of \( S \) is the sum of the degrees of the elements of \( S \).

(ii) \( [S] \) does not depend on the order of the elements of \( S \).

(iii) For any sequences \( S_1 \) and \( S_2 \), \( [S_1 \sqcup S_2] = [[S_1], [S_2]] \) where \( S_1 \sqcup S_2 \) denotes the concatenation of sequences \( S_1 \) and \( S_2 \).

(iv) If \( [S] \neq 0 \), then the degree of \( S \) is the sum of the degrees of the elements of \( S \).

Proof. (i), (ii), (iii), (iv) follow from (S0), (S1), (S2), (S3) respectively.

A composition of a positive integer \( n \) is a sequence \( I = (i_1, i_2, \ldots, i_k) \) of positive integers such that \( i_1 + i_2 + \ldots + i_k = n \). We call \( k = \ell(I) \) the length of \( I \) and write \( C(n) \) for the set of compositions of \( n \). As in [21], compositions act on words via \( [\cdot, \cdot] \) as follows. For any word \( w = a_1a_2\cdots a_n \) and composition \( I = (i_1, i_2, \ldots, i_k) \in C(n) \), set

\[
I[w] = [a_1, \ldots, a_{i_1}][a_{i_1+1}, \ldots, a_{i_1+i_2}][a_{i_1+i_2+1}, \ldots, a_{i_1+i_2+i_3}][a_{i_1+i_2+i_3+1}, \ldots, a_{i_1+i_2+i_3+i_4}][\ldots][a_{i_1+i_2+i_3+i_4+1}, \ldots, a_{i_1+i_2+i_3+i_4+i_5}][\ldots][a_{i_1+i_2+i_3+i_4+i_5+1}, \ldots, a_n].
\]

Now let \( \varphi(w) : R\langle A \rangle \to R\langle A \rangle \) be the linear map with \( \varphi(\epsilon) = \epsilon \) and

\[
\varphi(w) = \sum_{(i_1, \ldots, i_k) \in C(\ell(w))} \frac{(-1)^{\ell(w)-k}}{i_1! \cdots i_k!} (i_1 \cdots i_k)[w] \tag{2.6}
\]

for any nonempty word \( w \). There is an inverse \( \psi \) of \( \varphi \) given by

\[
\psi(w) = \sum_{(i_1, \ldots, i_k) \in C(\ell(w))} \frac{1}{i_1! \cdots i_k!} (i_1 \cdots i_k)[w] \tag{2.7}
\]

for any word \( w \), and extended to \( R\langle A \rangle \) by linearity; this follows by taking \( f(t) = \frac{e^t-1}{e} = 1 - \frac{1}{e^t} = 1 - \sum_{n=1}^{\infty} \frac{(-t)^n}{n!} = \sum_{n=1}^{\infty} \frac{(-t)^n}{n!} \) in the following Lemma. \( f^{-1}(t) = \log(\frac{1}{1-t}) = \sum_{n=1}^{\infty} \frac{t^n}{n} \)

Lemma 2.3.14. (see [21]) Let \( f(t) = a_1t + a_2t^2 + a_3t^3 \ldots \) be a function analytic at the origin, with \( a_1 \neq 0 \) and \( a_i \in \mathbb{R} \) for all \( i \), and let \( f^{-1}(t) = b_1t + b_2t^2 + b_3t^3 \ldots \) be the inverse of \( f \). Then the map \( \Psi_f : R\langle A \rangle \to R\langle A \rangle \) given by

\[
\Psi_f(w) = \sum_{I = (i_1, \ldots, i_k) \in C(\ell(w))} a_{i_1}a_{i_2} \cdots a_{i_k} I[w] \tag{2.8}
\]
for words $w$, and extended by linearity, has the inverse $\Psi_f^{-1} = \Psi_{f^{-1}}$ given by

$$
\Psi_{f^{-1}}(w) = \sum_{I = (i_1, \ldots, i_k) \in \mathcal{C}(\ell(w))} b_{i_1} b_{i_2} \cdots b_{i_k} I[w].
$$

(2.9)

**Theorem 2.3.15.** $\varphi$ is an isomorphism of $(R \langle A \rangle, \cup)$ onto $(R \langle A \rangle, *)$ (as graded $k$-algebras).

**Proof.** We follow the proof of [21, Thm. 2.5]. From the Lemma 2.3.14 $\varphi$ is invertible. From Proposition 2.3.13(iv) and (2.6) it follows that $|\varphi(w)| \leq |w|$. Similar, for the inverse we have $|\psi(w)| \leq |w|$ and thus $|\varphi(w)| = |w| = |\psi(w)|$. To show that $\varphi$ is a homomorphism it suffices to verify that $\varphi(v \cup w) = \varphi(v) \ast \varphi(w)$ for any words $v, w$. Let $v = a_1 \cdots a_m$ and $w = b_1 \cdots b_n$. Evidently both, $\varphi(v \cup w)$ and $\varphi(v) \ast \varphi(w)$ are sums of rational multiples of terms generated by

$$
[S_1 \sqcup T_1][S_2 \sqcup T_2] \cdots [S_l \sqcup T_l]
$$

(2.10)

where the $S_i$ and $T_i$ are sequences of $a_1, \ldots, a_m$ and $b_1, \ldots, b_n$, respectively, such that

1. for each $i$, at most one of the $S_i$ and $T_i$ is empty; and

2. the concatenation $S_1S_2\ldots S_l$ is the sequence $a_1, \ldots, a_m$ and $T_1T_2\ldots T_l$ is the sequence $b_1, \ldots, b_n$.

Now the term generated by (2.10) arises in $\varphi(v) \ast \varphi(w)$ in only one way. The absolute value of the coefficient of the term given by (2.10) in $\varphi(v) \ast \varphi(w)$ is

$$
\frac{1}{(\text{length } S_1)! (\text{length } S_2)! \ldots (\text{length } S_l)! (\text{length } T_1)! (\text{length } T_2)! \ldots (\text{length } T_l)!}.
$$

To determine the sign of the coefficient, let $v_1$ be the word in $\varphi(v)$ and let $w_1$ be the word in $\varphi(w)$ such that (2.10) is a word in $v_1 \ast w_1$. Let $x, y$ be the lengths of $w_1$ and $v_1$ respectively. The sign is given by the following ingredients:

- the sign of $v_1$ in $\varphi(v)$ which is $(-1)^{m-x}$;
- the sign of $w_1$ in $\varphi(w)$ which is $(-1)^{n-y}$;
- the sign of (2.10) in $v_1 \ast w_1$ which is $(-1)^{(x+y)-l}$.
Hence the coefficient of the term produced by all possibilities of (2.10) in $\varphi(v) \ast \varphi(w)$ is:

$$(-1)^{m+n-l} \frac{(\text{length } S_1)! \cdots (\text{length } S_l)! (\text{length } T_1)! \cdots (\text{length } T_l)!}{(\text{length } S_1 \sqcup T_1)! \cdots (\text{length } S_l \sqcup T_l)!}.$$ 

On the other hand, the generation of a term as in (2.10) arises in $\varphi(v \exists w)$ from

$$\frac{(\text{length } S_1 \sqcup T_1)! \cdots (\text{length } S_l \sqcup T_l)!}{(\text{length } S_1)! \cdots (\text{length } S_l)! (\text{length } T_1)! \cdots (\text{length } T_l)!}$$

distinct terms of the shuffle product $v \sqcup w$, and after application of $\varphi$ each such term acquires a coefficient of

$$(-1)^{m+n-l} \frac{(\text{length } S_1 \sqcup T_1)! \cdots (\text{length } S_l \sqcup T_l)!}{(\text{length } S_1)! \cdots (\text{length } S_l)! (\text{length } T_1)! \cdots (\text{length } T_l)!}.$$ 

This proves that $\varphi(v \sqcup w) = \varphi(v) \ast \varphi(w)$.

It follows from Theorems 2.3.7 and 2.3.15 that $(\mathbb{R} \langle A \rangle, \ast)$ is the free polynomial algebra on the elements $\{\varphi(w) | w \text{ is a Lyndon word}\}$. In fact the following is true:

**Theorem 2.3.16.** The quasi-shuffle algebra $(\mathbb{R} \langle A \rangle, \ast)$ is the free polynomial algebra on the Lyndon words, i.e., $(\mathbb{R} \langle A \rangle, \ast) \simeq (\mathbb{R}[\text{Lyndon}(A)], \exists)$.

### 2.4 Harmonic Sums as Quasi-Shuffle Algebra and Unique Representations

Subsequently, we specialize the Quasi-shuffle algebra from Definition 2.3.11 in order to model the harmonic sums accordingly. We consider the alphabet

$$A_p = \{1, 2, 3, 4, \ldots \},$$

and define the degree of a letter $n$ by $|n| = n$. We order the letters by $n \prec m$ for all $n, m \in \mathbb{N}$, with the usual order $n < m$ and extend this order lexicographically. Now we define $[a, b] = a + b$ for all $a, b \in A$ and $[a, 0] = 0$ for all $a \in A_p$. This function obviously fulfills (S0)-(S3) and therefore $(\mathbb{R} \langle A_p \rangle, \ast)$ with (2.5) is the free polynomial algebra on the Lyndon words by Theorem 2.3.16. The harmonic sums defined in (2.1), where we only consider positive integers in the index set, are completely specified by a
word \( w \in A_* \) and the upper summation limit. E.g., the formula for the multiplication of harmonic sums given in (2.1) is identical to \( \ast \) with \([a, b] = a + b\):

\[
S_{aw}(n) \ast S_{bw}(n) = S_{a(v \ast bw)}(n) + S_{b(a \ast w)}(n) - S_{(a+b)(v \ast w)}(n).
\]

Here we need the following definition.

**Definition 2.4.1.** Let \( a, b \in A_* \). If

\[
a \ast b = c_1 d_1 + \cdots + c_m d_m
\]

for \( d_i \in A_* \), \( c_i \in \mathbb{R} \) then we define

\[
S_{a \ast b}(n) := c_1 S_{d_1} x + \cdots + c_m S_{d_m}(n).
\]

Summarizing, the harmonic sums with indices in the natural numbers form a quasi shuffle algebra.

We are now considering the following set:

\[
S_p(n) = \{ q(S_{a_1}, \ldots, S_{a_r}) \mid \text{for all } r \in \mathbb{N}; \ a_1, \ldots, a_r \in A_*; \ q \in \mathbb{R}[x_1, \ldots, x_r] \}. \tag{2.11}
\]

\( S_p(n) \) forms a commutative ring with infinitely many variables. In addition, we define the ideal \( I_p \) on \( S_p(n) \):

\[
I_p := \{ S_{aw}(n)S_{bw}(n) - S_{a(v \ast bw)}(n) + S_{b(a \ast w)}(n) - S_{(a\wedge b)(v \ast w)}(n) \mid a, b \in \mathbb{N}; \ v, w \in \mathbb{N}^* \}. \tag{2.12}
\]

Note that

\[
S_p(n)/I_p \cong R(A)
\]

by construction. In particular, the linear expansion of \( a \in S_p(n) \) into harmonic sums gives a unique representation of \( a+I_p \). We remark that it has been shown in [27] that

\[
R(A) \cong S_p(n)/\sim
\]

where \( a(n) \sim b(n) \iff \forall k \in \mathbb{N} a(k) = b(k) \), i.e., the quasi-shuffle algebra is equivalent to the harmonic sums considered as sequences.

We now consider the alphabet

\[
A = \{-1, 1, -2, 2, -3, 3, -4, 4, \ldots\}.
\]

We define the degree of a letter \( |\pm n| = n \) for all \( n \in \mathbb{N} \), so in each degree there are two letters. We order the letters by \(-n < n \) and \( n < m \) for all \( n, m \in \mathbb{N} \) with \( n < m \), and extend this order lexicographically. We define \([a, b] = \text{sign}(a)\text{sign}(b)(|a| + |b|) = a \wedge b\).
for all $a, b \in A$ and $[a, 0] = 0$ for all $a \in A$. This function obviously fulfills (S0)-(S3) and therefore $(R(A), *)$ with (2.5) is the free polynomial algebra on the Lyndon words. The harmonic sums defined in (2.1) (now we allow negative indices) are completely specified by a word $w \in A^*$ and the upper summation limit.

E.g., we observe that the formula for the multiplication of harmonic sums given in (2.1) is identical to $*$ with $[a, b] = a \wedge b$:

$$S_{av}(n) * S_{bw}(n) = S_{a(vwbw)}(n) + S_{b(awvw)}(n) - S_{(a \wedge b)v(vw)}(n);$$

subsequently, we will write $S_a(n)S_b(n)$ instead of $S_a(n)S_b(n)$ for any index sets $a, b$. Summarizing, the harmonic sums with indices in $\mathbb{Z}/\{0\}$ form a quasi shuffle algebra.

We are now considering the following set:

$$S(n) = \{ q(S_{a_1}, \ldots, S_{a_r}) \mid \text{for all } r \in \mathbb{N}; a_1, \ldots, a_r \in A^*; q \in \mathbb{R}[x_1, \ldots, x_r] \}. \quad (2.13)$$

Moreover, we define the ideal $\mathcal{I}$ of $S(n)$ by

$$\mathcal{I} := \{ S_{av}(n)S_{bw}(n) - S_{a(vwbw)}(n) + S_{b(awvw)}(n) - S_{(a \wedge b)v(vw)}(n) \mid a, b \in \mathbb{Z}; v, w \in (\mathbb{Z}/\{0\})^* \} . \quad (2.14)$$

Note that

$$S(n)/\mathcal{I} \cong R\langle A \rangle$$

by construction. In particular, the linear expansion of $a \in S(n)$ into harmonic sums gives a unique representation of $a + \mathcal{I}$. To our knowledge it has not been shown so far that

$$R\langle A \rangle \cong S(n)/\sim$$

where $a(n) \sim b(n) \iff \forall k \in \mathbb{N} a(k) = b(k)$. Nevertheless, we strongly believe in this fact; see also Remark 2.5.1.

**Example 2.4.2.** Let $A = S_{1,2}(n)S_{2}(n)$ and $B = S_{2}(n)^2S_{1}(n) + S_{2}(n)S_{3}(n) - S_{2}(n)S_{2,1}(n)$. In $S(n)/\mathcal{I}$ we can test equality as follows. Using the product formula we get

$$A = -S_{1,4}(n) - S_{3,2}(n) + 2S_{1,2,2}(n) + S_{2,1,2}(n)$$

$$B = -S_{1,4}(n) - S_{3,2}(n) + 2S_{1,2,2}(n) + S_{2,1,2}(n),$$

thus $A$ is equal to $B$.

If we expand all products, the number of sums which are contained in the expression will grow relatively fast. In the previous example the expanded version of the expressions contains 4 sums, while there are just 2 in $A$. This tends to be even worse if we deal
with sums of higher weight or depth. Subsequently, we will introduce another way to handle the problem of unique representations such that the canonical representation of the expression is as small as possible (small with respect to a certain order, which has to be defined). We will attack this problem in Section 2.6.

2.5 The Number of Lyndon Words or Basic Sums

Subsequently, we will count the algebraic independent sums in $S_p(n)/\mathcal{I}$, respectively $S(n)/\mathcal{I}$ which we also call basic sums. In the light of Theorem 2.3.16 this is connected to the number of Lyndon words. The number of Lyndon words of length $n$ over an alphabet of length $q$ is given by the first Witt formula [43, 44, 34]:

$$l_n(q) = \frac{1}{n} \sum_{d|n} \mu(d) q^{n/d},$$

where

$$\mu(n) = \begin{cases} 1 & \text{if } n = 1 \\ 0 & \text{if } n \text{ is divided by the square of a prime} \\ (-1)^s & \text{if } n \text{ is the product of } s \text{ different primes.} \end{cases}$$

is the Möbius function.

As we would like to count the number of basic sums for all sums of a given index set individually, this relation cannot be used: we have to count the number of Lyndon words belonging only to this index set. The respective number has been given in the same paper as the second Witt formula,

$$l_n(n_1, \ldots, n_q) = \frac{1}{n} \sum_{d|n} \mu(d) \frac{(n/d)!}{(n_1/d)! \cdots (n_q/d)!}, \quad n = \sum_{k=1}^{q} n_k$$

(2.16)

here $n_i$ denotes the multiplicity of the indices that appear in the index set. For more details on these aspects we refer to [34]. In other words, by Theorem 2.3.16 and with

$$S_p(n)/\mathcal{I}_p \cong R \langle \mathbb{N} \rangle \cong S_p(n)/\sim$$

the number of algebraic independent sums in $S_p(n)/\mathcal{I}_p$ or in $S_p(n)/\sim$ (considered as sequences) for a given index set is

$$l_n(n_1, \ldots, n_q) = \frac{1}{n} \sum_{d|n} \mu(d) \frac{(n/d)!}{(n_1/d)! \cdots (n_q/d)!}, \quad n = \sum_{k=1}^{q} n_k$$

(2.17)
Table 2.1: Number of harmonic sums and number of sums which do not contain the
index \{-1\} in dependence on their weight; respectively, the numbers of basic
sums (a-basic sums) by which all sums can be expressed using the algebraic
relations; compare also [5, 8].

| Weight | Number of Sums | Sums \(-1\) | a-basic sums |
|--------|----------------|-------------|-------------|
| 1      | 2              | 1           | 1           |
| 2      | 6              | 3           | 2           |
| 3      | 18             | 8           | 4           |
| 4      | 54             | 18          | 7           |
| 5      | 162            | 48          | 16          |
| 6      | 486            | 116         | 30          |
| 7      | 1458           | 312         | 68          |
| 8      | 4374           | 810         | 140         |

Again, \(n_i\) denotes the multiplicity of the indices that appear in the index set. Moreover,
the number of algebraic independent sums in

\[ S(n)/I \cong R \langle \mathbb{Z}/\{0\} \rangle \]

for a given index set is

\[ l_n(n_1, \ldots, n_q) = \frac{1}{n} \sum_{d|n} \mu(d) \left( \frac{n_1}{d} \right)! \cdots \left( \frac{n_q}{d} \right)! \cdot n = \sum_{k=1}^{q} n_k \]  

(2.18)

As pointed out, e.g., in [5, 6] the number of algebraic independent sums can be sum-
arized in Table 2.1.

Remark 2.5.1. In the difference field setting of \(\Pi\Sigma\)-fields one can verify algebraic
independence of sums algorithmically for a particular given finite set of sums; see [38].
We could easily verify up to weight 7 that the figures in Table 2.1 are correct, interpreting
the objects in \(S(n)/\sim\), i.e., as sequences. Nevertheless, unless we do not have a
rigorous proof for \(S(n)/I \cong S(n)/\sim\), we can only assume that the figures in Table 2.1
give an upper bound.

2.6 Deriving of Relations between Harmonic Sums

In order to express the harmonic sums of a given depth in terms of a minimal set of
harmonic sums, we will determine all algebraic relations of the harmonic sums up to
We now consider the case of harmonic sums of depth 3 as an example.

Example 2.6.1. We now consider the case of harmonic sums of depth 3 as an example. We start with 3 different indices. There exist 6 different sums of this type:

\[ S_{a_1,a_2,a_3}(n), S_{a_1,a_3,a_2}(n), S_{a_2,a_1,a_3}(n), S_{a_2,a_3,a_1}(n), S_{a_3,a_1,a_2}(n), S_{a_3,a_2,a_1}(n). \]
Now we use the relation we obtained for sums of depth 3 and apply it for all 6 permutations of the 3 indices. This leads to the following system of equations:

\[
\begin{align*}
S_{a_1,a_2,a_3}(n) + S_{a_2,a_3,a_1}(n) + S_{a_3,a_1,a_2}(n) &= S_{a_1}(n)S_{a_2,a_3}(n) + S_{a_2,a_1,a_3}(n) + S_{a_1,a_2,a_3}(n) \\
S_{a_1,a_3,a_2}(n) + S_{a_3,a_1,a_2}(n) + S_{a_2,a_1,a_3}(n) &= S_{a_1}(n)S_{a_3,a_2}(n) + S_{a_3,a_2,a_1}(n) + S_{a_1,a_2,a_3}(n) \\
S_{a_1,a_2,a_3}(n) + S_{a_2,a_3,a_1}(n) + S_{a_3,a_1,a_2}(n) &= S_{a_1}(n)S_{a_3,a_2}(n) + S_{a_3,a_2,a_1}(n) + S_{a_1,a_2,a_3}(n) \\
S_{a_1,a_3,a_2}(n) + S_{a_3,a_1,a_2}(n) + S_{a_2,a_1,a_3}(n) &= S_{a_2}(n)S_{a_3,a_1}(n) + S_{a_3,a_1,a_2}(n) + S_{a_2,a_1,a_3}(n) \\
S_{a_1,a_2,a_3}(n) + S_{a_2,a_3,a_1}(n) + S_{a_3,a_1,a_2}(n) &= S_{a_3}(n)S_{a_1,a_2}(n) + S_{a_1,a_2,a_3}(n) + S_{a_3,a_2,a_1}(n) \\
S_{a_1,a_3,a_2}(n) + S_{a_3,a_1,a_2}(n) + S_{a_2,a_1,a_3}(n) &= S_{a_3}(n)S_{a_1,a_2}(n) + S_{a_1,a_2,a_3}(n) + S_{a_3,a_2,a_1}(n)
\end{align*}
\]

which is equivalent to:

\[
\begin{pmatrix}
1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
S_{a_1,a_2,a_3}(n) \\
S_{a_2,a_3,a_1}(n) \\
S_{a_3,a_1,a_2}(n) \\
S_{a_1,a_3,a_2}(n) \\
S_{a_3,a_2,a_1}(n) \\
S_{a_2,a_1,a_3}(n)
\end{pmatrix}
= 
\begin{pmatrix}
S_{a_1}(n)S_{a_2,a_3}(n) + S_{a_2,a_1,a_3}(n) + S_{a_1,a_2,a_3}(n) \\
S_{a_1}(n)S_{a_3,a_2}(n) + S_{a_3,a_1,a_2}(n) + S_{a_1,a_2,a_3}(n) \\
S_{a_2}(n)S_{a_1,a_3}(n) + S_{a_1,a_2,a_3}(n) + S_{a_2,a_1,a_3}(n) \\
S_{a_2}(n)S_{a_3,a_1}(n) + S_{a_3,a_1,a_2}(n) + S_{a_2,a_1,a_3}(n) \\
S_{a_3}(n)S_{a_1,a_2}(n) + S_{a_1,a_2,a_3}(n) + S_{a_3,a_2,a_1}(n) \\
S_{a_3}(n)S_{a_2,a_1}(n) + S_{a_2,a_1,a_3}(n) + S_{a_3,a_2,a_1}(n)
\end{pmatrix}
\]

Since the rank of this linear system is 4, all sums with 3 different indices can be expressed by two chosen sums of depth 3 and sums of lower depth. To be more precise, solving this system leads to:

\[
\begin{align*}
S_{a_1,a_2,a_3}(n) &= S_{a_1,a_2,a_3}(n) + S_{a_3}(n)S_{a_1,a_2}(n) - S_{a_3,a_1,a_2}(n) - S_{a_1}(n)S_{a_3,a_2}(n) + S_{a_3,a_2,a_1}(n), \\
S_{a_1,a_3,a_2}(n) &= S_{a_1,a_3,a_2}(n) + S_{a_3}(n)S_{a_1,a_2}(n) + S_{a_1}(n)S_{a_3,a_2}(n) - S_{a_3,a_1,a_2}(n) - S_{a_3,a_2,a_1}(n), \\
S_{a_2,a_1,a_3}(n) &= S_{a_2,a_1,a_3}(n) - S_{a_3,a_1,a_2}(n) - S_{a_3}(n)S_{a_1,a_2}(n) + S_{a_1}(n)S_{a_3,a_2}(n) + S_{a_2,a_1,a_3}(n), \\
S_{a_2,a_3,a_1}(n) &= S_{a_2,a_3,a_1}(n) - S_{a_1,a_2,a_3}(n) - S_{a_2}(n)S_{a_1,a_3}(n) + S_{a_2,a_1,a_3}(n) + S_{a_1}(n)S_{a_2,a_3}(n) + S_{a_3,a_1,a_2}(n). \\
\end{align*}
\]

For two different indices we get the following system of equations:

\[
\begin{pmatrix}
2 & 1 & 0 \\
0 & 1 & 2 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
S_{a_1,a_2,a_3}(n) \\
S_{a_2,a_1,a_3}(n) \\
S_{a_3,a_1,a_2}(n)
\end{pmatrix}
= 
\begin{pmatrix}
S_{a_1}(n)S_{a_1,a_2}(n) + S_{a_1,a_1,a_2}(n) + S_{a_1,a_2,a_1}(n) \\
S_{a_1}(n)S_{a_2,a_1}(n) + S_{a_2,a_1,a_1}(n) + S_{a_1,a_2,a_1}(n) \\
S_{a_2}(n)S_{a_1,a_3}(n) + S_{a_1,a_2,a_1}(n) + S_{a_1,a_2,a_1}(n)
\end{pmatrix}
\]

Since the rank of this linear system is 2, all sums with 2 different indices of depth 3 can be expressed by one chosen sum of depth 3 and sums of lower depth:

\[
\begin{align*}
S_{a_1,a_2,a_3}(n) &= \frac{1}{2}[S_{a_1,a_1,a_2}(n) - S_{a_1,a_2,a_1}(n) + S_{a_1}(n)S_{a_1,a_2}(n) \\
&\quad - S_{a_2,a_1,a_3}(n) - S_{a_1}(n)S_{a_2,a_1}(n) + S_{a_2,a_1,a_3}(n) + S_{a_2,a_1,a_3}(n)], \\
S_{a_1,a_2,a_3}(n) &= S_{a_1,a_2,a_3}(n) + S_{a_2,a_1,a_3}(n) + S_{a_1}(n)S_{a_2,a_1}(n) - 2S_{a_2,a_1,a_3}(n). \\
\end{align*}
\]

For a sum of depth three with 3 equal indices we obtain:

\[
S_{a_1,a_1,a_1}(n) = \frac{1}{3}[S_{a_1,a_1,a_1}(n) + S_{a_1,a_1,a_1}(n) + S_{a_1}(n)S_{a_1,a_1}(n)].
\]

Remark 2.6.2. A different method which can be used for equal indices and is described in [5] leads to:

\[
S_{a_1,a_1,a_1}(n) = \frac{1}{6}[S_{a_1}^3(n) + 3S_{a_1}S_{a_1,a_1}(n) + 2S_{a_1,a_1,a_1}(n)].
\]
Applying the second Witt formula (2.16), i.e.,

\[
   l_n(1, 1, 1) = 2 \\
   l_n(2, 1) = 1 \\
   l_n(3) = 0
\]

we can see that we found the maximal number of algebraic independent sums. In other words, this strategy solved the problem of weight 3 completely.

Using HarmonicSums, these relations can be computed as follows:

**HarmonicSums session.**

```
In[6] := GetDependentSSums[{1, 1, 1}]
sums: 6
dependent sums: 4
```

```
Out[6] := {S[a1, a2, a3, n] → S[a3, n]S[a1, a2, n] + S[a1, SP[a2, a3], n] − S[a1, n]S[a3, a2, n] − S[a3, SP[a1, a2], n] + S[a3, a2, a1, n]/; MyMemberQ[a1, a2, a3, a1, a2, a3] && a1 ≠ a2 ≠ a3,
S[a1, a3, a2, n] → S[a1, n]S[a3, a2, n] + S[a3, SP[a1, a2], n] + S[SP[a1, a3], a2, n] − S[a3, a1, a2, n] − S[a3, a2, a1, n]/; MyMemberQ[a1, a2, a3, a1, a2, a3] && a1 ≠ a2 ≠ a3,
S[a2, a1, a3, n] → −S[a3, n]S[a1, a2, n] + S[a2, n]S[a1, a3, n] + S[SP[a1, a2], a3, n] − S[SP[a1, a3], a2, n] + S[a3, a1, a2, n]/; MyMemberQ[a1, a2, a3, a1, a2, a3] && a1 ≠ a2 ≠ a3,
S[a2, a3, a1, n] → −S[a2, n]S[a1, a3, n] − S[a1, SP[a2, a3], n] + S[a1, n]S[a2, a3, n] + S[a2, SP[a1, a3], n] + S[SP[a1, a3], a2, n] − S[a3, a1, a2, n] − S[a3, a2, a1, n]/; MyMemberQ[a1, a2, a3, a1, a2, a3] && a1 ≠ a2 ≠ a3}
```

```
In[7] := GetDependentSSums[{2, 1}]
sums: 3
dependent sums: 2
```

```
Out[7] := {S[a1, a2, a1, n] → \(\frac{1}{2}S[a1, n]S[a2, a1, n] + \frac{1}{2}S[a1, SP[a1, a2], n] - \frac{1}{2}S[a1, n]S[a2, a1, n] - \frac{1}{2}S[a2, SP[a1, a1], n] + \frac{1}{2}S[SP[a1, a1], a2, n] - \frac{1}{2}S[SP[a1, a2], a1, n] + S[a2, a1, a1, n]/; a1 ≠ a2,
S[a1, a2, a1, n] → S[a1, n]S[a2, a1, n] + S[a2, SP[a1, a1], n] + S[SP[a1, a2], a1, n] − 2S[a2, a1, a1, n]/; a1 ≠ a2}
```
2.7 Application of the Relations and Algebraic Simplification

There are now basically three ways to use the strategy presented in the last section.

2.7.1 First Strategy: Fixed Tables

We can fix basic sums and compute tables up to a certain weight. Then we can use these tables to reduce expressions in harmonic sums to expressions where only the chosen basic sums appear. Tables up to weight 6 are produced in [5] whose basic sums are of particular interest in particle physics. For the package HarmonicSums these relations were recomputed and can now be used in the following way.

HarmonicSums session.

Relations up to weight 6 are included in the package.

In[7]:= expr = S[1, 2, -2, n] + S[-1, 2, 1, n] + S[-1, 2, -2, n] + S[-2, 2, 1, n] + S[-2, 1, 2, n] + S[1, -2, -1, n] + S[-1, 2, 1, n] + S[2, -1, 2, n] + S[-1, 2, 2, n];

Out[8]= S[-5, n] + \frac{1}{2}S[-2, n]^2 + S[-4, n]S[-1, n] + S[-4, n]S[1, n] + S[-2, n]S[2, n] + S[-2, n]S[3, n] + \frac{1}{2}S[4, n] + S[-1, n]S[2, n]^2 + S[4, n] - S[-4, -1, n] - S[-4, 1, n] + S[-3, -2, n] + S[-3, -1, n] + 2S[-3, 2, n] + S[1, n]S[-2, -1, n] + S[2, n]S[-2, 1, n] - S[-1, n]S[-4, n] + S[-2, n]S[2, n] - S[2, -2, n] - S[1, n]S[-4, n] + S[-2, n]S[2, n] - S[2, -2, n] - S[2, -1, n] - S[2, n]S[2, -1, n] - 2S[-2, n]S[2, 1, n] - S[4, -1, n] - S[-2, -1, 1, n] - S[-2, 1, -1, n] + S[-2, -2, 1, n] + 2S[-2, 2, 1, n] - S[-1, 2, 2, n] + S[2, 1, -2, n] + 2S[-3, 1, n] + S[2, -2, n] + S[-1, n]S[2, 1, n] - S[2, -1, 1, n] - S[2, 1, -1, n]]

The disadvantage is however, that for certain applications it might be more reasonable to chose other basic sums. In this case we cannot use this strategy.

2.7.2 Second Strategy: Partly Fixed Tables

We can compute tables for all possible index sets up to a certain depth, which is done in [5] up to depth 6. These tables have been extended up to depth 7 during the work on this thesis. The computation of these tables took about one and a half week CPU time on a 2.3 GHz machine, and ended in a file with about 300 Mbytes. We can use these
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First we have to load the table where the relations are stored:

```
In[9] := DefineRelationTable["RelTab.m"]
```

```
In[10] := expr = S[1, 2, -2, n] + S[-1, 2, 1, n] + S[-1, 2, -2, n] + S[-2, 2, 1, n] + S[-2, 1, 2, n] + S[1, -2, -1, n] + S[-1, 2, 1, n] + S[2, -1, 2, n] + S[-1, 2, 2, n];
```

```
In[11] := ReduceToBasis[expr, Dynamic → Partly]
```

```
Out[11] = S[-5, n] + S[-3, n] S[2, n] + \frac{1}{2} S[-1, n] [S[2, n]]^2 + S[4, n] - S[-4, 1, n] + S[1, n] S[-2, n] - S[-2, n] S[2, 1, n] + S[3, -2, n] + S[-2, 1, 2, n] + 2 S[-2, 2, 1, n] + S[-1, 2, -2, n] + 2 S[-1, 2, 1, n] + S[1, -2, -1, n] - S[2, 2, -1, n]
```

However there is the disadvantage that although for each depth and index set the relations can be calculated quite generally, we have to fix in advance certain sums which have to be in the basis. We can easily see this in the following example:

We again consider sums of depth 3 with 2 different indices, so we look at the sums $S_{a_1,a_2}(n)$, $S_{a_1, a_2, a_1}(n)$. According to the Witt formula there should just be one of the sums in the basis. In (2.20) we took $S_{a_2, a_1, a_1}(n)$ to express the other sums. Therefore for example the sum $S_{1,1,2}(n)$ will always be replaced by $S_{2,1,1}(n)$ and sums of lower depth. Sometimes however it could be more convenient to take $S_{2,1,1}(n)$ as a basis element.

### 2.7.3 Third Strategy: Dynamic Reduction

If we look at an expression consisting out of several different harmonic sums, we could first look at all the different index sets of harmonic sums that appear in the expression. For each index set $J$ we can use the Witt formula to get the number $n_J$ of basis elements, i.e., the basic sums. Then for each index set we can use our method to set up a system of equations where we choose exactly $n$ of the permutations (and therefore $n$ harmonic sums) to be in the basis. Here we will try, as far as possible to choose sums which are already in the expression, since we do not want to introduce new sums. Sometimes however we will have to choose also sums which are not in the expression. By solving the equation system the rest of the sums can be expressed by harmonic sums out of the basis and sums of lower depth. So we end up with an expression, where for each index set $J$ at most $n_J$ different multiple harmonic sums appear. Again we can illustrate this by an example.
Example 2.7.1. Consider an expression where the sums \( S_{a_1,a_2,a_3}(n) \) and \( S_{a_1,a_2,a_3}(n) \) appear. We will use one of the sums to express the other. Since the Witt formula gives 1, this is possible. In the reduced expression there will be either the first, the second sum or no sum with this index set. Using, e.g., the second strategy we would use (as defined in Example 2.6.1) \( S_{a_2,a_1,a_1}(n) \), that is not in the original expression.

HarmonicSums session.

Of course, now we do not have to load any tables, since they are computed online.

\[\text{In}[12]:= \text{expr} = S[1, 2, -2, n] + S[-1, 2, 1, n] + S[-1, 2, -2, n] + S[-2, 2, 1, n] + S[-2, 1, 2, n] + S[1, -2, -1, n] + S[-1, 2, 1, n] + S[2, -1, 2, n] + S[-1, 2, 2, n];\]

\[\text{In}[13]:= \text{ReduceToBasis}[\text{expr}, n, \text{Dynamic} \rightarrow \text{True}]\]

\[\text{Out}[13]= S[-5, n] + S[-3, n] S[2, n] + \frac{1}{2} S[-1, n] S[2, n]^2 + S[4, n] + S[1, n] S[-2, 2, n] + S[-2, 3, n] - S[1, -4, n] - S[-2, n] S[1, 2, n] - \frac{1}{2} S[2, -3, n] - \frac{1}{2} S[2, n] S[2, -1, n] - \frac{1}{2} S[4, -1, n] + S[-2, 1, 2, n] + S[-1, 2, -2, n] + 2 S[-1, 2, 1, n] + S[1, -2, -1, n] + 2 S[1, 2, -2, n] + \frac{1}{2} S[2, -1, 2, n]\]

This strategy works quite fine (which means fast) for index sets where the number of permutations is not too high. For example there are 60 permutations of an index set of the type \( \{a_1, a_1, a_2, a_3, a_4\} \) in such a situation the strategy works really fast. But if we consider the case of an index set of the type \( \{a_1, a_1, a_2, a_3, a_4, a_5, a_6\} \), there are 2520 permutations. If we have to set up and solve the system of equations in this case, this will take hours.

2.7.4 Algebraic Simplification

We use the notions of [13] concerning canonical algebraic simplification. Especially the first strategy can be used to obtain equivalent but simpler objects and to compute unique representations for equivalent objects in \( S(n)/I \); here \( I \) is again the ideal in (2.14). For \( s, t \in S(n) \), we say \( s \leq t \) if the number of multiple harmonic sums in \( s \) which are not basic sums is smaller or equal than the number of non basic sums in \( t \). Now consider the following problem:

**Given:** \( s \in S(n) \).

**Find:** \( t \in S(n) \) such that \( s + I = t + I \) and such that for all \( a \in S(n) \) with \( a + I = t + I \): \( t \leq a \).
Now let $T$ be the procedure which uses the first strategy. $T$ maps $S(n)$ to $S(n)$. For all $s, t \in S(n)$ with $s + \mathcal{I} = t + \mathcal{I}$ we have the equality $T(s) = T(t)$ in $S(n)$ by construction; $T(s) \neq T(t)$ would mean that algebraic relations are missing. Hence we can check equivalence easily. Additionally, the number of non basic harmonic sums in $T(s)$ is zero; hence the above problem of simplification is solved completely.

### 2.8 Relations between Similar Structures

In the same way one can find relations for Euler-Zagier sums, here the product (2.4) is the quasi shuffle product discussed in [21]:

\[ \epsilon \ast w = w \ast \epsilon = w, \text{ for all } w \in A^* \]
\[ a u \ast bv = a(u \ast v) + b(u \ast v) + [a, b](u \ast v), \text{ for all } a, b \in A; u, v \in A^* \]

with $[a, b] = a \land b$ for all $a, b \in \mathbb{Z}$.

Again the number of Lyndon words gives the number of algebraically independent Euler-Zagier sums viewed as elements in a ring similarly as $S(n)/\mathcal{I}$ for harmonic sums and it gives at least an upper bound for the number of algebraic independent Euler-Zagier sums viewed as sequences. In the case of just positive indices it was proven in [27] that the number of Lyndon words is not only an upper bound for the number of algebraically independent Euler-Zagier sums viewed as sequences, it is in fact the number of algebraically independent Euler-Zagier sums viewed as sequences. It is likely that the same holds for index sets where we also allow negative indices. Like for harmonic sums the package HarmonicSums provides a procedure to calculate the relations automatically:
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\[ S[14] = \text{GetDependentZSums}[1, 1, 1] \]

sums: 6

dependent sums: 4

\[
\begin{align*}
Z[a_{1}, a_{2}, a_{3}, n] &\rightarrow Z[a_{3}, n]Z[a_{1}, a_{2}, n] - Z[a_{1}, SP[a_{2}, a_{3}, n]] - Z[a_{1}, n]Z[a_{3}, a_{2}, n] + Z[a_{3}, SP[a_{1}, a_{2}, n]] + Z[a_{3}, a_{2}, a_{1}, n]/; \text{MyMemberQ}[a_{1}, a_{2}, a_{3}, a_{1}, a_{2}, a_{3}]&& a_{1} \neq a_{2} \neq a_{3}, \\
Z[a_{1}, a_{3}, a_{2}, n] &\rightarrow Z[a_{1}, n]Z[a_{3}, a_{2}, n] - Z[a_{3}, SP[a_{1}, a_{2}, n]] - Z[SP[a_{1}, a_{3}, a_{2}, n]] - Z[SP[a_{1}, a_{3}, a_{2}, n]] - Z[a_{3}, a_{1}, a_{2}, n]/; \text{MyMemberQ}[a_{1}, a_{2}, a_{3}, a_{1}, a_{2}, a_{3}]&& a_{1} \neq a_{2} \neq a_{3}, \\
Z[a_{2}, a_{3}, a_{1}, n] &\rightarrow -Z[a_{3}, n]Z[a_{1}, a_{2}, n] + Z[a_{2}, n]Z[a_{1}, a_{3}, n] - Z[SP[a_{1}, a_{2}, a_{3}, n]] + Z[SP[a_{1}, a_{3}, a_{2}, n]] + Z[a_{3}, a_{1}, a_{2}, n]/; \text{MyMemberQ}[a_{1}, a_{2}, a_{3}, a_{1}, a_{2}, a_{3}]&& a_{1} \neq a_{2} \neq a_{3}, \\
Z[a_{2}, a_{3}, a_{3}, n] &\rightarrow -Z[a_{2}, n]Z[a_{1}, a_{3}, n] + Z[a_{1}, SP[a_{2}, a_{3}, n]] + Z[a_{1}, n]Z[a_{2}, a_{3}, n] - Z[SP[a_{1}, a_{3}, a_{2}, n]] - Z[a_{3}, SP[a_{1}, a_{2}, n]] - Z[SP[a_{1}, a_{3}, a_{2}, n]] -
\end{align*}
\]
We can generalize the harmonic sums to S-sums \[28\]. For \(a_i \in \mathbb{Z}\) and \(x_i \in \mathbb{R}\) we define

\[
S_{a_1, \ldots, a_k; x_1, \ldots, x_k}(n) = \sum_{n \geq i_1 \geq i_2 \geq \cdots \geq i_k \geq 1} \frac{x_1^{i_1}}{a_1} \cdots \frac{x_k^{i_k}}{a_k}.
\]

(2.21)

The product of two S-sums yields:

\[
S_{a_1, \ldots, a_k; x_1, \ldots, x_k}(n) \ast S_{b_1, \ldots, b_l; y_1, \ldots, y_l}(n) = \sum_{i=1}^{n} \left( a_i \ast b_i \right)^i S_{a_1, \ldots, a_k; x_1, \ldots, x_k}(i) \ast S_{b_1, \ldots, b_l; y_1, \ldots, y_l}(i)
\]

+ \sum_{i=1}^{n} \frac{b_i^i}{i!} S_{a_1, \ldots, a_k; x_1, \ldots, x_k}(i) \ast S_{b_2, \ldots, b_l; y_2, \ldots, y_l}(i)

- \sum_{i=1}^{n} \frac{(a_1 \ast b_1)^i}{i!} S_{a_1, \ldots, a_k; x_1, \ldots, x_k}(i) \ast S_{b_2, \ldots, b_l; y_2, \ldots, y_l}(i).
\]

(2.22)

Again recursive application of (2.22) leads to a linear combination of single S-sums. As showed in \[28\], ideas from the previous sections can be carried over as follows. We consider an alphabet \(A\), where pairs \((m, x)\) form the letters. Moreover, we define the addition and the multiplication of words by

\[
[(m_1, x_1), (m_2, x_2)] = (m_1 + m_2, x_1 \ast x_2)
\]

and by

\[
(m_1, x_1)w_1 \ast (m_2, x_2)w_2 = (m_1, x_1)(w_1 \ast (m_2, x_2)w_2) + (m_2, x_2)(w_1 \ast (m_2, x_2)w_2)
\]

- \([m_1, x_1), (m_2, x_2)](w_1 \ast w_2).

Note that this multiplication is identical to the multiplication of S-sums (2.22). The degree of a letter is \(|(m, x)| = m\). Since (S0)-(S3) hold for \([, , \cdot]\), the S-sums form a quasi-shuffle algebra. Finally, we emphasize that we implemented algorithms to find algebraic relations between S-sums following the ideas presented in Section 2.6.
\[
\frac{1}{2} S[a_1 + a_2, a_1, x_1 x_2, x_1, n] + S[a_2, a_1, a_1, x_2, x_1, n], \\
S[a_1, a_2, a_1, x_1, x_2, x_1, n] \rightarrow S[a_1, x_1, n]S[a_2, a_1, x_2, x_1, n] + S[a_2, 2a_1, x_2, x_1^2, n] + S[a_1 + a_2, a_1, x_1 x_2, x_1, n] - 2S[a_2, a_1, a_2, x_1, x_1, n]
\]

In a similar way we can generalize Euler-Zagier sums to Z-sums [28]:

\[
Z_{a_1, \ldots, a_k; x_1, \ldots, x_k}(n) = \sum_{n \geq i_1 > i_2 > \cdots > i_k > 0} x_1^{i_1} \cdots x_k^{i_k}, \\
(2.23)
\]

The product of two Z-sums yields:

\[
Z_{a_1, \ldots, a_k; x_1, \ldots, x_k}(n) \ast Z_{b_1, \ldots, b_l; y_1, \ldots, y_l}(n) = \sum_{i=1}^n \frac{a_i^i}{i^{a_i}} Z_{a_2, \ldots, a_k; x_2, \ldots, x_k}(i) \ast Z_{b_1, \ldots, b_l; y_1, \ldots, y_l}(i - 1) \\
+ \sum_{i=1}^n \frac{b_i^i}{i^{b_i}} Z_{a_1, \ldots, a_k; x_1, \ldots, x_k}(i) \ast Z_{b_2, \ldots, b_l; y_2, \ldots, y_l}(i - 1) \\
+ \sum_{i=1}^n (a_1 + b_1)^i Z_{a_2, \ldots, a_k; x_2, \ldots, x_k}(i) \ast Z_{b_2, \ldots, b_l; y_2, \ldots, y_l}(i - 1).
\]

Similar as for harmonic sums and Euler-Zagier sums we can convert between S-sums and Z-sums [28].

**HarmonicSums session.**

In[16]:= ZToS[Z[1, 3, 4, {2, 1, 1}, n]]

Out[16]= S[8, {2}, n] - S[8, {2}, 7, n] + S[4, 4, {2, 1}, n] + S[1, 3, 4, {2, 1}, n]

In[17]:= SToZ[S[1, 3, 4, {2, 1}, n]]

Out[17]= Z[8, {2}, n] + Z[1, 7, {2, 1}, n] + Z[4, 4, {2, 1}, n] + Z[1, 3, 4, {2, 1}, n]
Chapter 3

Harmonic Polylogarithms and the Differentiation of Harmonic Sums

The bigger part of this chapter will deal with harmonic polylogarithms. Harmonic polylogarithms were first introduced in [33] and are covered by Poincaré iterated integrals [31, 24]. For the definition and basic properties of the harmonic polylogarithms we will follow more or less [33], however sometimes we will go more into detail (for example we will provide detailed proofs), and we will skip aspects which are not important for our considerations.

We discuss harmonic polylogarithms since it will turn out that they are connected to multiple harmonic sums via a special extension of the Mellin transform, which is frequently used in particle physics. The Mellin transforms of harmonic polylogarithms are expressions in multiple harmonic sums, while the inverse Mellin transforms of multiple harmonic sums are expressions in harmonic polylogarithms. Hence we can use the Mellin transform to convert between multiple harmonic sums and harmonic polylogarithms. As a direct consequence we can use the inverse Mellin transform to construct analytic continuations of multiple harmonic sums. An algorithm to compute the Mellin transform of harmonic polylogarithms is given in [33]; we will analyze this algorithm in detail and will verify its correctness. Similarly, an algorithm for the computation of the inverse Mellin transform of multiple harmonic sums is given in [33]; again we will work out the correctness of this algorithm and give additional insight from a more computer algebra point of view. In order to execute these algorithms, we will also need to consider harmonic sums at infinity and harmonic polylogarithms at one. Both do not have to be finite, but it will turn out that they are connected via power series expansions.

These algorithms are originally implemented in Vermaseren’s package harmpol in the computer algebra system form [33]. Harmpol also provides procedures to manipulate with harmonic polylogarithms. In addition, there is the Mathematica-package hpl [26], in which basic procedures for manipulating harmonic polylogarithms are available.
Since we can use the inverse Mellin transform to compute analytic continuations of multiple harmonic sums, we can define a differentiation on multiple harmonic sums as done in [6, 8, 7].

In the last part of this chapter we give an algorithm to do this differentiation automatically. In the package {	t HarmonicSums} the Mellin-transform and the inverse Mellin-transform together with procedures for harmonic polylogarithms which are also needed are implemented. In addition, the differentiation of multiple harmonic sums is implemented. Along with this differentiation new relations between multiple harmonic sums are going to emerge, and these relations will reduce the algebraic basis computed in the previous chapter.

### 3.1 Definition of Harmonic Polylogarithms

In order to define harmonic polylogarithms as introduced in [33], we first define the function $f : \{0, 1, -1\} \times (0, 1) \to \mathbb{R}$ by

\[
\begin{align*}
  f(0,x) & = \frac{1}{x}, \\
  f(1,x) & = \frac{1}{1-x}, \\
  f(-1,x) & = \frac{1}{1+x}.
\end{align*}
\]
Harmonic polylogarithms are functions in $C^\infty((0,1))$ and are defined inductively: Let $m = (m_w, m_{w-1}, \ldots, m_1), m_i \in \{0, 1, -1\}$ be a vector of length $w \in \mathbb{N}$ and let $\theta_w$ be the vector of length $w$ whose $w$ components are all equal 0. For $x \in (0,1)$ we define the harmonic polylogarithm $H(m,x)$:

$$H((),x) = 1,$$

$$H(\theta_w, x) = \frac{1}{w!}(\log x)^w,$$

$$H(m,x) = \int_0^x f(m_w,y)H((m_{w-1},m_{w-2},\ldots,m_1),y)dy \text{ if } m \neq \theta_w.$$

The length of the vector $m$ is called the weight of the polylogarithm $H(m,x)$.

Examples are

$$H((1),x) = \int_0^x dy \frac{1}{1-y} = -\log(1-x),$$

$$H((-1),x) = \int_0^x dy \frac{1}{1+y} = \log(1+x),$$

$$H((-1),1) = \int_0^x H_1(y)dy = \int_0^x \frac{\log(1-y)}{1+y}dy.$$

**Remark 3.1.1.** (compare [33]) It follows from the definition that if $m \neq \theta_w$, $H(m,0) = 0$. If $m_w \neq 1$ or if $m_w = 1$ and $m_v = 0$ for all $v$ with $v < w$ then $H(m,1)$ is finite. In the remaining, cases, i.e., $m_w = 1$ and $m_v \neq 0$ for some $v$ with $v < w$, $\lim_{x \to 1-} H(m,x)$ behaves as a combination of powers of $\log(1-x)$ as we will see later in more detail.

We define $H(m,0) := \lim_{x \to 0^+} H(m,x)$ and $H(m,1) := \lim_{x \to 1^-} H(m,x)$ if the limits exist.

**Notation 3.1.2.** From now on we will write $H_{m_w,m_{w-1},\ldots,m_1}(x)$ for $H((m_w,m_{w-1},\ldots,m_1),x)$.

**Remark 3.1.3.** For the derivatives we have for all $x \in (0,1)$ that

$$\frac{d}{dx} H_m(x) = f(m_w,x)H_{m_{w-1},m_{w-2},\ldots,m_1}(x).$$

Subsequently, we present some identities between harmonic polylogarithms of the same argument. These identities will lead to a formula, which we can use to rewrite the product of harmonic polylogarithms to a sum of single harmonic polylogarithms.

**Lemma 3.1.4.** For $x \in (0,1)$, $q \in \mathbb{N}$ and $m_i \in \{0, 1, -1\}$,

$$H_{m_1,\ldots,m_q}(x) = H_{m_1}(x)H_{m_2,\ldots,m_q}(x)$$

$$- H_{m_2,m_1}(x)H_{m_3,\ldots,m_q}(x)$$

$$+ H_{m_3,m_2,m_1}(x)H_{m_4,\ldots,m_q}(x)$$

$$- \cdots - (-1)^q H_{m_q,\ldots,m_1}(x).$$

(3.1)
Proof. Case 1, \((m_1, \ldots, m_q) = 0_q\):
From the definition we get
\[ H_{m_1, \ldots, m_q}(x) = \frac{1}{q!} \log x^q \]
and the right hand side of (3.1) yields
\[ \log x \frac{1}{(q-1)!} \log^{q-1} x - \frac{1}{2^1} \log^2 x \frac{1}{(q-2)!} \log^{q-2} x \]
\[ + \frac{1}{3!} \log^3 x \frac{1}{(q-3)!} \log^{q-3} x - \cdots - (-1)^{q-1} \frac{1}{q!} \log x \]
\[ = \log^q x \sum_{i=1}^{q} \frac{(-1)^i}{i!(q-i)!} = \log x^q \frac{1}{q!}. \]

Case 2, \((m_1, \ldots, m_q) \neq 0_q\):
Using the definition and partial integration we get
\[ H_{m_1, \ldots, m_q}(x) = \int_0^x f(m_1, y) H_{m_2, \ldots, m_q}(y) \, dy \]
\[ = H_{m_1}(x) H_{m_2, \ldots, m_q}(x) - \int_0^x f(m_2, y) H_{m_3, \ldots, m_q}(y) \, dy. \]
Continuing by partial integration we finally get the right hand side. \(\square\)

We can use this lemma to get the following identity.

**Lemma 3.1.5.** For \(x \in (0, 1)\), \(a \in \{0, 1, -1\}\), \(q \in \mathbb{N}\) and \(m_i \in \{0, 1, -1\}\),
\[ H_a(x) H_{m_q, \ldots, m_1}(x) = H_{a,m_q,m_q-1,\ldots,m_1}(x) \]
\[ + H_{m_q,a,m_q-1,\ldots,m_1}(x) \]
\[ + H_{m_q,m_q-1,a,m_q-2,\ldots,m_1}(x) \]
\[ + \cdots \]
\[ + H_{m_q,m_q-1,\ldots,m_1,a}(x). \quad (3.2) \]

Proof. Let \(q = 1\): By (3.1) we get \(H_a(x) H_{m_1}(x) = H_{a,m_1}(x)\). Assume (3.2) holds for \(q\):
\[ H_a(x) H_{m_q, \ldots, m_1}(x) = H_{a,m_q,m_q-1,\ldots,m_1}(x) \]
\[ + H_{m_q,a,m_q-1,\ldots,m_1}(x) \]
\[ + H_{m_q,m_q-1,a,m_q-2,\ldots,m_1}(x) \]
\[ + \cdots \]
\[ + H_{m_q,m_q-1,\ldots,m_1,a}(x). \]
Multiply both sides by \( f(m_{q+1}, y) \) and integrate:

\[
\int_0^x f(m_{q+1}, y) H_{a, m_{q}, m_{q-1}, \ldots, m_1}(y) dy = \int_0^x f(m_{q+1}, y) H_{a, m_{q}, m_{q-1}, \ldots, m_1}(y) dy
\]

By partial integration on the left hand side and the definition of harmonic polylogarithms we get:

\[
H_a(x) H_{m_{q}, m_{q-1}, \ldots, m_1}(x) - \int_0^x f(a, y) H_{m_{q+1}, \ldots, m_1}(y) dy = H_{m_{q+1}, a, m_{q-1}, \ldots, m_1}(x) + \cdots + H_{m_{q+1}, m_{q-1}, a, \ldots, m_1}(x).
\]

Hence (3.2) holds for \( q + 1 \).

Similar to multiple harmonic sums, the shuffle product on words is extended to harmonic polylogarithms.

**Definition 3.1.6.** Let \( a, b \in A^* \). If

\[
a \shuffle b = c_1d_1 + \cdots + c_n d_n
\]

for \( d_i \in A^*, c_i \in \mathbb{R} \) then we define

\[
H_{a \shuffle b}(x) := c_1H_{d_1}(x) + \cdots + c_nH_{d_n}(x).
\]

**Definition 3.1.7.** Let \( x \in (0, 1) \), \( a = (a_1, a_2, \ldots, a_p) \) and \( b = (b_1, b_2, \ldots, b_q) \), where \( a_i, b_i \in \{0, 1, -1\} \), \( p, q \in \mathbb{N} \). Let us interpret \( a \) and \( b \) as words, so \( a = a_1a_2\cdots a_p \) and \( b = b_1b_2\cdots b_q \). We define the shuffle product of two harmonic polylogarithms by

\[
H_{a \shuffle b}(x) := H_{a_1(a_2, a_3, \ldots, a_p \shuffle b_1, \ldots, b_q)}(x) + H_{b_1(a \shuffle b_2, \ldots, b_q)}(x)
\]

where \( H_{c_1c_2\cdots c_n}(x) := H_{c_1, c_2, \ldots, c_n}(x) \) for \( c_i \in \{0, 1, -1\} \) and where \( \shuffle \) is defined as in Definition 2.3.4.
Example 3.1.8. For \( x \in (0, 1) \),
\[
H_{1,0,-1}(x) \uplus H_{0,1}(x) = H_{0,1,0,-1,1}(x) + H_{0,1,0,1,-1}(x) \\
+ 2H_{0,1,1,0,-1,1}(x) + H_{1,0,0,-1,1}(x) \\
+ 2H_{1,0,0,-1,1,x}(x) + H_{1,0,1,0,-1,1}(x).
\]

HarmonicSums provides a procedure to carry out this product:

HarmonicSums session.

In[18]= ProductH[H[1,0,-1,x],H[0,1,x]]

Out[18]= H[0, 1, 0, -1, 1, x] + H[0, 1, 0, 1, -1, x] + 2 H[0, 1, 1, 0, -1, x] + H[1, 0, -1, 0, 1, x]
+ 2 H[1, 0, 0, -1, 1, x] + 2 H[1, 0, 0, 1, -1, x] + H[1, 0, 1, 0, -1, x]
+ H[1, 0, 1, 0, -1, x].

Theorem 3.1.9. Let \( x \in (0, 1) \), \( a = (a_p, a_p-1, \ldots, a_1) \) and \( b = (b_q, b_q-1, \ldots, b_1) \), where \( a_i, b_i \in \{0, 1, -1\} \), \( p, q \in \mathbb{N} \). For the product of two harmonic polylogarithms we get
\[
H_a(x)H_b(x) = H_a(x) \uplus H_b(x). 
\] (3.3)

Proof. We already showed the case for \( p = 1 \). Now assume (3.3) holds for \( p > 1 \):
\[
H_{a_{p-1},a_{p-1},\ldots,a_1}(x)H_{b_q,b_{q-1},\ldots,b_1}(x) = H_{a_{p-1},a_{p-1},\ldots,a_1}(x) \uplus H_{b_q,b_{q-1},\ldots,b_1}(x).
\]

Multiply both sides by \( f(a_{p+1}, x) \) and integrate:
\[
\int_0^x f(a_{p+1}, y) H_{a_{p-1},a_{p-1},\ldots,a_1}(y)H_{b_q,b_{q-1},\ldots,b_1}(y) dy
= \int_0^x f(a_{p+1}, y) \left( H_{a_{p-1},a_{p-1},\ldots,a_1}(y) \uplus H_{b_q,b_{q-1},\ldots,b_1}(y) \right) dy.
\]

Partial integration of the left hand side gives
\[
H_{a_{p+1},a_{p-1},\ldots,a_1}(x)H_{b_q,b_{q-1},\ldots,b_1}(x)
- \int_0^x f(b_q, y) \left( H_{a_{p+1},a_{p-1},\ldots,a_1}(y) \uplus H_{b_{q-1},b_{q-2},\ldots,b_1}(y) \right) dy.
\]

Let us abbreviate \( \bar{a} = a_{p+1}a_p \cdots a_1 \), hence we may write
\[
H_{\bar{a}}(x) \uplus H_{\bar{b}}(x) = H_{a_{p+1},a_{p-1},\ldots,a_1}(x) \uplus H_{b_q,b_{q-1},\ldots,b_1}(x).
\]

Expanding the first shuffle product, using the definition of the harmonic polylogarithms and moving it to the right hand side gives a sum of all those harmonic polylogarithms
which appear in $H_a(x) \sqcup H_b(x)$ and start with $b_q$, while expanding the second shuffle product gives a sum of all those harmonic polylogarithms which appear in $H_a(x) \sqcup H_b(x)$ and start with $a_{p+1}$. Since all harmonic polylogarithms in $H_a(x) \sqcup H_b(x)$ either start with $b_q$ or $a_{p+1}$ we completed the proof.

The following remarks are in place.

**Remark 3.1.10.** For harmonic polylogarithms which are finite at $x = 0$ and $x = 1$, (3.3) can be extended to $x \in [0,1]$; however if one of the harmonic polylogarithms is not finite, (3.3) does not hold (compare [33]).

**Remark 3.1.11.** The product of two harmonic polylogarithms of weights $w_1$ and $w_2$ can be expressed as a linear combination of $(w_1 + w_2)!/(w_1!w_2!)$ polylogarithms of weight $w = w_1 + w_2$.

**Remark 3.1.12.** We say that a harmonic polylogarithm $H_{a_1,a_2,...,a_p}(x)$ has trailing zeros if there is an $i \in \{1,2,\ldots,p\}$ such that for all $j \in \mathbb{N}$ with $i \leq j \leq p$, $a_j = 0$. Likewise, we say that a harmonic polylogarithm $H_{a_1,a_2,...,a_p}(x)$ has leading ones if there is an $i \in \{1,2,\ldots,p\}$ such that for all $j \in \mathbb{N}$ with $1 \leq j \leq i$, $a_j = 1$.

We can use (3.2) now to single out terms of $\log(x)$ from harmonic polylogarithms whose indices have trailing zeros. Let $a = 0$ in (3.2); then after using the definition of harmonic polylogarithms we get:

$$
\log(x)H_{m_q,...,m_1}(x) = H_{0,m_q,...,m_1}(x) + H_{m_q,0,m_q-1,...,m_1}(x) \\
+ H_{m_q,m_q-1,0,m_q-2,...,m_1}(x) + \cdots + H_{m_q,...,m_1,0}(x),
$$

or equivalently:

$$
H_{m_q,...,m_1,0}(x) = \log(x) \ast H_{m_q,...,m_1}(x) - H_{0,m_q,...,m_1}(x) \\
- H_{m_q,0,m_q-1,...,m_1}(x) - \cdots - H_{m_q,...,0,m_1}(x).
$$

If $m_1$ is 0 as well, we can move the last term to the left and can divide by two. This leads to

$$
H_{m_q,...,0,0}(x) = \frac{1}{2} \left( \log(x) \ast H_{m_q,...,m_2,0}(x) - H_{0,m_q,...,m_2,0}(x) \\
- H_{m_q,0,m_q-1,...,m_2,0}(x) - \cdots - H_{m_q,...,0,m_2}(x) \right).
$$

Now we can use (3.2) for all the other terms, and we get an identity which extracts the logarithmic singularities due to two trailing zeros. We can repeat this strategy as often as needed in order to extract all the powers of $\log(x)$ or equivalently $H_0(x)$ from a harmonic polylogarithm.
Example 3.1.13. For \( x \in (0, 1) \),

\[
H_{1,-1,0,0}(x) = \frac{1}{2} H_0(x)^2 H_{1,-1}(x) - H_0(x) H_{0,1,-1}(x) \\
- H_0(x) H_{1,0,-1}(x) + H_{0,0,1,-1}(x) + H_{0,1,0,-1}(x) \\
+ H_{1,0,0,1}(x) \\
= \frac{1}{2} \log^2(x) H_{1,-1}(x) - \log(x) H_{0,1,-1}(x) \\
- \log(x) H_{1,0,-1}(x) + H_{0,0,1,-1}(x) + H_{0,1,0,-1}(x) \\
+ H_{1,0,0,1}(x).
\]

This can be done with \texttt{HarmonicSums} as follows.

```
HarmonicSums session.
In[19]:=
RemoveTrailing0[H[1, -1, 0, 0, x]]
Out[19]= H[0, x] 2 H[1, -1, x] 2 - H[0, x] H[0, 1, -1, x] - H[0, x] H[1, 0, -1, x] + H[0, 0, 1, -1, x] + H[1, 0, 0, -1, x]
```

Remark 3.1.14. In our implementation we prefer to use \( H[0,x] \) instead of \( \text{Log}[x] \).

Remark 3.1.15. We can decompose a harmonic polylogarithm \( H_{m_q,m_{q-1},...,m_1}(x) \) in a univariate polynomial in \( H_0(x) \) with coefficients in the harmonic polylogarithms without trailing zeros. If the harmonic polylogarithm has exactly \( r \) trailing zeros, the highest power of \( H_0(x) \), which will appear, is \( r \).

Similarly, we can use (3.2) to extract powers of \( \log(1-x) \), or equivalently \( H_1(x) \) from harmonic polylogarithms whose indices have leading ones and hence are singular around \( x = 1 \). Let \( a = 1 \) in (3.2); then after using the definition of harmonic polylogarithms we get:

\[
\log(1-x) \ast H_{m_q,...,m_1}(x) = H_{1,m_q,...,m_1}(x) + H_{m_q,1,m_{q-1},...,m_1}(x) \\
+ H_{m_q,m_{q-1},1,m_{q-2},...,m_1}(x) + \cdots + H_{m_q,...,m_1,1}(x),
\]

or equivalently:

\[
H_{1,m_q,...,m_1}(x) = \log(1-x) \ast H_{m_q,...,m_1}(x) - H_{m_q,1,m_{q-1},...,m_1}(x) \\
- H_{m_q,m_{q-1},1,...,m_1}(x) - \cdots - H_{m_q,...,m_1,1}(x).
\]

(3.4)
If \( m_q \) is 1 as well, we can move the second term to the left, and divide by two. This leads to

\[
H_{1, \ldots, m_1}(x) = \frac{1}{2} \left( \log(1 - x) \ast H_{m_q, m_{q-1}, \ldots, m_1}(x) - H_{m_q, m_{q-1}, \ldots, m_1}(x) \right)
\]

Now we can use (3.2) for all the other terms and we get an identity which extracts the singularities due to two leading ones. We can repeat this strategy as often as needed in order to extract all the powers of \( \log(x - 1) \) or equivalently \( H_1(x) \) from a harmonic polylogarithm.

**Example 3.1.16.** For \( x \in (0, 1) \),

\[
H_{1,1,0,-1}(x) = -H_{0,-1}(x)H_{1,1}(x) - H_1(x)H_{0,-1,1}(x)
- H_1(x)H_{0,1,-1}(x) + H_{0,-1,1,1}(x)
+ H_{0,1,-1,1}(x) + H_{0,1,1,-1}(x).
\]

**Remark 3.1.17.** As before we prefer to use \( H_1(x) \) instead of \( \log(1-x) \) in our implementation.

**Remark 3.1.18.** We can decompose a harmonic polylogarithm \( H_{m_q, m_{q-1}, \ldots, m_1}(x) \) in a univariate polynomial in \( H_1(x) \) with coefficients in the harmonic polylogarithms without leading ones. If the harmonic polylogarithm has exactly \( r \) leading ones, the highest power of \( H_1(x) \), which will appear, is \( r \). So all divergences of harmonic polylogarithms for \( x \to 1 \) can be traced back to the basic divergence of \( H_1(x) = -\log(1-x) \) for \( x \to 1 \).

**Remark 3.1.19.** We can combine these two strategies to extract both, leading ones and trailing zeros. Hence, it is always possible to express a harmonic polylogarithm in a bivariate polynomial in \( H_0(x) = \log(x) \) and \( H_1(x) = \log(1-x) \) with coefficients in the harmonic polylogarithms without leading ones or trailing zeros, which are continuous on \([0, 1] \) and finite at \( x = 0 \) and \( x = 1 \).
Example 3.1.20. For \(x \in (0, 1)\),

\[
H_{1,-1,0}(x) = -H_0(x)H_{-1,1}(x) + H_1(x)H_{-1}(x)H_0(x) \\
- H_{0,-1}(x) + H_{0,-1,1}(x) \\
= -\log(x)H_{-1,1}(x) + \log(1-x)(H_{-1}(x)\log(x) \\
- H_{0,-1}(x) + H_{0,-1,1}(x)
\]

With \texttt{HarmonicSums} this can be handled as follows.

\texttt{HarmonicSums session.}

\begin{verbatim}
In[21]:= RemoveLeading1[RemoveTrailing0[H[1, -1, 0, x]]]
Out[21]= H[0, x](H[−1, x] H[1, x] − H[−1, 1, x]) − H[1, x] H[0, −1, x] + H[0, −1, 1, x]
\end{verbatim}

\section{3.2 Multiple Harmonic Sums at Infinity}

Later we will use the fact that the values of harmonic polylogarithms at \(x = 1\) are related to the values of multiple harmonic sums at infinity. In order to make this more precise, we first take a closer look at harmonic sums at infinity.

Of course, not all multiple harmonic sums are finite at infinity, since for example \(\lim_{n \to \infty} S_1(n)\) does not exist. In fact, we have the following lemma, compare [27]:

\textbf{Lemma 3.2.1.} Let \(a_1, a_2, \ldots, a_p \in \mathbb{Z}/\{0\}\) for \(p \in \mathbb{N}\). The multiple harmonic sum \(S_{a_1,a_2,\ldots,a_p}(n)\) is convergent, when \(n \to \infty\), if and only if \(a_1 \neq 1\).

Similar as for harmonic polylogarithms we say that a harmonic sum \(S_{a_1,a_2,\ldots,a_p}(n)\) has leading ones if there is an \(i \in \{1, 2, \ldots, p\}\) such that for all \(j \in \mathbb{N}\) with \(1 \leq j \leq i\), \(a_j = 1\). In a similar way as for harmonic polylogarithms we can use (2.1) to extract leading ones; for the next example compare [5, Equ. 3.23].

\textbf{Example 3.2.2.} For \(n \in \mathbb{N}\),

\[
S_{1,1,2}(n) = S_{1,1}(n)S_2(n) + \frac{1}{2}S_4(n) + S_1(n)(S_3(n) - S_{2,1}(n)) - S_{3,1}(n) \\
+ S_{2,1,1}(n) + \frac{1}{2}S_4(n) - S_{2,2}(n)
\]

Again this can be handled with \texttt{HarmonicSums}:
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We will always be able to express a multiple harmonic sum as an expression consisting only of sums without leading ones and sums of the type \( S_{1w}(n) \) with \( w \in \mathbb{N} \). Since sums without leading ones are convergent, they do not produce any problems. For sums of the type \( S_{1w}(n) \) we have the following proposition which is a direct consequence of Corollary 3 of [16] and Proposition 2.1 of [23].

**Proposition 3.2.3.** For \( w \geq 1 \) and \( n \in \mathbb{N} \), we have

\[
S_{1w}(n) = \sum_{i=1}^{n} (-1)^{i-1} \binom{n}{i} \frac{1}{i^w} = -\frac{1}{w} Y_w(\ldots, (j-1)!S_j(n), \ldots),
\]

where \( Y_w(\ldots, x_i, \ldots) \) are the Bell polynomials.

Note that the explicit formulas were found empirically in [11]; for a determinant evaluation formula we refer to [11, 15, 2]. Using this proposition we can express each sum of the type \( S_{1w}(n) \) by sums of the form \( S_i(n) \), where \( i \in \mathbb{Z} \). Hence we can decompose each multiple harmonic sum \( S_{a_1,a_2,\ldots,a_p}(n) \) in a univariate polynomial in \( S_1(n) \) with coefficients in the convergent harmonic sums. So all divergences can be traced back to the basic divergence of \( S_1(n) \) when \( n \to \infty \).

**Notation 3.2.4.** We will define the symbol \( S_1(\infty) := \lim_{n \to \infty} S_1(n) \), and every time it is present, we are in fact dealing with limit processes. For \( k \in \mathbb{N} \) with \( k > 1 \) the harmonic sums \( S_k(\infty) \) turn into zeta-values and we will sometimes write \( \zeta_k \) for \( S_k(\infty) \).

**Example 3.2.5.**

\[
\lim_{n \to \infty} S_{1,1,2}(n) = \lim_{n \to \infty} \left\{ \frac{1}{2} S_1(n)^2 S_2(n) + S_1(n)(S_3(n) - S_{2,1}(n)) - S_{3,1}(n) + \frac{1}{2} S_4(n) + S_{2,1,1}(n) \right\}
= S_1(\infty)^2 \frac{\zeta_2}{2} - S_1(\infty)\zeta_3 + \frac{9\zeta_2^2}{10}
\]

For the computation of the actual values of the harmonic sums at infinity see [41].
3.3 Values at One and Power Series Expansion of Harmonic Polylogarithms

Due to trailing zeros in the index, harmonic polylogarithms in general do not have regular Taylor series expansions. To be more precise, the expansion is separated into two parts, one in \( x \) and one in \( \log(x) \). E.g., it can be seen easily that trailing zeros are responsible for powers of \( \log(x) \) in the expansion since [33]:

\[
H_{0_k}(x) = \frac{1}{k!} \int_0^x x^n \log^k(x) = x^{n+1} \sum_{i=0}^k \frac{(-1)^{k-i}}{i!} \frac{\log^i(x)}{(m+1)^{k-i+1}}.
\]

Subsequently, we only consider the case without trailing zeros in more detail. For weight one we get following the well known expansions.

**Lemma 3.3.1.** For \( x \in [0, 1) \),

\[
H_1(x) = -\log(1-x) = \sum_{i=1}^{\infty} \frac{x^i}{i},
\]

\[
H_{-1}(x) = \log(1+x) = \sum_{i=1}^{\infty} \frac{(-x)^i}{i}.
\]

For higher weights we proceed inductively. If we assume that \( m \) has no trailing zeros and that for \( x \in [0, 1] \) we have

\[
H_m(x) = \sum_{i=1}^{\infty} \frac{\sigma^i x^i}{i^\sigma} S_n(i),
\]

then for \( x \in [0, 1) \) the following theorem holds.

**Theorem 3.3.2.** For \( x \in [0, 1) \),

\[
H_{0,m}(x) = \sum_{i=1}^{\infty} \frac{\sigma^i x^i}{i^{\sigma+1}} S_n(i),
\]

\[
H_{1,m}(x) = \sum_{i=1}^{\infty} \frac{x^i}{i} S_{\sigma,n}(i-1) = \sum_{i=1}^{\infty} \frac{x^i}{i} S_{\sigma,n}(i) - \sum_{i=1}^{\infty} \frac{\sigma^i x^i}{i^{\sigma+1}} S_n(i),
\]

\[
H_{-1,m}(x) = -\sum_{i=1}^{\infty} \frac{(-1)^i x^i}{i} S_{-\sigma,n}(i-1) = -\sum_{i=1}^{\infty} \frac{(-1)^i x^i}{i} S_{-\sigma,n}(i) + \sum_{i=1}^{\infty} \frac{\sigma^i x^i}{i^{\sigma+1}} S_n(i).
\]

In order to prove this theorem, we need the following lemma:
Lemma 3.3.3. Let $a \in \mathbb{N}, \sigma \in \{-1, 1\}$ and $n$ be a vector with integer entries. Then

$$\lim_{i \to \infty} \left| \frac{S_n(i+1)}{S_n(i)} \right| = 1,$$

and the power series

$$\sum_{i=1}^{\infty} x^i \frac{\sigma^i S_n(i)}{i^a}$$

is uniformly convergent for $x \in (0, 1)$.

Proof. If $n$ does not have a leading one then $\lim_{i \to \infty} S_n(i)$ exists, so it is clear that the first statement holds. On the other hand if $n$ has leading ones, we can first extract them, and we are only left to show the statement for $n = (1)$:

$$\lim_{i \to \infty} \left| \frac{S_1(i+1)}{S_1(i)} \right| = \lim_{i \to \infty} \frac{1}{i+1} + \frac{S_1(i)}{S_1(i)} = \lim_{i \to \infty} \frac{1}{(1+i)S_1(i)} + 1 = 1.$$

In order to prove the second statement we apply the ratio test [18, p. 205]:

$$\left| \frac{x^{i+1} \sigma^{i+1} S_n(i+1)}{x^i \sigma^i S_n(i)} \right| = \left| \frac{x S_n(i+1)}{(i+1)^a S_n(i)} \right| = x \left( \frac{i^a}{(i+1)^a} \right) \left| \frac{S_n(i+1)}{i^a S_n(i)} \right| \xrightarrow{i \to \infty} x.$$

Hence using the criterion of Weierstrass [18, p. 555] the power series converges uniformly for $x \in (0, 1)$.

Now we can give the proof of Theorem 3.3.2.

Proof. From the definition of harmonic polylogarithms and the theorem of dominated convergence of Lebesgue (see e.g. [40]), which we can apply due to Lemma 3.3.3 and which will allow us the exchanges of sum and integral, we get:

$$H_{0,m}(x) = \int_0^x \frac{1}{y} \sum_{i=1}^{\infty} \frac{\sigma^i y^i}{i^a} S_n(i) dy$$

$$= \sum_{i=1}^{\infty} \frac{\sigma^i}{i^a} S_n(i) \int_0^x y^{i-1} dy$$

$$= \sum_{i=1}^{\infty} \frac{\sigma^i x^i}{i^a+1} S_n(i),$$
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\[ H_{1,m}(x) = \int_0^x \frac{1}{1-y} \sum_{i=1}^{\infty} \frac{\sigma^i y^i}{i^a} S_n(i) dy = \int_0^x \left( \sum_{k=0}^{\infty} y^k \right) \left( \sum_{i=1}^{\infty} \frac{\sigma^i y^i}{i^a} S_n(i) \right) dy \]

\[ = \int_0^x \sum_{i=0}^{\infty} y^{i+1} \sum_{k=0}^{\infty} \frac{\sigma^{k+1}}{(k+1)^a} S_n(k+1) dy \]

\[ = \int_0^x \sum_{i=0}^{\infty} y^{i+1} S_{\sigma a,n}(i+1) dy = \int_0^x \sum_{i=1}^{\infty} y^i S_{\sigma a,n}(i) dy \]

\[ = \sum_{i=1}^{\infty} \frac{x^{i+1}}{i+1} S_{\sigma a,n}(i+1) \]

\[ = \sum_{i=1}^{\infty} \frac{x^i}{i} S_{\sigma a,n}(i) \]

The third part follows analogously to the second part.

**Example 3.3.4.** For \( x \in [0,1] \),

\[ H_{-1,1}(x) = \sum_{i=1}^{\infty} \frac{x^i}{i^2} - \sum_{i=1}^{\infty} \frac{(-x)^i S_{-1,i}}{i} \]

With HarmonicSums this job can be done as follows.

**HarmonicSums session.**

\[ \text{In[23]} := \text{HToS[H[-1, 1, x]]} \]

\[ \text{Out[23]} = H_{-1,1}(x) = \sum_{i=1}^{\infty} \frac{x^i}{i^2} - \sum_{i=1}^{\infty} \frac{(-x)^i S[-1,i]}{i} \]

\[ \text{In[24]} := \text{HToS[H[-1, 1, 0, 1, x]]} \]

\[ \text{Out[24]} = -\left( \sum_{i=1}^{\infty} \frac{x^i}{i^2} \right) + \sum_{i=1}^{\infty} \frac{(-x)^i S[-3,i]}{i} + \sum_{i=1}^{\infty} \frac{x^i S[2,i]}{i^2} - \sum_{i=1}^{\infty} \frac{(-x)^i S[-1,2,i]}{i} \]

If we want to analyse the values of harmonic polylogarithms at \( x = 1 \), we can first extract trailing zeros. According to Remark 3.1.15 we get a polynomial in \( \log(x) \) with coefficients in the harmonic polylogarithms without trailing zeros. If we send \( x \) to one and if the coefficients are continuous for \( x \in [0,1] \) then only the constant term (the term without a power of \( \log(x) \)) will remain, since \( \log(1) = 0 \). Note that the coefficients may not be continuous for \( x \in [0,1] \) since they can contain harmonic polylogarithms with leading ones. However, according to the following lemma even the terms with coefficients which contain harmonic polylogarithms with leading ones will vanish if they contain a power of \( \log(x) \) and if we send \( x \) to one. Hence we only have to look at those functions without trailing zeros.
Lemma 3.3.5. For \( p, q \in \mathbb{N} \),

\[
\lim_{x \to 1} \log^p(x) \log^q(1 - x) = 0
\]

Proof. The proof follows by de l’Hospital’s rule (see e.g. [18, p. 287]) and induction. □

As worked out earlier, the expansion of the harmonic polylogarithms without trailing zeros is a combination of sums of the form:

\[
\sum_{i=1}^{\infty} x^i \frac{\sigma i S_n(i)}{i^a}, \quad \sigma \in \{-1, 1\}, \quad a \in \mathbb{N}.
\]

For \( x \to 1 \) these sums turn into harmonic sums at infinity if \( \sigma a \neq 1 \):

\[
\sum_{i=1}^{\infty} x^i \frac{\sigma i S_n(i)}{i^a} \to S_{\sigma a,n}(\infty).
\]

If \( \sigma a = 1 \), these sums turn into

\[
\sum_{i=1}^{\infty} x^i \frac{S_n(i)}{i}.
\]

Sending \( x \) to one gives:

\[
\lim_{x \to 1} \sum_{i=1}^{\infty} x^i \frac{S_n(i)}{i} = \infty
\]

We see that these limits do not exist: this corresponds to the infiniteness of the harmonic sums with leading ones: \( \lim_{k \to \infty} S_{1,n}(k) = \infty \); see Lemma 3.2.1. Hence the values of harmonic polylogarithms at one are related to the values of the multiple harmonic sums at infinity.

Example 3.3.6.

\[
H_{-1,1,0}(1) = -2S_3(\infty) + S_{-1,-2}(\infty) + S_{-2,-1}(\infty)
\]

Using HarmonicSums we can carry out this evaluation at 1 automatically.

HarmonicSums session.

\[
\text{In[25]} = \text{RemoveTrailing0[H[-1, 1, 0, x]]}
\]

\[
\text{Out[25]} = H[0, x] H[-1, 1, x] - H[-1, 0, 1, x] - H[0, -1, 1, x]
\]

\[
\text{In[26]} = \% / . \ H[0, x] \rightarrow 0
\]

\[
\text{Out[26]} = -H[-1, 0, 1, x] - H[0, -1, 1, x]
\]
In[27]:= % // HToS

Out[27]= \(-2 \left(\sum_{i=1}^{\infty} \frac{x^i}{i^3}\right) + \sum_{i=1}^{\infty} \frac{(-x)^i S[-2, i]}{i} + \sum_{i=1}^{\infty} \frac{(-x)^i S[-1, i]}{i^2}\)

We send \(x\) to 1. Afterwards we rewrite the output in terms of harmonic sums, this is done by using the function TransformToSSums.

In[28]:= % /. x -> 1 // TransformToSSums

Out[28]= \(-2 S[3, \infty] + S[-2, -1, \infty] + S[-1, -2, \infty]\)

We give a slightly bigger example:

In[29]:= HToS[H[-1, 0, 1, 0, 0, 1, x]] /. x -> 1 // TransformToSSums

Out[29]= \(-S[6, \infty] + S[-1, -5, \infty] + S[3, 3, \infty] - S[-1, -2, 3, \infty]\)

Remark 3.3.7. Details on the procedure TransformToSSums can be found in Chapter 5.

There is one additional aspect, which causes difficulties when values at \(x = 1\) are considered. As mentioned earlier (see Remark 3.1.10) the product formula for harmonic polylogarithms (3.3) does not hold if one of the objects is divergent. So we have to be careful when we work with polylogarithms at \(x = 1\) which are divergent. We state the same example as in [33] to illustrate this problem (the subleading terms will be wrong): From Lemma 3.3.1 we have

\[
H_1(x) = \sum_{i=1}^{\infty} \frac{x^i}{i},
\]

using (3.3) (here we require that \(x < 1\)) and Theorem 3.3.2 we get

\[
(H_1(x))^2 = 2H_{1,1}(x) = 2 \sum_{i=1}^{\infty} x^i \left(\frac{S_1(i)}{i} - \frac{1}{i^2}\right).
\]

Sending \(x\) to one we get

\[
H_1(1) = \lim_{x \to 1} \sum_{i=1}^{\infty} \frac{x^i}{i} = S_1(\infty),
\]

\[
2H_{1,1}(1) = \lim_{x \to 1} 2 \sum_{i=1}^{\infty} x^i \left(\frac{S_1(i)}{i} - \frac{1}{i^2}\right) = 2(S_{1,1}(\infty) - S_2(\infty)) = (S_1(\infty))^2 - S_2(\infty).
\]

We see that

\[
(\lim_{x \to 1} H_1(x))^2 \neq \lim_{x \to 1} (H_1(x))^2.
\]
We can however use multiple harmonic sums to solve this problem, since there the product also holds for sums at infinity. Namely, we can replace a sum at infinity by a sum with upper bound $N$ where $N$ is large but finite. Then we can use the shuffle algebra to cancel possible divergencies and afterwards we send $N$ to infinity. Following this approach we get

$$\left( \lim_{x \to 1} H_1(x) \right)^2 = \left( S_1(\infty) \right)^2 = 2S_{1,1}(\infty) - S_2(\infty) = 2 \lim_{x \to 1} H_{1,1}(x) + \lim_{x \to 1} H_2(x).$$

This way is consistent and it will allow us to define the Mellin transform properly in the next section. Summarizing, we can again express all divergencies by the basic divergency $S_1(\infty)$, which is equal to $\lim_{x \to 1} H_1(x)$.

### 3.4 The Mellin-Transform of Harmonic Polylogarithms

In order to accomplish differentiation of harmonic sums, we look at the so called Mellin-transform of harmonic polylogarithms; compare [30].

**Definition 3.4.1 (Mellin-Transform).** Let $f(x)$ be a locally integrable function on $(0, 1)$ and $n \in \mathbb{R}$. Then the Mellin transform is defined by:

$$M(f(x), n) = \int_0^1 x^n f(x) dx, \text{ when the integral converges.}$$

**Remark 3.4.2.** A locally integrable function on $(0, 1)$ is one that is absolutely integrable on all closed subintervals of $(0, 1)$.

For $f(x) = 1/(1 - x)$ the Mellin transform is not defined since the integral $\int_0^1 \frac{x^n}{1-x} dx$ does not converge. Like in [33] we extend the definition of the Mellin transform to include functions like $1/(1 - x)$ as follows

**Definition 3.4.3.** Let $f(x)$ be a locally integrable function on $(0, 1)$ and let $g(x)$ be a harmonic polylogarithm which is finite at $x = 1$, and let $p \in \mathbb{N}$. Then we define

$$M^+(f(x), n) = M(f(x), n) = \int_0^1 x^n f(x) dx,$$

$$M^+ \left( \frac{g(x)}{1-x}, n \right) = \int_0^1 \frac{x^n g(x) - g(1)}{1-x} dx,$$

$$M^+ \left( \frac{g(x) \log^p(1-x)}{1-x}, n \right) = \int_0^1 \frac{(x^n g(x) - g(1)) \log^p(1-x)}{1-x} dx$$

when the integrals converge. The function $f$ is supposed to be a harmonic polylogarithm without leading ones when the factor $1/(1 - x)$ is present.
According to the definition, if we want to compute the Mellin-transform of harmonic polylogarithms, we have to take care of harmonic polylogarithms which are not finite at \( x = 1 \). As mentioned in Remark 3.1.1 only harmonic polylogarithms with a leading one (and not followed only by zeros) are not finite at \( x = 1 \). By using equation (3.4) we can extract all the powers of \( \log(1-x) \) which cause the infiniteness at \( x = 1 \). After this extraction the remaining harmonic polylogarithms are finite at \( x = 1 \).

The following lemma will guarantee the existence of the Mellin transform of harmonic polylogarithms.

**Lemma 3.4.4.** For a harmonic polylogarithm \( H_m(x) \) the integrals

\[
\int_0^1 x^n H_m(x) \, dx \quad \text{and} \quad \int_0^1 \frac{x^n H_m(x)}{1 + x} \, dx
\]

converge for \( x \in [0,1] \) and \( n \in \mathbb{R} \). If \( H_m(x) \) does not have leading ones and \( p \in \mathbb{N} \) then

\[
\int_0^1 \frac{x^n H_m(x) - H_m(1)}{1 - x} \, dx \quad \text{and} \quad \int_0^1 \frac{(x^n H_m(x) - H_m(1)) \log^p(1-x)}{1 - x} \, dx
\]

converge for \( x \in [0,1] \) and \( n \in \mathbb{R} \).

**Proof.** Let \( n \in \mathbb{R} \) and consider \( \int_0^1 x^n H_m(x) \, dx \). After extracting trailing zeros and leading ones we get a combination of integrals of the form:

\[
\int_0^1 x^n \log^a(x) H_m(x) \log^b(1-x) \, dx, \quad a, b \in \mathbb{N}_0,
\]

where \( H_m(x) \) is continuous on \([0,1]\). It suffices to prove, that these integrals converge. \( |H_m(x)| \) is continuous on \([0,1]\) and hence has a maximum \( C \) on \([0,1]\). Thus

\[
\left| \int_0^1 x^n \log^a(x) H_m(x) \log^b(1-x) \, dx \right| \leq \int_0^1 x^n |\log^a(x)| \left| \log^b(1-x) \right| \, dx \\
\leq C \int_0^1 x^n |\log^a(x)| \log^b(1-x) \, dx \\
= \lim_{\epsilon \to 0} C \int_0^1 x^n \left[ \log^a(x) \log^b(1-x) \right] \, dx \\
\leq |\log^n_{1/2}| = C_1 \\
+ \lim_{\epsilon \to 0} C \int_{1/2}^{1-\epsilon} \left[ \log^a(x) \log^b(1-x) \right] \, dx \\
\leq |\log^n_{1/2}| = C_2 \\
\leq CC_1 \lim_{\epsilon \to 0} \int_0^1 \log^a(x) \, dx \\
+ CC_2 \lim_{\epsilon \to 0} \int_{1/2}^{1-\epsilon} \log^b(1-x) \, dx.
\]
Since the last two integrals converge, we finished this part of the proof.
The convergence of the second integral \( \int_0^1 \frac{x^n H_m(x)}{1 + x} \) can be proved analogously. From now on we assume that \( H_m(x) \) does not have leading ones, hence \( H_m(1) \) is finite. If we find \( x_1 \in \mathbb{R} \) with \( 0 < x_1 < 1 \) such that for all \( x \in (x_1, 1) \) we have
\[
\frac{|x^n H_m(x) - H_m(1)|}{1 - x} \leq (1 - x)^{-\frac{3}{2}},
\]
the convergence of \( \int_0^1 \frac{x^n H_m(x) - H_m(1)}{1 - x} \) is proved; this follows since the integral \( \int_0^1 (1 - x)^{-\frac{3}{2}} \) converges. Since \( x^n H_m(x) - H_m(1) \) is continuous on \([0, 1]\), there is \( x_2 \) with \( 0 < x_2 < 1 \) such that \( x^n H_m(x) - H_m(1) \) is either \( \leq 0 \) or \( \geq 0 \) on \([x_2, 1]\). We will prove the \( \geq 0 \) case, the other case follows analogously. For \( x \in (x_2, 1) \) we want to show (3.5) or equivalently:
\[
\frac{x^n H_m(x) - H_m(1)}{(1 - x)^{\frac{1}{2}}} \leq 1.
\]
Let \( m = (m_1, m_2, \ldots) \) with \( m_1 \in \{0, -1\} \) by assumption. With de l’Hospital’s rule, see e.g. [18, p. 287], we get:
\[
\lim_{x \to 1} \frac{x^n H_m(x) - H_m(1)}{(1 - x)^{\frac{1}{2}}} = \lim_{x \to 1} \frac{nx^{n-1} H_m(x) - nx^{n-1} H_{m_2, m_3, \ldots}(x)}{-\frac{1}{2}(1 - x)^{-\frac{3}{2}}}
\]
\[
= \lim_{x \to 1} \left( -2nx^{n-1}(1 - x)^{\frac{1}{2}} H_m(x) \right)
\]
\[
+ \lim_{x \to 1} \left( 2 - \frac{x^n}{1 - m_1} (1 - x)^{\frac{1}{2}} H_{m_2, m_3, \ldots}(x) \right).
\]
Since \( H_m(1) \) is finite, the first limit exists and is zero. If \( m_2 \neq 1 \) then \( H_{m_2, m_3, \ldots}(1) \) exists and so the second limit is finite and equals zero. If \( m_2 = 1 \), we can extract leading ones and split the limit. We will get limits of the form
\[
\lim_{x \to 1} \left( 2 - \frac{x^n}{x - 1} (1 - x)^{\frac{1}{2}} \log (1 - x)^k H_{a, \ldots}(x) \right)
\]
where \( H_{a, \ldots}(x) \) is finite at 1 and \( k \in \mathbb{N} \). Since \( \lim_{x \to 1} (1 - x)^{\frac{1}{2}} \log (1 - x)^k = 0 \), all these limits vanish. Hence there is \( x_1 \in [x_2, 1] \) such that (3.5) holds and so \( \int_0^1 \frac{x^n H_m(x) - H_m(1)}{1 - x} \) converges.

For the last integral we want to find again \( x_1 \) such that
\[
\left| \frac{(x^n H_m(x) - H_m(1)) \log^p(1 - x)}{(1 - x)^{\frac{1}{2}}} \right| \leq 1
\]
holds for all \( x \) with \( x_1 < x < 1 \). Again we can find \( x_2 \), with \( 0 < x_2 < 1 \) such that \((x^n H_m(x) - H_m(1)) \log^p(1 - x)\) is either \( \leq 0 \) or \( \geq 0 \) on \((x_2, 1)\).
We will prove the \( \geq 0 \) case, the other case follows analogously. Using again de l’Hospital’s rule we get
\[
\lim_{x \to 1} \frac{(x^n H_m(x) - H_m(1)) \log^p(1-x)}{(1-x)^{\frac{1}{2}}}
= \lim_{x \to 1} \left( 2(1-x)^{\frac{1}{2}} \log^k (1-x) \left( n x^{n-1} H_m(x) - \frac{x^n}{1-m_1} H_{m, m_2, ...} (x) \right) \right).
\]
For the second limit we can use the same arguments as we used in the proof of the convergence of the third integral to show that its limit is zero. For the first limit we can use induction on \( p \) to see that the limit is zero too. Hence there is \( x_1 \in [x_2, 1] \) such that (3.6) holds and so \( \int_0^1 \frac{(x^n H_m(x) - H_m(1)) \log^p(1-x)}{1-x} \) converges.

**Remark 3.4.5.** From now on we will call the extended Mellin transform \( M^+ \) just Mellin transform and we will write \( M \) instead of \( M^+ \).

**Example 3.4.6.** For \( x \in [0, 1] \) and \( n \in \mathbb{R} \)
\[
M (H_{1,0}(x), n) = \int_0^1 x^n H_{1,0}(x) dx,
M \left( \frac{H_{0,1}(x)}{1-x}, n \right) = \int_0^1 \frac{x^n H_{0,1}(x) - H_{0,1}(1)}{1-x} dx,
M \left( \frac{H_{1,0}(x)}{1-x}, n \right) = M \left( \frac{H_0(x) H_1(x)}{1-x} - \frac{H_{0,1}(x)}{1-x}, n \right),
= M \left( \frac{H_0(x) H_1(x)}{1-x}, n \right) - M \left( \frac{H_{0,1}(x)}{1-x}, n \right),
= \int_0^1 \frac{(x^n H_{0,1}(x) - H_{0,1}(1)) \log (1-x)}{1-x} dx - \int_0^1 x^n H_{0,1}(x) - H_{0,1}(1) \frac{1-x}{1-x} dx;
\]
compare also [11].

Now we want to study how we can actually calculate the Mellin transform of harmonic polylogarithms. We will proceed recursively. It is quite easy to get the Mellin transforms of harmonic polylogarithms with weight one [33]; see also [11].

**Lemma 3.4.7.** For \( n \in \mathbb{N} \) we have
\[
M (H_0(x), n) = -\frac{1}{(n+1)^2},
M (H_1(x), n) = \frac{S_1(n+1)}{n+1},
M (H_{-1}(x), n) = (-1)^n \frac{S_{-1}(n+1)}{n+1} + \frac{H_{-1}(1)}{n+1} (1 + (-1)^n).
\]
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Proof. We just give a proof of the first identity. By using partial integration we get for \( n \in \mathbb{N} \):

\[
M(H_0(x), n) = \int_0^1 x^n H_0(x) dx = \left. \frac{x^{n+1}}{n+1} H_0(x) \right|_0^1 - \int_0^1 \frac{x^{n+1}}{n+1} \frac{1}{x} dx
\]

\[
= - \int_0^1 \frac{x^n}{n+1} dx = - \frac{x^{n+1}}{(n+1)^2} \left. \frac{1}{x} \right|_0^1 = - \frac{1}{(n+1)^2}.
\]

The higher weight results can now be obtained by recursion; see \([33, 11]\).

Lemma 3.4.8. For \( n \in \mathbb{N} \) and \( m \in \{0, -1, 1\}^k \),

\[
M(H_{0,m}(x), n) = \frac{H_{0,m}(1)}{n+1} - \frac{1}{n+1} \int_0^1 x^n H_m(x) dx,
\]

\[
M(H_{1,m}(x), n) = \frac{H_{1,m}(1)}{n+1} + \frac{1}{n+1} \left( \int_0^1 x^n H_m(x) dx - \int_0^1 \frac{x^n}{1-x} H_m(x) dx \right),
\]

\[
M(H_{-1,m}(x), n) = \frac{H_{-1,m}(1)}{n+1} - \frac{1}{n+1} \left( \int_0^1 x^n H_m(x) dx - \int_0^1 \frac{x^n}{1+x} H_m(x) dx \right).
\]

Proof. We get the following results by partial integration:

\[
\int_0^1 x^n H_{0,m}(x) dx = \left. \frac{x^{n+1}}{n+1} H_{0,m}(x) \right|_0^1 - \int_0^1 \frac{x^n}{n+1} H_m(x) dx
\]

\[
= \frac{H_{0,m}(1)}{n+1} - \frac{1}{n+1} \int_0^1 x^n H_m(x) dx,
\]

\[
\int_0^1 x^n H_{1,m}(x) dx = \lim_{\epsilon \to 1} \int_0^\epsilon x^n H_{1,m}(x) dx
\]

\[
= \lim_{\epsilon \to 1} \left( \frac{x^{n+1}}{n+1} H_{1,m}(x) \right|_0^\epsilon - \int_0^\epsilon \frac{x^{n+1}}{(n+1)(1-x)} H_m(x) dx \right)
\]

\[
= \frac{H_{1,m}(1)}{n+1} - \frac{1}{n+1} \int_0^1 x^n (-1 + \frac{1}{1-x}) H_m(x) dx,
\]

\[
\int_0^1 x^n H_{-1,m}(x) dx = \frac{x^{n+1}}{n+1} H_{-1,m}(x) \left. \right|_0^1 - \int_0^1 \frac{x^{n+1}}{(n+1)(1+x)} H_m(x) dx
\]

\[
= \frac{H_{-1,m}(1)}{n+1} - \frac{1}{n+1} \int_0^1 x^n (1 - \frac{1}{1+x}) H_m(x) dx.
\]

\]

Remark 3.4.9. We want to point out again that \( H_{1,m}(1) := \lim_{x \to 1} H_{1,m}(x) \) and hence we are dealing with limit processes.
As we could see in the previous lemma, we will need the results for harmonic polylogarithms weighted by $1/(1 + x)$ or $1/(1 - x)$. We start with harmonic polylogarithms with weight one; see [33, 11].

**Lemma 3.4.10.** For $n \in \mathbb{N}$ and $x \in (0, 1)$,

\[
M\left(\frac{H_0(x)}{1 - x}, n\right) = S_2(n) - \zeta_2,
\]

\[
M\left(\frac{H_0(x)}{1 + x}, n\right) = (-1)^n\left(-\frac{\zeta_2}{2} - S_{-2}(n)\right),
\]

\[
M\left(\frac{H_{-1}(x)}{1 - x}, n\right) = \frac{\log^2(2) - \zeta_2}{2} + \log(2)(S_{-1}(n) - S_1(n)) + S_{-1,-1}(n),
\]

\[
M\left(\frac{H_{-1}(x)}{1 + x}, n\right) = (-1)^n\left(\frac{\log^2(2)}{2} + \log(2)(S_{-1}(n) - S_1(n)) - S_{-1,-1}(n)\right),
\]

\[
M\left(\frac{H_1(x)}{1 - x}, n\right) = -S_{1,1}(n),
\]

\[
M\left(\frac{H_1(x)}{1 + x}, n\right) = (-1)^n\left(S_{-1,1}(n) + \frac{\zeta_2 - \log^2(2)}{2}\right).
\]

**Proof.** We use again partial integration and Lemma 3.4.7. In addition we use tables by Vermaseren (see [41] and [33]) where we can find values of multiple harmonic sums at infinity and harmonic polylogarithms at one. To verify the exchange of integrals and summations we used the theorem of dominated convergence of Lebesgue (see e.g. [40]):

\[
M\left(\frac{H_0(x)}{1 - x}, n\right) = \int_0^1 x^n \frac{H_0(x)}{1 - x} dx = \int_0^1 \sum_{i=n}^{\infty} x^i H_0(x) dx
\]

\[
= \sum_{i=n}^{\infty} \int_0^1 x^i H_0(x) dx = -\sum_{i=n}^{\infty} \frac{1}{(i+1)^2}
\]

\[
= -\sum_{i=n+1}^{\infty} \frac{1}{i^2} = S_2(n) - S_2(\infty),
\]

\[
M\left(\frac{H_0(x)}{1 + x}, n\right) = \int_0^1 x^n \frac{H_0(x)}{1 + x} dx = \int_0^1 (-1)^n \sum_{i=n}^{\infty} (-x)^i H_0(x) dx
\]

\[
= (-1)^n \sum_{i=n}^{\infty} \int_0^1 (-x)^i H_0(x) dx = (-1)^n \sum_{i=n}^{\infty} \frac{(-1)^{i+1}}{(i+1)^2}
\]

\[
= \sum_{i=n+1}^{\infty} \frac{(-1)^i}{i^2} = (-1)^n(S_{-2}(\infty) - S_{-2}(n)),
\]

\[
M\left(\frac{H_{-1}(x)}{1 - x}, n\right) = \int_0^1 x^n \frac{H_{-1}(x) - H_{-1}(1)}{1 - x} dx
\]

\[
= \int_0^1 \sum_{i=n}^{\infty} (x^i H_{-1}(x) - x^{i-n} H_{-1}(1)) dx
\]
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\[
\begin{align*}
M \left( \frac{H_{-1}(x)}{1+x}, n \right) &= \int_0^1 \frac{x^n H_{-1}(x) - x^{i-n} H_{-1}(1)}{1+x} \, dx \\
&= \sum_{i=n}^{\infty} \int_0^1 x^i H_{-1}(x) \, dx - \int_0^1 x^{i-n} H_{-1}(1) \, dx \\
&= \lim_{N \to \infty} \sum_{i=n}^{N} \left( \frac{S_{-1}(i+1)(-1)^i + H_{-1}(1)((-1)^i + 1)}{i+1} - \frac{H_{-1}(1)}{i-n+1} \right) \\
&= \lim_{N \to \infty} \left( \sum_{i=n}^{N} \frac{S_{-1}(i+1)(-1)^i + H_{-1}(1)((-1)^i + 1)}{i+1} - \sum_{i=1}^{N-n} \frac{H_{-1}(1)}{i} \right) \\
&= \lim_{N \to \infty} (S_{-1,-1}(n) + H_{-1}(1)(S_{-1}(n) - S_{1}(n)) - S_{-1,-1}(N + 1) - H_{-1}(1)(S_{1}(N+1) - S_{1}(N+1)) - H_{-1}(1)S_{1}(N-n)) \\
&= S_{-1,-1}(n) + H_{-1}(1)(S_{-1}(n) - S_{1}(n)) - S_{-1,-1}(\infty) - H_{-1}(1)S_{-1}(\infty) \\
&= \frac{\log^2(2) - \zeta_2}{2} + \log(2)(S_{-1}(n) - S_{1}(n)) + S_{-1,-1}(n), \\
\end{align*}
\]

\[
M \left( \frac{H_1(x)}{1-x}, n \right) = \int_0^1 \frac{x^n H_1(x) - H_1(x)}{1-x} \, dx = \sum_{i=n}^{\infty} \int_0^1 x^i(H_1(x) - x^{i-n}H_1(x)) \, dx \\
= \lim_{N \to \infty} \sum_{i=n}^{N} \left( \frac{S_1(i+1)}{i+1} - \frac{S_1(i-n+1)}{i-n+1} \right) \\
= \lim_{N \to \infty} (S_1(N+1) - S_{1}(n) - S_{1}(N-n+1)) \\
= -S_{1,1}(n), \\
\]

\[
M \left( \frac{H_1(x)}{1+x}, n \right) = \int_0^1 \frac{x^n H_1(x)}{1+x} \, dx = (-1)^n \sum_{i=0}^{\infty} \int_0^1 (-x)^i H_1(x) \, dx \\
= (-1)^n \sum_{i=n}^{\infty} \frac{(-1)^i S_1(i+1)}{i+1} = (-1)^n \sum_{i=n+1}^{\infty} \frac{(-1)^i S_1(i)}{i+1} \\
= (-1)^n \left( S_{-1,1}(\infty) - S_{-1,1}(n) \right) \\
= (-1)^n \left( S_{-1,1}(n) + \frac{\zeta_2 - \log^2(2)}{2} \right). 
\]
The higher weight results can be again obtained by recursion, however we will first show uniform convergence for a series which will pop up.

**Remark 3.4.11.** In the following recursions we will use the following definitions: For $n \in \mathbb{N}$ and $x \in (0, 1)$,

\[ S_0(n) := S(n) := 1, \]
\[ H_0(x) := H(x) := 1. \]

**Lemma 3.4.12.** Let $m$ be a vector with components in $\{0, 1, -1\}$, $p$ be the empty vector or a vector with components in the non zero integers and let $k \in \mathbb{N} \cup \{0\}$. Then the series

\[ \sum_{i=1}^{\infty} x^i H_m(x) \frac{S_p(i+1)}{(i+1)^k} \]

converges uniformly for $x \in (0, 1)$.

**Proof.** We apply the ratio test [18, p. 205] and use Lemma 3.3.3:

\[
\lim_{i \to \infty} \left| \frac{x^{i+1} H_m(x) \frac{S_p(i+2)}{(i+2)^k}}{x^i H_m(x) \frac{S_p(i+1)}{(i+1)^k}} \right| = \lim_{i \to \infty} \left| \frac{x S_p(i+2)}{S_p(i+1)} \frac{(i+1)^k}{(i+2)^k} \right| = x \lim_{i \to \infty} \left| \frac{S_p(i+2)}{S_p(i+1)} \frac{(i+1)^k}{(i+2)^k} \right| = x.
\]

Hence using the criterion of Weierstrass [18, p. 555] the series converges uniformly for $x \in (0, 1)$.

In the following three lemmas we will present the recursion (compare [33]), which we will use to compute the Mellin-transform of general harmonic polylogarithms.

**Lemma 3.4.13.** For $x \in (0, 1)$, $n \in \mathbb{N}$, $k \in \mathbb{N} \cup \{0\}$, $m$ a vector with components in $\{0, 1, -1\}$ or $m = ()$ and $p$ a vector with entries in $\mathbb{N}$ or $p = ()$ we have:

\[
\int_0^1 \sum_{i=n}^{\infty} (-x)^i H_{0,m}(x) \frac{S_p(i+1)}{(i+1)^k} \, dx = -H_{0,m}(1)(S_{-k-1,p}(\infty) - S_{-k-1,p}(n)) - \int_0^1 \sum_{i=n}^{\infty} (-x)^i H_m(x) \frac{S_p(i+1)}{(i+1)^{k+1}} \, dx,
\]
\[
\int_0^1 \sum_{i=n}^{\infty} (-x)^i H_{-1,m}(x) \frac{S_p(i+1)}{(i+1)^k} dx = \left[ -H_{-1,m}(1)(S_{-k-1,p}(\infty) - S_{-k-1,p}(n)) \right.
\]
\[
- \int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) \left( (-1)^i S_{k+1,p}(i+1) \right. \\
\left. + (-1)^i \frac{S_p(i+1)}{(i+1)^{k+1}} + (-1)^i S_{k+1,p}(n) \right) dx.
\]

**Proof.** We give a proof of the first identity. The second follows similarly. By Lemma 3.4.8:

\[
\int_0^1 \sum_{i=n}^{\infty} (-x)^i H_{0,m}(x) \frac{S_p(i+1)}{(i+1)^k} dx = \sum_{i=n}^{\infty} \frac{(-1)^i S_p(i+1)}{(i+1)^k} \int_0^1 x^i H_{0,m}(x) dx
\]
\[
= \sum_{i=n}^{\infty} \frac{(-1)^i S_p(i+1)}{(i+1)^k} \left( \frac{H_{0,m}(1)}{i+1} \right)
\]
\[
- \frac{1}{i+1} \int_0^1 x^i H_m(x) dx
\]
\[
= -H_{0,m}(1)(S_{-k-1,p}(\infty) - S_{-k-1,p}(n))
\]
\[
- \int_0^1 \sum_{i=n}^{\infty} (-x)^i H_m(x) \frac{S_p(i+1)}{(i+1)^{k+1}} dx.
\]

\[\square\]

**Lemma 3.4.14.** For \(n \in \mathbb{N}, \ k \in \mathbb{N} \cup \{0\}, \ m \) a vector with components in \(\{0,1,-1\}\) or \(m = ()\) and \(p \) a vector with entries in \(\mathbb{N}\) or \(p = ()\) we have in the ring of formal power series:

\[
\int_0^1 \sum_{i=n}^{\infty} (-x)^i H_{1,m}(x) \frac{S_p(i+1)}{(i+1)^k} dx = -H_{1,m}(1)(S_{-k-1,p}(\infty) - S_{-k-1,p}(n))
\]
\[
- \int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) \left( -S_{-k-1,p}(i+1) \right. \\
\left. - (-1)^i \frac{S_p(i+1)}{(i+1)^{k+1}} + S_{-k-1,p}(n) \right) dx.
\]

**Lemma 3.4.15.** For \(n \in \mathbb{N}, \ k \in \mathbb{N} \cup \{0\}, \ m \) a vector with components in \(\{0,1,-1\}\) or \(m = ()\) and \(p \) a vector with entries in \(\mathbb{N}\) or \(p = ()\) we have in the ring of formal power series:

\[
\int_0^1 \sum_{i=n}^{\infty} x^i H_{0,m}(x) \frac{S_p(i+1)}{(i+1)^k} dx = H_{0,m}(1)(S_{k+1,p}(\infty) - S_{k+1,p}(n))
\]
\[
- \int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) \frac{S_p(i+1)}{(i+1)^{k+1}} dx,
\]
\[
\int_0^1 \sum_{i=n}^\infty x^i H_{1,m}(x) \frac{S_p(i+1)}{(i+1)^k} \, dx = H_{1,m}(1)(S_{k+1,p}(\infty) - S_{k+1,p}(n)) \\
- \int_0^1 \sum_{i=n}^\infty x^i H_m(x) \left(S_{k+1,p}(i+1) \right) \, dx, \\
- \frac{S_p(i+1)}{(i+1)^{k+1}} - S_{k+1,p}(n) \right) \, dx,
\]

\[
\int_0^1 \sum_{i=n}^\infty x^i H_{-1,m}(x) \frac{S_p(i+1)}{(i+1)^k} \, dx = H_{-1,m}(1)(S_{k+1,p}(\infty) - S_{k+1,p}(n)) \\
- \int_0^1 \sum_{i=n}^\infty x^i H_m(x) \left((-1)^i S_{-k-1,p}(i+1) \right) \, dx, \\
+ \frac{S_p(i+1)}{(i+1)^{k+1}} - (-1)^i S_{-k-1,p}(n) \right) \, dx.
\]

(3.7)

**Proof.** We only show the third identity. It is implied by

\[
\int_0^1 \sum_{i=n}^\infty x^i H_{-1,m}(x) \frac{S_p(i+1)}{(i+1)^k} \, dx = \sum_{i=n}^\infty \frac{S_p(i+1)}{(i+1)^k} \int_0^1 x^i H_{-1,m}(x) \, dx \\
= \sum_{i=n}^\infty \frac{S_p(i+1)}{(i+1)^k} \left( \frac{H_{-1,m}(1)}{i+1} - \int_0^1 \frac{x^i H_m(x)}{i+1} \, dx \right) \\
+ \frac{1}{i+1} \int_0^1 \frac{x^i}{1+x} H_m(x) \, dx \\
= H_{-1,m}(1)(S_{k+1,p}(\infty) - S_{k+1,p}(n)) \\
- \int_0^1 \sum_{i=n}^\infty x^i H_m(x) \frac{S_p(i+1)}{(i+1)^{k+1}} \, dx \\
+ \frac{1}{i+1} \int_0^1 \sum_{i=n}^\infty \frac{S_p(i+1)}{(i+1)^{k+1}} x^i \sum_{j=0}^\infty (-x)^j H_m(x) \, dx \\
= H_{-1,m}(1)(S_{k+1,p}(\infty) - S_{k+1,p}(n)) \\
- \int_0^1 \sum_{i=n}^\infty x^i H_m(x) \left((-1)^i S_{-k-1,p}(i+1) \right) \, dx, \\
+ \frac{S_p(i+1)}{(i+1)^{k+1}} - (-1)^i S_{-k-1,p}(n) \right) \, dx;
\]

in the last equation we used:

\[
\sum_{i=0}^\infty \frac{S_p(i+1)}{(i+1)^{k+1}} \sum_{j=0}^\infty (-x)^j H_m(x) = \sum_{i=0}^\infty \sum_{j=0}^\infty \frac{S_p(j+1)}{(j+1)^{k+1}} x^j (-x)^i \, H_m(x) \\
= \sum_{i=0}^\infty (-1)^i x^i H_m(x) \sum_{j=0}^\infty (-1)^j \frac{S_p(j+1)}{(j+1)^{k+1}} \]

- in the last equation we used:
\[\begin{align*}
&= \sum_{i=0}^{\infty} (-1)^i x^i H_m(x) \sum_{j=1}^{i+1} \frac{S_p(j)}{(j)^{k+1}} \\
&= -\sum_{i=0}^{\infty} (-1)^i x^i H_m(x) S_{-k-1,p}(i+1).
\end{align*}\]

**Remark 3.4.16.** In Lemma 3.4.13 the left sides and the right sides converge and hence the equalities hold analytically. In Lemma 3.4.14 the left side converges, while the convergence of the right hand side is not obvious since \(H_{1,m}(1)\) is present. In Lemma 3.4.15 the left sides do not converge and so do the right hand sides. The left hand sides of 3.4.13 - 3.4.15 can appear in the computation of the Mellin-transform and hence we use the equalities formally. It turns out that the divergencies cancel in the end and all divergent parts disappear. At this point one would have to prove that the Mellin-transforms and the results from these recursions are equal in an analytic point of view, however this is omitted here.

We are now able to compute Mellin transforms of all harmonic polylogarithms. We can use the previous lemma even if neither \(1/(1 + x)\) nor \(1/(1 - x)\) is present, since

\[1 = \frac{1}{1 + x} + \frac{x}{1 + x}.
\]

Hence we do not need Lemma 3.4.8 to compute the Mellin transform of harmonic polylogarithms (but we used it to establish the Lemmas 3.4.13 - 3.4.15). In the base case one has to evaluate harmonic polylogarithms at \(x = 1\) and harmonic sums at infinity; for this task we use tables from [33] which contain expressions up to weight 9. The results of the Mellin transforms should be finite, hence the divergencies introduced in the Lemmas 3.4.13-3.4.15 should cancel. The result of the Mellin transform is an expression with multiple harmonic sums in the argument \(n\). The algorithm can be summarized in Algorithm 3.4. We illustrate the usage of the previous lemmas on two examples:

**Example 3.4.17.** For \(n \in \mathbb{N}\), we perform the following formal calculus.

\[\begin{align*}
M\left(\frac{H_1(x)}{1 + x}, n\right) &= (-1)^n \int_0^1 \sum_{i=n}^{\infty} (-x)^i H_1(x) dx = (-1)^n \int_0^1 \sum_{i=n}^{\infty} (-x)^i H_1(x) \frac{S(i + 1)}{(i + 1)^n} dx \\
&= -(-1)^n H_1(1)(S_{-1}(\infty) - S_{-1}(n)) - (-1)^n \int_0^1 \sum_{i=n}^{\infty} x^i (-S_{-1}(i + 1)
\end{align*}\]
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\[-(-1)^i \frac{1}{(i+1)^{l+1}} + S_{-1}(n) \] \(dx\)

\[= -(-1)^n H_1(1)(S_{-1}(\infty) - S_{-1}(n)) - (-1)^n \int_0^1 \sum_{i=n}^{\infty} -x^i S_{-1}(i+1)dx\]

\[-(-1)^n \int_0^1 \sum_{i=n}^{\infty} x^i \frac{(-1)^{i+1}}{i+1}dx - S_{-1}(n)(-1)^n \int_0^1 \sum_{i=n}^{\infty} x^i dx\]

\[= (-1)^n (-H_1(1)(S_{-1}(\infty) - S_{-1}(n)) + S_{1,-1}(\infty) - S_{1,-1}(n) - S_{-2}(\infty)\]

\[+ S_{-2}(n) + S_{-1}(n)(S_1(\infty) - S_1(n)))\]

\[M\left(\frac{H_{-1,0,1}(x)}{1-x}, n\right) = \int_0^1 x^n H_{-1,0,1}(x) - H_{-1,0,1}(1)dx = \int_0^1 \sum_{i=0}^{\infty} x^i (x^n H_{-1,0,1}(x)\]

\[= \int_0^1 \left( \sum_{i=n}^{\infty} x^i H_{-1,0,1}(x) - H_{-1,0,1}(1) \sum_{i=0}^{\infty} x^i \right)dx\]

\[= \int_0^1 \sum_{i=n}^{\infty} x^i H_{-1,0,1}(x)dx - \int_0^1 H_{-1,0,1}(1) \sum_{i=0}^{\infty} x^i dx\]

\[= \int_0^1 \sum_{i=n}^{\infty} x^i H_{-1,0,1}(x)dx - H_{-1,0,1}(1) H_1(x)\]

\[= (-1)^n \left( S_{-1,1}(n) + \frac{\zeta_2 - \log^2(2)}{2} \right);\]

see Lemma 3.4.10.

Finally let us look at the result for a bigger example:

Example 3.4.18.

\[M\left(\frac{H_{-1,1,0,0,-1}(x)}{1-x}\right) = \frac{63 \zeta_2^2 \log(2)}{20} + \frac{\log(2)^5}{30} + 3 \log(2) \text{Li}_4 \left( \frac{1}{2} \right)\]

\[+ 11 \text{Li}_5 \left( \frac{1}{2} \right) + \frac{33 \zeta_2^2 S_{-1}(n)}{20} + \frac{3 \zeta_2 \log(2)^2 S_{-1}(n)}{4}\]

\[\log(2)^4 S_{-1}(n) - 4 \text{Li}_4 \left( \frac{1}{2} \right) S_{-1}(n)\]

\[\frac{33 \zeta_2^2 S_1(n)}{20} - \frac{3 \zeta_2 \log(2)^2 S_1(n)}{4}\]
Algorithm 1 Mellin Transform

**input:** $f(x) = H_m(x)$, $f(x) = \frac{H_m(x)}{1+x}$ or $f(x) = \frac{H_m(x)}{1-x}$

**procedure** MELLIN($f(x)$, $n$)

1. $r = 0$
2. **if** $f(x) = H_m(x)$ **then**
   1. $s = \text{MELLIN}\left(f(x), n\right) + \text{MELLIN}\left(f(x), n+1\right)$
3. **else if** $f(x) = \frac{H_m(x)}{1+x}$ **then**
   1. $s = \int_0^1 \sum_{i=n}^{\infty} (-x)^i H_m(x) \frac{S(i+1)}{(i+1)^n} dx$
4. **else if** $f(x) = \frac{H_m(x)}{1-x}$ and $m[1] \neq 1$ **then**
   1. $s = \int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) \frac{S(i+1)}{(i+1)^n} dx$
   2. $r = H_m(1) * \int_0^1 \sum_{i=n}^{\infty} x^i H(x) \frac{S(i+1)}{(i+1)^n} dx$
5. **else if** $f(x) = \frac{H_m(x)}{1-x}$ and $m[1] = 1$ **then**
   1. $s = \int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) \frac{S(i+1)}{(i+1)^n} dx$
   2. $r = \text{REMOVELEADING1}(H_m(x))$
   3. $\text{nsum} =$ number of summands in $r$
   4. modify $r$ in the following way:
   5. **for** $i = 1$ **to** $\text{nsum}$ **do**
      1. **if** the $i$th summand of $r$ equals $c * H_{1,1,...,1}(x)$ **then**
         1. add 1 to the index set and set $x = 1$
      2. **else if** it equals $c * H_y(x) H_{1,1,...,1}(x)$, $y \neq (1, 1, \ldots, 1)$ **then**
         1. add 1 to the index of $H_{1,1,...,1}(x)$ and set $x = 1$
      3. **else if** it equals $c * H_y(x)$, $y \neq (1, 1, \ldots, 1)$ **then**
         1. multiply $H_1(1)$ to the summand and set $x = 1$
   6. **end if**
   **end for**
7. $s = s - r$
8. transform all $H_y(1)$ in $s$ to $S_y(\infty)$.
9. expand all products in $s$
10. **return** $s$
**end procedure**
\[\begin{align*}
&+ \frac{(2\ln(2))^4 S_1(n)}{6} + 4 \text{Li}_4 \left( \frac{1}{2} \right) S_1(n) \\
&+ \frac{\log(2) S_{-1, -1, -2}(n)}{2} + \frac{\zeta_2 S_{-1, -1, 1}(n)}{2} \\
&- \frac{\log(2) S_{-1, -1, 2}(n) + S_{-1, -1, -1}(n)}{4} + \frac{3 \zeta_2 \zeta_3}{4} \\
&- \frac{13 \log(2)^2 \zeta_3}{8} - \frac{13 \log(2) S_{-1}(n) \zeta_3}{4} \\
&+ \frac{13 \log(2) S_1(n) \zeta_3}{4} - \frac{845 \zeta_5}{64}.
\end{align*}\]

The Mellin transform of harmonic polylogarithms is implemented in \texttt{HarmonicSums}:

\begin{verbatim}
In[30]:= Mellin[H[-1, 1, 0, x]/(1 + x), x, n]

Out[30]= \text{Mellin}[H[-1, 1, 0, x]/(1 + x), x, n]
\end{verbatim}

\begin{verbatim}
In[31]:= % // ReplaceByKnownFunctions

Out[31]= \text{Mellin}[H[-1, 1, 0, x]/(1 + x), x, n]
\end{verbatim}

\begin{verbatim}
In[32]:= Mellin[H[-1, 1, 0, -1, x]/(1 - x), x, n] // ReplaceByKnownFunctions // Expand

Out[32]= \text{Mellin}[H[-1, 1, 0, -1, x]/(1 - x), x, n] // ReplaceByKnownFunctions // Expand
\end{verbatim}

\textbf{Remark 3.4.19.} \textit{The procedure \texttt{ReplaceByKnownFunctions} uses tables by Vermaseren to replace harmonic sums at infinity and harmonic polylogarithms in one by known functions. For these known functions we use the notation used by Vermaseren. The tables can be found at www.nikhef.nl/~form.}

### 3.5 The Inverse Mellin Transform of Multiple Harmonic Sums

We already saw that the Mellin transform of harmonic polylogarithms can be expressed in terms of multiple harmonic sums. Now we want to go the other way round.
In order to get the inverse Mellin transform of multiple harmonic sums, we have to consider distributions. In fact we will consider distributions which are either differentiable functions in the class of \( C^\infty((0, 1)) \) or are Dirac-\( \delta \)-distributions \( \delta(1 - x) \in D'[0, 1] \). We want to point out that the inverse Mellin transform of constants is \( \delta(x - 1) \) where \( \delta(x) \) is the Dirac-\( \delta \)-distribution and that \( \delta(x - 1) \) will only appear as the inverse Mellin transform of constants. Since we are mainly interested in the differentiation of multiple harmonics sums and since a constant vanishes if it is differentiated, we will skip further details on the inverse Mellin transform of constants. Subsequently, we will write \( M^{-1}(c) \) for the inverse Mellin transform of a constant \( c \).

To prepare the stage we give some properties of the shuffle product of harmonic sums; here the product among harmonic sums is defined as for harmonic polylogarithms in Definition 3.1.6.

### 3.5.1 Properties of the Shuffle Product

**Definition 3.5.1.** For \( a_k \in \mathbb{Z}/\{0\} \) with \( 1 \leq k \leq l \) and \( c \in \mathbb{Z}/\{0\} \), we define

\[
S_{a_1,a_2,\ldots,a_{k-1},(a_k,c),a_{k+1},\ldots,a_l}(n) :=
S_{a_1,a_2,\ldots,a_{k-1},a_k,c,a_{k+1},\ldots,a_l}(n)
+ S_{a_1,a_2,\ldots,a_{k-1},a_k,a_{k+1},c,a_{k+2},\ldots,a_l}(n)
+ \cdots + S_{a_1,a_2,\ldots,a_{l-2},a_{l-1},c,a_l}(n)
+ S_{a_1,a_2,\ldots,a_l-1,a_l,c}(n);
\]

similarly, we define

\[
(a_1,a_2,\ldots,a_{k-1},(a_k,c),a_{k+1},\ldots,a_l) :=
\{(a_1,a_2,\ldots,a_{k-1},a_k,c,a_{k+1},\ldots,a_l),
(a_1,a_2,\ldots,a_{k-1},a_k,a_{k+1},c,a_{k+2},\ldots,a_l)
\ldots,(a_1,a_2,\ldots,a_{l-2},a_{l-1},c,a_l),
(a_1,a_2,\ldots,a_{l-1},a_l,c)\}.
\]

**Example 3.5.2.**

\[
S_{1,(2,3),4,5}(n) = S_{1,2,3,4,5}(n) + S_{1,2,4,3,5}(n) + S_{1,2,4,5,3}(n).
\]

**Lemma 3.5.3.** Let \( a_i, b_j \in \mathbb{Z}/\{0\} \), for \( 1 \leq i \leq k \) and \( 1 \leq j \leq l \) and consider the shuffle product \( S_{a_1,a_2,\ldots,a_k}(n) \sqcup S_{b_1,b_2,\ldots,b_l}(n) \). Let \( P \) be the representation of

\[
S_{a_1,a_2,\ldots,a_k}(n) \sqcup S_{b_1,b_2,\ldots,b_l}(n)
\]
such that it is linear in the harmonic sums \(^1\). If we replace every occurrence of \(b_1\) in \(P\) by \(\langle b_1, b_{l+1} \rangle\) and call the result \(\overline{P}\), then we get (using Definition 3.5.1) that \(\overline{P}\) is a representation of

\[ S_{a_1, a_2, \ldots, a_k}(n) \sqcup S_{b_1, b_2, \ldots, b_{l+1}}(n) \]

We give an example which illustrates this lemma.

**Example 3.5.4.** Consider

\[ S_{a_1, a_2}(n) \sqcup S_{b_1} = S_{a_1, a_2, b_1}(n) + S_{a_1, b_1, a_2}(n) + S_{b_1, a_1, a_2}(n). \]

If we replace \(b_1\) by \(\langle b_1, b_2 \rangle\) we get:

\[
S_{a_1, a_2, \langle b_1, b_2 \rangle}(n) + S_{a_1, \langle b_1, b_2 \rangle, a_2}(n) + S_{\langle b_1, b_2 \rangle, a_1, a_2}(n) = S_{a_1, a_2, b_1, b_2}(n) + S_{a_1, b_1, b_2, a_2}(n) + S_{a_1, b_1, a_2, b_2}(n) + S_{b_1, a_1, a_2, b_2}(n) = S_{a_1, a_2}(n) \sqcup S_{b_1, b_2}.
\]

**Remark 3.5.5.** If we define \(a \cup b\) for two vectors \(a = (a_1, a_2, \ldots, a_k)\) and \(b = (b_1, b_2, \ldots, b_l)\) as the set of all mergings of \(a\) and \(b\) in which the relative orders of the \(a_i\) and \(b_j\) are preserved (for example \((a_1, a_2, b_1, b_2, \ldots, b_1, a_3, a_4, \ldots, a_k) \in a \cup b\) but \((a_2, a_1, b_1, b_2, \ldots, b_1, a_3, a_4, \ldots, a_k) \notin a \cup b\) then the shuffle product is nothing else but

\[ S_a(n) \sqcup S_b(n) = \sum_{c \in a \cup b} S_c(n). \]

We give a proof of Lemma 3.5.3:

**Proof.** Let \(a = (a_1, a_2, \ldots, a_k)\) and \(b = (b_1, b_2, \ldots, b_l)\), let \(\overline{A}\) be the set \(a \cup b\), however replace each \(b_1\) in \(\overline{A}\) by \(\langle b_1, b_{l+1} \rangle\) and let \(B = (a_1, a_2, \ldots, a_k) \cup (b_1, b_2, \ldots, b_1, b_{l+1})\). Let \(A\) be the union of the sets which arise after using Definition 3.5.1 for all elements in \(\overline{A}\). It remains to show that \(A = B\).

We start by showing \(A \subseteq B\): Take an element \(x \in A\). The relative order of the \(a_i\) and \(b_j\) in \(a \cup b\) is preserved and the exchange of \(b_1\) by \(\langle b_1, b_{l+1} \rangle\) does not change the order of \(a_i\) and \(b_j\). Due to Definition 3.5.1 \(b_1\) is left to \(b_{l+1}\) for all harmonic sums in \(A\). Hence \(x\) has to be in \(B\).

Now we show \(B \subseteq A\): Obviously it is always possible to find for a given \(x \in B\) an element \(y \in \overline{A}\) such that after using Definition 3.5.1 \(x\) occurs

\(^1\)Note that this is always possible by using (2.19)
in \( y \) (for example let \( x = (a_1, b_1, b_2, \ldots, b_{l-1}, b_1, a_2, \ldots, a_k, b_{l+1}) \) then take \( y = (a_1, b_1, b_2, \ldots, b_{l-1}, b_l, b_{l+1}, a_2, \ldots, a_k) \)). Hence \( x \in A \). This completes the proof.

### 3.5.2 The Most Complicated Harmonic Sum

In order to get the inverse Mellin transform of multiple harmonic sums, we exploit the following order on the set of harmonic sums.

**Definition 3.5.6 (Order on harmonic sums).** Let \( S_{m_1}(n) \) and \( S_{m_2}(n) \) be harmonic sums with weights \( w_1, w_2 \) and depths \( d_1 \) and \( d_2 \), respectively. Then

\[
S_{m_1}(n) \prec S_{m_2}(n), \text{ if } w_1 < w_2, \\
S_{m_1}(n) \prec S_{m_2}(n), \text{ if } w_1 = w_2 \text{ and } d_1 < d_2.
\]

For a set of harmonic sums we call a harmonic sum most complicated if it is a largest function with respect to \( \prec \).

**Example 3.5.7.** We have

\[
S_{1,1}(n) \prec S_{1,2}(n) \prec S_{1,1,1}(n) \prec S_{2,1,1}(n).
\]

If we consider the set of these 4 sums then \( S_{2,1,1}(n) \) is most complicated. Note that \( \prec \) is not a linear ordering, e.g.,

\[
S_{1,2,3}(n) \not\prec S_{2,1,3}(n), \text{ and } S_{2,1,3}(n) \not\prec S_{1,2,3}(n).
\]

If we consider the set of these 2 sums then \( S_{1,2,3}(n) \) and \( S_{2,1,3}(n) \) are most complicated.

In the following we show that in the Mellin transform of a harmonic polylogarithm there is only one most complicated harmonic sum.

**Proposition 3.5.8.** In the Mellin transform of a harmonic polylogarithm \( H_m(x) \) weighted by \( 1/(1-x) \) or \( 1/(1+x) \) there is only one most complicated harmonic sum \( S_{m}(n) \), i.e.,

\[
M \left( \frac{H_m(x)}{1 \pm x}, n \right) = S_m(n) + t
\]

where all harmonic sums in \( t \) occur linearly and are smaller then \( S_m(n) \).

Let us consider the Mellin transform of the polylogarithm \( H_{m_1,m}(x) \) weighted by \( \frac{1}{1-x} \) or \( \frac{1}{1+x} \) and let \( w \) be the weight of \( H_{m_1,m}(x) \). By looking at the recursions in the Lemmas 3.4.13, 3.4.14 and 3.4.15 we can see that the multiple harmonic sums appearing in the Mellin transform have weight less or equal \( w + 1 \). We consider now those harmonic
sums in the Mellin transform which have weight $w + 1$ and which have the maximal depth and so are most complicated.

Where do these sums emerge from? Again looking at the recursions in the Lemmas 3.4.13, 3.4.14 and 3.4.15 we see that if $m_1 = 1$ then we will have to do either (depending if there is a factor $(-1)^i$ present) the following 3 integrals

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) S_{k+1,p}(i + 1) dx,
$$

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) S_p(i + 1)\frac{1}{(i + 1)^{k+1}} dx,
$$

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) S_{k+1,p}(n) dx,
$$

or these 3 integrals

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) S_{-k-1,p}(i + 1) dx,
$$

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x)(-1)^i S_p(i + 1)\frac{1}{(i + 1)^{k+1}} dx,
$$

$$
\int_0^1 \sum_{i=n}^{\infty} x^i H_m(x) S_{-k-1,p}(n) dx
$$

in the next step. Likewise, we have to do three similar integrals if $m_1 = -1$. In this situation ($m_1 = 1$ or $m_1 = -1$) the most complicated harmonic sums can only emerge from the first or the third integral; there the weight of the polylogarithm is reduced by one and the depth of the harmonic sum is raised by one; in the second integral however the weight of the harmonic polylogarithm is reduced by one, but the depth of the harmonic sum is not raised. In the situation $m_1 = 0$ there is just one integral and the depth of the harmonic sum is not changed. So these sums emerge from those recursion branches where in each step either a first or a third integral is used, whenever the entry in $m$ is 1 or $-1$.

How do these sums look like? Let us start with an example.

**Example 3.5.9.** Consider the Mellin transform of $\frac{H_{0,0,1,0,1}(x)}{1+x}$. If we take the branch where always the first integral is used, we get the sum $S_{1,2,3}(n)$. If we take the branch where always the third integral is used, we get $S_1(n) * S_2(n) * S_3(n)$. This product will produce sums of highest depth:

$$
S_1(n) * S_2(n) * S_3(n) = S_{1,2,3}(n) + S_{1,3,2}(n) + S_{2,1,3}(n) + S_{2,3,1}(n) + S_{3,1,2}(n) + S_{3,2,1}(n) + t.
$$
Here $t$ is a linear expression in sums of weight 6 with depth less than 3.

**Notation 3.5.10.** Let $a = (a_1, a_2, \ldots, a_k)$ and $b = (b_1, b_2, \ldots, b_l)$. We denote the concatenation product by $a \cdot b$. Hence $a \cdot b = (a_1, a_2, \ldots, a_k, b_1, b_2, \ldots, b_l)$.

**Definition 3.5.11.** Let $a = (a_1, a_2, \ldots, a_k)$ be a vector of length $k$, $a_i \in \mathbb{Z} \setminus \{0\}$ and let $d, n \in \mathbb{N}$. We define

$$\text{rev}(a) := S_{a_k, a_{k-1}, \ldots, a_1}(n)$$

and

$$\text{part}(a) := \{ S_{b_1}(n) \cdot S_{b_2}(n) \cdot \cdots \cdot S_{b_d}(n) \mid (b_1 \cdot b_2 \cdot \ldots \cdot b_d) = a \}.$$

Let $x = S_{b_1}(n) \cdot S_{b_2}(n) \cdot \cdots \cdot S_{b_d}(n)$ be an element of $\text{part}(a)$. We call $d$ the length of $x$.

**Example 3.5.12.** For $a = (1, 2, 3)$,

$$\text{part}(a) = \{ S_{1, 2, 3}(n), S_{1, 2}(n)S_3(n), S_1(n)S_{2, 3}(n), S_1(n)S_2(n)S_3(n) \}.$$

In order to get all most complicated harmonic sums, we first look at the branch where we only use the first integral and look at the index set $a$ of this multiple harmonic sum (let $\sigma$ be the sign of this sum). All most complicated harmonic sums have weight and depth equal to the weight and depth of $S_a(n)$. Each element in $\text{part}(a)$ corresponds to exactly one branch where we use in each step either the first or the third integral. The sign of each element depends on $\sigma$ and the length of the element. If the length of the element is $d$ then the sign is $-\sigma (-1)^d$. Combining all possible branches we get the following sum

$$\sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x.$$

If we work out the sum and linearize the harmonic sums, a lot of cancellation will take place, in fact we have the following lemma.

**Lemma 3.5.13.** Let $a = (a_1, a_2, \ldots, a_k)$ be a vector of length $k$, $a_i \in \mathbb{Z} \setminus \{0\}$, then

$$\sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x = (-1)^k \text{rev}(a) + t,$$

where $t$ is a linear combination of sums of depth less than $k$.

**Remark 3.5.14.** If we know the set

$$\text{part}(a) = \{ S_{b_1}(n) \cdot S_{b_2}(n) \cdot \cdots \cdot S_{b_d}(n) \mid (b_1 \cdot b_2 \cdot \ldots \cdot b_d) = a \}.$$
for $a = (a_1, \ldots, a_k)$, we can get the set $\text{part}(\mathbf{a})$ for $\mathbf{a} = (a_1, \ldots, a_k, a_{k+1})$:

$$\text{part}(\mathbf{a}) = \left\{ S_{b_1}(n) \cdot S_{b_2}(n) \cdots S_{b_d}(n) \cdot S_{a_{k+1}}(n) \mid (b_1, b_2, \ldots, b_d) = a \right\}$$

$$\text{part}_1(\mathbf{a}) := \bigcup \left\{ S_{b_1}(n) \cdot S_{b_2}(n) \cdots S_{b_d,a_{k+1}}(n) \mid (b_1, b_2, \ldots, b_d) = a \right\}.$$  \hspace{1cm} (3.8)

Now we can give the proof of Lemma 3.5.13.

**Proof.** We proceed by induction on the length $k$ of $a = (a_1, a_2, \ldots, a_k)$. If $k = 1$, then $\text{part}(a) = \{ S_{a_1}(n) \}$ and

$$\sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x = -S_{a_1}(n) = (-1)^{\text{rev}(a)}(n).$$

Thus Lemma 3.5.13 is true for $k = 1$. Let us assume that the lemma holds for $k$ and let $\mathbf{a} = (a_1, a_2, \ldots, a_{k+1})$. With the notation given in Remark 3.5.14,

$$\sum_{x \in \text{part}(\mathbf{a})} (-1)^{\text{Length}(x)} x = \sum_{x \in \text{part}_1(\mathbf{a})} (-1)^{\text{Length}(x)} x + \sum_{x \in \text{part}_2(\mathbf{a})} (-1)^{\text{Length}(x)} x.$$  \hspace{1cm} (A):=

Let us first look at $A$:

$$A = -S_{a_k+1}(n) \sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x.$$  \hspace{1cm} (B):=

According to the induction hypothesis we get

$$\sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x = (-1)^{\text{rev}(a)} + t$$

where $t$ is a linear combination of sums of depth less than $k$. Therefore the sums of highest depth in $A$ are emerging from $S_{a_k+1}(n)S_{a_k,a_{k-1},a_1}(n)$. By using (2.1) we get

$$A = -(-1)^{k}(S_{a_k+1,a_{k-1},a_1}(n) + S_{a_k,a_{k+1},a_1}(n) + \cdots + S_{a_k,a_1,a_{k+1}}(n)) + t_A$$

where $t_A$ is a linear combination of sums of depth less than $k + 1$.

Let us now look at $B$. The sums of highest depth in $B$ have depth $k + 1$ and result from the first and second sum in (2.1) since in the third sum the depth is reduced. Hence we can neglect the third sum and just look at the first 2 sums. This implies that it suffices to look at the shuffle product and not at the quasi-shuffle product to detect
the sums of highest depth. By the induction assumption, the only harmonic sum in
\[ \sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x \] of highest depth is \( S_{a_k,a_{k-1},\ldots,a_1}(n) \). Using Lemma 3.3.3 and (3.8) we get that the sums of highest depth in \( B \) originate from
\[ S_{\langle a_k,a_{k+1}\rangle,a_{k-1},\ldots,a_1}(n) \].
We obtain
\[ B = (-1)^k S_{(a_k,a_{k+1}),a_{k-1},\ldots,a_1}(n) = (-1)^k (S_{a_k,a_{k+1},\ldots,a_1}(n) + S_{a_k,a_{k+1},a_{k-1},\ldots,a_1}(n) + \cdots + S_{a_{k-1},\ldots,a_1,a_{k+1}}(n)) + t_B \]
where \( t_B \) is a linear combination of sums of depth less than \( k + 1 \). Summarizing we get
\[ \sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x = A + B = -(-1)^k S_{a_{k+1},a_k,\ldots,a_1}(n) + t_A + t_B \]
\[ = (-1)^{k+1} S_{a_{k+1},a_k,\ldots,a_1}(n) + t_A + t_B. \]
This completes the proof of Lemma 3.3.13.

Example 3.3.15. For \( a = (1,2,3) \),
\[ \sum_{x \in \text{part}(a)} (-1)^{\text{Length}(x)} x = -S_{1,2,3}(n) + S_{1,2}(n)S_3(n) + S_1(n)S_{2,3}(n) - S_1(n)S_2(n)S_3(n) \]
\[ = -S_{3,2,1}(n) + S_{5,1}(n) + S_{3,3}(n) - S_6(n). \]

Using the considerations above we get that Proposition 3.3.8 holds with \( S_\mathfrak{m}(n) = \text{rev}(a) \).
The harmonic sum \( S_\mathfrak{m}(n) \) originates from the branch of the recursion where always the third integral is used.
We emphasize once more that we are mainly interested in the computation of a harmonic polylogarithm for which a given harmonic sum is the most complicated harmonic sum in the Mellin transform. But first we go the other way round. We have to determine \( \text{rev}(a) \).

3.5.2.1 Finding the Most Complicated Harmonic Sum

Given: a harmonic polylogarithm \( H_m(n) \).
Find: the most complicated harmonic sum \( S_a(n) \) and its sign \( \sigma \) in \( M \left( \frac{H_m(x)}{1+x}, n \right) \).

Of course, we could just compute the Mellin transform and look for the most complicated sum in the result. However, in our considerations it is crucial that this job can be attacked directly. In general, this is possible by applying the Lemmas 3.3.13, 3.3.14 and 3.3.15 recursively. The most complicated harmonic sum originates from the branch of the recursion where always the third integral is used. Looking at the recursions in the Lemmas 3.3.13, 3.3.14 and 3.3.15 we see that there are basically two parts of the
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64 recursions: the first does not contain the factor \((-1)^i\), and the second contains this factor. If the harmonic polylogarithm is weighted by \(1/(1-x)\), then we are in the first part, otherwise if there is the factor \(1/(1+x)\), we are in the second part. We start with the following observation: If we start at the first index and go right, we see that after an index \(-1\) we are always in the second part, while we are always in the first part after an index 1. An index zero has no effect.

First we determine the sign \(\sigma\) of the most complicated harmonic sum in \(M\left(\frac{H_m(x)}{1+x}, n\right)\).

**Given:** a harmonic polylogarithm \(H_m(n)\).

**Find:** the sign \(\sigma\) of the most complicated harmonic sum \(S_a(n)\) in \(M\left(\frac{H_m(x)}{1+x}, n\right)\).

We start with \(\sigma := -1\) since there is a minus in front of all integrals in the recursions. It depends on which part of the recursion we are how the sign is changed:

Part 1 \((-1)^i\) is present

\[
\begin{align*}
1 & \quad 0 & \quad -1 \\
\sigma \to \sigma & \quad \sigma \to -\sigma & \quad \sigma \to \sigma \\
\text{stay} & \quad \text{stay} & \quad \text{goto part 2}
\end{align*}
\]

Part 2 \((-1)^i\) is not present

\[
\begin{align*}
1 & \quad 0 & \quad -1 \\
\sigma \to -\sigma & \quad \sigma \to -\sigma & \quad \sigma \to -\sigma \\
\text{goto part 1} & \quad \text{stay} & \quad \text{stay}
\end{align*}
\]

Analyzing these diagrams we notice that a zero always changes the sign, an other index just changes the sign, if the next nonzero index to the left of it is \(-1\). In addition, the first nonzero index changes the sign if the factor \(1/(1+x)\) is present, otherwise if the factor \(1/(1-x)\) is present, the sign remains unchanged. Summarizing, it is enough to count the indices less or equal zero. If there are \(k\) indices less or equal zero then the sign is:

\[
\sigma = \begin{cases} 
-(-1)^k, & \text{if } 1/(1-x) \text{ is present} \\
(-1)^k, & \text{if } 1/(1+x) \text{ is present.}
\end{cases}
\]  

(3.9)

Now we determine the index set of the most complicated sum:

**Given:** a harmonic polylogarithm \(H_m(n)\).

**Find:** the index set \(a\) of the most complicated harmonic sum \(S_a(n)\) in \(M\left(\frac{H_m(x)}{1+x}, n\right)\).

Note that the index set of the harmonic polylogarithm and its most complicated harmonic sum are closely related if we use the modified notation (Notation 2.1.4) of harmonic sums as follows. From the recursions in the Lemmas 3.4.13, 3.4.14 and 3.4.15 we get that the index set of the harmonic polylogarithm and the index set of the most complicated harmonic sum in the Mellin transform of the polylogarithm are almost equal. However, some signs may change and there is an extra index. This extra index
arises since the recursions result in a harmonic sum of the form $S_k(n)$, $k = \pm 1$ in the base case (just $1/(1-x)$ or $1/(1+x)$ and no harmonic polylogarithm is present). So we append the index 1 to the index set. How are the signs going to change? This depends again on the part of recursion we have to consider. If we are in the first part (of the diagram above) the sign is not changed, if we are in the second part, the sign is changed.

So we can proceed as follows: We go from right to the left in $m$. If the next nonzero index to the left is 1, then the actual sign of the index stays the same, otherwise if it is $-1$, the sign changes. The leftmost nonzero index keeps its sign if the factor is $1/(1-x)$, otherwise if the factor $1/(1+x)$ is present, the sign is changed. After this we switch the usual notation of harmonic sums.

**Algorithm 2** Computation of the Most Complicated Harmonic Sum in the Mellin Transform of a Weighted Harmonic Polylogarithm

```plaintext
procedure MOSTCOMPlicated($H_m(x)_{1+w \star x}$) \Comment{\(w = \pm 1\)}
a = m
Append the index 1 to \(a\)
for \(i = \text{Length}(a) \) to 1 do
  if \(a[i] \neq 0\) then
    j = i-1;
    while \(j > 0\) and \(a[j] = 0\) do
      j = j-1;
    end while
    if \(j > 0\) and \(a[j] < 0\) then
      \(a[i] = -a[i]\)
    end if
    if \(j = 0\) and \(w = 1\) then
      \(a[i] = -a[i]\)
    end if
  end if
end for
k = number of indices \(\leq 0\) in \(m\)
return $w(-1)^k S_a(n)$
end procedure
```

**Example 3.5.16.** Consider $H_{1,-1,0,1,0,-1}(x)/(1-x)$. There are 4 indices less or equal 1, so the overall sign is $-1$ by (3.9). Start with $\{1,-1,0,1,0,-1,1\}$ as the index set for the harmonic sum; we added the extra index 1. Looking at the signs of the indices we arrive at $\{1,-1,0,-1,0,-1,1\}$. So the most complicated harmonic sum in the Mellin transform of $H_{1,-1,0,1,0,-1}(x)/(1-x)$ is $-S_{1,-1,-2,-1}(n)$.

Summarizing, we end up at Algorithm 3.5.2.1 to find the most complicated harmonic sum and its sign in $M\left(\frac{H_m(x)}{1 \pm x}, n\right)$.
**Remark 3.5.17.** Due to our considerations we notice that the mapping which maps a weighted polylogarithm onto the most complicated harmonic sum in its Mellin transform is injective.

### 3.5.2.2 The Reverse Direction

We are now able to compute the *most complicated* harmonic sum in the Mellin transform of a harmonic polylogarithm. Now we are ready to consider the following problem.

**Given:** a harmonic sum $S_a(n)$.

**Find:** a harmonic polylogarithm $H_m(x)$ such that $S_a(n)$ is the *most complicated* harmonic sum in $M\left(\frac{H_m(x)}{1\pm x}, n\right)$.

Analyzing Algorithm 3.5.2.1, we notice that the number of negative indices of the *most complicated* harmonic sum in the Mellin transform of $H_m(x)/(1-x)$ is even no matter how $m$ looks like. On the other hand, this number is odd if we consider the Mellin transform of $H_m(x)/(1+x)$, again it does not matter how $m$ looks like. So we can decide how the polylogarithm has to be weighted in order to get a special harmonic sum, say $S_a(n)$, to be the *most complicated* one in the Mellin transform of the weighted polylogarithm. Knowing this, we look at $S_a(n)$ in the expanded notation and do the reverse of Algorithm 3.5.2.1: First we drop the last index, then we go from left to right; the first nonzero index changes its sign if the logarithm is weighted by $1/(1+x)$, otherwise if it is weighted by $1/(1-x)$, the first nonzero index holds its sign. The second nonzero index changes its sign if the first nonzero index is negative in the current configuration, otherwise it holds its sign. Proceeding in this manner to the last nonzero index we will get the index set $m$, such that $S_a(n)$ is the *most complicated* harmonic sum in the Mellin transform of $H_m(x)$ weighted by the already known factor. It remains to decide about the sign of the polylogarithm. In order to do that, we can use (3.9) where $k$ is the number of indices less or equal zero in $m$.

Let us summarize our considerations; compare [33]: Given a multiple harmonic sum $S_a(n)$, we want to compute a polylogarithm $H_m(x)/(1\pm x)$ such that $S_a(n)$ is the *most complicated* harmonic sum in the Mellin transform of $H_m(x)/(1\pm x)$. Let us look at the expanded index set of the harmonic sum:

- If the number of negative indices is even, set $\sigma = -1$, and there will be a factor $f = 1/(1-x)$; otherwise set $\sigma = 1$, there will be the factor $f = 1/(1+x)$.

- Drop the last index. Take the remaining indices as the indices of the polylogarithm.
• The first (leftmost) nonzero index changes its sign if \( f = 1/(1 + x) \), otherwise if \( f = 1/(1 - x) \), the first index holds its sign.

• Working from the second nonzero index to the right, each nonzero index will change its sign if the nonzero index to the left is negative, otherwise it holds its sign.

• Multiply the term by \( \sigma(-1)^k \) where \( k \) is the number of indices which are less or equal zero in the current configuration.

Remark 3.5.18. Due to our considerations we notice that the mapping, which maps a harmonic sum \( S_a(n) \) onto a weighted harmonic polylogarithm \( H_m(x)/(1 \pm x) \) such that \( S_a(n) \) is the most complicated harmonic sum in the Mellin transform of this \( H_m(x)/(1 \pm x) \), is injective. Hence, using Remark 3.5.17, it follows that the mapping which maps a weighted polylogarithm onto the most complicated harmonic sum in its Mellin transform is bijective.

3.5.3 Computation of the Inverse Mellin Transform

The computation of the inverse Mellin transform of a harmonic sum now is straightforward [33]:

• Locate the most complicated harmonic sum.

• Construct the corresponding harmonic polylogarithm.

• Add it and subtract it.

• Perform the Mellin transform to the subtracted version. This will cancel the original harmonic sum.

• Repeat the above steps until there are no more harmonic sums.

• Let \( c \) be the remaining constant term and replace it by \( M^{-1}(c) \), or equivalently, multiply \( c \) by \( \delta(1 - x) \) (see the beginning of this section).

A detailed description is given in Algorithm 3.5.3.

Example 3.5.19. Consider the sum \( S_{1,1,2,1}(n) \), which is \( S_{1,1,0,1,1}(n) \) in the expanded index set notation (see Notation 2.1.4). This sum is the most complicated harmonic sum
Algorithm 3 Inverse Mellin Transform

procedure INV_MELLIN($S_a(n), x$)  \(\triangleright x\) is argument of output function

\[ b = a \]
\[ i = \text{number of negative indices in } b \]
if \( i \) is even then
\[ f = 1/(1 - x) \]
\[ \sigma = -1 \]
else
\[ f = 1/(1 + x) \]
\[ \sigma = 1 \]
\[ b[1] = -b[1] \]  \(\triangleright\) first index of \( b \) changes sign
end if
for \( i = 2 \) to Length\( (b) \) do
if \( b[i - 1] < 0 \) then
\[ b[i] = -b[i] \]
end if
end for
transform $S_b(n)$ to its expanded notation  \(\triangleright\) See 2.1.4
drop the last index of \( b \)
\( k = \text{number of indices } \leq 0 \) in \( a \)
\[ m = S_a(n) - \sigma(-1)^k\text{MELLIN}(fH_a(x), n) \]
while \( M \) contains a harmonic sum do
\[ s = \text{most complicated harmonic sum in } M \]  \(\triangleright\) Use 3.5.6
\[ M = M - \text{INV_MELLIN}(s, x) \]
end while
multiply the constant term in \( M \) by $\delta(1 - x)$
return \( M \)
end procedure
in the Mellin transform of $H_{1,1,0,1}(x)/(1-x)$. The Mellin transform of $H_{1,1,0,1}(x)/(1-x)$ yields:

$$-4\zeta_5 - \zeta_2 S_{1,1,1}(n) + S_{1,1,2,1}(n).$$

Therefore after adding and subtracting we arrive at:

$$\frac{H_{1,1,0,1}(x)}{1-x} + 4\zeta_5 + \zeta_2 S_{1,1,1}(n).$$

Now we have to consider $S_{1,1,1}(n)$. This sum is the most complicated harmonic sum in the Mellin transform of $-H_{1,1}(x)/(1-x)$. The Mellin transform of $-H_{1,1}(x)/(1-x)$ is $S_{1,1,1}(n)$. We get:

$$\frac{H_{1,1,0,1}(x)}{1-x} + 4\zeta_5 - \zeta_2 \frac{H_{1,1}(x)}{1-x}.$$

There is no harmonic sum left. So we multiply the constant term by $\delta(1-x)$ and arrive at the inverse Mellin transform of $S_{1,1,2,1}(n)$:

$$\frac{H_{1,1,0,1}(x)}{1-x} - \zeta_2 \frac{H_{1,1}(x)}{1-x} + 4\zeta_5 \delta(1-x).$$

With HarmonicSums this can be carried out as follows:

**HarmonicSums session.**

\begin{verbatim}
In[33]:= InvMellin[S[1, 1, 2, 1, n], x]

Out[33]= 4 z5 Delta1x + \frac{z2 H[1, 1, 1, x]}{1-x} - \frac{H[1, 1, 0, 1, x]}{1-x}

In[34]:= % // ReplaceByKnownFunctions

Out[34]= 4 Delta1x z5 + \frac{z2 H[1, 1, 1, x]}{1-x} - \frac{H[1, 1, 0, 1, x]}{1-x}

In[35]:= InvMellin[S[2, -1, -1, n], x]

Out[35]= \frac{1}{1-x} \left( H[-1, 1]^2 H[0, x] + (-1)^n H[-1, 1] H[0, -1, 1] - (-1)^n H[-1, 1] H[0, -1, x] \right)

+ \frac{1}{1-x} \left( -H[-1, 1]^2 H[0, x] - H[-1, 1] H[0, -1, 1] + H[-1, 1] H[0, 1, x] + H[0, 1, -1, 1] - H[0, 1, -1, x] \right)

+ \frac{1}{1-x} \left( Delta1x (-H[-1, 1]^2 H[-1, 0, 1]) \right)

- \frac{1}{1-x} \left( -H[-1, 1]^2 H[-1, 0, 1] + H[-1, 1] H[-1, 0, -1, 1] - H[1, 1] H[0, 1, -1, 1] - H[-1, 1] H[1, 0, 1, 1] + H[1, 0, 1, -1, 1] \right)

In[36]:= % // ReplaceByKnownFunctions

Out[36]= Delta1x \frac{ln^4}{24} + \frac{Delta1x ln^2}{4} + \frac{5 Delta1x ln^2 z2}{2} + \frac{ln z2}{2} + \frac{(-1)^n ln z2}{2} \frac{1}{1-x} + \frac{Delta1x z^2}{40} + \frac{z^3}{1-x} + \frac{ln^2}{1-x} \left( \frac{1}{1-x} + \frac{(-1)^n}{1-x} \right)

+ \frac{ln^2 H[0, x]}{1-x} - \frac{(-1)^n ln H[0, -1, x]}{1-x} + \frac{ln^2 H[0, 1, x]}{1-x} - \frac{(-1)^n ln H[0, 1, -1, x]}{1-x} + \frac{H[0, 1, -1, x]}{1-x}
\end{verbatim}
3.6 Differentiation of Multiple Harmonic Sums

We are now able to calculate the inverse Mellin transform of harmonic sums. It turned out that they are usually linear combinations of harmonic polylogarithms weighted by the factors \(1/(1 \pm x)\) and they can be distribution-valued. By computing the Mellin transform of a harmonic sum we find in fact an analytic continuation of the sum to \(n \in \mathbb{R}\). For explicitly given analytic continuations see [11, 4, 5, 12, 6]. The differentiation of harmonic sums in the physics literature has been considered the first time in [11]. Worked out in [6, 8, 7] this allows us to consider differentiation with respect to \(n\), since we can differentiate the analytic continuation. Afterwards we may transform back to harmonic sums with the Mellin transform. Differentiation turns out to be relatively easy if we represent the harmonic sum using its inverse Mellin transform as the following example suggests (see [30, p.81]):

Example 3.6.1.

\[
\frac{d}{dn} \int_0^1 x^n H_{-1}(x) dx = \int_0^1 x^n \log(x) H_{-1}(x) dx = \int_0^1 x^n H_{-1,0}(x) dx + \int_0^1 x^n H_{0,-1}(x) dx.
\]

Based on this example, if we want to differentiate \(S_a(n)\) with respect to \(n\) we can proceed as follows:

- Calculate the inverse Mellin transform of \(S_a(n)\).
- Set the constants to zero and multiply the remaining terms of the inverse Mellin transform by \(H_{0}(x)\). This is in fact differentiation with respect to \(n\).
- Calculate the Mellin transform of the multiplied inverse Mellin transform of \(S_a(n)\).

Example 3.6.2. Let us differentiate \(S_{2,1}(n)\). The inverse Mellin transform is:

\[
\frac{H_{0,1}(x) - \zeta_2}{1 - x} + M^{-1}(2\zeta_3).
\]

Hence we have:

\[
S_{2,1}(n) = \int_0^1 x^n \frac{H_{0,1}(x) - \zeta_2}{1 - x} dx + \int_0^1 x^n M^{-1}(2\zeta_3) dx
\]

\[
H_{0,1}(1) = \zeta_2
\]

\[
= \int_0^1 x^n \frac{H_{0,1}(x) - H_{0,1}(1)}{1 - x} dx + \int_0^1 x^n \frac{\zeta_2 - \zeta_2}{1 - x} dx + \int_0^1 x^n M^{-1}(2\zeta_3) dx
\]

\[
= M \left( \frac{H_{0,1}(x)}{1 - x}, n \right) - M \left( \frac{\zeta_2}{1 - x}, n \right) + 2\zeta_3.
\]
Differentiating the right hand side with respect to $n$ yields:

$$\int_0^1 x^n \log(x) \frac{H_{0,1}(x) - \zeta_2}{1 - x} dx = \int_0^1 x^n \frac{H_{0,1}(x) - \zeta_2}{1 - x} dx$$

$$= \int_0^1 2x^n \frac{H_{0,0,1}(x)}{1 - x} + x^n \frac{H_{0,1,0}(x) - \zeta_2}{1 - x} dx$$

$$= 2 \int_0^1 x^n H_{0,0,1}(x) - H_{0,0,1}(1) dx + \int_0^1 x^n H_{0,1,0}(x) - H_{0,1,0}(1) dx$$

$$- \zeta_2 \int_0^1 x^n H_0(x) - H_0(1) \frac{dx}{1 - x}$$

$$= 2M \left( \frac{H_{0,0,1}(x)}{1 - x}, n \right) + M \left( \frac{H_{0,1,0}(x)}{1 - x}, n \right) - \zeta_2 M \left( \frac{H_0(x)}{1 - x}, n \right)$$

$$= \frac{7 \zeta_2^2}{10} + \zeta_2 S_2(n) - S_{2,2}(n) - 2S_{3,1}(n).$$

**Algorithm 4** Differentiation of harmonic sums

```plaintext
procedure DifferentiateHarmonicSum(S_a(n))
    h = INV_MELLIN(S_a(n), x)
    replace $\delta(1 - x)$ in h by 0
    h = H_0(x) * h
    expand all products in h
    nsun = number of summands in h
    for i = 1 to nsun do
        replace ith summand of h by MELLIN(ith summand, n)
    return h
end for
end procedure
```

The package `HarmonicSums` provides a tool to differentiate harmonic sums:

**HarmonicSums session.**

```plaintext
In[37]:= DifferentiateSSum[S[2, 1, n], n] // ReplaceByKnownFunctions
Out[37]= 7 \zeta_2^2 / 10 + \zeta_2 S[2, n] - S[2, 2, n] - 2 S[3, 1, n]

In[38]:= DifferentiateSSum[S[5, n], n] // ReplaceByKnownFunctions
Out[38]= 8 \zeta_2^3 / 7 - 5 S[6, n]

In[39]:= DifferentiateSSum[S[2, -1, 2, n], n] // ReplaceByKnownFunctions // Expand
```

```plaintext
End
```
3.6.1 Application of Differentiation

As shown in [6, 8, 7] new relations between multiple harmonic sums arise if we introduce differentiation on harmonic sums. We can now use these relations to reduce the number of basic sums we computed in the first strategy of Section 2.7 by allowing relations due to differentiation. Unfortunately we cannot adopt the second strategy since we have to know the actual values of the indices of a harmonic sum in order to differentiate it. Let us look at an example.

**Example 3.6.3.** Using only algebraic relations we have to take \( S_1(n) \) and \( S_2(n) \) into the basis, but using in addition the differential operator \( \frac{d}{dn} \) we get the following relation:

\[
\frac{d}{dn} S_1(n) = \zeta_2 - S_2(n).
\]

So we can express \( S_2(n) \) with the help of \( S_1(n) \) and we can eliminate \( S_2(n) \) from the basis. In general we can express all sums of depth one by \( \frac{d^i}{dn^i} S_{\pm 1}(n) \) with \( i \geq 0 \); see [6].

As indicated in the previous example for \( S_2(n) \) we proceed as follows. First we fix an algebraic basis in which we can represent our expression (see the first strategy in Section 2.7). For each multiple harmonic sum \( S_a(n) \) in the algebraic basis we try to find another multiple harmonic sum \( S_b(n) \) such that \( S_b(n) \) is less complicated than \( S_a(n) \) and such that \( S_a(n) \) is a most complicated harmonic sum in \( \frac{d}{dn} S_b(n) \). We can do this by computing the inverse Mellin transform of \( S_a(n) = S_{a_1, a_2, \ldots, a_k}(n) \). There we look for the most complicated harmonic polylogarithm. We call a harmonic polylogarithm most complicated if it is the polylogarithm with the largest weight or in the case of identical weights it has the largest number of nonzero indices [33]. If at least one of the indices of the most complicated harmonic polylogarithm \( H_{m}(x) \) is zero (so if \( H_{m}(x) = H_{m_1, 0, m_2}(x) \)), then we can find a harmonic sum \( S_b(n) \) with the desired property, since we differentiate by multiplying \( H_0(x) \). The harmonic sum \( S_b(n) \) is just the most complicated one in the Mellin transform of \( H_{m_1, m_2}(x) \) weighted by the same factor as \( H_m(x) \) in the inverse Mellin transform of \( S_a(n) \). Hence, due to the consideration in Section 3.5 it is clear that the found harmonic sum satisfies the desired property. In fact, if there is an index \( a_l \) of \( S_a(n) \) which is not equal to \( \pm 1 \), we will find \( S_b(n) \) with \( b = (a_1, \ldots, a_l-1, \text{sign}(a_l)(|a_l| - 1), a_{l+1}, \ldots, a_k) \).
Table 3.1: Number of harmonic sums, and the respective numbers of basic sums by which all sums can be expressed using the algebraic (a-basic) or algebraic and differential relations (d-basic) in dependence on their weight; see [5, 6, 8, 7].

| Weight | Number of Sums | a-basic sums | d-basic sums |
|--------|----------------|-------------|--------------|
| 1      | 2              | 2           | 2            |
| 2      | 6              | 3           | 1            |
| 3      | 18             | 8           | 5            |
| 4      | 54             | 18          | 10           |
| 5      | 162            | 48          | 30           |
| 6      | 486            | 116         | 68           |

Example 3.6.4. We consider the sum $S_{4,2}(n)$. We can use both $S_{3,2}(n)$ or $S_{4,1}(n)$ to get relations for $S_{4,2}(n)$:

\[
\frac{d}{dn} S_{3,2}(n) = 2\zeta_3^2 + 2\zeta_3 S_3(n) - 2S_{3,1}(n) - 3S_{4,2}(n) \\
\frac{d}{dn} S_{4,1}(n) = \frac{118\zeta_3^3}{105} - \zeta_3^2 + \zeta_2 S_4(n) - S_{4,2}(n) - 4S_{5,1}(n)
\]

We use all these new relations to reduce the number of sums in the basis as far as possible. Summarizing, $S_b(n)$ is less complicated than $S_a(n)$ (which we want to eliminate) and all additionally introduced sums are not more complicated than $S_a(n)$. In this way we can successively eliminate the original given algebraic basis to a basis whose sums are algebraically independent and where as much sums as possible can be eliminated by the differential operator. In Table 3.1 we can see how the number of basic sums reduces in comparison to the use of algebraic relations only; compare [8, 7]. For the package HarmonicSums tables up to weight 6 are available.

HarmonicSums session.

\[
\text{In[40]:=} \text{ReduceToBasis}[S[1, 2, -2, n], \text{UseDifferentiation} \rightarrow True]
\]

\[
\text{Out[40]=} \frac{7 z^2 x^3}{12} - \frac{5 z^5}{24} - \frac{2 z^2 \text{Diff}[S[-1, n], n, 2]}{\text{z2 Diff}[S[1, n], n, 2]} - \frac{3 \text{Diff}[S[-1, n], n, 1]}{\text{Diff}[S[1, n], n, 2]} - \frac{72}{6} \text{Diff}[S[-1, n], n, 1] + \frac{3}{6} \text{Diff}[S[2, 1, n], n, 1] - \text{Diff}[S[-2, 2, n, n, 1, 1]] + \frac{4 S[-3, 2, n]}{3} + \text{S}[1, n] S[2, -2, n] + \frac{z^2 S[2, 1, n]}{2} + \text{Diff}[S[-1, n], n, 1] S[2, 1, n] + S[-2, 2, 1, n]
\]

Here $\text{Diff}[f(x), x, i] := \frac{d^i f(x)}{dx^i}$.
Chapter 4

Half-Integer Relations

In this chapter we allow besides the upper index \( n \), the index \( \frac{n}{2} \) (or equivalently the index \( 2n \)) in the multiple harmonic sums. As it turns out, this leads to additional relations by using the operator \( \text{Half}(f(x), x) = f\left(\frac{x}{2}\right) \). Such relations have been determined in [6, 8, 7, 11] by exploiting properties of the Mellin transform. Here we follow a different approach. We start with the following lemma, it has already been used in [11].

**Lemma 4.1.1.** Let \( n, m, a \in \mathbb{N} \). Then the following relation holds:

\[
S_a(2n) - S_{-a}(2n) = \frac{1}{2^{a-1}}S_a(n). \tag{4.1}
\]

**Proof.** For \( n \in \mathbb{N} \),

\[
S_{-a}(2n) = \sum_{i=1}^{2n} \frac{(-1)^i}{i^a} = \sum_{i=1}^{n} \left( \frac{1}{(2i)^a} - \frac{1}{(2i-1)^a} \right) = \frac{1}{2^a}S_a(n) - \sum_{i=1}^{n} \frac{1}{(2i-1)^a}
\]

\[
= \frac{1}{2a}S_a(n) - \sum_{i=1}^{n} \left( \frac{1}{(2i)^a} + \frac{1}{(2i-1)^a} - \frac{1}{(2i)^a} \right)
\]

\[
= \frac{1}{2a}S_a(n) - S_a(2n) + \frac{1}{2^a}S_a(n)
\]

\[
= \frac{1}{2a-1}S_a(n) - S_a(2n).
\]

\[\square\]

**Theorem 4.1.2.** (see [41]) Let \( n, m \in \mathbb{N} \) and \( a_i \in \mathbb{N} \) for \( i \in \mathbb{N} \). Then we have the following relation:

\[
\sum S_{\pm a_m, \pm a_{m-1}, ..., \pm a_1}(2n) = \frac{1}{2^{\sum_{i=1}^{m}a_i-m}}S_{a_m, a_{m-1}, ..., a_1}(n) \tag{4.2}
\]

where we sum on the left hand side over the \( 2^m \) possible combinations concerning \( \pm \).
Proof. We proceed by induction on the depth $m$ of the multiple harmonic sums. In Lemma 4.1.1 we have already proven the case $m = 1$. Let’s assume (4.2) holds for $m$:

$$
\sum S_{\pm a_{m+1}, \pm a_m, \ldots, \pm a_1} = \sum_{i=1}^{n} \left( \frac{1}{2^i} \right)^{a_{n+1}} \sum S_{\pm a_m, \pm a_{m-1}, \ldots, \pm a_1} + \sum_{i=1}^{n} \left( \frac{(-1)^{2i}}{2^i} \right)^{a_{n+1}} \sum S_{\pm a_m, \pm a_{m-1}, \ldots, \pm a_1} + \sum_{i=1}^{n} \left( \frac{(-1)^{2i+1}}{2^i - 1} \right)^{a_{n+1}} \sum S_{\pm a_m, \pm a_{m-1}, \ldots, \pm a_1}
$$

Hence (4.2) holds for $m + 1$.

Example 4.1.3. For $n \in \mathbb{N}$,

$$
\frac{1}{8} S_{2,3}(n) = S_{2,3}(2n) + S_{2,-3}(2n) + S_{-2,3}(2n) + S_{-2,-3}(2n).
$$

Similar to Section 3.6.1 we use all these new relations to reduce the number of sums in the basis as far as possible. In the Tables 4.1 and 4.2 we can see how the number of basic sums reduces if we use algebraic relations and half-integer relations in comparison to the use of algebraic relations only. If we use all three types of relations, namely algebraic, differential and half-integer relations, the number of basic sums reduces further as we can see in the Tables 4.1 and 4.2.

Example 4.1.4. From Example 3.6.3 we know that all harmonic sums of depth one can be expressed by the two sums $S_1(n)$ and $S_{-1}(n)$ by using differentiation. From Theorem 4.2 we get:

$$
S_{-1}(2n) = S_1(2n) - S_1(n).
$$

Hence we can express $S_{-1}(n)$ by $S_1(n)$ and $S_1(n/2)$, and we can represent all harmonic sums of depth one by $S_1(n)$ using differentiation and half-integer relations.

For the package HarmonicSums tables using algebraic and half-integer relations up to weight 6 are available. We remark that all sums (d-, h-, dh-basic sums) in the Tables
Table 4.1: Number of harmonic sums, and the respective numbers of basic sums by which all sums can be expressed using algebraic (a-basic sums), differential (d-basic sums) and/or half-integer relations (h-basic/ dh-sums); see [5, 6, 8, 7].

Table 4.2: Number of sums, which do not contain the index \{-1\} and the respective numbers of basic sums by which all sums can be expressed; see [5, 6, 8, 7].

4.1 and 4.2 are algebraically independent by construction. In [8] the representations of the dh-basic sums (up to weight 5) have been established with a different approach.

Moreover tables using all three types of relations up to weight 6 are available.

| Weight | Sums | a-basic sums | d-basic sums | h-basic sums | dh-basic sums |
|--------|------|--------------|--------------|-------------|--------------|
| 1      | 2    | 2            | 2            | 1           | 1            |
| 2      | 6    | 3            | 1            | 2           | 1            |
| 3      | 18   | 8            | 5            | 6           | 4            |
| 4      | 54   | 18           | 10           | 15          | 9            |
| 5      | 162  | 48           | 30           | 42          | 27           |
| 6      | 486  | 116          | 68           | 107         | 65           |

| Weight | Sums \(-\{1\}\) | a-basic sums | d-basic sums | dh-basic sums |
|--------|-----------------|--------------|--------------|--------------|
| 1      | 1               | 1            | 1            | 1            |
| 2      | 3               | 2            | 1            | 0            |
| 3      | 7               | 4            | 2            | 2            |
| 4      | 17              | 7            | 3            | 3            |
| 5      | 41              | 16           | 10           | 9            |
| 6      | 99              | 30           | 17           | 17           |
Further investigations in this direction in connection with Chapter 6 are in progress [1].
Chapter 5

Summation of Multiple Harmonic Sums

With the package \texttt{Sigma} \cite{36} we can simplify nested sums such that the nested depth is optimal and the degree of the denominator is minimal. This is possible due to a refined summation theory \cite{39, 37} of \Pi\Sigma-fields \cite{22}. In the following we want to find sum representations of such simplified nested sums in terms of harmonic sums as much as it is possible. Inspired by \cite{35} for harmonic numbers and \cite{28, 41} we consider sums of the form

\[ \sum_{i=1}^{n} s r(i) \]

where \( s \in S(i) \) or \( s \in S(i)[(-1)^i] \) and \( r(i) \) is a rational function in \( i \). We can use the quasi-shuffle algebra property of the multiple harmonic sums to split such sums into sums of the form

\[ \sum_{i=1}^{n} r(i) S_a(i) \] \hspace{1cm} (5.2)

or

\[ \sum_{i=1}^{n} (-1)^i r(i) S_a(i) \] \hspace{1cm} (5.3)

where \( r(i) \) is a rational function in \( i \).

In this chapter we will present new formulas to rewrite sums of the form (5.2) and (5.3) and we will show how we can use these formulas in combination with \texttt{Sigma}. In the following we consider the problem:

\textbf{Given:} a sum \( \sigma \) of the form (5.1).

\textbf{Find:} as much as possible a representation of \( \sigma \) in terms of harmonic sums.
5.1 Polynomials in the Summand

First we consider the case that \( r(i) \) is a polynomial in \( \mathbb{Z}[i] \), i.e., \( r(i) = p_m i^m + \ldots + p_1 i + p_0 \) with \( p_k \in \mathbb{Z} \). Here we generalize the harmonic sum case from depth 1 [35] to arbitrary depth. If we are able to work out the sum for any power of \( i \) times a multiple harmonic sum (i.e., \( \sum_{i=1}^{n} i^m S_a(i) \) or \( \sum_{i=1}^{n} (-1)^i i^m S_a(i), m \in \mathbb{N} \)), we can work out the sum for each polynomial \( r(i) \). Let us start with \( m = 0 \) where the factor \((-1)^i\) is present.

**Theorem 5.1.1.** Let \( n \in \mathbb{N} \) and \( a_k \in \mathbb{Z}/\{0\} \). Then

\[
\sum_{i=1}^{n} (-1)^i S_{a_1,a_2,...}(i) = \frac{1}{2} \left( S_{-a_1,a_2,...}(n) + (-1)^n S_{a_1,a_2,...}(n) \right).
\]

**Proof.** For \( n \in \mathbb{N} \)

\[
\sum_{i=1}^{n} (-1)^i S_{a_1,a_2,...}(i) = \sum_{i=1}^{n} (-1)^i \sum_{j=1}^{i} \text{sign}(a_1)^j S_{a_2,a_3,...}(j)
= \sum_{j=1}^{n} \text{sign}(a_1)^j S_{a_2,a_3,...}(j) \sum_{i=j}^{n} (-1)^i
= \sum_{j=1}^{n} \text{sign}(a_1)^j S_{a_2,a_3,...}(j) \left( (-1)^j + (-1)^n \right) \frac{1}{2}
= \frac{1}{2} \left( S_{-a_1,a_2,...}(n) + (-1)^n S_{a_1,a_2,...}(n) \right).
\]

\( \Box \)

When \( m = 0 \) and the factor \((-1)^i\) is not present we have to distinguish between several cases. In order to find this identities C. Schneider’s Sigma package played a decisive role.

**Theorem 5.1.2.** Let \( k, n, l \in \mathbb{N} \) and \( a_j \in \mathbb{Z}/\{0\} \). Then \( \sum_{i=1}^{n} S_{a_1,a_2,...,a_l}(i) \) can be simplified as follows.

\(|a_1| \geq 2 : \)

\[
\sum_{i=1}^{n} S_{a_1,a_2,...,a_l}(i) = (n+1)S_{a_1,a_2,...,a_l}(n) - S\text{sign}(a_1)(|a_1|-1)_{a_2,...,a_l}(n);
\]

\( a_1 = -1 : \)

\[
\sum_{i=1}^{n} S_{-1,a_2,a_3,...,a_l}(i) = (n+1)S_{-1,a_2,a_3,...,a_l}(n) - \frac{1}{2} \left( S_{-a_2,a_3,...,a_l}(n) + (-1)^n S_{a_2,a_3,...,a_l}(n) \right);
\]
\[ a_j = 1, \ 1 \leq j \leq l : \]
\[ \sum_{i=1}^{n} S_{1,1,\ldots,1}(i) = (n+1) \left( S_{1,1,\ldots,1}(n) - S_{1,1,\ldots,1}(1) + \cdots + (-1)^{l-1}S_{1}(n) + (-1)^{l} \right) \]
\[ + (-1)^{l+1} ; \]

\[ a_j = 1, \ 1 \leq j \leq l, a_{l+1} = -1 : \]
\[ \sum_{i=1}^{n} S_{1,1,\ldots,1,-1}(i) = (n+1) \left( S_{1,1,\ldots,1,-1}(n) - S_{1,1,\ldots,1,-1}(1) + \cdots + (-1)^{l}S_{-1}(n) \right) \]
\[ + \frac{(-1)^{l}}{2} (1 - (-1)^{n}) ; \]

\[ a_j = 1, \ 1 \leq j \leq l, a_{l+1} = -1 : \]
\[ \sum_{i=1}^{n} S_{1,1,\ldots,1,-1,\ldots,(i)} = (n+1) \left( S_{1,1,\ldots,1,-1,\ldots,\ldots}(n) - S_{1,1,\ldots,1,-1,\ldots,\ldots}(1) + \cdots + (-1)^{l}S_{-1,\ldots,\ldots}(n) \right) \]
\[ + \frac{(-1)^{l+1}}{2} \left( S_{-1,\ldots,\ldots}(n) + (-1)^{n}S_{\ldots,\ldots}(n) \right) ; \]

\[ a_j = 1, \ 1 \leq j \leq l, |a_{l+1}| \geq 2 : \]
\[ \sum_{i=1}^{n} S_{1,1,\ldots,1,a_{l+1}a_{l+2},\ldots}(i) = (n+1) \left( S_{1,1,\ldots,1,a_{l+1}a_{l+2},\ldots}(n) - S_{1,1,\ldots,1,a_{l+1}a_{l+2},\ldots}(1) + \cdots + (-1)^{l}S_{a_{l+1},\ldots,\ldots}(n) \right) \]
\[ + (-1)^{l+1}S_{\text{sign}(a_{l+1})\left(|a_{l+1}|-1\right)a_{l+2},\ldots}(n). \]

**Proof.** We give a proof of the first and the third identity all the other identities follow similarly. First let \(|a_1| \geq 2: \)
\[ \sum_{i=1}^{n} S_{a_1,a_2,\ldots}(i) = \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{\text{sign}(a_1)^j}{j|a_1|} S_{a_2,a_3,\ldots}(j) \]
\[ = \sum_{j=1}^{n} \frac{\text{sign}(a_1)^j}{j|a_1|} S_{a_2,a_3,\ldots}(j) \sum_{i=j}^{n} 1 \]
\[ = \sum_{j=1}^{n} \frac{\text{sign}(a_1)^j}{j|a_1|} S_{a_2,a_3,\ldots}(j)(n+1-j) \]
\[ = (n+1)S_{a_1,a_2,\ldots}(n) - S_{\text{sign}(a_1)(|a_1|-1),a_2,\ldots}(n). \]
Consider the third identity, i.e., \( a_j = 1, \ 1 \leq j \leq l \): We proceed by induction on the depth \( l \). For \( l = 1 \), the right hand side is \((n + 1)S_1(n) - n\) and the left hand side gives:

\[
\sum_{i=1}^{n} S_1(i) = \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{1}{j} = \sum_{j=1}^{n} \sum_{i=j}^{n} \frac{1}{j} = \sum_{j=1}^{n} \frac{1}{j} (n + 1 - j) = (n + 1)S_1(n) - \sum_{j=1}^{n} 1
\]

Now assume that the third identity holds for depth \( \leq l - 1 \). Then

\[
\sum_{i=1}^{n} S_{1,1,\ldots,1}(i) = \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{1}{j} S_{1,1,\ldots,1}(j) = \sum_{j=1}^{n} \sum_{i=j}^{n} \frac{1}{j} S_{1,1,\ldots,1}(j) \sum_{i=j}^{n} 1
\]

\[
= \sum_{j=1}^{n} \frac{1}{j} S_{1,1,\ldots,1}(j)(n + 1 - j) = (n + 1)S_{1,1,\ldots,1}(n) - \sum_{i=1}^{n} S_{1,1,\ldots,1}(i)
\]

\[
= (n + 1)S_{1,1,\ldots,1}(n) - (n + 1)\left( S_{1,1,\ldots,1}(n) - S_{1,1,\ldots,1}(n) \right) + \cdots
\]

\[
+ (-1)^{l-2}S_1(n) + (-1)^{l-1} - (-1)^l
\]

\[
= (n + 1)\left( S_{1,1,\ldots,1}(n) - S_{1,1,\ldots,1}(n) \right) + \cdots + (-1)^{l-1}S_1(n) + (-1)^l
\]

\[
+ (-1)^{l+1}.
\]

Therefore the identity holds for \( l \) and we finished the proof of the third identity. \( \square \)

In general, for \( m \geq 1 \) we can use the following theorem.

**Theorem 5.1.3.** Let \( k, \ n \in \mathbb{N} \) and \( a_i \in \mathbb{Z}/\{0\} \). Then

\[
\sum_{i=1}^{n} i^k S_{a_1,a_2,\ldots}(i) = S_{a_1,a_2,\ldots}(n) \sum_{i=1}^{n} i^k - \sum_{j=1}^{n} \text{sign}(a_1)^j S_{a_2,a_3,\ldots}(i) \sum_{i=1}^{j-1} i^k,
\]

\[
\sum_{i=1}^{n} (-1)^i i^k S_{a_1,a_2,\ldots}(i) = S_{a_1,a_2,\ldots}(n) \sum_{i=1}^{n} (-1)^i i^k - \sum_{j=1}^{n} S_{a_2,a_3,\ldots}(i) \sum_{i=1}^{j-1} (-1)^i i^k.
\]

**Proof.** We just give a proof for the first equality. The second follows analogously.

\[
\sum_{i=1}^{n} i^k S_{a_1,a_2,\ldots}(i) = \sum_{i=1}^{n} i^k \sum_{j=1}^{i} \frac{1}{j} S_{a_2,a_3,\ldots}(i) \sum_{i=1}^{j-1} i^k
\]

\[
= \sum_{j=1}^{n} \text{sign}(a_1)^j S_{a_2,a_3,\ldots}(i) \sum_{i=j}^{n} i^k.
\]
\[
\begin{align*}
\sum_{j=1}^{n} \frac{\text{sign}(a_1)jS_{a_2,a_3,\ldots}(i)}{j|a_1|} \left( \sum_{i=1}^{n} i^k - \sum_{i=1}^{j-1} i^k \right) \\
= S_{a_1,a_2,\ldots}(n) \sum_{i=1}^{n} i^k - \sum_{j=1}^{n} \frac{\text{sign}(a_1)jS_{a_2,a_3,\ldots}(i)}{j|a_1|} \sum_{i=1}^{j-1} i^k.
\end{align*}
\]

Since the sums \(\sum_{i=1}^{n} (-1)^i i^k\) and \(\sum_{i=1}^{n} i^k\) can be expressed as a polynomial in \(n\), together with a factor \((-1)^n\), we can apply Theorem 5.1.3 recursively and we end up at sums over harmonic sums that can be handled in Theorem 5.1.1 or Theorem 5.1.2.

Summarizing, we can always work out the sums \(\sum_{i=1}^{n} r(i)S_{a}(i)\) and \(\sum_{i=1}^{n} (-1)^i r(i)S_{a}(i)\) where \(r(i)\) is a polynomial; the result will be a combination of multiple harmonic sums in the upper summation index \(n\), rational functions in \(n\) and the factor \((-1)^n\).

**Example 5.1.4.** For \(n \in \mathbb{N}\)

\[
\sum_{i=1}^{n} i^2 S_{2,1}(i) = \frac{-7n + n^2}{12} + \frac{(3 + 2n - n^2)}{6} S_{1,n} - \frac{S_{1,1}(n)}{6} + \frac{n (1 + n) (1 + 2n)}{6} S_{2,1}(n).
\]

Our method is built in[inHarmonicSums](HarmonicSums) with th function call TransformToSSums.

**HarmonicSums session.**

\[
\begin{align*}
&b[a3]=\text{TransformToSSums}[\sum_{i=1}^{n} i^4 S[2, 1, i]] \\
&c[a4]=\frac{1}{720} (-44n + 81n^2 - 46n^3 + 9n^4) + \frac{1}{60} (-5n + 2n^3 + 4n^3 - 3n^4) S[1, n] + \frac{1}{30} S[1, 1, n] + \frac{1}{30} (1 + n)(1 + 2n)(-1 + 3n + 3n^2) S[2, 1, n]
\end{align*}
\]

### 5.2 Special Rational Functions in the Summand

Next we consider the case \(r(i) = 1/(i + c)^p\), where \(c \in \mathbb{N}\) is a fixed number. First we look at sums of the form \(S_{a}(n + c)\), compare [28].

**Lemma 5.2.1.** Let \(c, n, k \in \mathbb{N}\), \(a_j \in \mathbb{Z}/\{0\} \) for \(j \in \{1, 2, \ldots, k\}\) . Then for \(n \geq 0\)

\[
S_{a_1,a_2,\ldots,a_k}(n + c) = S_{a_1,a_2,\ldots,a_k}(n) + \sum_{j=1}^{c} \frac{\text{sign}(a_1)j^{n}}{(j + n)|a_1|} S_{a_2,\ldots,a_k}(n + j), \quad (5.5)
\]

\]
and \( n \geq c, \)

\[
S_{a_1, a_2, \ldots, a_k}(n - c) = S_{a_1, a_2, \ldots, a_k}(n) + \sum_{j=1}^{c} \text{sign}(a_1)^{j+n-c} (j + n - c)^{|a_1|} S_{a_2, \ldots, a_k}(n - c + j). \quad (5.6)
\]

**Proof.** We only proof the first identity:

\[
S_{a_1, a_2, \ldots, a_k}(n + c) = \sum_{j=1}^{n+c} \frac{\text{sign}(a_1)^j}{j^{|a_1|}} S_{a_2, \ldots, a_k}(j) = S_{a_1, a_2, \ldots, a_k}(n) + \sum_{j=n+1}^{n+c} \frac{\text{sign}(a_1)^j}{j^{|a_1|}} S_{a_2, \ldots, a_k}(j) = S_{a_1, a_2, \ldots, a_k}(n) + \sum_{j=1}^{c} \frac{\text{sign}(a_1)^{j+n}}{(j + n)^{|a_1|}} S_{a_2, \ldots, a_k}(n + j).
\]

Since the multiple harmonic sum on the right sides of (5.5) and (5.6) have reduced depth, we can relate a sum of the form \( S_{a}(n \pm c) \) to sums of the form \( S_{a}(n) \) by recursive application of (5.5) or (5.6). Namely, we can use this lemma to work out sums of the form

\[
\sum_{i=1}^{n} \frac{S_{a}(i)}{(i + c)^m} \quad \text{or} \quad \sum_{i=1}^{n} (-1)^i \frac{S_{a}(i)}{(i + c)^m}.
\]

We shift the summation index:

\[
\sum_{i=c+1}^{n+c} \frac{S_{a}(i - c)}{i^m} \quad \text{or} \quad \sum_{i=c+1}^{n+c} (-1)^i \frac{S_{a}(i - c)}{i^m}.
\]

and afterwards we use (5.6) to relate the sum \( S_{a}(i - c) \) to \( S_{a}(i) \). Similarly we can work out sums with \( i - i \) in the denominator i.e.,

\[
\sum_{i=1+c}^{n} \frac{S_{a}(i)}{(i - c)^m} \quad \text{or} \quad \sum_{i=1+c}^{n} (-1)^i \frac{S_{a}(i)}{(i - c)^m}.
\]

**Example 5.2.2.** For \( \epsilon \in \mathbb{N}, \)

\[
\sum_{i=1}^{n} (-1)^i \frac{S_{2,3}(i)}{i+1} = \sum_{i=2}^{n+1} (-1)^{i+1} \frac{S_{2,3}(i - 1)}{i} = -\sum_{i=2}^{n+1} (-1)^i \frac{S_{3}(i)}{i^2} + S_{2,3}(i)
\]

\[
= \sum_{i=2}^{n+1} \left( (-1)^i \frac{S_{3}(i)}{i^3} - (-1)^i \frac{S_{2,3}(i)}{i} \right)
\]
\[
\begin{align*}
\sum_{i=2}^{n+1} \frac{(-1)^i S_3(i)}{i^3} &= \sum_{i=2}^{n+1} \frac{(-1)^i S_{2,3}(i)}{i} \\
&= S_{-3,3}(n + 1) + 1 - S_{-3,2,3}(n + 1) - 1 \\
&= S_{-3,3}(n) + \frac{(-1)^n S_{2,3}(n)}{1 + n} - S_{-1,2,3}(n).
\end{align*}
\]

5.3 General Rational Functions in the Summand

If we want to work out sums of the form (5.2) or (5.3) for a general rational function \( r(n) = \frac{p(n)}{q(n)} \), where \( p(n) \) and \( q(n) \) are polynomials, we can combine these strategies. We start as follows:

If the degree of \( p \) is greater than the degree of \( q \) we compute polynomials \( \overline{r}(n) \) and \( \overline{q}(n) \) such that \( r(n) = \overline{r}(n) + \frac{\overline{p}(n)}{\overline{q}(n)} \) and the degree of \( \overline{p}(n) \) is smaller than the degree of \( q \). We split the sum into two parts, i.e., into

\[
\sum_{i=1}^{n} r(i)S_a(i) = \sum_{i=1}^{n} \overline{r}(i)S_a(i) + \sum_{i=1}^{n} \frac{\overline{p}(i)}{\overline{q}(i)} S_a(i)
\]

or

\[
\sum_{i=1}^{n} (-1)^i r(i)S_a(i) = \sum_{i=1}^{n} (-1)^i \overline{r}(i)S_a(i) + \sum_{i=1}^{n} (-1)^i \frac{\overline{p}(i)}{\overline{q}(i)} S_a(i).
\]

The first sum can be done using Theorems 5.1.1, 5.1.2 and 5.1.3. For the second sum we proceed as follows:

1. Factorize the denominator \( q(n) \) over \( \mathbb{Q} \).

2. Let \( A \) be the product of all factors of the form \((i + c)^m\) with \( m \in \mathbb{N} \) and \( c \in \mathbb{Z} \), and let \( B \) be the product of all remaining factors such that \( A(n)B(n) = q(n) \).

3. For example with the extended Euclidean algorithm (see Remark 5.3.2) we compute polynomials \( s(n) \) and \( t(n) \) such that \( s(n)A(n) + t(n)B(n) = \overline{p}(n) \). This is always possible since \( A \) and \( B \) are relatively prime. Hence we get

\[
\frac{\overline{p}}{q} = \frac{t}{A} + \frac{s}{B}.
\]
4. Split the sum into two sums, each sum over one fraction, i.e.,

\[
\sum_{i=1}^{n} \frac{p(i)}{q(i)} S_a(i) = \sum_{i=1}^{n} \frac{t}{A} S_a(i) + \sum_{i=1}^{n} \frac{s}{B} S_a(i)
\]

or

\[
\sum_{i=1}^{n} (-1)^i \frac{p(i)}{q(i)} S_a(i) = \sum_{i=1}^{n} (-1)^i \frac{t}{A} S_a(i) + \sum_{i=1}^{n} (-1)^i \frac{s}{B} S_a(i).
\]

5. The sum with the denominator \(B\) remains untouched (for details see Remark 5.3.1). We can now do a complete partial fraction decomposition to the first summand and split the sum such that we sum over each fraction separately.

6. Each of these new sums can be expressed in terms of harmonic sums following Subsection 5.1.

7. We end up in a combination of rational functions in \(n\), harmonic sums with upper index \(n\), the factor \((-1)^n\) and perhaps a sum over the fraction with denominator \(B\).

Remark 5.3.1. In our implementation the sum \(\sum_{i=1}^{n} \frac{s}{i} S_a(i)\) is passed further to Schneider’s Sigma package. The underlying difference field and difference ring algorithms [39, 38, 37] can simplify those sums further to sum expressions where the denominator has minimal degree. The result of Sigma is again passed to the package HarmonicSums. If possible, it finds a closed form in terms of harmonic sums.

Remark 5.3.2. In our implementation we do not use the extended Euclidean algorithm since it turned out that it is faster to construct a partial fraction decomposition with unknown coefficients. After clearing the denominators we have to solve the linear system of equations which we get by coefficient comparison.

Example 5.3.3. Let us give several examples using the package HarmonicSums; the first sum is without a ‘bad’ part:

HarmonicSums session.

\[
\text{In}[44] = \text{TransformToSSums}\left[\sum_{i=1}^{n} \frac{i S[2,3,i]}{6 + 5 i + i^3}\right]
\]

\[
\text{Out}[44] = \frac{3 n}{4 (1 + n)} - \frac{3 S[2,n]}{4} + \frac{(-11 - n + 3 n^2) S[3,n]}{4 (1 + n) (2 + n)} + \frac{7 S[4,n]}{4} + \frac{(-19 n - 20 n^2 - 5 n^3) S[2,3,n]}{2 (1 + n) (2 + n) (3 + n)} - 
\]

\[
\text{In}[45] = \text{TransformToSSums}\left[\sum_{i=1}^{n} \frac{i S[2,3,i]}{3 + 5 i + 2 i^2}\right]
\]
Out[4]= $-3 \sum_{i=1}^{n} \frac{1}{i^2} S[3, i]$

\[ + \frac{(4 + 4 n) \left( \sum_{i=1}^{n} \frac{1}{i^3} \right) - 2 S[1, 3, n] - 2 n S[1, 3, n]}{3 (1 + n)} \]

\[ - 3 n S[2, 3, n] + \left( \sum_{i=1}^{n} \frac{1}{i^3} \right) (9 S[2, 3, n] + 9 n S[2, 3, n]) + 3 n S[3, 3, n] + 3 n S[3, 3, n] \]

\[ \frac{3 (1 + n)}{3 (1 + n)} \]

Of course we can also work out more difficult nested sums:

\[ \text{In[46]:=} \text{TransformToSSums}\left[ \sum_{i=1}^{n} \sum_{j=1}^{i} j \sum_{j=1}^{i} \frac{j^2}{i(i + 1)^3} \right] \]

\[ \text{Out[46]=} \frac{45 n + 67 n^2 + 66 n^3 + 48 n^4 + 19 n^5 + 3 n^6}{4 (1 + n)^5 (2 + n)} \]

\[ + \frac{3 (1 + 6 n + 4 n^2 + n^3) S[1, n]}{2 (1 + n)^4} - 2 S[2, n] + \]

\[ \frac{-2 S[1, {3}, n]}{2 (1 + n)^3} \]

\[ - 2 S[2, 1, 1, n] - 2 S[2, 2, 1, n] - 3 S[3, 1, 1, n] - 2 S[3, 2, 1, n] + \]

\[ 2 S[2, 1, 1, n] + 2 S[3, 1, 1, n] \]

We can also work out S-sums:

\[ \text{In[47]:=} \text{TransformToSSums}\left[ \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{3 + 2 n}{i(i + 1)^2} \right] \]

\[ \text{Out[47]=} \frac{-3 (2 - 2^{1+n} 3^n + 4 n - 6^n n + 2 n^2)}{(1 + n)^2} + \frac{3^{1+n} (7 + 10 n + 4 n^2)}{(2 + 3 n + n^3)^2} \]

\[ - \frac{5 S[1, {6}, n]}{2} \]

\[ - \frac{S[2, {6}, n]}{2} - S[3, {6}, n] + S[2, 1, {3}, 2, n] \]

Of course not all sums can be rewritten in terms of harmonic sums:

\[ \text{In[48]:=} \text{TransformToSSums}\left[ \sum_{i=1}^{n} \frac{1}{i(i + 1)} \right] \]

\[ \text{Out[48]=} \sum_{i=1}^{n} \left( - \frac{1}{i(i + 1)} + \frac{S[1, i]}{i i} \right) \]
Chapter 6

An Example from Particle Physics

Single scale quantities as anomalous dimensions and hard scattering cross section in renormalizable quantum field theories are found to obey difference equations of finite order in Mellin space. In [9, 10] a formalism is established to construct general solutions for these quantities from a sufficiently large number of fixed moments. From the given moments a recurrence relation is established and solved in terms of the Mellin parameter $N$, finite harmonic sums and their generalizations at finite values of $N$ and in the limit $N \to \infty$. In these computation our package HarmonicSums contributed as follows.

E.g., for the $C_{A}C_{F}N_{F}$-term of the 3-loop non-singlet splitting function $P_{NS,2}^-$, see [9], Sigma solved a recurrence of order 7 and found the following closed form evaluation [9, Exp. 5].

$$
P := P_{NS,2}^-$ \equiv \frac{2 (1086N^7 + 3258N^6 + 2129N^5 - 288N^4 - 67N^3 - 206N^2 - 156N + 144)}{27N^3(N + 1)^3} \\
\frac{32 (8N^4 + 33N^3 + 53N^2 + 25N + 3)}{9N(N + 1)^4} (-1)^N + \frac{16}{3} \sum_{i=1}^{N} \frac{1}{i^3} + \frac{32}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i^4} \\
\frac{-16 (10N^2 + 10N + 3)}{9N(N + 1)} \sum_{i=1}^{N} \frac{(-1)^i}{i^3} + \frac{1336}{27} \sum_{i=1}^{N} \frac{1}{i^2} - \frac{64 (8N^2 + 8N + 3)}{9N(N + 1)} \sum_{i=1}^{N} \frac{(-1)^i}{i} \\
+ \frac{16 (4N^6 + 88N^5 + 314N^4 + 412N^3 + 201N^2 + 16N - 12)}{9N^2(N + 1)^2(N + 2)^2} \sum_{i=1}^{N} \frac{(-1)^i}{i^2} \\
+ \left( -\frac{8 (14N^2 + 14N + 3)}{3N(N + 1)} - \frac{16}{3} \sum_{i=1}^{N} \frac{1}{i} \right) \sum_{i=1}^{N} \frac{1}{i^3} + \frac{64}{3} \sum_{i=1}^{N} \frac{\sum_{j=1}^{i} \frac{1}{j^2}}{i} + \frac{32}{3} \sum_{i=1}^{N} \frac{\sum_{j=1}^{i} \frac{(-1)^j}{j^2}}{(i + 2)^2} \\
- \frac{32 (22N^2 + 22N - 3)}{9N(N + 1)} \sum_{i=1}^{N} \frac{\sum_{j=1}^{i} \frac{(-1)^j}{j^2}}{i + 2} + \left( \sum_{i=1}^{N} \frac{1}{i} \right) \frac{32 (2N^2 + 4N + 1)}{3(N + 1)^3} (-1)^N
- \frac{4}{27N^3(N+1)^3} \left[ 65N^6 + 195N^5 + 195N^4 + 137N^3 + 36N^2 + 36N + 18 \right] + \frac{32}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i^3} \\
+ \frac{128}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i} + \frac{32}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i^2} - \frac{64}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i + 2} \\
- \frac{256}{3} \sum_{i=1}^{N} \frac{(-1)^i}{i} \sum_{j=1}^{i} \frac{1}{2} + \frac{128}{3} \sum_{i=1}^{N} \frac{\left( \sum_{j=1}^{i} \frac{(-1)^j}{j^2} \right) \left( \sum_{i=1}^{N} \frac{1}{i+2} \right)}{i+2}.

(6.1)

Given such sum representations, the package HarmonicSums provides several sophisticated functions to simplify such expressions. First we rewrite (6.1) into an expression in terms of harmonic sums (harmonic sums are defined in Chapter 2) by using the function call $S := \text{TransformToSSums}[P]$ (for details on this function see Chapter 5):

\[
S = P_{NS2CAFCFNF} = \\
-2 \left( 144 - 12n - 362n^2 - 417n^3 - 1603n^4 - 96 (-1)^n n^4 - 1855n^5 - 384 (-1)^n n^5 \right) \\
- \frac{2}{27n^4 (1+n)^4} \left( 347n^6 + 1080n^7 + 270n^8 \right) + \frac{64 S_{-4}(n)}{3} \\
+ \frac{16 S_{-3}(n) \left( -18 - 13n + 54n^2 + 34n^3 + 36n S_1(n) + 54n^2 S_1(n) + 18n^3 S_1(n) \right)}{9n (1+n) (2+n)} \\
+ \frac{16 S_{-2}(n) \left( -6 + 17n + 42n^2 + 16n^3 - 12n S_1(n) + 42n^2 S_1(n) - 6n^3 S_1(n) + 4 \right)}{9n^2 (1+n)^2 (2+n)} \\
+ \frac{16 S_{-2}(n) \left( 48n^4 S_1(n) + 24n^5 S_1(n) \right)}{9n^2 (1+n)^2 (2+n)} + \frac{1336 S_2(n)}{27} - \frac{8 (3 + 14n + 14n^2) S_3(n)}{3n (1+n)} \\
+ \frac{16 S_4(n)}{3} - \frac{128 S_{-3,1}(n)}{3} - \frac{128 (-1 + n + n^2) S_{-2,1}(n)}{3 \left( 1+n \right) (2+n)} - \frac{128 S_{1,-3}(n)}{3} \\
- \frac{32 \left( -6 + 5n + 42n^2 + 22n^3 \right) S_{1,-2}(n)}{9n (1+n) (2+n)} - \frac{4 S_1(n) \left( 18 + 36n + 36n^2 + 281n^3 \right)}{27n^3 (1+n)^3} \\
- \frac{4 S_1(n) \left( 72 (-1)^n n^8 + 627n^5 + 627n^5 + 209n^6 + 36n^3 S_3(n) + 108n^4 S_3(n) \right)}{27n^3 (1+n)^3} \\
- \frac{4 S_1(n) \left( 108n^5 S_3(n) + 36n^6 S_3(n) + 144n^3 S_1,-2(n) + 432n^4 S_{1,-2}(n) \right)}{27n^3 (1+n)^3} \\
+ \frac{4 S_1(n) \left( 432n^5 S_{1,-2}(n) + 144n^6 S_{1,-2}(n) \right)}{27n^3 (1+n)^3} + \frac{64 S_{1,3}(n)}{3} - \frac{32 S_{2,-2}(n)}{3} \\
+ \frac{128 S_{1,-2,1}(n)}{3} + \frac{128 S_{1,1,-2}(n)}{3}.

(6.2)

In (6.2) 15 different harmonic sums appear:



$S_{-4}(n), S_{-3}(n), S_{-2}(n), S_1(n), S_2(n), S_3(n), S_4(n), S_{-3,1}(n), S_{-2,1}(n), S_{1,-3}(n), S_{1,-2}(n), S_{1,3}(n), S_{2,-2}(n), S_{1,-2,1}(n), S_{1,1,-2}(n)$.
We can use the algebraic relations between harmonic sums derived in Chapter 2 to reduce the number of different harmonic sums appearing in (6.2). Namely, activating the call ReduceToBasis[S] we get:

\[
P_{NS,2,CF,NF}^- = \frac{2}{27 n^4 (1 + n)^4} \left( -144 + 12 n + 362 n^2 + 417 n^3 + 1603 n^4 + 96 (-1)^n n^4 + 1855 n^5 \\
+384 (-1)^n n^5 - 347 n^6 - 1080 n^7 - 270 n^8 + (288 n^4 + 1152 n^5 + 1728 n^6 + 1152 n^7 \\
+288 n^8) S_{-4}(n) + S_{-3}(n) \left( -72 n^3 - 456 n^4 - 1176 n^5 - 1512 n^6 - 960 n^7 - 240 n^8 \\
+ (144 n^4 + 576 n^5 + 864 n^6 + 576 n^7 + 144 n^8) \right) S_1(n) + (668 n^4 + 2672 n^5 \\
+4008 n^6 + 2672 n^7 + 668 n^8) S_2(n) + S_{-2}(n) \left( -72 n^2 + 96 n^3 + 792 n^4 + 1008 n^5 \\
+384 n^6 + (-480 n^4 - 1920 n^5 - 2880 n^6 - 1920 n^7 - 480 n^8) \right) S_1(n) + (288 n^4 + 1152 n^5 \\
+1728 n^6 + 1152 n^7 + 288 n^8) S_2(n) + ( -108 n^3 - 828 n^4 - 2340 n^5 - 3132 n^6 - 2016 n^7 \\
-504 n^8) S_3(n) + (360 n^4 + 1440 n^5 + 2160 n^6 + 1440 n^7 + 360 n^8) S_4(n) \\
+ (144 n^3 + 48 n^4 + 1488 n^5 + 2736 n^6 + 1920 n^7 + 480 n^8) S_{-2,1}(n) + S_1(n) \left( -36 n \\
-108 n^2 - 144 n^3 - 634 n^4 - 144 (-1)^n n^4 - 1816 n^5 - 144 (-1)^n n^5 - 2508 n^6 \\
-1672 n^7 - 418 n^8 + (216 n^4 + 864 n^5 + 1296 n^6 + 864 n^7 + 216 n^8) \right) S_3(n) + (288 n^4 \\
+1152 n^5 + 1728 n^6 + 1152 n^7 + 288 n^8) S_{-2,1}(n) + ( -144 n^4 - 576 n^5 - 864 n^6 \\
-576 n^7 - 144 n^8) S_{2,2}(n) + ( -288 n^4 - 1152 n^5 - 1728 n^6 - 1152 n^7 - 288 n^8) S_{3,1}(n) \\
+ ( -576 n^4 - 2304 n^5 - 3456 n^6 - 2304 n^7 - 576 n^8) S_{-2,1,1}(n) \right)
\]  

In (6.3) only the following 11 different harmonic sums appear:

\[ S_{-4}(n), S_{-3}(n), S_{-2}(n), S_1(n), S_2(n), S_3(n), S_4(n), S_{-2,1}(n), S_{2,2}(n), S_{3,1}(n), S_{-2,1,1}(n) \]

We want to emphasize that these sums are algebraic independent. Exactly these representations were used in [9] to establish compactified representations originally computed by [29] and [42]. Using relations originating from differentiation (for details see Chapter 3) we can go further. We use the function call ReduceToBasis[S, UseDifferentiation \rightarrow True]:

\[
P_{NS,2,CF,NF}^- = \frac{2}{135 n^4 (1 + n)^4} \left( 720 - 60 n - 1810 n^2 - 2085 n^3 - 8015 n^4 - 480 (-1)^n n^4 - 9275 n^5 - 1920 (-1)^n n^5 + 1735 n^6 + 5400 n^7 + 1350 n^8 - 180 n^2 \zeta_2 + 240 n^3 \zeta_2 - 1360 n^4 \zeta_2 \right)
\]
\[ -10840 n^5 \zeta_2 - 19080 n^6 \zeta_2 - 13360 n^7 \zeta_2 - 3340 n^8 \zeta_2 + 1224 n^4 \zeta_2^2 + 4896 n^5 \zeta_2^2 + 7344 n^6 \zeta_2^2 + 4896 n^7 \zeta_2^2 + 1224 n^8 \zeta_2^2 + 270 n^3 \zeta_3 + 2430 n^4 \zeta_3 + 7290 n^5 \zeta_3 + 9990 n^6 \zeta_3 + 6480 n^7 \zeta_3 + 1620 n^8 \zeta_3 + (180 n^3 + 1140 n^4 + 2940 n^5 + 3780 n^6 + 2400 n^7 + (3340 n^4 + 13360 n^5 + 20040 n^6 + 13360 n^7 + 3340 n^8 - 720 n^4 \zeta_2 - 2880 n^5 \zeta_2 - 4320 n^6 \zeta_2 - 2880 n^7 \zeta_2 - 720 n^8 \zeta_2) D[S_1(n), n, 1)] + (360 n^4 - 1440 n^5 - 2160 n^6 - 1440 n^7 - 360 n^8) D[S_1(n), n, 1] + (360 n^2 + 480 n^3 + 3960 n^4 + 5040 n^5 + 1920 n^6 + 1440 n^7 + 5760 n^8 \zeta_2 + 8640 n^6 \zeta_2 + 5760 n^7 \zeta_2 + 1440 n^8 \zeta_2 + (1440 n^4 - 5760 n^5 - 8640 n^6 - 5760 n^7 - 1440 n^8) D[S_1(n), n, 1]) + (270 n^3 + 2070 n^4 + 5850 n^5 + 7830 n^6 + 5040 n^7 + 1260 n^8) D[S_1(n), n, 1] + (360 n^4 + 1440 n^5 + 2160 n^6 + 1440 n^7 + 360 n^8) D[S_1(n), n, 3] + (720 n^4 - 2880 n^5 - 4320 n^6 - 2880 n^7 - 720 n^8) D[S_{2,1}(n), n, 1] + (720 n^3 - 240 n^4 - 7440 n^5 - 13680 n^6 - 9600 n^7 - 2400 n^8) S_{-2,1}(n) + S_1(n) (180 n + 540 n^2 + 720 n^3 + 3170 n^4 + 720 (-1)^n n^4 + 9080 n^5 + 720 (-1)^n n^5 + 12540 n^6 + 8360 n^7 + 2090 n^8 - 1200 n^4 \zeta_2 - 4800 n^5 \zeta_2 - 7200 n^6 \zeta_2 - 4800 n^7 \zeta_2 - 1200 n^8 \zeta_2 - 540 n^4 \zeta_3 - 2160 n^5 \zeta_3 - 3240 n^6 \zeta_3 - 2160 n^7 \zeta_3 - 540 n^8 \zeta_3 + (-2400 n^4 - 9600 n^5 - 14400 n^6 - 9600 n^7 - 2400 n^8) D[S_{-1}(n), n, 1] + (360 n^4 - 1440 n^5 - 2160 n^6 - 1440 n^7 - 360 n^8) D[S_{-1}(n), n, 2] + (-540 n^4 - 2160 n^5 - 3240 n^6 - 2160 n^7 - 540 n^8) D[S_1(n), n, 2] + (-1440 n^4 - 5760 n^5 - 8640 n^6 - 5760 n^7 - 1440 n^8) S_{-2,1}(n) + (720 n^4 + 2880 n^5 + 4320 n^6 + 2880 n^7 + 720 n^8) S_{2,-2}(n) + (2880 n^4 + 11520 n^5 + 17280 n^6 + 11520 n^7 + 2880 n^8) S_{-2,1,1}(n) \right) \hat{m} \text{(6.4)}

Note that we reduced the number of different harmonic sums to 6:

\[ S_{-1}(n), S_1(n), S_{-2,1}(n), S_{2,-2}(n), S_{2,1}(n), S_{-2,1,1}(n) \]

by using in addition the differential operator \( D = \hat{m} \). Finally we can apply half-integer relation (see Chapter 4) with the function call ReduceToBasis[S, UseDifferentiation \( \rightarrow \) True, UseHalfInteger \( \rightarrow \) True]:

\[ P_{NS,2,C \alpha \gamma \nu}^{NS,2,C \alpha \gamma \nu} = \frac{-2}{135 n^4 (1 + n)^4} (720 - 60 n^2 - 1810 n^3 - 2085 n^3 - 801 n^4 - 480 (-1)^n n^4 - 9275 n^5 - 1920 (-1)^n n^5 + 1735 n^6 + 5400 n^7 + 1350 n^8 - 180 n^2 \zeta_2 + 240 n^3 \zeta_2 - 1360 n^4 \zeta_2 - 10840 n^5 \zeta_2 - 19080 n^6 \zeta_2 - 13360 n^7 \zeta_2 - 3340 n^8 \zeta_2 + 1224 n^4 \zeta_2^2 + 4896 n^5 \zeta_2^2 + 7344 n^6 \zeta_2^2 + 4896 n^7 \zeta_2^2 + 1224 n^8 \zeta_2^2 + 270 n^3 \zeta_3 + 2430 n^4 \zeta_3 + 7290 n^5 \zeta_3 + 9990 n^6 \zeta_3 + 6480 n^7 \zeta_3 + 1620 n^8 \zeta_3 - 5760 n^6 \zeta_3 + 180 n^3 + 1140 n^4 + 2940 n^5 + 3780 n^6 + 2400 n^7 + 600 n^8) D[Half[S_1(n), n] - S_1(n), n, 2] + (240 n^4 + 960 n^5 + 1440 n^6 + 960 n^7 + 240 n^8) D[Half[S_1(n), n] - S_1(n), n, 3] + (3340 n^4 + 13360 n^5 + 20040 n^6
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\[+13360 n^7 + 3340 n^8 - 720 n^4 \zeta_2 - 2880 n^5 \zeta_2 - 4320 n^6 \zeta_2 - 2880 n^7 \zeta_2 - 720 n^8 \zeta_2\]

\[D[S_1(n), n, 1] + (-360 n^4 - 1440 n^5 - 2160 n^6 - 1440 n^7 - 360 n^8) \cdot D[S_1(n), n, 1] \]

\[+D[\text{Half}[S_1(n), n] - S_1(n), n, 1] \cdot (-360 n^2 + 480 n^3 + 3960 n^4 + 5040 n^5 + 1920 n^6 + 1440 n^4 \zeta_2\]

\[+5760 n^5 \zeta_2 + 8640 n^6 \zeta_2 + 5760 n^7 \zeta_2 + 1440 n^8 \zeta_2 + (-1440 n^4 - 5760 n^5 - 8640 n^6\]

\[-5760 n^7 - 1440 n^8) \cdot D[S_1(n), n, 1]) + (270 n^3 + 2070 n^4 + 5850 n^5 + 7830 n^6\]

\[+5040 n^7 + 1260 n^8) \cdot D[S_1(n), n, 2] + (360 n^4 + 1440 n^5 + 2160 n^6 + 1440 n^7 + 360 n^8)\]

\[D[S_1(n), n, 3] + (-720 n^4 - 2880 n^5 - 4320 n^6 - 2880 n^7 - 720 n^8) \cdot D[S_{2,1}(n), n, 1] \]

\[(720 n^3 - 240 n^4 - 7440 n^5 - 13680 n^6 - 9600 n^7 - 2400 n^8) \cdot S_{-2,1}(n) + S_1(n) (180 n\]

\[+540 n^2 + 720 n^3 + 3170 n^4 + 720 (-1)^n n^4 + 9080 n^5 + 720 (-1)^n n^5 + 12540 n^6\]

\[+8360 n^7 + 2090 n^8 - 1200 n^4 \zeta_2 - 4800 n^5 \zeta_2 - 7200 n^6 \zeta_2 - 4800 n^7 \zeta_2 - 1200 n^8 \zeta_2\]

\[-540 n^4 \zeta_3 - 2160 n^5 \zeta_3 - 3240 n^6 \zeta_3 - 2160 n^7 \zeta_3 - 540 n^8 \zeta_3 + (-2400 n^4 - 9600 n^5\]

\[-14400 n^6 - 9600 n^7 - 2400 n^8) \cdot D[\text{Half}[S_1(n), n] - S_1(n), n, 1] + (-360 n^4 - 1440 n^5\]

\[-2160 n^6 - 1440 n^7 - 360 n^8) \cdot D[\text{Half}[S_1(n), n] - S_1(n), n, 2] + (-540 n^4 - 2160 n^5\]

\[-3240 n^6 - 2160 n^7 - 540 n^8) \cdot D[S_1(n), n, 2] + (-1440 n^4 - 5760 n^5 - 8640 n^6 - 5760 n^7\]

\[-1440 n^8) \cdot S_{-2,1}(n) + (720 n^4 + 2880 n^5 + 4320 n^6 + 2880 n^7 + 720 n^8) \cdot S_{2,-2}(n)\]

\[+(2880 n^4 + 11520 n^5 + 17280 n^6 + 11520 n^7 + 2880 n^8) \cdot S_{-2,1,1}(n)\]

(6.5)

In this way only the 5 multiple harmonic sums

\[S_1(n), S_{-2,1}(n), S_{2,-2}(n), S_{2,1}(n) \text{ and } S_{-2,1,1}(n)\]

together with D and the half-integer function Half remain. Hence we were able to reduce the number of contributing sums from 15 in (6.2) to 5 in (6.5).
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