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Abstract—This work examines the performance gain achieved by deploying an intelligent reflecting surface (IRS) in covert communications. To this end, we formulate the joint design of the transmit power and the IRS reflection coefficients by taking into account the communication covertness for the cases with global channel state information (CSI) and without a warden’s instantaneous CSI. For the case of global CSI, we first prove that perfect covertness is achievable with the aid of the IRS even for a single-antenna transmitter, which is impossible without an IRS. Then, we develop a penalty successive convex approximation (PSCA) algorithm to tackle the design problem. Considering the high complexity of the PSCA algorithm, we further propose a low-complexity two-stage algorithm, where analytical expressions for the transmit power and the IRS’s reflection coefficients are derived. For the case without the warden’s instantaneous CSI, we first derive the covertness constraint analytically facilitating the optimal phase shift design. Then, we consider three hardware-related constraints on the IRS’s reflection amplitudes and determine their optimal designs together with the optimal transmit power. Our examination shows that significant performance gain can be achieved by deploying an IRS into covert communications.
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I. INTRODUCTION

To meet the ever-increasing demand for high-data rate applications and massive connections in wireless networks, multiple advanced technologies, such as massive multiple-input multiple-out (MIMO), millimeter wave (mmWave), and ultra-dense network (UDN), have been advocated [1], [2]. However, these technologies generally suffer from high energy consumption or high hardware complexity, due to the use of a large number of power-hungry radio frequency (RF) chains. As a remedy, intelligent reflecting surface (IRS) is emerging as a promising solution to improving the spectral and energy efficiency effectively [3]. Specifically, IRS is a planar surface consisting of a large number of re-configurable and low-cost passive reflecting elements, each of which is able to reflect the incident signals with controllable amplitudes and phase shifts. Thus, IRS can customize the propagation environment from the transmitter to receiver to achieve various design objectives (e.g., signal enhancement, interference suppression). Due to the aforementioned advantages, IRS has been investigated in various application scenarios, e.g., single-user systems [4], [5], multi-user systems [6]–[11], and wireless information and power transfer systems [12], [13], and it has been considered as a promising technology for enabling the sixth-generation (6G) wireless networks [14], [15].

Recently, considering the increasing concerns on security issues in wireless communications, several recent works addressed communication security in the context of IRS-assisted wireless networks from the perspective of physical layer security, e.g., [16]–[23]. In general, the secrecy performance of IRS-assisted networks can be improved by properly designing the IRS reflection coefficients to simultaneously enhance the received signal strength at desired users and weaken them at eavesdroppers. For example, as shown in [16], by jointly optimizing the transmit beamforming together with the reflect beamforming, physical layer security is guaranteed in IRS-assisted network, even if the eavesdropping channel quality is higher than that of the legitimate channel. Along this direction, an alternative optimization algorithm based on semidefinite programming (SDP) relaxation technique was proposed to determine the secure transmit beamforming and reflecting phase shifts in [17]. In addition, the authors of [18] tackled the question whether and when artificial noise (AN) is beneficial to the physical layer security in IRS-assisted wireless communication systems. Meanwhile, MIMO wiretap
channels were considered in [19]–[21] for optimizing the transmit covariance matrix and IRS phase shifts, and the channel imperfectness on multiuser multiple-input-single-output (MISO) and MIMO wireless secure communications were considered in [22] and [23], respectively.

The aforementioned physical layer security technologies focus on protecting the content of the transmitted message against eavesdropping. However, these technologies cannot alleviate privacy issues posed by discovering the presence of the transmitter or transmissions. Fortunately, the emerging and cutting-edge covert communication technology, which aims at hiding the existence of a wireless transmission, is able to preserve such a high-level security and privacy [24]. In general, a positive covert transmission rate can be achieved when the warden (Willie) has various uncertainties, e.g., noise uncertainty [25] and channel uncertainty [26]. In particular, the fundamental limits of covert communication in additive white Gaussian noise (AWGN) channels was established in [27], where the authors proved that at most $O(\sqrt{n})$ bits of information can be covertly and reliably conveyed to from a transmitter (Alice) to a desired receiver (Bob) over $n$ channel uses. In addition, covert communication with the help of a full duplex (FD) receiver was examined in [30]–[32], where a FD receiver generates AN with a random transmit power to deliberately confuse Willie’s detection. Inspired by this, the authors of [29] introduced an uninformed jammer to impose artificial uncertainty on Willie. It was revealed that, under the average covertness constraint, the optimal transmit power strategy is in the form of truncated channel inversion. Meanwhile, covert communication in relaying networks and unmanned aerial vehicle (UAV) networks was examined in [34]–[36]. Furthermore, the conditions for guaranteeing the optimality of Gaussian signalling for covert communication was addressed in [33]. Most recently, covert communication in random wireless networks and covert communication with delay constraints were investigated in [34], [35] and [36], respectively.

Although the aforementioned works on covert communication, i.e., [24]–[36], have studied various strategies to improve its performance, the achievable covert communication rate is still in a low regime due to the stringent covertness requirement (e.g., a low transmit power). We note that the IRS has the capability of simultaneously enhancing the received signals at a legitimate receiver and deteriorating them at a warden. Therefore, the IRS technique is practically appealing in improving covert communication performance, which has been pointed out in a recently published magazine article [37]. In addition, the impact of a warden’s noise uncertainty on IRS-assisted covert communication was examined under the assumption of infinite number of channel uses (i.e., without delay constraints) in [38], where the reflection beamforming was optimized with fixed IRS reflection amplitudes. We note that the communication delay from a transmitter to a receiver generally increases as the number of channel uses increases. In order to meet the requirement in some low-latency applications (e.g., real-time video processing, connected vehicles), a short packet (i.e., a finite blocklength) should be considered. We also note that the finite blocklength implies that the transmission should occur within the available channel uses, which is essentially a delay constraint. In addition, covert communications with a finite blocklength is fundamentally different from that with an infinite blocklength, which is due to that the decoding error probability is not negligible in short-packet communications. As such, the main challenge of the covert communications with a finite blocklength arises from that the coding strategy needs to balance between the receiver’s decoding error probability and the warden’s detection error rate. Furthermore, in the context of covert communication, fixing the IRS reflection amplitudes to 1 may limit its performance and thus may not be optimal. Against this background, this work considers the delay-constrained IRS-assisted covert communication, where Alice wants to transmit information to Bob covertly in a finite blocklength with the aid of an IRS, while Willie intends to detect the existence of this transmission. We jointly design Alice’s transmit power, the IRS reflection amplitudes and phase shifts to enhance covert communication performance. The main contributions of this work are summarized as below.

- Considering global CSI being available, we prove that perfect covertness (i.e., Willie’s detection is equivalent to a random guess) with non-zero transmit power is achievable for a single-antenna Alice in the IRS-assisted covert communication system. Specifically, our analysis reveals that the condition for achieving the perfect communication covertness is that the quality of the channel of Alice-IRS-Willie is better than that of the channel Alice-Willie. Intuitively, this is due to that the reflected signals from the IRS is able to cancel the signals transmitted from Alice directly to Willie. It is found that without the deployment of an IRS, it is impossible to achieve such perfect covertness for a single-antenna Alice, due to the lack of a null space in the channel from Alice to Willie. This result demonstrates the importance of IRS for covert communication.

- With the global CSI, we first prove that the covertness constraint is convex. We then transform the optimization problem into a generalized nonlinear convex programming (GNCP) and develop a penalty successive convex approximation (PSCA) algorithm to jointly optimize Alice’s transmit power together with the reflection amplitudes and phase shifts at the IRS. In order to reduce the computational complexity, we further develop a low-complexity two-stage algorithm, where we derive analytical expressions for Alice’s transmit power and the IRS’s reflection coefficients.

- Considering the case without Willie’s instantaneous CSI, we first prove that the Kullback-Leibler (KL) divergence adopted in the covertness constraint is a monotonically increasing function of the received power at Willie, based on which we derive a closed-form expression for the covertness constraint in this case. Our analysis reveals that the covertness constraint is independent of the phase shift of each IRS element, which only affects the signal-to-noise ratio (SNR) at Bob. This observation facilitates the design of the optimal IRS phase shifts.
Then, we consider three different practical constraints on the IRS’s reflection amplitudes $\rho_n$, i.e., $\rho_n = 1$, $\forall n$, $\rho_n = \rho_0$, $\forall n$, and $0 \leq \rho_n \leq 1$, $\forall n$, under which the IRS’s reflection amplitudes and Alice’s transmit power are determined. Our examination shows that the considered IRS-assisted system can significantly outperform the system without an IRS in the context of covert communications in both the considered CSI scenarios.

The remainder of this work is organized as follows. Section II presents the considered system model. Section III and Section IV respectively present the covert communication design for the cases with global CSI and without Willie’s instantaneous CSI. Section V provides our numerical results, where the impact of the IRS’s location is also examined. The paper is concluded in Section VI.

**Notation**: Vectors and matrices are denoted by Boldface lowercase and uppercase letters, respectively. $A^T$, $A^H$, represent transpose, conjugate transpose, respectively, while $A \succeq 0$ denotes semidefiniteness of matrix $A$. $E_x[\cdot]$, $\arg(\cdot)$, $\|\cdot\|$, $\|\cdot\|_2$, $\ell_2$-norm, $\ell_1$-norm, and the absolute value, respectively. $Pr\{\cdot\}$ and $\mathcal{CN}(\mu, \sigma^2)$ denote the probability of an event and Gaussian distribution with mean $\mu$ and variance $\sigma^2$, respectively.

## II. SYSTEM MODEL

### A. Considered Scenario and Assumptions

As shown in Fig. 1, we consider an IRS-assisted covert communication system, where Alice intends to transmit information to Bob covertly with the aid of an IRS, while a communication system, where Alice intends to transmit information to Bob and to Willie are denoted by $h_{uw}$, $h_{ab}$, $h_{aw}$, respectively, while the channels from IRS to Bob and to Willie are denoted by $\chi_{ar} = \sqrt{\chi_{ar}}h_{ar}$, $\chi_{ab} = \sqrt{\chi_{ab}}h_{ab}$, $\chi_{aw} = \sqrt{\chi_{aw}}h_{aw}$, respectively. In addition, $\chi_{ij}$ denotes the large-scale path loss, where $ij \in \{ar, ab, aw, rb, rw\}$ corresponding to different channels, while $\chi_{ar}$, $\chi_{ab}$, $\chi_{aw}$, $\chi_{rw}$, and $\chi_{rb}$ are the corresponding small-scale fading coefficients. We denote $\Theta = \text{diag} (\rho_1 e^{j\theta_1}, \rho_2 e^{j\theta_2}, \cdots, \rho_N e^{j\theta_N})$ as the diagonal reflecting matrix of IRS, where $\theta_n \in [0, 2\pi)$ and $\rho_n \in [0, 1]$, $n = 1, 2, \cdots, N$, represent the phase shift and reflection amplitude on the combined incident signal at the $n$-th element, respectively. Furthermore, we assume that the signal transmitted by Alice in the $i$-th channel use is denoted by $x[i], \forall i \in \{1, 2, \cdots, L\}$, where $x[i] \sim \mathcal{CN}(0, 1)$ and $L$ is the total number of channel uses, which is the total number of symbols transmitted over the considered fading block.

### B. Binary Hypothesis Testing at Willie

In this work, we focus on delay-constrained covert communications, i.e., the number of channel uses $L$ is finite. In order to detect the existence of the transmission, Willie is required to distinguish between the following two hypotheses:

$$y_w[i] = \begin{cases} n_w[i], \\ \sqrt{P_n} (h_{rw}^H \Theta h_{ar} + h_{aw}) x[i] + n_w[i], \end{cases} \mathcal{H}_0, \mathcal{H}_1,$$

where $y_w[i]$ is the received signal at Willie for the $i$-th channel use, $\mathcal{H}_0$ denotes the null hypothesis in which Alice does not transmit, and $\mathcal{H}_1$ denotes alternative hypothesis in which Alice transmits information to Bob. In addition, $P_n$ is the transmit power of Alice and $n_w[i]$ is the AWGN at Willie with zero mean and variance $\sigma_n^2$. Following (1), the false alarm rate and miss detection rate at Willie are given by $Pr\{\mathcal{D}_1|\mathcal{H}_0\}$ and $Pr\{\mathcal{D}_0|\mathcal{H}_1\}$, respectively, where $\mathcal{D}_1$ and $\mathcal{D}_0$ are the binary decisions that infer whether Alice’s transmission occurred or not. Then, the total detection error rate at Willie is given by

$$\xi = \pi_0 Pr\{\mathcal{D}_1|\mathcal{H}_0\} + \pi_1 Pr\{\mathcal{D}_0|\mathcal{H}_1\},$$

where $\pi_0$ and $\pi_1 = 1 - \pi_0$ denote the priori probabilities of hypotheses $\mathcal{H}_0$ and $\mathcal{H}_1$, respectively. We note that the knowledge of the priori probabilities is beneficial to improve Willie’s detection performance. In this work, we assume $\pi_0 = \pi_1 = 0.5$ (i.e., equal priori probabilities), which has been widely adopted in covert communications (e.g., [32], [35]).

In covert communications, Willie wishes to minimize its total detection error rate $\xi$ to detect the presence of the transmission. The optimal test that minimizes $\xi$ is the likelihood ratio test, which is given by

$$\frac{P_1}{P_0} = \prod_{i=1}^{L} \frac{1 - \xi}{\xi} \geq 1,$$

where $P_0$ and $P_1$ are the likelihood functions of Willie’s observation vector over $L$ independent channel uses under $\mathcal{H}_0$ and $\mathcal{H}_1$, respectively. We have $f(y_w[i]|\mathcal{H}_0) = \mathcal{CN}(0, \sigma_n^2)$ and $f(y_w[i]|\mathcal{H}_1) = \mathcal{CN}(0, \sigma_n^2 + \sigma_x^2)$ as the likelihood function of $y_w[i]$ under $\mathcal{H}_0$ and $\mathcal{H}_1$, respectively. We note that the optimal detection threshold and the corresponding minimum detection error rate $\xi^*$ at Willie can be derived based on (3) [36]. However, the resultant expression for $\xi^*$ involves incomplete gamma functions, which is not tractable for subsequent analysis and design.

To overcome this
difficulty, we present a lower bound on $\xi^*$, which is given by [27]

$$\xi^* \geq 1 - \sqrt{\frac{1}{2} D(\mathbb{P}_0||\mathbb{P}_1)}, \quad (4)$$

where $D(\mathbb{P}_0||\mathbb{P}_1)$ is the KL divergence from $\mathbb{P}_0$ to $\mathbb{P}_1$, and given by [36]

$$D(\mathbb{P}_0||\mathbb{P}_1) = \ln \left(1 + \frac{P_a |h_{w}^H \Theta_{w} + h_{aw}|^2}{\sigma_w}ight) - \frac{P_a |h_{w}^H \Theta_{w} + h_{aw}|^2}{P_a |h_{w}^H \Theta_{w} + h_{aw}|^2 + \sigma_w^2}. \quad (5)$$

Following the fact that $h_{w}^H \Theta_{w} = v^H \text{diag}(h_{w}^H) h_{ar}$, $|h_{w}^H \Theta_{w} + h_{aw}|^2$ can be equivalently rewritten as $|v^H a + h_{aw}|^2$, where $v = [v_1, v_2, \cdots, v_N]^T$, $a = \text{diag}(h_{w}^H) h_{ar}$ and $v_n = \rho_n e^{j\theta_n}, \forall n$.

In covert communications, $\xi^* \geq 1 - \epsilon$ is generally adopted as the covertness constraint, where $\epsilon$ is a small value to determine the required covertness level. As per (4), we note that $D(\mathbb{P}_0||\mathbb{P}_1) \leq 2\epsilon^2$ is a more stringent constraint than the constraint $\xi^* \geq 1 - \epsilon$. As such, in this work we adopt $D(\mathbb{P}_0||\mathbb{P}_1) \leq 2\epsilon^2$ as the required covertness constraint.

### C. Transmission From Alice to Bob

When Alice transmits information, the received signal at Bob for the $i$-th channel use can be expressed as

$$y_n[i] = \sqrt{P_a} (h_{w}^H \Theta_{w} + h_{ab}) x[i] + n_{b0}[i], \quad (6)$$

where $n_{b0}[i]$ is the AWGN at Bob with zero mean and variance $\sigma_b^2$. The corresponding SNR at Bob is given by

$$\gamma_b = \frac{P_a}{\sigma_b^2} |h_{w}^H \Theta_{w} + h_{ab}|^2 = \frac{P_a}{\sigma_b^2} |v^H b + h_{ab}|^2, \quad (7)$$

where $b = \text{diag}(h_{w}^H) h_{ar}$.

We should point out that the decoding error probability $\delta$ at Bob is not negligible for a fixed transmission rate $R$, when the number of channel uses $L$ is finite. As such, the effective throughput, i.e., $LR(1-\delta)$, can be employed to quantify the covert transmission performance of the considered delay-constrained scenario. We note that the effective throughput increases with $L$. However, Willie would have more observations to detect the covert communication as $L$ increases, which improves his detection performance. We also note that $D(\mathbb{P}_0||\mathbb{P}_1)$ is a monotonicity increasing function of $P_a |h_{w}^H \Theta_{w} + h_{aw}|^2$. As such, we can reduce the value of $P_a |h_{w}^H \Theta_{w} + h_{aw}|^2$ by properly designing the transmit power $P_a$ and IRS reflection beamforming in order to limit the value of $D(\mathbb{P}_0||\mathbb{P}_1)$ when $L$ increases, in order to satisfy the covertness constraint. The recent works [36] and [39] revealed that the optimal number of channel uses in the delay-constraint covert communications is the maximum allowable number of channel uses and the effective throughput is an increasing function of $\gamma_b$ for a fixed transmission rate $R$. As such, in this work we use $\gamma_b$ to evaluate the communication quality from Alice to Bob, and then we aim to maximize $\gamma_b$ subject to the covertness constraint $D(\mathbb{P}_0||\mathbb{P}_1) \leq 2\epsilon^2$ and other practical constraints.

### III. COVERT COMMUNICATION DESIGN WITH GLOBAL CHANNEL STATE INFORMATION

In this section, we assume that the CSI of all channels in the considered system is publicly available, which enables us to obtain an upper bound on the performance gain achieved by introducing IRS into covert communications. We note that the acquisition of accurate CSI in IRS-aided communication systems is practically challenging, since the total number of channel coefficients that need to be estimated are significantly increased compared with the case without IRS, while IRS is generally without active transmit RF chains. This challenge was addressed in the literature. For example, the recent works [40] and [41] respectively proposed a matrix-calibration based cascaded channel estimation method and a parallel factor decomposition based framework, which can accurately estimate the involved channels in IRS-aided systems.

#### A. Optimization Problem and Perfect Covertness Condition

Our goal is to maximize the received SNR at Bob by jointly designing the transmit power at Alice and reflect beamforming vector $v$ (i.e., the phase shifts and reflection amplitudes) at the IRS, subject to the covertness constraint and the maximum transmit power constraint at Alice together with the IRS reflection coefficients constraint. The formulated optimization problem can be written as

$$(P1): \quad \max_{P_a, v} P_a |v^H b + h_{ab}|^2 \quad (8a)$$

s.t. $D(\mathbb{P}_0||\mathbb{P}_1) \leq 2\epsilon^2, \quad (8b)$

$P_a \leq P_{\text{max}}, \quad (8c)$

$|v_n| \leq 1, \quad \forall n = 1, 2, \cdots, N, \quad (8d)$

where $\sigma_b^2$ is omitted in the objective function (8a), since it is a constant term. In addition, (8b) is the covertness constraint and (8d) is due to $\rho_n \in [0, 1]$, since the IRS cannot amplify signals. We note that, following [42] and [43], constraint (8d) implies that the reflection amplitude and phase shift of each IRS element can be independently adjusted over $[0, 1]$ and $[0, 2\pi)$, respectively.

We should point out that for some specific hardware implementations, IRS reflection amplitudes may depend on its phase shifts, which leads to that the reflection amplitudes and phase shifts are coupled [44]. As such, the independent design of IRS reflection amplitudes and phase shifts may suffer from a certain performance degradation caused by this coupling impact. Meanwhile, some existing works (e.g., [42], [43]) expected that near future hardware improvement may support the feasibility that the IRS reflection amplitudes and phase shifts can be adjusted independently. On the other hand, the formulated optimization problem (P1) jointly designs the reflection amplitudes and phase shifts of the IRS, where only designing the phase shifts of the IRS serves as a special case. In addition, the considered joint design can help us obtain an upper bound on the performance gain achieved by introducing an IRS into covert communications. Furthermore, it can also help us determine the impact of IRS amplitude control on delay-constraint covert communications.
We note that the considered representative single-antenna setup enables us to identify the fundamental reasons why IRS is beneficial to covert communications and to facilitate us to draw useful insights regarding the impacts of different system parameters on the system performance. The extension of the considered setup to the one with multi-antenna transceivers (e.g., Alice, Bob, and Willie) requires the joint optimization of transmit beamforming and IRS’s reflection coefficients. For this joint optimization, the number of data streams transmitted from Alice to Bob and the observation correlation at different antennas should be considered. In addition, the number of antennas at Alice and Willie could significantly affect the optimal design together with the achievable communication covertness of such a multi-antenna system, e.g., the conditions for achieving perfect communication covertness. This is beyond the scope of the paper and such an extension is left for future work.

Before solving the problem (P1), in the following theorem, we first identify the conditions for achieving perfect covertness (i.e., $D(P_0|P_1) = 0$) with non-zero transmit power in the considered IRS-assisted covert communication system. We note that when the blocklength is finite, perfect covertness is not achievable in covert communication systems without an IRS (e.g., [36]).

Theorem 1: Perfect covertness can be achieved with non-zero transmit power, i.e., the below optimization problem

\[
(P1') \quad \max_{P_a} P_a \left| v^H b + h_{ab} \right|^2
\]

\[
\text{s.t. } P_a \left| v^H a + h_{aw} \right|^2 = 0,
\]

\[
P_a \leq P_{\text{max}},
\]

\[
|v_n| \leq 1, \quad \forall n = 1, 2, \cdots, N,
\]

is feasible, if and only if $\sum_{n=1}^{N} |a_n| = |a|_1$, which can be equivalently written as $|a|_1 = |v^H a|_1$ when $\rho_n = 1, \forall n$. In addition, $h_{aw}$ is the channel coefficient of direct-path from Alice to Willie. Thus, Theorem 1 implies that when the channel quality of the reflect-path is higher than that of the direct-path, perfect covertness can be achieved. Interestingly, Theorem 1 also reveals that the additional reflect-path can deteriorate Willie’s detection performance (i.e., Willie receives less covert information energy transmitted by Alice), when the reflect beamforming is properly designed. This essentially shows that the IRS is capable of effectively improving the communication covertness, which will be explicitly examined through solving the optimization problem (P1). We should point out that under the condition of achieving perfect covertness as given in Theorem 1, an eavesdropper is not able to wiretap any information from the legitimate transmission, since the eavesdropper cannot receive any useful signal for decoding the confidential information, which indicates that this condition can also be applied to guarantee the physical layer security [45].

It should be emphasized that problem (P1') given in (9) is a special case of the problem (P1), where (P1) is non-convex due to the non-concave objective function and the non-convex covertness constraint (8b). In the following, we first propose a joint design based on PSCA algorithm to solve (P1) and then we develop a low-complexity solution to balance the computational complexity and the achievable covert communication performance.

B. Joint Transmit Power and Reflect Beamforming Design

In this subsection, we first transform problem (P1) into a GNCP problem. Then, a PSCA algorithm is developed to solve the resultant problem. To proceed, we first note that $P_a \left| v^H b + h_{ab} \right|^2$ in the objective function (8a) and the term $P_a \left| v^H a + h_{aw} \right|^2$ in the covertness constraint (8b) can be equivalently rewritten as

\[
P_a \left( v^H b b^H v + 2\text{Re}(v^H b h_{ab}^* t) + |h_{ab}|^2 \right),
\]

\[
P_a \left( v^H a a^H v + 2\text{Re}(v^H a h_{aw}^* t) + |h_{aw}|^2 \right),
\]

respectively, where the newly introduced slack variable $t$ satisfies $|t|^2 = 1$. In fact, (10) and (11) can be further rewritten into a quadratic forms $P_a u^H Bu$ and $P_a u^H Au$, respectively, where

\[
u = \begin{bmatrix} v \\ t \end{bmatrix}, B = \begin{bmatrix} b b^H & h_{ab}^* h_{ab} \\ h_{ab} h_{ab}^* & |h_{ab}|^2 \end{bmatrix}, A = \begin{bmatrix} a a^H & a h_{aw}^* \\ h_{aw} a^H & |h_{aw}|^2 \end{bmatrix}.
\]

Following the above transformations, (P1) can be equivalently rewritten as

\[
(P1.1): \quad \max_{P_a, u} P_a u^H Bu
\]

\[
\text{s.t. } \ln \left( 1 + \frac{P_a u^H Au}{\sigma^2_w} \right) - \frac{P_a u^H Au}{P_a u^H Bu + \sigma^2_w} \leq \frac{2\epsilon^2}{L},
\]

\[
P_a \leq P_{\text{max}},
\]

\[
|u_n| \leq 1, \quad \forall n = 1, 2, \cdots, N,
\]

\[
|u_{N+1}| = 1,
\]

where (13d) is due to $\rho_n \in [0, 1]$, while (13e) is to guarantee $|t| = 1$. We note that if $u$ is an optimal solution to the optimization problem (P1.1), $\bar{u}$ is an optimal solution to the original optimization problem (P1). However, (P1.1) is still difficult to tackle due to the fact that the transmit power variable $P_a$ and the reflect beamforming vector $u$ are coupled in the objective function (13a) and the covertness constraint (13b). Fortunately, $P_a$ is a scale variable and it is constrained by (13c), which allows us to simplify (P1.1) as

\[
(P1.2): \quad \max_{P_a, w} w^H Bw
\]

\[
\text{s.t. } \ln \left( \frac{w^H A w + \sigma^2_w}{\sigma^2_w} \right) - \frac{w^H A w}{w^H B w + \sigma^2_w} \leq \frac{2\epsilon^2}{L},
\]

\[
P_a \leq P_{\text{max}},
\]

\[
|w_n| \leq \sqrt{P_a}, \quad \forall n = 1, 2, \cdots, N,
\]

\[
|w_{N+1}| = \sqrt{P_a},
\]
where $\mathbf{w} = \sqrt{\mathbf{P}} \mathbf{u}$. We note that (P1.2) is NP-hard due to the non-convex constraints (14b) and (14e), which generally difficult to tackle directly. To facilitate the development of problem, we first define $\mathbf{W} = \mathbf{w} \mathbf{w}^H$. Then, problem (P1.2) can be recast as

\begin{align}
\text{(P1.3)} : \max_{P_a, \mathbf{W}} \quad & \mathrm{Tr}(\mathbf{BW}) \\
\text{s.t.} \quad & \ln \left(1 + \frac{\mathrm{Tr}(\mathbf{AW})}{\sigma_w^2}\right) \leq \frac{\mathrm{Tr}(\mathbf{AW})}{\sigma_w^2} + \frac{2\epsilon^2}{L}, \\
& P_a \leq P_{\text{max}}, \quad \forall n = 1, 2, \ldots, N, \\
& \mathbf{W}_{n,n} \leq P_a, \\
& \mathbf{W}_{N+1,N+1} = P_a, \\
& \mathrm{rank}(\mathbf{W}) = 1,
\end{align}

where (15f) and (15g) are in (P1.3) to guarantee that $\mathbf{W} = \mathbf{w} \mathbf{w}^H$ holds after the optimization. We note that the objective function (15a) is linear, while (15c) and (15d) together with (15e) are linear constraints. In addition, (15f) is a linear matrix inequality (LMI), which are convex with respect to the corresponding optimization variables. In the following, we first present a lemma to determine the convexity of the covertness constraint (15b), and then we tackle the non-convex rank-one constraint (15g).

**Lemma 1:** The constraint (15b) can be rearranged as

\begin{align}
\left(1 + \frac{\mathrm{Tr}(\mathbf{AW})}{\sigma_w^2}\right) \ln \left(1 + \frac{\mathrm{Tr}(\mathbf{AW})}{\sigma_w^2}\right) \leq \left(1 + \frac{2\epsilon^2}{L}\right) \frac{\mathrm{Tr}(\mathbf{AW})}{\sigma_w^2} \leq \frac{2\epsilon^2}{L},
\end{align}

which is a convex constraint with respect to $\mathbf{W}$.

**Proof:** The detailed proof is provided in Appendix B. $\blacksquare$

In the following, we focus on tackling the non-convex rank-one constraint (15g). In general, problem (P1.3) can be transformed into a convex optimization problem by relaxing the rank-one constraint (15g) and the constraint-relaxed problem can be solved by convex optimization tools, such as CVX [46]. However, the optimal $\mathbf{W}$ of the resultant problem may not be rank-one and the corresponding optimal value serves as an upper bound on that of problem (P1.3).

In the following, we develop a PSCA iterative algorithm to solve (P1.3), which guarantees that the ultimate convergence solution is a locally optimal solution. To proceed, we first note that the rank-one constraint (15g) is equivalent to

\begin{align}
\mathrm{Tr}(\mathbf{W}) - \lambda_{\text{max}}(\mathbf{W}) \leq 0,
\end{align}

where $\lambda_{\text{max}}(\mathbf{W})$ is the maximal eigenvalue of $\mathbf{W}$. This follows from the fact that $\mathrm{Tr}(\mathbf{W}) - \lambda_{\text{max}}(\mathbf{W}) \geq 0$ must hold when $\mathbf{W} \succeq 0$. As such, constraint (17) is equivalent to $\mathrm{Tr}(\mathbf{W}) = \lambda_{\text{max}}(\mathbf{W})$, which implies that $\mathbf{W}$ has only one non-zero eigenvalue. It should be emphasized that $\lambda_{\text{max}}(\mathbf{W})$ is a spectral function and is convex with respect to $\mathbf{W}$. Following this fact, the left-hand side (LHS) of the constraint (17) is in the form of a linear function minus a convex function. We note that any convex function is lower-bounded by its first-order approximation at any given point [46]. As a result, the non-convex constraint (17) can be transformed into a more stringent convex constraint for given any feasible solution $\tilde{\mathbf{W}}$. Then, the successive convex approximation (SCA) method can be employed to solve the resultant convex optimization problem iteratively.

In applying SCA method, it is difficult to identify an initial feasible $\tilde{\mathbf{W}}$ to the resultant optimization problem, due to the existence of implicit constraint $\mathrm{Tr}(\mathbf{W}) - \lambda_{\text{max}}(\mathbf{W}) \geq 0$. To overcome this difficulty, we resort to the exact penalty method. Specifically, we first introduce a slack variable $\eta \geq 0$ to enlarge the size of the feasible solution set spanned by constraint (17). Then we develop a penalty method by adding a slack variable into the objective function. Following the above discussions, we rewrite problem (P1.3) as

\begin{align}
\text{(P1.4)} : \max_{P_a, \mathbf{W}, \eta} \quad & \mathrm{Tr}(\mathbf{BW}) - \tau \eta \\
\text{s.t.} \quad & (15c), (15d), (15e), (15f), (16), \\
& \mathrm{Tr}(\mathbf{W}) - \lambda_{\text{max}}(\mathbf{W}) \leq \eta,
\end{align}

where $\tau > 0$ is a penalty parameter. We note that (P1.3) and (P1.4) are equivalent when $\tau = \tau_0$, and thus (P1.4) provides the exact penalty optimization solution to (P1.3).

Now, we turn to address the non-convex constraint (18c). Since the spectral function $\lambda_{\text{max}}(\mathbf{W})$ is non-smooth (i.e., not differentiable), we adopt its sub-gradient given by $\mathbf{w}_{\text{max}} \mathbf{W}^H_{\text{max}}$ [47], where $\mathbf{w}_{\text{max}}$ is the eigenvector associated to the maximum eigenvalue of $\lambda_{\text{max}}(\mathbf{W})$. As such, the first-order restrictive approximation of $\lambda_{\text{max}}(\mathbf{W})$ is replaced by

\begin{align}
\lambda_{\text{max}}(\mathbf{W}) \geq \lambda_{\text{max}}(\tilde{\mathbf{W}}) + \mathrm{Tr}(\tilde{\mathbf{w}}_{\text{max}} \mathbf{W}^H_{\text{max}} (\mathbf{W} - \tilde{\mathbf{W}})),
\end{align}

where $\tilde{\mathbf{W}}$ is a given feasible point and $\tilde{\mathbf{w}}_{\text{max}}$ is the unit-norm eigenvector corresponding to the maximum eigenvalue $\lambda_{\text{max}}(\tilde{\mathbf{W}})$ of the matrix $\tilde{\mathbf{W}}$. As such, the constraint (18c) can be rewritten as

\begin{align}
\mathrm{Tr}(\mathbf{W}) - \lambda_{\text{max}}(\tilde{\mathbf{W}}) - \mathrm{Tr}(\tilde{\mathbf{w}}_{\text{max}} \mathbf{W}^H_{\text{max}} (\mathbf{W} - \tilde{\mathbf{W}})) \leq \eta.
\end{align}

We should point out that the value of the aforementioned $\tau_0$ can be chosen to be greater than the largest optimal dual variable related to constraint (20) with $\eta = 0$ [48]. As per (20), the optimization problem (P1.4) can be rewritten as

\begin{align}
\text{(P1.5)} : \max_{P_a, \mathbf{W}, \eta} \quad & \mathrm{Tr}(\mathbf{BW}) - \tau \eta \\
\text{s.t.} \quad & (15c), (15d), (15e), (15f), (16), (18d), (20).
\end{align}

We note that the problem (P1.5) is a GNCP problem due to the exponential cone constraint involved in the covertness constraint (16). For a given penalty parameter $\tau$ and an initial feasible solution $\tilde{\mathbf{W}}$, it can be solved by convex optimization solvers such as CVX [46]. The optimal solution to (P1.5) is also a feasible solution to (P1.4), since the feasible set of (P1.5) is smaller than that of (P1.4). In addition, problem (P1.2) can be tackled by solving (P1.5) iteratively. The detailed iterative algorithm is presented in Algorithm 1. We note that

\begin{align}
\text{Algorithm 1 starts with a small value of the penalty parameter } \tau^0 \text{ to put a less emphasis in forcing the rank-one constraint.}
\end{align}
Algorithm 1 PSCA Algorithm for Solving (P1.2)
1: Given an initial feasible solution \( \tilde{W}_0 \) and an initial penalty parameter \( \tau^0 \); Given \( c > 1 \) and \( \tau_{\text{max}} \); Set \( r = 0 \).
2: repeat
3: Solve (P1.5) with given a feasible solution \( \tilde{W}_r \) and obtain the current optimal solution \( \{ \tilde{W}^{r+1}, P_{a}^{r+1}, \eta^{r+1} \} \).
4: Update \( \tilde{\tau}^{r+1} = \min\{\epsilon\tau^r, \tau_{\text{max}} \} \) and set \( \tilde{W}^{r+1} = \tilde{W}^r \); Set the iteration number \( r = r + 1 \).
5: until Convergence.

Then, the penalty parameter \( \tau \) is gradually increased by a constant \( c > 1 \) at each iteration until a large upper bound \( \tau_{\text{max}} \) is achieved to guarantee \( \eta = 0 \). We note that Algorithm 1 does not guarantee that the value of objective function always increases with the iteration number, but the objective value will converge. The former is due to the disturbance of the penalty term in the objective function, while the latter is due to the fact that Algorithm 1 is reduced to a standard SCA algorithm when \( \tau \) reaches its upper bound \( \tau_{\text{max}} \). We note that the convergence of the standard SCA algorithm has been proven in [49]. We note that solving a GNCP problem requires a high computational complexity compared to solving other standard convex programs such as SDP [50]. We also note that the complexity of solving a SDP problem with the same size as the problem (P1.5) is \( O((N + 1)^{6.5}) \) [17]. As such, the complexity of the proposed Algorithm 1 is at least on the order of \( O\left(K_1(N + 1)^{6.5}\right) \), where \( K_1 \) is the number of iterations.

C. Low-Complexity Algorithm

In this subsection, we develop a low-complexity two-stage algorithm to strike a balance between the covert transmission performance and computational complexity. Specifically, the IRS’s reflection beamforming is designed in the first stage, while Alice’s transmit power is determined in the second stage.

1) IRS Beamforming Design: In order to develop a low-complexity IRS beamforming design, as per (P1.1) we note that \( D(P_0|P_1) \) in the covertness constraint (13b) is a monotonically increasing function of \( P_a \tilde{u}^H A \tilde{u} \), which implies that the covertness level is dominated by the received energy at Willie. Following this fact, we adopt the ratio from the received energy at Bob to the received energy at Willie, i.e., \( \frac{P_a \tilde{u}^H B \tilde{u}}{P_a \tilde{u}^H A \tilde{u}} \), as our performance metric to design the reflection beamforming, yielding the following optimization problem

\[
(P2) : \max_{\tilde{u}} \frac{\tilde{u}^H B \tilde{u}}{\tilde{u}^H A \tilde{u}} \quad \text{s.t.} \quad |u_n| \leq 1, \quad \forall n = 1, 2, \ldots, N, \quad |u_{N+1}| = 1.
\]

We note that the optimization problem (P2) is difficult to tackle directly, since the objective function (22a) is highly non-concave and the unit modules constraint (22c) is non-convex. Furthermore, this problem is quite different from the generalized Rayleigh quotient problem, due to the multiple reflection coefficient constraints that characterize the phase shift and reflection amplitude limits. In the following, we first derive a lower bound on the objective function (22a), and then we develop a SCA algorithm to solve (P2) iteratively. Based on [51], a lower bound on (22a) is given by

\[
\frac{\tilde{u}^H B \tilde{u}}{\tilde{u}^H A \tilde{u}} \geq \frac{2\text{Re}(\tilde{u}^H B \tilde{u})}{\tilde{u}^H A \tilde{u}} - \frac{\tilde{u}^H B \tilde{u}}{(\tilde{u}^H A \tilde{u})^2} \tilde{u}^H A \tilde{u},
\]

where \( \tilde{u} \) is a feasible point.
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2) Transmit Power Design: For a given \( u \), the optimization problem (P1.1) is simplified to

\[
\begin{align*}
(P3) : \quad & \max_{P_a} P_a u^{H} Bu \\
\text{s.t.} \quad & \ln \left( 1 + \frac{P_a u^{H} A u}{\sigma_w^2} \right) - \frac{P_a u^{H} A u}{P_a u^{H} A u + \sigma_w^2} \leq \frac{2e^2}{L},
\end{align*}
\]

(30a)

(30b)

(30c)

We note that \( \frac{2e^2}{L} \) generally is a small value in covert communications. As per \( \ln(1+x) \leq x \) for \( x > -1 \), a conservative approximation of the covertness constraint (30b) is given by

\[
\frac{P_a u^{H} A u}{\sigma_w^2} - \frac{P_a u^{H} A u}{P_a u^{H} A u + \sigma_w^2} \leq \frac{2e^2}{L}.
\]

(31)

Then, the optimization problem (P3) can be recast as

\[
(P3.1) : \quad \max_{P_a} P_a u^{H} Bu \\
\text{s.t.} \quad (30b), \ (30c), \ (31).
\]

(32)

One can verify that the LHS of constraint (31) is a monotonically increasing function of \( P_a \), and the objective function in (P3.1) also monotonically increases with \( P_a \). Thus, in the optimal solution to (P3.1) the covertness constraint (31) holds with equality, which lead to

\[
P_a = \frac{\sigma_w^2 (e^2 + \sqrt{e^2 + 2e^2 L})}{L u^{H} A u}.
\]

Considering that \( e^2 \leq \sqrt{e^2 + 2e^2 L} \) and \( 0 \leq P_a \leq P_{\max} \), the optimal transmit power is given by

\[
P_a^* = \min \left\{ \sigma_w^2 \left( e^2 + \sqrt{e^2 + 2e^2 L} \right), \ P_{\max} \right\}.
\]

(33)

We should point out that the adopted approximation in (31) is to find a low-complexity solution to (P3). In fact, the optimal \( P_a \) to (P3) can be achieved by solving equation (30b) with equality. However, it is a transcendental equation with respect to \( P_a \), which does not facilitate the derivation of an analytical expression for \( P_a \). We note that the approximation solution shown in (33) is a high-quality solution to (P3), which is mainly due to the fact that the LHS of constraint (30b) is a monotonically increasing function of \( P_a \) and the value of \( \frac{2e^2}{L} \) is small. We note that \( P_a^* \) in (33) decreases as \( u^{H} A u \) increases, which verifies the effectiveness of the adopted performance metric in (P2), since it guarantees a relatively small value of \( u^{H} A u \). We also note that \( P_a^* \) decreases as the required covertness level \( \epsilon \) decreases, which is consistent with our intuition.

The proposed low-complexity two-stage algorithm is summarized in Algorithm 2. We note that in the first stage we design the reflection beamforming without considering the covertness constraint, i.e., the covertness constraint is not involved in the optimization problem (P2). In the second stage, Alice’s transmit power is determined to explicitly ensure the covertness constraint. We note that the main computational complexity of Algorithm 2 comes from calculating \( f \) in step 3 and \( P_a \) in step 6. We observe from (24) and (33) that the complexity of calculating \( f \) and \( P_a \) mainly depends on the calculation of the quadratic form, which is on the order of \( O\left((N + 1)^2\right) \). As such, the total computational complexity of Algorithm 2 is given by \( O\left(K_2(N + 1)^2\right) \), where \( K_2 \) is the number of iterations at the first stage. We note that the complexity of the proposed Algorithm 2 is much lower than that of the proposed Algorithm 1.

We should point out that the aforementioned low-complexity two-stage algorithm cannot obtain the perfect covertness with zero transmit power detailed in the optimization problem P1’. This is due to the fact that we have performed multiple lower bound approximation operations on the objective function (22a) and Alice’s transmit power approaches to 0 as \( \epsilon \to 0 \). As such, in the following we develop a low-complexity solution to (P1’). To this end, we first recall that, as per Theorem 1, the perfect covertness can be achieved when \( \sum_{n=1}^{N} a_n \geq |h_{aw}| \). Following this fact, we can equivalently rewrite \( \sum_{n=1}^{N} a_n \geq |h_{aw}| \) as \( \sum_{n=1}^{N} |a_n| = \kappa |h_{aw}| \), where \( \kappa \geq 1 \) is a scale factor. Then, we can see that \( \{a_n = e^{j\arg(a_n)} - \pi \arg(h_{aw})\} \forall n, P_a = P_{\max} \) is the optimal solution to (P1’) when \( \kappa = 1 \) and \( \{a_n = \frac{1}{\kappa} e^{j\arg(a_n)} - \pi \arg(h_{aw})\} \forall n, P_a = P_{\max} \) is a feasible solution to (P1’) for \( \kappa > 1 \).

IV. COVER COMMUNICATION DESIGN WITHOUT WILLIE’S INSTANTANEOUS CSI

If Willie is not a legitimate user in the considered system for other service, it may be difficult to obtain his instantaneous CSI. As such, in this section we consider that Alice and the IRS only know that \( h_{aw} \sim \mathcal{CN}(0, \sigma_{aw}) \) and \( h_{rw} \sim \mathcal{CN}(0, \sigma_{rw}) \), where \( h_{aw} \) is the \( n \)-th element of \( h_{rw} \), but they do not know the instantaneous realizations of \( h_{aw} \) or \( h_{rw} \).

A. Expression for Covertness Constraint

As per (5), the covertness constraint \( D[\mathcal{P}_0|\mathcal{P}_1] \leq 2e^2 \) depends on \( h_{aw} \) and \( h_{rw} \). As such, we consider the expected value of \( D[\mathcal{P}_0|\mathcal{P}_1] \) over all realizations of \( h_{aw} \) and \( h_{rw} \) as the measure of covertness. Then, the covertness constraint can be rewritten as \( \mathbb{E}_X \left[ D[\mathcal{P}_0|\mathcal{P}_1] \right] \leq 2e^2 \), where

\[
\mathbb{E}_X \left[ D[\mathcal{P}_0|\mathcal{P}_1] \right] = \mathbb{E}_X \left\{ L \left[ \ln \left( 1 + \frac{P_a X}{\sigma_w^2} \right) - \frac{P_a X}{P_a X + \sigma_w^2} \right] \right\},
\]

(34)

and \( X = h_{rw}^{H} \Theta h_{aw} + h_{aw}^{H} \). We note that the use of \( \mathbb{E}_X \left[ D[\mathcal{P}_0|\mathcal{P}_1] \right] \leq 2e^2 \) as the covertness constraint lies in
the fact that Willie knows the instantaneous $h_{aw}$ and $h_{rw}$. This fact enables Willie to vary his detection threshold for each instantaneous realization of $h_{aw}$ or $h_{rw}$, such that $E_X[D(P_0|\mathcal{P}_1)]$ can be used to provide a lower bound on Willie’s minimum detection error rate $\xi^*$. We note that, if Willie uses a fixed detection threshold for all the realizations of $h_{aw}$ and $h_{rw}$, $E_X[D(P_0|\mathcal{P}_1)] \leq 2\varepsilon^2$ should not be used as the covertness constraint. Since the expression of $E_X[D(P_0|\mathcal{P}_1)]$ is very complex, an exact analytical expression of $E_X[D(P_0|\mathcal{P}_1)]$ is difficult to obtained directly. In the following, we present a theorem to determine the analytical expression of $E_X[D(P_0|\mathcal{P}_1)] \leq 2\varepsilon^2$.

**Theorem 2**: The covertness constraint $E_X[D(P_0|\mathcal{P}_1)] \leq 2\varepsilon^2$ can be equivalently rewritten as

$$
\frac{P_a}{\sigma_w^2} \left( \sum_{n=1}^{N} \rho_n^2 |h_{ar_n}|^2 + \chi_{aw} \right) \leq \bar{\varepsilon},
$$

(35)

where $\bar{\varepsilon}$ is the solution to

$$
\left( 1 + \frac{1}{\bar{\varepsilon}} \right) e^{E_1(1/\bar{\varepsilon})} - 1 - \frac{2\varepsilon^2}{L} = 0,
$$

(36)

which can be obtained via the bisection method [46], where $E_1(x) = \int_x^\infty \frac{e^{-t}}{t} dt$ is an exponential integral function.

**Proof**: The detailed proof is provided in Appendix C. ■

We note that $E_X[D(P_0|\mathcal{P}_1)] \leq 2\varepsilon^2$ is a new covertness constraint in the context of covert communications when Willie’s instantaneous CSI is not available. Theorem 2 equivalently transforms the mathematically intractable covertness constraint $E_X[D(P_0|\mathcal{P}_1)] \leq 2\varepsilon^2$ into the constraint (35), which facilitates us determine the optimal IRS’s reflection beamforming and Alice’s transmit power in the next subsection.

**B. Optimal Design Without Willie’s Instantaneous CSI**

Following Theorem 2, when Willie’s instantaneous CSI is not available, the optimal design of the IRS’s reflection beamforming and Alice’s transmit power is formulated as

(P5): \[
\max_{P_a, \rho, \theta} P_a \sum_{n=1}^{N} \rho_n |b_n| e^{j(\theta_n + \arg(b_n))} + h_{ab} \] \quad \text{s.t. } P_a \left( \sum_{n=1}^{N} \rho_n^2 |h_{ar_n}|^2 + \chi_{aw} \right) \leq \bar{\varepsilon}_w, \quad \text{(37b)}

(37b)

where $b_n$ is the $n$-th element of $b$, $\rho = [\rho_1, \rho_2, \cdots, \rho_N]^T$ and $\theta = [\theta_1, \theta_2, \cdots, \theta_N]^T$. Interestingly, we find that covertness constraint (37b) is independent of the phase shift $\theta$, which implies that the optimal phase shift strategy at the IRS is to maximize Bob’s SNR when IRS does not know Willie’s instantaneous CSI. Following the fact that

$$
\sum_{n=1}^{N} \rho_n |b_n| e^{j(\theta_n + \arg(b_n))} + h_{ab} \leq \sum_{n=1}^{N} \rho_n |b_n| e^{j(\theta_n + \arg(b_n))} + |h_{ab}| e^{j\arg(h_{ab})},
$$

(38)

where the equality holds when $\theta_n + \arg(b_n) = \arg(h_{ab}), \forall n$, we can conclude that the optimal $\theta$ to the optimization problem in (P5) is given by

$$
\theta^*_n = \arg(h_{ab}) - \arg(b_n), \forall n.
$$

(39)

Substituting (39) into (P5) and performing the root operation on the objective function (37a), we have

$$
P^*_a = \min \left\{ \frac{\bar{\varepsilon}_w^2}{\chi_{aw} + \chi_{aw}}, P_{max} \right\}.
$$

(41)

In the following, we present the optimal solution to the optimization problem (P5.1) by considering three possible types of the amplitude regulator to be adapted in the IRS, i.e., different constraints on the IRS’s amplitude coefficients in three practical scenarios.

1) $\rho_n = 1, \forall n$: In this scenarios, $\rho$ is fixed to be 1, which means that only the phase shifts in the IRS can be controlled. Then, in the problem (P5.1), only Alice’s transmit power need to be determined, of which the optimal value is given by

$$
P^*_a = \max \left\{ \frac{\bar{\varepsilon}_w^2}{\chi_{aw} + \chi_{aw}}, P_{max} \right\}.
$$

(42a)

2) $\rho_n = \rho_0, \forall n$: In this scenario, all the elements of the IRS share a common amplitude coefficient controller due to hardware limitations. As such, we need to jointly design $\rho_0$ and $P_a$ in the optimization problem (P5.1). To this end, we first rewrite (P5.1) as

$$
P^*_a = \max \left\{ \frac{\bar{\varepsilon}_w^2}{\chi_{aw} + \chi_{aw}}, P_{max} \right\}.
$$

(42b)

We note that constraint (42b) must hold with equality at the optimal solution, otherwise we can always increase $P_a$ or $\rho_0$ to further improve the objective function. As such, the optimal value of the transmit power $P_a$ can be expressed as

$$
P^*_a = \max \left\{ \frac{\bar{\varepsilon}_w^2}{\chi_{aw} + \chi_{aw}}, P_{max} \right\} > P_{max}.
$$

(43)

We should point out that increasing the values of $P_a$ and $\rho_0$ can improve the communication quality from Alice to Bob, but may decrease the achievable communication covertness. In addition, we observe from (43) that $P_a$ decreases with $\rho_0$ when $\frac{\bar{\varepsilon}_w^2}{\chi_{aw} + \chi_{aw}} \leq P_{max}$ holds. As such, the transmit power $P_a$ and the IRS amplitude coefficient $\rho_0$ should be carefully designed to balance the communication quality and communication covertness. As per (43), we consider the following two cases.
a) $P_{a}^{*} = P_{\text{max}}$: In this case, (P5.2) can be recast as
\begin{equation}
\max_{\rho_{0}} \sqrt{P_{\text{max}} (\rho_{0} \| b \|_{1} + \| h_{ab} \|)} \quad (44a) \\
\text{s.t. } 0 \leq \rho_{0} \leq 1, \quad \rho_{0}^{2} \geq \frac{\bar{\epsilon} \sigma_{w}^{2}}{\chi_{rw}^{2} \| h_{ar} \|^{2}}. \quad (44b)
\end{equation}

Since the objective function (44a) is a linear function of $\rho_{0}$, the optimal $\rho_{0}$ must be on the boundary of (44b). Thus, the optimal $\rho_{0}$ is given by
\begin{equation}
\rho_{0}^{*} = \min \left\{ 1, \frac{\chi_{aw}^{2} \| b \|_{1}}{\chi_{rw}^{2} \| h_{ar} \|^{2}} \right\}. \quad (45)
\end{equation}

We observe from (45) that the optimal $\rho_{0}$ decreases as $\chi_{aw}$ or $\chi_{rw}$ increases, since as the channel quality from Alice or IRS to Willie is improved, it becomes easier for Willie to make correct decisions on the detection of Alice’s transmission. As such, IRS will reduce its amplitudes to maintain the same level of covertness.

b) $P_{a}^{*} = \frac{\bar{\epsilon} \sigma_{w}^{2}}{\chi_{aw} \rho_{0} \| h_{ar} \|^{2} + \chi_{aw}}$: In this case, (P5.2) can be rewritten as
\begin{equation}
\max_{\rho_{0}} \frac{\bar{\epsilon} \sigma_{w}^{2}}{\chi_{rw}^{2} \rho_{0} \| h_{ar} \|^{2} + \chi_{aw}} \quad (46a) \\
\text{s.t. } 0 \leq \rho_{0} \leq 1, \quad \rho_{0}^{2} \geq \frac{\bar{\epsilon} \sigma_{w}^{2}}{\chi_{rw}^{2} \| h_{ar} \|^{2}}. \quad (46b)
\end{equation}

Since (P5.4) is a univariate optimization problem, its optimal solution must be attained either at the stationary point of the objective function or on the boundary of the feasible set, where the stationary point of (46a) is given by
\begin{equation}
\rho_{0}^{*} = \frac{\chi_{aw} \| b \|_{1}}{\chi_{rw} \| h_{ar} \| \| b \|_{2}^{2}}. \quad (47)
\end{equation}

Thus, the optimal $\rho_{0}$ to problem (P5.4) can be obtained by checking the objective values of the feasible stationary points and endpoints of the constraint (46b).

Finally, to determine the solution to (P5.2) in this scenario, we compare the achieved objective function values in the aforementioned two cases and choose the candidate optimal solution with the higher objective function value as the optimal $\rho_{0}$. Then, the optimal $P_{a}$ can be obtained as per (43).

3) $0 \leq \rho_{n} \leq 1, \forall n$: In this scenario, we have the general case of jointly optimizing $P_{a}$ and $\rho_{n}$. We note that the optimization problem (P5.1) is non-convex due to the non-concave objective function and the non-convex constraint (37b). Fortunately, it can be equivalently transformed into the following convex form:

\begin{equation}
\max_{P_{a}, \bar{\rho}} \tilde{\bar{\rho}}^{T} \tilde{b} + \sqrt{P_{a}} \| h_{ab} \| \quad (48a) \\
\text{s.t. } \chi_{rw} \tilde{b}^{T} \tilde{H}_{ar} \bar{\rho} + P_{a} \chi_{aw} \leq \bar{\epsilon} \sigma_{w}^{2}, \quad (48b) \\
P_{a} \leq P_{\text{max}}, \quad (48c) \\
0 \leq \rho_{n} \leq \sqrt{P_{a}}, \quad \forall n = 1, 2, \cdots, N, \quad (48d)
\end{equation}

where $\bar{\rho} = \sqrt{P_{a}} \bar{\rho}$, $\tilde{b} = \| b_{1} \|, \| b_{2} \|, \cdots, \| b_{N} \|^{T}$, $\rho_{n}$ is the $n$-th element of $\bar{\rho}$, and $\tilde{H}_{ar} = \text{diag}(\| h_{ar_{1}} \|^{2}, \| h_{ar_{2}} \|^{2}, \cdots, \| h_{ar_{N}} \|^{2})$. We note that (P5.5) is a convex optimization problem, which can be efficiently solved by the current convex optimization solver CVX [46]. Then, the optimal $\rho$ to the problem (P5.1) can be recovered by $\tilde{\bar{\rho}} = \rho \sqrt{P_{a}}$.

V. NUMERICAL RESULTS

In this section, we provide numerical results to evaluate the performance of the IRS-assisted covert communication system with our proposed designs. We consider a three-dimensional coordinate system, Alice, IRS, Bob, and Willie are respectively located at (0,5,5) meter (m), (100,0,5) m, (70,10,0) m, and (100,10,0) m. In addition, we assume that IRS is equipped with a uniform rectangular array (URA) with $N = N_{x}N_{y}$, where $N_{x}$ and $N_{y}$ are the number of reflecting elements along the $x$-axis and $z$-axis, respectively. Note that all results presented below are averaged over 1000 independent channel realizations. Considering that IRS is deployed generally with the knowledge of Alice’s location, the channel realizations from Alice to IRS are randomly drawn from Rician fading with a Rician factor of 5 dB, while all other channel realizations are drawn from Rayleigh fading. The large-scale path loss from node $i$ to node $j$ is denoted as $\chi_{ij} = \beta_{0} \left( \frac{d_{ij}}{d_{0}} \right)^{-\alpha_{ij}}$, where $\beta_{0}$ is the channel power gain at the reference distance 1 m, $d_{ij}$ is the distance between node $i$ and node $j$, and $\alpha_{ij}$ is the corresponding path loss exponent. Specifically, the path loss exponents are set as $\alpha_{ar} = 2.4$, $\alpha_{ab} = 4.2$, $\alpha_{aw} = 4.2$, $\alpha_{rb} = 3$, and $\alpha_{rw} = 3$. Unless stated otherwise, the remaining system parameters are set as follows: $\beta_{0} = -30$ dB, $P_{\text{max}} = 36$ dBm, $L = 100$, $\sigma_{w}^{2} = \sigma_{w}^{2} = -80$ dBm, and $N_{e} = 5$.

A. With Global CSI

In this subsection, we present numerical results to evaluate the Bob’s SNR achieved by our proposed PSCA algorithm and low-complexity algorithm. The proposed design algorithms and the corresponding benchmark schemes are denoted as follows.

- Upper bound: Achieved by solving problem (P1.3) by relaxing the rank-one constraint.
- PSCA algorithm ($\rho_{n} \leq 1, \forall n$): Jointly design Alice’s transmit power as well as phase shift and reflection amplitude of each IRS reflecting element.
- PSCA algorithm ($\rho_{n} = 1, \forall n$): Jointly design Alice’s transmit power and phase shift of each IRS reflection element, where IRS reflection amplitudes are fixed to 1.
- Low-complexity algorithm: Proposed Algorithm 2.
- Without IRS: No IRS in the considered system and only Alice’s transmit power $P_{a}$ is designed.

In Fig. 2, we plot the received SNR at Bob achieved by different algorithms versus the number of IRS elements for different values of the covertsness level $\epsilon$. In this figure, we first observe that Bob’s SNR decreases as $\epsilon$ decreases for all schemes. This is due to the fact that the covertsness constraint becomes more stringent as $\epsilon$ decreases. As expected, the developed algorithms with IRS significantly outperform the algorithm without IRS in terms of achieving a higher SNR at Bob, which demonstrates the benefits of introducing IRS.
into covert communications. We also observe that Bob’s SNR achieved by all the algorithms with IRS increases with the number of reflecting elements $N$. As a larger $N$ not only enables Bob to receive a stronger reflection signal from the IRS, but also makes the covertness constraint easier to be satisfied, which will be confirmed in Fig. 3. In addition, Bob’s SNR achieved by PSCA algorithm ($0 \leq \rho_n \leq 1 \forall n$) and PSCA algorithm ($\rho_n = 1 \forall n$) approaches that of the upper bound, which demonstrates that the proposed PSCA algorithms can achieve near-optimal performance. This also implies that the performance gain achieved by adjusting IRS’s phase shifts is superior to that achieved by varying IRS’s reflection amplitudes in the context of IRS-assisted covert communications with perfect CSI. This is because the IRS reflected channel suffers from the effect of double path loss [3]. As such, adjusting the IRS reflection amplitudes would significantly reduce the SNR at Bob. In addition, considering that the global CSI is available, IRS can adjust its phase shifts to ensure that the privacy information power leaked to Willie is relatively small, while guaranteeing a certain communication quality. Following these facts, IRS prefers to adjust its phase shifts rather than its amplitudes for the case with global CSI available. In this figure, it can be observed that Bob’s SNR obtained by the low-complexity algorithm is slightly lower than that obtained by the PSCA algorithms, which shows that the proposed low-complexity algorithm can effectively strike a good balance between the covert communication performance and computational complexity.

In Fig. 3, we plot the value of $|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$, which is the channel power gain received at Willie, to reveal the fundamental reason why IRS can improve the covert communication performance. Recall that we adopt $D(\mathcal{P}_0|\mathcal{P}_1) \leq 2\kappa^2$ as the covertness constraint, where $D(\mathcal{P}_0|\mathcal{P}_1)$ is an increasing function of $P_a|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$ (i.e., the received energy at Willie), which implies that the covertness constraint is dominated by $P_a|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$. In Fig. 3(a), we first observe that $|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$ achieved by the algorithms with IRS is always lower than that of the algorithm without IRS, which indicates that with the aid of an IRS, Alice can use a higher transmit power to improve the covert communication performance while meeting the same covertness constraint. This also shows that the IRS not only enhances the transmission from Alice to Bob, but also deteriorates Willie’s detection performance. In Fig. 3(a), we also observe that the value of $|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$ achieved by the PSCA algorithms is larger than that achieved by the low-complexity algorithm. This is the main reason why the PSCA algorithms can slightly outperform the low-complexity algorithm.

In Fig. 4, we plot Bob’s SNR and Alice’s transmit power $P_a$ achieved by different schemes versus the IRS horizontal location for different values of the reflecting element number $N$. In Fig. 4(a), we first observe that with a larger $N$, e.g., $N = 50$, the optimal horizontal location of the IRS will be closer to Bob, while the optimal horizontal location of the IRS moves closer to Willie as $N$ decreases. This is because the covertness constraint becomes easier to be satisfied as $N$ increases. In general, this figure shows that the optimal horizontal location of the IRS is between Alice and Bob to strike a tradeoff between the communication quality from Alice to Bob and the covertness constraint. Surprisingly, in Fig. 4(b) we observe that the transmit power $P_a$ gradually increases as the IRS moves closer to Willie, which further verifies that IRS can reduce Willie’s channel power gain $|h_{rw}^H \Theta h_{ar} + h_{aw}|^2$ and thus degrade its detection performance, especially when the IRS is close to Willie.

In Fig. 5, as expected we observe that the SNR achieved by all the schemes increases with $N$. In addition to the reasons presented in Fig. 2, another reason is that the value of $\sum_{n=1}^N |a_n|$ (i.e., the total channel quality of the reflected path from Alice to Willie) increases with $N$. This leads to the fact that the condition of perfect covertness (i.e., $\sum_{n=1}^N |a_n| \geq |h_{aw}|$) becomes easier to be satisfied as $N$ increases. In general, this figure confirms that perfect covertness can indeed be obtained with the aid of IRS in the context of covert communications, which also verifies the correctness of Theorem 1.
Fig. 4. Received SNR at Bob and transmit power at Alice versus IRS horizontal location for covertness level $\epsilon = 0.1$.

Fig. 5. Received SNR at Bob versus the number of reflecting elements at IRS for $\sigma_b^2 = -90$ dBm.

Fig. 6. Received SNR at Bob and transmit power at Alice versus the number of reflecting elements for different values of covertness level $\epsilon$, where $\sigma_b^2 = -90$ dBm.

Fig. 7. Received SNR at Bob and transmit power at Alice versus IRS horizontal location for covertness level $\epsilon = 0.1$, where $\sigma_b^2 = -90$ dBm.

B. Without Willie’s Instantaneous CSI

In this subsection, corresponding the considered three different scenarios, “$\rho_n = 1, \forall n$” denotes the solution with the IRS’s reflection amplitude being fixed to 1, “$\rho_n = \rho_0, \forall n$” denotes the solution with all elements of the IRS sharing the same reflection amplitude $\rho_0$, and “$\rho_n \leq 1, \forall n$” denotes solution with the optimal reflection amplitude of each IRS element. We note that the transmit power $P_a$ is optimally designed in the above three solutions.

In Fig. 6, we plot Bob’s SNR and Alice’s transmit power $P_a$ achieved by our solutions for different values of $\epsilon$. As expected, we first observe from Fig. 6(a) that Bob’s SNR achieved by all solutions decreases as the covertness level becomes harsher. We also observe that the solution with “$\rho_n \leq 1, \forall n$” achieves the highest SNR relative to the solutions of both “$\rho_n = \rho_0, \forall n$” and “$\rho_n = 1, \forall n$”, while the solution with “$\rho_n = \rho_0, \forall n$” achieves a higher SNR than the solution with “$\rho_n = 1, \forall n$”. This demonstrates that the IRS reflection amplitude control can effectively improve the covert communication performance when Willie’s instantaneous CSI is not available. In Fig. 6(b), we first observe that the required transmit power $P_a$ achieved by our developed solutions decreases as the number of reflection elements $N$ increases, which is different from that observed in the case with Willie’s instantaneous CSI, where $P_a$ increases with $N$. This is attributed to the fact that without Willie’s instantaneous CSI, the covertness constraint is only related to the IRS reflection amplitudes and Alice’s transmit power $P_a$, but is independent of IRS phase shifts. As such, the average covertness constraint $P_a \frac{\chi_{rw}}{\sigma_w^2} \left(\sum_{n=1}^{N} |h_{ar,n}|^2 + \chi_{aw}\right) \leq \bar{\epsilon}$ is harder to be satisfied as $N$ increases. Interestingly, we also observe that $P_a$ is higher in the system without IRS relative to that in the system with IRS, which is completely different from the case with Willie’s instantaneous CSI.
In Fig. 7, we plot Bob’s SNR and Alice’s transmit power $P_a$ achieved by different solutions versus the IRS horizontal location. We first observe from Fig. 7(a) that the optimal IRS horizontal location is close to the LHS of Bob (denoted by the verticle dashed line in this figure). This is due to the fact that satisfying the covertness constraint becomes challenging as IRS moves closer to Willie. We note that the optimal IRS horizontal location is to balance the transmission quality and communication covertness, since it not only guarantees a small reflection path loss from IRS to Bob, but also makes the covertness constraint easier to be satisfied. We also note that this observation is different from the case with Willie’s instantaneous CSI, in which the covertness constraint becomes easier to be satisfied. We also note that observing from Fig. 7(b) that the transmit power $P_a$ achieved by our developed solutions decreases as the IRS moves closer to Willie. This is attributed to the fact that the covertness constraint becomes harder to be satisfied as the reflect-path gain from IRS to Willie becomes larger.

VI. CONCLUSION

This paper tackled covert communication system designs by considering the assistance of an IRS in the cases with global CSI and without Willie’s instantaneous CSI. For the case with global CSI, we proved that the perfect covertness can be achieved if the channel quality of the reflected path is higher than that of the direct path. Then, we developed a PSCA algorithm and a low-complexity two-stage algorithm to jointly design the IRS’s reflection coefficients and Alice’s transmit power. For the case without the Willie’s instantaneous CSI, our analysis showed that the phase shift of each IRS element is independent of the covertness constraint, based on which the optimal phase shifts and reflection amplitudes together with the Alice’s transmit power are determined. Our examinations showed that deploying an IRS is able to enhance the reflection signal at Bob and deteriorate the detection performance at Willie by properly designing the reflection coefficients, so as to improve covert communication performance. Interestingly, it was revealed that the optimal horizontal location of the IRS is between Bob and Willie for the case with global CSI, while it is close to the LHS of Bob for the case without Willie’s instantaneous CSI. To further unleash the potential of IRS-aided covert communications, one challenge to be addressed in future works is how to obtain accurate CSI covertly without using the traditional pilot-based channel estimation methods. Addressing this challenge may call for new emerging techniques (e.g., machine learning) to conduct passive channel estimation (e.g., based on three-dimensional images).

APPENDIX A

PROOF OF THEOREM 1

We first note that the perfect covertness implies the required covertness level $\varepsilon = 0$. In addition, we observe from (P1) that $D[\mathbb{P}_0|\mathbb{P}_1]$ in covertness constraint (8b) monotonically increases with the received energy at Willie (i.e., $P_a|\mathbf{v}^H\mathbf{a} + h_{aw}|^2$), and $P_a|\mathbf{v}^H\mathbf{a} + h_{aw}|^2 = 0$ means Willie cannot detect any transmission. Thus, under the perfect covertness constraint, problem (P1) can be reformulated into problem (P’1). We note that problem (P’1) is not always feasible when the transmit power $P_a$ is non-zero. In addition, one can verify that $P_a = P_{\text{max}}$ is the optimal solution to problem (P’1) when $E_w \triangleq |\mathbf{v}^H\mathbf{a} + h_{aw}|^2 = 0$. In the following, we focus on deriving the condition of $E_w = 0$. To this end, we first recall that $v_n = \rho_n e^{-j\theta_n}$, $\forall n$, it follows that

$$E_w = \left| \sum_{n=1}^N \rho_n |a_n| e^{j(\arg(a_n)+\theta_n)} + |h_{aw}|e^{j\arg(h_{aw})} \right|^2. \quad (49)$$

We note that $E_w = 0$ only when the signs of the real and imaginary part of $\sum_{n=1}^N \rho_n |a_n| e^{j(\arg(a_n)+\theta_n)}$ and $|h_{aw}|e^{j\arg(h_{aw})}$ are opposite. We also note that if each summation term $\rho_n |a_n| e^{j(\arg(a_n)+\theta_n)}$ has the same phase for coherent combining, the synthesized $\sum_{n=1}^N \rho_n |a_n| e^{j(\arg(a_n)+\theta_n)}$ achieves the largest modulus, which is given by $\sum_{n=1}^N \rho_n |a_n|$. As a result, if

$$\sum_{n=1}^N \rho_n |a_n| \geq |h_{aw}|, \quad (50)$$

we can always adjust reflection amplitude $\rho_n$ and reflection phase shift $\theta_n$ such that $E_w = 0$. We note that the maximum value of $\sum_{n=1}^N \rho_n |a_n|$ is $\sum_{n=1}^N |a_n|$ due to $\rho_n \in [0, 1], \forall n$. Following above discussions, we can conclude that the perfect covertness can be achieved with non-zero transmit power if and only if $\sum_{n=1}^N |a_n| \geq |h_{aw}|$. This completes the proof of Theorem 1.

APPENDIX B

PROOF OF LEMMA 1

We first note that the second term on the LHS of (16) is a linear function of the concerned optimization variable $\mathbf{W}$, while the right-hand side (RHS) of (16) is a constant. As such, we only need to prove that the first term on the LHS of (16) is convex with respect to $\mathbf{W}$, which is redefined as

$$f(\mathbf{W}) = \left(1 + \frac{\text{Tr}(\mathbf{A}\mathbf{W})}{\sigma_w^2} \right) \ln \left(1 + \frac{\text{Tr}(\mathbf{A}\mathbf{W})}{\sigma_w^2} \right). \quad (51)$$

To proceed, we first note that $\ln(x)$ is a convex function of $x$ for $x > 0$ [46]. Then, following the fact that $\mathbf{A} \succeq 0$ and $\mathbf{W} \succeq 0$, we have that $f(\mathbf{W})$ is convex with respect to $\mathbf{W}$ since the affine transformation of $x \ln(x)$ is convex with respect to $x$. This completes the proof of Lemma 1.

APPENDIX C

PROOF OF THEOREM 2

As per (34), in order to determine $E_X[|D[\mathbb{P}_0|\mathbb{P}_1]|]$, we have to derive the distribution of $X$. To this end, we first rewrite $h_{aw}^H \Theta h_{aw} + h_{aw}$ as

$$h_{aw}^H \Theta h_{aw} + h_{aw} = \sum_{n=1}^N h_{aw}^* \rho_n e^{j\theta_n} h_{aw} + h_{aw}, \quad (52)$$

where $h_{aw}$ and $h_{aw}$ are the $n$-th element of $h_{aw}$ and $h_{aw}$, respectively. As a result, $h_{aw}^H \Theta h_{aw} + h_{aw}$ follows the distribution $CN(0, \delta)$, where $\delta \triangleq \chi_{aw} \sum_{n=1}^N \rho_n^2 |h_{aw}|^2 + \chi_{aw}$. 

Then, the probability density function (pdf) of $X$ denoted as $f_X(x)$ is an exponential distribution with parameter $\delta^{-1}$. As such, $\mathbb{E}_X \mathcal{D}(P_0 | P_1)$ can be rewritten as

$$
\mathbb{E}_X \mathcal{D}(P_0 | P_1) = \int_0^\infty L \left( \ln \left( 1 + \frac{P_0 x}{\sigma_w^2} \right) - \frac{P_0 x}{\sigma_w^2} + \frac{\sigma_w^2}{\sigma_w^2} \right) f_X(x) dx,
$$

$$
= L \left( 1 + \frac{\sigma_w^2}{\sigma_w^2} \right) e^{\frac{\sigma_w^2}{\sigma_w^2}} E_1 \left( \frac{\sigma_w^2}{\sigma_w^2} \right) - L.
$$

(53)

Following (53), the covertness constraint $\mathbb{E}_X \mathcal{D}(P_0 | P_1) \leq 2e^2$ can be equivalently rewritten as

$$
g \left( \frac{\sigma_w^2}{\sigma_w^2} \right) \leq 1 + 2e^2 L,
$$

(54)

where $g \left( \frac{\sigma_w^2}{\sigma_w^2} \right) \triangleq \left( 1 + \frac{\sigma_w^2}{\sigma_w^2} \right) e^{\frac{\sigma_w^2}{\sigma_w^2}} E_1 \left( \frac{\sigma_w^2}{\sigma_w^2} \right)$. We note that an exact analytical expression for $g \left( \frac{\sigma_w^2}{\sigma_w^2} \right)$ is mathematically intractable, since it involves an exponential integral function.

To overcome this difficulty, we next show that $g \left( \frac{\sigma_w^2}{\sigma_w^2} \right)$ is a monotonically decreasing function of $\frac{\sigma_w^2}{\sigma_w^2}$. To this end, we first define $g(x) = (1 + x)e^x E_1(x)$, where $x \geq 0$. Then, the first derivative of $g(x)$ with respect to $x$ is given by

$$
\frac{dg(x)}{dx} = (x + 2)e^x E_1(x) - \frac{x + 1}{x} = (x + 2)e^x \left( \int_x^\infty \frac{e^{-t}}{t} dt - s(x) \right),
$$

(55)

where $s(x) = \frac{x+1}{x(x+2)e^x}$. We note that the first derivative of $s(x)$ with respect to $x$ is given by

$$
\frac{ds(x)}{dx} = \frac{e^{-x}(-2-x(x+2)^2)}{x^2(x+2)^2}.
$$

(56)

Considering that $\frac{ds(x)}{dx}$ is a continuous function of $x$ for $x > 0$, we have

$$
\int_x^\infty \frac{e^{-t}(-2-t(t+2)^2)}{t^2(t+2)^2} dt = s(\infty) - s(x) = -s(x).
$$

(57)

As per (57), we can rearrange (55) as

$$
\frac{dg(x)}{dx} = (x + 2)e^x \left( \int_x^\infty \frac{e^{-t}}{t} + \frac{e^{-t}(-2-t(t+2)^2)}{t^2(t+2)^2} dt \right)
$$

$$
= (x + 2)e^x \int_x^\infty \frac{-2e^{-t}}{t^2(t+2)^2} dt.
$$

(58)

Following the fact that the integrand $\frac{-2e^{-t}}{t^2(t+2)^2}$ is always less than or equal to 0, we have $\frac{dg(x)}{dx} \leq 0$ must hold for $x > 0$. As a result, $g(x)$ is a monotonically decreasing function of $x$ for $x > 0$.

Following the above fact, we have $g \left( \frac{\sigma_w^2}{\sigma_w^2} \right)$ given in (54) as a monotonically increasing function of $\frac{\sigma_w^2}{\sigma_w^2}$. Then, the covertness constraint (54) can be equivalently rewritten as that given in (35), which completes the proof of Theorem 2.
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