AN ADAPTIVE MULTIRESOLUTION DISCONTINUOUS GALERKIN METHOD FOR
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Abstract. In this paper, we develop an adaptive multiresolution discontinuous Galerkin (DG) scheme for time-dependent transport equations in multi-dimensions. The method is constructed using multiwavelets on tensorized nested grids. Adaptivity is realized by error thresholding based on the hierarchical surplus, and the Runge-Kutta DG (RKDG) scheme is employed as the reference time evolution algorithm. We show that the scheme performs similarly to a sparse grid DG method when the solution is smooth, reducing computational cost in multi-dimensions. When the solution is no longer smooth, the adaptive algorithm can automatically capture fine local structures. The method is therefore very suitable for deterministic kinetic simulations. Numerical results including several benchmark tests, the Vlasov-Poisson (VP) and oscillatory VP systems are provided.
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1. Introduction. In this paper, we propose an adaptive multiresolution DG scheme for time-dependent transport equations in multi-dimensions. This is a continuation of our previous research on sparse grid DG schemes [34, 27]. In particular, here we consider linear variable-coefficient equations, aiming at developing efficient solvers for kinetic transport problem as the eventual goal. It is well known that the main bottleneck to solve kinetic equations are their high dimensionality. The equations are posed in the probability space, which is in six dimensions in a realistic setting. A popular framework for high dimensional computations is called sparse grid [35, 11, 23]. The idea is to use a properly truncated subset of the tensor product approximation space to break the curse of dimensionality. In our previous work [27], a sparse grid DG method has been formulated and applied to kinetic simulations. The construction is based on Alpert’s multiwavelets [1, 2] and the method is demonstrated to save significant computational and storage cost because of the reduced degrees of freedom of the approximation space. By using the DG framework, many attractive features such as stability and conservation can be proven. However, the scheme’s success and the underlying convergence theory still rely heavily on the smoothness of the exact solution. In fact, it was generally understood that any a priori type of choice of the sparse grid approximation space will depend on the smoothness assumption of the exact solution, which is often not satisfied in practice. For example, for the VP system and many other kinetic models, small scale structures will often develop over time. Therefore, using the standard sparse grid methods or any uniform grid based methods may not be optimal. The situation is even worse if the solution contains discontinuities. In the literature, adaptive sparse grid methods have been developed [35, 26, 11, 11] to address this issue. Such schemes measure the hierarchical coefficients or the so-called hierarchical surplus as a natural indicator for refinement or coarsening. There is a particular connection of this approach with the celebrated adaptive wavelet method [20, 16]. This type of multiresolution schemes have been used to accelerate the computations for conservation laws under finite difference or finite volume frameworks [29, 9, 21, 8, 17, 15]. In recent years, there have been developments of adaptive multiresolution DG schemes [12, 1, 31, 23, 24, 32] which use the multiwavelets of Alpert for computing conservation laws and compressible flows. In the context of adaptive computation for Vlasov equations, closely related work includes semi-Lagrangian type wavelet method [11, 25, 8] and the h-adaptive RKDG method [36].

The objective of the present paper is to develop an adaptive multiresolution DG method that also fits under the sparse grid framework in multi-dimensions. When compared with other adaptive multiresolution DG methods in the literature, the main difference is in the multi-dimensional case. Our scheme will naturally go back to a sparse grid DG method, saving computational cost, when the solution possess sufficient smoothness. This is realized by using the fully tensorized basis functions instead of exploring multiwavelet only in local elements. When the solution is no longer smooth, the adaptive algorithm that uses the hierarchical surplus as the refinement or coarsening indicator, can automatically capture the local structures, thus removing the smoothness requirement of a priori chosen sparse grid approximation space. We use the hash table as the underlying data structure and can deal with equations in arbitrary dimensions. By using the DG formulation, many nice properties are retained for the transport equations. The numerical scheme is
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validated by benchmark tests with smooth and nonsmooth solutions, the standard VP system and oscillatory VP system.

The rest of this paper is organized as follows: in Section 2 we construct the adaptive multiresolution DG scheme. The numerical performance is validated in Section 3 by three benchmark tests. Section 4 discusses the application to Vlasov equations, and we conclude the paper in Section 5.

2. Numerical method. In this section, we formulate an adaptive multiresolution DG method for solving time-dependent linear transport equations. First, we review the multiresolution analysis and multiwavelets which serve as foundations of the underlying scheme. Then, we discuss an adaptive multiresolution projection method that supplies the numerical initial conditions. The adaptive time evolution algorithm is introduced at the end of this section after a review of the reference DG method.

2.1. Multiresolution analysis and multiwavelets. In this subsection, we review multiresolution analysis associated with piecewise polynomials. We focus on box shaped domains in this paper. Without loss of generality, all the discussions in this section are for a unit sized box \( \Omega = [0, 1]^d \), where \( d \) is the dimension of the problem.

First, we review the case when \( d = 1 \). We define a set of nested grids, where the \( n \)-th level grid \( \Omega_n \) consists of \( 2^n \) uniform cells \( I_n = (2^{-n}j, 2^{-n}(j+1)) \), \( j = 0, \ldots, 2^n - 1 \), for any \( n \geq 0 \). For notational convenience, we also denote \( I_{-1} = [0, 1] \).

The nested grids result in the nested piecewise polynomial spaces. In particular, let

\[
V_n^k := \{ v : v \in P_n^k(I_n^i), \forall j = 0, \ldots, 2^n - 1 \}
\]

be the usual piecewise polynomials of degree at most \( k \) on the \( n \)-th level grid \( \Omega_n \). Then, we have

\[
V_0^k \subset V_1^k \subset V_2^k \subset V_3^k \subset \cdots
\]

We can now define the multiwavelet subspace \( W_n^k \), \( n = 1, 2, \ldots \) as the orthogonal complement of \( V_{n-1}^k \) in \( V_n^k \) with respect to the \( L^2 \) inner product on \([0, 1] \), i.e.,

\[
V_{n-1}^k \perp W_n^k = V_n^k, \quad W_n^k \perp V_{n-1}^k.
\]

For notational convenience, we let \( W_0^k := V_0^k \), which is standard piecewise polynomial space of degree \( k \) on \([0, 1] \). Therefore, we have \( V_n^k = \bigoplus_{0 \leq l \leq n} W_l^k \).

Now we need to supply a set of orthonormal basis associated with the space \( W_l^k \). The case of mesh level \( l = 0 \) is trivial. We use the scaled Legendre polynomials and denote the basis by \( v_{l,0}^i(x) \), \( i = 1, \ldots, k + 1 \). When \( l > 0 \), the orthonormal bases in \( W_l^k \) are presented in \( [1] \) and denoted by

\[
v_{l,i}^j(x), \quad i = 1, \ldots, k + 1, \quad j = 0, \ldots, 2^{l-1} - 1.
\]

The construction follows a repeated Gram-Schmidt process and the explicit expression of the multiwavelet basis functions are provided in \([1]\). Note that such multiwavelet bases retain the orthonormal property of wavelet bases for different mesh levels, i.e.,

\[
\int_0^1 v_{l,i}^j(x)v_{l,i'}^{j'}(x) \, dx = \delta_{ii'}\delta_{jj'}.
\]  
(2.1)

Now we are ready to review the case when \( d > 1 \). First we recall some basic notations about multi-indices. For a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d \), where \( \mathbb{N}_0 \) denotes the set of nonnegative integers, the \( l^1 \) and \( l^\infty \) norms are defined as

\[
|\alpha|_1 := \sum_{m=1}^d \alpha_m, \quad |\alpha|_\infty := \max_{1 \leq m \leq d} \alpha_m.
\]

The component-wise arithmetic operations and relational operations are defined as

\[
\alpha \cdot \beta := (\alpha_1\beta_1, \ldots, \alpha_d\beta_d), \quad c \cdot \alpha := (c\alpha_1, \ldots, c\alpha_d), \quad 2^\alpha := (2^{\alpha_1}, \ldots, 2^{\alpha_d}),
\]
\[ \alpha \leq \beta \Leftrightarrow \alpha_m \leq \beta_m, \forall m, \quad \alpha < \beta \Leftrightarrow \alpha \leq \beta \text{ and } \alpha \neq \beta. \]

By making use of the multi-index notation, we denote by \( I = (l_1, \ldots, l_d) \in \mathbb{N}_0^d \) the mesh level in a multivariate sense. We define the tensor-product mesh grid \( \Omega_1 = \Omega_{l_1} \times \cdots \times \Omega_{l_d} \) and the corresponding mesh size \( h_1 = (h_{l_1}, \ldots, h_{l_d}) \). Based on the grid \( \Omega_1 \), we denote by \( I^k = \{ x : x_m \in (h_m, m_{j_m}(j_m+1)), m = 1, \ldots, d \} \) an elementary cell, and

\[ V_k^1 := \{ v : v(x) \in Q_k^d(I^k), \ 0 \leq j \leq 2^d - 1 \} = V_{l_1,x_1}^k \times \cdots \times V_{l_d,x_d}^k \]

the tensor-product piecewise polynomial space, where \( Q_k^d(I^k) \) denotes the collection of polynomials of degree up to \( k \) in each dimension on cell \( I^k \). If we use equal mesh refinement of size \( h_N = 2^{-N} \) in each coordinate direction, the grid and space will be denoted by \( \Omega_N \) and \( V_N^k \), respectively.

Based on a tensor-product construction, the multi-dimensional increment space can be defined as

\[ W_k^i = \bigoplus_{l \in \mathbb{N}_0^d} W_{k,l}^i \]

Therefore, the standard tensor-product piecewise polynomial space on \( \Omega_N \) can be written as

\[ V_k^N = \bigoplus_{l \in \mathbb{N}_0^d} W_{k,l}^i \]

while the sparse grid approximation space we used in [34, 27] is

\[ \tilde{V}_N^k = \bigoplus_{l \in \mathbb{N}_0^d} W_{k,l}^i \subset V_N^k. \]

The dimension of \( \tilde{V}_N^k \) scales as \( O((k + 1)^d 2^N N^{d-1}) \) [34], which is significantly less than that of \( V_N^k \) with exponential dependence on \( Nd \). The approximation results for \( \tilde{V}_N^k \) are discussed in [34, 27], which has a stronger smoothness requirement than the traditional \( V_N^k \) space. In this paper, we will not require the numerical solution to be in \( \tilde{V}_N^k \), but rather in \( V_N^k \) and to be chosen adaptively.

Finally, we define the basis functions in multi-dimensions as

\[ u_{i,m}^d(x) = \prod_{m=1}^d u_{i_m,m}^d(x_m), \]

for \( i \in \mathbb{N}_0^d, j \in B_1 := \{ j \in \mathbb{N}_0^d : 0 \leq j \leq \max(2^d - 1, 0) \} \) and \( 1 \leq i \leq k + 1 \). The orthonormality of the bases can be established by [21]. Furthermore, we note that the support of \( u_{i,1}^d \) is \( I_{k-1}^d \).

### 2.2. Adaptive multiresolution projection method

In this subsection, we formulate an adaptive multiresolution projection algorithm which supplies the numerical initial condition for DG schemes. Given a maximum mesh level \( N \) and an accuracy threshold \( \varepsilon > 0 \), we find a projected solution \( u_h(x) \in \tilde{V}_N^k \) of a given function \( u(x) \) defined on \( \Omega \) using an adaptive procedure.

The backbone of the algorithm is the fact that each hierarchical basis of space \( \tilde{V}_N^k \) represents the fine level detail on a specific mesh scale, which naturally provides an error indicator for the design of adaptive algorithms. We first review the mixed derivative norm for a function \( u(x) \). For any set \( L = \{ l_1, \ldots, l_r \} \subset \{ 1, \ldots, d \} \), we define \( L^c \) to be the complement set of \( L \) in \( \{ 1, \ldots, d \} \). For a non-negative integer \( \alpha \) and set \( L \), we define the semi-norm on any domain denoted by \( \Omega \)

\[ |u|_{H^{\alpha,L}(\Omega)} := \left( \sum_{|\alpha| = r} \left( \sum_{L \subset \{ 1,2,\ldots,d \}} \left| \frac{\partial^{\alpha}}{\partial x_{l_1}^{\alpha_1} \cdots \partial x_{l_r}^{\alpha_r}} u \right|_{L^2(\Omega)} \right)^2 \right)^{1/2} \]

and \( |u|_{H^{\alpha+1}(\Omega)} := \max_{1 \leq r \leq d} \left( \max_{L \subset \{ 1,2,\ldots,d \}} |u|_{H^{\alpha,L}(\Omega)} \right) \), which is the norm for the mixed derivative of \( u \) of at most degree \( q + 1 \) in each direction. For a function \( u(x) \in H^{\alpha+1}(\Omega) \), we showed that [27]}

\[ u(x) = \sum_{i \in \mathbb{N}_0^d} \sum_{j \in B_1, 1 \leq i \leq k+1} u_{i,j}^d \chi_i(x), \]

and

\[ \left( \sum_{j \in B_1, 1 \leq i \leq k+1} |u_{i,j}^d|^2 \right)^{1/2} \leq C 2^{-(q+1) |L|} |u|_{H^{\alpha+1}(\Omega)}, \]
where \( u_{i}^{1} = \int_{\Omega} u(x) v_{i}^{1}(x) \, dx \), \( q = \min \{ p, k \} \), and \( C \) is a constant independent of mesh level \( l \). Henceforth, the hierarchical coefficient \( u_{i}^{1} \) (also called hierarchical surplus) serves as a natural indicator for the local smoothness of \( u(x) \). The main idea of the adaptive algorithm is to choose only coefficients above a prescribed threshold value \( \varepsilon \). In this paper, we experiment on error indicators \( \| \cdot \|_{L^s(\Omega)} \) using different norms, where \( \| \cdot \|_{L^s(\Omega)} \) denotes the broken Sobolev \( L^s(\Omega) \) norm for a function in \( V_{N}^{k} \), with \( s = 1, 2, \infty \). When \( s = 2 \), due to orthonormality of the basis, \( \| \sum_{i=1}^{s} u_{i}^{1} v_{i}^{1}(x) \|_{L^2(\Omega)} \) is equivalent to \( \left( \sum_{i=1}^{s} |u_{i}^{1}|^2 \right)^{1/2} \). In other cases, for simplicity, we use instead \( \sum_{i=1}^{s} |u_{i}^{1}|^p \| v_{i}^{1}(x) \|_{L^q(\Omega)} \) for \( s = 1 \) and \( \sum_{i=1}^{s} |u_{i}^{1}| \| v_{i}^{1}(x) \|_{L^\infty(\Omega)} \) for \( s = \infty \). The values of \( \| v_{i}^{1}(x) \|_{L^1(\Omega)} \) and \( \| v_{i}^{1}(x) \|_{L^\infty(\Omega)} \) can be pre-computed and stored. Overall, \( \| v_{i}^{1}(x) \|_{L^1(\Omega)} \) scales as \( 2^{-|l|/2} \), and \( \| v_{i}^{1}(x) \|_{L^\infty(\Omega)} \) scales as \( 2^{l|l|/2} \).

In summary, we flag an element \( V_{i}^{j} := \{ v_{i}^{j}, 1 \leq i \leq k + 1 \} \) if

\[
\sum_{1 \leq i \leq k+1} |u_{i}^{j}| \| v_{i}^{j}(x) \|_{L^1(\Omega)} \geq \varepsilon, \quad \text{if} \quad s = 1
\]

\[
\left( \sum_{1 \leq i \leq k+1} |u_{i}^{j}|^2 \right)^{1/2} \geq \varepsilon, \quad \text{if} \quad s = 2
\]

\[
\sum_{1 \leq i \leq k+1} |u_{i}^{j}| \| v_{i}^{j}(x) \|_{L^\infty(\Omega)} \geq \varepsilon, \quad \text{if} \quad s = \infty,
\]

where \( \varepsilon \) is a prescribed error threshold. Similar to [26], we use a top down approach, starting recursively from the coarsest level. Once an element is flagged, then we consider adding its children elements for improvement of accuracy. In particular, if a element \( V_{i}^{j} \) satisfies the following conditions:

- There exists an integer \( m \) such that \( 1 \leq m \leq d \) and \( l' = l + e_{m} \), where \( e_{m} \) denotes the unit vector in \( x_{m} \) direction, and the support of \( V_{i}^{j} \) is within the support of \( V_{i}^{j} \).
- \( |l'|_\infty \leq N \),

then it is called a child element of \( V_{i}^{j} \). Accordingly, element \( V_{i}^{j} \) is called a parent element of \( V_{i}^{j} \). In this notation, we can see an element can have multiple children and multiple parents.

The last component of the algorithm is an efficient data structure. As suggested in [26], we use the hash table approach which is easy to implement, requires little storage overhead, and allows one to conveniently deal with hierarchical index \( (1,j) \) in the implementation. Specifically, by a prescribed hash-function, a hierarchical index \( (1,j) \) is mapped to a hash-key (an integer), which serves as an address in the hash table. When, given a hierarchical index, the associated data can be easily stored and retrieved by computing the hash-key. For more details about the hash table including how to choose proper hash-function and other implementation details, readers are referred to [26].

Finally, we summarize the adaptive projection algorithm as follows.

**Algorithm 1: Adaptive projection**

**Input:** Function \( u(x) \).

**Parameters:** Maximum level \( N \), polynomial degree \( k \), error threshold \( \varepsilon \).

**Output:** Hash table \( H \), leaf table \( L \) and projected solution \( u_{h}(x) \in V_{N,H}^{k} \).

1. Project \( u(x) \) onto the coarsest level of mesh, e.g., level 0. Add all elements to the hash table \( H \) (active list). Define an element without children as a leaf element, and add all the leaf elements to the leaf table \( L \) (a smaller hash table).
2. For each leaf element \( V_{i}^{1} \) in the leaf table, if \((2.5), \ (2.6) \) or \(2.7) \) holds, then we consider its child elements: for a child element \( V_{i}^{1} \), if it has not been added to the table \( H \), then compute the detail coefficients \( \{ u_{i}^{1}, 1 \leq i \leq k + 1 \} \) and add \( V_{i}^{1} \) to both table \( H \) and table \( L \). For its parent elements in \( H \), we increase the number of children by one.
Once the adaptive projection algorithm completes, it will generate a final hash table \( H \) and a numerical approximation \( u_h(x) = \sum_{l \in H} u_{l,h}^N l(x) \). We denote the approximation space \( \mathbf{V}_N^k, H = \text{span}\{v_{l,h}^N \in H\} \) and it is a subspace of \( \mathbf{V}_N^k \). As noticed in \([26]\), this top down approach may terminate too early and does not resolve the large coefficients on the very fine mesh levels. An alternative way is to find the \( L^2 \) projection of \( u(x) \) in the finest level \( \mathbf{V}_N^k \), and then truncate the elements with small coefficients as done in \([31]\). However, this will effectively increase the computational cost and we do not pursue it in this work.

### 2.3. The reference DG scheme

In this subsection, we review the standard RKDG method defined on space \( \mathbf{V}_N^k \) for the following \( d \)-dimensional linear transport equation with variable coefficients

\[
\left\{ \begin{array}{l}
u_t + \nabla \cdot (a(t,x) u) = 0, \quad x \in \Omega, \\
u(0,x) = u_0(x),
\end{array} \right. \tag{2.8}
\]

subject to periodic boundary conditions. Other types of boundary conditions can be accommodated in a similar way.

First, we review some basic notations about jumps and averages for piecewise functions defined on the grid \( \Omega_N \). Let \( T_h \) be the collection of all elementary cell \( T_h \), \( 0 \leq j_m \leq 2^N - 1, \forall m = 1, \ldots, d \). \( \Gamma := \bigcup_{T \in \Omega_h} \partial T \) be the union of the interfaces for all the elements in \( \Omega_N \) (here we have taken into account the periodic boundary condition when defining \( \Gamma \) and \( S(\Gamma) := \Pi_{T \in \Omega_h} L^2(\partial T) \) be the set of \( L^2 \) functions defined on \( \Gamma \). For any \( q \in S(\Gamma) \) and \( q \in [S(\Gamma)]^d \), we define their averages \( \{q\}, \{q\} \) and jumps \( [q], [q] \) on the interior edges as follows. Suppose \( e \) is an interior edge shared by elements \( T_+ \) and \( T_- \), we define the unit normal vectors \( n^+ \) and \( n^- \) on \( e \) pointing exterior of \( T_+ \) and \( T_- \), respectively, then

\[
\begin{align*}
[q] &= q^- n^- + q^+ n^+, \quad \{q\} = \frac{1}{2} (q^- + q^+), \\
[q] &= q^- \cdot n^- + q^+ \cdot n^+, \quad \{q\} = \frac{1}{2} (q^- + q^+).
\end{align*}
\]

The semi-discrete DG formulation for (2.8) is defined as follows: find \( u_h \in \mathbf{V}_N^k \), such that

\[
\int_{\Omega} (u_h)_t v_h \, dx = \int_{\Omega} u_h a \cdot \nabla v_h \, dx - \sum_{e \in \Gamma} \int_e \hat{a} u_h \cdot [v_h] \, ds,
\]

\[
:= A(u_h, v_h)
\]

for \( \forall \ v_h \in \mathbf{V}_N^k \), where \( \hat{a} u_h \) is defined on the element interface denotes a monotone numerical flux to ensure the \( L^2 \) stability of the scheme. In this paper, we use the upwind flux

\[
\hat{a} u_h = a \{u_h\} + \frac{a \cdot n}{2} [u_h],
\]

with \( n = n^+ \) or \( n^- \) for the constant coefficient case. More generally, for variable coefficients problems, we adopt the global Lax-Friedrichs flux

\[
\hat{a} u_h = \{a u_h\} + \frac{\alpha}{2} [u_h],
\]

where \( \alpha = \max_x |a(x,t) \cdot n| \), the maximum is taken for all possible \( x \) at time \( t \) in the computational domain.

We use the total variation diminishing (TVD) Runge-Kutta methods \([33]\) to solve the ordinary differential equations resulting from the semidiscrete formulation (2.9), \( (u_h)_t = R(u_h) \). A commonly used third-order TVD Runge-Kutta method is given by

\[
\begin{align*}
u_h^{(1)} &= u_h^n + \Delta t R(u_h^n), \\
u_h^{(2)} &= \frac{3}{4} u_h^n + \frac{1}{4} u_h^{(1)} + \frac{1}{4} \Delta t R(u_h^{(1)}), \\
u_h^{(3)} &= \frac{1}{3} u_h^n + \frac{2}{3} u_h^{(1)} + \frac{2}{3} \Delta t R(u_h^{(2)}),
\end{align*}
\]

3. Remove the parent elements from table \( L \) for all the newly added elements.

4. Repeat step 2 - step 3, until no element can be further added.
where $u^p_h$ denotes the numerical solution at time level $t = t^n$.

### 2.4. Adaptive multiresolution DG evolution algorithm.

Based on the previous subsections, we are now ready to formulate the adaptive multiresolution DG evolution algorithm which consists of several key steps.

The first step is the prediction step, which means given the hash table $H$ that stores the numerical solution $u_h$ at time step $t^n$ and the associated leaf table $L$, we need to predict the location where the details becomes significant at the next time step $t^{n+1}$, then add more elements in order to capture the fine structures. The time step size $\Delta t$ is chosen as follows. We denote by $l_m^0$ the largest mesh level in the $x_m$ direction in the current hash table $H$, and $l_m^{n+1} = \min(l_m^n + 1, N)$ for the sake of possible refinement after prediction. Accordingly, we denote $h_{m}^{n+1} = 2^{-l_m^{n+1}}$. The time step $\Delta t$ at time $t^n$ is given by

$$\Delta t = \frac{\text{CFL}}{\sum_{m=1}^{d} c_m h_{m}^{n+1}} \tag{2.13}$$

where $c_m$ is the maximum wave propagation speed in $x_m$-direction and we use CFL = 0.1 in our simulation. We then solve for $u_h \in \mathbf{V}_{N,H}^k$ from $t^n$ to $t^{n+1}$, such that $\int_{\Omega} (u_h) v_h \, dx = A(u_h, v_h)$ for $\forall v_h \in \mathbf{V}_{N,H}^k$, where $A(u_h, v_h)$ has been defined in (2.9). The forward Euler discretization is used as the time integrator in this step and we denote the predicted solution at $t^{n+1}$ by $u^{(p)} _h$. We remark that the standard global time stepping method is employed in the current adaptive framework for simplicity. It is nontrivial to develop a local time stepping method for the proposed adaptive multiresolution DG method due to the distinct hierarchical basis functions, and this subject is left for future study.

The second step is the refinement step according to $u^{(p)} _h$. We traverse the hash table $H$ and if an element $V^j_1$ satisfies the refinement criteria (2.5), (2.6) or (2.7), indicating that such an element becomes significant at the next time step, then we need to refine the mesh by adding its children elements to $H$. The detailed procedure is described as follows. For a child element $V^j_1$ of $V^j_1$, if it has been already added to $H$, i.e. $V^j_1 \in H$, we do nothing; if not, we add the element $V^j_1$ to $H$ and let the associated detail coefficients $d^j_{1,v} = 0$, $1 \leq i \leq k + 1$. Moreover, we need to increase the number of children by one for all elements that has $V^j_1$ as its child element and remove the parent elements of $V^j_1$ from the leaf table if they have been added. Finally, we obtain a larger hash table $H^{(p)}$ and the associated approximation space $\mathbf{V}_{N,H^{(p)}}^k$ and the leaf table $L^{(p)}$.

Then, based on the updated hash table $H^{(p)}$, we evolve the numerical solution by the DG formulation with space $\mathbf{V}_{N,H^{(p)}}^k$. Namely, we solve for $\mathbf{V}_{N,H^{(p)}}^k$ from $t^n$ to $t^{n+1}$, such that $\int_{\Omega} (u_h) v_h \, dx = A(u_h, v_h)$ for $\forall v_h \in \mathbf{V}_{N,H^{(p)}}^k$, where $A(u_h, v_h)$ has been defined in (2.9). The semidiscrete equation is solved by the TVD-RK scheme (2.12) to generate the pre-coarsened numerical solution $\tilde{u}^{n+1}_h$. We notice that the first inner stage of the Runge-Kutta method is actually the forward Euler prediction step. Moreover, recall that the detail coefficients for the newly added elements are set to zero. Therefore, after the time evolution of the first inner stage, the coefficients for original elements for $u^{(1)} _h$ should be the same as the prediction solution $u^{(p)} _h$, which can be reused to save computational cost. We only need to calculate the coefficients of newly added elements for $u^{(1)} _h$.

The last step is to coarsen the mesh by removing elements that become insignificant at time level $t^{n+1}$. The hash table $H^{(p)}$ that stores the numerical solution $\tilde{u}^{n+1}_h$ is recursively coarsened by the following procedure. The leaf table $L^{(p)}$ is traversed, and if an element $V^j_1 \in L^{(p)}$ satisfies the coarsening criterion

$$\sum_{1 \leq s \leq k+1} |u^j_{s,1}| \|v^j_{s,1} (x)\|_{L^1(\Omega)} < \eta, \quad \text{if} \quad s = 1 \tag{2.14}$$

$$\left( \sum_{1 \leq s \leq k+1} |u^j_{s,1}|^2 \right)^{\frac{1}{2}} < \eta, \quad \text{if} \quad s = 2 \tag{2.15}$$

$$\sum_{1 \leq s \leq k+1} |u^j_{s,1}| \|v^j_{s,1} (x)\|_{L^\infty(\Omega)} < \eta, \quad \text{if} \quad s = \infty, \tag{2.16}$$
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where $\eta$ is a prescribed error constant, then we remove the element from both table $L^{(p)}$ and $H^{(p)}$, and set the associated coefficients $u^{(p)}_{iY} = 0$, $1 \leq i \leq k+1$. For each of its parent elements in table $H^{(p)}$, we decrease the number of children by one. If the number becomes zero, i.e., the element has no child any more, then it is added to the leaf table $L^{(p)}$ accordingly. Repeat the coarsening procedure until no element can be removed from the table $L^{(p)}$. By removing only the leaf element at each time, we avoid generating “holes” in the hash table. The output of this coarsening procedure are the updated hash table and leaf table, denoted by $H$ and $L$ respectively, and the compressed numerical solution $u^{n+1}_h \in V^{k}_{N,H}$. In practice, $\eta$ is chosen to be smaller than $\varepsilon$ for safety. In the simulations presented in this paper, we use $\eta = \varepsilon/10$.

In summary, the following algorithm advances the numerical solution for one time step.

Algorithm 2: Adaptive evolution from $t^n$ to $t^{n+1}$

**Input:** Hash table H and leaf table L at $t^n$, numerical solution $u^n_h \in V^{k}_{N,H}$.

**Parameters:** Maximum level $N$, polynomial degree $k$, error constants $\varepsilon, \eta$, CFL constant.

**Output:** Hash table H and leaf table L at $t^{n+1}$, numerical solution $u^{n+1}_h \in V^{k}_{N,H}$.

1. **Prediction.** Given a hash table $H$ that stores the numerical solution $u_h$ at time step $t^n$, calculate $\Delta t$. Predict the solution using the DG scheme using space $V^{k}_{N,H}$ and the forward Euler time stepping method. Generate the predicted solution $u_h^{(p)}$.

2. **Refinement.** Based on the predicted solution $u_h^{(p)}$, screen all elements in the hash table $H$. If for element $V^j$, the refining criteria (2.14), (2.15), or (2.16) hold, then add its children elements to $H$ and $L$ provided they are not added yet, and set the associated detail coefficients to zero. We also need to make sure that all the parent elements of the newly added element are in $H$ (i.e., no “hole” is allowed in the hash table) and increase the number of children for all its parent elements by one. This step generates the updated hash table $H^{(p)}$ and leaf table $L^{(p)}$.

3. **Evolution.** Given the predicted table $H^{(p)}$ and the leaf table $L^{(p)}$, we evolve the solution from $t^n$ to $t^{n+1}$ by the DG scheme using space $V^{k}_{N,H^{(p)}}$ and the third order Runge-Kutta time stepping method (2.12). This step generates the pre-coarsened numerical solution $u^{n+1}_h$.

4. **Coarsening.** For each element in the leaf table, if the coarsening criteria (2.14), (2.15), or (2.16) hold, then remove the element from table $H^{(p)}$ and $L^{(p)}$. For each of its parent elements in $H^{(p)}$, we decrease the number of children by one. If the number becomes zero, i.e., the element has no child, then it will be added to leaf table $L^{(p)}$. Repeat the coarsening procedure until no element can be removed from the leaf list. Denote the resulting hash table and leaf table by $H$ and $L$ respectively, and the compressed numerical solution $u^{n+1}_h \in V^{k}_{N,H}$.

**Remark 2.1.** The optimal choice of the maximum mesh level $N$ and error parameters $\varepsilon$ and $\eta$ is problem dependent and the performance of the adaptive scheme is closely related to their choice. For example, an excessively small $\varepsilon$ may result in unnecessary refinement and hence larger computational cost, but little gain in accuracy. On the other hand, if an excessively large $N$ is chosen, then we may need a very small time step for the stability consideration, which degrades the efficiency of the proposed scheme.

3. **Numerical results.** In this section, we present benchmark numerical results to demonstrate the performance of the proposed scheme for solving linear transport equations. For all test examples, we consider both smooth and non smooth initial profiles.

**Example 3.1 (Linear advection with constant coefficient).** We consider

$$u_t + \sum_{m=1}^{d} u_{x_m} = 0, \quad x \in [0,1]^d$$

(3.1)

with periodic boundary conditions.
We first consider a smooth initial condition

\[ u(0, x) = \prod_{m=1}^{d} \sin^4(\pi x_m), \tag{3.2} \]

with \( d = 2, 3, 4 \) and investigate the accuracy of the scheme using \( L^2 \) norm based refinement and coarsening criteria \((2.6)\) and \((2.15)\). We run the simulations with a fixed maximum mesh level \( N = 7 \), different \( \epsilon \) values, and report the \( L^2 \) errors and the number of active degrees of freedom at final time \( T = 1 \) in Table 3.1. The following rates of convergence are calculated,

- convergence rate with respect to the error threshold \( R_{\epsilon} = \frac{\log(e_{l-1}/\epsilon_l)}{\log(e_{l-1}/\epsilon_l)} \)
- convergence rate with respect to DOF \( R_{\text{DOF}} = \frac{\log(e_{l-1}/\epsilon_l)}{\log(\text{DOF}_l/\text{DOF}_{l-1})} \),

where \( e_l \) is the standard \( L^2 \) error with refinement parameter \( \epsilon_l \), and \( \text{DOF}_l \) is the associated number of active degrees of freedom at final time. For comparison purpose, recall the standard DG schemes with the tensor product grid yields \( R_{\epsilon} \approx 1 \) and \( R_{\text{DOF}} \approx k+1 \). From Table 3.1, we observe that for the proposed scheme, \( R_{\epsilon} \) is slightly smaller than 1, and \( R_{\text{DOF}} \) is much larger than \( k+1 \) but still smaller than \( k+1 \). This demonstrates the effectiveness of the adaptive algorithm, as well as the computational saving of the multiresolution scheme in this case. We also experiment on varying both \( N \) and \( \epsilon \) values at the same time. To save space, the results are not reported but we remark that if a excessively small \( \epsilon \) is taken with a small mesh level \( N \), the performance of the scheme will be very similar to the tensor product DG method and the efficiency of the scheme will be adversely affected. We also test the code with \( L^1 \) and \( L^\infty \) based criteria \((2.5), (2.14) \) and \((2.7), (2.16) \), little difference is observed in the convergence order. To save space, the results are omitted in the paper. For the rest of the paper, unless otherwise noted, the refinement and coarsening criteria based on \( L^2 \) norms \((2.6), (2.15) \) will be used.

| \( \epsilon \) | DOF | \( L^2 \) error | \( R_{\text{DOF}} \) | \( R_{\epsilon} \) | DOF | \( L^2 \) error | \( R_{\text{DOF}} \) | \( R_{\epsilon} \) | DOF | \( L^2 \) error | \( R_{\text{DOF}} \) | \( R_{\epsilon} \) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1E-03 | 312 | 1.47E-02 | | | 1168 | 2.62E-02 | | | 2592 | 2.87E-02 | |
| 5E-04 | 404 | 8.90E-03 | 1.93 | 0.72 | 1840 | 1.87E-02 | 0.75 | 0.49 | 6236 | 2.31E-02 | 0.75 | 0.56 |
| 1E-04 | 1148 | 1.70E-03 | 1.59 | 1.03 | 3920 | 7.26E-03 | 1.25 | 0.59 | 14976 | 9.49E-03 | 0.75 | 0.56 |
| 5E-05 | 1688 | 1.04E-03 | 1.28 | 0.71 | 6440 | 4.16E-03 | 1.12 | 0.80 | 23776 | 6.60E-03 | 0.79 | 0.53 |
| 1E-05 | 3588 | 2.42E-04 | 1.93 | 0.90 | 18624 | 8.83E-04 | 1.46 | 0.96 | 62368 | 2.13E-03 | 1.17 | 0.70 |
| 5E-06 | 4636 | 1.37E-04 | 2.23 | 0.82 | 25496 | 5.10E-04 | 1.75 | 0.79 | 111424 | 1.18E-03 | 1.02 | 0.86 |
| 1E-06 | | | | | | | | | | | | |
| 5E-05 | 1148 | 1.37E-04 | 2.23 | 0.82 | 25496 | 5.10E-04 | 1.75 | 0.79 | 111424 | 1.18E-03 | 1.02 | 0.86 |
| 1E-05 | 774 | 3.61E-04 | 1.93 | 0.72 | 4428 | 1.30E-03 | 1.93 | 0.88 | | | | |
| 5E-04 | 1584 | 8.78E-05 | 1.97 | 0.88 | 9585 | 2.58E-04 | 2.10 | 1.01 | | | | |
| 1E-04 | 1998 | 4.58E-05 | 2.80 | 0.94 | 13716 | 1.74E-04 | 1.09 | 0.57 | | | | |
| 5E-05 | 4023 | 1.43E-05 | 1.67 | 0.73 | 27081 | 4.15E-05 | 2.11 | 0.89 | | | | |
| 1E-05 | 7157 | 7.20E-06 | 2.76 | 0.99 | 40446 | 2.45E-05 | 1.32 | 0.76 | | | | |
| 5E-06 | 9072 | 1.80E-06 | 2.46 | 0.86 | 77463 | 7.06E-06 | 1.91 | 0.77 | | | | |
| 1E-07 | | | | | | | | | | | | |
| 5E-05 | 1120 | 3.17E-05 | 2.46 | 0.86 | 10496 | 5.72E-05 | 1.12 | 0.67 | | | | |
| 1E-05 | 1184 | 2.92E-05 | 4.32 | 0.35 | 12032 | 4.91E-05 | 1.12 | 0.22 | | | | |
| 5E-06 | 2208 | 9.87E-06 | 1.74 | 0.67 | 18688 | 1.31E-05 | 3.00 | 0.82 | | | | |
| 1E-06 | 2864 | 4.85E-06 | 2.73 | 1.03 | 25984 | 1.09E-05 | 0.56 | 0.27 | | | | |
| 5E-07 | 3968 | 1.31E-06 | 4.02 | 0.82 | 43840 | 2.71E-06 | 2.66 | 0.86 | | | | |
| 1E-07 | 5760 | 7.88E-07 | 1.36 | 0.73 | 57472 | 1.50E-06 | 2.20 | 0.86 | | | |
Next, we consider a discontinuous initial condition

$$u(0, x) = \begin{cases} 1 & (x_1, x_2) \in \left[\frac{1}{2} - \frac{\sqrt{5}}{2}, \frac{1}{2} + \frac{\sqrt{5}}{2}\right]^2, \\ 0 & \text{otherwise}, \end{cases} \quad (3.3)$$

when \(d = 2\). It is well known that the standard sparse grid method without adaptivity cannot resolve such discontinuous solution profiles. In our simulations, we fix \(N = 7, \varepsilon = 10^{-5}\) and compare the performance of the scheme with \(L^1, L^2\) and \(L^\infty\) based refinement/coarsening criteria up to final time \(T = 1\). The numerical solutions and the associated active elements are reported in Figure 3.1. We only plot the center of support for each active basis, while noting that the basis functions contains different size of support in the scheme. The method with all three types of refinement/coarsening criteria provides well resolved solution profiles. Active elements all cluster towards the discontinuities. However, the \(L^\infty\) norm based criteria has the most degrees of freedom, increasing computational cost while not improving numerical performance. Similar comments are also made in [20]. The \(L^1\) norm based criteria is the most sparse, but the solution is slightly more oscillatory. This is natural since no limiting procedure has been employed in this paper.

We then perform a detailed comparison for smooth and non smooth solution to demonstrate an important property of the proposed scheme. We fix \(d = 2, N = 7, k = 3\) and consider initial conditions (3.2) and (3.3). We take \(\varepsilon = 10^{-7}\) and \(\varepsilon = 10^{-5}\) for the smooth and discontinuous problems, respectively. In Figure 3.2, we plot the percentage of active elements for each incremental space \(W_1, 1 = l_1, l_2\) at final time \(T = 1\) with all three norms as adaptive indicators. If the percentage is 1, it means all the elements on that level is enacted. If the percentage is 0, it means no element on that level is enacted. A full grid approximation corresponds to percentage being 1 on all levels, while a sparse grid approximation [27] corresponds to percentage being 1 when \(|l|_1 \leq N\), and 0 otherwise. For the adaptive scheme, there is no longer a clean cutoff and we visualize the variation of percentages among all levels when \(L^1, L^2\) and \(L^\infty\) norm based criteria are used. We observe from Figure 3.2 that only the upper left corner of incremental spaces are active, similar to the sparse grid DG method with space approximation \(V^k_N\) when the solution is smooth. This is true for all refinement/coarsening criteria. If the solution is discontinuous, more elements are incorporated to fully resolve the discontinuities. The \(L^1\) norm based criteria is the most sparse among the three as expected. From this plot, we can conclude that if the solution is globally smooth, then the scheme will go back to a sparse grid DG method proposed in [27], leading to great savings in computational cost; otherwise, the adaptive algorithm will automatically use more elements in the refined levels to capture local fine structures.

An additional point we are concerned with is the long time performance of the scheme. For the smooth initial condition (3.2), we set \(T = 60, d = 4, N = 7, k = 3\) and keep track of the time evolution of \(L^2\) errors and the numbers of active degrees of freedom with \(\varepsilon = 10^{-4}, 10^{-5}, 10^{-6}\) along time evolution as shown in Figure 3.3. It is observed that, for this linear transport problem, the active degrees of freedom decrease at the very beginning of the simulations, then they nearly remain constant as time evolves for all \(\varepsilon\). This is because the profile of solution does not change over time and it is only advected along the characteristic direction. The \(L^2\) error demonstrates sub-linear growth beyond the initial stage. The maximum \(L^2\) errors over time are reported in the figure. For the discontinuous initial condition (3.3), we set \(T = 10, d = 2, N = 7, k = 3, \varepsilon = 10^{-5}\) and report the time evolution the numbers of active degrees of freedom and \(L^1\) errors in Figure 3.4 with all three norm based criteria. The scheme with the \(L^\infty\) norm based criteria yields the smallest error but also involves the largest number of degrees of freedom. The error performance of the \(L^2\) norm based criteria is qualitatively the same as the \(L^\infty\) norm based criteria, while much less degrees of freedom are used. The \(L^1\) norm based criteria leads to the largest error while it is uses the least amount of elements among the three. The maximum \(L^1\) errors over time are reported in the figure.

**Example 3.2 (Solid body rotation).** We consider solid body rotation, which is in the form of (2.8) with

$$a = \begin{pmatrix} -x_2 + \frac{1}{2}x_1 - \frac{1}{2} \\ 0 \\ \frac{1}{2} \end{pmatrix}, \quad \text{when } d = 2,$$

$$a = \begin{pmatrix} -\frac{\sqrt{2}}{2} (x_2 - \frac{1}{2}) \\ \frac{\sqrt{2}}{2} (x_1 - \frac{1}{2}) + \frac{\sqrt{2}}{2} (x_3 - \frac{1}{2}) \\ -\frac{\sqrt{2}}{2} (x_2 - \frac{1}{2}) \end{pmatrix}, \quad \text{when } d = 3,$$

subject to periodic boundary conditions.
Fig. 3.1. Example 3.1 with initial condition (3.3). (a) Numerical solution with $L^1$ norm based criteria. (b) Active elements with $L^1$ norm based criteria. (c) Numerical solution with $L^2$ norm based criteria. (d) Active elements with $L^2$ norm based criteria. (e) Numerical solution with $L^\infty$ norm based criteria. (f) Active elements with $L^\infty$ norm based criteria. $T = 1$, $d = 2$, $N = 7$, $k = 3$, $\varepsilon = 10^{-5}$. 
Example 3.1. The percentage of active elements for each incremental space $W$, $l = \{l_1, l_2\}$ and $|l|\infty \leq N$ at final time. $T = 1$. $N = 7$. $k = 3$. $\varepsilon = 10^{-7}$ and $\varepsilon = 10^{-5}$ for the smooth (a, c, e) and discontinuous (b, d, f) initial conditions, respectively. We use $L^1$ norm based criteria (a, b), $L^2$ norm based criteria (c, d), and $L^\infty$ norm based criteria (e, f).
This benchmark test is used to assess the performance of the sparse grid DG transport schemes [27]. The initial condition is set to be the following smooth cosine bells (with $C^5$ smoothness),

$$u(0, x) = \begin{cases} 
  b^{d-1} \cos^6 \left( \frac{\pi r}{2b} \right), & \text{if } r \leq b, \\
  0, & \text{otherwise},
\end{cases} \quad (3.4)$$

where $b = 0.23$ when $d = 2$ and $b = 0.45$ when $d = 3$, and $r = |x - x_c|$ denotes the distance between $x$ and the center of the cosine bell with $x_c = (0.75, 0.5)$ for $d = 2$ and $x_c = (0.5, 0.55, 0.5)$ for $d = 3$. As time evolves, the cosine bell traverses along circular trajectories centered at $(1/2, 1/2)$ for $d = 2$ and about the axis $\{x_1 = x_3\} \cap \{x_2 = 1/2\}$ for $d = 3$ without deformation. We start with the investigation of the convergence rate of the adaptive scheme. Similar to the previous example, we run the simulation up to $T = 1$ with different $\varepsilon$ and summarize the $L^2$ errors, the number of active degrees of freedom and corresponding convergence rates $R_\varepsilon$ and $R_{\text{DOF}}$ in Table 3.2. The maximum mesh level is set as $N = 7$. For both $d = 2, 3$, it is observed that the rate $R_\varepsilon$ is slightly less than 1 and $R_{\text{DOF}}$ is larger than $\frac{k+1}{d}$ but smaller than $k+1$,
which is similar to the previous example.

Table 3.2

| Example 3.2 with initial condition (3.4). Numerical error and convergence rate. N = 7. T = 1. |
| --- | --- | --- | --- | --- | --- | --- | --- |
| eps | DOF | $L^2$ error | $R_{DOF}$ | $R_{\epsilon}$ | DOF | $L^2$ error | $R_{DOF}$ | $R_{\epsilon}$ |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| $k = 1, d = 2$ | $k = 1, d = 3$ | $k = 2, d = 2$ | $k = 2, d = 3$ | $k = 3, d = 2$ | $k = 3, d = 3$ |
| 5E-04 | 260 | 6.7E-03 | 928 | 2.17E-03 | 764 | 8.07E-04 | 272 | 9.92E-04 | 1832 | 2.37E-04 | 1.40 | 776 |
| 1E-04 | 604 | 1.53E-03 | 3280 | 6.32E-04 | 1.76 | 3.28E-04 | 9.92E-04 | 1.40 | 1.40 | 9.92E-04 | 1.40 | 9.92E-04 |
| 5E-05 | 764 | 8.07E-04 | 928 | 2.17E-03 | 2.72 | 4.912E-04 | 0.93 | 2.40 | 4.912E-04 | 1.40 | 4.912E-04 |
| 1E-05 | 1832 | 2.37E-04 | 12744 | 6.17E-04 | 1.40 | 20.416E-04 | 1.31 | 1.78 | 20.416E-04 | 1.78 | 20.416E-04 |
| 5E-06 | 2332 | 1.24E-04 | 3280 | 6.32E-04 | 2.69 | 3.28E-04 | 1.76 | 0.92 | 3.28E-04 | 0.92 | 3.28E-04 |
| 1E-06 | 3440 | 3.71E-05 | 47496 | 1.99E-05 | 3.10 | 1.99E-05 | 1.34 | 1.63 | 1.99E-05 | 1.63 | 1.99E-05 |

We also use this example to compare the performance of the scheme with different configurations of $N$ and $\epsilon$. We let $d = 2$, $k = 2$ and compute the solutions up to ten periods and plot the time evolution of $L^2$ errors and the number of active degrees of freedom in Figure 3.5. In particular, we compare maximum mesh level $N = 5$ and $N = 7$, and run the simulations with three different values of $\epsilon$. Since the cosine bell keeps its initial profile as time evolves, the degrees of freedom to resolve the solution for a fixed accuracy threshold should remain the same. We observe that if an excessively small $\epsilon$ is taken, the used degrees of freedom will increase, but the error may not decrease much, see Figure 3.5 (a-b). This shows the importance of the choice of $\epsilon$ and $N$ for the computational efficiency of the scheme.

We then consider following discontinuous initial condition:

$$u(0, x) = \begin{cases} 
1 & (x_1, x_2) \in \left[\frac{3}{4} - \frac{\sqrt{2}}{10}, \frac{3}{4} + \frac{\sqrt{2}}{10}\right] \times \left[\frac{1}{2} - \frac{\sqrt{2}}{10}, \frac{1}{2} + \frac{\sqrt{2}}{10}\right], \\
0 & \text{otherwise},
\end{cases}$$

(3.5)

when $d = 2$. In the simulation, we set $N = 7$, $k = 3$, $\epsilon = 10^{-5}$ and consider both $L^1$ and $L^2$ norm based criteria. In Figure 3.6, we report the numerical solutions and the associated active elements at $T = 2\pi$. Similar to the previous example, elements clusters towards the discontinuities and the scheme with both criteria is able to well resolve the discontinuities. However, more severe localized numerical oscillations are observed when compared with the previous example.

**Example 3.3 (Deformational flow).** We consider two-dimensional deformational flow with velocity field

$$a = (\sin^2(\pi x_1) \sin(2\pi x_2) g(t), -\sin^2(\pi x_2) \sin(2\pi x_1) g(t)), $$

where $g(t) = \cos(\pi t/T)$ with $T = 1.5$. First, we choose the cosine bell (3.4) as the initial condition, but with $x_c = (0.65, 0.5)$ and $b = 0.35$. The cosine bell deforms into a crescent shape at $t = T/2$, then goes back to its initial state at $t = T$ as the flow reverses. We perform a similar convergence study as in the previous two examples, which is summarized in Table 3.3. We observe similar convergence pattern that the rate $R_{DOF}$ is slightly smaller than $k + 1$ and $R_{\epsilon}$ is close to 1.
Fig. 3.5. Example 3.2 with initial condition (3.4). Time history of the numbers of active degrees of freedom and $L^2$ errors with various $\varepsilon$. $k = 2$. (a-b) $N = 5$. (c-d) $N = 7$.

In Figure 3.7, we present the contour plots and the associated active elements of the numerical solutions computed with $N = 7$, $k = 3$, $\varepsilon = 10^{-7}$ at $t = T/2$ when the shape of the bell is severely deformed, and $t = T$ when the solution is recovered into its initial state. The elements tend to cluster where the solution deforms as expected, and the shape of the cosine bell is well recovered at $t = T$.

We also consider the discontinuous initial condition (3.5), and use both $L^1$ and $L^2$ based refinement/coarsening criteria with $N = 7$, $k = 3$ and $\varepsilon = 10^{-5}$. The numerical solutions and the associated active elements at $t = T/2$ and $t = T$ are plotted in Figures 3.8 and 3.9 respectively. For this challenging test, the numerical solution tends to be more oscillatory, again because no limiting mechanism is present in the scheme. The $L^2$ norm based criteria generate less oscillatory profiles but use more elements for computation.

4. Vlasov-Poisson simulations. In this section, we apply the adaptive multiresolution DG methods to solve the kinetic transport equation. Here, we consider the VP system, which is a fundamental model in plasma simulation. The solution is known to develop filamentation (fine structures) in the phase space. Therefore, it is a good test problem for the adaptive algorithm. For simplicity, we restrict our attention to two dimensional cases, but comment that the algorithm can be readily generalized to higher dimensions and

...
Fig. 3.6. Example 3.2 with initial condition (3.5). (a) Numerical solution with $L^1$ norm based criteria. (b) Active elements with $L^1$ norm based criteria. (c) Numerical solution with $L^2$ norm based criteria. (d) Active elements with $L^2$ norm based criteria. $T = 2\pi$. $d = 2$. $N = 7$. $k = 3$. $\varepsilon = 10^{-5}$.

other types of kinetic models.

Example 4.1. We first consider the non-dimensionalized single-species nonlinear VP system for plasma simulations in the zero-magnetic limit

\[ f_t + v \cdot \nabla_x f + \mathbf{E}(t, x) \cdot \nabla_v f = 0, \]
\[ -\Delta_x \Phi(x) = \rho - 1, \quad \mathbf{E}(x) = -\nabla_x \Phi \]  

where $f(t, x, v)$ denotes the probability distribution function of electrons. $\mathbf{E}(t, x)$ is the self-consistent electrostatic field given by Poisson’s equation (4.2) and $\rho(t, x) = \int_v f(t, x, v) dv$ denotes the electron density. Ions are assumed to form a neutralizing background.

Periodic boundary condition is imposed in $x$-space. As a standard practice, the computational domain in $v$ is truncated to $[\pm V_c]$, where $V_c$ is a constant chosen large enough to impose zero boundary condition in the $v$-direction $f_h(t, x, \pm V_c) = 0$. The following set of initial conditions will be considered as classical benchmark numerical tests.

- Landau damping:

\[ f(0, x, v) = f_M(v)(1 + A \cos(kx)), \quad x \in [0, L], \quad v \in [-V_c, V_c], \]  

\[ 15 \]
Table 3.3

Example 3.3 with initial condition (3.4). Numerical error and convergence rate. \(N = 7\), \(T = 1.5\), \(d = 2\).

| \(\varepsilon\) | DOF | \(L^2\) error | \(R_{\text{DOF}}\) | \(R_{\varepsilon}\) |
|---|---|---|---|---|
| \(1E-03\) | 244 | 1.52E-02 | 1.53 | 0.93 |
| \(5E-04\) | 372 | 7.94E-03 | 2.30 | 1.05 |
| \(1E-04\) | 945 | 1.25E-03 | 8.01 | 0.32 |
| \(5E-05\) | 1248 | 1.00E-03 | 5.07 | 0.89 |
| \(1E-05\) | 2608 | 1.84E-03 | 8.01 | 0.32 |
| \(5E-06\) | 3508 | 3.81E-04 | 2.30 | 1.05 |
| \(1E-06\) | 5596 | 9.96E-05 | 2.07 | 0.89 |
| \(5E-07\) | 1143 | 5.41E-04 | 2.14 | 0.88 |
| \(1E-05\) | 2043 | 1.15E-03 | 3.00 | 1.07 |
| \(5E-06\) | 4842 | 1.45E-05 | 5.07 | 0.32 |
| \(1E-06\) | 1142 | 1.08E-06 | 2.28 | 0.69 |
| \(5E-07\) | 1056 | 3.65E-04 | 2.53 | 0.82 |
| \(1E-05\) | 2048 | 8.85E-05 | 6.02 | 1.20 |
| \(5E-06\) | 3904 | 1.45E-05 | 3.79 | 0.97 |
| \(1E-06\) | 7680 | 1.30E-06 | 3.82 | 1.16 |

where \(A = 0.5\), \(k = 0.5\), \(L = 4\pi\), \(V_c = 2\pi\), and \(f_M(v) = \frac{1}{\sqrt{2\pi}} e^{-v^2/2}\).

- **Bump-on-tail instability:**
  \[
  f(0, x, v) = f_{BT}(v)(1 + A \cos(kx)), \quad x \in [0, L], \ v \in [-V_c, V_c],
  \]
  where \(A = 0.04\), \(k = 0.3\), \(L = 20\pi/3\), \(V_c = 13\), and
  \[
  f_{BT}(v) = n_p \exp \left(-\frac{v^2}{2}\right) + n_b \exp \left(-\frac{|v - u|^2}{2v_t^2}\right),
  \]
  where \(n_p = \frac{9}{10\sqrt{10\pi}}\), \(n_b = \frac{2}{10\sqrt{10\pi}}\), \(u = 4.5\), \(v_t = 0.5\).

- **Two-stream instability I:**
  \[
  f(0, x, v) = f_{TSI}(v)(1 + A \cos(kx)), \quad x \in [0, L], \ v \in [-V_c, V_c],
  \]
  where \(A = 0.05\), \(k = 0.5\), \(L = 4\pi\), \(V_c = 2\pi\), and \(f_{TSII}(v) = \frac{1}{\sqrt{2\pi}} v^2 e^{-v^2/2}\).

- **Two-stream instability II:**
  \[
  f(0, x, v) = f_{TSII}(v)(1 + A \cos(kx)), \quad x \in [0, L], \ v \in [-V_c, V_c],
  \]
  where \(A = 0.05\), \(k = 2/13\), \(L = 13\pi\), \(V_c = 5\), and
  \[
  f_{TSII}(v) = \frac{1}{2v_t^2 \sqrt{2\pi}} \left( \exp \left(-\frac{|u + v|^2}{2v_t^2}\right) + \exp \left(-\frac{|u - v|^2}{2v_t^2}\right) \right),
  \]
  where \(u = 0.99\), \(v_t = 0.3\).
In the literature, RKDG schemes for the VP system [6, 30, 14] have been extensively studied. They are shown to have superior performance in conservation. Our previous work on sparse grid DG method [27] focused on the closely related Vlasov-Ampère (VA) system. The solver in [27] successfully reduced the DOFs of the equations while maintaining key conservation properties. However, when \( t \) gets large and filamentation becomes severe, the sparse grid method has difficulties resolving the fine structures in the phase space. It is therefore to our interest to investigate if the adaptive multiresolution scheme can achieve a good balance between computational cost and numerical resolution.

We apply the adaptive algorithm to the Vlasov equation as outlined in Section 2. The Poisson equation is solved by a standard local DG method [5] on the finest level mesh in the \( x \)-direction. In the simulations, we use \( N = 7, \varepsilon = 10^{-7} \) and \( k = 3 \). First we investigate the conservative properties of the scheme. The VP system is known to preserve many physical invariants, including the particle number \( \int x \int v f(t, x, v) \, dx \, dv \), momentum \( \int x \int v v f(t, x, v) \, dx \, dv \), enstrophy \( \int x \int v |f(t, x, v)|^2 \, dx \, dv \), and total energy \( \frac{1}{2} \int x \int v f(t, x, v) |v|^2 \, dx \, dv + \frac{1}{2} \int x |E(t, x)|^2 \, dx \). Generally speaking, it is difficult for a numerical method to preserve all those invariants. By careful design, DG methods have been designed to preserve the particle number and the energy of the system [6, 13]. For our scheme, in Figure 4.1, we report the time evolution of the relative errors in total particle number, total energy, enstrophy, and evolution of error in momentum. It is observed that the total particle number is conserved up to the magnitude of \( \varepsilon \). This is not as well conserved
as a traditional RKDG method. However, it is expected because the adaptive algorithm only keeps elements above the error threshold in the hash table and causing the truncation errors at the velocity boundary to be on the same magnitude of $\varepsilon$, contributing to the numerical errors in particle numbers. However, we do comment that the addition and removal of elements other than level $l = 0$ in the refinement and coarsening steps will not change the numerical mass because the basis functions are orthogonal. Similarly, the total energy and momentum also show visible and slightly larger errors than the standard RKDG method. The enstrophy exhibits the most visible decay because of the choice of upwind numerical flux.

In Figures 4.2-4.5, we present the phase space contour plots and the associated active elements at several instances of time for all four initial conditions. In Figure 4.6, the time evolution of the numbers of active degrees of freedom are plotted. It is observed that when the solution has not developed rich filamentation structures, only a small amount of degrees of freedom are used. As time evolves, thinner and thinner filaments are generated because of phase mixing. The adaptive scheme can automatically add degrees of freedom to adequately resolve the fine structures. We remark that the quality of the numerical results are quite comparable to those computed by the more expensive full grid DG method with similar mesh size, e.g., see [14], while much less degrees of freedom are needed, leading to computational savings.

Lastly, we present a numerical comparison between the sparse grid DG method [27] and the adaptive
Example 3.3 with initial condition (3.5). $t = T$. $N = 7$. $k = 3$. $\epsilon = 10^{-5}$. (a-b) $L^1$ norm based criteria. (c-d) $L^2$ norm based criteria.

We consider two-stream instability I with parameter choice $N = 7$, $k = 3$ for both methods solving the VP system. The phase space contour plots of the sparse grid DG method at $t = 10$ when the solution is very smooth and at $t = 20$ when the solution has developed filaments are provided in Figure 4.7 to be compared with the results of the adaptive scheme in Figure 4.4. In Figure 4.8, we plot the percentage of used elements for each incremental space $W_l$ at at time $t = 10$ and $20$ for the adaptive method.

While both schemes actually provide similar accurate description of the macroscopic moments, there is a qualitative difference when the numerical resolution of $f$ is concerned. As expected, when the solution is smooth at $t = 10$, both the sparse grid DG method and the adaptive method can generate reliable results with comparable degrees of freedom, see Figure 4.4(a) and Figure 4.8(a). At $t = 20$, the sparse grid DG method does not resolve all the fine structures when compared with the adaptive method (see Figure 4.4(c) versus Figure 4.7(b)). At this time, the adaptive method uses more degrees of freedom than the sparse grid method (see Figure 4.8(b)), but the DOFs are still much less than the full grid method.

**Example 4.2 (Oscillatory VP system).** We consider the following oscillatory VP system in the polar coordinates:

$$ f_t + \frac{v}{\epsilon} f_r + (E(t, r) + E_{ext}(t, r)) f_v = 0, \quad (4.7) $$

$$ \partial_r (r E(t, r)) = r \rho(t, r), \quad (4.8) $$
where the dimensionless parameter \( \epsilon = 0.05 \) denotes the ratio between the characteristic lengths in the transverse and the longitudinal directions \[19\]. \( E_{\text{ext}} \) is the external electric field specified as

\[
E_{\text{ext}}(t, r) = -\frac{r}{\epsilon} + r \cos^2 \left( \frac{t}{\epsilon} \right).
\]

The initial condition is set to be a discontinuous function

\[
f(0, r, v) = \frac{n_0}{v_t \sqrt{2\pi}} \exp \left( -\frac{v^2}{2v_t^2} \right) \chi[-r_m, r_m](r), \quad (r, v) \in [-3, 3]^2,
\]

where \( n_0 = 4 \), \( v_t = 0.1 \), \( r_m = 1.85 \), and

\[
\chi[-r_m, r_m](r) = \begin{cases} 
1 & \text{if } -r_m \leq r \leq r_m, \\
0 & \text{otherwise}.
\end{cases}
\]

This example has been intensively studied in \[18\] \[22\] \[19\], where several effective schemes have been developed. Note that the initial condition \[4.9\] considered here is discontinuous and represents a semi-Gaussian beam in particle accelerator physics \[19\]. We impose zero boundary conditions in both \( r \) and \( v \).
Example 4.1. Landau damping. Phase space contour plots and the associated active elements at $t = 10$ (a-b), $t = 20$ (c-d), $t = 40$ (e-f). $N = 7$, $k = 3$, $\varepsilon = 10^{-5}$. 

Fig. 4.2.
Example 4.1. Bump-on-tail instability. Phase space contour plots and the associated active elements at $t = 10$ (a-b), $t = 20$ (c-d), $t = 40$ (e-f). $N = 7$. $k = 3$. $\varepsilon = 10^{-5}$. 
Fig. 4.4. Example 4.1. Two-stream instability I. Phase space contour plots and the associated active elements at $t = 10$ (a-b), $t = 20$ (c-d), $t = 40$ (e-f). $N = 7$, $k = 3$, $\epsilon = 10^{-5}$. 
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Fig. 4.5. Example 4.1. Two-stream instability II. Phase space contour plots and the associated active elements at $t = 10$ (a-b), $t = 20$ (c-d), $t = 40$ (e-f). $N = 7$, $k = 3$, $\varepsilon = 10^{-5}$. 
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Example 4.1. Time histories of the number of active degrees of freedom for Landau damping, bump-on-tail, and two types of two-stream instabilities. \(k = 3, \ N = 7, \ \varepsilon = 10^{-5}\).

---

directions. An LDG method is used to solve Poisson’s equation (4.8) and the closure condition \(E(0) = 0\) is strongly imposed in the formulation. In the simulation, we let \(\varepsilon = 0.05\), and \(k = 2, \ N = 7, \ \varepsilon = 10^{-4}\).

We consider both \(L^1\) (2.5) (2.14) and \(L^2\) (2.6) (2.15) norm based criteria as the refining and coarsening indicators.

We first present the time evolution of the relative errors in total particle number and enstrophy in Figure 4.9. Similar to the previous VP system, the scheme with both adaptive indicators is able to conserve the particle number up to the magnitude of \(\varepsilon\). The enstrophy decays due to the choice of the numerical flux.

The phase space contours from our scheme agrees well with those in the literature (19). In Figure 4.10, we present the contour plots and the associated active elements at three instances of time, for which the \(L^1\) norm based criteria are used as the adaptive indicator. In Figure 4.11, we also report the contour plot and associated adaptive mesh at final time with the \(L^2\) norm based criteria to compare the performance of the two criteria as adaptive indicators. It is observed that the numerical results are qualitatively the same, but more elements are used by the scheme with the \(L^2\) norm based criteria. In Figure 4.9, the time evolution of the number of active degrees of freedom are plotted. Again, when the solution develops filaments, more
Example 4.1. Two-stream instability I. The percentage of used elements for each incremental space $W_l$, $l = \{l_1, l_2\}$ and $|l|_\infty \leq N$. $N = 7$. $k = 3$. $\varepsilon = 10^{-5}$. (a) $t = 10$. (b) $t = 20$.

Fig. 4.9. Example 4.2. Evolution of the relative errors in total particle number (a), enstrophy (b). $N = 7$. $k = 2$. $\varepsilon = 10^{-4}$.

5. Conclusions and future work. In this paper, we develop an adaptive multiresolution DG scheme for computing time-dependent transport equations. The key ingredients of the scheme are the weak formulation of the DG method and adaptive error thresholding based on hierarchical surplus. Extensive numerical tests show that our scheme performs similarly to a sparse grid DG method when the solution is smooth, and can automatically capture fine local structures when the solution is no longer smooth. Detailed comparison between several refinement/coarsening error indicators are performed. The method is demonstrated to work well for kinetic simulations. Future work consists of the study of limiters and further improvement of the scheme including local time stepping and adaptivity with both the mesh and polynomial degrees.
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