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Aerial communication is very flexible due to almost no restrictions on geographical conditions. In recent years, with the development and application of the unmanned aerial vehicle, the air-to-air communication attracts dense interests from the researchers. More accurate and precise channel modeling for air-to-air communication is a new hot topic because of its essential role in the performance evaluation of the systems. This paper presents an analytical nonstationary regular-shaped geometry-based statistical model for low-altitude air-to-air communication over an open area with considerations on ground scattering. Analytical expressions of the channel impulse response and the autocorrelation functions based on the three-ray model are derived. Based on the assumption of uniform distribution of the ground scatterers, the distributions of the channel coefficients such as time delay and path attenuation are derived, simulated, compared, and fitted. The nonstationary characteristics of the channel are observed through the time-variant distributions of the channel coefficients as well as the time-variant autocorrelated functions and time-variant Doppler power spectrum density.

1. Introduction

Aerial communication is useful either as a compensation of the land mobile communication network or as an independent mobile network. It is very flexible and convenient due to almost no restriction on geographical conditions. As an essential part of the performance evaluation of the aerial communication systems, channel modeling of the aerial communication system is a very hot topic [1, 2]. In the past years, aeronautical channel models, including air-to-ground (A2G) channel models [3–7], air-to-air (A2A) channel models [8–11], and satellite-to-aircraft (S2A) channel models [12–14], have been widely discussed and developed. As emerging applications of unmanned aerial vehicle (UAV) communications, precise low-altitude A2A channel modeling attracts interests from the researchers, as in [8–10, 15–18]; measurements were also performed in [19, 20]. However, there are still lots of work to do in this area, for example, to obtain the analytical expressions of the nonstationary channel with different geometrical structures and to describe various channel characteristics due to the distributions of the scatterers [16, 17].

1.1. Related Works. In 1973, Bello [21] proposed the methodologies of modeling satellite-to-aircraft channel; after that, the three-path model proposed in [21], i.e., the line of sight (LOS) path, the specular reflection path, and the diffuse scattering path, has been widely adopted in the modeling of mobile-to-mobile (M2M) communication channels including A2G channel, vehicle-to-vehicle (V2V) channel, and A2A channel; the specular reflection path was combined with the scattering paths in recent literature. The way of modeling the M2M channel models, i.e., formulating the channel impulse response (CIR) of different paths with terms of time delay, path attenuation, and Doppler shift, has also been widely adopted. In recent years, with more precise considerations on the movements in the channel, nonstationary characteristics have been widely discussed in V2V channel modeling [22, 23] and also have been developed for...
A2G scenario [6, 7] and A2A scenario [9, 16, 17]. These models mostly belonged to geometry-based statistical models (GBSM).

On the modeling of the geometrical structures, Lian et al. [24] used two-dimensional (2D) one-ring and three-dimensional (3D) multicylinders to model moving scatterers and near and far stationary scatterers for high-altitude platform. Zhang and Cheng [25] proposed a two-cylinder model. In [6], as a typical example of regular-shaped GBSM (RS-GBSM), a 3D ellipsoidal model was proposed for A2G communication, and Zhang et al. [17] expanded the 3D ellipsoidal model to A2A communication.

On the assumed distributions of the scatterers and subsequent derivations, Gulfar et al. [6] derived the distributions of the received power and Doppler shift and simulated the distributions of the azimuth and elevation angles of arrival (AOAs) based on the uniform distribution (UD) of the scatterers; Zhu et al. [26] adopted a 3D von Mises Fisher (VMF) AOAdistribution scenario. Zhang et al. [17] mentioned the distribution of received power caused by the stochastical characteristics of the scatterers, but the authors have not presented a more precise path attenuation calculation.

Besides, measurements were performed in [19, 20]. Liu et al. [20] presented a measurement-based A2A channel model with an illustration of the distribution of shadow fading, but further discussions on other channel coefficients are expected. In [9, 27, 28], ground scattering was modeled and the Doppler effect was simulated in detail. In [28], a simpler closed-form expression of Doppler shift was obtained through utilizing the prolate spheroidal coordinate system, and further development could be found in [29–31]. Whereas, the distributions of path attenuation and time delay based on scatterer distribution were not analyzed in these literatures.

1.2. Motivation and Contributions of This Paper. The motivation of this paper is to develop an analytical nonstationary RS-GBSM for low-altitude A2A communications over an open area, with the scatterers assumed to obey UD in a maximum delay-determined ellipsoidal scattering region. In this paper, the formulation of the channel and the derivation of the time-variant distributions of the channel coefficients are presented. The contributions of this paper are as follows.

(1) Three paths, i.e., the LOS path, the ground specular reflection path, and the ground scattering path, are modeled in this paper. Analytical expressions of CIR, transfer function (TF), autocorrelation function (ACF), and Doppler power spectrum density (PSD), are derived.

(2) Nonstationary characteristics of the channel are observed through the CIRs, TFs, ACFs, Doppler PSD, etc.

(3) Closed-form expressions of the distributions of time delay are derived in three scenarios, i.e., the general scenario (GS), the vertical pass-by scenario (VPS), and the same altitude scenario (SAS).

(4) Distributions of path attenuation based on radar function in these three scenarios are simulated and fitted.

The rest of this paper is organized as follows. In Section 2, we illustrate the geometrical structure and assumptions. In Section 3, we develop the nonstationary A2A channel model, formulate the analytical CIR and the time-variant TFs, and derive the time-frequency ACFs. In Section 4, we deduce the cumulative distribution functions (CDFs) of time delay and discuss the distributions of path attenuation in the GS, the VPS, and the SAS. In Section 4.2, we present the simulation results, fitting functions, and analyze them. Finally, in Section 5, we provide conclusions.

Notation: boldface uppercase letters stand for matrices while boldface lowercase letters represent vectors. The superscript $(\cdot)^T$ denotes the transpose operator. The superscript $(\cdot)^*$ denotes the conjugate operator. $|\cdot|$ is the norm of $\cdot$. $E\{\cdot\}$ denotes expectation operation.

2. The Geometrical Structure and the Assumptions

2.1. The Geometrical Structure. The geometrical structure of the presented channel model is as shown in Figure 1, where $T$ is the aircraft transmitter, $R$ is the aircraft receiver, and also the origin $O$ of the Cartesian coordinates. The ground specular reflection point is $S$. And the diffuse scattering is assumed to happen on the flat Earth surface with the diffuse scatterer denoted with $D$. $D$ is distributed in a maximum delay-determined area which is determined in Section 2.2. Major parameters used in this paper are listed in Table 1.

Triangle $\text{RST}$ determines the YOZ plane; thus, $x$-axis is determined consequently. $h_T$ and $h_R$ are the heights of $T$ and $R$. The time-variant coordinates of the transmitter, the receiver, the specular reflection point, and the scatterer are denoted as $T(x_T(t), y_T(t), z_T(t))$, $R(0, 0, 0)$, $S(x_S(t), y_S(t), z_S(t))$, and $D(x_D(t), y_D(t), z_D(t))$, respectively, and $z_S(t) = z_D(t) = -h_R(t)$. This general geometrical structure illustrated in Figure 1 can be expanded to the scenarios in [6, 17] conveniently. In Figure 1, since the transmitter and the receiver are moving during communication, the distances and the AOAs are time variant. Thus, in most of the situations, the channel is highly nonstationary. According to the general method of developing aeronautical channel models, such as presented in [5, 21], three paths, including the line-of-sight path, the reflection path, and the diffuse scattering paths, are considered in this paper and are assumed to be uncorrelated to each other.
Based on Figure 1, the lengths of the LOS path and the specular path can be calculated by (1) and (2):

\[
d_{\text{LOS}}(t) = \sqrt{x_T^2(t) + y_T^2(t) + z_T^2(t)},
\]
\[
d_{\text{SPE}}(t) = d_{TS}(t) + d_{SR}(t)
= \sqrt{h_T^2(t) + [x_T(t) - x_S(t)]^2 + [y_T(t) - y_S(t)]^2 + h_R^2(t) + x_S^2(t) + y_S^2(t)}.
\]

The scattering path contains subpaths, so when we discuss the subpaths, the coordinate of the \( l \)th diffused scatterer is denoted as \((x_{D,l}, y_{D,l}, 0)\); thus, the length of the diffuse scattering subpath can be calculated as in (3). In the following derivation, we also denote it as \( r_{\text{DIFF}} \):

\[
d_{\text{DIFF}}(t) = d_{RD}(t) + d_{TD}(t)
= \sqrt{x_{D,l}^2(t) + y_{D,l}^2(t) + h_R^2(t)} + \sqrt{h_T^2(t) + [x_T(t) - x_{D,l}(t)]^2 + [y_T(t) - y_{D,l}(t)]^2}.
\]

2.2. The Modeling of Ground Scattering Area. The ground scatterers are assumed to be randomly distributed in the elliptic area determined by the maximum time-delay ellipsoid truncated by the XOY plane. The maximum time-delay ellipsoid is determined by (4) with \( T \) and \( R \) as its foci; thus, the boundary of this elliptic area is determined by (5):

\[
\sqrt{x_D^2(t) + y_D^2(t) + z_D^2(t) + [x_D(t) - x_T(t)]^2 + [y_D(t) - y_T(t)]^2 + [z_D(t) - z_T(t)]^2} = c\tau_{\text{max}},
\]
\[
\sqrt{x_D^2(t) + y_D^2(t) + h_R^2(t) + [x_D(t) - x_T(t)]^2 + [y_D(t) - y_T(t)]^2 + h_T^2(t)} = c\tau_{\text{max}},
\]

where \( \tau_{\text{max}} \) is the maximum delay of the scattering paths in second and \( c \) is the speed of light. Compared with the delay of the LOS path, we define \( \tau_{\text{max}} = \epsilon\tau_{\text{LOS}} \) as the maximum delay of the diffuse scattering path that can be detected, which assumed to be a constant when a certain communication system is under consideration.

Since we assume that the scatterers obey UD in the elliptic area, we have

\[\text{Figure 1: The geometrical structure of the system model with flat Earth surface as the scattering surface.}\]
### Table 1: Major parameters and symbols this paper.

| Symbols | Definition |
|---------|------------|
| \(c\) | The speed of light \(c\) |
| \(D\) | The scatterer |
| \(d_{\text{LOS}}(t)\) | Time variant distance between the transmitter and the receiver (length of the LOS path) |
| \(d_{\text{SP}}(t)\) | The time-variant length of the specular reflection path |
| \(d_{\text{RD}}(t)\) | The time-variant distance between the transmitter \(T\) and the scatterer \(D\) |
| \(d_{\text{DIFF}}(t)\) | The time-variant distance between the specular reflection point \(D\) and the receiver \(R\) |
| \(f\) | The time-variant length of the \(l\)th scattering subpath |
| \(f_c\) | Frequency |
| \(G_{\text{LOS}}(t)\) | The antenna gain of the receiver at the moment \(t\) along the LOS path |
| \(G_{\text{RD}}(t)\) | The antenna gain of the receiver at the moment \(t\) along the specular reflection path |
| \(G_{\text{SP}}(t)\) | The antenna gain of the receiver at the moment \(t\) along the specular reflection path |
| \(G_{\text{DIFF}}(t)\) | The antenna gain of the receiver at the moment \(t\) along the specular reflection path |
| \(h_{\text{R}}(t)\) | The altitude of the receiver |
| \(h_{\text{F}}(t)\) | The altitude of the transmitter |
| \(h(t, r)\) | The time-variant altitude of the receiver |
| \(h_{\text{LOS}}(t, r)\) | CIR of the channel |
| \(h_{\text{SP}}(t, r)\) | CIR of the LOS path |
| \(h_{\text{DIFF}}(t, r)\) | CIR of the specular reflection path |
| \(L\) | CIR of the scattering path |
| \(n_{\text{RT}}(t)\) | Number of the scatterers |
| \(n_{\text{TO}}(t)\) | The time-variant unity directional vector of the LOS path from the transmitter towards the receiver |
| \(n_{\text{RO}}(t)\) | The time-variant unit directional vector towards \(O\) observed from \(T\) |
| \(n_{\text{TD}}(t)\) | The time-variant unit directional vector towards the \(l\)th scatterer observed from the transmitter \(T\) |
| \(n_{\text{RD}}(t)\) | The time-variant unit directional vector towards the \(l\)th scatterer observed from the receiver \(R\) |
| \(O\) | The origin of the XOY plane, also the specular reflection point |
| \(r_D\) | The radius of the scattering area in VPS |
| \(r_{\text{DIFF}}(t)\) | The time-variant radius of the scattering area in VPS |
| \(r_{\text{LD}}(t)\) | The length of the scattering path |
| \(r_{\text{DIFF}}(t)\) | The time-variant length of the scattering path |
| \(R\) | The receiver |
| \(S\) | The specular reflection point |
| \(S_{\text{E}}(t)\) | The time-variant area of the scattering ellipse |
| \(t\) | Time |
| \(T\) | The transmitter |
| \(v_{\text{R}}(t)\) | Time variant velocity vector of the receiver |
| \(v_{\text{T}}(t)\) | Time variant velocity vector of the transmitter |
| \((x_{\text{T}}(t), y_{\text{T}}(t), z_{\text{T}}(t))\) | The time-variant 3D coordinate of the transmitter |
| \((x_{\text{R}}(t), y_{\text{R}}(t), z_{\text{R}}(t))\) | The time-variant 3D coordinate of the receiver |
| \((x_{\text{D}}(t), y_{\text{D}}(t), 0(t))\) | The time-variant 3D coordinate of the scatterer |
| \((x_{\text{DIFF}}(t), y_{\text{DIFF}}(t), 0(t))\) | The time-variant 3D coordinate of the \(l\)th scatterer |
| \(\Phi_{\text{D}}\) | The azimuth angle between the scatterer \(D\) and \(y\)-axis in VPS |
| \(a_{\text{LOS}}(t)\) | Path attenuation of the LOS path |
| \(a_{\text{SP}}(t)\) | Path attenuation of the specular reflection path |
| \(a_{\text{DIFF}}(t)\) | Path attenuation of the \(l\)th scattering path |
| \(a_{\text{DIFF}}(l)\) | Time interval |
| \(\Delta t\) | Frequency interval |
| \(f\) | Time variant reflection coefficient |
| \(\Gamma(t)\) | Normalized Doppler shift of the scattering path |
| \(\gamma_{\text{DIFF}}\) | Radar cross section (RCS) |
| \(\lambda\) | Delay |
| \(\tau\) | Time variant path delay of the LOS path at the moment \(t\) |
| \(\tau_{\text{LR}}(t)\) | Time variant path delay of the specular reflection path at the moment \(t\) |
| \(\tau_{\text{DIFF}}(l)\) | Path delay of the scattering path |
| \(\tau_{\text{DIFF}}(l)\) | Time variant path delay of the \(l\)th scattering path at the moment \(t\) |
| \(\theta\) | Time variant path delay of the \(l\)th scattering path at the moment \(t\) |
| \(\sigma\) | The reflection angle |
| \(\xi, \zeta(t), l = 1, \ldots, 3\) | The wavelength |
| \(\mu, \nu(t), l = 1, \ldots, 3\) | Internal variables |
| \(\kappa\) | Internal variables |
\[ f_{x_i,y_i}(x_D,y_D,t) = \frac{1}{S_E(t)} \]  
(6)

where \( S_E(t) \) is the area of the elliptic area at the moment \( t \). The time varying of \( S_E(t) \) is due to the movement of the transmitter and the receiver.

2.3. The Scenarios. In this paper, we define three scenarios, i.e., the GS, the VPS, and the SAS. The GS is illustrated in Figure 1, the VPS stands for the scenario that the transmitter and the receiver have the same XOY coordinates but different altitudes, and the SAS stands for the scenario that the transmitter and the receiver are with the same altitude but different XOY coordinates. They are as shown in Figures 2 and 3, respectively.

In the VPS, we have \( x_T(t) = x_R(t) = 0 \), \( y_T(t) = y_R(t) = 0 \), and \( z_T(t) = h_T(t) - h_R(t) \). And in the SAS, we have \( z_T(t) = z_R(t) = h_T(t) \).

In VPS, the scattering area is a circle, so we have \( S_E(t) = \pi r_{D_{max}}^2 \), where \( r_{D_{max}}(t) \) is calculated with

\[
r_{D_{max}}(t) = \frac{1}{2r_{D_{max}}^{DIF}} \left[ h_R(t) + h_T(t) - r_{D_{max}}^{DIF} \right] \cdot \left[ h_T(t) - h_R(t) - r_{D_{max}}^{DIF} \right] \cdot \left[ h_T(t) - h_R(t) + r_{D_{max}}^{DIF} \right] \cdot \left[ h_R(t) + h_T(t) + r_{D_{max}}^{DIF} \right],
\]
(7)

where \( r_{D_{max}}^{DIF} \) is assumed to be a constant for a certain system in a certain scenario.

In the GS, the area \( S_E \) can be calculated with (8) at the moment \( t \):

\[
S_E(t) = \int_{y_{D_{min}}(t)}^{y_{D_{max}}(t)} \int_{x_{D_{lower}}(t)}^{x_{D_{upper}}(t)} dx_D dy_D
= \int_{y_{D_{max}}(t)}^{y_{D_{max}}(t)} x_{D_{upper}}(t) - x_{D_{lower}}(t) dy_D,
\]
(8)

where

\[
\xi_1(t) = r_{D_{max}}^{DIF} \sqrt{-r_{D_{max}}^{DIF} + h_R^2(t) - 2h_R(t)h_T(t) + h_T^2(t) + y_T^2(t)} \cdot \left[ -r_{D_{max}}^{DIF} + h_R^2(t) + 2h_R(t)h_T(t) + h_T^2(t) + y_T^2(t) \right],
\]
(11)

\[
\xi_2(t) = 2y_T^2(t) - 2r_{D_{max}}^{DIF},
\]
(12)

\[
\xi_3(t) = h_R^2(t)y_T(t) - h_R^2(t)y_T(t) + y_T^2(t) + y_T^2(t) - r_{D_{max}}^{DIF} y_T(t).
\]
(13)

\( x_{D_{upper}} \) and \( x_{D_{lower}} \) are calculated as

\[
x_{D_{upper}}(t) = \frac{1}{2r_{D_{max}}^{DIF}} \left[ \frac{r_{D_{max}}^{DIF} - 2h_R^2(t) + h_R^2(t) - 2h_R^2(t) + 2h_R^2(t) - 4h_R^2(t)y_Dy_T(t)}{2r_{D_{max}}^{DIF} + 4r_{D_{max}}^{DIF}y_Dy_T(t)} \right. + \left. \frac{-2r_{D_{max}}^{DIF} + 2h_R^2(t)}{2r_{D_{max}}^{DIF} + 4r_{D_{max}}^{DIF}y_Dy_T(t)} \right],
\]
(14)

\[
x_{D_{lower}}(t) = -\frac{1}{2r_{D_{max}}^{DIF}} \left[ \frac{r_{D_{max}}^{DIF} - 2h_R^2(t) + h_R^2(t) - 2h_R^2(t) + 2h_R^2(t) - 4h_R^2(t)y_Dy_T(t)}{2r_{D_{max}}^{DIF} + 4r_{D_{max}}^{DIF}y_Dy_T(t)} \right. + \left. \frac{-2r_{D_{max}}^{DIF} + 2h_R^2(t)}{2r_{D_{max}}^{DIF} + 4r_{D_{max}}^{DIF}y_Dy_T(t)} \right].
\]
(15)
With (8) to (15), we have

\[
S_{E}(t) = \frac{1}{r_{DIF_{\max}}} \left[ 4\mu_{1}(t)y_{D_{\max}}(t) + \mu_{2}(t) \right] \sqrt{\mu_{1}(t)y_{D_{\max}}^{2}(t) + \mu_{2}(t)y_{D_{\max}}(t) + \mu_{3}(t)} \\
+ \log \left( \sqrt{\mu_{1}(t)y_{D_{\max}}^{2}(t) + \mu_{2}(t)y_{D_{\max}}(t) + \mu_{3}(t)} + \frac{\mu_{2}(t) + 2\mu_{1}(t)y_{D_{\max}}(t)}{2\sqrt{\mu_{1}(t)}} \left( \frac{4\mu_{1}(t)\mu_{3}(t) - \mu_{2}^{2}(t)}{8\mu_{1}^{3/2}(t)} \right) \right) \\
- \left( 4\mu_{1}(t)y_{D_{\min}}(t) + \mu_{2}(t) \right) \sqrt{\mu_{1}(t)y_{D_{\min}}^{2}(t) + \mu_{2}(t)y_{D_{\min}}(t) + \mu_{3}(t)} \\
- \log \left( \sqrt{\mu_{1}(t)y_{D_{\min}}^{2}(t) + \mu_{2}(t)y_{D_{\min}}(t) + \mu_{3}(t)} + \frac{\mu_{2}(t) + 2\mu_{1}(t)y_{D_{\min}}(t)}{2\sqrt{\mu_{1}(t)}} \left( \frac{4\mu_{1}(t)\mu_{3}(t) - \mu_{2}^{2}(t)}{8\mu_{1}^{3/2}(t)} \right) \right),
\]

(16)
where

\[ \mu_1(t) = -4r_{D_{\text{max}}}^2 + 4y_T^2(t), \]  
\[ \mu_2(t) = 4r_{D_{\text{max}}}^2 y_T(t) + 4h_{R}^2(t) y_T(t) - 4h_{R}^2(t) y_T^2(t), \]  
\[ \mu_3(t) = r_{D_{\text{max}}}^4 - 2h_{R}^2(t) r_{D_{\text{max}}}^2 - 2h_{R}^2(t) r_{D_{\text{max}}}^2 y_T^2(t) - 2h_{R}^2(t) h_{R}^2(t) y_T^2(t) + h_{R}^2(t) + 2y_T^2(t) + y_T^2(t). \] 

In the SAS, since we have \( h_T = h_R \), (18) and (19) can be simplified as (20) and (21), respectively:

\[ \mu_2(t) = 4r_{D_{\text{max}}}^2 y_T(t) - 4y_T^3(t), \]  
\[ \mu_3(t) = r_{D_{\text{max}}}^4 - 4h_{R}^2(t) r_{D_{\text{max}}}^2 y_T^2(t) + 2h_{R}^2(t) - 2h_{R}^2(t) h_{R}^2(t) + y_T^4(t). \]

Thus, the PDF of the scatterers can be denoted as (22) for UD of the scatters in the abovementioned scenarios:

\[ f_{x_D y_D}(x_D, y_D, t) = \frac{1}{r_{D_{\text{max}}}^2} \left[ \frac{[4 \mu_1(t) y_{D_{\text{max}}}^2(t) + \mu_2(t)] \cdot \sqrt{\mu_1(t) y_{D_{\text{max}}}^2(t) + \mu_2(t) y_{D_{\text{max}}}^2(t) + \mu_3(t)}}{8 \pi^{1/2}(t)} \right]^{-1} \frac{\log \left( \sqrt{\mu_1(t) y_{D_{\text{max}}}^2(t) + \mu_2(t) y_{D_{\text{max}}}^2(t) + \mu_3(t)} + \left( \mu_2(t) + 2 \mu_1(t) y_{D_{\text{max}}}^2(t) + 2 \mu_3(t) \right) / 2 \sqrt{\mu_1(t)} \right)}{8 \pi^{1/2}(t)} \cdot (4 \mu_1(t) y_{D_{\text{max}}}^2(t)) \]

\[ , \text{GS&SAS.} \]  

3. The Analytical Nonstationary A2A Channel Model

3.1. Channel Formulation. As mentioned above, in accord with [5, 21], three-path model is adopted in this paper; thus, the CIR of the presented channel model can be given by

\[ h(t, \tau) = h_{\text{LOS}}(t, \tau) + h_{\text{SPE}}(t, \tau) + h_{\text{DIF}}(t, \tau), \] 

where \( h_{\text{LOS}}(t, \tau) \) is the impulse response of the LOS path, \( h_{\text{SPE}}(t, \tau) \) is the impulse response of the specular reflection path, and \( h_{\text{DIF}}(t, \tau) \) is the impulse response of the diffuse scattering path. By considering the large-scale propagation attenuation, propagation delay, and Doppler shift, the impulse response of the LOS path is denoted as

\[ h_{\text{LOS}}(t, \tau) = a_{\text{LOS}}(t) g_{\text{LOS}}(t) \delta(\tau - \tau_{\text{LOS}}), \]

where \( a_{\text{LOS}}(t) = \lambda \sqrt{G_{\text{LOS}}(t) G_{R}^{\text{LOS}}(t) / 4 \pi d_{\text{LOS}}(t)} \), with the assumption that the propagation loss attenuation factor equals to 2. \( \lambda \) is the wave length, and \( G_{\text{LOS}}(t) \) and \( G_{R}^{\text{LOS}}(t) \) are the antenna gains of the transmitter and the receiver at the moment \( t \). \( \tau_{\text{LOS}}(t) = (d_{\text{LOS}}(t) / c) \), where \( d_{\text{LOS}}(t) \) is the length of the LOS path as in (1) at the moment \( t \). \( g_{\text{LOS}}(t) \) in (24) is calculated as
\[ g_{\text{LOS}}(t) = e^{j k_{\text{LOS}}(t) + j(2\pi/l)} \int_0^T \mathbf{n}_{\text{RT}}^T(t) \cdot \mathbf{v}_{\text{RT}}(t) \, dt, \]  

(25)

where \( k_0 = 2\pi/\lambda \), \( \mathbf{v}_{\text{RT}}(t) = \mathbf{v}_R(t) - \mathbf{v}_T(t) \) is the velocity vector of the transmitter, \( \mathbf{v}_T(t) = (v_{T,x}(t), v_{T,y}(t), v_{T,z}(t))^T \), \( \mathbf{v}_R(t) \) is the velocity vector of the receiver, and \( \mathbf{v}_R(t) = (v_{R,x}(t), v_{R,y}(t), v_{R,z}(t))^T \). The unit directional vector of the LOS path from the transmitter towards the receiver is \( \mathbf{n}_{\text{RT}}(t) = (n_{\text{RT},x}(t), n_{\text{RT},y}(t), n_{\text{RT},z}(t))^T \). The impulse response of the specular reflection path is given by

\[ h_{\text{SPE}}(t, \tau) = \Gamma(t) \cdot \alpha_{\text{SPE}}(t) \cdot g_{\text{SPE}}(t) \cdot \delta(\tau - \tau_{\text{SPE}}), \]  

(26)

where \( \tau_{\text{SPE}} = d_{\text{SPE}}(t)/c \). \( \alpha_{\text{SPE}}(t) \) and \( g_{\text{SPE}}(t) \) can be calculated by (27) and (28):

\[ \alpha_{\text{SPE}}(t) = \frac{\sqrt{G_{\text{T}}^{\text{SPE}}(t)G_{\text{R}}^{\text{SPE}}(t)}}{4\pi d_{\text{SPE}}(t)}, \]  

(27)

\[ g_{\text{SPE}}(t) = e^{j k_{\text{SPE}}(t) + j(2\pi/l)} \int_0^T \mathbf{n}_{\text{TS}}^T(t) \cdot \mathbf{v}_T(t) + \mathbf{n}_{\text{RS}}^T(t) \cdot \mathbf{v}_R(t) \, dt, \]  

(28)

where \( \mathbf{n}_{\text{TS}} \) and \( \mathbf{n}_{\text{RS}} \) are the unit directional vectors towards S observed from T and R at the moment \( t \), respectively. And \( \Gamma(t) \) is the reflection coefficient where the dielectric property of the reflection surface is calculated as in [32, 33] and [34]. In the simulation of this paper, we assume that the scattering surface is the sea surface.

Suppose that the number of the scatterers is \( L \); then, the impulse response of the scattering path is as

\[ h_{\text{DIF}}(t, \tau) = \sum_{l=1}^{L} a_{\text{DIF},l}(t) g_{\text{DIF},l}(t) \delta(\tau - \tau_{\text{DIF}}). \]  

(29)

When the radar cross section (RCS) \( \sigma \) is constant for each scatterer, the amplitude attenuation of the \( l \)th path

\[ a_l(t) \text{ is calculated by (30) in accord with [21, 35]. In (30), } d_{\text{TDJ}}(t) \text{ and } d_{\text{DRJ}}(t) \text{ are the distance between the transmitter and the scatterer, and the distance between the scatterer and the receiver, respectively:} \]  

\[ \alpha_{\text{DIF},l}(t) = \frac{\sqrt{G_{\text{T}}^{\text{DIF},l}(t)G_{\text{R}}^{\text{DIF},l}(t)}}{4\pi d_{\text{TDJ}}(t)d_{\text{DRJ}}(t)} \sqrt{\sigma}. \]  

(30)

Thus, \( g_{\text{DIF},l}(t) \) in (29), containing the phase and frequency offset in the impulse response of the diffuse scattering components, can be denoted as (31):

\[ g_{\text{DIF},l}(t) = e^{j \delta_{\text{TDJ}}(t)} e^{j(2\pi/l)} \int_0^T \mathbf{n}_{\text{TDJ},l}^T(t) \cdot \mathbf{v}_T(t) + \mathbf{n}_{\text{RDJ},l}^T(t) \cdot \mathbf{v}_R(t) \, dt, \]  

(31)

where \( \mathbf{n}_{\text{TDJ},l}(t) = (n_{\text{TDJ},x}(t), n_{\text{TDJ},y}(t), n_{\text{TDJ},z}(t))^T \) and \( \mathbf{n}_{\text{RDJ},l}(t) = (n_{\text{RDJ},x}(t), n_{\text{RDJ},y}(t), n_{\text{RDJ},z}(t))^T \) are the unit directional vectors towards the \( l \)th diffuse scatterer D observed from T and R at the moment \( t \), respectively. Thus, the TF and ACF of the scattering paths are calculated as (32) and (33):
\( H_{\text{DIFF}} (t, f) = \sum_{l=1}^{L} a_{\text{DIFF}, l} (t) e^{-j2\pi f T_{\text{US}, l} (t)} e^{j\phi_l (t)} e^{jk_d d_{\text{US}, l} (t)} e^{j(2\pi l k D)} \int_0^t n_{\text{T}, l}^T (t) \cdot v_{\text{T}, l} (t) + n_{\text{RD}, l}^T (t) \cdot v_{\text{R}, l} (t) dt, \)  

(32) 

\( R_{\text{DIFF}} (t, \Delta t; f, \Delta f) = E \left[ H_{\text{DIFF}}^* (t, f) \cdot H_{\text{DIFF}} (t + \Delta t, f + \Delta f) \right] \) 

\[ = E \left\{ \sum_{l=1}^{L} \frac{\lambda}{4\pi d_{\text{T}, l} d_{\text{RD}, l}} \left[ \frac{G_{\text{T}, l}^T (t) G_{\text{RD}, l}^T (t)}{e^{-j2\pi f T_{\text{US}, l} (t)} e^{j\phi_l (t)} e^{jk_d d_{\text{US}, l} (t)} e^{j(2\pi l k D)}} \int_0^t n_{\text{T}, l}^T (t) \cdot v_{\text{T}, l} (t) + n_{\text{RD}, l}^T (t) \cdot v_{\text{R}, l} (t) dt \right] \right\} \] 

(33) 

With uncorrelated assumption, the TF and ACF of the scattering paths can be stationary in frequency domain; thus, (32) and (33) become (34) and (35): 

\[ H_{\text{DIFF}} (t) = \sum_{l=1}^{L} a_{\text{DIFF}, l} (t) e^{-j2\pi f T_{\text{US}, l} (t)} e^{j\phi_l (t)} e^{jk_d d_{\text{US}, l} (t)} e^{j(2\pi l k D)} \int_0^t n_{\text{T}, l}^T (t) \cdot v_{\text{T}, l} (t) + n_{\text{RD}, l}^T (t) \cdot v_{\text{R}, l} (t) dt, \] 

(34) 

\[ R_{\text{DIFF}} (t, \Delta t) = E \left[ H_{\text{DIFF}}^* (t) \cdot H_{\text{DIFF}} (t + \Delta t) \right] \] 

\[ = E \left\{ \sum_{l=1}^{L} \frac{\lambda}{4\pi d_{\text{T}, l} d_{\text{RD}, l}} \left[ \frac{G_{\text{T}, l}^T (t) G_{\text{RD}, l}^T (t)}{e^{-j2\pi f T_{\text{US}, l} (t)} e^{j\phi_l (t)} e^{jk_d d_{\text{US}, l} (t)} e^{j(2\pi l k D)}} \int_0^t n_{\text{T}, l}^T (t) \cdot v_{\text{T}, l} (t) + n_{\text{RD}, l}^T (t) \cdot v_{\text{R}, l} (t) dt \right] \right\} \] 

(35) 

The time-variant PSD of the scattering path can be obtained through Fourier transform with (33) as (36), where \( u \) denotes \( \Delta t \): 

\[ P_{\text{DS}} (t, f) = \int R_{\text{DIFF}} (t, u) \cdot \exp (-j2\pi fu) du. \] 

(36) 

3.2. Distributions of Channel Coefficients of Scattering Path. 
In VPS, the distribution of the scattering path delay can be derived as follows. 

As shown in Figure 2, at the moment \( t \), the length of the scattering path \( r_{\text{DIFF}} (t) \) can be denoted as (37), where \( r_D (t) \) is the radius of the scattering area in VPS at the moment \( t \): 

\[ r_{\text{DIFF}} (t) = \sqrt{r_R^2 (t) + r_D^2 (t)} + \sqrt{r_L^2 (t) + r_D^2 (t)}. \] 

(37) 

Thus, we have 

\[ r_D (t) = \frac{\xi (t)}{2r_{\text{DIFF}} (t)}. \] 

(38) 

At this moment, the Jacobian [36] can be calculated as
\[ J = \frac{dr_D}{dr_{DIF}} = \frac{\xi}{2r_{DIF}} = \frac{1}{4r_{DIF}} \cdot \left[ (h_R + h_T - r_{DIF})(h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF}) + (h_R + h_T - r_{DIF})(h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF}) \right. \\
\left. - (h_R - h_T + r_{DIF})(h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF}) + (h_R + h_T - r_{DIF})(h_T - h_R + r_{DIF})(h_T - h_R + r_{DIF}) \right], \]  

(39)

where

\[ \xi = \sqrt{-(h_R + h_T - r_{DIF})(h_R - h_T + r_{DIF}) \cdot (h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF})}. \]  

(40)

According to the UD of the scatterers, we also can denote the PDF of the scatterers as (41). It is to be mentioned that, although we omit the variable \( t \) for simplification of the expressions, all the parameters are time variant:

\[ f_{r_D, \phi_D}(r_D, \phi_D) = \frac{r_D}{\pi r^2_{D max}}, \quad r_D \in [0, r_{D max}], \phi_D \in [0, 2\pi]. \]  

(41)

\[ P(T_{DIF} \leq \tau_{DIF}) = P(S(R_{DIF}) \leq S(r_{DIF})) \]

\[ = \int_0^{2\pi} d\phi \int_0^{r_{D max}} \frac{r_D}{\pi r_{D max}^2} r dr = \frac{r_D^2}{\pi r_{D max}^2} \]

\[ = \left[ \frac{1}{2r_{DIF}} \right] \left( -(h_R + h_T - r_{DIF})(h_R - h_T + r_{DIF})(h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF}) \right)^2 \]

\[ = \left[ \frac{1}{2r_{DIF max}^2} \right] \left( -(h_R + h_T - r_{DIF max})(h_R - h_T + r_{DIF max})(h_T - h_R + r_{DIF max})(h_R + h_T + r_{DIF max}) \right)^2 \]

\[ = \frac{r_{DIF}^2}{r_{DIF}^2} \frac{(h_R + h_T - r_{DIF})(h_R - h_T + r_{DIF})(h_T - h_R + r_{DIF})(h_R + h_T + r_{DIF})}{(h_R + h_T - r_{DIF max})(h_R - h_T + r_{DIF max})(h_T - h_R + r_{DIF max})(h_R + h_T + r_{DIF max})} \]

\[ = \frac{r_{DIF}^2}{c^2_{DIF}} \frac{(h_R + h_T - c r_{DIF})(h_R - h_T + c r_{DIF})(h_T - h_R + c r_{DIF})(h_R + h_T + c r_{DIF})}{(h_R + h_T - r_{DIF max})(h_R - h_T + r_{DIF max})(h_T - h_R + r_{DIF max})(h_R + h_T + r_{DIF max})} \]

(42)
For the most general scenario, i.e., GS, the CDF of $\tau_{\text{DIFF}}$ is calculated with (43)–(48) and can be simplified with $h_T = h_R$ for SAS:

$$F_{T_{\text{DIFF}}} (\tau_{\text{DIFF}}) = P(T_{\text{DIFF}} \leq \tau_{\text{DIFF}}) = \int_{T_{\text{DIFF}} \leq \tau_{\text{DIFF}}} f_{X_D, Y_D} (x_D, y_D) \, dx_D \, dy_D$$

$$= \frac{1}{S_E} \int_{T_{\text{DIFF}} \leq \tau_{\text{DIFF}}} dx_D \, dy_D$$

$$= \frac{S_E (\tau_{\text{DIFF}})}{S_E}$$

$$= \frac{1}{S_E} \tau_{\text{DIFF}} \left[ \left( 4\mu_1 y_{D_{\text{upper}}} + \mu_3 \right) \sqrt{\mu_1 y_{D_{\text{upper}}}^2 + \mu_2 y_{D_{\text{upper}}} + \mu_3} \right. + \frac{\log \left( \sqrt{\mu_1 y_{D_{\text{lower}}}^2 + \mu_2 y_{D_{\text{lower}}} + \mu_3} \right) \left( \mu_2 + 2\mu_1 y_{D_{\text{upper}}} \right)}{8\mu_1^2}$$

$$- \left( 4\mu_1 y_{D_{\text{lower}}} + \mu_3 \right) \sqrt{\mu_1 y_{D_{\text{lower}}}^2 + \mu_2 y_{D_{\text{lower}}} + \mu_3} \left. \right]$$

$$\frac{1}{8\mu_1^2}$$

$$y_{D_{\text{upper}}} = \left( h_T^2 y_T - h_R^2 y_T + y_T^3 - c^2 \tau_{\text{DIFF}}^2 y_T \right) + c \tau_{\text{DIFF}} \sqrt{\left( -c^2 \tau_{\text{DIFF}}^2 + h_R^2 - 2h_R h_T + h_T^2 + y_T^2 \right) \cdot \left( -c^2 \tau_{\text{DIFF}}^2 + h_R^2 + 2h_R h_T + h_T^2 + y_T^2 \right)} \left( 2y_T^2 - 2c^2 \tau_{\text{DIFF}}^2 \right)$$

$$y_{D_{\text{lower}}} = \left( h_T^2 y_T - h_R^2 y_T + y_T^3 - c^2 \tau_{\text{DIFF}}^2 y_T \right) - c \tau_{\text{DIFF}} \sqrt{\left( -c^2 \tau_{\text{DIFF}}^2 + h_R^2 - 2h_R h_T + h_T^2 + y_T^2 \right) \cdot \left( -c^2 \tau_{\text{DIFF}}^2 + h_R^2 + 2h_R h_T + h_T^2 + y_T^2 \right)} \left( 2y_T^2 - 2c^2 \tau_{\text{DIFF}}^2 \right)$$

$$\mu_1 = -4c^2 \tau_{\text{DIFF}}^2 + 4y_T^2,$$

$$\mu_2 = 4c^2 \tau_{\text{DIFF}}^2 y_T + 4h_R^2 y_T - 4h_T^2 y_T - 4y_T^2,$$

$$\mu_3 = c^4 \tau_{\text{DIFF}}^4 - 2c^2 h_R^2 \tau_{\text{DIFF}}^2 - 2c^2 h_T^2 \tau_{\text{DIFF}}^2 - 2c^2 \tau_{\text{DIFF}}^2 y_T^3 + h_T^4 - 2h_R^2 h_T^2 - 2h_T^2 y_T^2 + h_T^4 + 2h_T^2 y_T^2 + y_T^4.$$

4. Simulation Assumptions and Results

4.1. Simulation Assumptions. According to similar scenarios in [5, 9] and [11], the simulation parameters are set and listed in Table 2. In our simulation, we assume that the simulation starts at the moment $t = 0$ s. At the moment $t = 0$ s, the transmitter and the receiver are at different altitudes, which are corresponding to the GS, e.g., the altitude of the
transmitter is 305 m and the altitude of the receiver is 610 m. The initial distance between the transmitter and the receiver is assumed to be 745 m, i.e., the ground distance is 680 m. At the moment \( t = 0 \) s, we assume that the transmitter and the receiver fly towards each other with the velocity of the transmitter \( \mathbf{v}_t = (0, 68, 0)^T \) m/s in Cartesian coordinates and the velocity of the receiver \( \mathbf{v}_r = (0, -68, 0)^T \) m/s. Thus, at the moment \( t = 5 \) s, the scenario becomes VPS described in Section 3. At the moment \( t = 5 \) s, we assume that \( \mathbf{v}_t = (0, -68, 0)^T \) m/s and \( \mathbf{v}_r = (0, 68, -61)^T \) m/s. Finally, at the moment \( t = 10 \) s, the aircrafts become a SAS and still with the same velocities. The dielectric coefficients are set in accord with [33, 34].

4.2. Simulation Results of CIR, TF, ACF, and PSD. In our simulations of the CIRs, the tapped delay lines model is adopted. Figure 4 shows the impulse responses of the presented model at the moments \( t = 0 \) s and \( t = 5 \) s. Fifty taps are illustrated in this figure with equal delay paths overlapped. For convenience, the tap delays in Figure 4 are set as the time delay to \( t = 0 \) s and \( t = 5 \) s for each moment, respectively, and the attenuation of each path are defined as normalized attenuation to the LOS path at the moment \( t = 0 \) s.

It can be seen from Figure 4 that the LOS path, which is also the path with minimum delay, can be distinguished from other paths easily, while the specular reflection path is adjacent to the diffuse scatter paths. This is in accord with the simulation which assumes that the scatterers are around the specular reflection point. The time-varying feature of the CIRs is very obvious in Figure 4. It is to be noted that, in Figure 4, each diffuse component is much smaller than the LOS component, but it does not mean that we should neglect the diffuse component. Modeling the diffuse components is the most important part of channel modeling since they introduce stochastics of the channel. For the realization of computer simulation, we take a finite number of the diffuse scattering paths. However, in many pieces of [11, 18, 38], the number of diffuse paths goes to infinity. With this assumption of infinite diffuse paths, the amplitude of each scattering tap (distinguishable diffuse paths) will become much higher.

The time-frequency TF of the diffuse scattering path during \( t \in (0, 0.12) \) s is as shown in Figure 5, which depicts the time-variant feature of \( H_{\text{DIF}} (t, f) \).

The normalized ACFs of the scattering path at the moments of \( t = 0 \) s and \( t = 5 \) s are shown in Figure 6.

From Figure 6, we can observe that the main lobe of the normalized ACF at \( t = 0 \) s is much wider than that at \( t = 5 \) s. This depicts different correlation time periods. We can also observe that the fluctuations of the former curve are not so obvious as the latter. These show the nonstationary feature of \( H_{\text{DIF}} (t, f) \).

The normalized Doppler PSDs at the moments \( t = 0 \) s and \( t = 5 \) s are shown in Figure 7.

Figure 7 shows the decreasing of the maximum normalized Doppler in accord with the movements of the transmitter and the receiver towards each other with the increasing of elevation angles. Furthermore, the Doppler PSD is a bilateral spectrum because at the moment around \( t = 5 \) s, when the transmitter and the receivers are performing a vertical pass-by.

4.3. Simulations of the Distributions of Path Delay, Path Attenuation, and Normalized Doppler Shift of the Scattering Path. The CDFs of \( t_{\text{DIF}} \) at the moments \( t = 0 \) s, \( t = 5 \) s, and \( t = 10 \) s are, as shown in Figure 8, with \( \epsilon = 3.57 \).

From Figure 8, we can see that CDF of \( t_{\text{DIF}} \) is apparently time variant. The simulated CDFs coincide with the theoretical results well. With similar geometrical structures, similar features can be observed between the curves at the moments of \( t = 0 \) s and \( t = 10 \) s.

The CDFs of \( \alpha_{\text{DIFF}} \) at the moments \( t = 0 \) s, \( t = 5 \) s, and \( t = 10 \) s are as shown in Figure 9 with \( \epsilon = 3.57 \).

From Figure 9, the nonstationary feature of the channel can be clearly observed, as well as the similarity between the CDFs at \( t = 0 \) s and \( t = 10 \) s with similar geometrical structures.

For better observation of the distribution of \( \alpha_{\text{DIFF}} \), we present the PDF of \( \alpha_{\text{DIFF}} \) in GS in Figure 10 and fit it with the 7th order Gaussian function, as (49), where \( a_1 = 1.858E + 06, \; b_1 = 3.484E - 07, \; c_1 = 2.387E - 08, \; a_2 = 1.361E + 06, \; b_2 = 3.861E - 07, \; c_2 = 3.81E - 08, \; a_3 = 1.011E + 06, \; b_3 = 4.423E - 07, \; c_3 = 7.04E - 08, \; a_4 = 6.59E + 05, \; b_4 = 5.384E - 07, \; c_4 = 1.221E - 07, \; a_5 = 1.174E + 06, \; b_5 = 8.48E - 07, \; c_5 = 2.817E - 07, \; a_6 = 8.275E + 05, \; b_6 = 8.915E - 07, \; c_6 = 2.328E - 07, \; a_7 = 1.581E + 05, \; b_7 = 1.362E - 06, \; c_7 = 2.063E - 06 . \) None of the well-known distributions such as Gaussian distribution, Rice distribution, and Rayleigh distribution can fit this distribution of \( \alpha_{\text{DIFF}} \) well. And the 7th order Gaussian function is much easier to calculate than the well-known Suzuki distribution [39].

\[
f_{\alpha_{\text{DIFF}}} (\alpha_{\text{DIFF}}) = \sum_{k=1}^{7} a_k e^{\left(-\left(a_{\alpha_{\text{DIFF}}-b_k}\right)^2/c_k^2\right)}.
\]

The PDF of \( \alpha_{\text{DIFF}} \) in VPS is illustrated in Figure 11, and fitted with two terms’ exponential function as (50). Compared with the GS and SAS, the simpler geometrical structure of the VPS leads to simpler expression of the PDF of \( \alpha_{\text{DIFF}} \).

\[
f_{\alpha_{\text{DIFF}}} (\alpha_{\text{DIFF}}) = 1.253 \times 10^7 e^{-1.089 \times 10^7 \alpha_{\text{DIFF}}} + 3881 e^{1.092 \times 10^7 \alpha_{\text{DIFF}}}.
\]

The simulated PDF of \( \alpha_{\text{DIFF}} \) in SAS, i.e., at the moment \( t = 10 \) s, is presented in Figure 12 and is fitted with the 4th order Gaussian function, as (51), where \( a_1 = 3.033E + 06, \; b_1 = 2.179E - 07, \; c_1 = 1.003E - 08, \; a_2 = 1.658E + 06, \; b_2 = 2.46E - 07, c_2 = 2.846E - 08, \; a_3 = 8.147E + 05, \; b_3 = 2.934E - 07, \; c_3 = 6.558E - 08, \; a_4 = 1.99E + 06, \; b_4 = 1.17E - 07, \; c_4 = 5.041E - 07 . \) Compared with the GS, a simpler expression of the PDF of \( \alpha_{\text{DIFF}} \) is obtained with best goodness of fit.

\[
f_{\alpha_{\text{DIFF}}} (\alpha_{\text{DIFF}}) = \sum_{k=1}^{4} a_k e^{\left(-\left(a_{\alpha_{\text{DIFF}}-b_k}\right)^2/c_k^2\right)}.
\]
Table 2: Simulation parameters.

| Parameter                                      | Value                        |
|------------------------------------------------|------------------------------|
| Initial altitude of the transmitter           | 305 m                        |
| Initial altitude of the receiver              | 610 m                        |
| Initial LOS distance between the transmitter and the receiver | 745 m                        |
| $\tau_{\text{max}}$                          | $3.57 \tau_{\text{LOS}}$    |
| Central frequency                             | 1 GHz                        |
| Velocity vector of the transmitter            | $t = 0 \, s \, (0, 68, 0)^T \, \text{m/s}, \, t = 5 \, s \, (0, -68, 0)^T \, \text{m/s}$ |
| Velocity vector of the receiver               | $t = 0 \, s \, (0, -68, 0)^T \, \text{m/s}, \, t = 5 \, s \, (0, 68, -61)^T \, \text{m/s}$ |

Figure 4: The CIRs at $t = 0 \, s$ and $t = 5 \, s$ (case 1).

Figure 5: The time-frequency channel transfer function of the scattering path.

Figure 6: The normalized ACFs of the scattering path.
Figure 7: The normalized Doppler PSD.

Figure 8: The CDFs of $\tau_{DF}$. 
Figure 9: The CDFs of $\alpha_{\text{DIFF}}$ with $\epsilon = 3.57$.

Figure 10: The PDF of $\alpha_{\text{DIFF}}$ and its fitted function (with $t = 0$ s, GS, and $\epsilon = 3.57$).
Figure 11: The PDF of $\alpha_{DIF}$ and its fitted function (with $t=5\text{s}$, VPS, and $\epsilon=3.57$).

Figure 12: The PDF of $\alpha_{DIF}$ and its fitted function (with $t=10\text{s}$, SAS, and $\epsilon=3.57$).
5. Conclusion

We present an analytical RS-GBSM-based channel model for low-altitude A2A communication over an open area in this paper. Based on the assumption of the scatterers distributed in a maximum-delay-determined scattering area, we formulate the CIRs for the LOS path, the specular-reflected path, and the scattering path. Furthermore, we derived the TF, the ACF, and the Doppler PSD of the scattering path since the scattering path is the most complicated path. Then, with the UD of the scatterers, we derive the closed-form expression of the distributions of the path delay of the scattering path in VPS, SAS, and GS. Simulation results show a good coincidence between the theoretical CDFs and the simulated CDFs. Since the closed-form expression of the path attenuation distributions based on the radar function is very hard to be derived, simulation and curve fitting are adopted, and we fit these functions and present the corresponding parameters.

The work performed in this paper is one of the trials towards the analytical nonstationary channel modeling based on the geometrical distribution of the scatterers. In further research, we will consider more kinds of distributions. For more comprehensive structures, i.e., including the modeling of local scatterers around the ground station or the aircraft, if necessary, we can refer to [40–42].
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