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Abstract: In order to make autonomous driving a reality, artificial neural networks have to work reliably in the open-world. However, the open-world is vast and continuously changing, so it is not technically feasible to collect and annotate training datasets which accurately represent this domain. Therefore, there are always domain gaps between training datasets and the open-world which must be understood. In this work, we investigate the domain gaps between high-resolution and low-resolution LiDAR sensors in object detection networks. Using a unique dataset, which enables us to study sensor resolution domain gaps independent of other effects, we show two distinct domain gaps - an inference domain gap and a training domain gap. The inference domain gap is characterised by a strong dependence on the number of LiDAR points per object, while the training gap shows no such dependence. These findings show that different approaches are required to close these inference and training domain gaps.
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1 Introduction

The open-world in which we live is diverse and constantly changing, so autonomous vehicles have to work robustly in frequently changing weather conditions [1], light conditions [2], and in different locations such as cities, highways and rural areas. In addition to this, the hardware used in autonomous vehicles is continuously being improved and updated. This trend is clearly observable in LiDAR sensors, which are continually being manufactured with higher and higher resolutions [3]. Collecting and labelling datasets covering the long-tail of open-world scenarios for every new sensor generation is prohibitively time-consuming and expensive [4]. Therefore, it is important to understand the domain gaps between datasets recorded with LiDARs of different resolutions - the sensor-to-sensor domain gaps - so that these domain gaps can be closed and datasets and models can be reused and improved.

Although domain adaptation has been widely studied [5, 6, 7, 8, 9, 10], to the best of our knowledge, this is the first time that the distinct inference and training domain gaps have been identified and investigated in LiDAR object detection networks. In this work, the inference domain gap refers to the domain gap observed when the network is trained with data from a particular LiDAR and then evaluated on data from the same LiDAR and a different LiDAR. Whereas the training domain gap refers to the domain
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Gap observed when two networks are trained, the first with data from one LiDAR and the second with data from another LiDAR, and then both evaluated on data from one of those LiDARs. This distinction is only identifiable because, unlike other autonomous driving datasets [11, 12], our dataset enables us to study the sensor-to-sensor domain gaps directly and independently of other common domain gaps, such as from different weather conditions, light conditions and locations.

2 Dataset

In order to isolate the sensor-to-sensor domain gaps from other domain gaps, we used a unique dataset in which LiDAR data from high-resolution Hesai Pandar64P sensors and low-resolution Velodyne VLP-32C sensors was recorded simultaneously. This dataset was collected on a drive of 7,800 km, visiting 33 cities in 6 European countries. The route was chosen to maximise scenario variety and includes highway, rural and urban driving in diverse environmental conditions including day and night, as well as clear and adverse weather. For this work, we used around 13,100 single frames containing around 432,000 labelled bounding boxes in total.

The high-resolution and low-resolution LiDAR sensors were mounted in an alternating pattern on the roof of the car, as shown in Figure 1. These alternating mounting positions ensure that both the high-resolution and low-resolution sensors cover the full 360° field-of-view. The different sensor resolutions and fields-of-view cause an uneven distribution of points to be received from the objects in the dataset, with slightly more points received from the low-resolution sensors in the bottom-left and top-right of the BEV (where points are received from two low-resolution sensors and one high-resolution sensor) and significantly more points received from the high-resolution sensors in the top-left and bottom-right of the BEV (where points are received from two high-resolution sensors and one low-resolution sensor).

Figure 1: Configuration of the LiDAR sensors. Left: LiDAR points overlayed on camera images for the high-resolution Hesai Pandar64P sensors and low-resolution Velodyne VLP-32C sensors respectively. Right: Relative number of points received per object from the high-resolution Hesai Pandar64P sensors and low-resolution Velodyne VLP-32C sensors as a function of (x, y) location in the bird’s eye view (BEV).
3 Experiments

Our experiments were carried out on an object detection network based on the PIXOR architecture [13]. Identical randomly initialised weights and hyperparameters were used for all trainings. First, we quantitatively compared relative average precisions. Then we explored how relative average precision varies spatially over the BEV. Finally, we investigated the relationship between recall and the average number of points received per object.

3.1 Relative average precision

In order to quantify the distinct inference and training sensor-to-sensor domain gaps, we trained and evaluated using all sensor combinations. The relative average precisions (APs) of these trainings and evaluations are shown in Table 1. The relative difference in the APs indicate a fundamental dissimilarity between the inference domain gap and the training domain gap.

Table 1: Relative APs of object detection networks trained and evaluated on different combinations of high-resolution and low-resolution LiDAR sensors. Higher is better. Top: Inference domain gap. Bottom: Training domain gap.

| Trained on | Evaluated on | Relative AP |
|------------|--------------|-------------|
| High-res   | High-res     | +25%        |
| High-res   | Low-res      | 0%          |
| Low-res    | High-res     | +11%        |
| Low-res    | Low-res      | 0%          |

3.1.1 Inference domain gap

For the inference domain gap (trained on high-resolution and evaluated on high-resolution and low-resolution, or trained on low-resolution and evaluated on high-resolution and low-resolution), the relative AP is higher when the evaluation is carried out using the high-resolution LiDAR data, independent of whether the object detection network was trained with high-resolution or low-resolution LiDAR data. This shows that using a higher-resolution LiDAR sensor at inference time can improve the performance of the object detection network, even if the network was trained with data from a different LiDAR sensor.

3.1.2 Training domain gap

In contrast to the inference domain gap, for the training domain gap (trained on high-resolution and low-resolution, then evaluated on either high-resolution or low-resolution), the relative AP is higher when the evaluation is carried out using LiDAR data from the
same sensor that was used for training. In this case, there is no evidence that using a higher-resolution LiDAR sensor at training time leads to any improvement in the object detection network performance. In fact, it actually results in worse performance. The object detection network performs best when it is trained using data from the same LiDAR sensor that is used for the evaluation.

### 3.2 Spatial variation of relative average precision

In order to further understand the domain gaps observed in the relative APs, we explored how relative AP varies spatially over the BEV. Figure 2 shows the relative AP of all objects as a function of (x, y) location in the BEV, for the networks trained on high-resolution and low-resolution LiDAR data respectively. While Figure 3 shows the relative AP of all objects as a function of (x, y) location in the BEV, for the networks evaluated on high-resolution and low-resolution LiDAR data respectively.

![Figure 2: Relative AP of all objects as a function of (x, y) location in the BEV. Left: Trained on high-resolution LiDAR data. Right: Trained on low-resolution LiDAR data.](image1)

![Figure 3: Relative AP of all objects as a function of (x, y) location in the BEV. Left: Evaluated on high-resolution LiDAR data. Right: Evaluated on low-resolution LiDAR data.](image2)
3.2.1 Inference domain gap

For the inference domain gap, independent of whether the network was trained on high-resolution or low-resolution LiDAR data, the relative AP is not evenly distributed over the entire BEV. Instead, for both plots in Figure 2, the relative AP is higher in the top-left and bottom-right of the BEV. This distribution of relative AP looks very similar to the distribution of relative points per object shown in Figure 1. Again, this indicates that no matter which LiDAR data is used for training, the performance of the object detection network can be improved at inference time by using a higher-resolution LiDAR sensor at inference time.

3.2.2 Training domain gap

In contrast to the inference domain gap, for the training domain gap, the relative AP is evenly distributed over the entire BEV for both plots in Figure 3 and there are no specific regions where the relative AP is higher or lower. Instead, when the networks trained on high-resolution and low-resolution data are evaluated on high-resolution data, the relative AP is generally higher for the object detection network trained on high-resolution data. The same is true when the network trained on low-resolution data is evaluated on low-resolution data. Again, this indicates that using a higher-resolution LiDAR at training time does not improve the performance of the object detection network. Instead, training with data from the same LiDAR sensor that is used for evaluation leads to the best object detection network performance.

3.3 Relationship between recall and average number of points received per object

Since both the relative APs and spatial variation of relative APs indicate a relationship between the number of points received from an object and the performance of the object detection network, we further explored this relationship by investigating how the recall varies with the average number of points received per object. Using recall, which is defined as the proportion of true positives discovered from the labelled real-world objects, enables us to understand how many points on average are required to correctly identify real-world objects. Such a metric is important for autonomous driving, because failing to identify real-world objects could pose a significant safety risk.

The relationships between recall and the average number of points received per object for training and evaluation on all sensor combinations is shown in Figure 4. For all training and evaluation combinations, the recall clearly increases as the average number of points received per object increases. This trend is especially noticeable in the region where less than 100 points are received on average per object. In general, this shows that the more points the object detection network receives from an object, the more likely it is that the object detection network is able to distinguish the object from the background.
Figure 4: Recall versus average number of points received per object for training and evaluation on all sensor combinations. A recall of 1 means that all real-world objects were detected, while a recall of 0 means that no real-world objects were detected. All plots were filtered with a Savitzky-Golay filter in order to estimate the average number of points received per object required to achieve a recall of 0.5, which is indicated by the dashed black lines.

Each plot also shows the average number of points received per object required to achieve a recall of 0.5 for the given training and evaluation LiDAR sensor combination. These values are summarised in Table 2 for the inference domain gap and the training domain gap.
Table 2: Average number of points received per object required to achieve a recall of 0.5 for object detection networks trained and evaluated on different combinations of high-resolution and low-resolution LiDAR sensors. Lower is better. Top: Inference domain gap. Bottom: Training domain gap.

| Trained on | Evaluated on | Points |
|------------|--------------|--------|
| High-res   | High-res     | 62     |
| High-res   | Low-res      | 98     |
| Low-res    | High-res     | 72     |
| Low-res    | Low-res      | 70     |

| Trained on | Evaluated on | Points |
|------------|--------------|--------|
| High-res   | High-res     | 62     |
| Low-res    | High-res     | 72     |
| High-res   | Low-res      | 98     |
| Low-res    | Low-res      | 70     |

### 3.3.1 Inference domain gap

At first, the average number of points required to achieve a recall of 0.5 seems to contradict the relative APs in Table 1. For the model trained on high-resolution LiDAR data, 36 fewer points per object are required on average to achieve a recall of 0.5 when evaluating with the high-resolution instead of the low-resolution LiDAR sensor. However, for the model trained on low-resolution LiDAR data, two additional points per object are required on average to achieve a recall of 0.5 when evaluating with the high-resolution instead of the low-resolution LiDAR sensor, even though the relative AP in Table 1 is higher when evaluating with the high-resolution instead of the low-resolution LiDAR sensor. This indicates that it is not just the average number of points received per object that is important, but also whether these points were recorded with the high-resolution or low-resolution LiDAR sensor. At inference time, the object detection network can detect objects with fewer points when it was trained on data from the same LiDAR sensor. This again suggests that the inference gap can not only be closed, but even reversed by using a high-resolution LiDAR sensor at inference time, because of the additional points received per object. These additional points can be observed by plotting the average number of points received per real-world object versus the average distance of the real-world objects from the LiDAR sensor for the high-resolution and low-resolution LiDAR sensors, as shown in Figure 5. This observation explains why the combination of training and evaluating on high-resolution LiDAR data results in the largest performance improvement (relative AP of +25% shown in Table 1), because the object detection network requires fewer points on average per object to be able to detect real-world objects and the LiDAR data contains more points on average per object because of the higher-resolution.
3.3.2 Training domain gap

For the training domain gap, when evaluating on high-resolution LiDAR data, 10 fewer points per object are required on average when the object detection network is trained on high-resolution rather than low-resolution LiDAR data. When evaluating on low-resolution LiDAR data, 18 fewer points per object are required on average when the object detection network is trained on low-resolution rather than high-resolution LiDAR data. This is consistent with the relative APs in Table [1] which show that training the object detection network on data from the same LiDAR sensor results in the best performance at inference time. This again indicates that the training gap cannot be closed by increasing the average number of points per object by using a higher-resolution LiDAR sensor at training time. Instead, the performance drops when a different LiDAR sensor is used for training, independent of whether the LiDAR used for training is higher-resolution or lower-resolution than the LiDAR used at inference time.

4 Conclusions

In this work, we investigated sensor-to-sensor domain gaps in LiDAR object detection networks. Using a unique dataset, which enabled us to study the domain gaps independent of other effects, we showed that there are actually two distinct domain gaps - the inference domain gap and the training domain gap. The inference domain gap varies strongly with the average number of points per object at inference time and our experiments show that
increasing the average number of points per object by using a higher-resolution LiDAR sensor at inference time, can improve the performance of the object detection network, independent of which LiDAR data was used for training. This indicates that it is better to use a high-resolution LiDAR for inference, even if the network has been trained with data from a low-resolution LiDAR. In contrast, the training domain gap does not vary with the number of points per object. Our experiments show that adding more points to the objects at training time, by training with a higher-resolution LiDAR sensor, does not improve performance, but actually worsens the performance. In this case, if inference will be carried out with a low-resolution LiDAR, it is better to train with data from the same low-resolution LiDAR, even if a high-resolution LiDAR is available. These important findings show that different strategies are required to close these distinct inference and training domain gaps.

In the future, the same analysis could be applied to other sensor modalities [14], such as radar [15]. It could also be applied to other domain gaps, such as weather domain gaps, since it is known that significantly fewer LiDAR points are typically received in rainy weather than in dry weather [10]. In fact, our initial experiments on weather domain gaps indicate very similar behaviour to the sensor-to-sensor domain gaps, since we also observe a distinct inference domain gap which varies strongly with the average number of points per object at inference time and a distinct training domain gap which does not vary with the number of points per object. Again, this highlights the importance of using different strategies to close these distinct inference and training domain gaps.
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