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Abstract
High-precision measurements benefit from lock-in detection of small signals. Here we discuss the extension of lock-in detection to many channels, using mutually orthogonal modulation waveforms, and show how the choice of waveforms affects the information content of the signal. We also consider how well the detection scheme rejects noise, both random and correlated. We address the particular difficulty of rejecting a background drift that makes a reproducible offset in the output signal and we show how a systematic error can be avoided by changing the waveforms between runs and averaging over many runs. These advances made possible a recent measurement of the electron’s electric dipole moment (Hudson \textit{et al} 2011 \textit{Nature} 473 493).

1. Introduction

Lock-in detection is a well-known method for picking out a small modulated signal of interest in the presence of a large background. After multiplying the signal-plus-background by the modulation waveform, the dc component is proportional to the signal while the background now alternates and can be filtered out. An early account of this idea dates back to 1934 \cite{2}, when it was used to detect the balanced state of an ac bridge. Subsequent improvements to the electronics by Michels, Curtis and Redding \cite{3,4} resulted in a practical, narrow-band detector of
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high sensitivity, now widely known as a lock-in amplifier\(^2\). This became a ubiquitous laboratory tool after it was commercialized by Robert Dicke and Princeton Applied Research [5].

The lock-in technique has been extended to measure several modulated signals simultaneously. In the context of high-precision measurement, Harrison, Player and Sandars (HPS) [6] describe signal modulation with complex, multi-frequency waveforms chosen to be mutually orthogonal. More recently in the context of optical tomography [7–9] consider phase-sensitive detection at several frequencies. Careful choice of the frequencies and filter time constants allows the signals to be extracted independently.

In this paper we extend the work of HPS. First, in order to establish a theoretical framework, we review the case when a single parameter is modulated. Then, in section 3 we revisit and extend the HPS discussion of multi-channel modulation and detection. In section 4, we introduce and analyse the problem of reproducible backgrounds and in section 5 we present a new, stochastic technique that solves the problem. We close with a summary in section 7.

2. Single channel demodulation

Consider a simple experiment with a scalar output signal, \(s\), and a binary control parameter, \(c\), which we set to the value +1 or −1 over each of \(N\) equal time intervals, labelled by the integer \(j\). We sometimes refer to the set of values \(c_j\) as a switching pattern or waveform. We write the signal measured in each time interval as

\[
s_j = \beta_j + \alpha c_j
\]

with \(j = 0, \ldots, N - 1\). Here \(\beta_j\) is a background term, which may be time-varying, and \(\alpha\) is the modulated part of the signal that we are trying to extract, which we will assume to be constant. Note that this form of the signal does not assume a linear response to the control parameter \(c_j\).

We obtain an estimate, \(\hat{\alpha}\), of the modulation strength, \(\alpha\), by looking at the part of the signal correlated with \(c_j\)

\[
\hat{\alpha} = \frac{1}{N} \sum_{j=0}^{N-1} s_j c_j.
\]

(2)

The error in this estimate of \(\alpha\) is

\[
r_{\alpha} = \hat{\alpha} - \alpha = \frac{1}{N} \sum_{j=0}^{N-1} \beta_j c_j.
\]

(3)

Our goal is to devise a scheme that gives the best estimate of \(\alpha\), least affected by the presence of the background \(\beta\).

If \(\beta\) is constant during an experiment, then any switching waveform that is equally often positive and negative will reject it perfectly. We will call a waveform that has this property balanced. It is more realistic though to let the background vary in time, and then the cancellation of \(\beta\) is normally imperfect. To optimize the choice of \(c_j\) we must consider in more detail how \(\beta_j\) varies. Let us define the discrete Fourier transform of \(\beta\),

\[
(\mathcal{F} \beta)_k = \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} \beta_l e^{-\frac{2\pi i k l}{N}},
\]

(4)

\(^2\)Michels coined the name ‘lock-in amplifier’ in [3], then tried to change it in [4] to ‘synchronous detector’ but the original name is still widely used.
and write equation (3) in terms of these Fourier components

$$
\hat{r}_\alpha = \frac{1}{N} \sum_{j=0}^{N-1} \left( \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} (\mathcal{F} \beta)_k e^{i2\pi kj/N} \right) c_j,
$$

(5)

where the large-bracketed quantity is nothing more than $\beta_j$. Rewriting this as

$$
\hat{r}_\alpha = \frac{1}{N} \sum_{k=0}^{N-1} (\mathcal{F} \beta)_k \left( \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} c_j e^{i2\pi jk/N} \right) = \frac{1}{N} \sum_{k=0}^{N-1} (\mathcal{F} \beta)_k (\mathcal{F}^{-1} c)_k,
$$

(6)

we see that each Fourier component of the background contributes to the error in proportion to the (inverse) Fourier component of the modulation waveform at that frequency. In the laboratory, the Fourier spectrum of the background is often dominated by the low-frequency components, typified by the well-known $1/f$ power spectrum. In general terms, then, it is often desirable to have the Fourier spectrum of the background contribute at as high a frequency as possible. The simple modulation $c_j = (-1)^j$ achieves this, indeed that is the square-wave version of the standard lock-in detection scheme [2–4]. We shall see, though, that switching waveforms more complex than this fast square wave have some advantages when we come to consider multi-channel detection in section 3.

Equation (6) describes how a particular time-dependent background, $\beta_j$, will produce an error in a particular measurement of $\hat{\alpha}$. To properly consider the impact of noisy backgrounds we need to consider what happens when we repeat the measurement a number of times. A noisy background is one that differs from one experimental realization to the next, in contrast to a reproducible background which is the same for each experimental realization. We extend our treatment to multiple experimental realizations by allowing $\beta_j$ to be a stochastic variable. To evaluate the effectiveness of a switching waveform it is then necessary to consider the statistical properties of the error, $\hat{r}_\alpha$, averaged over many experimental realizations.

We begin by limiting ourselves to purely noisy backgrounds, that is backgrounds for which the expected value of $\beta_j$ is $E(\beta_j) = 0$. We consider backgrounds where this limitation does not hold in section 4. For these purely noisy backgrounds it is easy to see from equation (3) that $E(r_\alpha) = 0$, which is to say that our estimates of $\alpha$ will be unbiased. They will, though, be noisy as $\beta_j$ changes from one experimental realization to the next. To quantify this noise let us calculate the standard deviation, $\sigma(\hat{r}_\alpha)$, which gives the statistical uncertainty in our measurement of $\alpha$. This is given by

$$
\sigma(\hat{r}_\alpha)^2 = E(\hat{r}_\alpha \hat{r}_\alpha^*) = E \left( \frac{1}{N} \sum_{k=0}^{N-1} (\mathcal{F} \beta)_k (\mathcal{F}^{-1} c)_k \frac{1}{N} \sum_{l=0}^{N-1} (\mathcal{F} \beta)_l^* (\mathcal{F}^{-1} c)_l^* \right).
$$

(7)

In the first step here, we have used the fact that $r_\alpha$ has zero mean.

It is common to characterize noise by a power spectrum, which defines the (real) amplitude $\tilde{\beta}_k$ of each Fourier component, assumed to be constant for each experimental realization. The phase $\phi_k$ of each component must vary in some way between realizations for this to be called noise. Let us make the simplifying assumption that the phases for each component are independently drawn from a uniform distribution over $[0, 2\pi)$ for each experimental realization. Although this noise model is quite restricted, it does provide a reasonable approximation to
typical laboratory noise and it simplifies equation (7) in an instructive way. Inserting \((\mathcal{F} \beta)_l = \tilde{\beta}_k e^{i\phi_i}\) into equation (7), and writing the expected value operator explicitly as a sum, we obtain

\[
\sigma^2(r_{\alpha}) = \lim_{M \to \infty} \frac{1}{M N^2} \sum_{n=1}^{M} \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} \beta_k e^{i\phi_{k,n} } (\mathcal{F}^{-1} c)_k \tilde{\beta}_l e^{-i\phi_{l,n} } (\mathcal{F}^{-1} c)_l
\]

\[
= \frac{1}{N^2} \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} (\mathcal{F}^{-1} c)_k (\mathcal{F}^{-1} c)_l \tilde{\beta}_k \tilde{\beta}_l \left( \lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} e^{i(\phi_{k,n} - \phi_{l,n})} \right),
\]

where \(\phi_{j,n}\) is the \(n\)th realization of the stochastic variable \(\phi_j\). The quantity in parentheses is zero unless \(k = l\), hence the sum simplifies to

\[
\sigma^2(r_{\alpha}) = \frac{1}{N} \sum_{k=0}^{N-1} |(\mathcal{F}^{-1} c)_k|^2 \tilde{\beta}_k^2.
\]

We see that the individual frequency contributions sum in quadrature for this class of noise.

3. Multichannel modulation and demodulation

In section 2 we have considered how to find the modulation strength \(\alpha\) when one parameter is modulated by control parameter \(c\). Now we extend this to the case of multiple modulations. To help establish the notation, let us consider the signal when there are two control parameters, \(c^{(1)}\) and \(c^{(2)}\)

\[
s_j = \beta_j + \alpha^{(1)} c_j^{(1)} + \alpha^{(2)} c_j^{(2)} + \alpha^{(1,2)} c_j^{(1)} c_j^{(2)}. \tag{9}
\]

In addition to the responses \(\alpha^{(1)}\) and \(\alpha^{(2)}\), there is also the bilinear response \(\alpha^{(1,2)}\) to the product of control parameters. Put another way, this part of the signal is correlated with the relative sign of the two control parameters. Similarly, with three modulations, there is a trilinear term as well as the bilinear and linear ones. When \(P\) parameters are modulated by switching waveforms \(c^{(k)}\), where \(k = 1, \ldots, P\), the signal generalizes to

\[
s_j = \beta_j + \sum_{q \subseteq \{1, \ldots, P\}} \alpha^q \prod_{k \in q} c_j^{(k)} = \beta_j + \sum_{q \subseteq \{1, \ldots, P\}} \alpha^q w_j^q. \tag{10}
\]

Here \(q\) labels all the subsets of \(\{1 \ldots P\}\), i.e. all the linear, bilinear, trilinear, etc terms. For convenience, the last equality renames the product of control parameters in term \(q\) as \(w_j^q\) (\(q\) being a label, not a power), which we sometimes refer to as an analysis waveform.

With several experimental parameters \(k\), each modulated by a different waveform \(c^{(k)}\) to produce a string of \(N\) signals \(s_j\), the response \(\alpha^{(k)}\) to each individual modulation is estimated by the generalization of equation (2):

\[
\hat{\alpha}^{(k)} = \frac{1}{N} \sum_{j=0}^{N-1} s_j c_j^{(k)}.
\]

This relies on the use of switching patterns \(c^{(k)}\) that are mutually orthogonal. As before we will require the switching waveforms to be balanced, so that constant backgrounds are rejected.
The same strategy also applies to the multi-linear responses, allowing the further generalization

\[ \hat{g} = \frac{1}{N} \sum_{j=0}^{N-1} s_j w_j, \]

provided the analysis waveforms \( w \) are also mutually orthogonal. In order that these multi-linear responses also reject constant backgrounds we will require the analysis waveforms to be balanced, which does not automatically follow from the switching waveforms being balanced. We will call a set of switching waveforms completely balanced if all products of them (i.e. all analysis waveforms) are balanced.

HPS [6] have presented a simple scheme for generating a set of mutually orthogonal, completely balanced switching waveforms, and a compact notation for naming them. They start with a basic set of square waves

\[ b(m)_j = (-1)^{\lceil \frac{j}{2^{m}} \rceil + 1}, \]

where \( \lceil \cdot \rceil \) indicates the ceiling function. As in section 2, the integer \( j \) specifies the time step and runs from zero to \( N - 1 \), where \( N \) is the total number of steps in the switching sequence, constrained to be an even integer power of 2. The integer label \( m \) ranges from zero to \( \log_2(N/2) \). For instance, when \( N = 8 \), we have three basic square waves

\[ b(0) = \{+1, -1, +1, -1, +1, -1, +1, -1\}, \]
\[ b(1) = \{+1, +1, -1, -1, +1, +1, -1, -1\}, \]
\[ b(2) = \{+1, +1, +1, +1, -1, -1, -1, -1\}. \]

Switching waveforms \( c \) are constructed by multiplying any combination of basic square waves together. It is convenient for these to be identified by a binary code that indicates which basic square waves are included, with the \( n \)th least significant bit indicating whether the \( n \)th basic waveform is included. For example,

\[ c(010) = b(1) = \{+1, +1, -1, -1, +1, +1, -1, -1\}, \]
\[ c(101) = b(2) \times b(0) = \{+1, -1, +1, -1, +1, -1, +1\}, \]
\[ c(110) = b(2) \times b(1) = \{+1, +1, -1, -1, -1, +1, +1\}. \]

We will find it useful later to introduce an optional, over-all inversion, indicated by an asterisk. For example, \( c(101^*) = -c(101) \).

The basic waveforms are all balanced. The symmetry of the HPS waveforms also ensures that multiplying any waveform by a basic waveform flips an equal number of positive and negative entries, leaving the result balanced. In this way, all non-trivial waveforms generated with the HPS technique are balanced\(^3\). Note that the trivial pattern of constant +1 is a valid HPS waveform, which we label \( c(0) \), and while it is not balanced, it is useful to include in the discussion as it can be used to extract the average value of the background.

---

\(^3\) The HPS waveforms constitute only a fraction of all the balanced waves of a given length. This fraction becomes vanishingly small for long patterns but nevertheless there are enough for practical purposes. For a pattern of (even) length \( N \), the number of non-trivial HPS waveforms is \( N - 1 \). By contrast, the number of balanced waveforms is \( N!/(N/2)! \), that being the number of distinct ways to assign the value +1 to \( N/2 \) of the sites (and -1 to the rest).
In order to extract all the responses from a signal, all analysis waveforms $w^q$ must be mutually orthogonal. The construction of the HPS waveforms ensures that all distinct waveforms are orthogonal, meaning it is sufficient to ensure that all analysis waveforms are distinct. Note well that this is a stronger constraint than ensuring that all switching waveforms are distinct. This point was not addressed by HPS [6], but is of great practical relevance when it comes to choosing the set of modulation waveforms. For example, let us choose three modulation waveforms $c^{(1)} = c(001), c^{(2)} = c(011)$ and $c^{(3)} = c(010)$. These are mutually orthogonal, but the analysis waveform $w^{(1,2)} = c^{(1)}c^{(2)}$ is the same as $c^{(3)}$ and therefore we cannot separate the bilinear response $a^{(1,2)}$ from the linear response $a^{(3)}$ with this choice of modulation waveforms.

Requiring all the analysis waveforms to be distinct imposes a minimum length on the waveform, which depends on the number of parameters being modulated. Given $P$ parameters, each modulated with a different switching pattern $c^{(k)}$, the number of independent analysis waveforms $w^q$ is $2^P$. Since the signal is made up of $N$ numbers, $s_j$, the linear combinations of its elements can only represent $N$ independent variables, and therefore a full analysis is only possible if the length $N$ of the switching pattern is at least $2^P$. This means that the number of digits in the longest binary HPS code must equal or exceed the number of parameters being modulated.

To test whether all analysis waveforms resulting from a given set of switching waveforms are distinct and orthogonal, one could simply generate them and check. In practice, however, we normally test the waveforms in a different way that is equivalent but easier to implement. With $P$ switched parameters, the set of switches can be in any one of $2^P$ combined states in each time interval. If the set of switching waveforms is such that each of these $2^P$ states is visited an equal number of times in the $N$ measurements, then all of the analysis waveforms are distinct and orthogonal. In the example above of $c^{(1)} = c(001), c^{(2)} = c(011)$ and $c^{(3)} = c(010)$, only four of the eight combined switch states are accessed, specifically $c^{(1)}, c^{(2)}, c^{(3)} = \{(-1, -1, +1), (-1, +1, -1), (+1, -1, -1), (+1, +1, +1)\}$ indicating that these switching waveforms do not result in a full set of orthogonal analysis waveforms.

We will employ HPS waveforms exclusively in the rest of this paper.

4. Reproducible backgrounds

In the latter part of section 2 we considered a background $\beta$ that varies purely randomly, that is without any consistent, repeatable part. We showed that although the measurement is perturbed by this background, $\hat{\alpha}$ converges to the true value $\alpha$ in the long-term average. In this section we allow some part of the background to vary in the same way over each set of $N$ measurements. We will see that this gives a biased result when using the detection method described so far, and we show how a modification of the method can remove this bias.

To give a concrete example of such a background we consider a measurement recently made in our laboratory [1, 10]. In this experiment a molecular beam is subjected to a number of manipulations by static electric and magnetic fields, rf magnetic fields, and laser light, after which we measure the number of molecules in a particular quantum state. We modulate these

There are $P$ linear responses, $P(P − 1)/2!$ bilinear responses, $P(P − 1)(P − 2)/3!$ trilinear, etc, terminating with one response to the product of all $p$ modulations, plus the trivial waveform $c(0)$. Summing the number of responses we obtain a total of $2^P$. 


fields in a number of ways, and in particular, we switch the signs of the static electric and magnetic fields. We seek to detect a modulation strength associated with the relative sign of the electric and magnetic fields, which would indicate that the charge distribution within electrons is not spherical. We modulate nine experimental parameters using the scheme described in this paper. Our waveforms have length $N = 4096$, and making a single block of 4096 measurements takes a few minutes. We then repeat this experiment, for months at a time, amassing many thousands of blocks in order to reduce the final measurement uncertainty. Noise sources include shot noise and electronic noise in the detection system, fluctuations of the beam intensity and instability of the various fields. Using the techniques described above we reduce the impact of that noise through careful choice of the modulation waveforms. However, part of the varying background is reproducible. For example, the molecular source heats up during each block of measurements, resulting in a drift of the signal $s_j$ as the experiment progresses. There is a pause between each block where various parameters of the equipment are optimized and during this pause the source cools down again. The consequent repeating background introduces a bias that would invalidate the measurement, but we are able to suppress the bias by the method we now describe.

Let us consider a background which is the sum of a reproducible part $\gamma$ and a purely random part. We define the bias $\epsilon^q$ as the error in measuring the parameter $\alpha^q$, averaged over many experimental realizations. Equations (10) and (12) then give

$$\epsilon^q = \mathbb{E}(\hat{\alpha}^q - \alpha^q) = \mathbb{E}\left[\frac{1}{N}\sum_{j=0}^{N-1} \gamma_j w_j^q\right] = \frac{1}{N}\sum_{j=0}^{N-1} \gamma_j w_j^q,$$

(20)

where we have used the linearity of equation (12) and the fact that the random part of the background generates no bias. The last equality is intended to show the problem clearly: in each experimental realization the error due to $\gamma$ is the same, producing a bias that does not average away.

To get out of this pickle we can vary the switching waveforms between experimental realizations. In this case the last equality in equation (20) does not hold, and we must write instead

$$\epsilon^q = \frac{1}{N}\sum_{j=0}^{N-1} \gamma_j \mathbb{E}[w_j^q].$$

(21)

We can see that this offers a solution to the problem: the bias will vanish if the waveform, averaged over all experimental realizations, is orthogonal to the repeating part of the background. The simplest way to arrange this for all $\gamma$ is to randomize the waveforms, making $\mathbb{E}[w_j^q] = 0$. Randomizing the waveforms makes sure that the error from the reproducible background is different in each measurement, in effect converting the bias into noise. There is a pleasing symmetry to this: by introducing structured waveforms we were able to reduce the impact of noisy backgrounds on our measurement, and we see that by introducing randomness into the waveforms we are able to reduce the impact of structured backgrounds.

5. Partially randomized waveforms

We wish to randomize the waveforms to reject biases from reproducible backgrounds, but we must do this carefully so as not to undermine the noise-rejecting power of the lock-in scheme.
Our approach is to randomize the waveforms partially: enough to make sure that measurement bias from reproducible backgrounds is suppressed, while retaining the desirable properties of the lock-in scheme. The HPS waveform notation suggests a particularly simple way to do this: we generate new, partially randomized waveforms for each experimental realization by randomly generating HPS codes, but with constraints to ensure that they have the frequency properties we desire.

Let us consider again the experiment described in section 4, which uses switching waveforms of length $N = 4096$, specified by 12-bit HPS codes. To select suitable waveforms for this experiment we first generate a set of 12-bit codes, one for each switch, choosing the bits at random\(^5\). We then check each analysis channel of particular interest to see whether it satisfies two constraints. Firstly, its HPS code must not have more than one zero in the last four bits. This ensures that the corresponding analysis waveform will reject low-frequency noise as a result of its strong high-frequency content. Secondly, there must be no more than four zeros in the leading eight bits representing the slower basic waveforms. This ensures that the analysis waveform has a complex structure, needed to suppress the residual error due to slow variations in the background, as discussed by HPS [6]. If either test is failed, we generate a new set of codes and repeat until the tests are passed. Finally, we chose at random whether to invert each switching waveform, with probability $1/2$.

This partial randomization scheme completely eliminates bias in the measurement. At any step in the sequence of $N$ time bins, every analysis waveform is randomized, with equal probability of being $-1$ or $+1$ because of the randomly chosen inversions. This satisfies the requirement that $\mathbb{E}[u^{ij}_q] = 0$. By randomizing the waveform codes between each experimental realization we also ensure that no one analysis waveform performs consistently poorly, as would be likely to happen if fixed codes were used.

To understand the impact of the partial randomization scheme, it is instructive to look at the average power spectra of some waveforms. Figure 1 shows the power spectrum of a particular

---

\(^5\) In fact, we do not randomly generate all of the codes. Two of the switch channels in our experiment must be switched with particular sequences due to hardware constraints. The procedure we describe for generating partially randomized waveforms is used for generating the other seven switching waveforms.
Figure 2. The average power spectrum of completely randomized HPS waveforms, with random inversion. Again, the dashed line and arrow show the power level that would result from spreading the power over all Fourier components—the white noise level—which we see approximates the resulting power spectrum well. The plot was generated by averaging 10,000 waveforms generated with randomly chosen HPS codes.

Figure 3. Average power spectrum of waveforms selected by the partial-randomization algorithm described in the text. The dashed line and arrow show the white noise spectrum. The plot was generated by averaging the power spectra of 10,000 waveforms generated using the algorithm in the text.

12-bit HPS waveform, $c(101100110111)$. We see that this has most of its power concentrated at high frequency, so it is effective in rejecting low-frequency noise. However, as we have seen, we will be susceptible to bias if we use this waveform for every measurement. At the opposite extreme, figure 2 shows the average power spectrum for $10^4$ HPS waveforms chosen randomly without any constraint on the HPS code. While these waveforms will yield an unbiased result, they do not provide good noise rejection as the average power spectrum is completely white.

Figure 3 shows the average power spectrum of a waveform generated using the algorithm described above. We see that this waveform offers the best of both worlds. The average power is spread over a broad range of the higher frequencies while low-frequency components are almost
completely absent. Thinking in the time-domain, if we were to string together all the partially randomized waveforms chosen for a given analysis channel, the switching pattern would be high-frequency periodic in the short term but random and uncorrelated in the long term. It is this combination of short-term periodicity to reject noise, together with long term randomness to reject repetitive backgrounds, that makes the scheme effective.

6. Example

We give an example of the performance of the scheme by considering once again the experiment [1] described in section 4.

First we examine how well our partially randomized switching scheme rejects random noise, by comparing noise in a partially randomized analysis channel—whose waveforms were generated using the scheme described in section 5—with noise in two benchmark analysis channels. The first benchmark has the fixed waveform \( c(000000000000) \), which does not switch at all. This channel measures the over-all noise in the signal, without any reduction through lock-in detection. The second uses the fixed waveform \( c(000000000001) \), which is the fastest square-wave modulation available. The noise in this channel is representative of the error given by traditional, non-randomized lock-in detection. To compare the noise in each of these three cases, we take a sample of 1000 measured data blocks and demodulate the signal with the appropriate partially randomized waveform, the non-switching waveform, and the fast-switching waveform. For each waveform, the standard deviation in the 1000 results provides a measure of the noise. Scaling the results so that the partially randomized technique has a noise of 1, the non-switching waveform gives a noise of 309, and the fast-switching waveform gives 0.9. We see that both the traditional, fast-switching lock-in technique and the partially randomized technique significantly reduce the noise, by more than a factor of 300. Although the partially randomized waveform gives marginally less noise suppression than the fast-switching one, this is a small price to pay for the rejection of the potential systematic errors.

To see how well the partial randomization rejects the bias coming from a reproducible background we turn to a simulation. This models the reproducible drift in the experiment as an exponentially decaying background. Figure 4 shows the signal in a channel with a partially randomized waveform, as a function of the number of blocks averaged. This is normalized to the signal detected in the fixed channel \( c(101100111110) \), which meets the frequency constraints of section 5. While the bias in the fixed channel remains constant, we see that the partial randomization procedure is indeed effective in reducing the bias as we increase the number of data blocks. The data in figure 4 are well fitted by \( a/\sqrt{n} \) where \( n \) is the number of blocks, and \( a \) is a fit constant, as might be expected from the random choice of the waveform inversion for each block of data. From this scaling we estimate that any bias in the experiment of section 4, with approximately 6000 blocks of data, was reduced by a factor of order 100 by the partial waveform randomization.

These data were taken with the partially randomized modulation scheme, so the fast-switching signal does not represent any real signal. The signal for the partially randomized waveform that we are comparing with has zero mean, and neither it nor the fast-switching signal are correlated to the other waveforms, so it still serves as a useful comparison of noise.
Figure 4. Bias from an exponentially decaying background, as a function of the number of blocks averaged, using the partially randomized waveform scheme. The y-axis is scaled to the bias in a particular, static waveform that meets the frequency constraints of section 5, \( c(10110011110) \). Each point is the average result of 100 independent simulations, with the error bar indicating the standard error in the mean. The line shows a fit to \( a/\sqrt{n} \), where \( n \) is the number of blocks and \( a \) is a fit constant.

7. Summary and conclusions

We have shown that the multi-channel lock-in detection scheme introduced by HPS yields information on all the responses, but only after minimum-length and completeness requirements are applied to the choice of modulation waveforms. A method is given for testing the suitability of the waveform set. We have shown how to evaluate the standard deviation of the measurement results in the presence of random noise. Finally, we have pointed out that many experiments also have a reproducing pattern of background variation that can bias the results of the measurement. We have described a scheme for partially randomizing the modulation waveforms in such a way that this bias averages to zero and merely contributes to the noise. We have demonstrated the effect of this partial randomization scheme by quantifying its impact on a recent high-precision measurement.
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