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Abstract

Narratives have been shown to be an effective way to communicate health risks and promote health behavior change, and given the growing amount of health information being shared on social media, it is crucial to study health-related narratives in social media. However, expert identification of a large number of narrative texts is a time consuming process, and larger scale studies on the use of narratives may be enabled through automatic text classification approaches. Prior work has demonstrated that automatic narrative detection is possible, but modern deep learning approaches have not been used for this task in the domain of online health communities. Therefore, in this paper, we explore the use of deep learning methods to automatically classify the presence of narratives in social media posts, finding that they outperform previously proposed approaches. We also find that in many cases, these models generalize well across posts from different health organizations. Finally, in order to better understand the increase in performance achieved by deep learning models, we use feature analysis techniques to explore the features that most contribute to narrative detection for posts in online health communities.

1 Introduction

Narrative forms of communication are widely used for conveying information and building connections. Broadly defined as a representation of someone’s experience of a series of events (Bilandzic and Busselle, 2013), narratives take on different formats, ranging from short anecdotes and testimonials to lengthy entertainment TV shows and movies (Kreuter et al., 2007).

In the health context, extensive research has found that narratives are more effective than non-narratives (e.g., statistics, didactic arguments) in communicating health risks (Janssen et al., 2013; Ma, 2021) and promoting health behavior change (Kreuter et al., 2010). Moreover, telling personal illness narratives helps patients to better cope with the illness (Carlick and Biley, 2004) and for health care professionals to better understand the illness (Kalitzkus and Matthiessen, 2009). Given that social media has become a widely used platform for cancer patients and their caregivers to share stories and connect with others (Gage-Bouchard et al., 2017; Hale et al., 2020), it is critical to understand what cancer narratives are told on social media and how they engage social media users.

However, in order to understand the impact of narratives in online communication, narratives must first be identified in social media datasets. Doing this often requires annotations from subject matter experts, which can be a costly process and difficult to scale up to massive datasets. In this work, we seek to understand the extent to whether natural language processing methods, specifically, fine-tuned large language models, can be used to automatically detect narratives within social media posts in the health domain using only a relatively small number of expert annotations. Additionally, analyzing models that are able to successfully detect narratives can provide insights into the types of textual features that are most related to narrative text within a corpus.

Toward these aims, we collect and annotate a dataset of social media posts created by breast cancer organizations and address the following research questions:

**RQ1** Which text classification models provide the best performance for automatic narrative detection for social media texts posted by breast cancer organizations?

**RQ2** How does the ability to detect narratives generalize across posts written by different organizations?

**RQ3** Which features are most important for automatic narrative detection in this context?
To answer RQ1, we compare a range of text classification methods and find that transformer-based deep-learning based methods outperform classical approaches like support vector machines, as well as the previous state-of-the-art method for detecting narratives within health-related social media posts (Dirkson et al., 2019). To answer RQ2, we split our dataset so that the same organizations’ accounts are not used for both train and test data, finding that in most cases, it is possible for our best models to generalize well across organizations. Finally, to answer RQ3, we use machine learning analysis tools to identify which features contribute most to the prediction of narratives, finding that references to people, such as pronouns and names, as well as state-of-being verbs like “is”, contributed strongly to cases where models predicted that texts contained narratives.

Our results suggest that automatic detection of narratives in social media posts is a promising application of text classification, and can help ease the burden of manual annotation for researchers seeking to study the relationship between narrative and other variables of interest at scale.

2 Related Work

Online health communities have been computationally studied before in order to understand how users show social support for one another (Andy et al., 2021), to automatically extract information needs of patients (Romberg et al., 2020), and to identify linguistic patterns associated with anxiety (Rey-Villamizar et al., 2016). Additionally, Antoniak et al. (2019) analyzed birth stories from an online forum and demonstrated the utility of these stories for computational work. Machine learning models have been trained using textual health forum data to predict attributes such as the sentiment (Ali et al., 2013) or cancer stage of the patients posting to forums (Jha and Elhadad, 2010). Yet, most work in the area of computational analysis of online medical forums has not considered the importance of narrative. At the same time, computational approaches incorporating and extracting narratives have led to advances in the study of corporate finance (Zmandar et al., 2021), environmental issues (Armbrust et al., 2020), the analysis of clinical records (Jung et al., 2011), and emotion classification within stories (Tanabe et al., 2020).

As NLP datasets, narratives are often directly collected by sampling data from sources that are already known to use narrative based on the genre of the corpus, such as literary works (Hammond et al., 2013), doctors’ notes (Elhadad et al., 2015), or fan fiction (Yoder et al., 2021). In the social media domain, data is often sampled in a way to ensure the presence of narratives, e.g., by collecting posts from specific subreddits which typically contain narrative style posts (Yan et al., 2019).

In other cases, the presence or location of narrative content is unknown beforehand and needs to be detected or extracted. This might be done using filtering criteria like the length of the post or the presence of predefined linguistic patterns (Vijayaraghavan and Roy, 2021). However, some datasets contain a balanced mixture of both narrative and non-narrative content, and quick rule-based filtering is not adequate. In the domain of online health communities specifically, prior work has relied on expert annotations to determine what should or should not be considered a narrative (Dirkson et al., 2019; Verberne et al., 2019). In each of these works, text classification models were trained to automatically determine whether or not a given post contained narratives, and support vector machines (SVM) using bag-of-words or character n-gram features were found to be the best approach.

We build upon this existing work by applying deep learning text classification models to the task of narrative detection in social media posts from breast cancer organizations as an example use case that includes personal narratives, texts for which narrative presence is unknown a priori, and provide the potential for enabling larger scale studies of the importance of narratives in health communication. We find that these approaches outperform SVM-based models similar to those used by Dirkson et al. (2019) and Verberne et al. (2019) and explore their effectiveness on our dataset throughout the rest of this paper.

3 Data Collection and Annotation

A list of breast cancer non-profit organizations was identified from the Canadian cancer survivor net-
work partners page\textsuperscript{3}. We selected five organizations with the most Facebook followers and spanning several different countries, including Susan G. Komen For the Cure, National Breast Cancer Foundation USA, the UK-based Breast Cancer Now, A Future Without Breast Cancer (Canadian Cancer Society), and the National Breast Cancer Foundation Australia. Their Facebook posts and engagement metrics from 2016 to 2021 were downloaded using CrowdTangle\textsuperscript{4} ($N = 8,580$).

The top 10\% posts in terms of total interactions were sampled for annotation. Following standard procedures in content analysis (Riff et al., 2014), two expert coders annotated the presence of narratives (48.83\%). All disagreements were resolved by discussion, and the consensus results were used for further analyses (i.e., the highest standard of intercoder reliability) (Krippendorff, 2004). The overall agreement rate was above 0.9. For this study, we omit 9 posts which did not contain any text and only videos or images. The breakdown of the annotated dataset by non-profit organization account is presented in Table 1.

| Organization          | Posts | Tokens | Narrative |
|-----------------------|-------|--------|-----------|
| Susan G. Komen        | 212   | 10845  | 65.57\%   |
| NBCF USA              | 144   | 11433  | 58.33\%   |
| Breast Cancer Now     | 186   | 18932  | 64.52\%   |
| AFWBC Canada          | 116   | 7636   | 21.55\%   |
| NBCF Australia        | 191   | 11161  | 25.13\%   |
| Total                 | 849   | 60007  | 49.0\%    |

Table 1: Annotated data set statistics.

4 Detecting Narrative Style

Next, we set out to determine how well various text classification models could detect the presence of narratives given the expert annotations as training data. For this experiment, we appended data from all five non-profit organizations into a single dataset. All the data points were then shuffled and split using 80\% of the data for training, and each 10\% for validation and test sets. The metrics that were used for model evaluation are the F1 scores, Precision, and Recall of the narrative class. We consider two categories of models: classical machine learning models using bag-of-words features, and transformer-based deep learning models.

For the classical models, we experiment with various preprocessing schemes in terms of lowercasing, lemmatization, and stopword removal, and choose the approach that gave the best performance on our validation set. That process included: lowercasing, removing URLs, lemmatization using NLTK’s wordnet (Miller, 1995) lemmatizer, and stopword removal using the NLTK (Bird et al., 2009). However, given the importance of pronouns in narrative detection as evidenced in prior work (Dirkson et al., 2019), we do not remove pronouns as part of our stopword removal step. The models that we consider are Naive Bayes, Logistic Regression, and SVM-classification, using each model’s scikit-learn (Pedregosa et al., 2011) Python implementation. Model-specific hyperparameters were also tuned using the validation set as described in Appendix A.

Additionally, we consider the best reported approach from Dirkson et al. (2019), which is the previous best reported narrative detection model for online health forum data. We use the code provided by the authors to both preprocess the data and train the predictive model. The authors used an SVM classifier with a linear kernel and character-level trigram features as input, and so we refer to this model as SVM-trigram in our results.

For the deep learning models, we use DistilBERT (Sanh et al., 2019), BERT (Devlin et al., 2019), and RoBERTa (Liu et al., 2019) models based on the DistilBERT-Base-Uncased, BERT-Base-Uncased, and RoBERTa-Base checkpoints available from HuggingFace (Wolf et al., 2019). The tokenizer for each model was automatically determined using the AutoTokenizer() class. We use the output representation of the [CLS] token as input to the classification layer (the default approach when using the HuggingFace Trainer class). Hyperparameters are described in Appendix A.

The results of running each of these models are presented in Table 2. It is evident that deep learning models are capable of distinguishing narratives from non-narratives in the sequences, with BERT showing the best overall performance. Among the classical machine learning methods, the SVM model outperformed others with an F1 score and accuracy of 0.901. Although our classical methods didn’t perform poorly, there is a substantial gain in F1-score when using the deep learning approaches. Therefore, for the generalization experiments in the next section, we only consider the best performing model, i.e., the BERT model.
### 4.1 Generalizing across accounts

A model’s ability to generalize to unseen data is key to a successful deployment. Our deep learning models can successfully classify the presence of narratives in social-media posts, but it is possible that they overfit to features that are specific to the set of organizations that generated the posts included in our dataset. To evaluate the generalizability of the BERT model to data from unseen organizations, we re-trained the model on data from only four organizations, leaving the fifth one out as test data. We then repeat this process again for each of the five organizations, so that each organization is used as the held-out test set once, and as part of the training set in all other cases.

The results of this experiment are presented in Table 3. The posts from the organization Breast Cancer Now held out as test data were the easiest to generalize to (F1 score of 0.991) compared to the other combinations. On the other hand, the model slightly under-performed when trained on data from all organizations leaving NBCF Australia as test set with a F1 score of 0.900. However, in all cases, this shows that there is good potential for models trained on a subset of organizations to generalize well to others.

We then performed one slightly varied version of the same experiment to further determine model generalizability. Here, we chose a dataset from only one organization as the training set, and used the remaining four datasets as testing data. As before, we repeat this experiment five times, using each organization as training data once, and testing in all other cases. This experiment helps to determine the potential for cross-organization transfer when we have very limited data or data from a single source. Given the very small amount of data for some of the organizations, we found that the size of the training set was too small to learn effective models in some cases. Therefore, we chose to up-sample our training set by 200%, (duplicating each training instance) which we found empirically to give better results in the low training data case. From the final result (Table 4), we observe that the model trained on NBCF Australia performs the best overall, achieving an F1 score that is within a few points of the model trained on data from all organizations from Table 2. On the other hand, the model trained only on Breast Cancer Now posts had poor generalization performance on the data from the other organizations, suggesting that having data from only a single organization is not always enough to guarantee good generalizability.

### 5 Analysis of Narrative Detection Models

We have established that deep learning models are very effective at detecting narratives from social media data, substantially outperforming classical machine learning approaches. However, it is not immediately apparent why these models are able to achieve better F1 scores. Therefore, in this section, we use model interpretability tools to further examine which features contributed to the ability of our models to detect narratives.

We chose the best performing models in each cat-

---

**Table 2**: Narrative class F1, Precision, and Recall scores of the text classification models on the narrative detection task, separated into groups of classical ML and deep learning methods. The score of the performing model(s) for each metric is listed in bold. SVM-trigram is the best performing model from (Dirkson et al., 2019). Baseline-narrative is the score achieved by labeling all texts as narrative.

| Model              | F1   | Prec | Recall |
|--------------------|------|------|--------|
| Baseline-narrative | 0.680| 1.000| 0.512  |
| Naive Bayes        | 0.879| 0.952| 0.816  |
| SVM                | 0.901| 0.928| 0.876  |
| Log. Regr.         | 0.891| 0.880| 0.902  |
| SVM-trigram        | 0.889| 0.935| 0.847  |
| DistilBERT         | 0.964| 1.000| 0.951  |
| BERT               | 0.988| 0.977| 1.000  |
| RoBERTa            | 0.977| 1.000| 0.956  |

**Table 3**: Generalization performance using the best classifier (BERT) by training on one account and testing on the remaining four target accounts.

| Target                  | F1     | Prec | Recall |
|-------------------------|--------|------|--------|
| Susan G. Komen          | 0.949  | 0.973| 0.927  |
| Breast Cancer Now       | 0.991  | 0.903| **1.000** |
| NBCF Australia          | 0.900  | 0.903| 0.979  |
| NBCF USA                | 0.976  | 0.976| 0.976  |
| AFWBC Canada            | 0.936  | **1.000** | 0.880 |

**Table 4**: Generalization performance using the best classifier (BERT) by training on all accounts except for the target account, and testing on the target account.

| Train                  | F1     | Prec | Recall |
|------------------------|--------|------|--------|
| Susan G. Komen         | 0.917  | 0.832| **0.993** |
| Breast Cancer Now      | 0.777  | 0.979| 0.645  |
| NBCF Australia         | **0.953** | 0.961| 0.945  |
| NBCF USA               | 0.877  | 0.791| 0.985  |
| AFWBC Canada           | 0.914  | **0.976** | 0.859 |
category, i.e., BERT for the deep learning approaches, and SVM for the classical models, and use the explainable AI tool for Local Interpretable Model Agnostic Explanation (LIME; Ribeiro et al. (2016)) to understand the significance of text-based features to each model. In both cases, we use the LIME explainer function\(^ \text{6} \) to learn which features best explain the narrative class and non-narrative class. We chose 5000 samples and 25 features as parameters for the function, based on the suggested default values and our desire to include a reasonable number of features per example.

Each instance in the test dataset is examined using LIME, which generates an importance score for each feature (token) in the input based on how much it contributes to predictions for the positive class (narrative) or negative class (non-narrative). For a given feature \( j \) in a given text \( i \), a higher positive score \( W_{ij} \) denotes greater importance of that feature in the overall narrative class and a lower positive score denotes a weaker importance of that feature for the same class. Likewise, a greater negative value \( W_{ij} \) for a feature indicates a stronger association with predictions of the non-narrative class. Several examples of LIME explanations are presented in Figure 1. We can see that for posts where both models made the correct prediction, the set of important features is approximately the same. However, when BERT made the correct prediction and SVM did not, we notice that BERT places a greater emphasis on first names in the case of narratives, and features like “fatigue” and “common”, which refer side effects of breast cancer, are correctly identified as important indicators that the post does not contain a narrative.

While these qualitative results are highly useful, LIME only provides the \( W_{ij} \) score for a specific text, \( i \), yet we sought to quantitatively understand which features were important across the entire test set. Therefore, we use Global Aggregations of Local Explanations (GALE; van der Linden et al. (2019)) to aggregate the LIME scores. For the purposes of aggregation, we set a cut-off of \( \epsilon = 0.001 \) and consider any \( W_{ij} < \epsilon \) as a score of 0. A feature importance score of zero indicates that the feature does not explain much of either the narrative or the non-narrative class while making predictions. GALE suggests several different methods for aggregating scores, but we use the Global Average Importance \( I_{AV G} \) as it was found to correlate well with external measures of feature importance for model classification. The Global Average Importance \( I_{AV G}^j \) for a given feature \( j \) is defined as:

\[
I_{AV G}^j = \frac{\sum_{i=1}^{N} |W_{ij}|}{\sum_{i:W_{ij} \neq 0} 1}
\]

where \( N \) is the number of texts in the corpus.

Table 5 shows the top and bottom 10 aggregated feature importance scores for both BERT and SVM. Both the models put more emphasis on pronouns and first names as they are more personal to the storyteller or subject of the narrative. Our feature analysis results align with that of Dirkson et al. (2019) who noted that narratives in health forums are characterized by health related words and first

---

\(^{6}\)From https://github.com/marcotcr/lime
Table 5: Top and bottom ten aggregated feature importance scores for BERT (left side) and SVM (right side) models trained for narrative detection. Larger positive values indicate a greater overall importance for the “narrative” class, while more negative values were more important for predicting the “non-narrative” class.

| BERT | SVM |
|------|-----|
| word | score | word | score |
| celeste | 0.29 | her | 0.22 |
| she | 0.28 | taylor | 0.20 |
| latasha | 0.24 | my | 0.19 |
| beautiful | 0.17 | she | 0.18 |
| mother | 0.16 | app | 0.15 |
| her | 0.15 | peace | 0.14 |
| barbe | 0.14 | becca | 0.13 |
| hall | 0.11 | tip | 0.13 |
| found | 0.09 | rest | 0.12 |
| is | 0.09 | his | 0.11 |

| word | BERT – SVM |
|------|------------|
| s | -0.04 |
| don’ | -0.04 |
| significant | -0.04 |
| round | -0.05 |
| myresearchstory | -0.05 |
| awareness | -0.05 |
| free | -0.06 |
| it | -0.06 |
| * | -0.06 |
| increase | -0.08 |

Table 6: Top and bottom ten features that differed in importance the most between the BERT and SVM model. Scores with a larger value had more overall importance for the BERT model, while features with a smaller value had more importance for the SVM model.

Table 6: Top and bottom ten features that differed in importance the most between the BERT and SVM model. Scores with a larger value had more overall importance for the BERT model, while features with a smaller value had more importance for the SVM model.

While these results illustrate which features were important to each model, they do not directly quantify the difference between the BERT and SVM. To investigate that further, we checked the extent to which the degree of importance $I^A_G$ for each feature differed between BERT and the SVM model (Table 6). For each feature in the list obtained from SVM, we subtract the corresponding aggregated importance score from BERT for that feature. If the result is positive, it indicates that the BERT model puts more emphasis on that feature, whereas if the result is negative, it indicates that SVM gives more importance for that feature compared to BERT model for predicting the “narrative” class. We observe that BERT assigns a higher weight for first names and the pronoun “she” has a higher importance for BERT compared to SVM whereas, the pronoun “her” appears to be given greater importance by the SVM model compared to BERT.

6 Conclusion

In this paper, we show that deep learning models like BERT, DistilBERT and RoBERTa are effective at detecting narratives from social media data. Previous research focused on the use of classical machine learning models to understand narratives in online health discussion forums, but we demon-
strate that deep learning models outperform these when detecting the presence of narratives. We studied generalizability of the deep learning models across organizations, finding that overall, models are able to generalize well across accounts, suggesting that deep learning models provided with sufficient data can perform well on an unseen dataset with similar distributions. We also analyze the performance of deep learning models with explainable AI methods, uncovering important features that contribute to narratives in a particular context.

However, there are certain limitations and challenges associated with these models. Although they are quite successful at understanding narratives, performance of deep learning models is directly proportional to the quality of the dataset and they are highly susceptible to annotator and dataset bias.

With the growing amount of health information being shared on social media, understanding narratives becomes extremely important to study public health behavior and estimate health risks. The work described in this paper is a step towards helping researchers automatically annotate narratives in social media posts, thus enabling larger scale studies of the impact of narratives on health conversations.
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A Model Hyperparameters

For Naive Bayes, we did not tune any hyperparameters. For the SVM classifier, we considered linear, polynomial, and rbf kernels, and found the polynomial kernel to work the best. We set the regularization parameter $C = 2$. For the Logistic Regression classifier, we tried various values for the regularization parameter $C$ in the range of $\{0.01, 0.1, 0.2, 1, 2, 10\}$ and found that $C = 1$ gave the best results. For the deep learning models, we use a batch size of 16 with a weight decay of 0.01 and a learning rate of 2e-5, training for 5 epochs.

B Generalizability of SVM model

We performed the same experiments from section 4.1 using an SVM model (the best performing classical model from our experiments in section 4). The results are presented in Tables 7 and 8.

| Target                  | F1  | Prec | Recall |
|-------------------------|-----|------|--------|
| Susan G. Komen          | 0.884 | 0.776 | 0.972  |
| Breast Cancer Now       | 0.901 | 0.883 | 0.921  |
| NBCF Australia          | 0.830 | 0.970 | 0.730  |
| NBCF USA                | 0.851 | 0.952 | 0.769  |
| AFWBC Canada            | 0.830 | 0.710 | 1.000  |

Table 7: Generalization performance using the best classical ML model (SVM) by training on all accounts except for the target account, and testing on the target account.

| Train                  | F1  | Prec | Recall |
|------------------------|-----|------|--------|
| Susan G. Komen         | 0.803 | 0.946 | 0.697  |
| Breast Cancer Now      | 0.824 | 0.886 | 0.770  |
| NBCF Australia         | 0.730 | 0.582 | 0.981  |
| NBCF USA               | 0.733 | 0.965 | 0.591  |
| AFWBC Canada           | 0.457 | 0.296 | 1.000  |

Table 8: Generalization performance using the best classical ML model (SVM) by training on one account and testing on the remaining four target accounts.