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Abstract

The compressed sensing theory, which has received great attention in the field of radar technology, can effectively reduce the data rate of high-resolution radar imaging systems and solve the problem of collecting, storing, and transmitting large amounts of data in radar systems. Through the study of radar signal processing theory, it can be found that the echo of radar LFM transmit signal has sparse characteristics in the distance upward; based on this, we can consider using the theory of compressed sensing in the processing of radar echo to optimize the processing. In this paper, a fast iterative shrinkage-thresholding reconstruction algorithm based on protection coefficients is proposed. Under the new scheme, firstly, the LFM echo signal’s good sparse representation is obtained by using the time-frequency sparse characteristics of the LFM echo signal under the fractional Fourier transform; all reconstruction coefficients are analyzed in the iterative process. Then, the coefficients related to the feature will be protected from threshold shrinkage to reduce information loss. Finally, the effectiveness of the proposed method is verified through simulation experiments and application example analysis. The experimental results show that the reconstruction error of this method is lower and the reconstruction effect is better compared with the existing reconstruction algorithms.

1. Introduction

Compressed sensing (CS) [4, 5] is a new theory to solve the above problems, and its sampling frequency can be much lower than the Nyquist sampling rate. Under the compressed sensing scheme, data compression is performed simultaneously with sampling in the sensor. CS theory can be divided into three parts: sparse representation [6], measurement matrix, and reconstruction. First, only signals that are sparse enough in a certain transform domain can be considered compressible, which is the premise of CS application. Then, for the restricted isometric property (RIP) [7], the measurement matrix needs to be downsampled, which avoids the loss of information after the measurement. Some random matrices, such as Gaussian [8] and Bernoulli random matrices [9], have proven to be suitable for CS measurement. Finally, use an appropriate reconstruction algorithm to reconstruct the signal. Since the samples required for reconstruction are much lower than the Nyquist
sampling rate, compressed sensing reduces the sampling frequency and storage capacity in signal acquisition.

In the process of target detection, the radar should have a high target resolution, that is, a more accurate distinction between targets. To achieve this goal, we can expand the bandwidth of the radar transmit signal as required. Then, as the bandwidth of the transmit signal increases, it makes the data volume of the radar echo signal larger, which causes a certain burden to the storage and transmission of the echo data and will affect the real-time of the whole system work. Compressed sensing is widely used in the undersampling processing of LFM echo signals, and reconstruction is the most important part of compressed sensing; the performance of the reconstruction algorithm will directly affect the accuracy of the reconstruction results [10]. Currently, typical algorithms for solving this problem include the orthogonal matching pursuit algorithm (OMP) [11, 12], the regularized orthogonal matching pursuit algorithm (ROMP) [13], the Compressive Sampling Matching Pursuit algorithm (CoSaMP) [14], and the fast iterative shrinkage-thresholding algorithm (FISTA) [15–17], among others.

The OMP algorithm and CoSaMP are simple and easy to implement with less computation, but they are prone to fall into local optima at low sampling rates and have large reconstruction errors. The ROMP algorithm can select multiple atoms in each iteration. Thus, the convergence speed of the algorithm is accelerated. However, they cannot guarantee that the selected atoms in each iteration are the correct ones. If the wrong atom was selected in the previous iteration, it will affect the selection of the atom in the next iteration.

FISTA is based on the idea of gradient descent and makes smarter choices in the iterative process, resulting in faster iterations. Using this method, the reconstruction calculation is simplified and the efficiency is improved. In view of the advantages of the FISTA algorithm in solving the reconstruction problem, the FISTA algorithm is used in this paper for the reconstruction process of compressed sampling of the time-frequency coefficients of LFM echo signals. However, when it is applied to the LFM echo signal, some new problems arise, one of which is poor reconstruction.

The acquired echo signal is usually mixed with noise. Then for FISTA, some useful information is lost during the iterative process, which leads to the poor reconstruction effect of FISTA and causes large reconstruction errors.

To solve this problem, an improved FISTA method is proposed in this paper for the compressed sensing reconstruction of LFM echo signals. Firstly, the sparse property of the LFM signal in the FRFT domain is used to establish an orthogonal dictionary to form a good sparse representation of the LFM signal. The reconstructed coefficients under the FRFT-based dictionary are analyzed during the iterative process of the FISTA algorithm. Then, the coefficients associated with the features are protected from threshold shrinkage to reduce information loss. Through the analysis of simulation experiments, the IFISTA algorithm proposed in this paper improves the reconstruction of LFM echo signals compared with using the traditional FISTA algorithm and can obtain higher reconstruction accuracy as well as higher reconstruction probability at lower SNR.

2. Basics of LFM Signal Compressed Sensing Theory

2.1. Basics of Compressed Sensing Theory. In compressed sensing theory, the signal acquisition process considers the sparsity and structural properties of the signal, and the whole process is represented as a “holographic” measurement. In this way, the signal is no longer limited by the bandwidth of the signal but is closely related to the information contained in the signal and can be compressed at the same time as the signal is acquired.

Suppose that \( \{ \Psi_j \}_{j=1}^N \) is a set of basis vectors of \( \mathbb{C}^N \) and \( \mathbb{C} \) denotes a complex domain, then for any \( \mathbf{x} \in \mathbb{C}^N \), \( \mathbf{x} \) can be expressed as

\[
\mathbf{x} = \Psi \mathbf{s} = s_1 \Psi_1 + s_2 \Psi_2 + \cdots + s_N \Psi_N,
\]

where \( \Psi = [\Psi_1, \Psi_2, \cdots, \Psi_N] \) is a transformation matrix of \( \{ \Psi_j \}_{j=1}^N \), \( \mathbf{s} \) is a sparse vector, and \( s_i = (i = 1, 2, \cdots, N) \) is the \( i \)
th element of the vector \( s \). If the number of nonzero coefficients in \( s \) is \( K \), \( K \in \{1, 2, \ldots, N\} \), then \( s \) is said to be a \( K \)-sparse signal. Under compressive sensing theory, sparsity is a concrete expression of signal compressibility. Often, strictly zero coefficients are difficult to guarantee, so the \( K \)-term approximation is usually used to express the compressibility of the signal.

For \( K \)-sparse signals, the process of compressing the measurement is expressed as

\[
y = \Phi x = \Phi \Psi^t s = \Theta s,
\]

where \( \Phi \in \mathbb{C}^{M \times N} \) is the observation matrix, \( \Theta = \Phi \Psi \) is the
sensing factor, and $y \in \mathbb{C}^M$ is the observation vector. If the signal itself is compressible, then $\Psi$ is the unit array.

Compressed sensing enables the downscaling of the original signal through the measurement matrix, effectively reducing the number of signal points sampled. However, in order to accurately reconstruct the original signal, the sensing factor needs to satisfy the finite isometry property (RIP) to ensure that no useful information is lost during the downscaling observation process.

Since the observation vector dimension is smaller than the original signal dimension, the reconstruction process of the signal behaves pathologically. However, the compressibility of the signal in the transform domain offers the possibility of accurate reconstruction of the signal. The reconstructive model of the signal can be formulated as

$$s' = \arg \min_{s} ||s||_{0} s.t \ \Theta s = y, \quad (3)$$

where $||.||_{0}$ is the $l_0$ norm.

2.2. LFM Echo Signal Sparse Representation. In 1980, Namias first introduced the concept of fractional Fourier transforms based on arbitrary powers of eigenvalues from the perspective of eigenvalues and eigenfunctions of the Fourier transform [18], and in 1993, Ozaktas and Mendlovic applied the FRFT to optical implementations and optical information processing based on Mc Bride's work. In the same year, Almeida pointed out that the FRFT can be interpreted as a rotation of the time-frequency plane and that the FRFT is a class of linear time-frequency transforms in terms of the relationship between the time and frequency axes, which exhibit all the characteristics of a signal in both the time and frequency domains. In layman's terms, the Fourier transform of a signal can be thought of as a representation of the signal rotated counterclockwise from the time axis by $\pi/2$ to the frequency axis, while its FRFT can be thought of as a representation of the signal rotated counterclockwise from the time axis by any angle to the $u$ axis.

In [19], Ozaktas et al. give discrete algorithms with comparable complexity to FFT, making FRFT widely used in signal processing.

The FRFT of the signal $x$ can be expressed as

$$X_{\alpha}(u) = \int_{-\infty}^{\infty} K_{\alpha}(u, t)x(t)dt,$$

$$K_{\alpha}(u, t) = A_{\alpha} \exp \left[j\pi \left(u^2 \cot \alpha - 2ut \csc \alpha + t^2 \cot \alpha \right)\right], \quad (4)$$

$K_{\alpha}(u, t)$ is the FRFT integral kernel function, where $A_{\alpha} = \sqrt{1 - j \cot \alpha}$, $\alpha$ is the rotation angle and $\alpha = \pi n/2$, and $\rho$ is the transform order; $K_{\alpha}(u, t)$ can be regarded as a set of chirp signals with a modulation frequency of $\cot \alpha$, an initial frequency of $-u \csc \alpha$, and a complex envelope of $A_{\alpha}$. The set of chirp signals forms the orthogonal basis of the FRFT.

The modulation frequency of the chirp base varies with the rotation angle, and when the LFM signal coincides with the tuning frequency of one of the chirp bases, a $\delta$ function is generated, at which point the LFM signal shows good time-frequency aggregation characteristics in the FRFT domain. By finding the transform order of the LFM source signal that matches the energy aggregation property, the corresponding FRFT basis can be found and the corresponding dictionary of orthogonal sets can be constructed to achieve a good sparse representation of the signal.

In this paper, the Pei sampling algorithm is used to construct a dictionary of FRFT orthogonal bases. The basic idea is to directly sample the input and output variables and then maintain the invertibility of the transform by limiting the input and output sampling intervals. This algorithm is characterized by low computational complexity and high operational efficiency.

3. The Improved FISTA for LFM Echo Signal Reconstruction

3.1. FISTA Theory. For FISTA, solving the reconstruction problem can be described as

$$s' = \arg \min_{s} \|\Theta s - y\|^{2}_{2}. \quad (5)$$

However, if $\Theta$ is a pathological matrix, the condition number is larger in this case, and it is usually necessary to introduce regularization to solve the problem, where the $l_1$ regularization method is widely used to solve this problem.

$$s' = \arg \min_{s} \|\Theta s - y\|^{2}_{2} + \lambda \|s\|_{1}, \quad (6)$$

where $\|.\|_{1}$ is denoted as the $l_1$ parametric number, denoted as the sum of absolute values of $s$ elements. $l_1$ parametric number can be used to induce the optimal solution of sparsity. FISTA is an extension of the gradient descent method, where each iteration uses the information from the current point for iterative estimation and updates the iteration points. Its iterative form can be expressed as follows:

$$s^{(n+1)} = \mathcal{F}_{\alpha} \left(s^{(n)} - 2t^{(n)} \Theta^{T} \left(\Theta s^{(n)} - y\right)\right), \quad (7)$$

where $t^{(n)} > 0$ is the step size, which generally requires that $t^{(n)} \in (0, 1/\|\Theta\|^{2}_{2})$ and $\mathcal{F}_{\alpha}$ is the shrinkage operator.

$$\mathcal{F}_{\alpha}(s) = (|s| - \alpha)^{+} \text{sgn}(s). \quad (8)$$

$||.||$ is the absolute value, $(.)^+$ is expressed as the maximum
value among $|s_j| - \alpha$ and 0, and sgn is the sign function, indicating that if $s_j$ is greater than 0, sgn turns 1; equal to 0, it returns 0; less than 0, it returns -1.

3.2. The Analysis of FISTA When Applied to LFM Echo Signals. FISTA is computationally simple, converges quickly, and takes less time in the reconstruction process. However, when applied to LFM signals, the reconstruction effect needs to be further improved. For LFM signals, its reconstruction coefficients contain some small-value coefficients. These useful small-value coefficients may be discarded during the iterative process, resulting in the loss of information in the reconstruction.

The shrinkage threshold can be divided into two substeps: one is the gradient step, which can be described as

$$G^n = s^{(n)} - 2t^{(n)}\Theta^T(\Theta s^{(n)} - y).$$

Algorithm 1: The improved FISTA for LFM signal.

Figure 3: The simulated signals: (a) time-domain waveform of LFM echo signals; (b) fractional spectrum of LFM echo signals.
Figure 4: The relation between the objective function and the number of iterations: (a) the total objective function; (b) the regular term; (c) the error term.
Figure 5: The relationship between the success rate of reconstruction and the number of sampling points under different sparsity: (a) $K = k_0$; (b) $K = 3k_0$; (c) $K = 5k_0$. 
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Another substep is the shrinkage step using the shrinkage operator

\[ s^{(n+1)} = \mathcal{T}_\alpha(G^n). \]

The gradient step is used to minimize the reconstruction error, and the shrinkage operator is aimed at approximating the satisfaction of the canonical term. For the shrinkage operator \( \mathcal{T}_\alpha \), it is known from (16) that is an extrapolation of all elements in \( x \), after which the elements are retained if they are still positive and will be 0 if they are negative.

The usually obtained LFM echo signal will be contaminated with noise because of the complexity of the target environment. Then, going through the gradient step may lead to bias and thus mislead the iterative process, which in turn causes a decrease in the iteration speed. On the other hand, when using the shrinkage operator, each sparse coefficient of the LFM signal over the FRFT domain is subtracted from \( \alpha \). Then, for some small useful coefficients, this method brings a loss of information, which can lead to an increase in reconstruction error. And the information loss is brought by the shrinkage operator, then the increase in the number of iteration steps caused by the noise will further increase the error.

3.3. The Improved FISTA for LFM Echo Signal. In order to improve the reconstruction of LFM echo signal, IFISTA is proposed in this paper. Under the proposed scheme, the coefficients considered as features do not need to participate in the next iteration of the shrinkage. These coefficients will then help to retain useful information in the reconstruction. The key of the scheme is how to choose the feature coefficients.

The LFM echo signal can be expressed as

\[ x(t) = A \exp \left[j(2\pi f_0 t + \pi kt^2)\right], \]
where \( A \) is the amplitude of the signal, \( f_0 \) is the initial frequency of the signal, and \( k \) is the modulation frequency; the simulated time-domain waveform of the LFM signal is shown in Figure 1.

The sampling frequency is \( f_s = 512 \text{ MHz} \), the number of sampling points is 1024, and the frequency resolution is \( \Delta f = f_s / N = 0.5 \text{ MHz} \). Figure 2 shows that the LFM signal has good sparsity in the fractional-order spectrum. When the initial frequency of the simulated LFM signal does not satisfy an integer multiple of the frequency resolution, the fractional-order spectrum will produce leakage, as shown in Figures 2(b) and 2(c).

The fractional-order spectrum contains both large-valued coefficients and certain small-valued coefficients, and these small-valued coefficients may be discarded during the iterative process of useful small-valued coefficients, which leads to the loss of information in the reconstruction. To solve this problem, indexing the eigencoefficient vector in the fractional-order spectrum is proposed to obtain all the eigencoefficients.

As shown in Table 1, when the initial frequency is an integer multiple of the frequency resolution, the fractional-order spectrum has no leakage, the width of leakage is 0, and the fractional-order spectrum contains only large-value coefficients; when the initial frequency is 1/2 of the frequency resolution, the width of leakage generated in the fractional-order spectrum is the largest, and the small-value coefficients are the most numerous.

---

**Figure 7**: The relationship between the reconstruction performance and the number of measurements \((M)\): (a) percentage recovered; (b) reconstructed signal-to-noise ratio.
A critical condition of 1/2 times the frequency resolution is used to determine the range of the indexed eigencoefficient vector in the fractional-order spectrum. The index range is determined by keeping the coefficients at 0.01 times of the maximum coefficients, which can better avoid the loss of reconstruction information.

\[ D(\omega_0) = 0.01N, \]
\[ N_0 \times 2\pi = \omega_0, (N_0 = 0.01N). \]  

The fractional-order spectral positions of the atoms \( \omega_0 \) are determined to obtain the extended range \( \Delta n \), and then, the index eigencoefficient vector \( \Lambda \) is obtained.

To improve the FISTA for LFM signal compressed sensing, a simple analysis of the unstable reconstructed signal during the iteration process was carried out. As the iteration proceeds, the signal is gradually reconstructed to approximate the original signal, and therefore, it is feasible to extract information during the iterative process. Under the proposed IFISTA scheme, the reconstructed signal is analyzed during the fractional-order spectrum iteration. As mentioned above, the acquired LFM signal usually has two characteristic coefficients, a large-valued coefficient and a small-valued coefficient determined by the index vector. The coefficients belonging to both of these cases are then considered to be eigencoefficients, and these eigencoefficients do not participate in the shrinkage step of the shrinkage operator \( \mathcal{F}_s \), thus enhancing the characteristics of the reconstructed signal and improving the reconstructed effect.

We determined the range of coefficients to be protected by analyzing the sparse coefficients of the LFM signal in the fractional-order Fourier variable domain and obtained the index vector eigencoefficient \( \Lambda \). First, obtain the fractional-order spectrum of the original signal under the fractional order Fourier transform dictionary, then find the location of the spectral peak that generated the shock \( f_i \); the eigencoefficient is the small-value coefficient around the spectral peak, ranging from \( \Delta n \) as determined above; then, the index vector eigencoefficient \( \Lambda = \{ (f_1 - \Delta n, f_1 + \Delta n), (f_2 - \Delta n, f_2 + \Delta n), \ldots, (f_n - \Delta n, f_n + \Delta n) \} \) can be obtained. Then, we use \( \Lambda \) to improve the FISTA as shown in Algorithm 1.

### 4. Experimental Results and Discussion

To verify the effectiveness of the method, we conducted simulation experiments. The simulated LFM echo signal model can be expressed as follows:

\[ S(t) = \sum_{i=1}^{K} A \exp \left\{ j2\pi \left[ f_0(t - \tau_i) + \frac{1}{2} k(t - \tau_i)^2 \right] \right\}, \quad t \in [0, T]. \]  

\( f_0 \) is the carrier frequency, \( T \) is the pulse time bandwidth, \( k \) is the modulation frequency, \( K \) is the number of scattering points, in the FRFT base dictionary, that is, the sparsity of the echo signal, and \( A_i \) and \( \tau_i \) denote the scattering intensity and time delay of the \( i \) scattering point, respectively.

The simulated signal parameters are set as \( f_s = 0, B = 200 \text{ MHz}, T = 2\mu s \), the sampling rate \( f_s = 512 \text{ MHz} \), the time delay \( \tau = 1/f_s \), the length of the signal is 1024, the LFM signal with 5 components is set with the distance starting position 20, 200, 400, 500, and 700, and the normalized amplitude of the signal is 0.9, 0.4, 0.7, 0.5, and 0.6, respectively. A DFRFT orthogonal basis dictionary \( \mathcal{V} \) of the signal was constructed using a Pei sampling-type algorithm, using a Gaussian random matrix as the measurement matrix. The time-domain waveform of the analog signal is shown in Figure 3(a), and its fractional-order spectrum is shown in Figure 3(b).

**Case 1. Comparison of objective function with the iteration.**

Using the measurement matrix, the signal is sampled at a lower dimension than the source signal. In this case, we set the compression rate to 0.5, at which point the length of the measurement vector is 512. \( \lambda \) is empirically set to 0.02, when the iteration works best. The proposed IFISTA is compared with the FISTA proposed in [15].

It can be seen from Figure 4 that the error term \( \| \Theta s - y \|_2^2 \), the regular term \( \| \lambda ||s||_1 \) and the total objective function \( \| \Theta s - y \|_2^2 + \lambda ||s||_1 \) are decreasing as the number of iterations increases. As shown in Figure 4(b), after the completion of the iteration, the final result using IFISTA’s regular term is higher than using FISTA, this is due to the fact that using the proposed IFISTA, the eigencoefficients are not affected by shrinkage, thus increasing the rule term. Then, from Figure 4(c), the error term of IFISTA is lower than FISTA after the completion of the iteration, which indicates that the error of IFISTA is less than FISTA, which means that the proposed IFISTA reduces the reconstruction error. The IFISTA proposed in this paper can reconstruct the LFM echo signals more perfectly and get more useful information.

**Table 3: Measured data parameters.**

| Parameter name              | Numerical value |
|------------------------------|-----------------|
| Radar sampling frequency     | 32.317 MHz      |
| Radar centre frequency       | 5.3 GHz         |
| Azimuthal sampling frequency | 1256.98 Hz      |
| Radar pulse tuning frequency | 721.35 MHz/s    |
| Azimuthal tuning frequency   | 1733 Hz/s       |
Case 2. Comparison of the percentage of exact reconstruction with different sparsity.

The reconstruction error $E_{\text{err}} = \|s' - s\|_2^2 / \|s\|_2^2$ is defined to characterize the recovery performance of the algorithm, $s$ is the sparse coefficient of the signal under the FRFT base dictionary, $s'$ is the sparse coefficient of the reconstruction, if the reconstruction error is less than the specified threshold $T_{\text{tol}}$ ($T_{\text{tol}} = 0.01$), the reconstruction is considered successful, 1000 Monte-Carlo experiments are done, and the number of successful reconstructions is recorded as $n_{\text{suc}}$; then, the reconstruction success rate is $n_{\text{suc}} / 1000$.

According to the theory of compressed sensing, the sparsity of the signal is an important factor affecting the signal reconstruction effect. To further measure the performance of the proposed algorithm, the proposed IFISTA and FISTA reconstruction effects are compared for signals with different sparsity. The simulated LFM echo signals are set as 1-component echo signal, 3-component echo signals, and 5-component echo signals, respectively, and the sparsity of the single-component LFM signal is defined as $k_0$, and the sparsity of the three selected signals are $k_0$, $3k_0$, and $5k_0$, respectively.

The comparison of IFISTA and FISTA reconstruction performance was carried out under different sampling rate conditions. From Figure 5, it can be seen that the probability of successful signal reconstruction increases continuously with the increase of sampling points. Compared with FISTA, the proposed IFISTA can reconstruct successfully with fewer sampling points. At the same time, as the sparsity of the signal increases, the sparsity of the signal becomes worse, more sampling points are required for successful reconstruction, and higher sampling frequency is required. However, compared to FISTA, IFISTA can still reconstruct the signal successfully with fewer sampling points. This means that IFISTA can have a lower sampling rate than FISTA with a stable reconstruction. This is of great interest for practical applications, since for the proposed IFISTA, ideal reconstruction requires fewer measurements.

Case 3. Comparison of the reconstruction performance in the noise case.

To analyze the effect of noise on the reconstruction method in this paper, noise with a different signal-to-noise
Define the reconstructed signal-to-noise ratio of the signal \( R_{\text{snr}} = 10 \cdot \log_{10}(\frac{\|s'\|_2^2}{\|s'\| - \|s\|_2}) \) as reconstruction performance evaluation criterion. We performed CS experiments by fixing \( M = 370, K = k_0 \), and varying the SNR from 5 to 45, with the added noise being Gaussian white noise.

From Figure 6(a), we can see that the reconstruction error decreases as the signal-to-noise ratio increases. When the SNR changes from 5 to 25, the reconstruction error decreases more obviously, and when the SNR changes from 25 to 45, because at this time the signal-to-noise ratio is already relatively large and the noise content is less, the reconstruction error basically tends to stabilize. Meanwhile, the reconstruction error of the method proposed in this paper is always lower than that of the FISTA algorithm proposed in [15].

With the increase of SNR, the reconstruction performance of the algorithms is improved. The algorithm in this paper protects the useful coefficients in the reconstructing process and prevents some feature coefficients from shrinking, which makes the reconstructing error lower and the higher reconstructed signal-to-noise ratio, and the IFISTA proposed in this paper gets better reconstruction performance than the FISTA algorithm.

**Case 4.** Comparison of the reconstruction performance with other algorithms.

![Fractional spectrum of reconstructed signals for different algorithms](image-url)
The performance of the IFISTA was compared to other typical reconstruction algorithms, such as the CoSaMP, StOMP, ROMP, and FISTA. In this case, the simulated signal is set as a single component echo signal with sparsity $K = k_0$ and varies $M$ from 100 to 350.

Figure 7(a) illustrates the change tendency of the reconstruction success rate with parameter $M$ for $K = k_0$. It can be seen from the figure that the reconstruction success rate increases with $M$. The reconstruction performance of IFISTA outperforms other reconstruction algorithms. In general, for LFM echo signals, the number of observations required to stably reconstruct the signal using the method proposed in this paper is less than the FISTA, CoSaMP, StOMP, and ROMP algorithms. Figure 7(b) shows that, with the increase of $M$, the reconstructed signal-to-noise ratio is improved, and the $R_{\text{snr}}$ of the proposed method is always higher than other algorithms. Using the IFISTA has some improvement for reconstruction accuracy.

Table 2 records a comparison of the time at which the optimal reconstruction is obtained by different algorithms for signals at different sampling rates. As the sampling rate increases, the reconstruction time increases and the reconstruction results improve significantly, but the IFISTA and FISTA algorithms take significantly less time to run than the other three algorithms, and the reconstruction results also improve. As the sampling rate increases, the number of sampling points increases; the computation time of the other three algorithms increases a lot, while the computation time of IFISTA and FISTA remains basically the same. IFISTA has a slight increase in computation time compared

Figure 10: Comparison of imaging results: (a) IFISTA; (b) FISTA; (c) CoSaMP; (d) StOMP; (e) ROMP.
to FISTA, but the reconstruction accuracy is greatly improved, and the computation time is still much smaller than the other three algorithms.

Case 5. Comparison of the reconstruction performance with real LFM echo signal.

In order to further verify the effectiveness of the algorithm method proposed in this paper, the SAR radar echo signal is selected as an application example for the numerical analysis experiments of compressed sensing reconstruction of the SAR radar echo signal, which is a typical LFM echo signal. In this paper, a scenario from the RADARSAT-1 measured data [20] was used to verify the validity of the method in this paper. The scenario is a harbour in Vancouver, Canada, with six cargo ships docked. The parameters related to the measured data are shown in Table 3.

The total sampling time is set to 15.47us and 0.7956s for the distance and azimuth directions, respectively. The measured data dimension for this scene is 500 × 1000. The measured signals are shown in Figure 8, where (a) and (b) are the echo signal waveforms at 200 in the azimuth direction and the fractional-order spectrum, respectively.

Set the sampling frequency to 18.468 MHz and the number of sampling points to 400. The fractional spectrum of the reconstructed signal with different sampling methods for the echo signal at 200 in the azimuthal direction is shown in Figure 9. As can be seen in Figure 8(a), the measured data contains a large amount of noise as well as quantization errors, so the relative errors used in the simulation experiments are hardly a valid measure of the reconstruction effect. For this purpose, the feature weights (FW) are introduced in this paper as follows:

\[
FW = \frac{\sum_{k \in \text{index}} |\hat{s}_k'|^2}{\|s\|_2^2},
\]

where \(s\) is the coefficient vector of the signal under the fractional-order Fourier transform and \(\hat{s}_k'\) is the eigenfrequency coefficient in \(s\). According to Figure 8(b), the coefficients in the fractional spectrum range of \([-13.53 \text{ MHz}, -12.88 \text{ MHz}]\) and \([-7.76 \text{ MHz}, -7.53 \text{ MHz}]\) were selected as the eigenfrequency coefficients. The fractional spectrum of the reconstructed signals with different algorithms and the FW values are shown in Figure 9. The larger the FW value, the greater the proportion of useful echo components in the reconstructed signal and the better the imaging effect. From Figure 9, we can see that the FW value of the fractional spectrum of the reconstructed signal obtained by IFISTA is larger and the reconstruction effect is better.

After the reconstruction of each azimuthal signal is completed, imaging is performed using the distance Doppler algorithm, and to further quantify the imaging effect, image entropy [21] and image contrast [22] are introduced:

\[
IE = \ln \left( \sum_{b \in B} \sum_{a \in R} |I_{ba}|^2 \right) - \frac{\sum_{b \in B} \sum_{a \in R} (|I_{ba}|^2 \ln |I_{ba}|^2)}{\left( \sum_{b \in B} \sum_{a \in R} |I_{ba}|^2 \right)}
\]

\[
IC = \frac{\sqrt{\text{mean}\left((I_{ba} - \text{mean}(I_{ba}))^2\right)}}{\text{mean}(I_{ba})},
\]

where \(I = \{I_{ba}\}_{b \in B, a \in R}\) represents the image and mean(·) is the mean operator. The lower the image entropy and the higher the image contrast, the better the imaging quality. The reconstruction effect under different reconstruction algorithms is shown in Figure 10.

As can be seen from the imaging results in Figure 10, the best imaging results are obtained after the reconstruction of the signal by the compression method proposed in this paper. The algorithm proposed in this paper is more conducive to retaining the useful information in the echo signal, so the IE value is smaller, the IC value is higher, and the reconstructed effect is better.

5. Conclusions

The application of broadband radar is becoming more and more widespread. We use compressed sensing to compress the echo data in order to solve the pressure on storage and transmission caused by the oversized data volume. In this paper, the IFISTA scheme is proposed to reconstruct the compressed sampled LFM echo signal. For the conventional FISTA algorithm, all the coefficients are approximated with the shrinkage operator, which will lose some useful information. To solve this problem, IFISTA is proposed to obtain a better reconstruction. The method is to first analyze the LFM signal during the iterative process and then construct the index vector to select the feature coefficients that are protected from shrinkage during the iterative process. Experimental analysis of simulated and real LFM echo signals shows that the IFISTA algorithm retains useful coefficients in the reconstruction of the LFM echo signal, reduces the loss of useful information, and allows for highly accurate echo signal reconstruction with fewer observations in the presence of sampling noise. The effectiveness and superiority of the algorithm proposed in this paper are verified through simulation and analysis of application examples.
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