Bayesian network-based spatial predictive modelling reveals COVID-19 transmission dynamics in Eswatini
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Abstract The first case of COVID-19 in Eswatini was first reported in March 2020, posing an unprecedented challenge to the country’s health and socio-economic systems. Using geographic information system (GIS) data comprising 15 socioeconomic, demographic and environmental variables, we model the spatial variability of COVID-19 transmission risk based on case data for the period under strict lockdown (up to 8th May 2020) and after the lockdown regulations were gradually eased (up to 30th June 2020). We implemented and tested 13 spatial data-driven Bayesian network (BN) learning algorithms to examine the factors that determine the spatial distribution of COVID-19 transmission risk. All the BN models performed very well in predicting the COVID-19 cases as evidenced by low log loss (0.705–0.683) and high recall values (0.821–0.836). The tree-augmented naïve (TAN) model outperformed all other BN learning algorithms. The proximity to major health facilities, churches, shopping centres and supermarkets as well as average annual traffic density were the strongest predictors of transmission risk during strict lockdown. After gradual relaxation of the lockdown, the proportion of the youth (15–40 years old) in an area became the strongest predictor of COVID-19 transmission in addition to the proximity to areas where people congregate, excluding churches. The study provides useful insights on the spatio-temporal dynamics of COVID-19 transmission drivers thereby aiding the design of geographically-targeted interventions. The findings also point to the robustness of BN models in spatial predictive modelling and graphically explaining spatial phenomena under uncertainty and with limited data.
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1 Introduction

Since its reported first detection in December 2019, the highly contagious coronavirus disease 2019 (COVID-19) has spread throughout the world. As of 10 June 2020, over 7 million people were confirmed to have been infected coupled with over 400,000 fatalities. The disease has also since spread to many African countries [1, 2]. The spread of the disease to developing countries presents a unique challenge considering the resource requirements for disease control and prevention. Since the disease is novel, there is still a lot of uncertainty on the drivers of its spread. Other observed challenges include the limited testing equipment, low detection efficiency, and the delay in policy-making and implementation of proper prevention and control measures during the early stage of the epidemic [2]. Despite this uncertainty, clinical and epidemiological evidence suggests human-to-human transmission of the novel coronavirus is the most dominant form of transmission [3, 4]. In the absence of an approved vaccine, non-pharmaceutical interventions are crucial in containing the
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spread of the virus [5]. Such interventions require an understanding of the dynamics of geographic spread of the disease and the underlying factors. Early forecasting of the potential outbreaks is key in making effective infection prevention and control strategies [6]. Combating and proper management of COVID-19 spread, therefore requires an understanding of the key determinants of its morbidity [7].

Factors such as human mobility, economic activities and other social factors have been observed to play a key role in the transmission of COVID-19, although their impact varies from one area to another [8, 9]. Many of these factors have a spatial dimension which makes the understanding of COVID-19 a geographical problem [10, 11]. Therefore, analysis and modelling of COVID-19 requires the use of spatial analytical techniques. Geographic information systems (GIS) are increasingly being used to provide insight on the locations and distribution patterns of COVID-19 [12, 13]. Moreover, the identification of areas where COVID-19 is likely to spread and the influencing factors is equally important for health authorities to make targeted prevention and control measures for specific areas.

A review by Fatima et al. [14] found that most studies using GIS in the analysis of COVID-19 were centred on Asia and the Americas and notably very few from Africa. Hence, there is a need for more comparable spatial studies using geographically fine-scaled data in other areas of the world, particularly in Africa. Even within the countries where studies have been conducted, COVID-19 has been observed to exhibit within-country variations driven by various influencing factors. This, therefore, points to the need for locally specific interventions, in accordance with local conditions, to increase the effectiveness of response strategies. Understanding the spatiotemporal incidences of COVID-19 at the national level is extremely important to elucidate how the pandemic progresses over space and time. For a small country such as Eswatini, this is highly dependent on the availability of geographically fine-scaled data to reveal the dynamics of the disease’ spread. The spatial epidemiological approach may also enable early assessments of local variants and of the effectiveness of COVID-19 vaccines [14].

The application of spatial analysis tools and techniques provides a wide range of benefits. These include more intuitive visualization, tracking of confirmed and reported case numbers, contact tracing, spread direction, and also, to identify the hotspots to limit the dispersion and community spread [12]. The spatial analysis of public-health related issues has been undertaken through numerous studies in the past, some predating the modern GIS era which was born in the mid-1960s. GIS has recently been extensively used in analyzing, visualizing, and detecting patterns of disease and recent reviews (e.g. [14, 15]) indicate that it is increasingly being used in many epidemiological studies.

Mapping disease outbreaks can also assist in understanding their key determinants [7]. Statistical analysis of spatial patterns is more effective as it involves assessing statistical significance of clustering or dispersion and modelling spatial relationships. As a result, the key factors or drivers contributing to the diseases incidence can be determined. Many of the drivers are interrelated and, although significant progress has been made in developing models that use traditional statistical approaches to understand the relationships between predictor variables and COVID-19 morbidity, most of the traditional models assume that the underlying relationships are in a steady state. This assumption might not be true in the case of COVID-19 transmission which has been observed to be complex thereby having a major effect on the disease dynamics [16]. Further, it is possible that the transmission is driven by unobserved factors, i.e., variables that we do not have data on. Thus, it is recommended that COVID-19 models develop richer non-mechanistic appreciation of variable interactions across space and time due to changing conditions at different geographical scales. Therefore, to proceed in a pragmatic manner to better understand COVID-19 transmission from environmental, demographic and socio-economic perspectives, we adopt a relatively novel predictive and non-mechanistic technique. However, many of the commonly used techniques used in epidemiology do not easily allow for the modelling of complex, non-linear data that is characteristic of most geographic and epidemiological data.

Bayesian networks (BNs) [17, 18] are alternative machine learning techniques that are capable of inferring functional network structures, capturing nonlinear, dynamic and arbitrary combinatorial dependency relationships [19, 20]. BNs are directed acyclic graphical models that are used for modelling uncertain relationships amongst variables in a complex system and reasoning under uncertainty, where nodes represent random variables (discrete and/or continuous) and arcs (or links) represent direct causal and informative connections between them. The advantage of BNs is that few assumptions are made about the data and, in addition, complex spatially varying interactions can be recovered from data. This is highly useful in epidemiological analyses where complex variable interactions change in time due to changing socio-economic conditions and demographic patterns. The capability of BNs to predict from incomplete observations, through the use of Markov blankets, enables predictions to be made at an early stage of an event or with fewer observations [20], employing only the information that is present at any given time such as early COVID-19 detections. The predictions can subsequently be updated as new information, such as
new COVID-19 case data, becomes available. In addition to helping us learn about and visualize causal relationships, the BN enables us to understand a problem area and to predict the consequences of any intervention. The BN also provides an efficient approach for avoiding the overfitting of data [19].

This study, therefore, utilizes BNs to model the potential spread of the disease using data for the first 300 cases (up to 6 June 2020), as well as available data on potential influencing factors in Eswatini (formerly Swaziland). BNs are probabilistic graphical models that also incorporate the relationships between variables and commonly used in creating decision support systems and developing models under uncertainty. BNs have the advantage of being able to represent uncertainty and handle missing data, in addition to the ability to represent nonlinear relations, among others [21]. Hence, BNs are gaining popularity for use in developing predictive infection risk maps [22, 23].

In this analysis, we use BNs linked to GIS data to produce a predictive risk map of COVID-19 infection in Eswatini. This study differs from previous studies because it includes more complex relationships between bio-physical, demographic and socio-economic components of COVID-19 spatial epidemiology. Thus, the study graphically and spatially illustrates the complexity of the disease spread. Moreover, this study emphasizes the advantage of BN in overcoming limited data, which is a common problem in many developing countries such as Eswatini. Through the development and testing of the BN in our case study, we are able to identify important gaps in data and beyond that should be addressed to improve model accuracy and facilitate further development of spatio-temporal models. We specifically aim to answer the research question: Can BNs be used to conceptualize the complex interaction of factors related to COVID-19 transmission in order to assist decision making? We surmise that BNs are particularly suited to investigate the influence of geographic factors on the occurrence of COVID-19 incidents in situations where data is scarce. We also examine different BN structure learning algorithms to examine how these perform in predicting the risk of COVID-19 spread in Eswatini.

2 Materials and methods

2.1 Data collection and integration

In this study, the case data was obtained from the Ministry of Health’s Epidemiology and Disease Control Unit (EDCU) wherein each confirmed case is reported with, among other things, location (name of the community). The first case of COVID-19 in Eswatini was recorded on the 11th March 2020. The COVID-19 data for Eswatini, derived from testing and contact tracing, indicates that while only the initial 10 cases were imported from Italy, the United States of America and South Africa, the rest of the cases were local transmission. Subsequently, as at end of June 2020, a total of 690 cases had been confirmed together with 3 fatalities. The locality information was converted into a point layer by geocoding it using enumeration area information and point of interest data for Eswatini (see Fig. 1).

COVID-19 transmission factors were determined using existing domain knowledge (literature review) as well as best available data. Since the transmission of the disease is through person-to-person contact, we considered several factors related to human demography, behaviour, socio-economic status and human interaction. Subsequently, fifteen (15) variables (Table 1) were collated at census enumeration area level for the analysis. Distances were measures using the Euclidean distance. Eswatini has a total of 2326 enumeration areas of varying sizes. Example of the maps of the variables used are shown in Fig. 2.

![Fig. 1 Location of cases reported as of the 30th June 2020 in Eswatini. Also shown are the major roads, cities and major towns.](image)
2.2 Data pre-processing

Some of the derived explanatory datasets were collated as 1 km² raster data within the GIS for spatial analysis. Furthermore, the mean of each of the collated raster datasets was estimated for each enumeration area. For the BN models, the continuous variables were discretized into a finite number of discrete values or intervals using the minimal description length (MDL) criteria \[24\]. The MDL algorithm dynamically searches for the number of states and cut-off points that minimize the class variable entropy given each predictor by selecting bin boundaries based on the minimization of the class information entropy. This is the advantage of BNs in that the data need not be transformed as BNs can handle data of varying scales. The requirement for complete observations also does not hold for BNs which can handle incomplete and/or missing data through applying the Markov blanket over every variable \[25\].

2.3 Bayesian network modelling

A BN is essentially a graphical representation of a probability distribution over a set of variables \(X = \{X_1, X_2, \ldots, X_n\}\), \(n \geq 1\). The BN generally consists of two parts, \(B = (G, \Theta)\), where \(G\) is a directed network structure in the form of a directed acyclic graph (DAG), and \(\Theta\) is a set of the local probability distributions for each node/or variable, conditional on each value combination of the parent variables. The graphical component, \(G\) makes BNs a class of probabilistic graphical models for reasoning under uncertainty, where the nodes represent variables (which can be discrete and/or continuous) and the arcs (links) represent direct (and sometimes causal) connections and dependencies between the linked variables. Those variables that are not linked directly in the graph are conditionally independent of each other. The second part of the network, \(\Theta\) represents the conditional probability distributions, which model the quantitative strength of the connections or dependencies between variables. These are represented through conditional probability tables (CPTs), allowing probabilistic beliefs to be updated automatically as new data becomes available. The local probability distributions contain a parameter \(\theta_{x_i|\Pi_{x_i}} = \Psi(x_i|\Pi_{x_i})\) for each possible value \(x_i\) of \(X_i\), given each combination of the direct parent variables of \(X_i\), \(\prod_{x_j} \prod_{x_i}\), where \(\prod_{x_i}\) denotes the set of direct parents of \(X_i\) in \(G\). The network \(G\) then represents the joint probability distribution (JPD):

\[
P_G(X_1, \ldots, X_n) = \prod_{i=1}^n P_G(X_i|\Pi_{x_i}) = \prod_{i=1}^n \theta_{x_i|\Pi_{x_i}}
\]

(1)

This is the chain rule, which states that for a given set of variables \(X\), the BN specifies a unique JPD given by the product of all the CPTs specified in the BN.

By combining probability and graph theory to express mutual relationships between variables, BNs provide a robust mathematical modelling framework for reasoning about uncertainty. BN modelling generally comprises of structure and parameter learning. Structure learning can be done using expert/domain knowledge, data-driven (machine learning) approaches or a hybrid of the two. For this study, we used a data-driven approach considering the uncertain and limited information on the causal factors of COVID-19 transmission. As such, we tested a total of 13

| Variable                                      | Data source                                      |
|-----------------------------------------------|--------------------------------------------------|
| Household density                             | Derived from [37]                                |
| Percentage of youth (15–40)                   | Derived from [37]                                |
| Household size                                | Derived from [37]                                |
| March–May temperature                         | Data from the Eswatini Meteorological Service    |
| Poverty headcount index                       | Derived from [37]                                |
| Population density                            | Derived from [37]                                |
| Percentage of elderly (55 +)                  | Derived from [37]                                |
| Proximity to supermarkets                     | Points of interest (POI) from Google Maps/Google Earth |
| Proximity to major referral health facility   | Data from the Ministry of Health (Government of Eswatini) |
| Annual average daily traffic                  | Data from the Ministry of Public Works and Transport (Government of Eswatini) |
| Proximity to churches                         | Points of interest (POI) from Google Maps/Google Earth |
| Ratio of people to buildings                  | Derived from [47]                                |
| Proximity to all shopping centres             | Points of interest (POI) from Google Maps/Google Earth |
| Building density                              | Derived from [47]                                |
| Employment rate                               | Derived from [37]                                |

Table 1 List of variables used in this study
BN learning algorithms (Table 2) available on the WEKA data mining software [26]. The resultant network topologies and search strategies differ in the trade-offs made between network structure, computational complexity and structural richness.

One of the main tasks of this study was to identify those variables which influence COVID-19 transmission. A hybrid approach which iteratively alternates between filter ranking and wrapper feature subset selection was used in order to speed up the computation process. This approach used an evaluation heuristic which prefers subsets of features that are highly correlated with the response variable while having low inter-correlation. The Incremental Wrapper Feature Subset Selection with Naive Bayes (IWSS-NB) [27] was used for this purpose. This method combines the linear time complexity of filter algorithms...
and advantages of wrapper methods. The IWSS-NB technique attempts to get best ranking variables and once a variable is included, it is maintained until end of the search. A naïve Bayes classifier allows for the addition of new variables or interchange of new variable with that which was previously added.

A Markov blanket [28] was then applied over the response variable to ensure that every node or variable in the network is a parent or child of sibling of the response variable. In order to guarantee impartiality of the structure learning process, the number of parents for any node was set to a value of 100,000 which imposes no restrictions on the number of parents a variable could have. After learning the structure, the parameters or probabilities were learned based on the structure and the data using the Bayesian estimator [29] which directly computes the relative frequencies of the associated combinations of the attribute values in the training data. The Bayesian estimator also assumes that the conditional probability of each node corresponding to its parent instantiation conforms to the Dirichlet distribution with local parameter independence [28]. The alpha parameter, which is the initial count on each value, was used in the estimation of the conditional probability table for each of the BN models (except for the NB). This parameter was set to 0.5 to avoid bias.

### 2.4 Model performance evaluation

A stable and efficient result was obtained through 10 replicates and the cross-validation method that all the samples were randomly divided into ten folds, and each fold, in turn, used for test data. As a result, two BN models were developed: the first one using data for the period from 11th March to 8th May 2020 when a strict lockdown was enforced throughout the country and the second model covering the period from 9th May to 30th June 2020 when the lockdown restrictions were gradually eased. The models were evaluated using logarithmic loss and recall values [30]. The logarithmic loss was chosen so as to quantify model accuracy by penalising false COVID-19 predictions based on the posterior probabilities from the BN models. Hence, high log loss values indicate higher penalty and inferior model performance and vice versa. The recall, on the other hand, measured the proportion of COVID-19 cases that were correctly identified. These two metrics were deemed suitable for the problem at hand considering the need to accurately detect and predict COVID-19 cases. In addition, the mutual information or entropy reduction [31] between the predictor and response variable was estimated as a measure of variable influence on the spatial distribution of COVID-19 cases. Given a probability distribution $p$ defined over two sets of variables $X$ and $Y$, the mutual information between $X$ and $Y$, which is measured in bits, is:

$$I(X, Y) = \sum_{x,y} p(x,y) \log \left( \frac{p(x,y)}{p(x)p(y)} \right),$$  

where $p(x)$ and $p(y)$ are the probability densities of $x$ and $y$, and $p(x,y)$ is the joint density.

### 3 Results

Table 3 provides the performance outcomes of each BN learning algorithm. Generally, all the BN algorithms performed relatively well. However, the TAN model outperformed all other algorithms with a mean log loss of 0.705.
and recall value of 0.821. This is followed by the GS algorithm while the kNB had the lowest overall performance. Hence, the TAN model was selected for modelling COVID-19 cases for both the period before 8th May 2020 and after.

Of all the variables initially presented to the models, only five variables were selected through the variable selection method used. The selected variables include proximity referral health facilities, churches and shopping facilities. The BN model explains the underlying process by which the observed COVID-19 cases might be explained. The links between the variables in the model (nodes in graph) indicate the conditional dependence on each other and not necessarily a causal relationship (Fig. 3). For instance, daily traffic is dependent on proximity to supermarkets. Similarly, proximity to supermarkets is conditionally dependent on proximity to shopping centres.

The predicted probabilities of COVID-19 transmission show very similar spatial patterns as the reported cases in Eswatini (Fig. 4). All the areas with reported cases were correctly predicted with high posterior probabilities from the BN model. The first model, which was based on the earliest epidemic data, possessed comparable accuracy rates for the high to very high transmission risk zones, covering 98% of reported cases after 8th May 2020. The high transmission risk areas shown on the maps are in densely populated urban and peri-urban areas centred around the Manzini-Mbabane corridor where there is high human mobility. Other potentially infectious areas were the regional towns and surrounding areas.

A total of five variables were also selected for model covering the period after 8th May 2020 (Fig. 5). The selected variables are very similar to those of the first model for the period when there was a strict lockdown. Notably, the proximity to churches in the model for the earlier period is replaced by the proportion of youth as an important predictor of COVID-19 infection, a variable that is also conditionally dependent on proximity to supermarkets.

The spatial prediction of risk of COVID-19 transmission shows similar patterns as the earlier period (before 8th May 2020). However, there is a notable increase in the level of risk which spreads laterally from the hotspot areas to other parts of the country (Fig. 4). When comparing Figs. 4 and 6, it is evident that the risk of transmission is spreading geographically following the key driving variables such as

---

**Fig. 3** The Bayesian network model for the period up to 8th May 2020 (during strict lockdown)

**Fig. 4** The map showing posterior probabilities of COVID-19 transmission derived from the BN model for the period up to 8th May 2020
human (traffic) movement and proximity to referral health facilities and amenities such as shopping facilities and supermarkets.

The proximity to major referral health facilities had the largest influence followed by proximity to churches, shopping centres and supermarkets (Fig. 7). Annual average daily traffic was also an important predictor albeit with lower mutual information. In contrast, the model developed from data after 8th May 2020 case indicates a shift in the ordering of the drivers of COVID-19 spatial distribution.

Traffic density, a proxy for human mobility, becomes the strongest predictor followed by proximity to major health facilities. These temporal variations in both the magnitude and ordering of variable influence possibly point to changes in the drivers of COVID-19 transmission over time as determined by the changes in the non-pharmaceutical intervention strategies.
4 Discussion

The COVID-19 infection rate in Eswatini has been steadily increasing since the first imported case in early March. Most infections were spatially clustered in the major urban centres of Manzini and Mbabane and the surrounding peri-urban areas (see Fig. 1). Thereafter, the infections steadily spread to other populated areas of the country as driven by a number of factors.

Our modelling indicates that the risks of COVID-19 outbreak (also referred to as the ‘transmission risk’) are higher in the major urban areas where there is a high number of shopping facilities, health facilities and large churches. These high-risk areas can extend to areas in close proximity to the major transportation routes between the country’s major towns. The risk of the disease slowly spread to rural areas following proximity to the major urban areas driven by increased mobility as lockdown measure were relaxed. Altogether, the Manzini-Mbabane corridor and surrounding areas appear to be most at risk of a major outbreak. The findings may be useful since they highlight parts of the country in which subsequent COVID-19 cases were most likely to be detected.

Our findings show that during the strict lockdown (before 8th May 2020), a combination of proximity to shops, supermarkets, major referral health facilities and churches together with the average annual daily traffic explained the relatively high variability of the disease distribution in Eswatini. Upon close examination of the case data, it was evident that health facilities played an important role in the spread of the disease. Faced with limited personal protective equipment and uncertainty on the disease incidence, a number of health workers were infected and in turn infected other patients and vice versa [32]. Similarly, supermarkets were also identified as sources of super spreader events, which the models captured. Although churches have been reported to be sources of super spreader events elsewhere [33, 34], there were no such reports or cases to that effect in Eswatini despite the model identify them as an important factor. This, however, does not exclude such places as potential sources of infection during the earlier stages of the pandemic in the country.

However, after gradual easing of the lockdown restrictions (from 9th May 2020), the proportion of youth became an important factor and replaced proximity to churches as one of the selected variables. This is an notable outcome because the youth are predominantly more mobile, asymptomatic and perhaps also more carefree, considering the earlier reports that they were least affected by the virus [35]. The youth has been observed to be the slowest to adherence to social distancing measures [36]. Eswatini has a predominantly young population, 37% of which is within the ages of 15–40 years [37]. Low income countries, such as Eswatini, are characterized by a relatively young population, a factor that is predicted to limit the severity of the disease [35, 38]. Conversely, the younger population may also perpetuate the spread of the disease to vulnerable individuals through closer inter-generational contact [38]. Additionally, the working young population is more likely to be attracted to the highly populated urban areas, thereby increasing the transmission risk. The youth and working-class population should, therefore, be the key focus of the COVID-19 containment strategies.

The relationship between human movement and transmission risk is well established [39, 40]. Several studies have indicated that these densely populated urban environments and the high levels of mobility therein could increase the potential spread of COVID-19 [34, 40]. It is no surprise that daily traffic volume is also an important predictor in Eswatini. This is evidenced by the high clustering of cases and high probabilities in major urban and peri-urban areas that are characterized by high traffic volumes. It is expected, therefore, that with increased traffic and re-influx as a result of relaxation of the lockdown regulations, there will be rapid increases in the number of confirmed cases after 30th June 2020. In particular, the increasing traffic implies greater probability of contact between people, thereby increasing the risk of COVID-19 spread. Therefore, it is imperative that social distancing policies and other non-pharmaceutical interventions are continually implemented and enforced.

Climate, specifically temperature, did not present as one of the most influential variables despite previous links between climate, especially temperature, and COVID-19 transmission [41–43]. This may be attributed to insufficient variation across the country for temperature to be an influential predictor. Our study demonstrates the significant influence of socio-economic variables on COVID-19 incidence. Dowd et al. [44] emphasize the importance of considering demographic variables in infection control efforts. Continued monitoring of the identified factors can aid in understanding COVID-19 spread dynamics.

The ability of the model based on the earlier reported cases to accurately predict the incidence of the subsequent cases implies that BN models can forecast the spatial patterns of the disease. This is one of the reasons for the growing awareness of the importance of BNs for data analysis [45]. BNs also reduce the assumption of independence commonly used in regression models by allowing relationships between the variables to be accounted for in the model. The ability to handle data from disparate sources and types, handling of missing values, robustness to outliers, the ability to extract non-linear combinations of features, as well as the observed predictive power and interpretability makes BNs appealing over other modelling
techniques. The developed BN models can then help improve our understanding of both the dynamics of COVID-19 spread and the interrelationships between the predictor variables. The findings provide a useful reference for implementing targeted containment efforts in areas with increasingly community transmission.

However, one of the limitations of this study was data availability. Some of the potentially useful variables such as the incidence of other co-morbidities and behavioural variables (e.g., smoking and use of alcohol) were not readily available. Human mobility could also have been better presented using anonymized and aggregated cellular phone data, but that data was not available at the time of undertaking the study due to privacy concerns. Notably, other mobility data such as the Google mobility reports were also not available for Eswatini.

Another caveat is related to the COVID-19 testing strategy which is focused on individuals that are either contacts of individuals found to have the disease (contact tracing) or already hospitalized with significant symptoms. Such testing, according to [46], biases the identification of the extent to which COVID-19 is present in people with mild or no symptoms. BNs, therefore, provide a framework for explaining of the observed data to avoid highly misleading conclusions about infections [46]. The findings of the study, particularly the understanding of the drivers of COVID-19 infection, may also be used to explore the social and economic impacts of the pandemic in the affected parts of the country.

5 Conclusions

The BN models used in this study effectively modelled COVID-19 for identifying its potential geographic spread and the underlying influencing factors in Eswatini. The findings of this study suggest that the disease was spreading, driven by increasing human interaction through increased mobility and shopping. Whilst earlier infection intervention strategies may have made notable contributions to the containment of the disease, this study shows that easing of the lockdown regulations resulted in more widespread risk of transmission driven by young people and spreading from the major urban areas through peri-urban areas and potentially to rural areas. Our study implies that mitigation strategies should focus on the predominant influencing factors particularly in the areas with increasing infections. With limited research on the country-level spatial modelling of COVID-19 in Africa and Eswatini, this study provides a basis for improved containment of the disease. Furthermore, the findings of the study may further contribute to the exploration of the social and economic impacts of the pandemic. The robustness of BNs in spatial predictive modelling is also demonstrated even under conditions of uncertainty and limited data.
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