A new type of CGO solutions and its applications in corner scattering
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Abstract
We consider corner scattering for the operator \( \nabla \cdot \gamma(x) \nabla + k^2 \rho(x) \) in \( \mathbb{R}^2 \), with \( \gamma \) a positive definite symmetric matrix and \( \rho \) a positive scalar function. A corner is referred to one that is on the boundary of the (compact) support of \( \gamma(x) - I \) or \( \rho(x) - 1 \), where \( I \) stands for the identity matrix. We assume that \( \gamma \) is a scalar function in a small neighborhood of the corner. We show that any admissible incident field will be scattered by such corners, which are allowed to be concave. Moreover, we provide a brief discussion on the existence of non-scattering waves when \( \gamma - I \) has a jump across the corner. In order to prove the results, we construct a new type of complex geometric optics solutions.
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1. Introduction

In this paper, we consider the question whether corners scatter. This is a natural question arising in both scattering and inverse scattering. It is also connected with the theory of transmission eigenvalue problems. We start with the mathematical formulation of the scattering problem under consideration. Let \( \rho \in L^\infty(\mathbb{R}^2; \mathbb{R}) \) and \( \gamma = (\gamma_{jl}) \in L^\infty(\mathbb{R}^2; M_{2 \times 2}(\mathbb{R})) \) with \( \rho - 1 \) and \( \gamma - I_{2 \times 2} \) compactly supported. We consider the following time-harmonic scattering problem

\[
\nabla \cdot \gamma \nabla u + k^2 \rho u = 0 \quad \text{in } \mathbb{R}^2,
\]

\[
u = u^0 + u^\infty \quad \text{in } \mathbb{R}^2,
\]

\[
\lim_{|x| \to \infty} |x|^{1/2} \left( \frac{\partial}{\partial |x|} u^\infty - ik u^\infty \right) = 0, \text{ uniformly for all } \hat{x} := \frac{x}{|x|} \in \mathbb{S}^1.
\]

*Author to whom any correspondence should be addressed.
Here, \( k \in \mathbb{R}_+ \) is the wavenumber; \( u^\text{in} \) is a given incident field which satisfies the Helmholtz equation \( \Delta u^\text{in} + k^2 u^\text{in} = 0 \) in \( \mathbb{R}^2 \); and \( u^\text{sc} \) and \( u \) are referred to as, respectively, the scattered field and the total field. The coefficients \( \gamma \) and \( \rho \) in (1.1) represent the material properties of the media; in particular, \( \rho - 1 \) and \( \gamma - I_{2\times2} \) stand for the inhomogeneities in a homogeneous background. Moreover, we assume that \( \rho \) and \( \gamma \) satisfy
\[
\rho \geq a_0 \quad \text{and} \quad \xi^T \gamma \xi \geq a_0 \quad \text{a.e. in } \mathbb{R}^2 \quad \text{for all } \xi \in \mathbb{S}^1, \tag{1.2}
\]
with some positive constant \( a_0 \). The last equation in (1.1) is called the Sommerfeld radiation condition, which guarantees the out-going property of \( u^\infty \). As a consequence, the scattered field satisfies the following asymptotic expansion
\[
u^\text{sc}(x) = \epsilon^{2k|x|} \left( u^\infty(\hat{x}) + O \left( \frac{1}{|x|} \right) \right) \quad \text{as } |x| \to \infty,
\]
uniformly for all \( \hat{x} \in \mathbb{S}^1 \) (see [12]). The function \( u^\infty \) defined on \( \mathbb{S}^1 \) is referred to as the far-field pattern. Moreover, by Rellich’s lemma, \( u^\infty \) is a one-to-one correspondence with \( u^\infty \) restricted to \( \mathbb{R}^2 \setminus \overline{\Omega} \), where \( \Omega \) can be any open bounded simply-connected Lipschitz domain such that \( \text{supp}(\rho - 1) \cup \text{supp}(\gamma - I) \subseteq \overline{\Omega} \).

We are interested in the situation when an incident field \( u^\text{in} \) with the associated wavenumber \( k \) is not scattered as measured by an exterior or far-field observer, that is, when \( u^\infty \equiv 0 \). If this is the case, by Rellich’s lemma, the corresponding scattered field \( u^\text{sc} \) will be identically zero in \( \mathbb{R}^2 \setminus \overline{\Omega} \), where \( \Omega \) is a domain as specified precisely. As a consequence, we obtain a nontrivial eigenfunction for the so-called interior transmission eigenvalue problem on \( \Omega \). Hence, we can conclude that, (the square of) a ‘non-scattering wavenumber’ must be an interior transmission eigenvalue, where the non-scattering incident field along with the total field (restricted in \( \Omega \)) is a corresponding eigenfunction. However, the converse is not valid. In fact, if a transmission eigenfunction is also an incident wave, then it needs also to ‘exist’ in the exterior of \( \Omega \) and remaining a solution to the corresponding PDE. In particular, the eigenfunction has to be sufficiently smooth (and in fact real-analytic) at least up to the boundary of \( \Omega \). Unfortunately, this required smoothness or extension is not guaranteed for general interior transmission eigenfunctions. For the existence and regularity of interior transmission eigenfunctions, we refer the reader to the monograph [10] and the references therein.

It is known from existing results that the possibility of non-scattering, or equivalently, the ‘extend-ability’ of interior transmission eigenfunction, depends on the shape and structure of the media (the coefficients of the PDEs). In particular, for spherically stratified media the existence of non-scattering waves is known; see [13], for the case of \( \gamma \equiv 1 \) and \( \rho = \rho(|x|) \), and similar arguments work when \( \gamma = \gamma(|x|) \) which is a scalar function. In this case, the set of eigenfunctions is identical to that of non-scattering waves, and hence there are infinitely many non-scattering wave numbers. On the other hand, it has been proven recently in [22, 23] that for any \( C^{2,\alpha} \) strictly convex domain in \( \mathbb{R}^2 \) that is not a sphere, there are at most finitely many non-scattering wave numbers concerning incident plane waves with a fixed incident direction. Similar finiteness results are also proven for ellipses and its small perturbations concerning Herglotz incident waves with a fixed density function.

In the current paper, we investigate the case when there is a corner on the boundary of \( \text{supp}(\rho - 1) \cup \text{supp}(\gamma - I) \). The first related result is established in [6] for the operator \( \Delta + k^2 \rho \) in \( \mathbb{R}^n \), \( n \geq 2 \). The authors prove that, when the support of \( \rho - 1 \) contains a (convex) rectangular corner on the boundary, at which \( \rho \neq 1 \), then all incident fields must be scattered. One of the main techniques in the argument is the application of the so-called complex geometric optics (CGO) solutions, which has a leading term \( e^{i\pi x \cdot \eta} \) with \( \eta \in C^\infty \) and...
\( \eta \cdot \eta = 0 \) (or \( k^2/\tau^2 \)) for an arbitrary parameter \( \tau \gg 1 \). The construction of CGO solutions dates back to [19] and has extensive developments and applications in inverse problems, which we choose not to expand here and refer the reader to [20] and the references therein. One of the advantages of such solutions while applied to corner scattering is the exponential decaying property of the term \( e^{i\tau \cdot \eta} \) as \( \tau \to \infty \), provided that \( \exists \eta \cdot x > \delta > 0 \) for some constant \( \delta \). Since [6], there have been several developments on corner scattering concerning the operator \( \Delta + k^2 \rho \) with \( \rho \neq 1 \) at the corner. The ‘always-scattering’ results for convex corner in \( \mathbb{R}^2 \) and convex conic corner in \( \mathbb{R}^3 \) are established in [18]. Using a different approach, it is proven in [16] that concave conic corners in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \) and edges in \( \mathbb{R}^3 \) also lead to always-scattering. The corresponding results for the source problem concerning \( \Delta + k^2 \) is considered in [2]. In contrast to the medium scattering problems, harmonic functions, instead of a full CGO solution for \( \Delta + q(x) \), suffice for the case of source scattering. A quantitative version of the always scattering result for high curvature points on the boundary is established in [4]. Related results concerning different models including the same operator but in the space \( \mathbb{H}^n \), the same operator with conductive boundary conditions, similar problems for Maxwell equations and for the Lamé system, can be found in [3, 5, 8, 14, 17], etc. In [11], for the first time corner scattering for the Lamé system, can be found in [3, 5, 8, 14, 17], etc. In [11], for the first time corner scattering for the operator \( \nabla \cdot \gamma \nabla + k^2 \rho \) is considered, and corner scattering results are shown for convex corners in \( \mathbb{R}^2 \).

In this paper, we generalize the results in [11] and consider corners which can be concave. In order to establish the results for concave corners, we adopt CGO solutions with leading term of the form \( e^{\alpha/h} \), where \( z = x_1 + \frac{1}{2} x_2 \) and \( \alpha \in (0, 1) \). This type of CGO solutions was suggested by Blassen in [2]. However, since the (essential) results in [2] are concerned with the source problem, \( e^{\alpha/h} \) is solely used as a harmonic function, which suffices for the source problem as mentioned before. Full CGO solutions are not needed or constructed in [2]. We apply the \( \partial \)-bar method for the construction of CGO solutions, for the case considered in the current paper.

The rest of the paper is structured as follows. In section 2 we represent and discuss our main result, namely theorem 1, and sketch its proof. It is seen from the proof that the essence of theorem 1 is proposition 1, which is associated with a local problem around the corner. In section 3, CGO solutions to \( \nabla \cdot \gamma \nabla w + k^2 \rho w = 0 \) with leading term of the form \( e^{\alpha/h} \) are constructed. The corresponding \( L^p \) estimates are established. Applying the CGO solution, we analyze in section 4 an integral locally near the corner, and eventually give the proof of proposition 1.

2. The main results

In this section, we shall present our main results. We first introduce some notations and definitions.

Assume throughout the paper that \( \rho \in L^\infty(\mathbb{R}^2; \mathbb{R}) \) and \( \gamma \in L^\infty(\mathbb{R}^2; M_{2,2}(\mathbb{R})) \) with (1.2) satisfied and \( \rho - 1 \) and \( \gamma - I \) compactly supported. Denote \( D \) as the bounded open domain such that \( \mathbb{R}^2 \setminus \overline{D} \) is the unbounded connected component of \( \mathbb{R}^2 \setminus (\text{supp}(\rho - 1) \cup \text{supp}(\gamma - I)) \). In other words, the domain \( D \) represents the shape and location of the inhomogeneous scatterer.

**Definition 2.1.** Given \( u^a \) an incident field, which satisfies \( \Delta u^a + k^2 u^a = 0 \) in \( \mathbb{R}^2 \), let \( u^\infty = u - u^a \) be the solution to the scattering problem (1.1) and \( u^\infty \) the corresponding far-field pattern. We say that \( u^a; \gamma, \rho \) scatters if \( u^\infty \) is not identically zero; otherwise it is referred to as a pair of non-scattering wave and medium.

For \( \theta_0 \in (0, \pi) \), denote by \( K_{d_0} \) the open circular sector of aperture \( 2\theta_0 \) as \( K_{d_0} = \{ x = r(\cos \theta, \sin \theta) \in \mathbb{R}^2; 0 < r < \infty, -\pi + \theta_0 < \theta < \pi - \theta_0 \} \). Given \( R \in \mathbb{R}_+, K_{d_0, R} \)
is the bounded sector defined by $\mathcal{K}_{\theta_0,R} = \mathcal{K}_{\theta_0} \cap B_R$, where $B_R$ is the open ball in $\mathbb{R}^2$ centered at the origin and of radius $R$.

**Definition 2.2.** We say that there is a corner $x_0$ for $(\gamma, \rho)$ if, up to a rigid change of coordinates, $x_0$ is the origin and $D \cap B_R = \mathcal{K}_{\theta_0,R}$ for some $R \in \mathbb{R}^+$ and $\theta_0 \in (0, \pi) \setminus \{\pi/2\}$. We also refer to $2\theta_0$ as the aperture of the corner and $R$ its size.

Furthermore, $(\gamma, \rho)$ is said to be admissible at the corner if the following two conditions are satisfied in $\mathcal{K}_{\theta_0,\delta}$ for some constant $\delta \in (0, R)$. First, $\gamma$ is a scalar function$^1$ in $\mathcal{K}_{\theta_0,\delta}$ and satisfies $\gamma \in W^{1,\infty}(\mathcal{K}_{\theta_0,\delta})$ and $\Delta \gamma^{1/2} \in L^{\infty}(\mathcal{K}_{\theta_0,\delta})$. Second, there are constants $c_j \in \mathbb{R}$ and $C_j, \beta_j \in \mathbb{R}_+$ such that

$$
\left| \gamma^{1/2} (\gamma - 1) - c_1 \right| \leq C_1 |x|^{\beta_1} \quad \text{and} \quad \left| \gamma^{-1/2} (\rho - 1) - c_2 \right| \leq C_2 |x|^{\beta_2} \quad \text{a.e. in } \mathcal{K}_{\theta_0,\delta}.
$$

In this case, $c_1$ is referred to as the essential jump of $\gamma$ at the corner and $c_2$ as that of $\rho$. Moreover, if $c_1 \neq 0$ we say that $\gamma$ has a (non-trivial) jump at the corner $x_0$; otherwise if $c_1 = 0$ then there is no jump for $\gamma$, in which case $\beta_1$ is called the order of vanishing for $\gamma - 1$ at the corner; and the same terminology applies to $\beta_2$ for $\rho - 1$.

The following is the main result of the current paper. It provides the ‘corner always scattering’ results in two different situations depending on whether the corner appears as a jump of $\gamma$ or that of $\rho$. In the special case when $\rho$ has a jump at the corner whereas $\gamma - 1$ is of vanishing order $2 + \beta$ with some $\beta > 0$, we show that all incident waves will be scattered; see, item (I-a) in the statement of theorem 1. In particular, it generalizes some existing results considering the operator $\Delta + k^2 \rho$; see for instance [6, 16, 18]. In the other cases, the always scattering results are established for incident waves with certain behavior at the corner which may involve, for instance, the (non-)vanishing order of the incident wave and/or its gradient. Moreover, some of these conditions can be shown necessary for the ‘always-scattering’ conclusion. We discuss this with more details at the end of this section.

**Theorem 1.** Let $\rho$ and $\gamma$ be as specified at the beginning of this section. Suppose that there is a corner $x_0$ of aperture $2\theta_0$ for $(\gamma, \rho)$ where the latter is admissible. Given an incident field $u^n$ with a wave number $k \in \mathbb{R}_+$, $(u^n; \gamma, \rho)$ is always scattering provided that

(I) $\rho$ has a jump at $x_0$, while $\gamma$ does not and

(a) $\beta_1 > 2$, where $\beta_1$ is the vanishing order of $\gamma - 1$, or,
(b) $\beta_1 > 1$, with $u^n(x_0) \neq 0$, or,
(c) $\beta_1 > 0$, with $u^n(x_0) \neq 0$ and $\nabla u^n(x_0) = 0$, or,

(II) $\gamma$ has a jump at $x_0$ and

(a) $u^n(x_0) \neq 0$ and $\nabla u^n(x_0) \neq 0$, or,
(b) $u^n(x_0) = 0$, with

$2\theta_0 \neq \pi / N_0$ for some $l \in \mathbb{N}_+$ and $N_0$ the vanishing order of $u^n$ at $x_0$, (for example, $2\theta_0 \in (0, 2\pi) \setminus (\{\pi\} \cup \{2\pi\})$; or,
(c) $u^n(x_0) \neq 0$ and $\nabla u^n(x_0) = 0$, with

i. when $2\theta_0 \in \{\pi/2, 3\pi/2\}$, assuming $c_1 \neq c_2$ where $c_1$ and $c_2$ are the essential jumps for, respectively, $\gamma$ and $\rho$ as in definition 2.2, or,
ii. If $2\theta_0 \notin \{\pi/2, 3\pi/2\}$, after the change of coordinates as in definition 2.2,

$^1$That is, $\gamma(x) = 1(x)_{L^2;2}$ with $\gamma$ scalar. We still write $\tilde{\gamma}$ as $\gamma$ for simplicity.
\[
    u^\in(x) \neq \nu_0 J_0(\kappa r) + c_0 \nu_0 J_2(\kappa r)(e^{i2\theta} + e^{-i2\theta}) + \sum_{m=2}^{\infty} J_{2m}(\kappa r) (b_{m,1} e^{i2m\theta} + b_{m,2} e^{-i2m\theta})
\]

near the corner, where \(\nu_0\) is a non-zero constant, \(c_0 = (1 - c_2/c_1) / \cos 2\theta_0\) and \(J_m\) is the Bessel function of the first kind.

Before the proof of theorem 1, we first state the existence and uniqueness of solutions in \(H^1_{\text{loc}}(\mathbb{R}^2)\) to the scattering problem (1.1). We refer the readers to [10, section 1.4] for a proof of this result. Note that in order to apply the arguments as in [10] for the coefficient \(\gamma\) with \(L^\infty\) regularity, we need to use the unique continuation principle from [1].

**Lemma 2.1.** Let \(\rho \in L^\infty(\mathbb{R}^2; \mathbb{R})\) and \(\gamma \in L^\infty(\mathbb{R}^2; M_{2 \times 2}(\mathbb{R}))\) satisfy (1.2) with \(\rho - 1\) and \(\gamma - I\) compactly supported. Given an incident field \(u^\in\), there is a unique solution \(u \in H^1_{\text{loc}}(\mathbb{R}^2)\) to (1.1).

**Proof of theorem 1 (Sketch).** Theorem 1 is proven by contradiction. Assume that an incident field \(u^\in\) with wavenumber \(k \in \mathbb{R}_+\) is not scattered, that is, \(u^\in \equiv 0\). Then by Rellich’s lemma, \(u^\in \equiv 0\) in \(\mathbb{R}^2 \setminus \Gamma\), where \(\Omega\) is any open bounded Lipschitz domain such that \(\text{supp}(\rho - 1) \cup \text{supp}(\gamma - I) \subseteq \Gamma\) and that \(\mathbb{R}^2 \setminus \Gamma\) is connected. Then we obtain the following interior transmission eigenvalue problem

\[
\begin{align*}
\nabla \cdot \gamma \nabla u + k^2 \rho u &= 0, & \Delta u^\in + k^2 u^\in &= 0, & \text{in } \Omega, \\
u \cdot \nabla u &= u^\in, & \partial_\nu u &= \partial_\nu u^\in, & \text{on } \partial \Omega,
\end{align*}
\]

(2.1)

where \(\nu\) is the outward normal vector of \(\partial \Omega\) and \(\partial_\nu = \nu^T \gamma \nabla\). We shall take such a domain \(\Omega\) which satisfies that, up to a rigid change of coordinates, \(\Omega \cap B_\delta = K_{\theta_0} \cap D \cap B_\delta\). In particular, \(u\) and \(v := u^\in\) satisfies the following local problem at the corner

\[
\begin{align*}
\nabla \cdot \gamma \nabla u + k^2 \rho u &= 0, & \Delta v + k^2 v &= 0, & \text{in } K_{\theta_0} \cap D, \\
u \cdot \nabla u &= v, & \partial_\nu u &= \partial_\nu v, & \text{on } \partial K_{\theta_0} \cap B_\delta,
\end{align*}
\]

(2.2)

where \(\gamma\) is a scalar function in \(B_\delta\). Theorem 1 is then a direct consequence of the following proposition, which states that as a nontrivial solution to (2.2), \(v\) cannot be extended into \(B_\delta\) as a solution to the Helmholtz equation, under the assumptions of theorem 1 with \(v = u^\in\).

**Proposition 1.** Let \(\rho, \gamma\) be the same as those in theorem 1 with a corner where \((\gamma, \rho)\) is admissible. Given \((u, v)\) a non-trivial solution to (2.2) (after the change of coordinates as in definition 2.2), suppose that \(u \in H^1(K_{\theta_0} \cap D)\) and that \(v\) can be extended into \(B_\delta\), as a solution to \(\Delta v + k^2 v = 0\). Then none of the conditions for \(\rho, \gamma\), \(\theta_0\) and \(u^\in = u^\in|_{B_\delta} \equiv v\) in items (I)–(II) from theorem 1 can be valid.

\[\square\]

The proof of proposition 1 is given in section 4.3. We would like to give some remarks on theorem 1 and proposition 1 for the remainder of this section.

Firstly, it is seen from proposition 1 that, theorem 1 is also valid for point source type of incident waves, as long as the source does not locate at the corner. In fact, all the conclusions hold for any ‘local incident fields’ which satisfies the Helmholtz equation in a neighborhood of the corner, providing that the solution is in \(H^1\).

Secondly, applying proposition 1 we can generalize the result on the ‘non-uniform approximation’ of interior transmission eigenfunctions as in [11]. More precisely, consider
the interior transmission eigenvalue problem (2.1). Assume that there is a (convex or concave) corner on the boundary of $\Omega$ where $\gamma$ and $\rho$ are admissible in the sense of definition 2.2. Then we can conclude that, whenever an eigenfunction $v$ is approximated by the Herglotz functions

$$v_{\varepsilon}(x) := \int_{\partial \Omega} g_{\varepsilon}(d) e^{i k x \cdot d} \, ds(d), \quad g_{\varepsilon} \in L^2(S^{m-1})$$

as $\varepsilon \to 0+$ in the $H^1(\Omega)$ norm, we must have that $\limsup \|g_{\varepsilon}\|_{L^2(\partial \Omega)} = \infty$, where the limit is taken as $\varepsilon \to 0+$.

Lastly, the ‘always scattering’ or the ‘non-extendability’ results in theorem 1 and proposition 1 are established with certain types of waves or solutions excluded, especially when there is a jump for $\gamma$ at the corner. In fact, some of these exclusions are necessary. In other words, we can construct non-scattering waves and media which belong to these excluded classes. More specifically, let us consider the special case when $\gamma = a_0 = \rho$ in the medium $D$ with $a_0$ a positive constant different from 1. Assume that $u^0$ is a non-scattering incident wave with the wavenumber $k$, and $u$ is the corresponding total wave. Then we observe that $w_D = u - u^0$ is a Dirichlet eigenfunction in $D$ and $w_N = a_0 u - \rho u$ is a Neumann eigenfunction corresponding to the same eigenvalue $k^2$. Moreover, one of these two ‘eigenfunctions’ can be ‘degenerated’; that is, $w_D$ or $w_N$ is allowed to be identically zero. In this case, we can interpret the existence of non-scattering wave numbers as, whether there are such eigenfunctions with $a_0 w_D - w_N$ extendable to the exterior of the corner and remain as a solution to the Helmholtz equation. For example, if $D$ is a rectangle, say, $D = (0, \pi)^2$, then we can find infinite number of non-scattering wavenumbers $k = \sqrt{k_1^2 + k_2^2}$ with $k_1, k_2 \in \mathbb{N}$, where (some of) the corresponding non-scattering incident waves are $a_1 \sin(k_{11} x_1) \sin(k_{22} x_2) + a_2 \cos(k_{11} x_1) \cos(k_{22} x_2)$. This shows the necessity of the extra conditions item (II-c-i) and partly in item (II-b), from theorem 1, for the ‘always scattering’ conclusion. Nonscattering waves for corners with other apertures regarding item (II-c-i) can be constructed by taking $w_N$ trivial. In an ongoing work, we expect to establish further the existence or construction of non-scattering waves and media in a more general setting.

The rest of this paper is devoted to the proof of proposition 1.

3. Construction of CGO solutions

Let $G$ be an open and simple connected Lipschitz domain that is a subset of (or equal to) $K_{\theta_1, R_1}$ for some $\theta_1 \in (0, \pi)$ and $R_1 \in \mathbb{R}_+$. In this section, we shall construct solutions to

$$\Delta W + q W = 0 \quad \text{in} \ G$$

which are of the form

$$W = e^{-\Phi/h} W_h \quad \text{with} \quad W_h(x) = A(x) + w_h(x) \quad \text{and} \quad \Phi(x) = \left. \rho \right| e^{i \alpha \theta}.$$  (3.1)

Hereinafter, the parameter $\alpha \in (0, 1), h$ is an arbitrary (and sufficiently small) positive constant, and $(r, \theta)$ is the polar coordinates of $x$ with $\theta \in (-\pi, \pi)$. We shall prove that

**Proposition 2.** Let $q \in L^\infty(G)$, $A \in L^p(G)$ with $A$ a holomorphic function in $G$ and $p_0$ a constant with $2/\alpha \leq p_0 \leq \infty$. Then there is a constant $h_0 \in (0, 1)$ such that for any $h \in (0, h_0)$, there exists a solution $W$ to $\Delta W + q W = 0$ in $G$ which is of the form (3.1). Moreover, for any $p_1 \in (1, p_0)$ and any $p_2 \in (1, 2/\alpha)$, we have
\( \| w_h \|_{L^p} \leq Ch \| A \|_{L^p} \) and \( \| w_h \|_{W^{k,p}} \leq C \| A \|_{L^p} \) \hspace{1cm} (3.2)

with some constant \( C \) independent of \( h \) (depending on \( p_1, p_2, h_0, \alpha, G \) and \( \| q \|_{L^\infty} \)).

We postpone the proof of proposition 2 to the end of this section. It is noted that the regularity assumption \( q \in L^\infty(G) \) can be relaxed by using approximate cut-off arguments similar to those developed in \([7, 9]\). We choose not to present the more refined result in this paper to simplify the exposition. As a direct consequence of proposition 2, we have

**Corollary 1.** Let \( \alpha \in (0, 1), p_0 \in (2/\alpha, \infty) \) and \( A \in L^{p_0}(G) \) be the same as in proposition 2. Let \( \gamma \) and \( \rho \) be functions defined on \( G \) with \( \gamma \) positive and \( q := k^2 \rho \gamma^{-1} - \gamma^{-1/2} \Delta \gamma^{1/2} \in L^\infty(G) \). Then there is a constant \( h_0 \in (0, 1) \) such that for any \( h \in (0, h_0) \), there exists a solution \( w \) to

\[ \nabla \cdot \gamma \nabla w + k^2 \rho w = 0 \quad \text{in} \ G \]

of the form \( w = \gamma^{-1/2}(A + w_h(x)) e^{-\Phi/h} \) with \( \Phi(x) = r^\alpha e^{i \omega \theta}, \theta \in (-\pi, \pi) \), \hspace{1cm} (3.3)

where \( w_h \) satisfies the same estimates as in proposition 2.

**Proof.** Let \( W = \gamma^{1/2}w \). Then \( W \) is of the form (3.1) and satisfies \( \Delta W + qW = 0 \) with \( q = k^2 \rho \gamma^{-1} - \gamma^{-1/2} \Delta \gamma^{1/2} \). The proof is then complete by applying proposition 2. \( \square \)

For the proof of proposition 2, we first identify the complex domain \( \mathbb{C} \) with the real domain \( \mathbb{R}^2 \) by \( z = x_1 + ix_2 \in \mathbb{C} \) for \( x = (x_1, x_2) \in \mathbb{R}^2 \). We shall make use of the \( \overline{\partial} \) and \( \partial \) operators defined by \( \overline{\partial} = \frac{1}{2} (\partial_{x_1} + i \partial_{x_2}) \) and \( \partial = \frac{1}{2} (\partial_{x_1} - i \partial_{x_2}) \). Then \( \Delta = 4\partial \overline{\partial} = 4\overline{\partial} \partial \). Notice that

\[ \Phi(z) = |z|^\alpha (\cos(\alpha \arg z) + \frac{1}{2} \sin(\alpha \arg z)) \]

which is (a branch of \( z^\alpha \) and) uniquely defined and holomorphic in \( \mathbb{C} \setminus \{[0, \infty)\} \) where \( \theta = \arg z \) is taken in \( (-\pi, \pi) \); see also \([2]\).

Let \( \mathcal{F} \) and \( \mathcal{F} \) be the Cauchy operators defined by

\[ \mathcal{F} f = \mathcal{F} g f = \frac{1}{\pi} \int \frac{f(\zeta)}{G z - \zeta} d\zeta \quad \text{and} \quad \mathcal{F} f = \mathcal{F} g f = \frac{1}{\pi} \int \frac{f(\zeta)}{G z - \zeta} d\zeta, \]

for any \( f \in L^1(G) \) (or in general for any distribution \( f \in D'(G) \)), where \( d\zeta \) is understood as \( dx_1 \, dx_2 \) with \( \zeta = x_1 + ix_2 \). Then \( \mathcal{F} \) is a right inverse of \( \overline{\partial} \) and \( \mathcal{F} \) is a right inverse of \( \partial \), in the sense that (see, \([21]\))

\[ \overline{\partial} \mathcal{F} f = f \quad \text{and} \quad \partial \mathcal{F} f = f, \quad f \in D'(G). \]

The following mapping properties are known (see e.g., \([7, 21]\)).

**Lemma 3.1.** The operators \( \mathcal{F} \) and \( \mathcal{F} \) are bounded from \( L^1(G) \) to \( W^{1,p}(G) \) with any \( p \in (1, \infty) \).

Denote

\[ \varphi = \Im \Phi = r^\alpha \sin(\alpha \theta), \quad \theta \in (-\pi, \pi). \]

By a straightforward computation we have

\[ (\overline{\partial} \varphi)^{-1} = \frac{2}{\alpha} r^{1-\alpha} e^{-i(1-\alpha) \theta}, \quad \theta \in (-\pi, \pi), \]

\[ \overline{\partial} \varphi = r^{1-\alpha} e^{-i(1-\alpha) \theta}, \quad \theta \in (-\pi, \pi). \]

\[ \overline{\partial} \varphi = r^{1-\alpha} e^{-i(1-\alpha) \theta}, \quad \theta \in (-\pi, \pi). \]
which is anti-holomorphic in $G$. For $f \in D'(G)$, define the operator
\[ Sf = S_{0,G,q}f = \frac{i}{4}S_1S_0(qf), \]
where
\[ S_0f = S_{0,G}f = F\left(e^{-2i\varphi/h}f\right), \]
and
\[ S_1f = S_{1,G}f = e^{2i\varphi/h}f \frac{f_0}{2i\partial \varphi} = F\left(e^{2i\varphi/h}f\right). \]

Then we have the following two lemmas for $S$.

**Lemma 3.2.** Let $w = Sf$. Then $w$ solves
\[ 4e^{2i\varphi/h} \partial \left(e^{-2i\varphi/h}w\right) = -qf \text{ in } G. \]

**Proof.** Applying (3.4) we deduce that
\[ 4i\partial Sf = \partial S_1f_0 = \partial \left(e^{2i\varphi/h}f_0 \frac{f_0}{2i\partial \varphi}\right) = \frac{i}{h}e^{2i\varphi/h}f_0, \]
with $f_0 = S_0(qf)$. As a consequence,
\[ -4\partial e^{-2i\varphi/h}Sf = \partial f_0 = \partial F\left(e^{-2i\varphi/h}f\right) = e^{-2i\varphi/h}qf, \]
which completes the proof. 

**Lemma 3.3.** If $q \in L^\infty(G)$ (and $\alpha \in (0,1)$), then for $h$ sufficiently small we have
\[ \|Sf\|_{L^p(G)} \leq C_p h\|q\|_{L^\infty(G)}\|f\|_{L^p(G)}, \text{ for all } f \in L^p(G), \quad 1 < p < \infty, \]
and
\[ \|Sf\|_{W^{1,p}(G)} \leq C_p \|q\|_{L^\infty(G)}\|f\|_{L^p(G)}, \quad f \in L^p(G), \quad 1 < p < 2/\alpha, \]
where $C_p$ is a constant independent of $f$ and $h$.

**Proof.** It is seen directly from lemma 3.1 that
\[ \|S_0f\|_{W^{1,p}(G)} \leq C\|f\|_{L^p(G)}, \quad 1 < p < \infty, \]
where $C$ is some constant independent of $f$ and $h$ (and the same is valid for the rest of the proof but with different values of $C$). Recall from (3.5) that $(\overline{\partial} \varphi)^{-1} \in L^\infty(G)$,
\[ \partial \frac{1}{\partial \varphi} = 0 \quad \text{and} \quad \overline{\partial} \frac{1}{\partial \varphi} = 2i \frac{1 - \alpha}{\alpha} e^{i\theta}, \quad \theta \in (-\pi, \pi). \]
Hence
\[ \|\overline{\partial}(\overline{\partial} \varphi)^{-1}\|_{L^p(K_{\theta_1}, r_1)} = \frac{1 - \alpha}{\alpha} \left(\frac{2\theta_1}{2 - \alpha p}\right)^{1/p} R_1^{2/p - \alpha}, \quad p < 2/\alpha. \]
Applying Sobolev inequalities and lemma 3.1 we have
\[
\left\| \mathcal{T} \left( e^{2i\varphi/\overline{\partial}} \frac{f}{\overline{\partial} \varphi} \right) \right\|_{L^p(G)} \leq C \left\| \mathcal{T} \left( e^{2i\varphi/\overline{\partial}} \frac{f}{\overline{\partial} \varphi} \right) \right\|_{W^{1,p_1}(G)} \\
\leq C \left\| \frac{f}{\overline{\partial} \varphi} \right\|_{L^p(G)}
\]
with $1/p_1 \leq 1/p + 1/2$ and $1 < p_1 < \infty$. By Hölder’s inequality we obtain
\[
\left\| f \overline{\partial} (2\varphi)^{-1} \right\|_{L^p(G)} \leq \left\| f \right\|_{L^{p_1}(G)} \left\| (2\varphi)^{-1} \right\|_{L^{p_2}(G)}
\]
where $1/p + 1/p_2 \leq 1/p_1$ and $p_2 < 2/\alpha$ (and hence $1 < p_1 \leq p_2 < 2/\alpha$). Therefore,
\[
\left\| \mathcal{T} \left( e^{2i\varphi/\overline{\partial}} \frac{f}{\overline{\partial} \varphi} \right) \right\|_{L^p(G)} \leq C \left\| \overline{\partial} f \right\|_{L^{p_1}(G)} + \left\| f \overline{\partial} (2\varphi)^{-1} \right\|_{L^{p_1}(G)} \\
\leq C \left\| f \right\|_{W^{1,p_2}(G)} + \left\| f \right\|_{W^{1,p_1}(G)} \\
\leq C \left\| f \right\|_{W^{1,p}(G)}
\]
for $1/p_1 \leq 1/p + 1/2$ and $p \geq p_1$. In fact, we can choose $p_2$ and $p_1$ such that
\[
\left\| \mathcal{T} \left( e^{2i\varphi/\overline{\partial}} \frac{f}{\overline{\partial} \varphi} \right) \right\|_{L^p(G)} \leq C_p \left\| f \right\|_{W^{1,p}(G)} \quad \text{for any } p \in (1, \infty).
\]
For example, when $p \geq 2/\alpha$, one can take $p_1 = p_3 = p_2^* = 2$ and $p_2 = \infty$; for $p \in (2, 2/\alpha)$, we can choose $p_1 = p_3 = p_2 = 2$ and $p_2 = \infty$; as for $p \in (1, 2)$, one can specify $p_1 = p_3 = p$, $p_2^* = 2$ and $1/p_2 = 1/p - 1/2$. Hence for $1 < p < \infty$ we have
\[
\left\| S f \right\|_{L^p(G)} \leq \left\| \frac{f}{\overline{\partial} \varphi} \right\|_{L^p(G)} + \left\| \mathcal{T} \left( e^{2i\varphi/\overline{\partial}} \frac{f}{\overline{\partial} \varphi} \right) \right\|_{L^p(G)} \leq C \left\| f \right\|_{W^{1,p}(G)}.
\]
Thus by lemma 3.1 again,
\[
\left\| S f \right\|_{L^p(G)} \leq C h \left\| \mathcal{T} (\mathcal{T} f) \right\|_{L^p(G)} \leq \left\| \mathcal{T} (\mathcal{T} f) \right\|_{L^p(G)} \leq C h \left\| f \right\|_{L^p(G)}.
\]
We are left to estimate $S f$ in $W^{1,p}(G)$. Denote $f_1 = e^{2i\varphi/\overline{\partial}} (2\varphi)^{-1} f$. Then
\[
\partial f_1 = e^{2i\varphi/\overline{\partial}} \left( \frac{i}{h} \overline{\partial} f + \frac{\partial f}{\overline{\partial} \varphi} \right) \quad \text{and} \quad \overline{\partial} f_1 = e^{2i\varphi/\overline{\partial}} \left( \frac{i}{h} f + f \frac{1}{\overline{\partial} \varphi} + \frac{\overline{\partial} f}{\overline{\partial} \varphi} \right).
\]
Hence by Hölder’s inequality,
\[
\left\| \partial f_1 \right\|_{L^p(G)} + \left\| \overline{\partial} f_1 \right\|_{L^p(G)} \leq C \left( \frac{1}{h} \left\| f \right\|_{L^p(G)} + \left\| (2\varphi)^{-1} \right\|_{L^p(G)} \left\| f \right\|_{W^{1,p}(G)} + \left\| \partial (2\varphi)^{-1} \right\|_{L^p(G)} \left\| f \right\|_{L^p(G)} \right).
\]
where $1/p_4 + 1/p_5 \leq 1/p$ and $0 < p < p^*_4 < 2/\alpha$. Thus, applying again lemma 3.1 and Sobolev inequalities we obtain that
\[
\|S_1 f\|_{W^{1,p}(G)} \leq C \left( \|f_1\|_{W^{1,p}(G)} + \left\| \mathcal{F} \left( e^{2\mathbb{I}/h} \overline{\nabla} \left( \frac{f}{\overline{\nabla} \varphi} \right) \right) \right\|_{W^{1,p}(G)} \right)
\]
\[
\leq C \left( \frac{1}{h} \|f\|_{L^p(G)} + \left\| (2\overline{\nabla} \varphi)^{-1} \|L^p(G)\|f\|_{W^{1,p}(G)} + \|\partial(2\overline{\nabla} \varphi)^{-1}\|_{L^p(G)} \|f\|_{L^p(G)} \right) \right)
\]
\[
\leq C \left( \frac{1}{h}\|f\|_{L^p(G)} + \|f\|_{W^{1,p}(G)} + \|f\|_{W^{1,p}(G)} \right)
\]
with $1/p_5 \leq 1/p_4 + 1/2 < 1/p - 1/p^*_4 + 1/2$ and $1 < p < p^*_4 < 2/\alpha$. Taking $p^*_4 \in [2, 2/\alpha)$ then we have that for $h$ sufficiently small,
\[
\|S_1 f\|_{W^{1,p}(G)} \leq C \frac{1}{h}\|f\|_{W^{1,p}(G)} \quad \text{for all } p \in (1, 2/\alpha).
\]

Then we further obtain that
\[
\|Sf\|_{W^{1,p}(G)} \leq \frac{R}{4}\|S_1 S_0(qf)\|_{W^{1,p}(G)}
\]
\[
\leq C\|S_0(qf)\|_{W^{1,p}(G)} \leq C\|qf\|_{L^p(G)} \leq C\|q\|_{L^\infty(G)} \|f\|_{L^p(G)}
\]
for $h$ sufficiently small and $p \in (1, 2/\alpha)$. \hfill \square

We are now ready to prove proposition 2.

**Proof of proposition 2.** We first obtain from lemma 3.3 that, with $1 < p < \infty$ and $h$ sufficiently small, $(I - S)$ is invertible on $L^p(G)$ and the inverse is bounded. Moreover, the inverse can be written as the Neumann series
\[
(I - S)^{-1} f = \sum_{j=0}^{\infty} S^j f.
\]

Define $W$ as in (3.1) with $w_h = (I - S)^{-1} S A$. We claim that $W$ satisfies $\Delta W + q W = 0$ in $G$. In fact, the analyticity of $\Phi$ implies that $\overline{\nabla} W = e^{-2\Phi/h} \overline{\nabla} W_h$ in $G$ and hence
\[
\overline{\nabla} \overline{\nabla} W = \partial \left( e^{-2\Phi/h} \overline{\nabla} W_h \right) = e^{-2\Phi/h} \partial \left( e^{-2\Phi/h} \overline{\nabla} W_h \right) \quad \text{in } G.
\]

Therefore, $\Delta W + q W = 0$ in $G$ if (and only if)
\[
4 e^{2\mathbb{I}/h} \partial \left( e^{-2\Phi/h} \overline{\nabla} W_h \right) = -q(A + w_h) \quad \text{where } \varphi = \Im \Phi.
\]

Applying lemma 3.2, the latter can be solved by $w_h = S(A + w_h)$.

We are left with the proof of the estimates. Recall from lemma 3.3 again that
\[
\|w_h\|_{L^p(G)} = \|(I - S)^{-1} S A\|_{L^p(G)} \leq C\|S A\|_{L^p(G)} \leq C h \|A\|_{L^p(G)}, \quad 1 < p < \infty.
\]
Moreover, by the Neumann series of $(I - S)^{-1}$ we have $(I - S)^{-1} = \sum_{j=1}^{\infty} S = S(I - S)^{-1}$ and hence
\[ \|u_h\|_{W^{1,p}(G)} = \|S(I - S)^{-1}A\|_{W^{1,p}(G)} \leq C\|I - S\|^{-1}_{L^p(G)} \]
\[ \leq C\|A\|_{L^p(G)}, \quad 1 < p < 2/\alpha. \]

4. Local analysis near a corner

In this section, we consider nontrivial solutions \((u, v)\) to (2.2) where \(\gamma\) is scalar in \(K_{\theta_0,\tilde{a}}\). We aim to prove proposition 1.

Let \(u, v \in H^1(K_{\theta_0,\tilde{a}})\) satisfy (2.2). Integration by parts yields (see also, [11])
\[ \int_{K_{\theta_0,\tilde{a}}} (\gamma - 1) \nabla v \cdot \nabla w - k^2(\rho - 1)vw \, dx = \int_{\partial B_\mu \cap K_{\theta_0}} \partial_\nu v (v - u) \]
\[ - w (\partial_\nu v - \partial_\nu u) \, dx(x) \]
with any \(a \in (0, \tilde{a})\), where \(w \in H^1(K_{\theta_0,\tilde{a}})\) is an arbitrary solution to \(\nabla \cdot \gamma \nabla w + k^2 \rho w = 0\) in \(K_{\theta_0,\tilde{a}}\). In the following, we shall apply corollary 1 for \(w\) with the domain \(G\) taken as, for instance, \(G = K_{\theta_0,\tilde{a}}\) for some \(\theta_0 \in (\theta, \pi)\). In particular, for any \(h \in \mathbb{R}_+\) which is sufficiently small, there is a solution \(w\) of the form (3.3) with the 'residual' \(w_h\) satisfying the estimates in (3.2). Notice that for the 'leading term' \(e^{-\Phi/h}\) of \(w_h\) we have \(\Re \Phi(x) = r^\alpha \cos(\alpha \theta)\), where \((r, \theta)\) comes from the polar coordinates of \(x\) with \(\theta\) taken in \((-\pi, \pi)\). Then we observe for \(\alpha \in (0, \frac{1}{2} \pi/\theta_0)\) that
\[ \Re \Phi(x) \geq \delta |x|^\alpha, \quad x \in K_{\theta_0}, \]
for some positive constant \(\delta\) independent of \(x\). As a consequence, by similar arguments as in [11] we obtain

**Lemma 4.1.** Let \(w\) be as specified in corollary 1 with \(\alpha \in (0, \frac{1}{2} \pi/\theta_0), A \equiv 1\) and \(h \ll 1\). If \(u\) and \(v\) satisfy (2.2), then
\[ \int_{K_{\theta_0,\tilde{a}}} (\gamma - 1) \nabla v \cdot \nabla w - k^2(\rho - 1)vw \, dx = o(e^{-\alpha \delta/(3h)}) ; \]
and the same is valid for \(w\) replaced by its complex conjugate \(\overline{w}\).

In the rest of this section, we shall establish estimates for the left-hand-side integral in (4.2). In particular, upper bounds for certain terms in the integral are stated in section 4.1, while some sharp estimates are proven in section 4.2. With these estimates, the proof of proposition 1 is given in section 4.3. To that end, we need the following preliminary result.

**Lemma 4.2.** Given \(e, b_0 > 0\) and \(b_1, \mu \in \mathbb{C}\) with \(\Re b_1 > 0\) and \(\Re \mu > 0\), we have
\[ \left| \frac{\Gamma(b_1/b_0)}{b_0} \mu^{-b_1/b_0} - \int_0^{b_1-1} e^{-\mu t} \, dt \right| \leq \frac{\Gamma(\Re b_1/b_0) e^{(\Re \mu)^b_0/2}}{b_0}, \]
where the fractional powers (from the left-hand side) are taken as their principal values.

**Proof.** Recall the integral representation of the Gamma function (see, [15])

\[ \Gamma(z) = \int_0^{\infty} e^{-t} t^{z-1} \, dt, \quad \text{Re} \, z > 0. \]
\[
\int_0^\infty b_1^{-1} e^{-\mu t} dt = \frac{\Gamma(b_1/b_0)}{b_0} \mu^{-b_1/b_0}.
\]

Then the left-hand side of the desired estimate is an upper incomplete Gamma function, which satisfies

\[
\left| \int_0^\infty b_1^{-1} e^{-\mu t} dt \right| \leq \int_0^\infty b_1^{-1} e^{-(\Omega \mu) t} dt \leq \frac{\Gamma(\Omega b_1/b_0)}{b_0} (\Omega \mu/2)^{-b_1/b_0} e^{-(\Omega \mu) t/2}.
\]

4.1. Local estimates—upper bounds

We establish in this subsection upper bounds for the integrals at the left-hand-side of (4.2).

Recall the function \( \Phi \) from (3.3). We first have

Lemma 4.3. For any \( \beta \in \mathbb{R} \) and \( p \in (1, \infty] \) with \( \beta + 2 > 2/p \), and any \( f \in L^p(K_{\theta_0,a}) \), we have for \( 0 < h \ll 1 \) that

\[
\left| \int_{K_{\theta_0,a}} |x|^{\beta} e^{-\Phi/h} f(x) dx \right| = \| f \|_{L^p(K_{\theta_0,a})} O \left( h^{(\beta+2-2/p)/\alpha} \right).
\]

Moreover, the estimate is also valid for \( \overline{\Phi} \).

Proof. Applying (4.1) and lemma 4.2 we obtain that

\[
\left| \int_{K_{\theta_0,a}} |x|^{\beta} e^{-\Phi/h} f(x) dx \right| \leq 2b_0 \int_0^d r^{\beta+1} e^{-\delta r^\alpha/h} dr
\]

\[
= 2b_0 \frac{\Gamma((\beta + 2)/\alpha)}{\alpha d^{(\beta+2)/\alpha}} h^{(\beta+2)/\alpha} + O \left( h^{\beta_0 e^{-\overline{\Phi}/2h}} \right)
\]

with some finite power \( \beta_0 \) (independent of \( h \)), which proves the result for \( p = \infty \). Similarly for \( p \in (1, \infty) \),

\[
\left| \int_{K_{\theta_0,a}} |x|^{\beta} e^{-\Phi/h} f(x) dx \right| \leq \int_{K_{\theta_0,a}} e^{-\delta r^\alpha/h} r^\beta |f(x)| dx
\]

\[
\leq \| f \|_{L^p(K_{\theta_0,a})} \| e^{-\delta r^\alpha/h} r^\beta \|_{L^p(K_{\theta_0,a})},
\]

where \( 1/p^* + 1/p = 1 \). By lemma 4.2 again we have

\[
\int_{K_{\theta_0,a}} e^{-\beta^* r^\alpha/h} r^{\beta^*} dx = \theta_1 \left( \frac{\Gamma(\beta^* + 2)}{(\alpha p^* \delta) \beta^* + 2)} h^{(\beta^* + 2)/\alpha} + O \left( h^{\beta_0 e^{-\overline{\Phi}/2h}} \right) \right)
\]

with \( \beta^* + 2 > 0 \) and \( \beta_0 \) a finite constant independent of \( h \). Hence
\[ \|e^{-\delta r/h} r^\beta \|_{L^p(K_{h,a})} \leq C h^{(\beta + 2/p')/\alpha} = C h^{(\beta + 2 - 2/p)/\alpha}. \]

The estimates for \( \Phi \) are verified in exactly the same way. □

Applying lemma 4.3 we obtain

**Lemma 4.4.** Let \( \nu \) be a real analytic function on \( B_r \). Denote \( \nu_{N} \) as the first nonzero (and the \( N \)th order) term from the Taylor series of \( \nu \) at \( x_0 = 0 \), and \( \nu_N \) as the first nonzero (and the \( N \)th order) term from that of \( \nabla \nu \). Let \( w \) be a function of the form (3.3) with \( h \ll 1, \alpha \in (0, \frac{1}{2}\pi/\theta_0) \), \( A \equiv 1 \), \( \|w_h\|_{L^p(K_{h,a})} \leq C h \) and \( \nabla w_h \in L^p(K_{h,a}) \) for some \( p_1 > 2/\alpha, p_2 > 2 \) and \( C \geq 0 \). Suppose that there are constants \( c_j, C_j \) and \( \beta_j \geq 0, j = 1, 2 \), such that

\[ \left| \left( \gamma^{-1/2} (\gamma - 1) - c_1 \right) \right| \leq C_1 r^{\beta_1} \quad \text{and} \quad \left| \left( \gamma^{-1/2} (\rho - 1) - c_2 \right) \right| \leq C_2 r^{\beta_2} \quad \text{a.e. in } K_{h,a}. \]

Then

\[ \int_{K_{h,a}} (\gamma - 1) \nabla \nu \cdot \nabla w \, dx = \left( c_1 + h^{\beta_1/\alpha} \right) O(h^{(N+1)/\alpha}), \]

\[ \times \left| \int_{K_{h,a}} (\rho - 1) \nabla \nu \cdot \nabla w \, dx = \left( c_2 + h^{\beta_2/\alpha} \right) O(h^{(N+2)/\alpha}), \right. \]

\[ \times \left| \int_{K_{h,a}} (\rho - 1) \nabla \nu \, dx = \left( c_2 + h^{\beta_2/\alpha} \right) O(h^{(N+2)/\alpha}), \right. \]

Moreover, all the estimates also hold for \( \overline{w} \), in which case \( \Phi \) is replaced by \( \overline{\Phi} \).

**Proof.** Throughout the proof, the notation \( \lesssim \) between two quantities depending on \( h \), say, \( f(h) \) and \( g(h) \), means \( f(h) \lesssim C g(h) \) for \( h \) sufficiently small, where \( C \) is a positive constant independent of \( h \).

Denote \( \overline{b} = \overline{b}_1 = -\gamma^{1/2} \nabla \gamma^{-1/2} \). Then for \( w \) of the form (3.3) we have

\[ (\gamma - 1) \nabla w = (\gamma - 1) \gamma^{-1/2} e^{-\Phi/h} \left( -(A + w_h) \left( \frac{1}{h} \nabla \overline{\Phi} + \overline{b} \right) + \nabla A + \nabla w_h \right) \]

with

\[ \nabla \Phi = \alpha r^{\alpha-1} e^{(\alpha-1)\theta} \begin{bmatrix} 1 \\ 1 \end{bmatrix}. \] (4.3)

Since \( A \equiv 1 \), we can split the integral

\[ \int_{K_{h,a}} (\gamma - 1) \nabla \nu(\chi) \cdot \nabla w \, dx = -c_1 I_{10} + \sum_{j=1}^{3} I_{1j}, \]
where the integrals $I_{1j}$, $j = 0, \ldots, 3$, depending on $h$, are defined by

$$I_{10} := \frac{1}{h} \int_{K_{0a}} e^{-\Phi/h} \nabla \Phi \cdot V_N \, dx,$$

$$I_{11} := \int_{K_{0a}} \left( \gamma^{-1/2} (\gamma - 1) - c_1 \right) \nabla v \cdot \left( - (1 + w_h) \left( \frac{1}{h} \nabla \Phi + \vec{b} \right) + \nabla w_h \right) e^{-\Phi/h} \, dx,$$

$$I_{12} := c_1 \int_{K_{0a}} (\nabla v - V_N) \cdot \left( - (1 + w_h) \left( \frac{1}{h} \nabla \Phi + \vec{b} \right) + \nabla w_h \right) e^{-\Phi/h} \, dx,$$

$$I_{13} := c_1 \int_{K_{0a}} V_N \cdot \left( - w_h \left( \frac{1}{h} \nabla \Phi + \vec{b} \right) - \vec{b} + \nabla w_h \right) e^{-\Phi/h} \, dx.$$

Notice in $K_{0a}$ (in the $L^\infty$ sense) that

$$|V_N| \lesssim r^N, |\nabla \Phi| \lesssim r^{\alpha - 1},$$

$$\left| \left( \gamma^{-1/2} (\gamma - 1) - c_1 \right) \right| \lesssim r^{\beta}, |\nabla v - V_N| \lesssim r^{N+1}.$$

Applying lemma 4.3 with $\beta = N + \alpha - 1$ and $p = \infty$ we obtain that

$$|I_{10}| \lesssim h^{(N+\alpha+1)/\alpha - 1} \lesssim h^{(N+1)/\alpha},$$

and similarly (with $\beta = N$),

$$\left| \int_{K_{0a}} V_N \cdot \vec{b} e^{-\Phi/h} \, dx \right| \lesssim h^{(N+2)/\alpha}.$$

By lemma 4.3 again but with $f = w_h$ or $f = \nabla w_h$ we derive that

$$\left| \int_{K_{0a}} V_N \cdot \left( \frac{1}{h} \nabla \Phi + \vec{b} \right) e^{-\Phi/h} w_h \, dx \right| \lesssim \|w_h\|_{L^p(K_{0a}, h^{N+1-2/p_1})/\alpha}$$

and

$$\left| \int_{K_{0a}} e^{-\Phi/h} V_N \cdot \nabla w_h \, dx \right| \lesssim \|\nabla w_h\|_{L^p(K_{0a}, h^{N+2-2/p_2})/\alpha}.$$

Therefore, we have deduced that

$$|I_{13}| \lesssim c_1 \left( h^{(N+2)/\alpha} + \|w_h\|_{L^p(K_{0a}, h^{N+1-2/p_1})/\alpha} + \|\nabla w_h\|_{L^p(K_{0a}, h^{N+1-2/p_1})/\alpha} + \|\nabla w_h\|_{L^p(K_{0a}, h^{N+2-2/p_2})/\alpha} \right) \lesssim c_1 h^{(N+1)/\alpha} (h^{(1-2/\alpha)p_1} + h^{(1-2/\alpha)p_2}/\alpha).$$

Similarly,

$$|I_{12}| \lesssim c_1 \left( h^{(N+2)/\alpha} + \|w_h\|_{L^p(K_{0a}, h^{N+2-2/p_1})/\alpha} + \|\nabla w_h\|_{L^p(K_{0a}, h^{N+2-2/p_1})/\alpha} + \|\nabla w_h\|_{L^p(K_{0a}, h^{N+3-2/p_2})/\alpha} \right) \lesssim c_1 h^{(N+2)/\alpha},$$

...
and
\[ |I_{11}| \lesssim h^{(N+1+\beta_1)/\alpha} + \|u_h\|_{L^p(K_{\theta_0,a})} h^{(N+1+\beta_1-2/p_1)/\alpha} + \|\nabla u_h\|_{L^p(K_{\theta_0,a})} h^{(N+2+\beta_1-2/p_2)/\alpha} \lesssim h^{(N+1+\beta_1)/\alpha}. \]

In the same manner we write
\[ \int_{K_{\theta_0,a}} (\rho - 1) v w \, dx = c_2 I_{20} + \sum_{j=1}^{4} I_{2j}, \]
where \( I_{2j}, j = 0, \ldots, 3, \) depending on \( h, \) are defined by
\begin{align*}
I_{20} &:= \int_{K_{\theta_0,a}} v_{N_0} e^{-\Phi/h} \, dx, \\
I_{21} &:= \int_{K_{\theta_0,a}} \left( \gamma^{-1/2} (\rho - 1) - c_2 \right) v (1 + u_h) e^{-\Phi/h} \, dx, \\
I_{22} &:= c_2 \int_{K_{\theta_0,a}} (v - v_{N_0}) (1 + u_h) e^{-\Phi/h} \, dx, \\
I_{23} &:= c_2 \int_{K_{\theta_0,a}} v_{N_0} u_h e^{-\Phi/h} \, dx.
\end{align*}

In \( K_{\theta_0,a} \) we have (in the \( L^\infty \) sense)
\[ |v_{N_0}| \lesssim r_{N_0} \quad \left| \left( \gamma^{-1/2} (\rho - 1) - c_1 \right) \right| \lesssim r_{\beta_2} \quad |v - v_{N_0}| \lesssim r_{\nu_0 + 1}. \]

Applying lemma 4.3 twice with \( \beta = N_0 \) and, respectively, \( f \equiv 1 \) and \( f = w_h, \) we obtain that
\[ |I_{20}| \lesssim h^{(N_0 + 2)/\alpha} \quad \text{and} \quad |I_{23}| \lesssim c_2 \|u_h\|_{L^p(K_{\theta_0,a})} h^{(N_0 + 2 - 2/p_1)/\alpha} \lesssim c_2 h^{(N_0 + 2 + \alpha - 2/p_1)/\alpha}. \]

Similarly, we have
\[ |I_{22}| \lesssim c_2 \left( h^{(N_0 + 3)/\alpha} + \|u_h\|_{L^p(K_{\theta_0,a})} h^{(N_0 + 3 - 2/p_1)/\alpha} \right) \lesssim c_2 h^{(N_0 + 3)/\alpha} \]
and
\[ |I_{21}| \lesssim h^{(N_0 + 2 + \beta_2)/\alpha} + \|u_h\|_{L^p(K_{\theta_0,a})} h^{(N_0 + 2 + \beta_2 - 2/p_1)/\alpha} \lesssim h^{(N_0 + 2 + \beta_2)/\alpha}. \]

The estimates for \( |\Psi| \) can be proven in the same way. \( \square \)

4.2. Sharp local estimates

We provide sharp estimates for the integrals at the left-hand-side of (4.2) for \( K_{\theta_0,a} \) of aperture \( 2\theta_0 \) with \( \theta_0 \in (0, \pi) \setminus \{\pi/2\}. \) To that end, we need some properties of solutions to the Helmholtz equation.

The following lemma states some properties of the first two non-zero terms in the Taylor series of a solution to the Helmholtz equation. The proof is based on straightforward
comparison of degrees of homogeneous polynomials in each term of the Taylor series. We choose to skip the proof here and refer the readers to [6, 11] for the arguments.

**Lemma 4.5.** Let \( v \) be a solution to the Helmholtz equation \( \Delta v + k^2 v = 0 \) in a neighborhood of the origin. For each \( j \in \mathbb{N} \), denote \( v_j(x) \) as the \( j \)th order term in the Taylor series of \( v \), which is a homogeneous polynomial of degree \( j \), and \( V_j(x) \) be that of \( \nabla v \). Suppose that \( v_{N_0} \) is the first non-zero term in the Taylor series of \( v \), and \( V_N \) that of \( \nabla v \). Then

(a) The terms \( v_{N_0}, v_{N_0+1}, V_N \) and \( V_{N+1} \) are harmonic.

(b) If \( v \) vanishes at the origin, that is, when \( N_0 \geq 1 \), then \( N = N_0 - 1 \).

(c) If \( v \) is nonzero at the origin, namely, \( N_0 = 0 \), then either \( N = 0 \) and \( V_0 = \nabla v_1 \), or \( N = 1 \), \( v_1 = 0 \), \( V_1 = \nabla v_2 \) and \( \nabla \cdot V_1 = -k^2 v_0 \).

Recall \( \Phi \) given by (3.3). In the rest of this section, denote

\[
\Phi_1 = \Phi \quad \text{and} \quad \Phi_2 = \overline{\Phi}.
\]

We have the following sharp estimates.

**Lemma 4.6.** Let \( v_{N_0} \) be a (nontrivial) homogeneous polynomial of degree \( N_0 \in \mathbb{N} \) which is harmonic. Then

\[
\int_{K_{\theta_0}} v_{N_0}(x) e^{-\Phi_j/h} \, dx = C_{0,N_0,j} h^{N_0+2j}/\alpha + O \left( e^{-\alpha \delta/(3h)} \right), \quad j = 1, 2, \quad (4.4)
\]

where \( C_{0,N_0,j}, j = 1, 2 \), are constants independent of \( h \), and at least one of them is nonzero.

**Proof.** Applying lemma 4.2 we have

\[
\begin{align*}
\int_{K_{\theta_0}} v_{N_0} e^{iN_0\theta} \frac{e^{-\Phi_j/h}}{r} \, dx &= \int_{-\theta_0}^{\theta_0} e^{iN_0\theta} \int_{0}^{\theta_0} e^{iN_0\theta} e^{-r(\cos \alpha \theta - (-1)^{j} \sin \alpha \theta)/h} \, dr \, d\theta \\
&= \alpha^{-1} \Gamma((N_0 + 2)/\alpha) h^{N_0+2j}/\alpha \int_{-\theta_0}^{\theta_0} e^{iN_0\theta} e^{(-1)^{j} \sin \alpha \theta(N_0+2)/\alpha} \, d\theta + O \left( h^{N_0} e^{-\alpha \delta/(3h)} \right) \\
&= - \frac{\alpha^{-1} \Gamma((N_0 + 2)/\alpha) h^{N_0+2j}/\alpha}{((-1)^{j} \pm 1) N_0 + (-1)^{j} / 2} \left( e^{\pm((1)^{j} \pm 1) N_0 + (-1)^{j} / 2} \right) + O \left( e^{-\alpha \delta/(3h)} \right),
\end{align*}
\]

where \( \beta_0 \) is some constant independent of \( h \). Hence for any constants \( B_1 \) and \( B_2 \),

\[
\begin{align*}
\frac{\alpha^{-1} \Gamma((N_0 + 2)/\alpha) h^{N_0+2j}/\alpha}{((-1)^{j} \pm 1) N_0 + (-1)^{j} / 2} \int_{K_{\theta_0}} v_{N_0} (B_1 e^{iN_0\theta} + B_2 e^{-iN_0\theta}) e^{-\Phi_j/h} \, dx \\
&= \frac{(-1)^{j}}{2} \left( B_f (e^{(-1)^{j} \pm 2(N_0+1)/h} - e^{(-1)^{j} \pm 2(N_0+1)/h}) \\
&\quad + B_{f+1} e^{(-1)^{j} \pm 2(N_0+1)/h} - e^{(-1)^{j} \pm 2(N_0+1)/h}) \right) + O \left( e^{-\alpha \delta/(3h)} \right),
\end{align*}
\]

where \( B_{2+1} = B_1 \). Thus, (4.4) is verified by taking \( v_{N_0} = B_1 e^{iN_0\theta} + B_2 e^{-iN_0\theta} \). It is left to show the nontriviality of the constants \( C_{0,N_0,j}, j = 1, 2 \). Recall that \( B_1^2 + B_2^2 \neq 0 \).
We observe from the proof that, in the case when

**Remark 4.1.** If

\[ C_{0,N_0,1} = C_{0,N_0,2} = 0, \]

then

\[
0 = \det \begin{pmatrix}
\frac{e^{-2i\theta_0} - e^{2i\theta_0}}{N_0 + 1} & \frac{e^{-2i(N_0+1)\theta_0} - e^{2i(N_0+1)\theta_0}}{N_0 + 1} \\
\frac{-e^{-2i\theta_0} - e^{2i\theta_0}}{N_0 + 1} & \frac{e^{-2i(N_0+1)\theta_0} - e^{2i(N_0+1)\theta_0}}{N_0 + 1}
\end{pmatrix}.
\]

That is,

\[
\sin \theta_0 = \pm \frac{\sin(N_0 + 1)\theta_0}{N_0 + 1},
\]

which is impossible since \( \theta_0 \in (0, \pi) \setminus \{\pi/2\}. \)

**Remark 4.2.** We observe from the proof that, in the case when \( v_{N_0} \equiv 1 \) (\( N_0 = 0 \)), the constants \( C_{0,N_0,j} \) are given by

\[
C_{0,0,j} = \frac{\Gamma(2/\alpha)}{(-1)^{2\alpha}} \left( e^{-(1)^{1/2}2\theta_0} - e^{-(1)^{1/2}2\theta_0} \right), \quad j = 1, 2.
\]

**Lemma 4.7.** Given \( N \in \mathbb{N} \), let \( V = \nabla \Phi(x) \) be the gradient of a homogeneous polynomial of degree \( N + 1 \) which is harmonic. Suppose that \( V \) is not identically zero. Then we have

\[
-\frac{1}{h} \int_{K_{h_0}^N} e^{-\Phi/h} V \cdot \nabla \Phi_j \, dx = C_{1,j} h^{(N+1)/\alpha} + o \left( e^{-\alpha \delta / (3h)} \right), \quad j = 1, 2 \tag{4.5}
\]

with constants \( \beta_0 \) and \( C_{1,j} \) independent of \( h, j = 1, 2 \). Moreover, \( C_{1,1} = C_{1,2} = 0 \), if and only if the aperture of the corner

\[
2\theta_0 = \frac{l\pi}{1 + N} \in (0, 2\pi) \setminus \{\pi\}, \quad i.e., N = \frac{\pi}{2\theta_0} - 1 \in \mathbb{N}_+, \tag{4.6}
\]

for some \( l \in \mathbb{N}_+ \).

**Remark 4.3.** We observe from (4.6) that, if \( N = 0 \) then \( C_{1,1} \) and \( C_{1,2} \) can never be both zero. In the case if \( N = 1 \), the only possibility for \( C_{1,1} = C_{1,2} = 0 \) is when \( \theta_1 = \pi/2 \) or \( 3\pi/2 \).

**Remark 4.4.** We note that, the situation \( C_{1,1} = C_{1,2} = 0 \), that is, when \( 2\theta_0 \) and \( N \) satisfies the relation (4.6), is ‘invariant’ under different (admissible) choices of the holomorphic function \( A \), as in (3.3) for \( w \). More precisely, when (4.6) is satisfied, by the same arguments as in the proof of lemma 4.7 we have for \( A \) with \( \partial A = 0 \) that

\[
\int_{K_{h_0}^N} V \cdot \nabla(A_j e^{-\Phi_j/h}) \, dx = o \left( h^{(N+1)/\alpha} \right), \quad j = 1, 2,
\]

with \( A_1 = A \) and \( A_2 = \overline{A} \), provided that \( A(x) = O(1) \) near the corner. If \( A(x) = O(|x|^{\beta/\alpha}) \) around the corner, then the left-hand side of the above relation is replaced by \( o(h^{(N+1+\beta)/\alpha}) \). We omit the proof of this fact to keep our main context concise.

**Proof of lemma 4.7.** Recall that \( \tau^N e^{\pm iN\theta} \) form a basis of all homogeneous harmonic polynomial of degree \( N \), where \( x_1 \) and \( x_2 \) denote the Cartesian components of \( x \in \mathbb{R}^2 \). Then we can write the vector field \( V \) as...
Lemma 4.8. Let 

\[ V(x) = b_1 \left[ \frac{1}{2} \right] r^N e^{iN\theta} + b_2 \left[ \frac{1}{-1} \right] r^N e^{-iN\theta}. \]

Recalling (4.3) we have

\[ V \cdot \nabla \Phi_j = 2\alpha b_{j+1} r^{N-1+\alpha} e^{(-1)^j i\alpha(N+1-\alpha)} \quad j = 1, 2, \]

where \( b_{2+1} := b_1 \). Applying lemma 4.2 yields

\[
\frac{1}{2b_{j+1}h} \int_{K_{0,a}} e^{-\Phi_j / h} V \cdot \nabla \Phi_j \, dx
= \Gamma \left( \frac{N + 1}{\alpha} + 1 \right) \frac{\alpha^{N+1}}{h^{N+1}} \int_{-\theta_0}^{\theta_0} e^{(-1)^j i\alpha(N+1)\theta} \, d\theta + o \left( e^{o(h^{2(1/3\alpha)})} \right)
\]

with some finite power \( \beta_0 \) (independent of \( h \)). Then (4.5) is verified by the simple fact that

\[
\int_{-\theta_0}^{\theta_0} e^{(-1)^j i\alpha(N+1)\theta} \, d\theta = -i \frac{(-1)^j}{2(N+1)} \left( e^{(-1)^j i\alpha(1\mathbb{Z} + 1)\theta_0} - e^{(-1)^j i\alpha(1\mathbb{Z} + 1)\theta_0} \right),
\]

with the constants

\[
C_{1,j} = i(-1)^j b_{j+1} \alpha \left( e^{(-1)^j i\alpha(1\mathbb{Z} + 1)\theta_0} - e^{(-1)^j i\alpha(1\mathbb{Z} + 1)\theta_0} \right), \quad j = 1, 2.
\]

Finally, for either \( j = 1 \) or \( 2 \), \( C_{1,j} = 0 \) if and only if \( b_{j+1} = 0 \) or \( e^{(-1)^j i\alpha(1\mathbb{Z} + 1)\theta_0} = 1 \), where the latter is equivalent to that \( 4(N + 1)\theta_0 = 2\pi l \) for some integer \( l \). The proof is complete.

**Lemma 4.8.** Let \( V(x) \) be the gradient of a homogeneous polynomial of degree 2 and satisfy \( \nabla \cdot V = -k^2 v_0 \neq 0 \). Given two constants \( c_1 \) and \( c_2 \) with \( c_1 \neq 0 \), then for each \( j = 1, 2 \) we have

\[
-\frac{c_1}{h} \int_{K_{0,a}} e^{-\Phi_j / h} V \cdot \nabla \Phi_j \, dx - k^2 v_0 c_2 \int_{K_{0,a}} e^{-\Phi_j / h} \, dx = C_{2,j} h^{2/\alpha}
+ o \left( e^{o(h^{2(1/3\alpha)})} \right),
\]

with some constant \( C_{2,j} \) independent of \( h \). Moreover, \( C_{2,1} = C_{2,2} = 0 \) happens only when either \( 2\theta_0 \in \{ \pi/2, 3\pi/2 \} \) and \( c_1 = c_2 \), or \( 2\theta_0 \notin \{ \pi/2, 3\pi/2 \} \) and

\[
V(x) = -\frac{1}{4} k^2 v_0 \left( (1 - c_0) x_1^2 + (1 + c_0) x_2^2 \right) \quad \text{with} \quad c_0 = \frac{1 - c_2 / c_1}{\cos 2\theta_0}.
\]

**Proof.** We can write \( V(x) = \frac{1}{2} \nabla (x^T B x) = Bx \) where \( B = (b_{ij}) \) is a 2-by-2 symmetric matrix with \( b_{11} + b_{22} = -k^2 v_0 \). Recall from (4.3) that

\[
V \cdot \nabla \Phi_j = \alpha r^{1/2} e^{(-1)^j i\alpha(N+1-\alpha)} \left[ \frac{1}{2} - (-1)^j \right] B x
= \alpha r^{1/2} (b_j e^{(-1)^j i\alpha(N+1-\alpha)} - k^2 v_0 e^{(-1)^j i\alpha})(1/2), \quad j = 1, 2,
\]
where \( b_j = b_{1j} - b_{2j} - (-1)^j2i b_{12} \), \( j = 1, 2 \). Then
\[
\frac{2}{h} \int_{\mathcal{K}_{b_0, a}} e^{-\Phi_j/h} V \cdot \nabla \Phi_j \, dx
= \frac{\alpha}{h} \int_{-\theta_0}^{\theta_0} (b_j e^{(-1)^j1/2\alpha \theta} - k^2 v_0 e^{(-1)^j1/2 \alpha \theta}) \int_0^{\alpha} r^{\alpha+1} e^{-\Phi_j/h} \, dr \, d\theta
= \Gamma \left( \frac{2}{\alpha} + 1 \right) \frac{h^{2/\alpha}}{\theta_0} \int_{-\theta_0}^{\theta_0} b_j e^{(-1)^j1/2 \theta} - k^2 v_0 e^{(-1)^j1/2 \theta} \, d\theta + o \left( e^{-\alpha \delta/(3h)} \right).
\]

Therefore, we obtain that
\[
\frac{1}{h} \int_{\mathcal{K}_{b_0, a}} e^{-\Phi_j/h} V \cdot \nabla \Phi_j \, dx = \tilde{C}_{1,j} b_j^{2/\alpha} + o \left( e^{-\alpha \delta/(3h)} \right)
\]
with
\[
\tilde{C}_{1,j} = \frac{\Gamma(2/\alpha)}{(-1)^j1/2 \alpha} (e^{(-1)^j1/2 \theta_0} - e^{(-1)^j1/2 \theta_0}) \left( \frac{b_j}{2} \left( e^{(-1)^j1/2 \theta_0} + e^{(-1)^j1/2 \theta_0} \right) - e^{(-1)^j1/2 \theta_0} - k^2 v_0 \right).
\]

Moreover, recalling (4.4) we achieve (4.7) with the constants
\[
C_{2,j} = \frac{1}{2} c_1 \Gamma(2/\alpha) \left( e^{(-1)^j1/2 \theta_0} - e^{(-1)^j1/2 \theta_0} \right) \left( \frac{b_j}{2} \left( e^{(-1)^j1/2 \theta_0} + e^{(-1)^j1/2 \theta_0} \right) - k^2 v_0 \left( 1 - \frac{c_2}{c_1} \right) \right).
\]

Notice that \( e^{\mp 1/4 \theta_0} \neq 1 \) since \( 2\theta_0 \in (0, 2\pi) \setminus \{\pi\} \), and that \( e^{\mp 1/4 \theta_0} = -1 \) if and only if \( 2\theta_0 = \pi/2, 3\pi/2 \). If \( 2\theta_0 \in \{\pi/2, 3\pi/2\} \) then \( C_{2,j} = 0 \) only when \( c_1 = c_2 \neq 0, j = 1, 2 \). Otherwise if \( 2\theta_0 \notin \{\pi/2, 3\pi/2\} \), then \( C_{2,1} = C_{2,2} = 0 \) if and only if
\[
b_j = 2k^2 v_0 \left( 1 - \frac{c_2}{c_1} \right) e^{(-1)^j1/2 \theta_0} \left( \frac{1}{2} \left( e^{(-1)^j1/2 \theta_0} + e^{(-1)^j1/2 \theta_0} \right) - k^2 v_0 \left( 1 - \frac{c_2}{c_1} \right) \right),
\]
which is equivalent to that \( b_{11} = -k^2 v_0 (1 - c_0)/2, b_{22} = -k^2 v_0 (1 + c_0)/2 \) and \( b_{12} = b_{21} = 0 \). The proof is complete.

\[\square\]

4.3. Proof of proposition 1

We are finally in a position to prove proposition 1.

Let \( \rho, \gamma \) be the same as those in theorem 1 with a corner of aperture \( 2\theta_0 \) where \( (\gamma, \rho) \) is admissible. Denote \( c_1 \) and \( c_2 \) as the essential jumps of, respectively, \( \gamma \) and \( \rho \) at the corner as defined in definition 2.2. We apply the rigid change of coordinates as in definition 2.2; in particular, the corner is located at the origin under the new coordinates.

Given \((u, v)\) a nontrivial solution to (2.2), then lemma 4.1 states
\[
\int_{\mathcal{K}_{\partial_0 \alpha}} (\gamma - 1) \nabla v \cdot \nabla w_j - k^2 (\rho - 1) v w_j \, dx = o(e^{-\alpha \delta / (3h)}), \quad j = 1, 2, \tag{4.8}
\]

where \( h \) is an arbitrary positive constant which is sufficiently small, \( w_1 = w, w_2 = \overline{w} \) and \( w \) is the solution to \( \nabla \cdot \gamma \nabla w + k^2 \rho w = 0 \) as specified in corollary 1. In particular, \( w \) is of the form (3.3) with \( \alpha \in (0, \frac{1}{2} \pi / \theta_0) \), \( A \equiv 1 \) and the estimates (3.2) for any \( p_1 \in (2 / \alpha, \infty) \) and \( p_2 \in (2, 2 / \alpha) \).

If \( v \) can be extended into \( B_0 \) while remaining as a solution to \( \Delta v + k^2 v = 0 \), then \( v \) is real-analytic in \( B_0 \), in which case we can consider its Taylor series. Denote \( N_0 \) as the vanishing order of \( v \) at the corner and \( N \) as that of \( \nabla v \). In other words, the first non-zero term of the Taylor series of \( v \) is the \( N_0 \)th order term, which is a (harmonic) homogeneous polynomial of degree \( N_0 \) in \( x \) and is denoted as \( \upsilon_{N_0}(x) \). Similarly, the first non-zero term in the Taylor series of \( \nabla v \), denoted as \( \upsilon_x(x) \), is a harmonic and homogeneous polynomial (vector) of degree \( N \).

We first show that such an extension for \( v \) never happens in the case of item (I-a) from theorem 1. That is to say, if for some constants \( \beta_1 > 2, \beta_2 > 0 \) and \( c_2 \neq 0 \),

\[
|\gamma^{-1/2} (\gamma - 1)| \leq C_1 |x|^{|\beta_1|} \quad \text{and} \quad |\gamma^{-1/2} (\rho - 1) - c_2| \leq C_2 |x|^{|\beta_2|} \quad \text{a.e. in} \mathcal{K}_{\partial_0 \alpha},
\]

then \( v \) cannot be extended into \( B_0 \) as a solution to \( \Delta v + k^2 v = 0 \). In fact, assuming that \( v \) admits such an extension, then lemma 4.4 implies that

\[
\left| \int_{\mathcal{K}_{\partial_0 \alpha}} (\gamma - 1) \nabla v \cdot \nabla w_j - k^2 (\rho - 1) v w_j + k^2 c_2 \upsilon_{N_0} e^{-\Phi_j / h} \, dx \right| \leq Ch^{\tilde{\beta}_1 / \alpha}, \quad j = 1, 2,
\]

with \( \tilde{\beta}_1 = \min \{N + 1 + \beta_1, N_0 + 2 + \beta_2, N_0 + 2 + \alpha - 2 / p_1\} \). Recall from lemma 4.5 that \( N \geq N_0 - 1 \) and hence \( \tilde{\beta}_1 > N_0 + 2 \). On the other hand we have from lemma 4.6 that

\[
k^2 c_2 \int_{\mathcal{K}_{\partial_0 \alpha}} \upsilon_{N_0} e^{-\Phi_j / h} \, dx = k^2 c_2 C_{0,N_0} h^{(N_0 + 2) / \alpha} + o(e^{-\alpha \delta / (3h)}), \quad j = 1, 2,
\]

where \( C_{0,N_0,1} \) and \( C_{0,N_0,2} \) are constants independent of \( h \); moreover, at least one of these two constants is nonzero. Then we arrive at a contradiction against (4.8).

Next, we apply similar arguments for the case of

\[
|\gamma^{-1/2} (\gamma - 1) - c_1| \leq C_1 |x|^{|\beta_1|} \quad \text{and} \quad |\gamma^{-1/2} (\rho - 1) - c_2| \leq C_2 |x|^{|\beta_2|} \quad \text{a.e. in} \mathcal{K}_{\partial_0 \alpha},
\]

with some constants \( c_j \in \mathbb{R} \) and \( \beta_j > 0, j = 1, 2 \), with \( c_1 
eq 0 \). By lemma 4.4 again we obtain that

\[
\left| \int_{\mathcal{K}_{\partial_0 \alpha}} (\gamma - 1) \nabla v \cdot \nabla w_j - k^2 (\rho - 1) v w_j + C_1 \frac{1}{h} \upsilon_{N_0} (\nabla \Phi_j) e^{-\Phi_j / h} \right. \\
\left. + k^2 c_2 \upsilon_{N_0} e^{-\Phi_j / h} \, dx \right| \leq Ch^{\tilde{\beta}_2 / \alpha}, \quad j = 1, 2, \quad \text{with} \quad \tilde{\beta}_2 = \min \{\tilde{\beta}_3, \tilde{\beta}_4\},
\]
where \( \tilde{\beta}_3 = \min\{N_0 + 2 + \beta_2, N_0 + 2 + \alpha - 2/p_1\} \) and \( \tilde{\beta}_4 = \min\{N + 1 + \beta_1, N + 1 + \alpha - 2/p_1, N + 2 - 2/p_2\} \). Combining (4.8) we must have

\[
\int_{K_{h_0}} \frac{c_1}{h} V_\nu(x) \cdot (\nabla \Phi_j) e^{-\Phi_j/h} + k^2 c_2 V_{N_0} e^{-\Phi_j/h} \, dx \leq Ch^{\tilde{\beta}_3/\alpha}, \quad j = 1, 2.
\]

(4.9)

In the following, we split our arguments based on the three different relations between \( N_0 \) and \( N \) as established in lemma 4.5. These three cases are, when \( N_0 \geq 1 \), when \( N_0 = N = 0 \), and when \( N_0 = 0 \) with \( N = 1 \). If \( N_0 \geq 1 \), which also corresponds to item (II-b) in theorem 1, then \( N = N_0 - 1 \) and \( \tilde{\beta}_2 = \tilde{\beta}_4 > N + 1 \). On the other hand, we obtain from lemmas 4.6 and 4.7 that

\[
\int_{K_{h_0}} \frac{c_1}{h} V_\nu(x) \cdot (\nabla \Phi_j) e^{-\Phi_j/h} + k^2 c_2 V_{N_0} e^{-\Phi_j/h} \, dx = -c_1 C_1 h^{(N+1)/\alpha} + O(h^{(N+3)/\alpha})
\]

for \( j = 1, 2 \), where \( C_{1,j}, j = 1, 2 \), are constants independent of \( h \). Recalling (4.9), we obtain that for \( \nu \) admits an extension in \( B_{\tilde{h}} \), there must hold \( C_{1,1} = C_{1,2} = 0 \), where the latter is equivalent to \( 2\theta_0 = l \pi/(1 + N) = l \pi/N_0 \in (0, 2\pi) \setminus \{\pi\} \) for some integer \( l \), by lemma 4.7. Otherwise if \( N = N_0 = 0 \), which coincides with the case of (II-a) from theorem 1, we have again from lemmas 4.6 and 4.7 that

\[
\int_{K_{h_0}} \frac{c_1}{h} V_\nu(x) \cdot (\nabla \Phi_j) e^{-\Phi_j/h} + k^2 c_2 V_{N_0} e^{-\Phi_j/h} \, dx = -c_1 C_1 h^{1/\alpha} + O(h^{2/\alpha}), \quad j = 1, 2,
\]

where \( C_{1,j}, j = 1, 2 \), are constants independent of \( h \), and at least one of them is nonzero (see, remark 4.2). However, this contradicts (4.9) since \( \tilde{\beta}_2 = \tilde{\beta}_4 > 1 \), that is, \( \nu \) cannot be extended with \( N = N_0 = 0 \). Lastly, for \( N_0 = 0 \) and \( N = 1 \), which matches item (II-c) in theorem 1, we observe from lemma 4.8 that

\[
\int_{K_{h_0}} \frac{c_1}{h} V_\nu(x) \cdot (\nabla \Phi_j) e^{-\Phi_j/h} + k^2 c_2 V_{N_0} e^{-\Phi_j/h} \, dx
\]

\[
= -C_2 h^{2/\alpha} + o(e^{-\alpha \delta/(3h)}), \quad j = 1, 2,
\]

where \( C_{2,j}, j = 1, 2 \), are constants independent of \( h \). Since in this case \( \tilde{\beta}_2 > 2 \), then (4.9) yields \( C_{2,1} = C_{2,2} = 0 \), and hence by lemma 4.8 that either \( 2\theta_0 \in \{\pi/2, 3\pi/2\} \) and \( c_1 = c_2 \), or \( 2\theta_0 \notin \{\pi/2, 3\pi/2\} \) and

\[
\nabla v_2(x) = V_1(x) = -\frac{1}{4} k^2 V_0 \nabla((1 - c_0)x_1^2 + (1 + c_0)x_2^2) \quad \text{with} \quad c_0 = \frac{1 - c_2/c_1}{\cos 2\theta_0}.
\]

For the latter case (when \( 2\theta_0 \notin \{\pi/2, 3\pi/2\} \)), expanding \( v \), which is a solution to \( \Delta v + k^2 v = 0 \) in \( B_{\tilde{h}} \), as the sum of spherical waves \( J_m(kr)e^{\pm im\theta} \), \( m \in \mathbb{N} \), we obtain that only the even terms (i.e., when \( m \) is even) could be nontrivial. Moreover, the second nonzero term in this expansion is of the form

\[
c_0 v_0 J_2(kr)(e^{12\theta} + e^{-12\theta}),
\]
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where the first is $v_0 J_0(\nu_0 kr)$ with $\nu_0$ a nonzero constant.

The statements associated with items (I-b) and (I-c) in theorem 1 can be proven by analogous arguments.
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