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ABSTRACT. We study instability of unidirectional flows for the linearized 2D Navier-Stokes equations on the torus. Unidirectional flows are steady states whose vorticity is given by Fourier modes corresponding to a single vector $p \in \mathbb{Z}^2$. Using Fourier series and a geometric decomposition allows us to decompose the linearized operator $L_B$ acting on the space $\ell^2(\mathbb{Z}^2)$ about this steady state as a direct sum of linear operators $L_{B,q}$ acting on $\ell^2(\mathbb{Z})$ parametrized by some vectors $q \in \mathbb{Z}^2$. Using the method of continued fractions we prove that the linearized operator $L_{B,q}$ about this steady state has an eigenvalue with positive real part thereby implying exponential instability of the linearized equations about this steady state. We further obtain a characterization of unstable eigenvalues of $L_{B,q}$ in terms of the zeros of a perturbation determinant (Fredholm determinant) associated with a trace class operator $K_\lambda$. We also extend our main instability result to cover regularized variants (involving a parameter $\alpha > 0$) of the Navier-Stokes equations, namely the second grade fluid model, the Navier-Stokes-$\alpha$ and the Navier-Stokes-Voigt models.

1. INTRODUCTION

Consider the incompressible Navier Stokes equations in vorticity form on the torus $T^2$

$$\partial_t \omega + u \cdot \nabla \omega = \nu \Delta \omega + \nu f,$$  \hspace{1cm} (1.1)

where the velocity $u$ and the vorticity $\omega$ are related via the equation $\omega = \text{curl} u$ and incompressibility imposes the condition $\nabla \cdot u = 0$, $\nu > 0$ is a constant and $f$ is a forcing function. Putting $\nu = 0$ formally gives us the Euler equations. The condition $\nabla \cdot u = 0$ guarantees the existence of a stream function $\psi$ which is related to the velocity via $u = \nabla^\perp \psi = (\psi_y, -\psi_x)$ and $\omega = \text{curl} u = -\Delta \psi$. Fix a non-zero vector $p \in \mathbb{Z}^2 \setminus \{0\}$ in the integer lattice $\mathbb{Z}^2$ and consider a steady state solution to the 2D Navier Stokes equations (1.1) on the torus $T^2$ of the form

$$\omega^0(x) = \frac{\Gamma}{2} e^{ip \cdot x} + \frac{\Gamma}{2} e^{-ip \cdot x} = \Gamma \cos(p \cdot x),$$

$$u^0(x) = (\psi^0_y, -\psi^0_x) = \frac{\Gamma}{\|p\|^2} \sin(p \cdot x)p^\perp,$$
where \( p = (p_1, p_2) \), \( p^\perp = (-p_2, p_1) \), \( \Gamma \in \mathbb{R} \) and \( \psi^0(x) = \frac{\Gamma}{\|p\|^2} \cos(p \cdot x) \). Such a steady state with one non-zero Fourier mode (characterized by the vector \( p \)) for the vorticity is called a unidirectional flow. Two important special cases of the above are the following. Letting \( p = (0, 1) \) we obtain a steady state whose vorticity is given by \( \omega^0(x, y) = \cos y \). This steady state is sometimes referred to as the Kolmogorov flow in the literature. L. Meshalkin and Y. Sinai, in \cite{28} proved linear instability of these states on the domain \( \mathbb{R} \times \mathbb{T} \) (a periodic channel, i.e., infinitely long in \( x \)-direction and periodic boundary conditions in \( y \)) for the Navier Stokes equations using continued fractions, see also \cite{30}. The case when \( p = (0, m) \) was considered by S. Friedlander, W. Strauss and M. Vishik \cite{14}, who proved linear instability of these states to the Euler equations on \( \mathbb{T}^2 \) extending the continued fractions methods of Meshalkin and Sinai, see also \cite{3} by L. Belenkaya, S. Friedlander and V. Yudovich and \cite{13} by S. Friedlander and L. Howard. When \( p = (1, 0) \) these states are called bar states in \cite{2}. In a recent preprint, see \cite{6}, the authors exhibit an interesting family of non-trivial steady states that are arbitrarily close to the Kolmogorov flow for the Euler equations, with consequences for the Navier-Stokes equations.

Studying the spectrum of the linearized differential operator obtained by linearizing the Navier-Stokes or Euler equations about steady states such as those considered above is an important first step towards an understanding of the stability and dynamics of solutions to the full nonlinear equations. Besides the earlier cited works, see also \cite{11, 12, 26, 27} for related work on the use of continued fractions to study instability of steady states to the Navier-Stokes equations.

Unidirectional flows can be classified as being of type 0, I, II (depending on the vector \( p \)) as explained in Remark 1.1 below. Flows of type 0 are known to be stable for the Euler equations. Recently, H. Dullin, Y. Latushkin, R. Marangell, J. Worthington and the present author proved in \cite{7} that unidirectional flows that are of type I are linearly exponentially unstable for the 2D Euler and the 2D \( \alpha \)-Euler equations. A result of this type was unavailable for the Navier-Stokes equations and this served as a first inspiration for the current paper. We extend the instability results in \cite{7} to cover the 2D Navier-Stokes equations, see Theorem 2.9 and Theorem 2.13 in Section 2 below. We mention \cite{25, 22} as important precursors to \cite{7}. See also \cite{8, 9} for related work on stability results for the Euler equations.

A second aim of this paper is to obtain a characterization of unstable eigenvalues of the linearized Navier-Stokes vorticity operator in terms of roots of a perturbation determinant (Fredholm determinant) \( D(\lambda) \) associated with a trace class operator \( K_\lambda \), see equation (3.4) and Theorem 3.1 in Section 3 below. Such characterizations are widely used in the spectral theory of Schrödinger operators, see for example \cite{16, 17} and the bibliography therein, but seem much less explored in the fluid dynamics literature. We attempt to fill this gap.

This paper also stems from an extensive literature of studying various regularizations of the Navier-Stokes and Euler equations: the so called \( \alpha \)-models. The \( \alpha \)-Euler and Navier-Stokes-\( \alpha \) models are, respectively, a regularization of the Euler and Navier-Stokes equations involving a regularization parameter \( \alpha > 0 \). These (together with various related \( \alpha \)-) models were introduced and studied by C. Foias, D. Holm, J. Marsden, T. Ratiu and E. Titi in \cite{10, 19, 20} and find widespread use in various applications such as turbulence modeling, data assimilation etc., see for example \cite{11, 5}. In view of their widespread use in applications, the study of
the stability properties of these $\alpha$-models assumes importance. For instance, the Navier-Stokes-$\alpha$ in vorticity form is represented by the following equations (on the two-torus $T^2$)

$$
\partial_t \omega + u_f \cdot \nabla \omega = \nu \Delta \omega + \nu f,
$$

where $\alpha > 0$, the filtered velocity $u_f$ is related to the actual velocity $u$ via the formula $u = (I - \alpha^2 \Delta)u_f$ and the vorticity $\omega = \text{curl}u = \text{curl}(I - \alpha^2 \Delta)u_f$.

A third aim of the present work is to extend the instability results for the following $\alpha$-regularized models of the 2D Navier-Stokes equations: the second grade fluid model, the Navier-Stokes-$\alpha$ model and the Navier-Stokes-Voigt model, see Theorem 4.3 in Section 4. See the introduction to Section 4 for equations of motion and a basic description of (the viscous version) of these regularized models (setting $\nu = 0$ therein allows us to recover the inviscid version of these $\alpha$-models).

Our manuscript is organized as follows. The rest of Section 1 is devoted to setting up function spaces and operators. It is convenient to consider instead of equation (1.1) above, an equivalent equation involving Fourier coefficients $\omega_k$ of $\omega$, see equation (1.3) below. A geometric decomposition allows us to decompose our linearized operator $L_B$ (see (1.7) below) acting on the space $\ell^2(Z^2)$ as a direct sum of linear operators $L_{B,q}$ acting on $\ell^2(Z)$ parametrized by some vectors $q \in Z^2$. In Section 2, we use continued fractions techniques to prove linear instability of unidirectional flows that are of type $I$, see Theorem 2.9 and Theorem 2.13. Our main theorem 2.9 characterizes the existence of an unstable eigenvalue to the linearized Navier-Stokes operator in terms of roots of equations involving continued fractions (see equation (2.17) and Remark 2.6). In Section 3, we characterize the unstable eigenvalues of the operator $L_{B,q}$ in terms of the roots of a perturbation determinant (Fredholm determinant) $D(\lambda)$ associated with a trace class operator $K_\lambda$, see equation (3.4) and Theorem 3.1. In case $q$ is of type $I$, Theorem 3.1 allows us to establish a one to one correspondence between the roots of the continued fractions equation (2.17) and the roots of the perturbation determinant $D(\lambda)$, see Theorem 3.2. In Section 4, we extend our main instability theorems of Section 2 to cover the second grade fluid model, the Navier-Stokes-$\alpha$ and the Navier-Stokes-Voigt models. Our main result in this Section is Theorem 4.3.

**Problem setup and governing equations.** One can use Fourier series decomposition

$$
\omega(x) = \sum_{k \in Z^2 \setminus \{0\}} \omega_k e^{ik \cdot x}
$$

and rewrite (1.1) as

$$
\frac{d\omega_k}{dt} = \sum_{q \in Z^2 \setminus \{0\}} \beta(k - q, q)\omega_{k-q} - \nu\|k\|^2 \omega_k + \nu f_k, \quad k \in Z^2 \setminus \{0\},
$$

where the coefficients $\beta(p, q)$ for $p, q \in Z^2$ are defined as

$$
\beta(p, q) = \frac{1}{2} \left( \|q\|^2 - \|p\|^2 \right) (p \wedge q)
$$

for $p \neq 0, q \neq 0$, and $\beta(p, q) = 0$ otherwise. Here

$$
p \wedge q = \det \begin{bmatrix} p_1 & q_1 \\ p_2 & q_2 \end{bmatrix} \quad \text{for} \quad p = (p_1, p_2) \quad \text{and} \quad q = (q_1, q_2).
$$

A derivation of the equation analogous to (1.3) for the Euler equation ($\nu = 0$) is given in Lemma 6.1 in the Appendix of [7]. The arguments therein can be adapted to derive (1.3) from (1.1).
The steady state (1.2) satisfies the relation \( \omega^0 = \|p\|^2 \psi^0 \). Consider the linearization of (1.1) about this steady state given by
\[
\partial_t \omega + u^0 \cdot \nabla \omega + u \cdot \nabla \omega^0 = \nu \Delta \omega.
\] (1.6)

Corresponding to (1.6), consider the linear operator \( L_B \) given by
\[
L_B \omega = -u^0 \cdot \nabla \omega - u \cdot \nabla \omega^0 + \nu \Delta \omega
\] (1.7)

Using the Fourier decomposition in (1.3), consider the following linearized vorticity operator in the space \( \ell^2(\mathbb{Z}^2) \)
\[
L_B : (\omega_k)_{k \in \mathbb{Z}^2} \mapsto \left( \beta(p, k - p) \Gamma \omega_{k - p} - \beta(p, k + p) \Gamma \omega_{k + p} - \nu \|k\|^2 \omega_k \right)_{k \in \mathbb{Z}^2}.
\] (1.8)

**Decomposition of subspaces and operators.** Similar to the Euler case considered in [7, pp. 2054-2057], we decompose the operator \( L_B \) acting in \( \ell^2(\mathbb{Z}^2) \) into the direct sum of operators \( L_{B,q} \), \( q \in \mathcal{Q} \subset \mathbb{Z}^2 \), acting in the space \( \ell^2(\mathbb{Z}) \), for some set \( \mathcal{Q} \subset \mathbb{Z}^2 \). Fix \( p \in \mathbb{Z}^2 \{0\} \) and for any \( q \in \mathbb{Z}^2 \) denote \( \Sigma_{B,q} = \{q + np : n \in \mathbb{Z}\} \). Let \( \hat{q} \) be the point in \( \Sigma_{B,q} \) with the smallest norm (there may sometimes be two such points in which case we let \( \hat{q} \) be the point \( q + np \in \Sigma_{B,q} \) with the larger \( n \)). For example, see Figure 1 below, if \( q = (2,3) \) on the green line, \( \Sigma_{B,q} \) is all the dotted points on the green line and \( \hat{q} \) will be the point \((-1,2)\). Let \( \mathcal{Q} = \{\hat{q}(q) : q \in \mathbb{Z}^2\} \). For each \( q \in \mathcal{Q} \) we denote by \( X_{B,q} \) the subspace of \( \ell^2(\mathbb{Z}^2) \) of sequences supported in \( \Sigma_{B,q} \), i.e., \( X_{B,q} = \{\omega_k \in \ell^2(\mathbb{Z}^2) : \omega_k = 0 \text{ for all } k \notin \Sigma_{B,q}\} \). Clearly, \( \ell^2(\mathbb{Z}^2) = \bigoplus_{q \in \mathcal{Q}} X_{B,q} \) the operator \( L_B \) leaves \( X_{B,q} \) invariant, and therefore \( L_B = \bigoplus_{q \in \mathcal{Q}} L_{B,q} \) where \( L_{B,q} \) is the restriction of \( L_B \) onto \( X_{B,q} \). Each \( X_{B,q} \) is isometrically isomorphic to \( \ell^2(\mathbb{Z}) \) via the map \( (\omega_q + np) \mapsto (w_n)_{n \in \mathbb{Z}} \). Under this isomorphism the operator \( L_{B,q} \) in \( X_{B,q} \) induces an operator in \( \ell^2(\mathbb{Z}) \) (that we will still denote by \( L_{B,q} \)) given by the formula
\[
L_{B,q} : (w_n)_{n \in \mathbb{Z}} \mapsto \left( \beta(p, q + (n - 1)p) \Gamma w_{n-1} - \beta(p, q + (n + 1)p) \Gamma w_{n+1} - \nu \|q + np\|^2 w_n \right)_{n \in \mathbb{Z}}.
\] (1.9)

If \( q \) is parallel to \( p \), then \( L_{B,q} \) above is the zero operator (since \( p \wedge q = 0 \) and \( p \wedge (q + np) = p \wedge q \)). Thus, in what follows we assume \( q \) is not parallel to \( p \).

Introduce the notation
\[
\rho_n = \Gamma \beta(p, q + np) = \frac{1}{2} \Gamma(q \wedge p) \left( \frac{1}{\|p\|^2} - \frac{1}{\|q + np\|^2} \right), \quad n \in \mathbb{Z},
\] (1.10)

Assuming that \( \Gamma \) satisfies the normalization condition \( \frac{\Gamma(q \wedge p)}{2\|p\|^2} = 1 \), will imply that \( \rho_n \) satisfies
\[
\rho_n = 1 - \frac{\|p\|^2}{\|q + np\|^2}.
\] (1.11)

Using the notation for \( \rho_n \), the operator \( L_{B,q} \) in (1.9) can be rewritten as
\[
L_{B,q} : (w_n)_{n \in \mathbb{Z}} \mapsto \left( (\rho_{n-1} - \rho_{n+1} - \rho_{n+1} w_{n+1} - \nu \|q + np\|^2 w_n)_{n \in \mathbb{Z}}. \right.
\] (1.12)

**Remark 1.1.** Points \( q \in \mathbb{Z}^2 \) are said to be of type 0, I, II respectively, if the set \( \Sigma_{B,q} = \{q + np : n \in \mathbb{Z}\} \) contains zero, one or two points in the open disk of radius \( p \). Points of type I are further classified as follows: \( q \) is of type I_0 if \( \hat{q} \) is inside the open disk of radius \( p \) and both \( \hat{q} + p \) and \( \hat{q} - p \) have norms greater than \( p \), \( q \) is of type I_+ if \( \hat{q} \) is inside the open disk of radius \( p \) and \( \hat{q} + p \) has the same norm as \( p \),
and \( q \) is of type \( I_- \) if \( \hat{q} \) is inside the open disk of radius \( p \) and \( \hat{q} - p \) has the same norm as \( p \). For example, see Figure 1. Let \( p = (3, 1) \). Then \( \hat{q} = (-2, 3) \) is of type 0, \( \hat{q} = (0, -2) \) is of type \( I_0 \), \( \hat{q} = (2, -2) \) is of type \( I_- \) and \( \hat{q} = (-1, 1) \) is of type \( II \). Notice that if \( q \) is of type \( I_0 \), then \( -q \) is also necessarily of type \( I_0 \). Also, if \( q \) is of type \( I_+ \), then \( -q \) is of type \( I_- \) and vice versa, if \( q \) is of type \( I_- \), then \( -q \) is of type \( I_+ \).

**Remark 1.2.** If \( q \) is of type \( I_0 \), then \( ||q|| < ||p|| \) and \( ||q + np|| > ||p|| \) for all \( n \neq 0 \). Consequently, see (1.11), \( \rho_0 < 0 \) and \( \rho_n > 0 \) for all \( n \neq 0 \). If \( q \) is of type \( I_+ \), then \( ||q|| < ||p||, ||q + p|| = ||p|| \) and \( ||q + np|| > ||p|| \) for all \( n \neq 0, 1 \). Therefore \( \rho_0 < 0 \) and \( \rho_1 = 0 \) and \( \rho_n > 0 \) for all \( n \neq 0, 1 \). Similarly, if \( q \) is of type \( I_- \), then \( \rho_0 < 0 \) and \( \rho_{-1} = 0 \) and \( \rho_n > 0 \) for all \( n \neq 0, -1 \).

In what follows, for a point \( q \) of type \( I \), we will drop hat in the notation \( \hat{q} \) and assume that \( q \in \mathbb{Z}^2 \) satisfies \( ||q|| < ||p|| \). Our main goal is to prove instability of type \( I \) flows and in what follows we shall assume that \( q \) is of type \( I \). In Section 2 below, we first study the case when \( q \) is of type \( I_0 \) and then in Subsection 2.1 we outline changes to the main results when \( q \) is of type \( I_+ \) and \( I_- \).

**Notation 1.3.** In what follows we shall sometimes abbreviate a continued fraction of the form

\[
f = \frac{1}{a_1 + \frac{1}{a_2 + \ldots}}
\]
by the expression $[a_1; a_2; \ldots]$ and use $f^k$ to denote the k-th truncation of the continued fraction above, i.e.,

$$f^k = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots + \frac{1}{a_k}}}},$$

which we shall abbreviate by $[a_1; a_2; \ldots; a_k]$.

2. The main instability theorem

Consider the eigenvalue problem

$$L B_q (w_n) = \lambda (w_n). \tag{2.1}$$

This can be rewritten, see (1.12), as

$$\rho_n w_{n-1} - \rho_{n+1} w_{n+1} = \lambda w_n + \nu \|q + np\|^2 w_n. \tag{2.2}$$

Assuming first that our steady state is of type $I_0$ (recall Remark 1.2 above, $\rho_0 < 0$ and $\rho_n > 0$ for all $n \neq 0$), our main goal is to construct solutions to (2.2) where the eigenvector sequence $(w_n)$ is such that $n^2 (w_n)$ belongs to the space $\ell_2 (\mathbb{Z})$ and the eigenvalue $\lambda$ has positive real part.

Let us denote by $c_n = \|q + np\|^2$ and, also, let us denote by

$$a_n := a_n (\lambda, \nu) = \frac{\lambda + \nu c_n}{\rho_n} = \frac{\lambda + \nu \|q + np\|^2}{\rho_n}, \tag{2.3}$$

and note that $a_n (\lambda, \nu) \to \infty$ as $n \to \pm \infty$ and $a_0 (\lambda, \nu) = \frac{\lambda + \nu \|q\|^2}{\rho_0}$. Assuming the eigenvalue equation (2.2) has a positive eigenvalue $\lambda > 0$, if we let $z_n = \rho_n w_n$, then, we can rewrite (2.2) as

$$z_{n-1} - z_{n+1} = c_n z_n. \tag{2.4}$$

Assuming $z_n \neq 0$ for every $n$, if we denote $u_n = z_{n-1} / z_n$, the above equation reduces to $u_n - \frac{1}{u_{n+1}} = a_n$, $n \in \mathbb{Z}$, rewriting which we obtain

$$u_n = a_n + \frac{1}{u_{n+1}}, \quad n \in \mathbb{Z}. \tag{2.5}$$

Iterating this equation above forwards for $n \geq 0$, consider the following continued fraction defined for $n \geq 0$

$$u_n^{(1)} (\lambda, \nu) := a_n + \frac{1}{a_{n+1} + \frac{1}{a_{n+2} + \ldots}}, \quad n = 0, 1, 2, \ldots \tag{2.6}$$

Since $\sum a_n$ diverges, for each $n \geq 0$ the continued fraction above converges, by Van Vleck Theorem, see [21] Theorem 4.29. Moreover, using the fact that $a_n (\lambda, \nu) \to \infty$ as $n \to \infty$, one also obtains, see Lemma 2.2 Item (2) below, that

$$\lim_{n \to \infty} u_n^{(1)} (\lambda, \nu) = \infty. \tag{2.7}$$
Iterating this for \( n_u \) one can prove, see [7, pp. 2063-2064], that the continued fraction expression for \( u_n \) in (2.6) obtained by iterating (2.5) above is equal to \( u_n \) given by (2.5) for every \( n \). That is, we have (recall notation defined in Notation 1.3)

\[
  u_n = u^{(1)}_n(\lambda, \nu) = a_n + [a_{n+1}; a_{n+2}; \ldots], \quad n \geq 0. \tag{2.8}
\]

Similarly, (2.5) can be rewritten as

\[
  u_{n+1} = \frac{-1}{a_n - u_n}, \quad n \in \mathbb{Z}. \tag{2.9}
\]

Iterating this for \( n \leq 0 \), consider the continued fractions

\[
  u^{(2)}_n(\lambda, \nu) := \frac{-1}{1/a_{n-1} + 1/a_{n-2} + \ldots}, \quad n = 0, -1, -2, \ldots. \tag{2.10}
\]

Again, by Van Vleck theorem, the continued fraction expressions converge for all \( n \leq -1 \). Moreover, using the fact that \( a_n(\lambda, \nu) \to \infty \) as \( n \to -\infty \), we obtain that

\[
  \lim_{n \to -\infty} u^{(2)}_n(\lambda, \nu) = 0. \tag{2.11}
\]

As before, the proof that the continued fraction expression \( u^{(2)}_n(\lambda, \nu) \) defined by the second equality above is equal to \( u_n \) is given in [7, pp. 2063-2064]. That is,

\[
  u_n = u^{(2)}_n(\lambda, \nu) = -[a_{n-1}; a_{n-2}; \ldots], \quad n \leq 0. \tag{2.12}
\]

Since the expressions for \( u_0 \), given, respectively, by equations (2.6) and (2.10) must match, we must have \( u^{(1)}_0(\lambda, \nu) = u^{(2)}_0(\lambda, \nu) \), i.e.,

\[
  u^{(1)}_0(\lambda, \nu) = a_0 + [a_1; a_2; \ldots] = u^{(2)}_0(\lambda, \nu) = -[a_{-1}; a_{-2}; \ldots]. \tag{2.13}
\]

Denote

\[
  f(\lambda, \nu) = [a_1(\lambda, \nu); a_2(\lambda, \nu); \ldots] \tag{2.14}
\]

and

\[
  g(\lambda, \nu) = [a_{-1}(\lambda, \nu); a_{-2}(\lambda, \nu); \ldots]. \tag{2.15}
\]

Notice that

\[
  f(\lambda, \nu) = u^{(1)}_0(\lambda, \nu) - a_0(\lambda, \nu), \quad g(\lambda, \nu) = -u^{(2)}_0(\lambda, \nu). \tag{2.16}
\]

Equation (2.13) is equivalent to

\[
  a_0(\lambda, \nu) + f(\lambda, \nu) + g(\lambda, \nu) = 0. \tag{2.17}
\]

Thus the existence of a positive eigenvalue to equation (2.2) implies the existence of a root \( \lambda > 0 \) to equation (2.17). One can also run the construction backwards, see Theorem 2.9 below. Beginning with a positive root \( \lambda > 0 \) to equation (2.17), one can define (using the expressions for \( a_n \) in (2.3)) continued fractions \( u^{(1)}_n(\lambda, \nu) \) and \( u^{(2)}_n(\lambda, \nu) \) and use these to construct eigenvectors \( (w_n) \) so that the eigenvalue equation (2.2) has an eigenvalue \( \lambda > 0 \). Thus, the eigenvalue problem (2.2) has an unstable eigenvalue \( \lambda > 0 \) if and only if equation (2.17) has a root \( \lambda > 0 \).

**Remark 2.1.** Our strategy in proving that (2.17) has a positive root \( \lambda > 0 \) is as follows. Considered as a function of \( \lambda \geq 0 \), \(-a_0(\lambda, \nu) = -(\lambda + \nu\|q\|^2)/\rho_0 \) is a straight line of positive slope \(-1/\rho_0 \) (recall \( \rho_0 < 0 \)) and positive \( y \)-intercept \(-\nu\|q\|^2/\rho_0 \). Also, see Lemma 2.2 and Lemma 2.6 below, for \( \lambda > 0 \) \( f(\lambda, \nu) \) and \( g(\lambda, \nu) \) are nonnegative, continuous functions in \( \lambda \) and \( f(\lambda, \nu) \) and \( g(\lambda, \nu) \) go to 0 as \( \lambda \to \infty \).
Moreover, \( f(\lambda, \nu) \) and \( g(\lambda, \nu) \) converge, respectively, to the finite, positive numbers \( f(0, \nu) \) and \( g(0, \nu) \) as \( \lambda \to 0^+ \), see Lemma 2.3 below. This then means that in the \( \lambda \)-plane, the continuous curves \( f(\lambda, \nu) + g(\lambda, \nu) \) and \( -a_0(\lambda, \nu) \) will intersect at a point \( \lambda > 0 \) provided that \( f(0, \nu) + g(0, \nu) \) is greater than the \( y \)-intercept of \( a_0(\lambda, \nu) \), \( -\nu\|q\|^2/\rho_0 \). This inequality holds for small enough \( \nu \), see Lemma 2.5 below. Our strategy in proving that \( f(0, \nu) + g(0, \nu) > -\nu\|q\|^2/\rho_0 \) for \( \nu \) small enough is as follows. Considered as functions of the variable \( \nu \), \( f(0, \nu) + g(0, \nu) \) are continuous in \( \nu \) and are bounded below by the even truncations \( f(0, \nu)^{2k} + g(0, \nu)^{2k} \) for every fixed \( k \). The straight line \( -\nu\|q\|^2/\rho_0 \) passes through the origin and has positive slope \( -\|q\|^2/\rho_0 \) and we show in Lemma 2.4 below that the even truncations \( f(0, \nu)^{2k} + g(0, \nu)^{2k} \) are non-negative on \( [0, +\infty) \) and satisfy the limits \( \lim_{\nu \to -0} f(0, \nu)^{2k} = \lim_{\nu \to +0} f(0, \nu)^{2k} = 0 \) and \( \lim_{\nu \to +\infty} f(0, \nu)^{2k} = \lim_{\nu \to -0} g(0, \nu)^{2k} = 0 \). Moreover, the slopes at 0 (i.e., derivative with respect to \( \nu \) at 0) \( f'(0, \nu)^{2k} |_{\nu=0} \) and \( g'(0, \nu)^{2k} |_{\nu=0} \) are greater than the slope of the line \( -\nu\|q\|^2/\rho_0 \) for large enough \( k \). This then means, see Lemma 2.5 below, that there will exist a \( \nu_0 > 0 \) such that for all \( \nu \in (0, \nu_0) \), there holds \( f(0, \nu) + g(0, \nu) > -\nu\|q\|^2/\rho_0 \). See Figure 2 for a numerical illustration described in this Remark.

We summarize the properties of the continued fractions \( u_n^{(1)}(\lambda, \nu) \) and \( u_n^{(2)}(\lambda, \nu) \) in the following Lemma.

**Lemma 2.2.** Fix \( \nu > 0 \), and consider the continued fractions \( u_n^{(1)}(\lambda, \nu) \) and \( u_n^{(2)}(\lambda, \nu) \) defined by equations (2.6) and (2.10) for all \( \lambda > 0 \). \( u_n^{(1)}(\lambda, \nu) \) and \( u_n^{(2)}(\lambda, \nu) \) satisfy the following properties:

1. \( u_n^{(1)}(\lambda, \nu) \) and \( u_n^{(2)}(\lambda, \nu) \) are convergent continued fractions and the functions \( u_n^{(1)}(\cdot, \nu) \) and \( u_n^{(2)}(\cdot, \nu) \) are continuous in \( \lambda \).
2. There exist limits
   \[
   \lim_{n \to -\infty} u_n^{(1)}(\lambda, \nu) = +\infty, \quad \lim_{n \to -\infty} u_n^{(2)}(\lambda, \nu) = 0, \quad \lambda > 0. \tag{2.18}
   \]
3. For some \( 0 < q < 1 \) and \( C > 0 \), the following hold
   \[
   (|u_1^{(1)}(\lambda, \nu) u_2^{(1)}(\lambda, \nu) \ldots u_n^{(1)}(\lambda, \nu)|)^{-1} \leq C q^n, \quad \text{for all } n \geq 0, \tag{2.19}
   \]
   \[
   (|u_2^{(2)}(\lambda, \nu) \ldots u_n^{(2)}(\lambda, \nu)|)^{-1} \leq C q^{-n}, \quad \text{for all } n \leq -1. \tag{2.20}
   \]

**Proof.** (1) This follows from the Van Vleck and the Stieltjes-Vitali theorems, see [21] Theorem 4.29 and Theorem 4.30 and the facts that \( \sum_{n \geq 0} a_n \) and \( \sum_{n \geq 0} a_{-n} \) diverge. These two theorems guarantee, in particular, that the continued fractions \( u_n^{(1)}(\lambda, \nu) \) and \( u_n^{(2)}(\lambda, \nu) \) converge for every \( \lambda > 0 \) and moreover, the functions \( u_n^{(1)}(\cdot, \nu) \) and \( u_n^{(2)}(\cdot, \nu) \) are continuous in \( \lambda \).

(2) Recall formula (2.3), \( a_n = \frac{\lambda n + |q + np|^2}{\rho_n} \) and note that \( a_n(\lambda, \nu) \to \infty \) as \( n \to \pm \infty \). Fix \( n > 0 \). \( u_n^{(1)}(\lambda, \nu) \) is positive and bounded below by \( a_n(\lambda, \nu) \) which is a positive sequence for \( n > 0 \). Moreover \( a_n(\lambda, \nu) \to \infty \) as \( n \to +\infty \) implying that \( u_n^{(1)}(\lambda, \nu) \to +\infty \) as \( n \to +\infty \).

Notice that \( u_n^{(2)}(\lambda, \nu) \) satisfies the inequalities
\[
\frac{-1}{a_{n-1}(\lambda, \nu)} \leq u_n^{(2)}(\lambda, \nu) \leq \frac{1}{a_{n-1}(\lambda, \nu)}. \tag{2.21}
\]
Using the fact that \( a_n(\lambda, \nu) \to +\infty \) as \( n \to -\infty \) implies that \( u_n^{(2)}(\lambda, \nu) \to 0 \) as \( n \to -\infty \).

(3) The estimates (2.19) and (2.20) are a consequence of the limits (2.18) in item (2). Indeed, since \( u_n^{(1)}(\lambda, \nu) \to +\infty \) as \( n \to \infty \), given a \( K > 1 \), there exists a constant \( N = N(K) \) such that if \( n > N \), \( u_n^{(1)}(\lambda, \nu) > K \). One thus has

\[
\begin{align*}
& u_1^{(1)}(\lambda, \nu)u_2^{(1)}(\lambda, \nu) \ldots u_n^{(1)}(\lambda, \nu) \\
& = u_1^{(1)}(\lambda, \nu)u_2^{(1)}(\lambda, \nu) \ldots u_N^{(1)}(\lambda, \nu)\frac{1}{n+1} \\
& \geq u_1^{(1)}(\lambda, \nu)u_2^{(1)}(\lambda, \nu) \ldots u_N^{(1)}(\lambda, \nu) K^{n-N} = C_1 K^n,
\end{align*}
\]

where the constant \( C_1 = u_1^{(1)}(\lambda, \nu)u_2^{(1)}(\lambda, \nu) \ldots u_N^{(1)}(\lambda, \nu) K^{N-1} \). Put \( q = 1/K \) and taking the reciprocal of (2.22), we obtain (2.19).

Similarly, since \( u_n^{(2)}(\lambda, \nu) \to 0 \) as \( n \to -\infty \), given \( q \in (0, 1) \), there exists an \( N = N(q) \) such that if \( n < N \), \( |u_n^{(2)}(\lambda, \nu)| < q \). As before, we estimate, for \( n < 0 \)

\[
\begin{align*}
& |u_0^{(2)}(\lambda, \nu)u_{-1}^{(2)}(\lambda, \nu) \ldots u_n^{(2)}(\lambda, \nu)| \\
& = |u_0^{(2)}(\lambda, \nu)u_{-1}(\lambda, \nu) \ldots u_N^{(2)}(\lambda, \nu)u_{N+1}^{(2)}(\lambda, \nu) \ldots u_n^{(2)}(\lambda, \nu)| \\
& \leq |u_0^{(2)}(\lambda, \nu)u_{-1}(\lambda, \nu) \ldots u_N^{(2)}(\lambda, \nu)|q^{n-N} = Cq^n,
\end{align*}
\]

where \( C = |u_1^{(2)}(\lambda, \nu)u_2^{(2)}(\lambda, \nu) \ldots u_N^{(2)}(\lambda, \nu)|q^{N-1} \) which proves (2.20). \( \square \)

Notice that \( f(0, \nu) \) and \( g(0, \nu) \) are given by the expressions

\[
f(0, \nu) = [a_1(0, \nu); a_2(0, \nu); \ldots]
\]

and

\[
g(0, \nu) = [a_{-1}(0, \nu); a_{-2}(0, \nu); \ldots].
\]

Moreover, these continued fractions converge by Van Vleck theorem since the series \( \sum_n a_n(0, \nu) \) and \( \sum_n a_{-n}(0, \nu) \) diverge. Also, the following is true.

**Lemma 2.3.** The continued fractions \( f(\lambda, \nu) \) and \( g(\lambda, \nu) \) converge, respectively, to the continued fractions \( f(0, \nu) \) and \( g(0, \nu) \) as \( \lambda \) goes to \( 0^+ \). That is,

\[
\lim_{\lambda \to 0^+} f(\lambda, \nu) = f(0, \nu), \quad \lim_{\lambda \to 0^+} g(\lambda, \nu) = g(0, \nu).
\]

**Proof.** Let us prove that \( \lim_{\lambda \to 0^+} f(\lambda, \nu) = f(0, \nu) \), the proof that \( \lim_{\lambda \to 0^+} g(\lambda, \nu) = g(0, \nu) \) is similar. It follows, from standard facts of continued fractions, see for example [21] Chapter 2, that the odd \( k \)-th truncations \( f(\lambda, \nu)^{2k+1} \) form a monotonically decreasing sequence and the even \( k \)-th truncations \( f(\lambda, \nu)^{2k} \) form a monotonically increasing sequence and \( f(\lambda, \nu) \) is sandwiched in between these. That is, we have, for every \( k \geq 1 \),

\[
f(\lambda, \nu)^{2k-2} \leq f(\lambda, \nu)^{2k} \leq f(\lambda, \nu)^{2k+1} \leq f(\lambda, \nu)^{2k-1}.
\]

Similar facts hold for the continued fraction \( f(0, \nu) \) and its \( k \)-th truncations \( f(0, \nu)^k \).

Given \( \epsilon > 0 \), we would like to find a \( \delta = \delta(\epsilon) \) such that, for all \( 0 < \lambda < \delta \), there holds

\[
|f(\lambda, \nu) - f(0, \nu)| < \epsilon.
\]

Since \( f(0, \nu)^k \) converges to \( f(0, \nu) \) as \( k \to +\infty \), fixing \( \epsilon > 0 \), there exists a \( K = K(\epsilon) \) large enough such that the following estimate holds

\[
II := |f(0, \nu)^{2K+1} - f(0, \nu)^{2K}| < \frac{\epsilon}{2}.
\]
Since $f(\lambda, \nu)^{2K+1}$ and $f(0, \nu)^{2K+1}$ are finite fractions, where $a_n(\lambda, \nu) \to a_n(0, \nu)$ for every $n$, they are continuous in $\lambda$. Moreover, the finite fractions $f(\lambda, \nu)^{2K+1}$ and $f(0, \nu)^{2K+1}$ are ratios of polynomials in $\lambda$ that are positive for every non-negative $\lambda \geq 0$ and thus have no roots in the interval $[0, A]$ for any $A > 0$. We thus have, for a fixed $\epsilon > 0$ and fixed $K = K(\epsilon)$ chosen above so that estimate (2.29) holds, there exists a $\delta_1 = \delta_1(K, \epsilon)$ such that if $0 < \lambda < \delta_1$ then

$$I := |f(\lambda, \nu)^{2K+1} - f(0, \nu)^{2K+1}| < \frac{\epsilon}{2},$$

(2.30)

and similarly there exists a $\delta_2 = \delta_2(K, \epsilon)$ such that if $0 < \lambda < \delta_2$ then

$$IV := |f(\lambda, \nu)^{2K} - f(0, \nu)^{2K}| < \frac{\epsilon}{2}.$$ 

(2.31)

Now choose $\delta = \delta(\epsilon, K) = \min \{\delta_1, \delta_2\}$ so that both (2.30) and (2.31) hold. We shall now estimate $|f(\lambda, \nu) - f(0, \nu)|$. There are two possibilities. Either $f(\lambda, \nu) > f(0, \nu)$ or $f(\lambda, \nu) < f(0, \nu)$ (we need not consider the case when $f(\lambda, \nu) = f(0, \nu)$ since $|f(\lambda, \nu) - f(0, \nu)| = 0$).

Assuming that $f(\lambda, \nu) > f(0, \nu)$, using (2.27), we have,

$$|f(\lambda, \nu) - f(0, \nu)| \leq |f(\lambda, \nu)^{2K+1} - f(0, \nu)^{2K}|,$$

(2.32)

where we used the facts, see (2.27), that $f(\lambda, \nu)^{2K+1} \geq f(\lambda, \nu)$ and $f(0, \nu)^{2K} \leq f(0, \nu)$. Assuming that $0 < \lambda < \delta$, we estimate (2.32) by

$$|f(\lambda, \nu)^{2K+1} - f(0, \nu)^{2K}| \leq |f(\lambda, \nu)^{2K+1} - f(0, \nu)^{2K+1}| + |f(0, \nu)^{2K+1} - f(0, \nu)^{2K}| = I + II < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,$$

(2.33)

using equations (2.29) and (2.30), where $0 < \lambda < \delta$.

Now, suppose $f(\lambda, \nu) < f(0, \nu)$, using (2.27), we have,

$$|f(\lambda, \nu) - f(0, \nu)| \leq |f(0, \nu)^{2K+1} - f(\lambda, \nu)^{2K}|,$$

(2.34)

where we used the facts, see (2.27), that $f(0, \nu)^{2K+1} \geq f(0, \nu)$ and $f(\lambda, \nu)^{2K} \leq f(\lambda, \nu)$. Assuming that $0 < \lambda < \delta$, we estimate (2.34) by

$$|f(0, \nu)^{2K+1} - f(\lambda, \nu)^{2K}| \leq |f(0, \nu)^{2K+1} - f(0, \nu)^{2K}| + |f(0, \nu)^{2K} - f(\lambda, \nu)^{2K}| = II + IV < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,$$

(2.35)

using equations (2.29) and (2.31), where $0 < \lambda < \delta$.

Recall, from (2.3), the formulas $a_n(0, \nu) = \frac{\nu\|q + np\|^2}{\rho_n}$, where $\rho_n = 1 - \frac{\|p\|^2}{\|q + np\|^2}$. Thus,

$$a_n(0, \nu) = \frac{\nu\|q + np\|^2}{\rho_n} = \frac{\nu\|q + np\|^2}{\|q + np\|^2 - \|p\|^2},$$

(2.36)

Let us introduce the following notation. Let

$$b_n = \frac{a_n(0, \nu)}{\nu} = \frac{\|q + np\|^2}{\|q + np\|^2 - \|p\|^2},$$

(2.37)

The continued fractions $f(0, \nu)$ and $g(0, \nu)$ (recall (2.24) and (2.25)) can be rewritten as

$$f(0, \nu) = [\nu b_1; \nu b_2; \ldots]$$

(2.38)
and

\[ g(0, \nu) = [\nu b_{-1}; \nu b_{-2}; \ldots]. \] (2.39)

Let \( f(0, \nu)^k \) denote the k-th truncation of the continued fraction \( f(0, \nu) \). That is,

\[ f(0, \nu)^k = [\nu b_1; \nu b_2; \ldots; \nu b_k]. \] (2.40)

And similarly, let \( g(0, \nu)^k \) denote the k-th truncation of the continued fraction \( g(0, \nu) \). In what follows we shall need certain properties of the even truncations \( f(0, \nu)^{2k} \) and \( g(0, \nu)^{2k} \) of the continued fractions \( f(0, \nu) \) and \( g(0, \nu) \). One can see, by direct calculation, that

\[ f(0, \nu)^2 = \frac{1}{\nu b_2} - \frac{1}{\nu b_1} = \frac{b_2 \nu}{1 + \nu b_1 b_2} \] (2.41)

and

\[ f(0, \nu)^4 = \frac{(b_2 + b_4) \nu + b_2 b_4 \nu^3}{1 + (b_1 b_2 + b_1 b_4 + b_3 b_4) \nu^2 + b_1 b_2 b_3 b_4 \nu^4}. \] (2.42)

We prove in Lemma 2.4 below that the even truncations \( f(0, \nu)^{2k} \) are of the form

\[ f(0, \nu)^{2k} = \frac{(b_2 + b_4 + \ldots + b_{2k}) \nu + p_3 \nu^3 + p_5 \nu^5 + \ldots + p_{2k-1} \nu^{2k-1}}{1 + q_2 \nu^2 + q_4 \nu^4 + \ldots + q_{2k} \nu^{2k}}, \] (2.43)

where the coefficients \( p_3, p_5, \ldots, p_{2k-1}, q_2, q_4, \ldots, q_{2k} \) are all positive. Similarly, \( g(0, \nu)^{2k} \) is given by the formula

\[ g(0, \nu)^{2k} = \frac{(b_{-2} + b_{-4} + \ldots + b_{-2k}) \nu + r_3 \nu^3 + r_5 \nu^5 + \ldots + r_{2k-1} \nu^{2k-1}}{1 + s_2 \nu^2 + s_4 \nu^4 + \ldots + s_{2k} \nu^{2k}}, \] (2.44)

where the coefficients \( r_3, r_5, \ldots, r_{2k-1}, s_2, s_4, \ldots, s_{2k} \) are all positive.

**Lemma 2.4.** Fix \( k > 0 \), and consider the truncated continued fractions \( f(0, \nu)^{2k} \) and \( g(0, \nu)^{2k} \). They satisfy the following properties.

(P) \( f(0, \nu)^{2k} \) and \( g(0, \nu)^{2k} \) are ratios of polynomials in the variable \( \nu \) given by formulas (2.43) and (2.44), where the coefficients are all positive. Moreover, the following facts hold.

1. \( f(0, \nu)^{2k} \) and \( g(0, \nu)^{2k} \) are non-negative, continuous and differentiable functions in the interval \([0, +\infty)\).
2. There exist limits

\[ \lim_{\nu \to 0^+} f(0, \nu)^{2k} = \lim_{\nu \to 0^+} g(0, \nu)^{2k} = 0 \]

and

\[ \lim_{\nu \to +\infty} f(0, \nu)^{2k} = \lim_{\nu \to +\infty} g(0, \nu)^{2k} = 0. \]

3. The following formulae hold:

\[ f'(0, \nu)^{2k}|_{\nu=0} = b_2 + b_4 + \ldots + b_{2k} \]

and

\[ g'(0, \nu)^{2k}|_{\nu=0} = b_{-2} + b_{-4} + \ldots + b_{-2k}. \]
Proof. We prove the facts for \( f(0, \nu)^{2k} \), those for \( g(0, \nu)^{2k} \) are similar. The proof of Property (P) is by induction on \( k \). When \( k = 1 \), the result holds for \( f(0, \nu)^2 \) by inspecting formula (2.41). Suppose the result holds for \( k > 1 \). We need to show that the result holds for \( k + 1 \). Consider the truncation \( f(0, \nu)^{2k+2} \). This is given by the formula

\[
f(0, \nu)^{2k+2} = \frac{1}{\nu b_1 + \frac{1}{\nu b_2 + h_{2k}(0, \nu)}},
\]

where \( h_{2k}(0, \nu) \) is given by the following formula (recall Notation 1.3)

\[
h_{2k}(0, \nu) = [\nu b_3; \nu b_4; \nu b_5; \ldots; \nu b_{2k+2}].
\]

By the induction hypothesis, \( h_{2k}(0, \nu) \) is a polynomial of order \( 2k \) and is given by

\[
h_{2k}(0, \nu) = (b_4 + b_6 + \ldots + b_{2k+2})\nu + p_3\nu^3 + p_5\nu^5 + \ldots + p_{2k-1}\nu^{2k-1},
\]

where the coefficients are all positive. Denote the numerator and denominator in (2.47) by \( n_{2k}(\nu) \) and \( d_{2k}(\nu) \) respectively, and plugging (2.47) into (2.45) we obtain

\[
f(0, \nu)^{2k+2} = \frac{b_2\nu d_{2k}(\nu) + n_{2k}(\nu)}{b_1\nu^2 d_{2k}(\nu) + b_1\nu n_{2k}(\nu) + d_{2k}(\nu)}.
\]

The numerator and denominator of (2.48) are given by the following formulas

\[
\begin{align*}
b_2\nu(1 + q_2\nu^2 + q_4\nu^4 + \ldots + q_{2k}\nu^{2k}) + (b_4 + b_6 + \ldots + b_{2k+2})\nu \\
+ p_3\nu^3 + p_5\nu^5 + \ldots + p_{2k-1}\nu^{2k-1}
\end{align*}
\]

and

\[
(1 + b_1b_2\nu^2)(1 + q_2\nu^2 + q_4\nu^4 + \ldots + q_{2k}\nu^{2k}) + \\
b_1\nu((b_4 + b_6 + \ldots + b_{2k+2})\nu + p_3\nu^3 + p_5\nu^5 + \ldots + p_{2k-1}\nu^{2k-1})).
\]

Expanding the numerator in (2.49), we observe that the coefficient of \( \nu \) is given by \( b_2 + b_4 + \ldots b_{2k+2} \) and thus the formula for (2.48) has the same form as (2.43). Property (P) thus holds for \( k + 1 \) and is thus proven. Properties (1), (2) directly follow from the polynomial formula in equation (2.43). Using the formulae (2.43) and (2.44) and the fact that \( f(0, \nu)^{2k} = g(0, \nu)^{2k-2} \), the derivative formula \( f'(0, \nu)^{2k} = \lim_{\nu \to 0^+} \frac{f(0, \nu) - f(0, 0)}{\nu} \) yields the formulae in (3).

By Remark 2.6, equation (2.17),

\[
a_0(\lambda, \nu) + f(\lambda, \nu) + g(\lambda, \nu) = 0,
\]

has a positive root \( \lambda > 0 \) for those values of \( \nu \) for which the following inequality holds

\[
f(0, \nu) + g(0, \nu) > -a_0(0, \nu) = -\frac{\nu||q||^2}{\rho_0}.
\]

In the Lemma below, we use the following fact from one variable real analysis that was used in [14], see page 208 therein. Let \( f_1 : [0, +\infty) \) be at least continuously differentiable, positive on \((0, +\infty)\) with \( f_1(0) = 0 \) and let \( f_2(x) = ax \) be the straight line with positive slope \( a \). If \( f_1'(0) > a \) (the derivative taken from the right), then there exists a \( \delta > 0 \) such that \( f_1(x) > f_2(x) = ax \) for all \( x \) in the interval \((0, \delta)\).

**Lemma 2.5.** There exists a \( \nu_0 > 0 \) such that for all \( \nu \) in the interval \((0, \nu_0)\) the inequality in equation (2.52) is satisfied.
Proof. It follows by standard facts from the theory of continued fractions that $f(0, \nu)$ and $g(0, \nu)$ are bounded below by the even truncations $f(0, \nu)^{2k}$ and $g(0, \nu)^{2k}$ for every $k > 0$. It thus suffices to check that there exists a (finite) $k > 0$ and a $\nu_0 = \nu_0(k)$ such that for all $\nu$ in the interval $(0, \nu_0)$ the inequality

$$f(0, \nu)^{2k} + g(0, \nu)^{2k} > -a_0(0, \nu)$$

(2.53)

holds. As a function of $\nu$, $-a_0(0, \nu)$ is a straight line with positive slope $-\frac{\|q\|^2}{\rho_0}$. In particular $-a_0(0, \nu) \to +\infty$ as $\nu \to +\infty$. By Lemma 2.4 we know that for each fixed $k$, $f(0, \nu)^{2k}$ and $g(0, \nu)^{2k}$ are continuous, positive on $(0, +\infty)$ with limits $\lim_{\nu \to +\infty} f(0, \nu)^{2k} = \lim_{\nu \to +\infty} g(0, \nu)^{2k} = 0$ and $\lim_{\nu \to +\infty} f(0, \nu)^{2k} = \lim_{\nu \to +\infty} g(0, \nu)^{2k} = 0$. Moreover, the slopes at 0 satisfy the formula

$$f'(0, \nu)^{2k}|_{\nu=0} = b_2 + b_4 + \ldots b_{2k}, \quad g'(0, \nu)^{2k}|_{\nu=0} = b_{-2} + b_{-4} + \ldots b_{-2k}. \quad (2.54)$$

If we can show that the slope of $f'(0, \nu)^{2k}|_{\nu=0} + g'(0, \nu)^{2k}|_{\nu=0}$ is greater than the slope $-\frac{\|q\|^2}{\rho_0}$ of the line $-a_0(0, \nu)$, then, since both these functions are continuous, it follows, since $\lim_{\nu \to +\infty} f(0, \nu)^{2k} = \lim_{\nu \to +\infty} g(0, \nu)^{2k} = 0$, that there exists a $\nu_0 > 0$ such that $f(0, \nu)^{2k} + g(0, \nu)^{2k} > -a_0(0, \nu)$ for all $\nu \in (0, \nu_0)$. But the slopes of $f'(0, \nu)^{2k}|_{\nu=0}$ and $g'(0, \nu)^{2k}|_{\nu=0}$ are given by $b_2 + b_4 + \ldots b_{2k}$ and $b_{-2} + b_{-4} + \ldots b_{-2k}$. Therefore, we need to show that there exists a $k > 0$ such that the inequality

$$b_2 + b_4 + \ldots b_{2k} + b_{-2} + b_{-4} + \ldots b_{-2k} > -\frac{\|q\|^2}{\rho_0} \quad (2.55)$$

holds. Recall the formula for $b_n$

$$b_n = \frac{\|q + n\rho\|^4}{\|q + n\rho\|^2 - \|\rho\|^2}. \quad (2.17)$$

The right hand side of the inequality (2.55) is a constant whereas the left hand side is at least as large as $b_{2k}$ which itself grows like $4k^2$. This means that for sufficiently large $k$, the inequality (2.55) holds which then implies that inequality (2.53) holds and thus completes the proof. \(\square\)

Lemma 2.6. If $q$ is of type $I_0$, then there exists a $\nu_0 > 0$ such that if $\nu \in (0, \nu_0)$ the equation (2.17) has at least one solution $\lambda > 0$.

Proof. The continued fractions $f(\lambda, \nu)$ and $g(\lambda, \nu)$ given, respectively, by equations (2.14) and (2.15) are continuous functions in $\lambda$. This follows from the Van Vleck and the Stieltjes-Vitali theorems, see [21] Theorem 4.29 and 4.30 which guarantee, in particular, that the continued fractions $f$ and $g$ converge and are continuous for all $\lambda > 0$. $f(\lambda, \nu)$ and $g(\lambda, \nu)$ are both non-negative and bounded above, respectively, by $1/a_1(\lambda, \nu)$ and $1/a_{-1}(\lambda, \nu)$ and thus satisfy the inequalities

$$0 < f(\lambda, \nu) + g(\lambda, \nu) < \frac{1}{a_1(\lambda, \nu)} + \frac{1}{a_{-1}(\lambda, \nu)}. \quad (2.56)$$

Since $\lambda \to +\infty$ we have that $f(\lambda, \nu)$ and $g(\lambda, \nu)$ go to 0 as $\lambda \to \infty$. By Lemma 2.3 $f(\lambda, \nu) + g(\lambda, \nu)$ converges to $f(0, \nu) + g(0, \nu)$ as $\lambda \to 0$.

Since $q$ is of type $I_0$, $\rho_0 < 0$ and thus $-a_0(\lambda, \nu) = -\frac{\lambda - \|q\|^2}{\rho_0}$. Lemma 2.5 guarantees the inequality $f(0, \nu) + g(0, \nu) > -a_0(0, \nu) = -\frac{\|q\|^2}{\rho_0}$ for all $\nu \in (0, \nu_0)$ which then means that for all $\nu$ in the interval $(0, \nu_0)$, the continuous curves $f(\lambda, \nu) + g(\lambda, \nu)$ and $-a_0(\lambda, \nu)$ must intersect each other at some positive $\lambda > 0$. \(\square\)
Starting from the existence of a positive root $\lambda > 0$ to the continued fractions equation (2.17), the eigenfunction sequence $(w_n)$ can be constructed as follows. Define first the continued fractions $u_n^{(1)}(\nu, \lambda)$ and $u_n^{(2)}(\nu, \lambda)$ using equations (2.6) and (2.10). Let $u_n = u_n^{(1)}(\nu, \lambda)$ for $n \geq 0$ and $u_n = u_n^{(2)}(\nu, \lambda)$ for $n \leq 0$, equality holds at $n = 0$ because $\lambda > 0$ solves equation (2.17). Let $(z_n)$ be the sequence that satisfies $u_n = z_{n-1}/z_n$ for all $n \in \mathbb{Z}$. Fixing $z_0 = 1$, a calculation then shows that for $n > 0$, $z_n$ satisfies

$$z_n = \frac{z_0}{u_1u_2 \ldots u_n}, \quad n > 0,$$

and for each $-n < 0$, we have,

$$z_{-n} = z_0u_0u_1u_2 \ldots u_{-n+1}, \quad n > 0.$$  

$(w_n)$ is then obtained from the sequence $(z_n)$ defined above using the formula $w_n = z_n/\rho_n$ for all $n \in \mathbb{Z}$. The sequence $(w_n)$ thus constructed is an exponentially decaying sequence, see Lemma 2.8 below. One thus obtains instability of flows of type $I_0$ for those positive values $\nu$ in the interval $(0, \nu_0)$ such that inequality (2.52) is satisfied.

The existence of a solution $\lambda > 0$ to the continued fractions equation (2.17) is thus both sufficient and necessary for $\lambda$ to be an eigenvalue of the operator $L_{B,q}$. By the formulæ presented in the previous paragraph, the eigensequence $(w_n)$ is related to the sequence $u_n$ which in turn is given by the continued fractions expressions $w_n^{(1)}(\lambda, \nu)$ and $w_n^{(2)}(\lambda, \nu)$. By construction, $w_n^{(1)}(\lambda, \nu) > 0$ for $n > 0$ and $w_n^{(2)}(\lambda, \nu) < 0$ for $n \leq 0$. The sequence $(w_n)$ thus possesses certain additional properties. The sign of $w_n$ should be such that $u_n > 0$ for $n \geq 1$ and $u_n < 0$ for $n \leq 0$. Using the formulæ $z_n = \rho_n w_n$ and $u_n = z_{n-1}/z_n$ (and the sign of $\rho_n$) one can check directly that the sequence $(w_n)$ satisfies the following property.

**Property 2.7.** If $q$ is of type $I_0$, the eigenvector $(w_n)$ of (2.2) is such that the following holds: either $w_n > 0$ for $n > 0$, $w_n < 0$ for $n = -1, 0$, and $(-1)^n w_n > 0$ for $n \leq -2$, or the entries of the vector $(-w_n)$ satisfy the inequalities just listed.

In what follows $\ell^2_s(\mathbb{Z})$ is the space of square summable sequences with the weight $(1 + n^{2s})^{1/2}$.

**Lemma 2.8.** In case $q$ is of type $I_0$, consider the sequence $(w_n)$ where $w_n = z_n/\rho_n$ and $z_n$’s are given by equations (2.56) and (2.57). Then the eigenvector sequence $(w_n)$ is an exponentially decaying sequence and therefore belongs to $\ell^2_s(\mathbb{Z})$ for any $s \geq 0$.

**Proof.** It is sufficient to show that $(z_n)$ is an exponentially decaying sequence since $w_n = z_n/\rho_n$ and $(\rho_n)$ is a bounded sequence (recall that $\rho_n \to 1$ as $n \to \pm \infty$). Consider formulæ (2.56) and (2.57) for $z_n$

$$z_n = \frac{z_0}{u_1u_2 \ldots u_n}, \quad n > 0,$$

$$z_{-n} = z_0u_0u_1u_2 \ldots u_{-n+1}, \quad n > 0.$$

Equations (2.19) and (2.20) in Item (3) of Lemma 2.2 then guarantee that for all $n \in \mathbb{Z}$, $z_n$ satisfies the following inequality, where $0 < q < 1$ and $C$ is a constant

$$|z_n| \leq C q^n.$$
But $Cq^n = C e^{n \log q} = C e^{-n \delta}$, where $\delta = -\log q > 0$. Thus $z_n$ satisfies the inequality

$$|z_n| \leq C e^{-n \delta}, \quad \delta > 0.$$  \hfill (2.61)

Estimate (2.61) implies that $\sum_{n \in \mathbb{Z}}^{} (1 + n^2) |z_n|^2$ is summable for all $s \geq 0$ or in other words, the sequence $(z_n)$ is in $l^2_s(\mathbb{Z})$ for all $s \geq 0$.

\begin{proof}
\end{proof}

**Theorem 2.9.** Suppose (1.2) is a steady state solution to the 2D Navier-Stokes equations (1.1) such that there exists at least one point $q \in Q(p)$ of type $I_0$, where $q$ is not parallel to $p$. Also, we assume that $\Gamma \in \mathbb{R}$ and satisfies the normalization condition $\frac{\Gamma(q \cdot p)}{|p|^2} = 1$. Then there exists a $\nu_0 > 0$ such that for all $\nu$ in the interval $(0, \nu_0)$, the steady state $\omega^0$, $u^0$ and $f$ defined in (1.2) is linearly unstable. In particular, the operator $L_{B,q}$ in the space $l^2_s(\mathbb{Z})$ has a positive eigenvalue and therefore $L_B$ in $l^2_s(\mathbb{Z}^2)$ has a positive eigenvalue. Moreover, the following assertion holds for all $\nu$ in the interval $(0, \nu_0)$: if $q$ is of type $I_0$ then $\lambda > 0$ is an eigenvalue of $L_{B,q}$ with eigenvector $(u_n)$ satisfying Property 2.7 if and only if $\lambda > 0$ is a solution to the equation

$$a_0(\lambda, \nu) + f(\lambda, \nu) + g(\lambda, \nu) = 0.$$  \hfill (2.62)

**Proof.** Recall formulas for $f(\lambda, \nu)$ and $g(\lambda, \nu)$ given by equations (2.14) and (2.15). Suppose $q$ is of type $I_0$, Lemma 2.6 guarantees that there exists a $\nu_0 > 0$ so that for all $\nu$ in the interval $(0, \nu_0)$, equation (2.62) has a positive root $\lambda > 0$. Consider the continued fractions $u_n(1)(\lambda, \nu)$ for $n \geq 0$ and $u_n(2)(\lambda, \nu)$ for $n \leq 0$, given respectively, by equations (2.6) and (2.10).

$$u_n(1)(\lambda, \nu) = a_n + [a_{n+1}; a_{n+2}; \ldots], \quad n = 0, 1, 2, \ldots,$$  \hfill (2.63)

$$u_n(2)(\lambda, \nu) = -[a_{n-1}; a_{n-2}; \ldots], \quad n = 0, -1, -2, \ldots,$$  \hfill (2.64)

where, we recall that $a_n$ is given by the formula

$$a_n := a_n(\lambda, \nu) = \frac{\lambda + \nu c_n}{\rho_n} = \frac{\lambda + \nu \|q + np\|^2}{\rho_n}.$$  \hfill (2.65)

Notice that $u_0(1)(\lambda, \nu) = a_0(\lambda, \nu) + f(\lambda, \nu) = -g(\lambda, \nu) = u_0(2)(\lambda, \nu)$ because the equation (2.62) has a root. Let $u_n = u_n(1)(\lambda, \nu)$ for $n \geq 0$ and $u_n = u_n(2)(\lambda, \nu)$ for $n < 0$. Using the continued fraction formulas (2.63) and (2.64) for $u_n$, one can check that the $u_n$ satisfies formulas (2.5) and (2.9), that is, $u_n$ satisfies

$$u_n = a_n + \frac{1}{u_{n+1}}, \quad u_{n+1} = \frac{-1}{a_n - u_n}, \quad n \in \mathbb{Z}.$$  \hfill (2.66)

Fix $z_0 = 1$ and consider the expressions for $z_n$ given by formulas (2.56) and (2.57).

$$z_n = \frac{z_0}{u_1 u_2 \ldots u_{n}}, \quad n > 0,$$  \hfill (2.67)

$$z_{-n} = z_0 u_0 u_{-1} u_{-2} \ldots u_{-n+1}, \quad n > 0.$$  \hfill (2.68)

$z_n$ thus defined satisfies $u_n = z_{n-1}/z_n$ for every $n \in \mathbb{Z}$. Plugging this in (2.66) we get that the sequence $z_n$ satisfies equation (2.4).

$$z_{n-1} - z_{n+1} = a_n z_n.$$  \hfill (2.69)

If we now let $w_n = z_n/\rho_n$ for all $n \in \mathbb{Z}$, then one can check that the $w_n$ so constructed satisfies the eigenvalue equation (2.2)

$$\rho_{n-1} w_{n-1} - \rho_{n+1} w_{n+1} = \lambda w_n + \nu \|q + np\|^2 w_n.$$  \hfill (2.70)
Using the fact that \( u_n > 0 \) for \( n > 0 \) and \( u_n < 0 \) for \( n \leq 0 \) and the formulas for \( z_n \) and \( w_n \) constructed above, one can directly verify that \((w_n)\) satisfies the properties listed in Property 2.7. The fact that \((w_n)\) is in the space \( \ell^2_s(\mathbb{Z}) \) for all \( s \geq 0 \) is due to Lemma 2.8.

Now, suppose \( \lambda > 0 \) is an eigenvalue of \( L_{B,q} \) with eigenvector \((w_n)\) satisfying property 2.7. Starting with the eigenvalue equation (2.70), let \( z_n = \rho_n w_n \), (recall formula (2.65)) to obtain equation (2.69). Notice that by property 2.7 \( w_n \neq 0 \) for any \( n \in \mathbb{Z} \) and thus \( z_n \neq 0 \) for any \( n \in \mathbb{Z} \). Now if we let \( u_n = z_{n-1}/z_n \), we see that \( u_n \) satisfies (2.66). Iterating the first formula in (2.66) forwards for \( n \geq 0 \) and the second formula in (2.66) backwards for \( n \leq 0 \), we obtain expressions for the continued fractions \( u^{(1)}_n(\lambda, \nu) \) and \( u^{(2)}_n(\lambda, \nu) \) given, respectively, by equations (2.63) and (2.64). These continued fractions match at \( n = 0 \), i.e., we have \( u^{(1)}_0(\lambda, \nu) = u^{(1)}_0(\lambda, \nu) \) for the given \( \lambda > 0 \). Since \( u^{(1)}_0(\lambda, \nu) = a_0(\lambda, \nu) + f(\lambda, \nu) \) and \( u^{(2)}_0(\lambda, \nu) = -g(\lambda, \nu) \), we see that (2.62) has a positive root \( \lambda > 0 \).

See Figure 2 for a numerical illustration to our main theorem. The figure corresponds to \( p = (3, 1) \) and \( q = (-1, 2) \). The left panel is the Navier-Stokes case with viscosity \( \nu = 0.06 \), the right panel is the Euler (\( \nu = 0 \)) case for comparison. The respective continued fractions have been approximated by their 10-th truncations.

We also wish to mention that a website to numerically compute and display roots of the equation (2.62) for the Navier-Stokes (together with related equations for the Euler equations and the \( \alpha \)-Euler model) is currently under development by Aleksei Seletskiy, a high school student in Palo Alto, CA, U. S. A. This will eventually be available at https://thetazero.github.io/capstone/index.
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**Figure 2.** Numerical illustration of roots of equation 2.62. Here \( p = (3, 1) \) and \( q = (-1, 2) \). The left panel is the Navier-Stokes case with viscosity \( \nu = 0.06 \), the right panel is the Euler (\( \nu = 0 \)) case for comparison. The respective continued fractions have been approximated by their 10-th truncations.

### 2.1. Modifications in case \( q \) is of type \( I_+ \) and \( I_- \)

We outline changes to the results above in case \( q \) is of type \( I_+ \) and \( I_- \). By Remark 1.2 if \( q \) is of type \( I_+ \) then
\( \rho_1 = 0 \) and if \( q \) is of type \( I_- \), then \( \rho_{-1} = 0 \). Consider the eigenvalue problem (2.2)

\[
\rho_{n-1} w_{n-1} - \rho_{n+1} w_{n+1} = \lambda w_n + \nu (q + n p)^2 w_n.
\]

(2.71)

Recall formula \( a_n := a_n(\lambda, \nu) = \frac{\lambda + \nu (q + n p)^2}{\rho_n} \). \( a_1 \) and \( a_{-1} \) are undefined, respectively, for \( q \) of type \( I_+ \) and \( I_- \).

Consider first the case \( I_+ \). Letting \( z_n = \rho_n w_n \), note that \( z_1 = 0 \), reduces equation (2.71) to

\[
z_{n-1} - z_{n+1} = a_n(\lambda, \nu) z_n, \quad n \neq 1. \tag{2.72}
\]

When \( n \leq 1 \) and when \( n \geq 3 \), we have the equation (2.72) above. When \( n = 0 \), we have

\[
z_{-1} = a_0 z_0, \tag{2.73}
\]

and when \( n = 2 \) we have

\[
-z_3 = a_2 z_2. \tag{2.74}
\]

Notice that equations (2.72) for \( n \leq 0 \) and \( n \geq 2 \) are uncoupled. Assume that \( z_n \neq 0 \) for \( n \neq 1 \) and setting \( u_n = z_{n-1}/z_n \) for \( n \neq 1 \) we first note that \( u_2 = z_1/z_2 = 0 \). Also, from (2.73) and (2.74), we obtain that \( u_0 = a_0 \) and \( u_3 = -1/a_2 \). Equation (2.72) thus becomes two separate equations in the variable \( u_n \) with initial conditions given by

\[
u_n = u_n + \frac{1}{u_{n+1}}, \quad n \leq -1, \quad u_0 = a_0, \tag{2.75}
\]

and

\[
u_n = u_n + \frac{1}{u_{n+1}}, \quad n \geq 3, \quad u_3 = -1/a_2. \tag{2.76}
\]

Rewriting (2.75) as \( u_{n+1} = -1/(u_n - u_0) \) and iterating backwards, for \( n = 0 \), we see that \( u_0 = a_0 \) must be given as the continued fraction

\[
u_0 = a_0(\lambda, \nu) = u_0^{(2)}(\lambda, \nu) = -[a_{-1}; a_{-2}; \ldots], \tag{2.77}
\]

where the formula for the continued fraction \( u_0^{(2)}(\lambda, \nu) \) is the same as before, see equation (2.13). If we rewrite equation (2.76) as \( u_{n+1} = -1/(a_n - u_3) \) and solve with the initial condition \( u_3 = -1/a_2 \) we run into the following problem. \( u_{n+1} \) is bounded above by \( 1/a_n \) and since \( a_n \to \infty \) as \( n \to \infty \), we have that \( \lim_{n \to \infty} u_{n+1} = 0 \). If we attempt to reconstruct the sequence \( z_n \) from the \( u_n \) thus obtained we will have the formula

\[
z_n = \frac{z_2}{u_3 u_4 \ldots u_n}, \tag{2.78}
\]

where \( z_2 \) is arbitrary. The fact that \( \lim_{n \to \infty} u_n = 0 \) implies that the \( z_n \) thus constructed grows exponentially. There is potentially another problem with this construction. Since \( u_n = a_n + 1/u_{n+1} \) for \( n \geq 3 \), iterating this forward, we see that \( u_3 \) is given by the continued fraction expression \( a_3 + [a_4; a_5 \ldots] \) (recall continued fraction Notation 1.3). The continued fraction thus constructed is positive, since \( a_n, n \geq 3 \) are all positive and thus cannot match the initial condition \( u_3 = -1/a_2 \).

These problems arise because \( z_2 \) was chosen to be non-zero. We avoid these problems by setting \( z_2 = 0 \). Then \( z_3 \) becomes 0 by (2.74) and all the succeeding \( z_n \) are also zero using (2.72). This then means that \( w_n = 0 \) for \( n > 1 \). We find a root of equation (2.77) and set \( z_n \) to be zero for all \( n \geq 1 \).

Summarizing the discussion above, we obtain, in the case \( q \) is of type \( I_+ \), \( \lambda > 0 \) is an eigenvalue of equation (2.71) if and only if \( \lambda > 0 \) is a root of the equation (2.77) and moreover, the eigenvector \( (w_n) \) satisfies the property that \( w_n = 0 \) for all
We only consider the continued fraction $u^{(2)}_n(\lambda, \nu)$ for $n \leq 0$ given by (2.10) and the continued fraction $g(\lambda, \nu)$ given by (2.15) and we wish to find a root $\lambda > 0$ of the equation

$$a_0(\lambda, \nu) + g(\lambda, \nu) = 0. \quad (2.79)$$

Let us now consider the case $I_-$. As before, let $z_n = \rho_n w_n$, note that $z_{-1} = 0$, reduces the eigenvalue equation (2.71) to

$$z_{n-1} - z_{n+1} = a_n(\lambda, \nu) z_n, \quad n \neq -1. \quad (2.80)$$

When $n \leq -3$ and when $n \geq 1$, we have the equation (2.80) above. When $n = -2$, we have

$$z_{-3} = a_{-2} z_{-2}, \quad (2.81)$$

and when $n = 0$ we have

$$z_1 = -a_0 z_0. \quad (2.82)$$

Similar to the reasons described for $I_+$, we will need to choose $z_{-2}$ to be 0 (for otherwise the $z_n$ thus constructed for $n \leq -2$ will be exponentially unbounded).

Equation (2.81) implies $z_{-3} = 0$ and all the preceding $z_n$ are zero for $n \leq -3$. Consider (2.80) for $n \geq 0$. Assuming $z_n \neq 0$ for $n \geq 1$ and setting $u_n = z_{n-1}/z_n$, we first note that

$$u_0 = z_{-1}/z_0 = 0 \quad \text{and} \quad u_1 = z_0/z_1 = -1/a_0. \quad (2.83)$$

Iterating this forward, we see that $u_0 = 0$ must match the continued fraction $a_0 + [a_1; a_2; \ldots]$ which is given by (recall formula (2.13) $u^{(1)}_0(\lambda, \nu)$. That is, $u_0$ is given by

$$0 = u_0 = u^{(1)}_0(\lambda, \nu) = a_0(\lambda, \nu) + [a_1; a_2; \ldots]. \quad (2.84)$$

Recalling formula (2.14), we obtain, in the case $q$ is of type $I_-$, that $\lambda > 0$ is an eigenvalue of the equation (2.80) if and only if $\lambda > 0$ solves equation (2.84) which can be rewritten as

$$a_0(\lambda, \nu) + f(\lambda, \nu) = 0. \quad (2.85)$$

Moreover, the eigenvector $(w_n)$ satisfies the property that $w_n = 0$ for all $n < 1$. We only consider the continued fraction $u^{(1)}_n(\lambda, \nu)$ for $n \geq 0$ given by (2.6) and the continued fraction $f(\lambda, \nu)$ given by (2.15) and we wish to find a root $\lambda > 0$ of the equation

$$a_0(\lambda, \nu) + f(\lambda, \nu) = 0. \quad (2.86)$$

Equations (2.79) and (2.86) have positive roots provided the following inequalities hold

$$g(0, \nu) > -a_0(0, \nu) = -\frac{\nu \|q\|^2}{\rho_0} \quad (2.87)$$

and

$$f(0, \nu) > -a_0(0, \nu) = -\frac{\nu \|q\|^2}{\rho_0}. \quad (2.88)$$

Lemma 2.10 now reads

**Lemma 2.10.** There exist $\nu^0_p > 0$ and $\nu^m_0 > 0$ such that for all $\nu$ in the interval $(0, \nu^0_p)$ and $(0, \nu^m_0)$ respectively the inequalities in equations (2.87) and (2.88) are satisfied.
Proof. The proof is similar to the proof of Lemma 2.5 except that instead of using the properties of both the even truncated continued fractions for \( f(0, \nu)^{2k} \) and \( g(0, \nu)^{2k} \), we instead use separately, the corresponding properties for \( g(0, \nu)^{2k} \) from Lemma 2.4 to prove inequality (2.87) and the properties for \( f(0, \nu)^{2k} \) to prove inequality (2.88).

Lemma 2.6 now reads

**Lemma 2.11.** If \( \mathbf{q} \) is, respectively, of type \( I_+ \) and type \( I_- \), then there exist a \( \nu^0 > 0 \) and \( \nu^m > 0 \) such that if \( \nu \) is respectively in the interval \((0,\nu^0)\) and \((0,\nu^m)\) the equations (2.79) and (2.85) have at least one solution \( \lambda > 0 \).

Property 2.12.

1. In case \( \mathbf{q} \) is of type \( I_+ \), the eigenvector \( (w_n) \) of (2.71) is such that the following holds: either \( w_n = 0 \) for \( n > 1 \), \( w_1 > 0 \), \( w_n < 0 \) for \( n = 1, 0 \), and \((-1)^n|w_n| > 0 \) for \( n \leq -2 \), or the entries of the vector \((-w_n)\) satisfy the inequalities just listed.

2. In case \( \mathbf{q} \) is of type \( I_- \), the eigenvector \( (w_n) \) of (2.71) is such that the following holds: either \( w_n = 0 \) for \( n < -1 \), \( w_n < 0 \) for \( n = -1, 0 \), and \( w_n > 0 \) for \( n > 0 \), or the entries of the vector \((-w_n)\) satisfy the inequalities just listed.

The changes to the statement of Theorem 2.9 are as follows.

**Theorem 2.13.** Suppose (1.2) is a steady state solution to the 2D Navier-Stokes equations (1.1) such that there exists at least one point \( \mathbf{q} \in \mathcal{Q}(\mathbf{p}) \) respectively of type \( I_+ \) or type \( I_- \), where \( \mathbf{q} \) is not parallel to \( \mathbf{p} \). Also, we assume that \( \Gamma \in \mathbb{R} \) and satisfies the normalization condition \( \Gamma(\mathbf{q}^{\mathbf{p}}(\mathbf{p})) = 1 \). Then there exist a \( \nu^0 > 0 \) and \( \nu^m > 0 \) such that for all \( \nu \) in the respective intervals \((0,\nu^0)\) and \((0,\nu^m)\), the steady state \( \omega^0 \), \( \mathbf{u}^0 \) and \( f \) defined in (1.2) are linearly unstable respectively when \( \mathbf{q} \) is of type \( I_+ \) and \( I_- \). In particular, the operator \( L_{B,\mathbf{q}} \) in the space \( \ell^2_s(\mathbb{Z}) \) has a positive eigenvalue and therefore \( L_B \) in \( \ell^2_s(\mathbb{Z}^2) \) has a positive eigenvalue. Moreover, the following assertions hold for all \( \nu \) in the respective intervals \((0,\nu^0)\) and \((0,\nu^m)\):

1. If \( \mathbf{q} \) is of type \( I_+ \) then \( \lambda > 0 \) is an eigenvalue of \( L_{B,\mathbf{q}} \) with eigenvector \( (w_n) \) satisfying Property 2.12 (1) if and only if \( \lambda > 0 \) is a solution to the equation

   \[ a_0(\lambda, \nu) + g(\lambda, \nu) = 0. \] (2.89)

2. If \( \mathbf{q} \) is of type \( I_- \) then \( \lambda > 0 \) is an eigenvalue of \( L_{B,\mathbf{q}} \) with eigenvector \( (w_n) \) satisfying Property 2.12 (2) if and only if \( \lambda > 0 \) is a solution to the equation

   \[ a_0(\lambda, \nu) + f(\lambda, \nu) = 0. \] (2.90)

3. A Fredholm determinant characterization of instability

In this section, we offer a characterization of unstable eigenvalues \( \lambda \) of the operator \( L_{B,\mathbf{q}} \) in terms of Fredholm determinants. Let us consider the eigenvalue equation (2.2) which can be rewritten as

\[ L_{B,\mathbf{q}}(w_n) = ((S - S^*) \text{diag} \rho_n - \nu\|\mathbf{q} + n\mathbf{p}\|^2)(w_n) = \lambda(w_n), \] (3.1)
where $S : (w_n) \mapsto (w_{n-1})$ denotes the shift operator on $\ell^2(\mathbb{Z})$ and $S^*$ denotes its adjoint. Suppose $\lambda > 0$ is in the point spectrum $\sigma_p(L_{B,\mathbf{q}})$. The operator of multiplication by $-\nu \| \mathbf{q} + n \mathbf{p} \|^2$ has spectrum on the negative real axis, so if $\lambda > 0$ then $\lambda$ is in the resolvent set of the operator $-\nu \| \mathbf{q} + n \mathbf{p} \|^2$. Consider the following factorization

$$L_{B,\mathbf{q}} - \lambda = (S - S^*) \operatorname{diag} \rho_n - \nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda$$

$$= (\| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)(I + (-\nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)^{-1}(S - S^*) \operatorname{diag} \rho_n)$$

$$= (-\nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)(I + K_{\lambda}), \quad (3.2)$$

where we have denoted by $K_{\lambda}$ the operator

$$K_{\lambda} = (-\nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)^{-1}(S - S^*) \operatorname{diag} \{ \rho_n \}. \quad (3.3)$$

Notice that $(S - S^*)$ and $\operatorname{diag} \rho_n$ are bounded operators, the operator $(-\nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)^{-1}$ is trace class since $\sum_{n \in \mathbb{Z}} (-\nu \| \mathbf{q} + n \mathbf{p} \|^2 - \lambda)^{-1} < +\infty$. Thus $K_{\lambda}$ being a product of bounded operators and trace class operator is itself trace class. One can thus attach a perturbation determinant to it, (see [18, Chapter 7; Theorem 6.1] for example, for a construction of this determinant), i.e., we have

$$D(\lambda) = \det(I + K_{\lambda}) = \prod_n (1 + \kappa_{\lambda}^n), \quad (3.4)$$

where the index $n$ in the above product ranges over all the eigenvalues $\kappa_{\lambda}^n$ of the operator $K_{\lambda}$. We thus have

**Theorem 3.1.** $\lambda > 0$ is an eigenvalue of the operator $L_{B,\mathbf{q}}$ if and only if $\det(I + K_{\lambda}) = 0$ if and only if $-1 \in \sigma_p(K_{\lambda})$.

**Proof.** Since $\lambda$ is in the resolvent set of the operator $-\nu \| \mathbf{q} + n \mathbf{p} \|^2$, the factorization in (3.2) implies that $\lambda > 0$ is in the spectrum of $L_{B,\mathbf{q}}$ if and only if $-1$ is in the spectrum of $K_{\lambda}$. The fact that $-1$ is in the spectrum of $K_{\lambda}$ if and only if $\det(I + K_{\lambda}) = 0$ follows from the product formula (3.4) above. $\square$

See [24] Theorem 4.2] for a related characterization of the unstable eigenvalues of the linearized vorticity operator $L_{\text{vor}}$ for the 2D Euler equations in terms of 2-modified perturbation determinants associated with a Hilbert-Schmidt operator. Note that in theorem 3.1 above, there is no reference to whether $\mathbf{q}$ is of type $I$. If, in addition, we specialize to the case that $\mathbf{q}$ is of type $I$, we have a one to one correspondence between the roots of equation (2.17) and zeros of the perturbation determinant $\det(I + K_{\lambda}) = 0$. Every root of the equation (2.17) contributes a zero to the perturbation determinant $\det(I + K_{\lambda}) = 0$.

**Theorem 3.2.** Suppose $\lambda > 0$ is a root of the equation (2.17), then $\det(I + K_{\lambda}) = 0$. In addition, if $\lambda > 0$ is an eigenvalue of the operator $L_{B,\mathbf{q}}$ with eigenvector $(w_n)$ satisfying the property , then $\lambda$ is a root of (2.17) if and only if $\det(I + K_{\lambda}) = 0$.

**Proof.** By Theorem 2.9 $\lambda > 0$ is in the spectrum of $L_{B,\mathbf{q}}$ with eigenvector $(w_n)$ satisfying Property 2.7 if and only if $\lambda$ is a root of the equation (2.17). By Theorem 3.1 $\lambda > 0$ is in the spectrum of $L_{B,\mathbf{q}}$ if and only if $\det(I + K_{\lambda}) = 0$. These two facts imply the result. $\square$
Letting $k_n = k_n(\lambda) = \frac{1}{\sqrt{\nu(\|q+\alpha p\|^2 - \lambda^2)}}$, we notice that $K_\lambda$ is represented by the following matrix

$$K_\lambda = \begin{pmatrix}
\ddots & & & & & 0 \\
0 & -\rho_0k_{-1} & 0 & & & \\
k_0p_{-1} & 0 & -\rho_1k_0 & & & \\
0 & k_1p_0 & 0 & \ddots & & \\
& & & & & \ddots \\
& & & & & 0 \\
& & & & & 0
\end{pmatrix}.$$ (3.5)

That is, $K_\lambda$ is a bidiagonal operator with non-zero entries only above and below the main diagonal. Here, $k_n = O(n^{-2})$ as $n \to \pm\infty$. The objective is to show that $-1 \in \sigma_p(K_\lambda)$. In other words, find a $\lambda$ (possibly complex), where the real part of $\lambda > 0$ such that $-1$ is in the spectrum of $K_\lambda$. Instead of studying the roots of the continued fraction equation (2.17), an alternative way to study the spectrum of the operator $L_{B,q}$ is to study the spectrum of the operator $K_\lambda$.

4. Extensions to the second grade fluid model, Navier-Stokes-\(\alpha\) and Navier-Stokes-Voigt models

In this section, we shall consider extensions of the main instability theorem 2.9 to regularized fluid models, the second grade fluid model, Navier-Stokes-\(\alpha\) and the Navier-Stokes-Voigt models. Fix $\alpha > 0$ and let the filtered / smoothed / regularized velocity $u_f$ satisfy

$$u = (I - \alpha^2 \Delta)u_f,$$ (4.1)

where $u$ is the velocity field. On appropriate function spaces, assuming that the Helmholtz operator $I - \alpha^2 \Delta$ is invertible, $u_f = (I - \alpha^2 \Delta)^{-1}u$ is smoother than the actual velocity $u$ and is referred to as the filtered (or regularized or smoothed) velocity. We consider all of the following models on the two torus $T^2$. The second grade fluid model, see [29] and references therein, is given by the equations

$$\partial_t (I - \alpha^2 \Delta)u_f + u_f \cdot \nabla(I - \alpha^2 \Delta)u_f + (\nabla u_f)^T \cdot (I - \alpha^2 \Delta)u_f = -\nabla p + \nu \Delta u_f + \nu f_1,$$ (4.2)

$$\text{div} \cdot u_f = 0.$$

In the above, $(\cdot)^T$ denotes the transpose of the matrix $(\cdot)$. The Navier-Stokes-\(\alpha\), see [10], is given by the equations

$$\partial_t (I - \alpha^2 \Delta)u_f + u_f \cdot \nabla(I - \alpha^2 \Delta)u_f + (\nabla u_f)^T \cdot (I - \alpha^2 \Delta)u_f = -\nabla p + \nu \Delta(I - \alpha^2 \Delta)u_f + \nu f_1,$$ (4.3)

$$\text{div} \cdot u_f = 0.$$

The only difference between the second grade fluid model and the Navier-Stokes-\(\alpha\) model is in the viscosity term: $\nu \Delta u_f$ for the second grade model versus $\nu \Delta(1 - \alpha^2 \Delta)u_f$ for the Navier-Stokes-\(\alpha\) model. In both these models, formally putting $\alpha = 0$ and $\nu = 0$ results in the 2D Euler equations. If we set $\alpha = 0$ we obtain the Navier-Stokes equations and if we set $\nu = 0$ we obtain the 2D $\alpha$-Euler equations. The Navier-Stokes-Voigt model, see for example [4], is given by the equations

$$\partial_t (I - \alpha^2 \Delta)u_f + u_f \cdot \nabla u_f + = -\nabla p + \nu \Delta u_f + \nu f_1,$$ (4.4)

$$\text{div} \cdot u_f = 0.$$
4.1. Second grade fluid model. We first study the second grade fluid model. Taking curl of equation (4.2) and setting
\[ \omega = \text{curl}(I - \alpha^2 \Delta) u_f, \] (4.5)
we obtain the equation
\[ \partial_t \omega + u_f \cdot \nabla \omega = \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega + \nu f. \] (4.6)
Denote by \( \varphi \), the stream function corresponding to \( u_f \), i.e., \( u_f = (\varphi_y, -\varphi_x) \). Note first that \( \text{curl} u_f = \text{curl}(\varphi_y, -\varphi_x) = -\Delta \varphi \). We thus have that \( \omega = \text{curl}(I - \alpha^2 \Delta) u_f = -\Delta (I - \alpha^2 \Delta) \varphi \). Fix \( p \in \mathbb{Z}^2 \), where \( p = (p_1, p_2) \) and denote \( p^\perp = (-p_2, p_1) \). Also, fix \( \Gamma \in \mathbb{R} \) and consider a steady state to (4.6) of the form
\[ \omega^0 = \Gamma \cos(p \cdot x), \quad u^0_f = \frac{\Gamma \sin(p \cdot x) p^\perp}{||p||^2(1 + \alpha^2 ||p||^2)}, \]
\[ f = -(I - \alpha^2 \Delta)^{-1} \Delta \omega^0 = \frac{||p||^2 \Gamma \cos(p \cdot x)}{1 + \alpha^2 ||p||^2}, \] (4.7)
The stream function \( \varphi^0 \) that corresponds to \( \omega^0 \) is given by the formula
\[ \varphi^0 = \frac{\Gamma \cos(p \cdot x)}{||p||^2(1 + \alpha^2 ||p||^2)}. \]
Using the Fourier series decomposition \( \omega(x) = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \omega_k e^{ik \cdot x} \) we rewrite (4.6) as
\[ \frac{d\omega_k}{dt} + \sum_{q \in \mathbb{Z}^2 \setminus \{0\}} \beta_1(k - q, q) \omega_{k - q} \omega_q - \nu \frac{||k||^2}{(1 + \alpha^2 ||k||^2)} \omega_k + \nu \dot{f}_k, \quad k \in \mathbb{Z}^2 \setminus \{0\}, \] (4.8)
where the coefficients \( \beta_1(p, q) \) for \( p, q \in \mathbb{Z}^2 \) are defined as
\[ \beta_1(p, q) = \frac{1}{2} \left( ||q||^{-2} (1 + \alpha^2 ||q||^2)^{-1} - ||p||^{-2} (1 + \alpha^2 ||p||^2)^{-1} \right) (p \cdot q) \] (4.9)
for \( p \neq 0, q \neq 0 \), and \( \beta_1(p, q) = 0 \) otherwise.
Consider the linearization of (4.6) about the steady state (4.7) given by
\[ \partial_t \omega^0 + u^0_f \cdot \nabla \omega^0 = \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega^0. \] (4.10)
Corresponding to (4.10), consider the linear operator \( L^0_B \) given by
\[ L^0_B \omega^0 = -u^0_f \cdot \nabla \omega^0 + \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega^0. \] (4.11)
Using the Fourier decomposition in (4.8), consider the following linearized vorticity operator in the space \( l^2(\mathbb{Z}^2) \)
\[ L^0_B : (\omega_k)_{k \in \mathbb{Z}^2} \mapsto (\beta_1(p, k - p) \Gamma \omega_{k - p} - \beta_1(p, k + p) \Gamma \omega_{k + p} - \nu ||k||^2 (1 + \alpha^2 ||k||^2)^{-1} \omega_k)_{k \in \mathbb{Z}^2}. \] (4.12)
Fixing a \( q \) of type \( I_0 \) and decomposing spaces and operators as before, consider the operator \( L^0_{B,q} \) acting on the space \( l^2(\mathbb{Z}) \) given by
\[ L^0_{B,q} : (w_n)_{n \in \mathbb{Z}} \mapsto \left( \beta_1(p, q + (n - 1)p) \Gamma w_{n-1} - \beta_1(p, q + (n + 1)p) \Gamma w_{n+1} - \nu (1 + \alpha^2 ||q + np||^2)^{-1} ||q + np||^2 w_n \right)_{n \in \mathbb{Z}}. \] (4.13)
Let $\rho'_n$ be defined by the equation
\[
\rho'_n = \Gamma \beta_1(p, q + np) = \frac{(q \wedge p) \Gamma}{2(1 + \alpha^2\|p\|^2\|p\|^2)} \left(1 - \frac{(1 + \alpha^2\|q + np\|^2\|p\|^2)}{(1 + \alpha^2\|q + np\|^2\|q + np\|^2)}\right). \tag{4.14}
\]

Normalize $\Gamma$ so that
\[
\frac{(q \wedge p) \Gamma}{2(1 + \alpha^2\|p\|^2\|p\|^2)} = 1. \tag{4.15}
\]

After this normalization, $\rho'_n \to 1$ as $n \to \pm\infty$. Using (4.14) the operator $L_{B, q}^\alpha$ can be rewritten as
\[
L_{B, q}^\alpha : (w_n)_{n \in \mathbb{Z}} \mapsto (\rho'_n w_{n-1} - \rho'_n w_{n+1} - \nu(1 + \alpha^2\|q + np\|^2)^{-1}\|q + np\|^2 w_n)_{n \in \mathbb{Z}}. \tag{4.16}
\]

Consider the eigenvalue equation
\[
L_{B, q}^\alpha(w_n) = \lambda w_n. \tag{4.17}
\]

Using (4.16) this can be rewritten as
\[
\rho'_n w_{n-1} - \rho'_n w_{n+1} = \lambda w_n + \nu(1 + \alpha^2\|q + np\|^2)^{-1}\|q + np\|^2 w_n. \tag{4.18}
\]

Letting $z_n = \rho'_n w_n$ and introducing the notation
\[
e_n(\lambda, \nu, \alpha) = \frac{\lambda}{\rho'_n} + \frac{\nu\|q + np\|^2}{(1 + \alpha^2\|q + np\|^2)\rho'_n} \tag{4.19}
\]

(notice that $e_n \to \lambda + \nu/\alpha^2$ as $n \to \pm\infty$) we rewrite (4.18) as
\[
z_{n-1} - z_{n+1} = e_n z_n. \tag{4.20}
\]

Now, as before, let $u_n = z_{n-1}/z_n$ to obtain
\[
u_n = e_n + \frac{1}{u_{n+1}}, \quad n \in \mathbb{Z}. \tag{4.21}
\]

Iterating this equation above forwards for $n \geq 0$, one sees that for each $n \geq 0$, $u_n$ must satisfy the following continued fraction
\[
u_n = u_n^{(1)}(\lambda, \nu, \alpha) = e_n + [e_{n+1}; e_{n+2}; \ldots], \quad n = 0, 1, 2, \ldots \tag{4.22}
\]

Let $e_\infty := \lim_{n \to \pm\infty} e_n = \lambda + \nu/\alpha^2$ and denote $u_{\pm\infty} = e_\infty/2 \pm \sqrt{(e_\infty/2)^2 + 1}$ and note that $u_n^{(1)} \to u_{+\infty}$ as $n \to \infty$ and moreover $u_{+\infty} > 1$. (The proof of this fact is similar to the Euler-\(\alpha\) case considered in [7]). Similarly, one has
\[
u_{n+1} = \frac{-1}{e_n - u_n}, \quad n \in \mathbb{Z}. \tag{4.23}
\]

Iterating this for $n \leq 0$, one has,
\[
u_n = u_n^{(2)}(\lambda, \nu, \alpha) = -[e_{n-1}; e_{n-2}; \ldots], \quad n = 0, -1, -2, \ldots \tag{4.24}
\]

Notice that $u_n \to u_{-\infty}$ as $n \to -\infty$ and $-1 < u_{-\infty} < 0$. Since the expressions for $u_0$, given respectively, by equations (4.22) and (4.24) must match, we must have
\[
u_0^{(1)}(\lambda, \nu, \alpha) = u_0^{(2)}(\lambda, \nu, \alpha), \quad i.e.,
\]
\[
u_0^{(1)}(\lambda, \nu, \alpha) = e_0 + [e_1; e_2; \ldots] = u_0^{(2)}(\lambda, \nu, \alpha) = -[e_{-1}; e_{-2}; \ldots]. \tag{4.25}
\]

Denote
\[
f^s(\lambda, \nu, \alpha) = [e_1; e_2; \ldots] \tag{4.26}
\]

and
\[
g^s(\lambda, \nu, \alpha) = [e_{-1}; e_{-2}; \ldots]. \tag{4.27}
\]
Lemma 4.1. The following limits hold
\[ f^s(\lambda, \nu, \alpha) = u_0^{(1)}(\lambda, \nu, \alpha) - c_0(\lambda, \nu), \quad g^s(\lambda, \nu, \alpha) = -u_0^{(2)}(\lambda, \nu, \alpha). \] (4.28)
Equation (4.25) is equivalent to
\[ c_0(\lambda, \nu, \alpha) + f^s(\lambda, \nu, \alpha) + g^s(\lambda, \nu, \alpha) = 0. \] (4.29)
Thus, the eigenvalue problem (4.18) has an unstable eigenvalue \( \lambda > 0 \) if and only if equation (4.29) has a root \( \lambda > 0 \). If \( q \) is of type \( I_0 \), \( \rho_0' < 0 \) and \( \rho_n' > 0 \) for every \( n \neq 0 \), \( -c_0 \) as a function of \( \lambda \) is a straight line of slope \(-1/\rho_0'\) and \( y \)-intercept \(-\frac{\nu||q||^2}{(1+\alpha^2||q||^2)\rho_0'}\). Moreover, we can show \( f^s \) and \( g^s \) considered as functions of \( \lambda \) are continuous on \([0, +\infty)\) with limits \( \lim_{\lambda \to +\infty} f^s(\lambda, \nu, \alpha) = g^s(\lambda, \nu, \alpha) = 0 \). Thus the two curves will meet provided that \( \lim_{\lambda \to 0^+} f^s(\lambda, \nu, \alpha) + g^s(\lambda, \nu, \alpha) \) is greater than the \( y \)-intercept of the line \(-c_0: -\frac{\nu||q||^2}{(1+\alpha^2||q||^2)\rho_0'}\).

One can show, similar to Lemma 2.3 in Section 2, that \( \lim_{\lambda \to 0^+} f^s(\lambda, \nu, \alpha) = f^s(0, \nu, \alpha) \) and \( \lim_{\lambda \to 0^+} g^s(\lambda, \nu, \alpha) = g^s(0, \nu, \alpha) \) which then means that we must check that the inequality
\[ f^s(0, \nu, \alpha) + g^s(0, \nu, \alpha) > -\frac{\nu||q||^2}{(1+\alpha^2||q||^2)\rho_0'} \] (4.30)
holds. Considered as a function of \( \nu \), \(-\frac{\nu||q||^2}{(1+\alpha^2||q||^2)\rho_0'}\) is a straight line with positive slope that passes through the origin \( \nu = 0 \). The functions \( f^s(0, \nu, \alpha) \) and \( g^s(0, \nu, \alpha) \) are continuous in \( \nu \) and satisfy limits \( \lim_{\nu \to +\infty} f^s(0, \nu, \alpha) = g^s(0, \nu, \alpha) = 0 \). If we therefore show that \( \lim_{\nu \to 0^+} f^s(0, \nu, \alpha) > 0 \) and \( \lim_{\nu \to 0^+} g^s(0, \nu, \alpha) > 0 \) then there will exist a \( \nu_0 > 0 \) such that for all \( \nu \in (0, \nu_0) \) the inequality in (4.30) is satisfied.

**Lemma 4.1.** The following limits hold
\[ \lim_{\nu \to 0^+} f^s(0, \nu, \alpha) = 1, \] (4.31)
\[ \lim_{\nu \to 0^+} g^s(0, \nu, \alpha) = 1. \] (4.32)

The limits above follow from the following general fact from the theory of continued fractions. Let \( (c_n) \) be a sequence of positive numbers that converge to 1 and consider the continued fraction \( f(x) = [x; c_1, c_2; \ldots] \). Then \( \lim_{x \to 0^+} f(x) = 1 \). For a proof, see Lemma 3.1, Item (4) in [7]. The above discussion thus guarantees the existence of a positive root \( \lambda > 0 \) to the equation (4.29). The remaining parts are similar to the Navier-Stokes case. We can thus establish the main instability Theorem 4.3. Extensions to cover the cases when \( q \) is of type \( I_+ \) and \( I_- \) can be carried out similar to those described in Subsection 2.1.

4.2. Navier-Stokes-\( \alpha \). We now consider the Navier-Stokes-\( \alpha \) equations. Taking the curl of the Navier-Stokes-\( \alpha \) equation (4.3) and setting \( \omega = \text{curl}(1 - \alpha^2 \Delta)u_f \) will yield the equation
\[ \partial_t \omega + u_f \cdot \nabla \omega = \nu \Delta \omega + \nu f. \] (4.33)
Denote by \( \varphi \), the stream function corresponding to \( u_f \), i.e., \( u_f = (\varphi_y, -\varphi_x) \). As before, we have that \( \text{curl} u_f = \text{curl}(\varphi_y, -\varphi_x) = -\Delta \varphi \). Thus \( \omega = \text{curl}(1 - \alpha^2 \Delta)u_f = -\Delta(I - \alpha^2 \Delta) \varphi \). Fix \( p \in \mathbb{R}^2 \), where \( p = (p_1, p_2) \) and denote \( p^+ = (-p_2, p_1) \). Also, fix \( \Gamma \in \mathbb{R} \) and consider a steady state to (4.33) of the form
\[ \omega^0 = \Gamma \cos(p \cdot x), \quad u_f^0 = \frac{\Gamma \sin(p \cdot x)p^+}{\|p^+\|^2(1 + \alpha^2\|p\|^2)}. \]
\[ f = -\Delta \omega^0 = \|p\|^2 \Gamma \cos(p \cdot x). \] (4.34)

The stream function \( \varphi^0 \) that corresponds to \( \omega^0 \) is given by the formula
\[ \varphi^0 = \frac{\Gamma \cos(p \cdot x)}{\|p\|^2 (1 + \alpha^2 \|p\|^2)}. \]

Using the Fourier series decomposition \( \omega(x) = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \omega_k e^{ik \cdot x} \) we rewrite (4.33) as
\[ \frac{d\omega_k}{dt} = \sum_{q \in \mathbb{Z}^2 \setminus \{0\}} \beta_1(k - q, q) \omega_{k-q} - \nu \|\omega_k\|^2 \omega_k + \nu f_k, \quad k \in \mathbb{Z}^2 \setminus \{0\}, \] (4.35)

where the coefficients \( \beta_1(p, q) \) for \( p, q \in \mathbb{Z}^2 \) are defined as
\[ \beta_1(p, q) = \frac{1}{2} \left( \|q\|^2 \left(1 + \alpha^2 \|q\|^2\right)^{-1} - \|p\|^2 \left(1 + \alpha^2 \|p\|^2\right)^{-1} \right) (p \wedge q). \] (4.36)

Consider the linearization of (4.33) about the steady state (4.34) given by
\[ \partial_t \omega + u^0_j \cdot \nabla \omega + u_f \cdot \nabla \omega^0 = \nu \Delta \omega. \] (4.37)

Corresponding to (4.37), consider the linear operator \( L_B^\alpha \) given by
\[ L_B^\alpha \omega = -u^0_j \cdot \nabla \omega - u_f \cdot \nabla \omega^0 + \nu \Delta \omega. \] (4.38)

Using the Fourier decomposition in (4.35), consider the following linearized vorticity operator in the space \( \ell^2(\mathbb{Z}^2) \)
\[ L_B^\alpha : (\omega_k)_{k \in \mathbb{Z}^2} \mapsto (\beta_1(p, k - p) \Gamma \omega_{k-p} - \beta_1(p, k + p) \Gamma \omega_{k+p} - \nu \|\omega_k\|^2 \omega_k)_{k \in \mathbb{Z}^2}. \] (4.39)

Fixing a \( q \) of type \( I_0 \) and decomposing spaces and operators as before, consider the operator \( L_{B,q}^\alpha \) acting on the space \( \ell^2(\mathbb{Z}) \) given by
\[ L_{B,q}^\alpha : (w_n)_{n \in \mathbb{Z}} \mapsto \left( \beta_1(p, q + (n - 1)p) \Gamma w_{n-1} - \beta_1(p, q + (n + 1)p) \Gamma w_{n+1} - \nu \|q + np\|^2 w_n \right)_{n \in \mathbb{Z}}. \] (4.40)

(Notice that the \( L_B^\alpha \) and \( L_{B,q}^\alpha \) considered here differ in the viscous term as compared to the second grade fluid model in the previous subsection.) Let \( \rho'_n \) be defined by the equation
\[ \rho'_n = \Gamma \beta_1(p, q + np) = \frac{(q \wedge p) \Gamma}{2(1 + \alpha^2 \|p\|^2) \|p\|^2} \left( 1 - \frac{(1 + \alpha^2 \|p\|^2) \|q + np\|^2}{(1 + \alpha^2 \|q + np\|^2) \|q + np\|^2} \right). \] (4.41)

Normalize \( \Gamma \) so that
\[ \frac{(q \wedge p) \Gamma}{2(1 + \alpha^2 \|p\|^2) \|p\|^2} = 1. \] (4.42)

After this normalization, \( \rho'_{n} \to 1 \) as \( n \to \pm \infty \). Using (4.41) the operator \( L_{B,q}^\alpha \) can be rewritten as
\[ L_{B,q}^\alpha : (w_n)_{n \in \mathbb{Z}} \mapsto (\rho'_{n-1} w_{n-1} - \rho'_{n+1} w_{n+1} - \nu \|q + np\|^2 w_n)_{n \in \mathbb{Z}}. \] (4.43)

Consider the eigenvalue equation
\[ L_{B,q}^\alpha (w_n) = \lambda(w_n). \] (4.44)
Using (4.43) this can be rewritten as
\[ \rho'_{n-1} w_{n-1} - \rho'_{n+1} w_{n+1} = \lambda w_n + \nu \|q + np\|^2 w_n. \] (4.45)

Letting \( z_n = \rho'_n w_n \) and introducing the notation
\[ l_n = l_n(\lambda, \nu, \alpha) = \frac{\lambda}{\rho'_n} + \frac{\nu \|q + np\|^2}{\rho'_n} \] (4.46)
we rewrite (4.45) as
\[ z_{n-1} - z_{n+1} = l_n z_n. \] (4.47)

Now, as before, let \( u_n = z_{n-1}/z_n \) to obtain
\[ u_n = l_n + \frac{1}{u_{n+1}}, \quad n \in \mathbb{Z}. \] (4.48)

Iterating this equation above forwards for \( n \geq 0 \), one sees that for each \( n \geq 0 \), \( u_n \) must satisfy the following continued fraction
\[ u_n = u_n^{(1)}(\lambda, \nu, \alpha) = l_n + [l_{n+1}; \ldots], \quad n = 0, 1, 2, \ldots \] (4.49)

Similar to the Navier-Stokes case \( \lim_{n \to \pm \infty} l_n = +\infty \) and thus \( \lim_{n \to +\infty} u_n^{(1)}(\lambda, \nu, \alpha) = +\infty \). Similarly, one has
\[ u_{n+1} = \frac{-1}{l_n - u_n}, \quad n \in \mathbb{Z}. \] (4.50)

Iterating this for \( n \leq 0 \), one has,
\[ u_n = u_n^{(2)}(\lambda, \nu, \alpha) = -[l_{n-1}; l_{n-2}; \ldots], \quad n = 0, -1, -2, \ldots \] (4.51)

Notice that \( \lim_{n \to -\infty} u_n^{(2)}(\lambda, \nu, \alpha) = 0 \). Since the expressions for \( u_0 \), given respectively, by equations (4.49) and (4.51) must match, we must have \( u_0^{(1)}(\lambda, \nu, \alpha) = u_0^{(2)}(\lambda, \nu, \alpha) \), i.e.,
\[ u_0^{(1)}(\lambda, \nu, \alpha) = l_0 + [l_1; l_2; \ldots] = u_0^{(2)}(\lambda, \nu, \alpha) = -[l_{-1}; l_{-2}; \ldots]. \] (4.52)

Denote
\[ f^a(\lambda, \nu, \alpha) = [l_1(\lambda, \nu, \alpha); l_2(\lambda, \nu, \alpha); \ldots] \] (4.53)
and
\[ g^a(\lambda, \nu, \alpha) = [l_{-1}(\lambda, \nu, \alpha); l_{-2}(\lambda, \nu, \alpha); \ldots]. \] (4.54)

Notice that
\[ f^a(\lambda, \nu, \alpha) = u_0^{(1)}(\lambda, \nu, \alpha) - l_0(\lambda, \nu), \quad g^a(\lambda, \nu, \alpha) = -u_0^{(2)}(\lambda, \nu, \alpha). \] (4.55)

Equation (4.52) is equivalent to
\[ l_0(\lambda, \nu, \alpha) + f^a(\lambda, \nu, \alpha) + g^a(\lambda, \nu, \alpha) = 0. \] (4.56)

Thus, the eigenvalue problem (4.45) has an unstable eigenvalue \( \lambda > 0 \) if and only if equation (4.56) has a root \( \lambda > 0 \). If \( q \) is of type \( I_0 \), \( \rho'_0 < 0 \) and \( \rho'_n > 0 \) for every \( n \neq 0 \), \( -l_0 \) as a function of \( \lambda \) is a straight line of slope \(-1/\rho'_0\) and \( y\)-intercept \(-\nu\|q\|^2/\rho'_0\). Moreover, we can show \( f^a \) and \( g^a \) considered as functions of \( \lambda \) are continuous on \([0, +\infty)\) with limits \( \lim_{\lambda \to +\infty} f^a(\lambda, \nu, \alpha) = g^a(\lambda, \nu, \alpha) = 0 \). Thus the two curves will meet provided that \( \lim_{\lambda \to 0^+} f^a(\lambda, \nu, \alpha) + g^a(\lambda, \nu, \alpha) \) is greater than the \( y \)-intercept of the line \(-l_0: -\nu\|q\|^2/\rho'_0\).
One can show, similar to Lemma 2.3 in Section 2, that \( \lim_{\lambda \to 0^+} f^\alpha(\lambda, \nu, \alpha) = f^\alpha(0, \nu, \alpha) \) and \( \lim_{\lambda \to 0^+} g^\alpha(\lambda, \nu, \alpha) = g^\alpha(0, \nu, \alpha) \) which then means that we must check that the inequality
\[
f^\alpha(0, \nu, \alpha) + g^\alpha(0, \nu, \alpha) > -\frac{\nu \|q\|^2}{\rho_0}
\] (4.57)
holds.

The strategy for proving inequality (4.57) is similar to the Navier-Stokes case. Similarly to Lemma 2.4 and Lemma 2.5 we can show that there exists a positive integer \( k \) such that the slopes of the even truncations \( f^\alpha(0, \nu, \alpha)2k \) and \( g^\alpha(0, \nu, \alpha)2k \) at \( \nu = 0 \) is greater than the slope \(-\frac{\|q\|^2}{\rho_0}\) of the straight line \(-\frac{\nu \|q\|^2}{\rho_0}\). This will then establish that there exists a \( \nu_0 > 0 \) such that for all \( \nu \in (0, \nu_0) \) the inequality (4.57) is satisfied. The other facts can be proved similarly to the Navier-Stokes case. We can thus establish Theorem 4.3.

### 4.3. Navier-Stokes-Voigt model

We finally consider the Navier-Stokes-Voigt model. Taking curl of equation (4.4) and setting
\[
\omega = \text{curl}(I - \alpha^2 \Delta)\mathbf{u}_f,
\] (4.58)
we obtain the equation
\[
\partial_t \omega + \mathbf{u}_f \cdot \nabla (I - \alpha^2 \Delta)^{-1} \omega = \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega + \nu f.
\] (4.59)

Denote by \( \varphi \), the stream function corresponding to \( \mathbf{u} \), i.e., \( \mathbf{u}_f = (\varphi_y, -\varphi_x) \). Note first that curl \( \mathbf{u}_f = \text{curl}(\varphi_y, -\varphi_x) = -\Delta \varphi \). We thus have that \( \omega = \text{curl}(I - \alpha^2 \Delta)\mathbf{u} = -\Delta (I - \alpha^2 \Delta)\varphi \). Fix \( \mathbf{p} \in \mathbb{Z}^2 \), where \( \mathbf{p} = (p_1, p_2) \) and denote \( \mathbf{p}^\perp = (-p_2, p_1) \). Also, fix \( \Gamma \in \mathbb{R} \) and consider a steady state to (4.59) of the form
\[
\omega^0 = \Gamma \cos(\mathbf{p} \cdot \mathbf{x}), \quad \mathbf{u}_f^0 = \frac{\Gamma \sin(\mathbf{p} \cdot \mathbf{x}) \mathbf{p}^\perp}{(1 + \alpha^2 \|\mathbf{p}\|^2 \|\mathbf{p}\|^2},
\]
\[
f = -(I - \alpha^2 \Delta)^{-1} \Delta \omega^0 = \frac{\|\mathbf{p}\|^2 \Gamma \cos(\mathbf{p} \cdot \mathbf{x})}{1 + \alpha^2 \|\mathbf{p}\|^2}.
\] (4.60)

The stream function \( \varphi^0 \) that corresponds to \( \omega^0 \) is given by the formula
\[
\varphi^0 = \frac{\Gamma \cos(\mathbf{p} \cdot \mathbf{x})}{\|\mathbf{p}\|^2(1 + \alpha^2 \|\mathbf{p}\|^2)}.
\]

Using the Fourier series decomposition \( \omega(x) = \sum_{\mathbf{k} \in \mathbb{Z}^2 \setminus \{0\}} \omega_k e^{i \mathbf{k} \cdot \mathbf{x}} \) we rewrite (4.59) as
\[
\frac{d\omega_k}{dt} = \sum_{\mathbf{q} \in \mathbb{Z}^2 \setminus \{0\}} \beta_2(\mathbf{k} - \mathbf{q}, \mathbf{q}) \omega_{k-q} - \nu \frac{\|\mathbf{k}\|^2}{1 + \alpha^2 \|\mathbf{k}\|^2} \omega_k + \nu f_k, \quad \mathbf{k} \in \mathbb{Z}^2 \setminus \{0\},
\] (4.61)
where the coefficients \( \beta(\mathbf{p}, \mathbf{q}) \) for \( \mathbf{p}, \mathbf{q} \in \mathbb{Z}^2 \) are defined as
\[
\beta_2(\mathbf{p}, \mathbf{q}) = \frac{1}{2} \left( \|\mathbf{q}\|^2 - \|\mathbf{p}\|^2 \right) \left( \frac{\mathbf{p} \cdot \mathbf{q}}{1 + \alpha^2 \|\mathbf{p}\|^2(1 + \alpha^2 \|\mathbf{q}\|^2)} \right)
\] (4.62)
for \( \mathbf{p} \neq 0, \mathbf{q} \neq 0, \) and \( \beta_1(\mathbf{p}, \mathbf{q}) = 0 \) otherwise.

Consider the linearization of (4.59) about the steady state (4.60) given by
\[
\partial_t \omega + \mathbf{u}_f^0 \cdot \nabla \omega + \mathbf{u}_f \cdot \nabla \omega^0 = \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega.
\] (4.63)
Corresponding to (4.63), consider the linear operator \( L_{k}^\alpha \) given by
\[
L_{k}^\alpha \omega = -\mathbf{u}_f^0 \cdot \nabla \omega - \mathbf{u}_f \cdot \nabla \omega^0 + \nu \Delta (I - \alpha^2 \Delta)^{-1} \omega.
\] (4.64)
Using the Fourier decomposition in (4.61), consider the following linearized vorticity operator in the space $\ell^2(\mathbb{Z}^2)$

$$L_0^\alpha : (\omega_k)_{k \in \mathbb{Z}^2} \mapsto$$

$$(\beta_2(p, k - p)\Gamma \omega_{k-p} - \beta_2(p, k + p)\Gamma \omega_{k+p} - \nu \frac{||k||^2}{1 + \alpha^2 ||k||^2} \omega_k)_{k \in \mathbb{Z}^2}. \quad (4.65)$$

Fixing a $q$ of type $I_0$ and decomposing spaces and operators as before, consider the operator $L_{B,q}^\alpha$ acting on the space $\ell_2(\mathbb{Z})$ given by

$$L_{B,q}^\alpha : (w_n)_{n \in \mathbb{Z}} \mapsto \left(\beta_2(p, q + (n-1)p)\Gamma w_{n-1} - \beta_2(p, q + (n+1)p)\Gamma w_{n+1} - \nu ||q + np||^2(1 + \alpha^2 ||q + np||^2)^{-1}w_n\right)_{n \in \mathbb{Z}}. \quad (4.66)$$

Let $\rho_n$ be defined by the equation

$$\rho_n = \Gamma \beta_2(p, q + np) = \frac{(q \wedge p)\Gamma}{2||p||^2(1 + \alpha^2 ||p||^2)(1 + \alpha^2 ||q + np||^2)} \left(1 - \frac{||p||^2}{||q + np||^2}\right). \quad (4.67)$$

Normalize $\Gamma$ so that

$$\frac{(q \wedge p)\Gamma}{2||p||^2(1 + \alpha^2 ||p||^2)(1 + \alpha^2 ||q + np||^2)} = 1. \quad (4.68)$$

After this normalization, $\rho_n \rightarrow 1$ as $n \rightarrow \pm \infty$. Using (4.67) the operator $L_{B,q}^\alpha$ can be rewritten as

$$L_{B,q}^\alpha : (w_n)_{n \in \mathbb{Z}} \mapsto (\rho_{n-1}w_{n-1} - \rho_{n+1}w_{n+1} - \nu ||q + np||^2(1 + \alpha^2 ||q + np||^2)^{-1}w_n)_{n \in \mathbb{Z}}. \quad (4.69)$$

Consider the eigenvalue equation

$$L_{B,q}^\alpha(w_n) = \lambda(w_n). \quad (4.70)$$

Using (4.69) this can be rewritten as

$$\rho_{n-1}w_{n-1} - \rho_{n+1}w_{n+1} = \lambda w_n + \nu ||q + np||^2(1 + \alpha^2 ||q + np||^2)^{-1}w_n. \quad (4.71)$$

Letting $z_n = \rho_n w_n$ and introducing the notation

$$i_n(\lambda, \nu, \alpha) = \frac{\lambda}{\rho_n} + \frac{\nu ||q + np||^2}{(1 + \alpha^2 ||q + np||^2)\rho_n} \quad (4.72)$$

we rewrite (4.71) as

$$z_{n-1} - z_{n+1} = i_n z_n. \quad (4.73)$$

Now, let $u_n = z_{n-1}/z_n$ to obtain

$$u_n = i_n + \frac{1}{u_{n+1}}, \quad n \in \mathbb{Z}. \quad (4.74)$$

Iterating this equation above forwards for $n \geq 0$, one sees that for each $n \geq 0$, $u_n$ must satisfy the following continued fraction

$$u_n = u_n^{(1)}(\lambda, \nu, \alpha) = i_n + \left[i_{n+1}; i_{n+2}; \ldots \right] \quad n = 0, 1, 2, \ldots. \quad (4.75)$$

Similarly, one has

$$u_{n+1} = \frac{-1}{i_n - u_n}, \quad n \in \mathbb{Z}. \quad (4.76)$$
Iterating this for \( n \leq 0 \), one has,
\[
u_n = u_n^{(2)}(\lambda, \nu, \alpha) = -\lfloor i_{n-1}; i_{n-2}; \ldots \rfloor \quad n = 0, -1, -2, \ldots \quad (4.77)
\]
Since the expressions for \( u_0 \), given respectively, by equations (4.76) and (4.77) must match, we must have \( u_0^{(1)}(\lambda, \nu) = u_0^{(2)}(\lambda, \nu) \), i.e.,
\[
u_0^{(1)}(\lambda, \nu, \alpha) = i_0 + [i_1; i_2; \ldots ] = u_0^{(2)}(\lambda, \nu, \alpha) = -[i_{-1}; i_{-2}; \ldots ] \quad (4.78)
\]
Denote
\[
\nu'(\lambda, \nu, \alpha) = [i_1(\lambda, \nu, \alpha); i_2(\lambda, \nu, \alpha); \ldots ]
\]
and
\[
\nu''(\lambda, \nu, \alpha) = [i_{-1}(\lambda, \nu, \alpha); i_{-2}(\lambda, \nu, \alpha); \ldots ]
\]
Notice that
\[
\nu'(\lambda, \nu, \alpha) = u_0^{(1)}(\lambda, \nu, \alpha) - i_0(\lambda, \nu), \quad \nu''(\lambda, \nu, \alpha) = -u_0^{(2)}(\lambda, \nu, \alpha)
\]
Equation (4.78) is equivalent to
\[
i_0(\lambda, \nu, \alpha) + \nu'(\lambda, \nu, \alpha) + \nu''(\lambda, \nu, \alpha) = 0 \quad (4.82)
\]
Thus, the eigenvalue problem (4.71) has an unstable eigenvalue \( \lambda > 0 \) if and only if equation (4.82) has a root \( \lambda > 0 \). If \( q \) is of type \( I_0, \rho_0 < 0 \) and \( \rho_n > 0 \) for every \( n \neq 0 \), \(-i_0\) as a function of \( \lambda \) is a straight line of slope \(-1/\rho_0\) and \( y \)-intercept \(-\frac{\nu\|q\|^2}{(1+\alpha^2\|q\|^2)\rho_0}\). Moreover, we can show \( \nu' \) and \( \nu'' \) considered as functions of \( \lambda \) are continuous on \([0, +\infty)\) with limits \( \lim_{\lambda \to +\infty} \nu'(\lambda, \nu, \alpha) = \nu''(\lambda, \nu, \alpha) = 0 \). Thus the two curves will meet provided that \( \lim_{\lambda \to \lambda_0} \nu'(\lambda, \nu, \alpha) + \nu''(\lambda, \nu, \alpha) > -\frac{\nu\|q\|^2}{(1+\alpha^2\|q\|^2)\rho_0} \quad (4.83)\)
holds. Considered as a function of \( \nu \), \(-\frac{\nu\|q\|^2}{(1+\alpha^2\|q\|^2)\rho_0}\) is a straight line with positive slope that passes through the origin \( \nu = 0 \). The functions \( \nu'(0, \nu, \alpha) \) and \( \nu''(0, \nu, \alpha) \) are continuous in \( \nu \) and satisfy limits \( \lim_{\nu \to +\infty} \nu'(0, \nu, \alpha) = \nu''(0, \nu, \alpha) = 0 \). If we therefore show that \( \lim_{\nu \to 0^+} \nu'(0, \nu, \alpha) > 0 \) and \( \lim_{\nu \to 0^+} \nu''(0, \nu, \alpha) > 0 \) then there will exist a \( \nu_0 > 0 \) such that for all \( \nu \in (0, \nu_0) \) the inequality in (4.36) is satisfied. Similar to the second grade fluid model, we can prove the following Lemma.

**Lemma 4.2.** The following limits hold
\[
\lim_{\nu \to 0^+} \nu'(0, \nu, \alpha) = 1, \quad (4.84)
\]
\[
\lim_{\nu \to 0^+} \nu''(0, \nu, \alpha) = 1. \quad (4.85)
\]
The above discussion thus guarantees the existence of a positive root \( \lambda > 0 \) to the equation (4.29). The remaining parts are similar to the Navier-Stokes case. We can thus establish Theorem 4.3.
Theorem 4.3. Suppose \((4.7), (4.34), (4.60)\) are, respectively, steady state solutions to the 2D second grade equations \((4.6)\), the Navier-Stokes-\(\alpha\) equations \((4.33)\) and the Navier-Stokes-Voigt equations \((4.59)\) such that there exists at least one point \(q \in \mathbb{Q}(p)\) of type \(I_0\), where \(q\) is not parallel to \(p\). Also, we assume that \(\Gamma \in \mathbb{R}\) and satisfies the respective normalization conditions given by equations \((4.15), (4.42)\) and \((4.68)\). Then there exist \(\nu_0^q, \nu_0^q, \nu_0^q\) such that for all \(r\) in the respective intervals \((0, \nu_0^q), (0, \nu_0^q), (0, \nu_0^q)\) the steady state \(\omega^0, u^0\) and \(f\) defined in equations \((4.7), (4.34)\) and \((4.60)\) are linearly unstable. In particular, the respective linear operators \(L_B^q\) in the space \(L^2(\mathbb{Z})\) have a positive eigenvalue and therefore the operators \(L_B^q\) in \(L^2(\mathbb{Z}^2)\) have a positive eigenvalue. Moreover, the following assertions hold for all \(r\) in the respective intervals \((0, \nu_0^q), (0, \nu_0^q), (0, \nu_0^q)\): if \(q\) is of type \(I_0\) then \(\lambda > 0\) is an eigenvalue of \(L_B^q\) respectively for the second grade, Navier-Stokes-\(\alpha\) and Navier-Stokes-Voigt models, with eigenvector \((w_n)\) satisfying Property \((2.7)\) if and only if \(\lambda > 0\) is a solution to the following equations

\[
\begin{align*}
\epsilon_0(\lambda, \nu, \alpha) + f^s(\lambda, \nu, \alpha) + g^s(\lambda, \nu, \alpha) &= 0, \quad (4.86) \\
\eta_0(\lambda, \nu, \alpha) + f^s(\lambda, \nu, \alpha) + g^s(\lambda, \nu, \alpha) &= 0, \quad (4.87) \\
\gamma_0(\lambda, \nu, \alpha) + f^s(\lambda, \nu, \alpha) + g^s(\lambda, \nu, \alpha) &= 0. \quad (4.88)
\end{align*}
\]

5. Future questions

We mention the following questions that can be explored in the future. One question is to carry out numerical investigations to determine the effect of various parameters such as \(\nu\) and \(\alpha\) on the location of the unstable eigenvalue \(\lambda\). A second direction of study is to use the Fredholm determinant characterization obtained in Section 3 to directly compute unstable eigenvalues, both theoretically and numerically. A third direction would be to try and understand the effect of the regularization parameter \(\alpha\) on the nonlinear instability of the \(\alpha\)-models, see [23] for related work on nonlinear stability results for the 2D Euler-\(\alpha\) equations.
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