Generalization of Anderson’s Theorem for Disordered Superconductors

John F. Dodaro and Steven A. Kivelson
Department of Physics, Stanford University, Stanford, CA 94305-4060, USA

We show that at the level of BCS mean-field theory, the superconducting transition $T_c$ is always increased in the presence of disorder, regardless of order parameter symmetry, disorder strength, and spatial dimension. This result reflects the physics of rare events – formally analogous to the problem of Lifshitz tails in disordered semiconductors – and arises from considerations of spatially inhomogeneous solutions of the gap equation. So long as the clean-limit superconducting coherence length, $\xi_0$, is large compared to disorder correlation length, $a$, when fluctuations about mean-field theory are considered, the effects of such rare events are small (typically exponentially in $[\xi_0/a]^2$); however, when this ratio is $\sim 1$, these considerations are important. The linearized gap equation is solved numerically for various disorder ensembles to illustrate this general principle.

Most theoretical analyses of the effect of disorder on the superconducting transition rest on two separate assumptions: the pairing instability is treated in the context of a generalized BCS mean-field theory, and the disorder is treated either perturbatively or in an effective medium approximation – leads to the unintuitive conclusion that disorder always increases the mean-field solution of this problem when the effect of disorder is treated exactly. In particular, the presence of rare regions – which are neglected in effective medium approximations – leads to the unphysical conclusion that disorder always increases the mean-field $T_c$, independent of the nature of the disorder and whether we are considering a conventional (s-wave) or unconventional (p-wave or d-wave) superconductor. We demonstrate this explicitly with numerical solutions of the linearized gap equation for various disorder ensembles.

There is a separate issue of whether this improved analysis of the BCS equations is physically significant. When the regions that support a local superconducting order parameter at mean-field level are sufficiently rare, the inclusion of fluctuation effects beyond mean-field theory reveals the inferred high transition temperatures to be artifacts of mean-field theory; in this case, an incorrect solution of the mean-field equations can give a more physically sensible solution. However, when the $T = 0$ superconducting correlation length, $\xi_0$, is comparable to the disorder correlation length, $a$, locally superconducting solutions of the mean-field equations can lead to significant consequences – such systems exhibit a broad fluctuational regime in which a form of self-organized granularity arises. We stress this is unavoidable in superconductors with correlation lengths comparable to the lattice constant, even if the disorder is entirely homogeneous as in a “perfect” substitutional alloy.

I. THE MODEL

We consider the tight-binding model

$$H = - \sum_{a,b} t_{ab} c_a^\dagger c_b + \sum_{ab'} V_{a'b'a'} c_{a'}^\dagger c_{b'} c_{a'}$$  \hspace{1cm} (1)$$

where $a = (\vec{r}, \sigma)$ is an index specifying the lattice position, $\vec{r}$, the spin polarization, $\sigma$, and possibly – if relevant – an orbital index, and $c_a^\dagger$ creates an electron in single-particle state $a$. We assume that both $t$ and $V$ are short-range in space, but they need not be translationally invariant. Thus, to fully specify the problem we need to specify the ensemble which determines the probability of different “configurations,” i.e., realizations of $H$. We will imagine that the ensemble has statistical translational symmetry, so that the configuration-averaged version

$$\overline{H} = - \sum_{\vec{r},\vec{r}',\sigma} \tilde{t}(\vec{r} - \vec{r}') c_{\vec{r},\sigma}^\dagger c_{\vec{r}',\sigma} + \sum_{\vec{r},\vec{r}'} V(\vec{r} - \vec{r}') \tilde{n}(\vec{r}) \tilde{n}(\vec{r}')$$  \hspace{1cm} (2)$$

is translationally invariant. (For simplicity, we have ignored spin-orbit coupling and assumed a density-density interaction, $\tilde{n}(\vec{r}) = \sum_{\sigma} c_{\sigma \vec{r}}^\dagger c_{\sigma \vec{r}}$, although the same considerations apply to more general models.) Then when we ask about the effect of disorder on $T_c$, we are comparing the case in which we replace $H$ by $\overline{H}$ (translation symmetry restored) with the full problem using the configuration-dependent $H$. We will always focus the analysis on systems in the thermodynamic limit, and will assume that the disorder ensemble is sufficiently well-behaved that the system properties are self-averaging in this limit. Since in general $V$ includes effective interactions obtained by integrating out high energy degrees of freedom, we consider disorder in $V$ as well as single-particle disorder $t_{aa'}$. (See, for example, Ref. [12].)

BCS mean-field theory

The interacting problem can be treated at mean-field level by introducing the trial Hamiltonian

$$H_{tr} = - \sum_{a,b} \tau_{ab} c_a^\dagger c_b + \sum_{ab} \left[ \Delta_{ab} c_a^\dagger c_b^\dagger + \text{H.C.} \right]$$  \hspace{1cm} (3)$$

where the parameters are chosen so as to minimize the variational free energy

$$F_{var}[\tau, \Delta] = F_{tr} + \langle H - H_{tr} \rangle_{tr}$$  \hspace{1cm} (4)$$
where the expectation values are taken with respect to the Gibbs ensemble of $H_{\text{tr}}$. From the condition that $F_{\text{var}}$ is stationary with respect to variations of the parameters entering $H_{\text{tr}}$, we obtain the self-consistency conditions

$$\Delta_{ab} = \sum_{a' b'} V_{ab, a' b'} \langle c_{b'} c_{a'} \rangle$$

(5)

and a corresponding self-consistency conditions for $\tau_{ab}$.

Still at mean-field level, the superconducting state is characterized by a broken symmetry, and thus occurs whenever the lowest free energy solution of these equations has a non-vanishing value of $\Delta_{ab}$ for any $ab$; the mean-field $T_c$ is the upper bound on temperatures at which such a solution exists. If the mean-field transition is continuous, $T_c$ can be identified by studying solutions of the linearized gap equation. Specifically, the pair field expectation value to linear order is given by

$$\langle c_{ab} \rangle = \frac{\partial F_{\text{tr}}}{\partial \Delta_{ab}} = -\chi_{ab,a'b'}(T) \Delta_{a'b'} + \mathcal{O}(\Delta^2 \Delta^*)$$

(6)

where the notation is such that repeated indices are summed over, and $\chi$ is the pair-field susceptibility computed in the normal state (i.e., in the thermal ensemble of $H_{\text{tr}}$ with $\Delta_{ab} = 0$). It is easy to see that $\chi$ is a Hermitian, positive semidefinite matrix so the matrix square-root $\chi^{1/2}$ exists and is also Hermitian.

With this in mind, we can expand the self-consistency equation (5) to linear order. Specifically, consider the solutions of the eigenvalue equation

$$\lambda_n(T) F_{ab}^{(n)} = M_{ab,b'a'}(T) F_{b'a'}^{(n)}$$

(7)

where $M$ is the real Hermitian matrix

$$M_{ab,cd} = -\chi_{ab,a'b'}^{1/2}(T) V_{a'b',c'd'} \chi_{c'd',cd}^{1/2}(T)$$

(8)

Ordering the eigenstates $\lambda_n \geq \lambda_{n+1}$, the mean-field $T_c$ is then identified as the temperature at which $\lambda_{\text{max}}(T_c) \equiv \lambda_0(T_c) = 1$. If the mean-field transition is first order, the transition temperature must always be greater than that inferred in this way; thus, $\lambda_{\text{max}}(T) = 1$ is a lower-bound estimate of the mean-field $T_c$.

II. QUALITATIVE ASPECTS OF THE SOLUTION

The linearized gap equation can be solved numerically on moderately large systems for any given configuration, as discussed below. Analytic solutions are difficult, but a few general observations allow for qualitative statements under broad circumstances.

We consider a short-ranged interaction $V_{a_1 a_2 a_3 a_4}$ which vanishes sufficiently rapidly so as to be negligible for $|\vec{r}_i - \vec{r}_j| \gg 1$ for any $i \neq j$ (with lattice constant $= 1$). However, the physics of metals is reflected in the behavior of $\chi$, which becomes increasingly long range as $T \to 0$. Specifically, at $T = 0$, in either a clean metal or a diffusive metal, $\chi_{aa, a'a' \sim |\vec{R}|^{-d} \text{ for } |\vec{R}| \gg 1$; the fact that $\sum_i \delta(\vec{r}_i) \chi_{\vec{r}_i}(\vec{R})$ is logarithmically divergent is a direct manifestation of the Cooper instability of a Fermi liquid — and the fact (Anderson’s theorem) that it persists even in the presence of disorder.

Were we studying quantum phase transitions at $T = 0$, the long-range character of $\chi$ would make a statistical analysis of $M$ particularly subtle (see Ref. [5]). However, as we are studying finite temperature transitions, there is always a finite length scale, $\ell(T)$, beyond which $\chi$ falls exponentially. Specifically, in a metal, $\ell(T)$ is determined by a thermal coherence length, $L_T$, that diverges with a power of $T$ as $T \to 0$: as $L_T = \hbar v_F/T$ in a clean metal and as $L_T = \sqrt{D T}$ in a diffusive metal where $v_F$ and $D$ are, respectively, the Fermi velocity and the electron diffusion constant. If the disorder is sufficiently strong to produce localization (which is to say any disorder in 2d), the same considerations apply so long as $L_T < \xi_{\text{loc}}$ where $\xi_{\text{loc}}$ is the localization length, but at low enough temperatures, $L_T$ saturates to $\xi_{\text{loc}}$. In other words, $\ell(T) \approx \min[L_T, \xi_{\text{loc}}]$. Thus, $M_{a_1 a_2 a_3 a_4}$ is short-ranged in the sense that it vanishes exponentially when $|\vec{r}_i - \vec{r}_j| \gg L_T$ for any $i \neq j$.

Lifshitz tails and a “theorem”

The problem of determining the spectrum of $M$ is thus structurally similar to the problem of a non-interacting quantum particle moving in a random potential. We can view $M$ as a temperature-dependent tight-binding model with moderate but finite range random hopping terms extracted from a complicated disorder ensemble; the higher the temperature, the more local is $M$. The generic structure of the solutions is familiar, and therefore without further analysis we can infer various properties of the present problem on the basis of well-established results from the random potential problem. We will adopt the terminology that anything that can be established on the basis of this precise analogy is “proven,” although (in common with “Anderson’s theorem”) no proof in the mathematician’s sense of propositions and lemmas will be attempted.

On this basis, we conclude that there is a $T$-dependent “density of states,” $\rho(\lambda; T)$, for the eigenvalues of $M$, and that this distribution is self averaging, $\rho(\lambda) = \overline{\rho(\lambda)}$. Where $\rho$ is large, we expect solutions to be delocalized or at most weakly localized on exponentially long length scales. But likewise, there are universal “Lifshitz tails” to the distribution that extend to values of $\lambda$ well in excess of the mean. In the tails, the eigenstates are strongly localized and are associated with unusual rare regions in which the configuration is exceptionally conducive to superconductivity. The structure of this tail in the density of states depends on details of the disorder. In many circumstances its asymptotic form, in the regime in which $\rho(\lambda; T)$ is approaching zero, can be estimated by solving an optimization problem, which in turn can be related
to a replica symmetry breaking instanton solution of an appropriately replicated effective field theory.\footnote{9,10}

In the present problem, as in the problem originally analyzed by Lifshitz,\footnote{9,10} we expect that the distribution is bounded, \textit{i.e.} that \( \rho(\lambda; T) \neq 0 \) only within a finite range \( \lambda_{\text{min}}(T) < \lambda < \lambda_{\text{max}}(T) \). Consider all possible ways the system could be organized within the allowed ensemble, including all possible concentrations and local (possibly highly ordered) arrangements of impurity atoms; \( \lambda_{\text{max}}(T) \) is then associated with the optimal configuration. Of course, the concentration of regions of the sample that happen to well approximate this optimal configuration is extremely small. The more precisely we require the optimal configuration, and the larger the region in question, the smaller the concentration of such regions; however, in the thermodynamic limit, for any given size and required precision, the probability of finding such a region is non-zero, and hence \( \rho(\lambda) \geq 0 \) so long as \( \lambda < \lambda_{\text{max}} \).

Thus, the mean-field critical temperature is bounded below by \( T_{c,\text{max}} \), which is defined implicitly as the solution of \( \lambda_{\text{max}}(T_{c,\text{max}}) = 1 \). In other words, the mean-field transition of a disordered system is determined by the highest possible \( T_c \) of any system that is allowed by the physics! This is generically larger than \( T_c \) of the average Hamiltonian, \( \mathcal{H} \). This is the new “theorem.”

\textbf{Significance of states in the tails}

The eigenstates with \( \lambda \) close to \( \lambda_{\text{max}} \) are localized in rare regions with a local configuration peculiarly conducive to superconductivity. For temperatures slightly smaller than \( T_{c,\text{max}} \), these regions can be treated as isolated superconducting “puddles.” The magnitude of the order parameter \( \Delta^{(n)} \) on the puddle \( n \) – which depends on the character of the non-linear terms in Eq. [5] and so cannot be directly computed from the solutions of the linearized equation we have studied here – can nonetheless be estimated to depend on \( \lambda_{\text{n}} \) as

\[ \Delta^{(n)}(T) \sim \Delta_0 \sqrt{\lambda_n(T)} - \lambda. \]  \hspace{1cm} (9)

So long as the puddles are both rare and uncoupled in this range of temperatures, their effect on the global properties of the system will generally be relatively weak. However, the presence of an increasing concentration \( n_{\text{sc}} \) of locally superconducting regions with decreasing temperature could be detected in various ways: local spectroscopy will see the opening of what should look like a superconducting gap in any region in which \( \lambda_n(T) > 1 \).

It is only when \( n_{\text{sc}}(T) \ell^3(T) \) ceases to be small that the Josephson coupling between such superconducting puddles will start to become significant, so that the more familiar signatures of superconductivity, such as a significant drop in the resistivity and substantial diamagnetism, will appear. Global phase coherence – \textit{i.e.} the true \( T_c \) – is a still lower temperature where the puddles effectively begin to overlap. Even though the electronic structure is that of a statistically homogeneous metal for \( T > T_{c,\text{max}} \) and a correspondingly homogeneous superconductor for \( T_c < T \), it is effectively an inhomogeneous mixture of superconducting puddles embedded in a normal metal matrix for \( T_c \lesssim T < T_{c,\text{max}} \). In weakly coupled superconductors, in which \( \xi_0 \) is large compared to the correlation length of the disorder, this regime is parametrically small (by a factor more or less equivalent to the usual Ginzburg parameter). However, for superconductors with a short correlation length, this regime is not small, in which case significant deviations from mean-field behavior are to be expected, and \( T_c \) is determined more by phase ordering than by (local) gap formation.

\textbf{Approximate analytic considerations}

To get a feeling for the nature of the states in the Lifshitz tail, we make a variational ansatz for a localized eigenstate,

\[ F_{\sigma_1,\sigma_2}(\vec{r}_1 - \vec{r}_2)F \left( \frac{\vec{r}_1 + \vec{r}_2}{2} \right) \]  \hspace{1cm} (10)

with the normalization condition \( \sum_{\vec{r},\sigma,\sigma'} | f_{\sigma,\sigma'}(\vec{r})|^2 = 1 \). This ansatz assumes that there is a preferred form of the pair-wave-function, with the only variational freedom associated with the local magnitude, \( F(\vec{R}) \). The simplified eigenvalue equation is then

\[ \sum_{\vec{r}} M(\vec{r},\vec{r}') F(\vec{r}') = \lambda F(\vec{r}) \]  \hspace{1cm} (11)

Moreover, if we further assume that \( F \) is a slowly varying function over the range of \( M \) \textit{(i.e.} \( \ell \) \textit{)} then we can treat \( \vec{r} \) as a continuous variable and expand the eigenvalue equation in a gradient expansion as

\[
\gamma(\vec{r}; T) + (1/2) \nabla_{\mu} W_{\mu,\nu}(\vec{r}; T) \nabla_{\nu} + \cdots \right] F(\vec{r}) = \lambda F(\vec{r}).
\]  \hspace{1cm} (12)

Finally, again invoking the central limit theorem, we can approximate \( \gamma(\vec{r}; T) \approx \gamma(T) + \delta \gamma(\vec{r}) \) where \( \delta \gamma(\vec{r}) \) is a local gaussian random variable with variance \( \delta^2 \gamma(\vec{r}) \delta^2 \gamma(\vec{r}') = \delta(\vec{r} - \vec{r}') \sigma^2 \), and \( W_{\mu,\nu}(\vec{r}; T) \approx W_{\mu,\nu}(\vec{r}; T) = \delta_{\mu,\nu}(1/m) \). We moreover expect \( m > 0 \) reflecting the fact that the superconducting susceptibility generally favors spatially uniform pair-wave-functions over oscillatory ones, and on dimensional grounds we expect \( m \sim \ell(T)^{-2} \).

This leaves us precisely with the problem of Lifshitz tails for a particle moving in a random potential, and asymptotic forms of \( \rho(\lambda) \) have been derived in several classic references.\footnote{9,10} For \( d < 4 \), the essential features of the results can be derived rather simply as follows: assuming we are interested in localized solutions with \( \lambda > \gamma \), we look to find a region of size \( R \) in which the average value of \( \delta \gamma \) is sufficiently positive to produce the desired eigenvalue. This requires that the constraint \( \delta \gamma(\vec{r}) = (\lambda - \gamma) - \beta m^{-1} R^{-2} \) be satisfied where the precise value of \( \beta \) depends on the shape of the assumed puddle...
– it has its smallest value if the puddle is spherical. The probability of finding such a puddle $\sim \exp[-S]$ where $S = \beta' R^d (\delta \gamma)^2 / [2\sigma^2]$ and $\beta' R^d$ is the volume of the puddle. Minimizing $S$ with respect to $\delta \gamma$ subject to the above constraint, yields

$$S = \alpha \sigma^{-2} \ell^d \left[ \lambda - \mathcal{P}(T) \right]^{(4-d)/2}$$

(13)

and $R = \alpha' \ell [\lambda - \mathcal{P}(T)]^{-1/2}$ where $\alpha$ and $\alpha'$ are numbers of order 1 (that can be expressed in terms of $\beta$, $\beta'$, $m_0$, and $d$.). Finally, if we assume that $\mathcal{P}(T)$ can be approximated as a linear function of $T$ as $\mathcal{P}(T) \approx 1 - \gamma_0 (T - T_0) / T_0$, then this yields a concentration of superconducting regions

$$n_{sc}(T) \sim \rho(\lambda = 1, T)$$

$$\sim \exp \left\{ -A \left( \frac{\xi_0}{a} \right)^{d} \left[ \frac{T - T_0}{T_0} \right]^{\frac{4-d}{2}} \right\}$$

(14)

where $T_0$ is the average $T_c$, $\xi_0$ is the corresponding $(T = 0)$ superconducting coherence length, $a$ is the correlation length of the disorder, and $A \sim \gamma_0 / \sigma^2$ is a constant that depends on the strength of the disorder and other features we have swept under the rug.

### III. SOME NUMERICALLY SOLVED EXAMPLES

To see how the general considerations outlined above play out explicitly, we have computed $\rho(\lambda)$ by numerical solution of Eq. 7 on a square lattice with periodic boundary conditions and sizes $L \times L$ with $L$ between 24 and 50. Typically we average our results over 600 distinct disorder configurations. For the “uniform” problem we take $H$ to be a nearest-neighbor tight-binding model on a square lattice with hopping matrix $t = 1$. The chemical potential is chosen such that $n = 0.8$ electrons per site. To obtain smooth curves for $\rho(\lambda)$, a gaussian broadening of the levels has been introduced with $\delta \lambda = 0.01$.

We define different disorder ensembles as follows: 1) To represent potential disorder, we add a random single-site energy, $t(\vec{r}, \sigma) \sim \epsilon(\vec{r}) \delta_{\sigma, \sigma'} \delta_{\vec{r}, \vec{r}'}$; when we take $\epsilon$ from a square distribution of width $W$ we refer to it as “Born scattering”, while the binary distribution $\epsilon = 100t$ or $\epsilon = 0$ with probabilities $n_{imp}$ and $1 - n_{imp}$, respectively, will be referred to as “unitary scatterers”. 2) To represent the pairing interaction, we assume an on-site $V_0(\vec{r})$ and nearest-neighbor $V_1(\vec{r})$ density-density interaction. The case in which we take $V_0 < 0$ and $V_1 = 0$ we will refer to as “s-wave pairing,” while the case with $V_0 > 0$ and $V_1 < 0$ will be called “d-wave.” We consider both uniform ($V_0$ and $V_1$ independent of $\vec{r}$) and inhomogeneous pairing interactions, where for instance to represent “negative $U$ centers” we take $V_0 = -U$ with probability $x$ and $V_0 = 0$ with probability $1 - x$. We work in units of hopping $t = 1$ and take values of $U = 3, 4$. Since $\lambda$ scales with $U$, we scale the $x$-axis by $|U|$ in the figures below such that the distribution is independent of our chosen value.
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**FIG. 1:** Effect of disorder on “s-wave” pairing: Log-linear plot of disorder-averaged $\rho(\lambda)$ with attractive on-site (“s-wave”) interactions ($V_1 = 0$) at temperature $T = 0.05$. The blue-dashed curve is for uniform $V_0 = -U$ and Born scattering with $W = 3$. The other curves are for the case of negative $U$ centers where $V_0 = -U$ with probability $x = 1/2$ and $V_0 = 0$ with probability $(1 - x)$; the yellow-dashed curve includes additional Born scattering with $W = 3$ while the red-solid curve has no additional single-particle disorder ($W = 0$). The dotted vertical (black) line corresponds to the maximum eigenvalue of the disorder free system, $\lambda_{max}(W = 0, V_0 = -U, T = 0.05)$, while the dashed vertical line represents $\lambda_{max}(W = 0, V_0 = -U x, T = 0.05)$ with $x = 1/2$.

#### 1. Born scattering and s-wave pairing

The blue-dotted curve in Fig. 1 shows $\rho(\lambda)$ for the case of uniform s-wave pairing ($V_0 = -U$) and Born scattering with $W = 3$ at temperature $T = 0.05$. As we plot $\lambda$ in units of $U$, the results apply for arbitrary values of $U$. For comparison, the dotted vertical lines represent the maximum value of $\lambda$ for the disorder free model ($W = 0$): $\lambda_{max}(W = 0, T = 0.05) / |U| = 0.74$. Since the results are represented at fixed $T$, the meaning of the dotted curve is that for the disorder free system described by $H$, the critical strength of $U$ such that $T_c > T$ for any $U > U_c(T)$ is determined by $U_c(T) = 7 \lambda_{max}(W = 0, T)$. Manifestly, at $T = 0.05$, the tail of the distribution in the presence of disorder is easily seen to extend well above the $\lambda_{max}$, meaning that disorder enhances $T_c$ as expected.

#### 2. Born scattering plus negative $U$ centers

The red-solid and yellow-dashed curves in Fig. 1 show $\rho(\lambda)$ for a concentration $x = 1/2$ of negative $U$ centers in the absence and presence of Born scattering ($W = 0$ and $W = 3$), respectively. Since the average strength of the attractive interaction is $\langle V_0 \rangle = -U/2$, we have also, for comparison, shown as the vertical dashed line the maximum value of $\lambda$ one would obtain for a disorder
free system with this average value of the effective interaction. The integral of the distribution is normalized to unity, though half of the eigenvalues are exactly zero (not shown) when $x = 1/2$. The tails of the distribution extend above the dashed line showing that disorder enhances $T_c$.

There is additional structure to the distribution with no Born scattering. For example, we have checked that the separated peak at $\lambda/|U| \sim 0.5$ appears for system sizes between $24 \leq L \leq 50$ with over 1000 disorder configurations suggesting the peak is not due to insufficient statistics. Such peaks in the distribution are associated with localized solutions associated with certain distinct sorts of local structures. Similar peaks appear for $x = 1/10$ where they can be associated with clusters of 6–8 negative U centers.

3. d-wave pairing with Unitary and Born disorder

Disorder-averaged $\rho(\lambda)$ at a temperature $T = 0.05$, electron density $n = 0.8$, and uniform interactions of a sort that favor d-wave pairing, $V_0 = +U > 0$ and $V_1 = -1.5V_0$, are shown in Fig. 2. Here the blue-solid line is for Born scattering with $W = 3$, while the red-dashed line is for a concentration $n_{\text{imp}} = 10\%$ of unitary scatterers. For comparison, the dashed and dotted vertical lines correspond, respectively, to the maximum and minimum eigenvalues of the disorder free reference system ($W = 0$ and $n_{\text{imp}} = 0$), $\lambda_{\text{max}}(W = 0, n_{\text{imp}} = 0, T = 0.05)/|U| = 1.83$ and $\lambda_{\text{min}}(W = 0, n_{\text{imp}} = 0, T = 0.05)/|U| = -0.77$.

Notice that although $\rho(\lambda)$ is very small by the time $\lambda$ is comparable to $\lambda_{\text{max}}$, in both the Born and the unitary case the distribution extends beyond this point. Thus, even in the case of “d-wave” pairing, the mean-field $T_c$ is enhanced by disorder, as promised. As in the previous example, there is additional structure to the distribution superimposed on a generally rapid decay at large $\lambda$. For instance, we have checked that the multiple peaks seen in the Born case at the largest values of $\lambda$ are not much affected by system size nor with the change in the number of disorder configurations over which the average is taken. Here, the corresponding eigenstates are moderately well localized, and the peaks represent structures associated with particular classes of local disorder configurations.

If, as assumed, $V_0 > 0$, the solutions with negative $\lambda$ are of no physical significance. However, the same calculation applies to the case of $V_0 < 0$, where the model corresponds to an attractive on-site interaction with a weaker repulsive nearest-neighbor repulsion. In this case, the role of positive and negative $\lambda$ are interchanged. Of course, in this case, the pairing is s-wave, and not surprisingly the results are quite reminiscent of these for the negative $U$ problem. Here, we can see an even more vivid example of local structures favoring highly localized large $\lambda$ solutions; the eigenstates corresponding to the peak in the distribution for the unitary scatterers at $\lambda/|U| \sim -2.5$ are typically localized in a radius of only a few lattice sites.

IV. RELATION TO OTHER WORK

Needless to say, the effect of disorder on the superconducting transition temperature, the character of superconducting fluctuations, and the structure of the superconducting state have been the subject of extensive theoretical investigation for many decades. Since for the most part, these studies had in mind large coherence-length superconductors, the effects of inhomogeneous pairing were (rightly) largely neglected in these studies. However, more recently, especially since the discovery of cuprate high temperature superconductivity, a number of studies have highlighted various circumstances in which in-
homogeneous pairing correlations play a significant role in superconductors with short coherence lengths – see, for example, Refs. 11,12,17. These effects are particularly amplified near a $T = 0$ (quantum) superconductor to metal or superconductor to insulator transition. Circumstances in which disorder enhances $T_c$, have likewise been discussed previously.50,51 For instance, in a semimetal with weak attractive interactions, $T_c$ is zero in the absence of disorder, but non-zero in the presence of disorder.52,53 However, as far as we know, that universal Lifshitz tails give rise to a broad distribution of local mean-field $T_c$’s, and the implied importance of thermal (classical) phase fluctuations for the thermal transition in short-coherence length superconductors, has not been sharply articulated previously.

V. POSSIBLE RELEVANCE TO THE CUPRATES

Of course, the best known short-coherence length superconductors are the cuprates in which, depending somewhat on the range of doping and the method used to make the estimates, the superconducting coherence length is thought to vary from a few lattice constants up to perhaps a dozen lattice constants. Moreover, the fact that these materials are highly quasi-2D, means that the large factor of $(\xi_0/a)^d$ in the exponent of Eq. 14 has $d = 2$ rather than $d = 3$ which enhances the range of temperatures over which the present considerations are relevant. With that in mind, we note that there are several features of the body of experimental observations that indeed may reflect a degree of self-organized granularity in the superconducting phenomena.

Inhomogeneity in the gap has been observed in scanning tunneling microscopy measurements of peaks in the local density of states in BSCCO.50,52 Significantly, it has been observed that regions that locally have large values of the gap at low $T$ have a local gap onset temperature that is larger than average, roughly in proportion to the local value of the low $T$ gap. This is suggestive of the sort of local variations in the pair-wave-function discussed above. Moreover, this correlates with the observation that $T_c$ is typically determined by the superfluid stiffness, rather than the pairing scale.33-35 On the other hand, the above mentioned results primarily concern the overdoped cuprates, where even the “normal” state above $T_c$ deviates dramatically from the usual Fermi liquid metal phase on which BCS theory is based. Below the critical temperature, however, mean-field d-wave pairing inhomogeneity can still reproduce a relatively homogeneous LDOS at sufficiently low energy such that the proposed granularity above the critical temperature does not directly conflict with local spectroscopy in BSSCO observing a homogeneous superconducting state.37,139

Recently, interesting experiments have begun to systematically probe the overdoped regime, where the normal state is at least more nearly Fermi-liquid like. Somewhat unexpectedly, it is found that the same relation between $T_c$ and the superfluid density persists, even as the quantum critical doping at which $T_c$ vanishes is approached.50 Moreover, there is evidence both from optics and specific heat11 that even deep in the superconducting state, a large density of apparently normal metallic quasiparticles persists, with a density that approaches that of the normal state as $T_c \to 0$. We therefore consider it likely that these experiments reflect the sort of self-organized granularity that we have described here, though clearly local probe measurements are necessary to confirm this. In making this suggestion, we wish to stress that what we are talking about is an intrinsic feature of short-coherence-length superconductors in the presence of statistically homogeneous disorder; it has nothing to do with any large scale structural or chemical inhomogeneities that are typically meant when one discusses “sample inhomogeneities.”
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Appendix A: Linearized gap equation

The spectrum of $M$ is computed numerically for different disorder realizations to extract the effect of rare events on mean-field $T_c$. The disordered problem is diagonalized $H = \sum n E_n \gamma_n^1 \gamma_n$ using $c_{\sigma} = \sum \gamma_{\sigma} U_{\gamma_{\sigma},n} \gamma_n$ and Green’s function

$$\langle c_{\sigma} (\tau) c_{\lambda}^\dagger \rangle = \sum_n U_{\sigma,n}^* U_{\lambda,n} e^{-\tau E_n} (1 - f_n) \quad (A1)$$

where the columns of $U_{\sigma,n}$ are eigenvectors and $f_n = (1 + e^{\beta E_n})^{-1}$. For singlet operator defined as $v_{ab} = (c_{a\uparrow} c_{b\uparrow} + c_{b\downarrow} c_{a\downarrow})/2$, the pair susceptibility is

$$\chi_{ab,cd} = \int_0^\beta d\tau \langle \psi_{ab}(\tau) \psi_{cd}^\dagger \rangle = \frac{1}{2} \int_0^\beta d\tau \langle c_{a\uparrow}(\tau) c_{c\downarrow}^\dagger \rangle \langle c_{b\downarrow}(\tau) c_{d\uparrow}^\dagger \rangle + \langle c_{a\downarrow}(\tau) c_{d\uparrow}^\dagger \rangle \langle c_{b\uparrow}(\tau) c_{c\downarrow}^\dagger \rangle$$

$$= \frac{1}{2} \sum_{n,m=1}^{2N_x N_y} \left( \frac{1 - f_n - f_m}{E_n + E_m} \right) \left[ U_{a\downarrow,n}^* U_{c\downarrow,n} U_{b\uparrow,m}^* U_{d\uparrow,m} + U_{a\uparrow,n}^* U_{d\uparrow,n} U_{b\downarrow,m}^* U_{c\downarrow,m} \right]$$

for sites $a, b, c, d = 1, \ldots, N_x N_y$. The interaction term has the form

$$H_{\text{int}} = \sum_r V_0(r)c_{a\uparrow}^r c_{b\downarrow}^r c_{c\downarrow}^r c_{d\uparrow}^r + \sum_{\langle r, r' \rangle} V_1(r) \hat{n}_r \hat{n}_{r'} \quad (A2)$$

where $\hat{n}_r = \sum_{\sigma} c_{\sigma r}^\dagger c_{\sigma r}$, and the inhomogeneous on-site

---

Even at finite $T$, the fact that $\ell(T) \gg 1$ is an essential feature of the theory of superconductivity. In all cases of interest, the interaction strength in the appropriate pairing channel is always small compared to $E_F$. Thus, even the largest single matrix elements in $M$ are small in magnitude – it is only the fact the range of $M$ diverges in a non-integrable fashion that gives rise to the Cooper instability in this limit.

A superficially very different interpretation of these same experiments has been presented in Refs. [24] and [33]. Here, neglecting the role of inhomogeneous pairing correlations, the effective medium theory of disordered d-wave BCS superconductors has been deployed and shown to rather naturally account for many of the salient features of the experiments below $T_c$ using plausible model parameters. It is unclear to what extent the two approaches are truly at odds. Both approaches start from the perspective that BCS mean-field theory is a plausible first approximation, and that the effects of disorder play an essential role even in the cleanest samples. It is likely that the induced self-organized inhomogeneity on which we have focused is most significant above and in the vicinity of $T \approx T_c$; below $T_c$, the familiar proximity effect tends to produce a more uniform electronic structure even in the presence of inhomogeneous pairing interactions. However, close enough to the quantum critical point at which $T_c \to 0$, a variety of “phase-sensitive” effects could give rise to unambiguous macroscopic signatures of self-organized granularity, even in the superconducting state. [23]

### Supplementary Material
interaction \( V_0(r) \) and nearest neighbor interaction \( V_1(r) \) are chosen to favor either s-wave (\( V_0 < 0 \) and \( V_1 = 0 \)) or d-wave (\( V_0 > 0 \) and \( V_1 < 0 \)) solutions. The simplified eigenvalue equation (\( \langle \cdot \cdot \cdot \rangle \)) is solved for \((5N_xN_y) \times (5N_xN_y)\) matrix \( M_{r,r+\delta';r',r'+\delta'} = V_{r,r+\delta}X_{r,r+\delta'}r',r'+\delta' \) for \( \delta,\delta' = \{(0,0),(\pm 1,\pm 1)\} \) and interactions \( V_{r,r} = V_0(r) \) and \( V_{r,r+\delta} = \lambda \).

Appendix B: s-wave pairing at higher temperature

The disorder-averaged distribution \( \rho(\lambda) \) at a higher temperature \( T = 7 \) is shown in Fig. 3 for the same disorder ensembles shown in Fig. 1. The maximum value of \( \lambda \) for the disorder free model (\( W = 0 \)) is \( \lambda_{\text{max}}(W = 0, T = 1) [|U|] = 0.2 \). For the high temperature case, the range of \( M \) has dropped to being on the order of one lattice site, the fall-off of distribution is sufficiently sharp that the probability has dropped below the limits accessible to our numerical results before the clean-limit value is reached. The increasingly fast drop of the tails of the distribution with increasing temperature is to be expected from the above considerations; our failure to see the tail of the distribution at high temperature is, we believe, an artifact but one that could only be corrected by keeping a much larger number of disorder configurations. For the case with negative U centers (\( x = 1/2 \)), the entire observed distribution lies above the dashed line.

Appendix C: Inverse Participation Ratio

The degree to which the gap solution is localized can be quantified using the inverse participation ratio \( I_\lambda \) for a given eigenvalue \( \lambda \) defined as

\[
I_\lambda = \frac{\langle |F_\lambda(\vec{r})|^4 \rangle}{\langle |F_\lambda(\vec{r})|^2 \rangle^2}
\]

where \( \langle \cdots \rangle \) denotes a spatial average and \( F_\lambda(\vec{r}) \) is the eigenvector of the linearized BCS equation. The inverse participation ratio has the property that \( I_\lambda \sim 1/L^d \rightarrow 0 \) as linear system size \( L \rightarrow \infty \) for extended states, and \( I_\lambda \sim 1/\xi_{\text{loc}}^d \) for states localized within a characteristic length \( \xi_{\text{loc}} \) as \( L \rightarrow \infty \). The inverse participation ratio therefore provides a length scale \( 1/\sqrt{\xi_{\text{loc}}} \) which gives an estimate \( n_{\text{loc}}/I_\lambda \) of the degree to which superconducting solutions are isolated from each other in two dimensions.

**Negative U centers**: The inverse participation ratio \( I_\lambda \) decreases with increasing \( \lambda \) meaning the solutions with the largest eigenvalues are most delocalized. The characteristic length scale \( 1/\sqrt{\xi_{\text{loc}}} \) increases smoothly to roughly \( L/2 \) at a value \( \lambda \sim 1.8 \) at which point there is a jump in both \( \lambda \) and \( 1/\sqrt{\xi_{\text{loc}}} \) (visible as a peak at \( \lambda/V_0 \approx 0.5 \)).

**Unitary scattering with on-site interaction**: Different types of disorder are more conducive to local enhancements of the density of states and therefore larger eigenvalues of \( M \). The results for \( V_0 = -4 \) and \( V_1 = 0 \) in the presence of pairing inhomogeneity \( x = 1/2 \) and a concentration \( n_{\text{imp}} = 10\% \) of randomly located unitary scatterers of strength \( V_{\text{imp}} = 100t \) are shown in Fig. 4 at a temperature \( T = 0.05t \). The inverse participation ratio for each of the eigenvectors is plotted (red circles) on top of the tail end of the \( \rho(\lambda) \) distribution (blue). The vertical dashed line (black) corresponds to the maximum eigenvalue \( \lambda_{\text{max,lo}} \) for the clean system at \( T = 0.05t \). Above \( \lambda \sim 1 \) in the exponential tail of the distribution, the inverse participation ratio remains small corresponding to relatively extended states; however, above clean system maximum \( \lambda_{\text{max,0}} \approx 3 \), the solutions with the largest \( \lambda \) show an increase in IPR. The maximum eigenvalue solutions with \( \lambda/V_0 \sim 2.3 \) have \( I_\lambda = 1 \) meaning the gap eigenvector is localized on a single site. From visual inspection of the solution and local density of states (see Supplementary Material, "LDOS Enhancement"), it can be seen that these solutions are associated with clusters of multiple unitary scatterers in close proximity. There appear to be two peaks near \( \lambda \approx 5 \) and \( \lambda \approx 9 \) that can correspond to impurity bands with IPR = 1/2 (states localized on two sites) and IPR = 1 (states localized on single site) respectively, which would hybridize at sufficiently large concentration. For \( \lambda < 1 \) (not shown), the IPR spans a range from zero to one; however, since the density of states \( \rho(\lambda) \) is large, the IPR loses meaning due to mixing in the self-consistent mean-field solution. The

![Negative U & Born Scattering (T = 1)](image-url)
distribution at higher temperature $T = 1$ (not shown) similarly exhibits two peaks above the clean $\lambda_{\text{max},0}$.

**Appendix D: LDOS Enhancement**

From visual inspection of the gap solution and local density of states, it can be seen that there is an enhancement due to rare microscopic impurity configurations. The chemical potential, local density of states, and on-site pairing solutions $F_{\lambda}(\vec{r})$ with $n_{\text{imp}} = 10\%$ unitary scatterers for largest ($\lambda_1 = 9.7$) and second largest ($\lambda_2 = 3.4$) eigenvalues for a particular disorder realization at temperature $T = 0.05t$ are shown in Fig. 5. The on-site interaction is taken as $V_0 = -4$ and nearest neighbor interaction $V_1 = 0$. The peak in the local density of states is associated with a rare impurity cluster, and the largest eigenvalue solution $F_{\lambda_1}(\vec{r})$ has $I_{\lambda_1} = 1$ corresponding to non-zero value on a single site. The second largest eigenvalue solution $F_{\lambda_2}(\vec{r})$ for this disorder realization has $I_{\lambda_2} = 0.48$ and can be seen to have finite value over a localized region.

**FIG. 4:** Disorder-averaged $\rho(\lambda)$ (blue) for $x = 1$, $V_0 = -4$, and $V_1 = 0$ with $n_{\text{imp}} = 10\%$ unitary scattering at $T = 0.05$. The maximum clean eigenvalue $\lambda_{\text{max},0}$ is represented by vertical dashed line (black), and inverse participation ratio by circles (red). Solutions with largest $\lambda/V_0 \sim 2.3$ have maximum inverse participation ratio $I_{\lambda} = 1$ and correspond to impurity band of states localized on a single site. A second impurity band appears around $\lambda/V_0 \sim 1.25$ with $I_{\lambda} = 1/2$ corresponding to a solution localized on two sites.

**FIG. 5:** Chemical potential, LDOS, and on-site pairing solutions with $n_{\text{imp}} = 10\%$ unitary scatterers for largest ($\lambda_1 = 9.7$) and second largest ($\lambda_2 = 3.4$) eigenvalues for a particular disorder realization at $T = 0.05t$. The peak in the local density of states is associated with a rare impurity cluster.

**Appendix E: Potential disorder with nearest neighbor interaction**

The results for random potential and interaction disorder with nearest-neighbor interaction show qualitatively similar behavior to the case $V_1 = 0$: the distributions decay exponentially with the eigenvalues in the tail exceeding the uniform clean case, and increasing temperature narrows the distribution. In contrast to the previous example, the negative $U$ centers with $V_1 \neq 0$ at high temperature $T = 1$ show two separated peaks: the peak with larger eigenvalues corresponds to solutions localized in clusters where the interaction is non-zero such that the effective interaction of the puddle is $U$. The peak with smaller eigenvalues (absent for $V_1 = 0$) corresponds to solutions localized on “checkerboard” patterns where the interaction averages to $U/2$ - the eigenvalues associated with this second peak are roughly half that of the larger-eigenvalue peak (though the lower end of this second peak has a range of effective interactions less than $U$). This characterization is confirmed quantitatively by defining an effective gap $V_{1} = \sum_r V_1(r)|\Delta_x(r)|^2/\sum_r \sum_{r'} |\Delta_x(r')|^2$ of the puddle which shows $V_{1} \approx V_1/2$ for states in the smaller-eigenvalue peak.