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ABSTRACT
Combinatorial optimizations are usually complex and inefficient, which limits their applications in large-scale networks with billions of links. We introduce a distributed computational method for solving a node-covering problem at the scale of factual scenarios. We first construct a genetic algorithm and then design a two-step strategy to initialize the candidate solutions. All the computational operations are designed and developed in a distributed form on Apache Spark enabling fast calculation for practical graphs. We apply our method to social advertising of recalling back churn users in online mobile games, which was previously only treated as a traditional item recommending or ranking problem.

1 INTRODUCTION
Many large systems can be modelled as graphs, such as the Internet [1], brain [2], and human [3] (or animal [4]) social connectives. A graph consists of nodes and links. For a social structure, a node denotes a person while a link denotes the existence of a relationship between two nodes. The social system represented by a graph is usually called a social network 1. The social network in an online platform is straightforward: a node is a user while a link means that two nodes are connected in the platform, i.e., two users can present messages to each other.

People use online social network services (SNS) to communicate. In the meantime, SNS becomes also a cheap (perhaps even free) advertising (AD) medium by promoting users spreading ADs. In this brief paper, we discuss a graph optimization problem from an actual application aiming to optimize the effectiveness of reaching churn users through SNS ADs for online mobile games.

2 REACHING CHURN USERS THROUGH ACTIVE ONES
Online games lose many users during the operation period. To maintain an instant number of daily active users, game companies usually advertise their game product through traditional media by directly presenting the game to the churn users. However, the expense for direct advertising is higher compared to reaching churn users through free-of-charge SNS channels among players of the game.

A typical SNS AD to recall churn users of a mobile game is as follows. Users register the game through their SNS accounts, e.g., Instant Message (IM) APPs, and grant access to their IM contact list which contains the users’ friends who are also the users of the game. In the game APP, an advertising module presents churn friends to active users and promotes them to recall their churn friends back.

In most cases, active users can easily click the icons of their friends and the game APP automatically sends a message through the IM API to the user who has been clicked. As shown in Fig. 1, active user Alice viewed the AD page presenting his churn friends of the game. Alice then clicked her friend Bob’s icon and the system sent a message through Alice’s IM to Bob. Bob received the message and can join the game as an active user through the link in the message.

Figure 1: Example user interfaces of SNS ADs to reach churn users: the left interface appears in the mobile game APPs and the right one is the IM APP.

For each active user, presenting the churn friends is treated as a traditional item recommending or ranking optimization problem [5]. Different strategies are applied for ranking, such as ranking more intimate friends higher, ranking users who are most likely to return higher, and ranking by machine learning models trained by user behaviors from past AD logs. However, those ranking methods may obtain an optimal result for each active user but cannot reach a global optimum of the total number of churn users being reached: churn users can be reached redundantly due to the overlapping of active friends in the social network. Fig. 2 shows the mapping between the IM social network where neighbors can message each other and the churn friend recommending lists on the AD pages for active users. Users 1, 4, and 7 can reach all 4 churn users and two active users are planned to receive ADs. There are only 3 churn users are presented if selecting users \{1, 7\} or \{1, 4\} but 4 churn users if selecting \{4, 7\}. The social network leverages the access of churns users through reachable active users if we can globally optimize the node covering, which is never considered before in the SNS AD. Furthermore, the problem to be solved in this paper is also different from other methods such as identifying the important/influential nodes or the key opinion leaders in networks.

1In this paper, we mix using the terms graph and network.
where A genetic algorithm (GA) [10] mimics the evolution of biological species and explores the solution space toward a pre-defined optimal goal. In a normal GA, there are four key terms: group, individual, gene, and fitness. A group is a set of individuals and an individual is a set of genes. The fitness of an individual is a metric that evaluates the quality of individuals, i.e., solutions to the defined problem. In addition, there are three operators that mimic the biological evolutionary dynamics: selection, crossover, and mutation. Selection applies to each candidate individual in the group by randomly selecting genes from the whole gene set. Crossover applies to two individuals within the group by randomly exchanging part of their genes. Mutation randomly replaces a part of the genes in an individual by randomly selecting genes from the whole gene set. Selection and crossover aim to produce better individuals while mutation is to keep the diversity of the individual and explore the solution space.

For our SNS ADs, we need to map the node-covering problem to GA terminologies. As shown in Fig. 3, we define nodes $v_a \in V_a$ denoting the active users as genes and thus, an individual of GA is a subset $V_a \subseteq V_a$ of active user nodes. The group is just a candidate individual set $S \subseteq \{V_a|V_a \subseteq V_a\}$. Our goal is to find the optimal individual $V_a^* \subseteq V_a$ through the evolving group $S$ as in Eq. (1), which is the target active users of the SNS AD. The quality of an individual is measured by fitness, which is a mapping $f: \{V_a|V_a \subseteq V_a\} \rightarrow \mathbb{R}$. As a result of Eq. (1), the fitness can be defined as

$$f(V_a) = |\{v_c | (v_a, v_c) \in E_{ac}, v_a \in V_a\}|.$$

Definition (2) may not be optimal in real scenarios, because the churn user nodes in $V_c$ are not equivalent due to their diverse user features. We will discuss another definition fitting in practice later in Sec. 6. As shown in Fig. 3, the individual $(1, 4)$ has 3 neighbors $(2, 3, 6)$ and thus fitness $f(1, 4) = 3$.

After all the mapping from our problem to the GA framework, the GA procedure is straightforward by applying the genetic operators to the group $S$ as described in Algo. 1. GA searches the optimal solution $V_a^*$ by producing possible candidate solutions through crossovers and exploring the solution space by mutations. At each iteration, individuals with higher fitness are more likely to be preserved by selection. In the mutation step of Algo. 1, the gene removal and adding rates are set to be $M$ and $\frac{MN}{N}$, respectively, to maintain a constant number of genes in each individual.

### 3 A GENETIC ALGORITHM FOR NODE COVERING

A genetic algorithm (GA) [10] mimics the evolution of biological species and explores the solution space toward a pre-defined optimal goal. A normal GA has four main components: selection, crossover, mutation, and reproduction. Selection aims to produce better individuals while mutation aims to keep the diversity of the individual and explore the solution space.

To ensure Algo. 1 has an efficient start, we design a two-step strategy to construct initial individuals. An ideal initial group contains diverse genes to avoid GA ending up into local optima of the solution space. The expected fitness of each individual is as high as possible for an efficient convergence to optima. We apply the following two-step procedure to construct the initial group:

1. **Selection**: Select initial individuals from the candidate individual set $S$.
2. **Crossover and Mutation**: Apply crossover and mutation to the initial individuals to produce new individuals.

The fitness of an individual is measured by fitness, which is a mapping $f: \{V_a|V_a \subseteq V_a\} \rightarrow \mathbb{R}$. As a result of Eq. (1), the fitness can be defined as

$$f(V_a) = |\{v_c | (v_a, v_c) \in E_{ac}, v_a \in V_a\}|.$$
Algorithm 1 GA to solve $V_d^*$ = argmax$_{V_d} f(V_d)$

**Input:** Graph $G = (V_a, V_c, E_{ac})$; Crossover probability of individuals $C$; Mutation probability of genes $M$; Number of genes in each individual $N$; Number of individuals of the group $T$; Number of iterations $I$.

**Output:** $V_d^*$

**Initialize:** Construct the initial group containing $T$ individuals $S = \{V_d|V_d \subseteq V_a, |V_d| = N\}$ and a next generation group $S' = \emptyset$.

for $i = 1; i \leq I; i + +$ do

for $j = 1; j \leq T; j + +$ do

**Calculate fitness:** For each $V_d \in S$, calculate individual fitness $f(V_d)$ by Eq. (2).

**Selection:** Select two individuals $V'_d$ and $V''_d$ from $S$ with probability $\Pr(V_d) = \frac{f(V_d)}{\sum_{V_z \in S} f(V_z)}$.

**Crossover:** Exchange genes of $V'_d$ and $V''_d$ with probability $C$ and Boolean indicators of each gene are exchanged with probability $p_{U}$, where $p_{U} \sim U(0, 1)$.

**Mutation:** Remove each gene $v_{a} \in V'_d$ from $V'_d$ with probability $M$ and for each gene $v_{a} \in V'_d \cup V''_d$, add $v_{a}$ into $V''_d$ with probability $\frac{|V'_d|-|V''_d|}{|V'_d|+|V''_d|}$.

Let $S' \leftarrow S' \cup \{V'_d\}$.

end for

Let $S \leftarrow S' \cup S'' \leftarrow \emptyset$.

end for

Let $V_d^* = \arg\max_{V_d \in S} f(V_d)$.

(1) For each churn user node $v_c \in V_c$, one and only one of it active neighbors $v_{a} \in V_a$ is preserved in set $V_i$.

(2) Select genes only from $V_i$ to construct the initial individuals $V_i \in S$.

Step 1 ensures that the candidate genes in $V_i$ cover all the churn user nodes in $V_c$. In both steps 1 and 2, greedy and random selecting strategies are applied to preserve genes. For example in step 1, we can preserve the one neighbor $v_{a} \in V_a$ with the largest fitness $\max_{v_{a} \in \{v_{a}|(v_{a}, v_{c}) \in E_{ac}\}} f(\{v_{a}\})$ to obtain excellent candidate genes. However, this greedy preserving strategy may result into local optima since a combination of nodes $v_{a}$ with large fitness may redundantly connect overlapping $v_{c}$ in $V_c$. By selecting $v_{a} \in V_a$ with smallest fitness $f(\{v_{a}\})$, the redundancy of common neighbors is reduced and more candidate genes can be obtained in $V_i$. Similar conclusions apply to step 2. The combination of three strategies of selecting $v_{a} \in V_a$ in step 1 and 2:

- selecting with probability proportional to $f(\{v_{a}\})$;
- selecting with probability inversely proportional to $f(\{v_{a}\})$;
- selecting randomly irrelevant to $f(\{v_{a}\})$.

enables of constructing initial individuals with both high diversity of genes and relatively large fitness, which boosts the efficiency of our GA.

5 A DISTRIBUTED GA REALIZATION

Algorithm 1 cannot directly find the optimal active user sets $V_d^*$ for our applications because practical networks are at the scale of billions. To facilitate the optimization of our SNS ADS, we realize Algo. 1 on Apache Spark [11] distributively. For each task on Spark, a large number of executors collaborate schedule the calculation and each executor is only responsible for the computation task of a part of the whole dataset. The basic data object to be operated on Spark is the Resilient Distributed Dataset (RDD), which represents the actual data distributively stored. The structure of RDDs is similar to a table: each row represents a data sample and each column represents a field of the samples.

For our realization, the RDD structure is described in Table 1. There are in total $2T + 2$ columns and $|V_a|$ rows in the table. Each row represents a gene of active user $v_{a} \in V_a$. The last $2T$ columns represent the $T$ individuals in the group $S$ (columns 1 to $T$) and $S'$ (columns $T + 1$ to $2N$); Each element in the first column is the active user node $v_{a} \in V_a$ while the second column stores the neighbors $v_{c} \in V_c$ of $v_{a}$. The elements of column Individual $K$ indicate whether the nodes $v_{a}$ of the first column are contained in individual $k$ or not by a Boolean value.

In Spark, the RDD rows representing genes are stored in different executors and all the operators (selection, crossover, and mutation) can be applied independently, and thus distributively, on each row. Selection copies individual $1 \leq k \leq T$ columns into individual $T + k$ columns, crossover exchanges elements between two individual columns, and mutation flips Boolean elements of individual columns.

Calculation of fitness of each individual is realized first by Spark operator filter which preserves all the genes with Boolean indicators being 1 in the corresponding column. And then, count the number of different nodes $v_c$ in the whole RDD, which is realized by applying Spark operator flatMap and reduceByKey on the second column. FlatMap splits each Array in the second column into elements and flattens the elements $v_c$ into single rows. The operator reduceByKey merges duplicated rows of $v_c$ into one row. Thus, we can just obtain the fitness of the calculated individual by counting the number of rows in the resultant RDD.

For the two-step strategy in Sec. 4, the input RDD is an edge list with each row being $(v_a, v_c)$. The first step is realized by applying Spark operator groupByKey on each element $v_c$ in the second column and the second step is by assigning a Boolean indicator for each selected gene.

With all the above-mentioned data structure and the operating procedure designs, we apply our distributed GA on a network with ~170 million nodes and ~1.7 billion links. The limiting number of genes in each individual is 9 million. Table 2 shows the GA performance compared to the degree (the number of churn-friend nodes) greedy and random selecting methods with the coverage increased by 10.15% and 15.90%, respectively.

6 DESIGN OF THE FITNESS IN REAL ADS

In real scenarios, nodes $v_c \in V_c$ are not equivalent. Churn users re-login to the game with diverse probabilities after being reached by the SNS AD. Some churn users are lost forever and will never come back. Thus, each node $v_c \in V_c$ should be measured by its return probabilities. Moreover, a node $v_c$ is reached with variety of probabilities through active nodes in $V_a$ and some active users may never click the SNS AD. The fitness defined in Eq.(2) lacks measuring those user behavioral diversities.
When calculating the probability of selecting individual $S(c)$, we train an XGBoost model [12] to predict the measure from previous AD sessions. With historical user behaviors and features, we train an XGBoost model [12] to predict the measure from previous AD sessions.

The improved fitness of individuals $V_a \subseteq V_0$ is defined as follows:

$$f(V_a) = \sum_{v_a \in S_c(V_a)} \frac{\sum_{v_c \in S(V_a)} m(v_a, v_c)}{|S(V_a)|}$$

where $S_c(V_a) = \{v_c|(v_a, v_c) \in E_{ac}, v_a \in V_a\}$ is the set of churn nodes covered by $V_a$ and $S(V_a) = \{v_c|v_c \in E_{ac}, v_a \in V_a\}$ is the set of active nodes in $V_a$ connected to the specified $v_c$. Compared to Eq. (2), Eq. (4) first calculate the mean measure of each churn node $m(v_a, v_c)$ over $S(V_a)$ and then do the similar fitness calculation as in (2) over $V_a \subseteq V_0$ that covered by $V_a$. If we set $m(v_a, v_c) = 1$, then the right terms after the summations are 1 and Eq. (2) and Eq. (4) become equivalent.

We define a measure $m(•)$ for each link $(v_a, v_c) \in E_{ac}$ which incorporates the user behaviors by:

$$m(v_a, v_c) = Pr(v_a \text{ clicks } v_c, v_c \text{ returns}).$$

Eq. (3) is not directly calculable but can be estimated with log data from previous AD sessions. We thank Dr. Shenggong Ji for helpful discussions during the realization of the project.

7 CONCLUSION

In this brief report, we introduce a distributed computing scheme to solve a combinatorial optimization problem on large-scale networks. The problem is formulated from real scenarios in mobile-game ADs, where churn users are advertised through active users on social networks. This optimization problem was generally not feasible at billion-scale graphs in practice and the scene was only treated as a traditional item recommending/ranking problem before. Our distributed GA achieves a considerable large performance gain with high efficiency in our SNS AD scenes.
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Table 1: The example RDD structure for Algo. 1 corresponds to the graph shown in Fig. 2.

| Node $v_a \in V_a$ (big int) | Neighbors $v_c$ of $v_a$ (Array) | Individual 1 | Individual 2 | ⋯ | Individual 2N |
|----------------------------|---------------------------------|--------------|--------------|---|--------------|
| 1                         | [2, 6]                          | 1            | 1            | ⋯ | 0            |
| 4                         | [3, 6]                          | 0            | 1            | ⋯ | 1            |
| 7                         | [2, 3]                          | 1            | 0            | ⋯ | 1            |

Table 2: The number of covering nodes $v_c \in V_a$ covered by $V_a$.

| Method           | # Churn nodes covered | GA increased by |
|------------------|-----------------------|-----------------|
| Degree greedy    | 48805199              | –               |
| Random           | 44306059              | 10.15%          |
| Random           | 42110428              | 15.90%          |