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ABSTRACT

Residual stresses and distortions are the result of complex interactions between welding heat input, the material’s high-temperature response, and joint constraint conditions. Both weld residual stress and distortion can significantly impair the performance and reliability of welded structures. In the past two decades, there have been many significant and exciting developments in the prediction and mitigation of weld residual stress and distortion. This paper reviews the recent advances in the prediction of weld residual stress and distortion by focusing on the numerical modeling theory and methods. The prediction methods covered in this paper include a thermo-mechanical-metallurgical method, simplified analysis methods, friction stir welding modeling methods, buckling distortion prediction methods, a welding cloud computational method, integrated manufacturing process modeling, and integrated computational materials engineering (ICME) weld modeling. Remaining challenges and new developments are also discussed to guide future predictions of weld residual stress and distortion.
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Introduction

When steel structures are welded, distortion and welding residual stress could occur as a result of the localized high heat input and subsequent rapid cooling. Residual stress can influence welded structure performance in strength (Refs. 1, 2), fatigue (Ref. 3), and cracking during service (Refs. 4, 5). Distortion may also reduce the structure load capacity (Ref. 1). In addition to shrinkage and bending-type distortion modes, welds in thin-walled structures often produce residual stresses large enough to cause buckling, which can complicate distortion analysis and prediction (Ref. 6). The distortion makes the welded components difficult to fit to the downstreamed structures, which greatly increases the fitting cost. In addition, it is costly to reduce weld residual stress using postweld thermal (Refs. 7, 8) or mechanical (Ref. 9) procedures. It is also pricey to correct welding-induced distortion using the flame straightening process or mechanical method (Ref. 10). To better predict weld residual stress and distortion, significant progress has been achieved in the past two decades (Refs. 11, 12).

New methods of predicting weld residual stress and distortion and commercial software have been developed and matured for industrial uses (Refs. 13–20). Tremendous work has also been reported in using computational methods to predict and quantify the effect of the distortion and residual stress during the welding process. The most commonly used methods for predicting residual stress include empirical, semi-empirical, and process simulation methods (Refs. 13–16). The most accurate process modeling method, a thermo-mechanical-metallurgical method (TMM) (Refs. 17, 18), was developed to simulate the entire physical process of welding, which includes metal deposition, melting/remelting, and microstructure evolution. Simplified methods (Refs. 19–21) such as inherent-strain a shrinkage force and lump-pass modeling methods were developed to provide a quick solution for predicting welding-induced distortions. Over the past two decades, there are many literature reviews (Refs. 13, 18–23) on the prediction of residual stress and distortion. But each review covers several specific areas and none is comprehensive. There is a need for a comprehensive review to summarize the recent advances in predicting and mitigating weld residual stress and distortion.

This paper reviews the recent advances in the prediction of weld residual stress and distortion. The review focuses on the numerical modeling theory and application in understanding and predicting weld residual stress and distortion. The review of prediction methods includes a thermo-
mechanical-metallurgical method, simplified analysis methods, friction stir welding (FSW) modeling methods, buckling distortion prediction methods, a welding cloud computational method, integrated manufacturing process modeling, and integrated computational materials engineering (ICME) weld modeling. The components in the TMM method, which include heat source models, filler metal deposition, material melting, strain hardening, and phase transformation, were discussed. The inherent strain method is the most successful simplified analysis method, which is widely used for distortion prediction of large welded structures. Numerical methods to model FSW were reviewed for the prediction of weld residual stress and distortion. Three buckling distortion prediction methods were discussed, which include a thermal-elastic-plastic (TEP) method considering initial deformation, an inherent deformation method, and an eigenvalue method. New developments, including welding cloud computation, integrated manufacturing process modeling, and ICME modeling, were briefly discussed. Finally, remaining challenges and new development needs were discussed to guide future development in the field of weld residual stress and distortion.

**Prediction Methods**

Numerical modeling methods have been significantly developed in the past decade to predict temperature, weld residual stress, and distortion. Detailed analysis methods including a coupled TMM modeling method were developed to simulate the major physics involved in welding processes to better understand the evolution of microstructure, strain, stress, and distortion. Simplified analysis methods were developed to predict distortion on large welded structures. Analysis methods were also developed for solid-state welding processes such as resistance spot welding and FSW. An ICME framework was also proposed to integrate weld modeling technologies into structure design and performance prediction such as crash simulation and fatigue estimation. In addition, a cloud-based modeling method was developed to predict temperature, microstructure, weld residual stress, and distortion. The details are discussed in the following sections.
tion was adapted as one of the surface distribution heat source models (Ref. 33). The surface heat-flux distribution in the x-z plane of the moving arc is considered as a Gaussian distribution expressed by

$$q_s = \frac{3\pi Q}{\sqrt{3}} \exp \left( \frac{-x^2 + (z + \Delta z)^2}{3r^2} \right)$$

(1)

where \(r\) is the effective radius of the heat source, \(\eta\) is heat efficiency, \(Q\) is the power, and \(v\) is the traveling speed. This heat source model can also be used to calculate heat flux for autogenous gas tungsten arc welding (GTAW) (Ref. 33) and conduction-mode laser welding (Ref. 34).

Goldak's double-ellipsoidal model (Ref. 24), one of the volumetric distribution functions, is a nonaxisymmetric three-dimensional (3D) model that simulates a somewhat complex weld pool. This model is widely used for simulating fusion welding processes including GTAW, gas metal arc welding (GMAW), submerged arc welding (SAW), and flux cored arc welding (FCAW) (Refs. 33, 34). In this model, heat flux at a point and a time is calculated as

$$q(x, y, z, t) = f \frac{6\sqrt{3}Q}{abc\sqrt{\pi}} e^{-3x^2/a^2} - \frac{3y^2}{b^2} e^{-3z^2/c^2}$$

(2)

Where \(Q = IU\)

where \(x, y,\) and \(z\) are the local coordinates; \(a, b, c\) are the semi-axes of the ellipsoid (as shown in Fig. 2); \(f\) is a factor; \(\eta\) is heat efficiency; \(Q\) is the power; and \(v\) is the traveling speed. For the front quadrant, \(f\) is equal to \(f_f\) and \(c\) is equal to \(c_f\) and for the rear quadrant, \(f\) is equal to \(f_r\) and \(c\) is equal to \(c_r\). The fractions satisfy the condition that \(f_f + f_r = 2\). The approximated \(\eta\) efficiency used in the model is 0.85 for GMAW, 0.65 for GTAW and FCAW, and 0.95 for SAW. Welding parameters and weld bead profiles can be inputted into this model to calculate heat flux for heat transfer analysis to predict temperature history.

Another volumetric model for the deep penetration of the heat source is a conical model used for electron beam and laser beam welding, as presented in Fig. 3. The power density of this model is described with a Gaussian distribution on the truncated plane (e.g., x-z) as seen in Ref. 35,

$$q = q_{\text{max}} \exp \left( \frac{-3\left[x^2 + (z - \Delta z)^2\right]}{r_c^2} \right)$$

(3)

Where \(q_{\text{max}}\) is the maximum heat flux, \(r_c\) is a characteristic radius at the current position \(y\) and linearly decreases from the top surface at \(y_t\) to the bottom \(y_b\).

$$r_c = r_t - \frac{(r_t - r_b)(y_t - y)}{y_t - y_b}$$

(4)

Where \(r_t\) and \(r_b\) are the corresponding characteristic radii at the top and bottom.

For the hybrid laser arc welding (HLAW) process, a combination of the Goldak and conical heat source models can be used to predict the heat flux with the Goldak heat source model used to simulate arc welding and the conical heat source model to simulate laser welding (Refs. 36, 37). For a HLAW butt joint, a width ratio is defined to describe the geometrical characteristics of the "wine-glass" weld profile. The energy ratio between the arc and laser is introduced as a parameter for the formation of the weld profile, the generation of welding deformation, and residual stress. Ma et al. (Ref. 38) determined the correlation between the energy ratio and width ratio of a weld profile through experimentation and 3D thermal elastic-plastic analysis.

The surface and volumetric heat source models have been implemented to commercial codes (using ANSYS, ABAQUS, MARC, and SYSWELD softwares) for thermal analysis of welding processes (Ref. 39). For example, Goldak's heat source model was implemented with a FORTRAN subroutine DFLUX in ABAQUS to simulate a moving welding torch and calculate heat flux in thermal analysis to predict temperatures (Ref. 39).

Before starting the modeling process, an experiment must be conducted to measure the geometrical parameters of heat source models. A weld macrograph has to be prepared by cutting weld samples to obtain weld width and penetration. We also need to know the weld pool dimension from the top view. It can be done by real-time measurement (Refs. 40, 41) or by stopping the welding torch after welding reaches the steady-state condition. From a total weld pool dimension, it will be difficult to determine the front and rear length of the double-ellipsoidal model. A sensitivity analysis can be conducted to determine the ratio of front and rear length. It was found that the ratio has a significant effect on distortion and residual stress prediction (Refs. 42, 43).

However, the surface and volumetric heat source models as shown in Equations 1–4 may not meet the needs for modeling some specific applications. Therefore, new heat source models were developed for these applications. A new heat source model (cylindrical) was established to match the actual weld profile, which was implemented in commercial code MARC with a FORTRAN subroutine. Four bead geometry parameters (penetration depth, bead width, waist width,
and depth of the waist) were used to compare between the experimental and simulation results. The results showed that the cylindrical heat source model can match the actual shape of the fiber laser welding feasible (Ref. 44). An egg-configuration volumetric heat source model with a lower number of parameters was proposed for nonsymmetric heat energy distribution. This model conserves the continuity in profile during a moving heat source problem (Ref. 45). Yue et al. (Ref. 46) proposed an equivalent heat source model based on the Gaussian heat source model, with consideration to the groove angle effect on the heat source. The temperature field distribution was simulated through the COMSOL multiphysics field software. The experimental results confirmed the validity of the proposed model.

**CFD Model**

The surface and volumetric heat source models are limited in simulating weld pool fluid flow. Therefore, some weld bead shapes are difficult to predict, such as the crater-finger in shielded arc welds (Ref. 47). In addition, experiments must be conducted to determine the geometrical parameters of a heat source model. Arrizubieta et al. (Ref. 48) found that the heat conduction simulation significantly overestimated the transient temperature distribution and resulted in a less accurate prediction of molten pool geometry compared to the heat transfer and fluid flow simulation. Therefore, computational fluid dynamics (CFD) approaches were taken to predict weld bead geometry (Ref. 49) for the GTAW process. The impinging effect of molten droplets on the molten pool was investigated by Cao et al. (Ref. 50) in GMAW. Bag et al. (Ref. 51) proposed to determine the volumetric geometrical parameters for SAW.

Podder et al. (Ref. 52) found that in SAW, the increased heat flow caused by turbulence of the molten metal due to various driving forces such as buoyancy, plus Lorentz and Marangoni, formed a complicated bead shape. This may be simulated by artificially increasing the thermal conductivity of the weld metal in a heat transfer analysis without including CFD. A higher value of thermal conductivity provided a better correlation with the experimentally measured shapes of the weld pool. The regression equations developed in Podder’s work can be used to determine the double-ellipsoidal heat source parameters, along with the increased thermal conductivity of the molten weld metal, to provide a realistic picture of heat flow for SAW of plates with thicknesses ranging from 6 to 16 mm.

A combined framework of CFD and FE analysis was established by Choen et al. (Ref. 53) for metallurgical analysis of a gas metal arc weld. Turner et al. (Ref. 54) incorporated a CFD model in FE analysis to predict the weld pool shape and then conducted thermo-mechanical analysis to predict residual stress and distortions. Anthony et al. (Ref. 55) developed a desktop computer model to simulate arc plasma, filler wire transfer, and weld pool dynamics in a lap-fillet weld geometry. The predictions of the model showed good agreement with measurements of weld geometry and weld composition. Weld residual stress and distortion were also predicted using this model.

Ideally, this integrated CFD and FE analysis model should be used to predict residual stress and distortion. But there are very few applications due to the complexity of the numerical model and computational cost. It is anticipated that this integrated model will be used in the future to predict residual stress and distortion.

**Filler Metal Deposition**

Welding can be performed with or without filler material depending on which process is used and the requirement of the weld geometry. Filler metal is gradually deposited onto a weld joint during welding. In FE mesh generation, all weld passes are built with fine elements based on their final weld bead shape (Ref. 56), as shown in Fig. 4. Two techniques and their combination have been developed to model the filler metal deposition.

The first technique is the element birth and death technique (Refs. 57–59). In the beginning of the analysis, all weld elements are removed. During analysis, each weld pass is added to the model based on welding sequence. This technique works well for small deformation analysis. For large deformation analysis, the removed weld elements will not follow the movement of their surrounding nodes. This can result in a severely distorted, or even collapsed, element.

Lindgren and Hedblom (Ref. 60) developed a technique to control the volume of the activated elements, which also optimized the position of the nodes for minimized element distortion and correct geometrical shape of each weld pass. Peric et al. conducted a sequential thermo-mechanical FE analysis of T-joint fillet welding (Refs. 61, 62) and butt joint welding (Ref. 63). In the thermal analysis, the element birth and death technique was applied to simulate a weld filler deposition, while a mechanical analysis was performed without using the element birth and death technique to avoid possible problems due to large displacements induced by large strains. The simulated results demonstrated that the proposed method can be effectively used to predict the residual stresses and distortions. Biswas et al. (Ref. 59) developed a finite element model (FEM) of single-pass, single-sided submerged arc welding of square butt joints based on the commercial code. The effect of filler metal deposition was taken into account by implementing the element birth and death technique.

The second technique is the “quiet elements” technique (Ref. 64) in which all FE for weld passes are kept in the model during analysis, but their stiffness and thermal conductivity are very low so that the quiet elements have a minimal
effect on the analysis. The quiet elements become active and assign their normal material properties when the weld pass is deposited. However, decreasing the stiffness of the quiet elements too much will give an ill-condition stiffness matrix with numerical problems as a result. Yang et al. (Ref. 65) used this quiet element technique to simulate the laser cladding manufacturing process for aero engine repair.

A combination of the two techniques has been developed for a large structure with long welds. In the beginning of the analysis, all weld passes are removed from the model. During the analysis, each weld pass is added to the model based on welding sequence. The added weld pass is assigned very low stiffness and thermal conductivity, initially. Then the elements for this pass are activated by giving correct material properties based on the welding torch location. This combined technique has been used to simulate the welding of aircraft tie-downs to the ship deck with a multipass FCAW process (Ref. 66), and it also simulated a laser additive manufacturing process to predict microstructure, residual stress, and deformation (Ref. 67) in commercial code ABAQUS with a user-developed subroutine USDFLD.

**Material Data**

Temperature-dependent thermal-physical and mechanical properties are critical for predicting temperature, residual stress, and distortion for a welding process. To conduct precise numerical simulations of the welding process, flow stress curves from room temperature up to the melting point are required (Ref. 68). Transient temperature distributions in a welded joint are highly affected by thermal conductivity (Ref. 69). Numerical sensitivity results show that yield stress and Young’s Modulus have significant and small effects, respectively, on the residual stress and distortion (Ref. 70). To improve the calculation speed, a constant density, thermal conductivity, and specific heat at about 600–700°C are used in thermal analysis instead of temperature-dependent thermal properties. However, if material properties are not available in public literature and testing is also not an option, JMatPro software can be used to obtain the thermo-mechanical material properties. Schwenk et al. (Ref. 71) gave an overview about the experimental determination and analysis of the material properties needed as input data for a welding simulation. The temperature-dependent thermal-physical and thermo-mechanical material properties for dual-phase steel, austenitic steel, and precipitation-hardenable aluminum alloy were given in a ready-to-use format for a numerical welding simulation. Kaars et al. (Ref. 72) determined the material data of 22MnB5 for welding simulation by testing and literature review. Bhatti et al. (Ref. 73) found that density can be taken as constants in thermal analysis. For residual stress prediction, yield strength is the most important material property, and for distortion prediction, yield strength and thermal expansion should be temperature dependent.

Recently, ICME-based tools and techniques were identified as the best path forward for distortion mitigation through computational simulation of the welding process. Significant efforts were investigated to measure the required temperature-dependent material properties to achieve accurate computational results for distortion and residual stress. Noteworthy properties include specific heat, thermal conductivity, coefficient of thermal expansion, elastic modulus, yield strength, and flow stress of alloys, from room temperature up to near melting point. In addition, the temperatures associated with on-heating and on-cooling phase transformations and their variation with heating rate, cooling rate, and peak temperature are also important for the prediction of stress and distortion evolution. The testing included some of the most common marine steels used in the construction of U.S. Naval vessels; namely, DH36, HSLA-65, HSLA-80, HSLA-100, HY-80, and HY-100. Bechetti et al. (Ref. 74) issued the first report for DH36 material data. This report is part of a seven-part series detailing the pedigreed steel data. The first six reports discuss the material properties for each of the individual steel grades, whereas the final report will compare and contrast the measured steel properties across all six steels, while also comparing them to the available literature data.

**Material Melting Modeling**

Most commercial FE software was developed based on solid mechanics theory and cannot model material melting. When a material is melted, strain and stress go to zero. During solidification, material strength is recovered. Tensile strain shows behind the weld pool, which induces hot cracking for certain materials such as 2024 high-strength aluminum. However, commercial FE software predicted a large compressive strain in the weld pool and behind the weld pool. Therefore, weld hot cracking cannot be modeled.

Yang et al. (Ref. 75) provided a numerical method by involving an annealing temperature to model material melting, which has been implemented in ABAQUS/UMAT subroutine. ABAQUS took this concept by introducing an annealing temperature in the material data input. But ABAQUS only eliminated the effective plastic strain, not all strain and stress components. Although it is not a full solu-
tion for modeling material melting, it is sufficient to predict distortion in a welding simulation.

Huang et al. (Ref. 76) performed a transient thermo-mechanical simulation to predict residual stress on stainless plates welded using the laser welding process. The effect of strain hardening, annealing, and melting on the residual stress prediction was clarified through a parametric study. It was shown that these heat effects must be taken into account for accurate prediction of residual stresses in laser welded stainless sheets. Reasonable agreement was obtained among residual stresses predicted by the numerical method and measured by both x-ray diffraction and the contour method.

Strain Hardening Modeling

A strain hardening mechanism models the yield strength increases as a result of repeated heating and cooling thermal cycles in multipass welding. There are three types of material hardening mechanisms: isotropic, kinematic, and combined isotropic-kinematic hardening. Mullins and Gunnars (Ref. 77) modeled a multipass pipe welding of 316 stainless steel and determined that the isotropic hardening model gave the best overall agreement with experimental measurements. The combined hardening model gave good agreement for predictions of the hoop stress but tended to underestimate the magnitude of the axial stress. The kinematic hardening model consistently underestimated the magnitude of both the axial and hoop stress. Xiong et al. (Ref. 78) conducted FE simulations on thick-walled, girth-welded austenitic steel pipes fabricated from Esshete 1250 austenitic steel. The simulations considered both simple isotropic and kinematic hardening behavior, and a large matrix of the Lemaitre-Chaboche mixed isotropic-kinematic hardening material constitutive models, with a focus on examining the most accurate evolutionary hardening behavior for weld metal. The predicted residual stresses were validated using incremental deep hole drilling techniques and the contour method. The mixed isotropic-kinematic hardening model predicted more accurate residual stresses than the simple isotropic and kinematic hardening models. In general, isotropic hardening could be selected for single-pass welding. For multipass welding, weld residual stress could be over predicted with isotropic hardening. A general rule is to use kinematic hardening or combined isotropic-kinematic hardening when the number of weld passes is more than three.

Phase Transformation Modeling

When medium carbon steel or alloy steel with sufficient carbon equivalent are joined by the fusion welding process, solid-state phase transformation has significant influences on the formation of welding residual stress. To predict welding residual stress in such steels using the numerical simulation method, the coupling of thermo-metallurgical-mechanical behaviors should be carefully considered. It has been recognized that three factors related to solid-state phase transformation potentially affect the formation of welding residual stress. These three factors are volume change caused by austenite-martensite (bainite) transformation, mechanical property variation due to microstructure change, and transformation-induced plasticity (Refs. 79, 80).

Deng et al. (Ref. 81) investigated the effects of volume change, yield strength variation, and transformation-induced plasticity (TRIP) on the generation of residual stresses in P92 steel welded joints experimentally and numerically. The simulation results showed that the volume change and the yield stress variation have a great effect on the magnitude and distribution profiles of residual stresses in the fusion zone and heat-affected zone (HAZ) and even alter the sign of the stresses, while TRIP has a relaxation effect on the tendency of stress variation during phase transformation. Yaghi et al. (Ref. 82) and Deng et al. (Ref. 83) conducted FE analysis to predict residual stresses generated in the weld region and HAZ of a butt-joint welded P91 steel pipe. Solid-state phase transformation (SSPT), which is characteristic of P91 steel during welding thermal cycles, was modelled in the FE analysis by allowing for volumetric changes in steel and associated changes in yield stress due to austenitic and martensitic transformations. The results indicate the importance of including SSPT in the simulation of residual stresses during the welding of P91 steel. Xu et al. (Ref. 84) investigated the effects of SSPT on the repair welding residual stress distribution of multilayer and multipass welding in P91 steel. The results show that transverse compressive stress and a low longitudinal stress area are generated in the final pass due to martensite transformation. Compared with different zones along the thickness direction, the effect of SSPT is greater around the outer surface than around the internal fusion zone.

Chen et al. (Ref. 85) developed a TMM model in which user-defined subroutines in ABAQUS model SSPT kinetics and transformation-induced plasticity on a SA508 steel multipass
Numerical simulations illustrated how the transformation and heat transfer/cumulative behavior associated with different welding process conditions resulted in the generation of triaxial compressive and tensile stresses in the upper and underlying weld beads at the multipass welded joint, respectively. Moreover, an additional simulation model with SSPT but without TRIP was developed to reveal the potential effects of TRIP on weld residual stress distribution. Xia et al. (Ref. 86) implemented the Koistinen-Marburger model and Leblond phase evaluation model in a user subroutine to simulate the continuous heating and cooling transformation. The thermal cycle and cooling rate were taken into account to predict the metallurgical transformation behavior and phase fraction.

In theory, the thermal-mechanical-metallurgical model should be a coupled model since interactions may exist between the thermal, mechanical, and metallurgical model. However, the metallurgical model is often ignored while predicting weld residual stress and distortion for low carbon steels because martensite could not be produced in the welded joint (Ref. 87). For high-strength steels such as HY-80 and HY-100, the metallurgical model has to be included because the martensite microstructure phase will be formed in the welded joint. Phase-transformation-induced plasticity must be included to predict weld residual stress and distortion. Deng’s simulation results revealed that the final residual stress and the welding distortion in low carbon steel do not seem to be influenced by the solid-state phase transformation (Ref. 88). However, for the medium-carbon steel, the final residual stresses and the welding distortion seem to be significantly affected by the martensitic transformation (Refs. 88, 89).

Large Deformation Mechanism

A TMM FE analysis could be conducted with both small and large deformation. For small deformation analysis, numerical calculations are performed on the original coordinates, while for large deformation analysis, numerical calculations are performed on the deformed coordinates. For a 3D solid model, predicted residual stress and distortion could be similar. However, for a shell element of thin-welded structures, large deformation (non-linear geometry) must be specified. Otherwise, the predicted distortion could be much smaller than the experimental measurement. For a buckling distortion, the predicted deformation shape might not be correct (Ref. 90).

Model Application Examples

3D TMM FEM has been well recognized as an accurate method, since it can deal with the complicated temperature and stress problems. The thermo-mechanical-metallurgical model or the thermo-mechanical model have been applied to help solve numerous industrial problems. For example, Brust et al. (Ref. 91) conducted FE analyses to simulate the buttering and welding process of carbon steel pipe welded to stainless steel pipe using alloy 82/182 filler wire to identify the root reason of the primary water stress corrosion cracking detected in several U.S. nuclear plants. Yang et al. (Ref. 92) developed a TMM model to understand the mechanical and metallurgical reasons for the ductility-dip cracking and solidification cracking in a down-comer steel pipe and proposed a solution to mitigate the cracking. Hashemzadeh et al. (Ref. 93) investigated the residual stresses in steel plates induced by multipass welding numerically and experimentally. The element birth and death technique was used to simulate the welding process in ANSYS. An experimental study was performed to calibrate the numerical results for both thermal and mechanical analyses. The x-ray diffraction method was used to measure the residual stress. A good agreement was achieved between numerical and experimental results.

Simplified and Fast Analysis Methods

For the accurate prediction of residual stresses and deformations, the numerical simulations of the welding process should be carried out using a nonlinear TMM method and 3D solid finite elements. Because of its highly nonlinear and transient behavior, the thermo-mechanical welding analysis requires considerable computer power, especially in the case of models with a large number of finite elements. It makes such simulations impractical or even impossible. Therefore, the TMM method employing a full 3D FE mesh is limited to small or medium structures.

Predicting welding-induced residual stress and distortion in large and complex structures is a computationally intensive task. Although computational speed has been increased using graphical processing units, parallel computation with multi-processors in desktop workstations, and supercomputers (Refs. 94–96), it still could take days and weeks to analyze a large welded structure to predict distortion using a transient moving-arc TMM analysis method for one welding sequence.
This makes it impractical to perform welding sequence optimization, which may require simulations of a hundred test welding sequences, using full thermo-elastic-plastic analyses. To solve this problem, simplified analysis methods were developed for fast distortion prediction.

**2D Modeling Method**

There exist a number of methods for decreasing the computational time, or actually the wall-clock time of the simulation. The most obvious and straightforward is to reduce the geometrical dimension (e.g., from a 3D solid model to a two-dimensional [2D] plane strain model). In a 2D model, the heat transfer in the welding direction (perpendicular to the 2D plane) is ignored and the welded geometry is greatly simplified. Therefore, a 2D model is very limited at predicting welding-induced distortion. But 2D models have been widely used to predict weld residual stress such as in a pipe girth weld. It is anticipated that the application of 2D models for welding simulation will be diminished as computer speed become faster and faster.

Generally, the 2D weld residual stress modeling method can be classified into two categories. The first category is to apply a uniform heat flux (Ref. 91) or a temperature (Ref. 97) on a weld pass. The second category is to apply nonuniform heat flux using a heat source model (Ref. 98).

Figure 5 illustrates the applying temperature method, which represents a typical temperature history in a weld pass during welding. The temperature is rapidly rising to the melting temperature, held for a period of time, and then cools down naturally. The temperature will rise because of the following weld pass. Zang et al. (Ref. 99) applied this modeling method to predict weld residual stress with an axisymmetric model in a thin-walled pipe that was welded with six passes. The modeling method captures the main characteristics of the through-thickness stress distributions by validation against experimental measurements.

Boring et al. (Ref. 98) applied a nonuniform heat flux method to develop a temper bead welding procedure for an amine tower repair. The 2D axisymmetric model was used to simulate the shielded metal arc welding temper bead welding procedure. Thermomechanical analyses were conducted to determine the residual stress distributions on the inner surface of the amine tower. Goldak’s double-ellipsoidal model, as shown in Equation 2, was used to simulate the heating process. The z direction in the model was the welding direction and z varied from \(-c_z\) to \(c_z\) where \(c_z\) was the rear quadrant and \(c_z\) was the front quadrant as shown in Fig. 2. This analysis method allows using a 3D model to simulate the process of a welding torch moving through a 2D plane.

**Lumping (Grouping) Weld Passes**

Multipass welding is often used to weld a thick structure with a butt joint configuration. Sometimes, 50 or more weld passes are used to fill a V or U group. Residual stress analyses of multipass welding requires a lot of time and computer memory. The grouping weld pass method has been used to reduce the computational time. For example, Brust et al. (Ref. 91) grouped three physical weld passes into one numerical pass, which greatly reduced the computational time. With the lump pass analysis method, Zhu et al. (Ref. 100) lumped five weld passes into two weld passes, which reduced the total number of weld passes from 40 to 16 so that the analysis time was greatly reduced.

A study has been conducted to investigate the effect of grouping weld passes on residual stress prediction in multipass thick butt joint welding (Ref. 101). The residual stress prediction by thermo-elastic-plastic FE analysis was verified by neutron diffraction measurement. It was found that if the number of grouped welding passes is less than half of the physical welding passes, predicted residual stresses have a large difference with measured ones. Therefore, the grouping weld passes can be done to an extent and without affecting the model prediction accuracy.

**Combined Solid and Shell Elements**

Combining solid and shell elements is a good technique to reduce computational time for weld simulation, especially for thin-walled structures. The 3D solid elements are used only in the weld and its vicinity, where the thermal gradients are high, while in the rest of the model, shell elements are used. Accordingly, this shell/3D technique combines the accuracy of the full 3D model and computational efficiency of a shell FE solution, reducing the model size and computational cost. Moreover, it is important to model the connection between solid and shell elements correctly since a solid element and a shell element have a different degree of freedom.

The temperature, residual stress, and distortion on a T-joint were studied with a solid model and a combined solid and shell element model. The same distortion trends and magnitudes were predicted with both models. Therefore, a combined 3D solid and shell model can be considered as an effective method to estimate the distortion of a large structure (Refs. 102, 103). Analysis suggested that the size of the 3D zone in the combined solid and shell model should be approximately three-wall thicknesses of the thicker plate. The combined solid and shell model was also validated on a large panel structure with experimental data. It was shown that the simulated results obtained by the solid/shell modeling technique were in good agreement with the results observed experimentally (Ref. 104). Chen et al. (Ref. 105) investigated the residual stresses and postweld deformations on a large panel structure using a mixture of shell elements with section integration and solid 3D finite elements to speed-up the calculation process. The whole model was essentially created with shell elements while only the weld bead was created with solid ones.

The combined solid and shell model is highly applicable in a practical engineering analysis since the panel structures are generally composed of stiffeners with attached plates of different thicknesses. It is shown that the main advantage of the model is that it provides a significant reduction in the computational time needed for the simulation of the welding process and thus enables efficient nonlinear transient analyses on large structures. The advantages of using the combined solid and shell model can be better seen in cases of numerical simulations of extremely large structures, where it is possible to create much larger areas with shell elements than in the analyzed case, so that the percentage savings on time can be significantly higher.
Adaptive/Dual Mesh Technique

Adaptive mesh refinement is a method of adapting the accuracy of a solution within certain high temperature or high stress regions of simulation, dynamically and during the time the solution is being calculated. Runnemalm and Hyun (Ref. 106) presented an adaptive mesh scheme for both transient thermal analysis and stress analysis. Huang et al. (Ref. 76) developed an adaptive mesh method to simulate the laser welding of stainless steel plates to predict residual stress and distortion. Hamide et al. (Ref. 107) developed an adaptive mesh method for thermal-metallurgical numerical simulation of GTAW. The refinement employs an anisotropic mesh pattern with a combined thermal-metallurgical criterion. The adaptive refinement method is useful for efficient thermal analysis, but it cannot be easily implemented in commercial software for extended application. In addition, data transfer between the thermal analysis and subsequent stress analysis is inevitable, because a mesh pattern adequate for stress analysis is much different from that in thermal analysis.

To keep the same mesh in thermal and mechanical analyses, Huang et al. (Ref. 108) proposed a dual mesh scheme based on the feature of localized strong heat transfer in welding that significantly cuts down the computation time. Both a fine and a coarse mesh are utilized to analyze the same welding process. In the fine mesh model, the elements and nodes within a local region around the weld pool are activated and those outside of this region are not necessarily computed. The local region is updated in accordance with the movement of the welding heat source. The solution of the region outside the local region can be obtained by computing on the coarse mesh. Linear interpolation is then employed to transfer the temperature results from coarse mesh to fine mesh. Under this computation framework, the accelerated mechanical analysis schemes can directly use the temperature data for fast computation. The numerical results on a bead-on-plate model show good agreement with conventional fine mesh analysis and experimental measurement.

Iterative Substructure Method

A transient thermo-elastic-plastic analysis may take several hours or weeks due to the high nonlinearity of the transient welding phenomena. In standard FEM, the repeated convergence computation is performed for the whole model. The iteration numbers for all elements are the same regardless of the convergence speed is fast or slow, which leads to time-consuming computation. To reduce the computing time, Murakawa et al. (Ref. 109) proposed an iterative substructure method (ISM) for small deformation welding problems. Huang et al. (Ref. 110) extended ISM to large deformation welding problems such as those found in thin-plate welding.

The basic concept of ISM is that the regions in the whole FE model with different levels of nonlinearity are divided and solved iteratively until the residuals on the interfaces of these regions converge to a small value. As shown in Fig. 6, FE analysis with ISM was performed in the regions A-B and B. The B region was defined by elements with a high transient temperature. Newton’s method was employed in this region to achieve a fast convergence. The boundary between the B region and the remaining region A-B was fixed for each degree of freedom. Since the B region is very small, it was possible to find a solution within a short time. After the solution was obtained, analysis on the full model A was carried out using the solution as the initial condition.

A FEM analysis code for the multipass welding was developed based on the iterative substructure method, which was applied to simulate the dissimilar metal welds in pressurized water reactor piping systems. The analysis provided accurate results in a high-speed computation (Ref. 111). Huang et al. (Ref. 76) applied ISM combined with the adaptive mesh method to simulate the laser welding of stainless plates. X-ray diffraction (XRD) and the contour method were used to measure the surficial and internal residual stress, respectively. Reasonable agreement was obtained among residual stresses by the numerical method, XRD, and the contour method. Buckling distortion mode and magnitude agreed well between experiment and simulation. The analysis speed was 50 times faster than a commercial code.

Taking a similar approach as ISM, a sub-structuring technique was proposed for a welding simulation with commercial codes (Ref. 112). The analyzed model was divided into two parts: the linear region and the nonlinear region. The elastic isotropic material model was assigned to the linear region with elastic behavior during the welding process. The elastic-plastic material model, assuming isotropic hardening, was applied to the nonlinear region, which was close to the heat source. The predicted residual stresses were validated experimentally on several different small scale specimens with XRD techniques. The developed simulation method was successfully demonstrated on complex welded structures in a construction equipment vehicle.

Instantaneous TEP Methods

Instantaneous thermal-elastic-plastic (TEP) analysis methods such as the lump-pass analysis procedure (Ref. 113) and the instantaneous heat source model (Ref. 114) were developed for fast analysis. The lump-pass procedure was implemented in ABAQUS while the instantaneous heat source model was used in MARC for welding simulation. These two methods are very similar in that a weld pass or a segment of weld pass is heated up in a short time without simulating the heat torch moving. This approach effectively reduces the calculation time by eliminating the effect of a moving arc, but it still requires iterations to achieve equilibrium because of material nonlinearity and plastic deformation. The accuracy of the predicted distortion is not as good as transient moving-arc thermo-elastic-plastic analysis because it is difficult to determine a heat input. But it is a good method to predict distortion in a structure with short-length welds (Ref. 56).

Prescribed Temperature Approach

The prescribed temperature was developed to shorten computational time during a thermo-elastic-plastic analysis. A temperature field is directly applied to the subsequent analyses as an external load. The prescribed temperature method needs a thermal analysis beforehand. A recent func-
tional extension for the process simulation in commercial software ABAQUS has been devoted to create such a temperature field (Ref. 115). Zhu et al. (Ref. 100) combined the lumping weld pass technique and prescribed temperature approach to predict residual stress in box structures. Thermal analysis was conducted to predict temperature history using Goldak’s double-ellipsoidal model for physical weld passes. Then the temperature histories were averaged and applied on numerical lumped passes.

A traveling temperature function method (Refs. 116, 117) was developed to improve the instantaneous thermal-elastic-plastic analysis method. At first, a quasi-steady state welding temperature field was achieved with the transient moving-arc solution. Then a coordinate and time-dependent temperature function was developed based on the temperature field. With this function, the nodal temperatures in a large model were calculated and stored as a function of time. The temperature history was input into a mechanical model to predict weld distortion. Several structures including cylindrical and conical structures and a high-speed train roof were modeled and compared with a transient moving-arc thermo-elastic-plastic analysis and experiment. The comparison between the two analyses showed a good agreement.

The error between computed results from the two modeling methods and the experimental results was no more than 10%. This analysis method improved the accuracy of instantaneous thermal-elastic-plastic analysis methods, but the computational time was still long.

Inherent Strain Method

The elastic FE simulation with inherent strain or the inherent deformation method is the most successful method for predicting welding distortion in large and complex welded structures. The inherent strain method was proposed by Ueda (Ref. 21) to measure residual stress initially and then has been widely used to predict welding deformation (Refs. 118–121). This section introduces the theory, the validation, and the applications of this method based on published literature.

Concept and Theory

According to the theory of thermo-mechanical-metallurgical analysis, the total strain ($\varepsilon^{\text{total}}$) could be expressed as:

$$\varepsilon^{\text{total}} = \varepsilon' + \varepsilon^T + \varepsilon^P + \varepsilon^{\text{Ph}}$$

where $\varepsilon'$ is elastic strain, $\varepsilon^T$ is thermal strain, $\varepsilon^P$ is plastic strain, $\varepsilon^c$ is creep strain, and $\varepsilon^{\text{Ph}}$ is phase transformation induced strain. Inherent strain $\varepsilon^i$ is expressed in Equation 6, which is the source of welding deformation and residual stress.

$$\varepsilon^i = \varepsilon^T + \varepsilon^p + \varepsilon^c + \varepsilon^{\text{Ph}}$$

In all components of inherent strain, the creep strain is too small and often ignored. Thermal strain will disappear after the welding temperature cools down. Phase-transformation-induced strain becomes a part of plastic strain in the final structure. Therefore, the plastic strain is the domain component (Ref. 122). It can be obtained by experiment or a thermo-mechanical-metallurgical analysis.

Lu et al. (Ref. 123) employed the TEP analysis to predict strains on a two-pass butt joint of aluminum alloy welded by GMAW. Based on the inherent strain theory, the transverse and longitudinal inherent strain of the joints were decomposed from the total strains and applied to both a solid and a shell model to calculate residual stress. The results from the solid and shell models using both TEP and ISM were consistent, which indicates that the inherent strain method is an efficient and accurate analysis method.

Obtain Inherent Strain

Although the inherent strain method has been demonstrated to be accurate, convenient, and cost effective in the prediction of weld residual stresses and distortion, how to obtain inherent strain for distortion prediction remains to be an issue since inherent strain depends on the thermal characteristics of the welding process and the geometric details of the joint and structure, as well as the fixture constraints. Deng et al. (Refs. 124, 125) proposed to employ the thermal-elastic-plastic FE method to estimate inherent deformations for different typical welding joints on smaller-scale welded structures. However, a small welded structure may not represent the structure stiffness from a large welded structure. Duan et al. (Ref. 126) developed a concept of a “rigid border” boundary condition in which a rigid part was added to the frontier of the small-scale model to keep the boundary in plane. In order to represent the mechanical conditions imposed by the rest of the structure, the rigidity of the rigid part may be changed by adjusting the value of Young’s modulus. Deng et al. (Ref. 104) proposed to use the combined 3D solid/shell modeling technique to account for the structure stiffness from large-scale structures.

Apply Inherent Strain

Inherent strain is full-field information and varies in the welds and structure. Even in a weld, inherent strain is different in the start, middle, and end regions. How to apply inherent strain obtained from a small-scale model to a large-scale model remains a challenging issue. The inherent deformation method, average plastic strain method, and equivalent load method were all developed to apply the inherent strain method to predict distortion.

**Inherent deformation.** Because it is difficult to apply inherent strain on a FEM, it is possible to assume that there is an inherent amount of deformation (inherent deformation) for each section perpendicular to the welded line. Inherent deformation in the longitudinal ($x$) and the transverse ($y$) directions can be calculated with the following equations (Ref. 127):

$$\delta_x = \frac{1}{h} \int \varepsilon_{xx}^i \ dy \ dz$$

$$\delta_y = \frac{1}{h} \int \varepsilon_{yy}^i \ dy \ dz$$
made to improve the equivalent load method (Ref. 133). The accurate results for distortion prediction, an effort was the highest temperature and degree of restrain. To get more actual stresses in butt joints. The equivalent load was calculated to predict welding deformations and residual strains. Biswas et al. (Ref. 131) applied the average plastic strain method to predict distortion using an elastic analysis. If the analysis is conducted with an elastic-plastic method, this method can be used to predict weld residual stress in large structures. Murakawa et al. (Ref. 137) and Li et al. (Ref. 138) employed the ISM and introduced an interface element to investigate the influence of the initial gap between the plates on the plate deflections on a large panel structure sample. Wang et al. (Ref. 139) applied the ISM method to predict the out-of-plane welding deformations in a large welded panel of a car carrier ship.

Application Examples

The ISM has been widely used to predict welding-induced distortion in small and large structures with an elastic analysis. If the analysis is conducted with an elastic-plastic analysis, this method can be used to predict weld residual stress in large structures. The ISM is used as one of the most efficient analysis methods to predict welding deformation. However, some research results (Refs. 135, 136) indicated that it generally overestimates the magnitude of distortion by about 7–10%. The errors were mainly induced by the methods of obtaining and applying inherent strain. The error can be minimized by improving the methods to obtain and apply inherent strain.

Local-to-Global Method

A local-to-global method (Refs. 140, 141) was developed by further refining the ISM and making the inherent method more robotic for weld distortion prediction. This method includes two FE models: local models and a global model. The local models are analyzed to predict plastic strains with a transient moving-arc thermal-elastic-plastic analysis and the global model is analyzed with an elastic or elastic-plastic method to predict distortion by mapping the predicted plastic strains.

Several local-to-global strain mapping methods including direct mapping, symmetric mapping, rotation mapping, and stretch mapping were developed in a quick distortion prediction tool (EWI Q-Weld) (Ref. 142). The stretch-mapping method is a powerful method for mapping strain from a local model to a global model, as shown in Fig. 7. The weld start portion and stop portion are directly mapped to the global model. The middle length of the local model is stretched to match the global length. This mapping method was developed because the weld start and stop portion have different plastic strains than the middle part.

The local model is a part of the modeled structure which needs a fine finite-element mesh. The simulated weld length in the local model depends on material properties, welding process, and welding parameters. It can be determined by

$$\theta_x^* = \frac{12}{h^3} \int \left( z - \frac{h}{2} \right) \epsilon_x^* dz$$

$$\theta_y^* = \frac{12}{h^3} \int \left( z - \frac{h}{2} \right) \epsilon_y^* dz$$

where $\delta^*$ and $\delta'$ are the inherent displacements in the longitudinal and the transverse directions, and $\theta^*$ and $\theta'$ are the inherent bending in the longitudinal and the transverse directions.

Wang et al. (Ref. 127) investigated the inherent deformations of thin plate bead-on-plate welding with varying plate thicknesses for eight different materials. First, the 3D thermal-elastic-plastic FEM based on the interactive substructure method was used to compute welding deformations. A database of inherent deformations for eight different materials, including 144 computational cases, was developed. The relationship between the welding heat input parameter and inherent deformations was established. Wang et al. (Ref. 128) applied the inherent deformation method to predict distortion on a spherical structure which consisted of 14 thin bent plates and two circular polar plates. The inherent deformation was determined from a thermo-mechanical analysis with 3D solid elements on a butt joint. Tian et al. (Refs. 129, 130) developed an intelligent model based on a support vector machine, back propagation neural network, and genetic algorithm to predict the inherent deformations of a fillet-welded joint. The training samples were obtained from numerical experiments conducted by the thermal-elastic-plastic FE analysis. In this model, the welding speed, current, voltage, and plate thickness were considered as input parameters, and the longitudinal and transverse inherent deformations were corresponding outputs.

**Average plastic strain.** Fusion welding being a quasi-static process, the distribution of average plastic strains caused by welding might be assumed to remain constant along the entire length of welding. The total plastic strains of all the elements in the welding zone of width ($w_r$) is obtained by integration of them over this zone. Hence, the average plastic strain is obtained by dividing the width of the welding zone as shown in the following equation:

$$\epsilon_{x,y}^p = \frac{1}{w_r} \int_0^{w_r} \epsilon_{x,y}^p (y) dy$$

where $\epsilon_{x,y}^p$ is the average x and y components of plastic strains. Biswas et al. (Ref. 131) applied the average plastic strain method to predict distortion using an elastic analysis on a large stiffened plate panel. Analysis results showed that the average plastic strain method has a better accuracy than the inherent strain method.

**Equivalent load.** Khurram et al. (Ref. 132) investigated an efficient FE technique based on inherent-strain-named equivalent load to predict welding deformations and residual stresses in butt joints. The equivalent load was calculated by integration of inherent strain, which is a function of the highest temperature and degree of restrain. To get more accurate results for distortion prediction, an effort was made to improve the equivalent load method (Ref. 133). The separate average loads were applied at the start, middle, and end regions of the welding line instead of the same average load throughout the weld length. This proposed method was validated with experimentally obtained results, which showed a perfect agreement and hence, confirmed its efficacy.

Barsoum et al. (Ref. 134) compared the inherent strain, inherent deformation, and equivalent load methods to predict weld distortion of T-type fillet welds. They concluded that the inherent strain method was better than the other two methods for angular distortion estimation and inherent deformation and equivalent load methods are more suitable for estimating longitudinal and transverse shrinkage.

The ISM was used as one of the most efficient analysis methods to predict welding deformation. However, some research results (Refs. 135, 136) indicated that it generally overestimates the magnitude of distortion by about 7–10%. The errors were mainly induced by the methods of obtaining and applying inherent strain. The error can be minimized by improving the methods to obtain and apply inherent strain.
conducting several numerical analyses with different lengths. The minimum length to achieve a steady-state condition is the simulated weld length in the local model. For steel welded with GMAW, the local-model length is 300 mm long. The boundary condition of the local model should be close to the constraint conditions during welding of global welded structures (Ref. 143). The global model is built by meshing the entire modeled structure. The mesh in the global model can be different than the local model. To reduce the computational time, the global model uses a coarse mesh because plastic strains are similar along the weld except at the weld start and stop location (Ref. 144).

To help identify local models from a welded structure, a far- and close-weld theory was developed by numerical experimentation. A critical distance was determined below, which weld interactions have to be modeled during predicting plastic strains. The weld interactions were modeled by analyzing all possible welding sequences in the local models, and the welding-sequence-dependent plastic strains were saved to a database. For each welding sequence produced by an optimization code, Q-Weld will search the database to find the corresponding plastic strains to predict distortion, which will be compared with an objective function to determine the optimal welding sequence (Ref. 144).

Zhu et al. (Ref. 145) compared the thermo-elastic-plastic method, the local-to-global method, and the substructuring method to predict weld distortion and residual stress on a fillet weld and a multipass butt joint. It was concluded that the local-to-global method is very time efficient and the estimated longitudinal residual stresses show a good agreement with the experimental measurements.

**Friction Stir Welding Modeling Methods**

The FSW process involves physical couplings between mechanics and heat transfer, very large deformations, and strain rates in the stirring zone around the pin. Numerical simulation of the FSW processes enables estimation of different process parameters such as tool geometry and speeds. Simulation is not an easy task, however, since it involves the interaction of thermal and mechanical phenomena. Some established numerical modeling techniques have been developed that can explain and predict important features of the process physics involved in FSW (Ref. 146). The FSW models cover a broad range of complexity, from the simple conduction heat transfer models (Ref. 147), to the metal flow models (Ref. 149), to the fully-coupled models (Refs. 150, 151) in which the viscoplastic flow and the heat transfer are modeled for predicting temperature and residual stress distributions. Below, two practical methods are discussed to predict FSW-induced residual stress and distortion in which metal flow is ignored.

**Transient Thermal-Elastic-Plastic Analysis**

A physical-based, coupled, thermo-mechanical model was developed and used to investigate thermo-mechanical behavior during FSW. Heat generated from friction and plasticity was modeled using a heat source model. Figure 8 shows a FSW tool in which the pin has a cylindrical shape. During welding, the shoulder and pin will make contact with the weldment. Heat will be generated by friction on the contact surfaces. The total heat \( Q_t \) including friction-induced heat from all three surfaces and heat generation from plastic energy dissipation can be expressed as (Ref. 152):

\[
Q_t = 2 \frac{\pi}{3} \rho \varepsilon_\text{pl} \left( R_{sh}^3 + R_{pin}^3 \frac{H_{pin}}{H_{pin}} \right) + \tau \varepsilon_\text{pl} \quad (12)
\]

where \( \varepsilon_\text{pl} \) is plastic strain increment.

The surface heat flux calculated in Equation 13 is applied on the shoulder surface and the body flux calculated with Equation 14 is applied in the pin volume. Note that heat generation from plasticity is not explicitly included in Equations 13 and 14. Its effect is considered in determining the heating efficiency \( \eta \).

\[
q_s (r, T) = \frac{3}{2\pi} 0.75\eta Q_t \frac{r}{R_{sh}^3 - R_{pin}^3} \quad (13)
\]

\[
q_b (r, T) = \frac{0.25\eta Q_t}{\pi R_{pin}^2 H_{pin}} \quad (14)
\]

The above discussed heat source model has been widely used to predict weld residual stress and distortion. Compared to fusion welding, residual stresses in FSW joints are expected to be low due to a relatively low heat input. However, apart from the heat input, the force from the tool also plays an important role in the development of welding stresses. Analysis results and experimental measurement showed that due to the effect of the tool force, the longitudinal residual tensile stresses became smaller and were asymmetrically distributed at different sides of the weld center. The peak of the tensile residual stresses at the retreating side was lower than that at the advancing side (Ref. 153). The down force applied on the FSW tool significantly reduces residual stress. This is because the down force forges and extrudes the materials around the tool to reduce the residual strain in the weld, which leads to the reduction of residual stress. Furthermore, the mechanical loads change the correlation of strain on the top and bottom surfaces of the sheet, which results in a change of the distortion pattern (Ref. 154).
Khosa et al. (Ref. 155) investigated the thermo-mechanical behavior during the FSW of AA6082-T6 using the thermo-mechanical model. To cope with the high calculation time and distortion of the mesh, built-in features of the code, mass scaling, the arbitrary Lagrangian-Eulerian (ALE) method, and mesh remapping were used. With the help of this model, the effects of process parameters on the temperature displacement behavior of the workpiece were studied. Yan et al. (Ref. 156) conducted thermo-elastic-plastic analysis to predict distortion on a FS-welded panel, including four T stiffeners. Nie et al. (Ref. 157) studied the effects of process parameters on temperature and residual stress in FSW. Costa et al. (Ref. 158) conducted an experiment and a fully coupled thermo-mechanical FE analysis to study the distortion and residual stresses in FSW of thin AA5754-H22 aluminum plates. The numerical results also indicated using ultra-high welding speeds enabled suppressed distortion in thin plates welding.

**Inherent-Strain-Based Analysis Method**

The out-of-plane distortion of large thin-walled structures induced by FSW was predicted with the inherent-strain-based analysis method. Yu et al. (Ref. 159) developed a local-to-global method in which the nonuniform stress distribution along the weld was accurately computed with a small structure. By using an interpolation function, the stress components in the start, middle, and end regions of the weld in the small structure were mapped to the corresponding locations in the large thin-walled structure to predict out-of-plane distortion. Jang et al. (Ref. 160) suggested an equivalent load method based on the inherent strain approach as an efficient welding deformation and residual stress analysis method for large scale FSW structures of aluminum alloy Al6061-T6 sheet metal. The results showed fairly good agreement with those of existing FE analyses as well as the FSW experiments.

Dialami et al. (Ref. 161) proposed a local-global strategy for the computation of residual stresses in FSW. A coupling strategy between the analysis of the process zone near the pin tool (local level analysis) and the simulation carried out for the entire structure to be welded (global level analysis) was implemented to accurately predict the temperature histories and, thereby, the residual stresses in FSW. The ALE formulation was adopted to deal with the rotation of complex pin shapes. The output of this local analysis was the heat generated either by plastic dissipation or by friction, and it was used as the power input for the welding analysis at the structural (global) level. The outcomes of this analysis are the distortions and the residual stresses.

**Buckling Distortion Prediction**

Thin-gauge materials are increasingly used in today’s high-performance welded structures in automotive, aircraft, shipbuilding, and other industries. It is well known that buckling distortions have been a major concern in welding fabrication of such structures. Unlike the stable type of welding-induced distortions, which can be adequately captured by performing a thermo-plastic simulation of actual welding procedures, buckling distortions in welded structures are of an unstable type and require the use of appropriate buckling analysis procedures incorporating the welding-induced residual stress state.

**Including initial conditions.** One unique part of buckling distortion is that initial weld residual stress and imperfection affect the final predicted distortion. Without considering the plate’s initial conditions, the predicted distortion could be opposite to the experimental measurement. A FEM procedure able to predict buckling distortion by incorporating weld residual stress and initial deformation was developed (Ref. 162). With this modeling method, the underlying mechanisms associated with welding-induced buckling distortions were studied, and the optimized welding procedures were developed (Ref. 90).

**Inherent deformation analysis method.** In a thermal-elastic-plastic FE analysis of welding-induced buckling in a large thin-plate welded structure such as a ship panel, it would be extremely difficult to converge computation and obtain the results when both nonlinear material and geometry are modeled. Based on the inherent deformation method, Deng et al. (Ref. 163) and Wang et al. (Refs. 164, 165) developed an elastic FE analysis method with a shell-element model to predict welding-induced buckling distortion in production ship panels.

**Eigenvalue analysis.** Buckling distortion was assessed with a history-independent buckling modeling method (Ref. 166), as shown in the equation:

\[ \lambda_i([K]_{RS} + [K]_{TTT})u_i = 0 \]  

where \([K]_{RS}\) represents weld residual stress, \([K]_{TTT}\) the stress induced by transient thermal tensioning (TTT), \(u\) displacement, and \(\lambda\) eigenvalue. For welding without applying TTT, \([K]_{TTT}\) will be zero. By solving this elastic buckling problem, the eigenvalue can be obtained for each buckling mode. The minimum eigenvalue is the most likely buckling mode. If the eigenvalue is smaller than one, buckling will happen in the structure. This means that weld residual stress exceeds the critical buckling load and leads to structure buckling. Wang et al. (Ref. 167) investigated welding-induced buckling of thin-plate welded structures using the eigenvalue analysis and elastic FE analysis based on the inherent deformation theory. Bead-on-plate welding was examined. Measured out-of-plane welding distortion indicated that saddle-type buckling was produced after cooling. Eigenvalue analysis showed the computed lowest buckling mode was the saddle type and the corresponding critical force was less than the applied tendon force (longitudinal inherent shrinkage). It was also concluded that the tendon force was the dominant reason for buckling and determined the buckling mode, and initial deflection and inherent bending were considered to be disturbances which trigger buckling.

**Welding Cloud Computation**

Weld modeling technology tools are typically accessible only to engineers and designers with a background in FE analysis who work with large manufacturers, research institutes, and universities with access to high-performance computing (HPC) resources. Small and medium enterprises (SMEs) in the United States do not typically have the human
and computational resources needed to adopt and utilize weld modeling technology.

To close this gap and address the need of SMEs to gain access to this important design tool, a 2D online weld application software tool (EWI WeldPredictor [Ref. 168]) was developed by EWI and Ohio Supercomputer Center (OSC) from 2007 to 2009 (Refs. 169, 170). This tool allows engineers with no background in FE to access HPC resources and apply weld modeling technology to optimize their welding process and improve the design of their welded structures. More than 800 worldwide users tested this application. Although WeldPredictor was a huge advancement and enabler, the application could not address the majority of real-world design problems because of the following major drawbacks:

- The application uses a 2D model, which results in many limitations.
- Only arc welding processes are modeled by the software tool.
- The application was built on the ABAQUS commercial software platform, which requires expensive software licenses.

To address these issues, a new online welding software modeling tool for digital manufacturing using the cloud for HPC was developed by EWI, Parallel Works, and OSC (Ref. 171) and was funded by the Digital Manufacturing and Design Innovation Institute. This tool uses 3D FE models and includes the most common types of welding processes: arc, laser, and hybrid laser arc welding. Standard weld joints (butt, T-, and lap joints) were included in the software tool. Open source FE codes — SALOME, Calculix, Paraview — were used as a solver to replace ABAQUS. However, this cloud-based welding simulation tool was not able to launch due to the project shutting down.

**Integrated Manufacturing Process Modeling**

The prediction of the final shape of a component is of great interest to the manufacturing industry. The level of demand may increase due to multistage processes. Therefore, including all steps of the manufacturing chain (see Fig. 9) in predicting weld residual stress and distortion is key to being successful. However, more complex manufacturing procedures that include assembling of formed parts with forgings and castings via welding have been modelled with simplifications, resulting in reduced prediction accuracy.

Schill and Odenberger (Ref. 172) investigated the possibility of combining different process simulations in the manufacturing chain of an aerospace component made of Alloy 718. The major objective of this study was to develop methods for performing coupled simulations using different FE codes rather than to evaluate the prediction accuracy. Steffenburg-Nordenström and Larsson (Ref. 173) considered a manufacturing chain including forming, welding, and heat treatment of a V-shaped leading edge of a vane manufactured from Alloy 718. They concluded that the history of the material after forming had a considerable effect on the amount of residual stresses in the subsequent steps of the manufacturing process chain. Huang et al. (Ref. 174) reported similar results in Q235 steel, concluding that the initial distortions from forming can largely influence the buckling distortion during welding. Bauer et al. (Ref. 175) investigated a forming and welding process chain of a DC04 tube. The transfer of the material and mechanical properties between processes ensured an accurate prediction of shape distortions, weld bead size, and residual stresses.

Pérez Caro et al. (Ref. 176) conducted an integrated manufacturing process modeling to predict the final shape of a strip geometry extracted from a double-curved component manufactured from Alloy 718. The coupling of different manufacturing analyses, including cold forming, trimming, result mapping, welding, cooling, and springback, was achieved using LS-DYNA simulation software. Encouraging agreement was found between the model predictions and the results of forming and welding tests. The findings underscored the importance of including the material history and accurate process conditions along the manufacturing chain to the prediction accuracy of shape distortions.

**ICME Weld Modeling**

Traditionally, engineering practices have not accounted for residual stress fields and material changes after welding in structural design calculations. A large safety factor was given during structure design to account for the uncertainties. This design approach increases structure weight, reduces fuel efficiency, and limits structure performance. An ICME approach was proposed in which weld residual stress is predicted by a thermal-mechanical model, a microstructure model, and a property model (Ref. 177). Yang et al. (Ref. 178) applied this ICME modeling approach to optimize the design of welded structures in which weld residual stress was included as initial conditions before loading analysis. This ICME approach was also used to optimize welding processes to minimize distortion and ther-
mal plate forming process to obtain an optimal forming path plan (Ref. 179). David et al. (Ref. 180) reviewed the progress in process modeling, microstructure, properties, and process control and automation, and the importance of integrated computational welding engineering (ICWE).

Prospect for Future Research

Automatic Weld Mesh Generation

Automatic mesh can be generated from a computer-aided design model for general structural analysis. But it is very limited in creating a weld mesh because fine mesh is needed in the weld area and coarse mesh is needed in the areas away from the weld to increase computational speed. It is time consuming to create a weld mesh for a large welded structure such as shipbuilding structures.

Material Data for Weld Modeling

Weld modeling requires temperature-dependent thermal-physical and mechanical material data up to material melting temperature. It is difficult to obtain the required material data from public literatures. There is a need to develop a comprehensive database for welding simulation.

Commercial CFD Software to Predict Weld Bead Shape

A welding experiment has to be conducted before an analysis to determine the heat-source model parameters for a thermal analysis. Because CFD can predict the weld bead shape, it would be useful to develop a commercial CFD software to predict weld bead shape.

Fast Computational Solver for Welding Simulation

Thermo-mechanical-metallurgical analysis is the most accurate method for predicting weld residual stress and distortion. But it could take weeks to analyze a large welded structure. Although fast computation solvers for welding have been developed in recent years, more studies are needed to further increase computational speed.

Welding Cloud Computation

To allow industry engineers to access weld modeling technologies, there is a need to develop a 3D welding cloud computation tool. This tool should be applicable to a production structure to predict temperature, microstructure, hardness, weld residual stress, and distortion. An engineer can access this tool from a production environment where the internet is available.

Integrated Weld Model

Individual models, including a CFD model, a grain growing model in a weld pool, a thermal model, a mechanical model, and a property model, have been developed by numerical experts in universities, research institutes, and national labs. Until now, there was little research to integrate all these models together for a true welding simulation.

Integrated Manufacturing Process Simulation

Integrated manufacturing process simulation is critical for new product design. If a new product can be built and evaluated in a virtual environment, it will result in huge savings for a company. This method can be used to optimize a product before a prototype is built.

Conclusion

Residual stresses and distortion existing in the welds can significantly impair the performance and reliability of welded structures. In the past two decades, there have been many significant and exciting developments in the prediction of weld residual stress and distortion. This paper reviewed the recent advances of numerical prediction methods. The review focused on the modeling theory and application in understanding weld residual stress and distortion. Two kinds of prediction methods were discussed: the thermo-mechanical-metallurgical method and simplified analysis methods.

The thermo-mechanical-metallurgical method is the most accurate method with major physics involved in the welding process including heat transfer, filler metal deposition, material melting, strain hardening, phase transformation, and large deformation. Heat source models were presented for commonly used welding processes. Experimental approach and CFD approach were discussed to obtain the parameters for heat source models. Model application examples were given to demonstrate the numerical method to solve industrial problems. However, the thermo-mechanical-metallurgical method could take weeks to run for a large welded structure in a current high-performance computer. Fast computational software and hardware are needed for full use in industries.

Simplified analysis methods were developed to shorten computational time. The methods include 2D modeling, lumping weld passes, combined 3D solid and shell elements, adaptive mesh technique, dual mesh method, iterative substructure method, instantaneous thermo-elastic-plastic method, prescribed temperature approach, inherent strain method, and local-to-global method. A combination of these methods could further reduce computational time. Among these methods, the inherent strain method is the most successfully and widely used, especially for large welded structures. Based on the inherent strain theory, other methods such as inherent deformation, average plastic strain, and equivalent load were developed for easily applying the inherent strain on a structure to predict distortion with an elastic analysis. The local-to-global method has become standard for applying the inherent strain method to predict residual stress and distortion. Some researchers reported that the inherent strain method under- or overpredicted weld distortion. This error is induced by the methods to obtain and apply the inherent strain in a FE model. If the inherent strain can be obtained and applied correctly, the inherent method can be an accurate analysis method.

FSW modeling methods were discussed separately in this paper because they involved physical couplings between ma-
tential flow, heat transfer, and mechanics in the stirring zone around the pin. A transient thermal-elastic-plastic analysis method was introduced for residual stress and distortion prediction. Heat generated from friction and plasticity was modeled using a heat source model which includes a FSW tool, applied force, and rotation speed. This analysis method allows parametric study to optimize the FSW process to control residual stress and distortion. A simplified analysis method based on the inherent strain method was also introduced for predicting distortion in large structures.

Three buckling distortion analysis methods were discussed, which include a thermo-elastic-plastic method considering initial imperfection, an inherent deformation method, and an eigenvalue analysis method. Without including initial imperfection, FE models may be not able to predict the right deformation shape. Large deformation (nonlinear geometry) must be specified during distortion analysis using the shell-element model. The inherent deformation method is useful for buckling distortion prediction induced by fusion welding and FSW. The eigenvalue analysis, including welding residual stress, is a new analysis method that determines if a structure will buckle during welding and if a mitigation technique such as transient thermal tension can reduce the buckling propensity.

Welding cloud computation is a great tool to allow an engineer to apply modeling technology in industry to optimize welding processes, mitigate weld residual stress and distortion, and make smart decisions based on numerical model results before welding. Unfortunately, this tool is very limited now and needs to be upgraded to 3D models for real-world welded structures.

The integrated manufacturing process and ICME weld modeling are needed for virtual fabrication in developing new products. Limited studies have been conducted to explore this field. More developments are needed to evaluate a concept of new products in a virtual environment.
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