Ventricular repolarization instability quantified by instantaneous frequency of ECG ST intervals
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Abstract.

BACKGROUND: Ventricular repolarization instabilities have been documented to be closely linked to arrhythmia development. The electrocardiogram (ECG) ST interval can be used to measure ventricular repolarization. Analyzing the duration variation of the ST intervals can provide new information about the arrhythmogenic vulnerability.

OBJECTIVE: In this work, we propose a new method based on mean instantaneous frequency (IF) of the ST intervals to quantitatively evaluate the risk of sudden cardiac deaths (SCDs).

METHODS: Two spectral bands, i.e. the low-frequency band (LF, 0–0.15 Hz) and the high-frequency band (HF, 0.15–0.5 Hz), are considered in this paper. Based on IF estimates, the ECG recordings from three MIT-BIH databases that represent different risk levels of SCD occurrence are used, and their mean IFs in the LF and HF bands are calculated.

RESULTS: The statistical results show that healthy subjects have a higher mean IF in the HF band and a lower mean IF in the LF band. The experimental results are the opposite for patients with malignant ventricular arrhythmia.

CONCLUSION: The proposed mean IF can represent an indirect measure of intrinsic ventricular repolarization instability and can mark cardiac instability associated with SCDs.
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1. Introduction

Sudden cardiac death (SCD) is a major cause of death around the world. Ventricular arrhythmias, such as ventricular tachycardia/fibrillation, mostly cause SCDs. Currently, antiarrhythmic drugs and implantable cardioverter defibrillators (or a combination of them) are widely used to treat cardiac arrhythmias and eventually prevent SCDs. However, they should be assessed on patient safety, and their use is costly [1]. Ventricular repolarization analysis based on the surface electrocardiogram (ECG) is a low-cost, noninvasive approach that has shown to be useful for the risk assessment of SCD and can be applied to the general population. Instabilities in ventricular repolarization have been documented to be closely linked to arrhythmia development, and are regarded as a harbinger of malignant arrhythmias [1].
Ventricular repolarization instability (VRI) includes spatial and temporal repolarization heterogeneities. For an ECG marker for spatial repolarization instability, QT dispersion [2] is considered to reflect the instability on ECG intervals. Several other indices have also been proposed to define the T-wave shape [3,4], such as T-wave amplitude (T_A), the ratio of the areas at both sides of the T-peak (T_RA), and the ratio of the T-peak to boundary intervals at both sides of the T-peak (T_RT) (Fig. 1). They are based on the evidence that increased VRI results in taller and more symmetric T-waves. For an ECG marker for temporal repolarization instability, QT variability (QTV) is a popular index. QTV refers to beat-to-beat fluctuations of the QT intervals and can be quantified in time or frequency domains.

In [5], QT variations from the proportion to HR variations were assessed by considering the following log-ratio index:

\[ QTVI = \log_{10} \left( \frac{QT_v/QT_m^2}{HR_v/HR_m^2} \right) \]  

where QT_m and QT_v denote the mean and variance of the QT series, and HR_m and HR_v denote the mean and variance of the HR series.

T-wave alternans (TWA) is proposed as an ECG marker for the characterization of spatio-temporal repolarization instability. TWA refers to a repeated ABAB pattern in amplitude or the shape of ST-T complex as shown in Fig. 2. It has been proposed as an independent index of susceptibility to ventricular arrhythmias, and has been used in some aspects of clinical evaluation [6,7].

There are some other approaches that assess repolarization variability using parametric modeling [8,9]. However, most of the above methods are only used in the context of research studies and have not yet bridged the gap to clinical routines. The effectiveness and stability of the methods are key issues that need to be improved. Translation of the information of the ventricular repolarization phase into valuable clinical decision-making tools remains a challenge.
For healthy people, patients with arrhythmias, and patients with malignant arrhythmias, their degree of VRI varies, and generally speaking their risk of sudden cardiac death gradually increases. In this work, the ST interval of the ECG signal is used to quantify VRI and assess the SCD risk. The ST interval (see Fig. 1) is measured from the end of S-wave to the end of the T-wave. It represents the duration in which the ventricles repolarize. The alterations of this period of a heart cycle are an important factor for arrhythmogenesis that may induce lethal ventricular arrhythmias. Analyzing the variation of the duration of the ST intervals can provide new information about the arrhythmogenic vulnerability.

ECG signals are nonstationary processes in nature. To present the nonstationarity, time-frequency analysis techniques are suitable tools since they can represent signals simultaneously in both time and frequency. In this work, the instantaneous frequency (IF), which is estimated based on Hilbert transform (HT), is applied to analyze ST interval signals.

The remainder of this paper is organized as follows. In Section 2, we describe the data used in this work, the processing method and the Hilbert transform-based IF analysis. In Section 3, we report the experimental results. In Section 4, we provide statistical analysis and discuss the limitations. Finally, we provide a summary of conclusions in Section 5.

2. Materials and methods

2.1. Materials

The MIT-BIH database (http://www.physionet.org/data) provided by the Massachusetts Institute of Technology is currently the most widely used database in the research area. In this work, three sub-databases from the MIT-BIH database are chosen [10]: MIT-BIH Normal Sinus Rhythm Database (NSR db), MIT-BIH Arrhythmia Database (Arrhythmia db), and MIT-BIH Malignant Ventricular Arrhythmia Database (MVA db).

The NSR db includes 18 long-term ECG recordings recorded in the Arrhythmia Laboratory at the Beth Israel Deaconess Medical Center. The subjects included in the database were five men, aged 26 to 45, and 13 women, aged 20 to 50. They did not have significant arrhythmias.

The Arrhythmia db contains 48 half hour excerpts from two-channel ambulatory ECG recordings, obtained from 47 subjects studied in the BIH Arrhythmia Laboratory. Twenty-three recordings were chosen at random from a set of 4000 24 hour ambulatory ECG recordings collected from a mixed population of inpatients and outpatients at Boston’s Beth Israel Hospital. The remaining 25 recordings were selected from the same set to include less common but clinically significant arrhythmias.

The MVA db includes 22 half hour ECG recordings from subjects who experienced episodes of sustained ventricular tachycardia, ventricular flutter, and ventricular fibrillation. To some extent, the chosen ECG data from the three databases represent the different risk levels of occurring malignant heart events. They were recorded from lower level to high risks subjects.

A total of 48 sets of records, including 13 sets from the NSR db, 15 sets from the Arrhythmia db, and the 18 sets from MVA db, were used for the experiments. The other records from the three databases were discarded because of their poor signal quality. All data length was below 10 minutes. For the MVA db, all subjects experienced a sudden cardiac death within 24 hours.

2.2. Methodology

Prior to computing the ECG repolarization index (ST interval), the following processing steps were applied.
2.2.1. ECG preprocessing

This step includes the removal of power line interference and baseline wander (BW) [11]. The comb filter [12] and wavelet and morphological filters [13,14] are used to suppress the power line interference and BW, respectively. In practice, many filters such as the Kalman filtering and state filtering [15–18] have been used in signal processing, state estimation, system modeling and parameter identification [19–21]. Different signals have different frequency characteristics. According to the signal frequency distributions, high-pass filters or low-pass filters can be designed to remove the disturbance noise in signals. Some parameter estimation methods can be used for modeling the signals from observation data by means of the iterative search and optimization strategies [22–24].

A comb filter passes all frequencies except those in a stop band centered on a center frequency. We cascaded a digital notching filter with order 10 and the width of the filter notch at −3 dB set to the filter bandwidth to obtain the comb filter. The amplitude-frequency characteristics of the comb filter are shown in Fig. 3.

An effective method that combines mathematical morphological filtering (MMF) and wavelet transform (WT) techniques is used to suppress BW. The entire block diagram of the combined algorithm is shown in Fig. 4.

Considering the distortions caused by MMF, wavelet transform follows to smooth the estimated BW, which can improve the signal-to-noise ratio. In this work we chose coif3 as the wavelet function for its regularity and symmetry properties. An example of ECG preprocessing is given in Fig. 5.
2.2.2. Wave delineation

The most relevant points for repolarization analysis are the QRS boundaries, T-wave boundaries, and T-wave peak. Prior to the determination of the ST intervals, the peaks of the QRS complex and T-waves are accurately localized. For ECG delineation, algorithms are often used to define temporal search windows before and after the QRS fiducial points to determine other wave patterns. Once the search window is defined, relevant techniques are applied to enhance the characteristic features of each wave in order to determine the wave peaks and boundaries [25,26].

In this work, a wavelet-based ECG delineator is applied to automatically determinate the peaks of the R- and T-wave, and then localize the S- and T-wave boundaries [27]. A quadratic spline is used as the
prototype wavelet. QRS complexes are detected by searching across the scales for 'maximum modulus lines’ exceeding some thresholds at scales. The zero crossing of the WT at some scales between a positive maximum-negative minimum pair is marked as a QRS. Then, the peaks of the QRS individual waves (R, S) are identified, as well as the complex onset and end. They are based on the presented slope and local minimum criteria. Finally, the determination of T-wave peaks, onsets and ends is performed. A search window for each beat is defined and within this window we look for local maxima of some higher scales. If at least two of them exceed the threshold, a T-wave is considered to be present. To identify the T-wave boundaries, the same criteria as for the QRS onset and end are used. Examples of ECG wave delineation are given in Figs 6 and 7.

2.2.3. Segmentation

An ST interval is considered a repolarization segmentation window in this work. It contains the ST-T complex. The repolarization segments are extracted from each beat of an ECG recording to form the ST interval serials. An example of the extracted ST interval serials is given in Fig. 8. The unevenly time serial signals are processed using cubic spline interpolation and sampled at 1 Hz prior to applying the following temporal-frequency analysis.

2.3. Instantaneous frequency analysis of ECG ST intervals

An ST interval represents a complete duration of ventricular repolarization, and ST interval time series are essentially nonstationary, which means that the statistical properties of the signals often change over time. The instantaneous frequency (IF) of cardiovascular time series is used to describe the time-varying spectral contents of the characteristic frequency bands that are of interest to psychophysiological and cardiovascular research [28].

HT is applied to obtain IF components of the ST interval series. Given a real time function \( x(t) \), its Hilbert transform is defined as [29]:

\[
\hat{x}(t) = H[x(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} x(\tau) \frac{1}{t - \tau} d\tau.
\]

The concept of an analytic signal or pre-envelope of a real signal \( x(t) \) can be described by the expression of:

\[
y(t) = x(t) + j\hat{x}(t).
\]

and its instantaneous phase angle in the complex plane can be defined by:

\[
\theta(t) = \arctan \left( \frac{\hat{x}(t)}{x(t)} \right).
\]
Fig. 9. An example of the temporal-frequency diagrams of ECG recordings from three different databases. (a) Recording no. 18184, (b) recording no. 103 (c), and recording no. 427.

Then, the IF of $x(t)$ is:

$$f(t) = \frac{1}{2\pi} \frac{d[\theta(t)]}{dt}.$$  

(5)

An example of the temporal-frequency diagrams of recording no. 18184 from NSR db, no. 103 from Arrhythmia db, and no. 427 from MVA db are given in Fig. 9, respectively.

The IF of a signal often produces results that are paradoxical in some way [30], and make it difficult to interpret physically. In this work, the drawbacks are overcome by calculating the mean IF. Usually, on the basis of spectral analysis, these fluctuations are divided into two characteristic spectral ranges: the low-frequency (LF) range of 0.0–0.15 Hz, and the high-frequency (HF) range of 0.15–0.50 Hz [31–33].

The two frequency ranges are used in this work.

3. Results

For the time-frequency distributions, the mean IF of the ST intervals from each ECG recording in the HF and LF bands is calculated, and the results are shown in Table 1. As can be seen, in the HF band, the ECG data from the NSR db have the highest mean IF (0.4943 ± 0.0044 Hz), followed by the ECG recordings in the Arrhythmia db (0.4896 ± 0.0057 Hz). The lowest mean IF is from the ECGs in the MVA db (0.4772 ± 0.0057 Hz). A similar phenomenon emerges in the LF band, but in reverse order.

The lowest mean IF is from the NSR db (0.0064 ± 0.0055 Hz), while the highest mean IF in LF is from the MVA db (0.0197 ± 0.0046 Hz). The mean IF distributions of the ECG recordings from the three databases are shown in Fig. 10.

In the HF band, most ECG records from the NSR db have a higher mean IF, compared to other ECG records from the Arrhythmia and MVA db, while in the LF band, most records from the MVA db have a higher mean IF.
4. Statistical analysis

Two-sample \( t \)-test assuming unequal variances are used to determine whether the mean IFs in the HF and LF bands from the different databases follow similar distributions. A \( p \)-value of 0.05 was considered significant. The results are shown in Table 2.

The mean IFs of the ECG data from the MVA db and Arrhythmia db both are significantly different from those of the ECG data from the NSR db, whether in the HF or LF bands. In fact, differences were also found in the mean IFs between the ECG recordings from the MVA db and the Arrhythmia db. Generally speaking, healthy people have a lower risk of developing SCDs, whereas patients with frequent arrhythmic events have a higher risk of having SCDs and patients with malignant ventricular arrhythmia are highly likely to have a SCD.

In this work, the subjects were chosen from three different databases, which represent different groups of people, and the data were collected using different sampling rates (128 Hz for NSR db, 360 Hz for Arrhythmia db, and 250 Hz for MVA db), but the similar laws of HF and LF (despite the opposite trend) of mean IF are shown. Although the sample size in the investigation is not very large, the mean IF shows a high degree of consistency with the above phenomena, which demonstrates that the smaller mean IF in
the HF band, the higher the risk of having a SCD. Similarly, the higher the mean IF in the LF band, the higher the risk of having a SCD. The statistical results in terms of the significance show the effectiveness of using the mean IF as a risk-stratifier of SCD.

5. Conclusion

To some extent, the ECG data from the NRS, Arrhythmia, and MVA databases represent different risks of heart diseases. In particular, the records from the MVA database are half hour excerpts of sudden cardiac deaths, and the Holter database, a collection of long-term ECG recordings of patients who experienced sudden cardiac deaths during the recordings. The ST intervals of an ECG signal represent the durations of ventricular repolarization. Our works demonstrates the ability of the mean IF of the ST intervals to assess the SCD risks. The IF can measure changes in the ST interval variability with nonstationary conditions.

This novel methodology provides a dynamic assessment of cardiac instability associated with sudden cardiac deaths. It can provide useful information for assessing intrinsic ventricular repolarization variability, an important early warning marker of cardiac instability associated with malignant cardiac events. The presented method is effective and simple to use, which is key for clinical use. The proposed method in this paper can combine other estimation algorithms [34–42] to study new approaches and techniques for extracting the features of electrocardiograms and can be applied to other fields such as biomedical engineering and human health.
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