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Abstract

One of the most complex tasks of decision making and planning is to gather information. This task becomes even more complex when the state is high-dimensional and its belief cannot be expressed with a parametric distribution. Although the state is high-dimensional, in many problems only a small fraction of it might be involved in transitioning the state and generating observations. We exploit this fact to calculate an information-theoretic expected reward, mutual information (MI), over a much lower-dimensional subset of the state, to improve efficiency and without sacrificing accuracy. A similar approach was used in previous works, yet specifically for Gaussian distributions, and we here extend it for general distributions. Moreover, we apply the dimensionality reduction for cases in which the new states are augmented to the previous, yet again without sacrificing accuracy. We then continue by developing an estimator for the MI which works in a Sequential Monte Carlo (SMC) manner, and avoids the reconstruction of future belief’s surfaces. Finally, we show how this work is applied to the informative planning optimization problem. This work is then evaluated in a simulation of an active SLAM problem, where the improvement in both accuracy and timing is demonstrated.

1 Introduction

Planning under uncertainty is of most importance for many applications. Our world is stochastic in nature, thus for every inference and planning task this stochasticity needs to be taken into account, or catastrophes may occur.

Addressing stochasticity can be done in many levels. At the simplest level, the stochasticity is only being considered at the inference phase, while at planning the state is treated as if it is completely deterministic. In one of the next levels, stochasticity is also being considered within planning, however the planner is considered to reach the goal without caring about the uncertainty of the
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state. In one of the top levels, the uncertainty of the state also needs to be measured. For example, if the plan is to reach a goal state with some minimum probability or if the plan is to purely gain as much information as possible about the state. Such an approach, where we select a sequence of actions based also (or only) upon the certainty of the state, is known as informative planning. For instance, a task which is considered as informative planning is search and rescue, where in the "search" phase an exploration of unknown terrains might be done.

There are a few measures for the uncertainty of a state, which we will refer to as information-theoretic costs or rewards. A very common such cost is entropy. Yet, for many applications we wouldn’t be interested in the absolute value of the uncertainty, but rather by how much we expect it to be reduced, or in other words how much information is to be gained. Such a reward is called Information Gain (IG). Also, since the state is not always directly observable, observations are used. But when evaluating the future, observations themselves are also unknown, thus the uncertainty of these should also be taken into account. Consequently, we consider Mutual Information (MI), which is the expected IG over the observations. We note that the reader might find that some parts of the literature refer to MI also as IG, but as in the artificial intelligence literature, we distinct between the two terms in this paper.

Naturally, by increasing the dimension of the problem, the complexity of evaluating information-theoretic terms is increased as well, and this relation is exponential (known as the Curse of Dimensionality). To the best of our knowledge, there are no existing approaches which deal with the painful and critical issue of calculating information-theoretic terms in general $\rho$-POMDPs with high-dimensional non-parametric beliefs.

This paper proposes a novel approach to fill this gap. By exploiting structure inherent in many planning problems, it breaks the relation between the dimension of the problem and the complexity of calculating the information-theoretic terms. Fig. 1a shows a toy example of a 2D active SLAM problem to illustrate the structure our approach exploits. An aerial drone observes landmarks from above with a certain sensing range. At current time it needs to choose between

![Figure 1: A toy example of an active SLAM problem, where a drone has to choose between two actions.](image)
two actions. While the state is high-dimensional because it contains many landmarks, we observe that only a few landmarks might be observed at future time, and we will denote these landmarks as the involved variables. The key idea of our approach is to discard the uninvolved landmarks at planning time for the calculation of the expected reward, MI. We prove that by discarding these variables, the solution is still exact, yet the dimension (and thus the complexity) of the problem is reduced dramatically. Furthermore, a naive approach entails also explicit estimation of future beliefs’ surfaces, which adds yet another level of errors. Another key contribution of our approach is that it allows skipping this step by having access to the problem’s models. We finalize by showing how these contributions can be used together with existing belief tree solvers.

2 Related Work

The notion that in some cases the correlations between some of the state variables could be discarded for the calculation of entropy, thus improving the efficiency, was first introduced in [9]. This idea was extended to a more general case in [4] and [10]. However, these papers addressed the problem assuming Gaussian distributions. The current paper extends these works to the non-parametric case.

Reviewing state-of-the-art approaches for planning with non-parametric beliefs, most do not attempt to address the problem of evaluating the uncertainty of a state (e.g. [11], [15], [19], [12]). These works consider the POMDP framework, which does not support belief-dependent rewards. The recent approaches presented in e.g. [18] and [7], do support belief-dependent rewards, by using the more general $\rho$-POMDP framework. Yet, while these are concerned with improving the search over a tree, the calculation of the information-theoretic costs when the state is high-dimensional remains a problem.

Many estimators exist for information-theoretic rewards. A brief overview of the most common estimators for entropy can be found in [1]. Another approach to estimate entropy, a particle-filter based approach, is presented in [2]. Furthermore, [14] suggests to use a piece-wise linear approximation of the beliefs’ surface. Yet, all will face the Curse of Dimensionality. The work presented in [17] claims to support high-dimensional spaces, however the simulations show this approach isn’t superior for any arbitrary belief compared to other approaches.

When changing the context a bit, and looking at an expected reward, mutual information, [3] and [20] both state that the MI over a multi-dimensional variable can be calculated over a lower dimensional subset of this variable. Yet their statements are applied specifically for the problems of feature matching and active mapping, respectively. Also, these do not address problems in which quantifying the information should also take into account the state might change.

To the best of our knowledge, there are two works which, at some level, construct planners with an information-gathering task and which support high-dimensional non-parametric beliefs with complexity not exponential with the dimension of the state, yet do not support the more general setting we are addressing in this paper. One of which is [16], addressing the very specific active SLAM problem. It exploits the unique structure of SLAM to use Rao-Blackwellization, which might not be useful for more general problems. Also, it approximates the joint entropy by averaging the individual entropies of the
state variables, thus breaks up the correlations between them.

The second work is by [13], which uses a slightly different and more specific formulation than the general POMDP, where the objective is to minimize the expected cost. In its formulation, the objective is to reach a desired region of the state space with a guaranteed minimum probability of success. This, in turn, means that it wouldn’t necessarily choose the most informative path. Also, it does not support, at least directly, information-theoretic rewards. And, lastly, this approach was eventually tested only on problems with up to four dimensions.

Our approach deals with the limitations of the former.

3 Notations and Problem Formulation

3.1 $\rho$-POMDPs

Facing the task of informative planning, we will use a model which is an extension of the well-known Partially Observable Markov Decision Process (POMDP). This extension is referred to as $\rho$-POMDP and is modeled as a tuple $(\mathcal{X}, \mathcal{A}, \mathcal{Z}, b[X_0], P_T, P_Z, \rho)$, where $\mathcal{X}$ is the state space, $\mathcal{A}$ is the action space, and $\mathcal{Z}$ is the observation space; $b[X_0] \triangleq \mathbb{P}(X_0)$ is the prior belief over the state, $P_T$ is the probabilistic transition model, and $P_Z$ is the probabilistic observation model; $\rho(b[X_t], a_t)$ is a belief-dependent immediate reward function.

The prior belief and probabilistic models are used in the inference layer for determining future posterior beliefs. The belief over the state $X_t$ at time $t$ is defined by $b[X_t] \triangleq \mathbb{P}(X_t | h_t)$, where $h_t = \{a_{0:t-1}, z_{1:t}\}$ is the history, containing all actions $a_{0:t-1}$ and observations $z_{1:t}$ acquired up to time $t$. The transition model $P_T \triangleq \mathbb{P}(x_t | X_{t-1}^t, a_{t-1})$ defines the distribution of the successor state $x_t$, given a subset of its previous state $X_{t-1}^t \subseteq X_{t-1}$ participating in the transition, and the chosen action $a_{t-1}$. In this paper, we use the smoothing formulation, where the successor state is augmented to the previous, thus constructing the joint successor state $X_t = \{X_{t-1}, x_t\}$. This formulation means that the state’s dimension increases in time. The observation model $P_Z \triangleq \mathbb{P}(z_t | X_{t}^{obs})$ defines the conditional distribution of receiving an observation $z_t$, given a subset of the state $X_{t}^{obs} \subseteq X_t$ which participates in generating the observation.

For example, in the case of active (full) SLAM, the state is defined as the union of all poses and landmarks. The transition model can be formulated between two consecutive poses, and the observation model can be formulated such that an observation is generated given the last pose and a specific landmark. This example is illustrated in the factor graph in Figure [13] where $p$ refers to poses, $l$ to landmarks and the factor nodes represent the probabilistic constraints between the variables, given with the motion and observation models.

Using Bayes’ rule and the chain rule, the belief can be defined recursively as $b[X_t] = \eta P_T P_Z b[X_0]$, where $P_T \triangleq \prod_{i=t+1}^{T} \mathbb{P}(x_i | X_{i-1}^t, a_{i-1})$ is the sequential transition model, $P_Z \triangleq \prod_{j=t+1}^{T} \mathbb{P}(z_j | X_{j}^{obs})$ the sequential observation model, and $\eta^{-1} \triangleq \prod_{k=t+1}^{T} \mathbb{P}(z_k | h_k^-)$ the sequential normalizer, where $h_k^- \triangleq h_k \setminus z_k$.

The tasks of the planning scheme are represented with the immediate reward function $\rho(b[X_t], a_t)$. Obviously, each planning task might involve multiple different (and sometimes contradicting) tasks, such as energy consumption and time to reach a goal, thus the reward functions might be shaped with multiple
different terms. Having the reward defined as belief-dependent allows to express information-gathering tasks.

Planning $T$ steps into the future, the objective is then to find an action sequence $a_{0:T−1}$ which maximizes the expected sum of rewards, denoted as the objective function, $J (b [X_0], a_{0:T−1}) = \mathbb{E}_{Z_{1:T}} \left[ \sum_{t=0}^{T−1} \rho_t + \rho_T \right]$, where $Z_{1:T}$ is the sequential space of future observations, $\rho_t \triangleq \rho (b [X_t, a_t])$ is the reward at each time $t$, and $\rho_T \triangleq \rho (b [X_T])$ is a terminal reward. Due to commutativity, the objective function can also be written as the sum of expected rewards, $J (b [X_0], a_{0:T−1}) = \sum_{t=0}^{T−1} \mathbb{E}_{Z_{1:t}} \left[ \rho_t \right] + \mathbb{E}_{Z_{1:T}} \left[ \rho_T \right]$, which means that we can evaluate the expected rewards rather than the rewards themselves.

We note that although the problem is formulated as an open loop, our approach also supports a close loop formulation, in which the objective is to find a policy $\pi$ instead of an action sequence. This is since our approach focuses on evaluating the (expected) rewards in the objective function. Focusing on the objective function evaluation also means that other building blocks of the planning task, such as the inference engine and the optimization solver, can be chosen independently.

### 3.2 Information-theoretic rewards

A commonly used information-theoretic reward is negative (differential) entropy. The entropy of the state $X_t \in \mathcal{X}_t$, distributed with $b [X_t]$, is defined as

$$H [X_t | h_t] \triangleq -\int_{\mathcal{X}_t} b [X_t] \log b [X_t] \, dX_t. \tag{1}$$

Another commonly used information-theoretic reward is information gain (IG), which quantifies the amount of information gained for a certain variable by knowing the value of another variable. For the case where the state changes between time steps, as presented in the previous subsection, the original definition of IG is insufficient, since it does not account for the additional uncertainty obtained by changes in the state. Thus, we define the reward more generally as the difference between the entropies of the prior state $X_0$ and the successor state $X_t$. We remind that in our formulation the posterior state is augmented, i.e. $X_t = \{X_0, x_{1:t}\}$, thus we will refer to this reward as augmented IG, defined at each time $t$ as

$$IG_{\text{aug}} [X_0 \boxplus x_{1:t}; Z_{1:t} = z_{1:t} | a_{0:t−1}] \triangleq H [X_0] − H [X_t | Z_{1:t} = z_{1:t}, a_{0:t−1}], \tag{2}$$

where $Z_{1:t}$ represents the observation sequence as a random variable, and the symbol $\boxplus$ provides a distinction between the prior state $X_0$ and the new, augmented subset $x_{1:t}$ of the successor state $X_t$. This distinction is necessary since $x_{1:t}$ only appears in the posterior entropy term, while $X_0$ appears in both terms. We then define the corresponding expected reward, augmented mutual information (MI), as

$$I_{\text{aug}} [X_0 \boxplus x_{1:t}; Z_{1:t} | a_{0:t−1}] \triangleq \mathbb{E}_{Z_{1:t}} \left[ IG_{\text{aug}} [X_0 \boxplus x_{1:t}; Z_{1:t} = z_{1:t}, a_{0:t−1}] \right] \tag{3}$$

$$= H [X_0] − H [X_t | Z_{1:t}, a_{0:t−1}].$$
We note that augmented IG and augmented MI are generalizations of the original IG and MI. The definitions of the latter are provided in Appendix A.

For the purposes of planning, since negative entropy and augmented IG differ only by the value $H[X_0]$, which is constant for each action, using any of these as rewards is equivalent. We further continue to present our approach by choosing augmented IG as the reward,

$$\rho_t = IG_{aug}[X_0 \boxplus x_{1:t}; Z_{1:t} = z_{1:t} | a_{0:t-1}]$$

(for the terminal reward as well), which dictates that the expected reward is augmented MI. The basis of our approach focuses on the evaluation of the augmented MI, thus we will present it over the augmented MI at time $t$ alone. Naturally, it will apply for the entire horizon.

For readability, we denote the prior state as $X = X_0$, the state at time $t$ as $X' = X_t = \{X_0, x_{1:t}\}$ and the augmented part of the state as $X_{new} = \{x_{1:t}\}$. Also, the future observation sequence up to time $t$ is denoted as $Z = \{Z_{1:t}\}$ and its space is denoted as $Z = \{Z_{1:t}\}$. Lastly, we omit the conditioning over future actions. The augmented MI (3) then becomes

$$I_{aug}[X \boxplus X_{new}; Z] \triangleq H[X] - H[X' | Z] = H[X] - H[X, X_{new} | Z]. \tag{4}$$

The evaluation of any of the presented information-theoretic terms involves integration over the state-space, thus we might face the Curse of Dimensionality when the state is high-dimensional. When there are multiple tasks, then, arguably, evaluating the information-theoretic terms involves the heaviest calculations of the objective function.

### 3.3 Non-parametric entropy estimation

For any of the presented information-theoretic terms, one possible calculation scheme is to go through calculation of entropy. Having a non-parametric belief over a state $X \in \mathbb{R}^D$, it is usually approximated by a weighted particle set $\{(X^{(i)}, w^{(i)})\}_{i=1}^N$ with normalized weights, where $X^{(i)}$ is the $i$-th particle, $w^{(i)}$ is the weight of the $i$-th particle, and $N$ is the number of particles. The Curse of Dimensionality in this case means that in order to have sufficient resolution to represent the belief, the number of particles $N$ needs to be exponential in the dimension $D$, i.e. $N \propto \alpha^D$ where $\alpha \geq 1$. The entropy in this case is approximated as well using this particle set, and thus will suffer from the Curse of Dimensionality as well, as will further be shown. Several entropy estimators exist in literature, each has its own advantages and disadvantages. The most well-known estimators can be found in [1]. One of these estimators, for example, is the re-substitution estimator, for which the entropy is estimated as $\hat{H}[X] \triangleq \sum_{i=1}^N w^{(i)} \log \hat{b}[X^{(i)}]$, where $\hat{b}[X]$ is an approximation of the belief obtained by a probability distribution estimator such as Kernel Density Estimator (KDE). The computational complexity of calculating entropy with the re-substitution estimator with KDE is $O(N^2 D)$. Another estimator, presented in [17], performs $k$-d partitioning of the state-space, and thus achieves a complexity of $O(N \log N)$. There are many more estimators, such as estimators which are based on nearest-neighbor or $m_n$-spacings, however analyzing these is outside the scope of this work.

Although the complexity of the presented estimators might not seem to have an exponential relation to the state’s dimension $D$, or any relation at all, we remind that $N$ should be exponential with $D$ in order to get an accurate
enough estimation, thus the complexity of any estimator is exponential with the dimension $D$, even if not explicitly.

4 Approach

Our work includes multiple contributions when approaching the problem of informative planning with high-dimensional non-parametric beliefs. These will be presented in different sections. Our first contribution is an exact mathematical derivation which shows that the dimension of the belief-space can be reduced for the calculation of augmented MI by only exploiting the structure of the problem, which is true as well for the case of the original definition of MI. It thus provides a solution to the curse of dimensionality. We refer to this part of the approach as involve-MI. As our second contribution, we derive a method that allows to avoid the explicit reconstruction of the beliefs’ surfaces usually required for the augmented MI calculation. We then use this to construct an estimator, which we refer to as MI-SMC. In the last section, we discuss how involve-MI and MI-SMC can be used together with existing solvers of the informative planning problem, more specifically tree-based solvers.

4.1 Dimensionality reduction for MI calculation

We aim at reducing the complexity of calculating the augmented MI over a high-dimensional state $X \in \mathbb{R}^D$, where $D \gg 1$, distributed with a non-parametric belief. As the dimension increases, the number of samples required to get the same accuracy, and thus the complexity, exponentially increases.

More specifically, the key idea of our approach is to reduce the dimensionality of the problem by exploiting its structure. As in the works [10], [4], it starts by dividing the high-dimensional prior state into two subsets, such that $X = \{X^{in}, X^{-in}\}$. We remind that only subsets of the state participate in the probabilistic transition and observation models, $P_T$ and $P_Z$, respectively. The same also applies for the sequential counterparts, $P_T$ and $P_Z$, defined earlier. Thus, $X^{in} \in \mathbb{R}^d$, which we will refer to as the involved subset of the state, is defined as a union of all variables in the prior state $X = X_0$ which participate in generating future state transitions and future observations

$$X^{in} = \left[ \bigcup_{i=1}^{t} [X_{i-1}^{tr} \cup X_{i}^{obs}] \right] \cap X,$$

where the intersection with the prior state $X$ is to emphasize that while the subsets $X_{i-1}^{tr}$ and $X_{i}^{obs}$ might also include new augmented variables $X_{new}$, which are inherently involved, we define $X^{in}$ as a subset of the prior alone.

Furthermore, this subset is usually very small compared to the dimension of the entire state, i.e. $d \ll D$, a fact which is of key importance in our approach. Determining the involved subset is done heuristically, as is naturally done when transitioning and generating future measurements. This idea is also illustrated with a SLAM example in Figure 1. In this example, the involved variables are the prior pose and observed landmarks.

More generally, we define $X^{in+}$, a subset containing the involved rather only the involved, such that $X^{in} \subseteq X^{in+} \subseteq X$. This subset has larger dimensions,
yet it might still be much smaller in dimensions compared to the entire state. When referring to the involved variables, we also refer to this subset.

With the augmented MI definition in eq. (4) we derive the following Lemma,

**Lemma 1** Let $X$ be some prior state, and $X' = \{X, X_{\text{new}}\}$ be a successor state, where $X_{\text{new}}$ is the augmented subset of the successor state. Let the multivariate random variable $Z$ denote an observation sequence over this successor state. Then, the relation between MI and augmented MI is

$$I_{\text{aug}}[X \boxplus X_{\text{new}}; Z] = I[X, X_{\text{new}}; Z] - \mathcal{H}[X_{\text{new}} | X].$$

(6)

where $I[X, X_{\text{new}}; Z] \triangleq \mathcal{H}[X, X_{\text{new}}] - \mathcal{H}[X, X_{\text{new}} | Z]$ is the definition of the original MI over the joint state $\{X, X_{\text{new}}\}$. The proof of this lemma, as well as the following theorems, lemmas and propositions, is given in Appendices B and C. In words, the difference between the two MI variants is the expected uncertainty obtained directly from transitioning the state. Using this Lemma, we derive the following Theorem,

**Theorem 1** Let $X$ be some prior state, and $X' = \{X, X_{\text{new}}\}$ be a successor state, where $X_{\text{new}}$ is the augmented subset of the successor state. Let the multivariate random variable $Z$ be an observation sequence over a subset of the successor state, $\{X^{\text{in}+}, X_{\text{new}}\} \subseteq X'$, such that $\mathbb{P}(Z | X, X_{\text{new}}) \equiv \mathbb{P}(Z | X^{\text{in}+}, X_{\text{new}})$. Then,

$$I_{\text{aug}}[X \boxplus X_{\text{new}}; Z] = I_{\text{aug}}[X^{\text{in}+} \boxplus X_{\text{new}}; Z].$$

(7)

In words, Theorem 1 states that the expected information to be gained about the entire state between these time steps is exactly the expected information to be gained about the involved variables $X^{\text{in}+}$ alone. This, in turn, means that in order to get an exact solution, it is sufficient to solve a much lower dimensional problem. We note that this is regardless of the correlations, which are already taken into account in the marginalization process.

The subset $X^{\text{in}}$ depends on the specific action and its observations, such that if we have $n$ candidate actions, each action might have different involved variables. We will denote the involved subset for the $j$-th action as $X^{\text{in}(j)}$. Reasoning about the exact involved variables and marginalizing out the uninvolved variables for each action might be costly operations which will eventually make this whole approach worthless. When using the more general definition of the involved variables, $X^{\text{in}+}$, it allows choosing $X^{\text{in}+} = X^{\text{in}(1)} \cup X^{\text{in}(2)} \cup \cdots \cup X^{\text{in}(n)}$, which results in a one-time marginalization rather than marginalizing for each action separately. This concept is similar to the one suggested in [10]. Moreover, using $X^{\text{in}+}$ might be helpful in cases we have an easy way to calculate marginalized beliefs of subsets which are not exactly the involved but contain them. Despite all this, for readability reasons we will continue to refer to the involved variables as $X^{\text{in}}$ rather than $X^{\text{in}+}$, yet we emphasize that the following is true for $X^{\text{in}+}$ as well.

The result of Theorem 1 is also illustrated as an information diagram in Figure 2. Note that discarding (marginalizing out) the subset $X^{-\text{in}} \triangleq X \setminus X^{\text{in}}$ (blue circle) does not affect the calculation since the shaded areas we are calculating remain the same.

While this conclusion might remind the one in [10], which considered only the Gaussian case, it can be viewed as a non-trivial extension to an arbitrary
Figure 2: Illustration of the augmented problem as an information diagram. The area of each circle represents the entropy value of a subset of variables. The mutual areas represent the MI values between these subsets. The key idea, obtained by Theorem 1, is that there is no mutual area between $X \neg\in X^{in}$ and both $X^{new}$, $Z$ given $X^{in}$. The dark gray area in (a) is $I[X^{in}, X^{new}; Z]$, the light gray area in (b) is $H[X^{new} | X^{in}]$. Subtraction of the dark gray area by the light gray area yields the augmented MI.

Using the result of Theorem 1, we propose an approach which we will refer to as involve-MI, and is summarized in Algorithm 1. Given the prior belief, the probabilistic models and an action sequence, this algorithm first determines the involved variables using some heuristic. Then, it calculates the marginalized prior belief over the involved variables. And, finally, it calculates the (augmented) MI value using the marginalized prior belief (while propagating future beliefs), using any calculation scheme. This is instead of naively using the entire prior belief. We remind that either or both the complexity and the accuracy of any calculation scheme of the MI depend on the dimension of the entire state, $D$. The main contribution of our approach is that it cancels this dependence. Instead, the dependence is over the dimension of a smaller subset of the state, $d$, which improves either or both the complexity and the accuracy. In order to make the overall marginalization process more efficient, we can instead work with $X^{in} +$, and the algorithm is then slightly changed depending on how it is defined, yet the key idea remains the same.

Note also this approach is not limited to any specific calculation scheme of the MI. The calculation, for example, might go through its relation to entropy, by calculating the entropy terms or estimating them using entropy estimators, such as the common re-substitution estimator with KDE we have briefly introduced in Section 3. We shall use it now to demonstrate the complexity reduction we get from using our approach. It is easy to first see that for the same number of samples, our approach reduces the complexity of estimating the entropy terms from $O(N^2D)$ to $O(N^2d)$. However, as we have already mentioned, the

| Algorithm 1 involve-MI |
|------------------------|
| **Input:** $b[X], P_T, P_Z, a$ |
| **Output:** $I_{aug}[X \oplus X^{new}; Z]$ |
| 1: $X^{in} \leftarrow$ DETERMINEINVOLVED($b[X], P_T, P_Z, a$) |
| 2: $b[X^{in}] \leftarrow$ MARGINALIZE($b[X], X^{in}$) |
| 3: $I_{aug}[X^{in} \oplus X^{new}; Z] \leftarrow$ CALCMI($b[X^{in}], P_T, P_Z, a$) |
| 4: $I_{aug}[X \oplus X^{new}; Z] \leftarrow I_{aug}[X^{in} \oplus X^{new}; Z]$ |

Specifically, Theorem 1 states that in expectation the augmented IG and its involved counterpart are exactly equal, no matter how the belief is distributed.
Curse of Dimensionality suggests that the number of samples required to get the same accuracy is exponential in the dimension. Thus, if we wish to preserve the accuracy, using our approach, only \( n \propto \alpha^d \) samples are required, compared to \( N \propto \alpha^D \) samples which were required without our approach. Since \( d \ll D \), it means that \( n \ll N \). This reduces the complexity even further to \( O(n^2d) \).

To generalize and simplify our conclusion, we consider the complexity of any estimator is at least linear in the number of samples, thus the complexity is reduced, at least, from \( O(\alpha^D) \) to \( O(\alpha^d) \), where we remind that \( d \ll D \) and \( \alpha \geq 1 \).

### 4.2 Avoiding the reconstruction of future beliefs’ surfaces

The estimation scheme of the involved MI might require reconstructing the surfaces of future beliefs, which adds to the estimation error or perhaps entails another level of complexity in the form of new hyperparameters. In this section, we present a theoretical derivation that allows to avoid this reconstruction step for the augmented MI calculation. We then use this derivation to construct an estimator. This estimator, however, as will shortly be explained, can only be used in cases in which the probabilistic models are explicitly given.

**Theorem 2** Let \( X \) be some prior state, and \( X' = \{X, X_{\text{new}}\} \) be a successor state, where \( X_{\text{new}} \) is the augmented subset of the successor state. Let \( Z \) be an observation sequence over a subset of the successor state, \( \{X^{\text{in}}, X_{\text{new}}\} \subseteq X' \), such that \( P(Z \mid X, X_{\text{new}}) = P(Z \mid X^{\text{in}}, X_{\text{new}}) \). Then, the augmented MI can be factorized as

\[
I_{\text{aug}} [X \oplus X_{\text{new}}; Z] = -\mathcal{H}[X_{\text{new}} \mid X^{\text{in}}] - \mathcal{H}[Z \mid X^{\text{in}}, X_{\text{new}}] + \mathcal{H}[Z]. \tag{8}
\]

This result suggests that the augmented MI can be expressed as a superposition of the expected entropies of the sequential transition model, observation model and normalizer. More explicitly, the augmented MI can be written as

\[
I_{\text{aug}} [X \oplus X_{\text{new}}; Z] = \int_{X^{\text{in}}} \int_{X_{\text{new}}} P_T \log P_T dX_{\text{new}} dX^{\text{in}} + \int_{X^{\text{in}}} \int_{X_{\text{new}}} P_T \int_{Z} P_Z \log P_Z dZ dX_{\text{new}} dX^{\text{in}} - \int_{X^{\text{in}}} \int_{X_{\text{new}}} P_T \int_{Z} P_Z \log \eta^{-1} dZ dX_{\text{new}} dX^{\text{in}}, \tag{9}
\]

where the normalizer can be calculated with

\[
\eta^{-1} = \int_{X^{\text{in}}} \int_{X_{\text{new}}} P_T P_Z dX_{\text{new}} dX^{\text{in}}. \tag{10}
\]

Eqs. (9) and (10) suggest that the objective function can be calculated without the need to reconstruct future beliefs’ surfaces, which is a key result. Also, the integration is over the involved and new variables, already exploiting the dimensionality reduction.

We then use sampling to estimate eqs. (9) and (10), as summarized in Algorithm 2. The full details can be found in Appendix C.2. Since it uses
Algorithm 2 MI-SMC

Input: $b[X^{in}]$, $P_T$, $P_Z$, $a$
Output: $I_{aug}[X^i \bowtie X_{new}; Z]$

1: sum$_1$ ← 0
2: sum$_2$ ← 0
3: sum$_3$ ← 0
4: for $i = 1$ to $n_1$ do
5: \( \left( x^{in}(i), w(i) \right) \sim b[X^{in}] \)
6: for $j = 1$ to $n_2$ do
7: \( x^{(i,j)} \sim P_T(X_{new} | x^{in}(i), a) \)
8: value$_1$ ← \( w(i) \frac{1}{n_2} \log P_T^{(j)} \)
9: sum$_1$ ← sum$_1$ + value$_1$
10: for $k = 1$ to $n_3$ do
11: \( z^{(i,j,k)} \sim P_Z(Z | x^{in}(i), x^{(i,j)}) \)
12: value$_2$ ← \( w(i) \frac{1}{n_3} \log P_Z^{(j,k)} \)
13: sum$_2$ ← sum$_2$ + value$_2$
14: \( \eta^{-1} \leftarrow 0 \)
15: for $l = 1$ to $n_4$ do
16: \( \left( x^{in}(i), w(i) \right) \sim b[X^{in}] \)
17: for $m = 1$ to $n_5$ do
18: \( z^{(i,m)}_{new} \sim P_T(X_{new} | x^{in}(i), a) \)
19: value$_3$ ← \( w(i) \frac{1}{n_5} \log P_T^{(i,m)} \)
20: \( \eta^{-1} \leftarrow \eta^{-1} + value_3 \)
21: end for
22: end for
23: value$_4$ ← \( w(i) \frac{1}{n_3} \log \eta^{-1} \)
24: sum$_3$ ← sum$_3$ + value$_4$
25: end for
26: end for
27: end for
28: $I_{aug}[X^i \bowtie X_{new}; Z] \leftarrow$ sum$_1 + \text{sum}_2 - \text{sum}_3$

4.3 Applicability to Belief Trees

Up to this point, we have shown efficient ways of calculating augmented MI, which is an expectation over the reward, augmented IG. In general, the objective function can then be evaluated through these expected rewards due to commutativity. However, a common solving method, which is to construct a search over a belief-tree, goes through a direct calculation of the reward. The planning literature contains lots of tree-based solvers (e.g. [18], [7]) with which involve-MI and MI-SMC should be able to cope. Fortunately, we have found that we can define two new rewards, both of which already using involve-MI, which makes this possible. Meaning, using these new rewards generate the...
same optimization problem. For full details and proofs, the reader is refereed to Appendix D.

5 Results

Our approach was tested on an instance of active Simultaneous Localization and Mapping (SLAM) problem, which is a classical choice for high-dimensional problems, since the state contains past trajectory and the map. As in Figure 1a, an autonomous drone is flying around, observing landmarks which construct a 2D map. At each time step, it needs to decide where to move next in order to reduce its state uncertainty, i.e. the drone’s trajectory and the map. In order to make a decision, the drone estimates the augmented MI of the different possible actions at that time. For states which are distributed with Gaussians, the augmented MI can be evaluated using an analytical solution, which makes it a perfect choice as a first validation of our approach. Although Gaussian, we emphasize that the different algorithms get samples as an input, thus work as if it is a purely non-parametric scenario. Using this simulation, we have tested (i) the impact of the dimensionality on choosing an action; and (ii) the impact of increasing the dimensionality on accuracy and timing.

5.1 Impact of the dimensionality on choosing an action

At time $t$, the drone needs to choose between four different actions, each involving an observation of a different landmark. In this section, we compare between the analytical solution and the estimation results obtained by three different methods, which we will refer to as \textit{Naive KDE}, \textit{involve-MI-KDE} and \textit{involve-MI-SMC}. \textit{Naive KDE} is the naive approach, which uses a re-substitution estimator with KDE over the entire state; \textit{involve-MI-KDE} first uses the \textit{involve-MI} approach and only then the re-substitution estimator with KDE, i.e. the estimation is only over the involved subset of the state; \textit{involve-MI-SMC} is our suggested estimation scheme, \textit{MI-SMC}, where we just emphasize that \textit{involve-MI} is inherent in it. We note that for these specific tests, the methods which included KDE were implemented as if the inference engine is perfect, i.e. the posterior samples were generated from the true posterior, whereas \textit{MI-SMC}, as shown in Algorithm 2, uses samples from the prior belief and propagates them in a SMC manner. This gives a slight advantage to the methods with KDE over \textit{involve-MI-SMC}. The simulations were done in Python, where we used Scipy’s KDE for the two KDE methods.

The prior state has $\sim 150$ dimensions, whereas each action involves a subset of the state with only 4 dimensions. Each method was provided with 300 particles (for \textit{involve-MI-SMC}, $n_1 = n_4 = 300$, $n_2 = n_3 = n_5 = 1$), and the MI was calculated 100 times to evaluate its standard deviation. The mean values and standard deviations of each method and for each action are shown in Figure 3. As expected, \textit{Naive KDE} has big mean errors and big variances. These errors are big enough to make the drone choose an action which isn’t optimal. \textit{involve-MI-KDE} and \textit{involve-MI-SMC}, on the other hand, both present pretty similar and better results compared with \textit{Naive KDE}, with the former being slightly better in terms of the mean value, probably due to the prior advantage we have provided it with. We note that also for the case of the \textit{involve-MI}
estimators, the drone might choose an action which isn’t optimal due to the similarity between the MI values of this specific test, however an increase in the number of samples will solve this (a smaller increase compared with the one needed for the naive approach).

5.2 Impact of increasing the dimensionality on accuracy and timing

We have also tested the impact of increasing state dimensionality on the standard deviation of each estimator, where the action now stays the same. The original motivation is to show that as the dimension grows, an exponential number of samples would be required in order to get the same accuracy for the naive approach. However, it is not feasible with the dimensions we chose for this simulation. Instead, we approach it in a different manner, and show that as the dimension grows, for a constant number of samples, the accuracy is harmed. Each estimator, again, was provided with 300 particles and the MI was calculated 100 times to evaluate its standard deviation and the average calculation time. The results can be seen in Figure 4. Both the standard deviation and calculation time of the MI using Naive KDE increase with the state’s dimension, an increase which seems linear. On the other hand, for involve-MI-KDE and involve-MI-SMC both the standard deviation and calculation time are roughly constant. This is thanks to the fact that the involved subset is of the same dimension during this simulation (only one landmark is observed for each action). This demonstrates our main contribution, for which involve-MI is better both in terms of accuracy and time complexity, for the same number of samples. The standard deviation and timing of both involve-MI-KDE and involve-MI-SMC are comparable, with a slight advantage to involve-MI-SMC. We remind that involve-MI-KDE has a complexity of $O(mn^2d)$ whereas involve-MI-SMC has a complexity of $O(mnd)$, which suggests that a better performance should have been obtained for involve-MI-SMC. However, it is very likely that the Scipy’s KDE implementation is optimized,
Figure 4: Impact of dimensionality on MSE and calculation time for the three methods. (a) shows the standard deviation, while (b) shows the average calculation time. Naive KDE’s error and calculation time both linearly increase with the state’s dimension. Using involve-MI keeps both roughly constant, independent of the state’s dimension.

whereas the implementation of involve-MI-SMC is currently very simple and straightforward. We thus conjecture that the timing could be further improved. We also conjecture that providing the KDE methods with a practical inference engine, rather than the current perfect inference it was provided with, and using more complex distributions, will increase the gap in terms of accuracy.

6 Conclusions

To conclude, we have identified a void in the informative planning subject. For the case of high-dimensional non-parametric beliefs, the complexity becomes too high for solving (not to mention online solutions), thus current state-of-the-art approaches either avoid the high-dimensionality, assume very specific settings or apply rough approximations which impact the accuracy.

In this work, we have filled this void, mainly by reducing the dimensionality of the state for the expected reward’s (augmented MI) calculation, while relaxing many of the former assumptions and approximations. Next, we have introduced an estimator, MI-SMC, which avoids the reconstruction of future belief’s surfaces in case that we have access to the probabilistic models of the problem, which we conjecture might reduce the estimation error and timing, compared to KDE-based approaches, for example. This, in turn, also makes it an anytime algorithm. Lastly, for the completeness of this work, we have related back to the planning optimization problem and shown how both involve-MI and MI-SMC can be applied in it. We emphasize again that this work contributes specifically to the objective function calculation, and thus can be used as a black box together with many other state-of-the-art algorithms which contribute to other building blocks of the planning task.

In future work, we would like to extend our approach to the more complex focused case, for which we are only interested in quantifying the uncertainty over a subset of the entire state, as it was done in [10] for the Gaussian case. Another key aspect that we would like to further investigate is the impact of the non-parametric inference engine in this context. Given the latest novelties in this field, such as the work of [8], we believe it would be very relevant for efficient and accurate non-parametric marginalization.
Appendix A  Information-theoretic rewards

In this section we provide the definitions of the original Information Gain (IG) and Mutual Information (MI). IG quantifies the amount of information gained for a certain variable $X$ (the state) by knowing the value of another variable $Z$ (an observation). It is defined as the difference between the entropy prior to this additional knowledge and the entropy afterwards

$$IG[X; Z = z] \triangleq H[X] - H[X \mid Z = z]. \quad (11)$$

MI is IG in expectation, and it can also be defined as the difference between the entropy of the state and the expected entropy of the state given an observation

$$I[X; Z] \triangleq \mathbb{E}_Z\left[IG[X; Z = z] \right] = H[X] - H[X \mid Z]. \quad (12)$$

where $H[X \mid Z] = \mathbb{E}_Z[H[X \mid Z = z]]$. For the case where the state changes between time steps, as discussed in the paper, the original definitions of IG and MI are insufficient, since these do not account for the additional uncertainty obtained by changes in the state.

Appendix B  involve-MI

B.1 Proof of Lemma 1

We remind the augmented MI is

$$I_{aug}[X \oplus X_{new}; Z] \triangleq H[X] - H[X, X_{new} \mid Z]. \quad (13)$$

Using the following known identities

$$H[X] \triangleq H[X, X_{new}] - H[X_{new} \mid X] \quad (14)$$

$$I[X, X_{new}; Z] \triangleq H[X, X_{new}] - H[X, X_{new} \mid Z], \quad (15)$$

we get the relation between MI and the augmented MI

$$I_{aug}[X \oplus X_{new}; Z] = I[X, X_{new}; Z] - H[X_{new} \mid X]. \quad (16)$$

B.2 Proof of Theorem 1

Using the chain rule for MI, where the state is arbitrarily partitioned as $X' = \{X^A, X^B\}$ yields

$$I[X'; Z] = I[X^A, X^B; Z] = I[X^A; Z] + I[X^B; Z \mid X^A]. \quad (17)$$

By definition, the conditional MI term is

$$I[X^B; Z \mid X^A] \triangleq \int_Z \int_{X^A} \int_{X^B} P(Z, X^A, X^B) \cdot \log \left[ \frac{P(X^B, Z \mid X^A)}{P(X^B \mid X^A)P(Z \mid X^A)} \right] dX^B dX^A dZ. \quad (18)$$
Using the chain rule over the numerator inside the log term, we get

\[ P(X^B, Z | X^A) = P(Z | X^A, X^B) P(X^B | X^A). \]  \hspace{1cm} (19)

Defining \( X^A \triangleq \{X^{in+}, X_{new}\} \), meaning it contains all the variables involved in generating the observations \( Z \) (and all new states \( X_{new} \)), we can state that \( P(Z | X^A, X^B) = P(Z | X^A) \), so eq. (19) becomes

\[ P(X^B, Z | X^A) = P(Z | X^A) P(X^B | X^A). \]  \hspace{1cm} (20)

Plugging this term back into eq. (18) yields

\[ I[X^B; Z | X^A] \triangleq \int_Z \int_{X^A} \int_{X^B} P(Z, X^A, X^B) \log (1) dX^B dX^A dZ = 0. \]  \hspace{1cm} (21)

With our definition of \( X^A \), the prior state can be written as \( X = \{X^{in+}, X^B\} \).

Looking then at the conditional entropy term in the result of Lemma 1, we can rewrite it as \( H[X_{new} | X] = H[X_{new} | X^{in+}, X^B] \). By our definition of \( X^{in+}, X_{new} \) is conditionally independent of \( X^B \) given \( X^{in+} \), i.e. \( P(X_{new} | X^{in+}, X^B) = P(X_{new} | X^{in+}) \). Thus, one of the conditional entropy properties states that

\[ H[X_{new} | X] = H[X_{new} | X^{in+}] \]  \hspace{1cm} (23)

Plugging (22) and (23) back into the result of Lemma 1 (eq. (16)) we get that

\[ I_{aug}[X \oplus X_{new}; Z] = I[X^{in+}, X_{new}; Z] - H[X_{new} | X^{in+}] \]  \hspace{1cm} (24)

We then observe that by using the result from eq. (16), the right hand side in eq. (24) is equal to \( I_{aug}[X^{in+} \oplus X_{new}; Z] \), and so we finally conclude that

\[ I_{aug}[X \oplus X_{new}; Z] = I_{aug}[X^{in+} \oplus X_{new}; Z]. \]  \hspace{1cm} (25)

Appendix C  \hspace{0.5cm} MI-SMC

C.1 Proof of Theorem 2

We begin by using the definition of the augmented MI over the involved subset, which is

\[ I_{aug}[X^{in} \oplus X_{new}; Z] \triangleq H[X^{in}] - H[X^{in}, X_{new} | Z], \]  \hspace{1cm} (26)

where we remind that we use \( X^{in} \) instead of \( X^{in+} \) for the readability of the paper, yet the analysis is true for the more general subset \( X^{in+} \). Using the chain rule for conditional entropy over the second term on the right hand side of eq. (26) yields

\[ H[X^{in}, X_{new} | Z] = H[X^{in}, X_{new}, Z] - H[Z]. \]  \hspace{1cm} (27)
Using the same principle twice again eventually yields
\[
\mathcal{H} [X^\text{in}, X_{\text{new}} | Z] = \mathcal{H} [X^\text{in}] + \mathcal{H} [X_{\text{new}} | X^\text{in}] + \mathcal{H} [Z | X^\text{in}, X_{\text{new}}] - \mathcal{H} [Z].
\] (28)

Plugging back into eq. (26), we observe that the term \(\mathcal{H} [X^\text{in}]\) is canceled out. Then, by using the result of Theorem 1, given in eq. (25), the augmented MI term over the high-dimensional state finally becomes
\[
I_{\text{aug}} [X \oplus X_{\text{new}}; Z] = -\mathcal{H} [X_{\text{new}} | X^\text{in}] - \mathcal{H} [Z | X^\text{in}, X_{\text{new}}] + \mathcal{H} [Z].
\] (29)

C.2 Developing the estimator

We remind that the augmented MI can be written as
\[
I_{\text{aug}} [X \oplus X_{\text{new}}; Z] = \int_{X^\text{in}} b [X^\text{in}] \left[ \int_{X_{\text{new}}} \mathcal{P}_T \log \mathcal{P}_T dX_{\text{new}} \right] dX^\text{in}
+ \int_{X^\text{in}} b [X^\text{in}] \left[ \int_{X_{\text{new}}} \mathcal{P}_T \left[ \int_{Z} \mathcal{P}_Z \log \mathcal{P}_Z dZ \right] dX_{\text{new}} \right] dX^\text{in}
- \int_{X^\text{in}} b [X^\text{in}] \left[ \int_{X_{\text{new}}} \mathcal{P}_T \left[ \int_{Z} \mathcal{P}_Z \log \eta^{-1} dZ \right] dX_{\text{new}} \right] dX^\text{in},
\] (30)

where the normalizer can be calculated with
\[
\eta^{-1} = \int_{X^\text{in}} b [X^\text{in}] \left[ \int_{X_{\text{new}}} \mathcal{P}_T \mathcal{P}_Z dX_{\text{new}} \right] dX^\text{in}.
\] (31)

We then approach to sampling, i.e.
\[
\left( x^{\text{in}(i)}, w^{(i)} \right) \sim b [X^\text{in}]
\]
\[
x_{\text{new}}^{(i,j)} \sim \mathcal{P}_T \left( X_{\text{new}} | x^{\text{in}(i)} \right)
\]
\[
z^{(i,j,k)} \sim \mathcal{P}_Z \left( Z | x^{\text{in}(i)}, x_{\text{new}}^{(i,j)} \right),
\] (32)

which allows the augmented MI to be approximated as
\[
I_{\text{aug}} [X \oplus X_{\text{new}}; Z] \approx \sum_{i=1}^{n_1} w^{(i)} \left[ \frac{1}{n_2} \sum_{j=1}^{n_2} \log \mathcal{P}^{(i,j)}_T \right]
+ \sum_{i=1}^{n_1} w^{(i)} \left[ \frac{1}{n_2} \sum_{j=1}^{n_2} \left[ \frac{1}{n_3} \sum_{k=1}^{n_3} \log \mathcal{P}^{(i,j,k)}_Z \right] \right]
- \sum_{i=1}^{n_1} w^{(i)} \left[ \frac{1}{n_2} \sum_{j=1}^{n_2} \left[ \frac{1}{n_3} \sum_{k=1}^{n_3} \log \eta^{-1(i,j,k)} \right] \right],
\] (33)

where
\[
\mathcal{P}^{(i,j)}_T = \mathcal{P}_T \left( x^{\text{in}(i)}, x_{\text{new}}^{(i,j)} \right),
\]
\[
\mathcal{P}^{(i,j,k)}_Z = \mathcal{P}_Z \left( x^{\text{in}(i)}, x_{\text{new}}^{(i,j)}, z^{(i,j,k)} \right)
\]
\[
\eta^{-1(i,j,k)} = \eta^{-1} \left( x^{\text{in}(i)}, x_{\text{new}}^{(i,j)}, z^{(i,j,k)} \right),
\] (34)
and the normalizer, for each sampled instance, is then also approximated as

$$\eta_{i,j,k}^{-1} \approx \sum_{l=1}^{n_4} w^{(l)} \left[ \frac{1}{n_5} \sum_{m=1}^{n_5} \mathcal{P}_{Z}^{(l,m,k)} \right]. \quad (35)$$

Remark: As in a particle filter, $\mathcal{P}_{Z}^{(l,m,k)}$ can be considered an update for the particle's weight. Thus, the approximation of $\eta_{i,j,k}^{-1}$ can be viewed as an average of the updated weights.

C.3 Complexity

Complexity analysis

In terms of complexity, the most expensive step of this approach is the estimation of $\mathcal{H}[Z]$, thus its complexity is the complexity of the entire estimator. Estimating each $\eta_{i,j,k}^{-1}$ has a complexity of $O(n_4n_5d)$. In turn, the complexity of estimating $\mathcal{H}[Z]$ is of $O(n_1n_2n_3n_4n_5d)$. Considering that we have a total number of $m$ observations instances, i.e. $n_1n_2n_3 = m$, and also that the total number of particles is $n$, i.e. $n_4n_5 = n$, the complexity becomes $O(mnd)$.

In comparison to two more estimators

Many other entropy estimators exist in the literature, such as the nearest neighbor estimator, which can be found in [1], and the $k$-d partitioning estimator, presented in [17]. When estimating the MI value with these estimators, the complexity of both can get to $O(mn \log n)$, which is comparable to the complexity of MI-SMC when reminding that $n$ should be exponential in the dimension $d$.

Appendix D Applicability to belief trees

In this section we wish to relate the approaches in the paper to the informative planning optimization problem. We remind that although the following analysis considers an open-loop formulation, for which we seek for an optimal action sequence, $a_{0:T-1}$, it also applies for a close-loop formulation, for which we seek for a policy, $\pi_{0:T-1}$. The solution to the $\rho$-POMDP is obtained by maximization of the objective function, denoted shortly as $J_0 \triangleq J(b[X_0], a_{0:T-1})$

$$J_0^* = \max_{a_{0:T-1}} \left\{ \mathbb{E}_{Z_{1:T}} \left[ \sum_{t=0}^{T-1} \rho_t + \rho_T \right] \right\}. \quad (36)$$

Formulating it recursively yields the Bellman optimality equation

$$J_t^* = \max_{a_t} \left\{ \rho_t + \mathbb{E}_{Z_{t+1}} [J_{t+1}^*] \right\}. \quad (37)$$

where $J_t \triangleq J(b[X_t], a_{t:T-1})$.

A common solver to this optimization problem is to construct a search over a tree. More specifically, for $\rho$-POMDP, which is the case of belief-dependent rewards, a belief tree is used. In a belief tree, the beliefs $b[X_t]$ are propagated.
using instances of future actions and observations, then the rewards \( \rho_t \) are calculated, and the action sequence providing the maximum value for the objective function is eventually chosen. Since, in general, the action and observation spaces can be large, in order to be able to solve this optimization problem in reasonable time, it is approximated with a belief tree which propagates only a few sampled instances of future actions and observations. Dealing with continuous such spaces, a belief tree is an approximation of the problem to begin with. The planning literature contains lots of tree-based solvers. However, since our analysis so far was done considering an expected reward, augmented MI, and our estimator, MI-SMC, are able to cope with such solvers. This is the purpose of this section.

We denote the augmented IG, the augmented MI and their involved counterparts shortly as

\[
IG^0_0 \triangleq IG_{aug} [X_0 \oplus x_1:t ; Z_{1:t} = z_{1:t} | a_{0:t-1}]
\]

\[
I^0_0 \triangleq I_{aug} [X_0 \oplus x_1:t ; Z_{1:t} | a_{0:t-1}]
\]

\[
IG^0_{0in} \triangleq IG_{aug} [X_{0in} \oplus x_1:t ; Z_{1:t} = z_{1:t} | a_{0:t-1}]
\]

\[
I^0_{0in} \triangleq I_{aug} [X_{0in} \oplus x_1:t ; Z_{1:t} | a_{0:t-1}].
\]

We will also from now omit the term “augmented” while still referring to the more general case of augmentation. For readability, our analysis is done for IG as the only term of the reward, meaning \( \rho_t = IG^0_0, \forall \ t \in [1,T] \). Yet, the conclusions will also apply when there are additional terms for the reward, state-based terms for example. Eq. (36) then becomes

\[
J^*_0 = \max_{a_0:T-1} \left\{ \sum_{t=0}^{T} \mathbb{E}_{Z_{1:T}} [IG^0_{0in}] \right\} = \max_{a_0:T-1} \left\{ \sum_{t=0}^{T} I^0_{0in} \right\}.
\]

Using Theorem 1 over this equation yields

\[
J^*_0 = \max_{a_0:T-1} \left\{ \sum_{t=0}^{T} I^0_{0in} \right\}.
\]

Theorem 3 Let us define a new reward, \( \rho^0_{0in} = IG^0_{0in} \). Solving the \( \rho \)-POMDP optimization problem with this reward is equivalent to solving it with the original reward, \( \rho_t = IG^0_0 \), such that

\[
J^*_t = \max_{a_t} \left\{ \rho^0_{0in} + \mathbb{E}_{Z_{t+1}} [J^*_{t+1}] \right\}.
\]

Proof

We remind eq. (39) is

\[
J^*_0 = \max_{a_0:T-1} \left\{ \sum_{t=0}^{T} I^0_{0in} \right\}.
\]

The involved MI is by definition an expectation over the involved IG

\[
I^0_{0in} \triangleq \mathbb{E}_{Z_{1:T}} [IG^0_{0in}].
\]
Plugging this back into eq. (41) yields

\[ J^*_0 = \max_{a_0} \left\{ \sum_{t=0}^{T} \left[ \mathbb{E}_{Z^t} \left[ I G_{T-1}^{t} \right] \right] \right\}. \] (43)

Due to commutativity, we can again switch between the order of expectation and summation, which yields

\[ J^*_0 = \max_{a_0} \left\{ \mathbb{E}_{Z^T} \left[ \sum_{t=0}^{T} \left[ I G_{T-1}^{t} \right] \right] \right\}. \] (44)

We then separate the first action \(a_0\) from the rest of the actions \(a_1:T-1\). We also observe that \(Z_1\) is not a function of \(a_1:T-1\) and that \(IG_{0}^{0}\) is not a function of both \(a_1:T-1\) and \(Z_1\). This yields

\[ J^*_0 = \max_{a_0} \left\{ IG_{0}^{0} + \mathbb{E}_{Z^1} \left[ \max_{a_1:T-1} \left\{ \mathbb{E}_{Z^T} \left[ \sum_{t=1}^{T} IG_{T-1}^{t} \right] \right\} \right] \right\}. \] (45)

We then observe that the term inside the expectation over \(Z_1\) is equal to \(J^*_1\), which yields the following recursive form

\[ J^*_0 = \max_{a_0} \left\{ IG_{0}^{0} + \mathbb{E}_{Z^1} \left[ J^*_1 \right] \right\}, \] (46)

and, in general, for each \(t \in [1, T-1]\)

\[ J^*_t = \max_{a_t} \left\{ IG_{t}^{t} + \mathbb{E}_{Z^{t+1}} \left[ J^*_1 \right] \right\}. \] (47)

We observe that this is the Bellman optimality equation with a new reward, \(\rho^t \triangleq IG_{T-1}^{t}\). This eventually means that solving the \(\rho\)-POMDP optimization problem with this reward is equivalent to solving it with the original reward we have started with, \(\rho_t = IG_{T-1}^{t}\).

This, in turn, means that any optimization solver suitable for the original problem, with the reward \(\rho_t\), is also suitable when changing it to \(\rho^t\). This is a key result, since in general these rewards are not equal, however it is much more efficient to calculate \(\rho^t\), as already discussed for the MI case. The belief tree which resembles this new equivalent optimization problem is shown in Figure 5a.

We can then use the IG definition and calculate it through the entropy terms. This result is again general, but the non-parametric setting then necessitate the usage of entropy estimators, plenty of which exist in the literature, as already discussed.

**Proposition 1** Naively calculating the values \(I^*_t\) yields a degenerate belief tree, in which there are only action nodes, without observation nodes.

**Proof**

We remind eq. (39) is

\[ J^*_0 = \max_{a_0:T-1} \left\{ \sum_{t=0}^{T} I G_{T-1}^{t} \right\}. \] (48)
Figure 5: Belief trees over the involved variables only, which resemble optimization problems equivalent to the original optimization problem. Circles are observation nodes, squares are action nodes. (a) shows a belief tree where the rewards are sequential involved IGs; (b) shows a belief tree where the rewards are updated incrementally with consecutive involved MIs; (c) shows the resultant degenerate belief tree when trying to directly go through the calculation of the sequential involved MIs. It is degenerate in the sense that there are only action nodes, without observation nodes.

Since by definition $I_0^{in} = 0$, we can start the summation from $t = 1$

$$J_0^* = \max_{a_0 \in \mathcal{T}_T} \left\{ \sum_{t=1}^{T} I_0^{in} \right\}.$$ \hspace{1cm} (49)

We then separate the first action $a_0$ from the rest of the actions $a_{1:T-1}$. We also observe that $I_1^{in}$ is not a function of $a_{1:T-1}$. This yields

$$J_0^* = \max_{a_0} \left\{ I_0^{in} + \max_{a_{1:T-1}} \left\{ \sum_{t=2}^{T-1} I_0^{in} \right\} \right\}. \hspace{1cm} (50)$$

We then observe that the term $\max_{a_{1:T-1}} \left\{ \sum_{t=2}^{T-1} I_0^{in} \right\}$ is equal to $J_1^*$, which yields the following recursive form

$$J_0^* = \max_{a_0} \left\{ I_0^{in} + J_1^* \right\}.$$ \hspace{1cm} (51)

and, in general, $\forall t \in [1, T - 1]$ 

$$J_t^* = \max_{a_t} \left\{ I_t^{in} + J_{t+1}^* \right\}. \hspace{1cm} (52)$$

We observe that this recursive form is slightly different than the Bellman optimality equation. The Bellman optimality equation, as can be seen in eq. (37), includes also expectation over future observations, while in this formulation it is omitted (more specifically, it is considered at the level of calculating the values
Adding and subtracting the term $H[x_1; h_1]$, it becomes
\begin{align*}
I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] & = \mathbb{E}_{Z_{1:t}} \left[ \mathbb{E}_{Z_{t+1:t}} \left\{ H[X_0] - H[X_t | h_t] \right\} + \left\{ H[X_1 | h_1] - H[X_t | h_t] \right\} \right].
\end{align*}
\tag{56}
Observe that both new differences are augmented IGs as well, and that the first difference is not a function of the last observation, we get
\begin{align*}
I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] & = \mathbb{E}_{Z_{1:t}} \left[ IG_{aug} [X_0 \oplus x_{1:t}; z_{1:t} | a_{0:t-1}] + \mathbb{E}_{Z_{t+1:t}} \left[ IG_{aug} [X_t \oplus x_{t+1:t}; z_{t+1:t} | a_{0:t-1}, z_{1:t}] \right] \right].
\end{align*}
\tag{57}

The expectation over the augmented IG is the augmented MI, and so we get the following recursive form
\begin{align*}
I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] & = I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] + \mathbb{E}_{Z_{1:t}} \left[ I_{aug} [X_t \oplus x_{t+1:t}; Z_{t+1:t} | a_{0:t-1}, z_{1:t}] \right].
\end{align*}
\tag{58}

Lemma 2 Let $I_0^t$ denote a sequential MI between times 0 and $t$, and $I_{t-1}^t = I_{aug} [X_{i-1} \oplus x_i; Z_i | h_i]$ denote a consecutive MI between times $i-1$ and $i$, where $h_i = \{z_{1:i-1}, a_{0:i-1}\}$ is the history up to time $i$, without the last observation $z_i$. The sequential MI can be decomposed into multiple consecutive MI values, such that
\begin{align*}
I_0^t & \triangleq \sum_{i=1}^t \mathbb{E}_{Z_{i-1}} \left[ I_{i-1}^t \right]
\end{align*}
\tag{53}

Proof

We remind that the sequential augmented MI is defined as
\begin{align*}
I_0^t & \triangleq I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] \triangleq \mathbb{E}_{Z_{1:t}} \left[ IG_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} = z_{1:t} | a_{0:t-1}] \right].
\end{align*}
\tag{54}

Detaching the observations $Z_{t+1:t}$, where $0 < l < t$, and expressing the augmented IG with entropies, we get
\begin{align*}
I_{aug} [X_0 \oplus x_{1:t}; Z_{1:t} | a_{0:t-1}] & = \mathbb{E}_{Z_{1:t}} \left[ \mathbb{E}_{Z_{t+1:t}} \left( H[X_0] - H[X_t | h_t] \right) \right].
\end{align*}
\tag{55}

This type of a tree can be seen in Figure 5c. We do not here analyze whether this formulation is good or bad compared to the standard formulation nor whether it would even suit a policy formulation or not. We leave it for future research. We cling to the fact that none of the state-of-the-art tree-based solvers work this way, and suggest another approach.
The specific case of choosing \( l = t - 1 \) yields

\[
I_{\text{aug}}[X_0 \sqcup x_{1:t}; Z_{1:t} \mid a_{0:t-1}] = I_{\text{aug}}[X_0 \sqcup x_{1:t-1}; Z_{1:t-1} \mid a_{0:t-2}] + \\
+ \mathbb{E}_{Z_{t-1}} \left[ I_{\text{aug}}[X_{t-1} \sqcup x_t; Z_t \mid h_t^-] \right],
\]

(59)

where \( h_t^- = \{z_{1:t-1}, a_{0:t-1}\} \) is the history up to time \( t \), without the last observation \( z_t \). Opening the recursive form of the sequential augmented MI in eq. (59) yields

\[
I_{\text{aug}}[X_0 \sqcup x_{1:t}; Z_{1:t} \mid a_{0:t-1}] = I_{\text{aug}}[X_0 \sqcup x_{1}; Z_{1:t} \mid a_{0:t-1}] + \\
+ \mathbb{E}_{Z_{t-1}} \left[ I_{\text{aug}}[X_{t-1} \sqcup x_t; Z_t \mid h_t^-] \right],
\]

(60)

which can more compactly be written as

\[
I_{\text{aug}}[X_0 \sqcup x_{1:t}; Z_{1:t} \mid a_{0:t-1}] = \sum_{i=1}^{t} \left[ \mathbb{E}_{Z_{i-1}} \left[ I_{\text{aug}}[X_{i-1} \sqcup x_i; Z_i \mid h_i^-] \right] \right].
\]

(61)

Returning to the short notations, we finally get

\[
J_0^* = \sum_{i=1}^{t} \left[ \mathbb{E}_{Z_{i-1}} \left[ I_{i-1}^{* \, \text{in}} \right] \right].
\]

(62)

The main result of Theorem 1 can be applied on both the sequential and the consecutive MI values by assigning the notations in a slightly different manner, such that the result of Lemma 2 is transformed into

\[
I_{0}^{* \, \text{in}} = \sum_{i=1}^{t} \left[ \mathbb{E}_{Z_{i-1}} \left[ I_{i-1}^{* \, \text{in}} \right] \right],
\]

(63)

where \( I_{i-1}^{* \, \text{in}} = I_{\text{aug}}[X_{i-1}^{* \, \text{in}} \sqcup x_i; Z_i \mid h_i^-] \) is the consecutive MI over the involved subset of the state \( X_{i-1} \).

**Theorem 4** Let us define a new reward, \( \rho'_t = \sum_{i=1}^{t+1} I_{i-1}^{* \, \text{in}} \). Solving the \( \rho \)-POMDP optimization problem with this reward is equivalent to solving it with the original reward, \( \rho_t = IG_0^* \), such that

\[
J_t^* = \max_{a_t} \left\{ \rho'_t + \mathbb{E}_{Z_{t+1}} \left[ J_{t+1}^* \right] \right\}.
\]

(64)

**Proof**

We remind eq. (39) is

\[
J_0^* = \max_{a_0, T-1} \left\{ \sum_{t=0}^{T} J_t^{* \, \text{in}} \right\}.
\]

(65)

Since by definition \( J_0^{* \, \text{in}} = 0 \), we can start the summation from \( t = 1 \)

\[
J_0^* = \max_{a_0, T-1} \left\{ \sum_{t=1}^{T} J_t^{* \, \text{in}} \right\}.
\]

(66)
Plugging the result from eq. (63) into the above yields

\[
J_0^* = \max_{a_0: T-1} \left\{ \sum_{t=1}^{T} \left[ \sum_{i=1}^{t} \mathbb{E}_{Z_1:i-1} \left[ I_{i-1}^{\text{in}} \right] \right] \right\}. \quad (67)
\]

Due to commutativity, we can switch between the order of expectation and summation, which yields

\[
J_0^* = \max_{a_0: T-1} \left\{ \mathbb{E}_{Z_1:T-1} \left[ \sum_{t=1}^{T} \sum_{i=1}^{t} I_{i-1}^{\text{in}} \right] \right\}. \quad (68)
\]

We then denote \( \rho_{t-1} \triangleq \sum_{i=1}^{t} I_{i-1}^{\text{in}} \), and get

\[
J_0^* = \max_{a_0: T-1} \left\{ \mathbb{E}_{Z_1:T-1} \left[ \sum_{t=1}^{T} \rho_{t-1} \right] \right\} = \max_{a_0: T-1} \left\{ \mathbb{E}_{Z_1:T-1} \left[ \sum_{t=0}^{T-1} \rho_{t} \right] \right\}. \quad (69)
\]

We then separate the first action \( a_0 \) from the rest of the actions \( a_1:T-1 \). We also observe that \( Z_1 \) is not a function of \( a_1:T-1 \), and that \( \rho_0 = I_0^{\text{in}} \) is not a function of both \( a_1:T-1 \) and \( Z_1 \) (since \( I_0^{\text{in}} \) is already an expectation over \( Z_1 \)). This yields

\[
J_0^* = \max_{a_0} \left\{ \rho_0 + \mathbb{E}_{Z_1} \left[ \max_{a_1:T-1} \left\{ \mathbb{E}_{Z_2:T-1} \left[ \sum_{t=0}^{T-1} \rho_{t} \right] \right\} \right] \right\}. \quad (70)
\]

We then observe that the term inside the expectation over \( Z_1 \) is equal to \( J_1^* \), which yields the following recursive form

\[
J_0^* = \max_{a_0} \left\{ \rho_0 + \mathbb{E}_{Z_1} \left[ J_1^* \right] \right\}. \quad (71)
\]

and, in general, \( \forall t \in [1, T-1] \)

\[
J_t^* = \max_{a_t} \left\{ \rho_t + \mathbb{E}_{Z_t} \left[ J_{t+1}^* \right] \right\}. \quad (72)
\]

We observe that this is the Bellman optimality equation with the new reward, \( \rho_t \). This eventually means that Solving the \( \rho \)-POMDP optimization problem with this reward is equivalent to solving it with the original reward we have started with, \( \rho_t = IG_0^{\text{in}} \). We note another slight difference between the formulations, for which the latter formulation does not include a terminal reward.

This allows the usage of estimators which directly estimate MI, as our suggested estimator MI-SMC does, together with the usage of tree-based solvers of \( \rho \)-POMDP. However, we emphasize that instead of sequential MI values, we will calculate consecutive MI values.

We note that \( I_{t-1}^{\text{in}} = \mathbb{E}_{Z_t} [IG_{t-1}^{\text{in}}] \). This means that the calculation of the MI values is not limited only to the observations that are used for constructing the tree, thus the calculation can be more accurate, which is another added value of this formulation.

And, lastly, we note that \( \rho_t = \sum_{i=1}^{t+1} \left[ I_{i-1}^{\text{in}} \right] = \rho_{t-1} + I_t^{\text{in}} \). Meaning that for each node, we can calculate the reward based on the previous reward and
just update the new information incrementally, without having to calculate the entire reward from scratch. The belief tree which resembles this optimization problem is shown in Figure 5b.

Using one-time marginalization, i.e. determining ahead all the involved variables (together with variables which are required for other reward functions), and marginalizing out the rest of the variables, the above analysis suggests that the entire tree can be constructed considering only the marginalized beliefs rather than the entire-state beliefs. This, in turn, reduces also the complexity of constructing this tree, since we avoid maintaining and propagating the beliefs over unnecessary states. Care should be taken, however, when using this approach, since marginalizing out a variable which would in retrospect be found to be involved would mean that the tree should be updated from the root. Also note that this approach might prevent the usage of calculation re-use approaches (e.g. [5], [6]) since we only consider a subset of the state for the whole planning process.
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