Descriptive statistics analysis of the variable in the data of toothbrushing simulator system modelling
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Abstract. The controller of a system can be designed by constructing the model from the known the input and output. Modelling the dynamic of the system can help to visualize the real behavior of the system to develop the suitable controller parameter. The measured data from the real system need to be analyzed statistically to support that the current system needs a controller to improve the system performance. This study analyzed the normality and linearity of the variables in the research data of Toothbrushing Simulator System Modelling which are Speed (RPM) as the output (Y) and Voltage (V) as the input (X). There were five different data sets with 1000 observations respectively. All the data had been analyzed by using IBM SPSS Statistics 23 in which it will be explained by graphical method of histogram, scatter plot and descriptive measures of coefficient determination between variables. The results for this study turn out that all the data sets were not normally distributed and not linear. Hence, the result from this statistical analysis has proven that the controller development is very crucial for the toothbrushing simulator system to improve the system performance.

1. Introduction

Statistically, it is conventional to assume that the observations or samples collected in a research are normally distributed. Normality is often a maintained assumption in estimation and finite-sample inference [1]. The assumption of normality is useful as significant test of the models and to examine the confidence intervals around parameters [2]. The normality distribution can be examined by using graphical method and numerical method [3]. Compared to numerical method, graphical methods are easy to interpret and intuitive as they visualize the distribution of random variables. Whereas, numerical methods provide objective ways of examining normality as its present summary statistics included skewness, kurtosis and statistical test of normality [4]. Linearity is the ability within a given range to give out the results that are directly proportional to the concentration of the analyte in the test sample [5]. Linearity also can be defined when the input (X) and corresponding output (Y) are tied by the rules of superposition and homogeneity, then the device
or system behavior is said to be linear, otherwise nonlinear [6]. The relationship between two variables should always be made on the basis of a scatter plot that will determine the linearity [7].

The purpose of this study is to analyses the normality and linearity of the variables in the research data of Toothbrushing Simulator System Modelling which are Speed (RPM) as the output(Y) and Voltage (V) as the input(X). This study is primarily concerned on the normality and linearity test of the real time input and output signal of the system to support that the current system needs a controller to improve the system performance.

2. Methodology

2.1 Sample

The purpose of this statistical analysis is to prove that the controller development is very crucial for the toothbrushing simulator. Hence, this study used the research data of Toothbrushing Simulator test rig [8],[9]. There were 1000 samples in each of five different data sets of Pulse Width Modulation (PWM) respectively which were PWM 175, 195, 215, 235 and 255. Whereby each data set consist of 1000 samples of real time input and output data. All input and output signals involved are represented in Fig. 1 and 2.

![Figure 1. Input signal of five data set of PWM 255, 235, 215, 195 and 175.](image-url)
2.2 Normality and Linearity Test

It is interesting to study the distribution of the data referring to the arithmetic mean to characterizing the dynamics of the average. Naive intuition suggests that most data will be randomly distributed about some preferred set of values when the system is in a steady state, as there are many ways in which data can be randomly distributed. For normality, plotting a histogram of the variable of interest is one of the graphical methods for checking the normality of data in which the observed value is plotted against their frequency [10]. The ideal appearance type which is a bell-shape curve will give an indication that the data is normally distributed [11].

In addition, normality test using skewness and kurtosis is another method in accessing the normality of the distribution as it may be more reliable for small and large samples. A measure of asymmetry of the distribution of variables is called as skewness while kurtosis is a measure of the peakedness of a distribution [12], [13]. The SPSS Software will give the value of skewness and kurtosis along with the value of standard error. The formula used in [14] to measure the standard error, SE of skewness and kurtosis are given by equation (2) below.

$$SE \text{ of Skewness} = \sqrt{\frac{3}{n}}$$  \hspace{1cm} $$SE \text{ of Kurtosis} = \sqrt{\frac{24}{n}}$$

where $n$ is the sample size.

Meanwhile, a scatter plot will help in examining the linearity for a data set by plotting the graph of input at x axis versus output at y axis [7]. A scatter plot is a simple method in identifying the relationship between two variables of input(X) and output(Y) [15]. The linear equation can be represented as in equation (2).

$$y = mx + c$$

where $m$ is the slope and $c$ are constant. In order to get the linear relationship, as stated in [6], $c$ value must be zero. All the analysis had been analysed by using a software of IBM SPSS Statistics 23 [16].
3. Result and Discussion

3.1 Normality

A common pattern which is the bell-shaped curve with the zero skew value will indicate the data is normally distributed. The descriptive statistic of skewness value for both variables in all PWM had been presented in Table 1. Standard error was written as 0.077 as this value is consistent at all reading. The skewness for both variables of all the dataset can be seen through the histogram plotted using SPSS in the Table 2. The skewness shows that the distribution is not in normal in most conditions. Overall, the PWM of speed and voltage variables were positive skew value as it was skewed to the right.

However, PWM 255 shown the voltage had a negative skew, as it has left skewed. Table 2 illustrates the distribution of variables in all PWM. Most of the sample mean values were clustered on the left side for speed variable. While, there was a spike plotted in each histogram of voltage as it represents the most common values except for PWM 255 that shown the skewness was heavily to the left. It shows that the data was not normally distributed.

| Data Set | Skewness Statistic | Speed | Voltage |
|----------|--------------------|-------|---------|
| 175      | 2.313              | 1.410 |
|          | 0.077              | 0.077 |
| 195      | 3.547              | 1.814 |
|          | 0.077              | 0.077 |
| 215      | 3.879              | 2.170 |
|          | 0.077              | 0.077 |
| 235      | 4.292              | 3.395 |
|          | 0.077              | 0.077 |
| 255      | 4.110              | -9.214|
|          | 0.077              | 0.077 |

Table 2. Histogram with Normal Curve Plotted of Speed (RPM) and Voltage (V).
(Cont.) Table 2: Histogram of Speed (RPM) and Voltage (V).

| PWM | Speed (RPM) | Voltage (V) |
|-----|-------------|-------------|
| 255 | ![Histogram of Speed (RPM) and Voltage (V)](image) |

3.2 Linearity
Based on Fig. 3 to 7, they visualize that the plotting are not randomly scattered. Thus, it can be concluded that there was no linear relationship between speed and voltage in all dataset of PWM since there were a random pattern in the graph plotted. In addition, these also can be proven by checking the statistical measure, which is coefficient of determination, R² that will measure the strength of the linear relationship between the dependent and independent variables.

![Figure 3. Linearity of Speed (RPM) and Voltage (V) in PWM175.](image)

![Figure 4. Linearity of Speed (RPM) and Voltage (V) in PWM195.](image)

![Figure 5. Linearity of Speed (RPM) and Voltage (V) in PWM215.](image)

![Figure 6. Linearity of Speed (RPM) and Voltage (V) in PWM235.](image)
4. Conclusion

According to the results, all the data sets can be concluded that the distribution of both variables, input and output are not normally distributed. As for linearity, the figures of scatter plot gave evidence that the association between input, voltage and output, speed variables is not linear. It is also proven that the system is a nonlinear. Adding the sample of observations is recommended for further study to imply the normal distribution and non linear system. In conclusion, the proposed testing can be used to determine the system condition to proof that the controller development is very crucial for the toothbrushing simulator system to improvise the system performance.
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