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Abstract
As inelastic structures are ubiquitous in many engineering fields, a central task in computational mechanics is to develop accurate, robust and efficient tools for their analysis. Motivated by the poor performances exhibited by standard displacement-based finite element formulations, attention is here focused on the use of mixed methods as approximation technique, within the small strain framework, for the mechanical problem of inelastic bidimensional structures. Despite a great flexibility characterizes mixed element formulations, several theoretical and numerical aspects have to be carefully taken into account in the design of a high-performance element. The present work aims at providing the basis for methodological analysis and comparison in such aspects, within the unified mathematical setting supplied by generalized standard material model and with special interest towards elastoplastic media. A critical review of the state-of-the-art computational methods is delivered in regard to variational formulations, selection of interpolation spaces, numerical solution strategies and numerical stability. Though those arguments are interrelated, a topic-oriented presentation is resorted to, for the very rich available literature to be properly examined. Finally, the performances of several significant mixed finite element formulations are investigated in numerical simulations.
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1 Introduction
Design and safety assessment procedures in many engineering fields, such as structural or geotechnical engineering, and industrial applications e.g. in robotics, automotive, aerospace and biomedical industries, require to predict the behavior of inelastic structures. Thus, a central task in computational mechanics is to conceive computational tools for their analysis, capable to combine accuracy, robustness and efficiency together with appropriate computational demand.

A numerical method for computational inelasticity is hinged on: (i) a state update algorithm to solve the constitutive equations of the material under investigation, and (ii) an approximation technique of the structural problem capable of capturing distinctive features of inelastic behavior, such as strain and stress concentrations. The first research developments in the former aspect trace back to the mid-nineteen-fifties, with the classical expositions of the infinitesimal theory of plasticity by Hill [38] and Koiter [48] and the radial return method for numerical integration of the $J_2$-plasticity evolution equations by Wilkins [101]. Since then, computational plasticity has been receiving continuous attention and a comprehensive review of the subject can be found in [85]. Here, attention is focused on structural approximation techniques, among which a prominent role is taken by the finite element method (FEM). The origin of FEM dates back to the mid-nineteen-fifties as well, its start being possibly recognized in the work by Turner, Clough, Martin and Topp [98]. Other major contributors during that pioneering age were Melosh, who showed the link between compatible formulations and the minimum potential energy principle [56], Irons, who proposed the isoparametric formulation [45, 107], and Wilson, who developed the first FEM computer program [102] (for an extended historical background on the compatible FEM, the reader is referred to [33]).

The displacement-based or compatible FEM starts from the assumption of a kinematic model, exactly satisfying the compatibility condition, to prescribe the equilibrium condition in a weak form. Originally proposed for linear elastic problems, its natural extension to materially nonlinear context just requires the enforcement of the nonlinear constitutive equations, instead of the linear ones, at quadrature points. Unfortunately, compatible formulations for inelastic structures are unable
to meet essential computational needs as accuracy, robustness and limited computational cost (for instance, see [97]). In fact, starting from generally adopted polynomial interpolations of the displacement field, the compatible strain (i.e. determined by differentiation) turns out to be a very poor approximation of the actual strain spatial distribution, possibly highly nonlinear due to inelastic effects. As a consequence, inaccurate stresses are derived from the inelastic constitutive relationships, irrespective of weak equilibrium enforcement. The overall quality of the solution can only be recovered adopting computationally expensive fine meshes, thus reducing the efficiency of the approach.

Alternative to compatible FEM, in the mid-nineteensixties Pian proposed another type of finite elements, the derivation of the stiffness matrix being obtained by an assumed stress distribution and a minimum complementary principle [71]. The term hybrid element was coined for such a formulation (for a discussion on the evolution of hybrid elements, see [72,73]). As prescribing the interpolation of more than one independent field, the Pian hybrid element can be regarded as a first instance of mixed finite element formulations. During the nine-seventies, the latter were diffusely investigated as a promising strategy to tackle problems characterized by some physical constraint, such as the incompressible or nearly incompressible behavior of rubber-like media, or the shear constraint in plate problems (e.g., see [7]). In the words of Felippa [33], the main advantages of mixed formulations are: (i) relaxed continuity requirements, achieved by approximating as primary unknowns not only the displacement, but also the strain and/or the stress fields, (ii) better stress solution, computed without differentiation of the displacement field, and (iii) better displacement solution, also for coarse and irregular meshes. When considering inelastic structures, mixed methods offer the possibility to overcome the complications arising with displacement-based formulations. Indeed, the introduction of independent stress and/or strain interpolations gives the flexibility to overcome the strict constraint imposed on the displacement approximation by the compatibility condition. Hence, a high-performance finite element formulation that combines accuracy (even for coarse meshes) together with robustness and limited computational cost is potentially conceivable.

The present work aims at supplying an insight into the application of mixed finite element methods to the analysis of inelastic structures, which can provide guidance both to the development of novel formulations and to the use of existing ones. In addition to the review purpose, emphasis is devoted to the construction of a unified mathematical setting simplifying a methodological analysis of the subject and allowing for a direct comparison. To this end, the material nonlinearity is restricted to the class of generalized standard materials in the sense of Halphen and Nguyen [36], with special consideration for hardening associative plastic behavior. In particular, the material results to be equipped with an (incremental) energetic structure [59,71,60,62,68,65], which is exploited for a synthetical exposition. Though many of the results here presented are also valid in the threedimensional case and might be extended to the finite strain framework, the discussion is referred to bidimensional structures under small strain assumption. In the following, theoretical and numerical aspects to be carefully taken into account in the design of mixed finite element are examined. Specifically:

- an overview of the most investigated mixed variational formulations is provided, along with their discretized version;
- popular choices of the interpolation spaces for the unknown fields are reviewed, with the customary assumption of element-supported interpolation of unknown fields additional to displacements;
- classical and recently addressed numerical solution strategies of the resulting discrete structural problem are analyzed, focusing on the properties of the existing algorithms and highlighting relevant strengths and weaknesses;
- the numerical stability, i.e. the fulfillment of the ellipticity requirement and the inf–sup condition of Babuška and Brezzi [8,15], is explored for the formulations under consideration.

Though in the design of a mixed finite element all the aforementioned aspects are interrelated (for instance, selection of interpolation spaces and numerical stability or variational formulation and numerical solution strategy), the present exposition is intended to be topic-oriented, in such a way that the very rich available literature can be properly examined. Finally, the performances of several significant mixed finite element formulations are investigated in numerical simulations.

The paper is organized as follows. In Section 2 the constitutive model of generalized standard material is introduced. Mixed variational formulations and relevant discretizations are addressed in Section 3. Section 4 is devoted to the discussion on the selection of the interpolation spaces for the unknowns. Numerical solution strategies of the mixed discrete problem are presented in Section 5. In Section 6, the numerical stability is investigated. Numerical simulations aiming at a comparison of several mixed finite elements available in the literature are presented in Section 7. Conclusions and perspectives are outlined in Section 8.

2 Constitutive model

In this section, some results about the theory of generalized standard materials are presented, with the aim to derive a sufficiently general framework for covering a significant class of inelastic materials, also including hardening associative elastoplasticity.
The model of generalized standard material, first introduced in the seminal work of Halphen and Nguyen \[30\], is based on the two fundamental concepts of internal variables and dissipation potential. The internal variables are additional variables, with respect to strain and temperature, needed to completely define the state of the system and to describe dissipative mechanisms typical of the material under investigation \[34\]. On the other hand, the dissipation potential is a convex scalar function which governs the evolution of the internal variables according to the assumption of normal dissipation \[30\]. Initially proposed as a generalization of classical plasticity theory (in that context the normal dissipation hypothesis leads to associative flow law, expressed by the principle of maximum dissipation \[32, 81, 37\]), the model of generalized standard material has been then successfully applied and extended to complex material behaviors (e.g., see \[58\] and references therein). In particular, it has been shown that, in a time-discrete setting, the evolution of a generalized standard material follows the minimizing path of an incremental energy, given by the sum of free energy and of dissipation potential, with respect to the path of an incremental energy, given by the sum of free energy and of dissipation potential, with respect to the internal variables \[\mathbf{I}\]. In that context the normal dissipation hypothesis leads to the assumption of normal dissipation \[36\]. Initially proposed as a generalization of classical plasticity theory (in that context the normal dissipation hypothesis leads to associative flow law, expressed by the principle of maximum dissipation \[32, 81, 37\]), the model of generalized standard material has been then successfully applied and extended to complex material behaviors (e.g., see \[58\] and references therein). In particular, it has been shown that, in a time-discrete setting, the evolution of a generalized standard material follows the minimizing path of an incremental energy, given by the sum of free energy and of dissipation potential, with respect to the internal variables \[\mathbf{I}\]. In that context the normal dissipation hypothesis leads to the assumption of normal dissipation \[36\].

The model of generalized standard material, first introduced in the seminal work of Halphen and Nguyen \[30\], is based on the two fundamental concepts of internal variables and dissipation potential. The internal variables are additional variables, with respect to strain and temperature, needed to completely define the state of the system and to describe dissipative mechanisms typical of the material under investigation \[34\]. On the other hand, the dissipation potential is a convex scalar function which governs the evolution of the internal variables according to the assumption of normal dissipation \[30\]. Initially proposed as a generalization of classical plasticity theory (in that context the normal dissipation hypothesis leads to the assumption of normal dissipation \[36\]. Initially proposed as a generalization of classical plasticity theory (in that context the normal dissipation hypothesis leads to the assumption of normal dissipation \[36\].

Apart from classical evolution equations for which closed-form solutions are available (e.g., see \[80\]), Biot’s equation \[7\] has generally to be solved by numerical integration. Yet many approaches have been deeply investigated to date (for a comprehensive review, see \[85\]), a common approximation strategy consists in a backward Euler integration scheme, which is particularly attractive because of its stability also for large time steps (for instance, see \[17\]). Accordingly, the internal variables \(I\) are assumed to vary linearly in each time step \([t_n, t_{n+1}]\) of a suitable partition of the time span of interest \([0, T]\).

The result is an incremental form of Biot’s equation, governing the response at time \(t_{n+1}\) for given state at time \(t_n\):

\[
\partial_{\Delta I} \varphi(\mathbf{I}_n + \Delta I) + \partial_{\Delta I} D(\Delta I) \ni 0,
\]

where subscript \(n\) [resp., \(n+1\)] denotes evaluation at time \(t = t_n\) [resp., \(t = t_{n+1}\)] and \(\Delta\) stands for the increment within \([t_n, t_{n+1}]\).

According to equation \(5\), the material evolution is proven to take place along the minimizing path of the convex function

\[
\hat{\varphi}(\mathbf{I}, \Delta I) = \varphi(\mathbf{I}_n + \Delta I) + D(\Delta I)
\]

with respect to the increment of internal variables \(\Delta I\). This argument motivates the definition of the material incremental energy as:

\[
\Phi(\mathbf{I}) = \inf_{\Delta I} \left\{ \hat{\varphi}(\mathbf{I}, \Delta I) \right\}.
\]

Using equation \(6\), it is also a simple matter to check that infimum \(7\) is attained at \(\Delta I = 0\) if and only if the trial stress, i.e. the stress computed assuming no internal variable evolution, belongs to the subdifferential set of the dissipation potential at the origin. Excluding that trivial case, a direct computation shows that, in any point of differentiability of the dissipation potential, the
incremental energy $\Phi$ plays the role of stress incremental potential:

$$\frac{d\Phi}{d\varepsilon}(\varepsilon) = \left\{ \nabla_{\varepsilon} \tilde{\Phi}(\varepsilon, \Delta \mathcal{J}) \right. $$

$$+ \nabla_{\varepsilon} \Delta \mathcal{J}(\varepsilon) \nabla_{\Delta \varepsilon} \tilde{\Phi}(\varepsilon, \Delta \mathcal{J}) \left\} \bigg|_{\nabla_{\Delta \varepsilon} \tilde{\Phi} = 0} $$

$$= \nabla_{\varepsilon} \varphi(\varepsilon, \Delta \mathcal{J}) \bigg|_{\nabla_{\Delta \varepsilon} \tilde{\Phi} = 0} $$

$$= \sigma. \tag{8}$$

It is remarked that $d\Phi/d\varepsilon$ denotes the total derivative of the incremental energy $\Phi$ with respect to the strain $\varepsilon$, i.e., it also takes into account the contribution stemming from the variation of the increment of internal variables $\Delta \mathcal{J}$ due to the variation of the strain $\varepsilon$.

**Remark.** Beside the incremental energy, it will be useful to introduce its partial Legendre conjugate with respect to the strain $\varepsilon$, i.e., the incremental complementary energy:

$$\Phi^*(\sigma) = \sup_{\varepsilon} \{ \sigma \cdot \varepsilon - \Phi(\varepsilon) \}. \tag{9}$$

By exploiting the definition of incremental energy via equations (8) and (9) and by exchanging inf and sup operators, it is a simple matter to check that:

$$\Phi^*(\sigma) = -\inf_{\Delta \mathcal{J}} \{ -\varphi^*(\sigma, \mathcal{J}_n + \Delta \mathcal{J}) + D(\Delta \mathcal{J}) \}, \tag{10}$$

in which $\varphi^*$ is the Gibbs free energy, i.e., the partial Legendre transformation of the Helmholtz free energy $\varphi$ with respect to the strain $\varepsilon$:

$$\varphi^*(\sigma, \mathcal{J}_n + \Delta \mathcal{J}) = \sup_{\varepsilon} \{ \sigma \cdot \varepsilon - \varphi(\varepsilon, \mathcal{J}_n + \Delta \mathcal{J}) \}. \tag{11}$$

In the context of generalised standard materials, the following classical result of convex analysis [53]:

$$\sigma = \partial_{\varepsilon} \Phi(\varepsilon) \iff \varepsilon = \partial_{\sigma} \Phi^*(\sigma), \tag{12}$$

ensures the incremental complementary energy $\Phi^*$ to define an inverse constitutive law, which maps the stress $\sigma$ into the strain $\varepsilon$ (the increment of the generalised vector of internal variables $\Delta \mathcal{J}$ being derived as the minimum point in equation (11)). From a computational point of view, the inversion of the constitutive law can be regarded as a problem equivalent to the material state update, provided the Helmholtz free energy $\varphi$ is replaced by the opposite of the Gibbs free energy $\varphi^*$ (the latter can be computed analytically via equation (11) in case of linear elastic constitutive law). In passing, it is observed that plane stress condition is naturally imposed within this setting. Conversely, for considering plane strain condition, it is sufficient to introduce the constraint of vanishing out-of-plane strain components in the computation of Gibbs free energy $\varphi^*$ from equation (11).

### 2.3 Associative elastoplastic materials

Originally proposed to be a generalization of the classical plasticity theory, the model of generalised standard material naturally covers hardening elastoplastic behavior. In this case, the internal variables $\mathcal{J}$ are required to capture the two phenomena of plastic yielding and material hardening. In regard to plastic yielding, an additive decomposition of the infinitesimal strain $\varepsilon$ into elastic and plastic parts, $\varepsilon^e$ and $\varepsilon^p$ respectively, is introduced [3]:

$$\varepsilon = \varepsilon^e + \varepsilon^p. \tag{13}$$

Accordingly, the plastic strain $\varepsilon^p$ is assumed as an internal variable describing the yielding mechanism, whereas equation (13) is thought of as definition of the elastic strain $\varepsilon^e$. On the other hand, material hardening is modeled selecting as internal variables strain-like kinematic and isotropic hardening variables, $\alpha^k$ and $\alpha^i$, respectively. Correspondingly to such choices of internal variables $\mathcal{J}$, the conjugated forces $\mathcal{F}$ are the stress $\sigma$ and the stress-like kinematic [resp. isotropic] hardening variable $q^k$ [resp. $q^i$]. The Helmholtz free energy is usually expressed by [3]:

$$\varphi = \varphi^e + \varphi^i + \varphi^k, \tag{14}$$

where $\varphi^e$ is the elastic energy and $\varphi^k$ [resp. $\varphi^i$] is the kinematic [resp. isotropic] hardening potential. In case of linear elastic response with linear hardening, such potentials result in:

$$\varphi^e(\varepsilon, \varepsilon^p_n + \Delta \varepsilon^p) = \frac{1}{2} (\varepsilon - \varepsilon^p_n - \Delta \varepsilon^p) : \mathbb{C}^e (\varepsilon - \varepsilon^p_n - \Delta \varepsilon^p),$$

$$\varphi^k(\alpha^k_n + \Delta \alpha^k) = \frac{1}{2} k^k \| \alpha^k_n + \Delta \alpha^k \|^2,$$

$$\varphi^i(\alpha^i_n + \Delta \alpha^i) = \frac{1}{2} k^i \| \alpha^i_n + \Delta \alpha^i \|^2,$$

where $\mathbb{C}^e$ is the elastic tensor, $k^k$ [resp. $k^i$] is the kinematic [resp. isotropic] hardening modulus and $\| \cdot \|$ denotes euclidean vector norm. Consequently, the stress $\sigma$ and the forces $\mathcal{F}$ work-conjugated to the internal variables $\mathcal{J}$ are derived by means of the constitutive law (11):

$$\sigma = \mathbb{C}^e (\varepsilon - \varepsilon^p_n - \Delta \varepsilon^p),$$

$$q^k = -k^k \left( \alpha^k_n + \Delta \alpha^k \right), \tag{16}$$

$$q^i = -k^i \left( \alpha^i_n + \Delta \alpha^i \right).$$

In passing, it is observed that the stress $\sigma$ depends on the elastic strain $\varepsilon^e$.

In the context of elastoplastic materials, the stress $\sigma$ is constrained to belong to an admissible set $\mathcal{K}$, the elastic domain, defined as the zero-sublevel set of a convex yield function $F$:

$$\mathcal{K} := \{ \sigma : F(\sigma, q^k, q^i) \leq 0 \}. \tag{17}$$
In particular, the effect of stress-like kinematic [resp. isotropic] hardening variable \(q^k\) [resp. \(q^p\)] is to determine a shift [resp. a scaling] of the yield domain \(\mathcal{K}\). Within this setting, the definition of dissipation potential \(\Pi\) is regarded as the statement of the principle of maximum dissipation and results in the normality rule between plastic strain rate and yield surface during the plastic flow (associative behavior) \cite{32,51,37}.

**Remark.** Considering for simplicity the case of perfect plasticity, the dissipation potential introduced in equation (14) turns out to be:

\[
D(\Delta \varepsilon^p) = \sup_{\sigma \in \mathcal{K}} \{\sigma \cdot \Delta \varepsilon^p - I_K(\sigma)\},
\]

(18)

where \(I_K\) denotes the indicator function of the elastic domain \(\mathcal{K}\):

\[
I_K(\sigma) = \begin{cases} 0, & \sigma \in \mathcal{K}, \\ +\infty, & \text{otherwise}. \end{cases}
\]

(19)

By solving the sup problem with respect to the stress \(\sigma\), the following variational inclusion is derived:

\[
0 \in \Delta \varepsilon^p - N_K(\sigma),
\]

(20)

with \(N_K(\sigma) = \partial_\sigma I_K(\sigma)\) as the normal cone of the yield locus \(\mathcal{K}\) at the stress point \(\sigma\). As \(\mathcal{K}\) is the zero-sublevel set of the convex yield function \(F\), the normal cone \(N_K(\sigma)\) can be represented by (e.g., see \cite{37}):

\[
N_K(\sigma) = \begin{cases} \emptyset, & F(\sigma) > 0, \\ \{\Delta \lambda \partial_\sigma F(\sigma), \Delta \lambda \geq 0\}, & F(\sigma) = 0, \\ 0, & F(\sigma) < 0, \end{cases}
\]

(21)

or, equivalently:

\[
N_K(\sigma) = \{\Delta \lambda \partial_\sigma F(\sigma) : \Delta \lambda \geq 0, F(\sigma) \leq 0, \Delta \lambda F(\sigma) = 0\}.
\]

(22)

Accordingly, the variational inclusion \(20\) is rephrased in:

\[
\Delta \varepsilon^p = \Delta \lambda \partial_\sigma F(\sigma),
\]

\[
\Delta \lambda \geq 0, F(\sigma) \leq 0, \Delta \lambda F(\sigma) = 0,
\]

(23)

responding to the customary format of the normality law between increment of plastic strain and yield surface, complemented with plastic admissibility and consistency conditions. Analogous conclusions hold when hardening is considered. For a comprehensive treatment of the subject, for example see \cite{37}.

### 3 Mixed variational formulations

Within the context of inelastic structures constituted of generalized standard materials, mixed variational formulations can be systematically derived from a generalization of the classical Hu–Washizu (HW) functional \cite{90}, involving as independent variables the fluxes of internal variables in addition to displacement, strain and stress fields.

In the time-discrete framework introduced in Section \ref{2.2}, let \(\Omega \in \mathbb{R}^{N_{\text{dim}}}\) with \(N_{\text{dim}} = 2\) as the space dimension, be the domain occupied by the body at time \(t_n\). In the small deformation regime, the *generalized HW functional*, governing its mechanical evolution within the time step \([t_n, t_{n+1}]\), is introduced by:

\[
\mathcal{L} : V \times E \times I \times S \rightarrow \mathbb{R},
\]

\[
\mathcal{L} = \int_{\Omega} \left\{ \hat{\Phi}(\varepsilon, \mathcal{J} + \Delta \mathcal{J}) - \sigma \cdot (\varepsilon - \nabla^{(s)} u) \right\} \, d\Omega.
\]

(24)

Here \(u \in V\), \(\varepsilon \in E\) and \(\sigma \in S\) respectively denote current displacement, strain and stress fields, \(\mathcal{J} \in I\) is the vector of internal variables at time \(t_n\) and \(\Delta \mathcal{J} \in I\) is the increment of the vector of internal variables in the finite time step \(t_{n+1} - t_n\). Natural choices of the functional spaces \(V, E, I\) and \(S\) consist in:

\[
V = \left[H^1_0(\Omega)\right]^{N_{\text{dim}}},
\]

\[
E = S = \left[L^2(\Omega)\right]^{N_{\text{dim}} \times N_{\text{dim}}},
\]

\[
I = \left[L^2(\Omega)\right]^{N_I},
\]

(25)

in which \(L^2\) is the space of square integrable functions, \(H^1\) is the space of square integrable functions along with their first weak derivatives, \(H^1_0\) is the subspace of \(H^1\) functions vanishing (in the trace sense) over the constrained part \(\Gamma_u\) of the boundary \(\Gamma\), and \(N_I\) is the number of required internal variables. It is recalled, equation \(14\), that \(\hat{\Phi}\) is a convex function given by the sum of the Helmholtz free energy \(\varphi\) and the dissipation potential \(D\). Hereafter the stronger hypothesis of strict convexity of \(\hat{\Phi}\), i.e. the presence of some hardening mechanism in the material model, will be assumed. Moreover \(\nabla^{(s)}\) stands for the symmetric gradient operator.

Upon noticing that the first variation of \(\mathcal{L}\) reads:

\[
\delta \mathcal{L} = -\int_{\Omega} \text{div} \, \sigma \cdot \delta u \, d\Omega + \int_{\Gamma} \sigma n \cdot \delta u \, d\Gamma
\]

\[
+ \int_{\Omega} \left\{ \nabla \hat{\Phi}(\varepsilon, \mathcal{J} + \Delta \mathcal{J}) - \sigma \right\} \cdot \delta \varepsilon \, d\Omega
\]

\[
+ \int_{\Omega} \left\{ \nabla \Delta \mathcal{J} \hat{\Phi}(\varepsilon, \mathcal{J} + \Delta \mathcal{J}) \right\} \cdot \delta \mathcal{J} \, d\Omega,
\]

\[
- \int_{\Omega} \left( \varepsilon - \nabla^{(s)} u \right) \cdot \delta \sigma \, d\Omega
\]

(26)

its stationary conditions with respect to \(u, \varepsilon, \Delta \mathcal{J}\) and \(\sigma\), can be interpreted as equilibrium, constitutive, material evolution and compatibility conditions. Hence the solution of the mechanical problem at hand turns out to be the (unique) stationary point of the functional \(\mathcal{L}\). Similar functionals have been investigated for elastoplasticity in \cite{27,18}, by considering the internal variables.
(i.e. plastic strain and strain-like hardening variables) as primary unknowns to be independently interpolated.

Several variational statements can be derived from the generalized HW functional by a priori enforcing its stationary condition with respect to some of the fields it depends on (e.g., see [8]). Though from a theoretical perspective any possible formulation is interesting per se, some general considerations are in order. For the formulation to be directly implemented in a standard displacement-driven finite element computer program, it is convenient to have the displacement field as an independent variable. In addition, because of its essential role in engineering applications and in order to avoid accuracy losses due to differentiation of interpolated quantities, an explicit interpolation of the stress field is desirable as well.

One main choice concerns the possibility of assuming the strain or the flux of internal variables as independent quantities, with the underlying idea that interpolating both would be cumbersome and computationally costly. In fact, a reasonable claim is that capturing accurately the strain field spatial distribution, with its possible highly nonlinear distribution, makes unnecessary the internal variable field interpolation. That leads to the HW principle (Section 3.1), which can be derived by minimizing of the generalized HW functional with respect to the fluxes of internal variables, and hence takes displacement, stress and strain fields as primary variables. Examples of its application in elastoplasticity can be found in [104, 27, 18, 47, 61, 67]. In the same line of having a rich and flexible strain approximation, a modification of the HW principle, in which the strain field is represented as the sum of a compatible part and of an enhanced part, yields the enhanced strain (ES) formulations (Section 3.2), explored in elastoplasticity in [88, 90, 76, 77, 72].

As an alternative point of view, it can be argued that possible highly nonlinear spatial distributions of the strain field would only stem from similar patterns of the flux of internal variables. Accordingly, proper interpolation of the latter might be sufficient for the design of high-performance finite elements. That results in the return map functional, in which only the plastic multiplier field is interpolated among all internal variables, thus implying a weak element flow law.

The most simple structure of a mixed formulation responds to the Hallinger–Reissner (HR) principle (Section 3.3), which follows from taking the stationarity of the generalized HW functional with respect to both strain field and fluxes of internal variables, thus depending on displacement and stress fields only. Based on the clue that an accurate description of the stress field overcomes the need of an explicit approximation of strain and flux of internal variables, several recent applications have dealt with elastoplasticity [80, 28, 51, 14, 87].

In the following, a detailed discussion on such formulations is presented. Methodological analysis and comparisons are fostered by the unified mathematical setting resulting from the framework of generalized standard material structures. Nevertheless, special attention is devoted to the particular case of hardening associative elastoplastic media.

Remark. Some slight modifications of the generalized HW functional in equation (24) might be considered. A noteworthy example concerns the restriction of such functional to the space of self-equilibrated stresses \( S_{\text{div}} = \{ \sigma \in S : \text{div} \sigma = 0 \} \). Upon integrating by parts, a generalized hybrid HW functional is derived (e.g., see [71, 51, 67]):

\[
\mathcal{L}_{\text{hyb}} : V \times E \times I \times S_{\text{div}} \to \mathbb{R},
\]

\[
\mathcal{L}_{\text{hyb}} = \int_{\Omega} \left\{ \Phi(\varepsilon, \mathcal{F}_n + \Delta \mathcal{F}) - \sigma \cdot \varepsilon \right\} \text{d}\Omega + \int_{\Gamma} \sigma \cdot \nu \text{d}\Gamma,
\]

(27)

involving the displacement field only over the domain boundary \( \Gamma \). Accordingly, in a discrete setting, functional \( \mathcal{L}_{\text{hyb}} \) requires interpolating the displacement field just over the element boundary. On the other hand, a self-equilibrated stress approximation has to be generated (in Section 1.2.2, a systematic approach resorting to Airy’s function approach is reviewed). By the same technique here presented, a hybrid version can be derived for all the functionals to be discussed.

3.1 Hu–Washizu functional

The classical HW functional is obtained by taking the stationarity of the functional \( \mathcal{L} \) with respect to the increment of internal variable \( \Delta \mathcal{F} \):

\[
\mathcal{E} : V \times E \times S \to \mathbb{R},
\]

\[
\mathcal{E} = \int_{\Omega} \left\{ \Phi(\varepsilon) - \sigma \cdot (\varepsilon - \nabla^{(s)} u) \right\} \text{d}\Omega,
\]

(28)

where the definition of the incremental energy (7) has been exploited. To derive a finite element approximation of problem (28) on a given mesh \( \Omega = \bigcup_{e=1}^{N} \Omega_e \), a sequence of interpolation spaces, parametrized by a mesh...
where \( h \rightarrow 0 \), is introduced for the unknown fields:

\[
V^h = \{ u^h \in V : u^h = Na, a \in \mathbb{R}^{N_a} \},
\]

\[
E^h = \{ \varepsilon^h \in E : \varepsilon^h|_{\partial e} = E_e e_e, e_e \in \mathbb{R}^{N_e} \},
\]

\[
S^h = \{ \sigma^h \in S : \sigma^h|_{\partial e} = P_e \beta_e, \beta_e \in \mathbb{R}^{N_\sigma} \},
\]

where \( a \) collects nodal degrees of freedom (DOFs), \( e_e \) and \( \beta_e \) are the interpolation parameters of strain and stress at element level, respectively, and \( N, E_e, P_e \) are the relevant interpolation matrices (customary Voigt notation is adopted for interpolated strains \( \sigma^h \) and strains \( \varepsilon^h \)). Hence, the following mixed finite element functional is derived:

\[
\mathcal{E}^h : V^h \times E^h \times S^h \rightarrow \mathbb{R},
\]

\[
\mathcal{E}^h = \sum_{e=1}^{N_e} \left\{ \int_{\Omega_e} \Phi(e_e e_e) \, d\Omega - \beta_e^T G_e^T e_e + \beta_e^T Q_e a_e \right\},
\]

(30)

in which \( a_e \) gathers the nodal DOFs of the element \( e \), \( B \) is the discrete symmetric gradient operator, i.e. such that \( \nabla^{(s)} u^h = B a \), and \( B_e \) collects its columns pertaining to the element \( e \), \( Q_e \) is the element compatibility matrix and \( G_e \) is the element stress-strain operator. In particular, the latter are defined by:

\[
Q_e = \int_{\Omega_e} P_e^T B_e d\Omega, \quad G_e = \int_{\Omega_e} E_e^T P_e d\Omega.
\]

(31)

The finite element solution is then obtained by taking the stationarity of the functional \( \mathcal{E}^h \). To this end, because the interpolation of strain and stress is inter-element discontinuous, the stationarity with respect to \( e_e \) and \( \beta_e \) can be imposed at element level and reads:

\[
0 = \int_{\Omega_e} E_e^T \partial e \Phi(e_e e_e) \, d\Omega - G_e \beta_e,
\]

\[
0 = -G_e^T e_e + Q_e a_e,
\]

(32)

whereas the vector of internal nodal forces results to be:

\[
\mathbf{q}_e^\text{int} = Q_e^T \beta_e,
\]

(33)

to be assembled at structural level for imposing global equilibrium as in standard displacement-based finite elements.

### 3.2 Enhanced strain functional

The ES functional can be derived from the HW functional (28) by considering strain fields of the form (34):

\[
\varepsilon = \nabla^{(s)} u + \tilde{\varepsilon},
\]

(34)

where \( \tilde{\varepsilon} \) is referred to as the enhanced part of the strain field. Accordingly, the ES functional results to be:

\[
\hat{\mathcal{E}} : V \times \hat{E} \times S \rightarrow \mathbb{R},
\]

\[
\hat{\mathcal{E}} = \int_{\Omega} \left\{ \Phi\left( \nabla^{(s)} u + \tilde{\varepsilon} \right) - \sigma \cdot \tilde{\varepsilon} \right\} \, d\Omega,
\]

(35)

with \( \hat{E} = [L^2(\Omega)]_{\text{Sym}}^{N_{\text{dim}} \times N_{\text{dim}}} \) as the ambient space of the enhanced part of the strain field. Moving on to the discrete formulation, let the interpolation spaces \( V^h \) and \( S^h \) be defined as in equations (29) and let the interpolated enhanced strain space \( \hat{E}^h \) be given by:

\[
\hat{E}^h = \{ \varepsilon^h \in \hat{E} \} = \hat{E}_e \varepsilon_e, \quad \varepsilon_e \in \mathbb{R}^{N_e}\},
\]

(36)

where \( \varepsilon_e \) is the vector collecting the element enhanced strain interpolation parameters and \( \hat{E}_e \) is the relevant element interpolation matrix. Accordingly, the discrete ES functional turns out to be:

\[
\hat{\mathcal{E}}^h : V^h \times \hat{E}^h \times S^h \rightarrow \mathbb{R},
\]

\[
\hat{\mathcal{E}}^h = \sum_{e=1}^{N_e} \left\{ \int_{\Omega_e} \Phi(B_e a_e + \hat{E}_e \varepsilon_e) d\Omega - \beta_e^T \hat{G}_e^T e_e \right\},
\]

(37)

in which the element stress-enhanced-strain field operator has been introduced by:

\[
\hat{G}_e = \int_{\Omega_e} \hat{E}_e^T P_e d\Omega.
\]

(38)

Proceeding as in the previous section, because enhanced strain and stress interpolations are discontinuous across element boundaries, the stationarity conditions of \( \hat{\mathcal{E}}^h \) with respect to \( \varepsilon_e \) and \( \beta_e \) can be imposed at element level, yielding:

\[
0 = \int_{\Omega_e} \hat{E}_e^T \partial e \Phi(B_e a_e + \hat{E}_e \varepsilon_e) d\Omega - \hat{G}_e \beta_e,
\]

\[
0 = \hat{G}_e^T \varepsilon_e,
\]

(39)

with the vector of element nodal internal forces:

\[
\mathbf{q}_e^\text{int} = \int_{\Omega_e} B_e^T \partial e \Phi(B_e a_e + \hat{E}_e \varepsilon_e) d\Omega,
\]

(40)

being evaluated in the same fashion of standard compatible formulations, provided the enhanced part of the strain is accounted for.

It is observed that the compatibility condition (39), which weakly constraints the enhanced part of the strain field to be vanishing, prescribes a compatibility requirement on strain and stress approximations. Indeed, two limit situations can be considered. In the original approach proposed in (39), \( L^2 \)-orthogonal interpolations of enhanced strain and stress fields are assumed. Hence, equation (40) is identically satisfied and the second term
in equation (39) vanishes. Accordingly, the stress parameters $\beta_e$ are effectively eliminated from the finite element formulation and the derivation of a stress recovery method becomes a central issue. Oppositely, in case the strain formulation and the derivation of a stress recovery technique is characterized by the following enhanced strain interpolation space:

$$E^h = \left\{ \tilde{\varepsilon}^h \in \bar{E} : \tilde{\varepsilon}^h \bigg|_{\Omega_e} = B^e_i a^i_e, \ a^i_e \in \mathbb{R}^{N_e} \right\},$$

where the columns of the matrix $B^e_i$ constitute a system of element-supported incompatible modes and the parameters $a^i_e$ denote the relevant element-level DOFs. Such description of the enhanced strain field will be exploited in Section 4.4 for the derivation of a suitable incompatible strain interpolation space. In fact, the latter is characterized by the following enhanced strain interpolation matrix and strain space. In particular, the strictest constraint possible, i.e. prescribing that $Q_e - Q_e = 0$, yields a variational consistent version of the $B$-bar procedure, as originally introduced in the context of nearly-incompressible media in (40).

Remark. As noted in [103], the ES formulation includes, as a particular case, the method of incompatible modes originally proposed in [76, 77, 75]. In fact, the latter is characterized by the following modified $B$-bar method under the assumption (40):

$$B = B - \bar{E}\left(\int_{\Omega} \bar{E}^T\bar{C}\bar{E}d\Omega\right)^{-1}\left(\int_{\Omega} \bar{E}^T\bar{C}\bar{B}d\Omega\right),$$

where it is recalled that $\bar{C}$ denotes the linear elastic material stiffness tensor.

Remark. An alternative version of the ES formulation, proposed in [76, 77, 75], is based on the following modification of the HW functional:

$$\tilde{\mathcal{E}} : V \times V \times \tilde{E} \times S \to \mathbb{R},$$

$$\tilde{\mathcal{E}} = \int_{\Omega} \left\{ \Phi(\varepsilon) - \sigma : (\varepsilon - \nabla\varepsilon)u - \tilde{\varepsilon} \right\} d\Omega,$$

and differs from the one in equation (35) for the weak enforcement of condition (44). Upon introducing interpolation spaces as in equations (2) and (3), the discrete version of functional $\tilde{\mathcal{E}}$ follows as:

$$\tilde{\mathcal{E}}^h = \sum_{e=1}^{N_e} \left\{ \int_{\Omega_e} \Phi(E_e e_e) d\Omega - \beta_e^T (Q_e - Q_e) a_e \right\}.$$

Its stationarity conditions with respect to $e_e$, $\beta_e$ and $\tilde{\varepsilon}_e$ are enforced at element level and read:

$$0 = (Q_e - Q_e) a_e,$$

whence the vector of element nodal internal forces is given by:

$$q_e^{\text{int}} = \int_{\Omega_e} B_e^T \partial_e \Phi(B_e a_e) d\Omega - (Q_e - Q_e)^T \beta_e.$$

Similarly to the ES formulation, the compatibility condition (15) can be interpreted as a constraint on the stress interpolation space for a given selection of the assumed strain space. In particular, the strictest constraint possible, i.e. prescribing that $Q_e - Q_e = 0$, yields a variational consistent version of the $B$-bar procedure, as originally introduced in the context of nearly-incompressible media in (40). In such a case the stress parameters $\beta_e$ are eliminated from the finite element formulation and a stress recovery method is needed. In Section 5.1.1 it will be shown that a variationally consistent stress recovery strategy is naturally furnished by the interpretation of $B$-bar methods with eliminated stresses as instances of a HW formulation with identical stress and strain interpolations. In particular, for linear material problems, the ES formulation with eliminated stresses can be interpreted as a $B$-bar method under the assumption (40):

$$B = B - \bar{E}\left(\int_{\Omega} \bar{E}^T\bar{C}\bar{E}d\Omega\right)^{-1}\left(\int_{\Omega} \bar{E}^T\bar{C}\bar{B}d\Omega\right),$$

as a particular case, the method of incompatible modes

$$\tilde{\mathcal{E}}^h = \sum_{e=1}^{N_e} \left\{ \int_{\Omega_e} \Phi(E_e e_e) d\Omega - \beta_e^T (G_e^T e_e - Q_e a_e - \tilde{G}_e^T \tilde{e}_e) \right\}.$$

As for the ES formulation (35), equation (50) turns out to be a constraint on the stress interpolation space for
a prescribed enhanced strain space. However, an \( L^2 \)-orthogonal selection would now cancel out the operator \( G_e \) from the discrete formulation, thus reducing such approach to classical HW functional discussed in Section 3.1.

Remark. For a direct comparison of the two ES formulations in equations (43) and (48), it is required eliminating the strain field \( \varepsilon \) from \( \tilde{E} \). Accordingly, a priori enforcing the infimum of \( \tilde{E} \) with respect to \( \varepsilon \), the following functional is obtained:

\[
\tilde{\Pi} : V \times \tilde{E} \times S \to \mathbb{R},
\]

\[
\tilde{\Pi} = \int_{\Omega} \left\{ -\Phi^*(\sigma) + \sigma \cdot \left( \nabla^{(s)} u + \tilde{\varepsilon} \right) \right\} \text{d}\Omega,
\]

with \( \Phi^* \) as the complementary incremental energy, defined in equation (9). Accordingly, a reduced version of a slightly more general functional is obtained:

an enhanced strain version of the HR functional to be discussed in Section 3.3.

3.3 Return map functional

In [92], Simo and coauthors proposed a CM finite element formulation for elastoplasticity, based on an explicit interpolation of the plastic multiplier in addition to displacements and stresses. Such formulation is here regarded as a reduced version of a slightly more general one, derived from the so-called return map functional, in which the overall plastic strain is assumed as primary variable. In particular, by taking the infimum of the generalized HW functional \( L \) with respect to the total strain \( \varepsilon \), the return map functional results in:

\[
R : V \times S \times I \to \mathbb{R},
\]

\[
R = \int_{\Omega} \left\{ -\varepsilon^*(\sigma, \mathcal{J}_n + \Delta \mathcal{J}) + D(\Delta \mathcal{J}) + \sigma \cdot \nabla^{(s)} u \right\} \text{d}\Omega,
\]

where the definitions of function \( \hat{\Phi} \), equation (10), and of Gibbs free energy, equation (11), have been used.

Aiming at the derivation of the CM functional explored in [92], perfect plasticity is considered for simplicity. Accordingly, the only internal variable is the plastic strain and the functional \( R \) reduces to:

\[
R = \int_{\Omega} \left\{ -\varepsilon^*(\sigma) + D(\Delta \varepsilon^p) + \sigma \cdot \left( \nabla^{(s)} u - \varepsilon^p_n - \Delta \varepsilon^p \right) \right\} \text{d}\Omega.
\]

The return map functional can be then represented by:

\[
\tilde{R} : V \times S \times L \times I \to \mathbb{R},
\]

\[
\tilde{R} = \int_{\Omega} \left\{ -\varepsilon^*(\sigma) + D(\Delta \lambda n) + \sigma \cdot \left( \nabla^{(s)} u - \varepsilon^p_n - \Delta \lambda n \right) \right\} \text{d}\Omega,
\]

subject to \( \Delta \lambda \geq 0, \quad \|n\| = 1 \),

where \( L = L^2(\Omega) \) is the ambient space of the plastic multiplier field. Because of the first-degree positive homogeneity of the dissipation potential, the unitary constraint on the plastic flow direction \( n \) amounts at a rescaling of the plastic multiplier \( \Delta \lambda \). Hence, a free minimization of \( \tilde{R} \) with respect to \( n \) can be enforced, yielding the CM functional:

\[
\hat{R} : V \times S \times L \to \mathbb{R},
\]

\[
\hat{R} = \int_{\Omega} \left\{ -\varepsilon^*(\sigma) + \sigma \cdot \left( \nabla^{(s)} u - \varepsilon^p_n \right) - \Delta \lambda I_\mathcal{K}(\sigma) \right\} \text{d}\Omega,
\]

subject to \( \Delta \lambda \geq 0 \).

It is recalled that \( I_\mathcal{K} \) denotes the indicator function of the elastic domain \( \mathcal{K} \), equation (19), thus implying the pointwise imposition of the plastic admissibility condition \( F(\sigma) \leq 0 \). The functional \( \hat{R} \) can be reformulated in terms of the yield function \( F \), instead of the elastic domain \( \mathcal{K} \). To this end, the stationary condition of \( \hat{R} \) with respect to the stress \( \sigma \) is considered:

\[
0 \in \delta_\sigma \hat{R} = \int_{\Omega} \left\{ -\partial_\sigma \varepsilon^*(\sigma) + \left( \nabla^{(s)} u - \varepsilon^p_n \right) - \Delta \lambda N_\mathcal{K}(\sigma) \right\} \cdot \delta \sigma \text{d}\Omega,
\]

resulting in a variational inclusion with \( N_\mathcal{K} \) as the normal cone of the yield locus \( \mathcal{K} \). On the basis of the normal cone representation in equation (22), the CM functional \( \hat{R} \) can be equivalently stated by [92]:

\[
\tilde{R} = \int_{\Omega} \left\{ -\varepsilon^*(\sigma) + \sigma \cdot \left( \nabla^{(s)} u - \varepsilon^p_n \right) - \Delta \lambda F(\sigma) \right\} \text{d}\Omega,
\]

subject to \( \Delta \lambda \geq 0, \quad F(\sigma) \leq 0, \quad \Delta \lambda F(\sigma) = 0 \).

For the discretization of functional \( \hat{R} \), displacement and stress interpolation spaces, \( V^h \) and \( S^h \) respectively, are given as in equations (23, 24, 25). Moreover, the following plastic multiplier interpolation space is introduced:

\[
L^h = \left\{ \Delta \lambda^h \in L : \Delta \lambda^h|_{\Omega_e} = L_e \Delta l_e, \quad \Delta l_e \in \mathbb{R}^{N_{\Delta \lambda}} \right\},
\]

where \( \Delta l_e \) is the vector collecting element plastic multiplier interpolation parameters and \( L_e \) is the matrix.
of the relevant interpolation functions, assumed to satisfy $L_c \geq 0$ in $\Omega_c$. Assuming the Gibbs free energy of a linear elastic material, the discrete CM functional results to be:

$$\mathcal{R}^h : V^h \times S^h \times L^h \to \mathbb{R},$$

$$\mathcal{R}^h = \sum_{e=1}^{N_e} \left\{ \frac{1}{2} \beta^T_e H_e \beta_e + \beta^T_e [Q_e a_e - (e^n_e)] - \Delta^T_l F(\beta_e) \right\},$$

subject to $\Delta^T_l \geq 0$

subject to $\Delta^T_l \geq 0$

where $Q_e$ is the element compatibility matrix introduced in equation (61), $H_e$ denotes the elastic compliance matrix:

$$H^T_e = \int_{\Omega_e} P^T_e (C^e)^{-1} P_e \, d\Omega,$$

and the following positions hold:

$$F(\beta_e) = \int_{\Omega_e} L^T_e F(P_e \beta_e) \, d\Omega,$$

$$(e^n_e) = \int_{\Omega_e} P^T_e e^p_n \, d\Omega,$$

respectively with the meaning of element yield function and element plastic strain at previous time step. Exploiting the element-supported interpolations of stress and plastic multiplier fields, the stationarity condition with respect to $\beta$ and the Kuhn-Tucker conditions with respect to $\Delta^T_l$ are imposed at element level:

$$0 = Q_e a_e - (e^n_e) - R(\beta_e) \Delta^T_l - H^T_e \beta_e,$$

$$L_e \Delta^T_l \geq 0, \quad F(\beta_e) \leq 0, \quad \Delta^T_T F(\beta_e) = 0,$$

with the element plastic flow operator defined as the derivative of the element yield function $F$ with respect to the stress parameters $\beta_e$:

$$R(\beta_e) = \frac{\partial F}{\partial \beta_e}(\beta_e) = \int_{\Omega_e} P^T_e \partial e F(P_e \beta_e) L_e \, d\Omega.$$

The vector of element nodal internal forces to be assembled at structural level for the imposition of structural equilibrium follows as the stationarity condition of $\mathcal{R}^h$ with respect to the element DOFs $a_e$:

$$q^\text{int}_e = Q^T_e \beta_e.$$

Distinctive feature of such a formulation, which has been deeply investigated also in recent contributions [11, 12, 13], is that the flow law is weakly imposed at element level, equation (63). On the other hand, plastic admissibility and consistency conditions, equations (63), can be either weakly or strongly imposed, depending on the selected interpolation of the plastic multiplier field, as it will be discussed in Section 4.3. Deep similarities can be here recognized with the problem of non-smooth multi-surface plasticity at material point level (for a review, see [46]), upon interpreting each component of the element yield function $F$ as parametrizing one surface of the multi-surface yield locus. In Section 5.3, such point of view will be exploited for the exposition of an element return mapping procedure resembling the integration scheme customarily adopted for the elastoplastic material state update.

### 3.4 Hallinger–Reissner functional

The classical HR functional can be derived by imposing the stationarity of the HW functional $\mathcal{E}$ with respect to the strain $\varepsilon$ (or equivalently, by imposing the stationarity of the return map functional $\mathcal{R}$ with respect to the increment of internal variable $\Delta^T$):

$$\Pi : V \times S \to \mathbb{R},$$

$$\Pi = \int_{\Omega} \{ -\Phi^*(\sigma) + \sigma \cdot \nabla^{(s)} u \} \, d\Omega,$$

where $\Phi^*$ is the incremental complementary energy defined in equation (49).

Introducing interpolation spaces $V^h$ and $S^h$ as in equations (50), the discrete HR functional becomes:

$$\Pi^h : V^h \times S^h \to \mathbb{R},$$

$$\Pi^h = \sum_{e=1}^{N_e} \left\{ \int_{\Omega_e} -\Phi^*(P_e \beta_e) \, d\Omega + \beta^T_e Q_e a_e \right\},$$

with $Q_e$ as the element compatibility matrix in equation (51). The stationary condition with respect to the stress parameters $\beta_e$ is imposed at element level, yielding:

$$0 = -\int_{\Omega_e} P^T_e \partial e \Phi^*(P_e \beta_e) \, d\Omega + Q_e a_e.$$

On the other hand, the stationarity with respect to the element nodal DOFs $a_e$ gives the definition of the vector of element nodal internal forces:

$$q^\text{int}_e = Q^T_e \beta_e,$$

to be assembled at structural level in order to impose global equilibrium equations.

It is observed that the present HR formulation differs from the CM functional discussed in Section 4.3 because of the local imposition of the flow law underlying the definition of the incremental complementary energy $\Phi^*$. Remark. A recent contribution tackling the elastoplastic structural problem by means of the HR functional is [85]. Therein an equivalent reformulation of the compatibility condition (65) is presented. In fact, recalling the inverse constitutive law (12), the following relationship holds true:

$$\partial e \Phi^*(P_e \beta_e) = \varepsilon = (C^e)^{-1} P_e \beta_e + e^p_n + \Delta^p_e(P_e \beta_e),$$

(70)
where the increment of plastic strain $\Delta \varepsilon^p$ is intended as a known function of the stress $\sigma$, i.e. obtained by solving the sup problem in the definition of the incremental complementary energy $\Phi^*$, equation (9). It is remarked that such function is well-defined only in case of hardening behavior (for example, see [67]). Accordingly, the compatibility condition (68) can be rewritten as:

$$0 = Q_e a_e - (e^n_e) - \Delta \varepsilon^p(\beta_e) - H^e \beta_e,$$  \hspace{1cm} (71)

with the discrete increment of plastic strain $\Delta \varepsilon^p$ depending on the stress parameters $\beta_e$ by:

$$\Delta \varepsilon^p(\beta_e) = \int_Q P^T \Delta \varepsilon^p(P_e \beta_e) \, d\Omega,$$  \hspace{1cm} (72)

whereas the elastic compliance matrix $H^e$ and the discrete plastic strain at previous time step $(e^n_e)$ have been introduced in equations (61) and (62), respectively.

### 4 Interpolation of unknown fields

The variational formulations investigated in Section 3 require the selection of suitable interpolation spaces for the relevant unknown fields. Here attention is restricted to the design of quadrilateral elements, which usually exhibit superior performances than triangular elements [7, 108] (a mathematical treatment of the issues raised by finite element approximation on quadrilateral meshes can be found in [7, 108]).

The starting point for a displacement interpolation is of course represented by standard Lagrangian approximation. Nevertheless, with the aim of conceiving a high-performance formulation, several potential improvements have been sought for in the literature. Among those, the introduction of corner rotational DOFs, initially explored by Allman [1], has been recognized as an attractive strategy to pursue intermediate accuracy between linear and quadratic elements with translations only [106, 2, 43, 78, 26, 25, 82, 80]. On the other hand, drilling DOFs are associated to zero-energy spurious modes that need to be suppressed, via a modification of underlying variational formulation [51, 44, 62] or an ad-hoc treatment of the relevant interpolation [51]. Alternatively to the introduction of drilling rotations, improved performances can be achieved by using bi-quadratic or serendipity quadrilaterals, which in turn require a larger number of DOFs [53, 34, 20, 52, 67].

The first example of independent stress interpolation traces back to the assumed stress rectangular element proposed by Pian [71]. In [74], Pian and Sumihara introduced a filter technique of the stress field approximation via incompatible displacement modes, which can be exploited for deriving stress interpolation spaces of arbitrary dimension. As a result, the popular 5-3 stress interpolation was proposed. Its applications, or slight modifications of its, are adopted in [92, 90, 12, 13, 49, 105].

In the line of hybrid element design, several authors have also considered the assumption of a self-equilibrated stress approximation, which allows to interpolate the displacement field just over the element boundary to impose boundary equilibrium [71, 103, 20, 51, 82, 52, 67].

In HW formulations, emphasis has been placed on the central role of strain interpolation to reproduce highly nonlinear effects, such as strain concentration, that are typical of inelastic structures. In this regard, two main strategies have been explored: to equally interpolate strain and stress fields or, alternatively, to assume a discontinuous strain interpolation within each finite element. The former approach, suggested by linear elastic applications and followed in [94, 104, 99], has the major advantage to result in a closed form numerical solution procedure at element level (Section 5.1.1). By contrast, though requiring an iterative element state determination scheme, the latter approach appears more promising in accurately capturing strain nonlinear distributions stemming from material nonlinearity, as shown in the context of beam problems (for instance, see [93, 97]). The extension to plane problems has been investigated in [92].

A strain enhancement is considered in ES formulations for deriving a rich and flexible strain approximation. Following the path originating from the incompatible displacement method introduced in [102], an enhanced strain interpolation space can be derived from selection of suitable incompatible displacement modes [95, 43, 33, 76, 77, 75]. Differently, Simo and Rifai proposed to assume an independent interpolation of the enhanced strain over the parent element and then to exploit the usual push-forward transformation between the parent element and the physical one to derive a frame-invariant approximation [90]. Actually, the two approaches are related to each other, for the existence of a displacement field corresponding to the assumed enhanced strains [90].

Finally, when dealing with CM formulations, a discretization of the plastic multiplier field is needed. Several choices have been considered in [92, 12, 11], each corresponding to a specific weak imposition of the flow law at element level.

In this section, some of the aforementioned discrete spaces are reviewed. Such exposition does not aim to be exhaustive or comprehensive, due to the noteworthy research effort in that direction. On the other hand, it is explicitly remarked that in the design of a mixed finite element, numerical stability requirements represent a strict compatibility constraint on the selection of interpolation of unknown fields (Section 3). Because interpolations are defined at element level, whenever no confusion may arise, subscript $e$ referring to an individual element is henceforth suppressed in order to avoid cumbersome notation.
4.1 Displacement

A brief review of the most commonly adopted interpolations for the displacement field is here presented. Let \( x_i = \{ x_i, y_i \} \) denote the coordinates of the typical node \( V_i \) in the element reference frame, and let \( u_i = \{ u_i, v_i \} \) denote the corresponding displacement vector. It is assumed that \( i = 1, \ldots, N_N \), with \( N_N \) as the number of element nodes. It is useful to introduce the two vectors collecting nodal coordinates and nodal displacements:

\[
\hat{x} = \{ x_1; \ldots; x_{N_N} \}, \quad a = \{ u_1; \ldots; u_{N_N} \}, \quad (73)
\]

in which the semicolon symbol stands for column stacking. Following the isoparametric concept in the finite element method and parametrizing the reference element by \( \xi = (\xi, \eta) \in [-1,1] \times [-1,1] \), the physical element geometry and the element displacement field are approximated by the same shape functions:

\[
x(\xi) = N(\xi) \hat{x}, \quad u(\xi) = N(\xi) a, \quad (74)
\]

where the displacement interpolation matrix \( N \) has the following structure:

\[
N = [ N_1 I_2 | \ldots | N_{N_N} I_2 ], \quad (75)
\]

with \( I_2 \) denoting the identity matrix of dimension 2 and the separator symbol denoting row concatenation. Adopting such notation, bilinear and quadratic serendipity isoparametric shape functions are discussed in the following.

4.1.1 Bilinear isoparametric interpolation

In the design of a four-node quadrilateral element (\( N_N = 4 \)), bilinear isoparametric interpolation is customarily adopted for the displacement field approximation (for example, see [74, 92, 90, 76, 12, 13, 87, 75]). The relevant shape functions are given by:

\[
N_1(\xi) = (1 - \xi)(1 - \eta)/4, \\
N_2(\xi) = (1 + \xi)(1 - \eta)/4, \\
N_3(\xi) = (1 + \xi)(1 + \eta)/4, \\
N_4(\xi) = (1 - \xi)(1 + \eta)/4. \quad (76)
\]

For future convenience, the corresponding Jacobian matrix is explicitly derived (for instance, see [87]):

\[
J(\xi) = \frac{\partial x}{\partial \xi}(\xi) = \begin{bmatrix} a_1 + a_2 \eta & b_1 + b_2 \eta \\ a_3 + a_2 \xi & b_3 + b_2 \xi \end{bmatrix}, \quad (77)
\]

where the following positions have been introduced:

\[
a_1 = (-x_1 + x_2 + x_3 - x_4)/4, \\
a_2 = (x_1 - x_2 + x_3 - x_4)/4, \\
a_3 = (-x_1 - x_2 + x_3 + x_4)/4, \\
b_1 = (-y_1 + y_2 + y_3 - y_4)/4, \\
b_2 = (y_1 - y_2 + y_3 - y_4)/4, \\
b_3 = (-y_1 - y_2 + y_3 + y_4)/4. \quad (78)
\]

4.1.2 Serendipity isoparametric interpolation

Serendipity isoparametric interpolation is a valuable choice for achieving quadratic convergence of the formulation, yet avoiding the internal DOFs needed in bi-quadratic interpolation. Assuming \( N_N = 8 \) as number of element nodes, and labelling corner nodes as 1–4 and mid-side nodes as 5–8, the corresponding shape functions result to be [108]:

\[
N_1(\xi) = (1 - \xi)(1 - \eta)(-1 - \xi - \eta)/4, \\
N_2(\xi) = (1 + \xi)(1 - \eta)(-1 + \xi - \eta)/4, \\
N_3(\xi) = (1 + \xi)(1 + \eta)(-1 + \xi + \eta)/4, \\
N_4(\xi) = (1 - \xi)(1 + \eta)(-1 - \xi + \eta)/4, \\
N_5(\xi) = (1 - \xi^2)(1 - \eta)/2, \\
N_6(\xi) = (1 + \xi)(1 - \eta^2)/2, \\
N_7(\xi) = (1 - \xi^2)(1 + \eta)/2, \\
N_8(\xi) = (1 - \xi)(1 - \eta^2)/2. \quad (79)
\]

The restriction of such functions to the element boundary amounts at a quadratic Lagrangian interpolation of the side displacements:

\[
\gamma_i(\zeta) = N_1(\zeta) x_i + N_2(\zeta) x_j + N_3(\zeta) x_k, \quad \zeta \in [-1,1], \\
u_i|_{\gamma_i}(\zeta) = N_1(\zeta) u_i + N_2(\zeta) u_j + N_3(\zeta) u_k, \quad \zeta \in [-1,1], \quad (80)
\]

where \( \gamma_i \) is the element side joining nodes \( V_i \) and \( V_j \), \( V_k \) denotes the mid-side node and the Lagrangian shape functions are:

\[
N_1(\zeta) = -(1 - \zeta)/2, \\
N_2(\zeta) = \zeta(1 + \zeta)/2, \\
N_3(\zeta) = (1 + \zeta)/2. \quad (81)
\]

In [67], the serendipity isoparametric interpolation (79) is used as geometric map, whereas the element boundary displacement interpolation [83] is adopted in conjunction with a self-equilibrated stress approximation.

4.2 Stress

The quadrilateral proposed by Pian and Sumihara in [74] represents a landmark formulation of an assumed stress
finite element. In particular, high popularity has been gained by the so-called 5-β stress interpolation and the related filter technique useful to eliminate undesired stress modes. An alternative, systematic strategy to derive a stress interpolation which also guarantees strong fulfillment of internal equilibrium equations, consists in resorting to Airy’s function approach [82, 52, 67]. In this section, some aspects of the stress approximation are considered. In the following, the ordering \( \sigma = \{ \sigma_x; \sigma_y; \tau_{xy} \} \) is adopted to represent the stress field in Voigt notation.

### 4.2.1 Pian-Sumihara stress interpolation

Referring to a general quadrilateral, the following complete linear approximation in the natural coordinates \( \xi \) is assumed as starting point in [74]:

\[
\begin{bmatrix}
1 & \xi & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & \xi & \eta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & \xi & \eta
\end{bmatrix}
\]

\[P(\xi) = \begin{bmatrix}
1 & \xi & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & \xi & \eta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & \xi & \eta
\end{bmatrix} \] (82)

In order to derive the Pian-Sumihara 5-β stress interpolation, the Pian filter technique is used. That exploits auxiliary displacement fields \( u_\lambda \), additional to the compatible displacements characterizing the formulation under consideration, to impose the following further equilibrium constraints:

\[
0 = \int_\Omega \sigma \cdot \nabla^{(s)} u_\lambda \, d\Omega. \tag{83}
\]

Such procedure yields an improvement of the equilibrium conditions, provided that (i) the auxiliary displacement fields are linearly independent from the displacement interpolation, and (ii) the auxiliary strain field has zero mean over the integration domain, in order to not modify the representation of homogeneous stresses [74, 10]. In particular, by selecting the auxiliary displacement field:

\[
u_\lambda(\xi) = N_\lambda(\xi) a_\lambda,
\]

\[N_\lambda = \begin{bmatrix} N_1^\lambda I_2 & N_2^\lambda I_2 \end{bmatrix}, \tag{84}\]

\[N_1^\lambda(\xi) = 1 - \xi^2, \quad N_2^\lambda(\xi) = 1 - \eta^2,
\]

with \( a_\lambda \) as free parameters, the descending stress interpolation reduces to [74]:

\[
\sigma(\xi) = P(\xi) \beta, \quad P(\xi) = \begin{bmatrix}
1 & 0 & 0 & a_1^\tau \eta & a_2^\tau \xi \\
0 & 1 & 0 & b_1^r \eta & b_2^r \xi \\
0 & 0 & 1 & a_1 b_1 \eta & a_2 b_2 \xi
\end{bmatrix}, \tag{85}\]

with \( a_1, \ldots, a_3, b_1, \ldots, b_3 \) given in equation (78).

**Remark.** An important point to be investigated in the design of a mixed finite element formulation is the dimension of the stress interpolation space \( N_{\sigma} \). In fact, the latter determines the strictness of the element compatibility constraint, and the larger it is, the stiffer the element is expected to be. Furthermore, the larger the number of stress interpolation parameters, the higher the computational cost turns out to be. In many cases, such arguments might motivate the choice to limit the dimension of stress interpolation space as much as possible, coherently with the need to suppress all deformation modes, thus resulting in an isostatic element. Then the Pian filter technique represents a useful tool for conceiving a stress interpolation space with desired dimension, starting from a complete interpolation up to a prescribed degree. Instances of such strategy are e.g. employed in [51, 67].

### 4.2.2 Self-equilibrated stress interpolation by Airy’s function approach

A systematic strategy for generating stress interpolation consists in using Airy’s function approach. Two main advantages can be highlighted. First, self-equilibrated stress modes are automatically derived, thus allowing interpolation of the displacement field only over the element boundary (hybrid elements) [51, 67]. Second, stress modes whose corresponding elastic strain is compatible can be selected at no further expense, thus improving element performances in materially linear problems [76, 52]. On the other hand, because the internal equilibrium condition is required to hold over the physical element, the stress interpolation has to be expressed in physical coordinates and some caution is necessary to guarantee frame-invariance. A possible strategy is described in [51], amounting at the introduction of a local element reference frame. In the following the physical point coordinates in such a frame are still denoted by \( x = \{ x, y \} \).

It is easily shown that the homogeneous modes:

\[
\{ 1; 0; 0 \}, \quad \{ 0; 1; 0 \}, \quad \{ 0; 0; 1 \}, \tag{86}\]

satisfy internal equilibrium and compatibility in linear problems. On the other hand, the only stress modes of degree \( n \geq 1 \) with the same properties are (for instance, see [20]):

\[
\{ y^n; 0; 0 \}, \quad \{ 0; x^n; 0 \}, \quad \{ 0; n x^{n-1} y; -x^n \}, \tag{87}\]

\[
\{ n x y^{n-1}; 0; -y^n \}.
\]

Accordingly, a complete interpolation of stress field up to degree \( n \) comprises \( 3 + 4n \) stress modes [67]. As discussed in Remark 4.2.1 the Pian filter technique can be then adopted to eliminate overabundant stress modes. Such strategy is for instance exploited in [20, 51, 52, 67].

### 4.3 Strain

Strain interpolation is required in HW formulations discussed in Section 3.1. Seeking for an approximation that
is at least suitable for linear elastic applications, a common choice consists in an interpolation identical to the one selected for the stress field. On the other hand, an accurate description of the possibly highly nonlinear spatial distribution of the strain field, as arising in nonlinear applications, can be addressed considering independent strain and stress approximations. In particular, a piecewise-constant interpolation is discussed. In the following, ordering \( \varepsilon = \{ \varepsilon_x; \varepsilon_y; \varepsilon_{xy} \} \) is adopted for representing the strain field in Voigt notation.

### 4.3.1 Identical strain-stress interpolation

Though stress and strain approximations do not need to satisfy any condition [76], the selection of identical interpolations appears as a reasonable choice in order to ensure high accuracy at least in linear elastic problems (e.g. see [100, 77, 69]). Accordingly, the numbers of stress and strain parameters coincide, i.e. \( N_\sigma = N_\varepsilon \), and the strain interpolation matrix is chosen to be:

\[
E = P.
\]

As a consequence, the stress-strain operator \( G \), defined in equation (31), and involved in both the element compatibility and constitutive relationships, equations (92) or (50) in Section 3.1.3, is a square symmetric matrix. In Section 5.1.1 it will be shown that a closed-form procedure is available for the state element determination within a HW formulation with identical strain-stress interpolation, under the assumption that such a matrix is invertible, i.e. that the stress interpolation matrix \( P \) has full-column rank. Moreover, the equivalence with the assumed strain formulation with eliminated stresses discussed in Remark 3.2 is highlighted.

### 4.3.2 Piecewise-constant strain interpolation

A piecewise-constant strain interpolation is adopted within each finite element in [67]. Such a choice is motivated by the possible highly nonlinear spatial distribution of the strain field, as inherited from the spatial behaviour of internal variables (for instance, plastic strain in an elastoplastic medium). That distribution might be better captured by a discontinuous, piecewise-constant, rather than, e.g., by a smooth, a priori fixed, polynomial interpolation. Similar choices are explored for beam elements in [73, 67] and for membrane elements, referring to the plastic multiplier, in [11, 12].

For introducing the strain interpolation, a partition of the typical element into \( N_d \) subdomains \( \Omega_d \) is considered by the image through the reference map of an analogous partition of the parent element (a particular choice might be to subdivide the parent element into \( N_d \) equal-sized square subdomains [67]). The strain approximation is assumed to be constant over each subdomain \( \Omega_d \) with value \( e_d = \{ (\varepsilon_x)_d; (\varepsilon_y)_d; (\varepsilon_{xy})_d \} \), whence the dimension of the strain interpolation space results \( N_\varepsilon = 3N_d \), and the relevant interpolation parameters can be collected into the \( N_\varepsilon \times 1 \) vector:

\[
e = \{ e_1; \ldots; e_{N_d} \}.
\]

The strain interpolation matrix can be then expressed by:

\[
E = [ \chi_1 I_3 \mid \ldots \mid \chi_{N_d} I_3 ],
\]

in which \( \chi_d \) is the characteristic function of subdomain \( \Omega_d \) and \( I_3 \) is the identity matrix of dimension 3. Accordingly, the stationary conditions (32) gets simplified into:

\[
0 = \partial_\varepsilon \Phi(e_d) - P_d \beta,
\]

\[
0 = -\sum_{d=1}^{N_d} P_d^T e_d |\Omega_d| + Qa,
\]

with \( |\Omega_d| \) as the area of the element subdomain \( \Omega_d \) and \( P_d \) as the averaged stress interpolation matrix \( P \) over \( \Omega_d \):

\[
P_d = \frac{1}{|\Omega_d|} \int_{\Omega_d} P d\Omega.
\]

**Remark.** It is worth noticing that the piecewise-constant strain interpolation reduces constitutive equations (31) to material state update problems over each element subdomain. Unfortunately, no advantage can be directly derived from such a simple structure, because these equations are coupled to each other by compatibility conditions (91)2. Conversely, potential convergence difficulties might be expected for the solution of a large-dimension system of coupled nonlinear and nonsmooth equations. That observation motivates the iterative procedure proposed in [67] and reviewed in Section 5.5, amounting at solving the material state update problems in an uncoupled fashion.

**Remark.** As a possible development of the present setting, a piecewise-linear strain interpolation might be considered within each finite element. Though in that case the constitutive equations pertaining to a single element subdomain are coupled to each other, the iterative procedure proposed in [67] might be exploited to solve at least the subdomain equations in an uncoupled format.

### 4.4 Enhanced strain

An interpolation of the enhanced strain field is required in the ES formulation presented in Section 3.2. A customary strategy for its design consists in the derivation from a prescribed incompatible displacement field, *de facto* following the method of incompatible modes originally proposed in [103]. Accordingly, for the incompatible displacement field given by:

\[
u^i(\xi) = N^i(\xi) a^i,
\]

where \( a \) are the vector displacement degrees of freedom (DOFs), \( N \) is the interpolation matrix, and \( I \) is the identity matrix, the strain interpolation space is considered as the union of the strain interpolation space associated with the prescribed incompatible displacement field, and the strain interpolation space associated with the prescribed compatible displacement field. The strain interpolation matrix can be then expressed as:

\[
E = [ E^{i, p} \mid E^{i, c} ]
\]

where \( E^{i, p} \) is the strain interpolation matrix associated with the incompatible displacement field, and \( E^{i, c} \) is the strain interpolation matrix associated with the compatible displacement field. The strain interpolation matrix associated with the compatible displacement field can be then expressed as:

\[
E^{i, c} = P^{i, c}.
\]

As a consequence, the stress-strain operator \( G \), defined in equation (31), and involved in both the element compatibility and constitutive relationships, equations (92) or (50) in Section 3.1.3, is a square symmetric matrix. In Section 5.1.1 it will be shown that a closed-form procedure is available for the state element determination within a HW formulation with identical strain-stress interpolation, under the assumption that such a matrix is invertible, i.e. that the stress interpolation matrix \( P \) has full-column rank. Moreover, the equivalence with the assumed strain formulation with eliminated stresses discussed in Remark 3.2 is highlighted.
the enhanced strain interpolation follows as:

\[ \varepsilon'(\xi) = B'(\xi) a^i, \]
\[ B'(\xi) = J^{-T}(\xi) \nabla^{(s)}_{\xi} N^i(\xi) = \frac{1}{J(\xi)} J^*(\xi) \nabla^{(s)}_{\xi} N^i(\xi) \]  

(94)

where \( J \) is the gradient of the isoparametric map \( x = x(\xi) \), \( J = \det J \) and \( J^* \) is the cofactor matrix of \( J \).

An alternative approach for the selection of the enhanced strain interpolation is proposed in \[90\]. As starting point, an arbitrary interpolation matrix \( \tilde{E}_\xi \) is defined in isoparametric space. Then, interpreting the isoparametric map \( x = x(\xi) \) as a deformation, the interpolation matrix in physical space \( \tilde{E} \) is derived by a push-forward of the interpolation matrix in isoparametric space \( \tilde{E}_\xi \):

\[ \varepsilon(\xi) = \tilde{E}(\xi) \varepsilon, \]
\[ \tilde{E}(\xi) = J^{-T}(\xi) \tilde{E}_\xi(\xi) J^{-1}(\xi). \]  

(95)

Such transformation guarantees the existence of an incompatible displacement field in isoparametric space \( u^i \) such that, via equation (23), the same enhanced strain interpolation matrix is derived in physical space, i.e. \( \tilde{B}^i = \tilde{E} \) \[90\].

**Remark.** The original choice of the incompatible displacement functions \( u^i \) traces back to the work by Wilson and his coauthors \[102\], where it is assumed that:

\[ N^i_1(\xi) = \begin{bmatrix} N^2_1 I_2 & N^2_2 I_2 \end{bmatrix}, \]
\[ N^i_1(\xi) = 1 - \xi^2, \quad N^i_2(\xi) = 1 - \eta^2. \]  

(96)

However in \[93\] it is observed that the constant strain patch test cannot be satisfied when using the exact gradient of such incompatible shape functions. Accordingly the following approximate gradient operator is used \[97\]:

\[ \tilde{B}^i(\xi) = \frac{J(0)}{J(\xi)} J^*(0) \nabla^{(s)}_{\xi} N^i(\xi). \]  

(97)

and, correspondingly, equation (55) is modified in \[90\]:

\[ \tilde{E}(\xi) = \frac{J(0)}{J(\xi)} J^{-T}(0) \tilde{E}_\xi(\xi) J^{-1}(0), \]  

(98)

Enhanced strain interpolations that can be set within such framework are adopted e.g. in \[76, 77, 75\].

**Remark.** As discussed in Section 3.2, the assumption of \( L^2 \)-orthogonality between stress and enhanced strain interpolations is a sufficient condition for eliminating the stress parameters \( \beta \) from the ES formulation. In addition, a sufficient condition for the constant patch test satisfaction is the enhanced strain interpolation matrix \( \tilde{E} \) to have vanishing average over the physical element \[51\]. Both conditions can be enforced after representations \[61\] or \[65\] are derived.

### 4.5 Plastic multiplier

As a peculiar feature of the CM formulation discussed in Section 4.3, the plastic flow law is weakly enforced at element level. Conversely pointwise or element imposition of plastic admissibility and plastic consistency conditions can be tuned on the basis of the interpolation adopted for the plastic multiplier field. In this section, particular choices explored in the literature are detailed.

#### 4.5.1 Pointwise or quadrature-point Dirac-delta interpolation

In the original formulation of the CM formulation, proposed in \[92\], a pointwise interpolation of the plastic multiplier field is considered, whence conditions \[63\] can be written as:

\[ 0 = Qa - e_n^p - \int_\Gamma P^T \partial \sigma F(P \beta) \Delta \lambda d\Omega - H^e \beta, \]
\[ \Delta \lambda \geq 0, \quad F(\sigma) \leq 0, \quad \Delta \lambda F(\sigma) = 0. \]  

(99)

In practice, numerical quadrature is employed for evaluating integrals and the plastic admissibility condition is pointwise enforced only at quadrature points. Accordingly, denoting by \( \{x_1, \cdots, x_{N_q}\} \) the set of element quadrature points and \( \{w_1, \cdots, w_{N_q}\} \) the set of corresponding quadrature weights, it follows that:

\[ 0 = Qa - e_n^p - \sum_{g=1}^{N_q} R_g(\beta) \Delta \lambda_g w_g - H^e \beta, \]
\[ \Delta \lambda_g \geq 0, \quad F_g(\beta) \leq 0, \quad \Delta \lambda_g F_g(\beta) = 0, \]  

(100)

where:

\[ F_g(\beta) = F(P_g \beta), \]
\[ R_g(\beta) = \frac{\partial F_g(\beta)}{\partial \beta} = P_g^T \partial \sigma F(P_g \beta), \]  

(101)

are respectively introduced for yield function and plastic flow operator at quadrature point \( x_g \). It is remarked that plastic admissibility and plastic consistency conditions are pointwise enforced at quadrature points, whereas an element flow law is involved.

**Remark.** An alternative choice investigated in \[92\] amounts at a quadrature-point Dirac-delta interpolation for the interpolation of the plastic multiplier, i.e. to the following interpolation matrix:

\[ L(x) = [\delta_1(x), \cdots, \delta_{N_q}(x)], \]  

(102)

where \( \delta_g(x) = \delta(x - x_g) \) and \( \delta \) denotes the Dirac delta measure (centered at the origin). As a consequence, conditions \[63\] result to be:

\[ 0 = Qa - e_n^p - \sum_{g=1}^{N_q} R_g(\beta) \Delta \lambda_g - H^e \beta, \]
\[ \Delta \lambda_g \geq 0, \quad F_g(\beta) \leq 0, \quad \Delta \lambda_g F_g(\beta) = 0, \]  

(103)
Equations (105) only differ from conditions (101) for the presence of the quadrature weights \( w_g \) in the plastic flow term of compatibility relationship. In particular, in the case that a \( 2 \times 2 \) quadrature is used over the element \( (w_g = 1) \), the two discretizations coincide.

### 4.5.2 Piecewise-constant interpolation

Another strategy, explored in [12], consists in a piecewise constant interpolation on the element subdomains \( \Omega_d \), \( d = 1, \ldots, N_d \), defined as in Section 4.3.2. In such a case, the plastic multiplier interpolation matrix is:

\[
L(x) = [\chi_1(x), \ldots, \chi_{N_d}(x)],
\]

where it is recalled that \( \chi_d \) denotes the characteristic function associated to the element subdomain \( \Omega_d \). Correspondingly, conditions (103) boil down to:

\[
\begin{align*}
0 &= Qa - e^p_n - \sum_{d=1}^{N_d} R_d(\beta) \Delta l_d |\Omega_d| - H^p \beta, \\
\Delta l_d &\geq 0, \quad F_d(\beta) \leq 0, \quad \Delta l_d F_d(\beta) |\Omega_d| = 0,
\end{align*}
\]

(105)

in which:

\[
\begin{align*}
F_d(\beta) &= \frac{1}{|\Omega_d|} \int_{\Omega_d} F(P \beta) d\Omega, \\
R_d(\beta) &= \frac{\partial F_d(\beta)}{\partial \beta} = \frac{1}{|\Omega_d|} \int_{\Omega_d} P^T \partial \beta F(P \beta) d\Omega,
\end{align*}
\]

(106)

respectively denote the mean values of the element yield function and of the element plastic flow operator over the element subdomain \( \Omega_d \). Neither the plastic admissibility nor the plastic consistency conditions are imposed pointwise.

**Remark.** As a particular instance of the piecewise-constant interpolation, constant interpolation of the plastic multiplier can be considered over the finite element subdomains \( [11] \). As a consequence, i.e. assuming \( N_d = 1 \), the plastic multiplier interpolation matrix results to be \( L(x) = [1] \), whence the system of equation (105) reduces to:

\[
\begin{align*}
0 &= Qa - e^p_n - R(\beta) \Delta l |\Omega| - H^p \beta, \\
\Delta l &\geq 0, \quad F(\beta) \leq 0, \quad \Delta l F(\beta) |\Omega| = 0,
\end{align*}
\]

(107)

where it is intended that \( \Omega = \Omega_1 \), \( \Delta l = \Delta l_1 \), \( F(\beta) = F_1(\beta) \) and \( R(\beta) = R_1(\beta) \). A significant difference can be here highlighted in comparison to the other discussed plastic multiplier approximations. In fact, because of the one-parameter interpolation, the element yield function loses its vector form and reduces to an element-avaraged counterpart of the (material) yield function. That allows for a great simplification of the numerical solution strategy of CM functional discrete problem, as discussed in Remark 5.3.1.

### 5 Numerical solution strategy

In this section, attention is devoted to numerical schemes employed for the solution of the discrete structural problems resulting from the mixed methods in Sections 3 and 4.

Apart for intrinsic differences due to the different underlying variational formulations, the common feature of continuous displacement interpolation across element boundaries and element-supported interpolation of additional fields (stress, strain, enhanced strain, plastic multiplier), implies the feasibility of a common displacement driven architecture for the solution strategy. In particular, two levels of solution can be recognized. At element level, additional fields parameters can be statically condensed out for given nodal DOFs and element nodal forces can be consequently computed. Such procedure is referred to as element state determination. Conversely, at structural level, global equilibrium equations, which involve the nodal forces (obtained assembling element contributions) as a function of nodal DOFs, are enforced. Yet the separation of the two levels of solution will be alluded to for the sake of clarity in the following developments, it should not be overemphasized, as there will emerge numerical schemes that tend to blur element and structural levels. In this regard, the key point consists in choosing whether the element state determination has to be fulfilled up to prescribed tolerance or element residuals relevant to the additional fields are allowed to be assembled at structural level.

In general, it is desirable that a numerical algorithm is **accurate, robust and efficient**. Several numerical solution strategies have been proposed in the literature for the solution of the element state determination problems under consideration. Specifically, the following approaches can be distinguished:

1. **Closed-form solutions**;
2. **Newton’s method**;
3. **Element return mapping**;
4. **Mathematical programming**;
5. **Nodal-force-based algorithm**.

Closed-form solutions are generally out of reach when considering mixed methods for inelastic structures. In fact, the only instance deals with a HW formulation with identical stress-strain interpolation [69], which is shown to be equivalent to a B-bar formulation with eliminated stresses, and hence substantially consists in a displacement-based formulation.

Newton’s method represents of course the mainstream option for the solution of nonlinear systems of equations, resulting especially attractive for its local asymptotic quadratic rate of convergence. Indeed, except for mathematical programming strategy, Newton’s method is involved, at least in disguise, in all the numerical approaches here listed. Nevertheless, its direct applica-
tion results in a robust procedure just for ES formulations [88, 90, 76, 77, 75] and HR formulations [84, 87].

Contrarily, referring to CM formulations, the element compatibility equation along with element plastic admis-
sibility and consistency conditions amount to a problem analogous to non-smooth multi-surface plasticity at ma-
terial point level. In particular, a direct application of Newton’s method is precluded because no reliable pre-
diction can be made on the set of active constraints.

In [92] [11] [12], an element return mapping strategy is adopted, resembling the classical elastic predictor-plastic
 corrector scheme employed in elastoplasticity. Accord-
ingly, in the plastic corrector stage, Newton’s iterations
 are performed as a nested loop within the iterations for
determining the set of active constraints.

An alternative approach resorts to a rephrasing of the
discrete problem in a closest-point-projection format and
to the adoption of numerical algorithms from mathemat-
ical programming [49, 57, 12, 13]. In fact, if during the
nineteen-eighties simplex method and its derivatives were
the only possibilities for the solution of general mathe-
matical programs, suffering from a significant increase in
computational effort for increasing problem size, many
appealing new methods of optimization are now avail-
able and represent a competitive option [19].

In case of a HW formulation, the coupled structure of
quite many nonlinear and nonsmooth constitutive equa-
tions makes the element state determination problem a
difficult task to be accomplished through a direct ap-
plication of Newton’s method. That difficulty is even
more pronounced if a strain interpolation space of large
dimension is involved, as desirable for a more accurate
description of the strain field at element level. A possible
remedy is offered by the iterative procedure, here referred
to as nodal-force-based algorithm, presented in [67]
and inspired by the techniques discussed in [67, 92, 63, 84, 66].
Relying on a piecewise constant strain interpolation, that
procedure allows for independent solution of as many ma-
terial state update problems as the number of element
subdomains, thus reducing the computational cost which
stems from coupled nonlinear constitutive equations, and
mitigating convergence difficulties of Newton’s method.

In the following, the listed approaches are analyzed
and discussed adopting the notation introduced in Sec-
tions 3 and 4.

5.1 Closed-form solutions

A closed-form solution of the element state determina-
tion problem, i.e. a solution not requiring any element
iteration, is generally unfeasible for mixed formulation
concerning inelastic structures. However, when consid-
ering a HW formulation with identical strain-stress in-
terpolation, the method reduces to a B-bar formulation
and such a closed-form procedure can be devised.

5.1.1 Hu–Washizu formulation with identical
stress-strain interpolation

The procedure developed in [69] is here reviewed. As
for identical strain-stress interpolation, the stress-strain
operator $G$ introduced in equation (31) results to be
a square symmetric matrix of dimension $N_a = N_e$ (see
Section 4.3.1). Assuming it to be invertible, i.e. the stress
interpolation matrix $P$ to have full-column rank, the ele-
ment compatibility condition (32) can be solved for the
strain parameters $e$, yielding:

$$ e = G^{-T}Qa, \quad (108) $$

whence the stress parameters $\beta$ follow from the element
constitutive equations (92):

$$ \beta = G^{-1} \int_\Omega E^T \partial_\varepsilon \Phi \left( EG^{-T}Qa \right) d\Omega. \quad (109) $$

Finally, the element internal forces $q^{\text{int}}$ can be derived
from the element equilibrium equations (83):

$$ q^{\text{int}} = Q^T G^{-1} \int_\Omega E^T \partial_\varepsilon \Phi \left( EG^{-T}Qa \right) d\Omega, \quad (110) $$

and the element consistent stiffness matrix, to be used
at structural level for the imposition of the global equi-
librium, follows from their differentiation with respect to
the element nodal DOFs $a$:

$$ K = Q^T G^{-1} \left[ \int_\Omega E^T \partial_{\varepsilon\varepsilon} \Phi \left( EG^{-T}Qa \right) E \right] G^{-T}Q. \quad (111) $$

Remark. Considering the assumed strain formulation
discussed in Remark 3.2 under the assumption of stress
elimination ($Q = \bar{Q}$), the element internal forces $q^{\text{int}}$ and
the element stiffness matrix $K$ follow from equation (109):

$$ q^{\text{int}} = \int_\Omega B^T \partial_\varepsilon \Phi (Ba) d\Omega, \quad (110) $$

$$ K = \int_\Omega B^T \partial_{\varepsilon\varepsilon} \Phi (Ba) B d\Omega. \quad (112) $$

By comparison of expressions (110) and (111) with equa-
tions (112), it can be concluded that HW formulations
with identical stress-strain interpolation are equivalent
to assumed strain formulations with eliminated stresses
provided the B-bar matrix is given by:

$$ B = EG^{-T}Q. \quad (113) $$

A crucial advantage of the HW setting is that the stress
parameters $\beta$ can be directly computed from equation
(109), with no need of ad-hoc stress recovery procedures,
as required in assumed strain formulations. In turn, from
the point of view of assumed strain methods, the selec-
tion of the B-bar matrix in equation (111) ensures the
formulation to be variationally consistent in the sense of
88. In fact, it is easily checked that $Q = \bar{Q}$. 
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5.2 Newton’s method

Newton’s method represents the main option for the solution of the element state determination problem, offering local asymptotic quadratic rate of convergence. However, its direct application results in a robust procedure only when considering ES and HR formulations, as detailed in this section.

5.2.1 Enhanced strain formulation

The solution procedure of element state determination equations in ES formulations, as proposed in [90], is here presented. In particular, referring to the discussion in equations in ES formulations, as proposed in [90], is here presented. In particular, referring to the discussion in Section 3.2 it is assumed that \( L^2 \)-orthogonal interpolation of enhanced strain and stress fields has been selected, whence equation (39) is identically satisfied and the stress parameters \( \beta \) are not being explicitly involved in equation (39). The latter equation is solved by means of Newton’s method for the unknown enhanced strain parameters \( \bar{e} \). Starting from the residual formulation:

\[
0 = r_{\bar{e}} = \int_{\Omega} \tilde{E}^T \partial_{\bar{e}} \bar{\Phi}(Ba + \tilde{E}\bar{e}) \, d\Omega, \tag{114}
\]

the solution approximation at \( j \)-th iteration is given by the following linearized equation:

\[
r_{\bar{e}}^{j+1} \approx r_{\bar{e}}^j + K_{\bar{e}}(\bar{e}^j) (\bar{e}^{j+1} - \bar{e}^j) = 0, \tag{115}
\]

in which the enhanced strain stiffness matrix is introduced by:

\[
K_{\bar{e}}(\bar{e}) = \int_{\Omega} \tilde{E}^T \partial_{\bar{e}}^2 \bar{\Phi}(Ba + \tilde{E}\bar{e}) \tilde{E} \, d\Omega. \tag{116}
\]

When the convergence is reached within a fixed tolerance, the element nodal internal forces \( q_{\text{int}} \) are computed from equation (40) and standard assembling procedure yields structural equilibrium residuum. The element consistent stiffness matrix to be used in its linearization reads:

\[
K = K_u + K_{\bar{e},u}^T \frac{\partial \bar{e}}{\partial a}, \tag{117}
\]

where \( K_u \) and \( K_{\bar{e},u} \) respectively denote the compatible strain stiffness matrix and the coupling enhanced-compatible strain stiffness matrix, defined by:

\[
K_u(\bar{e}) = \int_{\Omega} B^T \partial_{\bar{e}}^2 \bar{\Phi}(Ba + \tilde{E}\bar{e}) B \, d\Omega, \tag{118}
\]

\[
K_{\bar{e},u}(\bar{e}) = \int_{\Omega} \tilde{E}^T \partial_{\bar{e}}^2 \bar{\Phi}(Ba + \tilde{E}\bar{e}) \tilde{E} B \, d\Omega.
\]

For the computation of the derivative of the enhanced strain parameters \( \bar{e} \), equation (114) is differentiated:

\[
\frac{\partial \bar{e}}{\partial a} = -K_{\bar{e}}^{-1} K_{\bar{e},u} \tag{119}
\]

whence it is obtained that:

\[
K = K_u - K_{\bar{e},u}^T K_{\bar{e}}^{-1} K_{\bar{e},u}. \tag{120}
\]

Remark. As stresses do not explicitly enter the element equations (114), their recovery at element level is required. A variationally consistent procedure valid in case of linearly elastic material and based on a least-square formulation is discussed in [90].

Remark. In [76], [77], [75] Newton’s method of solution is applied to the ES formulation (39). In particular, under the assumption of equal stress and strain interpolations, equation (38), the compatibility equation (60) can be solved for the strain parameters \( e \), whence equations (50) _1,3_ constitute a nonlinear system in the unknowns stress parameters \( \beta \) and enhanced strain parameters \( \bar{e} \).

5.2.2 Hallinger–Reissner formulation

Referring to the HR formulation discussed in Section 3.2 and considering in particular an elastoplastic structural problem (see Remark 3.1), two numerical solution strategies hinged on Newton’s method are proposed in [86, 87]. Specifically, the two approaches share the use of Newton’s method at structural level, but differ on the choice to solve exactly or not, at each structural iteration, the element equations (71). In this section, such schemes are briefly reviewed and compared to each other.

In [86], an exact solution, i.e. up to prescribed tolerance, of element equations is pursued by local Newton’s iterations. To this end, after recasting equations (71) in residual format:

\[
0 = r_{\sigma} = Qa - e_n^p - \Delta e^p(\beta) - H^e\beta, \tag{121}
\]

linearization with respect to the unknown stress parameters \( \beta \) is performed:

\[
r_{\sigma}^{j+1} \approx r_{\sigma}^j - H^{ep}(\beta^j) (\beta^{j+1} - \beta^j) = 0. \tag{122}
\]

Here the elastoplastic compliance matrix is introduced by:

\[
H^{ep}(\beta) = H^e + \frac{\partial \Delta e^p}{\partial \beta}(\beta), \tag{123}
\]

the derivative of the discrete increment of plastic strain \( \Delta e^p \) with respect to the stress parameters \( \beta \) following from equation (72):

\[
\frac{\partial \Delta e^p}{\partial \beta}(\beta) = \int_{\Omega} P^T \frac{\partial \Delta e^p}{\partial \sigma}(P\beta) P \, d\Omega. \tag{124}
\]

After convergence is reached, the element internal nodal forces \( q_{\text{int}} \) are computed by means of the element equilibrium equations (69), and standard assembling procedure is carried out for imposing structural equilibrium. In particular, observing that from equation (121) the derivative of the stress parameters \( \beta \) with respect to the DOFs \( a \) is given by:

\[
\frac{\partial \beta}{\partial a} = \left( H^{ep}\right)^{-1} Q, \tag{125}
\]
the element consistent tangent stiffness matrix can be derived from the element equilibrium equations \( \tilde{r}_u = 0 \):

\[
K = Q^T (H^{\text{ep}})^{-1} Q. \tag{126}
\]

Though the idea that structural equilibrium has to be imposed on a configuration which already satisfies element level equations is customarily accepted in computational mechanics, one main concern can be raised. Accordingly, the nonlinear system constituted by structural equilibrium equations and element compatibility conditions is tackled in the following residual form:

\[
0 = r_u = A_{e=1}^{N_e} \left( Q^e \beta_e \right), \tag{127}
\]

\[
0 = (r_\sigma)_e = Q_e \alpha_e - (e_\text{p})_e - \Delta e_\text{p}^e (\beta_e) - H_e^e \beta_e,
\]

where \( A \) stands for the standard assembling operator of finite element method and the subscript \((\bullet)_e\) refers to element level variables. Upon linearizing with respect to the unknown displacement and stress parameters, respectively \( a \) and \( \beta_e \), \( e = 1, \ldots, N_e \), and denoting by \( j \) the iteration index, it results that:

\[
r_u^{j+1} = r_u^j + A_{e=1}^{N_e} \left[ Q^e \left( \beta_e^{j+1} - \beta_e^j \right) \right] = 0, \tag{128}
\]

\[
(r_{\sigma})_e^{j+1} = (r_{\sigma})_e^j + Q_e (\alpha_{e}^{j+1} - \alpha_e^j) - H_e^e (\beta_e^j) \left( \beta_e^{j+1} - \beta_e^j \right) = 0.
\]

In particular, exploiting the local character of the stress interpolation, the element compatibility conditions can be solved for the stress parameters:

\[
\beta_e^{j+1} - \beta_e^j = \left[ H_e^e (\beta_e^j) \right]^{-1} \left[ (r_{\sigma})_e^j + Q_e (\alpha_{e}^{j+1} - \alpha_e^j) \right], \tag{129}
\]

and the substitution in the structural equilibrium equations yields:

\[
a^{j+1} = a^j - \left[ A_{e=1}^{N_e} K_e^e \right]^{-1} r_u^j, \tag{130}
\]

where the consistent element stiffness matrix \( K_e^e \) has the same expression given in equation (126) and a modified global residuum is introduced by:

\[
\tilde{r}_u = r_u^j + A_{e=1}^{N_e} Q^e \left[ H_e^e (\beta_e^j) \right]^{-1} (r_{\sigma})_e^j. \tag{131}
\]

It is worth noting that the modified global residuum \( \tilde{r}_u \) accounts for both the contributions arising from the unbalanced stress state \( r_u \) and from the incompatible strains at the element level \((r_{\sigma})_e \), which can be interpreted as inducing an unbalanced pre-stress. A possible drawback of such solution strategy is that, because the element equations are not exactly satisfied, substituting the relevant results in the global equilibrium equations make them deeply nonlinear in the unknown nodal DOFs. Consequently, the robustness of the algorithm might be worsened and a larger number of structural iterations might be necessary for achieving convergence.

### 5.3 Element return mapping

Within the context of a CM variational formulation (Section 5.3.1), the solution at element level of the compatibility equation (63) (involving a weak enforcement of the plastic flow law) and of the plastic admissibility conditions (63) can be performed by resorting to an elastic predictor/plastic corrector strategy, as inspired by the procedure customarily adopted for the integration of the elastoplastic evolution equations (for instance, see [46]).

In [92], an algorithm assuming pointwise interpolation of the plastic multiplier field (Section 4.5.1) and von Mises yield criterion is proposed. A natural generalization of that approach is here discussed.

#### 5.3.1 Elastic predictor/plastic corrector algorithm

The elastic predictor stage consists in the computation, from equation (63), of the trial stress corresponding to the assumption of no plastic evolution, i.e. for \( \Delta \lambda = 0 \):

\[
\beta^{tr} = (H^e)^{-1} (Q a - e_\text{p}). \tag{132}
\]

In case the trial stress turns out to be plastically admissible, that is condition (63) holds true:

\[
F(\beta^{tr}) \leq 0, \tag{133}
\]

the loading is purely elastic and the solution is found:

\[
\beta = \beta^{tr}, \quad \Delta \lambda = 0. \tag{134}
\]

Contrarily, a plastic correction has to be computed on the basis of the trial stress \( \beta^{tr} \). Similarly to the problem of non-smooth multi-surface plasticity at material point level (e.g., see [53]), the enforcement of the plastic admissibility conditions (63) requires explicitly introducing the set of active plastic multipliers:

\[
I_{\text{act}} \left\{ i \in I \mid |(\Delta \lambda)_i| > 0 \right\}, \tag{135}
\]

where \( I = \{1, \ldots, N_\lambda\} \). On the other hand, as the set \( I_{\text{act}} \) is unknown and cannot be predicted by means of its trial counterpart:

\[
I_{\text{act}}^{tr} \left\{ i \in I \mid \left| F(\beta^{tr}) \right|_i > 0 \right\}, \tag{136}
\]

an iterative procedure has to be carried out [91]. Denoting by \( k = 0, 1, \ldots \) the last iteration index, equations (63) are solved assuming the active set to be \( I_{\text{act}}^{tr} \).
(initialized by \( I^0_{\text{act}} = I^\text{tr}_{\text{act}} \)):
\[
0 = H^e (\beta^{k+1} - \beta^i) + R (\beta^{k+1}) \Delta l^{k+1},
\]
\[
0 = \left[ F (\beta^{k+1}) \right]_i, \quad i \in I^k_{\text{act}},
\]
\[
0 = \left[ \Delta l^{k+1} \right]_i, \quad i \in I \setminus I^k_{\text{act}},
\]
thus resulting in a nonlinear system of dimension \( N_\sigma + N_\Delta \) in the unknown stresses \( \beta^{k+1} \) and plastic multipliers \( \Delta l^{k+1} \). Provided equations (137) are substituted in the remaining ones, such nonlinear system reduces to dimension \( N_\sigma + N^k_\Delta \), with \( N^k_\Delta = \# I^k_{\text{act}} \), in the unknown stresses \( \beta^{k+1} \) and active plastic multipliers \( \Delta l^{k+1} \):
\[
0 = r^{k+1}_\sigma = H^e (\beta^{k+1} - \beta^i) + R (\beta^{k+1}) \Delta l^{k+1},
\]
\[
0 = r^{k+1}_\Delta = F (\beta^{k+1}),
\]
(138)
in which \( F (\beta^{k+1}) \) of \( F \) [resp., \( R \)] is the subvector [resp., sub-matrix] of \( F \) [resp., \( R \)] identified by \( I^k_{\text{act}} \). Adopting Newton’s method of solution, with \( j \) as the iteration index, a sequence of approximations of the solution is derived by the linearized system:
\[
r^{k+1,j+1}_\sigma \approx r^{k+1,j}_\sigma + H^{e,p} (\beta^{k+1,j} + \Delta l^{k+1,j}) (\beta^{k+1,j+1} - \beta^{k+1,j}) + R (\beta^{k+1,j}) (\Delta l^{k+1,j+1} - \Delta l^{k+1,j}) = 0,
\]
\[
r^{k+1,j+1}_\Delta \approx r^{k+1,j}_\Delta + R (\beta^{k+1,j} + \Delta l^{k+1,j}) (\beta^{k+1,j+1} - \beta^{k+1,j}) = 0.
\]
(139)
Here, the elastoplastic compliance matrix has been introduced as:
\[
H^{e,p} (\beta, \Delta l) = H^e + \frac{\partial R}{\partial \beta} |\Delta l|,
\]
with the derivative of the element plastic flow operator contracted with the plastic multiplier (component-wise) given by:
\[
\left[ \frac{\partial R}{\partial \beta} (\beta) |\Delta l| \right]_{id} = \left( \int_\Omega \left[ P \right]_{pi} \left[ \partial^2_{\sigma \sigma} F (P \beta) \right]_{pq} \left[ P \right]_{qj} \left[ E \right]_{lk} \text{d}\Omega \right) |\Delta l|_k,
\]
(141)
summation over repeated indices understood. Once convergence has been reached within a prescribed tolerance in Newton’s iterations, the relevant solution, i.e. the stress and plastic multiplier parameters, \( \beta^{k+1} \) and \( \Delta l^{k+1} \) respectively, are checked to fulfill the plastic admissibility conditions:
\[
\left[ \Delta l^{k+1} \right]_i \geq 0, \quad i \in I^k_{\text{act}},
\]
\[
\left[ F (\beta^{k+1}) \right]_i \leq 0, \quad i \in \{1, \ldots, N_\Delta \} \setminus I^k_{\text{act}}.
\]
(142)
If such is the case, the solution has been found. Contrarily, the set of active plastic multipliers is updated in:
\[
I^{k+1}_{\text{act}} = \left\{ i \in I \setminus I^k_{\text{act}} \mid \left[ F (\beta^{k+1}) \right]_i > 0 \right\} \cup \left\{ i \in I^k_{\text{act}} \mid \left[ \Delta l^{k+1} \right]_i > 0 \right\},
\]
(143)
and next iteration is performed.

It is observed that the present element return mapping procedure couples the plastic behavior of all quadrature points to each other, irrespectively of the particular interpolation adopted for the plastic multiplier [92]. In fact, even for a pointwise imposition of the plastic admissibility condition (Section 4.5.1), if yielding occurs at any quadrature point, the entire element flows plastically to fulfill the element compatibility.

Remark. In [91] a condition different from equation (143) is given for the update of the set of active plastic multipliers, namely:
\[
I^{k+1}_{\text{act}} = \left\{ i \in I^k_{\text{act}} \mid \left[ \Delta l^{k} \right]_i > 0 \right\},
\]
(144)
whence it follows that \( I^{k+1}_{\text{act}} \subset I^{k+1}_{\text{act}} \subset \cdots \subset I^0_{\text{act}} = I^\text{tr}_{\text{act}} \). However, a simple counterexample, showing that the final set of active constraints may not be a subset of the active constraints determined by the predictor, is presented in [12]. In fact, a component of the element yield function that was non-negative at the previous iteration might become strictly positive at the current one. Such a possibility is accounted for by the first set in equation (143).

Remark. The present elastic predictor/plastic corrector algorithm results to be greatly simplified in the case of constant interpolation of the plastic multiplier field (Remark 4.5.2), as discussed in [11] for a material with von Mises yield criterion. In fact, referring to the discrete problem (107), the element yield function \( F \) boils down to the scalar \( F \) and the character of non-smooth multisurface plasticity vanishes. Consequently, if plastic loading occurs, the algorithm reduces to Newton’s method iterations corresponding to equations (139).

5.3.2 Consistent tangent stiffness matrix

After the stress and plastic multiplier parameters, \( \beta \) and \( \Delta l \) respectively, have been determined, the element
forces $q^{\text{int}}$ are computed from the equilibrium equation (147). Accordingly, the consistent element stiffness operator $K$ is given by:

$$K = Q^T \frac{\partial \beta}{\partial a},$$  \hspace{1cm} (145)$$

and requires the computation of the derivative of the stress parameters $\beta$ with respect to the nodal DOFs $a$. In case of purely elastic loading, from equations (132) and (134), it results that:

$$K = Q^T (H^c)^{-1} Q.$$  \hspace{1cm} (146)$$

Conversely, if element plastic flow occurs, differentiation of equations (138) yields:

$$0 = H^p \partial^2 \frac{\partial \beta}{\partial a} - Q + R_{\text{act}}(\beta) \frac{\partial \Delta l_{\text{act}}}{\partial a},$$

$$0 = R_{\text{act}}^T(\beta) \frac{\partial \beta}{\partial a},$$ \hspace{1cm} (147)$$

where equation (132) has been used. By solving equation (147) for $\partial \beta/\partial a$ and substituting the result in equation (147), it follows that:

$$\frac{\partial \Delta l_{\text{act}}}{\partial a} = W_{\text{act}}^{-1} R_{\text{act}}^T (H^p)^{-1} Q,$$ \hspace{1cm} (148)$$

with the following position:

$$W_{\text{act}} = R_{\text{act}}^T (H^p)^{-1} R_{\text{act}}.$$  \hspace{1cm} (149)$$

Finally, from equation (147) the derivative of the stress parameters $\beta$ with respect to the nodal DOFs $a$ turns out to be:

$$\frac{\partial \beta}{\partial a} = (H^p)^{-1} \left[ I_{N_a} - R_{\text{act}} W_{\text{act}}^{-1} R_{\text{act}}^T H^p \right] Q,$$ \hspace{1cm} (150)$$

with $I_{N_a}$ as the identity matrix of dimension $N_a$, whence the consistent element stiffness matrix can be derived from equation (145):

$$K = Q^T (H^p)^{-1} \left[ I_{N_a} - R_{\text{act}} W_{\text{act}}^{-1} R_{\text{act}}^T H^p \right] Q.$$ \hspace{1cm} (151)$$

5.4 Mathematical programming

An alternative strategy to the element return mapping algorithm for the solution of the CM formulation equations is derived by observing that compatibility and plastic admissibility conditions (133) can be recast in the following nonlinear optimization problem:

maximize $\beta$ \hspace{1cm} \(-\frac{1}{2} (\beta - \beta^T)^T H^c (\beta - \beta^T)$$

subject to $F(\beta) \leq 0.$

As corresponding to the convex projection of the trial stress $\beta^T$ onto the elastic domain given by $F(\beta) = 0$, such formulation complies with standard closest-point-projection schemes adopted for the elastoplastic material state update. In the following two optimization techniques, i.e. interior point algorithms and sequential quadratic programming, are discussed as solution method of problem (152).

5.4.1 Interior-point algorithms

Interior-point (IP) methods tackle the nonlinear optimization problem (152) by (i) converting the inequality constraints into equalities, provided a slack variable has been added, and (ii) introducing a penalty term into the objective function for the slack variable to be strictly positively restricted [19]. Accordingly, the modified problem turns out to be:

$$\text{maximize } \{\beta, s\} \hspace{1cm} \left\{ -\frac{1}{2} (\beta - \beta^T)^T H^c (\beta - \beta^T) + \mu \sum_{i=1}^{N_{\Delta \lambda}} \log s_i \right\}$$

subject to $F(\beta) + s = 0,$ \hspace{1cm} (153)$$

where $s$ is the slack variable, $\mu$ is an arbitrarily small positive constant and $\mu \log s_i$ is the so-called logarithmic barrier function. The associated Lagrangian reads:

$$L(\beta, \Delta l, s) = -\frac{1}{2} (\beta - \beta^T)^T H^c (\beta - \beta^T)$$

$$- \Delta l^T [F(\beta) + s] + \mu \sum_{i=1}^{N_{\Delta \lambda}} \log s_i,$$

and its optimality conditions are given by:

$$0 = r_\sigma = H^c (\beta - \beta^T) + R(\beta) \Delta l,$$

$$0 = r_{\Delta \lambda} = F(\beta) + s,$$

$$0 = r_s = \mu S^{-1} 1 - \Delta l,$$

where $S = \text{diag } s$ and $1$ is a vector of ones. It is remarked that equations (155) also imply the plastic admissibility conditions (132) up to small positive constants. In fact, as $s > 0$ for the presence of the logarithmic barrier and $\mu > 0$, also $\Delta l > 0$; moreover, $\Delta l^T F(\beta) = -N_{\Delta \lambda} \mu.$

Within the standard primal-dual IP method, Newton’s iterations are applied to the optimality conditions (154). Specifically, at $j$-th iteration the following linearized system has to be solved:

$$\begin{pmatrix}
    r_\sigma^{j+1} \\
    r_{\Delta \lambda}^{j+1} \\
    r_s^{j+1}
\end{pmatrix} \approx \begin{pmatrix}
    r_\sigma^j \\
    r_{\Delta \lambda}^j \\
    r_s^j
\end{pmatrix} +$$

$$\begin{pmatrix}
    H^p(\beta^T, \Delta l^T) \\
    R_T(\beta^T) \\
    0
\end{pmatrix} \begin{pmatrix}
    \beta^{j+1} - \beta^j \\
    \Delta l^{j+1} - \Delta l^j \\
    0
\end{pmatrix} = \begin{pmatrix}
    0 \\
    0 \\
    (S^j)^{-1} (s^{j+1} - s^j)
\end{pmatrix},$$ \hspace{1cm} (156)$$
where $I_{N\Delta\lambda}$ is the identity matrix of dimension $N\Delta\lambda$ and the elastoplastic compliance matrix $H^p_l(\beta, \Delta l)$ has been introduced in equation (140). IP methods take their name from the limitation imposed on the increments ($\Delta l^{j+1} - \Delta l^j$) and ($s_i^{j+1} - s_i^j$) to derive strictly positive updated approximations. Accordingly, a maximum allowable step length $\omega$ is introduced by:

$$
\omega = \max\{\omega_{\Delta\lambda}, \omega_s\},
$$

$$
\omega_{\Delta\lambda} = \max_{\Delta l^{j+1} < \Delta l^j} \left\{ -\frac{\Delta l^j}{\Delta l^{j+1} - \Delta l^j} \right\},
$$

$$
\omega_s = \max_{s_i^{j+1} < s_i^j} \left\{ -\frac{s_i^j}{s_i^{j+1} - s_i^j} \right\},
$$

in conjunction with the update rules:

$$
\beta^{j+1} = \beta^j + \varrho \omega (\beta^{j+1} - \beta^j),
$$

$$
\Delta l^{j+1} = \Delta l^j + \varrho \omega (\Delta l^{j+1} - \Delta l^j),
$$

$$
\omega_s = \max_{s_i^{j+1} < s_i^j} \left\{ -\frac{s_i^j}{s_i^{j+1} - s_i^j} \right\},
$$

where $\varrho$ is a relaxation parameter usually chosen to be close to unity, e.g. $\varrho \approx 0.95-0.9995$ [49]. An important aspect for the performances of IP methods is the application, as the algorithm proceeds, of a convenient reduction rule to the barrier parameter $\mu$. In fact, fast reduction may induce a loss of convergence, whereas slow reduction may induce a large number of iterations. In [49], the following reduction rule is considered:

$$
\mu^{j+1} = \eta \frac{\delta^j}{N\Delta\lambda}, \quad \delta^j = (s^j)^T \Delta l^j,
$$

with $\eta \approx 0.2-0.7$. Nevertheless, the authors suggest a simple modification of the IP methods based on the assumptions that $\mu = 0$, $\varrho = \omega = 1$ and after each iteration $\Delta l^{j+1}$ and $s_i^{j+1}$ are corrected as:

$$
\Delta l^{j+1} = \max\{\Delta l^{j+1}, \varepsilon_{\Delta\lambda}\},
$$

$$
s_i^{j+1} = \max\{s_i^{j+1}, \varepsilon_s\},
$$

with $\varepsilon_{\Delta\lambda} \approx 10^{-9} - 10^{-12}$ and $\varepsilon_s \approx 10^3 \varepsilon_{\Delta\lambda}$. The consistent tangent stiffness matrix can be finally derived as discussed in Section 5.3.2.

Remark. As proposed in [49], the IP algorithm at hand can be directly applied to the solution of structural equilibrium equations, i.e. of the system comprising the local nonlinear optimization problems (152) and the global equilibrium equations (obtained from the element internal forces given in equation (155) by standard assembly procedure). Accordingly, the following nonlinear optimization problem is considered at structural level:

$$
\min_{\beta_e} \max_a \left\{ a^T \left[ A_n e_i Q_e^T \beta_e - q^{\text{ext}} \right] \right\}
$$

$$
- \sum_{e=1}^{N_e} \left[ \frac{1}{2} \beta_e H e \beta_e + \beta_e^T (e_n^p) e \right]
$$

$$
\text{subject to } F(\beta_e) \leq 0, \quad e = 1, \ldots, N_e,
$$

and its IP-modified version results to be:

$$
\min_{\beta_e} \left\{ a^T \left[ A_n e_i Q_e^T \beta_e - q^{\text{ext}} \right] \right\}
$$

$$
- \sum_{e=1}^{N_e} \left[ \frac{1}{2} \beta_e H e \beta_e + \beta_e^T (e_n^p) e \right]
$$

$$
+ \mu \sum_{i=1}^{N\Delta\lambda} \log(s_e)i
$$

$$
\text{subject to } F(\beta_e) + s_e = 0, \quad e = 1, \ldots, N_e.
$$

As claimed by the authors [49], the solution of such system of equations by Newton’s method yields a novel optimization point of view in elastoplasticity. In fact, the tradition of satisfying exactly (up to prescribed tolerance) the local constitutive equations at the end of each structural iteration is broken in favor of the rule-of-thumb, well established in optimization community, that is desirable to have all residuals converging at comparable rates.

5.4.2 Sequential quadratic programming

The sequential quadratic programming (SQP) approach aims at constructing a sequence of approximations of the solution of the nonlinear optimization problem (152), denoted ($\beta^j, \Delta l^j$), by iterative linearization of its constraints. Apart from inessential constants in the objective functions, the following quadratic programming (QP) problem is considered for a given iterative solution $\beta^j$:

$$
\max_{\Delta\beta} -\frac{1}{2} \Delta\beta^T H^e \Delta\beta - \Delta\beta^T H^e (\beta^j - \beta^{\text{ref}})
$$

$$
\text{subject to } F(\beta^j) + R^T (\beta^j) \Delta\beta \leq 0,
$$

whence the updated solution follows as $\beta^{j+1} = \beta^j + \Delta\beta$. In [12], it is suggested to solve such QP problem by using the Goldfarb-Idnani dual active set method [35], which is highly efficient and, at no extra cost, furnishes the algorithmic tangent operator relative to each iteration. Moreover, a line search algorithm is employed to enforce global convergence of the algorithm [64].

Remark. With a point of view similar to the one in Remark 5.4.1, the solution of the structural nonlinear optimization problem (161) through the so-called equality-constraint sequential quadratic programming (EC-SQP) is proposed in [13]. The algorithm consists in two stages: (i) to estimate the active inequality constraints and (ii) to solve the equality constrained quadratic program resulting by considering only the predicted active constraints.
In particular, the estimation of the set of active constraints is derived by a single iteration of the SQP in the local optimization problems (163). Consequently, a single Newton’s method iteration is performed at structural level to obtain the updated approximation of the solution. The convergence is achieved in case relevant residuals do not exceed prescribed tolerances and conditions (142), concerning the fulfillment of constraint equations, are met.

Some observations are in order for such an algorithm. First, a noteworthy aspect of the procedure is that, because of their linearity, the equilibrium equations at element level are exactly satisfied at each iteration. Accordingly, at each iteration the algorithm tries to satisfy the plastic admissibility condition by searching the solution among the equilibrated ones. Second, it may be noted that performing the stage (i) of the algorithm aims at deriving an intermediate improved prediction of the set of active constraint between two consecutive Newton’s iterations. In [13], the authors state that an improved estimate of the set of active constraints, as obtained by performing more than one iteration in stage (i), is not significant for the robustness of the algorithm. On the other hand, an approach that can be regarded as a particular instance of the algorithm under consideration, though not presented in the framework of nonlinear optimization, is proposed in [67] and prescribes the complete elimination of the stage (i).

5.5 Nodal-force-based algorithm

When considering a HW formulation, the need for an accurate description of the strain field might lead to a quite large dimension of the strain interpolation space. Consequently, a direct application of Newton’s method might results not satisfactorily robust for the solution of the element level are exactly satisfied at each iteration. Unfortunately, because compatibility condition (169)2 couples the unknown strains involved in the nonlinear and nonsmooth constitutive equations (169)1, a direct application of Newton’s method cannot guarantee satisfactory robustness.

5.5.1 Filtering out rigid body motions

The following developments presuppose the mapping of nodal DOFs into internal force vector, \( \mathbf{a} \rightarrow \mathbf{q}^{\text{int}} \), to be invertible. Because rigid body motions do not contribute to incremental energy, that is not the case. Nevertheless, a homomorphism \( \Pi \), whose kernel is composed by rigid body motions, can be chosen into the space of nodal DOFs \( \mathbf{a} \):

\[
\mathbf{\pi} = \Pi \mathbf{a}.
\]

Such operator behaves as a filter, mapping the nodal DOFs \( \mathbf{a} \) into their purely deformational counterpart \( \mathbf{\pi} \). Accordingly, a congruence relation, whose equivalence classes are nodal DOFs \( \mathbf{a} \) differing by a rigid body motion, is introduced. The canonical map onto the induced quotient space and the typical equivalence class are respectively denoted by \( \Pi \) and \( \lambda \):

\[
\lambda = \Pi \mathbf{a}.
\]

By the first isomorphism theorem, the quotient space is isomorphic to the image of \( \Pi \), whence there exists an isomorphism \( V \) such that:

\[
\mathbf{\pi} = V \lambda.
\]

Denoting by \( N_i \) the number of element rigid body mode, it follows that \( \mathbf{\pi} \) is a \( N_u \)-components vector, whereas \( \lambda \) can be regarded as a \((N_u - N_i)\)-component vector of deformational parameters.

Exploiting such a framework, the nodal DOFs are replaced by their filtered counterparts (correspondence law \( a \rightarrow \mathbf{\pi} \)) in stationary conditions (91), and correspondingly equation (83) is intended to yield the element forces work-conjugated to the filtered nodal DOFs \( \mathbf{\pi} \), to be denoted by \( \mathbf{\pi}^{\text{int}} \). The element forces \( \mathbf{q}^{\text{int}} \) and \( \lambda^{\text{int}} \), respectively work-conjugated to the nodal DOFs \( \mathbf{a} \) and to the deformational parameters \( \lambda \), can be then derived by energy equivalence:

\[
\delta \mathbf{a}^T \mathbf{q}^{\text{int}} = \delta \lambda^T \mathbf{q}^{\text{int}} = \delta \mathbf{\pi}^T \mathbf{\pi}^{\text{int}},
\]

whence, exploiting equations (165) and (166), it follows that:

\[
\mathbf{q}^{\text{int}} = \Pi^T \lambda^{\text{int}}, \quad \lambda^{\text{int}} = V^T \mathbf{\pi}^{\text{int}}.
\]

It is pointed out that, differently from the mappings \( \mathbf{\pi} \rightarrow \mathbf{\pi}^{\text{int}} \) and \( \mathbf{a} \rightarrow \mathbf{q}^{\text{int}} \), the mapping \( \lambda \rightarrow \lambda^{\text{int}} \) turns out to be invertible, and this will be instrumental in Section 5.5.2.

5.5.2 Iterative solution algorithm

Upon filtering out rigid body motions by the technique discussed in the previous section, the stationary conditions of HW formulation with piecewise-constant strain interpolations (91) become:

\[
0 = \partial_{\mathbf{e}} \Phi(e_d) - \mathbf{P}_d \beta,
\]

\[
0 = \sum_{d=1}^{N_d} \mathbf{P}_d e_d \Omega_d - Q V \lambda.
\]

In the standard displacement-driven architecture of finite element computer programs, the nodal DOFs \( \mathbf{a} \), and hence the deformational parameters \( \lambda \) descending from equation (165), are known at element level. Let \( \lambda \), denote that actual value, where the index “s” stands for “solution”. Accordingly, the system of \((N_u + N_e)\) equations (169) can be solved with respect to stress and strain parameters, respectively \( \beta \) and \( e_d, d = 1, \ldots, N_d \). Unfortunately, because compatibility condition (169)2 couples the unknown strains involved in the nonlinear and nonsmooth constitutive equations (169)1, a direct application of Newton’s method cannot guarantee satisfactory robustness.
Basic idea of the nodal-force-based algorithm is to interpret the deformational parameters \( \lambda \) as depending on their work-conjugated nodal forces \( q_{\lambda}^{\text{int}} \), where the latter descend from equations (165) and (168):

\[
q_{\lambda}^{\text{int}} = (QV)^T \beta. \tag{170}
\]

Consequently, the following nodal compatibility condition has to be imposed:

\[
r(q_{\lambda}^{\text{int}}) = \lambda(q_{\lambda}^{\text{int}}) - \lambda_u = 0, \tag{171}
\]

the mapping \( q_{\lambda}^{\text{int}} \mapsto \lambda \) being defined through equations (165) and (170). It is remarked that such a definition is well-posed because the \((N_u - N_i) \times (N_u - N_i)\) matrix \( QV \) is invertible. Thus, by means of element equilibrium (170), the stress parameters \( \beta \) can be computed as:

\[
\beta = (QV)^{-T} q_{\lambda}^{\text{int}}. \tag{172}
\]

Then, the element subdomain constitutive equations (169) can be solved for the unknown strains \( e_d \) by inversion of material constitutive law. Here, the assumption of strictly convex stress potential \( \Phi \) is exploited. Recalling equation (12), the inverse constitutive law is expressed in terms of the incremental complementary energy \( \Phi^* \), whence:

\[
e_d = \partial_\sigma \Phi^*(P_d \beta), \tag{173}
\]

Finally, internal compatibility equation (169) yields the deformational parameters \( \lambda \):

\[
\lambda = (QV)^{-1} \sum_{d=1}^{N_d} T_d^T e_d|\Omega_d|. \tag{174}
\]

The key advantage of the present algorithm is the possibility to solve the constitutive equations at each element subdomain independently from each other, thus mitigating convergence difficulties and reducing computational cost. On the other hand, the same numerical techniques used for the enforcement of direct material model can be used for its inversion at no further computational cost (see Remark 2.2 and 67).

Equation (171) is finally solved by adopting Newton’s method. Denoting by \( j \) the iteration index and exploiting the implicit function theorem, the following sequence of approximations for the solution \( q_{\lambda}^{\text{int}} \) is derived:

\[
(q_{\lambda}^{\text{int}})^{j+1} = (q_{\lambda}^{\text{int}})^j - \left[ \frac{\partial q_{\lambda}^{\text{int}}}{\partial \lambda} \right] (\lambda^j - \lambda_u), \tag{175}
\]

where \((q_{\lambda}^{\text{int}})^0\) is assumed to be the relevant quantity at the end of the previous Newton structural iteration. After convergence has been achieved through such approximating sequence, the element forces \( q^{\text{int}} \) are computed from equation (168):

### 5.5.3 Consistent tangent stiffness matrix

For the computation of the derivative of element nodal forces \( q_{\lambda}^{\text{int}} \) with respect to deformational parameters \( \lambda \), element equilibrium (172) yields:

\[
\frac{\partial q_{\lambda}^{\text{int}}}{\partial \lambda} = (QV)^T \frac{\partial \beta}{\partial \lambda}, \tag{176}
\]

and requires the computation of the derivative of stress interpolation parameters \( \beta \). To this end, element subdomain constitutive equations (175) give:

\[
\frac{\partial e_d}{\partial \lambda} = \partial^2_\sigma \Phi^*(P_d \beta) T_d \frac{\partial \beta}{\partial \lambda}. \tag{177}
\]

On the other hand, internal compatibility equations (174) imply the following linear relationships between the derivatives of strains \( e_d \) at element subdomains:

\[
I_{(N_u - N_i)} = (QV)^{-1} \sum_{d=1}^{N_d} T_d^T \frac{\partial e_d}{\partial \lambda}|\Omega_d|, \tag{178}
\]

where \( I_{(N_u - N_i)} \) is the identity matrix of dimension \((N_u - N_i)\). Using equations (174), (178), it is a simple matter to check that the derivative of element nodal forces \( q_{\lambda}^{\text{int}} \) turns out to be:

\[
\frac{\partial q_{\lambda}^{\text{int}}}{\partial \lambda} = (QV)^T H^{-1} (QV), \tag{179}
\]

where \( H \) is the element compliance operator:

\[
H = \sum_{d=1}^{N_d} T_d^T \partial^2_\sigma \Phi^*(P_d \beta) T_d|\Omega_d|. \tag{180}
\]

Finally, the consistent element stiffness operator \( K \), i.e. the derivative of the element forces \( q^{\text{int}} \) with respect to nodal DOFs \( a \) follows from conditions (165), (168) and (179):

\[
K = \Pi^T \frac{\partial q_{\lambda}^{\text{int}}}{\partial \lambda} \Pi. \tag{181}
\]

### 6 Numerical stability

For a mixed formulation to be numerically stable, interpolation spaces of displacement and additional fields need to enjoy the compatibility requirements expressed by the ellipticity and the inf–sup conditions of Babuška and Brezzi [7, 12].

Especially the strictness of the latter has motivated the twofold focus of researchers to modify mixed formulations in order to circumvent stability issues or to explore the stability of newly proposed elements. Among stabilization techniques proposed to achieve stable elements irrespective of the inf–sup condition, it is worth mentioning Galerkin least square stabilization [42], bubble enrichment of displacement field [7, 13, 11] and variational multi-scale formulations [21, 22, 23]. On the other hand,
an analytical proof of mixed element stability would be
an indisputable achievement. However, apart from few
cases (for instance, see [24]), such a result is usually
difficult to be accomplished. Accordingly, interest has also
been devoted to the derivation of a reliable numerical test
to draw a prediction of element stability, aiming to be a
mixed-method counterpart of the patch test used in stan-
dard displacement based formulations (for instance, see
[96]). Bathe and co-authors have proposed a test which
involves the discrete operators relevant to the vari-
aional formulation under investigation [24, 8]. Exploiting
this test strategy for the structural discrete problem
[96]), Bathe and co-authors have proposed a test which
involves the discrete operators relevant to the vari-
aional formulation under investigation [24, 8]. Exploiting
this test strategy for the structural discrete problem

\[ a(x, \delta x) + b(\delta x, y) = \langle f, \delta x \rangle_{X^*} \]  
\[ b(x, \delta y) = \langle g, \delta y \rangle_{Y^*}, \]  
\[ \forall \delta x, \delta y \in X, Y. \]  

(183)

in the unknown \((x, y) \in X \times Y\). In particular, by the
Riesz representation theorem, the bilinear forms \(a\) and \(b\)
can be also represented in terms of two continuous linear
operators:

\[ A : X \to X^*, \quad \langle Ax_1, x_2 \rangle_X = a(x_1, x_2), \quad \forall x_1, x_2 \in X, \]  
\[ B : X \to Y^*, \quad \langle Bx, y \rangle_Y = b(x, y), \quad \forall x \in X, \forall y \in Y. \]  

(184)

whence problem (183) is equivalent to:

\[ Ax + B^*y = f, \]  
\[ Bx = g. \]  

(185)

Here \(B^* : Y \to X^*\) denotes the adjoint operator of \(B\), i.e. the (unique) operator such that \(\langle Bx, y \rangle_Y = \langle x, B^*y \rangle_X\), \(\forall x \in X, \forall y \in Y\). Henceforth, the two for-
muulations (183) and (185) are considered the same and
one or the other is used according to the convenience of
the moment.

With the position \(K = \ker B\), sufficient conditions for
problem (183) to have a unique solution for any \(f \in X^*\)
and \(g \in Y^*\) are:

\[ \exists \alpha > 0 : a(x, x) \geq \alpha \|x\|_X^2, \quad \forall x \in K, \]  
\[ \exists \beta > 0 : \inf_{y \in Y} \sup_{x \in X} \frac{b(x, y)}{\|x\|_X \|y\|_Y} \geq \beta. \]  

(186)

Condition (185), requires the bilinear form \(a\) to be coercive
on \(K\). Conversely, condition (185) implies the operator \(B^*\) to be
bounded, and hence injective and with closed range. A detailed proof of this result can be found in [15].

To derive a mixed finite element approximation of
problem (183), an increasing sequence of (finite-dimen-
sional) interpolation spaces \(X^h \subset X\) and \(Y^h \subset Y\),
with \(h \to 0\) as a mesh parameter, is introduced for the
unknown fields. Accordingly, \((x^h, y^h) \in X^h \times Y^h\) is the
discrete solution of problem (183) in case:

\[ a(x^h, \delta x^h) + b(\delta x^h, y^h) = \langle f, \delta x^h \rangle, \quad \forall \delta x^h \in X^h, \]  
\[ b(x^h, \delta y^h) = \langle g, \delta y^h \rangle, \quad \forall \delta y^h \in Y^h. \]  

(187)

or, equivalently, by using the same notation for the dis-
crete operators \(A^h\) and \(B^h\) and their matrix representa-
tions:

\[ \begin{bmatrix} A^h & (B^h)^T \\ B^h & 0 \end{bmatrix} \begin{bmatrix} x^h \\ y^h \end{bmatrix} = \begin{bmatrix} f^h \\ g^h \end{bmatrix}, \]  

(188)

where \(x^h\) [resp., \(y^h\)] denotes interpolation parameters in
\(X^h\) [resp., \(Y^h\)], and \(f^h\) [resp., \(g^h\)] is the finite-dimen-
sional counterpart of \(f\) [resp., \(g\)].

For the finite dimensional problem (187), conditions
analogous to equations (186) and (189) guarantee the existence of
a unique solution:

\[ \exists \alpha^h > 0 : a(x^h, x^h) \geq \alpha^h \|x^h\|_X^2, \quad \forall x^h \in K^h, \]  
\[ \exists \beta^h > 0 : \inf_{y^h \in Y^h} \sup_{x^h \in X^h} \frac{b(x^h, y^h)}{\|x^h\|_X \|y^h\|_Y} \geq \beta^h, \]  

(189)

where \(K^h = \ker (B^h)\) and constants \(\alpha^h\) and \(\beta^h\) in general
depend on \(h\). Condition (189), implying the operator \(A^h\) to be coercive on \(K^h\), guarantees that the sub-matrix containing \(A^h\) and \(B^h\) is injective. Similarly, condition (185) implies that \((B^h)^T\) is injective. Con-
sequently, the overall discrete operator is injective as well,
and hence invertible, i.e. system (183) is solvable.

6.1 Stability conditions

The stationary conditions of the mixed functionals investi-
gated in Section 3 can be set within a unitary analytical
setting, which is here presented. Let \(X\) and \(Y\) denote two
Hilbert spaces. Upon introducing the two continuous bi-
linear forms:

\[ a : X \times X \to \mathbb{R}, \quad b : X \times Y \to \mathbb{R}, \]  

(182)

and given two continuous linear functionals \(f \in X^*\) and
\(g \in Y^*\), with \(X^*\) [resp., \(Y^*\)] as the (topological) dual
space of \(X\) [resp., \(Y\)], the following problem is considered:

\[ a(x, \delta x) + b(\delta x, y) = \langle f, \delta x \rangle_{X^* \times X}, \quad \forall \delta x \in X, \]  
\[ b(x, \delta y) = \langle g, \delta y \rangle_{Y^* \times Y}, \quad \forall \delta y \in Y. \]  

(183)

Condition (183), requires the bilinear form \(a\) to be coercive
on \(K\). Conversely, condition (185) implies the operator \(B^*\) to be
bounded, and hence injective and with closed range. A detailed proof of this result can be found in [15].

Finally, the sequence of problems (187) is said numerically stable for \( h \to 0 \) if the two constants \( \alpha^h \) and \( \beta^h \) involved in conditions (189) are bounded from below by strictly positive constants \( \alpha \) and \( \beta \):
\[
\exists \alpha > 0 : a(x^h, x^h) \geq \alpha \|x^h\|^2_{X^h} \quad \forall x^h \in K^h,
\]
\[
\exists \beta > 0 : \inf_{y^h \in Y^h} \sup_{x^h \in X^h} \frac{b(x^h, y^h)}{\|x^h\|_X \|y^h\|_Y} \geq \beta. \tag{190}
\]
In other words, the problem is numerically stable if it is uniformly solvable with respect to the mesh parameter \( h \).

### 6.1.1 Hu–Washizu functional

Referring to the HW formulation discussed in Section 3.1 the functional spaces to be considered are \( X = E \times V \) and \( Y = S \), with the bilinear forms \( a \) and \( b \) defined by:
\[
a((\varepsilon, u), (\eta, v)) = \int_\Omega C^\varepsilon \varepsilon \cdot \eta \, d\Omega, \tag{191}
\]
\[
b((\varepsilon, u), \sigma) = \int_\Omega -\sigma \cdot (\varepsilon - \nabla(u)) \, d\Omega.
\]

Upon introducing interpolation spaces \( X^h = E^h \times V^h \) and \( Y^h = S^h \), their discrete representation reads:
\[
A^h = \begin{bmatrix} (C^\varepsilon)^h & 0 & -G^h \\ 0 & 0 & (Q^h)^T \\ - (G^h)^T & Q^h & 0 \end{bmatrix}, \quad B^h = \begin{bmatrix} - (G^h)^T & Q^h \end{bmatrix}, \tag{192}
\]
with \( Q^h \) and \( G^h \) introduced in equations (31) (superscript \( h \) is here added to remark their dependence on the mesh parameter) and with \( (C^\varepsilon)^h \) as the elastic energy matrix given by:
\[
(C^\varepsilon)^h = \int_\Omega E^T C^\varepsilon E \, d\Omega, \tag{193}
\]
whence the element discrete problem turns out to be:
\[
\begin{bmatrix} (C^\varepsilon)^h & 0 & -G^h \\ 0 & 0 & (Q^h)^T \\ - (G^h)^T & Q^h & 0 \end{bmatrix} \begin{bmatrix} e^h \\ a^h \\ \beta^h \end{bmatrix} = \begin{bmatrix} 0 \\ (q^{ext})^h \end{bmatrix}. \tag{194}
\]

Accordingly, the discrete solvability conditions (189) result to be:
\[
\exists \alpha^h > 0 : a((\varepsilon^h, u^h), (\varepsilon^h, u^h)) \geq \alpha^h \|\varepsilon^h, u^h\|_{E^h \times V^h}^2, \quad \forall (\varepsilon^h, u^h) \in K^h,
\]
\[
\exists \beta^h > 0 : \inf_{\sigma^h \in S^h} \sup_{(\varepsilon^h, u^h) \in E^h \times V^h} \frac{b((\varepsilon^h, u^h), \sigma^h)}{\|\varepsilon^h, u^h\|_{E^h \times V^h}} \geq \beta^h, \tag{195}
\]
where:
\[
K^h = \left\{ (\varepsilon^h, u^h) \in E^h \times V^h \mid - (G^h)^T e^h + Q^h a^h = 0 \right\}. \tag{196}
\]

### 6.1.2 Enhanced strain functional

The ES functional introduced in Section 3.2 can be investigated in the light of the abstract setting discussed in Section 6.1 by assuming the spaces \( X = V \times \hat{E} \) and \( Y = S \), and the bilinear forms:
\[
a((u, \hat{\varepsilon}), (v, \hat{\nu})) = \int_\Omega C^\varepsilon (\nabla(s) u + \hat{\varepsilon}) \cdot (\nabla(s) v + \hat{\nu}) \, d\Omega, \tag{197}
\]
\[
b((u, \hat{\varepsilon}), \sigma) = \int_\Omega -\sigma \cdot \hat{\varepsilon} \, d\Omega. \tag{199}
\]

Selecting interpolation spaces \( X^h = V^h \times \hat{E}^h \) and \( Y^h = S^h \), the discrete representations of \( a \) and \( b \) are:
\[
A^h = \begin{bmatrix} K^h_u & (K^h_{\hat{\varepsilon}, u})^T \\ K^h_{\hat{\varepsilon}, u} & K^h_{\hat{\varepsilon}, \hat{\varepsilon}} \end{bmatrix}, \quad B^h = \begin{bmatrix} 0 & -(G^h)^T \end{bmatrix}, \tag{200}
\]
where \( K^h_u, K^h_{\hat{\varepsilon}, u} \) and \( K^h_{\hat{\varepsilon}, \hat{\varepsilon}} \) are the linear elastic counterpart of the matrices introduced in equations (118) and (119) respectively, and define the following discrete
element problem:
\[
\begin{bmatrix}
K_h^e & (K_h^e)^T & 0 \\
K_h^{\tilde{\varepsilon}, u} & K_h^{\tilde{\varepsilon}} & -\tilde{G}_h \\
0 & - (\tilde{G}_h)^T & 0
\end{bmatrix}
\begin{bmatrix}
\alpha^h \\
\varepsilon^h \\
\beta^h
\end{bmatrix}
= \begin{bmatrix}
(q^{ext})^h \\
0 \\
0
\end{bmatrix},
\]
(201)

The relevant solvability conditions result to be:
\[
\exists \alpha^h > 0 : a((u^h, \varepsilon^h), (u^h, \varepsilon^h)) \geq \alpha^h \|(u^h, \varepsilon^h)\|_{V \times \tilde{E}}, \forall (u^h, \varepsilon^h) \in K^h,
\]
\[
\exists \beta^h > 0 : \inf_{\sigma^h \in S_h} \sup_{(u^h, \varepsilon^h) \in E^h \times V^h} \frac{b((u^h, \varepsilon^h), \sigma^h)}{\|\sigma^h\|_S \|(u^h, \varepsilon^h)\|_{V \times \tilde{E}}} \geq \beta^h,
\]
where:
\[
K^h = \left\{ (\alpha^h, \varepsilon^h) \in V^h \times \tilde{E}^h \mid (\tilde{G}_h)^T \varepsilon^h = 0 \right\},
\]
(203)

represents the set of admissible enhanced strains. The coercivity condition of \(\Lambda^h\) on \(K^h\), equation (202), is satisfied if a stable material is considered. For the operator \((B^h)^T\) to be injective, equation (202), it is required that \(\tilde{G}_h\) is injective, hence precluding the existence of spurious enhanced strain modes. The discrete solvability conditions can be recast as:
\[
\ker \tilde{G}_h = \{0\},
\]
(204)
and numerical stability of the formulation follows by its uniform fulfillment for the mesh parameter \(h \to 0\).

Remark. Necessary condition for satisfying equations (204) is that:
\[
N_\sigma \leq N_{\tilde{\varepsilon}}.
\]
(205)

Remark. In case stress elimination is performed in the ES formulation by selecting \(L^2\)-orthogonal interpolations of enhanced strain and stress fields, condition (204) becomes immaterial and the formulation numerical stability is guaranteed by energy coercivity as in displacement-based formulations. However, the issue of stress recovery requires to be solved.

### 6.1.3 Hallinger–Reissner functional

The HR formulation investigated in Section 3.4 complies with the abstract setting of Section 6.1 by assuming \(X = S\), \(Y = V\) and the bilinear forms \(a\) and \(b\) to be given by:
\[
a(\sigma, \tau) = - \int_\Omega C^{-1} \sigma \cdot \tau \, d\Omega,
\]
(206)
\[
b(\sigma, u) = \int_\Omega \sigma \cdot \nabla^{(s)} u \, d\Omega.
\]
Consequently, in the discrete framework corresponding to selection of interpolation spaces \(X^h = S^h\) and \(Y^h = V^h\), the following discrete operators represent \(a\) and \(b\):
\[
\Lambda^h = -(H^h)^T, \quad B^h = (Q^h)^T,
\]
(207)
where \((H^h)^T\) and \(Q^h\) have been introduced in equations (61) and (31), respectively, and the discrete element problem results in:
\[
\begin{bmatrix}
-(H^h)^T \quad Q^h \\
(Q^h)^T & 0
\end{bmatrix}
\begin{bmatrix}
\beta^h \\
\alpha^h
\end{bmatrix}
= \begin{bmatrix}
0 \\
(q^{ext})^h
\end{bmatrix},
\]
(208)
The discrete solvability conditions turn out to be:
\[
\exists \alpha^h > 0 : a(\sigma^h, \sigma^h) \geq \alpha^h \|\sigma^h\|^2_S, \forall \sigma^h \in K^h,
\]
\[
\exists \beta^h > 0 : \inf_{u^h \in V^h} \sup_{\sigma^h \in S^h} \frac{b(\sigma^h, u^h)}{\|\sigma^h\|_S \|u^h\|_V} \geq \beta^h,
\]
where:
\[
K^h = \left\{ \beta^h \in S^h \mid (Q^h)^T \beta^h = 0 \right\},
\]
(210)
is the set of self-equilibrated stress parameters. In case a stable material is considered, the coercivity condition of \(\Lambda^h\) on \(K^h\), equation (209), is automatically satisfied. Contrarily, the operator \((B^h)^T\) to be injective, equation (209), requires \(Q^h\) to be injective, and hence that no spurious mode can exist. Accordingly, the discrete solvability conditions can be rephrased in:
\[
\ker Q^h = \{0\},
\]
(211)
and its validity uniformly with respect to the mesh parameter \(h \to 0\) ensures numerical stability of the formulation.

Remark. Necessary condition for equations (211) to hold is:
\[
N_u - N_r \leq N_\sigma,
\]
(212)with \(N_r\) as the number of element rigid body modes.

### 6.2 Numerical tests

In this section, the numerical test proposed in [69, 67] for checking the stability of mixed formulations is reviewed. Basic assumption is that a displacement-driven architecture is adopted in the numerical solution strategy of the discrete structural problem. Accordingly, it can be assumed that all additional fields with respect to displacements have been statically condensed out at element level in the element state determination procedure and the only equilibrium equations have to be solved at structural level. In particular, those equations take the form:
\[
K^h u^h = (q^{ext})^h,
\]
(213)
where \( K^h \) is the structural stiffness matrix, obtained by assembling element contributions derived in Section 4 for the variational formulations under consideration, and \((q^\text{ext})^h\) is the external force vector.

The structural stiffness matrix \( K^h \) can be regarded as the representation of a linear operator from the displacement interpolation space \( V^h \), which is a subset of the displacement ambient space \( V \), into itself. For a fixed mesh size \( h \), necessary and sufficient conditions for it to be an isomorphism are (e.g., see [15]):

\[
\exists \beta^h > 0 : \| K^h v^h \|_V \geq \beta^h \| v^h \|_V, \quad \forall v^h \in V,
\]

\[
\| K^h v^h \|_V > 0, \quad \forall v^h \in V \setminus \{0\}.
\]

The bounding condition (214) is customarily recast in the following inf-sup form:

\[
\exists \beta^h > 0 : \inf_{v^h \in V^h} \sup_{w^h \in V^h} \frac{\langle K^h v^h, w^h \rangle_{V^h \times V^h}}{\| v^h \|_V \| w^h \|_V} \geq \beta^h, \quad (215)
\]

which yields a useful characterization of the constant \( \beta^h \).

Indeed, introducing the \( V \)-norm operator:

\[
T : V \to V^*, \quad (Tv, v)_{V^* \times V} = \| v \|_V^2,
\]

the inf-sup constant \( \beta^h \) is proven to be the minimum eigenvalue of the generalized eigenvalue problem (13):

\[
K^h v^h = \lambda^h T v^h. \quad (217)
\]

Remark. A simple proof can be obtained arguing as in [7]. Let \( \lambda^1 \leq \ldots \leq \lambda_N^h \) be the eigenvalues of problem (217) and \( \{\varphi_1^h, \ldots, \varphi_N^h\} \) the corresponding eigenvectors, supposed to form an orthonormal basis of \( V^h \). Exploiting the representation formulas \( v^h = v_i^h \varphi_i^h \) and \( w^h = w_i^h \varphi_i^h \), where summation is intended over repeated indices, the inf-sup in (215) turns out to be:

\[
\inf_{v^h \in V^h} \sup_{w^h \in V^h} \frac{\langle K^h v^h, w^h \rangle_{V^h \times V^h}}{\| v^h \|_V \| w^h \|_V} = \frac{1}{\| v^h \|_V} \sup_{w^h \in V^h} \lambda_i v_i^h w_i^h \quad (218)
\]

Using the Cauchy–Schwarz inequality on the argument of the supremum and observing that the equality is attained for \( v^h = w^h \), it follows that:

\[
\inf_{v^h \in V^h} \sup_{w^h \in V^h} \frac{\langle K^h v^h, w^h \rangle_{V^h \times V^h}}{\| v^h \|_V \| w^h \|_V} = \inf_{v^h \in V^h} \frac{\lambda_i v_i^2}{\sum_i v_i^2} \sum_i w_i^2. \quad (219)
\]

Finally, because the infimum is attained for \( v = \varphi_1 \), it results that:

\[
\inf_{v^h \in V^h} \sup_{w^h \in V^h} \frac{\langle K^h v^h, w^h \rangle_{V^h \times V^h}}{\| v^h \|_V \| w^h \|_V} = \lambda_1^h, \quad (220)
\]

which concludes the proof.

Such a result ensures that the bounding condition (214) is satisfied if and only if the minimum eigenvalue of problem (217), i.e. \( \lambda_1^h \), is strictly positive. Actually, it is a simple matter to check that the same requirement also implies the adjoint injectivity condition (214). Although the strictly positiveness of \( \lambda_1^h \) ensures the solvability of problem (213) for a fixed mesh size \( h \), the finite element formulation is numerically stable provided that such solvability condition holds true uniformly for \( h \to 0 \). Hence, the stability condition can be stated as follows (e.g., see [12]):

\[
\exists \beta > 0 : \beta \| v^h \|_V \leq \| K^h v^h \|_V, \quad \forall v^h \in V^h, \quad \forall h, \quad (221)
\]

where the constant \( \beta \) is independent from the mesh size \( h \). Finally, the stability of a finite element can be explored by proving that, for \( h \to 0 \), the minimum eigenvalue of problem (217) is bounded from below by a strictly positive constant.

A noticeable advantage of the present numerical test is the easiness of implementation in a displacement-driven finite element computer code, as it does not require any additional computational effort but the assemblage of the matrix \( T \) and the solution of the eigenvalue problem (217). It is remarked that the prediction depends on the choice of problem domain, mesh and boundary conditions, whence, by its own nature, the numerical test cannot replace analytical investigations on element stability. However, it might be used as a reliable preliminary tool in assessing the stability of a mixed formulation.

7 Numerical simulations

In this section, the performances of several mixed finite element formulations available in the literature are investigated in numerical simulations. As intrinsic differences in the formulations preclude uniform comparison conditions, the present exposition aims at giving just a clue on the accuracy, robustness and efficiency of the mixed elements at hand.

Specifically, one mixed element is considered for each of the variational frameworks discussed in Section 4. With “Q4” and “Q8” respectively referring to four-node and eight-node quadrilateral elements, i.e. to bilinear and serendipity isoparametric interpolations of the displacement field (Sections 4.3.1 and 4.3.2), the following elements are selected:

- HW-QS-D [67], based on HW formulation (Section 4.3.1). A self-equilibrated stress interpolation is derived by Airy’s function approach (Section 4.2.2), comprising a complete basis of second order enriched by two cubic modes. Piecewise-constant strain interpolation is assumed at element level (Section 4.3.2). The element state determination is performed by the nodal-force-based algorithm discussed in Section 5.5.
• ES-Q4 [90], based on ES formulation (Section 5.2). The enhanced strain field is approximated as discussed in Section 4.4 whereas the stress field is eliminated from the discrete problem by $L^2$-orthogonal interpolation with respect to the enhanced strain. Newton’s method is implemented for the element state determination (Section 5.2.1);

• CM-Q4 [92], based on CM formulation (Section 3.3). A stress approximation similar to the Pian-Sumihara $5-\beta$ interpolation is assumed (Section 4.2.1). The plastic multiplier is pointwise interpolated (Section 4.5.1). The element state determination is carried out by the element return mapping procedure reviewed in Section 5.3;

• HR-Q4 [87], based on HR formulation (Section 3.4). The Pian-Sumihara $5-\beta$ stress interpolation is adopted (Section 4.2.1). The element state determination is tackled by Newton’s method (Section 5.2.2).

For the sake of completeness, Q4 and Q8 displacement-based formulations are also analyzed.

Two classical benchmarks in elastoplasticity, i.e. the bending of a tapered beam referred to as Cook’s membrane [29] and the extension of a perforated plate (e.g., see [31]), are investigated. In both simulations, the material is assumed to be linearly elastic, with von Mises yield criterion, associative flow law and isotropic linear hardening (Section 2.3). For convenience, it is recalled that the von Mises yield function is given by (for instance, see [3]):

$$F(\sigma, q^i) = \|\text{dev} \sigma\| - c(\sigma_{y0} - q^i),$$

where $\text{dev}$ denotes the operator extracting the deviatoric part of the argument, and $c$ and $\sigma_{y0}$ are positive constants (assuming $c = \sqrt{2/3}$, $\sigma_{y0}$ can be interpreted as the initial yield limit in tension). Moreover, both the analyses are performed under plane stress assumption.

### 7.1 Cook’s membrane

Cook’s membrane problem is a popular benchmark to test element performances in bending dominated applications [29]. Such membrane is characterized by the skewed shape shown in Figure 1 with dimensions $W = 48$, $H_l = 44$, $H_r = 16$ and thickness $t = 1$. The left-end section is completely constrained, and a uniform tangential load is applied at free right edge. The applied uniform load magnitude is increased up to a resultant value $F_{\text{max}} = 1$. The material parameters adopted in the analysis are: Young’s modulus $E = 70$, Poisson’s ratio $\nu = 1/3$, yield stress $\sigma_{y0} = 0.243$ and linear isotropic hardening modulus $k^i = 0.2$. In order to explore $h$-convergence properties of the formulations under investigation, the problem is solved adopting finite element meshes corresponding to different level of refinement. In particular, each mesh is defined by the number $n$ of subdivisions of the membrane sides. The values

![Figure 1: Cook’s membrane: geometry, boundary conditions and finite element mesh with $n = 4$ subdivisions.](image1)

![Figure 2: Cook’s membrane: $h$-convergence analysis in terms of vertical displacement of point A.](image2)
\( n = 4, 8, 16, 32 \) are taken into account (in Figure 1 the finite element mesh with \( n = 4 \) is depicted).

In Figure 2, the \( h \)-convergence analysis for the vertical displacement of point A is reported. Poor performances of Q4 displacement-based formulation can be highlighted. Among mixed four-node quadrilaterals, the ES and CM formulations respectively benefit from an improved description of the strain field and of the plastic strain field (via the plastic multiplier), and converge faster than the HR formulation. HW quadrilateral is practically at convergence already for the mesh with \( n = 8 \) subdivisions, in that taking advantage of the very accurate and flexible strain field approximation within each finite element.

### 7.2 Extension of a perforated plate

The second benchmark of interest deals with a thin perforated plate, stretched along its longitudinal axis (for instance, see [31]). The membrane has width \( W = 20 \), height \( H = 36 \), and thickness \( t = 1 \), and presents a circular hole of radius \( R = 5 \) at its center. The analysis is conducted under displacement control, prescribing a vertical displacement on the top and bottom edges. A displacement increasing up to maximum value \( u_{\text{max}} = 6.15 \) is applied. The material constituting the membrane is characterized by the following material parameters: Young’s modulus \( E = 70 \), Poisson’s ratio \( \nu = 0.2 \), yield stress \( \sigma_y = 0.243 \), and linear isotropic hardening modulus \( k^l = 0.2 \). Because of problem symmetry, only one quarter of the plate is modeled by applying the appropriate boundary condition on the symmetry edges. The problem is solved considering two finite element meshes, de-
tional subdivisions, \( n_r \) and \( n_c \), respectively, and labelled as \( n_r \times n_c \). In particular, a coarser mesh \( 6 \times 12 \) and a finer mesh \( 19 \times 38 \) are analyzed. Geometry, boundary conditions and the former finite element mesh are illustrated in Figure 3.

Figures 3(a) and 3(b) report the vertical reaction (on the computational domain) versus the applied displacement for the coarser and the finer meshes, respectively. Apart for the displacement-based linear quadrilateral, all the curves are very close to each other for the analyses on the coarser mesh. Similarly to Cook’s membrane problem, HW formulation is practically at convergence, whereas ES and CM formulations exhibit slightly superior results than HR formulation. When considering the finer mesh, all the mixed quadrilaterals are converged and the relevant curves coincide.

8 Conclusions and perspectives

The present work has proposed a review of mixed finite element methods for the analysis of bidimensional inelastic structures. Motivated by the poor performances of standard displacement-based formulations when considering inelastic materials, mixed formulations represent an opportunity to design high-performance finite elements by the introduction of independent additional fields, such as stresses, strains and enhanced strains. Though the main subject covered in the exposition deals with elastoplasticity, the more general framework of generalized standard materials has been adopted. Accordingly, exploiting the (incremental) energetic structure the material is equipped with, a unified mathematical setting has been delivered for investigating several potential variational formulations, as a starting point for the derivation of the relevant discrete problems. Some attention has been devoted to the selection of suitable interpolations for the unknown field with the aim of a general overview. Deeper analysis has been devoted to the numerical solution strategy adopted for the nonlinear discrete problem resulting from the variational formulation under investigation, a key aspect for the accuracy, robustness and efficiency of whatever computational method for inelasticity. Necessary and sufficient conditions for the numerical stability of the formulation in linear problems have been explored, in order to make clear the compatibility constraints to be fulfilled by the interpolation spaces of the unknown fields. Finally, numerical performances of several mixed formulations available in the literature have been explored in a few classical benchmark problems. A remarkable literature deals with the treated topic, both considering its methodological aspects and the design of finite element formulations. Despite the consolidated variational foundations that can be relied upon, such continuous and ongoing research effort proves the need of further developments, especially (i) in exploiting the interpolation flexibility of mixed methods for capturing peculiar features of the behavior of inelastic structures and (ii) in exploring new numerical solution strategies for the nonlinear structural discrete problem. As shown in recent contributions, the two aspects are closely related to each other, because of the increasing number of element interpolation parameters required for achieving accuracy even on coarse meshes. In the former aspect, a promising direction is represented by interpolations that are discontinuous within each finite element, so to mimic the introduction of a macro-element concept.

In the latter aspect, mathematical programming strategies have nowadays reached firm maturity to be reliably exploited in (nonlinear) structural mechanical applications. In addition, numerical algorithms might benefit from the incremental energy minimization format that still appears not conventional in elastoplasticity. Attention should also be focused on the numerical stability analysis, which is well established from both theoretical and numerical standpoints, but is so far limited to linear elastic behavior. In closing, apart for the extension to the finite strain regime, it is worth recalling the essential assumption, here considered, of hardening behavior (i.e., of strictly convex incremental energy). The extension of such results to softening behavior represents a central topic of research in computational mechanics.
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