In this paper, we propose a new method for mapping a 3D point cloud to the latent space of a 3D generative adversarial network. Our generative model for 3D point clouds is based on SP-GAN, a state-of-the-art sphere-guided 3D point cloud generator. We derive an efficient way to encode an input 3D point cloud to the latent space of the SP-GAN. Our point cloud encoder can resolve the point ordering issue during inversion, and thus can determine the correspondences between points in the generated 3D point cloud and those in the canonical sphere used by the generator. We show that our method outperforms previous GAN inversion methods for 3D point clouds, achieving state-of-the-art results both quantitatively and qualitatively. Our code is available at https://github.com/hkust-vgd/point_inverter.

1. Introduction

Deep learning for 3D point clouds has been rapidly progressing in the past five years. A majority of research have been dedicated to design efficient ways for neural networks to process 3D point clouds [26, 27, 25, 35, 41]. These developments have empowered the learning ability of neural networks for a wide range of downstream tasks such as object classification, semantic segmentation, object detection on both synthetic and real-world data [26, 6, 15, 8, 33].

Compared to point cloud analysis, research on generative modeling of 3D point clouds is more scarce. A notable work, namely SP-GAN [24], demonstrates remarkable results in generating 3D point clouds from a shape prior using generative adversarial neural networks. Despite this important outcome, the generative model in the SP-GAN is unconditional, meaning that it only allows sampling of novel point clouds while leaving manipulating and editing of existing point clouds unexplored.

A common approach to perform data editing with a generative adversarial network is to follow a two-stage principle: invert first, edit later. This principle has been well demonstrated in the 2D domain, where state-of-the-art GAN inversion methods [29, 2, 3, 9] are used to map a real image into the latent space of the StyleGAN model [20] by using optimization-based or encoder-based techniques. Once the mapping is done, the reconstructed latent code can be manipulated to make effects on the real image (e.g., changing attributes of the image). Motivated by this principle, we develop a new approach for inverting a 3D point cloud so that the point cloud’s latent code can be faithfully used to reconstruct a new point cloud via the SP-GAN model.

A key challenge in 3D deep learning for point cloud data is to design a learning mechanism that is invariant to point ordering. In point cloud analysis, this capability can be achieved by aggregating point features using a symmetric function [26], sorting the points using a grid before performing convolution operations [16]. However, point ordering has been largely ignored from point-cloud GAN inversion research [40]. The inversion is achieved by comparing reconstructed point clouds with their original point clouds using metrics such as Chamfer discrepancy or earth-mover distance, which is invariant to point ordering. However, this manner makes the correspondences between the reconstructed and original point clouds to no longer be maintained, limiting the ability of downstream applications, e.g., point cloud matching and registration.

We address this problem by resolving point orders during inversion. Our method can be summarised as follows. Given a pretrained SP-GAN model, we design a point-based encoder that takes a 3D point cloud as input, then extracts two style vectors from the input. These style vectors, together with the point cloud’s features are fed into the pretrained SP-GAN. At the first stage, we reconstruct a global latent code via jointly training the encoder and refining the generator. At the second stage, we use the global latent code to resolve point ordering. We then extract local latent codes from the global latent code at the last stage. Our method achieves state-of-the-art performance in reconstructing 3D point clouds, both quantitatively and qualitatively. For applications, we show that latent codes can be applied to determine correspondences between input point clouds and
reconstructed results, enabling point cloud manipulation and editing ability.

In summary, our contributions are as follows:

• A point cloud encoder that maps a 3D point cloud to the latent space of the SP-GAN, a state-of-the-art sphere-guided point cloud generator;

• A strategy to resolve point ordering during inversion by leveraging global latent codes generated by the point cloud encoder, thus maintaining point correspondences in the reconstruction and enabling shape editing;

• A global to local latent code refinement technique that better preserves both geometric details and correspondences in the reconstruction;

• State-of-the-art results in point cloud GAN inversion, illustrated via point cloud reconstruction and editing.

The remainder of this paper is organized as follows. We review the related work in Section 2. In Section 3, we present the SP-GAN [24], which is used as a decoder reconstructing points clouds in our proposed GAN inversion method. Our method is then described in Section 4. Applications and experimental results are reported in Section 5. Section 6 concludes our work and provides remarks.

2. Related Work

3D deep learning. Deep learning in the 3D domain has progressed tremendously in the past few years, with 3D point cloud deep learning as one of the main research directions due to the universality of the point cloud representation. Several point cloud neural networks are designed for analysis tasks such as object classification, semantic segmentation, and object detection. Notable works include PointNet [25] as the pioneering method that first learns per-point features and then pools them into a global feature vector, PointNet++ [27] and DGCNN [35] as popular methods to capture local point features, and a long list of other methods for building convolutions on point clouds [25] [38] [41] and for handling downstream tasks such as semantic segmentation [17] [34] [12] [23] [14] [37]. In this work, we leverage DGCNN as a point cloud encoder in our method.

Generative modeling for 3D point clouds. Despite the rapid development of 3D deep learning [13], generative models for 3D point clouds are relatively scarce. To unconditionally generate a 3D point cloud, an early attempt is to train an autoencoder on 3D point clouds and then train a GAN in the latent space learned by the autoencoder [11]. Subsequent methods include the use of autoregressive model [32], flow-based generation [39] [21] [22] [5], and generative adversarial neural networks [28] [18] [24] with tree-based structures [31] [11]. Among those GAN-based methods, recently, SP-GAN [24] learns to generate a point cloud by transforming a prior geometry such as a canonical sphere to a 3D shape. There also exists a group of works [10] [4] that learn to predict point clouds from conditional data such as images. Inspired by the great success of generative adversarial neural networks, in this work, we focus on point clouds generated by unconditional GAN models and how these models can be leveraged to manipulate and edit 3D point cloud data by using GAN inversion pipeline.

GAN inversion. The basic principle of GAN inversion is to faithfully map an input shape to the latent space of a GAN model. Manipulation and editing can then be done in the GAN latent space, depending on the downstream task. However, reconstructing the input using a pretrained GAN is challenging. In the image domain, StyleGAN [19] has made a milestone. Typical inversion methods can be categorized as optimization-based methods or learning-based methods. Optimization-based methods include optimizing a simple projection function [19] or fine-tuning a generator for each image [30]. These methods provide high-quality reconstruction but also require heavy computation. In contrast to optimization-based methods, learning-based methods allow lighter and faster reconstruction by training an encoder to directly output the latent code [29] [2], or by training a hypernetwork for defining a refined generator to improve reconstruction quality [19] [9].

In the 3D domain, several attempts have been made for shape reconstruction using the latent space of a generative model for 3D point clouds. For example, Zhang et al. [40] proposed to use GAN inversion for 3D point clouds to address the shape completion task [21]. Their generative model was built upon the tree-GAN developed in [31], where the generator was a graph convolutional network applied to a tree data structure. Our work differs from [40]. Specifically, we focus not only on the quality of the reconstruction but also point ordering. In our work, we adopt the SP-GAN developed in [24] as our generative model. This generator leverages a geometric prior in the form of a canonical sphere to guide the shape generation process, which results in better shape quality and controllability.

3. Background

SP-GAN proposed in [24] is a neural network architecture aiming to reconstruct point clouds $P$ from a spherical structure. Like standard unconditional GANs, the SP-GAN also includes an unconditional generator $G$ and a discriminator $D$. The generator $G$ takes input as a unit sphere and generates a point cloud $P$. The discriminator $D$ takes input as a point cloud either generated by the generator $G$ or sampled from training data, and classifies the input point cloud and all of its points into two classes: real vs fake. Both the generator $G$ and discriminator $D$ are trained simultaneously.
Figure 1. An advantage of point cloud GAN inversion using a generator with a shape prior (SP-GAN [24]) is that we can reconstruct both points and their correspondences to the shape prior. This figure illustrates the dense correspondence between the guided sphere, the target point cloud for inversion, and the reconstructed point cloud by our method. As can be seen, the point correspondences are random on the target point cloud before performing the inversion. Our reconstructed point cloud is geometrically similar to the target while having smooth correspondences.

Figure 2. Our GAN inversion for point clouds. The encoder is built upon the pre-trained DGCNN and the generator is based on the pre-trained SP-GAN. In Step 1, the encoder $E$ and generator $G$ are trained to map a global latent code $z_g$ to a target point cloud $P$. In Step 2, following SP-GAN, the global latent code $z_g$ is replicated by the number of points $N$ to initialize local latent codes. In Step 3, we refine the local latent codes by iteratively performing an optimization task in an alternating manner. We present the training and testing of the SP-GAN in detail below.

Let $S$ be a unit sphere including $N$ points; these points are evenly distributed on $S$. The spatial locations (i.e., 3D coordinates) of these $N$ points are used to define a global prior in $\mathbb{R}^{N \times 3}$. Each point is also associated with a local prior, which is a random noise vector in $\mathbb{R}^d \sim \mathcal{N}(0, 1)$, following a standard normal distribution. The sphere $S$ is finally encoded into a prior latent code $z_S \in \mathbb{R}^{N \times (3+d)}$ by concatenating 3D coordinates and local prior for every point in $S$.

The prior latent code $z_S$ is then used to train the generator $G$ for constructing point clouds $P$, each of which also contains $N$ points. While training the generator $G$, real point clouds $P'$ are sampled from a training dataset and used to train the discriminator $D$.

The SP-GAN can be trained end-to-end by simultaneously minimizing a discriminative loss $L_D$ and a generative
loss $L_D$. The discriminative loss $L_D$ includes two sub-losses: $L_D^{\text{point cloud}}$ for an entire point cloud and $L_D^{\text{point}}$ for individual points. These losses are defined as follows.

$$L_D = L_D^{\text{point cloud}} + \lambda L_D^{\text{point}}, \quad (1)$$

$$L_D^{\text{point cloud}} = \frac{1}{2} \|D(P)\|^2 + \|D(P') - 1\|^2, \quad (2)$$

$$L_D^{\text{point}} = \frac{1}{2N} \sum_{i=1}^N \| (D(p_i))^2 + (D(p'_i) - 1)^2 \|, \quad (3)$$

where $\lambda$ is a user-defined parameter to balance the losses computed on an entire point cloud and on individual points; $D(P)$ and $D(P')$ are the confidence scores returned by the discriminator $D$ when applied on generated point clouds $P$ and sampled point clouds $P'$, respectively; $p_i$ and $p'_i$ are points on $P$ and $P'$.

The generative loss $L_G$ is defined as,

$$L_G = \frac{1}{2} \|D(P) - 1\|^2 + \beta \frac{1}{2N} \sum_{i=1}^N \|D(p_i) - 1\|^2, \quad (4)$$

where $\beta$ is a user-defined parameter.

Once the generator $G$ and discriminator $D$ have been trained, the inference can be done by passing a prior latent code $z_s$ to $G$ to generate a point cloud $P = G(z_s)$. Figure 1 illustrates generated results of the SP-GAN.

Note that the SP-GAN can not only generate point clouds but also make point-wise correspondences between the input sphere and its generated point cloud. This enables shape editing via latent code manipulation.

### 4. Our Method

#### 4.1. Overview

Given a point cloud $P \in \mathbb{R}^{N \times 3}$ where $N$ is the number of points, we aim to learn a mapping function that maps $P$ to the latent space of the SP-GAN [24]. Such a mapping is expected to maintain high-quality reconstruction while enabling point-wise correspondences between the input point cloud and its reconstructed point cloud.

Our GAN inversion framework consists of a point cloud encoder $E$, which learns a global latent code for an input 3D point cloud, and a generator $G$, which is the generator of the SP-GAN [24]. There are three steps in the inversion as shown in Figure 2: (1) training the encoder $E$ and the generator $G$ (which can also be fine-tuned); (2) resolving point ordering; and (3) refining the global latent code extracted by the encoder $E$ into a set of local latent codes. Let us detail each step in the following sections.

#### 4.2. Step 1: Global latent code

Our goal in this step is to train the encoder $E$ and the generator $G$ to learn a global latent code for each input point cloud $P$. The global latent code should be faithfully mapped to its target point cloud. This global latent code should also be invariant to each point in the target point cloud. Conceptually, the global latent code of a point cloud is similar to the global feature vector aggregated from pooling all per-point features in the point cloud as used in point cloud networks, e.g., PointNet [26].

Suppose that the generator $G$ is given and fixed. To train the encoder $E$, we solve the following optimization problem:

$$\theta^*_E = \arg\min_{\theta_E} \sum_P L(G(E(P; \theta_E)), P), \quad (5)$$

where $L$ denotes the distance between a target point cloud and a generated point cloud. Here the generator $G$ is based on the pretrained SP-GAN generator [24].

To improve the reconstruction quality, we also update the parameters of $G$ during the inversion. This can be achieved by training both $E$ and $G$ simultaneously, i.e., solving the following problem:

$$\theta^*_G, \theta^*_E = \arg\min_{\theta_G \theta_E} \sum_P L(G(E(P; \theta_E); \theta_G), P)). \quad (6)$$

The parameter $\theta_G$ and $\theta_E$ are updated alternatively by using the gradient descent optimization technique.

Once the training of $E$ and $G$ is done, the global latent code $z_g$ can be determined as

$$z_g = E(P; \theta^*_E). \quad (7)$$

The global latent code $z_g$ calculated in Eq. (7) is also referred to as the prior latent code in the SP-GAN. This code is then used to generate local latent codes capturing details of the generated point cloud.

**Encoder architecture.** There are some design choices for the architecture of the encoder $E$. Similar to image-based GAN inversion [42], we can use a point cloud discriminator for the encoder. The output of the encoder is the last feature layer of the discriminator. Another option is to use a pretrained point cloud network such as DGCNN [35], where we aggregate all local point features into a global feature vector. We empirically found that DGCNN yields better results, and hence choosing it for the encoder $E$.

**Loss functions.** Our loss function aims to enforce the learning process towards the reconstruction quality, i.e., both input and generated point clouds should have similar geometric structure, and point density. To model such similarity, we utilize the Chamfer discrepancy (CD) for our loss. In
particular, we define:

\[
L_{CD}(P, P') = \max \left\{ \frac{1}{|P|} \sum_{p_i \in P} \min_{p_j' \in P'} \|p_i - p_j'\|_2, \frac{1}{|P'|} \sum_{p_i' \in P'} \min_{p_i \in P} \|p_i' - p_i\|_2 \right\},
\]

where \( P \) is the input point cloud and \( P' \) is the point cloud generated by the generator \( G \).

4.3. Step 2: Point ordering

We found that the inversion with the global latent vector \( z_g \) is limited in reconstructing geometric details of the target point cloud. Despite such, a strong advantage of using the global latent code is that it is invariant to point ordering in the target point cloud. This leads to the effect that the point-wise correspondences between the generated point cloud and the input point cloud is preserved as in the original SP-GAN [24].

To make the reconstruction useful for downstream tasks, it is necessary to improve the reconstruction accuracy. A naive approach is to let the encoder learn how to output local latent codes that vary for each point in the point cloud. Unfortunately, a caveat of doing so is that the ordering of the latent codes become dependent on the point ordering of the target point cloud, which could be random. This destroys the point-wise correspondences between the generated point cloud and the input shape. We demonstrate this issue in Figure 5.

Additionally, predicting the local latent codes directly might make the encoder and generator overfitted, i.e., the latent codes can just contain the target 3D coordinates and the generator simply passes these coordinates as its output. This yields very accurate reconstruction, but the local latent codes are useless for downstream tasks.

To improve the reconstruction quality while addressing the point ordering problem, we constrain the global and local latent codes in an engaging manner. Recall that the global latent code is produced by the encoder \( E \) and is invariant to initial point ordering in a target point cloud. However, the global latent code is shown to have poor reconstruction ability. In the SP-GAN, shape prior already includes point orders, and the generator operates point-wise. However, the point orders in the shape prior can be different from those in the target shape in inversion. Therefore, to ensure consistent point ordering, we replicate the global latent code predicted by the encoder trained in Step 1 to build initial local latent codes of size \( N \times (3 + d) \). This initial local latent codes are then refined in Step 3.

4.4. Step 3: Local latent codes

After resolving point ordering, we are now ready to refine the global latent code into local latent codes. In this step, we keep all the parameters of the generator \( G \) fixed, and update each entry in the latent code accordingly. The optimization hence becomes finding:

\[
z^* = \arg \min_z \sum_P L(G(z; \theta_G), P),
\]

where \( z \) is initialized by replicating the global latent code \( z_g \). The output of this optimization is the final local latent codes of our inversion.

5. Experimental Results

5.1. Experiment Setup

Datasets. We conducted experiments for our GAN inversion method and existing ones on the ShapeNet dataset in [6]. We trained our network architecture on four object categories including chair, airplane, car, and lamp, separately. The test set was made of 10% of the total dataset. Particularly, the chair category consists of 6,101 models for training and 677 models for testing. Beyond man-made objects in the ShapeNet, we also tested our method on the Animal dataset in [43]. We uniformly sampled 2,048 points on object meshes to create point clouds. Like SP-GAN, we trained a single model on a combined category of all four-leg animal data such as dogs, big cats, hippos, and horses.

Implementation details. We adopted the SP-GAN in [24] as our pre-trained generator. Our encoder was built upon the pre-trained DGCNN in [35]. We concatenated features from four layers in the DGCNN to construct the final layer of our encoder. We used 2,000 iterations for training the encoder in Step 1, and 2,000 iterations for optimizing the latent codes in Step 3 in our method. We used the Adam optimiser with a learning rate of 0.01.

5.2. Evaluation of shape inversion

We evaluated our method based on its reproduction quality. The reproduction quality was measured via the Chamfer discrepancy between a given target point cloud and the corresponding generated point cloud.

Quantitative results. We first compared our method with existing shape inversion methods, e.g., the methods by Achlioptas et al. [11] and by Zhang et al. [40]. The method by Achlioptas et al. [11] uses latent codes in the latent space of an autoencoder for point cloud generation. Here we adopted their autoencoder for comparison of the methods in reconstruction. The method by Zhang et al. [40] is an optimization-based inversion applied to tree-GAN [31].

We report the results of this experiment in Table 1. As shown in the results, our method achieves the smallest average and per-class Chamfer discrepancy. The reconstructed
Figure 3. Design choices of the latent codes. Global latent codes are invariant to point orders and thus well preserve point correspondences given in the shape prior, but produce less faithful reconstruction details. Learning-based methods using encoders to learn local latent codes tend to over-fit, resulting accurate geometry reconstruction but wrong correspondences. Optimization-based methods however incur inaccurate reconstruction. Our inversion achieves accurate geometry while preserving point correspondences.

Table 1. Comparison of our method with existing works in point cloud reconstruction.

|        | avg.   | chair      | airplane   | car        | lamp       |
|--------|--------|------------|------------|------------|------------|
| Achlioptas et al. [1] | \(3.46 \times 10^{-3}\) | \(3.61 \times 10^{-3}\) | \(1.15 \times 10^{-3}\) | \(1.14 \times 10^{-3}\) | \(7.95 \times 10^{-3}\) |
| Zhang et al. [40]    | \(2.50 \times 10^{-3}\) | \(2.09 \times 10^{-3}\) | \(3.59 \times 10^{-3}\) | \(1.95 \times 10^{-3}\) | \(2.38 \times 10^{-3}\) |
| Ours                | \(0.54 \times 10^{-3}\) | \(0.66 \times 10^{-3}\) | \(0.49 \times 10^{-3}\) | \(0.55 \times 10^{-3}\) | \(0.49 \times 10^{-3}\) |

point cloud by Achlioptas et al. [1] is not editable. Compared with the results of Zhang et al. [40], our reconstruction results are also more accurate by a large margin.

**Qualitative results.** We visually assess the quality of reconstructed point clouds by our method in Figure 4. As can be seen, our inversion algorithm can reconstruct target point clouds reasonably while preserving shape details better than other methods. For example, patterns on the back of chairs can be well recognized in our reconstructions.

5.3. Ablation studies

**Global vs local latent codes.** To further understand the effectiveness of our method, we provide an ablation study in Table 2 and Figure 3. Specifically, we built different baselines including learning-based (i.e., using learned encoders) and optimization-based baselines. For each baseline, we output global or local latent codes, which are then used by the SP-GAN for point cloud reconstruction. Table 2 shows that the learning-based baselines are generally better than the optimization-based ones. Additionally, optimizing local latent codes increases the precision of reconstruction. However, it is worth noting that this could lead to overfitting, as shown in the case of using encoders to output local codes. In this case, reconstruction achieves the best accuracy but point correspondences are significantly corrupted in reconstructed shapes (see Figure 3), making subsequent shape manipulation impossible. Our method instead has slightly lower reconstruction accuracy compared with the overfitting case, but it can keep the correspondences intact. We found that dense correspondence problem is not shown in the animal dataset. This is probably because the number of static shapes in the animal dataset is small while the shapes less diverge. The encoder can avoid overfitting, but reconstruction results are not as good as those from the ShapeNet. Note that our method guarantees the reconstruction performance and dense correspondence regardless of the datasets.

Table 2 also shows the results on the Animal dataset. As
Table 2. Ablation studies.

|                     | avg.     | chair     | airplane  | car       | lamp      | animal    |
|---------------------|----------|-----------|-----------|-----------|-----------|-----------|
| Learning-based, global | $2.23 \times 10^{-3}$ | $2.11 \times 10^{-3}$ | $0.94 \times 10^{-3}$ | $1.87 \times 10^{-3}$ | $4.03 \times 10^{-3}$ | $2.23 \times 10^{-3}$ |
| Learning-based, local  | $0.62 \times 10^{-3}$ | $0.59 \times 10^{-3}$ | $0.35 \times 10^{-3}$ | $0.62 \times 10^{-3}$ | $0.31 \times 10^{-3}$ | $1.27 \times 10^{-3}$ |
| Optimization-based, global | $45.5 \times 10^{-3}$ | $13.5 \times 10^{-3}$ | $73.1 \times 10^{-3}$ | $94.9 \times 10^{-3}$ | $17.6 \times 10^{-3}$ | $28.4 \times 10^{-3}$ |
| Optimization-based, local | $21.2 \times 10^{-3}$ | $2.60 \times 10^{-3}$ | $23.4 \times 10^{-3}$ | $48.6 \times 10^{-3}$ | $2.77 \times 10^{-3}$ | $7.48 \times 10^{-3}$ |
| Ours                | $0.63 \times 10^{-3}$ | $0.66 \times 10^{-3}$ | $0.49 \times 10^{-3}$ | $0.55 \times 10^{-3}$ | $0.49 \times 10^{-3}$ | $0.98 \times 10^{-3}$ |

Table 3. Comparison of generators in reconstruction.

|                     | avg.    |
|---------------------|---------|
| tree-GAN [31] (encoder, global) | $2.64 \times 10^{-3}$ |
| SP-GAN (encoder, global)         | $2.24 \times 10^{-3}$ |
| Ours                          | $0.54 \times 10^{-3}$ |

Figure 4. Comparison of shape inversion examples. Our method reproduces the target more faithfully, e.g., see the back of the chairs.

Table 4. Comparison of encoders in inversion on the chair class.

|                     | avg.     |
|---------------------|----------|
| DGCNN [35]          | $5.43 \times 10^{-4}$ |
| SP-GAN’s discriminator [24] | $6.92 \times 10^{-4}$ |

Figure 4 can be seen, our method outperforms all the baselines. Moreover, the results of all the methods on this dataset match the performance trend reported on the ShapeNet. A visualization of the results on the Animal dataset is in Figure 3.

Generator. We also experimented with our GAN inversion with different generators. We chose tree-GAN [31] and compared it with SP-GAN [24]. Comparison results are shown in Table 3. As can be seen, SP-GAN remains more effective than tree-GAN in reconstruction, even taking a simple setting including an encoder and a global latent code. SP-GAN also has better point correspondences compared to tree-GAN.

Encoder architecture. We evaluated the design choice of our encoder by comparing the inversion accuracy of two architectures: DGCNN [35] and the discriminator in the SP-GAN [24]. Note that the discriminator in the SP-GAN also
5.4. Application: Shape editing

SP-GAN [24] is suitable for shape editing because it learns the dense correspondence implicitly. Therefore, after inversion, each (semantic) part of the generated point cloud should correspond to a region in the shape prior. As our method can maintain point-wise correspondences, we can utilize such correspondences to enable part-aware shape manipulation. Note that previous methods, e.g., [40], only demonstrate shape manipulation by global jittering of the latent codes. Here, we segment regions of interest in the point cloud that we would like to manipulate, then perturb the corresponding local latent codes of points in those regions to obtain new local latent codes. The final shape can be generated by passing the perturbed codes to the generator. We demonstrate this capability in Figure 5 and Figure 6.

As shown in Figure 5, we can alter the style of the back of chairs, e.g., changing a chair’s back from a rectangular shape to a round shape, or making a sofa’s back longer. In Figure 6, we showcase the changes in chair seat size and chair leg style.

Our shape editing is not perfect. We observed that the local latent codes might be entangled, i.e., changing a part might lead to incidental changes in other parts. Disentangling the shape latent space is left for our future work.

6. Conclusion

We proposed a new point cloud GAN inversion method that allows faithful reconstruction of 3D point clouds using a sphere-guided point cloud generator [24] while maintaining point correspondences during inversion. Our method outperforms existing GAN inversion works in terms of reconstruction quality, verified both quantitatively and qualitatively. We demonstrate the usefulness of our inversion method via a shape editing task, i.e., editing reconstructed point clouds by manipulating part-aware latent codes.

Our work is not without limitations. First, our reconstruction might still miss some small details in target point clouds. Further research in improving the reconstruction quality is thus worthwhile. Second, the latent code of the SP-GAN is not compact. Exploring GAN inversions with compact latent space would benefit a wider range of downstream applications. Finally, it is worth applying the latent codes for more downstream applications such as shape completion from real scans [7]. Extending the inversion to colored point clouds would also be an interesting research avenue.
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Supplementary Materials

Abstract

In this supplementary material, we provide visualizations of the reconstructed and edited point clouds of more categories (airplane, car, lamp, animal) (Figure 1-8). We also show the evaluation of our reconstruction quality in the EMD metric (Table 5).

A. Additional Visual Results

In this section, we visualized more categories such as airplane, car, lamp and animal to compare our proposed method with existing methods. We also use the reconstructed latent codes to manipulate point clouds. As can be seen, our method can reconstruct objects faithfully while predicting smooth correspondences. Note that there is no correspondence in original target shapes to the shape prior of the generator, demonstrated by the noisy color rendition. And Fig 13, 14 show the reconstruction visualization of treeGAN [31] based global encoder baseline. The inversion performance is lower than SP-GAN [24] based inversion model.

B. Additional Evaluation on EMD

We evaluate the reconstruction quality of our method and existing ones using the Earth Mover’s Distance (EMD). As can be seen in Table 5, overall, our proposed method has the smallest distances to the ground truth, especially in airplane and car.
Figure 7. Inversion examples generated by our method and existing methods (airplane). Our method reproduces the target more faithfully.

Table 5. Evaluation of the reconstruction quality using EMD metric.

|       | chair   | airplane | car    | lamp    | animal  |
|-------|---------|----------|--------|---------|---------|
| Base  | $3.82 \times 10^{-2}$ | $2.86 \times 10^{-2}$ | $3.77 \times 10^{-2}$ | $8.99 \times 10^{-2}$ | $5.61 \times 10^{-2}$ |
| Zhang et al. [40] | $4.46 \times 10^{-2}$ | $6.15 \times 10^{-2}$ | $3.72 \times 10^{-2}$ | $6.71 \times 10^{-2}$ | $5.81 \times 10^{-2}$ |
| Ours  | $4.90 \times 10^{-2}$ | $2.19 \times 10^{-2}$ | $2.44 \times 10^{-2}$ | $8.06 \times 10^{-2}$ | $3.61 \times 10^{-2}$ |
Figure 8. Inversion examples generated by our method and existing methods (car). Our method reproduces the target more faithfully.
Figure 9. Inversion examples generated by our method and existing methods (lamp). Our method reproduces the target more faithfully.
Figure 10. Inversion examples generated by our method and existing methods (animal). Our method reproduces the target more faithfully.
Figure 11. Inversion and edited point clouds (Airplane, Car, Lamp)

Figure 12. Inversion and edited point clouds (Animal)
Figure 13. Inversion examples generated by treeGAN global encoder baseline.

Figure 14. Inversion examples generated by treeGAN global encoder baseline.