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We compute the real and imaginary parts of the electric permittivities and magnetic permeabilities for relativistic electrons from quantum electrodynamics at finite temperature and density. A semiclassical approximation establishes the conditions for neglecting nonlinear terms in the external electromagnetic fields as well as electron-electron interactions. We obtain both the electric and magnetic responses in a unified manner and relate them to longitudinal and transverse collective plasma oscillations. We demonstrate that such collective modes are thresholds for a metamaterial regime of the electron plasma which exhibits simultaneously negative longitudinal permittivities and permeabilities. For nonzero temperatures, we obtain electromagnetic responses given by one-dimensional integrals to be numerically calculated, whereas for zero temperature we find analytic expressions for both their real/dispersive and imaginary/absorptive parts.
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I. INTRODUCTION

We have recently proposed \cite{1} that a gas of relativistic electrons, in the long wavelength limit, for weak fields and densities where electron-electron interactions may be neglected, exhibits Drude-like expressions for both electric and magnetic responses. As a consequence, we argued that the relativistic electron gas represents a natural realization of a metamaterial, understood as a system that displays simultaneously negative electric permittivity and magnetic permeability \cite{2–4}.

As a preliminary test on the accuracy of the approximations, we have compared our predictions with non-relativistic data from metallic systems \cite{5}, whose quasi-free electrons exhibited responses that agreed well with the theoretical calculations at finite temperature, giving quite good estimates for physical quantities such as plasma frequencies. Clearly, the truly relativistic electron gases found, for instance, in synchrotron beams, are the physical systems required to check theoretical predictions. Since the formalism for the relativistic electron gas \cite{1} may be extended to other charged fermions, relativistic plasmas are also an appropriate testing ground.

Quantum electrodynamics (QED) at finite temperature and density provides a unified treatment that relates electromagnetic responses to the well-known polarization tensor \cite{6} with both vacuum and medium contributions. Using QED, we have shown \cite{1} that (i) all responses depend on three scalar functions (one for the vacuum; two for the medium), (ii) polarizations depend on both the electric and magnetic fields, just as magnetizations depend on both magnetic and electric fields, and (iii) many aspects of the analysis of electric responses will carry over to the magnetic ones, due to the analogy between permittivities $\epsilon$ and inverse permeabilities $\mu^{-1}$. Furthermore, in the present work, we will show that (iv) electromagnetic responses may be related to collective plasma oscillations and used to calculate the corresponding plasma frequencies.

The present study is devoted to the calculation of the real and imaginary parts of the finite-temperature electromagnetic responses of relativistic electrons. At $T \neq 0$, the problem is reduced to one-dimensional (1D) integrals which involve the Fermi-Dirac occupation numbers for electrons and positrons. At $T = 0$, however, as the occupation numbers become step functions, one obtains analytic expressions for the medium contributions. The existence of imaginary parts in longitudinal responses indicates instabilities that may be associated to plasmons decaying into electron-hole pairs or to electron-positron pair creation. Moreover, such results may then be used to calculate the dispersion relations for both longitudinal and transverse plasmons. Although numerical and analytic theoretical results for response functions have already appeared in the literature \cite{7}, especially in the context of plasma physics, we stress that the present derivation obtains both electric and magnetic responses in a unified way, relates them to physical quantities that may be measured in the previously described experimental scenarios, and connects them to collective plasma oscillations and to the metamaterial regime that occurs at frequencies where both electric and magnetic responses are simultaneously negative. At $T \neq 0$, for instance, we may produce numerical results that will describe finite-temperature effects in hot plasmas.

The article is organized as follows. Section \textsuperscript{III} reviews the theoretical framework of the present article. It consists of a semiclassical expansion that allows us to generate and interpret the various contributions to the electromagnetic responses, essentially establishing the conditions for the use of linear response and non-interacting electrons. Electromagnetic responses are then obtained from the polarization tensor. Section \textsuperscript{IV} relates electromagnetic responses to collective plasmon excitations.
Section [14] obtains the imaginary and real parts of the response functions at $T \neq 0$ in terms of 1D integrals. Section [14] exhibits the explicit analytic expressions at $T = 0$. Finally, Section [14] presents our conclusions.

II. THEORETICAL FRAMEWORK

The QED finite-temperature partition function $Z = \text{Tr} e^{-\beta(H - \Delta H)}$ describes a relativistic electron gas, with fixed $\Delta N = N_e - N_p$ ($N_e$ is the number of electrons and $N_p$ the number of positrons) at temperature $T = \beta^{-1}$ and chemical potential $\xi$, interacting with an electromagnetic field $A_\mu$. It may be expressed as a functional integral over gauge and fermion fields [8]

$$Z = \int [dA_\mu] \det(\delta G/\delta A) \delta(G) e^{-S_a[A]} Z_e[A],$$

$$Z_e[A] = \int [id\psi]^4|d\psi| e^{-S_e[\psi, A]},$$

The determinant is the Jacobian of the gauge transformation $A_\mu \rightarrow A_\mu - \partial_\mu \alpha$, while the delta function imposes the gauge condition $G[A] = 0$, typically $G[A] = \partial_\mu A_\mu$. The actions $S_a = \int_0^\beta dx dy f_{\mu
u} F_{\mu
u} - e^\mu f_{\mu
u} f_{\mu
u}$ have $L_\mu = -\frac{1}{2} F_{\mu
u} F_{\mu
u}$ and $L_e = \bar{\psi} \Gamma_\mu \psi$, where $\Gamma_\mu = \gamma_{\mu} = i\partial_\mu - m - i\xi_{\mu}$ is the inverse of the electron propagator at finite density in the presence of the gauge field, $\psi = \psi(1 + i e A_\mu)$.

In (1), we write $A_\mu = A_{\mu e} + a_\mu$, where $A_{\mu e}$ is a classical solution of the sourceless equation of motion for $A_\mu$, which we identify with an external classical field incident on the electron gas [10], and $a_\mu$ is a quantum fluctuation field so that

$$L_A = -\frac{1}{4} F_{\mu
u} F_{\mu
u} - \frac{1}{4} f_{\mu
u} f_{\mu
u}.$$  

We perform the integral over $a_\mu$ before the fermion integration,

$$\int [da_\mu] \det(\delta G/\delta A) \delta(G) e^{-S_a[a_\mu, \psi, \bar{\psi}]}$$

where $S_a$ is given by the quadratic form

$$S_a = \frac{1}{2} \int dxdy a_\mu(G_{\mu\nu})^{-1} a_\nu + e \int dx (\bar{\psi} \gamma_\mu \psi) a_\mu$$

and $\int dxdy = \int_0^\beta dx_4 \int d^3 x$, with $G_{\mu\nu}$ being the photon propagator in the chosen gauge. We take minus the logarithm of the quadratic integral to obtain

$$S_e^{(i)} = -\frac{e^2}{2} \int dxdy (\bar{\psi} \gamma_\mu \psi)_x G_{\mu\nu}(x - y) (\bar{\psi} \gamma_\nu \psi)_y,$$

which shows that the integral over quantum fluctuations of the gauge field leads to electron-electron interactions mediated by the photon propagator.

The remaining fermionic integral is

$$Z_e^{(sc)}[\bar{A}] \equiv \int [id\psi]^4|d\psi| e^{-S_e^{(sc)}[\psi, \bar{A}]},$$

with the fermionic semiclassical action given by $S_e^{(sc)} = S_e + S_f^{(sc)}$. Expanding $-S_f^{(sc)}$ to order $\alpha$, the fermion integral reads

$$Z_e^{(sc)}[\bar{A}] \equiv \int [id\psi]^4|d\psi| e^{-S_e^{(sc)}[\psi, \bar{A}]},$$

and by neglecting the interaction term one obtains

$$Z_e^{(sc)}[\bar{A}] \equiv \det[-\beta \tilde{\gamma}_4 \bar{F}] = \exp \text{Tr} \ln[-\beta \tilde{\gamma}_4 \bar{F}]$$

This leads to a modified action for the $\bar{A}_\mu$ field, $S_e^{(sc)}[\bar{A}] = S_e[\bar{A}] - \text{Tr} \ln[-\beta \tilde{\gamma}_4 \bar{F}]$, which takes into account the response of the electrons.

The extremal condition $\delta S^{(sc)}/\delta \bar{A}_\mu = 0$ gives the equation of motion

$$\partial_\mu F_{\mu\nu} = -\text{Tr} [\gamma_\nu G],$$

Splitting $J$ into free $J^F$ (for $\bar{A} = 0$) and induced $J^I$ currents, we may write

$$\partial_\mu F_{\mu\nu} + P_{\mu\nu} = J^F_\mu,$$

$$-\partial_\mu P_{\mu\nu} = J^I_\mu = \text{Tr} [\gamma_\nu G] - \text{Tr} [\gamma_\nu G_0],$$

with $G_0$ being the free electron propagator at finite density. $P_{\mu\nu}$ defines the polarization $\bar{P}$ ($P_{4\mu} = iP^\mu$) and magnetization $\bar{M}$ ($P_{4\mu} = -\epsilon_{ijk} M^K$) vectors.

The electron propagator at finite density may be expanded in the background field, so that $\text{Tr} \ln[-\beta \tilde{\gamma}_4 \bar{F}] - \text{Tr} \ln[-\beta \tilde{\gamma}_4 \bar{F}_0]$ is given as an infinite sum of one-loop graphs, i.e., a fermion loop with an even number (due to Furry’s theorem [11]) of insertions of the classical field. The first term of the series is

$$-\frac{e^2}{2} \text{Tr} (G_{0\mu} \bar{F}_0 G_{0\mu})$$

which may be written as

$$\frac{1}{2} \left[ \frac{1}{\beta} \sum_n \int \frac{d^3 q}{(2\pi)^3} \bar{A}_\mu(q) \Pi_{\mu\nu}(q) A_\nu(-q) \right],$$

in terms of the Fourier transform $\bar{A}$ of $\bar{A}$, with $\Pi_{\mu\nu}(q)$ being the one-loop vacuum polarization tensor [11] given by

$$\Pi_{\mu\nu} = -\frac{e^2}{\beta} \sum_n \int \frac{d^3 p}{(2\pi)^3} \text{Sp}[\gamma_\mu G_0(p) \gamma_\nu G_0(p - q)],$$

where the sum is over Matsubara frequencies $p_4 = (2n + 1)\pi T$ and Sp denotes trace over Dirac matrices.
term, with four insertions, is still one-loop but nonlinear in the fields. It depends on \((T, \xi)\) and is typically of order \(\alpha^2 E^2/m^4\) or \(\alpha^2 B^2/m^4\).

If we consider the first contribution from the \(e-e\) interaction, we have to contract the four fermion term in \(S^{(i)}\) with the electron propagator at finite density in the presence of the external field, which yields a two-loop contribution. When we expand in the external field, the first contribution is quadratic in the field, of order \(\alpha^2\), and contributes in the linear response. The next terms in the expansion in the external field are nonlinear \((T, \xi)\)-dependent contributions of order \(\alpha^2 E^2/m^4\) or \(\alpha^2 B^2/m^4\).

Our calculations neglect nonlinear one-loop contributions, the two-loop contribution to linear response of order \(\alpha^2\), and nonlinear ones that also come in with \(e-e\) interactions. Although nonlinear terms might bring in interesting effects, we will restrict our analysis to fields that are not strong enough to invalidate the linear-response approximation. Therefore, we only consider the interaction of independent electrons with weak external fields.

We note that the expansion of the current in the classical field \(A_\nu\) yields an infinite series of one-loop graphs. We only retain the linear term, which amounts to the linear-response approximation. This is related to the well-known RPA approximation of Condensed Matter Physics. Then, Eq. (12) leads to the momentum space equation

\[
i q_\mu \tilde{P}_{\mu\nu}(q) = \tilde{\Pi}_{\nu\sigma}(q) \tilde{A}_\sigma(q),
\]

(16)

whose solution,

\[
\tilde{P}_{\mu\nu}(q) = \frac{\tilde{\Pi}_{\mu\nu}(q)}{q^2} - \frac{\tilde{\Pi}_{\nu\sigma}(q)}{q^2} \tilde{F}_{\mu\sigma},
\]

(17)

relates polarization and magnetization to the fields \(\tilde{E}\) \((F_{\mu\nu} = iE^\mu)\) and \(\tilde{B}\) \((F_{\mu\nu} = \epsilon_{\mu\nu\sigma}B^\sigma)\), thus yielding the electric and magnetic susceptibilities and, ultimately, the electric permittivity and magnetic permeability tensors.

One may write \(\tilde{\Pi}_{\nu\sigma} = \tilde{\Pi}^{(v)}_{\nu\sigma} + \tilde{\Pi}^{(m)}_{\nu\sigma}\) to separate vacuum \((T = \xi = 0)\) and medium contributions. The vacuum contribution has the structure

\[
-\frac{\tilde{\Pi}^{(v)}_{\nu\sigma}}{q^2} = \left(\delta_{\nu\sigma} - \frac{q_\nu q_\sigma}{q^2}\right) C(q^2).
\]

(18)

The medium, however, introduces a preferred reference frame (that of its center of mass). The symmetry of the problem is then reduced to 3D rotations and gauge invariance leading to \(\tilde{\Pi}^{(m)}\)

\[
-\frac{\tilde{\Pi}^{(m)}_{\nu\sigma}}{q^2} = \left(\delta_{\nu\sigma} - \frac{q_\nu q_\sigma}{|q|^2}\right) A, \quad \frac{\tilde{\Pi}^{(m)}_{\mu\nu}}{q^2} = B, \quad \frac{\tilde{\Pi}^{(m)}_{\mu\nu}}{q\nu} = \frac{q_\nu q_\mu}{|q|^2} B,
\]

\[
\frac{\tilde{\Pi}^{(m)}_{4\nu}}{q^2} = B, \quad -\frac{\tilde{\Pi}^{(m)}_{4\nu}}{q^2} = -\frac{q_\nu q_\mu}{|q|^2} B, \quad (20)
\]

where the three scalar functions \(A(q_\nu, |q|), B(q_\nu, |q|),\) and \(C(q^2)\) are determined from the Feynman graph in Eq. (15), the QED polarization tensor at finite temperature, and density. \(A\) and \(B\) are calculated from the \(\tilde{\Pi}_{\mu\nu}\) trace and \(\tilde{\Pi}_{4\mu}\), once we subtract the vacuum part, i.e.,

\[
A = \frac{-e^2}{2\pi^3 q^2} \text{Re} \int \frac{dp}{\omega_p} n_F(p) \frac{\nu(p + q)}{q^2 - 2p.q} + \left(1 - \frac{3q^2}{2|q|^2}\right) B,
\]

(21)

\[
B = \frac{-e^2}{2\pi^3 q^2} \text{Re} \int \frac{dp}{\omega_p} n_F(p) \frac{\nu(p - q)}{q^2 - 2p.q} + \left(1 - \frac{3q^2}{2|q|^2}\right) B,
\]

(22)

where \(p_4 = i\omega_p = i\sqrt{|p|^2 + m^2}\) and \(n_F(p)\) is the Fermi-Dirac occupation number for particles and antiparticles,

\[
n_F(p) = \frac{1}{e^{\beta(\omega_p - \xi)} + 1} + \frac{1}{e^{\beta(\omega_p + \xi)} + 1}.
\]

(23)

We now introduce \(H_{\mu\nu} = F_{\mu\nu} + P_{\mu\nu}\) which defines \(H_{4\mu} = iD_\mu\) and \(H_{\mu\nu} = \epsilon_{\mu\nu\sigma}B^\sigma\), with \(D = \tilde{E} + \tilde{P}\) and \(\dot{H} = \dot{\tilde{E}} - \dot{\tilde{P}}\). The constitutive equations are derived from Eqs. (18), (19), and (20), i.e.,

\[
\dot{H}_{\mu\nu} = \epsilon_{\mu\nu\rho\sigma} E^\rho B^\sigma,
\]

(24)

\[
\dot{H}_{\mu\nu} = \epsilon_{\mu\nu\rho\sigma} B^\rho B^\sigma + \sigma_{\mu\nu} E^\sigma,
\]

(25)

where we have defined \(\nu_{\mu\nu} \equiv (\mu^{-1})_{\mu\nu}\) as the inverse of the magnetic permeability tensor. Using \(\tilde{q}^\dagger \equiv q^\dagger/|q|^2\), we obtain the linear-response tensors

\[
\epsilon^\dagger_{\mu\nu} = \epsilon \delta_{\mu\nu} + \epsilon' q^\dagger q^\mu q^\nu,
\]

(26)

\[
\nu^\dagger_{\mu\nu} = \nu \delta_{\mu\nu} + \nu' q^\dagger q^\mu q^\nu,
\]

(27)

\[
\sigma^\dagger_{\mu\nu} = \sigma \nu_{\mu\nu} q^\dagger q^\mu q^\nu,
\]

(28)

Again, \(\nu \equiv \mu^{-1}, \nu' \equiv \mu'^{-1}\). One should stress that there are contributions to \((\dot{D}, \dot{H})\) along the directions of the fields \((\tilde{E}, \tilde{B})\), of the wavevector \(\dot{q}\), and of \((\tilde{q} \wedge \tilde{B}, \tilde{q} \wedge \tilde{E})\). Also note that bianisotropic crystals satisfy similar relations (12).

The Euclidean space \(\tilde{\Pi}_{\mu\nu}\) is a function of \(q_4\). In order to obtain Minkowski expressions, we follow the procedure justified in (1) and let \(q_4 = \omega_n \rightarrow i\omega - 0^+\). Note that the Euclidean \(q^2 = q_4^2 + |\tilde{q}|^2\) goes to the Minkowski \(-q^2 = -q_0^2 + |\tilde{q}|^2 = -\omega^2 + |\tilde{q}|^2\). We then arrive at the Minkowski expressions below, with the asterisk corresponding to \(q_4 = \omega_n \rightarrow i\omega - 0^+\). The permittivities and inverse permeabilities

\[
\epsilon = 1 + 2 - \frac{\omega^2}{q^2} \text{C}^* + \text{A}^* + (1 - \frac{\omega^2}{|q|^2}) \text{B}^*, \quad (30)
\]

\[
\nu = 1 + 2 - \frac{|\tilde{q}|^2}{q^2} \text{C}^* + \text{A}^* - 2\frac{\omega^2}{|q|^2} \text{B}^*, \quad (31)
\]

\[
\epsilon' = -\nu' = \frac{|\tilde{q}|^2}{q^2} \text{C}^* - \text{A}^*, \quad (32)
\]

\[
\tau = \sigma = \frac{\omega}{|q|^2} \left(-\frac{|\tilde{q}|^2}{q^2} \text{C}^* - \text{B}^*\right), \quad (33)
\]
are determined by the three scalar functions $A^*, B^*$, and $C^*$, where again the asterisk means $q_4 \to i\omega - 0^+$. $C^*$ may be obtained at $T = \xi = 0$

\[
C^* = -\frac{e^2}{12\pi^2} \left( \frac{1}{3} + 2(1 + \frac{2m^2}{q^2})[\hbar \arccot(h) - 1] \right)
\]  

(34)

where $h = (4m^2/q^2) - 1$. The renormalization condition is $\alpha = \epsilon^2/(4\pi\hbar c) = 1/137$, with $\epsilon^2 = \epsilon^2(\omega = 0, q = \bar{q})$. Note that the vacuum contributions to permittivities and inverse permeabilities are obtained by setting $A^* = B^* = 0$.

For further discussions, it is important to diagonalize the tensors appearing in $\hat{\Pi}$, $\hat{\sigma}$. For $\epsilon^{jk}$, the eigenvalues $\lambda$ satisfy $\det(\epsilon^{jk} - \lambda\delta^{jk}) = 0$, leading to $(\epsilon - \lambda)^2(\epsilon + \epsilon' - \lambda) = 0$. The eigenvectors associated to $\epsilon + \epsilon'$ is $\bar{q}^k$, so that it is longitudinal, whereas the two eigenvalues $\epsilon$ are transverse to $\bar{q}^k$. The same occurs for $\nu^{jk}$. Therefore, from $\mu$, $\nu$ one derives

\[
\epsilon_L = \epsilon + \epsilon' = 1 + C^* + (1 - \frac{\omega^2}{|q|^2})B^*,
\]

(35)

\[
\nu_L = \nu + \nu' = 1 + 2(C^* + A^* - \frac{\omega^2}{|q|^2}B^*).
\]

(36)

Clearly, the linear-response tensors $\tau^{jk}$ and $\sigma^{jk}$ [cf. Eqs. [28] and [29]] are transverse.

### III. COLLECTIVE PLASMON EXCITATIONS

We return to the partition function $\Omega$, normalized by the free fermion result $Z_c[0]$, in Euclidean space. Instead of doing a semiclassical approximation for the electromagnetic fields, we integrate over the electrons to obtain

\[
\frac{Z_e[A]}{Z_c[0]} = \frac{\det[G_A^{-1}]}{\det[G_0^{-1}]} = - \exp \text{Tr} \ln[G_AG_0^{-1}].
\]

(37)

We now expand in the field $A_n$ and keep only the quadratic part

\[
S_e = -\ln \left( \frac{Z_e[A]}{Z_c[0]} \right) = -\frac{1}{2} \int d^3q \hat{A}_\mu(q) \hat{\Pi}_{\mu\nu}(q) \hat{A}_\nu(q),
\]

(38)

where we have used $\Omega$ and the simplified notation

\[
\int_{-\infty}^{+\infty} \frac{d^3q}{(2\pi)^3}.
\]

(39)

The partition function is then given by a quadratic integral $\Omega$

\[
\int [dA_n] \det[-\partial^2] \exp(-\frac{1}{2} \sum_{\mu} \hat{A}_\mu \hat{\Gamma}_{\mu\nu} \hat{A}_\nu),
\]

(40)

where

\[
\hat{\Gamma}_{\mu\nu} = q^2 \delta_{\mu\nu} - \left( 1 - \frac{1}{\lambda} \right) q_\mu q_\nu - \tilde{\Pi}_{\mu\nu},
\]

(41)

and the determinant comes from the Lorentz gauge condition, with $\lambda$ being a gauge parameter.

Following $\Omega$, we introduce the $P_{\mu\nu}$ projectors

\[
P_{\mu\nu} = \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2},
\]

(42)

where $q^2 = q_4^2 + |\bar{q}|^2$ and the transverse $P_{\mu\nu}^T$

\[
P_{ij} = \delta_{ij} - \frac{q_i q_j}{q^2},
\]

(43)

\[
P_{4i} = P_{T4i} = 0,
\]

(44)

with $\bar{q}_i = q_i/|\bar{q}|$. We may define a longitudinal projector $P_{\mu\nu}^L \equiv P_{\mu\nu} - P_{\mu\nu}^T$ and the polarization tensor may then be written as

\[
\tilde{\Pi}_{\mu\nu} = \Pi_{\mu\nu}^L + \Pi_{\mu\nu}^m = \mathcal{F} P_{\mu\nu}^L + \mathcal{G} P_{\mu\nu}^T,
\]

(45)

where

\[
\mathcal{F} = -q^2 \left( 1 + \mathcal{C} + \mathcal{B} + \frac{q^2}{|\bar{q}|^2} \mathcal{B} \right),
\]

(46)

\[
\mathcal{G} = -q^2 \left( 1 + \mathcal{C} + \mathcal{A} + \frac{q^2}{|\bar{q}|^2} \mathcal{B} \right),
\]

(47)

The expression for the quadratic kernel is given by

\[
\hat{\Gamma}_{\mu\nu} = (q^2 - \mathcal{F}) P_{\mu\nu}^L + (q^2 - \mathcal{G}) P_{\mu\nu}^T + \frac{1}{\lambda} q_\mu q_\nu,
\]

(48)

and its inverse, the photon propagator, reads

\[
\hat{\Gamma}_{\mu\nu}^{-1} = \frac{P_{\mu\nu}^L}{q^2 - \mathcal{F}} + \frac{P_{\mu\nu}^T}{q^2 - \mathcal{G}} + \frac{\lambda}{q^2} q_\mu q_\nu,
\]

(49)

In Minkowski space ($q_4 \to i\omega - 0^+$, $q^2 \to -q^2$),

\[
\frac{1}{q^2 - \mathcal{F}} \to \frac{1}{-q^2 \epsilon_L},
\]

(50)

\[
\frac{1}{q^2 - \mathcal{G}} \to \frac{1}{-q^2 (\nu_L + 1)},
\]

(51)

which leads to poles in the $P_{\mu\nu}^L$, longitudinal and $P_{\mu\nu}^T$ transverse propagators whenever, respectively,

\[
\epsilon_L(\omega, |q|) = 0,
\]

(52)

\[
\nu_L(\omega, |q|) = -1.
\]

(53)

We remark that $\Omega$ corresponds to the usual Condensed Matter dispersion relation of longitudinal plasmon collective excitations. Analogously, Eq. [32] yields the dispersion relation of transverse plasmon collective excitations. Indeed, we may write the projectors as

\[
P_{\mu\nu} = n_{\mu}^{(1)} n_{\nu}^{(1)} + n_{\mu}^{(2)} n_{\nu}^{(2)} + n_{\mu}^{(3)} n_{\nu}^{(3)},
\]

(54)

\[
P_{\mu\nu}^T = n_{\mu}^{(1)} n_{\nu}^{(1)} + n_{\mu}^{(2)} n_{\nu}^{(2)},
\]

(55)

where $n_{\mu}^{(i)} = (0, \hat{n}^{(i)}, \hat{q} \hat{\bar{n}}^{(i)})$, $\hat{n}^{(i)} = 0$, $|\hat{n}^{(i)}| = 1$, for $i = 1, 2$, satisfying $\hat{n}_i^{(1)} \hat{n}_j^{(1)} + \hat{n}_i^{(2)} \hat{n}_j^{(2)} + \hat{q}_i \hat{q}_j = \delta_{ij}$. For $n_{\mu}^{(3)}$, we find

\[
n_{\mu}^{(3)} = \left( \frac{-|\bar{q}|}{\sqrt{q^2}}, \frac{q_\mu \bar{q}}{\sqrt{q^2}} \right),
\]

(56)
if we demand that it must be normalized and orthogonal to \( q_\mu \) and \( n_\mu^{(i)} \), \( i = 1, 2 \), thus satisfying \( n_\mu^{(1)} n_\mu^{(1)} + n_\mu^{(2)} n_\mu^{(2)} + n_\mu^{(3)} n_\mu^{(3)} + (q_\mu q_\nu / q^2) = \delta_{\mu \nu} \). Then
\[
P^L_{\mu \nu} = n_\mu^{(3)} n_\nu^{(3)}, \tag{57}
\]
\[
P^T_{\mu \nu} = n_\mu^{(1)} n_\nu^{(1)} + n_\mu^{(2)} n_\nu^{(2)}. \tag{58}
\]
A few observations are in order:

(i) in Minkowski space, we have
\[
n_\mu^{(3)} = \left( \frac{i|\vec{q}|}{\sqrt{q^2}}, \frac{\omega/\sqrt{q^2}}{\sqrt{q^2}} \right), \tag{59}
\]
which in the long-wavelength limit becomes \( n_\mu^{(3)} = (0, \hat{q}) \);

(ii) in that limit, we obtained \( \Pi \) Drude expressions for \( \epsilon_L = 1 - (\omega_c^2 / \omega^2) \) and \( \nu_L = 1 - (\omega_{n,\omega}^2 / \omega^2) \). Inserting this into (49) and (51), and using the fact that \( \omega_{n,\omega}^2 = 2\omega_c^2 \), we find \( \omega_c^2 - \omega^2 \) as the denominator for both longitudinal and transverse propagators.

Finally, the collective plasmon excitations correspond to charge density and current density oscillations. Indeed, the collective field \( A^\mu = n_\mu^{(3)} P^\mu L A_\nu = A_\nu n_\nu^{(3)} \), in Euclidean space, is given by
\[
A^L = \frac{-i\vec{q} \cdot (-iq^2 A_4 + iq^2 A)}{\sqrt{q^2} |\vec{q}|} = \frac{-\vec{\nabla} \cdot \vec{E}^L}{\sqrt{q^2} |\vec{q}|} = \frac{-\rho(q)}{\sqrt{q^2} |\vec{q}|}, \tag{60}
\]
whereas the collective field \( A^\mu_T = P^\mu_T A_\nu \) is given by
\( (0, \vec{A}) \), where \( \vec{A} = A_1 \hat{n}^{(1)} + A_2 \hat{n}^{(2)} \) and \( A_1 = \vec{A} \cdot \hat{n}^{(1)} \). One then obtains
\[
\vec{A}^T = \vec{q} \wedge (iq^2 \vec{A}) / |\vec{q}|^2 = \frac{\vec{\nabla} \wedge \vec{B}}{|\vec{q}|^2} = \frac{\vec{j}(q)}{|\vec{q}|}. \tag{61}
\]
If we use \( 40, 47 \), and \( 48 \), and leave aside a gauge term, the integrand in (38) may be written, in Minkowski space, as
\[
\rho(q) \left( \frac{\epsilon_L}{q^2} \right) \rho(q) + j_k(q) \left[ (\nu_L + 1)(1 - \frac{\omega^2}{2q^2}) \right] j_k(q), \tag{62}
\]
where \( q = (\omega, \vec{q}) \).

The above expression physically describes the interaction of charge densities induced by the longitudinal component of the fluctuating electric fields and current densities (loops in the plane perpendicular to \( \hat{q} \)) induced by the longitudinal component of the fluctuating magnetic fields.

IV. REAL AND IMAGINARY PARTS OF THE RESPONSES

We now turn to Eqs. (21) and (22) which may be integrated over angles and continued to Minkowski space (\( q_4 \to i\omega - 0^+ \)) to yield
\[
\mathcal{B}^* = -\frac{e^2}{\pi^2 q^2} \int_0^\infty \frac{dp \, p^2 n_F}{\omega_p} \left( 1 + \frac{4\omega_p^2 + q^2}{8p|q|} f_1 + \frac{\omega\omega_p}{p|q|^2} f_2 \right), \tag{63}
\]
\[
\mathcal{A}^* = \mathcal{D}^* + \left( 1 + \frac{3q^2}{2|q|^2} \right) \mathcal{B}^*, \tag{64}
\]
where
\[
\mathcal{D}^* = -\frac{e^2}{\pi^2 q^2} \int_0^\infty \frac{dp \, p^2 n_F}{\omega_p} \left( 1 + \frac{2m^2 + q^2}{8p|q|} f_1 + \frac{\omega\omega_p}{p|q|^2} f_2 \right), \tag{65}
\]
with \( q^2 = \omega^2 - |q|^2 \). The functions \( f_1 \) and \( f_2 \) are
\[
f_1 = \ln \left( \frac{(q^2 - 2p|q|)^2 - 4\omega_p^2 \omega^2}{(q^2 + 2p|q|)^2 - 4\omega_p^2 \omega^2} \right), \tag{66}
\]
\[
f_2 = \arctanh \left( \frac{2\omega \omega_p}{q^2 - 2|q|^2} \right) - \arctanh \left( \frac{2\omega \omega_p}{q^2 + 2|q|^2} \right). \tag{67}
\]
In terms of the dimensionless variables \( x = \omega_p / m, y = p|m| = \sqrt{x^2 - 1}, a = \omega / 2m, b \equiv |q|/2m, \) and \( c^2 = a^2 - b^2 = q^2/4m^2, \) one obtains
\[
f_1 = \ln \left( \frac{(c^2 - by)^2 - a^2 x^2}{(c^2 + by)^2 - a^2 x^2} \right), \tag{68}
\]
\[
f_2 = \ln \left( \frac{c^2 - by + ax}{c^2 + by + ax} \right) - \frac{f_1}{2}. \tag{69}
\]

A. Imaginary parts

From (69), \( \text{Im} f_2 = -\text{Im} f_1 / 2, \) so that imaginary parts will appear when the argument of the logarithm in \( f_1 \) becomes negative, i.e., when the product of its numerator \( \Re \) times its denominator \( \Re \) satisfies,
\[
\Re \Re = [(c^2 - by)^2 - a^2 x^2][(c^2 + by)^2 - a^2 x^2] < 0. \tag{70}
\]
The roots of the related biquadratic equation in \( x (\geq 0) \) are \( x_{\pm} = a \pm b\gamma, \) where \( \gamma^2 = 1 - (1/c^2)^2, \) leading to
\[
(a - b\gamma)^2 < x^2 < (a + b\gamma)^2. \tag{71}
\]
There are three cases to be considered:

(i) \( c^2 < 0 \) (\( \gamma > 1; a < b < b\gamma \)), i.e., \( -a + b\gamma < x < a + b\gamma; \)
(ii) \( 0 < c^2 < 1 \) (\( \gamma \) purely imaginary): (71) is never satisfied and \( \text{Im} f_1 = 0; \)
(iii) \( c^2 > 1 \) (\( \gamma < 1; a > b > b\gamma \)), i.e., \( a - b\gamma < x < a + b\gamma. \)

The difference between numerator \( \Re \) and denominator \( \Re \) is given by \(-e^2 by\). For case (i), this implies \( \Re \) >
0, $\mathfrak{D} < 0$ whereas for case (iii) $\mathfrak{R} < 0$, $\mathfrak{D} > 0$. As a consequence, for case (ii), $0 < c^2 < 1$, corresponding to the same sign for $\mathfrak{R}$ and $\mathfrak{D}$, we obtain $\text{Im} B^* = \text{Im} D^* = 0$. For cases (i) and (iii), we take $\text{Im} f_1 = \varepsilon(\mathfrak{R})\pi$, where $\varepsilon(r) \equiv \text{sign}(r)$. The choice of sign corresponds to the continuation $q_1 \to i\omega - 0^+$. Therefore

$$\text{Im} B^* = \frac{\varepsilon(c^2) e^2}{16\pi b^2} \int_{x_1}^{a+b\gamma} dx_n F[(x-a)^2 - b^2]], \quad (72)$$

$$\text{Im} D^* = \frac{\varepsilon(c^2) e^2}{32\pi b^2} \int_{x_1}^{a+b\gamma} dx_n F[1 + 2c^2]. \quad (73)$$

For case (i), $c^2 < 0$, $\mathfrak{R} > 0$, and $x_1 = -a + b\gamma$ whereas for case (iii), $c^2 > 1$, $\mathfrak{R} < 0$, and $x_1 = a - b\gamma$. It is easy to show that $-a + b\gamma > 1$ in case (i) and $a - b\gamma > 1$ in case (iii). Thus, imaginary parts appear for both $B^*$ and $D^*$ in the regions $c^2 < 0$ and $c^2 > 1$ of the $(a, b)$ plane, and they vanish for $0 < c^2 < 1$.

Leaving aside the vacuum contribution, the expressions for the longitudinal parts of the electric permittivity and inverse magnetic permeability become

$$\text{Im} \epsilon_L = -\frac{\varepsilon(c^2) e^2}{16\pi b^2} \int_{x_1}^{a+b\gamma} dx_n F[(x-a)^2 - b^2]], \quad (74)$$

$$\text{Im} \mu_L = -\frac{\varepsilon(c^2) e^2}{16\pi b^2} \int_{x_1}^{a+b\gamma} dx_n F[(x-a)^2 + b^2 + \frac{b^2}{c^2}] - \frac{b^2}{c^2}. \quad (75)$$

Again, they vanish in region (ii) of the $(a, b)$ plane, whereas in region (i) $x_1 = -a + b\gamma$, and in region (iii) $x_1 = a - b\gamma$. These various regions are shown in Fig. 1. One should note that the appearance of nonzero imaginary parts may be associated with the creation of electron-hole (lower energies) or electron-positron (higher energies) pairs.

### B. Real parts

The real parts of $B^*$ and $D^*$ may also be reduced to 1D integrals which depend on the $a = \omega/2m$ and $b = |q|/2m$ parameters. We may write them as

$$\text{Re} B^* = -\frac{e^2}{4\pi^2 c^2} [R + R_B], \quad (76)$$

$$\text{Re} D^* = -\frac{e^2}{4\pi^2 c^2} [R + R_D], \quad (77)$$

where

$$R = \int_{-}\infty dx_n F \sqrt{x^2 - 1}, \quad (78)$$

$$R_B = \frac{1}{4b} \int_{-}\infty dx_n F[(x^2 + c^2)R_1 + 4axR_2], \quad (79)$$

$$R_D = \frac{1}{8b} \int_{-}\infty dx_n F(1 + 2c^2)R_1. \quad (80)$$

From the above expressions, one may obtain the electromagnetic responses as functions of $a$, $b$, $T/m$, and $\xi/m$, the latter dependences coming from the Fermi-Dirac distribution function.

### V. ANALYTIC RESULTS AT $T = 0$

At zero temperature, the Fermi-Dirac distribution function $n_F(x)$ becomes $\Theta(x_F - x)$ where $x_F \equiv \xi/m$. We may then analytically perform the integrals for both the imaginary and real parts of the response functions. In the sequel, we will present the details of the calculations and obtain explicit analytic expressions for the imaginary and real parts of both the electric and magnetic response functions as well as their corresponding regions in the $(a, b)$ plane.

#### A. Imaginary parts at $T = 0$

Only two of the three cases studied in Section IV A have nonvanishing imaginary parts. Nevertheless, at zero temperature, as we shall see below, additional restrictions come into play because of the integration limit $x_F$ imposed by the distribution function $\Theta(x_F - x)$.

In case (i) $[c^2 < 0, \gamma > 1 (a < b < b_\gamma)]$, the lower integration limit of (72), (73) is $x_1 = -a + b\gamma$ whereas the upper one is $x_u = a + b\gamma$. For a nonvanishing result, we need $x_1 = -a + b\gamma < x_F$. This will occur if $b_+ < b < b_\gamma$, where

$$b_\pm = \frac{\pm y_F}{2} + \sqrt{\frac{y_F^2}{4} + a(x_F + a)}, \quad (83)$$
with \( x_F \equiv \epsilon_F/m = \xi/m \) and \( y_F = \frac{1}{m} \sqrt{\epsilon_F^2 - m^2} = p_F/m \). Depending on whether \( x_u < x_F \) or \( x_u > x_F \), results for the imaginary part will differ. For \( x_u = a + b\gamma < x_F \), one needs \( a < x_F \) and

\[
\begin{align*}
\bar{b}^2 - y_F b + a(x_F - a) &< 0, \quad (84) \\
\bar{b}^2 + y_F b + a(x_F - a) &> 0. \quad (85)
\end{align*}
\]

To satisfy \((84)\), the argument for the square-root appearing in the roots of the associated equation has to be positive, so that \( 0 < a < (x_F - 1)/2 \) and \( (x_F + 1)/2 < a < x_F \). Then, \((84)\) will always be satisfied whereas \((85)\) implies \( \bar{b}_- < b < \bar{b}_+ \), where

\[
\bar{b}_\pm = \frac{y_F}{2} \pm \sqrt{\frac{y_F^2}{4} - a(x_F - a)}. \quad (86)
\]

As a result, the integrals in \((72)\) and \((73)\), with \( n_F = \Theta(x - x_F) \), and the definition

\[
[f(x)]_{x_l}^{x_R} = f(x_u) - f(x_l), \quad (87)
\]

will have the values

A) for \( 0 < a < (x_F - 1)/2 \) and \( (x_F + 1)/2 < a < x_F \), \( \bar{b}_- < b < \bar{b}_+ \), \( x_l = -a + b\gamma \), \( x_u = a + b\gamma \),

\[
\begin{align*}
\text{Im}B^* &= -\frac{e^2}{48\pi bc^2} [(x - a)^3 - 3b^2 x^{x_F + b\gamma}] - a(x_F - a), \quad (88) \\
\text{Im}D^* &= -\frac{e^2}{32\pi bc^2} [(1 + 2c^2)(2a)]. \quad (89)
\end{align*}
\]

B) for \( (x_F - 1)/2 < a < (x_F + 1)/2 \) and \( a > x_F \), \( \bar{b}_- < b < \bar{b}_+ \), \( x_l = -a + b\gamma \) whereas for \( a < x_F \) \( \bar{b}_- < b < b'_+ \), \( x_l = a + b\gamma \), \( x_u = x_F \),

\[
\begin{align*}
\text{Im}B^* &= -\frac{e^2}{48\pi bc^2} [(x - a)^3 - 3b^2 x^{x_F + b\gamma}] + a(x_F - a), \quad (90) \\
\text{Im}D^* &= -\frac{e^2}{32\pi bc^2} [(1 + 2c^2)(x_F + a - b\gamma)]. \quad (91)
\end{align*}
\]

Outside regions (A) and (B), for \( c^2 < 0 \) the imaginary parts of \( B^* \) and \( D^* \) vanish.

In case (iii) \( |c^2| > 1, \gamma < 1 \ (a > b > b\gamma) \), the lower integration limit of \((72), (73)\) is \( x_l = a + b\gamma \) whereas the upper one is \( x_u = a + b\gamma \). For a nonvanishing result, \( x_l = a + b\gamma < x_F \). This will always occur if \( a < x_F \) whereas for \( a > x_F \, b'_- < b < b'_+ \), where

\[
b'_\pm = \pm \frac{y_F}{2} + \sqrt{\frac{y_F^2}{4} - a(x_F - a)}. \quad (92)
\]

Again, depending on whether \( x_u < x_F \) or \( x_u > x_F \), results for the imaginary part will differ. For \( x_u = a + b\gamma < x_F \), \( a < x_F \) and

\[
\begin{align*}
\bar{b}^2 - y_F b + a(x_F - a) &< 0, \quad (93) \\
\bar{b}^2 + y_F b + a(x_F - a) &> 0. \quad (94)
\end{align*}
\]

To satisfy \((93)\), the argument for the square-root appearing in the roots of the associated equation has to be positive, so that \( 0 < a < (x_F - 1)/2 \) and \( (x_F + 1)/2 < a < x_F \).
B. Real parts at $T = 0$

At $T = 0$, (80)-(81) become

$$R = \int_1^{x_F} dx \sqrt{x^2 - 1},$$  \hspace{1cm} (100)

$$R_B = \frac{1}{4b} \int_1^{x_F} dx \left[ (x^2 + c^2)R_1 + 4axR_2 \right],$$  \hspace{1cm} (101)

$$R_D = \frac{1}{8b} \int_1^{x_F} dx \left( 1 + 2c^2 \right) R_1,$$  \hspace{1cm} (102)

where the first integral is simply

$$R = \frac{1}{2} \left[ x_Fy_F - \ln(x_F + y_F) \right],$$  \hspace{1cm} (103)

and the two latter expressions may be integrated by parts. Since $R_1(1) = R_2(1) = 0$, if we write $R_{B,D} = U_{B,D} + V_{B,D}$, with

$$U_B = \frac{x_F}{12b} \left[ (x_F^2 + 3c^2)R_1 + 6axFR_2 \right],$$  \hspace{1cm} (104)

$$U_D = \frac{x_F}{8b} \left( 1 + 2c^2 \right) R_1,$$  \hspace{1cm} (105)

where

$$R_{1F} = \ln \left( \frac{(c^2 - by)^2 - a^2x^2}{(c^2 + by)^2 - a^2x^2} \right),$$  \hspace{1cm} (106)

$$R_{2F} = \frac{1}{2} \ln \left( \frac{c^4 - (ax - by)^2}{c^4 - (ax + by)^2} \right).$$  \hspace{1cm} (107)

$V_{B,D}$ will involve the derivatives of $R_1$ and $R_2$. We rewrite $R_{f1}$ and $R_{f2}$ in terms of

$$L_{a,b}(x) \equiv \ln((ax + by + c^2)), $$  \hspace{1cm} (108)

$$\mathcal{L}_{\pm a}(x) \equiv L_{\pm a,b}(x) - L_{\pm a,-b}(x), $$  \hspace{1cm} (109)

to obtain

$$R_{f1} = -(L_a + L_{-a}),$$  \hspace{1cm} (110)

$$R_{f2} = -(L_a - L_{-a})/2.$$  \hspace{1cm} (111)

Then, $V_{B,D} = V_{B,D}^+ + V_{B,D}^-$ where

$$V_B^+ = \frac{1}{12b} \int_1^{x_F} dx \left[ x^3 + 3ax^2 + 3c^2 \right] \mathcal{L}_{a}',$$  \hspace{1cm} (112)

$$V_D^+ = \frac{1}{8b} \int_1^{x_F} dx \left( 1 + 2c^2 \right) x \mathcal{L}_{a}',$$  \hspace{1cm} (113)

with primes denoting derivatives in $x$. Alternatively,

$$V_B^+ = \frac{1}{6} \int_1^{x_F} \frac{dx}{\sqrt{x^2 - 1}} \frac{P_B^+(x)}{Q^+(x)} ,$$  \hspace{1cm} (114)

$$V_D^+ = \frac{1}{4} \int_1^{x_F} \frac{dx}{\sqrt{x^2 - 1}} \frac{P_D^+(x)}{Q^+(x)} ,$$  \hspace{1cm} (115)

with

$$P_B^+ = (x^3 \pm 3ax^2 + 3c^2) \left( x \pm \frac{a}{c} \right),$$  \hspace{1cm} (116)

$$P_D^+ = [(1 + 2c^2)x] \left( x \pm \frac{a}{c} \right),$$  \hspace{1cm} (117)

$$Q^+ (x) = x^2 \pm 2ax + d^2,$$  \hspace{1cm} (118)

where $d^2 = (a^2 - b^2)$. By dividing out the polynomials in (114) and (115) and adding $V_{B,D}^+ + V_{B,D}^-$, one obtains

$$V_{B,D} = Y_{B,D} + Z_{B,D},$$  \hspace{1cm} (119)

where

$$Y_B = \frac{1}{3} \int_1^{x_F} \frac{dx}{\sqrt{x^2 - 1}} (x^2 + 1 - 2b^2),$$  \hspace{1cm} (120)

$$Y_D = \frac{1}{2} \int_1^{x_F} \frac{dx}{\sqrt{x^2 - 1}} (1 + 2c^2),$$  \hspace{1cm} (121)

which leads to

$$Y_B = \frac{1}{6} \left[ x_F y_F + (3 - 4b^2) \ln(x_F + y_F) \right],$$  \hspace{1cm} (122)

$$Y_D = \frac{1}{2} \left( 1 + 2c^2 \right) \ln(x_F + y_F),$$  \hspace{1cm} (123)

and $Z_{B,D}$ is given by

$$Z_{B,D} = C_{B,D} \int_1^{x_F} \frac{dx}{\sqrt{x^2 - 1}} \frac{M_{B,D} x^2 + N_{B,D}}{(x^2 + d^2)^2 - 4a^2 x^2},$$  \hspace{1cm} (124)

where $C_B = (1/3)$ and $C_D = (1/2)(1 + 2c^2)$. The expressions for $M_{B,D}$ and $N_{B,D}$ depend solely on $a$ and $b$,

$$M_B = -2a^2(1 + 4b^2) - [1 - 2b^2 - 2a^2(2 - \gamma^2)]d^2,$$

$$N_B = -d^4(1 - 2b^2),$$

$$M_D = 2a^2(1 + \gamma^2) - d^2,$$

$$N_D = -d^4.$$

Defining $t = \sqrt{(x^2 - 1)/x^2} = y/x$, (124) reduces to

$$Z_{B,D} = C_{B,D}[(M_{B,D} + N_{B,D}) \mathcal{J}_0 - N_{B,D} \mathcal{J}_2],$$  \hspace{1cm} (125)

where $\mathcal{J}_j$ is

$$\mathcal{J}_j = \int_0^{x_F} \frac{dt}{\mathcal{C} t^4 + \mathcal{B} t^2 + \mathcal{A}},$$  \hspace{1cm} (126)

and the coefficients are

$$\mathcal{C} = d^4,$$  \hspace{1cm} (127)

$$\mathcal{B} = -2[d^2(d^2 + 1) - 2a^2],$$  \hspace{1cm} (128)

$$\mathcal{A} = (d^2 + 1)^2 - 4a^2.$$

(129)

The above integrals are analytically evaluated in Appendix [B] and have different expressions depending on
whether \( \gamma^2 < 0 \) or \( \gamma^2 > 0 \). From (76) and (77), we obtain

\[
\text{Re} \mathcal{B}^* = -\frac{e^2}{4\pi^2 c^2} [U_B + W_B + Z_B],
\]

\[
\text{Re} \mathcal{D}^* = -\frac{e^2}{4\pi^2 c^2} [U_D + W_D + Z_D],
\]

where the \( W_{B,D} \equiv R + Y_{B,D} \) are

\[
W_B = \frac{2}{3} [x_F y_F - b^2 \ln(x_F + y_F)],
\]

\[
W_D = \frac{1}{2} [x_F y_F + 2c^2 \ln(x_F + y_F)],
\]

with \( Z_{B,D} \) given in terms of \( \mathcal{J}_j \) (cf. Appendix B)

\[
Z_B = \frac{1}{3} [(M_B + N_B) \mathcal{J}_0 - N_B \mathcal{J}_2],
\]

\[
Z_D = \frac{1}{2} [(1 + 2c^2) [(M_D + N_D) \mathcal{J}_0 - N_D \mathcal{J}_2].
\]

The results for \( \text{Re} \mathcal{B}^* \) and \( \text{Re} \mathcal{D}^* \) provide us with analytic expressions for both the electric and magnetic response functions. In particular, the longitudinal responses \( \epsilon_L \) and \( \nu_L \) are given by

\[
\epsilon_L = (1 + C^*) - \frac{c^2}{b^2} \mathcal{B}^*,
\]

\[
\nu_L = (1 + 2C^*) + 2D^* + \frac{c^2}{b^2} \mathcal{B}^*.
\]

Leaving aside the \( C^* \) vacuum contribution, \( \text{Re} \epsilon_L \) and \( \text{Re} \nu_L \) will follow from (130) and (131).

We emphasize that the results of the present section yield analytic expressions for the real and imaginary parts of both the electric and magnetic responses of relativistic electrons. As already indicated both in this section and in Appendix A, the \( T = 0 \) nonrelativistic limit of the present theoretical results for the dielectric response coincide with the well-known Lindhardt dielectric function [10].

**VI. CONCLUSIONS**

The present theoretical results for the temperature-dependent electromagnetic responses of the relativistic electron gas provide us with expressions for both imaginary and real parts in terms of 1D integrals. They may be evaluated numerically to yield functions of \( \omega, \frac{q}{m}, \xi \), and \( T \). Such functions, in turn, may be used to obtain the dispersion relation for longitudinal plasmons, i.e., the \( \omega(q) \) that satisfies \( \epsilon_L = 0 \), as well as their transverse magnetic analogues for which \( \nu_L = -1 \). Furthermore, the appearance of nonzero imaginary parts may then be associated to the creation of electron-hole (lower energies) or electron-positron (higher energies) pairs. For \( T = 0 \), the explicit analytic expressions obtained will contain all that information.

The relativistic electron plasma will support longitudinal and transverse plasmons which are related to collective charge density oscillations and collective current density oscillations, respectively. Just as longitudinal plasmons have their dispersion relation given by \( \epsilon_L = 0 \), for transverse ones it is \( \nu_L = -1 \) that defines the dispersion relation. Clearly then, for frequencies below the longitudinal and transverse plasmon frequencies, both \( \epsilon_L \) and \( \nu_L \) will be negative, a behavior characteristic of metamat-erials. This is typical of relativistic systems, since in the nonrelativistic limit \( \nu_L \sim 1 \).
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**Appendix A: The nonrelativistic limit at \( T = 0 \)**

In order to make contact with standard results [14], here we outline how to obtain the \( T = 0 \) nonrelativistic expressions for \( \text{Im} \mathcal{B}^* \) from our formulæ. We begin with the nonrelativistic expression [1] for \( \mathcal{B} \) at \( T = 0 \)

\[
\mathcal{B} = -\frac{e^2}{\pi^2 |q|^2} \text{Re} \int_0^{p_F} dp \int_0^{p_F'} dp' \int_0^1 \frac{dy}{y m_n} - \frac{|q|^2}{2m_n} |q|^2 + iq_4 \chi, \tag{A1}
\]

where \( p_F^2 = 2m \epsilon_F^* \), \( \epsilon_F^* = \xi - m \). Performing the integral over \( \chi \), taking the real part of the resulting logarithm, and letting \( q_4 \to i \omega - \eta \), \( \eta \to 0^+ \), leads to

\[
\mathcal{B}^* = -\frac{e^2 m}{2\pi^2} \int_0^{p_F} dp \int_0^{p_F'} dp' \ln \left( \frac{|q|^2((q)^2 - 2p)^2 - 4m^2 \omega^2}{|q|^2((q)^2 + 2p)^2 - 4m^2 \omega^2} \right), \tag{A2}
\]

The argument of the log will be negative for

\[
\frac{m}{|q|} (\omega - \epsilon_q) < p < \frac{m}{|q|} (\omega + \epsilon_q) \text{ if } \epsilon_q < \omega, \tag{A3}
\]

\[
\frac{m}{|q|} (\epsilon_q - \omega) < p < \frac{m}{|q|} (\omega + \epsilon_q) \text{ if } \epsilon_q > \omega, \tag{A4}
\]

where \( \epsilon_q \equiv |q|^2/2m \). We note that in both cases it is the \( \Re \) numerator that becomes negative.

In order to obtain the imaginary part of the logarithm, we let \( q_4 \to i \omega - \eta \) in

\[
\ln \left( \frac{|q|^2((q)^2 - 2p)^2 + 4m^2 \omega^2}{|q|^2((q)^2 + 2p)^2 + 4m^2 \omega^2} \right), \tag{A5}
\]

so \( A2 \) becomes

\[
\ln \left[ -|\Re \mathcal{D}| + in(|\Re \mathcal{D}| - D) \right], \tag{A6}
\]
where \( \eta' \equiv (2ax^2)/D^2 \to 0^+ \). Since \( \text{sign}(\Re - \mathfrak{D}) = \text{sign}(\Re) \), the argument of \( \mathfrak{A} \) will lie in the second quadrant if \( \text{sign}(\Re) \) is positive and in the third if it is negative. Thus, we choose \(|\text{sign}(\Re)\pi|\) for its imaginary part \((-\pi, \text{in the present case}) and therefore \( \text{Im} \mathfrak{B}^* \) is given by trivial integrals.

**Case 1: \( \omega > \epsilon_q \)**

1(a) if \( p_F < m(\omega - \epsilon_q)/|\bar{q}| \), then \( \text{Im} \mathfrak{B}^* = 0 \):

\[
\text{Im} \mathfrak{B}^* = \frac{e^2 m^2 \epsilon_{F}}{2\pi |\bar{q}|^3} \left[ 1 - \frac{(\omega - \epsilon_q)^2}{4\epsilon_{F}^2 \epsilon_q} \right]; \quad (A7)
\]

1(b) if \( m(\omega - \epsilon_q)/|\bar{q}| < p_F < m(\omega + \epsilon_q)/|\bar{q}| \), the lower integration limit of the imaginary part of \( \mathfrak{A} \) is \( m(\omega - \epsilon_q)/|\bar{q}| \) and the upper limit is \( p_F \), then

\[
\text{Im} \mathfrak{B}^* = \frac{e^2 m^2 \omega}{2\pi |\bar{q}|^3}; \quad (A8)
\]

**Case 2: \( \omega < \epsilon_q \)**

2(a) if \( p_F < m(\epsilon_q - \omega)/|\bar{q}| \), then \( \text{Im} \mathfrak{B}^* = 0 \):

\[
\text{Im} \mathfrak{B}^* = \frac{e^2 m^2 \epsilon_{F}}{2\pi |\bar{q}|^3} \left[ 1 - \frac{(\omega - \epsilon_q)^2}{4\epsilon_{F}^2 \epsilon_q} \right]; \quad (A9)
\]

2(b) if \( m(\epsilon_q - \omega)/|\bar{q}| < p_F < m(\epsilon_q + \omega)/|\bar{q}| \), the lower integration limit of the imaginary part of \( \mathfrak{A} \) is \( m(\epsilon_q - \omega)/|\bar{q}| \) and the upper limit is \( p_F \), then we obtain the same as in \( (A8) \)

\[
\text{Im} \mathfrak{B}^* = \frac{e^2 m^2 \omega}{2\pi |\bar{q}|^3}. \quad (A10)
\]

The various regions defined above are plotted in Fig. 3, which is well-known in Condensed Matter texts [14]. As already mentioned previously, the nonrelativistic expressions may also be directly obtained as limits of their relativistic counterparts.

**Appendix B: The integrals \( \mathfrak{J}_j \)**

In this Appendix, we calculate the integrals

\[
\mathfrak{J}_j = \int_0^{t_F} \frac{dt \, t^j}{\mathfrak{C} t^4 + \mathfrak{B} t^2 + \mathfrak{A}}, \quad (B1)
\]

with coefficients given by

\[
\mathfrak{C} = d^2, \quad (B2) \mathfrak{B} = -2[d^2(d^2 + 1) - 2a^2], \quad (B3) \mathfrak{A} = (d^2 + 1)^2 - 4a^2. \quad (B4)
\]

There are two cases to be considered, depending on the roots of the biquadratic equation \( \mathfrak{C} t^4 + \mathfrak{B} t^2 + \mathfrak{A} = 0 \): (i) For \( \gamma^2 > 0 \), the roots are real

\[
t^2_\pm = \frac{d^2(d^2 + 1) - 2a^2 \pm 2ab|\gamma|}{d^4}, \quad (B5)
\]

so that the integrals become

\[
\mathfrak{J}_j = \frac{1}{4ab|\gamma|} \left[ t^j_+ \int_0^{t_F} \frac{dt}{t^2 - t^2_+} - t^j_- \int_0^{t_F} \frac{dt}{t^2 - t^2_-} \right]. \quad (B6)
\]

One may show that \( t^2_\pm > 0 \), therefore

\[
\int_0^{t_F} \frac{dt}{t^2 - t^2_\pm} = \frac{1}{2t_\pm} \ln \left| \frac{t_F - t_\pm}{t_F + t_\pm} \right|, \quad (B7)
\]

where, from \( (B3) \), we may write \( t_\pm = (y_\pm/|x_\pm|) \), with \( x_\pm = a \pm b\gamma \) and \( y_\pm = x_\pm^{1/2} - 1 \). Then,

\[
\mathfrak{J}_0 = \frac{1}{4ab|\gamma|} \left[ \frac{1}{2t_+} \ln \left| \frac{t_F - t_+}{t_F + t_+} \right| - (t_F \rightarrow t_-) \right], \quad (B8)
\]

\[
\mathfrak{J}_2 = \frac{1}{4ab|\gamma|} \left[ \frac{t_+^2}{2} \ln \left| \frac{t_F - t_+}{t_F + t_+} \right| - (t_+ \rightarrow t_-) \right]. \quad (B9)
\]

(ii) For \( \gamma^2 < 0 \), the roots are complex conjugate \( (t^2_\pm, t^2_\mp) \), with

\[
t^2_\pm = \frac{d^2(d^2 + 1) - 2a^2 \pm i[2ab|\gamma|]}{d^4}, \quad (B10)
\]

We may decompose \( (B1) \) into partial fractions to obtain

\[
\mathfrak{J}_0 = \mathfrak{J}^+_0 - \mathfrak{J}^-_0 \quad (t_r \equiv \text{Re} \, t_r; \; t_i \equiv \text{Im} \, t_r)
\]

\[
\mathfrak{J}^+_0 = \frac{1}{4d^4t^2 |t_r|^2} \int_0^{t_F} \frac{dt \, t_+ (t \pm 2t_r)}{t^2 + 2rt_r + |t_r|^2}, \quad (B11)
\]
and write

\[ I_0 = \frac{1}{|t|} \left\{ \ln \left| \frac{t^2}{t^2 - 2} \right| + \frac{2\arctan\left( \frac{t + |t|}{|t|} \right)}{|t|} \right\} \] (B13)

as well as

\[ I_0 = \frac{1}{|t|} \left\{ \ln \left| \frac{t^2 - 2}{t^2 + 2} \right| + \frac{2\arctan\left( \frac{t - |t|}{|t|} \right)}{|t|} \right\} \] (B12)

where, from (B10), one may show that

\[ t_c = \frac{y_c}{x_c} \]

with

\[ x_c = a + ib|\gamma| \]

and \[ y_c = \sqrt{x_c^2 - 1}. \]

For Dirac matrices, \[ \gamma_4 = \gamma_0 \]

and \[ \gamma_j = \gamma_j. \]

The Minkowski metric is

\[ \eta_{\mu\nu} = (+, -). \]

For recent references of QED in external backgrounds, see A. E. Shabad and V. V. Usov, Phys. Rev. D 83, 105006 (2011) and S. Villalba-Chavez and A. E. Shabad, Phys. Rev. D 86, 105040 (2012).
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