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Abstract—The human exposure assessment to wireless communications systems including the fifth generation (5G) mobile systems is related to determining the specific absorption rate (SAR) or the absorbed power density (APD). The assessment of both quantities requires the use of various numerical techniques, including moments method (MoM). As the use of MoM results in a fully populated system matrix, a tremendous computational cost is incurred, both in terms of matrix fill time and memory allocation, as the matrix size is directly related to frequency of the problem. This paper investigates the applicability of numerical integration at frequencies related to 5G. The novelty of this work is related to the comprehensive set of tests of various combination of source and observation triangles using the developed unit cube test. A number of convergence tests were performed to investigate the effects of the increasing frequency and the discretization scheme on the numerical solution, as well as to determine how to curb the computational requirements by the proficient use of numerical integration. The results show that in the lower GHz range, lower integration orders could be used, resulting in the decrease of matrix fill time without loss of solution accuracy.
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I. INTRODUCTION

The mobile communication systems fifth generation (5G) represents the significant evolution over the previous 4G LTE networks both in terms of high transmission data rates and overall network capacity as well as a very low latency. It is expected that 5G networks will facilitate nearly instantaneous connectivity to multibillion devices based on the use of millimeter waves operating in the GHz frequency range, but also on the use of beam steering technologies such as massive multiple input, multiple output (MIMO) antenna systems.

However, the extensive use of new MIMO antenna systems comprising a high number of antenna elements will most definitely result in the public concern due to possible negative health effects. Compared to electromagnetic (EM) radiation in the radio frequency (RF) range, the thermal effects related to the mm-waves from the GHz part of the spectrum are limited to the body surface due to small skin effect and low penetration depth. Nevertheless, rather recently, IEEE standard [1] in 2019 and ICNIRP guidelines [2] in 2020, respectively, have been revised, in order to assure the compliance with the basic restrictions and consequently to ensure the safety of humans due to exposure to EM fields. Regardless of basic restriction quantity, defined by the specific absorption rate (SAR) in the range of up to 6 GHz, or the absorbed power density (APD) for frequencies above 6 GHz, the assessment of both quantities requires the use of advanced computational methods.

Recently, integral equation based methods coupled with stochastic approach resurfaced as one of the means for solving high frequency electromagnetic-thermal dosimetry problems [3], [4]. Unfortunately, if formulations based on the use of integral equation are utilized, the accuracy of the numerical solution will be impacted by the precision with which the matrix system elements are calculated. The numerical integration is used most often to solve various double surface integrals, whereas the calculation speed and solution accuracy should be taken into account. It should be emphasized that in most cases some compromise solution between the numerical efficiency and accuracy is required.

It is a well known fact that one of the disadvantages of using integral equation formulations is they result in a fully populated system matrix. The matrix filling and the solving of system matrix represent the two time-consuming operations required by moments method (MoM) code with $N$ unknowns [5]. In case of wire structures, these operations are of $O(N^2)$ for the former, and $O(N^3)$ for the latter, when direct solvers are used. However, in practice, matrix filling often requires more time spent. Since number of unknowns $N$ is proportional to $kd$, with $k$ and $d$ being wave number and wire length, respectively, the asymptotic cost of these operations is of $O([kd]^{2})$, clearly indicating the frequency scaling feature of the algorithm. Compared to wires, the asymptotic computational cost for surfaces is even more expensive, i.e. of $O([kd]^{4})$, with matrix filling again dominating the computational runtime for most problems. On the other hand, the memory requirements for surfaces are of $O([kd]^{2})$.

Additional thing to keep in mind is the system matrix size, as large matrices are impossible to directly solve, e.g. via Gaussian elimination. In these cases, the iterative procedure is required such as a generalized minimum residual method (GMRES) [6].

In recent years the graphics processing unit (GPU) has...
become more often used as another important computational resource, due to GPU’s computational potential compared to conventional central processing unit (CPU). Various examples of problems tackled by the finite difference time domain (FDTD) method utilizing the GPUs, can be found in [7]. More important, the graphics cards have been previously utilized in accelerating the conventional MoM calculations both in terms of filling time and splitting algorithm [8]. However, additional effort is required when using GPU, as specialized adaptation of the code is necessary, such as rewriting one’s code in CUDA or other languages.

Therefore, instead of immediate paradigm shift from CPU-based to GPU-based computations, the investigation carried out in this paper is on the efficient utilization of a conventional MoM code by applying proficient numerical integration rules without sacrificing the accuracy of the approach.

It should be noted there are many interesting papers dealing with the precision of the particular integrals’ numerical solution, e.g. [9]–[11], while the work presented here is related to application of pure numerical quadrature, presented, in authors opinion, in a unique way using the developed unit cube test, as well as the (P, Q)-square convergence visualization that can be considered a novelty.

This paper should be considered as an extension of two conference papers published in [12] and [13]. In first publication [12], the unit cube test was presented for testing various combinations of double surface integrals arising in the frequency domain integral formulations, while second publication [13] is on the investigation of numerical integration using said cube test. The results reported both in [12] and [13] are further extended with additional computational examples given here. In the present paper, the investigation of applicability of numerical quadrature to the solution of double surface integral related to the magnetic vector potential is tested on the combination of far and near terms, both in cases of coplanar and orthogonal triangle pairs. The numerical solution convergence of double surface integral is tested at several 5G frequencies currently utilized or to be used in Croatia (0.7 GHz, 3.6 GHz, 26 GHz, 90 GHz), as well as 6 GHz, considered as the transition frequency in the safety standards [3]. Moreover, extensive tests have been carried out to determine the effects of increasing frequency and surface discretization, respectively, both in terms of quadrature precision as well as computational requirements. The numerical study carried out in this work could find its application in the assessment of procedures related to human safety to electromagnetic fields, by providing some guidelines related to the application of numerical quadrature as well as its potential applicability when very high frequencies are considered (such as in 5G).

The paper is organized as follows: following the introductory part, the mathematical background is given in second section including a brief descriptions of the used integral formulation, a numerical approach to double surface integral as well as a unit cube test and Dunavant’s quadrature rules, respectively. The following section presents the results of the extensive convergence tests with the accompanying discussion. In the fourth and also the final part the concluding remarks are given.

II. Mathematical Background

In frequency domain surface integral equation (SIE) formulations, the complex surface geometry of a problem is most commonly described using the triangular elements or patches. This enables the use of a so called Rao-Wilton-Glisson (RWG) basis functions particularly developed for triangles [14].

A. Surface Integral Equation Formulation

This work is based on the frequency domain formulation for the homogeneous penetrable scatterer. The electric field integral equation (EFIE) can be derived from the use of equivalence theorem at the scatterer’s surface and the application of appropriate boundary conditions (BC):

\[
-\bar{E}_{arc}^{sec}(\vec{r}, \vec{M}) = \begin{cases} 
\bar{E}_{n}^{inc}, & i = 1 \\
0, & i = 2
\end{cases}
\]

where \(\bar{E}_{arc}^{inc}\) represents the known incident electric field while \(\bar{E}_{arc}^{sec}\) is the field scattered from the surface.

The tangential component of the scattered electric field can be written in terms of the equivalent surface electric and magnetic currents, \(\vec{J}\) and \(\vec{M}\), respectively, which, in turn, can be expanded using a linear combination of basis functions. As the surface of scatterer is represented by triangular patches, \(\vec{J}\) is expanded by the RWG basis functions [14], while \(\vec{M}\) is expanded by the orthogonal functions \(n \times \text{RWG}\), as follows:

\[
\vec{J}(\vec{r}) = \sum_{n=1}^{N} J_{n} \vec{f}_{n}(\vec{r}); \quad \vec{M}(\vec{r}) = \sum_{n=1}^{N} M_{n} \vec{g}_{n}(\vec{r})
\]

where \(J_{n}\) and \(M_{n}\) are coefficients to be determined, while \(N\) denotes the number of elements used to discretize the surface \(S\) of a scatterer.

SIE formulation of the problem via EFIE can be numerically solved, e.g. using an efficient MoM scheme reported in [15]. Examples of application of a SIE based formulation include models of pediatric patients in e.g. transcranial magnetic stimulation (TMS) [16] or electromagnetic-thermal dosimetry [17], or even in a stochastic dosimetry of the human brain [18]. More details on the particular application can be found in corresponding papers [16]–[18].

Multiplying (1) by test functions \(\vec{f}_{m}\), where \(\vec{f}_{m} = \vec{f}_{n}\), and integrating over the scatterer surface \(S\), followed by some additional steps [15], [19], results in the following integral equations set:

\[
\sum_{n=1}^{N} \left( j \omega \mu \hat{A}_{mn,i} + \frac{j}{\omega} \hat{B}_{mn,i} \right) J_{n} + \sum_{n=1}^{N} (C_{mn,i} + D_{mn,i}) M_{n} = \begin{cases} 
V_{m}, & i = 1 \\
0, & i = 2
\end{cases}
\]

where \(\hat{A}_{mn}, \hat{B}_{mn}, C_{mn},\) and \(D_{mn}\) denote various surface integrals, while \(i = 1, 2\) indicate the regions exterior and interior to the scatterer, respectively. The indices \(m\) and \(n\) denote the source and observation triangles, respectively.
Object’s material properties are taken into account via $\mu$ and $\varepsilon$, representing permeability and permittivity, respectively.

The set of integral equations (3) can be written more compactly in the matrix form as

$$[Z] \cdot [J] = [V]$$

(4)

where the size of system matrix $Z$ is $2N \times 2N$, while the size of source vector $V$ is $2N$, as illustrated on Fig. 1. It should be emphasized that the system matrix $Z$ formed in this manner represents a fully populated matrix [4], as this is a well known drawback of integral equation formulations.

Depending on the distance between source and observation triangles, $T_n$ and $T_l$, respectively, specific solution approach to the integral (5) is necessary.

In case when observation and source triangles are far enough, simple numerical integration suffices. On the other hand, in case of near terms, that is, when the triangles are close to each other and/or are sharing a vertex or an edge, usually the combination of analytical and numerical integration is used. Some authors suggest purely numerical integration [20], [21] also in the case of near triangles. In that situation, it is then customary to choose one sampling point from the outer triangle corresponding to numerical quadrature order of $M=1$, where the observation point is placed at the center of a triangle. Unfortunately, due to kernel singularity, this approach will result in numerical instability, as shown in our previous work for integrals of the form $D_{mn}$, [22].

The investigation carried out in this work is related to evaluation of integral (5) using the numerical procedure (Gaussian quadrature). In total, four combinations of source and observation triangles are considered in this work, as depicted on Fig. 2.

$$A_{mn} = \int_S \tilde{f}_m(\tilde{r}) \cdot \int_{S'} \tilde{f}_n(\tilde{r}')G(\tilde{r}, \tilde{r}')dS'dS$$

(5)

where $\tilde{f}_m$ is test function, and $\tilde{f}_n = \tilde{f}_n$ represents basis function expanded over triangles. Observation and source points are denoted by $\tilde{r}$ and $\tilde{r}'$, respectively. RWG function is used as basis function [14]:

$$\tilde{f}_n^\pm(\tilde{r}) = \begin{cases} \frac{l_n}{2A_n} \tilde{\rho}_n^\pm, & \tilde{r} \in T_n^\pm \\ 0, & \tilde{r} \notin T_n^\pm \end{cases}$$

(6)

where $l_n$ is the shared edge length at the interface between triangles $T_n^+$ and $T_n^-$, while $A_n^+$ and $A_n^-$ denote the surface areas of triangles. Vector $\tilde{\rho}_n^+ = \tilde{r} - \tilde{r}_n^+$ is directed from free vertex of $T_n^+$ while $\tilde{\rho}_n^- = \tilde{r} - \tilde{r}_n^-$ is directed towards free vertex of $T_n^-$. Integral (5) includes Green’s function for the homogeneous medium given by:

$$G(\tilde{r}, \tilde{r}') = \frac{e^{-jkR}}{4\pi R}; \quad R = |\tilde{r} - \tilde{r}'|$$

(7)

where $R$ is the distance from observation to source point, while $k$ denotes the wave number.
where $A$ denote the triangle area, $w_i(\alpha_i, \beta_i, \gamma_i)$ are weighting coefficients normalized to triangle area, while $\alpha_i$, $\beta_i$, and $\gamma_i$ are local or simplex coordinates (defined on the unit triangle).

Utilizing (9) in (8), the following is obtained:

$$A_{mn} = \frac{l_m l_n}{16\pi A_m A_n} A^\pm_m \sum_{p=1}^M w_p \tilde{\rho}_m(\vec{r}_p^m) \cdot A^\pm_n \sum_{q=1}^N w_q \tilde{\rho}_n(\vec{r}_q^n) e^{-jkR_{pq}}$$

while, after some cancellation and rearranging, the resulting expression is obtained:

$$A_{mn} = \frac{l_m l_n}{16\pi} \sum_{p=1}^M \sum_{q=1}^N w_p w_q \tilde{\rho}_m(\vec{r}_p^m) \cdot \tilde{\rho}_n(\vec{r}_q^n) e^{-jkR_{pq}}$$

with $R_{pq} = |\vec{r}_p - \vec{r}_q|$, where $\vec{r}_p, \vec{r}_q$, $w_p$ and $w_q$ denote the location of Gaussian points and weights for the source and observation triangles, respectively. $M$ and $N$, represent the number of integration points for the source and observation triangles, respectively, dependent on the order of integration, $P = 1, \ldots, 20$, and $Q = 1, \ldots, 20$.

C. Dunavant’s Quadrature Rules for Triangles

Dunavant’s symmetric quadrature rules for triangles are utilized in this work. The quadrature rules of degree up to $P = 20$, with associated quadrature points and weighting coefficients can be found in [23], while the examples of symmetric location of quadrature points on the unit triangle are depicted on Fig. 3.

While there are many other rules available [24]–[28], Dunavant’s rules are nowadays most frequently used integration rules for triangles, and similar to classical Gaussian quadratures, an $n$-point rule is exact for all polynomials of orders up to $2n - 1$, [27]. Although some of the rules have undesirable features such as nodes position outside the triangle and negative weights, Dunavant’s rules are optimal in the sense that for a given rule, the number of nodes used is close to or even theoretically equal to the smallest possible value [29], which makes them highly efficient for problems requiring solutions to a large number of integrals. Furthermore, these rules use the symmetrical position of the integration nodes with respect to the vertices of the triangles, thus eliminating possible variations in the order in which they are assigned [29].

Using all the possible combinations of integration orders $P = 1, \ldots, 20$ and $Q = 1, \ldots, 20$, for the source and the observation triangles, the double surface integral (5) is solved using (11).

D. Unit Cube Test

The unit cube test, depicted on Fig. 2, utilized for testing the interaction between source and observation triangles, was introduced in [12]. The unit cube is meshed using 48 triangular patches, with 8 isosceles triangles on each cube side. Utilizing the cubical shape, various combinations of coplanar and orthogonal triangles could be tested, as previously mentioned. Furthermore, the unit cube and the associated mesh can be easily scaled to facilitate testing of numerical integration at various frequencies of interest.

Figure 4 illustrates the comparison of triangular element size when unit cube scale is halved in several iteration steps ($n = 1, \ldots, 8$). The discretization steps numbered $n = 4, 5, 6, 7, 8$ are latter denoted as: 1/8, 1/16, 1/32, 1/64, and 1/128, discretization schemes, respectively.

The number of triangles per unit cube side, the total number of RWG elements, as well as other parameters of unit cube, are given in Table I.

![Fig. 3. The location of quadrature points on the unit triangle and the associated weights for several selected Dunavant’s rules. $P$ = integration order, $n$ = number of points: a) $P = 4$, $n = 6$, b) $P = 8$, $n = 16$, c) $P = 12$, $n = 33$, d) $P = 20$, $n = 79$.](image)

![Fig. 4. Illustration of triangular element size on one side of unit cube, depending on the scaling iteration number $n = 1, \ldots, 8$.](image)
III. RESULTS AND DISCUSSION

Utilizing the unit cube test, the following results are obtained. The first set of results are obtained without scaling of the unit cube geometry to ascertain the effects of the increased frequency. Those are followed by the results obtained using various geometry scaling in order to determine the appropriate discretization scheme suitable for the particular frequency. The final set of results are given in terms of relative error calculated for different utilized frequencies, discretization schemes and triangle combinations.

A. Visualizing Convergence using \((P, Q)\)-square

Before going into more details, it would be beneficial to first explain how the obtained results are to be interpreted. To this end, we would like to draw the reader’s attention to Fig. 5.

The results depicted in Fig. 5 denote the numerical solution of double surface integral (5) in cases of far triangles and near triangles sharing an edge, numbered \((1 - 2)\) and \((1 - 3)\), respectively [12]. The results are obtained using varying integration orders \(P\) and \(Q\) for source and observation triangles, respectively, with \(P = 1, \ldots, 20\) and \(Q = 1, \ldots, 20\).

The unit cube is scaled such that \(ka = \text{const.}\), where \(a = \lambda/5\) and \(b = a/2\). The cube length is denoted by \(a\), the length of triangle edge by \(b\), while \(\lambda\) is the wavelength. Thus, for a constant electrical length of cube, irrespective of frequency (tested in the frequency range from 300 MHz to 90 GHz), the solution practically converges identically.

The results for the far triangle combination, depicted on Fig. 5a), show that the increasing number of integration points results in the convergence both on the real and imaginary part of the solution. These same results are also visualized on Fig. 5b) where the convergence is represented by the grey colour shade on a \((P, Q)\)-square, where the increase of integration order is from left to right for \(Q\), and from top to bottom for \(P\). It should be mentioned that the grey colour itself is not essential when considering the \((P, Q)\)-square, but, rather, the colour of the complete \((P, Q)\)-square is. If the shade of grey becomes uniform - when moving from top left to bottom right - the solution converges, as evidenced also on Fig. 5a).

On the other hand, the checkered pattern of \((P, Q)\)-square indicates that the convergence is not guaranteed. This is illustrated on Fig. 5c) in case of near triangles combination. When purely numerical approach is used, as seen on Fig. 5c), at low integration orders, rather erratic behavior is evident on the real part of the solution. Compared to that, when the integration orders on both triangles are increased, the solution starts to converge. This very slow convergence of the solution can be seen by the checkered pattern, as shown on Fig. 5d).

B. The Effect of Increasing Frequency

The first set of results, shown on Fig. 6, are obtained at the following frequencies: 0.7 GHz, 3.6 GHz, 6 GHz, 26 GHz, 90 GHz. All results are obtained without the previous scaling of unit cube geometry.

As seen from Fig. 6, the convergence of real and imaginary parts of integral \(A_{mn}\) are depicted using \((P, Q)\)-square, with respect to utilized frequency. Four triangle pair combinations are considered, namely: coplanar near terms \((1 - 2)\), coplanar near terms \((1 - 3)\), coplanar orthogonal near terms \((1 - 5)\), and coplanar near terms \((1 - 7)\).

At lowest considered 5G frequency of 0.7 GHz, it is evident that, in the case of far terms, both coplanar and orthogonal, much lower integration orders could be used \((P = 3, 4, 5; Q = 3, 4, 5)\). In case of the near terms, on the other hand, although the imaginary part of the solution converges at lower integration order, the real part does not, hence, higher number of integration points should be used.

As the frequency increases, at 3.6 GHz and 6 GHz, checkered pattern becomes evident at lower values of \(P\) and \(Q\), even in case of the far triangle interactions, indicating that higher integration orders should be utilized. Compared to that, the near triangle interactions does not show convergence until the highest integration orders are utilized \((P = 15 - 20; Q = 15 - 20)\).

Finally, in case of the highest frequencies, i.e. 26 GHz and 90 GHz, it is obvious that even the highest available integration order in case of far terms interaction is not sufficient to obtain the convergence. These results were expected, as it is well known that the dimensions of the utilized mesh should be at least comparable to the wavelength at particular frequency. In case of 26 GHz, the corresponding wavelength is 1.15 cm, i.e. significantly lower than the utilized triangle size (50 cm).

For the comparison, at 0.7 GHz, the wavelength of EM wave (42.8 cm) is comparable to the triangle size.

Thus, to obtain a more reliable results, it is necessary first to discretize the mesh appropriately.

C. The Effect of Surface Discretization

The following set of results, shown on Figs. 7–9, are related to the effects of the surface discretization. The double surface integral (5) is again solved implementing the numerical quadrature rules using varying integration orders, utilizing several discretization schemes of the unit cube: 1/8, 1/16, 1/32, 1/64, and 1/128. Each row from Figs. 7–9 illustrates the convergence for one of the particular combination of triangles, as previously explained. The results are obtained at the following frequencies: 3.6 GHz, 26 GHz and 90 GHz.

As seen from Figs. 7–9, as the frequency increases, much finer discretization should be used in order to ensure the convergence of the results. In case of the near terms, the checkered pattern is again obvious, however, it emerges only on the real part of the solution, while the imaginary part of the solution converges even at the lowest orders of integration.

If the discretization is adequate \((1/32, 1/64)\), as e.g. the results from Figs. 9c) and 9d) suggest, lower integration orders could be used for far terms, but also the integration of near terms could be to a certain extent utilized even at the highest considered frequency (90 GHz). Furthermore, basically the behavior (i.e. convergence) of solution’s real part should determine the convenient integration order, as the convergence of the imaginary part is much smoother.

To summarize, if coarser mesh is utilized \((1/8\) and \(1/16)\), the convergence of the solution at higher frequencies (26 GHz
Fig. 5. Convergence of real and imaginary part of integral using several quadrature orders \((Q = 1, 2, 3, 5, 10, 20)\), a) Far terms, c) Near terms. Visualization of b) Far and d) Near triangles interaction using a so called \((P; Q)\)-square. Adapted from [12].

Fig. 6. Effect of increasing frequency. Convergence of real (Re) and imaginary (Im) part of integral \(A_{mn}\) depicted on \((P; Q)\)-square. Combination of triangle pairs: a) coplanar far terms \((1 - 2)\), b) coplanar near terms \((1 - 3)\), c) orthogonal far terms \((1 - 5)\), d) orthogonal near terms \((1 - 7)\).
and 90 GHz) is questionable, at best. On the other hand, using more finer mesh (1/32, 1/64, 1/128), even at very high frequencies such as 90 GHz, lower integration orders can be used. However, simply utilizing a more finer mesh, results in the significantly increased computational requirements, due to a fully populated system matrices arising from the use of integral equation formulations.

D. Relative Error

Finally, the decision about which level of discretization should be used, will depend not only on the required level of accuracy but also on the computational resources available. This will be illustrated in the following.

The results from the previous sections will be utilized, hence, we consider: five frequencies (0.7 GHz, 3.6 GHz, 6 GHz, 26 GHz, 90 GHz), five discretization schemes (1/8, 1/16, 1/32, 1/64, 1/128), and four triangle interaction types (far and near, coplanar and orthogonal, respectively).

All the results, shown on Figs. 10 and 11, are represented as relative error with respect to reference value according to:

$$\text{Relative error} = \frac{|I_{\text{quadrature}} - I_{\text{reference}}|}{|I_{\text{reference}}|}$$  \hspace{1cm} (12)
where \( I_{\text{quadrature}} \) denotes the value at particular quadrature order \((P,Q)\), while \( I_{\text{reference}} \) is the reference value selected as the highest integration order, i.e. \( P = 20, Q = 20 \).

Fig. 10 depicts the convergence vis-à-vis relative error in case of far triangle pairs, \((1-2)\) and \((1-5)\), while on Fig. 11 similar results are shown for near triangle pairs, \((1-3)\) and \((1-7)\).

From Fig. 10, in case of both coplanar and orthogonal far terms, we can see a very rapid convergence with respect to increasing integration order, on both real and imaginary part of the solution. Moreover, it can be seen from Fig. 10 that finer discretization \((1/32)\) results in rather similar convergence rate regardless of the frequency. Compared to that, coarser discretization \((1/8)\), i.e. larger size of triangular elements, results in rather low convergence rate. This becomes particularly pronounced as the frequency is increased, as the coarser discretization schemes will result in a rather large relative error, i.e. slower solution convergence, even when highest integration order is utilized.

For example, if the required relative error is below \( \epsilon = 10^{-5} \), at frequencies below 6 GHz, the choice between using finer discretization versus higher integration rule is still open. However, at 26 GHz and above, the only option is to use finer mesh discretization, as even the highest quadrature rules converge very slowly. Hence, depending on the required accuracy, i.e. relative error, at higher frequencies the only option is to utilize finer discretization resulting in higher number of triangular elements, and consequently, larger system matrix.

On the other hand, in case of near terms, as shown on Fig. 11, although the relative error on the imaginary part falls exponentially, it is nearly constant on the solution’s real part, irrespective of the utilized frequency as well as the discretization scheme, suggesting other approach rather than purely numerical one should be considered.

E. Computational Considerations

From the previous analysis, we have seen that in some cases it is not a straightforward decision whether to use finer discretization or to utilize higher integration order. As already mentioned, finer discretization raises the computational requirements, related both to matrix fill time as well as matrix storage.

In Table I parameters of the unit cube are given when unit cube is scaled using several iteration steps \( n, n = 1, \ldots, 8 \), namely, triangles per unit cube are given, number of the related triangle interactions (pairs) per cube side, as well as the total number of RWG elements (pairs). Finally, Table I shows the resulting matrix size and the memory allocation, for the considered discretization schemes.

Table I shows that as the number of elements is increased, the memory allocation becomes significant burden at finest discretizations \((1/64, 1/128)\), while even relatively coarse discretizations such as \(1/16\) and \(1/32\) result in matrix size where iterative solution procedures such as GMRES should be considered.

The number of matrix elements and the related matrix size in GB, when double precision is used, are shown on Fig. 12.

As shown on Fig. 12b), simply using finer mesh discretization results in a very high number of matrix elements, and thus prohibitively large requirements for the memory allocation.

Another important thing to consider is the time required to fill the system matrix, which is directly related to the number of elements as well as the number of operations, again related to integration order. Fig. 13 shows the normalized CPU time dependent on the combination of integration orders \(P\) and \(Q\).

As seen from Fig. 13, obtained as an average value of 10,000 runs for each \((P,Q)\) combination, selecting lower integration orders, even with modest number of integration points, the computational time can be reduced in half. Again,
Fig. 10. Far triangle terms convergence: coplanar pair (1 – 2), a) real part, and b) imaginary part, orthogonal pair (1 – 5), c) real part, and d) imaginary part. All relative errors obtained with respect to $P = 20$, $Q = 20$ integration rule, using discretization schemes ($1/8$, $1/16$, $1/32$) at several 5G frequencies. All $x$-axes denote $P = Q = 1 \ldots 20$.

Fig. 11. Near triangle terms convergence: coplanar pair (1 – 3), a) real part, and b) imaginary part, orthogonal pair (1 – 7), c) real part, and d) imaginary part. All relative errors obtained with respect to $P = 20$, $Q = 20$ integration rule, using discretization schemes ($1/8$, $1/16$, $1/32$, $1/64$, $1/128$) at several 5G frequencies. All $x$-axes denote $P = Q = 1 \ldots 20$. 
Table I

| $k$ | $I = \frac{2^n+1}{n(n-1)+1}$ | $L = 6T - 3/2$ | $N = (2N)^2$ | Memory allocation in GB |
|-----|-----------------|-----------------|--------------|-------------------------|
| $n = 1$ | 1/4 8 1 | 1/16 | 20.736 | 165 KB |
| $n = 2$ | 1/2 32 9 | 1/2 | 288 | 131.766 | 2.65 MB |
| $n = 3$ | 1/4 128 49 | 1/2 | 1152 | 6.306.416 | 42.4 MB |
| $n = 4$ | 1/8 512 169 | | 4608 | 84.934.656 | 679.5 MB |
| $n = 5$ | 1/16 2048 441 | | 18.432 | 1.35 E10 | 10.8 GB |
| $n = 6$ | 1/32 8192 961 | | 75.728 | 2.17 E10 E11 | 17.5 GB |
| $n = 7$ | 1/64 32.768 1849 | | 294.912 | 3.47 E11 | 2.78 TB |
| $n = 8$ | 1/128 131.072 3249 | | 1.179.688 | 5.56 E12 | 44.5 TB |

Fig. 12. a) Number of system matrix elements and b) resulting memory allocation in GB using the double precision, depending on the scaling iteration number $n = 1, \ldots, 8$.

Fig. 13. Normalized CPU time for each PQ combination obtained as an averaged time of 10.000 runs.

For each $(P, Q)$ combination, the relative error with respect to reference value is determined according to (12). All the coloured fields, at the respective discretization scheme, denote the integration order with lower relative error compared to considered $(P, Q) = (7, 7)$ order. The reference value at $(P, Q) = (7, 7)$ is obtained using 1/8 discretization scheme.

Examples of several integration orders, namely $(P, Q) = (7, 7)$, $(8, 8)$, $(9, 9)$, $(10, 10)$, and $(11, 11)$, are considered at discretization schemes (1/8 - green, 1/16 - purple, 1/32 - red, 1/64 - blue, 1/128 - yellow). All coloured fields denote the integration order with lower relative error compared to considered $P = Q$ order.

For example, consider situation where $(P, Q) = (7, 7)$ includes 26 integration points calculated at 1/8 discretization level. At the discretization level 1/32, as shown on Fig. 14b), all the red coloured fields denote integration orders with lower relative error compared to $(P, Q) = (7, 7)$. Hence, the number of integration points in this case seems to be almost halved, if only the integration points are considered. However, the more accurate results were obtained at 1/32 discretization.

F. Example of Optimal Integration Order Selection

Finally, the question as to which integration order to select should be addressed. This can be illustrated on the following example, as shown on Fig. 14, where each field from the square denotes the total number of integration points used on both triangles. So, for example, at integration order $P=7, 13$ integration points are used per triangle, hence, 26 points in total for $(P, Q) = (7, 7)$.

Fig. 14. Comparison of $(P, Q) = (7, 7)$ with lower integration orders with respect to discretization scheme: a) 1/16 - purple, b) 1/32 - red, c) 1/64 - blue, d) 1/128 - yellow. All coloured fields denote lower relative error compared to $(P, Q) = (7, 7)$.
scheme, were there are 16 times more triangles compared to 1/8 scheme, if the uniform mesh such as unit cube is considered. Thus, this could contradict the previous statement about the achieved savings. However, in many cases, it will not be possible to have such as uniform mesh, as triangle element size will be dictated not only by the problem frequency but also by the geometry of the particular problem. In such cases, it will be possible and even necessary to use the more adaptive approach.

Similar results could be obtained for other discretization schemes. These results suggest that, depending on the discretization scheme, it is possible to use lower integration order and thereby, reducing the matrix fill time without actually sacrificing the solution accuracy.

IV. CONCLUSION

In this paper, the suitability of numerical integration of the double surface integral on various combinations of coplanar and orthogonal triangles was investigated using a unit cube test. Several examples of far triangles and near triangles sharing an edge are considered at frequencies related to 5G systems. The results show that the numerical solution at frequencies from the higher GHz range require the use of higher quadrature orders as well as finer discretization schemes, resulting in significantly increased requirements for matrix storage as well as matrix fill time. On the other hand, at lower GHz range, results suggest that when Dunavant’s quadrature rules for triangles are utilized, depending on the discretization scheme, lower integration orders could be used, thereby facilitating the decrease of matrix fill time without actually lowering the accuracy of the solution. Further investigation should be carried out to examine how the \( (P, Q) \)-square convergence tests could be facilitated to automate the selection of the most suitable numerical integration order, both in terms of accuracy and efficiency.
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