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Abstract

We study the problem of reconstructing the Faber–Schauder coefficients of a continuous function $f$ from discrete observations of its antiderivative $F$. For instance, this question arises in financial mathematics when estimating the roughness of volatility from the integrated volatility of an asset price trajectory. Our approach starts with mathematically formulating the reconstruction problem through piecewise quadratic spline interpolation. We then provide a closed-form solution and an in-depth error analysis. These results lead to some surprising observations, which also throw new light on the classical topic of quadratic spline interpolation itself: They show that the well-known instabilities of this method can be located exclusively within the final generation of estimated Faber–Schauder coefficients, which suffer from non-locality and strong dependence on the initial value. By contrast, all other Faber–Schauder coefficients depend only locally on the data, are independent of the initial value, and admit uniform error bounds. We thus conclude that a robust and well-behaved estimator for our problem can be obtained by simply dropping the final-generation coefficients from the estimated Faber–Schauder coefficients.
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1 Introduction

Suppose we have discrete observations $\{F(t) : t \in \mathbb{T}_{n+1}\}$ of a function $F \in C^1[0, 1]$ for $\mathbb{T}_{n+1} := \{k2^{-n-1} : k = 0, \ldots, 2^{n+1}\}$ and some $n \in \mathbb{N}_0$. We are interested in a robust reconstruction of the derivative $f = F'$ from these observations. This question arises whenever an effect is observed at certain time points, and we are interested in its rate of change. Problems of this type appear in a vast number of applications in science, engineering, statistics, economics, and finance. Concrete examples include the estimation of the density $f$ of a random variable from its empirical cumulative distribution function [7, 15] or peak detection in signal processing [20]. Here, we are mainly interested in reconstructing the Faber–Schauder coefficients of the derivative $f$. This objective is mainly motivated by the following two reasons.
First, reconstructing the Faber–Schauder coefficients naturally arises in the task of estimating the ‘roughness’ of the spot volatility of a financial asset. Since the seminal work by Gatheral et al. [9], this problem has recently received substantial interest in the literature, and many estimation schemes were subsequently proposed; see, e.g., [6, 8]. For instance, Han and Schied [11] investigated this problem in a strictly pathwise manner and proposed to measure the degree of roughness of a financial time series by the so-called roughness exponent. Moreover, it was shown therein that a model-free estimator for the roughness exponent of a continuous function \( f \) can be obtained through its Faber–Schauder coefficients \( \theta_{n,k} \) as follows,

\[
\hat{R}_n^* = 1 - \frac{1}{n} \log_2 \left( \sum_{k=0}^{2^n-1} \theta_{n,k}^2 \right).
\]  

(1.1)

Thus, applying the estimator \( \hat{R}_n^* \) requires direct observations of \( f \) over the dyadic partition \( T_{n+1} \). However, in volatility estimation, \( f \) would correspond to the square of the spot volatility, but only an antiderivative of \( f \) is observable in the form of the quadratic variation of the asset over discrete observation times. Therefore, it is necessary to construct a precise approximation of the \( \ell_2 \)-norm as in (1.1) so as to estimate the roughness exponent of the volatility process. For the more refined estimators discussed in [11], one needs knowledge of the full vector \((\theta_{0,0}, \theta_{1,0}, \ldots, \theta_{n,2^n-1})\) and not just of its \( \ell_2 \)-norm of the \( n \)th generation, \((\theta_{0,0}, \theta_{1,1}, \theta_{n,2^n-1})\), as in (1.1). For this reason, we focus here on a robust and efficient reconstruction of the Faber–Schauder coefficients from the observations \( \{F(t) : t \in T_{n+1}\} \).

Second, the localized nature of the Faber–Schauder functions makes them effective for characterizing the smoothness of functions. The connection between the Faber–Schauder development and various function spaces has been well established in the literature. For instance, Hölder spaces can be characterized by the Faber–Schauder coefficients through Ciesielski’s isomorphism [3]. Furthermore, Ciesielski et al. [4] provided a norm expressed in terms of Faber–Schauder coefficients, which is equivalent to the traditional norm equipped with Besov spaces; see also Section 6 in [11]. Thus, to determine the function spaces associated with \( f \), but based on its antiderivative \( F \), a precise approximation of the Faber–Schauder coefficients is needed.

Now, let us discuss how we can estimate the Faber–Schauder coefficients of a function \( f \) based on the observations \( \{F(t) : t \in T_{n+1}\} \). In Section 2.1, we will show that this task is actually equivalent to determining the quadratic spline interpolation \( \hat{F}_n \) over \( T_{n+1} \) and then computing corresponding Faber–Schauder coefficients \( \varphi_{m,k}^{(n)} \) for \( m \leq n \) from the derivative \( \hat{f}_n = \hat{F}_n' \). However, it is well-known that the interpolating function \( \hat{F}_n \) cannot be uniquely determined by the given observations \( \{F(t) : t \in T_{n+1}\} \), depends non-locally on the given data, and is extremely sensitive to small changes to the estimate \( \hat{f}_0 \) of the unknown initial value \( f(0) \). Thus, as illustrated in Example 2.3 and the subsequent error analysis in Theorem 2.5, Faber–Schauder coefficients estimated in the above manner are very imprecise and fail to accomplish any of the above-mentioned tasks. For this reason, we are here interested in an accurate reconstruction of the Faber–Schauder coefficients of \( f \) that is independent of the initial estimate \( \hat{f}_0 \).

Our analysis starts by reformulating the quadratic spline interpolation via wavelet expansion. To this end, we construct a Schauder basis of \( C^1[0,1] \) by integrating Faber–Schauder functions, which essentially transfers the problem of estimating the coefficients \( \varphi_{m,k}^{(n)} \) into a matrix-vector equation. This allows us to obtain explicit formulas for all \( \varphi_{m,k}^{(n)} \) in terms of the observed values of \( F \); see Theorem 2.1. Furthermore, sharp error bounds between the approximated and actual Faber–Schauder coefficients can be derived from computing various matrix norms. From these explicit formulas and our error analysis, we can make three surprising observations, which locate the instability of the quadratic spline interpolation.
interpolation and the source of the inaccuracy of the estimated coefficients.

First, only the coefficients in the final \( n \)-th generation, i.e., the numbers \( \psi^{(n)}_{n,0}, \ldots, \psi^{(n)}_{n,2^n-1} \), depend on the initial value \( \hat{f}_0 \). Moreover, their sensitivity with respect to \( \hat{f}_0 \) grows by the factor \( 2^{n/2+2} \) as \( n \) gets larger. All other Faber–Schauder coefficients are independent of \( \hat{f}_0 \). Thus, the notorious instability of the quadratic spline interpolation with respect to the initial value \( \hat{f}_0 \) arises exclusively from the coefficients in the final generation.

Second, each Faber–Schauder coefficient \( \psi^{(n)}_{n,k} \) in the final generation depends in a highly non-local manner on all observations in the interval \([0, (k+1)2^{-n}]\), which fails to retain the localized nature of the Faber–Schauder basis. By contrast, all other coefficients depend only on observations in a local neighbourhood as in the case of computing the Faber–Schauder coefficients directly from \( f \).

The third observation is a consequence of the error analysis between the true and estimated Faber–Schauder coefficients at different generations in Section 2.2. These results imply in particular that \( F \) can always be chosen in such a way that the error in generation \( n \) exceeds the combined error of all generations up to \( n-1 \). More precisely, the error is larger by a factor of order \( O(2^n) \) for the \( \ell_2 \)- and \( \ell_1 \)-norms and by a factor of order \( O(2^{n/2}) \) for the \( \ell_\infty \)-norm.

These observations shed new light on the classical topic of quadratic spline interpolation as they locate the cause for the well-known instability of this method exclusively within the final generation of the Faber–Schauder coefficients. They also allow us to construct a robust approximation for the Faber–Schauder coefficients of \( f \) by simply dropping the final generation of coefficients. This truncated approximation is independent of the initial value \( \hat{f}_0 \) and avoids the counterintuitive non-local dependence explained above. Moreover, the sharp bounds on the approximation error further support the fact that our approach provides a robust and accurate approximation.

This paper is organized as follows. In Section 2.1, we introduce our problem and state an explicit solution. In Section 2.2, we state our bounds on the approximation error between the estimated and the true Faber–Schauder coefficients. These bounds can be translated into error estimates between the estimated functions \( \hat{f}_n \) and \( \hat{F}_n \) and the true functions \( f \) and \( F \). Corresponding results are stated in Section 2.3. The proofs of our main results rely on an analysis of the approximation problem for \( F \) in terms of the basis formed by the integrated Faber–Schauder functions. The corresponding analysis is presented in Section 3. Most proofs for the results stated in Section 2 are deferred to Section 4.

## 2 Statement of main results

### 2.1 Problem formulation and an explicit formula

Recall that the Faber–Schauder functions are defined as

\[
e_{-1,0}(t) = t, \quad e_{0,0}(t) = (\min\{t, 1-t\})^+, \quad \text{and} \quad e_{m,k}(t) := 2^{-m/2}e_{0,0}(2^mt - k),
\]

for \( t \in \mathbb{R}, m \in \mathbb{N}_0 \) and \( k \in \mathbb{Z} \). It is well known that the restriction of the Faber-Schauder functions to \([0,1]\) forms a Schauder basis of \( C[0,1] \). Indeed, for a given function \( f \in C[0,1] \), the function

\[
f_n := f(0) + \theta_{-1,0}e_{-1,0} + \sum_{m=0}^{n} \sum_{k=0}^{2^{m}-1} \theta_{m,k}e_{m,k},
\]

(2.1)
with coefficients θ_{-1,0} = f(1) - f(0) and
\[ θ_{m,k} = 2^{m/2} \left( 2f\left(\frac{2k+1}{2^{m+1}}\right) - f\left(\frac{k}{2^m}\right) - f\left(\frac{k+1}{2^m}\right) \right) \] for \( 0 ≤ m ≤ n \) and \( 0 ≤ k ≤ 2^m - 1 \), (2.2)
is just the piecewise linear interpolation of \( f \) with supporting grid \( \mathbb{T}_{n+1} := \{ k2^{-(n+1)} : k = 0, \ldots, 2^{n+1} \} \), and so \( \lim_n f_n = f \) uniformly. In this paper, we study the question of finding a robust approximation to the Faber–Schauder coefficients of \( \hat{f} \), if only the values \( \{ F(t) : t ∈ \mathbb{T}_{n+1} \} \) of an antiderivative, \( F \), of \( f \) are observed.

Our starting point to this question is the following interpolation problem. Based on the given data \( \{ F(t) : t ∈ \mathbb{T}_{n+1} \} \), estimate Faber–Schauder coefficients \( \vartheta(n)_{m,k} \) and an initial value \( \hat{f}_0 \) such that

\[ \hat{F}_n(t) = F(t) \text{ for all } t ∈ \mathbb{T}_{n+1}, \text{ where } \hat{F}_n(t) = F(0) + \int_0^t \hat{f}_n(s) \, ds \] for

\[ \hat{f}_n = \hat{f}_0 + \vartheta(n)_{-1,0} e_{-1,0} + \sum_{m=0}^n \sum_{k=0}^{2^m-1} \hat{\vartheta}_{m,k} e_{m,k}. \] (2.3)

Since the function \( \hat{f}_n \) is continuous and linear on each interval \([k2^{-n-1}, (k+1)2^{-n-1}]\), its antiderivative, \( \hat{F}_n \), must be a piecewise quadratic \( C^1 \) function that coincides with \( F \) on \( \mathbb{T}_{n+1} \). In other words, \( \hat{F}_n \) is a quadratic spline interpolation of \( F \) with supporting grid \( \mathbb{T}_{n+1} \). The properties of such a quadratic spline interpolation of \( F \) have been studied before; see, e.g., Ingtem [14, Theorem 1] and Mettke et al. [19, Theorem 3.2]. But it is well known and shown in the above literature, that the quadratic spline interpolation suffers from the following three issues,

(a) The number of unknowns is greater than the number of equations in (2.3). Thus, the coefficients \( \hat{\vartheta}_{m,k} \) and interpolating functions \( \hat{F}_n \) and \( \hat{f}_n \) are not uniquely determined from the data \( \{ F(t) : t ∈ \mathbb{T}_{n+1} \} \). To determine estimated coefficients \( \vartheta(n)_{m,k} \) and interpolating functions, the initial value \( \hat{f}_0 \) needs to be given.

(b) However, the interpolating functions \( \hat{F}_n \) and \( \hat{f}_n \) are highly dependent to the initial value \( \hat{f}_0 \), hence, so are estimated Faber–Schauder coefficients. As a result, this rules out the feasibility of estimating the initial value \( \hat{f}_0 \) first and then interpolating the data \( \{ F(t) : t ∈ \mathbb{T}_{n+1} \} \) with a quadratic spline \( \hat{F}_n \); see Figure 1 for an illustration.

(c) The values \( \hat{F}_n(s) \) depend in a nonlocal manner on the data \( \{ F(t) : t ∈ \mathbb{T}_{n+1} \} \), i.e., changing one data point \( F(t) \) may affect the value \( \hat{F}_n(s) \) even if \( s \) is located far away from \( t \).

In this paper, we will revisit the classical problem (2.3) within the context of the Faber–Schauder coefficients of \( \hat{f}_n \), and we will show that, surprisingly, the source for all the issues (a), (b) and (c), can be identified. It is located in the final generation of the Faber–Schauder coefficients of \( \hat{f}_n \), i.e., in the numbers \( \vartheta(n)_{0,0}, \ldots, \vartheta(n)_{n,2^n-1} \). On the other hand, the coefficients \( \vartheta(n)_{m,k} \) for \( m ≤ n - 1 \) do not possess the above undesirable characteristics and provide robust and accurate estimates for corresponding Faber–Schauder coefficients \( θ_{m,k} \). Some first clues to this observation can be seen from the following theorem, which provides a closed-form solution to the problem (2.3).
For given \( m = \) oscillating functions \( \hat{f} \) with respect to \( \hat{f} \) this initial value \( \hat{f} \) \( \in \) the initial value \( \hat{f} \) \( \in \) final generation, \( \hat{f} \) errors | \( n/ \) additive term - dashed respectively) are basically indistinguishable when taking \( \hat{f} \) generation, i.e., the numbers \( \vartheta \) combination of the values of \( F \) \( f \) \( 0 \) \( \leq \) \( n \) \( \leq \) \( 2m - 1 \), we have

\[
\varphi_{-1,0}^{(n)} = 2^{n+2} \sum_{j=1}^{2n+1} (-1)^j \left( F\left( \frac{j}{2n+1} \right) - F\left( \frac{j-1}{2n+1} \right) \right). \tag{2.4}
\]

For \( 0 \leq m \leq n - 1 \) and \( 0 \leq k \leq 2m - 1 \), we have

\[
\varphi_{m,k}^{(n)} = 2^{n+m/2+2} \sum_{j=1}^{2^{n-m}} (-1)^j \left( F\left( \frac{k}{2^n} + \frac{j}{2n+1} \right) - F\left( \frac{k}{2^n} + \frac{j-1}{2n+1} \right) + F\left( \frac{k+1}{2^n} - \frac{j-1}{2n+1} \right) - F\left( \frac{k+1}{2^n} - \frac{j}{2n+1} \right) \right), \tag{2.5}
\]

Finally, for \( m = n \) and \( 0 \leq k \leq 2^n - 1 \), we have

\[
\varphi_{n,k}^{(n)} = -2^{n/2+2} \hat{f}_0 - 2^{3n/2+4} \sum_{j=1}^{2^k} (-1)^j \left( F\left( \frac{j}{2^n+1} \right) - F\left( \frac{j-1}{2^n+1} \right) \right) + 3 \cdot 2^{3n/2+2} \left( F\left( \frac{2k+1}{2^n+1} \right) - F\left( \frac{2k}{2^n+1} \right) \right) - 2^{n/2+2} \left( F\left( \frac{2k+2}{2^n+1} \right) - F\left( \frac{2k+1}{2^n+1} \right) \right). \tag{2.6}
\]

The first observation we can make from Theorem 2.1 is that only the coefficients of the final generation, i.e., the numbers \( \varphi_{n,0}^{(n)}, \ldots, \varphi_{n,2^n-1}^{(n)} \), depend on the initial value \( \hat{f}_0 \). As a result, the derivative \( \hat{f}_n \) and, thus, the quadratic interpolation \( \hat{F}_n \) are not uniquely determined by the given data \( \{ F(t) : t \in \mathbb{T}_{n+1} \} \). Moreover, the formula for the final-generation coefficients \( \varphi_{n,0}^{(n)}, \ldots, \varphi_{n,2^n-1}^{(n)} \) contains the additive term \(-2^{n/2+2} \hat{f}_0 \). Consequently, the interpolating functions \( \hat{F}_n \) and \( \hat{f}_n \) are highly sensitive to this initial value \( \hat{f}_0 \). Furthermore, this additive term will translate any error made in estimating \( \hat{f}_0 \) into an additional \( 2^{n/2+2} \)-fold error for each final-generation coefficient. In particular, the approximation errors \( |\varphi_{n,k}^{(n)} - \theta_{n,k}^{(n)}| \) can be made arbitrarily large by varying the initial condition \( \hat{f}_0 \). By contrast, all other Faber–Schauder coefficients, i.e., \( \varphi_{m,k}^{(n)} \) with \( m \leq n - 1 \), are independent of \( \hat{f}_0 \). Thus, the instability with respect to \( \hat{f}_0 \) observed in Figure 1 arises exclusively from the coefficients \( \varphi_{n,0}^{(n)}, \ldots, \varphi_{n,2^n-1}^{(n)} \) of the final generation.

Our second observation is the following counterintuitive phenomenon, which arises independently of the initial value \( \hat{f}_0 \). On the one hand, each estimated coefficient \( \varphi_{m,k}^{(n)} \) with \( m \leq n - 1 \) is a linear combination of the values of \( F \) over the grid \( \mathbb{T}_{n+1} \) within the interval \([2^{-m\vartheta}k; 2^{-m\vartheta}(k+1)]\), where
\(a \lor b\) is shorthand for \(\max\{a, b\}\). This interval coincides with the support of the corresponding Faber–Schauder function \(e_{m,k}\). By contrast, for \(m = n\), the estimated coefficient \(\vartheta_{n,k}^{(n)}\) involves all observations of \(F\) within the interval \([0, 2^{-n}(k+1)]\). Thus, altering any observed values of \(F\) within the above interval results in a change in \(\vartheta_{n,k}^{(n)}\) and thus, changes in \(\hat{f}_n\) and \(\hat{F}_n\). A graphical illustration of this phenomenon is presented in Figure 2, and a concrete computation will be given in Example 2.3. This nonlocal dependence of the coefficients \(\vartheta_{n,k}^{(n)}\) on the observed data is counterintuitive and another cause for the instability of the quadratic spline interpolation.

Figure 2: Graphical illustrations of the data dependence of the coefficients \(\vartheta_{m,k}^{(n)}\). In the bottom-left graph, we plot the approximating functions \(\hat{f}_{4,1}\) and \(\hat{f}_{4,2}\) in dotted and solid lines respectively, and the contribution \(\vartheta_{2,3}^{(4)}e_{2,3}\) is highlighted in red. In the bottom-right graph, we plot the approximating functions \(\hat{f}_{4,3}\) and \(\hat{f}_{4,4}\) in dotted and solid lines respectively, and the contribution \(\vartheta_{4,9}^{(4)}e_{4,9}\) is highlighted in blue. Respective data points of the function \(F\) that contribute to the estimation of \(\vartheta_{2,3}^{(4)}\) and \(\vartheta_{4,9}^{(4)}\) are highlighted by circles in the corresponding upper graphs. All data points that do not contribute to the computation of the coefficients in question are represented by cross marks.

In the following section, we will discover yet another issue with the final-generation Faber–Schauder coefficients of \(\hat{f}_n\), which arises even if the true initial value \(f(0) = F'(0)\) is known, and \(\hat{f}_0\) is set to that value. In this context, we will derive sharp upper and lower bounds on the approximation errors for the estimated Faber–Schauder coefficients up to generation \(n-1\) and at generation \(n\). That is, we will be looking at the Euclidean \(\ell_p\)-distances between the Faber–Schauder coefficients of \(\hat{f}_n\) and the true Faber–Schauder coefficients of \(f\) for \(p \in \{1, 2, \infty\}\) and under the assumption that \(f(0) = F'(0)\) is known. On the one hand, we will discover robust upper error bounds for the estimated Faber–Schauder coefficients up to generation \(n-1\), which hold universally for each function \(F \in C^1[0, 1]\). On the other hand, we will see that \(F \in C^1[0, 1]\) can always be chosen in such a way that the error in generation \(n\) exceeds the combined errors of all generations up to and including generation \(n-1\) by a factor of size \(O(2^n)\) for the \(\ell_2\)- and \(\ell_1\)-norms and by a factor of size \(O(2^{n/2})\) for the \(\ell_\infty\)-norm.

In particular, the error analysis concerning the \(\ell_2\)-norm demonstrates that the estimated coefficients at the final generation, i.e., \(\vartheta_{n,0}^{(n)}, \ldots, \vartheta_{n,2^n-1}^{(n)}\), lack the precision and robustness required for accurately estimating the roughness exponent of the volatility process; see Remark 2.2 for further explanation. An extreme case will also be presented in Example 2.3, in which the approximation errors up to and
including generation \( n - 1 \) are all zero, while the error in generation \( n \) can go to infinity even if the correct initial value \( f(0) \) is known.

**Conclusion.** Our findings can informally be summarized as follows.

(a) The estimated coefficients \( \vartheta_{m,k}^{(n)} \) for \( m \leq n - 1 \) are independent of the estimated initial value \( \hat{f}_0 \), and they admit robust error bounds for their convergence to the corresponding true Faber–Schauder coefficients of \( f = F' \).

(b) By contrast, the final-generation coefficients \( \vartheta_{n,0}^{(n)}, \ldots, \vartheta_{n,2^n-1}^{(n)} \) are strongly dependent on the estimated initial value \( \hat{f}_0 \). Even if the true initial value is known, they depend on \( F \) in a nonlocal manner. Furthermore, the errors for their convergence to the corresponding true Faber–Schauder coefficients of \( f = F' \) are highly sensitive with respect to the function \( F \).

**Remark 2.2.** As mentioned in the introduction, the original motivation for this research stems from the problem of estimating the “roughness” of the function \( f \). It was shown in [11, Proposition 4.1] that under mild assumptions on \( f \), the functional

\[
\hat{R}_n^* := 1 - \frac{1}{n} \log_2 \left( \sum_{k=0}^{2^n-1} \vartheta_{n,k}^2 \right)
\]

is a strongly consistent estimator for the roughness exponent of \( f \), provided that the true Faber–Schauder coefficients \( \vartheta_{m,k} \) of \( f \) are known. If, as in the case of volatility estimation (Gatheral et al. [9]), the function \( f \) itself is unknown, and only the values of its antiderivative \( F \) are observed on the discrete grid \( \mathbb{T}_{n+2} \) in the form of the integrated volatility, then our findings suggest to use the estimator

\[
\hat{R}_n := 1 - \frac{1}{n} \log_2 \left( \sum_{k=0}^{2^n-1} (\vartheta_{n,k}^{(n+1)})^2 \right),
\]

(2.7)

which is obtained by simply replacing the unknown Faber–Schauder coefficients \( \vartheta_{n,k} \) with \( \vartheta_{n,k}^{(n+1)} \). Based on observations \( \{F(t) : t \in \mathbb{T}_{n+2}\} \), the final-generation coefficients \( \vartheta_{n+1,0}^{(n+1)}, \ldots, \vartheta_{n+1,2^n+1-1}^{(n+1)} \) are obtainable but explicitly excluded from the construction. This approach is motivated and justified by the result in Corollary 2.7, which suggests that the approximation error in the generation \( n + 1 \) will exceed that in generation \( n \) by a factor of size \( O(2^n) \) in the \( \ell_2 \)-norm. As a result, the estimator constructed with final-generation coefficients \( \vartheta_{n+1,0}^{(n+1)}, \ldots, \vartheta_{n+1,2^n+1-1}^{(n+1)} \) are highly unbiased; see also [12, Example 3.1].

In contrast, by integrating the error analysis in Section 2.2 and the consistency criteria for \( \hat{R}_n^* \) in [11, Proposition 4.1], one can formulate conditions that guarantee the consistency of the estimator \( \hat{R}_n \). Those conditions are very mild and explicitly stated in [12, Equation (3.13)]. Utilizing the error bounds in Theorem 2.5, a formal proof for the consistency of \( \hat{R}_n \) is provided in [11, Proposition 3.3]. However, by plugging the explicit solutions of \( \vartheta_{n,k}^{(n+1)} \) into (2.7), one can verify that the estimator \( \hat{R}_n \) is not scale-invariant. Nevertheless, scale-invariant modifications of \( \hat{R}_n \) can be constructed following the approach in [12, Section 2.2].

We conclude this section with the following computationally explicit example, in which the formulas from Theorem 2.1 recover the exact Faber–Schauder coefficients of \( f \) up to and including generation \( n-1 \). In generation \( n \), however, the estimated Faber–Schauder coefficients will differ from the true ones to the extent that their approximation errors may go to infinity even if the correct initial value \( f(0) \) is known.
Example 2.3. Consider the Takagi class, which was introduced by Hata and Yamaguti [13] and motivated by the celebrated, continuous but nowhere differentiable Takagi function. It consists of all functions of the following form:

\[ f(t) := \sum_{m=0}^{\infty} c_m \phi(2^m t) = \sum_{m=0}^{\infty} 2^{m/2} c_m \sum_{k=0}^{2^m-1} e_{m,k}(t), \quad \text{for} \quad t \in [0, 1], \quad (2.8) \]

where \( \{c_m\}_{m \in \mathbb{N}_0} \) is an absolutely summable sequence and \( \phi(t) := \min_{z \in \mathbb{Z}} |t - z| \) denotes the tent map. The Takagi class has been studied intensively over the past decades; see, e.g., the surveys, [1] and [16].

Letting \( F(t) := \int_0^t f(s) \, ds \) and \( f_0 := f(0) = 0 \), the coefficients solving (2.3) are given as follows,

\[ \vartheta^{(n)}_{m,k} = \begin{cases} 2^{m/2} c_m & \text{for } 0 \leq m \leq n - 1 \text{ and } 0 \leq k \leq 2^m - 1, \\ 2^{n/2} \sum_{m=n}^{\infty} c_m & \text{for } m = n \text{ and } 0 \leq k \leq 2^n - 1. \end{cases} \]

The proof for these formulas is deferred to Section 4. It follows that up to and including generation \( n - 1 \), the approximation error between all true and estimated Faber–Schauder coefficients is zero. For generation \( n \), however, we have \( |\vartheta^{(n)}_{n,k} - \theta_{n,k}| = 2^{n/2} |\sum_{m=n+1}^{\infty} c_m| \). In particular, if the decay of \( |\sum_{m=n+1}^{\infty} c_m| \) is slower than \( O(2^{-n/2}) \), then the approximation errors \( |\vartheta^{(n)}_{n,k} - \theta_{n,k}| \) go to infinity as \( n \uparrow \infty \).

### 2.2 Error analysis for the Faber–Schauder coefficients

In this section, we consider again functions \( F \in C^1[0, 1] \) with derivative \( F' = f \), and we suppose that \( f(0) \) is known, so that we can set \( \hat{f}_0 := f(0) \) in our problem (2.3). As a matter of fact, we may assume without loss of generality that \( f(0) = \hat{f}_0 = 0 \) and \( F(0) = 0 \); otherwise, we consider the function \( F(t) - F(0) - f(0)t \), whose derivative has the same Faber–Schauder coefficients as \( f \). We refer to [14] for a method for estimating the unknown value \( f(0) \) from the data \( \{F(t) : t \in T_{n+1}\} \), where the estimate of \( f(0) \) is set to be the minimizer \( \arg \min \|\hat{f}_n\|_{L^2[0,1]} \), and \( \hat{f}_n \) is as in (2.3).

For studying the Euclidean \( \ell_p \)-norms of the approximation errors, it will be convenient to denote the Faber–Schauder coefficients of \( f \) at or up to generation \( m \geq -1 \) by the respective column vectors \( \theta_m \) and \( \bar{\theta}_m \), i.e.,

\[ \theta_m = (\theta_{m,0}, \theta_{m,1}, \ldots, \theta_{m,2^{m\gamma_0}-1})^\top \in \mathbb{R}^{2^m \gamma_0} \quad \text{and} \quad \bar{\theta}_m = (\bar{\theta}_{-1}^\top, \bar{\theta}_0^\top, \ldots, \bar{\theta}_m^\top)^\top \in \mathbb{R}^{2^m+1}. \]

An analogous notation will be used for the coefficients in Theorem 2.1 solving (2.3). That is, for \(-1 \leq m \leq n \), we set column vectors

\[ \vartheta^{(n)}_m = (\vartheta^{(n)}_{m,0}, \vartheta^{(n)}_{m,1}, \ldots, \vartheta^{(n)}_{m,2^{(m\gamma_0)-1}})^\top \in \mathbb{R}^{2^{m \gamma_0}} \quad \text{and} \quad \varphi^{(n)}_m = ((\varphi^{(n)}_{m,-1})^\top, (\varphi^{(n)}_{m,0})^\top, \ldots, (\varphi^{(n)}_{m,m})^\top)^\top \in \mathbb{R}^{2^{m+1}}. \]

Note that in particular \( \vartheta^{(n)}_n = \vartheta^{(n)}_m \), and both notions will be used interchangeably in this paper. In this section, we study the approximation errors \( \theta_m - \vartheta^{(n)}_m \) and \( \bar{\theta}_m - \varphi^{(n)}_m \) by giving upper and lower bounds on their Euclidean \( \ell_p \)-norms for \( p \in \{1, 2, \infty\} \). These bounds will be given in terms of the \( \ell_p \)-norms of the \( 2^{n+1} \)-dimensional column vector \( z^{(n+1)}_{n+1} := (z^{(n+1)}_1, \ldots, z^{(n+1)}_{2^{n+1}})^\top \), where

\[ z^{(n+1)}_i = 2^{3(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-3m/2} \sum_{k=2^m-n-1(i-1)}^{2^m-n-1(i-1)} \theta_{m,k} \quad \text{for} \quad 1 \leq i \leq 2^{n+1}. \quad (2.10) \]
The following proposition describes the asymptotic behaviour of the $\ell_p$-norms of $z_{n+1}$ as $n \uparrow \infty$. In particular, some of the following criteria guarantee that the $\ell_p$-norm of $z_{n+1}$ converges to zero as $n \uparrow \infty$. Combined with our subsequent error bounds, this proposition will yield a sufficient criterion for the convergence of the estimated Faber–Schauder coefficients to their true values. Finally, it is worthwhile to point out that the following convergence criterion is not necessary. For instance, Lemma 3.3 yields that for the class of Takagi functions in Example 2.3, we clearly have $z_{n+1} = 0$.

We will write $f \in C^{k,\alpha}[0,1]$ if the $k$th order derivative $f^{(k)}$ exists and is Hölder continuous with exponent $\alpha \in (0,1]$ for $k \geq 1$. If $k = 0$, we will write $f \in C^{0,\alpha}[0,1]$ if $f$ itself is $\alpha$-Hölder continuous.

**Proposition 2.4.** Suppose that $f \in C^{k,\alpha}[0,1]$. For $k \in \{0,1\}$, we have

$$
\|z_{n+1}\|_{\ell_p} = \begin{cases} 
O(2^{-(n+1)(\alpha-k-\frac{3}{2})}) & \text{for } p = 1, \\
O(2^{-(n+1)(\alpha-k)}) & \text{for } p = 2, \\
O(2^{-(n+1)(\alpha-k-\frac{1}{2})}) & \text{for } p = \infty.
\end{cases}
$$

(2.11)

The following theorem gives sharp upper and lower bounds for the $\ell_2$-norm of the approximation error $\theta_{n-1}^{(n)} - \theta_{n-1}$ of the estimated Faber–Schauder coefficients up to and including generation $n - 1$.

**Theorem 2.5.** The following assertions hold.

(a) For arbitrary choice of $F \in C^1[0,1]$, we have

$$
\|\theta_{n-1}^{(n)} - \theta_{n-1}\|_{\ell_2} \leq \frac{1}{2}\|z_{n+1}\|_{\ell_2}.
$$

(2.12)

(b) For each $\varepsilon > 0$ and $-1 \leq m \leq n - 1$, the function $F \in C^1[0,1]$ can be chosen in such a way that

$$
\|\theta_{n-1}^{(n)} - \theta_{n-1}\|_{\ell_2} \geq \|\tilde{\theta}_m^{(n)} - \tilde{\theta}_m\|_{\ell_2} \geq (1 - \varepsilon)\frac{1}{2}\|z_{n+1}\|_{\ell_2}.
$$

Our next results looks specifically at the error term $\|\tilde{\theta}_n^{(n)} - \tilde{\theta}_n\|_{\ell_2}$ for the Faber–Schauder coefficients of the $n$th generation.

**Theorem 2.6.** For $n \geq 2$, the following assertions hold:

(a) For arbitrary choice of $F \in C^1[0,1]$, we have

$$
\|\tilde{\theta}_n^{(n)} - \tilde{\theta}_n\|_{\ell_2} \leq \sqrt{2 \left(1 - \cos \frac{\pi}{2n+1}\right)^{-1}} + \frac{3}{4} \cdot \|z_{n+1}\|_{\ell_2}.
$$

(2.13)

(b) For each $\varepsilon > 0$, the function $F \in C^1[0,1]$ can be chosen in such a way that

$$
\|\tilde{\theta}_n^{(n)} - \tilde{\theta}_n\|_{\ell_2} \geq (1 - \varepsilon)\sqrt{2 \left(1 - \cos \frac{\pi}{2n+1}\right)^{-1}} - \frac{3}{4} \cdot \|z_{n+1}\|_{\ell_2}.
$$

(2.14)

For functions $g(x)$ and $h(x)$, we say $g \sim h$ as $x \to x_0$ if $g(x)/h(x) \to 1$ for $x \to x_0$. Since $1 - \cos x \sim x^2/2$ as $x \downarrow 0$, the coefficients in (2.13) and (2.14) behave asymptotically as

$$
\sqrt{2 \left(1 - \cos \frac{\pi}{2n+1}\right)^{-1}} \pm \frac{3}{4} \sim \frac{2^{n+1}}{\pi} \quad \text{for } n \uparrow \infty.
$$

(2.15)
As a matter of fact, by combining the elementary inequality \(1 - \cos x \leq x^2/2\) with Theorem 2.5 (a) and Theorem 2.6 (b), we obtain the following corollary. As announced above, it states that the \(\ell_2\)-norm of the error in the final generation of the Faber–Schauder coefficients can be substantially larger than a factor of size \(\mathcal{O}(2^n)\) times the \(\ell_2\)-norm of the error of all previous generations combined. Moreover, it is worthwhile to point out that both vectors \(\bar{\vartheta}_n - \theta_n\) and \(\vartheta_{n-1} - \theta_{n-1}\) are of length \(2^n\).

**Corollary 2.7.** For all \(n \geq 2\) and \(\varepsilon > 0\), the function \(F \in C^1[0,1]\) can be chosen in such a way that

\[
\| \bar{\vartheta}_n - \theta_n \|_{\ell_2} \geq 2(1 - \varepsilon) \sqrt{\frac{2^{2n+2}}{\pi^2}} - \frac{3}{4} \| \vartheta_{n-1} - \theta_{n-1} \|_{\ell_2}.
\]

Our bounds for the \(\ell_1\)- and \(\ell_\infty\)-norms, as stated in the following theorem, are even stronger than (2.13) and (2.14), because the constants for the upper and lower bounds are the same.

**Theorem 2.8.** We fix \(n \geq 2\) and let for \(m = -1,0,\ldots,n-1\) and \(p \in \{1,\infty\},\)

\[
\bar{c}_{p,m} := \begin{cases} 2^{m/n_0 - n - 3} + 1 & \text{if } p = 1, \\ 2^{n-m/2} - 2^{n/2} & \text{if } p = \infty, \end{cases}
\]

\[
c_{p,m} := \begin{cases} 2^{-n+1} - 2^{-3/2} & \text{if } p = 1, \\ 2^{n-1} - 2^{n/2} & \text{if } p = \infty, \end{cases}
\]

\[
\bar{c}_{p,n} := \begin{cases} 2^{n+1} - 2^{-3/2} & \text{if } p = 1, \\ 2^{n+3} - \sqrt{2} & \text{if } p = \infty. \end{cases}
\]

Then the following assertions hold for \(m = -1,0,\ldots,n-1\) and \(p \in \{1,\infty\}\).

(a) For arbitrary choice of \(F \in C^1[0,1]\), we have \(\| \bar{\vartheta}_m - \theta_m \|_{\ell_p} \leq \bar{c}_{p,m} \| z_{n+1} \|_{\ell_p} \), and for any given \(\varepsilon > 0\), the function \(F\) can be chosen in such a way that \(\| \bar{\vartheta}_m - \theta_m \|_{\ell_p} > (1 - \varepsilon) \bar{c}_{p,m} \| z_{n+1} \|_{\ell_p} \).

(b) For arbitrary choice of \(F \in C^1[0,1]\), we have \(\| \vartheta_m - \theta_m \|_{\ell_p} \leq c_{p,m} \| z_{n+1} \|_{\ell_p}\), and for any given \(\varepsilon > 0\), the function \(F\) can be chosen in such a way that \(\| \vartheta_m - \theta_m \|_{\ell_p} > (1 - \varepsilon) c_{p,m} \| z_{n+1} \|_{\ell_p} \).

(c) For arbitrary choice of \(F \in C^1[0,1]\), we have \(\| \bar{\vartheta}_m - \theta_m \|_{\ell_p} \leq \bar{c}_{p,n} \cdot \| z_{n+1} \|_{\ell_p} \), and for any given \(\varepsilon > 0\), the function \(F\) can be chosen in such a way that \(\| \bar{\vartheta}_m - \theta_m \|_{\ell_p} > (1 - \varepsilon) \bar{c}_{p,n} \| z_{n+1} \|_{\ell_p} \).

(d) For all \(n \geq 2\) and \(\varepsilon > 0\), the function \(F \in C^1[0,1]\) can be chosen in such a way that \(\| \bar{\vartheta}_n - \theta_n \|_{\ell_p} \geq (1 - \varepsilon) \bar{c}_{p,n} \| \vartheta_{n-1} - \theta_{n-1} \|_{\ell_p} \).

Note that part (d) in the preceding theorem plays the role of Corollary 2.7 for the \(\ell_1\) and \(\ell_\infty\)-norms and that the coefficients in that part satisfy

\[
\frac{\bar{c}_{1,n}}{c_{1,n-1}} = \frac{(2^{n+1} - 2^{-3/2})}{2^{-n+3} + 1} \sim (\sqrt{2} - 1) 2^{n+2} \quad \text{and} \quad \frac{\bar{c}_{\infty,n}}{c_{\infty,n-1}} = \frac{2^{n+1} - \sqrt{2}}{2^{n-1}} \sim 2^{n+2} \quad \text{as } n \uparrow \infty.
\]

Thus, for all \(p \in \{1,2,\infty\}\), the ratio between \(\| \bar{\vartheta}_n - \theta_n \|_{\ell_p}\) and \(\| \vartheta_{n-1} - \theta_{n-1} \|_{\ell_p}\) can become arbitrarily large as \(n\) goes to infinity. This underscores our claim that \(\bar{\vartheta}_n\) is a more robust estimate for the true Faber–Schauder coefficients of \(f\) than \(\vartheta_n\).

Theorems 2.5, 2.6, and 2.8 are actually corollaries to our results stated in Section 3. More specifically, they follow immediately from the equations (3.13) and (3.14) and Theorem 3.4.
Finally, we will conclude this section by analyzing the difference \( \vartheta_{m,k}^{(n+1)} - \vartheta_{m,k}^{(n)} \) in an element-wise manner for \(-1 \leq m \leq n - 1\) and \(0 \leq k \leq 2^m - 1\). Our analysis starts with constructing alternative representations for the estimated coefficients \( \vartheta_{m,k}^{(n)} \) for \(-1 \leq m \leq n - 1\). To this end, let us denote the Faber–Schauder coefficients of \( F \) by \( \rho_{m,k} \). That is, \( \rho_{-1,0} = F(1) - F(0) \) and

\[
\rho_{m,k} := 2^{m/2} \left( 2F \left( \frac{2k + 1}{2^{m+1}} \right) - F \left( \frac{k}{2^m} \right) - F \left( \frac{k + 1}{2^m} \right) \right) \quad \text{for} \quad 0 \leq m \leq n \quad \text{and} \quad 0 \leq k \leq 2^m - 1,
\]

In addition, for given \( s \geq 0 \), let us introduce the notation

\[
\theta_{m,k}(s) := 2^{m/2} \left( 2f \left( \frac{2k + 1}{2^{m+1}} + s \right) - f \left( \frac{k}{2^m} + s \right) - f \left( \frac{k + 1}{2^m} + s \right) \right) \quad \text{for} \quad 0 \leq m \leq n \quad \text{and} \quad 0 \leq k \leq 2^m - 1.
\]

That is, \( \theta_{m,k}(s) \) are the Faber–Schauder coefficients of the function \( t \mapsto f(s + t) \) for given \( s \geq 0 \). One can avoid undefined arguments of functions in case \( s + t > 1 \) by assuming without loss of generality that all occurring functions on \([0, 1]\) are, in fact, defined on all of \([0, \infty)\). With these notations, we are able to obtain the following lemma, which provides alternative representations for coefficients \( \vartheta_{m,k}^{(n)} \) for \(-1 \leq m \leq n - 1\). This lemma also points out that any coefficients \( \vartheta_{m,k}^{(n)} \) for \(-1 \leq m \leq n - 1\) can be exclusively represented by the Faber–Schauder coefficients of \( F \) at generation \( n \).

**Lemma 2.9.** For any given \( \hat{f}_0 \), the coefficients \( \{ \vartheta_{m,k}^{(n)} \} \) solving problem (2.3) are given as follows. For \( m = -1 \), we have

\[
\vartheta_{-1,0}^{(n)} = -2^{n/2 + 2} \sum_{j=0}^{2^n - 1} \rho_{n,j}.
\]

For \( 0 \leq m \leq n - 1 \) and \( 0 \leq k \leq 2^m - 1 \), we have

\[
\vartheta_{m,k}^{(n)} = \frac{2^{(n+m)/2 + 2}}{2^{m+1}} \sum_{j=0}^{2^n - m - 1 - 1} \left( \rho_{n,2^{n-m}k+2^{n-m-1}+j} - \rho_{n,2^{n-m}k+j} \right) \quad \text{(2.17)}
\]

\[
= \frac{2^{(n-m)/2 + 1}}{2^{m+1}} \sum_{j=0}^{2^n - m - 1 - 1} \int_0^1 \theta_{n,2^{n-m}k+j} \left( \frac{s}{2^{m+1}} \right) \, ds. \quad \text{(2.18)}
\]

The above representations allow us to obtain upper bounds for the difference \( \vartheta_{m,k}^{(n+1)} - \vartheta_{m,k}^{(n)} \) for \(-1 \leq m \leq n - 1\). To this end, recall that we write \( f \in C^{k,\alpha}[0, 1] \) if the \( k \)th order derivative \( f^{(k)} \) exists and is Hölder continuous with exponent \( \alpha \in (0, 1] \) for \( k \geq 1 \). If \( k = 0 \), we will write \( f \in C^{0,\alpha}[0, 1] \) if \( f \) itself is \( \alpha \)-Hölder continuous. The following theorem establishes upper bounds for the difference \( \vartheta_{m,k}^{(n+1)} - \vartheta_{m,k}^{(n)} \) based on the smoothness of \( f \).

**Theorem 2.10.** Suppose that \( f \in C^{i,\alpha}[0, 1] \) for \( i \in \mathbb{N}_0 \) and \( \alpha \in (0, 1] \), then the following assertions hold:

(a) For \( m = -1 \) and \( i \in \{0, 1, 2\} \), there exists \( \kappa > 0 \) such that

\[
|\vartheta_{-1,0}^{(n+1)} - \vartheta_{-1,0}^{(n)}| \leq \kappa \cdot 2^{(1-i-\alpha)n}. \quad \text{(2.19)}
\]

Furthermore, if \( f \in C^{3}[0, 1] \), then

\[
|\vartheta_{-1,0}^{(n+1)} - \vartheta_{-1,0}^{(n)}| \leq 2^{-2n-6} \sup_{t \in [0,1]} |f'''(t)|. \quad \text{(2.20)}
\]
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(b) For given $0 \leq m \leq n - 1$, $0 \leq k \leq 2^m - 1$, and $i \in \{0, 1, 2, 3\}$, there exists $\kappa > 0$ such that
\[
|\hat{\vartheta}_{m,k}^{(n+1)} - \vartheta_{m,k}^{(n)}| \leq \kappa \cdot 2^{(2-i-\alpha)n-3m/2}.
\]

Furthermore, if $f \in C^4[0, 1]$, then
\[
|\hat{\vartheta}_{m,k}^{(n+1)} - \vartheta_{m,k}^{(n)}| \leq 2^{-2n-3m/2-8} \sup_{t \in [0,1]} |f^{(4)}(t)|.
\]

2.3 Error analysis for the approximating functions

As discussed above, our analysis of the estimated Faber–Schauder coefficients suggests that dropping the final generation $\hat{\vartheta}_0^{(n)} = (\vartheta_{n,0}^{(n)}, \ldots, \vartheta_{n,2^n-1}^{(n)})^\top$ of coefficients leads to a more robust estimate $\hat{\vartheta}_0^{(n)}$ of the true Faber–Schauder coefficients of $f$. A Faber–Schauder expansion based on these remaining coefficients should in turn lead to more robust approximations for the unknown functions $\vartheta$. That is, they may no longer coincide with $f$ and $F$ on the observation grid $T_{n+1}$.

To analyze these induced approximating functions, we let again $F \in C^4[0, 1]$ with $f = F'$ and assume as in Section 2.2 that $F(0) = f(0) = 0$. For $m = -1, 0, \ldots, n$, we then define
\[
\hat{f}_{n,m} = \sum_{i=-1}^{m} \sum_{k=0}^{2^{i+1}+1} \hat{\vartheta}_{i,k}^{(n)} e_{i,k} \quad \text{and} \quad \hat{F}_{n,m} = \sum_{i=-1}^{m} \sum_{k=0}^{2^{i+1}+1} \hat{\vartheta}_{i,k}^{(n)} \psi_{i,k},
\]
where the coefficients $\hat{\vartheta}_{i,k}^{(n)}$ are as above. Then both $\hat{f}_{n,m}$ and the function $f_m$ defined in (2.1) will be piecewise linear with supporting grid $T_{m+1}$.

Error analysis for quadratic spline interpolation has been well studied in the existing literature. Typically, results such as those in [19] are based on the mean-value theorem and provide error bounds for the $L_\infty[0, 1]$-norm in terms of the first-order modulus of continuity of $f$. By contrast, our results presented here are based on the theorems in Section 2.2. They provide error bounds with respect to the $L_p[0, 1]$-norms for $p \in \{1, 2, \infty\}$ and in terms of the second-order modulus of continuity of $f$,
\[
\omega_2(f, t) := \sup_{\tau_1, \tau_2 \in [0,1]} \left\{ \left| f(\tau_1) + f(\tau_2) - 2f\left(\frac{\tau_1 + \tau_2}{2}\right) \right| \right\}.
\]

Our results will involve the following constants, which we define for fixed $n \geq 2$,
\[
A_p := \begin{cases} 2^{-(n+3)/2} & \text{for } p = 1, \\ 1/\sqrt{3} & \text{for } p = 2, \\ 2^{(n+1)/2} & \text{for } p = \infty, \end{cases} \quad B_p := \begin{cases} 2^n & \text{for } p = 1, \\ 2^{n+1}/\sqrt{3} & \text{for } p = 2, \\ 2^{n+1} & \text{for } p = \infty, \end{cases}
\]
\[
C_p := \begin{cases} 2^{-(n+1)/2} & \text{for } p = 1, \\ \gamma_2 & \text{for } p = 2, \\ 2^{(n+3)/2} & \text{for } p = \infty, \end{cases} \quad D_p := \begin{cases} 2^{n+1} & \text{for } p = 1, \\ 2^{n+1}\gamma_2 & \text{for } p = 2, \\ 2^{n+2} & \text{for } p = \infty, \end{cases}
\]
where
\[
\gamma_2 := \frac{1}{\sqrt{3}} \left( 1 + 2^{-n-1} \sqrt{2 \left( 1 - \cos \frac{\pi}{2n+1} \right)^{-1} + \frac{3}{4}} \right).
\]
Theorem 2.11. The following inequalities hold for fixed $n \geq 2$, $0 \leq m \leq n - 1$, and $p \in \{1, 2, \infty\}$,

\[
\| f_m - \hat{f}_{n,m} \|_{L_p[0,1]} \leq A_p \| z_{n+1} \|_{L_p} \leq B_p \sum_{k=n+1}^{\infty} \omega_2(f, 2^{-k}),
\]

\[
\| f_n - \hat{f}_{n,n} \|_{L_p[0,1]} \leq C_p \| z_{n+1} \|_{L_p} \leq D_p \sum_{k=n+1}^{\infty} \omega_2(f, 2^{-k}).
\]

Remark 2.12. Recall from (2.4) that $\| z_{n+1} \|_{L_p} \to 0$ as $n \to \infty$ if $f$ is continuously differentiable with Hölder continuous derivative. Thus, in this case, Theorem 2.11 yields that $\| f_{n,n} - \hat{f}_{n,m} \|_{L_p[0,1]} \to 0$ if $(m_n)$ is any sequence with $m_n \leq n$.

Remark 2.13. Theorem 2.11 gives error bounds between the truncated function $f_m$ and the approximation $\hat{f}_{n,m}$. Error bounds for $\| f - \hat{f}_{n,m} \|_{L_p[0,1]}$ can be obtained as follows. For instance, for $p = 1$, we observe that $\| e_{m,k} \|_{L_1[0,1]} = 2^{-3m/2 - 2}$ and $| \theta_{m,k} | \leq 2^{m/2} \omega_2(f, 2^{-m})$. From here, it is easy to show that

\[
\| f - f_m \|_{L_1[0,1]} \leq \frac{1}{4} \sum_{k=m+1}^{\infty} \omega_2(f, 2^{-k}).
\]

The desired error bound for $\| f - \hat{f}_{n,m} \|_{L_1[0,1]}$ can now be obtained in a straightforward manner from the triangle inequality and Theorem 2.11. Similar arguments also work in the cases of the $L_2$- and $L_\infty$-norms, where we can use that $\| e_{m,k} \|_{L_2[0,1]} = 2^{-m-1}/\sqrt{3}$ and $\| e_{m,k} \|_{L_\infty[0,1]} = 2^{-m/2 - 1}$. In the $L_\infty$-case, one can alternatively use the fact that $\| f - f_m \|_{L_\infty[0,1]} \leq 4 \omega_2(f, 2^{-m-1})$, which was established in [18, Theorem 1].

By combining the bounds explained in the preceding remark with the next theorem, one obtains bounds for the respective error $\| F - \hat{F}_{n,n} \|$ in various $L_p$-norms.

Theorem 2.14. For $n \geq 2$, and $p \in \{1, 2, \infty\}$, we have

\[
\| F - \hat{F}_{n,n} \|_{L_p[0,1]} \leq a_p \| f - \hat{f}_{n,n} \|_{L_p[0,1]},
\]

where $a_1 = 2^{-n-1}$, $a_2 = 2^{-n}/\pi$, and $a_\infty = 2^{-n-2}$.

3 Wavelet and matrix analysis of problem (2.3).

3.1 A wavelet system based on Faber–Schauder basis.

In this section, we present our approach to proving the main results in this paper. It consists of a formulation of the problem (2.3) by means of linear algebra. To this end, consider the following dyadic basis. We define $\psi_{-1,0}(t) = t^2/2$,

\[
\psi_{0,0}(t) = \begin{cases} 
0 & t \in (-\infty, 0), \\
\frac{1}{2} t^2 & t \in [0, \frac{1}{2}), \\
\frac{1}{4} - \frac{1}{2} (1 - t)^2 & t \in [\frac{1}{2}, 1), \\
\frac{1}{4} & t \in [1, \infty),
\end{cases}
\]

and $\psi_{m,k}(t) = 2^{-3m/2} \psi_{0,0}(2^m t - k)$ (3.1) for $m \in \mathbb{N}_0$ and $0 \leq k \leq 2^m - 1$. 
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Remark 3.1. One easily verifies that \( \int_0^t e_{m,k}(s) \, ds = \psi_{m,k}(t) \) for \( m \geq -1, 0 \leq k \leq (2^m - 1) \lor 0, \) and \( t \in \mathbb{R} \). Therefore, the fact that the Faber–Schauder functions are a Schauder basis of \( C[0,1] \) implies that the collection of all functions \( \psi_{m,k} \) augmented with \( \{1,t\} \) forms a Schauder basis for the Banach space \( C^1[0,1] \). We will refer to this basis as the integrated Faber–Schauder basis.

Remark 3.2. It is also worthwhile to point out that our approach to constructing a Schauder basis for \( C^1[0,1] \) can be naturally extended to the case of a non-dyadic grid. In this case, the Schauder basis can be obtained by integrating the generalized Schauder basis functions in \([2, 5]\). This particular basis will transfer the quadratic spline interpolation problem over a non-dyadic grid to a linear equation analogously. Error analysis can be conducted analogously but will be much more involved.

The integrated Faber–Schauder basis is the cornerstone of the error analysis for the estimated Faber–Schauder coefficients and the approximating functions. To wit, representing the quadratic spline interpolation (2.3) in terms of the integrated Faber–Schauder basis implies that the estimated Faber–Schauder coefficients \( \hat{\vartheta}_{m,k} \) and the initial value \( \hat{f}_0 \) are the solutions to

\[
\tilde{F}_n(t) = F(0) + \hat{f}_0 \cdot t + \hat{\vartheta}_{-1,0} \varphi_{-1,0}(t) + \sum_{m=0}^{n} \sum_{k=0}^{2^m-1} \hat{\vartheta}_{m,k} \psi_{m,k}(t), \quad \text{for} \quad t \in \mathbb{T}_{n+1}. \tag{3.2}
\]

As shown in Theorem 2.1, the initial value \( \hat{f}_0 \) and estimated coefficients \( \hat{\vartheta}_{m,k} \) are not uniquely determined by (3.2), which stems from the following fact. It follows from (3.1) that for \( n \in \mathbb{N}_0 \),

\[
t = 2^{n/2+2} \sum_{k=0}^{2^n-1} \psi_{n,k}(t), \quad \text{for} \quad t \in \mathbb{T}_{n+1}. \tag{3.3}
\]

The right-hand side of (3.3) consists of only the integrated Faber–Schauder functions at generation \( n \). Thus, a change in the value of \( \hat{f}_0 \) to \( \hat{g}_0 \) can be completely absorbed by translating only the coefficients in generation \( n \) by \( 2^{n/2+2}(\hat{g}_0 - \hat{f}_0) \). In particular, this change will not affect any of the values of coefficients \( \hat{\vartheta}_{m,k} \) for \( m \leq n - 1 \), while introducing a deviation of order \( 2^{n/2+2}|\hat{g}_0 - \hat{f}_0| \) into the final generation.

In practice, a function can only be observed up to a certain finest scale, and attempting to approximate finer structures beyond this level may result in highly imprecise outcomes. This limitation is often known as ‘viscous cutoff’ or ‘ultraviolet cutoff’. For instance, when approximating a function in terms of the Fourier basis, the number of basis functions has to be carefully chosen to achieve great precision. To wit, for a given threshold \( n_0 \in \mathbb{N}_0 \), the trigonometric series

\[
\tilde{F}_{n,n_0}(t) := \sum_{m=-n_0}^{n_0} \hat{c}_m e^{2\pi imt}, \quad \text{where} \quad \hat{c}_m := 2^{-n} \sum_{k=0}^{2^n-1} F\left(\frac{k}{2^n}\right) e^{-\frac{2\pi imk}{2^n}}, \tag{3.4}
\]

approximates the function \( F \) based on discrete observations on \( \mathbb{T}_n \) and is referred to as the discrete Fourier series. However, the discrete Fourier coefficients \( \hat{c}_m \) admit a periodic behaviour. Note that for any \( j \in \mathbb{Z} \), we have

\[
\hat{c}_{m+j2^n} = 2^{-n} \sum_{k=0}^{2^n-1} F\left(\frac{k}{2^n}\right) e^{-\frac{2\pi im+j2^n k}{2^n}} = 2^{-n} \sum_{k=0}^{2^n-1} F\left(\frac{k}{2^n}\right) e^{-\frac{2\pi imk}{2^n}} \cdot e^{-2\pi ijk} = \hat{c}_m,
\]

where the last equality holds as \( e^{-2\pi ijk} = 1 \) for any \( j, k \in \mathbb{Z} \). As a result, on the one hand, if the threshold \( n_0 \) is too small, then the Fourier series \( \tilde{F}_{n,n_0} \) fails to reconstruct the very fine structure of
function $F$. On the other hand, if the threshold $n_0$ is too large, the Fourier series $\tilde{F}_{n,n_0}$ yields a wildly oscillating approximation, even for a simple linear function $F(t) = t$ as shown in Figure 3.

In practice, it is difficult to choose the number of bases properly. However, this is not the case for the integrated Faber–Schauder basis. First, the integrated Faber–Schauder basis arises from the task of quadratic spline interpolation over a dyadic mesh, and the number of basis functions naturally matches the number of observed data points as in our formulation (3.2). Second, the localized nature of the integrated Faber–Schauder basis makes them resistant to the ‘ultraviolet cutoff’ behaviour, even if the number of basis functions mismatches the number of observations. To wit, let us consider an extended version of (3.3), where the number of basis functions is ‘overfitted’. For $n_0 \geq n$, suppose that there are coefficients $\hat{\theta}_{m,k}$ for $n \leq m \leq n_0$ such that

$$2^{-n/2-2} \hat{\theta}_{n,\lfloor \frac{1}{2} \rfloor} + \sum_{m=n+1}^{n_0} \sum_{j=2^m-n-1k}^{2^m-1} 2^{n-3m/2-2} \hat{\theta}_{m,k} = 1 \quad \text{for} \quad 0 \leq k \leq 2^{n+1} - 1,$$

then we still have

$$t = \sum_{m=n}^{n_0} \sum_{k=0}^{2^{m-1}-1} \hat{\theta}_{m,k} \psi_{m,k}(t) \quad \text{for} \quad t \in \mathbb{T}_{n+1}.$$  \hfill (3.6)

Clearly, the above equation extends (3.3) to the case where higher-generation wavelet functions are involved. Moreover, it is worthwhile to point out that we can always select those coefficients $\hat{\theta}_{m,k}$ for $n \leq m \leq n_0$ that satisfy (3.5). This is because when viewing (3.5) as a linear system, the number of unknowns is larger or equal to the number of equations. Note that condition (3.5) only involves $\hat{\theta}_{m,k}$ for $n \leq m \leq n_0$. As a result, a change in the value of the initial estimate $\hat{f}_0$ can be completely absorbed by varying coefficients from generation $n$ to $n_0$. In other words, estimated coefficients prior to generation $n-1$ remain unaffected by this change, as in the case where the number of basis functions matches the number of observations. Moreover, the following graphic illustration shows that including the higher-generation integrated Faber–Schauder basis still provides precise quadratic spline interpolations.

Hence, we conclude that the cutoff phenomenon presented in the estimated Faber–Schauder coefficients is essentially distinct from the ‘ultraviolet cutoff’ phenomenon.

Figure 3: Graphical illustration of the persistence of integrated Faber–Schauder basis and instability of the Fourier basis; The left graph plots $F(t) = t$ (solid), $F_1(t) = 2^{n/2+2} \psi_{n,k}(t)$ (dotted) and $F_2(t) = 2^n/2+2 \psi_{n,k}(t) + 4 \sum_{m=n+2}^{n_0} \sum_{k=0}^{2^{m-1}-1} (-1)^k \psi_{m,k}(t) + 2 \sum_{m=n+2}^{n_0} \sum_{k=2^{m-1}}^{2^{m-1}-1} (-1)^k \psi_{m,k}(t)$ (dashed) with $n = 1$ and $n_0 = 4$. Clearly, values of $F_1$ and $F_2$ coincide with those of $F$ over dyadic partition $\mathbb{T}_{n+1}$, and both $F_1$ and $F_2$ yield well-behaved approximations; the right graph plots $F(t) = t$ (solid), $\tilde{F}_{n,1}(t)$ (dashed), $\tilde{F}_{n,3}(t)$ (dotted) and $\tilde{F}_{n,7}(t)$ (dotdashed) with $n = 2$. Here, $\tilde{F}_{n,7}$ yields a wildly oscillating approximation of $F$. 
3.2 Matrix analysis of problem (2.3).

Using the functions \( \{ \psi_{m,k} \} \), we can transform the problem (2.3) into a standard linear equation. To this end, we assume again that \( f(0) = 0 \) is known, that \( \hat{f}_0 = 0 \), and that \( F(0) = 0 \); see the beginning of Section 2.2. We denote for \( m \geq -1 \) and \( k \in \mathbb{N}_0 \),

\[
Q_{(m,k)} := \begin{bmatrix}
\psi_{m,0} \left( \frac{1}{2^k} \right) & \psi_{m,1} \left( \frac{1}{2^k} \right) & \cdots & \psi_{m,2^m0-1} \left( \frac{1}{2^k} \right) \\
\psi_{m,0} \left( \frac{2}{2^k} \right) & \psi_{m,1} \left( \frac{2}{2^k} \right) & \cdots & \psi_{m,2^m0-1} \left( \frac{2}{2^k} \right) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{m,0}(1) & \psi_{m,1}(1) & \cdots & \psi_{m,2^m0-1}(1)
\end{bmatrix} \in \mathbb{R}^{2^k \times 2^m0}. \tag{3.7}
\]

Next, for \( m, k \in \mathbb{N}_0 \), we write

\[
\Psi_{(m,k)} = [Q_{(-1,k)}, \cdots, Q_{(m,k)}] \in \mathbb{R}^{2^k \times 2^{m+1}}. \tag{3.8}
\]

Remark 3.1 implies that \( \Psi_{(m,k)} \) has full rank. In particular, \( \Psi_{n+1} := \Psi_{(n,n+1)} \in \mathbb{R}^{2^{n+1} \times 2^{n+1}} \) is an invertible square matrix. We also use the shorthand notation

\[
y_{n+1} := \left( F \left( \frac{1}{2^{n+1}} \right), F \left( \frac{2}{2^{n+1}} \right), \cdots, F(1) \right) ^\top \in \mathbb{R}^{2^{n+1}}
\]

for the values of \( F \) over \( T_{n+1} \), our given data points. Using our assumptions \( F(0) = 0 \) and \( \hat{f}_0 = 0 \), the problem (2.3), or equivalently, the problem (3.2) then becomes finding the coefficients \( \vartheta_{n}^{(m,k)} \) for \( -1 \leq m \leq n \) and \( 0 \leq k \leq 2^m0 - 1 \) that solves

\[
\hat{F}_n(t) = \vartheta_{-1,0}^{(n)} \psi_{-1,0}(t) + \sum_{m=0}^{n} \sum_{k=0}^{2^m-1} \vartheta_{m,k}^{(n)} \psi_{m,k}(t), \quad \text{for} \quad t \in T_{n+1}.
\]

The above problem is clearly equivalent to the \( 2^{n+1} \)-dimensional linear equation

\[
\Psi_{n+1} \vartheta^{(n)} = y_{n+1}, \tag{3.9}
\]

in which the solution \( \vartheta^{(n)} \) describes the Faber–Schauder coefficients of \( \hat{f}_n \) or, equivalently, the coefficients in the expansion of \( \hat{F}_n \) in terms of the basis functions \( \psi_{m,k} \).

It is a natural guess that the linear system (3.9) can be solved by a simple numerical inversion of the corresponding matrix \( \Psi_{n+1} \). In practice, however, the numerical inversion of the matrix \( \Psi_n \) becomes extremely unstable as the number of observation points increases; see Table 1. The main reason for this instability is the fact that matrix columns corresponding to neighbouring wavelet functions become asymptotically co-linear. Fortunately, it is possible to algebraically invert the matrix \( \Psi_n \). This inversion formula gives rise to an explicit solution of (3.9), which was stated in Theorem 2.1. The insight gained into the structure of \( \Psi_n \) by deriving our inversion formula also forms the basis for our analysis of the approximation error. Our first lemma relates the two vectors \( \vartheta^{(n)} - \vartheta_n \) and \( z_{n+1} \), where \( z_{n+1} \) was defined in (2.10), and \( \vartheta_n \) denotes as before the true Faber–Schauder coefficients of \( f \) up to and including generation \( n \).
Table 1: Numerical values for $\log_{10} \det(\Psi_n)$ for several values of $n$. Already for small values of $n$, the determinant of $\Psi_n$ is extremely small, which makes the problem (2.3) ill-posed from a numerical point of view.

**Lemma 3.3.** For $n \in \mathbb{N}_0$, we set $P_n := \Psi^{-1}_{n+1} Q_{(n+1,n+1)}$. Then $\Phi^{(n)} - \theta_n = P_n z_{n+1}$.

**Proof.** Remark 3.1 implies that $y_{n+1} = \lim_{m \uparrow \infty} \Psi_{(m,n+1)} \theta_m$. Thus, we have

$$\Phi^{(n)} = \Psi^{-1}_{(n,n+1)} y_{n+1} = \Psi^{-1}_{(n,n+1)} \lim_{m \uparrow \infty} \Psi_{(m,n+1)} \theta_m$$

$$= \lim_{m \uparrow \infty} \Psi^{-1}_{(n,n+1)} \left[ \Psi_{(n+1,n+1)}, \cdots, \Psi_{(m,n+1)} \right] \left[ \theta_n^\top, \theta_{n+1}^\top, \cdots, \theta_m^\top \right]^\top$$

(3.10)

where the third equality follows from (3.8). For $n \in \mathbb{N}_0$ and $m \geq n + 1$, we define the $2^{n+1} \times 2^m$ dimensional matrix

$$U_{(m,n+1)} := 2^{(3n+3-3m)/2} \cdot \begin{bmatrix} 11 \cdots 1 & 00 \cdots 0 & \cdots & 00 \cdots 0 \\ 00 \cdots 0 & 11 \cdots 1 & \cdots & 00 \cdots 0 \\ \vdots & \vdots & \vdots & \vdots \\ 00 \cdots 0 & 00 \cdots 0 & \cdots & 11 \cdots 1 \end{bmatrix}$$

and by a simple matrix calculation, one can easily verify that

$$z_{n+1} = \sum_{m=n+1}^{\infty} U_{(m,n+1)} \theta_m.$$  

(3.11)

Moreover, for $m \geq n + 1$, we have $\psi_{m,k}(2^{-(n+1)j}) = 2^{-3m/2} \psi_{0,0}(2^{m-n-1}j - k) = 0$ for $k \leq 2^{m-n-1}j$ and otherwise $2^{-3m/2-2}$. Thus, for $m \geq n + 1$, the matrix $Q_{(m,n+1)}$ is of the following form:

$$Q_{(m,n+1)} = 2^{-3m/2-2} \cdot \begin{bmatrix} 11 \cdots 1 & 00 \cdots 0 & \cdots & 00 \cdots 0 \\ 11 \cdots 1 & 11 \cdots 1 & \cdots & 00 \cdots 0 \\ \vdots & \vdots & \vdots & \vdots \\ 11 \cdots 1 & 11 \cdots 1 & \cdots & 11 \cdots 1 \end{bmatrix}$$

(3.12)

In particular, the matrix $Q_{(n+1,n+1)}$ is a lower triangular matrix that every non-zero entries are equal to one after proper scaling. Therefore, we get $Q_{(m,n+1)} = Q_{(n+1,n+1)} \cdot U_{(m,n+1)}$, this is because $Q_{(n+1,n+1)}$ can be regarded as a row operation acting on the matrix $U_{(m,n+1)}$ as a partial sum of rows. Applying this identity and (3.11) to (3.10) gives

$$\Phi^{(n)} - \theta_n = \Psi^{-1}_{(n,n+1)} \sum_{m=n+1}^{\infty} Q_{(m,n+1)} \theta_m = P_n \sum_{m=n+1}^{\infty} U_{(m,n+1)} \theta_m = P_n z_{n+1}.$$
Next, for any \(-1 \leq m \leq n\), the vectors \(\vartheta_m^{(n)}\) and \(\bar{\vartheta}_m^{(n)}\) are subvectors of \(\vartheta^{(n)}\), and we can represent them via simple linear transformations of \(\vartheta^{(n)}\). To this end, we denote for \(-1 \leq m \leq n\),

\[
R_m^{(n)} := [I_{2m+1 \times 2m+1}, 0_{(2n+1-2m+1)\times 2m+1}] \quad \text{and} \quad \bar{R}_m^{(n)} := [0_{(2n+1-2m+1)\times 2m+1}, I_{2m+1 \times 2m+1}, 0_{(2n+1-2m+1)\times 2m+1}],
\]

where \(I_{m \times m}\) denotes the \(m \times m\) dimensional identity matrix, and \(0_{m \times k}\) denotes the \(m \times k\) dimensional zero matrix. Thus, \(R_m^{(n)}\) is a \(2m+1 \times 2n+1\) dimensional matrix, and \(\bar{R}_m^{(n)}\) is a \(2m+1 \times 2n+1\) dimensional matrix. Furthermore, one sees by means of a simple matrix manipulation that

\[
\vartheta_m^{(n)} - \vartheta_m = R_m^{(n)} P_n z_{n+1} \quad \text{and} \quad \bar{\vartheta}_m^{(n)} - \bar{\vartheta}_m = \bar{R}_m^{(n)} P_n z_{n+1}.
\]

It follows that for \(p \in [1, \infty]\),

\[
\|\vartheta_m^{(n)} - \vartheta_m\|_{\ell_p} \leq \|R_m^{(n)} P_n\|_p \|z_{n+1}\|_{\ell_p}, \tag{3.13}
\]

where \(\|\cdot\|_{\ell_p}\) denotes the \(\ell_p\)-induced operator norm for a matrix. Moreover, and for any \(\varepsilon > 0\), we can choose a vector \(z_{n+1}^* = (z_{1}^{(n+1),*}, \ldots, z_{2n}^{(n+1),*})^\top \in \mathbb{R}^{2n+1}\) such that

\[
\|\vartheta_m^{(n)} - \vartheta_m\|_{\ell_p} \geq (1 - \varepsilon) \|R_m^{(n)} P_n\|_p \|z_{n+1}^*\|_{\ell_p}. \tag{3.14}
\]

Indeed, for any given vector \(z_{n+1}^*\), one can find Faber–Schauder coefficients \(\theta_{m,k}\) that yield back \(z_{n+1}^*\) via (2.10); for instance we can take \(\theta_{m,k}\) arbitrary for \(m \leq n\), \(\theta_{m,k} = 0\) for \(m \geq n + 2\), and \(\theta_{n+1,k} = z_{k+1}^{(n+1),*}\) for \(k = 0, \ldots, 2n-1\). In particular, a function \(f\) admitting the above Faber–Schauder coefficients is piecewise continuous over the supporting grid \(T_{n+2}\), and its antiderivative \(F\) is well-defined. Hence, Thus, the Theorems 2.5 through 2.8 will follow immediately from corresponding bounds on the matrix norm \(\|R_m^{(n)} P_n\|_p\).

For the cases \(p = 1\) and \(p = \infty\), the following result states exact expressions for this matrix norm. For \(p = 2\), we have in part upper and lower bounds that are slightly different from each other.

**Theorem 3.4.** For \(n \in \mathbb{N}_0\), \(-1 \leq m \leq n\), and \(p \in \{1, \infty\}\), \(\|\bar{R}_m^{(n)} P_n\|_p = \bar{c}_{p,m}\) and \(\|R_m^{(n)} P_n\|_p = c_{p,m}\), where the constants \(\bar{c}_{p,m}\) and \(c_{p,m}\) are as in Theorem 2.8. For \(p = 2\), we have \(\|\bar{R}_m^{(n)} P_n\|_2 = \|R_m^{(n)} P_n\|_2 = \frac{1}{2}\) if \(-1 \leq m \leq n - 1\), and for \(m = n\) we have

\[
\sqrt{2 \left(1 - \cos \frac{\pi}{2n+1}\right)^{-1}} - \frac{3}{4} \leq \|\bar{R}_m^{(n)} P_n\|_2 = \|R_m^{(n)} P_n\|_2 \leq \sqrt{2 \left(1 - \cos \frac{\pi}{2n+1}\right)^{-1}} + \frac{3}{4}.
\]

To prove results in Theorem 3.4, we first need an explicit representation of the matrix \(P_n\). This is the content of the next lemma, whose proof will in turn require another lemma. Before stating it, though, we need to introduce some notation. For \(m \geq 0\), we denote the column Rademacher vectors \(r_m^+, r_m^- \in \mathbb{R}^{2m}\) by

\[
r_m^+ = (-1, +1, -1, +1, \ldots, -1, +1)^\top \quad \text{and} \quad r_m^- = (+1, -1, +1, -1, \ldots, +1, -1)^\top. \tag{3.15}
\]

For given \(n \in \mathbb{N}_0\) and \(0 \leq m \leq n - 1\), we define the row vectors

\[
\eta_{i,j}^{(m)} = \begin{cases} \frac{2^{m-n-3}}{2} \left( (r_{m-n}^+)^\top, (r_{m-n}^-)^\top \right) & \text{for } 1 \leq i = j \leq 2^m, \\
0_{1 \times 2n+1-m} & \text{for } 1 \leq i \neq j \leq 2^m. 
\end{cases}
\]
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We also define the row vectors \( \mathbf{v} = \left( \frac{3}{2\sqrt{2}}, -\frac{1}{2\sqrt{2}} \right) \) and \( \mathbf{u} = (\sqrt{2}, -\sqrt{2}) \). Then we define \( \mathcal{C}_1, \mathcal{C}_0, \ldots, \mathcal{C}_n \) as follows. For \( 0 \leq m \leq n - 1 \), we let

\[
\mathcal{C}_m := \begin{bmatrix}
\eta_{1,1}^{(m)} & \eta_{1,2}^{(m)} & \cdots & \eta_{1,2^m-1}^{(m)} & \eta_{1,2^m}^{(m)} \\
\eta_{2,1}^{(m)} & \eta_{2,2}^{(m)} & \cdots & \eta_{2,2^m-1}^{(m)} & \eta_{2,2^m}^{(m)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\eta_{2^m,1}^{(m)} & \eta_{2^m,2}^{(m)} & \cdots & \eta_{2^m,2^m-1}^{(m)} & \eta_{2^m,2^m}^{(m)} 
\end{bmatrix}. \tag{3.16}
\]

For \( m = -1 \) and \( m = n \), we let

\[
\mathcal{C}_1 = 2^{-\frac{n+3}{2}} \left( r_{n+1}^+ \right)^\top 
\quad \text{and} \quad
\mathcal{C}_n = \begin{bmatrix}
\mathbf{v} & 0_{1\times 2} & \cdots & 0_{1\times 2} & 0_{1\times 2} \\
\mathbf{u} & \mathbf{v} & \cdots & 0_{1\times 2} & 0_{1\times 2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{u} & \mathbf{u} & \cdots & \mathbf{v} & 0_{1\times 2} \\
\mathbf{u} & \mathbf{u} & \cdots & \mathbf{u} & \mathbf{v}
\end{bmatrix}_{2^n \text{ times}},
\]

so that \( \mathcal{C}_m \in \mathbb{R}^{2^{n+1} \times 2^{n+1}} \) for \( m = -1, \ldots, n \).

**Lemma 3.5.** The matrix \( P_n \) is of the following form,

\[
P_n = \left( (\mathcal{C}_1)^\top, (\mathcal{C}_0)^\top, \cdots, (\mathcal{C}_n)^\top \right)^\top. \tag{3.17}
\]

To prove Lemma 3.5, the following lemma is needed. For \( n \in \mathbb{N}_0 \) and \( -1 \leq m \leq n - 1 \), we define the column vector \( \mathbf{w}^+_{(m,n)} \in \mathbb{R}^{2^{n-m}} \) and its reverse vector \( \mathbf{w}^-_{(m,n)} \in \mathbb{R}^{2^{n-m}} \),

\[
\mathbf{w}^+_{(m,n)} = \left( \frac{2k - 1}{2^{(n-1-m)\mathbb{N}_0/2}} \right)_{k=1,2,\ldots,2^{n-m}} \quad \text{and} \quad \mathbf{w}^-_{(m,n)} = \left( \frac{2k - 1}{2^{(n-1-m)\mathbb{N}_0/2}} \right)_{k=2^{n-m},\ldots,2,1}. \tag{3.18}
\]

**Lemma 3.6.** For given \( n \in \mathbb{N}_0 \) and \( 0 \leq m \leq n \), we define the column vectors

\[
\alpha_{i,j}^{(m)} = \begin{cases}
\left( (\mathbf{w}^+_{(m,n)})^\top, (\mathbf{w}^-_{(m,n)})^\top \right)^\top & \text{for } 1 \leq i = j \leq 2^m; \\
0_{2^{n-m+1} \times 1} & \text{for } 1 \leq i \neq j \leq 2^m.
\end{cases}
\]

Then we define \( \mathcal{A}_1, \mathcal{A}_0, \ldots, \mathcal{A}_n \) as follows: For \( 0 \leq m \leq n \), let

\[
\mathcal{A}_m := \begin{bmatrix}
\alpha_{1,1}^{(m)} & \alpha_{1,2}^{(m)} & \cdots & \alpha_{1,2^m-1}^{(m)} & \alpha_{1,2^m}^{(m)} \\
\alpha_{2,1}^{(m)} & \alpha_{2,2}^{(m)} & \cdots & \alpha_{2,2^m-1}^{(m)} & \alpha_{2,2^m}^{(m)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{2^m,1}^{(m)} & \alpha_{2^m,2}^{(m)} & \cdots & \alpha_{2^m,2^m-1}^{(m)} & \alpha_{2^m,2^m}^{(m)}
\end{bmatrix} \in \mathbb{R}^{2^{n+1} \times 2^m}. \tag{3.19}
\]

For \( m = -1 \), we set \( \mathcal{A}_{-1} = \mathbf{w}^+_{(-1,n)} \), so that \( \mathcal{A}_m \in \mathbb{R}^{2^{n+1} \times 2^{n+1}} \) for \( m = -1, \ldots, n \). Then the matrix \( A_n := Q_{(n+1,n+1)}^{-1} \cdot \Psi_{n+1} \) is well-defined and of the following form

\[
A_n = (\mathcal{A}_{-1}, \mathcal{A}_0, \cdots, \mathcal{A}_n).
\]
Proof. The proof has two steps. First, we claim and show that $Q(n+1,n+1)$ is invertible and

$$Q_{(n+1,n+1)}^{-1} = 2^{3(n+1)/2 + 2} \begin{bmatrix} 1 & -1 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 1 \end{bmatrix}. \quad (3.20)$$

Taking $m = n + 1$ in (3.12) implies that $Q_{(n+1,n+1)}$ is of the form

$$Q_{(n+1,n+1)} = 2^{-3(n+1)/2 - 2} \begin{bmatrix} 1 & 0 & \cdots & 0 & 0 \\ 1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & 1 & \cdots & 1 & 0 \end{bmatrix},$$

and thus, we only need to show that

$$\begin{bmatrix} 1 & 0 & \cdots & 0 & 0 \\ -1 & 1 & \cdots & 0 & 0 \\ 0 & -1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & -1 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & \cdots & 0 & 0 \\ 1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & 1 & \cdots & 1 & 0 \end{bmatrix} = I_{2n+1 \times 2n+1},$$

The above identity indeed holds for the following reason: The first matrix can be regarded as a row operation acting on the subsequent lower triangular matrix by subtracting preceding rows. To be more specific, for $n \in \mathbb{N}_0$, the $n^{th}$ row of the second matrix consists of ones at its first $n$ positions and zeros at the remaining position. The difference of the $n^{th}$ and the $(n - 1)^{th}$ row then only has a one at the $n^{th}$ position and zeros elsewhere. This then leads to

$$A_n = Q_{(n+1,n+1)}^{-1} \Psi_{(n,n+1)} = \left(Q_{(n+1,n+1)}^{-1} Q_{(-1,n+1)}^{-1}, Q_{(n+1,n+1)}^{-1} Q_{(0,n+1)}^{-1}, \ldots, Q_{(n+1,n+1)}^{-1} Q_{(n,n+1)}^{-1}\right).$$

Again, the matrix $Q_{(n+1,n+1)}^{-1}$ acts on each matrix $Q_{(m,n+1)}$ by subtracting preceding rows after proper scaling. For instance, the first column of the matrix $Q_{(n+1,n+1)}^{-1} Q_{(m,n+1)}$ becomes

$$\begin{bmatrix} 2^{3(n+1)/2 + 2} \left(\psi_{m,0} \left(\frac{1}{2^{n+1}}\right), \psi_{m,0} \left(\frac{2}{2^{n+1}}\right) - \psi_{m,0} \left(\frac{1}{2^{n+1}}\right), \ldots, \psi_{m,0} (1) - \psi_{m,0} \left(\frac{2^{n+1} - 1}{2^{n+1}}\right)\right) \end{bmatrix}^\top. \quad (3.21)$$

Note that

$$\psi_{m,0} \left(\frac{k}{2^{n+1}}\right) - \psi_{m,0} \left(\frac{k-1}{2^{n+1}}\right) = 2^{-3m/2} \left(\psi_{0,0} \left(\frac{k}{2^{n-m+1}}\right) - \psi_{0,0} \left(\frac{k-1}{2^{n-m+1}}\right)\right)$$

for $1 \leq k \leq 2^{n-m}$,

$$= \begin{cases} 2^{m/2 - 3n/2 - (2k - 1)} & \text{for } 1 \leq k \leq 2^{n-m}, \\ 2^{m/2 - 3n/2 - (2^{n-m+2} - (2k - 1))} & \text{for } 2^{n-m} + 1 \leq k \leq 2^{n-m+1}, \\ 0 & \text{otherwise}. \end{cases} \quad (3.22)$$
Hence, (3.21) and (3.22) demonstrate that the first column fits into the form (3.19). Furthermore, by translation, this assertion carries over to all columns of the matrix \( Q_{(n+1,n+1)}^{-1} Q_{(m,n+1)} \) for \( m \geq 0 \). For the case \( m = -1 \), we have

\[
Q_{(n+1,n+1)}^{-1} Q_{(-1,n+1)} = 2^{3(n+1)/2+1} \left( \frac{1}{2n+1}, \frac{2}{2n+2}, \ldots, 1 - \frac{2^n - 1}{2^{n+1}} \right)^	op.
\]

Since for any \( 1 \leq k \leq 2^{n+1} \), we have

\[
2^{3(n+1)/2+1} \left( \frac{(k-1)^2}{2^{2n+2}} - \frac{k^2}{2^{2n+2}} \right) = 2^{-n/2+1/2}(2k-1),
\]

thus, \( Q_{(n+1,n+1)}^{-1} Q_{(-1,n+1)} = \omega^+_{(-1,n)} \). This completes the proof. \( \square \)

Now we can proceed to prove Lemma 3.5.

**Proof of Lemma 3.5.** For \( n \in \mathbb{N}_0 \), the matrix \( A_n = Q_{(n+1,n+1)}^{-1} \Psi_{n+1} \) is of full-rank, since both matrices \( Q_{(n+1,n+1)} \) and \( \Psi_{n+1} \) are of full-rank. It then suffices to show that \( L_n := L_n A_n \) is equal to \( I_{2^n \times 2^{n+1}} \). Applying the representation of \( P_n \) and \( A_n \) in their corresponding forms in Lemma 3.5 and Lemma 3.6 yields

\[
L_n = \begin{bmatrix}
C_{1,n} A_{1,n} & C_{1,n} A_0 & \cdots & C_{1,n} A_n \\
C_0 A_{1,n} & C_0 A_0 & \cdots & C_0 A_n \\
\vdots & \vdots & \ddots & \vdots \\
C_{n-1,n} A_{1,n} & C_{n-1,n} A_0 & \cdots & C_{n-1,n} A_n
\end{bmatrix} = \begin{bmatrix}
L_{(-1,-1)} & L_{(-1,0)} & \cdots & L_{(-1,n)} \\
L_{(0,-1)} & L_{(0,0)} & \cdots & L_{(0,n)} \\
\vdots & \vdots & \ddots & \vdots \\
L_{(n,-1)} & L_{(n,0)} & \cdots & L_{(n,n)}
\end{bmatrix},
\]

where \( L_{(m,k)} := C_m A_k \in \mathbb{R}^{m \times 2^{n+m}} \) for \(-1 \leq m, k \leq n \). Now, we only need to show that \( L_{(m,k)} = 0_{m \times 2^{n+m}} \) and \( L_{(m,m)} = I_{2^{m+1} \times 2^{n+m}} \) for \(-1 \leq m \neq k \leq n \).

First, we show that that \( L_{(m,m)} = I_{2^m \times 2^m} \) for \( 0 \leq m \leq n - 1 \). To this end,

\[
\ell_{(m)} = \begin{bmatrix} \ell_{1,1}^{(m)} & \ell_{1,2}^{(m)} & \cdots & \ell_{1,n}^{(m)} \\
\ell_{2,1}^{(m)} & \ell_{2,2}^{(m)} & \cdots & \ell_{2,n}^{(m)} \\
\vdots & \vdots & \ddots & \vdots \\
\ell_{n,1}^{(m)} & \ell_{n,2}^{(m)} & \cdots & \ell_{n,n}^{(m)}
\end{bmatrix} = \begin{bmatrix} \ell_{1,1}^{(m)} & \ell_{1,2}^{(m)} & \cdots & \ell_{1,2^n}^{(m)} \\
\ell_{2,1}^{(m)} & \ell_{2,2}^{(m)} & \cdots & \ell_{2,2^n}^{(m)} \\
\vdots & \vdots & \ddots & \vdots \\
\ell_{n,1}^{(m)} & \ell_{n,2}^{(m)} & \cdots & \ell_{n,2^n}^{(m)}
\end{bmatrix},
\]

where \( \ell_{i,j}^{(m)} = \sum_{k=1}^{2^m} \eta_{i,k}^{(m)} \alpha_{k,j}^{(m)} \). Since \( \eta_{i,j}^{(m)} = 0_{1 \times 2^{n+1-m}} \) and \( \alpha_{i,j}^{(m)} = 0_{2^{n+1-m} \times 1} \) for \( i \neq j \), therefore \( \ell_{i,j}^{(m)} = 0 \) for \( i \neq j \). Moreover, we get in the same way that

\[
\ell_{i,i}^{(m)} = \eta_{i,i}^{(m)} \alpha_{i,i}^{(m)} = 2^{(m-n-3)/2} \left( r_{n-m}^+ w_{(m,n)}^+ + (r_{n-m}^-)^+ w_{(m,n)}^- \right)
\]

\[
= 2^{m-n} \sum_{k=1}^{2^{n-m}} (-1)^k (2k-1) + \sum_{k=2^{n-m+1}}^{2^{n-m+1}} (-1)^{k+1} \left( 2^{n-m-2} - (2k-1) \right)
\]

\[
= 2^{m-n} \sum_{k=1}^{2^{n-m}} (-1)^k (2k-1) = 2^{m-n} \sum_{k=1}^{2^{n-m+1}} (-1)^k (2k-1) = \sum_{k=1}^{2^{n-m+1}} (-1)^k (2k-1) = 1.
\]

Next, for the case \( m = -1 \), we prove analogously that

\[
C_{-1,A_{-1}} = 2^{-n+1} r_{n+1}^+ w_{(-1,n)}^+ = 2^{-n-1} \left( \sum_{k=1}^{2^{n+1}} (-1)^k (2k-1) \right) = 1.
\]
Last, it follows that

\[
\mathcal{C}_n \mathcal{A}_n = 2^{1/2} \begin{bmatrix}
 \frac{3}{2\sqrt{2}} & -\frac{1}{2\sqrt{2}} & 0 & 0 & \cdots & 0 & 0 \\
 \frac{3}{2\sqrt{2}} & -\frac{1}{2\sqrt{2}} & 0 & 0 & \cdots & 0 & 0 \\
 \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
 \sqrt{2} & -\sqrt{2} & \sqrt{2} & -\sqrt{2} & \cdots & \frac{3}{2\sqrt{2}} & -\frac{1}{2\sqrt{2}} \\
 \end{bmatrix} = I_{2^n \times 2^n}.
\]

The above identity holds, because the second matrix can be regarded as a column operation acting on
the first matrix by adding subsequent columns. To be more specific, for \(1 \leq m \leq 2^n\), the \(m\)th column of the matrix \(\mathcal{L}_{(n,n)}\) equals the sum of the \((2m-1)\)th and the \((2m)\)th columns of \(\mathcal{C}_n\). Prior to the \(m\)th entry, each entry of the \((2m-1)\)th and the \((2m)\)th column of \(\mathcal{C}_n\) equals zero and all entries are equal to \(\pm \sqrt{2}\) afterwards respectively. Thus, it is clear that \(\mathcal{C}_n \mathcal{A}_n = I_{2^n \times 2^n}\).

Next, we are going to show that \(\mathcal{L}_{(m,k)} = 0_{2^m \times 2^k}\) for \(0 \leq m \neq k \leq n-1\), and we first show this holds with \(m < k\). Under this assumption, we have

\[
\mathcal{C}_m \mathcal{A}_k = \begin{bmatrix}
 \eta_{1,1}^{(m)} & 0_{1 \times 2^{n+1-m}} & \cdots & 0_{1 \times 2^{n+1-m}} \\
 0_{1 \times 2^{n+1-m}} & \eta_{2,2}^{(m)} & \cdots & 0_{1 \times 2^{n+1-m}} \\
 \vdots & \vdots & \ddots & \vdots \\
 0_{1 \times 2^{n+1-m}} & 0_{1 \times 2^{n+1-m}} & \cdots & \eta_{2^m,2^m}^{(m)} \\
 \end{bmatrix} = \begin{bmatrix}
 \alpha_{1,1}^{(k)} & 0_{2^{n+1-k} \times 1} & \cdots & 0_{2^{n+1-k} \times 1} \\
 0_{2^{n+1-k} \times 1} & \alpha_{2,2}^{(k)} & \cdots & 0_{2^{n+1-k} \times 1} \\
 \vdots & \vdots & \ddots & \vdots \\
 0_{2^{n+1-k} \times 1} & 0_{2^{n+1-k} \times 1} & \cdots & \alpha_{2^k,2^k}^{(k)} \\
 \end{bmatrix}
\]

where the \(2^{n+m-1} \times 2^{k-m}\) dimensional matrix \(\alpha_{i,i}^{(m,k)}\) is defined as

\[
\alpha_{i,i}^{(m,k)} = \begin{bmatrix}
 \alpha_{1,1}^{(k)} & 0_{2^{n+1-k} \times 1} & \cdots & 0_{2^{n+1-k} \times 1} \\
 0_{2^{n+1-k} \times 1} & \alpha_{2,2}^{(k)} & \cdots & 0_{2^{n+1-k} \times 1} \\
 \vdots & \vdots & \ddots & \vdots \\
 0_{2^{n+1-k} \times 1} & 0_{2^{n+1-k} \times 1} & \cdots & \alpha_{2^k-1,2^k-1}^{(k)} \\
 \end{bmatrix},
\]
for any $1 \leq i \leq 2^m$. Further calculation yields that for each $1 \leq i \leq 2^m$,

$$\eta_{i,i}^{(m)} \alpha_{i,i}^{(m,k)} = 2^{(m-n-3)/2} \left( (r_{n-m}^+)^\top, (r_{n-m}^-)^\top \right) \left[ \begin{array}{cccc} \alpha_{1,1}^{(k)} & 0_{2^{n-k+1} \times 1} & \cdots & 0_{2^{n-k+1} \times 1} \\ 0_{2^{n-k+1} \times 1} & \alpha_{2,2}^{(k)} & \cdots & 0_{2^{n-k+1} \times 1} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{2^{n-k+1} \times 1} & 0_{2^{n-k+1} \times 1} & \cdots & \alpha_{2^{k-m},2^{k-m}}^{(k)} \end{array} \right] \left[ \begin{array}{c} w_{(k,n)}^+ \\ w_{(k,n)}^- \\ 0_{2^{n-k+1} \times 1} \\ \vdots \\ 0_{2^{n-k+1} \times 1} \end{array} \right] = 2^{(m-n-3)/2} \left( \underbrace{\left( (r_{n-k}^+)^\top (w_{(k,n)}^+) + w_{(k,n)}^- \right), \cdots, (r_{n-k}^-)^\top (w_{(k,n)}^+) + w_{(k,n)}^-}_{2^{k-m-1} \text{ times}} \right).$$

Since $w_{(k,n)}^+ + w_{(k,n)}^- = 2^{n-k+1/2} ((2^{n-m+1} - 1) + 1) \cdot 1_{2^{n-k+1}} = 2^{n-k+3/2} \cdot 1_{2^{n-k+1}}$, it follows that

$$(r_{n-k}^-)^\top (w_{(k,n)}^+ + w_{(k,n)}^-) = (r_{n-k}^-)^\top (w_{(k,n)}^+ + w_{(k,n)}^-) = 0. \quad (3.23)$$

Thus, we have $\eta_{i,i}^{(m)} \alpha_{i,i}^{(m,k)} = 0_{1 \times 2^{k-m}}$, and hence, $\mathcal{L}_{(m,k)} = 0_{2^m \times 2^k}$. Since the matrices $A_n$ and $P_n$ are symmetric by construction, we have $\mathcal{L}_{(m,k)} = \mathcal{L}_{(k,m)}^\top = 0_{2^k \times 2^m}$ for $m > k$. This now proves our claim $\mathcal{L}_{(m,k)} = 0_{2^m \times 2^k}$ for $0 \leq m \neq k \leq n - 1$.

For the case $m = -1$, we get in the same manner that for $-1 \leq k \leq n - 1$,

$${\mathcal{G}}_{-1}\mathcal{X}_k = 2^{-\frac{n+3}{2}} \underbrace{\left( (r_{n-k}^+)^\top (w_{(k,n)}^+ + w_{(k,n)}^-), \cdots, (r_{n-k}^-)^\top (w_{(k,n)}^+ + w_{(k,n)}^-) \right)}_{2^k \text{ times}} = 0_{1 \times 2^k}.$$ 

Finally, for $-1 \leq m \leq n - 1$, recall that we denote the $(i,j)$-entry of $\mathcal{L}_{(n,m)}$ by $\ell_{i,j}^{(n,m)}$. A simple matrix calculation implies that

$\ell_{i,j}^{(n,m)} = (u, \ldots, u, v, 0_{1 \times 2^j}, \ldots, 0_{1 \times 2^j}) \left( 0_{1 \times 2^{n-m} - 1} \cdot \cdots \cdot (w_{(m,n)}^+)^\top, (w_{(m,n)}^-)^\top, \cdots, 0_{1 \times 2^{n-m} - 1} \cdot \cdots \right)^\top.$

The fact that

$$(u, \ldots, u) w_{(m,n)}^\pm = \sqrt{2} \cdot (r_{n-m}^\pm)^\top w_{(m,n)}^\pm = 0.$$ 

directly yields that $\ell_{i,j}^{(n,m)} = 0$ for $i \geq 2^{n-m}(j+1)$. Otherwise, for $i \leq 2^{n-m}j - 1$, we clearly have $\ell_{i,j}^{(n,m)} = 0$, as every non-zero vector must be multiplied by a zero vector. For $2^{n-m}j \leq i \leq 2^{n-m-1}(2j + 1) - 1$, we denote $\tau = i - 2^{n-m}j$. Then, a matrix calculation gives

$$\ell_{i,j}^{(n,m)} = \frac{\sqrt{2}}{2^{(n+3-m)/2}} \left( \sum_{k=1}^{\tau} (-1)^k (2k - 1) + \frac{3}{4} (2\tau + 1) - \frac{1}{4} (2\tau + 3) \right)$$

$$= \frac{\sqrt{2}}{2^{2n-m/2-1}} \left( \tau - \frac{3}{4} (2\tau + 1) - \frac{1}{4} (2\tau + 3) \right) = 0.$$ 
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The case $2^{n-m-1}(2j + 1) \leq i \leq 2^{n-m}(j + 1) - 1$ can be proved analogously using the symmetry property of $w^{(n)}_{(m,n)}$ for $m \geq 0$. For the case $m = -1$, one can easily apply the same method to obtain $L(n, -1) = 0_{2^{n+1} \times 1}$. This completes the proof. \( \square \)

Next, we shall apply Lemma 3.5 to obtain the matrix norms of $\bar{R}_m P_n$ and $R_m P_n$ as stated in Theorem 3.4. We give separate proofs for the cases $p = \infty$, $p = 1$, and $p = 2$. Recall that for an $m \times n$ matrix $A = (a_{ij})$, we have $\|A\|_1 = \max_{1 \leq j \leq m} \sum_{i=1}^n |a_{ij}|$, which is simply the maximum absolute column sum of the matrix, and $\|A\|_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^m |a_{ij}|$ is the maximum absolute row sum of the matrix. For the special case $p = 2$, $\|A\|_2 = \sigma_{\text{max}}(A)$ is the largest singular value of the matrix.

**Proof of Theorem 3.4 for $p = \infty$.** We start with computing the norm $\|\bar{R}_m P_n\|_\infty$ for $-1 \leq m \leq n - 1$. Note that $\bar{R}_m P_n = E_m$, and since $\eta_{i,j}^{(m)}$ is a zero vector for $i \neq j$, then

$$\|E_m\|_\infty = \max_{1 \leq i \leq 2^m} \left\| \left( \eta_{1,1}^{(m)}, \eta_{1,2}^{(m)}, \ldots, \eta_{1,2^{m-1}}^{(m)}, \eta_{1,2^m}^{(m)} \right) \right\|_\infty = \max_{1 \leq i \leq 2^m} \left\| \left( \eta_{i,1}^{(m)} \right)^\top \right\|_{\ell_1} = \frac{2^{2m-n-2} \|r_{n-m}^+ - r_{n-m}^-\|_{\ell_1}}{2^{m-n} \|r_{n+1}^+\|_{\ell_1}} \quad \text{for} \quad m \geq 0$$

$$= \frac{2^{m-n} - 2}{2^{m-n}} \cdot 2^{n+1-mv0} = 2^{n+1-mv0}.$$ 

Furthermore, for $-1 \leq m \leq n - 1$, we get

$$\|\bar{R}_m P_n\|_\infty = \|E_1^\top, E_0^\top, \ldots, E_m^\top\|_\infty = \max_{1 \leq i \leq m} \|E_i\|_\infty = 2^n \frac{1}{2}.$$ 

Last, for $m = n$, we have

$$\|\bar{R}_n P_n\|_\infty = (2^n - 1) \|u\|_\infty + \|v\|_\infty = (2^n - 1) \|u\|_{\ell_1} + \|v\|_{\ell_1}$$

$$= (2^n - 1) \cdot 2\sqrt{2} + \frac{1}{2\sqrt{2}} + \frac{3}{2\sqrt{2}} = 2^{n+\frac{3}{2}} - \sqrt{2}.$$ 

This concludes the proof of Theorem 3.4 for $p = \infty$. \( \square \)

**Proof of Theorem 3.4 for $p = 1$.** By utilizing the identity $\bar{R}_m P_n = E_m$, we get

$$\|E_m\|_1 = \max_{1 \leq i \leq 2^m} \left\| \left( \eta_{1,1}^{(m)} \right)^\top, \left( \eta_{2,1}^{(m)} \right)^\top, \ldots, \left( \eta_{2^{m-1},1}^{(m)} \right)^\top, \left( \eta_{2^m,1}^{(m)} \right)^\top \right\|_1 = \max_{1 \leq i \leq m} \|\eta_{i,i}^{(m)}\|_1.$$ 

Since, for every $1 \leq i \leq 2^m$, the entries of the vector $\eta_{i,i}^{(m)}$ are either $2^{(m\ell0-n-3)/2}$ or $-2^{(m\ell0-n-3)/2}$, the vector $\eta_{i,i}^{(m)}$, regarded as a linear functional, has the $\ell_1$-induced norm $\|\eta_{i,i}^{(m)}\|_1 = 2^{(m\ell0-n-3)/2}$. Next, we have

$$\|R_m P_n\|_1 = \left\| \left( E_1^\top, E_0^\top, \ldots, E_m^\top \right)^\top \right\|_1 = \sum_{i=-1}^m \|E_i\|_1$$

$$= \sum_{i=-1}^m 2^{(i\ell0-n-3)/2} = \begin{cases} 2^{\frac{n+3}{2}} & \text{for } m = -1, \\ 2^{\frac{n+3}{2} - \frac{m+1}{\sqrt{2}-1}} + 1 & \text{for } 0 \leq m \leq n - 1, \end{cases}$$

$$= 2^{\frac{n+3}{2}} \left( 1 + \frac{2^{\frac{m+1}{\sqrt{2}-1}} - 1}{\sqrt{2}-1} \mathbb{1}_{\{m\geq0\}} \right).$$
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Last, for the case $m = n$, it follows that

$$
\| \tilde{R}_n^m P_n \|_1 = (2^n - 1) \| u \|_1 + \| v \|_1 = (2^n - 1) \sqrt{2} + \frac{3}{2\sqrt{2}} = 2^{n+\frac{1}{2}} - \sqrt{2}. 
$$

This completes the proof.

The proof of Theorem 3.4 for $p = 2$ is more complicated than the ones for $p = 1$ and $p = \infty$ and requires additional preparation. We start with a lemma concerning the exact form of product $C_m C_k^T$ for $-1 \leq m, k \leq n - 1$.

**Lemma 3.7.** For $-1 \leq m \leq n$, let $C_m$ be as in the context of Lemma 3.5. Then,

$$
C_m C_k^T = \begin{cases} 
\frac{1}{4} I_{2^{m+1} \times 2^{m+1}} & \text{for } 1 \leq m = k \leq n - 1, \\
0_{2^{m+1} \times 2^{k+1}} & \text{for } 1 \leq m \neq k \leq n - 1.
\end{cases}
$$

**Proof.** Let us denote $\Phi_{(m,k)} = (\phi_{i,j}^{(m,k)}) := C_m C_k^T$ and prove the case for $m = k$. Since

$$
\Phi_{(m,m)} = \begin{bmatrix}
\eta_{1,1}^{(m)} & \eta_{1,2}^{(m)} & \cdots & \eta_{1,2^m}^{(m)} \\
\eta_{2,1}^{(m)} & \eta_{2,2}^{(m)} & \cdots & \eta_{2,2^m}^{(m)} \\
\vdots & \vdots & \ddots & \vdots \\
\eta_{2^m,1}^{(m)} & \eta_{2^m,2}^{(m)} & \cdots & \eta_{2^m,2^m}^{(m)}
\end{bmatrix} \begin{bmatrix}
(\eta_{1,1}^{(m)})^T \\
(\eta_{1,2}^{(m)})^T \\
\vdots \\
(\eta_{2^m,2}^{(m)})^T \\
(\eta_{2^m,2^m}^{(m)})^T
\end{bmatrix},
$$

then $\phi_{i,j}^{(m,m)} = \sum_{k=1}^{2^m} \eta_{i,k}^{(m)} (\eta_{j,k}^{(m)})^T$. As $\eta_{i,k}^{(m)} = 0_{1 \times 2^{n-i+1}}$ for $i \neq k$, then $\phi_{i,j}^{(m,m)} = 0$ for all $i \neq j$. Furthermore, it again follows from Lemma 3.5 that for $1 \leq i \leq 2^m$,

$$
\phi_{i,i}^{(m,m)} = \eta_{i,i}^{(m)} (\eta_{i,i}^{(m)})^T = 2^{m+1-n} (\| r_{n-m}^+ \|_2^2 + \| r_{n-m}^- \|_2^2) = 2^{m+1-n} \cdot 2^{n+1-m} = \frac{1}{4}.
$$

This shows that $\Phi_{(m,m)} = \frac{1}{4} I_{2^{m+1} \times 2^{m+1}}$. Next, for $0 \leq m < k \leq n - 1$, we have

$$
C_m C_k^T = \begin{bmatrix}
\eta_{1,1}^{(m)} & 0_{1 \times 2^{n+1-m}} & \cdots & 0_{1 \times 2^{n+1-m}} \\
0_{1 \times 2^{n+1-m}} & \eta_{2,2}^{(m)} & \cdots & 0_{1 \times 2^{n+1-m}} \\
\vdots & \vdots & \ddots & \vdots \\
0_{1 \times 2^{n+1-m}} & 0_{1 \times 2^{n+1-m}} & \cdots & \eta_{2^m,2^m}^{(m)}
\end{bmatrix} \begin{bmatrix}
(\eta_{1,1}^{(k)})^T \\
(\eta_{1,2}^{(k)})^T \\
\vdots \\
(\eta_{2^m,2}^{(k)})^T \\
(\eta_{2^m,2^m}^{(k)})^T
\end{bmatrix},
$$

where

$$
\eta_{i,i}^{(m,k)} := \begin{bmatrix}
(\eta_{1,1}^{(k)})^T \\
0_{2^{n+1-k} \times 1} \\
\vdots \\
0_{2^{n+1-k} \times 1} \\
(\eta_{2^m,2^m}^{(k)})^T
\end{bmatrix},
$$

and

$$
\eta_{i,j}^{(m,k)} := \begin{bmatrix}
0_{2^{n+1-k} \times 1} \\
(\eta_{2^m,2^m}^{(k)})^T
\end{bmatrix},
$$

for $1 \leq i \leq 2^m$ and $1 \leq j \leq 2^k$. The proof is completed.
for any $1 \leq i \leq 2^m$. Note that for $0 \leq m \leq n-1$ and $1 \leq i \leq 2^m$, 

$$\eta_{i,i}^{(m)} \eta_{i,i}^{(m,k)} = 2^{(m-n-3)/2} \left( (r_{i-m}^+)\top, (r_{i-m}^-)\top \right) \left( \begin{array}{c} (\eta_{1,k}^{(k)})\top \\ \eta_{2,k}^{(k)} \\ \vdots \\ \eta_{2^m-k,m}^{(k)} \end{array} \right) \left( \begin{array}{ccc} 0_{2n+1-k\times1} & \cdots & 0_{2n+1-k\times1} \\ 0_{2n+1-k\times1} & \cdots & 0_{2n+1-k\times1} \\ \vdots & \vdots & \vdots \\ 0_{2n+1-k\times1} & \cdots & 0_{2n+1-k\times1} \end{array} \right) \left( \begin{array}{c} r_{n-k}^+ \\ r_{n-k}^- \\ \vdots \\ r_{n-k}^- \end{array} \right) = 2^{m-n-3} \left( (r_{n-k}^+)\top, (r_{n-k}^-)\top, \cdots, (r_{n-k}^-)\top \right) \left( \begin{array}{cc} 0_{2^k \times 1} & \cdots \\ \vdots & \vdots \\ 0_{2^k \times 1} \end{array} \right) = 0_{1 \times 2^k}.$$

Hence, $\mathcal{C}_m \mathcal{C}_k = 0_{2^m \times 2^k}$ for $0 \leq m < k \leq n-1$, and for $0 \leq k < m \leq n-1$, one has $\mathcal{C}_m \mathcal{C}_k = (\mathcal{C}_k \mathcal{C}_m)\top = 0_{2^k \times 2^m} = 0_{2^m \times 2^k}$. Therefore, for $0 \leq m \neq k \leq n-1$, we have $\mathcal{C}_m \mathcal{C}_k = 0_{2^m \times 2^k}$. Last, for the special case $m = 1$ and $0 \leq k \leq n-1$, we have 

$$\mathcal{C}_m \mathcal{C}_k = -2^{n-3+k/2} \left( (r_{n-k}^+)\top (r_{n-k}^+ + r_{n-k}^-), \cdots, (r_{n-k}^-)\top (r_{n-k}^+ + r_{n-k}^-) \right) = 0_{1 \times 2^k},$$

and by a similar argument as above, we get $\mathcal{C}_k \mathcal{C}_1 = 0_{2^k \times 1}$. This completes the proof. □

Let us next consider the following $n \times n$ dimensional matrix $D_n$, where the $(i,j)^{th}$-entry $d_{i,j} = i \lor j - 1/2$ for $1 \leq i, j \leq n$. The next lemma computes the $\ell_2$-induced norm of $D_n$.

**Lemma 3.8.** For $n \geq 3$, we have $\|D_n\|_2 = \frac{1}{2}(1 - \cos \frac{\pi}{2n})^{-1}$.

**Proof.** In the first step, we first derive the inverse of $D_n$ and then obtain $\|D_n\|_2$. To this end, let us consider the $n \times n$ dimensional tridiagonal matrix $E_n$ which is defined as

$$E_n := \begin{bmatrix} 3 & -1 & 0 & 0 & 0 \\ -1 & 2 & -1 & 0 & \ddots \\ 0 & -1 & 2 & \ddots & 0 \\ 0 & 0 & \ddots & \ddots & -1 \\ 0 & \ddots & 0 & -1 & 1 \end{bmatrix},$$

and we are about to demonstrate $E_n = D_n^{-1}$ for $n \geq 3$. Since $D_n$ and $E_n$ are symmetric, it suffices to show that the product matrix $F_n := E_n D_n = I_{n \times n}$. Denote the $i^{th}$ row of the matrix $D_n$ by $d_i$, for $1 \leq i \leq n$, and $D_n = (d_1\top, d_2\top, \cdots, d_n\top)\top$. Writing the $i^{th}$ row of the matrix $F_n$ by $f_i$ and regarding matrix as a row operation acting on the matrix $D_n$ leads to

$$F_n = \begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_{n-1} \\ f_n \end{bmatrix} = E_n \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ d_{n-1} \\ d_n \end{bmatrix} = \begin{bmatrix} 3d_1 - d_2 \\ 2d_2 - d_1 - d_3 \\ \vdots \\ 2d_{n-1} - d_{n-2} - d_n \\ d_n - d_{n-1} \end{bmatrix}.$$
It remains to verify the form of \( f_i \) term by term. First, we have
\[
f_1 = 3d_1 - d_2 = 3 \cdot \left( \frac{1}{2} \cdot \frac{1}{2}, \ldots, \frac{1}{2} \right) - \left( \frac{1}{2} \cdot \frac{3}{2}, \ldots, \frac{3}{2} \right) = (1, 0, \ldots, 0).
\]
Next, for \( 2 \leq i \leq n - 1 \) and \( 1 \leq j \leq n \), we have
\[
t_{i,j} = 2(i \lor j) - (i - 1) \lor j - (i + 1) \lor j = \begin{cases} 1 & \text{for } i = j, \\ 0 & \text{otherwise}. \end{cases}
\]
Thus, for \( 2 \leq i \leq n - 1 \), we have
\[
f_i = 2d_i - d_{i-1} - d_{i+1} = \underbrace{\left( 0, \ldots, 0, 1, 0, \ldots, 0 \right)}_{\text{i-1 times}} - \underbrace{\left( 0, \ldots, 0, 1, 0, \ldots, 0 \right)}_{\text{n-1 times}}.
\]
Last, we have
\[
f_n = d_n - d_{n-1} = \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}, \frac{5}{2}, \ldots, \frac{2n - 3}{2}, \frac{2n - 1}{2} \right) - \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}, \frac{5}{2}, \ldots, \frac{2n - 3}{2}, \frac{2n - 3}{2} \right) = (0, 0, \ldots, 0, 1).
\]
Hence, the above calculation establishes that \( E_n = D_n^{-1} \).

For the second step of the proof, a theorem by Losonczi [17] states that the determinant of \( E_n - \lambda I_{n \times n} \) admits the following representation:
\[
det(E_n - \lambda I_{n \times n}) = \prod_{j=0}^{n-1} \left( 2 - \lambda - 2 \cos \frac{(j+1) \pi}{2n} \right),
\]
and this leads to \( \lambda_{\min}(E_n) = 2 - 2 \cos \frac{\pi}{2n} \). Thus, we have
\[
\|D_n\|_2 = \lambda_{\max}(D_n) = \frac{1}{\lambda_{\min}(E_n)} = \frac{1}{2} \left( 1 - \cos \frac{\pi}{2n} \right)^{-1},
\]
and this completes the proof. \( \square \)

We are now ready to complete the proof of Theorem 3.4.

**Proof of Theorem 3.4 for \( p = 2 \).** By the definition of the spectral norm, we get
\[
\| \bar{R}_m^{(n)} P_n \|_2 = \sqrt{\lambda_{\max}(\bar{R}_m^{(n)} P_n P_n^T (\bar{R}_m^{(n)})^\top)} = \sqrt{\lambda_{\max}(C_n C_m^\top)} = \frac{1}{2} \sqrt{\lambda_{\max}(I_{2m \times 2m})} = \frac{1}{2}, \tag{3.24}
\]
where the second last identity follows from Lemma 3.7. To derive the \( \ell_2 \)-induced norm of matrices \( R_m^{(n)} P_n \), note that
\[
R_m^{(n)} P_n P_n^T (P_m^{(n)})^\top = \begin{bmatrix}
C_{-1}^T C_{-1} & C_{-1}^T C_0 & \cdots & C_{-1}^T C_m \\
C_0^T C_{-1} & C_0^T C_0 & \cdots & C_0^T C_m \\
\vdots & \vdots & \ddots & \vdots \\
C_m^T C_{-1} & C_m^T C_0 & \cdots & C_m^T C_m
\end{bmatrix} = \frac{I_{2m+1 \times 2m+1}}{4}.
\]
An analogous argument as in (3.24) yields that \( \| \bar{R}_m^{(n)} P_n \|_2 = \frac{1}{2} \). Last, it remains to obtain the spectral norm of \( \bar{R}_m^{(n)} P_n \), or equivalently, the largest singular value of \( C_n C_n^\top \). To this end, let us first of all derive that exact form of the matrix \( G_n = (g_{i,j}^{(n)}) = C_n C_n^\top \). Next, we shall claim and show that
\[
g_{i,j}^{(n)} = \begin{cases} 4i - \frac{11}{4} & \text{for } 1 \leq i = j \leq 2^n, \\ 4(i \lor j) - 2 & \text{for } 1 \leq i \neq j \leq 2^n. \end{cases} \tag{3.25}
\]
First, one has
\[
g^{(n)}_{i,j} = \| \begin{pmatrix} u, \ldots, u, v, 0_{1 \times 2}, \ldots, 0_{1 \times 2} \end{pmatrix} \|_{\ell_2}^2 = 4(i-1) + \left( \frac{3}{2\sqrt{2}} \right)^2 + \left( \frac{1}{2\sqrt{2}} \right)^2 = \frac{5}{4} + 4(i-1) = 4i - \frac{11}{4}.
\]

On the other hand, we assume that \( i \leq j - 1 \) with loss of generality, then
\[
g^{(n)}_{i,j} = \left( \begin{pmatrix} u, \ldots, u, v, 0_{1 \times 2}, \ldots, 0_{1 \times 2} \end{pmatrix} \right)^T \left( \begin{pmatrix} u, \ldots, u^T, v^T, 0_{2 \times 1}, \ldots, 0_{2 \times 1} \end{pmatrix} \right) = 4(i-1) + \sqrt{2} \left( \frac{3}{2\sqrt{2}} + \frac{1}{2\sqrt{2}} \right) = 4i - 2.
\]

This demonstrates the exact form of the matrix \( G_n \) as shown in (3.25). Since \( G_n = 4D_{2^n} - \frac{3}{4}I_{2^n \times 2^n} \), thus
\[
\|G_n\|_2 = \|4D_{2^n} - \frac{3}{4}I_{2^n \times 2^n}\|_2 \leq 4\|D_{2^n}\|_2 + \frac{3}{4} \leq 2 \left( 1 - \cos \frac{\pi}{2^{n+1}} \right)^{-1} + \frac{3}{4},
\]
where the last inequality follows from Lemma 3.8. Similarly, we have
\[
\|G_n\|_2 = \|4D_{2^n} - \frac{3}{4}I_{2^n \times 2^n}\|_2 \geq \left| 4\|D_{2^n}\|_2 - \frac{3}{4} \right| = 2 \left( 1 - \cos \frac{\pi}{2^{n+1}} \right)^{-1} - \frac{3}{4}.
\]

Thus, we have
\[
\sqrt{2 \left( 1 - \cos \frac{\pi}{2^{n+1}} \right)^{-1} - \frac{3}{4}} \leq \|\bar{R}^{(n)}_n P_n\|_2 \leq \sqrt{2 \left( 1 - \cos \frac{\pi}{2^{n+1}} \right)^{-1} + \frac{3}{4}}.\]

Now, it remains to show that \( \|\bar{R}^{(n)}_n P_n\|_2 = \|\bar{R}^{(n)}_n P_n\|_2 \). To this end, note that \( \bar{R}^{(n)}_n = I_{2^{n+1} \times 2^{n+1}} \). Hence, we have
\[
R^{(n)}_n P_n P^{(n)}_n = P_n P^{(n)}_n = \left[ \begin{array}{ccc} C_{-1} \cdot C_{-1}^T & \cdots & C_{-1} \cdot C_{n}^T \\ C_{0} \cdot C_{-1}^T & \cdots & C_{0} \cdot C_{n}^T \\ \vdots & \ddots & \vdots \\ C_{n} \cdot C_{-1}^T & \cdots & C_{n} \cdot C_{n}^T \end{array} \right] = \left[ \begin{array}{c} I_{2^n \times 2^n} \\ 0_{2^n \times 2^n} \end{array} \right].
\]

Thus, we have
\[
\|R^{(n)}_n P_n\|_2 = \sqrt{\lambda_{\text{max}}(R^{(n)}_n P_n P^{(n)}_n (R^{(n)}_n)^T)} = \sqrt{\lambda_{\text{max}} \left( I_{2^n \times 2^n} - \frac{3}{4} \right) \lambda_{\text{max}}(G_n)}
\]
\[
= \sqrt{\lambda_{\text{max}}(G_n)} = \sqrt{\lambda_{\text{max}}(\bar{R}^{(n)}_n P_n P^{(n)}_n (\bar{R}^{(n)}_n)^T)} = \|\bar{R}^{(n)}_n P_n\|_2.
\]

This completes the proof. \( \square \)

4 Proofs for the results in Section 2

**Proof of Theorem 2.1.** We consider first the case in which \( \tilde{f}_0 = 0 \). Let us consider the \( 2^{n+1} \) dimensional column vector \( \omega_{n+1} = (\omega_{i}^{(n+1)})_{i=1}^{2^{n+1}} \), where \( \omega_{i}^{(n+1)} = F(i2^{-n-1}) - F((i-1)2^{-n-1}) \). Recall the explicit form of \( Q^{-1}_{(n+1,n+1)} \) in (3.20), which can be regarded as a row operation acting on a vector by subtracting preceding rows after properly scaling. Therefore, we have \( Q^{-1}_{(n+1,n+1)} y_{n+1} = 2^{3(n+1)/2+2} \omega_{n+1} \). Thus,
\[
y^{(n)}_{n-1} = P_{(n+1,n+1)} Q^{-1}_{(n+1,n+1)} y_{n+1} = 2^{3(n+1)/2+2} R^{(n)}_{n-1} \omega_{n+1}.
\]
Analogously, for $0 \leq m \leq n - 1$, we partition $\omega_{n+1}$ as follows,

$$\omega_{n+1} = \left( (\omega_1^{(m,n+1)})^\top, (\omega_2^{(m,n+1)})^\top, \ldots, (\omega_2^{(m,n+1)})^\top \right)^\top,$$

where each vector $\omega_k^{(m,n+1)}$ is a $2^{n+1-m}$ dimensional column vector. Then, for a similar reason, we have

$$\vartheta_{m,k}^{(n)} = 2^{\delta(n)/2+2} \left( n_{k+1,1}, n_{k+1,2}, \ldots, n_{k+1,2^m} \right) \cdot \omega_{n+1} = 2^{\delta(n)/2+2} n_{k+1,1} \omega_{k+1}^{(m,n+1)}$$

$$= 2^{\delta(n)/2+2(m-n-3)/2+2} \left( (r_{n-m}^+)^\top, (r_{n-m}^-)^\top \right) \left( (\omega_{2k+1}^{(m,n+1)})^\top, (\omega_{2k+2}^{(m,n+1)})^\top \right)^\top$$

$$= 2^{n+m/2+2} \left( (r_{n-m}^+)^\top \omega_{2k+1}^{(m,n+1)} + (r_{n-m}^-)^\top \omega_{2k+2}^{(m,n+1)} \right) .$$

A routine calculation gives that

$$(r_{n-m}^+)^\top \omega_{2k+1}^{(m,n+1)} = \sum_{j=1}^{2^{n-m}} (-1)^j \omega_{2n-m+1+k+j} = \sum_{j=1}^{2^{n-m}} (-1)^j \left( F\left( \frac{k}{2m} + \frac{j}{2n+1} \right) - F\left( \frac{k}{2m} + \frac{j-1}{2n+1} \right) \right) ,$$

and we similarly have

$$(r_{n-m}^-)^\top \omega_{2k+2}^{(m,n+1)} = \sum_{j=1}^{2^{n-m}} (-1)^j \omega_{2n-m+1(k+1)+j} = \sum_{j=0}^{2^{n-m}-1} (-1)^j \omega_{2n-m+1(k+1)-j}$$

$$= \sum_{j=1}^{2^{n-m}} (-1)^j \omega_{2n-m+1(k+1)-(j-1)} = \sum_{j=1}^{2^{n-m}} (-1)^j \left( F\left( \frac{k+1}{2m} - \frac{j-1}{2n+1} \right) - F\left( \frac{k+1}{2m} - \frac{j}{2n+1} \right) \right) .$$

Plugging the above two identities back to (4.1) gives (2.5). Last, for $m = -1$, we have

$$\vartheta_{-1,0}^{(n)} = 2^{\delta(n)/2+2} C_{-1} \omega_{n+1} = 2^{n+2} R_{n+1} \omega_{n+1} = 2^{n+2} \sum_{j=1}^{2^{n+1}} (-1)^j \omega_j^{(n+1)}$$

$$= 2^{n+2} \sum_{j=1}^{2^{n+1}} (-1)^j \left( F\left( \frac{j}{2n+1} \right) - F\left( \frac{j-1}{2n+1} \right) \right) .$$

Last, note that $\vartheta_n^{(n)} = 2^{\delta(n)/2+2} R_{n} \omega_{n+1} = 2^{\delta(n)/2+2} C_n \omega_{n+1}$, and therefore,

$$\vartheta_n^{(n)} = 2^{\delta(n)/2+2} R_n \omega_{n+1} = 2^{\delta(n)/2+2} C_n \omega_{n+1},$$

and therefore,

$$v_{n,k}^{(n)} = 2^{\delta(n)/2+2} \left( \underbrace{u, \ldots, u}_k \text{ times}, \underbrace{v, \ldots, v}_k \text{ times}, \underbrace{0_{1x2}, \ldots, 0_{1x2}}_{2^{n-k-1} \text{ times}} \right) \omega_{n+1}$$

$$= 2^{\delta(n)/2+2} \left( \underbrace{u, \ldots, u}_k \text{ times}, \underbrace{v, \ldots, v}_k \text{ times}, \underbrace{0_{1x2}, \ldots, 0_{1x2}}_{2^{n-k-1} \text{ times}} \right) \left( (\omega_1^{(n+1)})^\top, (\omega_2^{(n+1)})^\top, \ldots, (\omega_2^{(n+1)})^\top \right)^\top$$

$$= 2^{\delta(n)/2+2} \left( \sum_{j=1}^{k} u \cdot \omega_j^{(n,n+1)} + v \cdot \omega_k^{(n,n+1)} \right)$$

$$= 2^{\delta(n)/2+2} \left( \sqrt{2} \sum_{j=1}^{\delta(n)} (\omega_{2j-1}^{(n+1)} - \omega_{2j}^{(n+1)}) + \frac{3}{2\sqrt{2}} \omega_{2k+1}^{(n+1)} - \frac{1}{2\sqrt{2}} \omega_{2k+2}^{(n+1)} \right)$$

$$= 2^{\delta(n)/2+5/2} \sum_{j=1}^{k} \left( 2F\left( \frac{2j-1}{2n+1} \right) - F\left( \frac{2j-2}{2n+1} \right) - F\left( \frac{2j}{2n+1} \right) \right)$$

$$+ 3 \cdot 2^{\delta(n)/2+1} \left( F\left( \frac{2k+1}{2n+1} \right) - F\left( \frac{2k}{2n+1} \right) \right) - 2^{\delta(n)/2+1} \left( F\left( \frac{2k+2}{2n+1} \right) - F\left( \frac{2k+1}{2n+1} \right) \right).$$
This completes the proof for the case \( \hat{f}_0 = 0 \).

For \( \hat{f}_0 \neq 0 \), we let \( \tilde{\varphi}^{(n)}_{m,k} \) be the estimated Faber–Schauder coefficients for \( \hat{f}_0 = 0 \), as in the first part of this proof. Then the functions

\[
\tilde{f}_n := \tilde{\varphi}^{(n)}_{-1,0}e_{-1,0} + \sum_{m=0}^{n} \sum_{k=0}^{2^{m-1}} \tilde{\varphi}^{(n)}_{m,k} e_{m,k} \quad \text{and} \quad \tilde{F}(t) := F(0) + \int_{0}^{t} \tilde{f}_n(s) \, ds
\]

are such that \( \tilde{F}(t) = F(t) \) for all \( t \in \mathbb{T}_{n+1} \). Now we define \( \varphi^{(n)}_{m,k} := \tilde{\varphi}^{(n)}_{m,k} \) for \( m < n \) and \( \varphi^{(n)}_{n,k} := \tilde{\varphi}^{(n)}_{n,k} - 2^{-n/2+2} \hat{f}_0 \). Then we let

\[
\hat{f}_n := \hat{f}_0 + \varphi^{(n)}_{-1,0}e_{-1,0} + \sum_{m=0}^{n} \sum_{k=0}^{2^{m-1}} \varphi^{(n)}_{m,k} e_{m,k}, \quad \text{and} \quad \hat{F}(t) := F(0) + \int_{0}^{t} \hat{f}_n(s) \, ds.
\]

With these definition, we have that

\[
\hat{F}(t) = \tilde{F}(t) + \hat{f}_0 \cdot t - 2^{-n/2+2} \hat{f}_0 \int_{0}^{t} \sum_{k=0}^{2^{m-1}} e_{n,k}(s) \, ds = \tilde{F}(t) + \hat{f}_0 \cdot t - 2^{-n/2+2} \hat{f}_0 \sum_{k=0}^{2^{n-1}} \psi_n(t).
\]

By using (3.1) and considering separately the case \( t \in \mathbb{T}_n \) and \( t \in \mathbb{T}_{n+1} \setminus \mathbb{T}_n \), one easily checks that \( 2^{-n/2+2} \sum_{k=0}^{2^{n-1}} \psi_n(t) = t \) for \( t \in \mathbb{T}_{n+1} \). Hence, \( \hat{F}(t) = \tilde{F}(t) = F(t) \) for all \( t \in \mathbb{T}_{n+1} \), and so the coefficients \( \varphi^{(n)}_{m,k} \) are as desired. To show uniqueness, one argues in a similar way, transforming any solution to (2.3) back to the case \( \hat{f}_0 = 0 \) and using the already established uniqueness there. \( \square \)

**Proof of the formulas in Example 2.3.** Consider the following partition of \( z_{n+1} \),

\[
z_{n+1} = \left( (z_{1}^{(m,n+1)})^\top, (z_{2}^{(m,n+1)})^\top, \cdots, (z_{2^m}^{(m,n+1)})^\top \right)^\top,
\]

where each vector \( z_{k}^{(m,n+1)} \) is a \( 2^{n+1-m} \) dimensional column vector for \( 0 \leq m \leq n+1 \) and \( 1 \leq k \leq 2^{n+1-m} \). Moreover, for each \( 1 \leq i \leq 2^{n+1} \), we have

\[
z_{i}^{(n+1)} = 2^{3(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-3m/2} \sum_{k=2^{m-n-1}(i-1)}^{2^{m-n-1}-1} \theta_{m,k} = 2^{3(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-3m/2} \sum_{k=2^{m-n-1}(i-1)}^{2^{m-n-1}-1} 2^{m/2} c_m
\]

\[
= 2^{3(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-3m/2+2m-n-1+2m/2} c_m = 2^{(n+1)/2} \sum_{m=n+1}^{\infty} c_m =: \kappa_{n+1} < \infty,
\]

where the finiteness of \( \kappa_{n+1} \) follows from the absolute summability of the sequence \( (c_m) \). Therefore, for every \( 1 \leq k \leq 2^n \), we have

\[
z_{k}^{(m,n+1)} = \underbrace{(\kappa_{n+1}, \kappa_{n+1}, \cdots, \kappa_{n+1})}_{2^{n+1-m} \text{ times}}.
\]

Furthermore, it follows from Lemma 3.5 that \( \eta^{(m)}_{i,j} = 0_{1 \times 2^{n-m+1}} \) for \( i \neq j \), then for \( 0 \leq m \leq n-1 \) and \( 0 \leq k \leq 2^m - 1 \)

\[
\varphi^{(n)}_{m,k} - \theta_{m,k} = \left( \eta^{(m)}_{k+1,1}, \eta^{(m)}_{k+1,2}, \cdots, \eta^{(m)}_{k+1,2^m} \right) z_{n+1} = \eta^{(m)}_{k+1,k+1} z_{n+1}^{(m,n+1)}
\]

\[
= 2^{m-n-3} \left( (r^{+}_{n-m})^\top, (r^{-}_{n-m})^\top \right) \left( (z_{1}^{(m,n)})^\top, (z_{1}^{(m,n)})^\top \right)^\top
\]

\[
= 2^{m-n-3} (r^{+}_{n-m} + r^{-}_{n-m})^\top z_{1}^{(m,n)} = 0.
\]
The proof for the case $m = -1$ is analogous and we next prove the case $m = n$. Let us use the shorthand notation $\boldsymbol{\kappa}_{n+1} = (\kappa_{n+1}, \kappa_{n+1})$, and an analogous calculation yields that

$$
\vartheta^{(n)}_{n,k} - \theta_{n,k} = \left( u, \ldots, u, v, 0_{1 \times 2}, \ldots, 0_{1 \times 2} \right) z_{n+1}
$$

$$
= \left( u, \ldots, u, v, 0_{1 \times 2}, \ldots, 0_{1 \times 2} \right) (\boldsymbol{\kappa}_{n+1}, \ldots, \kappa_{n+1})^T
$$

$$
= k (u \cdot \kappa_{n+1}^T) + v \cdot \kappa_{n+1}^T = \left( \frac{3}{2\sqrt{2}}, -\frac{1}{2\sqrt{2}} \right) \cdot (\kappa_{n+1}, \kappa_{n+1})^T = \frac{\sqrt{2}}{2} \kappa_{n+1} = 2^{n/2} \sum_{m=n+1}^{\infty} c_m.
$$

Thus, we have

$$
\vartheta^{(n)}_{n,k} = 2^{n/2} c_n + 2^{n/2} \sum_{m=n+1}^{\infty} c_m = 2^{n/2} \sum_{m=n}^{\infty} c_m.
$$

This completes the proof.

Proof of Proof of Proposition 2.4. Let us first prove the case $k = 0$. Recall that the first-order modulus of continuity is defined as

$$
\omega_1(f, t) := \sup_{\tau_1, \tau_2 \in [0, 1], |\tau_1 - \tau_2| \leq t} |f(\tau_1) - f(\tau_2)|.
$$

Following from the triangular inequality and the Hölder continuity of $f$, there exists $c \in [0, 1]$ such that $\omega_2(f, t) \leq 2\omega_1(f, t/2) \leq c|\tau_1 - \tau_2|^\alpha \leq c \cdot t^\alpha$. Note that (2.2) implies $|\theta_{m,k}| \leq 2^{m/2} \omega_2(f, 2^{-m})$, thus

$$
|z_i^{(n+1)}| = \sum_{m=n+1}^{\infty} 2^{-3(m-n-1)/2} \sum_{k=2^{m-n-1}(i-1)}^{2^{m-n-1} - 1} |\theta_{m,k}| \leq \sum_{m=n+1}^{\infty} 2^{-3(m-n-1)/2} \cdot \left( 2^{3m/2-2n-1} \omega_2(f, 2^{-m}) \right)
$$

$$
= 2^{(n+1)/2} \sum_{m=n+1}^{\infty} \omega_2(f, 2^{-m}) \leq c \cdot 2^{(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-m\alpha} \leq \frac{c \cdot 2^{-(n+1)(\alpha - \frac{1}{2})}}{1 - 2^{-\alpha}}.
$$

From here, the assertion follows easily. To prove the case $k = 1$, by assumption, there exists $c \in [0, 1]$ such that

$$
\omega_2(f, t) = \sup_{\tau_1, \tau_2 \in [0, 1], |\tau_1 - \tau_2| \leq t} \left\{ \left| f(\tau_1) + f(\tau_2) - 2f\left(\frac{\tau_1 + \tau_2}{2}\right) \right| \right\}
$$

$$
\leq |\tau_1 - \tau_2| \sup_{\tau_1, \tau_2 \in [0, 1], |\tau_1 - \tau_2| \leq t} \left( \sup_{u_1, u_2 \in [\tau_1, \tau_2]} \left| f'(u_1) - f'(u_2) \right| \right) \leq c |\tau_1 - \tau_2|^{1+\alpha} \leq c \cdot t^{1+\alpha}.
$$

Note next that (2.2) implies $|\theta_{m,k}| \leq 2^{m/2} \omega_2(f, 2^{-m})$. A similar argument yields

$$
|z_i^{(n+1)}| = 2^{(n+1)/2} \sum_{m=n+1}^{\infty} \omega_2(f, 2^{-m}) \leq c \cdot 2^{(n+1)/2} \sum_{m=n+1}^{\infty} 2^{-m(1+\alpha)} \leq \frac{c \cdot 2^{-(n+1)(\alpha + \frac{1}{2})}}{1 - 2^{-\alpha - 1}}.
$$

The case $k = 1$ is an immediate consequence of the above inequality. This completes the proof. \[\square\]
Proof of Theorem 2.11. We start with the case $p = 1$. For $m < n$, Theorem 2.8 and the fact that $\|e_{m,k}\|_{L^1[0,1]} = 2^{-3m/2-2}$ yield that

$$
\left\| f_m - \hat{f}_{n,m}\right\|_{L^1[0,1]} \leq \left\| \sum_{i=-1}^{m} \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^1[0,1]} \leq \sum_{i=-1}^{m} \left\| \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^1[0,1]} = \frac{1}{2^{i+1}} \sum_{i=0}^{m} 2^{-3i/2-2}\| \vartheta_i^{(n)} - \theta_i \|_{\ell_1} + \frac{1}{2}\| \vartheta_{-1}^{(n)} - \theta_{-1} \|_{\ell_1}
$$

(4.5)

For the case $m = n$, we get in the same manner $\|f_m - \hat{f}_{n,m}\|_{L^1[0,1]} \leq 2^{-(n+1)/2})\|z_{n+1}\|_{\ell_1}$. To relate these two inequalities with the second-order modulus of continuity, we recall from (4.4) that $|z_{i}^{(n+1)}| \leq 2^{(n+1)/2} \sum_{m=n+1}^{\infty} \omega_2(f, 2^{-m})$. From here, the proof of the case $p = 1$ is easily completed.

For $p = 2$, we have $\|e_{m,k}\|_{L^2[0,1]} = 2^{-m-1}/\sqrt{3}$ and $e_{m,k} \cdot e_{m,\ell} = 0$ for $k \neq \ell$. Thus,

$$
\left\| f_m - \hat{f}_{n,m}\right\|_{L^2[0,1]} \leq \left\| \sum_{i=-1}^{m} \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^2[0,1]} \leq \sum_{i=-1}^{m} \left\| \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^2[0,1]} = \frac{1}{\sqrt{3}} \sum_{i=1}^{m} 2^{-i-1}\| \vartheta_i^{(n)} - \theta_i \|_{\ell_2} \leq \frac{1}{\sqrt{3}} \sum_{i=1}^{m} 2^{-i-2}\|z_{n+1}\|_{\ell_2} \leq \frac{\|z_{n+1}\|_{\ell_2}}{\sqrt{3}}.
$$

(4.6)

Next, we can argue as in the proof for $p = 1$ to get $\|z_{n+1}\|_{\ell_2} \leq 2^{n+1} \sum_{m=n+1}^{\infty} \omega_2(f, 2^{-m})$, which gives the first inequality. The proof of the second one is analogous.

For $p = \infty$, we have $\|e_{-1,0}\|_{L^{\infty}[0,1]} = 1$ and $\|e_{m,k}\|_{L^{\infty}[0,1]} = 2^{-m/2-1}$ for $m \in \mathbb{N}_0$ and $0 \leq k \leq 2^{m-1}$. The triangle inequality then yields that for $0 \leq m \leq n-1$

$$
\left\| f_m - \hat{f}_{n,m}\right\|_{L^{\infty}[0,1]} \leq \left\| \sum_{i=-1}^{m} \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^{\infty}[0,1]} \leq \sum_{i=-1}^{m} \left\| \sum_{k=0}^{2^{i+1}-1} (\vartheta_{i,k} - \theta_{i,k})e_{i,k}\right\|_{L^{\infty}[0,1]} = \frac{1}{2^{i+1}} \sum_{i=0}^{m} 2^{-i/2-1}\| \vartheta_i^{(n)} - \theta_i \|_{\ell_{\infty}} + \| \vartheta_{-1}^{(n)} - \theta_{-1} \|_{\ell_{\infty}}
$$

(4.7)

where we have used Theorem 2.8 in the fourth step. For the case $m = n$, an analogous decomposition leads to

$$
\left\| f_n - \hat{f}_{n,n}\right\|_{L^{\infty}[0,1]} \leq \left\| (f_{n-1} - \hat{f}_{n,n-1}) + \sum_{k=0}^{2^{n-1}-1} (\theta_{n,k} - \vartheta_{n,k}^{(n)})e_{n,k}\right\|_{L^{\infty}[0,1]} \leq \|f_{n-1} - \hat{f}_{n,n-1}\|_{L^{\infty}[0,1]} + 2^{-n/2-1}\| \vartheta_n^{(n)} - \vartheta_n \|_{\ell_{\infty}} \leq 2^{(n+1)/2}\|z_{n+1}\|_{\ell_{\infty}} + \left( \frac{2^{n+3} - \sqrt{2}}{2^{n/2+1}} \right) \|z_{n+1}\|_{\ell_{\infty}} \leq 2^{(n+3)/2}\|z_{n+1}\|_{\ell_{\infty}}.
$$

(4.8)
It follows from (4.4) that
\[ \|z_{n+1}\|_{\ell_\infty} \leq 2^{(n+1)/2} \sum_{k=n+1}^\infty \omega_2(f, 2^{-k}), \]  
(4.9)
and plugging this inequality back into (4.7) and (4.8) completes the proof. \( \square \)

The proof of Theorem 2.14 will follow immediately from the next lemma. Indeed, the quadratic spline interpolation \( \tilde{F}_{n,n} \) coincides with \( F \) on the dyadic partition \( T_{n+1} \), and so \( \tilde{F}_{n,n} - F \) belongs to the linear space \( X_{n+1} \) introduced in (4.10) below.

**Lemma 4.1.** Let us consider a vector space \( X_n \) of functions, such that
\[
X_n := \left\{ F \in C^1[0,1] \middle| F \left( \frac{k}{2^n} \right) = 0 \text{ for } 0 \leq k \leq 2^n \right\} \text{ for } n \in \mathbb{N}_0
\]  
(4.10)
Moreover, we also consider the vector space \( Y_n \), where
\[
Y_n := \left\{ f \in C[0,1] \middle| \int_0^1 f(s) \, ds \in X_n \right\} \text{ for } n \in \mathbb{N}_0.
\]
Furthermore, by \( X_1^n, X_2^n \) and \( X_\infty^n \), we denote the normed linear space \( X_n \) equipped with the \( L_1[0,1] \), \( L_2[0,1] \) and \( L_\infty[0,1] \) norms respectively, as well as, the analogously defined normed spaces \( Y_1^n, Y_2^n \) and \( Y_\infty^n \). Let \( T : Y_n \to X_n \) denote the integral operator, i.e., \( T f = \int_0^1 f(s) \, ds \). Then, its operator norms are given by \( \|T\|_{Y_n \to X_n} = 2a_p \), where \( a_p \) is as in Theorem 2.14.

**Proof.** First, we consider the case \( p = \infty \). Since \( F(2^{-n}k) = 0 \) for all \( k \),
\[
\|F\|_{L_\infty[0,1]} = \max_{1 \leq k \leq 2^n} \max_{\frac{k-1}{2^n} \leq t \leq \frac{k}{2^n}} |F(t)| \leq \max_{1 \leq k \leq 2^n} \max_{\frac{k-1}{2^n} \leq t \leq \frac{k}{2^n}} \int_{\frac{k-1}{2^n}}^{\frac{k}{2^n}} |f(s)| \, ds \leq 2^{-n-1}\|f\|_{L_\infty[0,1]}.
\]  
(4.11)
This shows that \( \|T\|_{Y_{\infty} \to X_{\infty}} \leq 2^{-n-1} \). To get the converse inequality, we take \( \varepsilon \in (0, 2^{-n-3}) \) and consider the function \( f_\varepsilon \) that is equal to 1 on intervals of the form \( \left[ \frac{k}{2^n} + \varepsilon, \frac{k+1}{2^n} - \varepsilon \right] \), equal to zero on intervals of the form \( \left[ \frac{k}{2^n} + \varepsilon, \frac{k+1}{2^n} - \varepsilon \right] \) and linearly interpolated everywhere else. Then \( f_\varepsilon \in X_n \) and we have \( \|f_\varepsilon\|_{L_\infty[0,1]} = 1 \) and \( \|T f_\varepsilon\|_{L_\infty[0,1]} = 2^{-n-1} - 2\varepsilon \), and the proof for \( p = \infty \) is complete.

For the \( L_2[0,1] \) norm, let us take any \( f \in Y_n \) with the corresponding \( F := T f \in X_n \) and define \( F_k(t) = F(2^{-n}(t + k)) \) for \( t \in [0,1] \). Then
\[
\|F\|_{L_2[0,1]}^2 = \sum_{k=0}^{2^n-1} \int_{2^{-n}k}^{2^{-n}(k+1)} F^2(t) \, dt = 2^{-n} \sum_{k=0}^{2^n-1} \int_{0}^{1} F_k^2(t) \, dt = 2^{-n} \sum_{k=0}^{2^n-1} \|F_k\|_{L_2[0,1]}^2.
\]  
(4.12)
Furthermore, let us denote \( f_k(t) := F_k(t) \). Then \( f_k(t) = 2^{-n}f(2^{-n}(t + k)) \) and so
\[
\sum_{k=0}^{2^n-1} \|f_k\|_{L_2[0,1]}^2 = \sum_{k=0}^{2^n-1} \int_{0}^{1} f_k^2(t) \, dt = 2^{-2n} \sum_{k=0}^{2^n-1} \int_{0}^{1} f^2(2^{-n}(t + k)) \, dt = 2^{-n} \int_{0}^{1} f^2(t) \, dt = 2^{-n}\|f\|_{L_2[0,1]}^2.
\]
Next, for $0 \leq k \leq 2^n - 1$, in the spirit of Halmos [10, Problem 188], the Hölder inequality yields that
\[
\|F_k\|_{L^2[0,1]}^2 = \int_0^1 F_k^2(t) \, dt = \int_0^1 \left( \int_0^t f_k(s) \, ds \right)^2 \, dt = \int_0^1 \left( \int_0^t \sqrt{\cos \frac{\pi s}{2} \cos \frac{\pi}{2} \frac{f_k(s)}{2}} \, ds \right)^2 \, dt \\
\leq \int_0^1 \left( \int_0^t \cos \frac{\pi s}{2} \, ds \int_0^t \frac{f_k(s)}{2} \, ds \right) \, dt = \frac{2}{\pi} \int_0^1 \sin \frac{\pi t}{2} \int_0^t \frac{f_k(s)}{2} \, ds \, dt \\
= \frac{2}{\pi} \int_0^1 \frac{f_k^2(s)}{2} \, ds \int_0^1 \sin \frac{\pi t}{2} \, dt = \frac{4}{\pi^2} \int_0^1 \frac{f_k^2(s)}{2} \, ds \\
= \frac{4}{\pi^2} \|f_k\|_{L^2[0,1]}^2.
\]
Thus, $\|Tf\|_{L^2[0,1]} \leq \frac{2^{-n+1}}{\pi} \|f\|_{L^2[0,1]}$.

To prove the converse inequality, note that the inequality (4.13) becomes an identity for $f_k(t) := \cos \frac{\pi t}{2}$. To see why, note first that $F_k(t) := Tf_k(t) = \frac{2}{\pi} \sin \frac{\pi t}{2}$ satisfies $\|F_k\|_{L^2[0,1]} = \frac{1}{\pi} \int_0^1 \left( \sin \frac{\pi t}{2} \right)^2 \, dt = \frac{1}{\pi}$ and $\|f_k\|_{L^2[0,1]} = \int_0^1 \left( \cos \frac{\pi t}{2} \right)^2 \, dt = \frac{1}{2}$. In such a way, one sees that the function $f(t) = \cos 2^{n-1} \pi t$ belongs to $\mathcal{F}_m$, and $\|Tf\|_{L^2[0,1]} = \frac{2^{-n+1}}{\pi} \|f\|_{L^2[0,1]}$. This completes the proof for $p = 2$.

Finally, the case for $p = 1$ is similar to the case for $p = 2$. We get as in (4.12) that $\|F\|_{L^1[0,1]} = 2^{-n} \sum_{k=0}^{2^n-1} \|F_k\|_{L^1[0,1]}$, where $F_k$ and $f_k = F_k'$ are as above. In the same way, we get $\sum_{k=0}^{2^n-1} \|f_k\|_{L^1[0,1]} = \|f\|_{L^1[0,1]}$. Moreover, for each $0 \leq k \leq 2^n - 1$,
\[
\|F_k\|_{L^1[0,1]} = \int_0^1 |F_k(t)| \, dt \leq \int_0^1 \int_0^t |f_k(s)| \, ds \, dt \leq \|f_k\|_{L^1[0,1]}.
\]
Plugging this inequality back to the above formulae shows that $\|T\|_{\mathcal{F}_m^* \to \mathcal{F}_m^*} \leq 2^{-n}$. To show the reverse inequality, we take $\varepsilon < \frac{1}{2}$ and $m \geq 1$ and define the function $g_{m,\varepsilon} \in C[0,1]$ as follows,
\[
g_{m,\varepsilon} = \frac{mt}{\varepsilon^2} 1_{[0,\varepsilon]} + \frac{1}{\varepsilon} 1_{(\varepsilon, \frac{1}{2}]} - \frac{m}{\varepsilon^2} \left( t - \frac{(m+1)\varepsilon}{m} \right) 1_{(\frac{(m+1)\varepsilon}{m}, 1]} ,
\]
where $1_A$ denotes the indicator function of a set $A$. In other words, the function $g_{m,\varepsilon}$ defines an isosceles Trapezoid with height $1/\varepsilon$. Thus, $\|g_{m,\varepsilon}\|_{L^1[0,1]} = 1$ for any $\varepsilon < 1/2$ and $m \geq 1$. Clearly, $G_{m,\varepsilon} := Tg_{m,\varepsilon}$ is given by
\[
G_{m,\varepsilon}(t) = \frac{mt^2}{2\varepsilon^2} 1_{[0,\varepsilon]} + \left( \frac{1}{\varepsilon} \left( t - \frac{\varepsilon}{m} \right) + \frac{1}{2m} \right) 1_{(\varepsilon, \frac{1}{2}]} + \left( 2 - \frac{1}{m} \right) \left( 1 - \frac{t}{m} \right)^2 1_{(\frac{(m+1)\varepsilon}{m}, 1]} + \frac{1}{\varepsilon} 1_{(\frac{m+1)\varepsilon}{m}, 1]}.
\]
Thus, we have $\|G_{m,\varepsilon}\|_{L^1[0,1]} \geq 1 - \frac{(m+1)\varepsilon}{m}$. Note that for any pair of $m$ and $\varepsilon$, we have $g_{m,\varepsilon}(0) = g_{m,\varepsilon}(1) = 0$. Thus, can define a function $f \in C[0,1]$ by $f(t) := 2^n g_{m,\varepsilon}(2^nt-k)$ for $t \in [2^{-n}k, 2^{-n}(k+1)]$ so that $f_k = g_{m,\varepsilon}$ for all $k$. Furthermore, we have
\[
\|F\|_{L^1[0,1]} = 2^{-n} \sum_{k=0}^{2^n-1} \|F_k\|_{L^1[0,1]} \geq 2^{-n} \left( 1 - \frac{(m+1)\varepsilon}{m} \right) = 2^{-n} \left( 1 - \frac{(m+1)\varepsilon}{m} \right) \|f\|_{L^1[0,1]}.
\]
Taking $m \uparrow \infty$ and $\varepsilon \downarrow 0$ shows that $\|T\|_{\mathcal{F}_m^* \to \mathcal{F}_m^*} = 2^{-n}$. This completes the proof.

\begin{proof}[Proof of Lemma 2.9] We begin with proving (2.16). Rewriting (2.4) yields that
\[
\tilde{\psi}_{-1,0}^{(n)} = 2^{n+2} \sum_{j=1}^{2^n+1} (-1)^j \left( F \left( \frac{j}{2^n+1} \right) - F \left( \frac{j-1}{2^n+1} \right) \right)
= 2^{n+2} \sum_{j=0}^{2^n-1} \left( F \left( \frac{2j}{2^n+1} \right) + F \left( \frac{2j+2}{2^n+1} \right) - 2F \left( \frac{2j+1}{2^n+1} \right) \right) = -2^{n/2+1} \sum_{j=0}^{2^n-1} \tilde{\rho}_{n,j}.
\]
\end{proof}
Now, we proceed to prove (2.17). To this end, note that

\[
\vartheta_{m,k}^{(n)} = 2^{n+m/2+2} \sum_{j=1}^{2^{n-m-1}} (-1)^j \left( F\left( \frac{k}{2m} + \frac{j}{2^{n+1}} \right) - F\left( \frac{k}{2m} + \frac{j-1}{2^{n+1}} \right) + F\left( \frac{k+1}{2m} - \frac{j-1}{2^{n+1}} \right) - F\left( \frac{k+1}{2m} - \frac{j}{2^{n+1}} \right) \right)
\]

\[
= 2^{n+m/2+2} \sum_{j=0}^{2^{n-m-1}} \left( F\left( \frac{k}{2m} + \frac{2j+2}{2^{n+1}} \right) + F\left( \frac{k}{2m} + \frac{2j}{2^{n+1}} \right) - 2F\left( \frac{k}{2m} + \frac{2j+1}{2^{n+1}} \right) \right)
\]

\[
= 2^{n+m/2+2} \sum_{j=0}^{2^{n-m-1}} \left( F\left( \frac{2(j+2^{n-m}k)}{2^{n+1}} + \frac{1}{2^{m+1}} \right) + F\left( \frac{2(j+2^{n-m}k)}{2^{n+1}} \right) - 2F\left( \frac{2(j+2^{n-m}k)}{2^{n+1}} + \frac{1}{2^{m+1}} \right) \right)
\]

Finally, we will proceed to prove (2.18). Applying the fundamental theorem of calculus to the above equation yields

\[
\vartheta_{m,k}^{(n)} = 2^{n+m/2+2} \sum_{j=0}^{2^{n-m-1}} \int_0^1 \left[ 2f\left( \frac{2(j+2^{n-m}k)}{2^{n+1}} + \frac{1}{2^{m+1}} \right) - f\left( \frac{j+2^{n-m}k}{2^{n+1}} + \frac{s}{2^{m+1}} \right) - f\left( \frac{j+2^{n-m}k+1}{2^{n+1}} + \frac{s}{2^{m+1}} \right) \right] ds
\]

This completes the proof. \(\square\)

**Proof of Theorem 2.10 for m = -1.** We prove (2.19) by discussing case by case for \(i \in \{0, 1, 2\}\). To this end, applying (2.17) yields that

\[
\vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} = 2^{n/2+2} \sum_{j=0}^{2^n-1} \rho_{n,j} - 2^{(n+1)/2+2} \sum_{j=0}^{2^{n+1}-1} \rho_{n+1,j}
\]

\[
= 2^{n/2+2} \sum_{j=0}^{2^n-1} \rho_{n,j} - 2^{(n+1)/2+2} \sum_{j=0}^{2^{n+1}-1} \rho_{n,2j} + \rho_{n,2j+1}
\]

\[
= 2^{n+2} \sum_{j=0}^{2^n-1} \left( F\left( \frac{4j}{2^{n+2}} \right) - 4F\left( \frac{4j+1}{2^{n+2}} \right) + 6F\left( \frac{4j+2}{2^{n+2}} \right) - 4F\left( \frac{4j+3}{2^{n+2}} \right) + F\left( \frac{4j+4}{2^{n+2}} \right) \right)
\]

Let us now prove for the case \(i = 0\). Applying the fundamental theorem of calculus to the right-hand
side of (4.14) yields that
\[ \vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} = \sum_{j=0}^{2^n-1} \int_0^1 \left( -f\left(\frac{4j + s + 1}{2^{n+2}}\right) + 3f\left(\frac{4j + 1 + s}{2^{n+2}}\right) - 3f\left(\frac{4j + 2 + s}{2^{n+2}}\right) + f\left(\frac{4j + 3 + s}{2^{n+2}}\right) \right) ds \]
\[ = 2^{n-1} \left[ \int_0^1 \left( f\left(\frac{4j + 1 + s}{2^{n+2}}\right) - f\left(\frac{4j + s}{2^{n+2}}\right) \right) ds - 2 \int_0^1 \left( f\left(\frac{4j + 2 + s}{2^{n+2}}\right) - f\left(\frac{4j + 1 + s}{2^{n+2}}\right) \right) ds \right. \]
\[ \left. + \int_0^1 \left( f\left(\frac{4j + 3 + s}{2^{n+2}}\right) - f\left(\frac{4j + 2 + s}{2^{n+2}}\right) \right) ds \right]. \] (4.15)

For the case \( i = 0 \), we have \( f \in C^{0,\alpha}[0,1] \), and there exists \( \kappa_0 > 0 \) such that
\[ \left| f\left(\frac{4j + s + 1}{2^{n+2}}\right) - f\left(\frac{4j + s}{2^{n+2}}\right) \right| \leq \kappa_0 \cdot 2^{-\alpha(n+2)} \quad \text{for} \quad 0 \leq j \leq 2^n - 1 \quad \text{and} \quad s \in [0,3]. \] (4.16)

Hence, applying (4.16) and the triangular inequality to (4.15) gives
\[ \left| \vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} \right| \leq \kappa_0 \cdot 2^{(1-\alpha)n-2\alpha+2}. \]

We now proceed to prove for the case \( i = 1 \). Further applying the fundamental theorem of calculus to the right-hand side of (4.15) gives
\[ \vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} = \sum_{j=0}^{2^n-1} \int_0^1 \left( -f\left(\frac{4j + s + 1}{2^{n+2}}\right) + 3f\left(\frac{4j + 1 + s}{2^{n+2}}\right) - 3f\left(\frac{4j + 2 + s}{2^{n+2}}\right) + f\left(\frac{4j + 3 + s}{2^{n+2}}\right) \right) ds \]
\[ = 2^{n-2} \sum_{j=0}^{2^{n-1}} \int_0^1 \left( f\left(\frac{4j + s + t}{2^{n+2}}\right) - 2f\left(\frac{4j + s + t + 1}{2^{n+2}}\right) + f\left(\frac{4j + s + t + 2}{2^{n+2}}\right) \right) ds dt \] (4.17)
\[ = 2^{n-2} \sum_{j=0}^{2^{n-1}} \left[ \int_0^1 \left( f\left(\frac{4j + s + t + 1}{2^{n+2}}\right) - f\left(\frac{4j + s + t}{2^{n+2}}\right) \right) ds dt \right. \]
\[ \left. + \int_0^1 \left( f\left(\frac{4j + s + t + 2}{2^{n+2}}\right) - f\left(\frac{4j + s + t}{2^{n+2}}\right) \right) ds dt \right]. \]

Since \( f \in C^{1,\alpha}[0,1] \), we have \( f' \in C^{0,\alpha}[0,1] \). Thus, there exists \( \kappa_1 > 0 \) such that
\[ \left| f'\left(\frac{4j + s + 1}{2^{n+2}}\right) - f'\left(\frac{4j + s}{2^{n+2}}\right) \right| \leq \kappa_1 \cdot 2^{-\alpha(n+2)} \quad \text{for} \quad 0 \leq j \leq 2^n - 1 \quad \text{and} \quad s \in [0,3]. \] (4.18)

Analogously, applying (4.18) and the triangular inequality to (4.17) yields
\[ \left| \vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} \right| \leq \kappa_1 \cdot 2^{-\alpha n-2\alpha-1}. \]

Next, we prove for the case \( i = 2 \). Now, further applying the fundamental theorem of calculus to the right-hand side of (4.17) gives
\[ \vartheta^{(n+1)}_{-1,0} - \vartheta^{(n)}_{-1,0} = 2^{n-2} \sum_{j=0}^{2^{n-1}} \int_0^1 \left( f'\left(\frac{4j + s + t}{2^{n+2}}\right) - 2f'\left(\frac{4j + s + t + 1}{2^{n+2}}\right) + f'\left(\frac{4j + s + t + 2}{2^{n+2}}\right) \right) ds dt \] (4.19)
\[ = 2^{n-4} \sum_{j=0}^{2^{n-2}} \int_0^1 \int_0^1 \left( f''\left(\frac{4j + s + t + u + 1}{2^{n+2}}\right) - f''\left(\frac{4j + s + t + u}{2^{n+2}}\right) \right) ds dt du. \]

Analogously, for \( i = 2 \), we now have \( f'' \in C^{0,\alpha}[0,1] \). Thus, there exists \( \kappa_2 > 0 \) such that
\[ \left| f''\left(\frac{4j + s + 1}{2^{n+2}}\right) - f''\left(\frac{4j + s}{2^{n+2}}\right) \right| \leq \kappa_2 \cdot 2^{-\alpha(n+2)} \quad \text{for} \quad 0 \leq j \leq 2^n - 1 \quad \text{and} \quad s \in [0,3]. \] (4.20)
Applying (4.20) and the triangular inequality to (4.19) gives
\[
\left| \varphi_{-1,0}^{(n+1)} - \varphi_{-1,0}^{(n)} \right| \leq \kappa_2 \cdot 2^{-(1+\alpha)n-2\alpha-4}.
\]

Now, taking \( \kappa = 2^{-2\alpha+2} \kappa_0 \lor 2^{-2\alpha-1} \kappa_1 \lor 2^{-2\alpha-4} \kappa_2 \) yields back (2.19), and this completes the proof for (2.19). Next, we proceed to prove (2.20). Further applying the fundamental theorem of calculus to the right-hand side of (4.19) yields
\[
\varphi_{-1,0}^{(n+1)} - \varphi_{-1,0}^{(n)} = 2^{-2n-4} \sum_{j=0}^{2^n-1} \int_0^1 \int_0^1 \int_0^1 \left( f'' \left( \frac{4j + s + t + u + 1}{2^{n+2}} \right) - f'' \left( \frac{4j + s + t + u}{2^{n+2}} \right) \right) ds dt du
\]
\[= 2^{-3n-6} \sum_{j=0}^{2^n-1} \int_0^1 \int_0^1 \int_0^1 \int_0^1 f'' \left( \frac{4j + s + t + u + v}{2^{n+2}} \right) ds dt du dv.
\]

Applying the triangular inequality to (4.21) gives
\[
\left| \varphi_{-1,0}^{(n+1)} - \varphi_{-1,0}^{(n)} \right| \leq 2^{-3n-6} \sum_{j=0}^{2^n-1} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \sup_{t \in [0,1]} |f''(t)| ds dt du dv = 2^{-2n-6} \sup_{t \in [0,1]} |f''(t)|.
\]

This completes the proof of Theorem 2.10 for \( m = -1 \). \( \square \)

**Proof of Theorem 2.10** for \( 0 \leq m \leq n - 1 \). Without loss of generality, we assume that \( k = 0 \). For \( 1 \leq k \leq 2^m - 1 \), the result can be proved analogously. First, we prove (2.21) by discussing case by case for \( i \in \{0, 1, 2, 3\} \). Applying (2.18) yields that
\[
\varphi_{m,0}^{(n+1)} - \varphi_{m,0}^{(n)} = 2^{m-n-1} \sum_{j=0}^{2^{m-n-1} - 1} \int_0^1 \left[ f \left( \frac{4j + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] dr
\]
\[- f \left( \frac{4j + 3}{2^{n+2}} + \frac{r}{2^{m+1}} \right) + f \left( \frac{4j + 4}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] dr.
\]

Applying the triangular inequality to the above equation gives
\[
\left| \varphi_{m,0}^{(n+1)} - \varphi_{m,0}^{(n)} \right| \leq 2^{m-n-1} \sum_{j=0}^{2^{m-n-1} - 1} \int_0^1 \left[ f \left( \frac{4j + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right]
\[+ 3 \left| f \left( \frac{4j + 2}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] + 3 \left| f \left( \frac{4j + 3}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + 2}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right| \left(4.23\right)
\]
\[+ \left| f \left( \frac{4j + 4}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + 3}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right| dr.
\]

Since \( f \in C^{0,\alpha}[0, 1] \), then for \( s \in [0, 3] \) and \( r \in [0, 1] \), there exists \( \kappa_0 > 0 \) such that
\[
\left| f \left( \frac{4j + s + 1}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f \left( \frac{4j + s}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right| \leq \kappa_0 \cdot 2^{-\alpha(n+2)}.
\]

Applying the above inequality to (4.23) gives
\[
\left| \varphi_{m,0}^{(n+1)} - \varphi_{m,0}^{(n)} \right| \leq \kappa_0 \cdot 2^{(2-\alpha)n-3m/2+4-2\alpha}.
\]
We now proceed to prove for the case $i = 1$. Applying the fundamental theorem of calculus to the right-hand side of (4.22) yields

$$
\psi^{(n)}_{m,0} - \psi^{(n+1)}_{m,0} = 2^{-m/2-1} \sum_{j=0}^{2^{n-m}-1} \int_0^1 \int_0^1 \left[ - f' \left( \frac{4j + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) + 3f' \left( \frac{4j + 1 + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] drds
$$

$$
= 2^{-m/2-1} \sum_{j=0}^{2^{n-m}-1} \int_0^1 \int_0^1 \left[ f' \left( \frac{4j + 1 + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f' \left( \frac{4j + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] drds.
$$

(4.24)

Since $f \in C^{1,\alpha}[0, 1]$, then $f' \in C^{0,\alpha}[0, 1]$. Thus, for any $s \in [0, 3]$ and $r \in [0, 1]$, there exists $\kappa_1 > 0$ such that

$$
\left| f' \left( \frac{4j + 1 + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f' \left( \frac{4j + s + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right| \leq \kappa_1 \cdot 2^{-\alpha(n+2)}.
$$

(4.25)

Thus, applying the triangular inequality and (4.25) to (4.24) gives

$$
\left| \psi^{(n+1)}_{m,0} - \psi^{(n)}_{m,0} \right| \leq \kappa_1 \cdot 2^{n-3m/2-\alpha n-2\alpha+1}.
$$

We now proceed to prove for the case $i = 2$. We further apply the fundamental theorem of calculus to (4.24), and this gives

$$
\psi^{(n)}_{m,0} - \psi^{(n+1)}_{m,0} = 2^{-n-m/2-3} \sum_{j=0}^{2^{n-m}-1} \int_0^1 \int_0^1 \int_0^1 \left[ f'' \left( \frac{4j + s + t + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] drdsdt
$$

$$
= 2^{-n-m/2-3} \sum_{j=0}^{2^{n-m}-1} \int_0^1 \int_0^1 \int_0^1 \left[ - f'' \left( \frac{4j + 1 + s + t + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f'' \left( \frac{4j + s + t + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right] drdsdt.
$$

(4.26)

Similarly, as $f \in C^{2,\alpha}[0, 1]$, for any $s \in [0, 3]$ and $r \in [0, 1]$, there exists $\kappa_2 > 0$ such that

$$
\left| f'' \left( \frac{4j + 1 + s + t + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) - f'' \left( \frac{4j + s + t + r}{2^{n+2}} + \frac{r}{2^{m+1}} \right) \right| \leq \kappa_2 \cdot 2^{-\alpha(n+2)}.
$$

(4.27)

Applying the triangular inequality and (4.27) to (4.26) yields

$$
\left| \psi^{(n+1)}_{m,0} - \psi^{(n)}_{m,0} \right| \leq \kappa_2 \cdot 2^{-\alpha n-3m/2-2\alpha-2\alpha}.
$$

We now proceed to prove for the case $i = 3$. Further applying the fundamental theorem of calculus to
(4.26) yields

\[
\phi^{(n)}_{m,0} - \phi^{(n+1)}_{m,0} = 2^{-2n-m/2-5} \sum_{j=0}^{2n-m-1} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \left[ f^m \left( \frac{4j + 1 + s + t + u}{2n+2} + \frac{r}{2m+1} \right) \right] dr ds dt du.
\]

(4.28)

As \( f \in C^3[0,1] \), there exists \( \kappa_3 > 0 \) such that

\[
\left| f^m \left( \frac{4j + 1 + s}{2n+2} + \frac{r}{2m+1} \right) - f^m \left( \frac{4j + s}{2n+2} + \frac{r}{2m+1} \right) \right| \leq \kappa_3 \cdot 2^{-\alpha(n+2)}.
\]

Applying the above inequality to (4.28) gives

\[
\phi^{(n+1)}_{m,0} - \phi^{(n)}_{m,0} \leq \kappa_3 \cdot 2^{-(1+\alpha)n-3m/2-5-2\alpha}.
\]

Now, taking \( \kappa := \kappa_0 \cdot 2^{4-2\alpha} \lor \kappa_1 \cdot 2^{1-2\alpha} \lor \kappa_2 \cdot 2^{-2-2\alpha} \lor \kappa_3 \cdot 2^{-5-2\alpha} \) yields (2.21). Finally, let us prove (2.22). Applying the fundamental theorem of calculus to (4.28) gives

\[
\phi^{(n)}_{m,0} - \phi^{(n)}_{m,0} = 2^{-3n-m/2-7} \sum_{j=0}^{2n-m-1} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \left[ f^{(4)} \left( \frac{4j + 1 + s + t + u}{2n+2} + \frac{r}{2m+1} \right) \right] dr ds dt du.
\]

Thus, we have

\[
|\phi^{(n+1)}_{m,0} - \phi^{(n)}_{m,0}| \leq 2^{-2n-3m/2-8} \sup_{t \in [0,1]} |f^{(4)}(t)|.
\]

This completes the proof of Theorem 2.10 for \( 0 \leq m \leq n - 1 \).

\[\square\]
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