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Abstract—Capacity of vehicular networks with infrastructure support is both an interesting and challenging problem as the capacity is determined by the interplay of multiple factors including vehicle-to-infrastructure (V2I) communications, vehicle-to-vehicle (V2V) communications, density and mobility of vehicles, and cooperation among vehicles and infrastructure. In this paper, we consider a typical delay-tolerant application scenario with a subset of vehicles, termed Vehicles of Interest (VoIs), having download requests. Each VoI downloads a distinct large-size file from the Internet and other vehicles without download requests assist the delivery of the files to the VoIs. A cooperative communication strategy is proposed that explores the combined use of V2I communications, V2V communications, mobility of vehicles and cooperation among vehicles and infrastructure to improve the capacity of vehicular networks. An analytical framework is developed to model the data dissemination process using this strategy, and a closed-form expression of the achievable capacity is obtained, which reveals the relationship between the capacity and its major performance-impacting parameters such as inter-infrastructure distance, radio ranges of infrastructure and vehicles, sensing range of vehicles, transmission rates of V2I and V2V communications, vehicular density, and proportion of VoIs. Numerical result shows that the proposed cooperative communication strategy significantly boosts the capacity of vehicular networks, especially when the proportion of VoIs is low. Our results provide guidance on the optimum deployment of a vehicular network infrastructure and the design of a cooperative communication strategy to improve the capacity.
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I. INTRODUCTION

INTEREST is surging on vehicular networks and connected vehicle technology due to their increasingly important role in improving road traffic efficiency, enhancing road safety and providing real-time information to drivers and passengers [1], [2]. Two major wireless communication modes: vehicle-to-infrastructure (V2I) communications and vehicle-to-vehicle (V2V) communications, are supported in vehicular networks by deploying wireless communication infrastructure points along the roadside (e.g., road-side units (RSU), or LTE base stations), equipping vehicles with on-board communication facilities (e.g., on-board units (OBU)), and with the assistance of dedicated short-range communication (DSRC) [3] and LTE technology [4], [5].

V2I and V2V communications, on one hand, are both major techniques to disseminate data for vehicular applications, including safety applications like disseminating real-time information about traffic accidents, traffic congestion or obstacles in the road, and non-safety applications such as offering value-added services (e.g., digital maps with real-time traffic status) and in-car entertainment services [1], [2]. On the other hand, as pointed out in the literature, purely relying on V2I communications or V2V communications alone cannot meet the diverse communication requirements of different vehicular applications. For instance, V2V communications may become unreliable when the number of hops in the communication becomes large [6]. They may also not be supported and incur long communication delay when the vehicular density is low [7]. For V2I communications, on one hand, LTE-based V2I communication is not applicable to vehicular communication environment at this stage due to the high mobility of vehicles that leads to high handover and collision issues [4]. On the other hand, DSRC-based V2I communication may have limited availability, especially in rural areas and in the initial deployment phase of vehicular networks due to the high cost of implementation and maintaining of infrastructure. The aforementioned factors may result in frequent interruptions in data transmissions, especially when downloading files of large sizes from the Internet, e.g., in-car entertainment services. Therefore, V2I and V2V communications have to co-exist and complement each other to improve the network performance.

Capacity is one of the most important performance metrics in vehicular networks. Capacity of vehicular networks with infrastructure support is both an interesting and challenging problem as the capacity is determined by the inter-play of multiple factors including V2I communications, V2V communications, density and mobility of vehicles, and cooperation among vehicles and infrastructure. Since the seminal work of Gupta and
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Kumar [8], extensive research on capacity has been conducted, e.g., [9], [10]. Focusing on the capacity of vehicular networks, Wang et al. [11] have studied urban vehicular networks with uniformly distributed RSUs and have analyzed the asymptotic uplink throughput scaling law when the total number of vehicles is sufficiently large. In [12], Huang et al. introduce a Euclidean planar graph and use a practical geometric structure to study the asymptotic capacity of urban Vehicular Ad Hoc networks (VANETs). The aforementioned work all assume that the number of vehicles or vehicular density is sufficiently large and utilize asymptotic analysis to study the capacity scaling law, which is only applicable when the number of vehicles or vehicular density is sufficiently large. In our prior work [13], we have considered a vehicular network scenario where there is only one vehicle, termed vehicle-of-interest (VoI), with download request from the Internet and all other vehicles cooperate to assist the communication of the VoI, and analyze the achievable throughput of the VoI assuming a cooperative communication strategy.

In this paper, we consider a typical delay-tolerant application scenario with a subset of vehicles, termed Vehicles of Interest (Vols), having download requests, e.g., videos, from the Internet. Each VoI downloads a distinct large-size file from the Internet and other vehicles without download requests, termed helpers, assist the delivery of the files to the Vols. A cooperative communication strategy is proposed that explores the combined use of V2I communications, V2V communications, mobility of vehicles and cooperation among vehicles and infrastructure. Investigating the network performance of delay-tolerant application under the coexistence of V2I and V2V communications is important and has been extensively studied, e.g., [14], [15]. In this work, we are interested in investigating the capacity achievable by the Vols. In addition to capacity, delay is also an important performance metric that has been extensively investigated, e.g., [16]–[18]. In the delay-tolerant network scenario considered in this paper, delay is not a major concern. Therefore, similar to most of the existing work investigating the network capacity [9], [11], [12], delay is not taken into consideration in this work and we focus on studying the long-term data rate achievable by the Vols. An analytical framework is developed to model the data dissemination process using the proposed strategy, and a closed form expression of the capacity is obtained, which reveals the relationship between the capacity and its major performance-impacting parameters such as inter-infrastructure distance, radio ranges of infrastructure and vehicles, sensing range of vehicles, transmission rates of V2I and V2V communications, vehicular density and the proportion of Vols. Different from the single-VoI scenario studied in [13], when there are multiple vehicles with download requests, the possible contention and collision among vehicles in vehicular communications become both important and challenging issue to study. Furthermore, the work presented in this paper distinguishes from previous work [11], [12] in that we focus on an accurate analysis (versus asymptotic analysis) of the capacity of vehicular networks with a moderate vehicular density and explore the combined use of V2I communications, V2V communications, mobility of vehicles and cooperation among vehicles and infrastructure to improve the achievable capacity of vehicular network, whereas the results obtained in previous work [11], [12] are only applicable when the number of vehicles or vehicular density is very large.

The following contributions are made in the paper:

1) We propose a novel cooperative communication strategy, which utilizes V2I communications, V2V communications, mobility of vehicles, and cooperation among vehicles and infrastructure to boost capacity of vehicular networks;

2) We develop an analytical framework to model and investigate the data dissemination process assuming the aforementioned cooperative communication strategy, and a closed-form expression of the capacity achieved by the Vols in a vehicular network with a finite vehicular density is obtained, which reveals the relationship between the capacity and its major performance-impacting parameters;

3) Both simulations and numerical analysis are conducted, which show that the proposed cooperative strategy significantly improves the capacity of vehicular networks, compared with its non-cooperative counterpart, especially when the proportion of Vols is small.

Our results shed light on the optimum deployment of vehicular network infrastructure in terms of their interval distance, and the optimum design of cooperative communication strategy to improve the capacity of vehicular networks.

The rest of this paper is organized as follows: Section II reviews related work. Section III introduces the system model, the proposed cooperative communication strategy and the problem formation. Theoretical analysis are provided in Section IV. In Section V, we validate the analytical result using simulations and conduct numerical analysis to discuss our result and its insight. Section VI concludes this paper.

II. RELATED WORK

Extensive work in the literature investigated the performance of vehicular networks, measured by the information propagation speed [7], transmission delay [16]–[18], downloaded data volume [19], packet reception rate [20], etc. Among the major techniques to enhance these performance measures, cooperative communications, including cooperation among vehicles [18]–[21], cooperation among infrastructure points [2], [22]–[24], and cooperation among both vehicles and infrastructure points [15], [25], [26], stands out as a popular and important technique. In the following, we review work closely related to the work in this paper.

The following work investigate cooperative communications among vehicles in vehicular networks. In [18], Zhu et al. have studied using multiple nearby vehicles to collaboratively download data from a RSU and analyzed the average download time. In [19], Zhou et al. have used a cluster of vehicles on the highway to cooperatively download the same file from the infrastructure to enhance the probability of successful download. In [21], Liu et al. have utilized the location information of each vehicle and cooperation among vehicles to maximize the number of vehicles that successfully retrieve their requested data in vehicular networks. In [20], Das et al. have introduced a coalitional graph game to model cooperative message sharing among vehicles in vehicular networks and propose a coalition formation algorithm to improve the packet reception rate and reduce transmission delay.

Cooperation among infrastructure points can be achieved by caching different files into different infrastructure points to help moving vehicles download from the Internet. In [22], Zhang and
Yeo have proposed a cooperative content distribution strategy for vehicles by prefetching different data into some selected APs, so that vehicles can obtain the complete data from those selected APs when traveling through their coverage areas. In [2], Li et al. have proposed a heuristic content distribution algorithm that caches data in different infrastructure points, to maximize the downloaded data size. In [23] and [24], the authors utilized cooperative infrastructure points in vehicular networks to maximize the success probability of download, utilizing greedy algorithm and integer linear programming optimization respectively.

Studies considering both vehicular cooperation and infrastructure cooperation are comparatively scarce. By exploring cooperation among vehicles and inter-connected infrastructure points, Mershad et al. [25] have designed an optimum routing algorithm to reduce end-to-end delay for delivering a packet from a source to its destination; and Si et al. [15] have designed an optimum distributed data hopping mechanism to enable delay-tolerant data routing over a vehicular network. In [26], Wang et al. have proposed a scheme that utilizes moving vehicles to serve as relays to assist data dissemination to a target vehicle, and the relay selection is conducted by the cooperative infrastructure points. They focus on reducing the transmission outage of the target vehicle.

In this paper, we propose a cooperative communication strategy that explores the combined use of V2I communications, V2V communications, mobility of vehicles and cooperation among vehicles and infrastructure to improve the capacity of vehicular network, and analyze the data dissemination process and the capacity of the network.

III. System Model and Problem Formation

In this section, we introduce the system model and assumptions used in the analysis, and also give a rigorous definition of the problem studied in the paper.

Specially, we consider a scenario where some VoIs (with proportion 0 < p < 1) want to download large files, e.g., videos, from a remote server and the file to be downloaded by different VoIs is different.

A. Network Model

We consider a bi-directional highway segment with length $L$ where roadside infrastructure, e.g., RSUs, Wi-Fi APs or LTE base stations, are uniformly deployed along the highway and separated by equal distance $d$, $d \ll L$. The width of a lane is typically small compared with the transmission range of vehicles. Therefore, we ignore the road width and model multiple lanes in the same direction as one lane [7], [27]. Even though the analysis is based on a straight linear highway, our obtained result can be readily applied to each separate road in 2D/3D scenarios, e.g., grid 2D network [17] and 3D multi-level network [28], and the network capacity can be readily achieved by adding up the capacity achieved from each separate road. We further assume that all infrastructure points are connected to the Internet through wired or wireless backbone with much larger capacity than the vehicular network.

We adopt a widely used traffic model in highway [7], [27], [29] that the distribution of eastbound and westbound vehicles follows a homogeneous Poisson process with densities $\rho_1$ and $\rho_2$ respectively. It follows that the inter-vehicle distances in each direction are exponentially distributed. This exponential inter-vehicle spacing distribution has been supported by some empirical study that it can accurately characterize real traffic distribution when the traffic density is low or medium [27]. For high traffic density however, the Poisson model may no longer be accurate. Furthermore, as a ready consequence of the superposition property of Poisson processes [30], all vehicles on the highway are also Poissonally distributed with density $\rho = \rho_1 + \rho_2$. We assume that the proportion of VoIs travel towards each direction is $p$ ($0 < p < 1$). Therefore, VoIs and helpers respectively have traffic density $p\rho$ and $(1 - p)\rho$. Moreover, we assume that eastbound and westbound vehicles travel at a constant speed of $v_1$ and $v_2$ respectively. In reality, individual vehicular speed may deviate from the mean speed. We will show later in the analysis that the capacity achieved in this work does not depend on the speed distribution of vehicles, and our analysis also applies to other time-varying speed model, e.g., Gaussian speed model [7], [31], as long as the resulting spatial distribution of vehicles is stationary. The system model is illustrated in Fig. 1.

B. Wireless Communication Model

Both V2I and V2V communications are considered. All infrastructure points and vehicles are assumed to have the same radio range, denoted by $r_1$ and $r_0$ respectively. A pair of vehicles (or vehicle and infrastructure) can directly communicate with each other if and only if (iff) their Euclidean distance is not larger than the radio range $r_0$ (or $r_1$) [16], [32]. There are other more realistic and intricate connection models, e.g., the SINR connection model [17], which implies the higher data rate or the larger probability to successfully transmit a packet when the devices are close, the easier occur a wireless connection. Our adopted simplified unit disk model is a special case of the commonly-used random connection model in wireless network [33], [34], where a receiver separated by a Euclidean distance $x$ from a transmitter receives the message successfully with a probability $g(x)$, independent of transmissions by other transmitter-receiver pairs, and $g(x)$ is a monotonically non-increasing function of $x$. This random wireless connection model grossly captures the fact that wireless communications only occur between nearby devices, namely, the closer two devices become, the easier (with higher probability) it is for them to establish a connection.

We consider that each vehicle has a single antenna and they cannot transmit and receive at the same time [10], [35]. The antenna is omnidirectional so that the signal transmitted by a
vehicle is able to reach all the potential receivers within its coverage. It has been shown in [8] that whether adopting Halfduplex that does not split the channel resources, or adopting the Frequency division duplex (FDD) that would break up the channel into two sub-channels to allow simultaneous transmitting and receiving, does not affect capacity calculation. Besides, we consider a unicast scenario and assume that each infrastructure (or vehicle) can only transmit information to one vehicle at a time. Both broadcast (or multicast) and unicast are important in vehicular networks [36]. For some safety-related applications, e.g., disseminating a message about an accident on the road, or when some vehicles request a common content, it is better to use broadcast (or multicast) to inform as many vehicles as possible. In addition to broadcast, unicast is also important and commonly adopted in vehicular networks to transmit data from a single source to a single destination [18], [37]. The scenario being considered in this paper corresponds to a unicast scenario because each VoI requests distinct content from the Internet. In addition, as the major focus of this work is to investigate the impact of the topological aspects of the vehicular network on the achievable capacity, similar as [16], [27], [28], we ignore the packet loss issue. We refer readers to [38], [39] for relevant work on packet loss.

We further assume that V2I and V2V communications are allocated different channels so that there is no mutual interference between them. For V2V communications, CSMA media access control (MAC) protocol is adopted with sensing range $R_c$. Moreover, we assume V2I and V2V communicate at a constant data rate $w_I$ and $w_V$ respectively [8], [9]. This simplified channel model allows us to omit physical layer details and focus on the topological impact of vehicular networks on the capacity. We will show later in the simulation that for time-varying channels, the values of $w_I$ and $w_V$ can be replaced by the respective time-averaged data rate of V2I and V2V communications and our analysis still applies.

We consider a V2I transmitting scheme that infrastructure will transmit its data to VoIs first, i.e., helpers can receive data from infrastructure only when there is no VoI within the coverage of infrastructure. This V2I scheduling scheme makes the VoIs achieve the maximum data rate from infrastructure. For V2V communications, helpers function as transmitters and VoIs as receivers. A transmitter can choose a receiver from either direction within its transmission range. We limit both V2I and V2V communications to one-hop. Allowing multi-hop communications is expected to have marginal improvement on the achievable capacity, which has been verified by our simulation result and the reason is discussed later in the simulation section.

C. Cooperative Communication Strategy

Now we introduce the cooperative communication strategy considered in this paper. As mentioned previously, we consider a scenario where some VoIs (with proportion $0 < p < 1$) want to download large files, e.g., videos, from a remote server and the file to be downloaded by different VoI is different. Each requested large file by the VoIs may be first split into multiple pieces and transmitted to different infrastructure points such that each infrastructure point has a different piece of that file, which enables cooperation among infrastructure. Each piece of data delivered to infrastructure may be further split and transmitted either directly to the corresponding VoI requesting it or to helpers when they move into its coverage so that VoIs and helpers have different pieces of data. Each helper may store data for different VoIs. We assume there is a central server that has full knowledge of the network topology and data transmission process to guarantee that the data the helpers receive from infrastructure is the data required by the VoIs they will encounter. This assumption, which may cause large wireless communication overhead, is required to establish the maximum data rate, i.e., capacity, that can be achieved by the VoIs because it assumes a perfect scheduling of data items for both V2I and V2V communications. Some practical issues like out of sequence data delivery and missing packets can be handled by techniques such as network coding (e.g., our previous paper [40]) so that we can focus on the main theme of the paper without the need for considering their impacts. Therefore, when the VoIs are in the coverage of infrastructure, they receive data directly from the infrastructure. In the meantime, the helpers may also receive different pieces of data from the infrastructure when they obtain access to the infrastructure. When the VoIs move outside the coverage of infrastructure, they may continue to receive data from helpers, exploiting the mobility of vehicles and V2V communications. In this way, V2I communications between the VoIs and infrastructure, between helpers and infrastructure, V2V communications between the VoIs and helpers, cooperations among infrastructure and among vehicles, as well as vehicular mobility are coherently combined to maximize the capacity of the VoIs. We do not consider the case that VoIs share their received content with others during V2V communication as it does not improve the capacity considering the fact that different VoIs request different files in our considered scenario, and the fact that a larger number of relay nodes, which leads to a larger number of hops between the source and destination, is detrimental to the achievable capacity [9]. Even though the proposed cooperative communication scheme is simple, all the major topological parameters have been taken into consideration.

D. Problem Formation

Now we give a formal definition of the capacity considered in this paper. Consider an arbitrarily chosen time interval $[0, t]$ and denote the amount of data received by all VoIs as $D(t)$ during this time interval, which includes data received both directly from infrastructure and indirectly from helpers. The superscript $x \in \Phi$ denotes a scheduling algorithm used to schedule V2I and V2V communications and $\Phi$ denotes the set of all scheduling algorithms. In this paper, we are interested in finding the maximum average data rate, i.e., capacity, achieved by the VoIs using our cooperative communication strategy, denoted by $\eta$, which is mathematically defined as follows:

$$\eta = \max_{\chi \in \Phi} \eta^x = \max_{\chi \in \Phi} \lim_{t \to \infty} \frac{D^x(t)}{t}. \quad (1)$$

IV. ANALYSIS OF THE CAPACITY

In this section, we will give detailed analysis of the achievable capacity by the VoIs, including analyzing the capacity achieved directly from infrastructure through V2I communications and the capacity achieved indirectly from helpers through V2V communications.
We define the area covered by one infrastructure point (termed V2I Area) and the adjacent area between two consecutive infrastructure points but not covered by the infrastructure point (termed V2V Area) as a cycle, which has length \( d \). See Fig. 2 for an illustration. It follows from the renewal theory [41] that the long-term achievable capacity by the Vols from each cycle, denoted by \( \eta_{\text{cycle}} \), is identical and the total capacity achieved in a given highway segment with length \( L \gg d \) can be readily calculated by (ignoring the trivial fact that \( \frac{L}{d} \) may not be an integer):

\[
\eta = \frac{L}{d} \eta_{\text{cycle}}.
\] (2)

From (2), to calculate the total capacity achievable by the Vols from a highway segment with length \( L \), it suffices to calculate the capacity achieved by the Vols from one cycle, which includes capacity achieved both from V2I communications and V2V communications, given as follows:

\[
\eta_{\text{cycle}} = \lim_{t \to \infty} \frac{D_{V2I}(t)}{t} + \lim_{t \to \infty} \frac{D_{V2V}(t)}{t},
\] (3)

where \( D_{V2I}(t) \) and \( D_{V2V}(t) \) are respectively the maximum expected amount of data received by the Vols from infrastructure in the V2I Area and from helpers in the V2V Area during time period \( t \). In the following, we will focus on studying one cycle entirely contained within the highway segment of length \( L \), termed the cycle of interest. We will first calculate the two terms on the right hand side of (3) separately, and then combine both terms to obtain the final expression of the achievable capacity.

A. Capacity Achieved by Vols From V2I Communications

Without loss of generality, we call the infrastructure point located in our cycle of interest \( I_1 \). We assume that time is divided into time slots of equal length \( \Delta t \), and \( \Delta t \) is sufficiently small that we can approximately regard vehicles as stationary during each time slot. Denote by \( q_1(i) \), \( i = 1, 2, \ldots \) a discrete random variable representing the fraction of time that Vols’ V2I communication with \( I_1 \) happens during the \( i \)th time slot \([(i - 1)\Delta t, i\Delta t] \). Recall that to make the Vols achieve the maximum data rate from the infrastructure, we adopt a V2I communication scheme that infrastructure delivers its data directly to the Vols as long as there are Vols within its coverage. Therefore, \( q_1(i) \) is equal to 1 when there exist at least one Vols within the coverage of \( I_1 \) during the \( i \)th time slot; otherwise it is equal to 0. This follows that the maximum expected amount of data the Vols can obtain from one cycle through V2I communications during time period \([0, t]\) can be calculated by (ignoring the trivial fact that \( \frac{1}{\Delta t} \) may not be an integer):

\[
D_{V2I}(t) = \lim_{\Delta t \to 0} E \left( \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t \right) = \mathbb{E} \left( \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t \right) = \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t = \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t.
\] (4)

According to the ergodicity and stationarity properties of homogeneous Poisson point process [42], the time average of \( q_1(t) \) is equal to the probability that there is at least one Vol within the coverage of \( I_1 \) at a randomly chosen time slot, denoted by \( \bar{q}_1 \). Considering the Poisson distribution of vehicles, it can be readily shown that \( \bar{q}_1 = 1 - e^{-p\rho 2\pi r_1} \). Therefore, we have

\[
\lim_{t \to \infty} D_{V2I}(t) = \mathbb{E} \left( \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t \right) = \bar{q}_1 = 1 - e^{-p\rho 2\pi r_1}.
\] (5)

Combining (4)–(5), we have the long-term capacity achieved by the Vols from one cycle through their V2I communications:

\[
\lim_{t \to \infty} \frac{D_{V2I}(t)}{t} = \mathbb{E} \left( \frac{t}{\Delta t} \sum_{i=1}^{t/\Delta t} q_1(i)\Delta t \right) = \bar{q}_1 = 1 - e^{-p\rho 2\pi r_1}.
\] (6)

B. Capacity Achieved by Vols From V2V Communications

Note that the data received by the Vols from helpers through V2V communications eventually comes from the data received by the helpers from infrastructure during their V2I communications. Therefore, the amount of data the Vols can receive from V2V communications during time period \([0, t]\), on one hand, is constrained by how much data the helpers can receive via their V2I communications during time period \([0, t]\); on the other hand, is limited by how much data the helpers can transmit to the Vols through V2V communications during time period \( t \). Taking the above two constraints into account, we have the following results:

Theorem 1: The capacity the Vols can achieve through V2V communications from one cycle is given by:

\[
\lim_{t \to \infty} \frac{D_{V2V}(t)}{t} = \min \left\{ \lim_{t \to \infty} \frac{D_{L-H}(t)}{t}, \lim_{t \to \infty} \frac{D_{V}(t)}{t} \right\},
\] (7)

where \( D_{L-H}(t) \) is the expected amount of data received by helpers from one cycle through their V2I communications during time period \([0, t]\) under the optimum scheme, and \( D_{V}(t) \) is the maximum expected amount of data the helpers can deliver to the Vols through V2V communications in the V2V Area during time period \([0, t]\) without considering the limitation of the amount of data received by helpers from the infrastructure.

Since the bottleneck is either in the V2V communications between Vols and helpers, represented by \( \lim_{t \to \infty} \frac{D_{V}(t)}{t} \), or in the V2I communications between helpers and infrastructure, represented by \( \lim_{t \to \infty} \frac{D_{L-H}(t)}{t} \), the proof of Theorem 1 follows readily. More specifically, imagine the V2V communication process between helpers and Vols as a single-queue queuing system. The rate the helpers receive data from infrastructure, \( \lim_{t \to \infty} \frac{D_{L-H}(t)}{t} \), is equivalent to the incoming rate of the queue. The rate helpers deliver data to the Vols, \( \lim_{t \to \infty} \frac{D_{V}(t)}{t} \), is equivalent to the processing speed of the queue. The outgoing rate of the queue, \( \lim_{t \to \infty} \frac{D_{V2V}(t)}{t} \), is equal to either the incoming rate or the processing speed.

From Theorem 1, to obtain the capacity achieved by the Vols through V2V communications with the helpers from one cy-
et al. is the probability that helpers’ V2I communication happens during the i-th time slot \((i = 1, 2, ..., \infty)\), and the maximum long-term data rate the VoIs can achieve through V2V communications from one cycle without considering the limitation of the amount of data the helpers received, \(\lim_{t \to \infty} \frac{D_{1-H}(t)}{t}\). In the following, we will calculate these two terms separately.

1) Calculation of \(\lim_{t \to \infty} \frac{D_{1-H}(t)}{t}\): Denote by \(q_2(i)\) a discrete random variable, which is equal to 1 when helpers’ V2I communication happens during the i-th time slot \([(i - 1)\triangle t, i\triangle t)\), \(i = 1, 2, ..., \infty\) otherwise it is equal to 0. Similar to the analysis in Section IV-A, we have

\[
\lim_{t \to \infty} \frac{D_{1-H}(t)}{t} = \lim_{t \to \infty} \frac{w_I \triangle t}{t} E\left(\sum_{i=1}^{t/\triangle t} q_2(i)\triangle t\right) = w_I q_2,
\]

(8)

where \(q_2\) is the probability that helpers’ V2I communication happens at a randomly chosen time slot. Note that an infrastructure point only delivers its data to helpers when both of the following conditions are met: (i) there is no VoI within its coverage, and (ii) there is at least one helper within its coverage. Thus, \(q_2\) can be readily calculated by using the Poisson distribution of the VoIs and the helpers:

\[
q_2 = e^{-p\rho^2 r_i} \left(1 - e^{-\left(1-p\rho^2 r_i\right)}\right) = e^{-p\rho^2 r_i} - e^{-p\rho^2 r_i}.
\]

(9)

Combing (8) and (9), we have:

\[
\lim_{t \to \infty} \frac{D_{1-H}(t)}{t} = w_I q_2 = w_I \left(e^{-p\rho^2 r_i} - e^{-p\rho^2 r_i}\right).
\]

(10)

2) Calculation of \(\lim_{t \to \infty} \frac{D_{1-V}(t)}{t}\): In this subsection, we analyze the maximum data rate achieved by the VoIs through V2V communications from one cycle without considering the amount of data each helper has.

Recall that for V2V communications, we adopt CSMA multiple access protocol with sensing range \(R_c\). Therefore, a helper within the V2V Area can potentially be chosen as one of the simultaneously transmitters when there is no other helper transmitting within its sensing range and there is at least one VoI within its transmission range. We call a helper, together with the VoI that the helper transmits to, an active helper-VoI pair iff this helper is chosen as a transmitter and chooses this VoI within its transmission range as its receiver.

Denote by \(N_p^\chi(i)\) the number of simultaneous helper-VoI pairs in the V2V Area during the i-th time slot \([(i - 1)\triangle t, i\triangle t)\), where the superscript \(\chi \in \Phi\) denotes the scheduling algorithm that selects the simultaneously active helper-VoI pairs and \(\Phi\) denotes the set of all scheduling algorithms. Using the analysis in [9], it can be shown that:

\[
\lim_{t \to \infty} \frac{D_{1-V}(t)}{t} = \max_{\chi \in \Phi} \lim_{t \to \infty} \frac{D_{1-V}^\chi(t)}{t} = \max_{\chi \in \Phi} \frac{w_V \triangle t}{t} \lim_{t \to \infty} E\left(\sum_{i=1}^{t/\triangle t} N_p^\chi(i)\triangle t\right)
\]

\[
= \max_{\chi \in \Phi} w_V E\left[N_p^\chi\right],
\]

(11)

where \(E[N_p^\chi]\) is the expected number of simultaneously active helper-VoI pairs in the V2V Area at a randomly chosen time slot assuming scheduling algorithm \(\chi\).

From (11), the maximum value of \(\lim_{t \to \infty} \frac{D_{1-V}(t)}{t}\) is achieved when using an optimum V2V scheduling algorithm that schedules as many active helper-VoI pairs as possible. Therefore, in the following analysis, we shall establish the optimum V2V scheduling algorithm and the maximum \(E[N_p^\chi]\) that can be achieved by the algorithm. Specifically, we will first find an optimum V2V scheduling scheme, denoted by \(\chi_{opt}\), that leads to the maximum number of simultaneously active helper-VoI pairs, and then calculate \(E[N_p^{\chi_{opt}}]\) under this optimum algorithm. Without loss of generality, we designate the left boundary point of the V2V Area, i.e., the point to the right of infrastructure point \(I_1\) and at a distance \(r_j\) to \(I_1\), as the origin of the coordinate system, and the east (right) direction as positive (+z) direction. The following theorem summarizes the optimum scheduling scheme.

**Theorem 2:** An optimum scheduling scheme \(\chi_{opt}\), which leads to the maximum number of simultaneously active helper-VoI pairs in V2V Area is as follows: select active helper-VoI pairs in order from left to the right. First, choose the first helper to the right of the origin that has at least one VoI within its coverage as the first transmitter, and the left-most VoI within the coverage of that helper as its receiver. The next transmitter is the nearest helper to the current transmitter, and satisfies the following conditions: 1) the distance between this helper and the current transmitter is no smaller than \(R_c\); 2) it can find at least one VoI within its coverage which is different from the receiver of the current transmitter. If there are multiple VoIs, always choose the leftmost VoI. Repeat the above process until the rightmost border of the V2V Area is reached.

**Proof:** See Appendix A.

**Remark 3:** Note that the optimum scheduling algorithm that achieves the maximum number of active helper-VoI pairs may not be unique.

Now we calculate the maximum expected number of helper-VoI pairs, \(E[N_p^{\chi_{opt}}]\), and the corresponding value of \(\lim_{t \to \infty} \frac{D_{1-V}^\chi(t)}{t}\) under the optimum scheme \(\chi_{opt}\).

Denote by \(S_k\in [0, d - 2r_j]\), \(k = 1, 2, ..., \) the position of the k-th transmitter (helper in the active helper-VoI pair) under the optimum scheduling scheme \(\chi_{opt}\). Denote by \(L_k, k = 1, 2, ..., \) the distance between the k-th and the \((k + 1)\)-th transmitter, and \(L_0\) the distance between the first transmitter and the origin. See Fig. 3 for an illustration. It is straightforward that \(L_k, k = 1, 2, ..., \) are identically and independently distributed (i.i.d.) and are also independent of \(L_0\). Note that the distribution of \(L_0\) is not the same as that of \(L_k, k = 1, 2, ..., \). This is due to the fact that when selecting the first transmitter assuming \(\chi_{opt}\), we directly choose the first (leftmost) helper within \([0, d - 2r_j]\) that has at least one VoI within its coverage. In contrast, when \(k > 1\), we select the k-th transmitter from helpers located within \([S_{k-1} + R_c, d - 2r_j]\), which imposes an additional condition that \(L_k > \)
\(R_c\). It can be shown that the expected number of helper-VoI pairs, \(E[N_p^{\chi_{opt}}]\), is exactly the expected number of renewals of a renewal counting process in the V2V Area, with a delay length of \(E[L_0]\) (as \(L_0\) has a different distribution from \(L_k, k = 1, 2, \ldots\)) and each renewal has an average length \(E[L_k], k = 1, 2, \ldots\). Using the renewal theory [41], \(E[N_p^{\chi_{opt}}]\) can be calculated as follows:

\[
E[N_p^{\chi_{opt}}] = \sum_{n=1}^{\infty} P(\sum_{i=0}^{n-1} L_i \leq d - 2r_I),
\]

Equation (12) shows that to calculate \(E[N_p^{\chi_{opt}}]\), we first need to calculate the distribution of each \(L_k, k = 0, 1, 2, \ldots\). The following two theorems characterize the probability distribution function (cdf) of the maximum number of simultaneously active helper-VoI pairs assuming the optimum scheduling \(\chi_{opt}\). It then follows that the summation of the cdf gives the expected value of \(N_p^{\chi_{opt}}\).

**Theorem 4:** Consider a bi-directional vehicular network with vehicular densities \(\rho_1\) and \(\rho_2\), with \(p\) percentage of vehicles being the VoIs and the remaining \(1 - p\) percentage of vehicles being the helpers. Furthermore, each vehicles’ radio range is \(r_0\) and sensing range is \(R_c\). The distance between two consecutive transmitters (helpers in two consecutive active helper-VoI pairs), \(L_k, k \geq 1\), under the optimum scheduling scheme \(\chi_{opt}\), has the pdf as follows:

\[
\frac{d}{dL_k(x)} = \begin{cases} \sum_{m=1}^{\infty} f(x - R_c; m, (1 - p)\rho) Pr(m_k = m), & x \geq R_c \\ \sum_{m=1}^{\infty} f(x; k, \alpha) \rho \frac{d^{k-1}}{(k-1)!} e^{-\rho x}, & x < R_c \end{cases}
\]

(13)

where \(f(x; k, \alpha) = \rho \frac{d^{k-1}}{(k-1)!} e^{-\rho x}\) is the pdf of Erlang distribution with shape parameter \(k\) and rate parameter \(\alpha\), and \(m_k\) is the (random) number of helpers within \(\{S_k + R_c, \min\{S_k+1, d - 2r_I\}\}\). The probability mass function of \(m_k\) is given by:

\[
Pr(m_k = 1) \approx 1 - e^{-r_0 p^2},
\]

(14)

and for \(m \geq 2\),

\[
Pr(m_k = m) = e^{-p^2r_0} (p - pe^{-p^2r_0}) (1 - p + pe^{-p^2r_0})^{m-2}.
\]

(15)

Moreover, when \(R_c \geq 2r_0\), the approximation in (14) and (15) becomes accurate and can be replaced by equality.

**Proof.** See Appendix B.

**Theorem 5:** Under the same setting as that described in Theorem 4, the distance between the first transmitter and the origin under the optimum scheduling scheme \(\chi_{opt}\), \(L_0\), has the pdf as follows:

\[
\frac{d}{dL_0(x)} = \sum_{m=1}^{\infty} f(x; m, (1 - p)\rho) Pr(m_0 = m),
\]

(16)

where \(m_0\) is the (random) number of helpers within \((0, S_1)\) with distribution:

\[
Pr(m_0 = 1) = 1 - (1 - (1 - p + pe^{-p^2r_0})e^{-p^2r_0};
\]

and for \(m \geq 2\),

\[
Pr(m_0 = m) = e^{-p^2r_0} (1 - c_1)c_1^{m-2} (1 - p + pe^{-p^2r_0}),
\]

where \(c_1 = 1 - p + pe^{-p^2r_0}\).

**Proof:** The cdf of \(L_0\) can be derived using the same method as that used in the proof of Theorem 4. Particularly, we have \(L_0 = \sum_{i=0}^{m-1} l_{0,i}\), and in this case, define \(h_{0,i} = \min\{l_{0,i}, 2r_0\}, i = 1, \ldots, m - 1, h_{0,0} = \min\{l_{0,0}, r_0\}, \) and define \(H_{0,m} = \sum_{i=0}^{m-1} l_{0,i} + h_{0,0}\). See proof of Theorem 4 for definitions of these parameters. The proof follows.

From (13) and (16), we can see that the pdf of \(L_k\) and \(L_k, k = 1, 2, \ldots\) are both in the forms of rather complicated expressions. Accordingly, the computation of the distribution of \(\sum_{i=1}^{n} L_i, n = 1, 2, \ldots\), which is required for computing \(E[N_p^{\chi_{opt}}]\) and relies on the joint distribution of \(L_k, n = 1, 2, \ldots\), can become even more intricate. In our case, assuming that \(d\) is much larger compared with the distance between two consecutive simultaneous transmitters, i.e., we have \(d \gg E[L_k]\). It is then reasonably accurate to calculate the value of \(E[N_p^{\chi_{opt}}]\) approximately using the Elementary Delayed Renewal Theorem [41, Th. 5.8.4], shown as follows:

\[
E[N_p^{\chi_{opt}}] \approx \frac{d - 2r_I}{E[L_k]},
\]

(17)

where only the expected value of \(L_k, k = 1, 2, \ldots\) is needed. In the following, we first calculate the expected value of \(L_k, k = 1, 2, \ldots\), and then use the obtained result of \(E[L_k]\) to calculate \(E[N_p^{\chi_{opt}}]\).

According to the pdf of \(L_k\) provided in (13), the expectation of \(L_k, k = 1, 2, \ldots\) can be readily calculated as follows:

\[
E[L_k] = E[\sum_{i=0}^{m_k-1} l_{k,i}] = \frac{\sum_{m=1}^{\infty} m E[l_{k,i}] Pr(m_k = m)}{\sum_{m=1}^{\infty} (1 - p) Pr(m_k = m)} = \frac{\sum_{m=1}^{\infty} m (1 - p) Pr(m_k = m)}{\sum_{m=1}^{\infty} (1 - p) Pr(m_k = m)}
\]

(18)

where the first step results by using (24) and the second step is obtained by using the total probability theorem; the third step is obtained due to fact that \(\sum_{i=0}^{m-1} l_{k,i}\) is the sum of \(m\) i.i.d. exponential random variable with mean \(\frac{1}{1-p\rho}\), which is independent of \(m_k\); and the last step results by plugging in \(Pr(m_k = m)\) shown as (35).

Putting (18) into (17) and simplifying it, we have

\[
E[N_p^{\chi_{opt}}] = \frac{(1 - p)pp(1 - e^{-p^2r_0})(d - 2r_I)}{(1 - p)pp(1 - e^{-p^2r_0})R_c + p - pe^{-p^2r_0} + e^{-p^2r_0}}.
\]

(19)
Combining (11) and (19), we have:

$$
\lim_{{t \to \infty}} \frac{D_V(t)}{t} = \frac{w_V(1-p)p(1-e^{-\rho_2 r_0})(d-2r_1)}{(1-p)p(1-e^{-\rho_2 r_0})R_c + p - \rho e^{-\rho_2 r_0} + e^{-\rho_2 r_0}}. \tag{20}
$$

C. Achievable Capacity

In this subsection, we first give the final result of the capacity achieved by the VoIs by combing the results from Sections IV-A and IV-B; then we analyze the capacity achieved by eastbound and westbound VoIs separately to demonstrate the relationship between capacity achieved by eastbound and westbound VoIs and their vehicular density.

1) Total Achievable Capacity: Combining the capacity achieved by the VoIs from V2I communications and V2V communications from one cycle with length $d$ shown in Sections IV-A and IV-B, the total capacity achieved by the VoIs from a highway segment with length $L$ can be readily obtained as follows:

$$
\eta = \frac{L}{d} \lim_{{t \to \infty}} \frac{D_{V2I}(t) + D_{V2V}(t)}{t} = \frac{L}{d} \min \left\{ w_I \left( 1 - e^{-\rho_2 r_1} \right), w_I \left( 1 - e^{-\rho r_2 r_1} \right) + \frac{w_V c_2(d-2r_1)}{c_2 R_c + p - \rho e^{-\rho_2 r_0} + e^{-\rho_2 r_0}} \right\}, \tag{21}
$$

where $c_2 = (1-p)p(1-e^{-\rho_2 r_0})$.

Remark 6: It is interesting to note from (21) that the achievable capacity does not depend on the speed of vehicles, which appears to be counter-intuitive at the first sight. This can be explained from the data dissemination process. As (6) and (11) show, both the capacity achieved by the VoIs from infrastructure and from helpers only depend on the spatial distribution of vehicles. In our system, the vehicles’ arrival follows a Poisson process and the vehicles move at a constant speed. Therefore, the spatial distribution of the vehicles are both stationary and ergodic [42] (ignoring the finite length of the road segment $L$). It follows that the capacity that can be achieved by the VoIs is independent of vehicular speed. This observation implies that when vehicles arrive following a Poisson process, our analysis assuming the constant speed model is also applicable to other time-varying speed model, e.g., Gaussian speed model [7], as long as the resulting spatial distribution of vehicles is time-invariant, i.e., stationary.

Remark 7: In the extreme case when all vehicles have download requests, i.e., when $p = 1$, the achievable capacity from one cycle is $\eta_{cycle} = \eta_{max} = w_I(1 - e^{-\rho r_2 r_1})$, which is exactly the achievable capacity when all vehicles directly receive data from the infrastructure without cooperative V2V communications. It can be further established when $p$ is greater than a certain threshold, cooperative V2V communications between the helpers and the VoIs are of little use in boosting the capacity. This can be explained by that in the particular scenario considered in the paper, all new data comes from outside the vehicular network. V2V communications between the helpers and the VoIs only help to extend the communication range of the VoIs when there is no VoI in the infrastructure’s coverage and balance data among the VoIs, but cannot increase the net amount of data available in the vehicular network. Therefore, when the density of the VoIs is high, the probability that there is no VoI in the infrastructure’s coverage is negligible and thus it is more beneficial for the VoIs to retrieve data directly from the infrastructure. In this situation, V2V cooperative communications offer little benefit in boosting the vehicular network capacity. Unsurprisingly, following the argument outlined earlier, when the vehicular density is sufficiently large, even for a small value of $p$, the benefit of V2V cooperative communications vanishes very quickly. This can be also validated using (21).

2) Capacity Achieved by Eastbound and Westbound VoIs: In this subsection, we analyze the capacity achieved from one cycle by all eastbound and westbound VoIs separately, denoted by $\eta_e$ and $\eta_w$ respectively. The following theorem summarizes the results.

Theorem 8: The capacities achieved from one cycle by the eastbound and westbound VoIs, are proportional to the traffic densities of eastbound vehicles and westbound vehicles respectively, which are given by:

$$
\eta_e = \eta_{cycle} \cdot \frac{\rho_1}{\rho_1 + \rho_2}, \tag{22}
$$

and

$$
\eta_w = \eta_{cycle} \cdot \frac{\rho_2}{\rho_1 + \rho_2}. \tag{23}
$$

Proof: See Appendix C.

Remark 9: It is interesting to note that the capacities achieved by VoIs traveling in each direction are strictly proportional to the vehicular densities of that direction respectively. This can be explained by that when the vehicular density in a direction increases, there is a higher chance for the VoIs travel in that direction to communicate with the infrastructure and to receive more data indirectly from the helpers via V2V communication. As a VoI travels in a direction is statistically indistinguishable from another VoI travels in the same direction, this result suggests that the achievable throughput by a (any) VoI, no matter which direction the VoI is traveling in, will be statistically the same.

V. SIMULATION AND DISCUSSION

In this section we conduct Monte-Carlo simulations to establish the accuracy of the theoretical analysis and discuss its insights. Specifically, we set the length of a highway segment $L = 100$ km. Eastbound and westbound vehicles move at constant speeds of $v_1 = 20$ m/s and $v_2 = 25$ m/s respectively. The radio ranges of infrastructure points and vehicles are 400 m and 200 m (typical radio ranges using DSRC [19]) respectively. The data rates of V2I and V2V communications are $w_{I} = 20$ Mb/s and $w_{V} = 2$ Mb/s. Each simulation is repeated 2000 times and the average value is shown in the plot.

Fig. 4 shows a comparison between the expected number of simultaneous active helper-VoI pairs in a V2V Area from analysis and simulation, under three different sensing ranges $R_c$. It is shown that the analytical result match perfectly with the simulation result when $R_c \geq 2r_0$. When $R_c < 2r_0$, there is a marginal gap between the simulation and analytical result, and the gap reduces with an increase of $p$. This is due to the fact that when $R_c < 2r_0$, other things being equal, with an increase of $p$, the density of helpers becomes smaller. Therefore, it is less
likely to occur the scenario discussed in the proof of Theorem 4 that the Vol of the $k$-th ($k \geq 1$) helper-VoI pair is located within the coverage of the helper $V_{k,1}$, helper $V_{k,2}$, \ldots. Consequently, the approximations used in (14) and (15) become more accurate. Furthermore, as expected, a higher value of sensing range $R_c$ results in a lower expected number of simultaneous helper-VoI pairs.

Fig. 5 shows a comparison of the capacities achieved from one cycle by all VoIs, by all eastbound VoIs, and by all westbound VoIs. Both Fig. 5(a) and (b) show that the analytical results match very well with simulations. Furthermore, it can be seen that the capacity achieved by the VoIs traveling towards each direction ($\eta_f$ and $\eta_w$, respectively) is exactly proportional to the traffic density in that direction, as predicted by Theorem 8.

Fig. 5 also reveals the relationship between the capacity and the proportion of VoIs $\rho$, and shows that the capacity increases to its maximum value when the proportion of VoIs is larger than a certain threshold. Beyond that threshold, a further increase in $\rho$ has little impact on the capacity. Specifically, as shown in Fig. 5(a), when $\rho$ is small, the capacity increases sharply with an increase of $\rho$; however, when $\rho$ increases beyond a certain threshold, e.g., $\rho_{th}=0.08$ in this case, a further increase in $\rho$ has no impact on the capacity. This can be explained by that when $\rho < \rho_{th}$, the number of VoIs is insufficient to retrieve all the data received by the helpers from their V2I communications. That is, vehicular networks offer more data (capacity) than that can be retrieved by the VoIs and the capacity is limited by the V2V communications between the VoIs and the helpers. Therefore, an increase in $\rho$ would significantly increase the number of simultaneous active helper-VoI pairs and consequently boost the capacity. However, when the proportion of VoIs reaches a certain threshold, VoIs can retrieve almost all the data received by the helpers from their V2I communications. In this case, the capacity achieved by the VoIs approaches its maximum $\eta_{max} = w_f (1 - e^{-2\rho_{th}})$, which is equal to the average data rate the infrastructure point delivers its data to all vehicles, including both VoIs and helpers.

Fig. 6 demonstrates the relationship between the capacity and the inter-infrastructure distance, and gives insight into the optimum vehicular network infrastructure deployment in terms of their inter-distances under different vehicular density. It is shown in Fig. 6(a) that when the vehicular density $\rho$ is small, a larger $d$ will lead to a larger capacity achieved from one cycle because a large $d$ will increase the capacity achieved by the VoIs from V2V communications with helpers. However, with an increase of $\rho$, the capacity achieved by the VoIs from one cycle under different values of $d$ differ marginally and converge to the same maximum value. This can be explained by that when $\rho$ is large, most of the VoIs can receive data directly from the infrastructure, and the contribution from V2V communications with helpers becomes less significant. Even though an increase in $d$ would help to boost the capacity achieved from one cycle when the vehicular density is small, Fig. 6(b) shows that the total achievable capacity decreases with an increase of $d$. This is due to the fact that an increase in $d$ on one hand brings marginal improvement on the capacity achieved from one cycle, on the other hand, it reduces the number of cycles, which consequently leads to a reduction in the total capacity. Furthermore, it can be seen that to achieve the same capacity, when the vehicular density is larger, the inter-infrastructure distance needs to be higher. Therefore, when determining the optimum deployment of vehicular network infrastructure, it is important to take the vehicular density into account, e.g., in areas where the vehicular density is usually large, by utilizing a cooperative communication strategy, the number of infrastructure points can be reduced.

Fig. 7 compares the capacity from one cycle using our cooperative communication strategy (labeled as With Coop) with its non-cooperative counterpart (labeled as Without Coop), and shows that our cooperative communication strategy can improve the capacity, even when there is only a small proportion of vehicles with download requests, i.e., a small $\rho$. The result for the non-cooperative counterpart is obtained by letting the VoIs only receive data from infrastructure. It is shown that with an increase in $\rho$, the proposed cooperative communication strategy becomes
that in the specific scenario being considered, there are only a subset of vehicles with download request (VoIs), all other vehicles (helpers) assist the VoIs to receive more data. Any new data in the vehicular network must come from the infrastructure. Therefore, allowing multi-hop V2V communications only helps to balance the distribution of information among vehicles but does not increase the net amount of information available in the network. The marginal increase in the achievable capacity comes from multi-hop V2I communications between the VoIs and infrastructure, because it allows the VoIs to have longer connection time (via some intermediate vehicles) with the infrastructure. This increase only occurs when the proportion of VoIs, $p$, is smaller than a threshold, e.g., $p_{th} = 0.06$ in the considered scenario.

Fig. 10 compares capacity achieved from the constant channel model with that from the time-varying channel model, and shows that our analysis under the constant channel model is applicable to a more realistic time-varying channel model. Specifically, for the time-varying channel model, we adopt the model used in [35] that considers Rayleigh fading and path loss, from which the transmission rate is given by $w_I = B_I \log_2(1 + P_I |\beta d_{ij}|^2)$ and $w_V = B_V \log_2(1 + P_V |\beta d_{ij}|^2)$, with the bandwidth and transmit power of each infrastructure and vehicle being $B_I = 40$ MHz, $P_I = 52$ dBm and $B_V = 5$ MHz, $P_V = 20$ dBm [43] respectively. Parameter $\beta$ is a Gaussian random variable with mean 0 and variance 1 and $d_{ij}$, $d_{V,I}$ are the distances between a vehicle and its associated infrastructure point, between vehicle and vehicle when conducting V2I and V2V communications respectively. By dividing the total coverage length of the transmitter (infrastructure or vehicle) into $K$ (here we set $K = 1000$) small segments, the average channel throughput $w_I$ and $w_V$ in the time-varying channel model can be obtained by averaging the transmission rates of all segments. This obtained average throughput $w_I$ and $w_V$ are then used in our constant channel model. It is obvious from Fig. 10 that the achievable capacity from the above two channel models match each other. This phenomenon can be explained by (21) which shows that the achievable capacity is a linear function of $w_I$ and $w_V$. Then, it follows that $E\{\eta(w_I, w_V)\} = E\{w_I\} \cdot E\{w_V\}$, which implies that for time-varying channels, the time-varying values of $w_I$ and $w_V$ can be replaced by the respective time-averaged throughput of V2I and V2V communications and our analysis still applies.

VI. CONCLUSION

In this paper, we analyzed the capacity of vehicular networks with a finite traffic density adopting a cooperative communica-
tion strategy, which utilizes V2I communications, V2V communications, mobility of vehicles, and cooperation among vehicles and infrastructure to facilitate the transmission. A closed-form expression of the achievable capacity was obtained. Our result showed that the proposed cooperative strategy can improve the capacity of vehicular networks, and the improvement is more pronounced when the proportion of vehicles with download request is low. Moreover, our result sheds insight into the optimum deployment of vehicular network infrastructure and the design of cooperative communication strategy to maximize the capacity.

APPENDIX A

Proof of Theorem 2

Recall that we set the point to the right of infrastructure point \( I_1 \) and at a distance \( r_I \) to \( I_1 \) (the left boundary point of the V2I Area) as the origin of the coordinate system, and the right direction as the positive \( (+x) \) direction. Denote by \( X_k, k = 1, 2, \ldots \) the position of the \( i \)-th transmitter under an arbitrary scheduling scheme \( \chi_{\text{opt}} \). Denote by \( Y_k, k = 1, 2, \ldots \) the location of the \( i \)-th transmitter under the optimal scheduling scheme \( \chi_{\text{opt}} \). We compute the distribution of \( \chi_{\text{opt}} \) which would lead to the maximum number of active helper-VoI pairs by recursion. Denote by \( X_k \leq Y_k \) holds for any \( k = 1, 2, \ldots \).

For \( k = 1 \), noting that according to the scheduling scheme \( \chi_{\text{opt}} \), the first transmitter is the leftmost helper in the V2I Area that has at least one VoI within its coverage. Therefore, it follows readily that \( X_1 \leq Y_1 \).

Assuming that \( X_k \leq Y_k \) when \( k = n, n \geq 1 \), we will show that \( X_{n+1} \leq Y_{n+1} \). We consider two different cases: \( X_{n+1} \leq Y_n \) and \( X_{n+1} > Y_n \):

i) Case \( X_{n+1} \leq Y_n \): in this case, it can be readily shown that \( X_{n+1} \leq Y_{n+1} \).

ii) Case \( X_{n+1} > Y_n \): in this case, under the scheduling scheme \( \chi_{\text{opt}} \), the \((n+1)\)-th transmitter is the nearest helper to the right of the \( n \)-th transmitter satisfying simultaneous transmission conditions: it is outside the sensing range of the \( n \)-th transmitter which are located at \( X_n \) and has at least one VoI within its transmission range that is different from the VoI that the \( n \)-th transmitter transmits to. Therefore, there is no helper within road segment \( (X_n, X_{n+1}) \) that can transmit simultaneously. If \( Y_{n+1} < X_{n+1} \), a contradiction must occur. Thus, \( X_{n+1} \leq Y_{n+1} \).

Therefore, \( X_k \leq Y_k \) holds for any \( k = 1, 2, \ldots \).

It readily follows that the number of simultaneous active helper-VoI pairs under \( \chi_{\text{opt}} \) must be less than or equal to that under \( \chi'_{\text{opt}} \).

APPENDIX B

Proof of Theorem 4

Recall that we denote by \( S_k \in [0, d - 2r_I], k = 1, 2, \ldots \) the position of the \( k \)-th transmitter in the V2I Area and \( L_k, k = 1, 2, \ldots \) the distance between the \( k \)-th and the \((k+1)\)-th transmitter. Denote that each \( L_k, k = 1, 2, \ldots \) are i.i.d.

Denote by \( V_{k,1} \) the first helper located in the road segment \([S_k + R_c, d - 2r_I]\), by \( V_{k,2} \) the second helper, and so on. Denote by \( l_{k,i} \), \( i = 1, 2, \ldots \) the distance between helpers \( V_{k,i} \) and \( V_{k,i+1} \) and by \( l_{k,0} \) the distance between helper \( V_{k,1} \) and the point \( S_k + R_c \). See Fig. 12 for an illustration. As an easy consequence of the Poisson distribution of helpers, \( l_{k,i}, i = 1, 2, \ldots \) follows identical and independent exponential distribution with a mean value \( \frac{1}{1-p^I} \), and further due to the memoryless property of exponential distribution [44]. \( l_{k,0} \) also has the same distribution as \( l_{k,i}, i = 1, 2, \ldots \).

Consider the \( k \)-th transmitter and suppose the \((k+1)\)-th transmitter is exactly the \( m_k \)-th helper located within the road segment \([S_k + R_c, d - 2r_I]\), where \( m_k \) is a random integer. Note that the distribution of \( m_k \) is independent of \( l_{k,i}, i = 1, 2, \ldots \), but is determined by the distribution of VoIs within the coverage of each helper \( V_{k,1}, V_{k,2}, \ldots \). Therefore,

\[
L_k = R_c + \sum_{i=0}^{m_k-1} l_{k,i}.
\]  

(24)

From (24), to calculate the distribution of \( L_k \), it remains to calculate the distribution of \( m_k, Pr(m_k = m) \). We compute the distribution of \( m_k \) in the following paragraphs.

1) when \( m = 1 \), it means that the first helper \( V_{k,1} \) located within road segment \([S_k + R_c, d - 2r_I]\) is chosen as the \((k+1)\)-th transmitter. This implies that there should be at least one VoIs different from the VoI of the \( k \)th active helper-VoI pair within the coverage of helper \( V_{k,1} \). When \( R_c \geq 2r_{V_D} \), the VoI of the \( k \)th active helper-VoI pair cannot be possibly located within the coverage of helper \( V_{k,1} \). Therefore, when \( R_c \geq 2r_{V_D} \), the condition that the helper \( V_{k,1} \) is chosen as the \((k+1)\)-th transmitter is that there exists at least one VoI within the coverage of helper.
V_{k,1}, which has a length \( r_x = 2r_0 \) (see Fig. 13(a) for an illustration). In contrast, when \( R_c < 2r_0 \), it may happen that the VoI of the \( k \)-th active helper-VoI pair is located within the coverage of helper \( V_{k,1} \) (see Fig. 13(b) for an illustration). In this situation, helper \( V_{k,1} \) may be chosen as the \((k+1)\)-th transmitter if there exists at least one VoI within the road segment with length \( r_x \), which starts from the position of the VoI of \( k \)-th active helper-VoI pair and ends at the right boundary of the coverage of helper \( V_{k,1} \), and \( r_x < 2r_0 \).

Here we approximately omit the scenario that the VoI of \( k \)-th active helper-VoI may be located within the coverage of helper \( V_{k,1} \). That is, we approximately consider \( r_x \) to be equal to the length of the coverage area of helper \( V_{k,1}, 2r_0 \). We will use simulation later to validate the accuracy of this approximation and its impact on our result. This approximation allows us to write:

\[
Pr(m_k = 1) = Pr(\exists \text{VoI within length } r_x) \\
\approx Pr(\exists \text{VoI within coverage of } V_{k,1}) \\
= 1 - e^{-ppx_{2r_0}},
\]

(25)

2) when \( m \geq 2 \), it means that the \( m \)-th helper located within road segment \([S_k + R_c, d - 2r_1]\). \( V_{k,m} \), is chosen as the \((k+1)\)-th transmitter. This implies that a) none of the helper \( V_{k,1}, V_{k,2} \ldots V_{k,m-1} \) satisfies the condition to become the \((k+1)\)-th transmitter, i.e., none of the helpers \( V_{k,i}, i = 1, \ldots m - 1 \) can find a VoI that is not the same as the VoI of the \( k \)-th active helper-VoI pair within their coverage; and b) there exist at least one VoIs that is not the same as the VoI of the \( k \)-th active helper-VoI pair within the coverage \( V_{k,m} \). Using the same approximation as that used previously, it can be obtained that:

\[
Pr(m_k = m) \\
\approx Pr(\exists \text{VoI within the coverage of } V_{k,i}, i = 1, \ldots m - 1) \\
\cap \exists \text{VoI within the coverage of } V_{k,m}) \\
= Pr(\text{no VoI in } \sum_{i=1}^{m-2} \min \{l_{k,i}, 2r_0\} + 2r_0) \\
\cap \exists \text{VoI in } \min \{l_{k,m-1}, 2r_0\}) \\
= Pr(\text{no VoI in } \sum_{i=1}^{m-2} \min \{l_{k,i}, 2r_0\} + 2r_0) \times \\
Pr(\exists \text{VoI in } \min \{l_{k,m-1}, 2r_0\}) , 
\]

(26)

where the last step results due to the property that VoIs have a Poisson distribution and therefore the numbers of VoIs in non-overlapping intervals are independent. The summation ends at \( m - 2 \) is due to that the total length of the coverage area of helper \( V_{k,i}, i = 1, \ldots m - 1 \) is exactly \( \sum_{i=1}^{m-2} \min \{l_{k,i}, 2r_0\} + 2r_0 \).

Define two parameters \( h_{k,i} \) and \( H_{k,m} \) as follows:

\[
h_{k,i} = \min \{l_{k,i}, 2r_0\} , i = 1, 2, \ldots m - 1
\]

(27)

and

\[
H_{k,m} = \sum_{i=1}^{m-2} h_{k,i} + 2r_0 , m = 2, 3, \ldots
\]

(28)

with \( H_{k,2} = 2r_0 \). Because \( l_{k,i}, i = 1, 2, \ldots m - 1 \) are i.i.d. random variables, it follows that \( h_{k,i}, i = 1, 2, \ldots m - 1 \) are i.i.d. random variables. Denote by \( f_{h_{k,i}}(x) \) and \( f_{H_{k,m}}(x) \) the pdf of random variables \( h_{k,i} \) and \( H_{k,m} \), respectively. As an easy consequence of the total probability theorem, (26) can be calculated by:

\[
Pr(m_k = m) \\
\approx Pr(\text{no VoI in } H_{k,m}) \times Pr(\exists \text{VoI in } h_{k,m-1}) \\
= \int_0^{\infty} e^{-ppx} f_{H_{k,m}}(x) dx \times \\
\int_0^{\infty} (1 - e^{-ppx}) f_{h_{k,m-1}}(y) dy \\
= E[e^{-ppH_{k,m}}] \times (1 - E[e^{-pph_{k,m-1}}]).
\]

(29)

From (29), we can see that when \( m \geq 2 \), the value of \( Pr(m_k = m) \) is the product of two factors, \( E[e^{-ppH_{k,m}}] \) and \( (1 - E[e^{-pph_{k,m-1}}]) \). Further note that \( E[e^{-ppH_{k,m}}] \) and \( E[e^{-pph_{k,m-1}}] \) are in the form of the moment generating functions (MGF) of the random variables \( H_{k,m} \) and \( h_{k,m-1} \) respectively. For a random variable \( X \), its MGF is defined as follows [30]:

\[
M_X(t) \triangleq E[e^{tx}], \quad t \in \mathbb{R}.
\]

(30)

Let \( M_{H_{k,m}}(t) \) and \( M_{h_{k,m-1}}(t) \) be the MGF of \( H_{k,m} \) and \( h_{k,m-1} \) respectively. It follows that

\[
Pr(m_k = m) \\
\approx (M_{H_{k,m}}(t) \cdot (1 - M_{h_{k,m-1}}(t))) \big|_{t=-pp} \\
= \left( \prod_{i=1}^{m-2} M_{h_{k,i}}(t) \cdot M_{2r_0}(t) \cdot (1 - M_{h_{k,m-1}}(t)) \right) \big|_{t=-pp} \\
= \left( (M_{h_{k,i}}(t))^{m-2} \cdot e^{2r_0t} \cdot (1 - M_{h_{k,i}}(t)) \right) \big|_{t=-pp}
\]

(31)

where the second step results because of the fact that the random variable \( H_{k,m} \) is the sum of \( m - 2 \) i.i.d. random variables \( h_{k,i} \) and a constant \( 2r_0 \).

It remains to calculate the MGF of \( h_{k,i} \). Noting that \( l_{k,i}, i = 1, 2, \ldots m - 1 \) has an exponential distribution: \( f_{l_{k,i}}(x) = (1 - \rho)e^{-(1-\rho)x} \). The pdf of \( h_{k,i} = \)}
\[ \min \{ l_{k,i}, 2r_0 \}, \bar{f}_{h_{k,i}}(x), \] can be calculated as follows:
\[ \bar{f}_{h_{k,i}}(x) = \begin{cases} (1 - p) \rho e^{-(1-p)\rho x} & x < 2r_0 \\ e^{-(1-p)\rho x} & x \geq 2r_0 \end{cases} \tag{32} \]
where \( \delta(x) \) is a delta function:
\[ \delta(x) = \begin{cases} 1, & x = 0 \\ 0, & x \neq 0 \end{cases} \tag{33} \]

Using (32), the MGF of \( h_{k,i} \) can be obtained as follows:
\[ M_{h_{k,i}}(t) = E[e^{t \bar{f}_{h_{k,i}}}] \]
\[ = \int_0^\infty e^{tx} \bar{f}_{h_{k,i}}(x)dx \
= \int_0^{2r_0} e^{tx} (1 - p) \rho e^{-(1-p)\rho x} dx + e^{2r_0} e^{-(1-p)\rho 2r_0} \]
\[ = \frac{te^{t(1-p)\rho 2r_0} - (1 - p)t}{t - (1 - p)\rho}. \tag{34} \]

Combing (31) and (34) and simplifying it, for \( m \geq 2 \), we have
\[ Pr(m_k = m) \approx e^{-pp2r_0} \cdot c_{1}^{m-2}(1 - c_1) \tag{35} \]

where \( c_1 = M_{h_{k,i}}(t)|_{x=-pp} = 1 - p + pe^{-2p2r_0} \).

Combining the above result, we have the cdf of \( L_k, k \geq 1 \), denoted by \( F_{L_k}(x) \), as follows:
\[ F_{L_k}(x) = Pr(L_k \leq x) \]
\[ = \sum_{m=1}^\infty Pr(R_e + \sum_{i=0}^{m-1} l_{k,i} \leq x|m_k = m)Pr(m_k = m) \]
\[ = \sum_{m=1}^\infty \left( \sum_{i=0}^{m-1} Pr(l_{k,i} \leq x - R_e)Pr(m_k = m) \right) \
= \sum_{m=1}^\infty \sum_{n=m}^\infty \frac{e^{-(1-p)\rho(x-R_e)}}{n!} \rho^x R_e^n Pr(m_k = m) \tag{36} \]

where the second step is obtained by putting (24) into \( L_k \) and using the total probability theorem and the last step is obtained by that the distribution of \( \sum_{i=0}^{m-1} l_{k,i} \) is independent of the distribution of \( m_k \).

From (36) and with \( f_{L_k}(x) = \frac{dF_{L_k}(x)}{dx} \), we have the pdf of \( L_k \) shown as (13), which completes the proof.

**APPENDIX C**

**Proof of Theorem 8**

To calculate the capacity achieved by the eastbound and westbound Vol\( s \), we will analyze the V2V communications and V2I communications in one cycle area separately.

---

**A. V2V Communications:** Recall that under our optimum helper-VoI scheduling algorithm \( \chi_{opt} \) for the V2V communications proposed in Theorem 2, for any two randomly chosen helper-VoI pairs at a randomly chosen time slot, the travel direction of the VoI in one pair is independent of the travel direction of the helper in the same pair, and is also independent of the travel direction of the VoI in the other pair. Therefore, at any randomly chosen time slot, the proportion of the helper-VoI pairs whose VoI is eastbound (westbound) is equal to the probability that the VoI of a randomly chosen helper-VoI pair is eastbound (westbound), denoted by \( P_{Ve} \) (\( P_{Vw} \)). Obviously, \( P_{Ve} + P_{Vw} = 1 \). It follows that the maximum expected amount of data the eastbound and westbound Vol\( s \) can receive through V2V communications during time period \([0, t] \) from one cycle area, denote by \( D_{V2V_e}(t) \) and \( D_{V2V_w}(t) \) respectively, can be calculated by
\[ D_{V2V_e}(t) = P_{Ve} \cdot D_{V2V}(t) \] and \( D_{V2V_w}(t) = P_{Vw} \cdot D_{V2V}(t) \), where \( D_{V2V}(t) \) is the expected amount of data received by all the VoIs given in (3). Therefore, the capacity achieved by the eastbound and westbound Vol\( s \) through V2V communications from one cycle area are respectively:
\[ \lim_{t \to \infty} \frac{D_{V2V_e}(t)}{t} = P_{Ve} \lim_{t \to \infty} \frac{D_{V2V}(t)}{t} \tag{37} \]
and
\[ \lim_{t \to \infty} \frac{D_{V2V_w}(t)}{t} = P_{Vw} \lim_{t \to \infty} \frac{D_{V2V}(t)}{t}. \tag{38} \]

In the following, we will calculate \( P_{Ve} \) and \( P_{Vw} \). Suppose helper \( V_H \) is one of the simultaneous transmitters at a randomly chosen time slot. Noting that for a randomly chosen helper-VoI pair, the travel direction of its VoI is irrelevant to the travel direction of its helper, but only dependent on the original distribution of Vol\( s \) in each direction. Therefore, without loss of generality, we assume that helper \( V_H \) travels eastbound. Recall that we designate the east (right) direction as \( +x \) direction. Here, designate the point to the \(-x \) direction of helper \( V_H \) at a distance \( r_0 \) to \( V_H \) as the origin of the coordinate system. Denote by \( z \) the location of the point from which the helper \( V_H \) starts to choose its receiver (VoI), i.e., the helper \( V_H \) chooses its receiver within road segment \([z, 2r_0] \). Therefore, according to the scheduling scheme \( \chi_{opt} \), \( z \) is equal to 0 if the Vol of the previous helper-VoI pair is not located within the coverage of helper \( V_H \), otherwise \( z > 0 \). See Fig. 14 for an illustration.

Denote the left-most eastbound Vol located at the right side of \( z \) by \( V_e \), and its location by \( X_e \). Further denote the left-most westbound Vol located at the right of \( z \) by \( V_w \), and its location by \( X_w \). Noting that eastbound and westbound Vol\( s \) follow Poisson distributions with densities \( pp_1 \) and \( pp_2 \) respec-
et al., it follows that $X_e$ and $X_w$ are exponentially distributed: $f_{X_e}(x) = p_2 e^{-p_2 x}$ and $f_{X_w}(x) = p_2 e^{-p_2 x}$. Given that there is at least one VoI within road segment $[z, 2r_0]$ (otherwise helper $V_H$ cannot be one of the simultaneous transmitters), VoI $V_i$ can be chosen as the receiver of helper $V_H$ iff when $X_e \leq X_w$. Therefore, we have the probability that the receiver of the helper $V_H$ travels towards east as follows (conditioned on $z$ is fixed):

$$P_{V_e} = \frac{Pr(X_e \leq X_w \mid \text{there exists VoI in } [z, 2r_0])}{Pr(X_e \leq X_w, \text{there exists VoI in } [z, 2r_0])}$$

$$= \frac{\int_0^{2r_0-z} Pr(X_e \leq x) f_{X_w}(x) dx}{1 - e^{-p_2(2r_0-z)}} + \frac{\int_{2r_0-z}^{\infty} Pr(X_e \leq 2r_0 - z) f_{X_w}(x) dx}{1 - e^{-p_2(2r_0-z)}}$$

$$= \frac{\rho_1}{\rho_1 + \rho_2}, \quad (39)$$

where the second step results by using Bayes’ theorem; the third step is obtained by using total probability theorem. In addition, the result of (39) is irrelevant to the random variable $z$. Straightforwardly, we have:

$$P_{V_w} = 1 - P_{V_e} = \frac{\rho_2}{\rho_1 + \rho_2}. \quad (40)$$

Plugging (39) and (40) into (37) and (38) respectively, we can conclude that the expected amount of data received by the eastbound and westbound VoIs through V2V communications are proportional to their respective traffic densities.

B. V2I communications: Denote by $P_{V_e}$ and $P_{V_w}$ respectively the probability that at a randomly chosen time slot, the receiver of a VoIs’ V2I communication travels towards east and west. Using the same method above for analyzing the V2V communications (the infrastructure point in this case corresponds to the randomly chosen transmitter $V_H$), and coverage area of infrastructure $2r_0$ corresponds the VoI choosing area $2r_0 - z$, it is ready to have $P_{V_e} = \frac{\rho_1}{\rho_1 + \rho_2}$, and $P_{V_w} = \frac{\rho_2}{\rho_1 + \rho_2}$. Therefore, the capacity achieved by the eastbound and westbound VoIs respectively through V2I communications in one cycle area, can be obtained by

$$\lim_{t \to \infty} \frac{D_{V2I_e}(t)}{t} = \frac{\rho_1}{\rho_1 + \rho_2}, \quad \lim_{t \to \infty} \frac{D_{V2I_w}(t)}{t}, \quad (41)$$

and

$$\lim_{t \to \infty} \frac{D_{V2I_e}(t)}{t} = \frac{\rho_2}{\rho_1 + \rho_2}, \quad \lim_{t \to \infty} \frac{D_{V2I_w}(t)}{t}, \quad (42)$$

where $D_{V2I_e}(t)$ and $D_{V2I_w}(t)$ are respectively the maximum expected amount of data the eastbound and westbound VoIs can receive through V2I communications during time period $t$ from one cycle area.

Noting that both the analysis in 1) and 2) show that the maximum amount of data received from V2V communications and V2I communications by the eastbound and westbound VoIs are proportional to their respective traffic densities. Therefore, the capacity achieved from one cycle area by the eastbound and westbound VoIs, are also proportional to their traffic densities respectively, which finalizes the proof.
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