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Abstract

In this thesis we consider the classical capacity of certain quantum channels, that is, the maximum rate at which classical information, encoded as quantum states, can be transmitted reliably over a quantum channel.

We first concentrate on the \textit{product-state} capacity of a particular quantum channel, that is, the capacity which is achieved by encoding the output states from a source into codewords comprising of states taken from ensembles of non-entangled (i.e. separable) states and sending them over copies of the quantum channel. Using the “single-letter” formula proved by Holevo \cite{Holevo} and Schumacher and Westmoreland \cite{Schumacher} we obtain the product-state capacity of the qubit quantum amplitude-damping channel, which is determined by a transcendental equation in a single real variable and can be solved numerically. We demonstrate that the product-state capacity of this channel can be achieved using a minimal ensemble of \textit{non-orthogonal} pure states. We also consider the \textit{generalised} amplitude-damping channel and show that the technique used to calculate the product-state capacity for the “traditional” amplitude damping channel also holds for this channel.

In the following chapter we consider the \textit{classical capacity} of two quantum chan-
nals with memory namely, a periodic channel with quantum depolarising channel branches and a convex combination of quantum channels. The classical capacity is defined as the limit of the capacity of a channel, using a block of states which are permitted to be entangled over \( n \) channel uses and divided by \( n \), as \( n \) tends to infinity.

We prove that the classical capacity for each of the classical memory channels mentioned above is, in fact, equal to the respective product-state capacities. For those channels this means that the classical capacity is achieved without the use of entangled input-states. We also demonstrate that the method used in the proof of the classical capacity of a periodic channel with depolarising channels does not hold for a periodic channel with amplitude-damping channel branches. This is due to the fact that, unlike the depolarising channel, the maximising ensemble for a qubit amplitude-damping channel is not the same for all amplitude-damping channels.

We also investigate the product-state capacity of a convex combination of two memoryless channels, which was shown in [3] to be given by the supremum of the minimum of the corresponding Holevo quantities, and we show in particular that the product-state capacity of a convex combination of a depolarising and an amplitude-damping channel, is not equal to the minimum of their product-state capacities.

Next we introduce the channel coding theorem for memoryless quantum channels, providing a known proof [4] for the strong converse of the theorem. We then consider the strong converse to the channel coding theorem for a periodic quantum channel.
## Notation

| Symbol | Interpretation |
|--------|----------------|
| $A^*$  | Conjugate transpose of $A$ |
| $\text{Tr}(A)$ | Trace of operator $A$ |
| $||A||_1$ | Trace-norm of operator $A$, given by $\text{Tr}\sqrt{A^*A}$ |
| $\log$ | Binary logarithm |
| $\ln$ | Natural logarithm |
| $H(p)$ | Shannon entropy of probability distribution $p$ |
| $|\psi\rangle$ | Complex vector |
| $\rho$ | Quantum state (density operator) |
| $S(\rho)$ | von Neumann entropy of state $\rho$ |
| $\mathcal{N}$ | Classical channel |
| $\Phi$ | Quantum channel |
| $\mathcal{B}(\mathcal{H})$ | Set of quantum states on Hilbert space $\mathcal{H}$ |
| $\chi(\{p_j, \rho_j\})$ | Holevo quantity with respect to the ensemble $\{p_j, \rho_j\}$ |
| $\chi^*(\Phi)$ | Product-state capacity of $\Phi$, given by $\max_{\{p_j, \rho_j\}} \chi(\{p_j, \Phi(\rho_j)\})$ |
Chapter 1

Introduction

Informally, the capacity of a channel can be considered to be a measure of the channels usefulness for sending information faithfully from source (or sender) to receiver. The capacity of a quantum channel, can be thought of as a measure of the closeness of that channel to the quantum identity channel, which itself sends quantum information with perfect fidelity. Throughout the thesis we concentrate on the case where classical messages (or output from a classical information source) are encoded into quantum states and sent over quantum channels.

Classical information can be encoded into different types of quantum states, i.e. orthogonal or non-orthogonal, separable or entangled. Note that the latter is a purely quantum mechanical phenomenon. We are interested in the type of states and ensembles which achieve the capacity of certain quantum channels and pay particular attention to the capacity of noisy quantum channels with memory, i.e. channels which have correlations between successive uses.
We first introduce the concept of classical information entropy and classical channel capacity (see [5] and [6], for example). We do so because a great deal of what has been achieved in the field of quantum information theory to has date been inspired by results in classical information theory, most notably Claude Shannon’s seminal article [7] on classical channel capacity, published in 1948. The brief review of Shannon’s work on channel capacities is also justified in order to demonstrate that not all of his results on classical channels have been successfully generalised to the quantum setting. Unlike classical channels, there are a number of different types of quantum channel capacities, namely, the classical capacity, quantum capacity and the private capacity. These capacities have not yet been fully resolved. Moreover, entangled input states, mentioned above, have recently been shown to improve the classical capacity of quantum channels. Hastings [8], building on a result by Hayden and Winter [9], recently presented a violation of one of the longest standing conjectures in quantum information theory, namely the additivity conjecture involving the Holevo quantity [1,2]. This counterexample implies that the conjectured formula for the classical capacity of a quantum channel is disproved and that a simple “single-letter” formula for the capacity remains to be discovered. The classical capacity of a quantum channel can therefore only be determined asymptotically. The question of whether this is an intrinsic property of the classical capacity of a quantum channel or whether there is some missing element which has not yet been understood remains open.

Smith and Yard [10] also recently proved the non-additivity of the quantum channel capacity, disproving the operational interpretation of the additivity the of quantum capacity of quantum channels, by showing that two channels, each with zero quan-
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tum capacity, when used together can give rise to a non-zero capacity. This is known as “superactivation” of channel capacity. Cubitt, Chen and Harrow [11] have also demonstrated a similar result for the zero-error classical capacity of a quantum channel. Smith and Smolin [12] and Li, Winter, Zou and Guo [13] have proved the non-additivity of the private capacity for a family of quantum channels.

1.1  Classical information theory

In information theory, entropy measures the amount of uncertainty in the state of a system before measurement. Shannon entropy measures the entropy of a variable associated with a classical probability distribution. More formally, the Shannon entropy of a random variable $X$ with probability distribution $p(x)$ is given by

$$H(X) = -\sum_x p(x) \log p(x).$$

As entropy is measured in bits, $\log$ is taken to the base 2, and $0 \log(0) = 0$.

Mutual information, $H(X : Y)$, measures the amount of information two random variables $X$ and $Y$ have in common,

$$H(X : Y) = H(X) + H(Y) - H(X,Y),$$

(1.1.1)

where, $H(X,Y)$ is the joint entropy [14].

Let $\mathcal{I}$ and $\mathcal{O}$ be the respective input and output alphabets for a classical channel and let $X_n$ and $Y_n$ both be sequences of random variables such that $x \in \mathcal{I}$ and $y \in \mathcal{O}$. A channel can be described in terms of the conditional probabilities $p(y|x)$ i.e. the
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probabilities of obtaining different outcomes, \( y \), given the input variable \( x \).

1.1.1 Shannon’s noisy channel coding theorem

The capacity of a classical channel \( \mathcal{N} \) provides a limit on the number of classical bits which can be transmitted reliably per channel use. The direct part of the classical channel coding theorem \([7]\) states that using \( n \) copies of the channel, \( M \) bits of information can be sent reliably over the channel at a rate \( R = \frac{M}{n} \) if and only if \( R \leq C \) in the asymptotic limit.

The strong converse of the channel coding theorem states that if the rate at which classical information is transmitted over a classical channel exceeds the capacity of the channel, i.e. if \( R > C \), then the probability of decoding the information correctly goes to zero in the number of channel uses.

The capacity of a noisy classical channel, \( \mathcal{N} \), is given by the maximum of the mutual information obtained over all possible input distributions, \( p(x) \), for \( X_n \),

\[
C(\mathcal{N}) = \max_{p(x)} H(X : Y),
\]

where \( H(X : Y) \) is given by Equation 1.1.1.

The first proof of Shannon’s coding theorem is due to Feinstein \([15]\).
1.2 Quantum information theory

Quantum communication promises to allow unconditionally secure communication [16]. Techniques to protect quantum information from noise are therefore of great importance. A simple “single-letter” formula which could be used to calculate the classical capacity of a quantum channel, would lead to a better understanding of optimal encodings used to protect quantum information from errors. Whether such a formula can be found remains an open question.

The capacities of quantum channel with memory, widely considered to be more realistic than memoryless channels, are being explored [17–19].

The quantum analogue of Shannon entropy is von Neumann entropy. It is defined as follows. The entropy of a quantum state, $\rho$, is given by the von Neumann entropy, $S(\rho) = -\text{Tr} (\rho \log \rho)$. If $\rho$ has eigenvalues $\lambda_i$, then $S(\rho) = -\sum_i \lambda_i \log(\lambda_i)$.

1.2.1 Noisy quantum channel coding

Figure 1.1 depicts a quantum information transmission process from source to receiver [20].

![Diagram of quantum channel](image)

Figure 1.1: Transmitting classical information over a single quantum channel.
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The sender encodes their message into a block of quantum states. This codeword can then be transmitted over copies of a quantum channel, $\Phi$, see Figure 1.2.

![Figure 1.2: Transmitting classical information over copies of a quantum channel.](image)

The above encodings $C^n$ and $E^n$ will be important in a later chapter when we investigate the channel coding theorem for quantum channels.

1.3 Thesis layout

In Chapter 2 we introduce some mathematical preliminaries and discuss concepts fundamental to the understanding of quantum information theory.

We obtain a maximiser for the quantum mutual information for classical information sent over the qubit amplitude-damping and depolarising channels in Chapter 3. This is achieved by limiting the ensemble of input states to antipodal states, in the calculation of the product state capacity for the channels. In Section 3.1 we evaluate the capacity of the amplitude-damping channel and plot a graph of this capacity versus the damping parameter. We discuss the “generalised” amplitude damping
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channel in Section 3.2 and show that the approach taken to calculate the product state capacity of the conventional amplitude damping channel can also be taken for this channel. We introduce the depolarising channel in Section 3.3 and discuss the maximising ensemble of the corresponding Holevo quantity. The contents of this chapter have been published by T.C. Dorlas and the Author in [21].

Chapter 4 is based on an article published by Dorlas together with the Author [19]. Here we investigate the classical capacity of two quantum channels with memory, that is, a periodic channel with depolarising channel branches, and a convex combination of depolarising channels. We prove that the capacity is additive in both cases. As a result, the channel capacity is achieved without the use of entangled input states. In the case of a convex combination of depolarising channels the proof provided can be extended to other quantum channels whose classical capacity has been proved to be additive in the memoryless case.

In Section 4.3 we introduce the periodic channel and investigate the product-state capacity of the channel with depolarising channel branches. We derive a result based on the invariance of the maximising ensemble of the depolarising channel, which enables us to prove that the capacity of such a periodic channel is additive. In Section 4.4 the additivity of the classical capacity of a convex combination of depolarising channels is proved. This is done independently of the result derived in Section 4.3 and can therefore be generalised to a class of other quantum channels.

In Section 4.5 we state the theorem proved by Datta and Dorlas in [3] concerning the product-state capacity of a convex combination of memoryless channels and we show that in the case of two (or more) depolarising channels or two (or
more) amplitude-damping channels, this is in fact equal to the minimum of the indi-
vidual capacities. We show however in the case of a depolarising channel and an
amplitude-damping channel, that this is not the case.

The channel coding theorem and strong converse is discussed in Chapter 5 and we
provide the proof by Winter [4]. We then consider the strong converse for a periodic
quantum channel, in light of a result shown in Section 4.6 for the periodic channel
with amplitude damping channel branches.

Appendix A.1 states Carathéodory’s Theorem which is used in Chapter 3. A proof
provided by N. Datta, which states that it is sufficient to consider ensembles con-
sisting of at most \( d^2 \) pure states in the maximisation of the Holevo quantity for a
CPT map, is given in Appendix A.2

The proof of the product-state capacity of a periodic quantum channel, provided
by Datta and Dorlas, is given in Appendix B.1. The periodic channel is a special
case of a channel with arbitrary Markovian noise correlations. The proof of the
formula for the product-state capacity of such a channel, i.e. one with noise given
by arbitrary Markovian correlations, is given by Datta and Dorlas in [3].
Chapter 2

Preliminaries

We begin by establishing some concepts fundamental to the study of quantum information theory. We build on the framework of quantum information transmission introduced in the previous chapter by making these ideas mathematically concrete. We introduce quantum states and channels and describe the operator sum representation, a tool widely used in quantum information theory to describe the behavior of an input state with a given quantum channel. The definition of quantum entanglement is provided and we discuss the mutual information between different quantum states and the Holevo-Schumacher-Westmoreland theorem, which is used to determine the product-state capacity for classical information sent over quantum channels. The theory of Markov processes is introduced, providing definitions necessary for Chapter 4, where we introduce two channels which have memory that can be described using Markov chains.
2.1 Quantum states and quantum channels

We now provide definitions for quantum states and quantum channels.

2.1.1 Quantum state

A quantum state is given by a positive semi-definite Hermitian operator of unit trace on a Hilbert space. We now define the terms used in this definition.

A Hilbert space $\mathcal{H}$ is a complex vector space equipped with an inner product. Note that we will only consider finite dimensional Hilbert spaces. An element of a Hilbert space, known as a vector, is denoted $|v\rangle$. An element of the dual space $\mathcal{H}^*$, the conjugate transpose of $|v\rangle \in \mathcal{H}$, is denoted $\langle v|$, where

$$
|v\rangle = \begin{pmatrix} v_1 \\ \vdots \\ v_d \end{pmatrix} \in \mathcal{H}, \quad \langle v| = (\bar{v}_1 \cdots \bar{v}_d) \in \mathcal{H}^*,
$$

(2.1.1)

and $\bar{v}$ is the complex conjugate of $v$. In fact, due to the correspondence between $\mathcal{H}$ and its dual space $\mathcal{H}^*$, given by the inner product, we can consider each element $|v\rangle \in \mathcal{H}$ as an element of $\mathcal{H}^*$.

The norm of the vector $|u\rangle \in \mathcal{H}$ is defined as follows,

$$
||u|| = \sqrt{\langle u|u \rangle}.
$$

(2.1.2)
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Note that positive operators are a subclass of Hermitian operators, both are defined below. An operator $A \in \mathcal{B}(\mathcal{H})$ is Hermitian if $A^* = A$ where $A^*$ is the adjoint of the operator $A$, defined by $\langle Au|v \rangle = \langle u|A^*v \rangle$, for all vectors $|u\rangle$ and $|v\rangle$ in the state space of $A$.

An operator $A \in \mathcal{B}(\mathcal{H})$ is called positive (semi-definite), if for all vectors $|v\rangle \neq 0 \in \mathcal{H}$, the following holds $\langle v|Av \rangle \geq 0$.

Since a density operator is defined to be a positive (Hermitian) operator with trace one on a Hilbert space $\mathcal{H}$ a quantum state can be represented by a density operator. We now define a quantum state to be a positive operator of unit trace $\rho \in \mathcal{B}(\mathcal{H})$, where $\mathcal{B}(\mathcal{H})$ denotes the algebra of linear operators acting on a finite dimensional Hilbert space $\mathcal{H}$.

2.1.1.1 Pure and mixed states

According to the first postulate of quantum mechanics, a quantum system is completely described by its state vector, $|\psi\rangle$. A state vector is a unit vector in the state space of the system. A system whose state is completely known is said to be in a pure state. The density operator for that system is given by the projection $\rho = |\psi\rangle\langle\psi|$. If, however a system is in one of a number of states, then the system is said to be in a mixed state. If a system is in one of the states $|\psi_i\rangle$ with respective probabilities $p_i$, then $\{p_i, |\psi_i\rangle\}$ is called an ensemble of pure states. The corresponding density operator is given by $\rho = \sum_{i=1}^{\dim(\mathcal{H})} p_i |\psi_i\rangle\langle\psi_i|$.
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2.1.1.2 Composite quantum systems

A composite of two quantum systems $\mathcal{H}$ and $\mathcal{K}$ can be described by the tensor product of the two Hilbert spaces $\mathcal{H} \otimes \mathcal{K}$. Note that $\dim \mathcal{H} \otimes \mathcal{K} = \dim \mathcal{H} \times \dim \mathcal{K}$. The state of one of the Hilbert spaces can be extracted from the product state of the two Hilbert spaces by performing the partial trace on the composite system.

The tensor product and partial trace are both defined in the following section.

2.1.1.3 The tensor product and partial trace

The tensor product of two vectors, $|h\rangle \in \mathcal{H}$ and $|k\rangle \in \mathcal{K}$, is defined as

$$|h\rangle \otimes |k\rangle = \sum_i \sum_j x_i y_j |h_i\rangle \otimes |k_j\rangle,$$

(2.1.3)

where $\mathcal{H}$ and $\mathcal{K}$ represent Hilbert spaces with respective bases $\{h_i\}$ and $\{k_j\}$.

The following demonstrates how the tensor product of two vectors and two matrices is computed, respectively

$$\begin{pmatrix} a \\ b \end{pmatrix} \otimes \begin{pmatrix} c \\ d \end{pmatrix} = \begin{pmatrix} ac \\ ad \\ bc \\ bd \end{pmatrix},$$

(2.1.4)
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\[
\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix} \otimes \begin{pmatrix}
e & f \\
g & h \\
\end{pmatrix} = \begin{pmatrix}
ae & af & be & bf \\
ag & ah & bg & bh \\
ce & cf & de & df \\
ceg & ch & dg & dh \\
\end{pmatrix}.
\]  

(2.1.5)

Properties of the tensor product include,

\[
(\Phi \otimes \Psi)(\rho \otimes \rho') = \Phi(\rho) \otimes \Psi(\rho').
\]  

(2.1.6)

The trace of an operator \( A \in \mathcal{B}(\mathcal{H}) \), with the orthonormal basis \( |\phi_i\rangle \), is given by

\[
\text{Tr}(A) = \sum_{i=1}^{\dim(\mathcal{H})} \langle \phi_i | A | \phi_i \rangle.
\]  

(2.1.7)

We now introduce partial trace. Let \( \mathcal{H} \) and \( \mathcal{K} \) represent two Hilbert spaces with orthonormal bases \( \{|h_i\rangle\}_{i=1}^{\dim(\mathcal{H})} \) and \( \{|k_j\rangle\}_{j=1}^{\dim(\mathcal{K})} \), respectively. Let \( \rho \) be a state defined on the composite system such that \( \rho \in \mathcal{B}(\mathcal{H} \otimes \mathcal{K}) \). The state of the subsystem \( \mathcal{H} \) is given by the reduced density operator \( \rho_\mathcal{H} \) and is defined by

\[
\langle \Phi|\rho_\mathcal{H}|\Psi \rangle = \sum_j \langle \Phi \otimes k_j | \rho | \Psi \otimes k_j \rangle,
\]  

(2.1.8)

where \( |\Phi\rangle \) and \( |\Psi\rangle \) are states on \( \mathcal{H} \). Inserting the basis elements for \( \Phi \) and \( \Psi \), the partial trace can be calculated as follows

\[
\rho_\mathcal{H} = \text{Tr}_\mathcal{K}(\rho) = \sum_{i,m} \sum_j \langle h_i \otimes k_j | \rho | h_m \otimes k_j \rangle |h_i\rangle\langle h_m|,
\]  

(2.1.9)

where \( \text{Tr}_\mathcal{K} \) is the partial trace operation from \( \mathcal{B}(\mathcal{H} \otimes \mathcal{K}) \) onto \( \mathcal{B}(\mathcal{H}) \). The state of
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the subsystem $K$ is similarly defined.

2.2 Quantum channel

A map $\Phi : B(H) \to B(K)$ is said to be completely positive if

$$(\Phi \otimes I)(A) \geq 0,$$  \hspace{1cm} (2.2.1)

where $A \geq 0$, is an operator defined on the Hilbert space $H \otimes \hat{H}$, where $\hat{H}$ is an arbitrary space, $K$ is the Hilbert space of the output state and $I$ is the identity operator.

A quantum channel is defined as a completely positive, trace preserving map, which maps density operators from one Hilbert space to another.

In general, when a pure input state is transmitted through a noisy quantum channel, the output state is not known with absolute certainty i.e. it is no longer a pure state. The corresponding state is said to be mixed.

The initial state to a channel is given by the tensor product of the information state, $\rho$, defined on the Hilbert space $H$ and the initial state of the environment $\rho_{env} = |\psi_0\rangle \langle \psi_0|$, assumed to be in a pure state and defined on the Hilbert space $H_{env}$.

Remark 1. It may be assumed that the initial state of a system is in a pure state as the state of the system can always be defined in terms of a larger composite system which can be chosen to be in a pure state. This is known as state purification.
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During transmission over a channel, the composite state, $\rho \otimes \rho_{env}$ will evolve unitarily such that $U (\rho \otimes \rho_{env}) U^*$, for the unitary operator $U$ on $\mathcal{H} \otimes \mathcal{H}_{env}$.

After the interaction of the channel with the state $\rho \otimes \rho_{env}$, the output state $\rho_{out} \in \mathcal{B}(\mathcal{H})$ is given by

$$\rho_{out} = \text{Tr}_{\mathcal{H}_{env}} [U (\rho \otimes \rho_{env}) U^*]. \quad (2.2.2)$$

This corresponds to a measurement operator on the information state alone after it has evolved in interaction with the environment.

Note that, a unitary operator is defined as $U^* U = I$. A unital channel is a channel where the following identity holds,

$$\Phi(I) = I. \quad (2.2.3)$$

Next we introduce operator sum representation, a way of describing the action of a quantum channel on an input state.

2.2.1 Operator sum representation

Quantum channels can be represented using operator-sum, or Kraus representation. By tracing over the state space of the environment, the dynamics of the principal system alone are extracted and represented explicitly. We will now show that this representation is a re-statement of equation (2.2.2).

Let $\{\psi_k\}_{k=1}^{\dim(\mathcal{H}_{env})}$ denote an orthonormal basis for the Hilbert space of the environment $\mathcal{H}_{env}$ and recall the definition for the partial trace of an operator given by
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Equation (2.1.9). Equation (2.2.2) now becomes,

\[
\Phi(\rho) = \sum_{k=1}^{\dim(H_{env})} \sum_{l,l'} \langle h_l \otimes \psi_k | U (\rho \otimes |\psi_0\rangle \langle \psi_0|) U^* | h_l' \otimes \psi_k | h_l \rangle \langle h_l | h_l' \rangle
\]

\[
= \sum_{k=1}^{\dim(H_{env})} E_k \rho E_k^*, \quad (2.2.4)
\]

where \( E_k = \sum_{l,l'} \langle h_l \otimes \psi_k | U | h_l' \otimes \psi_0 \rangle | h_l \rangle \langle h_l | \), \( \{ h_i \}_{i=1}^{\dim(H)} \) an orthonormal basis for \( H \) and \( \rho \in B(H) \). The operators \( \{ E_k \}_{k=1}^{\dim(H)} \in B(H) \) are known as operation elements.

The operator \( \Phi(\rho) \) represents the output state, and therefore must satisfy a completeness relation such that \( \text{Tr} \ \Phi(\rho) = 1 \). Using the operation elements defined above,

\[
1 = \text{Tr} \ \Phi(\rho) = \text{Tr} \left( \sum_{k=1}^{\dim(H)} E_k \rho E_k^* \right). \quad (2.2.5)
\]

Using the cyclic property of trace,

\[
\text{Tr} \left( \sum_{k=1}^{\dim(H)} E_k \rho E_k^* \right) = \text{Tr} \left( \sum_{k=1}^{\dim(H)} E_k^* E_k \rho \right) = 1. \quad (2.2.6)
\]

since this must hold for all \( \rho \), it follows that \( \sum_k E_k^* E_k = I \).

A map \( \Phi : B(H) \to B(K) \) is completely positive and trace preserving if it admits a Kraus Representation \[22\]

\[
\Phi(\rho) = \sum_i E_i \rho E_i^*, \quad \sum_i E_i^* E_i = I. \quad (2.2.7)
\]
2.3 Positive operator-valued measure

Measurement of a quantum system can be described by a set of Hermitian matrices, \( \{ E_k \} \), satisfying \( E_k \geq 0 \) and \( \sum_k E_k = I \) (\[14\] [23]). The set \( \{ E_k \} \) is called a positive operator-valued measure (POVM).

If measurement, described by the set \( \{ E_k \} \), is performed on a system in a state \( \rho \), then the probability of obtaining outcome label \( k \) is given by \( \text{Tr}(\rho E_k) \).

2.4 Quantum entanglement

A state \( \rho \in B(\mathcal{H} \otimes \mathcal{K}) \) is said to be separable if it can be written as a probabilistic mixture of product states

\[
\rho = \sum_i p_i |h_i\rangle \langle h_i| \otimes |k_i\rangle \langle k_i|,
\]  

(2.4.1)

where \( |h_i\rangle \in \mathcal{H}, |k_i\rangle \in \mathcal{K}, \sum_k p_i = 1 \), and \( p_i \geq 0 \). Otherwise the state is said to be an entangled state.

Entanglement is an important resource in quantum information processing and plays...
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an essential role in quantum teleportation, quantum cryptography, quantum computation, quantum error correction [24].

2.5 Classical information over a quantum channel

The transmission of classical information over a quantum channel is achieved by encoding the information into quantum states. To accomplish this, a set of possible input states $\rho_j \in B(\mathcal{H})$ with probabilities $p_j$ are prepared, describing the ensemble $\{p_j, \rho_j\}$. The average input state to the channel is expressed as $\rho = \sum_j p_j \rho_j$. The average output state is $\tilde{\rho} = \sum_j p_j \Phi(\rho_j)$ [25].

2.5.1 Holevo bound

When a state is sent through a noisy quantum channel, the amount of information about the input state that can be inferred from the output state is called the accessible information. For any ensemble $\{p_j, \rho_j\}$, the Holevo quantity is defined as

$$\chi(\{p_j, \rho_j\}) := S\left(\sum_j p_j \rho_j\right) - \sum_j p_j S(\rho_j).$$

The Holevo bound [26] provides an upper bound on the accessible information and is given by,

$$H(X : Y) \leq \chi(\{p_j, \Phi(\rho_j)\}),$$

(2.5.2)
where $\chi(\{ p_j, \Phi(\rho_j) \})$ is the Holevo quantity of channel $\Phi$. Here $X$ is the random variable representing the classical input to the channel. The possible values $x_j$ are mapped to states $\rho_j$ which are transformed to $\Phi(\rho_j)$ by the channel. Then, a generalised measurement with corresponding POVM $\{ E_j \}$ allows the determination of the output random variable $Y$ with conditional probability distribution given by

$$P(Y = x_k \mid X = x_j) = \text{Tr}(\Phi(\rho_j) E_k).$$

The second term in the Holevo bound is often referred to as the output entropy. This term represents the joint entropy of the system $\mathcal{H} \otimes \mathcal{H}_{\text{env}}$ after evolution and can be interpreted as the final entropy of the environment, assuming that the environment was initially in a pure state. This is the amount of information that the information state, or principal system, has exchanged with the environment. We therefore want to minimize the output entropy and maximise the entropy of the expected state. This justifies the definition of the capacity of the channel as the maximum of the mutual information. When quantum information is sent down a noisy quantum channel, the output entropy is known as entropy exchange \cite{27}.

Holevo \cite{26} has introduced a measure of the amount of classical information remaining in a state that has been sent over a noisy quantum channel. The product-state capacity of a channel is given by the maximisation of this Holevo quantity over an ensemble of input states, and can be interpreted as the amount of information that can be sent, in the form of product-states, reliably over the channel.

In this case the fact that the capacity is given by the maximum of the Holevo quantity is known as the Holevo-Schumacher-Westmoreland (HSW) Theorem.
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2.6 The Holevo-Schumacher-Westmoreland theorem

If the possible input states to a channel are prepared as product states of the form $\rho_1 \otimes \rho_2 \otimes \cdots$, then the associated capacity is known as the product state capacity. This implies that the input states have not been entangled over multiple uses of the channel. The capacity for channels with entangled input states has been studied [28], and it has been shown that for certain channels the use of entangled states can enhance the inference of the output state and increase the capacity (e.g. [29]).

The HSW theorem, proved independently by Holevo [1] and by Schumacher and Westmoreland [2], provides an expression to calculate the product state capacity for classical information sent through a quantum channel, $\Phi$, and can be calculated using the following expression,

$$\chi^*(\Phi) = \max_{\{p_j, \rho_j\}} \chi(\{p_j, \Phi(\rho_j)\})$$  \hspace{1cm} (2.6.1)

where $S$ is the von Neumann entropy, $S(\rho) = -\text{Tr}(\rho \log \rho)$. If $\rho$ has eigenvalues $\lambda_i$, then $S(\rho) = -\sum_i \lambda_i \log(\lambda_i)$. The capacity is given by the maximum mutual information calculated over all ensembles $\{p_j, \rho_j\}$ [14]. Properties characterising optimal input ensembles for have been studied [30].

**Remark 2.** Prior to the HSW theorem, Holevo [31] developed a formula for calculating the product-state capacity of a quantum channel where a maximisation of the accessible information is taken explicitly over both the input ensemble and over product measurements performed on the output of the channel. It has been shown that, in certain cases, more information can be transmitted per use of a quantum
channel using collective measurements rather than separable ones (see [1,32,33]).

2.6.1 Optimal input ensembles

By concavity of the entropy, the maximum in Equation 2.6.1 is always attained for an ensemble of pure states $\rho_j$. Indeed, we can decompose each $\rho_j$ as convex combinations of pure states: $\rho_j = \sum_k q_k |\psi_{j,k}\rangle\langle \psi_{j,k}|$. This does not change the first term of (2.6.1), but by concavity of the entropy,

$$S(\Phi(\rho_j)) \geq \sum_k q_k S(\Phi(|\psi_{j,k}\rangle\langle \psi_{j,k}|)).$$

Moreover, it follows from Carathéodory’s theorem [34,36], that the ensemble can always be assumed to contain no more than $d^2$ pure states, where $d = \dim (\mathcal{H})$.

A statement of Carathéodory’s Theorem is provided in Appendix A.1 along with a proof by N. Datta in Appendix A.2 which states that it is sufficient to consider ensembles consisting of $d^2$ pure states in the maximisation of the Holevo quantity $\chi(\Phi)$, for some CPT map $\Phi$.

Next we introduce two models for quantum memory.

2.7 Models for quantum memory channels

Bowen and Mancini [37,38] introduced two models for quantum channels with memory. The model shown in Figure 2.1 depicts an interaction between each mem-
ory state \( \rho_j \) and its environment \( E_j \). The environments \( \{ E_j \}_{j=1}^n \) are correlated, which leads to a memory effect at each stage of the evolution. In contrast to the previous model, Figure 2.2 depicts the input state \( \rho_j \) interacting with its own environment and with the memory state. The error operators at each stage of the evolution are correlated, and may be determined using the relevant unitary operator and the input state. Both process will be described in the following subsections.

### 2.7.1 Several uses of a memoryless quantum channel

Recall that it is known that any quantum channel, described by a completely positive trace preserving (CPT) map, can be represented by a unitary operation on the input state to the channel and the initial (known) state of the environment [22]. The output
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Figure 2.2: Model for quantum channel memory: correlations between each error operator and input state are determined by the relevant unitary operator and the memory state \[39\].

state following a sequence of \( n \) uses of the memoryless channel, \( \Phi \) is given by

\[
\Phi^{(n)} \left( \rho^{(n)} \right) = \text{Tr}_E \left[ U_{n,E_n} \cdots U_{1,E_1} \left( \rho^{(n)} \otimes |0_{E_1} \cdots 0_{E_n}\rangle \langle 0_{E_1} \cdots 0_{E_n}| \right) \right. \\
\times \left. U_{1,E_1}^* \cdots U_{n,E_n}^* \right]
\] (2.7.1)

where, \( \rho^{(n)} \in \mathcal{H}^{\otimes n} \) is a (possibly entangled) input state codeword and 
\( \rho_E = |0_{E_1} \cdots 0_{E_n}\rangle \langle 0_{E_1} \cdots 0_{E_n}| \) represents the (product) state of the environment. Note that the trace is taken over each state comprising the state of the environment.

2.7.2 Several uses of a quantum channel with memory

The action of a quantum memory channel on a sequence of input states can be viewed in the following two ways.
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2.7.2.1 Model 1

The action of the channel described by Figure 2.1 can be described as follows

$$\Phi^{(n)} (\rho^{(n)}) = \text{Tr}_E \left[ U_{n,E_n} \cdots U_{1,E_1} (\rho^{(n)} \otimes \omega_E) U_{1,E_1}^* \cdots U_{n,E_n}^* \right], \quad (2.7.2)$$

where $\omega_E = \Omega_E \rho_E \Omega_E^*$ and $\Omega_E$ is a unitary operator on $E$ which introduces correlations between the environments $E_j$. Here we are replacing the separable state $\rho_E$ introduced in Section 2.7, with a correlated state $\omega_E$.

2.7.2.2 Model 2

Each input state $\rho_i$, to the channel will act with a unitary interaction on the channel memory state, denoted $|M\rangle\langle M|$, and also an independent environment $E_i$. This process is depicted in Figure 2.2.

The output state from such a quantum memory channel can be expressed as follows

$$\Phi^{(n)} (\rho^{(n)}) = \text{Tr}_{ME} \left[ U_{n,ME_n} \cdots U_{1,ME_1} (\rho^{(n)} \otimes |M\rangle\langle M| \otimes |0_E \cdots 0_E\rangle\langle 0_E \cdots 0_E|) U_{1,ME_1}^* \cdots U_{n,ME_n}^* \right]. \quad (2.7.3)$$

Note that if the unitaries acting on the state memory and environment can be written as $U_{k,ME_k} = U_{kE_k} U_M$ then the memory can be traced out and we recover the memoryless channel.

Quantum channels which have Markovian noise correlations are a class of channel
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which can be represented by the above model. This class of channel is of particular
interest to us and is discussed below.

2.8 Markov processes and channel memory

Next, we provide definitions [40] needed to describe quantum channels with classi-
cal memory.

2.8.1 Definitions and basic properties

Let \( I \) denote a countable set and let \( \lambda_i = \mathbb{P}(X = i) \), where \( X \) is a random variable
taking values in the state space \( I \). Let \( P \) denote a transition matrix, with entries
labeled \( p_{j|i} \).

A Markov chain is given by a sequence of random variables \( X_0, \ldots, X_{n-1} \) with the
following property,

\[
\mathbb{P}(X_{n-1} = i_{n-1} | X_{n-2} = i_{n-2}, \ldots, X_0 = x_0) = \mathbb{P}(X_{n-1} = i_{n-1} | X_{n-2} = i_{n-2}) = p_{i_{n-1}|i_{n-2}}. \tag{2.8.1}
\]

Equivalently, a discrete time random process denoted \( X_n \) can be considered to be a
Markov chain with transition matrix \( P \) and initial distribution \( \lambda \), if and only if the
following holds for \( i_0, \ldots, i_{n-1} \in I \), (see Norris [40] Theorem 1.1.1)

\[
P(X_0 = i_0, X_1 = i_1, \ldots, X_{n-1} = i_{n-1}) = \lambda_{i_0} p_{i_1|i_0} p_{i_2|i_1} \cdots p_{i_{n-1}|i_{n-2}}.
\] (2.8.2)

A state \( j \) is said to be accessible from state \( i \), and can be written \( i \to j \), if there exists \( n \geq 0 \) such that

\[
P(X_n = j|X_0 = i) > 0.
\] (2.8.3)

The state \( i \in I \) is said to communicate with state \( j \in I \) if \( i \to j \) and \( j \to i \). This relation, denoted \( i \leftrightarrow j \), partitions the state space \( I \) into communicating classes. A Markov chain is said to be irreducible if the state space \( I \) is a single class.

A state \( i \) has period \( L \) if any return to the state \( i \) occurs in multiples of \( L \) time steps, i.e.

\[
L = \gcd\{n : P(X_n = i|X_0 = i) > 0\}.
\] (2.8.4)

Next we use the concepts to describe classical memory.

### 2.8.2 Classical memory

A channel, of length \( n \), with Markovian noise correlations can be described as follows [3]

\[
\Phi^{(n)}(\rho^{(n)}) = \sum_{i_0 \cdots i_{n-1}} (q_{i_{n-1}|i_{n-2}} \cdots q_{i_1|i_0}) \lambda_{i_0} (\Phi_{i_0} \otimes \cdots \otimes \Phi_{i_{n-1}})(\rho^{(n)}),
\] (2.8.5)

where \( q_{j|i} \) denotes the elements of the transition matrix of a discrete-time Markov chain, and \( \{\lambda_i\} \) represents an invariant distribution on the Markov chain.
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In later chapters we analyse two particular channels with classical memory, the periodic channel and a convex combination of memoryless channels. Both are described below.

A periodic channel can be described as follows

\[ \Phi^{(n)}(\rho^{(n)}) = \frac{1}{L} \sum_{i=0}^{L-1} (\Phi_i \otimes \Phi_{i+1} \otimes \cdots \otimes \Phi_{i+n-1}) (\rho^{(n)}), \]  

(2.8.6)

where \( \Phi_i \) are CPT maps and the index is cyclic modulo the period \( L \). In this case

\[ q_{j|i} = \theta_{i,j}, \]

where

\[ \theta_{i,j} = \begin{cases} 1, & \text{if } j = (i + 1) \mod L \\ 0, & \text{otherwise.} \end{cases} \]  

(2.8.7)

A convex combination of product channels is defined by the following channel

\[ \Phi^{(n)}(\rho^{(n)}) = \sum_{i=1}^{M} \gamma_i \Phi_i^{\otimes n}(\rho^{(n)}), \]  

(2.8.8)

where \( \gamma_i, (i = 1, \ldots, M) \) is a probability distribution over channels \( \Phi_1, \ldots, \Phi_M \). The action of the channel can be interpreted as follows. With probability \( \gamma_i \) a given input state \( \rho^{(n)} \in B(\mathcal{H}^{\otimes n}) \) is transmitted through one of the memoryless channels. The corresponding Markov chain is aperiodic but not irreducible.

In this case the elements of the transition matrix are \( q_{j|i} = \delta_{ij} \), i.e. the transition matrix is equal to the identity matrix. Note that Ahlswede [41] introduced the classical version of this channel and its capacity was proved by Jacobs [42].
Chapter 3

Deriving a minimal ensemble for the quantum amplitude damping channel

In this chapter we focus on obtaining the maximiser for classical information transmitted in the form of product-states over a noisy quantum channel. We consider in particular the problem of determining this maximiser in the case of the amplitude damping channel. The amplitude damping channel models the loss of energy in a system and is an example of a non-unital channel (see Section 2.1). The effect of the qubit amplitude damping channel on the Bloch (Poincaré) sphere is to “squash” the sphere to the $|0\rangle$ pole, resulting in an ellipsoid. The Bloch sphere will be discussed in more detail in Section 3.1.1 and the resulting space of the output states from an example amplitude-damping channel, using the optimal input ensemble for
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that channel, can be seen in Figure 3.7 of this chapter.

It is known in general that the maximising ensemble can always be assumed to consist of at most $d^2$ pure states if $d$ is the dimension of the state space, but we show that in the case of the qubit amplitude-damping channel, the maximum is in fact obtained for an ensemble of two pure states. Moreover, these states are in general not orthogonal. This result is rather surprising, since nonorthogonal quantum states cannot be distinguished with perfect reliability.

Note that Fuchs [43] has also described a particular channel, the so-called “splaying” channel, whose product state capacity is maximised using an ensemble of non-orthogonal states.

3.1 The amplitude-damping channel

The qubit amplitude-damping channel models the loss of energy in a qubit quantum system and is described, with error parameter $0 \leq \gamma \leq 1$, by the following operation elements [14]

$$E_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-\gamma} \end{pmatrix}, \quad E_1 = \begin{pmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{pmatrix}. \quad (3.1.1)$$

Using the operation elements above, the qubit amplitude-damping channel can be expressed as follows

$$\Phi_{\text{amp}}(\rho) = E_0 \rho E_0^* + E_1 \rho E_1^*. \quad (3.1.2)$$
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Note that since $E_0^*E_0 + E_1^*E_1 = I$, the operator $\Phi_{amp}$ is a CPT map and therefore a legitimate quantum channel.

Acting on the general qubit state $\rho$, given by

$$\rho = \begin{pmatrix} a & b \\ \bar{b} & 1 - a \end{pmatrix},$$

(3.1.3)

the output of the channel $\Phi_{amp}$ is given by

$$\Phi_{amp}(\rho) = \begin{pmatrix} a + (1 - a)\gamma & b\sqrt{1 - \gamma} \\ \bar{b}\sqrt{1 - \gamma} & (1 - a)(1 - \gamma) \end{pmatrix}.$$  

(3.1.4)

The amplitude-damping channel can be interpreted as follows. Evaluating

$$E_0\rho E_0^* = \begin{pmatrix} a & b\sqrt{1 - \gamma} \\ \bar{b}\sqrt{1 - \gamma} & (1 - \gamma)(1 - a) \end{pmatrix},$$

(3.1.5)

we can easily see that if the input state is given by $\rho = |0\rangle\langle 0|$, then the state is left unchanged by $E_0\rho E_0^*$, with probability 1. However, if the input state is $\rho = |1\rangle\langle 1|$, the amplitude of the state is multiplied by a factor $1 - \gamma$.

On the other hand,

$$E_1\rho E_1^* = \gamma \begin{pmatrix} 1 - a & 0 \\ 0 & 0 \end{pmatrix}.$$  

(3.1.6)

In this case, the input state $\rho = |1\rangle\langle 1|$ is replaced with the state $|0\rangle\langle 0|$ with probability $\gamma$. 
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Therefore,
\[ \Phi_{\text{amp}}(|0\rangle\langle 0|) = |0\rangle\langle 0|, \] (3.1.7)
and
\[ \Phi_{\text{amp}}(|1\rangle\langle 1|) = \gamma |0\rangle\langle 0| + (1 - \gamma) |1\rangle\langle 1|. \] (3.1.8)

The eigenvalues of \( \Phi_{\text{amp}}(\rho) \) are easily found to be
\[ \lambda_{\text{amp}}^{\pm} = \frac{1}{2} \left( 1 \pm \sqrt{(1 + 2a(\gamma - 1) - 2\gamma)^2 - 4|b|^2(\gamma - 1)} \right). \] (3.1.9)

Next we derive the product-state capacity of the qubit amplitude damping channel.

3.1.1 Product-state capacity of the qubit amplitude damping channel

Recall (Section 2.5.1) that the Holevo quantity for a channel \( \Phi \) is defined as
\[ \chi(\{p_j, \Phi(\rho_j)\}) = S \left( \Phi \left( \sum_j p_j \rho_j \right) \right) - \sum_j p_j S(\Phi(\rho_j)). \] (3.1.10)

In the case of the amplitude-damping channel, given by Equation (3.1.4), the Holevo
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quantity is given as follows,

\[
\chi(\{p_j, \Phi_{\text{amp}}(\rho_j)\}) = S \left[ \sum_j \begin{pmatrix}
    p_j (a_j + (1-a_j)\gamma) & p_j b_j \sqrt{1-\gamma} \\
    p_j \bar{b}_j \sqrt{1-\gamma} & p_j (1-a_j)(1-\gamma)
\end{pmatrix}
- \sum_j p_j S \begin{pmatrix}
    a_j + (1-a_j)\gamma & b_j \sqrt{1-\gamma} \\
    \bar{b}_j \sqrt{1-\gamma} & (1-a_j)(1-\gamma)
\end{pmatrix} \right] \quad (3.1.11)
\]

To maximise Equation (3.1.11) we will show that the first term is increased, while keeping the second term fixed, if each pure state \(\rho_j\) is replaced by itself and its mirror image in the real \(b\)-axis. In other words, replacing \(\rho_j = \begin{pmatrix} a_j & b_j \\ \bar{b}_j & (1-a_j) \end{pmatrix}\) associated with probability \(p_j\), with the states \(\rho_j = \begin{pmatrix} a_j & b_j \\ \bar{b}_j & (1-a_j) \end{pmatrix}\) and \(\rho_j' = \begin{pmatrix} a_j & -b_j \\ -\bar{b}_j & (1-a_j) \end{pmatrix}\), both with probabilities \(p_j/2\), will increase Equation (3.1.11).

The Bloch sphere (also known as the Poincaré sphere) is a representation of the state space of a two-level quantum system i.e. a qubit. Pure states (corresponding to the extreme points in the (convex) set of density operators) are given by points on the surface of the sphere.

An example of antipodal states is shown in Figure 3.1 below, which depicts a two-dimensional cross-section of the Bloch sphere. Here, the state \(\rho_1\) has been replaced by itself and \(\rho_1'\), similarly for \(\rho_2\).

As remarked above, the maximum in Equation (2.6.1) can be achieved by a pure state ensemble of (at most) \(d^2\) states, where \(d\) is the dimension of the input to the
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channel. In general, the states $\rho_j$ must lie inside the Poincaré sphere

$$\left( a - \frac{1}{2} \right)^2 + |b|^2 \leq \frac{1}{4} \tag{3.1.12}$$

and so, the pure states will lie on the boundary

$$\left( a - \frac{1}{2} \right)^2 + |b|^2 = \frac{1}{4} \Rightarrow |b|^2 = a(1 - a). \tag{3.1.13}$$

We first show that the second term in Equation (3.1.10) remains unchanged when the states are replaced in the way described above. Indeed, since the eigenvalues (3.1.9) depend only on $|b|$, we have $S\left(\Phi(\rho_j)\right) = S\left(\Phi(\rho'_j)\right)$ and therefore,

$$\sum_j p_j \left[ S(\Phi(\rho_j)) + S(\Phi(\rho'_j)) \right] = \sum_j p_j S(\Phi(\rho_j)). \tag{3.1.14}$$

Secondly, we prove that $S\left(\Phi\left(\sum_j p_j \rho_j\right)\right)$ is in fact increased by replacing each state with itself and its mirror image, each with half their original weight. Indeed,
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as $S$ is a concave function,

$$S\left(\sum_j p_j \Phi(\rho_j + \rho'_j)\right) \geq \frac{1}{2} \left[ S\left(\Phi\left(\sum_j p_j \rho_j\right)\right) + S\left(\Phi\left(\sum_j p_j \rho'_j\right)\right)\right]$$

(3.1.15)

and again, since $S\left(\Phi(\sum_j p_j \rho_j)\right) = S\left(\Phi(\sum_j p_j \rho'_j)\right)$,

$$S\left(\sum_j \frac{p_j}{2} \Phi(\rho_j + \rho'_j)\right) \geq S\left(\Phi\left(\sum_j p_j \rho_j\right)\right).$$

(3.1.16)

We can conclude that the first term in Equation (3.1.10) is increased with the second term fixed if each state $\rho_j$ is replaced by itself together with its mirror image.

**Remark 3.** It follows, in particular, that we can assume from now on that all $b_j$ are real as the average state $\sum_j \frac{p_j}{2} (\rho_j + \rho'_j)$ has zero off-diagonal elements, whereas the eigenvalues of $\Phi(\rho_j)$ only depend on $|b_j|$.

3.1.1.1 Convexity of the output entropy

We concentrate here on proving that, in the case of the amplitude-damping channel, the second term in the equation for the Holevo quantity is convex as a function of the parameters $a_j$, when $\rho_j$ is taken to be a pure state, i.e. $b_j = \sqrt{a_j(1 - a_j)}$. Thus $S(\Phi(\rho_j))$ is a function of one variable only, i.e. $S(a_j)$. It is given by,

$$S(a_j) = S(\Phi_{amp}(\rho_{a_j})),\quad (3.1.17)$$
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where

\[ \rho_a = \begin{pmatrix} a & \sqrt{a(1-a)} \\ \sqrt{a(1-a)} & 1-a \end{pmatrix}, \quad (3.1.18) \]

that is,

\[ \sigma(a) = \Phi_{\text{amp}}(\rho_a) = \begin{pmatrix} a + (1-a)\gamma & \sqrt{a(1-a)\sqrt{1-\gamma}} \\ \sqrt{a(1-a)\sqrt{1-\gamma}} & (1-a)(1-\gamma) \end{pmatrix}. \quad (3.1.19) \]

Inserting \( b^2 = a(1-a) \) into Equation (3.1.9) the eigenvalues for the amplitude-damping channel can be written as

\[ \lambda_{\text{amp}}^{\pm} = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4\gamma(1-\gamma)(1-a)^2} \right). \quad (3.1.20) \]

Denote

\[ x = \sqrt{1 - 4\gamma(1-\gamma)(1-a)^2}. \quad (3.1.21) \]

Then

\[ S(a) = - \left( \frac{1+x}{2} \right) \log \left( \frac{1+x}{2} \right) - \left( \frac{1-x}{2} \right) \log \left( \frac{1-x}{2} \right). \quad (3.1.22) \]

We prove that \( S''(a) \) is positive. A straightforward calculation yields

\[ S''(a) \ln 2 = \frac{2\gamma(1-\gamma)}{x^3} \ln \left( \frac{1+x}{1-x} \right) - \frac{4\gamma(1-\gamma)}{x^2} \]

\[ = \left( \frac{2\gamma(1-\gamma)}{x^2} \right) \left( \frac{1}{x} \ln \left( \frac{1+x}{1-x} \right) - 2 \right). \quad (3.1.24) \]
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Since the first term in the above equation is positive, the problem of proving the convexity of \( S(a) \) reduces to proving that,

\[
\ln \left( \frac{1 + x}{1 - x} \right) \geq 2x. \tag{3.1.25}
\]

This is easily shown. Note that \( 0 \leq x \leq 1 \). Both functions are plotted in Figure 3.2 below. We conclude that \( S''(a) \) is positive and therefore \( S(a) \) is convex. Writing

\[
\bar{\rho}_a = \sum_j p_j \rho_{a_j} \text{, with } \bar{a} = \sum_j p_j a_j \text{ and since the entropy function } S \text{ is convex in } a \text{ we have}
\]

\[
\chi(\{p_j, \Phi_{amp}(\rho_j)\}) = S(\Phi_{amp}(\bar{\rho}_a)) - \sum_j p_j S(a_j) \\
\leq S(\Phi_{amp}(\bar{\rho}_a)) - S(\bar{a}). \tag{3.1.26}
\]

The capacity is therefore given by

\[
\chi^*(\Phi_{amp}) = \max_{a\in[0,1]} \left[ S \left( \frac{1}{2} (\sigma(a) + \sigma'(a)) \right) - S(\sigma(a)) \right], \tag{3.1.27}
\]
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where \( \sigma(a) \) is given by

\[
\sigma(a) = \Phi_{\text{amp}}(\rho_a) = \begin{pmatrix} a + (1-a)\gamma & \sqrt{a(1-a)}\sqrt{1-\gamma} \\ \sqrt{a(1-a)}\sqrt{1-\gamma} & (1-a)(1-\gamma) \end{pmatrix}, \tag{3.1.28}
\]

and hence

\[
\frac{1}{2}(\sigma(a) + \sigma(a)') = \begin{pmatrix} a + (1-a)\gamma & 0 \\ 0 & (1-a)(1-\gamma) \end{pmatrix}. \tag{3.1.29}
\]

We have proved that \( S(a) \) is convex. Therefore \( -S(a) \) is concave. On the other hand, it follows from the concavity of \( S \) that the first term is also a concave function of \( a \).

It follows that \( \chi_{AD}(a) = S \left( \frac{1}{2}(\sigma(a) + \sigma'(a)) \right) - S(\sigma(a)) \) is a concave function, and its maximum is achieved at a single point. The maximising value of \( a \) is given by the transcendental equation \( \chi'_{AD}(a) = 0 \) and can only be computed numerically. In Figure 3.3 we plot \( \chi_{AD}(a) \) as a function of \( a \).

The maximising \( a \) for fixed \( \gamma \in [0, 1] \) is plotted as a function of \( \gamma \) in Figure 3.4.

Note that \( a_{\text{max}} \geq 0.5 \) for all \( \gamma \). This is easily proved: The determining equation is

\[
\chi'(a) = (1 - \gamma) \ln \frac{(1-\gamma)(1-a)}{a + \gamma(1-a)} + \frac{2\gamma(1-\gamma)(1-a)}{x} \ln \frac{1+x}{1-x} = 0. \tag{3.1.30}
\]

Since \( \chi(a) \) is concave, the statement follows if we show that \( \chi'(0) > 0 \) and
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Figure 3.3: $\chi_{AD}(a)$ for $0 \leq \gamma \leq 1$ plotted over $a$.

Figure 3.4: Maximising $a$’s for $0 \leq \gamma \leq 1$ for the amplitude-damping channel.

$\chi'(\frac{1}{2}) > 0$. But, if $a = 0$ then $x = \sqrt{1 - 4\gamma(1 - \gamma)} = |1 - 2\gamma|$ so

$$
\chi'(0) = (1 - \gamma) \ln \frac{1 - \gamma}{\gamma} + \frac{2\gamma(1 - \gamma)}{|1 - 2\gamma|} \ln \frac{1 + |1 - 2\gamma|}{1 - |1 - 2\gamma|} = \frac{1 - \gamma}{1 - 2\gamma} \ln \frac{1 - \gamma}{\gamma} > 0.
$$

(3.1.31)

For $a = \frac{1}{2}$ we have $x = \sqrt{1 - \gamma + \gamma^2}$ and

$$
\chi'(0.5) = -(1 - \gamma) \ln \frac{1 + \gamma}{1 - \gamma} + \frac{\gamma(1 - \gamma)}{x} \ln \frac{1 + x}{1 - x}.
$$

(3.1.32)
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This is also positive because \( x > \gamma \) and the function

\[
\frac{1}{2x} \ln \frac{1 + x}{1 - x} = \frac{\tanh^{-1}(x)}{x}
\] (3.1.33)

is increasing. The resulting capacity is plotted in Figure 3.5.

![Figure 3.5: \( \chi_{AD}(a_{max}) \) vs. \( \gamma \).](image)

3.1.2 Non-orthogonality of the maximising ensemble

We have proved that the Holevo quantity for the amplitude-damping channel can be maximised using an ensemble of just two pure states. Concentrating on the first term, the average of two mutually orthogonal states will lie in the centre of the Bloch sphere, i.e. at \( a = \frac{1}{2} \). However, we have proved that \( a_{max} \geq 0.5 \) for all \( \gamma \).

This implies that the product-state capacity of each amplitude-damping channel is achieved for an ensemble of non-orthogonal states.

In [43], Fuchs compares the product-state capacities for the “splaying” channel with
both orthogonal and non-orthogonal input states, for certain values of the error parameter. We will now compare the Holevo quantity of the qubit amplitude-damping channel using orthogonal and non-orthogonal input states.

**Example:** We choose $\gamma = 0.2$, indeed any choice of parameter $\gamma \in (0, 1]$ will do, and we first take $a = 0.5$, representing an orthogonal ensemble. We find that the corresponding Holevo quantity is

$$\chi_{\perp} \approx 0.720726.$$  \hspace{1cm} (3.1.34)

Again choosing $\gamma = 0.2$ but this time solving the transcendental equation $\chi'_{AD}(a) = 0$ numerically to find $a_{max} \approx 0.567214$, we get

$$\chi^* = \chi_{non\perp} \approx 0.731645.$$  \hspace{1cm} (3.1.35)

Since $a_{max} \approx 0.567214$, this implies that the optimal input states $\rho_{\pm} = |\sigma_{\pm}\rangle\langle\sigma_{\pm}|$, where

$$|\sigma_{\pm}\rangle = \begin{pmatrix} \sqrt{a_{max}} \\ \pm \sqrt{1 - a_{max}} \end{pmatrix} = \begin{pmatrix} 0.753133 \\ \pm 0.657862 \end{pmatrix}$$  \hspace{1cm} (3.1.36)

The angle between the two states $\rho$ and $\rho'$ is approximately 83 degrees. This demonstrates that the optimal ensemble to the qubit amplitude-damping channel, with error-parameter $\gamma = 0.2$, consists of non-orthogonal states.

Figure 3.6 shows that $\chi(a_{max})$, i.e. the actual product-state capacity, differs from $\chi(0.5)$ except when $\gamma = 0$ and $\gamma = 1$. This is due to the fact that $\gamma = x$ at $\gamma = 1$ and since the error parameter $\gamma$ is at its maximum value we have $\chi(a_{max}) = 0$. 
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At $\gamma = 0$, the first term of the Holevo quantity for the amplitude-damping channel $S \left( \Phi_{AD}(\sum_j p_j \rho_j) \right) = S \left( \begin{pmatrix} a & 0 \\ 0 & (1 - a) \end{pmatrix} \right)$ which is maximised at $a = 0.5$.

Figure 3.6: $\chi_{AD}(a_{max})$ vs. $\gamma$ in blue and $\chi_{AD}(a = 0.5)$ vs. $\gamma$ in red.

Figure 3.7 below demonstrates the amplitude damping channel with $\gamma = \frac{1}{2}$ with the optimal input states represented in blue and the corresponding output state in red.

Note that a qubit channel maps the Bloch sphere to an ellipsoid and the action of a unital channel on the Bloch sphere results in an ellipsoid which is centered at the origin of the Bloch sphere \[44\][45].
3.2 The generalised amplitude-damping channel

The operation elements for the generalised amplitude-damping channel [14] are as follows

\[ E_0 = \sqrt{p} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-\gamma} \end{pmatrix}, \quad E_1 = \sqrt{p} \begin{pmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{pmatrix} \]  

\[ E_2 = \sqrt{1-p} \begin{pmatrix} \sqrt{1-\gamma} & 0 \\ 0 & 1 \end{pmatrix}, \quad E_4 = \sqrt{1-p} \begin{pmatrix} 0 & 0 \\ \sqrt{\gamma} & 0 \end{pmatrix}. \]  

Remark 4. Note that we recover the traditional amplitude-damping channel for
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\( p = 1 \).

Therefore the generalised amplitude-damping channel, \( \Phi_{GAD} \), acting on the qubit state

\[
\rho = \begin{pmatrix} a & b \\ \bar{b} & 1 - a \end{pmatrix},
\]

(3.2.3)

can be written as

\[
\Phi_{GAD}(\rho) = E_0 \rho E_0^* + E_1 \rho E_1^* + E_2 \rho E_2^* + E_3 \rho E_3^*
\]

\[
= \begin{pmatrix} a + p \gamma - a \gamma & \sqrt{a(1 - a)} \sqrt{1 - \gamma} \\ \sqrt{a(1 - a)} \sqrt{1 - \gamma} & a(\gamma - 1) - p \gamma + 1 \end{pmatrix}.
\]

(3.2.4)

The eigenvalues of \( \Phi_{GAD}(\rho) \) are,

\[
\lambda_{\pm} = \frac{1}{2} \left( 1 \pm \sqrt{1 + 4a^2\gamma^2 - 4a^2\gamma - 8ap\gamma^2 + 8ap\gamma + 4p^2\gamma^2 - 4p\gamma} \right).
\]

(3.2.5)

Again, letting

\[
x = \sqrt{1 + 4a^2\gamma^2 - 4a^2\gamma - 8ap\gamma^2 + 8ap\gamma + 4p^2\gamma^2 - 4p\gamma},
\]

(3.2.6)

we have

\[
S(a) = -\left( \frac{1 + x}{2} \right) \log \left( \frac{1 + x}{2} \right) - \left( \frac{1 - x}{2} \right) \log \left( \frac{1 - x}{2} \right).
\]

(3.2.7)

Now,

\[
S'(a) \ln(2) = -\frac{2\gamma(1 - \gamma)(p - a)}{x} \ln \frac{1 + x}{1 - x}
\]

(3.2.8)
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and the second derivative

\[ S(a)'' \ln(2) = \frac{2\gamma(1 - \gamma)}{x^3} \left\{ (1 - c) \ln \frac{1 + x}{1 - x} - 2x \frac{1 - c - x^2}{1 - x^2} \right\}, \quad (3.2.9) \]

where \( c = 4\gamma p(1 - p) \).

Since \( S''(a) \) can be shown to be positive, we can conclude that \( S(a) \) is a convex function of \( a \) and since the first term in the Holevo quantity is concave we deduce that \( \chi(a) \) is concave. Applying the technique used for the amplitude damping channel in Section 3.1, i.e. replacing each state in the ensemble by itself and it’s antipode with half the original probability, we can maximise \( \chi(a) \) over an ensemble containing two pure states which are specified completely, for each fixed \( \gamma \) and \( p \), by a single value \( a \).

Figure 3.8 depicts the Holevo capacity \( \chi^* \) as a function of \( p \) for values of \( \gamma \in [0, 1] \). We can see that \( \chi(p) \) varies more at larger values of \( \gamma \). This is due to the fact that \( p \) only occurs with \( \gamma \) in the expression for \( \Phi_{GAD} \) in Equation (3.2.4). Figure 3.9 below shows the Holevo \( \chi(a) \) quantity for fixed \( \gamma = 0.5 \) and for \( p \) fixed at various values between 0 and 1. The symmetry between \( p \) and \( 1 - p \) about \( p = 0.5 \) can clearly be seen.
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Figure 3.8: The Holevo capacity $\chi^*(p)$ for the generalised amplitude-damping channel as a function of $p$ and for various values of $0 \leq \gamma \leq 1$.

3.3 The depolarising channel and the Holevo quantity

The state of a qubit sent through the depolarising channel is replaced by a completely mixed state with probability $\lambda$, as follows

$$\Delta_\lambda(\rho) = (1 - \lambda)\rho + \lambda \left(\frac{I}{2}\right). \quad (3.3.1)$$

We demonstrate a method of obtaining the product-state capacity of a qubit depolarising channel using a minimal input ensemble, analogous to the above argument for the amplitude-damping channel. The depolarising channel acting on the qubit
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Figure 3.9: The Holevo $\chi$ quantity for the generalised amplitude damping channel, with $\gamma = 0.5$ plotted for various values of $0 \leq p \leq 1$.

state $\rho = \begin{pmatrix} a & b \\ \bar{b} & 1-a \end{pmatrix}$ can be written as,

$$\Delta_{\lambda}(\rho) = \begin{pmatrix} (1-\lambda)a + \frac{\lambda}{2} & b(1-\lambda) \\ \bar{b}(1-\lambda) & (1-\lambda)(1-a) + \frac{\lambda}{2} \end{pmatrix}. \quad (3.3.2)$$

Note that for pure input states $b = \sqrt{a(1-a)}$ and the corresponding eigenvalues are

$$\Lambda_{+} = \frac{\lambda}{2}, \quad \Lambda_{-} = 1 - \frac{\lambda}{2}. \quad (3.3.3)$$

For a pure input state $\rho_j$, the second term in the Holevo quantity $S(\Phi(\rho_j))$, given by Equation 3.1.10 is a function of one variable only, in other words $S(\Phi(\rho_a)) = S(a_j)$, where

$$\rho_a = \begin{pmatrix} a & \sqrt{a(1-a)} \\ \sqrt{a(1-a)} & 1-a \end{pmatrix}. \quad (3.3.4)$$
Denoting $\chi_{Dep}(\{p_j, \rho_j\})$ by $\chi_{Dep}$, the Holevo quantity for the depolarising channel with a pure state ensemble is given by

$$
\chi_{Dep} = S \left[ \sum_j \left( p_j \left( (1 - \lambda) a_j + \frac{1}{2} \right) - p_j \sqrt{a(1 - a)(1 - \lambda)} \right) \right] - \sum_j p_j S(a_j). \tag{3.3.5}
$$

The product-state capacity of the channel is achieved by maximising Equation (3.3.5). We replace each state in the manner described in Section 3.1.1. Since the eigenvalues given in Equation (3.3.3) do not depend on the state, the second term in Equation (3.3.5) is also independent of the input state. Then, by concavity of the entropy, the first term in Equation (3.3.5) is increased and hence Equation (3.3.5) increases. From the concavity of the entropy $S$, it follows that the first term in the above equation is a concave function of $a_j$. The Holevo quantity $\chi_{Dep}(\{p_j, \rho_j\})$ is concave in the input state $\rho_a$ and its maximum can therefore be achieved at a single point. The Holevo quantity now becomes

$$
\chi_{Dep}(\{p_j, \rho_j\}) = S \left( \frac{1}{2} \left( \Delta_\lambda (\rho) + \Delta_\lambda (\rho') \right) \right) - H \left( \frac{\lambda}{2} \right) = H \left( (1 - \lambda) a + \frac{\lambda}{2} \right) - H \left( \frac{\lambda}{2} \right) \tag{3.3.6}
$$

where $H(p) = -p \log(p) - (1 - p) \log(1 - p)$ is the binary entropy.

As the second term above is independent of the input ensemble, we concentrate on maximising the first term to obtain the product-state capacity. The average of any two mutually orthogonal states will lie in the center of the Bloch sphere, in other
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words at $a = \frac{1}{2}$. We therefore obtain equal eigenvalues, $\Lambda_0 = \Lambda_1 = \frac{1}{2}$, for the first term and the entropy is a maximum. The product-state capacity can therefore be achieved with an ensemble containing any pair of orthogonal pure states $\rho_a$ and $\rho'_a$ with equal probability $\frac{1}{2}$.

We can therefore again maximise over a minimal ensemble of two mirror image states with equal probability $\frac{1}{2}$. The maximum is clearly attained at $a = \frac{1}{2}$ as can be seen in Figure 3.10. The value for $\chi^*(\Delta_\lambda)$ is shown in Figure 3.11 as a function of $\lambda$. The depolarising channel can therefore be considered to be rotationally invariant. The product-state capacity for the qubit depolarising channel is $\chi^*_{Dep} = 1 - H(\frac{\lambda}{2})$.

In fact, it was proved by King [46], that this is also the classical capacity of the channel. In $d$ dimensions the capacity of the depolarising channel is

$$\chi^* (\Delta_\lambda) = \log (d) - S_{\text{min}} (\Delta_\lambda)$$

(3.3.7)
3.4 SUMMARY

To summarise, we have introduced a method for calculating the product state capacity for the qubit amplitude damping channel using a minimal ensemble containing two antipodal states. We analysed the behaviour of the product state capacity of the channel as a function of its error parameter and also showed that the product state capacity of the channel is achieved using non-orthogonal states.

Next we discussed the generalised amplitude damping channel and the depolarising channel. We have shown that the technique used to calculate the product state capacity of the qubit amplitude damping channel can also be used to calculate the product state capacity of these channels.

Figure 3.11: $\chi^*(a_{\text{max}})$ vs. $\lambda$.

where $S_{\text{min}}$ is defined as,

$$S_{\text{min}} (\Delta_\lambda) = \inf_\rho S (\Delta_\lambda).$$  (3.3.8)

### 3.4 Summary
Chapter 4

The classical capacity of two quantum channels with memory

4.1 Introduction

The problem of determining the classical information-carrying capacity of a quantum channel is one which has not been fully resolved to date. In the case where the input to the channel is prepared in the form of non-entangled states, the classical capacity can be determined using a simple formula, that is, the supremum of the Holevo quantity introduced in Chapter 2.

However, if entanglement between multiple uses of the channel is permitted, then the channel capacity can only be determined asymptotically. Moreover, the proposed additivity conjecture which promised to provide such a “single-letter” for-
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The formula for the classical capacity of a channel with general input states, has recently been disproved even in the case of memoryless channels [8].

Note, that a channel is said to be memoryless if the noise acts independently on each state sent over the channel. If \( \Phi^{(n)} = \Phi \otimes n \) is a memoryless channel, then the product-state capacity is given by the supremum of the Holevo quantity evaluated over all possible input state ensembles. This is also known as the Holevo capacity \( \chi^*(\Phi) \) of the channel.

We remark that, Shor [47] (see also Pomeransky [48] and Fukuda [49]) proved that the additivity conjectures involving the entanglement of formation [50], the minimum output entropy [44], the strong superadditivity of the entanglement of formation and the Holevo capacity [1, 2] are in fact equivalent.

The additivity conjecture of the Holevo capacity, discussed in detail in Section 4.2, states that the rate at which classical information can be transmitted over a quantum channel cannot be improved by sending entangled codewords over copies of the channel.

Additivity of the Holevo capacity has been proved for unital qubit channels [51], entanglement-breaking channels [52], and the depolarising channel [46]. However Hastings [8] recently provided a counter example to the above conjecture using random unitary channels, thereby disproving the conjecture for memoryless channels.

We are concerned here with the classical capacity of two quantum channels with memory. Note that it has been shown that the capacity of certain channels with memory can be enhanced using entangled state inputs. See [53–60].
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In particular, Macchiavello and Palma [54] proved that, although the product-state capacity of the memoryless depolarising channel is additive [46], the product-state capacity of the depolarising channel with partial noise correlations is in fact non-additive. This result contributes to our motivation for considering the classical capacity of quantum channels with memory.

Memoryless channels, i.e. channels which have no correlation between noise acting on successive channel inputs, can also be seen to be unrealistic, since real-world quantum channels may not exhibit this independence and correlations between errors are common. Noise correlations are also necessary for certain models of quantum communication (see [61], for example). These channels are known as bosonic channels and such channels have received much attention in recent years. Moreover, the classical and quantum capacities of lossy bosonic channels were recently evaluated [17]. Note that the classical capacity of a bosonic memory channel with Gauss-Markov noise has also been recently investigated [62].

In this Chapter we consider the classical capacity of two particular types of channels with memory consisting of depolarising channel branches, namely a periodic channel and a convex combination of memoryless channels.

In [3] Datta and Dorlas derived a general expression for the classical capacity of a quantum channel with arbitrary Markovian correlated noise.

We consider two special cases of this channel, that is, a periodic channel with depolarising channel branches and a convex combination of memoryless channels, and we prove that the corresponding capacities are additive in the sense that they are equal to the product-state capacities.
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To prove the additivity of the product-state capacity of the periodic channel with depolarising channel branches, we use two properties of the memoryless channel, namely the additivity of the memoryless depolarising channel \[46\], and the fact that the product-state capacity of the memoryless depolarising channel can be achieved using an ensemble containing any pair of orthogonal pure states. The latter is demonstrated in Section 3.3.

We demonstrate in Section 4.6 that we cannot extend the technique used in the proof for the periodic channel with depolarising channel branches to the amplitude-damping channel.

On the other hand, to prove the additivity of the product-state capacity of a convex combination of depolarising channels we only need the additivity of the Holevo capacity for the memoryless depolarising channel. This result can therefore be extended to include convex combinations of channels which have been proved to be additive in the memoryless case. These include the unital qubit channels \[51\] and the entanglement-breaking channel \[52\].

A convex combination of memoryless channels was discussed in \[63\] and can be described by a Markov chain which is aperiodic but not irreducible. Both channels are examples of a channel with long-term memory. See note on Markov chains and channel memory in Section 2.8.

We also consider the product-state capacity of a convex combination of a two depolarising channels, two amplitude-damping channels and a depolarising channel and an amplitude-damping channel. We show in the case of one depolarising channel and one amplitude-damping channel that the corresponding product-state capacity,
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which was shown in [3] to be given by the supremum of the minimum of the corresponding Holevo quantities, is not equal to the minimum of their product-state capacities.

4.2 Classical capacity

Using product-state encoding, i.e. encoding a message into a tensor product of $n$ quantum states on a finite-dimensional Hilbert space $\mathcal{H}$, each state can be transmitted over a quantum channel given by a completely positive trace-preserving (CPT) map $\Phi^{(n)}$ on $B(\mathcal{H}^{\otimes n})$. The associated capacity is known as the product-state capacity of the channel. See Section 2.6.

On the other hand, a block of input states could be permitted to be entangled over $n$ channel uses. The classical capacity is defined as the limit of the capacity for such $n$-fold entangled states divided by $n$, as $n$ tends to infinity. If the Holevo capacity of a memoryless channel is additive, then it is equal to the classical capacity of that channel and there is no advantage to using entangled input state codewords. The additivity conjecture for the Holevo capacity of most classes of memoryless channel remains open. However, the classical capacity of certain memoryless quantum channels have been shown to be additive (see [46, 51, 52], for example). On the other hand, there now exists an example of a memoryless channel for which the conjecture does not hold, see [8].

It was first shown in [29] that for some channels, it is possible to gain a higher rate of transmission by sending entangled states across multiple copies of a quantum
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channel. In general, allowing both entangled input states and output measurements and with an unlimited number of copies of the channel, the classical capacity of $\Phi$ is given by [64]

$$C(\Phi) = \lim_{n \to \infty} \frac{1}{n} \chi^*(\Phi^{(n)}) ,$$  \hspace{1cm} (4.2.1)

where

$$\chi^*(\Phi^{(n)}) = \sup_{\{\rho_j^{(n)}\}} \left[ S\left(\Phi^{(n)} \left( \sum_j p_j^{(n)} \rho_j^{(n)} \right) \right) - \sum_j p_j^{(n)} S\left(\Phi^{(n)}(\rho_j^{(n)}) \right) \right]$$  \hspace{1cm} (4.2.2)

denotes the Holevo capacity of the channel $\Phi^{(n)}$ with an $n$-fold input state ensemble.

The Holevo capacity of a channel $\Phi$ is said to be additive if the following holds for an arbitrary channel $\Psi$

$$\chi^*(\Phi \otimes \Psi) = \chi^*(\Phi) + \chi^*(\Psi) .$$  \hspace{1cm} (4.2.3)

In particular, if we can prove that the Holevo capacity of a particular channel is additive then

$$\chi^*(\Phi^{\otimes n}) = n \chi^*(\Phi) ,$$  \hspace{1cm} (4.2.4)

which implies that the classical capacity of the memoryless channel $\Phi^{\otimes n}$ is equal to the product-state capacity, that is,

$$C(\Phi) = \chi^*(\Phi) .$$  \hspace{1cm} (4.2.5)

This will imply that the classical capacity of that channel cannot be increased by entangling inputs across two or more uses of the channel.
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Here we use the additivity of the memoryless depolarising channel to prove Equation (4.2.5) for a periodic channel with depolarising channel branches and for a convex combination of depolarising channels (replacing the $\chi^*(\Phi)$ term in Equation (4.2.5) with the appropriate formula for calculating the product-state capacity for the particular channel).

4.3 The periodic channel

A periodic channel acting on an $n$-fold density operator has the form

$$\Omega^{(n)}_{\text{per}} (\rho^{(n)}) = \frac{1}{L} \sum_{i=0}^{L-1} (\Omega_i \otimes \Omega_{i+1} \otimes \cdots \otimes \Omega_{i+n-1}) (\rho^{(n)}) ,$$  \hspace{1cm} (4.3.1)

where $\Omega_i$ are CPT maps and the index is cyclic modulo the period $L$.

We denote the Holevo quantity for the $i$-th component $\Omega_i$ of the channel by $\chi_i(\{p_j, \rho_j\})$, i.e.

$$\chi_i(\{p_j, \rho_j\}) = S \left( \sum_j p_j \Omega_i (\rho_j) \right) - \sum_j p_j S (\Omega_i (\rho_j)) .$$  \hspace{1cm} (4.3.2)

Since there is a correlation between the noise affecting successive input states to the periodic channel (4.3.1), the channel is considered to have memory and the product-state capacity of the channel is no longer given by the supremum of the Holevo quantity. Instead, the product-state capacity of this channel is given by the
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following expression

\[ C_p(\Omega) = \frac{1}{L} \sup_{\{p_i, \rho_i\}} \sum_{i=0}^{L-1} \chi_i(\{p_i, \rho_i\}). \tag{4.3.3} \]

The proof of the above formula (direct part) is provided in Appendix B. The strong converse is discussed in Chapter 5.

Next, we introduce the depolarising channel and investigate the product-state capacity of a periodic channel with depolarising channel branches.

4.3.1 A periodic channel with depolarising channel branches

Recall that the \(d\)-dimensional quantum depolarising channel can be written as follows

\[ \Delta(\rho) = \lambda \rho + \frac{1 - \lambda}{d} I. \tag{4.3.4} \]

where \(\rho \in \mathcal{B}(\mathcal{H})\) and \(I\) is the \(d \times d\) identity matrix. Note that in order for the channel to be completely positive the parameter \(\lambda\) must lie within the range

\[ -\frac{1}{d^2 - 1} \leq \lambda \leq 1. \tag{4.3.5} \]

Output states from this channel have eigenvalues \((\lambda + \frac{1-\lambda}{d})\) with multiplicity 1 and \((\frac{1-\lambda}{d})\) with multiplicity \(d - 1\).
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The minimum output entropy of a channel $\Phi$ is defined by

$$S_{\text{min}}(\Phi) = \inf_{\rho} S(\Phi(\rho)).$$  \hspace{1cm} (4.3.6)

Using an ensemble containing orthogonal pure states, with uniform distribution, results in the average input state $\bar{\rho} = \frac{1}{d}$ and the product-state capacity of the depolarising channel is given by

$$\chi^*(\Delta_\lambda) = \log(d) - S_{\text{min}}(\Delta_\lambda),$$  \hspace{1cm} (4.3.7)

where the minimum entropy is also attained for any set of orthonormal vector states, and is given by

$$S_{\text{min}}(\Delta_\lambda) = -\left(\lambda + \frac{1 - \lambda}{d}\right) \log\left(\lambda + \frac{1 - \lambda}{d}\right)$$

$$- (d - 1) \left(\frac{1 - \lambda}{d}\right) \log\left(\frac{1 - \lambda}{d}\right).$$  \hspace{1cm} (4.3.8)

Next we show that the product-state capacity of a periodic channel with $L$ depolarising channel branches is given by the sum of the maximum of the Holevo quantities of the individual depolarising channels, in other words we show that

$$\frac{1}{L} \sup_{\{p_j, \rho_j\}} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}) = \frac{1}{L} \sum_{i=0}^{L-1} \sup_{\{p_j, \rho_j\}} \chi_i(\{p_j, \rho_j\}).$$  \hspace{1cm} (4.3.9)

Let $\Delta_{\lambda_1}, \Delta_{\lambda_2}, \cdots, \Delta_{\lambda_L}$ denote $d$-dimensional depolarising channels with respective error parameters $\lambda_1, \lambda_2, \cdots, \lambda_L$. Using the product-state capacity given by Equation (4.3.7) and since every depolarising channel can be maximised using a single ensemble of orthogonal pure states independently of the error parameter (as shown
in Section 3.3, the right-hand side of Equation (4.3.9) can be written as

$$\frac{1}{L} \sum_{i=0}^{L-1} \sup_{\{p_j, \rho_j\}} \chi_i(\{p_j, \rho_j\}) = 1 - \frac{1}{L} \left[ S_{\min}(\Delta_{\lambda_1}) + \cdots + S_{\min}(\Delta_{\lambda_L}) \right].$$  \hfill (4.3.10)

Clearly, the left-hand side of Equation (4.3.9) is bounded above by the right-hand side

$$\frac{1}{L} \sup_{\{p_j, \rho_j\}} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}) \leq \frac{1}{L} \sum_{i=0}^{L-1} \sup_{\{p_j, \rho_j\}} \chi_i(\{p_j, \rho_j\}).$$  \hfill (4.3.11)

On the other hand, choosing the ensemble to be an orthogonal basis of states with uniform probabilities, i.e. taking \{p_j, \rho_j\} to be the optimal-ensemble, we have

$$\frac{1}{L} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}) = 1 - \frac{1}{L} \sum_{i=0}^{L-1} S_{\min}(\Delta_{\lambda_i}).$$  \hfill (4.3.12)

We can now conclude that Equation (4.3.9) holds for a periodic channel with \(L\) depolarising branches of arbitrary dimension.

### 4.3.2 The classical capacity of a periodic channel

We now consider the classical capacity of the periodic channel, \(\Omega_{\text{per}}\), given by Equation (4.3.1), where \(\Omega_i = \Delta_{\lambda_i}\) are depolarising channels with dimension \(d\). Denote by \(\Psi^{(n)}_0, \ldots, \Psi^{(n)}_{L-1}\) the following product-channels

$$\Psi^{(n)}_i = \Delta_{\lambda_i} \otimes \cdots \otimes \Delta_{\lambda_{i+n-1}},$$  \hfill (4.3.13)

where the index \(i\) is taken modulo \(L\).
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We define a single use of the periodic channel, $\Omega_{\text{per}}$, to be the application of one of the depolarising maps $\Delta_{\lambda_i}$. If $n$ copies of the channel are available, then with probability $\frac{1}{L}$ one of the product branches $\Psi_{i \, (n)}$ will be applied to an $n$-fold input state.

We aim to prove the following theorem.

**Theorem 4.1.** The classical capacity of the periodic channel $\Omega_{\text{per}}$ with depolarising channel branches is equal to its product-state capacity,

$$ C(\Omega_{\text{per}}) = C_p(\Omega_{\text{per}}) = 1 - \frac{1}{L} \sum_{i=0}^{L-1} S_{\text{min}}(\Delta_{\lambda_i}). $$

To prove Theorem 4.1 we first need a relationship between the supremum of the Holevo quantity $\chi^*$ and the channel branches $\Psi_{i \, (n)}$. King [46] proved that the supremum of the Holevo quantity of the product channel $\Delta_{\lambda} \otimes \Psi$ is additive, where $\Delta_{\lambda}$ is a depolarising channel and $\Psi$ is a completely arbitrary channel, i.e.,

$$ \chi^* (\Delta_{\lambda} \otimes \Psi) = \chi^* (\Delta_{\lambda}) + \chi^* (\Psi). \quad (4.3.14) $$

It follows immediately that

$$ \chi^* (\Psi_{i \, (n)}) = \chi^* (\Delta_{\lambda_i}) + \chi^* (\Psi_{i+1 \, (n-1)}) $$

$$ = \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}) + \chi^* (\Psi_{i \, (n-L)}). \quad (4.3.15) $$

Next, we use this result to prove Theorem 1.
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Proof. The classical capacity of an arbitrary memoryless quantum channel $\Omega$ is given by

$$ C(\Omega) = \lim_{n \to \infty} \frac{1}{n} \sup_{\{p_j^{(n)}, \rho_j^{(n)}\}} \chi \left( \{ p_j^{(n)}, \Omega^{(n)}(\rho_j^{(n)}) \} \right). $$

(4.3.16)

In Section 4.3.1 we showed that the product-state capacity of the periodic channel $\Omega_{per}$, with depolarising channel branches denoted $\Delta_{\lambda_i}$, can be written as

$$ C_p(\Omega_{per}) = \frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}). $$

(4.3.17)

Using the product channels $\Psi_i^{(n)}(\rho_j^{(n)})$ defined by Equations (4.3.13), the periodic channel $\Omega_{per}$ can be written as

$$ \Omega_{per}^{(n)}(\rho_j^{(n)}) = \frac{1}{L} \sum_{i=0}^{L-1} \Psi_i^{(n)}(\rho_j^{(n)}). $$

(4.3.18)

Since it is clear that

$$ C(\Omega_{per}) \geq C_p(\Omega_{per}), $$

(4.3.19)

we concentrate on proving the inequality in the other direction.

First suppose that

$$ C(\Omega_{per}) \geq \frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}) + \epsilon, $$

(4.3.20)

for some $\epsilon > 0$. Then $\exists n_0$ such that if $n \geq n_0$, then

$$ \frac{1}{n} \sup_{\{p_j^{(n)}, \rho_j^{(n)}\}} \chi \left( \{ p_j^{(n)}, \Omega_{per}^{(n)}(\rho_j^{(n)}) \} \right) \geq \frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}) + \frac{\epsilon}{2}. $$

(4.3.21)

The supremum in Equation (4.3.21) is taken over all possible input ensembles.
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\{\rho_j^{(n)}, \rho_j^{(n)}\}. Therefore, for \( n \geq n_0 \), there exists an ensemble \{\rho_j^{(n)}\} such that

\[
\frac{1}{n} \chi \left( \left\{ \rho_j^{(n)}, \Omega_{\text{per}}^{(n)} (\rho_j^{(n)}) \right\} \right) \geq \frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}) + \frac{\epsilon}{2}, \tag{4.3.22}
\]

The Holevo quantity can be expressed as the average of the relative entropy of members of the ensemble with respect to the average ensemble state,

\[
\chi \left( \left\{ \rho_k, \rho_k \right\} \right) = \sum_k p_k S \left( \rho_k \left\| \sum_k p_k \rho_k \right. \right), \tag{4.3.23}
\]

where, \( S (A \left\| B) = \text{Tr} (A \log A) - \text{Tr} (A \log B) \), represents the relative entropy of \( A \) with respect to \( B \).

Vedral \[65\] has argued that the distinguishability of quantum states can be measured by the quantum relative entropy. Since the relative entropy is jointly convex in its arguments \[14\], it follows that the Holevo quantity of the periodic channel \( \Omega_{\text{per}} \) is also convex.

Therefore, by (4.3.18),

\[
\chi \left( \left\{ \rho_j^{(n)}, \Omega_{\text{per}}^{(n)} (\rho_j^{(n)}) \right\} \right) \leq \frac{1}{L} \sum_{i=0}^{L-1} \chi \left( \left\{ \rho_j^{(n)}, \Psi_i^{(n)} (\rho_j^{(n)}) \right\} \right). \tag{4.3.24}
\]

Using Equation (4.3.22) we thus have

\[
\frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta_{\lambda_i}) + \frac{\epsilon}{2} \leq \frac{1}{nL} \sum_{i=0}^{L-1} \chi \left( \left\{ \rho_j^{(n)}, \Psi_i^{(n)} (\rho_j^{(n)}) \right\} \right). \tag{4.3.25}
\]
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It follows that there is an index $i$ such that

$$\frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta \lambda_i) + \frac{\epsilon}{2} \leq \frac{1}{n} \chi \left( \left\{ p_j^{(n)}, \Psi_i^{(n)} \left( \rho_j^{(n)} \right) \right\} \right).$$

(4.3.26)

But Equation (4.3.15) implies that

$$\chi \left( \left\{ p_j^{(n)}, \Psi_i^{(n)} \left( \rho_j^{(n)} \right) \right\} \right) \leq \frac{1}{L} \sum_{i=0}^{L-1} \chi^* (\Delta \lambda_i).$$

(4.3.27)

Therefore the inequality (4.3.26) and hence the assumption made in Equation (4.3.20) cannot hold, and

$$C (\Omega_{per}) \leq C_p (\Omega_{per}).$$

(4.3.28)

The above equation together with Equation (4.3.19) yields the required result.

4.4 The classical capacity of a convex combination of memoryless channels

In [63] the product-state capacity of a convex combination of memoryless channels was determined. Given a finite collection of memoryless channels $\Phi_1, \ldots, \Phi_M$ with common input Hilbert space $\mathcal{H}$ and output Hilbert space $\mathcal{K}$, a convex combination of these channels is defined by the map

$$\Phi^{(n)} (\rho^{(n)}) = \sum_{i=1}^{M} \gamma_i \Phi_i^{\otimes n} (\rho^{(n)}),$$

(4.4.1)
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where \( \gamma_i, (i = 1, \ldots, M) \) is a probability distribution over the channels \( \Phi_1, \ldots, \Phi_M \). Thus, a given input state \( \rho^{(n)} \in \mathcal{B}(\mathcal{H}^{\otimes n}) \) is sent down one of the memoryless channels with probability \( \gamma_i \). This introduces long-term memory, and as a result the (product-state) capacity of the channel \( \Phi^{(n)} \) is no longer given by the supremum of the Holevo quantity. Instead, it was proved in [63] that the product-state capacity is given by

\[
C_p(\Phi) = \sup_{\{p_j, \rho_j\}} \left[ \bigwedge_{i=1}^M \chi(\{p_j, \Phi_i(\rho_j)\}) \right].
\] (4.4.2)

Again, let \( \Delta_{\lambda_i} \) be depolarising channels with parameters \( \lambda_i \), and let \( \Phi_{\text{rand}} \) denote the channel whose memoryless channel branches are given by \( \Lambda^{(n)}_i \) where

\[
\Lambda^{(n)}_i = \Delta_{\lambda_i}^{\otimes n}.
\] (4.4.3)

Since the capacity of the depolarising channel decreases with the error parameter the product-state capacity of \( \Phi_{\text{rand}} \) is given by

\[
C_p(\Phi_{\text{rand}}) = \bigwedge_{i=1}^M \chi^*(\Delta_{\lambda_i}) = \chi^* \left( \bigvee_{i=1}^M \lambda_i \right),
\] (4.4.4)

where

\[
\chi^*(\lambda) := \chi^*(\Delta_{\lambda}).
\] (4.4.5)

We aim to prove the following theorem.

**Theorem 4.2.** The classical capacity of a convex combination of depolarising chan-
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The classical capacity of a convex combination of memoryless channels is equal to its product-state capacity

\[ C(\Phi_{\text{rand}}) = C_p(\Phi_{\text{rand}}). \]

**Proof.** According to [63] the classical capacity of this channel can be written as follows

\[ C(\Phi_{\text{rand}}) = \lim_{n \to \infty} \frac{1}{n} \sup_{\{\rho_j^{(n)}\}} \bigwedge_{i=1}^{M} \chi\left(\{p_j^{(n)}, \Lambda^{(n)}_i(\rho_j^{(n)})\}\right). \quad (4.4.6) \]

Suppose that

\[ C(\Phi_{\text{rand}}) \geq \bigwedge_{i=1}^{M} \chi^*(\Delta_{\lambda_i}) + \epsilon, \quad (4.4.7) \]

for some \( \epsilon > 0. \)

Then \( \exists n_0, \) such that if \( n \geq n_0, \) then

\[ \frac{1}{n} \sup_{\{\rho_j^{(n)}\}} \bigwedge_{i=1}^{M} \chi\left(\{p_j^{(n)}, \Lambda^{(n)}_i(\rho_j^{(n)})\}\right) \geq \bigwedge_{i=1}^{M} \chi^*(\Delta_{\lambda_i}) + \epsilon. \quad (4.4.8) \]

Hence, for \( n \geq n_0 \) there exists an ensemble \( \{\rho_j^{(n)}\} \) such that

\[ \frac{1}{n} \bigwedge_{i=1}^{M} \chi\left(\{p_j^{(n)}, \Lambda^{(n)}_i(\rho_j^{(n)})\}\right) \geq \bigwedge_{i=1}^{M} \chi^*(\Delta_{\lambda_i}) + \epsilon. \quad (4.4.9) \]

But King [46] proved that the product state capacity of the depolarising channel is equal to its classical capacity, therefore

\[ \chi^*\left(\Lambda^{(n)}_i\right) = n \chi^*\left(\Delta_{\lambda_i}\right). \quad (4.4.10) \]
4.4. THE CLASSICAL CAPACITY OF A CONVEX COMBINATION OF MEMORYLESS CHANNELS

In other words, \( \chi \left( \{ p_j^{(n)} , \Lambda_i^{(n)} \left( \rho_j^{(n)} \right) \} \right) \) is bounded above by \( n \chi^* (\Delta_{\lambda_i}) \). Now, if \( i_0 \) is such that

\[
\bigwedge_{i=1}^{M} \chi^* (\Delta_{\lambda_i}) = \chi^* (\Delta_{\lambda_{i_0}}),
\]

(4.4.11)

then

\[
\frac{1}{n} \bigwedge_{i=1}^{M} \chi \left( \{ p_j^{(n)} , \Lambda_i^{(n)} \left( \rho_j^{(n)} \right) \} \right) \leq \chi \left( \{ p_j^{(n)} , \Lambda_{i_0}^{(n)} \left( \rho_j^{(n)} \right) \} \right) \leq \chi^* (\Delta_{\lambda_{i_0}}).
\]

(4.4.12)

Therefore

\[
\frac{1}{n} \bigwedge_{i=1}^{M} \chi \left( \{ p_j^{(n)} , \Lambda_i^{(n)} \left( \rho_j^{(n)} \right) \} \right) \leq \bigwedge_{i=1}^{M} \chi^* (\Delta_{\lambda_i}).
\]

(4.4.13)

This contradicts the assumption made by Equation (4.4.7) and therefore

\[
C (\Phi_{\text{rand}}) \leq \bigwedge_{i=1}^{M} \chi^* (\Delta_{\lambda_i}) = C_p (\Phi_{\text{rand}}).
\]

(4.4.14)

On the other hand, it is clear that \( C (\Phi_{\text{rand}}) \geq C_p (\Phi_{\text{rand}}) \), and therefore

\[
C (\Phi_{\text{rand}}) = C_p (\Phi_{\text{rand}}).
\]

\[\square\]

**Remark 5.** Note that, in contrast to the proof of Theorem 1, the proof above does not rely on the invariance of the maximising ensemble of the depolarising channel. The proof uses the additivity of the Holevo capacity of the depolarising channel (see Equation (4.4.10)) and the result can therefore be generalised to all channels for which the additivity of the Holevo capacity has been proved.
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Recall that it was shown in [3] that the product-state capacity of a convex combination of memoryless channels, denoted $\Phi^{(n)}$, is given by (4.4.2). Note that the following always holds

$$C_p(\Phi^{(n)}) \leq \bigwedge_{i=1}^M \chi_i^*.$$  \hspace{1cm} (4.5.1)

We investigate whether equality holds for the expression above in the following three cases: a convex combination of two depolarising channels, two amplitude-damping channels, and a convex combination of one depolarising and one amplitude-damping channel.

4.5.1 Two depolarising channels

In the case of a convex combination of two depolarising qubit channels $\Delta_{\lambda_i}(\rho) = (1 - \lambda_i)\rho + \lambda_i \left(\frac{I}{2}\right)$ with parameters $\lambda_1$ and $\lambda_2$, we have

$$C(\Phi^{(n)}_{\lambda_1, \lambda_2}) = \chi^*(\lambda_1) \wedge \chi^*(\lambda_2) = \chi^*(\lambda_1 \vee \lambda_2).$$  \hspace{1cm} (4.5.2)

Indeed, since the maximising ensemble for both channels is the same (see [3.3]), namely two projections onto orthogonal states, this also maximises the minimum $\chi_1 \wedge \chi_2$. 
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4.5.2 Two amplitude-damping channels

A convex combination of amplitude-damping channels is similar. In that case, the maximising ensemble does depend on the parameter $\gamma$, but as can be seen from Figure 3.3, for any $a$, $\chi_{AD}(a)$ decreases with $\gamma$, so $\chi(\gamma_1) \land \chi(\gamma_2) = \chi(\gamma_1 \lor \gamma_2)$ and we have again,

$$C(\Phi_{\gamma_1,\gamma_2}^{(n)}) = \chi^*(\gamma_1) \land \chi^*(\gamma_2) = \chi^*(\gamma_1 \lor \gamma_2).$$  (4.5.3)

The fact that $\chi_{AD}(a)$ decreases with $\gamma$ can be seen as follows. The derivative with respect to $\gamma$ is given by

$$\frac{\partial \chi}{\partial \gamma} = -(1 - a) \ln \frac{a + \gamma(1 - a)}{(1 - \gamma)(1 - a)} + \frac{(2\gamma - 1)(1 - a)^2}{x} \ln \frac{1 + x}{1 - x}. \quad (4.5.4)$$

For $\gamma \leq \frac{1}{2}$, both terms are negative if $\frac{a}{1 - a} > 1 - 2\gamma$. Otherwise, the first term is positive and we remark that

$$x \geq (1 - 2\gamma)(1 - a). \quad (4.5.5)$$

So that it suffices if

$$x > y = 1 - 2\gamma - 2a(1 - \gamma). \quad (4.5.6)$$

This is easily checked.

In the case $\gamma > \frac{1}{2}$, we need to show that

$$f(a, \gamma) = \ln \frac{a + \gamma(1 - a)}{(1 - \gamma)(1 - a)} - \frac{(2\gamma - 1)(1 - a)}{x} \ln \frac{1 + x}{1 - x} \geq 0. \quad (4.5.7)$$
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Now, if \( a = 0 \), then \( f(0, \gamma) = 0 \). The derivative is easily computed to be

\[
\frac{\partial f(a, \gamma)}{\partial a} = \frac{1 - \gamma}{a + \gamma(1 - a)} + \frac{1}{1 - a} + \frac{2\gamma - 1}{x^3} \ln \frac{1 + x}{1 - x} - \frac{2(2\gamma - 1)}{x^2}.
\]  (4.5.8)

This is positive since the first two terms are positive and the other two are bounded by

\[
\frac{2\gamma - 1}{x^3} \ln \frac{1 + x}{1 - x} - \frac{2(2\gamma - 1)}{x^2} \geq \frac{2\gamma - 1}{x^2} \left\{ \frac{1}{x} \ln \frac{1 + x}{1 - x} - 2 \right\} \geq 0.
\]  (4.5.9)

4.5.3 A depolarising channel & an amplitude-damping channel

We now investigate the product-state capacity of a convex combination of an amplitude-damping and a depolarising channel. Let \( \chi_1 \) and \( \chi_2 \) denote the Holevo quantity of the amplitude-damping and depolarising channels respectively. They are plotted in Figure 4.1 for \( \gamma, \lambda \leq 1 \). The plot in Figure 4.1 indicates that, for
certain values of $\gamma$ and $\lambda$ the maximiser for the amplitude-damping channel lies to the right of the intersection of $\chi_1(a)$ and $\chi_2(a)$, whereas that for the depolarising channel lies to the left. Indeed, keeping $\lambda$ fixed, we can increase $\gamma$ until the maximum of $\chi_{AD}(\gamma)$ lies above the graph of $\chi(\Delta \lambda)$. The two graphs then intersect at a value of $\lambda$ intermediate between $\frac{1}{2}$ and the maximiser for $\chi_{AD}$. This proves that the maximum of the minimum of the channels does not equal the minimum of the maximum of the channels.

4.6 The periodic channel with amplitude-damping
channel branches

Recall that the amplitude-damping channel acting on the state $\rho = \begin{pmatrix} a & b \\ \bar{b} & 1 - a \end{pmatrix}$ is given by

$$\Phi_{amp}(\rho) = \begin{pmatrix} a + (1 - a)\gamma & b\sqrt{1 - \gamma} \\ \bar{b}\sqrt{1 - \gamma} & (1 - a)(1 - \gamma) \end{pmatrix}. \quad (4.6.1)$$

Recall also the expression for the product-state capacity of the amplitude-damping channel,

$$\chi(\Phi_{amp}\{\{p_j, \rho_j\}\}) = S \left[ \sum_j \begin{pmatrix} p_j (a_j + (1 - a_j)\gamma) & p_j b_j \sqrt{1 - \gamma} \\ p_j \bar{b}_j \sqrt{1 - \gamma} & p_j(1 - a_j)(1 - \gamma) \end{pmatrix} \right] - \sum_j p_j S \begin{pmatrix} a_j + (1 - a_j)\gamma & b_j \sqrt{1 - \gamma} \\ \bar{b}_j \sqrt{1 - \gamma} & (1 - a_j)(1 - \gamma) \end{pmatrix}. \quad (4.6.2)$$
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In Section 3.1 we argued that the Holevo quantity for the amplitude-damping channel can be increased by replacing each pure state $\rho_j$ in the ensemble by itself and its mirror image, each with half the original probability. Let

$$\rho = \begin{pmatrix} a & b \\ \bar{b} & (1 - a) \end{pmatrix}, \quad \rho' = \begin{pmatrix} a & -b \\ -\bar{b} & (1 - a) \end{pmatrix}. \quad (4.6.3)$$

We now investigate whether the following equation holds for a periodic channel with two amplitude-damping channel branches

$$\frac{1}{2} \sup_{\{(p_j, \rho_j)\}} \left( \sum_{i=0}^{1} \chi_i(\{p_j, \rho_j\}) \right) = \frac{1}{2} \sum_{i=0}^{1} \left( \sup_{\{(p_j, \rho_j)\}} \chi_i(\{p_j, \rho_j\}) \right). \quad (4.6.4)$$

Note that, unlike the depolarising channel, the maximising ensemble for the amplitude damping channel does not, in general, consist of orthogonal pure states. Instead the maximising ensemble depends on the value of the error parameter.

Let $\gamma_0$ and $\gamma_1$ represent the error parameters for two amplitude-damping channels $\Phi_0$ and $\Phi_1$ respectively. We have argued that the Holevo quantity for the amplitude-damping channel can be increased using an ensemble containing two mirror image pure states each with probability $\frac{1}{2}$. Using this minimal ensemble we investigate both sides of Equation (4.6.4) for a periodic channel with two amplitude-damping channel branches.

Since the sum of two amplitude damping channels is convex, the corresponding Holevo quantity is maximised for a single parameter. The left hand side of Equation (4.6.4) will therefore be attained for a single $a_{max}$. 
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In other words, the maximising ensemble will contain two equiprobable states, and can be written as

\[
\frac{1}{2}\sup_{\{p_j, \varphi_j\}} \left( \sum_{i=0}^1 \chi_i \right) = \frac{1}{2} \left[ \chi^x (\gamma_0, \gamma_1, a = a_{max}) \right]
\]

\[
= \frac{1}{2} H_{\text{bin}}((1 - a_{max})(1 - \gamma_0))
+ \frac{1}{2} H_{\text{bin}}((1 - a_{max})(1 - \gamma_1))
- \frac{1}{2} \left[ S(\Phi_0(\rho_{a_{max}})) + S(\Phi_1(\rho_{a_{max}})) \right].
\]  

(4.6.5)

(4.6.6)

Note that given the eigenvalues for the amplitude-damping channel

\[
\lambda_{amp \pm} = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4\gamma(1 - \gamma)(1 - a)^2} \right),
\]  

(4.6.7)

again, we denote

\[
x = \sqrt{1 - 4\gamma(1 - \gamma)(1 - a)^2}.
\]  

(4.6.8)

Let \(\chi(\gamma_0, \gamma_1, a)\) denote the sum of the Holevo quantities of the two channels. The value for \(a_{max}\) can be determined by solving the following equation

\[
\frac{\partial \chi(\gamma_0, \gamma_1, a)}{\partial a} = \frac{1}{2} \left[ \frac{2\gamma_0(1 - \gamma_0)(1 - a)}{x_0} \ln \left( \frac{1 + x_0}{1 - x_0} \right) \right]
+ \frac{1}{2} \left[ \frac{2\gamma_1(1 - \gamma_1)(1 - a)}{x_1} \ln \left( \frac{1 + x_1}{1 - x_1} \right) \right]
+ \frac{1}{2} \left[ (1 - \gamma_0) \ln \left( \frac{(1 - a)(1 - \gamma_0)}{a + (1 - a)\gamma_0} \right) \right]
+ \frac{1}{2} \left[ (1 - \gamma_1) \ln \left( \frac{(1 - a)(1 - \gamma_1)}{a + (1 - a)\gamma_1} \right) \right]
= 0.
\]  

(4.6.9)
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The right hand side of Equation (4.6.4) cannot be obtained by a single $a_{\text{max}}$. Instead, the supremum for each channel will be attained at a different value of the input state parameter $a$. If we denote by $a_{\text{max}0}$ and $a_{\text{max}1}$ the state parameter that achieves the product-state capacity for the channels $\Phi_0$ and $\Phi_1$ respectively, then the right hand side of Equation (4.6.4) can be written as

$$\sum_{i=0}^{1} \left( \sup_{\{p_j, \rho_j\}} \chi_i \right) = (\chi^* (\gamma_0, a_{\text{max}0}) + \chi^* (\gamma_1, a_{\text{max}1}))$$

$$= S \left( \begin{array}{cc}
    a_{\text{max}0} + (1 - a_{\text{max}0}) \gamma_0 & 0 \\
    0 & (1 - a_{\text{max}0})(1 - \gamma_0)
\end{array} \right)$$

$$+ S \left( \begin{array}{cc}
    a_{\text{max}1} + (1 - a_{\text{max}1}) \gamma_1 & 0 \\
    0 & (1 - a_{\text{max}1})(1 - \gamma_1)
\end{array} \right)$$

$$- S \left( \Phi_0 (\rho_{a_{\text{max}0}}) \right) + S \left( \Phi_1 (\rho_{a_{\text{max}1}}) \right).$$

(4.6.10)

Let $\chi_0(a)$ and $\chi_1(a)$ denote the Holevo quantities of the channels $\Phi_0$ and $\Phi_1$, respectively. Denoting $x_{0,1} = \sqrt{1 - 4 \gamma_{0,1} (1 - \gamma_{0,1}) (1 - a^2)}$, the values for $a_{\text{max}0}$ and $a_{\text{max}1}$ can be determined by separately solving the following two equations

$$\frac{d\chi_0(a)}{da} = (1 - \gamma_0) \ln \left( \frac{(1 - a)(1 - \gamma_0)}{a + (1 - a)\gamma_0} \right)$$

$$+ \frac{2 \gamma_0 (1 - \gamma_0)(1 - a)}{x_0} \ln \left( \frac{1 + x_0}{1 - x_0} \right)$$

$$= 0$$

(4.6.11)
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\[
\frac{d\chi_1(a)}{da} = (1 - \gamma_1) \ln \left( \frac{(1-a)(1-\gamma_1)}{a + (1-a)\gamma_1} \right) + \frac{2\gamma_1(1 - \gamma_1)(1-a)}{x_1} \ln \left( \frac{1 + x_1}{1 - x_1} \right)
\]

\[= 0. \quad (4.6.12)\]

Let \( \chi^*_\text{avg}(\gamma_0, \gamma_1, a_{\text{max}0}, a_{\text{max}1}) \) denote the average of the supremum of the Holevo capacities of the channels \( \Phi_0 \) and \( \Phi_1 \)

\[\chi^*_\text{avg}(\gamma_0, \gamma_1, a_{\text{max}0}, a_{\text{max}1}) = \frac{1}{2} (\chi^*_0(a_{\text{max}0}) + \chi^*_1(a_{\text{max}1})). \quad (4.6.13)\]

It is not difficult to show that

\[\chi^*\left(\gamma_0 = 1, \gamma_1, a_{\text{max}}\right) = \chi^*_\text{avg}(\gamma_0 = 1, \gamma_1, a_{\text{max}0}, a_{\text{max}1}). \quad (4.6.14)\]

Similarly, we can show that

\[\chi^*\left(\gamma_0, \gamma_1 = 1, a_{\text{max}}\right) = \chi^*_\text{avg}(\gamma_0, \gamma_1 = 1, a_{\text{max}0}, a_{\text{max}1}).\]

Next, we let one of the error parameters equal zero. Taking \( \gamma_0 = 0 \), the expression \( \chi^*(\gamma_0, \gamma_1, a_{\text{max}}) \) becomes

\[\chi^*(\gamma_0 = 0, \gamma_1, a_{\text{max}}) = H_{\text{bin}}(a_{\text{max}1}) + H_{\text{bin}}((1 - a_{\text{max}1})(1 - \gamma_1)) - S(\Phi_1(\rho_{\text{max}})). \quad (4.6.15)\]
Denoting $\chi^*_\text{avg}(\gamma_0, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1})$ by $\chi^*_\text{avg}(\gamma_1)$ the right hand side becomes

$$
\chi^*_\text{avg}(\gamma_1) = H_{\text{bin}}(a_{\text{max}_1}) + H_{\text{bin}}((1 - a_{\text{max}_1})(1 - \gamma_1)) - S(\Phi_1(\rho_{\text{max}_1})).
$$

(4.6.16)

We will now show that

$$
\chi^*(\gamma_0 = 0, \gamma_1, a_{\text{max}}) < \chi^*_\text{avg}(\gamma_0 = 0, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1}).
$$

(4.6.17)

Clearly, $a_{\text{max}_1} = \frac{1}{2}$. To show that $a_{\text{max}} < a_{\text{max}_1}$, we must show that $\frac{d}{da} \sum_i \chi_i(a) < 0$ at $a = a_{\text{max}_1}$.

In other words, we want to show that

$$
\frac{d\chi_0(a)}{da} + \frac{d\chi_1(a)}{da} < 0
$$

(4.6.18)

at $a = \frac{1}{2}$.

For $\gamma_0 = 0$ the Holevo quantity of the channel $\Phi_0$ becomes

$$
\chi_0(a) = S \begin{pmatrix} a & 0 \\ 0 & (1 - a) \end{pmatrix} - S(\rho).
$$

(4.6.19)

But $\rho$ is a pure state and therefore $S(\rho) = 0$. Therefore, from Equation (4.6.11),

$$
\frac{d\chi_0(a)}{da} = \ln \left( \frac{(1 - a)}{a} \right).
$$

(4.6.20)
4.6. THE PERIODIC CHANNEL WITH AMPLITUDE-DAMPING CHANNEL BRANCHES

We have previously shown that the maximising state parameter for the amplitude-damping channel is achieved at \( a \geq \frac{1}{2} \). We are considering the case where \( \gamma_0 \neq \gamma_1 \), i.e. \( \gamma_1 \neq 0 \), therefore \( a_{\text{max}} > \frac{1}{2} \). The expression \( \chi_0(a) \) now represents the binary entropy, \( H(a) \), and is therefore maximised at \( a = \frac{1}{2} \). It was shown above that the entropy \( S(a) \) is a strictly concave function for \( \gamma_0 = 0 \) and \( \chi_0(a) \) is therefore decreasing at \( a = a_{\text{max}} \).

The capacity \( \chi_1(a) \) is achieved at \( a = a_{\text{max}} \). Therefore \( \frac{d\chi_1(a)}{da} \) is equal to zero at this point.

We can now conclude that \( \frac{d}{da} \sum_i \chi_i(a) < 0 \) when \( a = a_{\text{max}} \) and therefore

\[
\chi^*(\gamma_0 = 0, \gamma_1, a_{\text{max}}) < \chi_{\text{avg}}^*(\gamma_0 = 0, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1}).
\] (4.6.21)

We now show that an inequality exists between the expressions \( \chi^*(\gamma_0, \gamma_1, a_{\text{max}}) \) and \( \chi_{\text{avg}}^*(\gamma_0, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1}) \) for fixed \( \gamma_0 \), such that \( 0 < \gamma_0 < 1 \).

In Section 4.5.2 we proved that if \( \gamma_0 < \gamma_1 \), then \( \chi(\gamma_0) > \chi(\gamma_1) \) and therefore \( a_{\text{max}_0} < a_{\text{max}_1} \). Therefore, \( \frac{d\chi_0(a)}{da} < 0 \) at \( a = a_{\text{max}_1} \) and \( a_{\text{max}} < a_{\text{max}_1} \). Similarly, if \( \gamma_0 > \gamma_1 \), then \( a_{\text{max}_0} > a_{\text{max}_1} \) and \( \frac{d\chi_0(a)}{da} > 0 \) at \( a = a_{\text{max}_1} \) and \( a_{\text{max}} > a_{\text{max}_1} \).

As a result, \( a_{\text{max}} \) will always lie in between \( a_{\text{max}_0} \) and \( a_{\text{max}_1} \). We have previously shown that the Holevo quantity for the amplitude-damping channel is concave in its state parameter. Therefore \( a_{\text{max}} > \tilde{a} \), where \( \tilde{a} \) is the parameter value associated with \( \chi_{\text{avg}}^*(\gamma, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1}) \), i.e. \( \sum_i \sup_{a} \chi_i(a) = \chi_{\gamma_0,\gamma_1}(\tilde{a}) \). This proves that \( \chi^*(\gamma_0, \gamma_1, a_{\text{max}}) < \chi_{\text{avg}}^*(\gamma, \gamma_1, a_{\text{max}_0}, a_{\text{max}_1}) \).
4.7. SUMMARY

In conclusion, if $\gamma_0 = 1$ or $\gamma_1 = 1$, then $a_{\text{max}} = a_{\text{max}0}$ or $a_{\text{max}} = a_{\text{max}1}$ respectively and $\chi^*(\gamma_0, \gamma_1, a_{\text{max}}) = \chi^*_{\text{avg}}(\gamma, \gamma_1, a_{\text{max}1}, a_{\text{max}1})$. However, if $\gamma_0, \gamma_1 \neq 1$, then $\chi^*(\gamma_0, \gamma_1, a_{\text{max}}) < \chi^*_{\text{avg}}(\gamma, \gamma_1, a_{\text{max}1}, a_{\text{max}1})$. Therefore, in the case of a periodic channel with amplitude-damping channel branches

$$\frac{1}{2} \sup_{\{p_j, \rho_j\}} \left( \sum_{i=0}^{1} \chi_i(\{p_j, \rho_j\}) \right) \neq \frac{1}{2} \sum_{i=0}^{1} \left( \sup_{\{p_j, \rho_j\}} \chi_i(\{p_j, \rho_j\}) \right). \quad (4.6.22)$$

4.7 Summary

In summary, we have investigated the classical capacity of two particular quantum channels with memory, namely a periodic quantum channel and a random quantum channel. We have shown that in both cases the product state capacity of each channel is equal to its classical capacity. We can therefore conclude that entangled input state codewords do not enhance the classical capacity of these channels.

Next we showed that the formula for the product-state capacity of the periodic channel, which is given by the supremum of the average of the Holevo quantities for the channel branches, cannot be written as the average of the Holevo capacities evaluated for each channel branch, when the channel branches consist of amplitude damping channels. This result has an important implication in the next chapter.
Chapter 5

Strong converse to the channel coding theorem for a periodic quantum channel

We introduce the channel coding theorem and concentrate, in particular, on the strong converse to the coding theorem for quantum channels. We discuss the fact that the strong converse does not hold for the product-state capacity of the periodic channel introduced in Chapter 4 and we demonstrate a, so-called, “weakened” strong converse for this channel. See [66] for a survey of quantum coding theorems.

Remark 6. Wehner and König [67] recently proved the fully general strong converse theorem for a family of channels, that is, they proved that the strong converse theorem holds for a family of quantum channels even in the case when entangled state inputs are allowed.
5.1 Coding theorems and quantum channels

The channel coding theorem is comprised of two parts, namely the direct part of the theorem, which refers to the construction of the code, and the converse to the theorem. Shannon [7] proposed the theorem for classical channels and the first rigorous proof was provided by Feinstein [15].

The capacity of a quantum channel $\Phi$ provides a limit on the amount of information which can be transmitted reliably per channel use. The direct part of the quantum channel coding theorem states that using $n$ copies of the channel, we can code with exponentially small probability of error at a rate $R = \frac{1}{n} \log |\mathcal{M}|$ if and only if $R \leq C$, in the asymptotic limit, where $\mathcal{M}$ denotes the set of possible codewords to be transmitted. If the rate at which classical information is transmitted over a quantum channel exceeds the capacity of the channel, i.e. if $R > C$, then the probability of decoding the information correctly goes to zero in the number of channel uses. This is known as the strong converse to the channel coding theorem.

The strong converse to the channel coding theorem of a, so-called, classical quantum channel was proved independently by Winter [4] and by Ogawa and Nagaoka [68] using different methods. We will follow the method used by Winter, namely, the method of types which was used by Wolfowitz [69], to prove the strong converse for classical channels. See [23,70] for an introduction to the method of types.

We begin by introducing some notation. Recall that a memoryless channel is given by a completely positive trace-preserving map $\Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{K})$, where $\mathcal{B}(\mathcal{H})$ and $\mathcal{B}(\mathcal{K})$ denote the states on the input and output Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively.
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Equivalently, we can describe a so-called classical-quantum channel, usually denoted $W$, as a mapping from the classical message to the output state of the channel on $\mathcal{B}(\mathcal{K})$ as follows,

$$ W : \mathcal{X} \mapsto \mathcal{B}(\mathcal{K}), $$

(5.1.1)

where the message is first encoded into a sequence belonging the set $\mathcal{X}^n$, where $\mathcal{X}$ represents the input alphabet. The process is shown in Figure 5.1 [23].

We can combine the two mapping descriptions as follows. We wish to send classical information in the form of quantum states over a quantum channel $\Phi$. A (discrete) memoryless quantum channel, $\Phi$, carrying classical information can be thought of as a map from a (finite) set, or alphabet, $\mathcal{X}$ into $\mathcal{B}(\mathcal{K})$, taking each $x \in \mathcal{X}$ to $\Phi_x = \Phi(\rho_x)$, where the input state to the channel is given by $\{\rho_x\}_{x \in \mathcal{X}}$ and each $\rho_x \in \mathcal{B}(\mathcal{H})$. Let $d = \text{dim}(\mathcal{H})$ and $a = |\mathcal{X}|$.

For a probability distribution $P$ on the input alphabet $\mathcal{X}$, the average output state of a channel $\Phi$ is given by

$$ P\sigma = \sum_{x \in \mathcal{X}} P(x)\Phi(\rho_x). $$

(5.1.2)

The conditional von Neumann entropy of $\Phi$ given $P$ as defined by

$$ S(\Phi|P) = \sum_{x \in \mathcal{X}} P(x)S(\Phi(\rho_x)), $$

(5.1.3)

and the mutual information between the probability distribution $P$ and the channel $\Phi$ is defined as follows,

$$ I(P; \Phi) = S(P\sigma) - S(\Phi|P), $$

(5.1.4)
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The product-state capacity of the channel \( \Phi \) is given by the maximum of the mutual information (Equation 5.1.4), taken over all possible probability distributions \( P \), i.e.

\[
\chi^*(\Phi) = \max_P I(P; \Phi).
\] (5.1.5)

An \( n \)-block code for a quantum channel \( \Phi \) is a pair \((C^n, E^n)\), where \( C^n \) is a mapping from a finite set of messages \( \mathcal{M} \), of length \( n \), into \( \mathcal{X}^n \), i.e. a sequence \( x^n \in \mathcal{X} \) is assigned to each of the \( |\mathcal{M}| \) messages, and \( E^n \) is a POVM, i.e. a quantum measurement, on the output space \( \mathcal{K}^\otimes n \) of the channel \( \Phi_x^{(n)} \). This process is depicted in Figure 5.1 below.

![Diagram](image)

Figure 5.1: Transmission over a classical-quantum channel.

The maximum error probability of the code \((C^n, E^n)\) is defined as

\[
p_e(C^n, E^n) = \max\{1 - \text{Tr}(\Phi_x^{(n)}E_m^n) : m \in \mathcal{M}\}.
\] (5.1.6)

The code \((C^n, E^n)\) is called an \((n, \lambda)\)-code, if \( p_e(C^n, E^n) \leq \lambda \). The maximum size \( |\mathcal{M}| \) of an \((n, \lambda)\)-code is denoted \( N(n, \lambda) \).
5.2. Method of types

Next we employ a technique known as the method of types [70] to exploit the properties of variance-typical sequences, leading to a sharp bound on the rate at which quantum information can be reliably transmitted over a memoryless quantum channel. This is achieved through the strong converse theorem.

Define a finite alphabet $\mathcal{X}$ and sequences $x^n = x_1, \ldots, x_n \in \mathcal{X}^n$ and let

$$N(x|x^n) = \left| \{i \in \{1, \ldots, n\} : x_i = x \} \right|$$

(5.2.1)

for $x \in \mathcal{X}$.

The type of the sequence $x^n$ is given by the empirical distribution $P_{x^n}$ on $\mathcal{X}$ such that

$$P_{x^n}(x) = \frac{N(x|x^n)}{n}.$$  

(5.2.2)

Clearly, the number of types is upper bounded by $(n + 1)^a$, where $a = |\mathcal{X}|$.

Now define the set of variance-typical sequences of length $n$ and of approximate type $P$, for $\delta \geq 0$, as follows

$$\mathcal{T}_{P,\delta}^n = \{x^n \in \mathcal{X} : \forall x \in \mathcal{X} \mid |N(x|x^n) - nP(x)| \leq \delta \sqrt{n} \sqrt{P(x)(1 - P(x))} \}.$$  

(5.2.3)

A set of type $P$ (rather than approximate type P) is denoted $\mathcal{T}_{P,0}^n$, i.e. $\delta = 0$. 
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Next we state the channel coding theorem for memoryless quantum channels. We obtain the theorem by combining the direct part, given by Theorem 5.2, and the strong converse, given by Theorem 5.3. The theorem is stated below.

**Theorem 5.1.** (Coding theorem for memoryless quantum channels)

For every \( \lambda \in (0, 1) \) there exists a constant \( K(\lambda, a, d) \) such that for all memoryless quantum channels \( \Phi \),

\[
| \log N(n, \lambda) - n \chi^*(\Phi) | \leq K(\lambda, a, d) \sqrt{n}. \tag{5.3.1}
\]

The direct part of the coding theorem for memoryless quantum channels is given by the following theorem. It was proved by Holevo [1] and Schumacher and Westmoreland [2], who built of the ideas of Hausladen et al. [3].

**Theorem 5.2.** (Code construction)

Given \( \epsilon > 0 \), there exists \( n_0 \in \mathbb{N} \), such that for all \( n \geq n_0 \) there exists \( N(n, \epsilon) = N_n \geq 2^{n(\chi^*(\Phi) - \epsilon)} \), and there exist product states \( \rho_1^{(n)}, \ldots, \rho_{N_n}^{(n)} \in \mathcal{B}(\mathcal{H}^{\otimes n}) \) and positive operators \( E_1^{(n)}, \ldots, E_{N_n}^{(n)} \in \mathcal{B}(\mathcal{K}^{\otimes n}) \), such that \( \sum_{m=1}^{N_n} E_m^{(n)} \leq I_n \) and

\[
\text{Tr} \left( \Phi^{(n)} \left( \rho_m^{(n)} \right) E_m^{(n)} \right) > 1 - \epsilon, \tag{5.3.2}
\]

for each \( m \).

The following lemmas are required in order to prove the strong converse theorem.
for a memoryless quantum channel (Theorem 5.3). To make the proof more clear, we provide a “map” to the proof in Figure 5.2.

We start with some definitions. We first define the trace norm for an operator $A$ as follows,

$$
||A||_1 = \text{Tr} \sqrt{A^*A}.
$$

(5.3.3)

If $A$ is Hermitian, i.e. if $A = A^*$, then

$$
||A||_1 = \text{Tr}|A|,
$$

(5.3.4)

and the trace norm of $A$ can therefore be written as the trace of the difference of projection operators $\Pi^+$ and $\Pi^-$, where $\Pi^\pm$ are the projections onto the eigenspace of $A$ corresponding to all non-negative and all negative eigenvalues of $A$, i.e.

$$
||A||_1 = \text{Tr} (\Pi^+ A - \Pi^- A).
$$

(5.3.5)
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More precisely, if $A$ has spectral decomposition,

$$A = \sum_{i=1}^{d} \lambda_i |u_i\rangle \langle u_i|,$$

(5.3.6)

and therefore

$$|A| = \sum_{i=1}^{d} |\lambda_i||u_i\rangle \langle u_i|,$$

(5.3.7)

then the projections $\Pi^\pm$ can be expressed as follows

$$\Pi^+ = \sum_{\lambda_i \geq 0} |u_i\rangle \langle u_i| \quad \Pi^- = \sum_{\lambda_i < 0} |u_i\rangle \langle u_i|.$$  

(5.3.8)

Next, for a state $\rho$ we choose a diagonalisation

$$\rho = \sum_{j} R(j) \pi_j.$$  

(5.3.9)

Clearly the list of eigenvalues $R(j)$ form a probability distribution and therefore $S(\rho) = H(R)$, where $S(\cdot)$ represents the von Neumann entropy of a state and $H(\cdot)$ represents the Shannon entropy of a probability distribution.

We can now define the variance-typical projector of the state $\rho$ with constant $\delta \geq 0$ as follows,

$$\Pi^{\eta}_{\rho,\delta} = \sum_{j^n \in T^n_{\rho,\delta}} \pi_{j_1} \otimes \cdots \otimes \pi_{j_n}.$$  

(5.3.10)

An operator $0 \leq B \leq 1$, is said to be an $\eta$-shadow of the state $\rho$ if

$$\text{Tr}(\rho B) \geq \eta.$$  

(5.3.11)
The following lemma provides bounds on an operator $\Lambda$ with the constraint $0 \leq \Lambda \leq 1$. These bounds will be used to prove subsequent lemmas.

**Lemma 5.3.1.** Let $0 \leq \Lambda \leq 1$ and $\rho$ a state commuting with $\Lambda$ such that for some $\lambda, \mu_1, \mu_2 > 0$, and let the following relations hold

$$\text{Tr}(\rho \Lambda) \geq 1 - \lambda \quad \text{and} \quad \mu_1 \Lambda \leq \sqrt{\Lambda \rho \sqrt{\Lambda}} \leq \mu_2 $$

Then we obtain the following bounds

$$(1 - \lambda) \mu_2^{-1} \leq \text{Tr}(\Lambda) \leq \mu_1^{-1},$$

and for an $\eta$-shadow $B$ of $\rho$,

$$\text{Tr}(B) \geq (\eta - \lambda) \mu_2^{-1}.$$

**Proof.** We first show that $(1 - \lambda) \mu_2^{-1} \leq \text{Tr}(\Lambda) \leq \mu_1^{-1}$. Using the inequalities $\text{Tr}(\rho \Lambda) \geq 1 - \lambda$ and $\sqrt{\Lambda \rho \sqrt{\Lambda}} \leq \mu_2$,

$$\text{Tr}(\Lambda) \geq \mu_2^{-1}(1 - \lambda).$$

Next, using $\text{Tr}(\rho \Lambda) \leq 1$ and $\text{Tr}(\rho \Lambda) \geq \mu_1 \text{Tr}(\Lambda)$,

$$\text{Tr}(\Lambda) \leq \mu_1^{-1}.$$
Finally, we show Equation (5.3.14), as follows

\[
\mu_2 \text{Tr}(B) \geq \text{Tr}(\mu_2 \Lambda B) \\
\geq \text{Tr}(\sqrt{\Lambda} \rho \sqrt{\Lambda} B) \\
= \text{Tr}(\rho B) - \text{Tr}((\rho - \sqrt{\Lambda} \rho \sqrt{\Lambda}) B) \\
\geq \eta - \|\rho - \sqrt{\Lambda} \rho \sqrt{\Lambda}\|_1 \\
= \eta - (\text{Tr}(\rho) - \text{Tr}(\rho \Lambda)) \\
\geq \eta - \lambda. 
\] (5.3.17)

The first inequality above is due to \( \Lambda \leq 1 \), the second one is due to \( \mu_2 \Lambda \geq \sqrt{\Lambda} \rho \sqrt{\Lambda} \).

The next inequality holds since \( \text{Tr}(\rho B) \geq \eta \) and \( 0 \leq B \leq 1 \) and the final one is by \( \text{Tr}(\rho \Lambda) \geq 1 - \lambda \).

Next define \( K = 2(\log(e)/e) \). When calculating \( P_{x^n}(x) \) (Equation (5.2.2)) for a particular symbol \( x \) we are interested in whether or not the symbol \( x \) appears in the sequence \( x^n \). We therefore define Bernoulli random variables \( X_i \) taking the value 1 if and only if \( x_i = x \), with probability \( P(x) \).

**Lemma 5.3.2.** For every state \( \rho \) and positive integer \( n \), the following three inequalities hold.

**Firstly,** the probability that the state \( \rho^\otimes n \) is typical, with respect to the set of variance typical sequences \( T_{R,\delta}^n \), is given by

\[
\text{Tr}(\rho^\otimes n \Pi_{\rho,\delta}^n) \geq 1 - \frac{d}{\delta^2}. 
\] (5.3.18)

87
5.3. THEOREMS AND LEMMAS

Secondly, the following relation holds,

\[ \Pi^n_{\rho,\delta} \rho \otimes^n \Pi^n_{\rho,\delta} \geq \Pi^n_{\rho,\delta} 2^{(-nS(\rho) - Kd\delta \sqrt{n})}. \]  \hfill (5.3.19)

The above bound will be used directly to prove both Lemma 5.3.3 and the strong converse theorem.

Finally, the size of the projection \( \Pi^n_{\rho,\delta} \) is upper bounded as follows,

\[ \text{Tr}(\Pi^n_{\rho,\delta}) \leq 2^{(nS(\rho) + Kd\delta \sqrt{n})}. \]  \hfill (5.3.20)

**Proof.** Observe that,

\[ \text{Tr}(\rho \otimes^n \Pi^n_{\rho,\delta}) = R \otimes^n (T^n_{R,\delta}). \]  \hfill (5.3.21)

Chebyshev’s inequality states that,

\[ P \left( \left| X - \mu \right| \geq k\sigma \right) \leq \frac{1}{k^2}, \]  \hfill (5.3.22)

where \( X \) is a random variable, \( \mu \) is the associated mean, \( k > 0 \) and \( \sigma^2 \) is the variance of \( X \) with respect to \( \mu \).

The set of variance typical sequences \( T^n_{R,\delta} \) (Equation (5.2.3)) is the intersection of \( d = \dim(\mathcal{H}) \) events. For each \( j \) (appearing in the sum in Equation (5.3.9)), the random variable \( X = \frac{N(j)}{n} = \frac{1}{n} \sum_{i=1}^{n} \delta_{j,i} \) must deviate from its expectation \( R(j) \) by at most \( \frac{\delta \sqrt{R(j)(1-R(j))}}{\sqrt{n}} \), by definition of \( T^n_{R,\delta} \).
Using Chebyshev’s inequality,

\[
P\left(\left|\frac{N(j|j^n)}{n} - R(j)\right| \geq \delta \sqrt{\frac{R(j)(1 - R(j))}{n}}\right) \leq \frac{1}{\delta^2},
\]

(5.3.23)

for a given \(j\). Therefore, the union of \(d\) such events is less than or equal to \(\frac{d}{\delta^2}\). But \(\mathcal{T}_{R,\delta}^n\) is the intersection of the complementary events, therefore

\[
P^{\otimes n}(\mathcal{T}_{R,\delta}^n) \geq 1 - \frac{d}{\delta^2}.
\]

(5.3.24)

Let \(\pi^n = \pi_{j_1} \otimes \cdots \otimes \pi_{j_n}\) be one of the eigenprojections of the tensor product state \(\rho^{\otimes n}\) constituting \(\Pi_{\rho,\delta}^n\). Then,

\[
\text{Tr}(\rho^{\otimes n} \pi^n) = R(j_1) \cdots R(j_n) = \prod_{j=1}^{d} R(j)^{N(j|j^n)},
\]

(5.3.25)

and given \(|N(j|j^n) - nR(j)| \leq \delta \sqrt{n} \sqrt{R(j)(1 - R(j))}\),

\[
\left| - \log \text{Tr}(\rho^{\otimes n} \pi^n) - nS(\rho) \right| = \left| \sum_j \left( -N(j|j^n) \log R(j) - nS(\rho) \right) \right|
\]

\[
= \left| \sum_j \left( -N(j|j^n) \log R(j) + nR(j) \log R(j) \right) \right|
\]

\[
\leq \sum_{j=1}^{d} \log R(j) \left| N(j|j^n) \log R(j) - nR(j) \right|
\]

\[
\leq \sum_{j=1}^{d} \left( -\delta \sqrt{n} \sqrt{R(j)} \log R(j) \right)
\]

\[
= -2\delta \sqrt{n} \sum_{j=1}^{d} \sqrt{R(j)} \log \sqrt{R(j)}
\]

\[
\leq Kd \delta \sqrt{n},
\]

(5.3.26)
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since \(-2\sqrt{R(j)} \log \sqrt{R(j)} \leq K\). Therefore

\[
2(-nS(\rho) - Kd\sqrt{n}) \leq \text{Tr}(\rho^\otimes n \pi^n) \leq 2(-nS(\rho) + Kd\sqrt{n}).
\]  \hfill (5.3.27)

We have \(\Pi_n \rho,\delta = \sum_{j \in T_{n,\delta}} \pi_{j_1} \otimes \cdots \otimes \pi_{j_n}\) and \(\rho = \sum_j R(j)\pi_j\), therefore using Equation (5.3.25) and the lower bound on \(\text{Tr}(\rho^\otimes n \pi^n)\) i.e. \(\text{Tr}(\rho^\otimes n \pi^n) \geq 2(-nS(\rho) - Kd\sqrt{n})\), we obtain the following,

\[
\Pi_n^\rho \otimes \Pi_n^\pi = \sum_{j^n \in T_{n,\delta}} (\pi_{j_1} \otimes \cdots \otimes \pi_{j_n}) \rho^\otimes n \sum_{j^n \in T_{n,\delta}} (\pi_{j_1} \otimes \cdots \otimes \pi_{j_n})
\]

\[
= \sum_{j^n \in T_{n,\delta}} \prod_j R(j)^{N(jj^n)} (\pi_{j_1} \otimes \cdots \otimes \pi_{j_n})
\]

\[
= \sum_{j^n \in T_{n,\delta}} \text{Tr}(\rho^\otimes n \pi^n) (\pi_{j_1} \otimes \cdots \otimes \pi_{j_n})
\]

\[
\geq \sum_{j^n \in T_{n,\delta}} 2(-nS(\rho) - Kd\sqrt{n}) (\pi_{j_1} \otimes \cdots \otimes \pi_{j_n})
\]

\[
= \Pi_n^\rho (-nS(\rho) - Kd\sqrt{n}).
\]  \hfill (5.3.28)

Therefore by Lemma 5.3.1 (taking \(\mu_1 = 2(-nS(\rho) - Kd\sqrt{n})\)),

\[
\text{Tr}(\Pi_n^\rho) \leq 2(nS(\rho) + Kd\sqrt{n}).
\]  \hfill (5.3.29)

\[\square\]

We now fix diagonalisations \(\Phi_x = \sum_{j=1}^d Q(j | x) \langle \pi_x \rangle_j\), where \(Q(\cdot | \cdot)\) is a stochastic matrix, and define the conditional variance-typical projector of \(\Phi\)
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given \( x^n \) with constant \( \delta \) to be

\[
\Pi_{\Phi, \delta}^n(x^n) = \bigotimes_{x \in \mathcal{X}} \Pi_{\Phi_x, \delta}^I
\]

where \( I_x = \{ i \in \{1, \ldots, n\} : x_i = x \} \). With \( \Phi_{x^n}^{(n)} = \Phi_{x_1} \otimes \Phi_{x_2} \otimes \cdots \otimes \Phi_{x_n} \), we then have the following lemma,

**Lemma 5.3.3.** For all \( x^n \in \mathcal{X}^n \) of type \( P \), the probability that the output state \( \Phi_{x^n}^{(n)} \) is typical with respect to the conditional variance-typical sequences \( \mathcal{T}_{Q, \delta}^I \), is bounded below as follows

\[
\text{Tr} \left( \Phi_{x^n}^{(n)} \Pi_{\Phi, \delta}^n(x^n) \right) \geq 1 - \frac{ad}{\delta^2},
\]

and with \( \Pi^n = \Pi_{\Phi, \delta}^n(x^n) \) the following inequality holds, and will subsequently be used to prove Lemma 5.3.4 and the strong converse theorem,

\[
\Pi^n \Phi_{x^n}^{(n)} \Pi^n \leq n 2^{-n S(\Phi|P) + Kd \sqrt{\delta} \sqrt{n}}.
\]

Every \( \eta \)-shadow \( B \) of \( \Phi_{x^n}^{(n)} \) satisfies,

\[
\text{Tr}(B) \geq \left( \eta - \frac{ad}{\delta^2} \right) 2^{(n S(\Phi|P) - Kd \sqrt{\delta} \sqrt{n})}.
\]

**Proof.** The first inequality (5.3.31), is obtained by applying Lemma 5.3.2 \( a \) times.

The inequality given by expression (5.3.33) follows from the inequalities (5.3.31) and (5.3.32), using Lemma 5.3.1. Next we prove the inequality (5.3.32). Using
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\[ \Pi^n_{\Phi, \delta}(x^n) = \bigotimes_{x \in \mathcal{X}} \Pi^n_{\Phi_x, \delta}, \]
we have,

\[ \Pi^n \Phi^{(n)} \Pi^n = \bigotimes_{x \in \mathcal{X}} \Pi^n_{\Phi_x, \delta} \bigotimes_{x \in \mathcal{X}} \Pi^n_{\Phi_x, \delta} \]
\[ = \bigotimes_{x \in \mathcal{X}} \sum_{j^I \in T_{Q, \delta}^I} (\pi_{j_1} \otimes \cdots \otimes \pi_{j_{I_x}}) \Phi^{(I_x)} \sum_{j^I \in T_{Q, \delta}^I} (\pi_{j_1} \otimes \cdots \otimes \pi_{j_{I_x}}) \]
\[ = \bigotimes_{x \in \mathcal{X}} \sum_{j^I \in T_{Q, \delta}^I} Q(j^I | x) \cdots Q(j_{I_x} | x) (\pi_{j_1} \otimes \cdots \otimes \pi_{j_{I_x}}) \]
\[ = \bigotimes_{x \in \mathcal{X}} \sum_{j^I \in T_{Q, \delta}^I} \prod_{j=1}^d Q(j^I | x) N(j^I | x^I) (\pi_{j_1} \otimes \cdots \otimes \pi_{j_{I_x}}), \quad (5.3.34) \]

but, since \( j^I \in T_{Q, \delta}^I \), and \( Q(j^I | x) < 1 \)

\[ N(j^I | x^I) \geq |I_x| Q(j^I | x) - \delta \sqrt{|I_x|} \sqrt{Q(j^I | x)}, \quad (5.3.35) \]

and therefore

\[ \Pi^n \Phi^{(n)} \Pi^n \leq \bigotimes_{x \in \mathcal{X}} \sum_{j^I \in T_{Q, \delta}^I} \prod_{j=1}^d Q(j^I | x) N(j^I | x^I) (\pi_{j_1} \otimes \cdots \otimes \pi_{j_{I_x}}). \quad (5.3.36) \]

Recall that we are assuming \( x^n \) to be of type \( P \), therefore \( |I_x| = nP(x) \) and

\[ \sum_{x \in \mathcal{X}} \sum_{j=1}^d 2|I_x| Q(j^I | x) \log Q(j^I | x) = \sum_{x \in \mathcal{X}} \sum_{j=1}^d 2^n P(x) Q(j^I | x) \log Q(j^I | x) \]
\[ = \sum_{x \in \mathcal{X}} 2^{-nP(x) S(\Phi_x)}, \quad (5.3.37) \]

and

\[ 2^{-2\delta \sqrt{|I_x|} \sqrt{Q(j^I | x)} \log \sqrt{Q(j^I | x)}} \leq 2^{K \delta \sqrt{|I_x|}}. \quad (5.3.38) \]
Using the Cauchy-Schwartz inequality

\[ |\langle a | b \rangle| \leq ||a||_2 \cdot ||b||_2 \]  (5.3.39)

i.e. \((\sum_k a_k b_k)^2 \leq (\sum_k a_k^2)(\sum_k b_k^2)\) it is clear that \(\sum_{x \in X} \sqrt{|I_x|} \leq \sqrt{an}\) and therefore,

\[
\Pi^n \Phi^{(n)}_{x^n} \Pi^n \leq \sum_{x \in X} \sum_{j \in \mathcal{T}^n_{Q,\delta}} 2^{-nP(x)S(\Phi_x) + K d \delta \sqrt{|I_x|}} \\
\leq \Pi^n 2^{-nS(\Phi|P) + K d \delta \sqrt{a_n}},
\]  (5.3.40)

as required.

Now we can use Lemma 5.3.1 taking \(\Lambda = \Pi^n_{\Phi,\delta}(x^n)\) and \(\rho = \Phi^{(n)}_{x^n}\). We can therefore conclude, using \(\text{Tr}(B) \geq (\eta - \lambda)\mu_2^{-1}\) from Lemma 5.3.1 that

\[
\text{Tr}(B) \geq \left( \eta - \frac{ad}{\delta^2} \right) 2^{(nS(\Phi|P) - K d \delta \sqrt{a_n})}. \]  (5.3.41)

\[ \square \]

**Lemma 5.3.4.** Let \(x^n\) be of type \(P\). Then, the probability that the output state \(\Phi^{(n)}_{x^n}\) is typical with respect to the variance typical projection \(\Pi^n_{P,\delta,\sqrt{\sigma}}\) is lower bounded as follows,

\[
\text{Tr} \left( \Phi^{(n)}_{x^n} \Pi^n_{P,\delta,\sqrt{\sigma}} \right) \geq 1 - \frac{ad}{\delta^2}. \]  (5.3.42)

**Proof.** First diagonalise

\[
P \sigma = \sum_{j=1}^{d} q_j \pi_j \]  (5.3.43)
and define the CPT map $\Psi : B(\mathcal{H}) \mapsto B(\mathcal{K})$ by,

$$\Psi(\omega) = \sum_{j=1}^{d} \bar{\pi}_j \omega \pi_j.$$  \hspace{1cm} (5.3.44)

We now show the following,

$$\Pi_{\psi,\delta,\pi}^n \geq \Pi_{\Psi,\delta}^n(x^n).$$ \hspace{1cm} (5.3.45)

Let $\bar{\pi}^n = \bar{\pi}_{j_1} \otimes \cdots \otimes \bar{\pi}_{j_n}$ be one of the product states comprising

$$\Psi_{\Phi} = \sum_{j=1}^{d} q(j|x) \pi_j$$ \hspace{1cm} (5.3.46)

and consequently

$$\Pi_{\Psi,\delta}^n(x^n) = \bigotimes_{x \in \mathcal{X}} \Pi_{\Psi,\delta}^n(x^n)$$ \hspace{1cm} (5.3.47)

and

$$\left| N(j|x^n) - |I_x| q_{j|x} \right| \leq \delta \sqrt{|I_x|} \sqrt{q_{j|x} (1 - q_{j|x})}.$$ \hspace{1cm} (5.3.48)

Since $x^n$ is of type $P$ we have $|I_x| = nP(x)$ and $q_j = \sum_{x \in \mathcal{X}} P(x)q_{j|x}$, then

$$\left| N(j^n) - nq_j \right| \leq \sum_{x \in \mathcal{X}} \left| N(j|x^n) - |I_x| q_{j|x} \right|$$

$$\leq \sum_{x \in \mathcal{X}} \delta \sqrt{n} \sqrt{P(x)} \sqrt{q_{j|x} (1 - q_{j|x})}$$

$$\leq \delta \sqrt{n} \sqrt{a} \sqrt{\sum_{x \in \mathcal{X}} P(x)q_{j|x} (1 - q_{j|x})}$$

$$\leq \delta \sqrt{n} \sqrt{a} \sqrt{q_j (1 - q_j)}.$$ \hspace{1cm} (5.3.49)
using the Cauchy-Schwartz inequality and concavity of $x \mapsto x(1-x)$ and $q_j = \sum_{x \in \mathcal{X}} P(x)q_j|x$.

We can conclude that $\bar{\pi}^n = \bar{\pi}^{j_1} \otimes \cdots \otimes \bar{\pi}^{j_n}$ contributes to $\Pi^\sigma_{P,\delta,\sqrt{\alpha}}$ and therefore $\Pi^\sigma_{P,\delta,\sqrt{\alpha}} \geq \Pi^\sigma_{\Psi,\phi}(x^n)$, as required.

Using the definition of the CPT map $\Psi$ given by Equation (5.3.44) and the trace preserving property of quantum channels, we obtain the following

$$\begin{align*}
\text{Tr}(\Phi^{(n)}_{x^n} \Pi^\sigma_{P,\delta,\sqrt{\alpha}}) &= \text{Tr}(\Psi^{\otimes n}(\Phi^{(n)}_{x^n} \Pi^\sigma_{P,\delta,\sqrt{\alpha}})) \\
&= \text{Tr} \left( \sum (\bar{\pi}^{j_1} \otimes \cdots \otimes \bar{\pi}^{j_n}) \Phi^{(n)}_{x^n} \Pi^\sigma_{P,\delta,\sqrt{\alpha}} (\bar{\pi}^{j_1} \otimes \cdots \otimes \bar{\pi}^{j_n}) \right) \\
&= \text{Tr} \left( \sum (\bar{\pi}^{j_1} \otimes \cdots \otimes \bar{\pi}^{j_n}) \Phi^{(n)}_{x^n} (\bar{\pi}^{j_1} \otimes \cdots \otimes \bar{\pi}^{j_n}) \Pi^\sigma_{P,\delta,\sqrt{\alpha}} \right) \\
&= \text{Tr}(\Psi^{\otimes n}(\Phi^{(n)}_{x^n}) \Pi^\sigma_{\Psi,\phi}(x^n)) \\
&\geq \text{Tr}(\Psi^{\otimes n}(\Phi^{(n)}_{x^n}) \Pi^\sigma_{\Psi,\phi}(x^n)) \\
&\geq 1 - \frac{ad}{\delta^2},
\end{align*}$$

(5.3.50)

where the first inequality is by Equation (5.3.45) and the final inequality is by Lemma 5.3.3. \[ \square \]

Next we introduce two fidelity lemmas. In the following $\rho$ is taken to be a state pure and $\sigma$ may be a mixed state. The trace norm distance $D(\rho, \sigma)$ is defined for $\rho$ and $\sigma$ as follows

$$D(\rho, \sigma) = \frac{1}{2} ||\rho - \sigma||_1,$$

(5.3.51)

and the pure state fidelity

$$F(\rho, \sigma) = \text{Tr}(\rho \sigma).$$

(5.3.52)
Lemma 5.3.5. Let $\rho = |\psi\rangle \langle \psi|$ and $\sigma = |\phi\rangle \langle \phi|$ be pure states. Then

$$1 - F(\rho, \sigma) = D(\rho, \sigma)^2.$$ \hfill (5.3.53)

**Proof.** Take $|\psi\rangle = |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $|\phi\rangle = \alpha|0\rangle + \beta|1\rangle = \begin{pmatrix} \alpha \\ \beta \end{pmatrix}$, where $|\alpha|^2 + |\beta|^2 = 1$. Therefore

$$\rho = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \sigma = \begin{pmatrix} |\alpha|^2 & \alpha \beta \\ \alpha \beta & |\beta|^2 \end{pmatrix}.$$ \hfill (5.3.54)

The fidelity $F(\rho, \sigma)$ can now be calculated,

$$F(\rho, \sigma) = \text{Tr}(\rho \sigma) = |\alpha|^2.$$ \hfill (5.3.55)

The trace distance, $D(\rho, \sigma) = \frac{1}{2}||\rho - \sigma||_1 = \frac{1}{2}\text{Tr}\sqrt{(\rho - \sigma)^*(\rho - \sigma)}$ and therefore, using $|\alpha|^2 + |\beta|^2 = 1$,

$$D(\rho, \sigma) = |\beta|,$$ \hfill (5.3.56)

and therefore

$$1 - F(\rho, \sigma) = D(\rho, \sigma)^2.$$ \hfill (5.3.57)

In the following lemma we relax the assumption that both states $\sigma$ and $\rho$ must be pure states.
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**Lemma 5.3.6.** Let $\sigma$ be any arbitrary mixed state, and $\rho$ a pure state. Then

$$D(\rho, \sigma)^2 \leq 1 - F(\rho, \sigma).$$  \hspace{1cm} (5.3.58)

**Proof.** Write $\sigma = \sum_j q_j \pi_j$, where $\pi_j$ are pure states. Then, using Lemma 5.3.5,

$$1 - F(\rho, \sigma) = \sum_j q_j (1 - F(\rho, \pi_j))$$
$$= \sum_j q_j D(\rho, \pi_j)^2,$$
$$\geq \left( \sum_j q_j D(\rho, \pi_j) \right)^2,$$
$$\geq D(\rho, \sigma)^2.$$ \hspace{1cm} (5.3.59)

The first inequality above is due to the convexity of $f(x) = x^2$. The second inequality is due to the convexity of $D(\rho, \sigma)$ (triangle inequality).

Informally, the following lemma states that, under the trace norm (defined by Equation (5.3.3)), the state $\rho$ is disturbed by at most $\sqrt{8\lambda}$ by the operator $X$, provided that $1 - \text{Tr}(\rho X) \leq \lambda \leq 1$. In the proof of the strong converse theorem, the positive operator $X$ above will be replaced by the projector onto the typical subspace for $P_{\sigma}$, denoted $\Pi_{P_{\sigma}, \delta, \sqrt{\sigma}}$, and the state $\rho$ will be replaced by the output state $\Phi_{x^n}^{(n)}$. In this case the above lemma takes on the following important interpretation. If the probability that the output state is not typical (with respect to the typical subspace $P_{\sigma}$) is less than $\lambda$, i.e. if $1 - \text{Tr}(\Phi_{x^n}^{(n)} \Pi_{P_{\sigma}, \delta, \sqrt{\sigma}}) \leq \lambda$, then under the trace norm, the state $\Phi_{x^n}^{(n)}$ is disturbed by at most $\sqrt{8\lambda}$, when projected onto the typical subspace for the average output state $P_{\sigma}$.
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Lemma 5.3.7. Let $\rho$ be a state and $X$ a positive operator with $X \leq 1$ and $1 - \text{Tr}(\rho X) \leq \lambda \leq 1$. Then

$$\left\| \rho - \sqrt{X} \rho \sqrt{X} \right\|_1 \leq \sqrt{8\lambda}. \quad (5.3.60)$$

Proof. Let $Y = \sqrt{X}$ and $\rho = \sum_k p_k \pi_k$, where $\pi_k$ are pure states and $p_k \geq 0$. We then have the following

$$\left\| \rho - Y \rho Y \right\|_1^2 \leq \left( \sum_k p_k \left\| \pi_k - Y \pi_k Y \right\|_1 \right)^2 \leq \sum_k p_k \left\| \pi_k - Y \pi_k Y \right\|_1^2 \leq 4 \sum_k p_k (1 - \text{Tr}(\pi_k Y \pi_k Y)) \leq 8 \sum_k p_k (1 - \text{Tr}(\pi_k Y)) \leq 8(1 - \text{Tr}(\rho Y)) \leq 8\lambda. \quad (5.3.61)$$

The first inequality is by the triangle inequality,

$$\left\| x + y \right\|_1 \leq \left\| x \right\|_1 + \left\| y \right\|_1. \quad (5.3.62)$$

The second is due to the convexity of $x \mapsto x^2$ and the third is due to Lemma 5.3.6.

The next inequality is shown as follows. Since $\pi_k$ is a projection $\pi_k = (\pi_k)^2$, and

$$1 - \text{Tr}(\pi_k Y \pi_k Y) = \text{Tr}(\pi_k - \pi_k Y \pi_k Y) = \text{Tr}(\pi_k - \pi_k Y) + \text{Tr}(\pi_k Y - \pi_k Y \pi_k Y) = 1 - \text{Tr}(\pi_k Y) + \text{Tr}(\pi_k Y \pi_k (\pi_k - \pi_k Y)). \quad (5.3.63)$$
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But \( ||Y|| \leq 1 \) and therefore \( \operatorname{Tr}(\pi_k Y \pi_k (\pi_k - \pi_k Y)) \leq \operatorname{Tr}(\pi_k - \pi_k Y) \) and we have

\[
1 - \operatorname{Tr}(\pi_k Y \pi_k Y) \leq 2(1 - \operatorname{Tr}(\pi_k Y)).
\]  

(5.3.64)

The final inequality in (5.3.61) uses \( Y \geq X \) and \( 1 - \operatorname{Tr}(\rho X) \leq \lambda \).

Next we state and prove the strong converse theorem for memoryless quantum channels (Winter) \[4\].

5.3.1 Strong converse for a memoryless quantum channel

\textbf{Theorem 5.3.} (Strong converse for memoryless quantum channels)

For \( \lambda \in (0, 1) \) there exists a constant \( K(\lambda, a, d) \) such that for every quantum channel \( \Phi \) and \((n, \lambda)\)-code

\[
|\mathcal{M}| \leq 2^{(n \chi^* (\Phi) + K(\lambda, a, d) \sqrt{n})}.
\]  

(5.3.65)

\textit{Proof.} Note that if we assume all codewords to be of the same type \( P \), then we may tighten the above bound. We first show that the number of codewords is upper bounded as follows

\[
|\mathcal{M}_P| \leq \frac{4}{1 - \lambda} 2^{(n I(P; \Phi) + 2K(\lambda, a, d) \sqrt{n})},
\]  

(5.3.66)

taking \( \delta = \frac{\sqrt{32 ad}}{1 - \lambda} \). The theorem then follows since there are at most \((n + 1)^a\) possible types, where \( a \) is the length of the alphabet \( \mathcal{X} \), i.e. \( a = |\mathcal{X}| \). We will demonstrate this once we have proved expression (5.3.66).
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First take an \((n, \lambda)\)-code with the decoding operators \(E_m^n\), i.e.

\[
\Tr(\Phi(n)(\rho_m^{(n)})E_m^n) > 1 - \lambda, \tag{5.3.67}
\]

where \(\Phi(n)(\rho_m^{(n)})\) is the output from a memoryless quantum channel acting on the input state \(\rho_m^{(n)}\) and \(\Tr(\Phi(n)(\rho_m^{(n)})E_m^n)\) is the probability of successful decoding.

To prove inequality \((5.3.65)\) we now construct the following new decoding operators \(E'_m^n\)

\[
E'_m^n = \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n E_m^n \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n, \tag{5.3.68}
\]

where \(\Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n\) is the projection onto the typical subspace for \(P_{\sigma}\), the average output state of the channel \(\Phi\).

Let \(C_m^n = C^n(m) = x_n\), for \(m \in \mathcal{M}\). Then, \((C_m^n, E_m^n')\) is an \((n, \frac{1+\lambda}{2})\)-code, since for \(m \in \{1, \ldots N_n\}\) the probability \(\Tr(\Phi(n)(\rho_m^{(n)})E_m'^n)\) can be written as follows,

\[
\Tr(\Phi(n)(\rho_m^{(n)})E_m'^n) = \Tr(\Phi(n)(\rho_m^{(n)})E_m^n)
- \Tr\left(\left(\Phi(n)(\rho_m^{(n)}) - \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n \Phi(n)(\rho_m^{(n)}) \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n\right)E_m^n\right)
\geq 1 - \lambda - \|\Phi(n)(\rho_m^{(n)}) - \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n \Phi(n)(\rho_m^{(n)}) \Pi_{P_{\sigma,\delta\sqrt{\alpha}}}^n\|_1
\geq 1 - \lambda - \sqrt{\frac{8\alpha d}{\delta^2}}
= \frac{1 - \lambda}{2}. \tag{5.3.69}
\]

The first inequality holds since \((C_m^n, E_m^n)\) is assumed to be an \((n, \lambda)\)-code and since \(E_m^n \leq 1\). The second inequality uses Lemma [5.3.4] and Lemma [5.3.7] as follows.

100
5.3. THEOREMS AND LEMMAS

Lemma 5.3.7 states that, for \( 1 - \text{Tr}(\rho X) \leq \lambda' \leq 1 \), the following inequality holds

\[
||\rho - \sqrt{X} \rho \sqrt{X}||_1 \leq \sqrt{8\lambda'}.
\] (5.3.70)

In our case, we put \( X = \Pi_{P\sigma,\delta\sqrt{a}}^n \) and \( \rho = \Phi^{(n)}(\rho_m^{(n)}) \) and by Lemma 5.3.4

\[
1 - \text{Tr}(\Phi^{(n)}(\rho_m^{(n)})\Pi_{P\sigma,\delta\sqrt{a}}^n) \leq \frac{ad}{\delta^2}.
\] (5.3.71)

The second inequality then follows from Lemma 5.3.7, taking \( \lambda' = \frac{ad}{\delta^2} \). The code \((C_m^n, E_m^n)\) is therefore an \((n, \frac{1+\lambda}{2})\), since

\[
p_e(C_m^n, E_m^n\prime) = 1 - \text{Tr} \left( \Phi^{(n)}(\rho_m^{(n)})E_m^{n\prime} \right) \leq 1 + \frac{\lambda}{2}.
\] (5.3.72)

Since \( \text{Tr} \left( \Phi^{(n)}(\rho_m^{(n)})E_m^{n\prime} \right) \geq \frac{1-\lambda}{2} \), the operator \( E_m^{n\prime} \) is an \( \eta = \frac{1-\lambda}{2} \) shadow of \( \Phi^{(n)}(\rho_m^{(n)}) \) (see Equation (5.3.11) for definition of \( \eta \) shadow) and by Lemma 5.3.3

\[
\text{Tr} \left( E_m^{n\prime} \right) \geq \frac{1-\lambda}{4} 2^{(S(\Phi|P) - Kd\sqrt{a}d\sqrt{m})}.
\] (5.3.73)

The sequence \( x^n \) is of type \( P \) so we can use Lemma 5.3.2 as follows,

\[
\sum_{m \in \mathcal{M}} \text{Tr} E_m^{n\prime} \leq \text{Tr} \Pi_{P\sigma,\delta\sqrt{a}}^n \leq 2^{(nS(P\sigma) + Kd\sqrt{a}d\sqrt{m})}.
\] (5.3.74)

Therefore,

\[
|\mathcal{M}| \text{ Tr } E_m^{n\prime} \leq 2^{(nS(P\sigma) + Kd\sqrt{a}d\sqrt{m})}
\] (5.3.75)
and using Equation (5.3.73) we obtain an upper bound on the number of codewords,

\[ |\mathcal{M}| \leq \frac{4}{1-\lambda} 2^{(-nS(P)\sigma + 2Kd\sqrt{a\delta} \sqrt{n})}, \]

and using the definition of mutual information (Equation 5.1.4)

\[ |\mathcal{M}| \leq \frac{4}{1-\lambda} 2^{(nI(P;\Phi) + 2Kd\sqrt{a\delta} \sqrt{n})}, \]

using \( I(P;\Phi) = S(P\sigma) - S(\Phi|P) \). This proves Equation (5.3.66).

Next we make use of the fact that the number of types is upper bounded by \((1+n)^a\) where \(a\) is the length of the input alphabet. This result has the interpretation that the number of types increase only polynomially with \(n\).

With the additional assumption that all the codewords are of the same type, we have

\[
\sum_{P} |\mathcal{M}_P| \leq k \sum_{P} 2^{(nI(P;\Phi) + 2Kd\sqrt{a\delta} \sqrt{n})} \\
= k (1+n)^a 2^{(nI(P;\Phi) + 2Kd\sqrt{a\delta} \sqrt{n})} \\
\leq k (1+n)^a 2^{(n\chi^*(\Phi) + 2Kd\sqrt{a\delta} \sqrt{n})} \]

(5.3.78)

where, \(k = \frac{4}{1-\lambda}\). Clearly, \(2^{(2Kd\sqrt{a\delta} \sqrt{n})}\) dominates the \(k (1+n)^a\) term for \(n\) large, i.e.

\[ k (1+n)^a \leq 2^{(c\sqrt{n})}. \]

(5.3.79)

Therefore

\[
\sum_{P} |\mathcal{M}_P| \leq 2^{(n\chi^*(\Phi) + 2Kd\sqrt{a\delta} \sqrt{n})}. \]

(5.3.80)
5.4 Coding theorem for a periodic quantum channel

Recall that a periodic channel acting on an \( n \)-fold density operator can be written in the following form

\[
\Phi^{(n)}(\rho^{(n)}) = \frac{1}{L} \sum_{i=0}^{L-1} (\Phi_i \otimes \Phi_{i+1} \otimes \cdots \otimes \Phi_{i+n-1})(\rho^{(n)}),
\]

(5.4.1)

where \( \Phi_i \) are CPT maps and the index is cyclic modulo the period \( L \). The Holevo quantity for the \( i \)-th branch of the channel is denoted \( \chi_i(\{p_j, \rho_j\}) \). The product-state capacity of the channel (5.4.1) is given by

\[
C_p(\Phi) = \frac{1}{L} \sup_{\{p_j, \rho_j\}} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}).
\]

(5.4.2)

The proof for the direct part of this theorem is provided in Appendix B.

We show that the strong converse theorem does not hold for the above expression. As a consequence it does not provide a sharp upper-bound on the rate at which classical information can be transmitted over the periodic channel.

Recall that the strong converse for a memoryless quantum channel \( \Phi \) states that

\[
\log_2 |\mathcal{M}| \leq n\chi^*(\Phi) + K\sqrt{n}.
\]

(5.4.3)

The strong converse for the periodic quantum channel does not hold since the ca-
pacity of the channel, $C_p$, is upper bounded as follows,

$$C_p < \bar{C}_p,$$  \hspace{1cm} (5.4.4)

where,

$$\bar{C}_p = \frac{1}{L} \sum_{i=0}^{L-1} \sup_{\{p_j, \rho_j\}} \chi_i(\{p_j, \rho_j\}).$$  \hspace{1cm} (5.4.5)

However, each branch of the periodic channel $\Phi^{(n)}$ can be written as a memoryless channel of dimension $d' = dL$ as follows,

$$(\Phi_0 \otimes \Phi_1 \otimes \cdots \otimes \Phi_{L-1})^\otimes n.$$  \hspace{1cm} (5.4.6)

**Remark 7.** Note that equality for expression (5.4.4) can be shown to hold for the depolarising channel and it is shown in Section 4.6 that a strict inequality holds for the amplitude-damping channel.

Since we are limited to using product-state inputs, the product-state capacity of each channel branch is additive and therefore equal, i.e.

$$\chi^*(\Phi_0 \otimes \Phi_1 \otimes \cdots \otimes \Phi_{L-1})^\otimes n = \frac{n}{L} \left( \chi^*(\Phi_0) + \chi^*(\Phi_1) + \cdots + \chi^*(\Phi_{L-1}) \right)$$

$$= \frac{n}{L} \sum_{i=0}^{L-1} \chi^*(\Phi_i).$$  \hspace{1cm} (5.4.7)

**Remark 8.** Notice that, like Equation (5.4.7), $\bar{C}_p$ (Equation (5.4.5)) is the average of the Holevo capacities of the $L$ channel branches. Therefore, if we knew in advance which channel branch will be chosen, then we could take the rate $R = \bar{C}_p$ with the probability of error $p_e \leq \epsilon$ and the strong converse would immediately fol-
low, using Theorem 5.3. However, we do not have this additional information. We
compromise by assuming to know the channel branch in advance and then compen-
sate for this assumption by taking $p_e \leq \frac{1}{L} + \epsilon$. But, the rate $R = \bar{C}_p$ could be too
high to take for certain channel branches, (branches consisting of the amplitude
damping channels, for example). We therefore must choose a rate in between $C_p$
and $\bar{C}_p$ with $p_e \leq \frac{1}{L} + \epsilon$.

We choose a rate in between the two expressions above and we demonstrate the
strong converse using this “compromised” rate. We refer to this result as the “weak-
ened” strong converse to the coding theorem for the periodic quantum channel.

More precisely, we choose a rate $R$ such that

$$C_p < R < \bar{C}_p. \quad (5.4.8)$$

The direct part of the theorem, i.e. with rate below the upper bound, may be argued
as follows.

We choose a particular channel branch, say, $i = 1$ and simply take the code
$(C^n, E^n)$ for this (memoryless) product channel,

$$(\Phi_1 \otimes \Phi_2 \otimes \cdots \otimes \Phi_L)^\otimes n, \quad (5.4.9)$$

with rate $R < C_p$. However, we must pay a penalty (thereby diluting the theorem
and reducing the theorem for the periodic channel to that of a single branch) for
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fixing a particular branch and therefore must construct the code such that,

$$p_e \leq \frac{1}{L} + \epsilon,$$  \hspace{1cm} (5.4.10)

where $\frac{1}{L}$ is the probability of choosing a particular branch.

Using Theorem 5.3 we now argue that the strong converse holds for the rate given by Equation (5.4.8). Let $(C^n, E^n)$ be an $(n, \lambda)$-code. Therefore

$$p_e = \frac{1}{L} \sum_{i=0}^{L-1} p^i_e \leq \lambda,$$  \hspace{1cm} (5.4.11)

where $p_e$ denotes the average probability of error for the periodic channel and $p^i_e$ denotes the probability of error for the $i$-th channel branch. Therefore we can apply Theorem 5.3 as follows

$$\log_2 |\mathcal{M}_i| \leq n C_p + K(\lambda, a, d) \sqrt{n}$$

$$= \frac{n}{L} \sup_{\{p_j, \rho_j\}} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}) + K(\lambda, a, d) \sqrt{n}.$$  \hspace{1cm} (5.4.12)

Also, since $p_e \leq \lambda$, $\exists i$ such that $p^i_e \leq \lambda$,

$$\log_2 |\mathcal{M}_i| \leq \bar{C}_p(\Phi^\otimes \tau) + K(\lambda, a, d) \sqrt{n}$$

$$= \frac{n}{L} \sum_{i=0}^{L-1} \chi^*(\Phi_i) + K(\lambda, a, d) \sqrt{n},$$  \hspace{1cm} (5.4.13)

where,

$$\Phi^\otimes \tau = (\Phi_i \otimes \Phi_{i+1} \otimes \cdots \otimes \Phi_{i+L-1})^\otimes \tau.$$  \hspace{1cm} (5.4.14)
5.5. SUMMARY

We can now conclude that, although the strong converse theorem does not hold for the product-state capacity of the periodic channel defined by Equation (5.4.1), the “weakened” strong converse does hold, as argued above.

5.5 Summary

We introduced the method of types [70] and provided Winter’s proof [4] of the strong converse theorem for memoryless quantum channels, updating the notation and providing detailed proofs for the lemmas used to prove the theorem.

Next we considered the strong converse theorem for the periodic quantum channel introduced in Chapter 4 and showed that the strong converse does not hold for this channel. This conclusion is drawn based on a result shown in Chapter 4, namely that due to the fact that the average and the supremum cannot be interchanged in the formula for calculating the product state capacity of the periodic channel with the amplitude damping channel branches, this formula cannot be re-written in a way which would lead to a direct application of the strong converse theorem.

We do show, however, that if we weaken the scenario by assuming to know that the channel chosen is known in advance, then the strong converse theorem does hold.

The direct part of the channel coding theorem for the periodic quantum channel is provided in Appendix B.1.
Appendix A

Carathéodory’s Theorem & an application to minimal optimal-ensembles

A.1 Carathéodory’s Theorem

Carathéodory’s theorem is stated as follows

**Theorem A.1.** Let $S \subset \mathbb{R}^d$ be a set. Then every point $x$ in the convex hull of $S$ can be represented as a convex combination of $d + 1$ points from $S$, i.e.

$$x = \sum_{i=0}^{d} \alpha_i x_i,$$

(A.1.1)
where $x_i \in S$, $\alpha_i \geq 0$ and $\sum \alpha_i = 1$.

### A.2 Application

Next we prove that ensembles containing at most $d^2$ pure states are sufficient to maximise the Holevo quantity of a CPT map. This proof was provided by N. Datta [71]. We first prove that $d^2 + 1$ states are sufficient, using Carathéodory’s theorem [72][73].

**Proof.** Note that the set of density operators is described by $d^2 - 1$ parameters. Let

$$f(\rho) = (f_1(\rho), \cdots, f_{d^2-1}(\rho), f_{d^2}(\rho)) = (f_1(\rho), \cdots, f_{d^2-1}(\rho), S(\Phi(\rho))), \quad (A.2.1)$$

be the vector-valued function, with the first $d^2 - 1$ components corresponding to the linear degrees of freedom of $\rho$, for every density operator $\rho$.

Consider the set of images $f(\mathcal{P}) \subset \mathbb{R}^{d^2}$ of pure states $\mathcal{P}$. To every ensemble of pure states $\mathcal{E} := \{q_i, |\psi_i\rangle\langle\psi_i|\}$, we can associate the point

$$\vec{f}_\mathcal{E} := \sum_i q_i f(|\psi_i\rangle\langle\psi_i|) \in \mathbb{R}^{d^2} \quad (A.2.2)$$

in the convex hull of $f(\mathcal{P})$. Moreover, the Holevo quantity

$$\chi(\mathcal{E}) = S \left( \sum_i q_i \Phi(|\psi_i\rangle\langle\psi_i|) \right) - \sum_i q_i S(\Phi(|\psi_i\rangle\langle\psi_i|)) \quad (A.2.3)$$
is a function of this vector only, i.e.

\[ \chi(\mathcal{E}) = G(\vec{f}_\mathcal{E}) \]  

(A.2.4)

for some function \( G \).

To see this note that the average input state \( \sum_i q_i |\psi_i\rangle \langle \psi_i| \) and thus the corresponding entropy are completely specified by the first \( d^2 - 1 \) components of \( |\psi_i\rangle \langle \psi_i| \) because of linearity of the function \( f(\cdot) \), and \( \sum_i q_i S(|\psi_i\rangle \langle \psi_i|) \) is the last entry of \( \vec{f}_\mathcal{E} \).

Now, let \( \mathcal{E} \) be an ensemble maximising \( \chi(\mathcal{E}) \), then by Carathéodory’s theorem, \( \vec{f}_\mathcal{E} \) can be represented as

\[ \vec{f}_\mathcal{E} = \sum_{i=0}^{d^2-1} p_i f(|\phi_i\rangle \langle \phi_i|). \]  

(A.2.5)

We then define the pure state ensemble \( \mathcal{E}' := \{ p_i, |\phi_i\rangle \langle \phi_i| \}_{i=0}^{d^2-1} \) which consists of only \( d^2 + 1 \) pure states. By definition ,

\[ \vec{f}_\mathcal{E} = \vec{f}_{\mathcal{E}'} , \]  

(A.2.6)

hence, \( \chi(\mathcal{E}') = \chi(\mathcal{E}) \), as desired.

The above proof shows that \( d^2 + 1 \) states are sufficient. The stronger statement can be obtained using a strengthening of Carathéodory’s theorem by Fenchel and Eggleston ( [35], Theorem 18).

This states that if \( \mathcal{S} \subset \mathbb{R}^m \) is the union of at most \( m \) connected subsets, then every \( x \) in the convex hull of \( \mathcal{S} \) can be represented as a convex combination of at most \( m \)
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points in $S$.

Since $f$ is continuous and the set of pure states $\mathcal{P}$ is a compact, connected set, the image $f(\mathcal{P}) \subset \mathbb{R}^{d^2}$ is also compact and connected. Hence the union $f(\mathcal{P})$ is the union of only one connected set and we obtain the desired result.

The above result, that it is sufficient to consider ensembles containing just $d^2$ pure states when maximising the Holevo quantity, was first shown by Davies [34]. Note that his proof also utilises Carathéodory’s Theorem (Theorem A.1).
Appendix B

Product-state capacity of a periodic quantum channel

B.1 Proof of the product-state capacity of a periodic quantum channel

The following proof is a special case of the proof, given by Datta and Dorlas in [3], for the product-state capacity of a channel with arbitrary Markovian noise correlations.
B.2 Preliminaries

A general quantum channel is given by completely positive trace-preserving (CPT) maps $\Phi^{(n)} : B(\mathcal{H}^\otimes n) \rightarrow B(\mathcal{K}^\otimes n)$, where $\mathcal{H}$ and $\mathcal{K}$ are the input and output Hilbert spaces of the channel. Here we consider a periodic channel of the following form

$$\Phi^{(n)}(\rho^{(n)}) = \frac{1}{L} \sum_{i=0}^{L-1} (\Phi^i \otimes \Phi^i \otimes \cdots \otimes \Phi^{i+n-1})(\rho^{(n)}), \quad (B.2.1)$$

where we assume that a set of CPT maps $\Phi_i : B(\mathcal{H}) \rightarrow B(\mathcal{K}) \ (i = 0, \ldots, L - 1)$ is given, and the index is cyclic modulo the period $L$.

If we denote the Holevo quantity for the $i$-th branch by $\chi_i$, i.e.

$$\chi_i(\{p_j, \rho_j\}) = S \left( \sum_j p_j \Phi_i(\rho_j) \right) - \sum_j p_j S(\Phi_i(\rho_j)),$$

then we shall prove that the product capacity of the channel (B.2.1) is given by

$$C_p(\Phi) = \sup_{\{p_j, \rho_j\}} \frac{1}{L} \sum_{i=0}^{L-1} \chi_i(\{p_j, \rho_j\}). \quad (B.2.2)$$

B.3 The Quantum Feinstein Lemma

The direct part of the theorem follows from

**Theorem B.1.** Given $\epsilon > 0$, there exists $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ there exists $N_n \geq 2^{n(C(\Phi) - \epsilon)}$ and there exist product states $\tilde{\rho}_1^{(n)}, \ldots, \tilde{\rho}_{N_n}^{(n)} \in S(\mathcal{H}^\otimes n)$ and...
positive operators $E^{(n)}_1, \ldots, E^{(n)}_N \in \mathcal{B}(\mathcal{K}^\otimes n)$ such that $\sum_{k=1}^N E^{(n)}_k \leq I$ and

$$\text{Tr}\Phi^{(n)}(\tilde{\rho}^{(n)}_k) E^{(n)}_k > 1 - \epsilon,$$  \hspace{1cm} (B.3.1)

for each $k$.

**Proof.** We first construct a preamble to the code which serves to identify the first branch $i$ chosen. To distinguish the initial branch, notice first of all that the corresponding CPT maps $\Phi_i$ need not all be distinct! However, we may assume that there is no internal periodicity of these maps; otherwise the channel be contracted to a single such period. This means, that for any two states $i, i' \in \{0, \ldots, L - 1\}$ ($i < i'$) there exists $k \leq L - 1$ such that $\Phi_{i+k} \neq \Phi_{i'+k}$. Then choose $\omega = \omega_{i,i'}$ such that

$$f := F(\Phi_{i+k}(\omega), \Phi_{i'+k}(\omega)) < 1.$$  \hspace{1cm} (B.3.2)

In the following we write $\Phi^{(n)}_i$ for the branch of the channel with initial state $i$, i.e.

$$\Phi^{(n)}_i(\rho^{(n)}) = (\Phi_i \otimes \Phi_{i+1} \otimes \cdots \otimes \Phi_{i+n-1})(\rho^{(n)}).$$  \hspace{1cm} (B.3.3)

**Lemma B.3.1.** For any $0 \leq i < i' \leq L - 1$, let $\omega$ be a state as above. Then

$$F(\Phi^{(mL)}_i(\omega^\otimes mL), \Phi^{(mL)}_{i'}(\omega^\otimes mL)) \to 0$$  \hspace{1cm} (B.3.4)

as $m \to \infty$. 
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Proof.

\[
F\left(\Phi_i^{(mL)}(\omega\otimes mL), \Phi_{i'}^{(mL)}(\omega\otimes mL)\right)
= \left[F\left(\Phi_i^{(L)}(\omega\otimes L), \Phi_{i'}^{(L)}(\omega\otimes L)\right)\right]^m
\leq [F(\Phi_i+\gamma(\omega), \Phi_{i'}+\gamma(\omega))]^m = f^m \to 0. \tag{B.3.5}
\]

We now introduce, for any pair of states \(\sigma, \sigma'\) on \(K\), and \(\gamma, \gamma' > 0\), the difference operators

\[
A^{(M)}_{\sigma, \sigma'} = \gamma\sigma \otimes M - \gamma'\sigma' \otimes M. \tag{B.3.6}
\]

Let \(\Pi^\pm\) be the orthogonal projections onto the eigenspaces of \(A^{(M)}_{\sigma, \sigma'}\) corresponding to all non-negative, and all negative eigenvalues, respectively. In \([3]\) we proved the following lemma

**Lemma B.3.2.** Suppose that for a given \(\delta > 0\),

\[
|\text{Tr}[A^{(M)}_{\sigma, \sigma'}] - (\gamma + \gamma')| \leq \delta. \tag{B.3.7}
\]

Then

\[
|\text{Tr}[\Pi^+ (\sigma) \otimes M] - 1| \leq \frac{\delta}{2\gamma} \tag{B.3.8}
\]

and

\[
|\text{Tr}[\Pi^- (\sigma') \otimes M] - 1| \leq \frac{\delta}{2\gamma'}. \tag{B.3.9}
\]

To compare the outputs of all the different branches of the channel, we define pro-
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jections $\Pi_i$ on the tensor product space $\bigotimes_{0 \leq i, i' < L} K^\otimes M = K^\otimes ML_2$ with $L_2 = \left(\frac{L}{2}\right)$ as follows

$$\Pi_i = \bigotimes_{0 \leq i_1 < i_2 < L} \Gamma^{(i)}_{i_1, i_2}$$ (B.3.10)

where,

$$\Gamma^{(i)}_{i_1, i_2} = \begin{cases} \mathbb{I}dM & \text{if } i_1 \neq i \text{ and } i_2 \neq i \\ \Pi_{i_1, i}^- & \text{if } i_2 = i \\ \Pi_{i, i_2}^+ & \text{if } i_1 = i. \end{cases}$$ (B.3.11)

Notice that it follows from the fact that $\Pi_{i, i'}^+ \Pi_{i, i'}^- = 0$, that the projections $\Pi_i$ are also disjoint,

$$\Pi_i \Pi_{i'} = 0 \quad \text{for } i \neq i'.$$ (B.3.12)

It now follows easily with the help of the previous lemma and the inequalities [14]

$$\text{Tr}(A_1) + \text{Tr}(A_2) - 2F(A_1, A_2) \leq \|A_1 - A_2\|_1 \leq \text{Tr}(A_1) + \text{Tr}(A_2)$$ (B.3.13)

for any two positive operators $A_1$ and $A_2$, that these projections distinguish the relevant initial branches. Indeed, if we introduce the corresponding preamble state

$$\omega^{(ML_2)} = \left(\bigotimes_{i_1 < i_2} \omega^{\otimes M}_{i_1, i_2}\right),$$ (B.3.14)

then we have

**Lemma B.3.3.** For all $i \in \{0, \ldots, L - 1\}$,

$$\lim_{M \to \infty} \text{Tr} \left[ \Pi_i \Phi_i^{(ML_2)} (\omega^{(ML_2)}) \right] = 1.$$ (B.3.15)
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In the following we fix \( M \) so large that

\[
\text{Tr} \left[ \tilde{\Pi}_i \Phi_i^{\otimes ML_2} \left( \omega^{(ML_2)} \right) \right] > 1 - \delta \quad \text{(B.3.16)}
\]

for all \( i \in \{0, \ldots, L - 1\} \). We also assume that \( M \) is a multiple of \( L \) so that \[B.3.1\] applies. The product state \( \omega^{(ML_2)} \), defined through \[B.3.14\] is used as a preamble to the input state encoding each message, and serves to distinguish between the different branches, \( \Phi_i^{(n)} \), of the channel. If \( \rho_k^{(n)} \in \mathcal{B}(\mathcal{H}^{\otimes n}) \) is a state encoding the \( k^{th} \) classical message in the set \( M_n \), then the \( k^{th} \) codeword is given by the product state

\[
\omega^{(ML_2)} \otimes \rho_k^{(n)}.
\]

Note that, since \( M \) is a multiple of \( L \), the index of the first channel branch applying to \( \rho_k \) is also \( i \).

Continuing with the proof of Theorem \[B.1\] let the maximum of the mean Holevo quantity \( \frac{1}{L} \sum_{i=0}^{L-1} \chi_i \) be attained for an ensemble \( \{p_j, \rho_j\}_{j=1}^{J} \). Denote \( \sigma_{i,j} = \Phi_i(\rho_j) \), \( \bar{\sigma}_i = \sum_{j=1}^{J} p_j \Phi_i(\rho_j) \).

Choose \( \delta > 0 \). We will relate \( \delta \) to \( \epsilon \) at a later stage. Consider the typical subspaces \( \mathcal{T}_{i,\epsilon}^{(n)} \) of \( \mathcal{K}^{\otimes n} \), with projection \( \tilde{P}_{i,n} \) such that if \( \bar{\sigma}_i \) has a spectral decomposition

\[
\bar{\sigma}_i = \sum_k \lambda_{i,k} \langle \psi_{i,k} | \psi_{i,k} \rangle
\]

(B.3.17)
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then if \( \vec{k} = (k_1, \ldots, k_n) \), \( |\psi_{i,k_1}\rangle \otimes \cdots \otimes |\psi_{i,k_n}\rangle \in T_{i,\varepsilon}^{(n)} \) if and only if

\[
\left| \frac{1}{n} \sum_{j=1}^{n} \log \bar{\lambda}_{i,k_j} + S(\bar{\sigma}_i) \right| < \frac{\varepsilon}{4} \tag{B.3.18}
\]

Then, for \( n \) large enough,

\[
\text{Tr}(\tilde{P}_{i,n}\bar{\sigma}_i^{\otimes n}) > 1 - \delta^2. \tag{B.3.19}
\]

For any given initial index \( i \), we let \( \overline{V}_{i,\varepsilon}^{(n)} \) be the subspace of \( \mathcal{K}^{\otimes n} \) spanned by the vectors \( |\psi_{i,k_1}\rangle \otimes |\psi_{i+1,k_2}\rangle \otimes |\psi_{i+n-1,k_n}\rangle \), where \( |\psi_{i,k_1}\rangle \otimes |\psi_{i,k_{L+1}}\rangle \otimes \cdots \otimes |\psi_{i,k_{(n-1)/L}+1}\rangle \in \overline{T}_{i,\varepsilon}^{(\lfloor (n-1)/L \rfloor+1)} \), etc. Clearly, if we denote \( \tilde{P}_{i}^{(n)} \) the projection onto \( \overline{V}_{i,\varepsilon}^{(n)} \), then for \( n \) large enough,

\[
\text{Tr}(\tilde{P}_{i}^{(n)}\bar{\sigma}_i \otimes \bar{\sigma}_{i+1} \otimes \cdots \otimes \bar{\sigma}_{i+n-1}) > 1 - \delta^2. \tag{B.3.20}
\]

Moreover, if \( |\psi_{i,k_1}\rangle \otimes |\psi_{i+1,k_2}\rangle \otimes |\psi_{i+n-1,k_n}\rangle \in \overline{V}_{i,\varepsilon}^{(n)} \) then

\[
\left| \frac{1}{n} \sum_{j=1}^{n} \log \bar{\lambda}_{i+j-1,k_{j}} + \frac{1}{L} \sum_{i=0}^{L-1} S(\bar{\sigma}_i) \right| < \frac{\varepsilon}{4}. \tag{B.3.21}
\]

Let \( n_1 \) be so large that \( \text{(B.3.20)} \) and \( \text{(B.3.21)} \) hold for \( n \geq n_1 \).

We need a similar result for the average entropy

\[
\bar{S} = \frac{1}{L} \sum_{i=0}^{L-1} \sum_{j=1}^{J} p_j S(\sigma_{i,j}). \tag{B.3.22}
\]

**Lemma B.3.4.** Fix \( i \in \{0, \ldots, L - 1\} \). Given a sequence \( j = (j_1, \ldots, j_n) \) with \( 1 \leq j_r \leq J(i + r - 1) \), let \( P_{i,\vec{j}}^{(n)} \) be the projection onto the subspace of \( \mathcal{K}^{\otimes n} \).
spanned by the eigenvectors of \( \sigma^{(n)}_{i,j_1} = \sigma_{i,j_1} \otimes \cdots \otimes \sigma_{i+n-1,j_n} \) with eigenvalues
\[
\lambda^{(n)}_{j,k} = \prod_{r=1}^{n} \lambda_{i+r-1,j_r,k_r},
\]
such that
\[
\left| \frac{1}{n} \log \lambda^{(n)}_{j,k} + \bar{S} \right| < \frac{\epsilon}{4}. \tag{B.3.23}
\]

For any \( \delta > 0 \) there exists \( n_2 \in \mathbb{N} \) such that for \( n \geq n_2 \),
\[
E \left( \text{Tr} \left( \sigma^{(n)}_{i,j} P^{(n)}_{i,j} \right) \right) > 1 - \delta^2, \tag{B.3.24}
\]
where \( E \) denotes the expectation with respect to the probability distribution \( \{ p^{(n)}_j \} \) on the states \( \rho^{(n)}_j \).

**Proof.** Define i.i.d. random variables \( X_1, \ldots, X_n \) with distribution given by
\[
\text{Prob} (X_r = \lambda_{i+r-1,j,k}) = p_{i+r-1,j} \lambda_{i+r-1,j,k}. \tag{B.3.25}
\]

By the Weak Law of Large Numbers,
\[
\frac{1}{n} \sum_{r=1}^{n} \log X_r \to \frac{1}{L} \sum_{i=0}^{L-1} \sum_{j=1}^{J} \sum_{k} p_j \lambda_{i,j,k} \log \lambda_{i,j,k} \]
\[= -\frac{1}{L} \sum_{i=1}^{L} \sum_{j=1}^{J} p_j S(\sigma_{i,j}) = -\bar{S}. \tag{B.3.26}
\]

It follows that there exists \( n_2 \) such that for \( n \geq n_2 \), the typical set \( T_{i,e}^{(n)} \) of sequences of pairs \( ((j_1, k_1), \ldots, (j_n, k_n)) \) such that
\[
\left| \frac{1}{n} \sum_{r=1}^{n} \log \lambda_{i+r-1,j_r,k_r} + \bar{S} \right| < \frac{\epsilon}{3} \tag{B.3.27}
\]
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satisfies

\[ P(T_{i,e}(n)) = \sum_{(j_1, k_1), \ldots, (j_n, k_n) \in T_{i,e}^{(n)}} \prod_{r=1}^{n} p_{j_r} \lambda_{i+r-1j_r, k_r} > 1 - \delta^2. \]  

(B.3.28)

Obviously,

\[ P_{i,\frac{1}{2}}^{(n)} \geq \sum_{k=(k_1, \ldots, k_n) \in T_{i,e}^{(n)}} |\langle \psi_{\frac{1}{2},k}^{(n)} | \psi_{\frac{1}{2},k}^{(n)} \rangle| \]  

(B.3.29)

and

\[ E \left( \text{Tr} \left( \sigma_{\frac{1}{2},i}^{(n)} F_{j,i}^{(n)} \right) \right) \geq P(T_{i,e}(n)) > 1 - \delta^2. \]  

(B.3.30)

The remainder of the proof is essentially the same as that in [3]. Let \( N = \tilde{N}(n) \) be the maximal number of product states \( \rho_1^{(n)}, \ldots, \rho_N^{(n)} \) on \( \mathcal{H}^\otimes n \) (each of which is a tensor product of states in the maximising ensemble \( \{p_j, \rho_j\}_{j=1}^{J} \)) for which there exist positive operators \( E_1^{(n)}, \ldots, E_N^{(n)} \) on \( \mathcal{K}^\otimes ML_2 \otimes \mathcal{K}^\otimes n \) such that

(i) \( E_k^{(n)} = \sum_{i=1}^{L} \tilde{\Pi}_i \otimes E_{k,i}^{(n)} \) and \( \sum_{k=1}^{N} E_{k,i}^{(n)} \leq \tilde{P}_{i}^{(n)} \) and

(ii) \( \frac{1}{L} \sum_{i=1}^{L} \text{Tr} \left[ \left( \tilde{\Pi}_i \otimes E_{k,i}^{(n)} \right) \Phi_i^{(ML_2+n)} (\omega^{(ML_2)} \otimes \tilde{\rho}^{(n)}) \right] > 1 - \epsilon \) and

(iii) \( \frac{1}{L} \sum_{i=1}^{L} \text{Tr} \left[ \left( \tilde{\Pi}_i \otimes E_{k,i}^{(n)} \right) \Phi_i^{(ML_2+n)} (\omega^{(ML_2)} \otimes \tilde{\rho}^{\otimes n}) \right] \leq 2^{-n[C(\Phi) - \frac{1}{4}]} \)

where \( \tilde{\rho} = \sum_{j=1}^{J} p_j \rho_j \).

For each \( i = 1, \ldots, M \) and \( j = (j_1, \ldots, j_n) \) such that \( 1 \leq j_e \leq J \), we define, as
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before,

\[ V_{i_i}^{(n)} = \left( \bar{P}_i^{(n)} - \sum_{k=1}^N E_{k,i}^{(n)} \right)^{1/2} \bar{P}_i^{(n)} P_{i_i}^{(n)} \left( \bar{P}_i^{(n)} - \sum_{k=1}^N E_{k,i}^{(n)} \right)^{1/2}. \]  \hspace{1cm} (B.3.31)

and we put

\[ V_{i_i}^{(n)} := \sum_{i=1}^M \bar{I}_i \otimes V_{i_i}^{(n)}. \] \hspace{1cm} (B.3.32)

Clearly \( V_{i_i}^{(n)} \leq \bar{P}_i^{(n)} - \sum_{k=1}^N E_{k,i}^{(n)}. \)

\( V_{i_i}^{(n)} \) is a candidate for an additional measurement operator, \( E_{N+1}^{(n)} \), for Bob with corresponding input state \( \rho_{N+1}^{(n)} = \rho_{i_i}^{(n)} = \rho_{j_1} \otimes \rho_{j_2} \cdots \otimes \rho_{j_n} \). Clearly, the condition (i), given above, is satisfied and we also have

**Lemma B.3.5.**

\[ \frac{1}{L} \sum_{i=1}^L \text{Tr} \left[ \left( \bar{I}_i \otimes V_{i_i}^{(n)} \right) \Phi_i^{(ML_2+n)} \left( \omega^{(ML_2)} \otimes \bar{\rho}^{\otimes n} \right) \right] \leq 2^{-n[C(\Phi)+1/4]}. \] \hspace{1cm} (B.3.33)

**Proof.** Put \( Q_{n,i} = \sum_{k=1}^N E_{k,i}^{(n)}. \) Note that \( Q_{n,i} \) commutes with \( \bar{P}_i^{(n)} \). Using the fact that \( \bar{P}_i^{(n)} \Phi_i^{(n)} \left( \bar{\rho}^{\otimes n} \right) \bar{P}_i^{(n)} \leq 2^{-n \left\lfloor \frac{1}{2} \sum_{i=1}^L S(\tilde{\sigma}_i) - \frac{1}{4} \right\rfloor} \) by (B.3.21), we have, denoting \( \bar{\sigma}_i^{(n)} = \Phi_i^{(n)} \left( \bar{\rho}^{\otimes n} \right) \),

\[
\text{Tr}(\bar{\sigma}_i^{(n)} V_{i_i}^{(n)}) = \text{Tr} \left[ \bar{\sigma}_i^{(n)} \left( \bar{P}_i^{(n)} - Q_{n,i} \right)^{1/2} \bar{P}_i^{(n)} P_{i_i}^{(n)} \left( \bar{P}_i^{(n)} - Q_{n,i} \right)^{1/2} \right] = \text{Tr} \left[ \bar{P}_i^{(n)} \bar{\sigma}_i^{(n)} \left( \bar{P}_i^{(n)} - Q_{n,i} \right)^{1/2} P_{i_i}^{(n)} \left( \bar{P}_i^{(n)} - Q_{n,i} \right)^{1/2} \right] \leq 2^{-n \left\lfloor \frac{1}{2} \sum_{i=1}^L S(\tilde{\sigma}_i) - \frac{1}{4} \right\rfloor} \text{Tr} \left( \bar{P}_i^{(n)} - Q_{n,i} \right)^{1/2} \right] \]

\[
\leq 2^{-n \left\lfloor \frac{1}{2} \sum_{i=1}^L S(\tilde{\sigma}_i) - \frac{1}{4} \right\rfloor} \text{Tr} \left( P_{i_i}^{(n)} \right) \leq 2^{-n \left\lfloor \frac{1}{2} \sum_{i=1}^L S(\tilde{\sigma}_i) - \frac{1}{4} \right\rfloor}, \hspace{1cm} (B.3.34)
\]

where, in the last inequality, we used the standard upper bound on the dimension of
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the typical subspace, \( \text{Tr}(P^{(n)}_{\tilde{\omega}}) \leq 2^n|\tilde{S} + \frac{1}{4}| \), which follows from Lemma B.3.4.

By maximality of \( N \) it now follows that the condition (ii) above cannot hold, that is,

\[
\frac{1}{L} \sum_{i=1}^{L} \text{Tr} \left[ \left( \tilde{\Pi}_i \otimes V^{(n)}_{i,\tilde{\omega}} \right) \Phi^{(ML_2+n)}_i \left( \omega^{(ML_2)} \otimes \rho^{(n)}_{\tilde{\omega}} \right) \right] \leq 1 - \varepsilon \quad (B.3.35)
\]

for every \( j \), and this yields the following

Corollary 1.

\[
\frac{1}{L} \sum_{i=1}^{L} E \left( \text{Tr} \left[ \left( \tilde{\Pi}_i \otimes V^{(n)}_{i,\tilde{\omega}} \right) \Phi^{(ML_2+n)}_i \left( \omega^{(ML_2)} \otimes \rho^{(n)}_{\tilde{\omega}} \right) \right] \right) \leq 1 - \varepsilon. \quad (B.3.36)
\]

We also need the following lemma

**Lemma B.3.6.** For all \( \eta' > \delta^2 + 3\delta \),

\[
\frac{1}{L} \sum_{i=1}^{L} \text{Tr} \left[ \left( \tilde{\Pi}_i \otimes \tilde{V}^{(n)}_{i,\tilde{\omega}} \tilde{P}^{(n)}_{i,\tilde{\omega}} \right) \Phi^{(ML_2+n)}_i \left( \omega^{(ML_2)} \otimes \Phi^{(n)}_i (\rho^{(n)}_{\tilde{\omega}}) \right) \right] > 1 - \eta'
\]

if \( n \) is large enough.

**Proof.** This is proved as in [3].

**Lemma B.3.7.** Assume \( \eta' < \frac{1}{3} \varepsilon \) and write

\[
Q_{n,i} = \sum_{k=1}^{N} E_{k,i}^{(n)}.
\]

(B.3.38)
Then for \( n \) large enough,

\[
\frac{1}{L} \sum_{i=1}^{L} \mathbb{E} \left( \text{Tr} \left[ \left( \hat{\Pi}_i \otimes Q_{n,i} \right) \Phi_i^{(ML_2+n)} \left( \omega^{(ML_2)} \otimes \hat{\rho}_k^{(n)} \right) \right] \right) \geq \eta^2. \quad (B.3.39)
\]

**Proof.** This follows as before from the previous lemma using the Cauchy-Schwarz inequality.

It now follows that for \( n \) large enough, \( \tilde{N}(n) \geq (\eta')^2 2^{n[C(\Phi)-\frac{1}{2}\epsilon]} \). We take the following states as codewords,

\[
\rho_k^{(ML_2+n)} = \omega^{(ML_2)} \otimes \hat{\rho}_k^{(n)}. \quad (B.3.40)
\]

For \( n \) sufficiently large we then have

\[
N_{n+ML_2} = \tilde{N}(n) \geq (\eta')^2 2^{n[C(\Phi)-\frac{1}{2}\epsilon]} \geq 2^{(ML_2+n)[C(\Phi)-\epsilon]}.
\]

(B.3.41)

To complete the proof we need to show that the set \( E_k^{(n)} \) satisfies (B.3.1). But this follows immediately from condition (ii),

\[
\text{Tr} \left[ \Phi_i^{(ML_2+n)} \left( \hat{\rho}_k^{(ML_2+n)} \right) E_k^{(n)} \right] = 1 - \epsilon.
\]

(B.3.42)
We have now provided a proof for the direct part of the channel coding theorem for the periodic quantum channel introduced in Chapter 4. Note that in Chapter 5 we show that the strong converse theorem does not in fact hold for the periodic quantum channel.
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