Highly time resolved chemical characterization of submicron organic aerosols at a polluted urban location†
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Non-refractory submicron (NR-PM1) aerosols were measured during the late winter period (February–March) via an Aerodyne High Resolution Time of Flight Aerosol Mass Spectrometer (HR-ToF-AMS) along with Black Carbon (BC) and trace gases in an industrial city, Kanpur, situated in the Gangetic Plain (GP) of India. The composition of NR-PM1 aerosols was dominated by organics (54%), followed by inorganics (36%), and BC (10%). Source apportionment via Positive Matrix Factorization (PMF) of AMS measured organic aerosols (OAs) revealed 6 factors. Factors are identified as 2 types of oxidized organic aerosols (OOAs), 2 types of biomass burning organic aerosols (BBOAs), freshly emitted hydrocarbon-like organic aerosols (HOAs) and oxygenated primary organic aerosols (OPOAs). A substantial increase in relative OOA contributions (200%) and O/C ratio (26%) has been observed from the high loading events (HLE) to the low loading events (LLE). Back trajectory analysis indicated that the study location received contributions from regional and long-range transported aerosols. OA composition and evolution during this study period were also very different from those observed during a fog influenced peak winter period of December–January. This is the first study to present detailed aerosol composition during the late winter period in India highlighting the changes in OA composition and chemistry within the same winter season.

Environmental impact

In this manuscript, we report the real time chemical characterization of late winter (February–March) non-refractory submicron (NR-PM1) aerosols in a polluted urban location (Kanpur) of India, using a HR-ToF-AMS (High resolution-Time of Flight Aerosol Mass Spectrometer). Some insightful results from this study are: (1) first ever real time characterization of late winter time (February–March) NR-PM1 characterization from India revealed complete dominance of organic aerosols (OAs). (2) OA chemical characteristics and compositions differ vastly from high pollution (high aerosol loading) to low pollution events, showing a loading dependent OA evolution and oxidation. (3) OAs during the late winter period evolve very differently with lower O/C ratios from fog dominated peak winter (December–January) indicating changes in OA evolution chemistry within the same season.

1. Introduction

Atmospheric aerosols play a significant role in influencing radiative climate forcing directly or indirectly,1 and cause adverse health effects resulting in an increase in mortality rates.2 Especially in developing countries like India and China, the PM (particulate matter) concentrations are reaching unprecedented levels due to rapid industrialization, population explosion and lack of mitigation technologies and control strategies. Atmospheric aerosols are emitted from both natural and anthropogenic activities. Among the different size fractions of aerosols, submicron aerosols contribute most mass and number concentrations to the total ambient aerosols.3,4 Organic aerosols (OAs) generally dominate the composition of submicron aerosols.4,5 Depending upon whether OAs are directly emitted or formed via atmospheric processing, they are segregated into primary organic aerosols (POAs) and secondary organic aerosols (SOAs), respectively. Different sources of primary organic aerosols are fossil fuel combustion, biomass burning, forest fires, sea salts, and volcanic emissions.4,6 OA sources and composition are poorly characterized due to multiple origins, complex formation and transformation processes like aging, mixing, volatilization and cloud processing. Many of the processes occur at a much shorter time scale than routinely deployed 8–12 hours long offline-filter sampling, so they often fail to capture the dynamic processes and underlying mechanisms of OA transformation in the ambient environment.

† Electronic supplementary information (ESI) available. See DOI: 10.1039/c6em00392c
In the last decade, real-time aerosol mass spectrometer measurements coupled with receptor-only based factor analysis have revolutionized source apportionment studies.\(^7\)\(^9\)\(^{26}\)\(^{28}\) Zhang et al. (2007)\(^{30}\) used Multiple Component Analysis (MCA) to resolve further the OOA (oxidized OA, a surrogate of the traditional SOA) into OOA-I (highly oxidized) and OOA-II (less oxidized). Lan et al. (2007)\(^{11}\) first used Positive Matrix Factorization (PMF)\(^2\) to resolve the Q-AMS data into six components: OOA-I, OOA-II, charbroiling, wood burning, HOAs (hydrocarbon-like OAs) and minor sources. Other types of OAs like biomass burning OAs (BBOAs),\(^{33,14}\) cooking related OAs (COAs)\(^3\) and nitrate rich OAs (NOAs)\(^{16}\) were also identified based on characteristic fragments at \(m/z\) 60 (C\(_2\)H\(_4\)O\(_2\)\(^+)\), 55 (C\(_3\)H\(_2\)O\(^+)\), and 58 (C\(_2\)H\(_4\)N\(^+)\) signals, respectively. Currently, PMF is the most widely used source apportionment tool throughout the world.\(^{11,37,16}\)

This paper presents high resolution time-of-flight AMS (HR-ToF-AMS, hereafter abbreviated as AMS) data collected in an urban background in Kanpur located in the Indo-Gangetic plain (IGP). The IGP accommodates nearly 40% of the total Indian population and has undergone large scale urbanization and land use changes. Numerous offline filter based studies have been carried out at various locations in the IGP, especially in Kanpur.\(^{19-21}\) However, only a handful of efforts have been made to explore the sources, variability and composition of the OA\(^{24,25}\) in real time, mostly during peak winter/pre-winter time. To devise an effective control strategy for pollution control and air quality improvement, seasonal variations of the sources, their chemical composition, and formation mechanisms are required. Therefore, this late winter study will provide valuable insights into those important parameters for the first time at this polluted location. Comparisons of the same parameters with peak wintertime aerosols are made to provide some novel information on how and why aerosol characteristics change from fog dominated peak winter to late winter periods.

### 2. Sampling and methodology

#### 2.1 Site description

The measurement of non-refractory submicron ambient aerosols (NR-PM\(_{1}\), part of the submicron aerosols that evaporates within few seconds at 600 °C (ref. 26)) was carried out at the Centre for Environmental Science and Engineering (CESE) in the Indian Institute of Technology (IIT), Kanpur (26.46°N, 80.32°E, 130 amsl). The sampling was carried out from 12th February to 22nd March of 2013. It is one of the most densely populated (1452 persons per sq km as per the 2011 census) and highly polluted areas in the IGP region.\(^{31,24}\) It is one of the major industrial hubs, and many coal fired power plants are clustered in this region. Panki power plant is the nearest one, located nearly 3 km downwind of the IIT Kanpur campus. Grand Trunk (G-T) road is nearly 1.5 km from the sampling location which has moderate traffic in the daytime with heavy duty vehicles plying in the city from 21:00 h to 07:00 h. Several sources like automobile and industrial emissions, biomass burning, cooking and residential cooking and agricultural activities\(^{27}\) contribute to aerosol loadings in this area. Along with the above mentioned sources, trash burning is a major concern in the city which includes paper, wood, plastics and other garbage for heating in the winter season.

#### 2.2 Instrumentation

The real-time measurement of ambient NR-PM\(_{1}\) composition (organics, sulfate, nitrate, ammonium and chloride) was carried out with a HR-ToF-AMS (High Resolution Time of Flight-Aerosol Mass Spectrometer).\(^7\) Here, only a brief description of the AMS working principle is given. It has three regions namely, an inlet system, particle sizing region and particle detection region. In the inlet region, there is an aerodynamic lens system\(^{26,29}\) which focuses the aerosols into a narrow beam. At the end of the inlet system, there is a chopper which modulates the particle beam through 'Open' and 'Closed' modes. Due to supersonic expansion, the particles attain size dependent velocities and move in the sizing chamber. The known length of the chamber and time taken to reach the detection region give the particle velocity through which sizing of the particles is done.\(^{30}\) Further, the particles have an impact on a vaporizer at 600 °C, so the non-refractory portion of those aerosols are vaporized and then ionized via standard 70 eV electron impact. Finally, the ionized fragments go to the mass spectrometer region for detection and mass quantification. Additional details on the HR-ToF-AMS can be obtained from the study of Canagaratna et al. (2007),\(^{4}\) DeCarlo et al. (2006),\(^{7}\) Drewnick et al. (2005).\(^{24}\) The HR-ToF-AMS is capable of measuring the high resolution mass spectra of the species, which can provide the elemental composition of organic aerosols.\(^{22}\)

Regular ionization efficiency (IE) calibrations were done before, during and at the end of the campaign. IE/AB (air beam, signal intensity of \(m/z\ 28\) values were found to be very stable with only 5–10% variation throughout the campaign. The calculated average relative ionization efficiency (RIE) value used for NH\(_4\)\(^+\) is 5.6 while for organics it was assumed to be 1.4. The HR-ToF-AMS was operated in V-mode and W-mode alternatively with a duration of 1 minute each. In this study, only V mode data were used to generate mass spectra for PMF analysis as they have a high signal to noise (S/N) ratio. HEPA (high efficiency particulate arrestance; Whatman) measurements were also carried out every other day and during the IE calibration to remove gaseous interference from the AMS spectra.

For the black carbon measurement, an Aethalometer (AE 42, Magee Scientific) was operated at a flow rate of 2 L min\(^{-1}\) at seven different wavelengths (370, 470, 520, 590, 660, 880 and 950 nm) with a time resolution of 15 minutes. Mass concentrations at 880 nm represent black carbon which is considered for this study. 1 h averaged meteorological data including temperature, rainfall and relative humidity (RH) were measured through an Automatic Weather Station (AWS). A scanning mobility particle size analyzer (SMPS) was also deployed during the study period. A Thermo Fisher NO\(_x\) (nitrogen oxide) analyzer (model 42i), SO\(_2\) (sulfur di-oxide) analyzer (model 43i), O\(_3\) (ozone) analyzer (model 49i) and CO (carbon mono-oxide) analyzer (model 48i) were deployed to measure NO\(_x\), SO\(_2\), O\(_3\) and CO respectively with 15 min time resolution. However, apart
from CO, other gas analyzers were very rarely used for ambient sampling as they were used in another chamber experiment, so only CO data are reported in this study.

2.3 Data analysis

The scientific data analysis package Igor (ver. 6.3 A, Wave-metrics) was used for the AMS data analysis. A collection efficiency (CE) value of 0.5 was used to calculate mass concentrations of different aerosol species in AMS. CE is a factor used to compensate for the aerosol particles lost during transmission through aerodynamic lenses and/or bounces off vaporizer surface without getting ionized.\(^1\) This value of CE (0.5) is calculated using Middlebrook et al. (2006)\(^4\) formulation and found to be satisfactory for this location from previous studies.\(^5\)\(^,\)\(^6\)\(^,\)\(^7\) In this study also, CE = 0.5 yielded an almost 1 : 1 correlation (Fig. S1 in the ESI\(^8\)) with SMPS mass (converted from the volume concentration assuming a particle density of 1.4 gm cm\(^{-3}\)) so the choice of this CE value is justified. RIE values of 1.1, 1.2, 1.4, 1.3 and 5.6 were used for the HR fragments of nitrate, sulfate, organics, chloride, and ammonium, respectively. Elemental analysis of HR data is carried out using A-A (Aiken-Ambient method).

In the present study, PMF was applied on the organic spectra by using a PMF evaluation tool (PET v2.04)\(^9\) which is a graphical interface developed by Colorado University, Boulder based on the PMF2 model.\(^10\) Details of these can be found in the previously published literature.\(^11\)\(^,\)\(^12\) A total of 407 HR species and 22,773 data points were used. For the whole dataset, a minimum error was introduced for single ion values.\(^13\) The bad m/z values (fragments with a signal to noise ratio (S/N) < 0.2) were completely removed while the species with 0.2 < S/N < 2 were considered as weak and down-weighted by a factor of 2. The model was run from p = 1 to 8 in robust mode. The PMF's f peak values were considered from −5 to 5 with an incremental step of 0.5. A six factor solution was chosen as OA components, depending on the correlation with both internal and external factors. A detailed explanation of the factors is given in Section 3.

The effects of regional and long-range transport on NR-PM\(_1\) aerosol loading and composition are determined by performing a back trajectory (BT) analysis using the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSLIT4) model developed by NOAA/Arles Resources Laboratory (ARL).\(^14\) The meteorological data used in the computation of the trajectories come from the Global Data Assimilation System archive maintained by ARL (available online at http://www.ready.arl.noaa.gov/archives.php). First, 48 h back trajectories starting at 500 m above the ground in Kanpur (26.46°N, 80.33°E) were calculated for every 6 hours throughout the study period. Next, the trajectories were clustered according to their similarities in terms of spatial distributions using HYSLIT4 software. The clustering principles and processes are described in the software user guide.\(^15\) The six-cluster (denoted as C1 to C6) solution was considered optimum for clustering according to the change in the total spatial variance. After clustering, the PM\(_1\) chemical compositions corresponding to the BTs in each cluster were averaged and plotted.

3. Results and discussion

3.1 General characteristics of PM\(_1\) and BC

Fig. 1b and c show the time series of non-refractory species namely organics, ammonium, sulfate, nitrate and chloride along with black carbon measured by the AMS and Aethalometer, respectively. All the values reported in this manuscript are of 15 min time resolution; 1 min AMS data are also averaged to 15 min to match other collocated instruments. The average PM\(_1\) loading was found to be 51 (±30) mg m\(^{-3}\) varying from 8 mg m\(^{-3}\) to 210 mg m\(^{-3}\). Among the major species, organics ranged from 4 mg m\(^{-3}\) to 133 mg m\(^{-3}\) with an average loading of 32 (±19) mg m\(^{-3}\) while sulfate and nitrate varied from 1 mg m\(^{-3}\) to 28 mg m\(^{-3}\) and 0.1 mg m\(^{-3}\) to 33 mg m\(^{-3}\) with average loadings of 6 (±4) mg m\(^{-3}\) and 7 (±3) mg m\(^{-3}\), respectively. BC concentrations varied from 0.2 to 38 mg m\(^{-3}\) with an average of 6 (±4) mg m\(^{-3}\). The average meteorological parameters, i.e., temperature and relative humidity (RH), are shown in Fig. 1a. The average temperature and RH values were found to be 21.9 °C (±5 °C) and 69.4% (±17.3%) for the overall campaign.

Overall, non-refractory species account for >80% of PM\(_1\) with organics contributing nearly 50% of the total PM\(_1\) concentration (Fig. 2a). A strong diurnal variation has been observed for all the species except sulfate (Fig. 2b). The sharp decrease in all the species concentrations from late morning (11:00 h) to evening (18:00 h) is mainly due to temperature driven boundary layer expansion (Fig. 2b) which dilutes the concentration.

The organics concentration showed an increasing trend from 06:00 h and peaked around 09:00 h, mainly due to rush hours and also due to the local biomass and trash burning for domestic purposes. The evening rush hour from 17:00 h to 21:00 h, decreasing boundary layer heights, along with trash and biomass burning activities increased the OA concentration. OA concentration reached a peak around 23:00 h mainly due to the combination of lowest PBLH and additional contributions from heavy duty vehicles plying in the city. Nitrate and sulfate also increase during evening hours with a combination of vehicular emissions and lower boundary layer heights. BC contributes around 10% of total PM\(_1\) (NR-PM\(_1\) + BC) mass, and its diurnal pattern is very much similar to that of OA but with less variation. This suggests that BC is also getting released with the organics from sources like traffic emissions, biomass burning, etc., and since it is less prone to atmospheric aging, its value was relatively stable than that of OAs. The O/C ratio increased during the afternoon due to photochemistry and decreased at night time due to more primary emissions and less efficient nocturnal chemistry (Fig. 3a).

The overall O/C ratio of OA during the campaign period was 0.51 with daytime (6–18 hours) O/C of 0.58 being much higher than the night time (18–6 hours) O/C of 0.45. The OA/BC ratio follows an opposite trend to the O/C ratio, which indicates that higher OA loadings are mostly associated with primary organics. The highest OA/BC ratio was observed during evening traffic rush hours when biomass burning activities also take place. This indicates that BB activities emit more OAs compared
to BC, in the late night emissions from heavy duty vehicles contribute more BC leading to a decrease in the OA/BC ratio. The Van Krevelen diagram (H/C vs. O/C plot, Fig. 3b) indicates that OAs evolved with a slope of $-0.63$, this relatively shallow slope indicates that either functionalization reactions are happening with $-\text{OH}/-\text{COOH}$ groups being added to the organic molecules or a $-\text{COOH}$ group is being added with the fragmentation of the carbon backbone.$^{38,39}$ A strong anti-correlation is also observed (Fig. S2†) between f60 (biomass burning marker) and f44 (a marker for carboxylic acids), this is very similar to what is reported by Cubison et al.$^{40}$ from Mexico city during a study of a biomass burning plume. This strong anti-
correlation indicates that the moderately oxidized biomass burning OA is being continuously oxidized to a more oxidized carboxylic acid fraction via ambient processing.\textsuperscript{40}

Inorganics have contributed nearly 34% by mass to PM\textsubscript{1}, with ammonium dominating (12%), followed by a 10% contribution for both nitrate and sulfate and 2% for chloride. Among all of them, sulfate shows a weaker diurnal profile suggesting its regional transport and/or photochemical production. The continuous emission of SO\textsubscript{2} from a nearby coal power plant and its subsequent atmospheric processing may have contributed to the additional production of secondary sulfate as reported in previous studies from this location.\textsuperscript{19,41} The diurnal profile of nitrate is driven by high RH and lower temperatures that result in gas to particle phase transformation of HNO\textsubscript{3}.\textsuperscript{3} The NO\textsubscript{3}\textsuperscript{-} coming from vehicular emissions reacts with ammonia to form NH\textsubscript{4}NO\textsubscript{3}.\textsuperscript{31,42} The diurnal profiles of nitrate, sulfate, and chloride matched with that of ammonium particularly in the morning time from 06:00 h to 11:00 h indicating possible neutralization of inorganic anions by ammonium leading to the formation of NH\textsubscript{4}NO\textsubscript{3} (ammonium nitrate), (NH\textsubscript{4})\textsubscript{2}SO\textsubscript{4} (ammonium sulfate) and NH\textsubscript{4}Cl (ammonium chloride). The relative contribution of chloride is much higher (2%) compared to that reported in other global studies (0.2%, New York, Sun \textit{et al.}, 2011 (ref. 16) and 1%, Mexico, Aiken \textit{et al.}, 2010 (ref. 13)), and is expected to be coming from biomass/trash burning in the winter period.\textsuperscript{44,45} To know the extent of neutralization of the aerosols, the ratio of NH\textsubscript{4}\textsuperscript{+} measured/NH\textsubscript{4}\textsuperscript{+} expected \([=(NH\textsubscript{4}\textsuperscript{+}/18)/(2 \times SO\textsubscript{4}\textsuperscript{2–}/96 + NO\textsubscript{3}\textsuperscript{–}/62 + Cl\textsuperscript{–}/35.5)]\) was calculated. The value turned out to be 1.08 which shows that the aerosols were completely neutralized during the study period.

3.2 Organic aerosol source apportionment via PMF (positive matrix factorization)

Fig. 4 shows the various factors, their time series, diurnal profiles and percentage contribution. A six factor solution was chosen based on the diurnal profiles, O/C ratios, correlations with the tracers and residual errors. PMF diagnostics and correlations with the tracers are shown in Fig. S3 and S4. Table S1 in the ESI section\textsuperscript{9} describes the rationale behind choosing the number of PMF factors. Fig. S5 and S6 show the factor profiles, diurnal pattern, and residues for 5 and 7 factor PMF solutions.

3.2.1. HOA and OPOA. The mass spectrum of HOAs found here is quite similar to the one found in many previous studies\textsuperscript{11,16,18,46} and is characterized by the large peaks at m/z 55 and 57 (Fig. 4a). The mass spectrum is dominated by the saturated C\textsubscript{n}H\textsubscript{2n+1} (29, 43, 57, and 71) and unsaturated hydrocarbons C\textsubscript{n}H\textsubscript{2n-1} (27, 41, 55, 69, and 83).\textsuperscript{44} This factor contributes nearly 16% to the overall OA (Fig. 4b) and the O/C ratio of this factor is 0.12 which is similar to the O/C ratios reported in urban environments such as Beijing and Mexico\textsuperscript{43} for HOAs. This factor shows a clear diurnal profile with peaks between 09:00–11:00 and 21:00–23:00 (Fig. 4c). Both peaks were mostly due to freshly emitted vehicular exhausts. HOAs have a similar trend to CO and BC \((k^2 = 0.59\) and 0.41 vs. BC & CO, respectively, Fig. S4\textsuperscript{1}) suggesting that the aerosols were mainly emitted from primary combustion activities.

Oxgenated primary organic aerosols (OPOAs) are characterized by the relative abundance of f\textsubscript{44} (0.038) and f\textsubscript{43} (0.069) fragments (Fig. 4a) which are very much similar to the OPOA produced in the laboratory by the oxidation of atmospherically relevant anthropogenic and biogenic precursors.\textsuperscript{48} Similar characteristics were also reported for the OPOA at the same location\textsuperscript{25} during winter. The relative contribution of the OPOA is nearly 14% (Fig. 4b). The O/C value is observed to be 0.24 which is in the range of 0.18–0.4 mostly reported for oxygenated POAs.\textsuperscript{14,25,46,49}

Good correlations with C\textsubscript{3}H\textsubscript{8} (m/z 43) and a C\textsubscript{3}H\textsubscript{10}O\textsuperscript{+} fragment (C\textsubscript{3}H\textsubscript{11}O\textsuperscript{+})\textsuperscript{16} (Fig. S4\textsuperscript{1}) and a high f\textsubscript{55}/f\textsubscript{57} (ratio of f\textsubscript{55} and f\textsubscript{57})\textsuperscript{15} of 2.3 suggest contributions from COAs to this factor. COAs generally have a higher m/z 55 signal and f\textsubscript{55}/f\textsubscript{57} ratio as compared to HOAs for which m/z 57 is considered to be the marker species.\textsuperscript{25} This suggests that the OPOA is a complex mixture of aerosols coming from multiple sources like biomass burning, and cooking which cannot be resolved by PMF entirely due to similar temporal trends of those OAs as reported in previous studies.\textsuperscript{14,49} A similar type of factor has already been identified from a lab study\textsuperscript{48} and also identified in this location from a previous study.\textsuperscript{25}

3.2.2. LVOOA. The LVOOA found in this study is characterized by the highest f\textsubscript{44} (0.24) and O/C ratio (0.88). The mass spectrum obtained in this study is quite similar to that of the OOA found in Pittsburgh\textsuperscript{18} and Langley.\textsuperscript{29} The mass spectrum (Fig. 4a) is dominated by m/z 44 (CO\textsubscript{2}\textsuperscript{+}) and m/z 28 (CO\textsuperscript{+}) which
together contributed 46% to the factor. The LVOOA showed a good correlation with secondary sulfate ($R^2 = 0.56$) (Fig. S4†) and the CO$_2^+$ ion ($R^2 = 0.68$), indicating its low volatile nature. Similar values have been observed for other highly polluted cities, e.g., Beijing in China. An O/C ratio of 0.88 suggests its most oxidized nature among all the factors. The LVOOA mass concentration is steadily increasing from morning 06:00 h as the sun rose and reached maxima around noon (Fig. 4c). Later although it started to decrease gradually due to boundary layer expansion, it remained much higher than any other factor. This indicates that it is strongly driven by photochemical oxidation of primary and semi-volatile organic aerosols.
3.2.3. SVOOA. The mass spectrum of the SVOOA (Fig. 4a) has a relatively lower O/C (0.67) and higher f43 (0.0807) compared to that of the LVOOA (21% higher than LVOOA’s f43). The mass spectrum is similar to those found in Beijing,18Pittsburgh,18 the time series strongly correlates with secondary nitrate (Fig. S4†). The diurnal pattern (Fig. 4c) showed a peak around 09:00 hours just after HOA and BBOA peaked although SVOOA concentration started increasing from early morning, most likely due to the fresh formation of the OOA due to photochemistry. Afterward, this factor continuously decreased, possibly due to boundary layer expansion and photochemical conversion to the LVOOA. However, it remained significantly higher than other primary emissions which suggests that the SVOOA probably forms from the oxidation of primary emissions like HOAs and BBOAs and/or continued conversion of less oxidized gas phase products into the particle phase. During the FM period, the contribution from LV and SV-OAA increased slightly to 43% during this study from 34% of DJ period.24

3.2.4. BBOA. The m/z tracers for BBOA identification are m/z 60 and 73 which represent the fragments (C2H4O2+ and C3H5O2+) of levoglucosan (C6H10O5).40,43 Two BBOAs are found in this study via PMF analysis (Fig. 4a) with very little O/C difference: BBOA-I (0.43) and BBOA-II (0.46). The mass spectrum of BBOA-I is very much similar to the trash and pine burning OA spectrum. Both the BBOA factors correlate strongly with C2H4O2+ (R² = 0.96 and 0.76, respectively). Both the BBOAs have similar diurnal profiles (Fig. 4c) with two peaks around 08:00 h and 22:00 h. It could be due to local wood burning generally practiced for heating purposes. However, a closer look reveals some of the salient differences in their mass spectrum. BBOA-II has a higher f44/f43 ratio (≈2.06) than BBOA-I (≈1.12), which indicates that organic (carboxylic) acid moieties are dominant over carbonyl moieties in BBOA-II. BBOA-I has relatively more contributions from higher m/z fragments (% of total f signal at >m/z 100 = 11%) than BBOA-II (% of total signal at >m/z 100 = 3%), indicating different types of biomass or burning conditions. Many previously filed studies have already reported various types of BBOA factors and laboratory studies showed that depending upon type of biomass and burning condition their mass spectra can differ greatly.26,57

In Kanpur apart from wood, people burn different types of biomasses like cow dung, plastics, tires, etc, so identification of different types of BBOAs is not surprising and has already been reported in previous studies from the same location.24,55 The average mass contribution of BBOA-I (8%) is smaller than that of BBOA-II (16%) (Fig. 4b).

It is also interesting to note that the HOA and OPOA seemed to be aligned with a slope of −2 in the Van Krevelen diagram (Fig. 3b) while BBOAs and other oxidized OAs aligned along a −1 or even shallower line. This is in line with the understanding that less oxidized OAs are first oxidized by addition of less oxidized carbonyl groups while already oxidized OAs are further oxidized by addition of highly oxidized carboxylic and/or peroxide groups.38 Similar diurnal trends of OPOAs, BBOAs and HOAs can be explained by the fact that they are all primary OAs.

Fig. 5 Air masses arriving at Kanpur (latitude and longitudes are mentioned of Kanpur as the source) as identified from back trajectory analysis. Bar charts show average composition and mass concentrations of NR-PM1 and different types of OAs in upper and lower panels, respectively. C1···C6 refer to clusters 1 to 6.
and have similar temporal emission profiles. Biomass burning activities generally occurred in late evening to night and early morning periods during winter, overlapping with traffic rush hours. The OPOA factor identified in this study has a similar diurnal profile to that reported earlier from this location.\textsuperscript{23} Several previous AMS-PMF based studies\textsuperscript{14,44,49} reported that sources with similar temporal emission profiles (like HOAs, COAs, BBOAs, etc.) are not always clearly separated by PMF and residues of the BBOA factor may influence the HOA or COA factor. So, similar temporal trends of the sources of different types of OAs thus may have resulted in their similar diurnal trends.

### 3.3 Back trajectory analysis

Different back trajectories (BTs) and corresponding PM\textsubscript{1} chemical compositions are shown in Fig. 5 (and S7\textsuperscript{†}).

It can be seen from Fig. 5 that the site was influenced both by local and long-range transported aerosols and majority of the times air masses were arriving from the NW direction. Arrival timings of back trajectories are evenly distributed between day and night with % of daytime (06:00-18:00 hours) trajectories varied within a narrow range of 42–54%. In terms of NR-PM\textsubscript{1} concentrations, clusters 2 and 6 (C2 & C6, Fig. 5) are the least polluted ones. These two trajectories are coming from locations where fewer industries are present (as per industrial maps of India and Pakistan), so that might be the reason for them being less polluted, while the other trajectories are coming mostly from relatively more industry populated areas. In terms of NR-PM\textsubscript{1} composition, there is not much difference among the various trajectories. However, in terms of OA composition, the airmass associated with cluster 6, which traveled the longest path, contains slightly higher relative contributions from the most oxidized LVOOA (Fig. S7,\textsuperscript{†} the difference is statistically significant, \(p < 0.002\)), indicating more processing time for OAs due to the longest travel path.

### 3.4 High and low pollution events

To understand the impact of high aerosol loading on the OA aerosol composition and chemistry, the whole campaign is further divided into two segments of high and low pollution events. High pollution events (HPEs) are marked when total PM\textsubscript{1} loading is greater than the 75\textsuperscript{th} percentile of the entire campaign PM\textsubscript{1} loading value, which in this case is 76 \(\mu \text{g m}^{-3}\). Low pollution events (LPEs) are marked when PM\textsubscript{1} loading is less than the 25\textsuperscript{th} percentile of its entire campaign PM\textsubscript{1} loading value, in this case, 30 \(\mu \text{g m}^{-3}\). As a whole, average aerosol loading during the HPE (100 \(\mu \text{g m}^{-3}\)) was 4 times more compared to that during the LPE (22 \(\mu \text{g m}^{-3}\)), Fig. 6. Emissions were higher during the HPE as average BC values during this period (8 \(\mu \text{g m}^{-3}\)) were almost thrice as high compared to that during the LPE (3 \(\mu \text{g m}^{-3}\)). Also the average CO value was almost 20–30% higher during the HPE compared to that during the LPE. Meteorological parameters during the HPE were also more suitable for pollution accumulation than the LPE, with lower wind speeds (1.2 m s\textsuperscript{-1} vs. 1.9 m s\textsuperscript{-1}), solar radiation (430 W m\textsuperscript{-2} vs. 510 W m\textsuperscript{-2}), temperature (18 °C vs. 26 °C), boundary layer height (500 m vs. 850 m) and higher RH (76% vs. 49%). Most of the HPEs occurred during night (70% of all HPE data points) while LPEs were more evenly distributed between day and night (58% & 42% of all LPE data points, respectively) periods. In terms of overall PM\textsubscript{1} composition these events are not very different (Fig. 6), only the sulfate and BC contributions were enhanced slightly during the LPE compared to the HPE while relative contributions of OA remained very similar during both types of events. However, drastic changes can be seen in the OA composition (Fig. 6) with complete dominance of the most oxidized LVOOA during the LPE, with 3 times higher contributions to the OA (52%) compared to the HPE (19%) period.

In contrast, the relative contribution of the SVOOA to the total OA decreased by 3 times from the HPE (22%) to LPE (8%).

---

*Fig. 6* PM\textsubscript{1} (left panels) and OA (right panels) concentrations and compositions during various events of the entire campaign. HPEs = high pollution events and LPEs = low pollution events.
In terms of mass, the SVOOA decreased 10 times from the HPE to LPE, 8.51 \( \mu \)g m\(^{-3}\) to 0.81 \( \mu \)g m\(^{-3}\). However, the LVOOA decreased only by 50% from the HPE (10.25 \( \mu \)g m\(^{-3}\)) to LPE (5.87 \( \mu \)g m\(^{-3}\)), this has led to the complete dominance of the LVOOA in OA composition during the LPE. Apart from these differences, Fig. 6 clearly shows that the LPE is dominated more by the oxidized OA with 60% contributions from SV + LVOOA while the HPE only has 41% contributions from SV + LVOOA. This dominance of the oxidized OA during the LPE is also quite evident from the much higher O/C ratio of the ambient OA (0.58) compared to that of the HPE (0.46). Higher OA loading favors gas to particle conversion of less oxidized gas phase oxidation products, thus bringing down the overall O/C ratio. In contrast, low OA loading favors partitioning of more oxidized gas phase products leading to an enhancement in the overall O/C ratio.\(^{39,40}\) Apart from this, the more primary OA contribution during the HPE may have also contributed to its observed lower O/C ratio. Slopes of the Van Krevelen diagram (H/C vs. O/C plot, Fig. S8†) also differ during the two types of events, the LPE has a shallower slope of \(-0.54\) compared to a steep slope of \(-0.68\) during the HPE. This indicates that for every unit of O/C increase, the H/C ratio will go down much more quickly during the HPE. Usually, a shallower slope means a different mechanism and/or addition of various functional groups to organic molecules, but the mixing of various types of OAs in different proportions can also result in different slopes in a VK diagram.\(^{24}\)

### 3.5 Comparison with wintertime aerosol characteristics

To better understand how late wintertime aerosol composition, chemistry, and evolution change from the peak winter period, a comparison is made. During the December–January (DJ) period of 2012–13, the total NR-PM\(_1\) and organic aerosols loading were much higher (139 and 94 \( \mu \)g m\(^{-3}\), respectively)\(^{24}\) compared to what is observed in this study (51 and 32 \( \mu \)g m\(^{-3}\), respectively) during the February–March (FM) period. Several factors like meteorology and changes in emissions can result in such a massive decrease from the peak winter period. RH and temperature during DJ were very different from those in FM. On average, DJ RH (82%) was much higher than that in FM (RH = 64%) while the opposite is true for average temperature (15 °C and 22 °C, respectively). During the DJ period several fog events were observed while none occurred in the FM period, stagnant conditions during the foggy periods made the accumulation of pollutants more feasible. The average boundary layer (BL) height during the DJ period was 279 m while during the FM period it was 626 m [obtained from National Oceanic and Atmospheric Administration (NOAA) Air Resources Laboratory (ARL)], a factor of two times higher than that in the DJ period. However, average night time BL heights of the two periods (70 m vs. 108 m, for DJ & FM periods, respectively) are relatively closer compared to average daytime BL heights (458 m vs. 1149 m, for DJ & FM periods, respectively). Wind speed also increased significantly from 1.08 m s\(^{-1}\) to 1.65 m s\(^{-1}\) during the transition from the DJ to FM period. Higher BL height and WS during this study compared to peak winter time of the DJ period indicate that pollutants were more efficiently dispersed and diluted leading to lower concentrations.

The overall compositions of PM\(_1\) aerosols are very similar for DJ and FM and are with complete dominance of the OA, followed by nitrate and sulfate. However, composition, chemistry and characteristics of OAs are very different in the two periods in question. During the DJ period, OA composition was completely dominated by biomass burning OAs, both of primary and secondary (highly oxidized, O/C = 0.69) nature.\(^{24}\) BBOAs contributed 57% during the DJ period while BBOA contribution to OAs is found to be only 24% with the absence of a secondary (oxidized) BBOA during the FM period. Local burning activities are usually more active during the DJ period, due to much lower temperatures and frequent foggy conditions, and these activities slow down during the FM period. Contributions from HOAs have been doubled to 16% during this study period from the DJ period (7%). However, actual HOA mass concentration increased very marginally from the DJ period (4.70 \( \mu \)g m\(^{-3}\)) to the FM period (5.10 \( \mu \)g m\(^{-3}\)), indicating that observed enhancement in HOA relative contribution is mainly caused by a reduction in other types of OAs. Apart from

![Van Krevelen diagram](Image)

**Fig. 7** Van Krevelen diagram (H/C vs. O/C plot) and diurnal elemental ratios showing difference in slopes of OA evolution from the DJ (December–January) to FM (February–March) period. Differences in O/C ratios between DJ and FM periods are more pronounced during evening-night time frames compared to daytime ones.
composition, the oxidation levels of OAs also decreased from the DJ (0.55) to FM period (0.50) (the difference is statistically significant with $p < 0.001$). The lower O/C ratio during the FM period than the DJ period is a bit surprising as solar radiation (483 W m$^{-2}$) was higher during FM compared to DJ (405 W m$^{-2}$). Apart from that, the OA loading is much lower during the present study (32 $\mu$g m$^{-3}$) compared to that of the DJ period (94 $\mu$g m$^{-3}$), and a lower OA loading favors higher O/C ratio via gas to particle condensation of highly oxidized organics. So, in spite of favorable conditions for higher oxidation ratios, the overall O/C ratio during the FM period is lower compared to the DJ period. This apparent ambiguity can be explained via stagnant conditions and aqueous phase oxidation during the DJ period. Stagnant conditions have allowed more processing time of OAs while due to high RH and presence of fog, aqueous phase OA oxidation is enhanced. Also, the overall difference in the O/C ratio between these two periods is driven by night time differences (Fig. 7), while daytime O/C ratios are almost the same, which points towards night time fog (aqueous) oxidation and stagnant conditions. The role of enhanced aqueous oxidation during the DJ period is further supported by better correlation between night time RH and O/C ratio during that period compared to the FM one (Fig. S9†). The efficiency of aqueous phase oxidation is independent of the OA loading, so a combination of stagnant conditions and aqueous phase oxidation had enhanced the OA oxidation level during winter despite lower solar radiations and higher OA loading. Apart from differences in OA oxidation levels, the Van Krevelen diagram (H/C vs. O/C plot) revealed that some differences also exist in the evolution of OAs. Slopes of the VK diagram become much steeper from the DJ period (slope = $-0.42$, Fig. 7) to the FM period (slope = $-0.63$, Fig. 7).

Usually, shallower slopes indicate addition of $-\text{COOH}$ and $-\text{OH}$ groups to the carbon backbone (functionalization) and/or addition of $-\text{COOH}$ functional groups with the fragmentation of the carbon backbone. So, the differences among these slopes indicate that the mechanism of OA oxidation is possibly different from the DJ to FM period.

4. Conclusions

A high resolution PM$_1$ mass spectrum is obtained from a HR-ToF-AMS at an urban location (Kanpur city) in the Indo Ganges plain. Organic aerosols dominate the PM$_1$ mass with 54% followed by inorganics (36%) and BC (10%). PMF is applied to AMS organic mass spectra to know the different sources and types of OAs contributing to the ambient OA. PMF revealed 6 factors including one highly oxidized and aged LVOOA, moderately oxidized SVOOA, two very similar types of BBOAs with very little O/C variation, one freshly generated primary organic aerosol, HOA, and one oxygenated POA, OPOA. Overall, the OA composition is almost equally divided into primary and secondary OA factors, with LV + SV-OOA contributing 46% of total OA while the rest is primary OA factors (BBOA-I, II + HOA + OPOA). However, OA composition and O/C ratios differ significantly from high to low pollution periods as observed during the study. The HPE has 25% lower O/C ratio and 50% lesser contributions from OOAs compared to the LPE, clearly demonstrating the impact of pollution and higher OA loading on OA oxidation. Overall, the OA composition and chemistry observed in this study also differ significantly from those of the DJ (peak winter) period. During the DJ period, OAs were more oxidized in spite of lower solar radiation and completely dominated by primary and secondary BBOA factors. Also, the evolution of OAs took place differently along a much shallower slope in H/C vs. O/C space than that observed in this present study. These findings indicate that chemistry of the ambient OA was very different in the DJ period compared to this study period. Stagnant conditions, high RH and frequent fog events may have allowed more processing time and enhanced aqueous phase oxidation during the DJ period compared to this study, causing such differences. Back trajectory analysis indicated that the study location was influenced both by regional and long-range transported aerosols; however, major differences in composition and chemistry were more impacted by local sources, meteorology and processings. This information provides valuable insights into late winter chemistry of the organic aerosols at the study location and highlights the significant changes that occur in OA composition and evolution from the peak winter to late winter period.
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