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ABSTRACT
A low-order stochastically forced two-layer global energy balance model (EBM) admitting an analytical solution is developed for studying natural inter-annual, decadal and multi-decadal climate variability, and ultimately to better understand forced climate change. The EBM comprises upper and lower oceanic layers with a diffusive coupling, a radiative damping term including feedbacks and stochastic atmospheric forcing. The EBM is used to analyse the influence of radiative forcing, feedbacks and climate system inertia on the global mean surface temperature variance (climate variability) and to understand why Coupled Model Intercomparison Project, Phase 5 (CMIP5) models exhibit such a wide range in the level of variability in globally averaged surface air temperature. We examine the influence of the model parameters on the climate variability on different timescales. To this end, we derive the Fokker–Planck equation for the EBM and then obtain the analytical expression that quantifies the sensitivity coefficients for all model parameters. For all timescales, the most influential factors are as follows: (1) the magnitude of the stochastic forcing, (2) the feedback mechanisms, (3) the upper layer depth, (4) the diffusion parameter and (5) the lower ocean depth. Results from the EBM imply that the range of stochastic forcing in the CMIP5 climate models is around twice as important as the strength of radiative feedback or upper layer depth in causing the model-to-model spread in the magnitude of globally averaged climate model variability.
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1. Introduction
Global temperatures are characterised by large global-scale ‘natural variability’ on timescales from months to decades (Power et al., 2006; Hawkins and Sutton, 2009; Deser et al., 2012). The importance of variability has been particularly prominent in recent years during the debate of the role of decadal contributions to a purported ‘hiatus’ in global warming (Collins et al., 2013). Although the precise nature, cause and importance of the ‘hiatus’ are still the subject of research (e.g. Kosaka and Xie, 2013), what is clear is that natural variability on timescales from years to multiple decades can either substantially reduce or exacerbate the effects of global warming, and it plays a critical role in the detection and attribution of climate change.

It has long been known that climate change projections under a range of projected greenhouse gas increases vary by a factor of around three in coupled general circulation models (CGCMs) (e.g. Bony et al., 2006), and this range has not decreased over a long period of model development (Flato et al., 2013). Perhaps less appreciated is that the range of natural variability found in GCMs is equally stark. Colman and Power (2018) find the standard deviation of global mean temperature at decadal timescales varies by a factor of more than four across Coupled Model Intercomparison Project, Phase 5 (CMIP5) models, with a similar range apparent in an earlier generation (CMIP3). In contrast to climate change, however, much less effort has gone into understanding the reasons behind this large spread.
Part of the challenge is the complexity of processes underlying natural variability, including features such as El Niño–Southern Oscillation (ENSO) and the Interdecadal Pacific Oscillation (Power et al., 2006), and Southern Ocean processes (Van Westen and Dijkstra, 2017). However, recent findings suggest that these and other coupled dynamic processes, important as they may be for regional-scale variability (such as ocean basin temperatures or regional rainfall), may be less prominent at global scales (Liu, 2012). The review paper of Liu (2012) concludes that the ‘significant advancement of the last two decades is the recognition of the (atmospheric) stochastic forcing as the dominant generation mechanism for almost all interdecadal variability’ (our emphasis). Consistent with this, Middlemas and Clement (2016) found that a model with only mixed layer physics showed decadal variability only 5% weaker than a version of the same GCM with full ocean dynamics. These two factors together suggest, prima facie, that much can be learned exploring the role of simpler ‘Hasselmann’ (1976)-type responses to stochastic radiative forcing in understanding variability in models.

A major advantage of the use of simplified, for example, energy balance models (EBMs) is that the hugely complex ‘multi-dimensionality’ of CGCM response can potentially be reduced to a few simple parameters, allowing straightforward exploration and understanding of model sensitivities. Under climate change scenarios, simple EBMs have been extensively used and it has been found that they can describe much of the multi-decadal temperature evolution under very different idealised external forcing, such as instantaneously quadrupled CO$_2$, or 1% compounded increases (Geoffroy et al., 2013a, 2013b; Gregory et al., 2015) or even under more complex scenarios (Watterson, 2000; IPCC, 2013). Indeed, they have shown surprising robustness and utility in representing global temperature changes out to 2300 and at extreme values of up to 12 K (Palmer et al., 2018). Although much less work has been directed at understanding CGCM variability using such models, one recent study has attempted to use simple models to link inter-annual variability with climate change in CMIP5 CGCMs (Cox et al., 2018).

A key point of interest in the present study is to explore the relative roles of radiative climate feedbacks versus oceanic heat uptake in setting the level of climate variability and the magnitude of the annual to multi-decadal response to external forcing. There is now considerable evidence supporting a significant role for radiative feedbacks in influencing inter-annual and decadal variability (Minschwaner and Dessler, 2004; Hall and Qu, 2006; Dessler, 2010, 2013; Qu and Hall, 2014; Andrews et al., 2015; Brown et al., 2015; Gregory and Andrews, 2016; Ying and Huang, 2016; Zhou et al., 2016; Colman and Hanson, 2017). Furthermore, radiative feedbacks also determine equilibrium climate sensitivity (ECS) (Bony et al., 2006) and, an associated measure of climate sensitivity, the transient climate response (TCR) (Randall et al., 2007), which is a function of both feedbacks and oceanic heat uptake. If links could be established between the magnitude of inter-annual/decadal/multi-decadal climate variability and ECS/TCR, then this has the exciting potential to provide constraints on future climate change based on climate variations derived from the instrumental record or palaeo-reconstructions (Colman and Power, 2018; Cox et al., 2018).

With this ultimate goal in mind, and following the discussion above, we develop a simple two-layer EBM of the climate system, and then we examine the ‘natural variability’ evident in the EBM that arises in response to stochastic radiative forcing. We will obtain analytical solutions for the second-moment statistics of the model (i.e. the global mean surface temperature variance) under stochastic forcing. We will then explore the sensitivity of the EBM variability on different timescales to the parameter settings. This will help us to understand the relative importance of the different physical processes included in the EBM, such as radiative feedbacks, mixed layer depth and deep oceanic mixing. We will then use the EBM to try and better understand the reasons why current CGCMs exhibit such a wide range in globally averaged surface air temperature (GSAT) and variability.

In summary, we emphasise that we are not seeking a fully detailed representation of variability in the real world or in GCMs, but rather seeking to understand the simplest possible model that can represent some of the key features of global-scale variability (and response to external forcing) and understand the characteristics of that model.

Section 2 describes the EBM, derivation of analytic solutions and sensitivity analysis methods. Section 3 will present the sensitivity analysis, discussion and comparison with CMIP5 results, and Section 4 will present the conclusions.

2. Methods

2.1. Two-layer energy balance model

To represent the earth’s climate system, we formulate a two-layer EBM that consists of a pair of coupled linear subsystems (Gregory and Mitchell, 1997; Gregory, 2000; Held et al., 2010; Geoffroy et al., 2013a, 2013b). The first subsystem represents the upper portion of the climate system: the atmosphere, the land surface and the ocean mixed layer combined, while the second subsystem represents the deep ocean. These subsystems are characterised by specific effective heat capacities $C$ and $C_D$ such that
Their states are defined by the temperatures $T$ and $T_D$, which are globally averaged anomalies with respect to the initial state and which satisfy the following equations:

$$C \frac{dT}{dt} = -\lambda T - \gamma (T - T_D) + F_d + F_s,$$

$$C_D \frac{dT_D}{dt} = \gamma (T - T_D),$$

where $\lambda$ is a climate radiative feedback parameter (in W m$^{-2}$K$^{-1}$), $\gamma$ is a parameter that describes the coupling strength between the two subsystems (in W m$^{-2}$K$^{-1}$), while $F_d$ and $F_s$ are deterministic and stochastic radiative forcing terms, respectively (in W m$^{-2}$).

A key motivation of using such a model is that similar two-layer models have been considered and analysed in a number of papers considering the response to forced climate change. For example, Geoffroy et al. (2013a, 2013b) obtained and discussed the general analytical solutions of the two-layer model for different hypothetical climate forcing scenarios, and suggested the approach of calibrating the model parameters to imitate the time response of CGCMs from CMIP5 to radiative forcing. Gregory et al. (2015) analysed the two-layer model and approximations to (1) and (2), and discussed the TCR, the global mean surface air temperature change $T$ under two scenarios, one with a step forcing (the abrupt 4xCO$_2$ experiment) and one with the 1pctCO$_2$ scenario (atmospheric CO$_2$ increasing at 1% per year). Despite the fact that the two-layer model is one of the simplest tools to mimic climate dynamics under external radiative forcing, it was able to simulate the evolution of average global surface temperature over time in response to both abrupt and time-dependent forcing reasonably accurately (Geoffroy et al., 2013b).

Indeed, the degree of complexity of the EBM is chosen in the present study very deliberately. The advantages, quite apart from the close links to EBMs used in climate change, include the simplicity, and the evidence that stochastic forcing dominates global decadal variability (as discussed in the Introduction). Further refinements could of course be added, for example as discussed by Held et al. (2010), the EBM could be modified to include features such as a time-varying value for the ‘efficacy’ factor for deep ocean heat uptake (see e.g. Winton et al., 2010). Geoffroy et al. (2013b), however, found impacts of including such uptake ‘efficacy’ were small over decadal to multi-decadal timescales, and they will not be examined further here. Note also that since we wish to keep the forcing and response at its simplest (again consistent with the way the model is used for studying secular climate change) – we do not consider the annual cycle in forcing or temperature variation.

In accordance with the theory of sensitivity in dynamical systems (e.g. Eslami, 1994; Rozenvasser and Yusupov, 2000; Cacuci, 2003), the inverse of the climate feedback parameter $\lambda = 1/\lambda$ is referred to here as the ‘climate sensitivity parameter’ or ‘climate sensitivity coefficient’ (in W m$^{-2}$K$^{-1}$). Meanwhile, following the Intergovernmental Panel on Climate Change (IPCC, 2013) terminology, ‘climate sensitivity’ is defined as the equilibrium response of the global mean surface temperature to a doubling of the atmospheric CO$_2$ concentration. To avoid confusion, herein we will refer to this as the ‘ECS’. To understand the role of climate feedbacks, it is useful to introduce a ‘reference climate sensitivity parameter’, $\gamma_0$ with only the ‘Planck’ response from surface temperature operating (Roe, 2009). The Planck response is the radiative cooling that would be obtained if nothing changed in the warming atmosphere, apart from uniform heating through the depth of the atmosphere (of the magnitude of the surface warming), without changes to water vapour amounts or clouds or to surface albedo (Bony et al., 2006). We can write:

$$\gamma_0 = \frac{1}{4.60 F_0} \approx 0.30 \text{ W m}^{-2} \text{K}^{-1},$$

where $\varepsilon = 0.62$ is the emissivity of the Earth (Karper and Engler, 2013), $\sigma = 5.67 \times 10^{-8}$ kg s$^{-3}$ K$^{-4}$ the Stephan–Boltzmann constant, $T_0 = 287$K a ‘reference’ global mean surface temperature. The corresponding $\gamma_0 = 1/\gamma_0 \approx 3.13$K (W m$^{-2}$)$^{-1}$. We introduce the dimensionless feedback factor $f$, which represents the fraction of the Planck cooling that is offset by the radiative feedbacks in the system, specifically those due to changes in water vapour, lapse rate, clouds and surface albedo (Schlesinger, 1985; Bony et al., 2006). Not all of these individual feedbacks are positive (e.g. lapse rate, Bony et al., 2006). Taken together, however, these radiative feedbacks are ‘positive’ in that they offset the Planck cooling and therefore amplify the response of the system to perturbation (Randall et al., 2007). To reiterate, however, the net radiative response of the system (the Planck cooling plus the positive feedbacks) must be a dampening one, otherwise the system is unstable to variations. Since the Planck response is indeed large, this is the case both in the real world and in climate models (Flato et al., 2013). We can represent the parameter $\lambda$ as follows:

$$\lambda = (1 - f)/\gamma_0.$$  

The variable $g = 1/(1 - f)$ is sometimes referred to as climate ‘gain’ (Schlesinger, 1985).

2.2. Deterministic and stochastic radiative forcing approximation

We assume that the deterministic radiative forcing $F_d$ is due to changes in greenhouse gas (and specifically CO$_2$) atmospheric concentrations. For the classic 1% compounding CO$_2$ experiment, we assume $F_d$ is linear
function of time (i.e. assuming a logarithmic relationship between \( F_d \) and \( \mathrm{CO}_2 \) concentration), which gives (Geoffroy et al., 2013b):

\[
F_d(t) = \begin{cases} 
0 & \text{if } t<0 \\
\eta t & \text{if } 0 \leq t < t_{st} \\
\eta t_{st} & \text{if } t \geq t_{st}
\end{cases}
\]

where \( \eta = F_{2xCO_2}/t_{2xCO_2} \) with \( t_{2xCO_2} \approx 70 \) years and \( F_{2xCO_2} = 3.7 \) W m\(^{-2}\) (Bony et al., 2006). Function (4) provides the 1\% yr\(^{-1}\) growth in \( \mathrm{CO}_2 \) concentration until \( F_d = \eta t_{st} \), where \( t_{st} \) is a stabilisation time.

To describe the natural variability, we include an additive stochastic radiative forcing \( F_s(t) \) (Hasselmann, 1976) on the right-hand side of Equation (1). Note that the random term represents additive noise if it does not depend on the model state variables. Ideally, we would have a formulation that describes the time dependence of stochastic forcing standard deviation. Considering the ‘multiplicative’ noise, we would need to introduce additional parameters, which affect the amplitude of stochastic forcing. The choice of extra parameters will generate additional complexity in our simple model but not guarantee better results, so consideration of ‘multiplicative’ noise is left to a separate study. Random fluctuations of the atmospheric heat flux are modelled by a Gaussian white noise with zero mean \( \langle F_s(t) \rangle = 0 \) and correlation function given by:

\[
\langle F_s(t) F_s(t+s) \rangle = \sigma^2_s \delta(s),
\]

where \( \sigma^2_s \) is the variance of the noise, \( \delta \) is the Dirac delta function, and angular brackets denote ensemble averaging.

Since our objective is to study climate variability on annual, decadal and multi-decadal (30 years) timescales, the normally distributed stochastic forcing is assumed to be uncorrelated on monthly timescales. Estimates of stochastic forcing from the CMIP5 CGCMs were calculated by: (1) first detrending pre-industrial (PI) experiment annual mean temperatures and top of atmosphere (TOA) and surface radiation; (2) removing the mean seasonal cycles; and (3) removing TOA and surface radiation fluctuations correlated with global mean temperature. This latter removal was carried out on the assumption that radiative perturbations on monthly timescales contain a component (particularly in the long wave) which is in response to the temperature perturbations and is therefore not ‘forcing’ the system. This component was removed by linearly regressing radiation change against temperature, then subtracting the temperature-dependent fraction. The fraction removed was typically very small, at around 5\% of the total standard deviation of net radiation on average across the CGCMs.

The remaining variation is taken to represent the stochastic forcing in the models and is found to be dominated by shortwave variations (not shown). As the result, we have obtained the value of 0.60 W m\(^{-2}\) at the TOA and \( \sim 0.46 \) W m\(^{-2}\) at the surface for the monthly timescale \( \sigma_s \). The latter will be used in the calculations that follow. Observational estimates based on CERES (Clouds and the Earth’s Radiant Energy System) satellite data indicate that global-scale total TOA variability has a standard deviation of around 0.62 (0.28) W m\(^{-2}\) on monthly (annual) timescales (Trenberth et al., 2014) – a value comparable to the multi-model mean. In parallel, analysing detrended surface temperature time series in the CGCMs, we calculated the values of 0.00701, 0.00212 and 0.00071 K\(^2\) for PI inter-annual, decadal and multi-decadal (30 years) variances of the global mean surface temperature, respectively. These values will be used in the analysis of two-layer model discussed in this article.

### 2.3. Model parameters

The two-layer model has two state time-dependent variables \( T \) and \( T_D \), and six free parameters: \( C, C_D, f, \gamma, \eta \) and \( \sigma_s \). Since the values of parameters \( \eta \) and \( \sigma_s \) are already discussed above, here we will pay attention to the remaining four parameters.

Note that we would expect parameter values to determine the ‘timescale’ of the temperature response to forcing. Specifically, there are two timescales set by the relaxation times \( t_D \) and \( t_O \) for the equilibration of upper and deep ocean temperatures, respectively (Geoffroy et al., 2013a). Critical parameters that define \( t_D \) and \( t_O \) are, correspondingly, the effective heat capacities \( C \) and \( C_D \). For inter-annual variability, we assume that \( C \approx 7.5 \) W yr m\(^{-2}\)K\(^{-1}\) (Geoffroy et al., 2013a). The corresponding depth of the upper ocean layer \( h \) is about 60 m since \( C = c_0 h \), where \( c_0 = 4 \times 10^6 \) J m\(^{-3}\)K\(^{-1}\) is the volumetric heat capacity (Gregory, 2000). For decadal variability, we assume that \( C \approx 20 \) W yr m\(^{-2}\)K\(^{-1}\) (Gregory, 2000; Schwartz, 2007), which gives the estimate \( h \approx 150 \) m. Note that these differences in the upper ocean reflect differing physical processes operating on these timescales. On shorter timescales, relatively shallow mixed layer processes dominate the effective depth of the ocean heat exchange, whereas on longer timescales overturning circulations, vertical advection and convective mixing at high latitudes cause an exchange in heat at much deeper levels in the ocean (Power and Hirst, 1997; Rhein et al., 2013).

The question arises on possible variations of these parameters on multi-decadal timescales. In a stationary climate, there is no a priori reason to expect time
dependence of the parameters, and we are assuming a stable PI climate (compared with changes under secular climate change). This assumption ofunchanging variables is also consistent with the assumptions elsewhere, for example under the modelling of Geoffroy et al. (2013a) and Palmer et al. (2018). Investigation of introducing an ‘efficacy’ factor by Geoffroy et al. (2013b) for deep ocean processes (relevant for multi-decadal timescales) found little impact on global temperature changes at less than centennial timescales, so would not likely impact the results here. Nevertheless, there is an assumption here of stationarity. In fact, true climate stationarity is unlikely to exist in nature (Masson-Delmonte et al., 2013). Furthermore, even in a hypothetical ‘stationary’ climate, variances are likely to themselves vary on very long timescales due to the internal dynamics of the climate system. Climate models show temporal variability in variance and other climate statistics, from processes such as inter-decadal to inter-centennial variability of ENSO (Wittenberg, 2009). Such temporal variations are beyond the scope of the present study, however, so are not investigated further here.

The values of $C_D$ and $\gamma$ are taken in accordance with values consistent with the CMIP5 multi-model mean under climate change derived by Geoffroy et al. (2013a): $C_D \approx 100$ W yr m$^{-2}$ K$^{-1}$ (this value corresponds to an equivalent deep ocean layer depth $h_D \approx 800$ m) and $\gamma \approx 0.7$ Wm$^{-2}$K$^{-1}$.

The feedback factor, $f$, plays an influential role in the behaviour of the coupled dynamical system. We assume that $0 < f < 1$, meaning that the feedback amplifies the system response to external forcing (Colman, 2003; Roe, 2009), and that the system is stable to external forcing. In practice, in CGCMs the net feedback factor is the result of contributions from temperature-dependent changes to water vapour, lapse rate, surface albedo and clouds (Colman, 2003; Bony et al., 2006). Using the multi-model mean of the climate radiative feedback parameter $\lambda = 1.13$ W m$^{-2}$ K$^{-1}$ (Geoffroy et al., 2013a) and applying the relationship between $f$ and $\lambda$ (see Section 2.1), we obtain $f \approx 0.64$.

2.4. Mean and second-moment equations

Equations (1) and (2) can be represented as

$$\frac{dT}{dt} = -aT + bT_D + \frac{\eta}{C} t + \frac{1}{C} \sigma_v \zeta(t),$$

$$\frac{dT_D}{dt} = cT - cT_D,$$

where $\zeta(t)$ is a Gaussian white noise with unit variance,

$$a = \frac{\lambda + \gamma}{C}, \quad b = \frac{\gamma}{C}, \quad c = \frac{\gamma}{C_D}.$$

The associated Fokker–Planck or forward Kolmogorov equation that describes the time evolution of the probability density function $P = P(T, T_D, t)$ for these equations is of the form:

$$\frac{\partial P}{\partial t} = -\frac{\partial}{\partial T} \left[ \left( -aT + bT_D + \frac{\eta}{C} t \right) P \right] - \frac{\partial}{\partial T_D} \left[ (cT - cT_D) P \right] + \frac{\sigma_v}{2C} \frac{\partial^2 P}{\partial T^2}.$$  

(9)

Multiplying both sides of Equation (9) by $T$, and then integrating over all possible values of $T$ and $T_D$, one can derive the mean equation for variable $T$ (Nicolis, 1998; Heinz, 2011):

$$\frac{d\langle T \rangle}{dt} = -a\langle T \rangle + b\langle T_D \rangle + \frac{\eta}{C} t.$$  

(10)

The partial derivative by $t$ is replaced here by the regular derivative because the expectation values $\langle T \rangle$ and $\langle T_D \rangle$ of variables $T$ and $T_D$ are only functions of $t$. Similarly, we can also obtain the second equation, which describes the time evolution of the mean value $\langle T_D \rangle$:

$$\frac{d\langle T_D \rangle}{dt} = c\langle T \rangle - c\langle T_D \rangle.$$  

(11)

The second-moment equation for the variable $T$ can be derived by multiplying both sides of the Fokker–Planck Equation (9) by $T^2$ and then integrating by parts:

$$\frac{d\langle T^2 \rangle}{dt} = -2a\langle T^2 \rangle + 2b\langle T \delta T_D \rangle + \frac{\sigma_v^2}{C^2},$$  

(12)

where $\langle T \delta T_D \rangle = \langle T \rangle - \langle T_D \rangle$ is the surface temperature variance, $\delta T = T - \langle T \rangle$ and $\delta T_D = T_D - \langle T_D \rangle$. Using the same procedure, we can obtain the following second-moment Equations:

$$\frac{d\langle \delta T_D^2 \rangle}{dt} = 2c\langle \delta T \delta T_D \rangle - 2c\langle \delta T_D \rangle^2,$$  

(13)

$$\frac{d\langle \delta T \delta T_D \rangle}{dt} = c\langle T^2 \rangle - (a + c)\langle \delta T \delta T_D \rangle + b\langle \delta T_D^2 \rangle.$$  

(14)

For the steady-state probability distribution, the Equations (12)–(14) take the form:

$$2a\langle T^2 \rangle - 2b\langle \delta T \delta T_D \rangle - \frac{\sigma_v^2}{C^2} = 0,$$  

(15)

$$2c\langle \delta T \delta T_D \rangle - 2c\langle \delta T_D^2 \rangle = 0,$$  

(16)

$$c\langle T^2 \rangle - (a + c)\langle \delta T \delta T_D \rangle + b\langle \delta T_D^2 \rangle = 0.$$  

(17)

(\langle T^2 \rangle) is then given by:

$$\langle T^2 \rangle = \frac{\gamma^2}{2C(\lambda + \gamma)} (\lambda C_D + \gamma C) - \frac{\gamma^2}{C^2} C.$$  

(18)

It follows from Equation (18) that in the EBM, the surface temperature variance (variability) is independent of the deterministic radiative forcing $F_d$ or, in other
words, on concentrations of atmospheric greenhouse gases such as CO₂. Therefore, the parameter ƞ, which defines deterministic radiative forcing by (4), can be excluded from our consideration.

Note that the study of the variance of the model is confined to that in the PI climate (i.e. without external forcing). A full analysis of the evolution of variability under climate change (e.g. using the approach in Majda and Gershgorin (2010)) would be a useful extension in a further study.

2.5. Sensitivity analysis method

Model parameters, denoted by the vector \( \mathbf{p} = (C, C_D, f, \gamma, \sigma_i)^T \), influence the model output and, in particular, the surface temperature variance defined by Equation (18). Most of these parameters are empirical and therefore not uniquely defined. However, the CGCM and observational results provide plausible ranges (e.g. on radiative feedbacks). The impact of varying a parameter on the EBM output itself varies from parameter to parameter. For exploring the influence of the uncertainty in the model parameters on the climate variability, we employ sensitivity coefficients defined as partial derivatives of surface temperature variance \( \langle \delta T^2 \rangle \) with respect to parameters (e.g. Eslami, 1994; Rozenvasser and Yusupov, 2000):

\[
S_p = \left. \frac{\partial \langle \delta T^2 \rangle}{\partial p_i} \right|_{p_i = p_i^*}, \tag{19}
\]

where \( p_i \) is any particular parameter of interest and \( p_i^* \) its base (nominal) value around which the sensitivity is estimated. Sensitivity coefficients can be readily determined by using (19) with respect a given parameter, keeping other parameters unchanged.

Sensitivity coefficients for different model parameters, however, can naturally be expected to differ in magnitude, simply because of differences in their units. For assessing, and ranking, the relative influence of parameter uncertainties on the climate variability, we use the relative sensitivity coefficients defined as

\[
S^R_{p_i} = \left. \frac{p_i}{\langle \delta T^2 \rangle} \frac{\partial \langle \delta T^2 \rangle}{\partial p_i} \right|_{p_i = p_i^*}. \tag{20}
\]

The relative sensitivity, then, describes how temperature variance is affected by fractional changes in a particular variable – for example, how a 10% change in mixed layer depth changes the variance, which can then be compared, say with a 10% change in the ocean deep layer.

### Table 1. Maximum, minimum and multi-model mean values of radiative feedback parameter \( \lambda \) and climate system inertia parameters \( C, C_D \) and \( \gamma \) obtained from analysis of the CMIP5 models (Geoffroy et al., 2013a) and the corresponding values for \( \sigma_i \) from this study.

| Parameter | Min value | Max value | Multi-model mean |
|-----------|-----------|-----------|-----------------|
| \( \lambda \) (W m\(^{-2}\) K\(^{-1}\)) | 0.61 | 1.70 | 1.13 |
| \( \gamma \) (W m\(^{-2}\) K\(^{-1}\)) | 0.50 | 1.16 | 0.73 |
| \( C \) (W yr m\(^{-2}\) K\(^{-1}\)) | 4.7 | 8.6 | 7.3 |
| \( C_D \) (W yr m\(^{-2}\) K\(^{-1}\)) | 53 | 145 | 106 |
| \( \sigma_i \) (W m\(^{-2}\)) | 0.30 | 0.60 | 0.46 |

Shown values for the parameter \( C \) correspond, respectively, to inter-annual, decadal and multi-decadal timescale variability.

### Table 2. Maximum, minimum and multi-model mean values of model parameters used in calculations.

| Parameter | Min value | Max value | Base value |
|-----------|-----------|-----------|------------|
| \( f \) | 0.1 | 0.8 | 0.64 |
| \( \gamma \) (W m\(^{-2}\) K\(^{-1}\)) | 0.1 | 1.3 | 1.13 |
| \( C \) (W yr m\(^{-2}\) K\(^{-1}\)) | 4 | 40 | 7.5/20/30 |
| \( C_D \) (W yr m\(^{-2}\) K\(^{-1}\)) | 50 | 250 | 100 |
| \( \sigma_i \) (W m\(^{-2}\)) | 0.1 | 0.8 | 0.46 |

3. Results and discussion

To evaluate the two-layer model and in particular to rank the impact of model parameters on the surface temperature variance \( \langle \delta T^2 \rangle \), we use the so-called monothetic analysis, or one-variable-at-a-time (OVAT), method, changing each parameter over its range, and keeping others at their ‘base’ values – that is, changing only one parameter at a time (e.g. Daniel, 1973; Murphy et al., 2004). The downside of this approach is its inability to explore interactions among the parameters. Since in our simple model we do not explicitly account for interactions between parameters and the number of parameters is small, the use of OVAT method is a good starting point.

The OVAT approach requires maximum and minimum values, and base values for all model parameters. Geoffroy et al. (2013a) derived ranges of parameter values for the two-layer model from analysis of the CMIP5 models under simplified forcing (instantaneous CO₂ quadrupling). For reference, we display the three values for each parameter used by Geoffroy et al. (2013a) in Table 1. Note that the range of radiative feedback parameter \( \lambda \) (Table 1) corresponds to the range of \( f_{\text{max}} \approx 0.8 \) and \( f_{\text{min}} \approx 0.47 \) for the dimensionless feedback factor \( f \), which is used in our model instead of \( \lambda \). We also want to explore sensitivities of our model to parameters outside this range, both for reference purposes, and also acknowledging that credible values in the climate system may lie outside the values found by Geoffroy et al. (2013a). Table 2 lists the maximum,
minimum and base values of all two-layer model parameters used in calculations.

Figures 1 and 2 give a general representation on the impact of all model parameters on the surface temperature variance $\langle \delta T^2 \rangle$. Before proceeding to the analysis of these figures, it is important to note that both the magnitude of calculated surface temperature variance and the estimated impact of one or another model parameter on the behaviour of $\langle \delta T^2 \rangle$ in the parameter space strongly depend on the ‘climate timescale’ considered.

To explore how the model reproduces climate variability from annual to multi-decadal timescales under the influence of stochastic radiative forcing, we calculated the surface temperature variance as a function of the upper layer heat capacity. This was chosen, as we would expect this to set the timescale of response, over short time periods at least to vary sensitively with this variable (Gregory, 2000). Figure 1a (red curve) presents the dependence of $\langle \delta T^2 \rangle$ on the parameter $C$, assuming that

Fig. 1. Surface temperature variance as a function of (a) upper layer effective heat capacity $C$, (b) feedback parameter $f$, (c) parameter $\gamma$ and (d) lower layer effective heat capacity $C_D$. The bold line indicates the range of parameter values obtained from analysis of the CMIP5 models (Geoffroy et al., 2013a).

Fig. 2. Surface temperature variance as a function of parameter $\sigma_s$. The bold line here is the calculated range from the CMIP5 models listed in Geoffroy et al., (2013a).
Thus, analogous to the case for forced climate change, increases when the feedback factor $f$ timescale is defined by the effective heat capacity of the upper layer (e.g. Schwartz, 2007; Knutti et al., 2008). The heat exchange parameter, $\gamma$, also noticeably affects the climate variability, as shown in Fig. 1c, and this influence increases, as expected, as $C$ decreases (i.e. as the depth of the upper layer decreases, or the timescale of the upper layer increases). For increasing $\gamma$, there is a decrease in surface temperature variance for all timescales. This is because increasing $\gamma$ effectively increases the depth of water responding to the stochastic forcing.

A less significant effect on the climate variability of various climate timescales is provided by the parameter $C_D$ (Fig. 1d). For a particular climate timescale, the influence of change in $C_D$ on $\langle \delta T^2 \rangle$ is insignificant, except perhaps for very low values of $C_D$ (which are unrealistic in the models, given it represents the lower ocean). We might expect greater sensitivity to $C_D$ for larger values of $\gamma$.

Figure 2 displays the influence of radiative stochastic forcing $\sigma_s$ on the surface temperature variance for different timescales. Since the dependence of $\langle \delta T^2 \rangle$ on $\sigma_s$ is quadratic (see Equation (18)), the uncertainty in stochastic forcing can produce a significant uncertainty in the model output.

We now compare the EBM variability with variability in the CGCMs. To do this, we first set the variance of the stochastic forcing to the mean of the CGCM values. Verifying the calculated temperature variance against the PI inter-annual, decadal and multi-decadal variances (see Section 2.2), we conclude that the model can quite realistically simulate the inter-annual and decadal climate variability (see Table 3) using standard settings of all parameters, with changes to $C$ alone. However, for these ‘base’ parameter values, the multi-decadal temperature variance is twice the value evident in the CMIP5 models. By changing parameters $\gamma$, $C_D$ and $\sigma_s$, it is possible to fit the multi-decadal variability to the surface temperature variance obtained from analysis of the CMIP5 models to some extent. Table 3 includes some results calculated for different values of $\gamma$, $C_D$ and $\sigma_s$, which, however, belong to the range of values obtained by Geoffroy et al. (2013a). This illustrates two things. First, the EBM can be ‘tuned’ to represent variability simulated by the CGCMs across a wide range of timescales. This is analogous to the tuning that was carried out by Geoffroy et al. (2013a) for

| $C$ (W yr m$^{-2}$ K$^{-1}$) | 5 | 7.5 | 10 | 15 | 20 | 25 | 30 | 40 |
|-----------------------------|---|-----|----|----|----|----|----|----|
| Calculated variances $\langle \delta T^2 \rangle$ (K$^2$) | 0.0117 | 0.0079 | 0.0059 | 0.0040 | 0.0030 | 0.0024 | 0.0021 | 0.0016 |
| Base parameter values | | | | | | | | |
| Base values except $\gamma = 0.9$ | 0.0106 | 0.0071 | 0.0054 | 0.0037 | 0.0028 | 0.0023 | 0.0019 | 0.0015 |
| Base values except $\gamma = 0.9$ and $C_D=200$ | 0.0105 | 0.0071 | 0.0053 | 0.0036 | 0.0027 | 0.0022 | 0.0018 | 0.0014 |
| Base values except $\gamma = 0.9$, $C_D=200$ and $\sigma_s = 0.4$ | 0.0080 | 0.0053 | 0.0040 | 0.0027 | 0.0020 | 0.0016 | 0.0014 | 0.0011 |

Table 3. Calculated surface temperature variance $\langle \delta T^2 \rangle$ for various values of the upper layer effective heat capacity $C$ and the inter-annual, decadal and multi-decadal surface temperature variances obtained from the CMIP5 models.
forced climate change. Second, the model temperature variance is sensitive to the choice of parameters, but that sensitivity depends in turn on the baseline selection of those parameters. As the aim is to use the EBM to understand the relationships between variability at different timescales and response to forced climate change in CGCMs, we need to systematically explore our model sensitivity to parameter settings. That sensitivity can be estimated via ‘sensitivity coefficients’ (19). If $\delta p_i$ is a small variation in the model parameter $p_i$, the change in the surface temperature variance $\Delta(\delta T^2)$ induced by $\delta p_i$ can be estimated to a first-order accuracy in the following way:

$$\Delta(\delta T^2(\delta p_i)) \approx \langle \delta T^2(p_i^* + \delta p_i) \rangle - \langle \delta T^2(p_i^*) \rangle \approx \delta p_i S_{p_i} \big|_{p_i=p_i^*}. \quad (21)$$

Calculated sensitivity coefficients with respect to the model parameters are illustrated in Figs. 3 and 4 for different climate timescales. As shown in these figures,
coefficients $S_f$ and $S_r$ are positive, while all others are negative, which indicates that the infinitesimal perturbations in these parameters lead to positive (negative) changes in the surface temperature variance $\Delta(\delta T^2)$. Furthermore, all sensitivity coefficients are nonlinear functions of the corresponding parameters with the exception of $r_s$ (the standard deviation of the stochastic forcing). Importantly, the effects of variations in parameters $C$, $f$, $\gamma$ and $r_s$ all decrease in magnitude with the climate timescale considered, with only $C_D$ increasing. This can be understood as the absolute variance decreases with timescale, so that given parameter changes are less effective in changing temperature variance. For $C_D$, this is not the case because the deep ocean is seen less at shorter timescales.

Each sensitivity coefficient, as shown in Figs. 3 and 4, varies noticeably in the range of the corresponding parameter. Therefore, the same parameter changes induce different changes in $\Delta(\delta T^2)$ at different parts of the parameter range. For example, if $\delta C = 0.3750 \text{ W yr m}^{-2} \text{ K}^{-1}$, which is equal to 5% change with respect to the base value, then for inter-annual timescales we obtain $\Delta(\delta T^2) \approx 3.78 \times 10^{-4} \text{ K}^2$, while for decadal $\Delta(\delta T^2) = 1.45 \times 10^{-4} \text{ K}^2$ since the sensitivity coefficient $S_C$ decreases in absolute value from $1.01 \times 10^{-3}$ to $1.45 \times 10^{-4}$, that is decreases by almost an order of
magnitude. To some degree, a similar pattern emerges for the remaining parameters. For instance, when the feedback factor increases from 0.4 to 0.8, then it can be seen that the increase in $\Delta (\delta T^2)$ is almost a factor of 10 – from $1.36 \times 10^{-4}$ to $1.18 \times 10^{-3}$ K$^2$ because of the growth of the sensitivity coefficient from $0.68 \times 10^{-2}$ to $2.95 \times 10^{-2}$.

Sensitivity coefficients allow us to estimate the influence of model parameter uncertainty on the uncertainty of calculated surface temperature variance, but the absolute effects depend on the scale of the parameter being varied. To assess the relative effects of parametric uncertainty, we shall assume that the parameter variations are 5% of their base values, that is $\delta p_i = 0.05 \times p_i^j$. Table 4 shows how the absolute value of surface temperature variance changes when model parameters deviate 5% from their base values. It follows from this table that the changes in $\Delta (\delta T^2)$ due to changes in the parameters $C$, $f$, $\gamma$ and $\sigma_i$ are quantities of the same order; however, the effect of variations in $\sigma_i$ is almost twice as large as the others. The influence of variations in the parameter $C_D$ on changes in $\langle \delta T^2 \rangle$ is about two orders of magnitude less than affects caused by other parameters.

Along with the absolute sensitivity coefficients analysed above, we also calculated relative (normalised) sensitivity coefficients $S_{ri}$ which allows one to quantitatively assess the relative influence of a parameter change on the surface temperature variance and, consequently, rank the parameters in accordance with their degree of influence on $\Delta (\delta T^2)$. The graphs of relative sensitivity coefficients with respect to parameters $C$, $f$, $\gamma$ and $C_D$ are plotted in Fig. 5. There is inherent nonlinearity in all coefficients and the coefficients themselves vary significantly in the range of their values. In contrast, the relative sensitivity coefficient $S_{ri}$ is independent of the parameter $\sigma_i$: $S_{ri} = 2$ for all $\sigma_i$. Table 5 presents values of relative sensitivity coefficients calculated for different climate timescales. This table shows that the stochastic forcing variability has the largest rank for all timescales. Feedback parameter and upper layer effective heat capacity rank second and third, respectively, followed by heat exchange coefficient $\gamma$ and lower layer effective heat capacity $C_D$. With increasing climate timescale, the coefficients $S_{ri}$ and $S_{ri}$ decrease, while the coefficients $S_{ri}$ and $S_{ri}$, in contrast, increase. This confirms then that for this model the radiative feedback is more important for setting variability for long timescales than for smaller. The upper layer ocean depth also becomes less important, which is understandable as the relative importance of the deep layer increases with increasing timescale. Radiative feedback parameter remained important at all timescales.

The results discussed above are for the base values of model parameters. However, a key question is how the range of model parameters found from fitting GCM results (Geoffroy et al., 2013a) contributes to the range of variability found in the GCMs. Table 6 shows the spread in global mean surface temperature variance $\langle \delta T^2 \rangle$ taking the variables $C$, $C_D$, $f$, $\gamma$ and $\sigma_i$ at their base values, then varying each parameter in turn across the range found by Geoffroy et al. (2013a) (or as derived here for $\sigma_i$). The largest impact comes from $\sigma_i$ (0.01 K$^2$) followed by the upper layer heat capacity $C$ and feedback parameter $\lambda$ at around half the value (0.0056 K$^2$ and 0.0053 K$^2$ respectively). The impact of the diffusion parameter range is around half the value again. Finally, the range in the deep ocean heat capacity is the least significant, at 0.0002 K$^2$.

### Table 5. Relative sensitivity coefficients calculated for annual, decadal and multi-decadal surface temperature variability.

| Parameter | $C$ | $C_D$ | $f$ | $\gamma$ | $\sigma_i$ |
|-----------|-----|-------|-----|---------|-----------|
| Annual variability | $-0.97$ | $-0.02$ | $1.14$ | $-0.36$ | $2.00$ |
| $C = 7.5$ W yr m$^{-2}$ K$^{-1}$ | | | | | |
| Decadal variability | $-0.94$ | $-0.04$ | $1.21$ | $-0.32$ | $2.00$ |
| $C = 20$ W yr m$^{-2}$ K$^{-1}$ | | | | | |
| Multi-decadal variability | $-0.91$ | $-0.05$ | $1.26$ | $-0.29$ | $2.00$ |
| $C = 30$ W yr m$^{-2}$ K$^{-1}$ | | | | | |
| Multi-decadal variability | $-0.89$ | $-0.07$ | $1.30$ | $-0.27$ | $2.00$ |
| $C = 40$ W yr m$^{-2}$ K$^{-1}$ | | | | | |

### Table 6. Surface temperature variances $\langle \delta T^2 \rangle$ (K$^2$) calculated for maximum and minimum values of model parameters.

| Parameter | For max. parameter value | For min. parameter value | Difference (absolute value) |
|-----------|--------------------------|--------------------------|-----------------------------|
| $C$ (W yr m$^{-2}$ K$^{-1}$) | 0.0069 | 0.0125 | 0.0056 |
| $\gamma$ (W m$^{-2}$ K$^{-1}$) | 0.0064 | 0.0088 | 0.0024 |
| $\lambda$ (W m$^{-2}$ K$^{-1}$) | 0.0059 | 0.0112 | 0.0053 |
| $C_D$ (W yr m$^{-2}$ K$^{-1}$) | 0.0078 | 0.0080 | 0.0002 |
| $\sigma_i$ (W m$^{-2}$) | 0.0134 | 0.0033 | 0.0101 |

The values for $C$, $\gamma$, $\lambda$ and $C_D$ are obtained from analysis of the CMIP5 models (Geoffroy et al., 2013a), and the values for $\sigma_i$ are from this study.
4. Concluding remarks

Global mean surface temperature variances simulated by CMIP5 CGCMs deviate from each other substantially, on inter-annual, decadal and multi-decadal timescales (e.g. Colman and Power, 2018). The understanding of ‘natural’ causes of climate variability and the role of various physical mechanisms in the formation of climate variability therefore represent key challenges of climate science. In this article, we evaluate the effect of random radiative forcing and the relative roles of feedbacks, ocean heat uptake and climate system thermal inertia on the formation of ‘PI’ annual, decadal and multi-decadal climate variability. The main tool of this study is a simple two-layer energy balance model (EBM, e.g. Gregory, 2000), in which climate variability is associated with the global mean surface temperature variance, and the climate timescale is determined by the model parameters. The EBM we use includes stochastic radiative forcing, an upper ocean layer, deep ocean heat uptake via a diffusive parameter, a deep ocean layer and radiative feedbacks. We derived the Fokker–Planck equation corresponding to the forced EBM, and we derived the analytical expression for the surface temperature variance in terms of these model parameters. We then compared the global mean surface temperature variance on inter-annual, decadal and multi-decadal timescales, with their counterparts in CMIP5 CGCMs forced under ‘PI’ conditions. We found that the EBM can represent the magnitude of the surface temperature variance with appropriate parameter settings, although an adjustment of the upper layer depth was important for setting the timescale of the variability.

A key aim of the study was to understand the relative importance of parameters uncertainty, and in particular, uncertainty in the radiative feedback, to the range of variability implied by the EBM. We found that for all but extremely long timescales, the most important parameters were in descending order: the magnitude of the stochastic forcing, the radiative feedback parameter, the depth of the upper ocean layer, the diffusion parameter and the depth of the deep ocean layer. However, the relative importance of these parameters varied strongly across timescales, as the timescale lengthened fractional changes in the feedback parameter and depth of the deep ocean became more important, and the depth of the upper ocean and diffusion parameter less so.

Finally, we compared the range of temperature variance that is implied by the range in model parameters obtained from the study of Geoffroy et al. (2013a) from fits of a similar two-layer model to climate change experiments (and using the range of stochastic radiative forcing derived here from the same subset of CGCMs). We found that the range of stochastic forcing implied approximately twice the range of temperature variance as implied by each of the feedback and upper ocean layer depths (which had a roughly equal magnitude). The variation in the diffusion to the deeper ocean was found to be around half as important again, and the deep ocean depth unimportant. This implies that radiative feedbacks play an important, but not dominant, role in setting the range of temperature variation across the CMIP5 CGCMs. It underscores that more research is therefore needed to understand the relationship between tropical temperature variance and climate sensitivity found by Colman and Power (2018). If this relationship is found to be robust, then radiative feedbacks may be critical in setting the magnitude of both climate sensitivity and tropical temperature variance.

Of course, there are important caveats to our conclusions. The most important is of course that the EBM is highly simplified and while we can tune the EBM to replicate CGCM variability, the EBM might be simulating the right level of variability for the wrong reasons. Another is that despite the similarity in overall magnitude of radiative feedbacks under climate change and variability (Colman and Hanson, 2017), they may differ sufficiently in pattern that they drive very different global temperature response to variability and climate change (Xie et al., 2016). Also of course, the effect of the parameter changes on variance will depend on multi-parameter combinations, and not on the changes to single parameters undertaken here. Nevertheless, the results here indicate that further research is needed to understand the relationship between climate sensitivity, climate variability and the rate of temperature change during transient climate change (e.g. as measured by the TCR). A further study will address these issues.

Acknowledgements

We thank Scott Power, Meelis Zidikheri and two anonymous reviewers for helpful comments. We acknowledge the World Climate Research Programme’s Working Group on Coupled Modelling, which is responsible for CMIP, and we thank the climate modelling groups for producing and making available their model output. For CMIP the US Department of Energy’s Program for Climate Model Diagnosis and Intercomparison provides coordinating support and led development of software infrastructure in partnership with the Global Organization for Earth System Science Portals.

Disclosure statement

No potential conflict of interest was reported by the authors.
Funding

This project was in part supported through funding from the Earth Systems and Climate Change Hub of the Australian Government’s National Environmental Science Program.

ORCID

Sergei Soldatenko http://orcid.org/0000-0002-6304-7434

References

Andrews, T., Gregory, J. M. and Webb, M. J. 2015. The dependence of radiative forcing and feedback on evolving patterns of surface temperature change in climate models. J. Clim. 28, 1630–1648. DOI:10.1175/JCLI-D-14-00545.1

Bony, S., Colman, R., Kattsov, V. M., Allan, R. P., Bretherton, C. S. and co-authors. 2006. How well do we understand and evaluate climate change feedback processes? J. Clim. 19, 3445–3482. DOI:10.1175/JCLI3819.1

Brown, P. T., Li, W. and Xie, S.-P. 2015. Regions of significant patterns of surface temperature change in climate models. J. Geophys. Res. Atmos. 120, 480–494. DOI:10.1002/2014JD022576.

Cacuci, D. G. 2003. Sensitivity and Uncertainty Analysis, Vol. I. Chapman & Hall/CRC, Boca Raton, FL, USA.

Collins, M., Knutti, R., Arblaster, J., Dufresne, J.-L., Fichefet, T. and co-authors. 2013. Long-term climate change: projections, commitments and irreversibility. In: Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change: Evaluation of Climate Models. In: Climate Change 2013: The Physical Science Basis (eds. Stocker, T. F., Qin, D., Plattner, G.-K., Tignor, M., Allen, S. K., Boschung, J., Nauels, A., Xia, Y., Bex, V. and Midgley, P.). Cambridge University Press, Cambridge, United Kingdom; New York, NY, USA.

Colman, R. A. 2003. A comparison of climate feedback in general circulation models. Clim. Dyn. 20, 865–873. DOI:10.1007/s00382-003-0310-z.

Colman, R. A. and Hanson, L. I. 2017. On the relative strength of radiative feedbacks under climate variability and change. Clim. Dyn. 49, 2115–2129. DOI:10.1007/s00382-016-3441-8.

Colman, R. A. and Power, S. B. 2018. What can decadal variability tell us about climate feedbacks and sensitivity? Clim. Dyn. 51, 3815–3828. DOI:10.1007/s00382-018-4113-7.

Cox, P. M., Huntingford, C. and Williamson, M. S. 2018. Emergent constraint on equilibrium climate sensitivity from global temperature variability. Nature 553, 319–322. DOI:10.1038/nature25450.

Daniel, C. 1973. One-at-a-time plans. J. Am. Stat. Assoc. 68, 353–360. DOI:10.1080/01621459.1973.10482433.

Deser, C., Phillips, A., Bourdette, V. and Teng, H. 2012. Uncertainty in climate change projections: the role of internal variability. Clim. Dyn. 38, 527–546. DOI:10.1007/s00382-010-0977-x.

Dessler, A. E. 2010. A determination of the cloud feedback from climate variations over the past decade. Science 330, 1523–1527. DOI:10.1126/science.1192546.

Dessler, A. E. 2013. Observations of climate feedbacks over 2000–10 and comparisons to climate models. J. Clim. 26, 333–342. DOI:10.1175/JCLI-D-11-00640.1.

Eslami, M. 1994. Theory of Sensitivity in Dynamical Systems: An Introduction. Springer-Verlag, Berlin, Heidelberg.

Flato, G., Marotzke, J., Abiodun, B., Braconnot, P., Chou, S. C. and co-authors. 2013. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change: Evaluation of Climate Models. In: Climate Change 2013: The Physical Science Basis (eds. Stocker, T. F., Qin, D., Plattner, G.-K., Tignor, M., Allen, S. K., Boschung, J., Nauels, A., Xia, Y., Bex, V. and Midgley, P.). Cambridge University Press, Cambridge, United Kingdom; New York, NY, USA.

Geoffroy, O., Saint-Martin, D., Bellon, G., Voldoire, A., Oliévi, D. J. L. and co-authors. 2013a. Transient climate response in a two-layer energy-balance model. Part I: Analytical solution and parameter calibration using representation of the efficacy of deep-ocean heat uptake and validation for CMIP5 AOGCMs. J. Clim. 26, 1841–1857. DOI:10.1175/JCLI-D-12-00195.1.

Geoffroy, O., Saint-Martin, D., Bellon, G., Voldoire, A., Oliévi, D. J. L. and co-authors. 2013b. Transient climate response in a two-layer energy-balance model. Part II: Representation of the efficacy of deep-ocean heat uptake and validation for CMIP5 AOGCMs. J. Clim. 26, 1859–1876. DOI:10.1175/JCLI-D-12-00196.1.

Gregory, J. M. and Mitchell, J. F. B. 1997. The climate response to CO2 of the Hadley Centre coupled AOGCM with and without flux adjustment. Geophys. Res. Lett. 24, 501–515.

Gregory, J. M. 2000. Vertical heat transport in the ocean and their effect on time-dependent climate change. Clim. Dyn. 16, 501–515. DOI:10.1007/s003820000059.

Gregory, J. M. and Andrews, T. 2016. Variation in climate sensitivity and feedback parameters during the historical period. Geophys. Res. Lett. 43, 3911–3920.

Gregory, J. M., Andrews, T. and Good, P. 2015. The inconstancy of the transient climate response parameter under increasing CO2. Phil. Trans. R Soc. A 373, 20140417. DOI:10.1098/rsta.2014.0417.

Hasselmann, K. 1976. Stochastic climate models. Part I. Theory. Tellus 28, 473–485. DOI:10.1111/j.2153-3490.1976.tb00696.x.

Hall, A. and Qu, X. 2006. Using the current seasonal cycle to constrain snow albedo feedback in future climate change. Geophys. Res. Lett. 33, L03502. DOI:10.1029/2005GL025127.

Held, I. M., Winton, M., Takahashi, K., Delworth, T., Zeng, F. and co-authors. 2010. Probing the fast and slow components of global warming by returning abruptly to preindustrial
Wittenberg, A. T. 2009. Are historical records sufficient to constrain ENSO simulations? *Geophys. Res. Lett.* **36**, L12702. DOI:10.1029/2009GL038710.

Xie, S.-P., Kosaka, Y. and Okumura, Y. M. 2016. Distinct energy budgets for anthropogenic and natural changes during global warming hiatus. *Nature Geosci.* **9**, 29–34. DOI:10.1038/ngeo2581.

Ying, J. and Huang, P. 2016. Cloud–radiation feedback as a leading source of uncertainty in the tropical pacific SST warming pattern in CMIP5 models. *J. Clim.* **29**, 3867–3881. DOI:10.1175/JCLI-D-15-0796.1.

Zhou, C., Zelinka, M. D. and Klein, S. A. 2016. Impact of decadal cloud variations on the Earth’s energy budget. *Nature Geosci.* **9**, 871–874. DOI:10.1038/NGEO2828.