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Abstract: In the transfer from fossil fuels to renewable energies, grid operators, companies and farms develop an increasing interest in smart energy management systems which can reduce their energy expenses. This requires sufficiently detailed models of the underlying components and forecasts of generation and consumption over future time horizons. In this work, it is investigated via a real-world case study how data-based methods based on regression and clustering can be applied to this task, such that potentially extensive effort for physical modeling can be decreased. Models and automated update mechanisms are derived from measurement data for a photovoltaic plant, a heat pump, a battery storage, and a washing machine. A smart energy system is realized in a real household to exploit the resulting models for minimizing energy expenses via optimization of self-consumption. Experimental data are presented that illustrate the models’ performance in the real-world system. The study concludes that it is possible to build a smart adaptive forecast-based energy management system without expert knowledge of detailed physics of system components, but special care must be taken in several aspects of system design to avoid undesired effects which decrease the overall system performance.
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1. Introduction

To successfully master the energy transition away from fossil fuels towards renewable energies, many different problems have to be solved [1]. The first step of building new renewable energy plants has been realized very successfully in Germany [2]. However, now the huge amount of energy generated by offshore wind plants in the north of Germany has to be distributed to the entire country. The plans to build new high-voltage transmission lines have resulted in a decreasing acceptance in the population [3]. Therefore, alternative solutions have to be found.

The need for grid expansion can be reduced if energy is produced in the same location where a demand exists. Many companies, farms, and households have taken advantage of the German renewable energy act (EEG) [4], which has encouraged the installation of small to medium sized renewable energy sources on the low and medium voltage level since the year 2000. Since grid parity was reached in Germany a few years ago due to rising energy prices [5], it can be financially beneficial
to exploit these installations by increasing self-consumption, i.e., maximizing the amount of locally produced energy that is directly used.

However, to perform such a task in an automated way, smart energy systems are needed which are able to determine and execute optimal operation strategies by rescheduling controllable loads and control of storage devices in accordance with the expected energy production profile. In simple system setups such as integrated PV-storage systems, relay-based self-consumption maximization strategies might suffice and are commonly found in practice [6]. For more complex system setups with several controllable devices, in many cases, more advanced optimization strategies are proposed, which require sufficiently detailed models of system components [7]. In the case of a large office building, a farm, or an industrial premise, loads and devices exhibiting very specific or complex consumption behaviors might prohibit the usage of advanced optimization methods due to the effort of deriving and implementing the necessary white or gray box models. This situation was reported by Žáčková et al. [8] and Sturzenegger et al. [9] for the usage of model predictive control (MPC) in the minimization of the energy demand of office buildings. Furthermore, the application of forecast methods for the expected power generation is investigated in several studies, indicating financial benefits for a smart energy system or its integration into the overall power system (e.g., [6,10,11]). If these benefits are to be exploited in a smart energy system, forecast models for volatile generation and consumption must also be developed, increasing the initial modeling effort even further.

In the literature, there are basically two superordinate modeling approaches: physical models and data-based models. In the physics-based approach, the physical background of the devices is analyzed and its operation is described by model equations. In contrast, data-based models learn the underlying mapping between input and output variables from recorded data during a training horizon making only general assumptions about the model. While physics-based models require knowledge about the underlying physics which can be very complex, data-based models often require many data and highly depend on the quality and completeness of the data.

Data-based modeling techniques can be classified into statistical and artificial intelligence (AI) techniques [12]. Statistical techniques, also referred to as parametric methods, include linear regression models, autoregressive and moving average (ARMA) models, and exponential smoothing models [12,13]. On the other hand, AI techniques include artificial neural networks (ANNs), fuzzy regression models, support vector machines (SVMs), and gradient boosting machines [12,13]. These approaches are not restricted to one functionality and can be applied to model energy generation, storage or consumption, as shown in the following examples. In [14], forecasts for energy generation are made based on regression methods. In [15], a neural network is applied to estimate the power generated by a wind turbine. In [16], an adaptive neuro-fuzzy inference system is used to forecast power generation of wind plants. In [17], photovoltaic plants are modeled focusing on numerical weather prediction models. Examples for models of energy storages are found in [18–20], where the state of charge of a battery is modeled by means of neural networks and other learning approaches.

In the case of statistical techniques, a model of power consumption is constructed by examining qualitative relationships between load and load-affecting factors, which are estimated from historical data [13]. Statistical and AI techniques are regarded as data-based methods, since they rely on the availability of training datasets to establish input–output relationships and to train models. Regardless of the popularity of some techniques, there is no consensus over which particular forecasting model or method to prefer [21].

Recent studies have explicitly exploited the advantage of incorporating data-based modeling techniques directly into optimal energy management methods. In [22], an MPC-like optimization approach based on specially structured data-driven models is proposed for energy management of buildings. It is shown by a simulation study that the result is still comparable to that of a regular MPC approach, but the initial modeling effort can be reduced significantly. In [23], a data-driven demand-side energy management approach is proposed and validated successfully via simulation on real-world data.
This paper presents the results of an integrated real-world case study, reporting beneficial as well as disadvantageous effects of incorporating exclusively data-based models for storages, loads, and generation, including automated update mechanisms in some cases, into a smart energy system. The special contribution of this paper is the documentation of a complete modeling workflow, starting from only historical data through the identification of initial models, up to the discussion of the effects that these models have caused in a fully functional real-world smart energy system, offering valuable insights for the transfer of data-based models into real-world applications.

In detail, clustering and regression are applied as data-based approaches for modeling energy consumption and generation during the design and implementation phases of a forecast-based smart energy management system. The system is applied for the optimization of self-consumption in a real-world estate in a rural area, which includes two service buildings and a four-person household. The underlying scheduling approach of the system was originally introduced in [24] and is chosen because it proved applicable in cases where insight into internal structures of models or derivative information is available only to a limited degree. It is a reactive scheduling routine, i.e., it is based on updating a nominal schedule by frequent recalculation and refinement in a rolling horizon setup [25]. The models considered comprise the forecasting of the power generation of a PV plant, demand of a washing machine and a heat pump device, and predicting the dynamic behavior of the heat pump’s internal temperatures and a battery storage’s state of charge.

Considering the individual models, good results are obtained in terms of a root-mean-square-error measure between model prediction and ground truth on historical data. The experimental results indicate that the overall approach, i.e., a reactive scheduling method incorporating data-based models, has the potential for improving the running energy cost of a given system. Concrete examples are pointed out where properties of the scheduling approach or uncertainties of the models significantly influence the overall result of the scheduling. The relevant uncertainties can be categorized into

- inaccuracies introduced by human interaction;
- volatile forecasts;
- inaccuracies introduced by shortcomings of the training data; and
- physical factors that are not modeled.

While the first two categories are naturally expected in a forecast-based approach, the latter two categories are identified as potential difficulties of a purely data-based approach to modeling when additional information about physical context is not available. Especially the application of models trained on data from uncontrolled (open-loop) operation in a closed-loop setup introduces forecast errors which are not apparent from the error values against ground truth obtained during training.

In Section 2, the requirements for a smart energy management system are formulated and the real-world testing environment is introduced, including information about the measurement system, data processing, and controlled devices. Then, a detailed explanation of the modeling methods used is given in Section 3 including results for each specific device. An introduction to the smart energy system design and formulations of the underlying optimization problems are given in Section 4. In addition to the results in each part of Section 3, experimental results of the optimization are shown in Section 5. A summarizing discussion and a final conclusion in Section 6 complete the paper.

2. Problem Statement

2.1. Requirements for the Integration of Data-Based Models in the Smart Energy Management System

In the experimental setup adopted to investigate the real-world behavior of the data-based models, a forecast-based reactive scheduling approach is used for the optimization of energy cost. The concept is illustrated in Figure 1. It accounts for uncertainty of power forecasts by regular recalculation and is, for the same reason, robust against general modeling inaccuracies and time varying model properties. Forecasts over a future time horizon are computed by evaluating the data-based models on measurements from the overall system (e.g., the household) and external information
(e.g., future weather conditions). These forecasts are used as input to an optimization procedure, i.e., a scheduling algorithm, which determines the control signals that are applied to the system over a future time horizon. This is repeated in every control step (rolling horizon), such that controls are updated frequently based on newly available data. The determined controls are communicated to the actuators of the system via a real-time control layer.

![Figure 1. Concept of the forecast-based reactive scheduling as applied in the real-world setup. Solid lines indicate data flow belonging to schedule computations and dotted lines data flow which is only visible to and used by real-time control, actuators, and sensors.](image-url)

The operation of the local energy system with renewable generation, shiftable loads, and energy storages is influenced via demand scheduling and storage management. Constraints such as temperatures of a cooling device, time constraints for a cleaning system, and limitations of states of charge and control signals of battery storages have to be satisfied by the final control strategy. To calculate it for future time horizons, the expected power flow among generators, storages, and loads has to be forecasted. In summary, the following tasks have to be solved:

- Create device models to map input variables (e.g., control signals or weather forecast data) to time series of generated and consumed power and constrained variables (e.g., temperatures and states of charge).
- Compute forecasts for a given prediction horizon by application of the models.
- Calculate optimal control strategies (schedules) for all controllable devices that take all constraints into account and minimize expenses for energy over a given time horizon.

The chosen data-based modeling approaches should furthermore obey two superordinate objectives: (1) The modeling approaches should be very general, and they should be suited for automated re-training and efficient updates when new data become available. Learning models automatically from given data instead of manually developing individual physical models would result in a highly independent and generalizable modeling approach. This allows the efficient addition of new devices as well as an efficient transfer to other sites (e.g., to other company). (2) Given an appropriate update mechanism, the models are adaptive to changes in the external conditions, e.g., in the case of wearout or changes in usage duration, work load, or weather conditions.

2.2. Model Design and Application Approach

The overall workflow of the data-based modeling approach presented in this paper is shown in Figure 2. All data were recorded at a real-world testing environment which is located on an estate in a rural area in Lower Saxony, Germany. The estate is referred to as demonstration site in the following.
Figure 2. General workflow of the data-based modeling approach for generation plants and devices consuming power. During the first phase, a training phase of the system, the acquired data are used to select a model structure and to train model parameters. Apart from the power consumption data, some devices require weather data (measurements and/or forecasts) and control signals. During the second phase, the operational phase, the models, together with the data generated during the live operation of the demonstration site, are used to generate forecasts and model parameters are adapted to new data.

In an initial phase (Figure 2a), training data for all the generation plants and power consumers were acquired from the demonstration site via an automated measurement system (see Section 2.3) over several months. The system collects smart meter data, temperature values, weather measurements, weather forecasts, and control signals. Detailed explanations are given in Section 2.4. When sufficient data were available, the selection of a modeling method and the model training were conducted offline in order to obtain an initial model for each relevant device. The main appliances chosen for modeling were a photovoltaic plant, as volatile renewable energy source, and a washing machine, a heat pump, and battery storage, as controllable loads or storages (see Table 1 for further details). During the first phase, started in October 2016, only the battery storage was actually controlled and thus its control signals recorded. Binary controls of washing machine and heat pump were reconstructed under the simplifying assumption that an active power demand is present if and only if a control value of 1 is present during the corresponding timestamp.
Once model structures and initial parameterizations were available, the models were integrated in the smart energy system, which, after that, was able to actively control the live operation of the demonstration site. This is considered as second phase of the workflow (Figure 2b). In this phase, the models produce the forecasts needed for the computation of control schedules and model parameters can be updated. The underlying database is now continuously updated with recent measurements and weather forecast data. Instead of historical control signals, suggestions made by the schedule computation during the optimization process are applied as inputs. Furthermore, the model parameters are automatically updated every 24 h based on new data that have become available since the last update. The installation of the full smart energy system, i.e., the start of Phase 2, took place in the beginning of 2019.

2.3. Demonstration Site System Setup

An overview of the system setup at the demonstration site is shown in Figure 3. The four-person household, utilities in service buildings, and several appliances for the yard cause an uncontrolled basic power demand. The local system has one coupling point to the public low voltage distribution grid and is always grid-connected. An overview of the characteristic properties of the main appliances relevant for modeling and optimization, namely the photovoltaic plant, washing machine, heat pump, and battery storage, is given in Table 1.

![Figure 3. Scheme of the system setup on the demonstration site for real-world application of the smart energy management system. Measurement devices are not shown for clarity. Dashed lines symbolize communication of control signals.](image)

The described setup is built for self-consumption operation in accordance with the German renewable energy act [26]. It regulates the conditions under which generated surplus energy by renewable sources, i.e., the amount of energy which cannot be self-consumed directly, can be sold and exported to the public grid. In the presented case, surplus energy by the photovoltaic plant can be sold, as long as the export of energy discharged from the battery storage is prevented. This is achieved by monitoring the power flow at the grid coupling point and immediately stopping the discharge of the battery storage as soon as an export is detected.

The washing machine and the heat pump were chosen for controlled operation because they are, in this specific household, among the appliances with the highest nominal power which are frequently used, but also shiftable in time without affecting the inhabitants’ comfort. Furthermore, their integration into the control system is straightforward: the heat pump is delivered with an SG-ready interface by design, and the washing machine is easily extended by a remotely controlled wireless socket.

All devices are commercially available and not specially tuned. For simplicity, in the remainder of the paper, the installations described above are shortly referred to as heat pump, battery storage,
and photovoltaic plant, but, unless explicitly stated otherwise, this always addresses the complete setup of a device including, e.g., water tank or inverters, respectively. Furthermore, the term power is used synonymously to active power.

Table 1. Overview of properties of the main devices on the demonstration site. The term ‘uncontrolled’ as used in this table refers to a situation where a device is not controlled by the smart energy system, but it might still follow an internal control logic.

| Device            | Properties                                                                 | Control                                                                 |
|-------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------|
| Photovoltaic plant| Maximum power output of 9.8 kW via three-phase inverter. Surplus power which is not self-consumed directly is sold and exported to the distribution grid. | Uncontrolled operation in both Phases 1 and 2.                          |
| Washing machine   | Regular device for households with up to 4 persons and 7–8 kg of clothes.   | Uncontrolled in Phase 1, i.e., started by manual activation. In Phase 2, power supply can be interrupted and reestablished via a remotely controlled wireless socket. |
| Battery storage   | Lithium-ion battery storage of 106 Ah capacity (5.5 kWh energy, usable 5.0 kWh) with one-phase inverter with maximum apparent power flow of 6 kVA. Discharge is stopped as soon as an exporting power flow is detected at the grid coupling point. | In both Phases 1 and 2, setpoints for active and reactive power are provided and communicated to the inverter via modbus protocol. |
| heat pump         | Compact domestic hot water heat pump appliance with 0.5 kW nominal active power integrating 300 L water tank. Draws in warm ambient air directly at indoor installation site, exploiting waste heat from other appliances in the room (no outdoor component or permanent connection to outdoor air). | Uncontrolled in Phase 1, i.e., operating with internal hysteresis to track temperature setpoint. In Phase 2, temperature setpoint can be temporarily changed to higher value through usage of SG Ready interface, and a heat exchanger in the water tank connected to the household’s heating system can be activated additionally. |

2.4. Measurement System

The distributed measurement system is implemented in Python and run on low-budget development platforms of type BeagleBone Black with processor AM335x 1 GHz ARM Cortex-A8 and 512 MB RAM with Debian 8.5. Installed sensors are one- and three-phase smartmeters (SM), 1-wire temperature sensors (1w), and a weather station. Furthermore, internal values from the battery storage can be obtained from its inverter via a modbus interface. The system communicates over LAN or WLAN. Data are collected synchronously in frequencies of 1 (one-phase SM), 0.5 (three-phase SM, battery storage), and 0.05 Hz (1w and weather station) and stored in a central database in original resolution as well as interpolated to minute steps. In the case of a persistent sensor failure, missing values in the 1-min grid are filled with default values and marked with a flag indicating that this value is a substitute. Additionally, weather forecasts in a resolution of 1 h for up to 72 h ahead are downloaded twice a day and also stored in the central database.

3. Data-Based Modeling

To generate optimal control strategies, the smart energy system needs forecasts of the active power that is generated and consumed on the demonstration site, as well as of states such as temperatures in thermal energy storages and states of charge in battery storages. Different data-based techniques are applied in order to model each specific functionality (i.e., generation, storage, or consumption) and to generate their corresponding forecasts.
In Table 2, the modeling approaches chosen for the devices from the demonstration site are shown. For generation plants and loads a power forecast for a given future horizon is calculated. Storage devices require two models: one model to forecast active power and a second model mapping the power to a state, namely state of charge or temperature, of the device. The modeling techniques are selected according to the specific characteristics of each device. All devices with a continuous behavior are modeled with regression models, whereas clustering is used for the models with a finite-state behavior. The power consumption of the heat pump and the washing machine are modeled by a clustering method since it shows recurring characteristic profiles during operation. All other values that are to be modeled show continuous behavior and are hence modeled by a regression method. For all other devices, polynomials are chosen as a model since they are suitable to model continuous values. For the photovoltaic plant, evaluations conducted beforehand have shown that a polynomial degree of \( d = 2 \) leads to the smallest error values. For modeling the heat pump’s temperatures and the battery’s power consumption and state of charge, a polynomial degree of \( d = 1 \) is chosen, since it shows the best behavior especially on values which are not covered by the training data. For each modeling technique, a short introduction is provided followed by concrete application examples.

| Device          | Class      | Output          | Model Behavior | Method     | Model Assumptions                                                                 |
|-----------------|------------|-----------------|----------------|------------|-----------------------------------------------------------------------------------|
| photovoltaic plant | generation | active power     | continuous     | regression | polynomial model of degree \( d = 2 \)                                            |
| washing machine | consumption | active power     | finite-state    | clustering | clusters of washing programs are of similar size and spatially grouped, the mean washing program is computed for forecasting based on the cluster centers |
| battery storage | storage    | active power     | continuous     | regression | polynomial model of degree \( d = 1 \)                                            |
|                 |            | state of charge  | continuous     | regression | polynomial model of degree \( d = 1 \)                                            |
| heat pump       | storage    | active power     | finite-state    | clustering | consumption patterns during the heating cycles are of similar size and spatially grouped, the mean heating cycle is computed for forecasting based on the cluster centers |
|                 |            | temperatures     | continuous     | regression | polynomial model of degree \( d = 1 \)                                            |

In Table 3, the outputs and inputs of the modeled devices are summarized. As described in Section 2.2, different data are available during the initial phase in which the models are trained and during the operation of the live system. This aspect is highlighted in Table 3 by showing the different input data used for training and forecasting.

Regarding power consumption, the models establish a relation between the control signals and the power. Active power and control signals were available for training the model of the battery. For devices which were not controlled during the training phase (washing machine and heat pump), the control signals corresponding to the measured active power were reconstructed. This was possible since the control signal is binary indicating when the device is active. Thus, a control value of 1 (i.e., device active) is assumed if active power is consumed.

Together with the consumed power and control signals, some models use additional data for training and forecasting. The model of the photovoltaic plant takes into account the influence of weather on the power generation based on weather forecasts and past weather measurements. The models of the battery storage and the heat pump use the state of charge and temperatures, respectively, together with the control signals established by the smart energy system.
Table 3. Model inputs for all devices for the training (during Phase 1) and the forecasting (during Phase 2).

| Device         | Output   | Model Inputs for Training                                      | Model Inputs for Forecasting                      |
|----------------|----------|-----------------------------------------------------------------|---------------------------------------------------|
| photovoltaic plant | active power | solar radiation forecast, past measurements for solar radiation, brightness and active power |                                                   |
| washing machine | active power | past measurements of active power and reconstructed control signal (device activation) | control signal (device activation)                |
| battery storage | active power | past measurements of specified state of charge and consumed active power | state of charge measured or forecasted 30 min ago, active power forecast |
| state of charge | state of charge | state of charge measured 30 min ago, past measurements of active power |                                                   |
| heat pump      | active power | past measurements of active power and reconstructed control signal (device activation) | control signal (device activation)                |
| temperatures   | temperatures | temperatures measured 10 min ago, past measurements of active power, reconstructed SG Ready control signal | temperatures measured or forecasted 10 min ago, active power forecast, suggested SG Ready control signal |

In the implementation of the smart energy system on the demonstration site, as described in Section 5, forecasts for a 24-h horizon with a time resolution of 1 min are used. For this reason, such forecasts are regarded in the following subsections. The models obtained are evaluated on historical real-world data to assess the quality of the forecasts before applying them for the optimal operation in a real-world system. To measure the difference between the forecasts and the ground truth signals, the root mean square deviation normalized to the greatest absolute values measured in that dataset (nRMSE) is calculated.

3.1. Least Squares Regression to Forecast Power Generation and Storages’ States

3.1.1. Introduction to Least Squares Regression

One approach to data-based modeling is to find a function by using a least squares regression. This approach is commonly used (for details, refer to, e.g., [27]). It is also used in [28] where it is extended to calculate probabilistic forecasts. In this paper, the focus is instead on an efficient adaption of the models to new data as well as using multiple models per device to improve the forecasts.

Least squares regression aims at finding a model $f : \mathbb{R}^m \rightarrow \mathbb{R}$ for output data $y_i \in \mathbb{R}, i \in \{1, \ldots, n\}$, measured at $n$ different points in time and input data $x_i \in \mathbb{R}^m, i \in \{1, \ldots, n\}$, at the same time points, that fits these data best. Such a function $f$ is approximated by a polynomial function whose coefficients are determined by minimizing the sum of squared differences of the measured output $y_i$ and the modeled output $f(x_i)$ at all time points $i$. This problem is solved by QR-decomposition efficiently even in the case of a large number of data points [29].

If there is a change in the conditions in which the device operates, the model needs to be adapted or recalculated. Such changes may arise from hardware failure or unknown weather conditions, i.e., conditions not present in the training data. To avoid redoing calculations when updating models, an effective method described in [27] is used, which allows only processing the additional data. Instead of calculating a QR-decomposition on a bigger input matrix $A'(X)$, the existing QR-decomposition of the matrix $A(X)$ is used and, when adding more data, Givens rotations are applied to calculate the QR-decomposition of $A'(X)$. 
3.1.2. Applying Least Squares Regression to Forecast Power Generation

The least squares regression is applied to forecast the power generation of the photovoltaic plant of the demonstration site.

The errors to evaluate the quality of the model are not only calculated for the testing periods but also for the training periods, both normalized by the largest absolute measured value. If the error during training is much smaller than the error during testing, the model might be over-fitted to the training data. If the errors on the training and testing data are close, the model generalizes well.

In a first step, only weather forecast data are used for determining a model, since the data have to be available for the entire forecast horizon at the time a forecast is computed. At the demonstration site, weather forecast data for up to two days ahead are provided. Later on, measured weather data are used to improve the results for short forecast horizons of less than 3 h.

In an analysis as described in [27] conducted before the identification of models, it can be seen that the most important input is the solar radiation forecast. Using all weather forecast data available as well as the time as input, i.e., $m = 18$, leads to better results during training but worse results during testing, i.e., overfitting.

Hence, a model of degree $d = 2$ for the photovoltaic plant based on weather forecast data is determined. For this purpose, weather data and the active power of the photovoltaic plant from December 2016 to March 2017 are used. The model is trained on the first 63 days and then tested on 55 days where the forecasted solar radiation is the only input. Data linearly interpolated to 1 min are used since that is the desired forecast resolution, even though the original resolution of the weather forecast is only 1 h.

In Figure 4, an excerpt from the data containing the last days of the training horizon as well as the first days of the testing period is depicted. One can see that the peaks within the measured data (blue) often correspond to the modeled data (red: training period; green: testing period). When that is not the case, it is usually because the actual solar radiation differs significantly from the forecast. Positive values for the power, i.e., points where the model forecasts a consumption of the photovoltaic plant, are set to zero. On the training data, the model deviates from the actual measurements by an nRMSE of 8.43% and within the testing period the nRMSE is 10.82%. Despite the relatively simple method, these results are comparable to those in other works (e.g., [17]).

![Figure 4](image-url)  
**Figure 4.** Ground truth and prediction by a polynomial model of degree two for the energy generation at the photovoltaic plant without update.

Improving the Forecasts by Adapting the Models to New Data

In the smart energy system, measurements are conducted frequently and new data become available. With these data, the models for the power generation forecasts can be improved by applying the update method described in Section 3.1.1. Later, this is done daily, such that, when a forecast is requested, the latest version of the model is used. To evaluate the model for the photovoltaic plant
together with the update method, the application of the update method in the smart energy system is simulated as described in Algorithm 1. At first, a model for the training period is determined as described above. This simulates the situation of the start of the system after having collected data for a while. At day \( i \) of the testing period, an updated model is determined at midnight with the data from day \( (i - 1) \). This simulates the application of the update method in the energy management system. This model is then used to compute the power generation forecast for day \( i \), simulating the forecast computation with the latest model. At last, all the forecasts calculated are again compared with the measured data. This improves the nRMSE in the testing data from 10.82% without a daily update down to 9.78% when a daily update is applied during the testing period. This error value is much closer to the error during training being 8.43%.

Algorithm 1: Evaluating an adaptive model.

1: Calculate \( f \) as model for data of training period
2: for \( i = 1, \ldots, \text{size of testing horizon} \) do
3: Compute forecast with current model \( f \) for \( i \)th day of the testing period
4: Update \( f \) with data from \( i \)th day of the testing period
5: Increase \( i \)
6: end for
7: Calculate nRMSE between daily forecasts by model and measured values

Considering Short-Term Weather Changes

Thus far, generation forecast models have been based on weather forecasts since these are available for the future day. However, these models are limited to the accuracy of the weather forecast and do not take the current weather conditions into account. Particularly for very short forecast horizons the current weather measurements most likely provide more valuable information for the power forecast than the weather predictions.

The least squares regression method results in a function which maps input data \( x_i \in \mathbb{R}^m \) at one point in time to an output \( y_i \in \mathbb{R} \) at the same point in time. To generate a forecast time series for \( i = 1, \ldots, n \), the same function is used for each time step of the forecast horizon. As a consequence, for all time points of the forecast horizon, the same inputs have to be used. For instance, to add the measured solar radiation forecast 2 min ago as an input to the model, it has to be an input for all points in time in the forecast horizon. However, this is only possible for the first 2 min of the forecast. Afterwards, the measured data are not available in the future. Therefore, only one model is not sufficient for this task and a second one has to be defined for the short forecast horizon. To still be able to calculate forecasts for a horizon of 24 h, the first model only substitutes the model based on weather forecast data during the first 2 min of the forecast horizon. Here, not only weather measurements, but also the power actually measured at the plant are used as inputs. On a forecast horizon of only 2 min, the use of measured data can improve the nRMSE during testing to 3.18% compared to 18.82% in the case that only weather forecast data are used.

This is extended to five different models, as shown in Table 4, each being valid for a certain time interval and using different input data. To account for delays in data processing, data measured 3 min ago is used for a forecast for the first 2 min and not for the first 3 min and analogously this is done for other models. Tests conducted beforehand have shown that a further division of the forecast horizon’s last 21 h does not improve the forecast. This suggests that after 3 h the weather has changed too much to still be considered in the model. Such a multi-model approach is applied to forecast the power generation of the photovoltaic plant.
Table 4. To take measured weather data into account when modeling the photovoltaic plant, the model based on weather forecast data is substituted by multiple models. Each of these models can calculate forecasts for different parts of a 24-h forecast horizon and uses different input data.

| Model No. | Forecast horizon | Input Data                                               |
|-----------|------------------|----------------------------------------------------------|
| 1         | [1 min, 2 min]   | Weather and power data measured 3 min ago                |
| 2         | [3 min, 5 min]   | Weather and power data measured 6 min ago                |
| 3         | [6 min, 1 h]     | Weather and power data measured 1 h 1 min ago            |
| 4         | [1 h 1 min, 3 h] | Weather and power data measured 3 h 1 min ago            |
| 5         | [3 h 1 min, 24 h]| Weather forecast and data measured 24 h 1 min ago        |

In Figure 5, excerpts from forecasts for the photovoltaic plant are shown together with the power measurements. One forecast is calculated by a single model based on weather forecasts only (purple) and the other forecast is calculated by multiple models, as described in Table 4 (green). Both forecasts are computed at three different times of the depicted day, namely at 0:00, 6:00 and 11:00. When a forecast is computed at midnight, no difference between the forecast computed by multiple models and the forecast computed by just one model can be seen. Both approaches forecast no production during the first 3 h since it is night. Later during the day, the differences become clearly visible. The forecast calculated by multiple models is closer to the actual measurement within the first 3 h. When using the forecasts to calculate optimal control strategies in the energy management system, forecasts need to be calculated starting at every minute of the day and hence the multi-model is an essential improvement for short-term planning.

![Figure 5](image)

(a) Forecast calculated at 00:00  (b) Forecast calculated at 06:00  (c) Forecast calculated at 11:00

**Figure 5.** A forecast by multiple models (green) yields better forecasts for the production of a photovoltaic plant compared to a forecast by a single model only based on the weather forecast (purple) when compared to the measured data (date: 23 November 2016).

3.1.3. Applying Least Squares Regression to Iteratively Model Storages’ States

Least squares regression can also be applied to determine models for the states of devices, even though they show a dynamic behavior, which means their current state depends on the state at the previous time step. Additionally, the power consumed by the storage after that step and control signals are potential inputs. The control signals are given by the smart energy system and can hence be used for computing forecasts. The power of storage devices is forecasted as described in Sections 3.2.1 and 3.3.2. However, when training a model, the measured power is used in the following. The states of a storage are not given as forecasts but can be calculated sequentially using the latest one computed (i.e., forecasted) as input for the next step as described in Algorithm 2. For the first value in the forecast horizon, the latest measurement of the state of charge is used. Hence, the forecast is computed iteratively over the entire horizon value by value.
Another problem is that some data underly changes too small to be visible in data with a high resolution, e.g., the state of charge of the battery storage device decreases very slowly if the device is not actively discharged. Hence, the state of charge is measured to be constant for several minutes, but when regarded in a bigger time interval its decrease becomes visible. It cannot necessarily be modeled since the model might learn the mostly constant behavior. Decreasing the resolution of the data leads to the change being clearly visible from one step to the next and hence the model can better display the actual behavior of the battery storage device. Therefore, the resolution of the forecast is allowed to be lower than the resolution of the data where the data resolution is chosen to be a multiple of the forecast resolution.

Algorithm 2: Iterative forecast computation.

1: Input: Desired length of forecast horizon $n$, desired resolution $r$, desired starting point $t_0$, resolution of the data for training the model $R$ which is a multiple of $r$
2: Get data $X$ to evaluate the model for $n \cdot r$ steps into the future starting at $t_0$
3: Get state of charge $soc_{t_0 - R}$ at time $t_0 - R$ from data
4: for $i = 0, R, 2R, \ldots, R \cdot \left\lceil \frac{nr}{R} \right\rceil$ do
5: Compute values $soc_i$ using data $X$ and $soc_{i - R}$
6: end for
7: Interpolate result linearly to resolution $r$

Using that idea the state of charge of the battery storage device of the demonstration site is computed using a polynomial of degree $d = 1$. The data used for the battery storage device originate from a time span of 37 days during the period from April 2017 to May 2017. They are interpolated to a resolution of 30 min and, as previously explained, the latest state of charge (i.e., 30 min before the state of charge to be forecasted) and the power measured at the device are used as inputs for training the model. For training the model, the iterative computation is not taken into account and measured values are used for the state of charge 30 min before. Due to the resolution of the training data, forecasts can only be computed in a resolution of 30 min. Then, a linear interpolation is applied to obtain a forecast for every minute.

During the training period, i.e., the first 22 days of the dataset, the nRMSE is 2.8%. The nRMSE during the testing period is 5.6%. The results of iterative forecasts generated at midnight for the following 24 h are shown in Figure 6. It can be observed that the model achieves a good match, except for the upper peaks of the curve. The error during the testing period is much higher than during training. This can be explained by the fact that the model parameters are not chosen to best fit an iterative forecast computation but to best fit the least squares regression. In addition, a bigger error during testing can arise from the iterative forecast computation which is only applied during testing. Small errors in the beginning of the forecast might lead to huge errors at the end of the forecast interval. However, the errors are still small. Even though the battery’s state of charge has a dynamical behavior, the results are comparable with other works (e.g., [20]) where the state of charge of lithium-ion batteries is estimated with an error of less than 5%.

The least squares regression together with the iterative forecast computation can also be applied to model a more complicated storage device, in this case the heat pump of the demonstration site. As explained in Section 2.3, in addition to the normal heat pump functionality, a higher default temperature can be activated through a trigger signal. This is given as a control signal by the smart energy system and used as an input for modeling, together with the power consumed by the heat pump. The values describing the state of the heat pump are the water temperatures inside the tank at two sensors, one in an upper and one in a lower position. Since the heating does not occur evenly at all points, both temperatures are modeled. For each model, the corresponding temperature value
from 10 min before is also used for modeling. Another input is the active power consumed by the heat pump. Since the heat pump is placed inside the house, its surrounding temperature is not used as an input because it is not available as a forecast and furthermore strongly influenced by the heat pump activity.

Figure 6. Model of degree one for the state of charge of a battery storage device. The measured data are depicted in blue, the results of the forecast by the model in the training period in red, and results of the iteratively computed forecast of the model in the testing period in green.

Linear models for the heat pump temperatures are determined considering data from 17 August 2018 to 10 October 2018 with a resolution of 10 min where the first 30 days are used for training and the remaining ones for testing. The results for the upper and lower temperature sensor are quite similar. Figure 7 shows an excerpt from the results for the lower sensor. The nRMSE within the training data is 2.1%, and within the testing data it is 4.6%. The errors at the upper sensor are better, being 0.4% and 2.2% in the training and testing periods, respectively. This could be due to the fact that the cold water flows into the heat pump at the lower part and hence the temperature of the lower sensor underlies bigger changes than the temperature at the upper sensor. The flow of cold water is not available as forecast and therefore not included as an input, hence those changes cannot be forecasted. At the demonstration site, a gas heater can also be used to heat the water through a heat exchanger which is not controlled by the smart energy system. Hence, no control signals for the heat exchanger were used when modeling the heat pump. Taking this into account could lead to even better models.

Figure 7. Model of degree one for the heat pump’s lower temperature during the training (red) and the testing (green) period compared to the actual measurements (blue).
For a comparison to state-of-the-art models, no study with a comparable setup was found. Other studies for instance consider a heat pump’s coefficient of performance instead of its temperature (e.g., [30]) or focus on modeling the temperature distribution (e.g., [31]).

3.2. Linear Regression Using the Random Sample Consensus Algorithm to Model Power Consumption of Devices Controlled by a Continuous Variable

In general, the goal of a regression task is to obtain a model that predicts an output $y_i \in \mathbb{R}$, $i \in \{1, \ldots, n\}$ based on an input $x_i \in \mathbb{R}^m$, $i \in \{1, \ldots, n\}$ at $n$ points in time, as already described in Section 3.1.1. Linear regression models make a prediction $\hat{y}_i$ using a linear function defined as $\hat{y}_i = p_1 \cdot x_{i,1} + \ldots + p_m \cdot x_{i,m} + p_0$, in which $x_i$ denotes an input of $m$ features. The parameters $p \in \mathbb{R}^{m+1}$ are learned from the given data, also called the training dataset and defined as $\mathbb{T} = \{(x_i, y_i); i = 1, \ldots, n\}$.

Here, regression-based models estimate the relation between the measured demanded power and the input parameters, which can be control signals, calendar or weather variables [12]. Thus, a prediction is computed from the weighted sum of the input features, with weights learned from the training data.

Random Sample Consensus (RANSAC), originally proposed in [32], is a regression algorithm used for linear and non-linear problems, which is robust against outliers in the training data. A random set of samples of size $s$, called the Minimal Sample Set (MMS), is taken from $\mathbb{T}$. These samples are used to build a model $K_j$. This model is evaluated in order to determine if the points in $\mathbb{T} \setminus \text{MMS}$ are within the same error tolerance of $K_j$. The Consensus Set (CS) is referred to as the set of all data points in $\mathbb{T} \setminus \text{MMS}$ that are consistent with the model $K_j$. It is obtained by comparing the residuals $r$ to a threshold $t$. These steps are executed iteratively until the size of the set CS reaches the number of estimated inliers $v$ or when a maximum number of iterations is reached. The iterative regression is summarized in Algorithm 3 [33].

**Algorithm 3: RANSAC.**

1. Take a random MSS$_j$ of size $s$ from $\mathbb{T}$
2. Build a model $K_j$ using the data in MSS$_j$
3. Compute the residuals $r_j$ for all the data points in $\mathbb{T}$
4. Build the consensus set CS$_j$ with all the data points in $\mathbb{T}$ for which $r_j < t$
5. If $|\text{CS}_j| \geq v$ then return $K_j$ as the final model
6. Repeat Steps 1–5 until the maximum number of iterations, otherwise return $K_j$ with the maximum $|\text{CS}_j|$

3.2.1. Applying RANSAC to Model the Power of a Battery

The response of the battery storage to the control signal imposed by the smart energy system is modeled by means of the RANSAC algorithm. In this model, a continuous control signal specifies the input power to charge the battery. The weights of the regression model are calculated from a subset of inliers from the complete dataset. After the model is trained, the control signal given by the smart energy system can be used as an input to generate the power forecast. The model is trained over 32 days of data between April and May 2017. The evaluation of the forecast against the ground truth on the training dataset yields an nRMSE of 2.6%. Figure 8 shows a typical 24-h forecast. In this example, the evaluation of the forecast against the ground truth yields an nRMSE of 1.12%.
3.3. K-Means Clustering to Model Finite-State Devices

Clustering methods can be used to obtain load profiles by identifying similar patterns in the power signal on the domestic level [34,35]. The clustering approach can also be applied to identify consumption patterns of finite-state appliances, in which the power consumed in each state and the transitions between states can be observed in the data. In this technique, load profiles corresponding to different programs or modes of operation are grouped according to their similarity.

For identifying power consumption in the following, the k-means clustering is applied. K-means clustering is an unsupervised analysis method used for load profile characterization, in which the cluster center provides a summary description of all the load curves grouped within a cluster [35].

3.3.1. Applying K-Means Clustering to Model the Power Consumption of a Washing Machine

The power consumption of the washing machine is modeled by means of a k-means clustering analysis. Different washing programs are identified in the training data and assigned to clusters. Once the training data are clustered, the cluster centers represent prototype programs. These centers can be used to generate consumption forecasts, given that two control signals are available: one determining when the device should be activated and another specifying the selected program. However, if only an activation signal is available in the energy management system, the identified cluster centers can be used to compute a mean program. This mean washing program is then used as the power consumption forecast of the device (see Figure 9).

Figure 8. Ground truth and prediction of the power consumed by the battery within a 24-h forecast horizon for 2 May 2017.

Figure 9. Clustered washing programs and their corresponding cluster centers. The mean program used for prediction is computed from the cluster centers identified.
Given that the number of programs is unknown and a signal specifying the selected program is not available in the current implementation of the control system, the washing machine is modeled by identifying two clusters in the training data and a mean program is computed from the clusters’ centers. Clusters are identified from six months of data of active power measurements at a resolution of 1 min. The clustered consumption curves of different washing programs and their corresponding cluster centers are shown in Figure 9. The control signal that sets the time at which the washing machine is activated is used to generate the power consumption forecast, which results from the mean washing program. The model is trained over 180 days of data between July and December 2016. During the training period, the evaluation of the forecast against the ground truth yields an nRMSE of 6.1%. Figure 10 shows an example of a 24-h forecast. In this example, the evaluation of the forecast yields an nRMSE of 5.51%. The model accurately predicts the state of high power consumption at the beginning of the washing program. However, the accuracy of the prediction decreases as the program continues. In general, the mean program approach sometimes over- or underestimates the consumed active power during the time lapse in which the cluster centers differ the most. In [36], the electrical energy consumption of washing machines is forecasted based on consumption data of many machines with an nRMSE of 10.3%, which is calculated over the length of the washing cycle. The main input is the temperature of the washing cycle, while age, capacity, efficiency, and similar properties are taken into account. Even though the error calculated here is determined over a horizon of 24 h, it is still comparable with that one since it only considers the overall energy consumption of one washing cycle instead of regarding the profile. Studies with a similar setup for a better comparison against state-of-the-art models could not be found.

Figure 10. Ground truth and prediction of the power consumed by the washing machine within a 24-h forecast horizon (date: 11 July 2016).

3.3.2. Applying K-Means Clustering to Model the Power Consumption of a Heat Pump

The heat pump is modeled by applying k-means clustering analysis to the power consumption signal within heating cycles. Different heating cycles are identified within 24-h periods in the training data and assigned to clusters. Following the modeling approach described in Section 3.3.1, the cluster centers identified are used to compute a mean heating cycle. This mean heating cycle is then used as the power consumption forecast of the device whenever it is triggered by the activation control signal of the smart energy system. The beginning of the heating cycle is defined as the time interval in which the control signal activates the heat pump. This can be observed in Figure 11 as a peak during the first 3 h of the cycle. Afterwards, the heat pump might be activated depending on the temperature measured by its sensors independently of the smart energy system.
The heat pump is modeled by identifying three clusters in the training data. Clusters are identified from one month of data of active power measurements with a resolution of 1 min. The control signal that sets the time at which the heat pump is activated is used to generate the power consumption forecast. The model was trained over 25 days of data from March 2018. The evaluation of the forecast against the ground truth on the training dataset yields an nRMSE of 27%. Figure 12 shows an example of a 24-h forecast, corresponding to a heating cycle. In this example, the evaluation of the forecast yields an nRMSE of 30.8%. The model accurately predicts the state of power consumption at the moment in which the control signal activates the device. This can be observed in the first peak of the signal, which ends before 15:00. However, the accuracy of the prediction decreases during the portion of the heating cycle in which no control signal is activated. This can be explained by the variability of the portion of the signal outside the start of the cycle, as observable in Figure 11.

**Figure 12.** Ground truth and prediction of the power consumed by the heat pump within a 24-h forecast horizon (date: 11 March 2018).

### 4. Optimal Energy Management Using Data-Based Models

An energy and demand management optimization approach for grid-connected residential grids with multiple types of renewable energy sources is developed in [24]. It is used here to investigate the applicability of the data-based models described so far for the optimization of self-consumption in a real-world setup. Since the focus of this paper is not on the specifics of the optimization approach, but on investigating the closed-loop performance of the outcome of the presented data-based modeling approaches in a real-world system, this section only gives an overview of the method. Since, compared to its originally proposed formulation in [24], it is extended to incorporate a thermal
storage, detailed problem statements for the specific experimental setup used in this paper are given in Appendix A for completeness.

4.1. Overview of Problem Statement

The aim of the optimization method applied is to minimize the running cost for energy through increasing self-consumption while satisfying the power demand of the grid-connected household, farm, or company considered and keeping temperatures, states of charge, power, and control values within the allowed limits.

In the given problem setup (see Figure 3), the active power demand of the system is caused by an uncontrollable part (basic demand), a shiftable load (washing machine), a thermal energy storage (heat pump), and power used to charge the battery storage. On the generation side, the system can retrieve power either from the public grid by buying it from the grid operator for a certain price $a_{\text{cost}} > 0$ per kilowatt-hour (kWh), directly from its own volatile renewable energy source (photovoltaic plant), or by discharging the battery storage. Surplus energy which is not self-consumed directly can be fed to the public grid for a certain selling price $a_{\text{gain}} > 0$ per kWh, which might be individual to the type of energy that is exported. This is a typical scenario in Germany under the EEG, in which the direct export of energy from battery storages to the public grid must be prevented, as explained in Section 2.3.

The cost for energy over a certain time horizon in this scenario can be influenced through the central control unit which activates and deactivates washing machine and heat pump via binary control signals (1 for “on” and 0 for “off”), and controls the battery storage over a control signal specifying the active power to be used for charging or discharging. Control signals are sent to the system in discrete time steps with a step size $\Delta t \in (0, \infty)$. Let a time horizon be denoted by $H_t := \{ t_k := t + k\Delta t \mid k = 0, 1, \ldots, N - 1 \}$ with start time $t$, step size $\Delta t$, and number of steps $N$ in the horizon. An approximate of the overall energy cost caused by import from and export to the public grid over this time horizon is

$$O_{\text{cost}} := \Delta t \sum_{k=0}^{N-1} \left( a_{\text{gain}} p_{\text{export}, k} + a_{\text{cost}} p_{\text{import}, k} \right),$$

with $p_{\text{export}, k} \leq 0$ and $p_{\text{import}, k} \geq 0$ being the amount of active power exported or imported at the $k$th time step, respectively. Naturally, it holds that $p_{\text{export}, k} = 0$ if $p_{\text{import}, k} \neq 0$ and vice versa. During the past few years, prices for buying energy from the public grid exceeded prices that could be achieved by selling the same amount of energy, which naturally leads to the maximization of self-consumption for minimization of the overall running energy cost.

When translated into a minimization problem with respect to the energy cost, the decision on which binary control signals to apply during a time horizon leads to a certain amount of integer optimization variables. Assume these are gathered in a vector $\tilde{y}$. The controls of the battery storage however can be chosen from a continuous range and therefore result in continuous optimization variables, denoted, e.g., as vector $\tilde{x}$. Since the values of imported and exported power then depend on these variables, a relationship must be modeled such that $p_{\text{export}, k} = p_{\text{export}, k}(\tilde{x}, \tilde{y})$, $p_{\text{import}, k} = p_{\text{import}, k}(\tilde{x}, \tilde{y})$, and therefore $O_{\text{cost}} = O_{\text{cost}}(\tilde{x}, \tilde{y})$. Acknowledging also the constraints on the optimization variables such as limitations on starting times and activation lengths for heat pump and washing machine, on water temperatures of the heat pump, and state of charge of the battery storage, the overall problem is of the form

$$\min_{\tilde{x}, \tilde{y}} O_{\text{cost}}(\tilde{x}, \tilde{y})$$

s.t. $g(\tilde{x}, \tilde{y}) \leq 0,$

(2)
which is a potentially nonlinear, mixed-integer optimization problem (MINLP). Since this type of problem is computationally costly to solve, and furthermore requires explicit knowledge of model equations, it is not suitable for the application in the rolling horizon framework required in reactive scheduling, as illustrated in Figure 1. Instead, the method introduced in [24] approximates the MINLP problem with a two-level approach as explained in the following sections.

4.2. Two-Level Approach for Optimization in a Rolling Horizon Setup

A two-level approach is used to solve the overall optimization task over a rolling horizon. To divide the optimization in this kind of setup into two levels is a common approach, also used, e.g., in [37,38] for microgrid scenarios, but also in [39] for an integrated PV-storage system. It offers the advantage of dividing the large and complex original problem into two of lower complexity: On the upper level, look-ahead schedules, i.e., starting times and lengths of activations of devices, and state of charge setpoints based on predictions of generation and consumption are computed over a full forecast horizon $H$, i.e., 24 h, in every $m$th control step ($m \in \mathbb{N} \setminus \{0\}$). This allows placing activations which cause large and uninterruptible periods of demand ahead of time into expected periods of surplus power, which might not be visible in a shorter time horizon. The resolution of the search space on this level can be lower, since the uncertainty about the future developments is comparably high anyway. On the lower level, short-term battery storage controls are determined in every control step based on previously determined look-ahead schedules and state of charge setpoints, reacting to the current situation by considering more recent measurements and forecasts, but leaving the decisions for activations, which require knowledge over the full horizon, unchanged.

For the experimental application, a third layer named real-time control is introduced which communicates the proposed controls to the actuators in the system. It is also responsible for safety measures which might require high resolution measurement data as, e.g., to avoid the export of power discharged from the battery storage on a time scale of seconds. Controls and measurements are collected in the central database of the measurement system. The information flow is illustrated in Figure 13.

4.3. Look-Ahead Schedule Computation

The look-ahead schedule computation on the upper level is still a constrained mixed-integer optimization problem. When arbitrary data-based models are used and provided merely as software libraries, the availability of explicit model equations or derivatives cannot be taken for granted for all devices. In the considered general problem setup, especially individual models for shiftable loads or active power profiles of thermal storages could, in theory, be strongly depending on external inputs such as room temperatures or predictions of human interactions and therefore appear to be non-smooth from the optimization’s perspective. For battery storages, however, it is assumed that
always a sufficiently smooth model can be found to predict the dominating relation between active power setpoints and its state of charge. Nevertheless, the derivatives of such a model might not be directly available, but can potentially be approximated by finite differences. An overview over available methods for general problems of constrained derivative-free optimization (CDFO) is given in [40].

To be able to handle general models for shiftable loads, thermal storages and also the occurrence of local minima, a variation of the meta-heuristic Simulated Annealing [41,42] called Simulated Annealing Pattern Hit-And-Run (SAPHR) [43] is adapted to solve the look-ahead scheduling problem under the assumption that battery storage models are sufficiently smooth. Therefore, the original mixed-integer optimization problem is reformulated as integer problem with linear constraints

\[
\min_{y \in \mathbb{Z}^n} \mathcal{O}(y) \\
\text{s.t. } Ay \leq b, \quad A \in \mathbb{R}^{m \times ny}, \quad b \in \mathbb{R}^m,
\]

where \(\mathcal{O}(y)\) is obtained as minimum of another, nonlinear optimization problem

\[
\mathcal{O}(y) = \min_{x \in \mathbb{R}^{nx}(y)} \mathcal{O}_y(x) \\
\text{s.t. } g_y(x) \leq 0, \quad g_y \in \mathbb{R}^{m_g(y)},
\]

whose exact formulation and dimensions can depend on the given \(y\). In any case, the objective \(\mathcal{O}_y(x)\) is linear in \(x\), while the constraints \(g_y(x)\) inherit the properties of the battery storage models at hand for fixed \(y\). Therefore, this problem is a purely continuous nonlinear optimization problem, which can be solved efficiently by an appropriate solver for nonlinear programming (NLP), applying sequential quadratic programming (SQP) and approximations for derivatives if sufficiently smooth. In this paper, the software package WORHP (Version 1.12-3) [44] is used for this task. Further details about the solution algorithm and the problem formulation are given in Appendix A.1.

### 4.4. Short-Term Update

The short-term update for time step \(k\) of horizon \(H_t\) requires the solution of a continuous nonlinear optimization problem of the form

\[
\min_{u \in \mathbb{R}^{N_{ST}}} \mathcal{O}_{ST,y}(u) \\
\text{s.t. } g_{ST,y}(u) \leq 0, \quad g_{ST,y} \in \mathbb{R}^{m_{ST}},
\]

based on the the most recent information for the forecast models. Its result are the actual controls for the battery storage over a shortened time horizon which lead to reaching the state of charge setpoints at specific time instants as provided by the look-ahead level. Details of the optimization problem formulation are described in Appendix A.2.

During first validations of the system on the demonstration site, it was found that it did not succeed in charging the battery storage up to the maximum state of charge, although this was planned by the look-ahead schedule at some point during the day. Charging of the battery storage regularly started too late, usually because a high surplus of energy was forecasted later in the horizon. Later on, the forecast was decreased and not enough time or surplus energy was left to fill the battery to the desired amount.
To make the method more robust against such uncertainties, for periods in which the battery storage is mainly charged, the state of charge setpoints are substituted in the short-term update. Instead of using the actual setpoint for the given, current interval, the highest known setpoint within the look-ahead horizon $H_t$ is applied. This enforces the battery storage to be charged as soon as possible.

This simple approach is sufficient for the limited application in the experiment during this study, but has several potential disadvantages by design. First, it causes long periods in which the state of charge is held at a constant high level, which is considered undesirable with respect to the battery’s lifetime by some authors (e.g., [45]). Second, every information that the forecast model of the battery storage produces and that leads to a defensive charging strategy is ignored even in cases where it would improve the overall result. Third, the simple approach cannot be extended directly to setups with multiple renewable generation units and battery storages. A more sophisticated approach to handle volatile forecasts while taking battery health explicitly into account should be considered in future research, e.g., robust control [46] or stochastic optimization [47].

5. Experimental Results

In Section 3, methods for data-based modeling are described together with examples for their application on historical data. Based on these results, identification and adaptation strategies were implemented within the optimization framework for a smart energy system, as explained in Section 4. The smart energy system was installed on the demonstration site described in Section 2.3. This section presents results from the experiments, which illustrate the performance of the data-based models in a real-world setup.

5.1. Scenario for the Experimental Evaluation of the Smart Energy System

5.1.1. System Setup

The overall performance of the smart energy system and adaptive data-based models were tested and recorded on the demonstration site in two test periods, one comprising only 20 March and one from 30 March to 4 April, 2019. Details about the test periods are given in Section 5.2.

The model identification and update process and the optimization process of the smart energy system were run on a laptop computer with a processor of type Intel Pentium CPU N3540 @ 2.16 GHz and 8 GB RAM under Fedora 28. When a look-ahead schedule computation could not be finished within the given timeout, the temporary status was saved and the optimization was continued in the next time step. Until a new schedule is available, the previous schedule was kept. In the described experimental setup, the timeout was set to 15 s. In sum, a complete computation could take up to 2 min, such that delays between 5 and 10 min occurred regularly.

In addition to the measurement system’s software, actuator scripts were installed which obtained the controls generated by the smart energy system for the next minute from the central database and communicated them appropriately via their respective device’s interface. Access to measurement data of higher resolution was granted when needed to fulfill tasks of the real-time control layer. Control of devices was conducted as described for Phase 2 in Table 1. The parameters and constraints used in both test periods are listed in Table 5. The battery storage setpoints that were finally communicated to the storage were monitored and limited whenever they would either lead to states of charge above 95% or below 9%, or violate the flow direction constraint on a time scale of seconds. The usage of the heat exchanger of the heat pump was suppressed unless the water temperatures in the tank reached values below 30 °C. In that case, an error of the smart energy system or general heat pump failure was assumed and the heat exchanger functionality was activated with a temperature setpoint of 45 °C to ensure the hot water supply of the demonstration site.
Table 5. Parameters and constraints used in the experimental setup.

| Parameter/Constraint                                               | Value(s) | Unit |
|---------------------------------------------------------------------|----------|------|
| Control step size                                                   | 1        | min  |
| Forecast horizon                                                    | 24       | h    |
| Length of update interval for look-ahead scheduling                 | 30       | min  |
| Max. length of look-ahead subintervals $K_j$                        | 60       | min  |
| Timeout of look-ahead scheduling optimization                       | 15       | s    |
| Timeout of short-term update optimization                           | 15       | s    |
| SAPHR time grid step width                                          | 5        | min  |
| SAPHR $T_0$                                                         | 100.0    | -    |
| SAPHR $T_{\text{min}}$                                               | 0.5      | -    |
| SAPHR transitions per temperature level $n$                         | 40       | -    |
| SAPHR decrease rate $r$                                             | 0.9      | -    |
| Discrete PHR box width $c_i$ [48]                                    | 10       | -    |
| Regular model update frequency                                      | 1        | 1/day|
| Time for model update                                               | 22:00    | UTC  |
| Import price for energy from public grid                            | 0.24     | €/kWh|
| Export gain for energy from photovoltaic plant                      | 0.12     | €/kWh|
| Battery storage capacity                                            | 5.5      | kWh  |
| Lowest/highest allowed battery storage SoC                          | 10/90    | %    |
| Min./max. battery power                                             | $-3.5/3.5$ | kW |
| Min./max. heat pump temperature                                     | 45/65    | °C   |
| Max. number of heat pump activations                                | 4        | 1/day|
| Min./max. length of heat pump activation                            | 20/180   | min  |
| Min. resting time between heat pump activations                     | 20       | min  |
| Earliest/latest start of washing machine                             | 05:00/18:00 | UTC |
| Length of washing machine run                                       | 240      | min  |

5.1.2. Application of Data-Based Models

The data-based models for generated active power, battery storage’s state of charge, and the heat pump’s water temperatures were initialized with the parameters identified in Section 3.1. The system was run for several days before the beginning of the presented results, which means that models were updated or newly trained several times. Models for active power of loads, heat pump, and battery storage were applied without updates or retraining and were therefore exactly the same as those presented in Section 3.2. In addition to the data-based models for generation, storages, and loads as described in Section 3, a forecast was needed for the uncontrollable basic demand. One of the simplest choices for a 24 h forecast horizon is to use the active power measurement of the corresponding time instant of the previous day. However, deviations can be large on a very short prediction horizon. Therefore, the first value of each forecast was given by the most recent interpolated data available, while the remaining part was filled with data as measured at the corresponding time instants 24 h before.

5.2. Description of the Test Periods and Visualization

Results from two time periods are shown. The first test period comprised only 20 March. A longer second test period from 30 March to 4 April, 2019 is also shown. Between the two periods, the system kept running, but was subject to some failures in the measurement system and therefore no representative results were obtained during that time. The corrupted data furthermore caused some interesting effects during the second test period, which are discussed in detail in Section 5.3.
Figures 14 and 15 show two snapshots of the overall performance of the smart energy system on 20 March. The first snapshot is from 20 March shortly before 6:00, the second from the next day a few minutes after midnight. The respective current time instant is marked by a vertical gray line crossing all subplots. Values shown on the left-hand side of the line are measurements illustrating the system’s history up to that instant. Everything on the right-hand side of the line are the forecasts over the next 24 h as available in the time instant of the snapshot. The first minutes (up to 30 min) of the forecast correspond to the short-term update, the remaining forecast to the look-ahead schedule.

A snapshot consists of five different perspectives, of which each describes a different aspect of the system’s performance. The first perspective (top subplot of Figures 14 and 15) illustrates the overall generated (brown line) and demanded active power (black line) of the system including charge and discharge of the battery storage. The amounts of imported and exported energy are highlighted as blue and orange areas, regions where generation and demand overlap and therefore are balanced, appear as violet. The second perspective shows which proportions of the overall generation are energy from discharging the battery storage (green area) and from the photovoltaic plant’s production (orange area). In a similar fashion, in the third subplot of both figures, the colored areas represent the energy required by the uncontrolled basic demand (blue), charging the battery storage (green), and running

Figure 14. Experimental results from the demonstration site for 20 March: measured history until approximately 6:00 and planned schedules for the following 24 h.
the washing machine (cyan) and heat pump (red). The state of charge of the battery storage over time (green) is shown in the fourth subplot. Both the temperatures inside the heat pump’s water tank at the upper (brown dashed-dotted line) and lower (red solid line) sensor position are depicted in the fifth subplot. The yellow lines mark the respective constraints.

Figure 15. Experimental results from the demonstration site for 20 March: measured history until shortly after midnight and planned schedules for the following 24 h.

The second, longer test period was run from 30 March to 4 April and is presented in Figure 16. The figure shows the measurements collected from 30 March to 4 April in the five perspectives as explained above. One snapshot with forecasts is shown in Figure 17. The washing machine was not controlled in this time period and is therefore not highlighted separately, but included in the uncontrolled basic demand.
Figure 16. Experimental results from the demonstration site for 30 March to 4 April (measured history).

Figure 17. Experimental results from the demonstration site for 30 March: measured history until 11:00 and planned schedules for the following hours.
5.3. Data-Based Adaptive Battery Storage Model

5.3.1. Overall Performance in the First Test Period

In both Figures 14 and 15 from the first test period, it can be seen that the forecasted situation over the next 24 h corresponds to what is expected as the optimal behavior of the battery storage device when the cost for importing energy exceeds the gain for exporting energy. On the one hand, charging of the battery storage and activations of the heat pump are scheduled such that the energy produced by the photovoltaic plant is used locally instead of exported and the storage is filled up to the allowed maximum. On the other hand, the discharge of the battery storage is scheduled such that the demand over night is partially covered and the allowed minimal state of charge is reached at the end of the forecast horizon. When comparing the final measurements of 20 March over 24 h, starting at 00:00 in Figure 15, to the forecast for the same time period, as shown in Figure 14, it can be seen that the real situation differs from the expectation. Overall, not enough energy is generated to completely fill the battery storage, which therefore only reaches a state of charge of 64% at its peak value.

In Table 6, the result of the first test period is evaluated over 24 h. In addition to the experimental result, two scenarios are computationally reconstructed for comparison: One where the battery storage is removed, and one where both battery storage and photovoltaic plant are excluded. In all scenarios, the heat pump and washing machine are assumed to run as in the experimental result. The evaluation reveals that the usage of the battery storage neither improved nor worsened the overall cost compared to a setup without battery storage in this simplified economic perspective. The battery storage has actually used more energy for charging (3.27 kWh) than is available for export in a setup without battery storage (3.00 kWh). This is explained by unnecessary import between 8:00 and 12:00 on 20 March, visible in the top perspective of Figure 15. Detailed analysis of the sequence of schedules during that time (not shown) reveals that the behavior is caused by forecasts of generation and uncontrolled demand which are not accurate enough during that time period even for the first timesteps of the forecasts. This causes constraints for the admissible battery storage’s active power (see Equation (A8)) which are too loose, such that the battery storage is scheduled to charge at a value which is too high to be completely covered by surplus power in that period.

The problem of unnecessarily charging the battery storage by power import occurs only in situations of low power generation, when the charging power of the battery storage can theoretically be higher than the potential amount of exported power. The opposite case, i.e., when the battery storage would discharge too much, is never observed in the measurements because such a setpoint is strictly cut based on high resolution measurement data by the real-time control layer. This is necessary due to the legal obligation to always obey the flow direction constraint. In a similar way, also the charging power could be limited to render the approach independent of short-term uncertainties.

Similarly, not all available surplus energy was used when possible despite the robust approach, as described in Section 4.4, e.g., between 6:00 and 8:00 on 20 March (see Figure 15) and around 10:00 on 4 April (see Figure 16). Furthermore, a significant difference of 1.17 kWh occurs between charged and discharged energy of the battery storage. Probable reasons for this are self-consumption of the device, conversion losses and self-discharge.

Table 6. Evaluation of first test period (20 March, 00:00 to 21 March, 00:00). All values except for the cost/profit are given as absolute values. The overall energy generated by the photovoltaic plant during the test period is 10.58 kWh.

|               | Import kWh | €   | Export kWh | €   | Cost (+) or Profit (−) (€) | Battery Storage Energy (kWh) | Charged | Discharged | Lost |
|---------------|------------|-----|------------|-----|----------------------------|-------------------------------|---------|------------|------|
| experiment    | 16.58      | 3.98| 0.73       | 0.09| 3.89                       | 3.27                         | 2.11    | 1.17       |      |
| w/o battery storage | 17.69      | 4.25| 3.00       | 0.36| 3.89                       | -                            | -       | -          |      |
| consumption only | 25.27      | 6.07| -          | -   | 6.07                       | -                            | -       | -          |      |
5.3.2. Overall Performance in the Second Test Period

In the second test period, the overall generation of the photovoltaic plant is much higher, as can be observed in Figure 16. The system succeeds to completely charge and discharge the battery storage on five of six days. In Table 7, the result of the second test period is evaluated in terms of characteristic energy values over 24 h in the same way as for the first test period in Table 6. The results here confirm that, through usage of the smart energy system for control of the battery storage, the profit can be improved compared to the same scenario without a battery storage. However, a quantitative comparison to other methods based on the observed improvement is not reasonable at this point. As stated by Beaudin and Zareipour [7], to compare methods with one another would require running simulations on common benchmark problems. This goes beyond the scope of this paper.

Nevertheless, the result obtained is apparently suboptimal, since the lower bound of 10% state of charge is repeatedly violated and emergency charging took place during the nights. Reasons for this effect are discussed in Section 5.3.3. The analysis furthermore reveals that the battery storage lost approximately 27% of the originally charged energy over the observed time period. One possible explanation for this comparably large loss is that the installed inverter of the battery storage is overdimensioned, which can be a reason for an unfavorable energy conversion efficiency. The state of charge limits of 90% are also violated in the second test period; a discussion of the effect is given in Section 5.3.4. The real-time control layer reliably prevents the system from reaching values above 95% or below 9%.

Table 7. Evaluation of second test period (30 March at 00:00 to 5 April at 00:00). All values except for the cost/profit are given as absolute values. The overall energy generated by the photovoltaic plant during the test period is 216.67 kWh.

|                | Import kWh | Export kWh | Cost (+) or Profit (−) (€) | Battery Storage Energy (kWh) |
|----------------|------------|------------|-----------------------------|------------------------------|
| experiment     | 56.70      | 13.61      | −2.08                       | 30.65                        |
| w/o battery storage | 76.19      | 18.26      | −0.74                       | 22.34                        |
| consumption only | 133.93     | 32.14      | −32.14                      | −                            |

5.3.3. Violation of the Lower Bound of the State of Charge

The look-ahead forecast of the state of charge in Figure 17 reveals that between 11:00 and 14:00, as well as between 23:00 and 3:00 of the following day, no charging active power of the battery storage is predicted, but a rise of the state of charge is forecasted nonetheless. This effect is investigated further in Figure 18, which shows evaluations of all battery storage models used during the experiment. A test schedule is used as input, which consists of four periods of 6 h each. The plots show that the model of 20 March reflects losses, i.e., the state of charge always decreases, unless charging is applied (left subfigure). This causes schedules where the battery storage is discharged carefully as in Figure 14. On the contrary, all models from 30 March to 4 April predict a rising state of charge unless discharging is applied (right subfigure). Consequently, the optimization returns schedules that exploit this by discharging the battery storage quickly, allowing the state of charge to recover, and then discharging further, as is the case for the look-ahead schedule in Figure 17.

A rising state of charge without actual charging is unrealistic. This is confirmed by the losses of the battery storage documented in Tables 6 and 7. Apparently, this behavior has been learned from the corrupted measurement data between 20 March and 30 March. From 30 March on, the overall slope decreases again from day to day, indicating that the model is slowly corrected by the daily update. Correspondingly, in Figure 16, it can be seen that the time instant of crossing the 10% bound occurs later each day.

Additionally, a reoccurring failure of the battery’s internal state of charge estimation is observed which causes measurement to drop very suddenly by a few percent when the state of charge reaches a value close to, but still above, 10%. This repeatedly occurs on each of the depicted days in Figure 16.
shortly before or after midnight. The only possibility for the smart energy system to deal with these situations is then to repeatedly apply emergency charging until the next energy surplus occurs.

The observations illustrate how the optimization is actually exploiting specific characteristics of the battery storage model to obtain the best schedule. This is an advantage whenever the model reflects reality accurately. However, due to the unsupervised model updates, the models can learn unrealistic behavior, causing schedules which are suboptimal and not robust against uncertainty in forecasts or measurements.

![Figure 18](image)

**Figure 18.** Evaluation of the adaptive battery storage models used on the different days of the experimental setup on a test schedule over 24 h: (left) first test period; and (right) second test period. The predicted active power is shown as dotted black line, forecasts of the state of charge as colored solid lines.

5.3.4. Violation of the Upper Bound of the State of Charge

In the second test period, the upper bound of the state of charge is violated for some time on each day (see, e.g., Figure 17 on 30 March at 11:00). The discontinuity in the forecast shortly after 11:00 marks where the short-term forecast ends and the remaining part of the most recent valid look-ahead schedule begins. The short-term schedule suggests to charge the battery storage further, although the upper bound of 90% state of charge is already reached. The recorded data reveal that, immediately before the violations occur, the optimization for the short-term update (see Section A.2) fails several times and default setpoints (0 kW) are returned. Usually, previous solutions are used as initial guess in the short-term optimization, but, if the optimization fails too often, the optimization process is automatically restarted and the initial guess is reset to default entries. Given this new initial guess, the optimizer is able to find a local optimum which is however not favorable for the overall system. For future developments, the observed effect must be investigated carefully and measures need to be taken to avoid this kind of behavior.

5.4. Data-Based Adaptive Heat Pump Model

Activations of the heat pump are preferably placed within periods of energy surplus and internal temperatures of the heat pump are driven towards the preferable region. However, the effect of shifting the heat pump’s activations cannot be quantified reliably from the experimental result, since it is not known when and for how long it would have started if the smart energy system had not been active. A qualitative discussion of the heat pump’s behavior is given in the following.

In both test periods, almost every night one activation of the heat pump is placed close to midnight to prevent temperatures from dropping too low. In addition, the real-time control activated the heat exchanger several times. These undesired effects are mainly explained by two aspects, namely the unmodeled influence of the cold water which enters the heat pump tank at the bottom and a systematic mismatch in the active power prediction. These are discussed below. It was furthermore investigated if the model for temperatures was improved by the daily updates, but no significant changes were observed and the analysis is not presented here.
Overall, the system was able to deal with the inaccuracies of the heat pump model, but only suboptimal results were achieved. A major improvement can be expected when a more appropriate modeling approach is pursued for the active power forecast that is able to reflect the input–output relationship between control signals and power accurately. Furthermore, when measurements of the cold water inlet are available, a forecast model could be derived and introduced as input to the models of the heat pump’s temperatures. Similar approaches as for the uncontrolled basic demand (e.g., using measurements of the previous day as forecast) could be a reasonable starting point.

5.4.1. Unmodeled Influence of Cold Water Inlet

The effect of the unmodeled influence of cold water can be observed in both test cases. In the forecasted temperatures as shown in Figure 14, the values rise whenever an active power consumption of the device is predicted, and decrease steadily otherwise. In the final measurements, however, temperature drops with larger slopes are visible shortly after 6:00 and after 10:00 on 20 March, as well as on 30 March between 12:00 and 3:00 and on 3 April shortly before 9:00 in Figure 16. On 3 April, the smart energy system reacts by an activation of the heat pump and succeeds to bring the temperatures back into the desired range. On 30 March, however, the maximum of four activations had already been used and the smart energy system is not able to react. A sharp rise in the lower temperature is visible between 15:00 and 18:00, which does not correspond to an active power demand of the heat pump. Here, the heat exchanger was activated by the real-time control layer.

5.4.2. Forecast of Active Power Demand

The second aspect causing improper placements of heat pump activations is that the active power consumed by the heat pump does not correspond to the identified pattern in the training data shown in Figure 11 from Section 3.3.2. This can for example be observed on 30 March in Figure 16. It turns out that in the closed-loop case, the length of the initial peak is depending on the length of the time interval in which the control signal is set to “on”. In addition, further self-driven activations of the heat pump, as shown in Figure 11 between 08:00 and 23:59, no longer occur, since the internally implemented target temperature region of the device is never left. The schedule computations are affected by the deviating predictions because the forecasted active power demand is always forecasted the same, independent from the length of the scheduled activation. For example, the four short activations during the day of 30 March were scheduled based on forecasts that all start with the first peak, as modeled in Figure 11, producing long periods where an active power demand is predicted, which in return would cause a large rise in the heat pump temperatures. In Figure 17, this is visible for the two remaining activations scheduled for that day. Based on this, the look-ahead optimization would not need to place an activation in the night, but, since in reality the predicted temperature levels are not reached, an additional activation is later on scheduled around midnight.

5.5. Data-Based Washing Machine Model

According to the logfiles, the washing machine was loaded shortly after 9:00 during the first test period and cleared for scheduling by the inhabitants. The smart energy system actively managed its start (see Figures 14 and 15). Regarding the forecast, it is apparent that the washing machine active power profile, as identified in Figure 9, differs from the measurement in Figure 15. This is not surprising because the model profile is the mean of observations from the training data. While the similar situation for the heat pump had a significant negative impact, in the case of the washing machine, there is no state or temperature signal depending on the active power value whose control is affected. The only consequence is a further uncertainty in addition to the already large volatility of generation and basic demand forecasts, which is successfully treated by the reactive scheduling strategy.

Since the shape of the mean prediction represents many different programs of the washing machine, it is a sensible compromise when individual programs must be neglected. A valid generalization of benefits or drawbacks of the modeling approach is however not possible from this
single experimental result. Simulation studies and a comparison to the performance of a worst-case prediction instead of a mean profile could be of interest for future research.

5.6. Data-Based Adaptive Solar Plant Model

During the second time period of six days, the effect of the daily update of the photovoltaic plant model, as described in Section 3.1.2, becomes clearly visible. In Figure 19, the performance of the model that was obtained by an update on 30 March (red) against the most recent version of the model (green) is compared for several time instants during the day. In each subplot, the forecasts given by the respective models when evaluated on the input data of the indicated time instant (0:00, 6:00, or 11:00 on each day between 30 March and 4 April) are shown as well as the actual measurements (blue). The respective nRMSE values of the initial model of 30 March (1st) and the most recent model (rec.) are shown in Table 8 in the same order as in Figure 19.

![Figure 19. Evolution of the adaptive model of the photovoltaic plant over six days from 30 March to 4 April illustrated by comparing the most recent model to the first model as generated on 30 March.](image)

![Table 8. Error values for Figure 19 all normalized to the largest value measured during those six days and calculated for the time interval from the forecast calculation until midnight.](table)

| March 30 | March 31 | April 01 | April 02 | April 03 | April 04 |
|----------|----------|----------|----------|----------|----------|
| 00:00    | 11.0%    | 18.6%    | 15.6%    | 9.6%     | 7.0%     | 15.8%    | 7.6%     | 6.1%     | 4.4%     | 9.8%     | 6.7%     |
| 06:00    | 12.7%    | 21.6%    | 18.1%    | 11.6%    | 9.2%     | 18.1%    | 9.2%     | 6.8%     | 5.8%     | 10.8%    | 7.6%     |
| 11:00    | 9.4%     | 21.2%    | 18.7%    | 16.4%    | 10.2%    | 20.4%    | 9.8%     | 7.5%     | 5.7%     | 7.5%     | 5.5%     |

On 30 March, both models are the same and therefore produce the same error value. The largest absolute value in measurements occurs on 31 March, which causes larger error values on this particular day and generally smaller error values on days with smaller energy production. Overall, it is visible that the forecasts produced by the respective updated models have smaller error values than forecasts produced by the model of 30 March.

A variation of this analysis was conducted, where the evaluation of the updated models were compared to the evaluation of their respective direct predecessors. The results show that the day-to-day differences between updated models is still visible, but, as expected, smaller than the differences.
observed in Figure 19. A figure illustrating this is omitted here, but nRMSE values of the respective previous model (prev.) and the most recent model (rec.) are shown in Table 9. In particular, on 3 and 4 April and, the error values are very close or even the same. This indicates that the updates performed at 0:00 on 3 April and at 0:00 on 4 April have not added significant new information to the model. For the evaluation at 11:00 on 3 April, the most recent model even performs slightly worse than its predecessor. Regarding the high energy production levels of the first four days compared to the low level of 3 April, this behavior seems reasonable since the difference is most apparent at 11:00. Nonetheless, in four of six days observed the model is clearly improved.

Table 9. Error values for evaluation of the most recent models of the respective day and the evaluation of their respective direct predecessors all normalized to the largest value measured during the six days of the second test period and calculated for the time interval from the forecast calculation until midnight.

| March 30 | March 31 | April 01 | April 02 | April 03 | April 04 |
|----------|----------|----------|----------|----------|----------|
| prev.    | rec.     | prev.    | rec.     | prev.    | rec.     |
| 00:00    | 11.0%    | 18.6%    | 15.6%    | 8.1%     | 7.0%     | 8.7%     | 7.6%     | 4.4%     | 4.4%     | 6.7%     | 6.7%     |
| 06:00    | 12.7%    | 21.6%    | 18.1%    | 10.0%    | 9.2%     | 10.0%    | 9.2%     | 5.9%     | 5.8%     | 7.6%     | 7.6%     |
| 11:00    | 9.4%     | 21.2%    | 18.7%    | 13.7%    | 10.2%    | 12.7%    | 9.8%     | 5.6%     | 5.7%     | 5.5%     | 5.5%     |

Overall, the observed improvements of error values in both studies indicate that the update is useful and a daily update frequency for the models is justified for the demonstration site. It however remains unclear whether the high resolution and volatile predictions as obtained from the multi-model actually provide an advantage over other, simpler forecasts.

6. Discussion and Conclusions

In this case study, the applicability of self-learning data-based models as basis of a smart energy system for cost-efficient operation with reduced initial modeling effort was investigated in a real-world experiment. Regression and clustering methods were used to obtain models of controllable system components and forecasts of active power. Update mechanisms were developed that allow the models to automatically adjust themselves to changing environments. The models were implemented as software components and used in a two-level reactive scheduling approach. The experimental results indicate that the approach has the potential for cost-efficient operation of a given system, while highlighting several challenges introduced by the usage of data-based, autonomous, adaptive modeling.

In the presented study, physical modeling has been deliberately omitted to reduce the modeling effort to a few general, methodical approaches. Nevertheless, these approaches are based on fundamental general model structures with certain parameters, which are then identified based on training data from manually chosen sensors. In the case of the heat pump, one conclusion from the experiment is that, based on the dataset as given in advance, a too restrictive modeling approach was chosen, which was not able to adapt to the situation that later occurred in the controlled setup. This raises the question to which extent expert knowledge about physical relations must be included in the design process in order to evaluate whether a chosen modeling approach is compatible with the intended use or if all relevant sensors are present in the training data. Methods for the automated evaluation of the significance of individual sensor data for data-based models can be a starting point and are, e.g., investigated in [49,50].

The unsupervised update mechanism of the battery storage’s state of charge model caused the prediction of unrealistic situations during the experiment, based on training data that were obtained by the real-world system. These predictions caused overall suboptimal system performance. The real-time control layer on a lower time frame of seconds was necessary to apply the smart energy system to a real-world setup in order to avoid critical situations caused by the usage of data-based models. A lesson learned from this observation is that the automated, unsupervised preparation of
training data from measurements, which are constantly subject to sensor or communication failure and inconsistencies, needs to be designed carefully in accordance with modeling and update methods. The development of plausibility checks that offer a way to skip an update if the updated model contradicts basic assumptions seems crucial at this point. Questions to answer are furthermore if and how gaps in measured signals should be treated and how outliers and errors could be detected reliably, without filtering out relevant information.

While the short-term updates of the photovoltaic plant multi-model improved the forecasts of produced active power in terms of the nRMSE, it also caused high volatility in forecasts. The smart energy system was not always able to react quickly enough to take advantage of these predictions. Nevertheless, predictions were sometimes not accurate enough and caused disadvantageous behavior such as the import of more active power than was actually available locally. Whether the high-resolution forecasts offer an overall advantage compared to simpler approaches needs to be investigated further.

In conclusion, this case study showed that data-based models can be applied in a smart energy system. If their potential is fully exploited, the initial modeling effort compared to physical modeling is significantly reduced. Furthermore, data-based models can adapt themselves to changing external conditions autonomously if reliable training data and update mechanisms can be provided. However, to achieve optimal system performance, great care must be taken in the overall design.
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Appendix A

Appendix A.1. Formulation of the Optimization Problems for the Look-Ahead Schedule Computation

The look-ahead scheduling problem is formulated as a combination of a linear integer problem and an NLP problem as described by Equations (3) and (4), respectively. All forecast models and optimization problem formulations depend on the horizon start time \( t \) and change whenever another horizon is considered. Indices indicating this dependency are omitted for the ease of notation.

Let \( H_t := \{ t_k := t + k\Delta t \mid k \in H_N \} \) be the forecast horizon which is used in time step \( t \), where \( t \) is the start time of the time horizon, \( \Delta t \) its step width, and \( H_N := \{ 0, \ldots, N - 1 \} \) its index set of size \( N \).

In the following, the solution of the problem in Equation (4) for given \( y \) is denoted as \( x(y) \). The feasible set of the problem in Equation (3), given by

\[
Y := \{ y \in \mathbb{Z}^n_y : Ay \leq b \},
\]

is a discrete convex polytope, in the sense that its relaxation is a convex polytope. Therefore, a special sampling algorithm called Pattern Hit-And-Run by Mete and Zabinsky [48] can be applied to generate new samples \( y \) directly inside the feasible integer set \( Y \). A summary of the computation of the look-ahead schedule is given as Algorithm A1. The sequence \( (T_i)_{i \in \mathbb{N}} \) in the first step of Algorithm A1 is also known as cooling schedule of temperatures \( T_i \). In the course of this paper, for given \( T_0 > T_{\text{min}} > 0 \), a schedule of the form

\[
T_{i+1} := \begin{cases} 
  rT_i, & \text{if } i + 1 \bmod n = 0, \\
  T_i, & \text{else}
\end{cases}
\]

is applied, where \( n \in \mathbb{N} \) denotes the number of transitions per temperature level and \( r \in (0, 1] \) a decrease rate. Details of the problem formulation are described in Appendix A.1. For details on Pattern Hit-And-Run, refer to the work of Mete and Zabinsky [48].

\textbf{Algorithm A1: SAPHR for the Look- Ahead Scheduling Problem at Time } t

1: \textbf{input} \((T_i)_{i \in \mathbb{N}}\) monotonically decreasing with \( \lim_{i \rightarrow \infty} T_i = 0, T_{\text{min}} > 0 \).
2: Construct an initial state \( y_0 \in Y \) from the solution of the previous problem at \( t - m\Delta t \).
3: Solve the NLP problem in Equation (4) to obtain \( x_0 = x(y_0) \) and \( O_0 = O(y_0) \).
4: Set \( y^* = y_0, x^* = x_0 \) and \( O^* = O_0 \).
5: Set \( i = 0 \).
6: \textbf{while} \( T_i > T_{\text{min}} \) \textbf{do}
7: \hspace{1em} Create a new candidate \( z \in Y \) with Pattern Hit-And-Run [48].
8: \hspace{1em} Solve the NLP problem in Equation (4) to obtain \( x(z) \) and \( O(z) \).
9: \hspace{1em} \textbf{if} \( O(z) < O_i \) \textbf{then}
10: \hspace{2em} Set \( y_{i+1} = z, O_{i+1} = O(z) \) and \( x_{i+1} = x(z) \).
11: \hspace{2em} \textbf{if} \( O(z) < O^* \) \textbf{then}
12: \hspace{3em} Set \( y^* = z, x^* = x(z) \) and \( O^* = O(z) \).
13: \hspace{3em} \textbf{end if}
14: \hspace{2em} \textbf{else}
15: \hspace{3em} Set \( y_{i+1} = z, O_{i+1} = O(z) \) and \( x_{i+1} = x(z) \) with probability \( e^{-\frac{O(z) - O_i}{T_i}} \),
16: \hspace{3em} otherwise set \( y_{i+1} = y_i, O_{i+1} = O_i \) and \( x_{i+1} = x_i \).
17: \hspace{2em} \textbf{end if}
18: \hspace{1em} Set \( i = i + 1 \).
19: \textbf{end while}
20: \textbf{return} \( y^*, x^* \) and \( O^* \).
Appendix A.1.1. Integer Optimization Variables and Constraints

One part of the integer optimization variables $y$ of the look-ahead scheduling problem is given by starting times for the shiftable load. It is assumed that the load has to be activated exactly $n_C \in \mathbb{N}$ times each day in a certain daytime period. Starting times of these activations are described in terms of indices $k_{C,j} \in H_N \forall i \in \{0, 1, \ldots, n_C - 1\}$. The vector of starting indices for the load is defined as

$$k_C := [k_{C,0}, k_{C,1}, \ldots, k_{C,n_C-1}]^T \in H_N^{n_C}.$$  

The load is activated for a fixed length of $l_C$ steps, and a minimum resting period of $r_C$ steps must be satisfied between the end of an activation and the start of the following one. This is ensured by the constraints

$$l_c + l_c \leq k_{C,j+1} - k_{C,j} \quad \forall i \in \{0, \ldots, n_C - 2\}.$$  

The other part of the integer optimization variables $y$ is dedicated to scheduling the thermal energy storage for exactly $n_T \in \mathbb{N}$ activations each day. Each activation $i$ has a starting time $k_{T,j} \in H_N$, its individual lengths $l_{T,i} \in [l_T, \bar{l}_T]$, and a state $a_{T,i} \in \{0, 1\}$, which can be active ($a_{T,i} = 1$) or inactive ($a_{T,i} = 0$). The vector of starting indices, lengths and activations of the thermal energy storage is given as

$$k_T := [k_{T,0}, \ldots, k_{T,n_T-1}, l_{T,0}, \ldots, l_{T,n_T-1}, a_{T,0}, \ldots, a_{T,n_T-1}]^T \in H_N^{n_T}.$$  

Overall, there are $n_Y = n_C + 3n_T$ integer optimization variables, which are denoted as vector by

$$y := [k_C^1, k_T^1]^T \in H_N^{n_Y}. \quad (A2)$$  

An activation of the thermal energy storage must be between $l_T$ and $\bar{l}_T$ control steps long and a minimum resting time $r_T$ needs to be respected between end and start of activations. Since activations can be skipped, for the formulation of constraints it is useful to allow a length of 0 and a rest of 1 step if this is the case. Exploiting this, constraints are

$$a_{T,j}l_T \leq l_T \leq a_{T,j}\bar{l}_T \quad \forall i \in \{0, \ldots, n_T - 1\},$$

$$a_{T,j}(\bar{l}_T - 1) + 1 \leq k_{T,j+1} - k_{T,j} - l_T \quad \forall i \in \{0, \ldots, n_T - 2\}.$$  

Since the look-ahead schedule computation is potentially updated every $m$th time step, it has to be ensured that the correct number of activations is scheduled in the desired daytime intervals even when changing from one look-ahead forecast horizon $H$ to the future ones. For a 24-h horizon $H$, absolute time periods within one day correspond to either one or two regions of feasible starting indices in the time horizon’s index set $H_N$, which are denoted by $[k^{(1)}_T, \bar{k}^{(1)}_T]$ for the first, and if needed $[k^{(2)}_T, \bar{k}^{(2)}_T]$ for the second interval. Furthermore, it is necessary to keep track of the overall number of activations $n_{T,\text{done}}$ that have already been conducted by a device in an ongoing time period. The constraints which ensure that the right amount of activations is scheduled in the admissible time periods are

$$k^{(1)}_T \leq k_{T,j} \leq \bar{k}^{(1)}_T, \quad \forall 0 \leq i < n_T - n_{T,\text{done}},$$

$$k^{(2)}_T \leq k_{T,j} \leq \bar{k}^{(2)}_T, \quad \forall n_T - n_{T,\text{done}} \leq i < n_{T,\text{done}}.$$  

Formulations for the shiftable load are completely analogue.

All constraints in this section are linear and can easily be transformed to fit $A$ and $b$ of the problem in Equation (3). When the given definition ranges are added as explicit constraints as well, the feasible set according to Equation (A1) is always finite and in fact a discrete convex polytope. To reduce the
dimension of the integer problem, possible starting times and variations of activation lengths can be restricted to larger step sizes of e.g., 5, 10 or 15 min.

Appendix A.1.2. Formal Description of Forecast Models

To be able to formulate the optimization problems on look-ahead as well as short-term level, formal descriptions of forecast models are needed. Denote the active power generation forecast as \( \Pi_L \in (\, -\infty, 0 \,]^N \). The active power consumption for the shiftable load depends on given starting indices, which are part of the vector \( y \) from Equation (A2) of discrete optimization variables and can therefore be written as a mapping \( \Pi_C : \mathbb{R}^n \rightarrow [0, \infty)^N : \ y \mapsto \Pi_C(y) \). The active power forecast for basic uncontrolled demand is denoted as \( \Pi_{\text{basic}} \in [0, \infty)^N \). Forecast models for the battery storage are assumed as mappings

\[
\mathcal{E}_B : \mathbb{R}^N \rightarrow \mathbb{R}^N : \ p_B \mapsto \mathcal{E}_B(p_B) \quad (A3)
\]

which can forecast normalized states of charge determined by a vector of active power \( p_B \) used for charging \( (p_{B,k} > 0) \) or discharging \( (p_{B,k} < 0) \) the battery storage. Any dependence on previous states of charge can be expressed via the dependence on the start time \( t \) of the current horizon \( H_t \). When not directly accessible, the active power demand or contribution of a battery storage is forecasted from continuous control signals, denoted by vector \( u \in \mathbb{R}^N \) via a mapping: \( \Pi_B : \mathbb{R}^N \rightarrow \mathbb{R}^N : \ u \mapsto \Pi_B(u) \). The battery storage models must be twice continuously differentiable. Denote as forecast models for states of the thermal energy storage

\[
\mathcal{E}_T : \mathbb{R}^n \rightarrow \mathbb{R}^N : \ y \mapsto \mathcal{E}_T(y) \quad (A4)
\]

where \( r \) is the number of output variables, for example temperatures. Any dependence on previous states can be expressed via the dependence on the start time \( t \) of the current horizon \( H_t \). Furthermore, the active power demand of thermal energy storages is forecasted via the same type of mapping as for the shiftable load. In addition to starting times, thermal energy storage forecasts are also depending on the variable lengths of each activation and an activation state, which are integer optimization variables contained in \( y \) as defined in Equation (A2). A description of this mapping is \( \Pi_T : \mathbb{R}^n \rightarrow [0, \infty)^N : \ y \mapsto \Pi_T(y) \). Individual components of the forecasts at time step \( k \) are denoted by indexed brackets \( (\cdot)_k \) in the following subsections.

Appendix A.1.3. Continuous Nonlinear Subproblems

The NLP problem in Equation (4) has to be solved many times and should therefore have only a low computational burden. In [24], a strategy is proposed to reduce the dimension of the problem such that the objective value is an approximation of the overall cost. The effect of the proposed reduction is that, instead of one value for each step in the forecast horizon \( H_N \), only \( N_K \leq N \) values which are averaged over disjoint subintervals \( K_j \subset H_N, j \in \{0, 1, \ldots, N_K - 1\} \), have to be considered. The choice of these intervals is based on the sign of the overall active power balance at the \( k \)th step of the forecast horizon \( H_t \) for fixed \( y \). The number of intervals \( N_K \) can be different depending on the given \( y \), which is the reason why dimensions of the NLP problem as described in Equation (4) depend on \( y \). Overall, this leads to a formulation where the continuous optimization variables \( x \) of the NLP problem in Equation (4) are the active power values \( \bar{p}_{B,j} \) for charging or discharging, which are assumed for the battery storage on average in each subinterval \( K_j \). The vector of \( n_s(y) = N_K \) continuous optimization variables of the look-ahead scheduling problem is therefore

\[
x := \begin{bmatrix} \bar{p}_{B,0}, \bar{p}_{B,1}, \ldots, \bar{p}_{B,N_K-1} \end{bmatrix}^T \in \begin{bmatrix} \mathbb{R}\bar{B}^\top \end{bmatrix}^{N_K},
\]

where \( \bar{p}_{B,0} < 0, \bar{p}_{B} > 0 \) are the lower and upper bound of the admissible active charging or discharging power of the battery storage, respectively. The size of the subintervals \( K_j \) can be limited to a
maximum length, e.g., 60 min. Refer to the work of Heins and Büskens [24] for further details on the reduction method.

The objective of the look-ahead scheduling problem can be described as weighted sum

$$O_y(x) := \gamma_{\text{constr}} O_{\text{constr}}(y) + \gamma_{\text{cost}} O_{\text{cost,LA}}(x, y),$$

where $\gamma_{\text{cost}}, \gamma_{\text{constr}} > 0$ are weightings used for balancing the influence of the different parts of the objective.

The soft constraint

$$O_{\text{constr}}(y) := \sum_{r=0}^{r-1} N_{k=0} (\left( \epsilon_T - (\mathcal{E}_T(y))_{rN+k} \right)^3, \quad \text{if } \epsilon_T - (\mathcal{E}_T(y))_{rN+k} \geq 0,$$

$$\left( (\mathcal{E}_T(y))_{rN+k} - \mathcal{E}_T \right)^3, \quad \text{if } (\mathcal{E}_T(y))_{rN+k} - \mathcal{E}_T \geq 0,$$

$$0, \quad \text{else},$$

penalizes time instants in which temperature constraints are violated by the forecasts as defined in Equation (A4) based on the chosen variables $y$.

The part $O_{\text{cost}}(x, y)$ is an estimation of the overall cost over the time horizon $H_t$ if an optimal control strategy for battery storages would be applied. Here, the definition from [24] is extended with the thermal energy storage. Denote as

$$p_{\Delta k}(y) := (\Pi_{\text{g}})_k + (\Pi_{\text{c}}(y))_k + (\Pi_{\text{T}}(y))_k + (\Pi_{\text{basic}})_k$$

the overall power balance without the battery storage. If $p_{\Delta k}(y) < 0$, active power is exported to the public grid, otherwise there is a deficit and active power is imported. The value 0 is by definition considered as import. All forecasts are averaged over the subintervals $K_j$, i.e.,

$$\tilde{p}_{\text{g},j} := \frac{1}{|K_j|} \sum_{k \in K_j} (\Pi_{\text{g}})_k, \quad \tilde{p}_{\text{c},j}(y) := \frac{1}{|K_j|} \sum_{k \in K_j} (\Pi_{\text{c}}(y))_k,$$

$$\tilde{p}_{\text{T},j}(y) := \frac{1}{|K_j|} \sum_{k \in K_j} (\Pi_{\text{T}}(y))_k, \quad \tilde{p}_{\text{basic},j} := \frac{1}{|K_j|} \sum_{k \in K_j} (\Pi_{\text{basic}})_k,$$

$$\tilde{p}_{\Delta,j}(y) := \tilde{p}_{\text{g},j} + \tilde{p}_{\text{c},j}(y) + \tilde{p}_{\text{T},j}(y) + \tilde{p}_{\text{basic},j}.$$  

The overall averaged consumption that takes place in $K_j$ including increase or decrease by storages’ averaged active power then is

$$\tilde{p}_{\text{con},j}(x, y) := \tilde{p}_{\text{basic},j} + \tilde{p}_{\text{c},j}(y) + \tilde{p}_{\text{T},j}(y) + \tilde{p}_{B,j} \quad \forall j \in \{0, 1, \ldots, N_K - 1\}.$$

If only one generation unit exists, with the previous definition it is

$$O_{\text{cost,LA}}(x, y) := \begin{cases} \frac{\Delta t}{|K_j|} \sum_{j=0}^{N_K-1} \left| \tilde{p}_{\text{g},j} + \tilde{p}_{\text{con},j}(x, y) \right|, & \text{if } \tilde{p}_{\text{con},j}(x, y) \leq \tilde{p}_{\text{g},j}, \\ \frac{\Delta t}{|K_j|} \sum_{j=0}^{N_K-1} \left| \tilde{p}_{\text{g},j} + \tilde{p}_{\text{con},j}(x, y) \right|, & \text{else}, \end{cases} \quad (A5)$$

where in general $a_{\text{gain}} > 0$ denotes the selling price of 1 kWh of energy from the generator. An extended version of the objective of the subproblem for multiple generation units of different types and selling gains can be found in [24].
One constraint to be fulfilled is that the battery storage must not export to the public grid. In dependence on the type of the subinterval with index \( j \), in which active power can either be imported or exported, this leads to

\[
-\hat{p}_{\Delta,j}(y) \leq \hat{p}_{B,j} \leq p_{\text{help}}, \quad \text{if} \quad \hat{p}_{\Delta,j}(y) \geq 0,
\]

\[
0 \leq \hat{p}_{B,j} \leq -\hat{p}_{\Delta,j}(y), \quad \text{if} \quad \hat{p}_{\Delta,j}(y) < 0,
\]

where \( p_{\text{help}} > 0 \) is a small amount of active power that can be used to charge the storage even in phases of import as an emergency measure.

Furthermore, lower and upper bound for battery storage’s state of charge must not be violated. An estimate \( \tilde{\mathcal{E}}_B(x) \) for the state of charge at the end of a subinterval \( K_j \) is computed for this purpose as described in [24] by evaluating the forecast model \( \mathcal{E}_B \) from Equation (A3) under the assumption that the averaged values \( \hat{p}_{B,j} \) are applied constantly over the corresponding subintervals \( K_j \). The constraints are

\[
\varepsilon_B \leq \left( \tilde{\mathcal{E}}_B(x) \right)_j \leq \tau_B \quad \forall j \in \{0, 1, \ldots, N_K - 1\}.
\]

For a solution \( x^* \) and \( y^* \) of the look-ahead scheduling problem, the state of charge setpoints for the short-term update are given by \( e_{B,j}^* := \left( \tilde{\mathcal{E}}_B(x^*) \right)_j \) for each \( j \in \{0, 1, \ldots, N_K - 1\} \), together with the corresponding time steps \( k_{B,j} := k_{\text{end},j} = \max (K_j) \) at which they should be reached. These values are communicated to the short-term update level.

**Appendix A.2. Formulation of the Optimization Problem for the Short-Term Update**

The short-term update for time step \( k \) of horizon \( H_t \) requires the solution of a continuous nonlinear optimization problem as given in Equation (5). The time horizon of the optimization includes all \( k' \geq k \) of the subinterval \( K_j \) which contains \( k \). Denote the short-term update horizon length as \( N_{ST} \). The state of charge setpoints \( e_{B,j}^* \) to be reached at index \( k_{B,j} \) are known at this point from the look-ahead schedule result, together with a schedule \( y^* \) of the shiftable load and the thermal energy storage.

Without repeating the formal definitions and with a slight abuse of notation, the descriptions of the forecast models from Section A.1.2 are reused here for the short-term horizon, which means it is assumed in this section that the produced forecasts start at \( t_k \) and have length \( N_{ST} \).

Optimization variables of the short-term update problem are the controls of the battery storage in each control time step of the short-term time horizon, i.e.,

\[
u := [u_{B,1} u_{B,2} \ldots u_{B,N_{ST}-1}]^T \in [\underline{u}_B, \overline{u}_B]^{N_{ST}},
\]

assuming lower and upper bounds \( \underline{u}_B < 0, \overline{u}_B > 0 \) for the controls. The optimization objective for fixed \( y \) is

\[
O_{ST,y}(u) := \gamma_{\text{price}} O_{\text{cost,ST}}(u, y) + \gamma_{\text{constr}} \sum_{k'=0}^{N_{ST}-1} o_{\text{constr},k'}(u)
\]

\[
+ \gamma_{\text{soc}} \left( e_{B,j}^* - (\mathcal{E}_B(\Pi_B(u)))_{N_{ST}-1} \right)^2 + \gamma_{\text{pow}} \left( \sum_{k'=0}^{N_{ST}-1} (\Pi_B(u))_{k'}^2 \right)
\]

with tunable weightings \( \gamma_{\text{price}}, \gamma_{\text{soc}}, \gamma_{\text{pow}}, \gamma_{\text{constr}} > 0 \). The former constraints on the states of charge are given as soft constraints on the short-term level, i.e., \( \forall k' \in \{0, 1, \ldots, N_{ST} - 1\} \)

\[
o_{\text{constr},k'}(u) := \begin{cases} (\mathcal{E}_B(\Pi_B(u)))_{k'} - \tau_B \end{cases}^3, & \text{if} \quad (\mathcal{E}_B(\Pi_B(u)))_{k'} \geq \tau_B \\
(\mathcal{E}_B(\Pi_B(u)))_{k'} - (\mathcal{E}_B(\Pi_B(u)))_{k'}^2, & \text{if} \quad (\mathcal{E}_B(\Pi_B(u)))_{k'} \leq \varepsilon_{B,s} \\
0, & \text{else},
\end{cases}
\]
because in real application it often occurs that due to measurement uncertainties or actual failures, state of charge values are outside of the theoretically admissible region. The objective part $O_{\text{cost,ST}}(u, y)$ is, analogously to Equation (A5) of the look-ahead schedule, given as

$$
O_{\text{cost,ST}}(u, y) := \begin{cases} 
\Delta t \sum_{k'=0}^{N_{ST}-1} a_{\text{gain}} \left( (\Pi_G^{k'}) - p_{\text{con},k'}(u, y) \right), & \text{if } p_{\text{con},k'}(u, y) \leq |(\Pi_G)^{k'}|, \\
\Delta t \sum_{k'=0}^{N_{ST}-1} a_{\text{cost}} \left( (\Pi_G^{k'}) + p_{\text{con},k'}(u, y) \right), & \text{else},
\end{cases}
$$

with

$$
p_{\text{con},k'}(u, y) := (\Pi_{\text{basic}})^{k'} + (\Pi_C(y))^{k'} + (\Pi_T(y))^{k'} + (\Pi_B(u))^{k'} \quad \forall k' \in \{0, 1, \ldots, N_{ST} - 1\}.
$$

Defining $\forall k' \in \{0, 1, \ldots, N_{ST} - 1\}$

$$
p_{\Delta,k'}(y) := (\Pi_G)^{k'} + (\Pi_C(y))^{k'} + (\Pi_T(y))^{k'} + (\Pi_{\text{basic}})^{k'},
$$

constraints for the active power flows caused by the battery storage controls are

$$
-p_{\Delta,k'}(y) \leq (\Pi_B(u))^{k'} \leq p_{\text{help}}, \quad \text{if } p_{\Delta,k'}(y) \geq 0, \\
0 \leq (\Pi_B(u))^{k'} \leq -p_{\Delta,k'}(y), \quad \text{if } p_{\Delta,k'}(y) < 0.
$$

(A8)

Furthermore, the states of charge must stay within the physical bounds

$$
0 \leq (\mathbf{E}_B(\Pi_B(u)))^{k'} \leq 1 \quad \forall k' \in \{0, 1, \ldots, N_{ST} - 1\}.
$$

Constraints on the change of battery storage controls between time steps are denoted $\Delta u_B$ and $\overline{\Delta u}_B$, respectively, and lead to constraints

$$
\Delta u_B \leq u_{B,k'+1} - u_{B,k'} \leq \overline{\Delta u}_B \quad \forall k' \in \{0, 1, \ldots, N_{ST} - 2\},
$$

and with the most recent setpoint before the start index $k$ of this time horizon denoted by $u_{B,k-1}$, additionally

$$
\Delta u_B \leq u_{B,k} - u_{B,k-1} \leq \overline{\Delta u}_B.
$$

For the solution of the short-term update optimization problem, the same solver as for the NLP problem of the look-ahead scheduling can be applied. From one time step to the next, the last found solution is used as initial guess for the solver.
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