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Sparsity is an intrinsic property of neural network (NN). Many software researchers have attempted to improve sparsity through pruning, for reduction on weight storage and computation workload, while hardware architects are working on how to skip redundant computations for higher energy efficiency, but there always exists overhead, causing many architectures suffering from only minor profit. Therefrom, systolic array becomes a promising candidate for the advantages of low fanout and high throughput. However, sparsity is irregular, making it tricky to fit in with the rigid systolic tempo. Thus, this paper proposed a systolic-based architecture, called Sense, for both sparse input feature map (IFM) and weight processing, achieving large performance improvement with relatively small resource and power consumption. Meanwhile, we applied channel rearrangement to gather IFMs with approximate sparsity and co-designed an adaptive weight training method to keep the sparsity ratio (zero element percentage) of each kernel at 1/2, with little accuracy loss. This treatment can effectively reduce the irregularity of sparsity and help better fit with systolic dataflow. Additionally, a dataflow called Partition Reuse is mapped to our architecture, enhancing data reuse, lowering 1.9x–2.6x DRAM access reduction compared with Eyeriss and further reducing system energy consumption. The whole design is implemented on ZynqZCU102 and performs at a peak throughput of 409.6 GOP/s, with power consumption of 11.2W; compared with previous sparse NN accelerators based on FPGA, Sense takes up 1/5 less LUTs and 3/4 less BRAMs, reaches 2.1× peak energy efficiency and achieves 1.15×–1.49× speedup.
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1 INTRODUCTION

Nowadays, deep learning has been widely applied in numerous areas, such as image recognition[15], [25],[26],[12], speech recognition[24], object detection[23], computer vision[13], etc. Neural network (NN) mainly consists of convolutional (CONV) layers and fully connected (FC) layers; the former conduct convolution and the latter conduct matrix multiplication, both of which are basically multiply-add operations. With higher precision and more complication comes heavier workload for network computing. Therefore, researchers began to bend their efforts for exploration of neural network hardware accelerators.

Although NNs bring intensive computations, there exists monotonous operations and a huge amount of data reuse; thus, many hardware architects attempt to reduce runtime by improving computation parallelism and arrange dataflow to cut down on data movement power consumption. For example, Eyeriss[4] applies Row-stationary dataflow in an array of 168 PEs, to minimize movement consumption; TPU[14] revives Systolic Array to realize high energy efficiency and throughput with structured dataflow and low bandwidth; Thinker[28] supports bit-width adaptive computing and on-demand array partitioning and reconfiguration, to maximize resource utilization; Tianjic[6] builds an unified model description framework and an unified processing architecture to accommodate a wide range of network computation.

Those works mainly actualize acceleration through parallelism improvement and dataflow optimization, but ignore that sparsity is an intrinsic property of NN, which can be utilized to leave out redundant storage and computation. Therefore, based on previous works, researchers developed various sparsity-aware NN accelerators and pruning, quantization methods[22],[5],[7],[17],[32],[9]. However, for the great cost of sparsity handling, some architectures cannot fully support sparse processing or harvest little improvement. Such as EIE[11], it supports both sparse weight and IFM processing, but only focuses on FC layers; though SCNN[21] supports arbitrary sparse patterns, it suffers from high sparsity processing cost; and Cambricon-S[30] employs customized coarse-grained pruning to reduce the irregularity of weights while suffering from accuracy drop. Cambricon-X[29] and Cnvlutin[1], respectively, take advantage of sparse weights and IFMs to eliminate operations induced by zero. Zhu et al.[31] processes each weight individually with large logic resource and bandwidth overhead. Soon afterwards, to further reduce sparsity handling cost, researchers try to fit sparsity into systolic architecture, but its structured dataflow contradicts with the irregularity of sparsity. Swallow[18] realizes sparsity processing in systolic array and supports weight and IFM sparsity in FC and CONV layers, but lacks of sparsity irregularity reduction for systolic dataflow. FESA[27] trains the kernels into a small number of formalized patterns to regularize dataflow for systolic tempo, but only implemented on Cifar-10 and Cifar-100[8] currently for its precise training object. Thus, how to obtain balance between sparsity irregularity tolerance and hardware cost is still worth exploring.

This paper aims to fit sparsity processing into systolic array, realizing acceleration with low bandwidth consumption and high throughput. We proposed a systolic-based architecture, called Sense, for both sparse IFM and weight processing, achieving large performance improvement with relatively small resource and power consumption. Meanwhile, we applied channel rearrangement to gather IFMs with approximate sparsity and co-designed an adaptive weight training method to keep the sparsity ratio of each kernel at 1/2, with little accuracy loss. This treatment greatly improve synchronization across PEs. Additionally, we map the Partition Reuse dataflow into Sense, to increase data reuse and reduce DRAM access. Our main contributions are as follows:
1) We designed a systolic-based architecture for both sparse IFM and weight processing with reasonable overhead, which can accelerate process by compressing data and eliminating operations induced by zero in systolic array. Moreover, channel rearrangement is applied for IFMs to further reduce sparsity irregularity. Compared with Zhu et al[31], we consume 1/5 less LUTs and 3/4 less BRAMs at the same peak throughput, and achieve 1.15×−1.49× speedup.

2) We co-designed an adaptive weight training method to keep the sparsity ratio of each kernel at 1/2 with little accuracy loss, which can highly reduce the weight sparsity irregularity, achieving 2.36−2.63x speedup compared with Swallow[18].

3) We proposed a Partition Reuse dataflow to improve data reuse rate and further reduce DRAM access, and a mapping strategy to adapt various NNs. Based on the on-chip buffer size, we partition the IFMs and weights into tiles for independent computation and determine the reuse strategy according to the sizes of IFMs and weights, achieving 1.9×−2.6x DRAM access reduction compared with Eyeriss.

The rest of this article is organized as follows. Section II provides the theory of sparse NNs acceleration and proposes some solutions to the sparsity irregularity reduction. Section II provides the methodology of sparse processing for CONV layer and FC layer, and unstructured pruning method for sparsity regularity. Section IV details the design of accelerator architecture. Section V introduces the Partition Reuse dataflow and mapping strategy used in our architecture to reduce DRAM access. Section VI evaluates our design compared with the baseline based on benchmarks. And finally Section VII concludes this article.

2 THEORY

According to the computing process of NN, skipping zeros of IFMs and weights can effectively accelerate execution. However, for systolic array, there exists problems of dataflow synchronization—that is, PEs with high sparsity rate must wait for those with low sparsity rate to finish. Thus, lots of PE will be idle, reducing array utilization rate. Additionally, when a certain PE contains weights with really low sparsity rate, it greatly block the overall acceleration. To solve those problems, we applied channel rearrangement to gather IFMs with approximate sparsity, and trained the sparsity ratio of each kernel at a fixed value of 1/2, equalizing and increasing sparsity ratios across PEs. Based on this training model, an IFM and weight sparsity-aware systolic array is designed to actualize steady acceleration and high PE utilization at relatively low hardware cost and power consumption. Moreover, we customized an adaptive network mapping strategy for sparse processing on our architecture, decreasing DRAM access and data movement.

2.1 Computing Process of NN

The computing process of NN is shown in Fig.1(a). A Conv layer receives \( C_i \) input channels(ICs) of IFMs with size of \( H_i \times W_i \). Each OFM of \( C_o \) output channels(OCs), with size of \( H_o \times W_o \), is generated by sliding a \( H_k \times W_k \) window on the IFM with a stride size of \( S \). Each of \( C_o \) groups of kernels corresponds to one OFM and each of \( C_i \) kernels within a group corresponds to one IFM. After convolving by sliding windows and accumulating across \( C_i \) ICs, we obtain the final OFMs of \( C_o \) OCs. To unify computing process, for Conv layer with stride \( S \) larger than 1, we split the single IFM, \( I_x[H_i,W_i] \), and kernel, \( K_y[H_k,W_k] \), respectively into \( S \times S \) sub-blocks, \( I_{sub}[S,S,H_{is},W_{is}] \) and \( K_{sub}[S,S,H_{ks},W_{ks}] \), shown in Equ.1 and Equ.2. The partial sum(Psum) produced by each sub-blocks are accumulated to get the convolution results of current IFM, shown in 1(b). Set IFMs as matrix \( IM[C_i,S,S,H_{is},W_{is}] \), weights as \( WM[C_o,C_i,S,S,H_{ks},W_{ks}] \) and outputs as \( OM[C_o,H_o,W_o] \), the process in Fig.1 can be described as Equ.3, where \( 0 \leq o < C_o,0 \leq s_r,s_c < S,0 \leq x < H_{is},0 \leq y < W_{is},0 \leq a < H_{ks},0 \leq b < W_{ks} \).

\[
I_{sub}[s_r,s_c,x,y] = I_x[S \times x + s_r,S \times y + s_c]
\]
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\[ W_{sub}[s_r, s_c, a, b] = W_s[S \times a + s_r, S \times b + s_c] \]  
(2)

\[ OM[o, H_o, W_o] = \sum_{i=0}^{C_i} \sum_{s_r=0}^{S} \sum_{s_c=0}^{S} \sum_{x=0}^{W_{is}} \sum_{y=0}^{H_{ks}} IM[i, s_r, s_c, x, y] \times WM[i, o, s_r, s_c, a, b] \]  
(3)

Assuming there is only one MAC (Multiplication and Accumulation) unit, computing duration of one layer can be described as Equ. 4.

\[ T = C_o \times C_i \times S \times H_{is} \times W_{is} \times H_{ks} \times W_{ks} \]  
(4)

![Fig. 1. (a) Convolution process. (b) Decomposition of IFM and kernel.](image)

### 2.2 Issues & Solutions to Sparsity Irregularity

To realize acceleration, we need to reduce related factors, except for structure parameters of network, \( S, C_o, C_i \) in Equ. 4. Based on the intrinsic sparsity of NN, when skipping zero computations of IFMs and weights, we manage to cut down the sizes of IFMs and kernels, \( H_{is}, W_{is}, H_{ks}, W_{ks} \) in Equ. 4, reducing processing duration. Generally, mapping all the computations on a PE array can greatly improve parallelism, but it becomes tricky taking sparsity irregularity into account. There are mainly two issues as follows:

1) Assuming the numbers of nonzero elements of each kernel is \( W_{num} \), the computing duration of the whole array is determined by the largest \( W_{num_{max}} \); when it approaching \( H_k \times W_k \), it means less speedup can be brought through sparsity.

2) For \( W_{num_{max}} \) differ, PEs with small \( W_{num} \) must wait until other large ones finish, which causes unbalanced loads, lowering general PE utilization rate.

To break performance bottleneck, we designed to keep sparsity ratio of each kernel at 1/2 through training, to guarantee appreciable speedup for the whole array. To handle unbalanced loads, we
trained the numbers of nonzero elements of each kernel to be as close to each other as possible, balancing loads across array. As shown in Fig.2, kernel $K_0$ and $K_1$ are respectively loaded in $PE_0$ and $PE_1$. Assume the computing time needed for a single weight is $T_k$, and the total numbers of nonzero elements in Fig.2(a) and Fig.2(b) are both 8. In Fig.2(a), the maximum number of nonzero elements in $K_0$ and $K_1$ is 6, so we have the total computing time of $6T_k$. For there is a great gap between the numbers of nonzero elements in $K_0$ and $K_1$, $PE_1$ will be idle for $4T_k$ to synchronize with $PE_0$. However, in Fig.2(b), the numbers of nonzero elements of two kernels are both 4, eliminating idle PEs. Therefore we obtain the total computing time of $4T_k$ and greatly improve PE utilization rate.

Moreover, channel rearrangement is applied to gather IFMs with approximate sparsity, further increasing sparsity ratio and decreasing irregularity of IFMs. As shown in Fig.3, two of IFMs, $I_0$, $I_1$, $I_2$ and $I_3$, of different ICs will be loaded to PE each time, assuming the computation time of a single IFM element is $T_i$ and the numbers of nonzero elements in each IFM are respectively 8, 12, 8, 12. If we load the IFMs in order of $I_0$ and $I_1$, $I_2$ and $I_3$, as shown in Fig.3(a), the total computing time is $24T_i$ and $PE_0$ will be idle for $4T_i$ each time; while if we load them in an ascending order of the numbers of nonzero elements, as shown in Fig.3(b), the total computing time reduces to $20T_i$ and the PE utilization rate reaches 100%. In both ways, we managed to decrease sparsity irregularity of weights and IFMs, and greatly improve array acceleration and PE utilization rates.

Fig. 3. (a) IFMs without channel rearrangement. (b) IFMs with channel rearrangement.
3 METHODOLOGY

Since CONV layers conduct convolution and FC layers conduct matrix multiplication, we applied different sparsity processing method separately. For CONV layer, to average numbers of nonzero elements and reduce compression cost, we directly compress IFM and the whole kernel; therefore weight-oriented dataflow[31] is introduced. For FC layers, whose computation pattern is matrix multiplication, with $H_{ik}=1$, $W_{ks}=1$, $W_{is}=1$, $H_{ks}=1$, to better fit with sparsity computing, we use outer product[20], so weight matrix and IFMs are compressed by column.

3.1 Sparsity Processing of CONV Layers

For CONV layer computing, we applied weight-oriented dataflow, shown in Fig.4. It takes one weight each time to compute with the whole IFM, repeatedly, whose results will be accumulated until the final results are obtained. The compression format of IFM and weight is shown as Fig.5, which contains the length of nonzero elements, bitmap[10] and nonzero values. The length, $I_{num}$ and $W_{num}$, record the number of nonzero elements, bitmap records data zero flags(0 for zero, 1 for nonzero), and nonzero values are represented as $I_{nz}$ and $W_{nz}$. For kernels with stride $S > 1$, we compress the decomposed blocks as in Fig.1(b), which can simplify sparsity processing with consequent data. After compression, the input and weight matrices are turned into $IM_{nz}[C_i,S,S,I_{num}]$ and $WM_{nz}[C_o,C_i,S,S,W_{num}]$, and the length of each sub-block of IFM and weight are represented as $IM_{num}[C_i,S,S]$ and $WM_{num}[C_o,C_i,S,S]$, so we have the computing duration description as shown in Equ.5.

$$T = \sum_{o=0}^{C_o} \sum_{i=0}^{C_i} \sum_{r=0}^{S} \sum_{c=0}^{S} IM_{num}[i,s_r,s_c] \times WM_{num}[o,i,s_r,s_c]$$

Fig. 4. Weight-oriented dataflow.

Fig. 5. Compression pattern of IFM and weight for CONV layer.
For sparse processing of CONV layers, we first traverse IFMs then weights and decompress corresponding bitmap into location info, \((I_{row}, I_{col})\) and \((W_{row}, W_{col})\). Based on that, output location \((P\text{sum}_{row}, P\text{sum}_{col})\) is calculated and set as invalid when out of boundary. Then according to the output location, we obtain buffer address, \(P\text{sum}_{addr}\), of accumulated partial sums for the product of \(I_{nz}\) and \(W_{nz}\), shown in detail as Equ.6-9.

\[
P\text{sum} = +I_{nz} \times W_{nz}
\]

\[
P\text{sum}_{row} = I_{row} - W_{row}(0 \leq P\text{sum}_{row} < H_{o})
\]

\[
P\text{sum}_{col} = I_{col} - W_{col}(0 \leq P\text{sum}_{col} < W_{o})
\]

\[
P\text{sum}_{addr} = P\text{sum}_{row} \times W_{o} + P\text{sum}_{col}
\]

Fig. 6 shows an example of sparse convolution computing. The decompression of IFMs is shown in Fig.6(a). Assuming \(H_{o} = 3, W_{o} = 3\), we have \(I_{nz} = \{10, 20, 30, 40\}\), whose location info are \((I_{row}, I_{col}) = \{(0, 0), (1, 1), (2, 2), (3, 3)\}\) respectively. Fig.6(b) shows the decompression of kernels. Assuming \(W_{nz} = \{10, 20\}\), we have location info , \((W_{row}, W_{col}) = \{(0, 0), (1, 1)\}\). The computing flow is shown in Figure 6(c). Assuming the initial value of Psum is zero, at \(T_{0}\), according to Equ.6-9, we fetch \(I_{nz} = 10, (I_{row}, I_{col}) = (0, 0)\), and \(W_{nz} = 10, (W_{row}, W_{col}) = (0, 0)\) and calculate out \(P\text{sum} = 100, \text{and} P\text{sum}_{addr} = 0\), so value 100 is accumulated in address 0 of Psum buffer. Similarly at \(T_{1}, T_{2}\), value 400 and 300 are accumulated in address 4 and 9 respectively. Since \(P\text{sum}_{addr}\) is out of boundary at \(T_{3}\) and \(T_{4}\), operations are regarded as invalid. Finally at \(T_{5}, T_{6}\) and \(T_{7}\), 400, 600, 400 are accumulated with previous values in address 0, 4, 9 respectively. The whole process takes 8 cycles according to Equ.5, 8x faster than 64 cycles of the original process.

![Fig. 6. Sparse computing process of CONV layer.](image)

### 3.2 Sparse Processing of FC Layers

For FC layer, we applied outer product as shown in Fig.7. It takes one element of IFM each time to compute with the corresponding column of weight matrices, repeatedly, whose results will be accumulated until all inputs are traversed. IFMs and weights are all compressed by column, similar with CONV layer, as shown in Fig.8. Then the total computing duration is shown in Equ.10.

\[
T = \sum_{a=0}^{C_{o}} \sum_{i=0}^{C_{i}} WM_{num}[o, i](IM_{nz}[i]! = 0)
\]
The computing process of one single element of IFM and one column of weights is similar to CONV layers. First, decompress the location info of IFMs and weights. Then fetch nonzero IFM element, $I_{nz}$ with location info of $I_{col}$, and nonzero weights of the $I_{col}$ column of weight matrix with location info of ($W_{row}$,$W_{col}$). Eventually, we further calculate the Psum$_{addr}$ of Psum Buffer for Psum accumulation. Details are shown in Equ.11.

$$Psum_{addr} = Psum_{col} = W_{row}$$ (11)

Fig. 7. Process of Outer Product.

Fig. 8. Compression pattern of IFM and weight for FC layer.

Fig.9 shows an example of FC layer computing, decompression of IFMs and weights in Fig.9(a) and 9(b), computing process in Fig.9(c). For the second and forth elements of input column are zero, only the first and third column of the weight matrices will be fetched. Assuming the initial value of partial sum is zero, at $T_0$, according to Equ.6, we have $I_{nz} = 10$, $I_{col} = 0$, $W_{nz} = 10$ and ($W_{row}$,$W_{col}$) = (0, 0), then $Psum = 100$ and $Psum_{addr} = 0$, so value 100 is accumulated in address 0 of Psum buffer. Sequentially at $T_1$, we have $I_{nz} = 10$, $I_{col} = 0$, $W_{nz} = 20$ and ($W_{row}$,$W_{col}$) = (2, 0), then $Psum = 200$ and $Psum_{addr} = 2$, so value 100 is accumulated in address 2 of Psum buffer. Thus similarly at $T_2$, $Psum = 400$ and $Psum_{addr} = 0$, and at $T_3$, $Psum = 700$ and $Psum_{addr} = 2$. The whole process takes 4 cycles according to Equ.10, 4× faster than 16 cycles of the original process.

Fig. 9. Sparse computing process of FC layer.
3.3 Sparse Training

NNs contain many redundant weights, which can be eliminated to enforce sparsity. Thus, to fit with systolic dataflow, we set the value of a half of kernel elements as zero based on unstructured pruning, referring to PyTorch[19] framework. Specifically, weights of relatively small values are regarded as redundancy and set zero, while those of large values are remained. In CONV layers, taking kernels of size 3x3 for example, we traverse all 9 elements and set the top 5 smallest absolute values as zero; while in FC layers, each column of weight matrix is sorted by absolute values according to ascending order and the top 1/2 are set zero. To maintain accuracy, we re-trained the pruned weights through backward propagation.

4 ARCHITECTURE

To achieve high speedup and energy efficiency at low hardware cost and power consumption, we chose systolic array as mainstay. Then, how to efficiently fit in sparsity processing becomes the major problem. We equipped compressing units to store data in compressed format, and added channel rearrangement units to gather IFM computations with approximate sparsity ratio, improving overall synchronization. Accordingly, decompressing units are designed for IFM and weight inputs to decompress location info. Moreover, based on our dataflow, we surrounded the array with input, weight and output buffers to maximize data reuse and minimize DRAM access.

4.1 Overview

As shown in Fig.10, the top level architecture mainly consists of input-weight buffers, a PE array, post-processing units, output buffers, compressing units, a top controller, channel rearrangement units and DDR-AXI interface.
Compressed data are first fetched from DRAM by input and weight buffers, then decompress them to get the none-zero data and location info for PE array. After parallel MAC operations by PEs, post-processing units take in the output to perform ReLU, pooling, etc., whose results are buffered in the output buffers. Before storing back to DRAM, the OFMs are compressed by the compressing units. Meanwhile, channel rearrangement units rearrange output channels according to the sparsity ratio of OFMs. Top controller masters the whole computing flow of network and DDR-AXI interface transports data on/off-chip.

4.2 On-chip Buffer
To reduce DRAM access, we need to buffer IFMs, weights and OFMs. Thus, on-chip buffers mainly consist of input-weight buffers and output buffers; input-weight buffer consists of two $4K \times 16b$ BRAMs for IFMs and weights, two $256K \times 8b$ LUTRAMs for location info and a decompressing unit for bitmaps, and output buffer consists of two $1K \times 16b$ BRAMs for OFMs. To avoid network computation blocking from data loading, we apply two BRAMs as Ping-Pong buffers for each unit, one for DRAM access and the other for PE transporting. Inputs of each row of PE array are supplied by one input-weight buffer; outputs of each column are collected by one output buffer. Additionally, to make full use of on-chip buffer, storage can be re-allocated on demand for IFMs and weights.

4.3 PE Array
The PE array, in charge of MACs, is composed of $N_{PE} \times N_{PE}$ PEs, among which PEs of the same row share IFMs of one IC and PEs of the same column process OFMs of one OC. Each PE contains a MAC unit, an address computing unit and a Psum buffer, as shown in Fig.11. During execution, we multiply IFMs with weights and calculate location info based on Equ.6-9,11. Results are accumulated with temporarily stored Psums of corresponding address in Psum Buffer. When all ICs of this output block are finished, we pause the computation, accumulate across PEs, and finally send the results to post-processing units. To fully utilize buffer resources, Psum buffers will be cleared for the next run; meanwhile to reduce power consumption, the MAC unit will be gated when the IFM/weight is zero or the location info is invalid. Considering a trade-off between resource and performance, we set the Psum buffer as a $256 \times 16b$ LUTRAM. Moreover, in the case of low sparsity, we switch the PE to dense mode and accumulate the products of IFM and weight with adjacent PE, which can shield the address calculation unit and Psum buffer, thereby reducing the power consumption of PEs.

![Fig. 11. PE unit.](image)

4.4 Post-processing Unit
Psums need activating like ReLU to obtain the final OFMs, or sometimes pooling. Thus, post-processing unit mainly consists of a ReLU unit, a pooling unit and a Ping-Pong data buffer of size...
256 × 16b, to keep the pipeline flowing, one for receiving outputs from the array and the other for Post-processing.

4.5 Compressing Unit
To eliminate redundant operations and reduce storage cost, we compress OFMs in compressing unit, which consists of compressing logic circuits and a compressing buffer. If the total number of nonzero elements in output buffer and bitmap is smaller than that of the original OFM, we regard this tile as sparse OFM for it takes up less storage. Then the nonzero elements will be read out from output buffer; meanwhile the compressing circuits will record the length of nonzero elements and bitmap. All above are sent to the compressing buffer subsequently. When the OFM is finished compressing, we set the number of nonzero elements of the entire OFM as the DRAM data transmission length, reducing DRAM accesses. If the OFM is classified as dense, they will be read out directly from output buffer and written back to DRAM. Additionally, there exists overlap between edges of each tile, so we double the edge data in DRAM of sequential address, for the convenience of next layer access.

4.6 Channel Rearrangement Unit
To reduce irregularity of IFMs, we rank the ICs by the numbers of nonzero elements of IFMs, so that channels with approximate sparsity ratio will be gathered in channel rearrangement unit, which consists of a channel index buffer, an nonzero number buffer and a ranking unit. Since only $N_{PE}$ OFMs are produced each time, we divide and rule, ranking each group of OFMs separately; thus Merge Sort is applied and results are stored in channel index buffer. When processing the next layer, IFMs are read in based on ranking indexes, which gathers IFMs with approximate sparsity ratio, further improving synchronization across PEs.

5 DATAFLOW
For limited on-chip buffers, Partition Reuse dataflow is proposed to minimize DRAM access and improve data reuse rate. According to the size of on-chip buffer, we partition the IFMs and weights into tiles and decide the reuse strategy according to DRAM access of IFMs and weights. Additionally, a mapping strategy is also designed to map various networks on our architecture, based on provided network parameters.

5.1 Reuse Strategy
To avoid same IFM and weights being read repeatedly from DRAM and reduce Psum storage, we attempt to consume data as soon as possible once they were read out and write back only the final results to DRAM. Therefore, we apply Psum reuse dataflow[3], taking IFMs and weights of different input channels on-chip to compute and accumulate to obtain the OFM of this output channel. Additionally, based on the intrinsic property of systolic architecture, the same PE column shares the same IFM, which actualizes input reuse[3] and improves bandwidth utilization rate. As for a single PE, we station weights, which actualizes kernel reuse[3] when the whole IFM streams through, reducing weight movement. In this way, we maximize data reuse by fully applying IFM, weight and Psum reuse, to minimize the energy consumption of data on/off-chip movement.

5.2 IFM & Weight Partition
For limited on-chip buffer, IFMs and weights cannot all be stored on-chip, so we partition IFMs into independent sub-tiles. Based on convolution, there’s overlap between sub-tiles; to reduce overlapping area, we preferentially partition them into square shape. Considering the resources of Psum storage, the size of input sub-tiles is set no larger than 16x16, and limited by array size, we
only process \( N_{PE} \) input and output channels concurrently. To obtain complete OFMs, all the input sub-tiles will convolve with kernels in turn. Assuming the numbers of IFM tiles on row/column dimension are \( T_{ifm\_row} \) and \( T_{ifm\_col} \), the numbers of input/output channel tiles are \( T_{ic} \) and \( T_{oc} \), and the numbers of weights and IFMs of one layer are \( I_{mem} \) and \( W_{mem} \), if we station IFMs and calculate out sub-tiles of all output channels, the total DRAM access is \( W_{mem} \times T_{ifm\_row} \times T_{ifm\_row} + I_{mem} \); if we station kernels and calculate out all the sub-tiles of one OFMs, the total DRAM access is \( I_{mem} \times T_{oc} + W_{mem} \). Therefore, weight and IFM reuse strategy is determined by minimum DRAM access \( D_{mem} \), shown in Equ.12. However, when weight can be entirely stored on-chip buffer, we can reuse IFMs without loading weight repeatedly. Then the total DRAM access is \( I_{mem} + W_{mem} \). Additionally, for FC layer, the weight matrix is partitioned into \( T_{ic} \) columns and \( T_{oc} \) rows, which are traversed by row first and then column. As \( T_{ic} \) tiles of IFMs can be entirely stored on-chip, they can be reused with no repeated access, obtaining the total DRAM access of \( I_{mem} + W_{mem} \).

\[
D_{mem} = \min\{W_{mem} \times T_{ifm\_row} \times T_{ifm\_row} + I_{mem}, I_{mem} \times T_{oc} + W_{mem}\}
\] (12)

Fig.12 shows an example of Partition Reuse on different cases in CONV layers. Assuming the size of input sub-tiles is 16x16 and \( N_{PE} \) is 16, as shown in Tab.1, we will apply different reuse strategy based on different network parameters. In case 1, when \( T_{ifm\_row} \) and \( T_{ifm\_col} \) are both 4, \( T_{ic} \) and \( T_{oc} \) are both 8, according to Equ12, weights are preferentially reused; each time we load weights of 16 channels on-chip and traverse every input tile, and then move to the next 16 channels, obtaining the final DRAM access of 4.39MB. In case 2, when \( T_{ifm\_row} \) and \( T_{ifm\_col} \) are both 2, \( T_{ic} \) and \( T_{oc} \) are both 16, IFMs are preferentially reused; each time we load a single input tile of all input channels on-chip and traverse weights of all output channels, and then move to the next input tile, obtaining the final DRAM access of 2.5MB. In case 3, similar with case 2, when \( T_{ifm\_row} \) and \( T_{ifm\_col} \) are both 16, \( T_{ic} \) and \( T_{oc} \) are both 4, IFMs are preferentially reused, but weights can entirely be loaded on-chip for its small quantity, which can avoid repeated access of weights and obtain the final DRAM access of 4.04MB. Fig.13 shows an example of partition in FC layers, in which the weight matrix is divided into 256 rows and 128 columns, and the total DRAM access is 2MB.

| Case | \( T_{ic} \) | \( T_{oc} \) | \( T_{ifm\_col} \) | \( T_{ifm\_row} \) | \( K_h/K_w \) | \( I_{mem} \) | \( W_{mem} \) | Reuse Strategy | DRAM Access |
|------|-------------|-------------|-----------------|-----------------|-------------|-------------|-------------|----------------|-------------|
| 1    | 8           | 8           | 4               | 4               | 5           | 512KB       | 400KB       | weight reuse   | 4.39MB      |
| 1    | 16          | 16          | 2               | 2               | 3           | 256KB       | 576KB       | IFM reuse      | 2.5MB       |
| 3    | 4           | 4           | 16              | 16              | 3           | 4MB         | 36KB        | IFM reuse      | 4.04MB      |
5.3 Mapping Algorithm

Considering dataflow and partition method of IFM and weight, to mapping various networks on Sense, we designed a network mapping algorithm, called Partition Reuse, obtaining array configuration parameters through feeding network structure parameters. As shown in Tab.2, the implications of network structure parameters are identical to those in Fig.1, and the matrix of IFMs and weights turn into $IM_{nz}[T_{ci}, N_{PE}, S, S, T_{ifm\_row}, T_{ifm\_col}, I_{num}]$ and $WM_{nz}[T_{ci}, N_{PE}, T_{co}, N_{PE}, S, S, W_{num}]$ respectively.

Fig. 12. Partition of IFM and weight for CONV layers

Fig. 13. Partition of IFM and weight for FC layers
Table 2. Parameters of Mapping

| Parameter     | Explanation                        | Formula               |
|---------------|------------------------------------|-----------------------|
| $T_{oc}$      | Number of OC tile                  | $\lceil C_o/PE_N \rceil$ |
| $T_{ic}$      | Number of IC tile                  | $\lceil C_i/PE_N \rceil$ |
| $N_{ic}$      | Number of IC in PE array parallel computing | $C_i/T_{ic}$ |
| $N_{oc}$      | Number of OC in PE array parallel computing | $C_o/T_{oc}$ |
| $T_{ifm\_row}$ | Number of IFM tile on row dimension | $[H_i/8]$ |
| $T_{ofm\_row}$ | Number of OFM tile on row dimension | $[H_o/8]$ |
| $T_{ifm\_col}$ | Number of IFM tile on column dimension | $[W_i/16]$ |
| $T_{ofm\_col}$ | Number of OFM tile on column dimension | $[W_o/16]$ |
| $T_{ifm\_cmp\_row}$ | Number of IFM tiles for one OFM computing in row dimension | $T_{ifm\_row}/T_{ofm\_row}$ |
| $T_{ifm\_cmp\_col}$ | Number of IFM tiles for one OFM computing in column dimension | $T_{ifm\_col}/T_{ofm\_col}$ |
| $Reuse\_flag$ | Reuse strategy flag, 0: reuse weight 1: reuse IFM | / |
| $T_{oc\_outer}$ | The weight traverse order when reusing weight | $(reuse\_flag == 0)?T_{oc}:1$ |
| $T_{oc\_inner}$ | The weight traverse order when reusing IFM | $(reuse\_flag == 1)?T_{oc}:1$ |

With configuration parameters loaded, the controller can master the whole network computing flow. Dataflow description is shown in Tab.3; $x$, $y$ represent the row and column of PE array. The 1st and 6th row decides the reuse strategy according to $Reuse\_flag$; if $Reuse\_flag = 1$, we finish the OFM computing of all OCs for one output tile before switching to the next output tile; otherwise, we finish computing of all output tiles for one OC before switching to the next OC. The 2nd and 3rd row describe the partition of OFM, with row number of $T_{ofm\_row}$ and column number of $T_{ofm\_col}$. The 4th and 5th row represent, when stride>1 or pooling is expected, the size of OFM will shrink; thus, to obtain a complete output tile needs input tiles with size of $T_{ifm\_cmp\_row}$ and $T_{ifm\_cmp\_col}$. The 7th row drives the accumulation of input channels to get the final Psums. The 8th and 9th row determines the Psums of SxS sub-IFMs are needed to obtain the complete Psums of current IFMs. The 10th row and the 11th represent the numbers of nonzero elements of one tile of IFM and one kernel; $w_{num\_max}$ is loaded as a parameter for the weights from training are fixed and $I_{num\_max}$ is gained during data loading. The 12th row means the PE of No.$x$ row and No.$y$ column is performing MAC operation.
Table 3. Partition reuse Dataflow

| Line | Expression                                                                 |
|------|-----------------------------------------------------------------------------|
| line1 | $\text{for}(a = 0; a < T_{oc\_outer}; a = a + 1)$                           |
| line2 | $\text{for}(b = 0; b < T_{ofm\_row}; b = b + 1)$                           |
| line3 | $\text{for}(c = 0; c < T_{ofm\_col}; c = c + 1)$                           |
| line4 | $\text{for}(d = 0; d < T_{ifm\_cmp\_row}; d = d + 1)$                      |
| line5 | $\text{for}(e = 0; e < T_{ifm\_cmp\_col}; e = e + 1)$                      |
| line6 | $\text{for}(f = 0; f < T_{oc\_inner}; f = f + 1)$                         |
| line7 | $\text{for}(g = 0; g < T_{ic}; g = g + 1)$                                |
| line8 | $\text{for}(h = 0; h < S; h = h + 1)$                                     |
| line9 | $\text{for}(i = 0; i < S; i = i + 1)$                                     |
| line10| $\text{for}(j = 0; j < W_{num\_max}; j = j + 1)$                         |
| line11| $\text{for}(k = 0; k < l_{num\_max}; k = k + 1)$                         |
| line12| $P_{sum}[k] = W_{nz}[\text{Index}_{oc}, y, g, x, h, i, j] \times$         |
|       | $I_{nz}[g, x, \text{Tile}_{row}, \text{Tile}_{col}, k]$                   |

6 EXPERIMENTS

6.1 Implementation

We conduct functional simulation on Vivado 2021.1 and synthesis on ZynqZCU102, at frequency of 200MHz. Resource utilization, timing and power info are captured from synthesis reports. For DRAM power consumption, we simulate on catic[2] platform. Finally, the total system power consumption is calculated according to the ratio of DRAM access time. Baselines are as follows:

1) Eyeriss[4] is a non-sparse accelerator, using a proposed processing dataflow, called Row Stationary, on a spatial architecture with 168 processing elements. Row Stationary dataflow reconfigures the computation mapping of a given shape, which optimizes energy efficiency by maximally reusing data locally to reduce expensive data movement, such as DRAM accesses. Compared with Eyeriss, the dataflow and mapping strategy of our design can further reduce DRAM accesses.

2) Swallow[18] is a systolic accelerator for sparse processing. By comparison, our design achieves higher speedup through hardware-software co-design and channel rearrangement.

3) Zhu et al[31] is a sparsity-aware CNN accelerator based on FPGA, where each weight is processed individually, while it comes with relatively large resource overhead. By comparison, we achieve higher peak energy efficiency with lower resource overhead. Meanwhile, as Zhu et al[31] excludes IFM sparse processing, Sense managed to gain extra speedup.

4) FESA[27] proposes a software-hardware co-design to address the problem of no-load PEs on sparse networks and reduce pattern numbers of irregularly pruned networks, greatly improving PE utilization through weight training. But it cannot support training of complex networks, for its relatively complex training method. By comparison, we obtained approximate PE utilization with our training method, which is also capable of training for more complex networks.

As for benchmarks, we conduct inference on VGG16[25], AlexNet[15], LeNet5[16] and compare our design with each baseline. Tab.4 displays IFM and weight sparsity ratio in CONV and FC layer.
Table 4. IFM and Weight Sparsity Ratios and Accuracy Loss of Each NNs

|          | $W_{conv}$ | $W_{fc}$ | $IFM_{conv}$ | $IFM_{fc}$ | Top1 Accuracy Loss | Top5 Accuracy Loss |
|----------|------------|----------|--------------|------------|--------------------|--------------------|
| AlexNet  | 55.6%      | 55.6%    | 15.5%        | 75.8%      | 2.86%              | 0.10%              |
| VGG16    | 55.6%      | 55.6%    | 60.9%        | 79.0%      | 5.34%              | 0.71%              |
| LeNet5   | 55.6%      | 55.6%    | 12.3%        | 73.5%      | 1.21%              | /                  |

6.2 Energy Efficiency

As shown in Tab.5, which compares Zhu et al[31] with Sense on resources and energy efficiency, we consume 1/5 less LUT and 3/4 less BRAM resources but achieve 2.1× energy efficiency with $N_{PE} = 32$. Zhu et al[31], whose PEs are independent, requires independent input and output buffers. But our architecture is a systolic array, actualizing IFM reuse across row and OFM reuse across column, which consumes less BRAM resources. Additionally, to address channel for output data, the TLUT of Zhu et al[31] maps all inputs to each PE and CMUX maps outputs of 16 PEs to 1024 banks, while our design abandoned the complex MUX structure and applied sequential accessing for input and output data, consuming less LUT resources than design Zhu et al[31]. Moreover, the LUTs in TLUT and CMUX switch constantly for the needs of mapping in each cycle, which causes huge energy consumption, so by comparison, our design consumes less energy. Meanwhile, we reach a peak throughput of $2 \times 1024 \times 0.2GHz = 409.6GOPS$ with 1024 MAC units, which equals to Zhu et al[31]. Thus, Sense has a better performance than Zhu et al[31].

Table 5. Resource and Energy Comparison of Sense Against Zhu et al[31]

|          | LUT          | DSP          | BRAM         | Power | Peak Throughput | Energy Efficiency |
|----------|--------------|--------------|--------------|-------|-----------------|------------------|
| Zhu et al[31] | 552K(92%)    | 1144(48%)    | 912(48%)     | 23.2W | 409.6GOPS       | 17.7GOPS/W        |
| Sense    | 540K(75%)    | 1106(47%)    | 216(12%)     | 11.2W | 409.6GOPS       | 36.6GOPS/W        |

6.3 Performance

Fig.14 compares the overall performance of Sense against Swallow and Zhu et al[31], indicating Sense achieves 2.36×～2.63× speedup on VGG16 and 1.15×～1.49× speedup on AlexNet respectively. Fig.15 and Fig.16 show the performance improvement contribution of IFM sparsity and weight sparsity on VGG16 and AlexNet respectively. The 'Ideal' means the improvement contributed by the original network sparsity, which indicates the utilization rate of sparsity in each architecture. When processing CONV layers, Swallow takes in one row of kernel at a time, with uneven sparsity distribution, causing relatively inapparent acceleration from weight sparsity, which also exists in sparse IFMs. Thus, performance improvement for Swallow of each layer is insignificant. Zhu et al[31] independently handles each weight, omitting PE synchronization, but exclude IFM sparsity processing, which determines the main contribution of speedup is weight sparsity. In Sense, we keep the sparsity ratio of each kernel at 1/2, obtaining steady speedup. And channel rearrangement is applied to gather IFMs with approximate sparsity ratios, which can further improve overall speedup.
Fig. 14. Overall Performance improvement comparison of Sense against Zhu et al[31] and Swallow on AlexNet and VGG16.

Fig. 15. Performance improvement comparison of Sense against Zhu et al[31] and Swallow on VGG16. (a) Contribution of IFM sparsity. (b) Contribution of weight sparsity.
Fig. 16. Performance improvement comparison of Sense against Zhu et al[31] and Swallow on AlexNet. (a) Contribution of IFM sparsity. (b) Contribution of weight sparsity.

6.4 PE Utilization

The comparison between Sense and FEAS on PE no-load rate reduction is shown in Fig. 17, indicating $1.72\times\sim 2.12\times$ higher utilization rates. FESA trained kernels into some certain patterns, greatly reducing PE no-load rate, but with relatively restricted training object, it’s only implemented on Cifar-10 and Cifar-100[8]. However, our training method managed to keep the sparsity ratio of each kernel consistent, equalizing computing duration of a single kernel for the PE array, which further reduces idle duration of PEs and improves PE utilization rate. Meanwhile, we reduce PE no-load rate induced by sparse IFM through channel rearrangement. Thus, we achieve higher PE utilization rate. Moreover, our training method is adaptive to more complex datasets, obtaining higher universality for NNs.

Fig. 17. No-Load Rate Reduction Comparison of Sense Against FESA.

6.5 DRAM Access

Tab.6 and Tab.7 compare Sense with Eyeriss on DRAM access for AlexNet and VGG16, showing $1.9\times$ and $2.6\times$ reduction respectively. According to the overall architecture of Eyeriss, there exists a 108KB global buffer. To be fair, we shrink our array to $16 \times 16$, with a total data storage of 160KB.
Considering the Row Stationary dataflow of Eyeriss conducts inference by row and its buffers are mainly allocated to Psum, IFM reuse across rows will be reduced when processing images with larger width, because the wider images are, the fewer rows can be stored, increasing DRAM access. Meanwhile, weights will be repeatedly read for the constant switching of input and output channels, so DRAM access is increased when Eyeriss handles layers with a relatively large number of weights. Additionally, Eyeriss applies RLC that takes extra 5 bits to compress an nonzero elements. Based on a total sparsity ratio of 60% for the IFMs of AlexNet and VGG, the average cost of compression for each element is an extra of 2 bits. However, we apply Partition Reuse dataflow that provides friendly support for images of any width; meanwhile, we adjust reuse strategy based on the total numbers of IFMs and weights, further minimizing DRAM access. Moreover, the bitmap compression method costs only one extra bit for each element, introducing 50% reduction compared with RLC of Eyeriss. Therefore, our design achieves a better performance on DRAM access and compression overhead, compared with Eyeriss.

### Table 6. DRAM Access Comparison of Sense Against Eyeriss on VGG16

| Layer   | Parameter of Dataflow | DRAM Access |   |   |   |
|---------|-----------------------|-------------|---|---|---|
|         |                       | Eyeriss     | Sense (Dense) | Sense (Sparse) |
| CONV1-1 | 4 1 16 16 1           | 15.4MB      | 0.38MB        | 0.38MB         |
| CONV1-2 | 8 4 16 16 1           | 54.0MB      | 8.1MB         | 6.87MB         |
| CONV2-1 | 8 8 8 8 1             | 33.4MB      | 2.14MB        | 2.07MB         |
| CONV2-2 | 16 8 8 8 1            | 48.5MB      | 40.0MB        | 19.2MB         |
| CONV3-1 | 16 16 4 4 1           | 20.2MB      | 20.0MB        | 9.61MB         |
| CONV3-2 | 16 16 4 4 1           | 32.2MB      | 20.0MB        | 9.32MB         |
| CONV3-3 | 32 16 4 4 1           | 30.8MB      | 38.0MB        | 17.2MB         |
| CONV4-1 | 32 32 2 4 0           | 17.6MB      | 36.5MB        | 19.2MB         |
| CONV4-2 | 32 32 2 4 0           | 28.6MB      | 36.5MB        | 14.9MB         |
| CONV4-3 | 32 32 2 4 0           | 22.8MB      | 36.5MB        | 14.0MB         |
| CONV5-1 | 32 32 1 2 1           | 6.3MB       | 9.3MB         | 4.06MB         |
| CONV5-2 | 32 32 1 2 1           | 5.7MB       | 9.3MB         | 4.06MB         |
| CONV5-3 | 32 32 1 2 1           | 5.6MB       | 9.3MB         | 4.06MB         |
| Total   |                       | 321.1MB     | 265.8MB       | 124.9MB        |

### Table 7. DRAM Access Comparison of Sense Against Eyeriss on AlexNet

| Layer   | Parameter of Dataflow | DRAM Access |   |   |   |
|---------|-----------------------|-------------|---|---|---|
|         |                       | Eyeriss     | Sense (Dense) | Sense (Sparse) |
| CONV1   | 6 1 4 8 1            | 5.0MB       | 0.44MB        | 0.4MB          |
| CONV2   | 16 6 2 4 0           | 4.0MB       | 4.17MB        | 3.25MB         |
| CONV3   | 24 16 1 2 1          | 3.0MB       | 1.81MB        | 0.81MB         |
| CONV4   | 24 24 1 2 1          | 2.1MB       | 5.25MB        | 2.29MB         |
| CONV5   | 16 24 1 2 1          | 1.3MB       | 3.56MB        | 1.54MB         |
| Total   |                       | 15.4MB      | 15.2MB        | 8.29MB         |
6.6 Sparsity Sensitivity

Sparse processing greatly accelerates computation, but comes with extra operations, increasing 1/3 power consumption; thus, we observed the influence of sparsity variation on array performance, to determine a threshold of computing mode, whether dense or sparse. In this way, our architecture can handle data of any ratio of sparsity. As shown in Fig. 18, taking sparsity ratio of 10% as stride, we obtained energy efficiency on sparse mode and dense mode of Sense respectively, and when sparsity ratios are correspondingly under 30%, dense computing mode is more effective. Therefore, we combined dense and sparse processing and computing modes are switched based on sparsity ratios.

![Fig. 18. Improvement of speedup and energy efficiency based on different sparsity ratios.](image)

7 CONCLUSION

This paper proposed a sparsity-friendly systolic architecture, called Sense, for both sparse IFM and weight processing, achieving large performance improvement with relatively small resource and power consumption. Meanwhile, we applied channel rearrangement to gather IFMs with approximate sparsity and co-designed an adaptive weight training method to keep the sparsity ratio of each kernel at 1/2, with little accuracy loss. This treatment can effectively reduce the irregularity of sparsity and help better fit with systolic dataflow. Additionally, Partition Reuse mapping algorithm is applied to map various networks on Sense, enhancing data reuse, lowering DRAM access and further reducing system energy consumption. The whole design is implemented on ZynqZCU102 and performs at a peak throughput of 409.6 GOP/s, with power consumption of 11.2W; compared with previous sparse CNN accelerators base on FPGA, this architecture takes up 1/5 less LUT and 3/4 BRAM, reaches 2× peak energy efficiency and achieves 1.15×~1.49× average network acceleration.
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