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Abstract

In this paper, a compressive sensing (CS) approach is proposed for sparse binary signals’ compression and reconstruction based on analog fountain codes (AFCs). In the proposed scheme, referred to as the analog fountain compressive sensing (AFCS), each measurement is generated from a linear combination of \( L \) randomly selected binary signal elements with real weight coefficients. The weight coefficients are chosen from a finite weight set and \( L \), called measurement degree, is obtained based on a predefined degree distribution function. We propose a simple verification based reconstruction algorithm for the AFCS in the noiseless case. The proposed verification based decoder is analyzed through SUM-OR tree analytical approach and an optimization problem is formulated to find the optimum measurement degree to minimize the number of measurements required for the reconstruction of binary sparse signals. We show that in the AFCS, the number of required measurements is of \( O(-n \log(1-k/n)) \), where \( n \) is the signal length and \( k \) is the signal sparsity level. We then consider the signal reconstruction of AFCS in the presence of additive white Gaussian noise (AWGN) and the standard message passing decoder is then used for the signal recovery. Simulation results show that the AFCS can perfectly recover all non-zero elements of the sparse binary signal with a significantly reduced number of measurements, compared to the conventional binary CS and \( \ell_1 \)-minimization approaches in a wide range of signal to noise ratios (SNRs). Finally, we show a practical application of the AFCS for the sparse event detection in wireless sensor networks (WSNs), where the sensors’ readings can be treated as measurements from the CS point of view.
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I. INTRODUCTION

Compressive sensing (CS) has drawn a lot of interests in recent years as a revolutionary signal sampling paradigm. The main idea behind CS is the possibility to reconstruct a sparse signal from an under-determined system of linear equations through a computationally efficient convex programming algorithm. Let us consider the reconstruction problem of a sparse signal $\mathbf{x} \in \mathbb{R}^n$ from the linear measurements $\mathbf{y} \in \mathbb{R}^m$, where $m < n$, $\mathbf{y} = \mathbf{Gx}$, and $\mathbf{G} \in \mathbb{R}^{m \times n}$ is the measurement matrix, modeling the measurement (sensing) process. We assume that the signal $\mathbf{x}$ is $k$-sparse, which means that exactly $k \ll n$ elements of $\mathbf{x}$ are nonzero $[1]$, but we do not know the locations of the nonzero entries of $\mathbf{x}$. Due to the sparsity of $\mathbf{x}$, one could try to compute $\mathbf{x}$ by solving the following optimization problem:

$$\min_{\mathbf{x}} ||\mathbf{x}||_0 \quad \text{s.t.} \quad \mathbf{Gx} = \mathbf{y}. \quad (1)$$

However, solving (1) is an NP-hard problem and thus practically not feasible $[2]$. Instead, a convex relaxation problem can be formulated as follows, which can be solved efficiently via linear or quadratic programming techniques.

$$\min_{\mathbf{x}} ||\mathbf{x}||_1 \quad \text{s.t.} \quad \mathbf{Gx} = \mathbf{y}. \quad (2)$$

As shown in $[2, 3, 4, 5]$, under certain conditions on the matrix $\mathbf{G}$ and the sparsity of $\mathbf{x}$, both (1) and (2) have the same unique solution. The Restricted Isometry Property (RIP) and the coherence of matrix $\mathbf{G}$ are to date the most widely used tools to derive such conditions. A comprehensive introduction to compressive sensing can be found in excellent review papers $[6, 7]$.

Unlike the conventional CS theory which considers only the sparsity of the signal, in $[8]$ a more realistic signal model and CS approach, referred to as the Model-based CS, was introduced by considering some structure among the signal coefficients. Model-based CS and its variations has been widely studied in the literature $[8, 9, 10, 11, 12, 13, 14]$. Due to the known structure of the sparse signal in model-based CS, signal models provide two major advantages to CS. First, the number of measurements required for the reconstruction of the sparse signal is significantly reduced. Second, a more accurate and robust recovery is achieved as we can better differentiate true signal information from recovery artifacts $[8]$. In this paper, we are particularly interested...
in the reconstruction of sparse binary signals using linear measurements. Binary CS is a special case of model based CS which has many applications, such as event detection in wireless sensor networks (WSNs), group testing, and spectrum sensing for cognitive radios. More practical settings and similar discrete types of compressive sensing scenarios can be found in [15, 16, 17, 18, 19, 20, 21]. More specifically, in binary CS, the nonzero elements of the sparse signal have the same value of 1, and the objective is to minimize the number of real valued measurements linearly generated from the binary sparse signal.

The $\ell_1$-minimization solution for the noiseless binary CS has been proposed in [17], where problem in (2) is solved by limiting the reconstructed signal in the range $[0,1]$. Also, by using an integer programming, [15] proposed a model to solve a system of linear equations with integer variables. In [21] a simple verification-based decoder has been proposed for binary CS problems, where the measurement matrix is sparse and its elements are randomly obtained based on a predefined probability distribution function. However, the number of required measurements in these approaches are still very large, as they do not take the binary structure of the signal into the design of the CS approaches.

In this paper, we propose a binary CS approach based on analog fountain codes (AFCs) [22]. AFCs were originally designed to approach the capacity of the Gaussian channel across a wide range of signal to noise ratios (SNRs). Each AFC coded symbol is a linear combination of randomly selected information symbols with real weight coefficients. With the proper design of the weight coefficients, each binary linear equation associated with each AFC coded symbol will have a unique solution. As shown in [22], the AFC decoding problem is equivalent to solving a system of binary linear equations at high SNRs, which is the same as the reconstruction of a binary sparse signal from noiseless linear measurements. This interesting property of AFC codes motivates us to incorporate them in the design of an efficient binary CS approach to minimize the number of measurements required for the successful recovery of the sparse signal.

In the proposed analog fountain compressive sensing (AFCS) approach, each measurement is generated from a number of randomly selected binary information symbols with weight coefficients selected from a finite weight set. Thanks to the random structure of AFC codes, the number of generated measurements is potentially limitless and the transmitter can keep transmitting the measurements till the destination fully recovers the sparse binary signal. As a result, the transmitter in the proposed binary CS can adapt to the time-varying channel condition and thus
can maximize the sensing and transmission efficiency. Due to the sparsity and the fact that weight coefficients do not introduce redundancy, each measurement is connected to a very small number of non-zero signal components in the respective weighted bipartite graph; thus, information symbols can be recovered by comparing the measurement value with the weight coefficients assigned to it in an iterative manner. More specifically, we propose a reconstruction algorithm, where each measurement can determine its connected variable nodes if it has connection with at most $T$ nonzero signal elements in the bipartite graph, where $T \geq 0$ is a predefined value.

To minimize the number of required measurements, we propose an optimization problem to find the optimum measurement degree, defined as the number of information symbols connected to each measurement or simply the row weight of the measurement matrix. The minimum number of required measurements is then approximated and shown to be of $O\left(-n \log(1 - s)\right)$, where $n$ is the signal length and $s \triangleq k/n$ is the signal sparsity order. Simulation results show that the proposed scheme has a significantly lower error rate compared to the $\ell_1$-minimization approach [17] and the binary CS scheme in [21].

We further extend the proposed AFCS scheme to the noisy CS problem, where the measurements are received in the presence of additive white Gaussian noise (AWGN). We propose a message passing decoder to reconstruct the binary sparse signal and show that the AFCS can recover the sparse signal with a very small number of measurements compared to the $\ell_1$-minimization approach [17]. More specifically, the proposed AFCS scheme requires less number of measurements to completely recover the binary sparse signal in a wide range of SNRs even with a lower measurement degree compared to the $\ell_1$-minimization approach [17].

As a direct application of the AFCS, we then consider sparse event detection (SED) in WSNs, where a set of monitoring sensors try to capture a small number of active events randomly distributed in the sensing field [23]. CS mechanisms are beneficial to WSNs as sensor nodes usually have constrained sensing, limited memory and processing capability, as well as small communication bandwidth [24]. Several approaches have used CS theory for SED problem, but they are impractical in some scenarios. For example, Bayesian compressive sensing (BCS) has been used in [25] to solve the SED problem in WSNs. However, BCS is known to be sensitive to noise, leading to a considerable degraded performance in low SNRs. To solve this problem, [26] applied sequential compressive sensing (SCS) to model the SED problem as a support recovery problem and solve it in an adaptive manner. However, in this approach, a large number of sensor
nodes (about half that of event sources) is required to be deployed in the sensing field in order to guarantee its performance. This will also bring the system a significant communication cost due to a large number of sensor nodes.

In this paper, we revisit the sparse event detection problem in WSNs from the coding theory perspective and solve the problem as a decoding problem of AFCS. We formulate the variable and check node degree distributions for two scenarios of random and uniform deployment of sensor nodes. The minimum number of sensor nodes required to fully detect all active events in the noiseless case is then found as a function of the sensing coverage radius and the total area of the sensing field. We show that the proposed AFCS scheme approaches this lower bound in high SNRs. We further analyze the probability of false detection for the proposed scheme and show that the AFCS achieves a very low probability of false detection at different SNRs. Simulation results show that the proposed scheme outperforms the SCS [26] and BCS [25] approaches in terms of the probability of correct detection at different SNRs and the minimum sampling ratio to successfully detect the active event sources at different sampling ratios.

Throughout the paper the following notations are used. We use a boldface small letter to denote a vector and the $i^{th}$ entry of vector $v$ is denoted by $v_i$. A boldface capital letter is used to denote a matrix and the $i^{th}$ element in the $j^{th}$ row of matrix $G$ is denoted by $g_{i,j}$. The transpose of matrix $G$ is denoted by $G'$. A set is denoted by a curly capital letter and the cardinality of set $S$ is represented by $|S|$.

The rest of the paper is organized as follows. In Section II, we introduce the AFCS approach and the general reconstruction algorithm for the AFCS scheme. The analysis of the proposed reconstruction algorithm in the noiseless case is then presented in Section III, followed by the optimization of the measurement degree and an approximation for the number of required measurements. A message passing decoder is then proposed for AFCS in the presence of additive white Gaussian noise in Section IV. In Section V, we demonstrate the application of AFCS in WSNs for sparse events detection. Section VII provides some discussion on the practical issues for sparse event detection in WSNs. Simulation results are shown in Section VI. Finally Section VII concludes the paper.
TABLE I

NOTATION SUMMARY

| Notation | Description |
|----------|-------------|
| \(n\)    | Length of the binary sparse signal (number of event sources) |
| \(m\)    | Number of measurements (sensor nodes) |
| \(k\)    | Number of nonzero elements of the binary sparse signal (number of active events) |
| \(s\)    | Sparsity order, \(s = k/n\) |
| \(\beta\) | Sampling ratio, \(\beta = m/n\) |
| \(L\)    | Measurement (check node) degree |
| \(d_v\)  | Variable node degree |
| \(b\)    | Binary sparse signal of dimension \(n\) |
| \(G_{m \times n}\) | \(m \times n\) measurement matrix, \(G = [g_{i,j}]\) |
| \(W\)    | Weight set of AFCS with size \(D\) |
| \(T\)    | Maximum number of weight coefficients included in each operation of the decoding algorithms |
| \(S\)    | Monitoring region of area \(S\) |
| \(e\)    | Binary sparse event signal of dimension \(n\) |
| \(H_{m \times n}\) | \(m \times n\) channel matrix, \(H = [h_{i,j}]\) |
| \(h_{i,j}\) | The channel between the \(i^{th}\) sensor node and the \(j^{th}\) event source |
| \(d_{i,j}\) | The distance between the \(i^{th}\) sensor node and the \(j^{th}\) event source |
| \(\alpha\) | Propagation loss factor |
| \(\epsilon_i\) | Thermal measurement noise at the \(i^{th}\) sensor |
| \(\lambda\) | Received SNR at the sink node |
| \(R_s\)  | Sensor coverage radius |
| PCD      | Probability of correct detection |
| PFD      | Probability of false detection |

II. ANALOG FOUNTAIN COMPRESSIVE SENSING

We assume that a binary signal vector of length \(n\), \(b\), is strictly \(k\)-sparse, which means that the number of non-zero elements of \(b\) is exactly \(k\). The sparsity order of \(b\) is then defined as \(s \triangleq k/n\). Table I provides a summary of notations for quick reference.

Let us first briefly introduce the analog fountain code (AFC). AFCs were originally proposed in [22, 27] as an effective adaptive transmission scheme to approach the capacity of wireless channels. In AFC, to generate each coded symbol \(L\) information symbols are selected uniformly at random and then linearly combined with real weight coefficients. For simplicity, we assume that weight coefficients are chosen from a finite weight set, \(W\), with \(D \geq L\) positive real members.
Let $G$ denote the generator matrix of dimension $m \times n$, where $m$ is the number of coded symbols, then AFC coded symbols, $c$, are generated as follows:

$$c = Gb,$$

(3)

where, only $L$ elements in each row of matrix $G$ are nonzero and each nonzero element of $G$ is randomly chosen from the weight set $W$. As shown in [22], to improve AFC code performance, the generator matrix should have uniform column degrees, which can be simply achieved by selecting information symbols from those which have currently smallest degrees when generating each coded symbol. This way, each information symbol is connected to a fixed number of coded symbols; leading to a regular matrix $G$.

A. Measurement Matrix Construction

Each row of the measurement matrix is generated in a similar way that a coded symbol is generated in AFCs, that is first an integer $L$, called measurement degree, is obtained based on a predefined probability mass function, called degree distribution. For simplicity, we assume that the measurement degree, i.e., the number of non-zero elements in each row of the measurement matrix, is a fixed value. Let $g_i$ denote the $i^{th}$ row of the measurement matrix $G$; then, only $L$ entries of $g_i$ have nonzero values. The value of nonzero elements of $g_i$ are also randomly obtained from the weight set $W$ without the repetition. Although the weight coefficients can be obtained based on a predefined probability distribution function, for simplicity we assume that the weight set $W$ has $D \geq L$ positive real members as follows:

$$W = \{w_1, w_2, ..., w_D\}.$$ 

In the next subsection, we show how the weight set $W$ should be defined. The measurements are then calculated by $c = Gb$, which can be graphically represented by a weighted bipartite graph with elements of the binary signal $b$ and the measurements as variable and check nodes, respectively. In the bipartite graph, the variable node $j$ is connected to the check node $i$, if $g_{i,j}$ is non-zero, and the edge between them is also assigned with the value of $g_{i,j}$. Fig. 1 shows the weighted bipartite graph of the proposed binary CS scheme, where the measurement degree is $L = 2$.

As we consider that the locations of non-zero elements in each row of the measurement matrix are selected quite randomly, it is highly probable that a variable node is not connected to any
check node in the corresponding bipartite graph, especially when the number of measurements is relatively low. More specifically, the probability that a variable node is not connected to any check node is $e^{-mL/n}$ [28]. This problem significantly increases the error rate for the CS schemes in [17, 21].

To overcome this problem, we modify the measurement matrix in a way that each variable node is connected to at least one check node. Moreover, to ensure that all the variable nodes have the same chance to be recovered, the degrees of all variable nodes are chosen to be the same. To achieve this, we select the variable nodes among those with the lowest degrees when generating each measurement. In this way, the variable node degrees will be either $d_v$ or $d_v - 1$, where $d_v$ is the smallest integer larger than or equal to $mL/n$ [28]. Later in Section V, we show how this imposed structure in the measurement matrix can be obtained in real applications, which significantly increases the sensing efficiency and improve the reconstruction capability. It is important to note that the measurement matrix is not fixed and randomly generated for each experiment. In fact, the measurement matrix is generated in a way to have uniform column and row degrees, where the nonzero elements of the measurement matrix are selected from the predefined weight set.

B. Weight Set Design

It is important to note that the weight set should be designed such that each measurement can uniquely determine its connected variable nodes. For instance, let us assume that $w_1 + w_2 = w_3$ and a measurement has a value of $w_3$ and is connected to $b_1$, $b_2$, and $b_3$ with weight coefficients, $w_1$, $w_2$, and $w_3$, respectively. The decoder then try to solve the binary linear equation $w_1 b_1 + w_2 b_2 + w_3 b_3 = w_3$. This measurement can determine either $b_1 = b_2 = 1, b_3 = 0$, or $b_1 = b_2 = 0, b_3 = 1$, i.e., two possible solutions. To guarantee that each measurement can
uniquely verify its connected variable nodes, it is sufficient that the weight set $W$ satisfies the following condition:

$$\sum_{i=1}^{D} v_i w_i \neq 0,$$

(4)

for all $v \in \{-1, 0, 1\}^D$, where $v \neq \{0\}^D$, and $w_i \in W$ for $i = 1, ..., D$. As stated in [22], each measurement is associated with a binary linear equation and thus the decoder task is actually to solve a system of binary linear equations in the noiseless case. Condition (4) guarantees that the linear equation associated with each measurement has a unique solution.

Here, we assume that the nonzero elements of the measurement matrix are sampled from a finite weight set, where the weight set satisfies (4). It is clear that when the members of the weight set are sampled from a continuous probability distribution function, (4) can be easily satisfied. In practice, the elements of the measurement matrix depend on the physical condition of the system, which is mainly random. For example, as we will later see in Section V, in the sparse event detection in WSNs, the elements of the measurement matrix are channel gains, which are random due to shadowing and small scale fading; thus, condition (4) is satisfied and each measurement can uniquely determine its connected variable nodes. In the rest of the paper, we use weight coefficients which have been obtained from a zero mean Gaussian distribution with variance 1, unless otherwise specified.

It is important to note that in conventional CS theory, restricted isometry property (RIP) is sufficient to guarantee sparse reconstruction by $\ell_1$-minimization approach [2]. It is also known that $\ell_1$-minimization reconstructs every sparse signal precisely when the sensing matrix satisfies the null space property (NSP) [9]. In general, the null space of measurement matrix $G$ is defined as $\mathcal{N}(G) = \{z | Gz = 0\}$. If we want to recover all sparse signals $x$ from the measurements $Gx$, it is clear that for any pair of distinct vectors $x$ and $x'$, we must have $Gx \neq Gx'$, since otherwise it would be impossible to distinguish $x$ from $x'$. In other words, to recover all sparse signals from the measurements generated by matrix $G$, we must have $\mathcal{N}(G) = \{0\}$, where $0$ is the zero vector of dimension $n$. It is worth mentioning that if the weight coefficients in AFCS satisfy condition (4), then each sparse binary signal is uniquely recovered form its linear measurements. In other words, the binary structure of the sparse signal enables us to design the measurement matrix which can precisely satisfy the null sparse property ($\mathcal{N}(G) = \{0\}$) for all binary signals, which is sufficient for compressive sensing.
C. Verification Based Reconstruction

It is clear from (4) that a zero valued measurement can uniquely verify its connected variable nodes as zero signal elements. In fact, condition (4) guarantees that a binary linear equation with weight coefficients from \( W \) has a unique solution of zero if and only if the binary variables are all zero \([29\, 30]\). Also due to signal sparsity, only few nonzero signal elements are connected to each measurement. Therefore, by comparing the value of a measurement and the sum of different numbers of its weight coefficients, we can uniquely determine the values of its connected variable nodes. Based on these observations, we then propose the following verification based reconstruction algorithm, referred to as the \textit{Sum Verification Decoder}.

Let us consider the binary compressive sensing problem \( c = Gb \), where the binary sparse signal vector \( b_{n \times 1} \) has to be reconstructed from linear measurements \( c_{m \times 1} \) and a given measurement matrix \( G_{m \times n} \). We use the notation \( N_i \) to denote the set of variable nodes connected to check node \( c_i \), and use \( N_i \setminus B \) to denote the set of connected variable nodes to check node \( c_i \), excluding the variable nodes in the set \( B \). The operations of the \textit{Sum Verification Decoder} can then be summarized as follows, for a given \( T \geq 0 \):

\textbf{Sum Verification Decoder}: Construct the weighted bipartite graph from the measurement matrix \( G \). Construct a matrix \( G_T \), where its rows correspond to all binary vectors of dimension \( D \) with at most \( T \) nonzero elements. Construct a vector \( w = [w_1, w_2, ..., w_D]' \). Compute the vector \( u \) as follows: \( u = G_T w \). Initially, we assume that \( b \) is a zero vector of dimension \( n \).

1. Find a measurement \( c_i \) with a nonzero degree which has a value equal to one of the elements of vector \( u \) (if there is no such measurement, this decoding algorithm halts at this point and fails to recover all the variable nodes). Find the set of its connected variable nodes \( N_i \).
   a) Find the number of elements in \( N_i \), i.e. \( |N_i| = \tau \), where \( N_i = \{j_1, ..., j_\tau\} \). Construct a matrix \( \Gamma \), where its rows correspond to all binary vectors of dimension \( \tau \) with at most \( T \) nonzero elements. Construct a vector \( g_{i}^{(1)} = [g_{i,j_1}, g_{i,j_2}, ..., g_{i,j_\tau}]' \). Compute the vector \( z \) as follows: \( z = \Gamma g_{i}^{(1)} \). Find \( \ell \) such that \( z_\ell = c_i \).
   b) Set \( b_{j_r} = \Gamma_{\ell,r} \) for \( r = 1, 2, ..., \tau \).
2. Remove all the edges connected to verified variable nodes \( b_{j_r} \).
3. Update the measurement values to \( c = c - Gb \).
4. Repeat (1), (2), and (3) until all \( b_j \)s are determined.
In each iteration of the proposed decoder, a measurement which has a connection to at most $T$ nonzero variable nodes is found (Step 1). Since the weights are chosen from a fixed weight set, this can be achieved by simply comparing the value of the measurements with a table consisting of all the possible values of the summation of at most $T$ weight coefficients. If such a measurement cannot be found, the decoder will be terminated and the variable nodes cannot be fully recovered. In the next step, the variable nodes that are connected to the selected measurement will be uniquely recovered (Step 1, (a) and (b)). Then, the edges connected to the recovered variable nodes are removed from the bipartite graph (Step 2). Also, the measurement values will be updated to cancel out the effect of the recovered variable nodes on the remaining measurements (Step 3). This algorithm is repeated until all the variable nodes are recovered.

Since the signal is sparse, the probability that a measurement is connected to a large number of nonzero elements of the signal is very low. In other words, a majority of measurements are connected to a very small number of nonzero variable nodes. Therefore, it is reasonable to only consider small values of $T$, which also avoids huge complexity at the decoder. More specifically, in this paper we only consider $T = 0, 1,$ and $2$. Fig. 2 shows the proposed reconstruction algorithm for the case that the measurement degree is $L = 4$ and $T = 2$. As can be seen in this figure, measurement $c_i = g_{i,1} + g_{i,3}$ is connected to $b_1, b_2, b_3$, and $b_{n-2}$, and by comparing the measurement value with vector $z$, all connected variable nodes can be uniquely determined.

III. PERFORMANCE ANALYSIS OF THE VERIFICATION BASED DECODER

In this section, the performance of the sum verification decoder is analyzed for different values of $T$. We then find the optimum measurement degree as a function of the sparsity order, $s$. An
upper bound is also derived for the number of measurements required to successfully recover all variable nodes.

A. Analysis of the Verification Probability

Let $G$ denote the bipartite graph corresponding to the code at the receiver. We choose subgraph $G_\ell$ as following. Choose an edge $(v, w)$ uniformly at random from all edges. Call the variable node $v$ the root of $G_\ell$. Subgraph $G_\ell$ is the graph induced by $v$ and all neighbors of $v$ within distance $2\ell$ after removing the edge $(v, w)$. As shown in [31], $G_\ell$ is a tree asymptotically, so we refer to $G_\ell$ as a SUM-OR tree, where SUM and OR nodes refer to check and variable nodes, respectively. Fig. 3 shows the SUM-OR tree of depth $2\ell$, where the root of the tree is at depth 0 and has children at depth 1. More specifically, a node at depth $t$ has children at depth $t + 1$ for $t = 0, ..., 2\ell - 1$ and nodes at depths 0, 2, .., $2\ell$ are referred to as OR nodes, while nodes at depths 1, 3, ..., $2\ell - 1$ are referred to as SUM nodes.

In the following, we rephrase the proposed sum verification decoder by using the SUM-OR tree. At every iteration of the algorithm, messages (0 or 1) are passed along the edges from check nodes to variable nodes, and then from variable nodes to check nodes. A variable node sends 0 to an adjacent check node if and only if its value is not recovered yet. Similarly, a check node sends 0 to an adjacent variable node if and only if it is not able to recover the value of the variable node. In other words, a variable node sends 1 to a neighboring check node if and only if it has received at least one message with value 1 from its other neighboring check nodes. Also, a check node sends 0 to a neighboring variable node if and only if it is connected to more than $T$ unrecovered variable nodes.

Since, a subgraph expanded from each variable node is asymptotically a tree, then the message exchange between variable and check nodes in the bipartite graph can be seen as the message
exchange between SUM and OR nodes in the tree. More specifically, the messages from OR
nodes at depth $2i$ are passed to SUM nodes at depth $2i - 1$, which calculate new messages to
forward to OR nodes at depth $2i - 2$, corresponding to one iteration of the decoding algorithm.
Therefore, if we map the first iteration of the decoding algorithm to the message exchange
between OR and SUM nodes at depths $2\ell$ and $2\ell - 1$, respectively, then after $\ell$ iterations, the
root of the tree will receive messages from its children. The decoding error probability is then
the probability that the root of the tree does not receive at least one message of value 1 from
its children. The following lemma gives the decoding probability which is equivalent to the
probability that the root of the SUM-OR tree does not receive a message of value 1 from its
children.

**Lemma 1:** We consider the binary AFCS, where the measurements are generated by the AFCS
process. Let $p_i$ denote the probability that a variable node is recovered after $i$ iterations of the sum
verification decoder, where $p_0 = 0$. Let $q_i^{(0)}$ and $q_i^{(1)}$ denote the probability that an unrecovered
variable node in the $i^{th}$ iteration of the reconstruction algorithm is zero and one, respectively,
where $q_i^{(i)} = 1 - q_i^{(i)}$. Then for a fixed measurement degree $L$, $p_i$ is calculated as follows:

$$ p_i = 1 - \delta(1 - f_i), \quad (5) $$

where $\delta(x) = \sum_j \delta_j x^j$,

$$ f_i = \sum_{i=0}^{d} \sum_{j=0}^{A} \binom{d}{i} \binom{d - i}{j} p_{i-1}^{j} \left( q_{i-1}^{(0)} (1 - p_{i-1}) \right)^{d-i} \lambda_{i-1}^{j}, $$

$$ + \sum_{i=0}^{d-T} \binom{d}{i} \binom{d - i}{T} q_{i-1}^{(0)} p_{i-1}^{j} \left( q_{i-1}^{(0)} (1 - p_{i-1}) \right)^{d-i} \lambda_{i-1}^{T}, \quad (6) $$

d = L - 1, \quad \lambda_i = q_i^{(1)}/q_i^{(0)}, \quad A = \min\{T - 1, d - i\}, \quad q_i^{(0)} = 1 - \frac{k}{n}, \quad \text{and} \quad \delta(x) \text{ is the variable node}

degree distribution function with respect to the edges.

The proof of this lemma is provided in Appendix A. To complete the analysis, we only need
to find $\delta(x)$. As we assume that each measurement is of degree $L$, variable nodes are either of
degree $d_v$ or $d_v - 1$, where $d_v$ is the smallest integer larger than or equal to $\beta L$ and $\beta$ is the
sampling ratio, defined as the ratio of the number of measurements and that of variable nodes.
Let $v_1$ and $v_2$ denote the probability that a variable node is of degree $d_v$ and $d_v - 1$, respectively,
then $v_1 + v_2 = 1$ and

$$ v_1 d_v + v_2 (d_v - 1) = \beta L, \quad (7) $$
which results in \( v_1 = 1 - d_v + \beta L \) and \( v_2 = d_v - \beta L \). Thus, the variable node degree distribution, \( \Delta(x) \), can be written as follows:

\[
\Delta(x) = (1 - d_v + \beta L)x^{d_v} + (d_v - \beta L)x^{d_v-1}.
\]

Accordingly, \( \delta(x) \), can be calculated as follows [31]:

\[
\delta(x) = \frac{\Delta'(x)}{\Delta'(1)} = \frac{v_1d_v x^{d_v-1} + v_2(d_v - 1)x^{d_v-2}}{\beta L},
\]

where \( \Delta'(x) \) is the derivative of \( \Delta(x) \) with respect to \( x \).

It is important to note that if \( T = L \), then according to (6) we have \( f_i = 1 \), and accordingly \( p_i = 1 \). This means that each check node can uniquely determine its connected variable nodes if the parameter \( T \) equals to the measurement degree in the sum verification decoder.

B. Optimization of the Measurement Degree

According to Lemma 1, we can formulate an optimization problem to find the optimum measurement degree in order to minimize the number of measurements required for the successful recovery of all variable nodes. However, as can be seen in this lemma, the verification probability is not a linear function of the measurement degree; thus, finding the optimum degree is not straightforward. To overcome this problem, we propose a suboptimum solution to find the measurement degree to maximize the number of recovered variable nodes in each iteration of the sum verification decoder. More specifically, in the first iteration of the decoding algorithm, we have \( p_0 = 0 \), \( q_0^{(0)} = 1 - k/n \), and \( \lambda_0 = k/n/(1 - k/n) \); thus, we have:

\[
f_1 = \binom{L}{T} q_0^{(0)} L \lambda_0^T + \sum_{j=0}^{T-1} \binom{L-1}{j} (q_0^{(0)})^{L-1-j} \lambda_0^j.
\]

(8)

In other words, a measurement can determine its connected variable nodes if the number of nonzero variable nodes connected to that measurement is at most \( T \). Thus, (8) can be rewritten as follows:

\[
f_1 = \sum_{j=0}^{T} \binom{L}{j} (q_0^{(0)})^{L-j} (q_0^{(1)})^j.
\]

(9)

Let \( q_0^{(0)} \) which equals to \( 1 - \frac{k}{n} \), then the average number of variable nodes, \( R \), which can be verified by each measurement, can be calculated as follows:

\[
R = L \sum_{j=0}^{T} \binom{L}{j} q_0^{L-j} (1 - q_0)^j,
\]

(10)
The following lemma gives the optimum measurement degree, $L_{opt}$, for a given $T$ and $s$.

**Lemma 2:** The optimal measurement degree, $L_{opt}$, to maximize the average number of variable nodes, which can be verified by each measurement for a given $T$ and sparsity order $s$ in the sum verification decoder, can be approximated as follows:

$$L_{opt} \approx \lceil \frac{-T + 2}{2 \log(1 - s)} \rceil,$$

where $\lceil . \rceil$ is the ceil operator.

The proof of this lemma is provided in Appendix B. From (11) it can be noted that the optimum measurement degree is a decreasing function of the sparsity order, $s$, as $|\log(1 - s)|$ is an increasing function of $s$. This means that to guarantee that a measurement can verify the maximum number of variable nodes form a very sparse signal, the measurement degree should be very large. Moreover, a binary signal with a higher $s$ require a lower measurement degree, as the number of nonzero variable nodes is relatively high; thus, each measurement is connected to a relatively large number of nonzero variable nodes. Fig. 4 shows the optimized measurement degrees for different sparsity orders and different values of $T$.

**C. The number of measurements**

In the proposed reconstruction algorithm, we can verify a large number of variable nodes, including zero and nonzero signal components, from each measurement because a majority of the measurements are connected to a very small number of non-zero elements of the sparse
The error rate versus the sampling rate for the sparse signal of length $n = 1000$, and the sparsity order $s = 0.1$. The following lemma gives an upper bound on the number of measurements required to recover the sparse signal by using the proposed reconstruction algorithm (see Appendix C for the proof).

**Lemma 3**: We consider the binary AFCS, where the measurements are generated by the AFCS process with the measurement degree $L_{\text{opt}}$ calculated in (11). Let $m$ denote the minimum number of measurements required for the signal of length $n$ and sparsity order $s$, to be completely reconstructed by the sum verification decoder. Then, $m$ is of $O \left( -n \log(1-s) \right)$.

It can be easily proven that the propose scheme requires fewer measurements compared to the existing binary CS approach [21], which the number of required measurements is of $O(k \log(n))$. This is because $\log(x)/x$ is a decreasing function of $x$ when $x \geq e$; thus, $-n \log(1-s) \leq k \log(n)$ for $k \leq n - e$.

**D. Performance Evaluation of noiseless AFCS**

Fig. 5 shows the error rate versus the sampling ratio for the proposed AFCS scheme, the $\ell_1$-minimization approach [17], and the binary CS approach in [21], when the signal length is $n = 1000$ and the sparsity order is $s = 0.1$. Here, the error rate is defined as the ratio of the number of unrecovered signal components and the signal length $n$. It is important to note that the decoding process in [21] is similar to the sum verification decoding algorithm with $T = 1$. As can be seen in this figure, at sampling ratio of 0.15, the AFCS scheme with $L = 20$ achieves the error rate of $10^{-4}$; however, the error rate of the binary CS approach in [21] with the measurement degree $L = 30$ is in the order of $10^{-1}$, and the error rate in binary $\ell_1$-minimization [17] is in
the order of $10^{-2}$. In other words, the AFC scheme with an even smaller measurement degree outperforms the existing binary CS schemes. The reason is that in $\ell_1$-minimization approach and binary CS scheme in [21], the variable nodes are selected uniformly at random to generate each measurement; thus, even with a large number of measurements some variable nodes may still not be selected by any measurement, leading to a higher error rate. However, in AFCS, the variable node degrees are uniform so the probability that a variable node is not selected by any check node is zero. Thus, AFCS can approach very small error probabilities even with a smaller measurement degree and decoding parameter $T$. Furthermore, as can be seen in Fig. 5, the proposed AFCS approach with $L = 25$ has a lower error rate compared to the AFCS scheme with $L = 20$ and $L = 30$, due to the fact that the optimum measurement degree for sparsity order $s = 0.1$ and $T = 1$ is about $L = 25$; thus, with measurement degrees higher or lower than $L = 25$, the error performance will be degraded.

Fig. 6 shows the number of measurements required to successfully recover the binary sparse signal versus the sparsity order. As can be seen in Fig. 6, the number of measurements for the proposed AFCS scheme is significantly lower than that for the binary CS scheme in [21]. In fact, the number of measurements for the binary CS scheme in [21] is of $O(k \log(n))$ and that for the proposed AFCS scheme is of $O(−n \log(1−k/n))$.

It is important to note that in the proposed reconstruction algorithm, the maximum value of $T$ is considered to be 2. Thus, for each measurement the total number of $1 + L + \left(\frac{L}{2}\right)$ comparisons should be performed to recover the connected variable nodes. As a result, the total number of
comparisons is of $O(L^2)$. As we have shown that the number of required measurements is of $O(-n \log(1 - s))$ and the optimum measurement degree is $L_{opt} \approx -1/\log(1 - s)$, then the reconstruction complexity of the proposed algorithm is of $O(-n/\log(1 - s))$. This indicates that the complexity of the proposed algorithm increases when the number of nonzero elements of the sparse signal is very small. In fact when $s$ goes to zero, $-1/\log(1 - s)$ can be approximated by $1/s$, so the complexity of the decoder will be of $O(n^2/k)$.

IV. NOISY BINARY COMPRESSIVE SENSING

In this section, we consider the problem of binary compressive sensing in the presence of additive white Gaussian noise (AWGN). In the presence of the noise, AFCS measurements are given by

$$y = Gb + z,$$

where $z$ is an $m$ by 1 vector of zero mean additive white Gaussian noise with variance $\sigma_z^2 I_m$ and $I_m$ is the $m \times m$ identity matrix. In [22], we proposed a belief propagation (BP) decoder for analog fountain codes, which is actually a modification of the decoding algorithm originally proposed for sparse signal reconstruction in [32]. Here, we use the same decoder to reconstruct the binary sparse signal in the presence of additive white Gaussian noise. In each iteration of the BP decoder, messages (conditional probabilities) are passed from check to variable nodes and then from variable to check nodes. Let $q_{ji}^{(\ell)}(0)$ and $q_{ji}^{(\ell)}(1)$ denote the messages that are passed from variable node $j$ to check node $i$ in the $\ell$th iteration of the message passing algorithm. Similarly, the messages passed from check node $i$ to variable node $j$ in the $\ell$th iteration are denoted by $m_{ij}^{(\ell)}(0)$ and $m_{ij}^{(\ell)}(1)$. Message $m_{ij}^{(\ell)}(n)$ is calculated as follows for $r \in \{0, 1\}$:

$$m_{ij}^{(\ell)}(r) = p(b_j = r | y_i) = p(\sum_{j' \in \mathcal{N}(i) \setminus j} b_{j'j}g_{i,j'} = y_i - rg_{i,j}),$$

where $\mathcal{N}(i) \setminus j$ is the set of all neighbors of check node $i$ except variable node $j$. Also, message $q_{ji}^{(\ell)}(r)$ is calculated as follows.

$$q_{ji}^{(\ell)}(r) = C_{ji} \prod_{i' \in \mathcal{M}(j) \setminus i} m_{ij}^{(\ell)}(r), \quad r \in \{0, 1\}$$

where $\mathcal{M}(j) \setminus i$ is the set of all neighbors of variable node $j$ except check node $i$, and $C_{ji}$ is chosen in a way that $q_{ji}^{(\ell)}(0) + q_{ji}^{(\ell)}(1) = 1$. After a predefined number of iterations, called $F$, the
Fig. 7. Minimum sampling ratio required to successfully recover a sparse binary signal of length $n = 1000$ versus the SNR, when the signal sparsity order is $s = 0.1$.

The final probabilities for variable nodes are given by:

$$p_j^{(F)}(r) = C_j \prod_{i \in M(j)} m_{ij}^{(F)}(r),$$

where $C_j$ is chosen in a way that $p_j^{(F)}(0) + p_j^{(F)}(1) = 1$. Variable node $b_j$ is then decided to be 0 if $p_j^{(F)}(0) > p_j^{(F)}(1)$; otherwise, it is set to 1.

Fig. 7 shows the minimum sampling ratio ($\beta$) required for the successful reconstruction of all $k$-sparse binary signals ($k = 100$) of length $n = 1000$ versus the SNR. As can be seen in this figure, by increasing the measurement degree $L$ the performance of the AFCS scheme is improved. More specifically, when SNR = 30 dB, the AFCS scheme with $L = 12$ requires 160 measurements, while it requires 200 and 240 measurements when $L = 10$ and $L = 8$, respectively. Note that the reconstruction algorithm proposed in [21] only works in the noiseless settings. So, we only compare the proposed AFCS scheme with the $\ell_1$-minimization approach [17] for the noisy case. As can be seen in Fig. 7, the AFCS scheme with even a lower measurement degree always outperforms the $\ell_1$-minimization approach across all SNR values.

The minimum sampling ratio for the proposed AFCS approach with non-uniform measurement matrix, where the variable node degree is not fixed, is also shown in Fig. 7. As can be seen in this figure, the proposed AFCS approach with non-uniform variable node degrees and a very small measurement degree ($L = 12$) performs very close to the binary $\ell_1$ scheme with a very large degree ($L = 30$). This shows the superiority of the proposed scheme over conventional binary CS scheme for different measurement matrices and SNR values.
V. Sparse Event Detection in WSNs using AFCS

Recently, CS theory has been widely used in wireless sensor networks \[33, 34, 35, 36, 37\] and shown a great performance improvement in terms of network lifetime, energy efficiency and overall system throughput. Here, we consider the sparse event detection problem in WSNs, where a set of monitoring sensors try to capture a small number of active event sources amongst a large number of event resources, randomly placed inside the monitoring region. More specifically, we show how the proposed AFCS approach can be effectively used in WSNs for sparse event detection.

A. Problem Definition

We consider \( n \) event sources, \( E_1, E_2, \ldots, E_n \), randomly placed in a monitoring region \( S \) with a total area of \( S \) as depicted in Fig. 8. Each event source \( E_i \) randomly generates an event \( e_i \) to be measured by the sensor nodes. Here, an event is defined by a binary signal, which is either 0 or 1 (or a constant value). We refer to those events which have the value of 1 as active events, where the number of simultaneously active events, denoted by \( k \), is much smaller than \( n \), i.e., \( k \ll n \) \[38\]. Let \( e_{n \times 1} \) denote the event vector, where each of its elements, \( e_i \) has a binary value, i.e., \( e_i \in \{0, 1\} \). Then, \( e \) is a \( k \)-sparse binary signal of dimension \( n \), i.e., \( \sum_{i=1}^{n} e_i = k \ll n \).

The event sources are captured by \( m \) active monitoring sensors, which are deployed in the monitoring region \( S \). The sensing range of each sensor is assumed to be \( R_s \), which indicates that a sensor can receive the signal from event sources within a distance of at most \( R_s \). In this paper, we consider two deployment scenarios. In the first scenario, referred to as random deployment, sensors are randomly deployed in the monitoring region. In this approach, some event sources may not be covered by any sensors. As a result, these events cannot be detected. In the second scenario, referred to as uniform deployment, sensors are uniformly distributed inside the monitoring region to fully cover the whole monitoring area. Let \( h_{i,j} \) denote the channel between the \( i^{th} \) event source and the \( j^{th} \) sensor node, then the received signal \( y_j \) at the \( j^{th} \) sensor node can be written as follows:

\[
y_j = \sum_{i \in S_j} h_{i,j} e_i + \epsilon_j,
\]

(13)

where \( S_j \) is the set of event sources inside the sensing range of the \( j^{th} \) sensor node, and \( \epsilon_j \) is the thermal measurement noise at the \( j^{th} \) sensor node. The received signal vector \( y_{m \times 1} \) can then
be written as follows:

\[ \mathbf{y}_{m \times 1} = \mathbf{H}_{m \times n} \mathbf{e}_{n \times 1} + \epsilon_{m \times 1}, \]  

(14)

where \( \mathbf{H} \triangleq [h_{i,j}]_{i,j} \) and \( \mathbf{e} = [e_i]_{1 \leq i \leq n} \).

The sink node is assumed to have full knowledge of the channel matrix \( \mathbf{H} \) and all sensors’ readings are sent to the sink node via a wireless channel at SNR \( \gamma \) \cite{16}. More specifically, we assume the whole network is fully connected, which means that the sensor nodes can communicate with each other in the local communication range and each sensor node can correctly receive its neighbor’s message \cite{16}. Generally, we assume that sensors’ readings are relayed by the sensor nodes towards the sink node and they will be received at the sink node at SNR \( \gamma \). The received signal at the sink node can then be shown as follows:

\[ \mathbf{x}_{m \times 1} = \mathbf{y}_{m \times 1} + \mathbf{z}_{m \times 1}, \]  

(15)

where \( \mathbf{z} \) is the \( m \times 1 \) additive white Gaussian noise (AWGN) vector with zero mean and variance \( \sigma_z^2 \), and \( \gamma = ||\mathbf{He}||^2/\sigma_z^2 \). This model has been widely used for sparse event detection in WSNs \cite{25, 26, 38}. We will further discuss about the practical issues of this model in Section VI and propose some approach for its practical implementation.

B. Sparse Event Detection in WSNs as an AFCS

Since event sources generate binary signals, the event vector \( \mathbf{e} \) can be considered as a vector of binary information symbols. As we assume that each sensor node receives signals only from active event sources inside the sensor’s coverage area, the number of nonzero entries in each row of \( \mathbf{H} \) is small. Thus the sensing process in (15) is equivalent to the measurement process in
AFCS, where the channel gains are considered as weight coefficients in the measurement matrix. More specifically, the sensor degree is defined as the number of event sources inside the coverage area of a sensor node, determining the number of nonzero elements in the respective row of the measurement matrix. We further define the event degree as the number of sensor nodes which have covered that event source. The following lemma gives the probability distribution of the sensor degree in the uniform deployment scenario and gives a lower bound on the minimum number of sensor nodes required for having a minimum event degree of at least 1.

**Lemma 4:** Let \( n \) denote the number of event sources in the monitoring region \( S \), and let \( m \) denote the number of sensor nodes with coverage radius \( R_s \) uniformly placed inside \( S \) to detect active event sources. Let \( \Omega_{u,d} \) denote the probability that the sensor degree is \( d \). Then, \( \Omega_{u,d} \) is given by:

\[
\Omega_{u,d} = \alpha_1 f(n, d, P) + \alpha_2 f(n, d, \frac{P}{4}) + \alpha_3 f(n, d, \frac{P}{2}),
\]

where \( P = \frac{\pi R_s^2}{S} \), \( f(n, d, P) \triangleq \binom{n}{d} P^d (1 - P)^{n-d} \), \( \alpha_1 = (m - 4 - 4(\sqrt{m} - 2))/m \), \( \alpha_2 = 4/m \), and \( \alpha_3 = (m - 4(\sqrt{m} - 2))/(m) \). Moreover, to guarantee that each event source is covered by at least one sensor node in the uniform deployment scenario, the following condition should be satisfied:

\[
m \geq \left\lceil \frac{\sqrt{S}}{2R_s} \right\rceil^2 + \left( \left\lfloor \frac{\sqrt{S}}{2R_s} \right\rfloor + 1 \right)^2,
\]

where \( \lceil . \rceil \) and \( \lfloor . \rfloor \) are the ceil and floor operators, respectively.

The proof of this lemma is provided in the Appendix. In the random deployment scenario, where both event sources and sensor nodes are randomly placed inside the sensing field, the sensor degree distribution \( \Omega_{r,d} \) and event degree distribution \( \Lambda_{r,d} \), defined as the probability mass function of the sensor degree and that of event degree, respectively, are given by:

\[
\Omega_{r,d} = \binom{m}{d} P^d (1 - P)^{m-d}, \quad \Lambda_{r,d} = \binom{n}{d} P^d (1 - P)^{n-d},
\]

where \( P = \frac{\pi R_s^2}{S} \). This arises from the fact that the probability that an event source is located inside the coverage area of a sensor node is the ratio of the coverage area of the sensor and area of the monitoring region. Since the locations of sensor nodes and event sources are independent, the number of event sources inside the coverage area of a sensor node is a binomial random
variable. Similarly, we can show that the event degree follows a binomial distribution with parameter $m$ and success probability $P$.

It is important to note that in the random deployment scenario, the probability that an event source is not covered by any sensor node is $\Lambda_{r,0} = (1 - P)^m$. It is then straightforward to show that in the random deployment scenario, to guarantee that each event source is covered by at least one sensor node with the probability of at least $1 - \zeta$, i.e., $\Lambda_0 \leq \zeta$, the number of sensor nodes should satisfy the following condition:

$$m \geq \frac{\ln(\zeta)}{\ln(1 - P)},$$

where $\zeta > 0$ is a given real number. Fig. 9 shows the sensor and event degree distribution in a WSN for both random and uniform deployment scenarios, where simulation and analytical results are very close. As can be seen in this figure, in the random deployment scenario the probability that an event source is not covered by any sensor node is relatively large (about 0.15); thus, those events cannot be detected during the event detection process. However, in the uniform deployment scenario, as long as condition (17) is satisfied, each variable node is covered by at least one sensor node; therefore, the active events can be detected with a higher probability compared to the random deployment scenario.
C. Analysis of the False Detection Probability

As previously stated, the objective of the decoding algorithm is to find the conditional probabilities of the variable nodes for a given measurement matrix and the received signals. Since we consider the additive white Gaussian noise with variance \( \sigma_z^2 \), the conditional probabilities can be written as follows:

\[
p(e|x, H) = \frac{1}{\sqrt{2\pi\sigma_z^2}} \prod_{j=1}^{m} \exp\left(-\frac{(x_j - \sum_{i=1}^{n} h_{j,i}e_i)^2}{2\sigma_z^2}\right),
\]

and the decoding objective is to find \( \hat{e} \) in a way that \( p(e|x, H) \) or equivalently \( \log(p(e|x, H)) \) is maximized. Then, we have [22]:

\[
\hat{e} = \arg \min_{e} ||x - He||_2^2. \tag{19}
\]

The following lemma gives an upper bound on the probability of false detection (PFD), defined as the probability that a non-active event is falsely detected as active.

**Lemma 5:** Let \( p_e \) denote the probability of false detection in a WSN consisting of \( m \) sensor nodes with coverage radius \( R_s \), which are placed in a monitoring region of area \( S \). Then, \( p_e \) is upper bounded as follows for a given noise variance \( \sigma_z^2 \):

\[
p_e \leq Q \left( \frac{1}{2\sigma_z} \sqrt{mP(1 - P)R_s^{-\frac{3}{2}}} \right), \tag{20}
\]

where \( P = \pi R_s^2 / S \) and \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-\frac{t^2}{2}} dt \).

The proof of this lemma is provided in Appendix E. It is important to note that from (20) we can conclude that the probability of false detection in our proposed approach is very small. As an example, for a WSN consisting of \( m = 50 \) sensors randomly placed in \( 500 \) m by \( 500 \) m monitoring area with coverage radius \( R_s = 50 \) m, the probability of false detection is about \( 10^{-5} \) at \( \gamma = 20 \) dB.

VI. PRACTICAL CONSIDERATIONS IN THE SPARSE EVENT DETECTION IN WSNs

In this section, we address some practical issues in the system model, which have been commonly used for sparse event detection in WSNs. We modify the system model and consider more practical system setup to overcome these practical implementation issues. More specifically,
we show that with the new system set up the problem is the same as the original problem defined
in (14) and (15), but with more practical assumptions.

Many existing schemes [39, 40] applied CS techniques for event detection in wireless sensor
networks. However, all of them directly apply the conventional compressive sensing algorithms.
For compressive sensing to be applicable, they assume that the possible locations at which events
may occur are known and the number of active events is also available. Furthermore, they also
make the impractical assumption that each node is able to monitor every possible location. This
essentially means that any sensor node covers the whole monitoring area, which is not true
in reality. Therefore, these existing schemes are inapplicable for detection and localization of
real-world events that may occur anywhere in the monitoring area, and cover limited region due
to quick signal attenuation. More importantly, the number of occurred events is changing over
time and unknown in advance.

Unlike the conventional event detection approach for WSNs, we do not assume anything about
the number of active events or their locations. We only assume that the value of each event source
is either 0 or 1, where an active event has a value of 1, otherwise it is 0. As the sensor nodes
do not know the location of the event sources, we assume that the monitoring region has an
area of $S$ and is virtually divided into $n = n_x \times n_y$ small grids as shown in Fig. 10. Thus, the
location of an event can be approximated by the centroid of the grid containing the event. Let
$S_j$ denote the set of grids inside the coverage area of sensor node $j$, then the received signal at
sensor node $j$ can be shown as follows:

$$y_j = \eta \sum_{i \in S_j} \frac{e_i}{d_{i,j}^{\alpha/2}} + \epsilon_j,$$

(21)

where $\epsilon_j$ is the thermal measurement noise at the $j^{th}$ sensor node, $d_{i,j}$ is the distance between
the sensor node $j$ and the center of grid $i$, $\alpha$ is the propagation loss factor, $\eta$ is a fixed signal
gain factor of sensor nodes, and $e_i = 1$ if an active event is located in grid $i$, otherwise it is
zero. This model has been widely used in WSNs [41, 42, 43, 44] and verified through practical
experiments in [40] for the environment temperature. More specifically, the temperature 1 cm
away from the heater was measured to be 60.0°C, which is set as the source signal strength.
The environmental temperature of the day conducting the experiments was about 30.4°C. The
experimental results in this paper have shown that the measured temperature at distance $d$ to the
Fig. 10. Event detection in WSNs using the grid approach. Squares show sensor nodes and black circles show active event sources.

A heater follows the following model:

\[ t = 30.4 + \frac{60}{d^2}, \]

which has been verified by the real measurements. This model can be further used when we assume that event sources are randomly distributed in the sensing field and event sources generate a signal of the same power \( P_0 \) when they are active. The measured signal power at distance \( d \) of each event source can also be modeled by \( P_d = P_0/d^\alpha \), where \( \alpha \) is the path loss exponent. This model can be used in the environment that the wireless channel is modeled by path loss.

Sensor nodes transmit their observations along with their IDs to the sink node in a time divided manner, in which the total transmission time is divided into \( m \) time slot and sensor \( j \) transmits its observation in the \( j^{th} \) time slot. The channel between sensor node \( j \) and the sink node is known at the sink node which can be simply obtained through the periodical channel estimation at the sink node. Since the channel varies very slowly in sensor networks, the accurate channel state information can be acquired by pilot symbols in WSN [45]. It is important to note that as the sink node knows the location of each sensor node, it knows the grids which are inside the coverage area of each sensor node. Then, it can calculate the distance between the sensor nodes and the centre of each grid. We can also assume that each sensor node knows its location through embedded Global Positioning System (GPS) receivers or some localization algorithms [40]. Many other multi-hop transmission schemes can also be considered to deliver the measurements to the sink node, which are commonly used in WSNs. As these approaches have been widely studied in the literature and are out of scope of this paper, we refer the
interested readers to [40] and references therein for further details.

We can then use the same system model as in (14), where $h_{i,j} = \eta/d_{i,j}^{\alpha/2}$ and $n$ is the number of grids. In fact, the sparse event detection can be modeled as a binary compressive sensing, where the number of measurements equals to the number of sensor nodes and the length of the binary sparse signal equals to the number of grids. It is then obvious that by increasing the number of grids, each active event falls inside one and only one grid. Since the number of active events is fixed (say $k$), by increasing the number of grids $n$, the binary vector $e$ becomes sparse.

We also make the practical assumption that the sensor network is roughly time synchronized. Note that we do not require accurate time synchronization. Many existing algorithms have been developed for practical time synchronization in large scale sensor networks. For example, FTSP [40] can achieve clock synchronization accuracy as much as 2.24 $\mu$s by exchanging a few bytes among neighbors every 15 minutes. Since the event detection period is normally tens of seconds to tens of minutes. Thus, FTSP is sufficient for providing the needed time synchronization accuracy [40].

It is very important to note that we assume that event sources are randomly distributed in the sensing field and only a small number of them are active. We also assume that each event source is active independently of other event sources. However, the measured signals at sensor nodes are correlated, as each sensor node has a sensing range which covers a small area of the sensing field which can overlap with other sensors’ coverage areas. As we assume that the signal of interest is binary, i.e., each event source generates a signal with the known power when it is active, this correlation can be captured in the respective bipartite graph at the sink node. In fact, as the sink node knows the location of sensor nodes, which is a valid assumption and can be obtained through GPS data [40], it also knows the coverage area of them, thus it can build a bipartite graph representing the connection between sensor nodes and event sources. If we assume that sensor nodes and the centroid of grids are shown respectively by check and variable nodes, then a variable node is connected to a check node if and only if the respective grid is located in the coverage area of the respective sensor node. In this way, sensor nodes which are closer to each other have more overlapped area, thus they have more common variable nodes (they are connected to a larger number of common variable nodes) in the bipartite graph. In other words, the correlation between sensing data can be well presented in the bipartite graph and has been already considered in the BP decoding and the respective analysis.
Fig. 11. Probability of correct detection versus the signal sparsity order and sampling ratio, when $R_s = 50m$ and $n = 256$ event sources are randomly placed inside a 500 m by 500 m sensing field.

VII. SIMULATION RESULTS

In this section, we investigate the performance of the proposed AFCS scheme for sparse event detection in WSNs. More specifically, we consider two cases. First, a noiseless case is considered, where the sensor readings are noiseless, so the proposed sum verification decoder can be effectively used for the signal reconstruction from noiseless measurements. Second, we consider a general noisy case and simulate the performance of the AFCS scheme for different SNRs and signal sparsity orders, where the belief propagation decoder is used for the signal reconstruction. Here, the sampling ratio, $\beta$, is defined as the ratio of the number of sensors, $m$, and that of event sources, $n$. We use the probability of correct detection (PCD) as the performance metric, where PCD is defined as the percentage of correctly detected active events [26].

Fig. [11] shows the probability of correct detection as a function of signal sparsity order and sampling ratio, when $R_s = 50 m$ and the sum verification decoder is used with parameter $T = 2$. As can be seen in this figure, the uniform deployment requires a less number of sensors to be deployed in the sensing field compared to the random deployment. This is because that in the random deployment scenario, the probability that an event source is not covered by any sensor node is relatively high even when the number of sensor nodes is large. Moreover, as shown in Fig. [11] when the sparsity order increases, the sum verification decoder requires more sensors’ readings to detect all active events. The reason behind this is that when the number of active events increases, the number of active events connected to each sensor node also increases, thus the sum verification decoder cannot detect them. Moreover, when the sensors are randomly
Fig. 12. Probability of correct detection versus the sensor coverage radius and sampling ratio, when only $k = 10$ out of $n = 256$ event sources are simultaneously active. Event sources are randomly placed inside a 500 m by 500 m sensing filed. The degree of each event source follows the Poisson distribution, which results in a non-uniform error protection of the event sources. In other words, a fraction of event sources are covered by a large number of sensors, but the rest of event sources may be covered by a very small number of sensors; thus, they have a lower chance to be recovered from the measurements.

It is important to note that the probability of false detection (PFD) is zero for the proposed sum verification decoder as it only detects the active events and other events are always detected as zero.

Fig. 12 shows the PCD versus $R_s$ and the sampling ratio for the case that $n = 256$ events sources are randomly distributed within a 500 m by 500 m sensing field, where only $k = 10$ event sources are active. As can be seen in this figure, the proposed sum verification decoder can completely detect the active events in the uniform deployment scenario even at very small sampling ratios when the coverage radius of sensors is larger than 40 m. In fact, by increasing the sensing coverage radius, active event sources are covered by more sensor nodes and thus they can be detected with a higher probability. However, as can be seen in this figure, in the random deployment scenario active event sources cannot be completely detected even with a large sensing coverage radius or high sampling ratio.

Fig. 13 shows the minimum sampling ratio required to successfully detect all active events versus the signal sparsity order $s$ and $R_s$ for the uniform deployment scenario. As can be seen in this figure, with increasing $s$, a larger number of sensors have to be deployed in the sensing field. This is because of the fact that a larger number of active event sources are connected to
Fig. 13. Minimum sampling ratio ($\beta$) required to successfully detect active events amongst $n = 256$ event sources randomly distributed within an area of 500 m by 500 m versus $R_s$ and $s$. The sensor nodes are uniformly placed inside the sensing field. Each sensor nodes; thus, the proposed sum verification decoder with $T = 2$ requires a larger number of measurements for sparse event detection. Moreover, when $R_s$ increases, a smaller number of sensor nodes is required to be deployed in the sensing field to successfully recover all active events. However, when the signal sparsity order increases, a lower number of sensor nodes is required when the sensor coverage radius is low compared to the case that the sensing coverage radius is high.

We now compare the performance of AFCS with Bayesian compressive sensing (BCS) [25] and sequential compressive sensing (SCS) [26] at different SNRs and sampling ratios. Fig. 14 shows PCD versus the sampling ratio at different SNR values, when $n = 1000$ event sources are randomly distributed in an area of 1000 m by 1000 m, $k = 10$, and $\alpha = 3$. As can be seen in this figure, the proposed AFCS scheme outperforms both BCS [25] and SCS [26] in terms of PCD for different SNRs. Moreover, the number of required sensor nodes in SCS is relatively large (500), which significantly increases the total number of transmissions, leading to poor energy efficiency. It is important to note that the existing approaches need to know the number of active events to achieve a relatively good performance in terms of PCD; however, the proposed AFCS approach does not need to know the sparsity level of the events and can work for various numbers of active events. Moreover, the achievable PCD for the AFCS scheme with random deployment is very close to that for the SCS approach [26], and so we removed the respective curve from the figure for a clearer representation.
Fig. 15 shows the minimum sampling ratio versus SNR in order to achieve a PCD larger than or equal to 99%, when $\alpha = 3$ and $n = 256$ event sources are randomly distributed within $500 \text{ m} \times 500 \text{ m}$ area. As can be seen in this figure, in the uniform and random deployment scenarios, the minimum number of nodes approaches the lower bounds in (17) and (18), when SNR increases. Moreover, in low SNRs, the proposed approach can detect the active events with a large number of sensor nodes, where a WSN with sensors with a high coverage radius is more robust to the noise effect in terms of the sampling ratio. Note that in the random deployment scenario, more sensor nodes are required as some event sources may not be covered by any sensor nodes, leading to a lower percentage of correct detection.

VIII. Conclusion

In this paper, we proposed an analog fountain compressive sensing (AFCS) approach for sparse recovery of the binary sparse signal. In the proposed approach, each measurement is generated from the binary sparse signal in a way that the variable node degrees are almost the same. We proposed a generalized verification based reconstruction algorithm, which enables a measurement connected to at most $T$ nonzero signal elements to recover their connected variable nodes. The measurement degree was also optimized to maximize the number of the verified variable nodes by each measurement. We showed that the number of measurements required for the successful recovery of the sparse signal is of $\mathcal{O}(-n \log(1 - s))$, where $n$ is the signal length and $s$ is the sparsity order. Simulation results showed that the AFCS scheme significantly outperforms the conventional binary CS and $\ell_1$-minimization approaches in terms of the error rate for different sparsity orders. We further showed that the sparse event detection problem in wireless sensor networks can be represented by AFCS. Simulation results showed that the proposed AFCS approach outperforms the existing sparse event detection schemes in WSNs in terms of the probability of correct detection in a wide range of signal to noise ratios with a much smaller number of sensor nodes and a negligible probability of false detection.

APPENDIX A

Proof of Lemma

Let $f_i^{(0)}$ and $f_i^{(1)}$ denote the probability that a check node can verify its connected variable node as zero and nonzero variable node, respectively, after $i$ iterations of the decoding algorithm.
Fig. 14. Probability of correct detection (PCD) versus the sampling ratio ($\beta$) at different SNRs, when $n = 1000$ event sources are randomly distributed in an area of 1000 m by 1000 m and $k = 10$ events are simultaneously active.

Fig. 15. Minimum sampling ratio for the proposed AFCS scheme to achieve a PCD higher than 99%, when $n = 256$ event sources randomly distributed with the 500m-by-500m area and only $k = 4$ events are active. Dashed line show the lower bound on the minimum number of sensors obtained from [17] and [18].

Let us define $f_i \triangleq f_i^{(0)} + f_i^{(1)}$, which denotes the probability that a check node can verify the connected variable nodes in the $i^{th}$ iteration of the sum verification decoding. It is clear that a SUM node at depth $2i - 1$ can verify its parent at depth $2(i - 1)$ as zero variable node, if one of the following events happened. First, all of its connected OR nodes at depth $2i$ have been verified; second, at least one of its connected OR nodes at depth $2i$ has not been verified, but the SUM node can verify the remaining variable nodes. The second event happens if the value of the check node is equal to the sum of at most $T$ edges connected to the unverified variable.
nodes. Thus, \( f_i^{(0)} \) can be written as follows:

\[
 f_i^{(0)} = \sum_{i=0}^{d} \sum_{j=0}^{A_1} \binom{d}{i} \binom{d-i}{j} p_{i-1}^{j} \left(q_{i-1}^{(0)}(1-p_{i-1})\right)^{d-i} \lambda_{i-1}^{j},
\]

(22)

which arises from the fact that \( i \) out of \( d \) variable nodes connected to the check node are not verified with probability \( \binom{d}{i} p_{i-1}^{j} (1-p_{i-1})^{d-i} \), and \( j \) out of \( d-i \) unverified variable nodes have potentially nonzero values with probability \( \binom{d-i}{j} \left(q_{i-1}^{(0)}\right)^{d-i-j} \left(q_{i-1}^{(1)}\right)^{j} \). Since the probability that an unverified variable node at depth \( 2(i-1) \) being zero is \( q_{i-1}^{(0)} \), and \( i \) and \( j \) vary from 0 to \( d \) and 0 to \( A_1 \triangleq \min\{T-1, d-i\} \), respectively, then (22) is straightforward. Similarly, \( f_i^{(1)} \) can be calculated as follows:

\[
 f_i^{(1)} = \sum_{i=0}^{d} \sum_{j=0}^{A_2} \binom{d}{i} \binom{d-i}{j} p_{i-1}^{j} \left(q_{i-1}^{(0)}(1-p_{i-1})\right)^{d-i} \lambda_{i-1}^{j+1},
\]

(23)

where \( A_2 = \min\{T-1, d-i\} \). As we consider that \( f_i = f_i^{(0)} + f_i^{(1)} \), then (6) can be directly obtained by the summation of (22) and (23). Moreover, if a variable node receives at least one message of value 1 form its connected check nodes, then it can be verified. Let us assume that an OR node has \( j \) children with probability \( \delta_j \), so it can be verified with probability \( 1 - \delta_j (1 - f_i) \). Then, \( p_i \) can be verified by summation over \( j \) as follows:

\[
 p_i = \sum_{j} \left(1 - \delta_j (1 - f_i)^{j}\right) = 1 - \delta(1 - f_i).
\]

(24)

As stated before, after \( i \) iterations of the verification-based decoding algorithm, a variable node can be verified as zero variable node with probability \( f_i^{(0)} \). This means that the average number of zero valued unverified variable nodes is \( k - nf_i^{(1)} \). Since the average number of unverified variable nodes in the \( i^{th} \) iterations is \( n - np_i \), then \( q_i^{(1)} \) can be calculated as follows:

\[
 q_i^{(1)} = \frac{k - nf_i^{(1)}}{n - p_i} = \frac{1 - q_0^{(0)} - f_i^{(1)}}{1 - p_i}.
\]

(25)

This completes the proof.

**Appendix B**

**Proof of Lemma 2**

For simplicity, we assume \( L \triangleq d + 1 \), then by using the fact that \( \binom{L}{i} \) can be approximated by \( L^i/i! \) for \( L \) being very large compared to \( i \), the average number of recovered variable nodes
by each measurement, denoted by $R$, can be approximated as follows for a small $T$:

$$R \approx \sum_{i=0}^{T} \frac{L^{i+1}}{i!} q_0^{L-i} (1 - q_0)^i,$$

(26)

and the derivative of $R$ with respect to $L$ can be calculated as follows:

$$\frac{d}{dL}(R) = p^L \sum_{i=1}^{T} \frac{\lambda^i}{i!} L^i ((i + 1) + L \log(q_0)),$$

(27)

where $\lambda \triangleq (1 - q_0)/q_0$. The solution for the equation $dR/dL = 0$ gives the optimal value of $L$.

Therefore, we need to solve the following equation:

$$\sum_{i=1}^{T} \frac{\lambda^i}{i!} L^i ((i + 1) + L \log(q_0)) = 0.$$

(28)

The term inside the summation is zero, when $L = \frac{i+1}{-\log(q_0)}$, which gives us an approximation of the optimum $L$. A better approximation can be achieved by taking the average of $\frac{i+1}{-\log(q_0)}$ over $i$, which directly results in (11), due to the fact that $\sum_{i=1}^{T+1} i = (T + 1)(T + 2)/2$.

**APPENDIX C**

**PROOF OF LEMMA 3**

It is clear that each measurement can verify at most $L_{opt}$ variable nodes; thus, the destination requires at least $n/L_{opt}$ measurements to determine all variable nodes. Moreover, each measurement can verify its connected variable nodes with probability $P(L_{opt})$, and accordingly the average number of measurements that can recover their variable nodes is $mP(L_{opt})$. However, after the first iteration of the verification-based decoding algorithm, and removing the edges connected to the verified variable nodes, a new set of measurements can recover their variable nodes in the next iteration of the reconstruction algorithm and so, the verification process is continued. This means that the actual number of required measurements is less than $n/mP(L_{opt})$.

Therefore, we have:

$$\frac{n}{L_{opt}} \leq m \leq \frac{n}{L_{opt}p(L_{opt})},$$

(29)

where

$$p(L_{opt}) = \sum_{j=0}^{T} \binom{L_{opt}}{j} (1 - s)^{L_{opt} - j} s^j.$$

(30)
As can be seen in (30), \( p(L_{opt}) \) is an increasing function of \( T \). Thus, we have

\[
P(L_{opt}) > \sum_{j=0}^{T} \binom{L_{opt}}{j} (1-s)^{L_{opt}-j}s^j = (1-s)^{L_{opt}},
\]

and by replacing (11) in the above equation for \( T = 0 \), we have

\[
P(L_{opt}) > (1-s)^{\frac{1}{\log(1-s)}} = e^{-1}.
\]

Therefore, (29) can be rewritten as follows:

\[
\frac{n}{L_{opt}} \leq m \leq \frac{ne}{L_{opt}}
\]

and by replacing (11) in (33), we have:

\[
\frac{-2n \log(1-s)}{T+2} \leq m \leq \frac{-2ne \log(1-s)}{T+2}.
\]

This completes the proof.

**APPENDIX D**

**PROOF OF LEMMA 4**

As we assume that event sources are randomly placed in the sensing field \( S \), the probability that an event source is located inside the coverage area of a sensor node with a total coverage area of \( \pi R_s^2 \) will be \( P = \pi R_s^2 / S \). Moreover, as event sources are independently distributed in the monitoring field, the probability that \( d \) out of \( n \) event sources exist in the coverage area of a sensor node will be \( f(n,d,P) \). However, as shown in Fig. 16, four sensor nodes, which are located at the edges, will have a total coverage area of \( \pi R_s^2 / 4 \) inside \( S \) and \( 4(\sqrt{m} - 2) \) sensor nodes have coverage area of \( \pi R_s^2 / 2 \) inside \( S \). Thus, according to the law of total probability, the probability that \( d \) out of \( n \) event sources are located inside the coverage area of a sensor node is given by (16).

As can be clearly seen in Fig. 16, the maximum distance between two neighboring sensor nodes is \( 2R_s \); thus, the minimum number of sensor nodes required to cover the sensing field in a way that sensors coverage areas do not intersect, is \( \lceil \frac{\sqrt{S}}{2R_s} \rceil^2 \). However, to cover the rest of the sensing field, we need at least \( \left( \lceil \frac{\sqrt{S}}{2R_s} \rceil + 1 \right)^2 \) sensor nodes. Therefore, the minimum number of sensor nodes to fully cover the sensing field is given by (17).
APPENDIX E
PROOF OF LEMMA 5

Let us consider that signal $e'$ has been decoded, with $\ell$ false detections. Without loss of generality, we consider that $e$ and $e'$ are different in the first $\ell$ places, and let $p_\ell$ denote the probability of this event, then we have,

$$p_\ell = p \left( \|x - H\mathbf{e}'\|^2_2 \leq \|x - H\mathbf{e}\|^2_2 \right)$$

$$= p \left( \sum_{j=1}^{m} \left( x_j - \sum_{i=1}^{n} h_{j,i} e'_i \right)^2 \leq \sum_{j=1}^{m} \left( x_j - \sum_{i=1}^{n} h_{j,i} e_i \right)^2 \right)$$

$$\overset{(a)}{=} p \left( \sum_{j=1}^{m} \left( z_j + \sum_{i=1}^{n} h_{j,i} (e_i - e'_i) \right)^2 \leq \sum_{j=1}^{m} z_j^2 \right)$$

$$\overset{(b)}{=} p \left( \sum_{j=1}^{m} \left( z_j + \sum_{i=1}^{\ell} h_{j,i} (e_i - e'_i) \right)^2 \leq \sum_{j=1}^{m} z_j^2 \right)$$

$$= p \left( \sum_{j=1}^{m} \left( \sum_{i=1}^{n} h_{j,i} (e_i - e'_i) \right)^2 \leq \sum_{j=1}^{m} \sum_{i=1}^{n} 2z_j h_{j,i} (e'_i - e_i) \right),$$

where step (a) follows the fact that $x = H\mathbf{e} + \mathbf{z}$, and step (b) follows the fact that only first $\ell$ places of $e$ and $e'$ are different. As noise components $w_j$ are i.i.d. Gaussian random variables with variance $\sigma_z^2$, then $\sum_{j=1}^{m} \sum_{i=1}^{\ell} 2z_j h_{j,i} (e'_i - e_i)$ also has a zero mean Gaussian random variable with variance $4\sigma_z^2 \sum_{j=1}^{m} \left( \sum_{i=1}^{\ell} h_{j,i} (e_i - e'_i) \right)^2$. Thus, $p_\ell$ can be calculated as follows:

$$p_\ell = Q \left( \frac{1}{2\sigma_z} \sqrt{\sum_{j=1}^{m} \left( \sum_{i=1}^{\ell} h_{j,i} (e_i - e'_i) \right)^2} \right).$$

(35)

Let $c_i \triangleq e_i - e'_i$, then $c_i = -1$ when a false detection occurs. It is then clear that $p_\ell$ is a decreasing function of $\ell$; thus, the probability of false detection, $p_e$, which is a linear summation of $p_\ell$’s is always smaller or equal to $p_1$, i.e., $p_e \leq p_1$. Thus, we have:

$$p_e \leq Q \left( \frac{1}{2\sigma_z} \sqrt{\sum_{j=1}^{m} h_{j,1}^2} \right).$$

The event degree follows a binomial distribution of parameter $m$ and success probability $P = \pi R_s^2 / S$ with average event degree of $mP(1-P)$, and $E[h_{j,1}^2] \leq R_s^{-\frac{3}{2}}$; thus, (20) is straightforward.
Fig. 16. Uniform deployment of sensor nodes in the sensing field.
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