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Abstract

We present a mathematical definition for the attainable region of a dynamical system, with primary focus on mass action kinetics for chemical reactions. We characterise this region for linear dynamical systems, and we report on experiments and conjectures for weakly reversible systems with linkage class one. A construction due to Vinzant is adapted to give a representation of faces in the convex hull of trajectories.

1 Introduction

A chemical reactor is a system where a set of reactions and their mixing takes place. Chemical engineers are interested in finding the most cost-efficient reactor for a given chemical reaction. Fritz Horn in 1964 was the first to reduce this optimisation problem to that of finding the feasible set of the optimisation problem. He called this feasible set the attainable region of a system. By definition, this region is the set of all realisable states of the reaction network in question with a certain starting point. Over the past half a century, the optimisation problem in the field of chemical reaction networks has been foremostly developed by Martin Feinberg, Roy Jackson, David Glasser, and Diane Hildebrandt. More recently, the field of chemical reaction networks has gathered a lot of attention in the mathematics community, and is a fast growing field.

In this article, we formalise the definition of attainable regions and characterise them for some special systems using well known notions from algebraic geometry. To the best of the author’s knowledge, this is first rigorous mathematical treatment of attainable regions. We aim for our contribution to help towards better understanding of the convex hulls of trajectories of dynamical systems.

In the subsequent Section 2 we first set up the basic notation and define the attainable region for a general chemical reaction network. In Section 3 we then characterise the attainable region for linear systems. We show that for linear systems the convex hull of the trajectories are the attainable regions. In particular, we show that the feasible set of the reactor-optimisation problem for a class of linear systems can be expressed as the feasible set...
of a semidefinite program—using the language of algebraic geometry, the attainable region is a \emph{spectrahedral shadow}. We then move on to Section 4 where we discuss a number of computational experiments on weakly reversible systems with a single linkage class, so chemical reaction networks given by a strongly connected digraph. These experiments enable us to formulate a new conjecture about attainable regions in the non-linear case. The attainable region is a convex object and to understand this convex object we would like to understand its faces. In Section 5, we used one such approach to understand the faces of the convex hull of the trajectories of weakly reversible systems with their convex body each in dimension 3, 4 and 5. The article ends with a discussion of our results and an outlook into future applications of this new rigorous treatment of chemical reaction networks.

\section{Notation}

Throughout this article we follow the standard notation from chemistry and denote \emph{chemical species} by $X_1, X_2, \ldots, X_s$ for some $s \in \mathbb{N}$. Each of these species has a concentration $x_1(t), x_2(t), \ldots, x_s(t) \in \mathbb{R}^{\geq 0}$, respectively, at any time $t$ for $t \in [0, \infty)$. A \emph{chemical complex} is a linear combination with non-negative integer coefficients of chemical species. As defined in \cite{3}, a \emph{chemical reaction network} (CRN) is a directed graph $G$ with vertex set $V = \{1, 2, \ldots, n\}$ and edge set $E \subseteq \{(i, j) \in V \times V : i \neq j\}$. In such a graph the vertex $i \in V$ represents a chemical complex, and the edges indicate that a reaction takes place from one complex to the other. In addition, the edges are weighted by their reaction rates.

\begin{example}

The following figure shows a network of chemical reactions.

\[ \begin{array}{c}
X_1 + X_3 & \xrightarrow[\kappa_2]{\kappa_1} & X_4 \\
& \xleftarrow[\kappa_5]{\kappa_3} & X_2 + 2X_5
\end{array} \]

Here, $X_i$ are the species for $i \in \{1, 2, \ldots, 5\}$. The chemical complexes are $\{X_2 + 2X_5\}$, $\{X_1 + X_3\}$, and $\{X_4\}$. The labels $\kappa_i$ for $i \in \{1, 2, \ldots, 6\}$ are the corresponding rates of reactions. \hfill \square
\end{example}

Given such a reaction network, we are interested in the evolution of the concentrations of the species over time, dictated by the mass-action kinetics. For $s$ species and $n$ complexes in a network, let henceforth $Y = (y_{ij})$ denote the $n \times s$ matrix with the entry $y_{ij}$ being the coefficient of the $j$-th species in the $i$-th complex. We associate with the vertex $i$ of a CRN the monomial $x^{y_i} = x_1^{y_{i1}} x_2^{y_{i2}} \cdots x_s^{y_{is}}$. This is a simple transformation of the linear combination defining complexes in the CRN which enables us to write the dynamics for the mass-action kinetics as

\begin{equation}
\dot{x} = \frac{dx}{dt} = \Psi(x) \cdot A_\kappa \cdot Y
\end{equation}
where \( \Psi(x) = [x^y_1 \ x^y_2 \ \cdots \ x^y_n] \) and \( A_\kappa = (\kappa_{ij}) \) is a matrix with \( ij \)-th entry given by the rates of reactions from the \( i \)-th complex to the \( j \)-th complex for \( i \neq j \) and \( \sum_j \kappa_{ij} = 0 \) for all \( i \). This matrix is the negative of Laplacian of the weighted digraph \( G \).

**Example 2.1 (continued).** In the network illustrated in Example 2.1, the monomials corresponding to the complexes are \( x_1x_3 \), \( x_4 \) and \( x_2x_5^2 \) and hence,

\[
\Psi(x) = [x_1x_3 \ x_4 \ x_2x_5^2], \quad A_\kappa = \begin{bmatrix}
-\kappa_1 - \kappa_5 & \kappa_1 & \kappa_5 \\
\kappa_2 & -\kappa_2 - \kappa_4 & \kappa_4 \\
\kappa_6 & \kappa_3 & -\kappa_6 - \kappa_3
\end{bmatrix}, \quad Y = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 2
\end{bmatrix}.
\]

Using the notation established, the dynamics of the above network is given by the system of ODEs below

\[
\begin{align*}
\dot{x}_1 &= \frac{dx_1}{dt} = (-\kappa_1 - \kappa_5)x_1x_3 + \kappa_2x_4 + \kappa_6x_2x_5^2 \\
\dot{x}_2 &= \frac{dx_2}{dt} = \kappa_5x_1x_3 + \kappa_4x_4 + (-\kappa_3 - \kappa_6)x_2x_5^2 \\
\dot{x}_3 &= \frac{dx_3}{dt} = (-\kappa_1 - \kappa_5)x_1x_3 + \kappa_2x_4 + \kappa_6x_2x_5^2 \\
\dot{x}_4 &= \frac{dx_4}{dt} = \kappa_1x_1x_3 + (-\kappa_2 - \kappa_4)x_4 + \kappa_3x_2x_5^2 \\
\dot{x}_5 &= \frac{dx_5}{dt} = 2(\kappa_5x_1x_3 + \kappa_4x_4 + (-\kappa_3 - \kappa_6)x_2x_5^2).
\end{align*}
\]  

Let \( y_j \) be the vector given by the \( j \)-th row of the matrix \( Y \). Consider the linear subspace in \( \mathbb{R}^s \) spanned by \( y_j - y_i \) whenever \((i, j) \in E\). This space is called the stoichiometry subspace and we will henceforth denote it by \( P \). For a given dynamical system we always denote the initial value of the system at time \( t = 0 \) by \( x_0 = x(0) \in \mathbb{R}^s_{\geq 0} \). The trajectory that starts at \( x_0 \) stays in the affine subspace \((x_0 + P) \cap \mathbb{R}^s_{\geq 0}\). We call a subset \( S \subset \mathbb{R}^s \) forward closed subset if the initial condition \( x_0 \in S \) holds for the dynamical system then all future values are contained in the subset \( S \). In formulae, we thus have that \( x_0 \in S \) implies \( x(t) \in S \) for all \( t \geq 0 \). In particular, the non-negative orthant of \( \mathbb{R}^s \) is forward closed.

In this work, we aim to characterise all the possible sets of the species concentration attainable from the continuous reaction, according to the dynamics, and mixing of the concentrations of the species at all times. This approach to the reactor optimisation problem has been explored and discussed in [11]. We approach this problem by building on a new mathematical definition of this attainable region, and we study these regions for various kinds of dynamical systems.

**Definition 2.2.** The attainable region, \( A(x_0) \) is the smallest convex forward closed subset of \( \mathbb{R}^s \) that contains the point \( x_0 \).

By construction, the attainable region is a convex subset in the closed positive orthant of real space \( \mathbb{R}^s \) of the chemical species. In the section that follows we first discuss the attainable regions of linear dynamical systems.
3 Linear systems

A dynamical system as in (1) is called linear when $n = s$ and $Y$ is the identity matrix. In this case each of the complexes is a different single-unit species.

Example 3.1. The following graph illustrates the linear system of three species.

\[
\begin{array}{c}
X_1 \xrightarrow{\kappa_{12}} X_2 \\
\xleftarrow{\kappa_{21}} \xleftarrow{\kappa_{31}} \xrightarrow{\kappa_{32}} \xleftarrow{\kappa_{23}} X_3
\end{array}
\]

For the purpose of illustration, let now $\kappa_{12} = 6, \kappa_{21} = 1, \kappa_{32} = 6, \kappa_{23} = 1, \kappa_{13} = 3, \kappa_{31} = 3$. From (1), we can express the dynamics of this system as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
x_1 & x_2 & x_3
\end{bmatrix}
\begin{bmatrix}
-9 & 6 & 3 \\
1 & -2 & 1 \\
3 & 6 & -9
\end{bmatrix}
\]

If $A_\kappa$ is diagonalisable, the solution to such a system is given by

\[
x(t) = \sum_{k=1}^{n} (x_0 \cdot r_k) l_k \exp(\lambda_k t)
\]

where $l_k$ and $r_k$ are the left and right eigenvectors of $A_\kappa$ corresponding to eigenvalues $\lambda_k$, respectively, and $x_0$ is the initial vector: for details see page 11 of [2]. This gives

\[
\begin{bmatrix}
x_1 & x_2 & x_3
\end{bmatrix} =
\begin{bmatrix}
9/4 e^{-8t} - 3/2 e^{-12t} + 5/4 \\
-9/2 e^{-8t} + 15/2 \\
9/4 e^{-8t} + 3/2 e^{-12t} + 5/4
\end{bmatrix}^T
\]

with $x_0 = [2 \ 3 \ 5]$ as the starting vector. For $t = 0$, we see that $[x_1 \ x_2 \ x_3] = [2 \ 3 \ 5]$ and as $t \to \infty$, this system continuously travels to the stable point $[5/4 \ 15/2 \ 5/4]$. On implicitizing the parametric equation in $t$, we obtain

\[
x_1 + x_2 + x_3 - 10 = 0 \text{ and } 8x_2^3 - 99x_2^2 + 324x_2x_3 + 324x_3^2 - 270x_2 - 3240x_3 + 4725 = 0.
\]

These two equations fully describe the trajectory of the linear system from $x_0$ to the stable point on the plane cut out by $x_1 + x_2 + x_3 - 10 = 0$. A similar observation can be made for the system with a different starting point. We will prove later that the convex hull of this curve is the attainable region and this region can also be expressed as a so-called spectrahedral shadow. □
We henceforth denote by \( C \) the solution of a dynamical system. This is the trajectory of the dynamics. In Example 3.1 the trajectory is given by Eq. (4) restricted from \( x_0 \) to the stable point. The convex hull, \( S = \text{conv}(C) \), of \( C \) is the smallest convex set in the concentration space \( \mathbb{R}^s \) containing the solution \( C \). In the lemma below we can now show that for linear chemical reactions, the convex hull of the solution of the dynamics is forward closed. In words, for linear systems every point on any trajectory that starts with some point in the convex hull \( S \) and follows the dynamics of the system is contained in this convex hull.

**Lemma 3.2.** The convex hull of the trajectory of a linear dynamical system is forward closed.

**Proof.** Any point \( c \) in the convex hull, \( \text{conv}(C) = S \subset \mathbb{R}^s \), of the trajectory \( C \) can be expressed as \( c = \sum_i \mu_i c_i \), where \( c_i \) are points on the trajectory, \( \mu_i \geq 0 \), and \( \sum_{i=1}^{s+1} \mu_i = 1 \) for \( i \in \{1, 2, \cdots, s + 1\} \). First let us consider the case where the Laplacian is diagonalisable as in Example 3.1. With \( c \) as starting point, the new trajectory, as in (3), is given by

\[
x(t) = \sum_k \left( \sum_i \mu_i c_i \cdot r_k \right) l_k \exp(\lambda_k t) = \sum_i \mu_i \left( \sum_k (c_i \cdot r_k) l_k \exp(\lambda_k t) \right)
\]

is the convex sum of trajectories in \( S \). Thus, \( S \) is forward closed.

For the dynamical system \( \dot{x} = x \cdot A_\kappa \) where \( A_\kappa \) is not diagonalisable we perform a coordinate change by the matrix \( U \) such that the matrix \( U A U^{-1} \) is in its Jordan canonical form: see section 1.3 of [2].

It is enough to consider single Jordan block \( J \). The solution of a single Jordan block form is given by \( x(t) = x U^{-1} \exp(tJ) U \). Proceeding same as above with \( c \) as the starting point

\[
x(t) = \sum_i \mu_i c_i (x U^{-1} \exp(tJ) U)
\]

This gives us that the convex hull of the trajectory of a linear dynamical system is forward closed.

For the linear system with \( x_0 \) as the initial point, by Lemma 3.2 the attainable region \( \mathcal{A}(x_0) \) is the convex hull of the trajectory.

Next, we give a condition on the Laplacian of a linear reaction network for which the convex hull of the trajectory is a semi-algebraic set. A semi-algebraic set in \( \mathbb{R}^s \) is the solution set of finitely many polynomial inequalities as: \( S = \{ x \in \mathbb{R}^s | f_1(x) \geq 0, \ldots, f_n(x) \geq 0 \} \) where \( f_i \in \mathbb{R}[x_1, \ldots, x_s] \) for all \( i \in 1, \ldots, n \). These sets are very well understood objects in algebraic geometry and can sometimes be represented as a spectrahedral shadow [13]. A spectrahedral shadow is a convex set \( S \subset \mathbb{R}^m \) that can be expressed by a linear matrix inequality:

\[
S = \{(x_1, x_2, \ldots, x_m) \in \mathbb{R}^m | \exists (y_1, y_2, \ldots, y_p) \in \mathbb{R}^p : A_0 + \sum_i x_i A_i + \sum_j y_j B_j \succeq 0 \}
\]
where $A_0$, $A_i$ and $B_j$ are real symmetric $n \times n$ matrices for $i \in \{1, 2, \ldots, m\}$, and $j \in \{1, 2, \ldots, p\}$. We use the symbol $A \succ 0$ to denote that the matrix $A$ is positive semidefinite. This is equivalent to $A$ having non-negative eigenvalues. In order to prove Proposition 3.4 we need the following useful fact on these semi-algebraic sets.

**Remark 3.3.** Let $\phi : \mathbb{R}^m \to \mathbb{R}^n$ be an affine-linear map and $S \subset \mathbb{R}^m$ be a spectrahedral shadow. The linear image $\phi(S) \subset \mathbb{R}^n$ is a spectrahedral shadow.

A spectrahedral shadow is a linear projection of the feasible set of a semidefinite program which is also called a *spectrahedron*. Expressing the attainable region as a spectrahedral shadow has an advantage of getting good bounds for the optimisation of a linear objective function.

**Proposition 3.4.** The convex hull of the trajectory of a linear chemical reaction network whose Laplacian has rational eigenvalues is a spectrahedral shadow.

**Proof.** Consider a rational curve $C : I \to \mathbb{R}^n$ given by $t \mapsto (t^{a_1}, t^{a_2}, \ldots, t^{a_n})$ in $\mathbb{R}^n$ over an interval $I \subset \mathbb{R}$ where $a_i$ are positive rational numbers for $i \in \{1, 2, \ldots, n\}$. For $0 \leq t \leq 1$ this is a semialgebraic set $S$ of dimension 1. By Theorem 6.1 in Claus Scheiderer’s paper [14], the closure of convex hull of $S$ is a spectrahedral shadow.

If $a_i$’s are the rational eigenvalues of the Laplacian of a linear chemical reaction network then the trajectory of the dynamical system is the image of $S$ under the map $\phi : S \to \mathbb{R}^s$ for $0 \leq t \leq 1$, given by the matrix whose $i$-th column vector is given by the transpose of the row vector $((x_0 \cdot r_i)l_i)$.

The convex hull of the trajectory of a linear chemical reaction network is the linear image of convex hull of $S$ and therefore, by Remark 3.3 is a spectrahedral shadow. \qed

Using Lemma 3.2 and Proposition 3.4 in the theorem below, we can characterise the class of linear system for which the attainable region is a spectrahedral shadow.

**Theorem 3.5.** The attainable region of linear chemical reaction networks whose Laplacian has rational eigenvalues is spectrahedral shadow.

**Proof.** From Proposition 3.4 we know that the convex hull of the trajectory of a linear chemical reaction network whose Laplacian has rational eigenvalues is a spectrahedral shadow. Also, for linear dynamical systems the convex hull is forward closed by Lemma 3.2. Therefore, the attainable region is the convex hull of the trajectory and is a spectrahedral shadow. \qed

For a linear system whose Laplacian has rational eigenvalues, we can hence obtain an exact expression of its attainable region as a spectrahedral shadow. This enables us to use powerful methods of real algebraic geometry to study the properties of these sets.

One future stream of research, which we will not pursue in this text, is an extension of the above result to linear systems whose Laplacian has real, rather than rational, eigenvalues. To the best of author’s knowledge this is not yet known. A property of this type would be an important step towards understanding the attainable region of a general dynamical system.
4 Weakly Reversible Chemical Reaction Networks

Following [3], a chemical reaction network is called weakly reversible if each connected component of the underlying connected graph is strongly connected. Following the usual terminology from graph theory, a directed graph is strongly connected if there is a directed path between any two of its vertices. In this article we will restrict ourselves to weakly reversible systems whose underlying graph has only one strongly connected component. These are called linkage class one systems. For these systems we conjecture the following:

**Conjecture 4.1.** For weakly reversible systems with linkage class one the convex hull of the trajectory reaching a positive stable point is forward closed.

In order to provide the computational evidence for this conjecture we followed a two-step procedure, outlined below. All computations were performed using the freely available software SAGE [12].

**Step one**  Given \( n \) vertices, we generate a random digraph. This graph is usually not strongly connected. We then add edges randomly between the strongly connected components of the generated graph to make it strongly connected. To each vertex of the graph we associate a monomial in \( s \) indeterminates up to a degree \( d \). This represents the chemical complex at that vertex as introduced in Section 2. These monomials are the entries of a matrix \( \Psi(x) \) and the powers in the monomials give the matrix \( Y \) in (1). We obtain the matrix \( A_\kappa \) by assigning random positive edge weights. These three matrices now fully specify a random dynamical system for a weakly reversible CRN.

We numerically integrate the obtained dynamical system in SAGE using the Runge-Kutta 4 method. In order for it to effectively integrate we keep the degree of monomials below 5. For higher values of \( d \), one may use a higher order Runge-Kutta method for integration. This integration gives us points that lie on the solution \( C \) of the system. Because we want to make a statement about the convex hull of the trajectory, we now construct a polytope in dimension \( s \) which is the convex hull of the points obtained. SAGE uses the cdd library for this.

In our computations, we computed 10,000 points per trajectory. The tailing points are closer to each other than the initial points, so we tailored the set of points for which we compute the convex hull \( S \). Using a random point \( c \) in \( S \) as the initial point, for the same system we integrate again to get a new set of points on the new trajectory \( C' \) and ask if \( S \) contains the points on \( C' \). This was done for various trajectories in \( \mathbb{R}^s \) for \( s = 2, 3, 4, 5, 6 \).

During these computations we faced various challenges. Most of these pertained to the fact that the computations were numerical, and also, to the large number of points. In particular, the computations were not always feasible in dimensions higher than \( s = 6 \). Computing the polytope becomes harder for a large set of points and this required us to tailor the set of points accordingly.

**Step two**  It was proven in [4] and elaborated upon again in [1] that every weakly reversible chemical reaction network has at least one positive steady state. During our computations
in step one, we observed all the systems to be converging to a steady state. Moreover, the trajectories starting from any interior point also converged to the same point. This may, however, be due to the fact that the random graph we generated almost always had single stationary point. This leads us to Problem 4.2.

Since the computations were numerical, as the dimensions got higher it became difficult to compute the polytope for more than first 100 points. Therefore, in the second part of the computations, we attempted to double check the points which in step one of the computations were found to not be in the convex hull possibly due to error while integration or computing the convex hull of floating point numbers. The tailing points on $C'$, although reported as not contained in $S$ for many instances, were found to be in the close range of some point on the starting trajectory. Secondly, since we had tailored our set of points we checked by changing the subset of points on $C$ for which we computed the convex hull. This new polytope reported in some instances to contain the points that were not contained in the first polytope.

From the various computations we have computational evidence, in at least lower dimensions, that for strongly connected graphs the convex hull of the trajectory is forward closed. These computations also compels us to ask the following question:

**Problem 4.2.** In a weakly reversible system with random edge weights and a random starting point, how likely is that the stoichiometry space has multistationary points?

Or put differently, in the space of weakly reversible systems in given dimension $d$, how big is the space of systems that have multiple stationary points? This seems a fairly hard question for a general weakly reversible systems and to date not much is known about this problem. Similar questions have been asked for one-dimensional stoichiometry space in [10]. In general, it would be useful to be able to characterise the systems that have multiple stationary points. Such a characterisation may give us insight into the systems where the convex hull of trajectories is not forward closed and the attainable region is greater than the convex hull.

## 5 Facial Structure

In the previous section, we conjectured that for chemical reaction networks given by strongly connected graphs, the attainable region is the convex hull of the trajectory. To understand this object using convex algebraic geometry it is imperative to study its faces. For parametrized curves, one such approach was suggested by Cynthia Vinzant in Section 5.2 of her PhD dissertation [15]. We give the details of this below.

Let $C$ be a parametrized curve given by $\mathbf{g} = (g_1(t), \ldots, g_m(t))$ for $t \in D$. Here, $D \subseteq \mathbb{R}$ is a closed interval and $g_i(t)$ are univariate polynomials in $t$ for $i \in \{1, 2, \ldots, m\}$. The $r$-th face-vertex set $\text{Face}(r)$ of the curve $C$ is defined to be

$$\{(d_1, \ldots, d_r) \in D^r | \mathbf{g}(d_1), \ldots, \mathbf{g}(d_r) \text{ are the vertices of a face of the convex hull of } C\}.$$

For $p \leq r$, let $\{d_1, \ldots, d_p\} \in \text{int}(D)$ be interior and $\{d_{p+1}, \ldots, d_r\} \in \partial D$ be the boundary points. As $d_i$ varies in $D$, the face-vertex set $\text{Face}(r)$ is always contained in the variety cut
out by
\[
\text{minors}\left(n + 1, \begin{pmatrix}
1 & \ldots & 1 & 0 & \ldots & 0 \\
g(d_1) & \ldots & g(d_r) & g'(d_1) & \ldots & g'(d_p)
\end{pmatrix}\right).
\]
(7)

This describes a variety in $\mathcal{D}^r$ that contains the set Face($r$) for the convex hull of $C$.

In this section, we apply this approach to the dynamical systems and illustrate them in the examples below. This method has not been previously used to understand the convex hulls. Note that for any curve $C$, it is true that if $c_1, \ldots, c_r$ are points on the curve such that they define vertex set of some face of the convex hull of $C$ then
\[
\text{minors}\left(n + 1, \begin{pmatrix}
1 & \ldots & 1 & 0 & \ldots & 0 \\
c_1 & \ldots & c_r & c'_1 & \ldots & c'_p
\end{pmatrix}\right)
\]
(8)
vanish where $c'_i$ denote the tangent vector at that point. We will exploit this fact and give representation of the faces.

In our case, we only had points on the curve and this makes it difficult to express faces as a variety. For a curve in $s$ dimension we were able to look at the following cases:

- Face($\frac{s+1}{2}$) if $s$ is odd.
- Face($\frac{s}{2} + 1$) if $s$ is even.

The above two conditions make the matrix in (8) a square matrix and the corresponding faces are then given by the vanishing of the determinant. We used the software Mathematica [16] to plot the sign of the determinant for all combinations of points on the curve. We illustrate this for curves in dimensions 3, 4 and 5 below. These curves are given by the ODE’s which satisfy the condition in the following lemma due to [7].

**Lemma 5.1.** A dynamical system $\dot{x} = f(x)$ where each $f_i$ is a polynomial in $s$ variables arises from a CRN with mass-action kinetics if and only if every monomial in $f_i$ with negative coefficient is divisible by $x_i$ for all $i \in \{1, 2, \ldots, s\}$.

By this lemma there exists a chemical reaction network for each of the systems in the examples below.
**Example 5.2.** Consider the following system with initial point as $x_0 = (10, 8, 9, 2)$,

\[
\begin{align*}
\dot{x}_1 &= -2x_1^2 - 6x_1x_4 + 10x_3x_4 \\
\dot{x}_2 &= x_1^2 - 8x_2x_3 \\
\dot{x}_3 &= x_1^2 + 6x_1x_4 - 9x_3x_4 \\
\dot{x}_4 &= 8x_2x_3 - x_3x_4.
\end{align*}
\]

The solution of this system lies in stoichiometry subspace of dimension 3 and hence, the convex hull has dimension 3. To find the curve of Face(2), we consider the matrix given by

\[
\begin{pmatrix}
1 & 1 & 0 & 0 \\
c_{3i} & c_{3j} & c'_{3i} & c'_{3j}
\end{pmatrix}
\]

as in (8) for $i, j \in \{2, 3, \ldots, 2000\}$ and $i \leq j$. We plot this in Fig. 1 where blue and red represents that the sign of the determinant is negative and positive, respectively. The separating boundary of the red and blue area represents the Face(2) of this system. □

Next, we consider a curve with a 4-dimensional convex body.

**Example 5.3.** Consider the following system with initial point as $x_0 = (5, 8, 6, 2)$,

\[
\begin{align*}
\dot{x}_1 &= -10x_1^2 + 12x_2x_3 + 6x_3^2 + 4x_3x_4 - 5x_1 \\
\dot{x}_2 &= 2x_1^2 - 8x_2x_3 + x_1 \\
\dot{x}_3 &= 8x_1^2 - 8x_2x_3 - 6x_3^2 + 5x_1 \\
\dot{x}_4 &= -8x_3x_4 + 4x_1.
\end{align*}
\]

For this system we consider the representation of faces that has initial point as always one of the vertex. This is given by considering the matrix in Eq. (12) with the initial point as the boundary point. The boundary of the red and the blue area in Fig. 2 gives the curve describing the Face(3) of the system such that every point on this curve represents the face of the convex hull such that initial point is one of the three vertices of that face.

\[
\begin{pmatrix}
1 & 1 & 0 & 0 \\
c_{3i} & c_{3j} & x_0 & c'_{3i} & c'_{3j}
\end{pmatrix}
\]

and for $i, j \in \{2, \ldots, 2000\}$ and $i \leq j$. □

The following example will depict the Face(3) of a trajectory in 5-dimensions.

**Example 5.4.** The system given by

\[
\begin{align*}
\dot{x}_1 &= 4x_3x_4x_6 - 8x_1x_6^2 + 2x_2^2 + 4x_3x_5 \\
\dot{x}_2 &= -10x_2^2x_4 + 4x_3x_4x_6 + 4x_1x_6^2 - 12x_2^2 + 6x_6^2 \\
\dot{x}_3 &= 5x_2^2x_4 - 6x_3x_4x_6 + 6x_1x_6^2 - 4x_3x_5 + 2x_6^2 \\
\dot{x}_4 &= -4x_2^2x_4 - 4x_3x_4x_6 + 2x_1x_6^2 + 2x_6^2 \\
\dot{x}_5 &= 4x_2^2x_4 + 4x_1x_6^2 - 4x_3x_5 \\
\dot{x}_6 &= x_2^2x_4 + 2x_3x_4x_6 - 14x_1x_6^2 + 12x_2^2 + 8x_3x_5 - 8x_6^2.
\end{align*}
\]
Figure 3: Face(3) of a 5-dimensional convex body has stoichiometry space of dimension 5. The Fig. 3 shows the sign of determinant of

$$\begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 0 \\ c_{5i} & c_{5j} & c_{5k} & c'_{5i} & c'_{5j} & c'_{5k} \end{pmatrix}$$

(14)

for $i, j, k \in \{2, \ldots, 200\}$ and $i < j < k$.

Using this adaptation for understanding the convex hulls is not sufficient. This approach when applied to the trajectories could not be used to give a representation of all the faces and therefore, for the curves coming from a dynamical system this adaptation could not give a general description. Clearly, there are some rich veins of research here which can be pursued much further.

6 Discussion

This work is motivated by an optimisation problem in chemistry, namely the one of finding the most cost-efficient reactor. It is of great interest for industrial chemists to find the optimum reactor while improving the reaction efficiency. The feasible set of this problem is a convex object. Since this region is a geometric object this problem lies on the interface of chemistry and mathematics. The formalism that we have established in this paper now provides the basis to describe and explore the properties of these convex sets coming from chemistry, using the language of algebraic geometry and characterise them. For certain linear systems we could express this convex object as a spectrahedral shadow. However, by results due to Claus Scheiderer in [13] it is not possible to express every convex object as a spectrahedral shadow.

There are a number of intriguing new stream of research coming out of our analysis. We conjectured that attainable region of weakly reversible systems with linkage class one is the convex hull of the trajectory. In the future, we hope to work towards resolving this conjecture and give a representation of the same. One possible way of tackling this problem could be via an approximation of this region by the semidefinite representable sets. As a second step, it would also be very interesting to study the systems where the attainable region is larger than the convex hull of the trajectory. In particular, understanding the attainable regions of the systems with multistationary points may prove to be insightful. Giving a representation by way of studying the faces is yet another interesting problem for convex hulls coming from such trajectories.
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