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Abstract—We propose a general methodology to calculate the individual sensitivity and the cross-sensitivities of potentiometric sensor devices (e.g. ISFETs, CHEMFETs) with an arbitrary number of non-interacting receptors binding to ionic species or analytes in the electrolyte. The surface charge generated at the (bare or functionalized) interface with the electrolyte is described by Poisson equation coupled to a linear system of equations for each type of receptor, where the unknowns are the fractions of sites binding with a given ion/analyte.

Our general model encompasses in a unique framework a few simple special cases so far separately reported in the literature and provides for them closed-form expressions of the average site occupation probability. Detailed procedural description of the usage and benefits of the model is shown for specific cases with concurring surface chemical reactions.

Index Terms—potentiometric sensors, ISFET, surface binding reactions, cross-sensitivity

I. INTRODUCTION

The combined use of electrochemical Field Effect Transistors (FET) as sensors and of integrated readout circuits in CMOS technology [1]–[3], offers many potential advantages in terms of sensitivity [4], accuracy [5], repeatability, miniaturization [6], costs, parallelism [7], digitalization and communication in modern sensor systems. In Ion Sensitive FETs (ISFETs) [8] the transduction process occurs at the device interface exposed to the electrolyte and the analytes.

A few chemical reactions have been used to achieve an electrical response proportional to the log of ionic concentrations [9]–[12] and to improve sensitivity [1]. Unfortunately, FET-based potentiometric sensors (ISFETs, CHEMFETs) also suffer of poor selectivity, because equally charged ions or analytes cannot be distinguished from each other. Achieving high selectivity is, in fact, a challenging goal when developing ion-sensitive devices.

Detailed understanding of the FET transduction mechanisms is important to achieve a quantitative description and prediction of the sensor response, selectivity and cross-sensitivity to multiple charged analytes useful to interpret experiments and develop optimized device and circuit designs [13]–[15]. Ad-hoc models have been successfully used to describe the experimental observations [16]. However, a general model has not been developed so far amenable to incorporate all special cases in a comprehensive theory.

The approach we propose in the following sections generalizes these ad-hoc models to calculate the surface charge at solid/electrolyte interfaces. Simple graph charts of the surface reactions yield in a straightforward manner the equations to compute the expected net surface charge. The theory behind the model is given in Section III.

This paper expands significantly over our conference presentation in [17] by reporting the full details of the theory, new closed form equations, analysis of more relevant cases and demonstration of a calibration procedure.

II. MODEL DESCRIPTION

A. Starting from a simple example: the Langmuir reaction

To introduce the method and notation we start with a uniform and perfectly flat interface between a solid and a solution and a uniform layer of ligands. Let \( f_o \) and \( f_f \) be the average fraction of ligands that are occupied by (respectively, free of) a given analyte \( A \) having volume concentration \( [A] \). In this case, adsorption and desorption mechanisms are generally addressed with the simple Langmuir adsorption model [18]. The adsorption rate \( R_a \) (similar to trapping/detrapping mechanisms in semiconductor physics [19]) is assumed proportional to the concentration of analytes in the solution, their thermal velocity \( v_{th} \) and the capture cross-section \( \Omega \); that is, \( R_a = [A]v_{th}\Omega \). Conversely, the desorption rate \( R_d \) depends on the binding lifetime \( \tau_A \) as \( R_d = 1/\tau_A \).

The time dependent occupation probability, \( f_o(t) \), is determined balancing the net flux of analytes to the surface

\[
\frac{df_o}{dt} = R_a f_f - R_d f_o = \frac{[A]}{K_{A}A} (1 - f_o) - \frac{f_o}{\tau_A} \tag{1}
\]

where we defined the dissociation constant \( K_A \equiv 1/(\Omega v_{th}\tau_A) \). Such a system can be represented by the transition diagram in Fig. 1.a.

![Fig. 1. a) Transition diagram of a generic adsorption/desorption process for species \( A \) by the surface site/ligand \( L \). The top and bottom arrows indicate the transition rate (probability per unit time) for adsorption and desorption respectively. b) Single arrow graph representing the steady state relationship between the two states of the ligand: free (\( L \)) or bound (\( LA \)) of the Langmuir reaction of case a). Note that in this graph the direction of the arrow serves the only purpose of identifying which process the transition constant refers to.]

In the steady state, the time average occupancy of each state is easily computed setting \( df_o/dt = 0 \) and rearranging Eq. (1) to obtain

\[
f_o = \frac{[A]}{[A] + K_A} \tag{2}
\]

According to Eq. (2) we recover a Langmuir-type reaction [18] where the only parameters are the analyte concentration and the dissociation
constant. Equivalently, we can simplify the transition diagram into a graph chart, where the coefficient of the branch between two nodes (states) is the analyte concentration divided by the dissociation constant, see Fig. 1b. In fact, the mathematical relationship expressed by the graph chart \( f_0 = ([A]/K_A) f_f \), combined with the normalization condition \( f_f = 1 - f_0 \), leads to Eq. 2. It is thus possible to derive the steady state equilibrium solution from the graph chart coupled to the normalization condition.

![Diagram](Image)

**Fig. 2.** Left: sketch of a generic surface with receptors (ligands, \( L \)) that can be empty or bound to single or multiple ions/analytes. Right: All possible complexation forms of the ligand \( L \) summarized using graph.

This leads to \( N - 1 \) equations expressing the dependences between the state probabilities of two consecutive states. Note that for the sake of clarity and of a simple notation, all the chemical reaction constants used throughout this manuscript are dissociation constants, consistently with the majority of the experimental data shown in Section IV.

As for the previous example of the Langmuir reaction, the missing closure equation is given by the normalization condition \( \sum_N f_i = 1 \). Hence, a set of \( N \) equations and \( N \) unknowns is obtained which can be easily written in matrix form

\[
\mathbf{M} \cdot \mathbf{f} = (0 \ldots 0 1)^T,
\]

where \( \mathbf{f} = (f_1 \ldots f_N)^T \) and the \( N \times N \) matrix \( \mathbf{M} \) takes the form

\[
\mathbf{M} = \begin{pmatrix}
0 & \ldots & 0 & \frac{[A]}{K_{ij}} & 0 & \ldots & 0 & -1 & 0 & \ldots & 0 \\
1 & \ldots & 1 & 0 & \ldots & 0 & 0 & \ldots & \ldots & \ldots & 1 \\
\end{pmatrix}
\]

The firsts \( N - 1 \) rows represent the equilibrium state of the chemical reactions while the last row (a vector of ones) is the normalization condition. A generic reaction is highlighted in red: by construction, if the \( n \)-th reaction defines the transition of the ligand between state \( i \) and state \( j \), then the \( i \)-th column of the \( n \)-th row contains the transition coefficient according to the graph while the \( j \)-th column contains the constant \(-1\).

The matrix expresses the relationships among the unknown state probabilities, which can be computed as

\[
\mathbf{f} = \mathbf{M}^{-1} \cdot \mathbf{b},
\]

where \( \mathbf{b} = (0 \ldots 0 1)^T \).

Once the state probabilities \( f_i \) are known, it is straightforward to compute the surface charge. In fact, assuming uniformly distributed and independent binding sites we can calculate the fraction of sites, at equilibrium, that are in state \( i \) and then the net surface charge per unit area \( Q_S \) at the sensing layer at equilibrium

\[
Q_S = q N_S \sum_{i=1}^{N} z_i f_i,
\]

where \( q \) is the absolute value of the elementary charge, \( N_S \) is the total number of sites per unit area and \( z_i \) is the net signed number of elementary charges (which does not need to be integer) of state \( i \). The \( Q_S \) should be properly taken into account when solving the Poisson-Boltzmann equations for the electrostatics as explained in Section III.

**C. Two relevant special cases**

A direct generalization of the Langmuir process is given by the chained reaction, where each site undergoes consecutive reactions in which chemical species are sequentially adsorbed.

A second relevant case occurs when one binding process excludes further adsorptions, but the same site can accept different ions/analytes which then compete for binding to the same site. These two important cases can be addressed analytically and the graph properties lead to compute each state probability as outlined below.

1) **Chained reactions**: Let us consider the sequence of binding reactions, illustrated in the simplified graph chart of Fig. 3
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**Fig. 3.** Graph chart of a generic chained chemical reaction resulting in the sequential binding of \( N-1 \) ions or analytes \( I_k \) to a specific ligand \( L \). Each node is labelled according to the complexing order of the ligand and is characterized by its occupation probability \( f_i \) and net signed number of elementary charges \( z_i \). The arrows symbolize the chemical reactions that rule the transition to the next complexed state.
The mathematical representation of this graph leads to a set of $N-1$ equations, each of them linking the state probability $f_{i+1}$ associated to a state with the one associated to the previous state $f_i$, multiplied by the respective branch coefficient, i.e. $f_{i+1} = (|I_i|/K_i) f_i$. By adding the normalization condition we obtain the $N \times N$ system

$$
\begin{pmatrix}
\frac{|I_1|}{K_1} & -1 & 0 & \cdots & 0 \\
|I_2|/K_2 & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
|I_{N-1}|/K_{N-1} & 0 & 0 & \cdots & 1 \\
1 & 1 & 1 & \cdots & 1
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{N-1} \\
f_N
\end{pmatrix} = 
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
$$

After few algebraic steps, the expression of the fractional occurrence $f_i$ is given as

$$f_i = \frac{\prod_{k=1}^{i-1} |I_k|}{K_i} + \frac{\prod_{m=1}^{N-1} |I_m|}{K_k}$$

2) Interference by multiple ions/analytes: A second relevant case that can be addressed analytically is the multiple interference of $N-1$ different ions/analytes that compete to bind with a site/ligand $L$. The graph chart is given by a branched diagram (Fig. 4). As for the previous case, we can derive the $N \times N$ matrix from the graph including the normalization of the $f_i$ functions. By denoting with suffix ‘0’ the state corresponding to the unoccupied ligand, we can write

$$
\begin{pmatrix}
|I_1|/K_1 & -1 & 0 & \cdots & 0 \\
|I_2|/K_2 & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
|I_{N-2}|/K_{N-2} & 0 & 0 & \cdots & -1 \\
1 & 1 & 1 & \cdots & 1
\end{pmatrix}
\begin{pmatrix}
f_0 \\
f_1 \\
\vdots \\
f_{N-2} \\
f_{N-1}
\end{pmatrix} = 
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
$$

Simple algebra leads us to compute the state probabilities $f_i$ as

$$f_i = \frac{a_i}{1 + \sum_{i=1}^{N-1} |I_i|/K_i}, \quad \text{with} \quad a_i = \begin{cases} 1, & \text{if } i = 0 \\ |I_i|/K_i, & \text{if } i \neq 0 \end{cases}$$

Fig. 4. Sketch of branched chemical reactions for the competitive binding of $N-1$ ions $I_i$ to a ligand $L$. Each node is labelled according to the complexed state of the ligand.

The site-binding model [10] is widely used to describe potentiometric pH sensors. According to this model the hydroxyl groups in the outermost atomic layers of several metal oxides behave as amphoteric sites that interact with hydrogen ions in the solution. A combination of protonation and deprotonation reactions takes place and leads to the creation of a net surface charge. By denoting the generic metal with $M$ and its respective hydroxyl state as $MOH_2^+$ and the deprotonated one as $MO^-$. Alternatively, these states can be seen as the sequential adsorption of protons, starting from $MO^-$ and considering two protonation reactions. As a result, the general reaction $LA^- + B^+ = LB^+ + A^-$ where the factor $1/K_A K_B$ represents the dissociation constant of the reaction and the ion concentrations in the branch expressions are at the numerator or at the denominator depending on whether the ions are absorbed or released by the reaction.

D. More general cases

The method allows users to describe much more complex sets of reactions so far as one simple rule is satisfied: in constructing the graph chart, two arbitrary states must be connected by only one path. Consider the example in Fig. 2. From left to right the ligand $L$ binds to ion $C$ and then ion $A$ aggregates to the complex leading to the state $LAC$. In this case, the process can also happen stepping from $L$ to $LA$ and then $LAC$ and the complex $LAC$ has no chemical distinction with respect to $LCA$. This would lead the graph chart to show two different paths going from $L$ to $LCA = LAC$, giving more equations than unknowns. However, in modelling such situations, one should construct the graph so that separate paths stemming from the same state always lead to different states even if, chemically speaking, these final states are equivalent (see Fig. 3 on the right). By considering $LCA$ and $LAC$ as two separate but indistinguishable states, the respective state probabilities $f_{LCA}$ and $f_{LAC}$ can be derived. The indistinguishable states $LCA$ and $LAC$ will then both contribute to the interface charge.

Figure 5 provides another example of chemical reaction other than the linking of a single ion/analyte to a site. In fact, the graph describes the general reaction $LA^- + B^+ = LB^+ + A^-$ where the factor $1/K_A K_B$ represents the dissociation constant of the reaction and the ion concentrations in the branch expressions are at the numerator or at the denominator depending on whether the ions are absorbed or released by the reaction.

E. Consistency with known models

Our methodology embraces in a general framework several models proposed in the literature to compute the surface charge at equilibrium. Here we present two cases relevant for ISFETs.

1) Site-binding (SB) model: The site-binding model [10] is widely used to describe potentiometric pH sensors. According to this model the hydroxyl groups in the outermost atomic layers of several metal oxides behave as amphoteric sites that interact with hydrogen ions in the solution. A combination of protonation and deprotonation reactions takes place and leads to the creation of a net surface charge. By denoting the generic metal with $M$ and its respective hydroxyl state as $MOH_2^+$ and the deprotonated one as $MO^-$. Alternatively, these states can be seen as the sequential adsorption of protons, starting from $MO^-$ and considering two protonation reactions.
we identify three states and two chemical reactions, which entails a simple chained-like graph as illustrated in Fig. 6.

\[
\begin{align*}
&\text{MO}^- \quad f_1, z_1 = -1 \\
&M_{\text{OH}} \quad f_2, z_2 = 0 \\
&M_{\text{OH}}^+ \quad f_3, z_3 = 1
\end{align*}
\]

Fig. 6. Graph chart of the site-binding model [10]. Two protonation reactions (arrows) transform the negative \(\text{MO}^-\) state to the positive \(M_{\text{OH}}^+\) state. Each protonation reaction involves the binding of a proton and is ruled by the dissociation constant \(K_a\) or \(K_b\).

The \([H^+_S]\) in Fig. 6 is the proton concentration at the surface, \(K_a\) and \(K_b\) are the commonly adopted acid and basic dissociation constants [10] while \(f_i\) and \(z_i\) have their usual meaning. In matrix form we obtain

\[
\begin{pmatrix}
[H^+_S]_a \\
[H^+_S]_b
\end{pmatrix}
= 
\begin{pmatrix}
-1 & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
f_3
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{K_a} \\
\frac{1}{K_b}
\end{pmatrix}
\]

By solving for \(\mathbf{f}\) we can estimate the surface charge at equilibrium as

\[
Q_S = qN_S \mathbf{f}^T, \quad \mathbf{f} = (\mathbf{I} - \mathbf{A})^{-1} \mathbf{b},
\]

where \(N_S\) is the number of sites per unit area. The expression in Eq. 14 is identical to the one of the original work in ref. [10] and to Eq. 9 if one notes that the division of all terms by \(K_a K_b\) results in the sum of \(f_1\) and \(f_3\).

2) Modified site-binding (mSB) model: The modified version of the site-binding model proposed in [11] to account for the influence of chloride ions can also be derived using our approach. In this case, an additional reaction involving the adsorption of chloride ions and expulsion of a proton \(M_{\text{OH}}^+ + \text{Cl}^- \rightarrow M_{\text{OHCl}}^+ + H^+\) is added to the previous case. Using the notation of [11] for the reaction constants and the rules given in Section II-D the result (Fig. 7) is characterized by four states \((\text{MO}^-, \text{MOH}, M_{\text{OH}}^+, \text{M}_{\text{OHCl}}^+)\), two protonation reactions and a third new reaction describing the surface complexation of chloride ions. Translating into matrix form we obtain

\[
\begin{pmatrix}
[H^+_S]_a \\
[H^+_S]_b \\
[C\text{Cl}^-]_S \\
[H^+_S]/[H^+_B]_a
\end{pmatrix}
= 
\begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & -1 & 1 \\
1 & 1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
0 \\
1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{K_a} \\
\frac{1}{K_b} \\
\frac{1}{K_c} \\
\frac{1}{[H^+_B]_a}
\end{pmatrix}
\]

Once the states’ probabilities are known, we can calculate the surface charge

\[
Q_S = qN_S \sum_{f=1}^{4} \sum_{i=1}^{N} \delta_i q \left[ A_{i,f} \right] \exp \left( -\frac{z_i q}{k_b T} \psi(x) \right)
\]

where \(\psi(x)\) is the electrostatic potential, \(\delta_i\) the i-th ion/analyte net number of elementary charges, \(N_S\) the number of ion/analytes in the bulk of the electrolyte and \(A_{i,f}\) their concentration. \(T\) is the temperature and \(k_b\) is the Boltzmann constant. In Eq. 19 \(c\) is the dielectric permittivity while \(\rho_f\) is the concentration of fixed charges throughout the device.

The solution of such system can be obtained as follows. Equation 6 is plugged into Eq. 17 gives the total surface charge. The latter, together with Eq. 18 (for mobile species in the electrolyte) are inserted into Eq. 19 leading to a single differential equation where the unknown is the potential profile. Its solution yields the electrostatic potential and ion concentration profiles in the electrolyte at equilibrium and must be found numerically. In particular, at each iteration of the self-consistent Newton loop, the ions/analytes’ concentration entering the terms in matrix \(\mathbf{M}\) (Eq. 6) need to be updated with the potential profile found in the previous iteration, to get a new estimate of the

\[
\frac{d}{dx} \left( x \psi(x) \right) = - \left( \rho_m(x) + \rho_f(x) + Q_{S,tot} \delta(x - x_S) \right)
\]
surface charge $Q_{S,tot}$. The same applies for mobile charges in Eq. 18.

We include steric effects by introducing a thin dielectric layer (so called ‘compact layer’ or ‘Stern Layer’ from the Stern-Gouy-Chapman theory [21]) that prevents to reach unphysically large density of ions at the interfaces. In all the simulations performed in this work, the Stern Layer is modelled as a parallel plate capacitor with capacitance $20 \mu F/cm^2$ [22]. The assumption of infinite reservoir is valid whenever the liquid chamber is open or much thicker than the sensing layer.

IV. RESULTS

The simulation framework described in Section II [i.e. Eqs. 6,7,18,19] can be easily implemented in any programming language and different sensor structures (not necessarily 1D) can be simulated.

As application examples, Fig. 8 reports a 1D model representative of ISFET-like devices, where a solid/liquid blocking interface is studied. A null electric field is assumed at the outer boundary of the oxide layer (i.e. the MOSFET is in the flat-band condition) while the bulk of the electrolyte is contacted by an ideal reference electrode which sets the potential to zero. Figure 8 reports the self-consistent potential profile for a bare oxide exposed to an electrolyte where a surface charge build up at the interface (e.g. mSB reactions with hydroxyl groups) and a rapid decay of the potential results from the high electrolyte ionic strength. The structure includes a Stern layer at the oxide/solution interface (described in Section III).

A. Model validation using experiments for pH sensing [11]

We validated our model with the experimental data of a pH sensor reported in [11]. At high concentrations of chloride ions, the authors signalled a clear response of the device and developed an ad-h model involving a single type of site (the mSB model in [11], see Section II-E). The surface charge expression is given by Eq. 16. Bulk (B) and surface (S) concentrations are linked by the Boltzmann distribution, Eq. 19. Given the physico-chemical properties of the surface (reaction constants, number of sites per unit area) the variables that matter are the bulk concentrations of the reacting ions (namely protons and chloride ions) and the background electrolyte ionic strength. Figure 9.a compares our model with the simulations and experiments from [11], using the same set of parameters as in [11] (see Table I). As expected from the equivalence shown in Section II-E the results are similar, although in [11] the electrostatics was modelled with an effective double layer capacitance instead of the numerical solution of the PB equations as done here.

Figure 9.b highlights the effect of large Cl$^-$ concentrations at high pH where experiments tend to saturate and even to show a reverse trend as a function of [Cl$^-$]. As suggested in [23] for NaCl salt, this may be due to ion-pair formation at the surface that neutralizes the negative charge associated to trapped chloride ions. We model this effect by adding a fifth state at the right of the diagram in Fig. 7. This state, MOHCl$^-$, that resembles the formation of KCl pairs, has $z_5 = 0$ and is connected to the MOHCl$^-$ by a the branch coefficient $[K_H^{+}]/K_c$. In our approach, this extension of the mSB model requires only the addition of one row and column to Eq. 5 whereas lengthy calculations would be required with the conventional approach. Figure 9.b shows that ($K_1 = 2.6 \cdot 10^5$ M) our model can capture the behaviour at pH $= 12$. Similar inversion of the trend at high [Cl$^-$] are also at lower pH values (e.g. pH $= 6$) but this appears to be associated to a different phenomena that deserves additional investigation. These results confirm the ability of the general approach to provide a framework to rapidly test different physical hypotheses in the interpretation of the data.

In the following, we validate our approach and propose an example of model calibration from experimental data. Although we used as example ISFET-like devices one should note that the proposed method is valid for any structure where chemical reactions with surface sites are involved. Furthermore, we focus on the effect of the charge induced by chemical reactions on the flat-band voltage of MOS systems. In this case including the semiconductor layer is not needed. However, the proposed model can be in principle integrated with a description of the electrostatic and transport in the semiconductor region and used to analyse the effect of the induced charge on other device characteristic.

B. Model calibration using experimental data [12]

Multiple measurements at different ion concentrations are usually necessary to calibrate our model to experimental data. While a global identification procedure through simultaneous fitting of all parameters would be possible, here we show, based on the data found in [12], that our approach allows us to follow a step-by-step procedure based on physical hypotheses. The authors reported
Na\(^+\) sensing with 44 mV/dec sensitivity in the physiological range of concentrations, defining the response as the differential signal of two devices respectively, with (‘active’) and without (‘control’) a functionalization layer (see Fig. 10a). The subtraction of the control response to the active one allows to eliminate the gold intrinsic response to pH and reveal the sodium effect on the surface potential.

We proceeded as follows. Starting with the bare gold (control device) response to pH and assuming that the concentration of chloride in the electrolyte was negligible, we used the SB model to find the dissociation constants \(K_a, K_b\) as well as the sites’ density \(N_S\) that gave the best match with the experimental data, as reported in Fig. 10b. In accordance with the values proposed in [12] we assumed that the pH of zero charge (pH\(_zc\)) is equal to 7 (i.e. the product \(K_aK_b\) is constant) reducing the number of free parameters to two. In such conditions, \(K_b\) and \(N_S\) can be used to change the response slope around the pH\(_zc\) and at extreme pH values respectively.

Calibration of the additional parameter \(K_c\) needed by the mSB model (Fig. 7) was possible using the experimental response of the control device to KCl salt, as the pH remains constant during the calibration while the chloride concentration is changed. Therefore we assume that the \(f_1, f_2\) and \(f_3\) in Fig. 7 are unaffected and so the \(K_a, K_b\). The only unknown left is \(K_c\). The value of this parameter is correlated with the Cl\(^-\) concentration at which the sensor shows visible response. Figure 10c shows, once again, that a good match is found using the same value as in [12]. All values of the model parameters can be found in Table 1. With the same set we found a good agreement with the experimental data for the control device response to NaCl (see Fig. 10d). Both KCl and NaCl responses have been successfully modelled with the mSB model, meaning that more complex models such as the one proposed in Sec. V-A were of second order effects.

The sodium-sensitive functionalization of bare gold surfaces with (neutrally charged) thiol-terminated crown ethers was shown by the authors in [12] to take place only at non-oxidized gold atoms, leaving unaltered the gold response to pH. This fundamental aspect, allows us to use the same mSB parameters of the control device also when simulating the active one. This is further supported by the good agreement between the experiments and simulations of the active device to both pH and KCl (see Figs. 10b,c). Thus, the response of the active sensor differs from the control one only for electrolytes containing Na\(^+\). In fact, the additional sites (ligands) are meant to capture sodium ions, thus compensating the surface complexation of chloride. For simplicity, we assume that the functionalization layer has negligible thickness so that an electrostatics point of view the surface charge is located at the gold/electrolyte interface. The sodium and ligand interaction is composed by a single chemical reaction, hence a simple Langmuir model has been used (see Fig. 1b) having as parameters the dissociation constant, \(K_b\), and the surface coverage of the self-assembled-monolayer, \(N_L\). The first parameter influences the concentration of sodium ions at which the ligand starts to capture a remarkable amount of them. The second parameter, defines the strength of such binding in terms of surface potential change: high \(N_L\) translates into less cross-sensitivity with mSB-induced surface charge. From Fig. 10d, given the flat response observed for active sensor with respect to NaCl salt, it is reasonable that \(K_b\) roughly coincides with the corner concentration of the control device’s response. At this point, \(N_L\) is just tuned until the chloride ions response is balanced by the sodium one (solid line in Fig. 10d).

The set of parameters giving the best fit is reported in Table IV.

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Dissociation constant | \(K_a\) | 20 mM |
| Density of sites | \(N_L\) | 2-10\(^{17}\) |

V. DISCUSSION AND CONCLUSIONS

A structured methodology has been proposed to compute the surface charge due to multiple surface chemical reactions at the liquid interface of potentiometric FET sensors. The intuitive graph description of the reaction set helps to infer the mathematical expression of the surface charge at equilibrium and to quickly introduce new reactions for the purpose of testing new hypotheses in the explanation of the data. When coupled to the self-consistent solution of the PB equation, the model successfully reproduced several experimental results from the literature and shed new light on some of the observed behaviours.

Although developed with reference to uniform spatial distributions of sites, the theory is also applicable to individual sites and amenable to implementation in full 3D simulators (e.g. [24], [25]). This would make possible to simulate non perfectly flat sensing surfaces and/or different shapes of the electrode itself. More in general, the methodology is applicable to a broader set of potentiometric devices than the ISFETs, here used as reference structures, so far as the transduction mechanism is due to surface chemical reactions.

The general framework developed in Section II-B is applicable only to static or quasi-static analyses. It is in fact based on the graph in Fig. 1b. To include surface kinetics and extend the theory to small signal AC or noise analysis, graphs as the one in Fig. 1a should be used. In such cases a general matrix formulation is possible linking the \(df/dt\) to the states’ probabilities themselves and rate constants. The full development of such a theory is under investigation and, due to the lengthy mathematical derivations, will be presented in a forthcoming publication.
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