Abstract—We present a dynamic resource allocation strategy for energy-efficient and Electromagnetic Field (EMF) exposure aware computation offloading at the wireless network edge. The goal is to maximize the overall system sum-rate of offloaded data, under stability (i.e. finite end-to-end delay), EMF exposure and system power constraints. The latter comprises end devices for uplink transmission and a Mobile Edge Host (MEH) for computation. Our proposed method, based on Lyapunov stochastic optimization, is able to achieve this goal with theoretical guarantees on asymptotic optimality, without any prior knowledge of wireless channel statistics. Although a complex long-term optimization problem is formulated, a per-slot optimization based on instantaneous realizations is derived. Moreover, the solution of the instantaneous problem is provided with closed form expressions and fast iterative procedures. Besides the theoretical analysis, numerical results assess the performance of the proposed strategy in striking the best trade-off between offloading sum-rate, power consumption, EMF exposure, and E2E delay. To the best of our knowledge, this is the first work addressing the problem of energy and exposure aware computation offloading.
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I. INTRODUCTION

The sixth generation of mobile communication networks (6G) targets a radical long-term transformation of wireless systems, with a pervasive deployment of computing resources at the edge, as well as a myriad of new connections spanning from conventional users to Internet of Things (IoT) and vertical sectors such as autonomous vehicles and Industry 4.0 [1]. In this new perspective, human, physical and digital worlds will be embedded into the same ecosystem [2], making network management increasingly complex. In this context, extremely large amounts of capillary data will be wirelessly transferred between intelligent edge devices to operate data distillation, computation offloading services, training and inference of distributed (and/or federated) Artificial Intelligence (AI) and Machine Learning (ML) models, etc. In this direction, Multi-access Edge Computing (MEC) [3] supports the network evolution toward 6G [4], by bringing data processing at the network edge, thus close to the end consumers. Among several services, MEC networks allow resource poor end devices to offload computational tasks to nearby processing units. This comes with the challenge of a communication-computation co-design of wireless networks [5], since computation offloading services involve both transmission and computation delays and energy consumption. Several works addressed the problem of striking the best trade-off between energy consumption, service delay and/or application level performance (e.g. AI/ML training/inference accuracy) [6–8]. However, these works do not consider Electromagnetic Field (EMF) human exposure, which will increase due to continuous communications between the myriad of sensors and wireless Access Points (APs) and a drastic uplink traffic growth [9]. Therefore, sustainable operations of future wireless networks impose to jointly consider: i) Performance; ii) Energy efficiency; iii) EMF exposure awareness. While all these aspects have been previously disjointly investigated, a holistic view is lacking and needed towards future networks deployment and operation phases. Indeed, while traditional network optimization takes into account Key Performance Indicators (KPIs) such as data rate and latency, 6G networks will be designed to also strengthen less tangible indicators, termed as Key Value Indicators (KVIs) [8], such as the EMF exposure, with the usual monitoring of new recommendations [10], fundamental to run operators’ networks with the best performance while not exceeding exposure limits, and also for a smooth public acceptance of new technologies.

Related works. Previous works focused on EMF-aware networking and hardware perspectives [11–13]. The authors of [13] present the problem of network planning, considering a weighted function of gNB installation costs and 5G service coverage as objective, while [14] analyzes the impact of more or less strict regulations on network performance, showing how stricter limitations degrade network performance. This straightforward yet important result motivates us to investigate trade-offs between network power consumption, EMF exposure, and performance of MEC-enabled services. In [15], the authors study a load balancing scheme in heterogeneous networks to achieve target data rate and EMF exposure. The work has been carried out within the project LEXNET [16].

Our contribution. We focus on dynamic computation offloading, with end devices continuously generating data to be uploaded to a Mobile Edge Host (MEH) and processed [5–8]. Exploiting Lyapunov stochastic optimization, we design an online algorithm able to jointly allocate radio and computing resources, achieving the maximum system sum-rate under stability constraints, as well as system power constraints, and exposure constraints over intended areas. Our method does not require any prior knowledge of wireless channel statistics, but only the solution of simple per-slot problems that enjoy closed form expressions or fast iterative procedures. Also, it comes with theoretical guarantees on sum-rate asymptotic optimality, system stability, as well as power and EMF exposure guarantees. To the best of our knowledge, this is the first work with a joint view of offloading performance, system power consumption, and EMF exposure.

This work has been partly funded by the European Commission through the H2020 project Hexa-X (Grant Agreement no. 101015956).
Moreover, if the system is stable, thanks to Little’s law \cite{17}, the average E2E delay is finite and can be written as follows:

\[
\overline{\Delta_k} = \frac{\tau_0(Q_{k,0}^m + Q_{k,0}^w)}{\overline{A_k}},
\]

where \(\overline{A_k}\) is the average number of new arrivals \(A_{k,t}\) (cf. (2)), computed as in (1), to be optimized as we will clarify.

### B. Average data rate

Since a queueing system is stable if the average departure rate of each queue is greater than the average arrival rate, by designing a policy that stabilizes the system and, at the same time, maximize the average arrival rate, we guarantee the maximum system sum-rate \cite{18}, \cite{19}. Then, in this paper, our aim is to maximize the average sum-rate \(\sum_{k=1}^{K} \overline{A_k}\), to achieve the maximum sum-rate with finite E2E delay, and with long-term power and EMF exposure constraints as described later on. In particular, intuitively speaking, the idea is to admit, into the uplink queue, the maximum number of bits that the system is able to support (i.e. without instability), by limiting them through a fictitious control valve that chokes the input data rate to match the system capacity \cite{18}, as depicted in Fig.\ref{fig:scenario}. For this purpose, to achieve stability, a joint resource allocation policy for uplink transmission and MEH computation will also be designed, since, a priori, the system rate can be limited by the uplink, the processing capacity, or the EMF exposure limits to be guaranteed. The challenge is to devise a joint communication and computation resource management policy able to solve this problem without a priori knowledge of channel statistics.

### C. System power consumption

In this paper, we consider the devices and the MEH as sources of power consumption, with the aim of keeping their average power expenditure under predefined thresholds. Given the uplink data rate \(R_{k,t}^u\) a time \(t\), the instantaneous power consumption of user \(k\) can be written by inverting the well-known Shannon formula as

\[
p_{k,t} = \frac{N_0 B_{k,t}^u h_{k,t}^u}{J_f} \left( \exp \left( \frac{R_{k,t}^u \ln(2)}{B_{k,t}^u} \right) - 1 \right),
\]

where \(B_{k,t}^u\) is the uplink bandwidth assigned to user \(k\), \(h_{k,t}^u\) is the time-varying uplink channel power gain, and \(N_0\) is the noise power spectral density at the receiver. For simplicity, we assume a frequency division multiple access, without focusing on spectrum allocation. However, our method can be easily extended to incorporate bandwidth assignment. Finally, the MEH power consumption depends on the CPU core frequency \(f_{s,t}\), which we assume to be dynamically scalable to save power \cite{5}–\cite{7}. Thus, the power consumption during time slot \(t\) can be written as \(p_{c,t} = \kappa f_{s,t}^3\), where \(\kappa\) is the effective switched capacitance of the processor \cite{29}. Note that, in this case, the constraint on the CPU should satisfy \(\sum_{k=1}^{K} f_{s,t} \leq f_{s,t}\), where \(f_{s,t}\) is defined in (3), i.e. the sum overall all users cannot exceed \(f_{s,t}\). Our aim, besides system stability, is to ensure that the long-term average of \(\overline{p}_k^u\) and \(\overline{p}_c\) do not exceed predefined thresholds. We summarize the constraints as follows (cf. (4)):

\[
\overline{p}_k^u \leq p_{k}^{u}, \quad \overline{p}_c \leq p_{c}^{c},
\]

where \(p_{k}^{u}\) and \(p_{c}^{c}\) are set a priori, based on the specific needs of devices (e.g. battery) and the MEC operator (e.g. OPEX).

---

**II. SYSTEM MODEL AND KEY PERFORMANCE/VALUES**

We consider a dynamic scenario, with time organized in slots \(t = 1, 2, \ldots\) of duration \(\tau\). In our setting, computation offloading entails two phases: i) Uplink data transmission; ii) Computation. Thus, we design a 2-hops queueing system, to model uplink transmission and computation. Let us define the long-term average of a random variable \(X\) as

\[
\overline{X} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \{X_t\},
\]

where the expectation is generally taken with respect to random context parameters (e.g. time-varying wireless channels). The above notation \(\overline{X}\) will be used throughout the paper to denote the long-term average of all involved variables. In each time slot \(t\), every device \(k = 1, \ldots, K\) stores \(A_{k,t}\) new bits into an uplink buffer \(Q_{k,t}^u\). As it will be clarified later on, \(A_{k,t}\) will be optimized online to achieve the maximum sum-rate of duration \(\tau\), every device \(k\) possibly transmits data, buffered in previous slots, with data rate \(R_{k,t}^u\).

Thus, the uplink queue evolves as follows:

\[
Q_{k,t+1} = \max \left(0, Q_{k,t}^u - \tau R_{k,t}^u + A_{k,t}\right), \quad \forall k, \quad t
\]

The data transmitted by the end devices join a remote queue \(Q_{k,t}^m\), \(k = 1, \ldots, K\), which is then drained by computing the tasks. Therefore, denoting by \(J_k\) the number of bits computed by each CPU cycle, the queue evolution can be written as:

\[
Q_{k,t+1}^m = \max \left(0, Q_{k,t+1}^m - \tau f_{k,t} J_k + \min(\tau R_{k,t}^u, Q_{k,t}^u)\right), \quad \forall k, \quad t \geq 1
\]

where \(f_{k,t}\) is the CPU frequency dedicated to device \(k\) during slot \(t\), which comes from the (optimized) MEH scheduling.

#### A. Average E2E delay

The simple queueing system described above is very useful to characterize the first two KPIs of our study: the average sum-rate and the E2E delay of computation offloading, measured as the time elapsed from the generation of new arrivals, until their computation at the MEH. Specifically, let us recall that a queueing system is stationary if all queues are stable, i.e. their long-term average is bounded. In particular, denoting by \(\overline{Q}_k^u\), \(\overline{Q}_k^m\) the long-term average of the involved queues (cf. (1)), the stability of the system is formalized as follows:

\[
\overline{Q}_k^u < \infty, \quad \forall k; \quad \overline{Q}_k^m < \infty, \quad \forall k.
\]
D. The EMF exposure as a Key Value Indicator

As already mentioned, none of the previous works on dynamic computation offloading considered the EMF exposure. Inspired by [13], where only communication aspects are tackled, let us consider a generic area populated by machines/sensors and humans. The area is divided in pixels as in the upper part of Fig. 1 and, in each pixel, we aim to guarantee a level of exposure below a predefined threshold. Moreover, the threshold can vary across space, due to specific needs or sensitive areas (e.g. with children), where the exposure has to be kept lower (e.g. over the red areas in Fig. 1). To this aim, following ICNIRP recommendations [10], we use the time-average incident power density, a measure that allows us to write the EMF exposure in closed form, given the channel power gains between devices and pixels.

Since we consider the uplink exposure, let us write the total instantaneous power density at time $t$ over pixel $i$ as [21]

$$P_{i,t}^{\text{tot}} = \sum_{k=1}^{K} \frac{4\pi}{\lambda^2} P_{k,t}^{u} h_{k,t}, \quad i \in \mathcal{P}$$  

with $\mathcal{P}$ the set of all pixels, $h_{k,t}$ is the instantaneous channel power gain between device $k$ and pixel $i$, and $\lambda$ is the wavelength. As already mentioned, our aim is to ensure that the long-term average of $P_{i,t}^{\text{tot}}$ does not exceed a threshold:

$$\frac{P_{i,t}^{\text{tot}}}{T} \leq P_{i,t}^{\text{th}}, \quad \forall i \in \mathcal{P}$$  

As an example, ICNIRP recommendation for communications at 2-300 GHz is $P_{d}^{\text{th}} = 10 \text{ W/m}^2$ for the general public, with $P_{d,t}^{u}$ averaged over 30 minutes. However, different values are used in national regulations or in specific conditions. The goal of this paper is to propose a method able to guarantee a predefined constraint. For instance, the mean rate stability and (6), we define a virtual queue guarantee to meet the corresponding constraint. For instance, the mean rate stability with $\epsilon > 0$ is a step size. The role of the virtual queue is simple and intuitive: since $Y_{k,t}$ grows if the power constraint is instantaneously violated, and decreases otherwise, thus capturing the behavior of the system in terms of constraint violations. Similarly, for the MEH power consumption (cf. (6)), we define a virtual queue $H_{t}$ evolving as follows (cf. (6)):

$$Y_{k,t+1} = \max\left\{0, Y_{k,t} + \epsilon_y \left( P_{k,t}^{u} - P_{k}^{th} \right) \right\}, \quad \forall k, \quad (10)$$

where $\epsilon_y > 0$ is a step size. The role of the virtual queue is simple and intuitive: since $Y_{k,t}$ grows if the power constraint is instantaneously violated, and decreases otherwise, thus capturing the behavior of the system in terms of constraint violations. Similarly, for the MEH power consumption (cf. (6)), we define a virtual queue $H_{t}$ evolving as:

$$H_{t+1} = \max\left\{0, H_{t} + \epsilon_h \left( P_{c,t}^{u} - P_{c}^{th} \right) \right\}, \quad (11)$$

with $\epsilon_h > 0$. Finally, for constraint (6), we define, for each pixel, a virtual queue $Z_{i,t}, i \in \mathcal{P}$ evolving as:

$$Z_{i,t+1} = \max\left\{0, Z_{i,t} + \epsilon_z \left( P_{i,t}^{\text{tot}} - P_{i,t}^{\text{th}} \right) \right\}, \quad (12)$$

with $\epsilon_z > 0$. From [22], we know that the mean rate stability of a virtual queue guarantees to meet the corresponding constraint. For instance, the mean rate stability of $Z_{i,t}, \forall i \in \mathcal{P}$ would ensure the EMF exposure limit. Therefore, our problem is to guarantee physical and virtual queues’ stability (cf. (6)). To this

\footnote{For a virtual queue $G_{t}$, it is defined as $\lim_{T \to \infty} E\{G_{T}/T\} = 0$}
aim, letting $\Theta_t = [(Q_{k,t}^u)^t_k, (Q_{k,t}^m)_k, \{Y_{k,t}\}_k, H_t, \{Z_{i,t}\}_i]$, we define the Lyapunov function as follows [22]:

$$L(\Theta_t) = \frac{1}{2} \left[ \sum_{k=1}^K ((Q_{k,t}^u)^2 + (Q_{k,t}^m)^2 + Y_{k,t}^2) \right. \\
\left. + H_t^2 + \sum_{i \in P} Z_{i,t}^2 \right],$$  

(13)

which is a measure of the overall congestion state of the system in terms of both physical and virtual queues. Based on (15), we can define the drift-plus-penalty (DPP) function:

$$\Delta_{p,t} = \mathbb{E} \left\{ L(\Theta_{t+1}) - L(\Theta_t) - V \sum_{k=1}^K A_{k,t} \left| \Theta_t \right\} \right\}.$$  

(14)

The DPP in (14) represents the conditional expected change of the Lyapunov function over one slot, with a penalty factor, weighted with parameter $V$, assigning more or less priority to queue backlogs. Interestingly, if the DPP is upper bounded by a finite constant for each time slot, the stability of the physical and virtual queues is guaranteed, thus guaranteeing constraints (5), (9), and finite delay (cf. (5)). Then, to push the network towards low congestion states, we proceed by minimizing a suitable upper bound of (14) [22], which in this case reads as

$$\Delta_{p,t} \leq \zeta + \mathbb{E} \left\{ \sum_{k=1}^K \left[ (Q_{k,t}^u)(A_{k,t} - \tau R_{k,t}^u) + Q_{k,t}^m (\tau R_{k,t}^u - f_{k,t} - I_k) + \epsilon_y Y_{k,t} (p_{k,t}^u - p_{k,t}^b) \right] \\
+ \sum_{i \in P} \epsilon_i Z_{i,t} \left( p_{i,t}^u - p_{i,t}^b \right) + \epsilon_K H_t (p_{c,t} - p_{c}^b) \right\} - V \sum_{k=1}^K A_{k,t} \left| \Theta_t \right\}.$$  

(15)

where $\zeta$ is a constant omitted due to the lack of space, as well as the derivations leading to (15), which directly follow from [22], using the following two inequalities: For a generic physical queue evolving as $Q_{t+1}^u = \max(0, Q_t^u - b) + A$, we can write $Q_{t+1}^u - Q_t^u \leq A^2 + b^2 + 2Q(A - b)$; for a generic virtual queue $G_{t+1}^u = \max(0, G_t + g_t - \gamma)$, we can write $G_{t+1}^u - G_t^u \leq (g_t^{\max} - \gamma)^2 + 2G_t^u (g_t - \gamma)$ where $g_t^{\max}$ is the instantaneous finite maximum value attainable by $g_t$, bounded by hypothesis. In particular, instantaneous power consumption and EMF exposure are clearly bounded by a finite constant. As in [18], [19], [22] and based on stochastic optimization arguments, minimizing (15) in each time slot theoretically leads to system stability under the assumption of i.i.d channel realization over consecutive time slots. Moreover, the optimal solution of (9) (i.e. the maximum system sum-rate) is asymptotically achieved as the Lyapunov parameter $V$ increases, with the cost of increased average delay and convergence time [22]. In particular, the strategy that minimizes (15) in each time slot achieve a $[O(1/V), O(V)]$ performance-delay trade-off, i.e. the distance between the value obtained by the online strategy and the optimal value of (9) decreases as $O(1/V)$, with a cost of $O(V)$ increased upper bound on queue backlogs (i.e. delay and convergence time). More details follow from the theoretical results in [18], [19], [22], and are omitted due to the lack of space. Now, let us notice that, once the problem is cast in a per slot fashion, the flow control (i.e. data arrivals), uplink radio resource allocation, and CPU scheduling at the MEH, are decoupled into three independent sub-problems, which we present in the following, along with their respective solutions. Due to the lack of space, the derivations of the solutions will be summarized, but mainly come from simple mathematical manipulations involving classical convex optimization arguments that we will briefly recall [23]. Note that the solutions of the following problems require the instantaneous knowledge of wireless channels, as well as physical and virtual queues’ states. We assume them to be centrally solved by the MEH, although distributed implementations that go beyond the scope of this paper can be envisioned.

**B. Flow control sub-problem**

The flow control problem involves the data arrivals (i.e. $A_{k,t}, \forall k$) and is formulated as follows at time slot $t$:

$$\min \left\{ \sum_{k=1}^K (Q_{k,t}^m - V) A_{k,t} \left| \forall k \leq A_{k,t}^{\max} \right. \\
\text{s.t. } 0 \leq A_{k,t} \leq A_{k,t}^{\max} \right\}.$$  

(16)

Problem (16) is linear and admits the following straightforward simple closed-form solution for the optimal value $A_{k,t}^{\max}$:

$$A_{k,t}^{\max} = A_{k,t}^{\max} - 1 \{ Q_{k,t}^m \leq V \}, \forall k$$

where $1\{\cdot\}$ denotes the indicator function.

**C. Uplink Radio Resource Allocation sub-problem**

The uplink resource allocation problem aims at optimizing the transmit power of each device, and is formulated as

$$\min \left\{ \sum_{k=1}^K \left( Q_{k,t}^m - Q_{k,t}^u \right) \tau B_{k,t} \log_2 \left( \frac{1 + h_{k,t}^u p_{k,t}^u}{N_0 B_{k,t}} \right) \\
+ \sum_{i \in P} \epsilon_i Z_{i,t} \sum_{k=1}^K \frac{A_{k,t}}{p_{k,t}^u} h_{k,t}^i + \sum_{k=1}^K \epsilon_y Y_{k,t} p_{k,t}^u \left| \sum_{k=1}^K A_{k,t} \left| \Theta_t \right\} \right\}.$$  

(17)

Assuming the bandwidth to be assigned, the above problem can be decoupled among different users. Once decoupled, for a generic user $k$ let us notice that, if $Q_{k,t}^u \leq Q_{k,t}^m$, all terms in (17) are monotone non-decreasing functions of $p_{k,t}^u$. Therefore, the optimal solution for the devices having $Q_{k,t}^u \leq Q_{k,t}^m$ is $p_{k,t}^u = 0$. For all other devices, the problem is strictly convex. Therefore, the optimal solution can be found in closed-form by solving the Karush-Kuhn-Tucker (KKT) conditions [23] (omitted due to the lack of space), and is:

$$p_{k,t}^u = \left[ \sigma_{k,t}^u - \frac{N_0 B_{k,t}^u}{h_{k,t}^u} \right] p_{k,t}^{\max}, \forall k : Q_{k,t}^m > Q_{k,t}^u,$$

where

$$\sigma_{k,t}^u = \frac{\tau \left( Q_{k,t}^m - Q_{k,t}^u \right) B_{k,t}}{\ln(2) \sum_{i \in P} 4\pi \epsilon_i Z_{i,t} h_{k,t}^i + \epsilon_y Y_{k,t}}.$$  

Besides its theoretical mathematical derivation, this solution is also intuitive: if the local queue of device $k$ grows compared to its computation queue, device $k$ increases the transmit power to drain it; at the same time, if the virtual queues $Z_{i,t}$ and/or $Y_{k,t}$ grow, the transmit power is reduced to meet the long-term power and exposure constraints. Finally, the transmit power increases as $h_{k,t}^u$ increases, to exploit good radio channel conditions when transmitting to efficiently drain local queues. Let us notice that, even though for
Algorithm 1 Energy efficient EMF-aware comp. offloading

Input: \{Y_{k,t}\}_{k=1}^{K}, \{Z_{i,t}\}, H_0, \{Q_{k,t}\}_{k=1}^{K}, \{Q_{k,0}\}_{k=1}^{K}.
In each time slot, observe \(Q_{k,t}^m, r_{k,t}, Z_{i,t}, Y_{k,t}, \forall k, i, H_t\);

S1. Observe \(h_{k,t}^m, \forall k, \) and find \(A_{x,t}^m\) and \(p_{k,t}^m\), as in Sections III-B and III-C respectively;

S2. Find \(f_s^m(t)\) and \(\{f_s^m(t)\}\), as in Section III-D;

S3. Update all queues as in (2), (3), (10), (11), (12).

simplicity we assumed the bandwidth to be assigned a priori, for all devices transmitting at time \(t\), the objective function of (17) is convex also on \(B_{k,t}^m\), making it suitable to optimize the spectrum allocation under the same optimization framework.

D. Computation Resource Allocation sub-problem

For the CPU scheduling at the MEH, from (15), the subproblem is cast as follows:

\[
\min_{f_s,t,(f_k,t)_k} \epsilon_k H_i \kappa (f_s, t)^3 - \sum_{k=1}^{K} Q_{k, t}^m \tau f_k, t J_k
\]

subject to \(a) f_s, t \in F; \quad b) f_k, t \leq \min \left( f_s, t, \frac{Q_{k, t}}{J_k} \right) \)

\(c) f_k, t \geq 0, \forall k, t \quad d) \sum_{k=1}^{K} f_k, t \leq f_s, t, \forall t, \)

where, for efficiency purposes, we added constraint \(b)\) to ensure that each user cannot be assigned a clock frequency higher than the one necessary to empty the queue. Problem (18) is a mixed integer non-linear program. However, For a fixed \(f_s^* \in F\), it is linear in \(\{f_k, t\}_{k=1}^{K}\), and the optimal frequencies can be found using a simple procedure (requiring at most \(K\) steps) that iteratively assigns largest portions of \(f_s^*\) to the devices with largest values of \(Q_{k, t}^m\), as also proved in [3], [8]. In the case a device’s queue is completely drained, the remaining devices are allocated the available frequency until no frequency is left or all devices are served. Then, letting \(\{f_{k, t}^m(\delta, s, t)\}\) be the optimal frequencies assigned to the devices for each \(f_s^* \in F\), the optimal \(f_s^*\) is

\[f_{s, t}^* = \arg \min_{f_s, t \in F} \sum_{k=1}^{K} Q_{k, t}^m \tau f_k, t (f_s, t) + \epsilon_k H_i \kappa (f_s, t)^3,\]

which involves \(|F|\) evaluations of the objective function in (18). Finally, the overall procedure for Energy-efficient EMF-aware computation offloading is summarized in Algorithm 1.

IV. NUMERICAL RESULTS

For the numerical results, we consider an AP located at the center of a squared area of side \(15\) m, operating at \(f_0 = 3.5\) GHz, with a total available bandwidth of \(20\) MHz, equally shared among all devices. Around the AP, in the same area, we consider 100 sensors uniformly randomly distributed in space, and transmitting with a maximum power \(p_k^\text{max} = 20\) dBm. Also, we assume a noise power spectral density \(N_0 = -174\) dBm/Hz. The path-loss model is taken from [24], considering a dense factory plant. A Rayleigh fading with unit variance and coherence time equal to the slot duration \(\tau = 5\) ms is assumed, while \(A_{x, t}^\text{max} = \tau B_{k,t}^\text{max}\) (cf. constraint (a) of (9)). At the MEH side, the CPU clock frequency can be selected from the discrete set \(F = \{0, 0.1, 0.2, \ldots, 1\} \times f_{s, t}^\text{max}\), with \(f_{s, t}^\text{max} = 4.5\) GHz. The effective switched capacitance of the processor is set to \(\kappa = 10^{-27}\). We use conversion factor

\[J_k = 10^{-k}, \forall k\] (cf. (3)). The area around the AP is divided into 1 m\(^2\) pixels. All results are averaged for 2000 slots and over 100 different realizations of devices’ positions.

Rate-exposure-energy-delay trade-off: As numerical results, we show the trade-off between sum-rate, EMF exposure, power consumption, and the E2E delay of the offloading service. We present three cases: i) Unconstrained: No limits on power and EMF are imposed, i.e. no virtual queues are used (cf. (12), (10), (11)), but only physical queues (cf. (2), (3)) for system stability. Therefore, this is the solution achieving the highest possible sum-rate, and represents our benchmark for the second setting; ii) Constrained: Constraints on EMF exposure over the space and power consumption (including sensors and MEH) are imposed, thanks to physical and virtual queues stability; iii) Constrained (no MEH power constraint): Constraints on EMF exposure over the space and power consumption (including only sensors) are imposed. Let us show the results in Fig. 2 first with focus on the unconstrained setting, represented by the blue curve in all plots. In particular, Fig. 2a shows the EMF exposure as a function of the average sum-rate, obtained by increasing the Lyapunov parameter \(V\) (cf. (14)) from left to right. As it is also clear from Fig. 2b we tuned \(V\) to achieve similar E2E delay in the three cases, with a maximum value around 50 ms. We can notice how, by increasing the average sum-rate, the EMF exposure increases as expected in the unconstrained setting, up to a maximum value around 90 mW/m\(^2\), corresponding to the maximum average sum-rate (around 450 Mb/s). At the same time, in Fig. 2b we show the average device and MEH power consumption as a function of the average sum-rate. Again, by increasing the sum-rate, the average power consumption of both devices and MEH show an increasing behaviour towards its maximum value (100 mW and 90 W, respectively), corresponding again to the maximum average sum-rate on the abscissa. Finally, in Fig. 2c we show the average E2E delay (cf. (5)) as a function of the average sum-rate, showing its monotone increasing behaviour as expected by the theory (\(O(1/V), \langle V \rangle\) trade-off). Now that the unconstrained results have been described, let us focus on the constrained case, represented by the red curve in all plots. In particular, we impose: i) An EMF exposure threshold \(p_k^\text{th} = 40\) mW/m\(^2\), represented by the black dashed horizontal line in Fig. 2a; ii) An MEH average power threshold \(p_k^\text{th} = 45\) W, and a device average power threshold \(p_k^\text{th} = 50\) mW, represented by the black dashed lines in Fig. 2b. First of all, we can notice how the online method is able to guarantee all the required constraints, in terms of exposure and power consumption, as also guaranteed by the theoretical arguments in Section III-A. Moreover, EMF and sensor power consumption values are strictly lower than the thresholds, while the MEH power consumption approaches the desired threshold. This result suggests that the system sum-rate (around 350 Mbps in this case) is limited by the MEH in this setting. To validate this conclusion, we run the same simulation, removing the MEH power constraint, thus achieving the result represented by the green curve in all plots. As expected, since the system is limited by the MEH capacity in the previous case, by removing this constraint, the method is able to guarantee sensor power
consumption and EMF constraints, without degrading the performance in terms of sum-rate and E2E delay, as visible in Fig. 2. Therefore, we can conclude that our method is able to strike the best trade-off between average sum-rate, power consumption, EMF exposure and delay. Also, depending on the limiting capacity (computation or wireless), the method can dramatically reduce individual power consumption and/or EMF exposure, with negligible impact on network performance. More results involving different combinations of constraints are omitted due to the lack of space, but are foreseen for future investigations.

V. CONCLUSIONS

In this paper, we proposed an online algorithm to jointly optimize radio and computing resources for computation offloading purposes, to maximize the average sum-rate of offloaded data under EMF exposure and network power constraints, involving multiple end devices and an MEH. Our method does not require any prior knowledge of wireless channel statistics, and comes with theoretical guarantees on stability, exposure and power constraints, as well as on the asymptotic optimality of the solution in terms of average sum-rate. Besides the theoretical analysis, numerical results show the effectiveness of our method in striking the best trade-off between sum-rate, power consumption, EMF exposure, and service E2E delay. Future work includes multi-cell investigations with interference, directive communications, downlink communications and AP power consumption.
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