Argumentation Mining in Scientific Literature for Sustainable Development

Aris Fergadis\textsuperscript{1,2(\Envelope)}, Dimitris Pappas\textsuperscript{2}, Antonia Karamolegkou\textsuperscript{2}, and Haris Papageorgiou\textsuperscript{2}

\textsuperscript{1}School of Electrical and Computer Engineering, National Technical University of Athens
\textsuperscript{2}Athena Research and Innovation Center
aris.fergadis@athenarc.gr

Abstract

Science, technology and innovation (STI) policies have evolved in the past decade. We are now progressing towards policies that are more aligned with sustainable development through integrating social, economic and environmental dimensions. In this new policy environment, the need to keep track of innovation from its conception in Science and Research has emerged. Argumentation mining, an interdisciplinary NLP field, gives rise to the required technologies. In this study, we present the first STI-driven multidisciplinary corpus of scientific abstracts annotated for argumentative units (AUs) on the sustainable development goals (SDGs) set by the United Nations (UN). AUs are the sentences conveying the Claim(s) reported in the author’s original research and the Evidence provided for support. We also present a set of strong, BERT-based neural baselines achieving an f1-score of 70.0 for Claim and 62.4 for Evidence identification evaluated with 10-fold cross-validation. To demonstrate the effectiveness of our models, we experiment with different test sets showing comparable performance across various SDG policy domains. Our dataset and models are publicly available for research purposes\textsuperscript{1}.

1 Introduction

Arguments are the fundamental building blocks (i.e., groups of statements) in the reasoning path from assumptions to conclusions. Argumentation mining (AM\textsuperscript{2}) is becoming increasingly a popular topic that addresses the issue of converting unstructured text into structured argument data (Green et al., 2014; Cardie et al., 2015; Reed, 2016; Habernal et al., 2017; Slonim and Aharonov, 2018; Stein and Wachsmuth, 2019).

AM datasets have been developed in various domains such as legal collections (Mochales and Ieven, 2009; Savelka and Ashley, 2016; Yamada et al., 2017), political debate fora (Walker et al., 2012; Abbott et al., 2016), persuasive essays (Stab and Gurevych, 2014; Carlile et al., 2018), biomedical publications (Wilbur et al., 2006; Blake, 2010; Achakulvisut et al., 2019; Mayer et al., 2020), newspapers, blogs, and the social web (Goudas et al., 2015; Kiesel et al., 2015; Habernal and Gurevych, 2017).

These datasets facilitate practical applications of argumentation mining such as supporting sense-making (Schneider, 2014), practical reasoning (Walton, 2015), argument retrieval (Rastegar-Mojarad et al., 2016), sentiment analysis (Liu et al., 2017), and claim verification (Thorne et al., 2018; Wadden et al., 2020). We present a novel AM framework streamlining evidence-informed policy making.

The Resolution adopted by the UN General Assembly on 25th of September 2015\textsuperscript{3} set 17 interlinked SDGs and 169 targets to “...stimulate action over the next 15 years in areas of critical importance for humanity and the planet”. In this context, policy makers and public administrators seek evidence-based scientific claims assisting the formulation of optimal STI policy for achieving

\textsuperscript{1}https://github.com/afergadis/SciARK
\textsuperscript{2}Both argument and argumentation mining terms are used in the literature.
\textsuperscript{3}https://undocs.org/A/RES/70/1
the sustainable path of development. To this end, we construct SciARK, a novel multidisciplinary dataset with abstracts of scientific publications related to six Sustainable Development Goals (SDGs) of the United Nations (UN). SciARK abstracts are annotated for their Argument Units, i.e., sentences in which the authors state their Claims and the Evidence to support them. We present such an example in Figure 1.

The term Claim in SciARK refers to the main findings reported in the authors’ original research and usually coincides with the conclusions. In addition, we use the term Evidence for the sentences that refer to particular kinds of arguments, such as those based on observations, factual findings, statistics, experimental tests or other scientific findings. Implicitly, all the relations are Supporting, and we justify our decision in Section 3.1. We develop end-to-end neural baselines on SciARK, showing that all baselines can benefit from training on a diverse set of SDG policy domains. The major contributions of this paper can be summarised as follows:

1. We introduce a novel STI-driven multidisciplinary dataset with argumentation annotation. The dataset covers six of the 17 Sustainable Development Goals of United Nations covering a wide range of sustainability aspects, from Climate to Clean Energy to Health and well-being to Gender equality and responsible consumption and production.

2. We formalise and develop an annotation protocol assuring quality by accounting for different groups of annotators curating publications in different domains.

3. We interpret the magnitude of inter-annotator agreement following the Cumulative Probability approach (Gwet, 2014), instead of a simple scale matching.

4. We provide three strong modern deep learning baselines addressing the claim/evidence extraction as a classification task, showing their effectiveness in a diverse set of sustainability domains.

5. We demonstrate the capacity of our models and dataset in tackling unseen SDG domains.

Compared to previous domain-specific approaches, our best model can handle snippets of claims and evidence in a broad spectrum of SDG domains.

2 Related Work

A large number of annotated datasets has been released for argumentation mining in various domains (Lawrence and Reed, 2019). Many researchers approach the claim annotation task under the prism of functional roles (Blake, 2010; Alamri and Stevenson, 2016) or ownership (Lauscher et al., 2018; Mayer et al., 2020). Evidence annotation has analogous categorisation, ranging from its strength (Wilbur et al., 2006; Shatkay et al., 2008) to reproduction and generalisation (Mayer et al., 2018). However, it is not always possible to apply these fine-grained differentiations to other domains.

Recently, researchers employed argumentative schemes that incorporate both argumentative units and their relationships. The most common argumentative relationships employed are the “support” and “attack” ones (Peldszus and Stede, 2013; Mayer et al., 2020). Researchers also adapt additional relation types from Rhetorical Structure Theory (Mann and Thompson, 1988) such as “semantically same” (Lauscher et al., 2018), “detail”, “sequence” (Kirschner et al., 2015), and “additional” (Accuosto and Saggion, 2019). Although those fine-grained relation types are of great value, their presence in the context of a scientific abstract is limited.

The most recent methods for the AU classification task leverage neural networks architectures. A common architecture is the one comprising a BiLSTM layer followed by a CRF layer for sequence tagging (Achakulvisut et al., 2019; Accuosto and Saggion, 2019). Mayer et al. (2020) evaluate many different neural network models and shows that those based on Transformers have better performance on the AU extraction and the relation classification tasks. The before mentioned models classify sequences of words within a AU ignoring the context before and after the AU. We experiment with Transformers and BiLSTM layers taking advantage of the context of AUs.

Most of the datasets based on scientific literature are domain specific with strong emphasis on the biomedical domain (Blake, 2010; Alamri and Stevenson, 2016; Achakulvisut et al., 2019; Mayer et al., 2020). Other domains are educa-
tion (Kirschner et al., 2015), computer graphics (Lauscher et al., 2018), and computational linguistics (Accuosto and Saggion, 2019). SciARK, as a multidisciplinary dataset, includes abstract from biomedical, social, environmental and other domains.

3 Corpus

3.1 Annotation Schema

A popular schema in argumentation mining application is Toulmin’s model (Lytos et al., 2019). Toulmin (1958) defines the functional roles of datum, claim, warrant, backing, qualifiers, and rebuttal. We use a subset of functional roles, comprising datum and claim, as a scheme for annotating our corpus (Lauscher et al., 2018; Stede and Schneider, 2019).

Arguments due to their pragmatic nature can be expressed by a variety of forms and linguistic cues. This is why there have been efforts to classify the two basic argument components, claim and evidence, into further categories. Blake (2010) introduced a Claim Framework distinguishing five claim categories, but they found that the majority of the claims in a corpus of scientific publications were explicit claims. Similarly, Mayer et al. (2018) suggest fine-grained evidence categories, but they do not use those in their extended dataset (Mayer et al., 2020). Regarding argument relations, there have been also attempts to distinguish them into supporting and attacking. However, Accuosto and Saggion (2019) did not found any attack relation in 60 abstracts of the SciDTB corpus (Yang and Li, 2018). Also, Lauscher et al. (2018) and Mayer et al. (2020) found that the number of attacking relations in full papers and abstracts is relatively low.

Based on the reported studies and the context of our corpus, we choose to keep our annotation schema simple. We focus on the kernel of an argument that is the Evidence and the Claim without further categorisation. Our argumentative units are sentences, a decision following Kirschner et al. (2015), and supported by Accuosto and Saggion (2019) that report 93% of argumentative units in their corpus coincide with the boundaries of the sentences. Implicitly, a supportive relation holds between Evidence and Claim.

In SciARK, we define Argument, Claim and Evidence, in the context of scientific abstract, as follows:

**Argument:** a set of statements with two different categories: Claim and Evidence.

**Claim:** an argumentative statement that reports the study findings and derives from the author’s original work.

**Evidence:** statement that reports observations, statistical findings, and experimental results used to support a claim.

3.2 Data Collection

Our dataset is the first one that connects Policy Targets and Scientific Literature. In SDGs, we find specific targets defined by policymakers to deliver a more sustainable, prosperous and peaceful global future. We collect (a small part of) the scientific literature that provides scientific arguments related to real policy targets. To formulate the policy targets, we leverage the definition of the SDG targets and their indicators as keyterms (Duran-Silva et al., 2019) for searching in publisher’s portals and scientific literature search engines (e.g., PubMed, Semantic Scholar etc.). The keyterms we use are from the SDGs 3 (good health and well-being), 5 (gender equality), 7 (affordable and clean energy), 10 (reduce inequalities), 12 (responsible consumption and production), and 13 (climate action). Examples of such keywords are: (Neonatal OR Maternal) Mortality, Female Genital Mutilation, Clean (Fuels OR Fossil-Fuel Technology), (Climate OR Natural Disaster) Resilience, etc.

We use the term **domain** to group abstracts under policy targets as described in SDGs targets. So, all the abstracts we gather using keyterms from the SDG5 targets, form the SDG5 policy domain, and so on. In Table 1, we present the number of abstracts collected per policy domain.

| SDG  | Annotators | Abstracts |
|------|------------|-----------|
| 3    | 6          | 300       |
| 5    | 5          | 255       |
| 7    | 3\(^a\)    | 61        |
| 10   | 3\(^a\)    | 70        |
| 12   | 3\(^a\)    | 52        |
| 13   | 6          | 262       |

**Total:** 20 1000

\(^a\) The same annotators in SDGs 7, 10 and 12.

Table 1: Number of annotators and annotated abstracts grouped by SDG policy domain.
3.3 Exploratory Data Analysis

SciARK consists of 1,000 abstracts with 12,374 sentences, 1,202 sentences annotated as Claim and 1,915 annotated as Evidence. On average, per abstract, 1.2 sentences are annotated as Claim and 1.92 sentences as Evidence.

To investigate the position of the Claim and Evidence categories within the abstracts, we calculate the relative position for each sentence. The first sentence is in relative position 0 and the last in position 1. Figure 2 depicts the positions of the categories displaying the histograms of the two argumentative units. A Claim is located mainly in the last sentences. Specifically, about 40% of the total claims are in the last sentence and about 80% in the [0.9−1] range. That is expected for scientific abstracts because usually, the claim coincides with the conclusions, which are the last sentences of an abstract.

The Evidence category lies in the middle to the end of the abstracts. We find the Evidence category in the range [0.8−1] with a percentage of about 33% and about 62% in the range [0.5−0.8] where, usually, we find the results and their analysis. These findings serve as a baseline for SciARK evaluation in Section 5.2.

Figure 2 shows that the most common pattern of the argument structure is the one that Claim follows the Evidence. Table 2 shows the trend on each domain. The main reason that this pattern is almost a rule on SDG3 and SDG5 is that many abstracts are from the biomedical domain. Most of those abstracts follow the IMRAD (Sollaci and Pereira, 2004) or the CONSORT format (Hopewell et al., 2008) that instruct the discussion/conclusions to be at the end of the abstract.

4 Assessing Agreement

4.1 Annotators

The task of annotating such abstract constructs as the argumentative units is quite challenging (Lippi and Torroni, 2016). Also, our multidisciplinary corpus requires experts from a variety of scientific domains, which was beyond our scope. Twenty postgraduate students with background in engineering, economics, and applied sciences, provided annotations (Table 1) in a distributed fashion. The annotators selected the SDGs that were more familiar with and felt more comfortable to work on. Each annotator worked independently on an average of 150 abstracts, and three annotators annotated each abstract. Annotators should categorise all the sentences in an abstract into one of the mutually exclusive categories: Claim, Evidence, or Neither. We used MACE (Hovy et al., 2013) and majority vote between all annotator triplets to get category predictions. The predictions of MACE and the majority vote output were identical.

4.2 Annotator Assessment

In tasks which incorporate a large number of annotators or use crowd-sourcing, one needs to have methods to filter out biased annotators. To assess
Using the simple match to the benchmark, all who systematically disagrees will have all pairwise agreement. The rationale of this metric is that an annotator who works on an SDG. Annotator $\kappa_i$ in SDG3, is a different person than annotator $\kappa_i$ in SDG5. Some rows have empty values because there were fewer than 6 annotators. The table follows the allocation we present in Table 1.

Table 3 shows the values we calculate on our corpus. Each row $\kappa_{ai}$, $i \in [1, 6]$ corresponds to an annotator who worked on an SDG. Annotator $\kappa_{ai}$ in SDG3, is a different person than annotator $\kappa_{ai}$ in SDG5. Some rows have empty values because there were fewer than 6 annotators. The table follows the allocation we present in Table 1.

We expect to capture biased annotations as outliers in the columns of Table 3. Toledo et al. (2019) use the value .35 as a threshold to discard annotators with lower Annotator $\kappa$ values. In our case, all annotators achieve a satisfactory average pair-wise agreement, despite the difficulty of the task and the lack of expertise in every domain.

### 4.3 Inter-Annotator Agreement

Feiss’ $\kappa$ (Fleiss, 1971) was run to estimate the magnitude of agreement between annotators resulting in $\kappa=0.669$ (95% Confidence Interval CI), .658 to .681), Standard Error (SE) .006, $p < .001$.

To further investigate the difficulties of the annotation task, we calculate the level of agreement on each of the three categories computing the individual kappa values. The individual kappas are simply Fleiss’ $\kappa$ calculated for each of the categories separately against all other categories combined. The Claim category has an estimated level of agreement equal to $\kappa_C=.730$ (95% CI , .713 to .746), SE .009, $p < .001$. Agreement for the Evidence category is equal to $\kappa_E=.637$ (95% CI, .622 to .652), SE .008, $p < .001$, and for the Neither category $\kappa_N=.664$ (95% CI, .652 to .676), SE .006, $p < .001$. The results are statistically significant and show an agreement above the agreement expected by chance.

Many benchmark scales (Landis and Koch, 1977; Cicchetti and Sparrow, 1981; Altman, 1990; Regier et al., 2013) aim to interpret the magnitude of agreement using the inter-annotator agreement coefficients. Usually, this is done by simple matching the calculated coefficient value within a benchmark range and report the corresponding interpretation.

However, Gwet (2014) demonstrated that this approach is highly optimistic for the characterisation of the agreement. Thus, Gwet recommends the “Cumulative Probability” approach, a probabilistic process that takes into account the standard error to calculate the likelihood that a coefficient falls into the benchmark range of values. Using the Landis-Koch scale (Landis and Koch, 1977) and the Cumulative Probability approach (Gwet, 2014), we report our interpretation in Table 4. The results indicate that the likelihood of our corpus to fall into the substantial range of values is 88%. Also, the results show that the agreement can be characterised as moderate with a likelihood of 100%. Claim agreement is substantial with a likelihood of 100%, while the Evidence category is harder for the annotators as we have a moderate agreement (only 13% likelihood of substantial agreement).

The Claim category is usually found in the concluding sentences of the abstract. Also, we find strong discourse markers introducing the claim, such as “overall, this study reveals that”, “in conclusion, these findings confirm”, “the data suggest that” etc. The above observations mainly explain the substantial agreement on the Claim category. A source of disagreement is found in sentences in...
which the authors express possibility (may) or opinion (“we propose/suggest/believe”). Our annotation protocol is to avoid annotating such sentences as Claim unless there are no other declarative sentences baring the claim and there are sentences that provide evidence to support the claim. Sentences annotated as Evidence do not have such strong discourse markers as those found for the Claim. For the Evidence category, annotators had to choose mostly between sentences that report experimental results or observations. The instructions to the annotators were to select the minimum number of sentences that provide enough support to the Claim. We pose this restriction to avoid the case to categorise as Evidence every sentence reporting results. The increased number of candidate sentences and the restriction mentioned are the main reasons that explain the level of agreement for the Evidence category.

Finally, the agreement on the Neither category is affected by the Evidence category and is characterised as moderate but with a likelihood of 82% to be substantial. Overall, we show that the strength of agreement in our corpus is moderate above chance and with a very high probability can be characterised as substantial.

## 5 Argumentation Units Classification

### 5.1 Setup

We formulate the argumentation units classification as a Sentence Sequence Tagging task within the context of the abstract. In Figure 3, our SciARK architecture is depicted encompassing three layers: a) the Sentence Encoder, b) Context Encoder, and c) a Fully Connected layer.

The input of the Sentence Encoder is a matrix $A \in \mathbb{R}^{m \times n}$ that represents an abstract $A$ with $m$ sentences of $n$ words each. We set $m = 20$ and $n = 40$, values representing 90% of the corpus in the number of sentences and number of words in a sentence, respectively. In cases where the sentences of an abstract exceed the limit, we truncate the sentences in the beginning. The truncated sentences get the Neither label.

The output is a sentence vector $s \in \mathbb{R}^d$, where $d$ is the output dimensionality of the layer. A Context Encoder layer updates each sentence vector $s$ utilising the context, before and after, each sentence to a new vector $s' \in \mathbb{R}^{d'}$. Finally, a Fully Connected layer classifies each sentence as Evidence, Claim, or Neither.

We implement the architecture in Figure 3 as a SciBERT - BiLSTM model. The uncased version of the SciBERT (Beltagy et al., 2019) model serves as a Sentence Encoder. We use the [CLS] token of each sentence from the SciBERT, a sentence vector $s \in \mathbb{R}^{728}$, as input to the Context Encoder. To implement the Context Encoder layer, we use a bidirectional LSTM. We set the LSTM layer size to 64 with 0.3 forward and backward dropout. The values were selected by testing all the combinations of the following hyper-parameters: LSTM units 32, 64 and 128, forward and backward dropout 0.1, 0.3 and 0.5. Thus, the output of the Context Encoder is a vector $s' \in \mathbb{R}^{128}$. Also, we experiment by replacing the SciBERT with an uncased BERT-base model (Devlin et al., 2018) keeping the same hyper-parameters.

As a last variation in our architecture, we replace SciBERT with a BiLSTM. The Sentence Encoder BiLSTM layer encodes the word embeddings of a sentence to a sentence vector using attention. As word embeddings, we use 200-dimensional pre-trained Glove embeddings\footnote{https://nlp.stanford.edu/data/glove.6B.zip} (Pennington et al., 2014) with Gaussian noise sampled from a zero-mean distribution with $\sigma = 0.1$. The LSTM layer
Table 5: The baseline and the performance of neural network models on SciARK calculated with 10-fold cross-validation.

| Model                  | P   | R   | F   | P   | R   | F   |
|------------------------|-----|-----|-----|-----|-----|-----|
| Baseline               | 42.2| 72.8| 53.3| 38.5| 77.5| 51.4|
| Mayer et al. (2020)    | 65.2| 56.8| 60.5| 56.7| 56.7| 56.7|
| SciBERT                | 69.7| 47.8| 55.9| 55.9| 57.0| 56.0|
| BiLSTM - BiLSTM        | 66.2| 56.2| 58.3| 57.0| 51.5| 38.5|
| BERT - BiLSTM          | 69.6| 65.8| 67.3| 62.6| 57.5| 59.2|
| SciBERT - BiLSTM       | 73.5| 67.3| 70.0| 62.4| 62.8| 62.4|

Table 6: Confusion matrix of the predictions by the SciBERT - BiLSTM model.

| Prediction | Claim     | Evidence | Neither   |
|------------|-----------|----------|-----------|
| Claim      | 807 (67.1%) | 84 (7%)  | 311 (25.9%)  |
| Evidence   | 58 (3%)    | 1203 (62.8%) | 654 (34.2%) |
| Neither    | 238 (3%)   | 647 (7%)  | 8372 (90%)  |

From the neural network models, the SciBERT - BiLSTM model has the most balanced performance with the highest f1-score in both categories and the best precision on the Claim category. Also, the results highlight the contribution of the Context Encoder comparing to the plain Sentence Encoder (SciBERT). The model of Mayer et al. (2020) does not seem to benefit from the CRF layer because the classification spans are sentences and their model does not utilise the context before and after the classified sentence.

In Table 6 we present the confusion matrix with the predictions of the SciBERT - BiLSTM model. The results show that the model has a good discrimination between the two argumentative categories. Most misclassified Claim and Evidence sentences get the Neither category. The results overall are very promising taking into account the conceptual difficulty of the task and the variety of the policy domains in the dataset.

5.3 Generalising to New Policy Domains

We utilise the multidisciplinary characteristic of our dataset to experiment on a cross-domain task, holding successively one SDG policy domain exclusively as a test set, similarly to Stab et al. (2018). With this experiment, we expect to get results showing that models benefit from the diversity of the dataset and generalise to new policy domains, comparing with a fixed one. We use AbstRCT (Mayer et al., 2020), a corpus of randomised control trials, as a fixed dataset that is comparable to the size of our dataset, is on scientific abstracts and has Claim and Evidence annotations.

The experiment has two phases. On the first one, the SciBERT-BiLSTM model is trained on the five of the SDG domains and is tested on the sixth. On the second one, the model is trained on AbstRCT and successively tested on each SDG domain.

In Figure 4 we present our results on the Claim and Evidence identification. The results clearly show that the model has better scores with the
SciARK dataset. The imbalance of the dataset (Table 1), the different argument structure (Table 2), and the domains distinct characteristics are the main reasons that explain the variability of the results.

6 Discussion

In this section, we discuss some of the erroneous predictions of our model. All possible misclassifications are: Neither to Claim/Evidence, Claim to Evidence/Neither, and Evidence to Claim/Neither. In Table 7 we present at least one misclassification, from each combination, in their context in order to better understand the type of errors.

A common source of errors, for both argumentation categories, are the discourse markers discussed in Section 4.3. The example sentences 2, 6 and 10 have common claim discourse markers but in the context of those abstracts, other sentences bare the author’s claim. Another source of errors are when the authors express possibility (may) or opinion (“we propose/suggest/beleive”). Annotators should categorise those sentences as Claim if there is no other declarative one that has a claim. Two examples of such sentences that the model predicted as Claim, are 12 and 15.

The model selects sentences for the Evidence category mainly from those that report results. However, as we mentioned in Section 4.3, the instruction to the annotators was to select the minimum sentences that support the claim. Following the instruction, annotators find that sentences 1, 4 and 8 are surplus. However, the model predicted those as Evidence because of their position on the abstract and the fact that they report results.

Finally, to highlight the difficulty of the task we discuss abstract #3. Sentence 11 has a claim that “under-five mortality rate is a serious problem”. Although from the general knowledge of our world we recognise the statement as a claim, in the abstract there is no sentence to support it. On the other hand, the claim that “the hazard of under-five mortality has a decreasing pattern in years” is supported by sentence 10.

7 Conclusions

Argumentation mining is a young and gradually maturing research area within computational linguistics. To develop practical applications of importance, we need reliable datasets. In this paper, we describe SciARK, a novel STI-driven multidisciplinary dataset with argumentation annotation on six of the 17 SDGs of the United Nations. Our annotation protocol resulted in a reliable dataset with a significant inter-annotation agreement. We evaluated the dataset on the claim/evidence extraction task using modern deep learning models getting promising results. We also demonstrate the need for multidisciplinary datasets since they could enable models to generalise better on unseen data.
and outperform systems trained on domain-specific data.

SciARK facilitates the development of "Policy Intelligence" by streamlining a big data, STI-driven policy modelling approach, improving human judgement for evidence-informed policy making. Our SciARK framework will be further exploited in adapting policies in the continuously evolving STI landscape, addressing sustainable development.
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