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We give a review of theoretical and experimental results concerning the magnetic susceptibility of the Weyl, Dirac, and nodal-line semimetals. In particular, dependences of the susceptibility on the chemical potential, temperature, and magnitude of the magnetic field are discussed. The presented results show that the specific features of the magnetic susceptibility can serve as a hallmark of the topological semimetals, and hence magnetic measurements can be useful in investigating these materials.
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I. INTRODUCTION

In recent years much attention has been given to the topological Weyl, Dirac, and nodal-line semimetals; see, e.g., recent reviews [1-2] and references therein. In the Weyl semimetals, the electron bands contact at discrete (Weyl) points of the Brillouin zone and disperse linearly in all directions around these critical points. The same type of the band contact occurs in the Dirac semimetals, but the bands are double degenerate in spin, i.e., a Dirac point can be considered as a superposition of two Weyl points in the quasi-momentum space. The chemical potential of electrons in the Weyl and Dirac semimetals is implied to be close to the band-contact energy $\epsilon_d$. In the nodal-line semimetals the conduction and valence bands touch along lines in the Brillouin zone and disperse linearly in directions perpendicular to these lines. It is necessary to emphasize that the contact of the electron energy bands along the lines is the widespread phenomenon in crystals [8-11]. For example, such contacts of the bands occur in graphite [12], beryllium [13, 14], magnesium [14], aluminium [15], LaRhn5 [16]. However, the degeneracy energy of the bands, $\epsilon_d$, is not constant along such lines, and the $\epsilon_d$ varies in a finite interval between its minimum $\epsilon_{min}$ and maximum $\epsilon_{max}$ values, reaching at certain points of the line. A crystal with the band-contact line can be named the topological semimetal if the difference $\epsilon_{max} - \epsilon_{min} \equiv 2\Delta$ is sufficiently small and if the chemical potential $\zeta$ of the electrons does not lie far away from the mean energy $\epsilon_d \equiv (\epsilon_{max} + \epsilon_{min})/2$ of the line. A number of various Dirac [17-27], Weyl [28-35], and nodal-line semimetals [10, 11, 36-49] were predicted in recent years (see also [50]), and a part of these predictions have already been confirmed experimentally.

It is well known that the topological semimetals are characterized by topologically protected surface states [56, 51, 52], the giant transverse magnetoresistance [21, 53, 54], the nonlocal transport [57, 58], the negative longitudinal magnetoresistance [59, 60], related with the so-called chiral anomaly, the anomalous Hall effect [61], and the quantum oscillations associated with surface Fermi arcs [62, 63]. In this paper we call attention to the specific features of the magnetic susceptibility of electrons in topological semimetals. These features can be considered as one more hallmark of these materials. The specific properties of the susceptibility for the topological semimetals are due to the following: The Weyl and Dirac points, as well as the points of the band-contact lines with the energies $\epsilon_{min}$ and $\epsilon_{max}$, are the points of the electron topological transitions. In other words, if the electron chemical potential $\zeta$, which can vary with doping and crystal deformations, passes through one of the critical energies $\epsilon_d$, $\epsilon_{min}$, $\epsilon_{max}$, the topology of the appropriate Fermi surface changes. However, these Fermi-surface transformations are not the 2-dimensional order topological transitions analyzed by Lifshitz [64]. These transitions have higher orders according to the classification of Ref. [64], and for weak magnetic fields, $\hbar\omega_c < T$, they are accompanied with giant anomalies in the orbital part of the magnetic susceptibility [65]. Here $T$ is the temperature, and $\omega_c$ is the electron cyclotron frequency which determines the spacing $\Delta\epsilon_H$ between the Landau subbands in the magnetic field, $\Delta\epsilon_H = \hbar\omega_c$. At higher magnetic fields, $\hbar\omega_c > T$, the well-known de Haas - van Alphen oscillations of the magnetization appear [65]. However, these oscillations in the topological semimetals are shifted in phase as compared to the usual case discussed by Shoenberg [65]. This shift is essentially associated with nonzero Berry phase generated by the Weyl and Dirac points [66] and by the band-contact lines [67]. With further increase of the magnetic field when $\Delta\epsilon_H$ exceeds not only $T$ but also $|\zeta - \epsilon_d|$ or $|\zeta - \epsilon_{max}|$ (or $|\zeta - \epsilon_{min}|$), the magnetization in this ultra-quantum regime exhibits special dependences on the magnetic field $H$. The types of these dependences are determined by the electron dispersion relations in the vicinity of the Dirac (Weyl) points and of the nodal lines.

The paper is organized as follows: In Sec. II we describe the electron spectra of the Weyl and Dirac semimetals without magnetic field and with applied $H$. In Sec. III these spectra are used in analyzing the electron magnetic susceptibility in the weak and strong magnetic fields. In particular, we consider the feature of de Haas - van Alphen (and Shubnikov - de Haas) oscillations in these semimetals. In Sec. IV the electron spectrum and the magnetic susceptibility of the nodal-line semimetals are discussed. Conclusions are presented in Sec. V.
II. ELECTRON SPECTRUM IN DIRAC AND WEYL SEMIMETALS

A. Spectrum without magnetic field

The Dirac and Weyl semimetals are characterized by a sufficiently strong spin-orbit interaction. With this interaction the most general \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian \( \hat{H} \) for the conduction and valence electron bands in the vicinity of a Dirac point has the form [68]:

\[
\hat{H} = \begin{pmatrix}
\varepsilon_c & R & 0 & S \\
R^* & \varepsilon_v & 0 & -S \\
0 & -S^* & \varepsilon_c & R^* \\
S^* & 0 & \varepsilon_v & \varepsilon_c
\end{pmatrix},
\]

where

\[
\varepsilon_{c,v} = \varepsilon_d + \mathbf{v}_{c,v} \cdot \mathbf{p},
\]

\[
R = \mathbf{r} \cdot \mathbf{p},
\]

\[
S = \mathbf{s} \cdot \mathbf{p},
\]

and the quasi-momentum \( \mathbf{p} \) is measured from the Dirac point; \( \mathbf{v}_{c,v} \) are intraband and \( \mathbf{r} \) and \( \mathbf{s} \) are interband matrix elements of the velocity operator calculated at \( \mathbf{p} = 0 \); the vectors \( \mathbf{v}_{c,v} \) are real, while \( \mathbf{r} \) and \( \mathbf{s} \) are generally complex quantities. In Hamiltonian (1) we have taken into account only the time-reversal symmetry and a twofold spin degeneracy of the electron bands in centrosymmetric crystals. In reality, the electron Hamiltonian for a topological semimetal is even simpler than that given by Eqs. (1), (2) [69, 70] since for the Dirac point to be stable, an additional crystalline symmetry (other than the time-reversal and inversion symmetries) is necessary [71]; see, e.g., the electron spectrum of Na$_3$Bi below.

Diagonalization of the Hamiltonian (1) gives the dispersion relations for the electron bands in the vicinity of the Dirac point:

\[
\varepsilon_{c,v}(\mathbf{p}) = \varepsilon_d + \mathbf{a} \cdot \mathbf{p} + E_{c,v}(\mathbf{p}),
\]

\[
E_{c,v}(\mathbf{p}) = \pm \{ (\mathbf{a}' \mathbf{p})^2 + |R|^2 + |S|^2 \}^{1/2},
\]

where the following notations have been introduced:

\[
\mathbf{a} = (\mathbf{v}_c + \mathbf{v}_v)/2, \quad \mathbf{a}' = (\mathbf{v}_c - \mathbf{v}_v)/2.
\]

Equation (4) shows that \( E_{c,v}^2 \) is a quadratic form in the components of the vector \( \mathbf{p} \). Hereafter we choose the coordinate axes along principal directions of this form. Let \( b_{ii} \) \((i = 1, 2, 3)\) be its principal values, i.e.,

\[
E_{c,v}^2 = b_{11} p_1^2 + b_{22} p_2^2 + b_{33} p_3^2,
\]

where \( b_{ii} \) are expressible in terms of the components of the vectors \( \mathbf{a}' \), \( \mathbf{r} \), \( \mathbf{s} \). The scaling of coordinate axes, \( \bar{p}_i = p_i \sqrt{b_{ii}} \), transforms Eqs. (3), (5) into the form that depends on the constant dimensionless vector \( \mathbf{\bar{a}} \) only:

\[
\varepsilon_{c,v} = \varepsilon_d + \mathbf{\bar{a}} \cdot \bar{\mathbf{p}} \pm |\bar{\mathbf{p}}|,
\]

where its components are defined by \( \bar{a}_i = a_i / \sqrt{b_{ii}} \). The vector \( \mathbf{\bar{a}} \) characterizes a tilt of the spectrum. When the length of \( \mathbf{\bar{a}} \) is less than unity,

\[
\bar{a}^2 = \frac{a_1^2}{b_{11}} + \frac{a_2^2}{b_{22}} + \frac{a_3^2}{b_{33}} < 1,
\]

the dispersion relations \( \varepsilon_{c,v}(\mathbf{p}) \) looks like in Fig. 1a. In this case, at \( \zeta < \varepsilon_d \), the Fermi surface is a hole closed pocket which, at \( \zeta = \varepsilon_d \), shrinks into the point \( \mathbf{p} = 0 \), and at \( \zeta > \varepsilon_d \) a new closed electron Fermi pocket appears, Fig. 1a. Since near \( \varepsilon_d \) a singular part of the electron energy of the crystal is proportional to \( (\zeta - \varepsilon_d)(\zeta - \varepsilon_d)^3 \), the electron topological transition at \( \zeta = \varepsilon_d \) can be named as the 4-order transition according to the classification of Lifshitz [64]. When \( \bar{a}^2 > 1 \), there is always a direction in the \( \mathbf{p} \)-space along which the dispersion relations \( \varepsilon_{c,v}(\mathbf{p}) \) look like in Fig. 1b, and open electron and hole pockets of the Fermi surface exist both at \( \zeta < \varepsilon_d \) and \( \zeta > \varepsilon_d \). Thus, there is no topological transition with changing \( \zeta \) in the case \( \bar{a}^2 > 1 \).

The most general \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian \( \hat{H} \) for the conduction and valence electron bands in the vicinity of a Weyl point has the form:

\[
\hat{H} = (\varepsilon_d + \mathbf{a} \cdot \mathbf{p}) \sigma_0 + (\mathbf{a}' \cdot \mathbf{p}) \sigma_z + (\mathbf{v}^{(1)} \cdot \mathbf{p}) \sigma_x + (\mathbf{v}^{(2)} \cdot \mathbf{p}) \sigma_y.
\]
where $\mathbf{a}$, $\mathbf{a}'$, $\mathbf{v}^{(1)}$, $\mathbf{v}^{(2)}$ are real constant vectors, $\sigma_0$ is the unit matrix, and $\sigma_i$ are the Pauli matrices. In fact, this Hamiltonian coincides with the upper $2 \times 2$ block of Hamiltonian (1) if one defines the complex vector $\mathbf{r}$ in Eq. (2) as follows: $\mathbf{r} = \mathbf{v}^{(1)} - i\mathbf{v}^{(2)}$. Thus, formulas (3)-(5) and the discussion accompanying them refer equally not only to the Dirac points but also to the case of the Weyl points.

It is necessary to emphasize that the parameter $\tilde{a}^2$ specifying the tilt of the spectrum generally differs from zero for the Dirac and Weyl points. For example, such tilted spectra occur in Na$_3$Bi, Cd$_3$As$_2$, WTe$_2$, and in the TaAs family of the semimetals. If $\tilde{a}^2 < 1$, one has a type-I Weyl (Dirac) semimetal, while the case $\tilde{a}^2 > 1$ corresponds to the so-called type-II Weyl (Dirac) semimetals [32]. In particular, the spectrum of Na$_3$Bi in the vicinity of any of its two Dirac points is described by Eqs. (3), (5) with $\mathbf{a} = (0, 0, a_3)$, $a_3 = \pm 2C_1p_c^z/\hbar^2$, $b_{11} = b_{22} = A^2$, $b_{33} = (2M_1p_c^z/\hbar^2)^2$ where $A$, $C_1$, $M_1$, $p_c^z$ are the constant parameters introduced in Refs. [25], the axes 1, 2, and 3 coincide with the crystallographic axes $x$, $y$, $z$, and the two Dirac points lie in the z-axis with the coordinates $p_z = \pm p_c^z$. Then, using the data of Ref. [25], we find $\tilde{a}^2 = (C_1/M_1)^2 \approx 0.68$. In other words, Na$_3$Bi is the type-I Dirac semimetal with the tilted spectrum. At small $|\zeta - \epsilon_d| \neq 0$, its Fermi surface near any of the two Dirac points is an ellipsoid, with the center of the ellipsoid being shifted relative to the point $p_z = \pm p_c^z$ by the value $\Delta p_z = -a_3(\zeta - \epsilon_d)/(b_{33} - a_3^2)$. Note that the shift of this sort occurs for any Dirac (Weyl) point with the tilted spectrum, Fig. 1.
B. Spectrum in the magnetic field

In the case of Hamiltonian (1), (2), the appropriate electron spectrum in the magnetic field $H$ was obtained at an arbitrary direction of $H$ and at any value of the parameter $a^2$ many years ago [72]. The derived formulas immediately describe the electron spectrum in the magnetic field near the Dirac points. Similar formulas for the case of the Weyl points were independently obtained in the papers [73–75]. We present here the results of Ref. [72] and then point out a small difference between the spectra for the Dirac and Weyl points.

In the magnetic field $H = nH$ directed along a unit vector $n$, the Landau subbands $\varepsilon^l(p_n)$ of a Dirac point are found from the equation [72]:

$$S(\varepsilon^l, p_n) = \frac{2\pi \hbar e H}{c} l,$$

where $e$ is the absolute value of the electron charge, $l = 0, 1, 2, \ldots$, and $S(\varepsilon^l, p_n)$ is the area of the cross-section of the constant-energy surface $\varepsilon_{c,v}(p) = \varepsilon^l$ by the plane $p_n = \text{const}$. Here $p_n = n \cdot p$ is the component of the quasi-momentum along the magnetic field. Although Eq. (7) looks like the semiclassical quantization condition, this formula determines the exact spectrum, i.e., it gives correct $\varepsilon^l(p_n)$ even at $l \sim 1$. We shall show in Sec. II C that the exact and semiclassical spectra in the magnetic fields really coincide at all $l$ for the electrons with dispersion relation described by Eqs. (3) and (5). In the explicit form Eq. (7) yields

$$\varepsilon^l_{c,v}(p_n) = \varepsilon_d + v p_n \pm \left[ \frac{\hbar e H}{c} \left( l + L \cdot (p_n)^2 \right)^{1/2} \right],$$

where

$$\alpha = \frac{2R_n^{3/2}}{b_{11}b_{22}b_{33}\tilde{n}^2},$$

$$L = \frac{R_n}{b_{11}b_{22}b_{33}\tilde{n}^2} = \frac{(1 - \tilde{a}^2)\tilde{n}^2 + (\tilde{a}\tilde{n})^2}{\tilde{n}^2},$$

$$R_n = \frac{3}{b_{11}b_{22}b_{33}} \sum_{i,j=1}^3 \kappa^{ij} n_i n_j = b_{11}b_{22}b_{33}[(1 - \tilde{a}^2)\tilde{n}^2 + (\tilde{a}\tilde{n})^2],$$

$$\kappa^{ij} = \frac{b_{11}b_{22}b_{33}}{(b_{ii}b_{jj})^{1/2}} [(1 - \tilde{a}^2)\delta_{ij} + \tilde{a}\tilde{a}_{ij}],$$

$$v = \frac{(\tilde{a}\tilde{n})}{\tilde{n}^2},$$

the components of the vector $\tilde{n}$ are determined by the relation: $\tilde{n}_i = n_i/\sqrt{b_{ii}}$, and hence

$$\tilde{n}^2 = \frac{n_1^2}{b_{11}} + \frac{n_2^2}{b_{22}} + \frac{n_3^2}{b_{33}}.$$  

All the Landau subbands $\varepsilon^l_{c,v}(p_n)$ of the Dirac point are double degenerate in spin apart from the subbands $\varepsilon^0(p_n)$ and $\varepsilon_{10}(p_n)$ which are nondegenerate. In deriving Eqs. (7)-(9) we have neglected the direct interaction $(\hbar^2/2m)\mathbf{sH}$ of the electron spin $\mathbf{s}$ with the magnetic field $H$. The impact of this interaction on the Landau subbands (and on the magnetic susceptibility) is relatively small and is of the order of $m_s/m$ where $m$ is the electron mass and $m_s$ is its cyclotron mass, see below.

For given $n$, spectrum (8) describing the Landau subbands $\varepsilon^l_{c,v}(p_n)$ exists only if $R_n > 0$. The geometrical meaning of $R_n$ is the following: The quantity $R_n$ is positive when the boundary of the cross-section of the Fermi surface by the plane perpendicular to $p_n$ is a closed curve (an ellipse), and hence the appropriate cross-section area is finite. When $\tilde{a}^2 < 1$, the $R_n$ is positive at any direction of the magnetic field. This is also evident from the Fermi surfaces shown Fig. 1a. When $\tilde{a}^2 > 1$, there are directions of the magnetic field for which $R_n < 0$ and spectrum (8) does not exist; see Fig. 1b. In other words, for the type-II semimetals, a rotation of the magnetic field leads to collapse of the Landau subbands in a certain region of its directions.

The electron spectrum in the magnetic field for the case of the Weyl points is described by the same formulas (7)-(9) [72–75], but the Landau subbands $\varepsilon^l_{c,v}(p_n)$ are nondegenerate, and the subband $\varepsilon^0(p_n)$ corresponding to $l = 0$ is shared between the branches “$c$” and “$v$”. This subband has the form [73–75]:

$$\varepsilon^0(p_n) = \varepsilon_d + (v - q_{ch}\sqrt{L})p_n,$$

where $q_{ch} = \text{sign}(\mathbf{a}' \cdot [\mathbf{v}^{(1)} \times \mathbf{v}^{(2)}]) = \pm 1$ is the chirality (11) of the Weyl point defined by Hamiltonian (6). It is also worth noting that the $p_n$-dependence of the zeroth Landau subband describing by Eq. (8) or Eq. (10) generally differs from the dispersion of
the bands \( \varepsilon_{c,v}(\mathbf{p}) \) in the direction \( \mathbf{n} \) of the magnetic field if \( a \neq 0 \) in Eqs. (3) and (6). This difference is due to the shift of the center of the ellipsoid \( \varepsilon_{c,v}(\mathbf{p}) = \xi \) relative to the Dirac (Weyl) point with the tilted spectrum, see Sec. II A and Fig. 1.

Finally, it should be mentioned that the electron spectrum in the magnetic field can be found for Hamiltonian (11)–(12) in which an energy gap between the bands “c” and “v” is introduced, and this spectrum is still described by Eq. (7) [72].

C. Semiclassical quantization

It is instructive to compare the semiclassical electron spectrum in the magnetic field near the Dirac points with the exact one presented in Sec. II B. If the electron bands in a crystal are double degenerate in spin, the general semiclassical quantization condition has the form [65]:

\[
S(e^l, p_n) = \frac{2\pi \hbar eH}{c} \left( l + \frac{1}{2} + \frac{g m_s}{4m} \right),
\]

where \( g \) is the electron \( g \) factor; \( m \) and \( m_s = (1/2\pi)\partial S(e, p_n)/\partial e \) are the electron and cyclotron masses, respectively, and the other quantities are defined in the text near formula (7). The theory of the \( g \) factor for itinerant electrons was elaborated in Refs. [76, 77]. This theory based on the ideas of Roth [78] takes into account the electron-spin dynamics caused by the spin-orbit interaction when the electron moves in its orbit in the magnetic field. Using this theory (and neglecting the Zeeman term \( \alpha \hbar s \mathbf{H} / m c \)), it was shown [79] that \( g = 2m/m_s \) for any electron orbit in the case of Hamiltonian (1), (2). Insertion of this value of the \( g \) factor into formula (11) reproduces equation (7) determining the exact electron spectrum in the magnetic field. Interestingly, this large value 2\( m/m_s \) of the \( g \) factor would occur even if the spin-orbit interaction were weak. In this limiting case the \( g \) factor is the sum of the two terms, \( g = g_1 + g_2 = 2m/m_s \), where the first term \( g_1 \) is determined by the Berry phase \( \Phi_B \) of the electron orbit while the second term \( g_2 \) is specified by an interband part \( L \) of the electron orbital moment. If one considers a semiclassical electron as a wave packet, this \( L \) can be interpreted as the orbital moment associated with self-rotation of the wave packet around its center of mass [80]. For the strong spin-orbit interaction the \( g \) factor generally is not decomposed into the two independent parts determined by the Berry phase and the momentum, respectively. It is also worth noting that the result \( g = 2m/m_s \) remains true even if a gap appears in the Dirac spectrum [79].

In the case of a Weyl point the electron states are nondegenerate in spin, and the general semiclassical quantization condition can be written as follows [65]:

\[
S(e^l, p_n) = \frac{2\pi \hbar eH}{c} (l + \gamma),
\]

where \( \gamma \) is a constant. This constant depends on the Berry phase \( \Phi_B \) of the electron orbit and on interband part \( L \) of the electron orbital moment [81–83]:

\[
\gamma - \frac{1}{2} = \frac{\Phi_B}{2\pi} - \frac{1}{2\pi \hbar m} \int_\mathbf{P} \frac{L(p)}{v_\perp(p)} d\mathbf{p},
\]

where \( v_\perp \) is the absolute value of projection of the electron velocity \( \mathbf{v} = \partial \varepsilon_{c,v}(\mathbf{p})/\partial \mathbf{p} \) on the plane perpendicular to \( \mathbf{H} \), and the integration is carried out over the electron orbit in the Brillouin zone. Since for a nondegenerate band the direction of electron spin is uniquely dictated by an appropriate point of the \( p \)-space, an electron is not free to adjust its spin to the orbital motion as it occurs in the double degenerate bands. It is for this reason that at any strength of the spin-orbit interaction, the difference \( \gamma - \frac{1}{2} \) is the sum of the two independent terms associated with the Berry phase \( \Phi_B \) and with the orbital moment \( L \) averaged over the trajectory.

Fuchs et al. [81] calculated the right hand side of Eq. (13) for the two-dimensional electrons with the Hamiltonian:

\[
\hat{H} = \Delta \cdot \sigma_z + \text{Re}(f(p_x, p_y)) \cdot \sigma_x - \text{Im}(f(p_x, p_y)) \cdot \sigma_y,
\]

and obtained the universal value \( \gamma - \frac{1}{2} = -\frac{1}{2} \). In Eq. (14), \( \Delta \) is a constant, and \( f(p_x, p_y) \) is a complex function of \( p_x \) and \( p_y \). It was shown in Ref. [83] (Appendix C) that for any electron orbit in the vicinity of a Weyl point, Hamiltonian (6) can be reduced to the form (14) by an appropriate unitary transformation if \( a = 0 \). This means that at least for the Weyl points without the tilt of their spectra, one has \( \gamma = 0 \), and the semiclassical spectrum in the magnetic field coincides with the exact one. However, the semiclassical form of Eq. (7) seems to suggest that this statement remains true in the general case \( a \neq 0 \). Note that in neglect of spin and the spin-orbit interaction, the constant \( \gamma \) for electrons in an isolated band separated from other bands of the crystal by energy gaps takes another universal value \( \gamma = 1/2 \) since both \( \Phi_B \) and \( L \) vanish.
III. MAGNETIC SUSCEPTIBILITY OF DIRAC AND WEYL SEMIMETALS

When the chemical potential $\zeta$ of electrons in a Dirac (Weyl) semimetal lies near the degeneracy energy $\epsilon_d$, the total magnetization $M_{\text{tot}}$ and the total magnetic susceptibility tensor $\chi_{\text{tot}}^{ij}$ consist of their special parts $M$ and $\chi^{ij}$ determined by the electron states located near the Dirac (Weyl) point and the background terms $M_0$ and $\chi_{0}^{ij}$ specified by electron states located far away from this point,

$$M_{\text{tot}}' = M' + M_0' = M' + \sum_{j=1}^{3} \chi_{0}^{ij} H_j,$$

$$\chi_{\text{tot}}^{ij} = \chi^{ij} + \chi_{0}^{ij}.$$ 

It is the special term $\chi^{ij}$ that is responsible for dependences of the susceptibility on the chemical potential, temperature, and magnitude of the magnetic field. The background part $\chi_{0}^{ij}$ is practically constant and has no effect on the above-mentioned dependences. This part can have an impact only on angular dependence of $M_{\text{tot}}$ because the background magnetization $M_0$ generally is not isotropic. Below we do not consider the background terms and discuss only the special parts of the magnetization and/or of the magnetic susceptibility which is assumed to be normalized to the unit volume.

The magnetic-field behavior of the susceptibility essentially depends on interrelation between the three variable parameters: the temperature $T$, the characteristic spacing $\Delta\epsilon_H = \hbar \omega_f$ between the Landau subbands, and the shift $\zeta - \epsilon_d$ of the chemical potential $\zeta$ relative to the degeneracy energy $\epsilon_d$. In weak magnetic fields when $\Delta\epsilon_H$ is much less than the temperature $T$, the susceptibility $\chi^{ij}$ is practically independent of $H$. On the other hand, at $\Delta\epsilon_H > T$ a noticeable $H$-dependence of $\chi^{ij}$ appears. In particular, at $|\zeta - \epsilon_d| > \Delta\epsilon_H$ a de Haas - van Alphen oscillations in the susceptibility occur. At higher magnetic fields, $\Delta\epsilon_H > |\zeta - \epsilon_d|$, $T$, i.e., in the ultra-quantum regime, these oscillations disappear, but $M(H)$ remains a nonlinear function of the magnetic field. Using Eqs. (3) and (9), one can estimate the spacing $\Delta\epsilon_H \sim (eH\nu^2/\overline{c})^{1/2}$ and the boundary $H_T \sim cT^2/e\nu^2$ between the regions of the weak and strong magnetic fields where the parameter $V$ characterizes the average slope of the Dirac (Weyl) cone, $V \sim \sqrt{b_1}$. Since representative values of $V$ are of the order of $10^8 - 10^6$ m/s, we obtain $H_T \sim 2 - 200$ Oe at $T = 4$ K. In other words, at low temperatures, a noticeable dependence of $\chi^{ij}$ on $H$ can be observed for the Dirac (Weyl) semimetals even at low magnetic fields.

Below we discuss the magnetic susceptibility produced by a Dirac (Weyl) point in the weak and strong magnetic fields and in the ultra-quantum regime. Since for the Dirac and Weyl points the spectra in the magnetic field almost coincide and differ from one another by the degeneracy of the Landau subbands, the susceptibility of the Weyl point is halved as compared to the susceptibility of the Dirac point. The role of the zero Landau subbands which differ for these two cases is discussed in Sec. IIIIC.

A. Weak magnetic fields

In the case of the weak magnetic fields the orbital magnetic susceptibility of the electrons described by Hamiltonian (1) was calculated many years ago [68], and a giant diamagnetic anomaly in the susceptibility was found. This anomaly is characterized by the logarithmic divergence of the susceptibility, $\chi^{ij} \propto \ln |\zeta - \epsilon_d|$, when the chemical potential $\zeta$ approaches $\epsilon_d$. This anomaly was also obtained and investigated by Koshino and Ando [84] and by Koshino and Hizbullah [85] for the case of the Dirac (Weyl) points without the tilt of their spectra (see also recent publications [86, 87]). Finally, using the results of Ref. [68, 72], the magnetic susceptibility of the Dirac and Weyl points with an arbitrary tilt of their spectra was analyzed in our paper [88].

The calculation of the magnetic susceptibility $\chi^{ij}$ (per unit volume) in the region of the weak magnetic fields ($H \ll H_T$) for the case of the Dirac point leads to the following expression [68, 83]

$$\chi^{ij} = -\frac{1}{6\pi^2\hbar} \left(\frac{e}{c}\right)^2 \frac{\kappa^{ij}}{(b_{11}b_{22}b_{33})^{1/2}} \int_{0}^{\epsilon_0} \frac{d\epsilon}{\epsilon} [f(-\epsilon) - f(\epsilon)],$$

(15)

where $\kappa^{ij}$ is given by Eq. (6), $f(\epsilon)$ is the Fermi function with the chemical potential $\zeta$,

$$f(\epsilon) = \left[1 + \exp \left(\frac{\epsilon + \epsilon_d - \zeta}{T}\right)\right]^{-1},$$

(16)

and $\epsilon_0$ is a sufficiently high energy specifying the interval $(\epsilon_d - \epsilon_0, \epsilon_d + \epsilon_0)$ in which Hamiltonian (1) is valid. Different choices of $\epsilon_0$ are equivalent to a change of the background term $\chi_0^{ij}$. Formula (16) permits one to analyze dependences of the magnetic susceptibility on the temperature and the chemical potential that can shift by doping and deformations of the crystal.
Calculating the integral in Eq. (15) in the limit $T \ll |\zeta - \varepsilon_d|$, we arrive at the following $\zeta$-dependence of the susceptibility:

$$
\chi^{ij}=-\frac{1}{6\pi^2\hbar}\left(\frac{e}{c}\right)^2 \frac{\kappa^{ij}}{(b_{11} b_{22} b_{33})^{1/2}} \ln\left(\frac{\varepsilon_0}{|\zeta - \varepsilon_d|}\right),
$$

(17)

At $|\zeta - \varepsilon_d| \lesssim T$ the divergence of $\chi^{ij}(\zeta)$ in Eq. (17) is truncated, and at $\zeta = \varepsilon_d$ equation (15) yields,

$$
\chi^{ij}(\varepsilon_d, T) \approx -\frac{1}{6\pi^2\hbar}\left(\frac{e}{c}\right)^2 \frac{\kappa^{ij}}{(b_{11} b_{22} b_{33})^{1/2}} \ln\left(\frac{\varepsilon_0}{0.88T}\right).
$$

(18)

In order to analyze the temperature dependence of the susceptibility at a fixed value of $\zeta - \varepsilon_d \neq 0$, it is convenient to consider the difference $\chi^{ij}(\zeta, T) - \chi^{ij}(\zeta, 0)$,

$$
\chi^{ij}(\zeta, T) - \chi^{ij}(\zeta, 0) = -\frac{1}{6\pi^2\hbar}\left(\frac{e}{c}\right)^2 \frac{\kappa^{ij}}{(b_{11} b_{22} b_{33})^{1/2}} Y\left(\frac{T}{|\zeta - \varepsilon_d|}\right),
$$

(19)

where the function $Y(x)$ is defined as follows:

$$
Y\left(\frac{T}{|\zeta - \varepsilon_d|}\right) = \int_{0}^{\varepsilon_0} d\varepsilon \left[f(-\varepsilon) - f(\varepsilon)\right] - \ln\left(\frac{\varepsilon_0}{|\zeta - \varepsilon_d|}\right).
$$

(20)

When $\varepsilon_0 \gg T, |\zeta - \varepsilon_d|$, this function shown in Fig. 2 is independent of the parameter $\varepsilon_0$. It follows from Fig. 2 that the temperature dependence of the susceptibility is not monotonic, and its minimum is reached at $T \approx 0.443|\zeta - \varepsilon_d| = 0.443 \cdot S_{\text{max}}/(\pi n_s)$, see Eqs. (15). Interestingly, a minimum in the temperature dependence of the magnetic susceptibility of TaAs was really observed at $T \approx 185$ K [89]. However, to describe quantitatively the experimental data, one should take into account that two types of the Weyl points with different $|\zeta - \varepsilon_d|$ exist in TaAs [90].

It is also instructive to compare Eqs. (17)–(19) with the appropriate results for a semimetal or a doped semiconductor with a narrow gap $2\Delta_{\text{min}}$ and a strong spin-orbit interaction [72]. As an example we refer to bismuth-antimony alloys with the magnetic field lying near the bisectrix direction [91,94]. In this case the divergence in Eq. (17) is truncated at $|\zeta - \varepsilon_d| \sim \Delta_{\text{min}}$ where $\varepsilon_1$ now marks the middle of the gap. The $\chi^{ij}(\varepsilon_d, T)$ is practically independent of $T$ when $T < \Delta_{\text{min}}$, while at $T > \Delta_{\text{min}}$ formula (18) becomes approximately valid again. The temperature dependence of the susceptibility at $|\zeta - \varepsilon_d| > \Delta_{\text{min}}$ still has a minimum [92,93], but its depth and position change with decreasing ratio $(|\zeta - \varepsilon_d|)/\Delta_{\text{min}}$. When this ratio is close to unity, the minimum almost disappears. Thus the small gap practically does not manifest itself in the susceptibility except for the case $|\zeta - \varepsilon_d|/\Delta_{\text{min}} \lesssim 1$.

It is necessary to emphasize that formulas (15)–(19) describing the giant anomaly in the susceptibility are valid only under the condition $a^2 < 1$. If $a^2 > 1$, the appropriate $\chi^{ij}$ proves to be a constant [68]. This constant is independent of $\zeta$ and $T$ and can be incorporated into the background term. Thus the giant anomaly in the magnetic susceptibility exists only for type-I Dirac and Weyl semimetals for which the electron topological transition occurs at $\zeta = \varepsilon_d$. In the case of type-II topological semimetals the anomaly is absent. It is also worth noting that the density of the electron states, $dn/d\varepsilon$, near a Dirac (Weyl) point is small,
\[\frac{dn}{de} \approx (\zeta - \epsilon_d)^2,\]

and so a contribution of the point to those physical quantities that are proportional to this density is small, too. However, the orbital part of the magnetic susceptibility does not refer to such quantities since it is determined by virtual interband transitions of electrons under the action of the magnetic field. It is these virtual transitions between the close bands \(\epsilon_c (p)\) and \(\epsilon_o (p)\) that lead to the giant anomaly, and so measurements of the susceptibility can be the effective way of investigating the Dirac and Weyl points.

The giant anomaly in the susceptibility seems to reveal itself in the experimental data obtained many years ago [95]. In that paper a dependence of the magnetic susceptibility \(\chi\) of the liquid alloys \(Na_{1-x}Bi_x\) on the concentration \(x\) of bismuth was measured at the temperature 900°C, and a noticeable diamagnetic deep on a smooth background was observed at the concentration \(x = 0.25\) which corresponds to the stoichiometric formula \(Na_3Bi\); Fig. 3. This result can be qualitatively understood with Eq. (15) if one considers the \(x\)-dependence of the susceptibility near the concentration \(x = 0.25\) as the dependence of \(\chi = (\chi^{11} + \chi^{22} + \chi^{33})/3\) on the chemical potential \(\zeta\) for the two identical Dirac points in \(Na_3Bi\). Since the electron band structure of the alloys undergoes an essential transformation with changing \(x\) from 0 to 1, the background susceptibility \(\chi_0\) cannot be considered as a constant in the whole interval of \(x\). In our analysis we take \(\chi_0\) as a smooth function that approximates the total susceptibility in the interval \(0.5 \leq x \leq 1\) and approaches the susceptibility of Na at \(x = 0\); see the dashed line in Fig. 3. The function \(\chi(\zeta)\) found with Eq. (15) is superimposed on this background; the solid line in Fig. 3. In this calculation the parameters \(\kappa_i^d\) and \(b_i\) have been found from the data of Ref. [25], and we have used \(\zeta(x) - \epsilon_d = 9.1(x - 0.25)\) eV and \(\epsilon_0 = 2.6\) eV as adjustable parameters.

So far we have discussed only the orbital part of the magnetic susceptibility. In the magnetic field \(H\) the total electron Hamiltonian \(\hat{H}_{tot}\) is the sum of the orbital Hamiltonian (1), (2) in which \(p\) is replaced by \(p + eA/c\) with \(A\) being the vector potential and the spin term \(\hat{H}_s = (\hbar \nu mc)^2 \mathbf{S}\mathbf{H}\), i.e., \(\hat{H}_{tot} = \hat{H}_o + \hat{H}_s\). In order to obtain the magnetic susceptibility, the appropriate thermodynamic potential has to be calculated in the second order in \(H\). Then, this potential consists of the three parts determined by \((\hat{H}_o)^2\), \((\hat{H}_o \hat{H}_s)\), \((\hat{H}_s)^2\), respectively. The first part gives the orbital magnetic susceptibility \(\chi_o\) that has been analyzed above. The third and second parts specify the spin susceptibility \(\chi_s\) and the so-called cross susceptibility \(\chi_{s-o}\), respectively. For the Dirac and Weyl points the \(\chi_s\) and \(\chi_{s-o}\) were calculated in Ref. [85], see also Refs. [96, 97]. It is important that \(\chi_s\) and \(\chi_{s-o}\) are relatively small when \(\zeta\) lies near \(\epsilon_d\) [85]:

\[|\chi_{s-o}| \sim \eta |\chi_o|, \quad |\chi_s| \sim \eta^2 |\chi_o|,
\]

where the small dimensionless parameter \(\eta\) is the ratio of the spin magnetic moment \(\mu_B\) to the characteristic orbital magnetic moment \((g/2)\mu_B\) of an electron in the bands “c” and “v”, \(\mu_B = e\hbar/2mc\) is the Bohr magneton, and \(g\) is the appropriate electron \(g\) factor. Taking into account the results of Sec. II C one has \(g = 2m/m_s\) and

\[\eta \sim \frac{m_s}{m} \sim \frac{(\zeta - \epsilon_d)}{mV^2},\]

(21)

where \(m_s\) is the cyclotron mass of the charge carriers in the bands “c” and “v”, and \(V\) is the average slope of the Dirac (Weyl) cone. The smallness of \(\chi_s\) and \(\chi_{s-o}\) permits one to disregard these parts of the susceptibility in the vicinity of the Dirac and Weyl points.

**FIG. 3:** The magnetic susceptibility of \(Na_{1-x}Bi_x\) alloys [25] (recalculated per unit volume) versus Bi concentration at the temperature 900°C (solid circles). The dashed line depicts the background susceptibility \(\chi_0\) taken here; see the text. The solid line shows \(\chi = (\chi^{11} + \chi^{22} + \chi^{33})/3\) calculated with Eq. (15) and superimposed on \(\chi_0\). The coefficient before the integral in the appropriate expression for \(\chi\) is equal to \(2 \cdot 10^{-7}\) according to the data of Ref. [25]. \(\zeta(x) - \epsilon_d = 9.1(x - 0.25)\) eV; \(\epsilon_0 = 2.6\) eV.
FIG. 4: The function $g(u)$, Eq. (24), that describes the oscillations of the magnetization [88]. At integers $u$ the function $g(u)$ exhibits sharp peaks.

### B. Strong magnetic fields

In the case of the strong magnetic fields, $H \gg H_T$, the magnetization $M$ of the electrons described by Hamiltonian (1), (2) was calculated in Ref. [72], and the magnetic-field dependence $M \propto H \ln H$ was found for the ultra-quantum regime when $\Delta \varepsilon_H > |\xi - \varepsilon_d|, T$. By analogy with Eq. (18), this dependence can be qualitatively understood if one truncates the divergence in formula (17) at $|\xi - \varepsilon_d| \sim \Delta \varepsilon_H$. This logarithmic in $H$ factor in the magnetization was also obtained in the papers [98, 99] for the case of the isotropic Dirac (Weyl) points. Finally, using the results of Ref. [72], the magnetization of the Dirac and Weyl points with an arbitrary tilt of their spectra was analyzed in our recent paper [88]. For the magnetic-field region $|\xi - \varepsilon_d| > \Delta \varepsilon_H > T$, the de Haas - van Alphen oscillations associated with these points were theoretically investigated in Refs. [72, 88, 100–102].

The calculation of the magnetization in the region of the strong magnetic fields ($H \gg H_T$) for the case of the Dirac points gives [72, 88]:

$$M_i = H \sum_{j=1}^{3} \chi_{H-0}^{ij} n_j + \frac{e Q_i (\xi - \varepsilon_d)^2 g(u)}{12 \pi^2 h c (b_{11} b_{22} b_{33})^{1/2} (1 - \tilde{a}^2) R_n^{1/2}},$$

(22)

where $\chi_{H-0}^{ij}$ is the susceptibility in the weak magnetic fields, Eq. (17); $n$ is the unit vector along the magnetic field, $H_j = n_j H$; $Q_i = \sum j \kappa^{ij} n_j$; $\kappa^{ij}$ and $R_n$ are given by Eqs. (9), and

$$u = \frac{(\xi - \varepsilon_d)^2 c}{2 e h (1 - \tilde{a}^2) R_n^{1/2} H} = \frac{S_{\text{max}} c}{2 \pi e H}. \quad \text{(23)}$$

Here $S_{\text{max}}$ is the area of the maximal cross-section of the constant-energy surface $\epsilon_{c,v}(p) = \xi$ by the plane perpendicular to the magnetic field ($p_n = \text{const}$); the maximum is found relative to $p_n$ that is the quasi-momentum along the magnetic field. The universal function $g(u)$ is independent of the parameters of the Dirac point:

$$g(u) = - \frac{\ln(2\sqrt{u}) + A - \frac{1}{2}}{u} + 3 + \frac{6}{u} \sum_{m=1}^{N} \left[ \sqrt{u(u-m)} - 2m \ln \left( \frac{\sqrt{u} + \sqrt{u-m}}{\sqrt{m}} \right) \right],$$

(24)

where $A \approx 1.50$, and $N \equiv \lfloor u \rfloor$ is the integer part of $u$. This $N$ is the number of the Landau subbands occupied by electrons in the conduction band or by holes in the valence band. The function $g(u)$ for not-too-high $u$ is shown in Fig. 4.
it is given by the expression \( g(u) \approx -(1/6)u^{-1/2}\zeta(-1/2,\{u\}) \) where \( \{u\} = u - |u| \) and \( \zeta(s,a) \) is the Hurwitz zeta function. Formula (22) enables one to analyze both the de Haas - van Alphen oscillations of the magnetization and the \( H \)-dependence of \( M \) in the ultra-quantum regime.

Using \( M_i(\zeta - \epsilon_d, H, T = 0) \) given by Eq. (22), one can find the magnetization \( M_i(\zeta - \epsilon_d, H, T) \) at an arbitrary temperature,

\[
M_i(\zeta - \epsilon_d, H, T) = -\int_{-\epsilon_0}^{\epsilon_0} d\epsilon \ M_i(\epsilon, H, 0) f'(\epsilon),
\]

where \( f'(\epsilon) \) is the derivative of the Fermi function defined by formula (16). It follows from this expression that the second (oscillating) term in Eq. (22) is suppressed at temperatures when \( H_T \gg H \), and one again arrives at formula (15).

1. Oscillations

Consider now the longitudinal magnetization \( M_\parallel = \sum M_i n_i \) in more detail. Taking into account the expressions for the maximal cross-section area \( S_{\text{max}} \) of the Fermi surface, the cyclotron mass \( m_\ast \), and \( |S'| \) corresponding to this cross-section,

\[
S_{\text{max}} = \pi (\zeta - \epsilon_d)^2 \frac{1}{R_n^{1/2}(1 - \alpha^2)}, \quad m_\ast = \frac{1}{2\pi} \frac{\partial S}{\partial \epsilon} = \frac{(\zeta - \epsilon_d)}{R_n^{1/2}(1 - \alpha^2)},
\]

\[
|S'| \equiv \left| \frac{\partial^2 S}{\partial p_n^2} \right| = \frac{2\pi b_{11} b_{22} b_{13}(1 - \alpha^2)}{R_n^{3/2}}, \quad \sum_i Q_i n_i = R_n,
\]

we obtain the following formula for \( M_\parallel \) from Eq. (22):

\[
M_\parallel = \chi_\parallel(H \rightarrow 0) \cdot H + C \cdot g(u),
\]

where \( \chi_\parallel(H \rightarrow 0) = \sum_{ij} \chi_{ij}^\parallel \rightarrow 0 n_i n_j \) is the longitudinal magnetic susceptibility in weak magnetic fields, and the coefficient \( C \) before the oscillating function \( g(u) \) looks like

\[
C = \frac{\epsilon S_{\text{max}}^{3/2}}{6\sqrt{2\pi^3} c m_\ast |S'|^{1/2}}.
\]

At \( u \gg 1 \), i.e., at \( \zeta - \epsilon_d \gg \Delta \epsilon_H \), the second term in formula (26) describes the well-known de Haas - van Alphen oscillations (63).

In general the de Haas - van Alphen oscillations associated with an arbitrary extremal cross-section of a metal have the following functional form: \( u^{-1/2}G(u - \phi) \) (103) where \( G(x) \) is a periodic function, and the phase of the oscillations \( \phi \) is determined by the subleading-order term in the quantization condition, i.e., by \( \gamma \) or the \( g \) factor: \( \phi = 1/2 \pm (g m_\ast / 4m) \) in the case of the doubly degenerate electron band, cf. Eq. (11), and \( \phi = \gamma \) for the nondegenerate band, Eq. (12). Comparing relation (7) with the general quantization condition given by Eq. (11) or Eq. (12), one finds \( \phi = 0 \) for the Weyl and Dirac semimetals, and this conclusion also follows directly from formula (22). As a result, in the topological semimetals the phase of the oscillations is shifted as compared to the conventional metals. This phase shift is the characteristic property of the Dirac (Weyl) fermions. However, it is necessary to keep in mind that the same phase shift should be observed in a Dirac semimetal with a small induced gap (i.e., in a doped narrow-gap semiconductor with a strong spin-orbit interaction) since in this case the spectrum in the magnetic field is still described by Eq. (7), see the end of Sec. \[11\]B.

At low temperatures, \( T \ll \Delta \epsilon_H \), the phase of the oscillations in \( M_\parallel \) can be experimentally determined with the so-called Landau-level fan diagram (65), i.e., with plotting the dependence \( 1/H_l \) versus \( l \) where \( H_l \) is the magnetic field corresponding to \( l \)-th peak in the magnetization. This peak occurs when the \( l \)-th Landau-subband edge crosses the Fermi level, Fig. 4. However, with increasing temperature the sharp peaks in the magnetization are smoothed, and these distinct markers of the subband edges die out. Besides, in real semimetals several electron orbits can contribute to the oscillations. In this case the phase of the oscillations is usually found with the Fourier analysis of the experimental data. The \( n \)-th harmonic \( \Delta M_n \) of \( M_\parallel \) looks like (65):

\[
\Delta M_n \approx \frac{H_l^{1/2}}{n^{3/2}} \sin \left( 2\pi n \left[ \frac{F}{H} - \phi \right] \pm \frac{\pi}{4} \right),
\]

where \( F = S_{\text{ex}} c / 2\pi \hbar e \) is the frequency determined by the extremal cross-section area \( S_{\text{ex}} \) of the Fermi surface, and the additional offsets \( \pm \pi/4 \) refer to the minimal and maximal \( S_{\text{ex}} \), respectively. This additional offset is due to the expansion of the function \( G(x) \) in the Fourier series. Approximating the appropriate experimental data by a number of these harmonics, one can find their phase, i.e., \( \gamma \) or the \( g \) factor. The same considerations are applicable to the Shubnikov - de Haas oscillations of the conductivity.
\( \sigma \) measured in the plane perpendicular to the magnetic field. Its \( n \)-th harmonic \( \Delta \sigma_n \) is described by the formula that is similar to Eq. (28) [104]:

\[
\Delta \sigma_n \propto \frac{1}{n^{1/2}H^{3/2}} \cos \left( 2\pi n \frac{F}{\bar{H} - \phi} \pm \frac{\pi}{4} \right).
\]  (29)

Note that the use of the resistivity rather than conductivity in analyzing the oscillations can lead to an inaccurate determination of \( \gamma \) (or the \( g \) factor) [105]. At present the phase of the oscillations has been experimentally investigated for a number of the Weyl and Dirac semimetals [53][106][118], and values of \( \gamma \) lying between 0 and 1/2 were obtained in papers [109][111][113][117].

Let us briefly outline possible reasons of the deviation of \( \gamma \) from 0 or 1/2 in the experiments. First, when \( H \) approaches the boundary \( H_I \) of the ultra-quantum regime, see Sec. III B 2, the chemical potential begins noticeably depends on \( H \) if there is no large electron group which stabilizes \( \zeta \) in the crystal. As a result the shape and the phase of the last oscillations in \( 1/H \) changes, and \( \gamma \) found with these oscillations may differ from the true value. Second, the magnetic breakdown [65][119][121] can lead to any value of \( \gamma \) lying in the interval from 0 to 1. However in this case a sharp dependence of \( \gamma \) on the direction of the magnetic field is expected. Interestingly, angular dependences of \( \gamma \) were really found in Refs. [115][117]. Third, so far we have considered the situation when the chemical potential \( \zeta \) is so close to the degeneracy energy \( \varepsilon_d \) that \( \eta \ll 1 \) where the parameter \( \eta \) is defined by Eq. (21). If this parameter is not-too-small (but the Fermi surfaces of different Weyl or Dirac points do not merge into a single surface), an incorporation of nonlinear in \( p \) terms in Hamiltonian (1), (2) may become necessary. These terms modify the spectrum [3], [5]. Besides, in this approximation the \( g \) factor is no longer equal to the universal value \( 2m/\hbar \), i.e., \( g_{e,v} = (2m/\hbar) + \Delta g_{e,v} \). The corrections \( \Delta g_{e,v} \) are caused not only by the spin term \( H_s = (e\hbar/mc)\mathbf{S}\mathbf{H} \) but also by contributions of the bands different from "c" and "v" to the orbital parts of \( g_e \) and \( g_v \). In principle these \( \Delta g_{e,v} \) can be found with a perturbation theory [122]. As to the Weyl semimetals, it was demonstrated by Wright and McKenzie [100] that the parameter \( \gamma \) may differ from its value \( \gamma = 0 \) when nonlinear in \( p \) terms appear in the Hamiltonian, and if there is a gap in the spectrum. However, because of the tilt of the spectrum, the maximal cross-section in the Weyl semimetals generally does not pass through the point \( p = 0 \), see Sec. II A and Fig. 1. Therefore the gap always exists for the electrons in this cross-section. In other words, one may expect to detect a nonzero \( \gamma \) when the nonlinear terms in the Hamiltonian become essential, and an estimate gives \( \gamma \sim \eta \).

In the case of the Dirac semimetals, if the corrections to the spectrum [3], [5] are known, the following generalization of Eq. (26) can be used to describe the oscillations in the magnetization \( M_l \) and to find the appropriate \( \Delta g \):

\[
M_l = \chi_l (H \rightarrow 0) \cdot H + C \cdot \frac{g(u_+ + g(u_-)}{2},
\]  (30)

where

\[
u_\pm = u \pm \frac{\Delta \sigma n}{4m},
\]

and the quantities \( S_{ex}, m_s, S'' \) defining the coefficient \( C \) are calculated with the corrected spectrum. Formula (30) shows that the nonzero \( \Delta g = g - (2m/\hbar) \) leads to the splitting of the peaks in the magnetization. A similar splitting of the oscillations in the resistivity was really observed in large magnetic fields [113][114][117] when the condition \( \Delta \varepsilon \sim T \) is well fulfilled, and the shape of the oscillations differs from a sinusoid.

2. The ultra-quantum regime

At \( \Delta \varepsilon > |\zeta - \varepsilon_d| \) i.e. \( u < 1 \), the de Haas - van Alphen oscillations in magnetization disappear, and the ultra-quantum regime occurs. From Eq. (23) and the condition \( u = 1 \) we find the boundary \( H_I \) of this regime,

\[
H_I = \frac{S_{max} c}{2\pi \hbar e} = \frac{(\zeta - \varepsilon_d)^2 c}{2\hbar(1 - \bar{a}^2)R_s^{1/2}}.
\]  (31)

At \( H > H_I \) the sum in Eq. (24) vanishes, and formula (22) for the magnetization of the Dirac point reduces to the expression:

\[
M_l = \frac{1}{6\pi^2} \left( \frac{\hbar}{c^2} \right)^2 \frac{Q_l H}{(b_{11} b_{22} b_{33})^{1/2}} \left[ 1 + \ln \left( \frac{2e \varepsilon_d c}{\hbar(1 - \bar{a}^2)R_s^{1/2}} \right) + A - \frac{1}{4} \right] + \frac{eQ_l(\zeta - \varepsilon_d)^2}{4\pi \hbar^2 c(b_{11} b_{22} b_{33})^{1/2}(1 - \bar{a}^2)R_s^{1/2}},
\]  (32)

We see that the magnetization in the ultra-quantum regime comprises the constant, the linear in \( H \) term, and the nonlinear term which is proportional to \( H \ln H \). Interestingly, the difference between this magnetization and that extrapolated from the region of
the weak magnetic fields is independent of the cut-off parameter \( \varepsilon_0 \), and it is expressed in terms of the parameters of the Dirac point only,

\[
M_i - \mathbf{H} \sum_{j=1}^{3} \chi_{ij}^{\delta ij} (\mathbf{n}) = - \frac{1}{6\pi^2 \hbar} \left( \frac{e}{c} \right)^2 \frac{Q_i \mathbf{H}}{(b_{ij} b_{23})^{1/2}} \left[ \frac{1}{2} \ln \left( \frac{4H_1}{H} \right) + A - \frac{1}{4} - \frac{3H_1}{4H_0} \right].
\]

(33)

An experimental investigation of this difference also permits one to eliminate the background susceptibility \( \chi_{ij}^{\delta ij} \) from consideration. Using formula (32), one can easily calculate the magnetic torque \( \mathbf{K} \) per unit volume: \( \mathbf{K} = [\mathbf{M} \times \mathbf{H}] \).

Discuss now the dependence of the chemical potential \( \zeta \) on the magnetic field. In the regions of the weak magnetic fields and of the de Haas - van Alphen oscillations this dependence is negligible as long as \( H \ll H_1 \). However for \( H \sim H_1 \) and in the ultra-quantum regime, \( H > H_1 \), it becomes essential. In particular, at \( H = \frac{1}{2} H_1 \) a simple estimate gives \( \zeta - \Delta_0 \sim (\zeta_0 - \varepsilon_d) |(\Delta_0 - \Delta)|^2 \) where \( \zeta_0 \) is the chemical potential at \( H = 0 \). Thus \( \zeta \) approaches the degeneracy energy \( \varepsilon_d \) with increasing \( H \). This dependence will suppress the last term in Eq. (32) which is proportional to \((\zeta_0 - \varepsilon_d)^2\). Of course, to find quantitatively the \( H \)-dependence of \( \zeta \) for a real sample, it is necessary to take into account that different types of the Weyl (Dirac) points with different \( |\zeta - \varepsilon_d| \) may exist in a topological semimetal along with Fermi pockets of the conventional charge carriers.

In recent paper \( [99] \) Moll with coauthors discovered a pronounced anomaly in the magnetic torque of the Weyl semimetal NbAs upon entering the ultra-quantum regime. The torque changed its sign in this regime, signalling a reversal of the magnetic anisotropy. A similar change in the torque, but without the reversal of its sign, was also observed in TaAs \( [123] \). If using Eqs. (17) and (32), one calculates the difference between the torque in the ultra-quantum regime and that extrapolated from the region of the weak magnetic fields, a formula closely resembling Eq. (33) is obtained (only the coefficients before the square brackets are different). This means that the torque does change in the ultra-quantum regime. However to describe the experimental data quantitatively, one must take into account several charge-carrier groups existing in these semimetals.

In order to estimate the effect of the small gap \( 2\Delta_{min} \) in the Dirac spectrum on the magnetization in the ultra-quantum regime, it is convenient to introduce the characteristic field,

\[
H_\Delta = \frac{\Delta_{min}^2}{2e\hbar(1 - \tilde{a}^2)R_n^{1/2}},
\]

that is similar to \( H_1 \) defined by Eq. (31). The meaning of \( H_\Delta \) is that at \( H > H_\Delta \) the spacing between the Landau subbands \( \Delta H \) exceeds \( \Delta_{min} \). If \( H_1 > H_\Delta \), the gap has no effect on the magnetization in the ultra-quantum regime at \( H > H_1 \), and this magnetization is still described by Eqs. (32), (33) \( [72] \). However, if \( H_1 < H_\Delta \), the de Haas - van Alphen oscillations disappear at \( H > H_1 \), but the magnetization reaches its asymptotic behavior given by Eqs. (32), (33) \( [72] \) only at \( H > H_\Delta \). In other words, one may expect that the dependence \( M_i (H) \) deviates from Eqs. (32), (33) \( [72] \) in the interval \( H_1 < H < H_\Delta \). This dependence can be found with formulas of Ref. \( [72] \). Besides, as in the case of the weak magnetic fields, the bismuth-antimony alloys with the magnetic field lying near the bisectrix direction provide the useful example for the investigation of the effect of the gap and nonlinear in \( p \) terms in Hamiltonian on the magnetization in the ultra-quantum regime \( [92, 93] \).

### C. Magnetization of the Weyl semimetals

In Secs. III A and III B we have presented formulas mainly for the case of the Dirac points assuming that the susceptibility of a Weyl node is halved as compared to the susceptibility of the appropriate Dirac one. However the zeroth Landau subbands are distinct from each other for these two types of the points, cf. Eqs. (8) and (10). Let us represent a contribution of the zeroth Landau subband of a Weyl node to the \( \Omega \) potential as a half of the contribution of the zeroth subband of the Dirac point plus some additional term \( \delta \Omega \). At \( \tilde{a}^2 < 1 \) this term has the form:

\[
\delta \Omega = -q_{ch} \frac{eH}{(2\pi \hbar)^2 c} \left( \frac{\tilde{a} \tilde{n}}{(1 - \tilde{a}^2)^2} \right) \left( \frac{\varepsilon_0 + \zeta - \varepsilon_d}{2} + \frac{\pi^2 T^2}{6} \right),
\]

(34)

while at \( \tilde{a}^2 > 1 \) it looks like

\[
\delta \Omega = -q_{ch} \frac{eH \text{sign}(\tilde{a} \tilde{n})}{(2\pi \hbar)^2 c} \left( \frac{1 - \tilde{a}^2 \tilde{n}^2 + (\tilde{a} \tilde{n})^2}{(\tilde{a}^2 - 1)} \right) \left( \frac{\varepsilon_0 + \zeta - \varepsilon_d}{2} + \frac{\pi^2 T^2}{6} \right),
\]

(35)

where we have used the notations of Eqs. (9). This \( \delta \Omega \) is the linear function of the magnetic field, and therefore it leads to the term \( \mathbf{M} = -\partial (\delta \Omega) / \partial \mathbf{H} \) which is independent of \( H \), i.e., to a spontaneous magnetization.

However in Weyl semimetals, the Weyl nodes always occur in pairs of opposite chirality \( q_{ch} \), and they cannot exist if both the time reversal and inversion symmetries are present in a crystal \( [11] \). Let a Weyl node of the chirality \( q_{ch} \) and with the tilt of the
FIG. 5: (a) The nodal line that has the shape of a ring; \( t \) is the unit tangent vector to the line at one of its points; \( \theta \) is the angle between this \( t \) and the magnetic field \( \mathbf{H} \); the coordinate \( p_1-p_2-p_3 \) are shown near a point of the line. (b) A dependence of the degeneracy energy \( \varepsilon_d \) on the coordinate \( p_3 \) along the line; \( \varepsilon_{\text{min}} \) and \( \varepsilon_{\text{max}} \) are the minimum and maximum values of \( \varepsilon_d(p_3) \). (c) The electron dispersion relation (the solid lines) in the vicinity of the nodal line in the \( p_1-p_2 \) plane perpendicular to this line. The dashed lines show this relation when the spin-orbit interaction leads to the gap \( 2\Delta_0 \) at the point \( p_1 = p_2 = 0 \). In this case the minimal indirect gap \( 2\Delta_{\text{min}} = 2\Delta_0(1 - \tilde{a}^2_\bot)^{1/2} \) exists in the spectrum. The black dots mark the minimum and maximum of the conduction and valence bands, respectively.

As was mentioned in the Introduction, the band-contact lines in crystals always have a nonzero difference \( \varepsilon_{\text{max}} - \varepsilon_{\text{min}} \equiv 2\Delta \) between the maximum and minimum band-degeneracy energies. However this difference in the nodal-line semimetals is relatively small as compared to the inherent energy scale of crystals \( (1 - 10 \text{ eV}) \). Such nodal lines exist in rhombohedral graphite [36][37][124][25], three-dimensional graphene networks [38], Ca$_3$P$_2$ [40], Cu$_3$NPd [10][41], CaAgP [42], ZrSiS [44][43], ZrSiTe [46], alkaline-earth germanides and silicides [47], PbTaSe$_2$ [48], and SrIrO$_3$ [49]. In the most of these nodal-line semimetals the spin-orbit interaction is weak, and the band-contact lines generally exist only if one neglects this interaction. The spin-orbit coupling lifts the degeneracy of the conduction and valence bands along the line, and a small gap between the bands appears, Fig. 5. The effect of this gap on the magnetic susceptibility was studied in Refs. [68] and [72], and it was found that this effect, as a rule, is negligible. Because of this, we mainly neglect this gap below.

IV. NODAL-LINE SEMIMETALS

As was mentioned in the Introduction, the band-contact lines in crystals always have a nonzero difference \( \varepsilon_{\text{max}} - \varepsilon_{\text{min}} \equiv 2\Delta \) between the maximum and minimum band-degeneracy energies. However this difference in the nodal-line semimetals is relatively small as compared to the inherent energy scale of crystals \( (1 - 10 \text{ eV}) \). Such nodal lines exist in rhombohedral graphite [36][37][124][25], three-dimensional graphene networks [38], Ca$_3$P$_2$ [40], Cu$_3$NPd [10][41], CaAgP [42], ZrSiS [44][43], ZrSiTe [46], alkaline-earth germanides and silicides [47], PbTaSe$_2$ [48], and SrIrO$_3$ [49]. In the most of these nodal-line semimetals the spin-orbit interaction is weak, and the band-contact lines generally exist only if one neglects this interaction. The spin-orbit coupling lifts the degeneracy of the conduction and valence bands along the line, and a small gap between the bands appears, Fig. 5. The effect of this gap on the magnetic susceptibility was studied in Refs. [68] and [72], and it was found that this effect, as a rule, is negligible. Because of this, we mainly neglect this gap below.

A. Electron spectrum near a band-contact line

In the vicinity of a band-contact line along which the conduction and valence bands touch, let us introduce orthogonal curvilinear coordinates so that the axis “3” coincides with the line. The axes “1” and “2” are perpendicular to the third axis at every point of the band-contact line, and the appropriate coordinate \( p_1 \) and \( p_2 \) are measured from this line, Fig. 5. In these coordinates,
This means that if $\xi < \Delta$ since at $\xi > \Delta$ (a), $\xi > \Delta > \xi > 0$ (b), and $\xi > 0$ (c). Letters e and h indicate the electron and hole types of the Fermi surface, respectively.

the electron spectrum near the line has the form [9, 72]:

$$\varepsilon_{c,v} = \varepsilon_d(p_3) + a_\bot p_\bot \pm E_{c,v},$$

$$E_{c,v} = \Delta_0^2 + b_{11}p_1^2 + b_{22}p_2^2,$$

where $\varepsilon_d(p_3)$ describes a dependence of the degeneracy energy along the line (the $\varepsilon_{\text{max}}$ and $\varepsilon_{\text{min}}$ mentioned above are the maximum and minimum values of the function $\varepsilon_d(p_3)$). Fig. 5, $p_\bot = (p_1, p_2, 0)$ and $a_\bot = (a_1, a_2, 0)$ are the vectors perpendicular to the line at every point of it; the parameters of the spectrum $b_{11}, b_{22}$, and $a_1, a_2$ generally depend on $p_3$. It is implied here that the directions of the axes “1” and “2” are chosen so that the quadratic form $E_{c,v}$ is diagonal (these directions generally change along the line). For completeness, in Eq. (36) we also take into account the gap $\Delta_0 = \Delta_0(p_3)$ induced by the spin-orbit interaction along the line. Fig. 5. However this gap, as a rule, is implied to be very small, $\Delta_0 \rightarrow 0$. The vector $a_\bot(p_3)$ specifies the tilt of the Dirac spectrum in the $p_1-p_2$ plane which is perpendicular to the line at the point $p_3$. Below we shall consider only the case when the length of the vector $a_\bot = (a_1/\sqrt{b_{11}}, a_2/\sqrt{b_{22}}, 0)$ is less than unity,

$$\tilde{a}_\bot^2 = \frac{a_1^2}{b_{11}} + \frac{a_2^2}{b_{22}} < 1,$$

since at $\tilde{a}_\bot^2 > 1$ the magnetic susceptibility does not exhibit any essential anomaly in its dependences on $\zeta, H$, and $T$ [68, 72, 88]. This means that if $\tilde{a}_\bot^2 > 1$ for a part of the band-contact line, this part should be disregarded in all subsequent formulas.

When the parameter $\Delta = (\varepsilon_{\text{max}} - \varepsilon_{\text{min}})/2$ is small as compared to the characteristic scale $\varepsilon_0$ of electron band structure (i.e., $\Delta \ll \varepsilon_0 \sim 1 - 10$ eV) and $\tilde{a}_\bot^2 < 1$, the Fermi surface $\varepsilon_{c,v}(p_\bot, p_3) = \zeta$ of the semimetal looks like a narrow corrugated electron or hole tube for $\zeta - \varepsilon_d > \Delta$ or $\zeta - \varepsilon_d < -\Delta$, respectively, Fig. 6. Here $\varepsilon_d = (\varepsilon_{\text{max}} + \varepsilon_{\text{min}})/2$ is the mean degeneracy energy of the nodal line. The band-contact line lies inside this tube. If $|\zeta - \varepsilon_d| < \Delta$, the Fermi surface has a self-intersecting shape and consists of the electron and hole pockets touching at some points of the line, i.e., it looks like “link sausages”, Fig. 6. Thus, if the chemical potential $\zeta$ decreases and passes through the critical energies $\varepsilon_{\text{max}} = \varepsilon_d + \Delta$ and $\varepsilon_{\text{min}} = \varepsilon_d - \Delta$, the following two electron topological transitions of $3_4^1$ order occur [9]: The electron tube first transforms into the self-intersecting Fermi surface and then this surface transforms into the hole tube. We shall assume below that all transverse dimensions of the Fermi-surface tubes and pockets, which are of the order of $|\zeta - \varepsilon_d(p_3)|/V$ where $V \sim (b_{11}b_{22})^{1/4}$, are small, and they are essentially less than the characteristic radius of curvature for the band-contact line. In this case practically all electron orbits in the Brillouin zone, which are intersections of the Fermi surface with planes perpendicular to the magnetic field, have the elliptic shape and lie near the band-contact line. In other words, a small region in the Brillouin zone determines the local electron energy spectrum in the magnetic field almost for any point of the line. This spectrum has the form [129]:

$$\varepsilon_{c,v}(p_3) = \varepsilon_d(p_3) \pm \left(\frac{\hbar c|\cos \theta|}{|l|}\right)^{1/2},$$

$$\alpha = \alpha(p_3) = 2(b_{11}b_{22})^{1/2}(1 - \tilde{a}_\bot^2)^{3/2},$$

FIG. 6: The Fermi surface in the nodal-line semimetal with the band-contact line shown in Fig. 5 at $\zeta > \varepsilon_d + \Delta$ (a), $\varepsilon_d + \Delta > \zeta > \varepsilon_d - \Delta$ (b), and $\varepsilon_d - \Delta > \zeta$ (c).
where $l$ is a non-negative integer ($l = 0, 1, \ldots$), with the single Landau subband $l = 0$ being shared between the branches “c” and “v”, and $\theta = \theta(p_3)$ is the angle between the direction of the magnetic field and the tangent $t = t(p_3)$ to the band-contact line at the point with a coordinate $p_3$. \cite{5} When $|\zeta - \epsilon_{d}^{0}|$ and $\Delta$ are comparable, formula (37) is valid in the leading order in the small parameter $(\Delta \cdot \tan \theta / LV)^{2} \sim (\Delta \cdot \tan \theta / \epsilon_{d})^{2}$. It is clear that formula (37) fails only for those points of the line for which $\theta$ is close to $\pi/2$. However, these points give a small contribution to the magnetization \cite{129}, and hence they do not introduce essential errors into results of its calculations.

Under the condition $\Delta \cdot \tan \theta / LV \ll 1$, spectrum (37) can be rewritten in the form that is similar to Eq. (7).

$$S(\epsilon, p_3) = S_0(\epsilon, p_3) = \frac{\pi \hbar e H}{c} l,$$

(39)

where $S(\epsilon, p_3)$ is the area of the cross-section of the constant-energy surface $\epsilon_{c,v}(p) = \epsilon$ by the plane perpendicular to the magnetic field and passing through the point of the line with the coordinate $p_3$, and $S_0(\epsilon, p_3)$ is the area of the analogous cross-section by the plane perpendicular to the line. Comparing Eq. (39) with the semiclassical quantization condition (12) for spinless particles, one finds that $\gamma = 0$. This result can be readily understood with Eq. (13). When the spin-orbit interaction is neglected, the orbital moment $L$ vanishes. On the other hand, if $\theta \neq \pi/2$, the electron orbits surround the nodal line, and the Berry phase $\Phi_B$ of the orbits is equal to $\pi$ \cite{67}. It is significant that this result for $\Phi_B$ remains true even if terms of higher orders in $p_1$ and $p_2$ are included in spectrum (36). Besides, the spectrum in the magnetic field, Eq. (39), is not disturbed by the weak spin-orbit interaction when the gap $2\Delta_0(p_3)$ is induced along the nodal line. With this interaction, the semiclassical quantization condition (11) comes into play. In this condition the $g$ factor comprises the two terms $g = g_1(p_3) + g_2(p_3)$ \cite{76}. The first term is determined by the Berry phase,

$$g_1 = \frac{2m}{m_e} \left( 1 - \frac{\Delta_0}{\sqrt{(\zeta - \epsilon_{d})^2 - \Delta_{\text{min}}^2(n) + \Delta_0^2}} \right),$$

while the second one is caused by the orbital moment $L$,

$$g_2 = \frac{2m}{m_e} \frac{\Delta_0}{\sqrt{(\zeta - \epsilon_{d})^2 - \Delta_{\text{min}}^2(n) + \Delta_0^2}},$$

where $m_e$ is the cyclotron mass of the electron orbit in the magnetic field directed along the unit vector $n$, and $2\Delta_{\text{min}}(n)$ is the minimal indirect gap between the bands “c” and “v” in the plane of this orbit (it follows from Eqs. (36) that $\Delta_{\text{min}}(n) \approx \Delta_0(1 - \bar{\alpha}^2)^{1/2}$ at $\Delta \cdot \tan \theta / LV \ll 1$). The formulas for $g_1$ and $g_2$ show that the Berry-phase term dominates over the the orbital-moment term at $\Delta_0 \to 0$. However, in any case one has $g = g_1 + g_2 = 2m/m_e$, and the quantization condition (11) really reduces to Eq. (39).

B. Magnetization

As in the case of the Weyl and Dirac semimetals, the total magnetic susceptibility of the nodal-line semimetals consists of its special part determined by the electron states located in the vicinity of the band-contact line and a practically constant background term specified by electron states located far away from this line. It is the special part that is responsible for dependences of the susceptibility on the magnetic field, temperature, and the chemical potential $\zeta$ when this $\zeta$ lies inside or close to the narrow energy interval from $\epsilon_{d}^0 - \Delta$ to $\epsilon_{d}^0 + \Delta$. Below we consider only the special contributions to the magnetization and to the magnetic susceptibility.

The magnetic-field behavior of the susceptibility essentially depends on interrelation between the four parameters: the width $2\Delta$ of the degeneracy-energy dispersion along the nodal line, the temperature $T$, the characteristic spacing $\Delta_{\text{Heis}} = \hbar \omega_0$ between the Landau subbands, and the chemical potential $\zeta$ measured relative to the critical energy $\epsilon_{\text{min}}$ or $\epsilon_{\text{max}}$ of the line. In weak magnetic fields $H \ll H_T$, when $\Delta_{\text{Heis}} \ll T$, the special part of the magnetic susceptibility is practically independent of $H$, whereas at $H > H_T$ the magnetization becomes a nonlinear function of $H$. The boundary $H_T$ between the regions of weak and strong magnetic fields, $\Delta_{\text{Heis}}(H_T) \sim T$, is given by the same estimate as in the case of the Dirac (Weyl) semimetals.

The giant anomaly in the magnetic susceptibility of metals with band-contact lines was theoretically studied both for weak \cite{68} and for strong \cite{22} magnetic fields. This anomaly is determined by the electron states located near the points of the $3^1/2$-order electron topological transitions occurring at $\zeta = \epsilon_{\text{min}}$ and $\zeta = \epsilon_{\text{max}}$. In fact, it was assumed in the papers \cite{68,72} that the parameter $\Delta$ is large, and it exceeds the other three parameters, i.e., $\Delta \gg T$, $\Delta_{\text{Heis}}$, $\zeta - \epsilon_{\text{min}}$ (or $\zeta - \epsilon_{\text{max}}$). In this situation each critical point can be considered independently. On the other hand, the magnetic susceptibility for a nodal-line semimetal with a band-contact ring characterized by constant $\epsilon_{d}$ (i.e. by $\Delta = 0$) was estimated by Koshino and Hizbulloah \cite{85} in the case
of the weak magnetic fields. The ring was described by the model proposed in Ref. [52]. Using a similar model for the nodal ring with \( \Delta = 0 \), the quantum oscillations of the density of the electron states and of the resistivity were theoretically studied in Refs. [126,128]. The magnetization of the semimetals with the band-contact lines of arbitrary shapes and at small but nonzero \( \Delta \) was calculated in Refs. [88,129] for the weak and strong magnetic fields, including the region of the de Haas-van Alphen oscillations. These oscillations were further analyzed in Ref. [130].

At \( T = 0 \) the general formula for the magnetization associated with a band-contact line in a nodal-line semimetal has the form [129]:

\[
M(\zeta, H) = \frac{e^2}{2\pi^2}\frac{H^{1/2}}{c}\int_0^L dp_3|\cos \theta|^{1/2} v\sqrt{\alpha(p_3)}K(u)t,
\]

where the integration in the Brillouin zone is carried out over the length \( L \) of the line; \( \theta = \theta(p_3) \) is angle between \( H \) and the unit vector \( t = t(p_3) \) tangent to the line at the point \( p_3; v = v(p_3) \) is a sign of \( \cos \theta \); \n
\[
K(u) = \frac{3}{2} \zeta(-\frac{1}{2}, |u| + 1) + \sqrt{u}(|u| + \frac{1}{2}),
\]

\( \zeta(s,a) \) is the Hurwitz zeta function, the quantity \( u \) is similar to that defined by Eq. (23),

\[
u = \frac{[\zeta - \varepsilon_e(p_3)]^2c}{\varepsilon_{\parallel}(H)} \frac{cS(p_3)}{2\pi e\hbar H},
\]

\( S(p_3) \) is the area of the Fermi-surface cross section by the plane perpendicular to the magnetic field and passing through the point of the line with the coordinate \( p_3, |u| \) is the integer part of \( u \). In Eq. (40), the two-fold degeneracy of the conduction and valence bands in spin is assumed. In the case of a noncentrosymmetric semimetal with a strong spin-orbit interaction (e.g., PbTaSe_2 [48]), where this degeneracy is absent, the right hand side of formula (40) should be divided by two. In obtaining formula (40), it was also supposed that Eqs. (37) and (38) are valid at all angles \( \theta \) including \( \theta = \pi/2 \). As was mentioned above, this supposition does not lead to an essential error in the magnetization since the parts of line where \( \theta \sim \pi/2 \) give a small contribution to expression (40).

For nonzero \( T \), the magnetization \( M_t(\zeta, H, T) \) can be calculated with the relationship:

\[
M_t(\zeta, H, T) = -\int_0^\infty d\varepsilon M(\varepsilon, H, 0)f'(\varepsilon),
\]

where \( f'(\varepsilon) \) is the derivative of the Fermi function,

\[
f'(\varepsilon) = -\left[4T\cosh^2\left(\frac{\varepsilon - \zeta}{2T}\right)\right]^{-1}.
\]

In the topological semimetals, charge carriers (electron and holes) are located near the band-contact line, and their chemical potential \( \zeta \) generally depends on the magnetic field, \( \zeta = \zeta(H) \). This dependence can be derived from the condition that the charge carrier density \( n \) does not vary with increasing \( H \),

\[
n(\zeta, H) = n_0(\zeta_0),
\]

where \( n_0 \) and \( \zeta_0 \) are the density and the chemical potential at \( H = 0 \). On calculating \( \zeta(H) \), one can find the magnetization as a function of \( n_0 \) or \( \zeta_0 \), inserting \( \zeta(H) \) into Eq. (40). As in the case of the Dirac and Weyl semimetals, if there are no other electron pockets stabilizing the chemical potential in the nodal-line semimetal, the dependence \( \zeta(H) \) has a noticeable effect on the magnetization in the ultra-quantum regime or when \( H \) approaches its boundary \( H_1 \). However a specific feature of certain nodal-line semimetals is that the spacing \( \Delta\varepsilon_l \) between the Landau subbands may become larger than their width even at \( H \ll H_1 \). In this situation the spectrum (37) transforms, in fact, into the spectrum of a two-dimensional electron system since different Landau subbands \( \varepsilon_{\nu}(p_3) \) do not overlap, and they look like broadened Landau levels. In this quasi-two-dimensional case the chemical potential essentially depends on the magnetic field [65], and its dependence noticeably changes the shape of the de Haas-van Alphen oscillations; see below.

Formulas (40), (43) (and the appropriate expression for the \( \Omega \) potential) enable one to analyze the cases of the weak and strong magnetic fields, including the region of the de Haas-van Alphen oscillations and the ultra-quantum regime [129]. We now consider these cases in more detail.
The dependence of $\chi_{\parallel}$ on the chemical potential $\zeta$ at 1) $T \to 0$, Eq. 49, 2) $T/\Delta = 0.25$ and 3) $T/\Delta = 2$, Eq. 47. The susceptibility is measured in units of $C/\Delta$ where the constant $C$ is defined by formula 50.

1. Weak magnetic fields

In the weak magnetic fields $H \ll H_T$, when $\Delta \varepsilon_H \ll T$, one has the following expressions for the magnetization and the longitudinal magnetic susceptibility $\chi_{\parallel}$ defining the magnetization component $M_{\parallel} = C \chi_{\parallel}$ parallel to the magnetic field [88, 129]:

$$M(\zeta, H, T) = \frac{e^2 H}{12 \pi^2 \hbar c^2} \int_0^\Delta dp_3 \alpha(p_3) f'(\varepsilon_d) \cos \theta,$$

$$\chi_{\parallel} = \frac{e^2}{12 \pi^2 \hbar c^2} \int_0^\Delta dp_3 \alpha(p_3) f'(\varepsilon_d) \cos^2 \theta,$$

where $f'(\varepsilon_d)$ and $\alpha(p_3)$ are given by Eqs. 44 and 38, respectively. At low temperatures $T \ll 2\Delta$, formula 47 yields $\chi_{\parallel}(\zeta) = 0$ if $\zeta$ does not lie between $\varepsilon_{\min} = \varepsilon_d^0 - \Delta$ and $\varepsilon_{\max} = \varepsilon_d^0 + \Delta$. In order to gain some insight into the behavior of $\chi_{\parallel}(\zeta)$ in the interval $|\zeta - \varepsilon_d^0| < \Delta$, consider a simple model of the nodal line. Let the band-contact line be a circle with constant $b_{11}$, $b_{22}$, $d_x^2$, and with

$$\varepsilon_d(p_3) = \varepsilon_d^0 + \Delta \cos \left( \frac{2\pi p_3 n}{L} \right),$$

where $n$ is an integer ($n = 6$ in Fig. 5). Within this model that may be appropriate for Ca$_3$P$_2$ [40], it follows from Eq. 47 that [88]:

$$\chi_{\parallel}(\zeta) = \frac{C}{\pi \sqrt{\Delta^2 - (\zeta - \varepsilon_d^0)^2}} = \frac{C}{\pi \sqrt{(\varepsilon_{\max} - \zeta)(\zeta - \varepsilon_{\min})}},$$

where

$$C = -\frac{e^2}{12 \pi^2 \hbar c^2} L(b_{11}b_{22}) \frac{1}{2} (1 - d_x^2)^{3/2} \cos^2 \theta_0,$$

and $\theta_0$ is the angle between the magnetic field and the plane of the nodal line. When $\zeta$ tends, e.g., to $\varepsilon_{\max} = \varepsilon_d^0 + \Delta$, the giant anomaly in the susceptibility, $\chi_{\parallel} \propto (\varepsilon_{\max} - \zeta)^{-1/2}$, occurs in agreement with Ref. 68. Of course, at $|\varepsilon_d - \zeta| \lesssim T$ the divergence of $\chi_{\parallel}$ in Eq. 49 is truncated as in the case of the Dirac points. In the middle of the interval $\varepsilon_{\min} \leq \zeta \leq \varepsilon_{\max}$ the susceptibility is still large due to a small value of $\Delta$ in the denominator of Eq. 49, and $\chi_{\parallel}$ essentially depends on $\zeta$, Fig. 7.

When the temperature is not small as compared to $\Delta$ (and $T \gg \Delta \varepsilon_H$), the $\zeta$ dependence of $\chi_{\parallel}(\zeta, T)$ is shown in Fig. 7. In the limiting case when $\Delta$ is so small (or the temperature is so high) that $\Delta \ll T$ (the interrelation between $\Delta$ and $\Delta \varepsilon_H$ may be arbitrary), the explicit formula for $\chi_{\parallel}(\zeta, T)$ can be obtained [88]:

$$\chi_{\parallel}(\zeta, T) = \frac{C}{4T \cosh^2 [(\varepsilon_d^0 - \zeta)/2T]}.$$
This formula, in fact, reproduces the result of Koshino and Hizbullah [85], and it well describes \( \chi(\zeta, T) \) calculated with Eqs. (47) even at \( T/\Delta \gtrsim 2 \).

When the angle \( \theta_0 \) differs from zero and \( \pi/2 \), there is also a nonzero component \( M_z \) of the magnetization that is perpendicular to the magnetic field \( H \). This component lies in the plane passing through the vector \( H \) and the normal to the plane of the nodal line, and it can be calculated with Eq. (46). It turns out that the magnetic susceptibility \( \chi_{\perp} \) defined by the relation \( M_{\perp} = \chi_{\perp} H \) is described by formulas \((49)-(51)\) in which \( \cos^2 \theta_0 \) should be replaced by \( \cos \theta_0 \sin \theta_0 \) [88]. This \( \chi_{\perp} \) determines the magnetic torque \( K_\theta = \chi_{\perp} H^2 \).

Koshino and Hizbullah [85] estimated the spin \( \chi_s \) and cross \( \chi_{s-o} \) susceptibilities for the nodal ring. These susceptibilities are similar to those considered in Sec. III A for the Dirac points. It follows from their results that \( \chi_s \) and \( \chi_{s-o} \) are relatively small as compared to the orbital part of the susceptibility considered above if \( \Delta \gg mV^2 \) where \( V^2 \sim (b_1 b_2)\Pi^{1/2} \).

Consider now an example of the band-contact line terminating on the opposite faces of the Brillouin zone. In particular, this situation occurs in BiTeI and BiTeCl although these crystals hardly be assigned to the representative set of the nodal-line semimetals since the parameter \( \Delta \) is sufficiently large in them (\( 2\Delta \sim 0.5 \) eV in BiTeI [131]). It is well known that a large Rashba-type spin splitting induced by the strong spin-orbit interaction occurs in the bulk bands of the crystals BiTeI [131,135] and BiTeCl [136,138] which have no center of the inversion. The splitting of the conduction band \( \epsilon_c(p) \) into the two spin subbands \( \epsilon_c^\pm(p) \) in the vicinity of the \( A-G-A \) axis (the \( z \) axis) of the Brillouin zone can be described by the following Hamiltonian:

\[
\hat{H} = \begin{pmatrix}
\epsilon_d(p_x) + p_x^2 + p_y^2 & \frac{1}{2} p_y \\
\frac{1}{2} p_y & \epsilon_d(p_x) - p_x^2
\end{pmatrix} \sigma_0 + v_R \sigma [\mathbf{e}_z \times \mathbf{p}],
\]

which leads to the dispersion relation:

\[
\epsilon_c^\pm(p) = \epsilon_d(p_x) \pm \frac{p_y^2 + p_x^2}{2m_0} \pm v_R \sqrt{p_y^2 + p_x^2}.
\]

Here the unit vector \( \mathbf{e}_z \) is directed along the \( z \) axis, \( v_R = v_R(p_x) \) and \( m_0 = m_j(p_z) \) are the Rashba parameters; \( \sigma_0 \) and \( \sigma \) are the unit and Pauli matrices. It follows from Eq. (53) that at a fixed \( p_z \) the minimum of the conduction band, \( \epsilon_{c\min}(p_z) \), occurs at the distance \( p_0 = v_R m_j \) from the \( z \) axis and lies below \( \epsilon_d(p_z) \). The minimum \( \epsilon_{c\min}(p_z) = \epsilon_d(p_z) - p_0^2/2m_0 \). It is also clear that there is no spin splitting of the conduction band when \( p \) lies in this axis although the subband crossings at the point \( A \) in BiTeI and at the point \( \Gamma \) in BiTeCl are frequently named as the Dirac points. In reality, the \( A-G-A \) axis is the band-contact line in which the two spin subbands of the conduction band merge. In BiTeI the subband crossings at the points \( A \) and \( \Gamma \) correspond to \( \epsilon_{c\min} \) and \( \epsilon_{c\max} \) of \( \epsilon_c(p_z) \), respectively, whereas in BiTeCl the opposite correspondence takes place: \( \epsilon_{c\min} = \epsilon_d(\Gamma) \) and \( \epsilon_{c\max} = \epsilon_d(A) \). The crystals BiTeI and BiTeCl are always doped, and the chemical potential \( \zeta \) lies near \( \epsilon_{c\min} \). With changing the doping, \( \zeta \) crosses \( \epsilon_{c\min} \), and the 3rd order topological transition occurs [9] which is known as the transition from the ring torus to the so-called spindle torus [134,138].

Dependencies of the magnetic susceptibility of BiTeI on \( T \) and \( \zeta \) were measured by Schober et al. [139] in the region of weak magnetic fields, and it was found that there is a diamagnetic anomaly in \( \chi_{zz}(\zeta) \) superimposed on a paramagnetic background when \( \zeta \) crosses \( \epsilon_{c\min} \). This anomaly for the dispersion relation (53) was first studied theoretically by Boiko and Rashba [140]. Their results can be readily reproduced with the general formula (47) if we take into account that \( \alpha(p_1) = 2v_R^2 \) in the case of Eq. (53) and approximate \( \epsilon_d(p_z) \) near \( \epsilon_{c\min} \) by the dependence \( \epsilon_d(p_z) \approx \epsilon_{c\min} + p_z^2/2m_z \), where \( m_z \) is an effective mass. At low temperatures and at \( \zeta \geq \epsilon_{c\min} \), the contribution of the band-contact line to \( \chi_{zz} \) has the form:

\[
\chi_{zz} = -\frac{e^2 v_R^2 \sqrt{2m_z}}{12\pi^2 \hbar c^2 \sqrt{\zeta - \epsilon_{c\min}}},
\]

where the additional factor 1/2 has been introduced since the bands are not degenerate in spin. The other components of the susceptibility tensor and \( \chi_{zz} \) at \( \zeta < \epsilon_{c\min} \) are equal to zero. Temperature dependences of the susceptibility can be easily obtained either with Eq. (47) or with Eqs. (43) and (54). In particular, the magnitude of the diamagnetic anomaly is proportional to \( T^{-1/2} \).

2. Oscillations

Consider now the case of sufficiently strong magnetic fields, \( H > H_T \), and begin with the situation when the chemical potential does not lie near \( \epsilon_{c\min} \) or \( \epsilon_{c\max} \) of the nodal line, i.e., when \( |\zeta - \epsilon_{c\min}| \sim |\zeta - \epsilon_{c\max}| \). In this case it follows from Eq. (40) [129] that in the region of the magnetic fields where \( T < \Delta \epsilon_H < |\zeta - \epsilon_{c\min}|, |\zeta - \epsilon_{c\max}|, \Delta \) the magnetization is described by the usual formula for the de Haas - van Alphen effect in three-dimensional metals [65], with the phase of the oscillations being shifted...
by a half of the period. In particular, the \( n \)-th harmonic \( \Delta M_n \) of the magnetization component \( M_\parallel \) parallel to the magnetic field looks like:

\[
\Delta M_n \approx \frac{H^{1/2}}{n^{3/2}} \sin \left( 2\pi n \left( \frac{F}{H} - \gamma \right) \pm \frac{\pi}{4} \right),
\]

where \( F = S_{ex}c/2\pi he \) is the frequency determined by the extremal (in \( p_3 \)) cross-section area \( S_{ex} \) of the Fermi surface, \( \gamma = 1/2 - \Phi_B/2\pi \) \([67]\), and the offsets \( \pm \pi/4 \) refer to the minimal and maximal \( S_{ex} \), respectively. The phase shift of the oscillations is due to the zero value of \( \gamma \) that is caused by the Berry phase \( \pi \) for the electron orbits surrounding this line, see Sec. IV A. This shift is the characteristic feature of such orbits in crystals with band-contact lines \([67]\). As in usual metals \([65]\), the dependence \( \zeta(H) \) is sufficiently weak in this region of the magnetic fields and practically has no effect on the oscillations.

In the doped nodal-line semimetals the additional relation \( 2\Delta \ll |\zeta - \epsilon_{min}|, |\zeta - \epsilon_{max}| \) is fulfilled. In this case, with increasing magnetic field when \( T < 2\Delta \ll \Delta\epsilon_H \ll |\zeta - \epsilon_d^0| \), the three-dimensional spectrum \([37]\) transforms, in fact, into the spectrum of a two-dimensional electron system if the width of the Landau subbands \( \epsilon_{l,v}(p_3) \) is of the order of \( 2\Delta \). In this situation different Landau subbands do not overlap, and they look like broadened Landau levels. In this magnetic-field region the \( n \)-th harmonic \( \Delta M_n \) of the longitudinal magnetization \( M_l \) takes the form characteristic of two-dimensional metals \([141]\):

\[
\Delta M_n \approx \frac{1}{n} \sin \left( 2\pi n \left( \frac{F_{2D}}{H} - \gamma \right) \right),
\]

where \( F_{2D} = (S_{max} + S_{min})c/4\pi he \), \( S_{max} \) and \( S_{min} \) are the maximum and minimum cross-section areas of the Fermi surface, and \( \gamma = 0 \) \([129]\). When \( H \) changes within this region of the magnetic fields, the chemical potential \( \zeta(H) \) moves together with one of these levels, and then, at a certain value of \( H \), it jumps from this level to the neighboring one \([65]\). The crossover from the three-dimensional electron spectrum to the quasi-two-dimensional one occurs at the field \( H_{cr} \) determined by the condition \( \Delta\epsilon_H(H_{cr}) \sim \Delta \), while the boundary \( H_1 \) of the ultra-quantum regime is essentially larger than \( H_{cr} \), and it is found from \( \Delta\epsilon_H(H_1) \sim |\zeta - \epsilon_d^0| \). Using Eq. \([37]\), one obtains the following estimates for \( H_1 \) and \( H_{cr} \):

\[
H_1 \sim F_{2D} \sim \frac{(\zeta - \epsilon_d^0)^2 c}{e\hbar \alpha},
\]

\[
H_{cr} \sim \frac{(S_{max} - S_{min})c}{2\pi e h} \sim \frac{4\Delta|\zeta - \epsilon_d^0|c}{e\hbar \alpha} \sim \frac{4\Delta}{|\zeta - \epsilon_d^0|} H_1.
\]

An example of the dependence \( \zeta(H) \) both at \( H < H_{cr} \) and \( H > H_{cr} \) is shown in Fig. 8.

Strictly speaking, the quasi-two-dimensional electron spectrum in magnetic fields does not develop for all electrons in a topological semimetals with small \( \Delta \) since if \( \cos \theta \) tends to zero in some part of the line, the \( \Delta\epsilon_H \) becomes less than \( 2\Delta \) there; see Eq. \([37]\). For the quasi-two-dimensional spectrum to manifest itself, a change of the quantity \( u \propto 1/\cos \theta \) defined by Eq. \([42]\) has to be less than unity along an essential portion of the line, i.e., \( \cos \theta \) may change only within a sufficiently small interval in
FIG. 9: Top: Dependences of \( M_z/H \) on \( 1/H \) for rhombohedral graphite at \( T = 0 \) and the magnetic field directed along the \( z \) axis. The dependences are calculated numerically with Eqs. (40)–(42). \( \alpha(p_3) \), \( \cos \theta \), and \( \varepsilon_p(p_3) \) are the same as in Fig. 8. \( \Delta = 1 \) meV \[129\]. The dashed line corresponds to the constant chemical potential \( \zeta - \varepsilon_0^d = 70 \) meV, the solid line shows \( M_z/H \) at \( \zeta_0 - \varepsilon_0^d = 70 \) meV, taking into account the \( H \)-dependence of \( \zeta \) presented in the bottom panel. The inset: The Landau-level fan diagrams plotted with the positions of the maxima of the dashed and solid curves of the main panel. The diagrams give \( \gamma = 0 \) and \( \gamma = 1/2 \). Bottom: The \( H \)-dependence of the chemical potential calculated with Eq. (45) at \( \zeta_0 - \varepsilon_0^d = 70 \) meV. The inset schematically shows the band-contact helix in rhombohedral graphite.

this portion. This imposes a restriction on the shape of the nodal line. It is clear that the spectrum of this kind can appear for a straight band-contact line, i.e., for a symmetry axis, since \( \theta(p_3) \) is constant in this case. The quasi-two-dimensional spectrum is also possible in the case of band-contact lines terminating on the opposite faces of the Brillouin zone for a certain region of the magnetic-field directions. In particular, this situation takes place in rhombohedral graphite in which the nodal line has the shape of a helix \[124\], and the quasi-two-dimensional spectrum is realized when the magnetic field \( H > H_{cr} \) is perpendicular to the basal plane of the crystal \[129\]. This type of the spectrum can also occur for a closed band-contact line composed of nearly straight arcs. This situation appears to take place in ZrSiS \[44, 45\].

Alphen oscillations and can mask the correct value of the Berry phase \( \Phi_B \) when \( \Phi_B \) is measured with these oscillations \[129, 130\]. In particular, if the quasi-two dimensional spectrum occurs for all the electrons near the nodal line, one can find \( \gamma = 1/2 \) from these oscillations although the Berry phase is still equal to \( \pi \) and true \( \gamma = 0 \). To illustrate this statement, in Fig. 9 we present the \( H \)-dependence of \( M_z/H \) for rhombohedral graphite when the magnetic field is perpendicular to the basal plane of the crystal (i.e., \( H \) is parallel to the \( z \) axis). The de Haas - van Alphen oscillations are clearly visible in the figure. The dashed line shows the oscillations calculated at constant \( \zeta \). As expected, the Landau-level fan diagram shown in the inset yields \( \gamma = 0 \) for these oscillations. However, the electron spectrum is quasi-two-dimensional for the whole interval of the magnetic fields in Fig. 9 the chemical potential and the magnetization \( M_x \) exhibit jumps, and the positions of these jumps do not coincide with the positions of the sharp peaks in \( M_z/H \) calculated at a constant chemical potential. In other words, the dependence \( \zeta(H) \) leads to the shift of the oscillations, and this shift imitates a change of \( \gamma \). In particular, the appropriate Landau-level fan diagram suggests that \( \gamma = 1/2 \). Interestingly, intermediate values of \( \gamma \) (different from 0 and 1/2) can be found if there is an addition group of charge carriers in a nodal-line semimetal, i.e., if the electron groups with the quasi-two-dimensional and three-dimensional spectra coexist in this semimetal \[130\].

Recently, the de Haas - van Alphen \[142\] - \[146\], Shubnikov - de Haas \[147\] - \[151\], and thermoelectric power \[152\] oscillations in magnetic fields were experimentally investigated in ZrSiS family of the nodal-node semimetals, and intermediate values of the Berry phase (other than 0 and \( \pi \)) were obtained for a number of the electron orbits. Taking into account the above considerations, we hypothesized \[129\] - \[130\] that the essential dependence of chemical potential on the magnetic field reveals itself in these measurements, and the intermediate values of \( \gamma \) are probably due to the coexistence of dissimilar electron groups.
in these materials. The crossover from the frequency $F_{D} \propto (s_{\text{max}} + s_{\text{min}})/2$ characteristic of the quasi-two-dimensional spectrum to the frequencies $f_{\text{max}} \propto s_{\text{max}}$ and $f_{\text{min}} \propto s_{\text{min}}$ inherent in the three-dimensional case can also explain the observed splitting of the oscillation frequencies with changing the magnetic-field direction \cite{143,145,147,149}. Another reason for the intermediate values of $\gamma$ may be due to the magnetic breakdown \cite{65,119,121}. However, although the combination frequencies inhering in the magnetic-breakdown were really detected in ZrSiS \cite{150} and HfSiS \cite{151}, the intermediate values of $\gamma$ were not found for the appropriate orbits. On the other hand, the combination frequencies can appear when a noticeable dependence of $\zeta$ on $H$ occurs.

Finally, consider the case when the chemical potential is close to the energy $\epsilon_{\text{min}}$ or $\epsilon_{\text{max}}$. For definiteness, we imply that this energy is $\epsilon_{\text{min}}$, i.e., $|\zeta - \epsilon_{\text{min}}| \ll \Delta$. It is this case that is realized in BiTeI and BiTeCl. In this situation one has

$$H_{1} \sim \frac{(\zeta - \epsilon_{\text{min}})^{2}c}{e\hbar \alpha},$$

the oscillations at $H_{T} < H < H_{1}$ are always three-dimensional, and the $H$-dependence of the chemical potential is inessential except for the last oscillations at $H \sim H_{1}$. Hence, one may expect to find $\gamma = 0$ for the electron orbits surrounding the nodal line. The experimental investigations of the Shubnikov - de Haas oscillations in BiTeI \cite{132,133} and BiTeCl \cite{138} did reveal that $\gamma = 0$ for the extremal orbits lying on the Fermi surfaces $\epsilon_{\zeta}^{\pm}(p) = \zeta$ and $\epsilon_{\zeta}^{\pm}(p) = \zeta$ defined by Eq. \cite{53}.

3. The ultra-quantum regime

In the ultra-quantum regime when $H > H_{1}$, the de Haas - van Alphen oscillations disappear. If the chemical potential is not close to the critical energies $\epsilon_{\text{min}}$ and $\epsilon_{\text{max}}$, the differences $|\zeta - \epsilon_{\text{min}}| \sim |\zeta - \epsilon_{\text{max}}|$ are of the order of $\Delta$ or even essentially exceed $\Delta$ for the doped semimetals. In this situation, at $H \gg H_{1}$ when $|\zeta - \epsilon_{\text{min}}|, |\zeta - \epsilon_{\text{max}}| \ll \Delta e_{H}$, the argument $u$ of the function $K(u)$ in Eq. \cite{40} is small practically for all points of the band-contact line, and hence $K(u) = (3/2)\zeta(-1/2, 1) + \sqrt{u}/2$. Then formula \cite{40} gives $M_{i} = c_{1}H^{1/2} + c_{2}$, with the coefficients $c_{1}, c_{2}$ depending on the direction of the magnetic field and on the shape of the band-contact line. In particular, we find the following expression for longitudinal component of the magnetization \cite{88}:

$$M_{l}(H) \approx \frac{3\zeta}{4\pi^{2}h^{3/2}c^{3/2}} \int_{0}^{L} d p \cos \theta \left| \cos \frac{\pi}{\zeta} p_{3} \right|^{1/2} \sqrt{\alpha(p_{3})} + \frac{e}{4\pi^{2}h^{3}c} \int_{0}^{L} d p \left| \zeta - \epsilon_{l}(p_{3}) \right| \cos \theta. \quad (58)$$

As an example, the $H$-dependence of $M_{l}$ in the ultra-quantum regime for rhombohedral graphite is shown in Fig. \cite{10}. It is seen that the dependence given by Eq. \cite{58} well describes $M_{l}(H)$ at constant $\zeta$. However in the ultra-quantum regime the chemical potential tends to $\epsilon_{l}^{0}$, Fig. \cite{9} and the second term in formula \cite{58} becomes small. For this reason, $M_{l}(H)$ in the ultra-quantum regime is well described, in fact, by the first term of this formula when the $H$-dependence of $\zeta$ is taken into account.

If the chemical potential lies near the critical energy $\epsilon_{\text{min}}$ or $\epsilon_{\text{max}}$, at $H > H_{1}$ the de Haas - van Alphen oscillations disappear, but the spacing $\Delta e_{\text{H}}$ between the Landau subbands is much less than $2\Delta$. In this case one arrives at $M_{l} \propto H^{3/4}$ \cite{72,88}. If $H$ further increases, and $\Delta e_{\text{H}}$ exceeds $2\Delta$, the dependence $M_{l} \propto H^{1/2}$ crosses over to $M_{l} \propto H^{3/4}$.

The dependence $M_{l} \propto H^{3/4}$ has to occur for BiTeI and BiTeCl in the ultra-quantum regime since $2\Delta$ is sufficiently large for these materials, and $|\zeta - \epsilon_{\text{min}}| \ll 2\Delta$. In particular, formula \cite{40} in the case of the spectrum \cite{55} leads to the following expression for longitudinal magnetization \cite{88}:

$$M_{l}(H) = -0.158e^{3/2}(2\sqrt{\pi} r)^{3/4}\sqrt{2m_{c}} \cdot H^{3/4}(\cos \theta)^{1/4}, \quad (59)$$

where the additional factor $1/2$ has been introduced analogously to Eq. \cite{54}, the effective mass $m_{c}$ is determined by the expansion $\epsilon_{l}(p_{z}) \approx \epsilon_{\text{min}} + p_{z}^{2}/2m_{c}$, and $\theta$ is the angle between the magnetic field and the $z$ axis.

As in the case of the weak magnetic fields, the magnetization in the region of strong magnetic fields has the component $M_{l}$ that is perpendicular to $H$ \cite{88}.

V. CONCLUSIONS

In this review article we show that by now the theory of the magnetic susceptibility for the Weyl, Dirac, and nodal-line semimetals has already been developed adequately, and we present the appropriate results for the susceptibility in the weak and strong magnetic fields, including the region of the de Haas - van Alphen oscillations and the ultra-quantum regime. The theory
Fig. 10: Dependences of $M_z/H$ on $1/H$ for rhombohedral graphite at $T = 0$ and the magnetic field directed along the $z$ axis. The dependences are calculated numerically with Eqs. (40)–(42), the parameters are the same as in Fig. 9. The dashed line corresponds to the constant chemical potential $\zeta - \epsilon_0^d = 70$ meV, the solid line shows $M_z/H$ at $\zeta_0 - \epsilon_0^d = 70$ meV, taking into account the $H$-dependence of $\zeta$ presented in the bottom panel of Fig. 9. The circles and the black dots show $M_z/H$ calculated with Eq. (58), but the second term in Eq. (58) is omitted for the dots.

takes into account the tilt of the Dirac and Weyl spectra and the dispersion of the degeneracy energy along the band-contact line in the nodal-line semimetals. The following characteristic features of the magnetic susceptibility are analyzed in the article: The strong specific dependences of the susceptibility on the chemical potential and temperature for the weak magnetic fields, the phase shift of the de Haas - van Alphen oscillations, and the specific magnetic-field dependences of the magnetization in the ultra-quantum regime. These features can serve as hallmarks of the electron spectra inhering in the topological semimetals. The presented results are illustrated, discussing the following Dirac, Weyl, and nodal-line semimetals: Na$_3$Bi, Cd$_3$As$_2$, TaAs family, Ca$_3$P$_2$, ZrSiS, rhombohedral graphite, and also the bulk Rashba semiconductors BiTeI and BiTeCl in which a band-contact line exists. As to experimental investigations, there is a large number of experimental works that explore one of these hallmarks, viz., the phase shift of the oscillating part of the magnetization (or of the conductivity) by a half of the period. This offset is generally considered as evidence of a Weyl (Dirac) point or a nodal-line in a material under study. Interestingly, the phase shifts different from the predicted one were found in a number of these experiments. Possible explanations of such shifts are discussed in the article, too. As to other characteristic features of the magnetic susceptibility, there are only several experimental works that deal with non-oscillating part of the magnetization of the Weyl semimetals. In this context, extended experimental studies of the magnetization could provide additional useful information on the topological semimetals.
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