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Abstract

We introduce the author-topic model, a generative model for documents that extends Latent Dirichlet Allocation (LDA; Blei, Ng, & Jordan, 2003) to include authorship information. Each author is associated with a multinomial distribution over topics and each topic is associated with a multinomial distribution over words. A document with multiple authors is modeled as a distribution over topics that is a mixture of the distributions associated with the authors. We apply the model to a collection of 1,700 NIPS conference papers and 160,000 CiteSeer abstracts. Exact inference is intractable for these datasets and we use Gibbs sampling to estimate the topic and author distributions. We compare the performance with two other generative models for documents, which are special cases of the author-topic model: LDA (a topic model) and a simple author model in which each author is associated with a distribution over words rather than a distribution over topics. We show topics recovered by the author-topic model, and demonstrate applications to computing similarity between authors and entropy of author output.

1 Introduction

Characterizing the content of documents is a standard problem addressed in information retrieval, statistical natural language processing, and machine learning. A representation of document content can be used to organize, classify, or search a collection of documents. Recently, generative models for documents have begun to explore topic-based content representations, modeling each document as a mixture of probabilistic topics (e.g., Blei, Ng, & Jordan, 2003; Hofmann, 1999).

Here, we consider how these approaches can be used to address another fundamental problem raised by large document collections: modeling the interests of authors.

By modeling the interests of authors, we can answer a range of important queries about the content of document collections. With an appropriate author model, we can establish which subjects an author writes about, which authors are likely to have written documents similar to an observed document, and which authors produce similar work. However, research on author modeling has tended to focus on the problem of authorship attribution — who wrote which document — for which discriminative models based on relatively superficial features are often sufficient. For example, the “stylometric” approach (e.g., Holmes & Forsyth, 1995) finds stylistic features (e.g., frequency of certain stop words, sentence lengths, diversity of an author’s vocabulary) that discriminate between different authors.

In this paper we describe a generative model for document collections, the author-topic model, that simultaneously models the content of documents and the interests of authors. This generative model represents each document with a mixture of topics, as in state-of-the-art approaches like Latent Dirichlet Allocation (Blei et al., 2003), and extends these approaches to author modeling by allowing the mixture weights for different topics to be determined by the authors of the document. By learning the parameters of the model, we obtain the set of topics that appear in a corpus and their relevance to different documents, as well as identifying which topics are used by which authors.

The paper is organized as follows. In Section 2, we discuss generative models for documents using authors and topics, and introduce the author-topic model. We devote Section 3 to describing the Gibbs sampler used for inferring the model parameters, and in Section 4 we present the results of applying this algorithm to two collections of computer science documents—NIPS.
conference papers and abstracts from the CiteSeer database. We conclude and discuss further research directions in Section 5.

2 Generative models for documents

We will describe three generative models for documents: one that models documents as a mixture of topics (Blei et al., 2003), one that models authors with distributions over words, and one that models both authors and documents using topics. All three models use the same notation. A document \( d \) is a vector of \( N_d \) words, \( w_d \), where each \( w_{i,d} \) is chosen from a vocabulary of size \( V \), and a vector of \( A \) authors \( a_d \), chosen from a set of authors of size \( A \). A collection of \( D \) documents is defined by \( D = \{(w_1, a_1), \ldots, (w_D, a_D)\} \).

2.1 Modeling documents with topics

A number of recent approaches to modeling document content are based upon the idea that the probability distribution over words in a document can be expressed as a mixture of topics, where each topic is a probability distribution over words (e.g., Blei et al., 2003; Hofmann, 1999). We will describe one such model – Latent Dirichlet Allocation (LDA; Blei et al., 2003). In LDA, the generation of a document collection is modeled as a three step process. First, for each document, a distribution over topics is sampled from a Dirichlet distribution. Second, for each word in the document, a single topic is chosen according to the distribution. Finally, each word is sampled from a multinomial distribution over words specific to the sampled topic.

This generative process corresponds to the hierarchical Bayesian model shown (using plate notation) in Figure 1(a). In this model, \( \phi \) denotes the matrix of topic distributions, with a multinomial distribution over \( V \) vocabulary items for each of \( T \) topics being drawn independently from a symmetric Dirichlet(\( \beta \)) prior. \( \theta \) is the matrix of document-specific mixture weights for these \( T \) topics, each being drawn independently from a symmetric Dirichlet(\( \alpha \)) prior. For each word, \( z \) denotes the topic responsible for generating that word, drawn from the \( \theta \) distribution for that document, and \( w \) is the word itself, drawn from the topic distribution \( \phi \) corresponding to \( z \). Estimating \( \phi \) and \( \theta \) provides information about the topics that participate in a corpus and the weights of those topics in each document respectively. A variety of algorithms have been used to estimate these parameters, including variational inference (Blei et al., 2003), expectation propagation (Minka & Lafferty, 2002), and Gibbs sampling (Griffiths & Steyvers, 2004). However, this topic model provides no explicit information about the interests of authors: while it is informative about the content of documents, authors may produce several documents – often with co-authors – and it is consequently unclear how the topics used in these documents might be used to describe the interests of the authors.

2.2 Modeling authors with words

Topic models illustrate how documents can be modeled as mixtures of probability distributions. This suggests a simple method for modeling the interests of authors. Assume that a group of authors, \( a_d \), decide to write the document \( d \). For each word in the document an author is chosen uniformly at random, and a word is chosen from a probability distribution over words that is specific to that author.

This model is similar to a mixture model proposed by McCallum (1999) and is equivalent to a variant of LDA in which the mixture weights for the different topics are fixed. The underlying graphical model is shown in Figure 1(b). \( x \) indicates the author of a given word, chosen uniformly from the set of authors \( a_d \). Each author is associated with a probability distribution over words \( \phi \), generated from a symmetric Dirichlet(\( \beta \)) prior. Estimating \( \phi \) provides information about the interests of authors, and can be used to answer queries about author similarity and authors who write on subjects similar to an observed document. However, this author model does not provide any information about document content that goes beyond the words that appear in the document and the authors of the document.

2.3 The author-topic model

The author-topic model draws upon the strengths of the two models defined above, using a topic-based representation to model both the content of documents and the interests of authors. As in the author model, a group of authors, \( a_d \), decide to write the document \( d \). For each word in the document an author is chosen uniformly at random. Then, as in the topic model, a topic is chosen from a distribution over topics specific to that author, and the word is generated from the chosen topic.

The graphical model corresponding to this process is shown in Figure 1(c). As in the author model, \( x \) indicates the author responsible for a given word, chosen from \( a_d \). Each author is associated with a distribution over topics, \( \theta \), chosen from a symmetric Dirichlet(\( \alpha \))
prior. The mixture weights corresponding to the chosen author are used to select a topic \( z \), and a word is generated according to the distribution \( \phi \) corresponding to that topic, drawn from a symmetric Dirichlet(\( \beta \)) prior.

The author-topic model subsumes the two models described above as special cases: topic models like LDA correspond to the case where each document has one unique author, and the author model corresponds to the case where each author has one unique topic. By estimating the parameters \( \phi \) and \( \theta \), we obtain information about which topics authors typically write about, as well as a representation of the content of each document in terms of these topics. In the remainder of the paper, we will describe a simple algorithm for estimating these parameters, compare these different models, and illustrate how the results produced by the author-topic model can be used to answer questions about which authors work on similar topics.

3 Gibbs sampling algorithms

A variety of algorithms have been used to estimate the parameters of topic models, from basic expectation-maximization (EM; Hofmann, 1999), to approximate inference methods like variational EM (Blei et al., 2003), expectation propagation (Minka & Lafferty, 2002), and Gibbs sampling (Griffiths & Steyvers, 2004). Generic EM algorithms tend to face problems with local maxima in these models (Blei et al., 2003), suggesting a move to approximate methods in which some of the parameters—such as \( \phi \) and \( \theta \)—can be integrated out rather than explicitly estimated. In this paper, we will use Gibbs sampling, as it provides a simple method for obtaining parameter estimates under Dirichlet priors and allows combination of estimates from several local maxima of the posterior distribution.

The LDA model has two sets of unknown parameters – the \( D \) document distributions \( \theta \), and the \( T \) topic distributions \( \phi \) – as well as the latent variables corresponding to the assignments of individual words to topics \( z \). By applying Gibbs sampling (see Gilks, Richardson, & Spiegelhalter, 1996), we construct a Markov chain that converges to the posterior distribution on \( z \) and then use the results to infer \( \theta \) and \( \phi \) (Griffiths & Steyvers, 2004). The transition between successive states of the Markov chain results from repeatedly drawing \( z \) from its distribution conditioned on all other variables, summing out \( \theta \) and \( \phi \) using standard Dirichlet integrals:

\[
P(z_i = j | w_i = m, z_{-i}, w_{-i}) \propto \frac{C_{m,j}^{WT} + \beta}{\sum_m C_{m,j}^{WT} + V \beta} \sum_j C_{d,j}^{DT} + T \alpha
\]

where \( z_i = j \) represents the assignments of the \( i \)th word in a document to topic \( j \), \( w_i = m \) represents the observation that the \( i \)th word is the \( m \)th word in the lexicon, and \( z_{-i} \) represents all topic assignments not including the \( i \)th word. Furthermore, \( C_{m,j}^{WT} \) is the number of times word \( m \) is assigned to topic \( j \), not including the current instance, and \( C_{d,j}^{DT} \) is the number of times topic \( j \) has occurred in document \( d \), not including the current instance. For any sample from this Markov chain, being an assignment of every word to a topic, we can estimate \( \phi \) and \( \theta \) using

\[
\phi_{mj} = \frac{C_{m,j}^{WT} + \beta}{\sum_m C_{m,j}^{WT} + V \beta} \quad (2)
\]

\[
\theta_{dj} = \frac{C_{d,j}^{DT} + \alpha}{\sum_j C_{d,j}^{DT} + T \alpha} \quad (3)
\]
where $\phi_{mj}$ is the probability of using word $m$ in topic $j$, and $\theta_{dj}$ is the probability of topic $j$ in document $d$. These values correspond to the predictive distributions over new words $w$ and new topics $z$ conditioned on $w$ and $z$.

An analogous approach can be used to derive a Gibbs sampler for the author model. Specifically, we have

$$P(x_i = k|w_i = m, x_{-i}, w_{-i}, a_d) \propto \frac{C_{mk}^{WA} + \beta}{\sum_{m'} C_{mk}^{WA} + V\beta}$$

where $x_i = k$ represents the assignments of the $i$th word in a document to author $k$ and $C_{mk}^{WA}$ is the number of times word $m$ is assigned to author $k$. An estimate of $\phi$ can be obtained via

$$\phi_{mk} = \frac{C_{mk}^{WA} + \beta}{\sum_{m'} C_{mk}^{WA} + V\beta}$$
similar to Equation 2.

In the author-topic model, we have two sets of latent variables: $z$ and $x$. We draw each $(z_i, x_i)$ pair as a block, conditioned on all other variables:

$$P(z_i = j, x_i = k|w_i = m, z_{-i}, x_{-i}, w_{-i}, a_d) \propto \frac{C_{mj}^{WT} + \beta}{\sum_{m'} C_{mj}^{WT} + V\beta} \frac{C_{kj}^{AT} + \alpha}{\sum_{j'} C_{kj}^{AT} + T\alpha}$$

where $z_i = j$ and $x_i = k$ represent the assignments of the $i$th word in a document to topic $j$ and author $k$ respectively, $w_i = m$ represents the observation that the $i$th word is the $m$th word in the lexicon, and $z_{-i}, x_{-i}$ represent all topic and author assignments not including the $i$th word, and $C_{mj}^{WT}$ is the number of times author $k$ is assigned to topic $j$, not including the current instance. Equation 4 is the conditional probability derived by marginalizing out the random variables $\phi$ (the probability of a word given a topic) and $\theta$ (the probability of a topic given an author). These random variables are estimated from samples via

$$\phi_{mj} = \frac{C_{mj}^{WT} + \beta}{\sum_{m'} C_{mj}^{WT} + V\beta}$$

and

$$\theta_{kj} = \frac{C_{kj}^{AT} + \alpha}{\sum_{j'} C_{kj}^{AT} + T\alpha}$$

In the examples considered here, we do not estimate the hyperparameters $\alpha$ and $\beta$—instead the smoothing parameters are fixed at $50/T$ and $0.01$ respectively.

Each of these algorithms requires tracking only small amounts of information from a corpus. For example, in the author-topic model, the algorithm only needs to keep track of a $V \times T$ (word by topic) count matrix, and an $A \times T$ (author by topic) count matrix, both of which can be represented efficiently in sparse format. We start the algorithm by assigning words to random topics and authors (from the set of authors on the document). Each iteration of the algorithm involves applying Equation 4 to every word token in the document collection, which leads to a time complexity that is of order of the total number of word tokens in the training data set multiplied by the number of topics, $T$ (assuming that the number of authors on each document has negligible contribution to the complexity). The count matrices are saved at the 2000th iteration of this sampling process. We do this 10 times so that 10 samples are collected in this manner (the Markov chain is started 10 times from random initial assignments).

### 4 Experimental results

In our results we used two text data sets consisting of technical papers—full papers from the NIPS conference\textsuperscript{2} and abstracts from CiteSeer (Lawrence, Giles, & Bollacker, 1999). We removed extremely common words from each corpus, a standard procedure in “bag of words” models. This leads to a vocabulary size of $V = 13,649$ unique words in the NIPS data set and $V = 30,799$ unique words in the CiteSeer data set. Our collection of NIPS papers contains $D = 1,740$ papers with $K = 2,037$ authors and a total of $2,301,375$ word tokens. Our collection of CiteSeer abstracts contains $D = 162,489$ abstracts with $K = 85,465$ authors and a total of $11,685,514$ word tokens.

#### 4.1 Examples of topic and author distributions

The NIPS data set contains papers from the NIPS conferences between 1987 and 1999. The conference is characterized by contributions from a number of different research communities in the general area of learning algorithms. Figure 2 illustrates examples of 8 topics (out of 100) as learned by the model for the NIPS corpus. The topics are extracted from a single sample at the 2000th iteration of the Gibbs sampler. Each topic is illustrated with (a) the top 10 words most likely to be generated conditioned on the topic, and (b) the top 10 most likely authors to have generated a word conditioned on the topic. The first 6 topics we selected for display (left to right across the top and the first two on the left on the bottom) are quite specific representations of different topics that have been popular at the NIPS conference over the time-period 1987–99: EM and mixture models, handwritten character recognition, reinforcement learning, SVMs and kernel methods, speech recognition, and Bayesian learning.

\textsuperscript{2}The NIPS data set in Matlab format is available online at http://www.cs.toronto.edu/~roweis/data.html.
For each topic, the top 10 most likely authors are well-known authors in terms of NIPS papers written on that topic. For the NIPS data set, 2000 iterations of the Gibbs sampler took 12 hours of wall-clock time on a standard PC workstation (22 seconds per iteration). CiteSeer took 111 hours for 700 iterations (9.5 minutes per iteration). The full list of tables can be found at http://www.datalab.uci.edu/author-topic, for both the 100-topic NIPS model and the 300-topic CiteSeer model. In addition there is an online JAVA browser for interactively exploring authors, topics, and documents.

The results above use a single sample from the Gibbs sampler. Across different samples each sample can contain somewhat different topics i.e., somewhat different sets of most probable words and authors given the topic, since according to the author-topic model there is not a single set of conditional probabilities, $\theta$ and $\phi$, but rather a distribution over these conditional probabilities. In the experiments in the sections below, we average over multiple samples (restricted to 10 for computational convenience) in a Bayesian fashion for predictive purposes.

4.2 Evaluating predictive power

In addition to the qualitative evaluation of topic-author and topic-word results shown above, we also evaluated the proposed author-topic model in terms of perplexity, i.e., its ability to predict words on new unseen documents. We divided the $D = 1,740$ NIPS papers into a training set of 1,557 papers with a total of 2,057,729 words, and a test set of 183 papers not seen in NIPS, from user interfaces to solar astrophysics (Figure 3). Again the author lists are quite sensible—for example, Ben Shneiderman is a widely-known senior figure in the area of user-interfaces.
which 102 are single-authored papers. We chose the test data documents such that each of the 2,037 authors of the NIPS collection authored at least one of the training documents.

Perplexity is a standard measure for estimating the performance of a probabilistic model. The perplexity of a set of test words, \( \{w_d, a_d\} \) for \( d \in D_{test} \), is defined as the exponential of the negative normalized predictive likelihood under the model,

\[
\text{perplexity}(w_d|a_d) = \exp \left[ -\frac{\ln p(w_d|a_d)}{N_d} \right]. \tag{7}
\]

Better generalization performance is indicated by a lower perplexity over a held-out document.

The derivation of the probability of a set of words given the authors is a straightforward calculation in the author-topic model:

\[
p(w_d|a_d) = \int d\theta \int d\phi \rho(\theta) \rho(\phi) p(\theta|\phi) p(\phi|D_{\text{train}}) \times \prod_{m=1}^{N_d} \frac{1}{A_d} \left[ \sum_{i \in \{x, z\}} \theta_{ij} \phi_{w_m,i} \right]. \tag{8}
\]

The term in the brackets is simply the probability for the word \( w_m \) given the set of authors \( a_d \). We approximate the integrals over \( \phi \) and \( \theta \) using the point estimates obtained via Equations 5 and 6 for each sample of assignments \( x, z \), and then average over samples. For documents with a single author this formula becomes

\[
p(w_d|a_d) = \frac{1}{S} \sum_{s=1}^{S} \prod_{m=1}^{N_d} \left[ \sum_{j \in \{a_d, \phi_{w_m,j}^s\}} \theta_{a_d,j}^s \phi_{w_m,j}^s \right],
\]

where \( \theta_{a_d,j}^s, \phi_{w_m,j}^s \) are point estimates from sample \( s \), \( S \) is the number of samples used, and \( a_d \) is no longer a vector but a scalar that stands for the author of the document.

In the first set of experiments we compared the topic model (LDA) of Section 2.1, the author model of Section 2.2, and our proposed author-topic model from Section 2.3. For each test document, a randomly generated set of \( N_{\text{train}} \) training words were selected and combined with the training data. Each model then made predictions on the other words in each test document, conditioned on the combination of both (a) the documents in the training data corpus and (b) the words that were randomly selected from the document. This simulates the process of observing some of the words in a document and making predictions about the rest. We would expect that as \( N_{\text{train}} \) increases the predictive power of each model would improve as it adapts to the document. The author-topic and author models were both also conditioned on the identity of the true authors of the document. In all models, the topic and author distributions were all updated to new predictive distributions given the combination of the \( N_{\text{train}} \) training words for the document being predicted and the full training data corpus. We averaged over 10 samples from the Gibbs sampler when making predictions for each word.

Figure 4 shows the results for the 3 models being compared. The author model is clearly poorer than either of the topic-based models, as illustrated by its high perplexity. Since a distribution over words has to be estimated for each author, fitting this model involves finding the values of a large number of parameters, limiting its generalization performance. The author-topic model has lower perplexity early on (for small values of \( N_{\text{train}} \)) since it uses knowledge of the author to provide a better prior for the content of the document. However, as \( N_{\text{train}} \) increases we see a crossover point where the more flexible topic model adapts better to the content of this particular document. Since no two scientific papers are exactly the same, the expectation that this document will match the previous output of its authors begins to limit the predictive power of the author-topic model. For larger numbers of topics, this crossover occurs for smaller values of \( N_{\text{train}} \), since the topics pick out more specific areas of the subject domain.

To illustrate the utility of these models in predicting words conditioned on authors, we derived the perplexity for each of the 102 single-authored test documents in the NIPS collection using the full text of each document and \( S = 10 \). The averaged perplexity as a function of the number of topics \( T \) is presented in Fig-
Figure 4: Perplexity versus $N_d^{(train)}$ for different numbers of topics, for the author, author-topic, and topic (LDA) models.

Figure 5 (thick line). We also derived the perplexity of the test documents conditioned on each one of the authors from the NIPS collection, perplexity($w_d|a$) for $a = 1, ..., K$. This results in $K = 2,037$ different perplexity values. Then we ranked the results and various percentiles from this ranking are presented in Figure 5. One can see that making use of the authorship information significantly improves the predictive log-likelihood: the model has accurate expectations about the content of documents by particular authors. As the number of topics increases the ranking of the correct author improves, where for 400 topics the averaged ranking of the correct author is within the 20 highest ranked authors (out of 2,037 possible authors). Consequently, the model provides a useful method for identifying possible authors for novel documents.

4.3 Illustrative applications of the model

The author-topic model could be used for a variety of applications such as automated reviewer recommendations, i.e., given an abstract of a paper and a list of the authors plus their known past collaborators, generate a list of other highly likely authors for this abstract who might serve as good reviewers. Such a task requires computing the similarity between authors. To illustrate how the model could be used in this respect, we defined the distance between authors $i$ and $j$ as the symmetric KL divergence between the topics distribution conditioned on each of the authors:

$$sKL(i, j) = \sum_{t=1}^{T} \left[ \theta_{it} \log \frac{\theta_{it}}{\theta_{jt}} + \theta_{jt} \log \frac{\theta_{jt}}{\theta_{it}} \right].$$ (9)

As earlier, we derived the averaged symmetric KL divergence by averaging over samples from the posterior distribution, $p(\theta|p^{(train)})$.

We searched for similar pairs of authors in the NIPS data set using the distance measure above. We searched only over authors who wrote more than 5 papers in the full NIPS data set—there are 125 such authors out of the full set of 2037. Table 1 shows the 5 pairs of authors with the highest averaged sKL for the 400-topic model, as well as the median and minimum. Results for the 200 and 100-topic models are also shown as are the number of papers in the data set for each author (in parentheses) and the number of co-authored papers in the data set (2nd column). All results were averaged over 10 samples from the Gibbs sampler.

Again the results are quite intuitive. For example, although authors Bartlett and Shawe-Taylor did not have any co-authored documents in the NIPS collec-
tion, they have in fact co-authored on other papers. Similarly, although A. Moore and R. Sutton have not co-authored any papers to our knowledge, they have both (separately) published extensively on the same topic of reinforcement learning. The distances between the authors ranked highly (in Table 1) are significantly lower than the median distances between pairs of authors.

The topic distributions for different authors can also be used to assess the extent to which authors tend to address a single topic in their work, or cover multiple topics. We calculated the entropy of each author's distribution over topics on the NIPS data, for different numbers of topics. Table 2 shows the 5 authors with the highest averaged entropy (for 400 topics) as well as the median and the minimum—also shown are the entropies for 200 and 100 topics. The top-ranked author, Michael Jordan, is well known for producing NIPS papers on a variety of topics. The papers associated with the other authors are also relatively diverse, e.g., for author Terrence Fine one of his papers is about forecasting demand for electric power while another concerns asymptotics of gradient-based learning. The number of papers produced by an author is not necessarily a good predictor of topic entropy. Sejnowski_T, for example, who generated the greatest number of papers in our NIPS collection, 37 of the training papers, is the 44th highest entropy author, with an entropy of 4.11 for $T = 400$.

Table 2: Author entropies

| Author | $n$ | $T=400$ | $T=200$ | $T=100$ |
|--------|----|--------|--------|--------|
| Jordan_M | 24 | 4.35   | 4.04   | 3.61   |
| Fine_T  | 4  | 4.33   | 3.94   | 3.52   |
| Roweis_S | 4  | 4.32   | 4.02   | 3.61   |
| Becker_S | 4  | 4.30   | 4.06   | 3.69   |
| Brand_M | 1  | 4.29   | 4.03   | 3.65   |
| MEDIAN  |    | 3.42   | 3.16   | 2.81   |
| MINIMUM |    | 1.23   | 0.78   | 0.58   |

Note: $n$ is the number of papers by each author.

5 Conclusions

The author-topic model proposed in this paper provides a relatively simple probabilistic model for exploring the relationships between authors, documents, topics, and words. This model provides significantly improved predictive power in terms of perplexity compared to a more impoverished author model, where the interests of authors are directly modeled with probability distributions over words. When compared to the LDA topic model, the author-topic model was shown to have more focused priors when relatively little is known about a new document, but the LDA model can better adapt its distribution over topics to the context of individual documents as more words are observed. The primary benefit of the author-topic model is that it allows us to explicitly include authors in document models, providing a general framework for answering queries and making predictions at the level of authors as well as the level of documents. Possible future directions for this work include using citation information to further couple documents in the model (c.f. Cohn & Hofmann, 2001), combining topic models with stylometry models for author identification, and applications such as automated reviewer list generation given sets of documents for review.
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