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We study the exponential stabilization of the linearized Navier-Stokes equations around an unstable stationary solution, by means of a feedback boundary control, in dimension 2 or 3. The feedback law is determined by solving a Linear-Quadratic control problem. We do not assume that the normal component of the control is equal to zero. In that case the state equation, satisfied by the velocity field \( y \), is decoupled into an evolution equation satisfied by \( Py \), where \( P \) is the so-called Helmholtz projection operator, and a quasi-stationary elliptic equation satisfied by \( (I - P)y \). Using this decomposition we show that the feedback law can be expressed only in function of \( Py \). We show that the linear feedback law provides a local exponential stabilization of the Navier-Stokes equations.

*Speaker.
1. Introduction

Let $\Omega$ be a bounded and connected domain in $\mathbb{R}^2$ or $\mathbb{R}^3$ with a boundary $\Gamma$ of class $C^4$, $\nu > 0$, and consider a couple $(w, \chi)$ – a velocity field and a pressure – solution to the stationary Navier-Stokes equations in $\Omega$:

$$-\nu \Delta w + (w \cdot \nabla)w + \nabla \chi = f \quad \text{and} \quad \text{div} \, w = 0 \quad \text{in} \quad \Omega, \quad w = u_s^\infty \quad \text{on} \quad \Gamma.$$

We assume that $w$ is regular and is an unstable solution of the instationary Navier-Stokes equations. We want to determine a Dirichlet boundary control $u$, in feedback form, localized in a part of the boundary $\Gamma$, so that the corresponding controlled system:

$$\frac{\partial y}{\partial t} - \nu \Delta y + (y \cdot \nabla)w + (w \cdot \nabla)y + (y \cdot \nabla)p = 0, \quad \text{div} \, y = 0 \quad \text{in} \quad Q_\infty, \quad y = Mu \quad \text{on} \quad \Sigma_\infty, \quad y(0) = y_0 \quad \text{in} \quad \Omega,$$

be stable for initial values $y_0$ small enough in an appropriate space $X(\Omega)$. In this setting, $Q_\infty = \Omega \times (0, \infty)$, $\Sigma_\infty = \Gamma \times (0, \infty)$, $X(\Omega)$ is a subspace of $V_h^0(\Omega) = \{y \in L^2(\Omega) \mid \text{div} \, y = 0 \quad \text{in} \quad \Omega, \quad y \cdot n = 0 \quad \text{on} \quad \Gamma\}$, $w \in X(\Omega)$, and the operator $M$ is a restriction operator ensuring that the control is localized on a part of the boundary $\Gamma$ (see [14]). If we set $(z, q) = (w + y, \chi + p)$ and if $u = 0$, we see that $(z, q)$ is the solution to the Navier-Stokes equations

$$\frac{\partial z}{\partial t} - \nu \Delta z + (z \cdot \nabla)z + \nabla q = f, \quad \text{div} \, z = 0 \quad \text{in} \quad Q_\infty, \quad z = u_s^\infty \quad \text{on} \quad \Sigma_\infty, \quad z(0) = w + y_0 \quad \text{in} \quad \Omega.$$

Thus $y_0$ is a perturbation of the stationary solution $w$. When $w \in L^\infty(\Omega)$ and $y_0 \in V_h^0(\Omega) \cap L^4(\Omega)$ with $|y_0|_{L^4(\Omega)}$ small enough, the existence of a boundary control $u$ such that the solution to equation (1.1) exponentially decreases in the norm of the space $X(\Omega) = V_h^0(\Omega) \cap L^4(\Omega)$, follows from a local exact controllability result stated in [5, Theorem 2]. But the proof in [5] does not give any way to define such a control in feedback form. In the three-dimensional case, and when $X(\Omega) = \{y \in H^1(\Omega) \mid \text{div} \, y = 0 \quad \text{in} \quad \Omega, \quad \langle y \cdot n, 1 \rangle_{H^{-1/2}(\Gamma), H^{1/2}(\Gamma)} = 0\}$, the existence of a control exponentially stabilizing (1.1) is proved in [8]. One way to construct robust feedback laws consists in using the methods of the optimal control theory. This approach has been studied in the case of an internal control $[2, 1, 3]$, and has been numerically tested with a boundary control in the very specific geometry of the rectangular driven cavity $[10]$ and when the normal component of the control is equal to zero. In many engineering applications $[13, 11]$ the normal component of the control variable is not equal to zero. This is the situation we consider here.

The Linear-Quadratic theory for the Dirichlet control of the linearized Navier-Stokes equations has been studied in a very recent work [4], in the case when the normal component of the boundary control is zero, and when the control is applied everywhere on the boundary. To the best of our knowledge the case when the normal component of the control is not equal to zero has not yet been studied in the literature. Our main objectives are:

- first to develop the Linear-Quadratic theory over an infinite time horizon of the Dirichlet boundary control of the Oseen equations when the control is localized on a part of the boundary, and when the normal component of the control is not zero,
- next to show that the linear feedback law, calculated with the linearized model, and applied to the nonlinear equation (1.1), provides a local exponential stabilization of the state in some appropriate space $X(\Omega)$.

In the two dimensional case the feedback control law is obtained by studying the control problem

$$(\mathcal{P}) \quad \inf \left\{ J(y, u) \mid (y, u) \text{ satisfies (1.2), } u \in L^2(0, \infty; V^0(\Gamma)) \right\},$$

where

$$J(y, u) = \frac{1}{2} \int_0^\infty \int_\Omega |y|^2 \, dx \, dt + \frac{1}{2} \int_0^\infty \int_\Gamma |u|^2 \, ds \, dt,$$

and

$$\frac{\partial y}{\partial t} - \nu \Delta y + (w \cdot \nabla) y + (y \cdot \nabla) w - \omega y + \nabla p = 0, \quad \text{in } Q_\infty,$$

$$\text{div } y = 0 \quad \text{in } Q_\infty, \quad y = Mu \text{ on } \Sigma_\infty, \quad y(0) = y_0 \quad \text{in } \Omega,$$

where $V^0(\Gamma) = \left\{ y \in L^2(\Gamma) \mid (y \cdot n, 1)_{H^{-1/2}(\Gamma), H^{1/2}(\Gamma)} = 0 \right\}$. The coefficient $\omega > 0$, which is not present in (1.1), is added in equation (1.2) in order to guarantee the exponential decay in the norm $H^{1/2-\epsilon}(\Omega)$, $0 < \epsilon < 1/4$, of the solution of the nonlinear closed loop system defined below. We show that the control problem $(\mathcal{P})$ can be rewritten in another form of control problem in which the state variable is $Py$, where $P$ is the so-called Helmholtz projection operator and not $y$. This transformation is essential in our approach. It leads to a Riccati equation which is the natural one for the new control problem, but which is not the expected one if we only consider problem $(\mathcal{P})$. This transformation of $(\mathcal{P})$ into a new control problem is a direct consequence of rewriting equation (1.2) in the form:

$$Py' = APy + \omega Py + BMu, \quad y(0) = y_0,$$

$$(I - P)y = (I - P)D_A \gamma_0 Mu.$$

The operator $A$ is the Oseen operator, the control operator is defined by $B = (\lambda_0 I - A)D_A$ for some $\lambda_0 > 0$, and $D_A$ is the Dirichlet operator associated with $\lambda_0 I - A$. We refer to [14] for the transformation of equation (1.2) into (1.3), and for regularity results for equation (1.3). Denoting by $\Pi_\omega$ the solution to the Riccati equation of the control problem $(\mathcal{P})$, and setting $R_A = MD_A^*(I - P)D_A M + I$, we show that the closed loop system

$$\frac{\partial y}{\partial t} - \nu \Delta y + (w \cdot \nabla) y + (y \cdot \nabla) w + \nabla p = 0, \quad \text{in } Q_\infty,$$

$$\text{div } y = 0 \quad \text{in } Q_\infty, \quad y = -MR_A^{-1}MB^* \Pi_\omega Py \quad \text{on } \Sigma_\infty, \quad y(0) = y_0 \quad \text{in } \Omega,$$

is exponentially stable if $|y_0|_{H^{1/2-\epsilon}(\Omega); V^0(\Omega)}$ is small enough for some $0 < \epsilon < 1/4$.

In the three dimensional case we obtain a similar result by studying the control problem

$$(\mathcal{Q}) \quad \inf \left\{ I(y, u) \mid (y, u) \text{ satisfies (1.4), } u \in L^2(0, \infty; V^0(\Gamma)) \right\},$$

where

$$I(y, u) = \frac{1}{2} \int_0^T \int_\Omega |(-P\Delta)^{-1/2} Py|^2 \, dx \, dt + \frac{1}{2} \int_0^T \int_\Gamma |R_A^{1/2} u|^2 \, ds \, dt,$$

and

$$\frac{\partial y}{\partial t} - \nu \Delta y + (w \cdot \nabla) y + (y \cdot \nabla) w - \omega y + \nabla p = 0, \quad \text{in } Q_\infty,$$

$$\text{div } y = 0 \quad \text{in } Q_\infty, \quad y = Mu \quad \text{on } \Sigma_\infty, \quad y(0) = y_0 \quad \text{in } \Omega,$$

$$y(1) = y_1 \quad \text{on } \Sigma_\infty, \quad y(T) = y_T \quad \text{on } \Sigma_\infty,$$

is exponentially stable if $|y_0|_{H^{1/2-\epsilon}(\Omega); V^0(\Omega)}$ is small enough for some $0 < \epsilon < 1/4$. 


\[
\begin{align*}
\frac{\partial y}{\partial t} - \nu \Delta y + (w \cdot \nabla)y + (y \cdot \nabla)w - \omega y + \nabla p &= 0, \quad \text{in } Q, \\
\text{div } y &= 0 \quad \text{in } Q, \quad y = \theta(t)M \mathbf{u} \text{ on } \Sigma, \quad y(0) = y_0 \quad \text{in } \Omega.
\end{align*}
\]

The weight function \( \theta \) is a \( C^2 \) function from \( \mathbb{R}^+ \) into \([0, 1]\), satisfying \( \theta(0) = 0, \theta(t) = 1 \) for \( t \geq T \) for some \( T > 0 \). In that case the solution \( \Pi_\omega \) of the Riccati equation of the control problem \( (\mathcal{Q}) \) depends on \( t \) in the interval \([0, T]\). The exponential decay is obtained in the norm \( H^{1/2+\epsilon}(\Omega) \) if \( |y_0|_{H^{1/2+\epsilon}(\Omega)\cap V^0(\Omega)} \) is small enough.

To simplify the presentation, throughout the paper we assume that \( \nu = 1 \) and \( M = I \). For the extension of results to the case when \( M \neq I \) we refer to [16] and [15]. \( (M = I \) corresponds to the case where \( \mathbf{u} \) acts everywhere on \( \Gamma \).

2. Oseen equation

Let us introduce the following function spaces: \( H^s(\Omega; \mathbb{R}^N) = H^s(\Omega), L^2(\Omega; \mathbb{R}^N) = L^2(\Omega) \), the same notation conventions are used for the spaces \( H^s_0(\Omega; \mathbb{R}^N) \), and the trace spaces \( H^s(\Gamma; \mathbb{R}^N) \).

Throughout what follows, for all \( \mathbf{u} \in L^2(\Omega) \) such that \( \text{div } \mathbf{u} \in L^2(\Omega) \), we denote by \( \mathbf{u} \cdot \mathbf{n} \) the normal trace of \( \mathbf{u} \) in \( H^{-1/2}(\Gamma) \) [17]. Following [7], we use the letter \( \mathbf{V} \) to define different spaces of divergence free vector functions and for some associated trace spaces:

\[
\begin{align*}
\mathbf{V}^s(\Omega) &= \left\{ \mathbf{u} \in H^s(\Omega) \mid \text{div } \mathbf{u} = 0 \text{ in } \Omega, \langle \mathbf{u} \cdot \mathbf{n}, 1 \rangle_{H^{-1/2}(\Gamma), H^{1/2}(\Gamma)} = 0 \right\} \quad \text{for } s \geq 0, \\
\mathbf{V}^s_0(\Omega) &= \left\{ \mathbf{u} \in H^s(\Omega) \mid \text{div } \mathbf{u} = 0 \text{ in } \Omega, \mathbf{u} \cdot \mathbf{n} = 0 \text{ on } \Gamma \right\} \quad \text{for } s \geq 0, \\
\mathbf{V}^s_0(\Gamma) &= \left\{ \mathbf{u} \in H^s(\Omega) \mid \text{div } \mathbf{u} = 0 \text{ in } \Omega, \mathbf{u} = 0 \text{ on } \Gamma \right\} \quad \text{for } s > 1/2, \\
\mathbf{V}^s(\Gamma) &= \left\{ \mathbf{u} \in H^s(\Gamma) \mid \int_{\Gamma} \mathbf{u} \cdot \mathbf{n} = 0 \right\} \quad \text{for } s \geq 0.
\end{align*}
\]

For \( s < 0 \), \( \mathbf{V}^s(\Gamma) \) is the dual space of \( \mathbf{V}^{-s}(\Gamma) \), with \( \mathbf{V}^0(\Gamma) \) as pivot space. For spaces of time dependent functions we set

\[
\mathbf{V}^{s,\sigma}(Q) = H^{s}(0, T; \mathbf{V}^0(\Gamma)) \cap L^2(0, T; \mathbf{V}^s(\Omega)),
\]

and

\[
\mathbf{V}^{s,\sigma}(\Sigma) = H^{s}(0, T; \mathbf{V}^0(\Gamma)) \cap L^2(0, T; \mathbf{V}^s(\Gamma)).
\]

Observe that

\[
\mathbf{V}^{s,\sigma}(Q) = H^{s,\sigma}(Q) \cap L^2(0, T; \mathbf{V}^0(\Omega)) \quad \text{for all } s \geq 0 \text{ and } \sigma \geq 0,
\]

where \( H^{s,\sigma}(Q) = (H^{s,\sigma}(Q))^N \), and \( H^{s,\sigma}(Q) \) corresponds to the notation in [12].

We denote by \( \gamma_\epsilon \in \mathcal{L}(\mathbf{V}^0(\Gamma)) \) and \( \gamma_\sigma \in \mathcal{L}(\mathbf{V}^0(\Gamma)) \) the operators defined by

\[
\gamma_\sigma \mathbf{u} = (\mathbf{u} \cdot \mathbf{n}) \mathbf{n} \quad \text{and} \quad \gamma_\epsilon \mathbf{u} = \mathbf{u} - \gamma_\sigma \mathbf{u} \quad \text{for all } \mathbf{u} \in \mathbf{V}^0(\Gamma).
\]

As usual, for \( s > 1/2 \), \( \gamma_\sigma \in \mathcal{L}(\mathbf{V}^s(\Omega), \mathbf{V}^{s-1/2}(\Gamma)) \) denotes the trace operator.
Let us denote by $P$ the orthogonal projection operator in $L^2(\Omega)$ on $V^0_n(\Omega)$. Recall that the Stokes operator $A_0 = P\Delta$, with domain $D(A_0) = V^2(\Omega) \cap V^0_n(\Omega)$ in $V^0_n(\Omega)$, is the infinitesimal generator of a strongly continuous analytic semigroup $(e^{tA_0})_{t \geq 0}$ on $V^0_n(\Omega)$.

To study the stabilization of the Navier-Stokes equations around the unstable stationary solution $w$, we consider the Oseen equation

$$\frac{\partial y}{\partial t} - \Delta y + (w \cdot \nabla)y + (y \cdot \nabla)w + \nabla p = 0, \ \text{div} \ y = 0 \ \text{in} \ Q,$$

where $w$ belongs to $V^3(\Omega)$.

To study equation (2.1) we introduce the unbounded operators $A$ and $A^*$ in $V^0_n(\Omega)$ defined by

$$D(A) = \{ y \in V^1_0(\Omega) | P\Delta y - P((w \cdot \nabla)y) - P((y \cdot \nabla)w) \in V^0_n(\Omega) \} = V^2(\Omega) \cap V^1_0(\Omega),$$

$$D(A^*) = \{ y \in V^1_0(\Omega) | P\Delta y + P((w \cdot \nabla)y) - P((\nabla w)^T y) \in V^0_n(\Omega) \} = V^2(\Omega) \cap V^1_0(\Omega),$$

$$Ay = P\Delta y - P((w \cdot \nabla)y) - P((y \cdot \nabla)w) \quad \text{and} \quad A^*y = P\Delta y + P((w \cdot \nabla)y) - P((\nabla w)^T y).$$

Throughout what follows we assume that $\lambda_0 > 0$ is such that

$$\int_{\Omega} \left( \lambda_0 |y|^2 + |\nabla y|^2 + ((w \cdot \nabla)y) \cdot y + ((y \cdot \nabla)w) \cdot y \right) dx \geq \frac{1}{2} \int_{\Omega} (|y|^2 + |\nabla y|^2) dx$$

and

$$\int_{\Omega} \left( \lambda_0 |y|^2 + |\nabla y|^2 - ((w \cdot \nabla)y) \cdot y + ((\nabla w)^T y) \cdot y \right) dx \geq \frac{1}{2} \int_{\Omega} (|y|^2 + |\nabla y|^2) dx$$

for all $y \in V^1_0(\Omega)$.

The semigroup $(e^{tA})_{t \geq 0}$ on $V^0_n(\Omega)$, generated by $(A, D(A))$, can be continuously extended to $(D(A))' = (V^2(\Omega) \cap V^1_0(\Omega))'$. This corresponds to the so-called extrapolation method. We shall denote by $(e^{t\tilde{A}})_{t \geq 0}$ the extended semigroup, and by $(\tilde{A}, D(\tilde{A}))$ its infinitesimal generator. It is well known that $D(\tilde{A}) = V^0_n(\Omega)$.

To rewrite equation (2.1) in the form of an evolution equation, we introduce the Dirichlet operators $D_A$ and $D_{PA}$ associated with $\lambda_0I - A$, defined by $(D_A g, D_{PA} g) = (v, \pi)$, where, for all $g \in V^0(\Omega)$, $(v, \pi)$ is the solution to the equation

$$\lambda_0 v - \Delta v + (w \cdot \nabla)v + (v \cdot \nabla)w + \nabla \pi = 0 \quad \text{and} \quad \text{div} \ v = 0 \ \text{in} \ \Omega, \quad v = g \ \text{on} \ \Gamma.$$

**Definition 1.** A function $y \in L^2(0,T;V^0(\Omega))$ is a weak solution to equation (2.1) if

$$Py$$

is a weak solution of the evolution equation

$$Py' = \tilde{A}Py + (\lambda_0I - \tilde{A})PD_A u, \quad Py(0) = Py_0,$$

and

$$(I - P)y(\cdot) = (I - P)D_A g(\cdot) \ \text{in} \ L^2(0,T;V^0(\Omega)).$$

An alternative definition can be stated by using $(e^{t\tilde{A}_0})_{t \geq 0}$ and its infinitesimal generator $(\tilde{A}_0, D(\tilde{A}_0))$, where $(e^{t\tilde{A}_0})_{t \geq 0}$ is the extension to $(D(A_0))' = (V^2(\Omega) \cap V^1_0(\Omega))'$ of the Stokes semigroup.
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More precisely, it can be shown (see [14, Theorem 4.2]) that \( y \in L^2(0, T; V^0(\Omega)) \) is a weak solution to equation (2.1) in the sense of Definition 1 if and only if

\[
Py \text{ is a weak solution of the evolution equation}
\]

\[
P y' = \tilde{A}_0Py + (-\tilde{A}_0)P Du - P(\text{div}(w \otimes y)) - P(\text{div}(y \otimes w)), \quad Py(0) = Py_0,
\]

and

\[
(I - P)y(\cdot) = (I - P)Du(\cdot) = (I - P)D_\gamma u(\cdot),
\]

where \( Dg = v \) is the solution to the equation

\[
-\Delta v + \nabla \pi = 0 \quad \text{and} \quad \text{div} v = 0 \quad \text{in} \; \Omega, \quad v = g \quad \text{on} \; \Gamma.
\]

We can state the following regularity result.

**Theorem 1.** ([14, Theorem 4.1]) (i) For all \( Py_0 \in V^0_\varepsilon(\Omega) \) and all \( u \in L^2(0, T; V^0_\varepsilon(\Gamma)) \) equation (2.1), admits a unique weak solution in \( L^2(0, T; V^0(\Omega)) \) in the sense of Definition 1. This solution obeys

\[
\|Py\|_{L^2(0, T; V_{\varepsilon}^{0,1/2}(\Omega))} + \|Py\|_{H^{1/4-\varepsilon/2}(0, T; V^0_\varepsilon(\Omega))} + \|(I - P)y\|_{L^2(0, T; V^{1/2}(\Omega))} \leq C\|Py_0\|_{V^0_\varepsilon(\Omega)} + \|u\|_{L^2(0, T; V^0_\varepsilon(\Gamma))} \quad \text{for all} \; \varepsilon > 0.
\]

(ii) If \( u \in V^{s,2/3}(\Sigma) \) with \( 0 \leq s \leq 2 \), then

\[
\|Py\|_{L^2(0, T; V^{s+1/2}(\Omega))} + \|(I - P)y\|_{H^{2/3}(0, T; V^{1/2}(\Omega))} \leq C\|u\|_{V^{s+2/3}(\Sigma)}.
\]

(iii) If \( u \in V^{s,2/3}(\Sigma) \) and \( Py_0 \in V^{0,s-1/2}_n(\Omega) \), with \( 0 \leq s < 1 \), then

\[
\|Py\|_{V^{s+1/2-\varepsilon,s/2+1/4-\varepsilon/2}(\Omega)} \leq C\|Py_0\|_{V^{0,1/2-\varepsilon}(\Omega)} + \|u\|_{V^{s,2/3}(\Sigma)} \quad \text{for all} \; \varepsilon > 0.
\]

(iv) If \( u \in V^{s,2/3}(\Sigma) \), \( Py_0 \in V^{s-1/2}_n(\Omega) \), with \( 1 < s \leq 2 \), and if \( Py_0 \) and \( u(0) \) satisfy the compatibility condition

\[
\gamma_0(P(y_0 - Du(0))) = 0,
\]

then the estimate (2.3) is satisfied.

**3. A finite time horizon problem**

To deal with the stabilization problem formulated in the introduction, we first study the following optimal control problem

\[
(\mathcal{D}^T \varepsilon) \quad \inf \left\{ J_T(y, u) \mid (y, u) \text{ satisfies (3.1)}, \; u \in V^{0,0}(\Sigma_0, T) \right\},
\]

where

\[
J_T(y, u) = \frac{1}{2} \int_0^T \int_\Omega |y|^2 \, dx \, dt + \frac{1}{2} \int_0^T \|u(t)\|_{V_\varepsilon(\Gamma)}^2 \, dt,
\]

and

\[
\frac{\partial y}{\partial t} - \Delta y + (w \cdot \nabla) y + (y \cdot \nabla) w + \nabla p = 0 \quad \text{in} \; Q_0, T = \Omega \times (0, T)
\]

\[
\text{div} y = 0 \quad \text{in} \; Q_0, \quad y = u \text{ on} \; \Sigma_0, T = \Gamma \times (0, T), \quad y(0) = \zeta \quad \text{in} \; \Omega.
\]
Thus, if $y$ is the solution of (3.1), we have
\[
J_T(y,u) = I_T(y,u) = \frac{1}{2} \int_0^T \int_\Omega |Py|^2 + \frac{1}{2} \int_0^T \int_\Gamma |R^{1/2}_A \gamma u|^2 + \frac{1}{2} \int_0^T \int_\Gamma |\gamma u|^2,
\]
where $R_A$ is the operator defined by
\[
R_A = D_A^*(I-P)D_A + I.
\]
The control problem $(\mathcal{P}_\xi^T)$ is equivalent to
\[
(\mathcal{P}_\xi^T) \quad \inf \{ I_T(y,u) \mid (y,u) \text{satisfies (2.3)}, \ u \in \mathcal{V}^{0,0}(\Sigma_{0,T}) \},
\]
where
\[
Py' = Ap + Bu \quad \text{in } (0,T), \quad Py(0) = \zeta, \quad \text{and} \quad (I-P)y = (I-P)D_A \gamma u, \quad (3.2)
\]
with $B = (\lambda_0 I - A)PD_A$.
Problem $(\mathcal{P}_\xi^T)$ admits a unique solution $(y_\xi, u_\xi)$, where
\[
uu_\xi = -R_A^{-1}B^* \Phi_\xi,
\]
and $(y_\xi, \Phi_\xi)$ is the unique solution to the system
\[
Py' = Ap - BR_A^{-1}B^* \Phi \quad \text{in } (0,T), \quad Py(0) = \zeta, \quad (I-P)y = -(I-P)D_A \gamma u R_A^{-1}B^* \Phi,
\]
\[- \Phi' = A^* \Phi + Py \quad \text{in } (0,T), \quad \Phi(T) = 0.
\]
The operator $B^*$ is determined by
\[
B^* \Phi = -\frac{\partial \Phi}{\partial n} + \psi n - \frac{1}{|\Gamma|} \int_\Gamma \psi n, \quad \forall \Phi \in \mathcal{V}^2(\Omega) \cap \mathcal{V}_0^0(\Omega),
\]
where $|\Gamma|$ is the $(N-1)$-dimensional Lebesgue measure of $\Gamma$, and $\psi \in H^1(\Omega) \cap \mathbb{R}$ is the unique solution of
\[
\nabla \psi = (I-P) \left[ \Delta \Phi + (w \cdot \nabla) \Phi - (\nabla w)^T \Phi \right].
\]
If we denote by $\Pi(T) \in \mathcal{L}(\mathcal{V}^0_0(\Omega))$ the mapping
\[
\Pi(T) : \zeta \mapsto \Phi_\xi(0),
\]
we can prove that $\Pi(T) = \Pi(T)^* \geq 0$, and that it also belongs to $\mathcal{L}(\mathcal{V}^0_0(\Omega), \mathcal{V}^2(\Omega) \cap \mathcal{V}_0^1(\Omega))$. Moreover the value function of $(\mathcal{P}_\xi^T)$ and $\Pi(T)$ obeys the identity:
\[
\inf(\mathcal{P}_\xi^T) = \frac{1}{2} (\Pi(T) \zeta, \zeta)_{\mathcal{V}^0_0(\Omega)}.
\]
4. An infinite time horizon problem

Now we want to study the problem \((\mathcal{P}_\zeta^\infty)\), and we want to study the regularity of its solution in function of the regularity of \(\zeta\). Let us recall that problem \((\mathcal{P}_\zeta^\infty)\) is defined by

\[
(\mathcal{P}_\zeta^\infty) \quad \inf \left\{ I(y, u) \mid (y, u) \text{ satisfies } (4.1), \ u \in V^{0,0}(\Sigma) \right\},
\]

where

\[
I(y, u) = \frac{1}{2} \int_0^\infty \int_\Omega |Py|^2 \, dx \, dt + \frac{1}{2} \int_0^\infty \left( |\gamma_n u(t)|^2_{\gamma_n(\Gamma)} + |R_A^{1/2} \gamma_n u(t)|^2_{\gamma_n(\Gamma)} \right) \, dt,
\]

and

\[
P y' = A y + B u \quad \text{in } (0, \infty), \quad y(0) = \zeta, \quad \text{and} \quad (I - P) y = (I - P) D_A \gamma_n u.
\] (4.1)

Using the null controllability result stated in [5], we can show that there exists a control \(u \in V^{0,0}(\Sigma)\) such that the corresponding solution \(y_u\) to equation (4.1) obeys

\[
I(y_u, u) < \infty.
\]

Thus, using the so-called direct method, we can prove that problem \((\mathcal{P}_\zeta^\infty)\) admits a unique solution \((y_\zeta, u_\zeta)\), that we want to characterize.

From the dynamic programming principle it follows that, for all \(\zeta \in V_n^0(\Omega)\), the mapping

\[
T \mapsto \left( \Pi(T) \zeta, \zeta \right)_{V_n^0(\Omega)}
\]

is nondecreasing. Moreover we have

\[
\left( \Pi(T) \zeta, \zeta \right)_{V_n^0(\Omega)} \geq I(y_\zeta, u_\zeta) < \infty.
\]

Therefore there exists an operator \(\Pi \in \mathcal{L}(V_n^0(\Omega))\) satisfying \(\Pi = \Pi^*\) and

\[
\Pi \zeta = \lim_{T \to -\infty} \Pi(T) \zeta \quad \text{for all } \zeta \in V_n^0(\Omega).
\]

Thus we have proved the following result.

**Theorem 2.** For all \(\zeta \in V_n^0(\Omega)\), problem \((\mathcal{P}_\zeta^\infty)\) admits a unique solution \((y_\zeta, u_\zeta)\). There exists \(\Pi \in \mathcal{L}(V_n^0(\Omega))\), obeying \(\Pi = \Pi^* \geq 0\), such that the optimal cost is given by

\[
I(y_\zeta, u_\zeta) = \frac{1}{2} \left( \Pi \zeta, \zeta \right)_{V_n^0(\Omega)}.
\]

To study the regularizing property of the operator \(\Pi\), we first establish the following theorem.

**Theorem 3.** For every \(\zeta \in V_n^0(\Omega)\), the system

\[
Py' = A y - B R_A^{-1} B^* \Phi \quad \text{in } (0, \infty), \quad y(0) = \zeta,
\]

\[
(I - P) y = -(I - P) D_A \gamma_n R_A^{-1} B^* \Phi,
\]

\[
-\Phi' = A^* \Phi + Py \quad \text{in } (0, \infty), \quad \Phi(\infty) = 0,
\]

\[
\Phi(t) = \Pi Py(t) \quad \text{for all } t \in (0, \infty),
\] (4.2)
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admits a unique solution in \(L^2(0, \infty; \mathbb{V}^0(\Omega)) \times \mathbb{V}^{2,1}(Q_\infty)\). This solution satisfies:

\[
\|(I-P)y\|_{L^2(0,\infty;\mathbb{V}^{3/2}(\Omega))} + \|(I-P)y\|_{H^{1/2}(0,\infty;\mathbb{V}^0(\Omega))} + \|Py\|_{C_0(\mathbb{R}_+;\mathbb{V}^0_n(\Omega))} + \|Py\|_{\mathbb{V}^{1,1}(Q_\infty)} + \|\Phi\|_{\mathbb{V}^{3,3/2}(Q_\infty)} \leq C|\zeta|_{\mathbb{W}_n^0(\Omega)}.
\]

The pair \((y,-R_A^{-1}B^*\Phi)\) is the solution of \((\mathcal{P}_\zeta^m)\).

From Theorem 3 we deduce that \(\Phi_\zeta\) belongs to \(C_b[\mathbb{R}_+;\mathbb{V}^2(\Omega) \cap \mathbb{V}^1_0(\Omega)]\). In particular we have

\[
|\Phi_\zeta(0)|_{\mathbb{V}^2(\Omega) \cap \mathbb{V}^1_0(\Omega)} \leq C|\zeta|_{\mathbb{W}^0_n(\Omega)}.
\]

This means that \(\Pi\) is also a bounded operator from \(\mathbb{V}^0_n(\Omega)\) into \(\mathbb{V}^2(\Omega) \cap \mathbb{V}^1_0(\Omega)\).

Now using Theorem 3, the definition of \(B^*\), and regularity results for the Oseen equation, we can prove the following regularity result.

**Corollary 1.** ([15,Corollary 4.3]) If \(\zeta \in \mathbb{V}^{1/2-\varepsilon}(\Omega)\) for some \(0 < \varepsilon < 1/2\), then the solution \((y,\Phi)\) of system (4.2) belongs to \(\mathbb{V}^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_\infty) \times \mathbb{V}^{7/2-\varepsilon,7/4-\varepsilon/2}(Q_\infty)\), and we have:

\[
\|y\|_{\mathbb{V}^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_\infty)} + \|\Phi\|_{\mathbb{V}^{7/2-\varepsilon,7/4-\varepsilon/2}(Q_\infty)} + \|B^*\Phi\|_{\mathbb{V}^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_\infty)} \leq C|\zeta|_{\mathbb{W}^{1/2-\varepsilon}(\Omega)}.
\]

From Corollary 1 it follows that \(\Pi\) is a bounded operator from \(\mathbb{V}^{1/2-\varepsilon}(\Omega)\) into \(\mathbb{V}^{5/2-\varepsilon}(\Omega) \cap \mathbb{V}^1_0(\Omega)\), and the operator \(B^*\Pi\) is bounded from \(\mathbb{V}^{1/2-\varepsilon}(\Omega)\) into \(\mathbb{V}^{1-\varepsilon}(\Gamma)\) for all \(0 < \varepsilon < 1/2\).

With Theorem 3, we can easily establish that the family of operators

\[
\left(\zeta \mapsto Py_\zeta(t)\right)_{t \geq 0}
\]

is an exponentially stable semigroup on \(\mathbb{V}^0_n(\Omega)\). Let us denote it by \((e^{tA}\Pi)_{t \geq 0}\), and let \((A\Pi,D(A\Pi))\) be its infinitesimal generator. For all \(f \in \mathbb{V}^0_n(\Omega)\) the equation

\[
y \in \mathbb{V}^0_n(\Omega), \quad A\Pi y = f,
\]

admits a unique solution given by

\[
y = \int_0^\infty e^{tA}\Pi f dt.
\]

Therefore \(y \in D(A\Pi)\) if and only if there exists \(f \in \mathbb{V}^0_n(\Omega)\) such that \(y = \int_0^\infty e^{tA}\Pi f dt\). It can also be proved that \(y \in D(A\Pi)\) if and only if \(y \in \mathbb{V}^0_n(\Omega)\) and \(A\Pi y = -BR_A^{-1}B^*\Pi y \in \mathbb{V}^0_n(\Omega)\).

**Theorem 4.** ([15,Theorem 4.5]) The operator \(\Pi\) is the unique weak solution to the algebraic Riccati equation

\[
\Pi^* = \Pi \in \mathcal{L}(\mathbb{V}^0_n(\Omega)) \quad \text{and} \quad \Pi \geq 0,
\]

for all \(y \in \mathbb{V}^0_n(\Omega), \Pi y \in \mathbb{V}^2(\Omega) \cap \mathbb{V}^1_0(\Omega)\) and \(|\Pi y|_{\mathbb{V}^2(\Omega)} \leq C|y|_{\mathbb{V}^0_n(\Omega)}\),

\[
A^* \Pi + \Pi A - \Pi B_\tau B_\tau^* \Pi - \Pi B_n R_A^{-1} B_n^* \Pi + I = 0,
\]

where \(B_\tau = B\gamma_\tau\) and \(B_n = B\gamma_n\).
5. Stabilization of the two dimensional Navier-Stokes equations

Throughout this section, we assume that \( N = 2 \).

5.1 First stabilization result

Consider the Navier-Stokes equations with the linear feedback law determined in the previous section:

\[
Py' = A_1Py + F(y) \quad \text{in} \quad (0, \infty), \quad Py(0) = y_0, \tag{5.1}
\]

\[
(I - P)y = -(I - P)D_A^{-1}B^* \Pi Py \quad \text{in} \quad (0, \infty),
\]

where \( F(y) = -P(y \cdot \nabla)y \).

We can now state our first stabilization result.

**Theorem 5.** ([15, Theorem 6.1]) For all \( 0 < \varepsilon < 1/4 \), there exists \( \mu_0 > 0 \) and a nondecreasing function \( \eta \) from \( \mathbb{R}^+ \) into itself, such that if \( \mu \in (0, \mu_0) \) and \( \|q_n\|_{V^{1/2} - \varepsilon, 3/4 - \varepsilon/2} \leq \eta(\mu) \), then equation (5.1) admits a unique solution in the set

\[
D_\mu = \left\{ y \in V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty) \mid \|y\|_{V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty)} \leq \mu \right\}.
\]

Moreover \( (I - P)y \) belongs to \( H^{3/4 - \varepsilon/2} (0, \infty; V^{1/2} (\Omega)) \cap L^2 (0, \infty; V^{3/2 - \varepsilon} (\Omega)) \).

To prove this theorem, we first show that the mapping

\[
z \mapsto F(z)
\]

is locally Lipschitz from \( V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty) \) into \( L^{2/1 + 2\varepsilon} (0, \infty; V_n^0(\Omega)) \cap L^2 (0, \infty; (V^{2\varepsilon} (\Omega))') \). More precisely we have

\[
\|PF(z)\|_{L^{2/1 + 2\varepsilon} (0, \infty; V_n^0(\Omega))} + \|PF(z)\|_{L^2 (0, \infty; (V^{2\varepsilon} (\Omega))')} \leq C \|z\|_{V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty)},
\]

and

\[
\|PF(z_1) - PF(z_2)\|_{L^{2/1 + 2\varepsilon} (0, \infty; V_n^0(\Omega))} + \|PF(z_1) - PF(z_2)\|_{L^2 (0, \infty; (V^{2\varepsilon} (\Omega))')} \leq C (\|z_1\|_{V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty)} + \|z_2\|_{V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty)} \|z_1 - z_2\|_{V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty)}),
\]

for all \( z, z_1, z_2 \in V^{3/2 - \varepsilon, 3/4 - \varepsilon/2} (Q_\infty) \). After that we study the mapping

\[
\Psi : z \mapsto y_z,
\]

where \( y_z \) is the solution to the system

\[
Py' = A_1Py + F(z) \quad \text{in} \quad (0, \infty), \quad Py(0) = y_0,
\]

\[
(I - P)y = -(I - P)D_A^{-1}B^* \Pi Py \quad \text{in} \quad (0, \infty).
\]

To show that the mapping \( \Psi \) is a contraction in \( D_\mu \) (is \( \mu_0 \) and \( \eta \) are suitably chosen), we prove the following Lemma.
Lemma 1. ([15, Lemma 6.2]) For all \( y_0 \in V_n^{1/2-\varepsilon}(\Omega) \) and all \( f \in L^2/(1+2\varepsilon)(0,\infty; V_n^0(\Omega)) \cap L^2(0,\infty; (\nabla V^2(\Omega))^*) \) the solution to the equation

\[
y' = A\Pi y + f, \quad y(0) = y_0, \tag{5.2}
\]

obeys

\[
\|y\|_{V^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_\infty)} \leq C_1 \left( \|y_0\|_{V_n^{1/2-\varepsilon}(\Omega)} + \|f\|_{L^2/(1+2\varepsilon)(0,\infty; V_n^0(\Omega))} + \|f\|_{L^2(0,\infty; (\nabla V^2(\Omega))^*)} \right).
\]

Moreover \( y \) belongs to \( C_b([0,\infty); V_1^{1/2-\varepsilon}(\Omega)) \), and it satisfies

\[
|y(t)|_{V_1^{1/2-\varepsilon}(\Omega)} \leq C(w,\mu) e^{-\omega t}.
\]

After that, Theorem 5 follows from a fixed point argument.

5.2 Second stabilization result

To obtain a feedback law providing an exponential stabilization of the Navier-Stokes, we are going to use the linear feedback law determined thanks to an auxiliary problem. For that, we set

\[
\hat{y} = e^{o t} y, \quad \hat{u} = e^{ot} u \quad \text{with} \quad \omega > 0.
\]

If

\[
P\hat{y}' = AP\hat{y} + PF(y) + Bu, \quad Py(0) = y_0,
\]

then \( \hat{y} \) is the solution to the system

\[
P\hat{y}' = AP\hat{y} + \omega\hat{y} + e^{-\omega t}F(y) + Bu, \quad P\hat{y}(0) = y_0,
\]

\[
(I-P)y = (I-P)D_A\gamma_0, \quad (I-P)\hat{y} = (I-P)D_A\gamma_0\hat{u}.
\]

Set \( A_{\omega} = A + \omega I \), and let \( \Pi_{\omega} \) be the solution to the algebraic Riccati equation:

\[
\Pi_{\omega} = \Pi_{\omega}^*, \quad \Pi_{\omega}A_{\omega} + A_{\omega}^*\Pi_{\omega} - \Pi_{\omega}B_r\Pi_{\omega} - \Pi_{\omega}B_nR_A^{-1}B_n^*\Pi_{\omega} + I = 0.
\]

The existence of a unique solution to this equation may be proved as in section 4. Consider the Navier-Stokes equations with the linear feedback law:

\[
P\hat{y}' = A_{\Pi_{\omega}}P\hat{y} + e^{-\omega t}F(y), \quad P\hat{y}(0) = y_0,
\]

\[
(I-P)\hat{y} = -(I-P)D_A\gamma_0, \quad (I-P)\hat{y} = (I-P)D_A\Pi_{\omega}\hat{u},
\]

where

\[
A_{\Pi_{\omega}} = A + \omega I - B_rB_r^*\Pi_{\omega} - B_nR_A^{-1}B_n^*\Pi_{\omega}.
\]

As previously, if \( \hat{y} \) is a solution to (5.3), then \( y = e^{-\omega t}\hat{y} \) is the solution of

\[
P'y = APy - B_rB_r^*\Pi_{\omega}Py - B_nR_A^{-1}B_n^*\Pi_{\omega}Py + F(y), \quad Py(0) = y_0,
\]

\[
(I-P)y = -(I-P)D_A\gamma_0, \quad (I-P)y = (I-P)D_A\Pi_{\omega}Py.
\]

Theorem 6. For all \( 0 < \varepsilon < 1/4 \), there exists \( \mu_0 > 0 \) and a nondecreasing function \( \eta_0 \) from \( \mathbb{R}^+ \) into itself, such that if \( \mu \in (0,\mu_0) \) and \( \|y_0\|_{V_n^{1/2-\varepsilon}(\Omega)} \leq \eta_0(\mu) \), the equation (5.4) admits a unique solution in the set

\[
D_{\mu} = \left\{ y \in V^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_\infty) \mid \|y\|_{V_n^{1/2-\varepsilon}(\Omega)} \leq \mu \right\}.
\]

Moreover \( y \) belongs to \( C_b([0,\infty); V_1^{1/2-\varepsilon}(\Omega)) \), and it satisfies

\[
|y(t)|_{V_1^{1/2-\varepsilon}(\Omega)} \leq C(w,\mu) e^{-\omega t}.
\]
6. Stabilization of the three dimensional Navier-Stokes equations

Throughout this section, we assume that $N = 3$, $w$ belongs to $V^5(\Omega)$, and $\Omega$ is of class $C^6$. Let us first explain why the feedback law determined in section 4 is not convenient to stabilize the Navier-Stokes equations in 3 dimension.

In 3 dimension the mapping 
$$z \mapsto F(z)$$
is locally Lipschitz from $V^{3/2-\epsilon,3/4-\epsilon/2}(Q_\omega)$ into $L^2(0,\infty; (V^{1/2+2\epsilon}(Q_\omega))')$. But we cannot prove that the mapping
$$f \mapsto \int_0^t e^{(t-\tau)A}f(\tau)d\tau,$$
is continuous from $L^2(0,\infty; (V^{1/2+2\epsilon}(\Omega))')$ into $V^{3/2-\epsilon,3/4-\epsilon/2}(Q_\omega)$, and we cannot use a fixed point argument as in 2 dimension. To deal with the nonlinear term $F(y)$ in 3 dimension, we have to look for solutions to the Linear-Quadratic problem in $V^{3/2+\epsilon,3/4+\epsilon/2}(Q_\omega)$ for some $\epsilon > 0$ (or in $L^2(0,\infty; V^{3/2+\epsilon}(\Omega)) \cap L^\infty(0,\infty; V^{1/2+\epsilon}(\Omega))$).

To obtain such a regularity result and to obtain a feedback law stabilizing the Navier-Stokes equation, an alternative way may be to choose the functional $I$ in problem $(\mathcal{P}_\varphi)$ so that the mapping
$$\zeta \mapsto \left(\Pi y_{\zeta}(t),y_{\zeta}(t)\right)_{V^2(\Omega)},$$
be a Lyapunov function of the closed loop system in $V^{1/2+\epsilon}(\Omega)$. This method has been successfully applied in the case of an internal control [1]. Its extension to the case of a boundary control (when the normal component of the control is equal to zero, and when the control is applied everywhere on the boundary $\Gamma$) has been studied very recently in [4]. The idea in [4] consists in choosing a functional $I$ coercive in $V^{3/2+\epsilon,3/4+\epsilon/2}(\Omega)$ for some $\epsilon > 0$. The $L^2(0,\infty; V^{3/2+\epsilon}(\Omega))$-regularity combined with the state equation of the Linear-Quadratic problem is sufficient to deal with the nonlinear term $F(y)$ in 3 dimension.

The price to pay is that the corresponding algebraic Riccati equation is only defined in $D(A_\Pi)$, which is itself unknown since $\Pi$ is not determined by an equation independent of $D(A_\Pi)$.

Here we follow a different approach. We modify the control problem $(\mathcal{P}_\varphi^w)$ in two ways. We modify both the cost function and the control operator. The control operator $B$ is replaced by $\theta B$, where the weight function $\theta \in C^\infty([0,\infty))$ satisfies
$$\theta(t) \in [0,1] \quad \text{for all } t \in \mathbb{R}^+, \quad \theta(0) = 0 \quad \text{and} \quad \theta(t) = 1 \quad \text{for all } t \geq T,$$
with $T > 0$ is given fixed. The new state equation is
$$Py' = APy + \theta Bu \quad \text{in } (0,\infty), \quad y(0) = y_0, \quad \text{and} \quad (I-P)y = (I-P)D_Au. \quad (6.1)$$
To understand the role of the weight function $\theta$, we observe that if $y_0 \in V^{1/2+\epsilon}(\Omega)$ and if $u \in V^{1+\epsilon',1/2+\epsilon'/2}(\Sigma_\omega)$ for some $\epsilon' > \epsilon > 0$, then the solution to equation (6.1) belongs to $L^2_{loc}((0,\infty); V^{3/2+\epsilon}(\Omega)) \cap H^{3/4+\epsilon/2}_{loc}((0,\infty); V^0(\Omega))$. This regularity result is obtained because the trace of the initial condition $y_0$ and the initial value of the boundary control $\theta u$ are both equal to zero, and
consequently they satisfy a compatibility condition which cannot be obtained without the presence of $\theta$.

In the cost function we replace $\int_0^T \int_\Omega |Py|^2$ by $\int_0^T \int_\Omega |(-A_0)^{-1/2}Py|^2$. More precisely we consider the family of control problems

$$(Q_{T,Y_0}) \quad \inf \left\{ I(\bar{t}, y, u) \mid (y, u) \text{ satisfies (6.2), } u \in V^{0,0}(\Sigma_{t,\infty}) \right\},$$

where

$$I(\bar{t}, y, u) = \frac{1}{2} \int_\bar{t}^\infty \int_\Omega |(-A_0)^{-1/2}Py|^2 + \frac{1}{2} \int_\bar{t}^\infty \int_\Gamma |R_{A_0}^{1/2}y_n|^2 + \frac{1}{2} \int_\bar{t}^\infty \int_\Gamma |y_n|^2,$$

and

$$Py' = APy + \theta Bu \quad \text{in } (\bar{t}, \infty), \quad Py(\bar{t}) = y_0, \quad \text{and } (I-P)y = (I-P)D_Au.$$ (6.2)

Thus contrarily to what is done in [1] and in [4], where a norm stronger than the $L^2$-norm is used in the cost function, here we take a norm weaker than the $L^2$-norm. The regularity result for the optimal state is recovered by studying the optimality system.

**Theorem 7.** For all $y_0 \in V_n^0(\Omega)$ and all $\bar{t} \in [0, \infty)$, problem $(Q_{T,Y_0})$ admits a unique solution $(y_{\bar{t},y_0}, u_{\bar{t},y_0})$. There exists $\Pi(\bar{t}) \in L(V_n^0(\Omega))$ such that the optimal cost is given by

$$I(\bar{t}, y_{\bar{t},y_0}, u_{\bar{t},y_0}) = \frac{1}{2} \left( \Pi(\bar{t})y_0, y_0 \right)_{V_n^0(\Omega)}.$$

**Proof.** The proof is completely analogous to the one in [15, Theorem 4.1] or to the proof of Theorem 2.

**Lemma 2.** (see [16]) For every $y_0 \in V_n^0(\Omega)$, the system

$$Py' = APy - \theta^2 B_\gamma B_{n}^* \Phi - \theta^2 B_n R_{A_0}^{-1} B_\gamma^* \Phi \quad \text{in } (\bar{t}, \infty), \quad y(\bar{t}) = y_0,$n

$$-\Phi' = A^* \Phi + (-A_0)^{-1} Py \quad \text{in } (\bar{t}, \infty), \quad \Phi(\infty) = 0,$n

$$\Pi(t) = \Pi(t)Py(t) \quad \text{for all } t \in (\bar{t}, \infty),$$n

$$(I-P)y(t) = -(I-P)D_A \theta^2 B_n R_{A_0}^{-1} B_\gamma^* \Pi(t)Py(t) \quad \text{in } (\bar{t}, \infty)$$ (6.3)

admits a unique solution in $L^2(\bar{t}, \infty; V_n^0(\Omega)) \otimes V^{2,1}(Q_{t,\infty})$. This solution belongs to $C_b([\bar{t}, \infty); V_n^0(\Omega)) \cap V^{1,1/2}(Q_{t,\infty}) \times (L^2(\bar{t}, \infty; V^2(\Omega)) \cap H^{3/2}(\bar{t}, \infty; V^2(\Omega)))$ and it satisfies:

$$\|y\|_{C_b([\bar{t}, \infty); V_n^0(\Omega))} + \|y\|_{V^{1,1/2}(Q_{t,\infty})} + \|\Phi\|_{L^2(\bar{t}, \infty; V^2(\Omega)) \cap L^{3/2}(\bar{t}, \infty; V^2(\Omega))} \leq C\|y_0\|_{V_n^0(\Omega)}.$$

The pair $(y, -\theta B_\gamma^* \Phi - \theta R_{A_0}^{-1} B_\gamma^* \Phi)$ is the solution of $(Q_{T,Y_0})$.

**Corollary 2.** (see [16]) If $y_0 \in V_n^{1/2-\varepsilon}(\Omega)$ for some $0 < \varepsilon < 1/2$, then the solution $(y, \Phi)$ of system (6.3) belongs to $V^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_{t,\infty}) \times (L^2(\bar{t}, \infty; V^{11/2-\varepsilon}(\Omega)) \cap H^{7/4-\varepsilon/2}(\bar{t}, \infty; V^2(\Omega)))$, and we have:

$$\|y\|_{V^{3/2-\varepsilon,3/4-\varepsilon/2}(Q_{t,\infty})} + \|\Phi\|_{L^2(\bar{t}, \infty; V^{11/2-\varepsilon}(\Omega)) \cap L^{3/2}(\bar{t}, \infty; V^2(\Omega))} \leq C\|y_0\|_{V_n^{1/2-\varepsilon}(\Omega)}.$n

$$\|B^* \Phi\|_{L^2(\bar{t}, \infty; V^{4-\varepsilon}(\Gamma)) \cap L^{3/2}(\bar{t}, \infty; V^2(\Gamma))} \leq C\|y_0\|_{V_n^{1/2-\varepsilon}(\Omega)}.$$
If $y_0 \in V^{1/2+\varepsilon}_0(\Omega)$ for some $0 \leq \varepsilon \leq 1/2$ and if $\bar{t} = 0$, then the solution $(y, \Phi)$ of system (6.3) belongs to $V^{3/2+\varepsilon,3/4+\varepsilon/2}(Q_\infty) \times \left(L^2(0, \infty; V^{11/2+\varepsilon}(\Omega)) \cap H^{7/4+\varepsilon/2}(0, \infty; V^2(\Omega))\right)$, and we have:
\[
\|y\|_{V^{3/2+\varepsilon,3/4+\varepsilon/2}(Q_\infty)} + \|\Phi\|_{L^2(0, \infty; V^{11/2+\varepsilon}(\Omega)) \cap H^{7/4+\varepsilon/2}(0, \infty; V^2(\Omega))} \leq C\|y_0\|_{V^{1/2+\varepsilon}_0(\Omega)},
\]
and
\[
\|B^*\Phi\|_{L^2(0, \infty; V^{7/2+\varepsilon}(\Omega)) \cap H^{3/4+\varepsilon/2}(0, \infty; V^2(\Omega))} \leq C\|y_0\|_{V^{1/2+\varepsilon}_0(\Omega)}.
\]
Due to this regularity result we are able to define a feedback law which stabilizes the Navier-Stokes equations (see [16]).
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