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Abstract—Objective assessment of image quality is fundamentally important in many image processing tasks. In this work, we focus on learning blind image quality assessment (BIQA) models which predict the quality of a digital image with no access to its original pristine-quality counterpart as reference. One of the biggest challenges in learning BIQA models is the conflict between the gigantic image space (which is in the dimension of the number of image pixels) and the extremely limited reliable ground truth data for training. Such data are typically collected via subjective testing, which is cumbersome, slow, and expensive. Here we first show that a vast amount of reliable training data in the form of quality-discriminable image pairs (DIP) can be obtained automatically at low cost by exploiting large-scale databases with diverse image content. We then learn an opinion-unaware BIQA (OU-BIQA, meaning that no subjective opinions are used for training) model using RankNet, a pairwise learning-to-rank (L2R) algorithm, from millions of DIPs, each associated with a perceptual uncertainty level, leading to a DIP inferred quality (dipIQ) index. Extensive experiments on four benchmark IQA databases demonstrate that dipIQ outperforms state-of-the-art OU-BIQA models. The robustness of dipIQ is also significantly improved as confirmed by the group Maximum Differentiation (gMAD) competition method. Furthermore, we extend the proposed framework by learning models with ListNet (a listwise L2R algorithm) on quality-discriminable image lists (DIL). The resulting DIL Inferred Quality (dilIQ) index achieves an additional performance gain.

Index Terms—Blind image quality assessment (BIQA), learning-to-rank (L2R), dipIQ, RankNet, quality-discriminable image pair (DIP), gMAD.

I. INTRODUCTION

O BJECTIVELY assessing image quality is of fundamental importance due in part to the massive expansion of online image volume. Objective image quality assessment (IQA) has become an active research topic over the last decade, with a large variety of IQA models proposed [1], [2]. They can be categorized into full-reference models (FR, where the reference image is fully available when evaluating a distorted image) [3], reduced-reference models (RR, where only partial information about the reference image is available) [4], and blind/no-reference models (NR, where the reference image is not accessible) [5]. In many real-world applications, reference images are unavailable, making blind IQA (BIQA) models highly desirable in practice.

Many BIQA models are developed by supervised learning [6]–[13] and share a common two-stage structure: 1) perception- and/or distortion-relevant features (denoted by $x$) are extracted from the test image; and 2) a quality prediction function $f(x)$ is learned by statistical machine learning algorithms. The performance and robustness of these approaches rely heavily on the quality and quantity of the ground truth data for training. The most common type of ground truth data is in the form of the mean opinion score (MOS), which is the average of quality ratings given by multiple subjects. Therefore, these models are often referred to as opinion-aware BIQA (OA-BIQA) models and may incur the following drawbacks. First, collecting MOS via subjective testing is slow, cumbersome, and expensive. As a result, even the largest publicly available IQA database, TID2013 [14], provides only 3,000 images with MOSs. This limited number of training images is deemed extremely sparsely distributed in the entire image space, whose dimension equals the number of pixels and is typically in the order of millions. As such, the generalizability of BIQA models learned from small training samples is questionable on real-world images. Second, among thousands of sample images, only a few dozen source reference images can be included, considering the combinations of reference images, distortion types and levels. For example, the TID2013 database [15] includes 25 source images only. It is extremely unlikely that this limited number of reference images sufficiently represent the variations that exist in real-world images. Third, since these BIQA models are trained with individual images to make independent quality predictions, the cost function is blind to the relative perceptual order between images. As a result, the learned models are weak at ordering images with respect to their perceptual quality.

In this paper, we show that a vast amount of reliable training data in the form of so-called quality-discriminable image pairs (DIP) can be generated by exploiting large-scale databases with diverse image content. Each DIP is associated with a perceptual uncertainty measure to indicate the confidence level of its quality discriminability. We show that such DIPs can be generated at very low cost without resorting to subjective testing. We then employ RankNet [16], a neural network-based pairwise learning-to-rank (L2R) algorithm [17], [18], to learn an opinion-unaware BIQA (OU-BIQA, meaning that...
no subjective opinions are used for training) model by incorporating the uncertainty measure into the loss function. Extensive experiments on four benchmark IQA databases demonstrate that the DIP inferred quality (dipIQ) indices significantly outperform previous OU-BIQA models. We also conduct another set of experiments in which we train the dipIQ indices using different feature representations as inputs and compare them with OA-BIQA models using the same representations. The generalizability and robustness of dipIQ are improved across all four IQA databases and verified by the group Maximum Differentiation (gMAD) competition method [19], which examines image pairs optimally selected from the Waterloo Exploration Database [20]. Furthermore, we extend the proposed pairwise L2R approach for OU-BIQA to a listwise L2R one by evoking ListNet [21] (a listwise L2R extension of RankNet [16]) and transforming DIPs to quality-discriminable image lists (DIL) for training. The resulting DIL inferred quality (dilIQ) index leads to an additional performance gain.

The remainder of the paper is organized as follows. BIQA models and typical L2R algorithms are reviewed and categorized in Section II. The proposed dipIQ approach is introduced in Section III. Experimental results using dipIQ on four benchmark IQA databases compared with state-of-the-art BIQA models are presented in Section IV followed by an extension to the dilIQ model in Section V. We conclude the paper in Section VI.

II. RELATED WORK

We first review existing BIQA models according to their two-stage structure: feature extraction and quality prediction model learning. We then review typical L2R algorithms. Details of RankNet [16] are provided in Section III.

A. Existing BIQA Models

From the feature extraction point of view, three types of knowledge can be exploited to craft useful features for BIQA. The first is knowledge about our visual world that summarizes the statistical regularities of undistorted images. The second is knowledge about degradation, which can then be explicitly taken into account to build features for particular artifacts, such as blocking [22]–[24], blurring [25]–[27] and ringing [28]–[30]. The third is knowledge of the human visual system (HVS) [31], namely perceptual models derived from visual physiological and psychophysical studies [32]–[35]. Natural scene statistics (NSS), which seek to capture the natural statistical behavior of images, embody the three-fold modeling in a rather elegant way [5]. NSS can be extracted directly in the spatial domain or in transform domains such as DFT, DCT, and wavelets [36], [37].

In the spatial domain, edges are presumably the most important image features. The edge spread can be used to detect blurring [38], [39], and the intensity variance in smooth regions close to edges can indicate ringing artifacts [28]. Step edge detectors that operate at $8 \times 8$ block boundaries measure the severity of discontinuities caused by JPEG compression [22]. The sample entropy of intensity histograms is used to identify image anisotropy [40], [41]. The responses of image gradients and the Laplacian of Gaussian operators are jointly modeled to describe the destruction of statistical naturalness of images [12]. The singular value decomposition of local image gradient matrices may provide a quantitative measure of image content [42]. Mean-subtracted and contrast-normalized pixel value statistics have also been modeled using a generalized Gaussian distribution (GGD) [8], [43]–[45], inspired by the adaptive gain control mechanism seen in neurons [33].

Statistical modeling in the wavelet domain resembles the early visual system [32], and natural images exhibit statistical regularities in the wavelet space. Specifically, it is widely acknowledged that the marginal distribution of wavelet coefficients of a natural image (regardless of content) has a sharp peak near zero and heavier than Gaussian tails. Therefore, statistics of raw [4], [6], [46], [47] and normalized [48], [49] wavelet coefficients, and wavelet coefficient correlations in the neighborhood [10], [29], [50]–[52] can be individually or jointly modeled as image naturalness measurements. The phase information of wavelet coefficients, for example expressed as the local phase coherence, is exploited to describe the perception of blur [26] and sharpness [53].

In the DFT domain, blur kernels can be efficiently estimated [50], [51], [54] to quantify the degree of image blurring. The regular peaks at feature frequencies can be used to identify blocking artifacts [23], [55]. Moreover, it is generally hypothesized that most perceptual information in an image is stored in the Fourier phase rather than the Fourier amplitude [56], [57]. Phase congruency [58] is such a feature that identifies perceptually significant image features at spatial locations where Fourier components are maximally in-phase [40].

In the DCT domain, blocking artifacts can be identified in a shifted $8 \times 8$ block [24]. The ratio of AC coefficients to DC coefficients can be interpreted as a measure of local contrast [59]. The kurtosis of AC coefficients can be used to quantify the structure statistics. In addition, AC coefficients can also be jointly modeled using a GGD [7].

There is a growing interest in learning features for BIQA. Ye et al. learned quality filters on image patches using K-means clustering and adopted filter responses as features [9]. They then took one step further by supervised filter learning [45]. Xue et al. [60] proposed a quality-aware clustering scheme on the high frequencies of raw patches, guided by an FR-IQA measure [61]. Kang et al. investigated a convolutional neural network to jointly learn features and nonlinear mappings for BIQA [62].

From the model learning perspective, SVR [63], [64] is the most commonly used tool to learn $f(x)$ for BIQA [6], [9], [10], [12], [45], [52]. The capabilities of neural networks to pre-train a model without labels and to easily scale up have also been exploited for this purpose [40], [47], [51], [62]. Another typical quality regression is the example-based method, which predicts the test image quality score using the weighted average of training image quality scores, where the weight encodes the perceptual similarity between the test and training images [14], [52], [60]. Saad et al. jointly modeled
x and MOS using a multivariate Gaussian distribution and performed prediction by maximizing the conditional probability $P(x|MOS)$ [7, 59]. Similar probabilistic modeling strategies have been investigated [43, 65]. Pairwise L2R algorithms have also been used to learn BIQA models [66, 67]. However, in these methods, DIP generation relies solely on MOS availability, which limits the number of DIPs produced. Moreover, their performance is inferior to that of existing BIQA methods. Other advanced learning algorithms include topic modeling [68], Gaussian process [51], and multi-kernel learning [67, 69].

B. Existing L2R Algorithms

Existing L2R algorithms can be broadly classified into three categories based on the training data format and loss function: pointwise, pairwise, and listwise approaches. An excellent survey of L2R algorithms can be found in [17]. Here we only provide a brief overview.

Pointwise approaches assume that each instance’s importance degree is known. The loss function usually examines the prediction accuracy of each individual instance. In an early attempt on L2R, Fuhr [70] adopted a linear regression with a polynomial feature expansion to learn the score function $f(x)$. Cossock and Zhang [71] utilized a similar formulation with some theoretical justifications for the use of the least squares loss function. Nallapati [72] formulated L2R as a classification problem and investigated the use of maximum entropy and support vector machines (SVMs) to classify each instance into two classes—relevant or irrelevant. Ordinal regression-based pointwise L2R algorithms have also been proposed such as PRanking [73] and SVM-based large margin principles [74].

Pairwise approaches assume that the relative order between two instances is known or can be inferred from other ground truth formats. The goal is to minimize the number of misclassified instance pairs. In the extreme case, if all instance pairs are correctly classified, they will be correctly ranked [17]. In RankSVM [75], Joachims creatively generated training pairs from clickthrough data and reformulated SVM to learn the score function $f(x)$ from instance pairs. Proposed in 2005, RankNet [16] was probably the first L2R algorithm used by commercial search engines, which had a typical neural network with a weight-sharing scheme forming its skeleton. Tsai et al. [76] replaced RankNet’s loss function [16] with a fidelity loss originating from quantum physics. In this paper, RankNet is adopted as the default pairwise L2R algorithm to learn OU-BIQA models for reasons that will be described later. RankBoost [77] is another well-known pairwise L2R algorithm based on AdaBoost [78] with an exponential loss.

Listwise approaches provide the opportunity to directly optimize ranking performance criteria [17]. Representative algorithms include SoftRank [79], SVM$_{map}$ [80], and RankGP [81]. Another subset of listwise approaches choose to optimize listwise ranking losses. For example, as a direct extension of RankNet, ListNet [21] duplicates RankNet’s structure to accommodate an instance list as input and optimizes a ranking loss based on the permutation probability distribution [21]. In this paper, we also employ ListNet to learn OU-BIQA models as an extension of the proposed pairwise L2R approach.

III. PROPOSED PAIRWISE L2R APPROACH FOR OU-BIQA

In this section, we elaborate the proposed pairwise L2R approach to learn OU-BIQA models. First, we propose an automatic DIP generation engine. Each DIP is associated with an uncertainty measure to quantify the confidence level of its quality discriminability. Second, we detail RankNet [16] and extend its capability to learn from the generated DIPs with uncertainty.

A. DIP Generation

Our automatic DIP generation engine is described as follows. We first choose three best-trusted FR-IQA models, namely MS-SSIM [82], VIF [83], and GSMD [84]. A logistic nonlinear function suggested in [85] is adopted to map predictions of the three models to the MOS scale of the LIVE database [86]. After that, the score range of the three models roughly spans $[0, 100]$, where higher values indicate better perceptual quality. We associate each candidate image pair with a nonnegative $T$, which is equal to the smallest score difference of the three FR models. Intuitively, the perceptual uncertainty level of quality discriminability should decrease monotonically with the increase of $T$. By varying $T$, we can generate DIPs with different uncertainty levels. To quantify the level of uncertainty, we employ a raised-cosine function given by

$$U(T) = \begin{cases} \frac{1}{2} \left(1 + \cos \left(\frac{T}{T_c}\right)\right) & \text{if } T \leq T_c \\ 0 & \text{otherwise} \end{cases},$$

where $U(T)$ lies in $[0, 1]$, with a higher value indicating a greater degree of uncertainty and $T_c$ is a constant, above which the uncertainty goes to zero. In the current implementation, we set $T_c = 20$, whose legitimacy can be validated from two sources. First, the average standard deviation of MOSs on LIVE is around 9, which is approximately half of $T_c$, therefore guaranteeing the perceived discriminability of two images. Second, based on the subjective experiments conducted by Gao et al. [67] on LIVE, the consistency between subjects on the relative quality of one pair increases with the absolute difference and, when it is larger than 20, the consistency approaches 100%. Fig. 1 shows the shape of the uncertainty function as a function of $T$ and some representative DIPs, where the left images have better quality in terms of the absolute difference and, when it is larger than 20, the consistency approaches 100%. Fig. 1 shows the shape of the uncertainty function as a function of $T$ and some representative DIPs, where the left images have better quality in terms of the absolute difference and, when it is larger than 20, the consistency approaches 100%.

Careful inspection of Fig. 1a and Fig. 1b) reveals that the uncertainty manifests itself in two ways. First, the right image in Fig. 1a has better perceived quality to many human observers compared with the left one, which disagrees with the three FR-IQA models. Second, both images in Fig. 1b) have distortions that are barely perceived by the human eye. In other words, they have very similar perceptual quality.
The perceptual uncertainty generally decreases if \( T \) increases and when \( T > 20 \), the DIP is clearly discriminable, further justifying the selection of \( T_c = 20 \).

**B. RankNet [16]**

Given a number of DIPs, a pairwise L2R algorithm would make use of their perceptual order to learn quality models while taking the inherent perceptual uncertainty into account. Here, we revisit RankNet [16], a pairwise L2R algorithm that was the first of its kind used by commercial search engines [17]. We extend it to learn from DIPs associated with uncertainty. Fig. 2 shows RankNet’s architecture, which is based on classical neural networks and has two parallel streams to accommodate a pair of inputs. The two-stream weights are shared, which is achieved by using the same initializations and the same gradients during backpropagation [16]. The quality prediction function \( f(x) \), namely the dipIQ index, is implemented by one of the streams, and the loss function is defined on a pair of images with the help of \( f \). Specifically, let \( f(x_i) \) and \( f(x_j) \) be the output of the first and second streams, whose difference is converted to a probability using

\[
P_{ij}(f) = \frac{\exp (f(x_i) - f(x_j))}{1 + \exp (f(x_i) - f(x_j))},
\]

based on which we define the cross entropy loss as

\[
L(f; x_i, x_j, P_{ij}) = -\bar{P}_{ij} \log P_{ij} - (1 - \bar{P}_{ij}) \log (1 - P_{ij})
\]
\[
= -P_{ij} (f(x_i) - f(x_j)) + \log (1 + \exp (f(x_i) - f(x_j))),
\]

(3)
where $\bar{P}_{ij}$ is the ground truth label associated with the training pair, consisting of the $i$-th and $j$-th images. In the case of DIPs described in the Section III-A, $\bar{P}_{ij}$ is always 0 or 1, indicating that the quality of the $i$-th image is worse or better than the $j$-th one. Within the mini-batch stochastic gradient minimization framework, we define the batch-level loss function using the perceptual uncertainty of each DIP as a weighting factor

$$L_b(f) = \sum_{(i,j) \in B} (1 - U_{ij}) L(f; x_i, x_j, \bar{P}_{ij}), \quad (4)$$

where $B$ is the batch containing the DIP indices currently being trained. As Eq. (4) makes clear, DIPs with higher uncertainty contribute less to the overall loss. With some derivations, we obtain the gradient of $L_b$ with respect to the model parameters collectively denoted by $w$ as follows

$$\frac{\partial L_b(f)}{\partial w} = \sum_{(i,j) \in B} \left( -\bar{P}_{ij} + \frac{\exp(f(x_i) - f(x_j))}{1 + \exp(f(x_i) - f(x_j))} \right) \left( 1 - U_{ij} \right) \left( \frac{\partial f(x_i)}{\partial w} - \frac{\partial f(x_j)}{\partial w} \right). \quad (5)$$

In the case of a linear dipIQ containing no hidden layers and no nonlinear activations, Eq. (3) is reduced to

$$L(w; x_i, x_j, \bar{P}_{ij}) = -\bar{P}_{ij} \left( w^T (x_i - x_j) \right) + \log(1 + \exp(w^T (x_i - x_j))), \quad (6)$$

which is easily recognized as logistic regression. The convexity of Eq. (6) ensures the global optimality of the solution. We find in our experiments that the fidelity loss impairs performance, so we use the cross entropy loss throughout the paper.

We select RankNet [16] as our first choice of pairwise L2R algorithm for two reasons. First, it is capable of handling a large number (millions) of training samples using stochastic or mini-batch gradient descent algorithms. By contrast, the training of other pairwise L2R methods such as RankSVM [75], even with a linear kernel, is painfully slow. Second, since RankNet [16] embodies classical neural network architectures, we embrace the latest advances in training deep neural networks [87], [88] and can easily upscale the network by adding more hidden layers to learn powerful nonlinear quality prediction functions.

### IV. Experiments

In this section, we first provide thorough implementation details of RankNet [16] to learn OU-BIQA models. We then describe the experimental protocol based on which a fair comparison is conducted between dipIQ and state-of-the-art BIQA models. After that, we discuss how to extend the proposed pairwise L2R approach for OU-BIQA to a listwise one that could possibly boost the performance.
connected, followed by rectified linear units (ReLU)\cite{90} as nonlinearity activations. We choose the node number of the third hidden layer to be 3 so that we can visualize the three-dimensional embedding of test images. Other choices are somewhat ad-hoc, and a more careful exploration of alternative architectures could potentially lead to significant performance improvements.

The RankNet training procedure generally follows Simonyan and Zisserman\cite{91}. Specifically, the training is carried out by optimizing the cross entropy function using mini-batch gradient descent with momentum. The weights of the two streams in RankNet are shared. The batch size is set to 512, and momentum to 0.9. The training is regularized by weight decay (the $L_2$ penalty multiplier set to $5 \times 10^{-4}$). The learning rate is fixed to $10^{-4}$. Since we have a plenty of DIPs (more than 80 million) for training, each DIP is exposed to the learning algorithm once and only once. The learning stops when the entire set of DIPs have been swept. The weights that achieve the lowest validation set loss are used for testing.

B. Experimental Protocol

1) Databases: Four IQA databases are used to compare dipIQ with state-of-the-art BIQA measures. They are LIVE\cite{86}, CSIQ\cite{92}, TID2013\cite{15} and Waterloo Exploration Database\cite{20}. The first three are small subject-rated IQA databases that are widely adopted to benchmark objective IQA models. Each test image is associated with an MOS to represent its perceptual quality. In our experiments, we only consider distortion types that are shared by all four databases, namely JP2K, JPEG, WN, and BLUR. As a result, LIVE\cite{86}, CSIQ\cite{92}, and TID2013\cite{15} contain 634, 600, and 500 test images, respectively. The Exploration database contains 4,744 reference and 94,880 distorted images. Although the MOS of each test image is not available in the Exploration database, innovative evaluation criteria are employed to compare BIQA measures as will be specified next.

2) Evaluation Criteria: We use five evaluation criteria to compare the performance of BIQA measures. The first two are included in previous tests carried out by the video quality experts group (VQEG)\cite{93}. Others are introduced in\cite{20} to take into account image databases without MOS. Details are given as follows.

- Spearman’s rank-order correlation coefficient (SRCC) is defined as

$$SRCC = 1 - \frac{6 \sum d_i^2}{N(N^2 - 1)},$$

where $N$ is the number of images in a database and $d_i$ is the difference between the $i$-th image’s ranks in the MOS and model prediction.

- Pearson linear correlation coefficient (PLCC) is computed by

$$PLCC = \frac{\sum_i (s_i - \bar{s})(q_i - \bar{q})}{\sqrt{\sum_i (s_i - \bar{s})^2 \sum_i (q_i - \bar{q})^2}},$$

where $s_i$ and $q_i$ stand for the MOS and model prediction of the $i$-th image, respectively.

- Pristine/distorted image discriminability test (D-test) considers pristine and distorted images as two distinct classes, and aims to measure how well an IQA model is able to separate the two classes. More specifically, indices of pristine and distorted images are grouped into sets $S_p$ and $S_d$, respectively. A threshold $T$ is adopted to classify images such that $S'_p = \{i | q_i > T\}$ and $S'_d = \{i | q_i \leq T\}$. The average correct classification rate is defined as

$$R = \frac{1}{2} \left( \frac{|S_p \cap S'_p|}{|S_p|} + \frac{|S_d \cap S'_d|}{|S_d|} \right).$$
The value of $T$ should be optimized to yield the maximum correct classification rate, which results in a discriminability index

$$D = \max_T R(T).$$

$D$ lies in $[0, 1]$ with a larger value indicating a better separability between pristine and distorted images.

- Listwise ranking consistency test (L-test) evaluates the robustness of IQA models when rating images with the same content and the same distortion type but different distortion levels. The assumption is that the quality of an image degrades monotonically with the increase of the distortion level for any distortion type. Given a database with $S$ source images, $K$ distortion types and $Q$ distortion levels, the average SRCC is used to quantify the ranking consistency between distortion levels and model predictions

$$L_s = \frac{1}{SK} \sum_{i=1}^{S} \sum_{j=1}^{K} \text{SRCC}(l_{ij}, q_{ij}),$$

where $l_{ij}$ and $q_{ij}$ represent the distortion levels and the corresponding distortion/ quality scores given by a model to the set of images that are from the same ($i$-th) source image and have the same ($j$-th) distortion type.

- Pairwise preference consistency test (P-test) compares the performance of IQA models on a number of DIPs, whose generation is similar to what is described Section III-A but with a stricter rule [20]. A good IQA model should give concordant preferences with respect to DIPs. Assuming that an image database contains $M$ DIPs and that the number of concordant pairs of an IQA model (meaning that the model predicts the correct preference) is $M_c$, the pairwise preference consistency ratio is defined as

$$P = \frac{M_c}{M}.$$

$P$ lies in $[0, 1]$ with a higher value indicating better performance. We also denote the number of incorrect preference predictions as $M_i = M - M_c$.

SRCC and PLCC are applied to LIVE [86], CSIQ [92], and TID2013 [15], while the D-test, L-test, and P-test are applied to the Waterloo Exploration Database. Note that the use of PLCC requires a nonlinear function $\hat{q} = (\beta_1 - \beta_2)/(1 + \exp(−(q - \beta_3)/|\beta_3|)) + \beta_2$ to map raw model predictions to the MOS scale. Following Mittal et al. [8] and Ye et al. [89], in our experiments we randomly choose 80% reference images along with their corresponding distorted versions to estimate $\{\beta_i | i = 1, 2, 3, 4\}$, and use the rest 20% images for testing. This procedure is repeated 1,000 times and the median SRCC and PLCC values are reported.

C. Experimental Results

1) Comparison with FR and OU-BIQA Models: We compare dipIQ with two well-known FR-IQA models: PSNR (whose largest value is clipped at 60 dB in order to perform a reasonable parameter estimation) and SSIM [94] (whose implementation used in the paper involves a down-sampling process [95]) and previous OU-BIQA models, including QAC [60], NIQE [43], ILNIQE [65], and BLISS [89]. The implementations of QAC [60], NIQE [43], and ILNIQE [65] are obtained from the original authors. To the best of our knowledge, the complete implementation of BLISS [89] is not publicly available. Therefore, to make a fair comparison we train BLISS [89] on the same 700 reference images and their distorted versions, which have been used to train dipIQ. The labels are synthesized using the method in [89]. The training toolbox and parameter settings are inherited from the original paper [89].

Tables I and II list comparison results between dipIQ and existing OU-BIQA models in terms of median SRCC and PLCC values on LIVE [86], CSIQ [92], and TID2013 [15], respectively. Both dipIQ and dipIQ* outperform all previous OU-BIQA models on LIVE [86] and CSIQ [92], and are comparable to ILNIQE [65] on TID2013 [15]. Although both dipIQ and BLISS learn a linear prediction function using CORNIA features as inputs [9], we observe consistent
The noisiness of the synthetic score \cite{89}. (a) Synthetic score = 10. (b) Synthetic score = 10. (c) Synthetic score = 40. (a) has worse perceptual quality than (b), which in turn has approximately the same quality compared with (c). Both two cases are in disagreement with the synthetic score \cite{89}. Images are selected from the training set.

Three dimensional embedding of the LIVE database \cite{86}. (a) Color encodes distortion type. (b) Color encodes quality; the warmer, the better. The learned features from the third hidden layer of dipIQ are able to cluster images based on distortion types and align them in a perceptually meaningful way.

| TABLE III | MEDIAN SRCC AND PLCC RESULTS ACROSS 1,000 SESSIONS ON TID2013 \cite{15} |
|-----------|----------------|----------------|----------------|----------------|----------------|
| SRCC | JP2K | JPEG | WN | BLUR | ALL4 |
| PSNR | 0.898 | 0.929 | 0.942 | 0.965 | 0.924 |
| SSIM \cite{44} | 0.950 | 0.935 | 0.896 | 0.969 | 0.924 |
| QAC \cite{60} | 0.883 | 0.885 | 0.668 | 0.879 | 0.837 |
| NIQE \cite{43} | 0.901 | 0.873 | 0.854 | 0.821 | 0.812 |
| ILNIQE \cite{65} | 0.912 | 0.873 | 0.890 | 0.815 | 0.881 |
| BLISS \cite{89} | 0.906 | 0.893 | 0.856 | 0.872 | 0.836 |
| dipIQ* | 0.909 | 0.903 | 0.854 | 0.884 | 0.857 |
| dipIQ | 0.926 | 0.932 | 0.905 | 0.922 | 0.877 |

| PLCC | JP2K | JPEG | WN | BLUR | ALL4 |
| PSNR | 0.933 | 0.925 | 0.963 | 0.938 | 0.911 |
| SSIM \cite{44} | 0.970 | 0.968 | 0.902 | 0.958 | 0.927 |
| QAC \cite{60} | 0.892 | 0.929 | 0.719 | 0.877 | 0.829 |
| NIQE \cite{43} | 0.912 | 0.928 | 0.859 | 0.848 | 0.819 |
| ILNIQE \cite{65} | 0.929 | 0.944 | 0.899 | 0.816 | 0.890 |
| BLISS \cite{89} | 0.930 | 0.963 | 0.863 | 0.872 | 0.862 |
| dipIQ* | 0.937 | 0.963 | 0.851 | 0.892 | 0.894 |
| dipIQ | 0.948 | 0.973 | 0.906 | 0.928 | 0.894 |

The D-test, L-test and P-test results on the Waterloo Exploration Database \cite{20}.

| TABLE IV |
|------------|----|----|----|----|
| D | L_2 | P | M_2 |
| PSNR | 1.0000 | 1.0000 | 0.9995 | 620,071 |
| SSIM \cite{44} | 1.0000 | 0.9992 | 0.9991 | 1,131,457 |
| QAC \cite{60} | 0.9226 | 0.8699 | 0.9779 | 28,447,390 |
| NIQE \cite{43} | 0.9109 | \textbf{0.9885} | 0.9373 | 8,127,941 |
| ILNIQE \cite{65} | 0.9084 | \textbf{0.9926} | 0.9927 | 9,435,319 |
| BLISS \cite{89} | 0.9080 | 0.9801 | 0.9996 | 562,925 |
| dipIQ* | 0.9209 | 0.9863 | \textbf{0.9996} | \textbf{465,069} |
| dipIQ | 0.9346 | 0.9846 | 0.9999 | 129,668 |

The performance gains of dipIQ* across all three databases over BLISS \cite{89}. This may be because dipIQ* learns from more reliable data (DIPs) with uncertainty weighting, whereas the training labels (synthetic scores) for BLISS are noisier, as exemplified in Fig. 4. It is not hard to observe that Fig. 4(a) has clearly worse perceptual quality than Fig. 4(b), which in turn has approximately the same quality compared with Fig. 4(c). Both two cases are in disagreement with the synthetic score \cite{89}.
To ascertain that the improvement of dipIQ is statistically significant, we carry out a two sample T-test (with a 95% confidence) between PLCC values obtained by different models on LIVE [86]. After comparing every possible pairs of OU-BIQA models, the results are summarized in Table V where a symbol ‘1’ means the row model performs significantly better than the column model, a symbol ‘0’ means the opposite, and a symbol ‘-’ indicates that the row and column models are statistically indistinguishable. It can be observed that dipIQ is statistically better than dipIQ*, which is better than all previous OU-BIQA models.

Table V shows the results on the Waterloo Exploration Database. dipIQ* and dipIQ outperform all previous OU-BIQA models in the D-test and P-test, and are competitive in the L-test, whose performance is slightly inferior to NIQE [43] and ILNIQE [65]. By learning from examples with a variety of image content, dipIQ is able to crush the number of incorrect preference predictions in the P-test down to around 130,000 out of more than 1 billion candidate DIPs.

In order to gain intuitions on why the generalizability of dipIQ is excellent even without MOS for training, we visualize the three-dimensional embedding of the LIVE database [86] in Fig 5 using the learned three-dimensional features from the third hidden layer of dipIQ. We can see that the learned representation is able to cluster test images according to the distortion type, and meanwhile align them with respect to their perceptual quality in a meaningful way, where high quality images are clamped together regardless of image content.

2) Comparison with OA-BIQA Models: In the second set of experiments, we train dipIQ using different feature representations as inputs and compare with OA-BIQA models using the same representations and MOS for training. BRISQUE [8] and DIIVINE [10] are selected as representative features extracted from the spatial and wavelet domain, respectively. We also compare dipIQ with CORNIA [9], whose features are adopted as the default input to dipIQ. We re-train BRISQUE [8], DIIVINE [10], and CORNIA [9] on the LIVE database, whose learning tools and parameter settings follow their respective papers. We adjust the dimension of the input layer of dipIQ to accommodate features of different dimensions and train them on the 700 reference images and their distorted versions, as described in IV-A. All models are tested on CSIQ [92] and the Exploration database, and is comparable on TID2013 [15]. The reason we do not obtain noticeable performance gains on TID2013 [15] may be that TID2013 [15] has 18 references images originated from LIVE [86], based on which the OA-BIQA models have been trained. This creates dependencies between training and testing sets. We may also draw conclusions about the effectiveness of the feature representations based on their performance under the same pairwise L2R framework: generally speaking, CORNIA [9] features > BRISQUE [8] features > DIIVINE [10] features.

### Table V

| PLCC | PSNR | SSIM | QAC | NIQE | ILNIQE | BLISS | dipIQ* | dipIQ |
|------|------|------|-----|------|--------|-------|--------|-------|
| PLCC | -    | 0    | 1   | 0    | 0      | 0     | 0      | 0     |
| PSNR | 1    | 0    | 1   | 1    | 1      | 0     | 0      | 0     |
| SSIM | 0.956 | 0.974 | 0.942 | 0.957 | 0.923 | 0.906 | 0.906 | 0.906 |
| QAC  | 1    | 1    | 1   | 1    | 1      | 1     | 1      | 1     |
| NIQE | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 |
| ILNIQE| 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 |
| BLISS | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 |
| dipIQ*| 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 |
| dipIQ | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 | 0.919 |

### Table VI

| SRC | JP2K | JPEG | WN | BLUR | ALL4 |
|-----|------|------|-----|------|------|
| BRISQUE [8] | 0.894 | 0.916 | 0.934 | 0.915 | 0.909 |
| dipIQ* | 0.938 | 0.938 | 0.934 | 0.943 | 0.926 |
| DIVINE [10] | 0.844 | 0.819 | 0.881 | 0.884 | 0.835 |
| dipIQD | 0.930 | 0.939 | 0.904 | 0.920 | 0.912 |
| CORNIA [9] | 0.916 | 0.919 | 0.787 | 0.928 | 0.915 |
| dipIQ | 0.944 | 0.936 | 0.904 | 0.932 | 0.930 |

### Table VII

| SRC | JP2K | JPEG | WN | BLUR | ALL4 |
|-----|------|------|-----|------|------|
| BRISQUE [8] | 0.906 | 0.894 | 0.889 | 0.886 | 0.883 |
| dipIQ* | 0.927 | 0.921 | 0.921 | 0.917 | 0.883 |
| DIVINE [10] | 0.857 | 0.680 | 0.879 | 0.859 | 0.795 |
| dipIQD | 0.912 | 0.889 | 0.887 | 0.905 | 0.872 |
| CORNIA [9] | 0.907 | 0.912 | 0.798 | 0.934 | 0.893 |
| dipIQ | 0.926 | 0.932 | 0.905 | 0.922 | 0.877 |

---

To ascertain that the improvement of dipIQ is statistically significant, we carry out a two sample T-test (with a 95% confidence) between PLCC values obtained by different models on LIVE [86]. After comparing every possible pairs of OU-BIQA models, the results are summarized in Table V where a symbol ‘1’ means the row model performs significantly better than the column model, a symbol ‘0’ means the opposite, and a symbol ‘-’ indicates that the row and column models are statistically indistinguishable. It can be observed that dipIQ is statistically better than dipIQ*, which is better than all previous OU-BIQA models.

Table V shows the results on the Waterloo Exploration Database. dipIQ* and dipIQ outperform all previous OU-BIQA models in the D-test and P-test, and are competitive in the L-test, whose performance is slightly inferior to NIQE [43] and ILNIQE [65]. By learning from examples with a variety of image content, dipIQ is able to crush the number of incorrect preference predictions in the P-test down to around 130,000 out of more than 1 billion candidate DIPs.

In order to gain intuitions on why the generalizability of dipIQ is excellent even without MOS for training, we visualize the three-dimensional embedding of the LIVE database [86] in Fig 5 using the learned three-dimensional features from the third hidden layer of dipIQ. We can see that the learned representation is able to cluster test images according to the distortion type, and meanwhile align them with respect to their perceptual quality in a meaningful way, where high quality images are clamped together regardless of image content.

2) Comparison with OA-BIQA Models: In the second set of experiments, we train dipIQ using different feature representations as inputs and compare with OA-BIQA models using the same representations and MOS for training. BRISQUE [8] and DIIVINE [10] are selected as representative features extracted from the spatial and wavelet domain, respectively. We also compare dipIQ with CORNIA [9], whose features are adopted as the default input to dipIQ. We re-train BRISQUE [8], DIIVINE [10], and CORNIA [9] on the LIVE database, whose learning tools and parameter settings follow their respective papers. We adjust the dimension of the input layer of dipIQ to accommodate features of different dimensions and train them on the 700 reference images and their distorted versions, as described in IV-A. All models are tested on CSIQ [92] and the Exploration database, and is comparable on TID2013 [15]. The reason we do not obtain noticeable performance gains on TID2013 [15] may be that TID2013 [15] has 18 references images originated from LIVE [86], based on which the OA-BIQA models have been trained. This creates dependencies between training and testing sets. We may also draw conclusions about the effectiveness of the feature representations based on their performance under the same pairwise L2R framework: generally speaking, CORNIA [9] features > BRISQUE [8] features > DIIVINE [10] features.
We further compare dipIQ\(^B\) and BRISQUE [8] using the gMAD competition methodology on the Waterloo Exploration Database. Specifically, we first find a pair of images that have the maximum and minimum dipIQ\(^B\) values from a subset of images in the Exploration database, where BRISQUE [8] rates them to have the same quality. We then repeat this procedure, but with the roles of dipIQ\(^B\) and BRISQUE [8] exchanged. The two image pairs are shown in Fig. 6 from which we conclude that images in the first row exhibits approximately the same perceptual quality (in agreement with dipIQ\(^B\)) and those in the second row have drastically different perceptual quality (in disagreement with BRISQUE [8]). This verifies that the robustness of dipIQ\(^B\) is significantly improved over BRISQUE [8] using the same feature representations and MOS for training. Similar gMAD competition results are obtained for dipIQ\(^B\) versus DIIVINE [10] and dipIQ versus CORNIA [9].

In summary, the proposed pairwise L2R approach is proved to learn OU-BIQA models with improved generalizability and robustness compared with OA-BIQA models using the same feature representations and MOS for training.

V. LISTWISE L2R APPROACH FOR OU-BIQA

In this section, we extend the proposed pairwise L2R approach for OU-BIQA to a listwise L2R one. Specifically, we first construct three-element DILs by concatenating DIPs. For example, given two DIPs \((i, j)\) and \((j, k)\) with the same level of uncertainty, we create a list \((i, j, k)\) with the ground truth label \(\bar{P}_{ijk} = 1\), indicating that the quality of the \(i\)-th image is better than the \(j\)-th image, whose quality is better than the \(k\)-th image. The uncertainty level is transferred as well. We then employ ListNet [21], a listwise L2R extension of RankNet [16] to learn OU-BIQA models. The major differences between ListNet and RankNet are twofold. First, ListNet can have multiple streams with the same weights to accommodate a list of inputs, where each stream is implemented by a classical neural network architecture similar to RankNet, as shown in Fig. 2. In this paper, we instantiate a three-stream ListNet to fit three-element DILs. Second, the loss function of ListNet is defined using the concept of permutation probability. More specifically, we define a permutation \(\pi = (\pi(1), \pi(2), \ldots, \pi(n))\) on a list of \(n\) instances as a bijection from \([1, 2, ..., n]\) to itself, where \(\pi(j)\) denotes the instance at position \(j\) in the permutation. The set of all possible permutations of \(n\) instances is termed as \(\Pi\). We define the probability of permutation \(\pi\) given the list of predicted scores \(\{f(x_i)\}\) as

\[
P_{\pi}(f) = \prod_{j=1}^{n} \frac{\exp(f(x_{\pi(j)}))}{\sum_{k=j}^{n} \exp(f(x_{\pi(k)}))},
\]

which satisfies \(P_{\pi}(f) > 0\) and \(\sum_{\pi \in \Pi} P_{\pi}(f) = 1\) as proved in [21]. The loss function can then be defined as the cross entropy function between the ground truth and permutation probabilities

\[
L(f; \{x_i\}, \{\bar{P}_\pi\}) = -\sum_{\pi \in \Pi} P_{\pi} \log(P_{\pi}).
\]

When \(n = 2\), the loss function of ListNet [21] in Eq. 14 becomes equivalent to that of RankNet [16] in Eq. 3. In the case of three-element DILs, we have \(P_{\pi} = 1\) if \(\pi = (i, j, k)\) and \(P_{\pi} = 0\) otherwise. Therefore, the loss function in Eq. 14 can be simplified as

\[
L(f; x_i, x_j, x_k, \bar{P}_{ijk}) = -f(x_i) + f(x_j) + \log \left( \sum_{l \in \{i, j, k\}} \exp(f(x_l)) \right) + \log \left( \sum_{l \in \{j, k\}} \exp(f(x_l)) \right),
\]

base on which we define the batch-level loss as

\[
L_b(f) = \sum_{(i, j, k) \in B} (1 - U_{ijk}) L(f; x_i, x_j, x_k, \bar{P}_{ijk}),
\]

where \(U_{ijk}\) is the uncertainty level of the list, transferred from the corresponding DIPs. The gradient of Eq. 16 w.r.t. the parameters \(w\) can be easily derived. Note that ListNet [21] does not add new parameters. We generate 50 million DILs from the available DIPs as the training data for ListNet [21]. The training procedure is exactly the same as training RankNet [16]. The training stops
when the entire set of image lists have been swept once. The weights that achieve the lowest validation set loss are used for testing.

We list the comparison results between dilIQ trained by ListNet [21] and the baseline dipIQ on LIVE [86], CSIQ [92], TID2013 [15], and the Exploration database in Tables IX and XII, respectively. Remarkable performance improvements have been achieved on CSIQ and TID2013. This may be because the ranking position information is made explicit to the learning process. dilIQ is comparable to dipIQ on LIVE and the Exploration database.

### VI. Conclusion and Future Work

In this paper, we have proposed an OU-BIQA model, namely dilIQ, using RankNet [16]. The input to the dilIQ training model are an enormous number of DIPs, not obtained by expensive subjective testing but automatically generated with the help of most trusted FR-IQA models at low cost. Extensive experimental results demonstrate the effectiveness of the proposed dilIQ indices with higher accuracy and improved robustness in content variations. We also learn an OU-BIQA model, namely dilIQ, using a listwise L2R approach, which achieves an additional performance gain.

The current work opens the door to a new class of OU-BIQA models and can be extended in many ways. First, novel image pair and list generation engines may be developed to account for situations that reference images are not available (or do not ever exist). Second, advanced L2R algorithms are worth exploring to improve the quality prediction performance. Third, in practice, a pair of images may be regarded as having indiscriminable quality. Such knowledge could be obtained either from subjective testing (e.g., paired comparison between images) or from the image source (e.g., two pristine images acquired from the same source), and is informative in constraining the behavior of an objective quality model. The current learning framework needs to be improved in order to learn from such quality-indiscriminable image pairs.
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### TABLE IX
**Median SRCC and PLCC results across 1,000 sessions on LIVE [86], using ListNet [21] for training**

| SRCC  | JP2K | JPEG | WN   | BLUR | ALL   |
|-------|------|------|------|------|-------|
| dipIQ | 0.956| 0.969| 0.975| 0.940| 0.958 |
| dilIQ | 0.956| 0.966| 0.976| 0.953| 0.958 |
| PLCC  | JP2K | JPEG | WN   | BLUR | ALL   |
| dipIQ | 0.964| 0.980| 0.983| 0.948| 0.957 |
| dilIQ | 0.964| 0.978| **0.985**| 0.956| 0.954 |

### TABLE X
**Median SRCC and PLCC results across 1,000 sessions on CSIQ [92], using ListNet [21] for training**

| SRCC  | JP2K | JPEG | WN   | BLUR | ALL   |
|-------|------|------|------|------|-------|
| dipIQ | 0.944| 0.936| 0.904| 0.932| 0.930 |
| dilIQ | 0.930| 0.925| 0.893| **0.939**| 0.936 |
| PLCC  | JP2K | JPEG | WN   | BLUR | ALL   |
| dipIQ | 0.959| 0.975| 0.927| 0.958| 0.949 |
| dilIQ | 0.954| 0.968| 0.920| **0.960**| 0.954 |

### TABLE XI
**Median SRCC and PLCC results across 1,000 sessions on TID2013 [15], using ListNet [21] for training**

| SRCC  | JP2K | JPEG | WN   | BLUR | ALL   |
|-------|------|------|------|------|-------|
| dipIQ | 0.926| 0.932| 0.905| 0.922| 0.877 |
| dilIQ | 0.918| 0.849| 0.905| **0.925**| 0.891 |
| PLCC  | JP2K | JPEG | WN   | BLUR | ALL   |
| dipIQ | 0.948| 0.973| 0.906| 0.928| 0.894 |
| dilIQ | 0.948| 0.923| 0.903| **0.929**| 0.915 |

### TABLE XII
**The D-test, L-test and P-test results on the Exploration database [20], using ListNet [21] for training**

| D | Ls | P | M | P-M |
|---|----|---|---|-----|
| dilIQ | 0.9346 | 0.9846 | 0.9999 | 129,668 |
| dilIQ | 0.9346 | 0.9893 | 0.9998 | 198,650 |
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