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Abstract—Efficient testing and vaccination protocols are critical aspects of epidemic management. To study the optimal allocation of limited testing and vaccination resources in a heterogeneous contact network of interacting susceptible, recovered, and infected individuals, we present a degree-based testing and vaccination model for which we use control-theoretic methods to derive optimal testing and vaccination policies. Within our framework, we find that optimal intervention policies first target high-degree nodes before shifting to lower-degree nodes in a time-dependent manner. Using such optimal policies, it is possible to delay outbreaks and reduce incidence rates to a greater extent than uniform and reinforcement-learning-based interventions, particularly on certain scale-free networks.
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I. INTRODUCTION

Limiting the spread of novel pathogens such as SARS-CoV-2 requires efficient testing [1], [2] and quarantine strategies [3], especially when vaccines are not available or effective. Even if effective vaccines become available at scale, their population-wide distribution is a complex and time-consuming endeavor, influenced by, for example, population age-structure [4]–[6], vaccine hesitancy [7], and different objectives [8].

Until a sufficient level of immunity within a population is reached, distancing and quarantine policies can also be used to help slow the spread and evolutionary dynamics [9] of infectious diseases. Epidemic modeling and control-theoretic approaches are useful for identifying both efficient testing and vaccination policies. For an epidemic model of SARS-CoV-2 transmission, Pontryagin’s maximum principle (PMP) has been used to derive optimal distancing and testing strategies that minimize the number of COVID-19 cases and intervention costs [10]. Optimal control theory has also been applied to a multi-objective control problem that uses isolation and vaccination to limit epidemic size and duration [11]. Both of these recent investigations describe the underlying infectious disease dynamics through compartmental models without underlying network structure, meaning that all interactions among different individuals are assumed to be homogeneous.

For a structured susceptible-infected-recovered (SIR) model, optimal vaccination strategies have been derived for a rapidly spreading disease in a highly mobile urban population using PMP [12]. Complementing these control-theory-based interventions, a recent work [13] developed methods relying on reinforcement learning (RL) to identify infectious high-degree nodes (“superspreaders”) in temporal networks and reduce the overall infection rate with limited medical resources.

The application of optimal control methods and PMP to a heterogeneous node-based susceptible-infected-recovered-susceptible (SIRS) model with applications to rumor spreading was studied in [14].

The machine-learning-based interventions of [13] showed that RL is able to outperform intervention policies derived from purely structural node characterizations that are, for instance, based on centrality measures. However, the methods of [13] were applied to rather small networks with a maximum number of nodes of about 400. Here, we focus on a complementary approach by formulating optimal control and RL-based target policies for a degree-based epidemic model [15] that is constrained only by the maximum degree and not by the system size (i.e., number of nodes). Early work by May and Anderson [16] employed such effective degree models to study the population-level dynamics of human immunodeficiency virus (HIV) infections. These degree-based models and later adaptations [17]–[19] do not account for degree correlations.

Effective degree models for susceptible-infected-susceptible (SIS) dynamics with degree correlations were derived in [20] and applied to SIR dynamics in [21]. A further generalization of these methods to model SIR dynamics with networked and well-mixed transmission pathways was presented in [22]. For a detailed summary of degree-based epidemic models, see [23].

In the next section, we propose and justify a degree-based epidemic, testing, and quarantining model. An optimal control framework for this model is presented in Sec. III and, given limited testing resources, an optimal testing strategy is calculated. We extend the same underlying disease model to include vaccination in Sec. IV and find optimal vaccination strategies that minimize infection given a limited vaccination rate. We summarize and discuss our results and how they depend on network and dynamical features of the model in Sec. V. For comparison, we also present in the Appendix a reinforcement-learning-based algorithm that is able to approximate optimal testing strategies for the model introduced in Sec. III.

II. DEGREE-BASED EPIDEMIC AND TESTING MODEL

For the formulation of optimal testing policies that allocate testing resources to different individuals in a contact network, we adopt an effective degree model of SIR dynamics with
testing in a static network of \( N \) nodes. Nodes represent individuals, and edges between nodes represent corresponding contacts. Therefore, the degree of a node represents the number of its contacts. If \( K \) is the maximum degree across all nodes, we can divide the population into \( K \) distinct subpopulations, each of size \( N_k \) \((k = 1, 2, \ldots, K)\) such that all nodes in the \( k \)-th group have degree \( k \). Therefore, \( N = \sum_{k=1}^{K} N_k \).

In our epidemic model, we distinguish between untested and tested infected individuals. Let \( S_k(t) \), \( I_k^u(t) \), \( I_k^r(t) \), and \( R_k(t) \) denote the numbers of susceptible, untested infected, tested infected, and recovered nodes with degree \( k \) at time \( t \). Since these subpopulations together represent the entire population (the total number of nodes \( N \)), both \( N \) and \( N_k \) are constants in our model. Their values satisfy the normalization condition \( S_k + I_k^u + I_k^r + R_k = N_k \). The corresponding fractions are

\[
\begin{align*}
s_k(t) &= S_k(t)/N, \\
i_k^u(t) &= I_k^u(t)/N, \\
i_k^r(t) &= I_k^r(t)/N, \\
r_k(t) &= R_k(t)/N,
\end{align*}
\]

such that \( \sum_k (s_k + i_k^u + i_k^r + r_k) = 1 \). Using an effective-degree approach \([16, 22]\), we describe the evolution of the above subpopulations by

\[
\begin{align*}
ds_k(t)/dt &= -k s_k(t) \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} (\beta^u i_{\ell}^u(t) + \beta^* i_{\ell}^r(t)), \\
di_k^u(t)/dt &= k s_k(t) \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} (\beta^u i_{\ell}^u(t) + \beta^* i_{\ell}^r(t)) - \gamma^u i_{\ell}^u(t) - \frac{f_k(t)}{N_k} i_{\ell}^u(t), \\
di_k^r(t)/dt &= \gamma^u i_{\ell}^u(t) - \frac{f_k(t)}{N_k} i_{\ell}^u(t), \\
dr_k(t)/dt &= \gamma^u i_{\ell}^u(t) + \gamma^* i_{\ell}^r(t),
\end{align*}
\]

where \( P(\ell) = N_\ell/N \) is the degree distribution and \( P(\ell|k) \) is the probability that a chosen node with degree \( k \) is connected to a node with degree \( \ell \). Our degree-based formulation of SIR dynamics with testing, Eqs. (2)–(5), is an approximation of the full node-based dynamics assuming that nodes of the same degree are equally likely to be infected at any given time \([15]\).

Susceptible individuals become infected through contact with untested and tested infected individuals at rates \( \beta^u \) and \( \beta^* \), respectively. Untested and tested infected individuals recover at rates \( \gamma^u \) and \( \gamma^* \), respectively. Differences in the recovery rates \( \gamma^u \) and \( \gamma^* \) reflect differences in disease severity of and treatment options for untested and tested infected individuals. Once recovered, individuals develop long-lasting immunity that protects them from reinfection. Temporary immunity can be easily modeled by using as SIS type model with or without delays. A reduced transmissibility of tested infected (and potentially quarantined) individuals corresponds to setting \( \beta^* \ll \beta^u \).

The total testing rate of nodes with degree \( k \) is defined as \( f_k(t) \), so that \( f_k(t) \Delta t \) is the total number of tests given to all nodes with degree \( k \) in time window \( \Delta t \). Tests given to recovereds, susceptibles, and already-tested infecteds do not lead to quarantining and do not affect the disease dynamics.

However a fraction \( I_k^u/(S_k + I_k^u + I_k^r + R_k) \equiv I_k^u/(N_k - I_k^r) \) of these \( f_k(t) \Delta t \) tests will be administered to untested infecteds. Once infected nodes have been identified by testing, they can be quarantined and removed from the disease transmission dynamics. If infected individuals who already have been tested strictly avoid future testing, more tests will be available for the other subpopulations, increasing the rate at which the remaining untested infecteds will be tested. In this case, the fraction of tests administered to untested infecteds is modified: \( I_k^u/(S_k + I_k^u + R_k) \equiv I_k^u/(N_k - I_k^r) \). After normalizing by the total population \( N \), we arrive at the testing terms \( -f_k(t) i_{\ell}^u/I_k^u \) (Eqs. (2) and (3)) or \( -f_k(t) i_{\ell}^u/[N_k(1 - I_k^r/N_k)] \), respectively.

Biased testing can also be represented by using a testing fraction of the form \( I_k^u e^b/(I_k^u e^b + S_k + I_k^r + R_k) \), where \( b > 0 \) increases the fraction of tests given to infecteds. To correct for false positive tests, Eqs. (2)–(5) can be modified by including an additional term that transfers the \( I_k^u \) population back to \( S_k \). False negatives can be accounted for by a reduction in \( f_k(t) \). For a detailed overview of statistical models that account for testing errors and bias, see \([24, 25]\).

What remains is to assign network structures, extract \( P(\ell|k) \) from them, and determine reasonable parameter values before calculating the optimal testing protocol \( f_k(t) \). We apply our disease-control framework to (i) a Barabási–Albert (BA) network \([27, 28]\) and (ii) a stochastic block model (SBM) \([29]\).
with four communities and probability matrix

$$P = 10^{-4} \begin{pmatrix} 1 & 2 & 2 & 2 \\ 2 & 4 & 2 & 2 \\ 2 & 2 & 5 & 2 \\ 2 & 2 & 2 & 3 \end{pmatrix}.$$  

These two network types exhibit properties, such as hub nodes with high degrees and community structure, that are observable in real-world contact networks [26, 30]. In the construction of the BA network, each new node is connected to 2 existing nodes. Figure [I](a) shows the degree distribution of a 99,939-node BA network that we use in this study. The conditional degree distribution of a 99,939-node BA network that we use in this study. The untested, and uncontrolled spread of the infection: disease-free state with the linearized dynamical system (Eqs. (2) and (3)) about the number of secondary cases that results from one case in a completely susceptible population), which for a network model is defined as [31]

$$R_0 = \rho(JV^{-1})$$  

in which $\rho(\cdot)$ is largest eigenvalue (spectral radius), $V \equiv \text{diag}(1/\gamma^u) \in \mathbb{R}^{K \times K}$ and $J \in \mathbb{R}^{K \times K}$ is the Jacobian of the linearized dynamical system (Eqs. (2) and (3)) about the disease-free state with $f_k = 0$ corresponding to the initial, untested, and uncontrolled spread of the infection:

$$J_{ij} = iP(j|i)\frac{N_i}{N_j} \beta^u, \quad i, j \leq K.$$  

This “next generation” method associates $R_0$ with the largest eigenvalue inherent to the dynamical system. Additional expressions for $R_0$ for an uncorrelated degree network are given in Appendix A.

Empirically, the basic reproduction number for COVID-19 varies across different regions. For the early outbreak in Wuhan [32], $R_0$ was estimated to be 3.49, while for the early outbreak in Italy $R_0 \approx 2.43 - 3.10$ [43]. Here we set $R_0 = 4.5$ which is suggested in [34] as the reproduction number of the COVID-19 in early spreading without intervention measures. To find the proper value of transmissibility, we adjusted $\beta^u$ until Eq. (4) yields $R_0(\beta^u) = 4.5$. Our source codes are publicly available at https://gitlab.com/ComputationalScience/epidemic-control.

III. ALLOCATING LIMITED TESTING RESOURCES

Without any testing constraints, it would be most effective for disease control to use a testing budget $f_k(t)$ sufficiently large to keep the fraction of untested individuals, $i^u_k(t)$, close to zero. In general, the testing budgets are constrained by

$$f_k^{\min} \leq \frac{f_k(t)}{N_k} \leq f_k^{\max},$$  

and the total testing rate is also bounded by availability and logistics of testing $\sum_{k=1}^{K} f_k(t) = F(t)$. The goal is to determine, under these constraints, the function $f_k(t)$ or $f_k(t)/N_k$ that most effectively reduces the total number of infections. In practice, high-degree nodes (highly social individuals) might be subject to more testing (and quarantining if possible) than low-degree nodes because of their higher expected rate of infecting others. This rationale would be translated as $f_k(t)/N_k > f_k(t)/N_k'$ if $k > k'$. In our numerical experiments, we use sufficiently broad bounds of $f_k(t)$ and set $f_k^{\min} = f_{\min}$ and $f_k^{\max} = f_{\max}$.

To minimize the number of total infections over time, we define a loss function as

$$L(T) = \int_0^T dt \delta^T \sum_{k=1}^{K} k s_k(t) \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} \left( \beta^u i^u_k(t) + \beta^* i^*_k(t) \right)$$  

$$+ \sum_{k=1}^{K} \left( \lambda^u_k \frac{ds_k(t)}{dt} + \lambda^u_k \frac{di^u_k(t)}{dt} + \lambda^*_k \frac{di^*_k(t)}{dt} \right),$$  

where $\lambda^u_k, \lambda^u_k, \lambda^*_k$ are adjoint variables associated with $s_k$, $i^u_k$, and $i^*_k$, respectively. The dynamics for $(\lambda^u_k, \lambda^u_k, \lambda^*_k)$ obey

$$\frac{d\lambda^u_k}{dt} = \delta^T \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} \left( \beta^u i^u_k(t) + \beta^* i^*_k(t) \right)$$  

$$- \lambda^u_k k \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} \left( \beta^u i^u_k(t) + \beta^* i^*_k(t) \right)$$  

$$+ \lambda^*_k k \sum_{\ell=1}^{K} \frac{P(\ell|k)}{P(\ell)} \left( \beta^u i^u_k(t) + \beta^* i^*_k(t) \right),$$  

$$\frac{d\lambda^*_k}{dt} = \frac{\beta^u}{P(k)} \sum_{j=1}^{K} P(k|j) s_j(t) (\delta^T - \lambda^u_j + \lambda^u_k) - \gamma^u \lambda^u_k - \frac{f_k(t)}{N_k} (\lambda^u_k - \lambda^*_k),$$  

$$\frac{d\lambda^*_k}{dt} = \frac{\beta^*}{P(k)} \sum_{j=1}^{K} P(k|j) s_j(t) (\delta^T - \lambda^u_j + \lambda^u_k) - \gamma^* \lambda^*_k.$$

From the specific form
for the BA network and $\beta$ largest coefficients, given the total budget constraint. In other presumed to be at the highest risk, as quantified by the quantity words, we should give testing resources to those groups (the SBM network were performed using a degree cutoff and loss function (10). Numerical experiments for a BA and an $\beta$ PMP-optimal testing strategy (see Alg. 1) for the BA network. The corresponding populations of degree-$k$ susceptible, untested infected, and untested infected populations with degree $k$ as a function of time. Although optimal testing and quarantining reduces the fraction infected relative to uniform or no testing, its effects are only modestly better. The effects of optimal testing strategies are greater in the BA network because its distribution of node degrees are more heterogeneous and testing, while (e) shows the dynamics of the fraction of nodes infections contribute more to the loss function (10). The total daily number of SARS-CoV-2 tests in the US after an initial ramping-up phase in 2020 is about 0.6%/day [25]. Hence, we set

$$\sum_k f_k(t) = 0.006N,$$  \hspace{1cm} (17)

and $f_{\min} = 0$, $f_{\max} = 0.4N_k$. As initial condition, we use

$$s_k(0) = P(k) - i_k^u(0), \hspace{0.5cm} i_k^u(0) = 0,$$

$$i_k^i(0) = 10^{-6}P(k), \hspace{0.5cm} r_k(0) = 0,$$  \hspace{1cm} (18)

corresponding to about 0.1 of an infected individual uniformly distributed on $N \approx 10^5$ susceptible nodes. The optimal testing strategy is supposed to identify those nodes that are most likely to be infected and transmit the disease to others. Upon using $T = 200, \Delta t = 0.1$ and $\delta = 0.95$, we find the optimal testing strategy $f_k(t)/N_k$ for our BA network and plot it in Fig. (a). Here Eqs. (2)–(5) and (12)–(14) are solved using an improved Euler method. For the BA network, the value of the loss function defined in Eq. (10) is $L(T = 200) = 0.0114$ under the optimal testing strategy, while it is $L(T = 200) = 0.0330$ under uniform testing

$$f_k = F_0 \frac{N_k}{N}.$$  \hspace{1cm} (19)

Figs. (b–d) show the associated populations under optimal testing, while (e) shows the dynamics of the fraction of nodes infected, $1 - \sum_k s_k(t)$, is significantly slowed relative to the no testing (black) and uniform testing (dashed blue/circle) cases. Fig. (f) plots the optimal testing rate for the SBM network using Pontryagin’s maximum principle, we calculate the optimal testing rates according to

$$f_k = \arg\min_f H.$$  \hspace{1cm} (16)

Hence, we have to maximize those $f_k(t)$ with smallest coefficients $(\lambda_k^* - \lambda_k^u)i_k^u(t)/N_k$ and minimize those $f_k(t)$ with largest coefficients, given the total budget constraint. In other words, we should give testing resources to those groups presumed to be at the highest risk, as quantified by the quantity $(\lambda_k^* - \lambda_k^u)i_k^u(t)/N_k$.

We use the PMP-based testing algorithm outlined in Appendix B to iteratively calculate the optimal testing strategy and loss function (10). Numerical experiments for a BA and an SBM network were performed using a degree cutoff $K = 100$ (see Sec. I). In accordance with empirical data on COVID-19 patients [35–37], we set $\gamma = \gamma^u = \gamma^* = (14)^{-1}$/day and $\beta^u = \beta^*/10$. The transmissibility of untested individuals, $\beta^u$, is calculated according to Eq. (7) as $\beta^u = 0.0417$/day for the BA network and $\beta^u = 0.0130$/day for the SBM network. We set the discount factor $\delta = 0.95$ so that initial
network. (g-i) show the corresponding subpopulations, and (j) plots the fraction of nodes infected under PMP-optimal, uniform, and no-testing conditions. For the SBM network, \( L(T = 200) = 0.0564 \) under the optimal strategy and \( L(T = 200) = 0.0571 \) under the uniform testing strategy, suggesting that the PMP approach yields better solutions than uniform testing. However, the improvement is modest and the SBM network is rather insensitive to testing and quarantining. The slight improvement from testing is shown by the reduction in the fraction infected relative to the no testing case (inset).

In both networks, nodes with larger degrees are more likely to be tested at the beginning of the outbreak [Figs. (2a,f)], indicating that people with more contacts are more likely to infect others or get infected and should be given priority to get tested. Yet, in both networks, as time evolves, the optimal testing strategy tends to shift focus from higher degree nodes to nodes with smaller degrees because testing those nodes that were infected and have already recovered is not meaningful in terms of disease control.

Comparing Figs. (2e) and (j), we see that the differences between optimal and uniform testing are larger for the BA network compared to the SBM. A possible explanation for this behavior is that in the BA network, the degree distribution \( P(k) \) decays algebraically. Therefore, as long as testing focuses primarily on high-degree nodes, the spreading of the disease can be controlled very effectively since the majority of nodes have low degree and are more unlikely to be infected. On the other hand, for our SBM network, the degrees of most nodes are close to each other and larger than 10, indicating that nodes with a small degree are more likely to be infected compared to the BA network. Even if we use the same uniform testing rates [see Eq. (19)] in both networks, the proportion of infections in the BA network is less than that in the SBM network. Nodes with small degrees in the SBM are more likely to be infected than those in the BA network because they are more connected to other nodes.

IV. OPTIMAL VACCINATION POLICY

Optimal vaccination has also been studied within the classic SIR model [38]. However, devising vaccination strategies based on social network structure may provide a more refined and efficient way of administering vaccines and extinguishing an epidemic. Our simple testing model presented in the previous section can be straightforwardly adapted to describe vaccination on a network. The goal is to determine the optimal allocation of vaccine doses to a population with heterogeneous contacts to minimize the impact of the infection across the entire population.

For COVID-19, there are a variety of vaccines that require one or two shots [39]. In our simulations, we assume that the administered vaccine provides full protection after one shot and that a vaccinated individual will instantly leave the susceptible group and enter the recovered group. This means that vaccinated individuals will no longer be infectious and can be treated as “recovered” after receiving one vaccination dose. Other mechanisms such as prime-boost protocols and time delays between vaccination and onset of immune response can also be accounted for in similar models as detailed in [40].

We reformulate Eqs. (2)-5 to study optimal vaccination protocols that are constrained by vaccine supplies in a heterogeneous population. For simplicity, we do not take into account the effect of testing and quarantining when devising optimal vaccinating strategies, although testing and vaccination can be performed concurrently. The resulting rate equations are

\[
\begin{align*}
\frac{ds_k(t)}{dt} &= -\beta ks_k(t) \sum_{\ell=1}^{K} P(\ell|k) i_\ell(t) - \frac{v_k(t)}{N}, \\
\frac{di_k(t)}{dt} &= \beta ks_k(t) \sum_{\ell=1}^{K} P(\ell|k) i_\ell(t) - \gamma i_k(t), \\
\frac{dr_k(t)}{dt} &= \gamma i_k(t) + \frac{v_k(t)}{N},
\end{align*}
\]

where \( v_k(t) \) is the rate of vaccination of susceptibles with degree \( k \) at time \( t \). Once vaccinated, susceptibles become “recovered” because they are immunized and no longer susceptible to the infection. The total rate of administering vaccines at time \( t \) is defined as

\[
\sum_{k=1}^{K} v_k(t) = V(t).
\]

In other words, in time increment \( \Delta t \) at time \( t \), we can administer only \( V(t) \Delta t \) doses. Eq. (20) assumes that vaccination is resource-limited and that the rate of protecting susceptibles is proportional only to the rate \( v_k(t) \) of administering vaccines. In addition, we assume that the vaccination rate for different subpopulations is confined to the interval

\[
v_{\min} \leq \frac{v_k(t)}{N s_k(t)} \leq v_{\max},
\]

where \( v_{\min}, v_{\max} \in [0, 1] / \text{day} \) are minimum and maximum vaccination rates. Note that vaccines are allocated only to susceptibles, while tests are typically given to individuals of all categories: susceptible, infected, and recovered, according to their relative proportions. To formulate the vaccine distribution problem in a heterogeneous contact network, we use the following loss function

\[
L(T) = \int_{0}^{T} dt \sum_{k=1}^{K} s_k(t) \sum_{\ell=1}^{K} P(\ell|k) \beta(t) i_\ell(t),
\]

with the aim of minimizing the total number of infections over time (with a constant discount factor \( \delta \in (0, 1) \)) by appropriately distributing vaccines to groups with different degree \( k \) at different rates.

To minimize the loss function (25), we construct the Hamil-
In the US, about two million doses of SARS-CoV-2 vaccines were delivered in May 2021 [41], most of which were two-dose vaccines. Since approximately 0.3% of the entire US population is fully vaccinated daily, we set $V(t) = 0.003N/d$, $v_{\min} = 0/d$, and $v_{\max} = 0.4/d$ in the constraint (24). The infection rates $\beta$ are set to be 0.0417/day for the BA network and 0.0130/day for the SBM network, and the recovery rate $\gamma = (14)^{-1}/day$. For comparison, we also simulate a vaccination strategy with a uniform vaccination rate

$$v_k(t) = \frac{s_k(t)V(t)}{\sum_{k=1}^{K} s_k(t)}.$$  

(29)

In all simulations, we use the following initial condition:

$$i_k(0) = 10^{-6}P(k), \quad r_k(0) = 0, \quad s_k(0) = P(k) - i_k(0).$$  

(30)

We plot the PMP-optimal vaccination strategy $v_k/N_k$ in Figure 3(a) and the corresponding susceptible and infected $k$-degree subpopulations $s_k(t)$ and $i_k(t)$ in (b) and (c). We set $T = 150$, $\Delta t = 0.1$ and we use an improved Euler method to numerically solve Eqs. (20)–(22), (27)–(28). Alg. 1 is applied (without the infected and tested compartment) to determine the optimal vaccination strategy by the PMP approach. For the BA network, $L(T = 150) = 1.241 \times 10^{-5}$ under the PMP-optimal strategy and $L(T = 150) = 0.01990$ under a uniform vaccination rate. Figure 3(d) shows that the optimal vaccination strategy on a BA network significantly reduces the fraction infected compared to the uniform vaccination strategy. (e–h) show the corresponding quantities for the SBM network. Optimal vaccination is less effective at decreasing infection in the SBM network than in the BA network, again because of the SBM’s peaked (more homogeneous) node degree distribution. Note from the logarithmic scale that vaccination is qualitatively more effective in reducing infections than testing and quarantining.
vaccination strategy and $L(T = 150) = 0.0360$ under a constant, uniform vaccination strategy. In both networks, the optimal vaccination strategies obtained via Alg. 1 tend to prioritize those nodes with higher degrees first and eventually expand to those nodes with smaller degrees [see Figs. 3(a) and (e)]. As with testing and quarantining, the reduction in the fraction infected by vaccination is greater in the BA network. Since the BA network has a degree distribution with algebraic decay, the effect of the optimal vaccination strategy will be more pronounced than for the SBM, whose nodes have similar degrees.

V. DISCUSSION AND CONCLUSIONS

Effective testing and vaccination strategies are an essential part of epidemic management. In this paper, we derived optimal testing and vaccination policies by applying Pontryagin’s maximum principle to a degree-based epidemic model in a heterogeneous contact network. We complemented our analytical results with reinforcement learning (RL) approaches that identify effective policies. (see Appendix C)

Our analytical results show that optimal testing and vaccination policies under resource constraints initially tend to prioritize nodes with higher degrees to control spread of the disease. In situations where the number of contacts of individuals is known or can be estimated with reasonable precision, Algs. 1 and 2 may be useful to identify effective epidemic management strategies. Using our control-theoretic approach, we also explored the relative effectiveness of testing and vaccination under different conditions.

A. Effects of delayed intervention

First, we consider the effectiveness of interventions as a function of the time between the first infection and the implementation of testing or vaccination. The initial conditions are set to be the same as Eqs. (18) and (30). Fig. 4 shows the total fraction infected and the loss functions at $T = 150$, for both the BA and SBM networks, as a function of intervention starting time $t_0$. We set $F = F(t)I_{t>t_0}$ or $V = V(t)I_{t>t_0}$ and explore the effects of different constant levels of test kits or vaccine availability, $F(t) = 0.002, 0.004, 0.006, 0.008N$ per day and $V(t) = 0.001, 0.002, 0.003, 0.004N$ per day, respectively. The transmissibility rates $\beta^a, \beta^*, \beta$ and the recovery rates $\gamma^a, \gamma^*, \gamma$ are set to the same values as those used in Section III for the testing model and those used in Section IV for the vaccination model.

At higher levels of $F$ and $V$, the high-$k$ nodes are addressed sooner and total infections can be reduced. For the vaccination model applied to both networks, an earlier intervention time will always lead to fewer infected nodes. In the BA network, there exists an overall vaccination-rate-dependent starting time before which disease spread can be totally suppressed. Overall, we found that earlier and stronger intervention measures lead to more effective control of the spreading of the disease and a smaller loss function defined in Eqs. (10), (25).

However, for $\delta < 1$ ($\delta = 0.95$ in this study), we found that the final infected proportions can actually decrease with later testing starting times $t_0$ shortly after the initial infection, particularly with larger $F$. The testing loss function monotonically increases with $t_0$, a feature that is not preserved in the total final infection ratio. This qualitative difference can arise when $\delta < 1$ because the strategy of earlier testing tends to minimize initial infections in a way that reduces the loss function, even though the corresponding infection levels may be even larger than those associated with later starts in testing.

B. Dependence on initial conditions

Besides the start time of testing or vaccination, initial conditions may also affect the optimal strategy. For example, the initial propagation of the disease may depend on the degree $k$ of the first infected individual [42]. Instead of an initial infectious source who is uniformly distributed across all nodes, as described in Eqs. (18) and (30), we vary the degree of the first infected node and explore how the strategies change as a function of concentrated initial condition $\delta_k(0) = N_0\delta_{k,k}/N$. We take $N_0 = 10^{-6}N$ for both networks, $k_i = 3, 20, 90$ for the BA network, and $k_i = 5, 20, 30$ for the SBM network. These different initial conditions are denoted IC1, IC2, and IC3 for each network, respectively.

Fig. 5 shows that under optimal testing and vaccination, a smaller degree of the first infected source typically leads to a smaller subsequent infected population. Optimal testing strategies are seen to be visibly dependent on the initial conditions, i.e., the degree of the initial infected patient. This sensitivity arises because testing those who are not infected will only waste testing resources. After early stage spread of the disease, the testing strategy becomes insensitive initial condition because persons with all degrees are infected and those with a higher degree tend to be infected sooner.

The optimal vaccination strategies obtained through Alg. 1 are also relatively insensitive to initial conditions in both networks, particularly at at longer times. Although not shown, the optimal strategies associated with different ICs are mostly the same times because nodes with larger degrees tend to always be vaccinated first to minimize the loss function. Eq. (25). Susceptibles with higher degrees are more vulnerable and should be vaccinated first to mitigate subsequent infection events. The strategy differences disappear at later times.

If more information on contact patterns of individual nodes is available, it is possible to further refine the proposed policies using interventions that rely not only on node degrees, but also on other structural features such as percolation and betweenness centrality [13], [43].

In addition to the application of control-theoretic methods, we also utilized reinforcement learning (RL) to identify effective testing and vaccination strategies. On occasions when the best optimal strategy can be analytically solved, the controls derived from the Pontryagin’s maximum principle outperform RL-based interventions; yet reinforcement learning is applicable to epidemic management problems when analytic solutions are not available. Our results also indicate that optimal-control theory may be helpful for pre-training and restricting the space of possible actions, which may lead to more efficient RL algorithms.
As a starting point, we note that the conditional degree distribution for undirected networks joint degree distribution $P(\ell, k)$ yields the distribution over edge ends [47] $P(\ell, k) \equiv \sum_k P(\ell, k) = \langle k \rangle P(\ell)$, where $\langle k \rangle = \sum_k kP(k)$ is the mean degree. The conditional degree distribution is related to the joint distribution via

$$P(\ell, k) = \frac{P(\ell, k)P(\ell)}{\langle k \rangle P(\ell)}, \quad \text{(31)}$$

which can be further simplified in the uncorrelated network limit where $P(\ell, k) \approx P(\ell)P(k)$:

$$P(\ell, k) \approx \frac{\ell P(\ell)}{\langle k \rangle}. \quad \text{(32)}$$

Eqs. (31) or (32) can be used as a simpler replacement for $P(\ell|k)$ in Eqs. (2) and (3) if $E_{\ell,k}(kN_k)$ is not directly accessible. For example, for an uncorrelated network (i.e., for $P(\ell|k) = \ell P(\ell)/\langle k \rangle$), we find

$$\frac{di_u(k, t)}{dt} = \beta^u \frac{ks_k(t)}{\langle k \rangle} \sum_{\ell} \ell i_{v,u}(t) - \gamma^u i^u_k(t), \quad \text{(33)}$$

where we have set testing rates $f_k(0) = 0$ at the start of the infection. According to [22], we define

$$I^u(t) := \sum_k i^u_k(t), \quad J^u(t) := \sum_k ki^u_k(t) \quad \text{(34)}$$

and obtain

$$\dot{I}^u(t) = \beta^u J^u(t) - \gamma^u I^u(t),$$

$$\dot{J}^u(t) = \beta^u \langle k^2 \rangle J(t) - \gamma^u J^u(t). \quad \text{(35)}$$

Fig. 4. Total fraction infected under testing or vaccination model as a function of different intervention starting times $t_0$. We minimize the corresponding loss function at $T = 150$ and use $\delta = 0.95$. (a) The fraction infected in the BA network as a function of start times using different testing amplitudes $F$. At larger $F$, there is a decrease in infected population for later starts of testing at early times. This nonmonotonic response arises from $\delta < 1$ that weights early infections more strongly in the loss function, which remains monotonic in $t_0$ under optimization as shown in (b). The effect of delayed vaccination on the fraction infected is shown in (c), with the corresponding loss function shown in (d). For the SBM network, the fraction infected as a function of testing start time shown in (e) reflects the small effect of testing on the infected population. Both the fraction infected and loss function (f) are monotonic in starting time. The starting time dependence of the fraction infected on an optimally vaccinated SBM network in (g) shows a monotonic and smooth decrease in effectiveness as vaccination is delayed. In (h), the loss function for vaccination on the SBM network also monotonically increases with start time.

Further generalizations of the derived optimal testing and vaccination strategies include devising different loss functions other than Eqs. (10) and (25) to take into account factors such as economic effects and prioritizing certain demographics groups (e.g., individuals with comorbidities). Furthermore, another possible direction for future research is to devise optimal testing and vaccination resource allocation strategies under disease-induced resource constraints [44]. Instead of using RL-based control strategies, it is also a worthwhile direction for future research to apply neural ODE control frameworks [45, 46] to the studied resource allocation problems since these control methods showed a better performance than reinforcement learning and numerical adjoint system solvers. Finally, in addition to obtaining and even combining different network structures (e.g., BA vs. SBM) have different susceptibilities to optimal strategies. Thus, policies such as selective social distancing can potentially be used to shift network structure towards one that is more sensitive to direct testing and vaccination strategies.

APPENDIX A

Basic reproduction number

In this appendix, we analytically derive the basic reproduction number $R_0$ for uncorrelated networks and compare the resulting values with those obtained using Eqs. (7) and (8). As a starting point, we note that the conditional degree distribution $P(\ell|k)$ can be expressed in terms of a symmetric (for undirected networks) joint degree distribution $P(\ell, k)$, the probability that a randomly chosen edge connects two nodes with degrees $\ell$ and $k$. Marginalizing $P(\ell, k)$ over $\ell$ yields the distribution over edge ends $\langle k \rangle P(\ell) \equiv \sum_k P(\ell, k) = \ell P(\ell)/\langle k \rangle$, where $\langle k \rangle = \sum_k kP(k)$ is the mean degree.
We perform a linear stability analysis around the disease-free state \((I^*, J^*) = (0, 0)\) and find the eigenvalues to Eqs. \((35)\):

\[
\lambda_{\pm} = -\gamma_u \pm \beta_u \langle k^2 \rangle / \langle k \rangle. \tag{36}
\]

The transition from negative to positive eigenvalues occurs for \(-\gamma_u + \beta_u \langle k^2 \rangle / \langle k \rangle = 0\). Hence, the basic reproduction number is

\[
\mathcal{R}_0 = \frac{\beta_u \langle k^2 \rangle}{\gamma_u} = \frac{\beta_u}{\gamma_u} \left( \langle k \rangle + \text{Var}[k^2] / \langle k \rangle \right). \tag{37}
\]

If we use the conditional degree distribution \(P(\ell|k) = (\ell - 1)P(\ell)/\langle k \rangle\) proposed by Kiss et al. \cite{Kiss22} to account for a reduction in neighboring susceptible vertices, the corresponding basic reproduction number is modified to

\[
\mathcal{R}^{\text{Kiss}}_0 = \frac{\beta_u}{\gamma_u} \left( \langle k \rangle - 1 + \text{Var}[k^2] / \langle k \rangle \right). \tag{38}
\]

The mean degrees of the BA and SBM networks are 3.77 and 23.14, and the variances for the BA and SBM networks are 20.40 and 36.62, respectively. Using the values \(\gamma_u = 14^{-1} \text{/day} \) and \(\beta_u = 0.0417 / \text{day} \) for the BA network, we find that the basic reproduction numbers \(\mathcal{R}_0 = 5.361\) and \(\mathcal{R}^{\text{Kiss}}_0 = 4.777\) are larger than 4.5, the value we used to determine \(\beta_u\) according to the next-generation matrix method (Eqs. \((7)\) and \((8)\)). The observed approximation errors in Eqs. \((37)\) and \((38)\) are a consequence of the assumption that the underlying network is uncorrelated. For the SBM network, we find \(\mathcal{R}_0 = 4.499\) and \(\mathcal{R}^{\text{Kiss}}_0 = 4.317\), close to the 4.5 value used to find \(\beta_u = 0.0130\) using Eqs. \((7)\) and \((8)\).

To summarize, our comparison shows that in the SBM model where the degrees of neighbors are uncorrelated, Eqs. \((37)\) and \((38)\) give close approximations of the actual reproduction number calculated from the next-generation matrix method \((7)\). For the BA network, degree correlations make Eqs. \((37)\) and \((38)\) overestimate the actual reproduction number. Therefore, we recommend using the next-generation matrix method to numerically determine the basic reproduction number unless degree correlations are weak and Eqs. \((37)\) and \((38)\) can provide accurate estimates of \(\mathcal{R}_0\).

**APPENDIX B**

**OPTIMAL TESTING AND VACCINATION ALGORITHMS**

Below, we explicitly give the pseudo-code for the testing and quarantine model based on Pontryagin’s maximum principle.
our strategy space to the extreme points of the set
\[
\{(f_k)_{k=1}^K | \sum_{k=1}^K f_k = F(t), f_{\min} \leq f_k / N_k \leq f_{\max}\}
\]
for determining testing-resource allocation and the extreme points of the set
\[
\{(v_k)_{k=1}^K | \sum_{k=1}^K v_k = V(t), v_{\min} \leq v_k / N_{s_k}(t) \leq v_{\max}\}
\]
for determining vaccination-resource allocation at each step. The set of extreme points represents all strategies that maximize the testing/vaccination rates for some groups and minimize them for other groups. Such strategies also cannot be written as nontrivial convex combinations of other strategies. By confining ourselves to extreme points, the possible action space is reduced to a finite set on which we perform RL.

Since the curse of dimensionality increases the number of all possible strategies exponentially with \( K \), we further restrict our RL approach to networks with degree cutoff \( K = 20 \). This additional constraint allows us to perform RL with a computation time of about 30 days for the testing model on the BA network, 3 days for the testing model on the SBM network, 6 hours for the vaccination model on the BA network, and 2 hours for the vaccination model on an SBM network. All computations are performed using Python 3.8.10 on a laptop with a 4-core Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz.

Algorithm 2 Pseudo-code of Q-Learning in testing resource allocation.

1: Initialize \( F, \delta, C, i_{k}^{0}(0), \beta^{n}, \beta^{s}, \gamma^{n}, \gamma^{s}, M, \epsilon \)
2: Initialize replay memory \( D \)
3: Randomly initialize the hyperparameter \( \Theta = \Theta^{-} \) for evaluating the action value function \( Q^{*}(S, A; \Theta) \)
4: for episode \( \ell = 1 \) : \( M \) do
5: Initialize \( S_{0} \)
6: for \( t = 0 \) : \( T_{\max} - 1 \) do
7: With probability \( \epsilon \), randomly select an action \( A_{t} \)
8: otherwise select \( A_{t} = \arg\max_{A} Q(S_{t}, A; \Theta) \)
9: Execute action \( A_{t} \) and observe reward \( R_{t} \) and state \( S_{t+1} \)
10: Store transition \((S_{t}, A_{t}, R_{t}, S_{t+1})\) in \( D \)
11: Sample random minibatch of transitions \((S_{j}, A_{j}, R_{j}, S_{j+1})\) from \( D \)
12: if \( j = T_{\max} - 1 \) then
13: Set \( y_{j} = R_{j} \)
14: else
15: Set \( y_{j} = R_{j} + \delta \max_{A'} \hat{Q}(S_{j+1}, A'; \Theta^{-}) \)
16: Perform a gradient descent step on the minibatch \( \sum_{j}[y_{j} - Q(S_{j}, A_{j}; \Theta)^{2}] \) with respect to the network parameter \( \Theta \)
17: end if
18: end for
19: Every \( C \) steps reset \( \Theta^{-} = \Theta \)
20: end for
To identify effective testing and vaccination strategies, we use the reward functions \((10)\) and \((25)\). We define the reward at time \(t_i = i\Delta t\) as

\[
R(S_i, A_i, i) = \sum_{k=1}^{K} [s_k(t_{i+1}) - s_k(t_i)], \quad (41)
\]

the “negative” of the number of total infections during the time period \([t_i, t_{i+1})\). Here, the state \(S_i\) and action \(A_i\) are

\[
S_i = (s_1(t_i), \ldots, s_K(t_i), i_1(t_i), \ldots, i_K(t_i)), \quad i_1(t_i), \ldots, i_K(t_i) \in (\mathbb{R})^K, \quad (42)
\]

for the testing model Eqs. \((2)\)–\((5)\) and

\[
S_i = (s_1(t_i), \ldots, s_K(t_i), i_1(t_i), \ldots, i_K(t_i) \in (\mathbb{R})^{2K}, \quad (43)
\]

for the vaccination model Eqs. \((20)\)–\((22)\). We recursively define the state-value function under a certain policy \(\pi\) to be

\[
V^\pi(S_i, i) = \begin{cases} 
V^{\pi+1}(S_{i+1})\delta + R(S_i, \pi(S_i)), & t_i < T_{\text{max}}, \\
0, & t_i = T_{\text{max}},
\end{cases} \quad (44)
\]

where \(\pi(S_i)\) is the action determined under policy \(\pi\) given \(S_i\) and \(\delta \in (0, 1]\) is a discount factor. We also define the action-value function to be

\[
Q^\pi(S_i, A_i, i) = \begin{cases} 
V^{\pi+1}(S_{i+1})\delta + R(S_i, A_i, i), & t_i < T_{\text{max}} - 1, \\
R(S_i, A_i, i), & t_i = T_{\text{max}} - 1.
\end{cases} \quad (45)
\]

We use \(Q^*\) and \(V^*\) to denote the action-value and state-value functions, respectively, under the best policy and apply the deep Q-learning algorithm, which has been used to find the optimal strategy \([48]\).

Here, we use a neural network with a hyperparameter set \(\Theta\), representing neural-network weights to estimate the action-value function under the best policy \(Q^*(S, A; \Theta)\), which is improved over epochs by Alg. \(2\). We use another neural network with hyperparameter set \(\Theta^-\) updated every \(C = 4\) steps to match \(\Theta\). An illustration of the two neural networks, their layers, and activation functions is shown in Fig. \(6\).

We use a neural network with \(N_{H} = 4\) hidden layers \(H = 30\) neurons in each layer. The input data is the state at the \(i\)th step \(S_i\), and the output is \(V^*(S_i; \Theta)\), the prediction for the optimal state-value function generated by the neural network. In each layer, the batch normalization technique is used before a rectified linear unit (ReLU) function is applied as an activation function. We compare the optimal strategies based on the PMP approach from Alg. \(1\) with Alg. \(2\). We set \(T = 100\) and \(\Delta t = 1\) so that the strategy is updated every day. Here, we use \(f_{\text{min}} = 0.002/\text{day}, f_{\text{max}} = 0.4/\text{day}\). We used Eq. \((7)\) with \(\gamma^u = (1.4)^{-1}/\text{day}\) to calculate \(\beta^u = 0.0703/\text{day}\) for the \(K = 20\) BA network and \(\beta^u = 0.0632/\text{day}\) for the \(K = 20\) SBM network. Both optimal strategies are also compared to the uniform vaccination strategy \((29)\). For RL, we train the underlying neural network for \(M = 100\) epochs using Alg. \(2\).

Figure \(7\) shows the differences between the infected fractions in simulations with and without testing. The PMP-based optimal control reduces early infections the most for both BA and SBM networks. Early infections contribute more to the loss function \((10)\) since we set the discount factor to \(\delta = 0.95\). We also observe that RL-based testing strategies outperform uniform testing in reducing early-stage infections. Comparing Fig. \(7\)(a,b), the effect of the optimal vaccination strategy in the BA network is more pronounced than that in the SBM network. In the BA network, node degrees are more heterogeneous and most nodes have small degrees, indicating that epidemic spreading can be controlled effectively as long as the few high-degree nodes are monitored and tested. Finally, comparing the result of the optimal-control approach in Fig. \(7\) with Fig. \(2\) we observe that with a smaller \(K\) in the SBM network, the effect of the optimal vaccination strategy is less apparent because node degrees are more homogeneous.

Next, we compared the PMP approach with the RL approach for the optimal vaccination strategy model Eqs. \((20)\)–\((22)\). Here, we set \(v_{\text{min}} = 0.0001, v_{\text{max}} = 1\). For both networks, the optimal vaccination strategy obtained using PMP can most effectively reduce the initial infections because early infections have higher weight in the loss function \((25)\). Reinforcement-learning-based vaccination policies can also reduce initial infections, but the reduction is less than that of the PMP approach. Comparing Fig. \(8\)(a,b), we again observe that the effect of the optimal vaccination strategy for the BA network is more pronounced than that for the SBM network because the BA network has a more heterogeneous degree and is dominated by small-degree nodes.

To summarize, the controls derived from PMP are more effective than those based on RL. One limitation of RL-based interventions is that the possible action space that needs to be explored is usually large. However, based on our PMP results, we can constrain the action space before the learning process. Such PMP-informed constraints allow us to explore just the extreme points of the whole action space. In general, RL could be useful if a procedure for computing an explicit solution cannot be formulated.
minibatch such that the resulting values $\hat{\Theta}$ function under the optimal policy (see Eq. (44)), where (ReLU) activation function in the next hidden layer. Neuron s labeled 1 are bias terms. The output reduces early infections the most. RL outperforms uniform testing in network shown in (b). The optimal control approach based on PMP it has a more heterogeneous node degree distribution.

Additional ly, the effect of the optimal strategy is more striking in the BA network because it has a more heterogeneous node degree distribution.

**Fig. 6.** Illustration of the neural network used to identify effective testing and vaccination strategies. The inputs of the input layer are $(s_i(t); x_i^*(t); x_i^*(t)) \in \mathbb{R}^{3K}$. For each hidden layer $i$ ($1 \leq i \leq N_H$), we normalize the corresponding outputs $x_{i,j}$ for all samples in a minibatch such that the resulting values $\hat{x}_{i,j}$ have zero mean and unit variance. These values are used as inputs to a rectified linear unit (ReLU) activation function in the next hidden layer. Neurons labeled 1 are bias terms. The output $V^*(S_i; \Theta)$ is an estimate of the state-value function under the optimal policy (see Eq. (44)), where $\Theta$ denotes the set of hyperparameters.

**Fig. 7.** Reduction in fractions of infected individuals calculated as the difference between the fractions infected obtained with testing and without testing for the BA network shown in (a) and the SBM network shown in (b). The optimal control approach based on PMP reduces early infections the most. RL outperforms uniform testing in reducing the number of early-stage infections. Additionally, the effect of the optimal strategy is more striking in the BA network because it has a more heterogeneous node degree distribution.

**Fig. 8.** Reduction in fractions of infected individuals calculated as the difference between the fractions infected obtained with vaccination and without vaccination for the BA network shown in (a) and the SBM network shown in (b). The optimal control approach using PMP can most effectively reduce infections for both networks and successfully suppress the spreading of the disease in the BA network. On the other hand, although not as good as the PMP-optimal strategies, the strategies obtained by the RL algorithm Alg. 2 can obviously reduce infections compared to the uniform vaccination rate strategy. As with testing, we observe that the effect of optimal vaccination is more pronounced in the BA network than in the SBM network.
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