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Abstract. In this paper we introduce the notion of partial action of a weak Hopf algebra on algebras, unifying the notions of partial group action [12], partial Hopf action ([2], [3], [10]) and partial groupoid action [4]. We construct the fundamental tools to develop this new subject, namely, the partial smash product and the globalization of a partial action, as well as we establish a connection between partial and global smash products via the construction of a surjective Morita context. In particular, in the case that the globalization is unital, these smash products are Morita equivalent. We show that there is a bijective correspondence between globalizable partial groupoid actions and symmetric partial groupoid algebra actions, extending similar result for group actions [10]. Moreover, as an application we give a complete description of all partial actions of a weak Hopf algebra on its ground field, which suggests a method to construct more general examples.
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1. Introduction

Partial actions of groups on algebras was introduced in the literature by R. Exel in [13]. His main purpose in that paper was to develop a method that allowed to describe the structure of $C^*$-algebras under actions of the circle group. The first approach of partial group actions on algebras, in a purely algebraic context, appears later in a paper by M. Dokuchaev and R. Exel [12].

Partial group actions can be easily obtained by restriction from the global ones, and this fact stimulated the interest on knowing under what conditions (if any) a given partial group action is of this type. In the topological context this question was dealt with by F. Abadie in [11]. The algebraic version of a globalization (or enveloping action) of a partial group action, as well as the study about its existence, was also considered by M. Dokuchaev and R. Exel in [12]. A nice approach on the relevance of the relationship between partial and global group actions, in several branches of mathematics, can be seen in [11].

As a natural task, S. Caenepeel and K. Janssen [10] extended the notion of partial group action to the setting of Hopf algebras and developed a theory of partial (co)actions of Hopf algebras, as well as a partial Hopf-Galois theory. Based on the Caenepeel-Janssen’s work, E. Batista and M. Alves in [2,3] showed that every partial action of a Hopf algebra has a globalization and that the corresponding partial and global smash products are related by a surjective Morita context. At almost the same time D. Bagio and A. Paques developed a theory of partial groupoid

---

The first and the third authors were partially supported by CNPq, Brazil.
actions extending, in particular, results of M. Dokuchaev and R. Exel in [12] about partial group actions and their globalizations.

Actions of weak Hopf algebras is the precise context to unify all these above mentioned theories, and this is our main purpose.

In this paper we deal with actions of weak Hopf algebras and extend to this setting many of the results above mentioned. As it is well known, Hopf algebras and groupoid algebras are perhaps the simplest examples of weak Hopf algebras. The weak Hopf algebra theory has been started at the end of the 90’s by G. Böhm, F. Nill and K. Szlachányi [6–8, 18, 20].

One of our main goals is to show that the notion of globalization can be extended to partial module algebras over weak Hopf algebras. We succeed to prove that every (left) partial module algebra over weak Hopf algebras has a globalization (also called enveloping action), extending the corresponding results on partial Hopf actions obtained by E. Batista e M. Alves in [2] and [3]. We also prove the existence of minimal globalizations and that any two of them are equivalent, as well as that any globalization is a homomorphic preimage of a minimal one (see Section 5).

The other one is to ensure that the partial version of the smash product, as introduced by D. Nikshych in [17], can also be obtained (see Section 6). The hardest task here is to show that such a partial smash product is well defined, just because the tensor product, in this case, is not over the ground field. The usual theory does not fit into our context since the definitions for partial structures are a bit different. The existence of partial smash products allows us to construct a surjective Morita context relating them with the corresponding global ones (see Section 7).

As an application, we describe completely all the partial actions of a weak Hopf algebra on its ground field, which also suggests the construction of other examples of such partial actions, different from the canonical ones (see Section 4). We also analyze the relation between partial groupoid actions, as introduced in [4], and partial actions of groupoid algebras, showing how partial group actions, in particular, and partial groupoid actions, in general, fit into this new context (see Section 3).

In Section 2 we present the definitions and basic results that we will need in the sequel.

Throughout, $k$ will denote a field and every $k$-algebra is assumed to be associative and unital, unless otherwise stated. Unadorned $\otimes$ means $\otimes_k$.

2. Partial actions of weak Hopf algebras

2.1. Weak Hopf algebras. We start recalling the definition and some of the properties of a weak Hopf algebra over a field $k$. For more about it we refer to [7].

Definition 2.1. A sixtuple $(H, m, u, \Delta, \varepsilon, S)$ is a weak Hopf algebra, with antipode $S$, if:

(i) $(H, m, u)$ is a $k$-algebra,
(ii) $(H, \Delta, \varepsilon)$ is a $k$-coalgebra,
(iii) $\Delta(kh) = \Delta(k)\Delta(h)$, for all $h, k \in H$,
(iv) $\varepsilon(kh_1)\varepsilon(h_2g) = \varepsilon(khg) = \varepsilon(kh_2)\varepsilon(h_1g)$,
(v) \((1_H \otimes \Delta(1_H))(\Delta(1_H) \otimes 1_H) = \Delta^2(1_H) = (\Delta(1_H) \otimes 1_H)(1_H \otimes \Delta(1_H))\),

(vi) \(h_1 S(h_2) = \varepsilon_L(h)\),

(vii) \(S(h_1)h_2 = \varepsilon_R(h)\),

(viii) \(S(h) = S(h_1)h_2 S(h_3)\),

where \(\varepsilon_L : H \to H\) and \(\varepsilon_R : H \to H\) are defined by \(\varepsilon_L(h) = \varepsilon(1_1 h) 1_2\) and \(\varepsilon_R(h) = 1_1 \varepsilon(h_1 1_2)\), respectively. We will denote \(H_L = \varepsilon_L(H)\) and \(H_R = \varepsilon_R(H)\). It is clear from these definitions that \(H_L\) and \(H_R\) are both finite dimensional over \(k\).

Algebras \(H\) satisfying the five first statements enumerated above are simply called weak bialgebras. As usual, we will adopt the Sweedler notation for the comultiplication \(\Delta\) of \(H\), that is, \(\Delta(h) = h_1 \otimes h_2\) (summation understood), for any \(h \in H\).

Many of the basic properties of a weak Hopf algebra proved in the finite dimensional case (see [7,9]) also hold in the general case. We start by enumerating some of these properties which can be verified using arguments similar to those used in the finite dimensional case. These properties will be very useful along this paper.

Lemma 2.2. Let \(H\) be a weak Hopf algebra. Then,

\[
\varepsilon_L \circ \varepsilon_L = \varepsilon_L, \quad (1)
\]

\[
\varepsilon_R \circ \varepsilon_R = \varepsilon_R, \quad (2)
\]

\[
\varepsilon(h \varepsilon_L(k)) = \varepsilon(hk), \quad (3)
\]

\[
\varepsilon(h \varepsilon_R(k)) = \varepsilon(hk), \quad (4)
\]

\[
\varepsilon_L(h \varepsilon_L(k)) = \varepsilon_L(hk), \quad (5)
\]

\[
\varepsilon_R(\varepsilon_R(h)k) = \varepsilon_R(hk), \quad (6)
\]

for all \(h, k\) in \(H\).

Lemma 2.3. Let \(H\) be a weak Hopf algebra. Then, \(\Delta(1_H) \in H_R \otimes H_L\).

Lemma 2.4. The following statements hold:

\[z \in H_L \iff \Delta(z) = 1_1 z \otimes 1_2\]

and in this case \(\Delta(z) = z 1_1 \otimes 1_2\).

\[w \in H_R \iff \Delta(w) = 1_1 \otimes w 1_2\]

and in this case \(\Delta(w) = 1_1 \otimes 1_2 w\).

Moreover, \(\Delta(H_L) \subset H \otimes H_L\) and \(\Delta(H_R) \subset H_R \otimes H\).

Lemma 2.5. \(H_L\) and \(H_R\) are subalgebras of \(H\) with unit \(1_H\). Moreover, if \(z \in H_L\) and \(w \in H_R\), we have that \(zw = wz\).
Lemma 2.6. Let $H$ be a weak Hopf algebra. Then,

\begin{align*}
    h_1 \otimes h_2 S(h_3) &= 1_1 h \otimes 1_2 \\
    S(h_1) h_2 \otimes h_3 &= 1_1 \otimes h_1 h_2 \\
    h \in (i_L(k) &= \varepsilon(h_1 k) h_2 \\
    \varepsilon_R(h) k &= h_1 \varepsilon(h k_2) \\
    \varepsilon_L(\varepsilon_L(h) k) &= \varepsilon_L(h) \varepsilon_L(k) \\
    \varepsilon_R(h \varepsilon_R(k)) &= \varepsilon_R(h) \varepsilon_R(k) \\
    \varepsilon_L(h) &= \varepsilon(S(h) 1_1) 1_2 \\
    \varepsilon_R(h) &= 1_1 \varepsilon(1_2 h) \\
    \varepsilon_L(h) &= S(1_1) \varepsilon(1_2 h) \\
    \varepsilon_R(h) &= \varepsilon(1_1 h) S(1_2),
\end{align*}

for all $h, k \in H$. □

Lemma 2.7. Let $H$ be a weak Hopf algebra. Then,

\begin{align*}
    \varepsilon_L \circ S &= \varepsilon_L \circ \varepsilon_R = S \circ \varepsilon_R \\
    \varepsilon_R \circ S &= \varepsilon_R \circ \varepsilon_L = S \circ \varepsilon_L \\
    S(1_1) \otimes S(1_2) &= 1_2 \otimes 1_1 \\
    S(h k) &= S(k) S(h) \\
    S(h)_1 \otimes S(h)_2 &= S(h_2) \otimes S(h_1) \\
    \varepsilon \circ S &= \varepsilon \\
    S(1_H) &= 1_H \\
    h_1 \otimes S(h_2) h_3 &= h_1 \otimes S(1_2) \\
    h_1 S(h_2) \otimes h_3 &= S(1_1) \otimes 1_2 h,
\end{align*}

for all $h, k \in H$. □

The proof of the following lemma is a direct verification.

Lemma 2.8. Let $H$ be a weak Hopf algebra with antipode $S$. Then, $S(H_L) = H_R$ and $S(H_R) = H_L$. Moreover, $S_L = S|_{H_L}$ and $S_R = S|_{H_R}$ are bijections between $H_L$ and $H_R$. □

It is well-known that, for a weak bialgebra $H$, $H_L$ and $H_R$ are Frobenius separable $k$-algebras with separability idempotents

\[ e_L = \varepsilon_L(1_1) \otimes 1_2 \]

and

\[ e_R = 1_1 \otimes \varepsilon_R(1_2). \]

For a weak Hopf algebra $H$, taking into account that $\Delta(1) \in H_R \otimes H_L$, the idempotents become

\[ e_L = S(1_1) \otimes 1_2 \]

and

\[ e_R = 1_1 \otimes S(1_2) \]

by (19) and (20).
Then, the following result follows immediately from the central condition for separability idempotents.

**Lemma 2.9.** For all \( z \in H_L \) and \( w \in H_R \), we have:

\[
\begin{align*}
& zS(1_1) \otimes 1_2 = S(1_1) \otimes 1_2z \quad (28) \\
& 1_1 \otimes S(1_2)w = w1_1 \otimes S(1_2) \quad (29)
\end{align*}
\]

As a consequence of the above result, we obtain directly the following one.

**Lemma 2.10.** For all \( z \in H_L \) and \( w \in H_R \), we have:

\[
\begin{align*}
& 1_1S^{-1}_R(z) \otimes 1_2 = 1_1 \otimes 1_2z \quad (30) \\
& 1_1 \otimes S^{-1}_L(w)1_2 = w1_1 \otimes 1_2 \quad (31)
\end{align*}
\]

### 2.2. Partial actions

Hereafter, all actions of a weak Hopf algebra on any algebra will be considered only on the left side. Actions on the right side can be defined in a similar way, and corresponding results similar to the ones we will deal with along this text can be obtained as well. Recall that in this paper all algebras are assumed to be associative and unital, unless otherwise stated. Furthermore, in order to avoid confusion, we will always denote by \( \cdot \) any partial action and by \( \triangleright \) any global one (see, in particular, Section 5). Throughout, \( H \) will always denote a weak Hopf algebra, without any more explicit mention, unless otherwise required.

The usual definition for (global) actions of weak Hopf algebras on algebras is the following.

**Definition 2.11.** Let \( A \) be an algebra. A (global) action of \( H \) on \( A \) is a \( k \)-linear map \( \triangleright \): \( H \otimes A \rightarrow A \) such that the following properties hold for all \( a, b \in A \) and \( h, k \in H \):

1. \( 1_H \triangleright a = a \),
2. \( h \triangleright ab = (h_1 \triangleright a)(h_2 \triangleright b) \),
3. \( h \triangleright (k \triangleright a) = hk \triangleright a \).

In this case, \( A \) is called an \( H \)-module algebra.

Note that in this definition we do not need to require \( A \) to be unital. However, in the literature we find the definition of an action of a weak bialgebra \( H \) on an algebra \( A \) with unit \( 1_A \), where the conditions (i)-(iii) have to be satisfied, as well as the fourth condition

\[
h \triangleright 1_A = \varepsilon_L(h) \triangleright 1_A.
\]

Nevertheless, in the case that \( H \) is a weak Hopf algebra, this fourth condition is implied by the three previous ones, as we will see in the following lemma.

**Lemma 2.12.** Let \( A \) be an \( H \)-module algebra. Then,

\[
h \triangleright 1_A = \varepsilon_L(h) \triangleright 1_A
\]

for all \( h \in H \).
Proof. In fact,

\[
\varepsilon_L(h) \triangleright 1_A = h_1 S(h_2) \triangleright 1_A \\
\overset{(iii)}{=} h_1 \triangleright (1_A S(h_2) \triangleright 1_A) \\
\overset{(ii)}{=} (h_1 \triangleright 1_A)(h_2 S(h_3) \triangleright 1_A) \\
\overset{(i)}{=} (1_1 h \triangleright 1_A)(1_2 \triangleright 1_A) \\
\overset{(iii)}{=} (1_1 \triangleright (h \triangleright 1_A))(1_2 \triangleright 1_A) \\
\overset{(ii)}{=} 1_H \triangleright (h \triangleright 1_A)1_A \\
\overset{(i)}{=} h \triangleright 1_A.
\]

In the setting of partial actions we have the following.

**Definition 2.13.** Let \( A \) be an algebra. A **partial action** of \( H \) on \( A \) is a \( k \)-linear map \( \cdot : H \otimes A \rightarrow A \) such that the following properties hold for all \( a, b \in A \) and \( h, k \in H \):

(i) \( 1_H \cdot a = a \),

(ii) \( h \cdot ab = (h_1 \cdot a)(h_2 \cdot b) \),

(iii) \( h \cdot (k \cdot a) = (h_1 \cdot 1_A)(h_2 k \cdot a) \).

In this case \( A \) is called a **partial \( H \)-module algebra**.

Moreover, we say that \( \cdot \) is **symmetric** (or, \( A \) is a **symmetric partial \( H \)-module algebra**) if the additional condition also holds:

(iv) \( h \cdot (k \cdot a) = (h_1 k \cdot a)(h_2 \cdot 1_A) \).

**Remark 2.14.** Observe that, assuming the condition (i), the conditions (ii) and (iii) in Definition 2.13 are equivalent to

\[
h \cdot (a(k \cdot b)) = (h_1 \cdot a)(h_2 k \cdot b).
\]

In a similar way, conditions (ii) and (iv) are equivalent to

\[
h \cdot ((k \cdot a)b) = (h_1 k \cdot a)(h_2 \cdot b).
\]

It is immediate to check that any (global) action is a particular example of a partial one. The following proposition tells us under what condition a partial action is global.

**Lemma 2.15.** Let \( A \) be a partial \( H \)-module algebra. Then, \( A \) is an \( H \)-module algebra if and only if \( h \cdot 1_A = \varepsilon_L(h) \cdot 1_A \), for all \( h \in H \).

**Proof.** Suppose that \( h \cdot 1_A = \varepsilon_L(h) \cdot 1_A \), for all \( h \in H \). Then,

\[
h \cdot (g \cdot a) = (h_1 \cdot 1_A)(h_2 g \cdot a) \\
= (\varepsilon_L(h_1) \cdot 1_A)(h_2 g \cdot a) \\
= (h_1 S(h_2) \cdot 1_A)(h_3 g \cdot a) \\
= (S(1_1) \cdot 1_A)(1_2 hg \cdot a)
\]
\[
\begin{align*}
&= (\varepsilon_L(S(1_1)) \cdot 1_A)(1_2hg \cdot a) \\
&= (\varepsilon_L(\varepsilon_R(1_1)) \cdot 1_A)(1_2hg \cdot a) \\
&= (\varepsilon_R(1_1) \cdot 1_A)(1_2hg \cdot a) \\
&= (1_1 \cdot 1_A)(1_2hg \cdot a) \\
&= 1_H \cdot (hg \cdot a) \\
&= hg \cdot a,
\end{align*}
\]
for all \( g, h \in H \). \( \square \)

In the next lemmas we will see some technical properties of partial actions, which will be very useful tools in the sequel.

**Lemma 2.16.** Let \( A \) be a partial \( H \)-module algebra and \( x \in H \). If \( w \in H_R \) (or, \( w \in H_L \) and the partial action is symmetric), then
\[
w \cdot (h \cdot a) = wh \cdot a,
\]
for every \( h \in H \) and \( a \in A \).

**Proof.** Suppose first that \( w \in H_R \). Thus,
\[
w \cdot (h \cdot a) = (w_1 \cdot 1_A)(w_2h \cdot a) = (1_1 \cdot 1_A)(1_2wh \cdot a) = 1_H \cdot (wh \cdot a) = wh \cdot a.
\]

Now, assuming that the partial action is symmetric and \( w \in H_L \), we have
\[
w \cdot (h \cdot a) = (w_1h \cdot a)(w_2 \cdot 1_A) = (1_1wh \cdot 1_A)(1_2 \cdot a) = 1_H \cdot (wh \cdot a) = wh \cdot a.
\]
\( \square \)

**Lemma 2.17.** Let \( A \) be a partial \( H \)-module algebra, \( h, k \in H \) and \( a, b \in A \). Then,
\[
(h \cdot a)(k \cdot b) = (1_1h \cdot a)(1_2k \cdot b).
\]

**Proof.** In fact,
\[
(h \cdot a)(k \cdot b) = 1_H \cdot [(h \cdot a)(k \cdot b)] = (1_1h \cdot a)(1_2k \cdot b) = (1_1h \cdot a)(1_2 \cdot 1_A)(1_3 \cdot k \cdot b) = (1_1h \cdot a)(1_2k \cdot b) = (1_1h \cdot a)(1_2k \cdot b)
\]
where the last equality follows by Lemmas 2.16 and 2.3. \( \square \)

**Lemma 2.18.** Let \( A \) be a partial \( H \)-module algebra, \( a, b \in A \) and \( z \in H \).

(i) If \( z \in H_L \), then \((z \cdot a)b = z \cdot ab\).

(ii) If \( z \in H_R \), then \(a(z \cdot b) = z \cdot ab\).

In particular, \((H_L \cdot A)\) is a right ideal of \( A \) and \((H_R \cdot A)\) is a left ideal of \( A \).
Proof. (i) If $z \in H_L$,

\[
(z \cdot a)b = (z \cdot a)(1_H \cdot b)
\]

\[
\overset{\text{sym}}{=} (1z \cdot a)(1_2 \cdot b)
\]

\[
\overset{\text{sym}}{=} (z_1 \cdot a)(z_2 \cdot b)
\]

\[
= z \cdot ab
\]

(ii) If $z \in H_R$,

\[
a(z \cdot b) = (1_H \cdot a)(z \cdot b)
\]

\[
\overset{\text{sym}}{=} (1_1 \cdot a)(1_2z \cdot b)
\]

\[
\overset{\text{sym}}{=} (z_1 \cdot a)(z_2 \cdot b)
\]

\[
= z \cdot ab
\]

The last assertion is obvious. 

From the above lemma, we have the following immediate consequences.

**Corollary 2.19.** Let $A$ be a partial $H$-module algebra, $h, z \in H$ and $a \in A$.

(i) If $z \in H_L$, we have that $(z \cdot 1_A)(h \cdot a) = z \cdot (h \cdot a)$. If, in addition, the action

is symmetric, then $z \cdot (h \cdot a) = zh \cdot a$.

(ii) If $z \in H_R$, then $(h \cdot a)(z \cdot 1_A) = zh \cdot a$.

**Lemma 2.20.** Let $A$ be a partial $H$-module algebra. The following assertions hold for all $h, k \in H$ and $a, b \in A$:

(i) $(h \cdot a)(k \cdot b) = h_1 \cdot (a(S(h_2)k \cdot b))$.

(ii) If the action is symmetric and the antipode $S$ is invertible then,

\[
(h \cdot a)(k \cdot b) = k_2 \cdot ((S^{-1}(k_1)h \cdot a)b).
\]

**Proof.** Let $h, k \in H$ and $a, b \in A$. Then,

(i) \[
h_1 \cdot a(S(h_2)k \cdot b) = (h_1 \cdot a)(h_2 \cdot (S(h_3)k \cdot b))
\]

\[
= (h_1 \cdot a)(h_2 \cdot 1_A)(h_3S(h_4)k \cdot b)
\]

\[
= (h_1 \cdot a)(h_2S(h_3)k \cdot b)
\]

\[
\overset{\text{sym}}{=} (1_1h \cdot a)(1_2k \cdot b)
\]

\[
= (h \cdot a)(k \cdot b).
\]

(ii) Since $S$ is invertible, we obtain from (27) that

\[
k_2S^{-1}(k_1) \otimes k_3 = 1_1 \otimes 1_2k,
\]

for all $k \in H$.

Thus,

\[
k_2 \cdot (S^{-1}(k_1)h \cdot a)b = (k_2 \cdot (S^{-1}(k_1)h \cdot a))(k_3 \cdot b)
\]

\[
\overset{\text{sym}}{=} (k_2S^{-1}(k_1)h \cdot a)(k_3 \cdot 1_A)(k_4 \cdot b)
\]

\[
= (k_2S^{-1}(k_1)h \cdot a)(k_3 \cdot b)
\]

\[
\overset{\text{sym}}{=} (1_1h \cdot a)(1_2k \cdot b)
\]

\[
= (h \cdot a)(k \cdot b)
\]

\[
\square
\]
3. Partial Groupoid Actions

Partial groupoid action was introduced in the literature by D. Bagio and A. Paques in [4]. Our main purpose in this section is to prove that, given a groupoid $G$ such that the set $G_0$ of all its identities is finite, there is a one to one correspondence between the symmetric partial actions of the groupoid algebra $kG$ on a $G_0$-graded algebra $A$ and the globalizable partial actions of the groupoid $G$ on $A$ (see Theorem 3.5).

**Definition 3.1.** A groupoid is a non-empty set $G$ equipped with a partially defined binary operation, for which the usual axioms of a group hold whenever they make sense, that is:

(i) For every $g, h, l \in G$, $g(hl)$ exists if and only if $(gh)l$ exists and in this case they are equal.

(ii) For every $g, h, l \in G$, $g(hl)$ exists if and only if $gh$ and $hl$ exist.

(iii) For each $g \in G$ there exist (unique) elements $d(g), r(g) \in G$ such that $gd(g)$ and $r(g)g$ exist and $gd(g) = g = r(g)g$.

(iv) For each $g \in G$ there exists an element $g^{-1} \in G$ such that $d(g) = g^{-1}g$ and $r(g) = gg^{-1}$.

The uniqueness of the element $g^{-1}$ is an immediate consequence of the above definition, and $(g^{-1})^{-1} = g$, for all $g \in G$. The element $gh$ there exists if and only if $d(g) = r(h)$ if and only if there exists $h^{-1}g^{-1}$ and, in this case, $(gh)^{-1} = h^{-1}g^{-1}$, $r(gh) = r(g)$ and $d(gh) = d(h)$.

An element $e \in G$ is said to be an identity of $G$ if there exists $g \in G$ such that $e = d(g)$ (and so $e = r(g^{-1})$). Let $G_0$ denote the set of all identities of $G$. Note that $e = e^{-1} = d(e) = r(e)$, for all $e \in G_0$. For more about groupoid’s properties we refer to [15].

**Definition 3.2.** [4] A partial action of a groupoid $G$ on an algebra $A$ is a pair

$$\alpha = (\{\alpha_g\}_{g \in G}, \{D_g\}_{g \in G})$$

where, for each $e \in G_0$ and $g \in G$, $D_e$ is an ideal of $A$, $D_g$ is an ideal of $D_r(g)$, and $\alpha_g: D_{g^{-1}} \to D_g$ is an algebra isomorphism such that:

(i) $\alpha_e$ is the identity map $I_{D_e}$ of $D_e$,

(ii) $\alpha_h^{-1}(D_{g^{-1}} \cap D_h) \subseteq D_{(gh)^{-1}}$,

(iii) $\alpha_g(\alpha_h(x)) = \alpha_{gh}(x)$, for all $x \in \alpha_{h^{-1}}(D_{g^{-1}} \cap D_h)$, for all $e \in G_0$ and $g, h \in G$ such that $d(g) = r(h)$.

For the proof of the following lemma see [4 Lemma 1.1].

**Lemma 3.3.** Let $\alpha = (\{\alpha_g\}_{g \in G}, \{D_g\}_{g \in G})$ be a partial action of a groupoid $G$ on an algebra $A$. Then,

(i) $\alpha_g^{-1} = \alpha_{g^{-1}}$, for all $g \in G$,

(ii) $\alpha_g(D_{g^{-1}} \cap D_h) = D_g \cap D_{gh}$, if $d(g) = r(h)$.

Given a groupoid $G$, the groupoid algebra $kG$ is a $k$-vector space with basis $\{\delta_g \mid g \in G\}$, and multiplication given by the rule

$$\delta_g \delta_h = \begin{cases} \delta_{gh}, & \text{if } d(g) = r(h) \\ 0, & \text{otherwise} \end{cases}$$
for all \( g, h \in G \). It is easy to see that \( \mathbb{k}G \) is an algebra, and has an identity element, given by \( 1_{\mathbb{k}G} = \sum_{e \in \mathcal{G}_0} \delta_e \), if and only if \( G_0 \) is finite \([10]\). Moreover, \( \mathbb{k}G \) has a coalgebra structure given by

\[
\Delta(\delta_g) = \delta_g \otimes \delta_g \quad \text{and} \quad \varepsilon(\delta_g) = 1_k,
\]

for all \( g \in G \). It is well known that \( \mathbb{k}G \), with the algebra and coalgebra structures above described, and antipode \( S \) given by \( S(g) = g^{-1} \), for all \( g \in G \), is a weak Hopf algebra.

From now on we will assume that \( G_0 \) is finite and \( \alpha = (\{\alpha_g\}_{g \in G}, \{D_g\}_{g \in G}) \) is a partial action of \( G \) on \( A = \bigoplus_{e \in \mathcal{G}_0} D_e \). We also assume that each ideal \( D_g \) has a unit, denoted by \( 1_g \). Notice that, in this case, each \( 1_g \) is a central element of \( \mathbb{A} \) (in particular, \( D_g \) is also an ideal of \( \mathbb{A} \)), and the conditions (ii) and (iii) of Definition \([3,2]\) imply the following:

\[
\alpha_g(\alpha_h(x1_{h^{-1}})1_{g^{-1}}) = \alpha_{gh}(x1_{(gh)^{-1}})1_g,
\]

for all \( x \in D_{h^{-1}} \cap D_{(gh)^{-1}}, \) whenever \( d(g) = r(h) \).

**Lemma 3.4.** With the notations and assumptions given above, the map

\[
\delta_g \otimes a \mapsto \alpha_g(a1_{g^{-1}})
\]

is a symmetric partial action of \( \mathbb{k}G \) on \( A \).

**Proof.** Indeed, \( \cdot \) is a well defined linear map. Furthermore,

(i) for all \( a \in \mathbb{A} \),

\[
1_{\mathbb{k}G} \cdot a = \sum_{e \in \mathcal{G}_0} \delta_e \cdot a = \sum_{e \in \mathcal{G}_0} \alpha_e(a1_{e^{-1}}) = \sum_{e \in \mathcal{G}_0} a1_e = a1_A = a
\]

(ii) for all \( g \in G \) and \( a, b \in A \),

\[
\delta_g \cdot ab = \alpha_g(ab1_{g^{-1}}) = \alpha_g(a1_{g^{-1}})\alpha_g(b1_{g^{-1}}) = (\delta_g \cdot a)(\delta_g \cdot b)
\]

(iii) for all \( g, h \in G \) and \( a \in \mathbb{A} \), if \( d(g) \neq r(h) \) then \( D_{h^{-1}} \cap D_h = 0 = \delta_g \delta_h \), and

\[
\delta_g \cdot (\delta_h \cdot a) = \alpha_g(\alpha_h(a1_{h^{-1}})1_{g^{-1}}) = 0 = (\delta_g \cdot 1_A)(\delta_g \delta_h \cdot a).
\]

Otherwise, if \( d(g) = r(h) \) then

\[
\delta_g \cdot (\delta_h \cdot a) = \alpha_g(\alpha_h(a1_{h^{-1}})1_{g^{-1}}) = \alpha_{gh}(a1_{(gh)^{-1}})1_g = (\delta_g \cdot 1_A)\delta_{gh} \cdot a = (\delta_g \cdot 1_A)\delta_g \delta_h \cdot a.
\]

The symmetry of \( \cdot \) is obvious for, as noticed above, \( 1_g = \delta_g \cdot 1_A \) is central in \( \mathbb{A} \), for all \( g \in G \). \( \square \)

The converse of Lemma \([3,4]\) is given in the following theorem, which in particular generalizes \([14]\ Proposition 2.2\).
Theorem 3.5. Let $A$ be an algebra and $G$ a groupoid such that $G_0$ is finite. The following statements are equivalent:

(i) There exists a partial action $\alpha = \{(\alpha_g)_{g \in G}, \{D_g\}_{g \in G}\}$ of $G$ on $A$ such that the ideals $D_g$ are unital and $A = \bigoplus_{e \in G_0} D_e$.

(ii) $A$ is a symmetric partial $kG$-module algebra.

Proof. (i)$\Rightarrow$(ii) It follows from Lemma 3.3

(ii)$\Rightarrow$(i) Let $D_g = \delta_g \cdot A$, $1_g = \delta_g \cdot 1_A$, and $\alpha_g : D_g^{-1} \rightarrow D_g$ given by $\alpha_g(x) = \delta_g \cdot x$, for all $g \in G$ and $x \in D_g^{-1}$. We will proceed by steps.

To show that $\alpha = \{(\alpha_g)_{g \in G}, \{D_g\}_{g \in G}\}$ is a partial action of $G$ on $A$ we need to check that, for every $g \in G$ and $e \in G_0$, $D_g$ is a partial action of $D_{r(g)}$, $D_e$ is an ideal of $A$, and $\alpha_g$ is an algebra isomorphism, which will be done in the steps 1, 2, and 3. We also show in the step 1 that the ideals $D_g$, $g \in G$, are all unital. In the step 4, we show that the conditions (i)-(iii) of Definition 3.2 hold. Finally, in the step 5 we show that $A = \bigoplus_{e \in G_0} D_e$.

Step 1: First of all, $1_g$ is a central idempotent of $A$ and $D_g = 1_g A$, which implies that $D_g$ is a unital ideal of $A$, for all $g \in G$.

Indeed, $(1_g)^2 = (\delta_g \cdot 1_A)(\delta_g \cdot 1_A) = \delta_g \cdot 1_A = 1_g$, and

$$1_g a = (\delta_g \cdot 1_A) a = \sum_{e \in G_0} (\delta_e \cdot \delta_g \cdot 1_A)(\delta_e \cdot a) = \sum_{e \in G_0} (\delta_e \delta_g \cdot 1_A)(\delta_e \cdot a) = \sum_{e \in G_0} (\delta_e \delta_g \cdot 1_A)(\delta_e \cdot a)$$

Note that the above sequence of equalities gives an important and useful relation for the partial action of $G$ on $A$, that is,

$$(\delta_g \cdot 1_A) a = \delta_g \cdot \delta_g^{-1} \cdot a = a(\delta_g \cdot 1_A)$$

for all $g \in G$ and $a \in A$, which implies

$$D_g = \delta_g \cdot A = (\delta_g \cdot 1_A)(\delta_g \cdot A) \subseteq 1_g A = (\delta_g \cdot 1_A) A = \delta_g \cdot \delta_g^{-1} \cdot A \subseteq \delta_g \cdot A = D_g,$$
hence $D_g = 1_g A$. The last assertion is immediate.

**Step 2:** $D_g = D_{r(g)} 1_g$, in particular $D_g$ is an ideal of $D_{r(g)}$, for all $g \in G$.

It follows from (34) and the symmetry of $\cdot$

$$D_g = (\delta_g \cdot 1_A) A$$

$$= \delta_g \cdot \delta_{g^{-1}} \cdot A$$

$$= (\delta_g \delta_{g^{-1}} \cdot A)(\delta_g \cdot 1_A)$$

$$= (\delta_{r(g)} \cdot A)(\delta_g \cdot 1_A)$$

$$= D_{r(g)} 1_g$$

**Step 3:** $\alpha_g$ is an isomorphism of algebras, for all $g \in G$:

It is clear from the above that $\alpha_g$ is a well defined linear map. Thus, it is enough to show that $\alpha_g$ is multiplicative and $\alpha_g^{-1} = \alpha_{g^{-1}}$, for all $g \in G$.

For all $a, b \in A$, we have

$$\alpha_g(ab1_{g^{-1}}) = \delta_g \cdot ab1_{g^{-1}}$$

$$= (\delta_g \cdot a1_{g^{-1}})(\delta_g \cdot b1_{g^{-1}})$$

$$= \alpha_g(a1_{g^{-1}})\alpha_g(b1_{g^{-1}})$$

In order to show that $\alpha_g$ is an isomorphism, we need first to show that $\alpha_e$ is the identity in $D_e$ for all $e \in G_0$.

Notice that for any $h \in G$ and $a, b \in A$,

$$(\delta_h \cdot a)b = (\delta_h \cdot a)(\delta_h \cdot 1_A)b = (\delta_h \cdot a)(\delta_h \cdot \delta_{h^{-1}} \cdot b) = \delta_h \cdot (a(\delta_{h^{-1}} \cdot b)) \quad (35)$$

Therefore, for $e \in G_0$ and $a \in A$ we have

$$a1_e = (1_G \cdot a)_e$$

$$= \sum_{e' \in G_0} (\delta_{e'} \cdot a)(\delta_e \cdot 1_A)$$

$$= \sum_{e' \in G_0} \delta_{e'} \cdot (a(\delta_{e'} \cdot \delta_e \cdot 1_A)) \quad \text{(taking } b = \delta_e \cdot 1_A)$$

$$= \delta_e \cdot (a(\delta_e \cdot 1_A))$$

$$= \delta_e \cdot a1_e$$

$$= \alpha_e(a1_e)$$

Finally, for all $a \in D_g$ we have

$$\alpha_g(\alpha_g^{-1}(a)) = \delta_g \cdot (\delta_{g^{-1}} \cdot a)$$

$$= (\delta_g \delta_{g^{-1}} \cdot a)(\delta_g \cdot 1_A)$$

$$= (\delta_{r(g)} \cdot a)1_g$$

$$= (\delta_{r(g)} \cdot a1_{r(g)})1_g$$

$$= a1_{r(g)}1_g$$

$$= a$$

For the equality $\alpha_{g^{-1}} \alpha_g(a) = a$, for all $a \in D_{g^{-1}}$, one proceeds in a similar way.

**Step 4:** $\alpha = \{D_g\}_{g \in G}, \{\alpha_g\}_{g \in G}$ is a partial groupoid action of $G$ on $A$.

We only need to check that $\alpha$ satisfies the conditions (i)-(iii) of Definition 3.2.

(i) It follows from Step 3.
(ii) For all \( h, g \in G \) such that \( d(g) = r(h) \) and \( a \in A \), we have

\[
\alpha_{h^{-1}}(a_{1g^{-1}1h}) = \alpha_{h^{-1}}(a_{1h})\alpha_{h^{-1}}(1_{g^{-1}1h})
\]

Thus \( \alpha_{h^{-1}}(D_{g^{-1}} \cap D_h) \subseteq D_{(gh)^{-1}} \).

(iii) It follows from (ii) that if \( x \in \alpha_{h^{-1}}(D_{g^{-1}} \cap D_h) \) then \( \alpha_h(x) \in D_{g^{-1}} \) and \( x = a_{1h^{-1}1(gh)^{-1}} \), for some \( a \in A \). Hence, the elements \( \alpha_g(\alpha_h(x)) \) and \( \alpha_{gh}(x) \) there exist and lie in \( D_g \cap D_{gh} \), and

\[
\alpha_g(\alpha_h(x)) = \alpha_g(\delta_h \cdot a_{1h^{-1}1(gh)^{-1}})
\]

\[
= \delta_g \cdot (\delta_h \cdot a_{1h^{-1}1(gh)^{-1}})
\]

\[
= (\delta_gh \cdot a_{1h^{-1}1(gh)^{-1}})(\delta_g \cdot 1_A)
\]

\[
= \alpha_{gh}(x)1_g
\]

\[
= \alpha_{gh}(x)
\]

Step 5: \( A = \bigoplus_{e \in G_0} D_e \).

Indeed, notice that

\[
A = 1_kG \cdot A = \sum_{e \in G_0} \delta_e \cdot A = \sum_{e \in G_0} D_e,
\]

and, since

\[
1_e1_f = (\delta_e \cdot 1_A)(\delta_f \cdot 1_A) = \delta_e \cdot (\delta_e \cdot \delta_f \cdot 1_A) = \delta_e \cdot ((\delta_e \cdot 1_A)(\delta_e \delta_f \cdot 1_A)) = 0,
\]

for all \( e \neq f \) in \( G_0 \), it easily follows that \( D_e \cap (\bigoplus_{f \in G_0, f \neq e} D_f) = 0 \).

4. Partial Actions on the Ground Field

Partial actions of a weak Hopf algebra \( H \) on the ground field \( k \) provide a large amount of examples of partial actions. In this section we give the necessary and sufficient conditions for an action of \( H \) on \( k \) to be partial and, as an application, we describe all the partial actions of a groupoid algebra on \( k \).

It is clear that any action of \( H \) on \( k \) is, in particular, a \( k \)-linear map from \( H \) on \( k \). The question is: under what conditions a \( k \)-linear map from \( H \) on \( k \) defines a partial action of \( H \) on \( k \)? The answer is given in the following lemma.

**Lemma 4.1.** Let \( \lambda : H \to k \) be a \( k \)-linear map. Then, \( \lambda \) defines a partial action of \( H \) on \( k \), via

\[
h \cdot 1_k = \lambda(h), \text{ for all } h \in H,
\]

if and only if

\[
\lambda(1_H) = 1_k \quad \text{and} \quad \lambda(h)\lambda(g) = \lambda(h_1)\lambda(h_2g), \text{ for all } g, h \in H.
\]

**Proof.** Assume that \( \cdot \) is a partial action. Then,

\[
\lambda(1_H) = 1_H \cdot 1_k = 1_k
\]

and

\[
\lambda(h)\lambda(g) = h \cdot (g \cdot 1_k) = (h_1 \cdot 1_k)(h_2g \cdot 1_k) = \lambda(h_1)\lambda(h_2g).
\]
Conversely, note that \( 1_H \cdot 1_k = \lambda(1_H) = 1_k \) and \( h \cdot (g \cdot 1_k) = \lambda(h) \lambda(g) = \lambda(h_1) \lambda(h_2 g) = (h_1 \cdot 1_k)(h_2 g \cdot 1_k) \). Taking \( g = 1_H \) in this last equality we have the third required condition.

It is well known that, in the setting of Hopf algebra actions, the only global action on \( k \) is given by the counit \( \varepsilon \). This is not true for actions of weak Hopf algebras. In the following proposition we will give necessary and sufficient conditions to obtain a global action of a weak Hopf algebra \( H \) on \( k \).

**Proposition 4.2.** Let \( \lambda : H \to k \) be a \( k \)-linear map and \( \triangleright : H \otimes k \to k \) the \( k \)-linear map given by \( h \triangleright 1_k = \lambda(h) \). Then, \( \triangleright \) is a global action of \( H \) on \( k \) if and only if \( \lambda \) is a convolutional idempotent in \( Alg_k(H, k) = \{ f \in Hom_k(H, k) \mid f \text{ is multiplicative} \} \).

**Proof.** Assume that \( \triangleright \) is global. Then, \( \lambda(h) \lambda(g) = h \triangleright g \triangleright 1_k = h g \triangleright 1_k = \lambda(h g) \) and \( \lambda(1_H) = 1_H \triangleright 1_k = 1_k \) for all \( g, h \in H \). Thus, \( \lambda \in Alg_k(H, k) \). Moreover, \( \lambda \circ \lambda(h) = \lambda(h_1) \lambda(h_2) = (h_1 \triangleright 1_k)(h_2 \triangleright 1_k) = h \triangleright 1_k = \lambda(h) \), for all \( h \in H \), that is, \( \lambda \circ \lambda = \lambda \).

Conversely, since \( \lambda \) is a map of \( k \)-algebras, for all \( a, b \) in \( k \) and \( g, h \) in \( H \), we have

(i) \( 1_H \triangleright 1_k = \lambda(1_H) = 1_k \),
(ii) \( h \triangleright ab = ab \lambda(h) = ab(\lambda \circ \lambda)(h) = (h_1 \triangleright a)(h_2 \triangleright b) \),
(iii) \( h \triangleright g \triangleright a = a \lambda(h) \lambda(g) = a \lambda(h g) = h g \triangleright a \).

The example below illustrates this previous result.

**Example 4.3.** Let \( G \) be a groupoid given by a disjoint union of finite groups \( G_1, \ldots, G_n \). Choose \( G_j \) one of these subgroups and define \( \lambda : kG \to k \) by \( \lambda(g) = 1 \) if \( g \in G_j \) and \( \lambda(g) = 0 \) otherwise. It is straightforward to check that \( \lambda \) is a convolutional idempotent in \( Alg_k(kG, k) \).

Note that the counit \( \varepsilon \) of a weak Hopf algebra is not an algebra homomorphism, so it does not turn \( k \) on an \( H \)-module algebra. The next proposition gives a necessary and sufficient condition for \( \varepsilon \) to define a partial (so, global) action on \( k \).

**Proposition 4.4.** A weak Hopf algebra \( H \) is a Hopf algebra if and only if \( \varepsilon \) defines a partial action on \( k \). In this case, \( \varepsilon \) is the unique convolutional idempotent in \( Alg_k(H, k) \).

**Proof.** If \( H \) is a Hopf Algebra, then \( \varepsilon \) is an idempotent element in \( Alg_k(H, k) \) and so it defines an action on \( k \). Conversely, if \( \varepsilon \) defines a partial action on \( k \), then \( \varepsilon(1_H) = 1_k \) and \( \varepsilon(h) \varepsilon(g) = \varepsilon(h_1) \varepsilon(h_2 g) = \varepsilon(\varepsilon(h_1) h_2 g) = \varepsilon(h g) \), which implies that \( H \) is a Hopf algebra.

For the last assertion, it is enough to see that if \( H \) is a Hopf algebra then \( Alg_k(H, k) \) is a group with the convolution product and \( \varepsilon \) is its unit.

We end this section presenting a complete description of all partial actions of a groupoid algebra \( kG \) on \( k \).

**Proposition 4.5.** Let \( G \) be a groupoid such that \( G_0 \) is finite, and \( \lambda : kG \to k \) a \( k \)-linear map. Then, \( \lambda \) defines a partial action of \( kG \) on \( k \), as characterized in
Lemma 4.1, if and only if the set
\[ V = \{ v \in G \mid \delta_v \cdot 1_k = 1_k = \delta_{r(v)} \cdot 1_k \} \]
is a group and \( \delta_g \cdot 1_k = 0 \), for all \( g \in G \setminus V \).

Proof. Assume that \( \lambda \) defines a partial action on \( \mathbb{k} \), given by \( \delta_g \cdot 1_k = \lambda(g) \), for all \( g \in G \). Then, it follows from the equality
\[
(\delta_g \cdot 1_k)(\delta_h \cdot 1_k) = (\delta_g \cdot 1_k)(\delta_g \delta_h \cdot 1_k),
\]
that
\[
\delta_g \cdot 1_k = (\delta_g \cdot 1_k)(1_{1G} \cdot 1_k) = \sum_{e \in G_0} (\delta_g \cdot 1_k)(\delta_e \cdot 1_k) = \sum_{e \in G_0} (\delta_g \cdot 1_k)(\delta_g \delta_e \cdot 1_k) = (\delta_g \cdot 1_k)(\delta_g \delta_{d(g)} \cdot 1_k) = (\delta_g \cdot 1_k)^2.
\]

Thus, \( \delta_g \cdot 1_k \) is an idempotent in \( \mathbb{k} \), and therefore equal to either 1\( _k \) or 0, for all \( g \in G \). Furthermore, the equality \( \lambda(1_{1G}) = 1_k \) ensures that \( V \neq \emptyset \).

Now, we show that \( V \) is a group.

(i) For all \( g, h \in V \), the product \( gh \) exists and lies in \( V \). This is an immediate consequence of the following expression
\[
1_k = \lambda(\delta_g)\lambda(\delta_h) = \lambda(\delta_g)\lambda(\delta_g \delta_h) = \lambda(\delta_g \delta_h).
\]

(ii) For all \( g \in V \), the element \( g^{-1} \) lies in \( V \). Indeed, since \( g \in V \) we have
\[
\lambda(\delta_{g^{-1}}) = \lambda(\delta_g)\lambda(\delta_{g^{-1}}) = \lambda(\delta_g)\lambda(\delta_{g\delta^{-1}}) = \lambda(\delta_g)\lambda(\delta_{r(g)}) = 1_k.
\]

Conversely, assume that \( V \) is group and let \( e_V \) denote its identity element. Also, assume that \( \delta_g \cdot 1_k = 0 \), for all \( g \in G \setminus V \). Under these assumptions we have, in particular, that \( r(g) = d(g) = e_V \), for all \( g \in V \), and \( \delta_e \cdot 1_k = 0 \), for all \( e \in G_0 \), \( e \neq V \). Thus, \( \lambda(1_{1G}) = \sum_{e \in G_0} \lambda(\delta_e) = \lambda(\delta_{e_V}) = 1_k \), and it is straightforward to check that \( \lambda(\delta_g)\lambda(\delta_h) = \lambda(\delta_g)\lambda(\delta_g \delta_h) \). \( \square \)

Example 4.6. Let \( G = G_1 \cup G_2 \) be the groupoid given by the disjoint union of two groups \( G_1 \) and \( G_2 \). Any subgroup \( V \) of \( G_1 \) (or \( G_2 \)) defines a partial action of \( \mathbb{k}G \) on \( \mathbb{k} \), given by \( \lambda(\delta_g) = \delta_{g,V} \), for all \( g \) in \( G \), where \( \delta_{g,V} = 1_k \) if \( g \in V \) and \( \delta_{g,V} = 0 \) otherwise.

5. Globalization of Partial Actions

In this section we show that any partial action of a weak Hopf algebra can be obtained from a global one. Particularly in this section, the notation \( \cdot \) for partial actions and \( \triangleright \) for global ones is crucial.

First of all, given a global action we will see how to construct a partial one from it. The method to do this is given in the following lemma.

Lemma 5.1. Let \( B \) be an \( H \)-module algebra via \( \triangleright : H \otimes B \to B \). Let \( A \) be a right ideal of \( B \) which is also an algebra with unit \( 1_A \). Then, the \( \mathbb{k} \)-linear map \( \cdot : H \otimes A \to A \) given by
\[
h \cdot a = 1_A(h \triangleright a)
\]
is a partial action of \( H \) on \( A \).
Proof. For every \( a, b \in A \) and \( g, h \in H \), we have

(i) \( 1_H \cdot a = 1_A(1_H \triangleright a) = 1_Aa = a \)

(ii) \( h \cdot (ab) = 1_A(h \triangleright ab) = 1_A(h_1 \triangleright a)(h_2 \triangleright b) = 1_A(h_1 \triangleright a)1_A(h_2 \triangleright b) = (h_1 \cdot a)(h_2 \cdot b) \)

(iii) \( h \cdot (g \cdot a) = 1_A(h \triangleright (g \cdot a)) = 1_A(h \triangleright 1_A(g \triangleright a)) = 1_A(h_1 \triangleright 1_A)(h_2 g \triangleright a) = 1_A(h_1 \triangleright 1_A)1_A(h_2 g \triangleright a) = (h_1 \cdot 1_A)(h_2 g \cdot a) \)

\( \square \)

The partial action \( \cdot \) of \( H \) on \( A \), obtained by the method given above, is called induced by the action \( \triangleright \).

**Definition 5.2.** Let \( A \) be a partial \( H \)-module algebra. We say that a pair \((B, \theta)\) is a globalization of \( A \) if \( B \) is an \( H \)-module algebra via \( \triangleright: H \otimes B \rightarrow B \), and

(i) \( \theta: A \rightarrow B \) is a monomorphism of algebras such that \( \theta(A) \) is a right ideal of \( B \),

(ii) the partial action on \( A \) is equivalent to the partial action induced by \( \triangleright \) on \( \theta(A) \), that is, \( \theta(h \cdot a) = h \cdot \theta(a) = \theta(1_A)(h \triangleright \theta(a)) \),

(iii) \( B \) is the \( H \)-module algebra generated by \( \theta(A) \), that is, \( B = H \triangleright \theta(A) \).

Notice that in the above definition as well as in Lemma [5.1] we do not need to require \( B \) to be unital.

The existence of such a globalization will be ensured by the construction presented in the sequel.

We start by taking the convolution algebra \( \mathcal{F} = \text{Hom}(H, A) \), which is an \( H \)-module algebra with the action given by \( (h \triangleright f)(k) = f(kh) \), for all \( f \in \mathcal{F} \) and \( h, k \in H \). Let \( \varphi: A \rightarrow \mathcal{F} \) be the map given by \( \varphi(a): h \mapsto h \cdot a \), for all \( a \in A \) and \( h \in H \). Put \( B = H \triangleright \varphi(A) \).

**Proposition 5.3.** The pair \((B, \varphi)\) is a globalization of \( A \).

Proof.

(i) \( \varphi \) is an algebra monomorphism such that \( \varphi(h \cdot a) = \varphi(1_A) \ast (h \triangleright \varphi(a)) \), for all \( h \in H \) and \( a \in A \). Indeed,

- \( \varphi \) is clearly \( k \)-linear,
- \( \varphi \) is injective because \( 1_H \cdot a = a \),
- \( \varphi(ab)(h) = h \cdot ab = (h_1 \cdot a)(h_2 \cdot b) = \varphi(a)(h_1)\varphi(b)(h_2) = [\varphi(a) \ast \varphi(b)](h) \), for all \( a, b \in A \) and \( h \in H \),
- \( (\varphi(1_A) \ast (h \triangleright \varphi(a)))(k) = (k_1 \cdot 1_A)(k_2 h \cdot a) = k \cdot h \cdot a = \varphi(h \cdot a)(k) \), for all \( k \in H \).

(ii) \( \varphi(A) \) is a right ideal of \( B \). Indeed,

\[
\varphi(b) \ast (h \triangleright \varphi(a)) = \varphi(b) \ast \varphi(1_A) \ast (h \triangleright \varphi(a)) = \varphi(b) \ast \varphi(h \cdot a) = \varphi(b(h \cdot a)),
\]

for all \( a, b \in A \) and \( h \in H \).

(iii) \( B \) is an \( H \)-module algebra.
In fact, $B$ is clearly a vector subspace of $\mathcal{F}$ which is invariant under the action $\triangleright$, and

$$(h \triangleright \varphi(a)) * (k \triangleright \varphi(b)) = h_1 \triangleright (\varphi(a) * (S(h_2)k \triangleright \varphi(b))) = h_1 \triangleright (\varphi(a) * \varphi(1_A) * (S(h_2)k \triangleright \varphi(b))) = h_1 \triangleright (\varphi(a) * \varphi(S(h_2)k \cdot b)) = h_1 \triangleright (\varphi(a(S(h_2)k \cdot b))),$$

for all $a, b \in A$ and $h, k \in H$. □

The pair $(B, \varphi)$, as constructed above, is called the \textit{standard globalization} of $A$.

\textbf{Proposition 5.4.} \textit{With the above notations, a partial action on $A$ is symmetric if and only if $\varphi(A)$ is an ideal of $B$.}

\textit{Proof.} Suppose that a partial action of $H$ on $A$ is symmetric. Then,

$$(h \triangleright \varphi(a))(k) = (h \triangleright \varphi(a))(k_1)\varphi(b)(k_2) = \varphi(a)(k_1h)\varphi(b)(k_2) = (k_1h \cdot a)(k_2 \cdot b) \overset{\text{sym}}{=} k \cdot ((h \cdot a)b) = \varphi((h \cdot a)b)(k)$$

for all $h, k \in H$ and $a, b \in A$. As $\varphi(A)$ is a right ideal of $B$, the required follows.

Conversely, since $\varphi(A)$ is an ideal of $B$ we have that $\varphi(1_A)$ is central in $B$. Then,

$$k \cdot (h \cdot a) = \varphi(h \cdot a)(k) = (h \cdot \varphi(a))(k) = (\varphi(1_A) * (h \triangleright \varphi(a)))(k) = (((h \triangleright \varphi(a)) * \varphi(1_A))(k) = (h \triangleright \varphi(a))(k_1)\varphi(1_A)(k_2) = \varphi(a)(k_1h)\varphi(1_A)(k_2) = (k_1h \cdot a)(k_2 \cdot 1_A)$$

for all $h, k \in H$ and $a \in A$. □

By a homomorphism between two globalizations of a same partial $H$-module algebra we mean a multiplicative linear map that commutes with the respective actions. If such a homomorphism is bijective we say that such globalizations are \textit{equivalent}.

\textbf{Proposition 5.5.} \textit{With the above notations, any globalization of $A$ is a homomorphic preimage of the standard one.}

\textit{Proof.} Let $(B', \theta)$ be a globalization of the partial $H$-module algebra $A$ and define the following map

$$\Phi: \sum_{i=0}^{n} h_i \triangleright \theta(a) \mapsto \sum_{i=0}^{n} h_i \triangleright \varphi(a)$$
In order to prove that $\Phi$ is well defined, it is enough to check that if $\sum_{i=0}^{n} h_i \triangleright \theta(a) = 0$ then $\sum_{i=0}^{n} h_i \triangleright \varphi(a) = 0$. Assume that $\sum_{i=0}^{n} h_i \triangleright \theta(a) = 0$. Then, for all $k \in H$ we have

$$0 = \theta(1_A)(k \triangleright \sum_{i=0}^{n} h_i \triangleright \theta(a))$$

$$= \theta(1_A)(\sum_{i=0}^{n} kh_i \triangleright \theta(a))$$

$$= \sum_{i=0}^{n} kh_i \cdot \theta(a)$$

$$= \theta \left( \sum_{i=0}^{n} kh_i \cdot a \right)$$

and, as $\theta$ is injective, we get $\sum_{i=0}^{n} kh_i \cdot a = 0$.

Hence, for any $k \in H$,

$$\left( \sum_{i=0}^{n} h_i \triangleright \varphi(a) \right)(k) = \sum_{i=0}^{n} \varphi(a)(kh_i)$$

$$= \sum_{i=0}^{n} kh_i \cdot a$$

$$= 0.$$

Clearly, $\Phi$ is surjective and $\Phi(g \triangleright b') = g \triangleright \Phi(b')$, for all $b' \in B'$ and $g \in H$.

Finally, for all $h, k \in H$ and $a, b \in A$,

$$\Phi((h \triangleright \theta(a))(k \triangleright \theta(b))) = \Phi(1_H \triangleright ((h \triangleright \theta(a))(k \triangleright \theta(b))))$$

$$= \Phi((1_h \triangleright h \triangleright \theta(a))((1_k \triangleright k \triangleright \theta(b))))$$

$$= \Phi((1_h \triangleright (h_1 \triangleright \theta(a))(1_k \triangleright (k_2 S(h_3)k \triangleright \theta(b))))$$

$$= \Phi((1_h \triangleright h_1 \triangleright \theta(a)(S(h_2)k \triangleright \theta(b))))$$

$$= \Phi((h_1 \triangleright (\theta(a)(S(h_2)k \cdot b)))$$

$$= h_1 \triangleright (\varphi(a)(S(h_2)k \cdot b)))$$

$$= h_1 \triangleright (\varphi(a) * (S(h_2)k \triangleright \varphi(b)))$$

$$= (h_1 \triangleright \varphi(a)) * (h_2 S(h_3)k \triangleright \varphi(b))$$

$$= (1_h \triangleright \varphi(a)) * (1_k \triangleright \varphi(b))$$

$$= (1_h \triangleright \varphi(a)) * (1_k \triangleright \varphi(b))$$

$$= 1_H \triangleright ((h \triangleright \varphi(a)) * (k \triangleright \varphi(b)))$$

$$= \Phi(h \triangleright \theta(a)) * \Phi(k \triangleright \theta(b)).$$

\[\Box\]

**Definition 5.6.** Let $(B, \theta)$ be a globalization of a partial $H$-module algebra $A$. We say that $B$ is **minimal** if for every $H$-submodule $M$ of $B$ such that $\theta(1_A)M = 0$ we have $M = 0$.

**Proposition 5.7.** The standard globalization $(B, \varphi)$ of $A$ is minimal.

**Proof.** It is enough to prove that the minimal condition holds for any cyclic submodule of $B$. Let $m = \sum_{i=0}^{n} h_i \triangleright \varphi(a_i)$ be an element in $B$. Suppose that $\varphi(1_A) \langle m \rangle = 0$, where $\langle m \rangle$ is the $H$-submodule of $B$ generated by $m$, that is, $\langle m \rangle = H \triangleright m$. 
Then, for all \( k \in H \),
\[
0 = \varphi(1_A) * (k \triangleright m) = \varphi(1_A) * \left( k \triangleright \sum_{i=0}^{n} h_i \triangleright \varphi(a_i) \right) = \varphi(1_A) * \left( \sum_i k h_i \triangleright \varphi(a_i) \right) = \varphi(\sum_i k h_i \cdot a_i),
\]
which implies \( \sum_i k h_i \cdot a_i = 0 \), since \( \varphi \) is a monomorphism.

Since \( m \in B \subseteq \text{Hom}(H, A) \) we have

\[
m(k) = (\sum_{i=0}^{n} h_i \triangleright \varphi(a_i))(k) = (\sum_i \varphi(a_i))(k h_i) = \sum_i k h_i \cdot a_i = 0
\]

for all \( k \in H \). Therefore, \( m = 0 \). \( \square \)

**Proposition 5.8.** Any two minimal globalizations of a partial \( H \)-module algebra \( A \) are equivalent.

**Proof.** Let \((B', \theta)\) be a minimal globalization of \( A \), \((B, \varphi)\) the standard one, and \( \Phi: B' \to B \) as defined in Proposition 5.5. It is enough to prove that \( \Phi \) is injective.

Suppose \( \Phi(\sum_i h_i \triangleright \theta(a_i)) = 0 \). Thus, \( 0 = (\sum_i h_i \triangleright \varphi(a_i))(g) = \sum_i g h_i \cdot a_i \) for all \( g \in H \), and so \( 0 = \theta(\sum_i g h_i \cdot a_i) = \sum_i g h_i \cdot \theta(a_i) = \theta(\sum_i g h_i \triangleright \theta(a_i)) = \theta(1_A)(g \triangleright \sum_i h_i \triangleright \theta(a_i)) \).

Now, if \( M \) denotes the \( H \)-submodule of \( B' \) generated by \( \sum_i h_i \triangleright \theta(a_i) \) we have that \( \theta(1_A)M = 0 \), hence \( M = 0 \). Therefore, \( \Phi \) is injective. \( \square \)

We end this section summarizing all the above main results in the following theorem.

**Theorem 5.9.** Let \( A \) be a partial \( H \)-module algebra.

(i) \( A \) has a minimal globalization.

(ii) Any two minimal globalization of \( A \) are equivalent.

(iii) Any globalization of \( A \) is a homomorphic preimage of a minimal one. \( \square \)

### 6. Partial Smash Product

In this section we construct the smash product for a partial \( H \)-module algebra.

The smash product already exists for an \( H \)-module algebra and even for a partial \( H \)-module algebra when \( H \) is a Hopf algebra. So, it is natural to ask if it still works for a partial \( H \)-module algebra when \( H \) is a weak Hopf algebra. The hard task here is to get the good definition of smash product. In fact, the smash product for Hopf algebra actions (partial or global) is, by construction, a tensor product over the ground field, which makes easy to show that it is well defined. This does not occur when dealing with weak Hopf algebra actions because the tensor product, in this case, is not anymore over the ground field but over the algebra \( H_L \).
In order to get our aim we need first a right $H_L$-module structure for a partial $H$-module algebra.

**Proposition 6.1.** Let $A$ be a partial $H$-module algebra. Then, $A$ is a right $H_L$-module via $a \triangleleft z = S^{-1}_R(z) \circ a = a(S^{-1}_R(z) \cdot 1_A)$, for all $a \in A$ and $z \in H_L$.

**Proof.** As $1_H \in H_L$ and $S^{-1}_R(1_H) = 1_H$, it follows that $a \triangleleft 1_H = 1_H \circ a = a$.

Let $a \in A$, $h, g \in H_L$, so

\[(a \triangleleft h) \triangleleft g = S^{-1}_R(g) \cdot (S^{-1}_R(h) \cdot a) = (S^{-1}_R(g)_1 \cdot 1_A)(S^{-1}_R(g)_2 S^{-1}_R(h) \cdot a) = (1 \cdot 1_A)(1 g S^{-1}_R(g) S^{-1}_R(h) \cdot a) = 1_H \cdot (S^{-1}_R(h g) \cdot a) = a \triangleleft h g.
\]

The equality $S^{-1}_R(z) \cdot a = a(S^{-1}_R(z) \cdot 1_A)$ holds by (2.15(i)).

Notice that the action, by restriction, of $H_R$ on a partial $H$-module algebra usually behaves like a global action. The Proposition 2.16 is a good example of it. In fact, a partial $H$-module algebra does not become an $H_R$-module algebra simply because $H_R$ is not a coalgebra. However, we can still consider $H_R$ acting in a similar way as a global action. The next lemma shows one more property for the action of $H_R$ on a partial $H$-module algebra that works like a global action.

**Lemma 6.2.** Let $A$ be a partial $H$-module algebra. If $h$ belongs to $H_R$, then $\varepsilon_L(h) \cdot 1_A = h \cdot 1_A$.

**Proof.** Let $h \in H_R$

\[
\varepsilon_L(h) \cdot 1_A = h_1 S(h_2) \cdot 1_A
\]

\[
= 1 h_1 S(1) \cdot 1_A
\]

\[
= 1 h_1 \cdot (S(1) \cdot 1_A)
\]

\[
= h_1 \cdot (S(1) \cdot 1_A)
\]

\[
= (h_1 \cdot 1_A)(h_2 S(1) \cdot 1_A)
\]

\[
= (1 h \cdot 1_A)(1 h_2 \cdot 1_A)
\]

\[
= (1 h \cdot 1_A) \cdot (1 h \cdot 1_A) = (h \cdot 1_A) \cdot 1_A
\]

\[
= h \cdot 1_A.
\]

There is also another useful characterization for the right action of $H_L$ on $A$.

**Lemma 6.3.** If $z \in H_L$, then $a \triangleleft z = a(z \cdot 1_A)$.

**Proof.** Let $z \in H_L$.

\[
a \triangleleft z = a(S^{-1}_R(z) \cdot 1_A)
\]

\[
a \varepsilon_L(S^{-1}_R(z)) \cdot 1_A = a(\varepsilon_L(S^{-1}_R(z))) \cdot 1_A = a(\varepsilon_L(S^{-1}_R(z))) \cdot 1_A\]

since $S^{-1}_R(z) \in H_R$

\[
a \varepsilon_L(S(z)) \cdot 1_A = a(\varepsilon_L(z)) \cdot 1_A = a(z \cdot 1_A) \quad \text{since } z \in H_L.
\]
Partial Actions of Weak Hopf Algebras

Now we are able to define the smash product for a partial $H$-module algebra $A$.

First, notice that $H$ has a natural structure of a left $H_L$-module via its multiplication. We start by considering the $k$-vector space given by the tensor product $A \otimes_{H_L} H$, and also denoted by $A \# H$, with the multiplication defined by

$$(a \# b)(b \# g) = a(h_1 \cdot b) \# h_2g.$$ 

**Theorem 6.4.** This above multiplication is well defined, associative, and $1_A \# 1_H$ is a left unit.

**Proof.** The well definition:

It is enough to show that the map $\tilde{\mu} : A \times H \times A \times H \to A \# H$ given by $\tilde{\mu}(a, h, b, g) = a(h_1 \cdot b) \# h_2g$ is $(H_L, k, H_L)$-balanced. In fact, for all $a, b \in A$, $h, g \in H$, $z \in H_L$ and $r \in k$ we have:

\[
\tilde{\mu}(a, h, b \triangleleft z, g) = \begin{cases} 
\tilde{\mu}(a, h, b \triangleleft z, g) = a(h_1 \cdot (b \triangleleft z)) \# h_2g = a(h_1 \cdot (S^{-1}_R(z) \cdot b)) \# h_2g = a(h_1 \cdot 1_A)(h_2S^{-1}_R(z) \cdot b) \# h_3g = a(h_1 \cdot 1_A)(h_21_S^{-1}_R(z) \cdot b) \# h_312g \\
\end{cases}
\]

\[
\tilde{\mu}(a, h, z, b) \triangleleft g = a(h_1 \cdot 1_A)(h_21_z \cdot b) \# h_312zg = a(h_1 \cdot 1_A)(h_2 \cdot b) \# h_3zg = a(h_1 \cdot 1_A b) \# h_2zg = a(h_1 \cdot b) \# h_2zg = \tilde{\mu}(a, h, b, zg).
\]

It is clear that $\tilde{\mu}(a, hr, b, g) = \tilde{\mu}(a, h, rb, g)$, and

\[
\tilde{\mu}(a \triangleleft z, h, b, g) = \begin{cases} 
\tilde{\mu}(a \triangleleft z, h, b, g) = (a \triangleleft z)(h_1 \cdot b) \# h_2g = a(S^{-1}_R(z) \cdot 1_A)(h_1 \cdot b) \# h_2g = a(1_H \cdot (S^{-1}_R(z) \cdot 1_A)(h_1 \cdot b)) \# h_2g = a(1 \cdot S^{-1}_R(z) \cdot 1_A)(1_2 \cdot h_1 \cdot b) \# h_2g = a(1 \cdot S^{-1}_R(z) \cdot 1_A)(1_2 \cdot 1_A)(1_3h_1 \cdot b) \# h_2g = a(1 \cdot S^{-1}_R(z) \cdot 1_A)(1_2h_1 \cdot b) \# h_2g = a(1 \cdot S^{-1}_R(z) \cdot 1_A)(1_2h_1 \cdot b) \# h_2g \\
\end{cases}
\]

\[
\tilde{\mu}(a, zh, b, g) = \begin{cases} 
\tilde{\mu}(a, zh, b, g) = a(1 \cdot 1_A)(1_2zh_1 \cdot b) \# h_2g = a(1_1 \cdot 1_A)(1_2 \cdot 1_A)(1_3zh_1 \cdot b) \# h_2g = a(1_1 \cdot 1_A)(1_2 \cdot zh_1 \cdot b) \# h_2g = a(1_H \cdot 1_A(zh_1 \cdot b)) \# h_2g = a(z1h_1 \cdot b) \# h_2h_2g = a(z1h_1 \cdot b) \# h_2h_2g = \tilde{\mu}(a, zh, b, g).
\end{cases}
\]
The associativity:

\[
((a \# h)(b \# g))(c \# k) = (a(h_1 \cdot b) \# h_2 g)(c \# k)
\]

\[
= a(h_1 \cdot b)(h_2 g_1 \cdot c) \# h_3 g_2 k
\]

\[
= a(h_1 \cdot b)(h_2 \cdot 1_A)(h_3 g_1 \cdot c) \# h_4 g_2 k
\]

\[
= a(h_1 \cdot b)(h_2 \cdot (g_1 \cdot c)) \# h_3 g_2 k
\]

\[
= a(h_1 \cdot b(g_1 \cdot c)) \# h_2 g_2 k
\]

\[
= (a \# h)(b(g_1 \cdot c) \# g_2 k)
\]

\[
= (a \# h)((b \# g)(c \# k)).
\]

The left unit:

\[
(1_A \# 1_H)(a \# h) = 1_A(1_1 \cdot a) \# 1_2 h
\]

\[
= (1_1 \cdot a) \# 1_2 h
\]

\[
= S_R^{-1}(S(1_1) \cdot a) \# 1_2 h
\]

\[
= a \triangleleft S(1_1) \# 1_2 h
\]

\[
= a \# S(1_1)1_2 h
\]

\[
= a \# \varepsilon_L(1_H)h
\]

\[
= a \# h.
\]

□

It follows from the above theorem that

\[
A \# H = (A \# H)(1_A \# 1_H)
\]

is an algebra with \(1_A \# 1_H\) as its unit. This algebra is called the partial smash product of \(A\) by \(H\).

The following example illustrates that, in general, \(1_A \# 1_H\) is not a unit of \(A \# H\).

**Example 6.5.** Let \(G\) be a finite groupoid which is not a group and \(G_e = \{g \in G \mid d(g) = e = r(g)\}\) the isotropy group associated to \(e\), for some \(e \in G_0\). It is easy to see that \(k\) is a partial \(kG\)-module algebra via

\[
\cdot : kG \otimes k \to k
\]

\[
g \otimes 1_k \mapsto \delta_{g, G_e}
\]

where \(\delta_{g, G_e} = 1_k\) if \(g \in G_e\) and 0 otherwise. In this case, \(1_k \# 1_kG\) is not a right unit for the smash product \(k \# kG\). Indeed, since \(G\) is not a group, there exists an element \(x \in G \setminus G_e\). Thus, \(x \cdot 1_k = 0\) and, consequently, \((1_k \# x)(1_k \# 1_kG) = 0\).

Actually, we have the following.

**Proposition 6.6.** Let \(A\) be a partial \(H\)-module algebra. Then, \(1_A \# 1_H\) is a unit in \(A \# H\) if and only if \(A\) is an \(H\)-module algebra.

**Proof.** Suppose \(1_A \# 1_H\) a unit in \(A \# H\). Then \(a \# h = a(h_1 \cdot 1_A) \# h_2\) and, applying \(\varepsilon_L\) on the second element of each term of this equality, we have

\[
a \triangleleft \varepsilon_L(h) = a(h_1 \cdot 1_A) \triangleleft \varepsilon_L(h_2).
\]
Hence,
\[
a(\varepsilon_L(h) \cdot 1_A) \overset{\text{(9)}}{=} a \cdot \varepsilon_L(h) \\
= a(h_1 \cdot 1_A) \cdot \varepsilon_L(h_2) \\
= a(h_1 \cdot 1_A)(\varepsilon_L(h_2) \cdot 1_A) \\
= a(h_1 \cdot 1_A)(h_2S(h_3) \cdot 1_A) \\
= a(1_1 h \cdot 1_A)(1_2 \cdot 1_A) \\
= a(h \cdot 1_A)(1_H \cdot 1_A) \\
= a(h \cdot 1_A)
\]
and, taking \(a = 1_A\) we have \(h \cdot 1_A = \varepsilon_L(h) \cdot 1_A\). By Lemma 7.2, \(A\) is an \(H\)-module algebra. The converse is straightforward and standard. \(\square\)

7. A Morita Context

In the setting of partial actions of Hopf algebras with an invertible antipode there exists a Morita context relating the partial smash product \(A \# H\) and the (global) smash product \(B \# H\), where \(B\) denotes a globalization of \(A\) such that the image of \(A\) inside \(B\) is an ideal of \(B\) (see \(\ref{2}\)). In this section we extend this result to the setting of partial actions of weak Hopf algebras.

First, recall the definition of a Morita context.

**Definition 7.1.** Let \(A\) and \(B\) be unital rings. A Morita context for \(A\) and \(B\) is a sixtuple \((A, B, M, N, (\cdot), [\cdot, \cdot])\) where \(M\) is a \((A, B)\)-bimodule, \(N\) is a \((B, A)\)-bimodule, and \((\cdot): M \otimes_B N \rightarrow A\) and \([\cdot, \cdot]: N \otimes_A M \rightarrow B\) are homomorphisms of \((A, A)\)-bimodules and \((B, B)\)-bimodules, respectively, such that

(i) \((m, n)m' = m[n, m']\) \\
(ii) \([n, m]n' = n(m, n')\),

for all \(m, m' \in M\) \(n, n' \in N\).

We will first construct a non unitary monomorphism of algebras from \(A \# H\) into \(B \# H\). For this we need the following lemma.

**Lemma 7.2.** Let \(A\) be a partial \(H\)-module algebra and \((B, \theta)\) a globalization of \(A\). Then, \(S_{R}^{-1}(h) \triangleright \theta(a) = S_{R}^{-1}(h) \cdot \theta(a)\), for all \(h \in H_L\).

**Proof.** Note that \(S_{R}^{-1}(h) \triangleright \theta(a) = \theta(1_A)(S_{R}^{-1}(h) \triangleright \theta(a))\). But \(S_{R}^{-1}(h)\) lies in \(H_R\), thus, by Proposition \(2.18\), we have \(\theta(1_A)(S_{R}^{-1}(h) \triangleright \theta(a)) = S_{R}^{-1}(h) \triangleright (\theta(1_A)\theta(a)) = S_{R}^{-1}(h) \triangleright \theta(a)\). \(\square\)

**Proposition 7.3.** Let \((B, \theta)\) be a globalization of the partial \(H\)-module algebra \(A\). Then, there exists a non unitary algebra monomorphism \(\Psi\) from \(A \# H\) to \(B \# H\).

**Proof.** Define
\[
\Psi: A \times H \rightarrow B \otimes_{H_L} H \\
(a, h) \mapsto \theta(a) \otimes h.
\]
For all \( a, b \in A, h \in H \) and \( z \in H_L \), we have
\[
\hat{\Psi}(a, zh) = \theta(a) \otimes zh \\
= \theta(a) \otimes z \otimes h \\
= S^{-1}_R(z) \triangleright \theta(a) \otimes h \\
= S^{-1}_R(z) \cdot \theta(a) \otimes h \\
= \theta(a \triangleleft z) \otimes h \\
= \hat{\Psi}(a \triangleleft z, h),
\]
which shows that \( \hat{\Psi} \) is \( H_L \)-balanced. Thus, there exists a \( k \)-linear map \( \Psi \) from \( A \otimes_{H_L} H \) to \( B \otimes_{H_L} H \) defined by \( \Psi(a \otimes h) = \theta(a) \otimes h \).

It follows from the injectivity of \( \theta \) and similar calculations that the \( k \)-linear map \( \Psi': \theta(A) \otimes_{H_L} H \to A \otimes_{H_L} H \) given by \( \Psi'((\theta(a) \otimes h) = a \otimes h \) is well defined. Furthermore, \( \Psi \) is a monomorphism because \( \Psi' \circ \Psi = I_{A \otimes_{H_L} H} \).

It remains to check that \( \Psi: A\#H \to B\#H \) is multiplicative. In fact, for all \( a, b \in A \) and \( h, g \in H \), we have
\[
\Psi((a\#h)(b\#g)) = \Psi(a(h_1 \cdot b)\#h_2g) \\
= \theta(a(h_1 \cdot b))\#h_2g \\
= \theta(a)\theta(h_1 \cdot b)\#h_2g \\
= \theta(a)(h_1 \triangleright \theta(b))\#h_2g \\
= \theta(a)(h_1 \triangleright \theta(b))\#h_2g \\
= (\theta(a)\#h)(\theta(b)\#g) \\
= \Psi(a\#h)\Psi(b\#g).
\]

\[\blacksquare\]

In the sequel, we will construct the bimodules which will define a Morita context for \( A\#H \) and \( B\#H \). For this construction we will suppose that \( \theta(A) \) is an ideal of \( B \) and the antipode \( S \) of \( H \) is invertible. This assumption on \( S \) is necessary because in this construction we will need to make use of Proposition 2.20(ii).

Now let \( M = \Psi(A\#H) \) and \( N \) be the vector space generated by the elements of the form \( (h_1 \triangleright \theta(a))\#h_2g \), for all \( a \in A \) and \( h \in H \).

**Proposition 7.4.** With the above notations and assumptions, \( M \) is a right \( B\#H \)-module and \( N \) is a left \( B\#H \)-module, via the multiplication of \( B\#H \).

**Proof.** Let \( \theta(a)\#h \in M \) and \( k \triangleright \theta(b)\#g \in B\#H \), so
\[
(\theta(a)\#h)(k \triangleright \theta(b)\#g) = \theta(a)\theta(h_1k \triangleright \theta(b))\#h_2g \\
= \theta(a)(h_1k \cdot b)\#h_2g \\
= \theta(a)(h_1k \cdot b)\#h_2g
\]
that lies in \( M \).

Let \( k \triangleright \theta(a)\#h \in B\#H \) and \( g_1 \triangleright \theta(b)\#g_2 \in N \). Then we have
\[
(k \triangleright \theta(a)\#h)(g_1 \triangleright \theta(b)\#g_2) = (k \triangleright \theta(a))(h_1g_1 \triangleright \theta(b))\#h_2g_2 \\
= (S^{-1}_R(h_1g_1)(k \triangleright \theta(a))\theta(b))\#h_3g_3
\]
that lies in \( N \) because \( \theta(A) \) is an ideal of \( B = H \triangleright \theta(A) \).

Now, the assertion follows from the associativity of \( B\#H \). \[\blacksquare\]
Proposition 7.5. Keeping the same notations and assumptions as above, $M$ is a left $A\#H$-module and $N$ is a right $A\#H$-module via the actions

\[ \triangleright: \quad A\#H \otimes M \to M \]
\[ a\#h \otimes m \to \Psi(a\#h)m \]
and

\[ \triangleleft: \quad N \otimes A\#H \to N \]
\[ n \otimes a\#h \to n\Psi(a\#h) \]
respectively, where $\Psi$ is the non unitary monomorphism defined in 7.3. Moreover, $M$ and $N$ are bimodules.

Proof. We need only to ensure that $\triangleleft$ is well defined. The well definition of $\triangleright$ as well as the other assertions follow from the fact that $A\#H$ is a subalgebra of $A\#H$ and $\Psi$ is multiplicative.

Given $h_1 \triangleright (\theta(a)\#h_2) \in N$ and $a'\#g \in A\#H$, we have

\[ (h_1 \triangleright (\theta(a)\#h_2) \triangleleft (a'\#g)) = (h_1 \triangleright \theta(a)\#h_2)(\Psi(a'\#g)) \]
\[ = (h_1 \triangleright \theta(a)\#h_2)(\theta(a'(g_1 \cdot 1_A)\#g_2)) \]
\[ = (h_1 \triangleright \theta(a)\#h_2)(\theta(a')(g_1 \cdot 1_A\#g_2)) \]
\[ = (h_1 \triangleright \theta(a)\#h_2)(\theta(a')(g_1 \cdot 1_A\#g_2)) \]
\[ = (h_1 \triangleright \theta(a))(h_2 \triangleright \theta(a'))(h_3 g_1 \triangleright \theta(1_A))\#h_4 g_2 \]
\[ = h_3 g_2 \triangleright [S^{-1}(h_2 g_1)h_1 \triangleright \theta(aa')\theta(1_A)]\#h_4 g_3 \]

that lies in $N$, because $\theta(A)$ is an ideal of $B$, which ensures that $\triangleleft$ is also well defined.

Now, we consider the maps $[,] : N \otimes A\#H \to B\#H$ and $(,) : M \otimes B\#H \to \Psi(A\#H) \simeq A\#H$ given by the multiplication of $B\#H$. Both such maps are well defined because $M, N \subseteq B\#H$. 

Theorem 7.6. $(A\#H, B\#H, M, N, (,), [,])$ is a Morita context. Moreover, the maps $(,)$ and $[,]$ are both surjective. In particular, if $B$ also has an identity element, then $A\#H$ and $B\#H$ are Morita equivalent.

Proof. The main assertion follows from Propositions 7.4 and 7.5, and from the associativity of the multiplication of $B\#H$.

For the surjectivity of $(,)$ and $[,]$ it is enough to show that $MN = \Psi(A\#H)$ and $NM = B\#H$.

In fact, clearly $\Psi(A\#H) \subseteq MN$. Conversely, given $g_1 \triangleright \theta(b)\#g_2 \in N$ and $\theta(a)\#h \in M$ we have

\[ (\theta(a)\#h)(g_1 \triangleright \theta(b)\#g_2) = \theta(a)(h_1 g_1 \triangleright \theta(b))\#h_2 g_2 \]
\[ = \theta(a)(h_1 g_1 \cdot \theta(b))\#h_2 g_2 \]
\[ = \theta(a)(h_1 g_1 \cdot b)\#h_2 g_2 \]
\[ = \theta(a(h_1 g_1 \cdot b)(h_2 g_2 \cdot 1_A))\#h_3 g_3 \]
\[ = \Psi(a(h_1 g_1 \cdot b)\#h_2 g_2) \]

which lies in $\Psi(A\#H)$. Hence, $MN = \Psi(A\#H)$. 

Clearly, we have that $NM \subseteq B\#H$. To prove that $B\#H \subseteq NM$ it is enough to check that the equality

$$\left( h_1 \triangleright \theta(a) \# h_2 \right) \left( \theta(1_A) \# S(h_3)g \right) = h \triangleright \theta(a) \# g$$

holds for all $a, b \in A$ and $h, g \in H$. Indeed,

$$\begin{align*}
( h_1 \triangleright \theta(a) \# h_2 ) ( \theta(1_A) \# S(h_3)g ) &= ( h_1 \triangleright \theta(a) ) ( h_2 \triangleright \theta(1_A) ) \# h_3 S(h_4)g \\
&= h_1 \triangleright \theta(a) \# h_2 S(h_3)g \\
&= 1_1 \triangleright \theta(a) \# 1_2 g \\
&= ( h \triangleright \theta(a) ) \triangleleft S(1_1) \# 1_2 g \\
&= h \triangleright \theta(a) \# S(1_1) 1_2 g \\
&= h \triangleright \theta(a) \# \varepsilon_R(1_H) g \\
&= h \triangleright \theta(a) \# g.
\end{align*}$$

Therefore, $B\#H = NM$. The last assertion follows from [19, Theorems 4.1.4 and 4.1.17].
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