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Abstract—Neural network controllers have the potential to improve the performance of feedback systems compared to traditional controllers, due to their ability to act as general function approximators. However, quantifying their safety and robustness properties has proven challenging due to the non-linearities of the activation functions inside the neural network. A key robustness indicator is certifying the stability properties of the feedback system and providing a region of attraction, which has been addressed in previous literature. However, these works only address linear systems or require one to abstract the plant non-linearities and bound them using slope and sector constraints. In this paper we use a Sum of Squares programming framework to compute the stability of non-linear systems with neural network controllers directly. Within this framework, we can propose higher order candidate Lyapunov functions with richer structures which are able to better capture the dynamics of the non-linear system and the non-linearities in the neural network. We are also able to analyse these systems in continuous time, whereas other methods rely on discretising the system. These higher order Lyapunov functions are used in conjunction with higher order multipliers on the inequality and equality constraints that bound the neural network input-output properties. The volume of the region of attraction computed is increased compared to other methods, allowing for better safety guarantees on the stability of the system. We are also able to easily analyse non-linear polynomial systems and conduct robustness analysis on the parameter uncertainty.

I. INTRODUCTION

Neural networks (NNs) have seen an increase in use in many application areas ranging from weather prediction [1] to natural language processing [2]. An NN’s ability to act as a universal function approximator, combined with the availability of big data has meant that they have been successful in many industries. There is work dating back to the 1990s that aims to use an NN as a controller in a feedback control loop [3], [4]. We will refer to dynamical systems that contain an NN as a feedback controller as Neural Feedback Loops (NFLs).

Using NNs as controllers has the potential to provide improved performance over traditional approaches. There is also the possibility that they can be used with data-based control methods, to move away from requiring an accurate model of a system. Work from [5] presents a general procedure to design NN controllers that preserve the desirable properties of a model predictive control scheme.

However, one of the primary issues with NNs is that they have been shown to be sensitive to adversarial attacks [6], which makes their use in safety-critical applications challenging. This is one of the significant shortcomings of NNs and if they are to be used as controllers then it is important that these issues are overcome. Determining robustness certificates on NFLs such as stability and reachability is important if they are to be used more frequently in practice.

A primary reason why NNs can be hard to verify as safe is due to the non-linearities that are included in the activation functions, which are the elements that have made NNs so successful. One approach that has been used to verify NNs is to bound the non-linearities with appropriate equality and inequality constraints [7]. There are many methods that can achieve this, each often trading off solution accuracy for computational time. The choice of bounds (linear, quadratic etc.) influence the type of optimisation problem formulated and hence the computational complexity of the problem. Asymptotic stability is computed along with a region of attraction (ROA) in [8] using Lyapunov stability theory, with local sector constraints on the non-linearities. This is taken further by using Integral Quadratic Constraints (IQCs) to bound perturbations in the plant model. It is possible to combine this framework with imitation learning [9], by training an NN controller with stability guarantees. Another approach that uses IQCs does so in conjunction with the circle criterion and Zames-Falb multipliers [10] to obtain better stability guarantees and larger ROAs. These ideas can be applied to recurrent NNs as shown in [11].

Stability analysis is not the only robustness certificate that can be used to analyse NFLs. Reachability has also been applied, which uses similar approaches to bound the activation functions. [12] uses quadratic constraints with a semi-definite programming framework to obtain tight bounds on the reachable sets. By partitioning the input space efficiently and solving multiple optimisation problems, [13] computes tighter bounds on the reachable sets in significantly reduced computational time. Bernstein polynomials are used to verify NNs with activation functions of a general form to effectively compute the reachable sets [14].

We refer to NFLs that have a non-linear plant as non-linear NFLs. We note that previous methods that verify stability consider systems with linear plant models or bound the non-linearities using sector or slope constraints. These methods have been shown to be effective, however it is possible to obtain better results by considering the non-linear system directly. In this paper we use sum of squares (SOS) programming to directly incorporate the non-linearities of the plant, instead of relying on such bounds. Another advantage of this method is that we are able to use higher-order multipliers in the Lyapunov constraints, which usually results
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in better tests. We consider the system in continuous time, as it does not require us to discretise the system and introduce approximations/conservativeness into the framework.

In Section II we introduce NFLs and how their input-output properties can be represented as a semi-algebraic set. Then in Section III we describe how stability can be framed as an optimisation problem and then how it can be verified, along with how an ROA can be computed using SOS programming. We show the results of our method with numerical examples in Section IV. The paper is then concluded in Section V, outlining plans for future work.

II. NEURAL FEEDBACK LOOPS

Consider a continuous-time system

\[ \dot{z}(t) = f(z(t), u(t)), \]

where \( f \) is the plant model (assumed to be a Lipschitz function), \( z(t) \in \mathbb{R}^{n_z} \) and \( u(t) \in \mathbb{R}^{n_u} \) are the system states and inputs respectively and \( n_z \) and \( n_u \) are the number of system states and inputs respectively. Here \( \mathbb{R}^{n} \) denotes the \( n \)-dimensional real vectors and \( \mathbb{R}^{m \times n} \) denotes the set of \( m \times n \)-dimensional real matrices. A system is considered as a Neural Feedback Loop (NFL) if the controller \( u \) is described as a neural network (NN). We consider a state feedback controller \( u(t) = \pi(z(t)) : \mathbb{R}^{n_z} \to \mathbb{R}^{n_u} \) as a feed-forward fully-connected NN such that

\[
\begin{align*}
    x^0(t) &= z(t), \\
    v^k(t) &= W^k x^k(t) + b^k, & \text{for } k = 0, \ldots, \ell - 1, \\
    x^{k+1}(t) &= \phi(v^k(t)), & \text{for } k = 0, \ldots, \ell - 1, \\
    \pi(z(t)) &= W^\ell x^\ell(t) + b^\ell, 
\end{align*}
\]

where \( W^k \in \mathbb{R}^{n_{k+1} \times n_k}, b^k \in \mathbb{R}^{n_{k+1}} \) are the weights matrix and biases of the \((k + 1)^{th}\) layer respectively and \( z(t) = x^0(t) \in \mathbb{R}^{n_z} \) is the input into the NN. The activation function \( \phi \) is applied element-wise to the \( v^k(t) \) terms. The number of neurons in the \( k^{th} \) layer is denoted by \( n_k \).

We denote the equilibrium of the states in the closed-loop system as \( z^*, u^*, x^*, v^* \). For simplicity we will drop the time dependency notation throughout this paper.

A. Abstracting the Neural Network as Constraints

A common method for dealing with the non-linearity inside the activation functions is to abstract them as inequality and equality constraints. This method has already been used in many works related to the robustness of NFLs [8], [10]. These constraints can be of any form, however common choices are box, slope and sector constraints due to their ability to be expressed in a semi-definite programming framework. In our framework, we are able to choose any set of polynomial constraints to represent the NN, as shown in previous work [15], [16]. These polynomial constraints can be represented as a semi-algebraic set, which we express with notation

\[
S = \{ x \in \mathbb{R}^n | g_i(x) \geq 0, h_j(x) = 0 \} \quad \forall i = 1, \ldots, p, j = 1, \ldots, q \}, \quad (3)
\]

where \( g_i \) and \( h_j \) are polynomial functions. Throughout we define \( \mathbb{R}[x_1, \ldots, x_n] \) to be the set of polynomials in \( x_1, \ldots, x_n \) with real coefficients. We denote \( x = (x_1, \ldots, x_n) \) for simplicity.

We now describe briefly how the set \( S \) in (3) can be obtained using ReLU and tanh activation functions as examples. The ReLU function given by \( \phi(x) = \max(0, x) \), can be bound using two inequalities and one equality constraint [17] such that

\[
\phi \geq 0, \phi - x \geq 0, \phi(x) - x = 0.
\]

We also use a pre-processing step known as interval bound propagation (IBP) [18] to compute approximate lower and upper bounds on each activation function \( \{\phi, \bar{\phi}\} \). These can be expressed as box constraints

\[
\phi - \bar{\phi} \geq 0, -\phi + \bar{\phi} \geq 0.
\]

For the tanh activation function we use sector constraints. It is possible to use the IBP values to create a tight single sector bound as shown in [8] and expressed as

\[
(\phi - \alpha x)(x - \phi) \geq 0,
\]

where \( \alpha \) is determined by the IBP bounds. Alternatively we can use two overlapping sectors which can provide better constraints on the activation function when the IBP bounds are large [15].

It is also possible to use slope constraints to bound the activation functions. Slope constraints are obtained by considering the slope of two activation functions together. This method is employed in [8] and [10], where the slope can be bounded by a sector constraint such that

\[
\alpha \leq \frac{\phi(x_2) - \phi(x_1)}{x_2 - x_1} \leq \beta.
\]

Therefore, any two nodes in the NN must satisfy

\[
(\phi(x_i) - \alpha(x_i - x_j))(\beta(x_i - x_j) - (\alpha(x_i) - \phi(x_j)) \geq 0, \quad \forall i, j = 1, \ldots, n, \ i \neq j.
\]

For the activation functions in this paper, the slope restricted sectors are \( \alpha = 0 \) and \( \beta = 1 \) for ReLU and tanh. However, one issue with slope constraints is their scalability: the number of constraints increases with order \( \binom{n}{2} \), as the number of nodes in the NN increases.

III. STABILITY OF NEURAL FEEDBACK LOOPS

In this paper we aim to show that the equilibrium of the closed loop NFL is stable and then also use this to compute an inner approximation of the region of attraction (ROA).

A. Stability Conditions

We first recall the Lyapunov stability theorem [19]. We will assume that \( z^* = 0 \) throughout this paper without loss of generality.

**Theorem 1:** Let \( z^* = 0 \) be an equilibrium point for \( \dot{z} = f(z) \) where \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a Lipschitz function, and \( D \subset \mathbb{R}^n \) be a domain containing \( z = 0 \). Let \( V : D \to \mathbb{R} \) be a continuous differentiable function, such that

\[
V(0) = 0 \text{ and } V(z) > 0 \text{ in } D - \{0\}, \quad \dot{V}(z) \leq 0 \text{ in } D.
\]
Then, 0 is stable. Moreover, if
\[ V(z) < 0 \text{ in } D - \{0\}, \]
then 0 is asymptotically stable.

An NFL can be viewed as a dynamical system with equality and inequality constraints that arise from the input-output description of the NN (3). In this case, the following theorem from [20] can be used to assess the stability of the NFL.

**Theorem 2:** ([20]) Consider the nonlinear system
\[ \dot{z} = f(z, u) \]
where \( z \in \mathbb{R}^{n_z} \) is the system state and \( u \in \mathbb{R}^{n_u} \) denotes a collection of auxiliary variables (parameters, inputs etc). Let the system have the following constraints:
\[
\begin{align*}
    a_{i_1}(z,u) &\geq 0, \quad \forall i_1 = 1, \ldots, N_1, \\
    b_{i_2}(z,u) &\geq 0, \quad \forall i_2 = 1, \ldots, N_2, \\
    \int_0^T c_{i_3}(z,u) &\geq 0, \quad \forall i_3 = 1, \ldots, N_3, \quad \text{and} \quad \forall T \geq 0,
\end{align*}
\]
where \( a_{i_1}, b_{i_2}, c_{i_3} \) are polynomial functions in \( (z,u) \) and \( f(z,u) \) is a polynomial vector field. The region \( D \subset \mathbb{R}^{n_z+n_u} \) is defined as
\[ D = \{(z,u) \in \mathbb{R}^{n_z+n_u} | a_{i_1}(z,u) \geq 0, b_{i_2}(z,u) = 0, \forall i_1, i_2\}. \]
Suppose that for the system there exist polynomial functions \( V(z), p_{i_1}(z,u), q_{i_2}(z,u) \) and constants \( r_{i_3} \) such that:
- \( V(z) \) is positive definite in a neighborhood of the origin.
- \( p_{i_1}(z,u) \geq 0 \) in \( D \).

Then,
\[
-\frac{\partial V}{\partial z} f(z,u) - \sum_{i_1} p_{i_1}(z,u)a_{i_1}(z,u) \ldots \\
- \sum_{i_2} q_{i_2}(z,u)b_{i_2}(z,u) - \sum_{i_3} r_{i_3}c_{i_3}(z,u) \geq 0
\]
will guarantee that the origin of the state space is a stable equilibrium of the system.

We note here that the \( u \)'s in the theorem above can be the \( z \)'s describing the NN, extra variables needed to reformulate the system, or parametric uncertainty. Once we have constructed a Lyapunov function showing asymptotic stability of the equilibrium, we can attempt to obtain an estimate of the ROA of that equilibrium.

**B. Region of Attraction Conditions**

**Definition 1:** The region of attraction (ROA) \( \mathcal{R} \) of System (1) is defined as
\[ \mathcal{R} := \{z(t) \in \mathbb{R}^{n_z} : \lim_{t \to \infty} (z(t)) = 0\}. \]
One can obtain an inner approximation to \( \mathcal{R} \), which we will denote by \( \mathcal{R}_r \), using the level sets of the Lyapunov function \( V(z) \) computed via Theorem 1. This is achieved by searching for a \( \gamma > 0 \) such that \( \mathcal{R}_r = \{z \in \mathbb{R}^{n_z} | V(z) \leq \gamma \} \subset D \).

**Theorem 3:** For \( \dot{z} = f(z) \) suppose that a Lyapunov function \( V(z) \) satisfying the conditions of asymptotic stability was constructed, as per Theorem 1 inside a domain \( D \). Suppose \( \{z | d(z) \geq 0\} \subset D \). If
\[ |z|^{2k}(V(z) - \gamma) + p(z)d(z) \geq 0, \]
where \( p(z) \geq 0 \) and \( k \) is an integer, then the level set \( V(z) \leq \gamma \) is contained inside the ROA.

In the case of a constrained dynamical system, the Lyapunov function constructed via Theorem 2 can also be used to provide estimates of the ROA. For more details, see [21].

**C. Sum of Squares and Stability Analysis**

To construct the Lyapunov functions presented in the earlier theorems, we use sum of squares (SOS) programming.

**Definition 2:** A polynomial \( p(X) \) in \( N \) variables is a sum of squares (SOS) polynomial if there exist other polynomials \( r_i(X) \) such that
\[ p(X) = \sum_{i=1}^n r_i^2(X) \equiv p(X) \text{ is SOS}. \]
We define the set of polynomials that admit this decomposition by \( \Sigma[X] \).

Testing whether \( p(X) \in \Sigma[X] \) is a semidefinite programme. Since \( p(X) \in \Sigma[X] \) implies that \( p(X) \geq 0 \), we can therefore replace the non-negativity conditions in Theorem 2 with SOS conditions and construct the Lyapunov functions using semidefinite programming. The following subsections explain how this is achieved.

**D. Neural Feedback Loop Stability Conditions**

The equality and inequality constraints in the SOS program include the set of constraints from the NN abstraction (3) and form a semi-algebraic set. Further constraints may be needed when only local asymptotic stability is being verified. In this case, we describe a region
\[ D^s = \{z \in \mathbb{R}^{n_z} | d_k(z) \geq 0, \quad k = 1, \ldots, n_d\}. \]
where the stability conditions will need to be satisfied. These constraints can be incorporated into the optimisation framework in the same way as in Theorem 2.

**Proposition 1:** Consider System (1) in feedback with a NN controller given by (2). Suppose the input-output properties of the NN are described by (3), and consider the region given by (4). Suppose there exists a polynomial function \( V(z) \) satisfying the following conditions
\[
\begin{align*}
    V(z) - \rho(z) &\in \Sigma[z], \quad \rho(z) > 0, \\
    -\frac{\partial V}{\partial z}(z, \pi(z)) - \sum_{k=1}^n p_k(X)d_k(z) &\ldots \\
    - \sum_j t_j(X)h_j(x) - \sum_i s_i(X)g_i(x) &\in \Sigma[X], \quad (5)
\end{align*}
\]
\[ p_k(X) \in \Sigma[X], \quad \forall k = 1, \ldots, n_d, \]
\[ s_i(X) \in \Sigma[X], \quad \forall i = 1, \ldots, p, \]
\[ t_j(X) \in \mathbb{R}[X], \quad \forall j = 1, \ldots, q. \]
where \( X \) is a vector of all the system and NN states, i.e. \( X = (x,z) \). Then the equilibrium of the NFL is stable.
The above optimisation problems have the benefit of analysing the system in the continuous time domain, whereas methods such as [22] only analyse the discrete time system. By using the continuous time domain we are able to ensure stability without discretising the system, which may introduce conservativeness as it acts as an approximation to the true continuous-time system.

Suppose that a Lyapunov function is constructed using (5). To determine the ROA as stated in Theorem 3 we must determine the largest level set of the Lyapunov function $V(z)$ that is contained within the region that the Lyapunov conditions are satisfied, which can be cast as an SOS program. Suppose $d(z) \geq 0$ is included inside this region. Then

$$|z|^k (V(z) - \gamma) + p(z)d(z) \in \Sigma[z],$$

$$p(z) \in \Sigma[z],$$

where $\gamma$ is a variable to be maximised and $k$ is a positive integer, ensures that $V(z) \leq \gamma$ is an estimate of the ROA. This process can then be repeated by adjusting the $d_k(z)$ constraints to expand the region tested for stability.

E. Procedure for Computing the Stability and Region of Attraction of a Neural Feedback Loop

To compute the stability of System (1) we must first ensure that the vector field is polynomial. If the system is not already expressed as a polynomial, this can be achieved by making an appropriate substitution [20]. We assume that we are given an NN controller for the system and want to establish the stability properties of the closed loop system and obtain an estimate of the ROA. The SOS constraints that are constructed can be solved with a suitable parser such as SOSTOOLS [23] in MATLAB.

Before the NN constraints can be created, we must first define the region $D^z$ of the state space that we are interested in by setting the constraints $d_k$. Once these are established, we can then compute the maximum and minimum possible values of each system state $(\zeta, \tilde{z})$. These values can be used as inputs into the IBP algorithm to find the pre-processing bounds. Once these bounds have been computed the NN constraints can be obtained to form the semi-algebraic set (3). These constraints will depend on the problem set-up. Having established the constraints that define our system, we search for a Lyapunov function using (5). If this is infeasible, we can reduce the size of the region $D^z$ until a Lyapunov function can be found. Once a Lyapunov function is found the ROA can be obtained using (6).

F. Extension to Robustness Analysis

So far, we have assumed that the parameters within our system are fixed. When there is parametric uncertainty, we wish to ensure robust stability. Theorem 2 allows for parameters to be included in the description of the system and therefore it is possible to construct parameterised Lyapunov functions. We demonstrate this in an example below.

IV. Numerical Examples

We demonstrate our approach on various systems to show improvements over existing methods. All experiments were run on a 4-core Intel Xeon processor @3.50GHz with 16GB of RAM. We refer to our method as ‘NNSOSStability’. We implement our method using MATLAB and SOSTOOLS to parse the SOS constraints into a semi-definite program, which is solved using SeDuMi [24].

A. Duffing Oscillator

We show the benefits of this SOS method on a simple non-linear system example. Consider the Duffing Oscillator proposed in [13], with system dynamics

$$\dot{z}_1 = z_2,$$

$$\dot{z}_2 = -z_1 - 2\zeta z_2 - z_3^3 + u,$$

where $\zeta = 0.5$ is the damping ratio. We train a small NN controller with two layers and two nodes in each layer with ReLU activation functions. We are able to verify global asymptotic stability of this system using a fourth-order Lyapunov function and second-order multipliers. The benefits of this SOS framework is that we are able to account for the non-linearity directly, instead of bounding it by a sector constraint or by making a substitution to lift the variables. For comparison, if we use the linearised model with sector constraints on $-z_3^3$ we are only able to verify stability in a circle of radius 0.2. If we use the discrete Lyapunov stability conditions then the SOS program becomes too large and we cannot verify global stability.

B. Three Dimensional Polynomial System

The previous example shows that the stability of NFL systems can be verified effectively using SOS and demonstrates the benefits it possesses over other methods. However, the uncontrolled system is globally stable. We now consider a non-linear polynomial plant with three states that is unstable without a controller. The system is given by

$$\dot{z}_1 = -z_1 + z_2 - z_3,$$

$$\dot{z}_2 = -z_1(z_3 + 1) - z_2,$$

$$\dot{z}_3 = -z_1 + u.$$

We train a five layer NN with five nodes in each layer with tanh activation functions to stabilise the system. We specify the region $D$ to be a cube of length around the origin to compute the IBP bounds. We propose a quadratic Lyapunov function, which we use to verify stability. The ROA shown in Figure 1 demonstrates a good approximation of the true ROA, which is computed using an exhaustive search.

C. Stability and Region of Attraction Analysis of Inverted Pendulum

We consider the inverted pendulum example proposed in [8], trained with the NN controller in [10]. The system dynamics are

$$\ddot{\theta}(t) = \frac{mgl\sin(\theta(t)) - \mu(\dot{\theta}(t) + \text{sat}(u(t)))}{ml^2},$$
where \( m = 0.15 \text{ kg}, l = 0.5 \text{ m}, \mu = 0.5 \text{ Nmsrad}^{-1}, g = 9.81 \text{ m/s}^2, u_{\text{max}} = 1 \text{ Nm} \) and \( \text{sat}(u(t)) \) is the saturation function on the control input. To incorporate this system in the SOS programming framework, we let \( z_1 = \theta, z_2 = \dot{\theta} \) and \( z_3 = z_1 - \sin(z_1) \). This replaces the non-linear system with a linear system, however we must bound the \( z_3 \) term, which we can do with a sector constraint depending on how our region \( D \) is defined. This system is an approximation of the original non-linear system and can be written as

\[
\begin{align*}
\dot{z}_1 &= z_2, \\
\dot{z}_2 &= \frac{g}{l}(z_1 - z_3) - \frac{\mu}{ml^2}z_2 + \frac{1}{ml^2}u, \\
-\ u_{\text{max}} &\leq u \leq u_{\text{max}}, \ z_3(\alpha_{z_3}z_1 - z_3) \geq 0,
\end{align*}
\]

where

\[
\alpha_{z_3} = \max\left(\frac{\pi_1 - \sin(\pi_1)}{\pi_1}, \frac{\pi_1 - \sin(\pi_1)}{\hat{\pi}_1}\right),
\]

is determined by the maximum and minimum bounds of the system states. The input saturation constraints and the sector constraints on the non-linearity are added to the derivative condition in the optimisation problem. The NN has five layers and five nodes in each layer with tanh activation functions.

We search for a quartic Lyapunov function \( V(z_1, z_2) \) and compare its performance to other methods. We set the system constraints to be a box such that

\[
\begin{align*}
z_1 - \hat{z}_1 &\geq 0, \ z_2 - \hat{z}_2 \geq 0, \\
\pi_1 - z_1 &\geq 0, \ \pi_2 - z_2 \geq 0.
\end{align*}
\]

We use sector and slope constraints on the tanh activation functions in the NN. Choosing values of \( \hat{z}_1 = -0.3, \pi_1 = 0.3, \hat{z}_2 = -1.4 \) and \( \pi_2 = 1.4 \) we are able to obtain a fourth-order Lyapunov function in this region. We then compute the ROA for this Lyapunov function and find that its volume is increased significantly over other methods, as shown in Figure 2. We compare this method to the linearised system with different kinds of Zames-Falb multipliers from [10]. We tested the formulations in [8] and [22], however both were infeasible in the regions that we trialled.

---

**D. Robustness Analysis of Inverted Pendulum**

We use the above example and conduct robustness analysis on the system to determine how the stability is affected by perturbations on the length of the pendulum arm. We make the substitution \( \delta = 1/l \) and define a robustness certificate on \( \delta \). We can rewrite the system as

\[
\begin{align*}
\dot{z}_1 &= z_2, \\
\dot{z}_2 &= g\delta(z_1 - z_3) - \frac{\mu\delta^2}{m}z_2 + \frac{\delta^2}{m}u, \\
-\ u_{\text{max}} &\leq u \leq u_{\text{max}}, \ z_3(\alpha_{z_3}z_1 - z_3) \geq 0, \ \Delta(\delta) \geq 0,
\end{align*}
\]

where \( \Delta(\delta) \) is a function describing the robustness of the variable \( \delta \). We perturb the length by \( \pm 0.3 \), which generates the robustness constraint

\[
(5 - \delta)(\delta - 1.25) \geq 0.
\]

We propose a quadratic Lyapunov function with a region defined with values of \( \hat{z}_1 = -0.1, \pi_1 = 0.1, \hat{z}_2 = -0.3 \) and \( \pi_2 = 0.3 \). We are able to find a feasible solution to the SOS optimisation problem, which shows that the system is stable in that region under the perturbation \( \Delta(\delta) \).

**V. Conclusion**

In this paper, we have proposed an SOS programming framework to determine the stability of NFLs in the continuous time domain. We use a well established approach to abstract the NN as a set of equality and inequality constraints to construct a semi-algebraic set. We then use Lyapunov stability theory for constrained systems and SOS programming to construct the relevant Lyapunov certificates. Once a Lyapunov function is constructed within a specified region,
an ROA of the equilibrium can be computed by solving another SOS program. This framework allows us to conduct robustness analysis if parametric or other uncertainties are present. We test our method on various numerical examples and compare our results to existing methods.

There are many future directions that can be taken to improve the results in this paper. The first is by using sparsity exploiting methods proposed in [16] to reduce the computational time required to solve these SOS optimisation problems. This would also allow us to extend these results to larger scale systems. It is also possible to combine this method with other recent approaches to improve performance. For example, finding a way to incorporate state-of-the-art NN verification solvers such as [25], might be beneficial. Finally we would like to extend this method to focus on the control synthesis problem, by training the NN whilst providing robustness guarantees in the process.
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