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Abstract. We develop the complex-analytic viewpoint on the tree convolutions studied by the second author and Weihua Liu in [27], which generalize the free, boolean, monotone, and orthogonal convolutions. In particular, for each rooted subtree $T$ of the $N$-regular tree (with vertices labeled by alternating strings), we define the convolution $⊕_T(μ_1, \ldots, μ_N)$ for arbitrary probability measures $μ_1, \ldots, μ_N$ on $\mathbb{R}$ using a certain fixed-point equation for the Cauchy transforms. The convolution operations respect the operad structure of the tree operad from [27]. We prove a general limit theorem for iterated $T$-free convolution similar to Bercovici and Pata’s results in the free case [12], and we deduce limit theorems for measures in the domain of attraction of each of the classical stable laws.

1. Introduction

In [45, 46], Voiculescu introduced free independence, which provided a probabilistic viewpoint on free products of operator algebras. Two other forms of non-commutative independence were studied in non-commutative probability theory around the year 2000: boolean independence in [43] and monotone independence in [36, 37]. Besides classical independence, these are the only types of independence that provide an associative natural product operation on non-commutative probability spaces [41, 11, 38, 39]. However, there are many other types of independence broadly defined. For instance, Lenczewski defined $m$-free independences intermediate between free and boolean independence [31]. One can combine several algebras using a mixture of classical and free independence [35, 44], boolean and monotone independence [17], or boolean and free independence [29]. The notions of $c$-free [18, 4] and $c$-monotone [24, 34] independence are another way of combining free or monotone independence with boolean independence, using pairs of states.

Weihua Liu and the second author defined a general family of non-commutative independences associated to rooted trees whose vertices are labeled by alternating strings [27], which would serve as a general framework for studying various convolution operations and the relationships between them, such as the relation between free, monotone, and subordination convolution in [32, 33]. The independences defined by trees include free, monotone, and boolean independence; $m$-free independence; mixtures of free, boolean, and monotone independence. The introduction of [27] noted three viewpoints on non-commutative independence (1) operator models, (2) combinatorics of moments, and (3) complex analysis of Cauchy transforms, of which that paper focused on only the first two. Our present goal is to develop the complex-analytic viewpoint.

To set the stage, let us recall some of the main ideas of [27]. Let $T_{N,\text{free}}$ be the tree whose vertices are alternating strings on the alphabet $[N] = \{1, \ldots, N\}$ (strings where consecutive letters are distinct) and where two strings are adjacent precisely when one is obtained by appending one letter to the left of the other. Let $\text{Tree}(N)$ be the set of rooted subtrees of $T_{N,\text{free}}$, where the root is the empty string. Each $T \in \text{Tree}(N)$ describes a way of combining $N$ Hilbert spaces with unit vectors $(H_1, ξ_1), \ldots, (H_N, ξ_N)$ into a new Hilbert space $(H, ξ)$ akin to the free product of pointed Hilbert spaces, which is called the $T$-free product of pointed Hilbert spaces [27, §3]. This in turn leads to a notion of $T$-free convolution: Suppose $X_j$ is a bounded operator on $H_j$ whose spectral measure with respect to $ξ_j$ is
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$\mu_j$. If $\bar{X}_1, \ldots, \bar{X}_N$ are the corresponding operators on the product space $(H, \xi)$, then the convolution $\boxplus_T(\mu_1, \ldots, \mu_N)$ is the spectral measure of $\bar{X}_1 + \cdots + \bar{X}_N$ with respect to $\xi$. (In fact, all of this was done in [27] in the more general setting where Hilbert spaces are replaced by $B$-$B$-correspondences for some $C^*$-algebra $B$, and $\mu_j$ is a $B$-valued law. But at present we are only concerned with the case $B = \mathbb{C}$ where the objects reduce to Hilbert spaces and compactly supported probability measures on $\mathbb{R}$.)

In order to relate various convolution operations, the family $(\text{Tree}(N))_{N \in \mathbb{N}}$ was equipped with the structure of a topological symmetric operad, and the convolution operations were shown to respect this operad structure [27] \S 5. In particular, for $T \in \text{Tree}(k)$ and $T_i \in \text{Tree}(n_i)$, $\ldots$, $T_k \in \text{Tree}(n_k)$, there is a well-defined composition $T(T_1, \ldots, T_k) \in \text{Tree}(n_1 + \cdots + n_j)$ which satisfies

\[
\boxplus_T(T_1, \ldots, T_k) (\mu_{1,1}, \ldots, \mu_{1,n_1}, \ldots, \mu_{k,1}, \ldots, \mu_{k,n_k}) = \boxplus_T (\boxplus_{T_1} (\mu_{1,1}, \ldots, \mu_{1,n_1}), \ldots, \boxplus_{T_k} (\mu_{k,1}, \ldots, \mu_{k,n_k}))
\]

where $\mu_{i,j}$ is a compactly supported probability measure on $\mathbb{R}$. Many known convolution identities can be proved in this framework [27] \S 6.

As a consequence, [27] Proposition 6.8 gave a decomposition of $T$-free convolution into boolean and orthogonal convolutions, which generalizes the decompositions of additive free convolution in [32]. Let $\text{br}_j(T) = \{ s \in \text{Tree}_{N, \text{free}} : js \in T \}$, where $js$ denotes the string obtained by appending $j$ to the start of the string $s$. Let $\psi$ denote the boolean convolution and $\triangledown$ the orthogonal convolution (see Examples 4.7 and 4.8 below). Then

\[
(1.1) \quad \boxplus_T (\mu_1, \ldots, \mu_N) = \bigoplus_{j \in [N] \cap T} [\mu_j \triangledown \boxplus_{\text{br}_j(T)}(\mu_1, \ldots, \mu_N)]
\]

for compactly supported probability measures on $\mathbb{R}$. This relation is convenient for the complex-analytic viewpoint because the boolean and orthogonal convolutions have simple expressions in terms of the $K$-transform (an analytic function related to the Cauchy transform).

In this paper, we will use (1.1) to define the $T$-free convolution for arbitrary probability measures on $\mathbb{R}$. More precisely, in Theorem 4.1, we will show that there is a unique family of operations $\boxplus_T$ on probability measures that satisfies (1.1) and depends continuously on $T$ (with respect to local convergence with respect to the root vertex). The convolution $\boxplus_T(\mu_1, \ldots, \mu_N)$ also depends continuously on $\mu_1, \ldots, \mu_N$ and agrees in the compactly supported case with the prior definition from [27]. Because (1.1) so directly relates with the $K$-transforms of measures, we can give self-contained proofs of the basic properties of $T$-free convolution without relying on operator models or on approximation of general probability measures with compactly supported ones, making the proofs in this paper essentially independent from [27]. In particular, in 5.4 we show directly from Theorem 4.1 that the convolution operation on arbitrary measures respects the operad structure just as in the compactly supported case.

In 4.3 and 4.7 we discuss limit theorems for $T$-free independence. Often when a new type of additive convolution is introduced, a central limit theorem and Poisson limit theorem are proved in the same paper or soon thereafter, as in e.g. [15, 13, 10, 20, 27, 57, 29, 27, 1]. In classical probability, more general limit theorems for additive convolution are closely related to the study of infinitely divisible and stable distributions, as well as the Lévy-Khinchine formula that classifies infinitely divisible distributions $\mu$ in terms of some other measure $\sigma$ and real number $\gamma$; see [21]. Similar results have been obtained for non-commutative independences, both in the scalar-valued and the operator-valued settings; see for the free case [46, 13, 10, 42, 12, 40, 1], for the boolean case [43, 40, 1], for the monotone case [87, 16, 22, 23, 25, 2, 3, 26], and for the $\epsilon$-free case [25, 10]. One of the most influential works on the topic was Bercovici and Pata’s paper [12]. They showed that if $\mu_\ell$ is a sequence of measures and $n_\ell$ is a sequence of natural numbers tending to $\infty$, then $\mu_\ell^{n_\ell} k$ converges to a measure $\nu_k$, if and only if $\mu_\ell^{n_\ell} k$ converges to a measure $\nu_k$ if and only if $\mu_\ell^{n_\ell} k$ converges to a measure $\nu_k$, and the correspondence between $\nu_\ell$, $\nu_k$, and $\nu_\ell$ is described in the terms of the respective Lévy-Khinchine formulas. From this general statement, they deduced free and boolean analogs of all classical limit theorems for additive...
convolution, and in particular limit theorems for the domains of attraction corresponding to each classical stable distribution.

For a general choice of a tree $T \in \text{Tree}(N)$, it is unclear how to define the $k$th convolution power for arbitrary $k$, as discussed in [27, §8.1]. However, we can define a $k$-fold composition of $T$ with itself, denoted $T^{\circ k}$; the corresponding convolution is an $N^{\circ k}$-ary operation. Let $n(T)$ denote the number of neighbors of the root vertex. When $n(T) \geq 0$, [27, §9] classified infinitely divisible laws in the $B$-valued setting under certain boundedness assumptions. In this paper, in Theorem 6.1 we obtain an analogue of one direction of Bercovici and Pata’s main result for arbitrary probability measures on $\mathbb{R}$.

If $\mu^\otimes(T)^{\circ k} \rightarrow \nu$, then $\mathbb{P}_{T \rightarrow \pi} (\mu, \ldots, \mu)$ converges to a measure $\mathbb{P}(T, \nu)$ (Theorem 6.1). We do not know whether the converse implication holds. Nonetheless, the theorem already contains the “more practical” implication, where the hypothesis is the relatively easy-to-check condition about boolean convolution and the conclusion describes convergence for general trees $T$ (and in fact gives a uniform rate over convergence over all $T \in \text{Tree}(N)$). In particular, Theorem 6.1 allows us to deduce limit theorems corresponding to each of the classical domains of attraction in §§ using similar techniques as in [12, §5]. We sketch some of the many open questions about $T$-free convolutions and limit theorems in §6.

The paper is organized as follows: In §2 we explain background material on probability measures on $\mathbb{R}$ on their Cauchy transforms. In §3 we review the operad of rooted trees from [27] and establish more of its basic properties. In §4 we define the $T$-free convolution of arbitrary probability measures on $\mathbb{R}$. In §5 we show that the convolution operations respect the operad structure. In §6 we prove the general limit theorem. In §7 we deduce as special cases limit theorems for each of the domains of attraction from classical probability theory. In §8 we propose questions for future research.

2. Cauchy transforms of probability measures

$\mathcal{M}(\mathbb{R})$ denotes the space of finite positive Borel measures on $\mathbb{R}$, $\mathcal{P}(\mathbb{R})$ denotes the space of probability measures, equipped with the weak topology (that is, the weak-* topology when viewed inside the dual of $C_0(\mathbb{R})$). Recall that $\mathcal{P}(\mathbb{R})$ is metrizable using the Lévy distance

$$d_L(\mu, \nu) := \inf \left\{ \epsilon > 0 : \mu((\infty, x - \epsilon)) - \epsilon \leq \nu((\infty, x)) \leq \mu((\infty, x + \epsilon)) + \epsilon \right\}$$

for all $x \in \mathbb{R}$.

**Definition 2.1.** For a finite measure $\mu$ on $\mathbb{R}$, the Cauchy-Stieltjes transform is given by

$$G_\mu(z) = \int_\mathbb{R} \frac{1}{z - t} d\mu(t).$$

The $F$-transform is given by

$$F_\mu(z) = 1/G_\mu(z),$$

and we also define

$$K_\mu(z) = z - F_\mu(z).$$

Let $\text{Hol}(\mathbb{H}, -\mathbb{H})$ be the space of holomorphic functions $\mathbb{H} \rightarrow -\mathbb{H}$. Then $\text{Hol}(\mathbb{H}, -\mathbb{H})$ is a normal family if we view the target space as sitting inside the Riemann sphere, hence the topology of pointwise convergence on $\text{Hol}(\mathbb{H}, -\mathbb{H})$ agrees with the (metrizable) topology of local uniform convergence.

**Lemma 2.2.** For each $m > 0$, the map

$$\{ \mu \in \mathcal{M}(\mathbb{R}) : \|\mu\| \leq m \} \rightarrow \text{Hol}(\mathbb{H}, -\mathbb{H}) : \mu \mapsto G_\mu$$

is a homeomorphism onto its image, where we use the weak-* topology on $\mathcal{M}(\mathbb{R})$ and the topology of local uniform convergence on $\text{Hol}(\mathbb{H}, -\mathbb{H})$.

Next, we recall the famous theorem of Nevanlinna that characterizes Cauchy transforms of probability measures as functions $G(z)$ such that $zG(z) \rightarrow 1$ as $z \rightarrow \infty$ non-tangentially in $\mathbb{H}$. To state the theorem, recall the following definitions of cones and non-tangential convergence.

For $a > 0$, let $\Gamma_a \subseteq \mathbb{H}$ be the cone

$$\Gamma_a := \{ z : \text{Im} z \geq a|z| \}.$$
We also define for \( a, b, c > 0 \), the regions
\[
\Gamma_{a,b} := \{ z : \text{Im} \, z \geq \max \{a|z|, b\} \}.
\]

**Definition 2.3.** Let \( Y \) be a topological space, and let \( F : \mathbb{H} \to Y \). We say that \( F(z) \to L \) as \( z \to \infty \) **non-tangentially** if for every \( a > 0 \),
\[
\lim_{z \to \infty}_{z \in \Gamma_a} F(z) = y,
\]
or equivalently, for every \( a > 0 \) and every neighborhood \( U \) of \( y \), there exists \( b > 0 \) such that \( F(z) \in U \) for every \( z \in \Gamma_{a,b} \).

**Theorem 2.4 (Nevanlinna).** Let \( G : \mathbb{H} \to \mathbb{C} \) and \( m > 0 \). The following are equivalent:

1. \( G \) is the Cauchy transform of some measure of total mass \( m \).
2. \( G \) maps \( \mathbb{H} \) into \( -\mathbb{H} \) and \( zG(z) \to m \) non-tangentially as \( z \to \infty \).
3. \( G \) maps \( \mathbb{H} \) into \( -\mathbb{H} \) and \( \lim_{y \to \infty} iyG(iy) = m \) over \( y > 0 \).

**Corollary 2.5.** A function \( F \) is the \( F \)-transform of some probability measure on \( \mathbb{R} \) if and only if \( F \) maps \( \mathbb{H} \) into \( \overline{\mathbb{H}} \) and \( F(z)/z \to 1 \) as \( z \to \infty \) non-tangentially. Similarly, \( K \) is the \( K \)-transform of some probability measure on \( \mathbb{R} \) if and only if \( K \) maps \( \overline{\mathbb{H}} \) into \( -\overline{\mathbb{H}} \) and \( K(z)/z \to 0 \) as \( z \to \infty \) non-tangentially.

**Proof.** The first claim is immediate from the theorem since \( F_\mu(z) = 1/G_\mu(z) \). Similarly, for the second claim, the only thing that remains to prove is that \( \text{Im} \, K_\mu(z) \leq 0 \) for any probability measure \( \mu \). For \( c > 0 \), observe that the region
\[
\Omega_c = \{ x + iy : \text{Im} \, (1/(x + iy)) \geq c \}
\]
\[
= \{ x + iy : -y/(x^2 + y^2) \geq c \}
\]
\[
= \{ x + iy : c(x^2 + y^2) + y \leq 0 \}
\]
is a disk and in particular is convex. For \( z \in \mathbb{H} \) and \( t \in \mathbb{R} \), we have \( 1/(z - t) \in \Omega_{\text{Im} \, z} \), and hence \( G_\mu(z) = \int_\mu(z - t)^{-1} \, d\mu(t) \in \Omega_{\text{Im} \, z} \). Thus, \( \text{Im} \, F_\mu(z) \geq \text{Im} \, z \), or equivalently \( \text{Im} \, K_\mu(z) \leq 0 \).

The following result is contained in [12] Proof of Proposition 2.6] and thus we leave the reader to look up or reconstruct the proof.

**Lemma 2.6.** If \( Y \) is a tight family of probability measures, then \( zG_\mu(z) \to 1 \) as \( z \to \infty \) non-tangentially, uniformly over \( \mu \in Y \). Similarly, we have \( F_\mu(z)/z \to 1 \) and \( K_\mu(z)/z \to 0 \) as \( z \to \infty \) non-tangentially, uniformly for \( \mu \in Y \).

### 3. An operad of rooted trees

**Definition 3.1.** For \( N \in \mathbb{N} \), let \([N] = \{1, \ldots, N\}\). A string on the alphabet \([N]\) is a finite sequence \( j_1 \ldots j_\ell \) with \( j_i \in [N] \). We denote by the 0th letter of a string \( s \) by \( s(0) \). Given two strings \( s_1 \) and \( s_2 \), we denote their concatenation by \( s_1s_2 \).

**Definition 3.2.** A string \( j_1 \ldots j_\ell \) is called alternating if \( j_i \neq j_{i+1} \) for every \( i \in \{1, \ldots, \ell - 1\} \).

**Definition 3.3.** Let \( T_{N,\text{free}} \) be the (simple) graph whose vertices are the alternating strings on the alphabet \([N]\) and where the edges are given by \( s \sim js \) for every letter \( j \) and every string \( s \) that does not begin with \( j \). Note that \( T_{N,\text{free}} \) is an infinite \( N \)-regular tree. We denote the empty string by \( \emptyset \), and we view \( \emptyset \) as the preferred root vertex of the graph \( T_{N,\text{free}} \).

**Definition 3.4.** We denote by \( \text{Tree}(N) \) the set of rooted subtrees of \( T_{N,\text{free}} \) (that is, connected subgraphs containing the vertex \( \emptyset \)). Note that if \( \mathcal{T} \in \text{Tree}(N) \), then the edge set is uniquely determined by the vertex set and vice versa. Thus, we may treat \( \mathcal{T} \) merely as a set of vertices when it is notationally convenient. If \( s \in \mathcal{T} \) and \( js \in \mathcal{T} \) for some string \( s \) and some \( j \in [N] \), then we say that \( js \) is a child of \( s \) and \( s \) is the parent of \( js \).
Observation 3.5. For a rooted tree $\mathcal{T} \subseteq \mathcal{T}_{N,\text{free}}$ and $\ell \geq 0$, let $B_\ell(\mathcal{T}) \subseteq \mathcal{T}_{N,\text{free}}$ be set of strings in $\mathcal{T}$ of length $\leq \ell$ (or equivalently the closed ball of radius $\ell$ in the graph metric). Define $\rho_N : \mathcal{T}_{N,\text{free}} \times \mathcal{T}_{N,\text{free}} \to \mathbb{R}$ by
\[
\rho_N(\mathcal{T}, \mathcal{T}') = \exp(-\sup\{\ell \geq 0 : B_\ell(\mathcal{T}) = B_\ell(\mathcal{T}')\}).
\]
Then $\rho_N$ defines a metric on $\text{Tree}(N)$ (and in fact an ultrametric), which makes $\text{Tree}(N)$ into a compact metric space.

As explained in [27], the sets of trees $(\text{Tree}(k))_{k \in \mathbb{N}}$ form a topological symmetric operad. (For general background on operads, see e.g. [30], and the complete definition is also explained in [27].) We have already described the topology. The operad structure consists of composition maps
\[
\text{Tree}(k) \times \text{Tree}(n_1) \times \cdots \times \text{Tree}(n_k) \to \text{Tree}(n_1 + \cdots + n_k) : (\mathcal{T}, \mathcal{T}_1, \ldots, \mathcal{T}_k) \mapsto \mathcal{T}(\mathcal{T}_1, \ldots, \mathcal{T}_k)
\]
for each $k \in \mathbb{N}$ and $n_1, \ldots, n_k \in \mathbb{N}$, which are given as follows. Let $\mathcal{T} \in \text{Tree}(k)$ and $\mathcal{T}_j \in \text{Tree}(n_j)$, $j = 1, \ldots, k$. Define $\iota_j : [n_j] \to [N]$ by $\iota_j(i) = N_j - 1 + i$, so that $[N] = \bigsqcup_{j=1}^k [n_j]$. For a string $s \in \text{Tree}_{n_j,\text{free}}$, let $(\iota_j)_*(s)$ denote the string obtained by applying $\iota_j$ to each letter of $s$. Then we define $\mathcal{T}(\mathcal{T}_1, \ldots, \mathcal{T}_k) \in \text{Tree}(N)$ to be the rooted subtree with vertex set
\[
\bigcup_{\ell \geq 0} \bigcup_{i_1, \ldots, i_{\ell} \in \mathcal{T}} \bigcup_{s_1, \ldots, s_{\ell} \in \mathcal{T}_{s_1} \setminus \{\emptyset\}} (\iota_{i_1})_*(s_1) \cdots (\iota_{i_{\ell}})_*(s_{\ell}).
\]
In other words, the strings in $\mathcal{T}(\mathcal{T}_1, \ldots, \mathcal{T}_k)$ are obtained by taking a string $t = i_1 \ldots i_{\ell}$ in $\mathcal{T}$ and replacing each letter $i_j$ by a string $s_j$ from $\mathcal{T}_{i_j}$, with the indices appropriately shifted by $\iota_j : [n_j] \to [N]$. This composition operation satisfies the operad associativity axioms. It is also jointly continuous, and in fact, we have
\[
\rho_N(\mathcal{T}(\mathcal{T}_1, \ldots, \mathcal{T}_k), \mathcal{T}'(\mathcal{T}_1', \ldots, \mathcal{T}_k')) \leq \max(\rho_k(\mathcal{T}, \mathcal{T}'), \rho_{n_1}(\mathcal{T}_1, \mathcal{T}_1'), \ldots, \rho_{n_k}(\mathcal{T}_k, \mathcal{T}_k')),
\]
where $\mathcal{T}, \mathcal{T}' \in \text{Tree}(k)$ and $\mathcal{T}_j, \mathcal{T}_j' \in \text{Tree}(n_j)$ for $j = 1, \ldots, k$. This is because every string of length $L$ the composition has the form $(\iota_i)_*(s_1) \cdots (\iota_i)_*(s_{\ell})$ as above, where $\ell \leq L$ and $s_1, \ldots, s_{\ell}$ have length $\leq L$.

Finally, $\text{Tree}$ is a symmetric operad, which means that there is a right action of the permutation group $\text{Perm}(N)$ on $\text{Tree}(N)$ that satisfies natural compatibility properties with the operad composition (see [30]). The permutation action on $\text{Tree}(N)$ is defined as follows: For a string $s = j_1 \ldots j_{\ell}$, let $\sigma(s) = \sigma(j_1) \ldots \sigma(j_{\ell})$. Then for a tree $\mathcal{T} \subseteq \mathcal{T}_{N,\text{free}}$, let $\mathcal{T}_\sigma = \{\sigma^{-1}(s) : s \in \mathcal{T}\}$. This permutation action is continuous (and in fact isometric) on $\text{Tree}(N)$.

Central to this paper is the iterative formula [27, Proposition 6.8] which expresses convolutions over a tree $\mathcal{T}$ in terms of the convolutions over the branches of $\mathcal{T}$ for each neighbor of the root vertex. To set the stage, we define the branch operations and describe how they interact with the topological symmetric operad structure of $\text{Tree}$.

Definition 3.6. For $j \in [N]$, we define $\text{br}_j : \text{Tree}(N) \to \text{Tree}(N) \cup \{\emptyset\}$ by
\[
\text{br}_j(\mathcal{T}) = \{s \in \mathcal{T}_{N,\text{free}} : sj \in \mathcal{T}\}.
\]
This gives the branch of $\mathcal{T}$ rooted at the vertex $j$ if $j \in \mathcal{T}$ and $\emptyset$ otherwise.

Observation 3.7. The map $\text{br}_j$ is a continuous (and in fact $e^{-1}$-Lipschitz) function from the clopen set $\{\mathcal{T} \in \text{Tree}(N) : j \in \mathcal{T}\}$ into $\text{Tree}(N)$.

Observation 3.8. For $\mathcal{T} \in \text{Tree}(N)$ and $\sigma \in \text{Perm}(N)$, we have $\text{br}_j(\mathcal{T}_\sigma) = \text{br}_{\sigma(j)}(\mathcal{T})_\sigma$.

In order to describe the relationship between the branch operation and operad composition, we need some auxiliary notions. Let $\psi : [N] \to [N']$. For a string $s = j_1 \ldots j_{\ell}$ on $[N]$, let $\psi(s) = \psi(j_1) \ldots \psi(j_{\ell})$. Viewing a tree $\mathcal{T} \in \text{Tree}(N)$ as a set of strings, we may compute the image $\psi_\mathcal{T}(s)$ under the map $\psi_\mathcal{T}$. Of course, if $s$ is alternating, then $\psi_\mathcal{T}(s)$ is not necessarily alternating. Thus, $\psi_\mathcal{T}(\mathcal{T})$ will be an element of $\text{Tree}(N')$ if and only if $\psi_\mathcal{T}(s)$ is alternating for every $s \in \mathcal{T}$, or in other words, $\psi_\mathcal{T}(\mathcal{T}) \subseteq \mathcal{T}_{N',\text{free}}$. 
Lemma 3.9. Let $T_{2,\text{mono}} = \{\emptyset, 1, 2, 21\}$. Let $T \in \text{Tree}(k)$ and $T_i \in \text{Tree}(n_1), \ldots, T_k \in \text{Tree}(n_k)$. Let $N = n_1 + \cdots + n_k$ and let $i_j : [n_j] \to [N]$ be the inclusions as above. Let $\psi : [n_j + N] \to [N]$ map the first $n_j$ points monotonically onto $i_j([n_j])$ and map the last $N$ points monotonically onto $[N]$. Then for $j \in [k]$ and $i \in [n_j]$, we have

\begin{equation}
(3.3) \quad \text{br}_{i_j(i)}(T(T_1, \ldots, T_k)) = \psi_*[T_{2,\text{mono}}(\text{br}_i(T_j), \text{br}_j(T(T_1, \ldots, T_k))].
\end{equation}

Proof. By the definition of operad composition \text{(3.1)}, we can directly get

\[
\text{br}_{i_j(i)}(T(T_1, \ldots, T_k)) = \bigcup_{s_i \in T_j} \bigcup_{\substack{\ell \geq 1 \ i_1, \ldots, i_j \in T \ s_i \in T_i \ \forall t \in [\ell]}} \bigcup_{\substack{\text{for } t \in [\ell] \ s_i \in T_j, s \neq \emptyset}} (i_{1_{i_1}})_*(s)(i_{2_{i_2}})_*(s) \ldots (i_{j_{i_j}})_*(s).
\]

The branch of $T(T_1, \ldots, T_k)$ rooted at the vertex $i_j(i)$ has two parts: one is purely generated by the $T_j$; the other is generated by the composition of $T_j$ and the other $T_i$, for $i \neq j$. For second part, we can further split it into two parts. Moreover, by Definition \text{(3.2)} $T'_j := \text{br}_i(T_j) = \{s \in T_{n_j,\text{free}} : s_i \in T_j\} \in \text{Tree}(n_j)$, and $T'_2 := \text{br}_j(T(T_1, \ldots, T_k)) = \bigcup_{\substack{\ell \geq 1 \ i_1, \ldots, i_j \in T \ s_i \in T_i \ \forall t \in [\ell]}} \bigcup_{\substack{\text{for } t \in [\ell] \ s_i \in T_j, s \neq \emptyset}} (i_{1_{i_1}})_*(s)(i_{2_{i_2}})_*(s) \ldots (i_{j_{i_j}})_*(s) \in \text{Tree}(N).

Hence, by denoting $i'_1 : [n_j] \to [n_j + N]$ and $i'_2 : [N] \to [n_j + N]$ by $i'_1(i) = i$ and $i'_2(i) = i + n_j$, we have the following decomposition:

\[
T_{2,\text{mono}}(T'_1, T'_2) = \bigcup_{s \in T'_1} (i'_1)_*(s) \bigcup_{s \in T'_2} (i'_2)_*(s) \bigcup_{s_i \in T'_i \ \forall t \in [\ell]} (i_{1_{i_1}})_*(s)(i_{2_{i_2}})_*(s) \ldots (i_{j_{i_j}})_*(s).
\]

Notice that $\psi \circ i'_1(i) = i_j(i)$, for $i \in [n_j]$ and $\psi \circ i'_2(i) = i$, for $i \in [N]$. Thus, $\psi_* (i'_1)_*(s)(i'_2)_*(s)$, for $s_i \in T_j$, and $\psi_* (i'_{i_j})_*(s) = s$, for $s \in T_2$. So, by applying $\psi_*$ to $T_{2,\text{mono}}(T'_1, T'_2)$, we can deduce \text{(3.3)}.

Next, we define isomorphism of rooted trees and describe how isomorphism relates to the branch maps.

Definition 3.10. Let $T_1 \in \text{Tree}(N_1)$ and $T_2 \in \text{Tree}(N_2)$. We say a map $\phi : T_1 \to T_2$ is a homomorphism if $\phi(\emptyset) = \emptyset$ and for each vertex $s \in T_1$ and each child $s'$ of $s$, $\phi(s')$ is a child of $\phi(s)$. We say that $\phi$ is an isomorphism if it is a bijective homomorphism, and in this case, we write $T_1 \cong T_2$.

Observation 3.11. Let $T_1 \in \text{Tree}(N_1)$ and $T_2 \in \text{Tree}(N_2)$ and let $\phi : T_1 \to T_2$ be an isomorphism. Then $\phi$ defines a bijection $[N_1] \cap T_1 \to [N_2] \cap T_2$ and we have $\text{br}_j(T_1) \cong \text{br}_{\phi(j)}(T_2)$.

Definition 3.12. For $T \in \text{Tree}(N)$, let us write

\[
n(T) = |[N] \cap T| \quad m(T) = \max_{s \in T \setminus \emptyset} |\{j \in [N] : js \in T\}|,
\]

that is, $n(T)$ is the number of children of the root vertex and $m(T)$ is the maximum number of children of any other vertex of the tree.

Observation 3.13. The quantities $n(T)$ and $m(T)$ are isomorphism-invariant. If $T \in \text{Tree}(N)$, then $\max(n(T), m(T) + 1) \leq N$, and $T$ is isomorphic to some $T' \in \text{Tree}(N')$ with $N' = \max(n(T), m(T) + 1)$.
Proof. The first claim is immediate. By construction, for $T \in \text{Tree}(N)$, the root has at most $N$ children and the other vertices have at most $N-1$ children. Finally, letting $N' = \max(n(T), m(T) + 1)$, any isomorphism class of trees where the root as at most $N'$ children and the other vertices have at most $N'-1$ children can be realized by some subtree of $T_{N',\text{tree}}$. □

The final set of notation and results relates to compositions of several copies of the same tree; these remarks will be used in \cite{[27, Lemma 8.7]}. Let $T \in \text{Tree}(N)$, let $T^\circ k$ be given by $T^\circ k := \underbrace{T \circ \ldots \circ T}_{k \text{ times}}$.

Lemma 3.16. For $T_1 \in \text{Tree}(N_1)$ and $T_2 \in \text{Tree}(N_2)$, we have

\[
n(T_1 \circ T_2) = n(T_1)n(T_2)
\]

\[
m(T_1 \circ T_2) = m(T_1)n(T_2) + m(T_2).
\]

Moreover, (as in \cite{[27, Lemma 8.7]}) for $T \in \text{Tree}(N)$ with $n(T) > 1$, we have

\[
n(T^\circ k) = n(T)^k
\]

\[
m(T^\circ k) = m(T)\frac{n(T)^k - 1}{n(T) - 1}.
\]

Proof. For $j \in [N_1]$, let $i_j : [N_2] \to [N_1N_2]$ be given by $i_j(i) = (j-1)N_2 + i$. The neighbors of $\emptyset$ in $T_1 \circ T_2$ have the form $i_j(i)$ where $j$ is a neighbor of $\emptyset$ in $T_1$ and $i$ is a neighbor of $\emptyset$ in $T_2$, and hence $n(T_1 \circ T_2) = n(T_1)n(T_2)$.

Next, consider the children of some non-root vertex of $T_1 \circ T_2$. This vertex has the form $s = (i_{j_1}, s_1) \ldots (i_{j_k}, s_k)$ where $j_1, \ldots, j_k \in T$ and $s_1, \ldots, s_k \in T_2 \setminus \{\emptyset\}$. There are two ways to append a letter to the front of this string and remain in $T_1 \circ T_2$. First, we could append a letter $i$ to the front of $s_1$ in $T_2$ to obtain $(i_{j_1}, (is_1)i_{j_2}, s_2) \ldots (i_{j_k}, s_k)$; there are at most $m(T_2)$ possible ways to do this. Second, we could append $i_j(i)$ to $s$ for some $j$ such that $j_1 \ldots j_k \in T_1$ and some $i \in [N_2] \cap T_2$; there are at most $m(T_1)\ n(T_2)$ possible ways to do this. Thus, the number of children of $s$ in $T_1 \circ T_2$ is at most $m(T_1)n(T_2) + m(T_2)$. To show that this number of children is achieved in $T_1 \circ T_2 \setminus \{\emptyset\}$, pick some $j_1, \ldots, j_k \in T_1 \setminus \{\emptyset\}$ with $m(T_1)$ children, pick $s_1 \in T_2 \setminus \{\emptyset\}$ with $m(T_2)$ children, and pick $s_2, \ldots, s_k \in T_2 \setminus \{\emptyset\}$ arbitrarily. Then $s = (i_{j_1}, s_1) \ldots (i_{j_k}, s_k)$ will have exactly $m(T_1)n(T_2) + m(T_2)$ children in $T_1 \circ T_2$ by the foregoing argument.

Clearly, $n(T^\circ k) = n(T)^k$ follows by induction on $k$. For the next formula, note that

\[
m(T^{\circ (k+1)}) = m(T \circ T^\circ k) = m(T)n(T^\circ k) + m(T^{\circ k}) = m(T)n(T)^k + m(T^{\circ (k-1)}).
\]

Hence,

\[
m(T^\circ k) = m(T) + \sum_{j=1}^{k-1} [m(T^{\circ (j+1)}) - m(T^{\circ j})] = \sum_{j=0}^{k-1} m(T)n(T)^j = m(T)\frac{n(T)^k - 1}{n(T) - 1}.
\]

Lemma 3.17. Let $T_1 \in \text{Tree}(N_1)$, $T_2 \in \text{Tree}(N_2)$, $T_1' \in \text{Tree}(N_1')$, $T_2' \in \text{Tree}(N_2')$. If $T_1 \cong T_1'$ and $T_2 \cong T_2'$ as rooted trees, then $T_1 \circ T_2 \cong T_1' \circ T_2'$. 


Proof. Let $\phi_1 : T_1 \to T'_1$ and $\phi_2 : T_2 \to T'_2$ be isomorphisms. Let $\iota_j : [N_2] \to [N_1 N_2]$ be given by $\iota_j(i) = (j-1)N_2 + i$, and define $\iota'_j$ analogously for $N'_1$ and $N'_2$ instead of $N_1$ and $N_2$. Then we define an isomorphism $\psi : T_1 \circ T_2 \to T'_1 \circ T'_2$ as follows. Any vertex of $T_1 \circ T_2$ has the form $(\iota_{j_1})_*(s_1) \ldots (\iota_{j_\ell})_*(s_\ell)$, where $j_1 \ldots j_\ell \in T_1$ (here $\ell \geq 0$) and $s_1 \in T_2 \setminus \{\emptyset\}$. Now $\phi_1(j_1 \ldots j_\ell)$ must be a string of the same length, so suppose that $\phi_1(j_1 \ldots j_\ell) = j'_1 \ldots j'_{\ell}$. Then we define

$$
\psi((\iota_{j_1})_*(s_1) \ldots (\iota_{j_\ell})_*(s_\ell)) = ((\iota'_{j'_1})_*(\phi_2(s_1)) \ldots ((\iota'_{j'_\ell})_*(\phi_2(s_\ell)).
$$

Since $\phi_1$ and $\phi_2$ are isomorphisms, the right-hand side will realize every possible string from $T'_1 \circ T'_2$, and in fact will be a bijection. The only thing left to prove is that $\psi$ preserves parent-child relationships, and this is done by examining the two cases of children as in the proof of the previous lemma. $\Box$

4. Tree Convolutions

The main result of this section is the following theorem:

**Theorem 4.1.** There exists a unique function

$$
\text{Tree}(N) \times \mathcal{P}(\mathbb{R})^N \to \mathcal{P}(\mathbb{R}) : (T, \mu_1, \ldots, \mu_N) \mapsto \mathbb{F}_T(\mu_1, \ldots, \mu_N)
$$

that is continuous in $\mathcal{T}$ and satisfies

$$
K_{\mathbb{F}_T}(\mu_1, \ldots, \mu_N)(z) = \sum_{j \in \mathcal{T}} K_{\mu_j}(z - K_{\mathbb{F}_{b_{\theta j}}}(\mu_1, \ldots, \mu_N)(z)).
$$

In fact, this map is jointly continuous $\text{Tree}(N) \times \mathcal{P}(\mathbb{R})^N \to \mathcal{P}(\mathbb{R})$.

The convolution will be constructed by iteration to a fixed point similar to the description of free and subordination convolutions in [9]. One of the main ingredients in the proof is the Earle-Hamilton theorem, which is a fixed-point theorem for holomorphic functions between Banach spaces.

**Definition 4.2** (See [18, 19, 50]). Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces and let $\Omega$ be an open subset of $\mathcal{X}$. A function $f : \Omega \to \mathcal{Y}$ is holomorphic if

1. For each $x \in \mathcal{X}$, there exists $r > 0$ such that $B(x, r) \subseteq \Omega$ and $f(B(x, r))$ is bounded.
2. For each $x, x' \in \mathcal{X}$ and $\phi \in \mathcal{Y}'$, the function $C \to C$ mapping $z$ to $\phi(f(x + zx'))$ is holomorphic on the region where it is defined.

**Theorem 4.3** (Earle-Hamilton [19]). Let $\mathcal{X}$ be a Banach space and $\Omega$ an open subset of $\mathcal{X}$. Suppose that $F : \Omega \to \Omega$ is holomorphic, $F(\Omega)$ is bounded, and $d(F(\Omega), \Omega^c) > 0$. Then $F$ has a unique fixed point in $\Omega$ and for any $x \in \Omega$, the iterates $F^n(x)$ converge to the fixed point as $n \to \infty$.

We also use the following lemma about $K$-transforms and truncated cones. For $a > 0$ and $0 < b < c$, we define

$$
\Gamma_{a,b,c} := \{z : \text{Im } z \geq \max(a|z|, b), |z| \leq c\}.
$$

Note that $\Gamma_{a,b,c}$ is convex.

**Lemma 4.4.** Let $Y \subseteq \mathcal{P}(\mathbb{R})$ be compact, let $N > 0$, and suppose that

$$
0 < a_0 < a_1 < a_2, \quad 0 < b_2 < b_1 < b_0 < c_0 < c_1 < c_2.
$$

Then for sufficiently large $t$, we have

$$
\mu \in Y, z \in \Gamma_{a_0,tb_0,tc_0}, w \in \Gamma_{a_2,tb_2,tc_2} \implies z - NK_{\mu}(w) \in \Gamma_{a_1,tb_1,tc_1}.
$$

**Proof.** Let

$$
\epsilon(t) = \sup_{\mu \in Y} \sup_{w \in \Gamma_{a_2,tb_2}} \frac{N|K_{\mu}(w)|}{|w|}.
$$

Note that $\epsilon(t) \to 0$ as $t \to \infty$ using Lemma 2.3. Let $z \in \Gamma_{a_0,tb_0,tc_0}$ and $w \in \Gamma_{a_2,tb_2,tc_2}$. Note that

$$
\frac{\text{Im}(z - NK_{\mu}(w))}{|z - NK_{\mu}(w)|} \geq \frac{\text{Im}(z) - \epsilon(t)|w|}{|z| + \epsilon(t)|w|} \geq \frac{\text{Im}(z) - \epsilon(t)(tc_2/tb_0)}{|z| + \epsilon(t)(tc_0/tb_0)|z|} \geq \frac{b_0 - \epsilon(t)c_2}{b_0 + \epsilon(t)c_2} \frac{\text{Im } z}{|z|} \geq \frac{b_0 - \epsilon(t)c_2}{b_0 + \epsilon(t)c_2}.
$$
where we have used the fact that $|z| \geq \text{Im } z \geq b_0$. Since $\epsilon(t) \to 0$, we have for sufficiently large $t$ that

$$\frac{b_0 - \epsilon(t)c_2}{b_0 + \epsilon(t)c_2} \geq a_1.$$ 

Next, note that

$$\text{Im } (z - NK_\mu(w)) \geq \text{Im } (z) - \epsilon(t)|w| \geq t[b_0 - \epsilon(t)c_2].$$

This will be $\geq b_1$ provided that $t$ is large enough that $b_0 - \epsilon(t)c_2 \geq b_1$. Finally,

$$|z - NK_\mu(w)| \leq |z| + \epsilon(t)|w| \leq tc_0 + \epsilon(t)c_2 = t(c_0 + \epsilon(t)c_2).$$

This will be $\leq tc_1$ provided that $t$ is large enough that $c_0 + \epsilon(t)c_2 \leq c_1$. $\square$

Proof of Theorem 4.1

First, let us prove the uniqueness claim. Note that if $\mathcal{T}$ is a finite tree of depth $d$, then (4.1) expresses $K_{\mathcal{T}}(\mu_1, \ldots, \mu_N)$ in terms of the branches of $\mathcal{T}$, which are trees of depth at most $d - 1$. Therefore, by induction, $\mathcal{T}(\mu_1, \ldots, \mu_N)$ is uniquely determined for all finite trees in $\text{Tree}(N)$. However, finite trees are dense in $\text{Tree}(N)$, so by continuity, $\mathcal{T}(\mu_1, \ldots, \mu_N)$ is uniquely determined for every tree.

To prove the existence and continuity claims, we begin more generally. Let $Y$ be a compact subset of $\mathcal{P}(\mathbb{R})$, and fix some

$$a_0 > a_1 > a_2 > 0, \quad 0 < b_1 < b_0 < c_0 < c_1 < c_2.$$ 

Fix some $t$ as in the conclusion of Lemma 4.4. We will apply the Earle-Hamilton theorem with

$$\mathcal{X} = C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}), \quad \Omega = C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_2,tb_2,tc_2})^\circ).$$

To check that $\Omega$ is open, note that because $\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}$, any continuous function $f$ from this space into $(\Gamma_{a_2,tb_2,tc_2})^\circ$ will have compact image, hence the image will be separated by a positive distance $\delta$ from $\mathbb{C} \setminus \Gamma_{a_2,tb_2,tc_2}$, and then $C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_2,tb_2,tc_2})^\circ)$ contains the ball of radius $\delta/2$ around $f$ in $C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0})$.

Now let $\mathcal{F} : \Omega \to \mathcal{X}$ be given by

$$\mathcal{F}(f)(\mathcal{T}, \mu_1, \ldots, \mu_N, z) = z - \sum_{j \in \mathcal{T} \cap [N]} K_{\mu_j}(f(\text{br}_j(\mathcal{T}), \mu_1, \ldots, \mu_N, z)).$$

Because $\text{br}_j$ is continuous, it is straightforward to check that $\mathcal{F}(f)$ is continuous, hence is an element of $\mathcal{X}$. Because $K_{\mu_j}$ is holomorphic, it follows that $\mathcal{F}$ is a holomorphic function $\Omega \to \mathcal{X}$. Indeed, it suffices to check that for each $j$ the holomorphicity of the map $\mathcal{F}_j$ given by

$$\mathcal{F}_j(f)(\mathcal{T}, \mu_1, \ldots, \mu_N, z) = 1_{j \in \mathcal{T}} K_{\mu_j}(f(\text{br}_j(\mathcal{T}), \mu_1, \ldots, \mu_N, z)).$$

Letting $\text{Tree}(N, j) = \{ \mathcal{T} \in \text{Tree}(N) : j \in \mathcal{T} \}$, we can write $\mathcal{F}_j$ as the composition of the following maps:

- The map $C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_2,tb_2,tc_2})^\circ) \to C(\text{Tree}(N, j) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_2,tb_2,tc_2})^\circ)$ given by precomposition in the $T$-coordinate with $\text{br}_j : \text{Tree}(N, j) \to \text{Tree}(N)$. This is the restriction of a linear transformation $C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}) \to C(\text{Tree}(N, j) \times Y^N \times \Gamma_{a_0,tb_0,tc_0})$, hence is holomorphic.
- Pointwise application of $K_{\mu_j}$, which maps $C(\text{Tree}(N, j) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_2,tb_2,tc_2})^\circ)$ holomorphically into $C(\text{Tree}(N, j) \times Y^N \times \Gamma_{a_0,tb_0,tc_0})$.
- The inclusion map $C(\text{Tree}(N, j) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}) \to C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0})$ given by extension by zero (recall that $\text{Tree}(N, j)$ is clopen in $\text{Tree}(N)$). This map is linear, hence holomorphic.

We claim that

$$\mathcal{F}(\Omega) \subseteq C(\text{Tree}(N) \times Y^N \times \Gamma_{a_0,tb_0,tc_0}, (\Gamma_{a_1,tb_1,tc_1})^\circ) \subseteq \Omega.$$ 

Fix $f \in \Omega$, and fix $\mu_1, \ldots, \mu_N$, and $z$. By our choice of $t$ (see Lemma 4.4, since $\mu_j \in Y$ and $z \in \Gamma_{a_0,tb_0,tc_0}$ and $f(\text{br}_j(\mathcal{T}), \mu_1, \ldots, \mu_N, z) \in \Gamma_{a_2,tb_2,tc_2}$, we have

$$z - NK_{\mu_j}(f(\text{br}_j(\mathcal{T}), \mu_1, \ldots, \mu_N, z)) \in \Gamma_{a_1,tb_1,tc_1}.$$
Now because \( \Gamma_{\alpha_1, \theta_3, t_c} \) is convex and contains \( z \), the point

\[
z = \sum_{j \in \mathbb{N} \cap \mathbb{U}} K_{\mu_j}(f(\text{br}_j(T), \mu_1, \ldots, \mu_N, z)) = \frac{[N] \cap \mathbb{T}}{N} z + \sum_{j \in \mathbb{N} \cap \mathbb{T}} \frac{1}{N} (z - N K_{\mu_j}(f(\text{br}_j(T), \mu_1, \ldots, \mu_N, z)))
\]

is in \( \Gamma_{\alpha_1, \theta_3, t_c} \). Therefore, \( \mathcal{F}(f)(T, \mu_1, \ldots, \mu_N, z) \in \Gamma_{\alpha_1, \theta_3, t_c} \), demonstrating \( 1 \).

Now \( \Gamma_{\alpha_1, \theta_3, t_c} \) is separated by a positive distance \( \delta \) from \( \Gamma_{\alpha_2, \theta_2, t_c} \). This implies that \( C(\text{Tree}(N) \times Y^N \times \Gamma_{\alpha_3, \theta_3, t_c}, \Gamma_{\alpha_1, \theta_3, t_c}) \) is separated by \( \delta \) from the complement of \( \Omega = C(\text{Tree}(N) \times Y^N \times \Gamma_{\alpha_3, \theta_3, t_c}, (\Gamma_{\alpha_2, \theta_2, t_c})^\circ) \). Therefore, the Earle-Hamilton theorem applies and there is a unique \( f \in \Omega \) that satisfies \( \mathcal{F}(f) = f \). Moreover, the iterates \( \mathcal{F}^\infty(z) \) (where \( z \) represents the constant function with value \( z \)) converge to \( f \) in \( C(\text{Tree}(N) \times Y^N \times \Gamma_{\alpha_3, \theta_3, t_c}, (\Gamma_{\alpha_2, \theta_2, t_c})^\circ) \) as \( n \to \infty \).

Now we can prove the existence claim. Fix \( \mu_1, \ldots, \mu_N \). In the foregoing argument, we can take \( Y = \{ \mu_1, \ldots, \mu_N \} \), which is clearly compact. Let

\[
\mathcal{F}_{T, \mu_1, \ldots, \mu_N}^0(z) = z
\]

and

\[
\mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n+1)}(z) = z - \sum_{j \in \mathbb{N} \cap \mathbb{T}} K_{\mu_j}((\mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n)}(z)).
\]

By a straightforward induction argument, \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n+1)}(z) \) is well-defined and is a holomorphic map from the upper half-plane to itself. Moreover,

\[
\mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n)}(\Gamma_{\alpha_3, \theta_3, t_c}) = \mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{\infty}(z)(T, \mu_1, \ldots, \mu_N, t).
\]

Hence, the preceding argument shows that \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n)} \) converges uniformly on \( \Gamma_{\alpha_3, \theta_3, t_c} \) as \( n \to \infty \). Because \( \text{Hol}(\mathbb{H}, \mathbb{H}) \) is a normal family when the target space is viewed as a subset of the Riemann sphere, it follows that \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}^{(n)} \) converges locally uniformly on all of \( \mathbb{H} \) as \( n \to \infty \) to some function \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N} \), which must map into \( \mathbb{H} \) by Hurwitz’s theorem. The identity

\[
\mathcal{F}_{T, \mu_1, \ldots, \mu_N}(z) = z - \sum_{j \in \mathbb{N} \cap \mathbb{T}} K_{\mu_j}((\mathcal{F}_{br_j(T), \mu_1, \ldots, \mu_N}(z))
\]

holds on \( \Gamma_{\alpha_3, \theta_3, t_c} \) by the foregoing argument, and hence it holds on all of \( \mathbb{H} \) by the identity theorem.

Next, we argue that \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N} \) is the \( F \)-transform of some probability measure \( \mu \). By Nevanlinna’s theorem, it suffices to show that \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}^t(i t) \to i \) as \( t \to +\infty \) on the positive real axis. For this purpose, let us forget the original values of \( a_j, b_j, c_j \) and \( t \). Given a neighborhood \( U \) of \( i \), we may always choose \( a_0 > a_1 > a_2 > 0 \) and \( 0 < b_2 < b_1 < b_0 < c_0 < c_1 < c_2 \) such that

\[
\Gamma_{\alpha_1, \theta_3, t_c} \subseteq U.
\]

If \( t \) is sufficiently large, then the foregoing argument shows that

\[
\mathcal{F}_{T, \mu_1, \ldots, \mu_N}(\Gamma_{\alpha_3, \theta_3, t_c}) \subseteq \Gamma_{\alpha_1, \theta_3, t_c}
\]

since the fixed point of \( \mathcal{F} \) must clearly be in \( \mathcal{F}(\Omega) \). In particular, since \( it \in t\Gamma_{\alpha_3, \theta_3, t_c} = \Gamma_{\alpha_3, \theta_3, t_c} \), we get \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}(it) \in \Gamma_{\alpha_1, \theta_3, t_c} = \Gamma_{\alpha_1, \theta_3, t_c} \) and hence \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N}(it)/t \in U \). Thus, \( \mathcal{F}_{T, \mu_1, \ldots, \mu_N} \) is the \( F \)-transform of some probability measure \( P(\mu_1, \ldots, \mu_N) \). This concludes the existence claim.

Finally, we must show joint continuity of \( (T, \mu_1, \ldots, \mu_N) \to P(\mu_1, \ldots, \mu_N) \). Since \( P(\mathbb{R}) \) is metrizable by Prokhorov’s theorem, it suffices to show sequential continuity, which in turn will follow if we show that the map is continuous on \( \text{Tree}(N) \times Y^N \) for every compact \( Y \subseteq P(\mathbb{R}) \). Fix constants \( a_0 > a_1 > a_2 > 0 \) and \( 0 < b_2 < b_1 < b_0 < c_0 < c_1 < c_2 \) and let \( t \) be as in Lemma 4.3. Then by the previous argument involving the Earle-Hamilton theorem, the map

\[
\text{Tree}(N) \times Y^N \times \Gamma_{\alpha_3, \theta_3, t_c} \to \Gamma_{\alpha_1, \theta_3, t_c} \times \Gamma_{\alpha_1, \theta_3, t_c} : (T, \mu_1, \ldots, \mu_N, z) \mapsto \mathcal{F}_{T, \mu_1, \ldots, \mu_N}(z)
\]

is jointly continuous, due to the definition of the set \( \Omega \). Since the domain of this function is compact, it is uniformly continuous, and hence

\[
\text{Tree}(N) \times Y^N \to C(\Gamma_{\alpha_3, \theta_3, t_c}, \Gamma_{\alpha_1, \theta_3, t_c} : (T, \mu_1, \ldots, \mu_N) \mapsto \mathcal{F}_{T, \mu_1, \ldots, \mu_N}|_{\Gamma_{\alpha_3, \theta_3, t_c}}
\]
is continuous. Because $\text{Hol}(\mathbb{H}, \mathbb{H})$ is a normal family, uniform convergence on $\Gamma_{a_0 \theta_0, \tau_0}$ of a sequence $F_n$ in $\text{Hol}(\mathbb{H}, \mathbb{H})$ to some $F \in \text{Hol}(\mathbb{H}, \mathbb{H})$ implies local uniform convergence $F_n \rightarrow F$ on all of $\mathbb{H}$. Hence, we have continuity of the map

$$\text{Tree}(N) \times Y^N \rightarrow \text{Hol}(\mathbb{H}, \mathbb{H}) : (\mathcal{T}, \mu_1, \ldots, \mu_N) \mapsto F_{\mathcal{T}, \mu_1, \ldots, \mu_N}.$$ 

But by Lemma 2.2 this is equivalent to continuity of $(\mathcal{T}, \mu_1, \ldots, \mu_N) \mapsto \psi_{\mathcal{T}}(\mu_1, \ldots, \mu_N)$, which is what we wanted to prove.

**Corollary 4.5.** The convolution operation defined in Theorem 4.1 in the case of compactly supported measures agrees with the one defined in [27] for $\mathcal{B} = \mathbb{C}$.

**Proof.** Let $\mathcal{T} \in \text{Tree}(N)$, and let $\mu_1, \ldots, \mu_N$ be probability measures supported in $[-R, R]$. The paper [27] took the viewpoint of treating the measures as positive linear functionals on the polynomial algebra, which is equivalent in the case of compactly supported measures. The convolution operation in [27] was shown to satisfy (4.1) and (4.2); see section 6.3, equation (6.3) in [27]. Now the $\mathcal{T}$-free convolution of $\mu_1, \ldots, \mu_N$ is supported in $[-NR, NR]$, and the moments depend continuously on $\mathcal{T}$; see [27] §5.2. Therefore, the convolution in [27] for $\mu_1, \ldots, \mu_N$ satisfies the fixed point equation and continuity property of Theorem 4.1, so it agrees with the convolution defined in that theorem.

Here are a few simple cases of convolution operations that we will use later.

**Example 4.6.** Let $\mathcal{T} = \{\emptyset\} \in \text{Tree}(N)$. Then

$$K_{\psi_{\mathcal{T}}(\mu_1, \ldots, \mu_N)}(z) = 0$$

because it the sum over an empty index set. Hence, $\psi_{\mathcal{T}}(\mu_1, \ldots, \mu_N) = \delta_0$.

**Example 4.7.** Let $\mathcal{T}_N, \text{bool} = \{\emptyset\} \cup \{N\} \in \text{Tree}(N)$. Then $\psi_{\mathcal{T}_N, \text{bool}}(\{\emptyset\}) = \emptyset$. Therefore,

$$K_{\psi_{\mathcal{T}_N, \text{bool}}(\mu_1, \ldots, \mu_N)}(z) = \sum_{j=1}^{N} K_{\mu_j}(z - K_{\delta_0}(z)) = \sum_{j=1}^{N} K_{\mu_j}(z).$$

The convolution $\psi_{\mathcal{T}_N, \text{bool}}(\mu_1, \ldots, \mu_N)$ is called the *boolean convolution* of $\mu_1, \ldots, \mu_N$ and it is commonly denoted $\bigcup_{j=1}^{N} \mu_j$ or $\mu_1 \sqcup \cdots \sqcup \mu_N$ (see [33]). Boolean convolution corresponds to addition of the $K$-transforms. Hence, the binary boolean convolution operation $\sqcup$ is commutative and associative. Since the boolean convolution is independent of the order of the measures, we may unambiguously write $\bigcup_{s \in S} \mu_s$ where $S$ is a finite set.

**Example 4.8.** Let $\mathcal{T}_{\text{ortho}} = \{\emptyset, 1, 21\}$. Then $\psi_{\mathcal{T}_{\text{ortho}}}(\mu_1, \mu_2)$ is called the *orthogonal convolution* and is denoted $\mu_1 \triangleright \mu_2$ (see [32]). Note that $\psi_{\mathcal{T}_{\text{ortho}}}(\{\emptyset\}) = \emptyset$ and $\psi_{\mathcal{T}_{\text{ortho}}}(\{\emptyset\}) = \{\emptyset\}$. Therefore,

$$K_{\mu_1 \triangleright \mu_2}(z) = K_{\mu_1}(z - K_{\mu_2}(z)) = K_{\mu_1} \circ F_{\mu_2}(z).$$

**Remark 4.9.** The fixed point equation (4.1) can be expressed alternatively in terms of the boolean and orthogonal convolution as

$$(4.3) \quad \psi_{\mathcal{T}}(\mu_1, \ldots, \mu_N) = \bigcup_{j \in \{N\} \cap \mathcal{T}} (\mu_j \triangleright \psi_{\mathcal{T}_j}(\mu_1, \ldots, \mu_N)).$$

Iterating this formula enables us to express the convolution associated to any finite tree in terms of the boolean and orthogonal convolutions. The case of compactly supported measures was already done in [27] §6.3, and this is a generalization of Lenczewski’s earlier work on decompositions of the free convolution [32].

**Example 4.10.** Let $\mathcal{T}_{2, \text{mono}} = \{\emptyset, 1, 2, 21\}$. Then $\psi_{\mathcal{T}_{2, \text{mono}}}(\mu_1, \mu_2)$ is called the *monotone convolution* of $\mu_1$ and $\mu_2$ and is denoted $\mu_1 \triangleright_{\text{mono}} \mu_2$ (see [36, 37]). Computing iteratively with (4.1) yields

$$(4.4) \quad \mu_1 \triangleright_{\text{mono}} \mu_2 = (\mu_1 \triangleright \mu_2) \sqcup \mu_2$$
or equivalently

\[ K_{\mu_1 \triangleright \mu_2}(z) = K_{\mu_1}(z - K_{\mu_2}(z)) + K_{\mu_2}(z), \]

which implies that \( F_{\mu_1 \triangleright \mu_2} = F_{\mu_1} \circ F_{\mu_2} \). In the next section, we will use two more simple identities relating boolean, monotone, and orthogonal convolution. First,

\[ \lambda \vdash (\mu \triangleright \nu) = (\lambda \vdash \mu) \uplus \nu, \]

holds because \( K_{\lambda} \circ (F_{\mu} \circ F_{\nu}) = (K_{\lambda} \circ F_{\mu}) \circ F_{\nu} \). Second,

\[ \left( \bigcup_{j=1}^{N} \mu_j \right) \vdash \nu = \bigcup_{j=1}^{N} (\mu_j \vdash \nu) \]

holds because \((\sum_{j=1}^{N} K_{\mu_j}) \circ F_{\nu} = \sum_{j=1}^{N} K_{\mu_j} \circ F_{\nu}\).

\textbf{Remark 4.11.} Let us explain the connection in the free case to earlier work such as [13, 22, 9] more precisely. Let \( T_{2, \text{free}} \) consist of all alternating strings on \( \{1, 2\} \), let \( \mathcal{T}_{\text{sub}} = \{\emptyset, 1, 21, 121, \ldots\} \), and let \( \mathcal{T}_{\text{sub}}^1 = \{\emptyset, 2, 12, 212, \ldots\} \). By computing the branches of \( T_{2, \text{free}}, \mathcal{T}_{\text{sub}} \) and \( \mathcal{T}_{\text{sub}}^1 \) and applying (4.3), we obtain

\[ \Theta_{T_{2, \text{free}}} = (\mu \vdash \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu)) \uplus (\nu \vdash \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu))) \]

\[ \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu)) = \mu \vdash \Theta_{\mathcal{T}_{\text{sub}}}^1((\mu, \nu)) \]

\[ \Theta_{\mathcal{T}_{\text{sub}}}^1((\mu, \nu)) = \mu \vdash \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu)). \]

Therefore, when computing the free convolution by the fixed-point iteration, one only has to work with the three trees \( T_{2, \text{free}}, \mathcal{T}_{\text{sub}}, \) and \( \mathcal{T}_{\text{sub}}^1 \). One also deduces from these equations that \( \Theta_{T_{2, \text{free}}}((\mu, \nu)) = \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu)) \uplus \Theta_{\mathcal{T}_{\text{sub}}}^1((\mu, \nu)). \) Thus, to compute \( \Theta_{T_{2, \text{free}}}((\mu, \nu)) \), it suffices to compute \( \Theta_{\mathcal{T}_{\text{sub}}}((\mu, \nu)) \) and \( \Theta_{\mathcal{T}_{\text{sub}}}^1((\mu, \nu)) \) by a pair of fixed-point equations as in [9].

The convolution operation associated to \( T_{2, \text{free}} \) is called the \textit{free convolution} \( \mu \boxplus \nu \). The convolution operation associated to \( \mathcal{T}_{\text{sub}} \) is called the \textit{subordination convolution} and is denoted \( \mu \boxdot \nu \). Furthermore, it is easy to check (and follows from Proposition 5.1 below) that \( \Theta_{\mathcal{T}_{\text{sub}}}^1((\mu, \nu)) = \Theta_{\mathcal{T}_{\text{sub}}}((\nu, \mu)) = \nu \boxdot \mu \). Thus,

\[ \mu \boxdot \nu = (\mu \boxplus \nu) \uplus (\nu \boxplus \mu) \]

\[ \mu \boxplus \nu = \mu \vdash (\nu \boxdot \mu) \]

\[ \nu \boxplus \mu = \nu \vdash (\mu \boxdot \nu). \]

This implies

\[ \mu \boxplus \nu = (\mu \boxplus \nu) \uplus (\nu \vdash (\mu \boxdot \nu)) = \nu \triangleright (\mu \boxdot \nu). \]

Hence, \( F_{\mu \boxplus \nu} = F_{\nu} \circ F_{\mu \boxdot \nu} \), and similarly, \( F_{\mu \boxdot \nu} = F_{\mu} \circ F_{\nu \boxplus \mu} \). Together with \( F_{\mu \boxdot \nu}(z) = F_{\mu \boxplus \nu}(z) + F_{\nu}(z) - z \), this implies that \( F_{\mu \boxplus \nu}^{-1}(z) + F_{\nu}^{-1}(z) - z = F_{\mu \boxdot \nu}^{-1}(z) \) whenever these functions are defined. In other words, the definition of \( \mu \boxplus \nu \) here agrees with that of [13].

5. Convolution and the Operad Structure

In this section, we describe how the convolution operation of Theorem 4.1 relates to the operations in the operad Tree. We start out with two propositions that prove permutation-equivariance as well as more general convolution identities. We remark that Propositions 5.1 and 5.2 imply that all the same convolution identities as in [27, §6] hold for arbitrary probability measures on \( \mathbb{R} \) since the only ingredients needed in the proofs are the relations (4.1) and (4.2).

\textbf{Proposition 5.1.} Let \( \psi : [N] \to [N'] \) be surjective. Let Tree(\( \psi \)) be the set of trees \( T \in \text{Tree}(N) \) such that \( \psi_s(s) \) is alternating for every \( s \in T \) and such that \( \psi_s|T \) is injective. Let \( \mu_1, \ldots, \mu_{N'} \in \mathcal{P}(\mathbb{R}) \) and \( T \in \text{Tree}(\psi) \). Then

\[ \Theta_T((\mu_1 \psi_1), \ldots, (\mu_N \psi_N)) = \Theta_{\psi_s(T)}((\mu_1, \ldots, \mu_{N'})). \]
In the case of compactly supported measures, this proposition follows from \cite[Corollary 5.15]{27}. One can deduce the general case by continuity because compactly supported measures are dense in $\mathcal{P}(\mathbb{R})$. But below we give an alternative self-contained argument directly from Theorem 4.1.

**Proof of Proposition 5.2.** Note that $\text{Tree}(\psi)$ is closed under taking branches and rooted subtrees. Therefore, finite trees are dense in $\text{Tree}(\psi)$, so by continuity, it suffices to prove (5.1) when $\mathcal{T}$ is finite. We proceed by induction on the depth of $\mathcal{T}$. When the depth of $\mathcal{T}$ is zero, (5.1) holds because both sides are $\delta_0$. For the inductive step, consider a finite tree $\mathcal{T}$ of depth $d$. By Theorem 4.1,

$$\bigoplus_{\mathcal{T}}(\mu_1, \ldots, \mu_{\psi(N)}) = \bigcup_{j \in [N] \cap \mathcal{T}} (\mu_{\psi(j)} \oplus \bigoplus_{\text{br}_j(\mathcal{T})} (\mu_{\psi(1)}, \ldots, \mu_{\psi(N)})).$$

Since $\psi_*|_{\mathcal{T}}$ is injective, each neighbor $i$ of the $\emptyset$ in $\psi_*|_{\mathcal{T}}$ is the image of a single neighbor $j$ of $\emptyset$ in $\mathcal{T}$. Moreover, $\text{br}_j(\psi_*|_{\mathcal{T}}) = \psi_*|_{\text{br}_j(\mathcal{T})}$. Since $\text{br}_j(\mathcal{T})$ has depth strictly less than $d$, the inductive hypothesis implies that

$$\bigoplus_{\text{br}_j(\mathcal{T})}(\mu_{\psi(1)}, \ldots, \mu_{\psi(N)}) = \bigoplus_{\psi_*|_{\mathcal{T}}}(\mu_1, \ldots, \mu_N).$$

Therefore, the above expression equals

$$\bigoplus_{\mathcal{T}}(\mu_1, \ldots, \mu_{\psi(N)}) = \bigcup_{\mathcal{T} \in \text{Tree}[N]} (\mu_{\psi(1)}, \ldots, \mu_{\psi(N)}),$$

which completes the inductive step and hence the proof.

Since any function is the composition of a surjection and injection, to understand the general case of $\psi : [N] \to [N']$, all that is left is to handle the injective case. Due to permutation-equivariance, we may restrict our attention to the canonical inclusion $[N] \to [N']$ for $N' > N$ sending $j$ to itself in order to simplify notation.

**Proposition 5.2.** Let $N < N'$. Let $\iota : [N] \to [N']$ be the canonical inclusion. Then for $\mathcal{T} \in \text{Tree}(N)$ and $\mu_1, \ldots, \mu_N \in \mathcal{P}(\mathbb{R})$, we have

$$\bigoplus_{\mathcal{T}}(\mu_1, \ldots, \mu_N) = \bigoplus_{\mathcal{T}}(\iota(\mu_1), \ldots, \iota(\mu_N)).$$

**Proof.** Let $M(\mathcal{T}) = \bigoplus_{\psi_*|_{\mathcal{T}}}(\mu_1, \ldots, \mu_N)$. Note that

$$M(\mathcal{T}) = \bigcup_{j \in [N'] \cap \mathcal{T}} \mu_j \oplus \bigoplus_{\text{br}_j(\mathcal{T})} (\mu_1, \ldots, \mu_{\psi(N)}).$$

But $[N'] \cap \iota_*|_{\mathcal{T}}(\mathcal{T}) = \iota([N] \cap \mathcal{T})$ and $\text{br}_j(\iota_*|_{\mathcal{T}}(\mathcal{T})) = \iota_*|_{\text{br}_j(\mathcal{T})}$. Thus,

$$M(\mathcal{T}) = \bigcup_{j \in [N] \cap \mathcal{T}} \mu_j \oplus \bigoplus_{\iota_*|_{\text{br}_j(\mathcal{T})}} (\mu_1, \ldots, \mu_{\psi(N)}) = \bigcup_{j \in [N] \cap \mathcal{T}} \mu_j \oplus M(\text{br}_j(\mathcal{T})).$$

Thus, $M(\mathcal{T})$ satisfies the fixed-point equation (4.1). It also depends continuously on $\mathcal{T}$ since $\mathcal{T} \mapsto \iota_*|_{\mathcal{T}}$ is isometric. Therefore, by Theorem 4.1, $M(\mathcal{T}) = \bigoplus_{\mathcal{T}}(\mu_1, \ldots, \mu_N)$. □

The next theorem shows that the convolution operation $\bigoplus_{\mathcal{T}}$ respects operad composition.

**Theorem 5.3.** Let $\mathcal{T} \in \text{Tree}(k)$ and $\mathcal{T}_1 \in \text{Tree}(n_1), \ldots, \mathcal{T}_k \in \text{Tree}(n_k)$. Let $N = n_1 + \cdots + n_k$. For each $j \in [k]$ and $i \in [n_j]$, let $\mu_{i,j} \in \mathcal{P}(\mathbb{R})$. Then have

$$\bigoplus_{\mathcal{T}}(\mu_{i_1,j_1}, \ldots, \mu_{i_k,j_k}) = \bigoplus_{\mathcal{T}}(\bigoplus_{\mathcal{T}_1} (\mu_{1,1,j_1}, \ldots, \mu_{1,1,k_1}), \ldots, \bigoplus_{\mathcal{T}_k} (\mu_{k,1,j_k}, \ldots, \mu_{k,1,k_k})).$$

In the case of compactly supported measures, this result follows immediately from \cite[Corollary 5.13]{27} taking $\mathcal{B} = \mathbb{C}$. Because compactly supported measures are dense in $\mathcal{P}(\mathbb{R})$ and because of continuity of the convolution operations in Theorem 4.1, it follows that the identity holds for all measures in $\mathcal{P}(\mathbb{R})$. Although this argument is satisfactory, we will also present an alternative proof directly from Theorem 4.1 that is self-contained and elucidates the connection between the fixed-point equation in Theorem 4.1, the operad structure, and the branch maps.
Proof of Theorem 5.3. First, we prove the case of the theorem where $T = T_{2,\text{mono}}$. In other words, we want to establish the identity

\[(5.3) \quad \boxplus_{T_{2,\text{mono}}(T_1, T_2)}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) = \boxplus_{T_1}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \boxplus_{T_2}(\mu_2, 1, \ldots, \mu_2, n_2) \]

for $T_1 \in \text{Tree}(n)$ and $T_2 \in \text{Tree}(n)$ and for probability measures $\mu_{j,i}$. Note that both sides depend continuously on $T_1$ and $T_2$, using continuity of the operad composition in Tree and continuity of the convolution operation in Theorem 4.1. Therefore, it suffices to prove the statement when $T_1$ and $T_2$ are finite trees.

We proceed by induction on the depth of $T_1$ plus the depth of $T_2$. In the base case of combined depth 0, we have $T_1 = \{\emptyset\}$, and hence $T_{2,\text{mono}}(T_1, T_2) = T_2$ and $\boxplus_{T_1}(\mu_1, \ldots, \mu_m) = \delta_0$, so the claim holds.

For the inductive step, consider trees $T_1$ and $T_2$ with combined depth $d$. Let $T' = T_{2,\text{mono}}(T_1, T_2)$. Let $\mu_1 = \boxplus_{T_1}(\mu_1, 1, \ldots, \mu_1, n_1)$ and $\mu_2 = \boxplus_{T_2}(\mu_2, 1, \ldots, \mu_2, n_2)$. Note that $[n_1 + n_2] \cap T' = t_1([n_1] \cap T_1) \cup t_2([n_2] \cap T_2)$.

Thus, by equation (4.3),

\[
\boxplus_{T'}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) = \biguplus_{i \in [n_1] \cap T_1} \left( \mu_{1,i} \triangleright \boxplus_{\text{br}_{1,i}(T')}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) \right) \\
\bigcup_{i \in [n_2] \cap T_2} \left( \mu_{2,i} \triangleright \boxplus_{\text{br}_{2,i}(T')}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) \right).
\]

Now by Lemma 3.9

\[
\text{br}_{1,i}(T') = \text{br}_{1,i}(T_{2,\text{mono}}(T_1, T_2)) = (\psi_1)_* [T_{2,\text{mono}}(\text{br}_1(T_1), \text{br}_1(T_{2,\text{mono}})(T_1, T_2))] = (\psi_1)_*[T_{2,\text{mono}}(\text{br}_1(T_1), (t_2)_*(T_2))] = T_{2,\text{mono}}(\text{br}_1(T_1), T_2),
\]

where $\psi_1 : [2n_1 + n_2] \to [n_1] + [n_2]$ is the map sending the first $n_1$ points monotonically onto $[n_1]$ and the last $n_1 + n_2$ points monotonically onto $[n_1] + [n_2]$. Similarly,

\[
\text{br}_{2,i}(T') = \text{br}_{2,i}(T_{2,\text{mono}}(T_1, T_2)) = (\psi_2)_*[T_{2,\text{mono}}(\text{br}_2(T_2), \text{br}_2(T_{2,\text{mono}})(T_1, T_2))] = (t_2)_*(\text{br}_1(T_2)).
\]

where $\psi_2 : [n_1 + 2n_2] \to [n_1 + n_2]$ sends the first $n_2$ coordinates monotonically onto $t_2([n_2])$ and the last $n_1 + n_2$ coordinates monotonically onto $[n_1] + [n_2]$. Therefore, using the induction hypothesis,

\[
\boxplus_{\text{br}_{1,i}(T')}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) = \boxplus_{\text{br}_1(T_1)}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \boxplus_{T_2}(\mu_2, 1, \ldots, \mu_2, n_2) \\
= \boxplus_{\text{br}_1(T_1)}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \mu_2,
\]

and by applying Proposition 5.2 to $t_2$,

\[
\boxplus_{\text{br}_{2,i}(T')}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) = \boxplus_{\text{br}_2(T_2)}([\text{br}_1(T_2)])(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) = \boxplus_{\text{br}_1(T_2)}(\mu_2, 1, \ldots, \mu_2, n_2).
\]

Therefore, using (4.3) and (4.6),

\[
\biguplus_{i \in [n_1] \cap T_1} \left( \mu_{1,i} \triangleright \boxplus_{\text{br}_{1,i}(T')}(\mu_1, 1, \ldots, \mu_1, n_1, \mu_2, 1, \ldots, \mu_2, n_2) \right) \\
= \biguplus_{i \in [n_1] \cap T_1} \left( \mu_{1,i} \triangleright (\boxplus_{\text{br}_1(T_1)}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \mu_2) \right) \\
= \biguplus_{i \in [n_1] \cap T_1} \left( \mu_{1,i} \triangleright (\boxplus_{\text{br}_1(T_1)}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \mu_2) \right) \\
= \biguplus_{i \in [n_1] \cap T_1} \left( \mu_{1,i} \triangleright (\boxplus_{\text{br}_1(T_1)}(\mu_1, 1, \ldots, \mu_1, n_1) \triangleright \mu_2) \right)
\]
Suppose Lemma 5.4. Let $T \mapsto \otimes$ on the isomorphism class of $\mu$, which demonstrates (5.4) and hence finishes the proof.

Let $\psi : \mathbb{N} \to [N]$ map the first $n_j$ elements monotonically onto $i_j([n_j])$ and the last $N$ elements monotonically onto $[N]$. Applying (5.3), Lemma 5.6, Proposition 5.1, 5.3, and (4.3),

\[
M(T) = \bigoplus_{j \in [k], i \in [n_j], \psi(i) \in [N] \cap T'} \left( \mu_{j,i} \vdash \boxplus_{\br_i(T_j)}(\mu_{1,1}, \ldots, \mu_{1,n_1}) \right) = \bigoplus_{j \in [k], i \in [n_j], \psi(i) \in [N] \cap T'} \left( \mu_{j,i} \vdash \boxplus_{\br_i(T_j)}(\mu_{1,1}, \ldots, \mu_{k,n_k}) \right)
\]

Similarly,

\[
\bigoplus_{i \in [n] \cap T_2} \left( \mu_{2,i} \vdash \boxplus_{\br_i(T_2)}(\mu_{1,1}, \ldots, \mu_{2,n_2}) \right) = \bigoplus_{i \in [n] \cap T_2} \left( \mu_{2,i} \vdash \boxplus_{\br_i(T_2)}(\mu_{2,1}, \ldots, \mu_{2,n_2}) \right)
\]

Therefore,

\[
\bigoplus_{T} (\mu_{1,1}, \ldots, \mu_{1,n_1}, \mu_{2,1}, \ldots, \mu_{2,n_2}) = (\mu_1 \vdash \mu_2) \cup \mu_2 = \mu_1 \triangleright \mu_2
\]
as desired, which completes the inductive step.

Finally, we begin the main argument to prove the general case of the theorem. Let $T, T_1, \ldots, T_k$ and $\mu_j, i$ be as in the theorem statement. Let

\[
\mu_j = \boxplus{T_j}(\mu_{j,1}, \ldots, \mu_{j,n_j}).
\]

Let

\[
M(T) = \boxplus_{T(T_1, \ldots, T_k)}(\mu_{1,1}, \ldots, \mu_{1,n_1}, \ldots, \mu_{k,1}, \ldots, \mu_{k,n_k}).
\]

Note that $T \mapsto M(T)$ is continuous because composition and convolution are continuous. Thus, by Theorem 4.1 to show that $M(T) = \boxplus_{T}(\mu_1, \ldots, \mu_k)$, it suffices to show that

\[
M(T) = \bigoplus_{j \in [k]} (\mu_j \vdash M(br_j(T))).
\]

Let $T' = T(T_1, \ldots, T_k)$. Let $\psi : [n_j + N] \to [N]$ map the first $n_j$ elements monotonically onto $i_j([n_j])$ and the last $N$ elements monotonically onto $[N]$. Applying (4.3), Lemma 5.6, Proposition 5.1, 5.3, and (4.3),

\[
M(T) = \bigoplus_{j \in [k], i \in [n_j], \psi(i) \in [N] \cap T'} \left( \mu_{j,i} \vdash \boxplus_{\br_i(T_j)}(T(T_1, \ldots, T_k))(\mu_{1,1}, \ldots, \mu_{k,n_k}) \right)
\]

which demonstrates (5.4) and hence finishes the proof.

Our final observation is that the $T$-free convolution of several copies of the same measure depends only on the isomorphism class of $T$.

**Lemma 5.4.** Suppose $T_1 \in \text{Tree}(N_1)$ and $T_2 \in \text{Tree}(N_2)$. If $T_1 \cong T_2$, then $\boxplus_{T_1}(\mu, \ldots, \mu) = \boxplus_{T_2}(\mu, \ldots, \mu)$ for all $\mu \in \mathcal{P}(\mathbb{R})$. 

\[
\bigoplus_{i \in [n] \cap T} (\mu_j \vdash M(br_j(T))),
\]
Proof. Clearly, if \( T_1 \) and \( T_2 \) are isomorphic, then their truncations \( T_1^{(k)} \) and \( T_2^{(k)} \) to depth \( k \) are also isomorphic for every \( k \). Since \( T_1^{(k)} \to T_1 \) and \( T_2^{(k)} \to T_2 \) in Tree\((N_1)\) and Tree\((N_2)\) respectively, and since the convolution operations are continuous, it suffices to show that \( \boxplus_{T^{(k)}}(\mu, \ldots, \mu) = \boxplus_{T_2^{(k)}}(\mu, \ldots, \mu) \).

Therefore, to prove the lemma, it suffices to prove the case where \( T_1 \) and \( T_2 \) are finite trees. We proceed by induction on the depth, the depth-0 case being trivial. Let \( \phi : T_1 \to T_2 \) be an isomorphism. By Observation 3.11, \( \phi \) defines a bijection \( [N_1] \cap T_1 \to [N_2] \cap T_2 \), and \( \text{br}_j(T_1) \cong \text{br}_{\phi(j)}(T_2) \) for each \( j \in [N_1] \cap T_1 \). Since the branches have strictly smaller depth, we may apply the induction hypothesis to them. Hence,

\[
\boxplus_{T_1}(\mu, \ldots, \mu) = \biguplus_{j \in [N_1] \cap T} \mu \vdash \boxplus_{\text{br}_j(T_1)}(\mu, \ldots, \mu) = \biguplus_{j' \in [N_2] \cap T_2} \mu \vdash \boxplus_{\text{br}_{\phi(j')} (T_2)}(\mu, \ldots, \mu) = \boxplus_{T_2}(\mu, \ldots, \mu),
\]

which completes the inductive step and hence the proof. \( \square \)

6. A GENERAL LIMIT THEOREM

Bercovici and Pata [12, Theorem 6.3] showed a bijection between limit theorems for classical, free, and boolean convolution in the following sense: Given a sequence of measures \( \mu_k \) on \( \mathbb{R} \) and \( k \in \mathbb{N} \) tending to infinity, \( \mu^{k \ell} \) converges weakly as \( \ell \to \infty \) if and only if \( \mu^{k \ell} \boxplus_{\mathbb{R}} \) converges if and only if \( \mu^{k \ell \circ} \) converges. Theorem 6.1 will generalize one direction of this result to trees \( T \) with \( n(T) > 2 \); namely, we will show that if convergence holds for the boolean case, then it holds for all such trees \( T \).

Applications of this result as well as open questions will be discussed in §7.

In preparation, we establish some notation. For \( T \in \text{Tree}(N) \) and \( \mu \in \mathcal{P}(\mathbb{R}) \), let

\[
\boxplus_T(\mu) := \boxplus_T(\mu, \ldots, \mu), \quad \text{\( N \) times}
\]

We also use boolean convolution powers defined as follows: For \( c > 0 \) and \( \mu \in \mathcal{P}(\mathbb{R}) \), let \( \mu^{\text{bic}} \) be given by

\[
K_{\mu^{\text{bic}}} = cK_{\mu}.
\]

For each \( \mu \), such a measure \( \mu^{\text{bic}} \) exists because a function \( K \) is the \( K \)-transform of a measure if and only if \( K \) maps \( \mathbb{H} \) to \( -\mathbb{H} \) and \( K(z)/z \to 0 \) as \( z \to \infty \) in \( \mathbb{H} \) non-tangentially. Clearly, \( \mu^{\text{bic}} \) is well-defined since a measure is uniquely determined by its \( K \)-transform. If \( N \in \mathbb{N} \), then \( \biguplus_{j=1}^N \mu = \mu^{\text{bic}} \). We also have \( (\mu^{\text{bic}})^{1/c} = \mu^{1/c} \). Recall also Definition 3.12 and Lemma 3.16.

**Theorem 6.1.** Let \( (\mu_k)_{k \in \mathbb{N}} \) be a sequence in \( \mathcal{P}(\mathbb{R}) \) and let \( (k_\ell)_{\ell \in \mathbb{N}} \) be a sequence of natural numbers tending to \( \infty \). Let \( N \in \mathbb{N} \) and \( T \in \text{Tree}(N) \) with \( n(T) > 1 \). If \( \mu_k^{\text{bic}} \boxplus_{\mathbb{R}} \) converges to some probability measure \( \nu \) as \( \ell \to \infty \), then \( \boxplus_{T=k_\ell} \mu_k \) converges as \( \ell \to \infty \) to some probability measure \( \mathbb{P}(T, \nu) \) only depending on \( T \) and \( \nu \). Moreover, the convergence is uniform overall \( T \in \text{Tree}(N) \) with \( n(T) > 1 \).

Our proof relies on the following result, which gives certain continuity estimates for the \( T \)-free convolution operations that are independent of \( N \).

**Theorem 6.2.** For \( N \in \mathbb{N} \), we define

\[
\Phi_N : \text{Tree}(N) \times [0, 1] \times \mathcal{P}(\mathbb{R}) \to \mathcal{P}(\mathbb{R}) : \quad \Phi_N(T, c, \mu) := \begin{cases} \boxplus_T(\mu^{\text{bic}}/N, \ldots, \mu^{\text{bic}}/N)^{1/c}, & c \in (0, 1), \\ \mu^{\text{bic}}/N, & c = 0. \end{cases}
\]

The map \( \Phi_N \) satisfies the fixed-point equation

\[
K_{\Phi_N(T, c, \mu)}(z) = \frac{1}{N} \sum_{j \in [N]\cap T} K_\mu(z - cK_{\Phi_N(\text{br}_j(T), c, \mu)}(z)).
\]
Moreover, the maps $Φ_N$ have the following equicontinuity property: For each compact $Y ⊆ P(ℝ)$ and $ε > 0$, there exists $δ > 0$ such that for all $N$, for all $T_1, T_2 ∈ Tree(N)$ and $c_1, c_2 ∈ [0, 1]$ and $μ ∈ Y$ and $ν ∈ P(ℝ)$, if $ρ_N(T_1, T_2) + |c_1 - c_2| + d_L(μ, ν) < δ$, then $d_L(Φ_N(T_1, c_1, μ), Φ_N(T_2, c_2, ν)) < ε$.

**Proof.** To check (2.1) for $ε > 0$, observe that

$$K_{Φ_N(T, c, μ)}(z) = \frac{1}{c} K_{μ \oplus (μ \oplus ⋯ \oplus μ)}(z)$$

$$= \sum_{j ∈ [N] \cap T} \frac{1}{c} K_{μ \oplus (μ \oplus ⋯ \oplus μ)}(z - K_{μ \oplus (μ \oplus ⋯ \oplus μ)}(j))$$

$$= \frac{1}{N} \sum_{j ∈ [N] \cap T} K_μ(z - cK_{Φ_N(b_{μ \oplus (μ \oplus ⋯ \oplus μ)})}(j)).$$

The case $ε = 0$ is immediate and left to the reader.

Now we turn to the claim about continuity. We will show below that the family $Φ_N$ is uniformly equicontinuous on $Tree(N) × [0, 1] × Y$. By this, we mean more precisely that the functions are uniformly continuous with a modulus of continuity that is independent of $N$: even though the domains are different, we have fixed a metric $ρ_N$ for each $Tree(N)$ from the beginning. This claim about equicontinuity for each compact $Y$ is enough to finish the proof. Indeed, if the conclusion of the theorem failed, then there would be a compact set $Y$ and $ε > 0$ such that for each $k > 0$, there exist $μ_k ∈ Y$ and $ν_k ∈ P(ℝ)$ and $N_k ∈ N$ and $T_k, T'_k ∈ Tree(N_k)$ and $c_k, c'_k ∈ [0, 1]$ such that

$$ρ_N(T_k, T'_k) + |c_k - c'_k| + d_L(μ_k, ν_k) < 1/k, \quad d_L(Φ_N(μ_k), Φ_N(μ_k), Φ_N(T_k, c_k, μ_k), Φ_N(T'_k, c'_k, ν_k)) ≥ ε.$$

Then $Y' = Y ∪ \{v_k : k ∈ N\}$ would be compact, and the above conditions would contradict the equicontinuity on $Tree(N) × [0, 1] × Y$.

As before, the strategy is to reframe (2.1) as a fixed-point equation for some analytic function $F$ on a Banach space $X$ and apply the Earle-Hamilton theorem. Fix $X ⊆ P(ℝ)$ compact, and fix

$$a_0 > a_1 > a_2 > 0, \quad 0 < b_2 < b_1 < b_0 < c_0 < c_1 < c_2,$$

and let $a$ be as in the conclusion of Lemma $\ref{lem2}$. Let $X$ be the space of sequences $(f_N)_{N ∈ N}$ where $f_N : Tree(N) × [0, 1] × Y × Γ_{a_0, t_0, c_0} → C$ and where the $f_N$’s are uniformly bounded and uniformly equicontinuous. Let

$$Ω = \{ (f_N)_{N ∈ N} ∈ X : \bigcup_{N ∈ N} \text{Ran}(f_N) ⊆ (Γ_{a_0, t_0, c_0})^c \},$$

where $\text{Ran}(f_N)$ denotes the range (image) of $f_N$. Note that $Ω$ is open in $X$. Define $F : Ω → X$ by

$$F((f_N)_{N ∈ N}) := (g_N)_{N ∈ N}, \quad \text{where} \quad g_N(T, c, μ, z) = z - \frac{1}{N} \sum_{j ∈ [N] \cap T} K_μ(f_N(b_j(T), c, μ, z)).$$

We must check that $(g_N)_{N ∈ N}$ is actually in $X$, that $F$ is analytic, and $F(Ω)$ is separated by a positive distance from $Ω^c$. First, to show that $(g_N)_{N ∈ N}$ is equicontinuous, one combines the following facts:

1. the modulus of continuity of the map $b_{j}$ (on its domain) is independent of $N$ since it is $e^{-1}$ Lipschitz;
2. the map $μ → K_μ$ is uniformly continuous on $Y$ where we use the weak topology on $P(ℝ)$ and the topology of uniform convergence on $Γ_{a_2, t_0, c_2}$;
3. for $μ ∈ Y$, the transforms $K_μ$ are uniformly bounded on some neighborhood of $Γ_{a_2, t_0, c_2}$ and hence the maps $\{K_μ : μ ∈ Y\}$ are equicontinuous on $Γ_{a_2, t_0, c_2}$.

To see that $(g_N)_{N ∈ N}$ is uniformly bounded, note that by our choice of $t$, $g_N(T, c, μ, z)$ will be in $Γ_{a_1, t_1, c_1}$ for every $T, c, μ$, and $z$ since it is a convex combination of $z$ and other points in $Γ_{a_1, t_1, c_1}$ as in the proof of Theorem $\ref{thm1}$. This same fact implies the separation of $F(Ω)$ from $Ω^c$. The analyticity of $F$ is straightforward to check as in the proof of Theorem $\ref{thm1}$.17
For each $N \in \mathbb{N}$, let $f_N^0(\mathcal{T}, c, \mu, z) = z$. Then the Earle-Hamilton theorem implies that $\mathcal{F}^{\mathsf{op}}((f_N^0)_{N \in \mathbb{N}})$ converges as $n \to \infty$ to the unique fixed point $(f_N)_{N \in \mathbb{N}}$. As in the proof of Theorem 6.1, the iterates themselves are $F$-transforms of measures, and therefore the convergence extends to the entire upper half-plane. And there is a measure $\Psi_N(\mathcal{T}, c, \mu)$ such that $\hat{f}_N(\mathcal{T}, c, \mu, \nu) = \hat{F}_{\Psi_N(\mathcal{T}, c, \mu)}(\nu)$. Because $(f_N)$ is uniformly equicontinuous, we see that $(\Psi_N)_{N \in \mathbb{N}}$ is uniformly equicontinuous, since uniform convergence of a sequence of $F$-transforms on $\Gamma_{a_2,b_2,c_2}$ is equivalent to weak convergence of the associated sequence of measures. Finally, since $\Psi_N(\mathcal{T}, c, \mu)$ depends continuously on $\mathcal{T}$ and satisfies the fixed point equation defining $\bigoplus_T(\mu^{w(c/N)}, \ldots, \mu^{w(c/N)}) = \Phi(\mathcal{T}, c, \mu)$, Theorem 6.1 implies that $\Psi_N = \Phi_N$. Hence, the equicontinuity properties proved for $\Psi_N$ hold for $\Phi_N$. □

**Theorem 6.3.** Let $\mathcal{T} \in \text{Tree}(\mathbb{N})$ with $n(\mathcal{T}) > 1$. For $\mu \in \mathcal{P}(\mathbb{R})$, we have existence of the limit

$$
\mathbb{B}\mathbb{P}(\mathcal{T}, \mu) := \lim_{k \to \infty} \bigoplus_{T^k}(\mu^{w(\ell(\mathcal{T}))}).
$$

Moreover, the convergence is uniform on $\{\mathcal{T} \in \text{Tree}(\mathbb{N}) : n(\mathcal{T}) > 1\} \times Y$ for every compact subset of $\mathcal{P}(\mathbb{R})$, and hence the $\mathbb{B}\mathbb{P}$ is a continuous map $\{\mathcal{T} \in \text{Tree}(\mathbb{N}) : n(\mathcal{T}) > 1\} \times \mathcal{P}(\mathbb{R}) \to \mathcal{P}(\mathbb{R})$.

**Remark 6.4.** We call the map "$\mathbb{B}\mathbb{P}$" in honor of Bercovici and Pata.

**Proof.** Let $\text{Tree}(N, n) = \{\mathcal{T} \in \text{Tree}(\mathbb{N}) : n(\mathcal{T}) = n\}$, which is a clopen subset of $\text{Tree}(\mathbb{N})$. Note that $\{\mathcal{T} \in \text{Tree}(\mathbb{N}) : n(\mathcal{T}) > 1\} = \bigcup_{n=2}^{N-1} \text{Tree}(N, n)$.

Fix $n \in \{2, \ldots, N\}$, and let $Y$ be a compact subset of $\mathcal{P}(\mathbb{R})$, and we will show uniform convergence of $\bigoplus_{T^k}(\mu^{w(\ell(\mathcal{T}))})$ on $\text{Tree}(N, n) \times Y$. This of course is enough to imply continuity of the limit function. And to show uniform continuity, it suffices to show that the sequence is uniformly Cauchy respect to the Lévy distance $d_L$. Fix an integer

$$
M \geq \frac{N - 1}{n - 1} \geq 1.
$$

For each $\mathcal{T} \in \text{Tree}(N, n)$, we have by Lemma 3.10 and Observation 3.13 that

$$
m(\mathcal{T}^{(k)}) + 1 = m(\mathcal{T}) \frac{n^k - 1}{n - 1} \leq \frac{N - 1}{n - 1} (n^k - 1) + 1 \leq \frac{N - 1}{n - 1} n^k \leq Mn^k.
$$

Therefore, by Observation 3.13 there exists some tree $\mathcal{T}_k \in \text{Tree}(Mn^k)$ such that $\mathcal{T}_k \cong \mathcal{T}^{(k)}$. Hence, by Lemmas 6.4 and 3.10 we have for $k, \ell \geq 1$, and $\mu \in \mathcal{P}(\mathbb{R})$ that

$$
\bigoplus_{T^{(k+\ell)}}(\mu^{w(\ell(\mathcal{T}))}) = \bigoplus_{T^k}(\bigoplus_{T^{\ell}}(\mu^{w(\ell(\mathcal{T}))})) = \bigoplus_{T_k}(\bigoplus_{T^\ell}(\mu^{w(\ell(\mathcal{T}))})) = \bigoplus_{T_k \circ T^\ell}(\mu^{w(\ell(\mathcal{T}))}).
$$

In particular,

$$
\bigoplus_{T^{(k+\ell)}}(\mu^{w(\ell(\mathcal{T}))}) \equiv \bigoplus_{T_k}(\bigoplus_{T^{\ell}}(\mu^{w(\ell(\mathcal{T}))}))
$$

$$
= \bigoplus_{T_k}\left(\bigoplus_{T^\ell}(\mu^{w(\ell(\mathcal{T}))})^{w(\ell(\mathcal{T}))}^{w(\ell(\mathcal{T}))})\right)^{w(\ell(\mathcal{T}))}^{w(\ell(\mathcal{T}))}
$$

$$
= \Phi_{Mn^k}\left(\mathcal{T}_k, 1, \Phi_{Mn^\ell}(\mathcal{T}^\ell, 1, \mu^{w(\ell(\mathcal{T}))})\right).
$$

To show the sequence is Cauchy, fix $\epsilon > 0$. Note that $Y^{wM} = \{\mu^{wM} : \mu \in Y\}$ is compact since the boolean convolution power is simply a rescaling of the $K$-transform, and the same holds for $Y^{wM^2}$. Thus, by Theorem 6.2 there exists $\eta > 0$ such that for all $k$, for all $\lambda \in Y^{wM}$ and $\nu \in \mathcal{P}(\mathbb{R})$, $d_L(\lambda, \nu) < \eta \implies d_L(\Phi_{Mn^k}(\mathcal{T}_k, 1, \lambda), \Phi_{Mn^k}(\mathcal{T}_k, 1, \nu)) < \frac{\epsilon}{2}$.

Applying Theorem 6.2 again, there exists $\delta > 0$ such that for all $\ell \in \mathbb{N}$, for all $\lambda \in Y^{wM^2}$, we have $c \in [0, \delta) \implies d_L(\Phi_{Mn^\ell}(\mathcal{T}_\ell, c, \lambda), \Phi_{Mn^\ell}(\mathcal{T}_\ell, 0, \lambda)) < \eta$.

Note that

$$
\Phi_{Mn^\ell}(\mathcal{T}_\ell, 0, \mu^{wM^2}) = (\mu^{wM^2})^{wM^2} = \mu^{wM}.
$$
Hence, if $k > \log_n(1/M\eta)$ and $\mu \in Y$ and $\ell \geq 1$, then
\[
d_L(\Phi_{Mn^k}(T_1,0,\mu_{x\ell}^{\ell^2}),\mu_{x\ell}^{\ell^2}) < \eta,
\]

hence
\[
d_L\left(\Phi_{Mn^k}(T_1,0,\mu_{x\ell}^{\ell^2}),\frac{1}{Mn^k},\mu_{x\ell}^{\ell^2}\right) < \frac{\epsilon}{2}.
\]

So for $\mu \in Y$ and $\ell,\ell' \geq 1$,
\[
d_L\left(\bigoplus_{T \in Y(k+\ell)}(\mu_{x\ell}^{\ell^2}),\bigoplus_{T \in Y(k+\ell')}(\mu_{x\ell'}^{\ell'^2})\right) < \epsilon.
\]

Therefore, the sequence is uniformly Cauchy as desired. \hfill \Box

**Proof of Theorem 7.1.** Let $T \in \text{Tree}(N)$ and $\mu, \nu \in \mathcal{P}(\mathbb{R})$. Suppose that $\nu_k := \mu_{x\ell}^{\ell^2} \rightarrow \nu$. Let $Y \subseteq \mathcal{P}(\mathbb{R})$ be a compact set containing all the measures $\nu_k$. Theorem 6.3 implies uniform convergence of $\bigoplus_{T \in Y}^{\ell^2}(\lambda_{x\ell}^{\ell^2}) \rightarrow \mathbb{P}(T, \lambda)$ over $\lambda \in Y$ as $\ell \rightarrow \infty$. Since $\mathbb{P}(T, \lambda)$ is continuous and because of the uniform convergence, we can still take limits as $\ell \rightarrow \infty$ with $\lambda$ replaced by the sequence $\nu_k$ that depends on $\ell$. Thus,
\[
\bigoplus_{T \in Y(k)}(\mu_{x\ell}^{\ell^2}) = \bigoplus_{T \in Y(k)}(\nu_{x\ell}^{\ell^2}) \rightarrow \mathbb{P}(T, \nu)
\]
as desired. The convergence is uniform over $T \in \text{Tree}(N)$ because the convergence in Theorem 6.3 is uniform and because of $\mathbb{P}$ is uniformly continuous on $\text{Tree}(N) \times Y$. \hfill \Box

7. LIMIT THEOREMS FOR CLASSICAL DOMAINS OF ATTRACTION

Practically speaking, Theorem 6.1 means that known limit theorems for boolean convolution carry over automatically to $T$-free convolution. First, we have the following central limit theorem. Below, if $\mu \in \mathcal{P}(\mathbb{R})$ and $c \in \mathbb{R}$, then $c \cdot \mu$ denotes the dilation of $\mu$ by $c$, that is, the push-forward of $\mu$ by the function $t \mapsto ct$.

**Proposition 7.1** (Central limit theorem). Let $T \in \text{Tree}(N)$ with $n(T) > 2$ and let $\mu \in \mathcal{P}(\mathbb{R})$ be a measure with mean zero and variance 1. Let $\nu_2$ be the Bernoulli distribution $(1/2)(\delta_{-1} + \delta_1)$. Then
\[
\lim_{k \rightarrow \infty} n(T)^{-k/2}(\bigoplus_{T \in Y(k)}(\mu_{x\ell}^{\ell^2})) = \mathbb{P}(T, \nu_2),
\]

and the convergence is uniform in the Lévy distance over all $T \in \text{Tree}(N)$ with $n(T) > 1$.

This will be an immediate consequence of [43, Theorem 3.4] and Theorem 6.1 once we first establish the basic properties of dilations.

**Lemma 7.2.**

1. For $c \neq 0$, have $K_{c \cdot \mu}(z) = cK_{\mu}(z/c)$.
2. For $T \in \text{Tree}(N)$, we have
\[
\bigoplus_{T}(c \cdot \mu_1, \ldots, c \cdot \mu_N) = c \cdot \bigoplus_{T}(\mu_1, \ldots, \mu_N).
\]
3. When $n(T) > 1$, the map $\mathbb{P}$ from Theorem 6.3 satisfies
\[
\mathbb{P}(T, c \cdot \mu) = c \cdot \mathbb{P}(T, \mu).
\]
4. When $n(T) > 1$, we have
\[
\mathbb{P}(\mathbb{P}(T, \mu)) = \mathbb{P}(T, \mu_{x\ell}^{\ell^2}).
\]

**Proof.** (1) Note that
\[
G_{c \cdot \mu}(z) = \int_{\mathbb{R}} \frac{1}{z - ct} d\mu(t) = \frac{1}{c} \int_{\mathbb{R}} \frac{1}{z/c - t} d\mu(t) = \frac{1}{c} G_{\mu}(z/c).
\]

Hence, $F_{c \cdot \mu}(z) = cF_{\mu}(z/c)$ and $K_{c \cdot \mu}(z) = K_{\mu}(z/c)$. 

(2) In the case \( c = 0 \), both sides are \( \delta_0 \). For \( c \neq 0 \), note that \( c \cdot \mathbb{P}_T (\mu_1, \ldots, \mu_N) \) depends continuously on \( T \) and satisfies the fixed-point equation

\[
K_c \mathbb{P}_T (\mu_1, \ldots, \mu_N) (z) = \sum_{j \in [N]} K_c \mu_j (z - K_c \mathbb{P}_{\nu_j (T)} (\mu_1, \ldots, \mu_N) (z)),
\]

hence, by Theorem 4.1, we have the desired equality.

(3) From (1) it follows that \( (c \cdot \mu)_{\text{st}} = c \cdot (\mu_{\text{st}}) \) for \( c \in \mathbb{R} \) and \( t > 0 \). Therefore, using (2),

\[
\mathbb{P}(T, c \cdot \mu) = \lim_{k \to \infty} \mathbb{P}(\mathbb{P}_{T} (\mu_{\text{st} (t)}), c \cdot \mu_{\text{st} (t)})
= \lim_{k \to \infty} \mathbb{P}(\mathbb{P}_{T} (\mu_{\text{st} (t)}), c \cdot \mu_{\text{st} (t)})
= \lim_{k \to \infty} c \cdot \mathbb{P}(T, \mu).
\]

(4) Observe that

\[
\mathbb{P}(T, \mu) = \lim_{k \to \infty} \mathbb{P}(\mathbb{P}_{T} (\mu_{\text{st} (t)}), \mu_{\text{st} (t)})
= \lim_{k \to \infty} \mathbb{P}(\mathbb{P}_{T} (\mu_{\text{st} (t)}), \mu_{\text{st} (t)})
= \mathbb{P}(T, \mu).
\]

**Proof of Proposition 7.7.** It follows from Proposition 7.4 that \( n(T)^{-k/2} \cdot \mu_{\text{st} (t)} = (n(T)^{-k/2} \cdot \mu_{\text{st} (t)}) \) \( (1/2) (\delta_1 + \delta_i) \). Therefore, the proposition follows from Theorem 6.1 and the fact that \( n(T)^{-k/2} \cdot \mathbb{P}_{T} (\mu) = \mathbb{P}_{T} (n(T)^{-k/2} \cdot \mu) \).

Following a similar strategy as Bercovici and Pata [12], we can use Theorem 6.1 to prove analogues of classical limit theorems associated to other stable distributions. To set the stage, we recall some terminology used in the classification of domains of attraction in classical probability theory; see [12 §5].

**Definition 7.3.** We say that two measures \( \mu \) and \( \nu \) are **equivalent** if \( \mu = a + b \cdot \nu \) for some \( a \in \mathbb{R} \) and \( b > 0 \). A measure \( \mu \) is said to be **\( * \)-stable** if its equivalence class is closed under the classical convolution operation \( *; \mathbb{P}_\omega \)-stable is defined analogously.

**Definition 7.4.** A function \( f : [0, \infty) \to [0, \infty) \) varies slowly if

\[
\lim_{y \to \infty} \frac{f(ty)}{f(y)} = 1 \text{ for } t > 0.
\]

We say that \( f \) varies regularly with index \( \alpha \) if \( f(y)/y^\alpha \) varies slowly, or equivalently

\[
\lim_{y \to \infty} \frac{f(ty)}{t^\alpha f(y)} = 1 \text{ for } t > 0.
\]

We make the same definitions for functions only defined on \([m, \infty)\) for some \( m > 0 \).

**Definition 7.5.** We say that a measure \( \mu \) belongs to \( C_2 \) if the function \( y \mapsto \int_y^\infty t^2 \, d\mu(t) \) varies slowly.

**Definition 7.6.** For \( \alpha \in (0, 2) \) and \( \theta \in [-1, 1] \), we say that \( \mu \) belongs to \( C_{\alpha, \theta} \) if

1. the function \( y \mapsto \int_y^\infty t^2 \, d\mu(t) \) varies regularly with index \( 2 - \alpha \);
2. we have

\[
\lim_{t \to \infty} \frac{\mu((t, \infty)) - \mu((\infty, -t))}{\mu((t, \infty)) + \mu((\infty, -t))} = \theta.
\]

The following is a classical result.
Theorem 7.7. There exists a unique equivalence class of \(s\)-stable laws in each of the sets \(C\) and \(C_{\alpha,\theta}\) for \(\alpha \in (0, 2)\) and \(\theta \in [-1, 1]\). Let \(\nu^*_2\) and \(\nu^{*}_{\alpha,\theta}\) be representatives of these equivalence classes. Then for each \(\mu \in C\) or \(\mu \in C_{\alpha,\theta}\), there exists a sequence of measures \(\mu_n \sim \mu\) such that \(\mu^{*}_{n} \to \nu_2\) or \(\mu^{*}_{n} \to \nu^{*}_{\alpha,\theta}\) respectively (that is, \(\mu\) is in the domain of attraction of \(\nu_2\) or \(\nu^{*}_{\alpha,\theta}\)).

Bercovici and Pata used this theorem together with their [12, Theorem 6.3] to deduce limit laws for free and boolean convolution. We want to do the same thing for \(\mathcal{T}\)-free convolution. One obstacle for the general case is that translation of measures does not behave well with respect to \(\mathcal{T}\)-free convolutions. If \(c + \mu\) denotes the translation of \(\mu\) by \(c \in \mathbb{R}\), then we do not have \(\mathbb{E}_{\mathcal{T}}(c + \mu) = n(T)c + \mathbb{E}_{\mathcal{T}}(\mu)\). For instance, the measure \(\delta_c \mathbb{E}_{\mathcal{T}} = \delta_c \mathbb{E}_{\mathcal{T}}(\mu) = \delta_c = c + \mu\) has \(K\)-transform equal to \(K_\mu(z - c) + c\); however, \(\delta_c \mu = \delta_c \mathbb{E}_{\mathcal{T}}(\mu)\) has \(K\)-transform \(K_\mu(z) + c\), and hence does not agree with \(c + \mu\).

In the case \(\alpha \in (0, 1)\), the measure has a large enough tail that the translation is irrelevant to the limiting behavior. In the case \(\alpha \in (1, 2)\), it is known that any measure in \(C_{\alpha,\theta}\) has finite mean, and hence we will restrict our attention to the set of measures in \(C_{\alpha,\theta}\) with mean zero, which we denote by \(C^0_{\alpha,\theta}\). The case \(\alpha = 1\) is difficult because the mean may or may not be defined, and one must inevitably deal with drift, which brings up the tricky question of translation. In Theorem 7.3 we handle the cases of \(C_{\alpha,\theta}\) with \(\alpha \in (0, 1)\) and \(C^0_{\alpha,\theta}\) with \(\alpha \in (1, 2)\); the proof is based on Cauchy transforms and thus independent of the classical results. For the case of \(\alpha = 1\) and \(\alpha = 2\), we will deduce a less sharp result from the classical theory and the work of Bercovici and Pata.

Proposition 7.8. For \(\alpha \in (0, 2)\) and \(\theta \in [-1, 1]\), there is a measure \(\nu_{\alpha,\theta}\) with

\[
K_{\nu_{\alpha,\theta}}(z) = \begin{cases} 
(1 - \theta \tan \frac{\pi \theta}{2})^{-1}, & \alpha \neq 1, \\
2\theta \log(-iz) - i\pi, & \alpha = 1,
\end{cases}
\]

for \(z\) in the upper half-plane, where we use the branch of the \(\log\) function where the argument is in \((-\pi, \pi]\). For \(\alpha \in (0, 1)\cup(1, 2)\) and \(c > 0\), we have \(c \cdot \nu_{\alpha,\theta} = \nu_{\alpha,\theta}^{s}\). Moreover, for \(c > 0\), we have \(c \cdot \nu_{\alpha,\theta} = (\delta_c + \mathbb{E}_{\mathcal{T}}(\nu_{\alpha,\theta}))^{s}\).

Proof. Let \(K_{\alpha,\theta}\) be the function on the right-hand side. One can verify by direct computation that \(K_{\alpha,\theta}\) maps the upper half-plane into the lower half-plane and that \(K_{\alpha,\theta}(z)/z \to 0\) as \(z \to \infty\) non-tangentially. Thus, by Corollary 7.5 \(K_{\alpha,\theta}\) is the \(K\)-transform of some measure \(\nu_{\alpha,\theta}\). The final claim follows from direct computation using Lemma 7.2(1) and the definition of boolean convolution powers. \(\square\)

Theorem 7.9. Suppose that \(\alpha \in (0, 1)\cup(1, 2), \theta \in [-1, 1]\), and \(\mu \in C_{\alpha,\theta}\). If \(\alpha \in (1, 2)\), then assume in addition that \(\mu\) has mean zero. Then there exists some \(\phi : [0, +\infty) \to [0, +\infty)\) which varies regularly with index \(-1/\alpha\) such that for all \(N\) and all \(T \in \text{Tree}(N)\) with \(n(T) > 1\),

\[
\phi(n(T)) = \mathbb{E}_{\mathcal{T}}(\mu) \to \mathcal{BP}(T, \nu_{\alpha,\theta}).
\]

For each \((\alpha, \theta)\) and for each \(N\), the convergence is uniform over \(T \in \text{Tree}(N)\) with \(n(T) > 1\).

For examples of the distributions \(\mathcal{BP}(T, \nu_{\alpha,\theta})\), see Figures 1 and 2 at the end of the paper. The proof of the theorem relies on the following characterization of \(C_{\alpha,\theta}\) in terms of the Cauchy transform, which is due to Bercovici and Pata.

Proposition 7.10 ([12, Proposition 5.10-5.11]). Let \(\alpha \in (0, 1)\cup(1, 2), \theta \in [-1, 1]\), and \(\mu \in \mathcal{P}(\mathbb{R})\). In the case \(\alpha > 1\), assume in addition that \(\mu\) has mean zero. Then \(\mu \in C_{\alpha,\theta}\) if and only if there exists some \(f\) that varies regularly with index \(-1 - \alpha\) such that

\[
G_\mu(iy) - \frac{1}{iy} = \left(1 - \theta \tan \frac{\pi \alpha}{2}\right) f(y)(1 + o(1)) \text{ as } y \to \infty.
\]

Unfortunately, although the proof in [12] is correct, the authors made a sign error when they wrote down the statement. Thus, we have corrected the \(\theta\) in the statement to a \(-\theta\), and we made the same correction to the definition of \(\nu_{\alpha,\theta}\). This result can be restated in terms of the \(K\)-transform and boolean convolution as follows.
**Proposition 7.11.** Let $\alpha \in (0, 1) \cup (1, 2)$. Then the following are equivalent:

1. $\mu \in C_{\alpha, \theta}$ for $\alpha < 1$ or $\mu \in C_{\alpha, \theta}^0$ for $\alpha > 1$.
2. There exists a function $g$ that varies regularly with index $1 - \alpha$ such that
   \[ K_\mu(iy) = -\left(1 - \theta \tan \frac{\pi \alpha}{2}\right) g(y)(1 + o(1)) \text{ as } y \to \infty. \]
3. There exists a slowly varying function $h$ such that
   \[ c^{-1/\alpha} \cdot \mu^{\text{inc}}/h(c^{1/\alpha}) \to \nu_{\alpha, \theta}. \]

Furthermore, in (2), we can take $g(y) = -\text{Im} K_\mu(iy)$.

**Remark 7.12.** It follows immediately that $\nu_{\alpha, \theta} \in C_{\alpha, \theta}$ when $\alpha \in (0, 1)$ and $\nu_{\alpha, \theta} \in C_{\alpha, \theta}^0$ when $\alpha \in (1, 2)$.

**Proof.** (1) $\iff$ (2). Observe that
\[ K_\mu(iy) = iy - F_\mu(iy) = iy F_\mu(iy) \left(G_\mu(iy) - \frac{1}{iy}\right) = -y^2 \left(G_\mu(y) - \frac{1}{iy}\right) (1 + o(1)). \]

Of course, $f(y)$ varies regularly with index $1 - \alpha$ if and only if $g(y) = y^2 f(y)$ varies regularly with index $1 - \alpha$. Thus, the previous proposition immediately implies the case where $\alpha < 1$ and the case $\alpha > 1$ and $\mu$ has mean zero. Now consider a general measure $\mu \in C_{\alpha, \theta}$ for $\alpha > 1$. Let $c$ be the mean and let $\nu = (-c) + \mu$. Then $K_\nu(z) = -c + K_\mu(z + c)$ and hence
\[ K_\mu(iy) = c - \left(1 - \theta \tan \frac{\pi \alpha}{2}\right) g(y)(1 + o(1)) \text{ as } y \to \infty, \]

where $g$ varies regularly with index $1 - \alpha < 0$. In particular, this implies that the second term on the right-hand side goes to zero. Hence, the mean $c$ is uniquely recoverable from $K_\mu$. Furthermore, the right-hand side has the form $- \left(1 - \theta \tan \frac{\pi \alpha}{2}\right) g(y)(1 + o(1))$ where $g$ varies regularly with index $1 - \alpha$ if and only if $c = 0$.

(2) $\implies$ (3). Let $g$ be as in (2), and write $g(y) = y^{1-\alpha} h(y)$ for some slowly varying function $h$. Because $K$-transforms are contained in the normal family $\text{Hol}(\mathbb{H}, -\mathbb{H})$ (where the target space is the closure in the Riemann sphere), to show $c^{-1/\alpha} \cdot \mu^{\text{inc}}/h(c^{1/\alpha}) \to \nu_{\alpha, \theta}$ it suffices to prove pointwise convergence of the $K$-transforms on the imaginary axis. Note that
\[ K_{c^{-1/\alpha} \cdot \mu^{\text{inc}}/h(c^{1/\alpha})}(iy) = c^{-1/\alpha} \frac{h(c^{1/\alpha})}{h(c^{1/\alpha})} K_\mu(c^{1/\alpha} iy) \]
\[ = -c^{-1/\alpha} \frac{h(c^{1/\alpha})}{h(c^{1/\alpha})} (1 - \theta \tan \frac{\pi \alpha}{2}) (c^{1/\alpha} y)^{1-\alpha} h(c^{1/\alpha} y)(1 + o(c^{1/\alpha} y)(1)) \]
\[ = - (1 - \theta \tan \frac{\pi \alpha}{2}) y^{1-\alpha} \frac{h(c^{1/\alpha} y)}{h(c^{1/\alpha})} (1 + o(c^{1/\alpha} y)(1)), \]

where the subscript on the $o(1)$ term means that it vanishes as $c^{1/\alpha} y \to \infty$. If $y$ is fixed and $c \to \infty$, then because $g$ varies slowly, we obtain
\[ - (1 - \theta \tan \frac{\pi \alpha}{2}) y^{1-\alpha} \frac{h(c^{1/\alpha} y)}{h(c^{1/\alpha})} (1 + o(c^{1/\alpha} y)(1)) \to - (1 - \theta \tan \frac{\pi \alpha}{2}) y^{1-\alpha} = K_{\nu_{\alpha, \theta}}(iy). \]

(3) $\implies$ (2). Suppose that (3) holds for some function $h$. Let $g(y) = y^{1-\alpha} h(y)$, so that $g$ varies regularly with index $1 - \alpha$. Observe that
\[ K_\mu(c^{1/\alpha} i) = c^{-1/\alpha} h(c^{1/\alpha}) K_{c^{-1/\alpha} \cdot \mu^{\text{inc}}/h(c^{1/\alpha})}(i) \]
\[ = c^{-1/\alpha} h(c^{1/\alpha}) (K_{\nu_{\alpha, \theta}}(i) + o(1)) \]
\[ = (1 - \theta \tan \frac{\pi \alpha}{2}) g(c^{1/\alpha})(1 + o(1)). \]

where the error $o(1)$ goes to zero as $c \to \infty$. Then we substitute $c = y^\alpha$ and obtain (2).
For the final claim regarding $g$ in (2), observe that $-\text{Im} K_\mu(iy) \geq 0$ and $-\text{Im} K_\mu(iy) = g(y)(1 + o(1))$. It is straightforward to check that this function varies regularly of index $1 - \alpha$. (The $1 + o(1)$ term in the original theorem statement is complex-valued, but the one used here is positive.) Thus, we can replace $g(y)$ with $K_\mu(iy)$ by absorbing $g(y)/K_\mu(iy)$ into the $1 + o(1)$ term. \hfill $\square$

We also need the following facts about regularly varying functions. They can be found in [17], but we include an elementary proof here for the reader’s convenience.

**Lemma 7.13.**

(1) If $f$ varies regularly with index $\alpha$ and $\alpha > 0$, then $af$ varies regularly with index $\alpha$.

(2) If $f$ varies regularly with index $\alpha$ and if $\beta > 0$, then $f(y)\beta$ and $f(y^\beta)$ regularly with index $\alpha\beta$.

(3) If $f$ varies regularly with index $\alpha$ and if $\beta \in \mathbb{R}$, then $y^\beta f(y)$ varies regularly with index $\alpha + \beta$.

(4) If $f$ is bounded above and below on any compact set and varies regularly with index $\alpha \neq 0$, then

$$\lim_{y \to \infty} f(y) = \begin{cases} \infty, & \alpha > 0, \\ 0, & \alpha < 0. \end{cases}$$

(5) Let $f : [m, \infty) \to [0, \infty)$ be continuous and vary regularly with index $\alpha > 0$. Let $g(y) = \inf \{x \geq m : f(x) \geq y\}$.

Then $f \circ g(y) = y$ for $y > f(m)$, and $g$ varies regularly with index $1/\alpha$.

**Proof.** Claims (1), (2), (3) are straightforward to check from the definition.

To prove (4), suppose $\alpha > 0$ and write $f(y) = y^\alpha g(y)$, where $g$ varies slowly. Then there exists $M > 0$ such that

$$2^{-\alpha/2} \leq \frac{f(2y)}{f(y)} \leq 2^{\alpha/2} \text{ for } y \geq M.$$ 

By hypothesis, $f$ is bounded below by some $\delta$ on the set $[M, 2M]$. Any $y \geq M$ can be written as $2^n y'$ for $y' \in [M, 2M]$ and $n \geq 0$, and then we have

$$g(y) = g(2^n y') \geq 2^{-\alpha/2} g(y') \geq M^{\alpha/2} (2^n M)^{-\alpha/2} \delta \geq M^{\alpha/2} \delta y^{-\alpha/2}.$$ 

Therefore, $y^{\alpha/2} g(y)$ has a positive lower bound for sufficiently large $y$, which implies that $y^\alpha g(y) \to \infty$.

The case for $\alpha < 0$ follows by considering $1/f$.

(5) Because $f(x) \to \infty$ as $x \to \infty$, the infimum in the definition of $g$ is well-defined. If $y > f(m)$, then by continuity $f$ must achieve the value $y$ by the intermediate value theorem. Furthermore, $f(x) < y$ for $x$ in a neighborhood of $m$, and hence the infimum $x_0$ of $\{x : f(x) \geq y\}$ must be strictly larger than $m$. Then we have $f(x) < y$ for $x < x_0$ and there is a sequence of points converging to $x_0$ from above that satisfy $f(x) \geq y$, so by continuity $f(x_0) = y$, or $f(g(y)) = y$.

Because $f$ is bounded on any compact set, we must have $g(y) \to \infty$ as $y \to \infty$. Given any $t > 0$ and $\epsilon > 0$, since $f$ varies regularly with index $\alpha$, we have

$$\lim_{y \to \infty} \frac{f((1 + \epsilon)^{1/\alpha} e^{1/\alpha} g(y))}{(1 + \epsilon) cf(g(y))} = 1.$$ 

If $y$ is large enough that the left-hand side is larger than $1/(1 + \epsilon)$, then we obtain

$$f((1 + \epsilon)^{1/\alpha} e^{1/\alpha} g(y)) \geq cy.$$ 

Thus, by definition of $g$,

$$g(cy) \leq (1 + \epsilon)^{1/\alpha} e^{1/\alpha} g(y),$$

so that

$$\limsup_{n \to \infty} \frac{g(cy)}{e^{1/\alpha} g(y)} \leq (1 + \epsilon)^{1/\alpha}.$$ 

Since $\epsilon$ was arbitrary, the lim sup is bounded above by 1. However, because the same thing holds with $c$ replaced by $1/c$, we get

$$\liminf_{n \to \infty} \frac{c^{1/\alpha} g(cy)}{g(c(1/c)y)} \geq 1.$$
Therefore, $g$ varies regularly with index $1/\alpha$. \hfill \square

We can conclude the proof as follows:

**Proof of Theorem 7.9.** Let $\mu \in C_{\alpha, \theta}$ if $\alpha \in (0, 1)$ and $\mu \in C_{0, \theta}$ if $\alpha \in (1, 2)$. Let $h$ be as in Proposition 7.11. By Lemma 7.13 the function $c \mapsto c/h(c^{1/\alpha})$ varies regularly with index 1. Let $\psi(t)$ be the function associated to $t/h(t^{1/\alpha})$ as in Lemma 7.13 (5), so that $\psi(t)/h(\psi(t)^{1/\alpha}) = t$ for sufficiently large $t$ and $\psi(t)$ varies regularly with index 1. Then let $\phi(t) = \psi(t)^{-1/\alpha}$. Then $\phi$ varies regularly with index $-1/\alpha$, and

$$
\phi(t) \cdot \mu^\psi = \psi(t)^{-1/\alpha} \cdot \mu^{\psi(t)/h(\psi(t)^{1/\alpha})} \to \nu_{\alpha, \theta}.
$$

In particular, for each $T \in \text{Tree}(N)$ with $n(T) > 1$, we have

$$
\phi(n(T)^{k}) \cdot \mu^{\psi(T)^{k}} \to \nu_{\alpha, \theta},
$$

and hence by Theorem 6.1 we have

$$
\phi(n(T)^{k}) \cdot \mathbb{B}_T(\mu) \to \mathbb{B}_T(\nu_{\alpha, \theta})
$$

for $T \in \text{Tree}(N)$ with $n(T) > 1$. That theorem also implies that the convergence is uniform over $T$. \hfill \square

By appealing to Theorem 6.1, we did not have to check that $C_{\alpha, \theta}$ is closed under the operations $\mu \mapsto \mathbb{B}_T(\mu)$ or $\mu \mapsto \mathbb{B}_T(\nu_{\alpha, \theta})$ in order to prove Theorem 7.9. However, as one would intuitively hope, this is indeed the case.

**Proposition 7.14.** Let $\alpha \in (0, 1)$ and $\theta \in [-1, 1]$. Suppose $\mu \in C_{\alpha, \theta}$.

1. For $t > 0$, we have $\mu^\psi \in C_{\alpha, \theta}$.
2. For any $T \in \text{Tree}(N)$ with $n(T) > 1$, we have $\mathbb{B}_T(\mu) \in C_{\alpha, \theta}$.
3. For $T \in \text{Tree}(N)$ with $n(T) > 1$, we have $\mathbb{B}_T(\nu_{\alpha, \theta}) \in C_{\alpha, \theta}$.

The same claims hold with $C_{\alpha, \theta}$ replaced by $C_{0, \theta}$ for $\alpha \in (1, 2)$.

**Proof.** Let $\alpha \in (0, 1)$. By Proposition 7.11 (3) and Lemma 7.13 (2) and (3), we have $\mu \in C_{\alpha, \theta}$ if and only if there is a function $f$ that varies regularly with index 1 such that $c^{-1/\alpha} \mu^{\psi(f)} \to \nu_{\alpha, \theta}$ as $c \to \infty$.

In the remainder of the argument, assume $\mu \in C_{\alpha, \theta}$ and let $f$ be a function that varies regularly with index 1 with $c^{-1/\alpha} \mu^{\psi(f)} \to \nu_{\alpha, \theta}$.

1. If $t > 0$, then $c^{-1/\alpha} \cdot \mu^{\psi(f)/t} = c^{-1/\alpha} \cdot \mu^{\psi(f)} \to \nu_{\alpha, \theta}$. The function $f(c)/t$ also varies regularly with index 1, so $\mu^\psi \in C_{\alpha, \theta}$.

2. Let $\Phi_N$ be as in Theorem 6.2. Then using Lemma 7.2 we have

$$
c^{-1/\alpha} \cdot \mathbb{B}_T(\mu)^{\psi(f)/n(T)} = \mathbb{B}_T(c^{-1/\alpha} \cdot \mu^{\psi(f)}(c^{1/\alpha})^{\psi(f)/n(T)})^\psi(n(T)) = \Phi_N\left(T, N/f(c), (c^{-1/\alpha} \cdot \mu^{\psi(f)}(c^{1/\alpha})^{\psi(f)})^\psi(n(T))\right).
$$

Of course, $f(c) \to \infty$ as $c \to \infty$. Thus, by joint continuity of $\Phi_N$, we obtain that

$$
\lim_{c \to \infty} c^{-1/\alpha} \cdot \mathbb{B}_T(\mu)^{\psi(f)/n(T)} = \Phi_N(T, 0, \nu_{\alpha, \theta})^\psi(N/n(T)) = (\nu_{\alpha, \theta}^\psi(N/n(T)))^\psi(N/n(T)) = \nu_{\alpha, \theta}.
$$

Thus, $\mathbb{B}_T(\mu)$ satisfies the desired condition with the function $f/n(T)$.

3. Let $n = n(T)$. As in the proof of Theorem 6.3, fix $M \geq (N-1)/(n-1)$, and let $T_k \in \text{Tree}(MN^k)$ be isomorphic to $T^{bk}$. Recall that

$$
\mathbb{B}_T(\mu) = \lim_{k \to \infty} \mathbb{B}_{T^{bk}}(\mu^\psi)^{n^k} = \lim_{k \to \infty} \mathbb{B}_{T_k}(\mu^\psi)^{n^k}
$$

Then observe that

$$
c^{-1/\alpha} \cdot \left(\mathbb{B}_{T_k}(\mu^\psi)^{n^k}\right)^{\psi(f)} = \mathbb{B}_{T_k}(c^{-1/\alpha} \cdot \mu^{\psi(f)}(c^{1/\alpha})^{1/n^k})^\psi(f) = \Phi_{MN^k}\left(T_k, M/f(c), (c^{-1/\alpha} \cdot \mu^{\psi(f)})^\psi(M)\right).
$$
Moreover, let $\Phi^\alpha$ denote the Voiculescu transform $\Phi^\alpha(z) = F^{-1}_\mu(z) - z$, defined in a non-tangential neighborhood of $\alpha$. The correspondence between the free and boolean cases is such that

$$\Phi^\alpha(z) = \gamma + \int_{\mathbb{R}} \frac{1+tz}{z-t} d\mu(t) = K_{\mu^\alpha}(z).$$

It follows from \cite{12} §5 that the freely stable laws correspond precisely to the classically stable laws. However, these do not correspond to boolean stable laws in the naive sense. Rather, for $a \in \mathbb{R}$, it follows from \eqref{7.1} that

$$\mathbb{B}(T_2,\delta_a \oplus \mu) = \delta_a \boxplus \mathbb{B}(T_2,\mu) = a + \mathbb{B}(T_2,\mu),$$

and thus stability in the boolean setting should be understood with respect to the shift operations $\mu \mapsto \delta_a \oplus \mu$ for $a \in \mathbb{R}$ rather than $\mu \mapsto a + \mu$. The laws $\nu_{\alpha,\theta}$ in Proposition 7.8 above are the boolean
stable laws with this modified notion of stability, and the freely stable distributions in [12] Proposition 5.12 are exactly the distributions $\mathbb{B}\mathbb{P}(T^{n, \text{free}}, \nu_{\alpha, \theta})$, where $\nu_{\alpha, \theta}$.

Proposition [7.14] is now proved as follows: Let $\rho_{\alpha, \theta}$ be the classical stable distribution corresponding to the boolean infinitely divisible distribution $\nu_{\alpha, \theta}$. From classical results, if $\mu \in C_{1, \theta}$, there are measures $\mu_j$ equivalent to $\mu$ such that $\mu_j \uparrow \rho_1 \cdot \theta$. Hence by [12] Theorem 6.3, we have $\mu_j \uparrow \nu_{\alpha, \theta}$. Then by Theorem [6.1] we have $\Theta_{T \cdot k} (\mu^{n(T)}_k) \rightarrow \mathbb{B}\mathbb{P}(T, \nu_{1, \theta})$. The proof of Proposition 7.16 is the same.

8. Open questions

The following questions around Theorems [6.1] and [7.9] remain unanswered.

**Question 8.1.** Does the converse implication hold in Theorem [6.1]? More precisely, let $T \in \text{Tree}(N)$ with $n(T) > 2$. If $\Theta_{T \cdot \ell}(\mu_\ell)$ converges as $\ell \rightarrow \infty$, then does $\mu_\ell^{\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})}$ converge? A positive answer is known for free independence by [12], but to our knowledge the question is open even in the case of monotone independence.

**Question 8.2.** Is the map $\mathbb{B}\mathbb{P}(T, \cdot)$ injective and is the inverse continuous? For compactly supported measures, the inverse map was studied using combinatorial methods in [27] §9. We anticipate that the answer to this question and the previous one will be easier in the case of finite variance than in the general case.

**Question 8.3.** What is the correct notion of stable law for $T$-free convolution? Do we get a classification of such laws that is parallel to the classical case? Of course, this question is one of the main motivations for the previous two questions.

**Question 8.4.** Is there a limit theorem which allows us to bring the translation operation outside the convolution operations? That is, if $\mu \in C_{1, \theta}$ or $C_2$, then can we describe the asymptotic behavior of some sequence $\mu_k \sim \Theta_{T \cdot k}(\mu)$?

**Question 8.5.** Does Proposition [7.14] generalize to the $\alpha = 1$ and $\alpha = 2$ cases? What is the correct substitute for Proposition [7.11] in these cases?

There are many interesting questions about the limiting distributions $\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})$ themselves. We know that $\Theta_{T \cdot k}(\nu_{\alpha, \theta}^{\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})}) \rightarrow \mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})$, and in the case $\alpha \in (0, 1) \cup (1, 2)$, we also have $\Theta_{T \cdot k}(\nu_{\alpha, \theta}^{\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})}) = n(T)^{-1/\alpha} \cdot \Theta_{T \cdot k}(\nu_{\alpha, \theta})$. Furthermore, the Stieltjes inversion formula says that under sufficient regularity conditions, the probability density of a measure $\mu$ can be recovered from the Cauchy transform by $\rho(x) = \lim_{x \rightarrow 0} -\frac{1}{\pi} G_{\mu}(x + iy)$. As an example, we considered the tree $T = \{0, 1, 2, 3, 21, 31, 12, 13\}$. To approximate the density for $\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})$, we computed

$$-\frac{1}{\pi} \text{Im} G_{\Theta_{T \cdot k}(\nu_{\alpha, \theta}^{\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})})}(x + i\epsilon)$$

for $\epsilon = 10^{-5}$ and for values of $x$ spaced at intervals of 0.1, and the results are shown in Figures [1] and [2]. Experimentally, replacing 6 by 7 or shrinking $\epsilon$ did not change the values much. However, because the size of the tree $T^{\circ k}$ increases very quickly with $k$, this approximation scheme has high computational complexity and is thus impractical to evaluate for large $k$.

**Question 8.6.** Are there practical numerical error bounds for the convergence of $\Theta_{T \cdot k}(\nu_{\alpha, \theta}^{\mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})}) \rightarrow \mathbb{B}\mathbb{P}(T, \nu_{\alpha, \theta})$? Similarly, what is the rate of convergence to $\Theta_T(\mu_1, \ldots, \mu_N)$ of the approximations given by truncation of $T$ to finite trees? Are there better estimates for special classes of trees?

Already for a single tree $T = \{0, 1, 2, 3, 21, 31, 12, 13\}$, we saw a variety of phenomena occur. For $\alpha \in (0, 1)$ there is a singularity at 0 in the boolean case, but in the free case the stable laws have analytic densities on their supports [12] Propositions A.1.2-A.1.4. For this $T$, the presence or absence of a singularity appears to depend on the value of $\alpha \in (0, 1)$. Moreover, for $\alpha \in (1, 2)$, the distribution can have several local extrema and inflection points, in contrast to the free case where the stable distributions are unimodal [12] Proposition A.2.2.
Question 8.7. What can we say about the regularity of the limit distributions $\mathbb{B}_T(\nu_{\alpha,\theta})$? Do they have analytic densities? How does this vary with $T$, $\alpha$, and $\theta$? In general, what can we say about the regularity of $T$-free convolutions of several measures? Under what conditions on $T$ do the regularity results from the free case [15, 14, 5, 8, 7] generalize?

Another open question concerns the operator models for $T$-free convolution. In this paper, we focused exclusively on the complex-analytic viewpoint for $T$-free convolutions, even though the original definition of the convolution for compactly supported measures was in terms of addition of “independent” bounded self-adjoint operators [27]. Moreover, the free convolution of arbitrary measures on $\mathbb{R}$
can be expressed using the addition of freely independent unbounded self-adjoint operators, thanks to the theory of unbounded operators affiliated to a tracial von Neumann algebra [13].

**Question 8.8.** Can the $\mathcal{T}$-free convolution of arbitrary probability measures on $\mathbb{R}$ be formulated in terms of addition $\mathcal{T}$-free independent unbounded self-adjoint operators?

Because arbitrary self-adjoint operators cannot necessarily be added, the challenge is to use the additional structure of $\mathcal{T}$-free independence (or perhaps of the $\mathcal{T}$-free product Hilbert space) to show that the sum actually makes sense. Again, we believe that the solution for finite-variance measures is significantly easier than for the general case.
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