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Abstract. In this paper, we are concerned with solutions to the Cauchy problem for Chern-Simons-Schrödinger equations in the mass supercritical case. First we establish the local well-posedness of solutions in the radial space. Then we consider scattering versus blow-up dichotomy for radial data below the ground state threshold.
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1. Introduction

In this paper, we are interested in solutions to the Cauchy problem for the following Chern-Simons-Schrödinger (CSS) equation in two spatial dimensions,

\[
\begin{aligned}
  iD_t u + (D_1 D_1 + D_2 D_2) u &= -|u|^{p-1} u, \\
  \partial_t A_1 - \partial_1 A_0 &= -\text{Im}(\pi D_2 u), \\
  \partial_t A_2 - \partial_2 A_0 &= \text{Im}(\pi D_1 u), \\
  \partial_1 A_2 - \partial_2 A_1 &= -1/2 |u|^2,
\end{aligned}
\]

under the Coulomb gauge condition

\[
\partial_1 A_1 + \partial_2 A_2 = 0,
\]

where \(i\) denotes the imaginary unit, \(p > 3\) and \(D_t, D_i\) are covariant derivative operators defined by

\[
D_t = \partial_t + i A_0, \quad D_i = \partial_i + i A_i \quad \text{for } i = 1, 2.
\]

The CSS equation under consideration is a gauge-covariant nonlinear Schrödinger equation with a long-range electromagnetic field introduced by Jackiw and Pi in [13, 14]. It serves as a basic model for Chern-Simons dynamics on the plane used to describe a number of important planar phenomena such as anyonic statistics, fractional quantum Hall effect and high \(T_c\) superconductors, see for example [6, 7, 8, 10, 27] and references therein.

Here we shall consider solutions to the Cauchy problem for (1.1) in the radial symmetric context. We suppose that \(u(t, x)\) is radially symmetric and the electromagnetic potentials satisfy the following radial symmetric ansatz,

\[
A_0(t, x) = A_0(t, |x|), \quad A_1(t, x) = -\frac{x_2}{|x|} h(t, |x|), \quad A_2(t, x) = \frac{x_1}{|x|} h(t, |x|),
\]

where \(h\) is assumed to be radially symmetric.

The first aim of the present paper is to study the local well-posedness of solutions to the Cauchy problem for (1.1). Let us now briefly review some related results in this direction. When \(p = 3\), the Cauchy problem for (1.1) was initially investigated in [2], where the authors established the local well-posedness of solutions in \(H^2(\mathbb{R}^2)\) and also proved the existence of global solutions in \(H^1(\mathbb{R}^2)\) for initial data with small \(L^2\)-norm. However, the uniqueness of solutions and the continuous dependence of solutions with respect to initial data in \(H^1(\mathbb{R}^2)\) are unknown. Later, the author in [12] obtained the unconditional uniqueness of solutions in \(L^p_t H^1\). Recently, it was shown in [21] that the solution map is Lipschitz continuous for initial data in \(H^s(\mathbb{R}^2)\) for any \(s \geq 1\). While \(p > 3\), the local well-posedness of solutions in \(H^1(\mathbb{R}^2)\) has not been treated yet. This is the motivation of our study and the result reads as follows.
Theorem 1.1. Let $p > 3$, then for any $R > 0$, there exists a constant $T_{\text{max}} = T_{\text{max}}(R) > 0$ such that (1.1) has a unique solution

$$u \in C^1([0, T_{\text{max}}), L^2_{\text{rad}}(\mathbb{R}^2)) \cap C([0, T_{\text{max}}), H^1_{\text{rad}}(\mathbb{R}^2))$$

provided initial datum

$$u_0 \in H^1_{\text{rad}}(\mathbb{R}^2), \quad \|u_0\|_{H^1(\mathbb{R}^2)} \leq R.$$ 

Moreover, we have the following properties.

(i) The mass and energy are conserved, i.e. for any $t \in [0, T_{\text{max}})$,

$$M(u(t)) = M(u_0), \quad E(u(t)) = E(u_0),$$

where

$$M(u) = \int_{\mathbb{R}^2} |u|^2 \, dx$$

and

$$E(u) = \frac{1}{2} \int_{\mathbb{R}^2} |D_1 u|^2 + |D_2 u|^2 \, dx - \frac{1}{p+1} \int_{\mathbb{R}^2} |u|^{p+1} \, dx.$$ 

(ii) The solution map

$$u_0 \in H^1_{\text{rad}}(\mathbb{R}^2) \mapsto u \in C^1([0, T_{\text{max}}), L^2_{\text{rad}}(\mathbb{R}^2)) \cap C([0, T_{\text{max}}), H^1_{\text{rad}}(\mathbb{R}^2))$$

is Lipschitz continuous in the ball of radius $R$ in $H^1_{\text{rad}}(\mathbb{R}^2)$.

(iii) Blow-up alternative holds: either $T_{\text{max}} = +\infty$ or $\|u(t)\|_{L^2(\mathbb{R}^2)} = +\infty$ as $t \to T_{\text{max}}^+$. 

To prove Theorem 1.1 we first establish estimates for the electromagnetic potentials. Then we employ the contraction mapping principle along with Strichartz-type estimates to derive the desired results.

We next discuss dynamical behaviors of solutions to the Cauchy problem for (1.1) in the mass supercritical case, which has not been dealt with so far. Concerning this topic in the mass critical case, we refer the readers to [22] for finite time blow-up of solutions and [19] for scattering of solutions. Let us mention that the authors in [22] obtained the scattering of solutions in $L^2(\mathbb{R}^2)$ by applying the concentration compactness arguments due to Kenig and Merle [16, 17].

Before stating our result in this direction, we need to introduce some notations. The underlying energy functional is defined by

$$S(u) = E(u) + \frac{1}{2} M(u).$$

The ground state energy is defined by

$$d = \inf \left\{ S(u) : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) = 0 \right\},$$

where

$$K(u) = \int_{\mathbb{R}^2} |D_1 u|^2 + |D_2 u|^2 \, dx - \frac{p-1}{p+1} \int_{\mathbb{R}^2} |u|^{p+1} \, dx.$$ 

For $p > 3$, we are concerned with dynamical behaviors of solutions to the Cauchy problem for (1.1) with initial data starting from the following two sets,

$$K^+ = \left\{ u \in H^1_{\text{rad}}(\mathbb{R}^2) : S(u) < d, K(u) > 0 \right\}$$

and

$$K^- = \left\{ u \in H^1_{\text{rad}}(\mathbb{R}^2) : S(u) < d, K(u) < 0 \right\}.$$

Theorem 1.2. Let $p > 3$ and let $u$ be the solution to the Cauchy problem for (1.1) with initial datum $u_0 \in H^1_{\text{rad}}(\mathbb{R}^2)$.

i) If $u_0 \in K^+$, then $u$ exists globally in time and scatters in $H^1_{\text{rad}}(\mathbb{R}^2)$, i.e. there exist $u_{\pm} \in H^1_{\text{rad}}(\mathbb{R}^2)$ such that

$$\lim_{t \to \pm \infty} \|u(t) - e^{it\Delta} u_{\pm}\|_{H^1(\mathbb{R}^2)} = 0.$$ 

ii) If $u_0 \in K^-$ and $p \leq 5$, then $u$ blows up in finite time.
Let us now sketch the strategy to prove Theorem 1.2. The global existence of solutions follows directly from the conservation laws and Gagliardo-Nirenberg type inequality. The proof of scattering of solutions is mainly inspired by the approach developed in [1], which avoids the use of the concentration-compactness-rigidity arguments in the spirit of Kenig and Merle [16, 17]. The key ingredient is to establish Morawetz-type estimates for solutions, from which we are able to deduce the scattering of solutions. In [1], the authors considered the following classical NLS in two space dimensions,

$$(i \partial_t + \Delta) u = -|u|^{p-1} u.$$  

In view of Morawetz-type estimates, the authors obtained that

$$\int_{t_0}^{t_1} \int_{\mathbb{R}^2} |u|^{p+1} dx dt \lesssim \varepsilon$$

for a suitable large time interval $[t_0, t_1]$. From the smallness of the term

$$\|u\|_{L^{p+1}(t_1, \infty); L^{p+1}(\mathbb{R}^2)},$$

then the scattering of solutions follows. In our case, the discussion of scattering of solutions becomes complex and the nonlocal terms require specific treatments. First we need to derive that

$$\int_{t_0}^{t_1} \int_{\mathbb{R}^2} |u|^{p+1} dx dt + \int_{t_0}^{t_1} \int_{\mathbb{R}^2} \left( A_\theta \left( |u|^2 \right) \right)^{r} |u|^2 + \int_{t_0}^{t_1} \int_{\mathbb{R}^2} A_0(|u|^2)|u|^2 dx dt \lesssim \varepsilon,$$

where $r = |x|$, $A_\theta$ and $A_0$ are electromagnetic potentials defined by (3.4). Next we have to establish the smallness of the term

$$\|u\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))}$$

for the parameters $q, r > 2$ in the whole triangle

$$\mathcal{T} := \left\{ \left( \frac{1}{q}, \frac{1}{r} \right) : 0 < \frac{1}{q} + \frac{1}{r} \leq \frac{1}{2}, 2 < q, r < \infty \right\}.$$  

Thus we have the scattering of solutions. The proof of blow-up of solutions benefits from variational characterization of the ground state energy and analysis of the evolution of a localized virial quantity.

**Structure of the Paper.** This paper is organized as follows. In Section 2 we present some preliminary results used to prove our main results. In Section 3 we first establish useful estimates of the electromagnetic potentials $A_\theta$ and $A_0$, and then prove Theorem 1.1. Section 4 is devoted to the proof of Theorem 1.2. In Appendix, we demonstrate that the smallness of initial data implies the smallness of solutions and we also establish a crucial estimate for a Nemytskii operator.

**Notations.** Throughout the paper, for any $1 \leq q < +\infty$, we denote by $L^q(\mathbb{R}^2)$ the Lebesgue space equipped with the norm

$$\|u\|_{L^q(\mathbb{R}^2)} = \left( \int_{\mathbb{R}^2} |u|^q dx \right)^{\frac{1}{q}}.$$  

For any $I \subset \mathbb{R}$ and $1 \leq q, r \leq \infty$, we write

$$\|u\|_{L^q(I; L^r(\mathbb{R}^2))} = \|\|u(t)\|_{L^r(\mathbb{R}^2)}\|_{L^q(I)}.$$  

We denote by $H^1(\mathbb{R}^2)$ the usual Sobolev space equipped with the standard norm

$$\|u\|_{H^1(\mathbb{R}^2)} = \|u\|_{L^2(\mathbb{R}^2)} + \|\nabla u\|_{L^2(\mathbb{R}^2)}.$$  

In addition, $H^1_{\text{rad}}(\mathbb{R}^2)$ stands for the subspace of $H^1(\mathbb{R}^2)$, which consists of the radially symmetric functions in $H^1(\mathbb{R}^2)$. For any nonnegative quantities $A, B$, we use the notations $A \lesssim B$ to denote $A \leq CB$ for some $C > 0$. 


2. Preliminaries

In this section, we present some preliminary results used to establish our main results. Let us first show the well-known Gagliardo-Nirenberg inequality in $H^1(\mathbb{R}^2)$,

$$\|u\|_{L^q(\mathbb{R}^2)} \lesssim \|\nabla u\|_{L^2(\mathbb{R}^2)}^{\frac{2}{q}} \|u\|_{L^2(\mathbb{R}^2)}^{\frac{2}{2-q}} \quad \text{for } \alpha = 1 - \frac{2}{q}.$$  \hspace{1cm} (2.1)

Let us also give the Strauss inequality in $H^1_{rad}(\mathbb{R}^2)$,

$$\|x|^{\frac{s}{2}} u\|_{L^\infty(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}.$$ \hspace{1cm} (2.2)

**Lemma 2.1.** [20, Theorem 7.21] Let $A: \mathbb{R}^n \to \mathbb{R}^n$ be in $L^2_{loc}(\mathbb{R}^n)$ and let $u$ be in $H^1_A$, where

$$H^1_A = \{u \in L^2(\mathbb{R}^n) : \| \nabla (\nabla + iA) u \|_{L^2(\mathbb{R}^2)} < \infty \},$$

then $|u| \in H^1(\mathbb{R}^n)$ and the diamagnetic inequality

$$|\nabla |u|(x)| \leq |(\nabla + iA)u(x)|$$

holds pointwise for almost every $x \in \mathbb{R}^n$.

As an immediate consequence of (2.1) and Lemma 2.1, we have that

$$\int_{\mathbb{R}^n} F \lesssim \|F\|_{L^1(\mathbb{R}^n)}$$

and

$$\int_{\mathbb{R}^n} x \lesssim \|x\|_{L^\infty(\mathbb{R}^n)}.$$ \hspace{1cm} (2.3)

**Definition 2.1.** A couple $(q, r)$ of positive numbers $q \geq 2$ and $r \geq 2$ is called 2d Schrödinger admissible, if it satisfies $(q, r) \neq (2, \infty)$ and

$$\frac{1}{q} + \frac{1}{r} = \frac{1}{2}.$$  

**Lemma 2.2.** ([15, 25, 20]) (Homogeneous Strichartz Estimates) There hold the following estimates.

i) If $(p, q)$ is a 2d Schrödinger admissible couple, then

$$\left\| e^{it\Delta} f \right\|_{L^q(\mathbb{R}; L^r(\mathbb{R}^2))} \lesssim \|f\|_{L^1(\mathbb{R}^2)}.$$  

ii) If $f$ is radial, then

$$\left\| e^{it\Delta} f \right\|_{L^q(\mathbb{R}; L^r(\mathbb{R}^2))} \lesssim \|f\|_{L^2(\mathbb{R}^2)}.$$  

**Lemma 2.3.** ([15, 25, 20]) (Inhomogeneous Strichartz Estimates) Let $(r_j, q_j)$ be 2d Schrödinger admissible couples for $j = 1, 2$. Then the following estimates hold.

i) There holds that

$$\left\| \int_{-\infty}^t e^{i(s-t)\Delta} F(s, \cdot) ds \right\|_{L^{q_j}(\mathbb{R}^{r_j}(\mathbb{R}^2))} \lesssim \|F\|_{L^q(\mathbb{R}^2)},$$

where $q_j', r_j'$ are the dual exponents of $q_j$ and $r_j$, respectively.

ii) If $F$ is radial, then

$$\left\| \int_{-\infty}^t e^{i(s-t)\Delta} F(s, \cdot) ds \right\|_{L^{q_j}(\mathbb{R}^{r_j}(\mathbb{R}^2))} + \left\| \int_{-\infty}^t e^{i(s-t)\Delta} F(s, \cdot) ds \right\|_{L^{\infty}(\mathbb{R}^2)} \lesssim \inf \left\{ \|F\|_{L^1(\mathbb{R}^2)}, \|F\|_{L^1(\mathbb{R}^2)} \right\}.$$  \hspace{1cm} (2.4)

**Remark 2.1.** We can apply Christ-Kiselev’s lemma from [5] to deduce that

$$\left\| \int_{-\infty}^t e^{i(s-t)\Delta} F(s, \cdot) ds \right\|_{L^{q_j}(\mathbb{R}^{r_j}(\mathbb{R}^2))} \lesssim \|F\|_{L^2(\mathbb{R}^2)}$$

and

$$\left\| \int_{-\infty}^t e^{i(s-t)\Delta} F(s, \cdot) ds \right\|_{L^{\infty}(\mathbb{R}^2)} \lesssim \|F\|_{L^q(\mathbb{R}^2)}.$$
for any 2d Schrödinger admissible couples $(q_j, r_j)$ and $j = 1, 2$.

**Remark 2.2.** For any two intervals $I, J \subseteq \mathbb{R}$, it follows from (2.3) that
\[
\left\| \int_I e^{i(t-s)\Delta} F(s, \cdot) ds \right\|_{L^2(J, L^\infty(\mathbb{R}^2))} + \left\| \int_I e^{i(t-s)\Delta} F(s, \cdot) ds \right\|_{L^\infty(J, L^2(\mathbb{R}^2))} 
\lesssim \inf \{ \| F \|_{L^2(I, L^1(\mathbb{R}^2))}, \| F \|_{L^1(I, L^2(\mathbb{R}^2))} \}.
\]

3. **Proof of Theorem 1.1**

Our aim in this section is to establish Theorem 1.1. To do this, we shall make use of the following radial ansatz,
\[
\begin{align*}
  u(t, x) &= u(t, |x|), \quad A_0(t, x) = A_0(t, |x|), \\
  A_1(t, x) &= -\frac{x_2}{|x|} h(t, |x|), \quad A_2(t, x) = \frac{x_1}{|x|} h(t, |x|).
\end{align*}
\]
(3.1)

Setting $r = |x|$ and
\[
A_\theta = -x_2 A_1 + x_1 A_2 = -|x| h(t, |x|),
\]
then we obtain that
\[
A_1(t, x) = \frac{x_2}{|x|^2} A_\theta(t, |x|), \quad A_2(t, x) = -\frac{x_1}{|x|^2} A_\theta(t, |x|)
\]
and
\[
\begin{align*}
  A_1 \partial_1 u + A_2 \partial_2 u &= 0, \\
  (\partial_1 + iA_1)^2 u + (\partial_2 + iA_2)^2 u &= \Delta u - \frac{A_\theta^2}{r^2} u,
\end{align*}
\]
(3.2)

where $A = (A_1, A_2)$. In addition, it follows from (1.1) that
\[
\begin{align*}
  & i \partial_1 u + \Delta u = A_0 u + \frac{A_\theta^2}{r^2} u - |u|^{p-1} u, \\
  & \partial_r A_0 = \frac{A_\theta}{r} |u|^2, \\
  & \partial_r A_\theta = r \text{Im} (\partial_r u), \\
  & \partial_r A_\theta = -\frac{r}{2} |u|^2.
\end{align*}
\]
(3.3)

In view of (3.3), the terms $A_0, A_\theta$ can be related explicitly to $u$ and we have that
\[
A_\theta(t, r) = A_\theta(|u(t, \cdot)|^2)(r), \quad A_0(t, r) = A_0(|u(t, \cdot)|^2)(r),
\]
(3.4)

where
\[
A_\theta(f)(r) = -\frac{1}{2} \int_0^r f(\rho) \rho d\rho, \quad A_0(f)(r) = -\int_r^\infty \frac{A_\theta(f)}{\rho} f(\rho) d\rho.
\]

Thus (3.3) leads to
\[
i \partial_t u + \Delta u = \Lambda(u),
\]
(3.5)

where
\[
\Lambda(u) = \Lambda_1(u) + \Lambda_2(u) + \Lambda_3(u),
\]
and
\[
\Lambda_1(u) = A_0(|u|^2) u, \quad \Lambda_2(u) = \left( \frac{A_\theta(|u|^2)}{r} \right)^2 u, \quad \Lambda_3(u) = -|u|^{p-1} u.
\]
(3.6)

As a consequence of (3.5), we see that
\[
u(t) = e^{i\Delta t} u_0 + i \int_0^t e^{i(t-s)\Delta} \Lambda(u)(s) ds.
\]
(3.7)
3.1. **Estimates of the electromagnetic potentials.** In the following, we shall present some apriori estimates for the nonlocal terms $A_0$ and $A_\theta$, which may be of independent interests.

**Lemma 3.1.** If $2 \leq s \leq \infty$ and $b \in [0, 2]$ satisfy
\[ \frac{b}{2} = 1 - \frac{2}{s} + \frac{1}{q}, \quad s > 2 \]
or $b = 0$, $q = \infty$ and $s = 2$, then
\[ \left\| \frac{A_\theta(|u|^2)}{|x|^b} \right\|_{L^q(\mathbb{R}^2)} \lesssim \|u\|_{L^2(\mathbb{R}^2)}^2. \tag{3.8} \]

**Proof.** In order to achieve (3.8), we shall set $f = |u|^2$ and prove the estimate
\[ \left\| \frac{A_\theta(f)}{|x|^b} \right\|_{L^q(\mathbb{R}^2)} \lesssim \|f\|_{L^2(\mathbb{R}^2)}. \tag{3.9} \]

To do this, we shall employ interpolation arguments. Let us first take three points $B_1(0, 0)$, $B_2(0, 1/2)$, and $B_3(1, 1/2)$ in the plane $(1/q, 1/s)$. In the point $B_1$, we have that $b = 2$. Using the simple $L^\infty$-estimate involving the maximal function, we arrive at
\[ \left\| \frac{A_\theta(f)}{|x|^2} \right\|_{L^\infty(\mathbb{R}^2)} = \|M(f)\|_{L^\infty(\mathbb{R}^2)} \lesssim \|f\|_{L^\infty(\mathbb{R}^2)}. \]

In the point $B_2$, we see that $b = 0$. Therefore, we obtain the trivial estimate
\[ \|A_\theta(f)\|_{L^\infty(\mathbb{R}^2)} \lesssim \|f\|_{L^1(\mathbb{R}^2)}. \]

Finally, in the point $B_3$, we get that $b = 2$. Note that
\[ \frac{A_\theta(f)}{|x|^2} \lesssim |M(f)(x)|, \quad \|M(f)\|_{L^{1, \infty}(\mathbb{R}^2)} \lesssim \|f\|_{L^1(\mathbb{R}^2)}. \]

This estimate implies that for any $r \in (1, \infty)$,
\[ \left\| \frac{A_\theta(f)}{|x|^2} \right\|_{L^r(\mathbb{R}^2)} \lesssim \|M(f)\|_{L^r(\mathbb{R}^2)} \lesssim \|f\|_{L^r(\mathbb{R}^2)}. \tag{3.10} \]

Consequently, we find that
\[ \left\| \frac{A_\theta(f)}{|x|^2} \right\|_{L^{1, \infty}(\mathbb{R}^2)} \lesssim \|f\|_{L^1(\mathbb{R}^2)}. \]

An interpolation argument based on the Marcinkiewicz interpolation theorem leads to the inequality of Lemma 3.1 for all points $(1/s, 1/q)$ in the closure of $\triangle B_1 B_2 B_3$ except the segment $B_2 B_3$ (including $B_3$ and excluding $B_2$). This completes the proof. \( \square \)

For radial functions $f, g \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$, we define the following bilinear form,
\[ A_0(f, g)(r) = - \int_0^r \frac{A_\theta(f)}{\rho} g(\rho) \, d\rho. \]

It is clear to see that $A_0(f, f) = A_\theta(f)$.

**Lemma 3.2.** If $q \in [1, \infty], s_1 \in [2, \infty]$ and $s_2 \in [2, \infty]$ satisfy
\[ \begin{cases} q < \infty, s_1 > 2, \quad \frac{1}{q} \leq \frac{2}{s_1} + \frac{2}{s_2} \leq 1 + \frac{1}{q}, \\ \frac{q}{2} + b = 1 - \frac{2}{s_1} - \frac{2}{s_2} + \frac{1}{q}, \quad a < \frac{2}{q}, \tag{3.11} \end{cases} \]
or
\[ \begin{cases} q = \infty, \quad s_1 > 2, \quad 0 \leq \frac{2}{s_1} + \frac{2}{s_2} \leq 1, \\ \frac{q}{2} + b = 1 - \frac{2}{s_1} - \frac{2}{s_2}, \quad a \leq 0, \tag{3.12} \end{cases} \]
or

\[ q = \infty, s_1 = s_2 = 2, \ b = 0, a = -2, \]

then

\[ \left\| \frac{A_0(|x|^{a/2})}{x} \right\|_{L^q(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^q(\mathbb{R}^2)}^2 \left\| \int x^{-b} u \right\|_{L^2(\mathbb{R}^2)}^2. \]  \hspace{1cm} (3.14)

**Remark 3.1.** For the case \( q = \infty \) in (3.12), we can avoid the assumption \( a < 2/q = 0 \) in (3.11). In fact, this condition comes from the application of Hardy type inequality and we use it only for \( q < \infty \).

**Proof.** To prove (3.14), we shall deduce that one of the assumptions (3.11), (3.12) and (3.13) implies

\[ \left\| \frac{A_0(f,g)}{|x|^{a}} \right\|_{L^q(\mathbb{R}^2)} \lesssim \left\| f \right\|_{L^q(\mathbb{R}^2)} \left\| \int x^{-b} g \right\|_{L^q(\mathbb{R}^2)}^2. \]  \hspace{1cm} (3.15)

Let us first consider the case \( q < \infty \) and (3.11) is satisfied. In this case, we are going to take advantage of the following Hardy type inequality from [23, Theorem 2],

\[ \left( \int_0^\infty \int_r^\infty F(\rho) d\rho \right)^{\frac{1}{q}} \lesssim \left( \int_0^\infty \rho^{A+1} F(\rho) d\rho \right)^{\frac{1}{q}}, \]  \hspace{1cm} (3.16)

where \( 1 \leq q < \infty, -1/q < A < \infty \) and \( F : \mathbb{R} \to \mathbb{R} \) is a Lebesgue measurable function. As an immediate consequence of (3.16), we have that

\[ \left\| r^\alpha \int_r^\infty F(\rho) d\rho \right\|_{L^q(rdr)} \lesssim \left\| r^{\alpha+1} F(r) \right\|_{L^q(rdr)}, \]  \hspace{1cm} (3.17)

where \( 1 \leq q < \infty, \alpha > -2/q \) and

\[ \|G\|_{L^q(rdr)} := \left( \int_0^\infty |G(r)|^q r dr \right)^{1/q}. \]

In addition, for \( \alpha \geq 0 \), by making an interpolation between (3.17) and the trivial estimate

\[ \left\| r^\alpha \int_r^\infty F(\rho) d\rho \right\|_{L^\infty(rdr)} \lesssim \left\| r^{\alpha-1} F(r) \right\|_{L^1(rdr)}, \]

we obtain that

\[ \left\| r^\alpha \int_r^\infty F(\rho) d\rho \right\|_{L^m(rdr)} \lesssim \left\| r^{\alpha+1+\frac{2}{q}-\frac{\alpha}{q}} F(r) \right\|_{L^m(rdr)}, \]  \hspace{1cm} (3.18)

where \( 1 \leq m \leq q < \infty \). With these inequalities in hand, we now come back to the proof of (3.14). Let us first treat the case \( 0 < a < 2/q \). By using (3.17) with \( \alpha = -a \) and Hölder’s inequality, we find that

\[ \left\| \frac{A_0(f,g)}{|x|^{a/2}} \right\|_{L^q(\mathbb{R}^2)} = \left\| r^{-a} A_0(f,g)(r) \right\|_{L^q(rdr)} = \left\| r^{-a} \int_r^\infty \frac{A_0(f,g)(\rho)}{\rho} g(\rho) d\rho \right\|_{L^q(rdr)} \lesssim \left\| r^{-a} A_0(f)(r) g(r) \right\|_{L^q(rdr)} \lesssim \left\| \int x^{-a_1} A_0(f) \right\|_{L^m(\mathbb{R}^2)} \left\| x^{-b} g \right\|_{L^q(\mathbb{R}^2)}, \]

where \( a_1 = a + 2b \) and

\[ \frac{1}{m} + \frac{2}{s_2} = \frac{1}{q}. \]

In addition, from the estimate (3.9), we get that

\[ \left\| \frac{A_0(f)}{|x|^{a_1}} \right\|_{L^m(\mathbb{R}^2)} \lesssim \left\| f \right\|_{L^q(\mathbb{R}^2)}, \]

where

\[ a_1 = \frac{1}{2} = 1 - \frac{2}{s_1} + \frac{1}{m} + \frac{1}{m} + \frac{2}{s_2} = \frac{1}{q}, \ a_1 \in [0, 2], \ s_1 \in (2, \infty). \]

As a consequence, we arrive at (3.15) provided

\[ \frac{a}{2} + b = 1 - \frac{2}{s_1} + \frac{2}{s_2} + \frac{1}{q}, \ a + 2b \in [0, 2], \ s_1 \in (2, \infty). \]
We next handle the case $\alpha \leq 0$. In this case, we can apply the estimate (3.18) with $\alpha = -a \geq 0$ to conclude that
\[ \left\| \frac{A_0(f, g)}{x^{|a|}} \right\|_{L^q(\mathbb{R}^2)} = \left\| r^{-a} A_0(f, g)(r) \right\|_{L^q(\mathbb{R}^2)} \leq \left\| r^{-a} \frac{A_0(f)}{r^a} \right\|_{L^q(\mathbb{R}^2)} \leq \left\| r^{-a+\frac{2}{q}} A_0(f)(r) g(r) \right\|_{L^q(\mathbb{R}^2)}, \]
where $1 \leq q_1 \leq q < \infty$. Taking $q_1 = 1$ and using Hölder’s inequality, then we get that
\[ \left\| \frac{A_0(f, g)}{x^{|a|}} \right\|_{L^q(\mathbb{R}^2)} \leq \left\| x^{-a-2+\frac{2}{q}} A_0(f) \right\|_{L^q(\mathbb{R}^2)} \left\| x^{-2b} g \right\|_{L^{q_2}(\mathbb{R}^2)}, \]
where
\[ \frac{1}{m} + \frac{2}{s_2} = 1. \]
Applying again the estimate (3.9), we obtain that
\[ \left\| \frac{A_0(f)}{x^{|a|}} \right\|_{L^q(\mathbb{R}^2)} \leq \left\| f \right\|_{L^q(\mathbb{R}^2)}, \]
where $a_1 = a + 2 - \frac{2}{q} + 2b$ and
\[ \frac{a + 2 - \frac{2}{q} + 2b}{2} = 1 - \frac{2}{s_1} + \frac{1}{m}, \frac{1}{m} + \frac{2}{s_2} = 1, a_1 \in [0, 2], s_1 \in (2, \infty]. \]
It is equivalent to
\[ \frac{a + b}{2} = 1 - \frac{2}{s_1} - \frac{2}{s_2} + \frac{1}{q}, a + 2b \in [0, 2], s_1 \in (2, \infty]. \]
Therefore, we have that (3.15) holds when (3.11) is fulfilled. Next we consider the case $q = \infty$ when (3.12) or (3.13) is satisfied. By applying Hölder’s inequality, we first see that
\[ r^{-a} |A_0(f, g)(r)| \leq \left\| x^{-a-2} A_0(f) g \right\|_{L^1(\mathbb{R}^2)} \leq \left\| x^{-2a-2b} A_0(f) \right\|_{L^\infty(\mathbb{R}^2)} \left\| x^{-2b} g \right\|_{L^{1_2}(\mathbb{R}^2)}, \]
where
\[ \frac{1}{m} + \frac{2}{s_2} = 1. \]
Moreover, according to the estimate (3.9), we get that
\[ \left\| \frac{A_0(f)}{x^{|a|}} \right\|_{L^\infty(\mathbb{R}^2)} \leq \left\| f \right\|_{L^\infty(\mathbb{R}^2)}, \]
where $a_1 = 2 + a + 2b$ and
\[ \frac{2 + a + 2b}{2} = 1 - \frac{2}{s_1} + \frac{1}{m}, \frac{1}{m} + \frac{2}{s_2} = 1, 2 + a + 2b \in [0, 2], s_1 \in (2, \infty], \]
or
\[ m = \infty, s_1 = 2, \frac{2 + a + 2b}{2} = 0. \]
Hence we have that (3.15) holds when one of the assumptions (3.12) or (3.13) is fulfilled. Thus the proof is completed. \( \square \)

**Corollary 3.1.** If $u \in H^1_{rad}(\mathbb{R}^2)$, then for $q \in [1, \infty)$ and $a \in (-2, 2/q)$ or for $q = \infty$ and $a \in [-2, 0]$, there holds that
\[ \left\| \frac{A_0(|u|^2)}{x^{|a|}} \right\|_{L^q(\mathbb{R}^2)} \leq \left\| u \right\|_{H^1(\mathbb{R}^2)}^q. \] (3.19)
Proof. We start with considering the case \( q \in [1, \infty) \) and \( a \in (-2, 2/q) \). According to Lemma 3.2, it suffices to deduce that, for \( q \in [1, \infty) \) and \( a \in (-2, 2/q) \), there exist \( s_1, s_2 \in [2, \infty] \) and \( b \in \mathbb{R} \) such that the assumption (3.11) is fulfilled and
\[
\| x^{\frac{1}{2}} u \|_{L^2(\mathbb{R}^2)} \lesssim \| u \|_{H^1(\mathbb{R}^2)}. \tag{3.20}
\]
Let us first prove that (3.20) holds for some \( b \in \mathbb{R} \). Using standard Strauss type estimate, we know that
\[
\| x^{\frac{1}{2}} u \|_{L^\infty(\mathbb{R}^2)} \lesssim \| u \|_{H^1(\mathbb{R}^2)}, \ s \in (1/2, 1]. \tag{3.21}
\]
By making an interpolation between (3.21) and \( \| u \|_{L^2} = \| u \|_{L^2} \), then we derive that
\[
\| x^{\frac{1}{2}} u \|_{L^{2^{*}_q}(\mathbb{R}^2)} \lesssim \| u \|_{H^q(\mathbb{R}^2)}, \ \theta \in (0, 1).
\]
Therefore, we get that
\[
\| x^{\frac{1}{2} - \frac{1}{q}} u \|_{L^{2^{*}_q}(\mathbb{R}^2)} \lesssim \| u \|_{H^1(\mathbb{R}^2)}, \ s_2 \in [2, \infty).
\]
From such an estimate and the Sobolev embedding inequality
\[
\| u \|_{L^{2^{*}_q}(\mathbb{R}^2)} \lesssim \| u \|_{H^1(\mathbb{R}^2)}, \ s_2 \in [2, \infty),
\]
then we infer that (3.20) holds for \( b \in \mathbb{R} \) satisfying
\[
0 \leq b \leq \frac{1}{2} - \frac{1}{s_2} \tag{3.22}.
\]
Next we are going to deduce that there exist \( s_1, s_2 \in [2, \infty] \) and \( b \in \mathbb{R} \) satisfying (3.22) such that the assumption (3.11) is fulfilled. For \( a \in (0, 2/q) \), by taking \( 0 < \varepsilon < 4/(q + 1) \) and \( s_1 = s_2 = 4 - \varepsilon \), we can see that the condition (3.11) with \( b = 0 \) is fulfilled, i.e.
\[
\begin{cases}
q < \infty, s_1 > 2, & \frac{1}{q} = \frac{2}{s_1} + \frac{2}{s_2} \leq 1 + \frac{1}{q}, \\
\frac{q}{2} = 1 - \frac{2}{s_1} - \frac{2}{s_2} + \frac{1}{q}, & a < \frac{q}{2}.
\end{cases}
\]
For \( a < 0 \), it is easy to derive that there exist \( s_1, s_2 \in (2, \infty) \) such that the condition (3.11) with \( b = 1/2 - 1/s_2 \) is fulfilled, i.e.
\[
\begin{cases}
\frac{1}{q} \leq \frac{2}{s_1} + \frac{2}{s_2} \leq 1 + \frac{1}{q}, & \\
\frac{2}{s_1} + \frac{1}{s_2} = \frac{1}{2} + \frac{1}{q} - \frac{q}{2}
\end{cases}
\]
We now consider the case \( q = \infty \) and \( a \in [-2, 0] \). In this case, we know that
\[
\| x^{-a} A_0(r) \| \lesssim \| x^{-2-a} A_0(\| u \|^2) \| \| u \|^2 \|_{L^1(\mathbb{R}^2)}.
\]
For \( a = 0 \), we have that
\[
\left\| A_0(\| u \|^2) \frac{\| u \|^2}{| x |^2} \right\|_{L^1(\mathbb{R}^2)} \lesssim \| M(\| u \|^2) \| \| u \|^2 \|_{L^1(\mathbb{R}^2)} \lesssim \| u \|^2 \|_{L^2(\mathbb{R}^2)} = \| u \|^4_{L^4(\mathbb{R}^2)}.
\]
For \( a = -2 \), by using Lemma 3.1, we have that
\[
\| A_0(\| u \|^2) \| \| u \|^2 \|_{L^1(\mathbb{R}^2)} \lesssim \| A_0(\| u \|^2) \|_{L^\infty(\mathbb{R}^2)} \| u \|^2 \|_{L^1(\mathbb{R}^2)} \lesssim \| u \|^2 \|_{L^2(\mathbb{R}^2)} \lesssim \| u \|^4_{L^2(\mathbb{R}^2)}.
\]
Hence, by applying interpolation argument, we get that (3.19) holds for \( q = \infty \) and \( a \in [-2, 0] \). This completes the proof.
\[
\Box
\]
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. We shall apply the contraction mapping principle in Banach space associated with the following Strichartz norms

$$
\|u\|_{Str,T,1} = \|u\|_{Str,T} + \|\partial_r u\|_{Str,T},
$$

(3.23)

where

$$
\|u\|_{Str,T} = \|u\|_{L^2([0,T];L^\infty(\mathbb{R}^2))} + \|u\|_{L^\infty([0,T];L^2(\mathbb{R}^2))}.
$$

For simplicity, we shall write $A_0 := A_0(|u|^2)$ and $A_\theta := A_\theta(|u|^2)$. Let us first show the local existence and uniqueness of solutions to the Cauchy problem for (1.1) in $H^1_{rad}(\mathbb{R}^2)$. To do this, we need to establish the estimate

$$
\|\Lambda_j(u)\|_{L^1([0,T];L^2(\mathbb{R}^2))} + \|\partial_r (\Lambda_j(u))\|_{L^1([0,T];L^2(\mathbb{R}^2))}
\lesssim T^{3/4} \left( \|u\|_{Str,T,1}^5 + \|u\|_{Str,T,1}^2 \right),
$$

(3.24)

where $T > 0$ is a small constant determined later and $\Lambda_j(u)$ are given by (3.6) for $j = 1, 2, 3$. We begin with proving that (3.24) holds for $j = 1$. From the definition of $\Lambda_1$, it is not hard to find that

$$
\|\Lambda_1(u)\|_{L^2(\mathbb{R}^2)} + \|\partial_r (\Lambda_1(u))\|_{L^2(\mathbb{R}^2)} \leq \|A_0 u\|_{L^2(\mathbb{R}^2)} + \|A_0 \partial_r u\|_{L^2(\mathbb{R}^2)} + \|u \partial_r A_0\|_{L^2(\mathbb{R}^2)}.
$$

Note first that the estimate (3.14) with $a = b = 0$, $q = \infty$ and $s_1 = s_2 = 4$ gives that $\|A_0\|_{L^\infty(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^4$. So we can write

$$
\|A_0 u\|_{L^2(\mathbb{R}^2)} + \|A_0 \partial_r u\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5.
$$

Observe that

$$
\partial_r A_0 = \frac{A_0}{r} |u|^2
$$

and

$$
\left\| \frac{A_0}{r} \right\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{L^6(\mathbb{R}^2)}^2 \lesssim \|u\|_{H^1(\mathbb{R}^2)}^2,
$$

where we used (3.8) with $q = 4, b = 1$ and $s = 8/3$. As a result, we get that

$$
\|u \partial_r A_0\|_{L^2(\mathbb{R}^2)} = \left\| \frac{A_0}{r} |u|^2 \right\|_{L^2(\mathbb{R}^2)} \lesssim \left\| \frac{A_0}{r} \right\|_{L^2(\mathbb{R}^2)} \|u| u|^2\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5.
$$

Consequently, we have that

$$
\|\Lambda_1(u)\|_{L^2(\mathbb{R}^2)} + \|\partial_r (\Lambda_1(u))\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5.
$$

Integrating this estimate with respect to $t$ on the interval $[0, T)$, we deduce that

$$
\|\Lambda_1(u)\|_{L^1([0,T];L^2(\mathbb{R}^2))} + \|\partial_r (\Lambda_1(u))\|_{L^1([0,T];L^2(\mathbb{R}^2))} \lesssim T \|u\|_{Str,T,1}^5.
$$

Further we prove (3.24) for $j = 2$. In light of the definition of $\Lambda_2$, we see that

$$
\|\Lambda_2(u)\|_{L^2(\mathbb{R}^2)} + \|\partial_r (\Lambda_2(u))\|_{L^2(\mathbb{R}^2)} \lesssim \left\| \left( \frac{A_\theta}{r} \right)^2 u \right\|_{L^2(\mathbb{R}^2)} + \left\| \left( \frac{A_\theta}{r} \right)^2 \partial_r u \right\|_{L^2(\mathbb{R}^2)}
$$

$$
+ \left\| \frac{A_\theta}{r^2} \partial_r A_\theta u \right\|_{L^2(\mathbb{R}^2)} + \left\| \frac{A_\theta^2}{r^3} u \right\|_{L^2(\mathbb{R}^2)}.
$$

The first two terms in the right side can be estimated easily by taking $b = 1, q = \infty$ and $s = 4$ in the estimate (3.3), i.e.

$$
\left\| \frac{A_\theta}{r} \right\|_{L^\infty} \lesssim \|u\|_{L^4}^2 \lesssim \|u\|_{H^1(\mathbb{R}^2)}^2.
$$

(3.25)

From (3.25), then we get that

$$
\left\| \left( \frac{A_\theta}{r} \right)^2 u \right\|_{L^2(\mathbb{R}^2)} + \left\| \left( \frac{A_\theta}{r} \right)^2 \partial_r u \right\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5.
$$

Since

$$
\partial_r A_\theta = - \frac{r}{2} |u|^2,
$$
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then we can use (3.25) to obtain that
\[ \left\| \frac{A_\theta \partial_r A_\theta}{r^2} u \right\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5. \]

In a similar way, we find from (3.26) that
\[ \left\| \frac{A_\theta}{r^2} \right\|_{L^\infty} \lesssim \|u\|_{L^4(\mathbb{R}^2)}^2 \lesssim \|u\|_{H^1(\mathbb{R}^2)}^2. \]

This implies that
\[ \left\| \frac{A_\theta^2}{r^2} u \right\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5. \]

Therefore, we arrive at
\[ \|A_2(u)\|_{L^2(\mathbb{R}^2)} + \|\partial_r (A_2(u))\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^5. \]

Integrating this estimate with respect to \( t \) on the interval \([0, T]\), then we have that
\[ \|A_2(u)\|_{L^1([0,T],L^2(\mathbb{R}^2))} + \|\partial_r (A_2(u))\|_{L^1([0,T],L^2(\mathbb{R}^2))} \lesssim T \|u\|_{\mathcal{S}^{T,1}}^5. \]

The final step is to check that (3.24) holds for \( j = 3 \). By Hölder’s inequality and Sobolev embedding inequality, we can write
\[ \|u \|_{L^p(\mathbb{R}^2)} \leq \|u \|_{L^1(\mathbb{R}^2)}^{p-1} \|\partial_r u\|_{L^4(\mathbb{R}^2)} \lesssim \|u\|_{H^1(\mathbb{R}^2)}^{p-1} \|\partial_r u\|_{L^4(\mathbb{R}^2)} \]
and
\[ \int_0^T \|\partial_r u\|_{L^4(\mathbb{R}^2)} \, dt \leq T^{3/4} \|\partial_r u\|_{L^1([0,T],L^4(\mathbb{R}^2))} \lesssim T^{3/4} \|u\|_{\mathcal{S}^{T,1}}^5. \]

Then we derive that
\[ \|u \|_{L^p(\mathbb{R}^2)} \lesssim T^{3/4} \|u\|_{\mathcal{S}^{T,1}}^5. \]

In conclusion, we have that (3.24) holds for \( j = 1, 2, 3 \).

Relying on the estimate (3.24), we are now able to take advantage of the contraction mapping principle to deduce the local existence and uniqueness of solutions to the Cauchy problem for (1.1).

To this end, let us first introduce a Banach space
\[ \mathcal{B}_T = \{ u(t, x) \in C^1([0, T], L^2_{rad}(\mathbb{R}^2)) \cap C([0, T], H^1_{rad}(\mathbb{R}^2)) : \|u\|_{\mathcal{S}^{T,1}} < \infty \} \]
and define an operator \( \mathcal{L} \) on \( \mathcal{B}_T \) by
\[ \mathcal{L}(u) = e^{i \Delta t} u_0 + i \int_0^t e^{i \Delta (t-s)} \Lambda(u(s)) \, ds. \]

By applying (3.24), we know that the nonlinear term \( \Lambda(u) \) satisfies the estimate
\[ \|\Lambda(u)\|_{L^1([0,T],L^2(\mathbb{R}^2))} + \|\partial_r \Lambda(u)\|_{L^1([0,T],L^2(\mathbb{R}^2))} \lesssim T^{3/4} \left( \|u\|_{\mathcal{S}^{T,1}}^5 + \|u\|_{\mathcal{S}^{T,1}}^p \right). \]

Taking \( u_0 \in H^1_{rad}(\mathbb{R}^2) \) with \( \|u_0\|_{H^1(\mathbb{R}^2)} \leq R \), then we deduce from (3.26), Lemmas 2.2 and 2.3 that there exists a constant \( C^* > 0 \) so that
\[ \|\mathcal{L}(u)\|_{\mathcal{S}^{T,1}} \leq C^* R + C^* T^{3/4} \left( \|u\|_{\mathcal{S}^{T,1}}^5 + \|u\|_{\mathcal{S}^{T,1}}^p \right). \]

Thus the estimate (3.27) suggests that the operator \( \mathcal{L} \) maps the ball of radius \( 2RC^* \) in \( \mathcal{B}_T \) into itself provided \( T = T(R) \) is so small that
\[ T^{3/4} (2C^* R^4 + (2C^*)^p R^{p-1}) < 1. \]

We next show that \( \mathcal{L} \) is a contraction mapping in \( \mathcal{B}_T \). To do this, it is sufficient to prove the estimate
\[ \|\Lambda(u) - \Lambda(v)\|_{L^1([0,T],L^2(\mathbb{R}^2))} + \|\partial_r (\Lambda(u) - \Lambda(v))\|_{L^1([0,T],L^2(\mathbb{R}^2))} \lesssim T^{3/4} (R^4 + R^{p-1}) \|u - v\|_{\mathcal{S}^{T,1}} \]
for any \( u, v \) in the ball of radius \( 2C^* R \) in \( \mathcal{B}_T \). Indeed, this estimate can be verified in a similar way as the proof of (3.26), so we omit the details. Choosing \( T = T(R) > 0 \) sufficiently small, then we
can see from (3.28) that $\mathfrak{L}$ is a contraction mapping in the ball of radius $2RC^*$ in $\mathfrak{B}_T$, which means that $\mathfrak{L}$ has a unique fixed point $u$ in $\mathfrak{B}_T$. This in turn yields the local existence and uniqueness of solutions to the Cauchy problem for (1.1). We now define that $T_{\text{max}}$ is the maximum existence time of the solution $u$ with the initial datum $u_0$, then the blow-up alternative necessarily follows. By Lemmas 2.2 and 2.3 it is not difficult to derive the uniform continuity of the solution mapping. In addition, the conservation laws can be obtained easily by standard ways, see for example [4]. Thus we have completed the proof. □

4. Proof of Theorems 1.2

In this section, we are going to prove Theorem 1.2. Above all, for $\lambda > 0$, let us introduce a scaling of $u \in H^1(\mathbb{R}^2)$ as

$$u_\lambda(x) = \lambda u(\lambda x) \quad \text{for } x \in \mathbb{R}^2.$$ 

It is easy to check that $\|u_\lambda\|_{L^2(\mathbb{R}^2)} = \|u\|_{L^2(\mathbb{R}^2)}$, and

$$S(u_\lambda) = \frac{\lambda^2}{2} \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) + \frac{1}{2} \|u\|_{L^2(\mathbb{R}^2)}^2 - \frac{\lambda^{p-1}}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} \quad \text{(4.1)}$$

and

$$K(u_\lambda) = \lambda^2 \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) - \frac{\lambda^{p-1}(p-1)}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} \quad \text{(4.2)}$$

In addition, we see that

$$\frac{d}{d\lambda} S(u_\lambda) \big|_{\lambda=1} = K(u) \quad \text{(4.3)}$$

4.1. Global existence of solutions. We start with showing the global existence of solutions to the Cauchy problem for (1.1) with initial data in $\mathcal{K}^+$. 

Lemma 4.1. Let $p > 3$, then we have that $d > 0$, where

$$d = \inf \{ S(u) : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) = 0 \}.$$ 

Proof. From [228], there holds that

$$\|u\|_{L^{p+1}(\mathbb{R}^2)} \lesssim \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) \frac{2^{p-1}}{2^{p+1}} \|u\|_{L^2(\mathbb{R}^2)}^2, \quad \text{(4.4)}$$

Thus, for any $u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}$ with $K(u) = 0$, we get that

$$\|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \lesssim \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) \frac{2^{p-1}}{2^{p+1}} \|u\|_{L^2(\mathbb{R}^2)}^2,$$

which gives that

$$\left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) \frac{2^{p-3}}{2^{p+1}} \|u\|_{L^2(\mathbb{R}^2)}^2 \gtrsim 1. \quad \text{(4.5)}$$

On the other hand, for any $u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}$ with $K(u) = 0$, we know that

$$S(u) = S(u) - \frac{1}{p-1} K(u)$$

$$= \frac{2^{p-3}}{2^{p+1}} \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) + \frac{1}{2} \|u\|_{L^2(\mathbb{R}^2)}^2 \quad \text{(4.6)}$$

Thanks to $p > 3$, then it yields from (4.5) and (4.6) that $d > 0$, and the proof is completed. □

Proof of Theorem 1.2. Let us recall that

$$\mathcal{K}^+ = \left\{ u \in H^1_{\text{rad}}(\mathbb{R}^2) : S(u) < d, K(u) > 0 \right\}.$$ 

We first prove that $\mathcal{K}^+$ is invariant under the flow of the Cauchy problem for (1.1), i.e. if $u_0 \in \mathcal{K}^+$, then $u(t) \in \mathcal{K}^+$ for any $t \in [0, T_{\text{max}})$. We suppose by contradiction that there exists $t_0 \in (0, T_{\text{max}})$ such that $u(t_0) \notin \mathcal{K}^+$. Since $u_0 \in \mathcal{K}^+$, from the conservation laws, then we know that $S(u(t_0)) = S(u_0) < d$. Therefore, there holds that $K(u(t_0)) \leq 0$, because of $u(t_0) \notin \mathcal{K}^+$. Since $u \in C([0, T_{\text{max}}), H^1_{\text{rad}}(\mathbb{R}^2))$ and
Proof. Scattering of solutions. for (1.1) with initial data in $K$. This yields that
\[ d \geq S(u(t)) > S(u(t)) - \frac{1}{p-1}K(u(t)) \]
\[ = \frac{p-3}{2(p-1)} \left( \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 \right) + \frac{1}{2}\|u(t)\|_{L^2(R^d)}^2, \quad (4.7) \]

Since $p > 3$, then it follows from (4.7) that
\[ \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 dx \lesssim 1 \quad \text{for any } t \in [0, T_{\max}). \quad (4.8) \]

Taking into account (2.3) and conservation of the mass, then we derive from (4.8) that $\|u(t)\|_{L^p(R^d)} \lesssim 1$ for any $t \in [0, T_{\max})$. In virtue of Cauchy-Schwarz’s inequality, (4.8) and Lemma 3.1, then we derive that
\[ \|\nabla u(t)\|_{L^2(R^d)}^2 = \|\nabla u(t) + iAu(t) - iAu(t)\|_{L^2(R^d)}^2 \]
\[ \lesssim \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 + \|u(t)\|_{L^2(R^d)}^2 \]
\[ \lesssim 1, \]

where $A = (A_1, A_2)$. According to Theorem 1.1, then we deduce that $u$ exists globally in time, i.e. $T_{\max} = +\infty$. This completes the proof. □

4.2. Scattering of solutions. Let us now investigate scattering of solutions to the Cauchy problem for (1.1) with initial data in $K^+$. To do so, we first need to establish the following crucial lemma.

Lemma 4.2. Let $p > 3$ and let $u \in C([0, +\infty), H^1_{rad}(R^d))$ be the solution to the Cauchy problem for (1.1) with initial datum $u_0 \in K^+$, then
\[ K(u(t)) \geq \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 \quad \text{for any } t \in [0, +\infty). \]

Proof. From (4.1) and (4.2), we first get that
\[ \frac{d^2}{dt^2}S((u(t))_\lambda) = \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 - \frac{(p-1)(p-2)}{p+1} \|u(t)\|_{L^{p+1}(R^d)}^{p+1} \]
\[ = -\frac{1}{\lambda^2}K((u(t))_\lambda) + \frac{2}{\lambda^2} \left( K((u(t))_\lambda) - \frac{(p-1)(p-3)}{2(p+1)} \|u(t)\|_{L^{p+1}(R^d)}^{p+1} \right). \quad (4.9) \]

For any $t \geq 0$, we now define
\[ T_1 := \left\{ t \in [0, +\infty) : K(u(t)) \geq \frac{(p-1)(p-3)}{2(p+1)} \|u(t)\|_{L^{p+1}(R^d)}^{p+1} \right\} \]
and $T_2 := [0, +\infty) \setminus T_1$. If $t \in T_1$, then
\[ K(u(t)) \geq \frac{(p-1)(p-3)}{2(p+1)} \|u(t)\|_{L^{p+1}(R^d)}^{p+1} \]
\[ = -\frac{p-3}{2}K(u(t)) + \frac{p-3}{2} \left( \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 \right). \]

This yields that
\[ K(u(t)) \geq \frac{p-3}{p-1} \left( \|D_1u(t)\|_{L^2(R^d)}^2 + \|D_2u(t)\|_{L^2(R^d)}^2 \right) \quad \text{for any } t \in T_1. \quad (4.10) \]

If $t \in T_2$, then
\[ K(u(t)) < \frac{(p-1)(p-3)}{2(p+1)} \|u(t)\|_{L^{p+1}(R^d)}^{p+1}. \quad (4.11) \]

In this case, for simplicity we set $v = u(t)$ with $t \in T_2$. Then (4.11) leads to
\[ \|D_1v\|_{L^2(R^d)}^2 + \|D_2v\|_{L^2(R^d)}^2 < \frac{(p-1)^2}{2(p+1)} \|v\|_{L^{p+1}(R^d)}^{p+1}, \quad (4.12) \]
Since \( u_0 \in \mathcal{K}^+ \) and \( \mathcal{K}^+ \) is invariant, then we know that \( v \in \mathcal{K}^+ \), which means that \( \mathcal{K}(v) > 0 \). Hence it is not hard to deduce that there exists \( \lambda_v > 1 \) such that \( \mathcal{K}(v_{\lambda_v}) = 0 \), namely,

\[
\|D_1v\|_{L^2(\mathbb{R}^2)}^2 + \|D_2v\|_{L^2(\mathbb{R}^2)}^2 = \frac{p-1}{p+1} \lambda_v^{p-3} \|v\|_{L^{p+1}(\mathbb{R}^2)}^{p+1}, \tag{4.13}
\]

Combining (4.12) with (4.13), then we derive that

\[
\lambda_v < \left( \frac{p-1}{2} \right)^{\frac{1}{p-3}}. \tag{4.14}
\]

Due to \( p > 3 \), then

\[
\frac{d}{d\lambda} \left( \frac{\mathcal{K}(v_{\lambda})}{\lambda^2} - \frac{\|v_{\lambda}\|_{L^{p+1}(\mathbb{R}^2)}^{p+1}}{\lambda^2} \right) = -\frac{(p-1)(p-3)}{p+1} \lambda^{p-4} \|v\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} - (p-3) \lambda^{p-4} \|v\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} < 0.
\]

Therefore, we can conclude from (4.11) that, for any \( \lambda \geq 1 \),

\[
\frac{2}{\lambda^2} \left( \mathcal{K}(v_{\lambda}) - \frac{(p-1)(p-3)}{2(p+1)} \|v_{\lambda}\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} \right) \leq 2 \left( \mathcal{K}(v) - \frac{(p-1)(p-3)}{2(p+1)} \|v\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} \right) < 0,
\]

Coming back to (4.9), then we get that

\[
\frac{d^2}{d\lambda^2} S(v_{\lambda}) < 0 \quad \text{for any} \quad \lambda \geq 1. \tag{4.15}
\]

This together with (4.14) shows that

\[
\left( \frac{p-1}{2} \right)^{\frac{1}{p-3}} - 1 \right) \mathcal{K}(v) \geq (\lambda_v - 1) \left. \frac{d}{d\lambda} S(v_{\lambda}) \right|_{\lambda = 1} \geq S(v_{\lambda_v}) - S(v) \geq d - S(u_0),
\]

where the last inequality benefits from the fact that \( \mathcal{K}(v_{\lambda_v}) = 0 \) and the conservation laws. As a result, we have that

\[
\mathcal{K}(u(t)) = \mathcal{K}(v) \gtrsim d - S(u_0) \quad \text{for any} \ t \in T_2. \tag{4.16}
\]

Consequently, combining (4.10) and (4.16), we arrive at

\[
\mathcal{K}(u(t)) \gtrsim \min \left\{ \|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2, \ d - S(u_0) \right\} \quad \text{for any} \ t \in [0, \infty). \tag{4.17}
\]

To complete the proof, we only need to show that

\[
d - S(u_0) \gtrsim \|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 \quad \text{for any} \ t \in [0, \infty). \tag{4.18}
\]

Since \( \mathcal{K}(u(t)) > 0 \), then

\[
\|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 < \alpha S(u(t)) \quad \text{for any} \ t \in [0, +\infty), \ \alpha \geq \frac{2(p-1)}{p-3}. \tag{4.19}
\]

Indeed, if \( \alpha \geq \frac{2(p-1)}{p-3} \), then

\[
\frac{2\alpha}{(\alpha - 2)(p+1)} \leq \frac{p-1}{p+1}.
\]

This implies that

\[
\alpha S(u(t)) - \left( \|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 \right) = \frac{\alpha - 2}{2} \left( \|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 \right) - \frac{\alpha}{p+1} \|u(t)\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} = \frac{\alpha - 2}{2} \left( \|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 \right) - \frac{2\alpha}{(\alpha - 2)(p+1)} \|u(t)\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} > 0,
\]

from which (4.19) necessarily follows. Applying again the fact that \( \mathcal{K}(u(t)) > 0 \) for any \( t \geq 0 \), then it yields from (4.10) that

\[
\|D_1u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2u(t)\|_{L^2(\mathbb{R}^2)}^2 < \alpha S(u(t)) = \alpha S(u_0) = \mathcal{C}_p (d - S(u_0)) \quad \text{for any} \ t \in [0, \infty),
\]
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where $C_p > 0$ is defined by
\[ C_p := \frac{\alpha S(u_0)}{d - S(u_0)}. \]

Accordingly, we get that
\[ \|D_1 u(t)\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u(t)\|_{L^2(\mathbb{R}^2)}^2 \lesssim d - S(u_0) \quad \text{for any} \ t \in [0, \infty). \]

This gives (4.18) and completes the proof. \hfill \Box

**Lemma 4.3.** Let $p > 3$ and let $u \in C([0, +\infty), H^1_{rad}(\mathbb{R}^2))$ be the solution to the Cauchy problem for (1.4) with initial datum $u_0 \in K^+$, then, for any $T > 0$,
\[ \int_0^T \int_{\mathbb{R}^2} |u|^{p+1} \, dx dt + \int_0^T \int_{\mathbb{R}^2} \left( \frac{A_0(|u|^2)}{r} \right)^2 |u|^2 \, dx dt + \int_0^T \int_{|x| \leq T^\alpha} |
abla u|^2 \, dx dt \lesssim T^\alpha, \]

where $\alpha = 1/(1 + \sigma)$ and $\sigma = \min \{2, \frac{p-1}{p-2}\}$.

**Proof.** Let $\varphi \in C^\infty(\mathbb{R}^+, [0, 1])$ be such that $\varphi(r) = 1$ for any $0 \leq r \leq 1$, $\varphi(r) = 0$ for any $r \geq 2$ and $\varphi'(r) \leq 0$ for any $r \geq 0$. Define
\[ \psi(r) = \frac{1}{r} \int_0^r \varphi(\rho) \, d\rho. \]

Notice first that
\[ \psi'(r) = \frac{1}{r^2} \varphi(r) - \frac{1}{r^2} \int_0^r \varphi(\rho) \, d\rho, \tag{4.20} \]

then
\[ r \psi'(r) + \psi(r) = \varphi(r) \quad \text{for any} \ r \geq 0. \tag{4.21} \]

In addition, there holds that $\psi'(r) = 0$ for any $0 \leq r < 1$ and
\[ \psi'(r) \leq 0 \quad \text{for any} \ r \geq 1. \tag{4.22} \]

In view of (4.20), one can see that
\[ |\psi'(r)| \lesssim \frac{1}{r^2} \quad \text{for any} \ r \geq 1. \tag{4.23} \]

For $R > 0$, we now define
\[ \psi_R(x) = \psi \left( \frac{|x|}{R} \right) \quad \text{for any} \ x \in \mathbb{R}^2 \]

and
\[ M_{\psi_R}(u) = \operatorname{Im} \int_{\mathbb{R}^2} \psi_R(x_1 D_1 u + x_2 D_2 u) \, dx. \]

Applying [4], Lemma 6.2], then we derive that
\[ \frac{d}{dt} M_{\psi_R}[u] = 2 \int_{\mathbb{R}^2} |D_1 u|^2 \left( \psi \left( \frac{|x|}{R} \right) + \psi' \left( \frac{|x|}{R} \right) \frac{x_1^2}{R |x|} \right) \, dx + 4 \text{Re} \int_{\mathbb{R}^2} D_1 u D_2 u \psi' \left( \frac{|x|}{R} \right) \frac{x_1 x_2}{|x|^2} \, dx + 2 \int_{\mathbb{R}^2} |D_2 u|^2 \left( \psi \left( \frac{|x|}{R} \right) + \psi' \left( \frac{|x|}{R} \right) \frac{x_2^2}{R |x|} \right) \, dx \tag{4.24} \]

\[ + \frac{p-1}{p+1} \int_{\mathbb{R}^2} |u|^{p+1} \left( \varphi \left( \frac{|x|}{R} \right) + \psi \left( \frac{|x|}{R} \right) \right) \, dx + O \left( \frac{1}{R^2} \right). \]

In light of (4.21), we know that
\[ \psi \left( \frac{|x|}{R} \right) + \psi' \left( \frac{|x|}{R} \right) \frac{x_1^2}{R |x|} = \varphi \left( \frac{|x|}{R} \right) - \psi' \left( \frac{|x|}{R} \right) \frac{x_2^2}{R |x|} \]
and

$$
\psi \left( \frac{|x|}{R} \right) + \psi' \left( \frac{|x|}{R} \right) \frac{x^2}{R |x|} = \varphi \left( \frac{|x|}{R} \right) - \psi' \left( \frac{|x|}{R} \right) \frac{x^2}{R |x|}.
$$

Therefore, from (4.24), there holds that

$$
\frac{d}{dt} M_{\psi_R}[u] = 2 \int_{\mathbb{R}^2} \varphi \left( \frac{|x|}{R} \right) \left( |D_1 u|^2 + |D_2 u| - \frac{p-1}{p+1} |u|^{p+1} \right) dx
- 2 \int_{\mathbb{R}^2} \frac{1}{R |x|} \psi' \left( \frac{|x|}{R} \right) |x_2 D_1 u + x_1 D_2 u|^2 dx
- \frac{p-1}{p+1} \int_{\mathbb{R}^2} |u|^{p+1} \left( \psi \left( \frac{|x|}{R} \right) - \varphi \left( \frac{|x|}{R} \right) \right) dx + O \left( \frac{1}{R^2} \right).
$$

Note that $\psi(r) = \varphi(r)$ for any $0 \leq r \leq 1$, then it yields from the Strauss inequality (2.2), (4.21) and (4.23) that

$$
\int_{\mathbb{R}^2} |u|^{p+1} \left( \varphi \left( \frac{|x|}{R} \right) - \psi \left( \frac{|x|}{R} \right) \right) dx = \int_{\mathbb{R}^2} \frac{|x|}{R} \psi' \left( \frac{|x|}{R} \right) |u|^{p+1} dx
\lesssim R \int_{\mathbb{R}^2 \setminus B_R(0)} \left| \frac{u|^{p-1}}{|x|} \right| |u|^2 dx
= O \left( \frac{1}{R^{p+1}} \right).
$$

On the other hand, from (4.22), we have that $\psi'(r) \leq 0$ for any $r \geq 0$. As a consequence, we obtain that

$$
\frac{d}{dt} M_{\psi_R}[u] \geq 2 \int_{\mathbb{R}^2} \varphi \left( \frac{|x|}{R} \right) \left( |D_1 u|^2 + |D_2 u| - \frac{p-1}{p+1} |u|^{p+1} \right) dx - O \left( \frac{1}{R^2} \right). \quad (4.25)
$$

For further discussions, let us now define

$$
\varphi_R(x) = \varphi \left( \frac{|x|}{R} \right), \quad \phi_R^2(x) = \varphi_R(x) \quad \text{for any } x \in \mathbb{R}^2.
$$

Next we aim to prove that $\phi_R u \in K^+$ for $R > 0$ sufficiently large. To begin with, making use of the third identity of (3.23), we can write

$$
S(\phi_R u) = \frac{1}{2} \int_{\mathbb{R}^2} |\nabla(\phi_R u)|^2 + \left( \frac{\Theta(|\phi_R u|^2)}{r} \right)^2 |\phi_R u|^2 dx + \frac{1}{2} \int_{\mathbb{R}^2} \frac{1}{|\phi_R u|^2} dx - \frac{1}{p+1} \int_{\mathbb{R}^2} |\phi_R u|^{p+1} dx
$$

and

$$
K(\phi_R u) = \int_{\mathbb{R}^2} |\nabla(\phi_R u)|^2 + \left( \frac{\Theta(|\phi_R u|^2)}{r} \right)^2 |\phi_R u|^2 dx - \frac{p-1}{p+1} \int_{\mathbb{R}^2} |\phi_R u|^{p+1} dx.
$$

From the definition of $\phi_R$, we are able to derive that $\|\phi_R u\|_{L^2(\mathbb{R}^2)}^2 \leq \|u\|_{L^2(\mathbb{R}^2)}^2$ and

$$
\int_{\mathbb{R}^2} |\nabla(\phi_R u)|^2 dx = \int_{\mathbb{R}^2} \varphi_R |\nabla u|^2 dx - \int_{\mathbb{R}^2} \phi_R \Delta \phi_R |u|^2 dx
= \int_{\mathbb{R}^2} \varphi_R |\nabla u|^2 dx + O \left( \frac{1}{R^2} \right) \quad (4.26)
\leq \int_{\mathbb{R}^2} |\nabla u|^2 dx + O \left( \frac{1}{R^2} \right).
$$
Observe that
\[
\left( A_\theta \left( \frac{|\phi_R u|^2}{r} \right) \right)^2 \phi_R u^2 - \left( A_\theta \left( \frac{|u|^2}{r} \right) \right)^2 |u|^2
= \left( \left( A_\theta \left( \frac{|\phi_R u|^2}{r} \right) \right)^2 - \left( A_\theta \left( \frac{|u|^2}{r} \right) \right)^2 \right) \phi_R u^2 + \left( \frac{A_\theta(|u|^2)}{r} \right)^2 (|\phi_R u|^2 - |u|^2)
= \left( A_\theta((1 + \varphi_R) \frac{|u|^2}{r^2}) - A_\theta((1 - \varphi_R) \frac{|u|^2}{r^2}) \right) \phi_R u^2 + \left( \frac{A_\theta(|u|^2)}{r} \right)^2 (\varphi_R - 1) \frac{|u|^2}{r^2}.
\]

Taking into account Lemma 3.1 with \( b = 0, q = \infty \) and \( s = 2 \), we find that
\[
\int_{R^2 \setminus B_R(0)} \left( \frac{A_\theta((1 - \varphi_R) |u|^2)}{r^2} \right)^2 \phi_R u^2 + \left( \frac{A_\theta((1 + \varphi_R) |u|^2)}{r^2} \right)^2 \phi_R u^2 \, dx \leq O \left( \frac{1}{R^2} \right)
\]

and
\[
\int_{R^2 \setminus B_R(0)} \left( \frac{A_\theta(|u|^2)}{r} \right)^2 (\varphi_R - 1) \frac{|u|^2}{r^2} \, dx \leq O \left( \frac{1}{R^2} \right).
\]

As a result, we get that
\[
\int_{R^2} \left( \frac{A_\theta(|\phi_R u|^2)}{r} \right)^2 \phi_R u^2 - \left( \frac{A_\theta(|u|^2)}{r} \right)^2 |u|^2 \, dx \leq O \left( \frac{1}{R^2} \right). \tag{4.27}
\]

Moreover, we can show that
\[
\int_{R^2} |\phi_R u|^{p+1} \, dx - \int_{R^2} |u|^{p+1} \, dx = \int_{R^2} (1 - |\phi_R|^{p+1}) |u|^{p+1} \, dx
\leq \int_{R^2 \setminus B_R(0)} |u|^{p-1} |u|^2 \, dx \tag{4.28}
= O \left( \frac{1}{R^{p+1}} \right).
\]

Note that \( u \in K^+ \), by the conservation laws, then there exists a constant \( \delta > 0 \) such that \( S(u) < (1 - \delta)d \) for any \( t \in [0, +\infty) \). In view of (4.20), (4.27) and (4.28), then we know that \( S(\phi_R u) < d \) for \( R > 0 \) sufficiently large. Relying on Lemmas 1.1 and 1.2 and using a similar way as before, we are able to prove that \( K(\phi_R u) > 0 \) for \( R > 0 \) sufficiently large. This readily indicates that \( \phi_R u \in \mathcal{K}^+ \) for \( R > 0 \) sufficiently large. Arguing as the proof of Lemma 4.2 then we have that, for \( R > 0 \) sufficiently large,
\[
K(\phi_R u) \geq \int_{R^2} \left( |D_1(\phi_R u)|^2 + |D_2(\phi_R u)|^2 \right) \, dx \geq \frac{p - 1}{p + 1} \int_{R^2} |\phi_R u|^{p+1} \, dx. \tag{4.29}
\]

Further we can similarly infer that
\[
\int_{R^2} \varphi_R \left( |D_1 u|^2 + |D_2 u|^2 - \frac{p - 1}{p + 1} |u|^{p+1} \right) \, dx + O \left( \frac{1}{R^p} \right) \geq K(\phi_R u).
\]

This together with (4.29) yields that
\[
\int_{R^2} \varphi_R \left( |D_1 u|^2 + |D_2 u| - \frac{p - 1}{p + 1} |u|^{p+1} \right) \, dx \geq \int_{R^2} |\phi_R u|^{p+1} \, dx - O \left( \frac{1}{R^p} \right)
\geq \int_{B_R(0)} |u|^{p+1} \, dx - O \left( \frac{1}{R^p} \right).
\]

By means of (4.29), we now get that
\[
\frac{d}{dt} M_{\psi_R}[u] \geq \int_{B_R(0)} |u|^{p+1} \, dx - O \left( \frac{1}{R^p} \right). \tag{4.30}
\]
Notice that $|M_{\psi_R}(u)| \lesssim R$ for any $t \in [0, +\infty)$, then it follows from (4.30) that
\[
\int_0^T \int_{B_R(0)} |u|^p \, dx dt \lesssim R + \frac{T}{R^\sigma}
\] (4.31)

On the other hand, by the Strauss inequality (4.22), we know that
\[
\int_0^T \int_{\mathbb{R}^2 \setminus B_R(0)} |u|^p \, dx dt = \int_0^T \int_{\mathbb{R}^2 \setminus B_R(0)} |u|^{p-1} |u| \, dx dt \lesssim \frac{T}{R^{\frac{p-2}{2}}} \leq \frac{T}{R^\sigma}.
\] (4.32)

Consequently, by invoking (4.31), (4.32) and taking $R = T^{1/(1+\sigma)}$, we derive that
\[
\int_0^T \int_{\mathbb{R}^2} |u|^p \, dx \lesssim T^{\frac{1}{1+\sigma}}.
\]

Make using of (4.29), we can also derive that
\[
\int_0^T \int_{B_R(0)} \left( A_0(\frac{|u|^2}{r}) \right)^2 |u|^2 + |\nabla u|^2 \, dx dt \lesssim R + \frac{T}{R^\sigma}.
\] (4.33)

By applying Lemma 3.1 with $b = 0$, $q = \infty$ and $s = 2$, we see that
\[
\int_0^T \int_{\mathbb{R}^2 \setminus B_R(0)} \left( A_0(\frac{|u|^2}{r}) \right)^2 |u|^2 \, dx dt \lesssim \frac{T}{R^2}.
\] (4.34)

Combining (4.33) and (4.34), then we get that
\[
\int_0^T \int_{\mathbb{R}^2} \left( A_0(\frac{|u|^2}{r}) \right)^2 |u|^2 \, dx dt \lesssim T^{\frac{1}{1+\sigma}}.
\] (4.35)

Notice that
\[
\int_{\mathbb{R}^2} A_0(|u|^2) |u|^2 \, dx = 2\pi \int_0^\infty A_0(|u|^2) |u|^2 r \, dr = -2\pi \int_0^\infty \left( \int_r^\infty \frac{A_0(|u|^2)}{\rho} |u|^2 (\rho) \, d\rho \right) |u|^2 (r) r \, dr
\]
and
\[
|u|^2 r = \partial_r \left( \int_0^r |u|^2 \, \rho \, d\rho \right) = -2\partial_r \left( A_0(|u|^2) \right).
\]

Therefore, we find that
\[
\int_{\mathbb{R}^2} A_0(|u|^2) |u|^2 \, dx = 4\pi \int_0^\infty \left( \frac{A_0(|u|^2)}{r} \right)^2 |u|^2 r \, dr = 2 \int_{\mathbb{R}^2} \left( \frac{A_0(|u|^2)}{r} \right)^2 |u|^2 \, dx.
\]

Taking advantage of (4.35), then we obtain that
\[
\int_0^T \int_{\mathbb{R}^2} A_0(|u|^2) |u|^2 \, dx dt \lesssim T^{\frac{1}{1+\sigma}}.
\]

Finally, by applying (4.33) and taking $R = T^{1/(1+\sigma)}$, we can derive that
\[
\int_0^T \int_{|x| \leq T^{1/(1+\sigma)}} |\nabla u|^2 \, dx dt \lesssim T^{\frac{1}{1+\sigma}}.
\]

This completes the proof. 

\[\Box\]

**Corollary 4.1.** Let $p > 3$ and let $u \in C([0, +\infty), L^1_{rad}(\mathbb{R}^2))$ be the solution to the Cauchy problem for (1.1) with initial datum $u_0 \in \mathcal{K}^+$, then, for any $\varepsilon > 0$, there exist $\delta = \delta(\varepsilon) \in (0, \varepsilon)$, $T = T(\varepsilon) > 1/\varepsilon$ and $t_0 \in [T/4, T/2]$ such that $t_1 = t_0 + \delta T^{1-\alpha} < T/2$ and
\[
\int_{t_0}^{t_1} \int_{\mathbb{R}^2} |u|^p \, dx dt + \int_{t_0}^{t_1} \int_{\mathbb{R}^2} \left( \frac{A_0(|u|^2)}{r} \right) |u|^2 \, dx dt + \int_{t_0}^{t_1} \int_{|x| \leq T^{\alpha}} |\nabla u|^2 \, dx dt \lesssim \varepsilon.
\] (4.36)
Proof. From Lemma 4.3, we know that, for any $T > 0$ large enough,

$$\int_0^T \int_{\mathbb{R}^2} |u|^{p+1} \, dx \, dt + \int_0^T \int_{\mathbb{R}^2} \left( \frac{A_0(|u|^2)}{r} \right)^2 |u|^2 \, dx \, dt$$

(4.37)

$$+ \int_0^T \int_{\mathbb{R}^2} A_0(|u|^2) \, |u|^2 \, dx \, dt + \int_0^T \int_{|\xi| \leq T\alpha} |\nabla u|^2 \, dx \, dt \lesssim T^\alpha.$$  

For any $\delta \in (0, \varepsilon)$, the interval $[\delta T/4, \delta T/2]$ can be covered by $\sim \delta^{-1} T^\alpha$ disjoint intervals of length $\delta T^{1-\alpha}$, then (4.37) indicates that there exists some interval $[t_0, t_1] \subset [\delta T/4, \delta T/2]$, i.e.

$$\frac{T}{4} < t_0 < t_1 = t_0 + \delta T^{1-\alpha} < \frac{T}{2},$$

obeying (4.36). Thus the proof is completed. $\square$

Remark 4.1. It is important to mention that $T = T(\varepsilon) > 1/\varepsilon$ can be chosen sufficiently large after the choice of $\delta = \delta(\varepsilon) \in (0, \varepsilon)$ such that, for any integer $N \geq 1$, there holds that

$$\max(\varepsilon, \delta) = \varepsilon \lesssim \frac{1}{\ln N \alpha}.$$  

Indeed, we can take $1/\varepsilon < T \lesssim e^{1/(\varepsilon^{1/N})}$ for $\varepsilon > 0$ small enough.

We are now ready to prove the scattering of solutions.

Proof of Theorem 4.1. Let $\varepsilon > 0$ be a small parameter (depending on $\|u_0\|_{H^1(\mathbb{R}^2)}$) to be chosen sufficiently small below. To achieve scattering, we only need to prove that there exists a constant $t_1 = t_1(\varepsilon) > 0$ sufficiently large such that for any $s \in (0, 1)$ close to 1 and for any couple $(1/q, 1/r)$ in the triangle

$$\mathfrak{T}_s := \left\{ \left( \frac{1}{q}, \frac{1}{r} \right) : \frac{1-s}{2} \leq \frac{1}{q} + \frac{1}{r} \leq \frac{1}{2}, \ 2 < q, r < \infty \right\},$$

there holds that

$$\|u\|_{L^q([1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1),$$  

(4.38)

where $o(1) \to 0$ as $\varepsilon \to 0$.

Let us now explain the plan of the proof of (4.38). By using Sobolev embedding inequality and Strichartz estimate, we first have that

$$\|e^{it\Delta}u_0\|_{L^q([0, \infty); L^r(\mathbb{R}^2))} \lesssim \|u_0\|_{H^1(\mathbb{R}^2)}.$$  

It then follows that there exists a constant $t_1 = t_1(\varepsilon) > 0$ sufficiently large such that

$$\|e^{it\Delta}u_0\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1).$$  

(4.39)

At this point, to deduce (4.38), it suffices to show that

$$\left\| \int_0^{t_1} e^{i(t-\tau)\Delta} \Lambda(u) (\tau) \, d\tau \right\|_{L^q([1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1).$$  

(4.40)

Let us now assume that (4.39) is valid for the moment and use the Duhamel formula to write

$$e^{i(t-t_1)\Delta} u(t_1) = e^{it\Delta} u_0 + i \int_0^{t_1} e^{i(t-\tau)\Delta} \Lambda(u)(\tau) \, d\tau.$$  

Choosing $t_1 > 0$ sufficiently large depending on $\varepsilon$ and utilizing (4.39) and (4.40), then we deduce that

$$\left\| e^{i(t-t_1)\Delta} u(t_1) \right\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1).$$  

(4.41)

Observe now that $u$ satisfies the following integral equation,

$$u(t) = e^{i(t-t_1)\Delta} u(t_1) + i \int_{t_1}^t e^{i(t-\tau)\Delta} \Lambda(u(\tau)) \, ds.$$  

From Strichartz estimates, uniform boundedness of $H^1$-norm of the solution and (4.41), then we are able to obtain the estimate (4.38), see the Appendix for the proof.
In what follows, we are going to prove that (4.40) holds true. In view of Corollary 4.1, we first know that
\[
\int_{t_0}^{t_1} \int_{\mathbb{R}^2} |u(t, x)|^{p+1} \, dx dt \lesssim \varepsilon, \tag{4.42}
\]
where \(t_1 = t_0 + \delta T^{1-\alpha}\) and \(t_0 \in [T/4, T/2]\). Notice that \(t_0 \leq \frac{T}{2}\) and \(\alpha > 0\), then \(t_1 < T\) for \(T > 0\) sufficiently large. To establish (4.40), we shall consider separately the integral on \([0, t_0]\) and \([t_0, t_1]\). Let us first treat the integral on \([0, t_0]\). For any \(t \geq 1\), by the definition of \(\Lambda_1\) and Lemma 3.2, we get that
\[
|\Lambda_1(t, r)| \lesssim \frac{|u(t, r)|}{1 + r^2}.
\]
Applying standard dispersive estimate, then we have that
\[
\left\| \int_0^t e^{i(t-\tau)\Delta} \Lambda_1(u)(\tau) \, d\tau \right\|_{L^\infty(\mathbb{R}^2)} \lesssim \int_0^t |t - \tau|^{-1} \|\Lambda_1(u)(\tau)\|_{L^1(\mathbb{R}^2)} \, d\tau \lesssim \int_0^t |t - \tau|^{-1} \int_0^\infty \frac{r}{1 + r^2} |u(\tau, r)| \, dr \, d\tau. \tag{4.43}
\]
Note that
\[
\int_0^\infty \frac{r}{1 + r^2} \, u(\tau, r) \, dr \lesssim \|u(\tau)\|_{L^{p+1}(\mathbb{R}^2)} \left(1 + |x|^2\right)^{-1} \|u(\tau)\|_{L^{p+1}(\mathbb{R}^2)} \lesssim \|u(\tau)\|_{L^{p+1}(\mathbb{R}^2)},
\]
where we used Hölder’s inequality. Therefore, from (4.43), Hölder’s inequality and Lemma 4.3, we deduce that
\[
\left\| \int_0^t e^{i(t-\tau)\Delta} \Lambda_1(u)(\tau) \, d\tau \right\|_{L^\infty(\mathbb{R}^2)} \lesssim \left( \int_0^t |t - \tau|^{-\frac{p+1}{p}} \, ds \right)^{\frac{p}{p+1}} \left( \int_0^t |u(\tau)|^{p+1}_{L^{p+1}(\mathbb{R}^2)} \, d\tau \right)^{\frac{1}{p+1}} \lesssim |t - t_0|^{-\frac{p+1}{p+1}} \left( \int_0^t |u(\tau)|^{p+1}_{L^{p+1}(\mathbb{R}^2)} \, d\tau \right)^{\frac{1}{p+1}} \lesssim \delta^{-\frac{p+1}{p+1}} T^{-\frac{1-2\alpha}{p+1}}. \tag{4.44}
\]
We next turn to treat the term with \(\Lambda_2\). By using the definition of \(\Lambda_2\) and Lemma 3.4, we see that
\[
|\Lambda_2(t, r)| \lesssim \frac{|u(t, r)|}{1 + r^2}.
\]
Reasoning as the proof of (4.44), we can similarly derive that
\[
\left\| \int_0^t e^{i(t-\tau)\Delta} \Lambda_2(u)(\tau) \, d\tau \right\|_{L^\infty(\mathbb{R}^2)} \lesssim \delta^{-\frac{p+1}{p+1}} T^{-\frac{1-2\alpha}{p+1}}. \tag{4.45}
\]
We now estimate the term with \(\Lambda_1\). Utilizing standard dispersive estimate, Hölder’s inequality and Lemma 4.3, we obtain that
\[
\left\| \int_0^t e^{i(t-\tau)\Delta} \Lambda_3(u)(\tau) \, d\tau \right\|_{L^\infty(\mathbb{R}^2)} = \left\| \int_0^t e^{i(t-\tau)\Delta} |u|^{p-1} u \, d\tau \right\|_{L^\infty(\mathbb{R}^2)} \lesssim \int_0^t |t - \tau|^{-\frac{1}{p}} |u(\tau)|^{\frac{p+1}{p+1}}_{L^{p+1}(\mathbb{R}^2)} \|u(\tau)\|_{L^2(\mathbb{R}^2)} \, d\tau \lesssim \left( \int_0^t |t - \tau|^{-\frac{p}{p-1}} \, d\tau \right)^{\frac{p}{p+1}} \left( \int_0^t \int_{\mathbb{R}^2} |u(\tau, x)|^{p+1} \, dx \, d\tau \right)^{\frac{p}{p+1}} \lesssim |t - t_0|^{-\frac{p}{p+1}} T^{-\frac{1-2\alpha}{p+1}} \lesssim \delta^{-\frac{p+\alpha}{p-1}} T^{-\frac{1-2\alpha}{p-1}}. \tag{4.46}
\]
This estimate together with (4.44), (4.45) readily indicates that
\[
\left\| \int_0^{t_0} e^{i(t-\tau)\Delta} \Lambda(u)(\tau) \, d\tau \right\|_{L^\infty_{t,x}([t_1, \infty) \times \mathbb{R}^2)} \lesssim \delta^{-\frac{1}{2}} T^{-\frac{1}{p+2}} + \delta^{-\frac{1-2\alpha}{2}} T^{-(1-2\alpha)\frac{p}{2(p+2)}}. \tag{4.46}
\]
In addition, observe that
\[
i \int_0^{t_0} e^{i(t-\tau)\Delta} \Lambda(u)(\tau) \, d\tau = e^{i(t-t_0)\Delta} u(t_0) - e^{i(t-t_0)\Delta} u_0.
\]
As a result of Strichartz estimates, we find that
\[
\left\| \int_0^{t_0} e^{i(t-\tau)\Delta} \Lambda(u)(\tau) \, d\tau \right\|_{L^q([0, \infty); L^r(\mathbb{R}^2))} \lesssim 1. \tag{4.47}
\]
Since \( p > 3 \), by using (4.46), (4.47) and interpolation inequality, then we get that there exists a constant \( \beta > 0 \) such that for any \( (1/q, 1/r) \in \mathbb{S}_s \),
\[
\left\| \int_0^{t_0} e^{i(t-\tau)\Delta} \Lambda(u)(\tau) \, d\tau \right\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))} \lesssim T^{-\beta}. \tag{4.48}
\]
We next deal with the integral on \([t_0, t_1]\). In this situation, we start with estimating the term with \( \Lambda_3 \). In light of Sobolev embedding inequality with \( 0 < s < 1 \) and Strichartz estimates for the couple \((1/q, 1/r) \in \mathbb{S}_s \), we first derive that
\[
\left\| \int_0^{t_1} e^{i(t-\tau)\Delta} |u|^{p-1} u(\tau) \, d\tau \right\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))} \lesssim \left\| |u|^{p-1} u \right\|_{L^q(t_0, t_1 \mid W^{s,r_1}(\mathbb{R}^2))} \tag{4.49}
\]
where
\[
\frac{1}{q_1} = \frac{1}{2} + \kappa, \quad \frac{1}{r_1} = 1 - \kappa
\]
and \( \kappa > 0 \) is a small constant. For any \( 0 < \alpha < p - 1 \), by Lemma 5.2, we find that
\[
\left\| |u|^{p-1} u \right\|_{W^{s,r_1}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{W^{\sigma, \rho_1}(\mathbb{R}^2)} \left\| u \right\|_{L^2(p-1)(\mathbb{R}^2)},
\]
where \( s < \sigma < 1, \rho_1 \geq 2 \) and
\[
\frac{1}{r_1} = \frac{1}{\rho_1} + \frac{1}{\rho_2}.
\]
Using Hölder’s inequality, then we obtain that
\[
\left\| |u|^{p-1} u \right\|_{W^{s,r_1}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{W^{\sigma, \rho_1}(\mathbb{R}^2)} \left\| u \right\|_{L^2(p-1)(\mathbb{R}^2)},
\]
where
\[
\frac{1}{\rho_2} + \frac{1}{\rho_3} = \frac{1}{\rho_2},
\]
As a consequence, we have that
\[
\left\| |u|^{p-1} u \right\|_{L^q(t_0, t_1) W^{s,r_1}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^q(t_0, t_1) L^{\sigma_2}(\mathbb{R}^2)} \left\| u \right\|_{P_{L^q(t_0, t_1) L^{\sigma_3}(\mathbb{R}^2)} - \alpha} \left\| u \right\|_{L^q(t_0, t_1) W^{s, \rho_1}(\mathbb{R}^2)} \tag{4.50}
\]
Now we choose
\[
\alpha = (p + 1) \left( \frac{1}{2} + \kappa \right), \quad \frac{1}{r_2} = \frac{1}{2} + \kappa, \quad \frac{1}{r_3} = \kappa, \quad \frac{1}{\rho_1} = \frac{1}{2} - 3\kappa.
\]
Then, by Sobolev embedding inequality, we conclude that
\[
\left\| u \right\|_{L^q(t_0, t_1) L^{r_3}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^q(t_0, t_1) H^1(\mathbb{R}^2)}, \quad \left\| u \right\|_{L^q(t_0, t_1) W^{s, \rho_1}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^q(t_0, t_1) H^1(\mathbb{R}^2)}.
\]
Making use of (4.50), then we arrive at
\[
\left\| u \right\|_{L^q(t_0, t_1) W^{s,r_2}(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^q(t_0, t_1) L^{\sigma_2}(\mathbb{R}^2)} \left\| u \right\|_{P^{1-\alpha}_{L^q(t_0, t_1) L^{\sigma_3}(\mathbb{R}^2)} \left\| u \right\|_{L^q(t_0, t_1) H^1(\mathbb{R}^2)}.
\]
From (4.42) and (4.49), then we deduce that
\[
\left\| \int_0^{t_1} e^{i(t-\tau)\Delta} |u|^{p-1} u(\tau) \, d\tau \right\|_{L^2([t_1, \infty)); L^\infty(\mathbb{R}^2)} \lesssim \left\| u \right\|_{P^1_{L^q(t_0, t_1) \times \mathbb{R}^2}} \left\| u \right\|_{L^\infty t_1 H^1(\mathbb{R}^2)} = o(1). \tag{4.51}
\]
We now turn to estimate the term with \( A_2 \). From Sobolev embedding, Strichartz estimates and the definition of \( A_2 \), we deduce that

\[
\left\| \int_{t_0}^{t_1} e^{i(t-t')\Delta} A_2(u) \, dt \right\|_{L^p([t_1, \infty), L^r (\mathbb{R}^2))} \\
\left\| \nabla \int_{t_0}^{t_1} e^{i(t-t')\Delta} A_2(u)(s) \, ds \right\|_{L^{2(p-1)}_x L^{p-1}_t} + \left\| \int_{t_0}^{t_1} e^{i(t-t')\Delta} A_2(u)(s) \, ds \right\|_{L^{2(p-1)}_t L^{p-1}_x} \\
\lesssim \left\| \int_{t_0}^{t_1} e^{i(t-t')\Delta} \left( \frac{A_0(|u|^2)}{r} \right) \left( \frac{A_0(|u|^2)}{r} \right) u \, ds \right\|_{L^{2(p-1)}_t L^{p-1}_x} \\
+ \left\| \int_{t_0}^{t_1} e^{i(t-t')\Delta} \left( \frac{A_0(|u|^2)}{r} \right) \nabla u \, ds \right\|_{L^{2(p-1)}_t L^{p-1}_x} \\
+ \left\| \int_{t_0}^{t_1} e^{i(t-t')\Delta} \left( \frac{A_0(|u|^2)}{r} \right) \nabla u \, ds \right\|_{L^{2(p-1)}_t L^{p-1}_x} \\
\lesssim \left\| \nabla \left( \frac{A_0(|u|^2)}{r} \right) \right\|_{L^{\infty}_t L^2_x} + \left\| \left( \frac{A_0(|u|^2)}{r} \right)^2 \right\|_{L^{2}_t L^2_x}.
\]

We are now going to estimate every term in the right side hand of (4.52). Let us begin with handling the first term. Since

\[
\nabla \left( \frac{A_0(|u|^2)}{r} \right) = - \frac{A_0(|u|^2)}{r^2} - \frac{|u|^2}{2},
\]

by applying Corollary 3.3 and the uniform boundedness of \( H^1 \)-norm of the solution, we deduce that

\[
\left\| \nabla \left( \frac{A_0(|u|^2)}{r} \right) \right\|_{L^{\infty}_t L^2_x} \lesssim 1.
\]

Using Corollary 4.1, then we have that

\[
\left\| \nabla \left( \frac{A_0(|u|^2)}{r} \right) \right\|_{L^{\infty}_t L^2_x} \lesssim \left\| \nabla \left( \frac{A_0(|u|^2)}{r} \right) \right\|_{L^{\infty}_t L^2_x} \lesssim \varepsilon.
\]

Next we treat the second term in the right side hand of (4.52). To do this, we split the integration domain \( \mathbb{R}^2 \) into two subdomains \( \{ |x| \leq T^\alpha \} \) and \( \{ |x| > T^\alpha \} \). It yields from Hölder’s inequality that

\[
\left\| \left( \frac{A_0(|u|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_{|x| \leq T^\alpha}} \lesssim \left\| \left( \frac{A_0(|u|^2)}{r} \right)^2 \right\|_{L^\infty_{(t_0, t_1)} L^2_x} \| \nabla u \|_{L^2_{(t_0, t_1)} L^2_{|x| \leq T^\alpha}}.
\]

In view of Corollary 4.1 we know that

\[
\| \nabla u \|_{L^2_{(t_0, t_1)} L^2_{|x| \leq T^\alpha}} \lesssim \varepsilon.
\]

On the other hand, by using Lemma 3.3 and the uniform boundedness of \( H^1 \)-norm of the solution, we obtain that

\[
\left\| \left( \frac{A_0(|u|^2)}{r} \right)^2 \right\|_{L^\infty_{(t_0, t_1)} L^2_x} \lesssim 1.
\]
Hence we deduce that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid > T^\alpha\}}} \lesssim \varepsilon. \quad (4.54)
\]

We now estimate the integral on the exterior domain \( \{ x \mid > T^\alpha \} \). Note first that \( \| A_\theta(\|u\|^2) \|_{L^\infty(\mathbb{R}^2)} \lesssim 1 \), see Lemma 3.1. Since \( 1/3 < \sigma < 1/2 \), then it is not hard to verify that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid > T^\alpha\}}} \lesssim \frac{1}{r^2} \left\| u \right\|_{L^\infty_{(t_0, t_1)} L^2_{\{x \mid > T^\alpha\}}} \lesssim \delta^{1/2} T^{(1-3\alpha)/2} = o(1).
\]

This along with (4.54) yields that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_t} = o(1). \quad (4.55)
\]

We finally estimate the third term in the right hand side of (4.52). In light of Corollary 4.1 we get that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid \leq T^\alpha\}}} \lesssim \left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid \leq T^\alpha\}}} \left\| u \right\|_{L^\infty_{(t_0, t_1)} L^2_{\{x \mid \leq T^\alpha\}}} \lesssim \varepsilon \left\| \frac{1}{r} \right\|_{L^\infty_{(t_0, t_1)} L^2_{\{x \mid \leq T^\alpha\}}} = \varepsilon \ln^{1/2} T.
\]

Using Remark 4.1 then we obtain that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid \leq T^\alpha\}}} = o(1). \quad (4.56)
\]

Furthermore, we can similarly deduce that
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid > T^\alpha\}}} \lesssim \left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 \nabla u \right\|_{L^2_{(t_0, t_1)} L^1_{\{x \mid > T^\alpha\}}} \left\| u \right\|_{L^\infty_{(t_0, t_1)} L^2_{\{x \mid > T^\alpha\}}} \lesssim \delta^{1/2} T^{(1-3\alpha)/2} = o(1).
\]

This together with (4.56) leads to
\[
\left\| \left( \frac{A_\theta(\|u\|^2)}{r} \right)^2 u \right\|_{L^2_{(t_0, t_1)} L^1_t} = o(1). \quad (4.57)
\]

Combining (4.52), (4.53), (4.55) and (4.57), then we deduce
\[
\left\| \int_{t_0}^{t_1} e^{(1-t)\Delta} A_2(u)(\tau) d\tau \right\|_{L^q([t_1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1). \quad (4.58)
\]
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Let us now estimate the term with $A_1$. From Sobolev embedding, Strichartz estimates and the definition of $A_1$, we deduce that
\[
\left\| \int_0^t e^{i(t-\tau)\Delta} A_1(u)(\tau) \, d\tau \right\|_{L^q([t_1,\infty) ; L^r(\mathbb{R}^2))} \\
\lesssim \left\| \nabla \int_0^t e^{i(t-\tau)\Delta} A_1(u)(\tau) \, d\tau \right\|_{L^{2(p-1)}_t L^{\frac{2(p-1)}{p-1}}_x} + \left\| \int_0^t e^{i(t-\tau)\Delta} A_1(u)(\tau) \, d\tau \right\|_{L^{2(p-1)}_t L^{\frac{2(p-1)}{p-1}}_x} \\
\lesssim \left\| \int_0^t e^{i(t-\tau)\Delta} (\nabla A_0(|u|^2)) \, u \, d\tau \right\|_{L^{2(p-1)}_t L^{\frac{2(p-1)}{p-1}}_x} + \left\| \int_0^t e^{i(t-\tau)\Delta} A_0(|u|^2) \nabla u \, d\tau \right\|_{L^{2(p-1)}_t L^{\frac{2(p-1)}{p-1}}_x} \\
+ \left\| \int_0^t e^{i(t-\tau)\Delta} A_0(|u|^2) \, u \, d\tau \right\|_{L^{2(p-1)}_t L^{\frac{2(p-1)}{p-1}}_x} \\
\lesssim \left\| (\nabla A_0(|u|^2)) \right\|_{L^2_t(\tau_0,t_1)^L_2^1} + \left\| A_0(|u|^2) \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1} + \left\| A_0(|u|^2) u \right\|_{L^2_t(\tau_0,t_1)^L_2^1}. 
\]  
(4.59)

We are going to estimate every term in the right side hand of (4.59). Let us start with handling the first term in the right side hand of (4.59). Notice that
\[
\nabla A_0(|u|^2) = \frac{A_0(|u|^2)}{r} |u|^2, 
\]
then
\[
\left\| (\nabla A_0(|u|^2)) \right\|_{L^2_t(\tau_0,t_1)^L_2^1} = \left\| \frac{A_0(|u|^2)}{r} \right\|_{L^3_t(\tau_0,t_1)^L_1^1} \leq \left\| \frac{A_0(|u|^2)}{r} \right\|_{L^\infty_t(\tau_0,t_1)^L_2^1} \left\| u \right\|_{L^2_t(\tau_0,t_1)^L_2^1}^2. 
\]
From Corollary 4.1 and the uniform boundedness of $H^1$-norm of the solution, then we conclude that
\[
\left\| (\nabla A_0(|u|^2)) \right\|_{L^2_t(\tau_0,t_1)^L_2^1} = o(1). 
\]  
(4.60)

Next we deal with the second term in the right side hand of (4.59). We split again the integration domain on $\mathbb{R}^2$ into two subdomains \{ $|x| \leq T^\alpha$ \} and \{ $|x| > T^\alpha$ \}. Observe that
\[
\left\| A_0(|u|^2) \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1, |x| \leq T^\alpha} \leq \left\| A_0(|u|^2) \right\|_{L^\infty_t(\tau_0,t_1)^L_1^1, |x| \leq T^\alpha} \left\| \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1}. 
\]
According to Corollary 4.1 we know that
\[
\left\| \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1, |x| \leq T^\alpha} \leq \epsilon. 
\]
Moreover, by using Lemma 3.2 we have that
\[
\left\| A_0(|u|^2) \right\|_{L^\infty_t(\tau_0,t_1)^L_1^1, |x| \leq T^\alpha} \lesssim 1. 
\]
Therefore, we find that
\[
\left\| A_0(|u|^2) \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1, |x| \leq T^\alpha} \leq \epsilon. 
\]
On the other hand, taking into account Lemma 3.2 and the fact $1/3 < \sigma < 1/2$, we are able to derive that
\[
\left\| A_0(|u|^2) \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1, |x| > T^\alpha} \lesssim \left\| \nabla u \right\|_{L^\infty_t(\tau_0,t_1)^L_2^1} = o(1). 
\]
As a consequence, we get that
\[
\left\| A_0(|u|^2) \nabla u \right\|_{L^2_t(\tau_0,t_1)^L_2^1} = o(1). 
\]  
(4.61)

We now treat the third term in the right side hand of (4.59). In the interior domain \{ $|x| \leq T^\alpha$ \}, we have that
\[
\left\| A_0(|u|^2) u \right\|_{L^2_t(\tau_0,t_1)^L_2^1, |x| \leq T^\alpha} \leq \left\| \sqrt{A_0(|u|^2)} \right\|_{L^\infty_t(\tau_0,t_1)^L_1^1, |x| < T^\alpha} \left\| \sqrt{A_0(|u|^2)} u \right\|_{L^2_t L^2_x}. 
\]
From Corollary 4.1 we obtain that
\[ \left\| \sqrt{A_0(\| \cdot \|^2) u} \right\|_{L^2_{(0, t_1)} L^2} \leq \varepsilon. \]

Note that
\[ \left\| \sqrt{A_0(\| \cdot \|^2)} \right\|_{L^\infty_{(0, t_1)} L^2_{|x|<T^\alpha}} \leq \left\| (1 + r)^{-\frac{\alpha}{2}} \right\|_{L^\infty_{|x|<T^\alpha}} \lesssim \ln^{1/2} T. \]

Hence we see that
\[ \|A_0(\| \cdot \|^2)u\|_{L^2_{(0, t_1)} L^1_{|x|<T^\alpha}} \leq \varepsilon \ln^{1/2} T. \]

Now we make use of Remark 4.1 to deduce that
\[ \|A_0(\| \cdot \|^2)u\|_{L^2_{(0, t_1)} L^1_{|x|<T^\alpha}} = o(1). \quad (4.62) \]

For the exterior domain \(| x | > T^\alpha\), by applying Lemma 3.2 we conclude that
\[ \|A_0(\| \cdot \|^2)u\|_{L^2_{(0, t_1)} L^1_{|x|>T^\alpha}} \leq \frac{1}{r^2} \left\| A_0(\| \cdot \|^2)u \right\|_{L^2_{(0, t_1)} L^2_{|x|>T^\alpha}} = o(1). \]

This jointly with (4.62) shows that
\[ \|A_0(\| \cdot \|^2)u\|_{L^2_{(0, t_1)} L^1} = o(1). \quad (4.63) \]

Combining (4.59), (4.60), (4.61) and (4.63), then we get that
\[ \left\| \int_{t_0}^{t_1} e^{i(t-\tau)A} \Lambda_1(u)(\tau) d\tau \right\|_{L^q((t_1, \infty); L^r(\mathbb{R}^2))} = o(1). \quad (4.64) \]

From (4.51), (4.58) and (4.61), then we arrive at
\[ \left\| \int_{t_0}^{t_1} e^{i(t-\tau)A} \Lambda(u)(\tau) d\tau \right\|_{L^q((t_1, \infty); L^r(\mathbb{R}^2))} \lesssim o(1). \]

This together with (4.48) readily suggests that (4.40) holds true. Thus we have completed the proof of Theorem 1.2 i). \(\square\)

4.3. Blow-up of solutions. We now discuss finite time blow-up of solutions to the Cauchy problem for (1.1) with initial data in \(K^{-}\). For this, we first give equivalent variational characterization of the ground state energy \(d\).

**Lemma 4.4.** Let \(p > 3\), then
\[ d = \inf \left\{ \| L(u) \| : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\} \]
\[ = \inf \left\{ L(u) : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) < 0 \right\}, \]
where
\[ L(u) = S(u) - \frac{1}{2} K(u). \]

**Proof.** We start with deducing that the first identity holds true. If \(K(u) = 0\), then \(L(u) = S(u)\). In view of the definition of \(d\), then we know that
\[ d = \inf \left\{ L(u) : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) = 0 \right\}. \quad (4.65) \]

This implies that
\[ d \geq \inf \left\{ L(u) : u \in H^1_{\text{rad}}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\}. \]
On the other hand, if $K(u) \leq 0$, then it is not hard to conclude from \((1.2)\) that there exists $\lambda \in (0, 1]$ such that $K(u) = 0$. Thanks to $p > 3$, then
\[
d \leq S(u_\lambda) = S(u_\lambda) - \frac{1}{2} K(u_\lambda)
= \frac{1}{2} \|u\|^2_{L^2(\mathbb{R}^2)} + \frac{\lambda^{p-1}(p-3)}{2(p+1)} \|u\|^{p+1}_{L^{p+1}(\mathbb{R}^2)}
\leq \frac{1}{2} \|u\|^2_{L^2(\mathbb{R}^2)} + \frac{p-3}{2(p+1)} \|u\|^{p+1}_{L^{p+1}(\mathbb{R}^2)}
= S(u) - \frac{1}{2} K(u)
= L(u).
\]
This gives that
\[
d \leq \inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\}.
\]
Consequently, we have that
\[
d = \inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\}.
\] (4.66)

We next prove that the second identity holds true. If $K(u) = 0$, then we can derive from \((1.2)\) that there exists $\tau > 1$ such that $K(u_\tau) < 0$. In addition, there holds that $u_\tau \to u$ in $H^1(\mathbb{R}^2)$ as $\tau \to 1^+$. Accordingly, we have that
\[
\inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u_\tau) < 0 \right\} \leq L(u_\tau) \to L(u) \quad \text{as } \tau \to 1^+.
\]
This jointly with \((4.65)\) infers that
\[
\inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) < 0 \right\} \leq d.
\] (4.67)

Observe that
\[
\inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\} \leq \inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) < 0 \right\}.
\]
Taking into account \((4.66)\) and \((4.67)\), then we obtain that
\[
\inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) \leq 0 \right\} = \inf \left\{ L(u) : u \in H^1_{rad}(\mathbb{R}^2) \setminus \{0\}, K(u) < 0 \right\},
\]
and the proof is completed. \(\square\)

In order to investigate finite time blow-up of solutions, we now need to introduce a localized virial quantity, which is inspired by the ideas developed in \[3\]. Let $\chi : \mathbb{R}^2 \to \mathbb{R}$ be a smooth function with regularity property $\nabla^k \chi \in L^\infty(\mathbb{R}^2)$ for $1 \leq k \leq 4$ such that
\[
\chi(r) = \begin{cases} \frac{r^2}{2} & \text{for } r \leq 1, \\ \text{const.} & \text{for } r \geq 10, \end{cases} \quad \text{and } \chi''(r) \leq 1 \text{ for any } r \geq 0.
\]
For $R > 0$, we define a function $\chi_R : \mathbb{R} \to \mathbb{R}$ by
\[
\chi_R(r) = R^2 \chi \left( \frac{r}{R} \right).
\]
It is simple to check that
\[
1 - \chi''(r) \geq 0, \quad 1 - \frac{\chi'_R(r)}{r} \geq 0, \quad 2 - \Delta \chi_R(r) \geq 0 \text{ for any } r \geq 0.
\]
We now introduce the associated localized virial quantity as
\[
V_{\chi_R}(u(t)) = \text{Im} \int_{\mathbb{R}^2} \nabla (D_1 u \partial_1 \chi_R + D_2 u \partial_2 \chi_R) \, dx.
\] (4.68)

**Lemma 4.5.** Let $u \in C([0, T_{\max}), H^1_{rad}(\mathbb{R}^2))$ be a solution to the Cauchy problem for \((1.1)\), then, for any $t \in [0, T_{\max})$,
\[
\frac{d}{dt} V_{\chi_R}(u(t)) \leq 2 K(u(t)) + R^{-\frac{p+1}{p-1}} \left( \|D_1 u(t)\|_{L^p(\mathbb{R}^2)}^{p-1} + \|D_2 u(t)\|_{L^p(\mathbb{R}^2)}^{p-1} \right) + R^{-2}.
\]

**Proof.** This result is a direct consequence of \[3\], Lemma 6.4, then we omit its proof here. \(\square\)
With Lemmas 4.4 and 4.5 in hand, we are now ready to prove finite time blow-up of solutions to the Cauchy problem for (1.1) with initial data in $\mathcal{K}^+$. 

**Proof of Theorem 1.2 ii.** For simplicity, we shall write $u = u(t)$ in the following. By a similar way as the proof of Theorem 1.2 i), we can easily show that the set $\mathcal{K}^-$ is invariant under the flow of the Cauchy problem for (1.1). Since $u_0 \not\in \mathcal{K}^-$, then $K(u) < 0$ for any $t \in [0, T_{\text{max}})$. Thus, from (1.2), we know that there is a constant $0 < \lambda^* < 1$ such that $K(u_{\lambda^*}) = 0$. Moreover, it is obvious that the function $\lambda \mapsto S(u_{\lambda})$ is concave on $[\lambda^*, 1]$. Hence

$$S(u_{\lambda^*}) - S(u) \leq (\lambda^* - 1) \frac{d}{d\lambda} S(u_{\lambda})|_{\lambda=1} = (\lambda^* - 1) K(u).$$

Noting that $K(u) < 0$ and $d \leq S(u_{\lambda^*})$, then we obtain that

$$K(u) \leq (1 - \lambda^*) K(u) \leq S(u) - S(u_{\lambda^*}) \leq S(u) - d.$$

This indicates that

$$\|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \leq \frac{p-1}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} + S(u) - d. \tag{4.69}$$

Since $p \leq 5$, then, by using Young’s inequality, we can deduce from Lemma 4.5 that, for any $\varepsilon > 0$, there exists $R > 0$ sufficiently large such that

$$\frac{d}{dt} V_{\chi_R} [u] \lesssim 2 K(u) + \varepsilon \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) + \varepsilon,$$

which suggests that

$$\frac{d}{dt} V_{\chi_R} [u] \lesssim 4 S(u) - 2 \|u\|_{L^2(\mathbb{R}^2)}^2 + \frac{6 - 2p + \varepsilon(p - 1)}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1}$$

$$\quad + \varepsilon \left( \|D_1 u\|_{L^2(\mathbb{R}^2)}^2 + \|D_2 u\|_{L^2(\mathbb{R}^2)}^2 \right) + \varepsilon. \tag{4.70}$$

Applying (4.69), we now get that

$$\frac{d}{dt} V_{\chi_R} [u] \lesssim 4 S(u) - 2 \|u\|_{L^2(\mathbb{R}^2)}^2 + \frac{6 - 2p + \varepsilon(p - 1)}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1}$$

$$\quad + \varepsilon (S(u) - d) + \varepsilon. \tag{4.71}$$

Due to $K(u) < 0$, by Lemma 4.4, we know that

$$d \leq L(u) = \frac{p-3}{2(p+1)} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1} + \frac{1}{2} \|u\|_{L^2(\mathbb{R}^2)}^2,$$

from which we infer that

$$2d - \|u\|_{L^2(\mathbb{R}^2)}^2 \leq \frac{p-3}{p+1} \|u\|_{L^{p+1}(\mathbb{R}^2)}^{p+1}. \tag{4.71}$$

Since $p > 3$, then, for any $\varepsilon > 0$ sufficiently small,

$$\frac{6 - 2p + \varepsilon(p - 1)}{p-3} < 0.$$

Making use of (4.71), then we obtain from (4.70) that

$$\frac{d}{dt} V_{\chi_R} [u] \lesssim 4 S(u) - 2 \|u\|_{L^2(\mathbb{R}^2)}^2 + \frac{6 - 2p + \varepsilon(p - 1)}{p-3} \left( 2d - \|u\|_{L^2(\mathbb{R}^2)}^2 \right) + \varepsilon (S(u) - d) + \varepsilon.$$

Noting that $S(u) < d$, by the conservation laws, we derive that there exists a constant $\delta > 0$ such that $S(u) \leq (1 - \delta)d$. Therefore, we get that

$$\frac{d}{dt} V_{\chi_R} [u] \lesssim - \left( 4\delta + \varepsilon \delta - \frac{2\varepsilon(p-1)}{p-3} \right) d - \frac{\varepsilon(p+1)}{p-3} \|u\|_{L^2(\mathbb{R}^2)}^2 + \varepsilon$$

$$\lesssim - \left( 4\delta + \varepsilon \delta - \frac{2\varepsilon(p-1)}{p-3} \right) d + \varepsilon.$$
For any $\varepsilon > 0$ sufficiently small, then we have that
\[
\frac{d}{dt} V_{\chi_R} |u| \lesssim -2\delta d.
\]
This readily indicates that $u$ has to blow up in finite time, and the proof is completed. \qed

5. Appendix

5.1. Smallness of solutions. We shall prove that (4.38) holds by assuming that
\[
\left\| e^{i(t-t_1)\Delta} u(t_1) \right\|_{L^q(\{t_1, \infty\}; L^r(\mathbb{R}^2))} \lesssim o(1),
\]
where $t_1 = t_1(\varepsilon) \to \infty$ as $\varepsilon \to 0$ and $(1/q, 1/r) \in \mathcal{S}_s$ with $s \in (0, 1)$ close to 1. For this, we need to establish the following result.

**Proposition 5.1.** Let $(1/q, 1/r) \in \mathcal{S}_s$ with $s \in (0, 1)$ close to 1, then
\[
\left\| \int_{t_1}^t e^{-i(t-t_1)\Delta} \Lambda(u(\tau)) \, d\tau \right\|_{L^q(\{t_1, \infty\}; L^r(\mathbb{R}^2))} \lesssim \left\| u \right\|^2_{L^2(\{t_1, \infty\}; L^r(\mathbb{R}^2))} + \left\| u \right\|_{L^1(\{t_1, \infty\}; L^r(\mathbb{R}^2))} + \left\| u \right\|_{L^1(\{t_1, \infty\}; L^r(\mathbb{R}^2))}.
\]

**Proof.** Note first that for any $(1/q, 1/r) \in \mathcal{S}_s$ there exists a Strichartz couple $(1/q_1, 1/r_1)$ with $1/q_1 + 1/r_1 = 1/2$ and $(q_1, r_1) \neq (2, \infty)$ such that
\[
\left\| \int_{t_1}^t e^{-i(t-t_1)\Delta} \Lambda(u(\tau)) \, d\tau \right\|_{L^q(\{t_1, \infty\}; L^r(\mathbb{R}^2))} \lesssim \left\| \nabla \Lambda(u) \right\|_{L^2(\{t_1, \infty\}; L^1(\mathbb{R}^2))} + \left\| \Lambda(u) \right\|_{L^2(\{t_1, \infty\}; L^1(\mathbb{R}^2))} \quad (5.2)
\]

The application of Strichartz estimates further leads to
\[
\left\| \int_{t_1}^t e^{-i(t-t_1)\Delta} \Lambda(u) \, dt \right\|_{L^q(\{t_1, \infty\}; L^r(\mathbb{R}^2))} \lesssim \left\| \nabla \Lambda(u) \right\|_{L^2(\{t_1, \infty\}; L^1(\mathbb{R}^2))} + \left\| \Lambda(u) \right\|_{L^2(\{t_1, \infty\}; L^1(\mathbb{R}^2))}.
\]

In the following, we shall evaluate every term in the right side hand of (5.2). Let us first hand the local term $A_3$. It is simple to deduce that
\[
\left\| A_3(u) \right\|_{L^2(\{t_1, \infty\}; W^{1,1}(\mathbb{R}^2))} \lesssim \left\| u \right\|_{L^\infty(\{t_1, \infty\}; H^1(\mathbb{R}^2))} \left\| u \right\|_{L^2(\{t_1, \infty\}; L^\infty(\mathbb{R}^2))} \lesssim \left\| u \right\|_{L^2(\{t_1, \infty\}; L^\infty(\mathbb{R}^2))}.
\]

We next treat the nonlocal term $A_2$. In virtue of Lemma 3.1, we first have that
\[
\left\| \frac{A_\theta(|u|^2)}{r^2} \right\|_{L^q(\mathbb{R}^2)} \lesssim \left\| u \right\|_{L^2(\mathbb{R}^2)}, \quad 1 < q < \infty
\]
and
\[
\left\| A_\theta(|u|^2) \right\|_{L^\infty(\mathbb{R}^2)} \lesssim \left\| u \right\|^2_{L^2(\mathbb{R}^2)}. \quad (5.4)
\]

Observe that
\[
\nabla A_2(u) = 2u \left( \frac{A_\theta(|u|^2)}{r} \right) \nabla \left( \frac{A_\theta(|u|^2)}{r} \right) - \frac{A_\theta(|u|^2)}{r^2} \nabla u
\]
and
\[
\nabla \left( \frac{A_\theta(|u|^2)}{r^2} \right) = - \frac{A_\theta(|u|^2)}{r^2} - \frac{|u|^2}{2}.
\]
Therefore, we get that

\[
\|A_2(u)\|_{L^2([t_1, \infty); W^{1,1}(\mathbb{R}^2))} \lesssim \left\| \nabla \left( \frac{A_0(|u|^2)}{r} \right) \right\|_{L^2_{[t_1, \infty)}L^2_2} + \left\| \left( \frac{A_0(|u|^2)}{r^2} \right)^2 \right\|_{L^2_{[t_1, \infty)}L^2_2}
\]

Using (5.3) and (5.4), we can derive that

\[
\left\| \left( \frac{A_0(|u|^2)}{r^2} \right)^2 \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \left\| \left( A_0(|u|^2) \right)^3 \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \left\| u \right\|^3_{L^6([t_1, \infty)}L^6_2.
\]

and

\[
\left\| \left( \frac{A_0(|u|^2)}{r^2} \right)^3 \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \left\| u \right\|^3_{L^6([t_1, \infty)}L^6_2.
\]

In addition, we have that

\[
\left\| \frac{A_0(|u|^2)}{r} | u^3 | \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \left\| A_0(|u|^2) \right\|_{L^2_{[t_1, \infty)}L^2_2} \left\| u \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \left\| u \right\|^2_{L^4_{[t_1, \infty)}L^2_2}.
\]

where we also used the Strauss inequality (2.2). From estimates above, then we conclude that

\[
\|A_2(u)\|_{L^2([t_1, \infty); W^{1,1}(\mathbb{R}^2))} \lesssim \|u\|^2_{L^4_{[t_1, \infty)}L^4_2} + \|u\|^3_{L^6_{[t_1, \infty)}L^6_2}.
\]

We now turn to deal with the nonlocal $A_1$. Notice that

\[
\nabla A_1(u) = \nabla A_0(|u|^2)u + A_0(|u|^2) \nabla u = \frac{A_0(|u|^2)}{r} | u^3 | A_0(|u|^2) \nabla u.
\]

This implies that

\[
\|A_1(u)\|_{L^2([t_1, \infty); W^{1,1}(\mathbb{R}^2))} \lesssim \left\| \frac{A_0(|u|^2)}{r} | u^3 | \right\|_{L^2_{[t_1, \infty)}L^2_2} + \|A_0(|u|^2)(\nabla u + u)\|_{L^2_{[t_1, \infty)}L^2_2}.
\]

It follows from Lemma 3.2 that

\[
\|A_0(|u|^2)\|_{L^2(\mathbb{R}^2)} \lesssim \|u\|^4_{L^8(\mathbb{R}^2)},
\]

\[
\|A_0(|u|^2)(\nabla u + u)\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \|A_0(|u|^2)\|_{L^2_{[t_1, \infty)}L^2_2} \left\| u \right\|_{L^2_{[t_1, \infty)}L^2_2} \lesssim \|u\|^4_{L^8_{[t_1, \infty)}L^8_2}.
\]

This together with (5.3) results in

\[
\|A_1(u)\|_{L^2([t_1, \infty); W^{1,1}(\mathbb{R}^2))} \lesssim \|u\|^2_{L^4_{[t_1, \infty)}L^4_2} + \|u\|^4_{L^8_{[t_1, \infty)}L^8_2}.
\]

This completes the proof. \qed
At this point, record that \( u \) satisfies the following integral equation,
\[
u(t) = e^{i(t-t_1)\Delta}u(t_1) + \int_{t_1}^t e^{i(t-\tau)\Delta}A(u(\tau))\,d\tau.
\]
Making use of (5.1) and Proposition 5.1 along with iterative arguments, then we can obtain (4.38).

5.2. **Estimate of Nemytskii operator.** We shall establish an estimate for the following Nemytskii operator,

\[
u(x) \mapsto f(u)(x) = u(x) | u(x) |^{p-1}, \quad x \in \mathbb{R}^n.
\]

For this purpose, we need to introduce the Besov space \( B_{q,2}^s(\mathbb{R}^n) \) equipped with the norm

\[
\| u \|_{B_{q,2}^s(\mathbb{R}^n)} = \| u \|_{L^q(\mathbb{R}^n)} + \left\| \frac{|u(x) - u(x - h)|}{h^{s+\sigma}} \right\|_{L^q(R^n)}^r, \quad u \in \mathcal{B}_{q,2}^s(\mathbb{R}^n).
\]

**Lemma 5.1.** Let \( 0 < s < 1, \ 1 < r < 2 \) and \( n \geq 2 \), then, for any \( s < \sigma < 1 \), there holds that

\[
\| D^s f(u) \|_{L^r(\mathbb{R}^n)} \lesssim \| u \|_{B_{1,2}^s(\mathbb{R}^n)} \| u \|_{L^{p^{-1}}(\mathbb{R}^n)},
\]

where

\[
\frac{1}{r} = \frac{1}{q_1} + \frac{1}{q_2}, \quad q_1 \geq 2.
\]

**Proof.** By the definition of the fractional Laplacian, we first write

\[
D^s f(u)(x) = c_{n,s} \int_{\mathbb{R}^n} \frac{f(u)(x) - f(u)(y)}{|x-y|^{n+s}} \, dy,
\]

where \( c_{n,s} > 0 \) is a constant given by

\[
c_{n,s} = \frac{2\pi \Gamma\left(\frac{n}{2} + \frac{s}{2}\right)}{\Gamma\left(-\frac{s}{2}\right)}.
\]

Observe that

\[
| f(u)(x) - f(u)(y) | \lesssim | u(x) - u(y) | \left( | u(x) |^{p-1} + | u(y) |^{p-1} \right).
\]

Then we have that

\[
\| D^s f(u) \|_{L^r(\mathbb{R}^n)} \lesssim \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{|u(x) - u(y)| \| u(x) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx
\]

\[
+ \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{|u(x) - u(y)| \| u(y) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx.
\]

It is straightforward to verify that

\[
I \lesssim I_+ + I_-; \quad II \lesssim II_+ + II_-,
\]

where

\[
I_+ = \int_{\mathbb{R}^n} \left( \int_{|x-y|>1} \frac{|u(x) - u(y)| \| u(x) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx,
\]

\[
I_- = \int_{\mathbb{R}^n} \left( \int_{|x-y|\leq1} \frac{|u(x) - u(y)| \| u(x) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx,
\]

and

\[
II_+ = \int_{\mathbb{R}^n} \left( \int_{|x-y|>1} \frac{|u(x) - u(y)| \| u(y) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx,
\]

\[
II_- = \int_{\mathbb{R}^n} \left( \int_{|x-y|\leq1} \frac{|u(x) - u(y)| \| u(y) \|_{L^{p^{-1}}(\mathbb{R}^n)}^{r}}{|x-y|^{n+s}} \, dy \right)^{\frac{1}{r}} \, dx.
\]
In what follows, we are going to estimate every term above. Let us first treat the term $I_+$. From Hölder’s inequality, we see that

$$
\int_{|x-y|>1} \frac{|u(x) - u(y)|}{|x-y|^{n+s}} \, dy \leq \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{1}{2}} \left( \int_{|x-y|>1} \frac{1}{|x-y|^{n+2\delta}} \, dy \right)^{\frac{1}{2}} 
$$

\leq \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{1}{2}},

where $0 < \delta < s$. Therefore, we get that

$$
I_+ \lesssim \int_{\mathbb{R}^n} \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{1}{2}} |u(x)|^{r(p-1)} \, dx.
$$

Invoking Hölder’s inequality again, we have that

$$
I_+ \lesssim \left( \int_{\mathbb{R}^n} \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{2}{2+q_1}} \, dx \right)^{q_1} \left( \int_{\mathbb{R}^n} |u(x)|^{2(q_2-1)} \, dx \right)^{\frac{1}{q_2}}, \tag{5.6}
$$

where

$$
\frac{1}{r} = \frac{1}{q_1} + \frac{1}{q_2}, \quad q_2 = \frac{q_1r}{q_1 - r}.
$$

Notice that

$$
\left( \int_{\mathbb{R}^n} \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{2}{2+q_1}} \, dx \right)^{\frac{1}{q_1}} \leq \left\| \frac{|u(x) - u(y)|}{|x-y|^{\frac{2}{2+q_1}(s-\delta)}} \right\|_{L^2(R^n)} \left\| \frac{1}{|x-y|^{\frac{2}{2+q_1}(s-\delta)}} \right\|_{L^{q_1}(\mathbb{R}^n)} \left\| \frac{|u(x) - u(x-h)|}{|h|^{\frac{2}{2+q_1}(s-\delta)}} \right\|_{L^{q_1}(\mathbb{R}^n)} \leq \|u\|_{B^{s-\frac{\sigma}{q_1}}_{q_1,q_2}(\mathbb{R}^n)}.
$$

This along with (5.6) leads to

$$
I_+ \lesssim \left( \|u\|_{B^{s-\frac{\sigma}{q_1}}_{q_1,q_2}(\mathbb{R}^n)} \|u\|_{L^{p-1}_{2,s}(\mathbb{R}^n)}^{p-1} \right)^r. \tag{5.8}
$$

By a similar way and choosing $\delta = \sigma - s > 0$, we can derive that

$$
I_- \lesssim \left( \|u\|_{B^{s}_{q_1,q_2}(\mathbb{R}^n)} \|u\|_{L^{p-1}_{2,s}(\mathbb{R}^n)}^{p-1} \right)^r. \tag{5.9}
$$

Next we deal with the term $II_+$. Applying Hölder’s inequality, we first have that

$$
\int_{|x-y|>1} \frac{|u(x) - u(y)|}{|x-y|^{n+s}} \, dy \leq \left( \int_{|x-y|>1} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{1}{2}} \left( \int_{|x-y|>1} \frac{1}{|x-y|^{n+2\delta}} \, dy \right)^{\frac{1}{2}}.
$$
This results in
\[ II_+ \leq \left( \int_{|x-y| > 1} \left| \frac{u(x) - u(y)}{x-y} \right|^{2(p-1)} \frac{1}{|x-y|^{n+2(s-\delta)}} \, dy \right)^{\frac{p}{p-1}} \left( \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right)^{\frac{p-1}{p}} \left( \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right)^{\frac{1}{p}} \right)^{r} \]  
\[ \leq \left( \int_{|x-y| > 1} \left| \frac{u(x) - u(y)}{x-y} \right|^{2(p-1)} \frac{1}{|x-y|^{n+2\delta}} \, dy \right)^{\frac{p}{p-1}} \left( \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right)^{\frac{1}{p}} \right)^{r}, \]  
where we also used Hölder’s inequality. In view of Young’s inequality, we know that
\[ \left\| \int_{|x-y| > 1} \left| \frac{u(x) - u(y)}{x-y} \right|^{2(p-1)} \frac{1}{|x-y|^{n+2\delta}} \, dy \right\|_{L^\infty(R^n)} \leq \left\| \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right\|_{L^\infty(R^n)} \]  
and
\[ \left\| \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right\|_{L^\infty(R^n)} \leq \left\| \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right\|_{L^\infty(R^n)} \leq \left\| \int_{|x-y| > 1} \left| \frac{u(y)}{|x-y|^{n+2\delta}} \right|^{2} \, dy \right\|_{L^\infty(R^n)} \]  
It then follows from (5.7) and (5.10) that
\[ II_+ \lesssim \left( \left\| u \right\|_{B^p_{q_1,2}(R^n)} \right)^r \]  
Similarly, we can obtain that
\[ II_- \lesssim \left( \left\| u \right\|_{B^p_{q_1,2}(R^n)} \right)^r. \]  
Combining (5.8), (5.9), (5.11) and (5.12), then we have the desired conclusion. This completes the proof.

Taking advantage of the well-known inclusions between Besov and Sobolev spaces, we now get the following result.

**Lemma 5.2.** Let 0 < s < 1, 1 < r < 2 and n ≥ 2, then, for any s < σ < 1, there holds that
\[ \left\| f(u) \right\|_{W^{s,r}(R^n)} \lesssim \left\| u \right\|_{W^{\sigma,q_1}(R^n)} \left\| u \right\|_{L^{p-1}(R^n)}^{p-1}, \]  
where
\[ \frac{1}{r} = \frac{1}{q_1} + \frac{1}{q_2}, \quad q_1 \geq 2. \]
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