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In this appendix we show the results obtained for the Adam-trained VQCs, namely the ROC curve for the best HP set for the QML model, shown in Figure 1. This result can be compared to the TPE-trained VQC results shown in the Figure 5 of the paper. As noted in the subsection 8.1 of the paper, the two optimizers are compatible.
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**Figure 1:** ROC of the best HP set, using Adam’s QML model average AUC score as a metric. The HP for this run are SBS for feature method, 100 data points, 1 feature, and 1 VQC layer. The corresponding shallow methods ROCs for the same data have an AUC of 0.795 ± 0.105 for SVM and 0.838 ± 0.053 for LR.

In Figure 2 we show the results obtained, using the simulation of a quantum circuit considering noise, with a larger number of random samplings and more data points. The Qiskit.Aer simulator for the IBM nairobi system was used. The corresponding noise model was assumed for the simulations and the used parameters, such as the number of qubits, number of shots, and optimization level, mirrored those considered in the section 9 of the paper. The obtained results are compatible with those shown in the Figure 5 of the paper.
Figure 2: ROC of the best HP set, using TPE’s QML model average AUC score as a metric and the corresponding shallow methods ROCs. The HP for this run are SBS for feature method. 1000 data points were used. The quantum circuit was simulated considering noise. The different colours indicate each of the 20 random samplings of the data.