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Abstract

We construct a structure-preserving finite element method and time-stepping scheme for compressible barotropic magnetohydrodynamics (MHD) both in the ideal and resistive cases, and in the presence of viscosity. The method is deduced from the geometric variational formulation of the equations. It preserves the balance laws governing the evolution of total energy and magnetic helicity, and preserves mass and the constraint \( \text{div} \, B = 0 \) to machine precision, both at the spatially and temporally discrete levels. In particular, conservation of energy and magnetic helicity hold at the discrete levels in the ideal case. It is observed that cross helicity is well conserved in our simulation in the ideal case.

1 Introduction

In this paper we develop a structure-preserving finite element method for the compressible barotropic MHD equations with viscosity and resistivity on a bounded domain \( \Omega \subset \mathbb{R}^d, \ d \in \{2, 3\} \). These equations seek a velocity field \( u \), density \( \rho \), and magnetic field \( B \) such that

\[
\begin{align*}
\rho (\partial_t u + u \cdot \nabla u) - \text{curl} \times B &= -\nabla p + \mu \Delta u + (\lambda + \mu) \nabla \text{div} u, \quad \text{in } \Omega \times (0, T), \\
\partial_t B - \text{curl}(u \times B) &= -\nu \text{curl} \, \text{curl} B, \quad \text{in } \Omega \times (0, T), \\
\partial_t \rho + \text{div}(\rho u) &= 0, \quad \text{in } \Omega \times (0, T), \\
\text{div} B &= 0, \quad \text{in } \Omega \times (0, T), \\
u = B \cdot n = \text{curl} \times B = 0, &\quad \text{on } \partial \Omega \times (0, T), \\
u(0) = u_0, B(0) = B_0, \rho(0) = \rho_0, &\quad \text{in } \Omega,
\end{align*}
\]

where \( p = p(\rho) \) is the pressure, \( \mu \) and \( \lambda \) are the fluid viscosity coefficients satisfying \( \mu > 0 \) and \( 2\mu + 3\lambda \geq 0 \), and \( \nu > 0 \) is the resistivity coefficient.

The case \( \mu = \lambda = \nu = 0 \) corresponds to ideal non-viscous barotropic MHD, for which the boundary conditions (5) are replaced by \( u \cdot n|_{\partial \Omega} = B \cdot n|_{\partial \Omega} = 0 \).

Much of the literature on structure-preserving methods in MHD simulation has focused on the incompressible and ideal case, with constant density \([6, 7, 9, 10, 12, 13, 11]\) and with variable density \([5]\). These methods have succeeded in preserving at the discrete levels several invariants and constraints of the continuous system. For instance, in \([5]\) a finite element method was proposed which preserves energy, cross-helicity (when the fluid density is constant), magnetic helicity, mass, total squared density, pointwise incompressibility, and the constraint \( \text{div} \, B = 0 \) to machine precision, both at the spatially and temporally discrete levels. Little attention has been paid to the
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development of structure-preserving methods for MHD in the compressible ideal or resistive case. For instance, in the resistive case, energy, magnetic helicity, and cross-helicity are not preserved and their evolution is governed by balance laws showing the impact of resistivity on the dynamics of these quantities. In order to accurately simulate the effect of resistivity in simulations of compressible MHD, it is highly desirable to exactly reproduce these laws at the discrete level. The discrete conservation laws for these quantities are then automatically satisfied in the ideal case, which extend similar properties obtained earlier in the incompressible setting.

In this paper, we construct a structure-preserving finite element method and time-stepping scheme for the compressible MHD system (1)–(6). The method is deduced from the geometric variational formulation of the equations arising from the Hamilton principle on the diffeomorphism group of fluid motion. It preserves the balance laws governing the evolution of total energy and magnetic helicity, and preserves mass and the constraint $\text{div} \ B = 0$ to machine precision, both at the spatially and temporally discrete levels. In particular, conservation of energy and magnetic helicity hold at the discrete levels in the ideal case.

The approach we develop in this paper is built on our earlier work on conservative methods for compressible fluids [4] and for incompressible MHD with variable density in [3, 5]. Two notable differences that arise in the viscous, resistive, compressible setting are the change in boundary conditions for the velocity and magnetic fields, and the fact that the magnetic field is not advected as a vector field when the fluid is compressible; that is, $\text{curl}(B \times u)$ does not coincide with the Lie derivative of the vector field $B$ along $u$ when $\text{div} \ u \neq 0$.

2 Geometric variational formulation for MHD

In this section we review the Hamilton principle for ideal MHD as well as the associated Euler-Poincaré variational formulation. We then extend the resulting form of equations to include viscosity and resistivity and examine how the balance of energy, magnetic helicity, and cross-helicity emerge from this formulation.

Lagrangian variational formulation for ideal MHD. Assume that the fluid moves in a compact domain $\Omega \subset \mathbb{R}^3$ with smooth boundary. We denote by $\text{Diff}(\Omega)$ the group of diffeomorphisms of $\Omega$ and by $\phi : [0, T] \rightarrow \text{Diff}(\Omega)$ the fluid flow. The associated motion of a fluid particle with label $X \in \Omega$ is $x = \phi(t, X)$.

When $\nu = 0$, the equation for the magnetic field reduces to $\partial_t B - \text{curl}(u \times B) = 0$, which can be equivalently rewritten in geometric terms as $\partial_t (B \cdot ds) + L_u(B \cdot ds) = 0$ with $L_u(B \cdot ds)$ the Lie derivative of the closed 2-form $B \cdot ds$. Consequently, from the properties of Lie derivatives, the time evolution of the magnetic field is given by the push-forward operation on 2-forms as

$$B(t) \cdot ds = \phi(t)_*(B_0 \cdot dS)$$  \hspace{1cm} (7)

for some time independent reference magnetic field $B_0(X)$. This describes the fact that the magnetic field is frozen in the flow. Similarly, from the continuity equation $\partial_t \rho + \text{div}(\rho u) = 0$, the evolution of the mass density is given by the push-forward operation on 3-forms as

$$\rho(t) d^3x = \phi(t)_*(\rho_0 d^3X),$$

for some time independent reference mass density $\rho_0(X)$.

From these considerations, it follows that the ideal MHD motion is completely characterized by the fluid flow $\phi(t) \in \text{Diff}(\Omega)$ and the given reference fields $\rho_0$ and $B_0$. The Hamilton principle for
this system reads
\[ \delta \int_0^T L(\varphi, \partial_t \varphi, q_0, B_0) dt = 0, \] (8)

with respect to variations \( \delta \varphi \) vanishing at \( t = 0, T \), and yields the equations of motion in Lagrangian coordinates. In (8) the Lagrangian function \( L \) depends on the fluid flow \( \varphi(t) \) and its time derivative \( \partial_t \varphi(t) \) forming an element \( (\varphi, \partial_t \varphi) \) in the tangent bundle \( T \text{Diff}(\Omega) \) to \( \text{Diff}(\Omega) \), and also parametrically on the given \( q_0, B_0 \). From the relabelling symmetries, \( L \) must be invariant under the subgroup \( \text{Diff}(\Omega) \), \( \varrho \), \( B_0 \subset \text{Diff}(\Omega) \) of diffeomorphisms that preserve \( \varrho \) and \( B \), i.e., diffeomorphisms \( \psi \in \text{Diff}(\Omega) \) such that
\[ \psi^*(\varrho_0 d^3 X) = \varrho_0 \quad \text{and} \quad \psi^*(B_0 \cdot dS) = B_0 \cdot dS, \]
i.e., we have
\[ L(\varphi \circ \psi, \partial_t (\varphi \circ \psi), q_0, B_0) = L(\varphi, \partial_t \varphi, q_0, B_0), \quad \forall \psi \in \text{Diff}(\Omega) \subset \text{Diff}(\Omega). \] (9)

From this invariance, \( L \) can be written in terms of Eulerian variables as
\[ L(\varphi, \partial_t \varphi, q_0, B_0) = \ell(u, \rho, B) \] (10)
where
\[ u = \partial_t \varphi \circ \varphi^{-1}, \quad \rho d^3x = \varphi^*(\varrho_0 d^3 X), \quad B \cdot ds = \varphi^*(B_0 \cdot dS), \] (11)
thereby yielding the symmetry reduced Lagrangian \( \ell(u, \rho, B) \) in the Eulerian description. In terms of \( \ell \), Hamilton’s principle (8) reads
\[ \delta \int_0^T \ell(u, \rho, B) dt = 0, \] (12)
with respect to variations of the form
\[ \delta u = \partial_t v + \mathcal{L}_u v, \quad \delta \rho = - \text{div}(\rho v), \quad \delta B = \text{curl}(v \times B) \] (13)
where \( v : [0, T] \rightarrow \mathfrak{X}(\Omega) \) is an arbitrary time dependent vector field with \( v(0) = v(T) = 0 \) and \( \mathcal{L}_u v = [u, v] \) is the Lie derivative of vector fields. Here \( \mathfrak{X}(\Omega) \) denotes the space of vector fields \( u \) on \( \Omega \) with \( u \cdot n = 0 \) on \( \partial \Omega \), viewed as the Lie algebra of \( \text{Diff}(\Omega) \). We recall that \( B \cdot n = 0 \) on \( \partial \Omega \), a condition that is preserved by the evolution (7). The passing from (8) to (12) is a special instance of the process of Euler-Poincaré reduction for invariant systems on Lie groups, see [8]. A direct application of (12)–(13) yields the fluid momentum equations in the form
\[ \left\langle \partial_t \frac{\delta \ell}{\delta u}, v \right\rangle + a \left( \frac{\delta \ell}{\delta u}, u, v \right) + b \left( \frac{\delta \ell}{\delta \rho}, \rho, v \right) + c \left( \frac{\delta \ell}{\delta B}, B, v \right) = 0, \] (14)
for all \( v \) with \( v \cdot n = 0 \), with the trilinear forms
\[ a(w, u, v) = - \int_\Omega w \cdot [u, v] dx \]
\[ b(\sigma, \rho, v) = - \int_\Omega \rho \nabla \sigma \cdot v dx \]
\[ c(C, B, v) = \int_\Omega C \cdot \text{curl}(B \times v) dx. \]
The equations for $\rho$ and $B$ follow from their definition in (11), which are expressed in terms of $b$ and $c$ as
\[ \langle \partial_t \rho, \sigma \rangle + b(\sigma, \rho, u) = 0, \quad \forall \sigma \]  
\[ \langle \partial_t B, C \rangle + c(C, B, u) = 0, \quad \forall C, \quad C \cdot n|_{\partial \Omega} = 0. \] (15) (16)

Equation (14) yields the general Euler-Poincaré form of the equations for arbitrary Lagrangian $\ell(u, \rho, B)$ as
\[ \partial_t \frac{\delta \ell}{\delta u} + L_u \frac{\delta \ell}{\delta u} = \rho \nabla \frac{\delta \ell}{\delta \rho} + B \times \text{curl} \frac{\delta \ell}{\delta B} \]  
(17)

where in the second term we employed the notation $L_u m = \text{curl} m \times u + \nabla(u \cdot m) + m \text{div} u$.

The Lagrangian for barotropic MHD is
\[ \ell(u, \rho, B) = \int_{\Omega} \left[ \frac{1}{2} \rho |u|^2 - \epsilon(\rho) - \frac{1}{2} |B|^2 \right] \, dx \]  
(18)

with $\epsilon(\rho)$ the energy density. Using
\[ \frac{\delta \ell}{\delta u} = \rho u, \quad \frac{\delta \ell}{\delta \rho} = \frac{1}{2} |u|^2 - \frac{\partial \epsilon}{\partial \rho}, \quad \frac{\delta \ell}{\delta B} = -B \]
in (17) yields the barotropic MHD equations (1) with $\mu = \lambda = 0$.

Extension to full compressible ideal MHD subject to gravitational and Coriolis forces is easily achieved by including the entropy density $s$ in the variational formulation and considering the Lagrangian function
\[ \ell(u, \rho, s, B) = \int_{\Omega} \left[ \frac{1}{2} \rho |u|^2 + \rho R \cdot u - \epsilon(\rho, s) - \rho \phi - \frac{1}{2} |B|^2 \right] \, dx, \]  
(19)

with $\phi$ the gravitational potential and a vector field $R$ such that $\text{curl} R = 2\omega$ with $\omega$ the angular velocity of the fluid domain.

**Viscous and resistive MHD.** Viscosity and resistivity are included in the formulation (14)–(16) by defining the symmetric bilinear forms
\[ d(u,v) = -\int_{\Omega} \left[ \mu \nabla u \cdot \nabla v + (\lambda + \mu) \text{div} u \text{div} v \right] \, dx, \quad e(B,C) = -\nu \int_{\Omega} \text{curl} B \cdot \text{curl} C \, dx \]  
(20)
and considering the no slip boundary condition $u|_{\partial \Omega} = 0$ for the velocity. This corresponds in the Lagrangian description to the choice of the subgroup $\text{Diff}_0(\Omega)$ of diffeomorphisms fixing the boundary pointwise. The viscous and resistive barotropic MHD equations with Lagrangian $\ell(u, \rho, B)$ can be written as follows: seek $u$, $\rho$, $B$ with $u|_{\partial \Omega} = 0$ and $B \cdot n|_{\partial \Omega} = 0$ such that
\[ \langle \partial_t \frac{\delta \ell}{\delta u}, v \rangle + a \left( \frac{\delta \ell}{\delta u}, u, v \right) + b \left( \frac{\delta \ell}{\delta \rho}, \rho, v \right) = d(u, v) \quad \forall v, \quad v|_{\partial \Omega} = 0 \]  
(21)
\[ \langle \partial_\rho \frac{\delta \ell}{\delta \rho}, \sigma \rangle + b(\sigma, \rho, u) = 0, \quad \forall \sigma \]  
(22)
\[ \langle \partial_t B, C \rangle + c(C, B, u) = e(B, C), \quad \forall C, \quad C \cdot n|_{\partial \Omega} = 0. \]  
(23)

The boundary condition $\text{curl} B \times n|_{\partial \Omega} = 0$ emerges from the last equation, while the condition $\text{div} B(t) = 0$ holds if it holds at initial time. For the Lagrangian (18), the system (1)–(5) is recovered. While the system (21)–(23) is obtained by simply appending the bilinear forms $d$ and $e$ to the Euler-Poincaré equations, this system can also be obtained by a variational formulation of Lagrange-d’Alembert type, which extends the Euler-Poincaré formulation (12)–(13), see Appendix A.
Balance laws for important quantities.  The balance of total energy \( \mathcal{E} = \langle \delta \ell/\delta u, u \rangle - \ell(u, \rho, B) \) associated to a Lagrangian \( \ell \) is found as

\[
\frac{d}{dt} \mathcal{E} = d(u, u) - e(B, \delta \ell/\delta B)
\]

and, in the Euler-Poincaré formulation (21)–(23), follows from the property

\[
a(w, u, v) = -a(w, v, u), \quad \forall \ u, v, w
\]

of the trilinear form \( a \).

The conservation of total mass \( \int_{\Omega} \rho \, dx \) follows from the property

\[
b(1, \rho, v) = 0, \quad \forall \ \rho, v.
\]

If \( A \) is any vector field satisfying \( \text{curl} \ A = B \) and \( A \times n|_{\partial \Omega} = 0 \), the balance of magnetic helicity \( \int_{\Omega} A \cdot B \, dx \) is found as follows:

\[
\frac{d}{dt} \int_{\Omega} A \cdot B \, dx = \langle \partial_t A, B \rangle + \langle A, \partial_t B \rangle
\]

\[
= \langle \partial_t A, \text{curl} \ A \rangle + \langle A, \partial_t B \rangle
\]

\[
= 2 \langle \partial_t B, A \rangle
\]

\[
= -2c(A, B, u) + 2e(B, A)
\]

where in the third equality we used \( A \times n|_{\partial \Omega} = 0 \), in the fifth equality we used (23), and in the last one we used the following property of \( c \):

\[
c(A, B, u) = 0 \text{ if } B = \text{curl} \ A \text{ and } u|_{\partial \Omega} = 0.
\]

In absence of viscosity, \( u|_{\partial \Omega} = 0 \) does not hold and one uses

\[
c(A, B, u) = 0 \text{ if } B = \text{curl} \ A \text{ and } u \cdot n|_{\partial \Omega} = B \cdot n|_{\partial \Omega} = 0.
\]

3 Spatial variational discretization

We will now construct a spatial discretization of (1-6) using finite elements. We make use of the following function spaces:

\[
H^1_0(\Omega) = \{ f \in L^2(\Omega) \mid \nabla f \in L^2(\Omega)^d, \ f = 0 \text{ on } \partial \Omega \},
\]

\[
H_0(\text{curl}, \Omega) = \begin{cases} 
\{ u \in L^2(\Omega)^d \mid \partial_x u_y - \partial_y u_x \in L^2(\Omega), \ u_x n_y - u_y n_x = 0 \text{ on } \partial \Omega \}, & \text{if } d = 2, \\
\{ u \in L^2(\Omega)^3 \mid \text{curl} \ u \in L^2(\Omega)^3, \ u \times n = 0 \text{ on } \partial \Omega \}, & \text{if } d = 3,
\end{cases}
\]

\[
H_0(\text{div}, \Omega) = \{ u \in L^2(\Omega)^d \mid \text{div} \ u \in L^2(\Omega), \ u \cdot n = 0 \text{ on } \partial \Omega \}.
\]

Let \( \mathcal{T}_h \) be a triangulation of \( \Omega \). We regard \( \mathcal{T}_h \) as a member of a family of triangulations parametrized by \( h = \max_{K \in \mathcal{T}_h} h_K \), where \( h_K = \text{diam} K \) denotes the diameter of a simplex \( K \). We assume that this family is shape-regular, meaning that the ratio \( \max_{K \in \mathcal{T}_h} h_K/\rho_K \) is bounded above by a positive constant for all \( h > 0 \). Here, \( \rho_K \) denotes the inradius of \( K \).
When \( r \geq 0 \) is an integer and \( K \) is a simplex, we write \( P_r(K) \) to denote the space of polynomials on \( K \) of degree at most \( r \).

Let \( r, s \geq 0 \) be fixed integers. To discretize the velocity \( u \), we use the continuous Galerkin space

\[
U_h^{\text{grad}} = CG_{r+1}(\mathcal{T}_h)^d := \{ u \in H^1_0(\Omega)^d \mid u|_K \in P_{r+1}(K)^d, \forall K \in \mathcal{T}_h \}.
\]

To discretize the magnetic field \( B \), we use the Raviart-Thomas space

\[
U_h^{\text{div}} = RT_r(\mathcal{T}_h) := \{ u \in H_0(\text{div}, \Omega) \mid u|_K \in P_r(K)^d + xP_r(K), \forall K \in \mathcal{T}_h \}.
\]

To discretize the density \( \rho \), we use the discontinuous Galerkin space

\[
F_h = DG_s(\mathcal{T}_h) := \{ f \in L^2(\Omega) \mid f|_K \in P_s(K)^d, \forall K \in \mathcal{T}_h \}.
\]

Our method will also make use of an auxiliary space, the Nedelec finite element space of the first kind,

\[
U_h^{\text{curl}} = NED_r(\mathcal{T}_h) := \left\{ \begin{array}{ll}
\{ u \in H_0(\text{curl}, \Omega) \mid u|_K \in P_r(K)^2 + (x_2, -x_1)P_r(K), \forall K \in \mathcal{T}_h \}, & \text{if } d = 2, \\
\{ u \in H_0(\text{curl}, \Omega) \mid u|_K \in P_r(K)^3 + x \times P_r(K)^3, \forall K \in \mathcal{T}_h \}, & \text{if } d = 3,
\end{array} \right.
\]

which satisfies \( \text{curl } U_h^{\text{curl}} \subset U_h^{\text{div}} \).

We will need consistent discretizations of the trilinear forms \( a, b, c \) and the bilinear forms \( d, e \). To construct these, we introduce some notation. Let \( \mathcal{E}_h \) denote the set of interior \((d-1)\)-dimensional faces in \( \mathcal{T}_h \). On a face \( e = K_1 \cap K_2 \in \mathcal{E}_h \), we denote the jump and average of a piecewise smooth scalar function \( f \) by

\[
[f] = f_1 n_1 + f_2 n_2, \quad \{ f \} = \frac{f_1 + f_2}{2},
\]

where \( f_i = f|_{K_i} \), \( n_1 \) is the normal vector to \( e \) pointing from \( K_1 \) to \( K_2 \), and similarly for \( n_2 \). We let \( \pi_h^{\text{grad}} : L^2(\Omega)^3 \to U_h^{\text{grad}}, \pi_h^{\text{curl}} : L^2(\Omega)^3 \to U_h^{\text{curl}}, \pi_h^{\text{div}} : L^2(\Omega)^3 \to U_h^{\text{div}}, \) and \( \pi_h : L^2(\Omega) \to F_h \) denote the \( L^2 \)-orthogonal projectors onto \( U_h^{\text{grad}}, U_h^{\text{curl}}, U_h^{\text{div}}, \) and \( F_h \), respectively. We define \( \text{curl}_h : U_h^{\text{div}} \to U_h^{\text{curl}} \) by

\[
\langle \text{curl}_h u, v \rangle = \langle u, \text{curl} v \rangle, \quad \forall v \in U_h^{\text{curl}}.
\]

We define trilinear forms \( b_h : F_h \times F_h \times U_h^{\text{div}} \to \mathbb{R}, c_h : L^2(\Omega)^d \times U_h^{\text{div}} \times U_h^{\text{grad}} \to \mathbb{R}, \) and a bilinear form \( e_h : U_h^{\text{div}} \times U_h^{\text{div}} \to \mathbb{R} \) by

\[
\begin{align*}
b_h(f, g, u) &= - \sum_{K \in \mathcal{T}_h} \int_K (u \cdot \nabla f) g \, dx + \sum_{e \in \mathcal{E}_h} \int_e u \cdot [f] \{ g \} \, ds, \\
c_h(C, B, v) &= \langle C, \text{curl} \pi_h^{\text{curl}}(\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} v) \rangle, \\
e_h(B, C) &= - \nu \langle \text{curl}_h B, \text{curl}_h C \rangle.
\end{align*}
\]

Our choice of \( c_h \) is motivated in part by the following lemma.

**Lemma 3.1.** The trilinear form \( c_h \) satisfies

\[
c_h(w, u, v) = 0 \quad \text{if} \quad \text{curl } w = u.
\]
Proof. If \( \text{curl } w = u \), then we can integrate \( c_h \) by parts and use the fact that \( n \times \pi_h \text{curl} (\pi_h \text{curl} u \times \pi_h \text{curl} v) \big|_{\partial \Omega} = 0 \) to obtain

\[
\begin{align*}
   c_h(w, u, v) &= \langle w, \text{curl} \pi_h \text{curl} (\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle \\
&= \langle \text{curl } w, \pi_h \text{curl} (\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle \\
&= \langle u, \pi_h \text{curl} (\pi_h \text{curl} u \times \pi_h \text{curl} v) \rangle \\
&= \langle \pi_h \text{curl} u, \pi_h \text{curl} u \times \pi_h \text{curl} v \rangle \\
&= 0.
\end{align*}
\]

\( \square \)

In the spatially discrete, temporally continuous setting, our method seeks \( u : [0, T] \to U_h^{\text{grad}} \), \( \rho : [0, T] \to F_h \), and \( B : [0, T] \to U_h^{\text{div}} \) such that

\[
\langle \sigma, \partial_t \rho \rangle = -b_h(\sigma, \rho, u), \quad \forall \sigma \in F_h,
\]

\( \langle C, \partial_t B \rangle = -c_h(C, B, u), \quad \forall C \in U_h^{\text{div}}, \)

and

\[
\delta \int_0^T \ell(u, \rho, B) \, dt = 0
\]

for all variations \( \delta u : [0, T] \to U_h^{\text{grad}} \), \( \delta \rho : [0, T] \to F_h \), and \( \delta B : [0, T] \to U_h^{\text{div}} \) satisfying

\[
\langle w, \delta u \rangle = \langle w, \partial_t v \rangle - a(w, u, v), \quad \forall w \in U_h^{\text{grad}},
\]

\( \langle \sigma, \delta \rho \rangle = -b_h(\sigma, \rho, u), \quad \forall \sigma \in F_h, \)

\( \langle C, \delta B \rangle = -c_h(C, B, u), \quad \forall C \in U_h^{\text{div}}, \)

where \( v : [0, T] \to U_h^{\text{grad}} \) is an arbitrary vector field satisfying \( v(0) = v(T) = 0 \).

Note that (25-26) and (27-29) are discrete counterparts of the advection laws

\[
\partial_t \rho = -\text{div}(\rho u), \quad \partial_t B = \text{curl}(u \times B)
\]

and the constraints

\[
\delta u = \partial_t v + [u, v], \quad \delta \rho = -\text{div}(\rho v), \quad \delta B = \text{curl}(v \times B)
\]

on the variations.

As shown in [4], in the absence of \( B \) this variational principle follows from the Hamilton principle on a discrete diffeomorphism group \( G_h \subset GL(F_h) \) by applying Euler-Poincaré reduction. In particular, the discrete version of \( a \) emerging from the Euler-Poincaré variational formulation in [4] coincides with \( a \) on the finite element space \( U_h^{\text{grad}} \) used here for the velocity.

The variational principle above yields the following equations for \( u \in U_h^{\text{grad}} \), \( \rho \in F_h \), \( B \in U_h^{\text{div}} \):

\[
\langle \partial_t \delta \ell \delta u, v \rangle + a \left( \pi_h \frac{\delta \ell}{\delta u}, u, v \right) + b_h \left( \pi_h \frac{\delta \ell}{\delta \rho}, \rho, v \right) + c_h \left( \pi_h \frac{\delta \ell}{\delta B}, B, v \right) = 0, \quad \forall v \in U_h^{\text{grad}},
\]

\( \langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) = 0, \quad \forall \sigma \in F_h, \)

\( \langle \partial_t B, C \rangle + c_h(C, B, u) = 0, \quad \forall C \in U_h^{\text{div}}. \)
We introduce viscosity and resistivity by adding $d(u, v)$ and $e_h(B, C)$ to the right-hand sides of (30) and (32). The resulting equations read
\[
\begin{align*}
\langle \partial_t \frac{\delta \ell}{\delta u}, v \rangle + a \left( \pi_h^{\text{grad}} \frac{\delta \ell}{\delta u}, u, v \right) + b_h \left( \pi_h \frac{\delta \ell}{\delta \rho}, \rho, v \right) + c_h \left( \pi_h^{\text{div}} \frac{\delta \ell}{\delta B}, B, v \right) &= d(u, v), \quad \forall v \in U_h^{\text{grad}}, \quad (33) \\
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) &= 0, \quad \forall \sigma \in F_h, \quad (34) \\
\langle \partial_t B, C \rangle + c_h(C, B, u) &= e_h(B, C), \forall C \in U_h^{\text{div}}. \quad (35)
\end{align*}
\]
These equations are not implementable in their present form, since the terms involving $c_h$ and $e_h$ contain projections of the test functions $v$ and $C$. To handle these terms, we use the following lemma.

**Lemma 3.2.** Let $u, B \in U_h^{\text{div}}$ be arbitrary, and let $J, H, U, E, \alpha, j \in U_h^{\text{curl}}$ be defined by the relations
\[
\begin{align*}
\langle J, K \rangle &= -\left\langle \frac{\delta \ell}{\delta B} \cdot \text{curl} \, K \right\rangle, \quad \forall K \in U_h^{\text{curl}}, \quad (36) \\
\langle H, G \rangle &= \langle B, G \rangle, \quad \forall G \in U_h^{\text{curl}}, \quad (37) \\
\langle U, V \rangle &= \langle u, V \rangle, \quad \forall V \in U_h^{\text{curl}}, \quad (38) \\
\langle E, F \rangle &= -\langle U \times H, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \quad (39) \\
\langle \alpha, \beta \rangle &= -\langle J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}}, \quad (40) \\
\langle j, k \rangle &= \langle B, \text{curl} \, k \rangle, \quad \forall k \in U_h^{\text{curl}}. \quad (41)
\end{align*}
\]
Then, for every $C \in U_h^{\text{div}}$ and every $v \in U_h^{\text{grad}}$, we have
\[
\begin{align*}
c_h(C, B, u) &= \langle \text{curl} \, E, C \rangle, \quad (42) \\
c_h \left( \pi_h^{\text{div}} \frac{\delta \ell}{\delta B}, B, v \right) &= \langle \alpha, v \rangle, \quad (43) \\
e_h(B, C) &= -\nu \langle \text{curl} \, j, C \rangle. \quad (44)
\end{align*}
\]

**Proof.** We have $H = \pi_h^{\text{curl}} B$ and $U = \pi_h^{\text{curl}} u$ by definition. Thus, (39) implies that
\[
E = -\pi_h^{\text{curl}} (U \times H) = -\pi_h^{\text{curl}} (\pi_h^{\text{curl}} u \times \pi_h^{\text{curl}} B).
\]
It follows that
\[
\langle \text{curl} \, E, C \rangle = -\langle \text{curl} \, \pi_h^{\text{curl}} (\pi_h^{\text{curl}} u \times \pi_h^{\text{curl}} B), C \rangle = c_h(C, B, u).
\]
To prove (43), we use the fact that $\text{curl} \, U_h^{\text{curl}} \subset U_h^{\text{div}}$ to write
\[
\begin{align*}
\langle \alpha, v \rangle &= \langle \alpha, \pi_h^{\text{curl}} v \rangle \\
&= -\langle J \times \pi_h^{\text{curl}} B, \pi_h^{\text{curl}} v \rangle \\
&= -\langle J, \pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} v \rangle \\
&= -\langle J, \pi_h^{\text{curl}} (\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} v) \rangle \\
&= \left\langle \frac{\delta \ell}{\delta B}, \text{curl} \, \pi_h^{\text{curl}} (\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} v) \right\rangle \\
&= \left\langle \pi_h^{\text{div}} \frac{\delta \ell}{\delta B}, \text{curl} \, \pi_h^{\text{curl}} (\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} v) \right\rangle \\
&= c_h \left( \pi_h^{\text{div}} \frac{\delta \ell}{\delta B}, B, v \right).
\end{align*}
\]
Finally, (44) follows from the fact that \( j = \text{curl}_h B \) by definition, so

\[
-\nu \langle \text{curl} \ j, C \rangle = -\nu \langle j, \text{curl} C \rangle = e_h(B, C).
\]

The preceding lemma shows that (33-35) can be rewritten in the following equivalent way. We seek \( u, w \in U_h^{\text{grad}}, B \in U_h^{\text{div}}, \rho, \theta \in F_h, \) and \( J, H, U, E, \alpha, j \in U_h^{\text{curl}} \) such that

\[
\langle \partial_t \delta \ell, v \rangle + a(w, u, v) + b_h(\theta, \rho, v) + \langle \alpha, v \rangle = d(u, v), \quad \forall v \in U_h^{\text{grad}}, \tag{45}
\]

\[
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) = 0, \quad \forall \sigma \in F_h, \tag{46}
\]

\[
\langle \partial_t B, C \rangle + \langle \text{curl} E, C \rangle = -\nu \langle \text{curl} j, C \rangle, \quad \forall C \in U_h^{\text{div}}, \tag{47}
\]

\[
\langle w, z \rangle = \langle \frac{\delta \ell}{\delta u}, z \rangle, \quad \forall z \in U_h^{\text{grad}}, \tag{48}
\]

\[
\langle \theta, \tau \rangle = \langle \frac{\delta \ell}{\delta \rho}, \tau \rangle, \quad \forall \tau \in F_h, \tag{49}
\]

\[
\langle J, K \rangle = -\langle \frac{\delta \ell}{\delta B}, \text{curl} K \rangle, \quad \forall K \in U_h^{\text{curl}}, \tag{50}
\]

\[
\langle H, G \rangle = \langle B, G \rangle, \quad \forall G \in U_h^{\text{curl}}, \tag{51}
\]

\[
\langle U, V \rangle = \langle u, V \rangle, \quad \forall V \in U_h^{\text{curl}}, \tag{52}
\]

\[
\langle E, F \rangle = -\langle U \times H, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \tag{53}
\]

\[
\langle \alpha, \beta \rangle = -\langle J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}}, \tag{54}
\]

\[
\langle j, k \rangle = \langle B, \text{curl} k \rangle, \quad \forall k \in U_h^{\text{curl}}. \tag{55}
\]

**Remark 3.1.** For Lagrangians that satisfy \( \frac{\delta \ell}{\delta B} = -B \), we have \( j = J \), so (55) can be omitted.

**Remark 3.2.** The above discretization has several commonalities with the one proposed in [11] for a stationary MHD problem. The finite element spaces we use for \( u \) and \( B \) match the ones used there, and our discretization of the term \(-\nu \langle \text{curl} B, \text{curl} C \rangle \) matches the one used in Equation 4.3(b-c) of [11].

**Remark 3.3.** The above discretization also has a few commonalities with one that appears in [2], where a stable finite element method for compressible MHD is proposed and proved to be convergent. There, the space \( CG_2(T_h)^d \) is used for \( u \) and \( DG_0(T_h) \) is used for \( \rho \). These choices coincide with ours when \( r = 1 \) and \( s = 0 \). However, the authors of [2] use \( NED_0(T_h) \) rather than \( RT_r(T_h) \) for \( B \) and treat the boundary condition \( B \times n|_{\partial \Omega} = 0 \) rather than \( B \cdot n|_{\partial \Omega} = \text{curl} B \times n|_{\partial \Omega} = 0 \).

**Proposition 3.3.** If \( B(0) \) is exactly divergence-free, then the solution to (45-55) satisfies

\[
\text{div} B(t) \equiv 0, \tag{56}
\]

\[
\frac{d}{dt} \int_{\Omega} \rho \, dx = 0, \tag{57}
\]

\[
\frac{d}{dt} \mathcal{E} = d(u, u) - e_h \left( B, \pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \right), \tag{58}
\]

\[
\frac{d}{dt} \int_{\Omega} A \cdot B \, dx = 2e_h(B, \pi_h^{\text{div}} A), \tag{59}
\]
for all \( t \). Here, \( E = \langle \delta\ell, u \rangle - \ell(u, \rho, B) \) denotes the total energy of the system, and \( A \) denotes any vector field satisfying \( \nabla \times A = B \) and \( A \times n|_{\partial \Omega} = 0 \).

**Proof.** Since \( \text{curl} \ U_h^{\text{curl}} \subset U_h^{\text{div}} \), the magnetic field equation (47) implies that the relation

\[
\partial_t B + \text{curl} \ E = -\nu \text{curl} \ j
\]

holds pointwise. Taking the divergence of both sides shows that \( \partial_t \text{div} \ B = 0 \), so \( B(t) \) is divergence-free for all \( t \).

Taking \( \sigma = 1 \) in the density equation (46) shows that

\[
\frac{d}{dt} \int_{\Omega} \rho \, dx = \langle \partial_t \rho, 1 \rangle = -b_h(1, \rho, u) = 0.
\]

To compute the rate of change of the energy, we take \( v = u \) in (33), \( \sigma = -\pi_h \frac{\delta \ell}{\delta \rho} \) in (34), and \( C = -\pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \) in (35). Adding the three equations yields

\[
\left\langle \partial_t \frac{\delta \ell}{\delta u}, u \right\rangle - \left\langle \partial_t \rho, \frac{\delta \ell}{\delta \rho} \right\rangle - \left\langle \partial_t B, \pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \right\rangle = d(u, u) - e_h \left( B, \pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \right).
\]

Since \( \partial_t \rho \in F_h \) and \( \partial_t B \in U_h^{\text{div}} \), this simplifies to

\[
\left\langle \partial_t \frac{\delta \ell}{\delta u}, u \right\rangle - \left\langle \partial_t \rho, \frac{\delta \ell}{\delta \rho} \right\rangle = d(u, u) - e_h \left( B, \pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \right),
\]

which is equivalent to

\[
\frac{d}{dt} \left( \left\langle \frac{\delta \ell}{\delta u}, u \right\rangle - \ell(u, \rho, B) \right) = d(u, u) - e_h \left( B, \pi_h^{\text{div}} \frac{\delta \ell}{\delta B} \right).
\]

For the magnetic helicity, we compute

\[
\frac{d}{dt} \int_{\Omega} A \cdot B \, dx = \langle \partial_t A, B \rangle + \langle A, \partial_t B \rangle
\]

\[
= \langle \partial_t A, \text{curl} A \rangle + \langle A, \partial_t B \rangle
\]

\[
= \langle \text{curl} \partial_t A, A \rangle + \langle A, \partial_t B \rangle
\]

\[
= 2 \langle \partial_t B, A \rangle
\]

\[
= 2(\partial_t B, \pi_h^{\text{div}} A)
\]

\[
= -2c_h(\pi_h^{\text{div}} A, B, u) + 2e_h(B, \pi_h^{\text{div}} A).
\]

Since \( \text{curl} U_h^{\text{curl}} \subset U_h^{\text{div}} \), we have

\[
c_h(\pi_h^{\text{div}} A, B, u) = \langle \pi_h^{\text{div}} A, \text{curl} \pi_h^{\text{curl}} (\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} u) \rangle
\]

\[
= \langle A, \text{curl} \pi_h^{\text{curl}} (\pi_h^{\text{curl}} B \times \pi_h^{\text{curl}} u) \rangle
\]

\[
= c_h(A, B, u).
\]

Thus,

\[
\frac{d}{dt} \int_{\Omega} A \cdot B \, dx = -2c_h(A, B, u) + 2e_h(B, \pi_h^{\text{div}} A).
\]

The first term vanishes by Lemma 3.1, yielding (59).
Remark 3.4. The proposition above continues to hold if we omit the projection of $\delta_\ell$ onto $U_h^{\text{grad}}$ in (48). We find it advantageous to do this for efficiency. As an illustration, let us consider the setting where $\ell(u, \rho, B) = \int_\Omega [\frac{1}{2} \rho |u|^2 - \epsilon(\rho) - \frac{1}{2} |B|^2] \, dx$. If we omit (48) and invoke Remark 3.1, then the method seeks $u \in U_h^{\text{grad}}$, $B \in U_h^{\text{div}}$, $\rho, \theta \in F_h$, and $J, H, U, E, \alpha \in U_h^{\text{curl}}$ such that

$$
\langle \partial_t (pu), v \rangle + a \langle pu, u, v \rangle + b_h(\theta, \rho, v) + \langle \alpha, v \rangle = d(u, v), \quad \forall v \in U_h^{\text{grad}},
$$

(60)

$$
\langle \partial_t \rho, \sigma \rangle + b_h(\sigma, \rho, u) = 0, \quad \forall \sigma \in F_h,
$$

(61)

$$
\langle \partial_t B, C \rangle + \langle \text{curl} \, E, C \rangle = -\nu \langle \text{curl} \, J, C \rangle, \quad \forall C \in U_h^{\text{div}},
$$

(62)

$$
\langle \theta, \tau \rangle = \left\langle \frac{1}{2} |u|^2 - \frac{\partial \epsilon}{\partial \rho}, \tau \right\rangle, \quad \forall \tau \in F_h,
$$

(63)

$$
\langle J, K \rangle = \langle B, \text{curl} \, K \rangle, \quad \forall K \in U_h^{\text{curl}},
$$

(64)

$$
\langle H, G \rangle = \langle B, G \rangle, \quad \forall G \in U_h^{\text{curl}},
$$

(65)

$$
\langle U, V \rangle = \langle u, V \rangle, \quad \forall V \in U_h^{\text{curl}},
$$

(66)

$$
\langle E, F \rangle = -(U \times H, F), \quad \forall F \in U_h^{\text{curl}},
$$

(67)

$$
\langle \alpha, \beta \rangle = -\langle J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}},
$$

(68)

In this setting, the energy identity (58) becomes

$$
\frac{d}{d\ell} \int_\Omega \left[ \frac{1}{2} \rho |u|^2 + \epsilon(\rho) + \frac{1}{2} |B|^2 \right] \, dx = d(u, u) + c_h(B, B).
$$

4 Temporal discretization

In this section, we design a temporal discretization of (60-68) for Lagrangians of the form

$$
\ell(u, \rho, B) = \int_\Omega \left[ \frac{1}{2} \rho |u|^2 - \epsilon(\rho) - \frac{1}{2} |B|^2 \right] \, dx.
$$

Our temporal discretization will retain all of the structure-preserving properties of our spatial discretization: energy balance, magnetic helicity balance, total mass conservation, and div $B = 0$.

We adopt the following notation. For a fixed time step $\Delta t > 0$, we denote $t_k = k \Delta t$. The value of the approximate solution $u \in U_h^{\text{grad}}$ at time $t_k$ is denoted $u_k$, and likewise for $\rho$ and $B$. The auxiliary variables $\theta \in F_h$ and $J, H, U, E, \alpha \in U_h^{\text{curl}}$ will play a role in our calculations, but we do not index them with a subscript $k$. We write $u_{k+1/2} = \frac{u_k + u_{k+1}}{2}$, $\rho_{k+1/2} = \frac{\rho_k + \rho_{k+1}}{2}$, $B_{k+1/2} = \frac{B_k + B_{k+1}}{2}$, and $(pu)_{k+1/2} = \frac{p(u_k + u_{k+1})}{2}$. We will also make use of the bivariate function

$$
\delta(x, y) = \frac{\epsilon(y) - \epsilon(x)}{y - x}.
$$

Given $u_k, \rho_k, B_k$, our method steps from time $t_k$ to $t_{k+1}$ by solving

$$
\left\langle \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, v \right\rangle + a \left\langle (pu)_{k+1/2}, u_{k+1/2}, v \right\rangle + b_h(\theta, \rho_{k+1/2}, v) + \langle \alpha, v \rangle = d(u_{k+1/2}, v), \quad \forall v \in U_h^{\text{grad}},
$$

(69)

$$
\left\langle \frac{\rho_{k+1} - \rho_k}{\Delta t}, \sigma \right\rangle + b_h(\sigma, \rho_{k+1/2}, u_{k+1/2}) = 0, \quad \forall \sigma \in F_h,
$$

(70)

$$
\left\langle \frac{B_{k+1} - B_k}{\Delta t}, C \right\rangle + \langle \text{curl} \, E, C \rangle = -\nu \langle \text{curl} \, J, C \rangle, \quad \forall C \in U_h^{\text{div}},
$$

(71)
for $u_{k+1}, \rho_{k+1}, B_{k+1}$. Here, $\theta, \alpha, E$, and $J$ (as well as $H$ and $U$) are defined by

$$\langle \theta, \tau \rangle = \left( \frac{1}{2} u_k \cdot u_{k+1} - \delta(\rho_k, \rho_{k+1}), \tau \right), \quad \forall \tau \in F_h, \quad (72)$$

$$\langle J, K \rangle = \langle B_{k+1/2}, \text{curl} K \rangle, \quad \forall K \in U_h^{\text{curl}}, \quad (73)$$

$$\langle H, G \rangle = \langle B_{k+1/2}, G \rangle, \quad \forall G \in U_h^{\text{curl}}, \quad (74)$$

$$\langle U, V \rangle = \langle u_{k+1/2}, V \rangle, \quad \forall V \in U_h^{\text{curl}}, \quad (75)$$

$$\langle E, F \rangle = -\langle U \times H, F \rangle, \quad \forall F \in U_h^{\text{curl}}, \quad (76)$$

$$\langle \alpha, \beta \rangle = -\langle J \times H, \beta \rangle, \quad \forall \beta \in U_h^{\text{curl}}. \quad (77)$$

Notice that we used the midpoint rule everywhere above except in the definition of $\theta$, where we used

$$\frac{1}{2} u_k \cdot u_{k+1} - \delta(\rho_k, \rho_{k+1})$$

instead of

$$\frac{1}{2} |u_{k+1/2}|^2 - \frac{\partial \epsilon}{\partial \rho}|_{\rho = \rho_{k+1/2}}$$

to discretize $\frac{1}{2}|u|^2 - \frac{\partial \epsilon}{\partial \rho}$. This will allow us to take advantage of the identity

$$\frac{1}{\Delta t} \int_{\Omega} \left[ \frac{1}{2} \rho_{k+1} |u_{k+1}|^2 + \epsilon(\rho_{k+1}) - \frac{1}{2} \rho_k |u_k|^2 - \epsilon(\rho_k) \right] \, dx$$

$$= \left( \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, \frac{u_k + u_{k+1}}{2} \right) - \left( \frac{\rho_{k+1} - \rho_k}{\Delta t}, \frac{1}{2} u_k \cdot u_{k+1} - \delta(\rho_k, \rho_{k+1}) \right) \quad (78)$$

when we prove energy conservation below.

**Proposition 4.1.** If $B_0$ is exactly divergence-free, then the solution to (69-77) satisfies

$$\text{div} B_k \equiv 0, \quad (79)$$

$$\int_{\Omega} \rho_{k+1} \, dx = \int_{\Omega} \rho_k \, dx, \quad (80)$$

$$\frac{\mathcal{E}_{k+1} - \mathcal{E}_k}{\Delta t} = d(u_{k+1/2}, u_{k+1/2}) + \epsilon_h(B_{k+1/2}, B_{k+1/2}), \quad (81)$$

$$\frac{1}{\Delta t} \left( \int_{\Omega} A_{k+1} \cdot B_{k+1} \, dx - \int_{\Omega} A_k \cdot B_k \, dx \right) = 2\epsilon_h(B_{k+1/2}, \pi_h^\text{div} A_{k+1/2}), \quad (82)$$

for all $k$. Here, $\mathcal{E}_k = \langle \frac{\delta \ell}{\delta u}, u_k \rangle - \ell(u_k, \rho_k, B_k)$ denotes the total energy of the system, and $A_k$ denotes any vector field satisfying $\nabla \times A_k = B_k$ and $A_k \times n|_{\partial \Omega} = 0$.

**Proof.** The magnetic field equation (71) implies that the relation

$$\frac{B_{k+1} - B_k}{\Delta t} + \text{curl} E = -\nu \text{curl} J$$

holds pointwise, so taking the divergence of both sides proves (79). Conservation of total mass (i.e. (80)) is proved by taking $\sigma \equiv 1$ in the density equation (70).

To prove (81-82), we introduce some notation. Let $D_{\Delta t}(\rho u) = \frac{\rho_{k+1} u_{k+1} - \rho_k u_k}{\Delta t}, D_{\Delta t} B = \frac{B_{k+1} - B_k}{\Delta t}$, etc. To reduce notational clutter, we will suppress the subscript $k+1/2$ on quantities evaluated at
Thus, we abbreviate $u_{k+1/2}$, $B_{k+1/2}$, $\rho_{k+1/2}$, and $(pu)_{k+1/2}$ as $u$, $B$, $\rho$, and $\rho u$, respectively. Using Lemma 3.2, equations (69-77) can be rewritten in the form

$$
\langle D_{\Delta t}(pu), v \rangle + a\langle pu, u, v \rangle + b_h(\theta, \rho, v) - c_h(B, B, v) = d(u, v), \quad \forall v \in U_h^{\text{grad}},
$$

$$
\langle D_{\Delta t}\rho, \sigma \rangle + b_h(\sigma, \rho, u) = 0, \quad \forall \sigma \in F_h,
$$

$$
\langle D_{\Delta t}B, C \rangle + c_h(C, B, u) = e_h(B, C), \quad \forall C \in U_h^{r\text{div}},
$$

where

$$
\theta = \pi_h\left(\frac{1}{2} u_k \cdot u_{k+1} - \delta(\rho_k, \rho_{k+1})\right).
$$

Taking $v = u$, $\sigma = -\theta$, and $C = B$ in (83-85) and adding the three equations gives

$$
\langle D_{\Delta t}(pu), u \rangle - \langle D_{\Delta t}(\rho, \theta) \rangle + \langle D_{\Delta t}B, B \rangle = d(u, u) + e_h(B, B).
$$

Written in full detail, this reads

$$
\begin{align*}
\langle \frac{\rho_{k+1}u_{k+1} - \rho_k u_k}{\Delta t}, \frac{u_k + u_{k+1}}{2} \rangle & - \langle \frac{\rho_{k+1} - \rho_k}{\Delta t}, \pi_h\left(\frac{1}{2} u_k \cdot u_{k+1} - \delta(\rho_k, \rho_{k+1})\right) \rangle \\
+ \langle \frac{B_{k+1} - B_k}{\Delta t}, \frac{B_k + B_{k+1}}{2} \rangle & = d(u_{k+1/2}, u_{k+1/2}) + e_h(B_{k+1/2}, B_{k+1/2}).
\end{align*}
$$

Since $\frac{\rho_{k+1} - \rho_k}{\Delta t} \in F_h$, we can remove $\pi_h$ from the second term above and use the identity (78) to rewrite the equation above as

$$
\begin{align*}
\frac{1}{\Delta t} \int_\Omega \left(\frac{1}{2} \rho_{k+1}|u_{k+1}|^2 + \epsilon(\rho_{k+1}) - \frac{1}{2} \rho_k |u_k|^2 - \epsilon(\rho_k)\right) \, dx \\
+ \frac{1}{\Delta t} \int_\Omega \left(\frac{1}{2} |B_{k+1}|^2 - \frac{1}{2} |B_k|^2\right) \, dx & = d(u_{k+1/2}, u_{k+1/2}) + e_h(B_{k+1/2}, B_{k+1/2}).
\end{align*}
$$

This proves (81).

To prove (82), we revert to our abbreviated notation and compute

$$
\begin{align*}
\frac{1}{\Delta t} (\langle A_{k+1}, B_{k+1} \rangle - \langle A_k, B_k \rangle) & = \langle D_{\Delta t}A, B \rangle + \langle A, D_{\Delta t}B \rangle \\
& = \langle D_{\Delta t}A, \nabla A \rangle + \langle A, D_{\Delta t}B \rangle \\
& = \langle \nabla D_{\Delta t}A, A \rangle + \langle A, D_{\Delta t}B \rangle \\
& = 2 \langle D_{\Delta t}B, A \rangle \\
& = 2 \langle D_{\Delta t}B, \pi_h^{\text{div}} A \rangle \\
& = -2c_h(\pi_h^{\text{div}} A, B, u) + 2e_h(B, \pi_h^{\text{div}} A) \\
& = -2c_h(A, B, u) + 2e_h(B, \pi_h^{\text{div}} A).
\end{align*}
$$

The first term vanishes by Lemma 3.1, yielding (82). \hfill \Box

### 4.1 Enhancements and Extensions

Below we discuss several enhancements and extensions of the numerical method (69-77).
Two dimensions. The two-dimensional setting can be treated exactly as above, except one must distinguish between vector fields in the plane \((u, B, H, U, \text{ and } \alpha)\) and those orthogonal to it \((J \text{ and } E)\). We thus identify \(J\) and \(E\) (as well as the test functions \(K\) and \(F\)) appearing in (73) and (76) with scalar fields, and we use the continuous Galerkin space

\[
\{ u \in H^1_0(\Omega) \mid u|_K \in P_{r+1}(K), \forall K \in \mathcal{T}_h \}
\]

to discretize them.

Upwinding. To help reduce artificial oscillations in discretizations of scalar advection laws like (70), it is customary to incorporate upwinding. As discussed in [5], this can be accomplished without interfering with any balance laws by introducing a \(u\)-dependent trilinear form

\[
\bar{b}_h(u; f, g, v) = b_h(f, g, v) + \sum_{e \in \mathcal{E}_h} \int_e \beta_e(u) \left( \frac{v \cdot n}{u \cdot n} \right) \{f\} \cdot \{g\} ds,
\]

where \(\{\beta_e(u)\}_{e \in \mathcal{E}_h}\) are nonnegative scalars. One then replaces every appearance of \(b_h(\cdot, \cdot, \cdot)\) in (69-70) by \(b_h(u_{k+1/2}; \cdot, \cdot, \cdot)\). It is not hard to see that this enhancement has no effect on the balance laws (79-82). That is, Proposition 4.1 continues to hold. We used this upwinding strategy with

\[
\beta_e(u) = \frac{1}{\pi} (u \cdot n) \arctan \left( \frac{u \cdot n}{0.01} \right) \approx \frac{1}{2} |u \cdot n|
\]
in all of the numerical experiments that appear in Section 5.

Zero viscosity. When the fluid viscosity coefficients \(\mu\) and \(\lambda\) vanish, the boundary condition \(u|_{\partial \Omega} = 0\) changes to \(u \cdot n|_{\partial \Omega} = 0\), and the term \(d(u, v)\) on the right-hand side of (21) vanishes. To handle this setting, we modify the scheme (69-77) as follows. We use the space \(U^\text{div}_h\) instead of \(U^\text{grad}_h\) to discretize \(u\) (as well as the test function \(v\) appearing on the right-hand side of (69)), and we replace the term \(a((pu)_{k+1/2}, u_{k+1/2}, v)\) by

\[
a_h(u_{k+1/2}; (\rho u)_{k+1/2}, u_{k+1/2}, v),
\]

where \(a_h(U; \cdot, \cdot, \cdot)\) denotes the \(U\)-dependent trilinear form

\[
a_h(U; w, u, v) = \sum_{K \in \mathcal{T}_h} \int_K w \cdot (v \cdot \nabla u - u \cdot \nabla v) dx + \sum_{e \in \mathcal{E}_h} \int_e n \times (\{w\} + \alpha_e(U)[w]) \cdot [u \times v] ds.
\]

Here, \([w]\) and \(\{w\}\) denote the jump and average, respectively, of \(w\) across the edge \(e\), and \(\{\alpha_e(U)\}_{e \in \mathcal{E}_h}\) are nonnegative scalars. We took \(\alpha_e(U) = \beta_e(U)/(U \cdot n)\), which is a way of incorporating upwinding in the momentum advection; see [4]. Note that \(a_h(U; w, u, v)\) reduces to \(a(w, u, v)\) when \(u, v \in U^\text{grad}_h\) since the term \([u \times v]\) vanishes. Here also, Proposition 4.1 continues to hold (with \(b_h\) or \(\tilde{b}_h\)), where we now have \(d = 0\) in (81). If additionally \(\nu = 0\), i.e. resistivity is absent, then we have \(e_h = 0\) in (81-82) as well.

Entropy and gravitational forces. The extension of our scheme to full compressible ideal MHD subject to gravitational and Coriolis forces is straightforward. Here we describe the incorporation of the entropy density \(s\) and the gravitational potential \(\phi\), omitting Coriolis forces for simplicity. The Lagrangian (19) is thus

\[
\ell(u, \rho, s, B) = \int_\Omega \left[ \frac{1}{2} \rho |u|^2 - \epsilon(\rho, s) - \rho \phi - \frac{1}{2} |B|^2 \right] dx,
\]
and \( s \) is treated as an advected parameter: \( \partial_t s + \text{div}(su) = 0 \).

In the discrete setting, this leads to the following modifications of our basic scheme. We introduce an additional unknown \( s_k \in F_h \), the discrete entropy density, which is advected according to

\[
\left\langle \frac{s_{k+1} - s_k}{\Delta t}, \sigma \right\rangle + \tilde{b}_h(u_{k+1/2}; \sigma, s_{k+1/2}, u_{k+1/2}) = 0, \quad \forall \sigma \in F_h.
\]

In place of (72), we define two auxiliary variables \( \theta_1, \theta_2 \in F_h \) by

\[
\langle \theta_1, \tau \rangle = \left\langle \frac{1}{2} u_k \cdot u_{k+1} - \phi - \frac{\delta_1(\rho_k, \rho_{k+1}, s_k) + \delta_1(\rho_k, \rho_{k+1}, s_{k+1})}{2}, \tau \right\rangle, \quad \forall \tau \in F_h,
\]

\[
\langle \theta_2, \tau \rangle = \left\langle -\frac{\delta_2(s_k, s_{k+1}, \rho_k) + \delta_2(s_k, s_{k+1}, \rho_{k+1})}{2}, \tau \right\rangle, \quad \forall \tau \in F_h,
\]

where

\[
\delta_1(\rho, \rho', s) = \frac{\epsilon(\rho', s) - \epsilon(\rho, s)}{\rho' - \rho},
\]

\[
\delta_2(s, s', \rho) = \frac{\epsilon(\rho, s') - \epsilon(\rho, s)}{s' - s}.
\]

Then we replace the term

\[
\tilde{b}_h(\theta, \rho_{k+1/2}, v)
\]

in (69) by

\[
\tilde{b}_h(u_{k+1/2}, \theta_1, \rho_{k+1/2}, v) + \tilde{b}_h(u_{k+1/2}, \theta_2, s_{k+1/2}, v).
\]

The resulting scheme satisfies all of the balance laws (79-82), this time with

\[
\mathcal{E}_k = \left\langle \frac{\delta \ell}{\delta u_k}, u_k \right\rangle - \ell(u_k, \rho_k, B_k, s_k)
\]

\[
= \int_{\Omega} \left[ \frac{1}{2} \rho_k |u_k|^2 + \frac{1}{2} |B_k|^2 + \epsilon(\rho_k, s_k) + \rho_k \phi \right] \, dx.
\]

Note that this scheme is especially relevant in the absence of viscosity and resistivity, i.e. \( d(u, v) = e_h(B, C) = 0 \), since the entropy density \( s \) is treated as an advected parameter above. Nevertheless, we have found it advantageous in some of our numerical experiments to continue to include the terms \( d(u, v) \) and \( e_h(B, C) \) to promote stability.

### 5 Numerical examples

To illustrate the structure-preserving properties of our numerical method, we solved the compressible barotropic MHD equations (1-6) with \( \mu = \nu = \lambda = 0 \) and \( \epsilon(\rho) = \rho^{5/3} \) on a three-dimensional domain \( \Omega = [-1, 1]^3 \) with initial conditions

\[
u(x, y, z, 0) = (\sin(\pi x) \cos(\pi y) \cos(\pi z), \cos(\pi x) \sin(\pi y) \cos(\pi z), \cos(\pi x) \cos(\pi y) \sin(\pi z)), \quad (89)
\]

\[
B(x, y, z, 0) = \text{curl} \left( (1 - x^2)(1 - y^2)(1 - z^2)v \right), \quad (90)
\]

\[
\rho(x, y, z, 0) = 2 + \sin(\pi x) \sin(\pi y) \sin(\pi z), \quad (91)
\]

where \( v = \frac{1}{2}(\sin \pi x, \sin \pi y, \sin \pi z) \). We used a uniform triangulation \( T_h \) of \( \Omega \) with maximum element diameter \( h = \sqrt{3}/2 \), and we used the finite element spaces specified in Section 3 of order \( r = s = 0 \).
We used a time step $\Delta t = 0.005$. Figure 1 shows that the scheme preserves energy, magnetic helicity, mass, and $\text{div} B = 0$ to machine precision, while cross helicity drifts slightly.

Next, we simulated a magnetic Rayleigh-Taylor instability on the domain $\Omega = [0, L] \times [0, 4L]$ with $L = \frac{1}{4}$. We chose

$$\epsilon(\rho, s) = Ke^{s/(C_v\rho)} \rho^\gamma$$

with $C_v = K = 1$ and $\gamma = \frac{5}{3}$, and we set $\mu = \nu = \lambda = 0.01$ and $\phi = -y$, which corresponds to an upward gravitational force. As initial conditions, we took

$$\rho(x, y, 0) = 1.5 - 0.5 \tanh\left(\frac{y - 0.5}{0.02}\right),$$

$$u(x, y, 0) = \begin{cases} 0, & y = 0.025 \\ \frac{\sqrt{\gamma p(x, y)}}{p(x, y, 0)} \cos(8\pi x) \exp\left(-\frac{(y - 0.5)^2}{0.09}\right), & y > 0.025 \end{cases},$$

$$s(x, y, 0) = C_v \rho(x, y, 0) \log\left(\frac{p(x, y)}{(\gamma - 1)K \rho(x, y, 0)^\gamma}\right),$$

$$B(x, y, 0) = (B_0, 0),$$

where

$$p(x, y) = 1.5y + 1.25 + (0.25 - 0.5y) \tanh\left(\frac{y - 0.5}{0.02}\right).$$

This system is known to exhibit instability when $B_0 < B_c = \sqrt{(\rho_h - \rho_l)gL}$, where here $\rho_h = 2$, $\rho_l = 1$, $g = 1$, $L = 1/4$, [1].

We imposed boundary conditions $u = (B - (B_0, 0)) \cdot n = \text{curl} B \times n = 0$ on $\partial\Omega$. We triangulated $\Omega$ with a uniform triangulation $T_h$ having maximum element diameter $h = 2^{-7}$, and we used the finite element spaces specified in Section 3 of order $r = s = 0$. We ran simulations from $t = 0$ to $t = 16$. 

Figure 1: Evolution of mass, energy, cross-helicity, $\|\text{div} B\|_{L^2(\Omega)}$, and magnetic helicity during a simulation in three dimensions. The absolute deviations $|F(t) - F(0)|$ are plotted for each such quantity $F(t)$. 
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*Figure 1: Evolution of mass, energy, cross-helicity, $\|\text{div} B\|_{L^2(\Omega)}$, and magnetic helicity during a simulation in three dimensions. The absolute deviations $|F(t) - F(0)|$ are plotted for each such quantity $F(t)$. *
$t = 5$ using a time step $\Delta t = 0.005$. Plots of the computed mass density for various choices of $B_0$ are shown in Figures 2-5. The figures indicate that the scheme correctly predicts instability for $B_0 < B_c = 0.5$ (Figures 2-3) and stability for $B_0 > B_c = 0.5$ (Figures 4-5).

The evolution of energy, cross-helicity, mass, and $\| \text{div } B \|_{L^2(\Omega)}$ during these simulations is plotted in Figure 6. (Magnetic helicity is not plotted since it is trivially preserved in two dimensions if we take $A$ to be orthogonal to the plane.) As predicted by Proposition 4.1, Figure 6 shows that energy decayed monotonically, while mass and $\text{div } B = 0$ were preserved to machine precision. Interestingly, the cross-helicity drifted by less than $2.5 \times 10^{-4}$ in these experiments, even though the scheme is not designed to preserve it.

## A Lagrange-d’Alembert formulation of resistive MHD

In this appendix we explain how viscosity and resistivity can be included in the Lagrangian variational formulation by using the Lagrange-d’Alembert principle for forced systems. While viscosity can be quite easily included in the variational formulation by adding the corresponding virtual force term to the Euler-Poincaré principle, resistivity breaks the transport equation (7) hence the previous Euler-Poincaré approach for $B$ must be appropriately modified.

We first observe that in absence of viscosity and resistivity, equations (17) can also be obtained from a variational formulation in which the variations $\delta B$ are unconstrained. It suffices to consider, instead of (8), the variational principle

$$\delta \int_0^T L(\varphi, \partial_t \varphi, \varrho_0, B) - \langle \partial_t B, C \rangle \, dt = 0,$$

(92)
Figure 3: Contours of the mass density at $t = 0, 1, 2, 3, 4, 5$ when $B_0 = 0.4$.

Figure 4: Contours of the mass density at $t = 0, 1, 2, 3, 4, 5$ when $B_0 = 0.6$. 
with respect to arbitrary variations $\delta \varphi, \delta B, \delta C$ with $\delta \varphi$ and $\delta B$ vanishing at $t = 0, T$. The second term in the action functional imposes $\partial_t B = 0$, i.e., $B(t) = B_0$. In Eulerian form, we get

$$\delta \int_0^T \ell(u, \rho, B) - \langle \partial_t B - \text{curl}(u \times B), C \rangle \, dt = 0 \quad (93)$$

with constrained variations $\delta u = \partial_t v + \mathcal{L}_u v$, $\delta \rho = - \text{div}(\rho v)$ and free variations $\delta B, \delta C$ with $v, \delta B$ vanishing at $t = 0, T$. In (93), the magnetic field equation appears as a constraint with Lagrange multiplier $C$. The variational principle (93) yields the three equations

$$\partial_t \left( \frac{\delta \ell}{\delta u} + B \times \text{curl} C \right) + \mathcal{L}_u \left( \frac{\delta \ell}{\delta u} + B \times \text{curl} C \right) = \rho \nabla \frac{\delta \ell}{\delta \rho} \quad (94)$$

$$\partial_t B - \text{curl}(u \times B) = 0 \quad (95)$$

$$\partial_t C + \text{curl} C \times u + \frac{\delta \ell}{\delta B} = 0 \quad (96)$$

which correspond to the variations associated to $v, \delta B$, and $\delta C$, respectively. Using the formula

$$\mathcal{L}_u(B \times \text{curl} C) = B \times \text{curl} (\text{curl} C \times u) + \text{curl}(B \times u) \times \text{curl} C$$

and (95)–(96) in the equations (94) does yield (17).

Using the Lagrange-d’Alembert approach, the variational principle (92) can be modified as

$$\delta \int_0^T L(\varphi, \partial_t \varphi, g_0, B) - \langle \partial_t B, C \rangle \, dt + \int_0^T D(\varphi, \partial_t \varphi, \delta \varphi) + E(\varphi, B, \delta C) \, dt = 0, \quad (97)$$

Figure 5: Contours of the mass density at $t = 0, 1, 2, 3, 4, 5$ when $B_0 = 0.8$. 
Figure 6: Evolution of mass, energy, cross-helicity, and $\| \text{div} B \|_{L^2(\Omega)}$ during simulations of the magnetic Rayleigh-Taylor instability with $B_0 = 0.2, 0.4, 0.6, 0.8$. The absolute deviations $|F(t) - F(0)|$ are plotted for each such quantity $F(t)$. 
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for some expressions $D$ and $E$, bilinear in their last two arguments and invariant under the right action of $\text{Diff}(\Omega)$. In the Eulerian form, one gets

$$
\delta \int_0^T \ell(u, \rho, B) - \langle \partial_t B - \text{curl}(u \times B), C \rangle \, dt + \int_0^T d(u, v) + e(B, \delta C + \text{curl} C \times v) \, dt = 0,
$$

(98)

with $e$ and $f$ given by the expressions of $E$ and $F$ evaluated at $\varphi = \text{id}$. To model viscosity and resistivity we choose (20) and change the boundary condition of velocity to $u|_{\partial \Omega} = 0$. This boundary condition corresponds in the Lagrangian description to the choice of the subgroup $\text{Diff}_0(\Omega)$ of diffeomorphisms fixing the boundary pointwise. Application of (98) yields the viscous and resistive barotropic MHD equations in the form

$$
\langle \partial_t \delta \ell, v \rangle + a \left( \frac{\delta \ell}{\delta u}, u, v \right) + b \left( \frac{\delta \ell}{\delta \rho}, \rho, v \right) + c \left( \frac{\delta \ell}{\delta B}, B, v \right) = d(u, v)
$$

(99)

$$
\langle \partial_t \rho, \sigma \rangle + b(\sigma, \rho, u) = 0
$$

(100)

$$
\langle \partial_t B, C \rangle + c(C, B, u) = e(B, C).
$$

(101)
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