Window Optimization of Power Quality Signal Detection using Gabor Transform
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This paper presents power quality analysis on different signal characteristics, namely instantaneous sag, momentary sag, temporary sag, instantaneous swell, momentary swell, and temporary swell. Power quality signals were analyzed using linear time-frequency distribution (TFD) namely short-time Fourier transform (STFT) and proposed Gabor transform (GT), and the best technique for power quality detection was determined based on the performance analysis of varied window length. Optimum window length for different signal characteristics which are effective and reliable for developing real-time monitoring system was employed using MATLAB. From a time-frequency representation (TFR) results based on STFT and GT, parameters such as instantaneous RMS voltage, $V_{\text{RMS}}(t)$ and instantaneous total waveform distortion, $V_{\text{TWD}}(t)$ had been extracted. In finding the best technique for power quality, the TFDs had been compared in terms of accuracy, memory and computational complexity of the analysis. Based on the performance analysis conducted, GT was able to compute with high accuracy with 94% averagely as well as low memory size by 6% compared to STFT. Hence, GT is considered as the best TFD, and recommended for low cost PQ monitoring system.
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1. INTRODUCTION

Power Quality (PQ) issues are of main concern nowadays in electrical and electronics materials since the impact can cause losses to sensitive equipment, in accordance with wide implementation of power electronics components. Institute of Electrical and Electronic Engineers (IEEE) Standard, IEEE 1100-2015 defines PQ as “the concept of powering and ground the sensitive electronic instrument in a way suitable for the equipment” (Sivakumar et al., 2016). PQ comprises of the quality of voltage, quality of current and capability to maintain a sinusoidal waveform at rated voltage and frequency (Sankaran, 2001). PQ is classified into three, i.e. waveform distortion (harmonic and interharmonic), variation of voltage (instantaneous sag, momentary sag, temporary sag, instantaneous swell, momentary swell and temporary swell), and transient signal (Szmajda et al., 2010). Fluctuation in signal amplitude, phase and frequency in power system, e.g. a sensitive power system, will cause a sudden increase or decrease (sag and swell) in network signal, as well as high amplitude in high frequency components (transient).

In engineering field, determining the types of signal is quite difficult since signal behaviours may be different (Styvaktakis et al., 2001). Conceptually, distortion in current, voltage and frequency outcomes from PQ can be monitored by using certain techniques like frequency distribution and time-frequency distribution (TFD) (Muhamad et al., 2007). PQ analyzer is commonly used to
detect the behaviour of waveform by comparing voltage readings between two accurate voltmeters measuring the same system voltage. IEEE power quality standards 419-2014 and national fire protection system (NFPA) 70B are excellent resources to help understand PQ terminology, issues and corrective actions (Yusoff et al., 2017; Sakthivel et al., 2003).

The use of signal processing technique for PQ provides meaningful and valuable information on current and voltage signals. The analyzed signal can be presented in frequency and time domain. Measurement of PQ parameters are performed with the help of fast Fourier transform (FFT) (Ribeiro et al., 2007). The disadvantage of this technique is that, it cannot provide accurate information when there is a change in spectrum, given that the analyzed signal is only presented in frequency domain. Hence, time frequency distribution is introduced to overcome time varying issue. This technique can be divided into two categories, which are linear methods (linear window), which include short-time Fourier transform (STFT), Gabor transform (GT) and wavelet transform (WT), and bilinear methods (cross term window) such as Wigner-Ville distribution (WVD), Pseudo Wigner-Ville distribution (PWVD), smoothed Pseudo Wigner-Ville distribution, and Choi-Williams distribution (CWD) (Janiszewski, 2012; Satish, 1998; Tarasiuk, 2007).

The aim of this paper is to benchmark the proposed GT with STFT in term of accuracy of measurement, computational complexity and memory. The outcome of the proposed technique should able to compromise with all these performances. Hence future work for a real-time monitoring system can be developed.

II. TYPES OF POWER QUALITY

PQ disturbance is classified into five, which are sag, swell, undervoltage, overvoltage and transient. All these types are generally categorized according to their various time and magnitude (see Table 1) (Ekici, 2009). Undervoltage and overvoltage events are named due to their duration and magnitude. Overvoltage events of a very short time and a high magnitude are referred to as transient overvoltage (Bollen, 2000). Distinctively, overvoltage over half of cycle duration is different from the short duration overvoltage.

Table 1. Categories and classification of electromagnetic phenomena in power system according to IEEE-1159 standard

| Categories          | Power Quality   | Duration       | Magnitude    |
|---------------------|-----------------|----------------|--------------|
| Transient           | Impulsive       | < 50 ns        | 0 – 4 pu     |
|                     | Nanosecond      | 50 ns – 1 ms   |              |
|                     | Microsecond Oscillatory | 1 ms       |              |
|                     | Low frequency   | 0.1 ms – 50 ms | 0 – 8 pu     |
|                     |                 | 20 µs          |              |
| Short duration      | Instantaneous   |                |              |
| variation           | Sag             | 0.5 – 30 cycles| 1.1 – 0.9 pu |
|                     | Swell           | 0.5 – 30 cycles| 1.1 – 1.8 pu |
| Momentary           | Sag             | 30 cycles – 3s | 1.1 – 0.9 pu |
|                     | Swell           | 30 cycles – 3s | 1.1 – 1.4 pu |
| Temporary           | Sag             | 3s – 1 min     | 1.1 – 0.9 pu |
|                     | Swell           | 3s – 1 min     | 1.1 – 1.2 pu |
| Long duration       | Undervoltage    | >1 min         | 0.2 – 0.9 pu |
| variation           | Overvoltage     | >1 min         | 1.1 – 1.3 pu |

III. TIME FREQUENCY DISTRIBUTION

Time varying signal is commonly analyzed using TFDs. With the use of TFD, variables $t$ and $f$, which are presented in three-dimensional are known as time-frequency representation (TFR) but not exclusively mutual. Variable $t$ cross-section describes the time, and variable $f$ describes the present frequency (Boashash, 2015). Therefore, signal
analysis using TFD promises high accuracy system, and low in memory size for estimations. Linear TFD such as STFT and GT are shown in Table 2.

A. Short-Time Fourier Transform

STFT that works with window is able to detect fluctuation, but the selection of window length must be optimised because high rates of fluctuation will give rise to significant error (Santoso et al., 2000). Unlike FT, STFT takes into account the changes of time in signal spectrum. Time and frequency resolutions of product are constant, and it is fundamental limitation of the STFT technique (Poisson et al., 1999). The PQ that took place within a short amount of time (within 11.2 ms) can be detected using STFT. Previous experiments proved that WT is superior compared to STFT (Mahela et al., 2015). Analysis based on whale click showed that the STFT cannot resist noise compared to WT, but the problem can be sorted by setting a suitable threshold value for reduction of noise (Lopatka et al., 2005). However, STFT is still the preferred choice due to its low complexity, which is suitable for real-time monitoring system.

B. Gabor Transform

GT is a next-level version of STFT, in which the signal of the input is time-nominated by a window function (Gaussian window), and transformed by FT to conduct the time frequency analysis (Cho et al., 2009). Discrete Gabor transform (DGT) is similar to STFT, except that it uses a Gaussian window. For a periodic sequence and finite, it can be expanded as a linear combination of the Gabor coefficient and the basic functions (Granados-Lieberman et al., 2011). Like STFT, the GT has a demerit of compromise between time and frequency resolution, that is caused by the width of the window. A long window gives a good frequency resolution but poor time resolutions. As the window size becomes broader, the frequency resolution becomes worse, but the time resolution improves (Basir et al., 2019).

Table 2. Specification for signal processing method

| Methods | Equation | Window |
|---------|----------|--------|
| STFT    | $S_t(t,f) = \int x(t-\tau)w(\tau)\exp(-j\omega \tau)\,d\tau$ | Hanning |
| GT      | $C_n,k = \int x(t)w(t-n\tau_0)\exp(-j\omega \tau)\,d\tau$ | Gaussian |

IV. SIGNAL MODELLING

Different PQ disturbance embodies different signal characteristics. In this research, six types of PQ disturbance, namely instantaneous sag, momentary sag, temporary sag, instantaneous swell, momentary swell, and temporary swell, were studied. PQ signals were generated using MATLAB. According to IEEE standard 1159-2009, the equation can be derived using a complex exponential function as tabulated in Table 3. During the signal testing, parameters such as starting time, $t$ amplitude, $A$ duration, $(t-t^k-1)$ and frequency, $f$ can be temporally chosen and changed depending on the outcome desired. Technically, $A_t$ and $f_o$ were 1 and 50Hz (fundamental frequency), respectively, while the sampling frequency, $f_s$ was set to 12000Hz with 6000Hz as the approximate maximum frequency components.

Table 3. Characteristic of power quality signals

| Power quality | Equations | Signals Components |
|---------------|-----------|--------------------|
| Normal        | $x_{norm}(t) = Ae^{j2\pi f}$ | $A=1$ |
| Instantaneous | $A_1=1$   | \( t_1=100 \) ms, |
| Sag           | $A_2=0.5$ | $t_2=150$ ms, |
| Momentary     | $A_1=1$   | $t_1=100$ ms, |
| Sag           | $A_2=0.5$ | $t_2=600$ ms, |
| Temporary     | $x_{pm}(t) = A_1e^{j2\pi ft} + \sum_{k=1}^{\infty} A_2e^{j2\pi ft}$ | $A_1=1$ |
| Swell         | $A_3=1$   | $t_3=300$ ms, |
| Instantaneous | $A_2=0.5$ | $t_2=100$ ms, |
| Swell         | $A_3=1$   | $t_3=18$ ms, |
| Momentary     | $A_1=1$   | $t_1=200$ ms, |
| Swell         | $A_1=1$   | $t_1=700$ ms, |
| Temporary     | $A_2=0.5$ | $t_2=200$ ms, |

As shown in Table 3, the $x_{norm}$ was modelled with the amplitude $A=1$ with duration, $t=100$ ms, but this was not regarded to PQ. Using STFT might result in dropping of time or frequency when analyzing the signal.
thus it was preferable to capture the optimum window in order to avoid inaccuracy in the measurements. PQ signals such as instantaneous sag, momentary sag and temporary sag with $A_2=0.5$ and instantaneous swell with $A_2=1.8$, momentary swell with $A_2=1.4$ and temporary swell with $A_2=1.2$ were chosen, in finding the suitable optimum window size in order to give merits in real-time monitoring system.

A. Instantaneous Sag

Figure 1(a) displays the signal disturbance of 50 ms cover four cycles with magnitude of 0.5 pu. Figure 1(b) shows TFR using GT to identify the characteristics of the signal, where the disturbance appeared for 50 ms and the magnitude is reduced from 1 to 0.5 pu. The parameters of sag signal were estimated from TFR to identify the characteristics of the signal. Figure 1(c) shows that the instantaneous RMS voltage decreased from 1 to 0.5 pu, starting at 50 ms for a duration of 50 ms. Figure 1(d) shows that the magnitude of instantaneous total waveform distortion increased from 0 to 10% for a duration of 50 ms during the instantaneous sag phenomena.

![Figure 1](image1.png)

B. Momentary Sag

Figure 2(a) shows the momentary sag signal using GT with a magnitude of 0.5 pu, which lasted for 500 ms. Figure 2(b) shows that TFR results from GT to identify the characteristics of the signal, where the disturbance appeared for 500 ms and cause the magnitude to drop from 1 to 0.5 pu. Since the magnitude of sag disturbance is lower than normal signal, TFR that indicates by blue stripe represent the disturbance, while dark red stripe shows the normal signal. Figure 2(c) shows similar trend to previous instantaneous sag, by means the RMS voltage decreased by 0.5 pu for a duration of 500 ms. Figure 2(d) shows that the total waveform distortion indicated by 0% for the whole signal cycles.

![Figure 2](image2.png)

C. Temporary Sag

The difference of temporary sag is the signal lasted for more than 3 s and for this case, disturbance is modelled for 3000 ms with magnitude of 0.5 p.u (see Figure 3(a)). Also similar to previous sag characteristics, the RMS voltage as shown in Figure 3(c) decreased by 0.5 pu for a duration of 3000 ms. Figure 3(d) shows the total waveform distortion indicated a noise during the initial process of transition from normal signal to disturbance signal with an increment of 10%. This spark of noise also occurs when there is a transition between disturbance signal to normal signal due to the use of window function that have a sharp transition which gives a poor frequency localization and cannot be avoided unless we threshold the STFT.
Figure 3. Power quality signal for, (a) temporary sag and its, (b) TFR using GT, (c) instantaneous RMS voltage, $V_{\text{RMS}}(t)$, (d) instantaneous total waveform distortion, $V_{\text{TWD}}(t)$

D. Instantaneous Swell

Figure 4(a) shows that the magnitude of the power quality of instantaneous swell signal increased from 1 to 1.8 pu for a duration of 50 ms. The duration for the instantaneous swell signal is similar to previous instantaneous sag but with the increased magnitude of 0.8 p.u of a normal signal. As shown in Figure 4(c), the instantaneous RMS voltage increased from 1 to 1.8 pu, starting from 200 ms for a duration 50 ms. Figure 4(d) shows that the magnitude of the instantaneous total wave distortion increased from 0 to 10% during the initial stage of transition from normal signal to disturbance signal and is lasted for around 10 ms results from GT as in Figure 4(b). The selection of 12000 Hz of sampling frequency contributes to measurement of frequency up to 6000 Hz. For this case, the swell signal modelled adapts similar frequency as normal signal cause the magnitude of TFR appears at 50 Hz.

E. Momentary Swell

Figure 5(a) shows that the magnitude of the power quality of momentary swell signal increased from 1 to 1.8 pu for a duration of 500 ms. Figure 5(b) shows TFR and signal of momentary swell estimated from the TFR using GT. The blue strip lines indicate normal signal, while the dark red stripe indicates the swell characteristics of the analysis. As shown in Figure 5(c), the instantaneous RMS voltage increased from 1 to 1.8 pu, starting from 200 ms for a duration 500 ms.
F. Temporary Swell

As shown in Figure 6(a), the magnitude of the temporary swell signal increased from 1 to 1.8 pu. By following the IEEE standard-1159 as illustrated in Table 1, the condition for temporary swell duration should last more than 3 s is followed. The trend for TFR (Figure 6(b)) and parameters for temporary swell signal is quite similar to temporary sag signal, but with different magnitude, by means normal signal magnitude is lower than swell signal.

![Figure 6](image)

Figure 6. Power quality signal for, (a) temporary swell and its, (b) TFR using GT, (c) instantaneous RMS voltage, \(V_{\text{RMS}}(t)\), (d) instantaneous total waveform distortion, \(V_{\text{TWD}}(t)\)

V. TIME FREQUENCY DISTRIBUTION PERFORMANCE ANALYSIS

In effort to determine the best technique among all linear time-frequency distribution, it is important to compare their TFDs in terms of accuracy of the analysis, memory size of the analysis and computational complexity of the analysis.

A. Accuracy of The Analysis

In this study, the mean absolute percentage error (MAPE) values of instantaneous sag, momentary sag, temporary sag, instantaneous swell, momentary swell and temporary swell had been computed for ten different signals in order to obtain the average percentage error for the accuracy of TFDs which are shown in Figure 7 and Figure 8. The MAPE was computed using Equation (1). Actual value, \(A_i\) and measured value, \(F_i\) had been tested by the number of data, \(n\).

\[
\text{MAPE} = \frac{100}{n} \left( \frac{\sum |A_i - F_i|}{n} \right)
\]

The optimum window length obtained from STFT using MAPE and the proposed GT is compared. The sag signals modelled consists of instantaneous, momentary and temporary were simulated with 10 different signals with various characteristics for each type of PQ signals. The graph in Figure 7 indicates an unreasonable error in window length of 128 for both techniques. The graph trend shows a decrement in MAPE when the window length is increased. In instantaneous sag, momentary sag and temporary sag accuracy of the analysis show that the MAPE of the Gabor Transform with window length of 480 was averagely 0.6% lower than STFT simulated with 512. This means GT can provide more accurate results than STFT. Besides, increases the window length from 512 to 1024 either STFT or GT will not guarantee the decrement in MAPE where the outcome shows this technique suffers for additional 18% error, and this case is for instantaneous sag.

![Figure 7](image)

Figure 7. MAPE of sag analysis for STFT and GT

The effect of window length in time and frequency marginals are intuitively investigated. The corrupted swell signal modelled is simulated with varied window length (128 to 2048) for the purpose of reliability of the measurement. As can be seen in Figure 8, the lowest MAPE is 0.03% indicated by GT with window length of 480 at temporary swell signal. Although the selected 480 window length is considered the best, the outcomes show this method is unable to perform well for instantaneous swell. The window length of 256 indicated lower error by 9%. In addition, the error indicated by STFT is larger compared to GT for all
three cases, hence the optimum point of the 480 using GT is an appropriate choice.

![Figure 8. MAPE of swell analysis for STFT and GT](image)

**B. Computational Complexity of The Analysis**

Figure 9 shows the graph of computational complexity analysis of the window length of the modelled signals using Equations (2) and (3). The TFDs which are STFT and GT complexity depended on the window length and the number of samples, \( N_c \) was chosen for the analysis for all the PQ signals which were the same for both TFDs. Different TFD would give different categories of complexity in which the frequency would affect the window length. Computational complexity has two variables which are the signal length, \( N \) and the window length, \( N_w \).

\[
C_{\text{STFT}} = N - N_c \left( N_c \log_2( N_c ) \right) \\
C_{\text{GT}} = N - N_c \left( N_c^2 \right)
\]

Based on Equation (3), STFT that employ fast Fourier transform (FFT) offers fast computation compared to GT which performs discrete Fourier transform (DFT). The computation of DFT requires \( N^2 \) complex multiplications but FFT reduces the DFT computation to \( (N/2)\log_2(N) \) complex multiplication. Besides, higher number of frequency component may contribute to computation complexity, and for PQ cases should be measured up to 50\textsuperscript{th} components. Instead, for a signal in time domain, there are values along the time axis and all samples need to be considered to contribute much computation to calculate the TFR.

The lowest window length may benefit in low complexity; however, the reliability of measurement related to accuracy should also be considered. A graph in Figure 9 illustrates GT is more complex compared to STFT although the measurement of accuracy is much more superior. The complexity of GT with 480 is double compared to STFT with 512. GT complexity is still considered low, under the circumstance that other TFD such as continuous WT or Hilbert-Huang transform is unsuited for real-time monitoring system (Bouchikhi et al., 2011).

![Figure 9. Computational complexity for STFT and GT](image)

**C. Memory Size of The Analysis**

With the use of the same equation, both STFT and GT techniques share similar memory for any varies window (see Figure 10). The values only differ in terms of the window length used in the analysis. The graph clearly shows that GT with 480 window length provided slightly lower memory size compared to STFT 512 window length. Similar to computational complexity, the memory selected should compromise with the accuracy of the measurements, hence 2764800 Mbyte of memory is required for PQ measurement.

\[
\text{Memory}_{\text{linearTFD}} = \frac{N_s \left( N - N_c \right)}{N_{t}} 
\]

![Figure 10. Memory size for STFT and GT](image)
VI. BEST TECHNIQUE

The outcomes of the PQ signals for both TFDs had been compared in terms of accuracy, computational complexity and memory of the analysis and plotted on a bar graph, as shown in Figure 11. In order to determine the best TFD in the comparison process, the optimum window length for STFT with 512 and GT with 480 is chosen. It should be considered that accuracy becomes the highest priority in selecting the best TFD that gives reliability in real-time monitoring system to produce an accurate result. The second in command is the computational complexity that plays a role in providing the signal parameters either in short or long duration of time. The last aspect is considerable in memory size that can affect the cost and the size of the system as high memory size requires high memory space and better processor performance.

![Figure 11. The comparison of the STFT and GT based on accuracy, computational complexity and memory size of the analysis](image)

The comparison based on accuracy shows that GT able to surpass STFT with a slightly different percentage error for all the PQ signals. However, this technique suffers from additional computational complexity results from DFT computation which lead to slow in estimating the parameters. In addition, the memory requires for both GT is 6% lower than STFT. The STFT gave a higher percentage error and memory size of the analysis with low computational complexity of the analysis, which is undesirable, but lower memory is actually better for the system. Therefore, by considering the reliability of the measurement, GT with 480 window length is selected as the best TFD for a PQ analysis. For a further PQ analysis that relates to real-time monitoring system, GT should be considered since the use of Gaussian window can improve the system accuracy (Jopri et al., 2017).

VII. CONCLUSION

The TFDs performance in the PQ analysis using STFT and GT had been compared in terms of accuracy of the analysis, memory size and computational complexity of the analysis. The PQ signals had been modelled follow IEEE standard-1159 and the analysis is conducted using MATLAB. The window length is varied in finding the optimum value that can negotiate with the TFD performance. The comparison between STFT and GT with selected window length of 512 and 480, respectively shows GT gave low MAPE and memory size of the analysis than STFT. It is recommended to employ GT for PQ analysis in developing a low-cost monitoring system.
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