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Abstract. In 1993, Stanley and Stembridge conjectured that a chromatic symmetric function of any (3 + 1)-free poset is $e$-positive. Guay-Paquet reduced the conjecture to (3 + 1)- and (2 + 2)-free posets which are also called natural unit interval orders. Shareshian and Wachs defined chromatic quasisymmetric functions, generalizing chromatic symmetric functions, and conjectured that a chromatic quasisymmetric function of any natural unit interval order is $e$-positive and $e$-unimodal.

For a given natural interval order, there is a corresponding partition $\lambda$ and we denote the chromatic quasisymmetric function by $X_\lambda$. The first author introduced local linear relations for chromatic quasisymmetric functions. In this paper, we prove a powerful generalization of the above-mentioned local linear relations, called a rectangular lemma, which also generalizes the formula in [13]. Such a lemma can be applied to describe explicit formulas for $e$-positivity of a chromatic symmetric function $X_\lambda$ where $\lambda$ is contained in a rectangle. We also suggest some conjectural formulas for $e$-positivity when $\lambda$ is not contained in a rectangle by applying the rectangular lemma.

1. Introduction

In 1995, Stanley [19] introduced a chromatic symmetric function $X_G(x)$, which is a generalization of a chromatic polynomial of $G$, associated to a simple graph $G$. There has been plenty of research about the chromatic symmetric function in diverse areas. Stanley and Stembridge [20] introduced one of the famous conjectures on chromatic symmetric functions; a chromatic symmetric function of any (3 + 1)-free poset is a linear sum of elementary symmetric functions $\{e_\lambda\}$-basis with non-negative coefficients. Guay-Paquet [10] in 2014 proved that if a chromatic symmetric function of a natural unit interval order set is $e$-positive, then Stanley and Stembridge’s conjecture is also true. Shareshian and Wachs [17] introduced a chromatic quasisymmetric refinement of Stanley’s chromatic symmetric function in 2016. They conjectured a chromatic quasisymmetric function of any natural unit interval order is $e$-positive and $e$-unimodal. That is, this conjecture is a refinement of Stanley and Stembridge’s conjecture.

In 2018, the first author [16] introduced local linear relations on unicellular LLT polynomials, and the chromatic quasisymmetric functions. In 2020, Huh, Nam, and Yoo [13] generalized and utilized the linear relations of the chromatic quasisymmetric functions from [16] to find expanded local linear relations on the chromatic quasisymmetric functions. In this paper, we prove a rectangular lemma, which is a vast generalization of above-mentioned relations. We can partially apply the rectangular lemma although $\lambda$ does not contained in a rectangle. If $\lambda$ is contained in
a rectangle of size $d_1 \times d_2$ satisfying $d_2 \geq d_1$, then the rectangular lemma suggests that $X_\lambda$ can be written explicitly as a positive linear combination in terms of $X_{d_2}$ where $0 \leq r \leq d_1$. For example, when $\lambda = (2, 2)$, $d_1 = 2$, and $d_2 = n - 2$, the rectangular lemma says

$$X_\lambda = \frac{1}{[n-2][n-3]} \left( [n-4][n-5]X_{[n]} + q^{n-5}[2][2][n-4]X_{(n-2)} + q^{2n-8}[2][2][n-2, n-2] \right)$$

where $n \geq 4$.

We also provide explicit formulas for $e$-positivity of the chromatic quasisymmetric functions when $\lambda$ is contained in a rectangle. This $e$-positivity was described in [1, 7, 12] previously, but the fact that the rectangular lemma can be applied to a broader class of partitions is useful to study their $e$-positivity of chromatic quasisymmetric functions. We will prove some results and make conjectures for some cases. Moreover, when $\lambda$ is contained in a rectangle, one can compare our explicit formula with the formula in terms of $q$-hit numbers and rook placements, proved by Abreu and Nigro [1]. Then we show that our formula also provides an explicit formula for $q$-hit numbers (See section 4).

Also, combinatorial objects and quantities appearing in the rectangular lemma also appeared in different papers [14, 18] studying maximal parabolic Kazhdan-Lusztig polynomials and Dyck tiling. It would be interesting if the coefficients in $e$-expansion of $X_\lambda$ is related to quantities appearing in their work.

The contents of the paper are organized as follows. Section 2 lays out necessary definitions, notations, and known results used in Sections 3 and 4. In Section 3, we introduce the rectangular lemma. Moreover, we show that a similar formula holds for $e$-positivity of chromatic quasisymmetric functions when $\lambda$ is contained in a rectangle. In Section 4, we discuss the relationship between our results and $q$-hit numbers, rook placements, and other results. In Section 5, we apply our rectangular lemma to find a few explicit formulas for $e$-positivity of chromatic quasisymmetric functions when $\lambda$ is a partition such that $\lambda$ is contained in a rectangle except the first row of $\lambda$. We also suggest some conjectural formulas for $e$-positivity of chromatic quasisymmetric functions when $\lambda$ is not abelian.

2. Preliminaries

In this section, we state definitions, notations, and known results needed in this paper. More details can be found in [3, 5, 11, 13, 15, 16, 17, 19].

For a positive integer $n$, we set $[n] = \{1, 2, \cdots, n\}$ and $q$-integer

$$[n]_q = 1 + q + q^2 + \cdots + q^{n-1}.$$

2.1. Chromatic quasisymmetric functions. A simple graph is a graph with no loops and no multiple edges. A proper coloring of a simple graph $G = (V, E)$ with a vertex set $V$ and an edge set $E$ is a function $k : V \to \mathbb{Z}_{\geq 0}$ satisfying $k(u) \neq k(v)$ for any $u, v \in V$ such that $\{u, v\} \in E$. Let $C(G)$ be the set of proper colorings of $G$.

Let $\mathbb{Q}[x_1, \cdots, x_n]$ be the ring of polynomials in $n$ variables with rational coefficients. The symmetric group $S_n$ acts on this ring by permuting the variables $x_1, \cdots, x_n$. 
Definition 1. A polynomial $f$ is symmetric if for any permutation $\sigma \in S_n$, we have $f(x_1, \ldots, x_n) = f(x_{\sigma(1)}, \ldots, x_{\sigma(n)})$.

Definition 2. For a simple graph $G = (V, E)$, the chromatic symmetric function of $G$ is
\[ X_G(x) = \sum_{k \in C(G)} \prod_{v \in V} x_{k(v)}, \quad \text{for all } k \in C(G). \]

Definition 3. A polynomial $f$ is quasisymmetric if for every composition $\alpha$ of length $k$, the coefficient of $x_{\alpha_1} \cdots x_{\alpha_k}$ is the same as the coefficient of $x_{\alpha_1} \cdots x_{\alpha_{i_k}}$, for any $0 < i_1 < \cdots < i_k$.

Definition 4. For a simple graph $G = (V, E)$ with $V \subset \mathbb{Z}_{>0}$, the chromatic quasisymmetric function of $G$ is
\[ X_G(x, q) = \sum_{k \in C(G)} q^{\text{asc}(k)} \prod_{v \in V} x_{k(v)}, \] where $\text{asc}(k) = |\{(i, j) \in E \mid i < j \text{ and } k(i) < k(j)\}|$.

Note that the function $X_G(x, 1)$ is the chromatic symmetric function. In general, $X_G(x, q)$ is not a symmetric function. However, it is the symmetric function if $G$ satisfies a certain condition which is explained below.

Definition 5 ([17]). Let $m = (m_1, m_2, \cdots, m_{n-1})$ be a weakly increasing sequence satisfying $i \leq m_i \leq n$ for all $i$. A natural unit interval order $P(m)$ is the poset on $[n]$ with the order relation $<_P$ given by $i < P(m) j$ if and only if $m_i < j$.

For this paper, it is convenient to work with a partition $\lambda$ defined by $\lambda_i = n - m_i$ for $1 \leq i \leq n - 1$. Note that there is a one-to-one correspondence between $m$ and a partition $\lambda$ contained in $\delta_n = (n - 1, n - 2, \cdots, 1)$. By Definition 6, for a given positive integer $n$ there is a one-to-one correspondence between $\lambda$ and a natural unit interval order $P(m)$, which we denote by $P_{\lambda}$. (See Figure 1)

The incomparability graph $\text{inc}(P)$ of a poset $P$ is a graph defined on the vertex set $P$ so that two elements of $P$ are adjacent if and only if they are incomparable. Now we consider $X_{\lambda} := X_{\text{inc}(P_{\lambda})}$. 

![Figure 1. $P(m)$, $\text{inc}(P)$, and $\lambda_P$ when $m = (2, 3, 5, 5)$](image-url)
For a partition $\lambda \subset \delta_n$, define $X_\lambda(x,q)$ by $X_{P_\lambda}(x,q)$. From this section, we only consider partitions that are contained in $\delta_n$ for a fixed $n$. In this case, we have the following theorem:

**Theorem 6** ([17]). *For a partition $\lambda \subset \delta_n$, $X_\lambda$ is symmetric.*

**Remark.** For a given partition $\lambda \subset \delta_n$, one can notice the corresponding Dyck path. Then area sequence $(a_1, \cdots, a_{n-1})$ of the Dyck path can be computed by $a_i = m_i - i$. For example the area sequence for figure 1 is $(1, 1, 1, 2, 1)$.

### 2.2. Conjectures.

Let $\{b_\lambda\}$ be a basis of the ring $\Lambda$ of symmetric functions over $\mathbb{Z}$. A function $f$ in $\Lambda$ is $b$-positive when $f$ is a linear combination of $\{b_\lambda\}$-basis with non-negative coefficients. Note that elementary symmetric functions $\{e_\lambda\}$ and complete homogeneous functions $\{h_\lambda\}$ are bases of the ring of symmetric functions over $\mathbb{Z}$, and we call them $e$-basis and $h$-basis respectively.

**Definition 7.** Let $(a_0, \cdots, a_n)$ be a sequence of integers. The sequence is palindromic with center of symmetry $\frac{n}{2}$ if $a_j = a_{n-j}$ for $0 \leq j \leq n$. The sequence is said to be unimodal if

$$a_0 \leq a_1 \leq \cdots \leq a_{c-1} \leq a_c \geq a_{c+1} \geq a_{c+2} \geq \cdots \geq a_n$$

for some $c$.

We say the polynomial $P(q) := a_0 + a_1 q + \cdots + a_n q^n$ is palindromic and unimodal with center of symmetry $\frac{n}{2}$ if $(a_0, \cdots, a_n)$ has the above properties. We say that $P(q)$ is positive if coefficients $a_i$ are non-negative. For example, a $q$-integer $[n]_q$ is palindromic with center $\frac{n-1}{2}$. Note that the product of palindromic polynomials is still a palindromic polynomial [21, Corollary 2.3].

Now we are ready to state conjectures related to the chromatic symmetric functions.

**Definition 8.** A poset $P$ is called $(r+s)$-free if it contains no subposet isomorphic to the direct sum of an $r$-element chain and an $s$-element chain.

For example, the following figure is an example of $(3+1)$-subposet. Therefore, $(3+1)$-free poset means there is no subposet such as figure 2.

![Figure 2. Example of (3+1)-subposet](image)

**Conjecture 9** (Stanley-Stembridge Conjecture [20]). *If $P$ is a $(3+1)$-free poset, then $X_{inc(P)}(x)$ is $e$-positive.*
Guay-Paquet reduced Stanley’s $e$-positivity conjecture for $(3 + 1)$-free posets to the subclass of $(3 + 1)$- and $(2 + 2)$-free posets [10, Theorem 5.1]. Such posets are known to be the natural unit interval orders, hence it is enough to consider $X_\lambda(x)$ for $\lambda \subset \delta_n$.

Shareshian and Wachs [17, Corollary 2.8] showed that $X_\lambda(x, q)$ is palindromic, i.e., the coefficients of $X_\lambda(x, q)$, when written as a linear combination of some basis of $\Lambda$, are palindromic with the center of symmetry $\frac{n(n-1)-|\lambda|}{2}$. They also conjectured the following:

**Conjecture 10** [17]. $X_\lambda(x, q)$ is $e$-positive and $e$-unimodal. That is, $X_\lambda(x, q)$ can be written as $X_\lambda(x, q) = \sum_\mu a_\mu(q)e_\mu(x)$, where the coefficients $a_\mu(q)$ are positive and unimodal with center $\frac{n(n-1)-|\lambda|}{2}$.

Therefore, Conjecture 10 states that $X_\lambda(x, q)$ is $e$-positive and $e$-unimodal for any $\lambda \subset \delta_n$.

In 1996, Gasharov proved the positivity of Schur function expansion of $X_G(x, q)$ for the incomparability graph of natural unit interval orders when $q = 1$ [9]. After 20 years, Shareshain and Wachs proved the same conjecture for general $q$ using $P$-tableaux [17]. They also proved $e$-positivity and $e$-unimodality by using Schur expansion and $P$-tableaux to precisely expand the chromatic quasisymmetric functions with $e$-basis for certain natural unit interval orders.

To list some known results, we say that a partition $\lambda \subset \delta_n$ is an abelian if it fits inside $\ell \times (n-\ell)$ rectangle for some $\ell$. When $\lambda$ is abelian, there are different formulas for $e$-positivity of $X_\lambda(x, q)$ [7, 12, 1]. When $q = 1$, the best known result is when the bounce number of $\lambda$ is 3, proved by Cho and Hong in 2019 [6].

We will relate our work with rook placements and $q$-hit numbers, studied by Abreu and Nigro to describe the coefficients for the $e$-positivity, in Section 4.

2.3. **Linear relations of chromatic quasisymmetric functions.** Now we are ready to list known linear relations between $X_\lambda$ for different $\lambda$.

**Theorem 11** ([16] for LLT variant, [10] for $q = 1$). Let $\lambda$ be a partition such that $\lambda_i + 2 \leq \lambda_{i-1}$ for some $i \geq 2$. Let $\mu^0 = \lambda, \mu^1, \mu^2$ be partitions defined by $\mu_j^a = \lambda_j$ if $j \neq i$ and $\mu_i^a = \lambda_i + a$ for $a = 0, 1, 2$. Then

$$X_{\mu^0}(x, q) - X_{\mu^1}(x, q) = q(X_{\mu^1}(x, q) - X_{\mu^2}(x, q))$$

when $\lambda_{n-\lambda_i-1} = \lambda_{n-\lambda_i}$.

The following figure 3 is an example of $\mu^2, \mu^1$, and $\mu^0$ that satisfies the linear relations from Theorem 11.

**Remark.** Note that the formula in Theorem 11 is equivalent to

$$X_{\mu^0}(x, q) + qX_{\mu^1}(x, q) = [2]_q X_{\mu^1}(x, q)$$

(1)
When \( q = 1 \), the formula says that \( X_{\mu^1}(x, q) \) is an average between \( X_{\mu^0}(x, q) \) and \( X_{\mu^2}(x, q) \).

**Theorem 12** ([13]). Let \( \lambda \) be a partition such that \( \lambda_i + \ell \leq \lambda_{i-1} \) for some \( i \geq 2 \). Let \( \nu^0 = \lambda, \nu^1, \ldots, \nu^\ell \) be partitions defined by \( \nu^a_j = \lambda_j \) if \( j \neq i \) and \( \nu^a_i = \lambda_i + a \) for \( a = 0, 1, \ldots, \ell \). Assume that \( \lambda_n - \lambda_i = \lambda_{n-1} - \lambda_i \cdots = \lambda_{n-\ell+1} - \lambda_i \). Then for \( 0 \leq k \leq \ell \), we have

\[
[q^{\ell-k}][k]_q X_{\nu^{e}}(x, q) = [\ell]_q X_{\nu^{h}}(x, q)
\]

The following figure 4 is an example of \( \nu^{0}, \nu^{\ell}, \) and \( \nu^{k} \) that satisfies the linear relations from Theorem 12.

**Figure 4. Example of \( \nu^{0}, \nu^{\ell}, \) and \( \nu^{k} \)**

Note that there exist column versions of Theorem 11 and 12 by applying \( X_{\lambda}(x, q) = X_{\lambda^\prime}(x, q) \). This identity follows from the definition and their palindromicity.

3. **Explicit formulas for \( e \)-positivity for abelian cases**

We need the following notations:

**Definition 13.** Let \( a_i \in \mathbb{Z}_{\geq 0} \) for all \( i \in [k] \) and \( a = a_1 + \cdots + a_k \). Then

\[
\binom{a}{a_1, \ldots, a_k}_q = \frac{[a]_q!}{[a_1]_q! \cdots [a_k]_q!}, \text{ where } [a]_q! = [a]_q[a-1]_q \cdots [1]_q
\]
is a polynomial in $q$ with non-negative coefficients, which we call \textit{multinomial coefficients} of $q$-integer.

For this section, we assume that $\lambda$ is abelian, although some of formulas in this section can be applied to non-abelian cases. Let $\lambda = (\lambda_1, \cdots, \lambda_\ell) \subset \ell \times (n-s)$ with $\ell \leq s$ and $(n-s)^\ell$ be a rectangle $i \times (n-s)$ for $i \leq s$.

We introduce explicit formulas of $X_\lambda(x, q)$ linearly expanded in terms of $X_{((n-s)^\ell)}$, $i = 0, \cdots, \ell$. Understanding this formula would help to find formulas for $e$-positivity for $X_\lambda(x, q)$ as well as the case when $\lambda$ is non-abelian. The following is an example for the explicit formula for $X_\lambda(x, q)$ when $\lambda = (\lambda_1, \cdots, \lambda_4)$, $s = \ell = 4$ and $n \geq 8$. For convenience, we denote $X_\lambda(x, q)$ by $X_\lambda$.

$$X_\lambda = \frac{1}{[n-4]_q \cdots [n-7]_q} \times \left\{ [n-4-\lambda_1]_q \cdots [n-7-\lambda_4]_q X_{((n-4)^4)} + \left( q^{n-7-\lambda_4} [4]_q [\lambda_4]_q [n-6-\lambda_3]_q [n-5-\lambda_2]_q [n-4-\lambda_1]_q ight. ight.$$

$$+ q^{n-6-\lambda_1} [3]_q [\lambda_3-\lambda_4]_q [n-5-\lambda_2]_q [n-4-\lambda_1]_q [n-7]_q 
+ q^{n-5-\lambda_2} [2]_q [\lambda_2-\lambda_3]_q [n-6-\lambda_4]_q [n-4-\lambda_1]_q [n-7]_q 
+ q^{n-4-\lambda_1} [1]_q [\lambda_1-\lambda_2]_q [n-6-\lambda_4]_q [n-5-\lambda_3]_q [n-7]_q 
+ q^{n-3} [3]_q \lambda_3 q [\lambda_3]_q [n-1]_q [n-5-\lambda_2]_q [n-4-\lambda_1]_q [n-7]_q 
+ q^{n-2} [2]_q [\lambda_2]_q [\lambda_2]_q [n-1]_q [n-5-\lambda_3]_q [n-4-\lambda_1]_q [n-7]_q 
+ q^{n-1} [1]_q [\lambda_1]_q [n-1]_q [n-5-\lambda_4]_q [n-4-\lambda_1]_q [n-7]_q 
+ q^0 [3]_q X_{((n-4)^4)} \right\}$$

Before we describe each term combinatorially, observe that the number of terms in coefficients of $X_{((n-4)^4)}$ is $\binom{4}{\ell}$ and the total number of terms for all coefficients is $\sum_{i=0}^{4} \binom{4}{i} = 2^4$. Graphs in figure 5 are six combinatorial objects that are used to compute coefficients of $X_{((n-4)^4)}$. (Note that $\binom{4}{2.2} = \frac{4!}{2!2!} = [3]_q \cdot [4]_q = [3]_q \cdot (1 + q^2).$)

To state the explicit formulas, we first define a graph $G_I$ for a positive integer $r \leq \ell$ and $I \in \binom{[\ell]}{r}$ as follows. There are $\ell + 2$ vertices, labeled by $0, 1, \ldots, \ell + 1$. For
Figure 5. Graphs for coefficients of $X_{((n-4)^2)}$

$I = \{a_1 < a_2 < \cdots < a_r\}$, join a vertex $a_1$ to a vertex $b_1$ such that the $b_1$ is the largest integer less than $a_1$ contained in $\{0\} \cup I'$ where $I' = \{i \mid 1 \leq i \leq \ell, i \notin I\}$. Second, join a vertex $a_2$ to a vertex $b_2$ such that the $b_2$ is the largest integer less than $a_2$ contained in $\{0\} \cup (I' \setminus \{b_1\})$. Note that the set always contains 0.

Repeat the procedure for all $i = 1, \cdots, r$. Then, join the remaining vertices in $I$ to the vertex $\ell + 1$, and then join the vertex $\ell + 1$ to the vertex 0 so that the
number of total edges is the same as \( \ell \). Note that there could be multiple edges between the vertex 0 and the vertex \( \ell + 1 \). Also, note that there is no crossing in each graph, i.e., there is no two edges \((p_1, q_1), (p_2, q_2)\) such that \( p_1 < p_2 < q_1 < q_2 \) by the construction. Note that for a given edge \((p_1, q_1)\), \( p_1 \) is in \( I \) or is 0, and \( q_1 \) is in \( I \) or is \( \ell + 1 \).

The following figure 6 denotes \( G_I \) when \( \ell = 4, r = 2 \) and \( I = \{1, 4\} \).

![Figure 6. \( G_I \) when \( \ell = 4, r = 2 \) and \( I = \{1, 4\} \)](image)

Note that \( G_I \) can be described in terms of different combinatorial objects, such as 0−1 strings, Ferrer diagrams, or link patterns. They appear in the study of maximal parabolic Kazhdan-Lusztig polynomials [18].

Now we are ready to state the rectangular lemma.

**Theorem 14** (rectangular lemma). Let \( \lambda = (\lambda_1, \cdots, \lambda_\ell) \subset \ell \times (n-s) \) with \( \ell \leq n-s \). Then \( X_\lambda \) is the same as

\[
\frac{1}{[n-s]_q[n-s-1]_q \cdots [n-\ell-s+1]_q} \sum_{r=0}^{\ell} F_{r,n-s}^\ell(\lambda) \cdot X_{\ell \times (n-s)r},
\]

where \( F_{r,n-s}^\ell(\lambda) \)'s are unimodal polynomials in \( q \) with non-negative coefficients. Explicitly, we have

\[
F_{r,n}^\ell(\lambda) = \sum_{I \in \binom{[n]}{r}} q^{d_{\lambda,I}} c_I \cdot f(\ell, m, \lambda, I),
\]

where the each term appearing in the right-hand side is a non-negative polynomial with the same center.

**Remark.** Since all terms in denominators, \([n-s]_q, \cdots, [n-\ell-s+1]_q\), should be greater than 0, this formula only works when \( \ell \leq n-s \).

Before we prove rectangular lemma, we first define \( f(s, m, \lambda, I), c_I, \) and \( d_{\lambda,I} \) in order. First, we define \( f(\ell, m, \lambda, I) \) associated to each \( G_I \) as follows:

Let \( \lambda_i = 0 \) if \( i > s \) for convenience. Define \( \lambda_0 \) by \( m \), the second input for the function \( f \). For the proof of Theorem 14, \( m \) is equal to \( n-s \). Define

\[
f(\ell, m, \lambda, I) := \prod_1^{\ell} [\lambda_{i+1} - \lambda_{i} - l_i + 1]_q,
\]

where the product runs over all edges \((b_i, a_i)\) of \( G_I \) and \( l_i \) is the number of edges \((b_j, a_j)\) such that \( b_i \leq b_j < a_j \leq a_i \). Note that \( j \) can be equal to \( i \) hence \( l_i \geq 1 \). We call the number the length of the edge \((b_i, a_i)\), denoted by \(|(b_i, a_i)|\). In other word, the length of an edge is defined by the number of edges under the given edge when we draw edges similar to the above figures. If there are \( x \) multiple edges \((0, \ell + 1), \)
then define the lengths of those $x$ edges by $\ell - x + 1, \cdots, \ell$.

Although $f(\ell, m, \lambda, I)$ is well-defined for any integer $m$, it is not always positive. For Theorem~\ref{thm:mainthm} we have $m = n - s \geq \lambda_1$ so that $(m, \lambda_1, \cdots, \lambda_{\ell})$ is a partition. Then the following holds:

**Lemma 15.** If $f(\ell, n - s, \lambda, I)$ is not zero, then each term in $f(\ell, n - s, \lambda, I)$ is a positive polynomial.

**Proof.** We will show that if $f$ is nonzero, each term $[\lambda_{\ell+1-a_i} - \lambda_{\ell+1-b_i} - l_i + 1]_q$ is a positive polynomial. Assume otherwise. Consider a pair $(b_i, a_i)$ such that $\lambda_{\ell+1-a_i} - \lambda_{\ell+1-b_i} - l_i + 1$ is negative and $l_i$ is minimal. If $l_i$ is 1 then the term is obviously positive. If $l_i > 1$, then there exist a positive integer $x$ and integers $b_i + 1 = p_1 < p_2 < \cdots < p_k < p_{x+1} = a_i$ where $(p_1, p_2 - 1), (p_2, p_3 - 1), \ldots, (p_x, p_{x+1} - 1)$ are edges of $G$. By the construction, $\lambda_{\ell+2-p_{x+1}} - \lambda_{\ell+1-p_{x+1}} - l_i + 1$ is positive, i.e., $\lambda_{\ell+2-p_{x+1}} - \lambda_{\ell+1-p_{x+1}} - l_i \geq 0$. Let $l^{(j)}$ be the length of $(p_j, p_{j+1} - 1)$. Then

$$l_i = 1 + \sum_{j=1}^{x} l^{(j)}$$

and

$$\lambda_{\ell+1-a_i} - \lambda_{\ell+1-b_i} - l_i + 1 \geq \lambda_{\ell+2-p_{x+1}} - \lambda_{\ell+1-p_{x+1}} - l_i + 1$$

$$= \sum_{j=1}^{x} (\lambda_{\ell+2-p_{j+1}} - \lambda_{\ell+1-p_{j}} - l^{(j)})$$

$$\geq 0,$$

which makes a contradiction. \hfill \square

The following figure is a graph for $f(\ell, n - s, \lambda, I)$ when $\lambda = (\lambda_1, \cdots, \lambda_4)$, $\ell = s = 4$, $r = 2$, $I = \{1, 4\}$ and $(b_1, a_1) = (0, 1), (b_2, a_2) = (3, 4), (b_4, a_4) = (0, 5)$.

![Figure 7. $f(4, n - 4, \lambda, I)$ when $I = \{1, 4\}$](image_url)

Secondly, we define $c_{\ell}$ which only depends on $I \in \binom{[r]}{\ell}$. Since the set $I$ determines the graph $G$, we define $c_{\ell}$ for a given graph $G$ and we denote by $c_{G}$. First of all, if the vertex 0 and $\ell+1$ are not connected, add an edge between them. If there are multiple edges between the vertex 0 and $\ell+1$, delete all edges except one edge. Now we define the $c_{G}$ inductively. At each step, we delete the edge of the longest length. Then there exist integers $0 \leq p_1 < p_2 < \cdots < p_y < p_{y+1} \leq \ell + 2$ where the vertex $p_1$ is the non-isolated vertex of minimal label (which should be either 0 or 1), $p_{y+1} - 1$ is the non-isolated vertex of maximal label, and $(p_1, p_2 - 1), (p_2, p_3 - 1), \ldots, (p_y, p_{y+1} - 1)$ are edges of $G$. For example, when $G$ is the graph in Figure 7 we have $p_1 = 0$, $p_2 = 2$, $p_3 = 6$. 

$$[\lambda_4]_q [\lambda_1 - \lambda_2]_q [n - 4 - \lambda_3 - 1]_q [n - 4 - 3]_q$$
EXPLICIT FORMULAS FOR \( \epsilon \)-POSITIVITY OF CHROMATIC QUASISYMMETRIC FUNCTIONS

For \( i \)-th edge \((p_i, p_{i+1} - 1)\) of such edges, we can define a induced subgraph \( G_i \) of \( G \) with vertices \( p_i, p_i + 1, \ldots, p_{i+1} - 1 \). Let \( n_i \) be the number of edges of \( G_i \). Then \( c_G \) is inductively defined by

\[
\left( \sum_{i=1}^y n_i \right) \prod_{i=1}^y c_{G_i}.
\]

Note that to compute \( c_G \), for each \( i \), one needs to relabel the vertices of \( G_i \) so that the left most vertex \( p_i \) is relabeled by 0, the vertex \( p_{i+1} \) is relabeled by 1, etc. Also for a graph \( G' \) with one edge, define \( c_{G'} \) by 1. For the graph in Figure 2, we have \( c_G = \left( \frac{3}{1,2} \right)_q c_G \). The above formula shows that \( c_G \) is in \( \mathbb{N} [q] \), and by inductively using the definition of \( c_H \) for all \( H \) appearing during the induction, we have the following:

**Lemma 16.** We have

\[
c_G = \frac{[\ell]_q!}{\prod_{(b_i, a_i)}([b_i, a_i])_q}
\]

where \((b_i, a_i)\) runs over all \( \ell \) edges of \( G \).

The proof of Lemma 16 directly follows from the inductive definition of \( c_G \). Note that it is easier to compute \( c_G \) but it is not clear that the right-hand side is indeed in \( \mathbb{N} [q] \).

**Remark.** The term \( \frac{[\ell]_q!}{\prod_{(b_i, a_i)}([b_i, a_i])_q} \) appears in a \( q \)-analog of Knuth’s tree hook-length formula studied by Bjorner and Wachs [4], hence the definition of \( c_G \) in this paper shows another proof that \( c_G \) is in \( \mathbb{N} [q] \).

At last, for \( I = \{a_1, \ldots, a_r\} \), define \( d_{\lambda, I} \) as follows:

\[
d_{\lambda, I} := r(n - s) - \sum_{i=1}^r (\ell - r + i - a_i) - \sum_{i=1}^r \lambda_{\ell - a_i + 1}.
\]

We first show the following:

**Theorem 17.** All terms \( q^{d_{\lambda, I}} c_I \cdot f(\ell, n - s, \lambda, I) \) in \( F^{\ell, n-s}_{r, I} (\lambda) \) have the same center when \( r \) is fixed.

**Proof.** Let \( \lambda = (\lambda_1, \cdots, \lambda_r) \) and let \( r \) is fixed. Then the degree of \( q^{d_{\lambda, I}} \) is

\[
r(n - s) - \sum_{i=1}^r (\ell - r + i - a_i) - \sum_{i=1}^r (\lambda_{\ell - a_i + 1}),
\]

and the center of \( c_I \) and \( f(\ell, n - s, \lambda, I) \) are

\[
\frac{1}{2} \left( \frac{\ell(\ell + 1)}{2} - \sum_{i=1}^\ell l_i \right) \quad \text{and} \quad \frac{1}{2} \sum_{i=1}^\ell (\lambda_{\ell - a_i + 1} - \lambda_{\ell - b_i + 1} - l_i),
\]

respectively.

In addition, note that

\[
\frac{1}{2} \sum_{i=1}^r (\lambda_{\ell - a_i + 1} - \lambda_{\ell - b_i + 1}) - \sum_{i=1}^r (\lambda_{\ell - a_i + 1}) = -\frac{1}{2} \{ \lambda_1 + \cdots + \lambda_\ell \} + \frac{1}{2} \{(n - s)(\ell - r)\}
\]

Thus, the center of \( q^{d_{\lambda, I}} c_I \cdot f(\ell, n - s, \lambda, I) \) is as follows:
For Lemma 18, I suggest that to get a nonzero term, when choosing \( b \) if \( f \) does not hold, there exists a number \( F \) which is the same as the center of \( X \).

Proof of rectangular lemma.

We need three steps to prove Theorem 14:

1. For given \( \lambda \) and \( I \), if \( \lambda_{\ell-j} = \lambda_{\ell-j+1}, \ j \notin I \) and \( j + 1 \in I \), then we have
   \[
f(\ell, m, \lambda, I) = 0.
   \]
2. If \( f(\ell, m, \lambda, I) \) is nonzero and \( \lambda_{\ell-j-x+1} = \cdots = \lambda_{\ell-j+1} \) for some \( 1 \leq x \leq \ell - j + 1 \), then there exists the unique \( 0 \leq y \leq x \) such that
   \[
   I \cap \{j, \cdots, j + x\} = \{j, \cdots, j + y\}.
   \]
   Here, \( y = 0 \) means that \( \{j, j + 1, \cdots, j + y\} \) is the empty set.

Remark. For Lemma 18, \( m \) can be any integer, namely, \( m \geq \lambda_1 \) is not necessary.

The first lemma directly follows since \( (j, j + 1) \) is an edge in \( G_I \). The lemma suggests that to get a nonzero term, when choosing \( I \), one has to choose \( j \) before \( j + 1 \) when \( \lambda_{\ell-j} = \lambda_{\ell-j+1} \). The second lemma also follows since if Equation (1) does not hold, there exists a number \( a \in [j, j + x - 1] \) such that \( a \notin I \) and \( a + 1 \in I \). This makes a contradiction.

Now we prove the rectangular lemma.

Proof of rectangular lemma. We need three steps to prove Theorem 14.

Step I. Show that the theorem holds when \( \lambda = ((n-s)^c) \) for all \( 0 \leq s' \leq \ell \).

Step II. Show that \( F^{\ell,n-s}(\lambda) \) satisfies the row and column linear relations in Theorem 11.

Step III. Prove that \( F^{\ell,n-s}((n-s)^c) \) from the first step and the linear relations from second step determine \( F^{\ell,n-s}(\lambda) \) for any \( \lambda \subseteq \ell \times (n-s) \).

Step I. The Theorem 14 holds when \( \lambda' = ((n-s)^c) \) for all \( 0 \leq s' \leq \ell \).
Explicit Formulas for $\alpha$-Positivity of Chromatic Quasisymmetric Functions

**Proof.** First of all, we need to show $F_{\ell,n-s}((n-s)\lambda') = 0$ for $s' \neq r$. We first show that $f(\ell, n-s, (n-s)\lambda', I) = 0$ for all $I$ when $s' \neq r$, and $[n-s]_q \cdots [n-s-\ell+1]_q$ if $s' = r$.

Assume that $f(\ell, n-s, (n-s)\lambda', I)$ is nonzero. Then we have $\ell \in I$ because otherwise $(\ell, \ell+1)$ is an edge. Then by Lemma 18, $I$ must be $\{\ell - r + 1, \ell - r + 2, \cdots, \ell\}$. Therefore, $s' = r$, and $F_{(n-s)r}(r) = [n-s]_q \cdots [n-s-\ell+1]_q$, since $d_{(n-s)r}, I = c_I = 1$ for $I = \{\ell - r + 1, \ell - r + 2, \cdots, \ell\}$. It implies that

$$
\frac{1}{[n-s]_q \cdots [n-s-1]_q} \sum_{s'=0}^\ell F_{\ell,n-s}^{\lambda}(\lambda) \cdot X_{((n-s)\lambda')},
$$

$$
= \frac{1}{[n-s]_q \cdots [n-s-\ell+1]_q} \times [n-s]_q \cdots [n-s-\ell+1]_q X_{((n-s)r)}
$$

$$
= X_{((n-s)r)}
$$

\[\square\]

**Step II.** $F_{\lambda}(r)$ satisfies the row and column linear relations in Theorem 12.

**Proof.** We have to check that the stated formula satisfies the linear relations from Theorem 11. We divide the linear relations into the row relation and the column relation. We show the row relation first.

Since $s, \ell, n$ does not vary in the proof, we simply write $f(\ell, n-s, \lambda, I)$ by $f(\lambda, I)$, and $F_{r}^{\ell,n-s}(\lambda)$ by $F_r(\lambda)$. Let $\lambda^0 = \mu, \lambda^1, \lambda^2$ be partitions defined by $\lambda^0_j = \mu_j$, if $j \neq i$ and $\lambda^1_i = \mu_i + a$ for $a = 0, 1, 2$. We have to show $F_r(\lambda^0) + q \cdot F_r(\lambda^2) = [2]_q F_r(\lambda^1)$. Since $c_I$ only depends on $I$, thus when $r$ and $I$ are fixed, it is enough to show

$$
q^{d_0} f(\lambda^0, I) + q \cdot q^{d_2} f(\lambda^2, I) = [2]_q q^{d_i} f(\lambda^1, I)
$$

where $d_i = d_{\lambda^i}$. In addition, since $f(\lambda, I)$ for $j = 0, 1, 2$ have the same terms except the term containing $\mu_i$, it is enough to consider the terms with $\mu_i$.

If $\ell - i + 1 \in I$, then, by the way $d_{\lambda^i}$ is defined, $d_0 = d_1 + 1 = d_2 + 2$. Then we have $q^{d_0}[\mu_i - K]_q + q \cdot q^{d_2}[\mu_i + 2 - K]_q = q^2 \cdot q^{d_2}[\mu_i + 2 - K]_q + q \cdot q^{d_2}[\mu_i + 2 - K]_q = q \cdot q^{d_2}[2]_q [\mu_i + 1 - K]_q = [2]_q [\mu_i + 1 - K]_q$ for any integer $K$. Therefore, \[3\] holds.

If $\ell - i + 1 \notin I$, then $d_0 = d_1 = d_2$. Thus we have $q^{d_0}[M - \mu_i]_q + q \cdot q^{d_2}[M - \mu_i - 2]_q = q^{d_2}[2]_q [M - \mu_i - 1]_q$ for any integer $M$. Therefore, the row relation from Theorem 11 holds for $F_r(\lambda)$.

Next, we need to show this formula satisfies the column relation. For a partition $\mu$ with $i$ such that $\mu_i + 1 = \mu_i \leq \mu_i - 1$, let $\lambda^{(0)} = \mu, \lambda^{(1)}, \lambda^{(2)}$ be partitions defined by $\lambda^{(1)}_j = \mu_j$ if $j \neq i$, $\lambda^{(1)}_i = \mu_i + 1$, and $\lambda^{(2)}_j = \mu_j$ if $j \neq i, i+1$, $\lambda^{(2)}_i = \mu_i + 1 = \lambda^{(2)}_{i+1}$. We want to show $F_{\lambda^{(0)}}(r) + q \cdot F_{\lambda^{(2)}}(r) = [2]_q F_{\lambda^{(1)}}(r)$.

For $X_{\lambda^{(1)}}$, it can be divided into 2 parts by $I$, $A$ and $B$, where $A$ is the collection of all $I$ such that $\ell - i + 1 \in I$, $\ell - i \notin I$ and $B$ is all other $I$'s. Note that if $I \in A$,
then \( f(\lambda^{(0)}, I) = f(\lambda^{(2)}, I) = 0 \). Thus, it is enough to show
\[
(4) \quad [2]_q \sum_{\ell \in A} q^{d_{\ell}(I)} f_1(I) = \sum_{H \in B} c_H \left( q^{d_{\ell}(H)} f_0(H) + q \cdot q^{d_{\ell}(H)} f_2(H) - [2]_q q^{d_{\ell}(H)} f_1(H) \right),
\]
where \( f_i(I) = f(\lambda^{(i)}, I) \) and \( d_{\ell,I} = d_{\lambda^{(I)},I} \) for \( i = 0, 1, 2 \). Brief idea for proving the above equation is as follows: For a given \( I' \) in \( A \), consider the subset \( B' \subset B \) consisting of a graph \( I' \) such that \( G_{H'} \) can be obtained from \( G_I \) by deleting two edges including \((\ell - i, \ell - i + 1)\) and then add two edges so that the resulting graph is of the form \( G_{H'} \). Note that there should be no crossing in \( G_{H'} \).

To describe all possible \( H' \), fix \( I' \in A \). Then there exists the unique edge \( \delta \) (denote by \((\delta_b, \delta_a)\)) in \( G_{I'} \) such that the edge is the shortest edge with \( \delta_b < \ell - i < \ell - i + 1 < \delta_a \). Then there exist edges \((\beta_{ib}, \beta_{ia}), (\beta_{2b}, \beta_{2a}), \ldots, (\beta_{m_{2b}}, \beta_{m_{2a}})\) of \( G_{I'} \) such that \( \beta_{ib} = \ell - i + 2, \beta_{j' + 1} = \beta_{j'a} + 1 \) for \( j' = 1, 2, \ldots, m_2 - 1 \), and \( \beta_{m_{2a}} = \delta_a - 1 \). Denote \((\beta_{j'b}, \beta_{j'a})\) by \( \beta_{j'} \). In other words, edges \( \beta_{j'} \) are consecutive edges between the vertices \( \ell - i \) and \( \delta_a \). Similarly, define edges \( \alpha_j = (\alpha_{jb}, \alpha_{ja}) \) by \( \alpha_{ja} = \ell - i - 1, \alpha_{j + 1, j} = \alpha_{jb} - 1 \) for \( j = 1, 2, \ldots, m_1 - 1 \), and \( \alpha_{m_{1b}} = \delta_b + 1 \), therefore, edges \( \alpha_j \) are consecutive edges between vertices \( \delta_b \) and \( \ell - i - 1 \). See Figure 8.
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**Figure 8.** The graph \( G_I \) under the edge \( \delta \)

Let \( G_{I_{\alpha_j}} \) be the graph associated with the graph \( G_I \) such that the edge \((\alpha_{jb}, \alpha_{ja})\) and \((\ell - i, \ell - i + 1)\) are switched into \((\alpha_{ja}, \ell - i)\) and \((\alpha_{jb}, \ell - i + 1)\), respectively. Define the graph \( G_{I_{\beta_{j'}}} \) similarly. Let \( G_{I_{\delta}} \) be the graph obtained from \( G_I \) by replacing edges \( \delta \) and \((\ell - i, \ell - i + 1)\) by \((\delta_b, \ell - i)\) and \((\ell - i + 1, \delta_a)\). Then it is clear that the subset \( B' \subset B \) consists of

(a) \( I'/\{\alpha_{ja}\} \cup \{\ell - i\} \) for \( j = 1, 2, \ldots, m_1 \)
(b) \( I'/\{\ell - i + 1\} \cup \{\beta_{j'b}\} \) for \( j' = 1, 2, \ldots, m_2 \)
(c) \( I'/\{\ell - i + 1\} \cup \{\ell - i\} \).

Denote the set in (a) by \( I_{\alpha_j} \), the set in (b) by \( I_{\beta_{j'}} \), and the set (c) by \( I_{\delta} \). For simplicity, we often denote \( G_{I_{\alpha_j}} \) by \( G_{\alpha_j} \), and we do similarly for \( \beta_{j'} \) and \( \delta \). Figure 9 is an example of a graph \( G_{\alpha_j} \) associated with graph \( G_I \).

Let \([G^k_{I'}]_q\) be \( f(\lambda^{(k)}, I') \) and let \([G^k_e]_q\) be \( f(\lambda^{(k)}, I_e) \) for an edge \( e \in \{\delta, \alpha_j, \beta_{j'} \} \) for \( j = 1, 2, \ldots, m_1, j' = 1, 2, \ldots, m_2 \) when \( k = 0, 1, 2 \). Let \( d_{k,j} \) be \( d_{\lambda^{(k)}, j} \) when
Now we are ready to prove Equation (4).

**Proposition 19.** For given $j \leq m_1$ and $j' \leq m_2$, we have the following:

(a) \( q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q = q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q + q \cdot q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q - [2]_q q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q \)

(b) \( q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q = q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q + q \cdot q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q - [2]_q q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q \)

(c) \( q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q = q^{d_{0,\alpha_j}}[G_{\alpha_j}^0]_q + q \cdot q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q - [2]_q q^{d_{1,\alpha_j}}[G_{\alpha_j}^1]_q \)

**Proof.** We will only prove (a) and (c), since the proof of (b) is similar to (a).

Note that \( d_{0,\alpha_j} = 1 + d_{1,\alpha_j} = 2 + d_{2,\alpha_j} \). Also, we have

\[
\begin{align*}
d_{1,\ell} &= d_{1,\alpha_j} + \mu_i - \mu_{\ell-\alpha_j} + 1 - (\ell - i) + \alpha_ja \\
&= d_{1,\alpha_j} + \mu_i - \mu_{\ell-\alpha_j} + 1 - \sum_{l=1}^{\ell-i} |\alpha_l| - 1
\end{align*}
\]

Also note that \([G_{\alpha_j}^1]_q\) and \([G_{\alpha_j}^k]_q\) have exactly the same terms except terms with \(\mu_i, \mu_{\ell-\alpha_j} + 1, \) and \(\mu_{\ell-\alpha_j} + 1\) for \(k = 0, 1, 2\). Therefore, it is enough to check terms
with \( \mu_i, \mu_{\ell - \alpha_{ja}} + 1 \), and \( \mu_{\ell - \alpha_{jb} + 1} \). We have

\[
RHS \text{ of } (a) = q^{d_{0,1}\alpha_j} [G^0_{\alpha_j}]_q + q \cdot q^{d_{2,1}\alpha_j} [G^2_{\alpha_j}]_q - [2]_q q^{d_{1,1}\alpha_j} [G^1_{\alpha_j}]_q
\]

\[
= q^{d_{1,1}\alpha_j} \left( q \cdot [\mu_i - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] q \cdot [\mu_i - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] q
\]

\[
+ \left[ \mu_i + 1 - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l| \right] q \cdot \left[ \mu_i + 1 - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l| \right] q
\]

\[
- [2]_q q^{d_{1,1}\alpha_j} [\mu_i - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] q \cdot [\mu_i + 1 - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] q
\]

\[
= q^{d_{1,1}\alpha_j} \left( [\mu_i + 1 - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] - [\mu_i - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|] \right)
\]

\[
= q^{d_{1,1}\alpha_j} \cdot q^{\mu_i - \mu_{\ell - \alpha_{ja} + 1} - \sum_{l=1}^{j-1} |\alpha_l|} [\mu_{\ell - \alpha_{ja} + 1} - \mu_{\ell - \alpha_{ja} + 1} - (|\alpha_j| - 1)] q
\]

\[
= q^{d_{1,1} + \sum_{l=1}^{j-1} |\alpha_l|} [\mu_{\ell - \alpha_{ja} + 1} - \mu_{\ell - \alpha_{ja} + 1} - (|\alpha_j| - 1)] q = LHS \text{ of } (a).
\]

For proving Part (c), first note that

\[
d_{1,1} = d_{0,1} = d_{1,1} = d_{2,1} + 1.
\]

Then after canceling all common terms, we have

\[
q^{d_{0,1}\alpha_j} [\mu_i - K] [M - \mu_i] q + q^{1+d_{2,1}\alpha_j} [1 + \mu_i - K] [M - \mu_i - 1] q
\]

\[
- [2]_q q^{d_{1,1}\alpha_j} [\mu_i - K] [M - \mu_i - 1] q.
\]

\[
= q^{d_{1,1}\alpha_j} [M - K - 1] q
\]

where \( K = \mu_{\delta_b} - \sum_{j=1}^{m_1} |\alpha_j| \) and \( M = \sum_{j=1}^{m_2} |\beta_{i'}| + \mu_{\delta_a} \). Note that,

\[
M - K - 1 = \mu_{\delta_a} - \mu_{\delta_b} - |\delta| + 1
\]

hence we proved (c). \( \square \)

Note that we have not used the term \( c_I \). The following proposition related to \( c_I \) is enough to show that \( F_\lambda(r) \) satisfies the column linear relation.

**Proposition 20.** For a given \( I \) satisfying \( \ell - i \notin I \) and \( \ell - i + 1 \in I \), we have

\[
[2]_q c_{G_{ia}} = \sum_{j=1}^{m_1} q^{1+\sum_{l=1}^{j-1} |\alpha_l|} c_{G_{ia_j}} + \sum_{j'=1}^{m_2} q^{1+\sum_{l=1}^{j'-1} |\beta_{i'}} c_{G_{i'j'}} + c_{G_{ia}}.
\]
Note that Propositions 19 and 20 prove the column linear relation of \( F_r(\lambda) \). By Lemma 16 one can compute the following ratios:

\[
\begin{align*}
\frac{c_{G_{i}a_{j}}}{c_{G_{i}}} &= \frac{[|\alpha_{j}|]_{q}}{[1 + \sum_{i=1}^{j-1} |\alpha_{i}|]_{q} \cdot [1 + \sum_{i=1}^{j} |\alpha_{i}|]_{q}}, \\
\frac{c_{G_{i}b_{j'}}}{c_{G_{i}}} &= \frac{[|\beta_{j'}|]_{q}}{[1 + \sum_{i=1}^{j'-1} |\beta_{i}|]_{q} \cdot [1 + \sum_{i=1}^{j'} |\beta_{i}|]_{q}}, \\
\frac{c_{G_{i}b_{j'}}}{c_{G_{i}}} &= \frac{[2 + \sum_{i=1}^{m_{1}} |\alpha_{i}| + \sum_{i=1}^{m_{2}} |\beta_{i}|]_{q}}{[1 + \sum_{i=1}^{m_{1}} |\alpha_{i}| + \sum_{i=1}^{m_{2}} |\beta_{i}|]_{q}}.
\end{align*}
\]

By the following two lemmas, the proposition 20 is proved.

**Lemma 21.** Let \( a_i \in \mathbb{Z}_{\geq 0} \) for \( i = 1, \cdots, n \), and \( a = \sum_{i=1}^{n} a_i \). Then we have

\[
\sum_{i=1}^{n} q^{a_1 + \cdots + a_{i-1} + 1} [a_i]_{q} \frac{[a_i]_{q}}{[a_1 + \cdots + a_i + 1]_{q}} + 1 = 1 - \frac{1}{[a + 1]_{q}}.
\]

**Proof of Lemma 21.** For all \( i = 1, \cdots, n \),

\[
q^{a_1 + \cdots + a_{i-1} + 1} [a_i]_{q} = [a_1 + \cdots + a_i + 1]_{q} - [a_1 + \cdots + a_{i-1} + 1]_{q}.
\]

Therefore,

\[
\sum_{i=1}^{n} q^{a_1 + \cdots + a_{i-1} + 1} [a_i]_{q} \frac{[a_i]_{q}}{[a_1 + \cdots + a_i + 1]_{q}} + 1 = 1 - \frac{1}{[a + 1]_{q}}.
\]

**Lemma 22.** Let \( a, b \in \mathbb{Z}_{\geq 0} \). Then we have

\[
\frac{[a + b + 2]_{q}}{[a + 1]_{q}[b + 1]_{q}} - \frac{1}{[a + 1]_{q}} - \frac{1}{[b + 1]_{q}} = q - 1.
\]

**Proof of Lemma 22.** It follows that

\[
\frac{[a + b + 2]_{q}}{[a + 1]_{q}[b + 1]_{q}} - \frac{1}{[a + 1]_{q}} - \frac{1}{[b + 1]_{q}} = \frac{[a + b + 2]_{q} - [a + 1]_{q} - [b + 1]_{q}}{[a + 1]_{q}[b + 1]_{q}} - \frac{q^{a+1} - 1}{[a + 1]_{q}} = q - 1.
\]

Proposition 20 is proved by setting \( a_j, b_{j'} \) by \( |\alpha_j|, |\beta_{j'}| \). Therefore, \( F_r(\lambda) \) holds for the column linear relations from Theorem 11 proving Step II.

**Step III.** \( F_r((n - s)^{s'}) \) from the first step and the linear relations from second step determine \( F_r(\lambda) \) for all \( \lambda \in \ell \times (n - s) \). This step was proved by Per 2 [Proposition 28], hence we proved Theorem 14 (rectangular lemma). 

\[ \square \]
Let \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \subset \ell \times (n-s) \) with \( \ell \leq s \leq (n-s) \). It is known that \( X_\lambda \) is a linear combination of \( \{e_n, e_{n-1,1}, \ldots, e_{n-\ell,\ell}\} \). In addition, \( X_{((n-s)')} \in \text{Span}\{e_n, \ldots, e_{n-i,i}\} \) and when \( i \neq j \), \( X_{((n-s)')} \) and \( X_{((n-s)''')} \) are linearly independent because \( e_{n-i,i} \) and \( e_{n-j,j} \) are linearly independent. There are some explicit formulas of coefficients of \( X_{((n-s)')} \) with \( e \)-basis in \([7,1]\). Without using the formulas from \([7,1]\), we found the other explicit formula for \( X_\lambda \) with \( e \)-basis in combinatorial way which is similar to Theorem 14.

**Theorem 23.** Let \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \subset \ell \times (n-\ell) \) for some \( \ell \leq n/2 \). Then \( X_\lambda \) is the same as

\[
\sum_{r=0}^{\ell} \lambda(n - 2r)!q^{n-r-\ell}G_r(\lambda) \cdot e_{n-r,r},
\]

where \( G_r(\lambda)'s \) are unimodal polynomials in \( q \) with non-negative coefficients. Explicitly, we have

\[
G_r(\lambda) = \sum_{I \in (\ell')^r} q^{d_{\lambda,I}} c_I \cdot f(\ell, n-r-1, \lambda, I),
\]

where the each term appearing in the right-hand side is a non-negative polynomial with the same center. \( q^{d_{\lambda,I}} \) is defined by

\[
q^{d_{\lambda,I}} := r(n - r) - \sum_{i=1}^{\ell} (r + a_i) - \sum_{i=1}^{r} \lambda_{a_i+1}
\]

where \( I = \{a_1, \ldots, a_r\} \).

Note that we do need \( \ell \leq n-\ell \) since \( [n-r-\ell-1] q! \) is well-defined when \( n-r-\ell-1 \) is non-negative. However, it is known that \( X_\lambda = X_{\lambda'} \) where \( \lambda' \) is the conjugate of \( \lambda \) so that Theorem 23 implies e-positivity of \( X_\lambda \) for the abelian case.

Before we prove Theorem 23, we show that \( G_r(\lambda) \) is a non-negative polynomial. If \( f(\ell, n-r-1, \lambda, I) \) is nonzero, then \( r \) must be less than or equal to the length of \( \lambda \) (say \( k \)) by Lemma 11. Since \( \lambda \) is contained in a rectangle, we have \( \lambda_1 \leq n-r \). Then \( f(\ell, n-r-1, \lambda, I) \) is positive if \( \lambda_1 < n-r \) by Lemma 15, but when \( \lambda_1 = n-r \), we cannot apply Lemma 15. However, in that case, \( I \) should be \( \{\ell-r+1, \ell-r+2, \ldots, \ell\} \) and in that case \( f(\ell, n-r-1, \lambda, I) \) is positive. Therefore, \( G_r(\lambda) \) is non-negative polynomial.

Now, we prove the Theorem 23.

**Proof.** We need three steps to prove the Theorem 23.

**Step I** Show that the theorem holds when \( \lambda = ((n-a)^a) \) for all \( 0 \leq a \leq n-1 \).

**Step II** Show that \( G_r(\lambda) \) satisfies the row and column linear relations in Theorem 11.

**Step III** Prove that \( G_r((n-a)^a) \) from the first step and the linear relations from second step determine \( G_r(\lambda) \) for abelian \( \lambda \).

**Step I** The Theorem 23 holds when \( \lambda = ((n-a)^a) \) for all \( 0 \leq a \leq n-1 \).

**Proof.** First of all, we need to show \( G_r((n-a)^a) = 0 \) for \( a \neq r \). It is enough to show \( f(\ell, n-r-1, (n-a)^a, I) = 0 \) for all \( I \) when \( a \neq r \). Let \( I = \{a_1, \ldots, a_r\} \) and \( \lambda = (n-a)^a \).
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Define a partition \(\mu = (n - a, \ldots, n - a, 0, \ldots, 0)\) with \(\mu_{a+1} = \cdots = \mu_\ell = 0\). If \(G_r((n - a)^\mu)\) is nonzero, then \(I\) must be \(\{\ell - a + 1, \ldots, \ell - a + r\}\) by Lemma 18. It follows that \(a \geq r\). If \(a > r\), then \(f(\ell, n - r - 1, \lambda, I)\) is zero because the term from the edge \((\ell - a + r + 1, \ell + 1)\) is \((n - r - 1) - (n - a) - (a - r - 1) = 0\).

If \(a = r\), \(f(\ell, n - r - 1, \lambda, I)\) is not zero if only if \(I = \{\ell - r + 1, \ell - r + 2, \cdots, \ell\}\). In this case, we have \(q^{k_\iota, j} = c_{\iota, j} = 1\). Therefore, \(G_r((n - r)^\mu) = [n - r]_q \cdots [n - r - r + 1]_q \cdot [n - 2r - 1]_q \cdots [n - r - \ell]_q\), which implies

\[
\sum_{r=0}^{[q]} [n - 2a]_q [n - a - \ell - 1]_q [r]_q! G_r((n - a)^\mu) \cdot e_{n-r, r} \\
= [n - 2a]_q [n - a - \ell - 1]_q [r]_q! G_r((n - a)^\mu) \cdot e_{n-a, a} \\
= [n - 2a]_q [n - a - \ell - 1]_q [r]_q! \\
\times ([n - a]_q \cdots [n - 2a + 1]_q \cdot [n - 2a - 1]_q \cdots [n - a - \ell]_q e_{n-a, a} \\
= [n - a]_q [r]_q! e_{n-a, a} = X_{((n-a)^\mu)}.
\]

We observe that the differences between \(F_r(\lambda)\) and \(G_r(\lambda)\) do not affect the proof of Step II and III, therefore the proof of Step II and III from the theorem 23 is exactly the same with the proof of Step II and III from rectangular lemma (Theorem 14). Thus the proof of Theorem 23 is completed.

\(\square\)

4. Relation with Rook Placements

In this section, we describe the relationship between the previous section and rook placements.

Let \(m_1, m_2\) be positive integers with \(m_1 \leq m_2\). A rook placement in a \(m_1 \times m_2\) board is a set of \(m_1\) rooks placed in cells of the board such that there is no column or row containing more than one rook. Let \(\lambda\) be a partition contained in \(m_1 \times m_2\). Each rook placement has a \(\lambda\)-weight defined as in [8]. The weight is the number of cells \(c\) in \(m_1 \times m_2\) board such that

1. There is no rook in \(c\),
2. There is no rook to the left of \(c\),
3. If \(c\) is in \(\lambda\), then the rook on the same column of \(c\) is in \(\lambda\) and below \(c\),
4. If \(c\) is not in \(\lambda\), then the rook on the same column of \(c\) is either in \(\lambda\) or below \(c\).

Then \(q\)-hit number \(H^{m_1, m_2}_{m_1, m_2}(\lambda)\) is defined by \(\sum q^{wt_\lambda(p)}\) where the sum is over all rook placements \(p\) in \(m_1 \times m_2\) such that \(j\) rooks are in \(\lambda\) and \(wt_\lambda\) is the \(\lambda\)-weight of \(p\). If \(m_1 = m_2\), we denote \(H^{m_1, m_2}_{m_1, m_2}(\lambda)\) by \(H^{m_1}_{m_1}(\lambda)\).

Now, we are ready to describe the relationship between our work and \(q\)-hit numbers.

Theorem 24. Assume that \(\lambda\) is contained in \(\ell \times (n - s)\) where \(\ell \leq n - s\). Then we have
\[ X_\lambda(x, q) = \frac{1}{[n-s]_q[n-s-1]\cdots[n-s-\ell+1]_q} \sum_{r=0}^{\ell} H_r^{\ell,n-s}(\lambda) X_{(n-s)'}(x, q). \]

**Remark.** As of writing this paper after studying the above relationship, authors found that Theorem 24 is also noticed by Guay-Paquet (unpublished).

**Proof.** The idea of the proof is the same as the proof of Theorem 14. Prove that the right-hand side of the theorem satisfies Step I, II, and III. Step I is straightforward since \( H_r^{\ell,n-s}((n-s)_q^n) \) is zero if \( a \neq r \), and \([n-s]_q[n-s-1]_q\cdots[n-s-\ell-1]_q\) if \( a = r \). Also, \( H_r^{\ell,n-s}(\lambda) \) satisfies the row and column linear relations by [11, Lemma 4.2], which is Step II. Lastly, Step III is the same as Step III of Theorem 14, which is [22, Proposition 28].

By Theorem 14 and 24, we have the following:

**Corollary 25.** For \( \lambda \subset \ell \times (n-\ell) \), we have

\[ F_r^{\ell,n-s}(\lambda) = H_r^{\ell,n-s}(\lambda). \]

Therefore, the Corollary 25 and Theorem 14 provide a positive explicit formula for the \( q \)-hit number.

4.1. **Explicit formulas for \( e \)-positivity for abelian cases.** We start with the main theorem of Abreu-Nigro [1].

**Theorem 26** (Abreu-Nigro, 2020). Assume \( \lambda \subset \ell \times (n-\ell) \) for some \( \ell \) and \( \ell(\lambda) = k \leq \lambda_1 \).

\[ X_\lambda(x, q) = [k]_q! H_k^{n-k}(\lambda) \cdot e_{n-k,k} \]

\[ + \sum_{r=0}^{k-1} q^r [r]_q! [n-2r]_q H_r^{n-s-1}(\lambda) \cdot e_{n-r,r}. \]

Therefore, Corollary 25 also provide a manifestly positive formula for \( e \)-expansion of \( X_\lambda(x, q) \) when \( \lambda \) is abelian. One can compare Theorem 26 and Theorem 23, then the main corollary is essentially the same as Corollary 25.

5. **Explicit formulas for \( e \)-positivity for some non-abelian cases**

In this section, we apply our rectangular lemma and Theorem 23 to find a few explicit formulas for \( e \)-positivity of chromatic quasisymmetric functions when \( \lambda \) is a partition contained in a rectangle except the first row of \( \lambda \). In addition, we also suggest some conjectural formulas for \( e \)-positivity of chromatic quasisymmetric functions when \( \lambda \) is not abelian.

Let \( \lambda = (i, a, \cdots, a) \) where \( l(\lambda) = \ell \) and \( a \leq n-\ell \leq i \). Then, \( \lambda \) is a non-abelian partition but contained in a rectangle except the first row of \( \lambda \), see figure 10.

**Theorem 27.** Let \( \lambda = (i, a, \cdots, a) \) where \( l(\lambda) = \ell \) and \( a \leq n-\ell \leq i \). Then the coefficients of \( e_{n-1,1} \) of \( X_\lambda \) is the same as

\[ [n-3-a]_q \cdots [n-\ell-a]_q \cdot [n-\ell-2]_q! \]

\[ \times \left( q^{n-\ell-a} [n-1-i]_q [n-1]_q [a]_q [\ell-2]_q + q^{n-1-i} [i]_q [n-2-a]_q [n-\ell-1]_q \right). \]
Figure 10. \( \lambda = (i, a, \cdots, a) \)

**Proof.** We will often use the linear relation from Theorem 12.

Let \( \lambda^{(i)} = (i, a, \cdots, a) \) be a length of \( \ell \), where \( n - \ell \leq i \leq n - 1 \). Then, by Theorem 12,

\[
X_{\lambda^{(i)}} = \frac{[n - 1 - i]_q}{[\ell - 1]_q} X_{\lambda^{(n-\ell)}} + \frac{q^{n-1-i}[i - (n - \ell)]_q}{[\ell - 1]_q} X_{\lambda^{(n-1)}}.
\]

Let \( C_{\lambda^{(n-\ell)}} \), \( C_{\lambda^{(n-1)}} \) be the coefficient of \( e_{n-1,1} \) of \( X_{\lambda^{(n-\ell)}}, X_{\lambda^{(n-1)}} \), respectively. By Theorem 14, we have

\[
C_{\lambda^{(n-\ell)}} = [n - 2]_q [n - 3 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 2]_q ! \\
\times \left( q^{n-\ell-a}[\ell]_q [\ell - 2]_q + q^{\ell-1}[n - \ell - a]_q [n - \ell - 1]_q \right)
\]

Also, \( C_{\lambda^{(n-1)}} \) is equal to the coefficient of \( e_{n-1} \) of \( X_{((a) \ell - 1)} \), hence we have

\[
C_{\lambda^{(n-1)}} = [n - 1]_q [n - 2 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 1]_q ! ,
\]

Therefore, the coefficients of \( e_{n-1,1} \) of \( X_{\lambda^{(i)}} \) is the same as

\[
C_{\lambda^{(i)}} = \frac{[n - 3 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 2]_q !}{[\ell - 1]_q} \\
\times \left\{ [n - 1 - i]_q [n - 2]_q \left( q^{n-\ell-a}[\ell]_q [\ell - 2]_q + q^{\ell-1}[n - \ell - a]_q [n - \ell - 1]_q \right) \\
+ q^{n-1-i}[i - (n - \ell)]_q [n - 1]_q [n - 2 - a]_q [n - \ell - 1]_q \right\}
\]

(6)

We need to show the formula from the Theorem 4.1 is exactly the same as \( C_{\lambda^{(i)}} \), therefore it is enough to show

\[
(5) - (6) = \frac{[n - 3 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 2]_q !}{[\ell - 1]_q} \times C = 0.
\]

where \( C \) is as follows:
Let
\[
\lambda = (i, a, \cdots, a)
\]
where \(l(\lambda) = \ell \) and \(a \leq n - \ell \leq i\). Then the coefficients of \(e_{n-2,2}\) of \(X_\lambda\) is the same as

\[
\begin{align*}
& [n - 1 - i]_q[n - 4]_q[n - 4 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 3]_q! \times \left( q^{n-2-a} [2]_q [a]_q [n - \ell - a]_q [n - \ell - 2]_q + q^{2(n-\ell-a)} [\ell]_q [a]_q [a - 1]_q [\ell - 3]_q \right).
\end{align*}
\]

**Proof.** We also use the linear relation from Theorem \([12] \)

Let \(\lambda^{(i)}\) be \((i, a, \cdots, a)\) of length \(\ell\), where \(n - \ell \leq i \leq n - 1\). Then, by Theorem \([12] \)

we have

\[
X_{\lambda^{(i)}} = \frac{[n - 1 - i]_q}{[\ell - 1]_q} X_{\lambda^{(n-\ell)}} + \frac{q^{n-1-i}[i-(n-\ell)]_q}{[\ell - 1]_q} X_{\lambda^{(n-\ell-1)}}.
\]

Let \(D_{\lambda^{(n-\ell)}}, D_{\lambda^{(n-\ell-1)}}\) be the coefficient of \(e_{n-2,2}\) of \(X_{\lambda^{(n-\ell)}}, X_{\lambda^{(n-\ell-1)}}, \) respectively.

Since \(D_{\lambda^{(n-\ell-1)}} = 0\) and

\[
D_{\lambda^{(n-\ell)}} = [n - 4]_q [n - \ell - 3]_q ![2]_q \times \left\{ (q^{n-2-a} [\ell - 1]_q [a]_q [n - \ell - a]_q [n - 4 - a]_q \cdots [n - \ell - a]_q [n - \ell - 2]_q \\
+ q^{2(n-\ell-a)} [\ell]_q [\ell - 1]_q [a]_q [a - 1]_q [\ell - 3]_q [n - 4 - a]_q \cdots [n - \ell - a]_q \right\},
\]

Therefore,

\[
C_{\lambda(i)} = [n - 3 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 2]_q! \times \left( q^{n-\ell-a} [n - 1 - i]_q [n - 1 - i]_q [\ell - 2]_q + q^{n-1-i} [i]_q [n - 2 - a]_q [n - \ell - 1]_q \right).
\]

\[
\square
\]
Therefore, the coefficients of $e_{n-2,2}$ of $X_{\lambda(i)}$ is the same as
\[
D_{\lambda(i)} = \frac{[n-1-i]}{[\ell-1]} D_{\lambda(0)} \\
= [n-1-i] [n-4]_q [n-\ell-3]_q! \cdots [n-\ell-a]_q [n-\ell-2]_q \\
\times \left\{ (q^{n-2-a} [2]_q [n-\ell-a]_q [n-\ell-2]_q + q^{2(n-\ell-a)} [\ell]_q [a-1]_q [\ell-3]_q \right\}.
\]

Now, we use the result from Theorem 27 and rectangular lemma to find the coefficients of $e_{n-1,1}$ of $X_\lambda$ when $\lambda = (i,a,\cdots,a,b_1,\cdots,b_p)$ where $b_p \leq \cdots \leq b_1 \leq a \leq n - \ell \leq i$.

**Theorem 29.** Let $\lambda = (i,a,\cdots,a,b_1,\cdots,b_p)$ where $b_p \leq \cdots \leq b_1 \leq a \leq n - \ell - p$ and $n - \ell \leq i$. Then the coefficients of $e_{n-1,1}$ of $X_\lambda$ is the same as
\[
\frac{\ell-1}{i-1} \prod_{i=p}^n [n-3-a]_q \cdots [n-\ell-a]_q [n-\ell-p-2]_q! \\
\times \left( q^{n-1-i} [i]_q [n-2-a]_q [n-\ell-p-1]_q \prod_{i=1}^{i=p} [n-\ell-i-b_i]_q \\
+ [n-1-i]_q [n-1]_q \cdot q^{n-\ell-a} \sum_{\nu \in \{p+1\}} q^{d_{\nu,1}} f(p+1, n-\ell-1, \nu, I) [\ell+p-1-k]_q \right),
\]
where $\nu = (a,b_1,\cdots,b_p) \subset p \times a$ and $I = \{k\}$.

**Proof.** We need three steps to prove the Theorem 29:

1. **Step I** Show that the theorem holds when $\lambda^{(j)} = (i,a,\cdots,a)$ for all $\ell \leq j \leq n$.
2. **Step II** Show that the theorem satisfies the row and column linear relations in Theorem 11 when the first $\ell$ part of $\lambda$ is fixed.
3. **Step III** Prove that the first step and linear relations in Theorem 11 determine the theorem for all $\ell$ and $p$.

The idea is that the proof is very similar to the proof of Theorem 14 even though partitions appearing in this theorem is not abelian. The reason why we can apply the same argument is that the row and column linear relations can be applied when we fix the first $\ell$ part of $\lambda$, due to the inequality $a \leq n-\ell-p \leq n-\ell \leq i$. By using those linear relations, one can write $X_\lambda$ as a linear combination of $X_\rho$ where $\rho$ is one of $\lambda^{(j)} = (i,a,a,\cdots,a)$ for $\ell-1 \leq j \leq p$.

Also, note that the proof of Step III is essentially the same as the proof of Step III in Theorem 14 because $[\ell+p-1-k]_q$ is a quantity analogous to $c_I$. Thus, it is enough to show step I and step II.

**Step I** Theorem 4.3 holds when $\lambda^{(j)} = (i,a,\cdots,a)$ for all $\ell \leq j \leq p$.

**Proof.** Consider $\lambda^{(j+p')}$ for some $0 \leq p' \leq p$. We have $b_1 = \cdots b_{p'} = a$ and $b_{p'+1} = \cdots = b_p = 0$. Then $f(p+1, n-\ell-1, \nu, I) \neq 0$ only when $I = \{k\} = \{p-p'+1\}$.
by Lemma 18 and we have
\[ f(p+1, n-\ell-1, \nu, I) = [a]_q [n-\ell-1-a]_q \cdots [n-\ell-p-a]_q \]
\[ \cdot [n-\ell-p'-2]_q [n-\ell-p'-3]_q \cdots [n-\ell-p-1]_q \]
and \( d_{\nu, I} = 1 \cdot a - (p+1-k) - \nu_{p+2-k} = k - p - 1 = -p'. \) Therefore
\[ [n-3-a]_q \cdots [n-\ell-a]_q \cdot [n-\ell-p-2]_q! \]
\[ \times (q^{n-1-i}[n-2-a]_q [n-\ell-p-1]_q \prod_{i=1}^{p'} [n-\ell-i-a]_q \prod_{i=p'+1}^{p+1} [n-\ell-i]_q \]
\[ + [n-1-i]_q [n-1]_q q^{n-\ell-a-p}[a]_q \prod_{i=1}^{p'+1} [n-\ell-i-a]_q \prod_{i=p'+2}^{p+2} [n-\ell-i]_q \]
\[ = [n-3-a]_q \cdots [n-\ell-p'-a]_q \cdot [n-\ell-p'-2]_q! [\ell + p - 1 - k]_q \]
\[ \times (q^{n-1-i}[n-2-a]_q [n-\ell-p-1]_q + q^{n-\ell-a-p'}[n-1-i][n-1][a]_q [\ell + p' - 2]_q \)
\[ = \text{the coefficients of } e_{n-1,1} \text{ of } X_{\lambda(\ell+p')} \text{ by Theorem 27} \]

**Step II** The Theorem satisfies the row and column linear relations in Theorem 17.

**Proof.** First of all, instead of considering \((i, a, \cdots, a, b_1, \cdots, b_p)\), we only need to consider \(\nu = (a, b_1, \cdots, b_p)\) for the row and column relations. We divide the formula into two parts, \(A\) and \(B\), where \(A\) is the term with \(q^{n-1-i} \) and \(B\) is the terms with \(f(p+1, n-\ell-1, \nu, I)\). We want to show each part satisfies the row and column relations separately.

For the row relation, let a partition \(\nu\) with \(j\) such that \(b_j + 2 \leq b_{j-1}\), and \(\nu^0 = \nu, \nu^1, \nu^2\) be partitions defined by \(\nu^e_k = \nu_k\) if \(k \neq j\) and \(\nu^e_j = \nu_j + e\) for \(e = 0, 1, 2\). For \(A\) and \(B\), since all other \(q\)-integers are exactly the same except the \(q\)-integers with \(b_j\), it is enough to check the terms with \(b_j\). For \(A\), we have \([n-\ell-j-b_j]_q + q \cdot [n-\ell-j-b_j-2]_q = [2]_q [n-\ell-j-b_j-1]_q\) and for \(B\), we have \(q^{d_\nu,e} f(p+1, n-\ell-1, \nu^0, I) + q \cdot q^{d_\nu,e} f(p+1, n-\ell-1, \nu^2, I) = [2]_q q^{d_\nu,j} f(p+1, n-\ell-1, \nu^1, I)\), which is exactly the same with the proof of Step II in Rectangular Lemma.

For the column relation, let a partition \(\nu\) with \(j\) such that \(\nu_{j+1} = \nu_j \leq \nu_{i-1} - 1\), and let \(\nu^{(0)} = \nu, \nu^{(1)}, \nu^{(2)}\) be partitions defined by \(\nu^{(1)}_k = \nu_k\) if \(k \neq j\), \(\nu^{(1)}_j = \nu_j + 1\), and \(\nu^{(2)} = \nu_k\) if \(k \neq j, j+1\). For \(A\) and \(B\), since all other \(q\)-integers are exactly the same except the \(q\)-integers with \(b_j\) and \(b_{j+1}\), it is enough to check the terms with \(b_j\) and \(b_{j+1}\). For \(A\), \([n-\ell-j-b_j]_q [n-\ell-j-1-b_{j+1}]_q + q \cdot [n-\ell-j-1-b_{j+1}]_q [n-\ell-j-2-b_{j+1}]_q = [n-\ell-j-1-b_{j+1}]_q [n-\ell-j-1-b_{j+1}]_q = [2]_q [n-\ell-j-1-b_{j+1}]_q \)
\[ = \text{the proof of Proposition 19 in rectangular lemma} \]

Therefore, the proof is completed. \[\square\]
We can apply Theorem 29 to find the coefficient of $e_{n-1,1}$ of $X_\mu$ when $\mu = (i, a, \cdots, a, b, \cdots, b)$ with $0 \leq b \leq a \leq n - \ell \leq i \leq n - 1$. See figure 11.

**Corollary 30.** Let $\mu^{(\ell+p)} = (i, a, \cdots, a, b, \cdots, b)$ with $0 \leq b \leq a \leq n-\ell \leq i \leq n-1$. Then the coefficients of $e_{n-1,1}$ of $X_{\mu^{(\ell+p)}}$ is

\[
[n-3-a]_q \cdots [n-\ell-a]_q \cdot [n-\ell-p-2]_q! \\
\times \left( q^{n-\ell-a} [n-1-i]_q [n-1]_q [a-b]_q [n-\ell-2-b]_q \cdots [n-\ell-p-b]_q [n-\ell-p-1]_q [\ell+2]_q \\
+ q^{n-\ell-p-b} [n-1-i]_q [n-1]_q [b]_q [n-\ell-1-a]_q [n-\ell-2-b]_q \cdots [n-\ell-p-b]_q [\ell+p-2]_q \\
+ q^{n-1-i}[i]_q [n-2-a]_q [n-\ell-1-b]_q \cdots [n-\ell-p-b]_q [n-\ell-p-1]_q \right).
\]

**Proof.** We can apply Theorem 29 to prove the Corollary. Since $b_i = b$ for $\forall i \in [p]$, $f(p+1, n-\ell-1, \nu, I)$ only survived when $I = \{1\}$ or $I = \{p+1\}$, where $\nu = (a, b, \cdots, b)$. The proof is completed. \qed

We still try to find the formula for the coefficients of $e_{n-2,2}$ of $X_{\lambda^{(\ell+p)}}$ where $\lambda^{(\ell+p)} = (i, a, \cdots, a, b_1, \cdots, b_p)$, $b_p \leq \cdots \leq b_1 \leq a \leq n - \ell \leq i$, $p \leq n - \ell$, and $(b_1, \cdots, b_p)$ fits in $p \times (n-\ell-p)$. Since it has too many terms, we first consider to find the coefficients of $e_{n-2,2}$ of $X_\lambda$ when $\lambda = (i, a, \cdots, a, b, \cdots, b)$ as follows.

**Conjecture 31.** Let $\lambda = (i, a, \cdots, a, b, \cdots, b)$ with $0 \leq b \leq a \leq n - \ell \leq i \leq n - 1$. 
Then the coefficients of \( e_{n-2,2} \) of \( X_\lambda \) when \( p \geq 2 \) is the same as
\[
[n - 1 - i]_q [n - 4]_q [n - 4 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 3 - b]_q \cdot [n - \ell - p - b]_q \cdot [n - \ell - p - 3]_q ! \\
\times \left( q^{n-2-a} [2]_q [a - b]_q [n - \ell - a]_q [n - \ell - 2 - b]_q [n - \ell - p - 1]_q [n - \ell - p - 2]_q \\
+ q^{n-2-b} [2]_q [b]_q [n - \ell - 1 - a]_q [n - \ell - 2]_q [n - \ell - p - a]_q [n - \ell - p - 2 - b]_q \\
+ q^{2(n-\ell-a)} [a - b]_q [a - 1]_q [n - \ell - 3]_q [n - \ell - 3]_q \\
+ q^{2(n-\ell-b)} [b]_q [a - 1]_q [n - \ell - 1 - a]_q [n - \ell - 2]_q \right).
\]

Note that when \( p = 2 \), there are no terms with \([n - \ell - 3 - b]_q \cdots [n - \ell - p - b]_q \)
from the first row of Conjecture [31].

When \( p = 1 \), the coefficients of \( e_{n-2,2} \) of \( X_\lambda \) is the same as
\[
[n - 1 - i]_q [n - 4]_q [n - 4 - a]_q \cdots [n - \ell - a]_q \cdot [n - \ell - 4]_q ! \\
\times \left( q^{n-2-a} [2]_q [a - b]_q [n - \ell - a]_q [n - \ell - 2]_q [n - \ell - 3]_q \\
+ q^{n-2-b} [2]_q [b]_q [n - \ell - 1 - a]_q [n - \ell - 1]_q [n - \ell - 3]_q \\
+ q^{2(n-\ell-a)} [a - b]_q [a - 1]_q [n - \ell - 3]_q [n - \ell - 3]_q \\
+ q^{2(n-\ell-b)} [b]_q [a - 1]_q [n - \ell - 1 - a]_q [n - \ell - 2]_q \right).
\]
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