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Abstract

Background: It is common to use the mid-point between the latest-negative and earliest-positive test dates as the date of the infection event. However, the accuracy of the mid-point method has yet to be systematically quantified for incidence studies once participants start to miss their scheduled test dates.

Methods: We used a simulation-based approach to generate an infectious disease epidemic for an incidence cohort with a high (80–100%), moderate (60–79.9%), low (40–59.9%) and poor (30–39.9%) testing rate. Next, we imputed a mid-point and random-point value between the participant’s latest-negative and earliest-positive test dates. We then compared the incidence rate derived from these imputed values with the true incidence rate generated from the simulation model.

Results: The mid-point incidence rate estimates erroneously declined towards the end of the observation period once the testing rate dropped below 80%. This decline was in error of approximately 9%, 27% and 41% for a moderate, low and poor testing rate, respectively. The random-point method did not introduce any systematic bias in the incidence rate estimate, even for testing rates as low as 30%.

Conclusions: The mid-point assumption of the infection date is unjustified and should not be used to calculate the incidence rate once participants start to miss the scheduled test dates. Under these conditions, we show an artefactual decline in the incidence rate towards
the end of the observation period. Alternatively, the single random-point method is straightforward to implement and produces estimates very close to the true incidence rate.
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Background

The incidence rate is a fundamental concept in infectious disease epidemiology. It is used to measure the frequency at which new infection events occur per unit of person-time. An important task for any incidence study is to precisely identify the timing of a new infection event. But this is difficult to do because we cannot, at least in most situations, test participants on a daily basis. Instead, the current ‘gold-standard’ approach is to schedule test dates at fixed time intervals, say on a weekly, monthly or yearly basis. In this case, we can only infer that the infection event occurred at some time-point between the latest-negative and earliest-positive test dates. The use of periodic testing to identify the infection event gives rise to the standard interval censoring problem. Even if participants present at all of their scheduled test dates, we would still not know the exact amount of person-time that has been contributed since the start of the study period. The standard interval censoring problem therefore reflects an enumeration uncertainty in the denominator of the incidence rate measure.

It is intuitive that our uncertainty of the infection date will be proportional to the length of the testing interval. This uncertainty, by inference, will increase once participants start to miss their scheduled test dates. In sub-Saharan Africa, for example, reasons for missed HIV test dates have been associated with work commitments, illness, transportation costs, frequent migration and the fear of stigma or discrimination, among many others. Irregular testing means that participants will have some probability of missing a test date that is contiguous to the interval containing the true (but unobserved) infection date. In other words, missed test dates are likely to extend the width of the censoring interval across one or more fixed testing intervals. This scenario, which we describe as extended interval censoring, means that we cannot definitively identify the testing interval in which the infection event truly occurs. Extended interval censoring therefore reflects an enumeration uncertainty in both the denominator and numerator of the incidence rate measure, which we illustrate with a straightforward example in Figure 1.

In recent years, a number of advanced and sophisticated methods have been designed to address the interval censoring problem. However, there is no clear guidance on how these interval censoring methods can be used to estimate the incidence rate, and in which situations they should be applied. In practice, epidemiologists are likely to treat the infection date as a missing data point for which more familiar imputation methods are available. One popular ad hoc approach, which is the focus of this study,
is to impute the infection date at the mid-point of the participant’s censored interval.\textsuperscript{29–42} There is some evidence that the mid-point method can give a reasonable approximation of the incidence rate if the standard interval censoring assumption is satisfied.\textsuperscript{43–45} However, to the best of our knowledge, the performance of the mid-point method has not been systematically evaluated for incidence studies once participants start to miss their scheduled test dates. To learn more about the mid-point method, we used a simulation-based approach to generate an infectious disease epidemic for an incidence cohort with a high (80–100\%), moderate (60–79.9\%), low (40–59.9\%) and poor (30–39.9\%) testing rate. Our work has implications for infectious diseases studies that use the mid-point method to address the interval censoring problem.

Methods

Study design

This study is motivated by the low and irregular testing rate that we have observed in one of sub-Saharan Africa’s largest HIV seroconverter cohorts.\textsuperscript{46,47} Despite annual household visits by trained field-workers, an average censored interval length of 3.2 years has made it difficult to infer the timing of the HIV infection event. For this reason, we use the case of missed HIV test dates to systematically investigate the limitations of the mid-point method for incidence rate estimation. To do this, we used an epidemic model to generate HIV infection events for an incidence cohort (in either an open or closed system) with a fixed number of scheduled test dates. We then varied the rate at which participants missed their scheduled test dates and imputed a mid-point and a random-point value within each participant’s censored interval. With this approach, we could then compare the incidence rate derived from these imputed values with the true incidence rate generated from the epidemic model.

Incidence cohort

Consider a cohort of \( i = 1, \ldots, N \) study participants who are enrolled into a longitudinal survey or a randomized controlled trial. In the former study design, a single cohort of participants are followed over time; in the latter study design, participants are randomized to either a treatment or control cohort and followed over time. Let \( j \) denote the \( j = 1, \ldots, J \) intervals between the scheduled test dates for the observation period. For both study designs, participants must be HIV-uninfected when they enter into the study, so that their survival times start at the beginning of the first interval for a closed cohort or at the beginning of their entry interval for an open cohort. Survival time stops at the earliest HIV-positive date or at the end of the observation period if they remain HIV-negative. The test date could occur on any day within the testing interval. For this analysis, we scaled \( j \) on the unit interval \([0, 1]\) so that the length of the testing interval was invariant to the unit of calendar time (i.e. month, half-year or year, etc.) between the scheduled test dates.

Epidemic model

We used a Susceptible-Infected-Recovered (SIR) model to generate the exact infection dates, denoted by \( T \), over the \( J \) intervals of the observation period. The system of differential equations for the SIR model is given as:

\[
\frac{dS}{dt} = -\beta SI + bN, \quad \frac{dI}{dt} = \lambda SI, \quad \text{and} \quad \frac{dR}{dt} = \nu I
\]

which represents the rate at which participants transition from a susceptible (\( S \)) to an infected (\( I \)) to a recovered (\( R \)) compartment. Known as the force of infection, \( \beta \) is given by \( \frac{c}{bN} \), where \( \beta \) is the probability of HIV transmission per contact, \( c \) is the rate of contact and \( N \) is the population size for the \( j \)th interval. The SIR model also includes a parameter \( b \), which is the entry rate for participants into the study, where \( b = 0 \) for a closed cohort, and the parameter \( \nu \), which is the recovery rate for infected participants.

We used realistic parameter values for the SIR model, based on earlier HIV studies that have been undertaken in the sub-Saharan Africa context. To this extent, we varied \( c \) within the range of 50 to 120 sexual acts per year based on data collected from serodiscordant couples across eastern and southern African sites.\textsuperscript{48–50} Previous research has shown considerable heterogeneity in the probability of HIV transmission per sexual contact, largely due to factors associated with the viral load level, genital ulcer disease, stage of HIV progression, condom use, circumcision and use of antiretroviral therapy (ART).\textsuperscript{48–51} Following a systematic review of this topic by Boily et al.,\textsuperscript{51} we selected values for \( \beta \) within the range of 0.003–0.008. Further, we based the recovery rate (\( \nu \)) on the potential for ART to reduce the virologic suppression level of the infected population. The concentration of HIV RNA in the blood or genital tract is highly correlated with the onward sexual transmission of the virus.\textsuperscript{52,53} Here, we chose values for \( \nu \) within the range of 0.15–0.35, which are slightly conservative, but supported by population-based estimates from the sub-Saharan African context.\textsuperscript{54,55}

For the longitudinal survey, we selected parameter values to generate a truly stable, increasing and decreasing incidence rate across 5, 10 and 15 testing intervals. For the randomized controlled trial, we selected an intervention efficacy \( E \) to reduce the HIV transmission rate for the
treatment cohort when compared with the control cohort. We used the EpiModel package of Jenness et al.\textsuperscript{56} to implement the SIR model and performed all remaining calculations with R software (version 3.3.3). Further details of the SIR model and the parameter values are provided in Section 1.1 of the Supplementary Data, available as Supplementary Data at IJE online.

Standard and extended interval censoring

Our next task was to simulate a testing rate over the observation period. For this analysis, we considered a successful HIV test date to be an independent random variable with a Bernoulli distribution. We denoted this random variable by $H$ and the probability of a successful test date by $\Pr(H = 1) = p$ for $(0 \leq p \leq 1)$.

Using this definition, we could then vary the testing rate for the incidence cohort by selecting a value for $p$. For standard interval censoring, we set $p = 1.0$ to ensure that all participants would be successfully tested at each of their scheduled dates. For extended interval censoring, we set $p < 1.0$ so that some participants would miss one or more of their scheduled test dates. As an example, a probability $p = 0.6$ means that participants would be successfully tested at their scheduled dates 60% of the time. We considered a high testing rate to range from 80% to 100%, a moderate testing rate to range from 60% to 79.9%, a low testing rate to range from 40% to 59.9% and a poor testing rate to range from 30% to 39.9%.

Due to periodic testing, the infection event is known only to occur within the censored interval. For both standard and extended forms of interval censoring, the censored interval has non-zero length and bounds the infection date so that $L_i < T_i < R_i$, where $L_i$ and $R_i$ are observable random variables that denote the latest-negative and earliest-positive test dates of the $i$th participant. For each participant, we obtained the censoring dates with $L_i = \max(H_i; H_i < T_i)$ and $R_i = \min(H_i; H_i \geq T_i)$. Apart from the observed $L_i$ and $R_i$ test dates, the censored interval does not provide any extra information on the timing of the participant’s infection event.\textsuperscript{5}

Imputation of the infection dates

For the mid-point approach, we imputed an infection date for the $i$th participant using $t_{ik} = (L_i + R_i)/2$. Alternatively, the mid-point can be obtained by sampling $t_{ik}$ dates with replacement from the set $\{L_i, R_i\}$, where $k = 2, \ldots, K$; and then taking the average of these dates, denoted by $\overline{T}$. To show this, let the probability density function of a uniform distribution be $f(t) = 1/(R - L + 1)$ with mean $\mu_T = (L + R)/2$. According to the Law of Large Numbers, the sample mean $T$ of $T_1, \ldots, T_K$ random variables converges to $\mu_T$ in probability as $K$ increases in size, where $\overline{T} \rightarrow^p \mu_T$.\textsuperscript{57} For the single random-point approach, we set $k = 1$ and sampled a value $t'_{i1}$ from a uniform distribution bounded by $[L_i, R_i]$.

Calculating the incidence rate

We used the infection dates $(T)$ generated by the SIR model to calculate the true incidence rate, denoted by $\theta$. Using the standard formula,\textsuperscript{1} $\theta_i$ is the number of new infection events $(E)$ divided by the person-time $(PT)$ contributed for the $j$th interval. Thus,

$$\theta_j = \sum_{i=1}^{N_j} \frac{E_{ij}}{PT_{ij}} \times 100, \quad (2)$$

where $E_{ij} = 1$ if $T$ occurs within the $j$th interval (otherwise $E_{ij} = 0$). We express $\theta_j$ as a rate per 100 person-units, since $j$ is scaled on the unit interval $[0, 1]$. Equation (2) can also be described as an instantaneous incidence rate because it is calculated at fixed time points over the observation period.\textsuperscript{58} The numerator of Equation (2) makes it clear that the infection events are being counted over the length of the $j$th testing interval. In some instances, the length of $j$ will be less than the length of the aggregating interval: e.g. when test dates are scheduled on a monthly basis but the infection events are counted over 1-year intervals. When calculating this instantaneous measure, we assumed that the length of the testing interval $j$ was always equal to the length of the aggregating interval.

We also calculated the cumulative incidence rate from the start of the observation period to the end of the $j$th interval, changing the notation slightly so that $j = [1, j]$. Boily et al.\textsuperscript{58} have shown that the cumulative incidence rate ratio (CIRR) is a more appropriate measure for evaluating the intervention efficacy of a randomized controlled trial. We calculated the CIRR by dividing the cumulative incidence rate of the treatment cohort by the cumulative incidence rate of the control cohort, so that $\hat{\theta}_{\text{CIRR}} = \hat{\theta}_{\text{Int}} / \hat{\theta}_{\text{Ctrl}}$. For the cumulative incidence rate, we note that the length of the aggregating interval $[1, j]$ will always be greater than the length of the testing interval for $j > 1$.

We estimated the incidence rate after imputing an infection date within each participant’s censored interval. Because the testing rate is a function of a stochastic process (i.e. $H$ has a Bernoulli distribution), it was necessary to obtain more than one incidence rate estimate in order to quantify the uncertainty introduced by our simulation-based approach. Let $\hat{\theta}_j$ denote the estimated incidence rate for the $j$th time interval. To calculate $\hat{\theta}_j$, we right censored the data at the imputed values and indexed the resulting dataset with $(d)$. We then obtained $\hat{\theta}_j^{(d)}$ for $d = 1, \ldots, D$ datasets using the standard formula, so that $E[\hat{\theta}_j] = \frac{1}{D} \sum_{d=1}^{D} \hat{\theta}_j^{(d)}$. For this analysis, we set $D = 1000$. 


Measures of accuracy

To evaluate the accuracy of the mid-point and single random-point methods, we calculated the deviation between the estimated and true incidence rate for the $j$th interval. We used two principal measures for this purpose: the bias or error, which is given by $\epsilon[\hat{\theta}_j] = E[\hat{\theta}_j] - \theta_j$, and the mean-square error, $MSE[\hat{\theta}] = E[(\hat{\theta} - \theta)^2]$. Using these two measures, we also calculated the mean absolute percentage error as $\text{MPE}[\hat{\theta}_j] = \frac{100}{J} \sum_{j=1}^{J} \left| \frac{E[\hat{\theta}_j] - \theta_j}{\theta_j} \right|$ and the root mean-square deviation as $RMSD[\hat{\theta}_j] = \sqrt{MSE}$. The mean percentage error (MPE) and RMSD give a single measure of accuracy for each imputation method over the entire observation period.

Real-world example

To empirically demonstrate the performance of the mid-point and random-point methods, we used data from a longitudinal survey with 5 testing intervals. The solid line is the true incidence rate and the non-solid lines represent the estimated incidence rates for a high (80–100%), moderate (60–79.9%), low (40–59.9%), and poor (30–39.9%) testing rate. We show that the mid-point incidence rate artefactually increases in the early stages, and then decreases in the later stages, of the observation period once the testing rate drops below 80%. Details of the epidemic models are discussed in Section 1.1 of the Supplement.
population-based HIV surveillance programme based in the northern KwaZulu-Natal province of South Africa. Since 2004, trained field-workers have visited over 10,000 households annually and repeatedly tested 17,400 adults (≥15 years of age) for HIV antibodies. We calculated the annual HIV incidence rate for this cohort using the methodology described above.

Results

We observed that the mid-point method did not give accurate incidence rate estimates once the testing rate dropped below 80%. The poor performance of the mid-point method can be clearly seen in Figure 2, which shows the results for a longitudinal survey with an open cohort of size N = 1000. Here, the mid-point imputed incidence rate artefactually increases in the early stages, and then artefactually decreases in the later stages, of the observation period once participants start to miss their scheduled test dates. We report similar mid-point incidence rate results for sample sizes >500 participants, for both open and closed cohorts, and for 10 and 15 scheduled test dates (shown in Supplementary Figures 1 and 2, available as Supplementary Data at IJE online).

Table 1. Shows the percentage bias results for the mid-point (MP) and single random-point (SRP) methods

| Testing rate | High (80–100%) | Moderate (60–79.9%) | Low (40–59.9%) | Poor (30–39.9%) |
|--------------|----------------|---------------------|----------------|-----------------|
| **Longitudinal survey** | | | | |
| 1 | –2.95 | –0.21 | –20.51 | –1.02 |
| 2 | 0.81 | 0.38 | 11.81 | 1.19 |
| 3 | 0.29 | 0.00 | 9.68 | 0.98 |
| 4 | 0.70 | 0.11 | 4.53 | –0.84 |
| 5 | 0.84 | –0.14 | –9.05 | –0.49 |
| **Randomized controlled trial** | | | | |
| 1 | –3.60 | –0.96 | –21.97 | –6.65 |
| 2 | –0.82 | –0.23 | –3.46 | –1.89 |
| 3 | –0.29 | 0.00 | 1.46 | –0.18 |
| 4 | –0.02 | 0.14 | 2.01 | 0.56 |
| 5 | 0.33 | 0.33 | 1.73 | 1.73 |

Table 2. Mean percentage bias results for the mid-point (MP) and single random-point (SRP) methods

| Testing Rate | Stable Incidence Rate | Increasing Incidence Rate | Decreasing Incidence Rate | Cumulative Incidence Rate Ratio |
|--------------|-----------------------|--------------------------|--------------------------|-------------------------------|
| **Longitudinal survey** | MP | SRP | MP | SRP | MP | SRP |
| High | 1.12 | 0.17 | 1.21 | 0.40 | 1.54 | 0.32 |
| Moderate | 11.12 | 0.90 | 11.42 | 0.81 | 12.31 | 1.65 |
| Low | 23.28 | 1.60 | 24.13 | 2.2 | 26.56 | 3.57 |
| Poor | 33.36 | 1.86 | 33.12 | 1.93 | 38.11 | 4.42 |

|
| **RCT** | MP | SRP | MP | SRP | MP | SRP |
|------------|-----------------------|--------------------------|--------------------------|-------------------------------|
| High | 1.01 | 0.33 | | | | |
| Moderate | 6.13 | 2.20 | | | | |
| Low | 11.97 | 3.67 | | | | |
| Poor | 14.43 | 4.33 | | | | |

The upper panel results correspond with the incidence rates presented in Row 1 of Figure 2. We do not include the remaining results from Figure 2 due to limitations of space. The lower panel results correspond with the CIRRs presented in Figure 3. Overall, the MP method gives a higher percentage bias for lower testing rates when compared with the SRP method.

Table 2 shows the mean percentage bias results for the mid-point (MP) and single random-point (SRP) methods. Results correspond with the estimates presented in Figures 2 and 3 (for five scheduled test dates). We show that the MP method introduces a greater degree of bias into the incidence rate estimates once participants start to miss their scheduled test dates.

Since 2004, trained field-workers have visited over 10,000 households annually and repeatedly tested 17,400 adults (>15 years of age) for HIV antibodies. We calculated the annual HIV incidence rate for this cohort using the methodology described above.

Results

We observed that the mid-point method did not give accurate incidence rate estimates once the testing rate dropped below 80%. The poor performance of the mid-point method can be clearly seen in Figure 2, which shows the results for a longitudinal survey with an open cohort of size N = 1000. Here, the mid-point imputed incidence rate artefactually increases in the early stages, and then artefactually decreases in the later stages, of the observation period once participants start to miss their scheduled test dates. We report similar mid-point incidence rate results for sample sizes >500 participants, for both open and closed cohorts, and for 10 and 15 scheduled test dates (shown in Supplementary Figures 1 and 2, available as Supplementary Data at IJE online).

Table 1 shows the percentage errors for both imputation methods when compared with the truly stable incidence rate presented in Row 1 of Figure 2. For example, in the fifth testing interval, the decline in the mid-point estimate is in error of 9.05%, 27.07% and 40.63% for a moderate, low and poor testing rate, respectively (see Row 5 of the upper panel in Table 1). Table 2 shows the MPE results for the incidence rate estimates presented in Figure 2. For example, the mid-point MPE is in the range of 23.28–38.11% for a low and poor testing rate, when compared with a range of 1.60–4.42% for the single random-point method (see Rows 3 and 4 of Table 2). The MPE results for 10 and 15 scheduled test dates are presented in Supplementary Table 1, available as Supplementary Data at IJE online; see also Supplementary Table 2, available as Supplementary Data at IJE online, for the RMSD results.

Figure 3 shows the CIRRs for a randomized controlled trial in which N = 2000 participants were assigned to either a control or treatment cohort. The mid-point method significantly overestimates the efficacy of the treatment
intervention in the early stages of the observation period. For example, the attributed efficacy is in error of 45.97% and 38.99% in the first of five scheduled test dates under a poor and low testing rate, respectively (see Row 1 of the lower panel in Table 1). However, the mid-point estimates converged to the true incidence rate at the end of the observation period. Overall, the MPE for the mid-point method is in the range of 1.01–14.43% when compared with a range of 0.33–4.33% for the single random-point method (see Columns 7 and 8 of Table 2).

We show, in Figure 4, the results for the two imputation methods using data from our population-based HIV surveillance programme. The estimates from the mid-point method are consistent with our simulation results. We see an increase and then a decrease in the HIV incidence rate at the beginning and end of the observation period, respectively. These annual estimates can be compared with the random-point method, which suggests that the HIV incidence rate has been relatively stable over the 2004–15 period.

**Discussion**

Our results show that the infection event does not occur at the mid-point of the censored interval once participants...
start to miss their scheduled test dates. Under these conditions, the mid-point method gives systematically biased incidence rate estimates. Importantly, we found that the instantaneous incidence rate artefactual increased in the early stages, and then artefactually decreased in the later stages, of the observation period. This pattern became more extreme as we systematically increased the probability of missing a scheduled test date, e.g. the decline in the incidence rate was in error of 9%, 27% and 41% for a moderate (60–79.9%), low (40–59.9%) and poor (30–39.9%) testing rate, respectively, in the later stages of the observation period. We observed this trend irrespective of a truly stable, increasing or decreasing incidence rate, for a closed and open cohort, for a range of sample sizes and for a different number of scheduled test dates.

An important limitation of the mid-point method is that it clusters the imputed infection events at the middle of the observation period. This is because there are more left (latest-negative) and right (earliest-positive) test date combinations that give a mid-point in the middle interval of the observation period than all other combinations for the remaining testing intervals. We provide a simple and intuitive example of this mid-point behaviour in Section 2.1 of the Supplementary Data, available as Supplementary Data at IJE online. A better approach, based on the Monte Carlo methodology, would be to impute a single random infection date within the participant’s censored interval, obtain an estimate from the resulting dataset, repeat this procedure several times and then take the average of the estimates for each interval. We show in this paper that the single random-point method approach makes less restrictive assumptions about the infection date when compared with the mid-point method (even for testing rates as low as 30%).

A number of advanced interval censoring methods have been developed within a survival analysis and Cox proportional hazards framework. Some of these interval censoring methods can be found in statistical software programs such as SAS, Stata and R. But these programs do not directly or intuitively estimate an incidence rate for continuous or discrete time periods as far as we can tell. We do acknowledge an approach by Hsu et al., who used the auxiliary information of participants to identify a set of nearest neighbours and then imputed multiple HIV infection times from a non-parametric distribution based on this neighbourhood. Importantly, their method produced more accurate survival rates and hazard ratios when compared with the single random-point method. However, the authors did not directly extend their approach to estimate the incidence rate over time. Their method could be adapted for such a purpose; however, a potential improvement in accuracy would have to be traded for the convenience of the single random-point method.

We comment on the findings of Skar et al., who concluded that mid-point dating is a valid approach for population-based HIV incidence studies with regular testing intervals. Here, they are describing the performance of the mid-point method under the standard interval censoring assumption. But missed test dates are an unavoidable consequence of the periodic testing for an infectious disease. The surprising finding of our analysis is that participants need to be tested more than 80% of the time to produce accurate mid-point incidence rate estimates. If a high testing rate cannot be achieved, then we discourage use of the mid-point method for incidence rate estimation. Indeed, this method would lead us to falsely conclude that the HIV incidence rate in our study area has been dramatically declining over the last 3 years (as shown Figure 4). In contrast, results from the random-point method suggest a stable incidence rate over time, which are confirmed by the findings of an external phylodynamic analysis using HIV sequence data from the same incidence cohort. In conclusion, if an ad hoc imputation method is to be considered, then the single random-point method, as described in this paper, is straightforward to implement and produces estimates close enough to the true incidence rate.

Supplementary Data
Supplementary data are available at IJE online.
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