Spectral functions of two-band spinless fermion and single-band spin-1/2 fermion models

E. Orignac
Laboratoire de Physique de l’ENS-Lyon, CNRS UMR 5672, 46 Allée d’Italie, 69364 Lyon Cedex 07, France

M. Tsuchiizu and Y. Suzumura
Department of Physics, Nagoya University, Nagoya 464-8602, Japan
(Dated: January 31, 2013)

We examine zero-temperature one-particle spectral functions for the one-dimensional two-band spinless fermions with different velocities and general forward-scattering interactions. By using the bosonization technique and diagonalizing the model to two Tomonaga-Luttinger-liquid Hamiltonians, we obtain general expressions for the spectral functions which are given in terms of the Appell hypergeometric functions. For the case of identical two-band fermions, corresponding to the SU(2) symmetric spin-1/2 fermions with repulsive interactions, the spectral functions can be expressed in terms of the Gauss hypergeometric function and are shown to recover the double-peak structure suggesting the well-known “spin-charge” separation. By tuning the difference in velocities for the two-band fermions, we clarify the crossover in spectral functions from the “spin-charge” separation to the decoupled fermions. We discuss the relevance of our results to the spin-1/2 Hubbard model under a magnetic field which can be mapped onto two-band spinless fermions.
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I. INTRODUCTION

The physical properties of interacting fermions in three dimensions can be described using the Landau Fermi liquid concept of fermionic quasiparticles with renormalized masses and weak effective interactions. In one dimension, the Landau Fermi liquid concept is not applicable, and interacting spin-1/2 fermions are described within the Tomonaga-Luttinger (TL) liquid concept, in which quasiparticles are replaced by collective density (or charge for electrons) and spin excitations propagating independently with respective velocities \( u_\rho \) and \( u_\sigma \), the so-called spin-charge separation phenomenon. Moreover, in the TL liquid, the single-fermion excitations are unstable and decay into collective modes, leading to the sharp suppression in the density of states. Originally, candidate systems for the observation of TL liquid physics have been quasi-one-dimensional conductors such as the first molecular conductor TTF-TCNQ, the Fabre and Bechgaard salts, the blue and purple bronzes, and carbon nanotubes. Angle-resolved photoemission spectroscopy (ARPES) experiments in quasi-one-dimensional conductors have been used to measure electron spectral functions and probe their TL liquid features. Self-assembled one-dimensional metallic chains of atoms on semiconductor surfaces have also been considered as potential candidates for the observation of TL liquid and spin-charge separation. Initially, the ARPES measurement for gold atom chains on silicon surfaces revealed a double band structure and the spin-charge separation was suggested for its origin. However, recent spin-resolved ARPES experiments on this system have shown that the double band nature originates in the spin splitting caused by the Rashba effect. Besides ARPES, magnetotunneling measurements between a wire and a two-dimensional electron gas or between two wires are also sensitive to the TL liquid features of the spectral functions. Experiments on quantum wires have partially confirmed the presence of TL liquid effects in tunneling current measurements.

More recently, it has been proposed that ultracold atomic gases were also candidates for the observation of the TL liquid and spin-charge separation. Indeed, atom trapping technology, either optical or magnetic, has permitted the realization of one-dimensional systems of interacting particles. In parallel, mixtures of bosonic and fermionic atoms heteronuclear mixtures of fermionic atoms as well as pseudospin-1/2 fermionic atoms have been trapped and cooled. Recently, partially polarized pseudospin-1/2 fermionic atoms have been trapped in an array of 1D tubes. Finally, an analog of photoemission spectroscopy for cold atomic gases has been developed. These developments might permit the future measurement of spectral functions of one-dimensional trapped atomic gases and a comparison with theoretical predictions.

From the theoretical point of view, spectral functions \( A(q, \omega) \) for the TL liquid at \( T = 0 \) have been considered in Refs. Power-law singularities with exponents depending on the TL-liquid parameters have been predicted at \( \omega = \pm u_\rho |q| (\nu = \rho, \sigma) \). At \( T > 0 \), the spectral function, \( A(q, \omega) \), is strongly affected by the thermal fluctuation, which reduces the effect of interaction. Actually, double peaks due to the spin-charge separation move to a single peak with increasing temperature. The spectral function of the Hubbard model in one dimension have been investigated in the limit of \( U \rightarrow +\infty \) with the help of the Ogata-Shiba wavefunction. More recently, combining a bosonization...
approach for the charge degree of freedom and an exact treatment of the spin degrees of freedom has permitted to obtain an analytic expression of the spectral function in that limit.\textsuperscript{55} For finite $U$, the Hubbard model has been considered using exact diagonalization\textsuperscript{56}, quantum Monte Carlo,\textsuperscript{57,58} and dynamical density-matrix-renormalization-group methods.\textsuperscript{59,60} The spectral functions of a magnetized TL liquid have been studied analytically\textsuperscript{61,62} as well as numerically.\textsuperscript{63}

In the present paper, we calculate the fermion spectral function in a two-component TL liquid for zero temperature. In Sec. II we recall the bosonization treatment of the two-band of spinless fermion model,\textsuperscript{64} and derive the expression of the real-space fermion Green’s function at zero temperature. The bosonized Hamiltonian of the two-band spinless fermion models also describes spin-1/2 fermions in a magnetic field\textsuperscript{65-67} and mixtures of spinless fermions with bosons or fermions.\textsuperscript{68,69} In Sec. IV, the spectral functions are obtained. In the case of an SU(2) invariant model, corresponding to a TL liquid of spin-1/2 fermions in the absence of magnetic field, the fermion spectral function can be expressed in terms of the Gauss hypergeometric function as shown in Ref. 70. In the non SU(2) invariant case, which might be achieved experimentally with polarized spin-1/2 neutral fermions\textsuperscript{44} or quantum wires under a magnetic field\textsuperscript{44}, the fermion spectral functions can be expressed in terms of Appell hypergeometric functions. Our approach recovers the previous results\textsuperscript{49,50} but also allows to describe the behavior of the spectral function away from the points $\nu = \pm u_a q$. We discuss the applications of our results to the Hubbard model under a magnetic field in Sec. IVB3.

II. BOSONIZATION

We consider a general two-band model of interacting spinless fermions defined by:

$$H = -i \sum_{a=1,2} \int dx v_a (\psi_{R,a} \partial_x \psi_{R,a} - \psi_{L,a} \partial_x \psi_{L,a}) + \sum_a \int dx g_a \rho_a^2 + g \int dx \rho_1 \rho_2,$$

(2.1)

where $\psi_{R,a}$ and $\psi_{L,a}$ respectively annihilate one right moving and left moving fermion in band $a$, $\rho_a = \psi_{R,a} \psi_{R,a} + \psi_{L,a} \psi_{L,a}$, $v_a$ is the velocity of fermions in band $a \in \{1,2\}$ and $g_a$ the strength of interband interaction. The model includes only the forward scattering interaction and not the backward scattering $\sim \psi_{R,1} \psi_{L,1} \psi_{L,2} \psi_{R,2}$. This assumption is justified when the two bands have different Fermi wavevectors or when the backward scattering interactions are irrelevant.

The model (2.1) can be bosonized perturbatively, yielding:

$$H = \sum_{a=1,2} \int \frac{dx}{2\pi} \left[ u_a \rho_a (\pi \rho_a)^2 + u_a \frac{\rho_1}{K_a} (\partial_x \rho_a)^2 \right] + \frac{g}{\pi^2} \int dx \partial_x \phi_1 \partial_x \phi_2,$$

(2.2)

with $[\phi_a(x), \Pi_b(x')] = i\delta_{a,b} \delta(x - x')$ and $a, b \in \{1, 2\}$. In Eq. (2.2), we have:

$$u_a^2 = v_a \left( v_a + \frac{2g_a}{\pi} \right),$$

(2.3a)

$$K_a = \left( 1 + \frac{2g_a}{\pi v_a} \right)^{-1/2}.$$

(2.3b)

The intraband interaction is included in $K_1$ and $K_2$. The case $K_a < 1$ ($K_a > 1$) corresponds to the repulsive (attractive) interaction.

More general models (for instance lattice models) can also be considered with bosonization. A non-perturbative formulation leads to a Hamiltonian\textsuperscript{71}:

$$H = \sum_{a,b} \int \frac{dx}{2\pi} \left[ \pi^2 M_{ab} \Pi_a \Pi_b + N_{ab} \partial_x \phi_a \partial_x \phi_b \right],$$

(2.4)

where the matrices $M$ and $N$ are real symmetric and are defined in terms of the variations of the ground state energy $E_{GS}$ of a finite system of size $L$ from (respectively) change of boundary conditions $\psi_{\alpha}(L) = e^{i\nu \cdot \cdot \cdot} \psi_{\alpha}(0)$ and change of particle densities $\rho_a = N_a / L$:

$$M_{ab} = \pi L \frac{\partial^2 E_{GS}}{\partial \rho_a \partial \rho_b},$$

(2.5)

$$N_{ab} = \frac{1}{\pi L} \frac{\partial^2 E_{GS}}{\partial \rho_a \partial \rho_b}.$$

(2.6)

The spectrum of the general bosonized Hamiltonian\textsuperscript{71} is obtained by a linear transformation of the fields $\Pi_a$ and $\phi_a$:

$$\Pi_b = \sum_{\beta} P_{b\beta} \tilde{\Pi}_{\beta},$$

(2.7)

$$\phi_a = \sum_{\alpha} Q_{a\alpha} \tilde{\phi}_{\alpha},$$

(2.8)

where $P^t Q = 1$ in order to preserve the canonical commutation relations\textsuperscript{72}. The matrices $P$ and $Q$ are calculated explicitly by applying a succession of linear transformations. First, the matrix $M$ is diagonalized by a rotation $R_1$ ($\Delta_1 = iR_1 M R_1$) which transforms the matrix $N$ into $N_1 = R_1 N R_1$. Hereafter we denote $\phi = (\phi_1, \phi_2)$ and $\Pi = (\Pi_1, \Pi_2)$. By the transformation $\Pi = R_1 \tilde{\Pi}_1$ and $\phi = R_1 \tilde{\phi}_1$, the Hamiltonian is thus transformed into:

$$H = \int \frac{dx}{2\pi} \left[ \pi^2 \Pi_1 \Delta_1 \Pi_1 + ^t (\partial_x \phi_1) N_1 (\partial_x \phi_1) \right].$$

(2.9)

Using a second transformation $\Pi_1 = \Delta_1^{-1/2} \Pi_2$ and $\phi_1 = \Delta_1^{1/2} \tilde{\phi}_2$, the Hamiltonian becomes:

$$H = \int \frac{dx}{2\pi} \left[ \pi^2 \Pi_2 \Delta_2 ^t (\partial_x \phi_2) + (\partial_x \phi_2) \Delta_1^{1/2} N_1 \Delta_1^{1/2} (\partial_x \phi_2) \right].$$

(2.10)
As the matrix $\Delta^{1/2}N_1\Delta^{1/2}$ is symmetric, it can be diagonalized by a rotation $R_2$, i.e., $\Delta^{1/2}N_1\Delta^{1/2} = R_2\Delta^{1/2}_{\perp 2}R_2$.

Writing $\Pi_2 = R_2\Pi_3$ and $\phi_2 = R_2\phi_3$, we find that the Hamiltonian can be diagonalized as

$$H = \int \frac{dx}{2\pi} \left[ \pi^2 t^2 \Pi^2 + \phi_2 \Delta_2 \phi_3 \right],$$

in which the modes are decoupled. Finally, we can rescale the fields $\Pi_3 = (\Delta_2)^{1/4}\Pi$ and $\phi_3 = (\Delta_2)^{-1/4}\phi$ to write:

$$H = \int \frac{dx}{2\pi} \left[ \pi^2 t^2 \Pi^2 + \phi_2 \Delta_2 \phi_3 \right].$$

In this last equation, the elements on the diagonal of $(\Delta_2)^{1/2}$ are the velocities $u_\beta$ of the decoupled modes of the Hamiltonian. The stability of the multicomponent TL liquid state requires that the velocities in (2.11) are real, i.e., that the matrix $M$ has only positive eigenvalues.

The transformations can be written explicitly as:

$$P = R_1 \Delta_1^{-1/2} R_2 (\Delta_2)^{1/4},$$

$$Q = R_1 \Delta_1^{1/2} R_2 (\Delta_2)^{-1/4},$$

and we have: $t^PMP = (\Delta_2)^{1/2}$ and $t^QMNQ = (\Delta_2)^{1/2}$. This implies in particular that $t^PMNQ = \Delta_2$ i.e. $Q^{-1}MNQ = \Delta_2$, and by taking the transpose, $P^{-1}NMP = \Delta_2$. The excitation velocities $u_\pm$ where $\Delta_2 = \text{diag}(u_1^2, u_2^2)$ are obtained as

$$u_\pm^2 = \frac{u_1^2 + u_2^2}{2} + M_{12}N_{12} \pm \sqrt{ \left( \frac{u_1^2 - u_2^2}{2} \right)^2 + (M_{11}N_{12} + M_{12}N_{22}) (M_{21}N_{11} + M_{22}N_{21}) },$$

where $u_1^2 \equiv N_{11}M_{11}$ and $u_2^2 \equiv N_{22}M_{22}$.

The diagonalization method allows us to derive also expressions for the Green’s functions of the chiral fields,

$$\left\{ \begin{array}{c} \phi_{R,\alpha} = \phi_\alpha - \theta_\alpha \\
\phi_{L,\alpha} = \phi_\alpha + \theta_\alpha \end{array} \right\},$$

where $\theta_\alpha = \pi \int^x dx' \Pi_\alpha(x')$. The field operators are expressed as

$$\psi_{R,\alpha}(x, t) = \frac{1}{\sqrt{2\pi\alpha}} e^{-i\phi_{R,\alpha}(x, t)},$$

$$\psi_{L,\alpha}(x, t) = \frac{1}{\sqrt{2\pi\alpha}} e^{i\phi_{L,\alpha}(x, t)},$$

where $\alpha$ is the short-distance cutoff. The Hamiltonian can be reexpressed in terms of non-interacting chiral fields:

$$H = \int \frac{dx}{4\pi} \left[ \left( \partial_x \hat{\phi}_R \right) \Delta^{1/2}_\perp \left( \partial_x \hat{\phi}_R \right) + \left( \partial_x \hat{\phi}_L \right) \Delta^{1/2}_\perp \left( \partial_x \hat{\phi}_L \right) \right],$$

with the transformation:

$$\phi_R = \frac{1}{2} \left[ (Q + P) \phi_R + (Q - P) \phi_L \right],$$

$$\phi_L = \frac{1}{2} \left[ (Q - P) \phi_R + (Q + P) \phi_L \right],$$

where $\hat{\phi}_R = \partial_x \phi_{R,1}, \phi_{R,2})$ and $\hat{\phi}_L = \partial_x (\phi_{L,1}, \phi_{L,2})$.

For the model (2.11), the off-diagonal term of $N$ is given by $N_{12} = g/\pi$ and there is no interband current-current interaction, i.e., $M_{12} = 0$. In this case, the explicit forms of the matrices $P$ and $Q$ for the model (2.11) can be expressed in a compact form. Since $M_{12} = 0$, the matrix $R_1$ becomes unit matrix, and $\Delta_1 = M = \text{diag}(u_1 K_1, u_2 K_2)$. The matrix $\Delta_2$ is given by $\Delta_2 = \text{diag}(u_1^2, u_2^2)$ where

$$u_\pm^2 = \frac{u_1^2 + u_2^2}{2} \pm \sqrt{ \left( \frac{u_1^2 - u_2^2}{2} \right)^2 + (u_1 K_1 u_2 K_2) (u_2 K_1 + u_1 K_2) },$$

where we note that the velocities $u_\pm$ depend on $g^2$, i.e., do not depend on the sign of $g$. From Eq. (2.13), we obtain

$$P = \left( \begin{array}{cc} \sqrt{\frac{u_1}{u_2}} \cos \frac{\alpha}{2} & -\sqrt{\frac{u_1}{u_2}} \sin \frac{\alpha}{2} \\
\sqrt{\frac{u_1}{u_2}} \sin \frac{\alpha}{2} & \sqrt{\frac{u_1}{u_2}} \cos \frac{\alpha}{2} \end{array} \right),$$

$$Q = \left( \begin{array}{cc} \sqrt{\frac{u_2}{u_1}} \cos \frac{\alpha}{2} & -\sqrt{\frac{u_2}{u_1}} \sin \frac{\alpha}{2} \\
\sqrt{\frac{u_2}{u_1}} \sin \frac{\alpha}{2} & \sqrt{\frac{u_2}{u_1}} \cos \frac{\alpha}{2} \end{array} \right),$$

where $\tan \alpha = 2(g/\pi)\sqrt{u_1 K_1 u_2 K_2}/(u_1^2 - u_2^2)$. From Eq. (2.21), the stability condition is given by

$$u_1 u_2 > \left( \frac{g}{\pi} \right)^2 K_1 K_2.$$

In the following analysis, we restrict ourselves to the case of $u_1 > u_2$, and Eq. (2.21) gives the lower condition for $u_2$, i.e., $u_2 > u_2c \equiv (g/\pi)^2 K_1 K_2/u_1$.

### III. PHASE DIAGRAM

We derive a phase diagram for the model (2.1), by examining asymptotic behavior of correlation functions:

$$\langle O_A(x) O_A(0) \rangle \sim x^{-\eta_A},$$

(3.1)
where the $O_A$’s represent the order parameters and the $\eta_A$’s the corresponding exponents. We restrict ourselves to the simplest case $g_1 = g_2$ in Eq. (2.1), and assume $v_2/v_1 \leq 1$ without loss of generality. In the TL-liquid state, the state with the smallest exponent represents the (quasi) long-range-ordered state and thus we can determine the phase diagram. As possible order parameters, we can consider the intraband density wave (DW) and pairing of superconducting state (SC), which are given by $O_{DWa} \propto \exp(\pm 2\theta_0a)$ and $O_{SCa} \propto \exp(\pm 2\theta_0a)$. Their respective exponents $\eta_A$ are given by

$$
\eta_{DW1} = \frac{u_1K_1}{u_+u_-}(u_+ + u_- - \frac{u_1^2 - u_2^2}{u_+ + u_-}) \quad (3.2a)
$$

$$
\eta_{DW2} = \frac{u_2K_2}{u_+u_-}(u_+ + u_- + \frac{u_1^2 - u_2^2}{u_+ + u_-}) \quad (3.2b)
$$

$$
\eta_{SC1} = \frac{1}{u_1K_1}(u_+ + u_- - \frac{u_1^2 - u_2^2}{u_+ + u_-}) \quad (3.2c)
$$

$$
\eta_{SC2} = \frac{1}{u_2K_2}(u_+ + u_- - \frac{u_1^2 - u_2^2}{u_+ + u_-}) \quad (3.2d)
$$

In addition, we can also consider the order parameters for the interband DW and interband SC states, given by $O_{interband DW} = \psi^{\dagger}_{R,1}\psi_{L,2} \propto e^{i\phi_{R,1} + i\phi_{L,2}}$ and $O_{interband SC} = \psi_{R,1}\psi_{L,2} \propto e^{-i\phi_{R,1} + i\phi_{L,2}}$. The corresponding exponents are given by

$$
\eta_{interband DW} = \frac{\eta_{DW1}}{4} + \frac{\eta_{DW2}}{4} + \frac{\eta_{SC1}}{4} + \frac{\eta_{SC2}}{4} - \frac{(g/\pi)}{u_+ + u_-} \left(1 + \frac{u_1K_1u_2K_2}{u_+u_-}\right) \quad (3.3a)
$$

$$
\eta_{interband SC} = \frac{\eta_{DW1}}{4} + \frac{\eta_{DW2}}{4} + \frac{\eta_{SC1}}{4} + \frac{\eta_{SC2}}{4} + \frac{(g/\pi)}{u_+ + u_-} \left(1 + \frac{u_1K_1u_2K_2}{u_+u_-}\right) \quad (3.3b)
$$

In Fig. 1 these exponents are shown as a function of $v_2/v_1$, for repulsive interactions. For $v_2/v_1 = 1$, the interband DW state becomes dominant if $g > 2g_a$ [see Fig. 1 (a)] while the DW2 state becomes dominant if $g < 2g_a$. For decreasing $v_2$, the interband DW state is unfavorable and instead the DW2 state becomes dominant since the effect of the intraband interaction $g_a/v_2$ is enhanced. On the other hand, if the intraband interactions are absent ($g_a = 0$) [see Fig. 1 (b)], the DW2 state is no longer enhanced for small $v_2$ and instead the exponent $\eta_{SC2}$ decreases with decreasing $v_2$ and the SC2 state becomes most dominant state and finally the two-component TLL state becomes unstable ($\eta^2 < 0$). In Fig. 2 the phase diagram on the plane of $v_2/v_1$ and $g_a/(\pi v_1)$ is shown with fixed $g/(\pi v_1) = 0.3$. In the analogy to the spinful electron model, the DW2, interband DW, and SC2 states corresponds to the conventional charge-density-wave, spin-density-wave, and triplet SC states, respectively. The region of the interband DW state becomes narrow with decreasing $v_2$ and shrinks at the point $(v_2/v_1, g_a/(\pi v_1)) \approx (0, 0.04)$, where the SC2, DW2 and interband DW states have the same exponent.

We note that for $g = 0$, we can recover the behavior that the DW2 state becomes dominant for $g_a > 0$ while the SC2 state becomes dominant for $-\pi v_2/2 < g_a < 0$, and the system becomes unstable if $g_a < -\pi v_2/2$. We note that the expressions (2.3) are valid only for weak interactions, and thus the precise determination of phase diagram for the region $g_a/v_2 > 1$ in Fig. 2 is beyond the present approach. From the qualitative considerations, the following modifications to the phase diagram can be expected. Since the parameter $K_2$ would take a nonzero value for $g_a/v_2 \to \infty$, the condition (2.24) cannot be fulfilled for small $v_2/v_1$, and then the unstable region always appears in the small limit of $v_2/v_1$ for all values of $g_a$. Furthermore, by noting that the unstable region is adjacent to the SC2 state, it is expected that the SC2 state is obtained even for large $g_a$ region and is located in between the DW2 state and the unstable region.

IV. SPECTRAL FUNCTION

The spectral function is obtained from

$$
A_a(k, \omega) = -\frac{1}{\pi} \text{Im} \int dx dt e^{-i(kx - \omega t)} G_a(x, t), \quad (4.1)
$$

where $G_a(x, t)$ is the retarded fermion Green’s function $G_a(x, t) = -\theta(t)\langle \psi_a(x, t) \psi_a^\dagger(0, t) \rangle$. Introducing the right moving and left moving components, $\psi_a(x, t) = \psi_a^R(x, t) + \psi_a^L(x, t)$, the spectral function is expressed as

$$
A_a(k, \omega) = \frac{1}{\pi} \int dx dt e^{-i(kx - \omega t)} \left( G_a^R(x, t) G_a^\dagger_L(0, t) + G_a^L(x, t) G_a^\dagger_R(0, t) \right).
$$

These two terms contribute to the spectral function in the same way, and consequently the term $G_a^L(x, t)$ is also neglected. The spectral function then becomes

$$
A_a(k, \omega) = \frac{1}{\pi} \int dx dt e^{-i(kx - \omega t)} \left( G_a^R(x, t) G_a^\dagger_R(0, t) + G_a^L(x, t) G_a^\dagger_L(0, t) \right).
$$

The explicit result for the spectral function is shown in Fig. 3.
Thus the one-particle Green’s functions are expressed as

$$G_{\nu,a}(x,t) = -i\theta(t)[F_{\nu,a}(x,t) + F_{\nu,a}(-x,-t)],$$

(4.2)

where $F_{\nu,a}(x,t) = \langle \psi_{\nu,a}(x,t)\psi_{\nu,a}^\dagger(0,0) \rangle$. Then the spectral function can be decomposed into the four contributions:

$$A_{\nu}(k,\omega) = A_{R,a}(k-k_{F,a},\omega) + A_{L,a}(k+k_{F,a},\omega),$$

$$A_{\nu,a}(q,\omega) = I_{\nu,a}(q,\omega) + I_{\nu,a}(-q,-\omega),$$

(4.3)

where

$$I_{\nu,a}(q,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\omega t} \int_{-\infty}^{\infty} dx e^{-iqx} F_{\nu,a}(x,t).$$

(4.4)

The direct calculation of the Green’s functions for the phase variables yields

$$\langle (\theta_a(x,t) - \phi_a(x,t))(\theta_a(0,0) - \phi_a(0,0)) \rangle_{\text{conn.}} = \sum_{\beta=\pm} \nu_{\alpha,\beta} \ln \left[ \frac{\alpha}{\alpha + i(u_\beta t - x)} \right] + \nu'_{\alpha,\beta} \ln \left[ \frac{\alpha}{\alpha + i(u_\beta t + x)} \right],$$

(4.5)

$$\langle (\theta_a(x,t) + \phi_a(x,t))(\theta_a(0,0) + \phi_a(0,0)) \rangle_{\text{conn.}} = \sum_{\beta=\pm} \nu'_{\alpha,\beta} \ln \left[ \frac{\alpha}{\alpha + i(u_\beta t - x)} \right] + \nu_{\alpha,\beta} \ln \left[ \frac{\alpha}{\alpha + i(u_\beta t + x)} \right],$$

(4.6)

where the exponents $\nu$s are given by

$$\nu_{\alpha,\beta} = \frac{1}{4}(P_{a\beta} + Q_{a\beta})^2, \quad \nu'_{\alpha,\beta} = \frac{1}{4}(P_{a\beta} - Q_{a\beta})^2.$$

(4.7)

Thus the one-particle Green’s functions are expressed as

$$\langle \psi_{R,a}(x,t)\psi_{R,a}^\dagger(0,0) \rangle = \frac{1}{2\pi\alpha} \prod_{\beta} \left[ \frac{\alpha}{\alpha + i(u_\beta t - x)} \right]^{\nu_{\alpha,\beta}} \left[ \frac{\alpha}{\alpha + i(u_\beta t + x)} \right]^{\nu'_{\alpha,\beta}},$$

(4.8a)

$$\langle \psi_{L,a}(x,t)\psi_{L,a}^\dagger(0,0) \rangle = \frac{1}{2\pi\alpha} \prod_{\beta} \left[ \frac{\alpha}{\alpha + i(u_\beta t - x)} \right]^{\nu'_{\alpha,\beta}} \left[ \frac{\alpha}{\alpha + i(u_\beta t + x)} \right]^{\nu_{\alpha,\beta}}.$$  

(4.8b)

Substituting the expression from Eq. (4.3) into Eq. (4.4), we obtain the integral form for the spectral function. We note that we have the identity: $\sum_{\beta}(\nu_{\alpha,\beta} - \nu'_{\alpha,\beta}) = 1$. The spectral function is obtained from the integral:

$$I_{R,a}(q,\omega) = \frac{\alpha^{\nu_{\alpha,-} - 1}}{(2\pi)^2} \int dx dt \frac{e^{i(\omega t - qx)}}{[\alpha + i(u_+ t - x)]^{\nu_{\alpha,+} + \nu_{\alpha,-} + \nu'_{\alpha,+} + \nu'_{\alpha,-}} [\alpha + i(u_- t + x)]^{\nu_{\alpha,+} + \nu_{\alpha,-} + \nu'_{\alpha,+} + \nu'_{\alpha,-}}}.$$  

(4.9)

where $\nu_{\alpha} = (\nu_{\alpha,+} + \nu_{\alpha,-} + \nu'_{\alpha,+} + \nu'_{\alpha,-})$. A similar expression for left moving fermions with $\nu_{\alpha,\pm}$ and $\nu'_{\alpha,\pm}$ interchanged.

A. SU(2) symmetric model

Let us first consider the case with SU(2) symmetry and repulsive interactions, and show how the expressions in terms of Gauss hypergeometric functions are recovered.
The bosonized Hamiltonian reads $H = H_\rho + H_\sigma$ where

$$H_\rho = \int \frac{dx}{2\pi} \left[ u_\rho K_\rho (\pi \Pi_\rho)^2 + \frac{u_\rho}{K_\rho} (\partial_x \phi_\rho)^2 \right], \quad (4.10)$$

$$H_\sigma = \int \frac{dx}{2\pi} \left[ u_\sigma K_\sigma (\pi \Pi_\sigma)^2 + \frac{u_\sigma}{K_\sigma} (\partial_x \phi_\sigma)^2 \right] + \frac{2g_{11}}{(2\pi \alpha)^2} \int dx \cos \sqrt{\alpha} \phi_\sigma, \quad (4.11)$$

with $u_\rho > u_\sigma$, $K_\rho < 1$ and $K_\sigma > 1$ for repulsive interactions. Under the renormalization group, $K_\sigma, g_{11}$ flow to fixed point values $K_\sigma^* = 1, g_{11}^* = 0$. The resulting fixed point Hamiltonian is therefore in the diagonalized form of Eq. (2.12). We will approximate the spectral function of this model by replacing the exact Green’s function by its fixed point value. This amounts to neglect logarithmic corrections. Within this approximation, the spectral function of right-moving fermions of spin $s = \uparrow, \downarrow$ is given by $A_{R,s}(q, \omega) = I_R(q, \omega) + I_R(-q, -\omega)$ with

$$I_R(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{(2\pi)^2} \int dx dt e^{i(\omega t - qx)}$$

After the space-time integration, we have:

$$I_R(q, \omega) = \frac{\Gamma(\gamma_\rho + 1)}{4\pi^2 \Gamma(\gamma_\rho + 1/2) \Gamma(1/2)} \int dx dt e^{i(\omega t - qx)} \int_0^1 dv \frac{\rho^{\gamma_\rho - 1/2}(1 - v)^{-1/2} \alpha^{\gamma_\rho}}{\{\alpha + i[\omega \rho + (1 - v)u_\sigma]^2 t - ix\}^{\gamma_\rho + 1}} \left[ \frac{\alpha}{\alpha + i(u_\sigma t + x)} \right]^{\gamma_\rho} \Theta(\omega + u_\rho q) \Theta(\omega - [\omega \rho + (1 - v)u_\sigma]q), \quad (4.14)$$

where $\Theta(x)$ is the Heaviside step function, and $\Gamma(z)$ is the Euler Gamma function. We will consider the case of $q > 0$. From Eq. (4.15), we find $I_R(q, \omega) = 0$ for $\omega < u_\sigma q$ and $I_R(-q, -\omega) = 0$ for $\omega > -u_\rho q$. Therefore, $A_{R,s}(q, \omega) = 0$ when $-u_\rho q < \omega < u_\sigma q$, while $A_{R,s}(q, \omega) = I_R(q, \omega)$ for $\omega > u_\sigma q$ and $A_{R,s}(a, \omega) = I_R(-q, -\omega)$ for $\omega < -u_\rho q$. For the calculation of $I_R(q, \omega)$ when $\omega > u_\sigma q$ we have to separate the two cases, $u_\sigma q < \omega < u_\rho q$ and $\omega > u_\rho q$.

1. $\omega > u_\rho q$

For $\omega > u_\rho q$, the two Theta functions in Eq. (4.15) can be replaced by one. With the change of variable

$$w = \frac{2u_\rho v}{u_\rho + u_\sigma + (u_\rho - u_\sigma)v}, \quad (4.16)$$

the integral Eq. (4.15) becomes:

$$A_{R,s}(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{\Gamma(\gamma_\rho) \Gamma(\gamma_\rho + 1)} \times \frac{1}{\alpha + i(u_\sigma t - x)^{\gamma_\rho + 1/2}} \frac{1}{\alpha + i(u_\sigma t + x)^{\gamma_\rho}}, \quad (4.12)$$

where $\gamma_\rho = (K_\rho + K_\rho^{-1} - 2)/8.90$. The correspondence between Eqs. (4.9) and (4.12) is given by $u_+ = u_\rho, u_- = u_\sigma, \nu_{a,+} = (\gamma_\rho + 1/2), \nu_{a,-} = 1/2, \nu_{a,+} = \gamma_\rho$, and $\nu_{a,-} = 0$. To calculate the integral in Eq. (4.12), we use the Feynman representation:

$$\frac{1}{A_1^{\nu_1} A_2^{\nu_2}} = \frac{\Gamma(\nu_1 + \nu_2)}{\Gamma(\nu_1) \Gamma(\nu_2)} \int_0^1 dw \frac{w^{\nu_1 - 1}(1 - w)^{\nu_2 - 1}}{[A_1 w + A_2 (1 - w)]^{\nu_1 + \nu_2}}, \quad (4.13)$$

which is valid for $\nu_1, \nu_2 > 0$. Then, with the help of (A.1), we obtain:

$$A_{R,s}(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{\Gamma(\gamma_\rho) \Gamma(\gamma_\rho + 1)} \times \frac{1}{\alpha + i(u_\sigma t - x)^{\gamma_\rho + 1/2}} \frac{1}{\alpha + i(u_\rho t - x)^{\gamma_\rho}}, \quad (4.12)$$

For $\omega \rightarrow \infty$, $I(q, \omega) \sim \omega^{2\gamma_\rho - 1}$. The expression (4.17) agrees with Eq. (19.27) of Ref. 70 with the notation $\theta = 2\gamma_\rho$. When $\omega \rightarrow u_\rho q + 0$, the argument of the hypergeometric function in Eq. (4.17) becomes equal to one and for $\gamma_\rho < 1/2$, the hypergeometric function is divergent. Using Eq. (A.1), we rewrite (4.17) as:

$$A_{R,s}(q, \omega) = \frac{(\alpha/2u_\rho)^{2\gamma_\rho}}{\Gamma(\gamma_\rho) \Gamma(\gamma_\rho + 1)}$$

1. $\omega > u_\rho q$
in which the hypergeometric function remains finite as $\omega \to u_\rho q + 0$. We then find that $A_{R,s}(q, \omega) \sim \frac{\alpha^{2\gamma_\rho}(\omega-u_\rho q)^{\gamma_\rho-1}}{(2u_\rho)^{\gamma_\rho}(u_\rho-u_\sigma)^{\gamma_\rho}}(\omega-u_\sigma q)^{\gamma_\rho-1/2}$ as $\omega \sim u_\rho q$.

The power-law divergence was previously obtained by Voit and by Meden and Schoenhammer by analyzing the divergence of the integral (4.12) in the vicinity of $\omega \sim u_\rho q$. The expression in terms of hypergeometric functions also provides the prefactors.

2. $u_\rho q < \omega < u_\rho q$

When $u_\rho q < \omega < u_\rho q$, the integration over $v$ in (4.15) is limited to the range $0 < v < (\omega-u_\sigma q)/(u_\rho q-u_\sigma q)$. With the change of variable:

$$w = \frac{\omega + u_\rho q}{\omega - u_\sigma q} \frac{(u_\rho - u_\sigma)v}{(u_\rho + u_\sigma) + (u_\rho - u_\sigma)v},$$  \hspace{1cm} (4.19)

the integral (4.15) reduces to:

$$A_{R,s}(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{\Gamma(1/2)\Gamma(2\gamma_\rho + 1/2)} \times \frac{(\omega + u_\rho q)^{-1/2}(\omega-u_\sigma q)^{2\gamma_\rho-1/2}}{(u_\rho + u_\sigma)^{\gamma_\rho-1/2}(u_\rho - u_\sigma)^{\gamma_\rho+1/2}} \times 2F_1 \left( \frac{1}{2}; 2\gamma_\rho + 1; \frac{2u_\rho}{u_\rho - u_\sigma} \frac{\omega - u_\sigma q}{u_\rho - u_\sigma q} \right).$$  \hspace{1cm} (4.20)

For $\omega \to u_\rho q + 0$, the expression (4.20) has a power law divergence, $\sim (\omega-u_\rho q)^{2\gamma_\rho-1/2}$ for $\gamma_\rho < 1/4$, in agreement with Refs. [49-50]. When $\omega \to u_\rho q - 0$, the argument of the hypergeometric function becomes equal to one, leading to a power law divergence. Using again Eq. (A6), we can rewrite the Eq. (4.20) as:

$$A_{R,s}(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{\Gamma(1/2)\Gamma(2\gamma_\rho + 1/2)} \times \frac{(\omega - u_\sigma q)^{2\gamma_\rho-1/2}(u_\rho - u_\omega)^{\gamma_\rho-1/2}}{(\omega + u_\rho q)^{\gamma_\rho}(u_\rho - u_\sigma)^{2\gamma_\rho}} \times 2F_1 \left( 2\gamma_\rho; 2\gamma_\rho + \frac{1}{2}; \frac{2u_\rho}{u_\rho - u_\sigma} \frac{\omega - u_\sigma q}{u_\rho - u_\sigma q} \right),$$  \hspace{1cm} (4.21)

and recover the divergence [49,50] $A_{R,s} \sim \frac{\alpha^{2\gamma_\rho}(\omega-u_\rho q)^{-1/2}}{(2u_\rho)^{\gamma_\rho}(u_\rho-u_\sigma)^{\gamma_\rho}}(u_\rho q - \omega)^{\gamma_\rho-1/2}$ for $\omega \to u_\rho q - 0$. Although the exponent is the same on both sides of $\omega = u_\rho q$, the peak is asymmetric, the ratio of amplitudes being $\sin(\pi \gamma_\rho)$.

FIG. 3: (Color online) The spectral functions $A_{R,s}(q = 0.01, \omega)$ with SU(2) symmetry for several choices of $\gamma_\rho$ (= 0.2, 0.4, 0.6, 0.8 from top to bottom) with fixed $u_\rho = 2, u_\sigma = 1$, $q = 0.1$. The dots represent the value at $\omega = u_\rho q$ given by Eq. (4.24).

3. $\omega < -u_\rho q$

In the case $\omega < -u_\rho q$, we need $I_{R,s}(-q, -\omega)$. In the integral (4.15), both Theta functions are then equal to one, and with the change of variable:

$$w = \frac{2u_\rho v}{(u_\rho + u_\sigma) + (u_\rho - u_\sigma)v},$$  \hspace{1cm} (4.22)

we find:

$$A_{R,s}(q, \omega) = \frac{\alpha^{2\gamma_\rho}}{\Gamma(\gamma_\rho)\Gamma(\gamma_\rho + 1)} \times \frac{[\omega - u_\rho q]^{\gamma_\rho-1/2}[\omega - u_\rho q]^{\gamma_\rho-1}}{(u_\rho + u_\sigma)\gamma_\rho+1/2(2u_\rho)^{\gamma_\rho+1/2}} \times 2F_1 \left( 1 - \gamma_\rho, \gamma_\rho + \frac{1}{2}; \gamma_\rho + 1; \frac{u_\rho - u_\omega \sigma + u_\rho q}{2u_\rho} \frac{\omega - u_\sigma q}{\omega - u_\sigma q} \right).$$  \hspace{1cm} (4.23)

For $\omega \to -u_\rho q - 0$, the expression (4.23) vanishes with a cusp singularity $A_{R,s}(-q, -\omega) \sim \frac{\alpha^{2\gamma_\rho}q^{\gamma_\rho-1}}{(2u_\rho)^{\gamma_\rho}(u_\rho - u_\sigma)^{\gamma_\rho}}(\omega + u_\rho q)^{\gamma_\rho}$, in agreement with Refs. [49,50].

Typical behavior of the spectral functions $A_{R,s}(q, \omega)$ is shown in Fig. 3. There is no weight at $-u_\rho q < \omega < u_\rho q$. The overall profile reproduces the previous results given in Refs. [49,50]. We note that for $\gamma_\rho > 1/2$, the divergence at $\omega = u_\rho q$ disappears and is replaced by the cusp structure. From Eqs. (4.17) and (4.20), its peak value is given by:

$$A_{R,s}(q, u_\rho q) = \frac{\alpha^{2\gamma_\rho}\Gamma(\gamma_\rho - \frac{1}{2})(\Delta u)^{\gamma_\rho-1}q^{\gamma_\rho-1}}{\Gamma(\gamma_\rho)\Gamma(\gamma_\rho + 1/2)(2u_\rho)^{\gamma_\rho+1/2}(2u_\rho)^{\gamma_\rho-1/2}}$$  \hspace{1cm} (4.24)
where $\bar{u} = (u_\rho + u_\sigma)/2$ and $\Delta u = (u_\rho - u_\sigma)$. In Fig. 3
the peak positions are represented by the dots. Thus the
asymptotic behavior at $\omega \approx u_\rho q$ for $\gamma_\rho < \frac{1}{2}$ is given by
\[ A_{R,s}(q,\omega) = \begin{cases} C(\omega - u_\rho q)^{\gamma_\rho - \frac{1}{2}} \sin \pi \gamma_\rho & (\omega > u_\rho q) \\ C(u_\rho q - \omega)^{\gamma_\rho - \frac{1}{2}} & (\omega < u_\rho q) \end{cases} \]
(4.25)

where $C$ and $C'$ are positive numerical constants depending on $q$. Because of our simplified treatment of the cutoff, the sum rule $\int d\omega A(q,\omega) = 1$ cannot be satisfied.

In a more rigorous treatment, the short-range cutoff $\alpha$
used in the construction of the creation and annihilation operators and the momentum cutoff for the interactions
must be treated independently. However, in our paper,
we are only concerned with the asymptotic behavior of
the spectral functions for momenta that deviate from the
Fermi momenta by an amount which is much less that
the momentum cutoff. In such a case, the corrections
resulting from having two-distinct cutoffs can be safely ignored.

\[ A_{R,s}(q,\omega) = \begin{cases} A_{R,s}(q,u_\rho q) - C'(\omega - u_\rho q)^{\gamma_\rho - \frac{1}{2}} \sin \pi \gamma_\rho & (\omega \geq u_\rho q) \\ A_{R,s}(q,u_\rho q) - C'(u_\rho q - \omega)^{\gamma_\rho - \frac{1}{2}} & (\omega < u_\rho q) \end{cases} \]
(4.26)

where $u(w) \equiv wu_+ + (1 - w)u_-$. From Eq. (4.27), we obtain \( A_{R,s}(q > 0, |\omega| < u_- q) = 0 \). Contrarily to the
SU(2) symmetric case of Sec. IV A, the spectral function
does not vanish anymore when $-u_+ q < \omega < u_- q$.

1. Power-law singularities

The power-law singularities can be recovered from
Eq. (4.27) in a simple manner. In the analysis of the power-law singularities, we restrict ourselves to the case $q > 0$. Indeed, if we consider the case of $\omega \to u_+ q + 0$, the dominant contribution to the integral comes from the integration over $w_1$ in the vicinity of $w_1 = 1$. The integral to consider is then:

\[ I_{R,a}(q,\omega) \propto \int_0^1 dw_1 (1 - w_1)^{\nu_{a,-} - 1} \times [\omega - u(w_1)q + \Delta u q(1 - w_1)]^{\nu_{a,+}' + \nu_{a,-}' - 1} |\omega - u(w_1)q|^{\nu_{a,+}' + \nu_{a,-}' - 1} |\Delta u q - u_{a,-}'|^{\nu_{a,-}' - 1} \]

(4.28)

provided that $\nu_{a,+} + \nu_{a,-} + \nu_{a,+}' < 1$, where $\Delta u \equiv (u_+ - u_-)$. Similarly, when $u_- q < \omega < u_+ q$, the $w_1$ integration also determines the power law singularities. This time, the integration over $w_1$ is restricted to $0 < w_1 < (\omega - u_- q)/(\Delta u q)$. Changing variables to $\bar{w}_1 = w_1(\omega - u_- q)/(\Delta u q)$, we have to consider the integral:

\[ \frac{(\omega - u_- q)^{\nu_{a,+}' + \nu_{a,-}' - 1}}{(\Delta u q)^{\nu_{a,-}' - 1}} \int_0^1 d\bar{w}_1 \bar{w}_1^{\nu_{a,-}' - 1} \times (1 - \bar{w}_1)^{\nu_{a,+}' + \nu_{a,-}' - 1} \left(1 - \frac{\omega - u_- q}{\Delta u q \bar{w}_1}\right)^{\nu_{a,-}' - 1} \]

(4.29)
When $\omega \to u_{-q} + 0$, the integral goes to a constant, and we have the power law: $I_{R,a}(q,\omega) \sim (\omega - u_{-q})^{\nu_{a,-} + \nu_{a,+} + \nu_{a,-}' - 1}$. When $\omega \to u_{+q} - 0$, the integral has a power law singularity, and the behavior $I_{R,a}(q,\omega) \sim (-\omega + u_{+q})^{\nu_{a,-} + \nu_{a,+} + \nu_{a,-}' - 1}$ is obtained. Such behavior was previously obtained in Refs. \[49,50\].

By a similar method, one can also obtain the power law singularities at $\omega = -u_{\pm q}$ of $I_{R,a}(-q,-\omega)$. This time, the origin of the singularities is the integration over $\nu_2$. By summarizing, the asymptotic behavior of the spectral function are given by

$$A_{R,a}(q,\omega) \propto \begin{cases} |\omega - u_{+q}|^{\beta_{a,+}} & (\text{for } \omega \to +u_{+q} \pm 0) \\ |\omega - u_{-q}|^{\beta_{a,-}} & (\text{for } \omega \to +u_{-q} \pm 0) \\ (\omega + u_{-q})^{\beta_{a,-}'} & (\text{for } \omega \to -u_{-q} - 0) \\ C + |\omega + u_{+q}|^{\beta_{a,+}'} & (\text{for } \omega \to -u_{+q} \pm 0) \end{cases}$$

(4.30)

where

$$\beta_{a,+} \equiv \nu_{a,-} + \nu_{a,+} + \nu_{a,-}' - 1, \quad \beta_{a,-} \equiv \nu_{a,+} + \nu_{a,-} + \nu_{a,+}' - 1, \quad \beta_{a,-}' \equiv \nu_{a,+} + \nu_{a,-} + \nu_{a,-}' - 1.$$  

As $\nu_{a,+} + \nu_{a,-} = 1 + \nu_{a,+}' + \nu_{a,-}'$, there is no divergence but only a cusp in the vicinity of $\omega = \pm u_{\pm q}$. From Eq. (4.7), the exponents which determine the Green’s function for the right moving particle in Eqs. (4.9) are given by

$$\nu_{1,\pm} = \frac{1}{8} \left( K_1 u_1 + \frac{u_{\pm} \pm u_{\pm} \pm u_{\pm} \pm u_{\pm}}{K_1 u_1} + 2 \right) \left( \pm u_2^2 - u_2^2 \right),$$

$$\nu_{1,\pm}' = \frac{1}{8} \left( K_1 u_1 + \frac{u_{\pm} \pm u_{\pm} \pm u_{\pm} \pm u_{\pm}}{K_1 u_1} - 2 \right) \left( \pm u_2^2 - u_2^2 \right),$$

$$\nu_{2,\pm} = \frac{1}{8} \left( K_2 u_2 + \frac{u_{\pm} \pm u_{\pm} \pm u_{\pm} \pm u_{\pm}}{K_2 u_2} + 2 \right) \left( \pm u_2^2 - u_2^2 \right),$$

$$\nu_{2,\pm}' = \frac{1}{8} \left( K_2 u_2 + \frac{u_{\pm} \pm u_{\pm} \pm u_{\pm} \pm u_{\pm}}{K_2 u_2} - 2 \right) \left( \pm u_2^2 - u_2^2 \right).$$

(4.32)

Figure 4 shows the exponents $\nu_{a,\pm}$ [Eq. (4.32)] as a function of difference in velocities. In order to distinguish the effects of the intraband coupling $g_a$ and the interband coupling $g$, we plot the $u_2/u_1$ dependence of the exponents with fixed $K_a$ (i.e., fixed $g_a/u_0$). In this case, the two-component TL liquid is always unstable for small $u_2$, in contrast to the situation in Fig. 2. For $u_1 = u_2$, the behavior is similar to that of the TL liquid with only the intraband forward scattering where $(\nu_{a,+}, \nu_{a,-}, \nu_{a,+}', \nu_{a,-}') \approx (0.514, 0.501, 0.014, 0.001)$, suggesting the weak effect of the intraband interactions. With decreasing $u_2$, the exponent $\nu_{1,-}$ ($\nu_{1,+}$) decreases suggesting that the integral at $x \approx u_{-q} \times (x \approx u_{+q})$ for $I_{R,1}$ ($I_{R,2}$) in Eq. (4.9) becomes less singular. Although the effect of intraband interaction on $\nu_{1,\pm}'$ and $\nu_{2,\pm}'$ is small for $u_2/u_1 \approx 1$, the exponents $\nu_{1,-}'$ and $\nu_{2,-}'$ are enhanced for small $u_2$ just above $u_2 = -u_2$. In Fig. 5 the corresponding $\beta_{1,\pm}, \beta_{1,\pm}', \beta_{2,\pm},$ and $\beta_{2,\pm}'$ are shown. The case of $K = 1$ (not shown) is similar to Fig. 5. Note that the exponent $\nu_{1,\pm}'$ becomes extremely small but nonzero for $K_1 = K_2 = 1$ and small $g/\pi u_1$. Its asymptotic behavior is given by $\nu_{1,\pm}' \approx [g/(\pi u_1)]^2 (u_2/u_1)^2/16$ for $u_2 < u_2 = 0.0576 u_1$. As will be shown in the next section, the spectral function has two divergences at $\omega = u_{+q}$ and $\omega = u_{-q}$ when $\beta_{2,+} < 0$ and $\beta_{1,-} < 0$, respectively. However each divergence is replaced by a cusp when $\beta_{2,+} > 0$ and $\beta_{1,-} > 0$, respectively. Figure 6 shows such a critical value as a function of $g/\pi u_1$ with fixed $\beta_{2,+} = 0$ (solid lines) and $\beta_{1,-} = 0$ (dotted lines) for two cases where the intra-
FIG. 6: The values for $u_2/u_1$ satisfying $\beta_{2,+} = 0$ (solid line) and $\beta_{1,-} = 0$ (dotted line), with fixed $K (= K_1 = K_2) = 1$ and 0.8.

band interaction is absent ($K_1 = K_2 = 1$) and is present ($K_1 = K_2 = 0.8$). For $K_a = 1$, the critical value of $u_2$ increases as a function of $g$ while that takes a minimum for $K = 0.8$. The minimum for $K \neq 1$ suggests a competition between the intraband interaction and the interband interaction. With increasing $K$ to 1, the value of $g/(\pi u_1)$ at which $u_2$ takes a minimum decreases, and the line in the limit of $K \to 1$ coincides with that of $K = 1$ except for $g/\pi = 0$, where $u_2/u_1 = 1$ at $g/\pi = 0$ is always obtained for $K \neq 0$. Thus it is found that double peaks of either 1 or 2 particle is replaced by a single peak in the region enclosed by the solid line and the dotted line in Fig. 6.

2. Representation of spectral function as integrals of hypergeometric functions

It is possible to rewrite the double integral (4.27) as a single integral containing the Gauss hypergeometric function $\text{_{2}F_{1}} (\alpha, \beta; \gamma; z)$ (see Appendix A). We again restrict ourselves to the case of $q > 0$. The spectral function for $q < 0$ can easily obtained by noting $A_{\nu,a}(q, \omega) = A_{\nu,a}(-q, -\omega)$ [see Eq. (4.3)]. For $|\omega| > u_+q$, we obtain

$$A_{R,a}(q, \omega)|_{\omega > u_+q} = \frac{(qa)^{\nu_{a}-1}}{\Gamma(\nu_{a,+} + \nu_{a,-})\Gamma(\nu'_{a,+})\Gamma(\nu'_{a,-})} \left( \frac{\omega - u_+q}{\omega - u_-q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-}} \left( \frac{\omega + u_+q}{\omega + u_-q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-} - 1} \times \int_{0}^{1} dt \left( 1 - t \right)^{\nu'_{a,+} - 1} \left( t \right)^{\nu'_{a,-} - 1} \left[ 1 + \frac{\Delta u (|\omega| - u_+q)}{2\bar{u}(|\omega| + u_+q)} \right]^{\nu_{a,+} + \nu'_{a,+} - 1} \times \text{_{2}F_{1}} (\bar{\nu}_a - 1, \nu_{a,+}; \nu_{a,+,\nu_{a,-}; z_1}) \right), \quad (4.33a)$$

$$A_{R,a}(q, \omega)|_{\omega < -u_-q} = \frac{(qa)^{\nu_{a}-1}}{\Gamma(\nu_{a,+} + \nu_{a,-})\Gamma(\nu'_{a,+})\Gamma(\nu'_{a,-})} \left( \frac{|\omega| - u_+q}{|\omega| - u_-q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-} - 1} \left( \frac{|\omega| + u_+q}{|\omega| + u_-q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-} - 1} \times \int_{0}^{1} dt \left( 1 - t \right)^{\nu'_{a,+} - 1} \left( t \right)^{\nu'_{a,-} - 1} \left[ 1 + \frac{\Delta u (|\omega| - u_+q)}{2\bar{u}(|\omega| + u_+q)} \right]^{\nu_{a,+} + \nu'_{a,+} - 1} \times \text{_{2}F_{1}} (\bar{\nu}_a - 1, \nu_{a,+}; \nu_{a,+,\nu_{a,-}; z_1}) \right). \quad (4.33b)$$

Here $\bar{u} \equiv (u_+ + u_-)/2$ and $\Delta u \equiv (u_+ - u_-)$. The parameter $z_1$ is given by

$$z_1 = \frac{\Delta u (|\omega| + u_+q)}{2u_+(|\omega| - u_-q)} \left[ 1 + \frac{\Delta u (|\omega| - u_+q)}{2\bar{u}(|\omega| + u_+q)} \right]. \quad (4.34)$$

For $u_-q < |\omega| < u_+q$, we have:

$$A_{R,a}(q, \omega)|_{u_-q < \omega < u_+q} = \frac{(qa)^{\nu_{a}-1}}{\Gamma(\nu_{a,+} + \nu_{a,-})\Gamma(\nu'_{a,+})\Gamma(\nu'_{a,-})} \left( \frac{\omega - u_-q}{\omega - u_+q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-}} \left( \frac{-\omega + u_-q}{\omega + u_+q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-} - 1} \times \int_{0}^{1} dt \left( 1 - t \right)^{\nu'_{a,+} - 1} \left( t \right)^{\nu'_{a,-} - 1} \text{2F}_{1} (\bar{\nu}_a - 1, \nu_{a,+}; \nu_{a,+,\nu_{a,-}; z_2}), \quad (4.35a)$$

$$A_{R,a}(q, \omega)|_{-u_+q < \omega < -u_-q} = \frac{(qa)^{\nu_{a}-1}}{\Gamma(\nu_{a,+} + \nu_{a,-})\Gamma(\nu'_{a,+})\Gamma(\nu'_{a,-})} \left( \frac{\omega + u_-q}{\omega + u_+q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-}} \left( \frac{-\omega - u_-q}{\omega - u_+q} \right)^{\nu_{a,+} + \nu'_{a,+} + \nu_{a,-} - 1} \times \int_{0}^{1} dt \left( 1 - t \right)^{\nu'_{a,+} - 1} \left( t \right)^{\nu'_{a,-} - 1} \text{2F}_{1} (\bar{\nu}_a - 1, \nu_{a,+}; \nu_{a,+,\nu_{a,-}; z_2}), \quad (4.35a)$$

For $u_-q < |\omega| < u_+q$, we have:
where $B(p, q)$ is the beta function $B(p, q) = \Gamma(p) \Gamma(q) / \Gamma(p + q)$. The parameter $z_2$ is given by

$$z_2 = \frac{2u_+(|\omega| - u_+ q)}{\Delta u(u_+ + q)} \left[ 1 + \frac{\Delta u(-|\omega| + u_+ q)}{2u_+ (|\omega| + u_+ q)} t \right]. \quad (4.36)$$

We find $A_{R+a}(q, \omega)|_{-u_+ q < \omega < u_+ q} = 0$.

We note that, if $\nu'_{a,-} = 0$, we have $A_{R-a} = 0$ for $-u_+ q < \omega < -u_+ q < 0$. In Eq. (4.33), the power-law singularities are already factored out and the integrals are regular. This fact allows the numerical evaluation of the formulae (4.33) and (4.35).

The integrals in Eq. (4.33) can also be reduced to the Appell hypergeometric functions. By using Eq. (A11), the spectral functions for the range $u_+ q < |\omega| < u_+ q$ are expressed as

$$A_{R+a}(q, \omega)|_{-u_+ q < \omega < u_+ q} = \frac{(\alpha / \Delta u)^{\nu_a-1}}{\Gamma(\nu_a + \nu'_a - + \nu'_a -)} \frac{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)}{\Gamma(\nu_a, -)} \Gamma(\nu'_a, +) \Gamma(\nu'_a, -) \times F_{1} \left( \tilde{\nu}_a - 1; \nu'_a, +, \nu'_a, -; \nu_a, + + \nu'_a, + + \nu'_a, - \right) \frac{2u_+ (|\omega| - u_+ q)}{\Delta u(|\omega| + u_+ q)} \frac{2n((|\omega| - u_+ q)}{2u_+ (|\omega| + u_+ q)} \quad (4.37)$$

$$A_{R-a}(q, \omega)|_{-u_+ q < \omega < u_+ q} = \frac{(\alpha / \Delta u)^{\nu_a-1}}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \frac{\Gamma(\nu_a, -)}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \times F_{1} \left( \tilde{\nu}_a - 1; \nu'_a, +, \nu'_a, -; \nu_a, + + \nu'_a, + + \nu'_a, - \right) \frac{2u_+ (|\omega| - u_+ q)}{\Delta u(|\omega| + u_+ q)} \frac{2n((|\omega| - u_+ q)}{2u_+ (|\omega| + u_+ q)} \quad (4.38)$$

where $F_{1}(\alpha; \beta, \beta'; \gamma; x, y)$ is the first Appell hypergeometric function of two variables. Similarly, by using Eq. (A12), equation (4.33) can also be reduced to

$$A_{R+a}(q, \omega)|_{\omega > u_+ q} = \frac{(\alpha / 2u_+)^{\nu_a-1}}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \frac{\Gamma(\nu_a, -)}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \times F_{2} \left( \nu_a - 1; \nu'_a, +, \nu'_a, -; \nu_a, + + \nu'_a, + + \nu'_a, - \right) \frac{\Delta u(|\omega| + u_+ q)}{2u_+ (|\omega| + u_+ q)} \frac{\Delta u(|\omega| - u_+ q)}{2u_+ (|\omega| - u_+ q)} \quad (4.39)$$

$$A_{R-a}(q, \omega)|_{\omega < u_+ q} = \frac{(\alpha / 2u_+)^{\nu_a-1}}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \frac{\Gamma(\nu_a, -)}{\Gamma(\nu_a, + + \nu'_a, + + \nu'_a, -)} \times F_{2} \left( \nu_a - 1; \nu'_a, +, \nu'_a, -; \nu_a, + + \nu'_a, + + \nu'_a, - \right) \frac{\Delta u(|\omega| + u_+ q)}{2u_+ (|\omega| + u_+ q)} \frac{\Delta u(|\omega| - u_+ q)}{2u_+ (|\omega| - u_+ q)} \quad (4.40)$$

where $F_{2}(\alpha; \beta, \beta'; \gamma, \gamma'; x, y)$ is the second Appell hypergeometric function. These results are reminiscent of the one from Ref. [78], where the Fourier transform of the $2k_F$ component of the density-density correlation function of a TL liquid with different spin and charge velocities was shown to be expressible in terms of the Appell hypergeometric function of two variables. We note also that by setting $u_+ = u_0, u_- = u\sigma, \nu_a, + = (\gamma + 1/2), \nu_a, - = 1/2, \nu'_a, + = \gamma\rho, \nu'_a, - = 0$, in Eqs. (4.37), (4.38), and (4.40), we can reproduce Eqs. (4.24), (4.25), and (4.26), respectively, showing that the Appell hypergeometric function representation also covers the SU(2) invariant case.

The special case of SU(2) symmetry can also be recovered from the integral representations (4.33) and (4.35). However, to do this, we first need to consider the limit $\nu_2 \to 0$ in Eq. (4.13). Rewriting (4.13) as

$$\frac{1}{A_1^a A_2^a} = \frac{\Gamma(\nu_1, + \nu_2)}{\Gamma(\nu_1) \Gamma(\nu_2 + 1)}$$

$$\times \int_0^1 dw \frac{\nu_2 w^\nu_2 - (1 - w)^\nu_1 - 1}{[A_1(1 - w) + A_2 w]^{\nu_1 + \nu_2}}, \quad (4.41)$$
by making \( w \to (1-w) \) and using \( \Gamma(\nu_2 + 1) = \nu_2 \Gamma(\nu_2) \) and changing integration variable to \( v = w'^2 \), we find that:

\[
\frac{1}{A_{1}^{\nu_{1}} A_{2}^{\nu_{2}}} = \frac{\Gamma(\nu_{1} + \nu_{2})}{\Gamma(\nu_{1}) \Gamma(\nu_{2} + 1)} \int_{0}^{1} dv (1 - v^{1/\nu_{2}})^{\nu_{1} - 1} \frac{1}{[A_{1}(1 - v^{1/\nu_{2}}) + A_{2}v^{1/\nu_{2}}]^{\nu_{1} + \nu_{2}},}
\]

(4.42)

With this form, when \( \nu_{2} \to 0, v^{1/\nu_{2}} \to 0 \), the integral remains finite in the limit \( \nu_{1} \to 0 \) and the SU(2) case is recovered. The same result also applies to Eq. (4.35a). In Eq. (4.33b), when \( \nu_{1} \to 0 \), the hypergeometric function in the integrand reduces to 1. The integral in Eq. (4.33b) thus becomes a hypergeometric function \( _2F_1 \) and the SU(2) invariant case is again recovered. Finally, in Eq. (4.33a), a factor \( \Gamma(\nu_{1}') \) is present in the denominator of the fraction, but the integral remains finite in the limit \( \nu_{2}' \to 0 \). As a result, in the limit \( \nu_{1}' \to 0 \), the contribution of Eq. (4.33a) to the spectral function vanishes, recovering fully the SU(2) invariant result.

3. Application to the Hubbard model

For the application of the present calculation to an explicit model, here we consider the spin-\( \frac{1}{2} \) Hubbard model under the magnetic field:

\[
H = -t \sum_{j,\sigma}(c_{j,\sigma}^{\dagger} c_{j+1,\sigma} + h.c.) - \mu \sum_{j,\sigma} n_{j,\sigma}
- h \sum_{j} (n_{j,\uparrow} - n_{j,\downarrow}) + U \sum_{j} n_{j,\uparrow} n_{j,\downarrow},
\]

(4.43)

where \( \sigma = \uparrow, \downarrow \) refers to the spin degrees of freedom. We restrict ourselves to the case of repulsive interaction \( (U > 0) \). Here we assume that \( h > 0 \) and the energy dispersion is given by \( \varepsilon_{a=1(2)}(k) = -2t \cos k - (a)h - \mu \), where \( a = 1 \) \((a = 2) \) corresponds to the majority (minority) spin.

\[
\begin{align*}
A_{R,1}(q, \omega) & = \frac{\pi \rho}{2} + (-)^{1} \sin^{-1} \left( \frac{h}{2t \sin \frac{\pi \rho}{2}} \right), \\
u_{1}(2) & = 2ta \sin \frac{\pi \rho}{2} \sqrt{1 - \frac{h^2}{4t^2 \sin^2 \frac{\pi \rho}{2}}} \\
& \quad + (-)^{2}ta \cos \frac{\pi \rho}{2}. \frac{h}{2t \sin \frac{\pi \rho}{2}},
\end{align*}
\]

(4.44)

The effective velocities \( u_{\pm} \) are given by Eq. (2.21) with \( g = U \) and \( K_{1} = K_{2} = 1 \). By considering incommensurate band filling, the umklapp scattering is irrelevant. For \( h = 0 \), the Hubbard Hamiltonian (4.43) possesses the SU(2) symmetry and the analysis given in Sec. IV A applies. The neglect of the backward scattering can be justified for strong magnetic field, and the effective model can be described by Eq. (2.11) with \( g = U \). The magnetic field dependence of the bare velocities \( u_{1,2} \) and the renormalized velocities \( u_{\pm} \) are shown in Fig. 7. For \( h = 0 \), the velocities \( u_{+} \) and \( u_{-} \) correspond to the conventional charge \( v_{\rho} \) and spin \( v_{\sigma} \) excitation velocities, respectively.

The spectral functions \( A_{R,a}(q, \omega) \) for \( h/t = 0.2 \) and 0.6 are shown in Fig. 8. In Fig. 8, the contour plot of \( A_{a}(k, \omega) \) is shown in the range \(-0.05 < (k - k_{F,a}) < 0.05 \) and
$-0.05 < \omega/t < 0.05$, with fixed $h/t = 0.2$ (top figures) and 0.6 (bottom figures). The momentum $k$ is related to $q$ by $k = k_{F,a} + q$ [see Eq. (4.33)]. For weak magnetic field, the spectral functions exhibit similar behavior obtained in the SU(2) symmetric case, except for the non-zero weight seen at $-u_+q < \omega < -u_-q$. In the SU(2) symmetric case, there is no weight at $-u_+q < \omega < -u_-q$ (see Fig. 3). For strong magnetic field, the difference between $u_1$ and $u_2$ becomes large and the spin-up and spin-down electrons are effectively decoupled, where $A_{R,1}$ ($A_{R,2}$) has stronger weight at $\omega \approx u_+q$ ($\omega \approx u_-q$). We note that the weight of $A_{R,2}(q,\omega)$ at $\omega \approx u_-q$ becomes relatively large compared with that of $A_{R,1}(q,\omega)$ at $\omega \approx u_+q$, reflecting the large density of states for spin-down particle. Especially, $A_{R,2}(q,\omega)$ exhibits a similar behavior obtained in the spinless case [Fig. 1(a) in Ref. 49]. We also note that, as seen from Fig. 9, the two branch feature is prominent near Fermi energy ($\omega \approx 0$), however, one-particle feature is recovered in the high-energy region. As seen in Fig. 7, the velocity $u_+$ takes a close value to $u_1$, while $u_-$ is strongly renormalized from the bare velocity $u_2$. For the spectral function $A_2(k,\omega)$, a strong singularity can be seen at $\omega = u_-q$, while relatively large weight can be obtained at $-|u_+q| < \omega < |u_+q|$ for small $\omega$.

By using Eqs. (4.31) and (4.32), the $h$ dependence of the exponents $\beta$s are obtained (Fig. 10). As mentioned before, the spectral function has two peaks at $\omega = u_+q$ and $\omega = u_-q$ for $\beta_{2,+} < 0$ and $\beta_{1,-} < 0$, respectively, while each divergence is replaced by a cusp for $\beta_{2,+} > 0$ and $\beta_{1,-} > 0$, respectively. Figure 11 shows such a critical value of $h/t$ as a function of $U/t$, for $\beta_{2,+} = 0$ (solid line) and $\beta_{1,-} = 0$ (dotted line). The dash line corresponds to the upper bound of $h/t$ for the stable $u_-$. With increasing $U/t$, the critical value of $h/t$ for $\beta_{2,+} = 0$ and $\beta_{1,-} = 0$ decreases.
V. CONCLUSION

In the present paper, we have derived expressions of the fermion spectral functions of a two-component Luttinger liquid at zero temperature in terms of Appell hypergeometric functions. We have shown that in the SU(2) symmetric case, these expressions reduce to the Gauss hypergeometric functions. Our expressions allow the recovery of the singularities derived in Refs. 10–50 but also describe the amplitude of the singularities as well as the behavior of the spectral function away from the singularities. The results of the present paper could be used to calculate zero temperature fermion spectral functions of various integrable models using exact results on the TL-liquid and Feynman identity. In the case of three-component models, a more general version of the Feynman identity is applicable, and we expect that the zero temperature spectral function will also be expressible in terms of generalized hypergeometric functions of three variables. In the case of non-zero temperature, the real-space Green’s function is expressed as a product of powers of hyperbolic sine and the Feynman identity we used to derive our expressions does not lead to a tractable expression. However, it is still possible to discuss the qualitative changes to the spectral functions produced by positive temperature. The first effect of being at finite temperature is that the divergences of the spectral functions at \( \omega = u_\nu q \) \((\nu = \pm)\) are cut-off by the thermal length which is of the order of \( u_\nu T \). Therefore, the peaks of the spectral function \( A_{R,q}(q,\omega) \) will be replaced by maxima of height \( T^{3\nu} \) as \( \omega \rightarrow u_\nu q \). For \( |\omega - u_\nu q| \gg T \), we expect that the integral giving the spectral function is not strongly affected by the finite temperature as the largest contribution comes from integration over length-scales smaller than the thermal length. Therefore, for the lowest (non-zero) temperature scale, we expect that the spectral function will be modified by the replacement of \( |\omega - u_\nu q|^{3\nu} \) by a scaling function \( T_{\nu}^{3\nu} F^\nu_\nu(\omega - u_\nu q)/T \) in Eqs. (1.37)–(1.40). The scaling function will be such that \( F^\nu_\nu(0) \) is a constant, while \( F^\nu_\nu(x) \sim x^{3\nu} \) when \( x \rightarrow \infty \). A similar, but weaker effect should be seen on the cusps at \( \omega = -u_\pm q \). Again, the power laws will be replaced by scaling functions that reproduce the infinite slope for \( T = 0 \). Finally, we expect that the gap \( -u_\pm q < \omega < u_\pm q \) will start to fill. For higher temperatures, \( T \gg |u_+ - u_-| q \), we expect that the difference between the peaks at \( \omega = u_\pm q \) becomes blurred, and only a single broad peak will be observed.
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Appendix A: Integrals

1. Fourier transforms

To obtain the spectral functions of the fermions, we need the Fourier transform:

\[ J(q,\omega) = \int \frac{dx dt}{[\alpha + i(u_1 t - x)]^{\gamma_1} [\alpha + i(u_2 t + x)]^{\gamma_2}}, \quad (A1) \]

in the limit of \( \alpha \rightarrow 0_+ \). By the change of variables:

\[ t = \frac{X_1 + X_2}{u_1 + u_2}, \quad x = \frac{u_1 X_2 - u_2 X_1}{u_1 + u_2}, \quad (A2) \]

we find:

\[ J(q,\omega) = \frac{1}{u_1 + u_2} \int dX_1 \frac{e^{(\omega q + \omega x)/u_1 + u_2} X_1}{(\alpha + i X_1)^{\gamma_1}} \times \int dX_2 \frac{e^{(\omega q + \omega x)/u_1 + u_2} X_2}{(\alpha + i X_2)^{\gamma_2}}. \quad (A3) \]

The two integrals in the product are obtained from the formula (3.382.7) of Ref. 84, giving the final result:

\[ J(q,\omega) = \frac{(2\pi)^2}{\Gamma(\gamma_1) \Gamma(\gamma_2)} \frac{(\omega + u_2 q)^{\gamma_1 - 1} (\omega - u_1 q)^{\gamma_2 - 1}}{(u_1 + u_2)^{\gamma_1 + \gamma_2 - 1}} \times \Theta(\omega - u_1 q) \Theta(\omega + u_2 q), \quad (A4) \]

where the limit \( \alpha \rightarrow 0_+ \) has been taken.
2. Integrals expressible as hypergeometric functions

The integral representation of the Gauss hypergeometric function is

\[ _2F_1(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma - \beta)} \int_0^1 dt \frac{t^{\beta-1}(1-t)^{\gamma-\beta-1}}{(1-tz)^\alpha}, \tag{A5} \]

which satisfies \[Eq. (15.3.3) in Ref. 75\]

\[ _2F_1(\alpha, \beta; \gamma; z) = (1-z)^{\gamma-\alpha-\beta} _2F_1(\gamma - \alpha, \gamma - \beta; \gamma; z). \tag{A6} \]

Typical integral formula for obtaining the spectral functions (1.27) is given by

\[ \tilde{I} \equiv \int_0^1 dw \frac{w^{\alpha-1}(1-w)^{\beta-1}}{(c-bw)^{\alpha+\beta+1}}. \tag{A7} \]

By changing variable \( t = 1 - c(1-w)/(c-bw) \), we find

\[ \tilde{I} = \frac{(a+b)^{\beta+\gamma-1}}{a^\beta(-b+c)^{\alpha+\beta+\gamma-1}} \Gamma(\alpha) \Gamma(\beta) \]

\[ \times _2F_1(\alpha + \beta + \gamma - 1, \beta; a + \beta; \frac{b(-a-c)}{a(-b+c)}), \tag{A8} \]

where we have used Eqs. (A5) and (A6).

For the evaluation of Eq. (4.35), we meet the integral:

\[ I_1 = \int_0^1 dt \frac{(1-t)^{\beta-1}t^{\beta'-1}}{(1-mt)^{\alpha+\beta+1}} _2F_1(a, \beta'; c; \lambda + mt). \tag{A9} \]

By changing the variable \( t \) by \( t = \lambda \nu / (\lambda + \mu - \nu) \), and by expanding \( _2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!} \) where \( (a)_n \equiv \Gamma(a+n)/\Gamma(a) \), we find

\[ I_1 = B(\beta, \beta') F_1(a; \beta; \beta' + c; \lambda, \lambda + \mu), \tag{A10} \]

where \( F_2 \) is the Appell hypergeometric function. By using the relation: \( F_2(A; B, B'; C, A; x, y) = (1-y)^{-B'} F_1(B; A-B', B'; C; x/(1-y)) \), we obtain:

\[ I_1 = F_2(\beta, \beta'; F_1(a; \beta'; \beta'; c; \lambda, \lambda + \mu)), \tag{A11} \]

where \( F_1 \) is the Appell hypergeometric function. Similarly, the integral in Eq. (4.35) can be performed as:

\[ I_2 = \int_0^1 dt \frac{(1-t)^{\beta-1}t^{\beta'-1}}{(1-mt)^{\alpha+\beta+1}} _2F_1(\beta + \beta' + c - 1, \beta; a + \beta + \mu) \]

\[ = \sum_{n=0}^{\infty} \frac{\lambda}{\lambda + \mu} \frac{\beta'}{(c)_n} (\beta + \beta' + c - 1)n(b)_n \frac{\lambda^n}{n!} \int_0^1 dt (1-t)^{\beta-1} \frac{1}{(1-mt)^{\alpha+\beta+1}} \]

\[ = \sum_{n=0}^{\infty} \frac{\lambda}{\lambda + \mu} \frac{\beta'}{(c)_n} (\beta + \beta' + c - 1)n(b)_n \frac{\lambda^n}{n!} B(\beta, \beta') F_2(1 + \beta' + c - 1, \beta + \beta' + \mu) \]

\[ = \left( \frac{\lambda}{\lambda + \mu} \right)^{\beta'} B(\beta', \beta') \sum_{n,m=0}^{\infty} \frac{\lambda^n}{n!} \frac{(b)_n (\lambda + \mu)^m}{m!} (\beta + \beta' + c - 1)n+m \frac{(b)_n (\lambda + \mu)^m}{m!} \]

\[ = \left( \frac{\lambda}{\lambda + \mu} \right)^{\beta'} B(\beta', \beta') F_2(\beta + \beta' + c - 1, b, \beta; \beta; c, \beta + \beta' + \mu). \tag{A12} \]
Appendix B: Finite size bosonization and exponents

It is well known in conformal field theory that there is a relation between the energy-momentum tensor and the Virasoro generators that give the conformal weights (or dimensions) of the operator\(^s\). As a result, it is possible to relate the dimension of a given operator to the energy of the state generated by acting on the ground state of the Hamiltonian of a conformally invariant model with that operator\(^s\). Multicomponent models are not in general conformally invariant, but their critical properties can be obtained by considering a semi-direct product of Virasoro algebras\(^s\). A more elementary approach, that we will follow here, is finite size bosonization\(^s\). In that approach, the fields \(\phi_a \) and \(\theta_a \) in Eq. (2.4) admit the decomposition:

\[
\phi_a(x) = \phi_0^{(a)} - \frac{n_a}{L} x + \frac{1}{\sqrt{L}} \sum_q \phi_a(q)e^{iqx}, \quad (B1a)
\]

\[
\theta_a(x) = \theta_0^{(a)} - \frac{J_a}{L} x + \frac{1}{\sqrt{L}} \sum_q \theta_a(q)e^{iqx}. \quad (B1b)
\]

In Eqs. (B1), we have the commutation relations:

\[
[\phi_0^{(a)}, J_b] = -i\delta_{ab} \quad \text{and} \quad [\theta_0^{(a)}, n_b] = -i\delta_{ab}. \quad \text{In the Hamiltonian,} \phi_0^{(a)} \text{and} \theta_0^{(a)} \text{do not appear as a result of the derivations, but there is an extra term:}
\]

\[
\delta H = \frac{\pi}{2L} \sum_{a,b} \{M_{ab}J_aJ_b + N_{ab}n_an_b\} = \frac{\pi}{2L}(\mathbf{J} \mathbf{J}^\dagger + \eta \mathbf{N} \mathbf{N}), \quad (B2)
\]

\([\mathbf{J} = \mathbf{J}_1, \mathbf{J}_2]\) and \(\mathbf{N} = \mathbf{N}_1, \mathbf{N}_2\) which vanishes when \(L \to \infty\) and is called the zero mode contribution. The ground state has \(J_a = 0\) and \(n_a = 0\). If we consider the momentum operator,

\[
P = \sum_a \int dx \Pi_a \partial_x \phi_a. \quad (B3)
\]

it also contains a zero mode contribution equal to:

\[
\delta P = \frac{\pi}{L} \sum_a n_a J_a = \frac{\pi}{L} \eta \mathbf{J}. \quad (B4)
\]

If we use the relations \(M = Q(\Delta_2)^{1/2}Q\) and \(N = P(\Delta_2)^{1/2}P\), we can rewrite:

\[
\delta H = \frac{\pi}{4L} \left[ \langle \mathbf{J} \mathbf{Q} + \eta \mathbf{P}\rangle (\Delta_2)^{1/2} [\mathbf{Q} \mathbf{J} + \eta \mathbf{P}] + \langle \mathbf{J} \mathbf{Q} - \eta \mathbf{P}\rangle (\Delta_2)^{1/2} [\mathbf{Q} \mathbf{J} - \eta \mathbf{P}] \right], \quad (B5)
\]

\[
\delta P = \frac{\pi}{4L} \left[ \langle \mathbf{J} \mathbf{Q} + \eta \mathbf{P}\rangle [\mathbf{Q} \mathbf{J} + \eta \mathbf{P}] - \langle \mathbf{J} \mathbf{Q} - \eta \mathbf{P}\rangle [\mathbf{Q} \mathbf{J} - \eta \mathbf{P}] \right]. \quad (B6)
\]

Now, if we act on the ground state with the operator \(e^{i\sum_a (\eta_a \theta_0^{(a)} + \xi_a \phi_0^{(a)})}\), due to the presence of the term \(\sum_a (\eta_a \theta_0^{(a)} + \xi_a \phi_0^{(a)})\), the resulting state will belong to the subspace with \(n_a = -\eta_a, J_a = -\xi_a\). Its zero-mode contribution to the ground state energy will be:

\[
\delta H = \frac{\pi}{4L} \sum_{a\beta} [u_{\alpha}\xi a\eta \beta] + u_{\beta}\xi a\eta \beta - u_{\beta}\xi a\eta \beta - u_{\alpha}\xi a\eta \beta, \quad (B7)
\]

\[
\delta P = \frac{\pi}{4L} \left[ \langle \mathbf{J} \mathbf{Q} + \eta \mathbf{P}\rangle^2 - \langle \mathbf{J} \mathbf{Q} - \eta \mathbf{P}\rangle^2 \right]. \quad (B8)
\]

For an infinite system, a simple generalization of Eq. (1.8) shows that the correlation function take the form:

\[
\langle e^{i(\sum_a \eta_a \theta_0^{(a)} + \xi_a \phi_0^{(a)})} e^{-i(\sum_a \eta_a \theta_0^{(a)} + \xi_a \phi_0^{(a)})}\rangle = \prod_{\beta} \left[ \frac{\alpha}{\alpha + i(u_{\beta} t + x)} \right]^{(\eta P + i\xi Q)^2/4} \left[ \frac{\alpha}{\alpha + i(u_{\beta} t - x)} \right]^{(\eta P - i\xi Q)^2/4}. \quad (B9)
\]

So we see that the dimensions \((\eta P \pm i\xi Q)^2/4\) in the correlation functions also appear in the zero mode contributions to the excited state energy and momentum of the finite size system. This remark is the basis for the method of Frahm and Korepin\(^s\). Indeed, Eq. (8.2) of Ref. 88 is recovered with \(P = iU^\dagger U(Z^{-1})\) where:

\[
U = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad (B10)
\]

since Frahm and Korepin have defined \(N_c = N_\uparrow + N_\downarrow\), and \(N_s = N_\downarrow\), so that:

\[
\begin{pmatrix} N_c \\ N_s \end{pmatrix} = U \begin{pmatrix} N_\uparrow \\ N_\downarrow \end{pmatrix}. \quad (B11)
\]

Similarly, Eq. (3.6) of Ref. 88 is recovered by taking \(Q = U^\dagger U^{-1}Z\). Using these definitions, we can recover Eqs. (3.12), (3.11) and (3.13) of Ref. 88. These relations have also been derived in Ref. 72 by comparing the critical exponents derived from the Bethe Ansatz with the ones derived from bosonization.
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