I. INTRODUCTION

Quantum computers are well-known for their ability to outperform classical computers in many algorithmic applications [1]. One famous example is unstructured search, where an item in a database is marked by an oracle that responds yes or no as to whether an item is marked. A classical computer finds the marked item in $O(N)$ queries, while a quantum computer takes $O(\sqrt{N})$ queries using Grover’s algorithm [2]. If there are $k$ marked items, then the classical and quantum computing times for searching independent, respectively search in $O(N/k)$ and $O(\sqrt{N/k})$ time. So additional marked items make the search problem easier for both types of computers, as expected.

If there is structure to the database, however, then there are scenarios where additional marked items make search easier for a classical computer but harder for a quantum computer. More precisely, say the database is formulated as a graph of $N$ vertices where one or more vertices are marked. The edges of the graph define the structure by which one moves from vertex to vertex. To find a marked vertex, one approach is to classically and randomly walk on the graph, querying the oracle with each step until a marked vertex is found. Then the more marked vertices, the easier the search problem becomes since there will be more marked vertices for the random walk to stumble upon.

The opposite can be true in the quantum regime, where additional marked vertices make the problem harder, not easier. This occurs using a discrete-time quantum walk [3], where the vertices of the graph define an $N$-dimensional Hilbert space. Furthermore, to effect a non-trivial evolution [4] [5], the walking particle also has an internal degree of freedom (often called the coin) encoding the various directions that the particle can hop. Then if the number of edges of the graph is $|E|$, the system evolves in the Hilbert space $\mathbb{C}^{|E|}$ spanned by orthonormal basis states $\{|v,c\rangle\}$, where $v = 1, 2, \ldots, N$ specifies the vertex and $c = 1, 2, \ldots, d_v$ denotes the directions in which a particle at vertex $v$ can point (so $d_v$ denotes the degree of vertex $v$). The system $|\psi\rangle$ begins in a uniform state

$$|\psi(0)\rangle = \frac{1}{\sqrt{|E|}} \sum_{v=1}^{N} \sum_{c=1}^{d_v} |v, c\rangle.$$  

Then the search is performed by repeated applications of

$$U = SCQ.$$  

Here, $S$ is the flip-flop shift [6] that causes the particle to hop and then turn around (so a particle at vertex 1 pointing towards vertex 2 will end up at vertex 2 pointing towards vertex 1, or $S|1,2\rangle = |2,1\rangle$). $C$ is the coin flip that applies the Grover diffusion coin $2|s_c\rangle\langle s_c| - I$ [7] on the directional space at each vertex, where $|s_c\rangle = \sum_{i=1}^{d_v} |i\rangle / \sqrt{d_v}$ is the equal superposition over the directions. As shown in Lemma 2 of [8], the Grover coin inverts each amplitude of the directional state about the mean” of Grover’s algorithm [2]. Finally, $Q$ is an oracle query that flips the sign of the amplitude at marked vertices, which is the standard oracle in Grover’s algorithm.

As shown by Ambainis, Kempe, and Rivosh [6], applying this quantum algorithm to search for a unique marked vertex on the two-dimensional (2D) periodic square lattice yields a success probability of $O(1/\log N)$ after $O(\sqrt{N \log N})$ steps. With amplitude amplification [9], this results in an overall runtime of $O(\sqrt{N \log N})$. Now say there are two marked vertices that are adjacent to each other. Classically, this makes the search problem
The optimal stationary state for the $4 \times 3$ periodic square grid with an adjacent pair of marked vertices (vertices 6 and 7, indicated by double circles).

More precisely, the stationary state that approximates the initial uniform state \( \frac{1}{|V|} \) is approximately equal to a 1-eigenvector of the search operator \( U \), and so the system fails to evolve, and the quantum algorithm is equivalent to classically guessing and checking. So in this example, having an additional marked vertex makes the search problem harder, not easier, for the quantum algorithm.

More precisely, the stationary state that approximates the initial uniform state \( \frac{1}{|V|} \) is approximately equal to a 1-eigenvector of the search operator \( U \). Going through each operator in \( U \), the coin operators on unmarked and marked vertices, then instead use the oracle from [7], which applies different flip states, which form an orthogonal basis for directional amplitudes between adjacent vertices for a state to be stationary. Thus the system fails to evolve, and the quantum algorithm is equivalent to classically guessing and checking. So in this example, having an additional marked vertex makes the search problem harder, not easier, for the quantum algorithm.

These results use the search operator \( U \), which utilizes the natural oracle from Grover’s algorithm. If we instead use the oracle from [7], which applies different coin operators on unmarked and marked vertices, then stationary states are always orthogonal to the initial uniform state \( \frac{1}{|V|} \). Hence the most natural search oracle may not be ideal for certain quantum walk search problems.
II. STATIONARY STATES

In this section, we begin by introducing the concepts of uniform and flip states from [8], which form an orthogonal basis for directional states. Then we give conditions for a state to be stationary under the quantum walk search operator $U$ [2]. This exactly characterizes the stationary states of the walk, and it greatly expands stationary states beyond those of Nahimovs, Rivosh, and Santos [10][11]. Nonetheless, we prove that their stationary states are optimal, meaning they are the stationary states closest to the initial uniform state (1).

A. Uniform and Flip States

Let $|v_c⟩$ be the (likely unnormalized) directional state at vertex $v$. For example, in Fig.I the directional state at vertex 6 is $|v_c⟩ = a|↑⟩ - 3a|→⟩ + a|↓⟩$. In general, we can express a directional state as $|v_c⟩ = \sum_{i=1}^{d_v} α_i |i⟩$. From this, we define uniform and flip states:

Definition 1. We call $|v_c⟩$ a uniform state if $α_1 = α_2 = \ldots = α_{d_v}$. 

Definition 2. We call $|v_c⟩$ a flip state if $∑_{i=1}^{d_v} α_i = 0$.

Note that [8] defined uniform and flip states with regard to all vertices, whereas we only define them here with regards to individual vertices.

Uniform and flip states are useful because they are a complete basis. Consider an arbitrary directional state $|v_c⟩$, and let $\overline{v_c} = \frac{1}{d_v} \sum_{i=1}^{d_v} |i⟩v_c⟩$ be the average of its amplitudes. Define the uniform state $|v_σ⟩$ such that $⟨i|v_σ⟩ = \overline{v_c}$ for all $i$. Now consider the state $|v_φ⟩ = |v_c⟩ - |v_σ⟩$. It is a flip state, since

$$\sum_{i=1}^{d_v} ⟨i|v_φ⟩ = \sum_{i=1}^{d_v} ⟨i|v⟩ - \sum_{i=1}^{d_v} ⟨i|v_σ⟩ = \sum_{i=1}^{d_v} ⟨i|v⟩ - d_v \cdot \overline{v_c} = 0.$$

Thus $|v_c⟩$ can be expressed as a linear combination of uniform and flip states. For reference, let us write this as a Lemma:

Lemma 1. Any directional state $|v_c⟩$ can be expressed as the sum of a uniform state $|v_σ⟩$ and a flip state $|v_φ⟩$.

B. General Stationary States

Using uniform and flip states, we now derive if and only if conditions for a state to be stationary under the quantum walk search operator $U$ [2].

Theorem 1. Let $|ψ⟩$ be the state of the quantum walk. For each pair of adjacent vertices $a$ and $b$, let the amplitude on $|ab⟩$ in $|ψ⟩$ be $σ_1 + φ_1$, where $σ_1$ comes from the uniform part of $a$ and $φ_1$ comes from the flip part of $a$. Similarly, let the amplitude on $|ba⟩$ in $|ψ⟩$ be $σ_2 + φ_2$, $|ψ⟩$ is stationary under the quantum walk search operator $U = SCQ$ if and only if:

(a) if $a$ is unmarked and $b$ is marked, then $σ_1 = φ_1 = -σ_2$;

(b) if $a$ and $b$ are both unmarked, then $σ_1 = σ_2$ and $φ_1 = -φ_2$;

(c) if $a$ and $b$ are both marked, then $σ_1 = -σ_2$ and $φ_1 = φ_2$.

Proof. For each pair of adjacent vertices $a$ and $b$, there are three possibilities for whether or not they are marked, as depicted in Fig.3. Let us consider each of these possibilities.

P1. Suppose one vertex is unmarked and the other is marked. Without loss of generality, say $a$ is unmarked and $b$ marked. Now consider the action of $U = SCQ$. The oracle query flips the amplitude at marked vertices (in this case, the $b$ vertex), the coin inverts about the average (so it leaves stationary states alone and flips the sign of flip states), and the shift swaps the amplitudes at $(ab)$ and $(ba)$. Explicitly, here is what each operator does to the amplitudes:

$|ab⟩ : σ_1 + φ_1 \xrightarrow{Q} σ_1 + φ_1 \xrightarrow{C} σ_1 - φ_1 \xrightarrow{S} -σ_2 + φ_2$

$|ba⟩ : σ_2 + φ_2 \xrightarrow{Q} -σ_2 - φ_2 \xrightarrow{C} -σ_2 + φ_2 \xrightarrow{S} σ_1 - φ_1$.

For $|ψ⟩$ to be stationary, the amplitude before and after the application of $U$ must be the same:

$$σ_1 + φ_1 = -σ_2 + φ_2$$

$$σ_2 + φ_2 = σ_1 - φ_1.$$
The solution is given by $\sigma_1 = \phi_2$ and $\phi_1 = -\sigma_2$.

Proof. Now suppose that both $a$ and $b$ are unmarked. Then similarly, for $|\psi\rangle$ to be stationary, we have

$$\sigma_1 + \phi_1 = \sigma_2 - \phi_2$$
$$\sigma_2 + \phi_2 = \sigma_1 - \phi_1.$$

The solution to this system is $\sigma_1 = \sigma_2$ and $\phi_1 = -\phi_2$.

Proof. Lastly, suppose that both $a$ and $b$ are marked. Then for $|\psi\rangle$ to be stationary, we have

$$\sigma_1 + \phi_1 = -\sigma_2 + \phi_2$$
$$\sigma_2 + \phi_2 = -\sigma_1 + \phi_1.$$

Here we have $\sigma_1 = -\sigma_2$ and $\phi_1 = \phi_2$.

A stationary state satisfies all these properties, and a state that satisfies these properties for all edges is stationary.

Figure 4 gives an example of a general stationary state for a pair of adjacent marked vertices on the 2D grid. For each edge, the amplitude is labeled by the uniform contribution plus the flip contribution. For example, consider the edge between vertices 5 and 6. For $|5, 6\rangle$, we have amplitude $a + b$, which means $\sigma_1 = a$ and $\phi_1 = b$. For $|6, 5\rangle$, we have amplitude $-b + a$, which means that $\sigma_2 = -b$ and $\phi_2 = a$. This satisfies P1, where $\sigma_1 = \phi_2 = a$ and $\phi_1 = -\sigma_2 = b$. Similarly, the rest of the edges satisfy Theorem 1, so this is a stationary state.

Note that Theorem 1 exactly characterizes all stationary states of the search, and it greatly expands the number of known stationary states. For example, in Fig. 4, $a$ and $b$ are continuous parameters (which also normalize the overall state), so there is an infinite number of stationary states. This contrasts with Nahimovs, Rivosh, and Santos [10] [11], who only considered stationary states where unmarked vertices were uniform states and marked vertices were flip states, as in Fig. 1

C. Optimal Stationary States

From the previous Theorem, a general stationary state can have both uniform and flip components at each vertex, and this can lead to an infinite number of stationary states. Algorithmically, however, we are interested in the optimal stationary state, meaning the stationary state closest to the initial uniform state (1). That is, we are interested in the stationary state $|\psi\rangle$ such that $\langle \psi(0) | \psi \rangle$ is maximized.

As we prove next, it turns out that this optimal stationary state is precisely the one described by Nahimovs, Rivosh, and Santos [10] [11].

Theorem 2. The stationary state $|\psi\rangle$ maximizing $\langle \psi(0) | \psi \rangle$ satisfies the following properties:

(a) the directional state of every unmarked vertex is a uniform state;
(b) the directional state of every marked vertex is a flip state;
(c) the amplitudes of adjacent vertices pointing to each other are equal. That is, $\langle vu | \psi \rangle = \langle vu | \psi \rangle$ for all $u \sim v$.

Proof. We will prove that if $|\psi\rangle$ is an arbitrary stationary state, then the flip part of each unmarked vertex and the uniform part of each marked vertex together contribute zero to the inner product $\langle \psi(0) | \psi \rangle$. Hence we can remove them, resulting in each unmarked vertex being a uniform state and each marked vertex being a flip state. Then upon normalization, this has maximal overlap with the initial uniform state.

The contribution from any flip state to the inner product $\langle \psi(0) | \psi \rangle$ is 0, since we showed in Lemma 1 that any flip state is orthogonal to a uniform state. Thus the flip parts of the unmarked vertices contribute nothing to $\langle \psi(0) | \psi \rangle$, so we remove them. This proves part (a) of the Theorem.

Next we show that the total contribution from the uniform parts of the marked vertices to $\langle \psi(0) | \psi \rangle$ is equal to 0. Let the total sum of the amplitudes of $|\psi\rangle$ and $U |\psi\rangle$ be $s$ and $s'$, respectively. Beginning with $s$,

$$s = \sum_{v=1}^{N} \sum_{i=1}^{d_v} \langle i | v_\sigma \rangle.$$

From Lemma 1, we can express a directional state $|v_\sigma\rangle = |v_\sigma\rangle + |v_\phi\rangle$, where $|v_\sigma\rangle$ is a uniform state and $|v_\phi\rangle$ is a flip state. The flip states in the sum can be ignored, since $\sum_{i=1}^{d_\phi} \langle i | v_\phi \rangle = 0$. Then

$$s = \sum_{v=1}^{N} \sum_{i=1}^{d_v} \langle i | v_\sigma \rangle.$$
Now for $s'$. The oracle flips the sign of the amplitude at marked vertices, so

$$s' = \sum_{v \in M} \sum_{i=1}^{d_v} \langle i | v_{\sigma} \rangle - \sum_{v \in M} \sum_{i=1}^{d_v} \langle i | v_{\sigma} \rangle,$$

where $M$ is the set of the marked vertices. Since $|\psi\rangle$ is stationary, $s = s'$. Therefore

$$\sum_{v \in M} \sum_{i=1}^{d_v} \langle i | v_{\sigma} \rangle = 0.$$

Thus if we look at the contribution from the uniform states at marked vertices to $\langle \psi(0) | \psi \rangle$, it is indeed equal to 0:

$$\sum_{v \in M} \sum_{i=1}^{d_v} \langle v_{c}(0) | v_{\sigma} \rangle = \sum_{v \in M} \sum_{i=1}^{d_v} \langle v_{c}(0) | i \rangle \langle i | v_{\sigma} \rangle$$

$$= \sum_{v \in M} \sum_{i=1}^{d_v} \frac{1}{\sqrt{2|E|}} \langle i | v_{\sigma} \rangle$$

$$= \frac{1}{\sqrt{2|E|}} \sum_{v \in M} \sum_{i=1}^{d_v} \langle i | v_{\sigma} \rangle$$

$$= 0.$$

Hence we remove the uniform parts from the marked vertices. This proves part (b) of the Theorem.

Now that we have removed the flip components from unmarked vertices and the uniform components from marked vertices, consider what this did to the properties of Theorem 1:

- For P1, we now have $\phi_1 = \sigma_2 = 0$ and $\sigma_1 = \phi_2$.
- For P2, we now have $\phi_1 = \phi_2 = 0$ and $\sigma_1 = \sigma_2$.
- For P3, we now have $\sigma_1 = \sigma_2 = 0$ and $\phi_1 = \phi_2$.

So for the resulting state to be stationary (i.e., satisfy these three properties), we require that the amplitudes of adjacent vertices pointing to each other are equal, yielding part (c) of the Theorem.

As an example of this reduction from a general stationary state to the optimal one, consider again the marked pair of adjacent vertices in Fig. 4. We can remove the flip components from the unmarked vertices (the $\pm b$ parts) and the uniform components from the marked vertices (also the $\pm b$ parts), resulting in Fig. 5, which is the optimal stationary state (with normalization).

### III. EXISTENCE OF STATIONARY STATES

In Theorems 1 and 2, general and optimal stationary states are given in terms of the relations between the uniform and flip components of each amplitude, depending on whether vertices are marked or not (cases P1, P2, and P3 in Fig. 3). In practice, however, finding a solution to all these conditions, if one exists, can be difficult. So in this section, we give two theorems for the existence of stationary states.

To investigate the existence of stationary states, it suffices to study optimal ones. This is because any general stationary state can be optimized to have maximal overlap with the initial uniform state $|0\rangle$ according to Theorem 2, namely by removing the flip components from unmarked vertices and the uniform components from unmarked vertices (and normalizing). So if no optimal stationary states exist for a certain graph and configuration of marked vertices, then no general stationary states exist, either. Furthermore, optimal stationary states determine how closely the initial uniform state $|0\rangle$ of the quantum walk search algorithm is to being stationary.

Before deriving our two theorems, let us provide some additional background. Nahimovs, Rivosh, and Santos [10] showed that for general graphs, a marked pair of adjacent vertices has an optimal stationary state if both marked vertices have the same degree. This is depicted in Fig. 5. Note that we only need to assign one amplitude to each edge of the graph since optimal stationary states have the same amplitude in both directions, i.e., part (c) of Theorem 2. This contrasts with a marked triangle in Fig. 6 where Nahimovs, Rivosh, and Santos gave the optimal stationary state, even if the marked ver-
vertices have different degrees. This raises the question of why equal degrees were used for the pair while unequal degrees were allowed for the triangle. Our next two theorems precisely explain why: It is because the pair is bipartite, which has constraints for the existence of stationary states, while the triangle is non-bipartite, which always has a stationary state.

Assume that the marked vertices form a connected component \( M \). The unmarked vertices may form one or more connected components \( U_1, \ldots, U_k \). To construct an optimal stationary state, we first assign the amplitudes in each \( U_i \) so that each vertex is the same uniform state. This ensures that the unmarked vertices are uniform and the amplitudes of adjacent unmarked vertices pointing to each other are equal. Now we must determine how to assign the amplitudes of the marked vertices.

A marked vertex \( v \in M \) is connected to some of the unmarked vertices. Since these unmarked vertices have already been assigned amplitudes, the amplitudes on these edges are also known. Let us say the sum of the amplitudes on these edges is equal to \( \Sigma \). As \( v \) is marked, it should be a flip state, so the sum of the edges going from \( v \) to the other marked vertices is equal to \(-\Sigma\). We call this value the \textit{shortage} at vertex \( v \) and denote it by \( s_v = -\Sigma \). Thus each vertex of \( M \) has some shortage value, and we want to know when it is possible to assign the amplitudes on the edges between the marked vertices so as to neutralize all of the shortages.

In the following two theorems, we consider when \( M \) is bipartite and non-bipartite. If it is bipartite, then the shortages can be neutralized if and only if the sum of the shortages on both partite sets are equal. On the other hand, if the marked vertices are non-bipartite, then the shortages can always be neutralized. This explains why Nahimovs, Rivosh, and Santos used equal degrees for the pair of marked vertices in Fig. 5 whereas different degrees were allowed for the marked triangle in Fig. 5.

A. Bipartite Marked Component

**Theorem 3.** If \( M \) is bipartite, then we can assign amplitudes to neutralize the shortages at each marked vertex if and only if the sum of the shortages on both partite sets are equal.

**Proof.** Let the partite sets be \( X \) and \( Y \). \((\Rightarrow)\) If the state is optimally stationary, then the amplitudes of adjacent vertices pointing to each other are equal. Then the sum of the shortages at \( X \) must be equal to that of \( Y \).

\((\Leftarrow)\) Now we assume that the sum of the shortages of both partite sets are equal. We prove that an optimal stationary state exists by giving a procedure for assigning the amplitudes.

Pick any vertex \( v \in M \) with \( s_v \neq 0 \). Without loss of generality suppose that \( v \in X \). Suppose that removing \( v \) and all its incident edges breaks up \( M \) into connected components \( C_1, \ldots, C_t \). For example, consider the marked connected component in Fig. 7a which is bipartite. Consider vertex \( v = 1 \). If we remove it and its edges, then we have two connected components \( C_1 = \{2, 4, 5, 6\} \) and \( C_2 = \{3, 7\} \).

For each connected component \( C_i \), define \( b_i \), where we take the shortages in the \( X \) partite set and subtract the shortages in the \( Y \) partite set:

\[
b_i = \sum_{x \in C_i \cap X} s_x - \sum_{y \in C_i \cap Y} s_y.
\]

For our example, we have

\[
b_1 = s_2 + s_4 - s_5 - s_6 \quad b_2 = s_3 - s_7.
\]

Now consider the shortage at \( v \), plus these \( b_i \)'s:

\[
s_v + \sum_{i=1}^{t} b_i = \sum_{x \in X} s_x - \sum_{y \in Y} s_y = 0.
\]

This equals zero because the sum of the shortages of both partite sets are equal. Solving for the shortage at \( v \), we find that it is equal to the negative of the sum of the \( b_i \)'s:

\[
s_v = -\sum_{i=1}^{t} b_i.
\]

So for our example in Fig. 7a we have \( s_1 = -(b_1 + b_2) \).
Let the number of edges from \( v \) to \( C_i \) be \( n_i \). Then on each of these edges we assign an amplitude of \(-\frac{b_i}{n_i}\). By construction, this neutralizes the shortage of \( v \), since

\[
- \sum_{i=1}^{t} n_i \left( -\frac{b_i}{n_i} \right) = - \sum_{i=1}^{t} b_i = s_v.
\]

For our example, since \( v \) connects to \( C_1 \) through two edges, we assign \(-\frac{b_1}{2}\) to each of those edges. And since \( v \) connects to \( C_2 \) through one edge, we assign \(-\frac{b_2}{1}\) to that edge. This is shown in Fig. 7c. By construction, we have now neutralized the shortage \( s_1 = -(b_1 + b_2) \) at \( v = 1 \), making it a flip state.

Besides neutralizing the shortage of \( v \), this assignment also causes the sums of the shortages of \( C_i \) on both of its partite sets to now be equal. For our example, in Fig. 7b the shortages of vertices 5, 6, and 7 have changed due to the assignments for \( v = 1 \). They are now

\[
s'_5 = s_5 + \frac{b_1}{2},
\]

\[
s'_6 = s_6 + \frac{b_1}{2},
\]

\[
s'_7 = s_7 + b_2.
\]

Now let us sum the shortages for \( C_1 \). The sum in \( X \) is \( s_2 + s_4 \), and the sum of the shortages in \( Y \) is \( s'_5 + s'_6 = s_5 + s_6 + b_1 = s_2 + s_4 \). So they are equal. This similarly holds for \( C_2 \). In general, we subtract the assigned amplitudes from the shortages of the neighbors of \( v \) and denote the new shortages by \( s' \). Each neighbor of \( v \) in \( C_i \) is in \( Y \), and each such neighbor has \( s'_y = s_y + b_i/n_i \). As there are \( n_i \) such neighbors, we have that

\[
\sum_{x \in C_i \cap X} s'_x - \sum_{y \in C_i \cap Y} s'_y = \sum_{x \in C_i \cap X} s_x - \sum_{y \in C_i \cap Y} s_y - b_i = b_i - b_i = 0.
\]

Each \( C_i \) is now a separate bipartite connected component, and the sum of the shortages on both partite sets in each \( C_i \) are equal. Visualizing this for our example, removing vertex \( v \) leaves the two disconnected components, as shown in Fig. 7c. Each of these \( C_i \)'s has the property that the sum of the shortages on both partite sets are equal, so we can recursively repeat the assignment procedure until the shortage at each vertex is 0. The recursion stops when we have pairs, which can be made to have zero shortage. For example, consider the connected pair of vertices 3 and 7 in Fig. 7c. Since the sum of shortages in \( X \) and \( Y \) are equal, we have that \( s_3 = s_7 \). Using the procedure, let \( v = 3 \). Then \( C_1 = \{7\} \) and \( b_1 = -s_7 \). So we assign the edge an amplitude of \(-\frac{b_1}{1} = -s_7 \). Since \( s_3 = s_7 \), we have neutralized the shortages of both vertices.

Applying this to the marked pair of adjacent vertices in Fig. 8, the unmarked vertices are assumed to form a single connected component, so all their amplitudes are \( a \). Then the marked vertices have shortages \( s_i = (d_i - 1)a \) and \( s_j = (d_j - 1)a \). For a stationary state to exist, these shortages must be equal, which means the marked vertices must have equal degree \( d_i = d_j \). This proves why Nahimovs, Rivosh, and Santos could only find a stationary state with this requirement.

Now say the unmarked vertices form multiple connected components \( U_1, \ldots, U_k \). For example, consider the marked pair of adjacent vertices in Fig. 8, where each marked vertex is connected to a different unmarked connected component \( U_1 \) and \( U_2 \). For each vertex in \( U_1 \), we assign all edges the same amplitude \( a \), while for \( U_2 \), we assign the value \( b \). Note that any value of \( a \) and \( b \) makes the unmarked vertices uniform, as desired. But for an optimal stationary state to exist, we specifically require that \( 2a = 3b \) so that the sum of the shortages on marked vertices \( i \) and \( j \) are equal.

In general, it may not be possible to assign uniform states to the \( U_i \)'s so that the sum of the shortages on the partite sets of \( M \) are equal, so stationary states do not always exist. A simple example is a graph of two vertices connected by a single edge, where one of the two vertices is marked. Then there is no assignment to the edge that defines a stationary state. Furthermore, one can construct infinitely many examples where there is one unmarked component \( U \) and one marked bipartite component \( M \) such that the sums of the shortages cannot be equal no matter how the amplitudes are assigned on the unmarked component. Given this, we leave the details of how to assign the unmarked components for further research.

## B. Non-Bipartite Marked Component

Now we consider the case when the marked vertices form a non-bipartite connected component \( M \). In contrast to the previous theorem for bipartite graphs, here no constraints arise, so stationary states always exist for non-bipartite \( M \).

**Theorem 4.** If \( M \) is non-bipartite, then we can always assign the amplitudes to neutralize the shortages at each marked vertex.

**Proof.** We prove the theorem by giving an explicit procedure for assigning the amplitudes. Since \( M \) is non-bipartite, there exists a cycle of odd length \( \{v_1, \ldots, v_k\} \).
For now, suppose that this cycle contains all vertices of $M$. Then there always exists a solution for assigning the amplitudes on the edges of this cycle so to neutralize the shortages. It is given by

$$\langle v_i v_{i+1} | \psi \rangle = \langle v_{i+1} v_i | \psi \rangle = \frac{1}{2} \sum_{j=1}^{k} (-1)^{(i-j) (mod k)} s_{v_j}.$$}

For example, for a 5-cycle of marked vertices, we assign the edges as shown in Fig. 9a. So the assignment of the edges neutralizes the shortages. In general, we have

$$\langle v_i v_{i-1} | \psi \rangle + \langle v_i v_{i+1} | \psi \rangle = \frac{1}{2} \sum_{j=1}^{k} \left( (-1)^{(i-1-j) (mod k)} + (-1)^{(i-j) (mod k)} \right) s_{v_j},$$

Here $x (mod k)$ is an integer from 0 to $k-1$, so in particular, $(-1)^{-1 (mod k)} = (-1)^{k-1} = 1$ as $k$ is odd. The only time when $(i-1-j) (mod k)$ and $(i-j) (mod k)$ are equal (mod 2) is when $i = j$. Otherwise they sum up to 0. Hence the value of this sum is equal to $s_{v_i}$.

For all the other edges not in this cycle we assign amplitude 0. For example, in Fig. 9a if there were an edge connecting vertices 1 and 3, we would assign zero amplitude to it.

Now suppose there are some vertices of $M$ not in this cycle. Pick a vertex $u$ from among that is the farthest from the cycle. More formally, $\min_{v_i} d(u, v_i)$ is maximized for $u$, where $d(a, b)$ is the shortest distance between $a$ and $b$ in $M$. Let the degree of $u$ in this component be $\deg(u)$. Assign an amplitude of $s_u/\deg(u)$ for each edge from $u$ in this component. For example, Fig. 9b now includes an extra vertex labeled 6, and we assign its edges within $M$ the value $s_6/2$, neutralizing its shortage.

This way, the shortage of $u$ is neutralized and now we are left with a connected component $M \setminus u$, since $u$ was the farthest from the cycle. As $u$ did not belong to the cycle, we can repeat the procedure recursively until the cycle contains all vertices of the component.

Again, this explains why Nahimovs, Rivosh, and Santos \[10\] \[11\] were able to find a stationary state for the marked triangle in Fig. 6 where each marked vertex could have different degrees.

C. Multiple Marked Connected Components

We end this section with some brief remarks about multiple marked connected components. In the previous two theorems, the marked vertices were all connected to each other, forming a single marked connected component $M$. Now say there are multiple such connected components $M_1, M_2, \ldots, M_m$. For the bipartite $M_i$’s, if the sum of the shortages of both partite sets are equal, then we can assign amplitudes to neutralize the shortages using Theorem 3. As discussed in Section IIIA, however, changing the uniform states of unmarked components $U_1, \ldots, U_k$, can change these sums. On the other hand, the non-bipartite $M_i$’s can always have their shortages neutralized using Theorem 4.

IV. SKW ORACLE

Our results so far (Theorems 1–4) pertained to the search operator $U = SCQ^2$, which utilized the standard oracle $Q$ from Grover’s algorithm that flips the sign of the marked vertices. We can rewrite this search operator another way, however:

$$U = S \cdot \begin{cases} C & \text{on unmarked vertices} \\ -C & \text{on marked vertices} \end{cases}.$$}

This first applies the Grover diffusion coin $C$ on the unmarked vertices and the negative of it $-C$ to the marked vertices, which incorporates the oracle. Then it applies the flip-flop shift.

This motivates a different search operator, due to Shenvi, Kempe, and Whaley (SKW) \[7\], where we still
apply $C$ to the unmarked vertices, but now apply $-I$ (minus the identity) to the marked vertices:

$$U' = S \cdot \begin{cases} C & \text{on unmarked vertices} \\ -I & \text{on marked vertices} \end{cases} .$$

Although this SKW operator $U'$ has a different notion of the oracle, it is equivalent to the usual Grover search operator $U$ whenever each marked vertex is only adjacent to identically-evolving vertices. For example, for search on the complete graph of $N$ vertices (i.e., the quantum walk formulation of Grover’s algorithm) with a single marked vertex, the marked vertex is only adjacent to unmarked vertices, which evolve identically. Then the oracle/coin $-C$ in $U$ and $-I$ in $U'$ act identically on the marked vertex. This is explicitly proved in Section 2 of [13], and after $\pi \sqrt{N}/2\sqrt{2}$ applications of either operator, the system achieves a success probability of $1/2$ when measuring the position of the particle (although an internal-state measurement can further improve this [14]). As another example, the two operators $U$ and $U'$ are equivalent for search on arbitrary-dimensional periodic square lattices with a single marked vertex [6].

On the other hand, $U$ and $U'$ can behave very differently for other configurations. For example, from Section 6 of [13], if there are multiple marked vertices $k \geq 2$ on the complete graph, then with $U$, the system reaches a success probability of $4k(k-1)/(2k-1)^2$ with a runtime of $\pi \sqrt{N}/\sqrt{2}/(2k-1)$, whereas with $U'$, it reaches a success probability of $1/2$ (regardless of $k$) in time $\pi \sqrt{N}/2\sqrt{2}k$. These two operators were also compared for the simplex of complete graphs with a fully marked clique in Fig. 2 [12], as well as the 2D periodic square lattice with multiple marked locations [15].

Given the possibly distinct behavior of the SKW operator, we now investigate its stationary states, i.e., the 1-eigenvectors of $U'$. Perhaps surprisingly, we show in the following theorem that all such stationary states are orthogonal to the initial uniform state $|\psi\rangle$.

**Theorem 5.** With the SKW search operator $U'$, for every stationary state $|\psi\rangle$, we have $\langle \psi(0)|\psi \rangle = 0$.

**Proof.** As in Theorem 1, we derive conditions on the amplitudes between adjacent vertices such that a state is stationary. As depicted in Fig. 3, there are three possibilities for how the adjacent vertices are marked.

**P1.** Suppose vertices $a$ and $b$ are adjacent, with $a$ unmarked and $b$ marked. Let the amplitude on $|ab\rangle$ be $\sigma_1 + \phi_1$, where $\sigma_1$ comes from the uniform part of $a$ and $\phi_1$ comes from the flip part of $a$. Similarly, let the amplitude on $|ba\rangle$ be $\sigma_2 + \phi_2$. Then after we apply $U'$, the amplitude on $|ab\rangle$ becomes $-\sigma_2 - \phi_2$ and the amplitude on $|ba\rangle$ becomes $\sigma_1 - \phi_1$. Since $|\psi\rangle$ is stationary, we have the equalities:

$$\sigma_1 + \phi_1 = -\sigma_2 - \phi_2$$
$$\sigma_2 + \phi_2 = \sigma_1 - \phi_1.$$

The solution to this system is $\sigma_1 = 0$ and $\phi_1 = -\sigma_2 - \phi_2$.

**P2.** Now suppose that both $a$ and $b$ are unmarked. Then

$$\sigma_1 + \phi_1 = \sigma_1 - \phi_2$$
$$\sigma_2 + \phi_2 = \sigma_2 - \phi_1.$$

Here we have $\sigma_1 = \sigma_2$ and $\phi_1 = -\phi_2$.

**P3.** Lastly, suppose that both $a$ and $b$ are marked.

$$\sigma_1 + \phi_1 = -\sigma_2 - \phi_2$$
$$\sigma_2 + \phi_2 = -\sigma_1 - \phi_1.$$

These two equations are equivalent.

Note that in P1 and P3, we have $\sigma_1 + \phi_1 = -(\sigma_2 + \phi_2)$. We will now show that this is also true for P2. By P1, the uniform component at an unmarked vertex neighboring a marked one is 0. By P2, the uniform components of two neighboring unmarked vertices are equal. Therefore, assuming the graph is connected, the uniform component of every unmarked vertex is 0. Then in P2, we have $\sigma_1 = \sigma_2 = 0$, and therefore $\sigma_1 + \phi_1 = -(\sigma_2 + \phi_2)$.

Thus for each edge pair of adjacent vertices $u$ and $v$, $\langle uv|\psi \rangle = -\langle vu|\psi \rangle$. But for the initial uniform state, $\langle uv|\psi(0) \rangle = \langle vu|\psi(0) \rangle$. Therefore each pair of adjacent vertices contributes 0 to $\langle \psi(0)|\psi \rangle$:

$$\langle \psi(0)|uv \rangle \langle uv|\psi \rangle + \langle \psi(0)|vu \rangle \langle vu|\psi \rangle = 0.$$

Hence summing over all the edges, $\langle \psi(0)|\psi \rangle = 0$. □

This theorem explains why, on the 2D periodic square grid, stationary states were found with $U$ [10] [11] but not with $U'$ [6] [10] [15]. Similarly, the simplex of complete graphs with a fully marked clique, as in Fig. 2, has a stationary state for $U$ but not for $U'$ [12]. Finally, this proves that any configuration for which the Grover search operator $U$ and the SKW operator $U'$ are equivalent will not be disturbed by a stationary state.

**V. CONCLUSION**

Despite additional marked vertices making search by classical random walk easier, they can make search by quantum walk harder by causing the initial uniform state to be approximately equal to a stationary state, or 1-eigenvector, of the walk. We completely characterized such stationary states in terms of the amplitudes between adjacent vertices in Theorem 1 and we showed in Theorem 2 that the stationary states considered by Nahimovs, Rivosh, and Santos have maximal overlap with the initial state. We then investigated the existence of stationary states, showing in Theorem 3 that a bipartite marked connected component forms a stationary state if and only if the sums of the shortages on each bipartite set are equal. In contrast, a non-bipartite marked connected component always forms a stationary state, regardless of the shortages on each marked vertex, as shown in Theorem 4. These results utilized the natural Grover oracle.
Using the SKW oracle instead, we showed in Theorem 5 that all stationary states are orthogonal to the initial uniform state. Hence in some cases, the SKW oracle may be superior to the more natural Grover oracle.

Although the 1-eigenvectors considered in our analysis are the only true stationary states of the quantum walk search operator, other eigenvectors are stationary in their probability distributions. Stationary probability distributions can also arise without the initial uniform state being an eigenvector, such as for a marked diagonal on the 2D periodic square lattice, where the walk alternates between $2N^2$ states without changing the probability at any vertex [16]. Such states are subjects for further research.
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