Cloud-based middleware for supporting batch and stream access over smart healthcare wearable device
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Abstract

In IoT-based smart healthcare services, the heterogeneity of connected wearable sensing devices open up a wide opportunity to develop various healthcare services. However, it also poses an interoperability challenge since each sensing device and application may have different communication mechanisms. Considering that challenge, a web platform can be seen as a promising candidate for providing an interoperability layer as we can abstract various devices as single representation i.e. web resource. In this paper, we propose the design of middleware for enabling efficient web of things access over healthcare wearable devices. The proposed middleware consists of three components: gateway-to-cloud device, messaging service and data access interface. The gateway-to-cloud device has a role to perform low level sensor data collection from various wearable sensing device through bluetooth low energy (BLE) communication protocol. Collected data are then relayed to the cloud IoT platform using a lightweight MQTT messaging protocol. In order to provide device abstraction along with access to the stored data, the system offers two kind of interfaces: the RESTful HTTP identified by unique universal resource locator (URL) for batch access and MQTT websocket interface identified by unique topic to accommodate access on sensing data in near real time stream manner.

1. INTRODUCTION

In recent years, the internet of things (IoT) has been one of the key enabling technology of the Industrial Revolution 4.0. In general, an IoT based system consists of several pervasive and ubiquitous computing devices equipped with sensing and communication capabilities for performing a continuous environmental data acquisition [1]. On top of those acquired data, we can possibly develop any smart services ranging from convenience to life-critical applications [2, 3].

An IoT based smart healthcare is one of the promising services to be developed due to its important impact on human life [4, 5]. In this kind of service, a number of wearable sensing devices as mentioned in [6] including electrocardiograph (ECG) [7], photoplethysmogram (PPG) [8] or pedometer [9] are attached to hu-
man body for performing a periodic collective biosignal data collection through communication protocols such as BLE [10], LoRa [11] or WiFi [12]. This mechanism can be then combined with various data analytic methods to provide either personal health monitoring and assistance [13]. Furthermore, the collected data can be utilized by doctor to precisely diagnose a disease and decide its correct medication [14].

Despite its promising utilization, an IoT-based smart healthcare poses a challenge regarding to how the biosignal data are efficiently collected and accessed [15]. On one side, as the wearable sensing devices becoming more heterogeneous, it may opens a possibility to develop more interesting and useful smart healthcare services. However, on the other side, its heterogeneity may poses additional challenge to the developer for developing an application since he/she must deal with different device communication mechanism [16]. Furthermore, there is a possibility that the stored data collections are accessed as batch or stream depending on the application requirement. For instance, the heart rate variability detection service requires that the ECG measurement data is accessed in a near real-time stream fashion [17]. However, the daily fitness assistance service may access the user data collectively each day using batch mode. Therefore, in this case, a middleware is required to provide an interoperability layer between various wearable sensing devices and applications taking into account several requirements such as data management and device abstraction [18, 19].

Considering the stated issues and requirements, the web platform can be seen as a promising candidate to provide an interoperability layer between various sensing devices and applications thanks to its massive adoption in the current Internet era [20]. The integration between web platform and IoT technology leads to a conceptual change from the internet to the Web of things (WoT). In WoT concept, every device, regardless of its data format or underlying communication protocol is abstracted as web resource [21]. With this kind of programming abstraction, a developer can have a broaden possibility to make use of available health sensing data to develop various attractive applications running on almost any kind of platform including web and native applications [22]. In a broader perspective, the WoT concept also offers a further integration between the existing medical record data owned by hospital and government agency with a more personal smart healthcare service supported by various wearable sensing device.

In this paper, we propose the design of cloud-based middleware for enabling the efficient web of things access over healthcare wearable devices with both batch and stream data access support. The proposed middleware consists of three components: gateway-to-cloud device, messaging service and data access interface. The gateway-to-cloud device has an important role to perform low level sensor data collection from various wearable sensing device through BLE communication protocol. The collected data are then relayed to the cloud IoT platform using a more lightweight MQTT messaging protocol instead of HTTP [23]. In order to provide device abstraction along with access to the stored data, the system offers two kind of interfaces: the Restful HTTP identified by unique universal resource locator (URL) for batch access mode and MQTT websocket interface identified by unique topic to accommodate access on sensing data in near real time stream manner.

2. RELATED WORK

In literature, there exist several works that deal with the development of WoT based middleware. In [24] authors proposed the Restful middleware for enabling web of medical things. The proposed middleware consists of several components including the communication manager, device manager, and Restful web server. The communication manager handles sensing data transfer from various devices using BLE and Wifi protocol which is then synced to the cloud data center using standard HTTP protocol. The synced data can be then accessed by user or other apps through the Restful web server. In previous study, we proposed the design of IoT-cloud platform for integrating both IoT devices and cloud entity [25]. The proposed platform utilized the Restful HTTP protocol as device-to-cloud data endpoint interface between cloud systems and IoT devices.

While the previous works offer the implementation of WoT middleware, however, the proposed middleware do not consider the real-time sensor streaming data as it only provides the Restful HTTP interface in which the application is required to send a periodic message to the cloud for obtaining the latest sensing data. In some cases, an application requires a real-time data analytic provided by time-critical wearable sensors such as electrocardiogram (ECG) or electroencephalogram (EEG). Furthermore, the synchronization between device manager and the cloud is performed using standard HTTP which causes an additional overhead since every sync activity requires a TCP handshaking for initializing a connection. Therefore, in this case, we require a WoT middleware that supports both real-time data access in one side and lightweight data synchronization
3. PROPOSED MIDDLEWARE

This section explains the design of the middleware system. Figure 1 shows the general architecture of middleware with three main actors:

a. Sensor devices e.x. ECG, EEG, blood pressure as a data producer
b. Client application as data consumer
c. Proposed middleware as a communication bridge between data producer and consumer.

![General system architecture](image)

3.1. System architecture

The proposed middleware itself consists of three components: gateway-to-cloud device, messaging service and data access interface.

3.1.1. Device-to-cloud gateway

The gateway device runs on a Raspberry Pi, connected to sensors device and cloud. As a device manager of the middleware, gateway has a role to manage connection and data transmission across different sensor device to middleware using BLE protocol. To achieve this purpose, the gateway first scan a nearby sensor devices and make a connection. Once the connection established, the gateway acting as the BLE client and retrieve sensing data from sensor device. Upon the reception, the gateway send those data as a message to the cloud using MQTT messaging protocol.

3.1.2. Messaging service

Messaging service run on the cloud. It has a role to receive messages that previously sent from the gateway, store those messages in a database and provide the stream access to the client using MQTT protocol. There are two main module inside this component that is MQTT broker and storage subscriber. The MQTT broker receives the message containing sensing data from gateway device and relay those messages to both storage subscriber and stream interface client app.

3.1.3. Data access interface

Data access interface runs on the cloud. It has a role to provide an access to the stored data for client applications. Data access interface has two kind access that is batch access and stream access. Batch interface is designed as a webservice with Restful HTTP architecture to provide data access in a non-real time manner. Stream interfaces is designed with the websocket to provide data access in a real-time manner using MQTT over websocket.

3.2. Data pipeline

Figures 2 and 3 illustrate the sequence of data starting from sensing devices to the non-stream real time client app using batch and stream data access mechanism respectively. At first, the sensor periodically emits its measurement to a gateway device which then relays those data to cloud messaging service using MQTT protocol. Upon reception, the broker component routes the data to subscriber entities depending on the data access mechanism.

For batch case, sensing data are relayed to a cloud based storage subscriber which then store those data to a database service. The stored data can be then accessed by non-real time client apps through HTTP request-response methodology. On the other hand, for stream case, sensing data can be directly routed to real time client apps through an MQTT topic subscription mechanism without passing a database service.
3.3. Device abstraction and data structure

In order to provide an unified abstraction of various devices, we represent a gateway, device together with its attached sensor in an hierarchical manner as presented in Figure 4. For batch case, each device is represented as unique HTTP URL while for stream case, every single device is represented as a distinct MQTT topic. Notice that, if a sensor is directly attached to a single device or gateway, it can be represented using the "root" name for both URL and topic. For storing various sensing data value, we utilize a key-value pair data structure represented in JSON format. The "key" part represents the sensor unique name, while the "value" part represents the sensing data measurement result.

Figure 4. Batch and stream device abstraction and data structure
4. RESULT AND ANALYSIS

In this section we present the result and analysis of proposed system in term performance testing.

4.1. Testing environment

System design and implementation are tested in an environment depicted by Figure 5. Based on Figure 5, testing environment consists of three sections, they are sensing devices, middleware, and client application. There are two sensing devices called ESP32 which have a Bluetooth interface with a physical address as 3C:71:BF:9C:FF:1A and 30:AE:A4:42:2C:A2, and play a role as a BLE server. Then as for the middleware section, the section is divided into two parts which are called gateway and cloud. The gateway itself is implemented in Raspberry Pi which consists of a Bluetooth interface with the address as B8:27:EB:2A:A2:54. Along with that, the gateway also consists of a wireless network interface with a dynamic public IP address. While the testing is conducted, the gateway obtains a public IP address as 140.213.56.50. Beside of the gateway part, the cloud part of middleware is implemented in the virtual instance in Google Cloud Platform, addressed by a domain name as middleware.hayolo.tech and the IP address 35.188.201.80. The virtual instance is located in us-central1-a zone in Council Bluffs city, US. Finally the last section is client app which is used to conduct some tests. It has the same IP address as the gateway.

![Figure 5. Testing environment](image)

4.2. Performance testing

We test the middleware in three performance metrics including batch data access latency, concurrent connection throughput, and end-to-end stream data delay.

4.2.1. Batch data access latency

The purpose of this test is to measure the performance of proposed middleware in term of batch historical data access latency for various requested data size i.e. 0.5MB, 1MB, 5MB and 10MB. In order to perform this test, we generate 50 concurrent HTTP connections using JMeter tool. From Figure 6, we obtain that as the response time rises significantly as size of requested data increases. However, the result still shows a decent performance since with the 10MB data size, the middleware can serve the request with latency around 100ms which is still satisfy most of historical data processing requirement.

4.2.2. End-to-end stream data delay

This test is performed to compare the delay of stream data delivery and access on two different approach : using MQTT protocol as proposed in this paper as well as using HTTP as mentioned in [24]. In order to perform this test, we develop an application that retrieves the sensing data using both MQTT and HTTP protocols with various data retrieval periods i.e. 1s, 1.25s, 1.5s, 1.75s and 2s. From result presented in Figure 7, we obtain that proposed MQTT implementation can significantly reduce the retrieval delay up to 52 percent on average of all scenarios.

4.2.3. Concurrent connection throughput

The goal of this test is to measure the number of concurrent requests than can be handled by the proposed middleware for each second. In order to perform this test, we generate various amount of concurrent connections i.e. 500, 1000, 1500 and 2000 for both batch and stream functionality. From Figure 8 we obtain that the proposed stream data access mechanism can still handle up to 172 requests/second which outperforms the existing batch only mechanism in 2000 concurrent connections scenario.
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5. CONCLUSION

In this paper we proposed the design of cloud based middleware for enabling the efficient web of things access over healthcare wearable devices with both batch and stream data access support. The proposed middleware consists of three components: gateway-to-cloud device, messaging service, and data access interface. The gateway-to-cloud device has an important role to perform low level sensor data collection from various wearable sensing device through BLE communication protocol. The collected data are then relayed to the cloud IoT platform using a more lightweight MQTT messaging protocol instead of HTTP. In order to provide device abstraction along with access to the stored data, the system offers two kind of interfaces: the
Restful HTTP identified by a unique URL for batch access mode and MQTT websocket interface identified by unique topic to accommodate access on sensing data in a near real time stream manner. From the testing result, we can conclude that the proposed middleware is able to provide an interoperability layer between devices and application in both stream and batch manners with reasonable performance.
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