How do growing bacterial colonies get their shapes? While colony morphogenesis is well studied in two dimensions, many bacteria grow as large colonies in three-dimensional (3D) environments, such as gels and tissues in the body or subsurface soils and sediments. Here, we describe the morphodynamics of large colonies of bacteria growing in three dimensions. Using experiments in transparent 3D granular hydrogel matrices, we show that dense colonies of four different species of bacteria generically become morphologically unstable and roughen as they consume nutrients and grow beyond a critical size—eventually adopting a characteristic branched, broccoli-like morphology independent of variations in the cell type and environmental conditions. This behavior reflects a key difference between two-dimensional (2D) and 3D colonies; while a 2D colony may access the nutrients needed for growth from the third dimension, a 3D colony inevitably becomes nutrient limited in its interior, driving a transition to unstable growth at its surface. We elucidate the onset of the instability using linear stability analysis and numerical simulations of a continuum model that treats the colony as an “active fluid” whose dynamics are driven by nutrient-dependent cellular growth. We find that when all dimensions of the colony substantially exceed the nutrient penetration length, nutrient-limited growth drives a 3D morphological instability that recapitulates essential features of the experimental observations. Our work thus provides a framework to predict and control the organization of growing colonies—as well as other forms of growing active matter, such as tumors and engineered living materials—in 3D environments.
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Bacteria are known to thrive in diverse ecosystems and habitats (1–4). In nature, bacteria can be found growing on surfaces, which in addition to the ease of visualization in two dimensions, have led to the study of colony growth on two-dimensional (2D) surfaces. However, in many cases in nature, bacteria grow in three-dimensional (3D) habitats, such as gels and tissues inside of hosts (5–7), soils and other subsurface media (8, 9), wastewater treatment devices, and naturally occurring bodies of water (10–12). Nonetheless, despite their prevalence, the morphodynamics of bacterial colonies growing in such 3D environments remains largely unknown. Here, we ask: what determines the shape of a bacterial colony growing in three dimensions? And are there general characteristics and universal principles that span across species and specific environmental conditions?

Studies of bacteria growing on 2D planar surfaces have revealed a variety of growth patterns, ranging from circular-shaped colonies (13–19) to herringbone patterns (20) and ramified, rough interfaces (13–18, 21). Some of these patterns become 3D as the colony can grow and deform into the third dimension. These morphologies are now understood to arise from friction between the growing colony and the surface and differential access to nutrients, which may also be available from the third dimension (13–18, 20, 22–26). The emergent patterns have been rationalized by incorporating these key ingredients into reaction–diffusion equations (14–16, 18, 22, 27–36), active continuum theories (19–21, 28, 31, 37–53), and agent-based models (28, 31, 38, 40, 45, 46, 54–57). Moreover, it has been suggested that these growth patterns may, in turn, influence the global function and physiology of bacterial colonies (58–60), including resistance to antibiotics (61–63) and parasites (64), resilience to environmental changes (65, 66), and genetic diversity (56, 58, 59, 67–73). However, in stark contrast to the considerable scientific effort devoted to studying 2D growth, little is known about the collective processes, the resulting morphologies, or their functional consequences for bacteria growing in three dimensions.

From a physics standpoint, growing in three dimensions is fundamentally different from growing in two dimensions in terms of both nutrient access and the ability to grow and deform into an additional dimension. Consequently, we expect colony
morphodynamics—the way a colony’s overall shape changes over time—to also be different. Some recent studies hint that this is indeed the case, showing how specific mechanical interactions imposed by a 3D environment can influence the morphology of growing biofilms. For instance, external fluid flows are now known to trigger the formation of streamers that stem from an initially surface-attached colony (10, 74). Also, under quiescent conditions, small (at most tens of cells across) biofilm colonies constrained in cross-linked gels adopt internally ordered structures as they grow and push outward (75), mediated by elastic stresses arising at the interface between the colony and its stiff environment. However, the behavior of larger bacterial colonies growing freely in quiescent 3D environments remains underexplored, despite the fact that they represent a fundamental building block of more complex natural colonies.

Here, we combine experiments, theoretical modeling, and numerical simulations to unravel the morphodynamics of large colonies growing in 3D environments. By performing experiments with four different species of bacteria growing in transparent and easily deformed granular hydrogel matrices, we find that dense colonies growing in three dimensions undergo a morphological instability and roughen when they become nutrient limited in their interior. Independent of variations in cell type and environmental conditions, growing colonies eventually adopt a generic highly branched, broccoli-like morphology with a characteristic roughness exponent and power spectrum. Employing a continuum “active fluid” model that incorporates the coupling between nutrient diffusion, consumption, and cell growth, we trace the origin of the instability to an interplay of competition for nutrients with growth pressure–driven colony expansion. In particular, we find that these dense 3D colonies inevitably become nutrient limited in their interior, which eventually drives the periphery of the colony to become unstable and roughen. Our results thus help establish a framework to predict and control the organization of growing colonies in 3D habitats. These principles could also extend to other morphogenesis processes driven by growth in 3D environments, such as developmental processes (76, 77), tumor growth (78–82), and the expansion of engineered soft living materials (83, 84).

Results

Growing 3D Bacterial Colonies Undergo a Common Morphological Instability and Roughening. To explore the morphodynamics of dense bacterial colonies growing in 3D environments, we use a bioprinter to inject densely packed (number density ρ ∼ 10¹² cells mL⁻¹) colonies of bacteria inside granular hydrogel matrices, as sketched in Fig. 1A (SI Appendix). To start, we focus on experiments using Escherichia coli as a model system. The colonies have long cylindrical shapes with radii R that vary between ∼20 and 250 μm, at least tens of cells across. The matrices have four notable characteristics (33, 85–87). (I) They are transparent, enabling us to directly visualize colony morphodynamics in situ. (II) They are easily mechanically deformed and rearranged (yielded), and thus, they do not strongly constrain colony growth but simply keep the cells suspended in 3D, unlike in previous work (75). (III) They can be designed to be replete with oxygen and nutrients given that the internal mesh size of the individual hydrogel grains is ∼40 to 100 nm (88) and thus, permissive of free diffusion of small molecules throughout each matrix, thereby sustaining cellular proliferation over many generations. (IV) The sizes of the interstitial pores between adjacent hydrogel grains can be precisely tuned by changing the hydrogel grain packing density (33, 88). To isolate the influence of cellular growth on colony morphodynamics, we use hydrogel matrices with mean pore sizes between ∼0.1 and 1.0 μm (i.e., smaller or comparable with the diameter of a single cell). Hence, the bacteria are stuck inside the pores; even if they are nominally motile, they cannot self-propel through the pore space. Nevertheless, as the cells consume nutrients, they grow—transiently deforming and yielding the surrounding matrix—and push their progeny out into the neighboring available pores (Movies S1 and S2).

It was recently shown that colonies of motile E. coli in similar matrices but with pores sufficiently large for cells to swim through smooth out any perturbations to their colony morphology using directed motility (34, 35). We observe starkly differing behavior for the case of the purely growth-driven colony expansion considered here. When the matrix pore size is small enough to abolish the influence of motility, a growing colony of E. coli instead exhibits a striking morphological instability and eventually roughens—adopting a highly branched, broccoli-like interface, as shown by the example in Fig. 1B and Movie S3. The cells constitutively express green fluorescent protein (GFP) in their cytoplasm, which enables us to directly visualize the colony morphodynamics in 3D across scales spanning from the width of a single cell to that of the entire colony using confocal microscopy; Fig. 1B shows bottom-up projections of the cellular fluorescence intensity measured using a 3D stack of confocal micrographs, with successive planar slices taken at different depths within the colony. This growth-induced instability and roughening are markedly different from that observed in ref. 75, where much smaller bacterial colonies growing as inclusions in stiff, cross-linked bulk gels retained smooth surfaces. Moreover, while highly branched shapes have been previously observed for colonies growing on planar 2D surfaces, they are thought to only arise when the underlying surface is depleted in nutrients, thereby generating stochasticity in the ability of cells to access nutrients (13–18, 22, 23, 37); in our case, however, the surrounding matrix is nutrient replete.

To characterize the colony shape, we track its one-dimensional (1D) leading edge over time, as shown in Fig. 1C. The rough colony surface exhibits fluctuations in the axial direction z over a broad range of length scales, ranging from the size of a single cell to hundreds of cells. However, these fluctuations appear to have a characteristic maximal size ∼100 to 200 μm, as shown by the “florets”—to use the analogy of broccoli—in Fig. 1B and C. For clarity of terminology, we refer to the development of the characteristic large-scale floret size and the development of the smaller-scale fluctuations separately as the “morphological instability” and “roughening,” respectively. These features can be quantified using the power spectral density of spatial fluctuations, S(k, t) = \left| L^{-1} \int_0^L dz \left[ R(z, t) - \bar{R}(t) \right] \exp(-ikz) \right|^2, as shown in Fig. 1D at time t = 37 h; here, \bar{R} is the average radius of the leading edge, k = 2π/λ is the axial wave number corresponding to a wavelength λ, and L is the length of the analyzed region of the colony along the axial direction z. In particular, S(k) eventually becomes time independent (SI Appendix, Fig. S1) and exhibits an apparent power-law decay ∼k⁻ν with ν ≈ 2.3 at sufficiently small length scales (large k), as indicated by the dashed line in Fig. 1D, which implies that the spatial fluctuations of the rough colony surface have a fractal structure over multiple scales—although further studies over a broader range of large k are needed to rigorously establish this fractal nature and the corresponding power-law scaling exponent. By contrast, S(k) becomes bounded at sufficiently large length scales (small k), as indicated in Fig. 1D.

Indeed, we again find that the majority of the power is confined to wave numbers corresponding to a characteristic wavelength λ*exp ∼ 100 to 200 μm—as highlighted by the complementary...
cumulative distribution function (CCDF) of the power spectrum shown in Fig. 1 D, Inset.

We further characterize the colony surface roughening by computing the local roughness of the leading edge quantified by the local variance of the colony radius, \( w_{loc}^2(L, t) = \langle [R(z, t) - R_L(t)]^2 \rangle_L \), where \( \langle \cdot \rangle_L \) denotes the spatial average over different windows of size \( L \) along the axial direction \( z \) and \( R_L(t) \) is the average radius in this window. We find that the local roughness of the leading edge appears to scale as \( w_{loc} \sim L^{\alpha} \) up to a window size comparable with the characteristic wavelength \( \lambda_{exp} \sim 100 \) to 200 \( \mu m \), above which \( w_{loc} \) saturates (Fig. 1E). The so-called roughness exponent \( \alpha \approx 0.7 \), as shown by the dashed line, corresponding to a fractal dimension \( d_f = 2 - \alpha \approx 1.3 \) (89). Indeed, the power-law decay of the power spectrum \( S(k) \) and this roughness exponent agree well with the relation expected from the celebrated Family–Vicsek dynamic scaling of fractal interfaces in one dimension, namely that \( \nu = 1 + 2\alpha \) (89, 90)—confirming that over length scales smaller than the characteristic floret size \( \lambda_{exp} \sim 100 \) to 200 \( \mu m \), the colony surface appears to be fractal like.

To investigate the generality of these morphodynamics, we perform replicates of this same experiment, exploring a broad range of different cell types and environmental conditions (SI Appendix, Figs. S1–S14 and Table S2). Remarkably, we find similar colony instability and roughening that arises within just a few hours (i.e., comparable with the doubling time of the cells) in all cases. Growing colonies of cells that are either motile or nonmotile in unconfined liquid but are too confined to be motile in the hydrogel matrices shows similar morphodynamics (SI Appendix, Figs. S1, S2, S4–S6, and S9)—confirming that the instability and roughening are driven solely by cellular growth and division. For this case of growth-driven colony expansion, we also observe similar overall features of morphological instability and roughening independent of the hydrogel matrix pore size and deformability (SI Appendix, Figs. S1–S6 and S9–S14)—suggesting that these morphodynamics are not strongly sensitive to specific granular features or mechanical interactions with the surrounding matrix. Finally, we also find a similar instability and roughening for colonies in matrices with differing nutrient characteristics and concentrations, with differing initial radii, and importantly, across different strains of either \( E. coli \) or the biofilm formers \( Vibrio cholerae \), \( Pseudomonas aeruginosa \), and \( Komagataeibacter sucrofermentans \) (SI Appendix,
Figs. S1–S14 and S2A)—indicating that this morphological instability is not a manifestation of a specific nutrient environment or cell type. Taken together, these results establish that large, dense bacterial colonies growing freely in three dimensions generically become morphologically unstable and roughen, adopting the same characteristic broccoli-like morphology (Fig. 1 D, Inset and E, Insets) that is fractal like at small length scales, and bounded at larger length scales by a characteristic floret size spanning hundreds of cells across.

The Interiors of Large, Dense Colonies Are Depleted of a Substrate Essential for Growth, Causing a Morphological Instability and Surface Roughening. What causes colony instability and roughening? Close inspection of the micrographs for the experiment in Fig. 1 provides a clue: we find that cells only ∼20 μm from the colony surface are fluorescent, while those deeper inside the colony lose fluorescence, as shown in SI Appendix, Fig. S15. Because the GFP fluorescence acts as a proxy indicator for metabolically active cells, and because cellular metabolism of carbon-containing nutrients is both nutrient and oxygen dependent, this observation suggests that colony growth is limited to this small surface layer.

This suggestion is corroborated by a balance of either nutrient or oxygen 1D diffusion into the cylindrical colony with consumption by the cells (SI Appendix), which suggests that they penetrate into the colony over a length scale \( l_0 = \sqrt{D_n \rho_{\text{cell}}/\rho} \) or \( l_0 = \sqrt{D_{\text{O}_2} \rho_{\text{cell}}/\rho} \), where \( \rho \) is cell density, \( D_n \), \( D_{\text{O}_2} \) are the diffusivities; \( \rho_{\text{cell}} \) are the maximal uptake rates per cell; and \( \rho_{\text{cell}} \), \( \rho_{\text{cell}} \) are characteristic Michaelis–Menten concentrations of nutrient or oxygen. In particular, using parameter values representative of our experiments (SI Appendix, Table S1) yields \( l_0 \approx 1 \) to 9 μm and \( l_0 \approx 5 \) μm, comparable with the length scale over which fluorescence persists. (Because both \( l_0 \) and \( l_0 \) are comparable with each other for all our experiments, hereafter, we will use the subscript “s” and the term substrate for whichever limits cellular growth and division; indeed, the theoretical results that follow are not noticeably altered when considering nutrient vs. oxygen as the limiting substrate, as detailed in SI Appendix and Fig. S16.) Thus, for a large and dense 3D bacterial colony, growth is localized to just a few layers of cells at the colony surface, with either nutrient or oxygen acting as a limiting substrate. Consequently, we expect that the relative strength of random fluctuations in cellular growth and division along the colony surface is amplified, potentially driving morphological instability and roughening in a manner similar to 2D colonies (28, 31, 32, 55, 91–93).

As a final test of this hypothesis, we repeat our experiments but now with each colony initially inoculated on the planar surface atop a granular hydrogel matrix, exposed to humid air above—just as in conventional studies of growth on 2D gels. In this case, the colony can either grow laterally in two dimensions on the surface, accessing nutrients and oxygen from the third dimension akin to purely 2D colonies, or it can grow into the 3D matrix below, becoming substrate limited in its interior akin to purely 3D colonies. Thus, when the hydrogel matrix is nutrient replete, we expect that all cells in the colony on the surface of the matrix remain metabolically active and fluorescent, and the lateral colony edge remains smooth, as expected for purely 2D colonies that are not nutrient depleted (13–19); by contrast, the cells that grow into the underlying matrix should eventually lose fluorescence, and the corresponding colony surface will become unstable and roughen, similar to purely 3D colonies. These expectations are indeed borne out by the experiments, as shown in SI Appendix, Figs. S17 and S18. Thus, unlike 2D colonies that can use growth substrates that are available from the third dimension, dense colonies growing in 3D environments inevitably become substrate limited in their interiors—causing growth to be localized at their surfaces, amplifying inherent random fluctuations in growth along the surface, and thereby, generating morphological instability and roughening.

Continuum Model of a Growing 3D Bacterial Colony. To rationalize the experimental observations and test our hypothesis regarding the morphological instability and roughening, we model a densely packed growing bacterial colony embedded in a 3D hydrogel by means of a continuum theory, where bacteria are treated as an active fluid whose expansion is driven by substrate-dependent growth; here, we use the term “active” to reflect the process of cellular growth. Similar approaches were used to model growing bacterial colonies in other settings (28, 31, 32, 37, 39, 50, 73) as well as other biological morphodynamics (94–100). In Fig. S2A, the model is schematized for a slab geometry, which can represent a small region of the surface of a cylindrical colony. In our approach, the colony is described in terms of a substrate concentration field \( c(x, t) \), a velocity field \( \mathbf{u}(x, t) \), and a growth pressure field inside the colony \( p(x, t) \), where \( x \) and \( t \) denote positional coordinate and time, respectively. Because the bacteria inside the colony are effectively incompressible and close packed, we assume a constant cellular density \( \rho \sim 10^{12} \) cells mL\(^{-1}\) and assume that the velocity field in the interior of the growing colony obeys Darcy’s law, with local velocity proportional to local pressure gradient \( \mathbf{\nabla} p \), which yields a curl-free velocity field.

We consider both a slab geometry to best elucidate the relevant physics and a cylindrical geometry to directly compare with the experiments (SI Appendix). We therefore adopt Cartesian and cylindrical coordinates, respectively, to describe the evolution of the growing colony, whose surface is located at \( x = X(y, z, t) \) for a slab-shaped colony (Fig. S2A) and at \( r = R(z, \theta, t) \) for a cylindrical colony (Fig. 1B). The mass, momentum, and substrate conservation equations are

\[
\begin{align*}
\text{Bacterial growth: } & \nabla \cdot \mathbf{u} = gf(c_{\text{in}}) \\
\text{Darcy flow: } & -\nabla p - \xi \mathbf{u} = 0 \\
\text{Substrate diffusion and uptake: } & \partial_t c_{\text{in}} = D_n \nabla^2 c_{\text{in}} - k_{\text{cell}}f(c_{\text{in}}) \\
\end{align*}
\]

and they are coupled to substrate diffusion outside the colony:

\[
\begin{align*}
\partial_t c_{\text{out}} &= D_n \nabla^2 c_{\text{out}} \quad \text{for } X \leq x \leq x_{\text{sys}}, \quad \mathbf{u} = \mathbf{u}_{\text{sys}}, \\
&\quad R \leq r \leq R_{\text{sys}}, \quad \mathbf{u} = \mathbf{u}_{\text{sys}}, \\
\end{align*}
\]

where \( x = (x, y, z) \), \( u = (u_x, u_y, u_z) \) for a slab-shaped colony and \( x = (z, r, \theta) \), \( u = (u_z, u_r, u_{\theta}) \) for a cylindrical colony. Here, \( g \) is the maximal bacterial growth rate; \( c_{\text{in}}(x, t) \) and \( c_{\text{out}}(x, t) \) denote the substrate concentration inside and outside the colony, respectively; \( f(c_{\text{in}}) = c_{\text{in}}/\left(\rho_{\text{cell}} + c_{\text{in}}\right) \) is the Michaelis–Menten function reflecting the substrate dependence of consumption relative to the characteristic concentration \( \rho_{\text{cell}} + c_{\text{in}} \) (101, 102); and \( \xi \) is an effective cell-matrix friction coefficient that relates the gradient in growth pressure to the speed of expansion. Additionally, \( x_{\text{sys}} \) and \( R_{\text{sys}} \) describing the size of the overall system are given by the outermost width and radius of the hydrogel matrix, respectively.

As boundary conditions, we impose surface stress balance, substrate continuity, and the kinematic condition (i.e., \( \partial_t \mathbf{x}_{\text{surf}} \cdot \mathbf{n} = \mathbf{u} \cdot \mathbf{n} \)), which relate the front velocity and the local velocity of the colony at the moving front, \( x = X(y, z, t) \) and \( r = R(z, \theta, t) \), where \( \mathbf{x}_{\text{surf}} \) and \( \mathbf{n} \) are the parametrization and the unit normal
Fig. 2. A minimal continuum model suggests that colonies growing in three dimensions are intrinsically unstable. (A) Schematic of the model, in which we treat a slab-shaped bacterial colony (green) as an active fluid that expands along the x coordinate due to the pressure generated by growth mediated by substrate availability and consumption. The model is 2D (i.e., taken to be uniform and infinite along the y coordinate). (B) Dimensionless substrate concentration as a function of position \( \tilde{x} \) at different times, displaying both the inner and outer solutions, \( \tilde{c}_{\text{in}} \) and \( \tilde{c}_{\text{out}} \), for an initial dimensionless colony width \( \tilde{X}_{\text{init}} = 15 \) and system width \( \tilde{x}_{\text{sys}} = 200 \) for the case where the front has been forced to be flat. The substrate penetrates only a small distance into the colony before it is completely consumed, and thus, growth is localized to a thin surface layer. (B, Inset) Evolution of the advancing planar front \( \tilde{X}_0(\tilde{t}) \) as a function of time as given by the 1D planar kinematic condition, \( \frac{d\tilde{X}_0}{d\tilde{t}} = \tilde{u}_0(\tilde{X}_0) \cdot e^{x} \) (SI Appendix, Eq. S10); points show specific times, while the black curve shows the numerical solution for all times. (C and D) Color plots of the dimensionless substrate concentration inside the bacterial colony \( \tilde{c}_{\text{in}} \), the cellular velocity vector field \( \tilde{u} \) (arrows), and contours of the growth pressure field \( \tilde{p} \) for an initially sinusoidally perturbed colony surface with (C) a stable wavenumber, \( \tilde{k} = 0.8 \), at time \( \tilde{t} = 2.9 \) and (D) the same but for a perturbation with the most-unstable wavenumber, \( \tilde{k} = \tilde{k}^* = 0.328 \) at time \( \tilde{t} = 12.3 \). Both cases are obtained for an initial colony width \( \tilde{x}_{\text{sys}} = 200 \) (same as in B), and initial perturbation amplitude \( \tilde{\varepsilon} = 0.01 \). (E) Perturbation growth rate \( \tilde{\omega} \) as a function of wave number \( \tilde{k} \) for the slab geometry with \( \tilde{x}_{\text{sys}} = 200 \) and different values of the initial colony width \( \tilde{X}_{\text{init}} \). The dots correspond to the wave numbers of the fronts shown in C and D. (E, Inset) Perturbation amplitude \( \tilde{A} \) as a function of time \( \tilde{t} \) obtained from linear stability analysis (solid lines) and full numerical simulations (dots) for the two cases in C and D. (F) Power spectrum \( \tilde{S}(\tilde{k}, \tilde{t}) \) as a function of the wave number \( \tilde{k} \) at different times (indicated by the different colors in the legend) obtained from full numerical simulations of Eq. 1, with \( \tilde{x}_{\text{sys}} = 50, \tilde{x}_{\text{sys}} = 400, \Gamma = 0 \), and a front initially perturbed with white noise of amplitude \( \tilde{\varepsilon} = 0.01 \) up to \( \tilde{t} = 0.4 \), with a domain length of \( \tilde{L} = 320 \) and a characteristic timescale \( \tilde{t}_c = 2.2 \) h. The gray ticks indicate the most-unstable and cutoff wave numbers predicted by our linear stability analysis, \( \tilde{k}^* \) and \( \tilde{k}_c \), respectively, using a substrate penetration length \( l_s = 5 \) \( \mu \)m (with the range of estimated \( 2\pi /l_s \) also indicated in the lower right) as described in SI Appendix.

Parameters Characterizing 3D Colony Growth. To distill the relevant physics from our theoretical model, we first reduce the number of parameters in Eq. 1 by employing dimensional vector of the moving surface, respectively. We also impose a constant substrate concentration, \( c_{\text{f,s}} \), at the outermost system boundary, \( x = x_{\text{sys}} \) and \( r = r_{\text{sys}} \).
analysis and selecting appropriate quantities to scale the system of equations—as detailed further in SI Appendix.

First, given that colony growth is a slow process (e.g., Fig. 1B), we assume that the spatial profile of substrate rapidly adjusts to any change in the colony due to growth. We verify the validity of this assumption a posteriori (SI Appendix). Moreover, as discussed, because substrate uptake is much faster than substrate diffusion at the scale of the overall colony (SI Appendix, Table S1), \( c_{in} \sim 0 \) inside the colony. Thus, there are two distinct regions in the colony: the substrate-depleted interior and an actively growing boundary layer at the colony surface whose thickness is much smaller than \( R \). In this surface layer, substrate diffusion and uptake are always in quasisteady-state balance—again yielding the substrate penetration length into the colony \( l_s = \sqrt{D_s c_{half,s}}/(k_s \rho) \) introduced earlier. This penetration length sets the characteristic length scale \( l_s \). We expect that \( c_{in} \ll c_{f,s}, c_{half,s} \) inside this boundary layer, as the substrate source is far from the colony surface in the experiments (i.e., \( \rho_{sys} \gg R \)). Therefore, in what follows, we consider the limit \( c_{in} \ll c_{half,s} \), where the Michaelis–Menten function simplifies to \( f(c_{in}) \approx c_{in}/c_{half,s} \).

As the main mechanism driving the expansion of the bacterial colony is growth mediated by substrate consumption, the characteristic scales for time \( t_c \) and front velocity \( u_c \) are obtained from the balance between mass conservation and bacterial growth in Eq. 1a, as well as the kinematic condition of the front, which sets \( u_c = l_s/t_c \). The natural timescale \( t_c \) is the inverse of the mean growth rate of cells within the growing front. In the substrate-limited regime, this mean growth rate is \( \sim g c_s/(c_{half,s}) \), where \( c_s \) is the characteristic substrate concentration scale within the front. The latter can be estimated by matching the substrate gradient coming from diffusion outside the colony \( \sim c_{f,s}/\{\tilde{x}_{sys}, \tilde{r}_{sys}\} \) with the gradient in the growing layer \( \sim c_s/l_s \), yielding \( c_s \sim b_s c_{f,s}/\{\tilde{x}_{sys}, \tilde{r}_{sys}\} \). Thus, \( t_c = g^{-1} c_{half,s} \{\tilde{x}_{sys}, \tilde{r}_{sys}\}/(b_s c_{f,s}) \).

Using these natural scales, we obtain the following dimensionless parameters that govern colony growth:

\[
\begin{align*}
\Gamma &= \frac{g c_{f,s} b_s}{k_s \rho \{\tilde{x}_{sys}, \tilde{r}_{sys}\}}: \text{Diffusive/Uptake timescale} \\
C &= \frac{c_{f,s}}{c_{half,s}}: \frac{\text{Far-field substrate concentration}}{\text{Half-velocity constant}}, \\
\{\tilde{x}_{sys}, \tilde{r}_{sys}\} &= \sqrt{\frac{k_s \rho}{D_s c_{half,s}}} \{\tilde{x}_{sys}, \tilde{r}_{sys}\}: \frac{\text{System size}}{\text{Substrate penetration length}}, \\
\{\tilde{X}_{init}, \tilde{R}_{init}\} &= \sqrt{\frac{k_s \rho}{D_s c_{half,s}}} \{\tilde{X}_{init}, \tilde{R}_{init}\}: \frac{\text{Initial size}}{\text{Substrate penetration length}}.
\end{align*}
\]

The first dimensionless parameter \( \Gamma \) compares the characteristic diffusive timescale \( l_s^2/D_s \), which is equivalent to the substrate uptake timescale \( c_{half,s}/(k_s \rho) \) since both diffusion and uptake are in quasisteady-state balance within the growing surface layer, with the characteristic timescale \( t_c \) for growth. As expected, in the experiments, \( \Gamma \ll 1 \), which means growth is slow compared to the turnover rate of substrate due to uptake and diffusion in the colony. This implies that \( c_{in} \) is always at quasisteady state.

The dimensionless parameter \( \tilde{x}_{sys} \) or \( \tilde{r}_{sys} \), which describes a slab-shaped or cylindrical colony, respectively, is the ratio between the overall system size, \( \tilde{x}_{sys} \) or \( \tilde{r}_{sys} \), and the substrate penetration length \( l_s \). Since \( \tilde{x}_{sys} \) and \( \tilde{r}_{sys} \) are large in our experiments, we expect that the qualitative growth behavior does not depend on the precise value of \( \tilde{x}_{sys} \) or \( \tilde{r}_{sys} \).

The last dimensionless parameter \( \tilde{X}_{init} \) or \( \tilde{R}_{init} \) compares the initial width \( \tilde{X}_{init} \) or radius \( \tilde{R}_{init} \) of a slab-shaped (Fig. 2) or cylindrical (Fig. 1) colony, respectively, with the substrate penetration length \( l_s \). This parameter thus prescribes the initial condition in our theoretical model. In our experiments with cylindrical 3D colonies, \( \tilde{R}_{init} \gg 1 \) and \( \Gamma \ll 1 \) as expected; hence, substrate becomes quickly depleted from the interior of the colony, and growth is localized to the surface boundary layer. We, therefore, expect that the subsequent morphodynamics are independent of the initial colony shape. For this reason, we first consider the slab geometry schematized in Fig. 2A, which simplifies the analysis of the morphological instability, and then, extend our analysis to the cylindrical geometry that describes the experiments (Fig. 1A).

Continuum Model Recapitulates the Key Experimental Findings. Having established that growth is localized to a thin surface layer, we next ask how this localization influences the subsequent colony morphodynamics. Because only a small fraction of the colony is growing, we expect that the effects of random fluctuations in substrate availability and thus, cellular growth are amplified—potentially engendering this morphological instability. To quantitatively explore this possibility, we first seek a 1D solution of the continuum model equations for the slab geometry (Fig. 2A) with a flat surface and then examine its stability to shape perturbations.

To obtain a 1D solution of the flat-slab geometry, we assume that all the variables only depend on the coordinate \( \tilde{x} \) along which the front propagates: \( u_0 = u_{x,0}(\tilde{x}) e_x, \bar{p}_0 = \bar{p}_0(\tilde{x}) \), \( c_{in,0} = \tilde{c}_{in,0}(\tilde{x}) \), and \( c_{out,0} = \tilde{c}_{out,0}(\tilde{x}) \), where the position of the moving interface \( \tilde{x}_0(\tilde{t}) \) is only a function of time \( \tilde{t} \), tilde denotes dimensionless variables, and the nought subscripts denote the 1D flat-slab solution. As detailed in SI Appendix, the solution is given by SI Appendix, Eqs. S9 and S10. Fig. 2B shows the resulting spatial profile of substrate concentration at different times \( \tilde{t} \) for the illustrative case in which the initial colony width \( \tilde{X}_{init} = 10 \). The initial leading edge of the colony is shown by the vertical line, and Fig. 2B, Inset depicts its subsequent position as a function of time. As in the experiments, because \( \tilde{X}_{init} \gg 1 \), the substrate is mostly depleted inside the colony, and only the surface boundary layer is able to grow.

Having established the 1D flat-slab solution, we next perform a linear stability analysis of this solution to assess whether this colony is intrinsically unstable to shape perturbations (detailed in SI Appendix). In particular, we analyze the rate \( \tilde{\omega}(\tilde{k}, \tilde{t}) \) at which small periodic perturbations in the colony surface of wave number \( \tilde{k} \), which corresponds to a wavelength \( 2\pi/\tilde{k} \), grow in time. Thus, if \( \tilde{\omega}(\tilde{k}) > 0 \), shape perturbations become amplified over time, and the surface of the colony is unstable; however, if \( \tilde{\omega}(\tilde{k}) < 0 \), the perturbations become suppressed as the colony grows. The results for two exemplary values of \( \tilde{k} \) are shown in Fig. 2C and D. Intriguingly, the shorter-wavelength perturbation with larger \( \tilde{k} = 0.8 \) is stable, flattening out over time; by contrast, the longer-wavelength perturbation with a smaller \( \tilde{k} = 0.328 \) is unstable, causing the undulations in the colony surface to amplify as the colony grows.

This wavelength dependence is summarized in Fig. 2E, which shows the perturbation growth rate \( \tilde{\omega}(\tilde{k}) \) evaluated at the initial time for slab-shaped colonies of different initial widths \( \tilde{X}_{init} \); the simulations of Fig. 2C and D are indicated by the dots. As mentioned before, we expect that when \( \tilde{X}_{init} \gg 1 \), the colony width does not play a role in the stability of the growing front.
In agreement with this expectation, we find that when the colony width substantially exceeds the substrate penetration length, the perturbation growth rate \( \hat{\omega} \) becomes independent of the width, as shown by the collapse of the curves for \( \tilde{X}_{\text{init}} \gtrsim 10 \). In this limit, the colony is morphologically unstable \( \hat{\omega} > 0 \) at \( k < \tilde{k}_c \), where \( \tilde{k}_c = 3/4 \) is a cutoff wave number—consistent with the results shown in Fig. 2 C and D. Moreover, the perturbation growth rate takes on its maximal value \( \hat{\omega}_{\text{max}} \) at a parameter-free most-unstable wave number \( \tilde{k}_{\text{max}} \), which corresponds to a value \( \tilde{k}^* \approx 0.328 \) in the substrate-depleted limit \( \tilde{X}_{\text{init}} \approx 1 \). That is, our continuum model predicts that dense colonies of bacteria generically become morphologically unstable as they grow—just as in the experiments. Moreover, this morphological instability is initiated by surface growth of a most-unstable wavelength \( \tilde{\lambda}^* \approx 2\pi/0.328 \) i.e., we expect \( \lambda^* \approx 19.2 \mu m \sim 200 \mu m \) in the experiments, comparable with the characteristic flowert size we observe for _E. coli_.

The linear stability analysis only describes the onset of the morphological instability—but does not incorporate the influence of nonlinearities in the model, which we expect play a crucial role in the roughening over longer times. To explore the ability of our model to capture these additional complexities, we perform full 2D numerical simulations of Eq. 1 over long times \( t \gg 1 \) for a growing slab-shaped colony, initially with a flat interface perturbed by random shape fluctuations (SI Appendix). Intriguingly, without injecting additional time-dependent noise, these simulations reproduce key features of the colony roughening revealed by our experiments, as characterized by the power spectral density \( S(k, t) \) shown in Fig. 2F; compare these data with the experimental \( S(k, t) \) in Fig. 1D. In both cases, \( S(k) \) approaches a time-independent form over comparable timescales, eventually exhibiting an apparent power-law decay \( \sim k^{-\nu} \) at large \( k \) with \( \nu \approx 2 \) and plateauing at small \( k \lesssim k^* \). Thus, taken altogether, these results indicate that despite its simplicity, our active fluid continuum model of growing bacterial colonies captures the essential features of both the morphological instability and the roughening found experimentally.

**Continuum Model Reveals How Substrate-Limited Growth Causes Colony Instability.** What is the biophysical origin of the morphological instability? Our continuum model provides an answer; for example, compare Fig. 2 C (stable) and D (unstable). In the latter unstable case, the concentration of substrate at the peaks of the perturbed colony surface is larger than in the valleys, resulting in faster subsequent growth at the peaks than in the valleys, which further amplifies the separation between the two. By contrast, in the former stable case, growth at the peaks transverse (in \( \tilde{z} \)) to the overall propagation direction \( \tilde{x} \) fills in the valleys, which reduces the separation between the two. Thus, differential access to substrate at different locations along the surface of a colony, which in turn, imparts differences in the rate of cellular growth, is the primary mechanism driving colony morphological instability. Indeed, we can quantitatively express this intuition by analyzing the different contributions to the perturbation growth rate described by SI Appendix, Eq. S15 for a given wave number \( \tilde{k} \):

\[
\frac{d\tilde{A}}{dt} = \tilde{z}_{\text{sys}} \epsilon_{\tilde{q}} \tilde{A} - \tilde{\nabla} \tilde{p}_1 \cdot \tilde{e}_x, \quad \text{at} \quad \tilde{x} = \tilde{X}_0(t), \quad [3]
\]

where \( \tilde{A}(\tilde{t}) \) is the perturbation amplitude corresponding to the specific \( \tilde{k} \) being considered. The first term on the right-hand side corresponds to the driving mechanism of the instability; it reflects the fact that the concentration of substrate is higher in the peaks than in the valleys of the perturbed front. In particular, the substrate concentration of the 1D solution at the flat surface of an unperturbed colony, \( \epsilon_0(\tilde{x} = \tilde{X}_0) \), is positive for all values of the wave number \( \tilde{k} \) and initial colony width \( \tilde{X}_{\text{init}} \)—thus, all perturbations are amplified. By contrast, the second term on the right-hand side of Eq. 3 is the leading-order perturbation of the pressure gradient inside the colony and reflects the stabilizing contribution from transverse growth. This stabilizing mechanism becomes very weak for large colonies \( \tilde{X} \gg 1 \), where substrate is depleted and growth mainly occurs in the \( \tilde{x} \) direction, but it is able to overcome the destabilizing mechanism when \( \tilde{k} \gg 1 \). This behavior starkly contrasts that of bacterial colonies that are not substrate limited in their interior and thus, grow uniformly at the same rate—for which all wavelengths become stable at sufficiently large colony width \( \tilde{X} \gg 1 \) (SI Appendix, Fig. S19) since transverse growth is able to smooth out any perturbation.

**When They Are Sufficiently Large, Growing Cylindrical Colonies Exhibit the Same Morphological Instability.** In our experiments, the shapes of the 3D bacterial colonies do not correspond to a slab geometry, as their initial shapes are cylindrical (Fig. 1). However, the same biophysical ideas apply. We, therefore, employ the same theoretical framework and perform the equivalent linear stability analysis and time-dependent numerical simulations but for the cylindrical case (as detailed in SI Appendix, Figs. S20–S22). In this case, however, the shape perturbations to the colony surface can be either in the direction along the cylinder axis or along its azimuth—denoted by \( \varphi \) or \( \theta \) in Fig. 1B. Thus, we describe the harmonic perturbations using both the axial wave number \( \tilde{k} \) and azimuthal mode number \( m \).

The results of the linear stability analysis are summarized in Fig. 3 A and B. The color plots show the perturbation growth rate \( \hat{\omega} \) as a function of \( \tilde{k} \) and the ratio between the initial colony radius and the substrate penetration length, \( \tilde{R}_{\text{init}} \), for two different azimuthal modes. Redder regions indicate increasingly unstable perturbations (larger \( \hat{\omega} > 0 \), while blacker regions indicate increasingly stable perturbations (more negative \( \hat{\omega} < 0 \). The orange dashed curve corresponds to the loci of the most-unstable mode \( (\tilde{k}_{\text{max}}(\tilde{m}), \tilde{\omega}_{\text{max}}(\tilde{m})) \) for each corresponding value of \( \tilde{m} \).

First, we examine the case of axisymmetric perturbations \( m = 0 \). As shown at the top of Fig. 3A, large colonies \( (\tilde{R}_{\text{init}} \gg 1) \) are unstable to perturbations at \( \tilde{k} < \tilde{k}_c = 3/4 \), with a most-unstable wave number \( \tilde{k}^* \approx 0.328 \)—just as in the slab geometry, as expected. This most-unstable mode is shown in the 3D rendering in Fig. 3 A, Right. As shown at the bottom of Fig. 3A, with decreasing \( \tilde{R}_{\text{init}} \lesssim 1 \), fluctuations in the growing surface layer increasingly dominate the morphodynamics, and axial wave numbers \( \tilde{k} \lesssim 1/\tilde{R}_{\text{init}} \) are increasingly unstable, as expected. Intriguingly, however, small-\( \tilde{k} \) modes become stabilized for intermediate colony sizes \( (10^2 \lesssim \tilde{R}_{\text{init}} \lesssim 10^3) \)—which likely reflects a nontrivial interplay between substrate availability and colony growth in these geometries.

Next, we study the case of nonaxisymmetric perturbations, taking \( m = 8 \) as an example. As shown at the bottom of Fig. 3B, in this case, all axial wave numbers are instead stable at small \( \tilde{R}_{\text{init}} \lesssim 1 \)—indicating that the stabilizing influence of transverse growth overcomes the morphological instability. However, as expected, large colonies \( (\tilde{R}_{\text{init}} \gg 1) \) are again unstable to small-\( \tilde{k} \) perturbations but stable to large-\( \tilde{k} \) perturbations, with a most-unstable wave number \( \tilde{k}^* \approx 0.328 \)—just as in the slab.
Fig. 3. A continuum model of a growing cylindrical colony reveals a similar morphological instability. (A, Left and B, Left) Color plots of the small-time growth rate $\bar{\omega}$ of perturbations as a function of the axial wave number $\bar{k}$ and the dimensionless ratio $\bar{R}_{\text{init}}$ between the initial colony radius and the substrate penetration length for dimensionless system radius $\bar{r}_{\text{sys}} = 300$. The azimuthal mode is $m = 0$ (axisymmetric perturbation) in A and $m = 8$ (nonaxisymmetric perturbation) in B. The orange dashed curves indicate the loci of the most-unstable mode, indexed by $(\bar{\omega}_{\text{max}}, \bar{k}_{\text{max}})$. When $\bar{R}_{\text{init}} \gg 1$, $\bar{k}_{\text{max}}(m) \to \bar{k}^* = 0.328$ as found for a planar slab geometry. (A, Right and B, Right) 3D renderings of a colony at the indicated values of $m$ and $\bar{k} = \bar{k}^* = 0.328$, which corresponds to the most-unstable mode for a planar slab. (C) Maximum growth rate of perturbations $\bar{\omega}_{\text{max}} = \bar{\omega}(\bar{k}_{\text{max}}, m)$ as a function of $\bar{R}_{\text{init}}$ for different azimuthal modes $m$. (C, Inset) Critical radius $\bar{R}_c$ beyond which each nonaxisymmetric mode becomes unstable. For $\bar{R} < \bar{R}_c$, all modes are initially stable (i.e., decaying with growth). (D) The most-unstable wave number $\bar{k}_{\text{max}}(m)$ as a function of $\bar{R}_{\text{init}}$ for the same values of $m$ shown in C.

discussion

Despite the ubiquity of bacteria in natural 3D environments, the morphodynamics of colonies growing in 3D has remained largely unexplored. One reason is the challenge of visualizing bacteria in opaque 3D media (e.g., soil or tissues and organs). We overcame this challenge by performing experiments in transparent granular hydrogel matrices. Strikingly, we found that large, dense colonies growing in 3D undergo a generic morphological instability as well as roughening, adopting the same characteristic broccoli-like morphology independent of variations in cell type and environmental conditions. We elucidated the instability using a continuum active fluid model that incorporates the diffusion and uptake of a geometry and the $m = 0$ case. This most-unstable mode is shown in the 3D rendering in Fig. 3 B, Right. Thus, when colonies become large enough for growth to be localized to their surface, the morphological instability becomes independent of colony size or geometry.

To further compare the influence of axisymmetric ($m = 0$) and nonaxisymmetric ($m \neq 0$) perturbations, we examine the variation of the growth rate $\bar{\omega}_{\text{max}}$ with $\bar{R}_{\text{init}}$ for the most-unstable mode, indicated by the orange dashed curves in Fig. 3 A and B. The results are shown in Fig. 3 C for different azimuthal mode numbers $m$; the corresponding most-unstable axial wave number $\bar{k}_{\text{max}}$ is shown in Fig. 3 D. As expected, we find that the results for both axisymmetric and nonaxisymmetric perturbations converge to the same curve when $\bar{R}_{\text{init}} \gg 1$ (the collapse of the curves on the right in Fig. 3 C and D), which corresponds to the size-independent curve obtained for a slab-shaped colony shown in Fig. 2 E. This collapse again corroborates the finding that, when colonies become large enough for growth to be localized to their surface, the morphological instability appears to become independent of colony size or geometry. Moreover, for each nonaxisymmetric mode, there is a critical dimensionless colony radius, $\bar{R}_c(\bar{k}, m)$, below which the growing colony is stable for all axial wave numbers $\bar{k}$ (i.e., $\bar{\omega} < 0$) as shown in Fig. 3 C, Inset—again indicating that the stabilizing influence of transverse growth overcomes the morphological instability for these modes. Indeed, the data in Fig. 3 C, Inset indicate that this critical radius varies as $\bar{R}_c = 3m/4$, which agrees with the cutoff wave number obtained for a planar front, $\bar{k}_c = 3/4$. Hence, modes with a larger value of $m$ need larger values of $\bar{R}_{\text{init}}$ to merge into the planar slab limit. That is, more nonaxisymmetric modes become unstable when the radius of the colony increases; these grow with the same rate and a parameter-free most-unstable wavelength corresponding to the slab geometry i.e., $\lambda_{\text{max}}(\bar{R}_{\text{init}} \gg 1) \to \lambda^* \approx 19.2$ or equivalently, $\bar{k}^* = 0.328$. We confirm this behavior in which more nonaxisymmetric modes become unstable via full numerical simulations (SI Appendix, Figs. S21 and S22). Further investigating these interesting morphodynamic features that arise due to the interplay between substrate availability and cellular growth, mediated by the geometry of the colony surface, will be a useful extension of our theoretical framework.

Taken together, our theoretical and simulation results for cylindrical colonies imply that when growth is localized to the surface of a colony—as is inherently the case when the colony becomes sufficiently large and dense—generic morphological instability and roughening arise, independent of the initial colony size or geometry and without requiring a specific nutrient environment or cell type, just as in our experiments. The instability is characterized by a most-unstable wavelength whose theoretically predicted size agrees well with our experimental observations. Our numerical simulations show that the roughening, in turn, arises from the nonlinear long-time growth of small-scale perturbations over many scales, with a characteristic power spectrum whose key features also agree well with our experimental observations.

Discussion

Despite the ubiquity of bacteria in natural 3D environments, the morphodynamics of colonies growing in 3D has remained largely unexplored. One reason is the challenge of visualizing bacteria in opaque 3D media (e.g., soil or tissues and organs). We overcame this challenge by performing experiments in transparent granular hydrogel matrices. Strikingly, we found that large, dense colonies growing in 3D undergo a generic morphological instability as well as roughening, adopting the same characteristic broccoli-like morphology independent of variations in cell type and environmental conditions. We elucidated the instability using a continuum active fluid model that incorporates the diffusion and uptake of a
Roughening of 3D Growing Colonies. Surface growth is known to cause roughening in diverse processes ranging from the growth of snowflakes and agglomeration of colloids to the formation of conductive dendrites that impede the operation of batteries (89, 90, 103, 106–117). Similar roughening also arises in the growth of mammalian cell clusters in nutrient-depleted spaces (79, 100, 118). Despite the strikingly different physical details, many of these processes exhibit remarkably universal growth dynamics and morphologies that can be described using the Edwards–Wilkinson (EW) or Kardar–Parisi–Zhang (KPZ) continuum growth models (or variations) (89, 90, 103, 106–117). Hence, to explore if growing 3D bacterial colonies share some of these universal characteristics, we computed the power spectrum $S(k, t)$ and the local roughness $w_{loc}(L, t)$ of the colony surface profiles. As our data showing apparent power-law scaling over a broad range of small spatial scales, there exists a universal most-unstable wavelength $\lambda^*$ that emerges from our continuum model.

In particular, we found that the sine qua non condition for the instability is substrate depletion in the interior of the colony, causing the colony to expand via growth only at its surface. As schematized in Fig. 4, this surface growth amplifies perturbations in the overall colony shape—which inevitably arise in complex settings. In particular, we find that, in addition to roughening over a broad range of small spatial scales, there exists a universal most-unstable wavelength $\lambda^* \approx 19.2 l_c$, where $l_c$ is the substrate penetration length into the colony. Hence, our experimental and modeling results reflect a key difference between growing in 2D and 3D in terms of access to critical substrates; while 2D colonies may access the substrates needed for growth from the third dimension and only become morphologically unstable when growth is limited to a peripheral layer (28, 31, 32, 55, 91–93, 103–105), large 3D colonies inevitably become internally substrate limited even under globally nutrient-replete conditions, eventually guaranteeing rough growth at their surface.

Strengths and Limitations of Our Theoretical Model. Given the complexities inherent in the experiments and the simplicity of our active fluid model, can we still make quantitative comparisons between experiments and theory? As summarized below, our theoretical analysis captures the four essential features of the experimental observations: (1) the width of the actively growing layer of cells at each colony surface, (2) the time at which colonies begin to become unstable and roughen, (3) the characteristic wavelength that bounds colony shape fluctuations at large scales, and (4) the scaling behavior of the smaller-scale fluctuations in the rough morphology that colonies eventually produce.

We expect that feature (1) is set by the penetration length of the growth-limiting essential substrate, which we estimated using our theory as $l_c = \sqrt{D_c \gamma_{half,r}}/(k_B T)$, where $D_c$ is a characteristic of the material or organism, $\gamma_{half,r}$ is the half-life of the reaction, and $k_B$ is the Boltzmann constant. Using our experiments yielding a comparable value in all...
the experiments, independent of other cell properties, substrate availability, or initial geometry, we directly visualized a thin layer of fluorescent bacteria (which indicates cells are metabolically active) extending over a distance $\lesssim 20 \mu m$ from the colony front. Consistent with our findings, previous theoretical work on 2D colonies has also indicated that a rough front arises when growth occurs only in a sufficiently thin layer located close to the advancing front (i.e., under globally scarce nutrient conditions in the case of a 2D colony) (28, 31, 32, 55, 91–93).

The timescale for the colony to expand by the width of the surface layer, which we expect sets feature (2), is predicted by our theory to be $t_e \approx 6$ to 50 h (SI Appendix, Table S1). Consistent with this expectation, in all the experiments, we found that colonies become rough after several hours—which also agrees well with our full numerical simulations in the substrate-depleted limit (Fig. 2F and SI Appendix, Figs. S21 and S22).

Regarding features (3) and (4), our experiments reveal that the power spectrum of shape fluctuations $S(k, t)$ plateaus for $k \ll 2\pi/\lambda_s$ and exhibits a power-law decay for $k \gtrsim 2\pi/\lambda_s$, where the characteristic cross-over wavelength is $\lambda_s \approx 60$ to 600 $\mu m$ for *E. coli*. As shown in SI Appendix, Fig. S23A, analysis of a linearized form of our model similarly implies a plateau in the power spectrum for small $k$, for which the growth rate $\omega \to 0$ (with noise injecting additional power), and a power-law decay for large $k$—with the characteristic wavelength demarcating the transition between these regimes predicted to be $\lambda_s = (8\pi/3)k_e \approx 10$ to 70 $\mu m$, roughly comparable with the experimental values. However, the power-law exponent predicted by the linear analysis, $\nu = 1$ (SI Appendix, Fig. S23A), differs from that found in the experiments, $\nu \approx 2.3$, indicating that nonlinear effects are crucial. Along the same lines, the linear regime of our model, in which some wavelength perturbations decay and others grow without bound, cannot directly account for the saturation of the power spectra observed in the experiments at long time, where $S(k, t)$ reaches a fixed curve—again suggesting a pivotal role of nonlinearities in the system. Indeed, our long-time 2D simulations of the full model better reproduce key features of the experiments: the development of the experimental scaling, the plateau around the low-$k$ most-unstable mode, and the saturation of the amplitude of the unstable modes and lack of subsequent coarsening over timescales similar to those of the experiments, as shown in Fig. 2F. This agreement between experiment and theory is noteworthy given the simplicity of the model. Moreover, the experiments revealed a similar morphological instability and roughening in four different species of bacteria having different natural habits and physiologies, highlighting the generality of this phenomenon as predicted by the theory. Finally, we note that recent in vivo studies have reported similar rough morphologies of bacterial aggregates growing in diverse 3D environments, such as snow (127), microgels prevalent in marine environments (128, 129), mouse urine (130), and sludge (131, 132). Further work elucidating the nonlinear physics underlying roughening—for example, using direct numerical simulations of the noisy version of Eq. 1 with either thermal or quenched noise or via expanding an interface equation to obtain the leading nonlinearities (at least in the limit of a thin growing surface layer), possibly along with renormalization group analysis (89)—will, therefore, be important.

Nevertheless, our model has limitations and does not quantitatively reproduce the entirety of the experimental findings—suggesting refinements for future work. For example, we note that while our quantitative analysis focused on experiments with *E. coli*—given that the physical parameters describing these cells (SI Appendix, Table S1) are well characterized, that the cellular fluorescence enabled high-resolution imaging via confocal microscopy, and that this strain does not appreciably secrete extracellular materials—we also observed a similar morphological instability for the biofilm formers *V. cholerae*, *P. aeruginosa*, and *K. microfermentans*. However, we note that the characteristic floret wavelength for these latter three species is noticeably larger than for *E. coli* (SI Appendix, Figs. S10–S14 and S24). This difference could reflect the greater uncertainty in the substrate penetration length $l_e$ for these species, which may in reality be larger than our estimated value. It may also reflect the added influence of the extracellular polymeric matrix secreted by the cells as they grow, which potentially leads to additional complexities. Other experimental effects that are also not contained within the model—but may nevertheless play a role—include the granularity and deformability of the hydrogel matrices noted earlier, the mechanical properties of and cellular orientations within the bacterial colony, variations of cellular density within the growing layer, and limitations on the space and amount of nutrient available to the growing colony. Finally, we note that while the cylindrical geometry of the initial inoculum employed in the experiments incorporates curvature that is a feature of many growing natural colonies, additional complexities may arise from the coupling between growth in the azimuthal and radial directions beyond the features described in Fig. 3.

**Implications for Microbiology.** Our work demonstrates that, large, dense, 3D bacterial colonies cannot avoid developing unstable and rough surfaces as they grow. What are the biological implications of these morphodynamics? The highly branched colony shapes studied here are characterized by large surface area-to-volume ratios, which likely promote the exposure of metabolically active cells at the colony surfaces to their surroundings. Thus, we speculate that the morphological instability and roughening of growing bacterial colonies could be harmful to them by increasing susceptibility to antibiotics (61–63) or phages (64) but could also be beneficial by providing more space for mutants to grow, thereby supporting genetic diversity (56, 58, 59, 67–72) and potentially enabling colonies to be more resilient against environmental changes (65, 66).

Cell–cell signaling might also be affected by these morphodynamics since different regions of the branched surface of a colony could become decoupled from each other—which in turn, could also affect overall colony function and internal colony morphology (133). Previous work on 2D growing colonies has shown metabolic cooperation between cells growing at the periphery of the colony and those located in the interior—ion channels enable long-range electric signaling between both regions of the colony, giving rise to spatially propagating metabolic waves (134–139). Hence, although our results suggest that the core of 3D colonies plays a passive role in the colony morphodynamics, the interaction and signaling between the growing surface layer and the core may have important consequences for the global function and structure of the colony.

More broadly, given our finding of morphological instability and roughening that emerge generically from the coupling between diffusion and uptake of essential substrates for cellular growth in 3D, we expect that similar behavior could arise in other growing systems, with implications for the evolution of form and function (50, 58, 140–142). Indeed, similar 3D patterns of rough growth have been observed in other living systems, namely in multicellular clusters of *Saccharomyces cerevisiae*, usually referred to as “snowflake yeast,” or in aggregation clusters of the green alga *Volvox carteri*. Recent research has shown that the sizes and morphologies of these clusters are crucially determined by growth and crowding-induced mechanical stresses coupled to environment conditions (143–147). These works have suggested...
the tantalizing idea that the morphological adaptation of large 3D clusters to environmental constraints could provide insight into the origins of multicellularity. Altogether, our experimental approach and findings, as well as our theoretical framework, could provide a foundation for these promising future avenues for research.

Materials and Methods

Imaging Growth of Bacterial Colonies. For the experiments with fluorescent E. coli, we used a Nikon A1R+ inverted laser-scanning confocal microscope maintained at 30 °C ± 1 °C to acquire vertical stacks of planar fluorescence images separated by 2.58 μm in depth. For the experiments with V. cholerae, P. aeruginosa, and K. sucrofermentans, we used a Sony v6300 camera with a Thorlabs 6.5× Zoom Lens to acquire color images. Between imaging time points, the samples were placed in a 37 °C incubator (for V. cholerae) or a 30 °C (for P. aeruginosa and K. sucrofermentans). As time progressed, the colonies continued to grow until at long times (≥100 h), when colony expansion ceased presumably due to complete substrate depletion.

Data, Materials, and Software Availability. The data and codes that support the plots and findings of this study are available on Zenodo (148). All other data are included in the article and/or supporting information.
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