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Abstract—We develop the pruned continuous Haar transform and the fast continuous Fourier series, two fast and efficient algorithms for rectilinear polygons. Rectilinear polygons are used in VLSI processes to describe design and mask layouts of integrated circuits. The Fourier representation is at the heart of many of these processes and the Haar transform is expected to play a major role in techniques envisioned to speed up VLSI design. To ensure correct printing of the constantly shrinking transistors and simultaneously handle their increasingly large number, ever more computationally intensive techniques are needed. Therefore, efficient algorithms for the Haar and Fourier transforms are vital.

We derive the complexity of both algorithms and compare it to that of discrete transforms traditionally used in VLSI. We find a significant reduction in complexity when the number of vertices of the polygons is small, as is the case in VLSI layouts. This analysis is completed by an implementation and a benchmark of the continuous algorithms and their discrete counterpart. We show that on tested VLSI layouts the pruned continuous Haar transform is 5 to 25 times faster, while the fast continuous Fourier series is 1.5 to 3 times faster.

Index Terms—Continuous transform, Fast Haar and Fourier algorithms, 2D rectilinear polygons, VLSI

I. INTRODUCTION

MOORE’S famous law from 1965 [1] has been a major driving force in the effort to shrink transistors in Very Large Scale Integration (VLSI). The tremendous progress in optical lithography has been the enabler for massive production of integrated circuits and a dramatic decrease in unit cost.

In optical lithography [2], patterns of the integrated circuits are transferred to silicon by shining light through a mask and subsequently using a lens to concentrate the light onto a photosensitive layer, as depicted in Fig. 1. This is followed by an etching step, which transfers the pattern to the silicon. The Fourier transform of the mask is extensively used in simulation of the lithography process owing to Fourier transforming properties of lenses [3]. The projected image is the convolution of the mask with an ideal filter with frequency response $H(f, g) = 1$ if $\sqrt{f^2 + g^2} \leq \frac{NA}{\lambda}$ and 0 otherwise, where $f$ and $g$ are the spatial frequencies, $NA$ the numerical aperture of the lens and $\lambda$ the wavelength of the source [4]. The size of the smallest feature printable by straightforward means with such a lithography system is $0.25\lambda/NA$ [5].

The smallest feature in integrated circuits, also called technology node, has shrunk from a few micrometers in the early days of optical lithography to 32nm for the latest commercially available technology. The next industry target is to print 22nm with sufficient yield. One way to achieve this target is to develop extreme ultra-violet light source [6], which, with a wavelength of 15nm, would enable reliable production of future technology nodes. However, it will seemingly not be ready on time for the 22nm node, and remains to be proved a viable technology. This means the current state of the art light source with a wavelength of 193nm has to be used for the 22nm node. Along with a numerical aperture of $NA = 1.44$ in modern lithography systems, this sets the smallest feature possible at 34nm.

For the 32nm technology node, the system has already been pushed past its apparent limit. At 22nm, the system is operating far below its limit, resulting in severe optical degradation due to printed shapes being much smaller than allowed by the current wavelength of the light. As a consequence, ever more burden is placed onto computationally intensive techniques to circumvent the optical degradation, and thus ensure sufficient manufacturing yield. These techniques, collectively known as computational lithography, include traditional resolution enhancement [4], source-mask optimization [7], and inverse lithography [8]. They strive to exploit all degrees of freedom in the lithography process, including illumination amplitude, direction and phase [5]. All of these techniques rely on computationally intensive simulation of the underlying physical processes. An alternative is to replace the simulation altogether by a statistical model. For example, Kryszczuk et al. [9] avoid costly physical simulation by directly predicting the printability of the layouts using a classifier trained with feature vectors from orthogonal transforms.

VLSI layout file sizes are expanding rapidly, with an increasing number of transistors packed into a single design. They can reach more than a terabyte for a single layer in technology nodes under 40nm [10]. This coincides unfortunately with the increasing complexity of the aforementioned computational lithography algorithms. Taking these factors into account, having highly efficient algorithms at various steps of the lithography process becomes crucial.

VLSI layouts consist primarily of highly repetitive patterns of rectilinear polygons, those containing only right angles. Their vertex description, although very compact, is cumbersome to use for applications where a fixed-length representation is required, in particular machine learning. However, they are also very sparse in the Haar basis since the building blocks of its basis functions are themselves rectangles. The
Haar transform is thus a potentially excellent candidate to provide fixed-length features for any post-processing envisioned in computational lithography. To extract Haar transform coefficients from such enormous amount of vertex descriptions of polygons, one needs a fast algorithm.

The Fourier representation is crucial in computational lithography, especially in simulation of the lithography process. The underlying physical processes is continuous, and using the continuous Fourier series (CFS) would seem natural. However, a discretization step, comprising the sampling of the polygons, followed by a fast Fourier transform is instead standard practice. Unfortunately, sampling introduces aliasing and thus reduces overall accuracy. CFS does not suffer from aliasing. However, a fast and efficient algorithm is required to make the use of CFS practical given the extreme amount of data to process in VLSI layouts.

Despite its close affinity with rectilinear polygons, the Haar transform has seen surprisingly little use in lithography-related algorithms. In 1985, Haslam et al. used a discrete Haar transform to compress the Fourier precompensation filters for electron-beam lithography [11], whereas Ma et al. used the Haar transform in inverse lithography to regularize the obtained mask [12]. When only a sampled signal is available, a continuous transform cannot be computed. Even the so-called continuous wavelet transform is computed as the projection of a discrete signal onto an overcomplete basis [13]. For polygons it is however possible to compute the inner products with continuous basis functions. In [14], we introduced the pruned continuous Haar transform (PCHT), a fast algorithm to compute the continuous Haar transform coefficients. We further study this algorithm in more detail in this paper.

As mentioned, the Fourier transform is extensively used at various levels of the lithography process. Uses of the fast Fourier transform (FFT) include the computation of a precompensation filter to reduce proximity effects [15], and approximating the diffraction orders of the mask [7]. In [16], a road map for the efficient use of the 2D FFT in computational lithography is developed. The mathematical idea to compute the CFS of polygons in itself is not new. In 1983, Lee and Mittra used geometry to derive a closed-form expression for the Fourier integral over a polygon [17]. A few years later, Chu and Huang proposed a new and elegant derivation based on Stokes’ theorem [18]. More recently, both Brandoli et al. [19] and Lu et al. [20] extended the solutions to the N-dimensional case using the divergence theorem.

The inherently continuous nature of polygons makes a continuous transform a natural tool for VLSI layouts. To the best of our knowledge, algorithms making efficient use of this type of representation to quickly compute continuous transform coefficients do not exist. We present in this paper the first fast and efficient continuous Haar transform and Fourier series algorithms applied to rectilinear polygons from VLSI layouts. They are based on a closed-form formula that we derive for 2D continuous separable transforms using a decomposition of rectilinear polygons into rectangles. This formulation allows us to derive two fast algorithms to compute the transform coefficients: PCHT, first introduced in [14], and the fast continuous Fourier series (FCFS) algorithms. PCHT has a fast orthogonal wavelet transform structure that is pruned using computational geometry techniques. FCFS results from reducing the CFS computation problem to a few sparse discrete Fourier transforms (DFT) computed using pruned FFT algorithms. We evaluate the complexity of both algorithms and the performance of their implementation on real VLSI layouts relative to their discrete counterparts. We find PCHT and FCFS to be up to 25 and 3 times, respectively, faster than their discrete counterparts.

This paper is organized as follows. Section II introduces the necessary background in VLSI layouts, the continuous Haar transform (CHT), and the CFS. Section III presents a framework for taking continuous transforms of rectilinear polygons as well as the proposed PCHT and FCFS. In Section IV, the performance of both algorithms is evaluated and compared to that of their discrete counterparts. Finally, Section V concludes by discussing the superiority of PCHT and FCFS over their discrete equivalents, and sketches possible future directions.

II. BACKGROUND

In this section, we first briefly describe VLSI layouts and how they are created. The rectilinear polygons composing VLSI layouts are described mathematically, laying the groundwork for the algorithms to come. We then describe the 2D continuous Haar transform and the fast wavelet transform algorithm used to compute it. Finally, a short refresher on the CFS is given.

A. VLSI Layouts

1) Layouts: VLSI layouts are composed of millions of rectangles, or more generally, rectilinear polygons, which come from the transformation of elements of a functional electric circuit. This data is then used for tasks such as mask generation and printing using an optical lithography system.

Such a layout typically consists of several layers of various types. Fig. 2 shows fragments of three different types of layers. These are taken from Metal 1 (M1), which is mostly random logic, Metal 2 (M2), containing some logic and wires and Contact Array (CA), providing contacts between the different layers. In addition, there are several other types of layers, omitted here, similar to those of M1, M2 or CA.

2) Rectilinear Polygons: We now give a mathematical definition of the polygons in VLSI layouts. They are rectilinear (only right angles), simple (edges do not intersect, no
where the indices are taken modulo the difference operator.

Fig. 2. From left to right: Examples of 1024nm × 1024nm tiles from Metal 1, Metal 2 and Contact Array layers, respectively. Note that they exclusively contain rectilinear polygons.

holes), lattice (vertices are on the integer lattice) polygons. An example of such a polygon is shown in Fig. 3.

A standard layout description consists of polygons defined by the set of the ordered coordinates of their vertices: $$\{(x_0, y_0), \ldots, (x_{K-1}, y_{K-1})\}, \quad (x_i, y_i) \in \mathbb{Z}^2.$$ (1)

This set separates the plane in two: inside and outside of the polygon. A sequence order is also needed, which we arbitrarily choose to be clockwise. A disjoint partition of the plane is achieved when we exclude edges if the interior of the polygon is on their left or bottom and include them if the interior is on the right or top (see Fig. 3).

Rectangles are rectilinear polygons with four vertices, and as they are simpler to handle, we treat them as a special case. A rectangle $$\mathcal{R}$$ can be defined by its lower left and upper right vertices $$\mathcal{R}_{(x_l,y_l),(x_u,y_u)} = \{(x,y) \mid x_l \leq x < x_u, y_l \leq y < y_u\}.$$ The following result, illustrated in Fig. 3, makes it easy to take inner products over rectilinear polygons.

**Proposition 1:** Any rectilinear polygon $$\mathcal{P}$$ with $$K$$ vertices as in (1) can be expressed by $$K/2$$ disjoint rectangles, each with a side lying on the x-axis.

$$\mathcal{P} = \bigcup_{\{i \mid x_{i+1} > x_i\}} \mathcal{R}_{(x_i,0)}^{(x_i+1,y_i)} \bigcup_{\{i \mid x_{i+1} < x_i\}} \mathcal{R}_{(x_i+1,0)}^{(x_i,y_i)}$$ (2)

where the indices are taken modulo $$K$$ and \ is the set difference operator.

An equivalent result exists for the case where a side is lying on the y-axis.

So far polygons have been defined as subsets of $$\mathbb{R}^2$$, and are not yet directly transformable as 2D signals on $$\mathbb{R}^2$$. This is achieved by transforming their indicator function

$$f_P(x, y) = \mathbb{1}_P(x, y)$$

where $$\mathcal{P} \subset \mathbb{R}^2$$ is the polygon and $$\mathbb{1}_S(x, y) = 1$$, if $$(x, y) \in S$$ and 0 otherwise, is the indicator function of a set $$S$$.

![Fig. 3. On the left, a rectilinear simple lattice polygon. The interior of the polygon is shaded. The full-lined edges are included, while the dashed edges are not. Arrows indicate vertex ordering. On the right, illustration of the construction of the left polygon from disjoint rectangles. The minus here stands for the set difference operator.](image)

Fig. 3. On the left, a rectilinear simple lattice polygon. The interior of the polygon is shaded. The full-lined edges are included, while the dashed edges are not. Arrows indicate vertex ordering. On the right, illustration of the construction of the left polygon from disjoint rectangles. The minus here stands for the set difference operator.

B. Continuous Haar Transform

The 2D Haar basis over $$T = [0, N_x] \times [0, N_y]$$ is

$$\mathcal{H} = \{ \varphi_{0,0,0}, \psi_{(h)}_{j,k_x,k_y}, \psi_{(g)}_{j,k_x,k_y}, \psi_{(hh)}_{j,k_x,k_y}, \psi_{(hh)}_{j,k_x,k_y} \}$$ (3)

where $$j \in \mathbb{N}$$ and $$k_x, k_y \in \{0, \ldots, 2^j - 1\}$$. In practice, $$j$$ is limited to some maximum level of decomposition $$J$$. The scaling function is

$$\varphi_{j,k_x,k_y}(x,y) = \frac{2^j}{\sqrt{N_x N_y}} \varphi\left( \frac{2^j x}{N_x} - k_x \right) \varphi\left( \frac{2^j y}{N_y} - k_y \right)$$

where $$\varphi(t) = 1$$ if $$0 \leq t < 1$$ and 0 otherwise. The three other basis functions can be defined using a recursive relationship. For example

$$\psi_{j,k_x,k_y}(x,y) = \sum_{m} \sum_{n} h_{n,m} \varphi_{j+1,2k_x+n,2k_y+m}(x,y)$$

where $$g_n = [2^{-1/2} 2^{-1/2}]$$ and $$h_n = [2^{-1/2} - 2^{-1/2}]$$ are the Haar filters. By replacing $$g_n h_m$$ in the sum by $$g_{n+m}$$, $$g_n h_m$$ and $$h_{n+m}$$ we obtain $$\varphi_{j,k_x,k_y}$$, $$\psi_{j,k_x,k_y}$$, and $$\psi_{j,k_x,k_y}$$, respectively. The dyadic CHT of a function $$f$$ is given by its inner product with the basis functions. The discrete counterpart of the CHT is the discrete Haar transform (DHT). For a more thorough introduction to the CHT and DHT, see [21]. The CHT and DHT coefficients are identical for 2D rectilinear polygonal patterns. Both can be computed using the fast orthogonal wavelet transform (FWT) [22]. This algorithm has a Cooley-Tukey butterfly structure [23], where only the inner products with the scaling function at the lowest level need be computed. The full flow diagram for a length-8 1D FWT is shown in light gray in Fig. 4. Fig. 5 shows one butterfly of the 2D transform.
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C. Continuous Fourier Series

The 2D Fourier basis over $$T = [0, N_x] \times [0, N_y]$$ is

$$\mathcal{B} = \{ (N_x N_y)^{-1/2} e^{j \pi \left( \frac{w_x x}{N_x} + \frac{w_y y}{N_y} \right)} \}_{(k,l) \in \mathbb{Z}^2}$$ (4)

where $$w_x = \frac{2\pi}{N_x}$$ and $$w_y = \frac{2\pi}{N_y}$$. The Fourier basis assumes that the function $$f$$ under transformation is periodic with period $$N_x$$ along the x-axis and period $$N_y$$ along the y-axis. The CFS
coefficients \( \tilde{F}_{k,l} \) are then given by the inner product between \( f \) and the Fourier basis functions.

The main difference with the DFT is that the functions are continuous in the spatial domain, and thus not periodic in the frequency domain. This means that for a perfect reconstruction of the image, an infinite number of coefficients is needed. On the other hand, the use of the DFT requires sampling, which in turn introduces aliasing, due to the infinite bandwidth of rectilinear polygons. In contrast, the CFS yields the true spectrum of the continuous image.

III. CONTINUOUS TRANSFORMS OF RECTILINEAR POLYGONS

In this section, we derive the algorithms to compute the continuous Haar transform and Fourier series coefficients of rectilinear polygons. Their theoretical computational complexity is evaluated and compared with that of the equivalent discrete transforms.

The main reason continuous transforms can be faster than their discrete counterparts for rectilinear polygons is that the continuous inner product of a basis function is an explicit function of the vertices of the polygon, and the vertex description (1) is very sparse compared to the size of the image. Moreover, no memory is needed to form or store a discrete image. On the other hand, the sampling of the polygons to create a discrete image can itself be considered a projection on a Dirac basis. Sampling followed by a discrete transform, as illustrated in Fig. 6, effectively is two transforms, whereas a continuous transform can completely omit the sampling operation. Moreover, as discussed in the introduction, sampling introduces aliasing since the assumption that the signal is bandlimited does not hold for rectilinear polygons.

A. Inner Product over Rectilinear Polygons

In practice, layouts are divided into smaller disjoint or overlapping rectangular tiles before applying a transform to each individual tile. Therefore, we consider continuous transforms over a rectangular subset \( T = [0, N_x] \times [0, N_y] \subset \mathbb{R}^2 \) that we call a tile. This poses no restrictions as the size can be increased sufficiently to cover the entire layout.

In the case of VLSI layouts, \( N_x, N_y \) are always chosen to be positive integers. An orthogonal basis of functions \( \phi_{k,l} \) over \( T \) can be written as \( \{ \phi_{k,l} : T \rightarrow \mathbb{C} \}_{k=0,l=0}^{\infty} \), and the transform coefficients of a function \( f \in L^2(T) \) are simply the inner products with the basis functions

\[
\langle f, \phi_{k,l} \rangle = \iint_T f(x,y)\phi_{k,l}^*(x,y) \, dx \, dy. \tag{5}
\]

As all polygons in a layout are disjoint, the image \( f_T \) of a tile containing polygons \( P_0, \ldots, P_{M-1} \subseteq T \) is the sum of the indicator functions of the polygons

\[
f_T(x,y) = \sum_{m=0}^{M-1} \mathbb{I}_{P_m}(x,y). \tag{6}
\]

Now that we have a signal model, we provide two results that will allow us to derive the inner product of \( f_T \) with a given basis function.

**Proposition 2:** If \( f_T(x,y) \) is given by (6) and \( \phi_{k,l}(x,y) \) is a basis function, their inner product according to (5) is

\[
\langle f_T, \phi_{k,l} \rangle = \sum_{m=0}^{M-1} \sum_{i=0}^{K_m-1} \int_{x_m,2^{-i}}^{x_m,2^{-i+1}} \phi_{k,l}^*(x,y) \, dx \, dy
\]

where \( (x_{m,i}, y_{m,i}) \) is the \( i \)th vertex, out of the \( K_m \), of the \( m \)th polygon and \( i \) is taken modulo \( K_m \). Here it is assumed without loss of generality that for all \( m \), \( x_{m,0} \neq x_{m,1} \).

**Proof:** By the linearity of the inner product and since the polygons are disjoint, we have

\[
\langle f_T, \phi_{k,l} \rangle = \sum_{m=0}^{M-1} \langle f_{P_m}, \phi_{k,l} \rangle = \sum_{m=0}^{M-1} \iint_{P_m} \phi_{k,l}^*(x,y) \, dx \, dy. \tag{7}
\]
Then, using Proposition 1, we split the integral over $P_m$ into $K_m/2$ over rectangles. If $x_{m,i} < x_{m,i+1}$, the integral is positive and is added to the final result. If $x_{m,i} > x_{m,i+1}$, the integral is negative and is subtracted from the final result.

We now give the closed-form formula for $(f_P, \phi_{k,l})$ when $\phi_{k,l}$ is separable. When there is more than one polygon in the tile, we compute the continuous Haar and Fourier transforms of $f_T$ by simply applying (7). The following lemma is derived using Proposition 2, the separability of $\phi_{k,l}$ and the fact that $\sum_{i=0}^{K/2-1} (\Omega^*_k(x_{2i+1}) - \Omega^*_k(x_{2i})) = 0$ for rectilinear polygons since the index $i$ is cyclic and vertical edges cancel. The function $\Omega$ is a primitive of $\phi$.

**Lemma 1**: Consider a rectilinear polygon $P$ with $K$ vertices, and a separable basis function, namely $\phi_{k,l}(x,y) = \phi_k(x)\phi_l(y)$. Then

$$
(f_P, \phi_{k,l}) = \sum_{i=0}^{K/2-1} \Omega^*_k(y_{2i}) (\Omega^*_k(x_{2i+1}) - \Omega^*_k(x_{2i}))
$$

where indices are taken modulo $K$.

**B. Pruned Continuous Haar Transform (PCHT)**

We first describe the PCHT algorithm for rectilinear polygons, first introduced in [14]. We then advance this previous work with the derivation of the complexity of PCHT.

1) **Algorithm Derivation**: Consider the FWT as described in Section II-B and whose full 1D flow diagram is shown in light gray in Fig. 4. First, note that the linear complexity of the FWT and (7) mean that we can use the FWT on individual polygons and sum up the transform coefficients to obtain the transform of a tile, as illustrated in Fig. 6. Thus, from now on, we consider only the transform of a single polygon.

Second, we use computational geometry techniques to compute the inner product. The continuous inner product between the indicator of a polygon and the support of the scaling function, as given by Lemma 1, is the area of the geometrical intersection of the polygon and the scaling function multiplied by $2^j/\sqrt{N_xN_y}$. A method to compute the intersection area for rectilinear polygons is described in Algorithm 1.

The Haar transform acts as a discontinuity detector, and all transform coefficients will be zero except when basis functions intersect the boundary of the polygon. Therefore, the basis functions completely inside or outside the polygon can be ignored. In addition, all coefficients positioned below such a basis function in the transform tree are also zero. Fig. 7 shows, in gray, the support of the basis functions of a given scale that yield non-zero inner products. As with the original FWT, PCHT can be written as a divide-and-conquer algorithm: Divide the tile into four rectangular parts recursively until the part under consideration is completely inside or outside the polygon. Pseudocode for PCHT can be found in [14]. An example of the pruned transform flow-diagram for the 1D case is shown in Fig. 4 in black.

2) **Complexity**: We will now estimate the complexity of PCHT. As it is highly dependent on the geometry of the polygon, we make the worst-case assumption and describe the complexity as a function of a few general properties of the polygon, such as its number of vertices $K$ and its perimeter $P$. The complexity is also a function of the computational complexity $\Lambda_{ia}(K)$ of the intersection area algorithm. The exact value depends on the assumptions made regarding the type of polygons, but is $O(K)$. In particular, for rectilinear polygons, we have

$$
\Lambda_{ia}(K) = \begin{cases} 
11 & \text{if } K = 4 \\
6K - 1 & \text{if } K > 4
\end{cases}
$$

additions, multiplications and comparisons.

We begin by estimating the number of non-terminating recursive calls. A call is non-terminating if the support of the waveform intersects the boundary of the polygon. At a given scale $j$, there are roughly $\lceil 2^jP/N \rceil$ such basis functions. We assume here that $N_x = N_y = N$. Each of these calls makes four calls to itself and thus to the intersection area routine and also uses three comparisons. The intersection area routine uses in turn eleven additions and three multiplications per non-terminating call. Finally, a total of $M - 1$ additions are needed to sum up the scaling coefficients of the polygons, and a single multiplication is needed for the final scaling factor. We thus formulate our estimate of the complexity of PCHT as

$$
\Lambda_{PCHT} \approx \left( \sum_{m=0}^{M-1} \sum_{j=0}^{J-1} \frac{\lceil 2^jP_m \rceil}{N} \right) \Lambda_{ia}(K_m) + M
$$

operations (additions, multiplications and comparisons), where $P_m$ and $K_m$ are the perimeter and number of vertices of the $m^{th}$ polygon, respectively. $M$ is the number of polygons on $j$ and $J$ the maximum level of decomposition. For a DHT with $N_x = N_y = N = 2^j$, the total number of operations is $\Lambda_{DHT} = \frac{2^j}{3}(N^2 - 1)$. The relation between the complexity and the actual runtime is discussed in Section IV.

C. **Fast Continuous Fourier Series (FCFS)**

We now develop the FCFS algorithm for computing the CFS coefficients of rectilinear polygons. The computational complexity of FCFS will also be evaluated and compared with that of the FFT.

1) **Algorithm Derivation**: We begin by a closed-form formula for the CFS coefficients of rectilinear polygons. Applying Lemma 1 to the Fourier basis (4) results in the following proposition.
Algorithm 1 IntersectionArea($\mathcal{P}, T_{j,k_x,k_y}$)

Require: A rectilinear polygon $\mathcal{P}$. The support $T_{j,k_x,k_y}$ of the basis function $\tilde{\mathbf{r}}_{j,k_x,k_y}$.

Ensure: $I$ is the intersection area of $\mathcal{P}$ and $T_{j,k_x,k_y}$.

1: $I \leftarrow 0$
2: $a_1 \leftarrow k_x N_x/2^j$, $b_1 \leftarrow k_y N_y/2^j$
3: $a_2 \leftarrow (k_x + 1) N_x/2^j$, $b_2 \leftarrow (k_y + 1) N_y/2^j$
4: for every horizontal edge $(x_i, y_1) \rightarrow (x_i, y_1)$ of $\mathcal{P}$ do
5: \quad $u \leftarrow \min(x_i, x_{i+1})$, $v \leftarrow \max(x_i, x_{i+1})$
6: \quad if $a_2 \leq u$ or $v \leq a_1$ or $y_1 \leq b_1$ then
7: \quad \quad continue
8: \quad end if
9: \quad $s \leftarrow \text{sign}(x_{i+1} - x_i)$
10: \quad $I \leftarrow I + s(\min(v, a_2) - \max(u, a_1))(\min(y_1, b_2) - b_1)$
11: end for

Proposition 3: Given a polygon $\mathcal{P}$ with $K$ vertices, its CFS $\hat{F}_{k,l}$, $k, l \in \mathbb{Z}^2$, is given by

\[
\hat{F}_{k,l} = \alpha_{k,l} \sum_{i=0}^{K/2-1} y_{2i}(x_{2i+1} - x_{2i} e^{-j w_s k x_{2i+1}} - e^{-j w_s k x_{2i}}),
\]  

where the scaling factor $\alpha_{k,l}$ is defined as follows
\[
\alpha_{k,l} = \frac{1}{\sqrt{N_x N_y}} \text{ if } k = l = 0 \quad \text{or} \quad \alpha_{k,l} = \frac{1}{2 \pi k \sqrt{N_x N_y}} \text{ if } k \neq 0 \text{ and } l = 0
\]
\[
\alpha_{k,l} = \frac{j}{2 \pi l \sqrt{N_x N_y}} \text{ if } k = 0 \text{ and } l \neq 0 \quad \text{or} \quad \alpha_{k,l} = \frac{j}{2 \pi k \sqrt{N_x N_y}} \text{ if } k \neq 0 \text{ and } l \neq 0
\]

It turns out that, except for $\hat{F}_{0,0}$, all coefficients can be computed using DFTs of very sparse signals as we restrict the vertices to lie on the integer lattice. We can decompose the algorithm into four steps, with each step computing one of (11) to (14). For simplicity, we consider only the transform of a single polygon here.

Step 1: Directly compute (11). It is the scaled area of $\mathcal{P}$.

$\hat{F}_{0,0} = \alpha_{0,0} \text{Area}(\mathcal{P})$. This corresponds to line 11 and 18 in the Algorithm 2.

Step 2: Compute (12) as a 1D DFT: $\hat{F}_{k,0} = \alpha_{k,0} \text{DFT}_{k'} \{ \hat{f}_{x} \}$, where $k' \equiv k \mod N_x$ and

\[
\hat{f}_x[n] = \sum_{i \in X_n} (y_{i-1} - y_i), \quad n = 0, \ldots, N_x - 1,
\]

where $X_n = \{i | x_i \equiv n \mod N_x \}$. The values $(y_{i-1} - y_i)$ are the lengths of the vertical edges. This corresponds to line 5 and 16 in the Algorithm 2.
Step 3: Compute (13) as a 1D DFT: $\hat{f}_{0,l} = \alpha_{0,l} \text{DFT}_l \{\hat{f}_y\}$, where $l' \equiv l \mod N_y$ and
\[
\hat{f}_y[n] = \sum_{i \in \mathbb{Z}_y^n} (x_{i+1} - x_i), \quad n = 0, \ldots, N_y - 1,
\]
where $\mathbb{Z}_y^n = \{r | y_i \equiv n \mod N_y\}$. The values $(x_{i+1} - x_i)$ are the lengths of the horizontal edges. This corresponds to line 8 in Algorithm 2.

Step 4: Compute (14) as a 2D DFT: $\hat{f}_{k,l} = \alpha_{k,l} \text{DFT}_{k',l'} \{\hat{f}_{x,y}\}$, where $k' \equiv k \mod N_x$, $l' \equiv l \mod N_y$ and
\[
\hat{f}_{x,y}[m,n] = \sum_{i=0}^{K/2-1} (\hat{1}_{Z_{m,n}}(x_{2i+1},y_{2i}) - \hat{1}_{Z_{m,n}}(x_{2i},y_{2i}))
\]
where $Z_{m,n} = \{(x,y) | (x,y) \in \mathbb{Z}^2, x \equiv m \mod N_x, y \equiv n \mod N_y\}$. This is a sparse $N_x \times N_y$ image with 1’s and −1’s placed at the vertices. This corresponds to line 8, 9 and 15 in the Algorithm 2.

For multiple polygons, we can use (7) for Step 1, and the linearity of the DFT is used to include all the polylines in $\hat{f}_x$, $\hat{f}_y$ and $\hat{f}_{x,y}$ for the three other steps. The four steps are illustrated in Fig. 6. Algorithm 2 gives the pseudocode of FCFS. In practice, it is often possible to combine the creation of $\hat{f}_x$, $\hat{f}_y$ and $\hat{f}_{x,y}$ with the computation of the DFTs, in which case no full-length arrays need to be stored.

Having reduced the problem of computing the CFS to a few real DFTs of sparse signals, we can exploit the extensive collection of available DFT algorithms. The FFT algorithm [25] is not the most efficient in our case, as we could also use a single FFT on a sampled version of $f_T$, albeit with some loss of precision. If we are only interested in a few CFS coefficients, we can apply a Goertzel-like algorithm [26] to the direct computation of the CFS coefficients using Proposition 3. The pruned FFT is the most appealing approach for the computation of a large number of CFS coefficients, and in particular the transform decomposition FFT (TD-FFT) as it is the fastest of all existing pruned FFT algorithms [27], [28].

The complexity analysis considers both TD-FFT and Goertzel, while the implementation is focused solely on TD-FFT.

2) Complexity: As in the Haar case, the computational complexity depends on polygon geometry. In this case, only $K$, the sum of the number of vertices of the $M$ polygons present in the tile, is important.

We compare in terms of complexity FCFS with the split-radix FFT [24] performed on the discrete image of a polygon. We choose the split-radix FFT algorithm for it is one of the fastest and most widely used FFT algorithms. For FCFS, we consider both Goertzel and TD-FFT algorithms to compute the sparse DFTs.

For the complexity analysis, consider the transform of a $N_x \times N_y$ tile, where $N_x$ and $N_y$ are composite numbers. Table I details the complexity of each step of the FCFS algorithm described in Section III-C1. As observed in [28], we need to choose the TD-FFT sub-FFTs lengths $P_x^{(1)}$, $P_y^{(1)}$, $P_x^{(II)}$ and $P_y^{(II)}$ such that the overall complexity is minimized, with the constraint that they are divisors of $N_x$ and $N_y$, respectively. There is however no closed-form solution to this problem. In addition, this optimization requires knowledge of the specific FFT algorithm used for the sub-FFTs in TD-FFT, which is impossible with modern libraries such as FFTW. Therefore, the lengths of the sub-FFTs need to be chosen such that the runtime on a given architecture is minimized. This can be done offline, and the optimal lengths stored in a look-up table.

For the sake of analysis, we assume that the split-radix FFT algorithm is used for all FFTs. The complexity of the 2D $N_x \times N_y$ complex split-radix FFT is
\[
C_{FFT2D} = 4N_xN_y \log_2 N_x N_y - 12N_xN_y + 8N_x + 8N_y
\]
real operations. Real-valued data implies the need for roughly half this number of operations. The Goertzel algorithm requires approximately $O(KN_xN_y)$ real operations for an $N_x \times N_y$-point real DFT with $K$ non-zero inputs. Our algorithm requires the computation of the area of the polygons (step 1), two length-$N$ DFTs with $K/2$ inputs each (steps 2 and 3) and one 2D length-$N_x \times N_y$ DFT with $K$ inputs (step 4). The exact complexity of FCFS is given in Table I. Table II provides a summary of the computational complexity of all the transforms.

IV. PERFORMANCE EVALUATION OF PCHT AND FCFS

In this section, we first describe how PCHT and FCFS are implemented, and then present results benchmarked on real VLSI layouts, comparing the performance to that of traditional
discrete transform algorithms. This performance evaluation has two goals. The first is to validate the theoretical computational complexity and analyze the behavior of the runtime as a function of the number of vertices $K$ in a tile. The second goal is to measure the improvement in runtime provided by the PCHT and FCFS over the DHT and FFT, respectively.

A. Implementation and Setup of the Benchmark

All algorithms were implemented in a computational lithography tool, and run on a 3GHz Intel® Xeon 5450 running Linux® in 64-bit mode. All code is C++, single-threaded and was compiled using GCC 4.1.2 with option “-O3”. The tool takes a layout file as input, parses it, chops polygons and places them in their corresponding tiles. Each tile is then transformed individually. Fig. 6 shows flow diagrams of the different steps involved in the process of transforming a layout using PCHT, DHT, FCFS and FFT. The transform is initially performed twice to get the machine into steady state, and then repeated 10 more times to average out the timing noise. Both PCHT and DHT, as described in Section III-B1, were fully custom-implemented. The FFT was performed using the FFTW3 library [29]. FCFS was custom-implemented using the TD-FFT algorithm for pruned FFTs, which in turn use FFTW3 for the sub-FFTs. For the discrete transforms, an image of the tile is first created and then fed to the transform algorithm. The time needed to create the discrete image is added to the runtime of the discrete transform.

For the evaluation, the algorithms were run on three layers from a 22nm layout of modest size (0.43mm×0.33mm) containing rectangles and more complex rectilinear polygons. These layers are M1 and M2, which contain both rectangles and other polygons, and CA, which contains only rectangles, as shown in Fig. 2. We ran the experiment on squared tiles, where side lengths were powers of two from 128nm×128nm to 4096nm×4096nm.

This experiment has two distinct goals. The first is to validate the theoretical complexity derived in Section III as a predictor of the behavior of the runtime of the transforms. To that effect, we use the runtime from M1 tiled in 1024nm×1024nm. We compute the average of the 10 runs for each tile and for all transforms. We then take the median of this average over all tiles containing a given number of vertices $K$. This is shown in Fig. 8 and Fig. 10. We plot $K$ on the $x$-axis, the median runtime on the left $y$-axis, and the complexity on the right $y$-axis. The plot also shows in light gray the empirical distribution of $K$ to indicate which range of $K$ is the most important one.

The second is to measure relative difference of runtime between PCHT and FCFS, and their respective discrete counterparts. To that effect, we aggregate the results to get the average of 10 runtimes over a full layer, for all layers and all transforms. Our metric is the speed-up, computed by dividing the average runtime of the discrete transform by the average runtime of the corresponding continuous transform for a given layer and tile size. This is shown in Fig. 9 and Fig. 11. We plot the speed-up of the average runtime for all layers and tile sizes considered.

B. Benchmark Results

Fig. 8 shows the runtime and the complexity of the PCHT and the DHT as a function of $K$ for 1024nm×1024nm tiles from M1. The left and right $y$-axis show the runtime and complexity, respectively. We observe that the complexity given by (10) describes the qualitative behavior of the runtime of the PCHT very well, even for the outliers around $K = 190$. When $K > 200$ and the tiles are composed exclusively of rectangles, (10) underestimates the complexity. In this case, the runtime is dominated by memory transfers.

The gap between the runtime of the DHT and its complexity is also explained by the domination of memory transfers, which are not accounted for in the computational complexity in (10). The dependence of the DHT on $K$ stems from discrete image creation and from the fact that our implementation uses...
Fig. 10. Median runtime (left y-axis, data points) and complexity (right y-axis, lines) of the FCFS (○, dashed line) and FFT (×, solid line) of 1024nm x 1024nm tiles of the M1 layer containing $K$ vertices. We observe that the gap between the runtimes of the FCFS and the FFT is larger than that of their respective complexities. The reason being that the pruned FFT can be implemented more efficiently than the FFT as shown in [30].

![Runtime vs. Complexity](image)

| $K$ (Vertices) | FCFS Runtime [ms] | FFT Runtime [ms] | FCFS Complexity $[\times 10^6\text{ Op}]$ | FFT Complexity $[\times 10^6\text{ Op}]$ |
|---------------|-------------------|------------------|------------------------------------------|------------------------------------------|
| 4             | 919 ± 0.6         | 4375 ± 12.8      | 3.8                                      | 22.8                                     |
| 12            | 558 ± 4.5         | 15648 ±10        | 22.8                                     | 62.2                                     |
| 20            | 1996 ± 4          | 47341 ±8         | 6038 ± 3                                 |                                          |
| 20            | 117.2 ± 0.2       | 47341 ±8         | 6038 ± 3                                 |                                          |

| $K$ (Vertices) | PCHT Runtime [ms] | DHT Runtime [ms] | FCFS Runtime [ms] | FFT Runtime [ms] |
|---------------|-------------------|------------------|-------------------|------------------|
| 4             | 919 ± 0.6         | 4375 ± 12.8      | 3.8               | 22.8             |
| 12            | 558 ± 4.5         | 15648 ±10        | 22.8              | 62.2             |
| 20            | 1996 ± 4          | 47341 ±8         | 6038 ± 3          |                  |

Table III: Average runtime of the transforms of an M1 layer divided into 1024nm x 1024nm tiles. There are 127544 non-empty tiles for a total of 995497 rectangles and 428817 other polygons. Runtime per tile is in $\mu$-seconds. Total runtime is in seconds.

V. CONCLUSIONS AND FUTURE WORK

We developed PCHT and FCFS, two new fast algorithms for the computation of the continuous Haar transform and continuous Fourier series, respectively, of patterns of rectilinear polygons, as are typically found in VLSI layouts. We showed that the sparsity of the polygon description can indeed be exploited by continuous transforms, resulting in significant speed-up of the transform coefficients computation. The complexities of the two algorithms were analyzed and compared with that of their discrete counterparts. They were found to be lower in complexity when the number of vertices of the polygons is low, as is the case in VLSI layouts. We validated this analysis by implementing all algorithms in a computational lithography software and running a performance evaluation on VLSI layouts. The results not only confirmed the validity of our complexity analysis, but also showed that continuous transforms can actually be implemented more efficiently than their discrete counterparts.

For all speed-up results, confidence intervals were computed at the 95% level but found to be negligible and have thus been omitted in the figures. However, they can be found in Table III, which contains average runtime values of all considered transforms, for the M1 layer divided into 1024nm x 1024nm tiles, both per tile and for the whole layer. For the 127544 tiles of M1, the runtime is found to be on average about 5 times lower for the PCHT and 3 times lower for the FCFS, respectively, than for their discrete counterparts. Although these numbers might at first glance seem modest, the runtime is reduced from about 9min for the DHT to only 2 using PCHT, whereas the FCFS runs in 30min instead of 1h40min for the FFT. These are significant time savings.
faster than the DHT for all considered layers and tile sizes. A maximum speed-up of 30 times was achieved in the case of the CA layer divided in 4096nm×4096nm tiles. FCFS showed least improvement for small tiles size where it is only 1.5 times faster than the FFT. However, it showed a peak performance for 1024nm×1024nm tiles where it is over 3 times faster than the FFT. These speed-ups result in significant time savings due to the magnitude of the problem at hand. We therefore conclude that the PCHT and FCFS are superior to the DHT and FFT, respectively, for rectilinear polygons in VLSI layouts.

In lithography, often only low-pass Fourier coefficients are needed, and it would be of high interest to adapt FCFS to yield only this low-pass spectrum. For the sake of speed, it is currently common practice to employ decimation using a crude low-pass filter, such as a Haar scaling function, followed by an FFT, accepting the inevitable large imprecision. Straightforward adaptation of FCFS using input and output pruned FFT, or even Goertzel, to yield only the low-pass unaliased spectrum does not compete in terms of speed with the aforementioned decimation scheme. More sophisticated spectral methods need thus to be investigated to find a suitable trade-off between speed and accuracy.

We designed PCHT and FCFS with highly suitable structures for parallelization. Given the trend towards multi- and manycore architectures, such a parallel implementation would be a natural next step. Given the close relationship between the Fourier and cosine transforms, straightforward extension of the FCFS algorithm to the continuous cosine series is possible. A further research avenue would be to apply continuous transforms to other application domains. For example, relaxing the signal model to non-rectilinear polygons or even radically different sparse parametric signals.
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