CHROMATIC SYMMETRIC FUNCTION OF GRAPHS FROM BORCHERDS ALGEBRAS

G. ARUNKUMAR

Abstract. Let $g$ be a Borcherds algebra with the associated graph $G$. We prove that the chromatic symmetric function of $G$ can be recovered from the Weyl denominator identity of $g$ and this gives a Lie theoretic proof of Stanley’s expression for chromatic symmetric function in terms of power sum symmetric functions. Also, this gives an expression for the chromatic symmetric function of $G$ in terms of root multiplicities of $g$. We prove a modified Weyl denominator identity for Borcherds algebras which is an extension of the celebrated classical Weyl denominator identity and this plays an important role in the proof our results. The absolute value of the linear coefficient of the chromatic polynomial of $G$ is known as the chromatic discriminant of $G$. As an application of our main theorem, we prove that certain coefficients appearing in the above said expression of chromatic symmetric function is equal to the chromatic discriminant of $G$. Also, we find a connection between the Weyl denominators and the $G$-elementary symmetric functions. Using this connection, we give a Lie theoretic proof of non-negativity of coefficients of $G$-power sum symmetric functions.

1. Introduction

Borcherds algebras were introduced by R. Borcherds in [5] which are a natural generalization of Kac-Moody Lie algebras. Our definition of Borcherds algebras follows the approach of [10], in particular, the simple roots $\alpha_i, i \in I$ are linearly independent. We are interested in the denominator identity of Borcherds algebras. The denominator identity of Lie algebras is appearing in many places in combinatorics. In the celebrated paper of Macdonald [16], the denominator identities of various Lie algebras are shown to have many interesting connections with important identities in Combinatorics. For example, in the case $\mathfrak{sl}_n(\mathbb{C})$, denominator identity is the same as the Vondermonde’s determinant identity. In the case of affine Lie algebras, these are the Macdonald identities. See also [15] [13].

In this paper, we prove that the denominator identities are related to the chromatic symmetric functions of graphs. Let $G$ be a simple connected graph with vertex set $I$ and edge set $E$. In [17], Stanley introduced the chromatic symmetric function $X_G$ of $G$ as a symmetric function generalization of the chromatic polynomial of $G$: Let $\mathcal{P}(S)$ be the power set of a set $S$. For a tuple of non-negative integers $k = (k_i : i \in I)$, we define $\text{supp}(k) = \{i \in I : k_i \neq 0\}$. The $k$-multicoloring of the graph $G$ is a
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generalization of the well-known graph coloring which is defined as follows: Let \( k = (k_i : i \in I) \) a tuple of non-negative integers such that \( |\text{supp}(k)| < \infty \). We call a map \( \tau : I \to \mathcal{P}(\mathbb{N}) \) a proper vertex \( k \)-multicoloring of \( G \) if the following conditions are satisfied:

(i) For all \( i \in I \) we have \( |\tau(i)| = k_i \),
(ii) For all \( i, j \in I \) such that \((i, j) \in E(G)\) we have \( \tau(i) \cap \tau(j) = \emptyset \).

In other words, no two adjacent vertices share the same color. Note that \( k_i = 1 \) for \( i \in I \) corresponds to the classical graph coloring of the graph \( G \). The number of \( k \)-multicoloring of \( G \) using \( q \) colors is counted by the number of \( k \)-multicolorings \( \tau \) such that \( \tau(i) \subset \{1, 2, \ldots, q\} \forall i \in I \). It is well-known that this number is a polynomial in \( q \), called the generalized chromatic polynomial \( \pi^G_k(q) \) \( \cite{4} \). When \( k := 1 = (1, 1, \ldots, 1) \) \( \pi^G_k(q) \) represents the classical chromatic polynomial of \( G \).

Remark. There is a close relationship between the ordinary chromatic polynomials and the generalized chromatic polynomials. We have

\[
\pi^G_k(q) = \frac{1}{k!} \pi^{G(1)}_1(q) \tag{1.1}
\]

where \( \pi^{G(1)}_1(q) \) is the chromatic polynomial of the graph \( G(1) \) and \( k! = \prod_{i \in I} k_i! \). The graph \( G(1) \) is the join of \( G \) with respect to \( k \) which is constructed as follows: For each \( j \in \text{supp}(k) \), take a clique (complete graph) of size \( k_j \) with vertex set \( \{j^1, \ldots, j^{k_j}\} \) and join all vertices of the \( r \)-th and \( s \)-th cliques if \((r, s) \in E(G)\). For more details about the multicoloring of a graph, we refer to \( \cite{4, 8} \).

Given this notion of vertex multicoloring we have the following definition of \( k \)-chromatic symmetric functions.

**Definition 1.** \( \cite{17, 18} \) Let \( X_1, X_2, \ldots \) be a collection of commuting indeterminates. Let \( \tau \) be a \( k \)-multicoloring of \( G \), we define \( X(\tau) = \prod_{i \in I} \left( \prod_{m \in \tau(i)} X_m \right) \). The \( k \)-chromatic symmetric function, denoted by \( X^k_G \), is defined as follows:

\[
X^k_G = \sum_{\text{\( k \)-proper coloring}} X(\tau) = \sum_{\text{\( k \)-proper coloring}} \prod_{i \in I} \left( \prod_{m \in \tau(i)} X_m \right) \tag{1.2}
\]

Remark. We observe that

\[
X^k_G(1, \ldots, 1, 0, 0, \ldots) = \pi^G_k(q). \tag{q-times}
\]

Also, when \( k = 1 = (1, 1, \ldots, 1) \) the \( k \)-chromatic symmetric function of \( G \) reduces to the chromatic symmetric function introduced in \( \cite{17} \). In this case, the \( k \)-chromatic symmetric function \( X^k_G \) is simply denoted by \( X_G \).
We explore the relation between chromatic symmetric functions and the root multiplicities of Borcherds algebras. This way the existing combinatorial results concerning denominator identity and the root multiplicities of Borcherds algebras might shed light on the problems in the theory of chromatic symmetric functions.

Let $A = (a_{ij})_{i,j \in I}$ be a Borcherds-Cartan matrix indexed by a finite or countably infinite set $I$ (Section 2.1). Let $\mathfrak{g}$ be the Borcherds algebra associated with $A$ (Section 2.2). In [21 Section 2.1], the following notion of quasi-Dynkin diagram $G$ of the Borcherds algebra $\mathfrak{g}$ is defined. The graph $G$ has vertex set $I$, with an edge between two vertices $i$ and $j$ if, and only if, $a_{ij} \neq 0$ for $i, j \in I, i \neq j$. Note that $G$ is a simple (finite or infinite) graph which we call simply the graph of $\mathfrak{g}$. In the sequence, whenever we talk about a graph $G$ the ambient Borcherds algebra is understood. A finite subset $S \subseteq I$ is said to be connected if the corresponding subgraph generated by $S$ is connected. A subset $S$ of the vertex set $I$ is said to be stable or independent if there exists no edge between any two elements of $S$. A maximum independent set is an independent set of largest possible size for $G$. The size of the maximum independent set in $G$ is called the independence number of $G$ and denoted by $\alpha(G)$.

In [4], the relation between the $k$-chromatic polynomial of $G$ and the root multiplicities of $\mathfrak{g}$ has been studied [c.f. Section 3.1]. In particular, the following theorem from [4 Theorem 1] expresses the chromatic polynomial $\pi^{\mathfrak{g}}_I(q)$ of $G$ in terms of certain root multiplicities of $\mathfrak{g}$.

**Theorem 1.** Let $G$ be the graph of a Borcherds algebra $\mathfrak{g}$. Then
\[
\pi^{\mathfrak{g}}_I(q) = (-1)^{\text{ht}(1)} \sum_{J \in L_G} (-1)^{|J|} (\text{mult}(J)) q^{|J|},
\]
where $L_G$ is the bond lattice of $G$ [c.f. Definition 3] and $\text{ht} (k) := \sum_{i \in I} k_i$ if $k = (k_i : i \in I)$.

The main tool used in the proof of Theorem 1 is the following Weyl denominator identity of $\mathfrak{g}$ from [5] and [10 Theorem 3.16].
\[
U := \sum_{w \in W} (-1)^{\ell(w)} \sum_{\gamma \in \Omega} (-1)^{\text{ht}(\gamma)} e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \Delta^+} (1 - e^{-\alpha})^{\text{dim} \mathfrak{g}_\alpha}
\]
where $\Omega$ is the set of all $\gamma \in Q_+$ such that $\gamma$ is a finite sum of mutually orthogonal distinct imaginary simple roots. Note that $0 \in \Omega$ and $\alpha \in \Omega$, if $\alpha$ is an imaginary simple root.

Since the chromatic symmetric functions are a natural generalization of chromatic polynomials it is natural to ask for a connection between chromatic symmetric functions and Borcherds algebras. In this paper, we are interested in exploring this connection. For this reason, we generalize the above given denominator identity as follows. For an indeterminate $X$, we have
\[
U(X) := \sum_{w \in W} (-1)^{\ell(w)} \sum_{\gamma \in \Omega} (-1)^{\text{ht}(\gamma)} X^{-\text{ht}(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \Delta^+} (1 - X^{-\text{ht}(\alpha)} e^{-\alpha})^{\text{dim} \mathfrak{g}_\alpha}
\]
The proof of this identity is given in Proposition 3. We call this identity, the modified Weyl denominator identity and $U(X)$ the modified Weyl denominator. We show that the chromatic symmetric function can be recovered from the modified Weyl denominator. We will prove the following expression for the chromatic
symmetric function in terms of root multiplicities of the Borcherds algebra \( g \) which is an extension of Theorem 1 to the case of chromatic symmetric functions.

**Theorem 2.** Let \( G \) be the graph of a Borcherds algebra \( g \). Then

\[
X_G = (-1)^{ht(\eta(1))} \sum_{J \in L_G} (-1)^{|J|} (\text{mult}(J)) p_{\text{type}(J)},
\]

(1.6)

where \( L_G \) is the bond lattice of \( G \).

In Example 7, we have explained how the above result can be used to distinguish the graphs of order 4 by their chromatic symmetric functions. This example shows that calculating certain root multiplicities might sufficient to show the given graphs are distinguished by their chromatic symmetric functions. The proof of this theorem and many motivating examples for this proof are given in Section 4. As a corollary, using [19, Proposition 1.4], we get a Lie theoretic proof of the following theorem of Stanley [17, Theorem 2.6].

**Theorem 3.**

\[
X_G = \sum_{J \in L_G} \mu(\hat{0}, J) p_{\text{type}(J)},
\]

where \( L_G \) is the bond lattice of \( G \).

In [4], Theorem 1 is proved for the more general \( k \)-chromatic polynomials of \( G \). Using the modified Weyl denominator identity, we will prove the following expression for the \( k \)-chromatic symmetric functions in terms of root multiplicities of the Borcherds algebra \( g \) which is an extension of [4, Theorem 1] to the case of chromatic symmetric functions.

**Theorem 4.** Let \( G \) be the graph of a Borcherds algebra \( g \). For a fixed tuple of non-negative integers \( k = (k_i : i \in I) \) such that \( k_i \leq 1 \) for \( i \in I^\text{re} \) and \( 1 < |\supp(k)| < \infty \) we have

\[
X^k_G = (-1)^{ht(\eta(k))} \sum_{\bar{J} \in L_G(\bar{k})} (-1)^{|J|} \left( \prod_{\bar{J} \in \bar{J}} \left( \frac{\text{mult}(\beta(J))}{D(J, J)} \right) \right) p_{\text{type}(J)},
\]

(1.7)

where \( \bar{J} \) is the underlying set of the multiset \( J \).

The proof of Theorem 4 is also given in Section 4.

The bond lattice \( L_G \) consists of partitions of the vertex set \( I \) in which each part induces a connected subgraph of \( G \). We have assumed that \( G \) is connected and so the vertex set \( I \) itself is an element of \( L_G \) and has partition type \((n)\) if \( G \) has \( n \) vertices. The absolute value of the linear coefficient of the chromatic polynomial of \( G \) is known as the chromatic discriminant of \( G \) [14, 2]. Equation (1.3) implies that the chromatic discriminant of \( G \) is equal to the dimension of the root space \( g_\beta \), where \( \beta \) is the sum of all simple roots. Theorem 2 has the following corollary which gives the following interesting connection between the chromatic discriminant and the chromatic symmetric function of \( G \).
Proposition 1. The coefficient of $p_{(n)}$ in the chromatic symmetric function $X_G$ is equal to the chromatic discriminant of $G$. i.e.,

$$X_G[p_{(n)}] = \text{Chromatic discriminant of } G$$

We note that chromatic discriminant plays an important role in Example 7. In Section 5, we explore the connection between the denominator identity and the $G$-symmetric functions. The $G$-symmetric functions are introduced by Stanley in [18].

Definition 2. The $G$-analogue of the $i$th elementary symmetry function is defined as follows.

$$e^G_i = \sum_S \left( \prod_{\alpha \in S} e^{-\alpha} \right),$$

where $S$ ranges over all $i$-element stable subsets of the vertex set $I$ of $G$. Given a partition $\lambda = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k$, $k \in \mathbb{N}$, we define $e^G_\lambda = \prod_{i=1}^{k} e^G_{\lambda_i}$.

Given this definition, we have the following result [18, Proposition 2.1] of Stanley which explains a connection between the chromatic symmetric functions and the $G$-elementary symmetric functions.

Proposition 2. Let

$$T(x, v) = \sum_{\lambda \text{ stable}} m_\lambda(x) e^G_\lambda(v).$$

Then

$$T(x, v)[e^{-\eta(k)}] = X^k_G.$$

We prove that the function $T(x, v)$ can be recovered from the modified Weyl denominator. This gives a different proof of the statement that the chromatic symmetric function can be recovered from the modified Weyl denominator. Let $X_1, X_2, \ldots$ be a commuting family of indeterminates and consider the modified Weyl denominators $U(X_i)$ associated with these indeterminates. We prove that the function $T(x, v)$ can be recovered from $\prod_{i=1}^{\infty} U(X_i)$ using Lie theoretic ideas which gives an alternate proof to the above proposition. This is done in Section 5.

As an application, we give a Lie theoretic proof of the following theorem which talks about the non-negativity of the coefficients in the $G$-power sum symmetric functions. The following theorem is proved in [18, Theorem 2.3].

Theorem 5. The $G$-power sum symmetric function $p^G_\lambda$ is a polynomial with non-negative integral coefficients.
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In this section, we give some definitions and results from the theory of Borcherds algebras (also called generalized Kac–Moody algebras) and prove the modified denominator identity (Proposition 3). Further details about the Borcherds algebras can be seen in [5, 10, 12] and the references therein.

2.1. Borcherds-Cartan matrix. A real matrix \( A = (a_{ij})_{i,j \in I} \) indexed by a finite or countably infinite set, which we identify with \( I = \{1, \ldots, n\} \) or \( \mathbb{Z}_+ \) respectively, is said to be a Borcherds-Cartan matrix if the following conditions are satisfied for all \( i, j \in I \):

1. \( A \) is symmetrizable
2. \( a_{ii} = 2 \) or \( a_{ii} \leq 0 \)
3. \( a_{ij} \leq 0 \) if \( i \neq j \) and \( a_{ij} \in \mathbb{Z} \) if \( a_{ii} = 2 \)
4. \( a_{ij} = 0 \) if and only if \( a_{ji} = 0 \).

Recall that a matrix \( A \) is called symmetrizable if there exists a diagonal matrix \( D = \text{diag}(\epsilon_i, i \in I) \) with positive entries such that \( DA \) is symmetric. Set \( I^\epsilon = \{ i \in I : a_{ii} = 2 \} \) and \( I^\im = I \setminus I^\epsilon \). For example, the generalized Cartan matrices (\( a_{ii} = 2 \) for all \( i \in I \) and \( |I| < \infty \)) defined in [11, Chapter 1] is a Borcherds-Cartan matrix. If \( A \) is the adjacency matrix of a graph \( G \), then \(-A\) is a Borcherds-Cartan matrix. For graph-theoretic terminologies, we follow [7].

2.2. Borcherds algebra. The Borcherds algebra \( \mathfrak{g} = \mathfrak{g}(A) \) associated with a Borcherds-Cartan matrix \( A \) is the Lie algebra generated by \( e_i, f_i, h_i, i \in I \) with the following defining relations:

\[
\begin{align*}
\text{(R1)} \quad [h_i, h_j] &= 0 \quad \text{for} \quad i, j \in I \\
\text{(R2)} \quad [h_i, e_k] &= a_{ik} e_i, \quad [h_i, f_k] = -a_{ik} f_i \quad \text{for} \quad i, k \in I \\
\text{(R3)} \quad [e_i, f_j] &= \delta_{ij} h_i \quad \text{for} \quad i, j \in I \\
\text{(R4)} \quad (\text{ad } e_i)^{1-a_{ij}} e_j &= 0, \quad (\text{ad } f_i)^{1-a_{ij}} f_j = 0 \quad \text{if} \quad i \in I^\epsilon \quad \text{and} \quad i \neq j \\
\text{(R5)} \quad [e_i, e_j] &= 0 \quad \text{and} \quad [f_i, f_j] = 0 \quad \text{if} \quad i, j \in I^\im \quad \text{and} \quad a_{ij} = 0.
\end{align*}
\]

If \( I = I^\epsilon \) and \( |I| < \infty \) then \( \mathfrak{g}(A) \) is a Kac-Moody Lie algebra. In this case, for \( i \in I \), the subalgebra spanned by the elements \( h_i, e_i, f_i \) is isomorphic to \( \mathfrak{sl}_2 \) (possibly after rescaling \( e_i \) and \( h_i \)). In case of Borcherds algebras, if \( a_{ii} = 0 \), the subalgebra spanned by the elements \( h_i, e_i, f_i \) is a Heisenberg algebra. This is one of the main structural difference between these algebras. See [10, Proposition 1.5] for more details.

2.3. The graph of a Borcherds algebra. For a given Borcherds algebra \( \mathfrak{g}(A) \) we associate a graph \( G \) as follows: \( G \) has vertex set \( I \), with an edge between two vertices \( i \) and \( j \) iff \( a_{ij} \neq 0 \) for \( i, j \in I, \; i \neq j \). The edge set of \( G \) is denoted by \( E(G) \) and \( (i, j) \) denotes the edge between the nodes \( i \) and \( j \). Note that \( G \) is a simple (finite or countably infinite) graph which we call the graph of \( \mathfrak{g} \). Conversely, given a graph \( G \) (finite/countably infinite) there exists a Borcherds algebra \( \mathfrak{g} \) whose associated graph is \( G \). One way of doing this is by considering the negative of the adjacency matrix of \( G \) which is a Borcherds-Cartan matrix. This way we can construct a Borcherds algebra from the graph \( G \) which we will refer as the Borcherds algebra associated with the graph \( G \).
Let $k = (k_i : i \in I) \in \mathbb{Z}^I$ be such that $k_i$ is non-zero only for finitely many elements of $I$. Define $\text{supp} \ k = \{ i \in I : k_i \neq 0 \}$. In this paper, we will be always working with $k$ satisfying this finite support condition. Even though the graph $G$ can be infinite, we will be working with the subgraph generated by $\text{supp} \ k$ in $G$ which is finite.

2.4. Root space and triangular decomposition. Define a $\mathbb{Z}^I$–grading on $g$ by giving $h_i$ degree $(0,0,\ldots)$, $e_i$ degree $(0,\ldots,0,1,0,\ldots)$ and $f_i$ degree $(0,\ldots,0,-1,0,\ldots)$ where $\pm 1$ appears at the $i$–th position. For a sequence $(n_1,n_2,\ldots)$, we denote by $g(n_1,n_2,\ldots)$ the corresponding graded piece; note that $g(n_1,n_2,\ldots) = 0$ unless finitely many of the $n_i$ are non–zero. Let $\mathfrak{h}$ be the abelian subalgebra spanned by the $h_i$, $i \in I$ and let $\mathfrak{c}$ the space of commuting derivations of $g$ spanned by the $D_i$, $i \in I$, where $D_i$ denotes the derivation that acts on $g(n_1,n_2,\ldots)$ as multiplication by the scalar $n_i$. Note that the abelian subalgebra $\mathfrak{c} \ltimes \mathfrak{h}$ of $\mathfrak{c} \ltimes g$ acts by scalars on $g(n_1,n_2,\ldots)$ and we have a root space decomposition:

$$g = \bigoplus_{\alpha \in (\mathfrak{c} \ltimes \mathfrak{h})^*} g_\alpha, \text{ where } g_\alpha := \{ x \in g \mid [h,x] = \alpha(h)x \text{ for all } h \in \mathfrak{c} \ltimes \mathfrak{h} \}. \tag{2.1}$$

Define $\Pi = \{ \alpha_i \}_{i \in I} \subset (\mathfrak{c} \ltimes \mathfrak{h})^*$ by $\alpha_j((D_k,h_i)) = \delta_{k,j} + a_{ij}$ and set

$$Q := \bigoplus_{i \in I} \mathbb{Z} \alpha_i, \quad Q_+ := \bigoplus_{i \in I} \mathbb{Z}_+ \alpha_i.$$

Denote by $\Delta := \{ \alpha \in (\mathfrak{c} \ltimes \mathfrak{h})^* \setminus \{0\} \mid g_\alpha \neq 0 \}$ the set of roots, and by $\Delta_+$ the set of roots which are non–negative integral linear combinations of the $\alpha_i$’s, called the positive roots. The elements in $\Pi$ are called the simple roots; we call $\Pi^\text{re} := \{ \alpha_i : i \in I^\text{re} \}$ the set of real simple roots and $\Pi^\text{im} = \Pi \setminus \Pi^\text{re}$ the set of imaginary simple roots. We have $\Delta = \Delta_+ \sqcup -\Delta_+$ and

$$g_0 = \mathfrak{h}, \quad g_\alpha = g(n_1,n_2,\ldots), \text{ if } \alpha = \sum_{i \in I} n_i \alpha_i \in \Delta.$$

Moreover, we have a triangular decomposition

$$g \cong \mathfrak{n}^- \oplus \mathfrak{h} \oplus \mathfrak{n}^+,$$

where $\mathfrak{n}^+$ (resp. $\mathfrak{n}^-$) is the free Lie algebra generated by $e_i$, $i \in I$ (resp. $f_i$, $i \in I$) with defining relations

$$(\text{ad } e_i)^{1-a_{ij}} e_j = 0 \text{ (resp. } (\text{ad } f_i)^{1-a_{ij}} f_j = 0) \text{ for } i \in I^\text{re}, j \in I \text{ and } i \neq j$$

and

$$[e_i,e_j] = 0 \text{ (resp. } [f_i,f_j] = 0) \text{ for } i,j \in I^\text{im} \text{ and } a_{ij} = 0.$$

Given (2.1) we have

$$\mathfrak{n}^\pm = \bigoplus_{\alpha \in \pm \Delta_+} g_\alpha.$$

Finally, given $\gamma = \sum_{i \in I} n_i \alpha_i \in Q_+$ (only finitely many $n_i$ are non–zero), we set $\text{ht}(\gamma) = \sum_{i \in I} n_i$. 

2.5. The Weyl group and the Weyl vector. We denote by $R = Q \otimes_{\mathbb{Z}} \mathbb{R}$ the real vector space spanned by $\Delta$. There exists a symmetric bilinear form on $R$ given by $(\alpha_i, \alpha_j) = \epsilon_{i,j}$ for $i, j \in I$. For $i \in I^e$, define the linear isomorphism $s_i$ of $R$ by

$$s_i(\lambda) = \lambda - \lambda(h_i)\alpha_i = \lambda - 2\frac{(\lambda, \alpha_i)}{(\alpha_i, \alpha_i)}\alpha_i, \quad \lambda \in R.$$  

The Weyl group $W$ of $\mathfrak{g}$ is the subgroup of $\text{GL}(R)$ generated by the simple reflections $s_i, i \in I^e$. Note that $W$ is a Coxeter group with canonical generators $s_i, i \in I^e$ and the above bilinear form is $W$–invariant. We denote by $\ell(w) = \min\{k \in \mathbb{N} : w = s_{i_1} \cdots s_{i_k}\}$ the length of $w \in W$ and $w = s_{i_1} \cdots s_{i_k}$ with $k = \ell(w)$ is called a reduced expression. We denote by $\Delta^e = W(\Pi^e)$ the set of real roots and $\Delta^m = \Delta \setminus \Delta^e$ the set of imaginary roots. Equivalently, a root $\alpha$ is imaginary if and only if $(\alpha, \alpha) \leq 0$ and else real. We can extend $(\cdot, \cdot)$ to a symmetric form on $(\mathfrak{e} \ltimes \mathfrak{h})^*$ satisfying $(\lambda, \alpha_i) = \lambda(\epsilon_i h_i)$ and also $s_i$ to a linear isomorphism of $(\mathfrak{e} \ltimes \mathfrak{h})^*$ by

$$s_i(\lambda) = \lambda - \lambda(h_i)\alpha_i, \quad \lambda \in (\mathfrak{e} \ltimes \mathfrak{h})^*.$$  

Let $\rho$ be any element of $(\mathfrak{e} \ltimes \mathfrak{h})^*$ satisfying $2(\rho, \alpha_i) = (\alpha_i, \alpha_i)$ for all $i \in I$. Note that the Weyl vector $\rho$ of $\mathfrak{g}$ need not be unique. The following lemma from [4, Lemma 2.3] will be helpful on multiple occasions.

**Lemma 1.** Let $i \in I^m$ and $\alpha \in \Delta_+ \setminus \{\alpha_i\}$ such that $\alpha(h_i) < 0$. Then $\alpha + j\alpha_i \in \Delta_+$ for all $j \in \mathbb{Z}_+$.

2.6. The modified Weyl denominator identity. The following Weyl denominator identity has been proved in [5]. See also [10, Theorem 3.16].

$$U := \sum_{w \in W} (-1)^{\ell(w)} \prod_{\gamma \in \Omega} (-1)^{ht(\gamma)} e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \Delta_+} (1 - e^{-\alpha})^{\dim g_{\alpha}}$$  

(2.2)

where $\Omega$ is the set of all $\gamma \in Q_+$ such that $\gamma$ is a finite sum of mutually orthogonal distinct imaginary simple roots. Note that $0 \in \Omega$ and $\alpha \in \Omega$, if $\alpha$ is an imaginary simple root.

The following lemma from [4, Lemma 3.6] will be helpful to do the calculations with the sum side of the denominator identity.

**Lemma 2.** Let $w \in W$ and $\gamma \in \Omega$. We write $\rho - w(\rho) + w(\gamma) = \sum_{\alpha \in \Pi} b_{\alpha}(w, \gamma)\alpha$. Then we have

(i) $b_{\alpha}(w, \gamma) \in \mathbb{Z}_+$ for all $\alpha \in \Pi$ and $b_{\alpha}(w, \gamma) = 0$ if $\alpha \notin I(w) \cup I(\gamma)$,

(ii) $I(w) = \{\alpha \in \Pi^e : b_{\alpha}(w, \gamma) \geq 1\}$ and $b_{\alpha}(w, \gamma) = 1$ if $\alpha \in I(\gamma)$, and

(iii) If $I(w) \cup I(\gamma)$ is independent if, and only if, $b_{\alpha}(w, \gamma) = 1$ for all $\alpha \in I(w) \cup I(\gamma)$.

In the following proposition, we state and prove the modified denominator identity.

**Proposition 3.** Let $X$ be an indeterminate. Then we have

$$U(X) := \sum_{w \in W} (-1)^{\ell(w)} \prod_{\gamma \in \Omega} (-1)^{ht(\gamma)} X^{-ht(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \Delta_+} (1 - X^{-ht(\alpha)} e^{-\alpha})^{\dim g_{\alpha}}$$  

(2.3)

**Proof.** Let $X_{\alpha} = e^{-\alpha}$. Then with the notations as in Lemma 2, we have

$$e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \Pi} e^{b_{\alpha}(w, \gamma)\alpha} = \prod_{\alpha \in I(w) \cup I(\gamma)} X_{\alpha}^{b_{\alpha}(w, \gamma)} \in \mathbb{C}[X_{\alpha} : \alpha \in I].$$
This shows that \( U = \sum_{w \in W} (-1)^{\ell(w)} \sum_{\gamma \in \Omega} (-1)^{ht(\gamma)} e^{w(\rho - \gamma) - \rho} \in \mathbb{C}[X_\alpha : \alpha \in I]\). Now, 
\[
X^{-ht(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \pi} (XX_\alpha)^{b_\alpha(w, \gamma)} \in C[X, X_\alpha : \alpha \in I].
\]

This shows that the sum side of Equation (2.3) can be obtained from the sum side of Equation (2.2) by a simple change of variable. Since in the product side of Equation (2.3) also the same change of variable is applied, we get the required result from Equation 2.2. \(\square\)

Next, we define the weighted bond lattice of the graph \(G\).

**Definition 3.** Let \(L_G(k)\) be the weighted bond lattice of \(G\), which is the set of \(J = \{J_1, \ldots, J_k\}\) satisfying the following properties:

(i) \(J\) is a multiset, i.e. we allow \(J_i = J_j\) for \(i \neq j\)

(ii) each \(J_i\) is a multiset and the subgraph spanned by the underlying set of \(J_i\) is a connected subgraph of \(G\) for each \(1 \leq i \leq k\)

(iii) the disjoint union \(J_1 \cup \cdots \cup J_k = \{\alpha_i : i \in I\}\) \(k_i\) times.

When \(k = 1 := (1, 1, \ldots)\) we denote \(L_G(k)\) simply by \(L_G\). For \(J \in L_G(k)\) we denote by \(D(J, J)\) the number of times \(J_i\) appear in \(J\).

**Example 1.** The Hasse diagram of the bond lattice of weight \(k = (2, 1, 2)\) of the path graph on three vertices \(\{0, 1, 2\}\) is given below [c.f. Example 2].

We record the following lemma from [4, Lemma 3.4] which will be needed later.
Lemma 3. Assume that $k_i \leq 1$ for $i \in I^e$ where $k = (k_i : i \in I)$. Let $\mathcal{P}(k)$ be the collection of sets $\gamma = \{ \beta_1, \ldots, \beta_r \}$ (we allow $\beta_i = \beta_j$ for $i \neq j$) such that each $\beta_i \in \Delta_+$ and $\beta_1 + \cdots + \beta_r = \eta(k)$. Then the map $\Psi : L_G(k) \to \mathcal{P}(k)$ defined by $\{J_1, \ldots, J_k\} \mapsto \{ \beta(J_1), \ldots, \beta(J_k) \}$ is a bijection.

Remark. Under the assumption of the above Lemma, by Lemma [1] each part $J_i$ of $J \in L_G(k)$ represents a positive root $\beta(J_i) := \sum_{\alpha \in J_i} \alpha \in \Delta_+$.

3. MULTICOLORING AND $k$-CHROMATIC SYMMETRIC FUNCTIONS

Let $G$ be the graph of a Borcherds algebra $g$. In this section, we give the examples of $k$-multicoloring and prove an expression for the $k$-chromatic symmetric functions.

3.1. An expression for $k$-chromatic polynomials.

Example 2. Let $G$ be the path graph on three vertices and let $k = (2, 1, 2)$. We observe that $G$ cannot be $k = (2, 1, 2)$-colored using two or fewer colors. We list the $k = (2, 1, 2)$-colorings of $G$ using four colors, say blue, red, green and yellow, in which the first vertex receives the colors blue and red:

With three colors:

With four colors:

We note that all possible $k = (2, 1, 2)$ colorings of $G$ using the colors blue, red, green and yellow can be obtained from the above-given configurations. This is done by changing the choice of the colors in the first vertex and the colors in the remaining vertices according to the above configurations. Therefore the number of $k = (2, 1, 2)$-colorings of the graph $G$ is equal to $\binom{4}{2} \cdot 6 = 36$. In Example [3] we have calculated $\pi_G^k(q)$ explicitly from which we see that $\pi_G^k(4)$ is indeed equal to 36.

The generalized chromatic polynomial has the following well–known description. We denote by $P_k(k, G)$ the set of all ordered $k$–tuples $(P_1, \ldots, P_k)$ such that:

(i) each $P_i$ is a non–empty independent subset of $I$, i.e. no two vertices have an edge between them; and

(ii) the disjoint union of $P_1, \ldots, P_k$ is equal to the multiset $\{ \alpha_i, \ldots, \alpha_i : i \in I \}$, $k_i$ times.

Then we have

$$
\pi_k^G(q) = \sum_{k \geq 0} |P_k(k, G)| \binom{q}{k}.
$$

(3.1)
Remark. For a partition $P = (P_1, \ldots, P_k) \in P_k(k, G)$ its type is defined to be the composition

$$(D(P_1, P), \ldots, D(P_m, P))$$

where $D(P, P)$ is equal to the number of times $P_i$ appears in $P$ and $P_1, \ldots, P_m$ are the distinct elements of $P$.

For a partition (or a composition) $\lambda = (1^{a_1}, 2^{a_2}, \ldots)$ of $n$ we define $\lambda ! = \frac{n!}{\prod_{i \geq 1} a_i !}$. If we consider the elements of $P_k(k, G)$ as multi-sets (instead of ordered tuples) then we have

$$\pi^G_k (q) = \sum_{k \geq 0} \sum_{P \in P_k(k, G)} \text{type}(P)! \binom{q}{k}.$$  \hspace{1cm} (3.2)

Example 3. Consider the path graph $G$ on three vertices.

Then the graph $G(k)$, the $k = (2, 1, 2)$-join of $G$ is given by

Now, upto permutation of the tuples,

$P_1(k, G) = P_2(k, G) = \phi,$

$P_3(k, G) = \{(\{1\}, \{0, 2\}, \{0, 2\})\},$

$P_4(k, G) = \{(\{1\}, \{0\}, \{2\}, \{0, 2\})\},$

$P_5(k, G) = \{(\{1\}, \{0\}, \{0\}, \{2\}, \{2\})\}.$

Therefore $|P_1(k, G)| = |P_2(k, G)| = 0$, $|P_3(k, G)| = \frac{3!}{2}$, $|P_4(k, G)| = 4!$, $|P_5(k, G)| = \frac{5!}{2^3}$. Therefore, by Equation (3.1), we have

$$\pi^G_k (q) = (\frac{1}{2})q(q-1)(q-2) + q(q-1)(q-2)(q-3) + q(q-1)(q-2)(q-3)(q-4) = (\frac{1}{4})q(q-1)^2(q-2)^2.$$

A direct computation shows that

$$\pi^{G(k)}_1 (q) = q(q-1)^2(q-2)^2.$$

Also note that,

$$\pi^G_k(4) = 36 \quad [\text{c.f. Example 2}].$$

The above equalities explain Equation (3.1) and Equation (1.1).
3.2. An expression for k-chromatic symmetric functions. We have the following expression for the k-chromatic symmetric functions whose proof is immediate from the definition. We note that this is the extension of (3.1) to the case of chromatic symmetric functions.

Proposition 4.

\[ X^k_G = \sum_{k \geq 1} \sum_{P \in P_k(k, G)} \sum_{J \subseteq N} x_{i_1}^{P_1} x_{i_2}^{P_2} \cdots x_{i_k}^{P_k} \]  
(3.3)

Note that, substituting \( x_i = \begin{cases} 1 & \text{if } 1 \leq i \leq q \\ 0 & \text{otherwise} \end{cases} \) in Equation (3.3) yields Equation (3.1).

If we consider the elements of \( P_k(k, G) \) as multi-sets then we have

\[ X^k_G = \sum_{k \geq 0} \sum_{P \in P_k(k, G)} \text{type}(P)! \sum_{J \subseteq N} x_{i_1}^{P_1} x_{i_2}^{P_2} \cdots x_{i_k}^{P_k} . \]  
(3.4)

Example 4. Let \( G \) be the path graph on three vertices and let \( k = (2, 1, 2) \). From Example 3 up to permutation of the tuples,

\[ P_1(k, G) = P_2(k, G) = \phi, \]
\[ P_3(k, G) = \{\{1\}, \{0, 2\}, \{0, 2\}\}, \]
\[ P_4(k, G) = \{\{1\}, \{0\}, \{2\}, \{0, 2\}\}, \]
\[ P_5(k, G) = \{\{1\}, \{0\}, \{0\}, \{2\}, \{2\}\}. \]

Now, from Equation (3.4), we get

\[ X^k_G = 3m_{221} + 24m_{2111} + 30m_{11111}. \]  
(3.5)

4. Denominator identity and the Chromatic symmetric functions

In this section, we prove a connection between the root multiplicities of \( g \) and the k-chromatic symmetric function of \( G \). The main results of this section are Theorems 2 and 4.

4.1. The sum side of the denominator identity. In this subsection, we will prove that the chromatic symmetric function can be obtained from the sum side of modified Weyl denominator.

Example 5. As a motivating example, assume \( g = \mathfrak{sl}_3(\mathbb{C}) \) the smallest non-trivial finite-dimensional simple Lie algebra for our purpose (The graph of \( \mathfrak{sl}_3(\mathbb{C}) \) is a single point and has no edges. So we are not considering this algebra). This Lie algebra \( g \) consists of \( 3 \times 3 \) traceless complex matrices. The Dynkin diagram \( G \) of the algebra \( g \) is given below.

\[ \begin{array}{c}
\bullet \quad \bullet \\
\alpha_1 & \alpha_2
\end{array} \]
The graph $G$ is the path graph on two vertices. In general, the Dynkin diagram of $\mathfrak{sl}_n(\mathbb{C})$ is the path graph on $n - 1$ vertices. The set of simple roots of $\mathfrak{g}$ is equal to $\Pi = \{\alpha_1 = \epsilon_1 - \epsilon_2, \alpha_2 = \epsilon_2 - \epsilon_3\}$ and the set of positive roots of $\mathfrak{g}$ is $\Delta_+ = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2\}$. The Weyl group $W$ is the symmetric group on three symbols $\{\epsilon_1, \epsilon_2, \epsilon_3\}$ permuting the indices. $\rho = \frac{1}{2} \sum_{\alpha \in \Delta_+} \alpha = \epsilon_1 - \epsilon_3$. This implies that

$$U(X_i) = 1 - X_i e^{-\alpha_1} - X_i e^{-\alpha_2} + X_i^3 e^{-2\alpha_2 - \alpha_1} + X_i^3 e^{-2\alpha_1 - \alpha_2} - X_i^4 e^{-2\alpha_1 - 2\alpha_2}$$

[c.f. Equation (2.3)].

We claim that, the coefficient of $e^{-\alpha_1 - \alpha_2}$ in the product $\prod_{i=1}^{\infty} U(X_i)$ is $X_G$. For this reason, we can assume

$$U(X_i) = 1 - X_i e^{-\alpha_1} - X_i e^{-\alpha_2}.$$

Consider the product:

$$\prod_{i=1}^{\infty} U(X_i) = (1 - X_1 e^{-\alpha_1} - X_1 e^{-\alpha_2})(1 - X_2 e^{-\alpha_1} - X_2 e^{-\alpha_2}) \cdots (1 - X_k e^{-\alpha_1} - X_k e^{-\alpha_2}) \cdots$$

Then the coefficient of $e^{-\alpha_1 - \alpha_2}$ in the above product is equal to

$$\sum_{(i_1, i_2) \in \mathbb{N}^2 \atop i_1 \neq i_2} X_{i_1} X_{i_2} = 2! e_2 = X_G$$

where $e_2$ is the second elementary symmetric function.

**Remark.** If $G$ is the complete graph on $n$ vertices, then $X_G = n! e_n$ where $e_n$ is the $n$th elementary symmetric function.

**Example 6.** In this example, we consider the untwisted affine Lie algebra $\mathfrak{g} = \hat{\mathfrak{sl}}_3$. This is an infinite-dimensional Lie algebra. Let $G$ be the Dynkin diagram of $\mathfrak{g}$. Then $G$ is the cycle graph (complete graph) on three vertices:

$$\begin{align*}
&\alpha_0 \\
&\alpha_1 \\
&\alpha_2
\end{align*}$$

In general, the Dynkin diagram of $\hat{\mathfrak{sl}}_n$ is the cycle graph on $n$ vertices. Again, we are interested in the coefficient of $e^{-\alpha_0 - \alpha_1 - \alpha_2}$. For this reason, like in the case of $\mathfrak{sl}_3$, we can assume that

$$U(X_i) = 1 - X_i e^{-\alpha_0} - X_i e^{-\alpha_1} - X_i e^{-\alpha_2}.$$

Then, the coefficient of $e^{-\alpha_0 - \alpha_1 - \alpha_2}$ in $\prod_{i=1}^{\infty} U(X_i)$ is equal to

$$\sum_{(i_1, i_2, i_3) \in \mathbb{N}^2 \atop i_1, i_2, i_3 \text{ are distinct}} X_{i_1} X_{i_2} X_{i_3} = 3! e_3 = X_G.$$

We claim that this is true for the graph of an arbitrary Borcherds algebra in the following proposition. The proof is exactly the same as the steps in the above two examples.
Proposition 5. Let $G$ be the graph of a Borcherds algebra $\mathfrak{g}$. Assume that the set $I$ is finite, i.e., $\mathfrak{g}$ is of finite rank. We set $\eta(1) = \sum_{i \in I} \alpha_i \in \mathbb{Q}_+$. Then
\[
\left( \prod_{i=1}^{\infty} U_i(X_i) \right) [e^{-\eta(1)}] = (-1)^{ht(\eta(1))} X_G.
\]

Proof. The required coefficient is equal to
\[
\sum_{k=1}^{\infty} \sum_{J \subseteq \mathbb{N}} \sum_{J = \{i_1, i_2, \ldots, i_k\}} (-1)^{\sum_{i=1}^{k} ht(\gamma_i)} (-1)^{\ell(w_1 \cdots w_k)} \prod_{j=1}^{k} \left( X_{ij}^{\ell(w_j) + ht(\gamma_j)} \right)
\]
where the sum ranges over all $k$-tuples $((w_1, \gamma_1), (w_2, \gamma_2), \ldots, (w_k, \gamma_k)) \in (W \times \Omega)^k$ such that

- $(w_i, \gamma_i)$ is stable for all $1 \leq i \leq k$,
- $I(w_1) \cup \cdots \cup I(w_k) = I^{re}$,
- $I(\gamma_1) \cup \cdots \cup I(\gamma_k) = I^{im}$,
- $I(w_i) \cup I(\gamma_i) \neq \emptyset$ for each $1 \leq i \leq k$.

It follows that $(I(w_1) \cup I(\gamma_1), \ldots, I(w_k) \cup I(\gamma_k)) \in P_k(1, G)$ and each element is obtained in this way. So the sum ranges over all elements in $P_k(1, G)$. Since $w_1 \cdots w_k$ is a subword of a Coxeter element we get
\[
(-1)^{\ell(w_1 \cdots w_k)} = (-1)^{|I^{re}|},
\]
and hence $\left( \prod_{i=1}^{\infty} U_i(X_i) \right) [e^{-\eta(k)}]$ is equal to
\[
(-1)^{ht(\eta(1))} \sum_{k \geq 1} \sum_{P \in P_k(1,G)} \sum_{J \subseteq \mathbb{N}} x_{i_1}^{P_1} x_{i_2}^{P_2} \cdots x_{i_k}^{P_k}
\]
Now, Proposition \ref{prop:finite_rank} finishes the proof. \hfill \Box

Remark. Assume that the set $I$ is not finite in the above theorem. Then consider $k = (k_i : i \in I) \in \mathbb{Z}_+^I$ with finite support such that $k_i = 1$ for $i \in \text{supp} \ k$. We can apply the above theorem for this $k$ by replacing the graph $G$ by the subgraph of $G$ generated by $\text{supp} \ k$.

4.2. The product side of the denominator identity. In this subsection, using the product side of the modified Weyl denominator identity, we will derive an expression for chromatic symmetric function in terms of root multiplicities of Borcherds algebras. Proposition 5 and Equation (2.3) together imply that the chromatic symmetric function $X_G$ is given by the coefficient of $e^{-\eta(1)}$ in
\[
(-1)^{ht(\eta(1))} \prod_{i=1}^{\infty} \prod_{\alpha \in \Delta_+} (1 - X_i^{ht(\alpha)} e^{-\alpha}) \dim g_\alpha.
\]
Table 1. Graphs of order 4 are distinguished by the chromatic symmetric functions

| S.No. | Graphs | (4) | (2,1,1) | (3,1) | (2,2) |
|-------|--------|-----|---------|-------|-------|
| 1     | ⬤ ⬤ ⬤ ⬤ | 0   | 0       | 0     | 0     |
| 2     | ⬤ ⬤ ⬤ ⬥ | 0   | -1      | 0     | 0     |
| 3     | ⬤ ⬤ ⬥ ⬥ | 0   | 1       | 0     |       |
| 4     | ⬤ ⬤ ⬥ ⬦ | 0   |         |       | 1     |
| 5     | ⬤ ⬤ ⬦ ⬦ | 0   | 2       |       |       |
| 6     | ⬤ ⬥ ⬥ ⬥ | -1  | 2       |       |       |
| 7     | ⬤ ⬥ ⬥ ⬦ | -1  | 3       |       |       |
| 8     | ⬤ ⬥ ⬦ ⬦ | -2  |         |       |       |
| 9     | ⬤ ⬦ ⬦ ⬦ | -3  |         |       |       |
| 10    | ⬤ ⬦ ⬦ ⬧ | -4  |         |       |       |
| 11    | ⬤ ⬦ ⬧ ⬧ | -6  |         |       |       |

This product is equal to,

\[ (-1)^{ht(\eta(1))} \prod_{i=1}^{\infty} \prod_{\alpha \in \Delta_+} \left( 1 - (\text{mult } \alpha) X_i^{ht(\alpha)} e^{-\alpha} \right) + \left( \frac{\text{mult } \alpha}{2} \right) X_i^{ht(2\alpha)} e^{-2\alpha} - \cdots. \]

Consider the lattice \( \mathcal{P}(1) \) [c.f. Lemma 3]. Then, the coefficient of \( e^{-\eta(1)} \) in

\[ (-1)^{ht(\eta(1))} \prod_{i=1}^{\infty} \prod_{\alpha \in \Delta_+} \left( 1 - (\text{mult } \alpha) X_i^{ht(\alpha)} e^{-\alpha} \right) + \text{higher order terms} \]

is equal to

\[ (-1)^{ht(\eta(1))} \sum_{P \in \mathcal{P}(1)} (-1)^{k \cdot \text{mult}(P)} \sum_{J \subseteq N} \prod_{\alpha_j \in P} \left( X_i^{ht(\alpha_j)} \right) \]

where \( \text{mult } P = \prod_{\alpha_i \in P} \text{mult } \alpha_i \). We can defined multiplicity of an element of \( L_G \) using the bijection \( \Psi \) defined in Lemma 3. Now, Lemma 3 finishes the proof of Theorem 2.

Example 7. In Table 1, we have shown that the graphs of order 4 are distinguished by the chromatic symmetric functions using Theorem 2. We remark that the coefficients of \( p_\lambda \) appearing in \( X_G \) whichever is required to distinguish the graphs of order 4 are given in Table 1. These values are calculated using the
following multiplicity formula from [4] Corollary 3.9. Assume \( k = (k_1, k_2, \ldots) \in \mathbb{Z}_+^I \) with finite support and satisfies \( k_i \leq 1 \) for \( i \in I^e \). Then
\[
\text{mult } \eta(k) = \sum_{l|k} \frac{\mu(l)}{l} |\pi^{G^k}_{I}(q)[q]|	ag{4.1}
\]
where \( \pi^{G^k}_{I}(q)[q] \) denotes the coefficient of \( q \) in \( \pi^{G^k}_{I}(q) \).

**Example 8.** Consider \( g = sl_3(\mathbb{C}) \) as in Example 5. In this case, \( \mathcal{P}(1) = \{\{\alpha_1 + \alpha_2\}, \{\alpha_1, \alpha_2\}\} \) and all the roots have multiplicity one [c.f. Lemma 3]. The product side of the modified denominator identity of \( g \) is as follows.
\[
U(X_i) = \prod_{\alpha \in \Delta} (1 - X_i^{-\text{ht}(\alpha)} e^{-\alpha}) \dim g_{\alpha} = (1 - X_i^{-\text{ht}(\alpha_1)} e^{-\alpha_1})(1 - X_i^{-\text{ht}(\alpha_2)} e^{-\alpha_2})(1 - X_i^{-\text{ht}(\alpha)} e^{-\alpha_1 - \alpha_2}).
\]
We have \( \text{mult } \{\alpha_1 + \alpha_2\} = \text{mult } \{\alpha_1, \alpha_2\} = 1 \) as an element of \( \mathcal{P}(1) \) where multiplicity of a set in \( \mathcal{P}(1) \) is defined to be the product of the multiplicity of its elements. Note that, the map \( \Psi \) defined in Lemma 3 respects the multiplicity. Now,
\[
(-1)^2 \sum_{J \in \mathcal{P}(1)} (-1)^{|J|} (\text{mult } (J)) p_{\text{type } (J)} = -p_{(2)} + p_{(1,1)} = 2e_2 = X_G.
\]

**Example 9.** Consider \( g = sl_3(\mathbb{C}) \) as in Example 6. In this case, \( \Delta = \Delta^0 \cup (\cup_{k>0}(\Delta^0 + k\delta)) \cup \{k\delta : k > 0\} \) where \( \Delta^0 \) is the root system of the underlying \( sl_3 \) and \( \delta \) is the null root. More precisely, \( \Delta^0 = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2\} \) and \( \delta = \alpha_0 + \alpha_1 + \alpha_2 \). Further, \( \delta \) has multiplicity 2. We have
\[
\mathcal{P}(1) = \{\{\alpha_0 + \alpha_1 + \alpha_2\}, \{\alpha_0, \alpha_1 + \alpha_2\}, \{\alpha_0 + \alpha_1, \alpha_2\}, \{\alpha_0 + \alpha_2, \alpha_1\}, \{\alpha_0, \alpha_1, \alpha_2\}\}.
\]
Now,
\[
(-1)^3 \sum_{J \in \mathcal{P}(1)} (-1)^k (\text{mult } (J)) p_{\text{type } (J)} = 2p_{(3)} - 3p_{(2,1)} + p_{(1^3)} = 3!e_3 = X_G
\]

**Remark.** Consider the bond lattice \( L_G \) of weight \( 1 \). Let \( S \subseteq E(G) \). Consider the graph \( G_S \) formed by the vertex set \( I \) and the edge set \( S \). Let \( P_S = \{P_1, \ldots, P_k\} \) be the vertex sets of the connected components of the graph \( G_S \). Then \( P_S \subseteq L_G \). Conversely let \( P = \{P_1, \ldots, P_k\} \subseteq L_G \) and let \( G(P_i) \) be the subgraph of \( G \) induced by the set \( P_i \). Then each \( G(P_i) \) is a connected subgraph of \( G \). Let \( E_i \) be the edge set of \( G(P_i) \) and \( S_P := \bigcup_{i = 1}^k E_i \subseteq E(G) \). Let \( \sigma \) be the map from \( \mathcal{P}(E(G)) \) to \( L_G \) which maps \( S \) to \( P_S \). We observe that \( c(S) \)-the number of components of the spanning subgraph \( G_S \) is equal to \( |\sigma(S)| \)-the number of parts in the partition \( \sigma(S) \in L_G \). We have the following well-known expression for chromatic polynomial due to Whitney [23]:
\[
\pi^G_1(q) = \sum_{S \subseteq E} (-1)^{|S|} q^{c(S)}.	ag{4.2}
\]
By Equation (4.2) we have
\[
\pi^G_1(q) = \sum_{J \in L_G} (-1)^{|J|} (\text{mult } (J)) q^{|J|}.
\]
where \( l := \text{ht}(\eta(1)) \). The above two equations implies that for a fixed \( J \in L_G \),
\[
\sum_{\sigma(S) = J} (-1)^{|S|} = (-1)^{l-|J|} \text{mult } J. \tag{4.3}
\]

In particular, if \( J \) is the partition with single part consists of the full vertex set \( I \) of \( G \) then we have
\[
\sum_{\sigma(S) = J} (-1)^{|S|} = (-1)^{l-1} \text{mult } J = (-1)^{l-1} \text{mult}(\eta(1)). \tag{4.4}
\]

Now, Theorem 2 and Equation (4.3) implies the following expression for the chromatic symmetric function \[17, \text{Theorem 2.5}\].
\[
X_G = \sum_{S \subseteq E} (-1)^{|S|} p_{\text{type } S}
\]
where type \( S = \text{type } P_S \). Hence if we apply the above arguments in Section 4.2, last two lines above Example 1 we get the above expression for the chromatic symmetric function from the denominator identity.

Remark. An edge cover of a graph \( G \) is a set \( S \) of edges such that every vertex of \( G \) is incident to at least one edge of the set \( S \). See [1] [6] [9] for combinatorial results on edge cover of graphs. If \( J \) is the partition with a single part consists of the full vertex set of \( G \) then from Equation (4.4) we have
\[
\sum_{\psi(S) = J} (-1)^{|S|} = (-1)^{l-1} \text{mult } 1.
\]

We observe that the subsets \( S \subseteq E \) satisfying \( \psi(S) = J \) are precisely the edge covers of \( G \). Now, Equation (4.4) gives an interesting formula for the multiplicity of the root \( \eta(1) \) in terms of edge covers of \( G \). For example, consider the null root \( \delta = \alpha_0 + \alpha_1 + \alpha_2 \) given in Example 9. The edge covers of the cycle graph on three vertices \( \{\alpha_0, \alpha_1, \alpha_2\} \) are \( \{\alpha_0, \alpha_1, \alpha_2\}, \{\alpha_0, \alpha_1\}, \{\alpha_0, \alpha_2\}, \{\alpha_1, \alpha_2\}\). This shows that the multiplicity of the null root is equal to 2.

Next, we prove Theorem 4.

Remark. By Equation (1.1) and Theorem 2, it is possible to recover the \( k \)-chromatic symmetric function of \( G \) from the modified denominator identity: More precisely, the \( k \)-chromatic symmetric function of \( G \) is given by the coefficient of \( \frac{1}{k!} e^{-\eta(1)} \) in the product \( \prod_{i=1}^{\infty} U(X_i) \) where \( U(X_i) \) is the modified denominator identity of the Borcherds algebra \( g(k) \) corresponds to the graph \( G(k) \). But it is possible to recover the \( k \)-chromatic symmetric function from the modified denominator identity of \( g \) itself. We explain this fact in the following example.

Example 10. Let \( g \) be the Borcherds algebra corresponds to the \( 1 \times 1 \) order Borcherds-Cartan matrix \([-1]\). Then \( g \) is generated by the three elements \( \langle h, e, f \rangle \) subject to the relations. \([h, h] = 0, [h, e] = -e \)
and $[h, f] = f$. The root system of $g$ is given by $\Delta = \{\alpha, -\alpha\}$, the Weyl group $W = \{e\}$ and $\Omega = \{0, \alpha\}$. Therefore

$$U(X_i) = 1 - X_i e^{-\alpha}.$$ 

Let $k = (k)$, $k \in \mathbb{N}$. Consider the product

$$\prod_{i=1}^{\infty} U(X_i) = (1 - X_1 e^{-\alpha})(1 - X_2 e^{-\alpha}) \cdots (1 - X_k e^{-\alpha}) \cdots$$

The coefficient of $e^{-k\alpha}$ in the above product is equal to

$$\sum_{J \subseteq \mathbb{N}} (-1)^k (X_{i_1} \cdots X_{i_k}) = (-1)^k e_k = (-1)^{ht(k)} X_G^k.$$

Let $g$ be a Borcherds algebra with the associated graph $G$. In view of the above example, we see that the coefficient of $e^{-\eta(k)}$ in $\prod_{i=1}^{\infty} U(X_i)$ is equal to $(-1)^{ht(k)} X_G^k$. The proof is exactly the same as the proof of Proposition 5. Now, an argument similar to the one given in Section 4.2 completes the proof of Theorem 4.

5. $G$-symmetric functions and the denominator identity of Borcherds algebras

5.1. In this subsection, we define the stable part of the modified denominator identity and prove that the stable part of the modified denominator identity is the same as the $G$-analogues of the elementary symmetry function.

Let $g$ be a Borcherds algebra with the associated graph $G$ and Weyl group $W$. For a Weyl group element $w \in W$, we fix a reduced word $w = s_{i_1} \cdots s_{i_k}$ and let $I(w) = \{\alpha_{i_1}, \ldots, \alpha_{i_k}\}$. We recall that $I(w)$ is independent of the choice of the reduced expression of $w$. For $\gamma \in \Omega$, we set $I(\gamma) = \{\alpha \in \Pi_{\text{im}} : \alpha$ is a summand of $\gamma\}$. A pair $(w, \gamma) \in W \times \Omega$ is said to be stable if $I(w) \cup I(\gamma)$ is a stable set and we define $l((w, \gamma)) = \ell(w) + ht(\gamma)$. Let $S(G)$ be the set of all stable subsets of $G$. It is clear that there exists a bijection $f$ between the set $S(G)$ and $\{(w, \gamma) \in W \times \Omega : (w, \gamma)$ is stable\}. Further this map satisfies $l(f(S)) = |S|$. Given this definition, the Weyl denominator can be rewritten as

$$U = \sum_{(w, \gamma) \in W \times \Omega} \epsilon(w, \gamma) e^{w(\rho - \gamma) - \rho}, \quad (5.1)$$

$$= \sum_{(w, \gamma) \in W \times \Omega} \epsilon(w, \gamma) e^{w(\rho - \gamma) - \rho} + \sum_{(w, \gamma) \in W \times \Omega} \epsilon(w, \gamma) e^{w(\rho - \gamma) - \rho}, \quad (5.2)$$

$$= U_1 + U_2 \quad (\text{say}), \quad (5.3)$$

where $\epsilon(w, \gamma) = (-1)^{\ell(w)} (-1)^{ht(\gamma)}$.

We define $U_1$ to the stable part of the Weyl denominator $U$. The stable part $U_1(X)$ of the modified Weyl denominator $U(X)$ is defined similarly. We want to find a relation between $e^G_i$ and the stable part of the
Weyl denominator $U$ [c.f. Definition 2]. First, we will investigate the terms $e^{w(\rho - \gamma) - \rho}$ that are appearing in $U_1$. Now, from Lemma 2 it is easy to see that

$$U_1 = \sum_{k \geq 0} \sum_{(w, \gamma) \in W \times \Omega \text{ stable}} (-1)^k e^{w(\rho - \gamma) - \rho} = \sum_{k \geq 0} \sum_{S \text{-stable}} (-1)^k e(S) = \sum_{k \geq 0} (-1)^k e_k^G,$$

where $\alpha(G)$ is the independence number of $G$ and $e(S) = \prod_{\alpha \in S} e^{-\alpha}$. In particular, we have

$$e_k^G = \sum_{(w, \gamma) \in W \times \Omega \text{ stable}} \sum_{l((w, \gamma)) = k} e^{w(\rho - \gamma) - \rho}.$$ 

This shows that $e_k^G$ can be obtained from the Weyl denominator.

**Remark.** Given a partition $\lambda = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k$, $k \in \mathbb{N}$, we have

$$e_{\lambda}^G = \prod_{i=1}^{k} e_{\lambda_i}^G = \prod_{i=1}^{k} \left( \sum_{(w, \gamma) \in W \times \Omega \text{ stable}} \sum_{l((w, \gamma)) = \lambda_i} e^{w(\rho - \gamma) - \rho} \right) = \sum_{((w_1, \gamma_1), (w_2, \gamma_2), \ldots, (w_k, \gamma_k)) \in (W \times \Omega)^k} \sum_{(w_i, \gamma_i) \text{-stable}} \sum_{l((w_i, \gamma_i)) = \lambda_i} e^{w(\rho - \gamma) - \rho} = \sum_{(S_1, S_2, \ldots, S_k) \text{ stable}} e(S).$$

Suppose $(w, \gamma) \in W \times \Omega$ is stable, then $|I(w) \cup I(\gamma)| = \ell(w) + \text{ht}(\gamma) = -\text{ht}(w(\rho - \gamma) - \gamma)$. Again, by Lemma 2 it is easy to see that

$$U_1(X) = \sum_{i \geq 0} X^i e_i^G.$$

**Definition 4.** A partition $\lambda = (\lambda_1, \ldots, \lambda_k)$ is said to be a stable number partition of $G$ if $1 \leq \lambda_i \leq \alpha(G)$ for all $1 \leq i \leq k$. The set of all stable number partition of the graph $G$ is denoted by $SP(G)$.

**Proposition 6.** With the notations as above, we have

$$\prod_{i=1}^{\infty} U_i(X_i) = \sum_{\lambda \text{ stable}} \epsilon(\lambda) M_{\lambda}(x) e_{\lambda}^G$$

where $\epsilon(\lambda) = (-1)^{\sum_{i=1}^{k} \lambda_i}$ for a partition $\lambda = (\lambda_1, \ldots, \lambda_k)$. 
Proof.

\[
\prod_{i=1}^{\infty} U_1(X_i) = \prod_{i=1}^{\infty} \left( \sum_{(w,\gamma) \in W \times \Omega, \text{stable}} (-1)^{\ell(w) + \text{ht}(\gamma)} X_i^{\text{ht}(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} \right)
\]

\[
:= \sum_{k=1}^{\infty} \sum_{J \subseteq \mathbb{N}} \prod_{J = \{i_1, i_2, \ldots, i_k\}} \left( \sum_{(w,\gamma) \in W \times \Omega, \text{stable}} (-1)^{\ell(w) + \text{ht}(\gamma)} X_{ij}^{\text{ht}(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} \right)
\]

\[
= \sum_{k=1}^{\infty} \sum_{J \subseteq \mathbb{N}} \prod_{J = \{i_1, i_2, \ldots, i_k\}} \left( \sum_{(w,\gamma) \in W \times \Omega, \text{stable}} (-1)^{\ell(w) + \text{ht}(\gamma)} X_{ij}^{\text{ht}(w(\rho - \gamma) - \rho)} e^{w(\rho - \gamma) - \rho} \right)
\]

From Lemma 2, we get

\[
w(\rho) - \rho - w(\gamma) = -\gamma - \sum_{\alpha \in I(w)} \alpha \text{ and } \text{ht}(w(\rho) - \rho - w(\gamma)) = \ell(w) + \text{ht}(\gamma) \text{ if } (w, \gamma) \text{ is stable.}
\]

This implies that,

\[
\prod_{i=1}^{\infty} U_1(X_i) = \sum_{k=1}^{\infty} \sum_{J \subseteq \mathbb{N}} \prod_{J = \{i_1, i_2, \ldots, i_k\}} \left( \sum_{(w,\gamma) \in W \times \Omega, \text{stable}} (-1)^{\ell(w) + \text{ht}(\gamma)} X_{ij}^{\ell(w) + \text{ht}(\gamma)} e(S_j) \right)
\]

where \( S_j = I(w_j) \cup I(\gamma_j) \) and \( e(S_j) = e^{-\sum_{\alpha \in S_j} \alpha} \). Using the above defined bijection \( f \) between the set \( S(G) \) and \( \{(w, \gamma) \in W \times \Omega : (w, \gamma) \text{ is stable}\} \) we get,

Right hand side of the above equation = \[
\sum_{k=1}^{\infty} \sum_{J \subseteq \mathbb{N}} \prod_{J = \{i_1, i_2, \ldots, i_k\}, S_j - \text{stable}} \prod_{j=1}^{k} (-X_{ij})^{\left|S_j\right|} e(S_j),
\]

\[
= \sum_{k=1}^{\infty} \sum_{(S_1, S_2, \ldots, S_k) \text{ such that } \left|S_1\right| \geq \left|S_2\right| \geq \cdots \geq \left|S_k\right|, \text{stable}} \sum_{J \subseteq \mathbb{N}} \prod_{j=1}^{k} (-X_{ij})^{\left|S_{m_j}\right|},
\]

\[
= \sum_{\lambda \text{ stable}} e(\lambda) M_\lambda(x) e_\lambda^G,
\]

where \( e(S_1, S_2, \ldots, S_k) = \prod_{j=1}^{k} e(S_j). \)

\[\square\]

Remark. Propositions 6 and 5 together leads to an alternate proof of Proposition 2.
5.2. \textit{G}-power sum symmetric functions and the modified Weyl denominators. In this subsection, we prove Theorem 5. We start with the definition of \( G \)-power sum symmetric function which is defined in terms of \( G \)-elementary symmetric functions. The following relation is proved in \[18\].

\[- \log(1 - e^GX + e^2GX^2 - e^3GX^3 + \cdots) = p^G_1X + \frac{p^G_2X^2}{2} + \frac{p^G_3X^3}{3} + \cdots \quad (5.5)\]

The \( G \) analogues of power sum symmetric functions are defined using the above equation. To prove Theorem 5, it is enough to prove it for \( p^G_n \) \((n \in \mathbb{N})\). Let \( \mathfrak{g} = \mathfrak{g}(-A) \) where \( A \) is the adjacency matrix of \( G \). Then all the simple roots of \( \mathfrak{g} \) are imaginary and the modified denominator identity (2.3) of \( \mathfrak{g} \) becomes

\[U := \sum_{\gamma \in \Omega} (-1)^{-\text{ht}(\gamma)}X^{-\text{ht}(\gamma)}e^{-\gamma} = \prod_{\alpha \in \Delta_+} (1 - X^{-\text{ht}(\alpha)}e^{-\alpha})^{\dim \mathfrak{g}_\alpha}. \quad (5.6)\]

We observe that, since all the simple roots are imaginary, the stable part \( U_1 \) of \( U \) is itself. Equation (5.4) and the remark which follows Equation (5.4) implies that

\[- \log(\prod_{\alpha \in \Delta_+} (1 - X^{-\text{ht}(\alpha)}e^{-\alpha})^{\dim \mathfrak{g}_\alpha}) = \sum_{\alpha \in \Delta_+} \dim \mathfrak{g}_\alpha \left( - \log(1 - X^{-\text{ht}(\alpha)}e^{-\alpha}) \right),\]

\[= \sum_{\alpha \in \Delta_+} \dim \mathfrak{g}_\alpha \left( \sum_{k \geq 1} \frac{(X^{-\text{ht}(\alpha)}e^{-\alpha})^k}{k} \right),\]

\[= \sum_{k \geq 1} \sum_{m \geq 1} \sum_{\alpha \in \Delta_+ \atop \text{ht}(\alpha) = m} ((m)\dim \mathfrak{g}_\alpha)(e^{-k\alpha})) \frac{X^{mk}}{mk}.\]

Hence, the coefficient of \( \frac{X^n}{n} \) in \( -\log(U(X)) \) is equal to \( p^G_n \). Now, we calculate the same coefficient using the product side of Equation (5.6).

\[\sum_{k|n} \left( \sum_{\alpha \in \Delta_+ \atop \text{ht}(\alpha) = \frac{n}{k}} \left( \frac{n}{k}\right)(\dim \mathfrak{g}_\alpha)(e^{-k\alpha}) \right) = \sum_{k|n} \left( \sum_{\alpha \in \Delta_+ \atop \text{ht}(\gamma) = \frac{n}{k}} \left( \frac{n}{k}\right)(\dim \mathfrak{g}_\gamma)(e^{-\gamma}) \right)\]

\[= \sum_{\alpha \in \Delta_+ \atop \text{ht}(\alpha) = n} \left( \sum_{k|n} \left( \frac{n}{k}\right)(\dim \mathfrak{g}_\alpha) \right)e^{-\alpha}\]

\[= \sum_{k \geq 1} \sum_{m \geq 1} \sum_{\alpha \in \Delta_+ \atop \text{ht}(\alpha) = m} ((m)\dim \mathfrak{g}_\alpha)(e^{-k\alpha})) \frac{X^{mk}}{mk}.\]
This shows that
\[ p_n^G = \sum_{\alpha \in \Delta_+ \backslash \text{ht}(\alpha) = n} \left( \sum_{k|\alpha} \binom{n}{k} \text{dim} g_{\frac{\alpha}{k}} \right) e^{-\alpha} \]
and the theorem follows.

**Remark.** We have shown that the chromatic symmetric function can be recovered from the modified denominator identity. It is possible to recover the chromatic symmetric function from the denominator identity itself: Consider $U = \sum_{w \in W} (-1)^{\ell(w)} \sum_{\gamma \in \Omega} (-1)^{\text{ht}(\gamma)} e^{w(\rho - \gamma) - \rho}$ the sum side of the denominator identity given in Equation (2.2). By Lemma 2,
\[ e^{w(\rho - \gamma) - \rho} = \prod_{\alpha \in \mathcal{I}} X_{\alpha}(w, \gamma) \]
where $X_{\alpha} = e^{-\alpha}$. For a stable subset $S$ of $G$, we define $X_S := \prod_{\alpha \in S} X_{\alpha} \in \mathbb{C}[X_{\alpha} : \alpha \in \mathcal{I}]$. Then the stable part of $U = U_1 = \sum_{S \text{-stable}} X_S$ [c.f. Equation (5.1)].

We consider the subalgebra $A := \mathbb{C}[[\prod_{i=1}^m X_{S_i} : \{S_1, \ldots, S_m\}]$ is a set of stable sets for some $m] \subset \mathbb{C}[X_{\alpha} : \alpha \in \mathcal{I}]$. Define a linear map $F: A \to \mathbb{C}[[X_{i} : i \in \mathbb{N}]]$ by:
\[ F(\prod_{i=1}^m X_{S_i}) = \sum_{J \subseteq \mathbb{N}} \prod_{i=1}^m X_{i}^{\lvert S_i \rvert} \]
for any set of stable sets $\{S_1, \ldots, S_m\}$. Then,
\[ F(\sum_{m \geq 1} U_1^m) = F(\sum_{m \geq 1} \sum_{\substack{\text{S}_j \text{-stable} \\text{S}_i \in \{S_1, \ldots, S_m\}}} \prod_{i=1}^m X_{S_i}) = \sum_{m \geq 1} \sum_{\substack{\text{S}_j \text{-stable} \\text{S}_i \in \{S_1, \ldots, S_m\}}} F(\prod_{i=1}^m X_{S_i}) = \sum_{m \geq 1} \sum_{\substack{\text{S}_j \text{-stable} \\text{J} \subseteq \mathbb{N}}} \sum_{i=1}^m X_{i}^{\lvert S_i \rvert}. \]

Now, it is immediate that,
\[ \sum_{m \geq 1} \sum_{\substack{\text{Stable partition of } G \\text{S}_i \in \{S_1, \ldots, S_m\}}} F(\prod_{i=1}^m X_{S_i}) = \sum_{m \geq 1} \sum_{\substack{\text{Stable partition of } G \\text{J} \subseteq \mathbb{N}}} \sum_{i=1}^m X_{i}^{\lvert S_i \rvert} = X_G \]
This way we can get the chromatic symmetric function from the denominator identity (Equation (2.2)). But this approach cannot be implemented in the product side of the denominator identity. So we prefer the approach through the modified denominator identity.

We discuss here a little about the future directions of this paper. In this paper, we have made a connection between chromatic symmetric functions and Borcherds algebras. In this direction, we can make a connection between chromatic symmetric functions and various other branches. The advantage of making such a connection is the tools from different areas can be applied in the problems of the theory of chromatic symmetric functions.
(1) Example 7 shows that root multiplicities of Borcherds algebras can be used to distinguish graphs by their chromatic symmetric functions. Given a graph $G$ we can associate a Borcherds algebra to it in many ways [c.f. Section 2.3]. It is instructive to check whether given class of non-isomorphic graphs of order $n$ are distinguished by their chromatic symmetric functions using the root multiplicities of the associated Borcherds algebras (using Theorem 2).

(2) Borcherds algebras have a super analogue which is called Borcherds-Kac-Moody Lie superalgebras (BKM algebras in short) [22]. The main difference here is that we are allowed to have odd roots. These algebras also have a similar but more complicated denominator identity [22, Section 2.5]. We can prove a connection between the root multiplicities of BKM algebras and the chromatic symmetric function of the associated graph $G$. In a different project under progress, we have already proved such connection for $k$-chromatic polynomials which is further used construct basis for the root spaces of BKM superalgebras using heaps of pieces.

(3) Heaps of pieces were introduced by Xavier Viennot in [20] which has many applications in various branches of Mathematics and Physics. In [3] we have proved the various connection between the heaps of pieces and $k$-chromatic polynomials. In particular, the heap theoretic analogue of the denominator identity of free partially commutative Lie algebra is discussed. We can further study this connection in the level of chromatic symmetric functions which will give us a connection between the heaps of pieces and the chromatic symmetric functions.

(4) Also, we can reprove the existing results in the chromatic symmetric function theory using our Lie theoretic methods. This way the tools from Borcherds algebras can be used in the chromatic symmetric function theory.

(5) In the introduction we have discussed the relation between the Macdonald identities and the denominator formula of affine Lie algebras. We can look for similar results in the case of the modified denominator identity (Equation 2.3).
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