Tidal inlet seafloor changes induced by recently built hard structures
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Abstract

Tidal inlets are extremely dynamic environments that are often strongly modified by anthropogenic intervention. In this study, we describe the rapid evolution of a highly human-impacted tidal inlet, studied through repeated high-resolution multibeam surveys and geomorphometric analysis. We document the rapid change induced by new hard coastal structures built to protect the historical city of Venice (Italy). A new breakwater erected between 2011 and 2013 induced the formation of large scour holes with the consequent erosion of about $1.7 \times 10^3 \pm 15.6\% m^3$ of sediment until 2016. The construction of a new island in the middle of the inlet and the restriction of the inlet channel caused a general change of the inlet sedimentary regime from depositional to erosive with a net sediment loss of about $6.12 \times 10^3 \pm 42.7\% m^3$, a reduction of the dune field area by more than 50% in about five years, and a coarsening in the sediment distribution. Our results give new insight on the tidal inlet resilience to changes, distinguishing two different phases in its recent evolution: (i) a very rapid response (from 2011 to 2013) of the seafloor morphology with scour-hole erosion at a rate of about $45 \times 10^3 m^3/\text{year}$ and the disappearing of dune fields at a rate of $1.04 \times 10^5 m^2/\text{year}$; and (ii) a general slowdown of the erosive processes from 2013 to 2016. Nevertheless, the erosion continues at the breakwater, though at a reduced rate, possibly representing a threat to the hard structure. In view of global mean sea level rise and consequent proliferation of hard structures along the coast all over the world, the combined use of very high resolution multibeam surveys and repeatable geomorphometric analysis proposed in this study will be crucial for the monitoring and future management of coastal environments.

Introduction

Coastal systems are among the most productive and yet most threatened ecosystems in the world [1]. In addition, it is estimated that 40% of the world population lives within the coastal
zone, with a further increase occurring during the touristic season [2]. On the whole planet, coastlines extend for more than 1.6 million km and coastal ecosystems can be found in 123 countries [3]. Among coastal systems, coastal lagoons occupy 13% of the global coastal surface [4]. Coastal lagoons are connected to the open sea through tidal inlets that allow water, sediment and nutrients exchange [5]. Nowadays tidal inlets are increasingly influenced by human intervention and activities such as the construction of hard structures [6], [7], fishing, seaborne transport and recreational activities ([8]), and dredging for navigation purposes ([9]; [10]). However, the long-term response of the inlet seafloor morphology to human interventions and activities is still poorly understood ([10]). Only recently technological advances in the multibeam echosounder instruments allow high resolution mapping in very shallow water and provide new insight on seafloor transport processes related to these activities ([5]; [11]). Moreover, in view of the global mean sea level rise and coastal wetland vulnerability ([12]; [13]), the physical impact of new protection structures on the seafloor becomes particularly relevant.

Since 2002, at the inlets of the Venice Lagoon (Italy) (Fig 1) large mobile barriers have been under construction to protect the historical city of Venice (MoSE Project, [14]). MoSE is a system of mobile barriers positioned within each of the three inlets of the Lagoon of Venice ([15]), built to limit the flooding of the city of Venice ([16]; [17]; [18]). These barriers lie on the seafloor during normal conditions, being raised when there are floods with water levels higher than 110 cm above the vertical datum of Punta Salute (1897) (ZMPS—Zero Mareografico Punta Salute) ([19]; [17]), used locally as reference for tidal measurements.

Fig 1. Study area. Left: Venice Lagoon, Italy; right: images of Lido Inlet. The pink polygons represent the MoSE structures in 2007 after the construction of part of the island at the lagoon side of the inlet and the structures at the inlet channel sides; the blue polygons depict the MoSE structures in 2017 after the construction of the breakwater at the seaside. The green and red rectangles represent the locations of Figs 2 and 3, respectively. Reprinted from Nautical Chart 226 and 222 under a CC BY license, with permission from Italian Hydrographic Institute, original copyright 2016. The graphical representation of the figure is compliant with the official rules used for the nautical charts defined by the International Hydrographic Organization (the french version of the rules integrated with the english meaning can be downloaded at https://www.who.int/iho_pubs/standard/S-4/INT1_FR_Ed7_2019.pdf). Light blue-green: water areas at different depths; Grey: water area with ongoing works; Light pink: water area regulated for navigation; Yellow-brown: land area.

https://doi.org/10.1371/journal.pone.0223240.g001
The processes induced by the construction of coastal hard structures are well studied in the scientific literature (e.g. [9], and references therein for a review). These studies are mainly based on laboratory experiments (e.g. [20]) and/or numerical models (e.g. [21]).

Shallow-water Multi-Beam Echo Sounder System (MBES) has been widely used in mapping seabed morphology and composition (e.g. [22]; [23]; [24]; [25]; [26]; [27]), pipeline routes ([28]; [29]), coral reefs ([30]; [31]), wrecks ([32]; [33]), mines and the extent of their burial ([34]; [35]). MBES has recently been used for monitoring the seafloor scouring close to offshore windfarm foundations (e.g. [36] and reference therein) and bridge piers in rivers (e.g. [37]; [38]). Recent applications have shown the potential of MBES to map seafloor features and habitats at very high resolution (e.g. [39]; [40]; [41]).

In the last decade, geomorphometric methods to characterize quantitatively terrestrial landscapes (e.g. terrain attributes, feature extraction, automated classification) became well established and have been extensively applied to the marine environment ([42],[43]). The most recent studies based on high resolution repeated multibeam surveys focused on assessment of change in patterns of habitat distribution or on natural spatio-temporal morphological evolution (see for example [44]; [45]; [46]; [47]; [48]; [49]; [50]; etc.). However, as far as we know, the combination of high resolution data from MBES surveys and geomorphometric and sedimentological analysis has not been used to assess quantitatively and monitor the seafloor changes over time induced by newly built hard defence structures and more generally by coastal infrastructures.

This study investigated the mid-term effects of the construction of hard structures related to the MoSE project, employing a set of three repeated MBES bathymetric surveys, carried out over a period of five years. The aim was to assess the inlet evolution through the monitoring of the seabed sedimentary regime of the inlet system. To achieve this aim, we classified the inlet seafloor morphologies with a repeatable semi-automatic geomorphometric analysis of the digital elevation model of each survey ([43]). Moreover, considering the global increase of hard coastal defence structures to protect the shoreline from global mean sea level rise ([51]; [52]), our methodology can be applied to other coastal areas around the world for the future management of new coastal defence structures.

**Study area**

The lagoon of Venice (Fig 1) is located at the northern tip of the Adriatic Sea, along the eastern coast of Italy (45˚N, 12˚E). This is the largest coastal lagoon in the Mediterranean area ([53]), covering a surface of 550 km$^2$ (it stretches for 50 km along the coastline, with a mean width of 15 km and an average depth of 1.5 m) ([54]). The tide is semidiurnal with an average range of 55 cm increasing to 110 cm during spring tides ([55]) and the residence time varies between 24 hours close to the inlets ([56]; [57]) and 30 days in the internal lagoon ([58]; [54]). The lagoon today exchanges water and sediment with the Adriatic Sea through three wide inlets ([59]): Lido, Malamocco and Chioggia inlet from north to south (Fig 1 left). The total exchange of water with the sea is about 350 $\cdot$ 10$^6$ m$^3$ during spring tides and 175 $\cdot$ 10$^6$ m$^3$ during neap tides ([60]).

The Lido inlet (45˚25’18”N,12˚26’0”E—Fig 1) is the northernmost inlet and is crossed by cruise ship and ferry traffic. The tidal prism at Lido inlet is about 145 $\cdot$ 10$^6$ m$^3$ ([61]). Like the rest of the Lagoon, the Lido inlet is exposed to two major wind events; the scirocco, an autumnal/spring wind that blows from south-east, and the bora, that prevails in winter and blows from north-east ([55]). Until 1882, there were three channels in this area ([62]), but between 1882 and 1910 the building of the jetties still present today merged these three channels into one and fixed the inlet position ([63]) (Fig 1 right). In the last 15 years, the inlet configuration...
has changed again, due to the construction of the MoSE structures (Fig 1 right). The most relevant intervention were the construction of the island (from 2004 to 2008) and of the breakwater (from 2010 to the end of 2012) (Table 1).

### Materials and methods

#### Multibeam data acquisition

Bathymetry and backscatter data have been acquired in a time span of six years, from 2011 to 2016, for a total of three datasets. Dataset 1 (2011) was acquired by the Italian Hydrographic Institute (I.I.M.) of the Italian Navy during a nautical chart updating campaign. It took two different campaigns to cover the whole area of Lido inlet (the first from 7th to 15th September 2011 and the second from 14th September to 11th October 2011). The dataset 2 (2013) was acquired by the researchers of the Italian Research Council (CNR-ISMAR) in June 2013. The dataset 3 (2016) was acquired in April and May 2016, both from the I.I.M. and CNR-ISMAR personnel, during two different surveys. The technical characteristics of all the surveys are summarised in Table 2. Despite some technical differences in the instruments adopted during the successive surveys and in the accuracy of the positioning systems, the three surveys can be reliably compared to support quantitative assessments on the modifications of the sea floor in the study area.
The processing of data was the same for all the three datasets: the software CARIS Hydrographic and Side Scan Information Processing System ([64]) was used to take into account sound velocity variations, tides, and basic quality control of bathymetric data. All corrections were referred to the ZMPS. Backscatter data were processed with the Fledermaus Geocoder Toolbox (FMGT) software. Mosaics and terrain digital models, with a 0.5 m resolution, were created using the software ArcGIS v 10.2 ([65]).

Sediment sampling

A total of 20 sediment samples were collected with a Van Veen grab in May 2016 and their position was strategically selected based on the main morphological features (Fig 5), according to the 2016 bathymetric map. In this operation a Seapath 300 system supplied by a Fugro HP DGPS was used. The samples were all acquired at slack water, to reduce any positioning error. At the same location of the sediment samples, a Qumox SJ4000 camera installed on an aluminium frame was dropped on the seafloor to shoot underwater images of each sediment sample site. The fine fraction (<1 mm) was analysed by laser diffraction (Mastersizer 3000, Malvern). The measurement range of the analyser is 0.03–1000 μm. The coarse fraction (>1 mm), mainly composed of shell detritus, was analysed with a mechanical sieve. The samples were classified according to the Folk and Ward method ([66]) using Gradistat statistical package ([67]) and EntropyMax ([68]) software. The photoshoots were all visualised with the VLC software to extract a representative image of the bottom.

Geomorphometric analysis

The morphological features of the Lido inlet were identified visually within the ArcGIS platform following the classification of shallow coast landforms of [69]. For all the three datasets we generated contour lines with a spacing of 0.5 m. Bathymetric (with a 50% transparency), hill shade and contour layers were overlapped to help the interpretation. Every feature was

Table 2. Surveys setup.

|                         | Dataset 1 (2011)—first survey | Dataset 1 (2011)—second survey | Dataset 2 (2013) | Dataset 3 (2016) |
|-------------------------|-------------------------------|-------------------------------|-----------------|-----------------|
| Investigator            | I.I.M.                        | I.I.M.                        | CNR-ISMAR       | I.I.M.          |
| MBES                    | Kongsberg Simrad EM 3002 MBES | Kongsberg Simrad EM 3002 MBES | Kongberg EM2040 Compact dual-head | Kongsberg EM2040 Compact dual-head MBES |
| Vessel                  | 7-m long                      | 7-m long                      | 10-m long       | 10-m long       |
| Frequency               | 300 kHz                       | 300 kHz                       | 360 kHz         | 320 kHz         |
| Overlap                 | 30%                           | 30%                           | 30%             | 30%             |
| Mean Speed (km h⁻¹)     | 6.3                           | 6.3                           | 6               | 6               |
| Acquisition Software    | Kongsberg Seafloor Information System (SIS) | Kongsberg Seafloor Information System (SIS) | Kongsberg Seafloor Information System (SIS) | Kongsberg Seafloor Information System (SIS) |
| Positioning System      | Kongsberg Seapath 300 positioning system, with NRTK correction | Differential Global Positioning System (DGPS) | Seapath 300 system supplied by a Fugro HP DGPS | Seapath 300 system supplied by a Fugro HP DGPS |
| Motion Sensor           | Kongsberg Seaex MRU 5         | Kongsberg Seaex MRU 5         | Kongsberg Seaex MRU 5 | Kongsberg Seaex MRU 5 |
| Sound Velocity Data Collection | Idroneaut Ocean Seven 316 multiparameter probe and a Valeport mini SVS sensor | Idroneaut Ocean Seven 316 multiparameter probe and a Valeport mini SVS sensor | Valeport mini SVS sensor and AML oceanographic Smart-X sound velocity profiler | Valeport mini SVS sensor and AML oceanographic Smart-X sound velocity profiler |

https://doi.org/10.1371/journal.pone.0223240.t002
classified and inserted in a Geodatabase with its dimensions for further analysis. The classification separated erosive and depositional bedforms and, in particular, identified scour holes, dunes and anthropogenic features on the seafloor. Scour holes can be defined as localised erosional features generated on a sediment surface by a turbulent current ([69]; [70]). Dunes are defined as flow-transverse repetitive bedforms that develop when a sediment bed is subjected to a current ([71]). Anthropogenic features include MoSE main structures, rip-rap areas and dredging marks.

A visual classification is subjective and non-repeatable. Therefore, we implemented semi-automatic and repeatable protocols to identify the morphological features for the three datasets. In this way, we could compare the identified morphologies and assess their changes over time.

**Scour holes and big dune.** Bathymetric Position Index (BPI) from the ArcGis toolbox Benthic Terrain Modeler (BTM) ([72]) is a second order derivative of the bathymetry ([73]). The BPI algorithm compares each cell’s elevation to the mean elevation of the surrounding cells within a user defined annulus. In the case of crests, a cell will be higher than the surrounding cells in the annulus, giving positive BPI values. Similarly, for depressions the BPI values will be negative ([74]). The BPI tool was used to automatically identify scour holes and a large dune located in the study area. To run the BPI function, the three bathymetric rasters were resampled at 2 m resolution using the Resample tool. This operation reduced details of rasters but did not affect the broad-scale morphological identification. The BPI inner and outer radius of the annulus were selected for every scour hole for the dataset 3 by comparing the BPI results with the results of the visual classification (Table 3). In this way the BPI algorithm identified concave and convex areas, respectively.

After comparing the BPI values with the results of the visual classification, the broad BPI values were divided into 5 classes (Fig 2 and Table 3): Class A (broad BPI ≤ -3) identified the scour holes S1, S3 and S4; class B (-3 < broad BPI ≤ -1) identified the scour holes S2, S4 and S6; class C (-1 < broad BPI ≤ 0) identified the scour hole S5; class D and E (0 < broad BPI ≤ 2 and broad BPI > 2) identified the large dune close to the inlet mouth.

Once the broad BPI class was defined, the following steps were repeated for each dataset: first we applied the Reclassify tool to the BPI raster, keeping only the class values that correctly identified the selected feature. This raster class was then converted into a shapefile by Raster to polygon tool (Fig 2c). Calculate areas was used to calculate the areas of the selected features (see [70]). Scour hole S6 was identified with a semi-automatic procedure: the BPI tool was not able to distinguish between the scour hole and adjacent dredged channel, so this separation was made following the -12 m contour.

| Morphology     | BPI values (Inner radius; outer radius) | BPI class |
|---------------|----------------------------------------|-----------|
| Scour hole S1 | 15; 250                                | A         |
| Scour hole S2 | 15; 500                                | B         |
| Scour hole S3 | 15; 150                                | A         |
| Scour hole S4 | 15; 250                                | A and B   |
| Scour hole S5 | 15; 500                                | C         |
| Scour hole S6 | 15; 250                                | B         |
| Large dune    | 15; 150                                | D (2011, 2013); E (2016) |

https://doi.org/10.1371/journal.pone.0223240.t003
Fig 2. Scour hole identification. a) Bathymetry and contours of the scour hole S4 and the scour hole polygon visually identified; b) result of the broad scale BPI obtained with the BTM; and c) polygon identifying the scour hole S4.

https://doi.org/10.1371/journal.pone.0223240.g002
Dune fields. After several tests with different choices of parameters and classes, by comparing with the visual interpretation, we found that the tool that was better suited for the purpose of automatic identification of dune fields was the Vector Ruggedness Measure (VRM or Terrain Ruggedness), that can be found inside the Benthic Terrain Modeler (BTM) toolbox of ArcGIS ([72]). The VRM calculates the dispersion of vectors perpendicular to each grid cell of the surface and therefore calculates the ruggedness of the sea-floor ([75]). VRM shows low values both in steep and flat areas, but when the floor is both steep and rugged, its values increase. For the seafloor, VRM measures the complexity of the terrain and, in this way, it highlights the presence of an irregular profile ([75]).

With a bathymetric raster resolution of 0.5 m, VRM was computed by means of a 11 x 11-pixel window (Fig 3). The continuous values from the resulting raster were divided into 2 classes representing minimum (< 0.005) and maximum (>0.005) ruggedness. In this way, we automatically extracted the dune field that was also visually identified (red polygon in Fig 3b).

VRM raster was then reclassified maintaining only the class that represented the dune field. Then the one-class raster was converted into a shapefile with the tool Raster to polygon. From this shapefile, it was possible to measure the dune field area with the tool Calculate areas.

Another two layers were created to help in the bedform interpretation: Slope and Aspect, both deriving from the bathymetric layer (with a 0.5 m resolution).

Volume calculations of bathymetric variations
We calculated the volume differences by integrating the difference of the DTMs over a certain area S. We computed the net sediment volume displaced between any pair of surveys:

\[ V(S) = \sum_{i \in S} \Delta Z(i) A = \sum_{i \in S} (Z_2(i) - Z_1(i)) A, \]

where V is the volume, S is the area that we analysed, i indicates a grid cell, \( \Delta Z(i) \) is the difference of depth value for the grid cell i (i.e. the difference between the depth from survey \( Z_1(i) \) and the survey \( Z_2(i) \), in m) and A is the surface area of one grid cell (in \( m^2 \)), i.e. 0.25 \( m^2 \).

The 2016 bathymetric raster lacked data for the scour hole S4 and for other small areas in the whole bathymetry. To overcome this problem, data were interpolated with the tool Focal statistics and so data gaps were substituted using interpolated data.

Error computation
As pointed out by [76], it is crucial to estimate the uncertainty connected with every areal and volumetric measurement. For this estimate, we selected a common reference area for all datasets. The software CARIS calculated the Total Propagated Uncertainty (TPU) for the reference area, both vertical and horizontal for every dataset, with a confidence level of 95%. The error \( \sigma_{z12} \) related to the difference of two DEMs (e.g. 1 and 2) was computed as the quadratic propagated error of each DEM \( \sigma_{z1} = \sqrt{(\sigma_{z1}^2 + \sigma_{z2}^2)} \), where \( \sigma_{z1} \) and \( \sigma_{z2} \) are the vertical TPU values of each DEM used to calculate the difference. To calculate the error in the volume measurements, we applied the formula:

\[ \sigma_V = \sigma_{z12} \cdot A \cdot N \]  

where N is the total number of pixels contained in the morphological feature under consideration.

For the measurements of areas, the formula applied for the error was:

\[ \sigma_{area} = \sigma_h \cdot A \cdot P \]  
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Fig 3. Dune fields identification. a) Bathymetry of the dune field number 1 (Fig 4d) visually identified (red polygon); b) ruggedness map obtained with the BTM; and c) polygon of the dune field extracted from the ruggedness map.

https://doi.org/10.1371/journal.pone.0223240.g003
where $P$ is the perimeter of the morphological feature under investigation. The vertical and horizontal TPUs for each dataset are collected in Table 4.

### Backscatter analysis

Various methods have been proposed to classify backscatter intensity maps (e.g. [77]; [78]; [47]) in order to identify sub-regions with similar surficial seafloor composition. In this study, given the effectiveness proved by this method in other areas of the Venice lagoon ([40]; [79]), we decided to follow an unsupervised methodology ([77]) and the implementation of the Jenks’ Optimization clustering technique, a tool that can be found in the ArcGis software. Given a user-defined number of classes, the Jenks’ algorithm provides the classification of the backscatter intensity map reducing the variance within classes and maximizing the variance between classes ([80]). We first applied this classification for the 2016 dataset, the only year in which sediment samples were collected.

### Results

We visually identified the different morphological features for each dataset (Fig 4 and S1–S4 Figs). The left side of Fig 4 shows the DEMs of the study area in 2011, 2013, 2016 whereas the right side highlights the classified morphologies for the different years. The deepest area represents the trench where the MoSE mobile barriers will be positioned (delimited in dark green in Fig 4 right). In 2016, the trench depth decreased both in the south and north branches of the inlet because the mobile barriers were partly set in the position. The trench is surrounded by a rip-rap positioned on the seafloor (light green in Fig 4 right). The presence of a dredged channel is also evident in all three pictures on the south-western side of the inlet, crossing it entirely from the lagoon to the sea. In the north-eastern side of the inlet, instead, the water is shallower (Fig 4 left).

In the classification, we mapped some dredging marks (purple), mainly set close to the MoSE structures (Fig 4 right). The number of scour holes (orange) increased over time: from the 4 depressions visually identified in 2011 (Fig 4d), the number increased to 6 in 2013 and 2016 (Fig 4e and 4f, respectively).

The number of dune fields (red) observable inside the inlet decreased throughout the years (Fig 4 right and S1 Fig); in 2011, 20 dune fields were identified (Fig 4d), in 2013 they fell to 6 and in 2016 only 5 were left (Fig 4e and 4f, respectively). The average properties of each dune field were measured manually and are collected in S1 Table in the Supporting Information.

The large dune at the seaward end of the inlet was recorded in all the three surveys (light blue in Fig 4 right). Given that scour holes and dune fields appear as the most dynamic features, we applied the geomorphometric analysis described before to map them semi-automatically: the scour holes and the large dune using the broad BPI; the dune field depicted in Fig 4d (1) using the VRM classification. In fact, we found that the VRM terrain attribute can identify univocally only the dune fields with wavelength ($\lambda$) between 5 and 6 m. For this reason, to compare the dune fields recognised with this method, we needed this wavelength to be

| Dataset       | Vertical TPU $\sigma_z$ (m) | Horizontal TPU $\sigma_h$ (m) |
|---------------|----------------------------|--------------------------------|
| 2011          | 0.156                      | 0.191                          |
| 2013          | 0.0987                     | 0.381                          |
| 2016 I.I.M.   | 0.146                      | 0.191                          |
| 2016 ISMAR    | 0.119                      | 0.254                          |
Fig 4. Datasets and morphologies. Left: Bathymetries (with 0.5 m DTM resolution) of Lido inlet collected in a) 2011 (Dataset 1); b) 2013 (Dataset 2) and 2016 (Dataset 3), respectively. Right: Morphological features visually identified for d) dataset 1; e) dataset 2 and f) dataset 3: in green the MoSE structures; in purple the dredging marks; in red the dune fields and in orange the scour holes. Number 1 indicates the dune field pictured in Fig 3 and the number 2 the dune field outside the inlet mouth, whose extension changed its main orientation by about 100°. In figure f) is shown the position of the scour holes. To see the details of the morphologies shown in this image see S2–S4 Figs in the Supporting Information. Reprinted from Nautical Chart 226 under a CC BY license, with permission from Italian Hydrographic Institute, original copyright 2016.

https://doi.org/10.1371/journal.pone.0223240.g004
maintained throughout the whole period (2011-2016). The only dune field that satisfied this was the one represented in Fig 4(1).

After the comparison of the inlet morphological features, in order to understand the evolution of the whole tidal inlet over time, we first compared the satellite images of the inlet of 2004 and 2017 (Fig 1 right) to estimate the surface occupied by the new structures (in green in Fig 5). The comparison shows that the surface of the inlet inside the channel was reduced by about $437200 \text{ m}^2$, whereas the breakwater occupies $34013 \text{ m}^2$. Then, we qualitatively compared the latest complete low-resolution bathymetry of the Venice Lagoon collected in 2002 ([81]) before the MoSE works even started (before MoSE) and our MBES bathymetric map of 2011 when the construction of the MoSE structures was all finished (after MoSE). The residual bathymetry is shown in Fig 5. The North-Eastern channel, which is shallower than the South-Western challenge (average depth of 6 m versus 12 m), was eroded more, as testified by the prevalent blue colour in Fig 5. The trenches corresponding to the lodgement of the mobile barriers were deepened more than 10 m. The area that became deeper (more than 3 m) is close to the rip-rap around the lodgement of the mobile barriers.

Overall, the inlet seems to be in deposition at the northern and southern flanks of the navigation channel, that became deeper.

To quantitatively estimate the more recent changes of the inlet, we compared the DEMs of each MBES survey from 2011 to 2016, assuming that areas with a bathymetric difference outside the error interval can be considered in deposition or erosion, depending on the sign of the difference. The areas with difference values inside the error interval can be considered stable.

![Fig 5. Changes due to the MoSE construction.](https://doi.org/10.1371/journal.pone.0223240.g005)
The bathymetric and volume differences between any pair of surveys are shown in Fig 6 and in Table 5, respectively: in blue are the areas under erosion, in red the areas in deposition, while in grey are the stable areas. A similar figure with the polygons of the morphologies and the raster of differences can be found in Supporting Information (S5 Fig).

During the first two years (2011-2013—Fig 6a), we observe a prevalent erosion with an overall net sediment loss of $726.6 \pm 46.3 \times 10^3 m^3$ (Table 5). The deposition ($138.1 \times 10^3 \pm 39.0\% m^3$) predominantly occurred at the lagoon-side of the newly-built offshore breakwater. From 2013 to 2016 (Fig 6b), instead, the deposition process was dominant ($549.3 \times 10^3 \pm 33.1\% m^3$) with a net sediment gain of $207.3 \times 10^3 \pm 100.7\% m^3$ (Table 5). Over about five years, from June 2011 to September 2016, there was a net sediment erosion of $612.2 \pm 42.7\% m^3$ (Fig 6c and Table 5). Also in this case, like in the period 2002-2011, the North-East channel seems to experience a more severe erosion than the South-West channel.

Scour holes
Scour holes S1, S2 and S3 are located inside the inlet (Fig 4f); scour hole S4 is located at the seaward end of the southern jetty; scour holes S5 and S6 are sited at the south and north ends of the breakwater located outside the inlet, respectively.

Fig 7 shows the green, blue and red polygons that identify the scour holes in 2011, 2013 and 2016, respectively. Starting from the DEMs we computed the areas of the scour holes and the volume differences over the years, with relative errors (Table 6).

The only scour hole whose shape remained constant over the studied interval was S3 (Fig 7). All the other depressions showed a change in size and shape. In detail, scour hole S5 and S6 did not exist when the first dataset was collected (2011), they appeared in 2013, changing consistently their shape and extent over time. Their areas doubled from 2013 to 2016 (S5: from $32.3 \times 10^3 \pm 1.5\% m^2$ to $66.3 \times 10^3 \pm 0.5\% m^2$ and S6: from $12.3 \times 10^3 \pm 2.1\% m^2$ to

### Table 5. Volume differences of the areas under erosion and deposition in the whole study area, extracted by comparison of the datasets 1, 2 and 3 and relative errors.

|                  | Volume difference 2013-2011 (10^3m^3) | Volume difference 2016-2013 (10^3m^3) | Volume difference 2016-2011 (10^3m^3) |
|------------------|---------------------------------------|---------------------------------------|---------------------------------------|
| Erosion          | -864.7 ± 38.4%                        | -341.9 ± 30.0%                        | -1016.8 ± 22.5%                       |
| Deposition        | 138.1 ± 39.0%                         | 549.3 ± 33.1%                        | 404.6 ± 31.3%                        |
| Net              | -726.6 ± 46.3%                        | 207.3 ± 100.7%                       | -612.2 ± 42.7%                       |

https://doi.org/10.1371/journal.pone.0223240.t005
Fig 7. Scour holes evolution. Evolution of the scour holes extent during the 5 years: green, blue and red polygons indicate the extent of the scour holes in the years 2011, 2013 and 2016, respectively.

https://doi.org/10.1371/journal.pone.0223240.g007
27.6 \cdot 10^3 \pm 0.6\% \text{ m}^3 \) (Table 6). We computed that the newly formed scour holes (S5 and S6) increase their area at a speed of 14215 m²/year and 5923 m²/year respectively.

The differences in volume during the five years show a pronounced erosion of the scour holes S5 and S6 (Table 6), recording a sediment loss of 114.3 \cdot 10^3 \pm 12.1\% \text{ m}^3 from 2011 to 2016 in the scour hole S5 and of 58.2 \cdot 10^3 \pm 9.9\% \text{ m}^3 in the scour hole S6. The other scour holes (S1, S2, S3 and S4) show irrelevant changes in their volumes, below the estimated error (Table 6).

**Dune fields and large dune**

The area of dune fields shows a drastic decrease. In 2016, it is less than half of the surface of 2011: from 437.9 \cdot 10^3 \pm 0.1\% \text{ m}^2 in 2011 to 256.0 \cdot 10^3 \pm 0.2\% \text{ m}^2 in 2013 and, finally, to 212.5 \cdot 10^3 \pm 0.1\% \text{ m}^2 in 2016 (Table 7). The average reduction rate is of 48298 m²/year. In particular, the dune field identified with the VRM method (Fig 8a) reduces its area from 122.7 \cdot 10^3 \pm 0.2\% \text{ m}^2 in 2011 to 92.4 \cdot 10^3 \pm 0.5\% \text{ m}^2 in 2013 and to 32.5 \cdot 10^3 \pm 0.3\% \text{ m}^2 in 2016 (Table 7). Its original area shrunk by about 75\% at a speed of 19337 m²/year.

Fig 8b shows the variation in extent of the large dune, identified with the BPI procedure. The large dune stepped backwards and rotated, changing its main axis from West-East to South West—North East from 2011 to 2016. In Table 7 the area and volume differences between surveys are reported. In the period 2011-2013, the large dune area decreases from 27.5 \cdot 10^3 \pm 0.7\% \text{ m}^2 to 20.7 \cdot 10^3 \pm 1.5\% \text{ m}^2. In the following three years, it increases from 20.7 \cdot 10^3 \pm 1.5\% \text{ m}^2 to 22.7 \cdot 10^3 \pm 0.7\% \text{ m}^2.

The volume differences show no relevant change and remains below the estimated error during the five years (Table 7).

**Seafloor sediment distribution**

**Sediment grain size.** The 2006 samples were collected close in time with the MBES survey, to minimize the possibility of a change in the seafloor composition. A transect of 5 samples was collected at the inlet mouth, one sample on the bottom of the three main scour holes, a few meters away from the MBES survey, and the samples collected in 2006 were used as the reference.

| Morphology | area \((10^3\text{m}^2)\) | Volume difference \((10^3\text{m}^2)\) | Maximum relative depth (2016) (m) |
|------------|-----------------------------|---------------------------------------|----------------------------------|
|            | 2011 | 2013 | 2016 | 2013-2011 | 2016-2013 | 2016-2011 |
| Scour hole S1 | 1.7 ± 2.1% | 1.4 ± 4.4% | 2.3 ± 1.9% | -0.2 ± 111.6% | 0.3 ± 147.4% | -0.1 ± 411.8% | 1.4 |
| Scour hole S2 | 1.2 ± 3.2% | 2.0 ± 3.9% | 2.9 ± 1.7% | -0.6 ± 63.2% | -0.3 ± 165.1% | -1.2 ± 49.7% | 1.1 |
| Scour hole S3 | 11.3 ± 1.0% | 11.1 ± 1.9% | 11.1 ± 1.1% | -1.4 ± 147.0% | 0.3 ± 685.4% | -1.1 ± 209.8% | 4.9 |
| Scour hole S4 | 74.6 ± 0.4% | 85.6 ± 0.8% | 83.4 ± 0.5% | -30.4 ± 50.6% | 11.0 ± 163.4% | -22.8 ± 76.4% | 6.1 |
| Scour hole S5 | - | 32.3 ± 1.5% | 66.3 ± 0.5% | -58.1 ± 10.0% | -23.8 ± 49.9% | -114.3 ± 12.1% | 4.1 |
| Scour hole S6 | - | 12.3 ± 2.1% | 27.6 ± 0.6% | -21.7 ± 10.1% | -18.9 ± 26.2% | -58.2 ± 9.9% | 2.9 |

36.0 \cdot 10^3 \pm 0.7\% \text{ m}^3 \) (Table 6). The computed error was 0.4\%. In the period 2011-2013, the large dune area decreases from 27.5 \cdot 10^3 \pm 0.7\% \text{ m}^2 to 20.7 \cdot 10^3 \pm 1.5\% \text{ m}^2. In the following three years, it increases from 20.7 \cdot 10^3 \pm 1.5\% \text{ m}^2 to 22.7 \cdot 10^3 \pm 0.7\% \text{ m}^2.

The volume differences show no relevant change and remains below the estimated error during the five years (Table 7).
one at the lagoon-side of the breakwater and the remaining 11 samples on the dune fields (Fig 5). The Gradistat analysis classified the samples according to the Folk and Ward diagram ([66]) as: Sand, Slightly Gravelly Sand, Gravelly Muddy Sand, Gravelly Sand, Muddy Sandy, Sandy Gravel, Gravel and only one as Sandy Mud (S1 Table). To better enhance the grain size variation between samples, a cluster analysis (EntropyMax) was applied. The 20 samples were grouped in 8 groups.

Backscatter classification. It was already demonstrated that backscatter intensity is related to sediment particles dimension: coarse sediment is characterised by higher backscatter intensity values, while fine sediment correspond to lower backscatter intensity values ([82]; [83]; [84]; [26]). By comparing the backscatter distribution and the grain size analysis, we found a good agreement between samples and backscatter classification by rearranging the 8 groups of samples in three classes, corresponding to the three backscatter classes obtained thanks to the Jenks’ optimization clustering technique. The three backscatter classes (Fig 9) identify low, intermediate and high backscatter intensity (< -30.24 dB, between -30.24 dB and -24.43 dB, > -24.43 dB respectively).

The three classes obtained combining the backscatter and the grain size results (S6 Fig), were named after the prevalent type of sediment found on the seafloor, as follows ([85]):

- Class I (muddy sediment): this class is represented by the only muddy sample collected at the lagoon side of the breakwater (main mode \( \sim 22 \mu m \)). The analysis of the images shows the complete absence of shells on the seafloor.

---

**Fig 8.** Dune fields variation. a) Change over 5-year time of the dune field extent and b) of the large dune, whose positions are highlighted in Fig 4 right: green, blue and red polygons indicate the extent of the morphologies in the years 2011, 2013 and 2016, respectively.

https://doi.org/10.1371/journal.pone.0223240.g008
• Class II (mainly sandy sediment): this class is characterised predominantly by well sorted sand (72.5%—100% of sand, main mode \( \sim 250 \mu m \)).

• Class III (gravelly sediment): this class corresponds to an high content of shells (> 33%). In this case the grain size curve has two modes at \( \sim 250 \mu m \) and \( \sim 8000 \mu m \). The analysis of the images shows the seafloor completely covered by shells and shell detritus.

We found that this unsupervised Jenks’ classification shows an overall accuracy of 75% ([85]) obtained deriving the confusion matrix (S2 Table) and counting the percentage of correctly allocated cases ([86]). The same Jenks’ classification was applied by analogy to the 2011 and 2013 datasets. This procedure allowed a qualitative comparison of the classified backscatter images obtained for each survey. Overall we observed the following main changes in the seafloor sediment distribution: at the lagoon-side of the breakwater, from 2011 to 2016, a muddy area has become bigger, while inside the inlet we observed a change in sediment composition, from mainly sandy to mainly gravelly, as shown in Fig 9c).

**Discussion**

Fontolan et al. [62] defined the Lido inlet as stable, whereas Tambroni and Seminara [87] stated that the inlet was prone to deposition. Helsby [55] demonstrated that from 1930 to 2000 the northern lagoon channels were experiencing higher rates of deposition than of erosion. Lido inlet, in particular, was considered depositional. Defendi et al. [88] measured the total transport in the Lido inlet based on calibrated ADCP measurements in 2005-2006 and by coupling the transport model SEDTRANS96 ([89], [90]) to the SHYFEM hydrodynamic model ([91]; [92]), showing a sediment loss of \( 381 \cdot 10^3 m^3/\text{year} \) for the lagoon and of \( 256 \cdot 10^3 m^3/\text{year} \) for the Lido inlet, with a bed-load transport of \( 29 \cdot 10^3 m^3/\text{year} \). These studies referred to the inlet before the most recent modifications.
In Fig 5, we show that in the period between 2002 (before MoSE) and 2011 (after MoSE) in the Lido inlet the deposition was still prevalent, except for the area close to the new island and the navigation channel, that is periodically dredged. The sediment transport observed in [88] could be related mainly to the erosion of these areas.

Using high-resolution MBES, we then quantitatively estimated changes in the time span of almost five years (2011-2016) immediately after the construction of the island in the inner part of the inlet and contemporary to the building of the offshore breakwater (2010-2012).

By comparing the bathymetric survey of 2011 and 2016 (Fig 6c), we found a dominant erosive trend with a net volume loss of $612.2 \times 10^3 \pm 42.7\%$. The prevalent erosion found in the entire period 2011-2016 is probably due to the engineering works carried out in Lido inlet since 2004 for the MoSE project: the change in the inlet configuration and the construction of the island likely increased the current speed in the inlet channel, as shown in the modelling simulations of [93], with a consequent increase in the bottom shear stress and sediment resuspension, reallocation and possible transport outside the inlet. We compared the sections of the tidal inlet in 2016 and in 2002 with and without the presence of the island. The area resulting from the sum of the two sections (North and South channels) extracted from the 2016 bathymetry (after the construction of the island) is about 67% of the section measured in 2002. The section of 2002 was about $10500 \ m^2$ and the channel was anyway separated in two areas (North and South) by a shallow area in the middle that now is occupied by the island. The Northern channel had a section of about $3811 \ m^2$ and the Southern channel had an area of about $6746 \ m^2$. In 2016 the section of the northern channel was about $2442 \ m^2$ and the Southern was $4615 \ m^2$ for a total of $7057 \ m^2$. The sections have the same proportions in 2002 and 2016, with 1/3 of the water passing through the northern channel and 2/3 of the water passing through the southern channel. A narrower cross section induces higher current velocity leading to more erosion in the inlet. This could be a simple explanation for the erosive trend in some areas of the inlet channel. Moreover, analysing the data of wave height and water level (see S7 Fig in Supporting Information) in the period 2011-2016, we observe that there were two storm surges of 143 cm on November 1, 2012 and 143 cm on February 12, 2013, one of them just before the survey of 2013. A very high-water level (acqua alta) would increase tidal prism, discharge in the inlet, velocities, producing erosion in the tidal channel that is clearly visible in Fig 6a. On the contrary, there were not large acqua alta events between 2013 and 2016. This would explain a return to normal conditions with a slow silting that we observe Fig 6b. This is also confirmed by the comparison of the sediment distribution over time obtained by the backscatter and grain size analysis: in the inlet channel, the mainly sandy sediment is replaced by mainly gravelly sediment (shell and shell detritus).

However, if we just consider the last interval 2013-2016, the volume of deposited sediment is almost four times higher with respect to the previous interval 2011-2013 and the volume of eroded sediment decreases by 2.5 times (Table 5). This shift from erosion to deposition could be related to the construction of the offshore breakwater, since the seasonal changes in erosion and deposition are unlikely to play an important role: in fact, all the surveys were carried out in the same season (summer). This hypothesis seems to be confirmed by the fact that the deposition concentrates close to the hard-coastal structure (Fig 6). Fig 9 shows that in this area mainly mud deposition occurred.

The construction of the offshore breakwater led also to the formation of the two scour holes (S5 and S6) located at its south and north edges respectively (Fig 4f). These scour holes eroded the ebb-tidal delta, as the breakwater was built on top of it. Ebb-tidal deltas are lobes of sediment that accumulates seaward of the inlet and form because of the interaction of tidal and wave-generated currents ([94]; [95]). They are usually found in tidal inlets of most barrier
island complexes around the globe ([94]). This feature was completely mapped in the 2011 survey, but not entirely included in the 2013 and 2016 surveys. Scour holes S5 and S6 increased their maximum depth of more than 2 m over five years. The scouring process is highlighted in Table 6, where the volume differences show a sediment loss both in S5 and S6. The scouring process took place with different velocities, higher for the years 2011-2013, lower for the years 2013-2016: in the two-year-period 2011-2013 the erosion proceeded at 33205 m$^3$/year and 12405 m$^3$/year for S5 and S6, respectively. In the first-time interval, the breakwater was still under construction, substantially altering the system equilibrium, with consequently very high erosion rates. These rates reduced in the following three years reaching almost half of the previous values (8158 m$^3$/year for S5 and 6471 m$^3$/year for S6). In 2013 the building of the breakwater was completed, and the scour holes seemed to have adjusted to the new configuration with a consequent slowing down of the erosion process. This is in agreement with observations of the scouring process in correspondence of offshore structures, where there is an exponential deepening of the scours after the structure installation ([96]; [97]).

Scour holes occurring around breakwaters have been observed globally, like for example in Japan ([98, 99]), in The Netherlands ([100]) and in the U.S. ([101]). Processes leading to the formation of scour holes around hard coastal structures have been extensively studied mainly on the basis of tank experiments ([20]; [102]; [103]; [104]). Fredsoe and Sumer ([102]) investigated the scouring at the round head of a rubble-mound breakwater by using regular waves. They found that the major mechanism responsible for the scouring is the formation of lee-wake vortices in each half period of the waves. The scouring process is governed by the Keulegan-Carpenter number, KC, which depends on the base width of the breakwater head. Larger values of KC imply the formation of larger scour holes. In our case, we determined KC from Eq 6 of [20]:

$$KC = 1 + \left(\frac{L}{1.75B}\right)^2,$$

obtaining $KC = 1.16$ with the width of the breakwater $B = 70 \text{ m}$ and the width of protection layer (rip-rap) on the seafloor $L = 50 \text{ m}$. This value of KC corresponds to a separated flow regime with no horse-shoe-vortex formation in front of the breakwater.

The shape of the scour holes we found is very similar to the scour holes due to non-breaking waves described by [20] at the head of a vertical breakwater. From 2012 to 2016, the monthly averaged wave height and period in the study area ranged from 0.3 to 1.55 m and from 3 to 6.2 s ([105]). The presence of co-directional currents likely contributed to the wave action enhancing the depth of the scour holes, given that large-scale vortices generated at the breakwater tip can increase the transport capacity of the flow.

We estimated that the ratio $d_{\text{max}}/h$ (relative maximum scour depth/water depth) is equal to 0.5 for the scour hole S5 and 0.2 for the scour hole S6. These values were found for wave-dominated scour holes ([106]). For these reasons, assuming that this ratio will not increase substantially in the near future and being aware that this is a qualitative comparison, it is reasonable to consider that these scour holes are wave-dominated, even though other factors like currents and local bathymetry may play an important role. However, a 3D hydrodynamic modelling analysis would be required to fully understand the role of currents and waves in the scouring process. This process may lead to the gradual dislocation of the rubble mound foundation at the breakwater toe and could progressively endanger the stability of the structures ([107]; [103]).

Several studies applied geomorphometric semi-automated techniques to describe dune fields parameters as wavelength, height, crest orientation ([108]; [109]) or to evaluate their migration ([110]; [111]; [112]). Repeated multibeam bathymetric mapping was used to measure the bed elevation variations caused by dune migration and to estimate the sand transport rates in different parts of the world (e.g. Duffy et al., [110] and [111], in the Bay of Fundy,
Canada; Ernsten et al. [113] in the Danish Wadden Sea; Nittouer et al. [114] in the Mississippi river). More recently, Fraccascia et al. ([45]) studied the morphology and hydrodynamics of the natural tidal inlet of Knudedyb, Danish Wadden Sea, relating the bedforms migration patterns to residual currents. In some cases, geomorphometric analysis of dune fields was crucial to prevent hazards related to human activities (e.g. navigation, construction of pipelines) ([115]; [112]).

In the Lido Inlet, we classified the dune fields by measuring their average properties from the bathymetry (see S3 Table in Supporting Information). From the backscatter classification (Fig 9) we observed that their composition was mainly gravelly in the throughs and sandy on the crests, in agreement with [79]. The direct comparison of the dune properties, however, was not possible since many dune fields disappeared from one survey to the next. In 2011 there were 20 dune fields, whereas in 2016 only 5 were left, with an overall shrinking of the dune field extent of more than half (51.5%) over about five-years (Table 6).

This shrinking of the dune fields occurred at different speeds: between September 2011 and June 2013, the dune fields diminished at a rate of 103916 m²/year; between June 2013 and May 2016 the rate was of 14927 m²/year, considerably lower than before. All the surveys were carried out in summer, so it is unlikely that these changes are due to seasonality. They could be related instead to the construction of the island inside the inlet that, as observed before, likely increased the current velocity ([93]). Higher currents and higher bottom shear stresses possibly induced a rapid reduction of the dune fields. This reduction was accompanied by a coarsening of the sediment in the inlet channel. The same happened in the southernmost inlet of the Venice Lagoon ([79]). When the breakwater was built (2013), the overall dune fields surface reduction slowed down. For the dune field shown in Fig 8a, however, the reduction speed increased from 17309 m²/year in the interval 2011-2013, to 20554 m²/year in the following three years. At this rate of reduction, this dune field will eventually disappear in less than two years.

The disappearance of the dunes can be explained by the change of shape of the inlet related to the MoSE defence: a) the construction of the island at the land-ward tip of the inlet channel determined a bifurcation of the flux entering the lagoon and a confluence of two channel exiting the lagoon with probably high current velocities that contributed to the erosion of the dune fields close to the mobile barrier structures and in the centre of the inlet; b) the construction of the breakwater determined another flow separation: part of the flow deviates south of the inlet mouth while the other part continues straight.

Consequently, the dunes reduction decelerated, and the orientation of the dune fields changed over time (Figs 4 and 8). In particular, the dune field immediately outside the inlet mouth (indicated by the number 2 in Fig 4d), in 2011 extended parallel to the jetties as was the flux without the breakwater and was about to disappear in 2013. After the construction of the breakwater it was recreated in a south-west direction, with the result that in 2016 a dune field area is still present with an orientation rotated by more than 125˚ clockwise with respect to the one of 2011.

The general shrinking of the dune fields suggests that the sediment transport regime should have changed radically with the completion of the construction of the artificial island for the MOSE project with an enhanced seaward flux of sand. This is evident by comparing the sediment distribution over time (Fig 9).

This is in agreement with the findings of [116], that analyzed the tidal components in the Northern Adriatic Sea and in the Venice Lagoon during the last 70 years. They observed an increase amplitude of the major tidal components and a shift of the Venice Lagoon tidal asymmetry towards ebb dominance. Particularly, in the last few years, they observed that the recent reduction of the inlets cross-sectional area further enhanced the ebb dominance over the
whole lagoon and probably increased the seaward flux of sand, as well. The sand flux through the inlets is dominated by bed-load transport as it was shown by the direct measurements in the Lido Inlet in 2006 (before the construction of the island), by [117]. The disappearing of dune fields may imply the overall reduction of sand transport inside the inlet.

**Conclusion**

Tidal inlets are extremely dynamic environments governed by natural processes which control their morphological variations. Often these changes represent a problem to human activities and many actions are taken to limit this natural phenomenon. This is the case of the Lido inlet (Venice, Italy) that went through several human-induced modifications in the last century.

Our investigation suggests that the construction of the mobile barriers (MoSE project) in the last 15 years contributed to the substantial modification of the inlet morphology and sedimentary regime.

Until 2011, different studies and the qualitative comparison between the 2011 and 2002 bathymetries presented in this research showed that the Lido inlet experienced deposition. High-resolution maps of the seafloor (0.5 m) collected in 2011, 2013 and 2016 made possible to compute bathymetric variations and relative errors and to observe underwater morphologies and seafloor sediment distribution in great detail. The comparisons of bathymetries highlighted different sedimentary regimes: mainly erosive from 2011 to 2013 and depositional from 2013 to 2016, with an overall net loss of sediment of $612.2 \times 10^3 \pm 42.7\%$ m$^3$ in five years. Moreover, the overall reduction of depositional areas is accompanied by a general coarsening of the seafloor sediment and by an increase of the number of erosional features.

In detail:

1. Two new scour holes formed at the tips of the recurved breakwater positioned on the seaward side of the inlet. From the comparison with literature on scour holes at breakwaters, we found that these scour holes are more likely wave-dominated than current dominated. During this 5-years research, both these depressions deepened and widened: S5 area went from $323 \times 10^3 \pm 1.5\%$ m$^2$ to $663 \times 10^3 \pm 0.5\%$ m$^2$; S6 area from $123 \times 10^3 \pm 2.1\%$ m$^2$ to $276 \times 10^3 \pm 0.6\%$ m$^2$. Scouring took place with two different speeds: faster in the first two year, slower in the following three years. These different velocities are explained by the fact that in the first two-year-period the breakwater was under construction, probably leading to drastic and rapid modifications of the seafloor. In the following three years the breakwater was fully built, and the rate of system alteration slowed down. To fully understand whether this slower variation implies a return of the system to a different equilibrium, it will be necessary to plan new surveys over the same area and to compare the results with 3D hydrodynamic models including the effect of currents and waves. However, if the scouring will not stop, the new-built structures are probably going to face problems connected with their structural stability.

2. Dune fields drastically shrunk, going from an area of $4379 \times 10^3 \pm 0.1\%$ m$^2$ in 2011 to one of $2125 \times 10^3 \pm 0.1\%$ m$^2$ in 2016, with a reduction rate of $103916 m^2/year$ in the first two-year-period. In the following three years the mean rate of disappearance decreased to $14927 m^2/year$. The reduction of dune fields corresponds to the reduction of the sand content in the seafloor sediment composition in favour of shell and shell detritus.

In view of global mean sea level rise and probable future construction of new “hard” defences against it, the combined use of very high resolution multibeam surveys and repeatable geomorphometric analysis proves to be an effective tool for knowledge-based coastal monitoring and management.
Notations

\( A \) = surface of one grid cell
\( B \) = width of the breakwater
\( d_{\text{max}} \) = relative maximum scour depth
\( \Delta Z(i) \) = difference of depth value for the grid cell \( i \) (i.e. the difference between the depth from survey \( Z_1(i) \) and the survey \( Z_2(i) \))
\( h \) = water depth
\( H \) = wave height
\( i \) = grid cell
\( KC \) = Keulegan-Carpenter number
\( \lambda \) = wavelength
\( L \) = width of protection layer (rip-rap) on the seafloor
\( N \) = total number of pixels contained in the morphological feature under consideration
\( P \) = perimeter of the morphological feature under investigation
\( \sigma_{\text{area}} \) = error in the area measurements
\( \sigma_h \) = horizontal TPU
\( \sigma_V \) = error in the volume measurements
\( \sigma_z \) = vertical TPU
\( S \) = area analysed
\( U_c \) = peak orbital velocity
\( U_m \) = depth-averaged current velocity

Supporting information

S1 Table. Grain size and textural parameters of sediment samples. The position of every sample is shown in Fig 5.
(PDF)

S2 Table. Confusion matrix.
(PDF)

S3 Table. Main parameters describing every dune field in each year, with D1, D2 and D3 indicating the 2011, 2013 and 2016 datasets respectively. The position of every dune field is shown in S1 Fig.
(PDF)

S1 Fig. Dune fields position. Areas (red polygons) and position of the dune fields in each year of the study. The properties of the dune fields are collected in S1 Table.
(TIF)

S2 Fig. 2011 bathymetry. Hillshade of the 2011 bathymetry (raster resolution 0.5 m, 5 times vertical exaggeration). The colored polygons identify the different morphological features described in section 4 (detail of Fig 5d). Reprinted from Nautical Chart 226 under a CC BY license, with permission from Italian Hydrographic Institute, original copyright 2016.
(TIF)

S3 Fig. 2013 bathymetry. Hillshade of the 2013 bathymetry (raster resolution 0.5 m, 5 times vertical exaggeration). The colored polygons identify the different morphological features described in section 4 (detail of Fig 5e). Reprinted from Nautical Chart 226 under a CC BY license, with permission from Italian Hydrographic Institute, original copyright 2016.
(TIF)
S4 Fig. 2016 bathymetry. Hillshade of the 2016 bathymetry (raster resolution 0.5 m, 5 times vertical exaggeration). The colored polygons identify the different morphological features described in section 4 (detail of Fig 5f). Reprinted from Nautical Chart 226 under a CC BY license, with permission from Italian Hydrographic Institute, original copyright 2016.

(TIF)

S5 Fig. Bathymetric difference between 2016 and 2011. a) 2011 morphological features and bathymetry; b) bathymetric difference between 2016 and 2011 and c) 2016 morphological features and bathymetry.

(TIF)

S6 Fig. Comparison between backscatter, classified backscatter and seafloor image. Left column: backscatter represented in a grey scale image; central column) classified backscatter following the Jenks’ algorithm and right column) key seafloor image for every class of backscatter.

(TIF)

S7 Fig. Water level and wave height in the study period, from 2011 to 2016. Top: water levels derived from the data of the Ispra gauge located in the southern jetty of Lido inlet. The red line indicates the water level of 140 cm above the medium sea level. The red stars highlight Acqua alta events higher than 140 cm; Bottom: wave height derived from the CNR platform Acqua Alta. The red line indicates a wave height of 3 m and the red stars highlight wave height higher than 3 m. In both figures, each survey is represented between two parallel blue lines.

(TIF)

Acknowledgments

The authors would like to acknowledge hydrographers from the Istituto Idrografico della Marina (IIM) for their technical support and the crew of the IIM vessel MBf 1213 and the crew of the CNR research vessel Litus for their skilful help during the survey. This work was supported by the National Flagship Project RITMARE, funded by MIUR, the Italian Ministry of Education, University and Research. This paper was partially supported also by the “Provveditorato Interregionale Opere Pubbliche” for the Veneto, Trentino Alto Adige e Friuli Venezia Giulia regions via its concessionary, the Consorzio Venezia Nuova and coordinated by CORILA.

Maps throughout this paper were created using ArcGIS® software by Esri. ArcGIS® and ArcMap® are the intellectual property of Esri and are used herein under license. Copyright © Esri. All rights reserved. For more information about Esri® software, please visit www.esri.com.

Author Contributions

Conceptualization: Carlotta Toso, Fantina Madricardo, Fabio Trincardi.

Data curation: Carlotta Toso, Fantina Madricardo, Emanuela Molinaroli, Stefano Fogarin, Aleksandra Kruss, Antonio Petrizzo, Nicola Marco Pizzeghello.

Formal analysis: Carlotta Toso, Fantina Madricardo.

Funding acquisition: Fantina Madricardo, Fabio Trincardi.

Investigation: Luigi Sinapi.
Methodology: Carlotta Toso, Fantina Madricardo, Emanuela Molinaroli, Stefano Fogarin, Aleksandra Kruss, Antonio Petrizzo, Nicola Marco Pizzeghello.

Project administration: Fantina Madricardo.

Resources: Nicola Marco Pizzeghello.

Software: Carlotta Toso, Fantina Madricardo, Antonio Petrizzo.

Supervision: Fantina Madricardo, Emanuela Molinaroli, Fabio Trincardi.

Visualization: Carlotta Toso.

Writing – original draft: Carlotta Toso, Fantina Madricardo.

Writing – review & editing: Fantina Madricardo, Emanuela Molinaroli, Antonio Petrizzo, Fabio Trincardi.

References

1. Agardy T, Alder J, Dayton P, Curran S, Kitchingman A, Wilson M, et al. Coastal systems. 2005;
2. Center for International Earth Science Information Network at Columbia University NY Palisades. Percentage of total population living in coastal areas, CSD Coastal Population Indicator.;
3. Programme UNE. Marine and coastal ecosystems and human wellbeing: A synthesis report based on the findings of the Millennium Ecosystem Assessment. United Nations Environment Programme; 2006.
4. Kjerfve B. Coastal lagoon processes. vol. 60. Elsevier; 1994.
5. Elias EP, van der Spek AJ. Long-term morphodynamic evolution of Texel Inlet and its ebb-tidal delta (The Netherlands). Marine Geology. 2006; 225(1-4):5–21. https://doi.org/10.1016/j.margeo.2005.09.008
6. Bulleri F, Chapman MG. The introduction of coastal infrastructure as a driver of change in marine environments. Journal of Applied Ecology. 2010; 47(1):26–35. https://doi.org/10.1111/j.1365-2664.2009.01751.x
7. Dugan J, Airoldi L, Chapman M, Walker S, Schlacher T, Wolanski E, et al. 8.02-Estuarine and coastal structures: environmental effects, a focus on shore and nearshore structures. Treatise on estuarine and coastal science. 2011; 8:17–41. https://doi.org/10.1016/B978-0-12-374711-2.00802-0
8. Prandle D. Estuaries: dynamics, mixing, sedimentation and morphology. Cambridge University Press; 2009.
9. Van Rijn LC. Estuarine and coastal sedimentation problems. International Journal of Sediment Research. 2005; 20(1):39–51.
10. Reyes-Merlo MA, Ortega-Sánchez M, Díez-Minguito M, Losada MA. Efficient dredging strategy in a tidal inlet based on an energetic approach. Ocean & Coastal Management. 2017; 146:157–169. https://doi.org/10.1016/j.ocecoaman.2017.07.002
11. de Jonge VN, Schuttelaars HM, van Beusekom JE, Talke SA, de Swart HE. The influence of channel deepening on estuarine turbidity levels and dynamics, as exemplified by the Ems estuary. Estuarine, Coastal and Shell Science. 2014; 139:46–59. https://doi.org/10.1016/j.ecss.2013.12.030
12. Pachauri RK, Allen MR, Barros VR, Broome J, Cramer W, Christ R, et al. Climate change 2014: synthesis report. Contribution of Working Groups I, II and III to the fifth assessment report of the Intergovernmental Panel on Climate Change. IPCC; 2014.
13. Rodríguez JF, Saco PM, Sandi S, Saintilan N, Riccardi G. Potential increase in coastal wetland vulnerability to sea-level rise suggested by considering hydrodynamic attenuation effects. Nature communications. 2017; 8:16094. https://doi.org/10.1038/ncomms16094 PMID: 28703130
14. alle Acque M. Interventi alle bocche lagunari per la regolazione dei flussi di marea e Studio di impatto ambientale del progetto di massima. Report 6 (5), Venezia.; 1997.
15. Gentilomo M, Cecconi G. Flood protection system designed for Venice. Hydropower Dams. 1997; 2(IV):46–52.
16. Church JA, White NJ. A 20th century acceleration in global sea-level rise. Geophysical research letters. 2006; 33(1). https://doi.org/10.1029/2005GL024826
17. Carbognin L, Teatini P, Tomasin A, Tosi L. Global change and relative sea level rise at Venice: what impact in term of flooding. Climate Dynamics. 2010; 35(6):1039–1047. https://doi.org/10.1007/s00382-009-0617-5
18. Trincardi F, Barbanti A, Bastiani M, Benetazzo A, Cavalieri L, Chiggia-B, et al. The 1966 flooding of Venice: what time taught us for the future. Oceanography. 2016; 29(4):178–186. https://doi.org/10.5670/oceanog.2016.87

19. Cecconi G. The Venice lagoon mobile barriers sea level rise and impact of barrier closures. Bulletin of the Permanent International Association of Navigation Congresses. 1998;(97):47–55.

20. Sumer BM, Fredsøe J. Scour at the head of a vertical-wall breakwater. Coastal Engineering. 1997; 29(3-4):201–230. https://doi.org/10.1016/S0378-3839(96)00024-5

21. Burchart HF, Andersen TL, Lara JL. Upgrade of coastal defence structures against increased loadings caused by climate change: A first methodological approach. Coastal Engineering. 2014; 87:112–121. https://doi.org/10.1016/j.coastaleng.2013.12.006

22. Clarke JEH, Mayer LA, Wells DE. Shallow-water imaging multibeam sonars: a new tool for investigating seafloor processes in the coastal zone and on the continental shelf. Marine Geophysical Research. 1996; 18(6):607–629. https://doi.org/10.1007/BF00313877

23. Knaapen M. Sandwave migration predictor based on shape information. Journal of Geophysical Research: Earth Surface. 2005; 110(F4). https://doi.org/10.1029/2004JF000195

24. Ernstsen VB, Noormets R, Hebbeln D, Bartholomä A, Flemming BW. Precision of high-resolution multibeam echo sounding coupled with high-accuracy positioning in a shallow water coastal environment. Geo-marine letters. 2006; 26(3):141–149. https://doi.org/10.1007/s00367-006-0025-3

25. Huvenne VA, Hüünerbach V, Blondel P, Sich OG, La T. Detailed mapping of shallow-water environments using image texture analysis on sidescan sonar and multibeam backscatter imagery. In: Proceedings of the 2nd underwater acoustic measurements conference. Heraklion : FORTH; 2007.

26. De Falco G, Tonielli R, Di Martino G, Simeone S, Parmum IM. Relationships between multibeam backscatter, sediment grain size and Posidonia oceanica seagrass distribution. Continental Shelf Research. 2010; 30(18):1941–1950. https://doi.org/10.1016/j.csr.2010.09.006

27. Micalef A, Le Bas TP, Huvenne VA, Blondel P, Hühnerbach V, Deidun A. A multi-method approach for benthic habitat mapping of shallow coastal areas with high-resolution multibeam data. Continental Shelf Research. 2012; 39:14–26. https://doi.org/10.1016/j.csr.2012.03.008

28. Paton M, Mayer L, Ware C. Interactive 3D tools for pipeline route planning. In: OCEANS’97. MTS/IEEE Conference Proceedings. vol. 2. IEEE; 1997. p. 1216–1221.

29. Ross SL, Boore DM, Fisher MA, Frankel AD, Geist EL, Hudnut KW, et al. Comments on potential geologic and seismic hazards affecting coastal Ventura County, California. US Geological Survey Open-File Report. 2004; 1266:20.

30. Conway KW, Barrie JV, Krautter M. Geomorphology of unique reefs on the western Canadian shelf: sponge reefs mapped by multibeam bathymetry. Geo-Marine Letters. 2005; 25(4):205–213. https://doi.org/10.1007/s00338-005-0049-6

31. Roberts J, Brown C, Long D, Bates C. Acoustic mapping using a multibeam echosounder reveals cold-water coral reefs and surrounding habitats. Coral Reefs. 2005; 24(4):654–669. https://doi.org/10.1007/s00338-005-0049-6

32. Lawrence M, Bales C. Acoustic ground discrimination techniques for submerged archaeological site investigations. Marine Technology Society Journal. 2001; 35(4):65–73. https://doi.org/10.4031/002553201788058053

33. Mayer LA, Calder BR, Schmidt JS, Malzone C. Providing the Third Dimension: High-resolution Multibeam Sonar as a Tool for Archaeological Investigations—An Example from the D-day Beaches of Normandy. 2003;

34. Wolfson ML, Naar DF, Howd PA, Locker SD, Donahue BT, Friedichs CT, et al. Multibeam observations of mine burial near Clearwater, FL, including comparisons to predictions of wave-induced burial. IEEE Journal of Oceanic Engineering. 2007; 32(1):103–118. https://doi.org/10.1109/JOE.2006.893917

35. Mayer LA, Raymond R, Glag G, Richardson MD, Traykovski P, Trembanis AC. High-resolution mapping of mines and ripples at the Martha’s Vineyard Coastal Observatory. IEEE Journal of Oceanic engineering. 2007; 32(1):133–149. https://doi.org/10.1109/JOE.2007.890953

36. Whitehouse RJ, Harris JM, Sutherland J, Rees J. The nature of scour development and scour protection at offshore windfarm foundations. Marine Pollution Bulletin. 2011; 62(1):73–88. https://doi.org/10.1016/j.marpolbul.2010.09.007 PMID: 21040932

37. Dietsch BJ, Densmore BK, Strach SR. Repeated Multibeam Echosounder Hydrographic Surveys of 15 Selected Bridge Crossings Along the Missouri River from Niobrara to Rulo, Nebraska, During the Flood of 2011. US Geological Survey; 2014.

38. Zheng S, Xu YJ, Cheng H, Wang B, Lu X. Assessment of bridge scour in the lower, middle, and upper Yangtze River estuary with riverbed sonar profiling techniques. Environmental monitoring and assessment. 2018; 190(1):15. https://doi.org/10.1007/s10661-017-6393-5
39. Ramsay P, Miller W, Murrell D. Supporting renewable energy projects using high resolution hydrographic and geophysical survey techniques, Garden Island, Western Australia. Underwater Technology. 2016; 33(4):229–237. https://doi.org/10.3723/ut.33.229

40. Gavazzi GM, Madricardo F, Janowski L, Kruss A, Blondel P, Sigovini M, et al. Evaluation of seabed mapping methods for fine-scale classification of extremely shallow benthic habitats—application to the Venice Lagoon, Italy. Estuarine, Coastal and Shelf Science. 2016; 170:45–60. https://doi.org/10.1016/j.ecss.2015.12.014

41. Madricardo F, Foglini F, Kruss A, Ferrarin C, Pizzeghella NM, Murri C, et al. High resolution multibeam and hydrodynamic datasets of tidal channels and inlets of the Venice Lagoon. Scientific data. 2017; 4:170121. https://doi.org/10.1038/sdata.2017.121 PMID: 28872636

42. Lecours V, Lucieer V, Dolan M, Micallef A. An ocean of possibilities: applications and challenges of marine geomorphometry. Geomorphometry for geosciences, International Society for Geomorphometry, Poznan, Poland. 2015; p. 23–26.

43. Lecours V, Dolan MF, Micallef A, Lucieer VL. A review of marine geomorphometry, the quantitative study of the seafloor. Hydrology & Earth System Sciences. 2016; 20(8).

44. Rattray A, Ierodiaconou D, Monk J, Versace V, Laurenson L. Detecting patterns of change in benthic habitats by acoustic remote sensing. Marine Ecology Progress Series. 2013; 477:1–13. https://doi.org/10.3354/meps10264

45. Fraccascia S, Winter C, Ernstsen VB, Hebbeln D. Residual currents and bedform migration in a natural tidal inlet (Knudedyb, Danish Wadden Sea). Geomorphology. 2016; 271:74–83. https://doi.org/10.1016/j.geomorph.2016.07.017

46. Monterealeti-Gavazzi G, Roche M, Lurton X, Degreendele K, Terseleer N, Van Lancker V. Seafloor change detection using multibeam echosounder backscatter: case study on the Belgian part of the North Sea. Marine Geophysical Research. 2018; 39(1-2):229–247. https://doi.org/10.1007/s11001-017-9323-6

47. Ierodiaconou D, Schimel AC, Kennedy D, Monk J, Gaylard G, Young M, et al. Combining pixel and object based image analysis of ultra-high resolution multibeam bathymetry and backscatter for habitat mapping in shallow marine waters. Marine Geophysical Research. 2018; 39(1-2):271–288. https://doi.org/10.1007/s11001-017-9338-z

48. Liu S, Goff JA, Flood RD, Christensen B, Austin JA Jr. Sorted bedforms off Western Long Island, New York, USA: Asymmetrical morphology and twelve-year migration record. Sedimentology. 2018; 65(6):2202–2222. https://doi.org/10.1111/sed.12462

49. Ginsberg SS, Allotta S. Impact of a rocky outcrop on hydrodynamics and geomorphology in a mesotidal channel. Estuarine, Coastal and Shelf Science. 2019; p. 106250.

50. He Y, Wu Y, Lu C, Wu M, Chen Y, Yang Y. Morphological change of the mouth bar in relation to natural and anthropogenic interferences. Continental Shelf Research. 2019; 175:42–52. https://doi.org/10.1016/j.csr.2019.01.015

51. Temmerman S, Meire P, Bouma TJ, Herman PM, Ysebaert T, De Vriend HJ. Ecosystem-based coastal defence in the face of global change. Nature. 2013; 504(7478):79. https://doi.org/10.1038/nature13009 PMID: 24305151

52. Perkins MJ, Ng TP, Dudgeon D, Bonebrake TC, Leung KM. Conserving intertidal habitats: what is the potential of ecological engineering to mitigate impacts of coastal structures? Estuarine, Coastal and Shelf Science. 2015; 167:504–515. https://doi.org/10.1016/j.ecss.2015.10.033

53. Scarton F. Long-term trend of the waterbird community breeding in a heavily man-modified coastal lagoon: the case of the Important Bird Area “Lagoon of Venice.” Journal of coastal conservation. 2017; 21(1):35–45. https://doi.org/10.1007/s11852-016-0470-8

54. Molinaroli E, Guerzoni S, Sarretta A, Cucco A, Umgiesser G. Links between hydrology and sedimentology in the Lagoon of Venice, Italy. Journal of Marine Systems. 2007; 68(3-4):303–317. https://doi.org/10.1016/j.marsys.2006.12.003

55. Helsby R. Sand transport in northern Venice lagoon through the tidal inlet of Lido. University of Southampton; 2008.

56. Carbognin L, Ceconi G. The Lagoon of Venice, environment, problems, remedial measures. In: Field Guide of IAS Environmental Sedimentology Conference, Venice. Publ. Consiglo Nationale della Ricerca, Venice; 1997.

57. RAVERA O. The Lagoon of Venice: the result of both natural factors and human influence. Journal of Limnology. 2000; 59(1):19–30. https://doi.org/10.4081/jlimnol.2000.19

58. Cucco A, Umgiesser G. Modeling the Venice Lagoon residence time. Ecological modelling, 2006; 193(1-2):34–51. https://doi.org/10.1016/j.ecolmodel.2005.07.043
59. Ghetti A. I problemi idraulici della Laguna di Venezia. Istituto di idraulica dell’Università di Padova; 1974.

60. Silvestri S, Marani M, Rinaldo A, Marani A. Vegetazione alofila e morfologia lagunare. Atti dell’Istituto Veneto di Scienze, Lettere ed Arti. 2000; 158:1999–2000.

61. Nuova CV. Progetto preliminare di massima delle opere alle bocche, Volume 2. Descrizione dell’ecosistema, Parte II. Ministero dei Lavori Pubblici, Magistrato alle Acque di Venezia. 1989.;

62. Fontolan G, Pillon S, Quadri FD, Bezzi A. Sediment storage at tidal inlets in northern Adriatic lagoons: Ebb-tidal delta morphodynamics, conservation and sand use strategies. Estuarine, Coastal and Shelf Science. 2007; 75(1-2):261–277. https://doi.org/10.1016/j.ecss.2007.02.029

63. Muraca A. Shore protection at Venice: a case study. In: Coastal Engineering 1982; 1982. p. 1078–1093.

64. Teledyne. CARIS HIPS and SIPS. User Guide v8.1 (2013). Teledyne; 2013.

65. ESRI. ESRI 2015. ArcGIS Desktop: Release 10.2. Redlands, CA: Environmental Systems Research Institute (2015). ESRI; 2015.

66. Folk RL, Ward WC. Brazos River bar [Texas]: a study in the significance of grain size parameters. Journal of Sedimentary Research. 1957; 27(1):3–26. https://doi.org/10.1306/74D70646-2B21-11D7-864800102C1865D

67. Blott SJ, Pye K. GRADISTAT: a grain size distribution and statistics package for the analysis of unconsolidated sediments. Earth surface processes and Landforms. 2001; 26(11):1237–1248. https://doi.org/10.1002/esp.261

68. Woolfe KJ, Michibayashi K. “Basic” entropy grouping of laser-derived grain-size data: an example from the Great Barrier Reef. Computers & Geosciences. 1995; 21(4):447–462. https://doi.org/10.1016/0098-3004(94)00092-9

69. Madricardo F, Rizzetto F. Shallow Coastal Landforms. In: Submarine Geomorphology. Springer; 2018. p. 161–183.

70. Ferrarin C, Madricardo F, Rizzetto F, Mc Kiver W, Bellafiore D, Umgiesse r G, et al. Geomorphology of scour holes at tidal channel confluences. Journal of Geophysical Research: Earth Surface. 2018.;

71. Ashley GM. Classification of large-scale subaqueous bedforms; a new look at an old problem. Journal of Sedimentary Research. 1999; 60(1):160–172.

72. Wright D, Lundblad E, Larkin EM, Rinehart R, Naar DF, et al. A benthic terrain classification scheme for American Samoa. Marine Geodesy. 2006; 29(2):89–111. https://doi.org/10.1080/01490410600738021

73. Verfaillie E, Doornenbal P, Mitchell A, White J, Van Lancker V. The bathymetric position index (BPI) as a support tool for habitat mapping. Worked example for the MESH Final Guidance. 2007; 14.

74. Lundblad ER, Wright DJ, Miller J, Larkin EM, Rinehart R, Naar DF, et al. Benthic terrain classification scheme for American Samoa. Marine Geodesy. 2006; 29(2):89–111. https://doi.org/10.1080/01490410600738021

75. Sappington JM, Longshore KM, Thompson DB. Quantifying landscape ruggedness for animal habitat analysis: a case study using bighorn sheep in the Mojave Desert. The Journal of wildlife management. 2007; 71(5):1419–1426. https://doi.org/10.2193/2005-723

76. Schimel ACG, Ierodiaconou D, Hulands L, Kennedy DM. Accounting for uncertainty in volumes of seabed change measured with repeat multibeam sonar surveys. Continental Shelf Research. 2015; 111:52–68. https://doi.org/10.1016/j.csr.2015.10.019

77. Brown CJ, Smith SJ, Lawton P, Anderson JT. Benthic habitat mapping: A review of progress towards improved understanding of the spatial ecology of the seafloor using acoustic techniques. Estuarine, Coastal and Shelf Science. 2011; 92(3):502–520. https://doi.org/10.1016/j.ecss.2011.02.007

78. Diesing M, Green SL, Stephens D, Lark RM, Stewart HA, Dove D. Mapping seabed sediments: Comparison of manual, geostatistical, object-based image analysis and machine learning approaches. Continental Shelf Research. 2014; 84:107–119. https://doi.org/10.1016/j.csr.2014.05.004

79. Fogarin S, Madricardo F, Zaggia L, Sigovini M, Montereale-Gavazzi G, Kruss A, et al. Tidal inlets in the Anthropocene: geomorphology and benthic habitats of the Chioggia inlet, Venice Lagoon (Italy). Earth Surface Processes and Landforms.;

80. Jenks GF. The data model concept in statistical mapping. International yearbook of cartography. 1967; 7:186–190.

81. alle Acque M. Attività di aggiornamento del piano degli interventi per il recupero morfologico in applicazione della delibera del Consiglio dei Ministri del 15 Marzo 2001. Studi di base, linee guida e proposte di intervento del piano morfologico. Technical Report; 2004.
82. Stewart W, Chu D, Malik S, Lerner S, Singh H. Quantitative seafloor characterization using a bathymetric sidescan sonar. IEEE Journal of Oceanic Engineering. 1994; 19(4):599–610. https://doi.org/10.1109/48.338396

83. Ferrini VL, Flood RD. The effects of fine-scale surface roughness and grain size on 300 kHz multibeam backscatter intensity in sandy marine sedimentary environments. Marine Geology. 2006; 228(1-4):153–172. https://doi.org/10.1016/j.margeo.2005.11.010

84. Müller RD, Eagles S. Mapping seabed geology by ground-truthed textural image/neural network classification of acoustic backscatter mosaics. Mathematical Geology. 2007; 39(6):575–592. https://doi.org/10.1007/s11004-007-9113-9

85. Toso C. Evoluzione morfologico-sedimentaria recente della boca di porto di Lido (Laguna di Venezia-Italia). [B.S. thesis]. Università Ca’Foscari Venezia; 2017.

86. Foody GM. Assessing the accuracy of land cover change with imperfect ground reference data. Remote Sensing of Environment. 2010; 114(10):2271–2285. https://doi.org/10.1016/j.rse.2010.05.003

87. Tambroni N, Seminara G. Are inlets responsible for the morphological degradation of Venice Lagoon? Journal of Geophysical Research: Earth Surface. 2006; 111(F3). https://doi.org/10.1029/2005JF000334

88. Defendi V, Kovačević V, Arena F, Zaggia L. Estimating sediment transport from acoustic measurements in the Venice Lagoon inlets. Continental shelf research. 2010; 30(8):883–893. https://doi.org/10.1016/j.csr.2009.12.004

89. Li MZ, Amos CL. SEDTRANS96: the upgraded and better calibrated sediment-transport model for continental shelves. Computers & Geosciences. 2001; 27(6):619–645. https://doi.org/10.1016/S0098-3004(00)00120-5

90. Umgiesser G, De Pascalis F, Ferrarin C, Amos CL. A model of sand transport in Treporti channel: northern Venice lagoon. Ocean Dynamics. 2006; 56(3-4):339. https://doi.org/10.1007/s10236-006-0076-z

91. Ghezzo M, Guerzoni S, Cucco A, Umgiesser G. Changes in Venice Lagoon dynamics due to construction of mobile barriers. Coastal Engineering. 2010; 57(7):694–708. https://doi.org/10.1016/j.coastaleng.2010.02.009

92. Hayes MO. General morphology and sediment patterns in tidal inlets. Sedimentary geology. 1980; 26(1-3):139–156. https://doi.org/10.1016/0037-0738(80)90009-3

93. Fitzgerald DM. Interactions between the ebb-tidal delta and landward shoreline; Price Inlet, South Carolina. Journal of Sedimentary Research. 1984; 54(4):1303–1318.

94. Rudolph D, Bos KJ, Luijendijk A, Rietema K, Out J. Scour around offshore structures–analysis of field measurements. In: Proceedings 2nd international conference on scour and erosion; 2004. p. 14–17.

95. Whitehouse R, Harris J, Mundon T, Sutherland J. Scour at offshore structures. American Society of Civil Engineers; 2010.

96. Sato S, Tanaka N, Irie I. Study on scouring at the foot of coastal structures. Coastal Engineering in Japan. 1969; 12(1):83–98. https://doi.org/10.1080/05785634.1969.11924093

97. Katayama T, Irie I, Kawakami T. Performance of Offshore Breakwater of the Niigata Coast. Coastal Engineering in Japan. 1974; 17(1):129–139. https://doi.org/10.1080/05785634.1974.11924188

98. Hydraulics D. Scour near harbour of Utmuiden (in Dutch). Report H 460, Delft, The Netherlands.; 1998.

99. Lillycrop WJ, Hughes SA. Scour hole problems experienced by the Corps of Engineers; Data presentation and summary. COASTAL ENGINEERING RESEARCH CENTER VICKSBURG MS; 1993.

100. Fredsøe J, Sumer BM. Scour at the round head of a rubble-mound breakwater. Coastal engineering. 1997; 29(3-4):231–262. https://doi.org/10.1016/S0378-3839(96)00025-7

101. Sumer BM, Whitehouse RJ, Tørum A. Scour around coastal structures: a summary of recent research. Coastal Engineering. 2001; 44(2):153–190. https://doi.org/10.1016/S0378-3839(01)00024-2

102. Noormets R, Ernstsen VB, Bartholomä A, Flemming BW, Hebbeln D. Implications of bedform dimensions for the prediction of local scour in tidal inlets: a case study from the southern North Sea. Geo-Marine Letters. 2006; 26(3):165–176. https://doi.org/10.1007/s00367-006-0029-z
105. Pomaro A, Cavalieri L, Papa A, Lionello P. 39 years of directional wave recorded data and relative problems, climatological implications and use. Scientific data. 2018; 5:180139. https://doi.org/10.1038/sdata.2018.139 PMID: 30015808

106. van Rijn LC. Principles of sedimentation and erosion engineering in rivers, estuaries and coastal seas including mathematical modelling package (toolkit on CD-ROM); 2005.

107. Oumeraci H. Review and analysis of vertical breakwater failures—lessons learned. Coastal engineering. 1994; 22(1-2):3–29. https://doi.org/10.1016/0378-3839(94)90046-9

108. DUFFY GP. Patterns of morphometric parameters in a large bedform field: development and application of a tool for automated bedform morphometry. Irish Journal of Earth Sciences. 2012; p. 31–39.

109. Cazenave PW, Dix JK, Lambkin DO, McNeill LC. A method for semi-automated objective quantification of linear bedforms from multi-scale digital elevation models. Earth Surface Processes and Landforms. 2013; 38(3):221–236. https://doi.org/10.1002/esp.3269

110. Duffy GP, Hughes-Clarke JE. Application of spatial cross correlation to detection of migration of submarine sand dunes. Journal of Geophysical Research: Earth Surface. 2005; 110(F4). https://doi.org/10.1029/2004JF000192

111. Duffy GP, Clarke JEH. Measurement of bedload transport in a coastal sea using repeat swath bathymetry surveys: assessing bedload formulae using sand dune migration. Sediments, Morphology and Sedimentary Processes on Continental Shelves: Advances in Technologies, Research, and Applications. 2012; p. 249–271.

112. Salvatierra MM, Aliotta S, Ginsberg SS. Morphology and dynamics of large subtidal dunes in Bahia Blanca estuary, Argentina. Geomorphology, 2015; 246:168–177. https://doi.org/10.1016/j.geomorph.2015.05.037

113. Ernstsen VB, Noormets R, Winter C, Hebbeln D, Bartholomä A, Flemming BW, et al. Quantification of dune dynamics during a tidal cycle in an inlet channel of the Danish Wadden Sea. Geo-Marine Letters. 2006; 26(3):151–163. https://doi.org/10.1007/s00367-006-0026-2

114. Nittrouer JA, Allison MA, Campanella R. Bedform transport rates for the lowermost Mississippi River. Journal of Geophysical Research: Earth Surface. 2008; 113(F3). https://doi.org/10.1029/2007JF000795

115. Knaapen M, van Bergen Henegouw C, Hu Y. Quantifying bedform migration using multi-beam sonar. Geo-marine letters. 2005; 25(5):306–314. https://doi.org/10.1007/s00367-005-0005-z

116. Ferrarin C, Tomasin A, Bajo M, Petrizzo A, Umgiesser G. Tidal changes in a heavily modified coastal wetland. Continental Shelf Research. 2015; 101:22–33. https://doi.org/10.1016/j.csr.2015.04.002

117. Amos C, Umgiesser G, Tosi L, Townend J. The coastal morphodynamics of Venice lagoon, Italy: An introduction. Continental Shelf Research. 2010; 30:837–846. https://doi.org/10.1016/j.csr.2010.01.014