Abstract: The angle of seismic excitation is a significant factor of the seismic response of RC buildings. The procedure required for the calculation of the angle for which the potential seismic damage is maximized (critical angle) contains multiple nonlinear time history analyses using in each one of them different angles of incidence. Moreover, the seismic codes recommend the application of more than one accelerograms for the evaluation of seismic response. Thus, the whole procedure becomes time consuming. Herein, a method to reduce the time required for the estimation of the critical angle based on Multilayered Feedforward Perceptron Neural Networks is proposed. The basic idea is the detection of cases in which the critical angle increases the class of seismic damage compared to the class which arises from the application of the seismic motion along the buildings’ structural axes. To this end, the problem is expressed and solved as Pattern Recognition problem. As inputs of networks the ratios of seismic parameters’ values along the two horizontal seismic records’ components, as well as appropriately chosen structural parameters, were used. The results of analyses show that the neural networks can reliably detect the cases in which the calculation of the critical angle is essential.
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1. Introduction

The angle of seismic excitation has been recognized by the civil engineering research community as a significant factor of the seismic response of RC buildings since many years ago. The level of the influence of this angle to the seismic response was proved in several published research studies. Among the research papers which deal with this subject some of the most significant are the following: MacRae and Mattheis [1] examined the impact of angle of incidence on the inelastic response of a three-story steel frame building due to near-fault ground motions. Athanatopoulou [2] has introduced analytical formulae for the determination of the critical incident angle and the corresponding maximum elastic structural response of buildings subjected to three correlated seismic components. The application of these formulae to multistory structures has proved that the maximum value of a response quantity can be up to 180% larger than the response produced when the seismic accelerograms act along the structural axes. In another study, Rigato and Medina [3] investigated the inelastic response of asymmetric and symmetric buildings with regard to the angle of incidence by using 39 pairs of ground motion records. The results showed that the critical angle for a given response quantity depends on fundamental period, model type and level of inelastic behavior and it is difficult to be
determined a priori, as in case of elastic structures. In a series of research studies conducted by Kostinakis et al. [4-7] and Fontara et al. [8] the influence of the seismic motion’s orientation on the elastic and inelastic seismic behaviour of RC structures was investigated. They found that the structural response is strongly dependent on the strong motion’s direction. Pavel and Nica [9] investigated the seismic behaviour of doubly symmetric RC wall structures subjected to a series of bi-directional ground motion recordings. They revealed that the structural response is dependent on the orientation of the strong ground motion horizontal components. Cavdar and Ozdemir [10] examined the change in response of a seismically isolated structure as a function of ground motion orientation and they showed that using the maximum direction of ground motions does not lead to the maximum response compared to the one obtained by considering different orientations of seismic records. The issue of the seismic motion’s orientation from a probabilistic point of view was also investigated by a number of researchers (Lagaros [11]; Giannopoulos and Vamvatsikos [12]; Vargas et al. [13]; Skoulidou et al. [14]; Skoulidou and Romão [15]), who tried to evaluate the impact of the angle of seismic incidence on the buildings’ risk.

The angle of seismic excitation is defined as the angle which is formed by the orientation of the seismic input and the structural axes of buildings. In common practice, the considered orientation of the seismic input coincides to the structural axes. However, as mentioned in the above literature review, it was proved that the most unfavorable seismic response arises generally for different angle which is referred as the critical angle of the seismic excitation. The procedure for the estimation of the critical angle requires the performance of multiple analyses. In each one of these analyses the angle of seismic input is increased from zero (which corresponds to the orientation of the structural axes of buildings) to 360 degrees through an increment which is usually taken equal to 5 degrees. If the evaluation of the seismic response concerns the prediction of the potential seismic damage Nonlinear Time History Analyses (NTHA) are required. Thus, for the estimation of the critical angle a series of NTHA must be performed. Moreover, the modern seismic codes (i.e. [16]) recommend the evaluation of the seismic response of buildings using more than one earthquake records. Obviously, each one of the selected seismic motions can lead to a different critical angle, following the application of the above-mentioned procedure. Therefore, the whole procedure requires the implementation of a number of sets of NTHA. Each one of these sets includes, beyond the stage of analyses, the stage of the post-processing of the extracted results for the estimation of the selected seismic damage index. Thus, the ability to avoid the procedure for the estimation of the critical angle for a seismic record is desirable. In order to achieve this, an available computational tool is the Artificial Neural Networks (ANNs).

The implementation of ANNs for the solution of civil engineering problems is progressively increased during the last three decades. This fact is reflected to several published review papers [17-21]. Concentrating on the seismic assessment of RC buildings, among the plenty of papers which deal with the application of ANNs, it is worth to mention some of them. Firstly, it is necessary to mention the research studies of Stephens and VanLuchene [22] and Molas and Yamazaki [23] as the first systematic attempts to use properly trained ANNs in order to predict rapidly the level of seismic damage of structures. De Stefano et al. [24] studied successfully the ability of probabilistic neural networks for the prediction of the mechanisms of seismic damage of monumental buildings. Sanchez-Silva and Garcia [25] examined the efficiency of combined performance of multilayered feed-forward neural networks and fuzzy logic theory for the earthquake damage assessment of structures using data extracted from in situ surveys after a strong earthquake. Feed-forward neural networks were implemented efficiently by Lagaros and Fragiadakis [26] for the fragility assessment of steel frames. Gonzalez and Zapico [27] successfully tested the ability of multi-layered perceptron networks for the reliable identification of the seismic damage of multi-storey welded steel moment frame buildings. Lautour and Omenzetter [28] proved that the multi-layered perceptron networks have
the ability to predict reliably the seismic damage of 2D RC buildings. Arslan [29] investigated the effect of several structural parameters on the seismic performance of regular RC buildings using multi-layered perceptron networks trained with data which were created artificially, and proved the effectiveness of ANNs in the reliable prediction of the structures’ seismic response. Vafaei et al. [30] studied successfully the performance of multi-layered perceptron networks in the real-time identification of earthquake-induced damage of RC shear walls. Morfidis and Kostinakis [31-33] examined the performance of the multi-layered perceptron networks and the Radial-Basis Function networks in the rapid estimation of the seismic damage level using regression as well as pattern recognition approach and they extracted very promising results.

In the present paper, the effective implementation of Multi-Layered Perceptron (MLP) networks for the rapid prediction of influence of seismic incident angle on the RC buildings’ Seismic Damage Level (SDL) is examined. The basic idea is the application of MLP networks for the prediction of the cases in which the critical angle has a strong (or not strong) influence on the potential SDL of RC buildings. Predicting reliably the level of influence of the critical angle on the SDL for an RC building at the stage of design, the abovementioned time-consuming procedure for the estimation of this influence can be avoided. The same is valid in case of the seismic vulnerability assessment of existing RC buildings. The problem was formulated and solved as Pattern Recognition (PR) problem [34]. Thus, the seismic damage was expressed by means of pre-defined Seismic Damage Classes (SDC) and the MLP networks were used to predict if the critical angle alters a building’s SDC in comparison with the SDC in which the building is classified when the angle of seismic excitation is considered as equal to zero i.e. the case in which the angle of seismic excitation coincides with the structural axes of the building. Additionally, the MLP networks were used to predict the specific SDC in which a RC building is classified when the critical angle is considered. In the above-mentioned approaches three seismic damage classes were pre-defined, namely slight, medium and heavy on the basis of the selected Seismic Damage Index (SDI). The selected SDI was the Maximum Interstorey Drift Ratio (MIDR) which is used in several research papers (see e.g. [35,36]). For the training of the MLP networks three data-sets were used: one data-set which is based on analyses of RC buildings without masonry infills (Bare Buildings, BB), one data-set which is based on analyses of RC buildings with masonry infills (Regularly Infilled Buildings, RIB) and one data-set which is based on analyses of RC buildings with masonry infills in all stories except of the ground storey (Irregularly Infilled Buildings, IIB). The full description of these three data-sets as well as the corresponding procedure for their generation is presented in [32,33]. An extended investigation for the estimation of the optimum configuration of the MLP networks, i.e. the configuration which leads to the most reliable prediction of the influence of incident angle was performed for all above-mentioned approaches of the problem. Also, it must be noted that the procedure proposed in the present study gives the ability to optimize the configuration of RC buildings at the stage of design by testing several alternative configurations (without the requirement for implementation of numerous time-consuming NTHA) and select the one which leads to seismic response slightly influenced by the angle of seismic excitation. The results of the current research led to the basic conclusion that the MLP networks can reliably predict in real time the level of influence of the critical angle of seismic excitation on the seismic damage of RC buildings.

2. Short theoretical background

A short theoretical background of the scientific fields which are involved in the present paper are presented in the current section. At first, some of the fundamentals which describe the problem of estimation of the critical incident angle for RC buildings are given in sub-section 2.1. Afterwards, some of the basic principles which concern the implementation of MLP networks for the solution of PR problems are presented in sub-section 2.2.
2.1. The influence of incident angle on the seismic response of RC buildings

In the vast majority of earthquake records’ databases, the horizontal components of the seismic motion are given along the orientation they were recorded for. Thus, the orientation of the recorded seismic components is predetermined by the orientation of the recording instrument (accelerograph), which is, in general, arbitrary with respect to the structural axes of the buildings (Figure 1), (Beyer and Bommer [37]). In Figure 1 let \(a_x(t)\) and \(a_y(t)\) represent the recorded earthquake acceleration time histories at the place of the accelerograph along its axes x and y respectively. These accelerograms can be applied along any angle of incidence \(\theta\) between the seismic components and the building’s structural axes X and Y (\(a_x(\theta)\) and \(a_y(\theta)\)).

Figure 1. Recorded ground motion and orientation of building structural axes

The seismic response of any structure is dependent on the orientation of the strong motion with regard to the structural axes. It is of great importance to notice that the rotation of the axes along which the horizontal accelerograms are applied can lead to completely different structural behaviour.

The orientation of the earthquake record has not caught till now the attention of the most modern seismic codes. Specifically, EN1998-2 [38] does not make any reference to this issue and, according to FEMA 356 [39], ASCE 41-06 [40] and ASCE 41-13 [41], the axes of the ground motion “shall, in general, be aligned with the principal axes of the structure.” EN1998-1 [16], states that the seismic action shall “be applied along all relevant horizontal directions.”. Nevertheless, no specifications are made concerning the relevant horizontal directions with the exception of buildings with resisting elements in two perpendicular directions in which these two directions shall be considered as the relevant ones. NZS (Code and Supplement of the New Zealand Standard) [42] states that the seismic accelerograms are applied along the direction that will lead to the most unfavorable value of the considered response parameter, without specifying, however, how the most critical direction should be determined.

The lack of specific code provisions with regard to the axes of the strong motion input leads to the application of the horizontal earthquake components along the structural axes of the buildings. This common engineering practice can result in significant underestimation of seismic demands (Athanatopoulou [2]; Rigato and Medina [3]; Kostinakis et al. [4-7]; Fontara et al. [8]; Pavel and Nica [9]; Cavdar and Ozdemir [10]; Skoulidou et al. [14]; Lucchini et al. [43]; Nguyen and Kim [44]; Roy et al. [45]).

2.2. The solution of the PR problem using MLP networks

The Pattern Recognition (PR) problem is one of the subjects of the Machine Learning (ML) algorithms (see e.g. [34,46]). The inherent ability of MLP networks to solve problems which are characterized by high nonlinearity make them capable to solve effectively PR problems. By definition, PR is the procedure of the search for specific patterns in data-sets. Between the three different general types of PR problems (i.e. supervised learning problems, unsupervised learning problems and reinforcement learning problems), the present paper deals with a supervised learning problem. In the framework of a supervised learning PR problem, the ML algorithm attempts to classify correctly the samples of
a data-set to pre-defined classes which are defined by properly selected ranges of values of pre-selected parameters. This problem is called classification problem. In present paper, the pre-defined classes are the SDC, and the parameter which is used for the definition of them is the SDI (detailed presentation of these definitions is given in section 3).

As regards the solution of the PR problem in its classification form using MLP networks, a proper configuration for them is required. In Figure 2 the general form of an MLP network configured for the solution of a classification problem is presented.

![Figure 2. General form of an MLP network configured for the solution of classification problems](image)

As it can be seen from Figure 2 one basic characteristic of the MLP network which is configured for the solution of a classification problem is the number of elements of the output vector $\mathbf{o}$. This number is equal to the number of the pre-defined classes in which the samples $\mathbf{x}$ can be classified. Thus, for a classification problem with $n$ classes the output vector must have dimension $nx1$. Another one basic characteristic of the modeling of the classification problem by means of MPL networks is the mapping of classes to the values of the elements of the output vector $\mathbf{o}$. More specifically, when the network extracts an output vector $\mathbf{o}$ with $o_j=1$ and all other elements equal to 0, then the corresponding sample is classified to class $j$. As regards the other parameters which are required for the configuration of the MLP networks (i.e. the number of the hidden layers, the number of neurons in each hidden layer and the activation functions), as well as the training algorithms, details are given in section 3.

3. Description and formulation of the problem in terms compatible to MLP Networks

3.1. General description of the problem and the benefits of the solution using MLP Networks

The motivation for the current research is based on the idea to deploy the inherent attributes of MLP networks to extract in real time results for multiparameter problems. Thus, in the present paper the ability of MLP networks to predict reliably the level of influence of the seismic incident angle on the SDL of new RC buildings (at the stage of design) or of existing RC buildings (in the framework of the seismic vulnerability assessment procedure) is investigated. In other words, the main target of the current investigation is the proposal of a procedure based on MLP networks which aims to detect in real time the cases for which the critical angle of the seismic excitation significantly alters the expected SDL of RC buildings compared to the SDL which arises when the buildings are analyzed considering that the angle of seismic excitation is equal to zero (i.e. when the two horizontal components of the seismic excitation are considered to be parallel to the structural axes of buildings, see Figure 1). The expected benefit of the proposed procedure is the avoidance of the numerous time-consuming NTHA which are required for the estimation of the critical seismic angle, in those cases where this angle does not lead in fact to significant increase of the SDL. Thus, it becomes feasible to rapidly identify the RC buildings the SDL of which is not sensitive to the angle of seismic excitation. This rapid detection can accelerate the procedure followed for the configuration of new RC build-
ings at the stage of design, or the procedure for the configuration of existing RC buildings’ retrofitting schemes in the framework of seismic vulnerability assessment.

3.2. Formulation of the problem in terms compatible to MLP Networks

In order to quantify the criterion which defines the significance (or the insignificance) of the critical seismic angle’s influence on the SDL, first of all a Seismic Damage Index (SDI) [47] must be selected. Then, a magnification factor that reflects the increase of the SDI value when the seismic excitation angle takes its critical value \( \theta_{cr} \) regarding to the SDI value which corresponds to the case in which the seismic excitation angle \( \theta \) is equal to zero, must be defined. The general form of this factor (Seismic Damage Index Magnification Factor – SDIMF) is given by means of Equation (1).

\[
SDIMF = \frac{\text{Seismic Damage Index for } \theta = \theta_{cr}}{\text{Seismic Damage Index for } \theta = 0} > 1.0
\]

After the above definition, a characteristic value of SDIMF (value SDIMF\(_c\)) for the separation of the range of its values in two sub-spaces, namely the sub-space of values which correspond to the significant influence of the critical incident angle on SDI and the sub-space of values which correspond to the insignificant influence of the critical incident angle on SDI must be selected. However, the verification of this selection is very difficult. Nevertheless, due to the fact that the SDIMF and SDI are related through the Equation (1) it is equivalent to use a corresponding characteristic value for the latter. Thus, the problem is converted to a comparison of the SDI(\(\theta=\theta_{cr}\)) value with the characteristic value of SDI (value SDI\(_c\)) which corresponds to the SDIMF\(_c\). The selection of a value for the SDI can be verified more rationally on the basis of experimental or numerical results which are available in the literature. More specifically, as regards the MIDR index which is used as SDI in the current research, the limit values that defines different SDC for RC buildings are presented in [48]. These values are summarized in Table 1.

| MIDR [%] | <0.25 | 0.25-0.5 | 0.5-1.0 | 1.0-1.5 | >1.5 |
|----------|-------|---------|--------|--------|------|
| SDC (5 classes) | Null | Slight | Moderate | Heavy | Destruction |
| SDC (3 classes) | Slight (“S”) | Moderate (“M”) | Heavy (“H”) |
| Description | No damages or repairable damages in structural system | Significant but repairable damages in structural system | Non-repairable damages in structural system |

Using the values which are presented in Table 1 the definition of characteristic values for the MIDR is feasible. For example, if three SDC are considered, as is the case in the present paper, then two characteristic values for the MIDR can be defined, namely the value 0.5% which corresponds to the limit between the Slight (“S”) SDC and Moderate (“M”) SDC and the value 1.0% which corresponds to the limit between the “M” SDC and Heavy (“H”) SDC. Thus, two different approaches for the formulation of the problem as PR problem were considered in the current study:

- First Approach (Approach 1 or A1). Definition of two classes: the class of buildings for which the SDC for \( \theta=0 \), SDC(\(\theta=0\)), is changed for \( \theta=\theta_{cr} \) (i.e. if MIDR<0.5% for \( \theta=0 \) becomes MIDR>0.5% for \( \theta=\theta_{cr} \)) or if 0.5%<MIDR<1.0% for \( \theta=0 \) becomes MIDR>1.0% for \( \theta=\theta_{cr} \), and the class of buildings for which the SDC for \( \theta=0 \), SDC(\(\theta=0\)), is not changed for \( \theta=\theta_{cr} \) (i.e. if MIDR<0.5% for \( \theta=0 \) remains MIDR<0.5% for \( \theta=\theta_{cr} \) or if 0.5%<MIDR<1.0% for \( \theta=0 \) remains 0.5%<MIDR<1.0% for \( \theta=\theta_{cr} \)). It must be noted that the case in which MIDR(\(\theta=0\))>1.0% is not considered herein because if a building suffers heavy damages for \( \theta=0 \) its SDC can not be changed for \( \theta=\theta_{cr} \). In other words, the A1 corresponds to a two class PR problem the solution of which leads to the
answer to the question if the SDC of an RC building for $\theta=0$ ($\text{SDC}(\theta=0)$) is increased for $\theta=\theta_\circ$ (i.e. $\text{SDC}(\theta=\theta_\circ)>\text{SDC}(\theta=0)$) $\rightarrow$ significant influence of $\theta_\circ$ or not (i.e. $\text{SDC}(\theta=\theta_\circ)=\text{SDC}(\theta=0)$ $\rightarrow$ insignificant influence of $\theta_\circ$), regardless of the SDC for $\theta=0$ ($\text{MIDR}(\theta=0)<0.5\%$ or $0.5\%<\text{MIDR}(\theta=0)<1.0\%$). This approach does not give additional information about the magnitude of change of SDC for $\theta=\theta_\circ$, but simply gives the information about the change (or not) of SDC.

- Second Approach (Approach 2 or A2). In the framework of the second approach more details about the influence of $\theta_\circ$ on the SDC can be extracted. To this end, the buildings are separated in two categories: the buildings which are classified to “$S$” SDC for $\theta=0$ (i.e. $\text{MIDR}(\theta=0)<0.5\%$) and to those which are classified to “$M$” SDC for $\theta=0$ (i.e. $0.5\%<\text{MIDR}(\theta=0)<1.0\%$). For buildings which are classified to “$S$” SDC for $\theta=0$ the problem can be defined as a two or a three class PR problem. More specifically, the consideration of a three class PR problem (Approach 2 / Category 3S, or A2/C3S) leads to the prediction of the exact category of buildings’ SDC for $\theta=\theta_\circ$ and not only to the prediction about the change (or not) of the SDC for $\theta=\theta_\circ$. In other words, in this case the three classes are defined by means of the following criteria: Class 1 {SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$S$"}, Class 2 {SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$"} and Class 3 {SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$H$"}. The Class 1 corresponds to insignificant influence of the $\theta_\circ$ on the SDC, whereas, on the contrary, the Classes 2 and 3 correspond to significant influence. Correspondingly, in case of the two class PR problem (Approach 2 / Category 2S, or A2/C2S) the two classes are defined by means of the following criteria: Class 1 {SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$S$"} and Class 2 {SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$" or SDC($\theta=\theta_\circ$)= "$H$"}. Finally, in the framework of the second approach a separate procedure for buildings which are classified in “$M$” SDC for $\theta=0$ is followed (Approach 2 / Category 2M, or A2/C2M). More specifically, in this case only two classes can be defined, i.e. the Class 1 {SDC($\theta=0$)="$M$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$"} and the Class 2 {SDC($\theta=0$)="$M$" $\rightarrow$ SDC($\theta=\theta_\circ$)= "$H$"}.

The aforementioned two approaches for the solution of the problem of the current study are summarized in Table 2 (in this Table the correspondence of each class to the significance or the insignificance of the influence of $\theta_\circ$ on the SDC is also presented).

| Approach/Category | Classes | Criteria of classes / Significant influence of $\theta_\circ$ |
|-------------------|---------|----------------------------------------------------------|
| A1 2              | Class 1: SDC($\theta=\theta_\circ$)=SDC($\theta=0$) / NO  |
|                   | Class 2: SDC($\theta=\theta_\circ$)>SDC($\theta=0$) / YES |
| A2/C3S 3          | Class 1: SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$S$" / NO  |
|                   | Class 2: SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$" / YES |
|                   | Class 3: SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$H$" / YES |
| A2/C2S 2          | Class 1: SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$S$" / NO  |
|                   | Class 2: SDC($\theta=0$)="$S$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$" or "$H$" / YES |
| A2/C2M 2          | Class 1: SDC($\theta=0$)="$M$" $\rightarrow$ SDC($\theta=\theta_\circ$)="$M$" / NO  |
|                   | Class 2: SDC($\theta=0$)="$M$" $\rightarrow$ SDC($\theta=\theta_\circ$)= "$H$" / YES |

Obviously, the A1 concerns all buildings regardless of their classification to an SDC for $\theta=0$. Thus, this approach is applicable whether the classification of buildings to SDC for $\theta=0$ is known or not. On the contrary, if the A2 is chosen the problem is solved selecting one of the categories A2/C3S or A2/C2S in combination to the category A2/C2M. In other words, the solution of the problem using the A2 is achieved by the selection to
formulate it using one of the following pairs (Analysis Types): “A2/(C3S + C2M)” or “A2/(C2S + C2M)”. Thus, the solution of the problem using one of the two types of A2 is feasible only if the SDC of buildings for θ=0 is known.

The categories of the MLP networks which were used for each one of the aforementioned alternative formulations of the problem are summarized in Table 3. It must be noted that the names of networks in Table 3 concern the type of Analysis. The complete names of them also contain the version of buildings (BB, RIB, IIB) as it will be presented in section 4.

| Analysis Type | Names of Networks | Number of Classes |
|---------------|-------------------|-------------------|
| “A1”          | NA1 (all buildings) | 2                  |
| “A2/(C3S+C2M)”| NA2C3S (buildings classified to SDC “S” for θ=0) | 3 if SDC(θ=0)=“S” |
|               | NA2C2M (buildings classified to SDC “M” for θ=0) | 2 if SDC(θ=0)=“M” |
| “A2/(C2S+C2M)”| NA2C2S (buildings classified to SDC “S” for θ=0) | 2 if SDC(θ=0)=“S” |
|               | NA2C2M (buildings classified to SDC “M” for θ=0) | 2 if SDC(θ=0)=“M” |

On the basis of the selected approach (A1 or A2) the general form of the procedure for the investigation of the significance (or the insignificance) of the influence of the critical seismic angle on RC buildings’ SDC (considering that the used MLP networks are already trained), which is used in the current study, is described by means of the flowcharts of Figure 3.

It must be noted that when the A2 approach is used there are two alternatives for the estimation of the SDC(θ=0): (a) with application of NTHA or (b) using MLP networks (Figure 3(b)). In order to adopt the alternative (b) it is necessary appropriately trained networks to be available (Nθ0 networks in Figure 3(b)). These networks must be trained in parallel with the networks which predict the level of influence of θc on SDC. The procedure and the details for the configuration and the training of Nθ0 networks are given by Morfidis and Kostinakis [32]. However, in the present study the source of the information about the classification of buildings in SDC for θ=0 (i.e. NTHA or Nθ0 networks) does not affect the procedure of investigation.
3.3. Selection of ground motions, RC buildings and the training data set generation

The training data-set generation using numerical procedures requires initially properly selection of RC buildings and ground motion records. After these selections, as it is well-known, the training data-set is generated through a series of NTHA of each one of the selected buildings for all the selected ground motion records. The whole procedure for the generation of a training data-set using numerical approach is fully described in [32]. This type of procedure was also used in the present study. However, a significant differentiation was necessary here. More specifically, on the contrary to the procedure which is described in [32], each one of the selected RC building was analyzed for all the selected ground motion records not only considering seismic angle \( \theta = 0 \), but considering seismic angles between 0 and 355 degrees \((\theta = 0^\circ, 5^\circ, 10^\circ, \ldots, 355^\circ)\), as it is illustrated in Figure 4 (for more details see also [6]). Therefore, for each one of the selected RC build-
ings and each one of the selected ground motion records 72(=360/5) NTHA were performed. The seismic angle for which the MIDR value is maximized is the $\theta_{cr}$. Then, based to the corresponding MIDR values, the classification of each one of the selected RC buildings in the three pre-defined SDC of Table 1 for the seismic angles $\theta=0$ (SDC($\theta=0$)) and $\theta=\theta_{cr}$ (SDC($\theta=\theta_{cr}$)) is accomplished and stored using the procedure of Figure 4(b). Finally, the sets of target vectors in forms compatible to the approaches A1 and A2 (Table 2 and Table 3) are formed.

Figure 4. Flowchart of the procedure used for the generation of the training data-sets

As regards the selected RC buildings, 30 different types regarding their structural system were configured, modelled and designed according to the provisions of EN1992-1-1 [49] and EN1998-1 [16]. These buildings are regular in elevation according to EN1998-1. Due to the fact that the selected buildings were used in previous published research works of authors, more details and fully description about their configuration and modelling (for the design purposes and the NTHA) can be found in [32,33]. However, it must be stressed herein that for each one of the 30 selected RC buildings three different versions were considered as regards their masonry infills (see also [33]): (i) Buildings without masonry infills (Bare Buildings or BB), (ii) Buildings with masonry infills in all storeys (Regularly Infilled Buildings or RIB) and (iii) Buildings with masonry infills in all storeys except of the ground storey (Irregularly Infilled Buildings or IIB). For each one of these three versions of buildings, separate training data-sets were generated according to approaches A1 and A2 (Table 2 and Table 3). Thus, all analyses which are presented in the current paper (section 4) were performed separately for each one of the three aforementioned versions of the selected buildings.

Finally, as regards the selected seismic ground motions, the 65 ground motion records which are presented in [32] were also used in the current study. Therefore, for the generation of each one of the three training data-sets 140400(=30 buildings x 65 ground motions x 72 seismic angles) NTHA were performed. This means that the procedure
which is described in Figure 4 was performed $\frac{140400}{72}=1950$ times for each one of the three versions of the 30 selected RC buildings. The number of the target vectors and their form (which corresponds to the networks that are presented in Table 3) for each one of the three versions of the selected RC buildings are given in Table 4.

Table 4. Number of samples and the form of target vectors for each one of the networks and the versions of the selected RC buildings

| Network | Number of samples | Form of Target Vectors (TV) |
|---------|-------------------|-------------------------------|
| NA1     | BB: 1006 (=1950-944*), IIB: 1539 (=1950-411*), IIB: 1052 (=1950-898*) | TV=[1 0]' (Class 1) TV=[0 1]' (Class 2) |
| NA2C3S  | BB: 563 (=1950-443-944*), RIB: 1075 (=1950-464-411*), IIB: 673 (=1950-379-898*) | TV=[1 0 0]' (Class 1) TV=[0 1 0]' (Class 2) TV=[0 0 1]' (Class 3) |
| NA2C2S  | BB: 563, RIB: 1075, IIB: 673 | TV=[1 0]' (Class 1) TV=[0 1]' (Class 2) |
| NA2C2M  | BB: 443 (=1950-563-944*), RIB: 464 (=1950-1075-411*), IIB: 379 (=1950-673-898*) | TV=[1 0]' (Class 1) |

*Number of samples which are classified in SDC “H” for $\theta=0$

3.4. Selection of parameters for the input vectors

A very important part of the current study was the selection of parameters for the input vectors of the used MLP networks. Generally, in problems which concern the prediction of the seismic damage of buildings the input vectors of the MLP networks must contain seismic and structural parameters (see e.g. [23, 28, 29, 50, 51]).

As regards the seismic parameters, previous research works indicate that the well-documented seismic parameters which are defined and used in the specific literature (see e.g. [52]) led to reliable results. Taking into consideration that in analyses of 3D RC buildings the vertical component of earthquake records is usually neglected (except for the case of structures with special characteristics which are not the subject of the current study) the input vectors must contain values of seismic parameters which are extracted from a selected combination rule of their values along the two horizontal components of the excitation (i.e. their geometric mean value, e.g. [53]). However, due to the fact that the target of the current study is the investigation of the influence of $\theta_{cr}$ on the SDL of RC buildings it is more rational to select as seismic parameters in the input vectors the ratios of their values along the two horizontal components of the seismic excitation rather than their values extracted by a combination rule. Thus, the ratios of the minimum to the maximum value of the selected seismic parameters were used in input vectors for MLP networks, as it is presented by the general Equation (2).

$$SIP_{\min}\left(SIP(dir1);SIP(dir2)\right)\min\left(SIP(dir1);SIP(dir2)\right)$$

$$\max\left(SIP(dir1);SIP(dir2)\right)$$

Where:

- $SIP$ is the value of the Seismic Input Parameter which is introduced to the input vector,
- $SIP(dir1)$ is the value of the Seismic Input Parameter which is extracted from the accelerogram that corresponds to the horizontal direction 1 of the seismic excitation,
- $SIP(dir2)$ is the value of the Seismic Input Parameter which is extracted from the accelerogram that corresponds to the horizontal direction 2 of the seismic excitation.

It must be noted that the directions 1 and 2 correspond to the horizontal axes along which the seismic excitations’ accelerograms are recorded (see Figure 1).
The selection of seismic parameters was based on the corresponding selection which was made in previous published research works of authors (see e.g. [32]) but it was necessary to make some changes herein. More specifically, the seismic parameters which are based on the earthquakes’ duration, namely the Uniform Duration, the Bracketed Duration and the Significant Duration (see e.g. [52]) were excluded due to the fact that their values for one or for both of the horizontal directions for some of the 65 earthquakes used for the generation of the training data set are equal to zero. This fact led to problems in the application of Equation (2) (0/0 ratios). Thus, the selected seismic parameters which are introduced in the input vectors in the present study are 12 and are summarized in Table 5.

Table 5. The selected seismic parameters for the input vectors of MLP networks

|   |   |
|---|---|
| 1 | Peak Ground Acceleration (PGA) |
| 2 | Peak Ground Velocity (PGV) |
| 3 | Specific Energy Density (SED) |
| 4 | Arias Intensity (Ia) |
| 5 | Predominant Period (PP) |
| 6 | Housner Intensity (HI) |
| 7 | Acceleration Spectrum Intensity (ASI) |
| 8 | Cumulative Absolute Velocity (CAV) |
| 9 | Peak Ground Displacement (PGD) |
| 10 | Effective Peak Acceleration (EPA) |
| 11 | Sustained Max Acceleration (SMA) |
| 12 | Sustained Max Velocity (SMV) |

Many structural parameters can be used for the description of the seismic response of RC buildings. These parameters generally quantify the stiffness and the strength of buildings under seismic loads. The nature of the present study, which concerns in fact mainly a geometric problem, and the above described rationale of selection of the seismic input parameters (Equation (2)) led to the selection of the following three Structural Input Parameters (SIP):

(a) The ratio of the minimum to the maximum value of uncoupled fundamental natural periods \( T_{1,X}, T_{1,Y} \) of buildings for pure vibration along their structural axes \( X, Y \) (see Figure 5) respectively.

\[
\text{SIP}1 = \frac{\min\{T_{1,X}, T_{1,Y}\}}{\max\{T_{1,X}, T_{1,Y}\}}
\]

(b) The ratio of the buildings’ total height \( H_{\text{tot}} \) to the square root of the sum of squares of the horizontal dimensions \( L_X \) and \( L_Y \) of their plans along the structural axes \( X, Y \) (see Figure 5).

\[
\text{SIP}2 = \frac{H_{\text{tot}}}{\sqrt{L_X^2 + L_Y^2}}
\]

This parameter expresses the slenderness of buildings and plays a significant role to their seismic response because it gives an additional index of the horizontal stiffness. It must be noted that this parameter can be defined not only in case of buildings with rectangular plan but also in any case using equivalent horizontal dimensions along the structural axes \( X, Y \) (see Figure 5).
(c) The ratio of the structural eccentricity (i.e. the distance between the mass center (MC) and the stiffness center (SC) of storeys) e₀ to the dimension of plan of the building which is parallel to it (see Figure 5).

\[ \text{StIP3} = \frac{e_0}{L_{eo}} \]  

This parameter indicates the degree of the eccentricity of the forces induced by seismic excitations. It is well-documented that this degree affects significantly the level of seismic damage.

Therefore, in the current research 15 input parameters (12 seismic parameters and 3 structural parameters) were used as elements of the input vectors of MLP networks. The general form of these input vectors (dimensions 15x1) is given by Equation (6).

\[
\begin{align*}
\mathbf{x} &= [\mathbf{x}_{\text{seism}} \quad \mathbf{x}_{\text{struct}}]^{T} \\
\mathbf{x}_{\text{seism}} &= \begin{bmatrix}
\text{PGA}_{\text{min}} & \text{PGV}_{\text{min}} & \text{PGD}_{\text{min}} & I_{s_{\text{min}}} & \text{SED}_{\text{min}} & \text{CAV}_{\text{min}} \\
\text{PGA}_{\text{max}} & \text{PGV}_{\text{max}} & \text{PGD}_{\text{max}} & I_{s_{\text{max}}} & \text{SED}_{\text{max}} & \text{CAV}_{\text{max}}
\end{bmatrix}^{T} \\
\mathbf{x}_{\text{struct}} &= \begin{bmatrix}
\text{ASI}_{\text{min}} & \text{HI}_{\text{min}} & \text{EPA}_{\text{min}} & \text{SMA}_{\text{min}} & \text{PP}_{\text{min}} & \text{SMV}_{\text{min}} \\
\text{ASI}_{\text{max}} & \text{HI}_{\text{max}} & \text{EPA}_{\text{max}} & \text{SMA}_{\text{max}} & \text{PP}_{\text{max}} & \text{SMV}_{\text{max}}
\end{bmatrix}^{T}
\end{align*}
\]

3.5. Parametric investigation for the optimum configuration of the used MLP networks

It is well-known that the performance of the MLP networks is strongly affected by their configuration, i.e. the selection of the parameters which constitute their structure (Figure 2). These parameters are the number of hidden layers, the neurons in each one of the hidden layers and the activation functions of neurons (see e.g. [54]). Furthermore, additional choices affect the solution of problems by means of MLP networks. These are: the normalization functions of the input and output vectors, the procedure for the partitioning of the generated data-set in training, validation and testing subsets, the performance evaluation parameters and the training algorithms.

In the current study the choices for the aforementioned parameters are summarized in Figure 6. More details about the procedure of the parametric investigation for the optimum selection of the parameters which affect the performance MLP networks are presented in [32]. The results of this investigation are demonstrated and discussed in section 4.
4. Presentation and evaluation of the results of the training procedures

In the current section the results extracted from the procedures which were described in section 3 are presented and evaluated. The basic performance evaluation metric for the studied MLP networks is the Overall Accuracy (OA) index. The OA is the ratio of the samples of a data-set which are classified to the correct class to the total number of samples of this data-set. This index is usually a part of the Confusion Matrices (CM) (see e.g. [34,55]). Additionally, other parameters which are defined in CMs are also used if the OA comparisons do not lead to clear conclusions. Thus, the entire CMs are also presented. As it is presented in Figure 6 the generated data-set (sub-section 3.3) it is partitioned (for the purposes of the training procedures) in three sub-sets: the training sub-set, the validation sub-set and the testing sub-set. The results of the investigations for the optimum configuration of the MLP networks using the selected metrics (OA index and the other indices of CMs) are presented for the testing sub-set, the training sub-set as well as for the total data-set in any case. However, the performance evaluation using the selected metrics is based on the testing sub-sets because these sub-sets extract reliable estimations about the generalization ability of the MLP networks (i.e. contribute to the check of existence (or non-existence) of overfitting during the training procedure (see e.g. [56,57])).

As it was noted in sub-section 3.2. the two approaches for the solution of the problem (A1, A2) lead to three different analysis types (Table 3). The two different types of approach A2 (i.e. “A2/(C3S+C2M)” and “A2/(C2S+C2M)”) differ only in the definition of the number of SDC(θ=θ_{cr}) for buildings which are classified in “S” class for θ=0 (three SDC(θ=θ_{cr}) in case of C3S and two SDC(θ=θ_{cr}) in case of C2S). On the contrary, the number of classes for buildings which are classified in SDC “M” for θ=0 is two in any case (Table 3). Therefore, in order to compare the approaches A1 and A2, the comparison of the two types of the approach A2 must be performed initially. More specifically, the categories C3S and C2S must be compared firstly and then the more reliable between them, in conjunction with C2M, can be compared with the approach A1.

The whole procedure for the evaluation of the proposed Approaches A1 and A2 was performed separately for the three different versions of the selected RC buildings (i.e. BB, RIB, IIB). Thus, the presentation of the results follows this rationale. Finally, it must be noted that the presentation of the results in this section is separated in three parts. In the first part (section 4.1.) the results of the investigation for the optimum configured MLP networks for the approach A1 are presented and discussed. The second part (section 4.2.) concerns the corresponding procedure for the Approach A2. Finally, in the third part (section 4.3.) the results of the comparison between the optimum configured MLP networks of the two approaches are discussed.
4.1. Optimum configuration of the MLP networks used for the implementation of Approach A1

In Figure 7 the values of the OA index for the three versions of the selected RC buildings are presented. More specifically, this figure contains the maximum values of OA index which are extracted by the optimum configured MLP networks with one or two hidden layers trained using the Resilient Backpropagation (RP) algorithm (see e.g. [58]) and the Scaled Conjugate Gradient (SCG) algorithm (see e.g. [59]). In Table 6 the corresponding configuration parameters of the optimum MLP networks (number of hidden layers, number of neurons/hidden layer and activation functions of neurons) which extract the OA values of Figure 7 are summarized.

From the study of Figure 7 the following main conclusions can be mentioned:

- The networks with two hidden layers extract greater OA values than the networks with one hidden layer. However, the differences between them are not significant. More specifically, in case of training using the RP algorithm these differences fluctuate between 3.1%-6.7% for BB, 2.2%-6.7% for RIB and 5.3%-9.5% for IIB. The corresponding fluctuations in case of training using SCG algorithm are 2.1%-3.1% (BB), 2.7%-3.8% (RIB) and 3.2%-3.8% (IIB).
- As regards the evaluation of the used training algorithms for the networks with two hidden layers, the RP algorithm is in any case more effective than the SCG algo-
rithm. However, the extracted OA index values are in general acceptable regardless
the used training algorithm. More specifically, the RP algorithm extracts OA values
higher than 82% (in case of BB and IIB are almost equal to 90%), whereas, the cor-
responding values extracted by the SCG algorithm are slightly smaller.

The basic conclusion which can be extracted from the study of Table 6 is that, with
only one exception, the configuration of all optimum networks includes the Tansig acti-
vation function in the output layer.

**Table 6.** The parameters of the optimum configured networks used for the implementation of A1

| Version of buildings | BB | RIB | IIB |
|----------------------|----|-----|-----|
| Training Algorithm   |    |     |     |
| Number of HL         | 1  | 2   | 1   |
| Activation Functions | T/T| T/T | T/T |
| Neurons/HL           |   | 60  | 50  |
| Training data set    |    |     |     |
| Activation Functions | T/T| T/L/T| T/T |
| Neurons/HL           |   | 46  | 52  |
| Testing data set     |    |     |     |
| Activation Functions | T/L| T/L | T/L |
| Neurons/HL           |   | 50  | 52  |
| Testing data set     |    |     |     |
| Activation Functions | T/T| T/L | T/L |
| Neurons/HL           |   | 30  | 48  |

**Total data set**

| Activation Functions | T/T| T/L | T/L |
| Neurons/HL           | 60 | 50  | 52  |

**Notation:** T=Tansig, L=Logsig, HL=Hidden Layer

Due to the fact that the abovementioned differences between the maximum values
of the OA index extracted by the networks with one or two hidden layers are not signif-
icant, a further examination of their performance using the other parameters which are
defined through the CMs, is required. Thus, in Figure 8 the CMs of the optimum config-
ured networks with one and two hidden layers which correspond to the testing sub-sets
for the three versions of the selected RC buildings are presented.

**Figure 8.** CMs according to the testing sub-sets extracted by the optimum configured NA1 net-
works: (a) BB, (b) RIB, (c) IIB.
From the study of Figure 8 it is obvious that the networks with two hidden layers are more efficient than the networks with one hidden layer, not only on the basis of the OA index values but also according to the other two indices which are defined in CMs, namely the Recall (R) index and the Precision (P) index. More specifically, the networks which are the most efficient according to OA index (Figure 7) have also, in general, higher values of R-index and P-index for the 3 versions of studied RC buildings (BB, RIB, IIB). This means that the optimum configured networks with two hidden layers classifies efficiently the studied samples in each one of the two SDC. Therefore, the high OA values of Figure 7 are extracted due to correct classifications to both the two pre-defined SDC and not to only one of them.

After the above presented study of the results extracted from the trained networks used for the solution of the problem according to A1, it can be concluded that the most efficient (optimum configured) networks on the basis of the testing sub-set are those which are summarized in Table 7.

Table 7. Configuration parameters and names of the optimum networks used for the approach A1

| Version of buildings | BB  | RIB | IIB |
|----------------------|-----|-----|-----|
| Training Algorithm   | RP  | RP  | RP  |
| Number of HL         | 2   | 2   | 2   |
| Activation Functions | L/L/T | L/L/T | T/T/T |
| Neurons/HL           | 36/34 | 28/14 | 20/10 |
| Name of Network      | NA1-BB | NA1-RIB | NA1-IIB |

Notation: T=Tansig, L=Logsig, HL=Hidden Layer

4.2. Optimum configuration of the MLP networks used for the implementation of Approach A2

As it was mentioned above (and in Table 3) the A2 is defined using two alternative types which differ in the number of the pre-defined SDC for the buildings which are classified in SDC “S” for θ=0 (categories C3S and C2S). On the contrary, only one category for classification of buildings which are classified in SDC “M” for θ=0 is defined (category C2M). Thus, in order to compare the two types of A2 (i.e. “A2/(C3S+C2M)” and “A2/(C2S+C2M)” in Table 3), a comparison between the categories C3S (Networks NA2C3S) and C2S (Networks NA2C2S) must be performed.

4.2.1. Comparative evaluation of the optimum configured NA2C3S and NA2C2S networks

In Figure 9 the OA index values extracted by the optimum configured networks NA2C3S and NA2C2S for the three versions of the selected RC buildings are presented.

From the study of Figure 9 the following main conclusions are extracted:

- In general, the C2S extract more reliable predictions than the C3S. This conclusion is valid for the three versions of RC buildings. However, the differences between the two categories is not significant especially in case of BB (maximum difference 2.44%). For the other two versions of buildings the differences are greater but not significant (the maximum differences are 11% for RIB and 7.8% for IIB).
- According to the testing sub-sets, which are generally used in the current paper for the comparisons, no clear conclusion can be extracted as regards the most efficient training algorithm. In case of C3S the SCG algorithm is more efficient than the RP only for BB. On the contrary, in case of C2S the RP algorithm is more efficient than the SCG only for IIB.
- The addition of the second hidden layer improves the OA index values but no significantly as regards the comparisons using the testing sub-sets. For BB the differences of maximum OA index values between the networks with 1 and 2 hidden layers are 4.8% in case of C3S and 3.6% in case of C2S. For RIB the corresponding
differences are 3.2% in case of C3S and 5.1% in case of C2S, whereas for IIB are 2.3% in case of C3S and 3.2% in case of C2S.

The results of the above analysis lead to the requirement for additional evaluation using the other metrics which are defined in CMs for the extraction of a more robust conclusion as regards the most efficient category between C3S and C2S. Thus, in Figure 10, the CMs of the best configured networks of Figure 9 (i.e. the networks which extract the maximum OA index values presented in Figure 9) are illustrated.

The configurations of CMs of Figure 10, indicate that the performance of NA2C2S networks is generally very efficient regardless of the version of RC buildings (BB, RIB, IIB). Indeed, for all versions of buildings the values of the R-index and the P-index are greater than 75.8%. In addition, the vast majority of the values of these indices are greater than 85%. On the contrary, as regards the NA2C3S networks, the corresponding level of efficiency for all versions of buildings is not clear. In case of BB the values of R- and P-factors are extremely high but the configuration of the corresponding testing sub-set contains only samples which are classified to SDC “S” for θ=0. Therefore, no conclusion can be extracted for the ability of the network to classify correctly the samples to other SDC. After an extended investigation for other configurations of testing sub-sets (it is reminded herein that in any training procedure the sub-sets are formed randomly) which contain all SDC(θ=0) it was extracted that the corresponding OA was smaller than 98.8%. Thus, in any case, the NA2C3S networks can not be characterized as more effective than the NA2C2S for BB. As regards the RIB is it obvious that the values of R-index and the P-index can not considered as acceptable. Finally, the same holds for the values of R-index of CM of RIB. For the above-mentioned reasons, the C2S (networks NA2C2S) is obviously more efficient than the C3S (networks NA2C3S).
4.2.2. Optimum configuration of the NA2C2M networks

In the sub-section 4.2.1. it was proven that the NA2C2S optimum configured networks are more efficient than the NA2C3S ones. In the current section the results of the procedure for the investigation of the optimum configured NA2C2M network is presented.

In Figure 11 the OA index values extracted by the optimum configured NA2C2M networks for the three versions of the selected RC buildings are summarized. From the study of Figure 11 it can be concluded that, as in the above examined cases, the networks with two hidden layers extract higher OA values than the networks with one hidden layer. In addition, these OA values are higher than 90% for each one of the three versions of RC buildings. As regards the most efficient training algorithms no general conclusion can be extracted, since for the BB and RIB the SCG algorithm is more efficient than the RP algorithm, whereas for IIB the opposite is true. However, these differences between the OA values extracted using the two algorithms are no significant, especially for the testing sub-sets (less than 3.3%).
In order to confirm more robustly the advantage of networks with 2 hidden layers, the CMs which correspond to the optimum configured networks with 1 and 2 hidden layers (Figure 11) on the basis of the testing sub-sets, are presented in Figure 12.
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Figure 11. Maximum OA index values extracted by NA2C2M networks with 1 or 2 hidden layers: (a) BB, (b) RIB, (c) IIB

![Figure 12](image2)

Figure 12. CMs according to the testing sub-sets extracted by the optimum configured NA2C2M networks: (a) BB, (b) RIB, (c) IIB.
The study of Figure 12 confirms (on the basis of R-index and the P-index) the conclusion that the networks with 2 hidden layers are more efficient than the networks with 1 hidden layer. Indeed, the vast majority of the R-index and R-index values of CMs which correspond to networks with 2 hidden layers are greater than 90%. On the contrary, the vast majority of the corresponding values of the CMs of networks with 1 hidden layer are lower than 90%.

Closing the presentation of the results of the investigation for the optimum configuration of MLP networks used for the implementation of the approach A2, the parameters of the optimum configured NA2C3S, NA2C2S and NA2C2M networks are summarized in Table 8.

Table 8. Configuration parameters and names of the optimum networks used for the implementation of the approach A2

| Category                  | A2/C3S BB | A2/C2S BB | A2/C2S RIB | A2/C2S IIB | A2/C2M BB | A2/C2M RIB | A2/C2M IIB |
|---------------------------|-----------|-----------|------------|------------|-----------|------------|------------|
| Version of buildings      | BB        | RIB       | IIB        | BB         | RIB       | IIB        | BB         |
| Training Algorithm        | SCG       | RP        | RP         | SCG        | SCG       | RP         | SCG        |
| Number of HL              | 2         | 2         | 2          | 2          | 2         | 2          | 2          |
| Activation Functions      | T/L/L     | L/L/T     | L/L/T      | T/T/T      | T/L/T     | L/T/T      | T/T/T      |
| Neurons/HL                | 30/50     | 16/52     | 44/26      | 36/46      | 50/36     | 46/16      | 56/38      |
| Name of Network           | NA2C3S-BB | NA2C3S-RIB| NA2C3S-IIB | NA2C2S-BB  | NA2C2S-RIB| NA2C2S-IIB | NA2C2M-BB  |

4.3. Comparison of the efficiency of the optimum configured networks for Approaches A1 and A2

In this sub-section the results of the comparison between the optimum configured networks used for the implementation of the Approaches A1 and A2 are presented and evaluated. More specifically, the networks described in Table 7 (Approach A1) and Table 8 (Approach A2) are compared using the percentages of the correct classifications (OA index values) which are extracted for the samples of the testing sub-sets. It is reminded here that as regards the Approach A2 the type “A2/(C2S+C2M)” is more efficient than the type “A2/(C3S+C2M)” as it was proven in sub-section 4.2. Therefore, the results extracted by the networks NA1-BB, NA1-RIB and NA1-IIB (Table 7) are compared to those extracted by the networks NA2C2S-BB/NA2C2M-BB, NA2C2S-RIB/NA2C2M-RIB and NA2C2S-IIB/NA2C2M-IIB (Table 8) respectively. Thus, in Figure 13 the OA values which are extracted by the abovementioned networks are summarized.

Figure 13. OA values extracted by the optimum configured networks of Approaches A1 and A2
The results presented in Figure 13 indicate that the Approach A2 is clearly more efficient than the Approach A1 according to the OA index values for each one of the three versions of the selected RC buildings. However, the efficiency of the Approach A1 is not unacceptable, since the OA index of the corresponding classifications is greater than 82% for RIB, whereas is close to 90% for BB and IIB. Definitely, the vast majority of the OA values extracted by means of Approach A2 is greater than 90%, but it must be reminded that the implementation of A2 requires the knowledge of the classification of buildings to an SDC for \( \theta = 0 \). This means that NTHA or the simulation of properly trained MLP networks are required for this classification (N\( \Theta \)0 networks in Figure 3(b)).

Therefore, the implementation of A2 is accompanied by an additional classification for the studied buildings. This additional classification can possibly add errors to the entire procedure. On the other hand, the Approach A1 is free of these errors and is more flexible, because it can be implemented regardless of the existence or no of classification of buildings for \( \theta = 0 \).

Finally, the conclusion regarding the higher efficiency of the Approach A2 is also confirmed by means of the CMs (i.e. the corresponding values of R-index and P-index) which are summarized in Figure 14.

5. Conclusions

In the current paper the ability of the Multilayered Feedforward Perceptron (MLP) networks to reliably predict in real time the influence of the critical angle of seismic excitation \( \theta_c \) on the seismic damage of RC buildings is studied. To this end, the problem was defined and solved as a Pattern Recognition (PR) problem. Thus, three different Seismic Damage Classes (SDC) were defined (“Slight” or “S”, “Moderate” or “M” and “Heavy” or “H”) on the basis of the Maximum Interstorey Drift Ratio (MIDR), which is a widely used seismic damage index. Two different Approaches for the definition of the PR problem were considered. The first one (Approach 1 or A1) is a two-class PR problem where the one class corresponds to buildings for which the SDC for \( \theta = \theta_c \) is not increased for \( \theta = 0 \) (Class 1: SDC(\( \theta = \theta_c \))=SDC(\( \theta = 0 \))), whereas the second class corresponds to the opposite condition (Class 2: SDC(\( \theta = \theta_c \))>SDC(\( \theta = 0 \))). The second one (Approach 2 or A2) is based on the initial separation of buildings in two categories, namely the buildings...
which are classified to “S” SDC for θ=0 and those which are classified to “M” SDC for θ=0. Then, two different categories of A2 are defined: in the framework of the first one (A2/C3S) three classes are considered for the buildings which are classified to “S” SDC for θ=0 \( \rightarrow \) SDC(θ=θ_{cr})=“S”, Class 1: SDC(θ=0)=“S” \( \rightarrow \) SDC(θ=θ_{cr})=“S”, Class 2: SDC(θ=0)=“S” \( \rightarrow \) SDC(θ=θ_{cr})=“M”, Class 3: SDC(θ=0)=“S” \( \rightarrow \) SDC(θ=θ_{cr})=“H”), whereas in the framework of the second one (A2/C2S) two classes for these buildings are defined \{Class 1: SDC(θ=0)=“S” \( \rightarrow \) SDC(θ=θ_{cr})=“S”, Class 2: SDC(θ=0)=“S” \( \rightarrow \) SDC(θ=θ_{cr})=“M” or “H”\}. On the other hand, two classes for the buildings which are classified to “M” SDC for θ=0 (category A2/C2M) are considered in any case \{Class 1: SDC(θ=0)=“M” \( \rightarrow \) SDC(θ=θ_{cr})=“M”, Class 2: SDC(θ=0)=“M” \( \rightarrow \) SDC(θ=θ_{cr})=“H”\}. Thus, two analysis types were defined in the framework of A2: “A2/(C3S+C2M)” and “A2/(C2S+C2M)”, whereas one analysis type was defined in the framework of A1 (the analysis type “A1”).

For each one of the above-mentioned analysis types one category (four in total) of MLP networks (NA1 networks for “A1”, NA2C3S networks for “A2/C3S”, NA2C2S networks for “A2/C2S” and NA2C2M networks for “A2/C2M”) was configured and trained using training data-sets which were generated by the authors in previous published research papers on the basis of three different versions of 30 properly selected RC buildings (Bare Buildings “BB”, Regularly Infilled Buildings “RIB”, and Irregularly Infilled Buildings “IIB”). As regards the input vectors for the MLP networks, twelve widely used seismic parameters and three structural parameters were used. Due to the fact that the scope of the current research is the study of the influence of the critical angle of seismic excitation on the seismic damage, the min/max ratios of the values of the selected seismic parameters which correspond to the two recorded horizontal components of excitations, instead of the values which are extracted using a numerical combination of them, were used. As regards the three structural parameters, the selection of them was also based on the nature of the problem, as well as on general (and macroscopic) indices which influence the seismic damage response of buildings. Extended parametric investigation for the detection of the optimum configuration of each one of the four categories of the MLP networks was performed. In this investigation the number of hidden layers, the number of neurons in each hidden layer, the type of activation functions of neurons and the training algorithms were examined. Thus, this parametric investigation led to the optimum configured network of each one of the four categories. The performance of the studied configurations was evaluated using the Overall Accuracy (OA) index. In cases in which this index fails to lead to clear conclusions the other metrics which are defined in the framework of the Confusion Matrices (CM), i.e. the R-index and the P-index were additionally used. The evaluation of networks was based in any case on the testing sub-sets which are the parts of the data-sets used for the investigation of their generalization ability.

The main conclusions which were extracted from the above described research procedure are the following:

- Between the two different categories of the Approach A2 for the buildings which are classified to SDC “S” for θ=0, the “A2/C2S” was proven more efficient than the “A2/C3S” for all versions of the studied RC buildings (BB, RIB, IIB). This conclusion was based on comparisons of the values of OA-index as well as on comparisons of the values of the R- and P-index. The superiority of the “A2/C2S” against the “A2/C3S” means that the trained networks in the present study are more efficient for correct classifications in PR problems with two categories. This conclusion (which certainly cannot be characterized as conclusion generally valid) must be further examined in a future extended research. However, the low efficiency of the trained networks used in the current study to classify the testing samples to correct SDC eliminates the possibility of reliable predictions about the specific SDC of buildings for θ=θ_{cr}. Therefore, the reliable predictions concern the information about the change (or not change) of the SDC for θ=θ_{cr}. Thus, the category “A2/C2S” in com-
bination with the category “A2/C2M” (which corresponds to buildings which are classified to SDC “M” for θ=0), i.e. the analysis type “A2/(C2S+C2M)”, was used for the comparison of Approach A2 with the Approach A1.

- The Approach A2, expressed in the form of analysis type “A2/(C2S+C2M)”, was proven as more efficient than the Approach A1. However, the percentages of the correct classifications extracted by A1 cannot be characterized as unacceptable, since the corresponding OA values are in any case greater than 80%. On the other hand, the OA values extracted by “A2/(C2S+C2M)” are greater than 90%. The real difference between the two Approaches can be reduced since the application of A2 requires the knowledge of the SDC of buildings for θ=0. This knowledge can be obtained either by implementation of NTHA either by the simulation of networks properly trained to predict the SDC of buildings for θ=0. In both cases the possibility of the insertion of errors can lead to incorrect data for the implementation of “A2/(C2S+C2M)”. On the contrary, the Approach A1 can be implemented without the knowledge of the SDC of buildings for θ=0. Thus, the A1 is not affected by these additional errors. For this reason, the two Approaches can be generally characterized as almost equal.

- As regards the optimum configuration of networks it was observed that the addition of a second hidden layer improves their classification ability in all studied cases. However, the increases of OA index values which are achieved using two hidden layers instead of one are not always significant. On the contrary, the addition of the second hidden layer significantly increases the values of R- and P-index in all cases. The optimum number of neurons in hidden layers can not be estimated without the implementation of parametric investigation using a pre-defined rule. This conclusion is consistent with the findings of the available relative literature. The Resilient Backpropagation (RP) algorithm was proven as more effective in the training of NAI networks (approach A1). On the contrary, no clear conclusion can be extracted for the analysis types of approach A2 because the RP algorithm and the Scaled Conjugate Gradient (SCG) algorithm (which was also used in the present study) were proven to be more effective in almost the same number of cases which belong to this approach. Finally, it was proven that the introduction of the hyperbolic tangent (Tansig) function as the activation function of neurons of the output layer of networks leads to optimum classifications in all analyses which use the approach A1, and in the vast majority of analyses which use the approach A2.

Finally, it must be noted that a future expansion of the current investigation can include the examination of different seismic or/and structural parameters for the input vectors of networks, sensitivity analyses for the estimation of the parameters which mostly influence the proposed method’s efficiency and the prediction of the value of the critical angle of the seismic excitation using the MLP networks (or other type of networks) as calculational tools for regression analysis.
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