Generation of Gradient-Preserving Images allowing HOG Feature Extraction
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Abstract—In this paper, we propose a method for generating visually protected images, referred to as gradient-preserving images. The protected images allow us to directly extract Histogram-of-Oriented-Gradients (HOG) features for privacy-preserving machine learning. In an experiment, HOG features extracted from gradient-preserving images are applied to a face recognition algorithm to demonstrate the effectiveness of the proposed method.

I. INTRODUCTION

The use of cloud environments and machine learning has greatly increased, so many studies on privacy-preserving machine learning with perceptually encrypted images have been reported [1]–[4]. However, most conventional methods cannot be applied to machine learning algorithms with Histogram-of-Oriented-Gradients (HOG) features, which are well-known to be effective in many applications.

Accordingly, in this paper, we propose a novel generation method of visually protected images that can hold the luminance gradient direction of plain ones, referred to as gradient-preserving images. In addition, since gradient preserving images are irreversibly generated on the basis of a random number and a mathematical optimization, the protected images can be applied to various applications without any key management. In an experiment, an image recognition algorithm with a support-vector machine is carried out to confirm the effectiveness of the proposed method.

II. PROPOSED GRADIENT-PRESERVING IMAGE

A generation method of gradient-preserving images and a HOG feature extraction from the generated images are explained here.

A. Gradient-Preserving Images

Let \( x \in [0,1]^{H \times W} \) be a grayscale image with a size of \( H \times W \). Then, the luminance gradient direction map \( \text{GDM}(x) \in \{-\pi/2, \pi/2\}^{H \times W} \) of \( x \) is defined as

\[
\text{GDM}(x)_{h,w} = \arctan \left( \frac{x_{h+1,w} - x_{h-1,w}}{x_{h,w+1} - x_{h,w-1} + \epsilon} \right),
\]

where \( x_{h,w} \) and \( \text{GDM}(x)_{h,w} \) are scalar values at an index \((h,w), h = 1,2,\ldots,H, w = 1,2,\ldots,W\) in the spatial domain, respective, and \( \epsilon \) is a small constant for avoiding division by a value of zero.

A gradient-preserving image \( x' \in [0,1]^{H \times W} \) should satisfy

\[
\text{GDM}(x) = \text{GDM}(x').
\]

B. Generation of Gradient-Preserving Images

To generate a gradient-preserving image \( x' \) in accordance with Eq. (2), we define the mathematical optimization problem as

\[
\argmin_{x'} \| \text{GDM}(x) - \text{GDM}(x') \|_2,
\]

s.t. \( 0 \leq x' \leq 1 \).

By approximating \( x' \) by using an array \( s \in \mathbb{R}^{H \times W} \) and the sigmoid function sigmoid\((\cdot)\) as

\[
x' = \text{sigmoid}(s),
\]

the optimization problem of Eq. (3) can be transformed as

\[
\argmin_s \| \text{GDM}(x) - \text{GDM}(\text{sigmoid}(s)) \|_2.
\]

Finally, a gradient-preserving image \( x' \) is obtained as \( x' = \text{sigmoid}(s') \), where \( s' \) is a local solution of Eq. (5) solved by the steepest descent method.

C. HOG Feature Extraction

HOG features can be extracted from gradient-preserving images \( x' \) as follows.

\textit{step1}: Calculate luminance gradient direction map \( \text{GDM}(x') \) in accordance with Eq. (1).

\textit{step2}: Divide \( \text{GDM}(x') \) into non-overlapping blocks with a size of \( N_c \times N_c \), called cells, and then obtain the histogram of \( \text{GDM}(x') \) for each cell, as \( h_{i,j} \in \mathbb{R}^b, i \in \ldots \).
\( \{1, 2, \ldots, (H/N_C)\}, j \in \{1, 2, \ldots, (W/N_C)\} \) where \( b \) is the number of bins in each histogram (see Fig1).

step3: Define blocks by connecting multiple histograms as in Fig2 where each block consists of 2 \( \times \) 2 histograms in this paper, and histograms may be duplicated among blocks. By using histograms in each block, block \( B_{i,j} \) is given by

\[
B_{i,j} = h_{i,j} \oplus h_{i+1,j} \oplus h_{i,j+1} \oplus h_{i+1,j+1}.
\]  

step4: Normalize elements in \( B_{i,j} \) as below equation.

\[
B^{(n)}_{i,j} = B^{(n)}_{i,j} / \|B_{i,j}\|_2, \quad n = 1, 2, \ldots, 4 \times 8,
\]

where \( B^{(n)}_{i,j} \) is the \( n \)-th element of \( B_{i,j} \).

step4: Obtain the HOG feature vector of \( x' \) by concatenating all \( \{B_{i,j}\} \).

The above procedure for extracting HOG features from a gradient-preserving image, is slightly different from that of the typical HOG feature extraction method [5], in which histograms are weighted with the magnitude of luminance gradients. The proposed method focuses on preserving the luminance gradient direction of original images, so gradient-preserving images have no information on the magnitude of luminance gradients.

### III. Experiment

To evaluate the effectiveness of the proposed method, we carried out an experiment with a face image dataset, called Extended Yale Face Database B [6]. This dataset contains 38 individuals, and 64 frontal facial images with 168\( \times \)192 pixels per person.

#### A. Evaluation of Visual Information

Figure 3 shows an example of image \( x \) from the dataset, corresponding gradient-preserving image \( x' \), and the luminance gradient direction map \( \text{GDM}(x') \). As shown in the figure, \( x' \) had almost no visual information on \( x \), so that it was difficult to identify a person from \( x' \). Although \( \text{GDM}(x') \) slightly had visual information on a human face, it was still hard to identify who the original person is.

#### B. Face Recognition Experiment

The dataset was randomly divided in half for training and testing. By using the data, a face recognition experiment was carried out with a linear support vector machine (SVM). To extract feature vectors, the following three methods were applied.

- **Proposed**: Generate gradient-preserving images from the dataset and extract HOG features by using the proposed method.
- **Conventional 1**: Directly extract HOG features from the dataset on the basis of a standard procedure [5].
- **Conventional 2**: Extract features by applying Eigenface [7] as a typical face recognition algorithm, to the dataset.

We used \( N_c = 8 \) and \( b = 9 \) as hyper parameters for the HOG feature extraction, and the dimension of feature vectors extracted for Eigenface was 150.

TABLE I shows the experimental result. From the table, the proposed method was confirmed to have almost the same accuracy as that of conventional method 1, which was better than conventional method 2, while protecting visual information on plain images.

| Feature extraction method | Accuracy |
|---------------------------|----------|
| Proposed (visually protected) | 0.9918 |
| Conventional 1 (non-protected) | 0.9942 |
| Conventional 2 (non-protected) | 0.9359 |

### IV. Conclusion

In this paper, we proposed a generation method of visually protected images, which allow us to directly extract HOG feature vectors. The proposed method was demonstrated to be effective in a face recognition experiment with a SVM algorithm.
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