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The path integral molecular dynamics (PIMD) method provides a convenient way to compute the quantum mechanical structural and thermodynamic properties of condensed phase systems at the expense of introducing an additional set of high-frequency normal modes on top of the physical vibrations of the system. Efficiently sampling such a wide range of frequencies provides a considerable thermostatting challenge. Here we introduce a simple stochastic path integral Langevin equation (PILE) thermostat which exploits an analytic knowledge of the free path integral normal mode frequencies. We also apply a recently-developed colored-noise thermostat based on a generalized Langevin equation (GLE), which automatically achieves a similar, frequency-optimized sampling. The sampling efficiencies of these thermostats are compared with that of the more conventional Nosé-Hoover chain (NHC) thermostat for a number of physically relevant properties of the liquid water and hydrogen-in-palladium systems. In nearly every case, the new PILE thermostat is found to perform just as well as the NHC thermostat while allowing for a computationally more efficient implementation. The GLE thermostat also proves to be very robust delivering a near-optimum sampling efficiency in all of the cases considered. We suspect that these simple stochastic thermostats will therefore find useful application in many future PIMD simulations.

I. INTRODUCTION

Atomistic computer simulations are now routinely used to shed light on the behavior of condensed phase systems of interest in physics, chemistry, biology and materials science. Typically these simulations assume that the nuclei can be treated as classical particles, even when the interactions between them are obtained using ab initio methods. For systems comprised of heavy atoms at high temperatures, this is often quite a reasonable assumption. However, whenever any light atoms such as hydrogen are present at room temperature or below, quantum mechanical zero point energy and tunneling effects in the nuclear motion can play an important role in determining the properties of the system.

Since the 1980s it has been possible to include quantum mechanical effects in simulations of structural and thermodynamic properties such as radial distribution functions and average potential and kinetic energies by performing imaginary time path integral (PI) simulations. These simulations exploit the isomorphism between the quantum mechanical partition function of the physical system and the classical partition function of an extended problem consisting of a necklace of replicas of the system connected by harmonic springs.

Early implementations of this approach used Monte Carlo (MC) methods to sample the configuration space but these methods often proved to be inefficient unless carefully constructed collective moves were used. It was then suggested by Parrinello and Rahman that momenta could be assigned to the replicas, allowing the sampling to be performed by molecular dynamics (MD). In principle, this allows many of the techniques originally developed for use in classical MD simulations to be used in a path integral context.

In practice, the stiff harmonic springs between the replicas lead to inefficient and nonergodic dynamics when microcanonical trajectories are used to generate ensemble averages. A simple stochastic Andersen thermostating scheme was originally suggested to overcome this problem. However, stochastic approaches have since largely been abandoned following the development of deterministic Nosé-Hoover chain thermostats which have now become the gold standard for performing path integral molecular dynamics (PIMD) simulations. These thermostats generate ergodic, canonical averages and provide a conserved quantity which can be used to check the integration time step, at the expense of introducing sets of auxiliary chain variables which add to the complexity of the calculation.

In the last few years stochastic approaches have regained attention in a variety of different contexts, and many of their drawbacks have been overcome. For example, a strategy to define a conserved quantity has been developed which not only allows one to check the quality of the integration but also allows for the correction of sampling errors due to the use of a finite time step. Indeed the total energy of the system minus the accumulated heat absorbed from the thermostat will clearly be a conserved quantity for any thermostetting scheme. Moreover new stochastic methods have been introduced which show very promising sampling properties. In particular, a stochastic velocity rescaling thermostat has been developed which couples to the total kinetic energy of the system rather than the individual momenta of the particles within it. This allows canonical sam-
The purpose of the present paper is to exploit these recent developments by introducing two new stochastic path integral thermostats that are competitive in terms of sampling efficiency with the Nosé-Hoover chain thermostat but simpler to implement and cheaper to use. To demonstrate this, we have performed an extensive set of benchmark calculations, computing the statistical sampling efficiencies of various thermostats for a number of physical observables in two very different condensed phase systems: a flexible model of liquid water at room temperature and the diffusion of an interstitial hydrogen atom in palladium.

The outline of the paper is as follows. Section II begins by reviewing the theory of PIMD and discussing how the equations of motion for the path integral replicas (or ring polymer beads) can be integrated in the absence of a thermostat. This sets the scene for the remainder of the section, which introduces two new stochastic thermostats for path integral simulations, compares them with the well-established Nosé-Hoover chain thermostat, and ends with a brief discussion about the difference between global and local thermostatting. Section III presents the results of our calculations on the liquid water and hydrogen-in-palladium systems and Section IV presents our conclusions.

II. THEORY

A. Path integral molecular dynamics

Consider a system of distinguishable particles described by a Cartesian Hamiltonian of the form

\[ H = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + V(q_1, \ldots, q_N), \]

in which the potential energy \( V(q_1, \ldots, q_N) \) is such that the quantum mechanical partition function

\[ Z = \text{tr} \left[ e^{-\beta H} \right] \]

is well defined (with \( \beta = 1/k_B T \)). After a standard Trotter product discretization of the trace, this partition function can be written as

\[ Z \simeq \frac{1}{(2\pi\hbar)^f} \int dp_1 \ldots \int dp_N e^{-\beta_n H_n(p, q)}, \]

where \( f = Nn \) and \( \beta_n = \beta/n \). Here \( H_n(p, q) \) is the classical Hamiltonian of a fictitious ring polymer consisting of \( n \) copies of the system connected by harmonic springs,

\[ H_n(p, q) = H_0^n(p, q) + V_n(q), \]

where

\[ H_0^n(p, q) = \sum_{i=1}^{N} \left( \frac{p_i^2}{2m_i} + \frac{1}{2} m_i \omega_n^2 (q_i - q_i^{(j-1)})^2 \right), \]

and

\[ V_n(q) = \sum_{j=1}^{n} V(q_1^{(j)}, \ldots, q_N^{(j)}), \]

with \( \omega_n = 1/\beta_n \hbar \) and \( q_i^{(n)} \equiv q_i^{(n)} \). The error in Eq. (3) is \( O(1/n^2) \) and so vanishes in the limit as \( n \to \infty \).

The path integral molecular dynamics (PIMD) method uses this classical isomorphism as a computational tool to calculate quantum mechanical equilibrium properties of the form

\[ \langle A \rangle = \frac{1}{Z} \text{tr} \left[ e^{-\beta H} A \right]. \]

For example, the potential energy of the system is given by

\[ \langle V \rangle \simeq \frac{1}{(2\pi\hbar)^f} \int dp \int dq \ e^{-\beta_n H_n(p, q)} V_n(q), \]

where the estimator \( V_n(q) \) involves an average over the beads of the ring polymer necklace,

\[ V_n(q) = \frac{1}{n} V(q_1^{(j)}, \ldots, q_N^{(j)}), \]

and the kinetic energy can be calculated as

\[ \langle T \rangle \simeq \frac{1}{(2\pi\hbar)^f} \int dp \int dq \ e^{-\beta_n H_n(p, q)} T_n(q), \]

where \( T_n(q) \) is most efficiently chosen to be the centroid virial estimator,

\[ T_n(q) = \frac{N}{2\beta} + \frac{1}{2n} \sum_{i=1}^{n} \sum_{j=1}^{N} (q_i^{(j)} - \bar{q}_i) \cdot \frac{\partial V(q_1^{(j)}, \ldots, q_N^{(j)})}{\partial q_i^{(j)}}, \]

with

\[ \bar{q}_i = \frac{1}{n} \sum_{j=1}^{n} q_i^{(j)}. \]

The errors in Eqs. (8) and (10) are again \( O(1/n^2) \) and may therefore be neglected for sufficiently large \( n \).

It is clear from these equations that the potential and kinetic energies are obtained from estimators which do not involve any reference to the ring polymer momenta,
and indeed one can easily integrate out the momenta from Eqs. (8) and (10) to leave purely configurational averages. The momenta were originally introduced by Parrinello and Rahman as a sampling tool to facilitate the exploration of configuration space by molecular dynamics. As we have written it, the free ring polymer Hamiltonian $H^0_\text{r}(p,q)$ in Eq. (5) corresponds to one particular choice of the Parrinello-Rahman mass matrix in which the physical particle mass is assigned to each ring polymer bead. This is the choice that is used in the ring polymer molecular dynamics (RPMD) approximation to real time quantum correlation functions, although of course real-time properties are immediately lost as soon as any thermostat is switched on, as we shall do in this paper.

The PIMD method is based on the observation that, since the classical ring polymer trajectory

$$
\dot{p}_i = -\frac{\partial H_n(p,q)}{\partial q_i} \quad \text{and} \quad \dot{q}_i = +\frac{\partial H_n(p,q)}{\partial p_i}
$$

(13)

conserves both the Boltzmann factor $e^{-\beta_n H_n(p,q)} = e^{-\beta_n H_n(p_0,q_0)}$ and the phase space volume element $d^np_0 d^dq_0 = d^np_0 d^dq_0$, Eqs. (8) and (10) can be re-written as

$$
\langle A \rangle \simeq \frac{1}{(2\pi\hbar)^{2n}} \int d^np_0 \int d^dq_0 e^{-\beta_n H_n(p_0,q_0)} A_n(r_1).
$$

(14)

This implies that static equilibrium properties such as the potential and kinetic energies can be obtained by time-averaging along ring polymer trajectories whose initial conditions are sampled from the Boltzmann distribution

$$
\rho(p_0, q_0) = \frac{1}{(2\pi\hbar)^{2n}} e^{-\beta_n H_n(p_0,q_0)}.
$$

(15)

Alternatively, and more efficiently, one can combine the sampling with the time evolution by attaching a thermostat to the ring polymer dynamics as we shall describe below. Before we do this, however, let us first explain how to integrate the equations of motion in Eq. (13) in the absence of a thermostat.

### B. Ring polymer time evolution

A convenient way to integrate Eq. (13) is based on the splitting of the Hamiltonian in Eq. (4) into a sum of a free ring polymer part $H^0_\text{r}(p,q)$ and a potential energy part $V_n(q)$. This suggests combining the exact evolutions generated by these two parts of the Hamiltonian in a symplectic integration scheme in which the phase space density evolves under the influence of the symmetric split operator propagator

$$
e^{-\Delta t L} \simeq e^{-(\Delta t/2) L_V} e^{-\Delta t L_0} e^{-(\Delta t/2) L_V},
$$

(16)

where $L = L_0 + L_V$ is the Liouvillian associated with $H_n(p,q)$ and $L_0$ and $L_V$ are those associated with $H^0_\text{r}(p,q)$ and $V_n(q)$.

The exact evolution generated by $H^0_\text{r}(p,q)$ is simplified by transforming the ring polymer from the bead representation to the normal mode representation,

$$
\tilde{p}_i^{(k)} = \sum_{j=1}^{n} p_i^{(j)} C_{jk} \quad \text{and} \quad \tilde{q}_i^{(k)} = \sum_{j=1}^{n} q_i^{(j)} C_{jk},
$$

(17)

where in the case of even $n$ the elements of the orthogonal transformation matrix $C$ are

$$
C_{jk} = \begin{cases}
\sqrt{1/n}, & k = 0 \\
\sqrt{2/n} \cos (2\pi jk/n), & 1 \leq k \leq n/2 - 1 \\
\sqrt{1/n} (-1)^k, & k = n/2 \\
\sqrt{2/n} \sin (2\pi jk/n), & n/2 + 1 \leq k \leq n - 1.
\end{cases}
$$

(18)

In the normal mode representation, $H^0_\text{r}(p,q)$ becomes

$$
H^0_\text{r}(p,q) = \sum_{i=1}^{N} \sum_{k=0}^{n-1} \left( \frac{|\tilde{p}_i^{(k)}|^2}{2m_i} + \frac{1}{2} m_i \omega_k^2 |\tilde{q}_i^{(k)}|^2 \right),
$$

(19)

with

$$
\omega_k = 2\omega_n \sin (k\pi/n).
$$

(20)

In view of this, the algorithm implied by Eq. (16) for integrating the equations of motion in Eq. (13) through a time interval $\Delta t$ is as follows:

$$
p_i^{(j)} \leftarrow p_i^{(j)} - \Delta t \frac{\partial V(q_i^{(j)}, \ldots, q_N^{(j)})}{\partial q_i^{(j)}},
$$

(21)

$$
\tilde{p}_i^{(k)} \leftarrow \sum_{j=1}^{n} p_i^{(j)} C_{jk}, \quad \tilde{q}_i^{(k)} \leftarrow \sum_{j=1}^{n} q_i^{(j)} C_{jk},
$$

(22)

$$
\left( \begin{array}{c}
\tilde{p}_i^{(k)} \\
\tilde{q}_i^{(k)}
\end{array} \right) \leftarrow \left( \begin{array}{cc}
\cos \omega_k \Delta t & -m_i \omega_k \sin \omega_k \Delta t \\
[1/m_i \omega_k] \sin \omega_k \Delta t & \cos \omega_k \Delta t
\end{array} \right) \left( \begin{array}{c}
\tilde{p}_i^{(k)} \\
\tilde{q}_i^{(k)}
\end{array} \right),
$$

(23)

$$
p_i^{(j)} \leftarrow \sum_{k=0}^{n-1} C_{jk} \tilde{p}_i^{(k)}, \quad q_i^{(j)} \leftarrow \sum_{k=0}^{n-1} C_{jk} \tilde{q}_i^{(k)},
$$

(24)

$$
p_i^{(j)} \leftarrow p_i^{(j)} - \Delta t \frac{\partial V(q_1^{(j)}, \ldots, q_N^{(j)})}{\partial q_i^{(j)}}.
$$

(25)

The first step in this algorithm is an exact evolution of the ring polymer momenta through a time interval $\Delta t/2$ under the influence of the Hamiltonian $V_n(q)$. The second is a transformation from the bead representation to the normal mode representation. The third is an exact
evolution of the ring polymer coordinates and momenta through a time interval $\Delta t$ under the influence of the free ring polymer Hamiltonian $H^0_n(p, q)$. The fourth is a transformation from the normal mode representation back to the bead representation, and the fifth is a further evolution of the ring polymer momenta through a time interval $\Delta t/2$ under the influence of the Hamiltonian $V_n(q)$.

Because the algorithm consists of a sequence of exact evolutions under the influence of approximate Hamiltonians, it is exactly symplectic, which implies that the ring polymer phase space volume will be conserved for any time step $\Delta t$. However, the algorithm will not be very accurate (for example, the ring polymer Hamiltonian will not be very well conserved) unless $\Delta t$ is sufficiently small. When there is only one ring polymer bead, the transformations in Eqs. (22) and (24) become redundant, and Eqs. (21), (23) and (25) reduce to the standard (second order) velocity Verlet method for integrating a classical trajectory. It is clear from Eq. (16) that the algorithm remains accurate to $O(\Delta t^2)$ for any number of ring polymer beads. Note also that, in view of the nature of the orthogonal transformation matrix $C$ in Eq. (18), the transformations in Eqs. (22) and (24) can be done using fast Fourier transform routines. These are so efficient that we have not bothered to minimize the number of transformations between the bead and normal mode representations in the implementation of the algorithm we have given above and shall also not bother to do so in the implementation of the thermostats described below.

C. A path integral Langevin equation thermostat

Bussi and Parrinello have recently explained how a simple (white noise) Langevin thermostat can be combined with the velocity Verlet algorithm to give an efficient sampling of the canonical distribution in classical statistical mechanics. Since PIMD is simply classical molecular dynamics in an extended phase space (albeit with a canonical distribution at $n$ times the physical temperature), and since the algorithm we have given in Eqs. (21) to (25) is a direct generalization of the velocity Verlet algorithm, it is straightforward to adapt this Langevin thermostat to the present context and use it to thermostat PIMD.

This can be done in two distinct ways, depending on whether one chooses to thermostat the ring polymer beads or the normal modes. Choosing the latter for reasons that will become apparent below, one replaces Eq. (16) with
\[
e^{-\Delta t L} \rightarrow e^{-\frac{1}{2}(\Delta t/2) L \gamma} e^{-\frac{1}{2}(\Delta t/2) L V} e^{-\Delta t L_{\gamma}} e^{-\frac{1}{2}(\Delta t/2) L V} e^{-\frac{1}{2}(\Delta t/2) L_{\gamma}},
\]
where $L_{\gamma}$ is the part of the Liouvillian $L = L_0 + L_V + L_{\gamma}$ in the Fokker-Planck equation for the Langevin phase space density that introduces the friction and the thermal noise. Bussi and Parrinello have shown that this is equivalent to adding the following algorithmic steps both before and after Eqs. (21) to (25):

\[
\hat{p}_i^{(k)} \leftarrow \sum_{j=1}^{n} p_j^{(j)} C_{jk}, \quad (27)
\]
\[
\hat{\xi}_i^{(k)} \leftarrow c_1^{(k)} \hat{p}_i^{(k)} + \sqrt{\frac{m_i}{\beta n}} c_2^{(k)} \xi_i^{(k)}, \quad (28)
\]
\[
p_j^{(j)} \leftarrow \sum_{k=0}^{n-1} C_{jk} \hat{p}_i^{(k)}. \quad (29)
\]
Here $\xi_i^{(k)}$ is an independent Gaussian number (a normal deviate with zero mean and unit variance) that is different for each physical degree of freedom, each ring polymer normal mode, and each invocation of Eq. (28), and the coefficients $c_1^{(k)}$ and $c_2^{(k)}$ are

\[
c_1^{(k)} = e^{-(\Delta t/2) \gamma^{(k)}}, \quad (30)
\]
\[
c_2^{(k)} = \sqrt{1 - [c_1^{(k)}]^2}. \quad (31)
\]

All that remains to complete the specification of this thermostat is to specify the normal mode friction coefficients $\gamma^{(k)}$. The advantage of working in the normal mode representation is that these friction coefficients can be chosen to give an optimal sampling of the canonical distribution for the free ring polymer, in a sense that we shall now explain.

In the normal mode representation, the Langevin dynamics of each mode of the free ring polymer is that of an uncoupled harmonic oscillator,

\[
dt \hat{q}_i^{(k)} = \frac{\hat{p}_i^{(k)}}{m_i},
\]
\[
dt \hat{p}_i^{(k)} = -m_i \omega_k^2 \hat{q}_i^{(k)} - \gamma^{(k)} \hat{p}_i^{(k)} + \sqrt{\frac{2m_i \gamma^{(k)}}{\beta n}} \xi_i^{(k)}(t),
\]
where $\xi_i^{(k)}(t)$ represents an uncorrelated, Gaussian-distributed random force with unit variance and zero mean $\langle \xi_i^{(k)} \rangle = 0$ and $\langle \xi_i^{(k)}(0) \xi_j^{(k)}(t) \rangle = \delta(t)$. In view of this, the optimum friction coefficient $\gamma^{(k)}$ will be that which gives the smallest autocorrelation time of the harmonic oscillator Hamiltonian and thus the most rapid (Boltzmann-weighted) exploration of free ring polymer energy shells. The relevant autocorrelation time

\[
\tau_H = \frac{1}{\langle H^2 \rangle - \langle H \rangle^2} \int_0^\infty \langle (H(0) - \langle H \rangle)(H(t) - \langle H \rangle) \rangle \, dt
\]

(33)
where

$$H = \frac{[\hat{p}_i^{(k)}]^2}{2m_i} + \frac{1}{2}m_i\omega_k^2[\hat{q}_i^{(k)}]^2$$

(34)
can be worked out analytically for the Langevin dynamics in Eq. (32) and (29,30)

$$\tau_H = \frac{1}{\gamma^{(k)} + \frac{1}{4\omega_k^2}}.$$  

(35)

The optimum value of $\gamma^{(k)}$ for the excited ($k > 0$) modes of the ring polymer is therefore $\gamma^{(k)} = 2\omega_k$. However, this prescription cannot be used to thermostat the centroid mode, as it gives $\gamma^{(0)} = 2\omega_0 = 0$ (purely Hamiltonian dynamics without a thermostat). We shall therefore define a separate thermostat time constant $\tau_0$ for the centroid mode and specify the normal mode friction coefficients in Eq. (30) as follows:

$$\gamma^{(k)} = \begin{cases} 
1/\tau_0, & k = 0 \\
2\omega_k, & k > 0.
\end{cases}$$  

(36)

With this specification, the algorithm in Eqs. (27) to (29) provides a very simple way to thermostat a PIMD simulation that only requires a single input parameter ($\tau_0$) and that has been tuned to sample the internal modes of the ring polymer as efficiently as possible. The simplicity arises because the tuning is based on the frequencies of the free ring polymer internal modes, which are known analytically and are independent of the interactions in the system (and therefore transferrable from one system to another). The price to be paid for this is that the optimum friction coefficients for the free ring polymer may not be quite the same as those for the interacting ring polymer, although we would expect them to be very similar for the highest frequency internal modes which are well separated from the vibrations of the physical system. Just how well this “path integral Langevin equation” (PILE) thermostat works in practice will be investigated for two different systems in Sec. III.

D. A generalized Langevin equation thermostat

Another recent development in thermostatting has been the construction of colored-noise Langevin thermostats for variety of different problems, ranging from separately thermostating the electrons and the ions in Car-Parrinello molecular dynamics to efficiently generating configurations consistent with the quantum mechanical canonical ensemble without introducing any path integral beads. The key point here is that the generalized Langevin equation (GLE) has sufficient flexibility in its memory kernel and its colored noise to be optimized for a variety of different applications.

In the present PIMD context, we would like to choose the colored noise so as to efficiently thermostat a very wide range of frequencies, including both the physical vibrations of the system and the high frequency ring polymer internal modes. That it is possible to construct such a GLE thermostat is shown in Fig. 1, which compares the sampling efficiency of a colored noise thermostat with that of a white noise thermostat with a friction coefficient of $\gamma = \omega_0$. The sampling efficiency is defined as $\kappa(\omega) = |\omega\tau(\omega)|^{-1}$, where $\tau(\omega)$ is the autocorrelation time for the potential energy of a harmonic oscillator with frequency $\omega$. This provides an indication of how efficiently the thermostat explores the thermally accessible configuration space of a vibration with this frequency. The white noise thermostat is optimally efficient ($\kappa = 1$) when $\omega = \omega_0$, but its efficiency decreases linearly for higher and lower values of $\omega$ such that an efficiency of $\kappa > 0.2$ is only obtained for a frequency range spanning two orders of magnitude. By contrast, the colored noise thermostat achieves $\kappa > 0.2$ for a frequency range spanning more than four orders of magnitude. In a 32-bead path integral simulation of liquid water at 300 K, this should be enough to sample everything from the highest frequency internal mode of the ring polymer at $2n/\beta hc \simeq 13,300$ cm$^{-1}$ down to the diffusive modes of the liquid at frequencies as low as 1 cm$^{-1}$.

The colored noise thermostat in Fig. 1 is one of a family of thermostats that have recently been constructed by exploiting the equivalence between the non-Markovian dynamics of the GLE and Markovian dynamics in a higher dimensional space. These thermostats have a simple matrix form that is straightforward to implement on top of the ring polymer evolution algorithm in Eqs. (21) to (25). Choosing to work in the bead representation rather than the normal mode representation, since there is no advantage in this case in making the transformation to normal modes, one simply replaces Eqs. (27) to (29) with

$$p_i^{(j)} \leftarrow C_i p_i^{(j)} + \sqrt{\frac{m_i}{\beta n}} C_2 \xi_i^{(j)}.$$  

(37)

Here $\xi_i^{(j)}$ is a vector of $n_s + 1$ independent Gaussian numbers,

$$p_i^{(j)} = \begin{pmatrix} p_i^{(j)_1} \\ s_i^{(j)} \end{pmatrix}$$  

(38)

is a vector containing the momentum of bead $j$ and $n_s$ auxiliary momenta $s_i^{(j)}$, and

$$C_1 = e^{-(\Delta t/2)\gamma T},$$  

(39)

and

$$C_2^T C_2 = I - C_1^T C_1,$$  

(40)

are the appropriate matrix generalisations of Eqs. (30) and (31).

Given a suitable friction matrix $\gamma$, the implementation
of this algorithm is as follows. One begins by constructing $C_1$ from Eq. (39) and $C_2$ from Eq. (40). $C_1$ can be constructed by building a low-order Taylor series expansion of $e^{-(\Delta t/2)^p+1}n^T$ with $P$ matrix-squaring operations, and $C_2$ can be constructed by Cholesky decomposition of $I - C_1^T C_1$. These matrices are then stored for use in each iteration of Eq. (37), which requires two matrix-vector multiplications and the generation of $n_s+1$ normal deviates for each degree of freedom $i$ and each ring polymer bead $j$.

In most large-scale applications, the effort required by this algorithm will be negligible compared with the evaluation of the forces in Eqs. (21) and (25). If it is not, one can exploit the fact that the canonical distribution is invariant under the action of Eq. (37) for any time step $\Delta t$, and only apply the thermostat once in every $m$ time steps with $\Delta t$ in Eq. (39) replaced by $m\Delta t$. With this modification, the algorithm clearly provides a computationally very tractable way to thermostat a PIMD simulation.

All that remains is to specify the friction matrix $\gamma$ in Eq. (39). In the calculations described below, we used $n_s = 4$ and

$$\gamma = \omega_0 A,$$  

(41)

where the elements of the $(5 \times 5)$ matrix $A$ are given in Table I. These matrix elements were obtained in an automated procedure designed to optimize the efficiency $\kappa(\omega)$ of the thermostat, which we have already compared with that of the corresponding white noise Langevin thermostat ($n_s = 0$, $\gamma = \omega_0$) in Fig. 1. In that comparison, $\omega_0$ was chosen arbitrarily, but in actual applications it is a physical input parameter that can be used to tune the response of the thermostat to a particular frequency range, which one sees to be roughly $0.01 \omega_0 \leq \omega \leq 100 \omega_0$ from the results in Fig. 1. One can of course equally well replace this input parameter with a thermostat time constant $\tau_0 = 1/2\omega_0$, which we shall do in our comparison of various thermostats in Sec. III.

For the sake of comparison, we will also perform some calculations in Sec. III with a white noise Langevin equation thermostat with friction $\gamma = \omega_0 = 1/2\tau_0$. This white noise Langevin scheme is closely related to an Andersen thermostat in which the momenta are resampled with a probability $\gamma\Delta t$ after each time step $\Delta t$. The two methods have a similar sampling efficiency in all the examples we have studied, and for this reason the results with the Andersen thermostat will not be reported.

E. The Nosé-Hoover chain thermostat

As discussed in the Introduction, the gold standard against which to compare the above stochastic PILE and GLE thermostats is a deterministic Nosé-Hoover chain, applied separately to each physical degree of freedom and each ring polymer bead (or ring polymer normal mode). Since this algorithm is as follows. One begins by constructing $C_1$ from Eq. (39) and $C_2$ from Eq. (40). $C_1$ can be constructed by building a low-order Taylor series expansion of $e^{-(\Delta t/2)^p+1}n^T$ with $P$ matrix-squaring operations, and $C_2$ can be constructed by Cholesky decomposition of $I - C_1^T C_1$. These matrices are then stored for use in each iteration of Eq. (37), which requires two matrix-vector multiplications and the generation of $n_s+1$ normal deviates for each degree of freedom $i$ and each ring polymer bead $j$.

In most large-scale applications, the effort required by this algorithm will be negligible compared with the evaluation of the forces in Eqs. (21) and (25). If it is not, one can exploit the fact that the canonical distribution is invariant under the action of Eq. (37) for any time step $\Delta t$, and only apply the thermostat once in every $m$ time steps with $\Delta t$ in Eq. (39) replaced by $m\Delta t$. With this modification, the algorithm clearly provides a computationally very tractable way to thermostat a PIMD simulation.

All that remains is to specify the friction matrix $\gamma$ in Eq. (39). In the calculations described below, we used $n_s = 4$ and

$$\gamma = \omega_0 A,$$  

(41)

where the elements of the $(5 \times 5)$ matrix $A$ are given in Table I. These matrix elements were obtained in an automated procedure designed to optimize the efficiency $\kappa(\omega)$ of the thermostat, which we have already compared with that of the corresponding white noise Langevin thermostat ($n_s = 0$, $\gamma = \omega_0$) in Fig. 1. In that comparison, $\omega_0$ was chosen arbitrarily, but in actual applications it is a physical input parameter that can be used to tune the response of the thermostat to a particular frequency range, which one sees to be roughly $0.01 \omega_0 \leq \omega \leq 100 \omega_0$ from the results in Fig. 1. One can of course equally well replace this input parameter with a thermostat time constant $\tau_0 = 1/2\omega_0$, which we shall do in our comparison of various thermostats in Sec. III.

For the sake of comparison, we will also perform some calculations in Sec. III with a white noise Langevin equation thermostat with friction $\gamma = \omega_0 = 1/2\tau_0$. This white noise Langevin scheme is closely related to an Andersen thermostat in which the momenta are resampled with a probability $\gamma\Delta t$ after each time step $\Delta t$. The two methods have a similar sampling efficiency in all the examples we have studied, and for this reason the results with the Andersen thermostat will not be reported.

### Table I: Dimensionless elements $A_{ij}$ of the GLE friction matrix $A$ in Eq. (41).

| $i$ | $j$ | $A_{ij}$ |
|-----|-----|---------|
| 1   | 1   | 2.46804648320e+1 |
| 1   | 2   | 3.61844148135e-2 |
| 1   | 3   | 1.52975837748e+0 |
| 1   | 4   | -4.32976001522e+0 |
| 1   | 5   | 3.07559122514e+1 |
| 2   | 1   | -3.6909614217e-2 |
| 2   | 2   | 1.140757569304e-5 |
| 2   | 3   | 9.58099800294e-2 |
| 2   | 4   | -2.63378531010e-2 |
| 2   | 5   | 5.62856350432e-2 |
| 3   | 1   | -1.96769512824e+0 |
| 3   | 2   | -9.58099800294e-2 |
| 3   | 3   | 1.80379724706e-1 |
| 3   | 4   | 6.83498170381e-1 |
| 3   | 5   | -1.32635604351e+0 |
| 4   | 1   | -1.37660664657e+0 |
| 4   | 2   | 2.63378538101e-2 |
| 4   | 3   | -6.83498170381e-1 |
| 4   | 4   | 3.58503762043e+0 |
| 4   | 5   | 1.52731478745e+0 |
| 5   | 1   | 2.89345089306e+1 |
| 5   | 2   | -5.62856350432e-2 |
| 5   | 3   | 1.32635604351e+0 |
| 5   | 4   | -1.32731478745e+0 |
| 5   | 5   | 4.10882709569e+1 |

One convenient way to do this that reduces to a recommended operator splitting in the classical limit is to replace Eq. (16) with

$$e^{-\Delta t L} \approx e^{-((\Delta t/2) L_{NHC})} e^{-((\Delta t/2) L_{L})} e^{-((\Delta t/2) L_{V})} e^{-((\Delta t/2) L_{NHC})},$$  

(42)

where $L_{NHC}$ is the part of the Liouvillian $L = L_0 + L_{V} + L_{NHC}$ for the extended system dynamics that involves the Nosé-Hoover chain variables. Choosing to work in the normal mode representation as in the case of the PILE thermostat, the net effect of this operator splitting is that Eq. (28) is replaced by the evolution of the following system of non-linear differential equations

$$\frac{d}{dt} \tilde{\rho}^{(k)}_i = -\tilde{\rho}^{(k)}_i \sigma_{i1}^{(k)} Q_k,$$  

(43)
The vibrational spectrum from a path integral molecular dynamics simulation of a flexible water model (blue). In order to include the internal modes of the ring polymer, the density of states has been computed from the velocity autocorrelation function of the individual ring polymer beads. This vibrational spectrum is compared with the harmonic-limit sampling efficiency $\kappa_V$ of a white-noise Langevin thermostat (dashed) and an optimal GLE thermostat (red). The latter has been optimized so as to give constant sampling efficiency over a frequency range spanning four orders of magnitude, centered geometrically on $\omega_0 = 1/2\tau_0$. The diffusion coefficient for the water model, and that computed for the GLE dynamics in the free-particle limit, are also shown in terms of the “diffusion frequency” $\omega_D = k_B T/MD$.

$$\frac{d}{dt}\pi_{i,1}^{(k)} = \left(\frac{[p_i^{(k)}]^2}{m_i} - \frac{1}{\beta_n}\right)\pi_{i,1}^{(k)} - \pi_{i,1,2}^{(k)},$$

$$\frac{d}{dt}\pi_{i,l}^{(k)} = \left(\frac{[\pi_{i,l-1}^{(k)}]^2}{Q(k)} - \frac{1}{\beta_n}\right)\pi_{i,l}^{(k)} - \pi_{i,l+1}^{(k)}Q(k),$$

$$\frac{d}{dt}\pi_{i,L}^{(k)} = \left(\frac{[\pi_{i,L-1}^{(k)}]^2}{Q(k)} - \frac{1}{\beta_n}\right),$$

$$\frac{d}{dt}\eta_{i,l}^{(k)} = \frac{\pi_{i,l}^{(k)}}{Q(k)}.$$ (47)

Here $\pi_{i,l}^{(k)}$ and $\eta_{i,l}^{(k)}$ are the momentum and position variables of the Nosé-Hoover chain attached to the $k$-th normal mode of the ring polymer in the $i$-th degree of freedom, for $l = 1, \ldots, L$.

The system of differential equations in Eqs. (43) to (47) has been discussed extensively in the literature on Nosé-Hoover chains and numerous numerical methods have been proposed for integrating it\cite{1393028,1393033}. The accuracy of the integration through each time interval $\Delta t/2$ can be checked separately for each $i$ and $k$ by monitoring the locally conserved quantity

$$H_i^{(k)} = \frac{[p_i^{(k)}]^2}{2m_i} + \sum_{l=1}^{L} \left(\frac{[\pi_{i,l}^{(k)}]^2}{2Q(k)} + \frac{\eta_{i,l}^{(k)}}{\beta_n}\right),$$ (48)

and the accuracy of the overall symmetric split operator propagator in Eq. (42) can be checked by monitoring the globally conserved quantity

$$H_n' = H_n(p, q) + \sum_{i=1}^{N} \sum_{k=0}^{n-1} \sum_{l=1}^{L} \left(\frac{[\pi_{i,l}^{(k)}]^2}{2Q(k)} + \frac{\eta_{i,l}^{(k)}}{\beta_n}\right).$$ (49)

In order to compare this thermostat with the stochastic thermostats introduced above, we need to specify the normal mode thermostat masses $Q^{(k)}$. These play an analogous role to the normal mode friction coefficients $\gamma^{(k)}$ in the PILE thermostat introduced in Sec. II.C. The Nosé-Hoover chain masses that give the most efficient sampling of the canonical distribution for the free ring polymer are $Q^{(k)} = 1/\beta_n \omega_0^2$. However, we cannot use this prescription to thermostat the centroid mode, as $\omega_0 = 0$. As in the case of the PILE thermostat, we can get around this difficulty by defining a separate thermostat time constant $\tau_0$ for the centroid mode and replacing $\omega_0$ with $1/2\tau_0$, so that the normal mode masses that appear in Eqs. (43) to (47) are specified as follows:

$$Q^{(k)} = \begin{cases} 4\tau_0^2/\beta_n, & k = 0 \\ 1/\beta_n \omega_k^2, & k > 0. \end{cases}$$ (50)

This completes the specification of the NHC thermostat that we shall use to compare with the stochastic PILE and GLE thermostats in Sec. III. Several other groups have proposed slightly different implementations of the NHC thermostat for PIMD simulations, but we would not expect the differences to have any major impact on our results. For example, the original implementation by Tuckerman et al.\cite{1393033} involved transforming to “staging” variables rather than normal mode variables, and employed a different operator splitting than the one we have used in Eq. (42). Staging variables are a valid alternative to normal mode variables and there are a num-
ber of different ways in which one can do the operator splitting, all of which should in principle converge on the same result. We have used normal mode variables here to make the connection with the free ring polymer evolution algorithm in Eqs. (21) to (25), and chosen the operator splitting in Eq. (42) to emphasize the connection with the PILE thermostat in Eqs. (27) to (29). A general feature of NHC thermostats for path integrals is that they require the solution of a large number of systems of non-linear differential equations of the form in Eqs. (43) to (47). Since these differential equations must be solved numerically these thermostats are more complicated than the stochastic thermostats we have described above.

F. “Global” versus “local” thermostatting

All of the thermostats we have discussed so far are “local”, in the sense that each degree of freedom and each ring polymer bead (or normal mode) is separately thermostatted. This is the simplest way to ensure that the kinetic and potential energies of every single particle in the system are thermalized as rapidly as possible, and it is therefore likely to be the most efficient way to sample local properties such as the energy of an interstitial hydrogen atom in palladium. On the other hand, there are many properties that are sensitive to the slow, collective motions of all of the atoms in the system, such as the dielectric constant of liquid water. Local thermostats will almost certainly be too aggressive to give an efficient sampling of these collective properties because with even a moderate amount of friction they tend to to inhibit the Hamiltonian diffusion. There has therefore been a renewed interest recently in the development of “global” thermostats that are attached to the system in a more gentle way and have a less disruptive effect on the diffusion.

In particular, Bussi et al.\textsuperscript{1345} have derived a global version of the finite time step Langevin propagator in Eq. (28) that acts as a thermostat on the kinetic energy of all $N$ degrees of freedom rather than on each degree of freedom separately. When implementing this global thermostat in a path integral context, it is desirable to apply it only to the centroid mode, and to leave more aggressive local thermostats attached to the less ergodic excited ring polymer internal modes. In practice, this amounts to replacing just the centroid ($k = 0$) component of Eq. (28) with the following stochastic velocity rescaling algorithm\textsuperscript{1152}

\[ \dot{\tilde{p}}_i^{(0)} \leftarrow \alpha \tilde{p}_i^{(0)}, \]  

where

\[ \alpha^2 = c + \frac{(1-c)\left(\xi_1^{(0)}\right)^2 + \sum_{i=2}^{N} \left(\xi_i^{(0)}\right)^2}{2 \beta_n K} + \frac{2 \xi_1^{(0)}}{2 \beta_n K}, \]  

and

\[ \text{sign}[\alpha] = \text{sign} \left[ \xi_1^{(0)} + \sqrt{\frac{2 \beta_n K}{(1-c)}} \right], \]  

with

\[ K = \sum_{i=1}^{N} \frac{\left[\tilde{p}_i^{(0)}\right]^2}{2 m_i}, \]

and $c = e^{-\Delta \xi_i^{(0)}}$. We shall call this global version of the PILE thermostat PILE-G and the local version in which the centroid is thermostatted using Eq. (28) PILE-L in the numerical comparisons presented below.

The Nosé-Hoover chain thermostat can also be applied globally and indeed this is how classical canonical ensemble simulations are often carried out. Choosing again to keep the thermostatting of the excited ring polymer modes local, the modification amounts in this case to replacing the centroid ($k = 0$) components of Eqs. (43) to (47) with\textsuperscript{12}

\[ \frac{d}{dt} \tilde{p}_i^{(0)} = -\tilde{p}_i^{(0)} \frac{\pi_1^{(0)}}{Q^{(0)}}, \]  

\[ \frac{d}{dt} \tilde{\pi}_1^{(0)} = \left( \sum_{i=1}^{N} \frac{\left[\tilde{p}_i^{(0)}\right]^2}{m_i} - \frac{N}{\beta_n} \right) - \tilde{\pi}_1^{(0)} \frac{\pi_2^{(0)}}{Q^{(0)}}, \]  

\[ \frac{d}{dt} \tilde{\pi}_i^{(0)} = \left( \frac{\left[\tilde{p}_{i-1}^{(0)}\right]^2}{Q^{(0)}} - \frac{1}{\beta_n} \right) - \tilde{\pi}_i^{(0)} \frac{\pi_{i+1}^{(0)}}{Q^{(0)}}, \]  

\[ \frac{d}{dt} \tilde{\pi}_L^{(0)} = \left( \frac{\left[\tilde{p}_{L-1}^{(0)}\right]^2}{Q^{(0)}} - \frac{1}{\beta_n} \right) - \tilde{\pi}_L^{(0)} \frac{\pi_1^{(0)}}{Q^{(0)}}, \]  

and to making the appropriate modifications to Eqs. (48) and (49); for example Eq. (48) is replaced by\textsuperscript{12}

\[ H^{(0)} = \sum_{i=1}^{N} \frac{\left[\tilde{p}_i^{(0)}\right]^2}{2 m_i} + \sum_{i=1}^{L} \frac{\left[\tilde{\pi}_i^{(0)}\right]^2}{2 Q^{(0)}} + \frac{N \tilde{\pi}_1^{(0)}}{\beta_n} + \sum_{i=2}^{L} \frac{\tilde{\pi}_i^{(0)}}{\beta_n}. \]

Notice in particular that the $N$ separate Nosé-Hoover chains in the local thermostat have been replaced with a single chain that is coupled to the total kinetic energy of the ring polymer centroid via Eq. (56). We shall call this global version of the NHC thermostat NHC-G and the local version in which the centroid is thermostatted using Eqs. (43) to (47) NHC-L in the comparisons presented below.
One could clearly also imagine trying to develop a global version of the GLE thermostat introduced in Sec. II.D. However, little benefit would be expected from this generalization, because the capability of the GLE to adapt automatically to the vibrational modes present in the system relies on the fact that an independent thermostat is applied to each degree of freedom. In any event, the two global thermostats we have just described (PILE-G and NHC-G) are sufficient for us to illustrate when it is preferable to use a global thermostat rather than a local thermostat for path integral simulations, as we shall do in the following section.

### III. RESULTS AND DISCUSSION

It is well known that molecular dynamics can be used to efficiently explore regions of phase space where the free energy surface contains local minima separated by barriers comparable to the average thermal energy. Thermostats can further enhance this sampling, particularly in the case of PIMD where poorly ergodic, harmonic necklace modes are present. In some cases inefficient sampling can also arise when a statistically significant portion of phase space consists of regions separated by high free energy barriers. In these situations, which are not the concern of the present work, the fact that PIMD is simply classical molecular dynamics in an extended phase space should in principle enable one to adopt many of the accelerated dynamics techniques that have been developed to speed up the rates of transitions across barriers in classical simulations.

When this issue is not present a quantitative way assess the sampling efficiency is to consider the correlation time of an observable $A$,

$$
\tau_A = \frac{1}{\langle A^2 \rangle - \langle A \rangle^2} \int_0^\infty \langle (A(0) - \langle A \rangle)(A(t) - \langle A \rangle) \rangle \, dt,
$$

(61)

in which the angular brackets denote an average of the appropriate path integral estimator $A_n(q)$ along a thermostatted PIMD trajectory. This is related to the statistical uncertainty $\epsilon_A$ in the expectation value of the observable $\langle A \rangle$ by

$$
\epsilon_A \propto \frac{\sqrt{\tau_A}}{t_{\text{sim}}},
$$

(62)

where $t_{\text{sim}}$ is the total simulation time. Therefore, one would like to make $\tau_A$ as small as possible so as to reduce the uncertainty in $\langle A \rangle$ for a simulation of a given length. In the previous section we have used the correlation time of the total energy for a harmonic oscillator as a tentative measure of the efficiency of sampling for a Langevin equation [see Eqs. (33) and (35)]. Here we will instead perform PIMD simulations of two typical condensed-phase systems and compute the correlation times of a number of different physical observables so as to compare the sampling efficiencies of various thermostats in more realistic (anharmonic) situations.

### A. Liquid water

Liquid water is ubiquitous in biological systems and important in many applications in chemistry and materials science. Nuclear quantum effects have a significant influence on its properties and it has therefore been a common target of PIMD studies ever since the first path integral simulations of the liquid were performed in the mid 1980s. It is also a highly structured liquid in which changes in the local structure depend on complex collective rearrangements of the hydrogen bonding network, which are difficult to sample. Because of this, liquid water is a highly relevant test case for our comparison.

Simulations were performed using the q-TIP4P/F flexible, four-site water potential which has recently been parameterized to reproduce many of the static and dynamical properties of water in path integral simulations. For each thermostat and value of the time constant $\tau_0$, we ran a trajectory for 12 ns at a temperature of 298 K and a density of 0.997 g cm$^{-3}$. The simulation box contained 216 molecules, with each atom described by a 32 bead ring polymer. The equations of motion were integrated as described in Sec. II, and the ring-polymer contraction scheme of Markland et al. was used to accelerate the evaluation of the long-range electrostatic interactions.

In order to assess the efficiencies of the different thermostats, we first computed the correlation time $\tau_T$ of the centroid virial estimator of the kinetic energy. While for a system of classical particles the kinetic energy is simply distributed according to the Boltzmann law, for quantum systems there is also a position-dependent contribution which requires one to sample the forces experienced by the internal modes of the ring polymer. This contribution is included in the centroid virial estimator in Eq. (11), which can be written equivalently in the normal mode representation as

$$
\mathcal{T}_n(q) = \frac{N}{2\beta} - \frac{1}{2n} \sum_{i=1}^{N} \sum_{k=1}^{n-1} \hat{q}_i(k) \cdot \hat{F}_i(k)(q),
$$

(63)

where $\hat{F}_i(k)(q) = -\partial V_n(q)/\partial q_i(k)$ is the force on the $k$-th excited ($k > 0$) normal mode of the ring polymer that arises from the physical interaction potential.

Fig. 2 compares the kinetic energy correlation times $\tau_T$ for a white noise Langevin equation (WNLE) thermostat, the GLE thermostat, and global and local versions of the PILE and NHC thermostats as a function of the thermostat time constant $\tau_0$. The performance of the simple WNLE thermostat, which yields efficient thermalization in the high friction limit but is very inefficient for large $\tau_0$, shows that effective sampling of $\mathcal{T}_n(q)$ requires strong coupling to the high frequency necklace modes. This
is achieved automatically in the PILE and NHC thermostats, which specifically target the ring polymer normal modes, overcome the ergodicity problems observed in microcanonical PIMD and consistently yield a low value of $\tau_V$. Note that this is true regardless of the method (global or local) that is used to thermostat the centroid, which does not contribute to the kinetic energy estimator in Eq. (63). The quality of the GLE thermostat also deteriorates more slowly than that of the WNLE thermostat with increasing $\tau_0$, and is constant as long as all of the ring polymer necklace modes are included in the optimal range of fitted frequencies (see Fig. 1).

For comparison with $\tau_T$, we also report in Fig. 2 the correlation time of the potential energy, $\tau_V$. This is much more sensitive to the softer modes, and to the diffusive motion of the centroid in particular. Efficiently sampling the potential energy is considerably (at least an order of magnitude) more difficult than sampling the kinetic energy, as can be seen from the correlation times in the figure. This is because one must carefully balance the strong coupling needed to ensure ergodicity of the polymers with the need to avoid overdamping which causes the thermostat to become an additional bottleneck to diffusion. The diffusion bottleneck is quite apparent in Fig. 2 from the significant increase in $\tau_V$ which is observed for all of the local thermostats when $\tau_0$ is decreased below around 100 fs.

A reasonable efficiency in the sampling of the potential energy can be achieved by carefully tuning the simple WNLE thermostat, with the optimal coupling being $\tau_0 \approx 500$ fs. However, tuning the thermostat in this way for every system one might wish to simulate is clearly undesirable and large increases in the potential energy autocorrelation time result from a less than optimal choice of the WNLE time constant. In contrast, the GLE, which also requires no a priori knowledge of the internal frequencies of the ring polymer, obtains a nearly constant sampling efficiency ($\tau_V \approx 2$ ps) over the five orders of magnitude of $\tau_0$ we have considered.

Turning now to the targeted schemes which exploit a knowledge of the ring polymer normal mode frequencies, one sees from Fig. 2 that the potential energy is sampled most efficiently by PILE-G and NHC-G, which use a global thermostat for the centroid. These schemes particularly excel in the case of strong coupling (i.e., for a small relaxation time $\tau_0$), implying that a rapid rescaling of...
the total (centroid) kinetic energy helps to speed up the canonical sampling of the potential energy. At the same time, since the global thermostats are coupled to the total kinetic energy rather than to individual momenta, the trajectory and the dynamical properties are only slightly disturbed\cite{14} and hence the ability of Hamiltonian dynamics to generate complex, collective rearrangements can be fully exploited. This is clear from the superiority of the global thermostats over the local thermostats for this problem. An important final point from Fig. 2 is that the simple stochastic PILE-G thermostat provides equally rapid sampling of both the kinetic energy and the potential energy of liquid water as the NHC-G thermostat, without the need to evolve any extended variables.

The superiority of global thermostats over local thermostats for liquid water is further supported by the results in Fig. 3, where we show the correlation time of the squared dipole moment for small values of the dielectric constant and is known to converge slowly as it requires the reorientation of many individual water molecules, which in turn requires a concerted rearrangement of the hydrogen-bonding network. In this case, microcanonical dynamics is extremely effective, and the best sampling is obtained with very weak coupling to the thermostats. For the local WNLE, PILE-L and NHC-L thermostats, there is a clear correspondence in Fig. 3 between the reduction of the diffusion coefficient due to over-damped dynamics and the degradation of \(\tau_{d^2}\) as the thermostat time constant \(\tau_0\) is decreased. The global PILE-G and NHC-G thermostats, and to a lesser extent also the GLE thermostat, give much more effective sampling of the squared dipole moment for small values of \(\tau_0\) and also have a less disruptive effect on the diffusion. The properties of the correlated noise we have used in the GLE are clearly such that its effect on diffusion is much less severe than that of the WNLE\cite{14} despite its strong coupling to the high frequency necklace modes. As a consequence, its effects are intermediate between those of local and global schemes.

Combining the results in Figs. 2 and 3, we see that the PILE-G and NHC-G thermostats are the most efficient at sampling the properties of liquid water that we have considered, with the GLE also doing rather well (and certainly much better than the simple WNLE). However, one cannot conclude from this that it will always be better to use a global rather than a local thermostating scheme. Local schemes enforce a canonical distribution on each of the individual components of the momentum, and therefore ensure a homogeneous distribution of energy throughout the system. Global schemes only monitor the overall temperature of the system, and rely on anharmonic coupling between different regions and different frequency ranges to reach equipartition. For these reasons, one should be particularly careful when using global thermostats, as the inefficient sampling of particular internal degrees of freedom may be masked by the very efficient equilibration of the total temperature. A few local properties should therefore also be monitored to ensure that equilibrium has been reached, and in general a local thermostat is to be preferred whenever inhomogeneous or quasi-harmonic problems are treated, as we will demonstrate in the next subsection.

### B. Hydrogen in palladium

The second example system we shall consider is both inhomogeneous and quasi-harmonic: the motion of an atomic hydrogen (H) interstitial in the lattice of palladium (Pd). In this more harmonic system, strong anti-correlations are present in the underdamped limit. In some cases this can be beneficial, and methods have been devised which explicitly enhance anti-correlations.\cite{40} However, our aim here is to estimate how efficiently uncorrelated configurations are generated by the thermostatted dynamics. An analysis based on correlation times of the form in Eq. (61) would therefore be misleading, as anti-correlations can significantly reduce \(\tau_A\) and mask the presence of very long relaxation times. For this reason, the correlation times reported in this subsection are computed as the integral of the absolute value of the normalized autocorrelation function,

\[
\tilde{\tau}_A = \frac{1}{\langle A^2 \rangle - \langle A \rangle^2} \int_0^\infty |\langle (A(t) - \langle A \rangle)(A(0) - \langle A \rangle) \rangle| \, dt.
\]

The calculations used a supercell containing 256 Pd atoms and a single H atom. A 10 bead ring polymer was used for H while, in view of their large mass, the Pd atoms were treated as classical particles. The Pd lattice parameter was 3.89 Å and the temperature was chosen to be 350 K, where diffusion of the H atom is still relatively fast (\(D = 0.16 \, \text{Å}^2 \, \text{ps}^{-1}\)). Interactions were modeled by an embedded atom potential\cite{41} We performed 8 ns of simulation with a time step of 0.5 fs for each choice of thermostat and \(\tau_0\).

The thermostation of the classical metal lattice and the H ring polymer were performed separately. The same coupling parameters and thermostating method were used for the metal and for the centroid of the H atom necklace. With this setup global thermostats on the H atom centroid act on only three degrees of freedom. Nevertheless, significant differences are still observed with respect to fully local schemes.

In Fig. 4 we plot the correlation times of the radius of gyration of the ring polymer and of the H atom kinetic energy. The path integral estimators for both of these quantities depend solely on the internal necklace modes, and the methods which target these modes specifically (PILE and NHC) offer clear advantages. In particular, the radius of gyration of the H atom ring polymer, which is almost completely decoupled from the slow motion of the ring polymer centroid, is seen to be thermostatted equally well by PILE and NHC. This clearly...
demonstrates that, by targeting the normal modes with either thermostat (stochastic or deterministic), the ergodicity problem of PIMD is completely resolved. The GLE is also seen to give rapid sampling of the H atom radius of gyration and kinetic energy without exploiting any knowledge of the normal mode vibrational frequencies, unless its fitted range is shifted so that it does not encompass all of the relevant spectrum ($\tau_0 > 100 \text{ fs}$).

Let us now consider two quantities which are more sensitive to the physical forces on the H atom: its contribution to the potential energy (defined as the energy of the H in Pd system minus the energy of the Pd lattice at the same configuration) and its diffusion coefficient. The correlation time $\tau_V$ of the H atom potential energy and the diffusion coefficient $D$ obtained from the thermostatted PIMD simulations are shown in Fig. 5, where the differences between this problem and liquid water become more apparent. Global schemes are now very inefficient, as the frequency mismatch between the H atom motion and the Pd lattice motion results in very slow equilibration unless a separate thermostat is coupled to each H atom centroid degree of freedom. This is clear from the results of the PILE-G and NHC-G thermostats, which do not perform any better for any value of the relaxation time $\tau_0$ than the corresponding local thermostats perform in the limit of weak coupling ($\tau_0 = 10^4 \text{ fs}$). We expect that this problem would be exacerbated even further if several interstitial H atoms were present and a global thermostat were to be attached to the total kinetic energy of their centroids, as we did in applying the global schemes to liquid water.

For the local schemes $\tau_V$ responds sharply to changes in the thermostat relaxation time $\tau_0$. This occurs because the range of H atom vibrational frequencies involved is relatively narrow, and by choosing an appropriate friction it is possible to obtain nearly-optimal sampling even with a simple WNLE. The GLE thermostat is almost independent of the choice of $\tau_0$, at the expense of a slight decrease in efficiency with respect to the optimal white-noise friction. This behavior is consistent with the analytical estimates of the efficiencies of the two thermostats in the harmonic limit (Fig. 1), which show the GLE to have a lower maximum efficiency in exchange for the far
broader range of frequencies for which it gives near-optimal sampling.

In contrast to the water calculations we see that the diffusion coefficient of the H interstitial in Pd is less affected by overdamping, which manifests itself in Fig. 5 only when a very small value of \( \tau_0 \) is used. Unlike water, where diffusion is sensitive to orientational modes which lie at higher frequencies in the spectrum, the diffusion mechanism of H atoms in Pd is a much simpler lattice mediated process. The dynamics can therefore tolerate a higher level of disturbance from the thermostat before being hampered.

Note finally from Fig. 5 that the deterministic NHC-L thermostat does not suffer from such a dramatic degradation in sampling efficiency for small \( \tau_0 \) as its stochastic counter-part PILE-L. Indeed, it has previously been observed\(^{12}\) that for purely harmonic potentials the NHC dynamics yields nearly-optimal efficiency for all frequencies smaller than \( \omega_0 = 1/\sqrt{\beta_0 Q^{(0)}} = 1/2\tau_0 \). Since the NHC equations lack rotational invariance, however, their performance depends critically on the relative orientations of the eigenvectors of the Hessian with respect to the directions to which the thermostat is applied\(^{16}\). The optimal behavior is only obtained with the correct alignment and the sampling efficiency degrades significantly for other alignments in an anisotropic potential, as we have observed here in the case of liquid water (compare the NHC-L results for \( \tilde{\gamma}_V \) in Fig. 5 with those for \( \gamma_V \) in Fig. 2 in the limit of small \( \tau_0 \).

IV. CONCLUDING REMARKS

Deterministic NHC thermostats have become the de facto standard for the difficult problem of canonical sampling in path integral molecular dynamics. Stochastic thermostats are however considerably simpler, and they provide a physically very appealing way to model the interaction of a system with a heat bath. Recent advances in the application of stochastic methods to various molecular dynamics sampling problems have therefore encouraged us to reconsider these methods as an alternative to Nosé-Hoover chains for path integral simulations, as we have done in this paper.

Overall, we believe that the results we have obtained are very promising. For two distinctly different physical systems – room temperature liquid water and a hydrogen atom interstitial in a palladium lattice – the simple stochastic PILE thermostat that we have introduced performs just as well as the deterministic NHC thermostat for nearly every property we have considered (see Figs 2-5). The only exception we have found is for the potential energy of a H atom in a Pd lattice in the strong coupling limit (small \( \tau_0 \)), where the sampling efficiency of the NHC thermostat degrades more gently (see the bottom left hand panel in Fig. 5). In all of the other cases we have considered there is essentially no difference in terms of sampling efficiency between our stochastic PILE and a deterministic NHC.

The GLE thermostat we have investigated has also been found to perform very well, especially given that (unlike the NHC and PILE thermostats) it does not exploit an analytic knowledge of the free ring polymer normal modes. A particularly nice feature of this thermostat is that it combines a sufficiently strong coupling to the internal modes of the ring polymer to ensure ergodic dynamics with a more gentle perturbation on the low frequency centroid motion that only mildly inhibits the Hamiltonian diffusion. As a result of this feature, the GLE behaves in many respects as a compromise between a global and a local thermostat, and provided its time constant \( \tau_0 \) is chosen such that the range of fitted frequencies encompasses the entire spectral range of interest it gives close to optimal sampling in every situation\(^{22}\).

One final comment we should make when assessing the relative merits of these various thermostats concerns their computational cost. The implementation of the Langevin equation is clearly very simple in both its white noise (scalar) and colored noise (matrix) forms, because an exact propagator can be obtained for the linear free-particle LE. In contrast, a multiple time step scheme is mandatory when solving the non-linear Nosé-Hoover chain equations if one wants to avoid a drift in the conserved quantity. In an ab initio PIMD simulation, where the computational effort is dominated by the evaluation of the physical forces acting on each ring polymer bead, the extra effort that is required to solve the Nosé-Hoover chain equations will often be negligible. However, in the present simulations the evaluation of the forces was made comparatively inexpensive by the use of empirical force fields and a highly efficient ring polymer contraction scheme\(^{35,39}\). As a consequence, the different thermostats were found to have quite a significant impact on the computational cost of the calculations\(^{33}\).

In summary, we firmly believe that stochastic methods should be reconsidered for use in path integral molecular dynamics (and MD in general), as their sampling efficiencies are comparable to that of the most commonly used deterministic scheme and they have a number of practical advantages. We are certainly now using Langevin equation thermostats in our own PIMD simulations and we expect that the results we have presented in this paper will encourage others to do so also.
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The number of Fourier transforms per time step can be reduced from four to three per degree of freedom in the absence of a thermostat by keeping the momenta in the normal mode representation and transforming the forces into this representation for the updates in Eqs. (21) to (25); this also eliminates the need for the Fourier transforms in the PILE thermostat in Eqs. (27) and (29).