ON THE LIPSCHITZ NUMERICAL INDEX OF BANACH SPACES

GEUNSU CHOI, MINGU JUNG, AND HYUNG-JOON TAG

Abstract. We provide some new consequences on the Lipschitz numerical radius and index which were introduced recently. More precisely, we give some renorming results on the Lipschitz numerical index, introduce a concept of Lipschitz numerical radius attaining functions in order to show that the denseness fails for an arbitrary Banach space, and study a Lipschitz version of Daugavet centers. Furthermore, we discuss the Lipschitz numerical index of vector-valued function spaces, absolute sums of Banach spaces, the Köthe-Bochner spaces, and Banach spaces which contain a dense union of increasing family of one-complemented subspaces.

1. Introduction and Preliminaries

In this article, we study the Lipschitz numerical radius and index of Banach spaces and Lipschitz versions of related topics. The numerical radius and index of Banach spaces have been active research area for decades, and there have been fruitful results connected to other geometrical properties of Banach spaces. There also have been a plethora of results extending the concepts of the numerical radius and index by considering nonlinear maps such as polynomials and holomorphic functions [2,11–13,17,19,20]. However, there are relatively fewer results known with respect to Lipschitz maps [22,41,42]. So we aim to provide additional observations on the Lipschitz numerical radius, index and the related notions such as the Daugavet centers in the Lipschitz setting.

Before providing the overview of extending the concepts to the Lipschitz settings, let us fix some notations. Let $X$ and $Y$ be Banach spaces and $X^*$ be the topological dual space of $X$. The closed unit ball and the unit sphere of $X$ are denoted by $B_X$ and $S_X$, respectively. We write by $L(X,Y)$ the space of all bounded linear operators from $X$ into $Y$.
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For a bounded linear operator $T \in \mathcal{L}(X, X)$, the numerical radius $\nu(T)$ of $T$ is defined by
\begin{equation}
\nu(T) = \sup \{|x^*(Tx)| : (x, x^*) \in S_X \times S_{X^*}, x^*(x) = 1\},
\end{equation}
and the numerical index $n(X)$ of $X$ is given by
\[
n(X) = \inf \{\nu(T) : T \in \mathcal{L}(X, X)\}.
\]
Useful information on the numerical radius and the index can be found in [5]. We also refer to [26] for a comprehensive summary of these topics.

The numerical index is closely related to the alternative Daugavet property, a property for $X$ satisfying the equation
\begin{equation}
\max_{|\omega|=1} \|\text{Id}_X + \omega T\| = 1 + \|T\|
\end{equation}
for every rank-one operator $T \in \mathcal{L}(X, X)$. If the above equality holds for $\omega = 1$, we say that $X$ has the Daugavet property. It is shown in [16, Remark, pp. 483] that a Banach space $X$ has the numerical index 1 if and only if every operator $T \in \mathcal{L}(X, X)$ satisfies the equation (2). Hence every Banach space with the numerical index 1 has the alternative Daugavet property. Lush spaces such as $C(K)$, $L_1(\mu)$, and the uniform algebra are known to have the numerical index 1 [7, Proposition 2.2]. On the other hand, $L_1(\mu)$ with a non-atomic measure $\mu$ [34], $C(K)$ with a perfect, compact Hausdorff space $K$ [15], and the uniform algebra which Shilov boundary contains no isolated point [44, 46] have the Daugavet property. Another direction of research related to the Daugavet property is considering so called Daugavet centers. Given Banach spaces $X$ and $Y$, recall that $G \in \mathcal{L}(X, Y)$ is said to be a Daugavet center if
\[
\|G + T\| = \|G\| + \|T\|
\]
for every rank-one operator $T \in \mathcal{L}(X, Y)$. Daugavet centers are introduced in [6] to consider an operator that behaves similarly to $\text{Id}_X$ on a Banach space $X$ with the Daugavet property. For more details on Daugavet centers and their connection to recent developments in the theory of numerical index, we refer to [6,21,24,25].

As mentioned earlier, nonlinear versions of these concepts have been studied by many researchers. Recently, the Lipschitz numerical radius and index have been introduced in [41, 42] via the Lipschitz numerical range, which was inspired by the numerical range of operators on nonlinear Hilbert spaces [47]. As usual, we denote by $\text{Lip}_0(X, Y)$ the space of Lipschitz maps from $X$ into $Y$ that vanishes at 0, equipped with the Lipschitz norm $\| \cdot \|_L$ given by
\[
\|T\|_L = \sup \left\{ \frac{\|Tx - Ty\|}{\|x - y\|} : x, y \in X, x \neq y \right\}.
\]
For $T \in \text{Lip}_0(X, X)$, the Lipschitz numerical radius of $T$ is defined by
\begin{equation}
\nu_L(T) = \sup \left\{ \frac{|x^*(Tx - Ty)|}{\|x - y\|^2} : x^* \in D(x - y), x, y \in X, x \neq y \right\},
\end{equation}
where

\[ D(x) = \{ x^* \in X^* : x^*(x) = \|x^*\|\|x\| = \|x\|^2 \}. \]

Throughout the paper, we denote by \( \Pi_X \subset X \times X \times X^* \) the state of \( X \) given by

\[ \Pi_X = \{(x, y, x^*) : x, y \in X, x \neq y, x^* \in D(x - y) \} \]

and denote by \( \pi \) the projection from \( X \times X \times X^* \) to \( X \times X \) given by \( \pi(x, y, x^*) = (x, y) \).

We shall simply write \( \Pi \) without the subscript \( X \) when there is no possible confusion. In a similar way to the numerical index, the Lipschitz numerical index \( n_L(X) \) of \( X \) is defined by

\[ n_L(X) = \inf \{ \nu_L(T) : T \in S_{\text{Lip}_0(X, X)} \}. \]

A natural, but unsolved, question is whether the Lipschitz numerical index \( n_L(X) \) is the same as the numerical index \( n(X) \) or not. Clearly, we have \( n_L(X) \leq n(X) \). Although the reverse inequality is not known in general, the equality turns out to be true for certain cases. For example, these notions coincide for separable Banach spaces with the Radon-Nikodým property [42]. Moreover, it is observed that if \( X \) has the Radon-Nikodým property, or \( X \) is an Asplund space, or \( X \) does contain \( \ell_1 \), or \( X \) has the convex point of continuity property, then \( n(X) = 1 \) is equivalent to \( n_L(X) = 1 \) [22].

The article consists of three main parts. All the necessary terminologies and conventions will be presented thoroughly in each subsection because the article covers a wide range of topics. In Section 2.1, we extend the renorming results in the numerical index by showing that the Lipschitz numerical index varies continuously with respect to the equivalent renorming. In Section 2.2, we define a notion of Lipschitz numerical radius attaining maps which turns out to be related to numerical radius attaining operators. In particular, we show that the set of Lipschitz numerical radius attaining maps is not dense in \( \text{Lip}_0(X, X) \) for any Banach space \( X \), while the Gâteaux derivative of a Lipschitz numerical radius attaining map can be dealt as a numerical radius attaining operator. Section 2.3, which was inspired by [22], concerns a Lipschitz version of Daugavet centers. We compare this notion with the original one and prove that these notions provided the linearity are actually equivalent to each other.

In Section 3, we present the stability results on the Lipschitz numerical index of vector-valued function space \( A(\Omega, X) \). More precisely, we show in Section 3.1 that \( n_L(X) \leq n_L(A(\Omega, X)) \) under a certain assumption on the set of strong peak points of the base algebra. In Section 3.2, we show that same inequality also holds for the space \( A(K, X) \). Here we use the Choquet boundary of the base algebra instead of the set of strong peak points. Furthermore, we also discuss when the equality of these Lipschitz numerical radii holds for the spaces \( A(\Omega, X) \) and \( A(K, X) \). As an application of the results from Section 3.1, assuming the set of strong peak points is a norming set, we show in Section 3.3 that \( A(\Omega, X) \) inherits the Daugavet property from \( X \). A similar result on \( A(K, X) \) will be also provided in the same section.
In Section 4, we study the stability results of Lipschitz numerical index especially on the absolute sums of Banach spaces (Section 4.1), the Köthe-Bochner spaces (Section 4.2), and the Banach spaces which contain a dense increasing family of one-complemented subspaces (Section 4.3). As a consequence, we show in Section 4.4 that the Lipschitz numerical index of \( \ell_p(X) \) is the limit of the sequence of the Lipschitz numerical index of \( \ell_p^m(X) \), and the Lipschitz numerical index of Lebesgue-Bochner space \( L_p(\mu,X) \) coincides with that of \( \ell_p(X) \) for any Banach space \( X \) by using the stability result on the \( \ell_p \)-sum.

2. Lipschitz numerical radii, indices, and Daugavet centers

In this section, we provide the Lipschitz analogues of the properties that are well-known for classical numerical radii and indices and their connection to the numerical radius attaining operators and the Daugavet centers.

2.1. Lipschitz numerical index and renorming. Let \( E(X) \) be the set of all equivalent norms on \( X \). If we equip this set with the following metric

\[
\mu(p, q) = \log \left( \min \left\{ k \geq 1 : p \leq kq, q \leq kp \right\} \right),
\]

then the set \( (E(X), \mu) \) is known to be arcwise connected [38, Theorem 1]. We denote by \( M(E) \) the space of all nonempty, bounded, closed subsets of a metric space \( E \) endowed with the Hausdorff metric \( d \) that is given by

\[
d(A, B) = \max \left\{ \sup_{x \in A} d(x, B), \sup_{x \in B} d(x, A) \right\}
\]

for \( A, B \in M(E) \).

Let \( (X, p) \) be a Banach space equipped with the norm \( p \). For convenience, we denote also by \( p \) the dual norm of \( p \). We define the set \( \Pi_p \) by

\[
\Pi_p = \left\{ (x, y, x^*) \in X \times X \times X^* : x^*(x - y) = p(x^*)p(x - y) = \{p(x - y)\}^2 \right\}.
\]

and Lipschitz numerical radius \( \nu^p_L(T) \) of \( T \in \text{ Lip}_0(X, X) \) with respect to the norm \( p \) by

\[
\nu^p_L(T) = \sup \left\{ \frac{x^*(Tx - Ty)}{\{p(x - y)\}^2} : (x, y, x^*) \in \Pi_p \right\}.
\]

This allows us to define the Lipschitz numerical index \( n^p_L(X) \) with respect to the norm \( p \) by

\[
n^p_L(X) = \inf \{ \nu^p_L(T) : T \in S_{\text{ Lip}_0((X,p),(X,p))} \}
\]

and the set \( N^L(X) \) of values of Lipschitz numerical index that \( X \) can have up to renorming, i.e.,

\[
N^L(X) := \{n^p_L(X) : p \in E(X)\}.
\]

Our aim is to prove that \( N^L(X) \) is an interval for every Banach space \( X \). To this end, we first prove that the map from an equivalent norm on \( X \) to the Lipschitz numerical index with respect to the same norm is continuous with respect to the metric \( \mu \). The
similar results with respect to the numerical radius and index are shown in [5, Corollary 18.4] (see also [18, Proposition 2]).

**Proposition 2.1.** Let $X$ be a Banach space and $T \in \text{Lip}_0(X, X)$. Then the mapping $p \mapsto \nu^p_L(T)$ from $\mathcal{E}(X)$ to $\mathbb{R}$ is uniformly continuous on each bounded subset of $\mathcal{E}(X)$.

**Proof.** Let $G_\kappa := \{ p \in \mathcal{E}(X) : \mu(p, \|\cdot\|) < \kappa \}$ and $\varepsilon > 0$. It is well-known from [5, Theorem 3] that there exists $\delta > 0$ such that

$$d(\Pi_p, \Pi_q) < \varepsilon \quad \text{whenever } \mu(p, q) < \delta \text{ with } p, q \in G_\kappa.$$  

Now, fix $p, q \in G_\kappa$ satisfying (4). For a given $\eta > 0$, choose $(x, y, x^*) \in \Pi_q$ so that

$$\frac{|x^*(Tx - Ty)|}{\{q(x - y)\}^2} > \nu^q_L(T) - \eta.$$  

Since $d(\Pi_p, \Pi_q) < \varepsilon$, we can also find $(u, u^*) \in \Pi_p$ such that

$$\left\| u - \frac{x - y}{q(x - y)} \right\| + \left\| u^* - \frac{x^*}{q(x^*)} \right\| < \varepsilon.$$  

If we let $x' = y + q(x - y)u$ and $y' = y$, it is easy to see from the direct computation that $\|x' - x\| < q(x - y)\varepsilon$. Furthermore, notice that $(x', y', q(x - y)u^*) \in \Pi_p$. Then, we obtain

$$\frac{|x^*(Tx - Ty)|}{\{q(x - y)\}^2} - \frac{[q(x - y)u^*](Tx' - Ty')}{\{p(x' - y')\}^2} \leq \frac{|x^*(Tx') - x^*(Tx)|}{\{q(x - y)\}^2} + \frac{|x^*(Tx') - [q(x - y)u^*](Tx') - x^*(Ty) - [q(x - y)u^*](Ty)|}{\{q(x - y)\}^2} \leq \frac{||x^*||_L q(x - y)\varepsilon}{\{q(x - y)\}^2} + \frac{|x^* - q(x^*)u^*|(Tx' - Ty)}{\{q(x^*)\}^2} \leq e^\varepsilon||T||_L + \frac{\{q(x^*)\}^2||T||_L \varepsilon}{\{q(x^*)\}^2} = 2\varepsilon e^\kappa ||T||_L.$$  

This implies that $\nu^p_L(T) \leq \nu^q_L(T) + 2\varepsilon e^\kappa ||T||_L + \eta$. Since $\eta > 0$ was arbitrarily chosen, we have

$$\nu^p_L(T) \leq \nu^q_L(T) + 2\varepsilon e^\kappa ||T||_L.$$  

By using the same argument, we can also show that $\nu^p_L(T) \leq \nu^q_L(T) + 2\varepsilon e^\kappa ||T||_L$. Therefore, we have

$$|\nu^p_L(T) - \nu^q_L(T)| \leq 2\varepsilon e^\kappa ||T||_L,$$

which proves our claim. \hfill \Box

**Proposition 2.2.** Let $X$ be a Banach space. Then the mapping $p \mapsto \nu^p_L(X)$ from $\mathcal{E}(X)$ to $\mathbb{R}$ is continuous. Hence the set $N_L(X)$ is an interval.
Proof. We follow the argument in [18, Proposition 2]. From Proposition 2.1, we deduce that the mapping \((p, T) \in \mathcal{E}(X) \times \text{Lip}_0(X, X) \mapsto \nu_T^p(T) \in \mathbb{R}\) is uniformly continuous on bounded sets. Let \(p_0 \in \mathcal{E}(X)\), \(B\) be an open ball centered at \(p_0\), and \(S = \{T \in \text{Lip}_0(X, X) : \|T\|_{p_0} = 1\}\) where \(\| \cdot \|_{p_0}\) is understood as the Lipschitz norm on the space \((X, p_0)\). Since \(\inf\{\|T\|_{p_0} : p \in B, T \in S\} > 0\), the mapping \(\Psi : B \times S \to \mathbb{R}\) given by \(\Psi(p, T) = \nu_T^p(L_T)\|T\|_{p_0}\) is uniformly continuous; hence \(p \in \mathcal{E}(X) \mapsto n_L^p(X) = \inf\{\Psi(p, T) : T \in S\} \in \mathbb{R}\) is continuous on \(B\). □

2.2. Lipschitz numerical radius attaining maps. Recall that for a Banach space \(X\), a bounded linear operator \(T \in \mathcal{L}(X, X)\) is said to be a numerical radius attaining operator when the supremum in the equation (1) is attained by an element \((x, x^*)\) such that \(x^*(x) = 1\). Numerical radius attaining operators, introduced in [40], have been investigated by many researchers (see, for instance, [1,8,9,37] and the references therein). In a similar spirit, we now define a Lipschitz numerical radius attaining map. A Lipschitz map \(T \in \text{Lip}_0(X, X)\) attains its Lipschitz numerical radius when the supremum in the equation (3) is attained by an element \((x, y, x^*) \in \Pi\).

First, we prove that the set of Lipschitz numerical radius attaining maps on \(X\) is not dense in \(\text{Lip}_0(X, X)\) for every Banach space \(X\). In order to prove this, we need the following lemma.

Lemma 2.3. Let \(X\) be a Banach space. If \(T \in \text{Lip}_0(X, X)\) attains its Lipschitz numerical radius at \((x, y, x^*) \in \Pi\), then \(T\) attains its Lipschitz numerical radius at \((x, z, (1 - \lambda)x^*) \in \Pi\) and at \((z, y, \lambda x^*) \in \Pi\) where \(z = \lambda x + (1 - \lambda)y\) with \(0 < \lambda < 1\).

Proof. Since \((1 - \alpha)x^* \in D(x - z)\) and \(\alpha x^* \in D(z - y)\), we have

\[
\nu_L(T) = \frac{x^*(Tx - Tz) + x^*(Tz - Ty)}{\|x - y\|^2} = \frac{(1 - \alpha)x^*(Tx - Tz)}{\|x - z\|^2} + \frac{\alpha x^*(Tz - Ty)}{\|z - y\|^2} \\
\leq (1 - \alpha)\nu_L(T) + \alpha \nu_L(T) \\
= \nu_L(T).
\]

Hence, \(T\) attains its Lipschitz numerical radius at \((x, z, (1 - \lambda)x^*) \in \Pi\) and at \((z, y, \lambda x^*) \in \Pi\). □

Theorem 2.4. Let \(X\) be a Banach space. Then the set of Lipschitz numerical radius attaining maps is not dense in \(\text{Lip}_0(X, X)\).

Proof. We follow the argument in [27, Theorem 2.3]. Fix \(x_0 \in S_X\) and consider the line segment \([0, x_0] = \{\lambda x_0 : 0 \leq \lambda \leq 1\}\). We may assume for convenience that \([0, x_0] = \)
Let \( P : X \to [0, 1] \) be a norm one retraction Lipschitz map. Define \( S \in \text{Lip}_0([0, 1], \mathbb{R}) \) by

\[
S(t) = \int_0^t \chi_C(\tau) \, d\tau,
\]

where \( C \) is a nowhere dense closed subset of \([0, 1]\) with a positive measure. Then \( \|S\|_L = 1 \).

Put \( R := ESP : X \to X \) where \( E \) is the natural injection map from \([0, 1]\) to \( X \). We have then \( R \in \text{Lip}_0(X, X) \) and \( \|R\|_L = \nu_L(R) = 1 \). Suppose there exists \( T \in \text{Lip}_0(X, X) \) which attains its Lipschitz numerical radius and satisfies that \( \|T - R\|_L < 1/2 \). It follows that \( \nu_L(T - R) < 1/2 \) and \( \nu_L(T) \geq \nu_L(R) - \|T - R\|_L > 1/2 \). Let us say, \( T \) attains its Lipschitz numerical radius at \((x, y, x^*) \in \Pi \). By using Lemma 2.3, we have that

\[
|x^*(Rz_1 - Rz_2)| \geq |x^*(Tz_1 - Tz_2)| - \nu_L(T - R)\|z_1 - z_2\|^2
\]

\[
= \nu_L(T)\|z_1 - z_2\|^2 - \nu_L(T - R)\|z_1 - z_2\|^2
\]

\[
> 0
\]

for all \( z_1 \neq z_2 \in [x, y] \). This implies that \( Rz_1 \neq Rz_2 \) for all \( z_1 \neq z_2 \in [x, y] \), which is impossible. \( \square \)

As a generalization of classical Lebesgue’s differentiability theorem, it is well-known that if \( X \) is a separable Banach space and \( Y \) is a Banach space with the RNP, then every Lipschitz map \( T \) from \( X \) into \( Y \) is Gâteaux differentiable outside an Aronszajn null set (see [4, Theorem 6.42]). Our next result, which is motivated by [42, Proposition 3.2], shows that the Lipschitz numerical radius attainment of \( T \in \text{Lip}_0(X, X) \) is related to the classical numerical radius attainment of its Gâteaux derivative. We write \( D_T(u) \) for the Gâteaux derivative of \( T \) at \( u \), i.e.,

\[
D_T(u)(x) = \lim_{t \to 0} \frac{T(u + tx) - T(u)}{t} \quad (x \in X).
\]

**Proposition 2.5.** Let \( X \) be a Banach space. If \( T \in \text{Lip}_0(X, X) \) attains its Lipschitz numerical radius at \((x, y, x^*) \in \Pi \) and \( T \) is Gâteaux differentiable on \([x, y] \), then \( D_T(u) \in \mathcal{L}(X, X) \) attains its numerical radius at \( \left( \frac{x-y}{\|x-y\|}, \frac{x^*}{\|x^*\|} \right) \) for every \( u \in [x, y] \).

**Proof.** Let \( u \in [x, y] \) be fixed. Note that

\[
D_T(u)(z_0) = \lim_{t \to 0} \frac{T(u + tz_0) - T(u)}{t},
\]

where \( z_0 = (x - y)/\|x - y\| \). Given \( \varepsilon > 0 \), let \( \delta > 0 \) be such that

\[
0 < |t| < \delta \implies \left| D_T(u)(z_0) - \frac{T(u + tz_0) - T(u)}{t} \right| < \varepsilon.
\]

Let \( \{x_1, \ldots, x_{N-1}\} \subset [x, y] \) be a set of finite points such that \( x_j = t_j x + (1 - t_j)y \) where \( 1 = t_N > t_{N-1} > \ldots > t_1 > t_0 = 0 \) with \( \|x_j - x_{j+1}\| < \frac{\delta}{2} \) for every \( j = 0, \ldots, N - 1 \) and
\(x_i = u\) for some \(i \in \{0, \ldots, N\}\). Then
\[
(D_T(u)(z_0) - Tx_i - 1) - Tu \parallel x_{i+1} - u \parallel < \varepsilon.
\] (5)
On the other hand, note from Lemma 2.3 that
\[
\left\| \frac{x^*}{\|x^*\|} \left( \frac{Tx_j - Tx_{j+1}}{\|x_j - x_{j+1}\|} \right) \right\| = \nu_L(T)
\]
for each \(j = 0, \ldots, N - 1\). In particular, from (5), we have that
\[
\left\| \frac{x^*}{\|x^*\|} (D_T(u)(z_0)) \right\| \geq \left\| \frac{x^*}{\|x^*\|} \left( \frac{Tx_{i+1} - Tu}{\|x_{i+1} - u\|} \right) \right\| - \varepsilon = \nu_L(T) - \varepsilon.
\]
By letting \(\varepsilon \to 0\) and by [42, Proposition 3.2],
\[
\nu_L(T) \geq \nu(D_T(u)) \geq \left\| \frac{x^*}{\|x^*\|} (D_T(u)(z_0)) \right\| \geq \nu_L(T)
\]
which implies that \(D_T(u)\) attains its numerical radius at \((z_0, \frac{x^*}{\|x^*\|})\).
\(\square\)

2.3. Lipschitz Daugavet centers. As a Lipschitz analogue of the Daugavet centers, we now introduce the Lipschitz Daugavet centers.

**Definition 2.6.** Let \(X\) and \(Y\) be Banach spaces. A Lipschitz map \(G \in \text{Lip}_0(X,Y)\) is said to be a Lipschitz Daugavet center if
\[
\|G + T\|_L = \|G\|_L + \|T\|_L
\]
for every rank-one Lipschitz map \(T \in \text{Lip}_0(X,Y)\).

Our aim is to extend the result [22, Corollary 3.6] by showing that if \(G \in \mathcal{L}(X,Y)\) is a Daugavet center, then \(\|G + T\|_L = \|G\|_L + \|T\|_L\) for every \(T \in \text{Lip}_0(X,Y)\) such that \(\overline{\text{conv}}(\text{slope}(T))\) has one of the properties: Radon-Nikodým property, Asplund property, CPCP, or absence of \(\ell_1\)-sequences. Here the slope of a Lipschitz map \(T\) is defined by
\[
\text{slope}(T) := \left\{ \frac{Tu - Tv}{\|u - v\|} : u, v \in X, u \neq v \right\}.
\]
As an immediate corollary, we will obtain that \(G \in \mathcal{L}(X,Y)\) is a Daugavet center if and only if \(G\) is a Lipschitz Daugavet center. To this end, we collect first some generalizations to Daugavet centers of the properties for the identity \(\text{Id}_X\) on a Banach space \(X\) with the Daugavet property.

Recall from [22] that for a Banach space \(X\), a Lip-slice of \(S_X\) is a non-empty set of the form
\[
\left\{ \frac{u - v}{\|u - v\|} : u, v \in X, u \neq v, \frac{f(u) - f(v)}{\|u - v\|} > \alpha \right\}
\]
for \(f \in \text{Lip}_0(X,\mathbb{R})\) and \(\alpha \in \mathbb{R}\). We shall denote the set
\[
S_L(f,\varepsilon) = \left\{ \frac{u - v}{\|u - v\|} : u, v \in X, u \neq v, \frac{f(u) - f(v)}{\|u - v\|} > \|f\|_L - \varepsilon \right\}
\]
for \( f \in \text{Lip}_0(X, \mathbb{R}) \) and \( \varepsilon > 0 \).

The following result generalizes [22, Corollary 2.6].

**Proposition 2.7.** Let \( X \) and \( Y \) be Banach spaces, and let \( G \in \mathcal{L}(X, Y) \). Then \( G \) is a Daugavet center if and only if for any \( y \in S_Y \), \( f \in \text{Lip}_0(X, \mathbb{R}) \) and \( \varepsilon > 0 \), there is \( u \in S(f, \varepsilon) \) such that \( \| Gu + y \| > 2 - \varepsilon \).

**Proof.** It suffices to prove ‘only if’ direction. Suppose that \( \|G\| = 1 \). Let \( y_0 \in S_Y \) and \( \varepsilon > 0 \) be fixed. Note from [6, Theorem 2.5] that

\[
B_X \subseteq \text{conv}(B_X \setminus G^{-1}(B_Y(-y_0,2-\varepsilon))),
\]

where \( B_Y(-y_0,2-\varepsilon) \) denotes the closed ball with radius \( 2-\varepsilon \) centered at \(-y_0\) in \( Y \). It follows that

\[
S(f,\varepsilon) \cap \text{conv}(B_X \setminus G^{-1}(B_Y(-y_0,2-\varepsilon))) \neq \emptyset;
\]

hence by [22, Lemma 2.4], we get that

\[
S(f,\varepsilon) \cap (B_X \setminus G^{-1}(B_Y(-y_0,2-\varepsilon))) \neq \emptyset.
\]

Take \( z := (u-v)/\|u-v\| \) to be an element in this intersection, then \( \|Gz+y_0\| > 2-\varepsilon \). \( \Box \)

Before going further, we clarify some notation. Given a Banach space \( X \), let us denote by \( K(X^*) \) the intersection of \( S_{X^*} \) with the weak-star closure in \( X^* \) of the set \( \text{Ext}(B_{X^*}) \) of extreme points of \( B_{X^*} \). That is, \( K(X^*) = S_{X^*} \cap \overline{\text{Ext}(B_{X^*})}^{w^*} \). We will consider \( K(X^*) \) as a topological space equipped with the weak-star topology. Then \( K(X^*) \) is a Baire space [22, Lemma 3.2]. Given Banach spaces \( X \) and \( Y \), a Lip-slice \( S = S(f,\varepsilon) \) of \( S_X \), \( G \in \mathcal{L}(X, Y) \) with \( \|G\| = 1 \) and \( \varepsilon > 0 \), we consider the set

\[
D_G(S,\varepsilon) = \{ y^* \in K(Y^*) : \text{Re} y^*(Gx) > 1 - \varepsilon \text{ for some } x \in S \}.
\]

**Lemma 2.8.** Let \( X \) and \( Y \) be Banach spaces, \( S(f,\varepsilon) \) a Lip-slice of \( S_X \), \( G \in \mathcal{L}(X, Y) \) with \( \|G\| = 1 \) and \( \varepsilon > 0 \). Then \( D_G(S,\varepsilon) \) is an open subset of \( K(Y^*) \). If, in addition, \( G \) is a Daugavet center, then \( D_G(S,\varepsilon) \) is dense in \( K(Y^*) \).

**Proof.** First, note that \( D_G(S,\varepsilon) = \bigcup_{x \in S} D_x \), where \( D_x = \{ y^* \in K(Y^*) : \text{Re} y^*(Gx) > 1 - \varepsilon \} \); hence \( D_G(S,\varepsilon) \) is weak-star open as it is a union of weak-star open sets of \( K(Y^*) \). Next, assume that \( G \) is a Daugavet center. With the same proof of [22, Lemma 3.2] but using Proposition 2.7 instead of [22, Corollary 2.6], we can prove that \( D_G(S,\varepsilon) \) is dense in \( K(Y^*) \). \( \Box \)

Recall from [3] that a bounded subset \( C \) of a Banach space \( X \) is a **slicely countably determined set** (for short, SCD-set) if there is a **determining sequence** \( \{S_n\} \) of slices of \( C \), that is, \( \{S_n\} \) satisfies that \( C \subseteq \text{conv}(B) \) whenever \( B \subseteq C \) intersects all the \( S_n \)'s. The following result generalizes [22, Theorem 3.4] while the proof is based on the same idea.
Theorem 2.9. Let $X$ and $Y$ be Banach spaces and $G \in \mathcal{L}(X,Y)$. If $G$ is a Daugavet center, then $\|G + T\|_L = \|G\| + \|T\|_L$ for every $T \in \text{Lip}_0(X,Y)$ such that slope$(T)$ is an SCD-set.

Proof. Without loss of generality, let us assume that $\|G\| = 1$ and consider the case of $\|T\|_L = 1$. For $\varepsilon > 0$, let $u \neq v \in X$ such that

$$\|Tu - Tv\| > (1 - \varepsilon)\|u - v\|.$$ 

Take a sequence $\{S_n\}$ of slices of slope$(T)$ which is determining and write

$$S_n = \{ z \in \text{slope}(T) : \text{Re} x^*_n(z) > 1 - \varepsilon_n \}$$

with $\varepsilon_n > 0$ and $x^*_n \in X^*$ such that $\sup \text{Re} x^*_n(\text{slope}(T)) = 1$. For each $n \in \mathbb{N}$, let us denote by $\tilde{S}_n$ the set

$$\left\{ \frac{u - v}{\|u - v\|} : u \neq v, \frac{\text{Re} x^*_n(Tu) - \text{Re} x^*_n(Tv)}{\|u - v\|} > 1 - \varepsilon_n \right\}.$$ 

By Lemma 2.8 and the Baire category theorem, we obtain that the set $A = \bigcap_{n \in \mathbb{N}} D_G(\tilde{S}_n, \varepsilon)$ is dense in $K(Y^*)$. Therefore, there exists $y^* \in A$ such that

$$\text{Re} y^* \left( \frac{Tu - Tv}{\|u - v\|} \right) > 1 - \varepsilon.$$ 

Since $y^* \in A$, for each $n \in \mathbb{N}$, there exist $u_n \neq v_n$ in $X$ such that

$$\text{Re} y^* \left( \frac{Gu_n - Gv_n}{\|u_n - v_n\|} \right) > 1 - \varepsilon \quad \text{and} \quad \frac{Tu_n - Tv_n}{\|u_n - v_n\|} \in S_n.$$ 

Since $\{S_n\}$ is determining for slope$(T)$, we then have

$$\text{slope}(T) \subseteq \overline{\text{conv}} \left\{ \frac{Tu_n - Tv_n}{\|u_n - v_n\|} : n \in \mathbb{N} \right\}.$$ 

By a standard convexity argument as in the proof of [22, Theorem 3.4], there exists $\ell \in \mathbb{N}$ such that

$$\text{Re} y^* \left( \frac{Tu_\ell - Tv_\ell}{\|u_\ell - v_\ell\|} \right) > 1 - \varepsilon.$$ 

Finally,

$$\|G + T\|_L \geq \text{Re} y^* \left( \frac{Gu_\ell - Gv_\ell}{\|u_\ell - v_\ell\|} + \frac{Tu_\ell - Tv_\ell}{\|u_\ell - v_\ell\|} \right) > 2 - 2\varepsilon.$$ 

□

By definition, if slope$(T)$ is an SCD-set for $T \in \text{Lip}_0(X,Y)$, then $T$ is forced to have a separable image. Nevertheless, the following result will be a tool to get rid of this separability restriction in many cases. The proof is similar to the proof of [22, Lemma 3.5], but slightly different. We include the proof for the sake of completeness.
Proposition 2.10. Let $X$ and $Y$ be Banach spaces, $G \in \mathcal{L}(X,Y)$ and $T \in \text{Lip}_0(X,Y)$. Then there exist separable subspaces $E$ and $F$ of $X$ and $Y$, respectively, such that $T|_E \in \text{Lip}_0(E,F)$ and $G|_E \in \mathcal{L}(E,F)$ satisfy $\|T|_E\|_L = \|T\|_L$, $\|G|_E\| = \|G\|$ and $G|_E$ is a Daugavet center.

Proof. Let $\{x_k\}$ and $\{x_k'\}$ be sequences in $X$ such that $\|T|_{\text{span}\{x_k : k \in \mathbb{N}\}}\|_L = \|T\|_L$ and $\|G|_{\text{span}\{x_k' : k \in \mathbb{N}\}}\| = \|G\|$, respectively. Let $X := \text{span}\{x_k, x_k' : k \in \mathbb{N}\}$ and $Y := T(X_1)$. Then $X_1$ and $Y_1$ are separable subspaces of $X$ and $Y$, respectively. By [21, Theorem 1], there exist separable subspaces $E_1$ and $F_1$ of $X$ and $Y$, respectively, such that $X_1 \subseteq E_1$, $Y_1 \subseteq F_1$, $G(E_1) \subseteq F_1$ and $G|_{E_1} : E_1 \to F_1$ is a Daugavet center. Let $Y_2 := \text{span}\{F_1 \cup T(E_1)\}$. Again, by [21, Theorem 1], there exist separable subspaces $E_2$ and $F_2$ of $X$ and $Y$, respectively, such that $E_1 \subseteq E_2$, $Y_2 \subseteq F_2$, $G(E_2) \subseteq F_2$ and $G|_{E_2} : E_2 \to F_2$ is a Daugavet center. Let $Y_3 := \text{span}\{F_2 \cup T(E_2)\}$. In this fashion, we can define a sequence $\{E_n\}$ and $\{F_n\}$ of separable subspaces of $X$ and $Y$, respectively, so that

$$X_1 \subseteq E_1 \subseteq E_2 \subseteq \cdots \subseteq E_n \subseteq \cdots$$

and

$$Y_1 \subseteq F_1 \subseteq Y_2 \subseteq F_2 \subseteq \cdots \subseteq Y_n \subseteq F_n \subseteq \cdots.$$ 

Put $E := \bigcup_n E_n$ and $F := \bigcup_n F_n$. Then $T|_E \in \text{Lip}_0(E,F)$ satisfies that $\|T|_E\|_L = \|T\|_L$. Moreover, $G(E) \subseteq F$ and $\|G|_E\| = \|G\|$. By using [6, Theorem 2.1], it can be checked that $G|_E : E \to F$ is a Daugavet center. \qed

Now, we are ready to present the promised result which generalizes [22, Corollary 3.6].

Corollary 2.11. Let $X$ and $Y$ be Banach spaces and $G \in \mathcal{L}(X,Y)$. If $G$ is a Daugavet center, then $\|G + T\|_L = \|G\| + \|T\|_L$ for every $T \in \text{Lip}_0(X,Y)$ such that $\text{conv}(\text{slope}(T))$ has one of the following properties: Radon-Nikodým property, Asplund property, CSCP, or absence of $\ell_1$-sequences.

Proof. Let us take separable subspaces $E$ and $F$ from Proposition 2.10. Observe that $\text{conv}(\text{slope}(T|_E))$ also enjoys one of the properties listed above; hence $\text{conv}(\text{slope}(T|_E))$ is an SCD-set since it is separable. By [22, Lemma 3.1], $\text{slope}(T|_E)$ turns to be an SCD-set. It follows from Theorem 2.9 that

$$\|G + T\|_L \geq \|G|_E + T|_E\|_L = \|G|_E\| + \|T|_E\|_L = \|G\| + \|T\|_L.$$ \qed

We finish this section by mentioning that the lack of linearity induces a difficulty in estimating the lower bound of the Lipschitz numerical index of a Banach space with so called the property $\beta$. For the case of classical numerical index, see [18, Proposition 5].

Question 2.12. Suppose that $X$ is a Banach space with the property $\beta$. Is it possible to estimate the Lipschitz numerical index of $X$ in terms of the constant involved in the definition of the property $\beta$?
3. Lipschitz numerical index of vector-valued function spaces

In this section, we present the stability results of the Lipschitz numerical index of vector-valued function spaces. Recall that a function algebra \( A(\Omega) \) is a closed subspace of \( C_b(\Omega) \) that separates points of \( \Omega \) and contains constant functions. When \( \Omega \) is a compact Hausdorff space, the function algebra \( A(\Omega) \) is known as the uniform algebra. We will use the notation \( K \) instead of \( \Omega \) in this case.

Let us emphasize that all Banach spaces are assumed to be complex in the present section. As a vector-valued analogue of a function algebra, we denote by \( A(\Omega, X) \) a closed subspace of the space \( C_b(\Omega, X) \) of \( X \)-valued bounded continuous functions that satisfies the following properties:

(i) The base algebra \( A = \{ x^* \circ f : f \in A(\Omega, X), x^* \in X^* \} \) is a function algebra.
(ii) \( A \otimes X \subset A(\Omega, X) \).
(iii) For every \( f \in A \) and \( g \in A(\Omega, X) \), \( fg \in A(\Omega, X) \).

In order to compare the Lipschitz numerical index of \( A(\Omega, X) \) to that of \( X \), we apply the following lemmata from [42] which were used to show the stability of the Lipschitz numerical index of \( C(K, X) \).

**Lemma 3.1.** [42, Corollary 2.2] Let \( Q \subset \Pi \) be such that \( \pi(Q) \) is dense in \( X \times X \). Then for each \( T \in \text{Lip}_0(X, X) \),

\[
\nu_L(T) = \sup \left\{ \frac{|x^*(Tx - Ty)|}{\|x - y\|^2} : (x, y, x^*) \in Q \right\}.
\]

Moreover, \( \nu_L(T) \) may be determined by choosing one functional \( x^* \in D(x - y) \) at each point \((x, y)\) of a dense subset of \( X \times X \).

The join \( J(A, B) \) of sets \( A \) and \( B \) is the union of all line segments from these sets and defined by \( J(A, B) = \bigcup \{ \lambda a + (1 - \lambda)b : a \in A, b \in B, 0 \leq \lambda \leq 1 \} \).

**Lemma 3.2.** [42, Lemma 2.6] Let \( X \) be a Banach space and \( x, y \in X \) with \( x \neq y \). If \( \frac{x - y}{\|x - y\|} \in \overline{J(E)} \) for some set \( E \subset B_X \), then for every \( \varepsilon > 0 \), there exists \( z \in X \) such that

\[
z - x \in \frac{\|x - y\|}{2} E \quad \text{and} \quad \|y - z\| \leq (1 + \varepsilon) \frac{\|x - y\|}{2}.
\]

**Lemma 3.3.** [42, Lemma 4.1] Let \( X \) and \( Y \) be Banach spaces. If \( x_1, x_2 \in X \), \( y_1, y_2 \in Y \) satisfy that \( \|y_1 - y_2\|_Y \leq M \|x_1 - x_2\|_X \) for some \( M > 0 \), then there exists a \( M \)-Lipschitz map \( F \in \text{Lip}(X, Y) \) such that \( F(x_1) = y_1 \) and \( F(x_2) = y_2 \).

### 3.1. Lipschitz numerical index of \( A(\Omega, X) \)

When we inspect the proof of the stability result on the Lipschitz numerical index of \( C(K, X) \) in [42], Urysohn’s lemma also plays an important role along with the aforementioned lemmata. However, it is shown that the
Urysohn’s lemma may be too rigid to use for function algebras (for such an example, see [10, pp. 371]).

To overcome this difficulty, a Urysohn-type lemma for function algebras is introduced in [28], inspired by the similar lemma for uniform algebras (see [10]). A point \( t_0 \in \Omega \) is said to be a strong peak point for \( A(\Omega) \) if there exists \( f \in A(\Omega) \) such that \( \|f\|_\infty = |f(t_0)| \) and for every open neighborhood \( U \) containing \( t_0 \), we have \( |f(t)| < \|f\|_\infty \) for all \( t \notin U \). The collection of all strong peak points for \( A(\Omega) \) is denoted by \( \rho A(\Omega) \). Now we recall a Urysohn-type lemma for function algebras.

**Lemma 3.4.** [28, Lemma 3] Let \( \Omega \) be a Hausdorff space and \( A \) be a subalgebra of \( C_0(\Omega) \). Suppose that \( U \) is an open subset of \( \Omega \) and \( t_0 \in U \cap \rho A \). Then given \( 0 < \varepsilon < 1 \), there exists a strong peaking function \( \varphi \in A \) such that \( \|\varphi\| = 1 = \varphi(t_0) \), \( \sup_{t \in \Omega \setminus U} |\varphi(t)| < \varepsilon \), and for all \( t \in \Omega \),

\[
|\varphi(t)| + (1 - \varepsilon)|1 - \varphi(t)| \leq 1.
\]

First, we compare the Lipschitz numerical index of \( A(\Omega, X) \) with the index of \( X \).

**Theorem 3.5.** Let \( \Omega \) be a Hausdorff space, \( X \) be a Banach space, and \( A \) be the base algebra of \( A(\Omega, X) \). Suppose that the set \( \rho A \) of strong peak points is a norming subset of \( \Omega \). Then \( n_L(X) \leq n_L(A(\Omega, X)) \).

**Proof.** Let \( T \in \text{Lip}_0(A(\Omega, X), A(\Omega, X)) \) where \( \|T\|_L = 1 \). For every \( t \in \Omega \), define \( T_t \in \text{Lip}_0(A(\Omega, X), X) \) by \( T_t(h) = (Th)(t) \) for every \( h \in A(\Omega, X) \). Notice that \( \|T\|_L = \sup\{\|T_t\|_L : t \in \rho A\} \). Let \( \varepsilon > 0 \) be fixed. Find \( f, g \in A(\Omega, X) \) and, since \( \rho A \) is norming, \( t_0 \in \rho A \) such that

\[
\|T_{t_0}(f) - T_{t_0}(g)\| > (1 - \varepsilon)\|f - g\|.
\]

Put \( f_0 = \frac{f - g}{\|f - g\|} \) and consider

\[
C(t_0) = \{\varphi \in A : |\varphi(t)| + (1 - \varepsilon)|1 - \varphi(t)| \leq 1 \text{ for every } t \in \Omega \text{ and } \varphi(t_0) = 1\}
\]

and

\[
E_{f_0} = \{(1 - \varepsilon)(1 - \varphi)f_0 + \varphi x : x \in S_X, \varphi \in C(t_0)\}.
\]

First, we show that \( f_0 \in \overline{J(E_{f_0})} \). Indeed, for \( \delta > 0 \), let \( f_0(t_0) = \lambda x_1 + (1 - \lambda)x_2 \) for \( x_1, x_2 \in S_X \) for some \( 0 \leq \lambda \leq 1 \). Define a set \( U = \{t \in \Omega : \|f_0(t) - f_0(t_0)\| < \delta\} \). Then by Lemma 3.4, there exists \( \varphi \in A \) such that \( \varphi(t_0) = 1 \), \( \sup_{t \in \Omega \setminus U} |\varphi(t)| < \delta \) and

\[
|\varphi(t)| + (1 - \delta)|1 - \varphi(t)| \leq 1.
\]

Now define

\[
f_j = (1 - \delta)(1 - \varphi)f_0 + \varphi x_j \quad \text{for } j = 1, 2.
\]

For \( t \in \Omega \), we can see that

\[
\|f_0(t) - \lambda f_1(t) - (1 - \lambda)f_2(t)\|_X \leq 2\delta + \|\varphi(t)(f_0(t) - f_0(t_0))\|_X.
\]
Here we consider two cases: If $t \in U$ we have
\[ \| \varphi(t)(f_0(t) - f_0(t_0)) \| X \leq \| f_0(t) - f_0(t_0) \| X < \delta. \]
On the other hand, if $t \in \Omega \setminus U$ we have
\[ \| \varphi(t)(f_0(t) - f_0(t_0)) \| X < \varepsilon \| f_0(t) - f_0(t_0) \| X \leq 2\delta. \]
This shows that
\[ \| f_0 - (\lambda f_1 + (1 - \lambda) f_2) \| X \leq 4\delta, \]
hence, $f_0 \in \overline{J(E_{f_0})}$. Also notice that if $x \in S_X$ and $\varphi \in C(t_0)$, we have
\[ \| (1 - \varepsilon)(1 - \varphi(t))f_0(t) + \varphi(t)x \| X \leq (1 - \varepsilon)|1 - \varphi(t)| + |\varphi(t)| \leq 1 \]
for every $t \in \Omega$. Hence we see that $E_{f_0} \subset B_{A(\Omega, X)}$. Then by Lemma 3.2, there exists $h \in A(\Omega, X)$ such that
\[ h - f \in \| f - g \| E_{f_0} \text{ and } \| h - g \| \leq (1 + \varepsilon)\| f - g \|. \]
Combining (6) with (9), we obtain that
\[ \| T_{t_0}h - T_{t_0}f \| X \geq \| T_{t_0}f - T_{t_0}g \| - \| g - h \| \geq (1 - 3\varepsilon)\| h - f \|. \]
Now let $x_0 = h(t_0)$ and $y_0 = f(t_0)$. Observe that $\| x_0 - y_0 \| X = \| h - f \|$. By Lemma 3.3, there exists a norm one $F \in \text{Lip}(X, A(\Omega, X))$ such that $F(x_0) = h$ and $F(y_0) = f$. Let
\[ \tilde{U} = \{ t \in \Omega : \| h(t) - x_0 \| < \varepsilon\| h - f \| \text{ and } \| f(t) - y_0 \| < \varepsilon\| h - f \| \}. \]
Then by Lemma 3.4, there exists $\varphi \in A$ such that
\[ \varphi(t_0) = 1, \sup_{\Omega \setminus \tilde{U}} |\varphi(t)| < \eta := \frac{\varepsilon\| h - f \|}{2\| h \| + 2\| f \| + 1} \text{ and } |\varphi(t)| + (1 - \eta)|1 - \varphi(t)| \leq 1. \]
Define a function $\Phi : X \to A(\Omega, X)$ by
\[ \Phi(x) = (1 - \eta)(1 - \varphi)F(x) + \varphi x. \]
By the triangle inequality and (11), we obtain
\[
\begin{align*}
\| T_{t_0}(\Phi(x_0)) - T_{t_0}(\Phi(y_0)) \| X & \geq \| T_{t_0}(h) - T_{t_0}(f) \| X - \| \eta \varphi h - \varphi h - \eta h + \varphi x_0 \| - \| \eta \varphi f - \varphi f - \eta f + \varphi y_0 \| \\
& \geq \| T_{t_0}(h) - T_{t_0}(f) \| X - (\varepsilon\| h - f \| + \| \varphi h - \varphi x_0 \|) - (\varepsilon\| h - f \| + \| \varphi f - \varphi y_0 \|) \\
& = \| T_{t_0}(h) - T_{t_0}(f) \| X - 2\varepsilon\| h - f \| - \| \varphi h - \varphi x_0 \| - \| \varphi f - \varphi y_0 \|. 
\end{align*}
\]
Again, we consider two cases. If $t \in \tilde{U}$, we have
\[ \| \varphi(t)h(t) - \varphi(t)x_0 \| X \leq \| h(t) - x_0 \| X \leq \varepsilon\| h - f \|. \]
On the other hand if \( t \in \Omega \setminus \tilde{U} \), we have
\[
\| \varphi(t)h(t) - \varphi(t)x_0 \|_X \leq 2\eta \| h \| < \varepsilon \| h - f \|.
\]
Hence we obtain that \( \| \varphi h - \varphi x_0 \| < \varepsilon \| h - f \| \). Similarly, we can also show that \( \| \varphi f - \varphi y_0 \| < \varepsilon \| h - f \| \). This implies that
\[
\| T_{t_0}(\Phi(x_0)) - T_{t_0}(\Phi(y_0)) \|_X \geq \| T_{t_0}(h) - T_{t_0}(f) \|_X - 4\varepsilon \| h - f \|
\geq (1 - 3\varepsilon)\| h - f \| - 4\varepsilon \| h - f \| = (1 - 7\varepsilon)\| x_0 - y_0 \|.
\]
Now define \( S \in \text{Lip}_0(X,X) \) by \( S(x) = T_{t_0}(\Phi(x)) - T_{t_0}(\Phi(0)) \) for every \( x \in X \). Since \( \| S(x_0) - S(y_0) \|_X \geq (1 - 7\varepsilon)\| x_0 - y_0 \| \), we have that \( 1 - 7\varepsilon \leq \| S \|_L \leq 1 \). If \( (x - y)^* \in D(x - y) \), then \( (x - y)^* \circ \delta_{t_0} \in D(\Phi(x) - \Phi(y)) \). Furthermore,
\[
(x - y)^* \circ \delta_{t_0} \Phi(T(x)) - T(\Phi(y))) = (x - y)^* (Sx - Sy).
\]
This implies that \( \nu_L(T) \geq \nu_L(S) \). Moreover, \( n_L(X) \leq \nu_L \left( \frac{s}{\| s \|_L} \right) \leq \frac{1}{1 - 7\varepsilon} \nu_L(S) \). Therefore, we obtain \( \nu_L(T) \geq \nu_L(S) \geq (1 - 7\varepsilon)n_L(X) \). Since \( \varepsilon > 0 \) is arbitrary, we get \( n_L(A(\Omega, X)) \geq n_L(X) \).

Under a certain assumption, the Lipschitz numerical index of \( A(\Omega, X) \) is equal to the Lipschitz numerical index of \( X \).

**Theorem 3.6.** Let \( \Omega \) be a Hausdorff space, \( X \) be a Banach space, and \( A \) be the base algebra of \( A(\Omega, X) \). Suppose that the set \( \rho A \) of strong peak points is a norming subset of \( \Omega \). If the range of the mapping \( Q_S : A(\Omega, X) \to C_b(\Omega, X) \) given by
\[
Q_S(f)(t) = S(f(t)) \quad (f \in A(\Omega, X), t \in \Omega)
\]
is contained in \( A(\Omega, X) \) for every \( S \in \text{Lip}_0(X,X) \), then \( n_L(X) = n_L(A(\Omega, X)) \).

**Proof.** It suffices to show that \( n_L(X) \geq n_L(A(\Omega, X)) \). Let us fix \( S \in \text{Lip}_0(X,X) \) with \( \| S \|_L = 1 \). By assumption, \( T := Q_S \) is a member of \( \text{Lip}_0(A(\Omega, X), A(\Omega, X)) \) and \( \| T \|_L = 1 \). For every \( t \in \rho A \), define the following sets:
\[
A_t = \{(f, g) : \| f(t) - g(t) \|_X = \| f - g \| \} \subset A(\Omega, X) \times A(\Omega, X),
Q = \{(f, g, f^* \circ \delta_t) : (f, g) \in A_t, f^* \in D(f(t) - g(t)) \} \subset A(\Omega, X) \times A(\Omega, X) \times A(\Omega, X)^*.
\]
Note that \( Q \subset \Pi_{A(\Omega, X)} \). We claim that \( \pi(Q) \) is dense in \( A(\Omega, X) \times A(\Omega, X) \). As a matter of fact, let \( (f, g) \in A(\Omega, X) \times A(\Omega, X) \) and \( \delta > 0 \) be given. Choose \( t_0 \in \rho A \) such that
\[
\| f - g \|^{-1} \| (f - g)(t_0) \| > 1 - \frac{\delta}{5\| f - g \|}.
\]
By [29, Theorem 4], there exists \( h \in A(\Omega, X) \) with \( \| h \| = 1 \) which strongly peaks at \( t_0 \) and satisfies that \( \| h - \| f - g \|^{-1}(f - g) \| < \delta \| f - g \|^{-1} \). Write \( \| f - g \| h = f' - g' \) where
\[ f' = \|f - g\| h + g \text{ and } g' = g. \] Then \((f', g') \in \mathcal{A}_{t_0}\) and \(\max\{\|f' - f\|, \|g' - g\|\} < \delta\), which completes the claim. By Lemma 3.1 we have
\[
\nu_L(T) = \sup \left\{ \frac{|(f^* \circ \delta_t)(Tf - Tg)|}{\|f - g\|^2} : (f, g, f^* \circ \delta_t) \in Q \right\}.
\]
Then from the definitions of \(\mathcal{A}_t\) and \(Q\), for given \(\varepsilon > 0\), there exists \((f, g, f^* \circ \delta_t) \in Q\) such that
\[
\nu_L(T) - \varepsilon \leq \nu_L(T) - \varepsilon < \frac{|(f^* \circ \delta_t)(Tf - Tg)|}{\|f - g\|^2} = \frac{|f^*(S(f(t)) - S(g(t)))|}{\|f(t) - g(t)\|^2} \leq \nu_L(S).
\]
Therefore, \(n_L(A(\Omega, X)) \leq n_L(X)\).

Corollary 3.7. Let \(\Omega\) be a Hausdorff space, \(X\) be a Banach space, and \(A\) be the base algebra of \(C_0(\Omega, X)\). Suppose that the set \(\rho A\) of strong peak points is a norming subset of \(\Omega\). Then \(n_L(X) = n_L(C_0(\Omega, X))\).

For a Banach space \(Y\) and the set \(\Omega = B_Y\), consider the operator \(Q_S\) as in the hypothesis of Theorem 3.6. Even if \(f \in A(B_Y, X)\) is holomorphic on the interior \(B_Y^\circ\) of \(B_Y\), we mention that \(Q_S(f)\) may not be holomorphic on \(B_Y^\circ\). For this reason, we do not know if the Lipschitz numerical indices of \(X\)-valued extension of disk algebras coincide with that of \(X\).

Question 3.8. Let \(X\) and \(Y\) be Banach spaces. Consider the following \(X\)-valued disk algebra \(A\) which is either
\[
\mathcal{A}_b(B_Y, X) = \{ f : B_Y \to X : f \text{ is holomorphic on } B_Y^\circ \text{ and continuous on } B_Y \}, \text{ or }
\mathcal{A}_u(B_Y, X) = \{ f \in \mathcal{A}_b(B_Y, X) : f \text{ is uniformly continuous on } B_Y \}.
\]
Is it true that \(n_L(X) = n_L(A)\)?

For classical numerical index in this line, we refer to [29, Corollary 8].

3.2. Lipschitz numerical index of \(A(K, X)\). Now let us consider the case \(\Omega = K\). Here we use the strong boundary points instead of the strong peak points. A point \(t_0 \in K\) is said to be a \textit{strong boundary point} for the uniform algebra \(A = A(K)\) if for every open subset \(U \subset K\) containing \(t_0\), there exists \(f \in A\) such that \(|f(t_0)| = 1\) and \(\sup_{K \setminus U} |f(t)| < 1\).

To study the Lipschitz numerical index of \(A(K, X)\), we shall prove a stricter version of a Urysohn-type lemma provided in [10, Lemma 2.5] which was used to study the Bishop-Phelps-Bollobás property of Asplund operators with range in a uniform algebra [10] and the Daugavet and diameter two properties in \(A(K, X)\) [31]. First we recall the following auxiliary lemma.
Lemma 3.9. [10, Lemma 2.2] Let $A \subset C(K)$ be a uniform algebra, $M \subset \mathbb{C}$ and $g : M \to \mathbb{C}$ a function that is the uniform limit of a sequence of complex polynomials restricted to $M$. For every $f \in A$ with $f(K) \subset M$ the following statements hold true:

(i) If $A$ is unital, then $g \circ f \in A$.

(ii) If $A$ is non-unital, $0 \in M$ and $g(0) = 0$, then $g \circ f \in A$.

Even though the proof of the following lemma is almost identical to [10, Lemma 2.5], we include the proof for completeness. This lemma will enable us to construct a function that “peaks” at a given strong boundary point.

Lemma 3.10. Let $K$ be a compact Hausdorff space. If $t_0$ is a strong boundary point for a uniform algebra $A \subset C(K)$, then for every open subset $U \subset K$ containing $t_0$ and $\varepsilon > 0$, there exists $\varphi \in A$ such that $\varphi(t_0) = \|\varphi\|_{\infty} = 1$, $\sup_{K \setminus U} |\varphi(t)| < \varepsilon$ and

$$(12) \quad |\varphi(t)| + (1 - \varepsilon)|1 - \varphi(t)| \leq 1$$

for every $t \in K$.

Proof. For a given $\varepsilon > 0$, we denote the Stolz region by $St_\varepsilon = \{ z \in \mathbb{C} : |z| + (1 - \varepsilon)|1 - z| \leq 1 \}$. In view of Theorem 14.19 in [39], we know that there exists a homeomorphism $\psi : \overline{D} \to St_\varepsilon$ such that

(i) $\psi$ restricted to $D$ is a conformal mapping onto the interior of $St_\varepsilon$,

(ii) $\psi(0) = 0$, and

(iii) $\psi(1) = 1$.

Let $\delta \in (0, 1)$ such that $\delta D \subset \psi^{-1}(\varepsilon^2 D)$ and $t_0$ be a strong boundary point of $A$. Then for every open subset $U \subset K$ containing $t_0$, there exists $f_U \in A$ such that $f_U(t_0) = 1$ and $\sup_{K \setminus U} |f_U(t)| < 1$. Since $A$ is closed under multiplication, by taking suitable powers of $f_U$, we may assume that $\sup_{K \setminus U} |f_U(t)| < \delta$.

Now define a function $\varphi = \psi \circ f_U$. Note that $\psi$ is the uniform limit of a sequence of complex polynomials on $\overline{D}$. Thus, in view of Lemma 3.9, we see that $\varphi \in A$. Furthermore, the image of $\varphi$ is contained in $St_\varepsilon$ and so (12) is satisfied for every $t \in K$. Notice that $\varphi(t_0) = \psi \circ f_U(t_0) = \psi(1) = 1$ and $\varphi(K \setminus U) = \psi \circ f_U(K \setminus U) \subset \psi(\delta D) \subset \varepsilon D$. The proof is finished. \qed

With the aid of Lemma 3.10, we can prove the following density result for the space $A(K, X)$, which is inspired by the corresponding result for the space $A(\Omega, X)$ in [29].

Proposition 3.11. Let $K$ be a compact Hausdorff space and $X$ be a Banach space. Given $\varepsilon > 0$, if a norm-one element $f \in A(K, X)$ satisfies $\|f(t_0)\| > 1 - \frac{\varepsilon}{2}$ for some strong boundary point $t_0$ for $A$, then there exists a norm-one element $g \in A(K, X)$ such that $\|g(t_0)\| = 1$ and $\|f - g\| < \varepsilon$. 
Proof. Suppose that \( f \in A(K, X) \) satisfies \( \| f(t_0) \| > 1 - \frac{\varepsilon}{5} \) for some strong boundary point \( t_0 \) for \( A \). Consider \( U = \{ t \in K : \| f(t) - \frac{f(t_0)}{\| f(t_0) \|} \| < \frac{\varepsilon}{5} \} \) which is an open neighborhood of \( t_0 \). By Lemma 3.10, there exists \( \varphi \in A \) such that \( \varphi(t_0) = \| \varphi \| = 1, \sup_{K \setminus U} |\varphi(t)| < \frac{\varepsilon}{5} \) and

\[
|\varphi(t)| + \left(1 - \frac{\varepsilon}{5}\right)|1 - \varphi(t)| \leq 1
\]

for every \( t \in K \). Define \( g \in A(K, X) \) by

\[
g(t) := \frac{f(t_0)}{\| f(t_0) \|} \varphi(t) + \left(1 - \frac{\varepsilon}{5}\right)(1 - \varphi(t))f(t)
\]

for every \( t \in K \). Then the same calculation in the proof of [29, Theorem 4] shows that \( \| f - g \| < \varepsilon \). It is clear that \( \| g(t_0) \| = 1 \). \( \square \)

Now we are ready to compare the Lipschitz numerical indices of \( A(K, X) \) and \( X \).

**Theorem 3.12.** Let \( K \) be a compact Hausdorff space and \( X \) be a Banach space. Then \( n_L(X) \leq n_L(A(K, X)) \).

**Proof.** Note that the set of strong boundary points for \( A \) is a norming subset of \( \Omega \) [14, Proposition 4.3.3]. We can adapt the proof of Theorem 3.5 by replacing \( \rho A \) with the set of strong boundary points and Lemma 3.4 with Lemma 3.10. \( \square \)

For the following result analogous to Theorem 3.6, we omit the detail of its proof since it is identical to the proof of Theorem 3.6 if we use Proposition 3.11 instead of [29, Theorem 4].

**Theorem 3.13.** Let \( K \) be a compact Hausdorff space, \( X \) be a Banach space. If the range of the mapping \( Q_S : A(K, X) \to C(K, X) \) given by

\[
Q_S(f)(t) = S(f(t)) \quad (f \in A(K, X), t \in K),
\]

for every \( S \in \text{Lip}_0(X, X) \), is contained in \( A(K, X) \), then \( n_L(X) = n_L(A(K, X)) \).

As a particular case, we have the following result which already appeared in [42, Theorem 4.5].

**Corollary 3.14.** Let \( K \) be a compact Hausdorff space, \( X \) be a Banach space. Then \( n_L(X) = n_L(C(K, X)) \).

If we instead consider the Banach space \( C_w(K, X) \) of all weakly continuous functions from \( K \) into \( X \) equipped with the supremum norm, the main difficulty in comparing the Lipschitz numerical index of \( C_w(K, X) \) with that of \( X \) is to construct a suitable function \( \Phi : X \to C_w(K, X) \) by using a Urysohn-type lemma as in the proof of Theorem 3.5. Moreover, we cannot always guarantee that \( Q_S(f) \) is an element of \( C_w(K, X) \) for \( S \in \text{Lip}_0(X, X) \) and \( f \in C_w(K, X) \) where \( Q_S \) is the operator given in Theorem 3.13. For similar reasons, we do not know if the Lipschitz numerical index of \( C_w^*(K, X^*) \) coincides
with that of $X^*$ (or of $X$), where $C_{w^*}(K, X^*)$ is the Banach space of weak-star continuous functions from $K$ to $X^*$.

**Question 3.15.** Let $K$ be a compact Hausdorff space, $X$ be a Banach space. Is it possible to estimate the Lipschitz numerical index of $C_{w}(K, X)$ or of $C_{w^*}(K, X^*)$?

In the case of the classical numerical index, it is observed in [30] that $n(X) = n(C_{w}(K, X))$ and $n(X) \geq n(C_{w^*}(K, X^*))$. In the same paper, it is also shown that if $X$ is Asplund or $K$ has a dense subset of isolated points, then $n(X^*) \leq n(C_{w^*}(K, X^*))$.

### 3.3. Inheritance of the Daugavet property

Here we study the inheritance of the Daugavet property from $X$ to the vector-valued function space $A(\Omega, X)$ in this subsection. The tools used in Theorem 3.5 and the Lipschitz Daugavet center turn out to be the main ingredients to show this inheritance result.

**Theorem 3.16.** Let $\Omega$ be a Hausdorff space, $X$ be a Banach space, and $A$ be the base algebra of $A(\Omega, X)$. Suppose that the set $\rho A$ of strong peak points is a norming subset of $\Omega$. If $X$ has the Daugavet property, then $A(\Omega, X)$ also has the Daugavet property.

**Proof.** Suppose that $X$ has the Daugavet property. Fix any rank-one Lipschitz map $T \in \text{Lip}_0(A(\Omega, X), A(\Omega, X))$ with $\|T\|_L = 1$. Let $S \in \text{Lip}_0(X, X)$ be defined by $S(x) := T_{t_0}(\Phi(x)) - T_{t_0}(\Phi(0))$, where $T_{t_0}$ and $\Phi$ are given as in the proof of Theorem 3.5. Notice here that $S$ is also of rank-one. Thus, there exist $u, v \in X$ with $u \neq v$ such that

$$\left\| \frac{u - v}{\|u - v\|} + \frac{Su - Sv}{\|u - v\|} \right\| > 1 + \|S\|_L - \varepsilon > 2 - 8\varepsilon,$$

by following the arguments in the proof of Theorem 3.5. Hence, we have that

$$\|\text{Id}_{A(\Omega, X)} + T\|_L \geq \left\| \frac{\Phi(u) - \Phi(v)}{\|\Phi(u) - \Phi(v)\|} + \frac{T(\Phi(u)) - T(\Phi(v))}{\|\Phi(u) - \Phi(v)\|} \right\|$$

$$\geq \left\| \frac{u - v}{\|u - v\|} + \frac{Su - Sv}{\|u - v\|} \right\|$$

$$\geq 2 - 8\varepsilon.$$

So we have shown that $\text{Id}_{A(\Omega, X)}$ on $A(\Omega, X)$ is the Lipschitz Daugavet center, which implies that $A(\Omega, X)$ has the Daugavet property by [22, Corollary 3.6] (or by Theorem 2.9). □

An analogous result also holds when we consider the space $A(K, X)$. Since the proof is similar to $A(\Omega, X)$, we omit the detail of the proof.

**Theorem 3.17.** Let $K$ be a compact Hausdorff space and $X$ be a Banach space. If $X$ has the Daugavet property, then $A(K, X)$ also has the Daugavet property.

Note that the above result generalizes [36, Remark 6] that shows the inheritance of the Daugavet property from $X$ to $C(K, X)$. 
4. Lipschitz Numerical Index on the Absolute Sum

In this section, we provide other stability results on the Lipschitz numerical index. The section concerns the space with absolute sums, the Köthe-Bochner spaces, and Banach spaces with increasing one-complemented subspaces whose union is dense. This allows us to establish the stability results on the $\ell_p$-sum of spaces in the spirit of [35].

4.1. Lipschitz numerical index on the absolute sum. In [42, Corollary 4.4], they proved that the Lipschitz numerical index is stable under the $c_0$-sums, $\ell_1$-sums and $\ell_\infty$-sums of spaces. These sums can be extended to the name of absolute sums, which we will introduce below briefly.

Let $\Lambda$ be any nonempty index set and $E$ be a linear subspace of $\mathbb{R}^\Lambda$. Recall that according to [35] an absolute norm on $E$ is a complete norm $\|\cdot\|_E$ satisfying that

(i) given any $(a_\lambda), (b_\lambda) \in \mathbb{R}^\Lambda$ with $|a_\lambda| = |b_\lambda|$ for each $\lambda \in \Lambda$, if $(a_\lambda) \in E$ then $(b_\lambda) \in E$ with $\|(a_\lambda)\|_E = \|(b_\lambda)\|_E$,

(ii) for every $\lambda \in \Lambda$, the characteristic function $\chi_{\{\lambda\}}$ of the singleton $\{\lambda\}$ satisfies that $\chi_{\{\lambda\}} \in E$ with $\|\chi_{\{\lambda\}}\|_E = 1$.

An absolute sum of a family $\{X_\lambda : \lambda \in \Lambda\}$ is the Banach space defined by

$$\left( \bigoplus_{\lambda \in \Lambda} X_\lambda \right)_E := \left\{ (x_\lambda) : x_\lambda \in X_\lambda \text{ for each } \lambda \in \Lambda, (\|x_\lambda\|) \in E \right\}.$$ 

We write by $E'$ the Köthe dual of $E$ given by

$$E' := \left\{ (b_\lambda) \in \mathbb{R}^\Lambda : \|(b_\lambda)\|_{E'} := \sup_{(a_\lambda) \in B_E} \sum_{\lambda \in \Lambda} |b_\lambda||a_\lambda| < \infty \right\},$$

which is a linear subspace of $\mathbb{R}^\Lambda$.

We are now able to prove the Lipschitz version of [35, Theorem 2.1]. Here, we use a slightly different hypothesis on the set $A$ comparing to the one in [35, Theorem 2.1], but it can be easily shown that these are equivalent to each other.

**Theorem 4.1.** Let $\Lambda$ be a nonempty set and $E$ be a linear subspace of $\mathbb{R}^\Lambda$ endowed with an absolute norm $\|\cdot\|_E$. Suppose that there is a dense subset $A \subseteq S^+_E$ such that given $(a_\lambda) \in A$, there exists $(b_\lambda) \in S_{E'}$ such that $(b_\lambda)(a_\lambda) = 1$, where $S^+_E := \{(s_\lambda) \in E : (s_\lambda) = (|s_\lambda|)\}$. Then, for an arbitrary family $\{X_\lambda : \lambda \in \Lambda\}$ of Banach spaces, we have

$$n_L \left( \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda \right]_E \right) \leq \inf_{\lambda \in \Lambda} n_L(X_\lambda).$$

**Proof.** We write $X = \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda \right]_E$ and $X' = \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda^* \right]_{E'} \subseteq X^*$. Let $S \in S_{\text{Lip}_0(X,X)}$ be given. For a fixed $\kappa \in \Lambda$, define $T \in \text{Lip}_0(X,X)$ by $T := I_{\kappa}SP_\kappa$. It is routine to show...
that \(\|T\| = 1\). We claim that \(\nu_L(T) \leq \nu_L(S)\), which shows that \(n_L(X) \leq n_L(X_\kappa)\) since \(n_L(X) \leq \nu_L(T) \leq \nu_L(S)\) and \(S \in S_{\text{Lip}_b(X_\kappa,X_\kappa)}\) was arbitrary. Let \(A \subseteq S_X\) be a subset defined by
\[
A := \{ (z_\lambda) \in X : \|z_\lambda\| \in A \}.
\]
Then, \(A\) is dense in \(S_X\). Let us define
\[
Q := \left\{ ((x_\lambda),(y_\lambda),(x_\lambda^*)') \in X \times X \times X' : \frac{(x_\lambda - y_\lambda)}{\|x_\lambda - y_\lambda\|} \in A, (x_\lambda^*)' \in D((x_\lambda - y_\lambda)) \right\}.
\]
We claim that \(\pi(Q)\) is dense in \(X \times X\). Indeed, given any \(((x_\lambda),(y_\lambda)) \in X \times X\) and \(\varepsilon > 0\), consider
\[
(z_\lambda) := \left( \frac{x_\lambda - y_\lambda}{\|x_\lambda - y_\lambda\|} \right) \in S_X.
\]
By assumption, there exists \((z_\lambda') \in A\) so that \(\|z_\lambda' - z_\lambda\| < \varepsilon \min \{ \|x_\lambda - y_\lambda\|^{-1}, 1\}\). Take \((x_\lambda') = (x_\lambda)\) and \((y_\lambda') = (x_\lambda) + \|x_\lambda - y_\lambda\|(z_\lambda')\). Then
\[
\|x_\lambda' - x_\lambda\| = 0 < \varepsilon, \quad \|y_\lambda' - y_\lambda\| < \varepsilon \quad \text{and} \quad \frac{(x_\lambda' - y_\lambda')}{\|x_\lambda' - y_\lambda'\|} = (z_\lambda').
\]
Next, choose for each \(\lambda \in \Lambda\) a functional \(x_\lambda^* \in S_{X_\lambda^*}\) such that \(x_\lambda^*(z_\lambda') = \|z_\lambda'\|\). By hypothesis there is \((b_\lambda) \in S_{E'}\) such that \((b_\lambda)(\|z_\lambda'\|) = 1\). Thus, we obtain that
\[
\left\{ ((x_\lambda'),(y_\lambda'),(x_\lambda' - y_\lambda')(b_\lambda x_\lambda^*)) \right\} \subseteq Q
\]
and \(\pi(Q)\) is dense in \(X \times X\). It follows from Lemma 3.1 that
\[
\nu_L(T) = \sup \left\{ \frac{(x_\lambda^*)(T(x_\lambda) - T(y_\lambda))}{\|x_\lambda - y_\lambda\|^2} : ((x_\lambda),(y_\lambda),(x_\lambda^*)) \in Q \right\}.
\]
Therefore,
\[
\left| \frac{(x_\lambda^*)(T(x_\lambda) - T(y_\lambda))}{\|x_\lambda - y_\lambda\|^2} \right| = \left| \frac{(x_\lambda^*)(I_\kappa Sx_\kappa - I_\kappa Sy_\kappa)}{\|x_\lambda - y_\lambda\|^2} \right| \leq \left| \frac{\|x_\kappa - y_\kappa\|}{\|x_\kappa\|} \frac{x_\kappa^*(Sx_\kappa - Sy_\kappa)}{\|x_\kappa - y_\kappa\|^2} \right|,
\]
where the last inequality follows from \(\|x_\kappa^*\| \|x_\kappa - y_\kappa\| \leq \|x_\kappa - y_\kappa\|^2\). Notice also from the fact \(x_\lambda^*(x_\lambda - y_\lambda) = \|x_\lambda^*\| \|x_\lambda - y_\lambda\|\) for all \(\lambda \in \Lambda\) that
\[
\frac{\|x_\kappa - y_\kappa\|}{\|x_\kappa^*\|} x_\kappa^* \in D(x_\kappa - y_\kappa),
\]
and hence we can deduce that \(\nu_L(T) \leq \nu_L(S)\). \(\square\)

If the space \(E\) is order-continuous, the hypothesis on the denseness automatically follows from the equality \(E' = E^*\). Also, as we can always find a norm attaining functional in \(E^*\) close to the given any functional by the Bishop-Phelps theorem, we obtain the following consequences, a Lipschitz version of \([35, \text{Corollary} 2.2]\).
**Corollary 4.2.** Let $\Lambda$ be a nonempty set and $E$ be a linear subspace of $\mathbb{R}^\Lambda$ endowed with an absolute norm $\| \cdot \|_E$ which is order continuous. Then, for an arbitrary family $\{X_\lambda : \lambda \in \Lambda\}$ of Banach spaces, we have

$$n_L\left(\bigoplus_{\lambda \in \Lambda} X_\lambda\right)_E \leq \inf_{\lambda \in \Lambda} n_L(X_\lambda)$$

and

$$n_L\left(\bigoplus_{\lambda \in \Lambda} X_\lambda\right)_{E'} \leq \inf_{\lambda \in \Lambda} n_L(X_\lambda).$$

The following cases are more visible examples, which can be derived from the fact that $E$ is order-continuous.

**Corollary 4.3.**

(a) Let $E$ be the space $\mathbb{R}^m$ endowed with an absolute norm $\| \cdot \|_E$ and let $X_1, \ldots, X_m$ be Banach spaces. Then,

$$n_L\left([X_1 \oplus \cdots \oplus X_m]_E\right) \leq \min\{n_L(X_1), \ldots, n_L(X_m)\}.$$

(b) Let $E$ be a Banach space with an 1-unconditional basis and let $\{X_j : j \in \mathbb{N}\}$ be a sequence of Banach spaces. Then,

$$n_L\left(\bigoplus_{j \in \mathbb{N}} X_j\right)_E \leq \inf_{j \in \mathbb{N}} n_L(X_j).$$

In [35, Theorem 2.5], the authors show that the converse inequality of Theorem 4.1 with constraints also holds. However, concerning the case of Lipschitz maps, the choice of the set $A \subseteq S_E$ such that $\text{conv}(A) = B_E$ is not enough to control the behavior of $T$ since it lacks the linearity.

**Question 4.4.** In the above setting (possibly with more conditions), does the inequality

$$n_L\left(\bigoplus_{\lambda \in \Lambda} X_\lambda\right)_E \geq \inf_{\lambda \in \Lambda} n_L(X_\lambda).$$

hold in general?

### 4.2. Lipschitz numerical index on the Köthe spaces

Given a complete $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$, let $L_0(\mu)$ be the space of all $\Sigma$-measurable locally integrable functions $f : \Omega \to \mathbb{R}$. A subspace $E$ of $L_0(\mu)$, which is also known as the Köthe function space, is the space endowed with the norm $\| \cdot \|_E$ such that

(i) $f \in E$ and $\|f\|_E \leq \|g\|_E$ whenever $g \in E$ and $|f| \leq |g|$ almost everywhere on $\Omega$,

(ii) for any $A \in \Sigma$ with $0 < \mu(A) < \infty$, the characteristic function $\chi_A : \Omega \to \mathbb{R}$ lies in $E$.

The Köthe dual $E'$ of $E$ is known to be the function space defined by

$$E' := \left\{ g \in L_0(\mu) : \|g\|_{E'} := \sup_{f \in B_E} \int_\Omega |fg| d\mu < \infty \right\},$$
which can also be viewed as a Köthe space on \((Ω, Σ, μ)\). Given \(g ∈ E'\), the mapping
\[
f \mapsto \int_Ω f g \, dμ \quad \text{for } f ∈ E
\]
becomes an element of \(E^*\), which shows that \(E' ⊆ E^*\) isometrically. A strongly measurable function \(f : Ω → X\) is a function which can be approximated by simple functions almost everywhere on \(Ω\). We write the Köthe-Bochner function space by \(E(X)\) to denote the space of all strongly measurable functions \(f : Ω → X\) such that \(t ↦ \|f(t)\|_X \in E\) equipped with the norm \(\|·\|_{E(X)} = \|t ↦ \|f(t)\|_X\|_E\). The dual space of \(E(X)\) can be identified with the space \(E'(X^*, w^*)\) which consists of all \(w^*\)-scalarly measurable functions \(Φ : Ω → X^*\) such that \(\|Φ(·)\|_{X^*} \in E'\) which an action
\[
⟨Φ, f⟩ = \int_Ω ⟨Φ(t), f(t)⟩ \, dμ(t) \quad \text{for } f ∈ E(X)
\]
(see [32, Theorem 3.2.4]). For the detailed information on the Köthe spaces, we refer to [33] for its background. In [35], the one-sided inequality between the numerical indices of Köthe-Bochner space \(E(X)\) and the underlying space \(X\) has been shown. Now we provide the Lipschitz version of this result.

**Theorem 4.5.** Let \(X\) be a Banach space, \((Ω, Σ, μ)\) be a complete \(σ\)-finite measure space and \(E\) be a Köthe space on \((Ω, Σ, μ)\). Suppose that there exists a dense subset \(A ⊆ S_{E(X)}\) such that for every \(f ∈ A\) there is \(Φ_f ∈ E'(X^*, w^*)\) satisfying \(\|Φ_f\|_{E'} = ⟨Φ_f, f⟩ = 1\). Then, we have
\[
n_L(E(X)) ≤ n_L(X).
\]

**Proof.** Let \(S ∈ \text{Lip}_0(X, X)\) be such that \(\|S\|_L = 1\). Define \(T : E(X) → E(X)\) by
\[
(Tf)(t) := S(f(t)) \quad \text{for } t ∈ Ω \text{ and } f ∈ E(X).
\]
We first claim that \(Tf\) is strongly measurable for any \(f ∈ E(X)\). To see this, take \(h = \sum_{i=1}^n x_i χ_{A_i}\) such that \(\|h(t) - f(t)\|_X < ε\) for almost every \(t ∈ Ω\). Then, it is clear that \((Th)(t) = \sum_{i=1}^n S(x_i χ_{A_i})(t)\) and
\[
\|(Tf)(t) - (Th)(t)\| = \|S(f(t)) - S(h(t))\| ≤ \|f(t) - h(t)\|_X < ε.
\]
Next, observe that
\[
\|(Tf)(t) - (Tg)(t)\|_X ≤ \|f(t) - g(t)\|_X = |f - g|(t) \quad \text{for } t ∈ Ω.
\]
This implies that \(Tf ∈ E(X)\) for all \(f ∈ E(X)\) and
\[
\|t ↦ \|(Tf)(t) - (Tg)(t)\|_X\|_E ≤ \|f - g\|_E = \|f - g\|_{E(X)},
\]
thus \(\|Tf - Tg\|_{E(X)} ≤ \|f - g\|_{E(X)}\). To deduce that \(\|T\|_L = 1\), we fix any \(A ∈ Σ\) with \(0 < μ(A) < ∞\). Given any \(x, y ∈ X\) with \(x ≠ y\), define \(f, g ∈ E(X)\) by \(f := x χ_A\) and \(g := y χ_A\) and
Consequently, by Lemma 3.1, we have that
\[ \|Tf - Tg\|_{E(X)} = \|t \mapsto \|S(x_{\chi_A}(t)) - S(y_{\chi_A}(t))\|_E \|_E \]
\[ = \|t \mapsto \|Sx - Sy\|_E \|_{\chi_A} = \|Sx - Sy\|_E \]
and
\[ \|f - g\|_{E(X)} = \|x - y\|_E \|_{\chi_A}. \]
Thus, from the equality
\[ \frac{\|Tf - Tg\|_{E(X)}}{\|f - g\|_{E(X)}} = \frac{\|t \mapsto \|Sx - Sy\|_E \|_E \} }{\|t \mapsto \|x - y\|_E \|} = \frac{\|Sx - Sy\|}{\|x - y\|}, \]
we obtain that \( \|T\|_L = 1 \).

On the other hand, we consider the set
\[ Q := \left\{ (f, g, \Psi_h) : f, g \in E(X) \text{ with } f \neq g, h := \frac{f - g}{\|f - g\|} \in A \text{ and } \langle \Psi_h, h \rangle = \frac{1}{\|f - g\|} \right\} \]
in \( \Pi_{E(X)} \), where \( \Psi_h := \|f - g\| \Phi_h \). By considering suitable perturbations on \( f \) and \( g \) (see the proof of Theorem 4.1), we can show that \( \pi(Q) \) is dense in \( E(X) \times E(X) \). Given \( (f, g, \Psi_h) \in Q \), it follows that
\[ \frac{\|f - g\| \langle \Psi_h, Tf - Tg \rangle}{\|f - g\|^2} \]
\[ = \frac{1}{\|f - g\|} \left\| \int_\Omega \langle f(t) - g(t), \frac{\Phi_h(t)}{\|\Phi_h(t)\|} \cdot \frac{S(f(t)) - S(g(t))}{\|f(t) - g(t)\|^2} \rangle \|f(t) - g(t)\| \|\Phi_h(t)\| d\mu(t) \right\| \]
\[ \leq \frac{1}{\|f - g\|} \int_\Omega \nu_L(S) \|f(t) - g(t)\| \|\Phi_h(t)\| d\mu(t) \]
\[ = \nu_L(S). \]
Here, we used the facts from the equation
\[ \langle \Psi_h, f - g \rangle = \|f - g\| \int_\Omega \langle \Phi_h(t), f(t) - g(t) \rangle d\mu(t) \]
\[ \leq \|f - g\| \int_\Omega \|\Phi_h(t)\| \|f(t) - g(t)\| d\mu(t) \]
\[ \leq \|f - g\| \|t \mapsto \|\Phi_h(t)\|_E \| \|f(t) - g(t)\|_E \]
\[ \leq \|f - g\|^2 \]
which also implies that
\[ \left( f(t), g(t), \|f(t) - g(t)\| \frac{\Phi_h(t)}{\|\Phi_h(t)\|} \right) \in \Pi_X. \]
Consequently, by Lemma 3.1, we have that \( \nu_L(T) \leq \nu_L(S) \); hence \( n_L(E(X)) \leq n_L(X) \). \( \square \)
Thanks to [35, Corollary 4.2], we can also obtain the following consequence since an order-continuous Köthe space satisfies the condition given in Theorem 4.5.

**Corollary 4.6.** Let $X$ be a Banach space, $(\Omega, \Sigma, \mu)$ be a complete $\sigma$-finite measure space and $E$ be an order-continuous Köthe space on $(\Omega, \Sigma, \mu)$. Then, we have

$$n_L(E(X)) \leq n_L(X).$$

Since the space $L_p$ is an order-continuous Köthe space for $1 \leq p < \infty$, we obtain the following consequence that includes the well-known result on the Lipschitz numerical index of $L_1(\mu, X)$ for a positive measure $\mu$ in [42].

**Corollary 4.7.** Let $X$ be a Banach space, $(\Omega, \Sigma, \mu)$ be a complete $\sigma$-finite measure space. Then for $1 \leq p < \infty$, we have

$$n_L(L_p(\mu, X)) \leq n_L(X).$$

### 4.3. Lipschitz numerical index on increasing one-complemented spaces.

Even though we could only show in general that an upper bound of the Lipschitz numerical index of an absolute sum of Banach spaces in the previous section, a lower bound of such a space can be obtained under a certain condition on the each component of the sum. Inspired by [35, Theorem 5.1], we prove the following result.

**Proposition 4.8.** Let $X$ be a Banach space, $I$ be a direct set and $\{X_i : i \in I\}$ be an increasing family of one-complemented closed subspaces of $X$ whose union is dense in $X$. Then, we have

$$n_L(X) \geq \limsup_i n_L(X_i).$$

**Proof.** Let $\varepsilon > 0$ be given. We choose $T \in S_{\text{Lip}_0(X,X)}$ such that $\nu_L(T) \leq (1+\varepsilon)n_L(X)$. For each $i \in I$, let $P_i : X \to X_i$ and $E_i : X_i \to X$ be the canonical projection and the natural injection, respectively. Define each operator $S \in \text{Lip}_0(X_i, X_i)$ by $S_i := P_iTE_i$. First, we claim that $\nu_L(S_i) \leq \nu_L(T)$. Given $(x, y, x^*) \in \Pi_{X_i}$, observe that

$$\frac{|x^*(S_i x - S_i y)|}{\|x-y\|^2} = \frac{|x^*(P_iTE_i x - P_iTE_i y)|}{\|x-y\|^2} = \frac{|(P_i^*x^*)(TE_i x - TE_i y)|}{\|E_i x - E_i y\|^2} \leq \nu_L(T),$$

since $(E_i x, E_i y, P_i^*x^*) \in \Pi_X$. This proves the claim.

Next, we claim that $\lim_i \|S_i\|_L = 1$. It is clear from the construction that $\|S_i\|_L \leq 1$ for each $i \in I$. Given $0 < \delta < 1$, choose $u, v \in X$ such that

$$\frac{\|Tu - Tv\|}{\|u - v\|} > 1 - \frac{\delta}{8}.$$  

Fix a constant $\eta := \min \{\delta, \|u - v\|\delta\} > 0$. Since $\{X_i\}_{i \in I}$ is increasing and its union is dense in $X$, we may find an index $i_0$ such that if $i \geq i_0$, then there exist points $x_1, x_2, y_1, y_2 \in X_i$ with $x_1 \neq x_2$ and $y_1 \neq y_2$ such that

$$\|Tu - E_i x_1\| < \frac{\eta}{8}, \quad \|Tv - E_i x_2\| < \frac{\eta}{8}, \quad \|u - E_i y_1\| < \frac{\eta}{8} \quad \text{and} \quad \|v - E_i y_2\| < \frac{\eta}{8}.$$
Then, from the immediate inequalities
\[ \|x_1 - x_2\| - \| Tu - Tv \| \leq \frac{\eta}{4} \text{ and } \| y_1 - y_2\| - \|u - v\| \leq \frac{\eta}{4}, \]
we have
\[ \| S_i y_1 - S_i y_2\| = \| P_i E_i y_1 - P_i E_i y_2\| \]
\[ \geq \| P_i E_i x_1 - P_i E_i x_2\| - \| P_i E_i x_1 - P_i E_i x_2 - P_i Tu\| \]
\[ - \| P_i Tu - P_i E_i y_1\| - \| P_i Tu - P_i E_i y_2\| \]
\[ \geq \|x_1 - x_2\| - \frac{1}{2} \eta \]
\[ \geq \| Tu - Tv\| - \frac{3}{4} \eta. \]
This leads to
\[ \| S_i y_1 - S_i y_2\| \geq (1 - \frac{\delta}{8}) \| u - v\| - \frac{3}{4} \eta \geq \left(1 - \frac{7}{8}\delta\right) \left(1 + \frac{\delta}{4}\right)^{-1} \| y_1 - y_2\| \]
and by choosing \( \delta \) converging to 0, we can deduce that \( \lim_i \|S_i\|_L = 1. \)
Thus, for every \( i \in I \), we get
\[ (1 + \varepsilon)n_L(X) \geq \nu_L(T) \geq \nu_L(S_i) \geq n_L(X_i)\|S_i\|_L; \]
hence \( n_L(X) \geq \lim sup_i n_L(X_i). \)
\[ \square \]

As a direct corollary of Proposition 4.8, we can obtain the following.

**Corollary 4.9.** Let \( X \) be a Banach space with a monotone basis \( \{e_i\} \), and let \( X_i := \text{span}\{e_j : 1 \leq j \leq i\} \) for each \( i \in \mathbb{N} \). Then, we have
\[ n_L(X) \geq \lim sup_i n_L(X_i). \]

### 4.4. Stability on the \( \ell_p \)-sum.

As a consequence of what we have studied so far, we can show the following relationship among the Lipschitz numerical indices of vector-valued \( L_p \)-spaces. Here \( \ell_p^n(X) \) stands for the space \( \left[ \bigoplus_{i=1}^n X \right]_{\ell_p} \).

**Proposition 4.10.** Let \( X \) be a Banach space, \( \mu \) be a positive measure and \( 1 < p < \infty \) be given. Then, we have the following:

(a) \( n_L(\ell_p(X)) = \lim n_L(\ell_p^n(X)) \).
(b) \( n_L(L_p(\mu, X)) = n_L(\ell_p(X)) \) for infinite-dimensional \( L_p(\mu) \).

**Proof.** (a): Since \( \ell_p \)-sum is an absolute sum, \( n_L(\ell_p(X)) \leq n_L(\ell_p^n(X)) \) for every \( n \in \mathbb{N} \) by Corollary 4.2. Consider a sequence of space \( X_n := E_n(\ell_p^n(X)) \subseteq \ell_p(X) \) where \( E_n : \ell_p^n(X) \rightarrow \ell_p(X) \) is the natural injection to first \( n \) coordinates. Then, by Proposition
we have that \( n_L(\ell_p(X)) \geq \limsup_n n_L(X_n) = \lim_n n_L(\ell^n_p(X)) \) since \( n_L(\ell_p(X)) \) is non-increasing.

(b): By [35, Lemma 6.2], we may write \( L_p(\mu, X) = L_p(\tau, X) \oplus_p Z \) for some \( \sigma \)-finite measure \( \tau \) and a Banach space \( Z \), where \( L_p(\tau, X) = L_p(\tau, \ell_p(X)) \). Thus combining Corollaries 4.2 with 4.7 gives the inequality

\[
n_L(L_p(\mu, X)) \leq n_L(L_p(\tau, X)) = n_L(L_p(\tau, \ell_p(X))) \leq n_L(\ell_p(X)).
\]

For the converse, we consider a directed set \( I \) and a family of Banach spaces \( \{X_i\} \) in the same way constructed in the proof of [35, Proposition 6.1.(b)]. It then follows that

\[
n_L(L_p(\mu, X)) \geq \limsup_i n_L(X_i) \geq \inf_n n_L(\ell^n_p(X)) = n_L(\ell_p(X)).
\]

\[ □ \]
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