Quantum ergodicity for a class of non-generic systems
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Abstract

We examine quantum normal typicality and ergodicity properties for quantum systems whose dynamics are generated by Hamiltonians which have residual degeneracy in their spectrum and resonance in their energy gaps. Such systems can be considered atypical in the sense that degeneracy, which is usually a sign of symmetry, is naturally broken in typical systems due to stochastic perturbations. In particular, we prove a version of von Neumann’s quantum ergodic theorem, where a modified condition needs to hold in order to have normal typicality and ergodicity. As a result, we show that degeneracy of spectrum does not considerably modify the condition of the theorem, whereas the existence of resonance is more dominant for obstructing ergodicity.
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1. Introduction

Statistical mechanics has proved to be a successful theory for macroscopic systems. One of the cornerstones of statistical mechanics is the ergodic hypothesis, which colloquially states that the fraction of time a system spends in a given subspace of its state space is proportional to the fraction of the surface occupied by this subspace [1–4]. The situation in quantum statistical mechanics becomes specially interesting in light of basic differences with classical statistical mechanics. Such differences are caused by the very mathematical structure of quantum mechanics, which allow ‘typicality’ behaviors to emerge [5–10].

\textsuperscript{3} Author to whom any correspondence should be addressed.
The first, seminal attempt to put the ergodic hypothesis in the form of a rigorous theorem was made by von Neumann through proving a ‘quantum ergodic theorem’ [11, 12]. The validity of this theorem, however, was heavily debated later in the literature [13–15]. It was just recently that this theorem was revisited carefully in [16] where the earlier criticisms were refuted, and it was rigorously proved that the theorem (with the set of sufficient conditions assumed by von Neumann) is indeed valid. Specifically, it has been shown that von Neumann’s statement is in fact a more general property than the ergodicity, called normal typicality. This reaffirmation of the quantum ergodic theorem resolves a long-standing issue with quantum statistical mechanics, and is of fundamental importance. Interest in studying underlying laws of thermodynamics and statistical mechanics has been recently reinvigorated (mostly by advances in quantum information science), which also includes revisiting (emergent) properties such as ergodicity, thermal equilibration, or out-of-equilibrium fluctuations [17–34]. Thus a clear form of the quantum ergodic theorem can enrich such attempts to better understand the principles of statistical mechanics in light of quantum mechanics.

Here we further the proof of [16], and lift some conditions of the quantum ergodic theorem, and investigate how this may affect the theorem. Non-degeneracy of energy spectrum and energy gaps both have been assumed in the proof of the quantum ergodic theorem. Non-degeneracy and non-resonance are mainly due to small and uncontrollable interactions of quantum systems with their environment, and thus exist in typical systems. Here we, however, consider atypical quantum systems whose dynamics are generated by Hamiltonians which have residual degeneracy in their spectrum (not completely lifted by external perturbations) and resonance in their energy gaps. We find conditions under which normal typicality and ergodicity may still hold to some extent.

The structure of this paper is as follows. In section 2, we set notations and recall necessary definitions and results from the literature. In section 3, we state our main result in theorem 1, which shows how non-degeneracy and non-resonance conditions modify the condition for normal typicality and ergodicity. We next provide the proof of theorem 1 in section 4. The paper ends by a discussion and summary of our result, followed by two appendices where some necessary details are proved.

2. Preliminaries

In this section, we set up some preliminaries and recall pertinent definitions and results (see [16] for details).

2.1. Hamiltonian and dynamics

Let us assume that we have a quantum system whose associated Hilbert space is \( \mathcal{H} \) (where \( D = \dim(\mathcal{H}) \)). The dynamics of this system is generated by the Hamiltonian

\[
H = \sum_{\alpha=1}^{D} E_\alpha \Pi_\alpha, \tag{1}
\]

where \( E_\alpha \) is an \( e_\alpha \)-fold degenerate energy eigenvalue \( (E_\alpha \neq E_\beta \text{ iff } \alpha \neq \beta) \) and \( \Pi_\alpha = \sum_{a=1}^{e_\alpha} \langle \alpha, a | \langle a, \alpha \rangle \) represents the corresponding eigenprojection. Here \( \sum_{\alpha=1}^{D_E} e_\alpha = D \), in which \( D_E \) is the number of distinct eigenvalues. Any initial state \( |\psi(0)\rangle \) evolves into

\[
|\psi(\tau)\rangle = e^{-\tau H} |\psi(0)\rangle, \tag{2}
\]

after time \( \tau \), where we have assumed \( \hbar \equiv 1 \) (hereafter).
We also need to define (un-normalized) vectors $|\phi_0^\alpha\rangle$ and (normalized) vectors $|\phi^\alpha\rangle$ belonging to the $\alpha$th energy shell as

$$
\Pi_{\alpha}\ |\psi(0)\rangle = \sum_{a=1}^{e_0} s_{a\alpha} |\alpha, a\rangle
\equiv |\phi^\alpha\rangle \equiv c_\alpha |\phi_0^\alpha\rangle,
$$

where $s_{a\alpha} = \langle\alpha, a | \psi(0)\rangle$ and $c_\alpha$ is the normalization factor $|c_\alpha|^2 = \langle\phi_0^\alpha | \phi^\alpha\rangle$.

### 2.2. Gap and energy-sum structures

We set the shorthand $E_{\beta} - E_{\alpha} := G_k$ to denote the energy gap, for some $k$. For a given value of $G_k$, there may exist several ordered pairs $(\alpha, \beta)$ for which $E_{\beta} - E_{\alpha}$ equals this given value of $G$. Thus we define $G_k := \{(\alpha, \beta) \mid E_{\beta} - E_{\alpha} = G_k\}$. It is evident that $|G_k\rangle = g_k$, where $g_k$ is the degeneracy of the energy gap $G_k$, and $|A|$ denotes cardinality of set $A$. Similarly, for sum $F_m$ of distinct energies, we define $F_m := \{(\gamma, \alpha, \beta) \mid E_{\alpha} + E_{\beta} = F_m\}$ and $f_m = |F_m|$. For later use, we also define $D_G \equiv \max_{k=0} g_k$ and $D_F \equiv \max_{m} f_m$. The case of the non-resonant Hamiltonian is given by $D_G = 1$, or equivalently, $D_F = 2$ (see appendix A).

![Figure 1](image-url) Schematic of the energy, gap, and energy sum structures. Each energy eigenvalue $E_\alpha$ has degeneracy $e_\alpha$ ($\alpha \in \{1, 2, \ldots, D_E\}$); each gap value $G_k \equiv E_{\alpha} - E_{\beta}$ (for some $k$($\alpha, \gamma$)), where $\alpha = \gamma$, has degeneracy $g_k$; and each energy sum value $F_m \equiv E_{\alpha} + E_{\beta}$ (for some $m$($\alpha, \gamma$)) has degeneracy $f_m$ Here $\phi_0^\alpha$ denotes the vanishing-gap set, which has $g_0 = D_E$ elements. In addition, we have $\sum_{k=0} g_k = D_E(D_E - 1)$. We also define $D_G \equiv \max_{k=0} g_k$ and $D_F \equiv \max_{m} f_m$. The case of the non-resonant Hamiltonian is given by $D_G = 1$, or equivalently, $D_F = 2$ (see appendix A).

A Hamiltonian is called non-degenerate if none of its energy eigenvalues $E_\alpha$ is degenerate, i.e., $e_\alpha = 1 \ \forall \ \alpha$, or equivalently $D_E = D$. Similarly, a Hamiltonian is called non-resonant if none of its energy gaps is degenerate, i.e., $g_k = 1 \ \forall \ k \neq 0$, or equivalently $D_G = 1$. Later in appendix A we show that the non-resonance condition implies $f_m = 2 \ \forall \ m$, or equivalently $D_F = 2$. Thus, in general we have $D_F \geq 2$. We were, however, not able to find a general relation between the gap-related quantity $D_G$ and the corresponding energy-sum-related quantity $D_F$. But intuitively it seems that a relatively small $D_G$ corresponds to a relatively small $D_F$.

### 2.3. Measurements, macrostates, and microstates

We partition $\mathcal{H}$ according to a complete set of given (but otherwise arbitrary) orthogonal projections $\{P_v\}_{v=1}^M$, in which $P_v$ has rank $d_v$ and $\sum_{v=1}^M P_v = 1$ [11], as...
The set \( P \) can be associated with a complete measurement on the system \([35]\); or equivalently, each \( \mathcal{H} \) can be interpreted to represent a ‘macrospace’ or ‘macrostate’ or ‘Gibbs cell’ of the system in which all ‘microstates’ yield the same result for the measurement—see figure 2.

2.4. Averaging and von Neumann’s lemmas

Let \( \mathbb{E}_X[f(x)] = \int_{\mathcal{D}} f(x) p_X(x) dx \) denote the average or expected value of \( f(x) \) when \( X \) is a random variable defined on a set \( \mathcal{D} \subseteq \mathbb{R} \) with a given probability distribution \( p_X(x) \). In addition, the variance of \( X \) is given by \( \mathbb{V}_X[x] = \mathbb{E}_X[(x - \mathbb{E}_X[x])^2] \) [3]. From positivity of the variance, \( \mathbb{V}_X[x] \geq 0 \), we immediately have

\[
\mathbb{E}_X[x^2] \geq \mathbb{E}_X[x].
\]

Similarly, from \( \mathbb{V}_X[(x_1 - x_2)^2] \geq 0 \) for two random variables \( x_1 \) and \( x_2 \), we have

\[
2\mathbb{E}_X[x_1x_2] \leq \mathbb{E}_X[x_1^2] + \mathbb{E}_X[x_2^2].
\]

Hence, when \( x_1 \) and \( x_2 \) have identical expected values and variances, we have

\[
\mathbb{E}_X[x_1x_2] \leq \mathbb{E}_X^2[x_1] + \mathbb{V}_X[x_1].
\]
One can also see from the definition of the variance that it satisfies the following property:

$$\forall_X \left[ \sum_{i=1}^{K} x_i \right] = \sum_{i=1}^{K} \mathbb{V}_X[x_i] + \sum_{i \neq j} \mathbb{C}_X[x_i, x_j].$$

(10)

where $\mathbb{C}_X[x_i, x_j] = \mathbb{E}_X[x_i] \mathbb{E}_X[x_j] - \mathbb{E}_X[x_i x_j]$ is the covariance of the random variables $x_i$ and $x_j$.

In addition to the basic definitions above, we shall also need a result known as Markov’s inequality [3],

$$\text{Prob}[X \geq B] \leq \mathbb{E}_X[x]/B, \quad B > 0.$$  

(11)

From this we say $X \leq B$ holds for $(1 - \delta)$ most Xs if $\text{Prob}[X \leq B] \geq 1 - \delta$ [16].

The following lemmas—proven by von Neumann (adopted from [16])—will also be essential later:

**Lemma 1.** There exists a number $C > 1$ such that when two natural numbers $d$ and $D$ satisfy the condition

$$C \frac{\log D}{D} < \frac{d}{D} < \frac{1}{C},$$

for uniformly randomly distributed unitaries $U \in \text{SU}(D)$ (according to the Haar measure [2, 36]) we have

$$\mathbb{E}_U \left[ \max_{i \neq j \in \{1, \ldots, D\}} \left| \sum_{i=1}^{d} U_{ij} U_{ji} \right|^2 \right] \leq \frac{\log D}{D} < \frac{1}{C^2},$$

(13)

and

$$\mathbb{E}_U \left[ \max_{i \in \{1, \ldots, D\}} \left( \sum_{i=1}^{d} \left| U_i \right|^2 - \frac{d}{D} \right)^2 \right] \leq \frac{9d \log D}{D^2} < \frac{9}{C^3}.$$  

(14)

**Lemma 2.** Let $|\xi\rangle$ be a uniformly randomly distributed state from a $D$-dimensional Hilbert space and $P$ be a rank-$d$ projection thereon. Then

$$\mathbb{E}_X \left[ \|P \langle \xi \rangle \|^2 \right] = \frac{d}{D},$$

(15)

and

$$\forall_X \left[ \|P \langle \xi \rangle \|^2 \right] = \frac{1}{d} \left( \frac{d}{D} \right)^2 \frac{(D - d)}{(D + 1)}.$$  

(16)

For the sketch of proof see appendix B [2].

2.5. Long-time average and long run

For a dynamical function $Y(\tau)$, we define the long-time average $\overline{Y}$ as follows [19]:

$$\overline{Y} = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{\infty} Y(\tau) d\tau.$$  

(17)
We also say that a statement $S(t)$ holds for $(1 - \delta')$ fraction of the time in the long run when

$$\liminf_{T \to \infty} \frac{1}{T} \left| \{ \tau \in [0, T]; S(t) \text{ holds} \} \right| \geq \left( 1 - \delta' \right),$$

where $|A|$ indicates the Lebesgue measure or size of set $A \subset \mathbb{R}$ [16].

Remark. In the standard context of the quantum ergodic theorem we focus on the $T \to \infty$ time averages. It is, however, interesting to see how the setting of the theorem and associated results may change for finite-time averages. This subject is beyond the scope of the current paper. See, for example, [23, 24, 30, 33, 34] for discussions on finite time scales for equilibration.

2.6. Normal typicality

The normal typicality property in the sense of von Neumann implies that for almost all partitionings of a Hilbert space $\mathcal{H}$ according to a complete set of $M$ rank-$d_\nu$ orthogonal projections (say $\{ P_{b_{\nu}} \}$) as in equation (4), and for all initial states $|\psi(0)\rangle \in \mathcal{H}$, a system is $\varepsilon$-$\delta'$ normal if for $(1 - \delta')$ fraction of the time in the long run we have [16]

$$\left| \langle P_{\nu} | \psi(t) \rangle \right|^2 - d_\nu/D \leq \frac{\varepsilon}{\sqrt{M}} \sqrt{\frac{d_\nu}{D}}, \quad \forall \nu \in \{1, \ldots, M\},$$

where $\|u\| = \|\sqrt{\langle u | u \rangle}\|$ (for $|u\rangle \in \mathcal{H}$) indicates the Euclidean vector norm.

A sufficient condition for this result to hold is that

$$L \equiv \left( \langle P_{\nu} | \psi(t) \rangle \right|^2 - d_\nu/D \right)^2 \leq \delta \left( \varepsilon^2 \frac{d_\nu}{D} \right), \quad \forall \nu \in \{1, \ldots, M\}$$

in the long run [16]. The proof is immediate by contradiction. To see this, assume $Y(t)$, $p$, and $q$ to be the left-hand side (lhs) of equation (19), $\varepsilon \sqrt{d_\nu/(MD)}$, and $\delta'/M$, respectively. Let us assume that $Y(t) \geq p$ ($\geq 0$) for at least $q$ fraction of the total time $T$; this assumption is clearly a violation of equation (19). Hence the time average of $Y^2(t)$ on the interval $[0, T]$ is $\geq q^2$; which in turn violates equation (20). Thus equation (20) is a sufficient condition for the property (19).

2.7. (Relative) Ergodicity

We call a closed quantum system evolving via a time-independent Hamiltonian $\varepsilon$-ergodic relative to a given set of complete observables (measurements) $\{ P_{b_{\nu}} \}$ if for every initial state $|\psi(0)\rangle$ we have

$$\left| \langle P_{\nu} | \psi(t) \rangle \right|^2 - d_\nu/D \right)^2 \leq \left( \varepsilon^2 \frac{d_\nu}{M} \right), \quad \forall \nu \in \{1, \ldots, M\}.$$
There is a clear connection between normal typicality and ergodicity. We note that
\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \left( \left\| P_{\tau} |\psi(\tau)\rangle \right\|^{2} - d_{\nu}/D \right)^{2} d\tau \leq \left( \frac{d_{\nu}/D}{\sqrt{d}} \right)^{2},
\]
Equation (7); \( \Box \leq \Box \). Hence normal typicality (i.e., a relatively small upper bound on \( \Box \)) implies ergodicity \([16]\). We shall use this fact later.

3. Main result

Our aim is to see whether and how the results of \([12, 16]\) are modified in the case of degenerate and resonant Hamiltonians. The following theorem, a modified version of von Neumann’s quantum ergodic theorem, encapsulates our main result. Note that a stronger (or perhaps tighter) version of the theorem may still be possible, but we shall not discuss it here.

**Theorem 1.** Let \( 0 < \delta, \delta' \leq 1 \) and \( \varepsilon > 0 \), and consider a \( D \)-dimensional Hilbert space \( \mathcal{H} \) associated with a quantum system. This system is \( \varepsilon^{\delta} \) normal for \((1 - \delta)\) fraction of all Hilbert-space decompositions \( \mathcal{H} = \bigoplus_{\nu=1}^{M} \mathcal{H}_{\nu} \), with given (fixed) dimensions \( \{d_{\nu}\} \) induced by measurements, if

\[
\max \left\{ C, \frac{10M^{2}}{\delta\delta'\varepsilon^{2}} \left( 1 + \frac{(D_{F} - 2)d_{\nu}^{3}}{10D \log D} \right) \right\} \log \frac{D}{D} < \frac{d_{\nu}}{D} < \frac{1}{C}, \quad \forall \nu \in \{1, \ldots, M\},
\]

where \( C \) is a number satisfying lemma 1, and \( D_{F} \) is the maximum degeneracy of the energy sum structure of the system (defined in section 2.2).

In the absence of resonance (the case where \( D_{F} = 2 \)), equation (24) implies that as long as the dimension of each Gibbs cell is sufficiently large \((d_{\nu} \gg 1)\), yet sufficiently small compared to the dimension of the entire Hilbert space \((d_{\nu} \ll D)\), the system will feature normal typicality for a certain fraction of the measurements. This is the standard quantum ergodic theorem \([16]\). Note, however, that in equation (24) degeneracy does not show up explicitly, whereas resonance appears to be important for obstructing or allowing normal typicality (and ergodicity)—because of the existence of the factor \((D_{F} - 2)d_{\nu}^{3}/(10D \log D)\). From this one can conclude that the impact of resonance would be relatively small if

\[
D_{F} \ll (10 \log D/D)M^{2},
\]

where we have used the crude estimate \( d_{\nu} \approx O(D/M) \) [see equation (6)].

We also remark that for a given pair \((d_{\nu}, D)\) there may exist several \( C \)'s satisfying lemma 1. In this case we choose the largest one. As an example, for a system of \( 10^{2} \) spin-1/2
particles with \( D = 2^{10^7} \approx 10^{20} \), when \( d_n \approx 10^8 \), and \( M \approx 10^{22} \), we have \( \log D / D \approx 10^{-29} \), \( d_n / D \approx 10^{-22} \). Thus, we can choose \( C \approx 10^7 \). Additionally, one may be able to choose \( \varepsilon \) and \( \delta' \) such that they satisfy condition (24), for sufficiently negligible values of \( \delta \), and hence observe ergodicity according to equations (20) and (21).

It would be instructive to consider specific physical examples (e.g., spin chains with strong symmetries and too large degeneracies and resonance) in which one or parts of the conditions of theorem 1 do not hold, whereas one could explicitly demonstrate that the system is not ergodic. We, however, leave this (important) task for future investigations, and here focus mainly on the formalism of the quantum ergodic theorem.

4. Proof of theorem 1

The logic of the proof goes as follows. We find an upper bound \( X \) on \( \mathcal{L} \). In order for normal typicality (and whence—according to equation (23)—ergodicity) to hold, we shall require that this upperbound \( X \) itself be not greater than the value given by the sufficient condition for \( \varepsilon - \delta' \) normal typicality (20), specifically, the rhs of this equation: \( B \equiv \delta'(\varepsilon/M)^2(d_n/D) \). That is,

\[
\text{ergodicity [lhs of equation (21)]} \quad \mathcal{L} \leq X \leq B \quad \text{[rhs of equation (20)]}.
\]

Next we shall employ Markov’s inequality and require that its rhs be in turn upperbounded by \( \delta \),

\[
\text{Prob}[X > B] \leq \frac{\mathbb{E}[X]}{B} < \delta,
\]

which is tantamount to

\[
\text{Prob}[X \leq B] \quad \text{Prob}[ \varepsilon - \delta' \text{ normal typicality }] = \text{Prob[ ergodicity ]} \geq 1 - \delta.
\]

This implies that \( \varepsilon - \delta' \) normal typicality and ergodicity hold for \((1 - \delta)\) most measurements \( \{ P_i \} \) with fixed ranks \( \{ d_n \} \). We note that in order for this construction to work, we need to consider how our parameter \( d_n \) should be appropriately chosen. There are two relevant conditions; the first one comes from the condition on \( d_n \) to apply lemma 1, and the second condition comes from the requirement in the last part of equation (27). We combine these conditions to find how/when an \( \varepsilon - \delta' \) (with given values) normality/ergodicity is implied. In the sequel, we follow the steps elaborated here.

Expanding \( \mathcal{L} \) (equation (20)) in terms of \( \{ \varphi_n \} \) yields

\[
\mathcal{L} = (d_n/D)^2 - 2(d_n/D) \sum_{\alpha \beta} \mathcal{E}^{-ir(E_\beta - E_\alpha)} \langle \varphi_\alpha | P_\beta \varphi_\beta \rangle + \sum_{\alpha \beta \gamma} \mathcal{E}^{-ir(E_\beta - E_\alpha + E_\gamma - E_\alpha)} \langle \varphi_\alpha | P_\beta P_\gamma \varphi_\gamma \rangle.
\]

In the following, we consider this expression term by term as

\[
\mathcal{L} = (d_n/D)^2 + \mathcal{L}_2 + \mathcal{L}_3.
\]

The second term \( \mathcal{L}_2 \) concerns degeneracy. If the Hamiltonian is non-degenerate, \( \mathcal{L}_2 \) can be simplified by using \( \mathcal{E}^{-ir(E_\beta - E_\alpha)} = \delta_{\alpha \beta} \) to
\[ L_{2}^{(d_{1})} = -2 \left( d_{v}/D \right) \sum_{\alpha=1}^{D} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle. \]  

(31)

In the presence of degeneracy, we have

\[
L_{2}^{(d_{2})} = -2 \left( d_{v}/D \right) \sum_{\alpha,\beta} e^{-iE_{\alpha}E_{\beta}} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle
\]

Equation (3) = \[-2 \left( d_{v}/D \right) \sum_{\alpha,\beta} \delta_{E_{\alpha}E_{\beta} \neq \alpha} \langle \alpha, a | P_{v} | \beta, b \rangle \]

\[ = -2 \left( d_{v}/D \right) \sum_{\alpha,\beta} \delta_{E_{\alpha}E_{\beta} \neq \alpha} \langle \alpha, a | P_{v} | \alpha, b \rangle \]

\[ = -2 \left( d_{v}/D \right) \sum_{\alpha=1}^{D} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle \]

\[ = -2 \left( d_{v}/D \right) \sum_{\alpha=1}^{D} \delta_{E_{\alpha}} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle, \]  

(32)

which is akin to equation (31) except in the appearance of \( D_{E} \) rather than \( D \) in the upper limit of the summation.

The third term \( (L_{3}) \) concerns resonance. For the non-resonance condition, we could replace [16]

\[ e^{-i\tau(E_{\alpha}-E_{\beta})} = \delta_{\alpha\beta} \delta_{\gamma\tau} + \delta_{\alpha\beta} \delta_{\gamma\eta} - \delta_{\gamma\beta} \delta_{\alpha\eta}, \]  

(33)

from which \( L_{3} \) in equation (29) would reduce to

\[
L_{3}^{(\text{nr})} = \sum_{\alpha} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle^2 + \sum_{\alpha=\beta} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle^2 + \sum_{\alpha=\beta} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle \langle \tilde{\varphi}_{\beta} | P_{v} | \tilde{\varphi}_{\beta} \rangle
\]

\[ = \sum_{\alpha=\beta} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle^2 + \sum_{\alpha=\beta} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle \langle \tilde{\varphi}_{\beta} | P_{v} | \tilde{\varphi}_{\beta} \rangle. \]  

(34)

In the presence of resonance, however, other terms will also appear

\[
L_{3} = \sum_{\alpha,\beta,\gamma} e^{-i\tau(E_{\alpha}-E_{\beta}+E_{\gamma}-E_{\gamma})} \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle \langle \tilde{\varphi}_{\gamma} | P_{v} | \tilde{\varphi}_{\gamma} \rangle
\]

\[ = \left( \sum_{k: (\alpha,\beta) \in G_{k}} \sum_{(\gamma,\sigma) \in G_{\gamma}} \sum_{m: (\beta,\sigma) \in G_{\beta}} \sum_{n: (\alpha,\gamma) \in G_{\alpha}} e^{-i\tau(G_{k}-G_{\gamma})} \right) \]

\[ \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle \langle \tilde{\varphi}_{\gamma} | P_{v} | \tilde{\varphi}_{\gamma} \rangle - \sum_{\alpha=1}^{D_{E}} | \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle |^2 \]

\[ = \left( \sum_{k: (\alpha,\beta) \in G_{k}} \sum_{(\gamma,\sigma) \in G_{\gamma}} \delta_{G_{k}G_{\gamma}} + \sum_{m: (\beta,\sigma) \in G_{\beta}} \sum_{n: (\alpha,\gamma) \in G_{\alpha}} \delta_{G_{\alpha}G_{\beta}} \right) \]

\[ \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\beta} \rangle \langle \tilde{\varphi}_{\gamma} | P_{v} | \tilde{\varphi}_{\gamma} \rangle - \sum_{\alpha=1}^{D_{E}} | \langle \tilde{\varphi}_{\alpha} | P_{v} | \tilde{\varphi}_{\alpha} \rangle |^2 \]  

(35)
\[
= \sum_\mathbf{k} \left( \sum_{(\alpha, \beta) \in \mathcal{G}_\mathbf{k}} \sum_{(\gamma, \sigma) \in \mathcal{G}_\mathbf{k}} + \sum_{(\gamma, \sigma) \in \mathcal{G}_\mathbf{k}} \sum_{(\alpha, \beta) = (\gamma, \sigma)} \right) \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle - \sum_{\alpha = 1}^D \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2
\]
\[
= \mathcal{L}^{(\alpha_3)} + \sum_\mathbf{m} \left( \sum_{(\alpha, \sigma) \in \mathcal{F}_\mathbf{m}} \sum_{(\beta, \gamma) \in \mathcal{F}_\mathbf{m}} \sum_{(\beta, \gamma) = (\alpha, \sigma)} \right) \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle - \sum_{\alpha = 1}^D \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2
\]
\[
= \mathcal{L}^{(\alpha_3)} + \mathcal{L}^{(\beta_3)}.
\]
where
\[
\mathcal{L}^{(\beta_3)} = \sum_\mathbf{m} \sum_{(\alpha, \sigma) \in \mathcal{F}_\mathbf{m}} \sum_{(\beta, \gamma) \in \mathcal{F}_\mathbf{m}} \sum_{(\beta, \gamma) = (\alpha, \sigma)} \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle - \sum_{\alpha = 1}^D \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2
\]
and in equation (35) we have used the identity
\[
e^{-ir(G_\mathbf{k} - G_\mathbf{m})} = \delta_{G_\mathbf{k} G_\mathbf{m}}.
\]
Noting that we allow resonance in the system, we do not necessarily have \(\delta_{G_\mathbf{k} G_\mathbf{m}} = \delta_{\mathbf{kl}}\).

We now rewrite \(\mathcal{L}\) (equation (30)) using equations (32), (34), and (37) as
\[
\mathcal{L} = \sum_{\alpha = 1}^D \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2 + \sum_{\alpha = 1}^D \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2 + \mathcal{L}^{(\beta_3)}
\]
\[
\leq \max_{\alpha, \beta \in \{1, \ldots, D_E\}} \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2 + \max_{\alpha \in \{1, \ldots, D_E\}} \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2 + \mathcal{L}^{(\beta_3)},
\]
whose rhs is the very quantity \(X\) introduced in equation (26) in the strategy of the proof. We note that the expression for \(\mathcal{L}\) here differs from that in the non-degenerate-non-resonance case [16] in that here we have \(D_E\) rather than \(D\), and a new term \(\mathcal{L}^{(\beta_3)}\) has emerged. Equation (40) yields
\[
\mathbb{E}_P[\mathcal{L}] \leq \mathbb{E}_P \left[ \max_{\alpha, \beta \in \{1, \ldots, D_E\}} \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle \right)^2 \right]
\]
\[
+ \mathbb{E}_P \left[ \max_{\alpha \in \{1, \ldots, D_E\}} \left( \langle \varphi_0 | \varphi_0 | \varphi_0 | \varphi_0 \rangle - \frac{d_E}{D} \right)^2 \right] + \mathbb{E}_P[\mathcal{L}^{(\beta_3)}].
\]
Following [16], the first two terms here can be bounded by using equations (13) and (14) of lemma 1. In order to set the scene to employ this lemma, we define the following orthonormal basis set for \(\mathcal{H}\):
\[ |\Phi_\kappa \rangle = \begin{cases} |\varphi_\kappa \rangle; & 1 \leq \kappa \leq D \_E \\ |\varphi_\kappa^+ \rangle; & D \_E + 1 \leq \kappa \leq D, \end{cases} \tag{42} \]

where \( \{|\varphi_\kappa^\perp \rangle\} \) are some vectors orthogonal to \( \{|\varphi_\kappa \rangle\} \), chosen to complete the basis set, and thus \( \langle \Phi_\kappa | \Phi_\ell \rangle = \delta_{\kappa \ell} \). It is evident from equation (41) that

\[ E_P[\mathcal{L}] \leq E_P \left[ \max_{\kappa \in \{1, \ldots, D\}} \left| \langle \Phi_\kappa | P_\nu | \Phi_\kappa \rangle \right|^2 \right] + E_P \left[ \max_{\kappa \in \{1, \ldots, D\}} \left( \langle \Phi_\kappa | P_\nu | \Phi_\kappa \rangle - \frac{d_C}{D} \right)^2 \right] + E_P[\mathcal{L}^{(0)}]. \tag{43} \]

Now we choose another orthonormal basis set for \( \mathcal{H} \) as \( \{|\omega_i \rangle\}_{i=1}^D \) such that

\[ P_\nu = \sum_{i \in \mathcal{J}_\nu} |\omega_i \rangle \langle \omega_i |, \quad \mathcal{J}_\nu \text{ is the set of indices associated with the spectral representation of } P_\nu, \text{ with } |\mathcal{J}_\nu| = d_\nu, \text{ for all } \nu \in \{1, \ldots, M\}. \]

Hence if we define the unitary matrix \( U_\nu = (|\Phi_\kappa | \omega_i \rangle) \), we can use lemma 1 to obtain

\[ E_P \left[ \max_{\alpha, \beta \in \{1, \ldots, D\}} \left| \langle \phi_\alpha | P_\nu | \phi_\beta \rangle \right|^2 \right] + E_P \left[ \max_{\alpha \in \{1, \ldots, D\}} \left( \langle \phi_\alpha | P_\nu | \phi_\alpha \rangle - \frac{d_C}{D} \right)^2 \right] \leq \frac{\log D}{D} + \frac{9d_\nu \log D}{D^2}. \tag{44} \]

Equation (12) yields

\[ \frac{10 \log D}{D}. \]

Now we show how to derive a bound on \( \mathcal{L}^{(0)}_3 \) and \( E_P[\mathcal{L}^{(0)}_3] \) (in equation (41)). From positivity of \( P_\nu \) (and hence \( P_\nu \propto P_\nu \)),

\[ \left( \langle \phi_\alpha | \otimes \langle \phi_\beta | \right) P_\nu \otimes P_\nu \left( |\phi_\alpha \rangle \otimes |\phi_\beta \rangle \right) \geq 0, \tag{45} \]

we obtain

\[ \text{Re} \left[ \langle \phi_\alpha | P_\nu | \phi_\beta \rangle \langle \phi_\alpha | P_\nu | \phi_\beta \rangle \right] \leq \frac{1}{2} \left( \langle \phi_\alpha | P_\nu | \phi_\alpha \rangle \langle \phi_\alpha | P_\nu | \phi_\alpha \rangle + \langle \phi_\beta | P_\nu | \phi_\beta \rangle \langle \phi_\beta | P_\nu | \phi_\beta \rangle \right). \tag{46} \]

Combining equations (37) and (46) yields

\[ \mathcal{L}^{(0)}_3 \leq \frac{1}{2} \sum_{m (\alpha, \sigma) \in \mathcal{F}_m} \sum_{(\beta, \gamma) \in \mathcal{F}_m} \left( \langle \phi_\alpha | P_\nu | \phi_\alpha \rangle \langle \phi_\beta | P_\nu | \phi_\beta \rangle + \langle \phi_\beta | P_\nu | \phi_\beta \rangle \langle \phi_\alpha | P_\nu | \phi_\alpha \rangle \right). \tag{47} \]

For every pair \((\alpha, \sigma) \in \mathcal{F}_m\), the pair \((\beta, \gamma)\) can have \((f_m - 2)\) different values. Furthermore, we have obtained two terms on the rhs of equation (47) which are equal. Thus
\[
\mathcal{L}_3^{(\alpha)} \leq \sum_m \left[ (f_m^2 - 2) \sum_{(\alpha, \sigma) \in \mathcal{F}_m} \langle \hat{\varphi}_\alpha | P_\sigma | \hat{\varphi}_\sigma \rangle \langle \hat{\varphi}_\sigma | P_\alpha | \hat{\varphi}_\alpha \rangle \right] \\
\leq (D_F - 2) \sum_m \left\{ \sum_{(\alpha, \sigma) \in \mathcal{F}_m} \langle \hat{\varphi}_\alpha | P_\sigma | \hat{\varphi}_\sigma \rangle \langle \hat{\varphi}_\sigma | P_\alpha | \hat{\varphi}_\alpha \rangle \right\} \\
= (D_F - 2) \sum_{\alpha, \sigma} \langle \hat{\varphi}_\alpha | P_\sigma | \hat{\varphi}_\sigma \rangle \langle \hat{\varphi}_\sigma | P_\alpha | \hat{\varphi}_\alpha \rangle \\
= (D_F - 2) \sum_{\alpha, \sigma} |c_{\alpha \sigma}|^2 \langle \varphi_\alpha | P_\sigma | \varphi_\sigma \rangle \langle \varphi_\sigma | P_\alpha | \varphi_\alpha \rangle. \quad (48)
\]

To get the third inequality we used the fact that each pair \((\alpha, \sigma)\) appears only in one \(m\)-shell. It should be noted that the \(\alpha = \sigma\) case has automatically been included in our calculations, thus we do not need to consider it separately. Equation (48) gives
\[
\mathbb{E}_P[\mathcal{L}_3^{(\alpha)}] \leq (D_F - 2) \mathbb{E}_P \left[ \sum_{\alpha, \sigma} \langle \varphi_\alpha | P_\sigma | \varphi_\sigma \rangle \langle \varphi_\sigma | P_\alpha | \varphi_\alpha \rangle \right] \\
= (D_F - 2) \sum_{\alpha, \sigma} |c_{\alpha \sigma}|^2 \mathbb{E}_P \left[ \langle \varphi_\alpha | P_\sigma | \varphi_\sigma \rangle \langle \varphi_\sigma | P_\alpha | \varphi_\alpha \rangle \right]. \quad (49)
\]

Since \(P_\sigma\) has a fixed rank, averaging over random \(P_\sigma\) can be equivalently replaced with averaging over random unitary operators \(U \in SU(D)\) according to the associated Haar measure, acting on a fixed projection \(P_m\)
\[
\mathbb{E}_P[\mathcal{L}_3^{(\alpha)}] = \mathbb{E}_U \left[ \mathcal{L}_3^{(\alpha)} | P_m \right] \\
\leq (D_F - 2) \sum_{\alpha, \sigma} |c_{\alpha \sigma}|^2 \mathbb{E}_U \left[ \langle \varphi_\alpha | P_\sigma U | \varphi_\sigma \rangle \langle \varphi_\sigma | P_\alpha U | \varphi_\alpha \rangle \right]. \quad (50)
\]

Since \(U\) is chosen based on the Haar measure of \(SU(D)\), thus by applying random unitaries on \(|\varphi_\alpha\rangle\) (a specific/fixed vector in \(P_\sigma \mathcal{H}\)) we indeed obtain vectors \(|\xi\rangle\) which are uniformly randomly distributed all over the \(D\)-dimensional Hilbert space \(\mathcal{H}\) [36]. Hence we can rewrite equation (50) as
\[
\mathbb{E}_P[\mathcal{L}_3^{(\alpha)}] \leq (D_F - 2) \sum_{\alpha, \sigma} |c_{\alpha \sigma}|^2 \mathbb{E}_U \left[ \langle |P_\sigma | \xi_\alpha \rangle |^2 \langle |P_\alpha | \xi_\sigma \rangle |^2 \right] \\
\leq (D_F - 2) \left( \mathbb{E}_U \left[ \langle |P_\sigma | \xi_\alpha \rangle |^2 \right] + \mathbb{V}_U \left[ \langle |P_\sigma | \xi_\alpha \rangle |^2 \right] \right) \\
\leq (D_F - 2) \left( \frac{D}{D + 1} \right)^2 \left( \frac{D}{D + 1} \right)^2 \leq \left( D_F - 2 \right) \left( \frac{D}{D} \right)^2. \quad (51)
\]

It is evident that \(\mathbb{E}_P[\mathcal{L}_3^{(\alpha)}]\) becomes negligible if
\[
(D_F - 2) \left( \frac{D}{D} \right)^2 \ll 1. \quad (52)
\]

We insert equations (44) and (51) into equation (41), which yields
\[
\mathbb{E}_P[\mathcal{L}] \leq \frac{10 \log D}{D} + (D_F - 2) \left( \frac{D}{D} \right)^2, \quad (53)
\]
whose rhs is the very $\mathcal{B}_F[X]$ introduced in the beginning of this subsection in the strategy of the proof. Next, following equation (27), we require that the rhs of equation (53) to be upperbounded by $B\delta$; that is
\[
\frac{M^2D}{\delta\varepsilon^2 d_D} \left[ \frac{10 \log D}{D} + \left( D_F - 2 \right) \left( \frac{d_D}{D} \right)^2 \right] < \delta,
\]
(54)
or equivalently
\[
\frac{M^2}{\delta\varepsilon^2} \left[ \frac{10 \log D}{D} + \left( D_F - 2 \right) \left( \frac{d_D}{D} \right)^2 \right] < \frac{d_D}{D}.
\]
(55)
On the other hand, in order to use lemma 1—in calculating the averages—we require condition (12). If we combine these conditions, we obtain
\[
\max \left\{ C, \frac{10 M^2}{\delta\varepsilon^2} \left[ 1 + \frac{(D_F - 2) d_D^2}{10 D \log D} \right] \right\} \frac{\log D}{D} < \frac{d_D}{D} < \frac{1}{C}.
\]
(56)
\[ \square \]

5. Summary

It has been known that for the validity of the original quantum ergodic theorem, non-degeneracy and non-resonance properties for their Hamiltonians are among the conditions which hold in typical systems. Here we, however, have considered systems which lack these conditions. We have proved a modified version of the quantum ergodic theorem which concerns validity of the ergodic hypothesis and normal typicality in atypical systems. We have shown that degeneracy does not considerably modify the condition of normal typicality or ergodicity, whereas the existence of resonance is more dominant for obstructing ergodicity. The effect of the non-resonance condition has been shown to come through degeneracy of energy sum structure of the system of question.
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Appendix A. Proof that $D_F = 2$ for the non-resonant case

The non-resonance condition implies that (see section 2.2 or figure 1)
\[
g_k = |G_k| = 1, \quad \forall k = \mathbf{0},
\]
(A1)
whence $D_\mathbf{0} = 1$. For example, if for some $\alpha, \beta, \gamma$, and $\sigma$ we have
\[
E_\alpha - E_\gamma = E_\beta - E_\sigma \equiv G_k,
\]
(A2)
for some $k$ (or equivalently $E_\alpha - E_\beta = E_\gamma - E_\sigma \equiv G_\mathbf{0}$), then
\[
(\alpha, \gamma) = (\beta, \sigma) \quad \text{or} \quad (\alpha, \beta) = (\gamma, \sigma),
\]
(A3)
or equivalently
\[ G_k = \{(\alpha, \gamma)\}, \quad g_k = 1, \quad (A4) \]
\[ G_l = \{(\alpha, \beta)\}, \quad g_l = 1. \quad (A5) \]
Equation (A2) can be recast in the following form too:
\[ E_\alpha + E_\sigma = E_\beta + E_\gamma \equiv F_m, \quad (A6) \]
for some \( m \), which means
\[ \{(\alpha, \sigma), (\sigma, \alpha), (\beta, \gamma), (\gamma, \beta)\} \in F_m. \quad (A7) \]
But the relations in equation (A3) both imply that
\[ (\alpha, \sigma) = (\beta, \gamma). \quad (A8) \]
Note that there cannot be any other pair in \( F_m \) except those listed in equation (A7). Hence the non-resonance condition (A1) can be equivalently rewritten as
\[ f_m = |F_m| = 2, \quad \forall m, \quad (A9) \]
which in turn implies \( D_f = 2 \).

Remark. Note that the existence of degeneracy contributes in our results in the paper mainly through modifying the estimates on the resulting resonance effects so that such effects become dominant.

Appendix B. Calculating the average and variance of \( \|P_{\nu}|\phi_{\nu}\|^2 \) with uniform measure on \( P_{\nu} \)

Here we reproduce the average and variance of \( \|P_{\nu}|\phi_{\nu}\|^2 \), following the approach of [2]. Let us take \( \{\omega_i\}_{i=1}^D \) as an orthonormal basis for the \( D \)-dimensional Hilbert space \( \mathcal{H} \) such that
\[ P_\nu = \sum_{i \in J_\nu} |\omega_i\rangle \langle \omega_i|, \quad (B1) \]
where \( J_\nu \subset \{1, \ldots, D\} \) constitutes the set of indices associated with \( P_\nu \) and \( |J_\nu| = d_\nu. \) We introduce another orthonormal basis \( \{\phi_k\}_{k=1}^D \) for \( \mathcal{H} \) related to \( \{\phi_k\}_{k=1}^D \) as in equation (42).

Now let us expand \( |\omega_i\rangle \) as
\[ |\omega_i\rangle = \sum_{k=1}^D \langle x_k + iy_k | \phi_k \rangle, \quad (B2) \]
where the normalization condition \( \langle \omega | \omega \rangle = 1 \) reads as \( \sum_{k=1}^D (x_k^2 + y_k^2) = 1 \). This is the equation of the \( 2D \)-dimensional unit hypersphere \( S^{2D} \). In addition, we have
\[ \|P_\nu|\phi_i\|^2 = \sum_{k \in J_\nu} (x_k^2 + y_k^2). \quad (B3) \]
Thus averaging over fixed-rank \( P_\nu \)'s with uniform distribution is equivalent to averaging uniformly over \( S^{2D} \). This yields
\[ E_{\mathcal{H}}[\|P_\nu|\phi_i\|^2] = 2|J_\nu| E_{S^{2D}}[x_k^2], \quad (B4) \]
where \( E_{S^{2D}}[Y] \equiv \int Y(x) d_\sigma \cdot d_\nu = \) the average over \( S^{2D} \), in which \( d_\sigma \) and \( A_{2D} \) are the surface element and the total area of the unit \( 2D \)-dimensional hypersphere. Straightforward calculations yield [2]
\[ E_B\left[ \|P\|_\nu, \varphi_n \|_2 \right] = \frac{d_\nu}{D}, \]  
(B8)

\[ \mathbb{V}_B\left[ \|P\|_\nu, \varphi_n \|_2 \right] = \frac{1}{D^2(D+1)}, \]  
(B9)

whence

\[ E_B\left[ \|P\|_\nu, \varphi_n \|_2 \right] = \frac{d_\nu}{D}, \]  
(B8)

\[ \mathbb{V}_B\left[ \|P\|_\nu, \varphi_n \|_2 \right] = \frac{1}{D^2(D+1)}, \]  
(B9)

References

[1] Toda M, Kubo R and Saitô N 1983 Statistical Physics I—Equilibrium Statistical Mechanics (Berlin: Springer)
[2] Jancel R 1969 Foundations of Classical and Quantum Statistical Mechanics (Oxford: Pergamon)
[3] Reichl L E 1980 A Modern Course in Statistical Physics (Austin: University of Texas Press)
[4] Benatti F 2009 Dynamics, Information and Complexity in Quantum Dynamics (Berlin: Springer)
[5] Tasaki H 1998 Phys. Rev. Lett. 80 1373
[6] Goldstein S, Lebowitz J L, Tumulka R and Zanghî N 2006 Phys. Rev. Lett. 96 050403
[7] Popescu S, Short A and Winter A 2006 Nat. Phys. 2 754
[8] Reimann P 2008 Phys. Rev. Lett. 101 190403
[9] Bartsch C and Gemmer J 2009 Phys. Rev. Lett. 102 1373
[10] Tasaki H 1998 Phys. Rev. Lett. 80 1373
[11] von Neumann J 1929 Z. Phys. 57 30
[12] Farquhar I E and Landsberg P T 1957 Proc. R. Soc. A 239 134
[13] Bocchieri P and Loinger A 1958 Phys. Rev. 111 668
[14] Bocchieri P and Loinger A 1959 Phys. Rev. 114 948
[15] Farquhar I E 1964 Ergodic Theory in Statistical Mechanics (New York: Interscience)
[16] Goldstein S, Lebowitz J L, Mastrodonato C, Tumulka R and Zanghî N 2010 Proc. R. Soc. A 466 3203
[17] Brody D C, Hook D W and Hughston L P 2007 J. Phys. A: Math. Theor. 40 F503
[18] Brandão F G S L and Plenio M 2008 Nat. Phys. 4 873
[19] Linden N, Popescu S, Short A J and Winter A 2009 Phys. Rev. E 79 061103
[20] Esposito M, Lindenberg K and Van den Broeck C 2010 New J. Phys. 12 013013
[21] Goldstein S, Lebowitz J L, Mastrodonato C, Tumulka R and Zanghî N 2010 Phys. Rev. E 81 011109
[22] Campisi M, Hänggi P and Talkner P 2011 Rev. Mod. Phys. 83 771
[23] Short A J and Farrelly T C 2012 New J. Phys. 14 013006
[24] Goldstein S, Hara T and Tasaki H 2013 Phys. Rev. Lett. 111 140401
[25] Gessner M and Breuer H P 2013 Phys. Rev. E 87 042128
[26] Kosloff R 2013 Entropy 15 2100
[27] Horodecki M and Oppenheim J 2013 Nat. Commun. 4 2059
[28] Riviere G 2013 J. Mod. Dyn. 7 119
[29] Gogolin C and Eisert J 2015 arXiv:1503.07538
[30] Malabarba A S L, Pedro Garcia-Pintos L, Linden N, Farrelly T C and Short A J 2014 Phys. Rev. E 90 012121
[31] Galkowski J 2014 *J. Spectr. Theo.* 4 65
[32] Lopes A O and Sebastiani M 2015 arXiv:1507.02736
[33] Goldstein S, Hara T and Tasaki H 2015 *New J. Phys.* 17 045002
[34] Bakhshinezhad F, Asadi P, Seif Tabrizi A and Rezakhani A T 2016 in preparation
[35] Nielsen M A and Chuang I L 2000 *Quantum Information and Quantum Computation* (Cambridge: Cambridge University Press)
[36] Müller M P 2012 Random quantum states, measure concentration, and the additivity conjecture IQC lecture notes http://iqc-community.uwaterloo.ca/mmosca/qic/2012/Notes2012/Mod6_lecturenotes_v3.pdf