LaT: Latent Translation with Cycle-Consistency for Video-Text Retrieval
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Abstract. Video-text retrieval is a class of cross-modal representation learning problems, where the goal is to select the video which corresponds to the text query between a given text query and a pool of candidate videos. The contrastive paradigm of vision-language pretraining has shown promising success with large-scale datasets and unified transformer architecture, and demonstrated the power of a joint latent space. Despite this, the intrinsic divergence between the visual domain and textual domain still remains, and projecting different modalities into a joint latent space may result in the distortion of information inside the single modality. To address this issue, we introduce a novel mechanism for learning the translation relationship between source modality space $S$ and target modality space $T$ without the need for a joint latent space, which bridges the gap between visual and textual domains. Additionally, to maintain cycle consistency between the translations, we adopt a cycle loss involving both forward translations from $S$ to the predicted target space $T'$, and backward translations from $T'$ back to $S$. Extensive experiments conducted on MSR-VTT, MSVD, and DiDeMo datasets demonstrate the superiority and effectiveness of our LaT approach compared with vanilla state-of-the-art methods.
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1 Introduction

Video-text retrieval requires a bidirectional understanding between video and language, aiming to select the video which corresponds to the text query between a given text query and a pool of candidate videos, and vice versa. Cross-modal representation learning has witnessed an explosion of architectures to solve this task, be it single-stream [13] or dual-stream architectures [43], early fusion or late fusion. And the contrastive paradigm of vision-language pretraining [43] has
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Fig. 1. Figure (a) is a visualization of embeddings from different latent spaces, with green points and blue points represent latent embedding from CLIP visual encoder and textual encoder, respectively. And the orange points represent latent textual embedding from BERT. Figure (b) demonstrates the intrinsic gap between visual domain and textual domain by measuring the cosine similarity (where larger values indicate greater similarity) between pictures and their text descriptions. As an example, the similarity between picture *Running man* and picture *Apple* or picture *Dog* is 0.58, 0.53 respectively, far exceeding the similarity between picture *Running man* and text *This is a picture of a running man.*, which is 0.27. This reveals a great divergence between the different modalities.

shown promising success with large-scale datasets and unified transformer architectures, which simply and crudely maps embeddings from different modalities to a common latent space via linear layers, thereby demonstrating the power of a joint latent space.

Despite this, the intrinsic gap between the visual domain and textual domain still remains, and projecting different modalities into a joint latent space may result in the distortion of intra-modal information (information inside the single modality). To illustrate our conjecture more intuitively, we randomly selected 1,000 image-text pairs from Google Conceptual Captions 3M dataset [46] and obtain their embeddings. Fig.1(a) shows some visualization after dimensionality reduction with multidimensional scaling [7]. The green points and blue points represent latent embedding from CLIP [43] visual encoder and textual encoder, respectively, while the orange points represent textual latent embedding from BERT. The divergence between the distribution of the blue and orange points indicates that the distribution obtained by the textual representation model has changed during the feature alignment process, which confirms the conjecture of distortion of latent space. Additionally, the large gap between the distribution of the blue and green points suggests that in the process of supervising the
formation of the visual model through the natural language model, CLIP is still unable to perfectly merge the latent spaces of two modalities with a simple linear projection. Fig. 1-(b) provides further quantitative details about this intrinsic gap between the visual domain and textual domain.

One potential solution to the existing divergence is to establish bridges connecting them. This can be done through techniques such as machine translation for different languages, or image-to-image translation using CycleGAN [59]. Our method aims to maximize the preservation of each original modality’s unique qualities while minimizing the cost of unifying them.

More specifically, we refer to these bridges as a form of more general latent translation, which is natural and applicable in cross-modal learning. The query embeddings $Q_G$ and $Q_F$ are learnable parameters used to guide the translation processes $G: S \rightarrow T$ from source modality $S$ to target modality $T$, and $F: T \rightarrow S$ from $T$ to $S$. The magnitude of $Q_G$ and $Q_F$ are determined by the dimension of $T$ and $S$, respectively. Under the guidance of these $Q_G$ and $Q_F$, latent embeddings from domain $T$ can be readily translated to domain $V$, and vice versa. Consequently, for each paired embedding $t \in T$ and $v \in V$, we impose constraints $G(t) \approx v$ and $F(v) \approx t$ between the translated embedding and the desired target embedding. Moreover, after the cycle translation, the final target domain should be consistent with its original domain, whatever the intermediate domain is. To keep this cycle consistency, we add further constraints $v = G(F(v))$ and $t = F(G(t))$ between the source embedding and the final target domain which has been translated twice.
In this paper, we take a step towards building bridges between visual and textual modalities, by proposing a dual decoder architecture which utilizes the learnt queries to translate between the two domains (Fig. 2). This allows us to convert an embedding from textual space to one within visual space, and then back again, and we call this latent translation process cycle-consistent.

In summary, our main contributions can be summarized as follows:

- We analyzed the intrinsic modality gap between visual and textual modalities through qualitative and quantitative methods.
- We presented a novel latent translation framework and incorporated constraints such as cycle-consistent loss and intra-modal contrastive loss to promote cross-modal translation.
- Through extensive experiments conducted on MSR-VTT, MSVD, and DiDeMo datasets, we demonstrate the superiority and effectiveness of our LaT approach compared with vanilla state-of-the-art methods for video-text retrieval.

2 Related Work

Our work builds on prior works in several domains, including dual stream architecture for cross-modal retrieval, video representation based on image encoder, and cycle-consistent learning methods.

2.1 Cross-modal Retrieval

Existing methods for cross-modal learning can be roughly categorized as single stream and dual stream architectures. Single stream architecture directly fuses visual and textual representations with a multi-modal transformer or independently extract visual and textual features then introduces a cross-modal attention to merge multi-modal information. Dual stream architecture employ two encoders to extract different modal representations and projects them into a common latent space with a similarity-based ranking loss, has become a recent trend for cross-modal retrieval. One illustrious work with dual stream architecture is CLIP [43].

Dual stream models have a merit of efficient inference for downstream tasks such as image-text retrieval, since they can decouple and offline store pre-computed image/text features from encoders [21]. Assuming that we have M videos and N texts, when it comes to large-scale cross-modal retrieval tasks, single stream method usually requires $\Theta(MN)$ time complexity of intra-modal information exchange while dual stream method requires only $\Theta(M+N)$ time complexity. This makes real-time cross-modal retrieval practical with dual stream models.
2.2 Video Encoder Backbone

The early research on video representation learning utilize 2D convolutions on spatial features [20] with a temporal sampling method [53] to capture temporal information. Moreover, 3D convolutions are further proposed [48] to jointly learn spatio-temporal information. The convergence of 3D kernels is further improved by initializing them from inflated 2D kernels [9] (known as I3D models) and decoupling spatial and temporal convolutions in each block [49] (known as R(2+1)D models). The success of the vision transformer on images also inspire the progress of the video encoder. [4,6] propose pure transformer architectures to model spatial-temporal feature.

Another benefit of video transformers is that the main attention function that works on a group of local patches doesn’t rely on inductive bias and makes it easy to be extended on a joint image and video input. The effective transformer proposed by Bain [5], which is based on TimeSformer [6], can gracefully handle inputs of different length of videos and images (by treating images as a single-frame video).

2.3 Cycle-Consistent Learning

Inspired by machine translation in various languages, Zhu et al. [59] exploited unpaired image-to-image translations between two different visual domains with a cycle-consistency loss and an adversarial loss [20]. Several works have also transferred the cycle-consistency loss to image-text retrieval tasks [35,41,15]. CycleMatch [35] utilizes fully-connected layers to maintain inter-modal correlations and intra-modal consistency. DGH [54] introduces a deep generative approach for cross-modal retrieval to learn hash functions. The concept Cornia et al. [15] proposed is pretty similar to us. However, their translation frameworks are based on convolution neural networks without any satisfactory ablation experiments or attempt to incorporate other architectures.

Here we propose a brand new latent translation framework with cycle-consistency, which introduces the attention [50] architecture and learnable queries [8], for cross-modal retrieval.

3 Method

In this section, we will define our tasks (Section 3.1), present architecture of our Latent Translation (LaT) (Section 3.2), provide information on our latent translation decoder (Section 3.3) and elaborate on the supervised methods we designed (Section 3.4).

3.1 Problem Definition

Let a vector $\vec{v}$ denote a raw video and a vector $\vec{f}$ denote a raw text. We use a vision encoder $E_v$ and a language encoder $E_l$ to get the latent feature $v \in V$. 


and $t \in \mathcal{T}$, where $\mathcal{V}$ and $\mathcal{T}$ are visual and textual latent space respectively, formulated as

$$v = E_v(\bar{v})$$

$$t = E_t(\bar{t})$$

Given paired training samples $\{v_i\}_{i=1}^{N}$ and $\{t_i\}_{i=1}^{N}$ where $v_i \in \mathcal{V}$ and $t_i \in \mathcal{T}$, the video-text retrieval task can be defined as selecting the video $\bar{v}_i$ which corresponds to the text query $\bar{t}_{\text{query}}$ between a given text query and a pool of candidate videos (Text-To-Video Retrieval, T2V), or vice versa (Video-To-Text Retrieval, V2T). Previous methods apply two projection functions $f_v$ and $f_t$ to project visual and textual space into a joint latent space and measure the distance within that, formulated as

$$\text{T2V}(t_{\text{query}}) = \arg\min_i (f_v(v_i), f_t(t_{\text{query}}))$$

$$\text{V2T}(v_{\text{query}}) = \arg\min_j (f_v(v_{\text{query}}), f_t(t_j))$$

where $t_{\text{query}} = D_t(\bar{t}_{\text{query}})$ and $v_{\text{query}} = D_v(\bar{v}_{\text{query}})$ are embeddings of the query samples.

As depicted in Fig. 2 our goal is to learn the translation function between visual space $\mathcal{V}$ and textual space $\mathcal{T}$ under the guidance of learnt query embeddings $Q_G$ and $Q_F$. This leads to two translation relationships $G: t \rightarrow \bar{v}$ and $F: v \rightarrow \bar{t}$. Utilizing this latent translation function, we can enable cross-modal retrieval, formulated as:

$$\text{T2V}(t_{\text{query}}) = \arg\min_i (v_i, G(t_{\text{query}}))$$

$$\text{V2T}(v_{\text{query}}) = \arg\min_j (F(v_{\text{query}}), t_j)$$

In other words, we are able to translate textual embeddings from textual space $\mathcal{T}$ to visual space $\mathcal{V}$ and retrieve their most similar visual embedding from visual space $\mathcal{V}$, and vice versa.

### 3.2 Model Architecture

Previous works in video-language modeling typically employ existing image and text encoders, such as the Clip-Based framework (CLIP4Clip [38], CLIP2Video [18] and CAMoE [14]), and the ViT-Bert-Based framework (HiT [34], Frozen [5], and others [51], [56]). Due to the large pretraining dataset utilized by CLIP (400M), which would be difficult for us to replicate for our decoder’s pretraining, we have chosen Frozen [5] (a ViT-Bert-Based framework) as our baseline. The visual encoder is an optimized TimeSformer [5] initialized

---

*Another reason for adopting this structure is that the two encoders of CLIP are originally aligned, and its excellent zero-shot performance indicates that it can be easily adapted to the video-text dataset without any training. Furthermore, CLIP4CLIP shows that with CLIP weights, good video representations can be learned without temporal features (by using mean pooling). Therefore, we aim to reduce the modality gap in the alignment process. So we do not intend to use CLIP weights nor do we intend to compare with CLIP weight based methods.*
Fig. 3. The detailed latent translation decoder. **Token queries** are some learnable parameters. The figure shows how source tokens in video domain translated to target tokens in text domain.

with ViT [17] weights trained on ImageNet-21k for spatial attention weights, and zero for temporal attention weights. The language encoder is DistilBERT base-uncased [45].

As illustrated in Fig. 2, we have removed the projection layers after two encoders in order to eliminate any potential information distortion. In addition, we have added two decoders following DETR [8]'s approach to achieve cross-modal translation. The only difference between these two decoders is the number of queries stored in them, which has been adapted to the target modality. Additionally, due to GPU memory constraints, we have adopted the memory bank [12] to offset the decrease in batch size resulting from an increase of the network parameters.

### 3.3 Decoder

The detailed description of the decoder is given in Fig. 3. This decoder follows the standard architecture of the DETR [8] transformer, transforming $M$ embeddings of size $d$ using multi-head self-attention and encoder-decoder attention.
mechanisms. Since the decoder is permutation-invariant, the $M$ input embeddings must be distinct to achieve different results. These input embeddings are learnt priors that we refer to as token queries, and we add them to the input of each attention layer. The perceiver resampler from Flamingo [1] and Clipcap [40] also applied this framework.

Concretely, visual and textual features are extracted from the encoder and become the source tokens for multi-head attention, taking the roles of $V$ and $K$. For the decoder, there are learnable queries (the exact number depends on the target domain), which can initially be randomly initialized, passing through the multi-head self-attention before moving on to multi-head attention as $Q$. This process is repeated $N$ times and consequently yields target tokens that belong to the target domain.

Intuitively, the queries act as multiple perspectives, transforming the source tokens to target tokens. The self-attention ensures that translations are distinct. We can implement additional constraints to ensure that the first query token captures global information (such as the global token from visual or textual embeddings if they exist, usually taken from the first or last token) while the other tokens capture more detailed information. This explains how our latent translation decoder works.

### 3.4 Supervised Methods

Let $v \in \mathbb{R}^{N \times L_1 \times D}$ and $t \in \mathbb{R}^{N \times L_2 \times D}$ represent embeddings extracted from training samples in visual and textual modalities, where $L_1$ and $L_2$ denotes the number of tokens, $N$ denotes the batch size and $D$ denotes the dimension of each feature. $v \xrightarrow{E} t$ denote the translation network from visual modality to language modality, and $t \xrightarrow{G} v$ is the opposite. $v_{i,l_1}$ and $t_{i,l_2}$ denotes each embedding of each video-text pair, where $i = 1...N$, $l_1 = 1...L_1$, $l_2 = 1...L_2$ ($l_1 = 1$ or $l_2 = 1$ denotes the [CLS] token).

\[
v = \begin{pmatrix}
v_{1,1} & v_{1,2} & \cdots & v_{1,L_1} \\
v_{2,1} & v_{2,2} & \cdots & v_{2,L_1} \\
\vdots & \vdots & & \vdots \\
v_{N,1} & v_{N,2} & \cdots & v_{N,L_1}
\end{pmatrix}
\]

\[
t = \begin{pmatrix}
t_{1,1} & t_{1,2} & \cdots & t_{1,L_2} \\
t_{2,1} & t_{2,2} & \cdots & t_{2,L_2} \\
\vdots & \vdots & & \vdots \\
t_{N,1} & t_{N,2} & \cdots & t_{N,L_2}
\end{pmatrix}
\]

First, we will provide an overview of our loss function and its components. Following this, we will explain how we address global and local information. Finally, we will present the overall training objective.
Loss. Our loss includes inter-modal loss and intra-modal loss.

The inter-modal loss is utilized to learn the correct translation relationship. Following the settings of Frozen [5], we apply an infoNCE loss as the cross-modal loss.

\[
L_{v2t} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(sim(v_{i,l_1}, t_{i,l_2})/\tau)}{\sum_{j=1}^{N} \exp(sim(v_{i,l_1}, t_{j,l_2})/\tau)}
\]

\[
L_{t2v} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(sim(v_{i,l_1}, t_{i,l_2})/\tau)}{\sum_{j=1}^{N} \exp(sim(v_{i,l_1}, t_{j,l_2})/\tau)}
\]

where \(\tau\) is the temperature and \(sim\) is a similarity function (e.g., dot product). Specifically, when applying the general global infoNCE loss, \(l_1 = l_2 = 1\). And when applying the local infoNCE loss, there will be a MeanPooling method described in the next subsection.

As a result, the final inter-modal loss is

\[
L_{inter} = \frac{1}{2} (L_{v2t} + L_{t2v})
\]

Intra-modal loss aims to make sure that after a cycle translation, the final target objects keep the same as the source target objects. To achieve this cycle-consistent propose, we apply a more strict constraint: mean square error (MSE) loss.

\[
L_{intra} = \frac{1}{2} \left( ||G(F(v_{i,l_1})) - v_{i,l_1}||^2 + ||F(G(t_{i,l_2})) - t_{i,l_2}||^2 \right)
\]

where \(F\) denotes the translation network from visual modality to textual modality, and \(G\) denotes the translation network form textual modality to visual modality.

Global and Detailed Information For paired videos and texts, passing them into their respective visual and textual encoders will obtain paired videos and texts embeddings, where there are multiple channels for each modality \((L > 1)\). For instance, The output of visual transformer for an image input is usually set to \(197 \times D\), with the first item of the 197 being the [CLS] token.

Previous cross-modal learning methods, such as CLIP [43], Frozen [5], HiT [34] tend to ignore the fine-grained information and solely interact through the global features ([CLS] token) of the entire video or sentence. We refer to this method, which only utilizes the [CLS] token, as global-level interaction.

\[
L_{global} = \lambda_{inter} L_{inter} + \lambda_{intra} L_{intra}
\]

where \(\lambda_{inter}\) and \(\lambda_{intra}\) are two hyper-parameters to balance two objectives. We set both \(\lambda_{inter}\) and \(\lambda_{intra}\) to 1 in our experiments.
In addition, we are also concerned with the fine-grained information stored in other tokens. Recent works have proposed novel cross-modal interaction mechanisms to capture these fine-grained representations. For instance, FILIP [57] uses a max-mean method for computing similarity, while [56] and [51] utilize auxiliary networks or existing object detection networks to assist similarity computation. Here we just simply average all tokens except the [CLS] token and apply token-level loss as

$$L_{token} = \lambda_{inter} L_{inter_{token}} + \lambda_{intra} L_{intra_{token}}$$  \hspace{1cm} (12)

Overall Training Objective. Thus, the overall objective function is the summary of global level loss and token level loss:

$$L = \lambda_{global} L_{global} + \lambda_{token} L_{token}$$  \hspace{1cm} (13)

where $\lambda_{global}$ and $\lambda_{token}$ are two hyper-parameters to balance two objectives. We set both $\lambda_{global}$ and $\lambda_{token}$ to 1 in our experiments.

4 Experiments

In this section, we introduce the pretraining and finetuning datasets (Section 4.1) and evaluation metrics (Section 4.2) used in our experiments, as well as provide some implementation details (Section 4.3). We then compare our performance with state-of-the-art methods to demonstrate the effectiveness and generality of our model (Section 4.4) and conduct a series of ablation studies to understand the effects of the proposed components in our model (Section 4.5). Finally, we provide further details on CLIP and LaT (Section 4.6) with visualizations for LaT (Section 4.7).

4.1 Datasets

HowTo100M [39] is a large-scale dataset of narrated videos with an emphasis on instructional videos where content creators teach complex tasks with an explicit intention of explaining the visual content on screen. It contains 136M video clips with captions sourced from 1.2M Youtube videos, and most existing works pretrain with it. However, HowTo100M is heavily noisy and only contains instructional videos, while WebVid2M [5] shows its efficiency with one tenth scale of the data. Meanwhile, although there is more than 10% data from Google Conceptual Captions 3M (CC3M) [46] lost, applying the latest Google Conceptual Captions 12M (CC12M) [10] as our pretraining dataset is unfair for comparing with existing methods.

As a result, we conduct the experiments on 2 pretraining datasets (CC3M [46] and WebVid2M [5]) and 3 downstream datasets (MSR-VTT [55], MSVD [11], DiDeMo [3]). The followings are the descriptions of these video-text (image-text) datasets.
• **Conceptual Captions 3M (CC3M)** [46] contains approximately 3.3 millions images annotated with captions. Conceptual Captions images and their raw descriptions are harvested from the web, and therefore represent a wider variety of styles.

• **WebVid2M** [5] is a large scale text-video dataset, containing 2.5 millions video-text pairs scraped from the web. The videos are diverse and rich in their content.

• **MSR-VTT** [55] contains 10,000 videos, where each video is annotated with 20 captions in English. We follow the training protocol defined in [34] [5] [38] to train on 9k videos, and to evaluate on text-to-video and video-to-text retrieval tasks on the 1k-A testing split with 1,000 video and text candidates defined by [58].

• **MSVD** [11] contains 1,970 videos, and each video has approximately 40 captions in English and range form 1 to 62 seconds. The train, validation, and test splits contain 1,200, 100, and 670 videos, respectively.

• **DiDeMo** [3] contains 10k Flickr videos annotated with 40k sentences. We evaluate video-paragraph retrieval following [27], [5], [38], where all sentence descriptions for a video are concatenated into a single query.

### 4.2 Evaluation Metrics

We use standard retrieval metrics: recall at rank K (R@K, K=1, 5, 10, higher is better), median rank (MedR, lower is better) to evaluate the performance of our model.

#### Table 1. The experimental results on MSR-VTT.

| Methods          | Video-to-Text Retrieval | Text-to-Video Retrieval |
|------------------|-------------------------|--------------------------|
|                 | R@1 | R@5 | R@10 | MedR | R@1 | R@5 | R@10 | MedR |
| HowTo100M [39]   | 12.2 | 33.5 | 47.5 | 13   | 12.6 | 36.2 | 48.1 | 13   |
| ActBert [60]     | –   | –   | –    | –    | 16.3 | 42.8 | 56.9 | 10   |
| Noise-Estimation [2] | –   | –   | –    | –    | 17.4 | 41.6 | 53.6 | 8    |
| CE [55]          | 20.6 | 50.3 | 64.0 | 5.3  | 20.9 | 48.8 | 62.4 | 6    |
| ClipBERT [27]    | –   | –   | –    | –    | 22.0 | 46.8 | 59.9 | 6    |
| MMT [19]         | 27.0 | 57.5 | 69.7 | 3.7  | 26.6 | 57.1 | 69.6 | 4    |
| Support-Set [42] | 28.5 | 58.6 | 71.6 | 3    | 30.1 | 58.5 | 69.3 | 3    |
| HIT [34]         | 32.1 | **62.7** | **74.1** | 3    | 30.7 | 60.9 | **73.2** | 3    |
| Frozen [5]       | –   | –   | –    | –    | 31.0 | 59.5 | 70.5 | 3    |
| Ours(LaT)        | **35.4** | 61.3 | 72.4 | 3    | **35.3** | 61.3 | 72.9 | 3    |

#### Zero-shot

| Methods          | Video-to-Text Retrieval | Text-to-Video Retrieval |
|------------------|-------------------------|--------------------------|
|                 | R@1 | R@5 | R@10 | MedR | R@1 | R@5 | R@10 | MedR |
| Support-Set [42] | 8.7  | 23.0 | 31.1 | 31   | 12.7 | 27.5 | 36.2 | 24   |
| Frozen [5]       | –   | –   | –    | –    | 18.7 | 39.5 | 51.6 | 10   |
| Ours(LaT)        | **17.2** | **36.2** | **47.9** | 12   | **23.4** | 44.1 | **53.3** | 8    |
Table 2. The experimental results on MSVD.

| Methods          | Video-to-Text Retrieval | Text-to-Video Retrieval |
|------------------|-------------------------|-------------------------|
|                  | R@1 R@5 R@10 MedR      | R@1 R@5 R@10 MedR      |
| CE [36]          | – – – –                 | 19.8 49.0 63.8 6       |
| Support-Set [42] | 34.7 59.9 70.0 3       | 28.4 60.0 72.9 4       |
| Frozen [5]       | – – – –                 | 33.7 64.7 76.3 3       |
| Ours (LaT)       | 39.7 75.6 85.4 2       | 40.0 74.6 84.2 2       |

Zero-shot

| Frozen [5] (Our Imp.) | 32.4 65.5 76.9 3 | 35.7 63.9 77.8 3 |
| Ours (LaT)            | 34.4 69.0 79.2 3 | 36.9 68.6 81.0 2 |

4.3 Implementation Details

Following the code Bain et al. [5] released, our experiments are conducted with PyTorch, optimized with Adam. We also apply the author’s training strategy for pretraining, which means first training images and 1 frame videos with a learning rate of 3e-5, to capture the image content, then training 4 frames videos with a learning rate of 1e-5, to capture the video content. Experiments show that this schedule reduces both pretraining time and slightly improves pretraining results.

The whole pretraining takes 1 days on 8 Tesla V100 GPUs. Unless otherwise specified, all results reported in this paper regarding downstream datasets utilize the best pretraining model. Both during pretraining and fine-tuning, only 4 video frames are sampled.

4.4 Compare to state of the art

Table 3. The experimental results on DiDeMo.

| Methods          | Video-to-Text Retrieval | Text-to-Video Retrieval |
|------------------|-------------------------|-------------------------|
|                  | R@1 R@5 R@10 MedR      | R@1 R@5 R@10 MedR      |
| ClipBERT [27]    | – – – –                 | 20.4 44.5 56.7 7       |
| Frozen [5]       | – – – –                 | 31.0 59.8 72.4 3.0     |
| Ours (LaT)       | 32.7 61.1 72.7 3       | 32.6 61.3 71.6 3       |

Zero-shot

| Frozen [5]       | – – – –                 | 21.1 46.0 56.2 7       |
| Ours (LaT)       | 22.5 45.2 56.8 7       | 22.6 45.9 58.9 7       |

We compare the proposed LaT with several vanilla state-of-the-art (SOTA) methods on MSR-VTT [55], MSVD [11] and DiDeMo [3] datasets and present the results in Table 1, 2 and 3 respectively. The upper part of the tables display
the fine-tuning results of methods. LaT is seen to outperform all comparison methods, especially in terms of R@1, in all three datasets. Furthermore, LaT showcases a minimal performance difference between video-to-text and text-to-video retrieval tasks (with a performance difference of R@1 of 0.1 by LaT versus 0.3 by CE and 0.4 by MMT in Table 1).

Apart from the fine-tuning results, we provide the results of zero-shot version of LaT. Compared with baseline methods Frozen [5] and Support-Set [42], the proposed LaT also shows better performance.

4.5 Ablation Study

In this part, we study the effect of varying aspects of our latent translation framework to further demonstrate its effectiveness and robustness. All experiments are pretrained on WebVid2M with the same training epochs and batch size without any additional instruction. We report our text-to-video zero-shot result on MSR-VTT 1k-A testing split.

**Translation Methods** We investigate three translation methods, the **None** setting indicates no latent translation network is used, **Linear** is a 3-layer linear translation architecture, **Transformer** is a 3-layer transformer architecture, and **Decoder** is a 3-layer query-guided transformer (as shown in Figure 3) architecture. The results are given in Table 4, which reveal that the decoder framework produces better R@1 scores compared to other translation methods, and the incorporation of a simple transformer-based translation network delivers improved results compared to not having one.

| Methods      | R@1 | R@5  | R@10 | MedR |
|--------------|-----|------|------|------|
| None         | 19.4| 38.6 | 48.4 | 11.5 |
| Linear       | 19.2| 38.9 | 46.9 | 12   |
| Transformer  | 19.4| **41.2** | 50.4 | 10   |
| Decoder      | **20.3** | 41.1 | **51.4** | **9.5** |

**Depth** We experiment with different depths of the translation framework by pretraining on WebVid2M for 200 epochs. The results are given in Table 5 which indicate an increase in recall rate as the number of layers increased. However, this increase in layers lead to an increase of model parameters and GFLOPs and a decrease in batch size. For example, when the depth of layers was 4, each GPU’s batch size was decreased from 26 to 22 (compared to the depth being 3).

**Number of Queries** We experiment with different number of queries of the translation framework by pretraining on WebVid2M with 100 training epochs. The results are given in Table 6 which show that when the number of guiding queries closer to the number of tokens in target domain, the better recall rate
Table 5. The ablation study on depth of latent translation network. Depth = 4 utilizes a smaller batch size.

| Depth | R@1 | R@5 | R@10 | MedR |
|-------|-----|-----|------|------|
| 1     | 20.6| 40.2| 50.0 | 10.5 |
| 2     | 20.7| 40.7| 50.2 | 10   |
| 3     | 20.3| 41.1| 51.4 | 9.5  |
| 4*    | 20.7| 39.9| 48.2 | 11   |

shows. In this experiment, the number of tokens in textual domain is close to 30 (The number of words from each text).

Table 6. The ablation study on number of queries. \( N_q \) represents Number of Queries.

| \( N_q \) | R@1 | R@5 | R@10 | MedR |
|-----------|-----|-----|------|------|
| 15        | 19.6| 38.8| 47.5 | 12   |
| 30        | 20.1| 40.0| 49.8 | 11   |
| 60        | 19.3| 37.7| 47.9 | 12   |

Token Usage We experiment with different methods for utilizing detailed tokens by pretraining on WebVid2M with 100 training epochs. Global means using [CLS] token only. Detailed means to average all tokens except [CLS] token as the detailed token. The results are given in Table 7 which show that Global + Detailed works slightly better.

Table 7. The ablation study on token usage.

| Global | Detailed | R@1 | R@5 | R@10 | MedR |
|--------|----------|-----|-----|------|------|
| ✓      |          | 20.1| 40.0| 49.8 | 11   |
| ✓      | ✓        | 20.3| 39.3| 49.3 | 11   |
| ✓      | ✓        | 20.5| 39.8| 49.7 | 11   |

Parameters Quantities We experiment with different parameter quantites by pretraining on WebVid2M with 100 training epochs. The results are given in Table 8 which show that our method does not rely on improvements in the number of parameters, but on better supervision.

4.6 Quantities Details about CLIP and LaT

Table 9 shows cosine similarity (with larger values indicating greater similarity) between different embeddings in different latent space from CLIP. \( T \) denotes
Table 8. The ablation study on parameters quantities.

| Encoder Size   | Decoder Size | R@1 | R@5 | R@10 | MedR |
|----------------|--------------|-----|-----|------|------|
| 6-layer-Bert   | None         | 19.4| 38.6| 48.4 | 11.5 |
| 12-layer-Bert  | None         | 19.9| 40.8| 50.4 | 10.0 |
| 6-layer-Bert   | 2 3-layer-Decoder | 20.3| 41.1| 51.4 | 9.5  |

Table 9. Cosine Similarity in CLIP.

|          | T        | V        |
|----------|----------|----------|
| Apple    | 1.       | 0.31     |
| Dog      | 0.84     | 0.23     |
| Man      | 0.77     | 0.21     |

An example that can be understood intuitively is: when two parallel planes intersect with a line perpendicular to them, two points arise, functioning as paired points of different modalities (planes). Through this approach, many paired points are obtained, each of which is the shortest distance away from the other. Nevertheless, this does not fuse the two modalities (planes) together.

Table 10 shows cosine similarity (larger means more similar) between different embedding in different latent spaces from LaT. T, V, GT, and FV denote the textual space, visual space, visual space translated from textual space by the decoder G, and textual space translated from visual space by the decoder F, respectively. Apple, Dog and Man denote different embeddings with different semantic meanings from images or texts. The numbers denote the cosine similarity between different embeddings. We can observe that, the cosine similarities for the same semantic embeddings between GT and V (or FV and T) are equal or higher than those of different semantic embeddings in the same latent space, which implies that LaT fuses different modalities better than the previous ways.
Table 10. Cosine Similarity in LaT.

|       | T       | V       | GT      | FV      |
|-------|---------|---------|---------|---------|
|       | Apple   | Dog     | Man     | Apple   | Dog     | Man     | Apple   | Dog     | Man     |
| T     | 1.00    | 0.67    | 0.53    | 0.10    | 0.02    | 0.01    | 0.04    | -0.00   | -0.02   | 0.59    | 0.34    | 0.38    |
|       | 0.67    | 1.00    | 0.59    | 0.08    | 0.13    | 0.01    | 0.04    | 0.07    | 0.00    | 0.40    | 0.59    | 0.42    |
|       | 0.53    | 0.59    | 1.00    | 0.07    | 0.01    | 0.07    | 0.05    | 0.02    | 0.03    | 0.40    | 0.30    | 0.70    |
| V     | 0.10    | 0.08    | 0.07    | 1.00    | 0.47    | 0.62    | 0.57    | 0.36    | 0.38    | 0.15    | 0.05    | 0.09    |
|       | 0.02    | 0.13    | 0.01    | 0.47    | 1.00    | 0.47    | 0.29    | 0.60    | 0.27    | 0.03    | 0.17    | 0.02    |
|       | 0.01    | 0.01    | 0.07    | 0.62    | 0.47    | 1.00    | 0.33    | 0.37    | 0.69    | 0.06    | 0.02    | 0.11    |
| GT    | 0.04    | 0.04    | 0.05    | 0.57    | 0.29    | 0.33    | 1.00    | 0.59    | 0.46    | 0.03    | 0.06    | 0.02    |
|       | -0.00   | 0.07    | 0.02    | 0.36    | 0.60    | 0.37    | 0.59    | 1.00    | 0.55    | -0.01   | 0.06    | 0.02    |
|       | -0.02   | 0.00    | 0.03    | 0.38    | 0.27    | 0.69    | 0.46    | 0.55    | 1.00    | -0.05   | 0.01    | 0.03    |
| FV    | 0.59    | 0.40    | 0.40    | 0.57    | 0.29    | 0.33    | 0.03    | -0.01   | -0.05   | 1.00    | 0.47    | 0.62    |
|       | 0.34    | 0.59    | 0.30    | 0.36    | 0.60    | 0.37    | 0.06    | 0.06    | 0.01    | 0.47    | 1.00    | 0.47    |
|       | 0.38    | 0.42    | 0.70    | 0.38    | 0.27    | 0.69    | 0.02    | 0.02    | 0.03    | 0.62    | 0.47    | 1.00    |

4.7 Visualization on LaT

Figure 4 demonstrates the visualization of embeddings from different latent space. The seagreen, steelblue, skyblue and mediumseagreen points represent latent embeddings from T, V, GT and FV, respectively. It can be clearly seen that LaT surpasses CLIP in merging T and FV (V and GT).

![Fig. 4. Visualization of embeddings from different latent space of LaT.](image)

5 Limitations and Discussions

Quantitative examples: Figure 5 provides more quantitative details about how our LaT works. The triangle represents a translation result from a text embedding through decoder g. Similar to figure 1(b), we use cosine similarity (larger means more similar) as the measure. And it is evidently the picture Running man is more similar to the translated text This is a picture of a running
LaT: Latent Translation with Cycle-Consistency for Video-Text Retrieval

This is a picture of an apple. This is a picture of a dog. This is a picture of a running man.

Fig. 5. An example for showing the effectiveness of our LaT.

man than picture Apple and picture Dog. To some extent, this means different modalities have been fused better than before.

Fixed embedding space: Although our method is successful in many cases, the results are far from perfect. During the training schedule, the parameters of both the encoders have been changed, so as latent space. In an ideal situation, these parameters would be fixed so that the latent translation network could be trained directly. We have explored this idea, but with little success thus far. Nonetheless, this will be the future work for us to explore a more suitable framework to achieve the latent translation, which is of great importance in large-scale cross-modal retrieval with existing encoders. Some existing works [21] have attempted to fix the visual encoder and achieve state-of-the-art performance on multiple downstream tasks. We believe, that with existing textual encoders and visual encoders, a learnable bridge can improve the efficiency of training and communication between different modalities. GLIDE [41] and DALL-E-2 [44] from OpenAI have explored using the diffusion model [22,16] as the translation network between two latent spaces with success.

In addition, we found that freezing the backbones of both the visual encoder and textual encoder while retaining the learnability of tokenizer (which used to convert raw data to embedding input of backbone) will have a relatively comparable performance.

Influence: When doing search and recall tasks in the industry, the confidence of the recall results may be low. In this situation, it is hard to judge whether it is the modality gap of the model itself or the lack of high-quality recall data. Besides, reducing the modality gap can also bring more benefits to the modality-fused tasks, such as VQA and visual dialogues.

6 Conclusions

In this paper, we dive deep into the intrinsic gap between visual and textual domains with qualitative and quantitative analysis. And conjecture projecting them into a joint embedding space may lead to a distortion of intra-modal information. To tackle this challenges, we propose a latent translation mechanism
(LaT) for cross-modal translation to solve the difficulty from aligning different modal spaces. Besides, we employ some learnable guiding parameters \( Q \) for better translation. Extensive experiments conducted on MSR-VTT, MSVD, and DiDeMo datasets demonstrate the superiority and effectiveness of our LaT approach compared with vanilla state-of-the-art methods. Finally, we discuss the possible impacts and limitations of our approach.
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