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Abstract

We show how ℓ-ifications, which are companion forms of matrix polynomials, namely, lower order matrix polynomials with the same eigenvalues as a given complex square matrix polynomial, can be used in combination with other recent results to produce eigenvalue bounds.
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1 Introduction

Square matrix polynomials occur in polynomial eigenvalue problems, which consist of finding a nonzero complex eigenvector \( v \) and a complex eigenvalue \( z \) such that \( P(z)v = 0 \), where \( P \) is a matrix polynomial of the form

\[
A_n z^n + A_{n-1} z^{n-1} + \ldots + A_1 z + A_0,
\]

and \( A_j \ (j = 1, \ldots, n) \) are complex \( m \times m \) matrices. If \( A_n \) is singular then there are infinite eigenvalues, and if \( A_0 \) is singular then zero is an eigenvalue. There are \( nm \) eigenvalues, including possibly infinite ones. The matrix polynomial is regular if its determinant is not identically zero, and they are the only ones we consider here. The finite eigenvalues are the solutions of \( \det P(z) = 0 \). Polynomial eigenvalue problems can be found throughout many fields of engineering, a good overview of which can be found, e.g., in [1], [13], and their references. The computation of polynomial eigenvalues is an active area of research.

As with the computation of zeros of a scalar polynomial, whose coefficients are complex numbers, there are, broadly speaking, two approaches to compute the eigenvalues of a matrix polynomial. One can either work with the matrix polynomial directly, or one can compute the eigenvalues of its companion matrix. The disadvantage of the latter is that it can significantly increase the size of the matrix, compared to the size of the coefficient matrices.

Using the companion matrix amounts to a linearization of the matrix polynomial, i.e., the polynomial eigenvalue problem has its order \( n \) reduced and is replaced by a linear eigenvalue problem. In [4] and [5] so-called ℓ-ifications of a matrix polynomial are derived, which are, roughly speaking, matrix polynomials that are intermediate between the given matrix polynomial and its linearization, i.e., they are spectrally equivalent matrix polynomials of a lower degree. This also increases the size of the matrix coefficients, but
to a lesser extent than would be the case when using the companion matrix. In analogy to the companion matrix, one might also call such $\ell$-ifications companion forms ([4], [5]), or companion matrix polynomials. The results in [4] and [5] are very general and apply to rectangular matrix polynomials, whose elements can belong to any field.

Our purpose here is to use the aforementioned $\ell$-ifications to construct bounds on the eigenvalues in the important special case of square complex matrix polynomials. To this end we will apply the generalization of a result by Cauchy from [7] (later also proved, in different ways, in [2] and [10]) to different $\ell$-ifications (or companion forms) and then enhance those bounds with the generalization in [11] of a result from [12]. As such, $\ell$-ification and enhancement of the bounds work hand in hand: the $\ell$-ification reduces the degree of the matrix polynomial, often significantly, and the enhancement prevents this from affecting the quality of the bounds.

The paper is organized as follows. In Section 2, we define the $\ell$-ifications from [4] and [5] for a square matrix polynomial, and derive the bounds in Section 3.

2 $\ell$-ifications of square complex matrix polynomials

Throughout, we will denote the identity matrix by $I$ and the null matrix by $0$, without specifying their size, which should be clear from the context. A blank entry in a matrix denotes a zero or a zero block. We define the exchange matrix $J$ as

$$J = \begin{pmatrix} & & & 1 \\ & & \ddots & \\ & 1 & & \end{pmatrix}.$$ 

In addition, quantities with inadmissible indices are assumed to be zero, e.g., $b_{-1} = 0$ if $b_j$ is not defined for negative integers. We denote the reverse polynomial of $P$ by $P^\#$, i.e., $P^\#(z) = z^n P(1/z)$.

Let us now consider a matrix polynomial $P(z) = \sum_{j=0}^{n} A_j z^j$ with $A_j \in \mathbb{C}^{m \times m}$. If $n$ is divisible by a positive integer $k$, then, with $k < n$ and $q = \frac{n}{k}$, it was shown in [5, Section 4.4] that a strong $\ell$-ification of $P$, i.e., an $\ell$-ification that preserves the full eigenvalue structure of $P$, is given by $\sum_{j=0}^{q} JC_j Jz^j$, where $J$ is the $km \times km$ exchange matrix, and the $k \times k$ block matrices $C_j \in \mathbb{C}^{km \times km}$ are defined by

$$C_0 = \begin{pmatrix} A_{k-1} \, & \, A_{k-2} \, & \, \ldots \, & \, A_q \, & \, A_0 \\ -I \, & \, -I \, & \, \ldots \, & \, -I \, & \, 0 \\ -I \, & \, -I \, & \, \ldots \, & \, 0 \, & \, 0 \\ \vdots \, & \, \vdots \, & \, \ddots \, & \, \vdots \, & \, \vdots \\ -I \, & \, 0 \, & \, \ldots \, & \, 0 \, & \, 0 \end{pmatrix}, \quad C_q = \begin{pmatrix} A_n \, & \, I \\ I \, & \, \ddots \\ \vdots \, & \, \vdots \\ I \end{pmatrix},$$

and $C_j = \begin{pmatrix} A_{j+k-1} \, & \, A_{j+k-2} \, & \, \ldots \, & \, A_{j+q} \, & \, A_j \\ 0 \, & \, 0 \, & \, \ldots \, & \, 0 \, & \, 0 \\ \vdots \, & \, \vdots \, & \, \ddots \, & \, \vdots \, & \, \vdots \\ 0 \, & \, 0 \, & \, \ldots \, & \, 0 \, & \, 0 \end{pmatrix}$ \quad (j = 1, \ldots, q - 1).
When $k = n$, then $q = 1$,

\[
C_0 = \begin{pmatrix}
-A_{n-1} & A_{n-2} & \cdots & A_1 & A_0 \\
-I & 0 \\
-I & \ddots \\
& \ddots & 0 \\
& & & -I & 0
\end{pmatrix} \quad \text{and} \quad C_1 = \begin{pmatrix}
A_n \\
I \\
& I \\
& & \ddots \\
& & & & I
\end{pmatrix}.
\]

Since $J^2 = I$, the eigenvalues and eigenvector structure of the $\ell$-ifications $\sum_{j=0}^{q} JC_j z^j$ and $\sum_{j=0}^{q} C_j z^j$ are identical, and we prefer to work with the latter for reasons of convenience. The construction of such an $\ell$-ification in [5] is complicated because of its generality and its strong result showing the equivalence of the eigenvector structure of the $\ell$-ification and that of the given matrix polynomial.

However, here we only need part of that result since we are only concerned with the eigenvalues themselves, not the eigenvector structure. In addition, the matrix polynomials we consider are square. This narrower focus allows us, in the theorem below, to provide a simpler path to $\ell$-ifications, avoiding the need of stepping through the relatively laborious process in [5]. It is based on a straightforward observation and on the following standard lemma, whose proof we defer to the appendix.

**Lemma 2.1.** For a positive integer $n \geq 3$, let $M_j \in \mathbb{C}^{m \times m}$ for $j = 1, \ldots, n$ and $N_j \in \mathbb{C}^{m \times m}$ for $j = 1, \ldots, n - 1$. Then

\[
\det \begin{pmatrix}
M_1 & M_2 & M_3 & \cdots & M_n \\
-1 & N_1 & M_2 & \cdots & M_n \\
-1 & N_2 & \ddots & \ddots & \vdots \\
& \ddots & \ddots & \ddots & \vdots \\
& & & -1 & N_{n-1}
\end{pmatrix} = \det \left( M_1 \prod_{j=1}^{n-1} N_j + M_2 \prod_{j=2}^{n-1} N_j + \cdots + M_{n-1} N_{n-1} + M_n \right),
\]

where the matrix multiplications are from the right with increasing index $j$.

The following theorem is a special case of the $\ell$-ification in [5] Section 4.4.

**Theorem 2.1.** Let $P(z) = \sum_{j=0}^{n} A_j z^j$ and $Q(z) = \sum_{j=0}^{q} C_j z^j$, with the matrices $A_j$ and $C_j$ defined as before. If $n$ is divisible by a positive integer $k$, let $q = \frac{n}{k}$. Then the eigenvalues of $P$ and $Q$ coincide.

**Proof.** The proof is based on the observation that $P$ can be written as follows:

\[
P(z) = A_n z^n + A_{n-1} z^{n-1} + \cdots + A_0 = z^{(k-1)\frac{n}{k}} \left( A_n z^{\frac{n}{k}} + A_{n-1} z^{\frac{n-1}{k}} + \cdots + A_{(k-1)\frac{n}{k}} \right) + z^{(k-2)\frac{n}{k}} \left( A_{(k-1)\frac{n}{k}} z^{\frac{n-1}{k}} + A_{(k-1)\frac{n-2}{k}} z^{\frac{n-2}{k}} + \cdots + A_{(k-2)\frac{n}{k}} \right) + \cdots + z^{(k-j)\frac{n}{k}} \left( A_{(k-j)\frac{n}{k}} z^{\frac{n-1}{k}} + A_{(k-j)\frac{n-2}{k}} z^{\frac{n-2}{k}} + \cdots + A_{(k-j)\frac{n}{k}} \right) + \cdots + z^{\frac{n}{k}} \left( A_{2\frac{n}{k}} z^{\frac{n-1}{k}} + A_{2\frac{n-2}{k}} z^{\frac{n-2}{k}} + \cdots + A_{\frac{n}{k}} \right) + A_{\frac{n}{k}-1} z^{\frac{n}{k}-1} + A_{\frac{n}{k}-2} z^{\frac{n}{k}-2} + \cdots + A_0.
\]

(1)
With \( q = \frac{4}{k} \) and defining

\[
M_i(z) = \sum_{j=0}^{q-1} A_{j+(k-i)q} z^j \quad (i = 1, \ldots, k),
\]

(2)
the expression in (1) can be written as

\[
P(z) = \sum_{j=0}^{n} A_j z^j = \sum_{i=1}^{k} \left( \sum_{j=0}^{q-1} A_{j+(k-i)q} z^j \right) z^{(k-i)q} = \sum_{i=1}^{k} M_i(z) z^{(k-i)q}.
\]

Setting \( M_i = M_i(z) \) for \( i = 1, \ldots, k \) and \( N_i = I z^q \) for \( i = 1, \ldots, k - 1 \) in Lemma 2 yields

\[
\det(P(z)) = \det \left( \sum_{i=1}^{k} M_i(z) z^{(k-i)q} \right) = \det \begin{pmatrix} M_1 & M_2 & M_3 & \cdots & M_k \\ -I & I z^q & & & \\ & -I & I z^q & & \\ & & \ddots & \ddots & \\ & & & -I & I z^q \end{pmatrix}.
\]

(3)
Using the definition of \( M_i(z) \) in (2) to compare powers of \( z \), it is now straightforward to verify from the right-hand side of (3) that

\[
\det(P(z)) = \det \left( \sum_{j=0}^{q} C_j z^j \right),
\]

(4)
where the matrices \( C_j \) are as defined before. This means that the finite eigenvalues of the two matrix polynomials \( P \) and \( Q \) coincide. On the other hand, we also have that \( \det(P^\#(z)) = \det(z^{n}P(1/z)) = z^{nm} \det(P(1/z)) \), so that, with (3), we obtain

\[
\det(P^\#(z)) = z^{nm} \det(P(1/z)) = z^{q(km)} \det(Q(1/z)) = \det(z^{q}Q(1/z)) = \det(Q^\#(z)),
\]

which implies that the infinite eigenvalues of \( P \) and \( Q \) also coincide. This completes the proof.

We observe that, if \( P \) is monic, then so is \( Q \). Furthermore, \( \det(C_0) = \det(A_0) \) and \( \det(C_q) = \det(A_n) \), and, when \( k = n \) and \( A_n = I \), the matrix polynomial \( Q \) we just defined becomes \( Iz + C_0 \), so that \( \det(P) = 0 \) is equivalent to \( \det(Iz + C_0) = 0 \), i.e., \( -C_0 \) is a companion matrix of the matrix polynomial \( P \) (see, e.g., [4 Theorem 1.1]), often called the Frobenius companion matrix. Another special case, namely, for \( k = 2 \), was derived in [10].

\( \ell \)-ifications can also be obtained from the companion matrix by permutation similarity transformations, but it would be a far more complicated procedure than the proof presented above. We therefore merely illustrate it here for the matrix polynomial \( Iz^4 + \)


\(A_3z^3 + A_2z^2 + A_1z + A_0\), with \(k = 2\) and \(q = 2\). A permutation similarity transformation of its companion matrix yields

\[
\begin{pmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
-A_3 & -A_2 & -A_1 & -A_0 \\
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0
\end{pmatrix}
\begin{pmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{pmatrix}
= \begin{pmatrix}
-A_3 & -A_1 & -A_2 & -A_0 \\
0 & 0 & I & 0 \\
I & 0 & 0 & 0 \\
0 & I & 0 & 0
\end{pmatrix},
\]

which is an \(\ell\)-ification of the matrix polynomial

\[
\begin{pmatrix}
I & 0 \\
0 & I
\end{pmatrix}z^2 + \begin{pmatrix} A_3 & A_1 \\
0 & 0
\end{pmatrix}z + \begin{pmatrix} A_2 & A_0 \\
-I & 0
\end{pmatrix},
\]

and this is precisely the companion form from Theorem 2.1 for this case. We remark that a formal proof along these lines, beyond our scope here, would establish the equivalence and this is precisely the companion form from Theorem 2.1 for this case. We remark that a formal proof along these lines, beyond our scope here, would establish the equivalence of the eigenvalue structures as well.

**Example.** As an example consider the matrix polynomial

\[
P(z) = A_9z^9 + A_8z^8 + A_7z^7 + A_6z^6 + A_5z^5 + A_4z^4 + A_3z^3 + A_2z^2 + A_1z + A_0.
\]

Setting \(k = 3\), so that \(q = 3\), we obtain that the eigenvalues of \(P\) are the same as those of

\[
Q(z) = \begin{pmatrix}
A_9 & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix}z^3 + \begin{pmatrix} A_8 & A_5 & A_2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}z^2 + \begin{pmatrix} A_7 & A_4 & A_1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}z + \begin{pmatrix} A_6 & A_3 & A_0 \\
-I & 0 & 0 \\
0 & -I & 0
\end{pmatrix}.
\]

### 3 Application: eigenvalue bounds

We now show that \(\ell\)-ification, in addition to its theoretical significance, also leads to bounds that do not appear to have been considered elsewhere. To this end, we combine the concept of \(\ell\)-ification with several other results. We rely on the following generalization in [2] (later also in [2] and [10]) of a classical result of Cauchy, which states that all the eigenvalues of the square complex matrix polynomial \(P(z) = A_nz^n + A_{n-1}z^{n-1} + \cdots + A_1z + A_0\), with \(A_n\) nonsingular, lie in \(|z| \leq r\), where \(r\) is the unique positive solution of

\[
\|A_n^{-1}\|^{-1}z^n - \|A_{n-1}\|z^{n-1} - \cdots - \|A_1\|z - \|A_0\| = 0,
\]

for any matrix norm. We call \(r\) the **Cauchy radius** of \(P\). The polynomial equation \((5)\) can easily be solved with any standard root-finding method. We note that, for \(A_n = I\) and \(n = 1\), we obtain the well-known fact that \(\|A_0\|\) is an upper bound on the eigenvalues of \(A_0\). It is noteworthy that the Cauchy radius is typically among the best bounds for many problems, as can be seen from [7], where an exhaustive comparison of eigenvalue bounds was carried out. Consequently, we will use the Cauchy radius as our benchmark for comparing bounds.

We also rely on an improvement of this Cauchy radius, which is the generalization in [11] of a result for scalar polynomials in [12]. Since this result seems less well-known and requires a few words of explanation, we restate it here. It is Theorem 2.2 in [11].
Theorem 3.1. Let $P(z) = \sum_{j=0}^{n} A_j z^j$ be a regular matrix polynomial other than a matrix monomial, with $A_j \in \mathbb{C}^{m \times m}$ and $A_n$ nonsingular. Denote by $i$ the smallest positive integer such that $A_{n-i}$ is not the null matrix, and define $T^{(L)}(z) = (A_n z^i - A_{n-i}) P(z)$ and $T^{(R)}(z) = P(z) (A_n z^i - A_{n-i})$. If $A_n A_{n-i} = A_{n-i} A_n$ and $\|A_n^{-2}\|^{-1} = \|A_n\| \|A_n^{-1}\|^{-1}$, then the Cauchy radii of $T^{(L)}$ and $T^{(R)}$ are not larger than the Cauchy radius of $P$ when the same matrix norm is used for all radii.

Different norms yield different Cauchy radii, but it is hard to predict which norm delivers the smallest one. The conditions $\|A_n^{-2}\|^{-1} = \|A_n\| \|A_n^{-1}\|^{-1}$ and $A_n A_{n-i} = A_{n-i} A_n$ may appear to be restrictive, but they are always satisfied when $A_n = I$, which can be obtained by pre- or postmultiplication by $A_n^{-1}$, and when $\|I\| = 1$, which is the case for most standard norms (certainly for all subordinate norms). The matrix $A_n^{-1}$ needs to be computed in any case to apply the above generalized Cauchy result. Lower bounds can be obtained analogously by applying the theorem to the reverse polynomial.

Theorem 3.1 can be applied repeatedly to generate a nonincreasing sequence of Cauchy radii, with the "left" and "right" versions, in general, yielding different results. The improved Cauchy radii come at the cost of additional matrix multiplications and require the solution of real scalar polynomial equations of a degree higher than that of $P$. It will therefore depend on the problem’s properties (e.g., sparsity and/or symmetry) if this cost is justified. Already for moderately large matrix coefficients, the cost tends to be dominated by the matrix multiplications.

Clearly, by applying an $\ell$-ification to $P$, one can lower the degree of the polynomial equation (5) that needs to be solved, which, unfortunately, tends to decrease the quality of the resulting Cauchy radius. Fortunately, the improvement of the Cauchy radius from Theorem 3.1 mitigates this effect, thereby allowing $\ell$-ification to lower the degree of the polynomial without sacrificing the quality of the Cauchy radius. Quite apart from this advantage, the bounds thus obtained do not seem to have appeared elsewhere in the literature.

Since we are considering upper bounds on the eigenvalues, we will assume from here on that our matrix polynomials have only finite eigenvalues, i.e., that their leading coefficients are nonsingular. Without loss of generality, we will therefore assume them to be monic. In addition, we will only consider matrix norms for which $\|I\| = 1$, such as the standard and often used 1-norm, $\infty$-norm and 2-norm.

Let us first revisit the above example before conducting a numerical comparison of Cauchy radii obtained through $\ell$-ification. The Cauchy radius of $P$ in (3) for a given matrix norm is the unique positive solution of

$$I z^9 - \|A_8\| z^8 - \|A_7\| z^7 - \|A_6\| z^6 - \|A_5\| z^5 - \|A_4\| z^4 - \|A_3\| z^3 - \|A_2\| z^2 - \|A_1\| z - \|A_0\| = 0.$$ 

As in the example, with $k = 3$ and $q = 3$, we obtain that the eigenvalues of $P$ are the same as those of the $\ell$-ification of $P$, given by $Q(z) = I z^3 + C_2 z^2 + C_1 z + C_0$, with

$$C_0 = \begin{pmatrix} A_6 & A_3 & A_0 \\ -I & 0 & 0 \\ 0 & -I & 0 \end{pmatrix}, \quad C_1 = \begin{pmatrix} A_7 & A_4 & A_1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad C_2 = \begin{pmatrix} A_8 & A_5 & A_2 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$
Therefore, the Cauchy radius of \( Q \), i.e., the unique positive solution of
\[
z^3 - \|C_2\|z^2 - \|C_1\|z - \|C_0\| = 0,
\]
is an upper bound on the eigenvalues of \( P \). This Cauchy radius is obviously easier to compute than that of \( P \) (it can even be computed analytically), but it will, in general, be worse (i.e., larger) than that of \( P \). However, it can be improved with Theorem 3.1 which states, when \( C_2 \neq 0 \), that the Cauchy radii of \( Q^{(L)}(z) = (Iz - C_2)Q(z) \) and \( Q^{(R)}(z) = Q(z)(Iz - C_2) \) will be no worse than that of \( Q \). In practice, they are often much better.

It is instructive to compare \( Q^{(L)}(z) = Iz^4 + (C_1 - C_2^2)z^2 + (C_0 - C_2C_1)z - C_2C_0 \) and \( Q^{(R)}(z) = Iz^4 + (C_1 - C_2^2)z^2 + (C_0 - C_1C_2)z - C_0C_2 \). We observe that, in general, the degree of the polynomial has been increased by one and that a zero coefficient has appeared immediately following the leading coefficient. A second application of the theorem raises the degree to 6 and adds an additional zero coefficient. More zero coefficients can appear, depending on the structure of the polynomial. The coefficient matrices of \( Q^{(L)}_1 \) are given by
\[
-C_2C_0 = \begin{pmatrix}
A_5 - A_8A_6 & A_2 - A_8A_3 & -A_8A_0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
\[
C_0 - C_2C_1 = \begin{pmatrix}
A_6 - A_8A_7 & A_3 - A_8A_4 & A_0 - A_8A_1 \\
-I & 0 & 0 \\
0 & -I & 0
\end{pmatrix},
\]
\[
C_1 - C_2^2 = \begin{pmatrix}
A_7 - A_8^2 & A_4 - A_8A_7 & A_1 - A_8A_2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
whereas those of \( Q^{(R)}_1 \) that are different are given by
\[
-C_0C_2 = \begin{pmatrix}
-A_6A_8 & -A_6A_5 & -A_6A_2 \\
-A_8 & A_5 & A_2 \\
0 & 0 & 0
\end{pmatrix},
\]
\[
C_0 - C_1C_2 = \begin{pmatrix}
A_6 - A_7A_8 & A_3 - A_7A_5 & A_0 - A_7A_2 \\
-I & 0 & 0 \\
0 & -I & 0
\end{pmatrix}.
\]

Comparing these coefficient matrices, one notices that their norms could be quite different. For example, the constant coefficients \(-C_2C_0\) and \(-C_0C_2\) have a very different structure: if, e.g., it were the case that \( A_5 \approx A_8A_6 \) and \( A_2 \approx A_8A_3 \), then \( \|C_2C_0\| \) might be significantly smaller than \( \|C_0C_2\| \) for most norms, leading to a smaller Cauchy radius. Similar situations arise for other relations between the coefficients of \( P \). Left and right multiplication, especially since it can be alternated in successive applications of Theorem 3.1, therefore adds considerable flexibility.

If we set \( k = 1 \) and \( q = 9 \), we obtain a linearization of \( P \), namely, \( Iz + C_P \), where \(-C_P\) is the companion matrix of \( P \), and the Cauchy radius simply becomes \( \|C_P\| \). In this case,
Theorem 3.1 states that the Cauchy radius of \((Iz - CP)(Iz + CP) = Iz^2 - C_P^2\), namely, \(\|C_P^2\|^{1/2}\), is not worse than that of \(P\). This is not a surprise since the eigenvalues of \(C_P^2\) are the squares of those of \(C_P\), so that we obtain for any eigenvalue \(\lambda\) of \(C_P\):

\[ |\lambda^2| \leq \|C_P^2\| \leq \|C_P\|^2 \implies |\lambda| \leq \|C_P^2\|^{1/2} \leq \|C_P\|.\]

In fact, such reasoning leads to Gelfand’s formula, which states that \(\rho(C) = \lim_{t \to +\infty} \|C^t\|^{1/t}\), where \(\rho(C)\) is the spectral radius of the complex square matrix \(C\). The matrix \(C_P^2\) is given by

\[
C_P^2 = \begin{pmatrix}
A_8^2 - A_7 & \ldots & A_8A_2 - A_1 & A_8A_1 - A_0 & A_8A_0 \\
-A_8 & \ldots & -A_2 & A_1 & -A_0 \\
I & \ddots & & I & 0 \\
& & I & 0 & 0
\end{pmatrix}.
\]

For a single application of the "left" version of Theorem 3.1, the number of operations necessary for the matrix multiplications and additions is very similar for both the linearization and the 3-ification, although repeated application of Theorem 3.1 favors the 3-ification, which, more or less, preserves the original sparsity of the coefficients. The latter is not the case for powers of \(C_P\), which quickly fill up the matrix. The same is true for the computation of norms, which for 3-ification requires fewer computations already for one application of the theorem. These observations continue to hold in general, as we will see below.

The main setup cost of Theorem 3.1 is determined by the matrix multiplications and the computation of the norms, although the latter’s contribution is minor for the 1-norm and the \(\infty\)-norm. In what follows, we therefore concentrate on estimating the former. This cost is determined by the sparsity of the coefficients, which are initially sparse: only the top block-row is nonzero for the nonconstant coefficients and the constant coefficient has an additional identity matrix in the lower left part. With each application of Theorem 3.1, they begin to fill up in a pattern that is difficult to predict, which also makes it difficult to calculate the precise cost of the matrix multiplications. However, given a measure of sparsity in the form of the number of nonzero elements in the coefficient matrices, a rough but useful estimate can be derived, as was done in the appendix: when applying the theorem to an \(\ell\)-ification with given \(k\) and \(m\), and after applying Theorem 3.1 once or more, the computational effort to compute the matrix multiplications is proportional to

\[
\frac{s^2}{\nu km},
\]

where \(s\) is the total number of nonzero elements in all coefficients of the corresponding \(\ell\)-ification, while \(\nu\) is the number of its nonzero coefficients, excluding the leading coefficient.

Let us now consider a few numerical examples to illustrate the bounds derived from \(\ell\)-ification and to serve as a general guide for their use. This usefulness depends on several factors: the sparsity and structure of the original matrix polynomials’ coefficients, and the computational cost one is willing to bear to obtain better bounds.
As was previously mentioned, Cauchy radii are typically among the best bounds available for polynomial eigenvalues and outperform those based on singular values or other explicit bounds (see [7]). They therefore provide a good benchmark.

To compare the quality and computational cost of bounds obtained from repeatedly applying Theorem 3.1 to different \( l \)-ifications of a matrix polynomial, we randomly generated three classes of 100 monic matrix polynomials. For each case, two tables were produced: one table detailing the computational effort involved in the matrix computations in units of the effort required to carry out one application with the "left" version of Theorem 3.1 to the original matrix polynomial, and the other table listing the average ratios of the Cauchy radii to the modulus of the largest eigenvalue, i.e., the closer these numbers are to one, the better they are. Between parentheses are the degrees of the real polynomial equations that need to be solved to obtain the Cauchy radius. Each successive row in the tables indicates an additional application of the "left" version of Theorem 3.1. There are three successive applications. The top row represents the Cauchy radii without applying the theorem; it requires no matrix multiplications. We have used the 1-norm throughout, which delivers better Cauchy radii given the structure of the coefficient matrices. The definitions of the three classes and the accompanying comments follow.

**Class I**

This class consists of 4 \( \times \) 4 matrix polynomials of degree 18, where the elements of the non-leading coefficients have real and imaginary parts that are uniformly randomly distributed on the interval \([-2, 2]\). We then compared Cauchy radii for \( k = 18, 9, 6, 3, 2, 1 \), corresponding to \( q = 1, 2, 3, 6, 9, 18 \), respectively. The case \( k = 1 \) gives the Cauchy radius of the given matrix polynomial itself, whereas \( k = 18 \) corresponds to the companion matrix. The results can be seen in Table 1 and Table 2. We observe that, not surprisingly, higher values of \( q \) deliver better bounds, but it is noteworthy that even low-order \( l \)-ifications can produce significantly improved bounds with just a few applications of Theorem 3.1. For example, with roughly the same amount of work, a quartic polynomial (in the second row) delivers a result (1.68) that is not much worse than the result (1.53), which requires the solution of an equation of degree 19 (in the same row). The results for the companion matrix are better than for other \( l \)-ifications, but this is deceptive as it is clear from Table 1 that this requires significantly more computation that sharply increases with each application of Theorem 3.1. The computational cost was estimated using (7), where the numbers of nonzero elements in the coefficient matrices were obtained numerically.
\[ q = 1 \quad q = 2 \quad q = 3 \quad q = 6 \quad q = 9 \quad q = 18 \]
\[ * (1) \quad * (2) \quad * (3) \quad * (6) \quad * (9) \quad * (18) \]
\[ 1.5 \ (2) \quad 1.2 \ (3) \quad 1.1 \ (4) \quad 1.1 \ (7) \quad 1.0 \ (10) \quad 1.0 \ (19) \]
\[ 4.0 \ (4) \quad 2.1 \ (5) \quad 2.0 \ (6) \quad 2.0 \ (9) \quad 2.0 \ (12) \quad 1.9 \ (21) \]
\[ 8.4 \ (8) \quad 4.8 \ (8) \quad 3.0 \ (9) \quad 2.9 \ (12) \quad 2.9 \ (15) \quad 2.9 \ (24) \]

Table 1: Computational cost of repeated application of Theorem 3.1 for \( n = 18 \) and \( m = 4 \).

\[ q = 1 \quad q = 2 \quad q = 3 \quad q = 6 \quad q = 9 \quad q = 18 \]
\[ 2.63 \ (1) \quad 2.56 \ (2) \quad 2.53 \ (3) \quad 2.43 \ (6) \quad 2.40 \ (9) \quad 2.27 \ (18) \]
\[ 1.80 \ (2) \quad 1.71 \ (3) \quad 1.68 \ (4) \quad 1.63 \ (7) \quad 1.59 \ (10) \quad 1.53 \ (19) \]
\[ 1.34 \ (4) \quad 1.40 \ (5) \quad 1.37 \ (6) \quad 1.34 \ (9) \quad 1.33 \ (12) \quad 1.29 \ (21) \]
\[ 1.15 \ (8) \quad 1.34 \ (8) \quad 1.31 \ (9) \quad 1.29 \ (12) \quad 1.27 \ (15) \quad 1.24 \ (24) \]

Table 2: Cauchy radius to maximum eigenvalue modulus ratios for \( n = 18 \) and \( m = 4 \).

Class II
This class consists of \( 100 \times 100 \) matrix polynomials of degree 10, where the elements of the non-leading coefficients have real and imaginary parts that are uniformly randomly distributed on the interval \([-2, 2]\). Here we compared Cauchy radii for \( k = 10, 5, 2, 1 \), corresponding to \( q = 1, 2, 5, 10 \), respectively. The results can be seen in Table 3 and Table 4. The Cauchy radii are much worse here than for the previous class of matrix polynomials, due to the larger size of the coefficient matrices. The improvements are therefore more significant. It is somewhat remarkable that a polynomial of degree 5 (in row 3) produces a bound (1.79) that is very close to a bound (1.73), obtained with a polynomial of degree 16 (in the bottom row) that, in fact, requires more work.

\[ q = 1 \quad q = 2 \quad q = 3 \quad q = 6 \quad q = 9 \quad q = 10 \]
\[ * (1) \quad * (2) \quad * (5) \quad * (10) \]
\[ 1.0 \ (2) \quad 1.0 \ (3) \quad 1.0 \ (6) \quad 1.0 \ (11) \]
\[ 3.0 \ (4) \quad 1.7 \ (5) \quad 1.8 \ (8) \quad 1.9 \ (13) \]
\[ 7.0 \ (8) \quad 4.2 \ (8) \quad 2.7 \ (11) \quad 2.8 \ (16) \]

Table 3: Computational cost of repeated application of Theorem 3.1 for \( n = 10 \) and \( m = 100 \).
Class III
Here we consider $10 \times 10$ matrix polynomials of degree 100, where the elements of the non-leading coefficients have real and imaginary parts that are uniformly randomly distributed on the interval $[-2, 2]$. We compared Cauchy radii for $k = 100, 50, 25, 20, 10, 5, 2, 1$, corresponding to $q = 1, 2, 4, 5, 10, 20, 25, 50, 100$, respectively. The results can be seen in Table 5 and Table 6. The quality of the Cauchy radii as bounds lie somewhere between the bounds in Class I and Class II since the same is true for the matrix sizes. The degree of the polynomials is much higher than before, which makes it especially interesting that a quintic polynomial (in the third row) delivers a bound (1.50) not much worse than one (1.39) obtained from a polynomial of degree 103 (in the same row) for essentially the same amount of setup work.

$$
\begin{array}{cccccccc}
q = 1 & q = 2 & q = 4 & q = 5 & q = 10 & q = 20 & q = 25 & q = 50 & q = 100 \\
\text{* (1)} & \text{* (2)} & \text{* (4)} & \text{* (5)} & \text{* (10)} & \text{* (20)} & \text{* (25)} & \text{* (50)} & \text{* (100)} \\
1.2 (2) & 1.1 (3) & 1.0 (5) & 1.0 (6) & 1.0 (11) & 1.0 (21) & 1.0 (26) & 1.0 (51) & 1.0 (101) \\
3.4 (4) & 1.8 (5) & 1.9 (7) & 1.9 (8) & 1.9 (13) & 2.0 (23) & 2.0 (28) & 2.0 (53) & 2.0 (103) \\
7.6 (8) & 4.4 (8) & 2.8 (10) & 2.9 (11) & 2.9 (16) & 2.9 (26) & 2.9 (31) & 3.0 (56) & 3.0 (106) \\
\end{array}
$$

Table 5: Computational cost of repeated application of Theorem 3.1 for $n = 100$ and $m = 10$. 

Table 4: Cauchy radius to maximum eigenvalue modulus ratios for $n = 10$ and $m = 100$. 

Conclusion
We have combined the recent concept of $\ell$-ification with other results into a framework for the construction of bounds on the moduli of polynomial eigenvalues. The computational cost and the quality of the resulting bounds were investigated at the hand of randomly generated classes of matrix polynomials of varying degrees and sizes, providing information that can be helpful in the choice of bounds. Within this framework, there is room for many variations that cannot all be addressed here. For example, "left" and "right" versions of Theorem 3.1 can be applied or different matrix norms can be used. In addition, similarity transformations could further enhance the bounds by lowering the norms of the coefficient matrices, and polynomials could be multiplied by an appropriate power of $z$ to be able to apply a certain $\ell$-ification. The usefulness of such variations will depend on the properties of the matrix polynomials concerned.

4 Appendix

Proof of Lemma 2.1
We recall that Lemma 2.1 states that, for $n \geq 3$ and $M_j, N_j \in \mathbb{C}^{m \times m}$,

$$\det \begin{pmatrix} M_1 & M_2 & M_3 & \cdots & M_n \\ -I & N_1 & & & \\ & -I & N_2 & & \\ & & \ddots & \ddots & \\ & & & -I & N_{n-1} \end{pmatrix} = \det \left( M_1 \prod_{j=1}^{n-1} N_j + M_2 \prod_{j=2}^{n-1} N_j + \cdots + M_{n-1} N_{n-1} + M_n \right),$$

where the matrix multiplications are from the right with increasing index $j$.

Before we prove the lemma, we observe that (see, e.g., [8, p.27]), for complex matrices $A, B, C, D$ of the same size with $CD = DC$,

$$\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det (AD - BC).$$
Proof. The proof is by induction. We first show that the lemma holds for a $3 \times 3$ block matrix, for which we have

\[
\begin{vmatrix}
M_1 & M_2 & M_3 \\
-I & N_1 & 0 \\
0 & -I & N_2
\end{vmatrix} = \det \left( \begin{pmatrix}
M_1 & M_2 & M_3 \\
-I & N_1 & 0 \\
0 & -I & N_2
\end{pmatrix} \begin{pmatrix}
I & 0 & 0 \\
0 & I & N_2 \\
0 & 0 & I
\end{pmatrix} \right)
\]

\[
= \det \begin{pmatrix}
M_1 & M_2 & M_2N_2 + M_3 \\
-I & N_1 & N_1N_2 \\
0 & -I & 0
\end{pmatrix}
\]

(8)

\[
= \det \begin{pmatrix}
M_1 & M_2N_2 + M_3 \\
-I & N_1N_2 \\
-I & 0
\end{pmatrix}
\]

(9)

\[
= \det (M_1N_1N_2 + M_2N_2 + M_3),
\]

(10)

where (9) is obtained using Laplace expansion on the $-I$ block in the bottom block row in (8), and (10) follows from the fact that $N_1N_2$ and $-I$ commute. This establishes the induction basis. For the induction step, assume that the lemma holds for a $n \times n$ block matrix. For a $(n+1) \times (n+1)$ block matrix we then have

\[
\begin{vmatrix}
M_1 & M_2 & M_3 & \cdots & M_n & M_{n+1} \\
-I & N_1 & & & & \\
-M_2 & -I & N_2 & & & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \\
-M_n & \cdots & -I & N_{n-1} & & \\
-M_{n+1} & \cdots & -I & N_n & -I & N_n
\end{vmatrix}
\]

\[
= \det \begin{pmatrix}
M_1 & M_2 & M_3 & \cdots & M_n & M_{n+1} \\
-I & N_1 & & & & \\
-M_2 & -I & N_2 & & & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \\
-M_n & \cdots & -I & N_{n-1} & & \\
-M_{n+1} & \cdots & -I & N_n & -I & N_n
\end{pmatrix} \begin{pmatrix}
I & & & & & \\
& I & & & & \\
& & \ddots & & & \\
& & & I & N_n & \\
& & & & I & N_n
\end{pmatrix}
\]

\[
= \det \begin{pmatrix}
M_1 & M_2 & M_3 & \cdots & M_n & M_nN_n + M_{n+1} \\
-I & N_1 & & & & \\
-M_2 & -I & N_2 & & & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \\
-M_n & \cdots & -I & N_{n-1} & & \\
-M_{n+1} & \cdots & -I & N_n & -I & 0
\end{pmatrix},
\]
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which, by using Laplace expansion on the $-I$ block in the bottom block row, is equal to

$$\det \begin{pmatrix} M_1 & M_2 & M_3 & \cdots & M_{n-1} & M_nN_n + M_{n+1} \\ -I & N_1 & & & & \\ & -I & N_2 & & & \\ & & \ddots & & & \\ & & & \ddots & N_{n-2} & \\ & & & & -I & N_{n-1}N_n \end{pmatrix}.$$ 

Finally, using the induction hypothesis, this becomes

$$\det \left( M_1 \left( \prod_{j=1}^{n-2} N_j \right) N_{n-1}N_n + M_2 \left( \prod_{j=2}^{n-2} N_j \right) N_{n-1}N_n + \cdots + M_{n-1}N_{n-1}N_n + M_nN_n + M_{n+1} \right),$$

which completes the proof.

**Matrix multiplication cost estimate**

As we saw before, each application of Theorem 3.1 adds at least one zero coefficient immediately after the leading coefficient of the matrix polynomial to which is applied, while increasing its degree. For a particular value of $k$, we denote by $s$ the total number of nonzero elements in all coefficients of the corresponding factorization, and by $\nu$ the number of nonzero coefficients, excluding the leading coefficient. We will assume that these nonzero elements are more or less equally distributed among the coefficients, i.e., each coefficient contains on average $s/\nu$ nonzero elements. That means that each coefficient contains, on average, $(s/\nu) / (km^2)$ block-rows of $m \times m$ matrices. To apply Theorem 3.1 one such coefficient multiplies all the others, which requires

$$k \left( \frac{s/\nu}{km^2} \right)^2$$

$m \times m$ matrix multiplications per nonzero nonleading coefficient. Since each of those matrix multiplications requires a number of operations proportional to $m^3$, the total computational cost is proportional to

$$k \left( \frac{s/\nu}{km^2} \right)^2 m^3 \nu = \frac{s^2}{\nu km}.$$ 

Although crude, this expression provides an adequate way to compare the computational cost of the different bounds obtained from different values of $k$ and repeated applications of Theorem 3.1.
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