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Abstract

We consider Yang-Mills theories with general gauge groups \( G \) and twists on the four torus. We find consistent boundary conditions for gauge fields in all instanton sectors. An extended Abelian projection with respect to the Polyakov loop operator is presented, where \( A_0 \) is independent of time and in the Cartan subalgebra. Fundamental domains for the gauge fixed \( A_0 \) are constructed for arbitrary gauge groups. In the sectors with non-vanishing instanton number such gauge fixings are necessarily singular. The singularities can be restricted to Dirac strings joining magnetically charged defects. The magnetic charges of these monopoles take their values in the co-root lattice of the gauge group. We relate the magnetic charges of the defects and the windings of suitable Higgs fields about these defects to the instanton number.
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1 Introduction

Confinement and chiral symmetry breaking are supposed to follow from the dynamics of Yang-Mills fields. These phenomena are highly non-perturbative and still have not been derived from first principles. In this paper we will follow the strategy put forward by 't Hooft who considered Yang-Mills theories on a Euclidean space-time torus \( \mathbb{T}^4 \). The torus provides a gauge invariant infrared cut-off. Its non-trivial topology gives rise to a non-trivial structure in the space of Yang-Mills fields which yields additional information on the possible phases of Yang-Mills theories. Compared to other Riemannian 4-dimensional compact manifolds the torus has many advantages (besides being the ‘space-time’ used in lattice simulations):

- one can use a flat metric in which case curvature effect do not mix with finite size effects,
• the circumference $L_0$ in the temporal direction can be identified with the inverse temperature $\beta$ \cite{2,3},

• gauge invariant periodic fields on $\mathbb{R}^4$ can be viewed as fields on $\mathbb{T}^4$,

• one may calculate non-perturbative quantities from finite size effects \cite{4}; the string constant is directly related to the energy of a string winding around the torus \cite{4},

• one keeps the relevant part of the supersymmetry in SUSY-YM theories.

Even the less ambitious goal to demonstrate confinement of static quarks without reliance on numerical simulations has not been achieved yet. Without dynamical fermions the relevant observables are products of Wilson-loops \cite{5}. At finite temperature $T = 1/\beta$ the gauge fields in the functional integrals are periodic in Euclidean time i.e.

$$A_\mu(x^0 + \beta, \vec{x}) = A_\mu(x^0, \vec{x}).$$

and one may use Polyakov loops \cite{6}

$$P(\vec{x}) = \text{Tr} \ R(P(\beta, \vec{x})), \quad \text{where} \quad P(x^0, \vec{x}) = P \exp \left[ i \int_0^{x^0} d\tau A_0(\tau, \vec{x}) \right] \quad (1.1)$$

as order parameters for confinement. Here $R$ is the representation of the gauge group which acts on the matter fields. We shall assume that the gauge group $G$ is simply connected, e.g. $G = SU(2)$ rather than $SO(3) = \text{Ad}(SU(2))$. But since we allow for arbitrary representations $\hat{R}$ of $G$ our results apply to general gauge groups $R(G)$, for example to $SO(3)$.

The Polyakov loop $P(\vec{x})$ is invariant under gauge transformations which are periodic in time. Since it is a functional of $A_0$ only, one is motivated to seek a gauge fixing where $A_0$ is as simple as possible. Note that the Weyl gauge, $A_0 = 0$, is not compatible with time-periodicity. In a previous paper \cite{7} we discussed an extended Abelian projection for $SU(2)$ gauge theories on the four torus in which $A_0$ is time independent and in the Cartan subalgebra. The gauge fixing procedure hinges on the diagonalization of the path ordered exponential, $P(\beta, \vec{x})$, whose trace is the Polyakov loop. In contrast to the two dimensional case investigated in \cite{6} the diagonalization procedure has unavoidable singularities \cite{9,10}. The singularities can be interpreted as Dirac strings \cite{11} joining magnetically charged ‘defects’. Here we understand defects as points, loops (not to be confused with the Dirac strings!), sheets and lumps where $P(\beta, \vec{x})$ has degenerate eigenvalues. For the gauge group $SU(2)$, the eigenvalues of $P(\beta, \vec{x})$ are degenerate when $P(\beta, \vec{x}) = \pm 1$. Thus there are two types of defect according to whether $P(\beta, \vec{x})$ is plus or minus the identity. Associated with the gauge fixing procedure one can define an Abelian magnetic potential $A_{mag}$ on $\mathbb{T}^3$ \cite{6}. In \cite{7} we showed that the total magnetic charge of $P = 1$ defects is equal to the instanton number $q$. Moreover, the total magnetic charge of all defects is zero, i.e. the total magnetic charge of $P = -1$ defects is minus that of the $P = 1$ defects. The relationship between magnetic charges and the instanton number was considered earlier by Christ and
Jackiw \[12\], Gross et.al. \[2\] and Reinhardt \[13\] who worked on $S^1 \times \mathbb{R}^3$ or $\mathbb{R}^4$. Though here one requires ‘charges at infinity’ to have overall magnetic charge neutrality. For an explicit discussion of the singularities emerging in the gauge fixing procedure at point like monopoles see the recent paper by Jahn and Lenz \[14\].

In this paper we extend the defect analysis to gauge theories on $\mathbb{T}^4$ with arbitrary gauge groups $G$ of rank $r$. We also consider arbitrary twists \[1\], which allows us to treat matter transforming according to any representation of the gauge group. One has $r + 1$ types of basic defects associated with the $r + 1$ faces constituting the boundary of a ‘fundamental domain’ (these are essentially compactified Weyl chambers) in the root space. Since the magnetic potential lies in the Cartan subalgebra $\mathcal{H}$ we now have a matrix $Q_M \in \mathcal{H}$ of magnetic charges. The possible magnetic charges are quantized and are in one to one correspondence with the points of the integral co-root lattice. For a basic defect, $Q_M$ is an integer multiple of a fixed matrix. Much as in the $SU(2)$ analysis there is a simple linear relation between the total magnetic charge of a given type of defect and the instanton number $q$. We have overall charge neutrality on $\mathbb{T}^3$ unless there are non-orthogonal magnetic and electric twists.

The paper is organized as follows. In the remainder of this section we recall some basic facts concerning gauge fields on $\mathbb{T}^4$. Next we present a set of transition functions (i.e. boundary conditions for the gauge fields) where the instanton number is equal to the winding number of the mapping $\mathcal{P}(\beta, \vec{x}) : \mathbb{T}^3 \to G$. These transition functions serve as the starting point for our gauge fixing. In section three we construct ‘fundamental domains’ for all gauge groups. Our Lie algebra conventions are stated here. Then we explain precisely what we mean by ‘defects’. In the next section we define the magnetic charge of the defects. Our key result is given in section six. Here we obtain the relationship between the magnetic charges and the instanton number. Next we rewrite $\mathcal{P}(\beta, \vec{x})$ in terms of ‘Higgs fields’. This enables us to tie up a loose end from section six, and also allows us to interpret the magnetic charges as Higgs winding numbers. In section eight we show how the ideas apply to $SU(3)$ and give our conclusions in section nine. Technicalities regarding our transition functions (including a construction of magnetic twist eaters for all gauge groups) can be found in Appendix A. Finally, an identity quoted in section six is derived in Appendix B.

We view the four torus as $\mathbb{R}^4$ modulo the lattice generated by four orthogonal vectors $b_\mu$, $\mu = 0, 1, 2, 3$, for a recent review see \[15\]. The Euclidean lengths of the $b_\mu$ are denoted by $L_\mu$ (we may identify $L_0$ with the inverse temperature $\beta$). Local gauge invariants such as $\text{Tr} F_{\mu\nu} F_{\mu\nu}$ are periodic with respect to a shift by an arbitrary lattice vector. However, the gauge fields have to be periodic only up to gauge transformations. In order to specify boundary conditions for gauge potentials $A_\alpha$ on the torus one requires a set of group valued transition functions $U_\mu(x)$, which are defined on the whole of $\mathbb{R}^4$. The periodicity properties of $A_\alpha$ are as follows

$$A_\alpha(x + b_\mu) = U_\mu^{-1}(x) A_\alpha(x) U_\mu(x) + i U_\mu^{-1}(x) \partial_\alpha U_\mu(x), \quad \alpha, \mu = 0, 1, 2, 3,$$

where the summation convention is not applied. It follows at once, that the path ordered exponential $\mathcal{P}(x^0, \vec{x})$ in (1.1) has the following periodicity properties.
\[ P(x^0 + L_0, \bar{x}) = P(x^0, \bar{x}) P(L_0, \bar{x}), \quad P(x^0, \bar{x} + b_i) = U_i^{-1}(x^0, \bar{x}) P(x^0, \bar{x}) U_i(0, \bar{x}). \] (1.2)

The transition functions \( U_\mu(x) \) satisfy the cocycle conditions \( [1] \)

\[ U_\mu(x) U_\nu(x + b_\mu) = z_{\mu\nu} U_\nu(x) U_\mu(x + b_\nu), \quad z_{\mu\nu} = z_{\nu\mu}^{-1}, \] (1.3)

where the twists \( z_{\mu\nu} \) lie in the center \( Z \) of the group. From now on we assume that the transition functions belong to the universal covering group. In general, our matter fields will not transform according to the covering group. However, a matter field in some representation is equivalent to matter transforming according to the covering group provided we place suitable restrictions on the twists. More precisely, consider a matter field which transforms under some representation \( R(G) \) of the gauge group. A center element \( z \in Z \) is an allowed twist if \( R(z) = 1 \). For example if we have matter fields in the defining representation of \( SU(3) \) all the twists must be the identity, since the other two center elements are faithfully represented. By contrast, if the matter fields are in the adjoint representation of any group then there is no restriction on the twists.

Under a gauge transformation, \( V(x) \), the pair \( (A, U) \) is mapped to

\[ A_\alpha^V(x) = V^{-1}(x) A_\alpha(x) V(x) + i V^{-1}(x) \partial_\alpha V(x), \quad U_\mu^V(x) = V^{-1}(x) U_\mu(x) V(x + b_\mu). \] (1.4)

The twists, \( z_{\mu\nu} \), are gauge invariant. We define the topological charge or instanton number as follows

\[ q = \frac{1}{32\pi^2} \int_{\mathbb{T}^4} \epsilon_{\mu\nu\alpha\beta} \text{Tr} F_{\mu\nu} F_{\alpha\beta}, \] (1.5)

where the trace corresponds to the canonically normalized scalar product in the Lie algebra\(^3\). Note that \( q \) is fully determined by the transition functions \([17]\). In particular, if we take all the transition functions to be the identity (i.e. we assume the gauge fields are periodic in all directions) then the instanton number is zero. Accordingly, if we are to describe the non-perturbative sectors, one must consider non-trivial transition functions. For a given \( q \) and set of twists, \( z_{\mu\nu} \), we only require one set of transition functions. If we have two sets of transition functions with the same instanton number and twists then they are gauge equivalent \([17]\).

### 2 Transition functions, the Polyakov loop operator and gauge fixing

First we construct a convenient set of transition function such that the instanton number is equal to the winding number of the map \( P(\beta, \bar{x}) : \mathbb{T}^4 \to G \). Then we find the (in general

\(^3\)It is equal to half the trace in the adjoint representation divided by the dual Coxeter number.
singular) gauge transformation which transforms \( A_0 \) into a time-independent field in the Cartan subalgebra.

In the untwisted case, \( z_{\mu\nu} = \mathbb{I} \), we may assume that the transition functions have the following properties

\[
U_0 = \mathbb{I}, \quad U_i(x^0 = 0, \vec{x}) = \mathbb{I}, \quad i = 1, 2, 3, \quad \text{so that} \quad U_i(x + b_0) = U_i(x).
\]  (2.1)

In [7] it was shown by explicit construction that there exist untwisted (i.e. \( z_{\mu\nu} = \mathbb{I} \)) transition functions satisfying (2.1) in all instanton sectors. The condition that \( U_0 = \mathbb{I} \) is simply the statement that our gauge fields are periodic in time. Since the transition functions are trivial on the time slice \( x^0 = 0 \), and hence with (2.1) also on the time slice \( x^0 = \beta \), the path ordered exponential \( \mathcal{P}(\beta, \vec{x}) \) is periodic in the three spatial directions (see (1.2)).

In the presence of magnetic twists (i.e. at least one of the \( z_{ij} \neq \mathbb{I} \)) it is no longer possible to attain (2.1). However, one can still arrange for the transition functions to be independent of \( \vec{x} \) on the time slice \( x^0 = 0 \). In appendix A we prove that there exist transition functions with the following properties

\[
U_0 = \mathbb{I}, \quad U_i(x^0 = 0, \vec{x}) = \omega_i, \quad \text{so that} \quad U_i(x^0 = \beta, \vec{x}) = \omega_i z_{0i},
\]  (2.2)

where the \( \omega_i \) are independent of \( \vec{x} \) and satisfy the ‘twist eating’ conditions

\[
\omega_i \omega_j = z_{ij} \omega_j \omega_i, \quad i, j = 1, 2, 3,
\]  (2.3)

which follow from the cocycle conditions for the \( U_i \) at time \( x^0 = 0 \). For example, consider \( SU(2) \) gauge theory with the following magnetic twists \( z_{12} = -\mathbb{I}, \quad z_{23} = z_{31} = \mathbb{I} \). Then a possible choice of \( \omega_i \)'s is \( \omega_1 = i\sigma_1, \quad \omega_2 = i\sigma_2, \quad \omega_3 = \mathbb{I} \), where the \( \sigma_i \) are the Pauli matrices. Twist eaters satisfying (2.3) are known to exist for arbitrary twists in \( SU(N) \) gauge theories [10]. Twist eaters for the other simple Lie groups are constructed in appendix A.

Now we use the properties of the transition functions to obtain a relation for the instanton number in terms of the Polyakov loop. Consider the following gauge transformation

\[ V(x^0, \vec{x}) = \mathcal{P}(x^0, \vec{x}), \]

where \( \mathcal{P}(x^0, \vec{x}) \) is the path ordered exponential in (1.1) which in general is non-periodic in time. For brevity we use the notation

\[ \mathcal{P}(\vec{x}) := \mathcal{P}(\beta, \vec{x}). \]  (2.4)

Using (1.2,1.4,2.1), the gauge transformed transition functions are

\[ U_0^V = \mathcal{P}(\vec{x}), \quad U_i^V = \omega_i. \]

The new \( U_0 \) is simply the path ordered exponential \( \mathcal{P}(\vec{x}) \), while the transformed spatial transition functions are constant matrices. Applying the well known formula for the instanton number in terms of the transition functions [17] yields
\[ q = \frac{1}{24\pi^2} \int_{\mathbb{T}^3} \epsilon_{0ijk} \text{Tr} \left[ (P^{-1} \partial_i P)(P^{-1} \partial_j P)(P^{-1} \partial_k P) \right], \]  

(2.5)

where \( P = P(\vec{x}) \), and \( \mathbb{T}^3 = \{ x \in \mathbb{T}^4 | x^0 = 0 \} \). We emphasize that (2.5) is only valid when the (original) transition function satisfy (2.2). Another useful consequence of (2.2) is that \( P(\vec{x}) \) has very simple periodicity properties

\[ P(\vec{x} + b_i) = z_{0i} \omega_i^{-1} P(\vec{x}) \omega_i, \quad i = 1, 2, 3. \]  

(2.6)

In particular, \( P(\vec{x}) \) is completely periodic in the absence of twists.

Now we follow [18, 19, 20, 7, 8] and seek a (time-periodic) gauge transformation, \( V(x) \), for which the gauge transformed \( A_0 \) is independent of time and in the Cartan subalgebra. Consider the time-periodic gauge transformation

\[ V(x^0, \vec{x}) = P(x^0, \vec{x}) P^{-x^0/\beta}(\vec{x}) W(\vec{x}), \]  

(2.7)

where \( P(x^0, \vec{x}) \) is the path ordered exponential (1.1), and \( W(\vec{x}) \) diagonalizes \( P(\vec{x}) \), i.e.

\[ P(\vec{x}) = W(\vec{x}) D(\vec{x}) W^{-1}(\vec{x}), \quad D(\vec{x}) = \exp[2\pi i h(\vec{x})], \]  

(2.8)

with \( h(\vec{x}) \) in the Cartan subalgebra \( \mathcal{H} \). The fractional power of \( P \) is defined via the diagonalization of \( P \). It follows at once that the gauge transformed \( A_0 \) reads

\[ A_0^V = \frac{2\pi}{\beta} h(\vec{x}), \]  

(2.9)

which is indeed independent of time and in the Cartan subalgebra. Whereas \( P(\vec{x}) \) is smooth the factors \( W(\vec{x}) \) and \( D(\vec{x}) \) in the decomposition (2.8) are in general not. The classification and implications of these singularities are investigated in sections 4-7.

## 3 Fundamental domains

The mapping \( h(\vec{x}) \rightarrow D(\vec{x}) \) in (2.8) from the Cartan subalgebra to the toroidal (Cartan) subgroup is not one to one. In this section we shall find domains \( \mathcal{M} \) in the Cartan subalgebra such that this mapping becomes bijective. We shall choose domains which are left invariant under the action of the Weyl group \( \mathcal{W} \). If \( w \) is a Weyl reflection, then \( Ww \) diagonalizes \( P \) in (2.8) if \( W \) does. We shall fix this residual gauge freedom, under which \( D \rightarrow w D w^{-1} \), by restricting \( h \) to one Weyl chamber. The intersection of a Weyl chamber with the ‘Weyl invariant’ domain \( \mathcal{M} \) defines our fundamental domain \( \mathcal{F} \). \( \mathcal{F} \) is in one to one correspondence with the toroidal subgroup modulo Weyl transformations or equivalently with the conjugacy classes of \( G \). The main result of this section is that \( \mathcal{F} \) is the simplicial box with the extremal points (3.7).
Our Lie algebra conventions are as follows: Let $H_k$, $k = 1, \ldots, r$ be an orthogonal basis of the Cartan subalgebra $\mathcal{H}$,

$$\text{Tr } H_k H_l = \frac{|\alpha_L|^2}{2} \delta_{kl},$$

which are diagonal in a given representation\(\text{[4]}\).

$$H_k |\mu \rangle = \mu_k |\mu \rangle \quad \text{and} \quad [H_k, E_\alpha] = \alpha_k E_\alpha.$$  

We normalize the roots such that the long roots have length $\sqrt{2}$, i.e. $(\alpha_L, \alpha_L) = 2$, and the $H_k$ become orthonormal. \textit{Throughout this paper we identify} $\sum \rho_k H_k = \rho \cdot H \in \mathcal{H}$ \textit{with} $\rho \in \mathbb{H}$. Let

$$\alpha_{(i)} , \mu_{(i)} , \alpha_{(i)}^\vee = \frac{2\alpha_{(i)}}{(\alpha_{(i)}, \alpha_{(i)})} \quad \text{and} \quad \mu_{(i)}^\vee = \frac{2\mu_{(i)}}{(\alpha_{(i)}, \alpha_{(i)})}, \quad i = 1, \ldots, r \quad (3.1)$$

be the simple roots, fundamental weights, co-roots and co-weights, respectively:

$$\begin{align*}
(\alpha_{(i)}, \alpha_{(j)}^\vee) = & K_{ij}, \\
(\alpha_{(i)}^\vee, \mu_{(j)}) = (\alpha_{(i)}, \mu_{(j)}^\vee) = & \delta_{ij}, \quad (\mu_{(i)}, \mu_{(j)}^\vee) = (K^{-1})_{ij}. \quad (3.2)
\end{align*}$$

We used that the simple roots and fundamental weights are related by the Cartan matrix,

$$\alpha_{(i)} = \sum_{j=1}^{r} K_{ij} \mu_{(j)}.$$  

The fundamental weight-states (which are the highest weight states of the $r$ fundamental representations) and states in the adjoint representation obey

$$\begin{align*}
\alpha_{(i)}^\vee \cdot H |\mu_{(j)} \rangle = & \delta_{ij} |\mu_{(j)} \rangle \quad \text{and} \quad \mu_{(i)}^\vee \cdot H |\alpha_{(j)} \rangle = \delta_{ij} |\alpha_{(j)} \rangle. \quad (3.3)
\end{align*}$$

The most negative root $\alpha_{(0)}$ and its co-root $\alpha_{(0)}^\vee$ define the integral \textit{Coxeter numbers} $n_i$ and \textit{dual Coxeter numbers} $n_i^\vee$:

$$\begin{align*}
0 = & \alpha_{(0)} + \sum_{i=1}^{r} n_i \alpha_{(i)} \equiv \sum_{\sigma=0}^{r} n_{\sigma} \alpha_{(\sigma)} \quad \text{and} \quad 0 = \alpha_{(0)}^\vee + \sum_{i=1}^{r} n_i^\vee \alpha_{(i)}^\vee \equiv \sum_{\sigma=0}^{r} n_{\sigma}^\vee \alpha_{(\sigma)}^\vee,
\end{align*}$$

where we have defined $n_0 = n_0^\vee = 1$. The (dual) Coxeter numbers are listed in appendix A. For later convenience we assign to $\alpha_{(0)}$ the co-weight $\mu_{(0)}^\vee = 0$.

The fundamental domains we seek are intimately related to the center elements of the group. Thus it is useful to find conditions on $\rho \cdot H \in \mathcal{H}$ such that $\exp(2\pi i \rho \cdot H)$ is in the center $\mathcal{Z}$. Center elements are the identity in the adjoint representation. Because of the second set of equations in (3.3) they must be powers of

$$z_i = \exp \left(2\pi i \mu_{(i)}^\vee \cdot H \right).$$

\(\text{[4]}\)\

\(\text{We use the same symbol } H_k \text{ for } H_k \text{ in any representation.} \)
In an irreducible representation a center element acts the same way on all states. Hence, a necessary and sufficient condition for \( z_i \neq 1 \) is that

\[
z_i |\mu(j)\rangle = \exp \left( 2\pi i K^{-1}_{ji} \right) |\mu(j)\rangle \neq |\mu(j)\rangle,
\]

or that \( K^{-1}_{ji} \notin \mathbb{Z} \)

for at least one fundamental weight \( \mu(j) \). Here we have used that the inner products of the weights with the co-weights yield the inverse Cartan matrix, see (3.2). The order of the center group is just \( \det(K) \). The centers and their generators are listed in appendix A.

Let us now find a suitable domain in the Cartan subalgebra which is mapped bijectively into the toroidal subgroup. The elements

\[
\exp \left( 2\pi i \rho \cdot H \right)
\]

in the toroidal subgroup are the identity if \( \rho \) is in the integral co-root lattice, i.e. the lattice spanned by the simple co-roots \( \alpha_i^\vee \) (see (3.2)). Thus, the convex region \( \mathcal{M} \) defined by the intersecting half-spaces \( (\rho, \alpha) \leq 1 \), where \( \alpha \) is an arbitrary root, is in one to one correspondence with the toroidal subgroup of the gauge group. This set is invariant under the action of the Weyl group \( \mathcal{W} \) and is given by

\[
\mathcal{M} = \{ \rho \mid (\rho, \alpha) \leq 1 \text{ for all roots } \alpha \}. \tag{3.4}
\]

Now we may fix the residual Weyl reflections by further assuming that \( \rho \sim \rho \cdot H \) is in the Weyl chamber defined by

\[
\{ \rho \mid (\rho, \alpha_i) \geq 0 \text{ for all simple roots } \alpha_i \}. \tag{3.5}
\]

The inner product of a vector \( \rho \) in this Weyl chamber with the highest root \( -\alpha_{(0)} \) is always greater or equal to the inner product with any other root. It follows that the conditions (3.4,3.3), which define the fundamental domain \( \mathcal{F} \), simplify to

\[
\mathcal{F} = \{ \rho \mid (\rho, \alpha_{(0)}) \geq 0, -(\rho, \alpha_{(0)}) \leq 1 \}. \tag{3.6}
\]

\( \mathcal{F} \) is a simplex bounded by \( r + 1 \) hyperplanes orthogonal to the roots \( \{ \alpha_{(\sigma)} \} = \{ \alpha_{(0)}, \alpha_{(i)} \} \). In what follows we call the plane orthogonal to \( \alpha_{(\sigma)} \) the \( \sigma \)-plane, \( \sigma \in \{0, i\} \). The \( i \)-planes all meet at the origin. Since \( \alpha_{(0)} \) is a long root the last condition in (3.6) means that the 0-plane orthogonal to \( \alpha_{(0)} \) goes through \( -\alpha_{(0)}^\vee /2 \). The roots \( \alpha_{(\sigma)} \) point inside the box.

An equivalent definition of \( \mathcal{F} \) is that \( \mathcal{F} \) is the convex set with extremal points

\[
\{ 0, \frac{1}{n_1} \mu_{(1)}, \frac{1}{n_2} \mu_{(2)}, \cdots, \frac{1}{n_r} \mu_{(r)} \}. \tag{3.7}
\]

This can be seen by expanding \( \rho \) in terms of the co-weights

---

\(^{5}\)On the boundary of the so defined set we have to identify points differing by a vector \( \alpha_i^\vee \), i.e. we have to remove half of the boundary to get a one to one correspondence.

\(^{6}\)The hyperplane \( (\rho, \alpha) = 1 \) is orthogonal to \( \alpha_i^\vee \) and goes through \( \alpha_i^\vee /2 \).
\[ \mathcal{F} = \left\{ \rho = \sum_i \xi_i \mu^\vee_{(i)} \mid \xi_i \geq 0, \ (n, \xi) \leq 1 \right\}, \]  

(3.8)

where \( n = (n_1, \ldots, n_r) \) being the \( r \)-vector formed from the Coxeter labels. For example, the fundamental domains \( \mathcal{F} \) for the \( A_r \) and \( C_r \) groups are the simplicial boxes with extremal points \( \{0, \mu(i), \ i = 1, \ldots, r\} \) (recall, that we have chosen \( |\alpha_L|^2 = 2 \)). Also, if \( \alpha_1 \) and \( \alpha_r \) are the long and short roots at the endpoints of the \( B_r \)-Dynkin-diagram, the fundamental domain for \( B_r \) is the convex set with extremal points

\[ \{0, \mu(1), \frac{1}{2} \mu(2), \frac{1}{2} \mu(3), \ldots, \frac{1}{2} \mu(r-1), \mu(r)\}. \]

The fundamental domains \( \mathcal{F} \) and the center elements for the gauge groups of rank 2 are depicted in fig.1. The fundamental domain of \( A_2 \) is an equilateral triangle, that of \( B_2 \) half a square, that of \( G_2 \) half of an equilateral triangle and that of \( A_1 \times A_1 \) is a square. The reflections on the \( r \) walls of \( \mathcal{F} \) through 0 generate the Weyl group \( \mathcal{W} \) of \( G \) and give rise to \( \mathcal{M} \).

Since \((\alpha(0), \alpha(i)) \leq 0\), the highest root \(-\alpha(0)\) is always inside the Weyl chamber or on its boundary. Indeed, for all groups with the exception of \( A_2 \) \(-\alpha(0)\) lies on the boundary of \( \mathcal{F} \). From the extended Dynkin diagram[see fig.2] one reads off that for all but the \( A_r \) algebras the highest root is orthogonal to \( r - 1 \) simple roots. Hence it must be proportional to the weight \( \mu(i) \) corresponding to the simple root \( \alpha(i) \) with \((\alpha(i), \alpha(0)) \neq 0\).

Although our strategy is to work in the covering group with suitably restricted twists rather than directly dealing with arbitrary representations, we could in principle do without twists if we used transition functions and fundamental domains \( \mathcal{F}_R \) appropriate to the representation \( R \). Actually it is quite straightforward to construct domains \( \mathcal{F}_R \) for any representation. The volume of such domains is always less than or equal to that of \( \mathcal{F} \); more precisely

\[ \text{Vol}(\mathcal{F}_R) = \frac{\text{Vol}(\mathcal{F})}{|C_R|}, \]

where \( C_R \) is the subgroup of the center \( C \) which is mapped to the identity by going from the covering group to the representation \( R \) and \( |C_R| \) is its order. For a given group, the domain with the smallest volume is that for the adjoint representation since the center is trivial in this case. The fundamental domains for the adjoint representation for the rank two groups are shown in figure 1.

4 Defects

Although the Polyakov loop operator itself is smooth for smooth gauge potentials the factors \( W(\vec{x}) \) and \( D(\vec{x}) \) in the decomposition \((2.8)\) are in general not. In this section we

\footnote{One adds the most negative root \( \alpha(0) \) to the system of simple roots \( \alpha(i) \) and uses the well-known rules to draw the Dynkin diagram of this extended system of roots.}
shall see that singularities (so called defects) occur at points $\vec{x}$ at which $h(\vec{x})$ is on the boundary of the fundamental domain $F$. At such defects the residual gauge freedom is enlarged. We shall explicitly determine the residual gauge groups at the various defects.

From now on we shall assume that $h(\vec{x})$ is in the fundamental domain $F$. Then (2.8) assigns a unique $D(\vec{x})$ (and thus a unique $h(\vec{x}) \in F$) to each Polyakov loop operator since we have fixed the Weyl reflections. However, the diagonalizing matrix $W(\vec{x})$ in (2.8) is determined only up to right-multiplication with an arbitrary matrix commuting with $D(\vec{x})$

$$W(\vec{x}) \rightarrow W(\vec{x})V(\vec{x}), \quad V(\vec{x})D(\vec{x})V^{-1}(\vec{x}) = D(\vec{x}), \quad D(\vec{x}) = e^{2\pi i h(\vec{x})}. \quad (4.1)$$

At each point the residual gauge transformations $V(\vec{x})$ form a subgroup of $G$, the centralizer of $D(\vec{x})$ in $G$, denoted by $C_{D(\vec{x})}(G)$. The centralizer contains the toroidal subgroup of $G$. 

Figure 1: Roots, fundamental weights, center elements, centralizer subgroups and fundamental domains $F$ for the rank 2 case shown. The shaded regions inside $F$ are the fundamental domains for the adjoint representations.
Figure 2: The extended Dynkin diagrams, o: long roots, •: short roots, 0: most negative roots (vertices are labelled as in [22]).

At points where the centralizer is just the toroidal subgroup we can smoothly diagonalize the Polyakov loop operator. However, at points where the centralizer is non-Abelian \( \mathcal{P}(\vec{x}) \) has degenerate eigenvalues and there are obstructions to diagonalizing \( \mathcal{P}(\vec{x}) \) smoothly [7, 9, 10]. For what follows it is useful to define the defect manifold

\[
\mathcal{D} = \{ \vec{x} \in \mathbb{T}^3 | \mathcal{C}_{D(\vec{x})}(G) \neq U^r(1) \}
\] (4.2)

on which the centralizer is non-Abelian. In the special case \( G = SU(2) \) the defect manifold is \( \mathcal{D} = \{ \vec{x} \in \mathbb{T}^3 | \mathcal{P}(\vec{x}) = \pm \mathbb{1} \} \). A defect \( D_i \) is understood to be a connected subset of \( \mathcal{D} \).

In the neighborhood of a defect the diagonalization is in general not smoothly possible and the gauge fixing will be singular. Note that \( \mathcal{D} \) is invariant under time-periodic gauge transformations so that the positions of the defects are gauge invariant.

Now we are going to classify the various defects which arise in our gauge fixing. To do that we expand \( h(\vec{x}) \) in (4.1) into a basis of the Lie algebra as

\[
h(\vec{x}) = \rho(\vec{x}) \cdot H
\]

so that

\[
D(\vec{x}) E_{\alpha D(\vec{x})}^{-1} = e^{2\pi i \rho(\vec{x})} E_{\alpha D(\vec{x})}.
\]

We see that \( D(\vec{x}) \) commutes with the subgroup \( SU(2) \) corresponding to \( \alpha \) if and only if \( (\rho(\vec{x}), \alpha) \) is integer-valued. For \( \rho \in \mathcal{F} \) in (3.6) this can only happen if \( \rho \) lies on the boundary of the fundamental domain. We parametrize \( \rho(\vec{x}) \) as in (3.8) so that

\[
D(\vec{x}) E_{\alpha(\sigma)} D(\vec{x})^{-1} = e^{2\pi i (\xi(\vec{x}), n)} E_{\alpha(\sigma)}.
\]

Therefore \( D \) commutes with the \( SU(2) \)-subgroup corresponding to the simple roots \( \alpha(\sigma) \) if and only if \( (\xi, n) = 1 \). In other words, the centralizer contains the \( SU(2) \) corresponding to \( \alpha(\sigma) \) if the defect is on the \( \sigma \)-plane, i.e. the plane perpendicular to \( \alpha(\sigma) \).

The centralizer of \( D(\vec{x}) \) generated by these \( SU(2) \) subgroups can be read off from the extended Dynkin diagram (see fig2) as follows: keep the vertex \( \sigma \) assigned to the root \( \alpha(\sigma) \in \{ \alpha(0), \alpha(\sigma) \} \) in the extended Dynkin diagram if and only the defect lies on the \( \sigma \)-plane. Remove the other vertices and bonds attached to them. The remaining diagram
is then just the Dynkin diagram belonging to the semisimple factor of the centralizer. To obtain the complete centralizer group we must multiply with as many \( U(1) \)-factors as are needed to get a group of rank \( r \).

Let us illustrate how this works for the simply laced groups \( G = A_r \) for which the fundamental domains \( \mathcal{F} \) can be parametrized as

\[
\rho = \sum_{i=1}^{r} \xi_i \mu_{(i)}^\vee, \quad \xi_i \geq 0, \quad \xi_0 \equiv 1 - \sum_{i=1}^{r} \xi_i \geq 0.
\]

The extremal points of the fundamental domain are \( \{ \mu_{(\sigma)}^\vee \} \) and they correspond to the \( r+1 \) center elements of \( A_r \). If just one \( \xi_\sigma \) vanishes then \( \rho \) lies inside the \( (r-1) \)-dimensional \( \sigma \)-plane. and we must keep the vertex \( \sigma \) in the extended Dynkin of \( A_r \), i.e. the leftmost diagram in fig.2. The corresponding centralizer is \( A_1 \times U^{r-1}(1) \). We call such defects with minimal non-Abelian centralizers basic defects. If \( \xi_\sigma \) and \( \xi_{\sigma'} \) vanish in which case the defect lies both on the \( \sigma \)- and \( \sigma' \)-plane, then we must keep the two vertices \( \sigma \) and \( \sigma' \) in the extended Dynkin diagram. If they are neighbors in figure 2, then the centralizer is \( A_2 \times U^{r-2}(1) \), otherwise it is \( A_1 \times A_1 \times U^{r-2}(1) \). In the extreme case where just one \( \xi_\sigma \) does not vanish (then \( \rho \) is one of the extremal points of \( \mathcal{F} \)) we must retain all vertices with the exception of the vertex \( \sigma \). We get the Dynkin diagram of \( A_r \) and the centralizer is the whole gauge group. By scanning the whole boundary of \( \mathcal{F} \) comprising of \( r-1 \)-dimensional, \( r-2 \)-dimensional, . . . ,1-dimensional simplices and the extremal points we obtain all stabilizer subgroups of \( G \).

5 Quantization of the magnetic charges

In this section we define the Abelian magnetic potential \( A_{mag}(\vec{x}) \) associated with the partial gauge fixing and show that the magnetic charge of any defect is quantized. Away from the defects the centralizer of \( D(\vec{x}) \) is \( U^r(1) \) and \( W(\vec{x}) \) in (2.8) is unique up to a residual Abelian gauge transformation (4.1):

\[
W(\vec{x}) \rightarrow W(\vec{x})V(\vec{x}) \quad \text{with} \quad V(\vec{x}) = e^{-i\lambda(\vec{x})} \in U^r(1) \quad \text{on} \quad \mathcal{D}^c. \tag{5.1}
\]

If we append to each point in \( \mathcal{D}^c \) the set of all diagonalizing matrices \( W(\vec{x}) \) we obtain a \( U^r(1) \) principal bundle over \( \mathcal{D}^c \). If we can find a smooth global section in this bundle then the diagonalization is smoothly possible outside of the defects, see also [23]. To investigate the structure of the bundle we employ the Abelian \( U^r(1) \) gauge potential, \( A_{mag}(\vec{x}) \), obtained by projecting the pure gauge \( A(\vec{x}) = iW^{-1}(\vec{x})dW(\vec{x}) \) onto the Cartan subalgebra, i.e.

\[
A_{mag}(\vec{x}) := A_c(\vec{x}),
\]

where the subscript \( c \) denotes projection onto the Cartan subalgebra of \( G \). This potential is singular at the defects and on Dirac strings joining the defects. Under a residual gauge transformation (5.1) the gauge potentials transform as

\[
A_{mag} \rightarrow A_{mag} + i(V^{-1}dV)_c = A_{mag} + d\lambda \quad \text{on} \quad \mathcal{D}^c.
\]
Since $A$ is pure gauge the corresponding field strength is given by
\[ F_{\text{mag}} = dA_{\text{mag}} = i(A \wedge A)_c, \tag{5.2} \]
and it is invariant under residual $U^r(1)$-gauge transformations.

Next we will show that a defect may carry $r$ quantized magnetic charges \cite{24}. For each defect these charges form a matrix $Q_M$ in the Cartan subalgebra $\mathcal{H}$,
\[ Q_M = \frac{1}{2\pi} \int_{\mathcal{S}} F_{\text{mag}}. \tag{5.3} \]
Here $\mathcal{S}$ is a surface surrounding the defect $\mathcal{D}_i$. Excluding walls extending over the whole 3-torus this surface is either a 2-sphere or a 2-torus (see fig.3). For each $U(1)$ the magnetic charge is just the instanton number of an Abelian gauge model on $S^2$ or $T^2$ \cite{25, 26} and hence is quantized. More explicitly, the magnetic charges are the winding numbers of the map $\exp(i\lambda) : S^1 \rightarrow U^r(1)$,
\[ Q_M = \frac{1}{2\pi} \oint_{S^1} d\lambda, \]
where $S^1$ is in the overlap of the two patches $U_i$ one needs to cover $S^2$ or $T^2$. Since the gauge transformation $\exp(-i\lambda)$ is single valued on the overlap, $Q_M \in \mathcal{H}$ must satisfy
\[ e^{2\pi i Q_M} = \mathbb{1} \quad \text{for each defect}. \tag{5.4} \]
For simply connected $G$ this equality must hold on all states $|\mu\rangle$ and we find
\[ Q_M = \alpha^\vee \cdot H, \quad \text{where} \quad \alpha^\vee \in \text{co-root lattice}. \tag{5.5} \]
Thus we obtain the same magnetic charge quantization as uncovered by Goddard, Nuyts and Olive \cite{27} in their pioneering work on electric-magnetic duality in Yang-Mills-Higgs theories.

Figure 3: Two typical defects: a monopole and a magnetic loop with surrounding surfaces and overlap regions.
6 Instantons and magnetic monopoles

In this section we work with the simply connected covering group and exclude twists\footnote{See section 8 where we included twists for the relevant example $G = SU(3)$.}. Depending on the residual gauge symmetry in the defects we get different types of magnetic monopoles. There are $r + 1$ kinds of basic monopoles with minimal non-Abelian centralizer $SU(2) \times U_r(1)$, corresponding to the $r + 1$ hyperplanes which make up the boundary of the fundamental domain. We will show that a basic defect on the $\sigma$-plane has magnetic charge

$$Q_M = n \alpha^\vee_{(\sigma)} \cdot H, \quad \sigma \in \{0, 1, \ldots, r\}$$

with integer $n$. If we have a defect which is on two or more of the hyperplanes (which means that the Polyakov loop has more than two degenerate eigenvalues) then the magnetic charge of this defect is an integer combination of the co-roots perpendicular to these hyperplanes. Below we argue that in general the total magnetic charge of the defects on a given face gives the instanton number. For example, the magnetic charge of a defect on the 0-plane is $Q_M = (n \alpha^\vee_{(0)} + \beta^\vee) \cdot H$, $n \in \mathbb{Z}$, where $\beta^\vee$ is in the co-root lattice. This decomposition of the magnetic charge is unique, see below. Now the instanton number is simply

$$q = - \sum_{\text{defects on 0-plane}} n$$

(6.2)

This is our main result. Some illustrative examples of the use of this formula are given in section 8.

To derive the results (6.1, 6.2) we assume that:

- There are no wall defects\footnote{We can formally define the absence of walls as follows. Consider the extension of the defect manifold to $\mathbb{R}^3$, i.e. $\tilde{D} = \{x \in \mathbb{R}^3 | C_D(x) \neq U_r(1)\}$ There are no walls if $\tilde{D}^c = \mathbb{R}^3 \setminus \tilde{D}$ is connected.}

- Inside a defect the centralizer $C_D(\tilde{x})$ is uniform.

The first assumption is a reflection of the fact that one cannot surround a wall defect with a closed surface and so it is not obvious how to define the magnetic charge of such a defect. The second assumption is made to avoid the complication of ‘defects within defects’. It may be possible to drop this requirement.

Our arguments are based on the observation that

$$l \int_{\mathbb{T}^3} \text{Tr}(P^{-1}dP)^3 = \int_{\mathbb{T}^3} \text{Tr}(P^{-l}dP^l)^3$$

(6.3)

and furthermore
\[ \text{Tr}(P^{-1}dP)^3 = dA^{(\sigma)}, \quad \sigma \in \{0, i\} \] (6.4)

where the 2-forms are

\[ A^{(\sigma)} = -12l \pi i \text{Tr} \left[ A \wedge A \left( h - \frac{1}{n_\sigma} \mu^{(\sigma)}_\vee \cdot H \right) \right] + 3 \text{Tr} \left[ AD^{-l} \wedge AD^l \right]. \] (6.5)

Here \( l \) is the least common multiple of the Coxeter labels \( n_i \) and as before \( \mu^{(0)}_\vee \equiv 0 \) and \( n_0 \equiv 1 \). We prove this crucial identity in appendix B. These 2-forms are well defined outside the defects, because they are invariant under the residual Abelian gauge transformations (5.1). Both terms in (6.5) may be singular at defects. However, in the following section we will show that \( A^{(\sigma)} \) can be singular only at defects on the \( \sigma \)-plane or equivalently at defects whose centralizers have \( \alpha^{(\sigma)} \) as root,

\[ A^{(\sigma)} \text{ singular } \iff \text{defect is on } \sigma \text{ plane } \iff \alpha^{(\sigma)} \text{ is a root of defect centralizer.} \quad (6.6) \]

Actually, in (6.5) we could have subtracted an arbitrary constant Lie algebra element from \( h(\vec{x}) \) and (6.3) would still hold true. But the smoothness conditions (6.6) only hold if this constant element is an extremal point of the fundamental domain and if

\[ \exp \left( 2\pi i \frac{l}{n_\sigma} \mu^{(\sigma)}_\vee \cdot H \right) \]

is a center element. Thus we take for \( l \) in (6.3) the least common multiple of the Coxeter labels \( n_i \). For example \( l = 1 \) for the \( A_r \) series and \( l = 2 \) for the other classical groups.

Now we make use of (6.3) to relate the magnetic charges of the defects on the 0-plane to the instanton number. Away from defects on the 0-plane \( A^{(0)} \) is regular. Now we surround each defect \( D \) on the 0-plane with a closed surface \( S \) and pick a two form \( A^{(i)} \) which is smooth inside \( S \), see fig.4. Since a defect can lie on at most \( r \) of the \( r + 1 \) faces constituting the boundary of \( F \) there is always at least one such regular two form. With (1.5, 6.3) the
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Figure 4: We must choose two forms \( A^{(i_p)} \) which are regular inside spheres \( S_p \) containing a defect on the inhomogeneous 0-face.
instanton number reads

\[ q = \frac{1}{24\pi^2l} \int_{\text{outside}} dA^{(0)} + \frac{1}{24\pi^2l} \sum_p \int_{S_p} dA^{(i_p)} = \frac{1}{24\pi^2l} \sum_p \int_{S_p} (A^{(i_p)} - A^{(0)}), \quad (6.7) \]

where, since \( A^{(0)} \) is periodic on \( T^3 \), we get no contributions from the ‘boundary of the torus’. Using (6.7) we obtain

\[ A^{(i)} - A^{(0)} = \frac{12\pi i l}{n_i} \text{Tr} \left( A \wedge A \mu_i \cdot H \right). \]

Since the magnetic field \( F_{\text{mag}} \) is the projection to the Cartan of \( iA \wedge A \) we find

\[ A^{(i)} - A^{(0)} = \frac{12\pi l}{n_i} \text{Tr}(F_{\text{mag}} \mu^\vee_i \cdot H) \quad (6.8) \]

and end up with

\[ q = \sum_{D_p} \frac{1}{n_i} \text{Tr} \left( Q_M \mu^\vee_i \cdot H \right), \quad (6.9) \]

where we used (5.3). The sum extends over defects on the inhomogeneous 0-plane. Let us have a closer look at the contribution

\[ \frac{1}{n_i} \text{Tr} \left( Q_M \mu^\vee_i \cdot H \right) \quad (6.10) \]

of a given defect on the 0-plane. Consider first a basic defect with minimal non-Abelian centralizer. Then all two forms \( A^{(i)}, i \in \{1, \ldots, r\} \) are regular and must lead to the same contribution (6.10). We see at once that the magnetic charge must be proportional to \( \alpha^{\vee}_{(0)} \),

\[ Q_M = n\alpha^{\vee}_{(0)} \cdot H, \quad n \in \mathbb{Z} \]

and it contributes \( n \) to the instanton number.

A non-basic defect on the inhomogeneous face must also lie on at least one of the homogeneous faces, say the \( i \)-plane. For such a defect we must not take the corresponding singular \( A^{(i)} \) in (6.7) or \( \mu^\vee_i \) in (6.10). We see that \( Q_M \) may be an integer linear combination of \( \alpha^{\vee}_{(0)} \) and \( \alpha^{\vee}_{(i)} \). More generally, if the defect lies on the 0-plane and several homogeneous planes, then

\[ Q_M = \left( n\alpha^{\vee}_{(0)} + \sum m_i \alpha^{\vee}_{(i)} \right) \cdot H, \quad m_i \neq 0 \quad \text{if defect is not on plane } i. \quad (6.11) \]

Since a defect on the 0-plane can at most sit on \( r - 1 \) of the \( r \) homogeneous planes, the representation (6.11) for the magnetic charge is unique.

\footnote{For twisted gauge fields there are surface contributions, see section 8.}
Outside of the defects we could have taken any $A^{(\sigma)}$ instead of $A^{(0)}$. Then only defects on the $\sigma$-plane would contribute to the instanton number and we would find

$$q = -\sum_{\text{defects on } \sigma\text{-plane}} \text{Tr} \left( Q_M (\mu^\vee_\rho - \mu^\vee_\sigma) \cdot H \right).$$

Again the contribution of a given defect must not depend on $\rho$ if the corresponding two form $A^{(\rho)}$ is regular on the defect. As above we conclude that the magnetic charge of a defect is in the co-root lattice of the defect centralizer,

$$Q_M = (n\alpha^\vee_\sigma + \sum m_\rho \alpha^\vee_\rho) \cdot H, \quad m_\rho \neq 0 \quad \text{if defect is not on plane } \rho,$$

and that the instanton number is

$$q = -\sum_{\text{defects on } \sigma\text{-plane}} n.$$

### 7 Higgs fields

In this section we consider a parametrization of $\mathcal{P}(\vec{x})$ in terms of static ‘Higgs’ fields. This may seem to be a backward step since we are encoding a smooth group-valued object, $\mathcal{P}(\vec{x})$, in terms of $r + 1$, in general singular, Lie algebra-valued fields. However the Higgs fields facilitate a very direct proof that the $A^{(\sigma)}$ 2-forms introduced in the previous section have the stated smoothness properties. Moreover, we shall see that the magnetic charges of the defects can be related to Higgs winding numbers around the defects.

One can define a ‘basic’ Higgs field, $\phi^{(0)}$, as follows

$$\mathcal{P}(\vec{x}) = \exp \left[ 2\pi i \phi^{(0)}(\vec{x}) \right] \quad \text{with} \quad \phi^{(0)}(\vec{x}) = W(\vec{x}) h(\vec{x}) W^{-1}(\vec{x}). \quad (7.1)$$

Now, $\phi^{(0)}(\vec{x})$, is smooth everywhere except for the inhomogeneous 0-plane. This follows because the centralizer of $D(\vec{x})$ commutes with $h(\vec{x})$ unless $(\rho, \alpha_{(0)}) = -1$. It is possible to define ‘alternative’ Higgs fields which are smooth on the 0-plane, but singular on one of the homogeneous $i$-planes, i.e. consider

$$\phi^{(i)} = W(\vec{x}) \left( h(\vec{x}) - \frac{1}{n_i} \mu^\vee_i \cdot H \right) W^{-1}(\vec{x}), \quad i = 1, 2, \ldots, r. \quad (7.2)$$

$n_i$ being the $i$’th Coxeter label. The field $\phi^{(i)}$ is smooth everywhere except points on the $i$-plane. The relation between the Polyakov loop and the alternative Higgs fields is as follows

$$[\mathcal{P}(\vec{x})]^{n_i} z_i = \exp \left[ 2\pi i m_i \phi^{(i)}(\vec{x}) \right],$$

where $z_i$ is the center element $\exp[2\pi i \mu^\vee_i \cdot H]$. The $r + 1$ Higgs fields $\phi^{(\sigma)}$, $\sigma \in \{0, i\}$ ‘cover’ the group in the sense that it is possible to partition $\mathbb{T}^3$ into patches, so that in each patch at least one of the Higgs fields is smooth.
In the previous section we wrote $\text{Tr}(\mathcal{P}^{-1}d\mathcal{P})^3$ as the derivative of two forms $A^{(\sigma)}$. We claimed that $A^{(\sigma)}$ is only singular on the $\sigma$-plane. In other words, wherever $\phi^{(\sigma)}$ is smooth $A^{(\sigma)}$ is smooth. This is obvious in the light of the following identity

\[
A^{(\sigma)} = 12\pi^2 l^2 \int_0^1 ds(s-1) \text{Tr} \left[ \exp(2\pi isl\phi^{(\sigma)})d\phi^{(\sigma)} \wedge \exp(-2\pi isl\phi^{(\sigma)})d\phi^{(\sigma)} \right],
\]

where as before $l$ is the least common multiple of the Coxeter labels\[^{11}\].

We now show that the magnetic field, $F_{\text{mag}}$ can be written in terms of the Higgs fields. Using the fields $\phi^{(i)}$ one can construct normalized Higgs fields $\hat{\phi}^{(i)}$ as follows

\[
\hat{\phi}^{(i)}(\vec{x}) = \phi^{(0)}(\vec{x}) - \phi^{(i)}(\vec{x}) = W(\vec{x}) \frac{\mu_{\gamma}^{(i)}}{n_i} \cdot H W(\vec{x})^{-1}.
\]

In terms of the normalized Higgs fields, the magnetic fields are

\[-\frac{1}{n_i} \text{Tr}(F_{\text{mag}}\mu_{\gamma}^{(i)} \cdot H) = \pi l^2 \int_0^1 ds(s-1) \text{Tr} \left[ \exp \left(2\pi isl\phi_{\gamma}^{(i)}\right) d\phi_{\gamma}^{(i)} \wedge \exp \left(-2\pi isl\phi_{\gamma}^{(i)}\right) d\phi_{\gamma}^{(i)} \right] \]

If the Coxeter label $n_i$ is unity, the integral reduces to

\[
\text{Tr}(F_{\text{mag}}\mu_{\gamma}^{(i)} \cdot H) = i \text{Tr} \left( \hat{\phi}^{(i)} d\hat{\phi}^{(i)} \wedge d\hat{\phi}^{(i)} \right).
\]

Let $S$ be a closed surface surrounding a defect. Since the centralizer of $\mu_{\gamma}^{(i)} \cdot H$ in $G$ is $K \times U(1)$, where $K$ is semi-simple, the normalized Higgs field $\hat{\phi}^{(i)}$ induces a map from $S$ into a coset space $C_i = G/(K \times U(1))$ with $\pi_2(C_i) = \mathbb{Z}$. That is to each normalized Higgs field $\hat{\phi}^{(i)}$ there is one associated winding number which can be identified with $\text{Tr} \left( Q_M(S)\mu_{\gamma}^{(i)} \cdot H \right)$.

For $SU(N)$ all the Coxeter labels are unity, and so

\[
F_{\text{mag}} = i \sum_{i=1}^{N-1} \alpha_{\gamma}^{(i)} \cdot H \text{Tr} \left( \hat{\phi}^{(i)} d\hat{\phi}^{(i)} \wedge d\hat{\phi}^{(i)} \right).
\]

For the groups $B_r$, $C_r$, $D_r$, $E_6$ and $E_7$ it seems that the magnetic field cannot be written trilinearly in normalised fields since (7.4) only applies if the relevant Coxeter label is one. For example the gauge group $E_7$ has only one unit Coxeter label, $n_7$. However, the Weyl orbit of $\mu_{\gamma}^{(7)}$ contains a linearly independent basis of the root space. To make this more concrete, consider the field

\[
\hat{\phi}_X = W(\vec{x}) X \cdot H W^{-1}(\vec{x}).
\]

A simple calculation shows that

\[
\text{Tr}(F_{\text{mag}}X \cdot H) = i \text{Tr} \left( \hat{\phi}_X d\hat{\phi}_X \wedge d\hat{\phi}_X \right),
\]

\[^{11}\]One can prove this identity by inserting $\phi = WDW^{-1}$ into the integral and comparing with equation (7.4). Alternatively, one can get it from the identity $\text{Tr}(e^{-\psi}de^{\psi})^3 = 3d \left[ \int_0^1 ds \left( s-1 \right) \text{Tr} \left( e^{-s\psi}d\psi \wedge e^{s\psi}d\psi \right) \right]$.  
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if and only if

\[(X, \alpha)^3 = (X, \alpha) \quad \text{for all roots } \alpha. \tag{7.5}\]

Clearly, \(X = \mu_{(i)}^\vee\) is a solution of \((7.3)\) if and only if \(n_i = 1\). But there are other solutions of \((7.3)\) apart from the co-weights with unit Coxeter; these correspond to Weyl reflections of the co-weights. In fact for \(B_r, C_r, D_r, E_6\) and \(E_7\) one can always find \(r\) linearly independent solutions of \((7.3)\) which we denote by \(X_i, \ i = 1, 2, \ldots, r\). Thus we have

\[F_{mag} = i \sum_{i=1}^r Y^i \cdot H \Tr \left( \dot{\varphi}^{(i)} d\varphi^{(i)} \wedge d\dot{\varphi}^{(i)} \right),\]

where now \(\varphi^{(i)} = \varphi_{X_i}\), and the \(Y^i\) are dual to the \(X_i\) in the sense that \((Y^i, X_j) = \delta^i_j\) (the \(Y^i\) are roots or Weyl reflections thereof). To each normalized Higgs field \(\varphi^{(i)}\) there is one associated winding number which can be identified with \(\Tr (Q_M X_i \cdot H)\).

For the groups \(E_8, F_4\) and \(G_2\) no solutions of \((7.3)\) exist.

8 \(SU(3)\)

In this section we illustrate the ideas of the previous sections by considering the relevant gauge group \(SU(3)\). In the instanton number calculation of chapter 6 we assumed that our matter transformed according to the covering group. Here we will also consider the case of matter in the adjoint representation by allowing for twists.

First we consider \(SU(3)\) with untwisted gauge fields, i.e. the Polyakov loop operator in the defining representation. The fundamental domain \(F\) has been depicted in figs. (1a,5). The magnetic charges of the three types of defects corresponding to the three edges of \(F\) are integer multiples of

\[
\alpha_{(1)}^\vee \cdot H = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \alpha_{(2)}^\vee \cdot H = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad \alpha_{(0)}^\vee \cdot H = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

Because of overall charge neutrality the magnetic charges of all defects must add up to zero,

\[\sum_{\text{all defects}} Q_M = 0.\]

Any cluster of magnetic monopoles connected by a Dirac string has vanishing magnetic charge. For example, if a monopole pair is uncharged no Dirac string, besides the one connecting the two monopoles, is needed. Since defects on the 0-plane for which \(Q_M = n \alpha_{(0)}^\vee \cdot H\) (ignoring ‘higher defects’) contribute to the instanton number as

\[q = \sum_{\text{defects on 0-plane}} \Tr (Q_M \mu_{(1)}^\vee \cdot H)\]
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Figure 5: The fundamental domain $\mathcal{F}$ for $G = A_2$ with elementary magnetic charges corresponding to the defects and a string network connecting different basic monopoles. Shown is a network with instanton number $-1$.

the monopole pair connected by a string in fig. does not contribute to the instanton number. The three monopoles connected by a Dirac string contribute $-1$ to the instanton number.

What about defects with larger centralizers? If $\mathcal{P}(\vec{x}) = z$, in which case $h(\vec{x})$ lies at an extremal point of $\mathcal{F}$ in fig., then $\mathcal{P}$ has maximal degeneracy and the centralizer is $A_2$. Such a defect has magnetic charge

$$Q_M = n_1 \alpha_{(1)}^\vee \cdot H + n_2 \alpha_{(0)}^\vee \cdot H = (n_1 - n_2)\alpha_{(1)}^\vee - n_2 \alpha_{(2)}^\vee ) \cdot H, \quad n_i \text{ integers}$$

and contributes with $-n_2$ to the instanton number.

Finally, let us switch to the adjoint representation. In principle we could do this by restricting $h(\vec{x})$ to the fundamental domain for the adjoint representation, see the shaded regions in fig. However this would lead to walls on which $W(x)$ is not smooth. A much easier approach is to work in the covering group but now with arbitrary twists. In general this leads to a fractional instanton number. Such fractional instanton numbers are related to a loss of charge neutrality and nonperiodicity of $\mathcal{P}(\vec{x})$ engendered by the twists.

For example consider the following set of twists $z_{01} = \exp[4\pi i/3]I = \exp[2\pi i\mu_{(1)}^\vee \cdot H], z_{23} = \exp[2\pi i/3]I = \exp[2\pi i\mu_{(2)}^\vee \cdot H]$, and all other twists the identity. This is an example of non-orthogonal twists, and leads to an instanton number of the form $q = \frac{1}{3} + n$ where $n \in \mathbb{Z}$. From the periodicity properties of $\mathcal{P}(\vec{x})$

$$\mathcal{P}(\vec{x} + b_i) = z_{0i} \omega_i^{-1} \mathcal{P}(\vec{x}) \omega_i, \quad i = 1, 2, 3$$

we obtain periodicity properties of $W(\vec{x}), D(\vec{x}) = \exp[2\pi i h(\vec{x})]$ and $h(\vec{x})$. In our example we get

$$h(\vec{x} + b_1) = w \left(h(\vec{x}) - \mu_{(2)}^\vee \cdot H\right) w^{-1},$$

where $\exp(-2\pi i\mu_{(2)}^\vee \cdot H) = z_{01}$ and $w$ corresponds to an element of the Weyl group, here a rotation of $2\pi/3$. The equation can be understood as follows. By multiplying $D(\vec{x})$ with
we shift \( h(\vec{x}) \) by the vector \(-\mu_{(2)} \cdot H\). Then we have to Weyl reflect this shifted vector back into the fundamental domain \( \mathcal{F} \) with \( w \). In \( \mathcal{F} \) itself this corresponds to a rotation with angle \( 2\pi/3 \) around the center of the equilateral triangle \( \mathcal{F} \). It follows that we get charge neutrality in the ‘tripled’ torus obtained by taking three adjoining tori in the \( x_1 \)-direction. If we have in the first torus a defect of one type then in the adjoining torus in the \( x_1 \) direction we have a defect with the next type of charge and so on, see fig. 6. In the \( x_2 \)-

Figure 6: In the twisted sector with \( q = 1/3 \) there maybe just one basic monopole in the torus. In the tripled torus we have charge neutrality.

and \( x_3 \)-directions \( h(\vec{x}) \) is periodic (\( z_{02} = z_{03} = 1 \)). The periodicity properties of \( W(\vec{x}) \) are given by

\[
W(\vec{x} + b_1) = W(\vec{x})w^{-1}R_1(\vec{x}) \quad \text{and} \quad W(\vec{x} + b_i) = \omega_iW(\vec{x})R_i(\vec{x}), \quad i = 2, 3,
\]

where \( \omega_1 \) and \( \omega_2 \) are twist eaters such that \( \omega_2\omega_3 = \omega_3\omega_2z_{23} \) and \( R_i \) are functions with values in the Cartan subgroup. From these conditions we obtain periodicity of the magnetic field strength \( F_{\text{mag}} = iA \wedge A \) in the \( x_2 \)- and \( x_3 \)-directions and \( F_{\text{mag}}(\vec{x} + b_1) = wF_{\text{mag}}(\vec{x})w^{-1} \).

To calculate the topological index \( q \) we may use the 2-forms \( A^{(\sigma)} \), but now we will get contributions from the ‘boundary’ of the torus. This is in contrast to the non twisted case where we have had no contributions from the boundary because of the periodicity of \( \mathcal{P}(\vec{x}) \).

We assume that there are no defects on the boundary. Then we can integrate \( A^{(0)} \) over the boundary. One easily checks that \( A^{(0)} \) is periodic in the \( x_2 \)- and \( x_3 \)-directions. Therefore we end up with

\[
q_b = \frac{1}{24\pi^2} \int_{\partial \mathbb{T}^3} A^{(0)} = \frac{1}{24\pi^2} \int_{x_1=0} A^{(0)}(\vec{x} + b_1) - A^{(0)}(\vec{x}) = \frac{1}{2\pi} \int_{x_1=0} \text{Tr}(F_{\text{mag}}^{\eta} \cdot H).
\]

This shows the relation between the noninteger boundary contribution to the instanton number and the total magnetic flux through the torus which results from the loss of charge neutrality on \( \mathbb{T}^3 \). In our example the element \( w \) of the Weyl group is a rotation of \( 2\pi/3 \) in the Cartan subalgebra. Therefore \( r^3 = 1 \) which shows together with the periodicity properties of \( F_{\text{mag}} \) that in the tripled torus we have no boundary contributions to the topological index.

\[\text{In general the functions } R_i \text{ cannot be chosen smooth on the whole torus.}\]

\[\text{By writing } F_{\text{mag}} = dA \text{ and using the cocycle condition for } R_2 \text{ and } R_3 \text{ one easily sees that } q_b \text{ is indeed noninteger.}\]
9 Conclusions

In this paper we have considered gauge-fixing of Yang-Mills theory on the four torus for arbitrary gauge groups, instanton sectors and twists. We have generalized our earlier results [7, 8] on the extended Abelian projection with respect to the Polyakov loop operator on the four torus. We have constructed a complete set of non-Abelian transition functions, which encode the ‘boundary conditions’ for the gauge potentials, for all instanton sectors and arbitrary twists. With these transition functions the path ordered exponential, \( P(\vec{x}) \), which is central to the gauge fixing, is periodic up to multiplication by constant matrices, even though of course the gauge field itself is non-periodic. Then we found an explicit gauge transformation which transforms \( A_0 \) into the Cartan subalgebra and hence the Polyakov loop operator into the toroidal subgroup of \( G \). The resulting gauge fixed \( A_0 \) is time independent. We have fixed the freedom in choosing the gauge transformation by restricting \( A_0 \) to a fundamental domain in the Cartan subalgebra.

In the sectors with non-vanishing instanton number the final gauge fixed potential must have singularities [9]. These singularities are due to ambiguities in the diagonalization of \( P(\vec{x}) \) at points where the centralizer of \( P(\vec{x}) \) is non-Abelian. There is a close analogy between these defects and magnetic charges in Yang-Mills-Higgs theories. The defects are classified according to the non-Abelian centralizer subgroups of \( P(\vec{x}) \). A point \( \vec{x} \) belongs to a defect if the gauge fixed \( A_0(\vec{x}) \) lies on the boundary of the fundamental domain. Here the results for \( SU(2) \) may be misleading; at the defects the Polyakov loop operator need not be in the center of the gauge group as it must for \( SU(2) \). For example, for \( G \in \{ E_8, F_4, G_2 \} \) the center is trivial but there are many different types of defects corresponding to the different faces of the fundamental domain. The magnetic charges of the defects are quantized and linearly related to the points of the integral co-root lattice. For all groups with nontrivial centers we have constructed \( r \) normalized Higgs fields which wind around the magnetized defects. Finally we generalized earlier results in [12, 2, 13, 7] and related the magnetic charges of a given type of defect to the instanton number \( q \). In particular, if \( q \neq 0 \) then all possible magnetic defects must appear.

One may view our gauge fixing as the ‘nearest’ fixing to the Weyl gauge compatible with time periodicity. Yet unlike the Weyl gauge we find monopole like singularities. This is gratifying, since in those theories where we analytically understand confinement, the latter is due to the condensation of monopoles; these examples are compact \( QED \) [29] and supersymmetric Yang-Mills theories [30]. Of course, there is a long way from the picture of condensed magnetic monopoles to real \( QCD \).

The treatment given here has been purely classical. The next step would be to study the path integral within this gauge fixing. At this point one would need a sensible approximation [31]. The balancing of the energy and the entropy of monopoles (and/or loops) may explain the occurrence of the deconfinement transition in \( QCD \). It would be interesting to clarify the role of the center of the gauge groups. There are gauge groups with trivial centers but many different types of monopoles and other magnetic defects.
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A Transition functions and twist

We prove that for arbitrary twists and instanton number there exist transition functions with the following property

\[ U_0 = 1, \quad U_i(x^0 = 0) = \omega_i, \]

where the \( \omega_i \) are twist eaters satisfying

\[ \omega_i \omega_j = z_{ij} \omega_j \omega_i, \quad z_{ij} \in \mathbb{Z}. \]

We now start off with Abelian transition functions

\[ U_\mu = \exp \left[ 2\pi i \sum_{\nu=0}^{3} \frac{n_{\mu\nu} x^\nu}{L_\nu} \right], \]

where \( n_{\mu\nu} \) is a Cartan sub-algebra valued lower triangular matrix

\[ n_{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ n^1 & 0 & 0 & 0 \\ n^2 & m^3 & 0 & 0 \\ n^3 & -m^2 & m^1 & 0 \end{pmatrix}. \]

With this choice of \( n_{\mu\nu} \) we have \( U_0 = 1 \). The cocycle condition ensures that the \( n^i \) and \( m^i \) satisfy the constraints

\[ e^{2\pi i n^i} = z_{0i}, \quad e^{2\pi i m^i} = z_{23} \quad \text{and cyclic permutations.} \]

The instanton number is simply

\[ q = \text{Tr} \left( n^1 m^1 + n^2 m^2 + n^3 m^3 \right). \]

Now we claim that there exists a time-independent gauge transformation \( V(\bar{x}) \) with the following properties

\[ V^{-1}(\bar{x}) U_i(x^0 = 0, \bar{x}) V(\bar{x} + b_i) = \omega_i. \]

To prove this consider the following two sets of transition functions. Firstly take the Abelian transition functions \( (A.3) \) but with the \( n^i \) all set to zero. Secondly take the set of transition functions \( U_0 = 1, \quad U_i = \omega_i \), where the \( \omega_i \) are defined as in \( (A.2) \). Now both
sets of transition functions have instanton number zero and an identical set of (magnetic) twists. Hence they must be gauge equivalent \[17\]. This establishes the existence of a smooth $V(\vec{x})$ satisfying (A.6). Now we perform this gauge transformation on the original Abelian transition functions (i.e. with the $n^i$ not necessarily zero)

$$U^V_0 = 1, \quad U^V_i = V^{-1}(\vec{x}) \exp \left[ 2\pi i \sum_{\nu=0}^{3} \frac{n_{i\nu} x_{\nu}}{L_{\nu}} \right] V(\vec{x} + b_i).$$

These transition functions have the stated properties.

This proof hinges on two assumptions:

- The existence of Abelian transition functions for arbitrary twists and instanton number.
- The existence of twist eaters for all possible magnetic twists $z_{ij}$.

It is well known that the first assumption breaks down in the odd instanton sectors of untwisted $SU(2)$ gauge theory. This special case has been addressed in ref. \[7\]. In \[16\] it was shown that the second assumption is valid for $SU(N)$. We will show the existence of magnetic twist eaters also for the other simple Lie groups. For every group (with the exception of the $D_{2r}$-series, which will be considered separately) the cyclic center is generated by

$$z = \exp \left( 2\pi i \mu^\vee_{(z)} \cdot H \right).$$

In the table below we list the co-weights $\mu^\vee_{(z)}$ generating the centers. We now argue that magnetic twist eaters can be constructed from an Abelian element $A$ and an element $w$ in the Weyl group. The Abelian element $A$ is given by

$$A = \exp \left[ \frac{2\pi i}{g} \delta_w \cdot H \right],$$

where $g = 1 + \sum n_i$ is the Coxeter number (see the table below) and $\delta_w$ is the Weyl vector

$$\delta_w = \sum_i \mu_{(i)} = \frac{1}{2} \sum_{\alpha > 0} \alpha, \quad |\delta_w|^2 = \frac{\dim G}{24} g |\alpha_L|^2.$$

The element $w$ is fixed by the requirement that

$$w^{-1}(\delta_w \cdot H)w = \delta_w \cdot H - g\mu_{(z)} \cdot H.$$

Such a Weyl group element $w$ exists for all groups. For example for $G = SU(N)$ and $\mu_{(z)} = \mu_{(r)}$ it is

$$w = w_1 w_2 \ldots w_{N-1}.$$
where \( w_i \) is the fundamental reflection on the plane orthogonal to the simple root \( \alpha_{(i)} \),

\[
w_i^{-1}(\mu \cdot H)w_i = \sigma_{\alpha_{(i)}}(\mu) \cdot H.
\]

The Weyl word \( w_1w_2 \) first reflects on the plane orthogonal to \( \alpha_{(1)} \) and then on the plane orthogonal to \( \alpha_{(2)} \). \( A \) and \( w \) have the basic property

\[
w^{-1}Aw = z^{-1}A \quad \text{so that} \quad w^{-p}A^qw^p = z^{-pq}A^q.
\]

To prove this property we first note, that we may replace the weight \( \mu(z) \) in (A.9) by the corresponding co-weight, since \( \alpha(z) \) is always a long root. Now we conclude that

\[
w^{-1}Aw = \exp \left( \frac{2\pi i}{g}w^{-1}\delta \cdot Hw \right) = \exp \left( -2\pi i\mu^\vee(z) \cdot H \right) A = z^{-1}A,
\]

as required.

Now we prove that for given magnetic twists \( z_{ij} = z_\epsilon^{ijkl}t_k, \ t_k \in \mathbb{Z} \) we can find twist eaters \( \omega_i \) satisfying equation (A.2). We make the ansatz

\[
\omega_i = w^{p_i}A^{q_i} \quad \text{such that} \quad \omega_i\omega_j = z^{p_iq_j-p_jq_i}\omega_j\omega_i.
\]

It follows that equation (2.3) is equivalent to

\[
\vec{n} \equiv \vec{p} \wedge \vec{q} \mod(|\mathcal{Z}|), \quad (A.10)
\]

where \( |\mathcal{Z}| \) is the order of the center group. If all twists are the identity (all \( n_i \) are zero) the solution is trivial. So let us assume that at least one \( n_i \), say \( n_3 \) is not zero. Then we choose

\[
\vec{p} = \begin{pmatrix} 0 \\ 1 \\ p \end{pmatrix}, \quad \vec{q} = \begin{pmatrix} n_3 \\ 0 \\ p \end{pmatrix} \quad \text{so that} \quad \vec{n} = \begin{pmatrix} n_1 \\ -pn_3 \\ n_3 \end{pmatrix}.
\]

It remains to be shown that for a given \( n_2 \) and \( n_3 \neq 0 \) we can solve

\[
n_2 = -pn_3 \mod(|\mathcal{Z}|). \quad (A.11)
\]

If the order of the center is a prime number, as it is for all but the \( A \) and \( D \) groups, then we can always find a \( p \) solving this equation. For the \( D_r \) groups with odd \( r \) the order of the center is not prime but 4. If only one \( n_i \), say again \( n_3 \) is odd then we can again solve (A.11). In the other case all \( n_i \) must be even and (A.11) can again be solved. This proves the existence of twist eaters for all but the \( D_r \)-groups with even rank.

For the \( D_r \)-groups with even rank the center comprises of

\[
\mathbb{I}, \quad z_1 = e^{2\pi i\mu_{(1)}^\vee}H, \quad z_2 = e^{2\pi i\mu_{(r)}^\vee}H \quad \text{and} \quad z_3 = e^{2\pi i\mu_{(r-1)}^\vee}H,
\]

where \( z_{ij} = \delta_{ij} \mathbb{I} + \epsilon_{ijk}\zeta_k \). As before one can find commuting Weyl words \( w_{(i)} \) such that for each center element
\[ w_{(i)}^{-1}A w_{(i)} = z_i^{-1}A = z_iA \quad \text{and} \quad w_{(i)}w_{(j)} = w_{(j)}w_{(i)}. \tag{A.12} \]

For example,

\[ w_{(1)} = w_1w_2 \cdots w_{2r-2}w_{2r-3} \cdots w_1. \]

Now we make a case by case analysis to show the existence of twist eaters for arbitrary given twists. Using (A.12) one finds the following solution for the possible choices for \( z_{ij} \) in (A.2):

| case                  | \( \omega_1 \) | \( \omega_2 \) | \( \omega_3 \) | \( z_{12} \) | \( z_{13} \) | \( z_{23} \) |
|-----------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| one twist             | \( A \)        | \( w_{(i)} \)  | \( \ll \)      | \( z_i \)      | \( \ll \)      | \( \ll \)      |
| two twists            | \( A \)        | \( w_{(i)} \)  | \( w_{(j)} \)  | \( z_i \)      | \( z_j \)      | \( \ll \)      |
| 3 different twists    | \( w_{(i)}A \) | \( w_{(j)}A \) | \( \varepsilon_{ijk}z_k \) | \( \varepsilon_{ijk}z_j \) | \( \varepsilon_{ijk}z_i \) |
| 2 or 3 identical twists| \( w_{(i)} \)  | \( w_{(j)}A \) | \( A \)         | \( z_i \)      | \( z_i \)      | \( z_j \)      |

Together with the result in [16] this finally proves the existence of magnetic twist-eaters for all gauge groups.

In the main body of the paper we needed the centers, (dual) Coxeter labels and Coxeter numbers of the various gauge groups. For completeness we have listed these in the tables below.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{group} & A_r & B_r & C_r & D_r, r \text{ even} & D_r, r \text{ odd} \\
\hline
\mathbb{Z} & \mathbb{Z}_{r+1} & \mathbb{Z}_2 & \mathbb{Z}_2 & \mathbb{Z}_2 \times \mathbb{Z}_2 & \mathbb{Z}_4 \\
\mu_{(z)}^\vee & \mu_{(i)}^\vee & \mu_{(1)}^\vee & \mu_{(r)}^\vee & \mu_{(1),r}^\vee & \mu_{(r)}^\vee \\
n_i & 1, \ldots, 1 & 1, 2, \ldots, 2, 2 & 2, \ldots, 2, 1 & 1, 2, \ldots, 2, 1, 1 & 1, 2, \ldots, 2, 1, 1 \\
n_i^\vee & 1, 2, \ldots, 2, 1 & 1, \ldots, 1, 1 & 1, \ldots, 1, 1 & 1, \ldots, 1, 1 & 1, \ldots, 1, 1 \\
g & r + 1 & 2r & 2r & 2r - 2 & 2r - 2 \\
\hline
\end{array}
\]

Table 1a: Centers \( \mathbb{Z} \), generators \( \mu_{(z)}^\vee \) of the centers: \( z = \exp(2\pi i \mu_{(z)}^\vee) \), Coxeter labels \( n_i \), dual Coxeter labels \( n_i^\vee \) and Coxeter number \( g \) of the classical groups

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{group} & E_6 & E_7 & E_8 & F_4 & G_2 \\
\hline
\mathbb{Z} & \mathbb{Z}_3 & \mathbb{Z}_2 & \ll & \ll & \ll \\
\mu_{(z)}^\vee & \mu_{(1)}^\vee & \mu_{(7)}^\vee & & & \\
n_i & 1, 2, 2, 3, 2, 1 & 2, 2, 3, 4, 3, 2, 1 & 2, 3, 4, 6, 5, 4, 3, 2 & 2, 3, 4, 2 & 3, 2 \\
n_i^\vee & & & & & 2, 3, 2, 1, 3, 2 \\
g & 12 & 18 & 30 & 12 & 6 \\
\hline
\end{array}
\]

Table 1b: Centers \( \mathbb{Z} \), generators \( \mu_{(z)}^\vee \) of the centers: \( z = \exp(2\pi i \mu_{(z)}^\vee) \), Coxeter labels \( n_i \), dual Coxeter labels \( n_i^\vee \) and Coxeter number \( g \) of the exceptional groups
B Proof of (6.3)

For \( l = 1 \) this formula is easily checked if one uses \( \mathcal{P} = W D W^{-1} \) and the definitions \( A = iW^{-1}dW \) and \( \log D = 2\pi i h \). To prove the formula for \( l > 1 \) is less trivial. As a first step consider two group valued fields \( P_1, P_2 \). Then

\[
\text{Tr} \left( (P_1 P_2)^{-1} d(P_1 P_2) \right)^3 = \sum_i \text{Tr} (P_i^{-1} dP_i)^3 - 3 d \text{Tr} (P_1^{-1} dP_1 \wedge dP_2 P_2^{-1}).
\]

If the \( P_i \) are smooth and periodic then

\[
\int_{\mathbb{T}^3} \text{Tr} \left( (P_1 P_2)^{-1} d(P_1 P_2) \right)^3 = \sum_i \int_{\mathbb{T}^3} \text{Tr} (P_i^{-1} dP_i)^3.
\]

With our choice for the transition functions the Polyakov loop operator is indeed periodic and we conclude that

\[
\int_{\mathbb{T}^3} \text{Tr} \left( \mathcal{P}^{-l} d(\mathcal{P}^l) \right)^3 = l \int_{\mathbb{T}^3} \text{Tr} (\mathcal{P}^{-1} d\mathcal{P})^3.
\]

This proves (6.3) for \( l > 1 \) as required.
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