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ABSTRACT

Dimensionality reduction techniques map data represented on higher dimensions onto lower dimensions with varying degrees of information loss. Graph dimensionality reduction techniques adopt the same principle of providing latent representations of the graph structure with minor adaptations to the output representations along with the input data. There exist several cutting edge techniques that are efficient at generating embeddings from graph data and projecting them onto low dimensional latent spaces. Due to variations in the operational philosophy, the benefits of a particular graph dimensionality reduction technique might not prove advantageous to every scenario or rather every dataset. As a result, some techniques are efficient at representing the relationship between nodes at lower dimensions, while others are good at encapsulating the entire graph structure on low dimensional space. We present this survey to outline the benefits as well as problems associated with the existing graph dimensionality reduction techniques. We also attempted to connect the dots regarding the potential improvements to some of the techniques. This survey could be helpful for upcoming researchers interested in exploring the usage of graph representation learning to effectively produce low-dimensional graph embeddings with varying degrees of granularity.
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1 Introduction

Figure 1: The figure shows an architecture overview [39] of the dimensionality reduction technique applied to graph data to produce embedding in a different latent space. The Deep Graph Network (DGN) takes a graph structure as an input and can capture the information at the node as well as the graph. The resulting output can produce node level and graph level representations.

Graph representation learning as a concept has grown over the past years giving room for the deep learning community to make significant advances in diverse problems relating to networks or graphs such as graph embedding, node
The past couple of years saw an uptick in deep learning techniques applied on this problem space [12] to produce efficient graph embeddings and the progress is partially facilitated using model architectures like Graph Autoencoders, Graph Convolutional Networks, Generative Graph Neural Networks [8]. Each of these architectures have a niche spectrum of representation learning tasks that they perform efficiently which include:

- **Node level** — node classification, semi-supervised learning, clustering tasks, recommendation tasks, detecting communities.
- **Edge level** — reconstruction of graphs, predicting the missing links in a graph.

classification, graph clustering, and many more. Graphs as data representations used in multiple situations spanning different disciplines in science, and some of the prominent examples include citation networks [1, 8], social networks [1, 8], dataflow graphs, e-commerce user interest graphs, knowledge graphs [1, 8], drugs [1]. The aforementioned problems related to graphs are somewhat prevalent in all of the examples mentioned above, and the application of deep learning techniques on the said variations of the graphs has given room for the concept of graph representation learning to grow. The overarching trend in the last decade was the confluence of deep learning as a problem-solving strategy onto different problem spaces. It has played a pivotal role in offering solutions with significantly high levels of efficacy. Observing the fundamental principle behind deep learning, i.e. gradient-descent based learning [2], one can notice the adaptability of the concept on graph data with minor architectural modifications. We must also notice how the underlying non-euclidean nature of the graph representations allows it to enclose complex relationships between the entities that are not necessarily possible on euclidean spaces. The graphs are also capable of encoding additional information at the node level in the form of features. This degree of intricacy allows the graphs to encompass composite information that is not usually possible on the euclidean space.

The idea behind representation learning [32] approaches is simple: employing Machine learning(ML)/Deep Learning(DL) models to learn graph representations such that the model can map nodes, or entire (sub)graphs, as points in a low-dimensional latent space, i.e., dimensionality reduction. Traditionally, the legacy dimension reduction techniques [9] were based out of euclidean spaces and the fundamental principle used for achieving it was matrix decompositions [3, 9]. Representation learning can be useful here in transforming the legacy approach behind graph dimensionality reduction, thereby allowing the possibility to map different components of graphs (nodes, features, edges) onto low dimensional latent spaces. The resulting output of the operation would give us embeddings commonly referred to as **Graph Embeddings** [7]. Fig. 1 highlights this same process using a Deep Graph Network (DGN) [39] or a Graph Neural Network [8] to produce node embeddings or graph embeddings.

Furthermore, as highlighted in [7], it would be a misnomer to identify the task of producing these graph embeddings as somewhat trivial. The primary reason being aware of the type of the graph we are dealing with, and the relationships it encompasses. The normative definition of a graph would give us the idea that all graphs are nearly the same in terms of the structure they hold, when it’s quite not the case. The different variations of the graphs [7] include homogeneous graphs, heterogeneous graphs, graphs from non-relational data. While these could be grouped as different variants of input, there are also different variants of output. Fig. 2 shows the different output representations possible for a given input graph $G$, namely node embedding [27, 38, 7, 25], edge embedding, subgraph/substructure embedding, and complete graph embedding [20, 15]. Due to these key differences it is difficult to hypothesize mathematical models that have the capacity to contextually understand what is the information that ought to be preserved from higher dimensions. Similar to legacy dimensionality reduction techniques, there are also legacy graph representation learning techniques as highlighted by [32] that include latent space models, manifold learning algorithms, geometric deep learning techniques [4]. Although there is vast literature encompassing the diverse legacy graph representation learning techniques, the scope of the paper is limited to advancements made in graph representation learning using ML/DL techniques [12].

Figure 2: Example of a graph representation being mapped onto latent spaces with varying degrees of granularity and information by [7].
Graph level — discovering patterns in graphs, information visualization, graph classification.

In order for the models to perform these tasks at node level, or edge level, or at graph level having the graph embeddings is a crucial prerequisite to begin with since most of these tasks are just downstream machine learning problems [32], and Graph Visualization tasks. As mentioned above, the challenges associated with producing these embeddings on low dimensional latent spaces exist on multiple fronts. If we move past the issues related to the problem setting [7], the next set of problems linger around resource constraints and time consume for the models to understand the neighbourhood features [32]. Lastly, as mentioned in [10] the main noticeable challenge of producing embeddings from graph representations using representation learning is the one associated with the cost function of the model or rather the objective of the training. This challenge still persists and is regarded as an open question [10] although it doesn’t limit the capacity of the models in any way to extract underlying relationships from higher dimensions and map them onto lower dimensions.

2 Background

We came up with three facets that would help us evaluate the current models in the literature. The facets mentioned below helped us frame certain questions that were answered in the Table. ?? It is to be noted that in Table ?? we included only the most prominent works since alternatives with minor variations exist on a larger scale.

2.1 Facets associated with evaluating related work

1. Model: A model that outputs graph representations is efficient when it is capable of producing embeddings on different datasets. Additionally, efficiency as a metric should not come at a cost of not being able to infer the model. Consequently, observing if the model consumes significant time to generate the output representation and placing emphasis on time taken to learn the representations on higher dimensions are crucial for ensuring the overall fitness of the model.

2. Scalability: Scalability of dimensionality reduction techniques is always a difficult thing to ensure because of the way the graph representations are transformed. We were keen to observe and note to what degree are the models producing graph representations scalable. Are they scalable if there are new vertices that are ought to be assigned to a local neighborhood, Are they scalable in a graph that changes continuously, and lastly, Are they scalable when graphs dynamically update information at the nodes ?

3. Improvement: Once we build the models to generate embeddings there is always scope for improvement. The improvement could happen on different fronts. We were interested to observe if an existing work could be improved either on the: Computational front, visual front, or on the side resource management. Our motivation to include these sub-criteria is based on our thought that the models which produce better graph embeddings must be capable of combining the technical efficiency (computational efficiency, and resource consumption) with meaningful visualizations.

2.2 Our contributions and related work

There are three important paradigms to our survey that made our analysis different from the existing literature. First, our survey attempts to connect the vast literature on representation learning [7, 32] for graph structured data in order to produce graph embeddings. The methods dimensionality reduction techniques [9], and architectural improvements to existing techniques. Additionally, our survey is different from the ones mentioned above as we join the dots starting from introducing a technique, highlighting the pros/cons, and providing the literature for potential improvements on different fronts such as time-complexity, scalability, and resource consumption.

3 Methods

As articulated in the introduction, dimensionality reduction techniques on graphs can include node based embeddings, edge based embeddings feature based embeddings, whole-graph based embeddings. Our interest for this survey primarily lies in unravelling the literature behind techniques for producing feature based embeddings, graph based embeddings, and lastly hybrid approaches that attempt to encapsulate both feature level representations and whole graph representation. The literature highlighted in the survey would include the crucial components of the published work, the potential for improvements, and lastly the effectiveness of the visualization component associated with the output representations.
We regard a technique to be with the input given to the auto-encoder. The issues concerning auto-encoders is related to complexity of the models and information. The learning process of the auto-encoders [26] can be identified with the following cost function:

\[ E = \min_{x} E_{x} \text{Dist}(x, h_{\psi}(f_{\phi}(x))) \]  

In Eq. 1 \( h_{\psi} \) refers to the decoder of the auto-encoder while \( f_{\phi} \) refers to the encoder of the auto-encoder, \( x \in R^{n} \) is the input given to the auto-encoder. The issues concerning auto-encoders is related to complexity of the models and
Figure 3: Overview of the categories to which the literature used for the survey belong. Works that provide dimensionality reduction for feature representation of a graph come under Feature Based methods. Similarly, literature covering representation learning techniques purely for graphs fall under Graph based methods. Lastly, hybrid approaches include published works that attempt to produce a combination of output representations.

Figure 4: Qualitative assessment of feature based representations [26] that employ DL techniques like autoencoders to produce embeddings for the JDK network repository dataset.

The infrastructure required to ensure the auto-encoder models are built. The models comprise millions of parameters and when compared with other non-linear dimensionality reduction techniques they appear to be complex and huge. Additionally, most of the auto-encoders require good hardware to ensure that the models are built and trained in least amount of time possible. Although these are hurdles if addressed then we can observe how the visualization component as seen in Fig. 4 of these output representations is promising when compared with other prominent methods.
3.3 Graph Based

We regard a technique to be graph based when the primary motivation of the technique is to produce graph embeddings that represent all of connections in the network. Additionally, the crucial aspect of these techniques is make sure that the model is capable of generating output embedding that efficiently maps graph data onto low dimensional latent spaces.

The prominent examples of graph based methods that don’t necessarily use representation learning techniques usually begin with Laplacian Eigenmaps (LE) [7, 32]. LE are a classical example of non-linear manifold learning techniques that use an objective function to minimize, \( \sum_{ij} ||y_i - y_j||^2 \) with \( W_{ij} = \text{tr}(Y^TLY) \); the term \( y \) represents the output embedding vector, and \( W_{ij} \) represents weight matrix that stores information about essential elements. There is one straightforward advantage to this approach, due to the motivation partially placed on geometry this manifold learning approach [9] preserves connections in the local neighborhood. Although it preserves the nodes in the local neighborhood there is the disadvantage of having disconnected graphs being formed as a result of using LE. Additionally, the visual representation of the embeddings results in close proximity clusters that wouldn’t be helpful for us to understand the different classes in the dataset.

Moving away from the legacy approaches, there is dearth of literature that focuses on providing graph based embeddings using representation learning techniques. The promising work here includes Structural Deep Network Embedding (SDNE) [28], DeepWalk [29], LINE [31], GraRep [30], and tsNET [23].
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Figure 5: Qualitative assessment of graph based models [33] that employ semi-supervised learning techniques to produce graph embeddings on the CORA dataset. The GraphEmb here refers to nothing but a graph embedding generated using [29].
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Figure 6: Qualitative assessment of graph based models [28] that employ ML/DL techniques to produce output representations of graphs. All of these visualizations were performed on the 20 Newsgroup dataset.

First, let us observe DeepWalk, which is nothing but a DL model trying to use representation learning to produce graph embeddings for a given graph. But there is more to it than just DL being applied, for starters it is based on a problem called [Random Walk], which is choosing a random vertex \( v_i \) from the root vertex. As highlighted in [29], fusion of random walks with representation learning with provide us with an opportunity to produce network embeddings that are both adaptive, and continuous. Adaptability with regards to understanding the neighborhood even in the case of an evolving graph. Continuity in the sense of providing a clearly spaced latent representations of vertices on a continuous space. The model builds binary tree \( T \) from the given vertices \( V \) of a graph \( G \) and then later applies random walks to select different vertices \( v \) and lastly applies SkipGram model to generate output representations \( \phi \in R^{V \times d} \). Therefore, the primary disadvantages of the model is that it can easily produce graph embeddings for networks having binary
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edges. Fig. 5a.) shows the visualization of the output embedding on CORA dataset. Similarly, Fig. 6 c.) shows output embedding on the 20 Newsgroup dataset.

Moving on, let us understand SDNE, which is a good example of a technique that uses semi-supervised learning [3] to build graph embeddings and ensure at the same time that the local structure of the input graph is preserved. The structure preservation aspect is dictated using a hyperparameter that ensures a balance between first-order proximity and second-order proximity. SDNE uses semi-supervised learning to obtain an initial set of parameters and then uses the obtained parameters to optimize the output representations. Adopting this strategy will help the model while back propagating the activations, as it has an idea as to what are the optimum parameters to learn. This leaves us with the problem of adaptation to new vertices, i.e if we have a new vertex that has no connections to the existing vertices of the graph then there is no way to ensure a neighborhood is assigned to the new vertex.

Usually the DL/ML models employ different variants of Gradient Descent to reduce the time taken to compute the representation and Stochastic-Gradient Descent is the most chosen function. But LINE chooses a different optimization function citing effectiveness and efficacy as the reason [31]. Moving further, there are some advantages of using LINE, primarily it could scale to millions of vertices on the graphs thereby making sure that there is no issue of assigning neighborhoods to new vertices. Also, it can provide inference on the relationships observed by the model using an edge-sampling strategy. Lastly, the technicalities and the advantages mentioned would mean nothing if the output representations are not meaningful. Fig. 6 b.) shows the visualization of output embeddings produced for 20 Newsgroup dataset using LINE.

Another prominent example of a method that use semi-supervised learning to produce graph embeddings would be Planetoid [33]. Due to the choice of semi-supervised learning, the core advantage of Planetoid is its ability to generate embeddings from graph data either inductively or transductively. The transductive mode operates via. making predictions on unlabeled samples without generalizing to unobserved instances. The inductive mode on the other hand is akin to classifying unobserved instances. Additionally, planetoid doesn’t stress on the usage of graph laplacian for regularization [3] since they regularize the model learning the labels without actually regularizing the learning that takes place on graph embeddings. Lastly, Fig. 5 b.) shows the transductive mode of planetoid applied on the CORA dataset.

3.4 Hybrid

We regard a technique to be hybrid when it captures both the feature representations at the node combined with the graph on lower dimensions. To our knowledge there are only two prominent examples Robust Graph Dimensionality Reduction (RGDR) [34], and GraphTSNE [18] fits in this category as the remaining contemporary techniques do not attempt to fuse different approaches. Let us understand the intricacies behind these techniques along with why they are considered to be hybrid in the first place.

![Figure 7: The figure shows comparison of GraphTSNE with t-SNE and Laplacian Eigenmaps when applied on the CORA dataset.](image)

Robust Graph Dimensionality Reduction(RGDR) [34] learns both the transformation matrix and the graph matrix on the intrinsic space which is constructed by the refined original data. Here transformation matrix is nothing but a transformation of the input feature matrix X on the intrinsic space. The function described in Eq. 2 was used as an objective function for transforming the initial matrices. Once the transformation matrices are obtain, they are used for training in some of the classification tasks mentioned in [34]. Additional to the primary task of performing good on the classification tasks, experimental analysis of RDGR on binary and multi-class classification datasets proved that RDGR is capable of converging quickly to learn the representations of the transformed graph matrix and the feature matrix. The intricate mathematical nature of the study didn’t give room for a visual component to RGDR since the motivation
for the approach had basis in what we referred in the introduction section as downstream ML tasks. Due to this reason, the effectiveness and fitness of the technique was quantitative in nature.

$$\min_{U,U^T:U=I} \sum_{i,j=1}^{n} a_{ij} ||U_{x_i} - U_{x_j}||^2_2$$  \hspace{1cm} (2)$$

Similarly, the reason GraphTSNE model is regarded as hybrid is because it uses a parametric model like Graph Convolutional Network [5, 8] to leverage representation learning techniques for producing output graph representations. In other words, the technique tries to adopt that include both the given graph $G$ and the node features $V$.

$$h^{l+1}_i = ReLU(U^l h^l_i + \frac{1}{n(i)} \sum_{j \rightarrow i} \eta_{ij} \odot V^l h^l_j) + h^l_i$$  \hspace{1cm} (3)$$

The core working philosophy of GraphTSNE is quite similar to t-SNE [16] but the changes in the cost function and the propagation rule allow it to gain complete advantage of graph inputs. Eq. 3 shows the layer wise propagation rule that is used for the model. Here, $h^l_i$ represents the latent representation of the node $v_i$ at the layer $l$, i.e this propagation rule dictates how information in the hidden layers is being updated with respect to the given input. Additionally, since the model was performing both graph representation along with feature representation there was a modified sub-loss function that was used to calculate the distance matrix. Specifically, the distance matrix $D$ had information about how far are the point-pairs. The experimentation for the paper [18] was based purely on graph data sets like CORA 1, CITESEER 2, and Pubmed3 [6].

The main improvements that could be offered to this model lean towards the computational aspect of the model. GraphTSNE [18] takes $O(N^2)$ time to compute the distance matrix $D$ and it could be reduced to $O(N\log N)$ using tree based algorithms like [17]. Lastly, visualizations of this model clearly show their effectiveness in terms of proximity each neighborhood holds along with the ability to reflect the higher level relationships effectively for the whole graph. Fig. 7 serves as a qualitative assessment of the GraphTSNE model in terms of how it compares with legacy dimensionality reduction techniques [9], along with graph only representations.

4 Conclusion

We presented a brief survey that outlines the prominent literature covering dimensionality reduction techniques for graph-based data using representation learning techniques based out of ML/DL. Our survey outlined the new literature of feature-based representations, graph-based representations, and hybrid approaches as well. Along with highlighting the prominent literature we have also judged them based on three facets: **Model, Scalability, and Improvement.** Finally, the future direction of this survey would be aligned towards expansion of the literature relating to graph-based methods and also potentially new hybrid approaches.
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