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Abstract. Water is one of the main elements of the environment, which determines the existence of life on the earth, such as humans, aquatic animals, and plants. In order to control the water quality environment more efficiently and intelligently, numerous water quality models have been developed for predicting and evaluating water quality accurately and intelligently. In order to control the water quality environment more effectively and intelligently, artificial neural network (ANN) and the hybrid models that contain it are applied to accurately and intelligently predict and evaluate water quality, improving the reliability and assessment capabilities of water quality prediction. Therefore, this paper is a literature review aimed at analysing and comparing the characteristics and applications of existing artificial neural network models. According to the direction of information transmission in the network, we divide them into feed-forward networks and recurrent networks. In addition, we compare the pros and cons of each model. Our analysis provides guidance for model improvement in future research. Moreover, these models can be applied to aquaculture in the future to promote their development.

1. Introduction

Water is one of the main elements of the environment which determine the existence of life on the earth, such as humans, aquatic animals, and plants. However, the amount of wastewater from industrial, agricultural and domestic sewage is increasing sharply every year, and rivers are so polluted that water quality monitoring and management are imminent. At present, water quality problems mainly include maintaining oxygen levels, eutrophication (excessive growth of algae caused by excessive nitrogen and phosphorus in water), pH and heavy metal pollution. In response to these problems, the water quality models simulate the migration and transformation process of pollutants, identify the temporal and spatial distribution of pollutants and water quality parameters, and provide powerful technical and methodological support for water quality prediction, management and planning decisions. Therefore, establishing a water quality model is the most important task in solving water quality problems.
In order to control the water quality problems within the water environmental load capacity, a lot of models were built to evaluate or simulate the water quality in the last few years. The first water quality model is the S-P model proposed by Streeter and Phelps to control river pollution in Ohio, USA[1]. Since then, many models were put forward based on the different amounts of the data and different tools. From these two principles, we can divide the models into three phases. In the first stage, the models were one-dimensional steady-state models based on small data which meant that the amount of data was small. They mainly focused on oxygen balance. Later, the scholars studied the effects of pollutants on the water environment and found that the same pollutant had different effects on the water environment due to differences in physical state and chemical reactions. We call it the second stage. In this stage, to explore the relationship among the parameters, multi-media and multi-dimensional dynamic ecological models were proposed. The models focused on the simulation of the actual environment to estimate the value of a parameter in a certain situation. With the birth of machine learning theory, scholars only consider the key influence factors of target parameters by using intelligent algorithms to extract features from data. And based on the improvement of computer computing capability and the increase of data volume, researchers used artificial neural networks (ANN) to improve the reliability and evaluation capabilities. In this stage, these models have all been applied and played a major role in water environment management. The artificial neural network has exerted great advantages and solved the problems of poor adaptability and low efficiency of the traditional model. More importantly, the aquaculture industry is beginning to use modeling to analyze and control the water environment, which leads the intelligent development of aquaculture, and greatly increasing aquaculture production.

This paper focuses on the application of artificial neural network models and their hybrid model in water quality prediction and assessment. Starting from the network architecture, the artificial neural networks are divided into two types: feed-forward networks and recurrent networks. It proves the advantages of new technologies and their minimal application in aquaculture, and has great research space by comparing and evaluating the mean absolute error (MAE), mean squared error (MSE), root mean square error (RMSE) and squared correlation coefficient (R^2) and other criteria for each model. And it puts forward suggestions and prospects that these new techniques and methods can be applied to aquaculture water quality prediction in the following studies. Finally, the significance of these models and the paper is summarized. This paper provides a good guide to the future research on water quality prediction and assessment.

2. Classification

Artificial Neural Network (ANN) is a research hotspot in the field of artificial intelligence since the 1980s. It abstracts the human brain neuron network from the perspective of information processing, establishes a simple model, and forms different networks according to different connection methods. A neural network is an operational model consisting of a large number of neurons connected to each other. The network architecture resolves the integrated structure and information flow of the ANN models. Traditionally, the ANN architecture is divided into feed-forward and recurrent networks (figure 1).

In a feed-forward network, information is propagated only from the input layer to the output layer. The most common feed-forward model architectures are multilayer perceptron (MLP), generalized regression neural network (GRNN), radial basis function (RBF) networks, convolutional neural network (CNN) and so on. In a recurrent network, information can be propagated not only through the feed-back loop in the forward direction, but also through the output layer neurons to feed back the input and/or hidden layer neurons. The existence of a feed-back mechanism in the recurrent network makes it easier for neural networks to model highly dynamic systems with time delays. Back propagation neural network (BPNN) is the simplest cyclic network. In addition, it includes long- and short-term memory network (LSTM), extreme learning machine (ELM), and so on.

Due to the complex interaction between water quality parameters, most of the water quality parameters are nonlinear, temporal and spatial, and unstable. These add a lot of uncertainty to the
prediction and evaluation of water quality parameters. Therefore, relying solely on artificial neural network models may not capture the complex nature of environmental and hydrological systems. Therefore, many hybrid models have been proposed to improve prediction and evaluation accuracy. The original artificial neural network model is improved mainly from two aspects: data input and parameter optimization of the model itself.

![Figure 1. Taxonomy of model architectures](image)

### 3. Applications

#### 3.1. Feed-forward networks

The MLPNN model consists of three parts: the input layer, one or more hidden layers, and an output layer. The number of hidden layers in an MLPNN model depends on the complexity of the process being modeled. Each input is converted to all neurons in the first hidden layer. Each neuron in the first hidden layer converts its input signal into an output signal that is sent to the next layer in the ANN architecture. In this way, the original input vector travels forward through the ANN. The last hidden layer sends its output signal to the output layer. The final output layer decodes the signal into a final response to the original stimulus (input). Haykin[2] provided detailed information about the MLP architecture. The MLP architecture has been shown to approximate complex nonlinear functions to arbitrary precision[3]. Its original model was used in water quality parameter prediction.

RBFNN is a single hidden layer feedforward network based on function approximation theory[4]. The hidden layer adopts the radial basis function of the local response as the excitation function, having excellent characteristics such as simple structure, fast training speed and independent of initial weight. Hossam Adel Zaqoot et al[5] experimented with RBFNN to predict the dissolved oxygen concentration in the Mediterranean Sea water along Gaza within two weeks. Water temperature, wind speed, turbidity, pH, and conductivity are treated as inputs to the network. It turned out that RBFNN has good adaptability and wide applicability for the prediction of dissolved oxygen, but it is slightly inferior to the MLP improved by Levenberg-Marquardt optimization (LM)[6-7].

The GRNN was proposed by American scholar Specht in 1991[8]. It’s a four-layer forward neural network (input layer, mode layer, summation layer, and output layer) in the RBFNN. It has strong nonlinear mapping capability and flexible network structure, and has good fault tolerance and robustness. In view of the complexity of pond dissolved oxygen concentration affected by many factors, Shi Pei et al[9], chose to construct a prediction model for dissolved oxygen based on GRNN and BPNN (see section 3.2). Through experimental comparison, the absolute relative error of the two neural networks for the prediction of dissolved oxygen in water is 7.48% and 22.39%, respectively. It can be seen that both neural networks can be applied to the prediction of dissolved oxygen in aquaculture, but GRNN is more advantageous.

Extreme Learning Machine (ELM) is a kind of machine learning algorithm based on feedforward neuron network. Its main feature is that the hidden layer node parameters can be random or artificially given without adjustment. Xinfei Li et al[10], established a pond dissolved oxygen prediction model for the ELM neural network and improved dissolved oxygen distribution based on artificial push flow. The model was used to predict the dissolved oxygen concentration of different voltage pumps. The mean square error was 0.0394 and the correlation coefficient R2 was 0.9823, which were higher than BPNN.
In Xuxiang Ta’s published article[11], a simplified inverse understanding of the Convolutional Neural Network (CNN) prediction model is proposed to solve the dissolved oxygen prediction problem. The model multiplied the input vector containing the normalized input data by its transpose and simulated the input matrix of the original CNN. Experiments showed that backward understanding of CNN performance was better than BPNN.

3.2. Recurrent networks
As the simplest recurrent network, BPNN’s work process is divided into a study period and a work period, the study period is divided into two phases: (1) Forward transfer. The input information flow is processed from the input layer, through the hidden layer to the output layer, and the actual output value of each neuron point is calculated. (2) Error back propagation. Calculate the error between the actual output of the network and the expected value of the training sample. If the error does not reach the allowable value, determine the adjustment amount of the weight according to the error, and modify the connection weight of each layer of the neuron node from the back to the front. The working period begins after a large number of sample trainings during the learning period, during which only the positive propagation of the input information is available.

Traditional BPNN has been applied to water quality management many times[12-15]. For example, in order to verify the validity of the BPNN in river water quality prediction, Zhihong Zou and Xueliang Wang[16] used the water quality data of the upstream known river sections to predict the water quality of the downstream detection section of the river. The conclusion showed that BPNN is suitable for long-distance prediction of short river sections.

Long-term memory (LSTM) neural network, as an improved model of recurrent neural network (RNN), can effectively solve the problems of gradient disappearance and gradient explosion during RNN training and greatly improve the accuracy of RNN. Yingyi Chen et al[17]. proposed a model for predicting dissolved oxygen in aquaculture based on principal component analysis (PCA) and long short-term memory (LSTM). Compared with others, the LSTM had the highest prediction accuracy for dissolved oxygen.

In Shuangyin Liu’s study[18], the Elman neural network was used to predict the dissolved oxygen concentration in the Hyriopsis Cumingii pond. It is observed that the Elman NN method with 7 or 8 hidden layer nodes is a better architecture of the DO model, but the accuracy of the DO model is not good. And predictive test data has obvious interference in the front and back, which is an inherent problem of Elman neural network.

3.3. Hybrid models
Artificial neural networks have strong ability to deal with nonlinear relationships, but studies to date have shown that neural networks have some intractable defects, such as the difficulty in determining the network structure, local optimization, and easy to learn and generalize. Therefore, the application effect of the neural network is reduced to some extent. It is these shortcomings that have led scholars to further research, combining traditional neural networks with various optimization algorithms to make up for these shortcomings, making the neural network's advantages in prediction more prominent.

3.3.1. Data input
In response to the complexity of predicting Water quality parameter, Jianxun He et al[19]. proposed a partial mutual information (PMI) input selection algorithm (which identifies input variables in a stepwise manner) for selecting a set of input variables for the development of MLPNN. The method exhibited superior performance over methods including ANNs that were input by using partial correlation and all potential input fed in flow modeling.

Yingyi Chen et al[20], based on RBFNN, combined with subtractive clustering (SC) method and K-means clustering method to improve the accuracy of obtaining the number of hidden units in RBF neural network.
In order to further improve the accuracy and solve the problem of poor robustness of traditional methods, Xiaohong Peng et al.[21]. proposed a dissolved oxygen prediction model for aquaculture based on principal component analysis (PCA) and GRNN. The model established the principal components of the PCA-based aquatic eco-environmental indicators by collecting the principal components of the PCA-based aquatic eco-environmental indicators. The error of the prediction result is no more than 5%, which proved that the model was feasible.

Chen Li et al.[22]. raised a hybrid model based on multi-scale features, which used the ensemble empirical mode decomposition (EEMD)[23]. First, the original DO data set was broken down into several components by EEMD. Second, these components were used to reconstruct four terms, including high frequency, medium, low, and trend terms. Third, using appropriate algorithms for different components of the data according to their characteristics.

3.3.2. Parameter optimization

Firefly algorithm (FFA), as an optimization tool for artificial intelligence models, has recently entered the field of predictive modeling[24-25], which is mixed with MLPNN[26]. The hybrid model was nearly 13% more accurate for DO prediction than the traditional MLPNN model.

In fact, the conventional RBFNN and BPNN often lead to longer training time and fall into local minimum easily. In this respect, many scholars have improved the two models. To avoid the neural networks entering the local small and improve the prediction accuracy as the goal, Hu Xuemei[27] and Bing Li[28] employ genetic algorithm (GA) to train the parameters of RBFNN. Experiments show that the GA-RBF has higher prediction accuracy and can fully realize the nonlinear system modeling. There was also a self-organizing radial basis function neural network model predictive control (SORBF-MPC) method which was used to control the DO concentration of wastewater treatment plants[29]. The SORBF can dynamically change its structure to maintain prediction accuracy. Hidden nodes in the RBF neural network can be added or deleted online based on node activity and mutual information (MI) to achieve proper network complexity and necessary dynamics, which can greatly improve the accuracy of the model without adjusting the weight of the RBF. For BPNN, algorithm particle swarm optimization (PSO)[30] and harmony algorithm[31] were used to adjust the weights in the network.

For the problem of slow speed, Jinting Ding et al. proposed to use the fuzzy control theory to train the feedforward artificial neural network with adaptive variable step size algorithm to reduce the training time of BPNN and improve the convergence efficiency and network stability[32]. BPNN often used several modified training functions, such as trainlm to improve the model. These functions have adaptive learning rates. Trainlm can update weights and bias values based on LM. The trainlm function shows the fastest calculation speed because of the use of LM.

4. Conclusions and prospects

As can be seen from the above review, in the prediction and evaluation of water quality parameters, the feedback network is suitable for time series data, and the feedforward network is suitable for ordinary data, and the performance of the hybrid model is better than the original model. In all the applications listed in this paper, the accuracy of the model is basically improved from the following two aspects: (1) Input of data, including calculation of correlation to screen the influence factor and data preprocessing. (2) Optimization of the parameters of the model itself. Using various optimization algorithms, find the most suitable weight combination of the model and get the optimal model structure. Various improvement methods have also achieved remarkable results. For future research, we can start from the following aspects.

• (1) Screening of impact factors. Collect more parameters, use traditional neural networks to search their effects on parameters prediction results, and remove the unrelated influence factors to reduce the redundant data.

• (2) Preprocessing of data. In addition to the simplest linear interpolation and mean smoothing methods, data cleaning algorithms can also be used in the pretreatment of related data, such as
Bayesian networks, rough set theory, etc. Most of these methods need to judge the similarity between missing records and complete records, which is the core issue.

- **(3) Selection of model parameters.** The particle swarm optimization algorithm (PSO) mentioned above is in the category of group intelligence algorithms. Group intelligence algorithms are derived from simulations of natural biota. It is a heuristic algorithm that achieves optimization by artificial algorithm simulation of the process of searching for food or exchanging information. These algorithms are all directional methods based on probability search[33]. The group intelligence algorithms proposed in recent years, such as the ant colony optimization algorithm (ACA)[34], the Moth-Flame Optimization (MFO) algorithm [35], Ant Lion Optimizer (ALO)[36], Dragonfly Algorithm (DA)[37] and Whale Optimization Algorithm (WOA)[38], should be applied to the establishment of WQMs. And conduct a series of comparative experiments to find the best model structure.

- So far, most scholars have studied the modeling of water quality in rivers, lakes and sewage, and have neglected the aquaculture sector. The development of the aquatic industry urgently requires the joining of new technologies to become intelligent. At this stage, scholars are most concerned about how to improve existing models to improve the accuracy of water quality parameter simulation and prediction. With the birth of more and more optimization algorithms, the simulation and prediction accuracy of hybrid models is getting higher and higher. I believe that on the basis of predecessors, scholars can develop more perfect models and apply them to aquaculture in the future.
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