How to observe dipolar effects in spinor Bose-Einstein condensates
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We propose an experiment which proves the possibility of spinning gaseous media via dipolar interactions in the spirit of the famous Einstein-de Haas effect for ferromagnets. The main idea is to utilize resonances we find in spinor condensates of alkali atoms while these systems are placed in an oscillating magnetic field. A significant transfer of angular momentum from spin to motional degrees of freedom observed on resonance is a spectacular manifestation of dipolar effects in spinor condensates.

Historically, first attempts at proving the relationship between magnetism and angular momentum (i.e., the Ampère’s hypothesis on “molecular currents”) were already performed in the 19th century [1]. They were all unsuccessful because of difficulties in measuring the tiny forces involved in the process. The efforts continued in the beginning of 20th century resulted in the emergence of a new class of effects named as magnetomechanical. The most known is certainly the Einstein-de Haas effect [2] in which a magnetized ferromagnetic rod is forced to rotate when its magnetization is reversed. In the experiment the magnetomechanical ratio is measured and its value can be directly related to the motion of electrons in the rod. It tells us how large a portion of magnetization comes from the spin of electrons and how large from the orbital motion of electrons.

Experiments with neutral “molecular currents” would be of particular interest in proving the direct and sole relation between the spin and the magnetization of the system. The recent realization of chromium condensates [3] has launched huge interest in ultracold dipolar systems [4, 5] which would be an ideal candidate for such studies. Although spectacular features due to dipolar forces related to expansion [3] and collapse [6] were already observed, the Einstein-de Haas effect so far remains elusive. A route towards observing the Einstein-de Haas effect in chromium condensates via controlling the magnetic field was recently suggested [7, 8] and first experiments demonstrated the possibility to control the dipolar relaxation rate in this way [10].

It is tempting to test these concepts also in alkali systems which represent the majority of experiments. It is certainly less obvious that alkali atoms (whose magnetic dipole moment is an order of magnitude lower than that of chromium atoms) might be a good candidate to observe how spin is transmitted into orbital motion. However, some authors suggested that the magnetic dipolar interactions could already lead to observable effects in condensates of alkali atoms [8, 11–17]. Also a first experiment showed that a spin-1 \(^{87}\)Rb spinor condensate can exhibit dipolar properties [13].

In this Letter we demonstrate that controlling the dipolar interactions by using an oscillating magnetic field is a perfect way to observe the Einstein-de Haas effect in alkali condensates provided it is done under a resonance condition. In the following we explain our reasoning in detail.

The equation of motion for a spinor condensate in the \(F=1\) hyperfine state in the mean-field approximation reads

\[
\frac{i\hbar}{\partial t} \psi(r) = \left( \mathcal{H}_{sp} + \mathcal{H}_{c} + \mathcal{H}_{d} \right) \psi(r),
\]

where \(\psi(r) = (\psi_1(r), \psi_0(r), \psi_{-1}(r))^T\) is a condensate spinor wavefunction and the effective Hamiltonian is split into three terms according to their origin. And so, the single-particle contribution is given by

\[
\mathcal{H}_{sp} = H_{sp} - \mu \mathbf{B} \cdot \mathbf{F},
\]

where \(H_{sp} = -\frac{\hbar^2}{2m} \nabla^2 + V_{fr}, \mathbf{F} = (F_x, F_y, F_z)\) are standard \(F=1\) spin matrices, \(\mathbf{B}\) is an external magnetic field (assumed as directed along the \(z\)-axis), and \(\mu\) is the magnetic moment of an atom. The short-range interactions between atoms lead to the second term

\[
\mathcal{H}_c = c_0 \psi^\dagger(r) \psi(r) + c_2 (\psi^\dagger(r) \mathbf{F} \psi(r)) \cdot \mathbf{F},
\]

where \(c_0 = 4\pi \hbar^2 (2a_2 + a_0)/3m\) and \(c_2 = 4\pi \hbar^2 (a_2 - a_0)/3m\) determine the strength of spin-preserving and spin-changing collisions, respectively [19], \(a_0\) (\(a_2\)) is the scattering length of colliding atoms for the channel of total spin equal to zero (two). Finally, the contribution corresponding to the long-range dipole-dipole interaction takes the form

\[
\mathcal{H}_d = \int d^3r' \psi^\dagger(r') V_d(r-r') \psi(r').
\]

Here, the dipolar interactions \(V_d\) can be written in the way of an expansion in the spherical harmonics functions [20]

\[
V_d = \sqrt{\frac{24\pi}{5}} \frac{\mu^2}{|\mathbf{r} - \mathbf{r}'|^3} \sum_{\lambda=-2}^2 Y_{2\lambda}(\hat{r}) \Sigma_{2\lambda},
\]

where \(Y_{2\lambda}(\hat{r})\) (with \(\hat{r}\) denoting a unit vector in the direction of relative position of two interacting atoms) is a
spherical harmonics of rank-2 and \( \Sigma_{2,\lambda} \) defined as

\[
\begin{align*}
\Sigma_{2,0} &= -\frac{3}{2} \frac{(F_z(r)F_z(r') - F(r) \cdot F(r'))}{3} \\
\Sigma_{2,\pm1} &= \pm \frac{1}{2} (F_z(r)F_{\pm}(r') + F_{\pm}(r)F_z(r')) \\
\Sigma_{2,\pm2} &= \mp \frac{1}{2} F_{\pm}(r)F_{\pm}(r')
\end{align*}
\]

(6)
is rank-2 spherical tensor built of atomic spin operators (here, \( F_{\pm} = F_x \pm iF_y \)).

It follows from (3) that when two atoms collide the total spin projection can change at most by 2 whereas the spin projection of individual atoms changes maximally by 1. Therefore, the atom cannot be transferred directly from \( m_F = 1 \) to \( m_F = -1 \) component. The last row in (3) shows the processes in which the spin of each atom changes by \( \pm 1 \). In addition, there are atomic collisions in which only one atom is transferred to the other Zeeman state (see the middle row in (3)) or the collisions that do not change the total spin projection (the first row in (3)). In the latter case, however, still the process transferring one atom from \( m_F = 0 \) to \( m_F = 1 \) and the other one from \( m_F = 0 \) to \( m_F = -1 \) states is allowed. According to (3) in each case the change of the total spin projection is accompanied by an appropriate change of a relative orbital angular momentum of colliding atoms.

In order to gain some analytic insights into the physics, we first assume that the transfer to the \( m_F = -1 \) state is small such that the component \( \psi_{-1} \) can be neglected. This assumption is justified by the full scale numerical calculations below and allows to write the evolution of the system as to be governed effectively by the 2 \( \times \) 2 Hamiltonian matrix. Further, by making a transformation into the interaction picture with the help of \( \exp \left( -\frac{i}{\hbar} \int_0^t H_0(t') dt' \right) \), where \( H_0 = H_{sp} - \frac{1}{\mu} \tilde{B}(r, t) \) with \( H_{sp} = H_{sp} + (c_0 + c_2) |\psi_1|^2 + c_0 |\psi_0|^2 \) and

\[
\begin{align*}
\tilde{B}(r, t) &= B(t) + \delta B(r, t) \\
\delta B(r, t) &= (c_2 |\psi_0|^2 + \mathcal{H}_{d11})/\mu
\end{align*}
\]

one eventually obtains the Hamiltonian in the form

\[
\begin{pmatrix}
-H_{11} & H_{10} \\
H_{10} & -H_{11}
\end{pmatrix},
\]

(8)

provided the matrix elements \( H_{10} = \mathcal{H}_{d10} \) and \( H_{11} = -\frac{1}{\mu} \tilde{B}(r, t) \) change slowly in space.

The Hamiltonian (3) describes a two-level system as considered, for instance, in Ref. [21]. Both \( H_{10} \) and \( H_{11} \) are position-dependent functions however, which means that the spinor condensate evolving according to Eq. (10) has been reduced, in fact, to the set of coupled two-level systems. The coupling comes through the off-diagonal elements, \( H_{10} \), as well as through the diagonal ones, \( H_{11} \), via \( \mathcal{H}_{d11} \). Looking for resonances we consider the oscillating magnetic field in the form (see Ref. [21])

\[
B(t) = B_0 + A \cos \omega t.
\]

(9)

Therefore, \( \tilde{B}(r, t) = B_0(r, t) + A \cos \omega t \), where \( \tilde{B}_0(r, t) = B_0 + \delta B(r, t) \) can be interpreted as the position- and time-dependent nonoscillating part of the magnetic field. The correction \( \delta B(r, t) \) to the magnetic field originates from the contact interactions (the first term in (7)) as well as the dipolar ones (the second term) which is the z-component of the magnetic field generated by the dipole moments of all the atoms outside the cloud of atoms. In the simplest (but not realistic) case \( H_{10} = \text{const} \) and \( \delta B(r, t) = 0 \) and the spinor condensate effectively reduces to a single two-level system. Then going to the interaction picture with the coupling term treated as a perturbation (see Ref. [21] for details) one finds that the evolution is governed by the Hamiltonian whose only nonzero elements are off-diagonal ones

\[
H_{10} \sum_{n=-\infty}^{\infty} J_n \left( \frac{\mu A}{\hbar \omega} \right) e^{\pm i(n \omega + \mu B_0/\hbar) t},
\]

(10)

where \( J_n(x) \) are the Bessel functions of the first kind. In a rotating wave approximation (RWA) all rapidly oscillating terms in the sum in Eq. (10) are neglected in comparison with the one, least oscillating, term. The resonance condition is then identified by

\[
\hbar \omega + \mu B_0 = 0.
\]

(11)

Within RWA and on resonance the population of \( m_F = 0 \) state oscillates with the frequency \( 2 \Omega \) such that \( \Omega = |H_{10}| |J_n(\mu A/\hbar \omega)| \). Therefore, to observe a significant transfer to the other state it is required to keep the frequency \( \Omega \) as high as possible. This can be achieved by working in a strong-driving regime \( A \sim B_0 \) (as opposed to weak-driving Rabi oscillations limit, \( A \ll B_0 \)) because then the Bessel function \( J_n(\mu A/\hbar \omega) \sim J_n(\mu B_0/\hbar \omega) = J_n(n) \) gets maximal values.

To learn the values of parameters characterizing the oscillating magnetic field we use the formula (11) for the static field \( B_0 = 10 \mu \text{G} \) which is reasonably large from experimental point of view. For a rubidium and sodium condensates one has \( \mu = \mu_B/2 \). Assuming \( \omega = 2 \pi \times 1 \text{Hz} \) one gets \( n \approx 7000 \). To decrease the order of the resonance to \( n \sim 1 \) while keeping the same value of the static field one would have to increase the frequency \( \omega \) by three orders of magnitude. Later, we will give arguments against increasing the frequency of an oscillating magnetic field.

The spinor condensate is, however, equivalent to a set of inherently coupled two-level systems. Initially, all two-level systems are on resonance (condition (11) is fulfilled). Therefore, due to dipolar interactions, transfer of atoms to the \( m_F = 0 \) state begins. While this transfer occurs, the two-level systems get immediately out of resonance. They go off resonance in different ways, i.e., the nonoscillating part of the field for each two-level system departures from \( B_0 \) by different amounts. Fortunately, there exist side resonances according to \( (n \pm k) \omega + \mu B_0 = 0 \)
where \(n\) and \(\omega\) satisfy the condition (11) for a given magnetic field \(B_0\) and \(B'_0 = B_0 + \delta B_0\). Therefore, further transfer to the \(m_F = 0\) state can be sustained assuming the resonances are broad enough so they mutually overlap. The single two-level model just discussed gives answer to what influences the width of the resonances.

Let’s departure from the resonance condition Eq. (11) by changing the static magnetic field: \(B_0 \rightarrow B_0 + \delta B_0\). Then the least oscillating term in the off-diagonal element is given by

\[
H_{10} J_n \left( \frac{\mu A}{\hbar \omega} \right) e^{-i \mu \delta B_0 \Omega / \hbar} \tag{12}
\]

and the solution of an equation of motion for a two-level system with (12) as the off-diagonal term reads

\[
\psi_0(t) = -i C \Omega e^{i \omega t / 2} \sin \Omega t
\]

\[
\psi_1(t) = \frac{1}{2 \Omega} \left( \Omega_+ e^{-i \Omega t} + \Omega_- e^{-i \Omega t} \right), \tag{13}
\]

where \(C = H_{10} J_n (\mu A / \hbar \omega) / \hbar\), \(\tilde{\omega} = \mu \delta B_0 / \hbar\), \(\Omega = \sqrt{\left| C \right|^2 + \left( \tilde{\omega} / 2 \right)^2}\), and \(\Omega_{\pm} = \Omega \pm \tilde{\omega} / 2\). Hence, the maximal off resonance transfer is calculated as

\[
|\psi_0(t)|^2_{\text{max}} = \frac{1}{\left( 2 |H_{10}| J_n (\mu A / \hbar \omega) \right)^2}. \tag{14}
\]

First, it is clear from (14) that the maximal transfer becomes larger when the off-diagonal element \(|H_{10}|\) increases, i.e., when the maximal atomic density increases. Second, it occurs from (14) that the transfer gets higher when the frequency of an oscillating magnetic field is lowered while the static field \(B_0\) is kept constant (since the Bessel functions behave as \(n J_n(n) \to \infty\) when \(n \to \infty\)). Therefore, in both these cases the resonances broaden and for large enough \(|H_{10}|\) and/or small enough \(\omega\) the resonances start to overlap significantly in this way the transfer of atoms to \(m_F = 0\) component. However, one has to remember that the formula (14) is derived assuming the presence of only one term in the expansion (10). Considering the full equation of motion for a two-level system (all terms included in the expansion (10)) it can be shown that, in fact, the transfer stops for small enough frequencies.

In the following we will demonstrate that the discussion of a two-level system presented above is indeed helpful while looking for dipolar resonances by solving numerically Eq. (11) (which is, generally, a search in three-dimensional parameter space). We prepare initially a system of \(N = 2 \times 10^5\) \(^{87}\)Rb atoms in a spherically symmetric harmonic trap with frequency \(\omega_{tr} = 2 \pi \times 100\)Hz and in \(m_F = 1\) Zeeman state. We turn on the external time-dependent magnetic field with the static part and the amplitude of an oscillating term being of the order of 1mG. The main frame in Fig. 1 shows the case of \(n = 645\) resonance whereas in the inset the order of the resonance equals \(n = 300\). For both resonances the population of \(m_F = -1\) component is negligible for shown time duration, hence the two-level system approximation works well in these cases. Note that the population of \(m_F = 0\) state exhibits characteristic step-like behavior (see Ref. 21) with jumps in the population occurring with the frequency of an oscillating magnetic field. The transfer to \(m_F = 0\) state is caused purely by dipolar forces since the projection of orbital angular momentum per atom in this state equals \(\hbar\) (in fact, a singly charged vortex is created in \(m_F = 0\) component).

Since the three-body loss rate constant for \(^{23}\)Na atoms is a factor of 5 smaller than for \(^{87}\)Rb atoms 23, the sodium spinor condensate seems to be more appropriate for the observation of dipolar resonances than the rubidium one. Lower losses allow for the higher atomic densities (in fact, up to the order of \(10^{15}\)cm\(^{-3}\)) 23. Therefore, according to the two-level model higher transfers are expected. In other words, a significant transfer for larger magnetic fields is still expected. In Fig. 2 we show the resonance for a sodium condensate at magnetic fields of about 3.5mG. Indeed, the transfer is big and, what is also important, the width of the resonance is of the order of milligas. Therefore, the quality of this resonance is much higher than those discussed in Refs. 6, 13.

The quality of the resonance can be also improved by applying an inhomogeneous magnetic field as a nonoscillating part of external field. Surprisingly and opposite to what is expected for the amplification of matter waves process in dipolar spinor Bose-Einstein condensates (see Ref. 22) the nonzero field gradient might enhance the population of \(m_F = 0\) state. It happens because the correction \(\delta B\) (see 7) to the nonoscillating part of the

![Fig. 1. (color online). Relative transfer of \(^{87}\)Rb atoms to the \(m_F = 0\) and \(m_F = -1\) states as a function of time. Initial number of atoms in the \(m_F = +1\) component is \(2 \times 10^5\). In the spherically symmetric trap with \(\omega_{tr} = 2 \pi \times 100\)Hz it corresponds to the maximal density equal to \(3 \times 10^{14}\)cm\(^{-3}\). Parameters of an oscillating magnetic field are: \(B_0 = -0.92\)mG, \(A = 0.93\)mG, and \(\omega/\omega_{tr} = 1/100\). Inset shows transfer of atoms for other resonance: \(B_0 = -1.43\)mG, \(A = 1.85\)mG, and \(\omega/\omega_{tr} = 1/30\).](image-url)
magnetic field, which is negative for sodium atoms, cancels the increase of the field for some positive \( z \). Even more, since the field gradient is present, still new regions in space serve as a source of atoms to go from \( m_F = 1 \) to \( m_F = 0 \) state (the \( n = 295 \) resonance is moving out of the center, see Fig. 3). Therefore, the initial resonance is still active in regions in space somewhere at positive \( z \). This resonance boosts transfer of atoms to \( m_F = 0 \) state and at some time ignites the resonance of the order of \( n + 1 \) and even of \( n + 2 \) leading to further transfer (see inset in Fig. 3). In fact, inhomogeneous magnetic fields support the transition of atoms in the case when this transfer is already stopped for uniform fields.

In conclusion, we have shown how to control weak dipolar interactions with the help of an oscillating magnetic field. Working in the resonant regime, which is experimentally accessible, one is able to transfer a significant number of atoms from the initial nonrotating state to the state with nonzero angular orbital momentum. Hence, the way to observing the Einstein-de Haas effect even in systems with very weak dipolar forces like ultracold alkali gases seems to be open. In fact, utilizing the resonances opens new possibilities in studying a broad range of dipolar physics in alkali condensates.
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