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Abstract
Nowadays more private car trips have caused worse congestion due to the Covid-19 pandemic in many cities. Congestion charging is one of the taxes that is levied on vehicle owners to reduce urban traffic congestion. One of the most important reasons congestion charging is not accepted by the public is the high cost. Monitoring the state of traffic congestion in real time requires a lot of expensive installations. The purpose of this paper is to make congestion charging more accurate and acceptable using artificial intelligent algorithm. Massive real-time Global Positioning System (GPS) data provides new data for road congestion charging. The queuing length at intersections is an important measurement for the degree of traffic congestion, and it is also the basis for road congestion pricing. GPS positioning cannot provide sufficient position accuracy for lane identification of vehicles. In this study, a comprehensive model consisting of a real-time lane identification model and a real-time queue length estimation model is developed based on the traffic shockwave theory using GPS data. The comprehensive model can identify the lane where the queuing vehicle is located and estimate the real-time queue length of the lane. The proposed models were evaluated using field-collected data in Guangzhou, China. The testing results show that the proposed comprehensive model can identify lanes and estimate queue lengths with satisfactory accuracy. The model proposed in this paper provides real-time data for road dynamic pricing in a cost-effective way, which can promote the implementation of congestion charging in cities.
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1 Introduction

The ever-increasing urban population and vehicular traffic have made urban traffic problems increasingly prominent. At present, cities suffer from severe traffic congestion problems. Traffic jams have caused time waste, environmental pollution, and increase of accidents. This situation is even more serious in densely populated cities, which bear huge economic losses because of congestion every year.

Current methods to solve traffic congestion mainly include: expanding urban roads, improving public transport, developing Intelligent Transportation System and congestion charging.

(1) Expanding urban roads.
Many facts have shown the increase in road area cannot reduce traffic congestion, and will make traffic congestion more severe. The “Downs’ Law” (Downs, 1962) in traffic economics believes that new road will induce new traffic demand, and traffic demand always exceed traffic supply. In the long term, adding roads will make the situation even worse and empirical study in many cities confirmed this argument.

(2) Improving public transport.
Developing public transport includes subsidies for public transport, which can make public transport more attractive, thereby reducing traffic congestion. Nowadays the Covid-19 pandemic has limited the load factor of public transport in many cities. This shortage of public transport will cause worse traffic congestion (Ortego et al., 2020).

(3) Developing Intelligent Transportation System.
ITS (Intelligent Transportation System) is an accurate and efficient comprehensive transportation system, which integrates various advanced technologies. ITS provides urban administrations with an effective way to solve traffic congestion. In addition, ITS provides technology and infrastructures for congestion charging.

(4) Congestion charging.
Congestion charging is a hot issue studied by many scholars in recent years. It refers to the use of price principles in economics to restrict traffic demand, thereby changing traveler behavior and reducing traffic congestion. Pigou (1920) first proposed the congestion charging theory, which pointed out that traffic congestion makes the marginal social cost of road users higher than the marginal private cost, so congestion produces negative externalities. Congestion charging internalizes the congestion costs for cities. Congestion charging can redistribute traffic flow in time and space, so it can improve the efficiency of the entire road network.

Congestion charging can also provide a new source of funding for improving public transport services. Investments in the public transport system permanently require fresh resources. Congestion taxes are significant resources for cities and can stimulate economic growth. Congestion tax not only affects traffic, but also is closely related to financial affairs.

Congestion charging schemes can be divided into two categories according to the scope of implementation: road congestion charging and zone congestion charging. Road congestion charging refers to charging for High Occupancy Toll (HOT) lanes or roads in specific sections and periods. Zone congestion charging refers to charging for zones with frequent large-scale congestion in specific sections and periods.
The Congestion pricing theory of bottleneck road (Vickrey, 1969) believes that the optimal charge is time-varying, and the charging price is determined by the queue length at the bottleneck intersection. The congestion cost is equal to the externalities generated by road users at the specific time and place. Therefore, congestion cost varies depending on the traffic state. Ideally, the charge should be set dynamically (Bocarejo, 2020). Reasonable congestion charging should be based on traffic state, and differential charge should be established for different zones and times of the day. Dynamic pricing will make the costs for investment and operation of the congestion pricing system very large. The congestion pricing system requires a high number of expensive installations to measure traffic volumes and congestion.

Although congestion charging has captured considerable attention in practice and academia, congestion charging is generally not accepted by the public in practice, and few cities have managed to implement congestion charging (Mehdizadeh & Shariat-Mohaymany, 2020). There are two main reasons why congestion charging is rejected by public opinion. First, Congestion charging is considered as an additional tax. Second, the cost to build and operate a congestion charging system is too high (Buckingham et al., 2010).

In fact, the principle of congestion charging is fair. It internalizes the external costs of congestion. Congestion charging is conducive to the sustainability and efficiency of urban traffic, which is better than existing fees and taxes (Cipriani et al., 2019).

The cost of the congestion pricing system mainly comes from some expensive installations, most of which are used to measure traffic congestion and identify traffic state. With the widespread use of smart phones, car navigators and other devices, more and more mobile smart devices can be used as mobile traffic sensors to provide real-time GPS data of vehicles. Nowadays, massive trajectory data covers all parts of the urban traffic network, providing rich data for congestion measurement (Wang et al., 2020a, b). If AI technology is used to confirm the state of traffic flow based on massive GPS data, the cost of the congestion pricing system will be greatly reduced.

The queue length of an intersection can reflect the congestion status of the intersection in time. The queuing length at the bottleneck intersection is the basis for road congestion pricing, and it is also an important indicator to identify the delay time, space range and the degree of congestion in urban traffic jams. It’s necessary to study how to accurately estimate intersection queue length using GPS data.

At present, lane identification is a difficult subject in the research of queue length at intersections using GPS data. In urban areas, due to the urban canyon effect (multipath interference caused by reflections from high-rise buildings) (Li & Fu, 2020), the error of commercial GPS modules readings is as high as tens of meters. Such accuracy cannot meet the requirements for determining the vehicles’ lane. The lane-based real-time queue length plays a vital role in congestion charging.

Therefore, the question raised by this research is how to use GPS data to identify the lanes of vehicles at signalized intersections in real time, and how to estimate the queue lengths on the individual lanes.

The rest of this paper is organized as follows. The related studies are discussed in Sect. 2. Sect. 3 proposes the research model and framework, including the lane identification model and the real-time queue length estimation model. The test results
and analysis are described in Sect. 4. The conclusions and future work are presented in Sect. 5.

2 Literature Review

2.1 Related Studies

Over the years, a large number of researchers have studied the estimation of queue length at intersections. In recent years, real-time queue length estimation using fine-grained data has become a new hot research. The estimation methods of queue length can be divided into three categories: (1) the input-output model, (2) the hybrid model, and (3) the traffic shockwave model.

The input-output model (An et al., 2017) derives cumulative arrivals and departures from the fixed-location sensors and then estimates the queue length. This model cannot obtain the spatial distribution of queue length in time, and is not suitable for long queues. The hybrid model (Cai et al., 2014) is based on the input-output model, which requires additional stop bar detector to count the vehicles crossing the stop bar. In addition, the estimation method based on video (Jiang et al., 2019) uses image recognition technique to estimate the length of the queue. This method needs a video detector at the intersection, and the computation cost of the algorithm is high, so the real-time ability is poor. The model based on traffic shockwave theory can describe the complex queuing process in both temporal and spatial dimensions, so it has attracted the attention of many researchers (Gao et al., 2019).

Many real-time queue length estimation methods use fixed-location sensor data, and some others methods (Cai et al., 2014) combine GPS data with fixed-location sensor data. The coverage of these fixed-location sensors is limited, and detectors such as inductive loop sensors are easily damaged in practice, which limits the application of many estimation methods. (Gao et al., 2019) proposed a queue length sensing model based on V2X technology. However, the current transport facilities cannot meet the requirements of the V2X technology.

Nowadays, a large amount of real-time GPS data provides a new resource for the estimation of queue length at intersections. Tan et al., (2021) proposed an approach for queue length estimation through maximum likelihood estimation using vehicle trajectory data. But the quality of historical trajectory data has a great influence on the accuracy of the algorithm. Wang et al., (2020a, b) proposed an integer programming model to estimate the queue profile. The approach requires low GPS location error, and is not suitable for real-time queue length estimation in large-scale networks. By identifying the critical points from raw trajectories, Cheng et al., (2011) proposed a queue length estimation method based on shock waves. The estimation method also needs accurate location data. Further, the studies above (Tan et al., 2021; Wang et al., 2020a, b; Cheng et al., 2011) do not address identifying the lane of the queue.

In the application of real-time GPS data, most researchers use vehicle position data to estimate the queue length. Because the intersection is the intersection of multiple roads, the accuracy of map matching is not high when the vehicle approaches the intersection. Moreover, the accuracy of GPS orientation data is also low due to
the deceleration, stop, and steering of the vehicle. Therefore, near the intersection, there is often a large error in the GPS position data of vehicles.

Moreover, compared with fixed detector data, mobile sensor data has the biggest flaw in the uncertainty. The number of vehicles that can provide GPS data is uncertain, which is the biggest challenge in using GPS data. Location error and high uncertainty make real-time queue analysis need to solve many problems using GPS data at intersections.

In the research on lane identification, most subjects are studying how to use machine vision technology to confirm lanes for the intelligent vehicle navigation and autonomous vehicles (Wang et al., 2019; Zhang et al., 2020). (Madhu et al., 2020) proposed a methodology of extracting vehicle trajectory data to analyze the following behavior of vehicles such as changing lanes. These studies are not applicable to the lane identification for queue length estimation at intersections.

Rompis et al. (Semuel et al., 2018) proposed a method for identifying the lane of the GPS instrumented vehicles queuing at signalized intersections. Based on the time when the probe vehicle joined the queue and the distance between the probe vehicle and the stop bar, the queuing shockwave speed was calculated in their method. In actual traffic, there are large errors in the GPS location data of vehicles at intersections, which will seriously affect the accuracy of the parameters. In addition, the method is only suitable for undersaturated traffic flow conditions. In over-saturation, the queue lengths of lanes with different turns may also be different, which is the same as the case of undersaturation. Under the condition of over-saturation, lane-based queue length estimation is an important content to be studied.

The lane-based real-time queue length is an important basis for road pricing. As mentioned above, due to GPS location errors, the lane identification problem of queuing vehicles has not been resolved. The research on real-time queue length estimation for signalized intersections using GPS data is still incomplete.

This paper studies how to use GPS data to determine the lane of queuing vehicles, and estimates the real-time queue length at signalized intersections. This paper obtains more complete and accurate intersection queuing information by mining GPS data, which provides data for the calculation of dynamic congestion price.

2.2 Traffic Shockwave Analysis

This study adopts an estimation model based on the traffic shockwave theory, which can solve the problem of high uncertainty in GPS data. In 1955, British scholars Lighthill and Whitham proposed the fluid dynamics simulation theory of traffic flow (Lighthill & Whitham, 1955). The theory describes the change in traffic density as traffic shockwaves. When the density of traffic changes, traffic shockwaves will propagate in the traffic flow. The speed of traffic shockwave can be determined by following equation (Eq. (1)) (Lighthill & Whitham, 1955).

\[ u_w = \frac{\Delta q}{\Delta k} = \frac{(q_2 - q_1)}{(k_2 - k_1)} \]
Where \( u_w \) is the speed of traffic shockwaves, \( q_1 \) and \( k_1 \) are the flow and density of upstream region respectively; \( q_2 \) and \( k_2 \) are the flow and density of downstream region respectively.

As the signal changes, various shockwaves are generated at signalized intersections. These traffic shockwaves interact to form the constant change of the intersection queue. This study defines the effective red light start as the start of a cycle, and the effective green light end as the end of a cycle. In one cycle, queuing shockwaves, discharge shockwaves and departure shockwaves will be formed in sequence. If the queue cannot completely discharge within the effective green time, a residual queue shockwave will be formed (Liu et al., 2009). In the \( n \)th cycle, \( w^{\text{n}}_1 \) represents the queuing shockwave, \( w^{\text{n}}_2 \) denotes the discharge shockwave, \( w^{\text{n}}_3 \) represents the departure shockwave, and \( w^{\text{n}}_4 \) is the residual queue shockwave. The speeds of these four shockwaves are represented by \( v^{\text{n}}_1 \), \( v^{\text{n}}_2 \), \( v^{\text{n}}_3 \) and \( v^{\text{n}}_4 \) respectively.

The queuing shockwave \( w^{\text{n}}_1 \) begins to form at the beginning of the effective red and moves upstream of the intersection at speed (Liu et al., 2009).

\[
v^{\text{n}}_1 = (0 - q^{\text{n}}_a)/(k_j - k^{\text{n}}_a)
\]

where 0 and \( k_j \) are the jammed flow and density; and \( q^{\text{n}}_a \) and \( k^{\text{n}}_a \) denote the mean arrival flow rate and density during the \( n \)th cycle.

The discharge shockwave \( w^{\text{n}}_2 \) begins to form at the beginning of the effective green and moves upstream at speed (Liu et al., 2009).

\[
v^{\text{n}}_2 = (q_m - 0)/(k_m - k_j)
\]

where \( q_m \) and \( k_m \) represent the saturation flow and density.

In the real world, the speed of the queuing shockwave \( v^{\text{n}}_1 \) is lower than the speed of the discharge shockwave \( v^{\text{n}}_2 \). When \( w^{\text{n}}_1 \) and \( w^{\text{n}}_2 \) meet, the departure shockwave \( w^{\text{n}}_3 \) is formed which propagates towards the stop line at speed (Liu et al., 2009).

\[
v^{\text{n}}_3 = (q_m - q^{\text{n}}_a)/(k_m - k^{\text{n}}_a)
\]

If the queue cannot be fully discharged in the \( n \)th cycle, a residual queue shockwave \( w^{\text{n}}_4 \) will be formed, which propagates upstream from the stop line at a speed \( v^{\text{n}}_4 \) (Liu et al., 2009).

\[
v^{\text{n}}_4 = (0 - q_m)/(k_j - k_m)
\]

The propagation of the above four shockwaves describes the repeated process of queuing formation and dissipation at signalized intersections. Figures 1 and 2 respectively show the propagation process of the four shockwaves. Figure 1 shows the propagation in the undersaturated state, and Fig. 2 shows the propagation in the over-
saturated state. If the queue cannot fully discharge in a cycle, the traffic is over-saturated state, otherwise the traffic is undersaturated state.

For an intersection, $q_m$, $k_m$ and $k_j$ can be regarded as constants, so the values of $v_n^2$ and $v_n^4$ can be determined, let $v_n^2 = v_n^4 = v_f$, $v_f$ is constant.

Among the four shockwaves, the queuing shockwave $w_1^n$ shows the characteristics of the queue when it is formed. Due to the different arrival rates of vehicles, the queuing shockwaves in different lanes usually have different speeds (Semuel et al., 2018). This study uses the speed $v_1^n$ of the queuing shockwave as the basis for confirming the lane.

In the same signal cycle, for lanes with the same turn (for example, left turn-lane, through-lane, right-turn, through and right-turn shared lane, etc.), the arrival rates of vehicles and maximum queue lengths are often very similar. For lanes with different turns, the arrival rates and maximum queue lengths are usually quite different. Therefore, this study only focuses on lane identification for lanes with different turns.
3 The Research Model and Framework

3.1 Real-Time Queuing Shockwave Speed Estimation

This research mainly studies the general situation of queuing at intersections and the assumptions about the model are as follows:

1. The study subject is a given intersection, and the signal timing information is known.
2. In one cycle, the arrival rate is regarded as a constant, which can be considered as the average arrival rate of the cycle. For different cycles, the arrival rates are variable.
3. The waiting time of any vehicle at the intersection cannot exceed two cycles.
4. In each cycle and each queue, at least one queued vehicle can provide the real-time GPS data.

According to Gazis’s definition (Gazis, 1964) of the over-saturated state of the intersection, this study gives the definition of the cycle state. If the queue can discharge completely within the effective green time of a cycle, the cycle is undersaturation. If the queue cannot all discharge during the effective green time of a cycle and a residual queue is formed, then the cycle is defined as over-saturation.

A. Queuing delay analysis.

The queuing time of a vehicle refers to the time span from the time when the vehicle first stops in line to the time when the vehicle pass the stop bar. The queuing delay of vehicles refers to the time difference between the queuing time of vehicles and the time that vehicles pass through the intersection at free flow speed. According to the reasons for the delays, this study divides queuing delays into four parts, which are defined as phase delays, discharge delays, over-saturation delays and random delays.

- Phase delay: the waiting time for the green light. The phase delay is related to the time when the vehicle arrives at the intersection and the state of the phase at that time. $D_p$ represents the phase delay of vehicle $A$.
- Discharge delay: the delay caused by the discharging process of the queue, that is, the propagation time of the discharge shockwave $w_2^s$. $D_s$ represents the discharge delay of vehicle $A$.
- Over-saturation delay: the delay caused by the over-saturated traffic conditions. During the over-saturated cycle, the vehicles in the residual queue will not pass the stop line until the effective green time of the next cycle. The Over-saturation delay is equal to the effective red time of the next cycle. $D_e$ represents the over-saturation delay of vehicle $A$. This study defines vehicles with $D_e$ ($D_e > 0$) as over-saturated vehicles.
- Random delay: the extra delays caused by the vehicles themselves and the environment. For example, the start-up process is slow due to the vehicle type and the driver’s reaction, or the delay caused by the distance between vehicle $A$ and the vehicle ahead is less than the safe distance. In general, the starting time of a vehicle is used as a parameter to calculate the effective green time in this study. $D_r$ represents the random delay of vehicle $A$. 
Figure 3 illustrates the phase delay, the discharge delay and the over-saturation delay using traffic shockwaves and vehicle trajectories. $T_{n}^{r}$ and $T_{n}^{g}$ respectively represent the start time of the effective red and the effective green in the $n$th signal cycle.

Among these four types of delays, only the discharge delay is directly related to the position of the vehicle in the queue. Using the vehicle’s discharge delays, the queuing shockwave velocity $v_{n}^{1}$ can be estimated in real time.

**B. Queuing shockwave speed estimation algorithm.**

The model in this paper uses the vehicle’s stopping time and the phase change data to calculate the vehicle’s discharge delays, and then further estimates the queuing shockwave speed based on the discharge delays. The calculation of the stopping time is related to the definition of the intersection range. stopping within the intersection area is regarded as stopping due to queuing. The intersection range given by most researchers is between 100 m and 200 m (Dong & Zhou, 2020). This study believes that the range of the intersection is difficult to determine with a unified standard, and the range needs to be specified respectively according to the road conditions and traffic states at the intersection.

As indicated in Fig. 3, the stopping time of a vehicle includes phase delay and discharge delay. For over-saturated vehicles, stopping time also includes over-saturation delay. Random delay may exist during the entire process of vehicle stopping and moving. $T_{d}$ represents the total stopping time of vehicle $A$ within the range of the intersection. This algorithm only analyze the GPS data of vehicles with $T_{d}$ greater than 0.

The algorithm includes the following steps:

**Step 1.** Calculate the over-saturation delay of vehicle $A$.

The first step of the algorithm is to determine whether vehicle $A$ is an over-saturated vehicle. When vehicle $A$ meets the following conditions, the state of the vehicle is over-saturated.

$$T_{n}^{r} \leq t \leq T_{n}^{r+1} \quad \text{and} \quad T_{l} \geq T_{n}^{g+1}$$

$t$ represents the time when vehicle $A$ first stopped at the intersection. $T_{l}$ is the last time vehicle $A$ started within the intersection range. The left part of Eq. (6) indicates that vehicle $A$ arrives at the intersection in the $n$th cycle and starts to queue up, and
the right part of Eq. (6) indicates that vehicle \( A \) leaves the intersection at the effective green time of the \( n+1 \)th cycle. So the over-saturation delay of vehicle \( A \) is

\[
D_e = \begin{cases} 
0, & \text{if } T_r^n \leq t \leq T_r^{n+1} \text{ and } T_i < T_r^{n+1} \\
T_g^{n+1} - T_r^{n+1}, & \text{if } T_r^n \leq t \leq T_r^{n+1} \text{ and } T_i \geq T_g^{n+1} 
\end{cases}
\]

(7)

**Step 2.** Calculate the phase delay of vehicle \( A \)

\[
D_p = \begin{cases} 
0, & \text{if } T_g^n \leq t \leq T_r^{n+1} \\
T_g^n - t, & \text{if } T_r^n \leq t < T_g^n 
\end{cases}
\]

(8)

**Step 3.** Estimate the random delay of vehicle \( A \).

If vehicle \( A \) is a bus or other large vehicle, the random delay of \( A \) is increased by 1 s. In addition, if the distance between \( A \) and the vehicle ahead can be obtained, and the distance is less than 1 m, the random delay of \( A \) will increase by 1 s. In other cases, the random delay of vehicle \( A \) is 0. Since the market penetration rate cannot be determined, the random delays of vehicles can only be estimated based on available data. As the market penetration rate increases, the estimation of random delays will be more accurate.

**Step 4.** Calculate the discharge delay of vehicle \( A \)

\[
D_s = T_d - D_p - D_e - D_r 
\]

(9)

**Step 5.** Estimate the queuing shockwave speed.

\( T_s \) is the time for the discharge shockwave \( w_d^n \) to propagate from the stop bar to vehicle \( A \).

\[
T_s = \begin{cases} 
D_{sy}, & \text{if } T_g^n \leq t \leq T_g^n \\
D_s + (t - T_g^n), & \text{if } T_g^n < t \leq T_r^{n+1} 
\end{cases}
\]

(10)

\( L_A \) indicates the queue length of vehicle \( A \), that is, the distance from the stop bar to \( A \) when vehicle \( A \) stops for the first time. According to the previous analysis, this equation can be derived: \( L_A = -T_S * v_f = -T_S * v_f \). \( v_f \) can be calculated based on the saturation flow rate \( q_m \), the saturation density \( k_m \), and the jammed density \( k_j \). The queuing shockwave speed can be calculated as in the following equation:

\[
v^n_1 = \frac{L_A}{t - T_r^n} = \frac{T_s * v_f}{T_r^n - t} 
\]

(11)

When the market penetration rate increases, more and more queued vehicles can provide GPS data, and the accuracy of \( v^n_1 \) estimation will improve.

### 3.2 Lane Identification Algorithm

As mentioned above, for lanes with different turns at intersections, the speeds of the queuing shockwaves are usually different. This study uses classifying and clustering
methods to estimate the queuing shockwave speeds of lanes with different turns, so as to identify the lane where the queue is located. Because this paper only clusters queuing shockwave speeds based on similarity, the less complex classification and clustering methods are chosen. The real-time performance of these two algorithms is very good and can meet the requirements for real-time lane identification.

A. KNN classifying method.

KNN (k-nearest neighbor) is a supervised learning method. In this study, the speeds of queuing shockwaves are used as one-dimensional variables of KNN clustering.

The inputs of the method includes:

1. Training dataset.
   \[ T = \{ (x^j_1, y_1), (x^j_2, y_2), (x^j_3, y_3), \ldots, (x^j_i, y_i), \ldots, (x^j_n, y_n) \} \], \( j, i, n, m > 0 \). \( x^j_i \) is the speed of the queuing shockwave in the \( j \)th cycle, \( y_i \) is the category, \( y_i \in \{ c_1, c_2 \} \). \( c_1 \) and \( c_2 \) indicate left turn lanes and through lanes respectively.

2. Clustering object \( x \).

3. The number of nearest neighbors \( k \).

The output of this method is the category to which \( x \) belongs.

Step 1. According to a given distance threshold, find the \( k \) points closest to the estimated object \( x \) in \( T \), and the neighborhood of \( x \) is denoted as \( N_k(x) \).

Step 2. Among these \( k \) points, determine the category \( y \) of \( x \) according to the weighted voting method.

\[
y = \left\{ \begin{array}{ll}
\arg \max_{c_z} & \sum_{x^\beta_i \in N_k(x)} \frac{c_z}{(x^\beta_i - x)^2} \\
& x^\beta_i = x \\
y_i & x^\beta_i \neq x, \ z = 1, 2, \beta > 0
\end{array} \right.
\]  

(12)

B. DBSCAN Clustering Method.

DBSCAN (Density-based spatial clustering of applications with noise) is a clustering algorithm based on spatial density. It can be used to divide clusters of any shape and is not sensitive to noise. But the traditional algorithm is not suitable for the queuing shockwave speed clustering. This paper has modified the traditional DBSCAN algorithm, and the steps of the modified DBSCAN algorithm are described as follows.

The inputs of the method includes:

1. The training dataset \( T \) is divided into two sub datasets, \( T_{c_1} \) and \( T_{c_2} \), according to their categories.

\[
T_{c_1} = \{ (x^j_n, c_2), (x^j_{n+1}, c_2), \ldots, (x^j_{n+m}, c_2) \}, \quad k, j, q, n, m > 0. \quad x^j_i (i, \beta > 0) \) is the speed of the queuing shockwave in the \( \beta \)th cycle, and \( T_{c_1} \) and \( T_{c_2} \) are the datasets belonging to \( c_1 \) (left turn lane) and \( c_2 \) (through lane) categories, respectively.

2. Clustering object dataset \( D \).

3. The radius \( \varepsilon \).

4. Density threshold MinPts.

The output of this method is the clustering result of dataset \( D \).

Step 1. Search for points that meet the threshold MinPts requirements in an \( \varepsilon \)-radius of \( T_{c_1} \) and \( T_{c_2} \), respectively. Take these points as the core points, denoted as \( \{ P_{c_1} \} \), \( \{ P_{c_2} \} \).
Step 2. Traverse the dataset $D$, find all the density-reachable points from \{\textit{P}_{c1}\}, \{\textit{P}_{c2}\}$ respectively, and update the clusters \{\textit{P}_{c1}\} and \{\textit{P}_{c2}\}.

Step 3. Generate the final cluster result through density-connected points.

Step 4. Repeat step 2 and step 3 until all points in dataset $D$ are processed.

Step 5. Compute the cluster centers $e_1$ and $e_2$ in $T_{c1}$ and $T_{c2}$ respectively.

$$e_1 = \arg \lim_{T_1} \sum (|x_{c1} - x^\beta_1|^2) \quad (13)$$

$$e_2 = \arg \lim_{T_2} \sum (|x_{c2} - x^\beta_2|^2) \quad (14)$$

Step 6. For noise data not included in any clusters and overlapping data in two clusters, determine the clusters they belong to according to their Euclidean distances from $e_1$ and $e_2$.

If the queuing shockwave speeds of lanes with different turns are significantly different, the algorithm in this study can be used to identify lanes. However, if the shockwave speeds between lanes of different turns are close, it means that the arrival rates of these lanes are similar. In this case, the queue lengths of different lanes can be calculated based on the signal timing information. Although the algorithms in this study only determine the two sets of lanes with different turning, these algorithms are also applicable if other turning lanes are added.

3.3 Real-Time Queue Length Estimation Model

This section discusses how to use GPS data to estimate the real-time queue length at signalized intersections.

4. Undersaturated state.

As Sect. 3 described, when the queuing shockwave $w^n_1$ meets the discharge shockwave $w^n_2$, the departure shockwave $w^n_3$ is formed, and the queuing length reaches the maximum at the same time. $T^{\text{max}}_n$ is the time of maximum queue achieved during $n$th cycle. When the $n$-1th cycle is undersaturated, the maximum queue length $L^{\text{max}}_n$ during $n$th cycle is:

$$L^{\text{max}}_n = -v^n_1(T^{\text{max}}_n - T_r^n) = -v^n_2(T^{\text{max}}_n - T_g^n) \quad (15)$$

Equation (15) can be further derived as in the following equation:

$$T^{\text{max}}_n = \frac{v^n_1 T_r^n - v^n_2 T_g^n}{v^n_1 - v^n_2} \quad (16)$$

Then $L^{\text{max}}_n$ can be calculated:

$$L^{\text{max}}_n = \frac{v^n_1 v_f}{v^n_1 - v_f} (T^n_g - T^n_r) \quad (17)$$
where $v_f$ is constant, $v^n_1$ can be calculated by Eq. (11).

**B. Over-saturated state.**

When the previous cycle is oversaturated, the maximum queue length is not only formed by the vehicles arriving in this cycle, but also affected by the residual queue of the previous cycle.

If $n$th cycle is oversaturated, when the departure shockwave $w^n_3$ and the residual queue shockwave $w^n_4$ meet in $(n+1)$th cycle, the residual queue length is maximized. $T^n_{res}$ is the time when the residual queue length reaches the maximum in $n$th cycle, so that:

$$v^n_3(T^n_{res} - T^n_{r+1}) - v_f(T^n_{res} - T^n_{r}) = L^n_{max} - v^n_3(T^n_{r+1} - T^n_{max})$$

Equation (18) can be rewritten:

$$T^n_{res} = \frac{v^n_3 T^n_{max} - v_f T^n_{r+1} + L^n_{max}}{v^n_3 - v_f}$$

$L^n_{res}$ represents the maximum residual queue length during $n$th cycle. Since $T^n_{res} = T^n_{r+1} / v_f$, $L^n_{res}$ can be calculated in the following equation:

$$L^n_{res} = \frac{v^n_3 (T^n_{max} - T^n_{r+1}) + L^n_{max}}{v^n_3 - v^n_3}$$

When the $(n-1)$th cycle is over-saturated, the maximum queue length during $n$th cycle is:

$$L^n_{max} = -v^n_1(T^n_{max} - T^n_{res}) + L^{n-1}_{res} = -v^n_2((T^n_{max} - T^n_g))$$

$T^n_{max}$ can be expressed as:

$$T^n_{max} = \frac{v^n_1 T^n_r - v_f T^n_g}{v^n_1 - v_f} - \frac{L^{n-1}_{res}}{v_f}$$

Then the maximum queue length $L^n_{max}$ in $n$th cycle can be estimated by:

$$L^n_{max} = \frac{v^n_1 v_f}{v^n_1 - v_f} (T^n_g - T^n_r) + L^{n-1}_{res}$$

Using the queuing shockwave speed $v^n_1$ and the vehicle speed, the arrival traffic state $(q^n_a, k^n_a)$ can be estimated, and then the departure shockwave speed $v^n_3$ can be calculated according to Eq. (4). According to Eq. (20) and Eq. (23), the maximum queue length $L^n_{max}$ and the maximum residual queue length $L^n_{res}$ in the over-saturated $n$th cycle can be finally estimated.
4 Experimental Design and Performance Evaluation

The proposed models are applied to the intersection of Tianhe North Road and Tianshou Road in Guangzhou, China. As shown in Fig. 4. Tianhe North Road is a main road in the central business district of Guangzhou. The intersection of Tianhe North Road and Tianshou Road is often a congested intersection, and there is a large difference in queue length between through lane and left-turn lane. The intersection is suitable to apply the model proposed in this paper.

This study used 8 vehicles equipped with GPS equipment as test vehicles. At the intersection of Tianhe North Road, there are 6 lanes from west to east, including 2 left-turn lanes, 3 through lanes, and 1 right-turn lane, which are marked as lane 1–6 from the inside to the outside. Lane 1–2 are left-turn lanes, and lane 3–5 are through lanes. According to the analysis result of the traffic flow at the intersection, the intersection range is a circular area with the center of the intersection as the center and a radius of 240 m.

Fig. 4 Study site in Guangzhou: tianhe north road-tianshou road

Fig. 5 Implementation flow chart
This study tested lane 1–4 separately. In each test period, 8 vehicles selected the same lane of Tianhe North Road to pass through the intersection as required. Four cameras were deployed at the intersection to record the real queuing situation.

The test time is the evening of November 20, 2019 and November 24, 2019. The test period selected is evening peaks, and each test takes about 2 h. These two experiments are denoted Experiment 1 (November 20, 2019) and Experiment 2 (November 24, 2019) respectively. On this test road, the saturation flow is 1780 veh/h/lane, and the jammed density is 124 veh/km/lane. During the test, the test vehicles were driving on the designated route, which cannot guarantee that there are one or more vehicles queuing at the intersection in each cycle. Therefore, for the cycles that meet the test requirements, there may be insufficient data in the previous cycle. If the previous cycle is in an undersaturated state, insufficient data has no effect on the test results. If the previous cycle is over-saturation and insufficient data, this study used the observed value of the residual queue length instead of the estimated value as the input data of the test cycle. This has little effect on the test results.

Figure 5 is the implementation flow chart of the experiment.

### 4.1 Shockwave Speed Estimation Analysis

On November 24, 2019 (Sunday), the test started at 17:03 and ended at 19:06, including 46 cycles. Due to insufficient data, 18 cycles cannot be estimated. This paper sets the ID of the cycle starting at 17:03:16 as 1. Table 1 shows the comparison between the estimated results and the measured data from 18:04 to 18:29.

In Table 1, Column 1 shows the record sequence number. Column 2 shows the ID of the cycle. Column 3 specifies the Lane. Lane 1 is left-turn lane and lane 3 is through lane. Column 4 shows the number of valid test vehicles. An valid test vehicle is a probe vehicle that stopped at the intersection in the lane during the cycle. Column

| Record ID | Cycle ID | Lane | Number of valid test vehicles (veh) | Measured shockwave speed (km/h) | Estimate shockwave speed (km/h) | Relative error (%) |
|-----------|----------|------|----------------------------------|-------------------------------|-------------------------------|-------------------|
| 1         | 15       | 1    | 2                                | 4.41                          | 3.86                          | 12.34             |
| 2         | 17       | 1    | 1                                | 4.67                          | 5.55                          | 18.69             |
| 3         | 19       | 1    | 3                                | 4.43                          | 3.80                          | 14.20             |
| 4         | 20       | 1    | 1                                | 4.89                          | 3.86                          | 21.06             |
| 5         | 22       | 1    | 4                                | 4.65                          | 4.95                          | 6.36              |
| 6         | 24       | 1    | 2                                | 4.30                          | 5.06                          | 17.67             |
| 7         | 26       | 3    | 3                                | 7.10                          | 6.39                          | 10.01             |
| 8         | 27       | 3    | 3                                | 6.30                          | 7.07                          | 12.20             |
| 9         | 29       | 3    | 1                                | 6.96                          | 7.99                          | 14.78             |
| 10        | 31       | 3    | 1                                | 6.71                          | 5.33                          | 20.56             |
| 11        | 33       | 3    | 2                                | 7.47                          | 8.35                          | 11.71             |
| 12        | 35       | 3    | 4                                | 6.58                          | 7.35                          | 11.67             |
5 shows the measured queuing shockwave speed. Column 6 shows the estimated queuing shockwave speed. Columns 7 reports the relative error.

Table 2 shows the Mean Absolute Percentage Error (MAPE) of queuing shockwave speed. The higher MAPE is 15.00%, which can meet the requirements for lane identification.

Figure 6 shows the relationship between the relative error of shockwave speed estimation and the number of valid test vehicles. The solid line in Fig. 6 is the logarithmic trend line, and the fitting formula is \( y = -0.068 \ln(x) + 0.1887 \). When the number of valid test vehicles increases from 1 to 6, the MAPE drops from 18.60–6.58%. When the number of valid test vehicles is greater than 2, the downward trend of MAPE is more significant. Test results show that the more test vehicles are valid, the more accurate the algorithm estimation is.

This paper also performed experiments in the two intersections of Guangzhou, namely the intersection of Tianhe North Road and Linhe East Road, the intersection of Tianhe Road and Sports East Road. The concerning data of the two experiments is shown in Table 3.

| Table 2 | MAPE of shockwave speed estimation in Experiment 1, 2 |
|---------|------------------------------------------------------|
| Experiment ID | Test time       | Number of test cycles | MAPE (%) |
| Experiment 1  | 2019/11/20 17:10-19:12 | 26             | 15.00    |
| Experiment 2  | 2019/11/24 17:03-19:06 | 28             | 14.24    |

| Fig. 6 | Relative error of estimated shockwave speed vs. valid test |
|---------|---------------------------------------------------------|

| Table 3 | Experiment 3 and Experiment 4 related data |
|---------|-------------------------------------------|
| Experiment ID | Site                     | Test time     | Number of test cycles |
| Experiment 3  | Tianhe North Road-Linhe East Road   | 2020/5/30 7:41-9:25 | 20            |
| Experiment 4  | Tianhe Road-Sports East Road       | 2020/5/27 17:26-19:20 | 23            |

| Table 4 | MAPE of shockwave speed estimation Experiment 3, 4 |
|---------|--------------------------------------------------|
| Experiment ID | Test time | Number of test cycles | MAPE (%) |
| Experiment 3  | 2020/5/30 7:41-9:25 | 20         | 14.53    |
| Experiment 4  | 2020/5/27 17:26-19:20 | 23         | 14.87    |
The MAPE of queuing shockwave speed in Experiments 3 and 4 is shown in Table 4. Although due to traffic conditions, the data collected in Experiments 3 and 4 is not much, the estimation accuracy of shockwave speed is also satisfactory.

4.2 Shockwave Speed Classification and Cluster Analysis

In this study, the estimated data of the two tests were classified and clustered. The estimated data set of Experiment 1 is recorded as $D_1$, and the estimated data set of Experiment 2 is recorded as $D_2$. The first 5 sets of observational data of lane 1 and lane 3 are used as the training data in each test.

(1) KNN.

In applications, $k$ is often set to a low number. According to $k$-foldcross validation, this study set $k=5$. The accuracies of lane identification is 84.62% (dataset $D_1$) and 92.86% (dataset $D_2$).

(2) DBSCAN.

By means of k-distance graph (set $k=4$), the radiuses of the two datasets can be obtained, which are 0.48 (dataset $D_1$) and 0.42 (dataset $D_2$) respectively. According to the characteristics of DBSCAN, the value of the density threshold MinPts needs to be equal to or greater than 3. If MinPts is too high, two adjacent clusters may be merged into one cluster. This study set MinPts=4. For dataset $D_1$ ($\varepsilon=0.48$, MinPts=4) the accuracy of lane identification is 84.62%. For dataset $D_2$ ($\varepsilon=0.42$, MinPts=4) the accuracy of lane identification is 96.43%.

The results show that, the estimation accuracies of the two methods are high, but the estimation of DBSCAN is more accurate. The reason for the high estimation accuracy is that there is a large difference in traffic flow between the two sets of lanes, and the speeds of the queuing shockwaves hardly overlap. The measured shockwave speed values of the two tests are shown in Fig. 7.

In Fig. 7, the dot (●) is the shockwave speed in the left-turn lane, and the triangle point (π) is the shockwave speed in the through lane. The average shockwave speeds of the left-turn lane are 4.90 km/h (Experiment 1) and 4.61 km/h (Experiment 2), and the average shockwave speeds of the through lane are 7.92 km/h (Experiment 1) and 7.89 km/h (Experiment 2). The difference between the average values of the two sets of lanes is 3.02 km/h (Experiment 1) and 3.28 km/h (Experiment 2).

![Fig. 7 Illustration of measured shockwave speeds. (a) Experiment 1 (b) Experiment 2](image-url)
The queuing shockwave speeds of lanes with different turns are quite different, which is very common in urban road networks. In this case, the precision of the lane identification is good. However, if the queuing shockwave speeds of lanes with different turns are similar, the precision of lane prediction will decrease. In those situations, since queuing shockwave speeds are very close, the queue length can be calculated according to the effective green time of the lane, so the lane-based real-time queue length estimation will be easier.

The lane identification accuracies of Experiments 1–4 are shown in Table 5.

At present, there are few studies on lane identification based on GPS data. Rompis et al. (Semuel et al., 2018) validated the lane identification algorithm using data generated from simulation models. In (Semuel et al., 2018), when the probability threshold (the probability where provide enough cycles for all market penetration rates) is 85%, the accuracy prediction is 85% or over. As mentioned above, the method is only suitable for undersaturated traffic. This paper tested the lane identification algorithm with real field data, and there are no strict conditions for the algorithm application. The accuracy of the proposed algorithm is above 82.34%, so the lane can be identified with acceptable results. In addition, the proposed algorithm is suitable for undersaturated and over-saturated traffic.

| Table 5 | Accuracies of lane identification |
|---------|----------------------------------|
| Experiment ID | KNN (%) | DBSCAN (%) |
| Experiment 1 | 84.62 | 84.62 |
| Experiment 2 | 92.86 | 96.43 |
| Experiment 3 | 82.34 | 82.34 |
| Experiment 4 | 90.76 | 94.35 |

| Table 6 | Queue length estimation results (18:04-18:29) |
|---------|----------------------------------|
| Record ID | Cycle ID | Lane | Number of valid test vehicles (veh) | Measured queue length (m) | Estimated queue length (m) | Relative error (%) |
| 1 | 15 | 1 | 2 | 170.4 | 153.58 | 9.87 |
| 2 | 17 | 1 | 1 | 187.7 | 199.84 | 6.47 |
| 3 | 19 | 1 | 3 | 174.4 | 162.82 | 6.64 |
| 4 | 20 | 1 | 1 | 182.4 | 157.53 | 13.63 |
| 5 | 22 | 1 | 4 | 170.2 | 185.87 | 9.21 |
| 6 | 24 | 1 | 2 | 177.6 | 198.38 | 11.70 |
| 7 | 26 | 3 | 3 | 82.8 | 74.51 | 10.01 |
| 8 | 27 | 3 | 3 | 73.5 | 82.47 | 12.20 |
| 9 | 29 | 3 | 1 | 81.2 | 93.2 | 14.78 |
| 10 | 31 | 3 | 1 | 78.3 | 62.2 | 20.56 |
| 11 | 33 | 3 | 2 | 87.2 | 97.41 | 11.71 |
| 12 | 35 | 3 | 4 | 76.8 | 85.76 | 11.67 |
4.3 Queue Length Estimation Analysis

Table 6 shows results comparing the estimated values and the measured data of the queue length from 18:04 to 18:29 on November 24, 2019 (Experiment 2).

In Table 6, Column 1 shows the record sequence number. Column 2 shows the ID of the cycle. Column 3 specifies the Lane. Column 4 shows the number of valid test vehicles. Column 5 shows the measured maximum queue length. Column 6 shows the estimated maximum queue length. Columns 7 reports the relative error.

Figure 8 shows the relationship between the relative error of the estimated queue length and the number of valid test vehicles. The solid line in Fig. 8 is the logarithmic trend line, and the fitting formula is \( y = -4.875\ln(x) + 15.44 \). When the number of valid test vehicles increases from 1 to 6, the MAPE of estimated queue length drops from 15.68–6.88%. When the number of valid test vehicles is greater than 1, the decreasing trend of MAPE is more obvious. The experimental results show that, as the number of valid test vehicles increases, the accuracy of the queuing length estimation becomes higher and higher.

Table 7 shows the MAPE of the queue length estimation in Experiments 1–4.

In the MAPE of these four experiments, the highest MAPE is 12.40%, which is less than 25.49% of the field test result in (Cheng et al., 2011). With the same number of sampled vehicles, the proposed model has higher prediction accuracy than the method in reference (Tan et al., 2021).

5 Conclusions

The Covid-19 pandemic has caused a significant reduction in the use of public transport worldwide. Therefore, more private car trips have caused more serious con-
gestion in many cities. Congestion charging can reduce traffic congestion. A lot of congestion taxes will be used to improve public transport, so congestion charging will make a significant contribution to financial markets. How to monitor traffic congestion at low cost is pressing issue in the implementation of congestion charging. In the era of big data, AI algorithm based on massive GPS data are a promising solution to this problem.

This paper proposed an innovative approach to identify the lanes of queues and estimate the queue length at signalized intersection using real-time GPS data. The proposed methods were tested with field data in Guangzhou, China. The accuracy of lane estimation is above 82.34%. The accuracy of the queue length estimation model is satisfactory. The results show that the model can produce satisfactory real-time queuing information for congestion charging.

There are research limitations and some possible research directions for the future works:

The proposed model requires high densely sampled GPS data with a frequency of 1 s. At present, a large amount of data cannot meet this requirement, and the pulling frequency is 3 s or more. Therefore, the estimation of the queue based on sparsely sampled GPS data can be further studied in the future.

The accuracy of the estimation model depends on the number of sampling vehicles. If there is less than one queued sampling vehicle, the lane and queue length cannot be calculated. If the historical GPS data can be used to supplement the lack of data, the problem of insufficient data will be solved. How to apply the historical data while maintaining real-time performance is another issue to be studied in the future.

Some vehicles did not stop at the intersection, but their trajectory data is still closely related to the queue length at intersection. The regularity of the trajectory data can be mined in future research.

Link travel time, vehicle delays, the distance travelled, etc. are also basic data for congestion charging. In the future, it is necessary to study the complete GPS data solution to monitor traffic and vehicle running status for congestion charging.
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