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ABSTRACT
In clinical trials, it is often of interest to understand the Principal Causal Effect (PCE), the average treatment effect for a principal stratum (a subset of patients defined by the potential outcomes of one or more post-baseline variables). Commonly used assumptions include monotonicity, principal ignorability, and cross-world assumptions of principal ignorability and principal strata independence. In this article, we evaluate these assumptions through a 2 × 2 cross-over study in which the potential outcomes under both treatments can be observed, provided there are no carry-over and study period effects. From this example, it seemed the monotonicity assumption and the within-treatment principal ignorability assumptions did not hold well. On the other hand, the assumptions of cross-world principal ignorability and cross-world principal stratum independence conditional on baseline covariates seemed reasonable. With the latter assumptions, we estimated the PCEs, defined by whether the blood glucose standard deviation increased in each treatment period, without relying on the cross-over feature, producing estimates close to the results when exploiting the cross-over feature. To the best of our knowledge, this article is the first attempt to evaluate the plausibility of commonly used assumptions for estimating PCEs using a cross-over trial.

1. Introduction
The concept of principal stratification was first introduced in the late 1990s and early 2000s, primarily in estimating the Average Treatment Effect (ATE) for patients who can be compliant with their assigned treatment (Angrist, Imbens, and Rubin 1996; Imbens and Rubin 1997; Frangakis and Rubin 2002; Hill, Waldfogel, and Brooks-Gunn 2002). A principal stratum is defined by the potential outcomes of one or more post-baseline variables, which generally cannot be observed for all patients in a parallel clinical trial, where each patient is randomized only to one of several candidate treatments. The post-baseline variable defining the principal stratum can be treatment compliance or adherence, occurrence of an adverse event, survivor's status, or biomarker response status. The estimation of the ATE for a principal stratum, also called Principal Causal Effect (PCE), has attracted the interest of clinical trialists in recent years (Permutt 2016, 2018; Qu, Luo, and Ruberg 2021; Bornkamp et al. 2021). Most notably, the newly published ICH E9 (R1) (2020)) listed principal stratification as one of the key strategies for defining estimands in clinical trials.

Many approaches have been proposed for estimating PCEs, all requiring relatively strong assumptions, which are often untestable. One stream of research focuses on estimating PCEs via introducing some sensitivity parameters (not estimable from data alone) or estimating the bounds of PCEs (Mehrotra, Li, and Gilbert 2006; Imai 2008; Shepherd, Gilbert, and Dupont 2011; Lou, Jones, and Sun 2019). The second line of research provides estimators based on the principal score, the probability of a subject belonging to the principal stratum as a function of baseline covariates (Hill, Waldfogel, and Brooks-Gunn 2002; Hayden, Pauler, and Schoenfeld 2005; Joffe, Small, and Hsu 2007; Jo and Stuart 2009; Ding et al. 2011; Feller, Mealli, and Miratrix 2017; Ding and Lu 2017; Small et al. 2017; Bornkamp and Bermann 2020; Jiang, Yang, and Ding 2020). More recent research models the principal score indirectly via intermediate outcomes (Qu et al. 2020). The third line of research models principal strata effects within the mixture framework treating the observed data as mixtures of latent strata, typically employing Bayesian inference (Imbens and Rubin 1997; Magnusson et al. 2019). Many approaches across all lines of research rely on the monotonicity assumption to identify strata-specific effects, which are used in some of the research aforementioned and others (Zhang and Rubin 2003; Jin and Rubin 2008; Ding et al. 2011; Chiba and VanderWeele 2011; VanderWeele 2011; Lu, Mehrotra, and Shepherd 2013; Ding and Lu 2017; Magnusson et al. 2019; Bornkamp and Bermann 2020; Jiang, Yang, and Ding 2020). Monotonicity basically assumes that a patient with a stratum-defining "event" under one treatment would also have the same type of event under the alternative treatment.

The validity of the monotonicity and propensity score related assumptions are difficult to verify, especially in parallel clinical trials where each subject has the opportunity to receive only one treatment. There is little work in the literature to assess the validity of these assumptions in analyzing clinical trial data. To understand the plausibility of these assumptions, we looked into
a 2×2 cross-over clinical trial evaluating insulin treatments in patients with Type-1 diabetes (expecting little carry-over and period effects) where each patient sequentially received both candidate treatments and therefore the principal strata could be naturally observed. We understand it is not possible to observe the potential outcomes under both treatments \( \{A(0), Y(0)\} \) and \( \{A(1), Y(1)\} \) simultaneously even in the cross-over study because in the cross-over study, the measurements \( A \) and \( Y \) under the two treatments are not observed at the exact same time and under the exact same condition; however, for a study with little carry-over and period effect, the observed outcomes for \( A \) and \( Y \) at each treatment period can be considered a reasonable approximation for \( \{A(0), Y(0)\} \) and \( \{A(1), A(1)\} \). In this article, we share our findings, which we believe provide insight and directions for research into the estimation of PCEs.

This article is organized as follows. In Section 2 we review the commonly used assumptions for the estimation of the PCE. In Section 3 we will evaluate these assumptions through a 2×2 cross-over study assuming no carry-over and period effect. Finally, Section 4 contains the summary and discussion.

2. Methods

We start by introducing the notation based on the counterfactual framework (Neyman 1923; Rubin 1974). Let \( j = 1, 2, \ldots, n \) denote the index for \( n \) subjects in a clinical trial (a finite population). For subject \( j \), let \( T_j \) denote the treatment indicator \( (T_j = 0 \) for the control treatment and \( T_j = 1 \) for the experimental treatment), \( A_j \) be a post-baseline indicator variable to define the stratum of interest, \( X_j \) be a vector of the baseline covariates, and \( Y_j \) denote the ultimate response variable. Additionally, we let \( R_j \) denote the indicator of whether the ultimate outcome \( Y_j \) is observed \( (R_j = 1 \) for observed \( Y_j \) and \( R_j = 0 \) for missingness). To simplify the notation, we may drop the subscript \( j \) if it does not cause confusion. Note, \( A \) can be the treatment adherence indicator, an intercurrent event, or an indicator variable derived from one or more efficacy or safety variable(s).

The potential outcome under a treatment \( t \) \( (t = 0, 1) \) is denoted by placing the treatment as an argument, "(t)", following the variable name. For example, \( Y_j(0) \) denotes the potential outcome for the response variable for subject \( j \) under the control treatment. We consider principal strata \( S_{kl} \) \( (k = 0, 1, *, l = 0, 1, *) \) defined by the potential outcomes \( A(0) \) and \( A(1) \):

\[
S_{kl} = \{ j : A_j(0) = k, A_j(1) = l ; \  k, l \in \{0, 1\} \}
\]

\( S_{kl} \) is the set of all subjects with treatment adherence \( A \) equals to \( k \) and \( l \) equals to 0 or 1.

Assumption A2 is generally called treatment ignorability assumption, Assumption A3 is the strong version of the principal ignorability assumption, and Assumption A4 is also called the explainable nonrandom survival assumption (Robins 1998; Hayden, Pauler, and Schoenfeld 2005). Assumption A2 holds for all randomized clinical trials. Note Assumptions A3 and A4 have some overlap. To avoid overlapping assumptions, we define assumptions:

\( A_2 \) (treatment ignorability):

\[
T \perp \{Y(0), Y(1), A(0), A(1)\} | X,
\]

\( A_3 \) (principal ignorability):

\[
Y(t) \perp \{A(0), A(1)\} | X, \ \forall t = 0, 1,
\]

\( A_4 \) (explainable nonrandom principal strata):

\[
A(t) \perp \{Y(1-t), A(1-t)\} | X, \ \forall t = 0, 1.
\]

The PCE in (2) is not easy to estimate since the principal stratum is generally not observed for all patients. Additional assumptions are therefore required. A set of basic assumptions that are used in most causal inference frameworks is the stable unit treatment value assumptions (SUTVA) described in Rubin (1980):

\[
A_1 \text{ (SUTVA)} : \begin{cases} Y = Y(1)T + Y(0)(1 - T) \\ A = A(1)T + A(0)(1 - T). \end{cases}
\]

SUTVA implies the hypothetical outcome under a treatment is the same as the observed outcome under the same treatment, known as “consistency,” implying “no interference” (treatment status of any patient does not affect the potential outcomes of other patients) and “no-multiple-versions-of-treatment” assumptions (VanderWeele and Hernan 2013).

The complier average causal effect (CACE) for patients who can be compliant to a treatment (Angrist, Imbens, and Rubin 1996; Imbens and Rubin 1997).

The complier average causal effect (CACE) for patients who can be survivors under one or both treatments (Zhang and Rubin 2003).

Causal effects on viral load for patients in vaccine trials who would be infected under one or both treatments (Gilbert et al. 2003).

Adherer average causal effect (AdACE) for patients who can adhere to one or both treatments (Qu et al. 2020).
We call A3′ the within-treatment principal ignorability assumption, A3″ the cross-world principal ignorability assumption, and A4′ the cross-world principal stratum conditional independence assumption. Combined, Assumptions A3′ and A4′ are equivalent to Assumption A4 (due to the categorical nature of the variable A), but A3 is a sufficient but not necessary condition for A3′ and A3″. We also define the (unconditional) cross-world principal stratum independence assumption:

\[ A4''(\text{cross-world principal stratum independence}) : A(0) \perp A(1). \]

With Assumptions A1, A2, and A3, a consistent estimator of the average potential outcome for \( Y \) in the principal strata \( S_{t1} \) and \( S_{t2} \) is provided in a few articles (Jo and Stuart 2009; Feller, Mealli, and Miratrix 2017; Bornkamp and Bermann 2020). Hayden, Pauler, and Schoenfeld (2005) constructed estimators for principal stratum \( S_k (k = 0, 1; l = 0, 1) \) with the Assumptions A1, A2, and A4. Of note, in most references, the principal ignorability assumption only includes the independence of \( A(t) \) and \( Y_l (1-t) \) given \( X_j \). While potential outcomes evaluated on the same patient for alternative treatments \( t \) and \( 1-t \) are naturally correlated, it is not unreasonable to assume they are conditionally independent, given measured covariates.

Assumption A3′ is not relevant for the estimation of PCEs because the pair \( \{Y(t), A(t)\} \) is either always observable (for the treatment actually assigned) or unobserved (for the treatment not assigned) in parallel studies, unless there are missing values (either due to true missingness or as a result of handling intercurrent events using a hypothetical strategy). In other words, there is no need to separate \( \{Y(t), A(t)\} \); hence, whether \( A(t) \) and \( Y(t) \) are independent is not important. Sometimes additional assumptions are required for estimating PCEs in the presence of missing values. For example, if \( A \) is adherence status and non-adherent patients may discontinue from the study, such patients would have missing values for \( Y \). Note, some non-adherent patients may remain in the study and have observed values for \( Y \). How such values are used in analyses depends on the strategies used for handling intercurrent events in defining estimands as described in ICH E9 (R1) (2020). Also, sometimes \( R = A \) or \( R = 1-A \) (e.g., \( A \) is the indicator for survival), we should still use a different notation for the principal stratum variable and missingness indicator following the spirit of ICH E9 (R1). Detailed discussion and evaluation of the missingness assumptions are outside the scope of this article.

In addition to the assumptions for the (conditional) independence of \( A \) and \( Y \), one commonly used assumption is the monotonicity assumption:

\[ A5 (\text{monotonicity}) : A(1) \geq A(0) \text{ or } A(1) \leq A(0). \]

The monotonicity assumption is commonly used with other assumptions to estimate PCEs or the upper or lower bounds of PCEs (Zhang and Rubin 2003; Jin and Rubin 2008; Chiba and VanderWeele 2011; Ding et al. 2011; VanderWeele 2011; Lu, Mehrotra, and Shepherd 2013; Magnusson et al. 2019; Bornkamp and Bermann 2020). One drawback for Assumption A5 is it ignores the stochastic nature of the random variables \( A(t) \) and assumes a deterministic relationship between \( A(1) \) and \( A(0) \).

For randomized parallel clinical trials, A2 can be guaranteed by randomization and A3′ may be evaluated by using observed data, but A3″, A4′, A4″, and A5 cannot be evaluated. In Section 3, we will evaluate these assumptions through a \( 2 \times 2 \) cross-over study, assuming no carry-over and study period effects.

### 3. Evaluating the Commonly Used Assumptions Using a Real-Life Data Example

In this section, we will explore the plausibility of some assumptions listed in Section 2 using a \( 2 \times 2 \) cross-over study comparing two regimens of the basal insulin peglispro (BIL): a fixed-time regimen given daily in the evening \( (T=0) \) versus a variable-time regimen given in the morning on Mondays, Wednesdays, and Fridays, and in the evening on Tuesdays, Thursdays, Saturdays, and Sundays \( (T=1) \) for patients with Type 1 diabetes mellitus. The study consists of a lead-in period of a daily injection of BIL at a fixed time each day for 12 weeks, then randomized to \( 2 \times 2 \) cross-over treatment periods with the above 2 regimens with 12 weeks for each period. Since insulins are given to control glucose without modifying the underlying disease, and their effect from the treatment in the first period can be washed out in a few weeks during the second period of treatment, there is no need for a separate washout period. After the lead-in period, 182 patients were randomized to either the fixed/variable-time treatment sequence \( (N=92) \) or the variable/fixed treatment sequence \( (N=90) \), and 165 patients completed both treatment periods. The baseline characteristics and the main study results are published in Garg et al. (2016).

At baseline and Week 12, patients were required to perform the fasting glucose measurement daily before the morning meal in at least 7 days prior to the visit. The BGS was the standard deviation of the fasting glucose measurements in the 7 days prior to the visit. We consider \( \Delta \text{BGS} \), the change in BGS from randomization to Week 12, as the response variable \( Y \). We let \( X \) denote the baseline BGS at randomization.

We consider two variables to define principal strata:

1. The indicator for whether \( \Delta \text{BGS} \) is greater than 0, denoted by \( A = I(\Delta \text{BGS} > 0) \), where \( I(\cdot) \) is the indicator function.

The strata defined by this principal stratum variable may be used to answer questions like "what is ATE if patients have an increase (or decrease) in BGS under one or both treatments?". The variable for this principal stratum is highly correlated with the outcome.

2. The occurrence of the treatment-emergent adverse events related to infections and infestations (TEAE-II) during the 12-week treatment period. This variable is considered unrelated to the study medication and the treatment regimen because in other large studies there was no evidence suggesting BIL affects infection rates.

In this study, we expect the carry-over effect was small as the time-action of daily basal insulin is at most a few weeks and the period effect is minimal, as the Type 1 diabetes disease progression is very slow. Table 1 shows the mean and standard deviation for the baseline BGS and \( \Delta \text{BGS} \) at 12 weeks by treatment sequence and treatment regimen/period.
Table 1. The mean (standard deviation) of BGSD at randomization and ΔBGSD from baseline to 12 weeks.

| Sequence       | Treatment (Period) | BGSD at randomization | ΔBGSD  |
|----------------|-------------------|-----------------------|--------|
| Fixed/variable | Fixed (Period 1)  | 40.8 (23.7)           | -1.1 (24.0) |
|                | Variable (Period 2) | -3.0 (25.9)           |        |
| Variable/fixed | Fixed (Period 2)  | 41.9 (21.0)           | -5.9 (26.9) |
|                | Variable (Period 1) | -0.1 (23.7)           |        |

Abbreviations: BGSD, the between-day fasting glucose variability measured by standard deviation; Fixed, fixed-time regimen; Variable, variable-time regimen.

For ΔBGSD, the period and sequence effects were not statistically significant ($p = 0.09$ for the period effect and 0.90 for the sequence effect) in a mixed linear model with the effects of sequence, treatment, period, and baseline BGSD as a covariate. Although this is not the definite evidence for no period and carry-over effects, the lack of statistical significance shows at least the period and carry-over effect were not strong. Therefore, for the rest of this section, we assume there were no carry-over and period effects. We will discuss these assumptions further in Section 4.

3.1. Evaluation of the Monotonicity Assumption

In the first analysis, we evaluate the principal stratum variable defined by ΔBGSD. For illustration purposes, we only include patients who had non-missing values for ΔBGSD under both treatment regimens ($n = 87$ for the fixed/variable-time sequence and $n = 76$ for the variable/fixed-time sequence) so that we can understand the “true” principal strata. Overall, the mean (standard deviation [SD]) baseline BGSD was 41.3 (22.4) mg/dL. The mean (SD) change in ΔBGSD was -3.4 (25.4) mg/dL for the fixed-time regimen and -1.7 (24.8) mg/dL for the variable-time regimen.

Since both treatment regimens used the same medication except for the dosing time, the variable-time regimen theoretically should have larger ΔBGSD than the fixed-time regimen. In this case, the (deterministic version of) the monotonicity assumption is

$$ A_j(1) \geq A_j(0) \iff \Pr(S_{10}) = 0. $$

Since the injection device and the drug are exactly the same in both treatment regimens, we can assume the occurrence of TEAE-II is not related to the treatment regimen. Therefore, for the principal stratum variable of TEAE-II, the monotonicity assumption implies

$$ A(1) \geq A(0) \text{ and } A(0) \geq A(1) \iff A(1) = A(0) \iff \Pr(S_{10}) = \Pr(S_{01}) = 0. $$

Table 2 summarizes the number (%) of patients in principal strata defined in (1) based on ΔBGSD and TEAE-II. The shaded cells should have probability of 0 based on the monotonicity assumption described earlier in this section. However, for principal stratum variable defined by BGSD, the observed probability for $S_{01}$ was 19.0%, which was much larger than 0. Similarly, for principal strata $S_{01}$ and $S_{10}$ defined by the adverse events of infections and infestations percentages, the observed probabilities were 16.4% and 12.1%, respectively, much larger than 0. In summary, with the assumptions of no carry-over and no period effects, it seemed the monotonicity assumption did not hold well for the two principal stratum variables.

Table 2. Number (%) of patients by the principal stratum defined by ΔBGSD and TEAE-II.

| Principal stratum variable | $A(1) = 0$ | $A(1) = 1$ | $A(1) \in \{0, 1\}$ |
|---------------------------|------------|------------|----------------------|
| ΔBGSD                     |            |            |                      |
| $A(0) = 0$                | 52 (31.9)  | 41 (25.2)  | 93 (57.1)            |
| $A(0) = 1$                | 31 (19.0)  | 39 (23.9)  | 70 (42.9)            |
| $A(0) \in \{0, 1\}$      | 83 (50.9)  | 80 (49.1)  | 163 (100)            |

TEAE-II

| $A(0) = 0$ | 105 (63.6) | 20 (12.1) | 125 (75.8) |
| $A(0) = 1$ | 27 (16.4)  | 13 (7.9)  | 40 (24.2)  |
| $A(0) \in \{0, 1\}$ | 132 (80.0) | 33 (20.0) | 165 (100) |

Abbreviations: ΔBGSD, the change in between-day fasting glucose variability measured by standard deviation from randomization to Week 12; TEAE-II, treatment-emergent adverse events related to infections and infestations. Shaded cells should have 0 if monotonicity assumption holds.

3.2. Evaluating the Principal Ignorability Assumption

In this section, we evaluate assumptions A3’ and A3” through estimating the mean response for ΔBGSD for principal strata defined by the variable $A = I(\Delta\text{BGSD} > 0)$. To assess A3’, we regress $Y(t)$ on $A(t)$ and $X$, with the adjustment for the potential (cross-over study) period effect. The purpose for inclusion of the period effect in the model is to evaluate if the assumption of no period effect is reasonable. If the assumption A3’ is valid, the coefficient for $A(t)$ should be close to 0. To assess A3””, we regress $Y(t)$ on $A(1 - t)$ and $X$, with the adjustment for the period effect and assess the coefficient on $A(1 - t)$.

In all regressions, the period effect was not significant ($p > 0.2$) and the effect for the baseline covariate was significant ($p < 0.0001$). The estimated regression coefficients on $A(t)$ as well as the mean responses in strata $\{A(t) = 0\}$ and $\{A(t) = 1\}$ are provided in Table 3. The regression coefficients for $A(t)$ were highly significant when regressing $Y(t)$ on $A(t)$ and $X$. As a result, the estimate for $E(Y(t)|X, A(t) = 0)$ was very different from $E(Y(t)|X, A(t) = 1)$, where $X$ is the mean for the baseline covariates. These results indicated Assumption A3’ was severely violated. This is not surprising because the stratum variable $A$ is defined by whether the change in BGSD from randomization is greater than zero, while $Y$ is the change in BGSD from randomization. On the other hand, the coefficient for $A(1 - t)$ in the regression of $Y(t)$ on $A(1 - t)$ and $X$ was not...
significant and the estimates for $E[Y(t)|X, A(1 - t) = 0]$ and $E[Y(t)|X, A(1 - t) = 1]$ were similar. This indicates that the cross-over Assumption $A3^\prime$ is quite reasonable.

The above assessment for evaluating Assumptions $A3^\prime$ and $A3^\prime\prime$ was based on linear models, which could have been misspecified. Nevertheless, if the conditional expectations between the 2 strata are very different, there is a strong evidence that the corresponding conditional independence assumption may be violated; however, on the other hand, when the conditional expectations were similar, it may not guarantee that the corresponding conditional independence assumption is satisfied.

### 3.3. Evaluating the Cross-World Principal Stratum Independence Assumption

For most efficacy outcomes, the best baseline predictor of the post-baseline changes in outcome is the baseline score. Therefore, we model the principal score for the indicator of BGSD increase via baseline BGSD. Assume $g(X_j, t) = E(A(t)|X_j)$ can be modeled through a logistic regression model with

$$
g(X_j, t; \alpha_{00}, \alpha_{11}) = \frac{\exp(\alpha_{00} + \alpha_{11}X_j)}{1 + \exp(\alpha_{00} + \alpha_{11}X_j)},
$$

(3)

where $X_j$ is the baseline BGSD. Assumption $A4^\prime$ is equivalent to

$$
Pr[A_j(0) = k, A_j(1) = l | X_j] = Pr[A_j(0) = k | X_j] Pr[A_j(1) = l | X_j].
$$

It implies

$$
Pr[A_j(0) = k, A_j(1) = l] = E[Pr[A_j(0) = k | X_j] Pr[A_j(1) = l | X_j]].
$$

The left-hand quantity can be estimated by the mean of the observed values in Y for observed principal strata when using the feature of the cross-over study (i.e., the availability of potential outcomes under both candidate treatments for the same patient) under the assumption of no carry-over and period effects. The right-hand quantity can be estimated as

$$
\hat{E}[Pr[A_j(0) = k | X_j] Pr[A_j(1) = l | X_j]]
= n^{-1} \sum_{j=1}^{n} g(X_j, 0, \hat{\alpha}_{00}, \hat{\alpha}_{10})g(X_j, 1, \hat{\alpha}_{01}, \hat{\alpha}_{11}),
$$

where $\hat{\alpha}_{00}$ and $\hat{\alpha}_{10}$ are the parameter estimators from the logistic regression (3) only using data from the study periods with the control treatment, and $\hat{\alpha}_{01}$ and $\hat{\alpha}_{11}$ are the parameter estimators for the logistic regression (3) only using data from the study periods with the experimental treatment, without exploiting the cross-over feature.

Table 4 shows the estimates of the probabilities of strata membership $S_{kl}$ assuming conditional independence $A4^\prime$ without using the cross-over feature were very close to the observed proportions of patients in these strata when the cross-over feature is used. The standard errors in the parenthesis were estimated based on 5000 bootstrap samples. On the other hand, the estimator $\hat{Pr}[A_j(0) = k | X_j] Pr[A_j(1) = l]$ assuming an unconditional cross-world independence $A4^\prime\prime$ provided results more different from the observed proportions compared to the estimates based on Assumption $A4^\prime$, but did not reach significance ($p = 0.151$, calculated by the proportion of bootstrap samples with the same or more extreme differences between the two methods). These results suggest the conditional cross-world independence assumption $A4^\prime$ is reasonable and the unconditional cross-world independence assumption may be a bit strong, but still reasonable for practical data analysis.

For the principal stratum variable of TEAE-II, there is no known baseline variable that can predict those adverse events. Therefore, we estimated the probability of patients in each stratum without including any baseline covariates (based on Assumption $A4^\prime\prime$). The estimates were significantly different from the observed proportions ($p = 0.038$). This suggests that the unconditional principal stratum assumption $A4^\prime\prime$ is likely too strong.

### 3.4. Estimating the Mean Response for Principal Strata

In this section, we estimated the mean $\Delta$BGSD for principal strata formed by $A \equiv I(\Delta$BGSD $> 0)$ without using the cross-over feature of the study. In Sections 3.1–3.3, we showed the monotonicity assumption and within-treatment principal ignorability assumption were questionable, but the cross-world principal ignorability and the cross-world independence assumptions $A3^\prime\prime$ and $A4^\prime$ seemed reasonable, conditional on baseline BGSD. Therefore, we estimated the mean $\Delta$BGSD using the method provided by Hayden, Pauker, and Schoenfeld (2005) based on Assumptions $A3^\prime\prime$ and $A4^\prime$. The estimators for $\mu_{t,kl} := E[Y(t)|X_k]$ are given by

$$
\hat{\mu}_{0,kl} = \frac{\sum_{j=1}^{n} Y_j(0) A_j^k(0) (1 - A_j(0))^{1-k} \{g(X_j, 1; \hat{\alpha}_{01}, \hat{\alpha}_{11})\}^l}{\sum_{j=1}^{n} A_j^k(0) (1 - A_j(0))^{1-k} \{g(X_j, 1; \hat{\alpha}_{01}, \hat{\alpha}_{11})\}^l}
\tag{4}
$$

and

$$
\hat{\mu}_{1,kl} = \frac{\sum_{j=1}^{n} Y_j(0) A_j^k(0) (1 - A_j(0))^{1-k} \{g(X_j, 1; \hat{\alpha}_{01}, \hat{\alpha}_{11})\}^l}{\sum_{j=1}^{n} A_j^k(0) (1 - A_j(0))^{1-k} \{g(X_j, 1; \hat{\alpha}_{01}, \hat{\alpha}_{11})\}^l}
\tag{4}
$$

Table 4. Estimated probability (standard error) for subjects belonging to principal strata $S_{kl}$, $(k, l \in \{0, 1\})$ defined by the indicator of whether BGSD increased from baseline to 12 weeks.

| Stratum variable | $S_{00}$ | $S_{01}$ | $S_{10}$ | $S_{11}$ |
|------------------|----------|----------|----------|----------|
| $\Delta$BGSD     |          |          |          |          |
| Estimate assuming $A4^\prime$ | 0.319(0.037) | 0.252(0.034) | 0.190(0.031) | 0.239(0.033) |
| Estimate assuming $A4^\prime\prime$ | 0.310(0.032) | 0.261(0.029) | 0.199(0.026) | 0.230(0.029) |
| TEAE of II       |          |          |          |          |
| Estimate assuming $A4^\prime$ | 0.291(0.032) | 0.280(0.027) | 0.219(0.024) | 0.211(0.027) |
| Estimate assuming $A4^\prime\prime$ | 0.636(0.037) | 0.121(0.025) | 0.164(0.029) | 0.079(0.021) |

Abbreviations: $\Delta$BGSD, the change in the between-day fasting glucose variability measured by standard deviation from randomization to Week 12; TEAE-II, treatment-emergent adverse events related to infections and infestations.
Table 5. Estimates for $\Delta$BGSD on principal strata defined by $A = I(\Delta$BGSD $> 0)$.

| Stratum | Method | Mean (95% confidence interval) | FTR | VTR | FTR vs. VTR (ATE) |
|---------|--------|--------------------------------|-----|-----|------------------|
| $S_{00}(n = 52)$ | DIRECT | $-22.2 (-27.4, -17.1)$ | $-20.3 (-25.4, -15.1)$ | $-2.0 (-6.5, 2.6)$ |
| $S_{01}(n = 41)$ | PS | $-23.9 (-28.6, -19.4)$ | $-21.3 (-26.2, -16.8)$ | $-2.7 (-7.0, 1.7)$ |
| $S_{10}(n = 31)$ | DIRECT | $-15.6 (-20.7, -10.5)$ | $13.6 (8.9, 18.3)$ | $29.2 (-34.8, 32.7)$ |
| $S_{11}(n = 39)$ | PS | $-13.8 (-17.4, -10.7)$ | $16.9 (13.3, 20.7)$ | $30.7 (-35.4, -26.2)$ |

Abbreviations: $\Delta$BGSD, the change in the between-day fasting glucose variability measured by standard deviation from randomization to Week 12; ATE, average treatment effect; FTR, fixed-time regimen; VTR, variable-time regimen; DIRECT, estimator directly based on the observed principal stratum using the cross-over feature; PS, estimator via the principal score.

\[ \hat{\mu}_{1,kl} = \frac{\sum_{j=1}^{n} Y_j(1) A_j^{(1)}(1 - A_j(1))^{1-g(X_j, 0; \hat{\alpha}_{00}, \hat{\alpha}_{10})^k}}{\sum_{j=1}^{n} A_j^{(1)}(1 - A_j(1))^{1-g(X_j, 0; \hat{\alpha}_{00}, \hat{\alpha}_{10})^k}} \]

We emphasize that (4) and (5) do not use the information on principal strata under alternative treatments observable only in a cross-over study (the cross-over feature of the trial). In other words, even though the principal score function is estimated using the same patients (hence, not independent), we do not use the paired data $A_j(0), A_j(1))$. Instead, we use $A_j(0)$ and $A_j(1)$ in a nonpaired fashion, similar to what we would have done in a parallel study. Although in this example both $Y_j(0)$ and $Y_j(1)$ were observed for the same subject $j$ (which obviously would not be the case in a parallel study), equations (4) and (5) do not require the $Y_j(0)$ and $Y_j(1)$ to be from the same subject as long as the corresponding principal scores can be estimated (which is true for parallel studies under Assumption A4). Although we could easily derive the variance estimators for estimated principal strata effects in (4) and (5), we chose not to do so because the principal strata can be observed in a cross-over study and such a calculation has no practical use. For illustrative purposes, we calculate the 95% confidence interval using the percentile bootstrap method.

For this cross-over study, both $A_j(0)$ and $A_j(1)$ are observed, so a direct estimator of the mean response for each treatment arm in a stratum $S_{kl}$ ($k = 0, 1; l = 0, 1$) can be obtained as a simple average of the outcomes for patients in that stratum:

\[ \hat{\mu}_{1,kl}^{dir} = \frac{1}{|S_{kl}|} \sum_{j \in S_{kl}} Y_j(t), \]

where $|S_{kl}|$ is the size of the set $S_{kl}$.

Table 5 summarizes the mean $\Delta$BGSD for each treatment regimen and the treatment difference via the principal score and the direct estimation exploiting the cross-over study feature. The estimates (especially for the treatment difference) via the principal score were close to the direct estimates for all principal strata. This example suggests that the estimation of ATEs in principal strata via the principal score under the assumptions A3° and A4’ is a viable approach in some situations. In addition, the results in Table 5 show the ATEs for different principal strata could be very different, indicating the importance of considering the principal stratum.

4. Summary and Discussion

In this article, we discussed the commonly used assumptions in estimating the PCEs and evaluated them through a $2 \times 2$ cross-over design where the membership of patients in each principal stratum was naturally observed, assuming there were no carry-over and period effects, which is considered reasonable for this study. There was a 12-week lead-in period which eliminated a lot of noise, the time-action of daily basal insulin is at most a few weeks, and the Type-1 diabetes disease progression is generally very slow. We considered a response variable of $\Delta$BGSD and 2 principal stratum variables: whether patients had $\Delta$BGSD $> 0$ and whether patients experienced TEAE-II in the analyses.

The monotonicity assumption A5 has been widely used in the literature for estimating PCEs, but there has not been any evaluation of this assumption using real data. Analyses in this article based on data for several outcomes in a cross-over trial seemed not to support the monotonicity assumption. One may argue the observed outcomes at the end of each study period were not exactly the potential outcomes under treatments $t = 0, 1$. While we agree with this argument, we have to acknowledge it is impossible to observe the perfect potential outcomes in any realistic setting. Heraclitus once said, “no man ever steps in the same river twice, for it’s not the same river and he’s not the same man.” A person stepping into the river twice within a short interval should serve a good approximation for ideal situation of the same person steps in the same river twice. Therefore, this $2 \times 2$ cross-over study is the closest possible observable data to examine the assumption. The large proportions (greater than 10%) for the cells that should have 0 probabilities based on the monotonicity assumption cannot be explained by the potential carry-over and period effects. In addition, by posing a deterministic condition on random variables $A(0)$ and $A(1)$, the monotonicity assumption seems to go against the statistical principles regarding randomness and variability. For example, a patient who discontinues their placebo treatment due to lack of efficacy may well have adhered to the experimental treatment for the duration of the study. Conversely, a patient who discontinues their experimental treatment due to an adverse event may well have adhered to the placebo treatment for the duration of the trial. With all said, we are not claiming the monotonicity is
definitely invalid in this example or for any other cases. However, its nonstochastic nature, the lack of supportive empirical evidence in the literature, and insights from our analyses suggest the monotonicity is a rather strong assumption and one should take caution when using this assumption in estimating PCEs.

We also found the within-treatment principal ignorability assumption A3′ to be overly optimistic. It seems more reasonable to assume the principal stratum depends on the observed postbaseline values (Qu et al. 2020). For example, if the principal stratum variable is the adherence status, patients experiencing serious AEs or lack of efficacy may be less likely to adhere to their assigned treatment. Note the assumption A3′ is analogous to the covariate-dependent missingness (Little 1995) in the literature on missing data. In clinical trials, missingness depending on the postbaseline observed values is generally considered a more reasonable assumption. In addition, A3′ is not an essential assumption for estimating PCEs. As explained in Section 2, assumptions on the mechanism of missingness (e.g., ignorable missingness), instead of the within-treatment principal ignorability, are needed to handle missing outcomes for the assigned treatment.

Our analysis showed the cross-world principal ignorability assumption A3″ and the cross-world principal stratum independence assumption A4′ appeared reasonable when conditioned on baseline covariates. This finding is not surprising since the “cross-worldliness” will in general weaken the correlations between A and Y. We estimated the PCE for stratum SU under Assumptions A3′′ and A4′′ without using the cross-over feature. The results were very similar to the direct estimation of the corresponding PCE when exploiting the cross-over feature. This example suggests the estimator in Hayden, Pauler, and Schoenfeld (2005) via principal scores with assumptions A3″ and A4′ may be reasonable to use in practice.

The PCE for adherers is an important and clinically meaningful estimand. However, we were not able to assess assumptions related to principal strata defined by adherence or compliance in this cross-over study. This is because we can only observe non-adherence under one treatment and the methods used in the assessment in this article require the observation of the potential outcomes under both treatments. Since patients may discontinue treatment and study in the first study period, we will never know the adherence status under the second study period under the alternative treatment. As there are not many cross-over studies in phase 2 and 3 development, we were only able to assess the commonly used assumption for estimating PCEs in a single cross-over study. We welcome researchers to apply similar methods to other available cross-over studies.

In summary, in this article we used a 2 × 2 cross-over study with expected weak or nonexistent carry-over and period effects to gain insights into commonly used assumption in estimating PCEs. Our data analyses suggested the monotonicity and the within-treatment principal ignorability assumptions were questionable, while the cross-world principal ignorability and cross-world principal stratum independence assumptions seemed reasonable. One limitation of this research is that we assumed no carry-over and study period effects. Nevertheless, we believe these findings will provide insights into the selection and development of statistical methods in estimating PCEs in the future.

**Supplementary Materials**

In the supplement, we provide the analysis results for a sample dataset to illustrate the methods in this article.
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