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ABSTRACT
The Rocket Chip Generator uses a collection of parameterized processor components to produce RISC-V-based SoCs. It is a powerful tool that can produce a wide variety of processor designs ranging from tiny embedded processors to complex multi-core systems. In this paper we extend the features of the Memory Management Unit of the Rocket Chip Generator and specifically the TLB hierarchy. TLBs are essential in terms of performance because they mitigate the overhead of frequent Page Table Walks, but may harm the critical path of the processor because of their size and/or associativity. In the original Rocket Chip implementation the L1 Instruction/Data TLB is fully-associative and the shared L2 TLB is direct-mapped. We lift these restrictions and design and implement configurable, set-associative L1 and L2 TLB templates that can create any organization from direct-mapped to fully-associative to achieve the desired ratio of performance and resource utilization, especially for larger TLBs. We evaluate different TLB configurations and present performance, area, and frequency results of our design using benchmarks from the SPEC2006 suite on the Xilinx ZCU102 FPGA.
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1 INTRODUCTION
Rocket Chip Generator (RCG) is a tool that uses the open RISC-V ISA to produce configurable SoCs. RCG supports fully-fledged Unix-like operating systems, and features important RISC-V extensions and accelerators. RCG is designed to target a wide range of application domains, ranging from embedded up to complex and multicore systems. To support this wide range of application domains, most of the processor components have been implemented as configurable templates in the Chisel high-level hardware construction language (HCL). However, some of the Rocket Chip Generator components are still missing support for configurability. In this paper we focus on the Memory Management Unit (MMU) and specifically on the Translation Lookaside Buffer (TLB) hierarchy that lacks such configurability support. TLBs are essential in terms of performance because they mitigate the overhead of frequent page table walks, but may harm the critical path of the processor because of their size and/or associativity. Furthermore, a configurable TLB hierarchy might be useful for performance scaling for faster processors such as the out-of-order BOOM [8].

In the original Rocket Chip implementation only the number of TLB entries is configurable; the L1 Instruction and Data TLBs can only be fully-associative and the shared L2 TLB direct-mapped. However, that approach is not optimal for applications with large memory footprints that require larger TLB reach with many entries because (i) increasing the number of the fully associative L1 TLB may increase the processor critical path and can impact the operating frequency of the entire design, and (ii) a direct-mapped L2 TLB can experience many conflict misses, leaving significant room for application performance improvement with the use of increased associativity. Clearly, this lack of configurability in the TLB may limit the efficient applicability of Rocket Chip SoCs for applications with large memory footprints that stress the TLB hierarchy.

In this paper we lift these restrictions and design and implement configurable, set-associative L1 and L2 TLB templates that can create any organization from direct-mapped to fully-associative to achieve the desired ratio of performance and resource utilization, especially for larger TLBs. Furthermore, we modify existing replacement policies to be compatible with our design, offering flexibility for performance and resource usage trade-offs.

We modify the L1 and L2 TLB mechanisms and specifically how TLB lookups, refills, flushes, and replacements are handled. Chisel allows the programmer to produce circuit generators that are easily configurable. With our approach, just by adjusting the number of the sets and the ways of the L1/L2 TLB, all the TLB circuitry is properly configured. Corner cases such as direct-mapped and fully-associative organizations are included, and the design is tailored to remove unnecessary components for these cases. For example,
if a direct-mapped organization is selected there is no need for replacement policy, so our Chisel code removes it altogether.

We use different L1/L2 TLB configurations to evaluate our design with benchmarks from the SPEC2006int suite [10]. We show that the largest evaluated TLB configuration improves performance by up to 15.4%, with minimal impact in area and frequency.

In summary the main contributions of this paper are:

- We implement a fully configurable Instruction/Data L1 TLB and shared L2 TLB that can output any design from direct-mapped to fully-associative, lifting the initial restrictions of configurability only by the number of entries. This leads to better scaling of performance and resources, especially for large TLBs. We make our design publicly available\(^1\) to enable further research on the active topic of virtual memory support for RISC-V.
- We present a case study in which we evaluate the performance and resource usage of the Rocket Chip [4] processor with different TLB configurations, by running benchmarks from the SPEC2006int [10] suite on the Xilinx ZCU102 FPGA.

2 BACKGROUND

Here we provide information on virtual memory, the Chisel hardware description language, and the Rocket Chip Generator.

2.1 Virtual Memory

Virtual memory is an essential concept for processor design because it provides the illusion of a very large and private address space to each process running in the system. Virtual memory offers security through process isolation and also benefits programmer productivity since the operating system manages the memory mappings and the hardware accelerates the translations.

RISC-V supports different Virtual Memory systems depending on the size of the address space (e.g. RV32 Sv32, RV64 Sv39/Sv48 [1]), in this paper we focus on RV64 Sv39 (39-bit address space) which supports 4KB base pages but also 2MB, 1GB super pages; the page table, that stores the memory mappings of each process, is implemented as a multi-level radix tree (3-level page table in RV64 Sv39). A processor register called SATP (Supervisor Address Translation and Protection register) holds the root of the page table. The physical address is obtained after performing a sequential lookup in each page table level. The page table walker (PTW) that performs the virtual-to-physical address translations is typically implemented in hardware for improved performance.

To accelerate address translation without accessing the page table on every memory reference, a Translation Lookaside Buffer (TLB) is used which keeps the recently used translations. The TLB lies on the critical path of the processor and as a result its size and associativity are essential for the overall performance. To overcome this problem without sacrificing the hit rate, multi-level TLB organizations are used; the first level TLB (L1) is usually small (32-128 entries) but very fast, while the second level TLB (L2) is usually larger (128-1024 entries) but slower. Finally, a Page Table Walk cache is usually implemented to hold non-leaf intermediate translations of the page table to avoid searching levels of the page table (TLBs hold the leaf translations). Figure 1 shows these structures.

\(^1\)Available at https://github.com/ncppd/rocket-chip

Figure 1: Overview of the MMU in Rocket Chip Generator.

2.2 Chisel

Chisel [5] is a high-level Hardware Construction Language (HCL) embedded in the Scala language. Chisel enables the design of powerful circuit generators by utilizing Scala’s high-level programming concepts like object-orientation, functional programming, parameterized typed and type inference. Chisel can generate synthesizable Verilog for both FPGA simulation and ASIC implementation. It can also output cycle-accurate C++ simulators which are very useful for hardware simulation and debugging.

2.3 Rocket Chip Generator

The Rocket Chip Generator (RCG) [4] generates RISC-V ISA [1, 2] based systems using Chisel. It can also be considered as a library of processor parts that can easily be reused with any design written in Chisel. By default, the Rocket Chip Generator instantiates Rocket, an in-order core implementation, but also supports various core implementations including the BOOM out-of-order processor [8]. Rocket is a simple, 5-stage, in-order processor that implements the RISC-V ISA, including an MMU that supports page-based virtual memory, TLBs, instruction and data caches, and a frontend that features dynamic branch prediction with configurable sizes.

3 TLB HIERARCHY DESIGN

In this section we provide an overview of the original implementation of the Instruction/Data L1 and shared L2 TLB in the Rocket Chip Generator. Then, we present the design and implementation of our proposed configurable L1 and L2 TLB. Our design can output any organization ranging from direct-mapped up to fully-associative TLBs.

3.1 Original TLB overview

Each processor has its own TLB hierarchy, as shown in Figure 2. The L1 Instruction and Data TLB hold address translations for the process code and the process data respectively. The L1 Instruction/Data TLBs are built based on the same Chisel template in the RCG and only have minor differences regarding access privileges to pages. The L2 TLB is shared among the L1 Instruction/Data TLBs and can contain both Instruction and Data page translations.
3.1.1 L1 TLB. The L1 Instruction/Data TLB stores the page translations in registers using a vector of `Reg` elements which create an array of positive-edge-triggered registers that output a copy of the input signal delayed by one clock cycle, depending on its activation signal. The original L1 TLB is fully-associative with configurable number of entries and uses a Pseudo-LRU Replacement Policy. The L1 TLB responds with a hit/miss indication on the next cycle and stores virtual-to-physical page translations of 4KB pages but also 2MB/1GB super pages.

3.1.2 L2 TLB. The Chisel template for the Page Table Walker (PTW) incorporates the shared L2 TLB. The PTW is connected with the L1 Instruction and Data TLBs though a Round-Robin Arbiter that selects the target virtual address to be translated. The shared L2 TLB is direct-mapped with configurable number of entries. Because of the direct-mapped organization there is no need for a replacement policy. The L2 TLB stores the page translations using Chisel’s `SyncReadMem/SeqMem` construct, which can be synthesized to FPGA Block RAM or ASIC SRAM. `SyncReadMem` basically creates a synchronous-read, synchronous-write memory, in this case with one read and one write port. Because of the `SyncReadMem` construct data are fetched on the next cycle; `SyncReadMem` outputs to a register with a purpose of performing a synchronous read operation. In order for the L2 TLB to sync with the rest of the PTW mechanism there are intermediate stages until the L2 TLB informs for a hit or miss.

3.1.3 Page Table Walk Cache. The PTW Cache is a small fully-associative cache that stores the non-leaf virtual-to-physical page translations. In this paper we focus on the TLBs and leave the PTW Cache for future work.

3.1.4 Limitations. In the original Rocket Chip implementation, only the number of TLB entries is configurable. However, that approach is not optimal for applications with large memory footprints that require larger TLB reach. Increasing the number of the fully associative L1 TLB significantly increases the critical path of the processor and can impact the operating frequency of the entire design. This happens because fully associative TLBs are typically implemented as CAMs. However, CAMs are a resource- and power-hungry structures, in both ASICs and FPGAs [25]. Considering this, the original fully-associative L1 TLB is constrained and does not scale with application requirements. Increasing the size of L1 TLBs at lower associativity may increase the TLB reach and reduce the number of TLB misses without affecting the the overall resource usage/frequency.

Furthermore, because the L1 TLBs need to be fast, they are implemented using discrete registers that are generally precious resources both for ASIC and FPGA implementations. To mitigate the miss overhead of a relatively small L1 TLB, a larger but slower L2 TLB is introduced that stores translations in FPGA Block RAM or ASIC SRAM. However, a direct-mapped L2 TLB can experience many conflict misses. In addition, L2 TLB misses are even more costly than L1 TLB misses, because they are resolved through page walks that incur increased latency. Associativity may reduce the number of conflict misses and improve the application performance.

To summarize, this lack of configurability in the TLB may limit the applicability of Rocket Chip Generator for workloads with large memory footprints that stress the TLB hierarchy.

3.2 Configurable L1 TLB Architecture

To develop a configurable L1 TLB we must consider a set of factors and trade-offs. More specifically, the configurable Instruction/Data TLB should use registers using Chisel’s `Reg` element for fast lookup time. In addition, the configurable Data/Instruction TLB should be built by the same Chisel template with minor differences regarding the access privileges as mentioned earlier. Our implementation adheres to the aforementioned requirements and is compatible with the original implementation. Next we describe how lookups, refills, replacements, and flushes are handled in our configurable L1 TLB.

3.2.1 Lookup. Whenever an address translation is requested, we obtain a `tag` and an `index` by splitting the VPN. Using the `index` we locate the target set and perform there a fully-associative search that matches the `tag`. We modify the valid bit array and construct it as a `Vec` of registers, so every set has its respected valid bit array and can address it using the `index`.

3.2.2 Refill. When a TLB refill is requested, we locate the target set that the virtual/physical address must be inserted using the `index`. In case the set is not full, we select the first free slot. Otherwise, if the set is full we perform a Pseudo-LRU replacement.

3.2.3 Replacement Policies. We modify the existing pseudo-LRU replacement policy and implement a set-associative alternative that uses the `Reg` construct. Support for a random replacement policy is already provided. A random replacement policy is an attractive alternative option thanks to its simplicity and can be also applied to TLBs; however, it may increase the TLB miss rate and hence degrade performance.

3.2.4 Flushing the L1 TLB. When the OS modifies the page table, the stale TLB entries must be flushed. This happens when the OS executes the `sfence.vma` instruction to invalidate an entry. Using the `index` we retrieve the set that includes the entry to be flushed and perform a fully-associative lookup within that set using the `tag`. The flushing of the TLB is done by zeroing the valid bit of the specified entry.

3.2.5 Limitations. We initially developed the configurable L1 TLB in an older Rocket Chip edition that supported both base and super page sizes in the same TLB. A constraint of a set-associative TLB structure that we must address concerns the page size: when the page size is unknown it is difficult to determine the least significant bits of the VPN in order to select a set [22, 23]. Therefore, we select to implement a configurable L1 TLB only for 4KB fixed page size. We also ported the configurable L1 TLB in a recent edition of the Rocket Chip in which this restriction is lifted, the TLB mechanism is separate for base/super pages, so our implementation of the
we choose to evaluate our set-associative design with the random TLB for one cycle to retrieve the set, and then flush the specific entry. SyncReadMem introduces additional cycle delay due to the L2 TLB. The L2 TLB was originally direct-mapped, an organization very simple in terms of replacement policies and TLB flushing. An address translation maps only to a unique TLB entry and as a result there is no need for a replacement policy. The valid bit array is kept in register banks and not in the SyncReadMem that the TLB entries are stored. Obtaining a value from a register bank is completed in the same cycle in contrast with the SyncReadMem that has a cycle delay. As a result the valid bit array of the L2 TLB can be read and updated on the same cycle. This has the benefit of manipulating the valid bit without accessing the TLB array. The valid bit array is constructed as a Vec of registers the same way as in the L1 TLB.

3.3.1 Lookup. The L2 TLB lookup mechanism is similar to that of the L1 TLBs. The only difference is that the lookup in the L2 TLB introduces additional cycle delay due to the SyncReadMem construct. As a result we use registers to hold intermediate state.

3.3.2 Refill. In case of a refill, the L2 TLB handles it similarly with the L1 TLB. The only difference is the use of masks to update a specific way in a set. Masks are a feature of the SyncReadMem construct to ease updating specific indexes inside a set.

3.3.3 Replacement Policies. To choose a replacement policy we must make a trade-off between area and performance. The pseudo-LRU replacement policy must keep track of the way access history and as a result impacts the total area when the TLB is large. On the other hand, using a random replacement policy has a nearly zero impact on the total area but may degrade performance. We implement both replacement policies for the L2 TLB. In Section 5 we choose to evaluate our set-associative design with the random replacement policy in favor of area constraints.

3.3.4 Flushing the L2 TLB. Flushing a TLB entry on a set-associative organization means that the entry must be located inside the selected set. In order to fetch the tags of the selected set there must be a cycle delay because of the SyncReadMem construct. To overcome this overhead and keep the flushing mechanism simple, we select to flush the whole set. Another approach would be to block the L2 TLB for one cycle to retrieve the set, and then flush the specific entry. We are considering implementing that in the future.

| Conf. No | DT LB                  | IT LB                  | L2 TLB         | DT LB Reach | IT LB Reach | L2 TLB Reach |
|---------|------------------------|------------------------|----------------|-------------|-------------|--------------|
| I       | fully-associ., 32 entries | fully-associ., 32 entries | -             | 128KB       | 128KB       | -            |
| II      | fully-associ., 32 entries | fully-associ., 32 entries | 4-way, 128 entries | 128KB       | 128KB       | 512KB        |
| III     | fully-associ., 32 entries | fully-associ., 32 entries | 4-way, 512 entries | 128KB       | 128KB       | 2MB          |
| IV      | 8-way, 64 entries       | 8-way, 128 entries     | 8-way, 1024 entries | 256KB       | 512KB       | 4MB          |
| V       | 8-way, 128 entries      | 8-way, 64 entries      | 8-way, 1024 entries | 512KB       | 256KB       | 4MB          |

Table 1: Rocket Chip L1 Instruction/Data TLB and shared L2 TLB configurations (Associativity /Size).

4 METHODOLOGY

In this section we describe our evaluation methodology, including the hardware/software tools, metrics, and configurations. We initially developed the configurable TLB Hierarchy on an older Rocket Chip commit (7cd3352, April 3, 2018) that supported the Xilinx ZCU102 platform. Our contributions consists of about 80 and 70 lines of Chisel code added for the L1 and L2 TLB. Unfortunately that repository does not track the recent changes in the Rocket Chip Generator. As a result, we opted to use the old Rocket Chip version for our evaluation with the Xilinx ZCU102 platform. In addition, to ensure the relevance and compatibility of our approach with more recent versions of Rocket Chip, we ported our design to a more recent version (27120ee, Jan 22, 2020) that also features new mechanisms such as a sectored L1 TLB to further improve the TLB reach for 4KB pages, and a separate fully-associative L1 TLB for super pages. Our changes amount to about 50 and 70 lines of Chisel code for the configurable L1 and L2 TLB respectively in the recent version. We validated our ported design using Verilator simulations, and we plan to evaluate it on other supported FPGA platforms.

4.1 Software and Hardware tools

We follow a two-step process during the development of our TLB hierarchy. At first, we evaluate the L1/L2 TLB using Verilator [24] to validate the correctness of our design and to remove any bugs; afterwards, we use the Vivado tools to compile our design for the Xilinx ZCU102 FPGA. In more detail, the development phase includes the following:

4.1.1 Verilator. Verilator is an open-source tool that produces high-performance cycle-accurate C++/SystemC hardware models. Using assert-pr-intf statements debugging becomes easier as Verilator produces logs of high verbosity. We use the official riscv-tests [20] as a sanity check, and then orchestrate specific assembly tests that run upon the riscv-pk [19] (lightweight proxy kernel) which provides virtual memory support. Unfortunately, the downside of using Verilator is the slow emulation speeds in contrast with FPGAs.

4.1.2 Software tools. We use Sifive’s Freedom-U-SDK [21] which sets up a minimal Linux environment. The Rocket Chip SoC boots the lightweight Buildroot [7] distribution on top of Linux kernel 4.15.0 with 4KB pages. We add new Buildroot packages that include simple TLB tests to verify that our design is working as expected, tools to retrieve performance counter results, and finally the SPEC2006 benchmarks [10] (compiled using Speckle [9]). We modify the Berkeley Boot-Loader (BBL) [19]—which initializes machine registers and then boots the linux kernel—to set up several performance counters such as ITLB/DTLB and L2 TLB misses using the mhpneventXX registers.
4.1.3 FPGA Flow. We use Vivado 2018.1 Design Suite for synthesis and placement. Vivado provides also results regarding resource usage. To evaluate the impact of the TLB hierarchy on application performance, we run a subset of the SPEC2006int [10] benchmarks with different L1 Instruction/Data TLB and shared L2 TLB configurations. In all configurations we use a 4-way 32KB instruction cache and a 4-way 16KB data cache.

4.2 Metrics and Benchmarks

To evaluate our configurable TLB hierarchy we use the following metrics: (i) FPGA resource usage, i.e., flip-flops, look-up-tables (LUTs), and block RAM, (ii) TLB performance, i.e., TLB Misses-Per-Kilo-Instructions (MPKI), and (iii) System performance, i.e., Instructions-Per-Cycle (IPC), a performance metric that isolates the impact of TLB implementation on the critical path, ignoring the processor frequency. To evaluate the TLB and system performance we use benchmarks from the SPEC2006int suite [10]. We use them with the test input set due to the limited physical memory (512MB) that our Xilinx ZCU102 platform exposes to the programming logic.

4.2.1 Configuration scenarios. We evaluate our configurable TLB hierarchy using different configurations for the L1 Instruction/Data TLB and shared L2 TLB. Table 1 summarizes the evaluated configurations. We choose these configurations to cover a range of systems from small and embedded to modern high-performance general-purpose systems. The TLB reach (i.e., number of entries x page size) covered by the L1 ranges from 128KB to 512KB, and for the L2 is up to 4MB. In the most lightweight configuration we choose not to include an L2 TLB to quantify the performance and area differences of the different configurations. Finally, in the most performant TLB configurations (Configurations IV, V) we swap the size of the Data and Instruction TLB to identify possible changes in performance without changing the L2 TLB. Note that in our evaluation we do not include a PTW Cache. Finally, the configuration scenarios are chosen to resemble well-known architectures:

I. Vanilla Rocket Chip without L2 TLB
II. Vanilla Rocket Chip including small L2 TLB
III. ARM Cortex A57 [3]
IV. Intel Skylake [11]
V. Intel Skylake with swapped Instruction/Data TLB sizes.

5 RESULTS

In this section we evaluate our configurable TLB hierarchy. The purpose of our evaluation is twofold: (i) to show that the generated designs have minimal impact on area and frequency, and (ii) to show how TLB configurability affects performance.

5.1 Area and Frequency Results

Figure 3 shows the area results for the various configurations. We present the total area of the Rocket Chip SoC as reported by the Vivado 2018.1 Implementation stage. Note that the Instruction/Data L1 TLB structures use FFs and the shared L2 TLB uses BRAMs.

| Configuration | I | II | III | IV | V |
|---------------|---|----|-----|----|---|
| Frequency (Mhz) | 189 | 187 | 186 | 188 | 186 |

Table 2: Maximum operating frequency per configuration.

In the most lightweight scenarios (Conf I, II, II) Vivado 2018.1 reports that the full Rocket Chip SoC occupies 12% of the total LUTs, 3% of the total FFs, and 3% of the total BRAMs of the Xilinx ZCU102. Tuning up to the most performant configurations (Configuration IV, V) in terms of TLB hit rate, the Rocket Chip SoC occupancy increases to 13% for total LUTs, and 4% for total FFs/BRAMs. The FF usage is increased in Conf IV, V in order to accommodate the new TLB entries.

Table 2 shows the maximum frequency achieved with all configurations. The results show that the impact on the maximum operating frequency ranges from 0.53%-1.59%. In particular, Configuration IV has a 2x larger DTLB, 4x larger ITLB, and a 1024 entry L2 TLB, but exhibits only a 0.33% drop in frequency compared to Configuration I.

5.2 Performance Results

We now present the results of the SPEC2006int benchmarks that we obtained on the Xilinx ZCU102 FPGA board.

Figure 4 shows the results of MPKI in the L1 Instruction/Data TLBs for the various configurations. We observe that gobmk, hmmer, sjeng and libquantum exhibit similar behavior in L1 TLB MPKI even with larger TLB configurations. The most demanding in terms of TLB miss rate is mcf, and even with the largest Configuration V the miss rate is still high. For Configuration IV - V the miss rate is nearly the same, with Configuration V performing better in all tests. Most misses come generally from the Data TLB.

Figure 5 shows the results of the MPKI in the L2 TLB for the various configurations. The Configuration I is not included, as it lacks an L2 TLB. We observe that the L2 TLB MPKI for most benchmarks is nearly zero, particularly for the larger Configurations IV and V, thanks to the larger reach of the L2 TLB. There is also a major improvement in mcf which stresses the most the L2 TLB. On average, the miss rate for the L2 TLB is nearly zero with the larger Configurations IV and V.

Focusing on the impact of associativity, Table 3 shows the number of L2 TLB misses for mcf as we increase the L2 TLB associativity but keep the number of L2 TLB entries constant. The L1 Instruction/Data TLB parameters are based on those of Configuration V.

We observe that there is an 82.8%/83.3% reduction in TLB misses when associativity changes from direct-mapped to 4-way/8-way.
This behavior highlights the possible impact on the miss rate that a direct-mapped TLB can have due to conflicting entries, and the benefits of using a set-associative TLB. Note, however, that such behavior depends on the working set of the application and its access pattern, and that our results are for the Spec2006int benchmarks with the rather small test input set, as explained in Section 4.

| L2 TLB Associativity | Direct-mapped | 4-way | 8-way | #TLB Misses for mcf |
|----------------------|--------------|-------|-------|-------------------|
|                      | 40.2M        | 6.9M  | 6.7M  |

Table 3: Number of L2 TLB misses for mcf as L2 TLB associativity increases, with Conf. V and fixed 1024-entry L2 TLB.

Finally, Table 4 summarizes the absolute IPC value with Configuration I, and the IPC speedup for the configurations II-V with respect to Configuration I. As we can see the IPC performance increases by up to 15.4 % depending on the demand of TLB resources and access patterns of every benchmark.

6 RELATED WORK

Prior work has focused on developing new MMU features for the Rocket Chip Generator in order to improve performance (e.g., Direct Segments for RISC-V [14]) while future work could investigate alternative techniques (e.g., Coalesced [18] and Clustered TLBs [17], Redundant Memory Mappings [12], and Hybrid TLB Coalescing [16]) to enhance the MMU performance. Another line of prior work has focused on bridging the FPGA-to-ASIC performance in order to gain more insights about the actual performance of a processor (e.g., [6, 13, 15]) to be fabricated and to also lower resource usage. Furthermore, Content-Addressable-Memories (CAMs) are known to be resource-hungry structures [26]. Magyar et al. proposed Golden Gate [15] to create Decoupled FPGA-accelerated Simulators by replacing FPGA-hostile CAMs with multi-cycle models, thus reducing resource utilization. As fully associative TLBs are typically implemented as CAMs, future work on resource optimization for large fully associative TLB organizations could leverage such FPGA-simulated research frameworks.

7 CONCLUSIONS

In this paper we explored the Memory Management Unit of the Rocket Chip Generator and lifted its implementation limitations in the TLB hierarchy. We implemented a fully configurable L1 and L2 TLB, that can output any design from direct-mapped to fully-associative. Our design enables design space exploration and allows the Rocket Chip Generator to instantiate cores with TLBs that match the needs of TLB intensive applications. We make our design publicly available to enable further research on the active topic of virtual memory support for the RISC-V architecture.
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