We theoretically clarify the functional form to be used in $t \to 0$ extrapolation in the small flow time expansion (S$F$t$X$) method for the energy–momentum tensor (EMT), which facilitates lattice simulation of the EMT based on the gradient flow. We argue that in the $t \to 0$ extrapolation analysis, lattice data should be fitted by a power function in $g(\mu(t))$, the flow time dependent running coupling, where the power is determined by the perturbation order we consider. From actual lattice data, we confirm the validity of the extrapolation function. Using the new extrapolation function, we present updated lattice results for thermodynamics quantities in quenched QCD; our results are consistent with the previous study [arXiv:1812.06444] but we obtain smaller errors due to the reduction of systematic errors.
1. Introduction

The energy–momentum tensor (EMT) $T_{\mu\nu}(x)$ is a fundamental quantity in quantum field theory, yet its lattice simulation is not straightforward due to explicit breaking of the translation invariance in lattice regularization; see Ref. [1] and references therein. In Refs. [2, 3], the so-called small flow time expansion (SFtX) method was devised to solve this problem. In this method, one rewrites conserved currents in terms of the so-called flowed operators, defined from the gradient flow [4–8]. Due to the UV finiteness of flowed operators, the current represented with flowed operators satisfies the correct Ward–Takahashi identity in any regularization. Then one can measure correctly normalized currents in lattice simulation.

For the EMT, we can schematically write it in the form

$$T_{\mu\nu}(x) = \tilde{c}_1(t)\tilde{O}_{1,\mu\nu}(t,x) + \tilde{c}_2(t)\tilde{O}_{2,\mu\nu}(t,x) + \tilde{c}_3(t)\tilde{O}_{3,\mu\nu}(t,x) + \tilde{c}_4(t)\tilde{O}_{4,\mu\nu}(t,x) + \mathcal{O}(t).$$

(1.1)

Here, $t$ is the flow time, whose mass dimension is $-2$; $\tilde{O}_{i,\mu\nu}(t,x)$’s are (dimension-four) flowed operators (whose explicit definitions are given below). The coefficients $\tilde{c}_i(t)$’s can be perturbatively calculated via the small flow time expansion [7] of the flowed operators and the two-loop order results are known today [9]; see also Ref. [10]. $\mathcal{O}(t)$ represents contributions from dimension-six operators. In lattice simulation we measure the flowed operators $\tilde{O}_{i,\mu\nu}$ nonperturbatively and then multiply the perturbative coefficients $\tilde{c}_i(t)$ to obtain the EMT. Many lattice simulations of the EMT with the SFtX method have been performed [11–27] and its usefulness has been confirmed.

In lattice simulation using the SFtX method, one needs to take the small flow time limit $(t \to 0)$. This is because the expression for the EMT in the SFtX method becomes exact in the $t \to 0$ limit. In this limit, we can get rid of higher orders in $g(\mu(t))$, the flow time dependent running coupling, in the perturbative coefficients $\tilde{c}_i(t)$, and $\mathcal{O}(t)$ contributions in Eq. (1.1). However, one cannot directly obtain lattice data at $t = 0$ because lattice data suffer from serious discretization effects when the flow time becomes too small compared to the lattice spacing, $t \lesssim a^2$. Hence, one should take the $t \to 0$ limit by extrapolation of lattice data at $t \gg a^2$ assuming some function of $t$. Thus, a $t \to 0$ extrapolation function can be critical to final results.

In earlier analyses with the SFtX method, a linear function in $t$ was mainly used in the $t \to 0$ extrapolation. This was motivated by the $\mathcal{O}(t)$ contribution in Eq. (1.1), which is neglected in constructing the EMT in the SFtX method. However, since we use fixed order perturbative results for $\tilde{c}_i(t)$, a higher-order effect in $g(\mu(t))$ should also exist. Parametrically, such an effect is dominant in small $t$ region. This is because $g(\mu(t))^n \gg t\Lambda_{\text{MS}}^2 \sim e^{-16\pi^2/\beta_0\sigma^2(\mu(t))}$ ($\beta_0$ is the first coefficient of the beta function), where $t$ is an exponentially suppressed function for small $g(\mu(t))$. It is therefore important to identify the higher-order effect in $g(\mu(t))$ in order to accurately performe $t \to 0$ extrapolation analyses.

The purpose of this paper is to clarify the leading $t$ dependence of the fixed order formula for the EMT in the SFtX method (which means that we use fixed order perturbative results for explanation).

---

1 In actual study, we mainly use the expression of Eqs. (1.30) and (1.31). We show Eq. (1.1) just for explanation.

2 In principle, the continuum limit ($a \to 0$ limit, where $a$ is lattice spacing) should be taken before the $t \to 0$ limit. Hence, in our calculations we assume that the continuum limit is already taken.
for \( \tilde{c}_i(t) \)'s. This study tells us which functional form should be used in the \( t \to 0 \) extrapolation, and this knowledge will be essential in making the SF\( t \)X method a more precise framework. Also, the recent two-loop order calculation of \( \tilde{c}_i \)'s [9] can promote more accurate analyses, and it is timely to discuss this issue in the SF\( t \)X method.

In the rest of this section, we briefly review the SF\( t \)X method and clarify the question studied in this paper more explicitly. We also introduce quantities necessary for the subsequent studies.

The EMT in dimensional regularization is given by

\[
T_{\mu\nu}(x) = \frac{1}{g_0^2} \left[ O_{1,\mu\nu}(x) - \frac{1}{4} O_{2,\mu\nu}(x) \right] + \frac{1}{4} O_{3,\mu\nu}(x),
\]

where \( g_0 \) is the bare gauge coupling; \( O_{i,\mu\nu} \)'s are gauge invariant and symmetric dimension-four tensor operators defined as

\[
O_{1,\mu\nu}(x) \equiv F^a_{\mu\rho}(x) F^a_{\nu\rho}(x),
\]

\[
O_{2,\mu\nu}(x) \equiv \delta_{\mu\nu} F^a_{\rho\sigma}(x) F^a_{\rho\sigma}(x),
\]

\[
O_{3,\mu\nu}(x) \equiv \sum_f \overline{\psi}_f(x) \left( \gamma_\mu \overleftrightarrow{D}_\nu + \gamma_\nu \overleftrightarrow{D}_\mu \right) \psi_f(x),
\]

\[
O_{4,\mu\nu}(x) \equiv \delta_{\mu\nu} \sum_f \overline{\psi}_f(x) \overleftrightarrow{D}_\mu \psi_f(x),
\]

\[
O_{5,\mu\nu}(x) \equiv \delta_{\mu\nu} \sum_f m_{f,0} \overline{\psi}_f(x) \psi_f(x),
\]

where \( m_{f,0} \) is the bare mass of the flavor \( f \). These are bare composite operators and not finite in general.

In the SF\( t \)X method, one rewrites the EMT in terms of flowed operators. The Yang–Mills gradient flow [4–8] is defined by the following differential equations with respect to the flow time \( t \). For the gauge field, it is defined as

\[
\partial_t B_\mu(t, x) = D_\nu G_{\nu\mu}(t, x) + \alpha_0 D_\mu \partial_\nu B_\nu, \quad B_\mu(t = 0, x) = A_\mu(x),
\]

with a gauge parameter \( \alpha_0 \), where the covariant derivative on the gauge field is defined as

\[
D_\mu = \partial_\mu + [B_\mu,].
\]

\( G_{\mu\nu} \) is the field strength of the flowed gauge field \( B_\mu \). For the fermion field, it is given by

\[
\partial_t \chi(t, x) = [\Delta - \alpha_0 \partial_\mu B_\mu(t, x)] \chi(t, x), \quad \chi(t = 0, x) = \psi(x),
\]

\[
\partial_t \overline{\chi}(t, x) = \overline{\chi}(t, x) [\overline{\Delta} + \alpha_0 \partial_\mu B_\mu(t, x)], \quad \overline{\chi}(t = 0, x) = \overline{\psi}(x),
\]

with

\[
\Delta = D_\mu D_\mu, \quad D_\mu = \partial_\mu + B_\mu,
\]

\[
\overline{\Delta} = \overleftrightarrow{D}_\mu \overleftrightarrow{D}_\mu, \quad \overleftrightarrow{D}_\mu = \overleftrightarrow{\partial}_\mu - B_\mu.
\]
We define analogous operators at positive flow time with tildes:

\[ \tilde{O}_{1,\mu\nu}(t, x) \equiv G_{\mu\rho}^a(t, x)G_{\nu\rho}^a(t, x), \]  
\[ \tilde{O}_{2,\mu\nu}(t, x) \equiv \delta_{\mu\nu}G_{\rho\sigma}^a(t, x)G_{\rho\sigma}^a(t, x), \]  
\[ \tilde{O}_{3,\mu\nu}(t, x) \equiv \sum_f \tilde{\chi}_f(t, x) \left( \gamma_\mu \overrightarrow{D}_\nu + \gamma_\nu \overrightarrow{D}_\mu \right) \tilde{\chi}_f(t, x), \]  
\[ \tilde{O}_{4,\mu\nu}(t, x) \equiv \delta_{\mu\nu} \sum_f \tilde{\chi}_f(t, x) \overset{\rightarrow}{D}\chi_f(t, x), \]  
\[ \tilde{O}_{5,\mu\nu}(t, x) \equiv \delta_{\mu\nu} \sum_f m_f \tilde{\chi}_f(t, x) \overset{\rightarrow}{D}\chi_f(t, x). \]

The above flowed operators are \textit{finite} operators \[7\].

We have accomplished the renormalization of flowed fermion fields using a ringed variable \[3\]:

\[ \tilde{\chi}_f(t, x) \equiv \sqrt{-2 \dim(R)} (4\pi)^2 \sqrt{ \chi_f(t, x) \overset{\rightarrow}{D}\chi_f(t, x) } \]  
\[ \overset{\rightarrow}{D}\chi_f(t, x) \equiv \sqrt{-2 \dim(R)} (4\pi)^2 \sqrt{ \chi_f(t, x) \overset{\rightarrow}{D}\chi_f(t, x) } . \]

Alternatively, one can also adopt the \textit{MS} scheme as in Ref. \[9\]. We denote such an operator set as \( \tilde{O}_{\mu\nu}^{\text{MS}}(t, x) \). The conversion from the \textit{MS} scheme to the ringed variable scheme is carried out by a matrix \( R \) by

\[ \tilde{O}_{\mu\nu}(t, x) = R \tilde{O}_{\mu\nu}^{\text{MS}}(t, x), \]

with

\[ R = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & r & 0 \\ 0 & 0 & 0 & r \end{pmatrix}, \]

where \( r \) is given in Eq. (51) of Ref. \[9\] as

\[ r = \tilde{Z}_\chi / Z_\chi. \]

When we suppress the index \( i \) in the operators, it is understood as a four-component vector,

\[ \mathcal{O}_{\mu\nu} = \begin{pmatrix} \tilde{O}_{1,\mu\nu} \\ \tilde{O}_{2,\mu\nu} \\ \tilde{O}_{3,\mu\nu} \\ \tilde{O}_{4,\mu\nu} \end{pmatrix}. \]

Note that we can eliminate \( \tilde{O}_{5,\mu\nu} \) by using the equation of motion (EOM), \((1/2)\tilde{O}_{4,\mu\nu} + \tilde{O}_{5,\mu\nu} = 0\), following Ref. \[9\]. Hence, it is sufficient to consider the four operators as a basis.
To rewrite the EMT in terms of the flowed operators, one needs to know the relation between the flowed and unflowed operators. This can be studied through the small flow time expansion [7]:

\[ \tilde{O}^{\text{MS}}_{\mu\nu}(t, x) = \zeta(t)O_{\mu\nu}(x) + \mathcal{O}(t), \quad (1.25) \]

where \( \zeta(t) \) is a \( 4 \times 4 \) matrix, whose mass dimension is zero. This matrix can be perturbatively calculated. (This matrix has UV divergence, which is canceled against UV divergence of the bare operator \( O_{\mu\nu} \), so that the left-hand side of Eq. (1.25) becomes UV finite.) Higher-dimensional operators are suppressed as \( \mathcal{O}(t) \) for small \( t \). Here and hereafter, we implicitly assume that the vacuum expectation values of the operators are subtracted. [This is the reason why the terms proportional to the identity operator are absent in Eq. (1.25).]

Once the relation between the flowed and unflowed operators is known, one can express the EMT, given by the unflowed operators, in terms of the flowed operators using the inverse of the matrix \( \zeta \). It is conventionally expressed as

\[ T_{\mu\nu}(x) = c_1(t)\left[ \tilde{O}_{1,\mu\nu}(t, x) - \frac{1}{4} \tilde{O}_{2,\mu\nu}(t, x) \right] + c_2(t)\tilde{O}_{2,\mu\nu}(t, x) + c_3(t)\tilde{O}_{3,\mu\nu}(t, x) + c_4(t)\tilde{O}_{4,\mu\nu}(t, x). \quad (1.26) \]

By decomposition of a (finite) symmetric tensor \( S_{\mu\nu} \) into its traceless (TL) and scalar (S) parts as

\[ S_{\mu\nu}^\text{TL} = S_{\mu\nu} - \frac{\delta_{\mu\nu}}{4} \delta_{\rho\sigma} S_{\rho\sigma}, \quad (1.27) \]
\[ S_{\mu\nu}^\text{S} = \delta_{\rho\sigma} S_{\rho\sigma}, \quad (1.28) \]

the expression (1.26) is equivalent to

\[ T_{\mu\nu}(x) = T_{\mu\nu}^\text{TL}(x) + \frac{\delta_{\mu\nu}}{4} T_{\mu\nu}^\text{S}(x), \quad (1.29) \]

with

\[ T_{\mu\nu}^\text{TL}(x) = c_1(t)\tilde{O}_{1,\mu\nu}^\text{TL}(t, x) + c_3(t)\tilde{O}_{3,\mu\nu}^\text{TL}(t, x), \quad (1.30) \]
\[ T_{\mu\nu}^\text{S}(x) = c_2(t)\tilde{O}_{2}^\text{S}(t, x) + c'_4(t)\tilde{O}_{4}^\text{S}(t, x), \quad (1.31) \]

where

\[ c'_4(t) = c_4(t) - \frac{3}{2} c_3(t). \quad (1.32) \]

The traceless flowed operators are given by \( \tilde{O}_{1,\mu\nu}^\text{TL}(t, x) = \tilde{O}_{1,\mu\nu}(t, x) - (1/4)\tilde{O}_{2,\mu\nu}(t, x) \) and \( \tilde{O}_{3,\mu\nu}^\text{TL}(t, x) = \tilde{O}_{3,\mu\nu}(t, x) - (1/2)\tilde{O}_{4,\mu\nu}(t, x) \).

---

\footnote{In the SFtX method, we neglect \( \mathcal{O}(t) \) contributions in Eq. (1.25), and thus, strictly speaking, the \( \mathcal{O}(t) \) error should be shown in the right-hand side of Eq. (1.26).}
The coefficients $c_i^{(t)}(t)$ are given by perturbative series:

$$c_1(t) = \frac{1}{g(\mu)^2} \sum_{n=0}^{\infty} k_1^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.33)

$$c_2(t) = \frac{1}{g(\mu)^2} \sum_{n=1}^{\infty} k_2^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.34)

$$c_3(t) = \sum_{n=0}^{\infty} k_3^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.35)

$$c_4(t) = \sum_{n=0}^{\infty} k_4^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n.$$

(1.36)

Here, $\mu$ is a renormalization scale and the perturbative coefficient $k_i^{(n)}$ is a polynomial of $L(\mu, t) \equiv \log (2\mu^2 e^{\gamma_E} t)$. Since the EMT and flowed operators are renormalization group (RG) invariant, the coefficients $c_i(t)$'s are also RG invariant, i.e. independent of $\mu$. In practical applications, we take the $t$-dependent renormalization scale, $\mu = \mu(t) = s/\sqrt{2e^{\gamma_E} t}$, where $s$ is an $O(1)$ numerical factor, so that higher-order terms in $g(\mu)$ vanish in the $t \to 0$ limit. The one-loop coefficients $k_1^{(1)}$'s were calculated in Ref. [2] for quenched QCD and in Ref. [3] for full QCD. The two-loop coefficients $k_i^{(2)}$ were obtained in Ref. [4]. For quenched QCD, the three-loop coefficient $k_2^{(3)}$ (only for $i = 2$) was obtained in Ref. [21].

The purpose of this paper is to investigate the (leading) $t$-dependence of the next-to-...-next-to-leading order (N$^3$LO) formula of the EMT in the SFtX method:

$$T_{\mu\nu}^{(N^3LO)}(x; t) = c_1^{(N^3LO)}(t) \tilde{O}_{1,\mu\nu}(t, x) + c_3^{(N^3LO)}(t) \tilde{O}_{3,\mu\nu}(t, x),$$

(1.37)

$$T^{S(N^3LO)}(x; t) = c_2^{(N^3LO)}(t) \tilde{O}_{2}^S(t, x) + c_4^{(N^3LO)}(t) \tilde{O}_{4}^S(t, x).$$

(1.38)

Here, $c_i^{(N^3LO)}$ is given by the sum of the first $(k + 1)$ terms of Eqs. (1.33)–(1.36):

$$c_1^{(N^3LO)}(t) = \frac{1}{g(\mu)^2} \sum_{n=0}^{k} k_1^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.39)

$$c_2^{(N^3LO)}(t) = \frac{1}{g(\mu)^2} \sum_{n=1}^{k+1} k_2^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.40)

$$c_3^{(N^3LO)}(t) = \sum_{n=0}^{k} k_3^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(1.41)

$$c_4^{(N^3LO)}(t) = \sum_{n=0}^{k} k_4^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n.$$

(1.42)

Note that for $c_2(t)$ the upper edge of the sum is set to $k + 1$. Our main results of this paper are summarized in Sect. [2]
In the following calculations we mainly use hatted operators, as in Ref. [9], to discuss renormalization of the bare operators, instead of the set of Eqs. (1.3)–(1.6):

\[ \hat{O}_{\mu\nu}(x) = H O_{\mu\nu}(x), \]  

where \( O_{\mu\nu}(x) \) is defined in Eqs. (1.3)–(1.6) and \( H \) denotes

\[
H = \begin{pmatrix}
\frac{1}{g_0^2} & 0 & 0 & 0 \\
0 & \frac{1}{g_0^2} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

\( \hat{O}_{\mu\nu} \) are \( D \)-dimensional operators in dimensional regularization with \( D = 4 - 2\epsilon \). We consider the renormalization of \( \hat{O}_{\mu\nu} \) as

\[ \hat{O}_{\mu\nu}(x) = \hat{Z}(g(\mu); \epsilon) \hat{O}^R_{\mu\nu}(x; \mu), \]  

where “\( R \)” stands for renormalization of operators. We use the \( \overline{\text{MS}} \) scheme to renormalize the unflowed operators. Since the left-hand side of Eq. (1.25),

\[ \tilde{O}_{\mu\nu}(t, x) = \zeta(t) O_{\mu\nu}(x) + \mathcal{O}(t) = \zeta(t) H^{-1} \hat{Z}(g(\mu)) \hat{O}^R_{\mu\nu}(x; \mu) + \mathcal{O}(t), \]

is finite, one can determine \( \hat{Z} \) from the requirement that \( \zeta(t) H^{-1} \hat{Z} \) is finite. In this way, \( \hat{Z} \) has been calculated up to two-loop [9]. Now, we can express the flowed operators with the renormalized (finite) quantities,

\[ \hat{O}_{\mu\nu}(t, x) = \zeta^R(t; g(\mu), \mu) \hat{O}^R_{\mu\nu}(x; \mu) + \mathcal{O}(t). \]

Here we define the renormalized matrix \( \zeta^R \) as

\[ \zeta^R(t; g(\mu), \mu) = R \zeta(t) H^{-1} \hat{Z}(g(\mu)), \]

which is finite.

We also use the following relations:

\[ g_0 = Z_g \left( \frac{\mu e^{\gamma_E/2}}{\sqrt{4\pi}} \right)^\epsilon g(\mu), \]

\[ \beta(g) = \mu \frac{dg}{d\mu} = -\sum_{i=-1}^{\infty} \beta_i g \left( \frac{g^2}{(4\pi)^2} \right)^{i+1}, \]

\[ m_0 = Z_m m(\mu), \]

\[ \gamma_m = -\mu \frac{d \log m}{d\mu} = \sum_{i=0}^{\infty} \gamma^{(i)}_m \left( \frac{g^2}{(4\pi)^2} \right)^{i+1}, \]

where \( Z_g \) is given by

\[ Z_g = 1 - \frac{\beta_0}{2\epsilon} \frac{g^2}{(4\pi)^2} + \left( \frac{3\beta_0^2}{8\epsilon^2} - \frac{\beta_1}{4\epsilon} \right) \left( \frac{g^2}{(4\pi)^2} \right)^2 + \cdots. \]  

\(^5\)In our convention, \( Z \) is inverse of that of Ref. [4].
In the beta function, there is $\beta_{-1} = \epsilon$, which is non-zero in $D$-dimensional spacetime. We also list the first few coefficients:

$$\beta_0 = \frac{11}{3}C_A - \frac{4}{3}T_F,$$

(1.54)

$$\beta_1 = \frac{34}{3}C_A^2 - \left(4C_F + \frac{20}{3}C_A\right)T_F,$$

(1.55)

$$\gamma_m^{(0)} = 6C_F,$$

(1.56)

$$\gamma_m^{(1)} = \frac{97}{3}C_AC_F + 3C_F^2 - \frac{20}{3}C_FT_F.$$

(1.57)

An explanation of the constants $C_A$, $T_F$, and $C_F$ is given in App. A.

The rest of the paper is organized as follows. In Sect. 2, we first explain our main results and show the functional form to be used in the $t \to 0$ extrapolation, for the convenience for those who are interested in practical analyses. The derivations of these results are given in Sect. 3, the main part of this paper. In this study, the necessary elements are minimal; we only need the LO $\zeta^R$, which can be trivially obtained, and the one-loop anomalous dimension of the unflowed composite operators. In Sect. 4, as an additional study, we give a general argument how we can study in detail the $t$ dependence caused by dimension-six operators (which is denoted roughly by $O(t)$ above). An explicit result is given for the traceless part of the EMT in quenched QCD. In Sect. 5, we perform numerical analysis using lattice data. Here, we study the thermodynamic quantities, in particular the entropy density and trace anomaly, which are proportional to $T_{\mu\nu}^{TL}(x)$ and $T^S(x)$, respectively. We confirm the validity of the $t \to 0$ extrapolation function by using actual lattice data. In Sect. 6 we give our conclusions and discussion. In App. A our conventions are explained. In App. B the relation between the EMT and the renormalization of the dimension-four composite operators is reviewed. In App. C the anomalous dimension matrices for the dimension-four composite operators are summarized. In App. D the $L(\mu, t)$ dependence of the perturbative series for the coefficients $c_i^{(t)}(t)$ is presented. Also the one-loop results are shown. In App. E we show the relations that the matrix $K$ (which is introduced in Sect. 3) should satisfy. In App. F we present the NLO $\zeta^R$, which becomes necessary if one wants to study higher-order behavior of the $t$ dependence remaining in the fixed-order formula for the EMT. (The NLO $\zeta^R$ is used in App. G) In App. G, we give an argument for estimating higher-order effects which are neglected in Sect. 3. In App. H for reference, we present the results of the thermodynamics quantities obtained with linear-type extrapolation functions.

### 2. $t \to 0$ extrapolation functions

We first explain our results in quenched QCD. The lattice data obtained with the N$^k$LO formulae of the EMT,

$$T_{\mu\nu}^{TL(N^kLO)}(x; t) = c_1^{(N^kLO)}(t)\bar{O}_{1,\mu\nu}^\text{TL}(t, x),$$

(2.1)

$$T^S(N^kLO)(x; t) = c_2^{(N^kLO)}(t)\bar{O}_2^S(t, x),$$

(2.2)

where $c_1^{(N^kLO)}$ and $c_2^{(N^kLO)}$ are given by Eqs. (1.39) and (1.40), should be fitted with the functions of $t$,

$$T_{\mu\nu}^{TL(N^kLO)}(x; t) = \left(1 - k_1^{(k+1)}\left[\frac{g(\mu(t))^2}{(4\pi)^2}\right]^{k+1}\right)T_{\mu\nu}^{TL}(x),$$

(2.3)
In $t \to 0$ extrapolation analyses. Here, $T^{(N^kLO)}_{\mu\nu}(x)\,T(x)$, $k_1^{(k+1)}$, and $k_2^{(k+2)}$ are fit parameters. $g(\mu(t))$ is a running coupling and the renormalization scale $\mu(t)$ should be taken common to that of $c_{1,2}^{(N^kLO)}(t)$. $T^{(N^kLO)}_{\mu\nu}(x)$ and $T(x)$ are the EMT we want to extract by the $t \to 0$ extrapolation analysis.

In full QCD, the lattice data obtained with the $N^kLO$ formulae of the EMT given in Eqs. (1.37) and (1.38), should be fitted with the functions,

$$\frac{g(\mu(t))}{(4\pi)^2} \left( 1 - \frac{8}{\beta_0} k_2^{(k+2)} \left[ \frac{(\mu(t))^2}{(4\pi)^2} \right]^{k+1} \right) T^{(N^kLO)}_{\mu\nu}(x) \to T^{(N^kLO)}(x).$$

Here, $T^{(N^kLO)}_{\mu\nu}(x)$, $T^{(N^kLO)}(x)$, $a(x)$, and $b(x)$ are fit parameters. (Note that $a(x)$ and $b(x)$ are operators; see below.) $T^{(N^kLO)}_{\mu\nu}(x)$ and $T^{(N^kLO)}(x)$ correspond to the final results one is interested in.

In quenched QCD, the fit parameters $k_1^{(k+1)}$ and $k_2^{(k+2)}$ correspond to higher-order coefficients [cf. Eqs. (2.3) and (2.4)]. In this sense, (i) they do not depend on $x$ or the typical scale $Q$ of a considered system (for instance, when the expectation value of the one-point function of the EMT is considered at finite temperature $T$, the typical scale is $Q = T$), and (ii) it can be predicted how they vary in response to the variation of the parameter $s$ in $\mu(t) = s/\sqrt{2e^{7\pi^2}}$ as long as the $N^kLO$ coefficients are known; see Sect. 5 and App. D. Of course, these properties do not hold exactly due to systematic errors in fits. Nevertheless, we can check the validity of the use of the above extrapolation function by looking into these properties. In our analyses in Sect. 5 we will take the fit parameters $k_1^{(k+1)}$ and $k_2^{(k+2)}$ common to all the simulated temperatures, taking the first property into account. We check the validity of the use of the above extrapolation functions by examining property (ii), the behavior of the fit parameters $k_1^{(k+1)}$ and $k_2^{(k+2)}$ upon the variation of the choice of renormalization scale.

On the other hand, in full QCD, the origin of the fit parameters $a(x)$ and $b(x)$ is not so simple. Hence we cannot expect parallel properties to the quenched QCD case. For instance, they generally depend on $x$ and the typical scale $Q$ of a system. Also, it is not apparent how they change with the choice of the renormalization scale. We note that $a(x)$ and $b(x)$ are actually composite operators and cannot be regarded as $c$ numbers. Therefore, for instance, the two-point function $\langle T^{(N^kLO)}(x_1) T^{(N^kLO)}(x_2) \rangle$ is approximated as

$$\langle T^{(N^kLO)}(x_1) T^{(N^kLO)}(x_2) \rangle \approx \langle T^{(N^kLO)}(x_1) \rangle \langle T^{(N^kLO)}(x_2) \rangle + \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+1} \left[ \langle b(x_1) T^{(N^kLO)}(x_2) \rangle + \langle T^{(N^kLO)}(x_1) b(x_2) \rangle \right].$$

One should consider the $(k+1)$ or higher-loop beta function for the $N^kLO$ calculation in calculating the running. The same applies to the full QCD case.

Nowadays, $c_4$ is known to NNLO but $c_2$ is known to NLO. If one uses the coefficients at the highest order available today, it corresponds to the NLO formula of the EMT.
Then, \( (T^{S(N^k LO)}(x_1;t)T^{S(N^k LO)}(x_2;t)) \) should be fitted with
\[
(T^{S(N^k LO)}(x_1;t)T^{S(N^k LO)}(x_2;t)) = (T^{S}(x_1)T^{S}(x_2)) + b'(x_1 - x_2) \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+1},
\]
by treating \( b'(x_1 - x_2) \) as a fitting parameter. On the other hand, when a one-point function is studied, \( b(x) \) can be treated as a \( c \) number and \( x \) dependence is eliminated.

3. Derivation of \( t \) dependence of \( N^k LO \) formula

We investigate the leading \( t \) dependence of the \( N^k LO \) formula of the EMT in the SF\( \pi X \) method and derive the results of Eqs. (2.3), (2.4), (2.5), and (2.6). Throughout this section, we neglect the \( O(t) \) effect, coming from dimension-six operators, which is a subleading effect for sufficiently small \( t \).

3.1. Quenched QCD

In this section we consider quenched QCD. We give two derivations. In Sect. 3.1.1 we give a simple derivation using a characteristic of quenched QCD. In Sect. 3.1.2 we give an alternative derivation, which is relatively complicated but can be generalized to full QCD straightforwardly.

3.1.1. Derivation I.

We can derive Eqs. (2.3) and (2.4) in a very simple manner. The traceless part is given by
\[
T^{TL}_{\mu \nu}(x) = c_1(t)\tilde{O}^{TL}_{1, \mu \nu}(t, x).
\]
By multiplying both sides by \( c_1^{(N^k LO)}(t)c_1(t)^{-1} \), we obtain, from Eq. (2.1),
\[
T^{TL(N^k LO)}_{\mu \nu}(x; t) = c_1^{(N^k LO)}(t)\tilde{O}_{1, \mu \nu}(t, x) = c_1^{(N^k LO)}(t)c_1(t)^{-1}T^{TL}_{\mu \nu}(x).
\]
Here, \( c_1^{(N^k LO)}(t)c_1(t)^{-1} \) deviates from 1 because of the lack of higher-order corrections. If we write \( c_1(t)^{-1} \) perturbatively as
\[
c_1(t)^{-1} = g(\mu(t))^2 \sum_{i=0}^{\infty} p_1^{(i)}(L(\mu(t), t)) \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^i,
\]
\( p_1^{(i)} \) satisfies
\[
k_1^{(0)}p_1^{(0)} = 1,
\]
\[
\sum_{i+j=n} k_1^{(i)}p_1^{(j)} = 0 \quad \text{for} \ n \geq 1.
\]
Then, noting that \( c_1^{(N^k LO)} = \frac{1}{g(\mu(t))^2} \sum_{n=0}^{k} k_1^{(n)}(L(\mu(t), t)) \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^n \), we obtain
\[
c_1^{(N^k LO)}(t)c_1(t)^{-1} \simeq 1 + \sum_{i+j=k+1}^{0 \leq i \leq k} k_1^{(i)}p_1^{(j)} \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+1}
\]
\[= 1 - k_1^{(k+1)}(L(\mu(t), t)) \left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+1}.
\]
In the last line, we used Eq. (3.3) and \( p_1^{(0)} = (k_1^{(0)})^{-1} = 1 \). Combining this and Eq. (2.2), we obtain Eq. (2.3).
The scalar part,
\[ T^S(x) = c_2(t)\tilde{O}^S_2(t, x), \]  
(3.6)  
can be investigated in a parallel manner. In this case, one should note that there is no \( k_2^{(0)} \).

3.1.2. Derivation II. We have already clarified the \( t \) dependence in the \( N^k \)LO formula in Derivation I. However, Derivation I cannot be applied straightforwardly to full QCD because the traceless and scalar parts of the EMT are given by linear combinations of flowed operators in full QCD. Hence, we consider another derivation which is applicable to full QCD. This is Derivation II.

We consider the difference between the EMT and that of the \( N^k \)LO formulæ:
\[ T^{\text{TL}}_{\mu\nu}(x) - T^{\text{TL}(N^k\text{LO})}_{\mu\nu}(x; t) = [c_1(t) - c_1^{(N^k\text{LO})}(t)]\tilde{O}_{1,\mu\nu}^{\text{TL}}(t, x), \]  
(3.7)  
\[ T^S(x) - T^{\text{S}(N^k\text{LO})}(x; t) = [c_2(t) - c_2^{(N^k\text{LO})}(t)]\tilde{O}^S_2(t, x). \]  
(3.8)  
Because \( T^{\text{TL}}_{\mu\nu}(x) \) and \( T^S(x) \) are \( t \) independent, the \( t \) dependence of the \( N^k \)LO formulæ is exhibited by the right-hand sides of Eqs. (3.7) and (3.8). Here, the \( t \) dependence coming from the difference between the coefficients \( c_i(t) \) is easily evaluated as
\[ c_1(t) - c_1^{(N^k\text{LO})}(t) \simeq \frac{1}{g(\mu(t))}k_1^{(k+1)}\left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+1}, \]  
(3.9)  
\[ c_2(t) - c_2^{(N^k\text{LO})}(t) \simeq \frac{1}{g(\mu(t))}k_2^{(k+2)}\left[ \frac{g(\mu(t))^2}{(4\pi)^2} \right]^{k+2}. \]  
(3.10)  
Thus, the remaining task is to investigate the \( t \) dependence of the flowed operators \( \tilde{O}_{1,\mu\nu}^{\text{TL}}(t, x) \) and \( \tilde{O}^S_2(t, x) \).

From Eq. (1.47), we have
\[ \tilde{O}_{\mu\nu}(t, x) = \zeta^R(t; g(\mu), \mu)\hat{O}^R_{\mu\nu}(x; \mu). \]  
(3.11)  
As explained in the introduction, we consider a \( t \)-dependent renormalization scale, \( \mu = \mu(t) \). Accordingly, we set \( \mu = \mu(t) \):
\[ \hat{O}_{\mu\nu}(t, x) = \zeta^R(t; g(\mu(t)), \mu(t))\hat{O}^R_{\mu\nu}(x; \mu(t)). \]  
(3.12)  
Note that \( t \) dependence is exhibited not only by \( \zeta^R(t; g(\mu(t)), \mu(t)) \) but also by \( \hat{O}^R_{\mu\nu}(x; \mu(t)) \). We can obtain the former matrix, \( \zeta^R(t; g(\mu(t)), \mu(t)) \), by renormalizing the bare results \( \zeta(t) \) in Refs. 2, 3, 9 according to Eq. (1.48). (As explained below, however, for the present purpose, we just need the tree-level result, which can be trivially obtained.)
Let us investigate the leading $t$ dependence of $\hat{O}_{\mu\nu}^R(x;\mu(t))$. Since the bare operator
\[ \hat{O}_{\mu\nu}(x) = Z(g(\mu))\hat{O}_{\mu\nu}^R(x;\mu) \]  
(3.13)
is independent of the renormalization scale, we have the RG equation for the renormalized operators:
\[ \left[ \mu \frac{d}{d\mu} + \gamma(g(\mu)) \right] \hat{O}_{\mu\nu}^R(x;\mu) = 0, \]  
(3.14)
where $\gamma(g(\mu))$ is the anomalous dimension matrix,
\[ \gamma(g) = Z^{-1} \mu \frac{d}{d\mu} Z = Z^{-1} \beta(g) \frac{d}{dg} Z. \]  
(3.15)
The solution to Eq. (3.14) is given by
\[ \hat{O}_{\mu\nu}^R(x;\mu) = K(\mu;\mu_0)\hat{O}_{\mu\nu}^R(x;\mu_0), \]  
(3.16)
with
\[ K(\mu;\mu_0) = P \exp \left[ - \int_{g(\mu_0)}^{g(\mu)} dx \frac{\gamma(x)}{\beta(x)} \right]. \]  
(3.17)
Here, $P$ denotes the path-ordered product.

To summarize, the flowed operator can be written as
\[ \hat{O}_{\mu\nu}(t, x) = \zeta^R(t;g(\mu(t)),\mu(t))K(\mu(t);\mu_0)\hat{O}_{\mu\nu}^R(x;\mu_0). \]  
(3.18)
The $t$ dependence of the flowed operator is exhibited by $\zeta^R(t;g(\mu(t)),\mu(t))$ and $K(\mu(t);\mu_0)$. Then, we calculate these two matrices. Since we are interested in the leading behavior, we consider $\zeta^R$ and $K$ at LO.

At LO, $\zeta^R$ [whose definition is given in Eq. (C.1)] is trivially given by
\[ \zeta^R(t;g(\mu),\mu) = \begin{pmatrix} g(\mu)^2 & 0 \\ 0 & g(\mu)^2 \end{pmatrix}, \]  
(3.19)
and $K(\mu;\mu_0)$ is given by
\[ K(\mu;\mu_0) = \begin{pmatrix} 1 & \frac{1}{4} \left( \frac{g(\mu_0)}{g(\mu)} \right)^2 - 1 \\ 0 & \left( \frac{g(\mu_0)}{g(\mu)} \right)^2 \end{pmatrix}, \]  
(3.20)
from the anomalous dimension matrix of Eq. (C.2).

From these results, we obtain the $t$ dependence of the flowed operators at LO as
\[ \hat{O}_{1,\mu\nu}^{TL}(t, x) = g(\mu(t))^2 \left[ \hat{O}_{1,\mu\nu}^R(x;\mu_0) - \frac{1}{4} \hat{O}_{2,\mu\nu}^R(x;\mu_0) + \mathcal{O}(g(\mu_0)^2) \right] + \mathcal{O}(g(\mu(t))^4), \]  
(3.21)
\[ \hat{O}_{2}^{S}(t, x) = [g(\mu_0)^2 + \mathcal{O}(g(\mu_0)^4)]\hat{O}_{2,\mu\nu}^{R,S}(x;\mu_0) + \mathcal{O}(g(\mu(t))^2). \]  
(3.22)
Thus, from Eqs. (3.7) and (3.8), we conclude that
\[ T_{\mu\nu}^{TL(\text{NLO})}(x; t) = T_{\mu\nu}^{TL}(x) + \mathcal{O}(g(\mu(t))^{2(k+1)}), \]  
(3.23)
\[ T^{S(\text{NLO})}(x; t) = T^{S}(x) + \mathcal{O}(g(\mu(t))^{2(k+1)}). \]  
(3.24)
We have revealed the leading dependence on $g(\mu(t))$, which agrees with Derivation I.

---

9 More specifically, the path-order product orders a product as follows: the operator whose variable is closest to $g(\mu)$ is brought to the most left side, and the second closest one is to the second location from left, and so on.
However, these are not as precise as Eqs. (2.3) and (2.4). In fact, we can reproduce Eqs. (2.3) and (2.4) as follows. First, let us consider the traceless part. Actually, the quantity inside the square brackets in Eq. (3.21) can be written as $\hat{O}_{1,\mu\nu}^R(x;\mu_0) - \frac{1}{4}(1 + O(g(\mu_0)^2))\hat{O}_{2,\mu\nu}^R(x;\mu_0)$; the higher-order effects in $g(\mu_0)$ appear only in the coefficient of $\hat{O}_{2,\mu\nu}^R$, and the coefficient of $\hat{O}_{1,\mu\nu}^R$ is exactly one. This follows from $K(\mu;\mu_0)_{11} = 1$ at any order of perturbation theory, because $Z_{11} = 1$ and $Z_{21} = 0$ to all orders [see App. B in particular Eq. (B12)]. [Note that $g(\mu_0)$ dependence comes only from $K(\mu,\mu_0)$ and not from $\xi^R(t;g(\mu(t)),\mu(t))$.] Now we note that $\hat{O}_{1,\mu\nu}^R(t, x)$ is traceless. Then $\hat{O}_{1,\mu\nu}^R(x; \mu_0) - \frac{1}{4}(1 + O(g(\mu_0)^2))\hat{O}_{2,\mu\nu}^R(x; \mu_0)$ should also be traceless. Therefore, $\frac{1}{4}(1 + O(g(\mu_0)^2))\hat{O}_{2,\mu\nu}^R(x; \mu_0)$ should be $(\delta_{\mu\nu}/4)\hat{O}_{1,\mu\nu}^{RS}(x; \mu_0)$. Using Eq. (B15), we then conclude that

\[
\hat{O}_{1,\mu\nu}^R(t, x) = g(\mu(t))^2 \left[ \hat{O}_{1,\mu\nu}^R(x; \mu_0) - \frac{\delta_{\mu\nu}}{4} \hat{O}_{1,\mu\nu}^{RS}(x; \mu_0) \right] + O(g(\mu(t))^4).
\]

(3.25)

This precisely gives Eq. (2.3).

Secondly, let us consider $\hat{O}_{2}^S(t, x)$. The $g(\mu(t))^0$-term of $\hat{O}_{2}^S(t, x)$, whose LO result is shown in Eq. (3.22), is given by $f(g(\mu_0))\hat{O}_{2}^{RS}(x; \mu_0)$ beyond LO with some function $f$. This should be $\mu_0$ independent. Hence, $f(g(\mu_0))$ should be $f(g(\mu_0)) = \text{const.} \times \left( -\frac{\beta(g(\mu_0))}{8g(\mu_0)} \right)$. Here we have used the fact that the trace of the EMT, which is given by Eq. (B13), is $\mu$ independent. From the LO result (3.22), the constant is determined as $\text{const.} = \frac{8(4\pi)^2}{\beta_0}$. Thus, we can rewrite Eq. (3.22) as

\[
\hat{O}_{2}^S(t, x) = \frac{8(4\pi)^2}{\beta_0} \left( -\frac{\beta(g(\mu_0))}{8g(\mu_0)} \right) \hat{O}_{2}^{RS}(x; \mu_0) + O(g(\mu(t))^2).
\]

(3.26)

This and Eq. (3.8) give Eq. (2.4); note that $k_2^{(1)} = \beta_0/8$ in quenched QCD.

### 3.2. Full QCD

We investigate the leading $t$ dependence of the $N^k$LO formulae of the EMT in full QCD in a manner parallel to Derivation II. The $N^k$LO formulae differ from the exact ones by

\[
T_{\mu\nu}^{\text{TL}}(x; t) - T_{\mu\nu}^{\text{TL}(N^k\text{LO})}(x; t) = [c_1(t) - c_1^{(N^k\text{LO})}(t)]\hat{O}_{1,\mu\nu}^\text{TL}(t, x) + [c_3(t) - c_3^{(N^k\text{LO})}(t)]\hat{O}_{3,\mu\nu}^\text{TL}(t, x),
\]

(3.27)

\[
T^S(x; t) - T^S(N^k\text{LO})(x; t) = [c_2(t) - c_2^{(N^k\text{LO})}(t)]\hat{O}_{2}^S(t, x) + [c_4(t) - c_4^{(N^k\text{LO})}(t)]\hat{O}_{4}^S(t, x),
\]

(3.28)

where

\[
c_1(t) - c_1^{(N^k\text{LO})}(t) \approx \frac{1}{g(\mu(t))^2} k_1 \left( \frac{g(\mu(t))^2}{(4\pi)^2} \right)^{k_1+1},
\]

(3.29)

\[
c_2(t) - c_2^{(N^k\text{LO})}(t) \approx \frac{1}{g(\mu(t))^2} k_2 \left( \frac{g(\mu(t))^2}{(4\pi)^2} \right)^{k_2+2},
\]

(3.30)

\[
c_3(t) - c_3^{(N^k\text{LO})}(t) \approx k_3 \left( \frac{g(\mu(t))^2}{(4\pi)^2} \right)^{k_3+1},
\]

(3.31)

\[
c_4(t) - c_4^{(N^k\text{LO})}(t) \approx k_4 \left( \frac{g(\mu(t))^2}{(4\pi)^2} \right)^{k_4+1}.
\]

(3.32)
Then, we investigate the leading $t$ dependence of $\tilde{O}_{1,\mu\nu}^\text{TL}(t, x)$, $\tilde{O}_{3,\mu\nu}^\text{TL}(t, x)$, $\tilde{O}_2^S(t, x)$, and $\tilde{O}_4^S(t, x)$.

The $t$ dependence of the flowed operators can be investigated from

$$\tilde{O}_{\mu\nu}(t, x) = \zeta^R(t; g(\mu(t)), \mu(t)) K(\mu(t); \mu_0) \tilde{O}_{\mu\nu}^R(x; \mu_0),$$  \hspace{1cm} (3.33)$$

where $K(\mu; \mu_0)$ denotes

$$K(\mu; \mu_0) = P \exp \left[ - \int_{g(\mu_0)}^{g(\mu)} dx \frac{\gamma(x)}{\beta(x)} \right].$$  \hspace{1cm} (3.34)$$

The anomalous dimension matrix is defined in a parallel manner to Eq. (3.14).

At LO, $\zeta^R(t; g(\mu), \mu)$ is given by

$$\zeta^R(t; g(\mu), \mu) = \begin{pmatrix} g(\mu)^2 & 0 & 0 & 0 \\ 0 & g(\mu)^2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \hspace{1cm} (3.35)$$

Now we calculate $K(\mu; \mu_0)$ at LO, where we set $\gamma = \gamma_0 g^2/(4\pi)^2$ and $\beta = -\beta_0 g[g^2/(4\pi)^2]$ in Eq. (3.34). The $g$ dependence of $K$ is determined by eigenvalues of $\gamma_0$. We give $\gamma_0$ in Eq. (C5). The eigenvalues are given by $\lambda = -2\beta_0, 0, \frac{8}{3}(2C_F + T_F)$. (The eigenvalue 0 is degenerate.)
Then we obtain

\[
K_{11} = \frac{2C_F}{2C_F + T_F} + \frac{T_F}{2C_F + T_F} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{12} = \frac{1}{4} \left( \frac{g(\mu_0)}{g(\mu)} \right)^2 - \frac{C_F}{2(2C_F + T_F)} - \frac{T_F}{4(2C_F + T_F)} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{13} = \frac{C_F}{2(2C_F + T_F)} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{14} = \frac{3C_F}{2\beta_0} \left( \frac{g(\mu_0)}{g(\mu)} \right)^2 \frac{C_F}{2(2C_F + T_F)} + 3C_F \frac{2C_F}{4(2C_F + T_F)} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{21} = 0, \\
K_{22} = \left( \frac{g(\mu_0)}{g(\mu)} \right)^2, \\
K_{23} = 0, \\
K_{24} = \frac{6C_F}{\beta_0} \left( \frac{g(\mu_0)}{g(\mu)} \right)^2 \frac{6C_F}{\beta_0}, \\
K_{31} = \frac{4T_F}{2C_F + T_F} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{32} = \frac{T_F}{2C_F + T_F} + \frac{T_F}{2C_F + T_F} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{33} = \frac{T_F}{2C_F + T_F} + \frac{2C_F}{2C_F + T_F} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{34} = \frac{C_F}{2C_F + T_F} - \frac{C_F}{2C_F + T_F} \left( \frac{g(\mu)}{g(\mu_0)} \right)^{\frac{8(2C_F + T_F)}{3\beta_0}}, \\
K_{41} = K_{42} = K_{43} = 0, \\
K_{44} = 1. \\
\tag{3.36}
\]

One can confirm that this result satisfies the required relations for \( K \), given in App. E.

From these matrices, the \( t \) dependence of the flowed operators of interest is given by

\[
\hat{O}_{1,\mu\nu}^{TL}(t, x) = g(\mu(t))^2 \left[ \frac{2C_F}{2C_F + T_F} \hat{\hat{R}}_{1,\mu\nu}(x; \mu_0) - \frac{1}{4} \hat{\hat{R}}_{2,\mu\nu}(x; \mu_0) + \frac{1}{4} \hat{\hat{R}}_{3,\mu\nu}(x; \mu_0) - \frac{1}{8} \hat{\hat{R}}_{4,\mu\nu}(x; \mu_0) \right] + \mathcal{O}(g(\mu_0)^2), \\
+ \mathcal{O}(g(\mu(t))^2 / g(\mu_0)^2) \left( \frac{8(2C_F + T_F)}{3\beta_0} \right)^2
\tag{3.37}
\]

\[
\hat{O}_{3,\mu\nu}^{TL}(t, x) = \left[ \frac{4T_F}{2C_F + T_F} \hat{\hat{R}}_{1,\mu\nu}(x; \mu_0) - \frac{1}{4} \hat{\hat{R}}_{2,\mu\nu}(x; \mu_0) + \frac{1}{4} \hat{\hat{R}}_{3,\mu\nu}(x; \mu_0) - \frac{1}{8} \hat{\hat{R}}_{4,\mu\nu}(x; \mu_0) \right] + \mathcal{O}(g(\mu_0)^2) \\
+ \mathcal{O}(g(\mu(t))^2 / g(\mu_0)^2) \left( \frac{8(2C_F + T_F)}{3\beta_0} \right)^2, \\
\tag{3.38}
\]
and
\[ \tilde{\mathcal{O}}_2^S(t, x) = g(\mu_0)^2 \left( \mathcal{O}_2^{R, S}(x; \mu_0) + \frac{6C_F}{\beta_0} \mathcal{O}_4^{R, S}(x; \mu_0) + \mathcal{O}(g(\mu_0)^2) \right) + \mathcal{O}(g(\mu_0)^2), \]
\[ \tilde{\mathcal{O}}_4^S(t, x) = \mathcal{O}_4^{R, S}(x; \mu_0) + \mathcal{O}(g(\mu_0)^2) + \mathcal{O}(g(\mu(t))^2). \]
Hence, we obtain
\[ T_{\mu\nu}^{TL(6)}(x; t) = T_{\mu\nu}^{TL}(x) + \mathcal{O}([g(\mu(t))]^{k+1}), \]
\[ T_{\mu\nu}^{S(6)}(x; t) = T_{\mu\nu}^{S}(x) + \mathcal{O}([g(\mu(t))]^{k+1}). \]
We have obtained the main results, Eqs. (2.5) and (2.6).

For systematic calculation, for instance to study higher-order effects, it would be convenient to decompose dimension-four operators into traceless parts and scalar operators. Then it is enough to treat two-by-two matrices, instead of four-by-four matrices, for each vector space. We discuss higher-order effects in this treatment in Appendix G. In addition, in Appendix G we explain a systematic way to estimate the errors of the LO results, which are shown by the symbol \( \mathcal{O}(...) \) in Eqs. (3.37)–(3.40).

One might wonder if the RG invariant (or \( \text{RG invariant} \)) should be proportional to the exact EMT. This expectation can be denied more explicitly by considering the difference between the LO and NLO formulae for \( T^S \). It is not proportional to \( [1/(4\pi)^2] \left( \frac{1}{24} C_A - \frac{3}{2} T_F \right) \tilde{\mathcal{O}}_2^S + \frac{1}{8} \tilde{\mathcal{O}}_4^S \), which is \( T^S \) as \( t \to 0 \) due to Eq. (4.11) with the LO coefficients \( c_2(t) \) and \( c_4(t) \).

4. \( \mathcal{O}(t) \) correction: Contribution from dimension-six operators

So far, we have neglected the contribution from dimension-six operators in the small flow time expansion, which is suppressed for small \( t \) roughly as \( \mathcal{O}(t) \). This is parameterically smaller than the \( \mathcal{O}(g(\mu(t))^n) \) terms, which we have obtained in Sect. 3.1.2 in a sufficiently small \( t \) region. Nevertheless, it might be possible that the \( \mathcal{O}(t) \) effect dominates over the \( \mathcal{O}(g(\mu(t))^n) \) effect in the region of \( t \) where lattice simulation is practically carried out. Hence, as an additional study, we discuss how we can detect the detailed \( t \) dependence coming from dimension-six operators, and show an explicit result of the detailed \( t \) dependence for a specific example.

We first give a general argument for how to investigate the detailed \( t \) dependence coming from dimension-six operators. We go back to the small flow time expansion of the flowed operators \( \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) \):
\[ \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) = c_{i,\mu\nu}^R(t; g(\mu), \mu) \mathcal{O}_{j,\mu\nu}^R(x; \mu) + t\eta_{ij}(t) \mathcal{O}_{j,\mu\nu}^{(6)}(x) + \mathcal{O}(t^2), \]
where the second term, which was neglected in the previous section, is now our focus; \( \mathcal{O}_{i,\mu\nu}^{(6)} \) is a bare dimension-six operator and \( \eta_{ij} \) is a coefficient matrix. We denote the \( \mathcal{O}(t) \) contribution
\[
\delta \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) \equiv \eta_{ij}(t) \mathcal{O}_{j,\mu\nu}^{(6)}(x). \tag{4.2}
\]

Hereafter, the symbol \( \delta \) means an \( \mathcal{O}(t) \) contribution. The gradient flow representation of the EMT [see Eq. (1.1)],

\[
T_{\mu\nu}^{GF}(x; t) = \sum_i \tilde{c}_i(t; g(\mu)) \tilde{\mathcal{O}}_{i,\mu\nu}(t, x), \tag{4.3}
\]

differs from the actual EMT by the dimension-six operators \( \delta \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) \), which is roughly \( \mathcal{O}(t) \). (We are now assuming that \( \tilde{c}_i \)'s are exactly known and this part does not induce any error.) This is the reason why we show the superscript “GF” and \( t \) dependence. The difference is given by

\[
\delta T_{\mu\nu}^{GF}(x; t) = T_{\mu\nu}^{GF}(x; t) - T_{\mu\nu}(x) = \sum_i \tilde{c}_i(t; g(\mu)) \delta \tilde{\mathcal{O}}_{i,\mu\nu}(t, x). \tag{4.4}
\]

We investigate the leading \( t \) dependence of the right-hand side. For this purpose, as before, we study the \( t \) dependence of \( \delta \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) \) by rewriting it as

\[
\delta \tilde{\mathcal{O}}_{i,\mu\nu}(t, x) = t \eta_{ij}(t; g(\mu)) \mathcal{O}_{j,\mu\nu}^{(6)}(x; \mu) = t \eta_{ij}(t; g(\mu(t)), \mu(t)) K_{jk}^{(6)}(\mu(t), \mu_0) \mathcal{O}_{k,\mu\nu}^{(6)}(x; \mu_0). \tag{4.5}
\]

In the first equality, we have used the fact that the flowed operator is finite and thus can be rewritten by renormalized (finite) quantities. The product of the two renormalized quantities is independent of the renormalization scale \( \mu \). In the second equality, we have considered the RG evolution of the dimension-six renormalized operators,

\[
\left[ \mu \frac{d}{d\mu} + \gamma^{(6)}(g(\mu)) \right] \mathcal{O}_{\mu\nu}^{(6)R} = 0, \tag{4.6}
\]

and \( K^{(6)} \) is given by

\[
K^{(6)}(\mu; \mu_0) = P \exp \left[ - \int_{g(\mu_0)}^{g(\mu)} dx \frac{\gamma^{(6)}(x)}{\beta(x)} \right]. \tag{4.7}
\]

To reveal the \( t \) dependence, we need to know \( \eta_{ij}^{R}(t; g(\mu(t)), \mu(t)) \) and \( K_{jk}^{(6)}(\mu(t), \mu_0) \).

To obtain the leading \( t \) dependence concretely, we need to know the matrix \( \eta_{ij} \) at leading order and the anomalous dimension matrix of dimension-six operators at one-loop.\(^{10}\) The former can be calculated without loop calculations and by using the flow equation alone. (We will show this explicitly in quenched QCD below.) However, it is rather complicated to know the anomalous dimension matrix \( \gamma^{(6)} \), whose results are not completely known even now. Here, we limit ourselves to the traceless part of the EMT in quenched QCD. We demonstrate how we can calculate the leading \( t \) dependence coming from the dimension-six operators for this case.

We consider \( T_{\mu\nu}^{GF,TL}(x; t) \) in quenched QCD \( [T_{\mu\nu}^{GF,TL}(x; t) = c_1(t; g(\mu(t))) \tilde{\mathcal{O}}_{i,\mu\nu}^{TL}(t, x)] \) and investigate the detailed \( t \) dependence caused by dimension-six operators. We calculate \( \eta_{ij} \)

\(^{10}\) In this analysis, it is sufficient to know \( \tilde{c}_i(t; g(\mu)) \) at LO.
by studying the $\mathcal{O}(t)$ contribution of $\text{tr}(G_{\mu\nu}G_{\nu\rho})$. We will represent the $\mathcal{O}(t)$ contribution of the flowed operator $\text{tr}(G_{\mu\nu}G_{\nu\rho})$ using the basis

$$
\mathcal{O}_{1,\mu\nu}^{(6)} = \frac{1}{g_0^2} \text{tr}(D_{\nu}F_{\rho\sigma}D_{\mu}F_{\rho\sigma}) + (\mu \leftrightarrow \nu),
$$

$$
\mathcal{O}_{2,\mu\nu}^{(6)} = \frac{1}{g_0^2} \text{tr}(D_{\rho}F_{\mu\rho}D_{\sigma}F_{\nu\sigma}) + (\mu \leftrightarrow \nu),
$$

$$
\mathcal{O}_{3,\mu\nu}^{(6)} = \frac{1}{g_0^2} \text{tr}(D_{\nu}F_{\mu\rho}D_{\sigma}F_{\rho\sigma}) + (\mu \leftrightarrow \nu),
$$

(4.8)

taking into account that a similar basis is adopted in Ref. [28]. We use

$$
\delta G_{\mu\nu} = \delta(\partial_{\mu}B_{\nu} - \partial_{\nu}B_{\mu} + [B_{\mu}, B_{\nu}])
$$

$$
= \partial_{\mu}\delta B_{\nu} + [A_{\mu}, \delta B_{\nu}] - \partial_{\nu}\delta B_{\mu} - [A_{\nu}, \delta B_{\mu}]
$$

$$
= D_{\mu}\delta B_{\nu} - D_{\nu}\delta B_{\mu}
$$

$$
= t(D_{\mu}D_{\rho}F_{\mu\rho} - D_{\nu}D_{\rho}F_{\nu\rho}),
$$

(4.9)

which follows from the flow equation $\partial_t B_{\mu}^{\alpha}(t, x) = D_{\mu}G_{\alpha\nu}^{\alpha}(t, x)$ in Eq. (1.8). Then we have

$$
\delta\text{tr}(G_{\mu\sigma}G_{\nu\sigma}) = \text{tr}(\delta G_{\mu\sigma} \cdot F_{\nu\sigma}) + (\mu \leftrightarrow \nu)
$$

$$
= t \text{tr}(D_{\rho}F_{\sigma\rho}D_{\mu}F_{\nu\sigma}) - t \text{tr}(D_{\rho}F_{\mu\rho}D_{\sigma}F_{\nu\sigma})
$$

$$
- t \partial_{\mu}\text{tr}(D_{\rho}F_{\sigma\rho} \cdot F_{\nu\sigma}) + t \partial_{\sigma}\text{tr}(D_{\rho}F_{\mu\rho} \cdot F_{\nu\sigma})
$$

$$
+ (\mu \leftrightarrow \nu)
$$

(4.10)

Hereafter, we neglect the derivative terms. This is valid when we consider the matrix element with the states which are translational invariant. Then, we obtain

$$
\delta\text{tr}(G_{\mu\sigma}G_{\nu\sigma}) = -t g_0^2 \mathcal{O}_{1,\mu\nu}^{(6)} + t g_0^2 \mathcal{O}_{3,\mu\nu}^{(6)}.
$$

(4.11)

We consider its traceless part and also renormalization:

$$
\delta\text{tr}([G_{\mu\sigma}G_{\nu\sigma}]^{TL}) = -t g(\mu(t))^2 \mathcal{O}_{2,\mu\nu}^{(6), R, TL}(x; \mu(t)) + t g(\mu(t))^2 \mathcal{O}_{3,\mu\nu}^{(6), R, TL}(x; \mu(t)),
$$

(4.12)

where we take the renormalization scale $\mu = \mu(t)$.

Now we calculate the $K^{(6)}$ matrix. The renormalization factor for $\{\mathcal{O}_{1,\mu\nu}^{(6), R, TL}, \mathcal{O}_{2,\mu\nu}^{(6), R, TL}, \mathcal{O}_{3,\mu\nu}^{(6), R, TL}\}$ was calculated in Ref. [28]:

$$
\mathcal{O}_{1,\mu\nu}^{(6), TL} = Z_{ij} \mathcal{O}_{j,\mu\nu}^{(6), R, TL},
$$

(4.13)

with

$$
Z = \begin{pmatrix}
1 & \frac{3C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} & \frac{3C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} & \frac{8C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} \\
0 & 1 & -\frac{4C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} & -\frac{8C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} \\
0 & -\frac{2C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2} & 1 & -\frac{7C_\Lambda}{\pi} \frac{g^2}{(4\pi)^2}
\end{pmatrix}.
$$

(4.14)

From this, we obtain the anomalous dimension:

$$
\left(\mu \frac{d}{d\mu} + \gamma^{(6)}\right) \mathcal{O}_{\mu\nu}^{(6), R, TL} = 0,
$$

(4.15)

\footnote{In right-hand side of Eq. (4.8), we have $\alpha_0 \times$ (gauge non-invariant operator). However, this part does not contribute to the flow time evolution of gauge invariant operators.}
with
\[
\gamma^{(6)} = \begin{pmatrix} 6 & -\frac{2}{3} & \frac{16}{3} \\ 0 & \frac{4}{3} & \frac{4}{3} & -\frac{4}{3} \\ 0 & -\frac{4}{3} & \frac{4}{3} & \frac{4}{3} \end{pmatrix} C \frac{g^2}{(4\pi)^2} + \mathcal{O}(g^4). \tag{4.16}
\]

By calculating \( K^{(6)} = P \exp \left[ -\int g^{(\mu)}(x) \gamma^{(6)}(x) \frac{dx}{\beta(x)} \right] \) at LO, we obtain the RG evolution of the renormalized operators:

\[
\mathcal{O}_{2,\mu\nu}^{(6),R,\text{TL}}(x; \mu(t)) = \frac{1}{\sqrt{17}} \left( \frac{1 + \sqrt{17}}{2} \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_1} - \frac{1 + \sqrt{17}}{2} \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_2} \right) \mathcal{O}_{2,\mu\nu}^{(6),R,\text{TL}}(x; \mu_0) \\
+ \frac{1}{\sqrt{17}} \left( \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_2} - \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_3} \right) \mathcal{O}_{3,\mu\nu}^{(6),R,\text{TL}}(x; \mu_0), \tag{4.17}
\]

\[
\mathcal{O}_{3,\mu\nu}^{(6),R,\text{TL}}(x; \mu(t)) = \frac{4}{\sqrt{17}} \left( \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_2} - \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_3} \right) \mathcal{O}_{2,\mu\nu}^{(6),R,\text{TL}}(x; \mu_0) \\
+ \frac{1}{2\sqrt{17}} \left( -1 + \sqrt{17} \right) \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_2} + \left( 1 + \sqrt{17} \right) \left( \frac{g(\mu(t))}{g(\mu_0)} \right)^{\lambda_3} \times \mathcal{O}_{3,\mu\nu}^{(6),R,\text{TL}}(x; \mu_0), \tag{4.18}
\]

where \( \lambda_{1,2,3} \) are eigenvalues of the matrix \( \frac{3}{16\pi^2} \lambda^{(6)} \), \( \lambda_1 = \frac{18}{11}, \lambda_2 = \frac{1}{22}(15 + \sqrt{17}), \lambda_3 = \frac{1}{22}(15 - \sqrt{17}) \), whose numerical values are \( \lambda_1 \approx 1.64, \lambda_2 \approx 0.87, \lambda_3 \approx 0.49 \). (\( \lambda_1 \) does not appear in the result.)

From Eqs. (4.12), (4.17) and (4.18), we obtain the leading behavior as

\[
\delta \text{tr}(G_{\mu\nu}G_{\nu\rho})^{(6),\text{TL}} \simeq C g(\mu(t))^{2+\lambda_3} t, \tag{4.19}
\]

with a (dimension-six) constant \( C \), because \( \lambda_3 \) is the smallest eigenvalue. Finally from Eq. (4.13) we obtain

\[
\delta T^{(6),\text{TL}}_{\mu\nu} = c_1(t) \delta \tilde{\mathcal{O}}^{(6),\text{TL}}_{1,\mu\nu} \simeq C' g(\mu(t))^{\lambda_3} t, \tag{4.20}
\]

with a (dimension-six) constant \( C' \).

5. Numerical analysis of thermodynamics quantities in quenched QCD

In this section, we carry out lattice simulation of the EMT with the SF/X method in quenched QCD. We study thermodynamic quantities \[ 29 \] . We use the \( t \to 0 \) extrapolation function studied in Sect. \[ 3 \] (or given in Sect. \[ 2 \]) and also examine its validity. Our analysis is similar to that of Ref. \[ 21 \]. The main difference is that here we use Eqs. \[ 2.3 \] and \[ 2.4 \] in the \( t \to 0 \) extrapolation, but in Ref. \[ 21 \] a linear function in \( t \) was mainly used.

We use the lattice data obtained in Ref. \[ 13 \] for flowed operators.\[ 12 \] See this reference for the details of the lattice setup. We study the finite temperature effect, i.e. the difference

\[ \text{The authors are grateful to Takumi Iritani and Masakiyo Kitazawa for letting us use the data.} \]
between finite temperature and zero temperature, of the (dimensionless) entropy density $s/T$ and trace anomaly $\Delta/T^4$, which are given by

$$sT = \epsilon + p = -\frac{4}{3}T^{TL}, \quad (5.1)$$

$$\Delta = \epsilon - 3p = -T^S. \quad (5.2)$$

We measure these quantities at temperature $T/T_c = 0.93, 1.02, 1.12, 1.40, 1.68, 2.10, 2.31$, and $2.69$, where $T_c$ denotes the critical temperature.

Our lattice analysis consists of three steps. First, we carry out an $a \to 0$ extrapolation with lattice data at three lattice spacings to obtain continuum limit results for the flowed operator $\tilde{O}_{1,44}^{TL}$ and $\tilde{O}_{2}^{S}$. We obtain these results as a function of $tT^2$. In order to keep discretization effects under good control we need $2/e_{\gamma}E t/a^2 \gg 1$. (Here we assume that the typical scale of the flowed operators is $1/\sqrt{2e_{\gamma}E t}$.) Noting that $T = 1/(N_r a)$ and $N_r \geq 12$ (where $N_r$ is the number of sites in the Euclidean time direction) in our lattice setup, we see that the above condition corresponds to $tT^2 \gg 0.002$. Then we basically use the continuum limit results at $tT^2 \geq 0.010$. Secondly, after obtaining the continuum limit results for the flow operators, we multiply the flowed operators by coefficients $c_i(t)$ [and trivial factors in Eqs. (5.1) and (5.2)] such that they correspond to the thermodynamic quantities. We use NLO or NNLO coefficients, namely we use the NLO or NNLO formula of the EMT. Finally, we extrapolate the data to the zero flow time limit using Eqs. (2.3) and (2.4) with $k = 1$ or $2$. Then we obtain the final results.

In the second and third steps, we rely on perturbation theory. This is valid when the flow time satisfies $t \ll \Lambda^{-2}_{\text{MS}}$. In Fig. 1 we show the size of the running coupling as a function of $tT^2$ in the relevant region, taking the renormalization scale of the running coupling as $\mu(t) = 1/(2e_{\gamma}E t)^{1/2}$. Our analysis is mainly performed for $tT^2 \leq 0.015$. To obtain the running coupling as a function of $tT^2$, which is originally a function of $\mu(t)/\Lambda_{\text{MS}}$, we use

$$w_0 T_c = 0.2524, \quad w_0 \Lambda_{\text{MS}} = 0.2154, \quad (5.3)$$

where $w_0$ is a reference scale. (Here we only need the ratio $T_c/\Lambda_{\text{MS}}$.) Here and hereafter we use the three-loop beta function.

We summarize the setup of our central analysis:

range of the used lattice data: $0.010 \leq tT^2 \leq 0.015$,

scale setting parameters: Eq. (5.3),

renormalization scale: $\mu_s(t) = s/(2e_{\gamma}E t)^{1/2}$ with $s = 1$. \quad (5.4)

We estimate systematic errors by varying the above conditions. In the systematic error analysis of the range, we extend the range to smaller $t$ region and use the data at $0.005 \leq tT^2 \leq 0.015$. For the scale setting parameters, we neglect the small error of $w_0 T_c$ estimated in Ref. [13], but we consider the error of $\Lambda_{\text{MS}}$ of 2.7% [38]. We also vary the renormalization scale within $s = 1/\sqrt{2}$ to 2.

---

The trace anomaly is studied only at $T/T_c = 0.93, 1.02, 1.12, 1.40$, and $1.68$. This is due to lack of zero temperature simulations, which require more numerical costs. On the other hand, we do not need zero temperature simulations for the entropy density because it is exactly zero at zero temperature.
Fig. 1  The size of the running coupling constant $g^2(\mu(t))/(4\pi)$ as a function of $tT^2$. It is shown for various $T/T_c$.

Now we present our numerical results. In Fig. 2, we show the $t \to 0$ extrapolation of the lattice data. This is the NLO analysis of the entropy density. Then we use the extrapolation function of Eq. (2.3) with $k = 1$. We regard the fit parameter $k_1^{(2)}$ as independent of temperature and it is taken to be common to all the simulation temperatures. A characteristic of the extrapolation function (2.3) is that it rises sharply around $t \sim 0$. This stems from the singularity of $g^2(\mu(t)) \sim \frac{1}{\log(1/(t\Lambda^2_{MS}))}$ at $t = 0$. The extrapolation function is consistent with the (non-trivial) behavior of the lattice data in the small $t$ region, $tT^2 = 0.005–0.015$, in Fig. 2 although we use the data at 0.010–0.015 in the fit. This indicates the validity of the extrapolation function.

We can also confirm the validity of the extrapolation function by comparing the result of the fit parameter $k_1^{(2)}$, which corresponds to the NNLO coefficient for $c_1(t)$, with its already known result. From the fit, we obtain

$$k_1^{(2)} = 88(18),$$

where the value inside the parentheses denotes the statistical error, and the exact NNLO result is $k_1^{(2)} = 87.23...$ [9]. Our result agrees well with the exact result.

Even in the case where the higher order perturbative coefficient $k_1^{(k+1)}$ is not known, the following analysis is possible to check the validity of the use of the extrapolation function (2.3). We focus on the property that the $L(\mu, t) = \log(2\mu^2 e^{\gamma\varepsilon(t)})$ dependence of the $N^k+1$LO perturbative coefficient is totally determined by the perturbative coefficients up to $N^k$LO and the beta function; see App. D. Then we can compare the $L(\mu, t)$ dependence of the fit parameter $k_1^{(k+1)}$ with the predicted dependence on $L(\mu, t)$.

In the left panel of Fig. 3, we show the log $s^2(= L(\mu_s(t), t))$ dependence of the fit parameter $k_1^{(2)}$. It indeed exhibits similar dependence to the blue lines, which show the exact log $s^2$ dependence of $k_1^{(2)}$, predicted from the RG equation; see the third equation of Eq. (D2). We assume different log independent constants $k_1^{(2)}(L = 0)$ for the three blue lines. For the solid line we set $k_1^{(2)}(L = 0)$ in Eq. (D2) to $k_1^{(2)fit}(L = 0)$, which is the fit parameter obtained in our central analysis with $s = 1$ (or log ($s^2$) = 0) [i.e. the central value of Eq. (5.5)]. For the dashed line below, we set $k_1^{(2)}(L = 0)$ in Eq. (D2) such that $k_1^{(2)}(L = \log(2^2))$ coincides...
Fig. 2  NLO analysis of the entropy density. The blue solid lines are the $t \to 0$ extrapolation function of Eq. (2.3) with $k = 1$. The error bars show statistic errors only. (The same applies to Figs. 3-7) The gray dashed lines show the fit range used in the $t \to 0$ extrapolation. In each figure, the simulation temperature is shown.
The fit parameter $k^{(2)}_1$ or $k^{(3)}_1$ as a function of $\log s^2$. The data points with error bars show the results of the fit parameter $k^{(2)}_1$ or $k^{(3)}_1$ obtained in the $t \to 0$ extrapolation analyses for various $s$. The blue lines show $\log s^2$ dependence of the perturbative coefficients $k^{(2)}_1$ and $k^{(3)}_1$ dictated from the RG equation; see Eq. (D2). We assume different $\log s^2$ independent constants for three blue lines; see the main text.

with $k^{(2),\text{fit}}_1 (L = \log (2^2))$. Here $k^{(2),\text{fit}}_1 (L = \log (2^2))$ is the fit parameter obtained when we set $s = 2^{14}$. The difference in $k^{(2)}_1 (L = 0)$ between the two analyses can be regraded as an error of the estimate of $k^{(2)}_1 (L = 0)$. For the dashed line above, the same size variation of $k^{(2)}_1 (L = 0)$ is assumed with the reversed sign.

We now estimate systematic errors. We vary one of the following conditions from the central analysis: the fit range, $\Lambda_{\text{MS}}$, and the renormalization scale. We have already explained how we change these conditions above. We examine the variations from the central values caused by changing a condition, and the (largest) difference is given as a systematic error. Our final result for the NLO analysis of the entropy density is summarized in Table 1.

We move on to the NNLO analysis of the entropy density. In Fig. 4 one can see that the $t$ dependence of the data becomes milder at NNLO [21]. This can be naturally understood from our theoretical study in Sect. 3: the remaining $t$ dependence of the NNLO formula is given by $\mathcal{O}(g(\mu(t))^6)$ at NNLO, but $\mathcal{O}(g(\mu(t))^4)$ at NLO. Actually, the data can be regarded as flat within the statistical errors. Then final results are insensitive to extrapolation functions.

We again check the validity of the extrapolation function of Eq. (2.3) (with $k = 2$) in the right panel of Fig. 3. As explained above, we examine the $\log s^2$ dependence of the fit parameter $k^{(3)}_1$. Although the statistical errors are large, the behavior of the central values looks highly consistent with the expected behavior. (In drawing the blue lines in Fig. 3 we used the exact value of $k^{(2)}_1$.) Hence, we consider the extrapolation function to also be valid in the NNLO analysis.

We summarize the NNLO result of the entropy density in Table 1 with systematic errors.

We make some comments. First, the NLO and NNLO analyses are mutually consistent. It is worth noting that the variations of the central values are quite small. Here, the extrapolation function (2.3) plays an important role. For a comparison, see App. H. Secondly, at NNLO, the

---

14 The largest difference in the estimate for $k^{(2)}_1 (L = 0)$ is caused by the $s = 1$ and $s = 2$ cases. This is why we focused on $s = 2$ as the error estimate.
Fig. 4 NNLO analysis of the entropy density. The blue solid lines are the $t \to 0$ extrapolation function of Eq. (2.3) with $k = 2$. The gray dashed lines show the fit range used in the $t \to 0$ extrapolation.

(error associated with the renormalization scale, which is one of the dominant uncertainties at NLO, is considerably reduced. This shows that the SFtX method enables us to perform systematic and accurate analyses of the EMT. At NNLO, the dominant uncertainties come from the statistical error and the error in $\Lambda_{\overline{MS}}$. 24}
Fig. 5  NLO analysis of the trace anomaly. The blue solid lines are the $t \to 0$ extrapolation function of Eq. (2.4) with $k = 1$. The gray dashed lines show the fit range used in the $t \to 0$ extrapolation.

As a by-product, we give our estimates of the perturbative coefficients $k_1^{(2)}$ and $k_1^{(3)}$:

$$k_1^{(2)}(L = 0) = 88(18)(2)(29)(114),$$

$$k_1^{(3)}(L = 0) = -635(796)(78)(1319)(1837).$$

We note that we already know $k_1^{(2)}(L = 0)$ exactly and the above estimate is consistent with it (as already mentioned above). The values in parentheses are statistical and systematic errors, which are shown in the same order as in Table 1.

We also perform the NLO and NNLO analyses for the trace anomaly; we show them in Figs. 5 and 6. The results are summarized in Table 1. We check the validity of the perturbative extrapolation function in Fig. 7. Since the situation is almost parallel to the case of the entropy density, we do not repeat the explanation. However, we note that the error in $\Lambda_{\MS}$ does not induce a dominant error in the trace anomaly.
Fig. 6  NNLO analysis of the trace anomaly. The blue solid lines are the $t \to 0$ extrapolation function of Eq. (2.4) with $k = 2$. The gray dashed lines show the fit range used in the $t \to 0$ extrapolation.

Fig. 7  The fit parameter $k_2^{(3,4)}$ as a function of $\log s^2$. See the caption in Fig. 8.
### Table 1

NLO and NNLO results for the entropy density and trace anomaly. The values inside parentheses show errors associated with (statistic)(range)(Λ_{MS})(renormalization scale) in this order. The values inside square brackets show total errors, which are given by combining all errors in quadrature.

| $s/T^3$ | $T/T_c$ | NLO | N$^2$LO |
|--------|---------|-----|---------|
|        | 0.93    | 0.095(17)(02)(00)(00) [17] | 0.095(17)(02)(01)(00) [17] |
|        | 1.02    | 2.167(55)(02)(10)(00) [57] | 2.164(55)(01)(14)(00) [57] |
|        | 1.12    | 3.751(41)(07)(17)(20) [49] | 3.748(37)(06)(25)(04) [46] |
|        | 1.40    | 4.889(37)(07)(23)(31) [54] | 4.885(32)(06)(35)(02) [47] |
|        | 1.68    | 5.411(35)(02)(26)(36) [56] | 5.408(28)(03)(38)(02) [47] |
|        | 2.10    | 5.769(32)(02)(27)(38) [57] | 5.766(25)(01)(40)(02) [48] |
|        | 2.31    | 5.873(40)(10)(28)(39) [63] | 5.870(34)(08)(40)(03) [53] |
|        | 2.69    | 6.022(29)(03)(28)(39) [56] | 6.020(22)(05)(41)(03) [47] |

| $\Delta/T^4$ | $T/T_c$ | NLO | N$^2$LO |
|--------------|---------|-----|---------|
|              | 0.93    | 0.081(20)(03)(00)(00) [20] | 0.081(20)(03)(00)(00) [20] |
|              | 1.02    | 1.942(53)(07)(00)(09) [54] | 1.941(52)(06)(00)(01) [52] |
|              | 1.12    | 2.562(35)(08)(00)(12) [38] | 2.561(30)(07)(00)(02) [31] |
|              | 1.40    | 1.770(22)(03)(00)(09) [23] | 1.770(18)(03)(00)(02) [18] |
|              | 1.68    | 1.180(14)(01)(00)(06) [16] | 1.180(12)(02)(00)(01) [13] |

We give our estimate of the perturbative coefficients $k^{(3)}_2$ and $k^{(4)}_2$:

\[
k^{(3)}_2(L = 0) = -56(34)(9)(4)(94),
\]

\[
k^{(4)}_2(L = 0) = -230(1247)(394)(144)(2712).
\]

The exact result of the NLO coefficient is known to be $k^{(3)}_2(L = 0) = -51.84...$ [21], and we find a good agreement.

Finally, we compare our results with recent precise studies. Our results for the entropy density are consistent with Refs. [36] and [37]. For the trace anomaly, our results are consistent with Ref. [37] but not consistent with Ref. [31] within our and their final errors.

We note that our results for both quantities are consistent with Ref. [21] and that we obtained smaller errors in this paper due to reduction of the systematic errors. One of the key elements in the smaller errors is that in the present analysis we do not need to consider the uncertainty associated with the functional form of a $t \to 0$ extrapolation function; we have

\[15\] Although in Ref. [21] the “NNLO” coefficient $c_2(t)$ meant the result up to two-loop order, we regard $c_2(t)$ up to two-loop order as the NLO coefficient in this paper. Then the “NNLO” analysis of the trace anomaly in Ref. [21] corresponds to the NLO analysis in this paper and the “NNNLO” analysis of the trace anomaly in Ref. [21] to the NNLO analysis in this paper. Since there is no tree-level perturbative coefficient in $c_2(t)$, we notice that it is natural to call the one-loop order coefficient LO for the trace part as in the present paper. A merit of adopting this order counting is that the $t$ dependence of the N$^3$LO formulae is $O(g\mu(t)^{(2(k+1))})$ both for the traceless and scalar (or trace) parts. This convention is common to that in a recent paper [27].
confirmed that using the extrapolation functions of Eqs. (2.3) and (2.4) is valid. Also the systematic error associated with the renormalization scale gets smaller compared to Ref. [21], in particular for the NLO analysis of the entropy density; see Table 2 of Ref. [21]. We also note that we did not perform a fit with the range $0.010 \leq tT^2 \leq 0.020$, which is used in Ref. [21] in a systematic error analysis. This is because our extrapolation function obtained based on perturbation theory does not look reasonable in this larger $t$ region.

\[16\] Note that the way to estimate this systematic error is different. In Ref. [21], $\mu(t) \in \left[\frac{0.354}{\sqrt{t}}, \frac{0.533}{\sqrt{t}}\right]$ is used and in the present paper $\mu(t) \in \left[\frac{0.375}{\sqrt{t}}, \frac{1.06}{\sqrt{t}}\right]$ is used.
6. Conclusions and discussion
The SFtX method is a powerful method for simulating the EMT on the lattice, and in this paper we revealed the functional form to be used in $t \to 0$ extrapolation, which is required to obtain final results of the EMT. We explained our main results in Sect. 2. This understanding allows us to perform more precise analyses of the EMT using the SFtX method. As an additional theoretical study, we also revealed the detailed $t$ dependence caused by dimension-six operators for the traceless part of the EMT in quenched QCD.

We carried out numerical analyses of the thermodynamics quantities in quenched QCD with our new extrapolation functions (Sect. 5). Our extrapolation function is shown to be reasonable from the lattice data and it serves to reduce systematic errors, compared with the conventionally used linear function in $t$. As a by-product, we also gave estimates of the NNNLO coefficients $k_1^{(3)}$ and $k_2^{(4)}$ in quenched QCD.

Our lattice analysis is carried out in a sufficiently small $t$ region, where the coupling constant is given by $(\alpha_s = g^2/(4\pi) \lesssim 0.25$. In full QCD, it might be difficult to obtain lattice data for such a small $t$ region because lattice spacing tends to be larger. (We noted in Sect. 5 that the extrapolation functions do not look sufficiently reasonable for larger $t$.) In the case where the extrapolation functions (2.5) and (2.6) do not look consistent with available lattice data, it would be difficult to carry out $t \to 0$ extrapolation in a reasonable way. For instance, if one includes subleading $t$ dependence (e.g. higher-order effects in $g(\mu(t))$ or a linear function in $t$) in a fitting function, the fit would be destabilized due to the difficulty in distinguishing different functions. One conservative attitude would be giving the systematic error associated with extrapolation function by trying some functions. However, such a difficulty may be systematically overcome by going to a finer lattice and/or going to a higher order of perturbation theory.

Finally we mention that it would be possible to reveal proper $t \to 0$ extrapolation functions in other SFtX methods (for other conserved currents) in a similar manner.
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A. Convention
We set the normalization of anti-Hermitian generators $T^a$ of the representation $R$ of the gauge group $G$ as $\text{tr}_R(T^aT^b) = -T_R\delta^{ab}$ and $T^aT^a = -C_R 1$. We denote $\text{tr}_R(1) = \dim(R)$. From the structure constants defined by $[T^a, T^b] = f^{abc}T^c$, we set $f^{acd}f^{bcd} = C_A\delta^{ab}$. For example, for the fundamental $N$ representation of $G = SU(N)$ for which $\dim(N) = N$, our normalization is

$$C_A = N, \quad T_R = \frac{1}{2}, \quad C_F = \frac{N^2 - 1}{2N}. \quad (A1)$$

We also define $T_F \equiv n_f T_R = n_f/2$, where $n_f$ is the number of quark flavors.

The $D$-dimensional Euclidean action of the vectorial gauge theory is given by

$$S = \int d^D x \frac{1}{4g_0^2} F_{\mu\nu}^a(x)F^{a\mu\nu}(x) + \int d^D x \bar{\psi}(x)(\slashed{D} + m_0)\psi(x). \quad (A2)$$
The field strength is defined by
\[ F_{\mu\nu}(x) = \partial_{\mu}A_{\nu}(x) - \partial_{\nu}A_{\mu}(x) + [A_{\mu}(x), A_{\nu}(x)], \tag{A3} \]
for \( A_{\mu}(x) = A_{\mu}^{a}(x)T^{a} \) and \( F_{\mu\nu}(x) = F_{\mu\nu}^{a}(x)T^{a} \), where \( g_{0} \) is the bare gauge coupling and \( m_{0} \) is the bare mass parameter. The covariant derivative on the fermion is
\[ D_{\mu} = \partial_{\mu} + A_{\mu}, \tag{A4} \]
and \( \gamma \equiv \gamma_{\mu}D_{\mu} \), where \( \gamma_{\mu} \) denotes the Hermitian Dirac matrix.

**B. EMT and renormalization**

The EMT is written by bare quantities but is finite. This property gives non-trivial information on renormalization of composite operators, as explained in Ref. [2]. We revisit this subject with the basis \( \hat{O}_{\mu\nu} \).

First, we consider quenched QCD. The EMT is given by
\[ T_{\mu\nu}(x) = \hat{O}_{1,\mu\nu}(x) - \frac{1}{4} \hat{O}_{2,\mu\nu}(x). \tag{B1} \]
The renormalization of the composite operators is carried out by
\[ \begin{pmatrix} \hat{O}_{1,\mu\nu}(x) \\ \hat{O}_{2,\mu\nu}(x) \end{pmatrix} = \begin{pmatrix} Z_{11}(g(\mu)) & Z_{12}(g(\mu)) \\ Z_{21}(g(\mu)) & Z_{22}(g(\mu)) \end{pmatrix} \begin{pmatrix} \hat{O}_{1,\mu\nu}^{R}(x; \mu) \\ \hat{O}_{2,\mu\nu}^{R}(x; \mu) \end{pmatrix}, \tag{B2} \]
where \( \mu \) denotes the renormalization scale. Since the scalar operator is not mixed with the tensor operator, \( Z_{21} = 0 \). Then, the EMT is written as
\[ T_{\mu\nu}(x) = Z_{11}\hat{O}_{1,\mu\nu}^{R}(x) - \frac{1}{4}(Z_{22} - 4Z_{12})\hat{O}_{2,\mu\nu}^{R}(x). \tag{B3} \]
Noting that this quantity is finite and noting also the property of the \( \overline{\text{MS}} \) scheme that a renormalization factor only has divergent terms, negative powers in \( \epsilon \), beyond LO in \( g(\mu) \)
\[ Z_{ij} = \delta_{ij} + \sum_{n \geq 1, m \geq 1} c_{nm}\epsilon^{-n}g(\mu)^{2n}, \]
we have
\[ Z_{11} = 1, \quad Z_{22} - 4Z_{12} = 1. \tag{B4} \]
This leads to the EMT in terms of the renormalized operators as
\[ T_{\mu\nu}(x) = \hat{O}_{1,\mu\nu}^{R}(x) - \frac{1}{4} \hat{O}_{2,\mu\nu}^{R}(x). \tag{B5} \]
Now, let us consider the trace of the EMT:
\[ \delta_{\mu\nu}T_{\mu\nu}(x) = \left( 1 - \frac{D}{4} \right) \frac{1}{g_{0}^{2}}F_{\rho\sigma}^{a}F_{\rho\sigma}^{a}(x) = \frac{\epsilon}{2} \frac{1}{D} \hat{O}_{2}^{S}(x). \tag{B6} \]
From Eqs. (1.49) and (1.50), we can rewrite \( \epsilon \) as
\[ \epsilon = -\beta(g) \left( \frac{1}{g} + \frac{1}{Z_{g}} \frac{\partial Z_{g}}{\partial g} \right). \tag{B7} \]
Then, we have
\[ \delta_{\mu\nu}T_{\mu\nu}(x) = -\frac{\beta(g)}{2Dg}Z_{22} \left( 1 + \frac{g}{Z_{g}} \frac{\partial Z_{g}}{\partial g} \right) \hat{O}_{2}^{RS}(x). \tag{B8} \]
This quantity should be finite. Since $\beta(g)/(2Dg)$ is finite as $\epsilon \to 0$,
\[
Z_{22} \left( 1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g} \right) = 1 \quad (B9)
\]
should be finite. From the above property of the \text{MS} scheme, we have
\[
Z_{22} \left( 1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g} \right) = 1. \quad (B10)
\]
Hence, we obtain
\[
Z_{22} = \frac{1 - \frac{\beta(g)}{\epsilon g} \frac{\partial Z_g}{\partial g}}{1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g}}. \quad (B11)
\]
To summarize, we obtain
\[
Z_{11} = 1, \quad Z_{12} = -\frac{1}{4} \left( 1 - \frac{\beta(g)}{2g} \right) \frac{\partial Z_g}{\partial g}, \quad Z_{21} = 0, \quad Z_{22} = 1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g}. \quad (B12)
\]
[$Z_g$ is given by Eq. (1.53).] We also obtain the EMT in terms of the renormalized operators:
\[
T_{\mu\nu}(x) = \hat{O}^{R}_{1,\mu\nu}(x;\mu) - \frac{1}{4} \hat{O}^{R}_{2,\mu\nu}(x;\mu),
\]
\[
T_{\rho\rho}(x) = -\frac{\beta(g(\mu))}{8g(\mu)} \hat{O}^{RS}_{2}(x;\mu). \quad (B13)
\]
From these results, we have another non-trivial relation. By taking the trace of the first equation, it should coincide with the second one, which implies that
\[
\hat{O}^{RS}_{1}(x) = \frac{1}{4} \left( 1 - \frac{\beta(g)}{2g} \right) \hat{O}^{RS}_{2}(x). \quad (B14)
\]
From this, we can write the traceless part of the EMT as
\[
T_{\mu\nu}^{TL}(x) = \hat{O}^{R}_{1,\mu\nu}(x) - \frac{\delta_{\mu\nu}}{4} \hat{O}^{RS}_{1}(x)
\]
\[
= \hat{O}^{R}_{1,\mu\nu}(x) - \frac{1}{4} \left( 1 - \frac{\beta(g)}{2g} \right) \hat{O}^{R}_{2,\mu\nu}(x), \quad (B15)
\]
in terms of the renormalized operators.

Next, we consider full QCD. In this case, we can obtain limited results but still a few useful relations. The EMT is given by
\[
T_{\mu\nu}(x) = \hat{O}^{R}_{1,\mu\nu}(x) - \frac{1}{4} \hat{O}^{R}_{2,\mu\nu}(x) + \frac{1}{4} \hat{O}^{R}_{3,\mu\nu}(x). \quad (B16)
\]
By defining a renormalization matrix in a parallel manner, we deduce that
\[
Z_{1i} - \frac{1}{4} Z_{2i} + \frac{1}{4} Z_{3i} \quad (B17)
\]
is finite. Using the property of the \text{MS} scheme, we obtain
\[
Z_{11} = 1, \quad Z_{12} = -\frac{1}{4} Z_{22} + \frac{1}{4} Z_{32}, \quad Z_{13} = \frac{1}{4} Z_{33}. \quad (B18)
\]
where we have used $Z_{21} = Z_{23} = 0$. Then, the EMT is expressed with the renormalized operators as

$$T_{\mu\nu}(x) = \hat{O}^R_{1,\mu\nu}(x;\mu) - \frac{1}{4} \hat{O}^R_{2,\mu\nu}(x;\mu) + \frac{1}{4} \hat{O}^R_{3,\mu\nu}(x;\mu). \quad (B19)$$

Now, let us consider the trace part:

$$\delta_{\mu\nu}T_{\mu\nu}(x) = \left(1 - \frac{D}{4}\right) \frac{1}{g_0^2} F^a_{\mu\nu} F^a_{\mu\nu}(x) + \frac{1}{2} \sum_f \bar{\psi}(x) \gamma^\mu \gamma^\nu \psi(x) = \frac{\epsilon}{2D} \hat{O}^S_2(x) + \frac{1}{2D} \hat{O}^S_4(x). \quad (B20)$$

By rewriting it with the renormalized operators, we have

$$\delta_{\mu\nu}T_{\mu\nu}(x) = -\frac{\beta(g)}{2Dg} Z_{22} \left(1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g}\right) \hat{O}^{RS}_{2}(x) + \frac{1}{2D}(1 + \epsilon Z_{24})\hat{O}^{RS}_{4}(x). \quad (B21)$$

Here, we rewrote $\epsilon$ in the same way as above [Eq. (171)] and used $Z_{24} = 1$ because $O_{4,\mu\nu}$, which is proportional to $O_{5,\mu\nu}$ via the EOM, is a finite operator. Each coefficient should be finite in Eq. (B21). Then, for the coefficient of $\hat{O}^{RS}_{2}$, we obtain the same result as the quenched case:

$$Z_{22} \left(1 + \frac{g}{Z_g} \frac{\partial Z_g}{\partial g}\right) = 1, \quad (B22)$$

which indicates that

$$\delta_{\mu\nu}T_{\mu\nu}(x) = -\frac{\beta(g)}{8g} \hat{O}^{RS}_{2}(x) + \frac{1}{2D}(1 + \epsilon Z_{24})\hat{O}^{RS}_{4}(x). \quad (B23)$$

As one can see, the coefficient of the gluonic operator can be obtained in this way also in full QCD. For $\hat{O}^{RS}_{4}$, we deduce that $1 + \epsilon Z_{24}$ should be finite. (Thus, $Z_{24}$ has only simple poles in $\epsilon$ to all orders.) However, it seems difficult to fix its finite value by this argument alone. Here, we refer to another argument giving the trace part:

$$\delta_{\mu\nu}T_{\mu\nu}(x) = -\frac{\beta(g)}{8g} \hat{O}^{RS}_{2}(x) - (1 + \gamma_m) \frac{1}{4} \hat{O}^{RS}_{5}(x) \qquad = -\frac{\beta(g)(\mu)}{8g(\mu)} \hat{O}^{RS}_{2}(x;\mu) + \frac{1 + \gamma_m(g(\mu))}{8} \hat{O}^{RS}_{4}(x;\mu). \quad (B24)$$

In the last line, we used the EOM, $\frac{1}{2} \hat{O}^{R}_{4,\mu\nu} + \hat{O}^{R}_{5,\mu\nu} = 0$. By this, $\epsilon Z_{24} = \gamma_m$ follows. By taking the trace of Eq. (B19) and comparing with the above expression, we obtain

$$\hat{O}^{RS}_{1}(x) + \frac{1}{4} \hat{O}^{RS}_{3}(x) = \frac{1}{4} \left(1 - \frac{\beta(g)}{2g}\right) \hat{O}^{RS}_{2}(x) + \frac{1}{8}(1 + \gamma_m) \hat{O}^{RS}_{4}(x). \quad (B25)$$

The traceless part of the EMT is given by

$$T^{TL}_{\mu\nu}(x) = \hat{O}^{R}_{1,\mu\nu}(x;\mu) - \frac{1}{4} \left(1 - \frac{\beta(g)(\mu)}{2g(\mu)}\right) \hat{O}^{R}_{2,\mu\nu}(x;\mu) \qquad + \frac{1}{4} \hat{O}^{R}_{3,\mu\nu}(x;\mu) - \frac{1 + \gamma_m(g(\mu))}{8} \hat{O}^{R}_{4,\mu\nu}(x;\mu). \quad (B26)$$
C. Anomalous dimension matrix for dimension-four operators

In this appendix, we give the anomalous dimension matrix for dimension-four operators. For the definition, see Eq. (3.15). It has a form

$$\gamma(g) = \gamma_0 \frac{g^2}{(4\pi)^2} + \gamma_1 \left[ \frac{g^2}{(4\pi)^2} \right]^2 + \cdots. \quad (C1)$$

In quenched QCD, the anomalous dimension can be obtained from Eqs. (B12) and (1.53):

$$\gamma_0 = \left( \begin{array}{cc} 0 & -\frac{\beta_0}{2} \\ 0 & -2\beta_0 \end{array} \right), \quad (C2)$$

$$\gamma_1 = \left( \begin{array}{cc} 0 & -\beta_1 \\ 0 & -4\beta_1 \end{array} \right), \quad (C3)$$

$$\gamma_2 = \left( \begin{array}{cc} 0 & -\frac{3}{2}\beta_2 \\ 0 & -6\beta_2 \end{array} \right). \quad (C4)$$

In full QCD, the leading order matrix is given by [9]

$$\gamma_0 = \left( \begin{array}{cccc} \frac{8}{3}T_F & -\frac{11}{6}C_A & -\frac{4}{3}C_F & -\frac{4}{3}C_F \\ 0 & -2\beta_0 & 0 & -12C_F \\ -\frac{32}{3}T_F & \frac{8}{3}T_F & \frac{16}{3}C_F & -\frac{8}{3}C_F \\ 0 & 0 & 0 & 0 \end{array} \right). \quad (C5)$$

The NLO matrix is given by [8]

$$\gamma_{11} = \frac{4}{27}T_F(35C_A + 74C_F), \quad (C6)$$

$$\gamma_{12} = \frac{2}{27}(-153C_A^2 + 56C_AT_F + 5C_FT_F), \quad (C7)$$

$$\gamma_{13} = \frac{4}{27}C_F(-47C_A + 14C_F + 26T_F), \quad (C8)$$

$$\gamma_{14} = -\frac{1}{27}C_F(812C_A + 85C_F - 44T_F), \quad \gamma_{121} = 0, \quad (C9)$$

$$\gamma_{122} = \frac{8}{3}(-17C_A^2 + 10C_AT_F + 6C_FT_F), \quad \gamma_{123} = 0, \quad (C10)$$

$$\gamma_{124} = -\frac{4}{3}C_F(97C_A + 9C_F - 20T_F), \quad (C11)$$

$$\gamma_{131} = -\frac{16}{27}T_F(35C_A + 74C_F), \quad (C12)$$

$$\gamma_{132} = \frac{8}{27}T_F(34C_A + 49C_F), \quad (C13)$$

$$\gamma_{133} = -\frac{16}{27}C_F(-47C_A + 14C_F + 26T_F), \quad (C14)$$

$$\gamma_{134} = \frac{4}{27}C_F(-61C_A + 4C_F + 136T_F), \quad (C15)$$

$$\gamma_{141} = \gamma_{142} = \gamma_{143} = \gamma_{144} = 0. \quad (C16)$$

As noted in footnote 5, our definition of the renormalization factor $Z$ is the inverse of that of Ref. [4].
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D. Coefficients $c_i^{(r)}(t)$

The coefficients $c_i^{(r)}(t)$ are RG invariant and the $L(\mu, t) \equiv \log(2e^{\gamma_E} \mu^2 t)$ dependence of the perturbative series is determined by the RG equation. For $i = 1, 2$, we have

$$c_i(t) = \frac{1}{g(\mu)^2} \sum_{n=0}^{\infty} k_i^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(D1)

with

$$k_i^{(0)}(L(\mu, t)) = k_i^{(0)}(L = 0),$$

$$k_i^{(1)}(L(\mu, t)) = k_i^{(1)}(L = 0) - \beta_0 k_i^{(0)}(L(\mu, t)),$$

$$k_i^{(2)}(L(\mu, t)) = k_i^{(2)}(L = 0) - \beta_1 k_i^{(0)}(L(\mu, t)),$$

$$k_i^{(3)}(L(\mu, t)) = k_i^{(3)}(L = 0) + \left( \beta_0 k_i^{(2)}(L = 0) - \beta_2 k_i^{(0)} \right) L(\mu, t) - \frac{1}{2} \beta_0 \beta_1 k_i^{(0)} L(\mu, t)^2,$$

$$k_i^{(4)}(L(\mu, t)) = k_i^{(4)}(L = 0) + \left( -\beta_3 k_i^{(0)} + \beta_1 k_i^{(2)}(L = 0) + 2\beta_0 k_i^{(3)}(L = 0) \right) L(\mu, t)$$

$$+ \left\{ \left( -\frac{1}{2} \beta_1^2 - \beta_0 \beta_2 \right) k_i^{(0)}(L = 0) + \beta_2^2 k_i^{(2)}(L = 0) \right\} L(\mu, t)^2 - \frac{1}{3} \beta_0^2 \beta_1 k_i^{(0)} L(\mu, t)^3.$$

(D2)

For $i = 3, 4$, we have

$$c_i^{(r)}(t) = \sum_{n=0}^{\infty} k_i^{(n)}(L(\mu, t)) \left[ \frac{g(\mu)^2}{(4\pi)^2} \right]^n,$$

(D3)

with

$$k_i^{(0)}(L(\mu, t)) = k_i^{(0)}(L = 0),$$

$$k_i^{(1)}(L(\mu, t)) = k_i^{(1)}(L = 0),$$

$$k_i^{(2)}(L(\mu, t)) = k_i^{(2)}(L = 0) + \beta_0 k_i^{(1)}(L(\mu, t)),$$

$$k_i^{(3)}(L(\mu, t)) = k_i^{(3)}(L = 0) + \left( \beta_1 k_i^{(1)}(L = 0) + 2\beta_0 k_i^{(2)}(L = 0) \right) L(\mu, t) + \beta_0^2 k_i^{(1)}(L(\mu, t))^2.$$

(D4)

The explicit NLO result is given by [2, 3]

$$c_1(t) = \frac{1}{g^2} + \left( -\frac{7}{3} C_A + \frac{3}{2} T_F - \beta_0 L(\mu, t) \right) \frac{1}{(4\pi)^2},$$

(D5)

$$c_2(t) = \frac{1}{(4\pi)^2} \left( \frac{11}{24} C_A - \frac{3}{8} T_F \right),$$

(D6)

$$c_3(t) = \frac{1}{4} + \frac{g^2}{(4\pi)^2} C_F \left( \frac{3}{8} + \log 2 + \frac{3}{4} \log 3 \right),$$

(D7)

$$c'_4(t) = \frac{1}{8} + \frac{g^2}{(4\pi)^2} C_F \left( \frac{11}{16} + \frac{1}{2} \log 2 + \frac{3}{8} \log 3 \right).$$

(D8)
E. Properties of the matrix \( K(\mu; \mu_0) \)

We list some relations that the matrix \( K \) should satisfy. Since \( K \) describes evolution, it should satisfy

\[
K(\mu = \mu_0; \mu_0) = 1_{4 \times 4},
\]
\[
K(\mu; \mu_0)K(\mu_0; \mu) = 1_{4 \times 4}.
\]  

(E1)

Using the fact that the EMT [Eq. (B19)] is renormalization scale independent, we obtain

\[
K_{11} + \frac{1}{4}K_{31} = 1,
\]
\[
K_{12} - \frac{1}{4}K_{22} + \frac{1}{4}K_{32} = -\frac{1}{4},
\]
\[
K_{13} + \frac{1}{4}K_{33} = \frac{1}{4}.
\]  

(E2)

Here we used \( K_{21} = K_{23} = 0 \) because \( \hat{O}_{2,\mu\nu}^R \) is an essentially scalar operator and is not mixed with \( \hat{O}_{1,\mu\nu}^R \) or \( \hat{O}_{3,\mu\nu}^R \). Also the trace part of the EMT [Eq. (B21)] is renormalization scale independent, which leads to

\[
-\frac{\beta(g(\mu))}{8g(\mu)}K(\mu; \mu_0)_{22} = -\frac{\beta(g(\mu_0))}{8g(\mu_0)},
\]
\[
-\frac{\beta(g(\mu))}{8g(\mu)}K(\mu; \mu_0)_{24} = \frac{1}{8}\{\gamma_m(g(\mu_0)) - \gamma_m(g(\mu))\}.
\]  

(E3)

These are exact relations, not relying on perturbation theory. One can check that \( K(\mu; \mu_0) \) of Eq. (3.36) satisfies all the relations (at appropriate order).

F. \( \zeta^R \) at NLO

We show the NLO result for \( \zeta^R \), defined in Eq. (1.48). For

\[
\zeta^R(t; g(\mu), \mu) = \begin{pmatrix} g^2 & 0 & 0 & 0 \\ 0 & g^2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} + \frac{g^2}{(4\pi)^2} \zeta^{R(1)} + \cdots,
\]  

(F1)
the NLO matrix $\zeta^{R(1)}$ is given by

\begin{align*}
\zeta^{R(1)}_{11} &= C_A g^2 \left( \frac{7}{3} + \frac{11}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{12} &= -C_A g^2 \left( \frac{1}{6} + \frac{11}{12} L(\mu, t) \right), \\
\zeta^{R(1)}_{13} &= -C_F g^2 \left( \frac{7}{18} + \frac{2}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{14} &= -C_F g^2 \left( \frac{59}{36} + \frac{7}{6} L(\mu, t) \right), \\
\zeta^{R(1)}_{21} &= 0, \\
\zeta^{R(1)}_{22} &= \frac{7C_A}{2} g^2, \\
\zeta^{R(1)}_{23} &= 0, \\
\zeta^{R(1)}_{24} &= -C_F g^2 (5 + 6 L(\mu, t)), \\
\zeta^{R(1)}_{31} &= -T_F \left( 6 + \frac{16}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{32} &= T_F \left( 3 + \frac{4}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{33} &= C_F \left( \frac{1}{18} - 4 \log 2 - 3 \log 3 + \frac{8}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{34} &= -C_F \left( \frac{4}{9} + \frac{4}{3} L(\mu, t) \right), \\
\zeta^{R(1)}_{41} &= 0, \\
\zeta^{R(1)}_{42} &= \frac{5}{3} T_F, \\
\zeta^{R(1)}_{43} &= 0, \\
\zeta^{R(1)}_{44} &= C_F \left( \frac{1}{2} - 4 \log 2 - 3 \log 3 \right).
\end{align*}

We can confirm validity of this NLO result for instance as follows. By rewriting $\hat{\mathcal{O}}_{1,\mu\nu}(t, x) = \hat{\mathcal{O}}_{1,\mu\nu}(t, x) - (1/4) \hat{\mathcal{O}}_{2,\mu\nu}(t, x)$ in terms of $\hat{\mathcal{O}}^R(x; \mu)$ with the NLO $\zeta^R(t; g(\mu), \mu)$ and then requiring it is traceless, we obtain

\begin{equation}
\hat{\mathcal{O}}^{R,\mu}_{1} = \frac{1}{4} \hat{\mathcal{O}}^{R,\mu}_{2} + \frac{g^2}{(4\pi)^2} \left[ \frac{11}{24} C_A \hat{\mathcal{O}}^{R,\mu}_{2} + \frac{7}{12} C_F \hat{\mathcal{O}}^{R,\mu}_{4} \right] + \mathcal{O}(g^4).
\end{equation}

Similarly, from $\hat{\mathcal{O}}^{T,\mu}_{3,\mu\nu}(t, x) = \hat{\mathcal{O}}_{3,\mu\nu}(t, x) - (1/2) \hat{\mathcal{O}}_{4,\mu\nu}(t, x)$, we obtain

\begin{equation}
\hat{\mathcal{O}}^{R,\mu}_{3} = \frac{1}{2} \hat{\mathcal{O}}^{R,\mu}_{4} + \frac{g^2}{(4\pi)^2} \left[ \frac{2}{3} T_F \hat{\mathcal{O}}^{R,\mu}_{2} + \frac{2}{3} C_F \hat{\mathcal{O}}^{R,\mu}_{4} \right] + \mathcal{O}(g^4).
\end{equation}

One can check that Eq. (B25) is correctly reproduced from these results.
G. Higher order correction to the matrix $K$

In this appendix, we clarify how we specified the parametrical errors of the LO calculations in Eqs. (3.37)–(3.40). For this purpose, we need to know what kind of higher-order corrections appear in the matrices $\zeta^R$ and $K$ in Eq. (3.33). Here, we investigate this issue particularly for the matrix $K$, because its higher-order effect is more difficult to see than the matrix $\zeta^R$ (whose higher-order effect is just given by a higher power in $g(\mu(t))^2$).

We first develop a general argument to detect higher-order correction to the matrix $K$. The RG equation for $K$ in Eq. (3.17) is given in the form

$$\frac{dK}{d\mu} = -\gamma(g)K,$$

or

$$\frac{dK}{dA} = -\frac{\gamma(A)}{2\beta_A(A)} K = \left[ \frac{\gamma_0}{2\beta_0 A} + \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} + O(A) \right] K,$$

with $A \equiv g(\mu)^2/(4\pi)^2$ and $\beta_A(A) \equiv -\sum_{i=0}^\infty \beta_i A^i$. Here and hereafter, we define $\gamma_0, \gamma_1, \ldots$ as

$$\gamma(A) = \gamma_0 A + \gamma_1 A^2 + O(A^3).$$

$\gamma_0$ and $\gamma_1$ are not commutative generally. The formal solution to the above RG equation is given by a path ordered product, but it is difficult to evaluate explicitly. In fact, we can obtain the NLO $K$ matrix as follows. Denoting the LO solution by $K_{LO}(A; A_0)$ (with $A_0 = g(\mu_0)^2/(4\pi)^2$), which satisfies

$$\frac{d}{dA} K_{LO}(A; A_0) = \frac{\gamma_0}{2\beta_0 A} K_{LO}(A; A_0),$$

and writing the NLO solution as $K_{NLO} = K_{LO}\tilde{K}$, we have

$$\frac{dK_{NLO}}{dA} = \frac{dK_{LO}}{dA} \tilde{K} + K_{LO} \frac{d\tilde{K}}{dA}$$

$$= \left[ \frac{\gamma_0}{2\beta_0 A} + \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} + O(A) \right] K_{LO} \tilde{K},$$

and hence,

$$\frac{d\tilde{K}}{dA} = \left( K_{LO}^{-1} \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} K_{LO} \right) \tilde{K}.$$ (G6)

Since $K_{LO}^{-1} \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} K_{LO}$ can be regarded as a function of $A$ and $A_0$, we can obtain $\tilde{K}$ as

$$\tilde{K}(A; A_0) = \exp \left[ \int_{A_0}^A dx \left( K_{LO}^{-1} \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} K_{LO} \right) (x; A_0) \right].$$ (G7)

Then the NLO $K$ matrix is given by

$$K_{NLO}(A; A_0) = K_{LO}(A; A_0) \exp \left[ \int_{A_0}^A dx \left( K_{LO}^{-1} \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} K_{LO} \right) (x; A_0) \right]$$

$$= K_{LO}(A; A_0) + \int_{A_0}^A dx K_{LO}(A; A_0) K_{LO}^{-1}(x; A_0) \frac{\beta_0 \gamma_1 - \beta_1 \gamma_0}{2\beta_0^2} K_{LO}(x; A_0) + \cdots.$$ (G8)

Now we reveal the behavior of the second term, which can be regarded as the NLO correction term. For simplicity, we consider two-dimensional operator space. We denote the
eigenvalues of $\gamma_0/(2\beta_0)$ by $\lambda_1$ and $\lambda_2$ ($\lambda_1 < \lambda_2$). Then $K_{LO}(A; A_0)$ is given by a linear combination of $\{ (A/A_0)^{\lambda_1}, (A/A_0)^{\lambda_2} \}$. In Eq. (G8), we note that

$$K_{LO}(A; A_0)K_{LO}^{-1}(x; A_0) = K_{LO}(A; A_0)K_{LO}(A_0; x) = K_{LO}(A; x),$$

(G9)

because $K_{LO}$ is an evolution matrix. Then the integrand is given by

$$K_{LO}(A; A_0)K_{LO}^{-1}(x; A_0) \frac{\beta_0\gamma_1 - \beta_1\gamma_0}{2\beta_0^2} K_{LO}(x; A_0)$$

$$= K_{LO}(A; x) \frac{\beta_0\gamma_1 - \beta_1\gamma_0}{2\beta_0^2} K_{LO}(x; A_0)$$

$$= (\text{linear comb. of } \{(A/x)^{\lambda_1}, (A/x)^{\lambda_2}\}) \times (\text{linear comb. of } \{(x/A_0)^{\lambda_1}, (x/A_0)^{\lambda_2}\})$$

$$= (\text{linear comb. of } \{(A/A_0)^{\lambda_1}, (A/A_0)^{\lambda_2}, (A^{\lambda_1}/A_0^{\lambda_2})x^{\lambda_2-\lambda_1}, (A^{\lambda_2}/A_0^{\lambda_1})x^{\lambda_1-\lambda_2}\})$$

(G10)

After the integration, we have

$$\int_{A_0}^{A} dx K_{LO}(A; A_0)K_{LO}^{-1}(x; A_0) \frac{\beta_0\gamma_1 - \beta_1\gamma_0}{2\beta_0^2} K_{LO}(x; A_0)$$

$$= (\text{linear comb. of } \{(A/A_0)^{\lambda_1}A_0, (A/A_0)^{\lambda_2} A_0, (A/A_0)^{\lambda_1}A, (A/A_0)^{\lambda_2} A\}).$$

(G11)

Therefore either order in $A$ or $A_0$ is raised by one in the NLO correction term compared to $K_{LO}$. In the following we specifically study the NLO effects in full QCD. To simplify calculations, we decompose the four operators $\hat{O}_1, \ldots, \hat{O}_4$ into scalar parts and traceless tensor parts. Then, anomalous dimension matrices are two-by-two matrices.

Before this, for convenience we introduce $\zeta^{IR}$:

$$\zeta^{IR} = \begin{pmatrix} (1/g(\mu(t)))^2 & 0 & 0 & 0 \\ 0 & (1/g(\mu(t)))^2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \zeta^R.$$  

(G12)

This matrix describes the time evolution of $\{ (1/g(\mu(t)))^2 \hat{O}_1, (1/g(\mu(t)))^2 \hat{O}_2, \hat{O}_3, \hat{O}_4 \}$ as seen from the definition [cf. Eq. (1.47)]. The advantage is that the perturbation order of this matrix is organized by the power of $g$.

Let us begin with scalar operators. Scalar operators are given by linear combinations of $\hat{O}_2^{RS}$ and $\hat{O}_4^{RS}$. Then, we have an RG equation of [cf. Eq. (3.14)]

$$\frac{d}{d\mu} \begin{pmatrix} \hat{O}_2^{RS} \\ \hat{O}_4^{RS} \end{pmatrix} = -\gamma^S \begin{pmatrix} \hat{O}_2^{RS} \\ \hat{O}_4^{RS} \end{pmatrix}.$$ 

(G13)

The matrix $\gamma^S$ is readily read off from $\gamma_0$ and $\gamma_1$ given in App. C. The evolution matrix $K^S$ at LO, satisfying $\frac{dK_{LO}^S}{dA} = \frac{\gamma^S}{2\beta_0^2} K_{LO}^S$, is obtained as

$$K_{LO}^S = \begin{pmatrix} \frac{4}{6} & \frac{2\beta_0}{3} (A_0 - 1) \\ 0 & 1 \end{pmatrix},$$

(G14)

where the eigenvalues of $\gamma_0^S/(2\beta_0)$ are $\lambda_1 = -1$ and $\lambda_2 = 0$. From the general argument above [in particular from Eq. (G11)], we see that the NLO $K$ matrix is given in the form

$$K_{NLO}^S = K_{LO}^S + (\text{linear comb. of } \{ A_0^2/A, A_0, A \}).$$

(G15)

The knowledge on the order of the NLO correction enables us to accurately estimate the parametrical error of the LO calculation. In the LO calculation, we use $\zeta_{LO}^{IR} = \{ 1 \} + O(A)$
and \( K_{LO}^S = \{A_0/A, 1\} + \mathcal{O}(A_0^2/A, A_0, A) \). Here we imply that the left-hand side is given by a linear combination of the functions inside \{\} and possesses the errors shown by \( \mathcal{O}(\ldots) \). We use this notation hereafter. Then we have

\[
\zeta^{RS}_{LO} K_{LO}^S = \{A_0/A, 1\} + \mathcal{O}(A_0^2/A, A_0, \ldots), \tag{G16}
\]

where \( \zeta^{RS} \) is the two-by-two matrix which relates the flowed operators \( (1/\mu(t))^2 \hat{\mathcal{O}}^S(t, x) \) and \( \hat{\mathcal{O}}^S_t(t, x) \) to the unflowed operators \( \hat{\mathcal{O}}^{RS}_2(x; \mu(t)) \) and \( \hat{\mathcal{O}}^{RS}_4(x; \mu(t)) \). Then, for \( (1/\mu(t))^2 \hat{\mathcal{O}}^S(t, x) \) \( \mathcal{O}(..) \) we have

\[
\frac{1}{g(\mu(t))^2} \hat{\mathcal{O}}^S(t, x) = \frac{1}{g(\mu(t))^2} \left[ g(\mu(t))^2 \left( \hat{\mathcal{O}}^{RS}_2(x; \mu_0) + \frac{6C_F}{\beta_0} \hat{\mathcal{O}}^{RS}_4(x; \mu_0) + \mathcal{O}(g(\mu(t))^4) \right) \right] + \mathcal{O}(g(\mu(t))^0), \tag{G17}
\]

where the error and neglected higher-order terms are shown by \( \mathcal{O}(\ldots) \). (Here we set \( \mu = \mu(t) \).) This result corresponds to Eq. (3.39). For \( \hat{\mathcal{O}}^{RS}_4(t, x) \), we have

\[
\hat{\mathcal{O}}^{RS}_4(t, x) = [1 + \mathcal{O}(A_0) + \mathcal{O}(A_0^2)] \hat{\mathcal{O}}^{RS}_2(x; \mu_0) + [\mathcal{O}(A_0) + \mathcal{O}(A_0^2)] \hat{\mathcal{O}}^{RS}_4(x; \mu_0), \tag{G18}
\]

which corresponds to Eq. (3.40). In obtaining this result, we have noted the following facts. First, \( \hat{\mathcal{O}}^{RS}_4(t, x) \) is written in terms of \( \hat{\mathcal{O}}^{RS}_2(x; \mu(t)) \) and \( \hat{\mathcal{O}}^{RS}_4(x; \mu(t)) \) with \( \zeta^R \) as

\[
\hat{\mathcal{O}}^{RS}_4(t, x) = (1 + \mathcal{O}(A)) \hat{\mathcal{O}}^{RS}_4(x; \mu(t)) + \mathcal{O}(A) \hat{\mathcal{O}}^{RS}_2(x; \mu(t)). \tag{G19}
\]

Here, the key is that \( \hat{\mathcal{O}}^{RS}_2(x; \mu(t)) \) is multiplied by a factor of \( \mathcal{O}(A) \). Then in rewriting \( \hat{\mathcal{O}}^{RS}_2(x; \mu(t)) \) in terms of \( \hat{\mathcal{O}}^{RS}_2(x; \mu_0) \) and \( \hat{\mathcal{O}}^{RS}_4(x; \mu_0) \) with \( K_{LO}^S = \{A_0/A, 1\} + \mathcal{O}(A_0^2/A, A_0, A) \) [cf. Eqs. (G14) and (G15)], we do not have \( \mathcal{O}(1/A) \) contributions from this part. Also one can see that \( \mathcal{O}(A) \hat{\mathcal{O}}^{RS}_2(x; \mu(t)) \) gives the \( \mathcal{O}(A_0), \mathcal{O}(A_0^2) \), and \( \mathcal{O}(A, A_0, A_0^2) \) terms in the coefficient of \( \hat{\mathcal{O}}^{RS}_2(x; \mu_0) \) in Eq. (G18) and gives \( \mathcal{O}(A_0), \mathcal{O}(A_0^2) \), and \( \mathcal{O}(A, A_0, A_0^2) \) contributions to the coefficient of \( \hat{\mathcal{O}}^{RS}_4(x; \mu_0) \) in Eq. (G18). Secondly, in rewriting \( \hat{\mathcal{O}}^{RS}_4(x; \mu(t)) \) in terms of \( \hat{\mathcal{O}}^{RS}_2(x; \mu_0) \) and \( \hat{\mathcal{O}}^{RS}_4(x; \mu_0) \) with \( K^S \), the relevant components \( K_{21}^S \) and \( K_{22}^S \) are exactly given by \( (K^S)_{21} = 0 \) and \( (K^S)_{22} = 1 \), and thus \( \hat{\mathcal{O}}^{RS}_4(x; \mu(t)) = \hat{\mathcal{O}}^{RS}_4(x; \mu_0) \). This is because \( \hat{\mathcal{O}}^{RS}_4(x; \mu) \) is proportional to \( \hat{\mathcal{O}}^{RS}_5(x; \mu)(:= \hat{\mathcal{O}}^{RS}_5(x; \mu)) \) due to the EOM, and \( \hat{\mathcal{O}}^{RS}_5(x; \mu) \) is a finite operator, which does not need renormalization. Hence, we do not have \( \mathcal{O}(1/A) \) contributions in Eq. (G18). The \( \mathcal{O}(A_0) \) and \( \mathcal{O}(A_0^2) \) terms in Eq. (G18), respectively, can be explicitly obtained with the combination of the NLO \( \zeta^R \) and the LO \( K \), and that of the NLO \( \zeta^R \) and the NLO \( K \).

Although we have obtained the main results for the scalar parts in Eqs. (G17) and (G18), we are also able to explicitly obtain the NLO \( K \) matrix with Eq. (G18). It would be interesting to check the validity of such an explicit NLO \( K \) matrix. As a possible check, we consider here the small flow time limit \( t \to 0 \), where \( g(\mu(t)) \to 0 \). Then we focus on higher order

\[
\zeta^{RS} = \begin{pmatrix}
\zeta_{11}^{RS} \\
\zeta_{22}^{RS} \\
\zeta_{33}^{RS} \\
\zeta_{44}^{RS}
\end{pmatrix}.
\]

At LO, this is the unit matrix.
in $A_0$ rather than $A$. As mentioned above, we can give accurate coefficients up to $A_0^2 = [g(\mu_0)^2/(4\pi)^2]$ in rewriting $\hat{O}^S_2(t, x)$ and $\hat{O}^S_4(t, x)$ in terms of $\hat{O}^{RS}_{2}(x; \mu_0)$ and $\hat{O}^{RS}_{4}(x; \mu_0)$ by using the NLO $K$ matrix and the NLO $\hat{g}^{R}$. Explicitly, we obtain

$$
\hat{O}^{S}_{2}(t, x) = g(\mu_0)^2 \left( \hat{O}^{RS}_{2}(x; \mu_0) + \frac{6C_F}{\beta_0} \hat{O}^{RS}_{4}(x; \mu_0) \right) + \frac{g(\mu_0)^4}{(4\pi)^2} \left[ \left( \frac{34}{3} C_A^2 - \frac{20}{3} C_A T_F - 4C_F T_F \right) \hat{O}^{RS}_{2}(x; \mu_0) \right.
\left. + \left( \frac{97}{3} C_A C_F + 3C_F^2 - \frac{20}{3} C_F T_F \right) \hat{O}^{RS}_{4}(x; \mu_0) \right],
$$

(G20)

$$
\hat{O}^{S}_{4}(t, x) = \hat{O}^{RS}_{4}(x; \mu_0) + \frac{g(\mu_0)^2}{(4\pi)^2} 5T_F \left( \hat{O}^{RS}_{2}(x; \mu_0) + \frac{6C_F}{\beta_0} \hat{O}^{RS}_{4}(x; \mu_0) \right)
\left[ \left( \frac{34}{3} C_A - 20 C_A T_F - 4C_F T_F \right) \hat{O}^{RS}_{2}(x; \mu_0) \right.
\left. + \left( \frac{97}{3} C_A C_F + 3C_F^2 - \frac{20}{3} C_F T_F \right) \hat{O}^{RS}_{4}(x; \mu_0) \right].
$$

(G21)

Here we just showed the leading order contribution for small $g(\mu(t))$. We can confirm the validity of these results as follows. In the expression of $T^S(x)$ in terms of the flowed operators, $T^S(x) = c_2(t) \hat{O}^{S}_2(t, x) + c_4(t) \hat{O}^{S}_4(t, x)$, when one uses the above results to rewrite the flowed operators in terms of the unflowed operators at $\mu = \mu_0$, the two-loop order expression of $T^S(x)$ [124] with the renormalization scale $\mu = \mu_0$ can be correctly reproduced with the LO $c_2$, $c_4$. (Again, since we consider the small $g(\mu(t))$ limit, it is sufficient to use the LO $c_2$, $c_4$ whose higher-order result just affects higher powers in $g(\mu(t))$.)

Now let us move on to the traceless parts and do a parallel analysis. In studying the traceless parts, we have a complication that traceless operators to be considered should be changed depending on perturbation order. At LO, the traceless operators are given by

$$
\hat{O}^{R,TL}_{1,\mu\nu} = \hat{O}^{R}_{1,\mu\nu} - \frac{1}{4} \hat{O}^{R}_{2,\mu\nu},
$$

(G22)

$$
\hat{O}^{R,TL}_{3,\mu\nu} = \hat{O}^{R}_{3,\mu\nu} - \frac{1}{2} \hat{O}^{R}_{4,\mu\nu},
$$

(G23)

while at NLO they are given by [cf. (123) and (124)]

$$
\hat{O}^{R,TL}_{1,\mu\nu} = \hat{O}^{R}_{1,\mu\nu} - \frac{1}{4} \hat{O}^{R}_{2,\mu\nu} - A \left( \frac{11}{24} C_A \hat{O}^{R}_{2,\mu\nu} + \frac{7}{12} C_F \hat{O}^{R}_{4,\mu\nu} \right),
$$

(G24)

$$
\hat{O}^{R,TL}_{3,\mu\nu} = \hat{O}^{R}_{3,\mu\nu} - \frac{1}{2} \hat{O}^{R}_{4,\mu\nu} - A \left( \frac{2}{3} T_F \hat{O}^{R}_{2,\mu\nu} + \frac{2}{3} C_F \hat{O}^{R}_{4,\mu\nu} \right).
$$

(G25)

When we consider traceless operators at $N^k$LO ($k$-loop), we need to know the anomalous dimension matrix for the four operators $\hat{O}^{R}_{1,\mu\nu}, \ldots, \hat{O}^{R}_{4,\mu\nu}$ at $N^k$LO (($k + 1$)-loop). For instance at NLO, when we consider

$$
\mu \frac{d}{d\mu} \hat{O}^{R,TL}_{1,\mu\nu} = \mu \frac{d}{d\mu} \left[ \hat{O}^{R}_{1,\mu\nu} - \frac{1}{4} \hat{O}^{R}_{2,\mu\nu} - A \left( \frac{11}{24} C_A \hat{O}^{R}_{2,\mu\nu} + \frac{7}{12} C_F \hat{O}^{R}_{4,\mu\nu} \right) \right],
$$

(G26)

the $\mathcal{O}(A)$ term inside the square brackets gives an $\mathcal{O}(A^2)$ term after $\mu d\mu/(d\mu)$ is operated.

Then for consistency we need to know the NLO anomalous dimension matrix.
We define the anomalous dimension matrix for traceless operators as

$$\frac{d}{d\mu} \left( \begin{array}{c} \hat{O}_{1,\mu}^{R,TL} \\ \hat{O}_{3,\mu}^{R,TL} \end{array} \right) = -\gamma_{\text{TL}} \left( \begin{array}{c} \hat{O}_{1,\mu}^{R,TL} \\ \hat{O}_{3,\mu}^{R,TL} \end{array} \right).$$  \hspace{1cm} (G27)$$

Writing $\gamma_{\text{TL}}^2 = \gamma_0^2 + A_1^2$, we have

$$\gamma_0 = \left( \begin{array}{c} \frac{8T_F}{3} - \frac{4C_F}{16} \\ -\frac{4}{27} \end{array} \right),$$  \hspace{1cm} (G28)

$$\gamma_1 = \left( \begin{array}{c} \frac{4}{27} (35C_A T_F + 74C_F T_F) - \frac{4}{27} (47C_A C_F - 14C_F^2 - 26C_F T_F) \\ -\frac{16}{27} (35C_A T_F + 74C_F T_F) - \frac{16}{27} (47C_A C_F - 14C_F^2 - 26C_F T_F) \end{array} \right).$$  \hspace{1cm} (G29)

The eigenvalues of $\gamma_0/2\beta_0$ are 0 and $\lambda \equiv \frac{4(2C_F + T_F)}{27} = \frac{4(2C_F + T_F)}{11C_A - 4T_F}$. The LO $K$ matrix is given by

$$K_{\text{LO}}^T = \frac{1}{2C_F + T_F} \left( \begin{array}{c} 2C_F + T_F \left( A \frac{A}{A_0} \right)^{\lambda} - \frac{C_F}{2} \left( 1 - \left( \frac{A}{A_0} \right)^{\lambda} \right) \\ 4T_F \left( 1 - \left( \frac{A}{A_0} \right)^{\lambda} \right) + T_F + 2C_F \left( \frac{A}{A_0} \right)^{\lambda} \end{array} \right).$$  \hspace{1cm} (G30)

From Eq. (G11), the NLO $K_{\text{NLO}}^T$ takes the form

$$K_{\text{NLO}}^T = K_{\text{LO}}^T + \text{(linear comb. of } \{ A_0, (A/A_0)^{\lambda} A_0, (A/A_0)^{\lambda} A \}).$$  \hspace{1cm} (G31)

The knowledge on the order of the NLO correction enables us to accurately estimate the parametrical error of the LO calculation. We have

$$\zeta_{\text{NLO}}^R = \{ 1 \} + \mathcal{O}(A) \{ (A/A_0)^{\lambda} \},$$  \hspace{1cm} (G32)

Then we can show the LO results of the traceless flowed operators with explicit parametric errors (and neglected higher-order terms):

$$\frac{1}{g(\mu)^2} \hat{O}_{1,\mu}^{\text{TL}}(t, x) = \frac{2C_F}{2C_F + T_F} \left( \hat{O}_{1,\mu}^{R,\text{TL}}(\mu_0) + \frac{1}{4} \hat{O}_{3,\mu}^{R,\text{TL}}(\mu_0) + \mathcal{O}(A_0) \right) + \mathcal{O}(A/A_0^\lambda),$$  \hspace{1cm} (G33)

$$\hat{O}_{3,\mu}^{\text{TL}}(t, x) = \frac{4T_F}{2C_F + T_F} \left( \hat{O}_{1,\mu}^{R,\text{TL}}(\mu_0) + \frac{1}{4} \hat{O}_{3,\mu}^{R,\text{TL}}(\mu_0) + \mathcal{O}(A_0) \right) + \mathcal{O}(A/A_0^\lambda).$$  \hspace{1cm} (G34)

These correspond to Eqs. (3.37) and (3.38). Here we understand $\hat{O}_{1,\mu}^{R,\text{TL}}(\mu_0)$ as the LO ones given by Eqs. (G22) and (G23). They have $\mathcal{O}(A_0)$ errors and this is consistent with the above errors.

Calculating the NLO $K$ matrix, we can explicitly show higher-order results. Again we are interested in higher order in $g(\mu(t))$ and just show the leading contribution for small $g(\mu(t))$. With the NLO $K$ matrix (and LO $\zeta^R$ matrix, which is sufficient for the present purpose), we have

$$\frac{1}{g(\mu(t))^2} \hat{O}_{1,\mu}^{\text{TL}}(t, x) = \frac{2C_F}{2C_F + T_F} \left( \hat{O}_{1,\mu}^{R,\text{TL}}(x; \mu_0) + \frac{1}{4} \hat{O}_{3,\mu}^{R,\text{TL}}(x; \mu_0) \right),$$  \hspace{1cm} (G35)

$$\hat{O}_{3,\mu}^{\text{TL}}(t, x) = \frac{4T_F}{2C_F + T_F} \left( \hat{O}_{1,\mu}^{R,\text{TL}}(x; \mu_0) + \frac{1}{4} \hat{O}_{3,\mu}^{R,\text{TL}}(x; \mu_0) \right).$$  \hspace{1cm} (G36)

Now $\hat{O}_{1,\mu}^{R,\text{TL}}(\mu_0)$ are the ones at NLO [Eqs. (G24) and (G25)]. Although there is no apparent difference from the LO calculations (G33) and (G34), the $\mathcal{O}(A_0)$ terms are now fixed and
turn out to be zero. (The expected error is now $O(A^2_0)$). One can confirm that the one-loop expression of $T^{\text{TL}}_{\mu \nu}$ with the renormalization scale $\mu = \mu_0$ can be correctly reproduced from $T^{\text{TL}}_{\mu \nu}(x) = c_1(t) \tilde{O}^{\text{TL}}_{1, \mu \nu}(t, x) + c_3(t) \tilde{O}^{\text{TL}}_{3, \mu \nu}(t, x)$ with the LO $c_1, c_3$ and the above results.

H. Results for thermodynamics quantities with other $t \to 0$ extrapolation functions

In this appendix, for reference, we present the results obtained with other $t \to 0$ extrapolation functions. Here we use a linear function in $t$ for the entropy density and trace anomaly, and use a linear function with the anomalous dimension, $g(\mu(t))^A t$, given in Eq. (4.20), for the entropy density.

The results are summarized in Tables H1 and H2. One can see that the perturbative extrapolation functions, Eqs. (2.3) and (2.4), give smaller differences in the NLO and $N^2$LO results than the other linear-type functions. We can also see from Table H1 that the numerical impact of the inclusion of the anomalous dimension of dimension-six operators is not significant. This can also be seen in Fig. H1 where we show the $t \to 0$ extrapolation analyses with different extrapolation functions.

| $s/T^3$ (NLO) | Perturbative function | Linear | Linear with anomalous dim. |
|---------------|-----------------------|--------|---------------------------|
| $T/T_c$       |                       |        |                           |
| 0.93          | 0.095(17)             | 0.082(31) | 0.082(30)                |
| 1.02          | 2.167(55)             | 2.131(61) | 2.129(60)                |
| 1.12          | 3.751(41)             | 3.656(48) | 3.655(47)                |
| 1.40          | 4.889(37)             | 4.790(38) | 4.789(37)                |
| 1.68          | 5.411(35)             | 5.379(35) | 5.375(34)                |
| 2.10          | 5.769(32)             | 5.713(36) | 5.711(35)                |
| 2.31          | 5.873(40)             | 5.778(55) | 5.778(54)                |
| 2.69          | 6.022(29)             | 6.004(34) | 6.001(33)                |

| $s/T^3$ (N$^2$LO) | Perturbative function | Linear | Linear with anomalous dim. |
|--------------------|-----------------------|--------|---------------------------|
| $T/T_c$            |                       |        |                           |
| 0.93               | 0.095(17)             | 0.083(32) | 0.084(31)                |
| 1.02               | 2.164(55)             | 2.167(62) | 2.168(61)                |
| 1.12               | 3.748(37)             | 3.715(49) | 3.717(48)                |
| 1.40               | 4.885(32)             | 4.860(39) | 4.862(38)                |
| 1.68               | 5.408(28)             | 5.451(35) | 5.450(35)                |
| 2.10               | 5.766(25)             | 5.782(37) | 5.782(36)                |
| 2.31               | 5.870(34)             | 5.844(56) | 5.846(54)                |
| 2.69               | 6.020(22)             | 6.068(35) | 6.066(34)                |

Table H1 Comparison of the results for the entropy density obtained with different $t \to 0$ extrapolation functions. “Perturbative function” means Eq. (2.3) with $k = 1$ or $k = 2$, “Linear” means a linear function in $t$, and “Linear with anomalous dim.” means Eq. (4.20). We only show statistical errors.
**Fig. H1**  NLO analysis of the entropy density with different $t \to 0$ extrapolations. The blue lines correspond to our main extrapolation function Eq. (2.3), green ones to linear functions, and red ones to linear functions with the anomalous dimension [Eq. (4.20)]. The gray dashed lines show the fit range used in the $t \to 0$ extrapolation.
| $\Delta/T^4$ (NLO) | $T/T_c$ | Perturbative function | Linear |
|-----------------|--------|-----------------------|--------|
|                 | 0.93   | 0.081(20)             | 0.066(32) |
|                 | 1.02   | 1.942(53)             | 1.946(54) |
|                 | 1.12   | 2.562(35)             | 2.567(32) |
|                 | 1.40   | 1.770(22)             | 1.779(22) |
|                 | 1.68   | 1.180(14)             | 1.203(18) |

| $\Delta/T^4$ (N$^2$LO) | $T/T_c$ | Perturbative function | Linear |
|------------------------|--------|-----------------------|--------|
|                       | 0.93   | 0.081(20)             | 0.066(31) |
|                       | 1.02   | 1.941(52)             | 1.933(54) |
|                       | 1.12   | 2.561(30)             | 2.550(31) |
|                       | 1.40   | 1.770(18)             | 1.769(22) |
|                       | 1.68   | 1.180(12)             | 1.196(18) |

**Table H2** Comparison of the results for the trace anomaly obtained with different $t \to 0$ extrapolation functions. “Perturbative function” means Eq. (2.4) with $k = 1$ or $k = 2$, and “Linear” means a linear function in $t$. We only show statistical errors.
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