Constraining low redshift [C II] Emission by Cross-Correlating FIRAS and BOSS Data
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ABSTRACT

We perform a tomographic cross-correlation analysis of archival FIRAS data and the BOSS galaxy redshift survey to constrain the amplitude of [C II] $P_3/2 \rightarrow P_1/2$ fine structure emission. Our analysis employs spherical harmonic tomography (SHT), which is based on the angular cross-power spectrum between FIRAS maps and BOSS galaxy over-densities at each pair of redshift bins, over a redshift range of 0.24 $< z <$ 0.69. We develop the SHT approach for intensity mapping, where it has several advantages over existing power spectral estimators. Our analysis constrains the product of the [C II] bias and [C II] specific intensity, $b_{[C II]}/I_{[C II]}$, to be $< 0.31$ MJy/sr at $z=0.35$ and $< 0.28$ MJy/sr at $z=0.57$ at 95% confidence. These limits are consistent with most current models of the [C II] signal, as well as with higher-redshift [C II] cross-power spectrum measurements from the Planck satellite and BOSS quasars. We also show that our analysis, if applied to data from a more sensitive instrument such as the proposed PIXIE satellite, can detect pessimistic [C II] models at high significance.
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1 INTRODUCTION

Atomic and molecular line emissions are powerful diagnostic tracers of the evolution of star formation over cosmic time. For instance, line emission studies may help reveal the causes of the significant decline in star formation rate after its peak at $z\sim 2$, inferred from observations of optical and infrared continuum radiation (Madau & Dickinson 2014). One of the most useful lines for understanding the context of star formation is the [C II] $P_3/2 \rightarrow P_1/2$ fine structure line at 1901 GHz, which is the brightest cooling line in the far-infrared (FIR) spectrum, typically accounting for 0.1% to 1% of FIR energy (Stacey et al. 1991; Malhotra et al. 1997; Díaz-Santos et al. 2017). The bulk of this [C II] emission is expected to come from photodissociation regions (PDRs) on the edges of molecular gas clouds (Stacey et al. 2010). This association suggests that [C II] emission can trace the molecular gas available to fuel star formation. A study of $z \sim 2$ galaxies detected by ALMA bore this out, finding that [C II] emission is linearly related to molecular gas content (Zanella et al. 2018). Measurements of [C II] emission and other lines (such as [CI] and the rotational transitions of CO) can be used in concert with galaxy formation models to constrain the physical properties of star-forming regions within galaxies (Popping et al. 2019; Yang et al. 2021).

Studies of line emission from individual galaxies (e.g., Carilli & Walter 2013; Hemmati et al. 2017; Zanella et al. 2018) provide important insights into the [C II] luminosity function. However, they are subject to sample variance in small survey regions and are limited to galaxies above a brightness threshold, so they may not capture the cosmic average of the conditions of star formation. A complementary technique to individual galaxy studies is the technique of intensity mapping, which aims to map large-scale structure by detecting the aggregate redshifted line emission without cataloging individual sources (Hogan & Rees 1979; Scott & Rees 1990; Madau et al. 1997; Sugino et al. 1999; Wyithe et al. 2008; Chang et al. 2008; Visbal et al. 2011; Kovetz et al. 2017; Kovetz et al. 2019). Some of the advantages of intensity mapping are that it captures all sources of emission rather than a biased sample of only the brightest sources. It also puts significantly lower requirements on telescope size, as the angular resolution need not be sufficient for individual source detection. Similarly, because individual objects do not need to be detected at a high signal-to-noise ratio, intensity mapping surveys can quickly cover large cosmic volumes, providing a complete census of emitting gas.

Intensity mapping has developed rapidly in the past fifteen years. Pathfinding intensity mapping surveys have used pre-existing telescopes to detect aggregate emission from the 21-cm line of neutral hydrogen (HI) (Pen et al. 2009; Chang et al. 2010; Masui et al. 2013; Switzer et al. 2013; Wolz et al. 2017; Anderson et al. 2018; Wolz et al. 2021) via cross-correlation with optical galaxy surveys. Several dedicated 21-cm intensity mapping experiments are now underway, targeting both the epoch of reionization (e.g., LOFAR, van Haarlem et al. 2013, and SKA precursors HERA and MWA, DeBoer et al. 2017; McKinley et al. 2018) as well as the era of dark energy dominance (e.g., CHIME, Bandura et al. 2014, Torder, Chen 2012, HIRAX, Crichton et al. 2021, SKA precursor MeerKAT, Wang et al. 2021, and BINGO, Abdalla et al. 2021). The initial focus on the 21-cm line has expanded to include [C II], the rotational lines of CO, Lyman α, Hα, Hβ, and more (Kovetz et al. 2019).

The COPPS survey has utilized the Sunyaev-Zel’dovich Array (SZA) to make tentative detections of CO emission at $z \sim 2.6$ in cross-correlation with spectroscopic galaxy surveys (Keenan et al. 2008; Visbal et al. 2011; Kovetz et al. 2019).
and lowz galaxy catalogs are well-sampled enough that shot noise is subdominant at the redshifts and angular scales we consider. The BOSS quasar sample used in Planck×QSO, on the other hand, is dominated by shot noise due to the sparser sampling.

1.1 Spherical harmonic tomography

We cross-correlate FIRAS data with cosmological overdensity inferred from the BOSS spectroscopic galaxy redshift survey to search for extragalactic [CII] emission. Two competing effects make the BOSS CMASS \((0.41 < z < 0.75)\) and lowz \((0.06 < z < 0.49)\) especially well-tuned for this goal. The growth of large-scale structure and geometric factors yield increasing density contrast on large angular scales where FIRAS is most sensitive. However, by \(z < 0.25\) \((\nu > 1500\,\text{GHz})\), the FIRAS noise rises dramatically. For our analysis, we bin the CMASS and lowz galaxy maps into redshift slices that correspond to the FIRAS frequency channels for the [CII] line. We then use the technique of spherical harmonic tomography (SHT) (see, for example, Asorey et al. (2012); Nicola et al. (2014); Lanusse et al. (2015)) to compute the angular cross-power spectrum, \(C_{\ell}^T(z, z')\), between the FIRAS maps and BOSS galaxy overdensities at each pair of redshifts.

With a fine enough binning in redshift, SHT captures the complete information available in the power spectrum (Asorey et al. 2012), and it is well-matched to large area surveys such as BOSS, where a flat-sky approximation would introduce significant distortions. In order to fit our data to a model, the expected angular clustering signal, \(C_{\ell}^T(z, z')\), must be computed by integrating a 3D power spectrum model over highly oscillatory Bessel functions (details included in section 4.1). Standard anisotropy codes, such as CAMB (Lewis & Challinor 2011) and CLASS (Di Dio et al. 2013, 2014), include methods for performing this integration (with or without the Limber approximation).

We describe the analysis over several sections. Section 2 motivates the \(C_{\ell}(z, z')\) statistic, explains how to use the pseudo-\(C_{\ell}\) technique to compute \(C_{\ell}(z, z')\) for surveys with partial sky coverage, and describes the likelihood function we use for parameter estimation with \(C_{\ell}(z, z')\). Section 3 describes the FIRAS dataset, viewed as a [CII] intensity map, and the BOSS CMASS and lowz data sets, viewed as binned galaxy over-density maps. Section 4 describes our dark matter model and its use in fitting the [CII] and CIB amplitude to our FIRAS×BOSS data. It also describes how we model the FIRAS×BOSS covariance by fitting parametric models to the BOSS×BOSS and FIRAS×FIRAS data. Section 5 discusses our [CII] constraints and how they relate to other measurements and astrophysical models. We conclude in Section 6.

2 PARAMETER ESTIMATION WITH THE \(C_{\ell}(Z, Z')\) STATISTIC

2.1 Motivating the estimator

We perform our analysis with Spherical Harmonic Tomography (SHT), a two-point statistic wherein each redshift slice of data is decomposed into spherical harmonics, and the angular power spectrum, \(C_{\ell}(z, z')\), is calculated between each pair of redshift slices. SHT captures the complete information available in the more typically used three-dimensional power spectrum statistic, \(P(k)\) (Asorey et al. 2012). The SHT technique has already been used in several clustering analyses and forecasts for galaxy surveys (e.g. Thomas et al. (2011); Leistedt et al. (2013); Balaguer-Antolínez et al. (2018);
proaches that remove foregrounds in map space before the two-point analysis must contend with signal loss (Switzer et al. 2015; Cheng et al. 2018). With SHT, the covariance of \( C_\ell(z, z') \) can be constructed to include information about foregrounds. The inverse covariance weights the data in the likelihood analysis for the line brightness, suppressing modes contaminated by foregrounds self-consistently with the parameter estimation. Additionally, the \( C_\ell(z, z') \) model can include signal terms such as the cross-correlation of a galaxy redshift sample with the correlated continuum emission of the galaxies in the IM volume (Serra et al. 2014a; Pullen et al. 2018; Switzer et al. 2019).

SHT also introduces several new challenges to the analysis. First, it places significant requirements on memory for the computation of the likelihood. This is because the size of the covariance scales as \( N_p^2 N_w^2 \), where \( N_p \) is the number of redshift bins and \( N_w \) is the number of angular bins. For FIRAS, this is fairly manageable because we analyze only three angular bins and about 15 redshift slices for each of FIRASxCMASS and FIRASxLOWZ. The size of the covariance will be more challenging for future instruments with higher spectral and angular resolution.

The visualization of \( C_\ell(z, z') \) and its errors presents an additional challenge. The extra dimensionality of \( C_\ell(z, z') \), which allows it to measure redshift evolution, also means that angular and redshift information cannot be shown in a single plot. We develop several approaches for displaying the data and describing the goodness of fit to high-dimensional data with complex covariance. Lastly, the evaluation of the \( C_\ell(z, z') \) model is computationally expensive. Since the current generation of IM observations focuses on detection and measurements of line brightness (Kovetz et al. 2019), this is not an issue. In this regime, the \( C_\ell(z, z') \) model can be constructed from linear combinations of cosmological clustering and shot noise templates that need only be calculated once. In contrast, studies of large-scale structure acquire information from the nonlinear dependence of \( C_\ell(z, z') \) on cosmological parameters, so can require expensive recalculations using the anisotropy. Recent work has accelerated the integrals that convert \( P(k, z) \) to \( C_\ell(z, z') \) without using the Limber approximation (Campagne et al. 2017; Schöneberg et al. 2018), making cosmological parameter estimation with \( C_\ell(z, z') \) more practical.

2.2 Computing \( C_\ell(z, z') \) with Incomplete Sky Coverage

Extensive work in CMB data analysis has developed an approach (Hivon et al. 2002) for dealing with incomplete sky coverage and an approximate formula for the covariance it induces between angular scales (Tristram et al. 2005). The code package NaMaster (Alonso et al. 2019; Alonso 2018) includes this full functionality, along with contaminant removal for polarized and unpolarized maps, on both large curved-sky maps and small maps, using a flat-sky approximation.

For observed maps \( A \) and \( B \) with known, possibly different, inverse noise weights and beams, the angular power spectrum of the inverse noise weighted maps is the pseudo-\( C_\ell \) spectrum (Hivon et al. 2002), which we label \( D_\ell \), following the notation of Tristram et al. (2005). The pseudo-\( C_\ell \) spectrum is related to the true full-sky angular power spectrum \( C_\ell \) by

\[
D_\ell = \sum_\ell M^{AB}_\ell \omega_A^A \omega_B^B C_\ell, \tag{1}
\]

where \( \omega_A^A \) is the product of the beam and pixel window function of map \( A \), \( \omega_B^B \) is the product of the beam and pixel window function of
map $B$, and $M_{\ell'\ell''}^{AB}$ is the mixing matrix, computed via

$$M_{\ell'\ell''}^{AB} = \frac{2\ell' + 1}{4\pi} \sum_{\ell'''} (2\ell''' + 1) W_{\ell'''}^{AB} \left( \begin{array}{ccc} \ell' & 0 & 0 \\ 0 & \ell & \ell'' \end{array} \right)^2,$$  \hspace{1cm} (2)

where $W_{\ell'''}^{AB}$ is the angular power spectrum of the inverse noise spatial weights of maps $A$ and $B$, and $\left( \begin{array}{ccc} \ell' & 0 & 0 \\ 0 & \ell & \ell'' \end{array} \right)$ represents a Wigner 3-j symbol. These formulas work for both auto and cross-correlations. The mixing matrix is not invertible with partial sky coverage, and it is convenient to define the binned pseudo-$C_{\ell}$ spectrum and binned mixing matrix. Here, a range of multipoles $\ell$ are combined into a bandpower $b$, for which the mixing matrix of bandpowers $b$ and $b'$ is invertible using suitable binning. Define $B_{b}\ell$ as a binning matrix that averages blocks of consecutive $\ell$s into bins indexed by $b$ and define $B_{b}^{\ell}$$\ell'$ as an equivalent unbinning matrix that assigns the average value of a bin $b$ to each $\ell$ within that bin. Then, define the binned quantities

$$D_{b} = \sum_{\ell} B_{b}\ell D_{\ell},$$

$$M_{\ell b}^{AB} = \sum_{\ell',\ell''} B_{b}\ell' M_{\ell'\ell''}^{AB} B_{b}\ell'' B_{\ell'\ell''}^{AB}.$$  \hspace{1cm} (3)

If the bin size is wide enough, $M_{\ell b}^{AB}$ is invertible even for partial sky coverage. One can then form an estimate, $\hat{C}_{b}$, of the binned angular power spectrum from the observed binned pseudo-$C_{\ell}$ spectrum, $\hat{D}_{b}$, via

$$\hat{C}_{b} = \sum_{b'} (M_{bb'}^{AB})^{-1} \hat{D}_{b'}.$$  \hspace{1cm} (4)

This procedure should only recover the true angular power spectrum if $C_{\ell}$ is constant within each bin $b$. Since this is not generally the case, to compare $C_{b}$ to a model $C_{\ell}$, as we do in Section 4, we always compute or simulate the expected binned angular power spectrum, $\tilde{C}_{b}$, which is related to the model via

$$\tilde{C}_{b} = \sum_{b'} (M_{bb'}^{AB})^{-1} \sum_{\ell} B_{b}\ell^{\prime} M_{\ell'\ell''}^{AB} B_{b}\ell'' B_{\ell'\ell''}^{AB} C_{\ell'}.$$  \hspace{1cm} (5)

If one assumes that the true $C_{\ell}(z,z')$ distribution is Gaussian, then the $b = b'$ terms of the covariance can be roughly approximated as

$$\langle \Delta C_{b}^{A\times B}(z_1, z_2) \Delta C_{b}^{A\times B}(z_3, z_4) \rangle \approx \frac{1}{f_{\text{sky}} \Delta(2\ell + 1)} \left[ C_{b}^{A\times A}(z_1, z_3) C_{b}^{B\times B}(z_2, z_4) + C_{b}^{A\times B}(z_1, z_4) C_{b}^{B\times A}(z_2, z_3) \right],$$  \hspace{1cm} (6)

where $f_{\text{sky}}$ is the fraction of the sky seen by the survey and $\Delta$ is the width of the bin centered at $\ell$. For intensity mapping tomography, the first term is the product of the autopower of the IM data $C_{b}^{IM}$ and the galaxy survey $C_{b}^{g}$, and the second term is the product of cross-powers $C_{b}^{g}$ between the IM data and the galaxy survey. For the FIRASXBOSS analysis, the first term dominates the covariance due to the high thermal noise and large (at low $\ell$) Milky Way foreground signal present in $C_{b}^{IM}(z,z')$. So, as a rough rule of thumb, the $b = b'$ terms of the cross-power covariance are

$$\langle \Delta C_{b}^{A}(z_1, z_2) \Delta C_{b}^{g}(z_3, z_4) \rangle \approx \frac{1}{f_{\text{sky}} \Delta(2\ell + 1)} \left[ C_{b}^{IM}(z_1, z_3) C_{b}^{g}(z_2, z_4) \right].$$  \hspace{1cm} (7)

Appendix A applies this equation to derive an approximate formula for the expected sensitivity that a cross-power survey could achieve on the line intensity. The covariance can be more accurately approximated under the assumption of large sky coverage (Tristram et al. 2005), formula included in Appendix C) or computed via simulated draws from an assumed $C_{\ell}(z,z')$ model and repeated pseudo-$C_{\ell}$ computation of the resulting $C_{b}(z,z')$. For our BOSSXBOSS analysis, we use the approximate covariance of Tristram et al. (2005), as it matches our simulations well. For the FIRASXFIRAS and FIRASXBOSS analysis, the approximation fails to match simulations, so we instead use a fully simulated covariance. We suspect that the inconsistency between the simulations and the approximate formula is due to the combination of small sky coverage and the steep angular index of the Milky Way foregrounds. Further details on the covariance used for each analysis are included in Section 4.3.

### 2.3 Implementing the estimator

For a range of binned multipoles indexed by bandpower $b$, the computed $C_{b}(z,z')$ is a rank-3 tensor, indexed by $b$, $z$, and $z'$. To perform a likelihood analysis, we define $x$ as a flattened vector of all the unique elements of $C_{b}(z,z')$.

$$x = \text{vec}(C_{b}(z,z')).$$  \hspace{1cm} (8)

Note that for auto-powers, there are only $N_{b} \times N_{\ell} \times (N_{\ell} + 1)/2$ unique elements, since $C_{b}^{A\times A}(z,z') = C_{b}^{A\times A}(z',z)$. For the cross-power, all elements are unique, and $x$ has a length of $N_{b} \times N_{\ell} \times N_{\ell}$. The likelihood formed from $C_{b}(z,z')$ is well-studied in CMB literature (see e.g., Hamimeche & Lewis 2008) for a survey of likehood forms depending on assumptions. If the amplitudes of the spherical harmonics $a_{\ell m}(z)$ of the maps are drawn from an underlying Gaussian $C_{\ell}(z,z')$ distribution, then the resulting measured vector of anisotropies, $\hat{x}$, is Wishart-distributed. With our bin size of $\Delta \ell = 9$, and for the $\ell$-range with signal sensitivity (see Figure 7), the number of modes contributing to each bin is high enough that the Wishart distribution is reasonably well-approximated by a Gaussian distribution

$$-2 \ln L = [x(\Theta) - \delta]^{T} [\Sigma(\Theta)]^{-1} [x(\Theta) - \delta] + \ln |\Sigma(\Theta)| - 2k \ln (2\pi),$$  \hspace{1cm} (9)

where $\Sigma(\Theta)$ is the bandpower covariance matrix of the flattened data vector and includes binned angular $b - b'$ coupling induced by incomplete sky coverage. $x$ is a flattened vector of the $C_{b}(z,z')$ estimate computed from the data, and $x(\Theta)$ is a flattened vector of the $C_{b}(z,z')$ model, which depends on the science parameters of interest, $\Theta$.

When analyzing multiple datasets, such as galaxy surveys and intensity maps, the likelihood can be expanded to apply to a data vector that concatenates the auto- and cross-powers of all the datasets. So, for the FIRAS and BOSS data, the data vector $\mathbf{x}$ could contain flattened FIRASXFIRAS, BOSSXBOSS, and FIRASXBOSS $C_{b}(z,z')$ estimates. If the thermal noise and galaxy shot noise were small, then the high correlation between the galaxy data and [C II] data, which trace the same matter fluctuations, could be exploited to remove cosmic variance from the measurement of the [C II] line intensity (McDonald & Seljak 2009; Bull et al. 2015; Abram et al. 2016; Switzer 2017b; Switzer et al. 2019; Oshholm & Switzer 2021). For this FIRASXBOSS analysis, thermal noise and foregrounds, rather than cosmic variance, are dominant sources of error, so the benefits of such an approach are negligible. However, future intensity mapping experiments may benefit from this approach. For simplicity, we focus on [C II] constraints from the cross-power, FIRASXBOSS, and we only use FIRASXFIRAS and BOSSXBOSS to validate the cross-power covariance model.
3 THE FIRAS AND BOSS DATA SETS

3.1 FIRAS Instrument and Data Set

FIRAS is a rapid-scan polarizing Michelson interferometer (Mather et al. 1993) on the COBE satellite that mapped the frequency spectrum of the full infrared sky at a coarse angular resolution. The frequency spectrum for each pointing was obtained via an inverse Fourier transform of the interferogram of measured powers over a discrete range of instrument path length differences. The resulting measurements of the sky spectrum are equal to the true spectrum convolved by the inverse Fourier transform of an apodization function (Fixsen et al. 1994). Figure 1 plots this frequency response function, which we shall denote $A(\Delta \nu)$.

The published FIRAS maps are binned in the HEALPix \footnote{http://healpix.sourceforge.net} (Górski et al. 2005; Zonca et al. 2019) format with resolution parameter $N_{\text{side}}=16$, corresponding to 3072 angular pixels, sufficient to sample the 7-degree beam. In addition to the sky maps, inverse-noise weight maps were produced based on fluctuations of the different interferograms contributing to each pixel. We upgrade the map binning to $N_{\text{side}}=128$ for analysis. This regridding does not gain any angular information from the FIRAS maps, but it allows finer, more accurate noise weights for the galaxy over-density maps. Figure 2 shows the inverse-noise weights at $N_{\text{side}} = 128$ for [CII] emission from $z \sim 0.52$.

The FIRAS beam is formed by a non-imaging parabolic concentrator, which creates a near-tophat beam response with 7-degree FWHM. This beam was measured by in-flight scans of the Moon (Figure 3). In addition to this intrinsic beam convolution, the finite time required to complete an interferogram combined with the FIRAS scan motion causes the maps to be further smoothed in the ecliptic scan direction by a 2.4-degree tophat function. We account for all beam, scan, and pixelization smoothing effects on the power spectrum via simulation: realizations of a model power spectrum are drawn at $N_{\text{side}} = 128$, convolved by the FIRAS beam model, convolved by a 2.4-degree tophat function in the ecliptic direction, degraded to $N_{\text{side}} = 16$, and re-grid onto $N_{\text{side}} = 128$. We then compute an angular transfer function in $\ell$ by calculating the ratio of the angular power spectrum calculated from these modified maps to the original angular power spectrum. The square root of this transfer function, denoted $\omega_{\text{FIR}}(\ell)$ (Figure 4), represents the combined beam, scan, and pixel window function for the FIRAS maps.

3.2 BOSS Data Set

The BOSS survey (Dawson et al. 2012) extends the Sloan Digital Sky Survey (SDSS). It was designed to measure the Baryon Acoustic Oscillation feature in the galaxy matter power spectrum. Precise spectroscopic redshifts were obtained for approximately 1.5 million galaxies in the redshift range $0<z<0.8$, selected to have approximately constant stellar mass. Details about the telescope and instruments of SDSS can be found in Fukugita et al. (1996), Gunn et al.
accounts for beam, scan, and pixelization effects. The separability assumption reduces shot noise in the catalog, limited by FIRAS noise. We define the boundary of the selection function and should be sufficiently accurate for the cross-correlation, limited by FIRAS noise. We plot the expected FIRAS noise, which is redshifted [C II] emission. We construct the CMASS and LOWZ galaxy selection functions, denoted $\hat{n}(z, \theta)$, by averaging their mock catalogs, assuming a selection function that is separable in angle and redshift. The separability assumption reduces shot noise in the selection function and should be sufficiently accurate for the cross-correlation, limited by FIRAS noise. We define the boundary of the survey by zeroing pixel weights where the selection function is more than 1.3 standard deviations below the angular average of the sample, which additionally de-weights some regions with lower coverage. The galaxy over-density field is then formed via

$$\delta^G(z, \theta) = \frac{n(z, \theta)}{\hat{n}(z, \theta)} - 1,$$

(10)

where $n(z, \theta)$ denotes the binned galaxy maps and $\hat{n}(z, \theta)$ denotes the selection function. Figure 6 displays the galaxy over-density maps and selection function for a single redshift slice at $z \sim 0.52$.

Previous analysis of the BOSS data has found evidence of systematic contamination from stellar populations at low $\ell$ (Loureiro et al. 2019a). We also find evidence of systematic low $\ell$ contamination, with spurious $z-z'$ correlations visible at the lowest $\ell$-bin of our analysis ($2 \leq \ell \leq 10$), indicative of a common systematic component across redshifts. $\chi^2$ tests of BOSS data compared to our fitted model are high when including this bin. However, they drop to expected values when excluding this bin. We cut this lowest angular bin and the next bin ($11 \leq \ell \leq 19$) from our analysis (see Figure 7).

4 SIGNAL MODEL AND PARAMETER FIT

The low spatial resolution of the FIRAS maps limits the range of scales to $2 < \ell < 47$, or five bandpowers with $\Delta \ell = 9$. Figure 7

\begin{figure}
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\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{The simulated FIRAS angular window function, $\omega_{FIR}(\ell)$, which accounts for beam, scan, and pixelization effects.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure5.png}
\caption{Galaxy counts as a function of redshift for the BOSS LOWZ (blue) and CMASS (red) populations. Plotted in yellow is the expected FIRAS noise angular power spectrum, $C_{\ell}$, at $\ell = 0$ for the corresponding frequencies of the [CII] line-structure line. For most of the angular modes accessible to FIRAS, the noise power spectrum will be higher, growing roughly proportional to the inverse of the square of the FIRAS beam and scan window function. For $\ell < 0.2$, the FIRAS noise grows rapidly. The shaded blue and red rectangles indicate the redshift ranges used for the cross-power analysis of the FIRAS data with the LOWZ and CMASS samples. These regions were selected because both the FIRAS thermal noise and galaxy shot noise are low.}
\end{figure}

BOSS data release 12 (Alam et al. 2015) includes 100 mock unclustered realizations of CMASS and LOWZ galaxies. We bin both the real catalogs and the unclustered mocks onto HealPix maps with $N_{\text{side}} = 128$, in redshift bins corresponding precisely to the FIRAS frequency bins under the assumption that the FIRAS signal is redshifted [CII] emission. We construct the CMASS and LOWZ galaxy selection functions, denoted $\hat{n}(z, \theta)$, by averaging their mock catalogs, assuming a selection function that is separable in angle and redshift. The separability assumption reduces shot noise in the selection function and should be sufficiently accurate for the cross-correlation, limited by FIRAS noise. We define the boundary of the

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure6.png}
\caption{Mollweide projection of the CMASS over-density map and selection function at $z \sim 0.52$, near the redshift peak of CMASS, in Galactic coordinates. There are several points in the over-density map well above 4, but we choose to saturate the scale at 4 to show the broad clustering features.}
\end{figure}
shows the expected variance on the cross-power signal for each ℓ and the ℓ-bins we use in this analysis. Since the first of the five available ℓ-bins shows signs of stellar contamination in the BOSS sample, we drop it from our analysis. We also eliminate the second ℓ-bin because, in that bin, the mode mixing caused by partial sky coverage combines with the steep angular index of Milky Way emission to mix the FIRAS auto-power negative. This makes the empirical FIRAS model non-positive definite in that bin and therefore unusable as verification for our cross-power fits. Consequently, we use only the last three bins, as indicated in Figure 7, which contain most of the sensitivity. In principle, extra information could be obtained at higher ℓ by re-making the FIRAS maps from the raw data at higher Nside, but in practice, the 7-degree beam of the FIRAS instrument diminishes the signal-to-noise ratio at higher ℓs (see the upward trend in noise-to-signal ratio for Cℓ0(z, z′) at ℓ > 35 in Figure 7). To model the errors, we also restrict the FIRAS×FIRAS and BOSS×BOSS analysis to these same 3 ℓ-bins, even though much higher ℓ information is available from the BOSS catalog. Similarly, we must restrict the FIRAS×FIRAS analysis to the sky fraction covered by the BOSS galaxy survey to avoid over-estimating the error bars by including the bright Galactic plane, which has no overlap with the BOSS North or South fields.

4.1 Dark Matter Model

Both our BOSS×BOSS and FIRAS×BOSS models require the dark matter angular power spectrum of the overdensity field, Cℓ0(z, z′). We calculate this angular power spectrum with the Boltzmann code CLASS (Di Dio et al. 2013, 2014), using cosmological parameters inferred from the Planck 2015 (Ade et al. 2016) temperature and low-ℓ polarization maps (TT+LowP). The Halofit routine (Smith et al. 2003) provides nonlinear corrections to the power spectrum. However, on the several-degree scales of this analysis, the fluctuations are well-described by linear perturbation theory (kmax ~ ℓmax/χ(z)min ~ 50 h/Mpc ~ 0.06 h/Mpc), and nonlinear corrections are small. CLASS computes the angular power spectrum from the 3D power spectrum, P(k), according to the equation

\[ C_{\ell}^{AxB}(z, z′) = \frac{2}{\pi} \int k^2 P^0(k, z=0)W_A^2(k, z)W_B^2(k, z′)dk, \]

where \( P^0(k, z=0) \) is the dark matter power spectrum at the current epoch, and, if there are no redshift space distortions (RSDs),

\[ W_A(k, z) = b_A \int \phi_z(z′′)G(z′′, k)j_\ell(k\chi(z′′))dz′′, \]

where \( b_A \) is the bias for dark matter tracer \( A \), \( \phi_z(z′′) \) is a tophat redshift selection function that is non-zero only over the range of the redshift slice centered at redshift \( z \) and normalized to integrate to 1, \( j_\ell \) is a spherical Bessel function of the first kind with parameter \( \ell \), \( G(z′′, k) \) is the growth factor, and \( \chi(z′′) \) is the radial comoving distance to the shell at redshift \( z′′ \). Linear redshift space distortions (RSDs) can be included (Fisher et al. 1994; Padmanabhan et al. 2007) by replacing \( W_A(k, z) \) with \( W_A^{tot}(k, z) \), where

\[ W_A^{tot}(k, z) = W_A(k, z) + W_RSD(k, z), \]

\[ W_RSD(k, z) = b_A \int \beta_A(z′′)\phi_z(z′′) × \]

\[ \left[ \frac{2\ell^2 + 2\ell - 1}{(2\ell + 3)(2\ell - 1)} j_\ell(k\chi(z′′)) - \frac{\ell(\ell - 1)}{(2\ell - 1)(2\ell + 1)} j_{\ell-2}(k\chi(z′′)) - \frac{\ell(\ell + 1)}{(2\ell + 1)(2\ell + 3)} j_{\ell+2}(k\chi(z′′)) \right] dz′′, \]

where \( \beta_A(z) = f(z)/b_A \), with \( f(z) \) being the logarithmic growth rate of linear perturbations in the matter power spectrum. The \( C_{\ell}^{AxB}(z, z′) \) that results from using \( W_A^{tot}(k, z) \) and \( W_B^{tot}(k, z) \) contains cosmological terms proportional to \( b_Ab_B \), proportional to \( (b_A+b_B)/2 \), and independent of both \( b_A \) and \( b_B \). We label these terms \( C_{\ell}^{(2)}(z, z′) \), \( C_{\ell}^{(1)}(z, z′) \), and \( C_{\ell}^{(0)}(z, z′) \) respectively. They are calculated from CLASS via linear combinations of \( C_{\ell}(z, z′) \) computations without RSD and bias 1, with RSD and bias 1, and with RSD and bias 0. With this formalism, the cross-power spectrum of two biased matter tracers is given by

\[ C_{\ell}^{AxB}(z, z′) = b_Ab_B C_{\ell}^{(2)}(z, z′) + \frac{b_A+b_B}{2} C_{\ell}^{(1)}(z, z′) + C_{\ell}^{(0)}(z, z′). \]

The bias dependence of these terms is reminiscent of the Kaiser correction in power spectrum space. Indeed, these equations can be derived by including the Kaiser enhancement term in a plane-wave expansion of the power spectrum and integrating along the line-of-sight (Padmanabhan et al. 2007).

We do not model finger-of-God effects or redshift smearing due to spectroscopic survey errors since our redshift bin size of Δz ~ 0.02 is more than 10 times larger than the 400 km/s satellite galaxy velocity dispersion fit and 30 km/s spectroscopic error fit found by Guo et al. (2015)’s analysis of CMASS galaxies. Analyses with sufficient redshift resolution to resolve the finger-of-God effect can include it in the signal model by smoothing the radial window function in the
\[ C(\ell, \Delta) = \int_{z} d\ell \int_{\Delta z} d\Delta z \frac{d\ell_{\text{CM}}}{d\Delta z} A_{\Delta z}(\ell, \Delta z) \times \left[ b_\ell b_{\ell'} C^{(2)}(\ell, \Delta z) + b_\ell + b_{\ell'} C^{(1)}(\ell, \Delta z) + C^{(0)}(\ell, \Delta z) \right]. \]
4.3 Modeling the FIRAS×BOSS Covariance

The required pieces for the covariance used in the MCMC parameter estimation are models for: 1) the [C II] and CIB signal associated with cosmological clustering, 2) the BOSS signal associated with cosmological clustering, plus shot noise, and 3) the FIRAS thermal noise and foregrounds. In the following three subsections, we describe each of these models in turn. Appendix D describes our method of simulating the covariance from these three models.

4.3.1 [C II] and CIB Signal

We simulate the [C II] and CIB variance models through map-space simulations that include FIRAS instrumental effects. The [C II] and CIB signals are painted onto maps drawn from the cosmological clustering signal with linear bias. For the [C II] signal, this is accomplished by multiplying the drawn maps by \( I_{[\text{C II}]}(z) \). For the CIB signal, the maps are matrix-multiplied by \( \frac{dI_{\text{CIB}}(\nu, z', z'')}{dz''} \Delta z'' \), in a map-space analogy to Equation 16. These maps are then convolved by the FIRAS redshift response function, \( A(z) \).

The magnitude of the portion of the covariance that comes from this [C II] and CIB signal is a function of the [C II] and CIB amplitudes. In order to account for this, our covariance is constructed from a linear combination of four separate simulations (accounting for each cross-term). Appendix D describes this process.

4.3.2 Clustering signal and shot noise from BOSS×BOSS

We model the variance in the BOSS survey as a tracer of the dark matter with constant bias and linear RSD plus shot noise, or

\[
C^x_\ell(z, z') = b_G^x C^{(2)}_\ell(z, z') + b_G C^{(1)}_\ell(z, z') + C^{(0)}_\ell(z, z') + A_{SN}(\Omega_{\text{pixel}}) \delta(z, z'),
\]

where \( \Omega(z) \) is the average number of BOSS galaxies per pixel in each redshift slice, and \( \Omega_{\text{pixel}} \) is the angular size of a pixel in steradians. While the complete BOSS×BOSS power spectrum requires additional modeling to describe all scales (Loureiro et al. 2019a), this simple model with free parameters for a constant bias and shot-noise amplitude is sufficient to describe the BOSS variance relevant to the angular scales analyzed in FIRAS×BOSS. Due to the large number of galaxies in the CMASS and LOWZ samples and the limited \( \ell \)-range of our analysis, the shot noise is considerably smaller than the clustering signal, so \( A_{SN} \) is weakly constrained. The bias parameter is fit to a value of 1.81 and 1.82 for the LOWZ and CMASS samples, consistent with previous work (Salazar-Albornoz et al. 2017). We find reasonable \( \chi^2 \) values for both the CMASS (\( \chi^2 \) per degree of freedom of 1.02, PTE of 0.37) and LOWZ (\( \chi^2 \) per degree of freedom of 1.08, PTE of 0.12) fits. Figure 9 shows the measured \( C_\ell \) from CMASS versus the best-fit model for the three \( \ell \)-bins we consider.

The covariance we use for the BOSS×BOSS parameter estimation is computed using the approximate formula of Tristram et al. (2005) described in Appendix C. Since the covariance is a function of the model, an MCMC analysis must, in principle, recalculate the covariance for each different estimate of the underlying model parameters. For BOSS×BOSS, we instead employ an iterative approach. We make a best guess of the parameters, compute a covariance for that guess, find a new maximum likelihood solution using that covariance, and then repeat the procedure. After several iterations, this procedure has converged, and the parameters assumed in the model for the covariance equal the parameters at the maximum likelihood peak of our MCMC fit to within a fractional tolerance of 3 \( \times 10^{-3} \).

4.3.3 Thermal noise and foregrounds from FIRAS×FIRAS

We model the FIRAS thermal noise from the inverse noise variance weights provided by the FIRAS collaboration (FIRAS Collaboration 1997). Let \( W(\theta, z) \) represent the FIRAS inverse noise variance maps at \( N_{\text{side}}=128 \). Thermal noise contributes constant variance in \( \ell \)-space, given by \( N(z) = \Omega_{128}(W(\theta, z)) \Omega'_{128} \), where \( \Omega_{128} \) is the pixel size in steradians, and the angular average is taken only over pixels that overlap the BOSS galaxy survey. We then model the FIRAS thermal noise as

\[
N(\ell, z, z') = N(z) \Delta z'' N(z') \Delta z'' A(\nu(z) - \nu(z')) ,
\]

where \( A(\nu(z) - \nu(z')) \) accounts for the convolution of the FIRAS spectrum by the Fourier Transform Spectrometer’s frequency response function. The measured frequency correlations of the thermal noise agree with the covariance model of the FIRAS collaboration (FIRAS Collaboration 1997). For this thermal noise component, we compute the expected binned angular power spectrum (Equation 5) by applying the \( N_{\text{side}} = 16 \) pixel window function to \( N(\ell, z, z') \), binning into bandpowers, and then unmixing with the binned mixing

\[
\text{Figure 9. The BOSS×BOSS binned angular power spectrum, } C_\ell(z, z'), \text{ for the CMASS galaxies. The left and right columns show the data and the best-fit model, respectively. The rows show the three angular bins used in this analysis, each of size } \Delta \ell = 9 \text{ and centered at } \ell = 24, 33, \text{ and } 42. \text{ At the resolution of FIRAS, most of the cosmological clustering signal occurs on the diagonal, where } z = z', \text{ though there is also a small correlation between neighboring redshift bins, visible just off of the diagonal. The variation in amplitude along the diagonal is due to the redshift evolution of the growth factor, the change in physical scales being probed as a function of redshift, and changes in the CMASS galaxy density.}
\]
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There are four free parameters: the Milky Way amplitude that we fit to the FIRAS auto-power spectrum through the form
\[
C_{\ell}^{\text{MW}}(z,z') = A_{\text{MW}}^{2} \ell^{-\gamma} D(z,T_d) D(z',T_d). \tag{20}
\]
The spectrum of the Galactic emission, \(D(z,T_d)\), is modeled as semi-thermal dust emission, given by
\[
D(z,T_d) \propto \nu^{\beta} B_{\nu}(T_d), \tag{21}
\]
where \(\nu\) is converted to redshift assuming the [C II] line, \(\beta = 1.5\) (Planck Collaboration et al. 2014a), \(B_{\nu}\) is the Planck function, and the dust temperature \(T_d\) is a free parameter. In principle, the Milky Way emission is also convolved in the frequency direction by the frequency response function of the FIRAS spectrometer, but the effect is negligible for smooth spectral emission, so we do not include it. The full model we fit to the data is
\[
C_{\ell}^{\text{IM}}(z,z') = A_{\text{MW}}^{2} \ell^{-\gamma} D(z,T_d) D(z',T_d) + A_{N}(\ell,z,z'). \tag{22}
\]
There are four free parameters: the Milky Way amplitude \(A_{\text{MW}}\) at \(\ell = 1\) (units of MJy/sr), the dust temperature \(T_d\) (units of K), the unitless angular power-law index \(\gamma\), and a unitless factor \(A_{N}\) multiplying the expected noise signal (\(A_{N}\) is expected to be near 1).

Figures 10 and 11 show color plots of the best-fit models and the data for LOWZ and FIRAS respectively, over the full redshift and angular range of our analysis. Figure 12 shows the redshift diagonal of the data and best-fit models for both the LOWZ and CMASS redshift ranges, along with error bars estimated from Monte Carlo simulations drawn from the best-fit model, fully including the effects of FIRAS beam convolution, ecliptic scan convolution, pixelization, and partial sky coverage.

The covariance we use to fit FIRAS×FIRAS to our parametric model is simulated. We draw \(a_{\ell m}\) amplitudes from a Gaussian distribution whose variance is given by our model (Equation 22). We use this to produce 10,000 full-sky maps, to which we apply our FIRAS window function. We then use the FIRAS inverse-noise weights and window function to compute a simulated observed binned partial-sky \(C_{\ell}(z,z')\) for each of these 10,000 draws. The covariance computed from these simulated \(C_{\ell}(z,z')\) amplitudes accounts for the effects of beam convolution, ecliptic scan smearing, and partial sky coverage.

Since the covariance is a function of the assumed parameters for the model, it should, in principle, be recalculated for each different estimate of the underlying model parameters. For a simulated covariance, this procedure is computationally expensive. As with BOSS×BOSS, we instead employ an iterative approach for FIRAS×FIRAS. We make a best guess of the parameters, simulate a covariance for that guess, find a new maximum likelihood solution using that covariance, and then repeat the procedure. We repeat the above iteration until the \(\chi^2\) per d.o.f. converges to \(<1\%\). Figures 10, 11, and 12 show the parametric model compared to the measured FIRAS×FIRAS power spectrum. The fit converges to a 1% constraint on the thermal noise amplitude centered on 0.97 for LOWZ and 0.90 for CMASS. The three foreground parameters are correlated and weakly constrained but yield dust temperatures consistent with the 15–25 K measured over the region of the sky we observe (Liu et al. 2017). Milky Way emission contributes approximately half of the variance to the \(\ell = 24\) bandpower and is negligible at the other two bandpowers. Because there are relatively few spatial modes in the BOSS regions at \(\ell = 24\), and because the BOSS region is relatively clear of Milky Way emission, the constraint on the Milky Way contribution to \(\ell = 24\) is uncertain to 30%, but this uncertainty has a small impact on the final bounds on line brightness from FIRAS×BOSS. Since the foregrounds account for half of the redshift-diagonal variance at \(\ell = 24\), a 30% increase would cause a 15% increase in total \(\ell = 24\) bin variance. The \(\ell = 24\) bin makes up roughly half of the total [C II] signal-to-noise ratio, so this could at most increase the [C II] variance by 7.5%. In amplitude, a 3.75% increase in the final CII constraint is 0.01 MJy/sr. In reality, this is conservative because the foregrounds have long frequency correlations that the [C II] signal does not have, so most of the impact would instead be on the CIB constraint.

The best-fit parametric models have low \(\chi^2\) per d.o.f. (0.74 for LOWZ and 0.86 for CMASS), indicating that the error model may be overestimated. An alternative to the parametric model approach is instead to use the measured auto-power spectrum of the FIRAS data, \(C_{\ell}^{\text{IM}}\), as the model of variance in the FIRAS data cube. The attraction of this approach is that it captures features that could be missing in any parametric model fit. Unfortunately, because the FIRAS auto-power signal also contains the [C II] and CIB signal, this approach introduces cosmic bias wherein high-scattering modes with more [C II] and CIB signal are artificially down-weighted in the cross-power analysis. This could bias both the measured [C II] signal and its error bars low, an effect we have measured in simulations. Although the measured FIRAS auto-power cannot be used in a covariance model acting on the actual cross-power data, we use it on simulated cross-power signal to verify that our parametric model produces similar error bars on the FIRAS×BOSS parameters. Appendix E shows the results of two sets of simulations, one with a covariance that uses the measured FIRAS auto-power and one with a covariance that uses our best-fit parametric model. The two models yield nearly identical error contours on the cross-power parameters.

We note that the complete FIRAS covariance has additional terms with complex structure, described in FIRAS Collaboration (1997), which includes correlations jointly between frequencies \(\nu, \nu'\) and position vectors \(\hat{n}, \hat{n}'\) on the sky. In the frequency range studied here and the survey region outside the Galactic plane, this covariance is dominated by thermal detector noise, which is diagonal in \(\hat{n}, \hat{n}'\), and by the correlated structure across frequencies produced by Milky Way emission, at low multipoles. In measurements with future instruments that achieve high significance, the absolute calibration error must also be included. The FIRAS auto-power also contains the [C II] signal and the continuum CIB, but at a low level that negligibly effects our parametric thermal noise and foregrounds fits. In addition, there are several prominent Galactic spectral lines (Fixsen et al. 1999). The only line that falls in the frequencies of our analysis is the 205.3 \(\mu\)m NII line. Although this line is visible in the full-sky FIRAS auto-power spectrum, it is not detectable when we restrict the data to the BOSS survey regions, which are out of the Galactic plane, so we do not include it in our model.

5 DISCUSSION

Figure 13 compares FIRAS×BOSS upper limits on \(b_{[\text{C II}]}/I_{[\text{C II}]}\) to several representative physical models of [C II] brightness as a function of redshift. It also shows the Planck×QSO intensity mapping constraint from Yang et al. (2019), assuming that the excess power detected is [C II] emission. Models that do not scale [C II] emission with star formation rate evolution are disfavored because their low-
Figure 10. The FIRASxBOSS binned angular power spectrum, $C_\ell(z, z')$, in the LOWZ redshift range for three angular bins of width $\Delta \ell = 9$, centered at $\ell = 24, 33,$ and 42. The left column shows the data, and the right column shows the best-fit model, of the form of Equation 22. The structure on the diagonal of the plots is due to thermal noise, with small just-off-diagonal correlations due to the FIRAS frequency window function, $A(\nu)$. The thermal noise increases with higher $\ell$, roughly as the inverse of the FIRAS beam and scan window function squared. The foregrounds are visible in the $\ell = 24$ bin as a roughly constant offset to all $z, z'$ combinations. The foreground amplitude is comparable to the thermal noise at $\ell = 24$, but it drops at higher $\ell$ with a power-law index of $\gamma = -2.3$. The foregrounds are negligible compared to the thermal noise at $\ell = 33$ and $\ell = 42$.

redshift [C II] emission is too bright. Models that scale [C II] emission with star formation rate can be calibrated with physical parameters to be consistent with both FIRASxBOSS and PlanckxQSO.

The yellow dotted region in Figure 13 shows the range of [C II] amplitudes predicted by the collisional excitation model from Gong et al. (2012), hereafter G12. In this model, the mean [C II] intensity is computed through a simple radiative transfer model whose free parameters are the number density $n_e$ and kinetic temperature $T_e^K$ of electrons within the emitting galaxies. The yellow dotted region spans the range of $T_e^K$ and $n_e$ values considered by G12. Because this model predicts comparatively bright [C II] emission, Yang et al. (2019) argue that it provides the best-fit to their measurement and use their result to place constraints on the two free parameters. FIRASxBOSS upper limits at $z < 0.5$ rule out the brightest range of the G12 predictions. Since it is this bright end that is consistent with the Yang et al. (2019) measurement at $z \sim 2.6$, the G12 model is disfavored to explain the FIRASxBOSS and PlanckxQSO [C II] measurements.

The G12 model was originally created to forecast emission at much higher redshifts, during the epoch of reionization. Since [C II] luminosity is expected to be correlated with star formation, we qualitatively expect the [C II] amplitude to follow the cosmic star formation history and come to a peak around $z \sim 2-3$, declining to the present day (Madau & Dickinson 2014). This is not seen in the G12 model, which monotonically increases as we move to lower redshift. Thus the bright G12 predictions, which are disfavored by the combination of FIRASxBOSS and PlanckxQSO, may not be a physically accurate estimate of the true [C II] evolution during more recent epochs since $z \sim 2$.

Next, we consider the scaling models from Silva et al. (2015) (hereafter S15), shown as the hatched purple region in Figure 13. Silva et al. (2015) consider four different empirically-calibrated power-law scaling relations between [C II] luminosity and star formation rate (SFR). The hatched purple region shows the full range of [C II] luminosity predictions from the four values of the slope and amplitude of this power-law scaling from their Table 1. Although these models were originally constructed to predict [C II] intensity at reionization redshifts, they are correlated with the cosmic star formation history and thus show the qualitative redshift evolution we expect, with a peak at $z \sim 2$ and a decline at lower redshifts. These predictions fall a factor of 100 or more below our FIRASxBOSS upper limits at $z \sim 0.5$, putting them well below our ability to constrain. However, these models also fall well below the PlanckxQSO estimate, meaning they may also be pessimistic predictions.

Next, we examine the “semi-empirical” model from Sun et al. (2019) (hereafter S19), plotted as a dashed green curve. This calculation falls somewhat between the other two. It uses a physically motivated scaling between the [C II] and infrared luminosity of a halo. This scaling is parameterized in terms of the photoelectric heating efficiency from dust grains, $\epsilon_{PE}$. The distribution of galaxy infrared luminosities is calibrated to empirical measurements of the cosmic infrared background (Planck Collaboration et al. 2014b). This model also predicts a fiducial [C II] amplitude well below our limits and the Yang et al. (2019) measurement. However, as shown in Figure 10 of S19, the [C II] intensity can be brought into agreement with the PlanckxQSO measurement, if one increases $\epsilon_{PE}$ by a factor of $\sim 6$ from their fiducial number. The authors, however, note that this...
higher value may lead to tension with the observed relation between [C II] luminosity and star formation rate in low-redshift galaxies. The redshift evolution of this rescaled S19 model is plotted as the dashed blue curve in Figure 13. In contrast with the G12 model, we find that our FIRAS measurements are fully consistent with the redshift evolution seen here, even scaling to the brighter emission at \( z \approx 2.6 \) suggested by Yang et al. (2019).

We also include, in red, an empirical fit from Padmanabhan (2019) (hereafter P19), which uses the technique of abundance-matching to fit a power-law luminosity function with an exponential cut-off to the measured \( z \approx 0 \) [C II] luminosity function from Hemmati et al. (2017). The amplitude of [C III] emission in P19 evolves with redshift as a power-law of the observed star-formation rate density, whose redshift evolution was measured by Madau & Dickinson (2014). The power-law index is fit to be consistent with the \( I_{\text{[C II]}} \) value reported by Pullen et al. (2018) at \( z \approx 2.6 \). In order to accommodate this large increase in intensity from \( z \approx 0 \) to \( z \approx 2.6 \), the best-fit value for this index is \( 1.79 \pm 0.30 \). This is substantially higher than the values near unity assumed in S15 (Silva et al. 2015), based on observations of individual local and high-redshift galaxies. The hatched red region shows the \( 1 - \sigma \) range for the P19 model fits, and the solid red line is the best-fit model. Because the P19 fit finds a lower mass range for [C II] emitters than that assumed in the model of Pullen et al. (2018), it has a lower value for \( b_{\text{[C II]}} \), and consequently, a lower value for \( b_{\text{[C II]}} I_{\text{[C II]}} \) at \( z \approx 2.6 \).

Figure 13 also includes a point at \( z \approx 0 \) from the luminosity function measurements of Hemmati et al. (2017), which integrates to \( 4.1 \pm 2.7 \) kJy/sr. The measured galaxies cover the \( 10^{6.5} \) to \( 10^{9.5} \) solar luminosity range, via a mix of direct detection of [C II] emission, at the bright end, and inference of [C II] emission via FIR brightness and color measurements, at the dim end. An integral of this luminosity function yields the expected [C II] brightness, \( I_{\text{[C II]}} \), but in order to plot \( b_{\text{[C II]}} I_{\text{[C II]}} \), a model for the [C II] bias must be assumed. We estimate a bias of 1, which corresponds to the value from the halo model used in appendix B. This roughly matches the bias evolution of all the models plotted, which predict decreasing bias at low redshift. This convergence of bias toward unity at low redshift occurs because, as halo masses increase at low redshift, the mass range for [C II]-hosting galaxies becomes less biased towards the higher mass end of the halo distribution.

The models that calibrate the [C II]-SFR relationship based on observations of known galaxies (S15) or on simple physical mechanisms (S19) struggle to decrease quickly enough at low redshift to be consistent with both Planck\( \times \)QSO and Hemmati et al. (2017). Assuming that the Planck\( \times \)QSO excess is [C II] emission, there are still several possible explanations. The estimated \( z \approx 0 \) [C II] bias of 1 could be too low. However, the required bias of 8 to bring Hemmati et al. (2017) to agreement with the re-scaled S19 model would be extremely large compared to biases typically inferred from these [C II] models. Alternatively, there could be an undetected population of low-luminosity [C II] galaxies. In fact, Hemmati et al. (2017) suggest the possibility of unmeasured faint low-metallicity dwarf-galaxies.
which would have a different [CII]-FIR calibration, contributing to the faint end of the [CII] luminosity function. This possibility highlights a trend where early intensity mapping results suggest unexpectedly bright cumulative emission compared to direct detection of individual objects. For instance, Breyssse et al. (2021a) suggests that potential bright CO emission detected by mmIME (Keating et al. 2020) may be due to a large population of dim CO galaxies. Indeed, this CO excess is of a similar order of magnitude to the difference seen here between the S19 and Planck×QSO [CII] values, hinting at a possibly related cause. Another possibility is that the assumption of these models, that [CII] emission is directly tied to the star formation rate, is too simple.

Conclusions here are limited by thermal noise in FIRAS. To meaningfully constrain the space of models, qualitatively new improvements in sensitivity are required. To put FIRAS in the context of what could be achieved by a modern mission, we compute the potential sensitivity achievable by cross-correlating maps from the proposed PIXIE satellite with the CMASS galaxy maps used in this paper. The Primordial Inflation Explorer (PIXIE) is a proposed NASA Explorer-class mission to measure the polarized imprint of primordial inflation on the CMB (Kogut et al. 2011), along with several other spectral distortions of the CMB (Chluba et al. 2021). PIXIE will conduct an all-sky survey with angular and spectral resolution and spectral coverage similar to FIRAS. However, the beam will be slightly smaller, and the noise level will be three orders of magnitude lower than FIRAS. These properties make PIXIE well-placed to study star-formation and scale-dependent bias as a test of non-Gaussianity via intensity mapping (Dizgah et al. 2019; Switzer 2017).

To assess PIXIE’s constraining power, we conduct a suite of 10,000 simulations with no [CII] signal. These simulations project that a cross-correlation of PIXIE maps with CMASS galaxies could place an upper limit of 100 Jy/sr on $b_{CII}/I_{CII}$ at 95% confidence (see the red transparent region in Figure 3). This result means that PIXIE×CMASS is easily sensitive enough to detect even the most pessimistic [CII] models at high significance.

In addition to PIXIE, many of the other planned or in-progress intensity mapping surveys described in Section 1 could shed useful light on the redshift evolution of the [CII] line. The TIM and EXCLAIM surveys will produce maps of [CII] at redshifts $\sim 1$ and $\sim 3$ respectively, with considerably more sensitivity than FIRAS and better spectral resolution than Planck. Parallel measurements of CO emission over similar redshift range, though they track somewhat different ISM physics, are still strongly correlated with star formation and will be quite complementary to the [CII] measurements. The COMAP survey has produced early science limits on CO(1-0) emission in a similar redshift range to the Planck×QSO [CII] observation, and should have sufficient sensitivity to explore these discrepancies with their full data set (Chung et al. 2021; Breyssse et al. 2021b). Similarly, though the TIME, CONCERTO, and FYST surveys primarily target reionization-era lines, they have several CO “foregrounds” which would overlap with the FIRAS redshift range, potentially enabling deeper measurements.

### 6 CONCLUSION

Our analysis constrains the product of the bias and specific intensity of [CII], $b_{CII}/I_{CII}$, to be $<0.31$ MJy/sr at $z\sim 0.35$ and $<0.28$ MJy/sr at $z\sim 0.57$ at 95% confidence. Through both FIRAS’ unique capability for tomographic measurement and the depth of BOSS data at these redshifts, bounds on [CII] developed here are competitive with those achieved in the recent analysis of Planck data (Yang et al. 2019; Pullen et al. 2018). We rule out a swath of collisional excitation models consistent with Planck×QSO, but note that those models were not designed to predict low redshift [CII]. [CII] emission is expected to correlate with the star formation rate, which appears to have peaked at $z\sim 2 – 3$ and then declined at later redshifts (Madau & Dickinson 2014). Our constraints are consistent with all models that include this expected correlation of [CII] emission with star formation rate. If the high [CII] intensity measured from Planck×QSO is accurate, then [CII] models with realistic redshift evolution tied to the star formation rate predict $b_{CII}/I_{CII} \approx 0.1$ MJy/sr at $z\sim 0.5$. This expected value is nearly within reach of the FIRAS data. Measurements described here are limited by FIRAS thermal noise and angular resolution rather than the depth of the galaxy redshift survey, so substantial further progress will require new intensity mapping measurements. We show that the proposed PIXIE mission could detect even pessimistic models for [CII] emission. The SHT approach developed here also applies well to wide-field surveys such as HIRAX, CHIME, TianLai, HERA, and SPHEREx, both in auto-power and crosspower. The SHT is broadly well-matched to intensity mapping analysis through its ability to capture all Gaussian
information directly in observed map space and to easily account for survey effects such as the curved sky and inhomogeneous noise.
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APPENDIX A: CROSS-POWER APPROXIMATE SENSITIVITY FORECAST

The complete tomographic likelihood for $C_{b}^{\nu}(z, z')$ has a complex structure. This appendix simplifies the sensitivity to its essential elements to provide some intuition. For a survey where the intensity map auto-power is noise and/or foreground dominated, the covariance on the cross-power along the angular diagonal ($b = b'$) is roughly

$$
\langle \Delta C_{b}^{\nu}(z_1, z_2) \Delta C_{b}^{\nu}(z_3, z_4) \rangle \approx \frac{1}{f_{sky}(2\ell + 1)} C_{b}^{\text{IM}}(z_1, z_3) C_{b}^{\nu}(z_2, z_4). \tag{A1}
$$

FIRAS lacks the redshift resolution for there to be a significant signal in the [C II] or galaxy angular cross-power when $z \neq z'$. Considering only cross-correlations between the same redshift slice, the covariance ($\Delta C_{b}^{\nu}(z_1, z_2) \Delta C_{b}^{\nu}(z_3, z_4)$) is zero except along the redshift diagonal $z_1 = z_2 = z_3 = z_4$. We also assume that the bandpowers are broad enough to have negligible correlations for $b \neq b'$. Dropping redshift subscripts, the binned [C II] cross-power signal can be modeled as $C_{b}^{\nu} = b_{[\text{C II}]} I_{[\text{C II}]} C_{b}^{\nu}$, where $C_{b}^{\nu}$ is the binned dark matter angular power spectrum, $b_{[\text{C II}]}$ is the bias of [C II] galaxies, and $I_{[\text{C II}]}$ is the specific intensity of [C II] emission. From this signal model and Equation (A1), the variance on a determination of $b_{[\text{C II}]} I_{[\text{C II}]}$ from the angular cross-power of any single redshift and an angular bin is

$$
\sigma_{b_{[\text{C II}]}}^{2}(\text{per}-z, b) \approx \frac{1}{f_{sky}(2\ell + 1)} C_{b}^{\text{IM}} C_{b}^{\nu} C_{b}^{\text{IM}} C_{b}^{\nu} . \tag{A2}
$$

The total constraining power is an inverse variance weighted sum over the angular and redshift bins,

$$
\sigma_{b_{[\text{C II}]}}^{2} \approx \left[ \sum_{b, z} \frac{1}{f_{sky}(2\ell + 1)} C_{b}^{\text{IM}} C_{b}^{\nu} C_{b}^{\text{IM}} C_{b}^{\nu} \right]^{-1} . \tag{A3}
$$

From this formula, we predict a sensitivity of 0.27 MJy/sr (2σ) on $b_{[\text{C II}]} I_{[\text{C II}]}$. In computing this estimate, we have neglected foregrounds and assumed that only thermal noise contributes to $C_{b}^{\text{IM}}$, since smooth foregrounds are de-weighted with only a small penalty to sensitivity. This simple estimate closely matches the precision we achieve with the complete calculation.

APPENDIX B: DETAILS OF MODEL FOR FIRASxBOSS

To model the dust and [C II] emission, we employ a technique similar to Pullen et al. (2018). Using the halo model, the redshift distribution of specific intensity is

$$
d I_{\nu} \frac{d \nu}{dz} = \frac{d \chi}{dz} \frac{d \chi}{d \nu} = \frac{d \chi}{dz} \int d M L_{\nu}(M, z) \frac{dn(z)}{dM} \frac{c}{(1 + z) H(z)} f_{\nu}(z) , \tag{B1}
$$

where $L_{\nu}(M, z)$ represents the redshifted specific luminosity for a halo of mass $M$, given by $L_{\nu}(M, z) = L_{\nu(1+z)}(M, z) / (1+z)$, where $L_{\nu(1+z)}(M, z)$ represents the rest-frame specific luminosity evaluated at $\nu(1+z)$. On the second line of Equation (B1), we introduced the mean comoving emission coefficient $f_{\nu}(z)$, defined as

$$
f_{\nu}(z) = \int d M L_{\nu(1+z)}(M, z) \frac{dn(z)}{dM} \frac{c}{4\pi} . \tag{B2}
$$

Following the analysis of extragalactic cosmic infrared background (CIB) emission of Shang et al. (2012), the specific luminosity is parameterized as

$$
L_{\nu(1+z)}(M, z) = L_{0}(z) \Phi(z) \Sigma(M) \Theta \left[ \nu(1+z) \right] , \tag{B3}
$$

where $L_{0}$ is a normalization constant, $\Sigma(M)$ parameterizes the mass dependence of the halo luminosity, and $\Phi(z)$ parameterizes the redshift evolution of both the continuum and [C II] luminosity, which we assume evolve together. $\Phi(z)$ is expected to have peaked around $z \sim 2 - 3$ (Madau & Dickinson 2014). A sufficiently precise intensity mapping experiment with a large frequency bandwidth can, in principle, constrain the form of the redshift dependence of $\Phi(z)$. FIRASxBOSS, however, lacks the precision to measure this evolution, so we choose to model it with a simple power-law, $\Phi(z) = (1 + z)^{-3}$, following the parameterization and fit of Pullen et al. (2018). $\Sigma(M)$ is assumed to follow a log-normal distribution

$$
\Sigma(M) \propto \frac{M}{\sqrt{2\pi} \sigma_{L/M}^{2}} \exp \left[ -\frac{\left( \log_{10} M - \log_{10} M_{\text{eff}} \right)^{2}}{2 \sigma_{L/M}^{2}} \right] , \tag{B4}
$$

An interesting feature of this formula is that, for a wide range of redshift bin sizes, this variance on the line amplitude is roughly the same. For instance, if FIRAS had half of its actual redshift resolution, the cosmological and galaxy clustering power spectrum would wash out by a factor of 1/2, but the increased bandwidth would also decrease the thermal noise signal in the FIRAS auto-power spectrum by 1/2. These effects would cancel out to keep the variance per angular bin and redshift slice constant.
where \( \log_{10}(M_{\text{eff}}/M_\odot) = 12.6 \) (Planck Collaboration et al. 2014b; Serra et al. 2016) and \( \sigma_{K/M}^2 = 0.5 \) (Shang et al. 2012; Planck Collaboration et al. 2014b; Serra et al. 2016). The integral over the halo mass function \( dn(z)/dM \) is computed with the python package hmf (Murray 2014), assuming Planck 2015 (Adé et al. 2016) cosmological parameters and a Tinker et al. (2008) functional form for \( dn(z)/dM \). We include [C II] emission in this specific luminosity by assuming that each CIB galaxy emits continuum emission and a narrow [C II] line. Assuming that the ratio of total power emitted by the line and the continuum is constant, and ignoring the finite mass-dependent velocity width of the galaxy, we parameterize \( \Theta(v) \) as the sum of continuum emission (\( \Theta^c(v) \), parametric form from Shang et al. (2012)) and [C II] line emission

\[
\Theta(v) = \Theta^c(v) + \Theta^{[\text{C} \ II]}(v),
\]

\[
\Theta^c(v) = \begin{cases} 
(v/v_0)^{\beta} & \text{if } v < v_0 \\
(v/v_0)^{-2} & \text{otherwise},
\end{cases}
\]

\[
\Theta^{[\text{C} \ II]}(v) = \int \Theta^c(v')dv' \alpha \delta(v - v_{[\text{C} \ II]}),
\]

where we have defined \( \alpha \) to be the ratio of the total power of the continuum emission to the total power of [C II] line emission. We choose \( \beta = 1.5 \), in agreement with Planck Collaboration et al. (2014a). Serra et al. (2014b) measured the dust temperature of the BOSS CIB to be 26 K, which means all of the CIB emission in the FIRAS frequencies of this analysis is below the turnover frequency \( v_0 \), so only the semi-thermal form of \( \Theta^c(v) \) is used.

The FIRAS instrument measures the average intensity in a given frequency bin. Ignoring redshift space distortions and any contributions from thermal noise and Milky Way foregrounds, the observed intensity is given by

\[
I_\nu(\theta, \phi) = \frac{1}{\Delta \nu} \int_{\nu - \Delta \nu/2}^{\nu + \Delta \nu/2} d\nu' \int \left[ \frac{dI^c_\nu}{dz} + \frac{dI^{[\text{C} \ II]}_\nu}{dz} \right] \cdot \left[ 1 + b_\text{CIB} \delta(\chi(z), \theta, \phi) \right] dz,
\]

where we have explicitly separated the continuum and [C II] contributions. We do this because the cross-correlation signal between FIRAS and BOSS has two components: (1) a galaxy-[C II] cross-correlation component with narrow redshift window functions for both the optical galaxies and the [C II] sources, and (2) a galaxy-continuum component with a narrow redshift window function for the optical galaxies but a broad redshift window function, given by \( \frac{dI^c_\nu}{dz} \), for the CIB continuum:

\[
C^x \ell(z, z') = C^x \ell^{[\text{C} \ II]}(z, z') + C^{x \times [\text{C} \ II]}(z, z').
\]

The angular power spectrum between signal types \( i \) and \( j \) is given by

\[
C^x \ell(k) = \frac{2}{\pi} \int W_x^i(k) W_x^j(k) k^2 P(k, z = 0) dk,
\]

where (ignoring RSD for now, and using equations B1 through B6 for the [C II] and CIB signals) the Window functions for optical galaxies, [C II], and continuum emission are as follows:

\[
W_x^{[\text{C} \ II]}(k) = \left[ \int \Theta^c(\nu) d\nu \right] \frac{\alpha}{\Delta \nu} \int_{z_{\text{min}}}^{z_{\text{max}}} b_{[\text{C} \ II]}(z) j_\ell(k \chi(z)) \frac{c L_0 \Phi(z)'}{4\pi(1 + z')^2 H(z')} \int \Sigma(M) \frac{dn(z')}{dM} dM dz',
\]

\[
W_x^c(k) = \int_{\nu - \Delta \nu/2}^{\nu + \Delta \nu/2} d\nu' \Delta \nu \int_0^{z_{\text{max}}} \frac{c L_0 \Phi(z')}{4\pi(1 + z')^2 H(z')} \Theta^c(v' + 1 + z') \int \Sigma(M) \frac{dn(z')}{dM} dM dz',
\]

where \( G(z,k) \) is the growth factor and \( z_{\text{min}} \) and \( z_{\text{max}} \) are set by the spectral channels of FIRAS for \( W_x^{[\text{C} \ II]}(k) \). As stated in Section 3.2, the galaxy window function \( W_x^{[\text{C} \ II]}(k) \) was chosen to have the same \( z_{\text{min}} \) and \( z_{\text{max}} \) as the FIRAS spectral channels.

If we make the reasonable approximation that all \( z \)-dependent quantities of the dust and [C II] model vary slowly within the redshift bins determined by the FIRAS frequency channels, then we can compute \( C^x \ell^{[\text{C} \ II] \times [\text{C} \ II]}(z, z') \) and \( C^{x \times [\text{C} \ II]}(z, z') \) fully, including linear redshift space distortions, in terms of \( C^{(2)} \ell(z, z'), C^{(1)} \ell(z, z') \), and \( C^{(0)} \ell(z, z') \), which were defined in Section 4.1. For \( C^x \ell^{[\text{C} \ II] \times [\text{C} \ II]}(z, z') \), we have

\[
C^x \ell^{[\text{C} \ II] \times [\text{C} \ II]}(z, z') = I_{[\text{C} \ II]}(z) \cdot \left[ b_g b_{[\text{C} \ II]} C^{(2)} \ell(z, z') + \frac{b_g + b_{[\text{C} \ II]}}{2} C^{(1)} \ell(z, z') + C^{(0)} \ell(z, z') \right],
\]

where

\[
I_{[\text{C} \ II]}(z) = \int \Theta^c(\nu') d\nu' \frac{\alpha}{\nu_{[\text{C} \ II]}} \frac{c L_0 \Phi(z)}{4\pi H(z)} \int \Sigma(M) \frac{dn(z)}{dM} dM.
\]
that increases by a factor of about 20 percent over each of the CMASS and LOWZ redshift ranges. In our analysis, the shape of this redshift evolution is fixed, and we fit only for the overall amplitude of \( b_{\text{[C II]}} C_{\ell}^{\text{[C II]}}(z = z_{\text{center}}) \). We calculate the CIB signal in a similar manner, as

\[
C_{\ell}^{\text{CIB}}(z', z'') = \sum_{z'''} \frac{dC_{\ell}^{\text{CIB}}(v_{\text{[C II]}}, z''')}{dz''} \Delta z'' \left[ b_{g} b_{\text{[C II]}} C_{\ell}^{\text{[C II]}}(z''', z') + \frac{b_{g} + b_{\text{[C II]}}}{2} C_{\ell}^{\text{c1}}(z''', z') + C_{\ell}^{\text{c0}}(z''', z') \right],
\]

where \( \frac{dC_{\ell}^{\text{CIB}}(v_{\text{[C II]}}, z''')}{dz''} \) is the intensity of the CIB that is emitted from sources in a redshift bin of size \( \Delta z'' \), centered at redshift \( z'' \), and measured at a frequency of \( v_{\text{[C II]}} / (1 + z) \). Assuming the CIB spectrum does not change significantly within the FIRAS frequency bin, then \( \frac{dC_{\ell}^{\text{CIB}}(v_{\text{[C II]}}, z''')}{dz''} \) is

\[
\frac{dC_{\ell}^{\text{CIB}}(v_{\text{[C II]}}, z''')}{dz''} \Delta z'' = \Delta z' \left[ \Theta^C \left[ v_{\text{[C II]}} (1 + z') \right] \frac{c L \Phi(z'')}{4 \pi (1 + z')^2} \right] \int \frac{\sum(MeV)^{dz''}}{dM} dM.
\]

The sum over \( z'' \) in Equation B12 should, in principle, be carried out over all redshifts, even those outside of the galaxy survey. In practice, for the redshift bins and \( \ell \) bins considered in this analysis, the bracketed \( C_{\ell}(z', z') \) kernel is dominated by the \( z'' = z' \) term, with the neighboring off-diagonal terms around 20% of the diagonal term, and the rest of the terms are negligible. Analogously to our [C II] analysis, we do not attempt to constrain the redshift evolution of the CIB brightness or the spectral shape of the CIB emission. Instead, these are fixed by the assumed values of \( \beta = 1.5, T_{\text{eff}} = 26 \text{ K}, \Phi(z) = (1 + z)^{2.5}, \log_{10}(M_{\text{dust}}/M_{\odot}) = 12.6 \), and \( \sigma_{L/M}^2 = 0.5 \). Because of this assumed spectral and redshift evolution, the \( \frac{dC_{\ell}^{\text{CIB}}}{dz''} \) parameter that we fit for is exactly the continuum intensity per unit redshift at \( z_{\text{center}} \), the central redshift of the survey, and \( y_{\text{center}} \), the central frequency of the survey.

Equations B10 and B12 show how high spectral resolution allows a separation of correlated line and continuum emission in intensity mapping. In the limit where the spectral resolution is very low and \( \Delta z'' \) is high, all the off-diagonal terms of \( C_{\ell}(z'', z') \) are zero, collapsing the sum of Equation B12 to only the \( z'' = z' \) term. Dividing the [C II] signal by the CIB signal, one finds that the ratio of [C II] to CIB cross-power scales as \( \frac{1}{\Delta z''} \) (this point is subtle because one is free to choose \( \Delta z'' \) to be an arbitrarily small value in Equation B12, but the redshift window for Equation B10 is fixed by the spectral resolution of the intensity mapping survey. Therefore, one can choose the same redshift window for the CIB calculation so that the \( C_{\ell}(z', z') \) terms cancel.) This simple \( \frac{1}{\Delta z''} \) scaling, where higher redshift resolution continues to linearly improve the ability to distinguish line emission from continuum emission, remains true until the redshift resolution is high enough to resolve off-diagonal components of \( C_{\ell}(z'', z') \).

APPENDIX C: COVARIANCE ANGULAR COUPLING APPROXIMATION

This section reviews a formula for approximating the \( b - b' \) coupling in the \( C_{\ell} \) covariance. The formula comes directly from the work of Tristram et al. (2005), originally developed for pseudo-\( C_{\ell} \) cross-correlation studies of CMB maps from different instruments or different detectors of the same instrument. We use the notation of Section 2, where unbinned \( C_{\ell} \) quantities retain the \( \ell \) subscript, and binned quantities are written with the subscript \( b \). Let \( C_{b}^{AB} \) represent the binned angular power spectrum between maps of type \( A \) and \( B \), where \( A \) and \( B \) can represent different redshifts or different types of maps (intensity maps or binned galaxy surveys). Then, the covariance can be written as

\[
\langle \Delta C_{\ell}^{C,D} \rangle = \sum_{b_1,b_2} (M_{b_1}^{b_2})^{-1} \langle \Delta D_{\ell}^{C,D} \rangle (M_{b_2}^{b_1})^{-1},
\]

where \( (M_{b_1}^{b_2})^{-1} \) represents the inverse of the binned mixing matrix between maps \( A \) and \( B \), defined by equations 2 and 3, and where \( \langle \Delta D_{\ell}^{C,D} \rangle \) is the covariance of the pseudo-\( C_{\ell} \), given by

\[
\langle \Delta D_{\ell}^{C,D} \rangle = \sum_{\ell_1,\ell_2} B_{\ell_1,\ell_2} B_{\ell_2,\ell_3} \frac{\omega_{\ell_1} \omega_{\ell_2} \omega_{\ell_3}}{2 \ell + 1} [M_{\ell_1,\ell_2}^{(2)} W_{\ell_1,\ell_2}^{C,B} C_{\ell_1,\ell_2}^{D,B} + M_{\ell_1,\ell_2}^{(2)} W_{\ell_1,\ell_2}^{A,BC} C_{\ell_1,\ell_2}^{D,B}].
\]

In the above formula, \( B_{\ell_1,\ell_2} \) is a binning matrix, \( \omega_{\ell_1} \) is the combined beam and pixel window function for map \( A \) (and analogously for maps \( B \), \( C \), and \( D \)), and \( M_{\ell_1,\ell_2}^{(2)} \) is the cross-correlation matrix, defined by

\[
M_{\ell_1,\ell_2}^{(2)} = \frac{2 \ell + 1}{4 \pi} \int \left( 2 \ell_3 + 1 \right) W_{\ell_3}^{A,B} \left( \begin{array}{ccc} \ell_1 & 0 & \ell_2 \\ 0 & 0 & \ell_3 \end{array} \right)^2.
\]

where

\[
W_{\ell_3}^{A,BC} = \frac{1}{2 \ell + 1} \sum_{m} \omega_{\ell_3,\ell_m} \omega_{\ell_3,\ell_m} (w_1 R_{\ell,\ell_m} + W_{\ell_3}^{D})^m.
\]

In the above formula, \( w_{\ell_3,\ell_m} \) represents a spherical harmonic coefficient of the inverse noise weights for map \( A \).

The covariance presented in this section uses an approximation that works best when the sky coverage is large. We find it sufficient for our BOSSxBOSS analysis, but for FIRASxFIRAS and FIRASxBOSS, the formula appears to be inaccurate, possibly due to the combination of the steep angular index on the foregrounds combined with the small sky fraction. We instead used a simulated covariance for FIRASxFIRAS and FIRASxBOSS.
This is the covariance used for our cross-power estimator in Section 4.2 and in our FIRAS validation simulations, described in Appendix E.

We calculate a simulated covariance by drawing individual foreground amplitudes from our FIRAS foregrounds plus noise, cosmological signal model, and galaxy shot noise model. Each of these models is assumed to be Gaussian and uncorrelated. We then compute simulated full-sky galaxy maps from the sum of the cosmological and shot noise draws. We also compute simulated CIB maps from the sum of the foreground and noise realization plus a painting of C II and CIB signal onto the cosmological signal realization. The simulated FIRAS signal is then convolved with the FIRAS beam, scan, and pixel window function. Then, the simulated FIRAS and BOSS maps are multiplied by their respective weights, and the cross-power spectrum between the FIRAS and BOSS maps is computed. A simulated covariance is calculated from 10,000 of these realizations. This procedure assumes a specific value for the C II and CIB brightness, but the covariance should change as the C II and CIB magnitude change. So, we use four sets of simulations to create a simulated covariance that correctly updates its C II and CIB contribution to match the current C II and CIB magnitude estimates.

From the assumption of Gaussian power spectra, the rough form of the FIRAS×BOSS covariance is

$$\langle \Delta C_b^f(z_1, z_2) \Delta C_b^g(z_3, z_4) \rangle \approx \frac{1}{f_{\text{sky}} A(2\ell + 1)} \left[ C_b^{\text{IM}}(z_1, z_2) C_b^{\text{g}}(z_2, z_4) + C_b^g(z_1, z_4) C_b^{\text{IM}}(z_3, z_2) \right],$$

where the partial sky also introduces some level of coupling between different angular bins, which we compute via our simulations. Schematically, dropping the redshift indices, the two terms in brackets can be broken down as follows.

$$C_b^{\text{IM}} C_b^g \approx [C_b^{FG+N} + C_b^{[\text{C II}][\text{C II}]} + C_b^{\text{CIB} \times \text{CIB}} + C_b^{[\text{C II}][\text{CIB}]} + C_b^{\text{CIB} \times [\text{C II}]}] C_b^g,$$

where FG + N refers to the model of Milky Way foregrounds plus noise. Due to the large foregrounds and noise, the magnitude of the covariance is dominated by the $C_b^{FG+N} C_b^g$ term. However, we find that the best-fit values for $b_{[\text{C II}][\text{C II}]}$ and $b_{[\text{C II}][\text{CIB}]} dI_{\text{CIB}}/dz$ are somewhat affected by the values one assumes for them in the covariance model, so we need to be able to vary their magnitude in our covariance model. This requires four simulations, which we describe in Table D1.

These four simulations give the following approximate covariances:

$$\Sigma_{FG+N} \approx \frac{1}{f_{\text{sky}} A(2\ell + 1)} C_b^{FG+N} C_b^g,$$

$$\Sigma_{[\text{C II}] II} \approx \frac{1}{f_{\text{sky}} A(2\ell + 1)} \left[ C_b^{[\text{C II}][\text{C II}]} C_b^g + C_b^{[\text{C II}][\text{C IB}]} C_b^{\text{CIB} \times [\text{C II}]} \right],$$

$$\Sigma_{\text{CIB}} \approx \frac{1}{f_{\text{sky}} A(2\ell + 1)} \left[ C_b^{\text{CIB} \times \text{CIB}} C_b^g + C_b^{\text{CIB} \times \text{CIB}} C_b^{\text{CIB} \times [\text{C II}]} \right],$$

$$\Sigma_{[\text{C II}][\text{CIB}]} \approx \Sigma_{[\text{C II}] II} + \Sigma_{\text{CIB}} + \frac{1}{f_{\text{sky}} A(2\ell + 1)} \left[ \left( C_b^{[\text{C II}][\text{CIB}]} + C_b^{[\text{C IB} \times [\text{C II}]} \right) C_b^g + C_b^{[\text{C II}][\text{C IB}]} C_b^{\text{CIB} \times [\text{C II}]} + C_b^{\text{CIB} \times \text{CIB}} C_b^{\text{CIB} \times [\text{C II}]} \right].$$

From the bottom three simulations, we can isolate the term that arises due to cross-correlations between [C II] and CIB, as follows:

$$\Sigma_{[\text{C II}][\text{CIB}]} = \Sigma_{[\text{C II}] II} + \Sigma_{\text{CIB}} - \Sigma_{[\text{C II}]} - \Sigma_{\text{CIB}}.$$

The total covariance for arbitrary [C II] and CIB amplitudes can now be constructed as follows:

$$\Sigma = \Sigma_{FG+N} + b_{[\text{C II}][\text{C II}]}^2 \Sigma_{[\text{C II}]} + b_{[\text{C II}][\text{CIB}]}^2 \Sigma_{\text{CIB}} + b_{[\text{C II}][\text{CIB}]} \Sigma_{[\text{C II}][\text{CIB}]}.$$ (D9)

This is the covariance used for our cross-power estimator in Section 4.2 and in our FIRAS validation simulations, described in Appendix E.

Table D1. The four simulations required for computing the FIRAS×BOSS covariance. All use the same BOSS×BOSS parameters, but the foreground, thermal noise, [C II], and CIB amplitudes vary.

| Name               | FG, Noise Amplitude | $b_{[\text{C II}][\text{C II}]} I_{[\text{C II}]}$ | $b_{[\text{C II}][\text{CIB}]} dI_{\text{CIB}}/dz$ | $b_{\Sigma}, \text{ANN}$ |
|--------------------|---------------------|-------------------------------------------------|-------------------------------------------------|--------------------------|
| $\Sigma_{FG+N}$    | FIRAS×FIRAS best-fit| 0                                               | 0                                               | BOSS×BOSS best-fit       |
| $\Sigma_{\text{CII} II}$ | 0                   | 1                                               | 0                                               | BOSS×BOSS best-fit       |
| $\Sigma_{\text{CIB}}$     | 0                   | 0                                               | 1                                               | BOSS×BOSS best-fit       |
| $\Sigma_{[\text{C II}][\text{CIB}]}$ | 0                   | 1                                               | 1                                               | BOSS×BOSS best-fit       |

APPENDIX D: UPDATING THE COVARIANCE FOR FIRAS×BOSS

| Name               | FG, Noise Amplitude | $b_{[\text{C II}][\text{C II}]} I_{[\text{C II}]}$ | $b_{[\text{C II}][\text{CIB}]} dI_{\text{CIB}}/dz$ | $b_{\Sigma}, \text{ANN}$ |
|--------------------|---------------------|-------------------------------------------------|-------------------------------------------------|--------------------------|
| $\Sigma_{FG+N}$    | FIRAS×FIRAS best-fit| 0                                               | 0                                               | BOSS×BOSS best-fit       |
| $\Sigma_{\text{CII} II}$ | 0                   | 1                                               | 0                                               | BOSS×BOSS best-fit       |
| $\Sigma_{\text{CIB}}$     | 0                   | 0                                               | 1                                               | BOSS×BOSS best-fit       |
| $\Sigma_{[\text{C II}][\text{CIB}]}$ | 0                   | 1                                               | 1                                               | BOSS×BOSS best-fit       |
Figure E1. Simulations of fits to the CIB and [C II] amplitude for two different types of FIRAS models. The red contours show simulations that use the parametric FIRAS model described in Section 4.3.3. The blue contours show simulations that use the empirical FIRAS model, where the unbinned FIRAS data are used directly as the FIRAS model. The left and right plots show the FIRAS CMASS and FIRAS LOWZ simulations, respectively.

APPENDIX E: VALIDATING THE PARAMETRIC FIRAS MODEL IN THE COVARIANCE FOR FIRAS×BOSS

We compare two sets of simulations, each performed over both the CMASS and LOWZ regions. In the first set of simulations, we draw the FIRAS $a_{\ell m}$ amplitudes from the parametric model fit described in Section 4.3.3. In the second set of simulations, the FIRAS $a_{\ell m}$ amplitudes are drawn from an empirical FIRAS model that is the measured FIRAS auto-power in bandpowers. In all cases, the BOSS signal is drawn from the parametric fit of Section 4.3.2, and both the [C II] and CIB amplitudes are set to zero. We draw 10,000 realizations for each set of simulations and compute the covariance directly from the simulations. We then find the maximum likelihood solution for each realization, using a Gaussian likelihood with this simulated covariance (and also updating the covariance to account for the current [C II] and CIB estimate according to Equation D9). Note that the empirical FIRAS-model simulations are not subject to cosmic bias because the real [C II] and CIB signal present in the empirical FIRAS model is not correlated with the simulated cosmological clustering realization. Figure E1 shows that the empirical (blue) and parametric (red) FIRAS simulations lead to near-identical uncertainties on $b_{[\text{C II}]} dI_{\text{CIB}}/dz$ and $b_{[\text{C II}]} dI_{\text{CIB}}/dz$.

As a consistency check on our MCMC procedure, we also perform an MCMC analysis on one of our realizations for the parametric covariance. We verify that the 95 and 68 percent MCMC contours are nearly identical in size and shape to the 95 and 68 percent contours of the histogram of maximum likelihood points from our 10,000 simulations. This calculation confirms that the parametric variance model for FIRAS×FIRAS yield errors consistent with those inferred from the measured FIRAS×FIRAS power spectrum (that the parametric FIRAS×FIRAS model is sufficiently accurate).
