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ABSTRACT

At online retail platforms, it is crucial to actively detect the risks of transactions to improve customer experience and minimize financial loss. In this work, we propose xFraud, an explainable fraud transaction prediction framework which is mainly composed of a detector and an explainer. The xFraud detector can effectively and efficiently predict the legitimacy of incoming transactions. Specifically, it utilizes a heterogeneous graph neural network to learn expressive representations from the informative heterogeneously typed entities in the transaction logs. The explainer in xFraud can generate meaningful and human-understandable explanations from graphs to facilitate further processes in the business unit. In our experiments with xFraud on real transaction networks with up to 1.1 billion nodes and 3.7 billion edges, xFraud is able to outperform various baseline models in many evaluation metrics while remaining scalable in distributed settings. In addition, we show that xFraud explainer can generate reasonable explanations to significantly assist the business analysis via both quantitative and qualitative evaluations.
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1 INTRODUCTION

The online retail industry is reshaping our shopping behavior, and the resulting security risks are not negligible. Common threats in e-commerce include account acquisition, financial information theft, fake chargeback, money laundry, and many more. For instance, malicious attackers might try to steal customer’s credit card information; the login credentials can also be acquired by hackers. These criminal activities can bring negative impacts on user experiences, cause financial losses, and seriously degrade the platform credibility. As such, it is critical to identify fraudulent behaviors and take every precaution to minimize risks.
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Figure 1: The node and edge numbers (log) of heterogeneous graph datasets in the literature. Full survey in Appendix A [34].

Fraud detection has been an emerging topic for e-commerce and social media companies. It is studied in various applications: malicious account detection (e.g., social networks [3], online payment systems [53], and online retailer platforms [4, 5, 28, 54]); anti-money laundering [10, 43]; spam reviews and news detection [38, 41]. Among these transaction fraud detection is an important topic [4, 5, 54]. In this work, we focus on automatic fraudulent transaction detection in a real-world e-commerce environment at eBay. For an incoming transaction, we aim to predict whether it is legitimate or not.

Challenges. Despite recent efforts to detect fraud, the system still faces challenges in fraud detection. (1. Information Heterogeneity) In our system, there are heterogeneous types of information concerning a transaction such as payment tokens, shipping addresses, email. Intuitively, such information is indicative in fraud detection. How to effectively utilize such information in an end-to-end ML model? (2. Scalability and Efficiency) Our platform can produce millions of transactions involving millions of users in a short span of time, which requires the detecting system to be efficient and scalable for practical use. Specifically, Figure 1 shows the landscape of heterogeneous graphs emerging in the last six years. In this paper, we are tackling a workload, to the best knowledge, that consists of one of the largest heterogeneous graphs for graph neural networks (see a more detailed survey in Appendix A [34]). This poses unique challenges in the system design and optimizations. (3. Explainability) Flagging a transaction to be fraudulent is not a trivial process. False decisions are likely to cause trouble to our customers and significantly degrade the platform’s credibility. In general, this process requires extensive human efforts in cautiously reviewing the model’s prediction, which is inefficient and costly. How can we explain the outcome of an ML model, and more importantly, how close these explanations are to those developed by human experts in the business unit (BU)?

Our Approach. To tackle the aforementioned challenges, we propose xFraud, an explainable fraud detection framework at eBay. xFraud is not only able to efficiently and effectively predict the legitimacy of a transaction but can also generate human readable...
explanations in to assist flagging transaction frauds. xFraud advances previous work in two ways.

First, xFraud builds upon a heterogeneous GNN to tackle transaction fraud detection. Specifically, xFraud consists of a detector and an explainer. In the detector, we tackle a transaction fraud detection task from the graph perspective. Different from the existing works [24, 27, 31], a heterogeneous graph of different node types (e.g., transactions, addresses, payment tokens) is constructed. To capture the heterogeneous relation patterns and learn more expressive node representations, a self-attentive heterogeneous graph neural network is adopted. The detector can automatically aggregate information from different types of nodes via disparate paths without manually predefined meta-paths. This is important because we do not need to predefine the meta-paths of risk propagation and preprocess the path representations, as required in [4, 17, 38, 53]. Additionally, we explore an efficient sampler in the message aggregation procedure, which empirically reduces the inference time significantly while achieves a competitive performance.

Second, to the best of our knowledge, we provide the first quantitative evaluation of input-level GNN explanation methods [45, 47] and its agreement with humans in a real-world application scenario. Unlike traditional classification tasks, the claim that a transaction is fraudulent should be made very cautiously to avoid harming customer experience and degrading the platform’s credibility. As such, we integrate an explainer into our framework that can provide intuitive explanations for model predictions. Equipped with these explanations, our auditors, regulators, or decision makers know how a transaction is flagged by the detector, thus making more sensible decisions. One open question is how well these explanations agree with the insights from human experts. To this end, we conduct an extensive quantitative study to measure the agreement between human perception, GNNExplain [47], and centrality measures, as well as provide case studies on how these explanations can help in practice. This study also reveals an interesting tradeoff between GNN-based explanations and traditional topological measures (e.g., centrality), which allows us to design a hybrid explainer that outperforms both strategies.

In summary, our technical contributions are as follows.

1. We propose a heterogeneous GNN model (detector) to identify transaction frauds. Our model captures the heterogeneity in transaction graphs and can be applied to industrial-scale datasets. xFraud detector provides concrete analytical angles of fraudulent activities. Compared with HGT [18], in xFraud, we design a new sampling mechanism, inspired by the sparsity of our underlying graph; compared with GEM [28], xFraud uses a heterogeneous GNN architecture, which allows it to outperform a GEM-style model significantly.

2. We add explainability into xFraud with a hybrid explainer. xFraud explainer computes the contributions of its neighboring node types and edges when predicting a node, and it also attends to global topological features learned from centrality measures. Thus, it enables explicit case studies of network predictions, which is beneficial for model trustworthiness. We perform the first quantitative evaluation between GNNExplain and human judgments. We also compare edge weights computed via centrality measures with the weights learned by GNNExplain, through which we identify a trade-off and propose a hybrid explainer in xFraud.

3. We conduct careful system design and optimizations, which allow us to scale out, to our best knowledge, to one of the largest heterogeneous graphs being reported for ML workloads so far.

4. We conduct experiments on real-world transaction networks to show the efficiency of xFraud in detecting transaction frauds and in facilitating the analysis of graph structural patterns.

2 RELATED WORK

xFraud builds upon recent successes of applying heterogeneous graphs to fraud detection (e.g., MAHINDER [53] and GEM [28] from Alibaba) and also recent efforts of GNN explainability [47]. However, it also makes significant improvements over these previous efforts, discussed as follows.

Fraud Detection. There are two lines of studies on fraud detection systems. One line of work leverages graph information with non-GNN methods (see anti-money laundering [10], spam detection [8, 20, 38], fraudster user detection [3, 11, 15, 17, 21, 23, 26, 33, 40, 53], fraud transaction detection [4, 5, 35, 54]). These models can be event/sequence based [3, 5, 22, 54], or meta-path based [4, 17, 38, 53]. Zhong et al. [53] propose MAHINDER which uses heterogeneous graphs in the context of defaulters detection by pre-defining a set of meta-paths in a heterogeneous graph of users and merchants. The preprocessed meta-path feature representations are trained with an attention mechanism and LSTM to measure the importance of nodes, links, and meta-paths at different timestamps. In xFraud, we focus on a different scenario, aiming at flagging each transaction of a user in various risk scenarios, as a legitimate user does not imply that all its transaction records are legitimate, e.g., once its payment token has been stolen. More importantly, we focus on methods that do not need to define meta-paths a priori, instead are able to automatically learn these patterns using a GNN.

The other line of work uses GNN methods [22, 24, 27, 28, 31, 41, 43, 44, 51]. Homogeneous graph has been widely applied in e-commerce applications (see spam review detection [41], anti-money laundry [43], risky/malicious account detection [24, 27, 31]). Recently, people start to solve real-world anomaly detection problems using heterogeneous graph (see spam review detection [22], suspicious user detection [28, 44, 51]) or to combine homogeneous and heterogeneous graphs [22], because it allows aggregating information propagation through various types of nodes/edges. GEM [28] by Liu et al. has utilized attention mechanisms in a device-account heterogeneous graph to capture user activity and device embeddings in each subgraph neighborhood. The heterogeneous graph in GEM is then fed into a GCN.

Explainability in GNN. Recently, how to interpret and explain GNN predictions has gained spotlight. There are two levels to explain: input level (GraphConsis[29], GNNExplain [47], GraphLIME [19], [2, 45]), and model level (XGNN [48]). GNNExplain [47], a GNN model agnostic explanation framework, proposes explaining the GNN predictions by maximizing the mutual information gain of the true node labels and the predicted labels using informative features. GNNExplain enables a visualization of important subgraph patterns, which assists users to understand the feature contribution and node label propagation. GNN explainability in the financial domain has been addressed by Li et al. [45]. They have extended GNNExplain techniques by (1) adding a regularization term that ensures at least one edge connected to each
node is selected in the subgraph, (2) adding edge weighted graph attention to calculate the edge weights in the subgraph. Using GCN in a node classification task, they applied an explainer to identify informative graph patterns on financial transaction data like bitcoin over the counter (OTC) and account matching in bank transactions.

3 THE XFRAUD FRAMEWORK

Figure 2 illustrates the xFraud pipeline in a nutshell. First, we build a graph constructor to convert transaction logs into a graph abstraction (Sec. 3.1), which is then fed into a detector to generate a transaction risk score for each transaction record (Sec. 3.2). Then, to build a learnable hybrid explainer (Sec. 3.4), we combine the task-aware measures of predictions generated by the GNNExplainer, and the task-agnostic centrality measures.

One highlight of xFraud over previous efforts is its emphasis on explainability, especially its evaluation using insights from real-world experts in the business unit. We evaluate the efficacy of the explainer quantitatively (Sec. 5.1) and qualitatively (Sec. 5.2). Quantitatively, we calculate the agreement (top k hit rate) between human annotations and explainer weights. Concretely, we first obtain human ground truth on edge importance in risk propagation. Then, we calculate edge importance scores from node importance scores with various aggregation methods. At last, we report the top k hit rate between edge importance scores computed from human annotations and edge weights generated by the hybrid explainer. Qualitatively, we study in detail many cases where xFraud explainer assists the BU in better understanding complex fraudulent patterns.

3.1 Heterogeneous Graph Construction

Think of the critical entities involved under fraud scenarios. A credit card might be linked to both a legitimate user and a fraudulent user at different stages. The latter happens in a card stolen case. A common shipping address such as a warehouse is sometimes used in frauds. This linkage tends to be stable, compared with stolen financial instruments. If we formulate fraud detection as a semisupervised learning problem in an inductive setting [14] in a heterogeneous graph, we have the specification of the problem formulation as follows. In a heterogeneous transaction graph \( G, \psi \in \mathcal{V} \) has a type \( \psi(\nu) \in \mathcal{A} \), where \( \mathcal{A} := \{ \text{txn}, \text{pmt}, \text{email}, \text{addr}, \text{buyer} \} \), referring to transaction, payment token, email, shipping address, buyer, respectively. If a transaction has relation with another type of node in \{pmt, email, addr, buyer\}, we put an edge between those two nodes in the heterogeneous graph. Each row node carries node attributes provided by a risk identification system. A transaction is represented as an ID in the transaction log. The item category in the purchase order relevant to one transaction (item-type info) is encoded in the transaction features. Each transaction is flagged legit or fraud. Figure 3 illustrates how to construct such a heterogeneous graph based on two transaction records sharing several entities.

3.2 The detector of xFraud

As we have seen in the literature, it is common to define meta-paths when analyzing graph structured data and then to extract corresponding features of nodes and edges on the meta-paths before feeding the features into a machine learning or deep learning model. However, in a fraud detection scenario, under many circumstances, it is by nature impossible to enumerate every possible scenario and their influential meta-paths. This is also one of the primary intuitions why a heterogeneous GNN is a desirable choice: it allows a network to learn the importance of meta-paths by itself based on the network structure and message passing.

3.2.1 xFraud detector

We are inspired by Transformer [39] and HGT [18], when designing the xFraud detector incl. heterogeneous mutual attention and heterogeneous message passing with key, value, and query vector operations (self-attention mechanism). We do not allow target-specific aggregation on different node types, so that we reduce the cost in computing different weights for various node types. We see a better performance in our detector (see discussion in Sec. 4), when shared weights among different types of nodes are used. Moreover, we do not adopt relative temporal encoding in HGT when processing transactions with timestamps. Reasons are, we would like to keep track of all transactions a buyer executes, as well as the linking entities a transaction involves. We also model the relations between buyers and transactions. This makes our system adaptable to guest checkouts and their pertaining chargebacks, as those transactions could not be linked to any buyer accounts, but they could be linked to suspicious third-party

\footnotetext{For this study, we choose these attributes based on the homophilic tests [1]. It is shown that fraud exhibits homophilic effects [52], and entities with strong homophilic effects are considered in this work.}
payment accounts or billing email addresses. In this manner, our system is able to capture disguised/missed fraud patterns of guest checkouts that could otherwise be neglected by (1) representing a transaction using buyers and timestamps as in HGT or by (2) representing the transactions in a homogeneous graph.

**Comparison to GEM.** Looking at the application scenarios, xFraud might seem similar to GEM (a malicious account detection system developed by Alibaba). However, xFraud differs from GEM [28] in that: (1) GEM is a system which directly applies a vanilla GCN to a heterogeneous graph, while our proposed xFraud considers the heterogeneous property of graphs in the underlying architecture (e.g., sampler, heterogeneous graph convolution). In this paper, we choose GEM as a representative of heterogeneous GCN in the evaluation. (2) We focus on a different application and have different node types. GEM focuses on fraudsters’ detection, while we aim to find the anomaly transactions (a user may have both fraudulent and normal transactions due to account hacking). (3) The GEM model does not provide any explanation for its predictions. We have extensively discussed the GNN explainability and conducted experiments to understand the xFraud explainer.

In Figure 4, we show the detector architecture in detail (left).

(1) The detector takes a heterogeneous graph as input, incl. target and source node features $X_{\text{src}}, X_{\text{tar}}$; target and source node types $\tau(\text{src}), \tau(\text{tar})$; edge type $\phi(e)$. For the txn nodes, we have node features computed by a company risk identifier. For the other node types, the initial node features are empty and only get their inputs after the first convolution layer. The type features are in one-hot encoding of types. (2) L heterogeneous convolution layers process the graph with self-attention mechanism: the input layer $L(0)$ takes transaction features, node type embeddings (source and target), edge type embeddings as input, which are transformed into query, key, and value vectors. Attention scores are calculated for the source and target nodes and then layer-wise normalized, which are then fed into a ReLU activation function that emits input for the next convolution layer. In Sec. 3.2.2, we introduce with equations how heterogeneous mutual attention and message passing function in one heterogeneous convolution layer. (3) After L heterogeneous convolution layers, a tanh activation is applied to the transaction representations generated by GNN. Then these representations are concatenated with the original transaction features and fed into a feedforward connected network with two hidden layers. We then apply dropout, layer normalization, and ReLU transformation to calculate a predicted risk score and a label. (4) The loss function of xFraud detector is the cross entropy of the true label and the probability score calculated by `softmax` (see eq. 1 in Appendix D [34]).

### 3.2.2 Heterogeneous Convolution Layer in xFraud Detector

We discuss the details of a xFraud detector layer shown in Figure 4. For a tuple $(\tau(\text{src}), \phi(e), \tau(\text{tar}))$, where $e = (\text{src}, \text{tar})$, we initialize (1) the node type embeddings $\tau(\text{src})$ and the edge type embedding $\phi(e)$ with zero weights; (2) the attention weight matrices of source node $W^\text{src}_{\tau(\text{src})}$ and of target node $W^\text{tar}_{\tau(\text{tar})}$, with random weights subject to uniform distributions; and (3) the weight matrices for key, query, and value vectors denoted by $W^K, W^Q, W^V$, respectively, also with random values subject to uniform distributions. In a nutshell, a general attention-based heterogeneous convolution layer of the node $v_t$ has three components, attention, message, and aggregate as shown in $H^t[v_t] \leftarrow \text{Aggregate}(\text{Attention}(a_t, a_t) \cdot \text{Message}(a_t))$. For each target node $v_t$, we create query, key, and value vector representations for self-attention mechanism with multiheds.

To construct the $i$th query vector for the target node $v_t$, we start with an input to the first layer by taking the transaction features of the target node $\mathcal{X}_{\tau(\text{tar})}$ and its node type embedding $\tau(\text{tar})$ to calculate $Q^i(\text{tar}) = \text{Q-Linear}_i \mathcal{X}_{\tau(\text{tar})}$, $\tau(\text{tar})$. Then, for $H^{(l-1)}$, where $l \neq 1$, we compute $Q^i(\text{src}) = \text{Q-Linear}_i \left[H^{(l-1)}[v_t] \right]$, where $H^{(l-1)}[v_t]$ is the node representation of the node $v_t$ on the $H^{(l-1)}$ layer.

To construct the $i$th key vector for the source node $v_s$, we start with an input to the first layer by taking the transaction features of the source node $\mathcal{X}_{\tau(\text{src})}$, its node type embedding $\tau(\text{src})$ and the edge type embedding $\phi(e)$ to calculate $K^i(\text{src}) = \text{K-Linear}_i \mathcal{X}_{\tau(\text{src})}$, $\tau(\text{src})$, $\phi(e)$. Then, for $H^{(l-1)}$, where $l \neq 1$, we compute $K^i(\text{src}) = \text{K-Linear}_i \left[H^{(l-1)}[v_s] \right]$, where $H^{(l-1)}[v_s]$ is the node representation of the node $v_s$ on the $H^{(l-1)}$ layer.

To construct the $i$th value vector for source node $v_s$, we start with an input to the first layer by taking the transaction features of source node $\mathcal{X}_{\tau(\text{src})}$, its node type embedding $\tau(\text{src})$ and the edge type embedding $\phi(e)$ to calculate $V^i(\text{src}) = \text{V-Linear}_i \left(\mathcal{X}_{\tau(\text{src})}, \tau(\text{src}), \phi(e)\right)$. Then, for $H^{(l-1)}$, where $l \neq 1$, we compute $V^i(\text{src}) = \text{V-Linear}_i \left[H^{(l-1)}[v_s] \right]$. We adopt the multiheaded attention to control the randomness of initial weights. First, we compute the attention output of one attention head, denoted by $\alpha$-head$(v_s, e, v_t)$, using this equation

$$\alpha\text{-head}^i(v_s, e, v_t) = \left(\frac{K^i(\text{src})W^\text{src}_{\tau(\text{src})}Q^i(\text{tar})W^\text{src}_{\tau(\text{src})}^\top}{\sqrt{d_k}}\right),$$

where $d_k$ is the square root of the key vector’s dimension.

The heterogeneous mutual attention of the target node query vector $Q^i(\text{src})$ and the source node key vector $K^i(\text{src})$ is then computed by $\alpha(v_s, e, v_t) \equiv \text{softmax} \left[ \frac{\parallel \alpha\text{-head}^i(v_s, e, v_t) \parallel_2}{\text{N}(v_t)}, \frac{\parallel \alpha\text{-head}^i(v_s, e, v_t) \parallel_2}{\text{N}(v_t)} \right]$, where $\text{N}(v_t)$ represents the neighbors of $v_t$, $k$ the number of attention heads, $\parallel \cdot \parallel_2$ vector concatenation.

Finally, the message passing between $H^{(l)}$ and $H^{(l-1)}$ is given by

$$\text{msg}(v_s, e, v_t) = \parallel \left[ V^i(\text{src}) \cdot \text{dropout} \left(\alpha\text{-head}^i(v_s, e, v_t)\right) \right],$$

where the right hand side is a concatenation of all msg-heads, the message passing of one attention head at the $i$th query vector.

### 3.2.3 xFraud Detector+: An Improvement over HGT

We implement xFraud detector and detector+, whose difference lies in the sampler. In detector, we use the original HGT implementation2 and empirically show that HGSampling is computationally costly (see the inference time in Figure 10). Hence, we modify the sampling as in GraphSAGE and denote the efficient version of the xFraud detector as detector+. In detector+, the algorithm first samples

---

2https://github.com/achull/pyHGT (last accessed: Oct 18, 2020).
We consider xFraud detector equivalent to HGT and mainly focus this alleviates the system bottleneck that we had when using LevetDB for the same purpose, which we found challenging to support multi-thread operations. This design decision turns out significant in reducing the training and inference time.

### 3.3 Distributed xFraud Detector+

To make xFraud detector scalable to industrial-scale datasets, we designed a distributed learning architecture (see Figure 5). We briefly discuss its design and leave more details to Appendix C [34].

**3.3.1 Graph Partitioning.** We adopt the Power Iteration Clustering (PIC) algorithm [25] to partition the graph according to pairwise similarities of edge properties. PIC is effective for graph partition/clustering and well-suited to very large datasets due to its high efficiency. Each worker takes charge of a different partition during distributed training.

**3.3.2 Distributed Learning.** We utilize the DistributedDataParallel (DDP) tool provided by the flexible package, PyTorch Ignite [12], for distributed model learning. In terms of gradient synchronization, the gradients computed by different workers will be averaged following the default DDP gradient synchronization protocol. After that, parameters of the local model will be updated, and all models on different workers will be the same.

**3.3.3 Data Loading.** We use a lightweight KV-store to store all graph-related information. We choose to use Lightning Memory-Mapped Database (LMDB) as it allows us to have multiple data loaders simultaneously, where each worker has its own data loader. This alleviates the system bottleneck that we had when using LevelDB for the same purpose, which we found challenging to support multi-thread operations. This design decision turns out significant in reducing the training and inference time.

---

**Table 1:** Top \( k \) hit rate computed on different explainability methods using various measures (on all 41 communities).

| Measures to calculate hit rate | \( H_{Topk} \) | \( H_{Top20} \) | \( H_{Top50} \) | \( H_{Top100} \) | \( H_{Top200} \) |
|-------------------------------|---------------|---------------|---------------|---------------|---------------|
| edge betweenness              | 0.469         | 0.712         | 0.810         | 0.889         | 0.925         |
| edge load                     | 0.457         | 0.707         | 0.812         | 0.892         | 0.925         |
| approximate current betweenness | 0.450       | 0.690         | 0.821         | 0.899         | 0.925         |
| betweenness                   | 0.459         | 0.727         | 0.815         | 0.901         | 0.925         |
| closeness                     | 0.464         | 0.717         | 0.812         | 0.901         | 0.925         |
| communicability betweenness   | 0.448         | 0.688         | 0.812         | 0.899         | 0.922         |
| current flow betweenness      | 0.446         | 0.700         | 0.820         | 0.900         | 0.922         |
| current flow closeness        | 0.441         | 0.691         | 0.813         | 0.901         | 0.924         |
| degree                        | 0.464         | 0.716         | 0.815         | 0.901         | 0.924         |
| eigenvector                   | 0.443         | 0.714         | 0.811         | 0.901         | 0.924         |
| harmonic                      | 0.464         | 0.719         | 0.816         | 0.901         | 0.924         |
| load                          | 0.452         | 0.724         | 0.815         | 0.901         | 0.923         |
| subgraph                      | 0.447         | 0.714         | 0.813         | 0.899         | 0.922         |
| GNNExplainer weights          | 0.445         | 0.692         | 0.821         | 0.898         | 0.921         |
| random weights                | 0.127         | 0.454         | 0.602         | 0.695         | 0.791         |

**3.4 The Explainer of xFraud**

We present a hybrid explainer (see Figure 4) in xFraud based on a trade-off between the task-aware GNNExplainer and the task-agnostic centrality measures.

**3.4.1 Trade-off between GNNExplainer and edge centrality.** GNNExplainer [47] is a model-agnostic explainer which assigns edge weights during node prediction. But, a fundamental question is — Is GNNExplainer itself optimal for all scenarios? What if we replace the edge weights with other measures, such as random weights and edge centrality? To answer this, we conduct a micro benchmark against other measures (see Table 1). For conducting a fair comparison, we design a metric called Top \( k \) hit rate.

**Metric: Top \( k \) hit rate.** We create human annotations of edge importance and compare the explanation weights with the human annotations. The goal of this quantitative evaluation is to quantify the agreement between different edge importance measures and human annotations. Note that the average edge importance scores and edge weights are in different domains (see Figure 6 for an example): the former are discrete values \( \{0,2\} \), and the latter continuous numbers \( \in [0,1] \). We need a metric that reports the edge ranking of the most important ones in both domains. Hence, we compute the top \( k \) hit rate \( H \), defined as \( H_{Topk} = \frac{|\text{human} \cap \text{explainer}|}{k} \), where \( \mathbb{N}^+ \times k \) denotes the set of edges ranked by human/explainer as top \( k \). Concretely, we count the common edges ranked by human/explainer and divide this count by \( k \).

**Trade-off and Intuition.** Table 1 and Figure 7 illustrate a trade-off between different edge importance measures in terms of human agreement.

**Table 1** illustrates a trade-off between different edge importance measures in terms of human agreement.

---

**Figure 5:** Architecture of Distributed xFraud Detector+.
importance We report the end-to-end results on eBay-xlarge weights by the explainer (right).

Then, we put the first few subgraphs that cumulatively have time is reduced by 1.89 setting. If we increase the number of machines to 16, the training slightly longer time per epoch compared to GEM in an 8-machine is an extremely imbalanced graph dataset.

Figure 6: Edge importance scores (left) by human and edge weights by the explainer (right).

Figure 7: GNNExplainer and centrality measures work well for different communities, forming a trade-off.

coefficient $A$ and explainer coefficient $B$ to combine the weights from different explanation mechanisms: $A + w(c) + B + w(e)$. We can learn these two coefficients by either Ridge regression or directly maximizing the hit rate on the training set.

4 EXPERIMENTS OF XFRAUD DETECTOR+

We conduct extensive experiments on real-world transaction datasets sampled from the eBay commerce platform to verify the efficacy and efficiency of xFraud detector+. The statistics of the datasets are summarized in Table 2. The details on the graph construction process are in Appendix B [34]. We run end-to-end experiments on eBay-xlarge as it is a superset of eBay-large and eBay-small. Specifically, we run the distributed version of xFraud detector+ since eBay-xlarge is too large to fit into a single machine. In the graph partition process, we first split the whole graph into 128 subgraphs using PIC. We then organize these 128 subgraphs into $k$ groups, where $k$ is the number of workers. Different groups are handled by different workers. After the end-to-end evaluation (Sec. 4.1), we conducted an ablation study (Sec. 4.2) on eBay-large and eBay-small to study the trade-off between xFraud detector (i.e., HGT) and xFraud detector+.

4.1 End-to-end Experiments

We report the end-to-end results on eBay-xlarge in Table 3. In addition, we show precision-recall curve and ROC curve in Figure 8 and Figure 9 to further study prediction performance as eBay-xlarge is an extremely imbalanced graph dataset.

**End-to-end Results.** From Table 3, our detector+, achieves the best AUC (averaged across seeds) using 8 machines w.r.t. GEM and GAT. In terms of training efficiency, xFraud detector+ takes only slightly longer time per epoch compared to GEM in an 8-machine setting. If we increase the number of machines to 16, the training time is reduced by 1.89×, 1.84× and 1.82× for GAT, GEM, and our detector+, respectively. Despite roughly linear speedups, we observe lowered AUC compared with 8 machines. In our implementation, each machine only has a subgraph; therefore, all three methods obtain a suboptimal model due to a restrained field of neighbors and edges. This phenomenon reveals a trade-off about our current way of handling large-scale graphs — one can use more resources to accelerate the model training but might have to compromise the model performance. It is an interesting future work to understand how to develop better distributed algorithms for training heterogeneous graph models. For more details on the system implementation and results, see Appendix C [34]. GEM (8 machines) takes the shortest time to do inference over a batch of 640 nodes due to the simplicity of its convolution layers. GAT and xFraud have longer inference time because their implementations of attention mechanisms. xFraud takes slightly longer than GAT due to its attention on heterogeneous types of nodes and edges. Since all methods take less than 0.1 second for a batch, all of them are practical to be deployed in production. Overall, xFraud is appealing in fraud detection, as it achieves the best model quality with a reasonably fast inference speed. Since xFraud detector+ is scalable to 16 machines, an online production scenario using xFraud can leverage historical and up-to-date transaction records to incrementally train a detector (Appendix H [34]).

**Precision-recall Curve (P/R Curve).** Figure 8 illustrates the P/R Curve using different settings. The trade-off of precision and recall is an ever-lasting goal for machine learning models; and xFraud detector+ achieves a better balance between precision and recall compared to GAT and GEM, which means that our model can return more accurate results (higher precision) as well as most of the true fraudulent transactions being found (higher recall).

**ROC Curve.** In eBay-xlarge, the majority of transactions are benign and the ratio of frauds is very low. Besides, from the application perspective, the task of fraud detection is vulnerable to false positive cases, when benign transactions are flagged as fraud. This would cause an overwhelming human verification and significantly worsen user experience. Therefore, it is important to study the imbalance-aware metrics like true positive rate (TPR) and false positive rate (FPR). Specifically, if we restrict the FPR

---

3We first order the 128 subgraphs according to the total number of nodes in ascending order. Then, we put the first few subgraphs that cumulatively have $\lceil \frac{|V|}{k} \rceil$ nodes into the same group. We repeat this process until we get $k$ groups. In this way, we ensure that each machine receives a graph partition of similar total number of nodes.

---

### Table 2: Dataset summary

| Dataset     | Features | Graph type | #Nodes | #Edges | Frauds* |
|-------------|----------|------------|--------|--------|---------|
| eBay-xlarge | hetero   | 1.1B       | 3.7B   | 4.33%  |
| eBay-small  | hetero   | 289K       | 613K   | 4.30%  |
| eBay-large  | hetero   | 8.9M       | 13.2M  | 3.57%  |

The ratio of frauds is only reported on the sampled datasets.

### Table 3: End-to-end performance on the dataset eBay-xlarge (epochs: 128). We report the average scores over two different seeds (A and B).

| # machines | Model     | AUC        | Training time (s/epoch) | Inference time (s/batch) |
|------------|-----------|------------|-------------------------|--------------------------|
| 8          | GAT       | 0.8879     | 62.74                   | 0.0557 ± 0.1966          |
|            | GEM       | 0.8961     | 61.77                   | 0.0167 ± 0.0054          |
|            | xFraud detector+ | 0.9074 | 70.47                   | 0.0799 ± 0.1868          |
| 16         | GAT       | 0.8866     | 33.11 (1.89x)           | 0.0557 ± 0.1966          |
|            | GEM       | 0.8938     | 33.56 (1.84x)           | 0.0167 ± 0.0054          |
|            | xFraud detector+ | 0.8892 | 38.72 (1.82x)           | 0.0799 ± 0.1868          |
with 0.1 of recall. we discuss the implication of this pre-filtering step and the produc-
xFraud’s ROC curve is consistently beyond GAT and GEM. That xFraud detector (i.e., HGT) can no longer handle it. We report eBay-xlarge subsets of eBay-small and xFraud detector+ to demonstrate the efficiency of the sam-
here, we conduct an ablation study of xFraud detector (i.e., HGT)
being lower than 0.1 as in Figure 9 (even this small ratio could involve 85.7M transactions in eBay-xlarge), xFraud significantly outperforms GAT and GEM when only a small FPR is allowed. We plot the full range of FPR in Figure 15 of Appendix H [34], where the three models have a similar area under ROC curve (i.e., AUC-ROC), xFraud’s ROC curve is consistently beyond GAT and GEM.

discussion. All results we report are on a dataset after pre-
filtering the fraudulent/benign transactions with rule/ML-based fil-
ters and down-sampling the benign transactions. In Appendix H [34] we discuss the implication of this pre-filtering step and the produc-
tion scenario of xFraud. As we will see, even without downsampling benign transactions, xFraud achieves a reasonable precision and recall for fraud detection on industrial-scale data. E.g., of the 3 fraud candidates investigated by the business unit, 1 will be a real fraud, with 0.1 of recall.

4.2 Ablation Study: xFraud detector+ vs. xFraud detector (i.e., HGT)
Here, we conduct an ablation study of xFraud detector (i.e., HGT) and xFraud detector+ to demonstrate the efficiency of the sam-
pler. We run experiments on eBay-small and eBay-large, which are subsets of eBay-xlarge because our eBay-xlarge is too large such that xFraud detector (i.e., HGT) can no longer handle it. We report the inference time and AUC using a single machine in Figure 10. Concretely, xFraud detector+ achieves a 5 × speedups in terms of inference time (during testing) on eBay-large compared with xFraud detector (i.e., HGT), and the speedup on eBay-small is even larger, i.e., up to 7 ×. Meanwhile, using a simplified yet efficient sampler (GraphSAGE) will not sacrifice the model AUC (eBay-small vs. eBay-large): 0.7248 vs. 0.8683 for HGT, and 0.7262 vs. 0.8690 for xFraud detector+. Interestingly, we observe that the xFraud detector+ can even slightly outperform xFraud detector (i.e., HGT) on both datasets in terms of AUC.

5 EXPERIMENTS OF XFRAUD EXPLAINER
In this section, we discuss how we build an xFraud explainer on top of the detector. The main contribution of the explainer is to compute node features and edge masks of important features and nodes. As we see in the quantitative analysis (Sec. 5.1) and the case studies (Sec. 5.2), xFraud explainer ranks important edges with high agreement with expert human annotators and provides interesting insights for risk experts when analyzing risk propagation in a local heterogeneous graph. The output of the explainer carries the following meaning: node feature masks give high weights to the node feature dimensions influential in prediction; edge masks are the weights of edges in the subgraph, which indicate the strength of connectedness between pairs of nodes when flagging fraud. We visualize the subgraph structure with these outputs.

5.1 Quantitative Analysis of xFraud Explainer: Topk Hit Rate
First, we want to quantify the efficacy of xFraud explainer by study-
ing the agreement between human perception and explainer output. Our approach is to compute the agreement between the edge im-
portance scores based on human annotations and the edge weights generated by our hybrid explainer.
AUC score of this test sample is 81.88%. A community is formed to visualize the subgraph for a certain node, we use the node index, (2) via directly optimizing the average hit rate on the training set.

explainer weights by taking the larger weight. Generally hard for annotators to consider directions, we remove directions in the edge indices and their masks, true labels of nodes as input. The

generate a better explainer for graphs.

4.2 Qualitative Analysis of xFraud Explainer:

Table 4: Top hit rate in the test communities.

Table 4 illustrates the result. We see that the hybrid explainer consistently outperforms both GNNExplainer and centrality measures. This is not surprising, as shown in our previous discussion of the tradeoff. It is an exciting future direction to come up with better ways to combine these different metrics together to form an even better explainer for graphs.

5.2 Qualitative Analysis of xFraud Explainer: Case Studies

To visualize the subgraph for a certain node, we use the node index, edge indices and their masks, true labels of nodes as input. The thicker an edge is, the stronger the connection is. We visualize the connections with nondirectional edges and use the ground truth labels for transactions. True positive (TP): flagging frauds. In Figure 11, we see a generic shipping address (node 32, a warehouse) connected to both fraudulent/benign transactions related to various buyers using various payment tokens/emails. According to BU, one explanation for this pattern is there is often a lag between user chargebacks and when the frauds have taken place, not to mention it is possible that a card stolen claim might never be forwarded to eBay from some banks. As a result, we cannot fully trust the positive labels in such a case, where it is clearly unusual for such a community to have an extremely mixed benign/transactions across buyers. And it could also be a case where defaulters disguise their true purposes by "cultivating" some legitimate accounts to execute a few legit transactions. For the second assumption, the BU needs extra evidence to further examine. Either way, xFraud is able to flag the node-to-predict as fraudulent by learning from the important edges (the thicker ones), and to inform the BU that this set of buyers are highly suspicious and should be under more detailed examinations. This shows the importance in detecting frauds on the transaction level as we propose in xFraud, instead of just on the account level as in GEM. Currently, the BU is only using a rule-based system to filter the suspicious transactions stored in the tabular format. xFraud explainer is innovative to a traditional BU annotation routine, because it allows experts to combine graph level and feature level information. For extensive case studies on false positive (FP): benign → fraud and false negative (FN): fraud → benign, we discuss in Appendix G [34], where we also discuss system limitations and potential solutions to improve xFraud.

6 CONCLUSION

In this paper, we propose xFraud, a system for detecting fraud transaction and explaining model prediction. Specifically, a heterogeneous graph is constructed and a self-attentive heterogeneous graph neural network is leveraged for risky transaction scoring. We further design a learnable hybrid explainer that leverages both GNNExplainer and centrality measures to learn node- and edge-level explanations simultaneously. Through extensive experiments on real-world datasets, we show the proposed xFraud detector can efficiently process billion-scale heterogeneous graphs and outperform the competitive baselines. More importantly, xFraud is the first work that quantifies a strong agreement between human perception and explainer outputs. Real-world case studies illustrate that with the hybrid xFraud explainer, we can generate convincing explanations to assist further decision-making of business units.
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Note that explainer assumes directions and assigns two weights to bidirectional edges connecting a pair of nodes. Since human annotation is on the node level, and it is generally hard for annotators to consider directions, we remove directions in the explainer weights by taking the larger weight.

Footnotes:
1 This is out of control of eBay and is due to the inconsistency of reporting systems at some banks.
2 skope-rules which perform rule mining on tabular data, https://github.com/scikit-learn-contrib/skope-rules (last accessed: Oct 18, 2020).

Sample. In total, we randomly select 41 communities from our test set, among which 18 communities has a fraudulent transaction as seed (label 1), 23 a legitimate transaction as seed (label 0). The AUC score of this test sample is 81.88%. A community is formed around a transaction seed node, where all connected nodes and edges are taken. In total, we have 1,591 nodes of five types (buyer, transaction, shipping address, email, and payment token), and 3,344 edges. On average, there are 81.56 edges per community.

Human annotations and edge importance score. We have created the human evaluation of edge importance scores of all edges in these 41 communities. The annotation protocol and score calculations are listed in Appendix E [34]. Out of 41 communities, we take the first 21 communities as the training set, the last 20 as the test set. We trained two versions of the hybrid explainer: (1) via ridge regression on the human annotations on the training set, and (2) via directly optimizing the average hit rate on the training set.

Results. Table 4 illustrates the result. We see that the hybrid explainer consistently outperforms both GNNExplainer and centrality measures. This is not surprising, as shown in our previous discussion of the tradeoff. It is an exciting future direction to come up with better ways to combine these different metrics together to form an even better explainer for graphs.
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A HETEROGENEOUS DATASETS IN THE LITERATURE

We list the heterogeneous datasets used in the literature in the past six years in the following table.

Table 5: A survey of the existing heterogeneous graph data sets ("B": billion; "M": million; "K": thousand).

| Year | Paper | Dataset | # Node | # Edge | # Edge/# Node |
|------|-------|---------|--------|--------|---------------|
| 2015 | HNE (2015) [7] | BlogCatalog | 5,196 | 171,743 | 33.05 |
| 2017 | MVE [36] | DBLP | 69,110 | 1,884,236 | 27.26 |
| 2018 | GEM [28] | GEM-graph | 8M | 10M | 1.67 |
| 2019 | m2v2vec [37] | Twitter | 116,408 | 185,341 | 1.57 |
| 2019 | HAN [42] | DBLP | 109,942 | 547,872 | 50.07 |
| 2020 | eBay-xlarge | DBLP | 69,110 | 1,884,236 | 27.26 |

We take a subset of eBay-xlarge, eBay-large, and eBay-small. Note that eBay-large and eBay-small are subsets of eBay-xlarge. The graph construction protocol is as follows. Both transaction and linkage entities are treated as nodes. If an entity is used in a transaction, we create an edge between the transaction node and that entity (see Sec. 3.1). Only transaction node has input features.

We construct three datasets from the historical transactions at eBay. Historical transaction records were sampled to generate three datasets with different scales. Note that the ratio of fraudulent transactions is usually much smaller than that of the legitimate ones; hence, we try to down sample the benign transactions to alleviate the class imbalance problem.

**eBay-xlarge.** It is a billion-scale dataset of 1.1 billion nodes and 3.7 billion edges, which contains seven months of selected transaction records. The dimension of transaction features is 480.

**eBay-large.** All the historical transaction records spanning a given period in eBay-xlarge are sampled. The dimension of transaction features is 480. The linking entities whose transaction numbers below a predefined threshold are removed to maintain graph connectivity, which means that there is no isolated transaction in the graph.

**eBay-small.** We take a subset of eBay-large to construct eBay-small by shrinking the transaction spanning period, and the dimension of transaction features is 114.

For all three datasets, to further reduce the graph size while preserving graph connectivity, we adopt a graph sampling strategy:
1. All fraudulent transactions and randomly sampled benign transactions are selected as seeds. (2) Each seed is expanded to its k-hop neighbors, and at each hop, no more than N neighbors are picked.
2. The neighborhoods around the seeds with transaction numbers less than five are filtered out. We have a similar graph sampling across all datasets: for eBay-xlarge, k = 8, N = 512, for eBay-large and eBay-small k = 3, N = 32.
3. The neighborhoods around the seeds with transaction numbers less than five are filtered out. We have a similar graph sampling across all datasets: for eBay-xlarge, k = 8, N = 512, for eBay-large and eBay-small k = 3, N = 32.

In addition, for the eBay-xlarge dataset, we produce the training/testing labels via two filtering and sampling steps:

B DATASET CONSTRUCTION

In the transaction records, there exist a rich set of relations when two transactions share some linkage entities, e.g., executed by the same buyer, using the same payment instrument, shipped to the same address.

Following the same graph construction protocol, we construct heterogeneous graphs out of the transaction records in different scales — eBay-xlarge, eBay-large, and eBay-small.
We introduce the experimental protocols and an extensive set of results on our billion-scale dataset eBay-xlarge.

**C MORE DETAILS ON THE DISTRIBUTED XFRAUD DETECTOR**

We introduce the experimental protocols and an extensive set of results on our billion-scale dataset eBay-xlarge.

**D EXPERIMENTAL DETAILS OF A MODIFIED GNNEXPLAINER**

We implement GNNEXPLAINER using the trained xFraud detector, transaction features, node index (of node-to-explain), edge indices, edge types, and node types as input. We obtain node feature masks of the subgraph as output, as well as the edge masks. The hyperparameters of GNNEXPLAINER are: `epochs` = 100, `lr` = 0.01, `edge_size` = 0.005, `node_feature_size` = 1, `edge_entropy` = 1, `node_feature_entropy` = 0.1. The xFraud detector is not retrained during the explanation process.

We extend the vanilla GNNEXPLAINER [47] so that it generates node feature masks for all the nodes, which enables a node-level feature explanation to a prediction. Learning the feature importance of all node features was not possible with the vanilla GNNEXPLAINER. The training of explainer is initialized with a random edge mask `×|E|` and a random node feature mask `|V|×F` (F is the size of node features), as well as four random coefficients of edge size `|E|`, node feature size `|V|`, edge entropy `|E|`, and node feature entropy `|V|`. It then takes the node index of node-to-explain, transaction features, node types, edge types, and edge indices as input. The explainer takes the weights trained in the detector and uses only the detector model in the evaluation mode, as Figure 4 demonstrates (right). The loss function of explainer has to include edge entropy and node feature entropy so that the explainer knows which important nodes,
The goal of explainer loss is to jointly minimize the detector loss (eq. 1), edge entropy (eq. 2), and node feature entropy (eq. 3). We finally sum them up to form the explainer loss.

\[ M \] is a random initialization of edge parameters. Likewise, we denote \( S \) the node-to-explain. We use \( S \) node features and edges to attend in predicting the current node.

The goal of explainer loss is to jointly minimize the detector loss with the entropy of node features and edges.

To compute the explainer loss, we first compute the edge mask and node feature mask of the subgraph \( S \) in \( G \) that contributes to the node-to-explain. We use \( M_{ES} \) to denote the edge mask in the subgraph \( S \) (a subgraph of \( G \)), and we have \( M_{ES} = \sigma(E_S) \), \( E_S \) a random initialization of edge parameters. Likewise, we denote the node feature mask as \( M_{VS} = \sigma(V_S) \), \( V_S \) a random initialization of node feature parameters. Now we calculate the explainer loss in three parts, detector loss (eq. 1), edge entropy (eq. 2), and node feature entropy (eq. 3). We finally sum them up to form the explainer loss:

\[
\sum_i C_i \log(S_i),
\]

\[
\beta_{det} \sum M_{ES} + \frac{\sum_{i} \left( -M_{ES} \log(M_{ES} + \epsilon) - (1 - M_{ES}) \log(1 - M_{ES} + \epsilon) \right)}{|V_E|}
\]

\[
\sum_{i} \left( \frac{M_{VS}}{|V_S|} + \frac{\left( -M_{VS} \log(M_{VS} + \epsilon) - (1 - M_{VS}) \log(1 - M_{VS} + \epsilon) \right)}{|V_S|} \right)
\]

where \( i \in \{ \text{labeled transactions} \} \), \( C_i \) is the true label of a transaction, \( S_i \) the output of the softmax layer in DNN, \(|V_S|\) and \(|E_S|\) the number of nodes and edges in the subgraph \( S \), and \( \epsilon \) a small constant to prevent \( \log(0) \). By back propagation, the new loss is used to compute the new network weights in explainer and thus the network has the capacity to learn the subgraph nodes and their features that most importantly contribute to certain predictions made by the detector.

### E ANNOTATION, NODE IMPORTANCE, RANDOM VS. GNNEXPLAINER

**Annotation protocol.** Now we introduce our annotation protocol of human ground truth. The goal of annotation is to assign a node importance score to each node in terms of how important the node is when the seed node prediction is made. We do not perform...
annotations on the edge level because the annotators only have access to node-level information (e.g., node features and representations). We have five expert annotators to ensure that each node is at least annotated by two annotators. There are three scales of node importance: the annotators can assign: 0, 1, 2 for low, medium, and high importance, respectively. Then, we calculate the average inter-annotator agreement (IAA) score of annotator pairs. The average IAA score is 0.532 among 10 pairs of annotators, with the highest IAA 0.773 and lowest 0.314. But how do we know if our annotations are of high quality? Assuming the human annotators were randomly assigning scores, we employ random integer generators that assign 0, 1, 2 to replace all the annotations by human, and we calculate the average IAA score among the random annotators. Also, we repeat this random experiment 10 times and calculate the mean IAA score. The random IAA score is -0.006 which is significantly worse compared with 0.525, the IAA score of human annotators.

**Node importance score.** After we have obtained the human annotations by five annotators, we first calculate the average node importance score for a node \( v \) by \( e_i \text{annotation} \), where an annotator \( i \in [1, 2, 3, 4, 5] \). We then use these node importance scores to compute the edge importance scores. There are three strategies to calculate the edge importance based on its incident nodes — by averaging ("avg") or summing ("sum") the node importance scores, or by taking the minimal node importance score ("min"). There is no theoretical or empirical evidence of which aggregation method is the best, we therefore have run all the aggregation methods and select the one that performs the best.

**Topk hit rate.** In Figure 6, we demonstrate two graphs with edge importance scores and edge weights, respectively. We have to choose a meaningful set of \( k \). Note that the average count of total edges across the communities is 81.56, among which the average count of edges with the largest edge importance is 20.90. This means that as long as \( k \) is smaller than or around 20, the topk hit rate reflects a meaningful agreement score between the explainer and the annotators in ranking the important edges.

**Random vs. GNNExplainer.** Another caveat of the topk edge selection is that we need to break the tie among the largest edge importance scores. To tackle this, we randomly draw 100 samples when selecting the topk edges based on the highest importance score. Then, we take the average hit rate of these 100 draws. We have also run experiments with 10,000 draws, which renders similar results reported in Table 8. Here, we report the hit rates computed as the mean of random 100 draws.

In Table 8 we report the topk hit rate with \( k \in [5, 10, 15, 20, 25] \). Our hit rate is already 45% when inspecting the top 5 edges and increases as \( k \) increases. To draw the conclusion that the explainer agrees strongly with our human annotators, we look at a random baseline. The random baseline assumes that the explainer randomly assigns edge weights during prediction. We let a random number generator assign edge weights to each edge and we compute the topk hit rate between random edge weights and edge importance scores. We repeat the random experiment 10 times, and finally obtain the average topk hit rate from these 10 random draws. The random baseline is also reported in Table 8. Taking the difference between our hit rate and the random one, we see the largest discrepancy is at the top 5 hit rate and gradually drops as \( k \) increases. This demonstrates the strong agreement between the actual explainer weights and our human annotators.\(^7\)

**Comparing aggregation methods in analyzing explainer weights.** There are three different aggregation strategies, ranging from node importance (human) to edge importance (human). In Tables 9, 10, and 11, there is no substantial difference in results generated by averaging, summing, or minimizing the weights. Also, in communities with a benign (0)/fraudulent (1) node-to-predict, there is no substantial difference. We also ran a paired-t-test to see if the distributions between these two types of communities are identical: the test results do not allow us to reject this null hypothesis on a significance level of 0.05. Therefore, in the follow-up experiments of hybrid explainer, we always use “averaging” as the aggregation method to compute the edge importance score (human).

| Table 8: Topk hit rate between explainer edge weights and human annotations: GNNExplainer vs. random. |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|
| **Topk hit rate**               | **Top5**       | **Top10**      | **Top15**      | **Top20**      | **Top25**      |
| Random                          | 0.13           | 0.45           | 0.60           | 0.70           | 0.79           |
| GNNExplainer                    | 0.45           | 0.69           | 0.82           | 0.90           | 0.92           |
| \( \Delta(\text{GNNExplainer} - \text{Random}) \) | 0.32           | 0.24           | 0.22           | 0.20           | 0.13           |

Comparing aggregation methods in analyzing explainer weights. There are three different aggregation strategies, ranging from node importance (human) to edge importance (human). In Tables 9, 10, and 11, there is no substantial difference in results generated by averaging, summing, or minimizing the weights. Also, in communities with a benign (0)/fraudulent (1) node-to-predict, there is no substantial difference. We also ran a paired-t-test to see if the distributions between these two types of communities are identical: the test results do not allow us to reject this null hypothesis on a significance level of 0.05. Therefore, in the follow-up experiments of hybrid explainer, we always use “averaging” as the aggregation method to compute the edge importance score (human).

| Table 9: Topk hit rate between explainer edge weights ("avg") and human annotations: GNNExplainer vs. random. c1: a community labeled 1, c0: a community labeled 0. |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|
| **Topk hit rate**               | **Top5**       | **Top10**      | **Top15**      | **Top20**      | **Top25**      |
| Random                          | 0.13           | 0.45           | 0.60           | 0.70           | 0.79           |
| GNNExplainer                    | 0.45           | 0.69           | 0.82           | 0.90           | 0.92           |
| \( \Delta(\text{GNNExplainer} - \text{Random}) \) | 0.32           | 0.24           | 0.22           | 0.20           | 0.13           |
| Random\(_{c0}\)                 | 0.31           | 0.20           | 0.21           | 0.20           | 0.15           |
| GNNExplainer\(_{c0}\)          | 0.47           | 0.77           | 0.90           | 0.97           | 1.00           |
| \( \Delta(\text{GNNExplainer}_{c0} - \text{Random}) \) | 0.16           | 0.57           | 0.69           | 0.27           | 0.85           |
| Random\(_{c1}\)                 | 0.33           | 0.17           | 0.23           | 0.21           | 0.11           |
| GNNExplainer\(_{c1}\)          | 0.41           | 0.59           | 0.72           | 0.81           | 0.82           |
| \( \Delta(\text{GNNExplainer}_{c1} - \text{Random}) \) | 0.08           | 0.42           | 0.49           | 0.60           | 0.71           |

**F MORE DETAILS ON THE HYBRID EXPLAINER**

**Centrality measures as edge weights.** We use the following two ways to compute edge weights using centrality measures:

1. (1) Compute the edge weights based on the node annotations using edge centrality measures such as *edge betweenness* and *edge load centrality*. Edge betweenness measures the number of the shortest paths between vertices that contain the edge, normalized by \( \frac{2}{n(n-1)} \) in an undirected graph. Edge load counts the number of

\(^7\)Comparing results from three aggregation methods ("sum" vs. "min" vs. "avg"), there is no significant difference in the distribution of our hit rates and \( \Delta(\text{GNNExplainer} - \text{Random}) \). We hence report only the results of "avg". In addition, there is no substantial difference between \( \Delta(\text{GNNExplainer} - \text{Random}) \) of communities labeled 1 and 0. For more details of the results on "min" and "sum" and their performances on communities labeled 1 and 0.
the shortest paths which cross each edge. Then, we calculate the topk hit rate between the edge centrality scores and the human annotations.

(2) Compute the edge weights based on the node annotations after transforming the original graph into a line graph. We compute various types of node centralities (e.g., closeness, eigenvector centrality, degree, etc.) measures in the line graph.

We report the results of representing edge weights with 13 centrality measures in Table 1. We compute the centrality measures using the networkx package in Python.

**Observations on comparing explainer weights and centrality measures.** We observe that the hit rates computed by explainer weights $H(e)$ and by different centrality measures $H(c)$ are close. The similar hit rates show that GNNExplainer and centrality measures both manage to learn the most important edges when filtering the fraudulent transactions. For each rank, we mark the highest hit rate with bold: there is not a centrality measure that consistently outperforms the remaining measures. Even among various centrality measures, the $\Delta(H(e) - H(c))$ on different ranks vary. As $k$ increases, the differences between the hit rates decrease.

We pick the best four centrality measures according to the hit rate, i.e., edge betweenness, degree, edge load, closeness and harmonic. If we examine the differences of hit rate $\Delta(H(e) - H(c))$ across communities in Figure 7, we notice that there is no clear winner between $H(e)$ and $H(c)$ in detecting the most important edges when comparing to human annotations. More importantly, a trade-off between $H(e)$ and $H(c)$ can be observed. This motivates us to learn a hybrid explainer using both explainer weights and centrality measures.

**A hybrid learner that incorporates both explainer weights and centrality measures.** We formulate the learning problem as follows. First, we learn two coefficients — centrality coefficient $A$ and explainer coefficient $B$, which maximizes $avg(H(h))$ in the training communities via $avg(A \ast w(c) + B \ast w(e))$, where $w(c)$ denotes the centrality measures, and $w(e)$ the explainer weights. Since there are 41 communities, we take the first 21 communities as the training set and the last 20 as the test set. Then, we calculate $avg(H(h))$ in the test communities using the $A$ and $B$ learned over the training set. There are various techniques to optimize $avg(A \ast w(c) + B \ast w(e))$ and search for the optimal $A$ and $B$, which maximize the average $H(h)$ in the training set. By taking a centrality measure that generates the best $H(h)^{\text{Top5}}$ in Table 1 (edge betweenness), we have run these three sets of experiments to optimize $A$ and $B$:

(1) Fit polynomial functions where we find the best feature degree to maximize the average $H(h)$ in the training communities;

(2) Grid searches for $A$, where $B = 1 - A$;

(3) Train Ridge linear regressions on $avg(A \ast w(c) + B \ast w(e))$, where we also optimize the regularization hyperparameter $\alpha$.

We run (1) to find the best degree $d$ among $[1, 2, ..., 9]$ and obtain $d = 1$ being the best fit, i.e., a linear combination of $A \ast w(c) + B \ast w(e)$. We illustrate the results of hybrid explainers constructed by (2) and (3) in Table 12. For the grid search in (2), we tune $A$ in $[0.00, 0.01, ..., 1.00]$, where $A$ maximizes the average hit rate in the training communities. For (3), the best $\alpha$ is 0.99 among $[0.01, 0.02, ..., 0.99]$, with $A = -0.1097, B = 0.1064$. If we compare the results of $H(h)$, $H(c)$, and $H(e)$ at all ranks, the hybrid learner has achieved at least a result as good as $H(c)$ if not better.

The results in Table 1 and Figure 7 validate that our proposed hybrid explainer can achieve a trade-off between the centrality measures and explainer weights. Both measures agree with human annotators, and we can leverage weights learned by explainer and centrality to construct a better explainer. This hybrid explainer incorporates both the topological features of the community and the message passing learned via GNNExplainer.

Moreover, we have also noticed that the centrality measures assign identical weights to many edges in the community. In contrast, the vanilla GNNExplainer always assigns a total order of weights to the edges, with the edges closer to the node-to-explain getting the highest weights. GNNExplainer offers a local explanation of the prediction, while centrality measures attend to the global structure of the community. Intuitively, by combining the best of both worlds, the hybrid explainer is beneficial since it considers both local and global structures of communities.

**More Results on the Hybrid Explainer.** We report the hit rate of top 5 edges across GNNExplainer, edge betweenness centrality, and the hybrid explainer trained using Ridge and grid search in Table 12.
fraudulent transactions being flagged correctly, “TN” – benign

We investigate several case studies for the conditions “FP” and “FN.”

Table 12: Top $k$ hit rate in the train and test communities by the hybrid explainer. $A$ is the coefficient of centrality weights (edge betweenness) in the hybrid explainer $A + B * w(e)$, where $B = 1 - A$.

| $H(\_)$ | Edge betweenness $H(e)$ | GNExplainer $H(e)$ | Hybrid (edge) $H(B)$ | Hybrid (grid) $H(A)$ |
|---------|------------------------|-------------------|---------------------|---------------------|
| Top5    | 0.4817                 | 0.45540           | 0.44257             | 0.44800             |
| Top10   | 0.6581                 | 0.70175           | 0.61210             | 0.77580             |
| Top15   | 0.7591                 | 0.87563           | 0.75981             | 0.84743             |
| Top20   | 0.8459                 | 0.96265           | 0.84126             | 0.95140             |
| Top25   | 0.8815                 | 0.96615           | 0.88150             | 0.95934             |
| Top30   | 0.8868                 | 0.96765           | 0.88728             | 0.96149             |
| Top35   | 0.8920                 | 0.95780           | 0.89828             | 0.96350             |
| Top40   | 0.8976                 | 0.95659           | 0.90680             | 0.96893             |
| Top45   | 0.9026                 | 0.95198           | 0.90244             | 0.97075             |

G CASE STUDIES USING HYBRID EXPLAINER

In this paper, a fraudulent transaction is marked as 1 (positive) and a benign one as 0. When we report true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN), these four cases correspond to the following detection scenarios: “TP” – fraudulent transactions being flagged correctly, “TN” – benign transactions being flagged correctly, “FN” – we have missed frauds in detection, “FP” – benign transactions wrongly flagged as fraud.

G.1 More true positive cases

Except the case we show in Figure 16, we present six more TP cases in our 41 communities, visualized using weights learned in the hybrid explainer. We see from the visualization in (a), (c), and (f), xFraud does a good job in detecting suspicious transaction, even if the frequencies of fraudulent/benign cases are close. xFraud hybrid explainer not only manages to learn from the incident edges of the node-to-predicts, but also learns the path where the risk propagates. For instance, in (b), it learns that transaction 0 connects linking entities 17 (payment token) and 18 (email) with node 37 (buyer), which influences strongly the prediction of node 36 to be fraud. This type of risk propagation is useful in learning the embedding representations of linking entities. Similar to (b), we also observe a clear risk propagation path in (e). In case (d), we observe a typical fraudulent cluster which could be due to the fact that a valid payment token (node 19) was used at the beginning to gain the trust of the platform, then the defaulter conducts many fraudulent transactions. It could also be that the defaulter has hacked one payment token (node 5) and uses that payment token to conduct many transactions in a short time. In either case, the xFraud can assist BU to identify this kind of fraud cluster.

G.2 More case studies: false positives and false negatives

We investigate several case studies for the conditions “FP” and “FN” and share our insights.

False positive (FP): benign $\rightarrow$ fraud. In the community illustrated in Figure 17 (a), we have one buyer/email address/payment token and two shipping addresses. One shipping address (node 6) is much more frequently used than the other one. Note that this heavily used shipping address (node 6) is linked to many fraudulent transactions. This makes the prediction of seed node 39 prone to fraudulent (probability = 0.972 in xFraud detector+), because this transaction is directly linked to seed 6, which is considered highly suspicious by learning from its neighbors in the community. The most important edges in generating the prediction are marked in bold (0-6, 0-8). However, BU reports that this account is not fraudulent after investigation. Similarly, we have more fraudulent cases in the communities than the benign ones in the cases shown in Figure 17 (b) and 17 (c).

False negative (FN): fraud $\rightarrow$ benign. In a community like Figures 17 (d), where multiple buyers/payment tokens/email/shipping addresses are involved, we do not observe that one shipping address is used more frequently in the transaction logs. However, there are much more benign cases in the neighborhood, therefore xFraud detector+ has problems identifying a fraudulent transaction which could be due to a sudden attack, or a delay of user chargebacks. In Figure 17 (f) we see a simple (single-buyer) community with more fraudulent transactions than benign ones in the neighborhood. However, since the important (thick) edges are connected to more benign transactions than frauds (benign: 2, 14, 8, 9, 13, 11; fraud: 21, 17, 0), the node 1 is classified wrongly as benign.

To empirically investigate the case studies, we show in Table 13 that the different conditions are indeed correlated with communities types. We do not have false positives (benign wrongly recognized as fraudulent) in the complex communities, and xFraud does a better job in communities with more than one buyer.

To summarize the FP: benign $\rightarrow$ fraud cases, in all the FP cases we have (6 out of 6), there is only one buyer in the community, one linking entity of each type (i.e., one email, one payment token, one shipping address). Even if there are two linking entities, one is always more frequently used than the other one, and the seed is linked to the entity that is more frequently used. Whenever there is more fraudulent transactions connected to that linking entity, the benign node-to-predict is classified as fraudulent; vice versa for false negatives (2 out of 8). This is preemptive in risk prevention; the user might expect some short-term interruption of the service while being alert and notified by the platform that a fraudulent transaction might be ongoing.

In summary, the FN: fraud $\rightarrow$ benign cases show more variability, and our goal is to avoid as much as possible the false negatives. In many of the cases (6 out of 8), we see more buyers and linking entities (such as payment tokens and emails) in the community – we have higher false negatives in the complex communities. It is hard for xFraud detector+ to distinguish signals sent via various buyers and transactions. It could be deliberate ring attacks with accounts “cultivated” over a long time, or could be a one-time attack of one account using an unknown device.

G.3 System limitation and possible causes.

As we see in most of the cases, the misclassification of frauds is related to the ratio of fraudulent/benign cases in the $k$-hop neighborhood of the node-to-predict. It is therefore important to enforce a graph partition constraint of benign/fraudulent-ratio, so that the prediction is not strongly influenced by the frequency of cases. This goes into the direction we discussed before in the scalability experiments of ebay-xlarge: how to scale out training in a distributed setting on a heterogeneous graph.
Table 13: Confusion matrix of TP, TN, FP, and FN in simple and complex communities. The sample is the 41 communities we present in Sec. 5.1. We show the frequency and percentage of one condition in one type of communities in the bracket, where a simple community has only one buyer, and a complex one has more than one buyer. "TP": fraudulent transactions, "TN": benign transactions, "FN": missed frauds in detection, "FP": benign flagged as fraud.

| Simple communities (16, 100%) | Complex communities (25, 100%) |
|------------------------------|--------------------------------|
| FP (6, 37.5%)                | TP (4, 25%)                    |
| FN (2, 12.5%)                | TN (4, 25%)                    |

Although our system can flag some guest checkouts that are linked to suspicious entities, it still remains a difficult use case to capture with both ML and GNN methods. Guest checkout allows users to make purchases without logging and to stay anonymous. Our xFraud detector is designed for graph, therefore it requires purchases linked to some existing and nontrivial entities. Image a case where the user chooses a guest checkout to make a purchase. The email is newly registered, so it is not linked to any existing entities. The ip address is from a public places such as cafe or gas station. The payment token is a credit card which have not been used in our checkout system. The shipping address is a public transshipment warehouse. In such a case, none of the trivial entities can be linked by this purchase, so that our xFraud detector can hardly retrieve any useful information to make accurate predictions on the purchase.

H MORE EVALUATION METRICS OF EXPERIMENTS ON EBAY-LARGE

H.1 True positive rate (TPR)/Recall, true negative rate (TNR), false positive rate (FPR), false negative rate (FNR)

We document the TPR, TNR, FPR, and FNR on the test set of eBay-xl in Tables 14, 15, and 16. Note that FPR = 1 - TNR and FNR = 1 - TPR. TPR is also known as recall.

H.2 Precision and recall at various thresholds

In Tables 17, 18, and 19, we list the precision and recall scores calculated at various thresholds on the test set of eBay-xl.

H.3 ROC curve on eBay-large.

Besides the ROC curve in Figure 9 showing FPR < 0.1 in flagging frauds on eBay-large, we also present the ROC curves in the full range of FPR. The xFraud detector+ outperforms all baselines in ROC-AUC in the two experiments on 8 and 16 machines, respectively.

H.4 Discussion: Performance analysis of xFraud in production

Reading from Tables 18 and 19, on the whole test set of eBay-xl with 4.33% fraud rate, our method

- with threshold 0.983 has precision = 0.9822 and recall = 0.1091,
- with threshold 0.977 has precision = 0.9539 and recall = 0.2063,
- with threshold 0.960 has precision = 0.9217 and recall = 0.2930.

As we discussed in Appendix B, we filtered and sampled the transaction labels in the eBay-xl dataset before applying GNN models. These operations lead to the change of fraud rate in the transaction labels in each step:

1. The original data stream (0.016% fraud)
2. The filtered data stream (0.043% fraud)
3. The sampled data stream (4.33% fraud)

In this paper, we report all numbers on step (3). How would the algorithm perform on the dataset on step (2)? We further report precision on step (2). In this case, a 0.98 precision on (3) corresponds to 0.32 precision on (2), with 0.1 recall; and a 0.95 precision on (3) corresponds to 0.16 precision on (2), with 0.2 recall.

A 0.32 precision means that for 3 fraud candidates investigated by the business unit, 1 will be a real fraud. This, with 0.1 recall is acceptable in our scenario. Even a 0.16 precision, with 0.2 recall, is reasonable — for every 6 fraud candidates investigated by the business unit, 1 will be a real fraud.

When our model is deployed into production, there will be more considerations beyond this single GNN model — one has to consider the entire pipeline, including data preprocessing, feature engineering, and downsampling. For example, in many eBay applications, less risky transactions are filtered out by rule-based or ML-based strategies before using more complicated models such as GNN; and GEM [28] has also pre-filtered isolated transactions.
H.5 Potential production scenario using xFraud

We have used an industrial-scale dataset eBay-xlarge using seven months of transaction data produced at eBay. xFraud now has a model trained on historical data. What is also practical is an incremental setting of online model training and fine-tuning. For example, we can perform model updates on a daily basis to ensure the model timeliness. We can also build models in an incremental setting. For instance, we use the data from the $T - 1$ week (or month) to flag the transactions produced in the $T$ week (or month). However, there is a caveat here: many fraudulent behaviors are planned for the long-term attacks. The defaulters would “cultivate” a set of accounts for many months to gain the trust of the platform and then launch attacks. Hence, it is crucial to use both historical and up-to-date data to train our system and combine their predictions in production. After our delicate optimization for the distributed xFraud system, xFraud now can efficiently train a GNN model on a billion-scale graph dataset (38s per epoch on eBay-xlarge using 16 machines). With xFraud’s powerful processing capabilities, we can train a new model within several hours in eBay, and hence support real production scenarios. Besides, xFraud can also accelerate the inference task significantly in a distributed setting (less than 0.1 seconds to process a batch of 640 nodes using a single machine). To help downstream tasks in a production scenario, the inference scores for the transactions are attached to the corresponding entities, represented as risk scores for the upcoming transaction events. These scores are treated as features for downstream risk models and as variables for the rule-based defense systems.
Figure 16: Case studies using hybrid learner weights: true positives (TP).
Figure 17: Case studies using hybrid learner weights: false positives (a,b,c on the left) and false negatives (d,e,f on the right).
Table 14: TPR, FNR, FPR, and TNR on eBay-xlarge by varying thresholds from 0.1 to 0.9 on the prediction scores. FNR = 1 - TPR. The higher TPR is, the better; the lower FNR, the better. FPR = 1 - TNR. The higher TNR is, the better; the lower FPR, the better.

| Model          | # of machines | Seed | TPR@threshold | FNR@threshold | TNR@threshold | FPR@threshold |
|----------------|---------------|------|---------------|---------------|---------------|---------------|
|                |               |      | 0.1           | 0.2           | 0.3           | 0.4           | 0.5           | 0.6           | 0.7           | 0.8           | 0.9           |
| GAT            | 8             | A    | 0.7579        | 0.6718        | 0.6264        | 0.5891        | 0.5535        | 0.5158        | 0.4730        | 0.4187        | 0.3170        |
|                |               | B    | 0.7443        | 0.6664        | 0.6184        | 0.5787        | 0.5391        | 0.5030        | 0.4577        | 0.3972        | 0.2780        |
|                | 16            | A    | 0.7439        | 0.6739        | 0.6311        | 0.5923        | 0.5483        | 0.5112        | 0.4614        | 0.3970        | 0.2152        |
|                |               | B    | 0.7137        | 0.6287        | 0.5839        | 0.5396        | 0.4930        | 0.4345        | 0.3488        | 0.2262        | 0.0432        |
| GEM            | 8             | A    | 0.7125        | 0.6028        | 0.5182        | 0.4608        | 0.4058        | 0.3563        | 0.3086        | 0.2501        | 0.1599        |
|                |               | B    | 0.6737        | 0.5611        | 0.4913        | 0.4363        | 0.3788        | 0.3349        | 0.2902        | 0.2344        | 0.1360        |
|                | 16            | A    | 0.7052        | 0.6061        | 0.5263        | 0.4592        | 0.4073        | 0.3490        | 0.2859        | 0.2014        | 0.0660        |
|                |               | B    | 0.6649        | 0.5646        | 0.4955        | 0.4331        | 0.3829        | 0.3282        | 0.2522        | 0.1742        | 0.0588        |
| xFraud detector+ | 8          | A    | 0.5731        | 0.5083        | 0.4794        | 0.4582        | 0.4407        | 0.4268        | 0.4103        | 0.3933        | 0.3621        |
|                |               | B    | 0.5480        | 0.4801        | 0.4482        | 0.4213        | 0.4067        | 0.3904        | 0.3746        | 0.3579        | 0.3199        |
|                | 16            | A    | 0.5056        | 0.4521        | 0.4198        | 0.3978        | 0.3757        | 0.3526        | 0.3228        | 0.2794        | 0.1424        |
|                |               | B    | 0.5212        | 0.4549        | 0.4177        | 0.3902        | 0.3524        | 0.3113        | 0.2529        | 0.1597        | 0.0018        |

by varying thresholds from 0.1 to 0.9 on the prediction scores.
Table 15: TPR, FNR, FPR, and TNR on eBay-xlarge by varying thresholds from 0.95 to 0.977 on the prediction scores.

FNR = 1 - TPR. The higher TPR is, the better; the lower FNR, the better.
FPR = 1 - TNR. The higher TNR is, the better; the lower FPR, the better.

“-” denotes that the scores do not exist for scores $\geq$ threshold.

| Model          | # of machines | Seed | TPR@threshold | FNR@threshold | TNR@threshold | FPR@threshold |
|----------------|---------------|------|---------------|---------------|---------------|---------------|
|                |               |      | 0.95 | 0.96 | 0.97 | 0.971 | 0.972 | 0.973 | 0.974 | 0.975 | 0.976 | 0.977 |      | 0.95 | 0.96 | 0.97 | 0.971 | 0.972 | 0.973 | 0.974 | 0.975 | 0.976 | 0.977 |
| GAT            | 8             | A    | 0.1820 | 0.1303 | 0.0717 | 0.0640 | 0.0595 | 0.0541 | 0.0471 | 0.0412 | 0.0362 | 0.0319 | 0.0004 | -    | 0.8180 | 0.8697 | 0.9283 | 0.9360 | 0.9405 | 0.9459 | 0.9529 | 0.9588 | 0.9638 | 0.9681 |
|                |               | B    | 0.1408 | 0.0903 | 0.0411 | 0.0363 | 0.0326 | 0.0285 | 0.0234 | 0.0188 | 0.0153 | 0.0123 | -      | 0.8592 | 0.9097 | 0.9589 | 0.9637 | 0.9674 | 0.9715 | 0.9766 | 0.9812 | 0.9847 | 0.9877 |
|                | 16            | A    | 0.0380 | 0.0665 | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | 0.9620 | 0.9935 | -      | -      | -      | -      | -      | -      | -      | -      |
|                |               | B    | 0.0006 | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | 0.9996 | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| GEM            | 8             | A    | 0.0699 | 0.0477 | 0.0192 | 0.0168 | 0.0142 | 0.0131 | 0.0113 | 0.0093 | 0.0080 | 0.0057 | 0.0004 | -      | 0.8002 | 0.0008 | 0.2634 | 0.2548 | 0.2482 | 0.2401 | 0.2342 | 0.2255 | 0.2155 | 0.2063 |
|                |               | B    | 0.0461 | 0.0171 | 0.0024 | 0.0020 | 0.0014 | 0.0012 | 0.0010 | 0.0008 | -      | -      | -      | -      | -      | 0.9999 | -      | -      | -      | -      | -      | -      | -      | -      |
|                | 16            | A    | 0.0028 | 0.0008 | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | 0.9997 | -      | -      | -      | -      | -      | -      | -      | -      |
|                |               | B    | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| xFraud detector+ | 8         | A    | 0.3184 | 0.2930 | 0.2634 | 0.2548 | 0.2482 | 0.2401 | 0.2342 | 0.2255 | 0.2155 | 0.2063 | 0.0111 | 0.0014 | -      | -      | -      | -      | -      | -      | -      | -      | -      |
|                |               | B    | 0.2714 | 0.2484 | 0.2024 | 0.1940 | 0.1867 | 0.1772 | 0.1663 | 0.1527 | 0.1381 | 0.1255 | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
|                | 16            | A    | 0.0000 | 0.0000 | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
|                |               | B    | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |

Note: "-" denotes that the scores do not exist for scores $\geq$ threshold.
Table 16: TPR, FNR, FPR, and TNR on eBay-xlarge by varying thresholds from 0.978 to 0.987 on the prediction scores. FNR = 1 - TPR. The higher TPR is, the better; the lower FNR, the better. FPR = 1 - TNR. The higher TNR is, the better; the lower FPR, the better. “-“ denotes that the scores do not exist for scores ≥ threshold.

| Model           | # of machines | Seed | TPR@threshold  | FNR@threshold | TNR@threshold | FPR@threshold |
|-----------------|---------------|------|----------------|---------------|---------------|---------------|
|                 |               |      | 0.978 0.979 0.98 0.981 0.982 0.983 0.984 0.985 0.986 0.987 | 0.978 0.979 0.98 0.981 0.982 0.983 0.984 0.985 0.986 0.987 | 0.978 0.979 0.98 0.981 0.982 0.983 0.984 0.985 0.986 0.987 | 0.978 0.979 0.98 0.981 0.982 0.983 0.984 0.985 0.986 0.987 | 0.978 0.979 0.98 0.981 0.982 0.983 0.984 0.985 0.986 0.987 |
|-----------------|---------------|------|----------------|---------------|---------------|---------------|
| GAT             | 8 A           |      | 0.0265 0.0181 0.0130 0.0088 0.0038 0.0008 0.0002 - - - | 0.9735 0.9819 0.9870 0.9912 0.9962 0.9992 0.9998 - - - | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 - - - |
|                 | B             |      | 0.0095 0.0056 0.0036 0.0028 0.0018 0.0006 - - - - - | 0.9905 0.9944 0.9964 0.9972 0.9982 0.9994 - - - - - | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 - - - - - |
|                 | 16 A          |      | - - - - - - - - - - - | 0.9955 0.9973 0.9982 0.9995 0.9995 0.9996 - - - - - | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |
|                 | B             |      | - - - - - - - - - - - | 0.9912 0.9962 0.9992 0.9998 - - - - - - - - - | 1.0000 1.0000 1.0000 1.0000 - - - - - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 - - - - - |
| GEM             | 8 A           |      | 0.0045 0.0027 0.0018 0.0005 0.0005 0.0004 - - - - - | 0.1945 0.1820 0.1655 0.1504 0.1312 0.1091 0.0842 0.0623 0.0399 0.0196 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |
|                 | B             |      | - - - - - - - - - - - | 0.1102 0.0959 0.0823 0.0642 0.0443 0.0279 0.0099 0.0037 0.0010 0.0002 | 1.0000 1.0000 1.0000 1.0000 - - - - - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 - - - - - |
| xFraud detector+| 8 A          |      | - - - - - - - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |
|                 | B             |      | - - - - - - - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |
|                 | 16 A          |      | - - - - - - - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |
|                 | B             |      | - - - - - - - - - - - | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 - - - - - | 0.0004 0.0004 0.0003 0.0003 0.0001 0.0000 0.0000 - - - - - |

FNR = 1 - TPR. The higher TPR is, the better; the lower FNR, the better. FPR = 1 - TNR. The higher TNR is, the better; the lower FPR, the better. “-“ denotes that the scores do not exist for scores ≥ threshold.
Table 17: Precision and recall on eBay-xlarge by varying thresholds from 0.1 to 0.9 on the prediction scores.

| Model          | # of machines | Seed | Precision@threshold | Recall@threshold |
|----------------|---------------|------|---------------------|------------------|
|                |               |      | 0.1     | 0.2     | 0.3     | 0.4     | 0.5     | 0.6     | 0.7     | 0.8     | 0.9     |
|                |               |      | 0.1     | 0.2     | 0.3     | 0.4     | 0.5     | 0.6     | 0.7     | 0.8     | 0.9     |
| GAT            | 8             | A    | 0.2010  | 0.2478  | 0.2792  | 0.3074  | 0.3362  | 0.3666  | 0.4071  | 0.4592  | 0.6021  |
|                |               | B    | 0.1943  | 0.2391  | 0.2706  | 0.2968  | 0.3219  | 0.3544  | 0.3917  | 0.4488  | 0.5755  |
|                | 16            | A    | 0.1996  | 0.2456  | 0.2797  | 0.3098  | 0.3420  | 0.3852  | 0.4397  | 0.5124  | 0.7124  |
|                |               | B    | 0.2109  | 0.2542  | 0.2916  | 0.3285  | 0.3750  | 0.4217  | 0.4796  | 0.6028  | 0.8057  |
| GEM            | 8             | A    | 0.2472  | 0.3276  | 0.3822  | 0.4351  | 0.4812  | 0.5329  | 0.5908  | 0.6741  | 0.7904  |
|                |               | B    | 0.2731  | 0.3553  | 0.4231  | 0.4814  | 0.5175  | 0.5618  | 0.6321  | 0.7213  | 0.8509  |
|                | 16            | A    | 0.2395  | 0.3178  | 0.3729  | 0.4228  | 0.4788  | 0.5488  | 0.6133  | 0.7118  | 0.8525  |
|                |               | B    | 0.2579  | 0.3369  | 0.3985  | 0.4481  | 0.5105  | 0.5737  | 0.6352  | 0.7460  | 0.9040  |
| xFraud detector+ | 8        | A    | 0.4820  | 0.6144  | 0.6894  | 0.7385  | 0.7713  | 0.8025  | 0.8249  | 0.8529  | 0.8798  |
|                |               | B    | 0.5122  | 0.6588  | 0.7346  | 0.7771  | 0.8157  | 0.8409  | 0.8660  | 0.8924  | 0.9119  |
|                | 16            | A    | 0.4960  | 0.6345  | 0.7030  | 0.7679  | 0.8188  | 0.8552  | 0.8791  | 0.9223  | 0.9689  |
|                |               | B    | 0.4179  | 0.5133  | 0.5805  | 0.6363  | 0.6871  | 0.7466  | 0.8188  | 0.8939  | 0.8846  |
Table 18: Precision and recall on eBay-xlarge by varying thresholds from 0.95 to 0.977 on the prediction scores. “-” denotes that the scores do not exist for scores \( \geq \) threshold.

| Model               | # of machines | Seed | Precision@threshold | Recall@threshold |
|---------------------|---------------|------|---------------------|------------------|
|                     |               |      | 0.95  | 0.96  | 0.97  | 0.971 | 0.972 | 0.973 | 0.974 | 0.975 | 0.976 | 0.977 |
| GAT                 | 8             | A    | 0.7832 | 0.8682 | 0.9392 | 0.9568 | 0.9606 | 0.9634 | 0.9642 | 0.9661 | 0.9814 | 0.9882 |
|                     |               | B    | 0.7647 | 0.8358 | 0.9000 | 0.9034 | 0.9224 | 0.9144 | 0.9331 | 0.9251 | 0.9481 | 0.9759 |
|                     | 16            | A    | 0.9784 | 1.0000 | -      | -      | -      | -      | -      | -      | -      | -      |
|                     |               | B    | 1.0000 | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| GEM                 | 8             | A    | 0.8930 | 0.9372 | 0.9655 | 0.9607 | 0.9541 | 0.9503 | 0.9430 | 0.9313 | 0.9813 | 1.0000 |
|                     |               | B    | 0.9712 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
|                     | 16            | A    | 0.9024 | 1.0000 | -      | -      | -      | -      | -      | -      | -      | -      |
|                     |               | B    | 1.0000 | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| xFraud detector+    | 8             | A    | 0.9106 | 0.9217 | 0.9359 | 0.9370 | 0.9373 | 0.9412 | 0.9436 | 0.9433 | 0.9500 | 0.9539 |
|                     |               | B    | 0.9313 | 0.9392 | 0.9613 | 0.9637 | 0.9722 | 0.9736 | 0.9785 | 0.9795 | 0.9837 | 0.9868 |
|                     | 16            | A    | 0.9733 | 1.0000 | -      | -      | -      | -      | -      | -      | -      | -      |
|                     |               | B    | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
Table 19: Precision and recall on eBay-xlarge by varying thresholds from 0.978 to 0.987 on the prediction scores. "-" denotes that the scores do not exist for scores $\geq$ threshold.

| Model          | # of machines | Seed | Precision@threshold | Recall@threshold |
|----------------|---------------|------|---------------------|-----------------|
|                |               |      | 0.978   | 0.979   | 0.98   | 0.981   | 0.982   | 0.983   | 0.984   | 0.985   | 0.986   | 0.987   |
| GAT            | 8             | A    | 0.9971  | 0.9958  | 0.9942 | 1.0000  | 1.0000  | 1.0000  | 1.0000  | -       | -       | -       |
|                |               | B    | 0.9690  | 0.9487  | 0.9216 | 0.9024  | 0.8519  | 0.6667  | -       | -       | -       | -       |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
| GEM            | 8             | A    | 1.0000  | 1.0000  | 1.0000  | 1.0000  | 1.0000  | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
| xFraud detector+ | 8          | A    | 0.9537  | 0.9545  | 0.9586  | 0.9625  | 0.9829  | 0.9822  | 0.9910  | 0.9879  | 0.9905  | 0.9809  |
|                |               | B    | 0.9918  | 0.9906  | 0.9982  | 0.9976  | 0.9966  | 1.0000  | 1.0000  | 1.0000  | 1.0000  | 1.0000  |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
| Model          | # of machines | Seed | Precision@threshold | Recall@threshold |
|                |               |      | 0.978   | 0.979   | 0.98   | 0.981   | 0.982   | 0.983   | 0.984   | 0.985   | 0.986   | 0.987   |
| GAT            | 8             | A    | 0.0265  | 0.0181  | 0.0130  | 0.0088  | 0.0038  | 0.0008  | 0.0002  | -       | -       | -       |
|                |               | B    | 0.0095  | 0.0056  | 0.0036  | 0.0028  | 0.0018  | 0.0006  | -       | -       | -       | -       |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
| GEM            | 8             | A    | 0.0045  | 0.0027  | 0.0018  | 0.0005  | 0.0005  | 0.0004  | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
| xFraud detector+ | 8          | A    | 0.1945  | 0.1820  | 0.1655  | 0.1504  | 0.1312  | 0.1091  | 0.0842  | 0.0623  | 0.0399  | 0.0196  |
|                |               | B    | 0.1102  | 0.0959  | 0.0823  | 0.0642  | 0.0443  | 0.0279  | 0.0099  | 0.0037  | 0.0010  | 0.0002  |
|                | 16            | A    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |
|                |               | B    | -       | -       | -       | -       | -       | -       | -       | -       | -       | -       |