UNIFORM STABILIZATION OF A MULTILAYER RAO-NAKRA SANDWICH BEAM
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Abstract. We consider the problem of boundary feedback stabilization of a multilayer Rao-Nakra sandwich beam. We show that the eigenfunctions of the decoupled system form a Riesz basis. This allows us to deduce that the decoupled system is exponentially stable. Since the coupling terms are compact, the exponential stability of the coupled system follows from the strong stability of the coupled system, which is proved using a unique continuation result for the overdetermined homogenous system in the case of zero feedback.

1. Introduction. A sandwich beam is an engineering model for a three-layer beam consisting of stiff outer face plates and a more compliant inner core layer. Sandwich beam models found in the literature include the models of Mead and Markus [18], Rao and Nakra (RN) [24], Yan and Dowell [30] and others. The RN model assumes continuous, piecewise linear displacements through the cross-sections, with the Kirchhoff hypothesis imposed on the face plates. Transverse, longitudinal and rotational inertial forces are included in the modeling. In [7] several possible multilayer generalizations of the basic three layer sandwich beam structure are derived and analyzed (in the form of multilayer plates). In this paper we consider a multilayer generalization of the RN model described in [7]. The model consists of $2m+1$ alternating stiff and compliant (core) layers, with stiff layers on the outside. The stiff layers assume the Kirchhoff hypothesis, while the compliant layers admit shear.

The equations of motion for the associated beam model can be written:

\[
\begin{aligned}
\ddot{z} - \alpha \dddot{z}'' + K z'''' - N^T h_E G_E \phi'_E &= 0 \quad \text{on } \Omega \times \mathbb{R}^+ \\
\mathbf{h} \mathbf{p} \mathbf{v} - \mathbf{h} \mathbf{E} \mathbf{v}'' + \mathbf{B}^T G_E \mathbf{\phi} &= 0 \quad \text{on } \Omega \times \mathbb{R}^+ \\
\text{where } (\mathbf{B}v_O = h_E \phi_E - h_E N z')
\end{aligned}
\]

where $\Omega = (0, L)$, primes denote differentiation with respect to the spatial variable $x$ and dots denote differentiation with respect to time $t$.

In the above, $z$ represents the transverse displacement, $\phi^i$ denotes the shear angle in the $i^{th}$ layer, $\phi_E = [\phi^2, \phi^4, \ldots, \phi^{2m}]^T$, $v^i$ denote the longitudinal displacement along the center of the $i^{th}$ layer, and $v_O = [v^1, v^3, \ldots, v^{2m+1}]^T$. Throughout this
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paper we use the convention that quantities relating to the stiff layers have odd indices 1, 3, \ldots, 2m + 1 and quantities relating to the even layers have even indices 2, 4, \ldots, 2m. In addition, \( m, \alpha, K \) are positive physical constants, and

\[
\begin{align*}
\mathbf{p}_O &= \text{diag} (\rho_1, \ldots, \rho_{2m+1}), \quad \mathbf{h}_E = \text{diag} (h_2, \ldots, h_{2m}), \quad \mathbf{h}_O = \text{diag} (h_1, \ldots, h_{2m+1}) \\
\mathbf{G}_E &= \text{diag} (G_2, \ldots, G_{2m}), \quad \mathbf{E}_O = \text{diag} (E_1, \ldots, E_{2m+1})
\end{align*}
\]

where \( \rho_i, h_i, G_i, E_i \) denote the density, thickness, Young’s modulus, and shear modulus of the \( i \)th layer, respectively. The vector \( \mathbf{N} \) is defined as \( \mathbf{N} = \mathbf{h}_E^{-1} \mathbf{A} \mathbf{h}_O \mathbf{I}_O + \mathbf{I}_E \) where \( \mathbf{A} = (a_{ij}) \) and \( \mathbf{B} = (b_{ij}) \) are the \( m \times (m+1) \) matrices

\[
a_{ij} = \begin{cases} 1/2, & \text{if } j = i \text{ or } j = i + 1 \\ 0, & \text{otherwise} \end{cases}, \quad b_{ij} = \begin{cases} (-1)^{i+j+1}, & \text{if } j = i \text{ or } j = i + 1 \\ 0, & \text{otherwise} \end{cases}
\]

and \( \mathbf{I}_O \) and \( \mathbf{I}_E \) denote column vectors with all entries of 1 in \( \mathbb{R}^{m+1} \) and \( \mathbb{R}^{m} \), respectively.

The aim of this paper is to prove that the uniform exponential stability of the RN system with standard boundary damping applied at one end point. Consider (1) with the following boundary conditions

\[
\begin{align*}
\left\{ \begin{array}{ll}
z(0, t) &= z'(0, t) = z(L, t) = 0, \\
v_O(0, t) &= 0, \quad v_O(L, t) + \Upsilon_O v_O(L, t) = 0
\end{array} \right. \\
&\text{on } \mathbb{R}^+
\end{align*}
\]

and the initial conditions

\[
\begin{align*}
z(x, 0) &= z^0, \quad \dot{z}(x, 0) = z^1, \\
v_O(x, 0) &= v_O^0, \quad \dot{v}_O(x, 0) = v_O^1
\end{align*}
\]

where \( \Upsilon_O = \text{diag} (\gamma_1, \gamma_3, \ldots, \gamma_{2m+1}) \), and \( \gamma_i \in \mathbb{R}^+, i = 0, 1, 3, \ldots, 2m + 1 \) denote constant positive feedback gains. Throughout the paper, we assume

\[
\sqrt{\frac{\alpha}{K}} \neq \gamma_0 \quad \text{and} \quad \sqrt{\frac{\rho_k}{E_k}} \neq \gamma_k \quad \text{for} \quad k = 1, 3, \ldots, 2m + 1.
\]

1.1. Background. Boundary controllability of (1) has been studied in several papers. For the three layer case, in [22] the multiplier method was used to prove exact controllability with a control for each equation applied at an end point. The moment method was used in [12] to obtain boundary controllability for the multilayer case, but with the condition that wave speeds of the layers be distinct. The same approach was used to prove simultaneous controllability (i.e., with one boundary control instead of three) for the three layer case in [11]. In [20] exact boundary controllability of the general multilayer system was proved for a variety of boundary conditions: clamped, hinged, clamped-hinged, and hinged-clamped. The results in [20] improve earlier results in that there are no restrictions on the wave speeds or the size of \( \mathbf{G} \) and moreover, exact controllability is proved in the optimal time (determined by characteristics). In [9], [10] exact controllability results for the multilayer RN plate system analogous to (1) with locally distributed control in a neighborhood of a portion of the boundary were obtained by the method of Carleman estimates.

Stability results for layered beam systems closely related to (1) subject to internal damping proportional to rate-of-shear in one or more layers have been studied in several papers; [2], [3], [8], [27]. In particular, the approach used in [8] was successfully applied in the dissertation [1] to obtain uniform exponential stability results the system (1) with rate-of-shear damping included in the compliant layers.

Concerning boundary feedback stabilization of layered beam models, spectral methods (based on the Riesz basis property) are applied in [28] to prove exponential stability results for a laminated beam model in [13]. A similar approach is used
in [29] for the Mead-Markus model described in [5]. There are also several results concerning the boundary feedback stabilization of a single Rayleigh beam equation e.g., [23], where a uniform exponential decay result is obtained for a Rayleigh beam by means of a compact perturbation argument and [6] where the Riesz basis approach is used to obtain a similar stabilization result. Some related uniform stabilization results for the Kirchhoff plate are proved in [16].

Our main result is the following.

**Theorem 1.1.** Assume (4). Then the semigroup generated by $A$ is exponentially stable in $H$, i.e., $\exists M > 0, \mu < 0$ such that $E(t) \leq Me^{\mu t}E(0)$. Moreover, $\mu = \sup\{ \text{Re} \lambda | \lambda \in \sigma(A)\}$.

In the above, $A, \varepsilon(t)$, and $H$ are defined in (5), (6), and (7) respectively.

Our methodology in this paper is a combination of techniques used in [23], [26], and [28]. The decoupled system (i.e., (1), with $G_E \equiv 0$) consists of a Rayleigh beam equation and $(m+1)$ wave equations. We prove that the decoupled system has a Riesz basis of eigenfunctions and obtain explicit asymptotic estimates on the eigenvalues. In particular, the eigenvalues of the decoupled system asymptotically lie along a finite number of vertical lines in the left half plane. We are able to prove that the family of eigenfunctions and generalized eigenfunctions of the decoupled system form a Riesz basis and consequently (see [25]), the spectrum determined growth condition holds. This allows us to prove the exponential stability of the decoupled closed-loop system (see Theorem 3.8). We mention that the exponential stabilization for the portion of the uncoupled system corresponding to the wave equations is well-known results, e.g., [4], [14], [15], [17]. Furthermore a number of results are known for stabilization of the Rayleigh beam, e.g., [6], [16], [23], however none of these results are applicable to the Rayleigh beam with clamped-hinged boundary conditions which we consider. Therefore we include a detailed proof of the exponential stability for the Rayleigh beam. Next, we prove that the system (1)-(3) has a compact resolvent and is a compact perturbation of the decoupled system. Therefore, exponential stability of (1)-(3) follows from a perturbation theorem due to Triggiani [26] once it is shown that the semigroup generated by $A$ is strongly stable (see Theorem 4.2). Proving the strong stability involves use of dissipativity of the semigroup together with a nontrivial unique continuation argument that is proved in [20] in application to the associated boundary control problem.

Our paper is organized as the following. In Section 2, we give a semigroup formulation of (1)-(3). We prove that the semigroup is a $C_0-$semigroup of contractions on an appropriate Hilbert space. In Section 3, we first prove that the generalized functions corresponding to the single Rayleigh beam equation with the feedback applied to the moment forms a Riesz basis. Then, we show that the decoupled system, i.e. $G_E \equiv 0$ in (1), has the Riesz basis property. Finally, we show that the decoupled system is exponentially stable. In Section 4, we prove that the system (1) is a compact perturbation of the decoupled system. Finally, we prove our main stabilization result in Theorem 1.1.

2. **Well-posedness of the system.** Let

$$U =: (u, u)^T = (z, v_\Omega)^T, \quad V := (v, v)^T = (\dot{z}, \dot{v}_\Omega)^T, \quad \text{and} \quad Y := (U, V)^T.$$  

Let also $L\varphi = \varphi - \alpha \varphi''$. From the Lax-Milgram theorem, $L : H_0^1(\Omega) \rightarrow H^{-1}(\Omega)$ is an isomorphism. Then (1)-(3) can be formulated as
\( \frac{dY}{dt} = AY := \begin{pmatrix} 0 & I \\ 1 & 0 \end{pmatrix} \begin{pmatrix} U \\ V \end{pmatrix}, \ Y(0) = (U(0), V(0))^T = (z^0, v_0^0, z^1, v_1^0)^T \)

where

\[
A_1 U := \begin{pmatrix}
L^{-1} (-K u''' + N^T h_E G_E (h_E^{-1} Bu' + Nu'')) \\
\int_{\Omega} \left( h_0 E_\sigma u'' - B^T G_E (h_E^{-1} Bu + Nu') \right)
\end{pmatrix}.
\]

Let \( \langle u, v \rangle_\Omega = \int_{\Omega} u \cdot \nabla d x \) where \( u \) and \( v \) may be scalar or vector valued. Define the bilinear forms \( a \) and \( c \) by

\[
c(z, v_\sigma; \hat{z}, \hat{v}_\sigma) = \langle z, \hat{z} \rangle_\Omega + a \langle z', \hat{z}' \rangle_\Omega + \langle h_0 E_\sigma v_\sigma, \hat{v}_\sigma \rangle_\Omega,
\]

\[
a(z, v_\sigma; \hat{z}, \hat{v}_\sigma) = K \langle z'', \hat{z}'' \rangle_\Omega + \langle h_0 E_\sigma v_\sigma', \hat{v}_\sigma \rangle_\Omega + \langle G_E h_E \Phi_E, \Phi_E \rangle_\Omega
\]

\[
= K \langle z'', \hat{z}'' \rangle_\Omega + \langle h_0 E_\sigma v_\sigma', \hat{v}_\sigma \rangle_\Omega
\]

\[
+ \langle G_E h_E^{-1} (B v_\sigma + N z'), (B \hat{v}_\sigma + N \hat{z}') \rangle_\Omega. \tag{5}
\]

The natural energy of the beam is given by

\[
E(t) = \frac{1}{2} (a(z, v_\sigma) + c(z, v_\sigma)), \quad \text{for all } t \in \mathbb{R}^+ \tag{6}
\]

where \( a(\cdot), c(\cdot) \) are the quadratic forms that agree with \( a(\cdot ; \cdot), c(\cdot ; \cdot) \) on the diagonal. We define the Hilbert space \( \mathcal{H} \) by

\[
\mathcal{H} = X \times Y; \tag{7}
\]

\[
X = H^2_\#(\Omega) \times (H^1(\Omega))^{(m+1)}, \quad Y = H^1_0(\Omega) \times (L^2(\Omega))^{(m+1)}
\]

with the energy inner product

\[
\langle Y, \bar{Y} \rangle_{\mathcal{H}} = a(U; \bar{U}) + c(V; \bar{V}) \tag{8}
\]

where

\[
H^2_\#(\Omega) = \{ u \in H^2(\Omega) \cap H^1_0(\Omega) : u'(0) = 0 \},
\]

\[
H^1_0(\Omega) = \{ u \in H^1(\Omega) : u(0) = 0 \}.
\]

**Characterization of the domain of \( A \):** Let \( (u_1, u_2, v_1, v_2) \in \mathcal{H} \) such that \( A_1 \left( \begin{array}{c} u_1 \\ u_2 \end{array} \right) \in Y = H^1_0(\Omega) \times (L^2(\Omega))^{(m+1)} \), \( V \in X \) and assume that boundary conditions (2) hold. Also let \( (f, f)^T \in X = H^2_\#(\Omega) \times (H^1_0(\Omega))^{(m+1)} \). A calculation shows that

\[
c \left( A_1 \left( \begin{array}{c} u_1 \\ u_2 \end{array} \right) : \begin{array}{c} f \\ g \end{array} \right) = c \left( \left( \begin{array}{c} L^{-1} (-K u''' + N^T h_E G_E \Phi'_E) \\ \int_{\Omega} \left( h_0 E_\sigma u'' - B^T G_E \Phi_E \right) \end{array} \right) : \begin{array}{c} f \\ g \end{array} \right)
\]

\[
= \left( \left( \begin{array}{c} -K u''' + N^T h_E G_E \Phi'_E \\ \int_{\Omega} \left( h_0 E_\sigma u'' - B^T G_E \Phi_E \right) \end{array} \right) : \begin{array}{c} f \\ g \end{array} \right)_{\Omega}
\]

\[
= -\langle h_0 E_\sigma u'_1, f' \rangle_\Omega + \langle G_E \Phi_E, h_E N f' + B f \rangle_\Omega
\]

\[
- K \langle u''_1, f'' \rangle_\Omega - K \gamma_0 v'_1(L)f'(L) - h_0 E_\sigma \Phi_0 v_1 \cdot f(L).
\]
In the above, $Bu_1 = h_Ee_F - h_ENu_1'$. Hence, using the definition of $a$ in (5), we find that the following identity holds:
\[
c(X_1) \left( \begin{array}{c} u_1' \\ u_1 \\ \end{array} \right); \left( \begin{array}{c} f \\ f \\ \end{array} \right) + a \left( \left( \begin{array}{c} u_1 \\ u_1 \\ \end{array} \right); \left( \begin{array}{c} f \\ f \\ \end{array} \right) \right) = -K\gamma_0v_1'(L)f'(L) - h_Oe_O\mathcal{T}_Ov_1(L)\cdot f(L) \quad \forall (f,f)^T \in X. \tag{9}
\]
We use (9) as a basis for the variational definition of the space $D(A)$. More precisely, 
\[
D(A) = \{(U,V) \in X \times X : A_1U \in Y \text{ and (9) holds} \}.
\]
Note that the operator $A: D(A) \subset H \to H$ is densely defined.

**Lemma 2.1.** $I - A: D(A) \to H$ is surjective, i.e. Range($I - A$) = $H$.

**Proof.** Let $Y_1 = (u_1, u_1, v_1, v_1)^T$. For given $Y_2 = (u_2, u_2, v_2, v_2)^T \in H$ we want to prove the solvability of the system $(I - A)Y_1 = Y_2$ for $Y_1 \in D(A)$. This is equivalent to prove the solvability of the following system in $D(A)$:
\[
L^{-1}(-Ku''_1 + N^T h_E e_F (h_E^{-1}Bu_1' + Nu_1'')) = v_1 - v_2 \tag{10}
\]
\[
h_O^{-1}p_O^{-1}(h_Oe_Ou_1'' - B^T G_E (h_E^{-1}Bu_1 + Nu_1')) = v_1 - v_2 \tag{11}
\]
\[
u_1 - v_1 = u_2 \tag{12}
\]
\[
u_1 - v_1 = u_2. \tag{13}
\]
Let $(f,f)^T \in H^2_v(\Omega) \times (H^1_v(\Omega))^{(m+1)}$. If we multiply (10) by $f$ and dot product (11) by $f$ then integrate by parts and apply (12), (13) we obtain
\[
a \left( \left( \begin{array}{c} u_1 \\ u_1 \\ \end{array} \right); \left( \begin{array}{c} f \\ f \\ \end{array} \right) \right) + c \left( \left( \begin{array}{c} u_1 \\ u_1 \\ \end{array} \right); \left( \begin{array}{c} f \\ f \\ \end{array} \right) \right) + K\gamma_0u_1'(L)f'(L) + h_Oe_O\mathcal{T}_Ou_1(L)\cdot f(L)
\]
\[
= c \left( \left( \begin{array}{c} u_2 + v_2 \\ u_2 + v_2 \\ \end{array} \right); \left( \begin{array}{c} f \\ f \\ \end{array} \right) \right) + K\gamma_0u_2'(L)f'(L) + h_Oe_O\mathcal{T}_Ou_2(L)\cdot f(L) \quad \forall \left( \begin{array}{c} f \\ f \\ \end{array} \right) \in X. \tag{14}
\]
The bilinear forms $a$ and $c$ are symmetric, bounded and coercive on $H^2_v(\Omega) \times (H^1_v(\Omega))^{(m+1)}$ and $H^1_v(\Omega) \times (L^2(\Omega))^{(m+1)}$, respectively. Moreover, the right hand side of (14) is a bounded linear form on $H^2_v(\Omega) \times (H^1_v(\Omega))^{(m+1)}$. Therefore, by Lax-Milgram theorem, there exists a unique pair $(u_1, u_1)^T \in H^2_v(\Omega) \times (H^1_v(\Omega))^{(m+1)}$ satisfying (14). Therefore, (13) uniquely determines pair $(v_1, v_1)^T \in H^2_v(\Omega) \times (H^1_v(\Omega))^{(m+1)}$.

The last step of our proof is to show that $Y_1 \in D(A)$, i.e. $(u_1, u_1, v_1, v_1)^T$ satisfies (9). Now assume that $(f,f)^T = (g,g)^T$ with $(g,g)^T \in C_0^\infty(\Omega)$. Then it follows that
\[
c \left( \left( \begin{array}{c} u_1 \\ u_1 \\ \end{array} \right), \left( \begin{array}{c} g \\ g \\ \end{array} \right) \right) + a \left( \left( \begin{array}{c} u_1 \\ u_1 \\ \end{array} \right), \left( \begin{array}{c} g \\ g \\ \end{array} \right) \right) = c \left( \left( \begin{array}{c} u_2 + v_2 \\ u_2 + v_2 \\ \end{array} \right), \left( \begin{array}{c} g \\ g \\ \end{array} \right) \right)
\]
holds for all $(g,g)^T \in C_0^\infty(\Omega)$. Therefore in $(C_0^\infty(\Omega))^t$ we have
\[
L^{-1} \left( Ku''_1 - N^T h_E e_F (h_E^{-1}Bu_1' + Nu_1'') \right) = u_1 - u_2 - v_2 \in H^1_0(\Omega)
\]
\[
h_O^{-1}p_O^{-1} \left( h_Oe_Ou_1'' + B^T G_E (h_E^{-1}Bu_1 + Nu_1') \right) = u_1 - u_2 - v_2 \in L^2(\Omega). \tag{15}
\]
If we substitute (15) in (14) by setting $v_1 = u_1 - u_2$ and $v_1 = u_1 - u_2$ we obtain that $Y_1$ satisfies (9). This together with (15) implies that $Y_1 \in D(A)$. \qed
Lemma 2.2. The infinitesimal generator $A$ is dissipative on $\mathcal{H}$, and it satisfies
\[
\text{Re} \langle AY, Y \rangle_{\mathcal{H}} = -K\gamma_{0}|v_1'(L)|^2 - h_{\mathcal{O}} E_{\mathcal{O}} Y_1(L) \cdot \mathbf{v}_1(L) \leq 0 \tag{16}
\]
for all $Y = (u, v, \mathbf{v})^T \in \mathcal{D}(A)$.

Proof. By an easy calculation we have the following
\[
\langle AY, Y \rangle_{\mathcal{H}} = \{-K\langle u'', v'' \rangle_{\Omega} + K\langle v'', u'' \rangle_{\Omega} + \{h_{\mathcal{O}} E_{\mathcal{O}} v', u'\rangle_{\Omega} - (h_{\mathcal{O}} E_{\mathcal{O}} u', v')\rangle_{\Omega}
+ \{-\langle G_E (Bu' + h_E Nu''), h_E^{-1} (Bv' + h_E^{-1} N v'') \rangle_{\Omega}
+ \langle G_E (Bv' + h_E N u''), h_E^{-1} (Bu' + h_E N u'') \rangle_{\Omega}\}
- K\gamma_{0}|v_1'(L)|^2 - h_{\mathcal{O}} E_{\mathcal{O}} Y_1(L) \cdot \mathbf{v}_1(L)
= -2i \text{Im} \{ K\langle u'', v'' \rangle_{\Omega} + \langle h_{\mathcal{O}} E_{\mathcal{O}} u', v'\rangle_{\Omega}\}
- 2i \text{Im} \langle G_E (Bu' + h_E N u''), h_E^{-1} (Bv' + h_E^{-1} N v'') \rangle_{\Omega}
- K\gamma_{0}|v_1'(L)|^2 - h_{\mathcal{O}} E_{\mathcal{O}} Y_1(L) \cdot \mathbf{v}_1(L).
\]
Therefore (16) follows. \qed

Lemma 2.3. The point spectrum of $A$ does not contain $\lambda = 0$, i.e. the following eigenvalue problem
\[
\begin{cases}
K u'''' - N^T h_E G_E \phi_E' = 0 \\
h_{\mathcal{O}} E_{\mathcal{O}} u''' - B^T G_E \phi_E = 0 \\
B \mathbf{v}_{\mathcal{O}} = h_E \phi_E - h_E N u'
\end{cases}
\tag{17}
\]
with the boundary conditions
\[
u(0, t) = u'(0, t) = u(L, t) = u''(L, t) = 0, \quad v_{\mathcal{O}}(0) = v_{\mathcal{O}}'(L) = 0 \tag{18}
\]
has only the trivial solution.

Proof. Let $\mathbf{T} = -\text{diag} (D_2^x, ..., D_2^x)$ be defined on the domain $\text{Dom}(\mathbf{T}) = \{ \psi \in (H^2(\Omega))^m : \psi(0) = \psi'(L) = 0 \}$ where $D_2^x = \frac{d^2}{dx^2}$. Then $\mathbf{T}$ is a densely defined, self-adjoint, positive definite, and unbounded operator on $(L^2(\Omega))^m$, and therefore $(h_E \mathbf{T} + P G_E)^{-1}$ exists and is a bounded operator defined on all of $(L^2(\Omega))^m$ where $P = B E_{\mathcal{O}}^{-1} h_C^{-1} B^T > 0$. Now define the operator $J = -(h_E \mathbf{T} + P G_E)^{-1}$. Then $J$ extends to a continuous and self-adjoint operator on $(L^2(\Omega))^m$, and
\[
J = -h_{\mathcal{E}}^{-1} + h_{\mathcal{E}}^{-1} P G_E (h_E \mathbf{T} + P G_E)^{-1} \text{ on Dom}(\mathbf{T}). \tag{19}
\]
To show this, let $s = Jz = -(h_E \mathbf{T} + P G_E)^{-1} \mathbf{T} z$ so that $s \in \text{Dom}(\mathbf{T})$ and $\mathbf{T} z = -h_E \mathbf{T} s + P G_E s$. Then
\[
(h_E \mathbf{T} + P G_E) s = -\mathbf{T} z = -(h_{\mathcal{E}}^{-1} [(h_E \mathbf{T} + P G_E) z - P G_E z]). \tag{20}
\]
By applying $(h_E \mathbf{T} + P G_E)^{-1}$ to both sides of (20), we get (19).

Now we show that $J$ is non-positive on $(L^2(\Omega))^m$. Let $w = (h_E \mathbf{T} + P G_E)^{-1} z$ so that $w \in \text{Dom}(\mathbf{T})$ and $z = h_E w + P G_E w$. Then
\[
\langle Jz, z \rangle_m = \int_{\Omega_m} (-h_{\mathcal{E}}^{-1} (h_E \mathbf{T} w + P G_E w) + h_{\mathcal{E}}^{-1} P G_E w) (h_E \mathbf{T} w + P G_E w) \ dx
= -h_E (\mathbf{T} w, \mathbf{T} w)_m - P G_E (D w, D w)_m \leq 0
\]
where $D = \text{diag} (D_x, ..., D_x)$ is an operator defined on the domain $\text{Dom}(D) = \{ \psi \in (H^2(\Omega))^m : \psi(0) = 0 \}$ and $D_x = \frac{d}{d x}$. Now, we are in the position of solving
(17). Multiplying the second equation in (17) by $BE^{-1}h_{O}^{-1}$, and using the first and the third equations in (17) yields

$$Ku'''' + N^{T}h_{E}G_{E}h_{E}N(Ju)' = 0.$$ 

But since $J$ is non-positive, the operator $KD_{x}^{2} + D_{x}(N^{T}h_{E}G_{E}h_{E}NJ_{D})$ is a positive operator (using (18)). This implies that $u = 0$. Therefore $v_{O} = 0$ by (17).\[\square\]

We have the following theorem for the well-posedness of the Cauchy problem (1)-(3).

**Theorem 2.4.** $A : \mathcal{D}(A) \rightarrow \mathcal{H}$ is the infinitesimal generator of a $C_{0}$—semigroup of contractions. Therefore for every $T \in \mathbb{R}^{+}$, $(z^{0}, z_{\partial}^{0}, u^{1}, v_{O}^{1}) \in \mathcal{D}(A)$ solves (1)-(3), and we have $(z, v_{O}, \dot{z}, \dot{v}_{O}) \in C([0, T]; \mathcal{D}(A)) \cap C^{1}([0, T]; \mathcal{H})$. Moreover, the spectrum $\sigma(A)$ of $A$ has all isolated eigenvalues.

**Proof.** $A$ is an m-dissipative operator by Lemmata 2.1 and 2.2. Therefore, $A : \mathcal{D}(A) \rightarrow \mathcal{H}$ is the infinitesimal generator of a $C_{0}$—semigroup of contraction by Lüger-Phillips theorem [21]. By using the fact that $\mathcal{D}(A)$ is densely defined and compact in $\mathcal{H}$, and $0 \in \rho(A)$ by Lemma 2.3, $(A - I)\mathcal{A}$ is compact at $\lambda = 0$, thus compact for all $\lambda \in \rho(A)$. Hence, the spectrum of $A$ has all isolated eigenvalues.\[\square\]

3. **Uniform stabilization of the decoupled system, i.e. $G_{E} \equiv 0$.** In this section, we prove the exponential stability of the decoupled system:

$$\begin{cases} \ddot{z} - \alpha \dot{z}'' + Kz'''' = 0 & \text{on } \Omega \times \mathbb{R}^{+} \\ \dot{h}_{O}C_{O}v_{O} - h_{O}Ev_{O}' = 0 & \text{on } \Omega \times \mathbb{R}^{+} \end{cases}$$

with initial and boundary conditions

$$\begin{cases} z(0, t) = z'(0, t) = z(L, t) = 0, z''(L, t) + \gamma_{0}\dot{z}'(L, t) = 0 \\ v_{O}(0, t) = 0, v_{O}'(L, t) + Y_{O}v_{O}(L, t) = 0 \\ z(x, 0) = z^{0}, \dot{z}(x, 0) = z^{1}, v_{O}(x, 0) = v_{O}^{0}, \dot{v}_{O}(x, 0) = v_{O}^{1}. \end{cases}$$

3.1. **Semigroup formulation.** Let

$$U := (u, u) = (z, v_{O})^{T}, \quad V := (v, v)^{T} = (\dot{z}, \dot{v}_{O})^{T}, \quad \text{and } Y := (U, V)^{T}.$$ 

Then the semigroup corresponding to (21) is given by

$$\frac{dY}{dt} = A_{d}Y := \begin{pmatrix} 0 & I \\ A_{d} & 0 \end{pmatrix} \begin{pmatrix} U \\ V \end{pmatrix}, \quad Y(0) = (z^{0}, v_{O}^{0}, z^{1}, v_{O}^{1})^{T} \quad (23)$$

where $A_{d}U := \begin{pmatrix} -KL^{-1}u'''' \end{pmatrix}$. Define the bilinear forms $a_{d}$ and $c_{d}$ by

$$a_{d}(z, v_{O}; \dot{z}, \dot{v}_{O}) = \langle z, \dot{z} \rangle_{\Omega} + \alpha \langle \dot{z}', \dot{z}' \rangle_{\Omega} + \langle h_{O}C_{O}v_{O}, \dot{v}_{O} \rangle_{\Omega},$$

$$c_{d}(z, v_{O}; \dot{z}, \dot{v}_{O}) = K \langle z'''' , \dot{z}'' \rangle_{\Omega} + \langle h_{O}Ev_{O}', \dot{v}_{O}' \rangle_{\Omega}$$

where $a_{d}(\cdot, \cdot)$, $c_{d}(\cdot, \cdot)$ are the quadratic forms that agree with $a(\cdot, \cdot), c(\cdot, \cdot)$ on the diagonal.

The corresponding energy inner product on $\mathcal{H}$ is given by

$$\langle Y, \dot{Y} \rangle_{\mathcal{H}} = a_{d}(U; \dot{U}) + c_{d}(V; \dot{V}).$$

**Theorem 3.1.** The operator $A_{d} : \mathcal{D}(A_{d}) \rightarrow \mathcal{H}$ defined in (23) is the infinitesimal generator of a $C_{0}$—semigroup of contractions. Therefore for every $(z^{0}, v_{O}^{0}, z^{1}, v_{O}^{1})^{T} \in \mathcal{D}(A_{d})$, $Y$ solves (21)-(22) and $Y \in C([0, \infty); \mathcal{D}(A_{d})) \cap C^{1}([0, T]; \mathcal{H})$. Moreover, the spectrum of $A_{d}$ consists of isolated eigenvalues.
Proof. Note that $\mathcal{D}(A_d) = \mathcal{D}(A)$ where $\mathcal{D}(A)$ is defined by (9). The proof of the Theorem 2.4 remains valid when $G^2 = 0$, and hence Theorem 3.1 follows. \hfill $\Box$

Now we find the adjoint operator $A_d^*$ which is needed in the proof of Lemma 3.5.

**Lemma 3.2.** The infinitesimal generator $A_d$ satisfies

$$A_d^*(\gamma) = -A_d(-\gamma), \text{ on } \mathcal{D}(A_d(-\gamma)) = \mathcal{D}(A_d^*)$$

where $A_d(\gamma)$ denotes the dependence of $A_d$ on the feedback gains $\gamma = (\gamma_0, \gamma_1, \cdots, \gamma_{2m+1})$.

**Proof.** Let $U_1 = [u_1, v_1] \in \mathcal{D}(A_d)$, $U_2 = [u_2, v_2] \in (H \cap C^\infty(\Omega))$. Then, $U_1$ and $U_2$ satisfy the following boundary conditions

$$u_1(0) = u'_1(0) = u_1(L) = u'_2(0) = u_2(L) = 0, \quad u_1(0) = u_2(0) = 0$$

$$u_1''(L) + \gamma_0 v_1'(L) = 0, \quad u_1'(L) + \gamma_0 v_1(L) = 0.$$

A calculation using (24) shows that

$$\langle A_d(\gamma)U_1, U_2 \rangle_\mathcal{H} = \langle U_1, -A_d(-\gamma)U_2 \rangle_\mathcal{H} + K v_1'(L) (\gamma v_2'(L) - u_2'(L)) + h_0 E v_1(L) \cdot (u_2'(L) - \gamma_0 v_2(L)).$$

This implies that $A_d^* = -A_d(-\gamma)$ on the space $\mathcal{D}(A_d(-\gamma))$. It follows from the Lemma 2.1 that $A_d(-\gamma)$ has no larger closed extension and hence $\mathcal{D}(A_d(-\gamma)) = \mathcal{D}(A_d^*)$. \hfill $\Box$

### 3.2. Spectral analysis

In this section, we prove the Riesz basis property for the eigenfunctions of the Rayleigh beam equation with boundary feedback. A similar analysis applies to the wave equations with boundary feedback of the form (22) (see Theorem 3.7).

The eigenvalue problem corresponding to Rayleigh beam in (21) is given as the following

$$\begin{cases}
Ku''' - \alpha^2 u'' + \lambda^2 u = 0 \\
u(0) = u'(0) = u(L) = 0, \quad u''(L) + \gamma_0 \lambda u'(L) = 0.
\end{cases} \quad (25)$$

Now let $\lambda = is_0$. Then the solution of (25) is

$$u(x) = C_1 \sin \sqrt{\theta_0} x + C_2 \cos \sqrt{\theta_0} x + C_3 \sinh \sqrt{\xi_0} x + C_4 \cosh \sqrt{\xi_0} x \quad (26)$$

where

$$\theta_0(s_0) = \frac{\alpha s_0^2 + \alpha^2 s_0^4}{2K}, \quad \xi_0(s_0) = \frac{\alpha s_0^2 + \sqrt{1 + 4K \alpha^2 s_0^2} - \alpha s_0^2}{2K}. \quad (27)$$

By using the first three boundary conditions $u(0) = u'(0) = 0$, and $u''(L) + is_0 \gamma_0 u'(L) = 0$ for (26) we get

$$u(x) = -\xi_0 \sqrt{\theta_0} \sin \sqrt{\xi_0} (L - x) + \theta_0 \sqrt{\xi_0} \sin \sqrt{\theta_0} (L - x) - i \gamma_0 s_0 \sqrt{\xi_0} \theta_0 \cos \sqrt{\theta_0} (L - x) - \xi_0 \sqrt{\xi_0} \sin \sqrt{\xi_0} \cos \sqrt{\xi_0} L \cos \sqrt{\xi_0} x + \xi_0 \sqrt{\xi_0} \theta_0 \sinh \sqrt{\xi_0} L \sin \sqrt{\xi_0} x + \xi_0 \sqrt{\xi_0} \theta_0 \cos \sqrt{\xi_0} L \sin \sqrt{\xi_0} x + \xi_0 \sqrt{\xi_0} \cos \sqrt{\xi_0} L \cos \sqrt{\xi_0} x$$

$$+ i s_0 \gamma \sqrt{\xi_0} \theta_0 \left[ \cos \sqrt{\xi_0} L \cosh \sqrt{\xi_0} x + \cosh \sqrt{\xi_0} L \cos \sqrt{\xi_0} x \right]$$

$$+ i s_0 \gamma \left[ \theta_0 \sin \sqrt{\theta_0} L \sin \sqrt{\xi_0} x - \xi_0 \sin \sqrt{\xi_0} L \sin \sqrt{\theta_0} x \right]. \quad (28)$$
By using the last boundary condition $u'(L) = 0$, we obtain the characteristic equation that $s_0$ satisfies

\[ -\theta_0 \sqrt{s_0} \cosh \sqrt{s_0} L \sin \sqrt{\theta_0} L - \xi_0 \sqrt{s_0} \cosh \sqrt{s_0} L \sin \sqrt{\theta_0} L + \theta_0 \sqrt{\theta_0} \sinh \sqrt{s_0} L \cos \sqrt{\theta_0} L - \xi_0 \sqrt{s_0} \sinh \sqrt{s_0} L \sin \sqrt{\theta_0} L + 2i s_0 \sqrt{s_0} \theta_0 \cos \sqrt{\theta_0} L \cosh \sqrt{s_0} L + i \xi_0 \gamma (\theta_0 - \xi_0) \sin \sqrt{\theta_0} L \sinh \sqrt{s_0} L = 0. \] (29)

Since we have $\theta_0 \xi_0 = \frac{s_0^2}{\alpha}$, by (27), we find that

\[ \theta_0 = \frac{\alpha s_0^2 + \alpha s_0^2 \sqrt{1 + \frac{4 K}{\alpha^2 s_0^2}}}{2K} = \frac{\alpha s_0^2}{\alpha} + \frac{1}{\alpha} + O\left(\frac{1}{s_0^2}\right), \text{ as } s_0 \to \infty, \] (30)

\[ \xi_0 = \frac{\alpha s_0^2 \sqrt{1 + \frac{4 K}{\alpha^2 s_0^2}} - \alpha s_0^2}{2K} = \frac{1}{\alpha} + O\left(\frac{1}{s_0^2}\right) \text{ as } s_0 \to \infty. \] (31)

Multiplying (29) by $\frac{1}{\theta_0 \sqrt{s_0} \sinh \sqrt{s_0} L}$ and eventually using (30) and (31) yields

\[ \cos \sqrt{\theta_0} L + i \gamma s_0 \theta_0 \sinh \sqrt{s_0} L = 0, \text{ as } s_0 \to \infty \text{ (or } \theta_0 \to \infty). \] (32)

Solving (32) is equivalent to solving

\[ e^{2i\sqrt{\theta_0} L} - \frac{\gamma s_0 \theta_0}{\gamma s_0 \theta_0 + 1} = O\left(\frac{1}{\theta_0}\right), \text{ as } s_0 \to \infty. \] (33)

The following theorem characterizes the eigenvalues of (25).

**Theorem 3.3.** Assume (4). The eigenvalues $\{\lambda_{0,n}^\pm\}$ of (25) for sufficiently large $n$ consist of complex conjugate pairs $\lambda_{0,n}$ and $\lambda_{0,n}^\pm$ with asymptotic form $\lambda_{0,n} = i \sqrt{\frac{K}{\alpha}} \sigma_{0,n} + O(\frac{1}{n})$ as $n \to \infty$ where

\[ \sigma_{0,n} = \begin{cases} \left(\frac{\gamma s_0 \theta_0}{\gamma s_0 \theta_0 + 1}\right) \ln \left\{ \frac{\gamma s_0 \theta_0 + 1}{\gamma s_0 \theta_0 - 1} \right\} + \frac{\gamma \pi}{\alpha}, & \gamma_0 > \sqrt{\frac{K}{\alpha}} \\ \left(\frac{\gamma s_0 \theta_0}{\gamma s_0 \theta_0 + 1}\right) \ln \left\{ \frac{\gamma s_0 \theta_0 + 1}{\gamma s_0 \theta_0 - 1} \right\} + \frac{(n + \frac{3}{2}) \pi}{L}, & \gamma_0 < \sqrt{\frac{K}{\alpha}}. \end{cases} \]

**Proof.** First, note that $\{\sigma_{0,n}\}_{n \in \mathbb{Z}^+}$ are the solutions of (33) when the right hand side of the equation is zero. We claim that $\{\sigma_{0,n} + O(\frac{1}{n})\}$ solve (33) for all sufficiently large $n \in \mathbb{Z}^+$. Without loss of generality, we only consider the case $\gamma_0 > \sqrt{\frac{K}{\alpha}}$. Let

\[ f(\theta_0) = e^{2iL \sqrt{\theta_0}} - \frac{\gamma s_0 \theta_0}{\gamma s_0 \theta_0 + 1} \text{ and } g(\theta_0) = O\left(\frac{1}{\theta_0}\right). \]

Now consider the circle $B_n = \{\theta = |\theta_0|e^{i\theta_0} : |\theta_0 - \sigma_{0,n}| \leq \frac{1}{|\sigma_{0,n}|}\}$. Then on the disc $D_n = \{\theta_0 : |\theta_0 - \sigma_{0,n}| = \frac{1}{|\sigma_{0,n}|}\}$ we have

\[ |\sqrt{\theta_0}| = |\sigma_{0,n}| \left(1 + O\left(\frac{1}{|\sigma_{0,n}|}\right)\right). \] (34)

By a simple calculation one easily obtains the following for sufficiently large $n$:

\[ \left| e^{2iL \sqrt{\theta_0}} - \frac{\gamma_0 \sqrt{\frac{K}{\alpha}} - 1}{\gamma_0 \sqrt{\frac{K}{\alpha}} + 1} \right| = \left| e^{2iL \sqrt{\theta_0}} - e^{2iL \sigma_{0,n}} \right| = \frac{\gamma_0 \sqrt{\frac{K}{\alpha}} - 1}{\gamma_0 \sqrt{\frac{K}{\alpha}} + 1} \left(\frac{2L}{|\sigma_0|} + O\left(\frac{1}{|\theta_0|}\right)\right) > O\left(\frac{1}{|\theta_0|}\right) \]
where we have used (29), (33) and (34). Therefore, by Rouché’s theorem, \( f(\theta_0) + g(\theta_0) \) has a unique zero in the ball \( B_n \) for sufficiently large \( n \). That is, there exists a unique solution of the equation (33) in \( B_n \). This proves our claim and hence 
\[
\lambda^+_{0,n} = i \sqrt{\frac{K}{\alpha}} \sigma_{0,n} + O\left(\frac{1}{n}\right) \quad \text{as} \quad n \to \infty \quad \text{by (30)}.
\]

**Theorem 3.4.** Assume (4) holds. The eigenfunctions 
\[
\{(e_{0,n}, \lambda_{0,n} e_{0,n})^T, \forall n \in \mathbb{Z}\}
\]
corresponding to the eigenvalues \( \{\lambda_{0,n}\} \) of (25) have the following asymptotic expressions:
\[
\left(\begin{array}{c}
e_{0,n}'' \\
\lambda_{0,n} e_{0,n}'
\end{array}\right) = \left(\begin{array}{c}
cos \sigma_{0,n} x + O(1/n) \\
i \sqrt{\frac{K}{\alpha}} \sin \sigma_{0,n} x + O(1/n)
\end{array}\right)
\]  
which are asymptotically normalized in \( H^2(\Omega) \times H^1(\Omega) \).

**Proof.** First, we find estimates for \( e_{0,n}'' \) and \( \lambda_{0,n} e_{0,n}' \). Application of (30),(31) and Theorem 3.3 shows that for any \( x \in [0, L] \) we have
\[
\sinh \sqrt{\lambda_{0,n} x} = \sinh \frac{x}{\sqrt{\alpha}} + O\left(\frac{1}{n}\right), \quad \cosh \sqrt{\lambda_{0,n} x} = \cosh \frac{x}{\sqrt{\alpha}} + O\left(\frac{1}{n}\right)
\]
\[
\sin \sqrt{\theta_{0,n} x} = \sin \sigma_{0,n} x + O\left(\frac{1}{n}\right), \quad \cos \sqrt{\theta_{0,n} x} = \cos \sigma_{0,n} x + O\left(\frac{1}{n}\right).
\]

Therefore the characteristic equation (32) takes the form
\[
\cos \sqrt{\theta_{0,n} L} + i\gamma_0 \sqrt{\frac{K}{\alpha}} \sin \sqrt{\theta_{0,n} L} = O\left(\frac{1}{n}\right).
\]

Now we use (28), (30), (31), (36) and (37) to get
\[
\frac{1}{\theta_{0,n} \sqrt{\lambda_{0,n} \theta_{0,n}}} \eta_n'(x) = \zeta_n \sin \sqrt{\theta_{0,n} x} + O\left(\frac{1}{n}\right),
\]
\[
\frac{i}{\theta_{0,n} \sqrt{\lambda_{0,n} \theta_{0,n}}} \eta_n''(x) = \zeta_n \cos \sqrt{\theta_{0,n} x} + O\left(\frac{1}{n}\right)
\]
where \( \zeta_n = \left(\frac{\sqrt{\lambda_{0,n}} - 1}{\sqrt{\lambda_{0,n}}} \frac{\sqrt{\lambda_{0,n}}}{\sqrt{\lambda_{0,n}}} \right) \sinh \sqrt{\theta_{0,n} L} - i\gamma_0 \sqrt{\frac{K}{\alpha}} \cosh \sqrt{\xi_{0,n} L} \). In the following we verify that \( \zeta_n = O(1) \neq 0 \). We have two cases.

**Case I.** Let \( \gamma_0 > \sqrt{\frac{K}{\alpha}} \). By (30) we have
\[
\zeta_n = i(-1)^n \left(\frac{\sqrt{\lambda_{0,n}} - 1}{\sqrt{\lambda_{0,n}}} \frac{\sqrt{\lambda_{0,n}}}{\sqrt{\lambda_{0,n}}} \right) \sinh \left(\frac{1}{2} \ln \left|\gamma_0 \sqrt{\frac{K}{\alpha}} + 1\right| \right) - i\gamma_0 \sqrt{\frac{K}{\alpha}} \cosh \sqrt{\xi_{0,n} L} + O\left(\frac{1}{n}\right).
\]

When \( n \) is odd, it is clear that the complex number
\[
\left(\frac{\sqrt{\lambda_{0,n}} - 1}{\sqrt{\lambda_{0,n}}} \frac{\sqrt{\lambda_{0,n}}}{\sqrt{\lambda_{0,n}}} \right) \sinh \left(\frac{1}{2} \ln \left|\gamma_0 \sqrt{\frac{K}{\alpha}} + 1\right| \right) + i\gamma_0 \sqrt{\frac{K}{\alpha}} \cosh \sqrt{\xi_{0,n} L}
\]
has a nonzero (but constant) real part. Therefore \( \zeta_n = O(1) \neq 0 \).

When \( n \) is even, we must have
\[
\zeta_n = i \left(\frac{\sqrt{\lambda_{0,n}} - 1}{\sqrt{\lambda_{0,n}}} \frac{\sqrt{\lambda_{0,n}}}{\sqrt{\lambda_{0,n}}} \right) \sinh \left(\frac{1}{2} \ln \left|\gamma_0 \sqrt{\frac{K}{\alpha}} + 1\right| \right) - \gamma_0 \sqrt{\frac{K}{\alpha}} \cosh \sqrt{\xi_{0,n} L} + O\left(\frac{1}{n}\right).
\]


But \( \zeta_n = O(1) \neq 0 \), otherwise by (31) and (37), we have
\[
\gamma_0 \sqrt{K_0/\alpha} \cosh \frac{L}{\sqrt{\alpha}} = \left( \frac{K_0^2}{\alpha} - 1 \right) \sinh \left( \frac{1}{2} \ln \frac{\gamma_0 \sqrt{K_0/\alpha} + 1}{\gamma_0 \sqrt{K_0/\alpha} - 1} \right) = \sqrt{\frac{K_0^2 - \alpha}{\alpha}},
\]
and by taking the square of both sides and after cancelation we get a contradiction:
\[
\frac{K_0^2}{\alpha} \cosh^2 \frac{L}{\sqrt{\alpha}} = \frac{K_0^2 - \alpha}{\alpha} \text{ or } - \frac{\alpha}{K_0^2} = \sinh^2 \frac{L}{\sqrt{\alpha}}.
\]

**Case II.** Now let \( \gamma_0 < \sqrt{K_0/\alpha} \). Then
\[
\zeta_n = \left( \frac{K_0^2}{\alpha} - 1 \right) \cosh \left( \frac{1}{2} \ln \frac{\gamma_0 \sqrt{K_0/\alpha} + 1}{\gamma_0 \sqrt{K_0/\alpha} - 1} \right) (-1)^n - i\gamma_0 \sqrt{\frac{K_0}{\alpha}} \cosh \sqrt{\alpha_0} L + O(1/n).
\]
But since the last expression above has a nonzero (but constant) real part, we have \( \zeta_n = O(1) \neq 0 \).

This proves the first part of the theorem.

Now if we set
\[
e_0,n = \zeta_n^{-1} \theta_{0,n} \xi_{0,n}^{-1/2} u_n,
\]
then the second part of the theorem follows that eigenvectors are asymptotically normalized, i.e. \( \|(e_0,n, \lambda_0,n e_0,n)^T \|_{H^2_0(\Omega) \times H^1_0(\Omega)} \approx 1 \). \( \square \)

**Lemma 3.5.** Assume (4). The generalized eigenfunctions \( \{(e_n, \lambda_0,n e_n)^T, n \in \mathbb{Z}\} \) of (25) corresponding to the eigenvalues \( \{\lambda_0,n, n \in \mathbb{Z}\} \) are \( \omega \)-linearly independent in \( H^2_0(\Omega) \times H^1_0(\Omega) \). Moreover, \( \{(e''_n, \lambda_0,n e'_n)^T, n \in \mathbb{Z}\} \) is \( \omega \)-linearly independent in \( (L^2(\Omega))^2 \).

**Proof.** We first prove that the eigenfunctions \( \{(e_n^*, \lambda_0,n e_n^*)^T, n \in \mathbb{Z}\} \) of the adjoint eigenvalue problem (see (38) below), are biorthogonal to the eigenfunctions \( \{(e_n, \lambda_0,n e_n)^T, n \in \mathbb{Z}\} \) of (25). By using Lemma 3.2, we consider the following adjoint eigenvalue problem:
\[
\begin{cases}
K u''' - \alpha \lambda^2 u'' + \lambda^2 u = 0 \\
u(0) = u'(0) = u(L) = 0, \quad u''(L) + \gamma_0 \lambda^2 u(L) = 0.
\end{cases}
\tag{38}
\]
This is exactly the same boundary value problem as (25). Therefore \( \lambda_0,n^* = \lambda_0,n \).

The only difference is the expression of the eigenfunctions of (38) given by
\[
\{(e_n^*, \lambda_0,n e_n^*)^T, n \in \mathbb{Z}\} = \{(e_n, -\lambda_0,n e_n)^T, n \in \mathbb{Z}\}.
\]
It is possible to check that
\[
\langle (e_n, \lambda_0,n e_n)^T, (e_m, -\lambda_0,m e_m)^T \rangle_{H^2_0(\Omega) \times H^1_0(\Omega)} = 0
\]
if \( m \neq -n \). If \( m = -n \), the inner product
\[
\langle (e_n, \lambda_0,n e_n)^T, (e_m, -\lambda_0,m e_m)^T \rangle_{H^2_0(\Omega) \times H^1_0(\Omega)}
\tag{39}
\]
is uniformly bounded (from (35) each term has a uniform asymptotic bound). Hence a uniform bound for (39) exists. Therefore, \( \{(e_n, \lambda_0,n e_n)^T, n \in \mathbb{Z}\} \) is \( \omega \)-linearly independent in \( H^2_0(\Omega) \times H^1_0(\Omega) \). This proves the first part of Lemma 3.5.
To show that \( \{(e_n'', \lambda_0, n e_n')^T, n \in \mathbb{Z}\} \) is \( \omega \)-linearly independent in \((L^2(\Omega))^2\), we readjust the inner product (8) for \( H^2_{\#}(\Omega) \times H^1_0(\Omega) \) with an equivalent one as the following:

\[
\left\langle \left( \begin{array}{c} u \\ v \end{array} \right), \left( \begin{array}{c} \hat{u} \\ \hat{v} \end{array} \right) \right\rangle_{H^2_{\#}(\Omega) \times H^1_0(\Omega)} = (u', \hat{v'})_{\Omega} + (u'', \hat{v}'')_{\Omega}.
\]

Define the map \( T : H^2_{\#}(\Omega) \times H^1_0(\Omega) \to (L^2(\Omega))^2 \) by \( T(u, v)^T = (u'', v')^T \). It is clear that \( T \) is an isomorphism: \( H^2_{\#}(\Omega) \times H^1_0(\Omega) \) to \((L^2(\Omega))^2\). Hence \( \omega \)-linear independence is preserved. This proves Lemma 3.5.

**Theorem 3.6.** Assume (4). The generalized eigenfunctions \( \{(e_n, \lambda_0, n e_n)^T, n \in \mathbb{Z}\} \) of (25) forms a Riesz basis in \( H^2_{\#}(\Omega) \times H^1_0(\Omega) \).

**Proof.** It is known that both \( \{1, \cos \frac{n\pi x}{L}\}_{n \in \mathbb{N}} \) and \( \{\sin \frac{n\pi x}{L}\}_{n \in \mathbb{N}} \) are orthonormal bases in \( L^2(\Omega) \). Therefore, it is easy to see that

\[
\left\{ \left( \begin{array}{c} \cos \frac{n\pi x}{L} \\ \sin \frac{n\pi x}{L} \end{array} \right), \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \left( \begin{array}{c} \cos \frac{n\pi x}{L} \\ -\sin \frac{n\pi x}{L} \end{array} \right) \right\}_{n \in \mathbb{N}}
\]

is also an orthonormal basis in \((L^2(\Omega))^2\). Now let

\[
S = \left( \begin{array}{cc} \cosh cx & i \sinh cx \\ \delta \sinh cx & i \delta \cosh cx \end{array} \right)
\]

where \( \delta = i \sqrt{\frac{K}{\alpha}} \), \( c = \frac{1}{2\pi} \ln \left( \frac{\sqrt{\frac{\gamma}{\sqrt{2}} + 1}}{\sqrt{\frac{\gamma}{\sqrt{2}} - 1}} \right) \). \( S \) is a bounded linear operator from \((L^2(\Omega))^2\) to \((L^2(\Omega))^2\) since \( |S| = \delta < \infty \). For \( n \in \mathbb{N} \) we have

\[
S \left( \begin{array}{c} \cos \frac{n\pi x}{L} \\ \sin \frac{n\pi x}{L} \end{array} \right) = \left( \begin{array}{c} \cosh (c + \frac{n\pi}{L})x \\ \delta \sinh (c + \frac{n\pi}{L})x \end{array} \right).
\]

Therefore \( \{F_n = (\cosh (c_0 + \frac{n\pi}{L})x, \delta_0 \sinh (c_0 + \frac{n\pi}{L})x)^T\} \) forms a Riesz basis in \((L^2(\Omega))^2\). Now let \( G_n = (e_n'', \lambda_0, n e_n')^T, n \in \mathbb{Z} \) where \( \{e_n, \lambda_0, n e_n\}^T, n \in \mathbb{Z} \) are the eigenvectors corresponding to the eigenvalues \( \{\lambda_{0, n}\} \). Since \( \{G_n, n \in \mathbb{Z}\} \) is \( \omega \)-linearly independent in \((L^2(\Omega))^2\) by Lemma 3.5, and \( \|F_n - G_n\|_{(L^2(\Omega))^2} = O(\frac{1}{n}) \), i.e.

\[
\left\| e_n'' - \cosh \left( c_0 + \frac{in\pi}{L} \right) x \right\|_{\Omega} = O\left( \frac{1}{n} \right),
\]

\[
\left\| \lambda_{0, n} e_n' - \delta_k \sinh \left( c_0 + \frac{in\pi}{L} \right) x \right\|_{\Omega} = O\left( \frac{1}{n} \right).
\]

It follows from Bari’s theorem [31] that \( \{G_n, n \in \mathbb{Z}\} \) is a Riesz basis on \((L^2(\Omega))^2\). Hence \( \{(e_n, \lambda_0, n e_n)^T, n \in \mathbb{Z}\} \) forms a Riesz basis in \( H^2_{\#}(\Omega) \times H^1_0(\Omega) \).

The following theorem can be obtained by the same procedure.

**Theorem 3.7.** Assume (4). Consider

\[
\begin{align*}
\mathbf{h}_O \mathbf{p}_O \mathbf{v}_O - \mathbf{h}_O \mathbf{E}_O \mathbf{v}_O &= 0 \text{ on } \Omega \times \mathbb{R}^+ \\
v_O(0, t) &= 0, \quad v_O(L, t) + \mathbf{Y}_O \hat{v}_O(L, t) = 0 \\
v_O(x, 0) &= v_O^0, \quad \hat{v}_O(x, 0) = v_O^0.
\end{align*}
\]

Then, the eigenfunctions of (41)

\[
\{(e_k, n, \lambda_k, e_k)^T, k = 1, 3, \ldots, 2m + 1, n \in \mathbb{Z}\}
\]
corresponding to the branches of eigenvalues \( \cup \{ \lambda_{k,n}, \, k = 1, 3, \ldots, 2m+1, \, n \in \mathbb{Z} \} \) forms a Riesz basis in \((H^1_0(\Omega))^\frac{m+1}{2} \times (L^2(\Omega))^\frac{m+1}{2}\) where 
\[ e_{k,n} = (0, \ldots, e_{k,n}, \ldots, 0)^T, \quad e_{k,n} = \theta_{k,n}^{-1} \sin \theta_{k,n}x, \quad \lambda_{k,n} = i \sqrt{\frac{E_k}{\rho_k} \theta_{k,n}} \text{ for all } n \in \mathbb{Z}, \]
and 
\[ \theta_{k,n} = \begin{cases} i \pi \ln \frac{\sqrt{\frac{E_k}{\rho_k} + 1} \gamma_k}{\sqrt{\frac{E_k}{\rho_k} - 1 \gamma_k}} + \frac{n\pi}{L}, & \gamma_k > \sqrt{\frac{E_k}{\rho_k}} \left( \frac{E_k}{\rho_k} + 1 \right) \sqrt{\frac{E_k}{\rho_k} - 1} \gamma_k < \sqrt{\frac{E_k}{\rho_k}} \left( \frac{E_k}{\rho_k} + 1 \right) \end{cases} \]

**Theorem 3.8.** Assume (4). Then the semigroup generated by \( \mathcal{A}_d \) is exponentially stable on \( \mathcal{H} \), i.e., \( \exists M > 0 \) such that 
\[ \mathcal{E}(t) \leq Me^{\tilde{\mu}t} \mathcal{E}(0) \] 
for all \( \tilde{\mu} = \sup \{ \text{Re} \lambda \mid \lambda \in \sigma(\mathcal{A}_d) \} < 0 \).

**Proof.** The Riesz basis property for the Rayleigh beam equation (Theorem 3.6) together with Riesz basis property for the system of wave equations (Theorem 3.7) imply that the eigenfunctions \( \{ (\varepsilon_n, \varepsilon_{k,n}, \lambda_{k,n} \varepsilon_n, \lambda_{k,n} \varepsilon_{k,n})^T, \, n \in \mathbb{Z} \} \) of the operator \( \mathcal{A}_d \) form a Riesz basis in \( \mathcal{H} \). Hence, as is well known, the growth bound for the associated semigroup is determined by spectrum of the generator. We know from Theorems 3.3 and 3.7 that the eigenvalues 
\[ \{ \lambda_{k,n}, \, k = 0, 1, 3, \ldots, 2m+1, \, n \in \mathbb{Z} \} \]
of \( \mathcal{A}_d \) have the expressions \( \lambda_{0,n} = i \sqrt{\frac{K}{\alpha} \sigma_{0,n} + O(\frac{1}{n})} \) as \( n \to \infty \) and \( \lambda_{k,n} = i \sqrt{\frac{E_k}{\rho_k} \theta_{k,n}} \) for all \( n \in \mathbb{Z}_+ \). Furthermore since \( \mathcal{A}_d \) is dissipative, all eigenvalues have non-positive real parts. Hence, if we show that there are no eigenvalues on the imaginary axis, then the theorem is proved. For the wave equations, this is trivial to show, and is well-known. For the boundary conditions we have, for the Rayleigh beam, the possibility of imaginary eigenvalues lead to the following overdetermined eigensystem
\[ \begin{cases} Ku'''' - 4\alpha^2 u'' + \lambda^2 u = 0 \\ u(0) = u''(0) = u(L) = u''(L) = 0. \end{cases} \]

This system was shown in [19] to have only the trivial solution. Therefore \( \{ e^{\mathcal{A}_d t} \}_{t \geq 0} \) is an exponentially stable semigroup on \( \mathcal{H} \), and (42) holds.

4. **Uniform stabilization of the coupled system.** In this section, we show that one boundary feedback for each equation is enough to obtain the uniform stabilization of the multilayer RN beam. First, we will consider the decomposition \( \mathcal{A} = \mathcal{A}_d + \mathcal{B} \) of the semigroup generator of the original problem (5) where \( \mathcal{A}_d \) is the semigroup generator of the decoupled system and it is defined by (23), and the operator \( \mathcal{B} : \mathcal{H} \to \mathcal{H} \) is the coupling between the layers defined as the following

\[ \mathcal{B} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 \\ L^{-1} \left( N^T \mathbf{h}_E \mathbf{G}_E \phi_E \right) \\ -h_O^{-1} \mathbf{P}_C^D \mathbf{B}^T \mathbf{G}_E \phi_E \end{pmatrix} \] 

where \( \phi_E = \mathbf{h}_E^{-1} \mathbf{B} u + Nu' \)
Lemma 4.1. The operator $B : \mathcal{H} \rightarrow \mathcal{H}$ defined in (43) is compact.

When $(u, u, v, v)^T \in \mathcal{H}$, we have $u \in H_2^2(\Omega)$ and $u \in (H_1^3(\Omega))^{(m+1)}$, and therefore $\phi_E \in (H_1^3(\Omega))^{(m+1)}$. Since $L : H^2(\Omega) \cap H_1^3(\Omega) \rightarrow L^2(\Omega)$ is an isomorphism, the last terms in (43) satisfy
\[ L^{-1}(N^T h_{\mathcal{E}} G_E \phi_E) \in H^2(\Omega) \cap H_1^3(\Omega) \]
\[ -h_{\mathcal{O}}^{-1} p^{-1} B^T G_E \phi_E \in (H_1^3(\Omega))^{(m+1)}, \]
which are compactly embedded in $H_1^3(\Omega)$ and $(L^2(\Omega))^{(m+1)}$, respectively. Hence the operator $B$ is compact in $\mathcal{H}$.

Theorem 4.2. Assume (4). Then the semigroup generated by $A$ is strongly stable in $\mathcal{H}$.

Proof. We know that our system (1)-(3) is dissipative by (16). If we can show that there are no eigenvalues on the imaginary axis, or in other words, the set
\[ \{Y \in \mathcal{H} \mid \text{Re} \langle AY, Y \rangle_{\mathcal{H}} = -K_0 |v'(L)|^2 - h_\mathcal{O} E_\mathcal{O} Y \mathcal{O} v(L) \cdot \bar{v}(L) = 0\} \]
has only the trivial solution, i.e. $u = 0, u = 0$, then by Lax’s invariance principle, the system (1)-(3) is strongly stable. Since we have eliminated the possibility of a zero eigenvalue in Lemma 2.3, (45) corresponds to $v'(L) = \lambda u'(L) = 0$ and $v(L) = \lambda u(L) = 0$ where $\lambda \neq 0$. Therefore, proving the strong stability of the (1)-(3) reduces to showing that the following eigenvalue problem
\[ \begin{cases} \lambda^2 u - \alpha \lambda^2 u'' + K u''' - N^T h_{\mathcal{E}} G_E \phi_E = 0 \text{ on } \Omega \\ h_{\mathcal{O}} p \lambda^3 u + h_{\mathcal{O}} E_\mathcal{O} u'' + B^T G_E \phi_E = 0 \text{ on } \Omega \end{cases} \]
with initial and overdetermined boundary conditions
\[ \begin{cases} u(0) = u'(0) = u(L) = u'(L) = u''(L) = 0 \\ u(0) = u(L) = u'(L) = 0 \end{cases} \]
has only the trivial solution, i.e. $u = 0, u = 0$. This same overdetermined system came up in proving observability for the corresponding boundary control problem in [20], where the uniqueness of the zero solution was proved using a multiplier type argument.

Now we prove our main theorem for the exponential stability of the solutions (1)-(3):

Proof of Theorem 1.1. We know that $A = A_d + B$. The semigroup $\{e^{(A_d+B)t}\}_{t \geq 0}$ is strongly stable on $\mathcal{H}$ by Theorem 4.2 and the operator $B$ is a compact in $\mathcal{H}$ by Lemma 4.1. Therefore, since the semigroup generated by $(A_d + B)$ is uniformly exponentially stable in $\mathcal{H}$ then the semigroup $\{e^{(A_d+B)t}\}_{t \geq 0} = \{e^{At}\}_{t \geq 0}$ is uniformly exponentially stable in $\mathcal{H}$ by e.g., the perturbation theorem of Triggiani [26].
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