Deterministic particle flows for constraining stochastic nonlinear systems
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Devising optimal interventions for constraining stochastic systems is a challenging endeavour that has to confront the interplay between randomness and nonlinearity. Existing methods for identifying the necessary dynamical adjustments resort either to space discretising solutions of ensuing partial differential equations, or to iterative stochastic path sampling schemes. Yet, both approaches become computationally demanding for increasing system dimension. Here, we propose a generally applicable and practically feasible non-iterative methodology for obtaining optimal dynamical interventions for diffusive nonlinear systems. We estimate the necessary controls from an interacting particle approximation to the logarithmic gradient of two forward probability flows, evolved following deterministic particle dynamics. Applied to several biologically inspired models, we show that our method provides the necessary optimal controls in settings with terminal-, transient-, or generalised collective-state constraints and arbitrary system dynamics.

INTRODUCTION

Most biological systems are continuously subjected to noise arising either from intrinsic fluctuations due to inherent stochasticities of their constituents, or from external environmental variations at multiple timescales [1–4]. The stochastic nature of these influences confers on these systems complex behaviour [5–7], but also renders them remarkably unpredictable - by generating noise induced transitions [8, 9], intervening in intracellular communication [10], and compromising precision of biological functions.

Yet, concrete understanding of characteristics, properties, and functions of biological processes often requires external interventions either by precise steering of state trajectories, or by enforcing design constraints that limit their evolution. Characteristic examples of such interventions include modulating transcription pathways to decrease response time, improving stability of epigenetic states in gene regulatory networks [11], or modifying cell differentiation in multicellular organisms [12]. One then may be interested in statistical properties of constrained trajectories (e.g. for computing averages of macroscopic observables), or in obtaining precise control protocols that implement the imposed limitations.

In most settings the optimality of the imposed interventions plays critical role. Performing unreasonably strong perturbations may damage the underlying biological tissue, or result in dynamical changes that considerably deviate from physiological biological function. Translated to mathematics this implies the requirement for the interventions to induce the minimum possible deviation from the typical evolution of the unconstrained system.

Such problems can usually be posed as stochastic optimal control problems. This research area has recently attracted interest in the context of stochastic thermodynamics [13–15] and quantum control [16, 17], i.e. for estimating the free energy differences between two equilibrium states [18, 19], or for identifying optimal protocols that drive a system from one equilibrium to another in finite time [20]. Similar problems appear also often in chemistry, biology, finance, and engineering, required for computation of rare event probabilities [21, 22], state estimation of partially observed systems [23–25], or for precise manipulation of stochastic systems to target states [26, 27] with applications in artificial selection [28, 29], motor control [30], epidemiology, and more [31–36]. Albeit the prior developments, the problem of controlling nonlinear systems in the presence of random fluctuations remains still considerably challenging.

Central role in (stochastic) optimal control theory plays the Hamilton-Jacobi-Belman (HJB) equation [37], a nonlinear second order partial differential equation (PDE), characterising the value function of the control problem required for obtaining the optimal controls. Existing approaches for devising optimal interventions can be broadly divided into two classes: the first class treats the HJB equation directly, while a second class optimises the interventions iteratively by employing stochastic path sampling. Direct treating the HJB often involves space discretising PDE solvers, that in general scale poorly with system dimension [38, 39]. By introducing certain structural assumptions for the control problem in [26], Kappen proposed the Path Integral (PI-) control formalism that linearises the HJB, and via the Feynman-Kac formula reduces the solution of the stochastic control problem to the computation of a path integral. Thereafter, several methods have either treated the linearised HJB with function approximations [40], or employed path integral approximation methods [41–43]. A second class of methods optimises the interventions directly in iterative schemes. A subset of those methods were inspired by the PI-control literature, but instead of focusing on approximating the (exponentiated) value function, they directly optimise the controls by employing information theoretic metrics [21, 44–47]. In particular, the Path integral cross-entropy (PICE) method [44, 45], employs importance sampling to generate paths from a stochastic system.
with a provisional control and applies appropriate reweighting to iteratively converge to the optimal interventions.

In this paper, we borrow ideas from the inference formulation of optimal control [48–51], and take a new look at the problem by providing a sample based solution that nevertheless avoids stochastic path sampling. More precisely, we reformulate the optimal controls in terms of the solutions of two forward (filtering) equations, and employ recent deterministic particle methods for propagating probability flows [52], properly adapted to fit our purposes. Building on the theory of time-reversed SDEs [53], we obtain an exact representation of the optimally adjusted drift of the underlying stochastic system in terms of the logarithmic gradient of two forward probability flows. The latter are estimated from an interacting particle approximation to the logarithmic gradient of the density using a variational formulation developed in the field of machine learning.

We show that we can successfully intervene in a series of biologically inspired systems in time constrained settings, subjected to terminal, path, and generalised collective state constraints. We further demonstrate how various problem parameters influence the estimated interventions, and compare our framework to the already established Path integral cross entropy method [44].

**PROBABILITY FLOW OPTIMAL CONTROL: THEORETICAL BACKGROUND**

### A. Constraining stochastic systems with deterministic forcing

Biological and physical systems are often subjected to intrinsic or extrinsic noise sources that influence their dynamics. Characteristic examples include molecular reactions and chemical kinetics [54], populations of animal species, biological neurons [55], and evolutionary dynamics [56, 57]. Stochastic differential equations (SDEs) effectively capture the phenomenology of the dynamics of such systems by both considering deterministic and stochastic forces affecting their state variables $X_t \in \mathcal{R}^d$ following

$$dX_t = f(X_t, t)dt + \sigma dW_t. \quad (1)$$

In Eq. (1) the drift $f(\cdot, \cdot) : \mathcal{R}^d \times \mathcal{R} \rightarrow \mathcal{R}^d$ is a smooth typically nonlinear function that captures the deterministic part of the driving forces, while $W$ stands for a $d$–dimensional vector of independent Wiener processes acting as white noise sources, representing contributions from unaccounted degrees of freedom, thermal fluctuations, or external perturbations. We denote the noise strength by $\sigma \in \mathcal{R}$. For the sake of brevity, we consider here additive noise, but the formalism easily generalises for multiplicative and non-isotropic noise, i.e. for a state dependent diffusion matrix $\sigma(x, t)$. In the following we refer to this system as the **uncontrolled** system.

Under multiple independent realisations, the stochastic nature of Eq. (1) gives rise to an ensemble of trajectories starting from an initial state $X_0 = x_0$. This ensemble captures the likely evolution of the considered system at later time points. We may characterise the unfolding of this trajectory ensemble in terms of a probability density $p_t(x)$ for the system state $X_t$, whose evolution is governed by the Fokker–Planck equation

$$\frac{\partial p_t(x)}{\partial t} = \nabla \cdot \left[ -f(x, t)p_t(x) + \frac{\sigma^2}{2} \nabla p_t(x) \right] \quad (2)$$

with initial condition $p_0(x) = \delta(x - x_0)$, and $L_f$ denoting the Fokker–Planck operator.

Due to the stochastic nature of the system of Eq. (1), exact pinpointing of its state at some later time point $T$ is in general not possible. Yet, often, we desire to drive stochastic systems to predefined target states within a specified time interval. Characteristic examples include designing artificial selection strategies for population dynamics [28], or triggering phenotype switches during cell fate determination [27]. Similar needs for manipulation are also relevant for non-biological, but rather technical systems, e.g. for control of robotic or artificial limbs [58, 59]. In all these settings, external system interventions become essential.

Here, we are interested in introducing constraints $C$ to the system of Eq. (1) acting within a predefined time interval $[0, T]$. The set of possible constraints $C$ comprises terminal $\chi(X_T)$, and path constraints $U(x, t)$, for $t \leq T$, depending on whether the desired limiting conditions apply for the entire interval, or only at the terminal time point. The path constraints $U(x, t) : \mathcal{R}^d \rightarrow \mathcal{R}$ penalise trajectories (paths) to render specific regions of the state space more (un)likely to be visited, while the terminal constraint $\chi(x) : \mathcal{R}^d \rightarrow \mathcal{R}$ influences the system state $X_T$ at the final time $T$.

To incorporate the constraints $C$ into the system, we define a modified dynamics, the **controlled** dynamics, through a change of probability measure of the path ensemble $\mathbb{P}_f$ induced by its uncontrolled counterpart. More precisely, we define the path measure $Q^*$, induced by the controlled system, by a **reweighting** of paths $X_{0:T}$ generated from the uncontrolled one (Eq. (1)) over the time interval $[0, T]$ (Supplementary Information). Path weights are given by the likelihood ratio (Radon–Nikodym derivative)

$$\frac{dQ^*}{d\mathbb{P}_f}(X_{0:T}) = \frac{\chi(X_T)}{Z} \exp \left[ -\int_0^T U(X_t, t)dt \right], \quad (3)$$

where $Z$ is the normalising constant

$$Z = \left\langle \frac{\chi(X_T)}{Z} \exp \left[ -\int_0^T U(X_t, t)dt \right] \right\rangle_{\mathbb{P}_f}, \quad (4)$$

and $\langle \cdot \rangle_{\mathbb{P}_f}$ denotes the expectation over paths of the uncontrolled system.

By a direct calculation (see Supplementary Information), we show that the infinite dimensional path measure $Q^*$ is the solution of the variational problem

$$Q^* = \arg \min_{Q} \left\{ KL(Q || \mathbb{P}_f) + \int_0^T \left\langle U(X_t, t) \right\rangle_{Q} dt - \ln \chi(X_T) \right\}, \quad (5)$$
where $KL(Q \| P_f)$ stands for the relative entropy (Kullback-Leibler (KL-) divergence) between the controlled and the uncontrolled path measures.

It can be shown that the optimal path measure $Q^*$ is induced by a time- and state-dependent perturbation $u(x, t) : \mathcal{R}^d \times \mathcal{R} \rightarrow \mathcal{R}^d$ of the deterministic forces $f(x, t)$ acting on the uncontrolled system [44]. Thus, we express the controlled dynamics as a space- and time-dependent perturbation of the uncontrolled system

$$dX_t = \left( f(X_t, t) + u(X_t, t) \right) dt + \sigma dW_t$$

$$= g(X_t, t) dt + \sigma dW_t. \quad (6)$$

To identify the optimal interventions we minimise the cost functional $J$.

$$J \doteq \min_u \left\{ \int_0^T \left( \frac{1}{2\sigma^2} \| u(x, t) \|^2 + U(x, t) \right) dt - \ln \chi(X_T) \right\}_Q. \quad (7)$$

The first part of the cost functional penalises large interventions $u(x, t)$, and results from minimising the relative entropy between the path measures induced by the controlled and uncontrolled dynamics, $KL(Q \| P_f)$. The second term constrains the transient behaviour of the system through the path costs $U(x, t)$, while $\chi(X_T)$, influences only the terminal system state.

Finding exact optimal controls for general stochastic control problems amounts to solving the Hamilton–Jacobi–Bellman (HJB) equation (see [37]), a nonlinear, partial differential equation (PDE) that is in general computationally demanding to treat directly.

The control cost formulation of Eq.(7) gives rise to a cluster of stochastic control problems known as Kullback-Leibler (KL)-control [60] or Path integral (PI)-control [26, 49] in the literature (see Supplementary Information for details). For this class of problems the logarithmic Hopf-Cole transformation [61], i.e. setting $J(x, t) = -\ln \varphi_t(x)$, linearises the Hamilton-Jacobi Bellman equation [26], and the optimally perturbed drift simplifies into (see Supplementary Information)

$$g(x, t) = f(x, t) + \sigma^2 \nabla \ln \varphi_t(x), \quad (8)$$

where the function $\varphi_t(x)$ is a solution to the backward PDE

$$\frac{\partial \varphi_t(x)}{\partial t} + L^*_f \varphi_t(x) - U(x, t) \varphi_t(x) = 0, \quad (9)$$

with terminal condition $\varphi_T(x) = \chi(x)$, and $L^*_f$ denoting the adjoint Fokker–Planck operator. For $U(x, t) \equiv 0$, Eq.(9) reduces to the Kolmogorov backward equation for the uncontrolled system.

Although the controlled drift admits a well defined expression in the terms of the solution of the backward partial differential equation of Eq.(9), direct solutions with space discretising schemes [38, 39] often suffer from high computational complexity with increasing dimensionality and become inefficient for most practical settings. Similarly, stochastic path sampling frameworks building on the the equivalence between path reweighting and optimal control, like the path integral cross entropy method [44, 45], follow iterative procedures that progressively converge to the optimal controls. (Note also recent neural network advances towards this direction [62, 63].)

### B. Constrained flows from time-reversed SDEs.

Here, to circumvent the need for backward-in-time integration of the backward PDE, we express the optimal interventions $u(x, t)$ in terms of two forward probability flows. To that end, we consider a factorisation for the path probability density $q_t(x)$ arising from the controlled system into two terms that account for past and future constraints separately [64],

$$q_t(x) \propto q_t(x)\varphi_t(x). \quad (10)$$

In Eq.(10), $\varphi_t(x)$ fulfills the backward PDE (Eq. (9)), and embodies prospective (future) constraints to the time $t$, while $q_t(x)$ denotes a (non–normalised) forward probability flow that accounts for concurrent and retrospective (past) constraints, and is the solution of the forward PDE

$$\frac{\partial q_t(x)}{\partial t} = L_f q_t(x) - U(x, t) q_t(x) \quad (11)$$

$$= -\nabla \cdot \left( f(x, t) q_t(x) \right) + \frac{\sigma^2}{2} \nabla^2 q_t(x) - U(x, t) q_t(x).$$

In the absence of path constraints ($U(x, t) \equiv 0$), Eq.(11) reduces to the Fokker–Planck equation for the uncontrolled system. On the other hand, in the presence of path constraints ($U(x, t) \neq 0$) the resulting evolution equation becomes more complicated. By integrating Eq.(11) at time $t$ over a small time interval $\delta t$, we obtain

$$q_{t+\delta t}(x) = e^{\delta t L_f - U(x, t)}q_t(x) \quad (12)$$

$$= e^{-\delta t U(x, t)} e^{\delta t L_f} q_t(x) + O((\delta t)^2), \quad (13)$$

in terms of operator exponentials [65]. This formulation admits an interpretation as the concatenation of two processes: the propagation of the density described by the uncontrolled Fokker–Planck equation (Eq.(2)), followed by a multiplication of the resulting density by a factor $e^{-\delta t U(x, t)}$ with the density capturing the prior belief of the state at $X_t$. Hence, we call equation Eq.(11) the forward filtering equation. In turn, the factorisation of Eq.(10) is reminiscent to the representation of smoothing densities for hidden Markov models as products of forward and backward messages.

The overall factorised probability flow $q_t(x)$, i.e. the probability flow characterising the evolution of the constrained system state, fulfills the Fokker–Planck equation

$$\frac{\partial q_t(x)}{\partial t} = L_g q_t(x) \quad (14)$$

$$= -\nabla \cdot \left( g(x, t) q_t(x) \right) + \frac{\sigma^2}{2} \nabla^2 q_t(x),$$
with initial condition \( q_0(x) = \varrho_0(x) \), and \( \mathcal{L}_g \) denoting the Fokker–Planck operator for the optimally adjusted drift \( g(x,t) \).

The factorisation of Eq. (10) allows for a new representation of the optimal drift \( g(x,t) \) by eliminating the backward flow \( \varphi_t(x) \) in favour of \( \varrho_t(x) \)

\[
g(x,t) = f(x,t) + \sigma^2 \left( \nabla \ln \varrho_t(x) - \nabla \ln \varrho_t(x) \right). \tag{15}
\]

The new formulation of the optimal drift still requires the logarithmic gradient of the constrained flow \( \varrho_t(x) \), and therefore does not allow for direct simulation of controlled paths. Yet, this formulation of the optimal drift turns Eq.(14) into an equation resembling a Fokker–Planck equation, but with a negative diffusion term

\[
\frac{\partial \varrho_t(x)}{\partial t} = \nabla \cdot \left[ \left( \sigma^2 \nabla \ln \varrho(x,t) - f(x,t) \right) \varrho_t(x) \right] - \frac{\sigma^2}{2} \nabla^2 \varrho_t(x). \tag{16}
\]

However, by introducing the backward time variable \( \tau = T - t \), and setting \( \tilde{q}_\tau(x) = q_{\tau - \tau}(x) \) we obtain a new Fokker–Planck equation with properly signed diffusion

\[
\frac{\partial \tilde{q}_\tau(x)}{\partial \tau} = -\nabla \cdot \left[ \left( \sigma^2 \nabla \ln \tilde{q}_\tau(x) - f(x,T - \tau) \right) \tilde{q}_\tau(x) \right] + \frac{\sigma^2}{2} \nabla^2 \tilde{q}_\tau(x), \tag{17}
\]

with initial condition \( \tilde{q}_0(x) \propto \varrho_T(x) \chi(x) \).

Hence, we have represented the optimal control

\[
u^*(x,t) = \sigma^2 \left( \nabla \ln \tilde{q}_{\tau - t}(x) - \nabla \ln \varrho_t(x) \right), \tag{18}
\]
as the difference of the logarithmic gradients of two forward probability flows (score–functions).

Hence, we have represented the optimal control

\[
u^*(x,t) = \sigma^2 \left( \nabla \ln \tilde{q}_{\tau - t}(x) - \nabla \ln \varrho_t(x) \right), \tag{19}
\]
as the difference of the logarithmic gradients of two forward probability flows (score–functions). This result suggests a possible numerical strategy for obtaining the optimal interventions: First, solve the forward filtering equation for \( \varrho_t(x) \) (Eq. (11)) using e.g. a particle filtering approach. Then approximate the logarithmic gradients \( \nabla \ln \tilde{q}_{\tau - t}(x) \) based on a sufficiently large number of stochastic particle paths. After this, simulate a number of random trajectories of the SDE which corresponds to the Fokker–Planck equation (Eq. (17)) and use the trajectories to approximate the score \( \nabla \ln \tilde{q}_{\tau - t}(x) \). In fact, a similar approach was recently used to solve so–called Schrödinger bridge problems [67]. The latter can also be understood as specific control problem for SDEs with only control energy costs (i.e. \( U(x) \equiv 0 \) and \( \chi(x) = 1 \)) in the cost functional (Eq.7)), but in addition the probability densities \( q_0(x) \) and \( q_{\tau - t}(x) \) at initial and final times are specified as extra constraints. In contrast to these approaches, we apply and generalise a recent deterministic particle framework for solving Fokker–Planck equations introduced by the authors in [52] to solve generic path integral control problems of the type of Eq. (7). This new technique avoids stochastic path sampling and reduces significantly temporal fluctuations, delivering thereby accurate Fokker–Planck equation solutions for relatively low number of employed particles [52]. In addition, the computation of the logarithmic gradients is already an integral part of the method for computing the deterministic particle dynamics.

C. Deterministic particle flow (DPF) control

To sample the forward densities \( \varrho_t(x) \) and \( \tilde{q}_\tau(x) \), we build on the idea that a Fokker–Planck equation can be rewritten as a Liouville equation [68] for an ensemble of deterministic dynamical systems where the logarithmic gradient of the ensemble density acts as an additional force. In particular, for an SDE with drift \( f(x,t) \) and diffusion \( \sigma \), we rewrite the Fokker–Planck equation (Eq.(1)) for the probability density \( p_t(x) \) of the system state in the form (see [52] for details)

\[
\frac{\partial p_t(x)}{\partial t} = -\nabla \cdot \left[ \left( f(x,t) - \frac{\sigma^2}{2} \nabla \ln p_t(x) \right) p_t(x) \right]. \tag{20}
\]

For a known density \( p_t(x) \), this equation describes the evolution of an ensemble of independent systems with each ensemble member following the deterministic dynamics:

\[
\frac{dX_t^i}{dt} = f(X_t^i, t) - \frac{\sigma^2}{2} \nabla \ln p_t(X_t^i). \tag{21}
\]

Note that here individual trajectories \( X_{0:T} \) are distinct from solutions of the underlying SDE, since each ensemble individual follows pure deterministic dynamics.

To obtain a solution of the Fokker–Planck equation, we approximate the density \( p_t(x) \) by an empirical distribution of \( N \) ensemble members (‘particles’) \( \{X_t^{i(\tau)}\}_{i=1}^N \) via

\[
\hat{p}_t(x) \approx \frac{1}{N} \sum_{i=1}^N \delta \left( x - X_t^{i(\tau)} \right). \tag{22}
\]

Based on this empirical representation of the density \( p_t(x) \), we approximate its logarithmic gradient with a statistical estimator \( \nabla \ln \hat{p}_t(X_t^{i(\tau)}) \), obtained from the solution variational formulation of the score function (see Supplementary Information). Thus, we express the resulting dynamics of individual particles in terms of a system of ordinary differential equations (ODEs)

\[
\frac{dX_t^{i(\tau)}}{dt} = f(X_t^{i(\tau)}, t) - \frac{\sigma^2}{2} \nabla \ln \hat{p}_t(X_t^{i(\tau)}). \tag{23}
\]

While this approach is sufficient to solve control problems without path costs \( U(x,t) \equiv 0 \), the extra sink term \( -U(x,t)\varrho_t(x) \) in the forward filtering PDE (Eq.(11)) in the presence of path constraints requires an additional numerical
technique. Thus, to incorporate path costs, we employ the formulation of the two stage process given by Eq. (12), and combine our Fokker-Planck deterministic particle solver with a deterministic particle filter method, the ensemble transform particle filter [66]. To simulate such a two stage process for each small time interval \( \delta t \), we first propagate the particles following the dynamics of Eq. (23) to auxiliary positions \( Y_i^{(t)} \) and assign to each particle \( i \) a weight \( \Omega_i \)

\[
\Omega_i(t) \propto e^{-\delta t U(Y_i^{(t)}, t)}.
\]  

To transform the weighted particles to unweighted ones, we employ the ensemble transform particle filter [66]. This method solves an Optimal Transport [69] problem to provide the minimal necessary deterministic shifts required to transform an ensemble of weighted particles into an ensemble of uniformly weighted ones, by maximising the covariance between the two ensembles (see Supplementary Information).

**D. Guiding probability flows to extreme terminal states**

In settings where the terminal target state lies outside of the typical values of the uncontrolled system, the sampled forward flow \( \varrho_t(x) \) fails to provide sufficient evidence in the vicinity of the terminal point. Thereby the ensuing logarithmic gradient estimation \( \nabla \log \varrho_t(x) \) is inaccurate.

For conservative systems and for terminal constraints defined by a delta function, i.e. \( \chi(x) = \delta(x - x^*) \), we address this issue by proposing an additional modified forward sampling that incorporates the extreme terminal constraint in the forward dynamics. To that end, we employ a \( d \)-dimensional Brownian Bridge (BB) dynamics. Brownian bridges are essentially Brownian motions, i.e. diffusions with vanishing drift \( f(x) \equiv 0 \), with a fixed terminal state \( x^* \) (see Supplementary Information).

To maintain the correct path statistics, we employ the Girsanov’s change of measure formula to reweight the biased forward paths. More precisely, we obtain the correct path probability measure of the controlled process \( \mathbb{P}^{BB}_f \) by reweighting the Brownian bridge path measure \( \mathbb{P}^{BB}_0 \) with the likelihood (Supplementary Information)

\[
\frac{d\mathbb{P}^{BB}_f}{d\mathbb{P}^{BB}_0}(X_{0:T}) \propto \exp \left[ -\int_0^T U_{BB}(X_t)dt \right],
\]

with

\[
U_{BB}(x) = \frac{1}{2\sigma^2} (f^2(x) + \sigma^2 \nabla \cdot f(x)).
\]

Hence, to simulate constrained paths of an SDE with drift \( f(x) \) and extreme terminal constraints, we transform the extreme terminal constraint to a path constraint \( U_{BB}(x) \) for an appropriate Brownian bridge process that already incorporates the terminal state \( x^* \). In particular, we employ the modified forward equation

\[
\frac{\partial \varrho_t(x)}{\partial t} = \mathcal{L}_{f_0} \varrho_t(x) - U_{BB}(x) \varrho_t(x),
\]

that generates paths with correct statistics that reach the terminal target by imposing the path constraint \( U_{BB}(x) \) to the Brownian bridge forward dynamics with drift \( f_0 \). We term this variant of our framework guided Deterministic Particle Flow (gDPF) control.

**EVALUATION OF OPTIMAL DYNAMICAL INTERVENTIONS**

To illustrate our formalism in action, we computed optimal intervention protocols for biological systems by employing the proposed deterministic particle framework, and compared the obtained controls to those computed with the Path integral cross entropy method (PICE) (see Supplementary Information and [44]). We tested our method on systems of...
increasing complexity and dimensionality, with conservative and non-conservative forces, as well as in settings with terminal, path, or collective state constraints.

To design the optimal interventions \( u(x, t) \) we employed the presented method in two alternative variants: i) the deterministic particle flow control (DPF), where the forward density follows the dynamics of Eq. (11), and ii) the guided deterministic flow control (gDPF), in which the forward density evolves according to an appropriately reweighted Brownian bridge dynamics, as described in Section D.

To evaluate the quality of the obtained controls, we considered the design of optimal interventions for artificially manipulating molecular phenotypes on adaptive landscapes (Section F), for inducing state transitions to multistable conservative and non-conservative systems (Section E), and for synchronising finite-size networks of Kuramoto phase oscillators (Section G). We quantified the quality of the identified interventions in terms of employed control energy \( (\| u(x, t) \|^2) \), reflecting the optimality of the computed control, as well as in terms of deviations from terminal \( (\langle x^* - X_T \rangle^2) \) and path constraints \( (U(X_t, t)) \), characterising thereby the effectiveness of the devised interventions to enforce the intended constraints. Unless explicitly mentioned otherwise, all metrics were evaluated by considering 1000 independent stochastic trajectories controlled with each method.

## E. Controlling state transitions of conservative and non-conservative systems.

We employed the proposed framework to devise interventions that reliably induced switching between stable states in a time constrained scheme for an one-dimensional conservative system and for a two-dimensional non-conservative one. For both settings, the unconstrained system either performs the state transition in a time unreliable way, or completely fails to reach the target, when the transition paths to that state strongly deviate from typical trajectories (Figure 2).

For the one-dimensional bistable system \( f(x) = 4x - x^3 \) starting from the stable state at \( x_0 = -1 \), we provided optimal interventions under the objective of driving the system towards a predefined target \( x^* \) at time \( T = 1 \). We applied both variants of the presented method (DPF (Section C) and gDPF (Section D)), and explored two complementary scenarios: one with typical, \( x^* = 0 \) (Figure 2a.-d.), and one with extreme, \( x^* = 1 \) (Figure 2e.-h.), target states for the unconstrained system at time \( T \). Notice that the state \( x^* = 0 \) is unstable, but outside of the basin of attraction of the initial state \( x_0 \).

**Identified interventions successfully drive the system to target states.** For the typical target state \( x^* = 0 \), all three employed methods (DPF: magenta, gDPF: yellow, PICE: grey) successfully biased the controlled system towards the target \( x^* \) (Figure 2a.). In fact, the distributions of simulated independent controlled trajectories delivered by each framework completely agreed throughout the entire time interval \([0, T]\) (Figure 2b.).

Considering the control energy dissipated by each method, DPF, on average, provided slightly larger interventions (Figure 2c.). Yet, both variants of our approach (DPF and gDPF) induced control trajectories that were consistently more exact in reaching the terminal state (Figure 2c.).

Comparing the distributions of terminal errors, DPF was both more accurate in reaching the target, as mediated by a smaller average value over the 1000 realisations (grey bar), but also more precise, as indicated by the smaller dispersion of terminal errors around the average. This demonstrates that although DPF slightly overestimated the required controls, it provided sufficient force to lead the trajectories faithfully onto the target. In contrast, PICE relatively underestimated the necessary interventions, resulting in more energy efficient controls that nevertheless moderately deviated from the target.

Importantly, these results suggest that a single iteration of either variants of the proposed method (DPF or gDPF) provide comparable controls to the iterative PICE framework (grey).

For the extreme terminal state \( x^* = 1 \), the guided probability flow deterministic control (gDPF) and the path integral cross entropy method (PICE) successfully pushed the system to the target (Figure 2e.). The distributions of controlled trajectories (Figure 2f.) from the two frameworks showed complete agreement, while the control costs and terminal state precision were qualitatively similar to those obtained for the typical target state.

Notice that the deterministic particle flow control (DPF), the simple variant of our method, is inappropriate for this setting for a reasonable number of employed particles representing the forward flow. Since the target is an extreme system state for time \( T \), it is highly unlikely that particles representing the forward flow \( g_t(x) \) will reach the target \( x^* \). Thus the estimation of logarithmic gradients of the forward flow \( \varphi_t(x) \) in the vicinity of the target will be inaccurate, since the particles will not provide sufficient evidence for gradient estimation in that region.

Departing from gradient systems, onward we consider triggering transitions between stable states in a time reliable way for a non-conservative system. To that end, we employed DPF for controlling a two dimensional phenomenological model of the function of a cell fate division module of a gene regulatory network [70] with self-excitation and cross inhibition (see Supplementary Information). We applied our method to induce transitions to the system between its co-existing stable states.

Similar to the conservative setting examined previously, the DPF successfully mediated the necessary interventions for the transition between the stable states (Figure 3a.). We considered three noise conditions with \( \sigma = \{1., 1.25, 1.5\} \) and compared again the deterministic particle flow control (DPF) with the path integral cross entropy method (PICE). The transient statistics computed over 1000 controlled trajectories for each framework agreed for all noise conditions (Figure 3b.) and Supplementary Information Figure.

Control costs and terminal error precision were comparable for the two approaches, with DPF performing slightly better in terms of dissipated control energy for increasing noise strength (Figure 3c.). Both methods had comparable control
a. b. c. d.

**FIG. 2.** Equivalence of dynamical interventions delivered by deterministic particle flow control (DPF), guided deterministic particle flow control (gDPF), and PICE, for typical (upper) and extreme (lower) terminal conditions. (upper) (a.) Controlled trajectories simulated by employing dynamical interventions delivered by deterministic particle flow control (magenta), guided deterministic particle flow control (orange), and path integral cross entropy method (grey). All trajectories started from initial point \( x_0 = -1 \) (left silver circle) and reached the target \( x^* = 0 \) at time \( T = 1 \). (b.) Transient mean \( \mu_t \) and standard deviation \( \sigma_t \) over 1000 independent trajectories controlled with each framework. (c.) Total control energy \( \|u(x,t)\|^2 \), and (d.) deviation from terminal point for 1000 independent controlled trajectories with interventions computed according to each framework. Grey horizontal lines in (c.) and (d.) denote mean values over all realisations. The proposed methods result in slightly more expensive control costs, but are more consistent in precisely reaching the terminal state.

(lower) Same as upper row for target \( x^* = 1 \) only for gDPF and PICE. Here DPF is not applicable since the forward probability flow does not reach the extreme target point \( x^* = 1 \).

accuracy in reaching the target that deteriorated moderately for increasing noise amplitude. However, while DPF was considerably more accurate and precise for the low noise conditions, for larger noise amplitudes the accuracy of both methods in reaching the terminal point \( x^* \) became comparable (Figure 3d.).

Taken together, DPF (and gDPF where necessary) successfully provided the necessary controls for reaching the targets in both conservative and non-conservative systems and under various noise conditions. The provided interventions where on par with the established iterative PICE framework in terms of dissipated control energy, and moderately more precise in reaching the target.

F. Evolutionary control through artificial selection.

Building upon the evolutionary stochastic control formalism recently introduced by Nourmohammad et. al [28], we employed deterministic particle flow control to devise artificial selection protocols for molecular phenotypes that optimally drive evolution to desired phenotypic states. In this setting experimentally imposed path constraints become relevant for preventing undesirable outcomes on covarying phenotypes.

For an evolving population, the main evolutionary drivers comprise fitness and mutation forces that continuously adjust the composition of phenotypes in the population, while genetic drift perturbs the whole process stochastically. We described the evolution of the mean phenotypes \( dx \) of the population by the overdamped Langevin equation [71]

\[
dx = C \cdot \nabla F(x) dt + \sigma dW,
\]

with \( F(x) \) denoting the adaptive fitness landscape in the presence of natural selection [72], and \( \sigma \) the noise amplitude that rescales the genetic drift, i.e. the stochastic term, according to the population size \( n \) and the covariance matrix \( C, \sigma = C^{1/2}n^{-1} \). The gradient of the landscape \( f(x) = C \cdot \nabla F(x) \) captures the adaptive pressures under natural selection.

In contrast to commonly employed assumptions of spherically symmetric adaptive landscapes, to demonstrate the richness of our method and supported by empirical findings [73], we considered an asymmetric rugged landscape [74]. Such landscapes may arise in small sized populations with small variance and multi-modal fitness functions for each individual [75]. For simplicity we consider the covariance matrix \( C \) constant, given the much smaller timescales upon which its
FIG. 3. Optimal interventions effectively drive the non-conservative system to the target state for different noise amplitudes. (a.) Individual trajectory controlled by DPF (green-yellow) starting from stable state $x_0 = (1.996, 0.4)$ successfully reaches the target $x^* = (1, 1)$ at $T = 0.5$, while the uncontrolled trajectory (grey) fails to leave the basin of attraction of $x_0$. (b.) Agreement between controlled densities of 1000 independent controlled trajectories driven by DPF (magenta) and PICE (grey) for noise amplitude $\sigma = 1.5$. (c.) Dissipated control energy, and (d.) terminal error for increasing noise strength $\sigma$ for the two control frameworks. For increasing noise DPF delivers more efficient, but moderately less precise controls than PICE.

Further parameters: particle number: $N = 600$ inducing point number: $M = 20$.

For a system with multiple covarying phenotypes evolving on the landscape $F(x, y) = ((1 - x)^2 + (y - x^2)^2)$ (Figure 4), changes along one phenotypic axis are often accompanied by changes along covarying phenotypic traits as dictated by the landscape gradient. Thus attempts to bias and enhance selective forces towards a specific phenotype, may lead to undesired variations along the covarying traits. To demonstrate this, we controlled phenotypic trajectories initiated at state $x_0 = (-1, 1)$ with target state $x^* = (1, 1)$. The designed interventions by DPF with only terminal constraints $\chi(x) = \delta(x - x^*)$ successfully drove the system to the intended target (Figure 5a.-b.). Nevertheless, although the initial and terminal state along the second dimension remained the same, as expected, without introducing additional path constraints, the phenotypic trait along the second dimension ($y$) underwent considerable transient fluctuations as indicated by the non-constant mean of the simulated paths ($\hat{\mu}_{y,t}$), as well as by the increasing dispersion of paths from the mean, as captured by the standard deviation $\hat{\sigma}_{y,t}$ (Figure 5b.).

To limit the fluctuations along the covarying second phenotypic trait, we introduced path constraints $U((x, y), t) = 10^3(y - 1)^2$ that penalised transient deviations from the intended value of the second trait $y$ (Figure 5e.). The necessary interventions, identified by DPF with path constraints, successfully controlled the system towards the predefined target, reducing thereby considerably the fluctuations along the second axis (Figure 5e. and f.). Compared to the path integral control framework (PICE), for both scenarios, our method delivered results with comparable dissipated control energy and considerably more precise in terms of terminal errors (Figure 5e. and f.).

Evaluating the performance of both methods for increasing particle number $N$ employed for the estimation of the re-

FIG. 4. The phenotypic landscape.
FIG. 5. Deterministic particle flow (DPF) control provides optimal interventions to drive evolution to target state (grey cross). (a.) A controlled trajectory starting from phenotypic state \((-1, 1)\) reaches the target state \((1, 1)\) at time \(T = 0.7\) (blue-yellow line), while an uncontrolled trajectory remains in the vicinity of initial state during the same time interval (orange line). (b.) Mean and standard deviation of the marginal densities of 1000 controlled trajectories employing interventions computed with our framework DPF (purple) and with PICE (grey). Orange line indicates mean of 1000 uncontrolled trajectories, while shaded area captures the associated standard deviation. For estimating the controls we employed \(N = 400\) particles for DPF, and \(N_{\text{pice}} = 500\) for PICE. (c.) Comparison of (upper) (logarithmic) control energy \(\|u(x, t)\|_2^2\), and (lower) deviation from the terminal point \(\|X_T - x^*\|_2^2\) for each controlled trajectory with interventions computed according to DPF (magenta) and PICE (grey). (d.) (Logarithmic) control energy (upper) improves moderately, and terminal error (lower) remains constant for increasing particle number \(N\). The number of inducing points in the logarithmic gradient estimation conveys negligible difference in control energy and terminal error (inducing point number magenta: \(M = 50\), green: \(M = 100\)). Grey line indicates the performance of PICE in the same setting. (e.-h.) Same as (a.-d.) with additional path constraint \(U((x, y), t) = (y - 1)^2\).

required interventions \(u(x, t)\), revealed that DPF provided controls on par with PICE already for \(N = 500\) particles and, by design, only with a single iteration. More precisely, the proposed method presented a relatively stable performance for increasing particle number, with small improvement in terms of exerted control energy, whereas the path integral cross entropy method improved substantially when more particles where employed in the computations, and consequently matched in performance our approach. Considering the deviation from the terminal state, DPF was consistently more precise and accurate in reaching the target as indicated both by considerably smaller terminal errors (Figure 5d. and h.), and by smaller deviations of individual terminal states around the average (Supplementary Figure 5). Both the exerted control energy and terminal error do not show considerable improvement for increasing inducing point number employed in the logarithmic gradient estimator (magenta for \(M = 50\); green for \(M = 100\)).

G. Controlling collective states: synchronisation control of stochastic Kuramoto oscillators

To further demonstrate the generalisability of the proposed framework, we considered a system where the constraints do not explicitly penalise exact regions of the state space, but rather pertain the collective state of a system of interacting stochastic units. Specifically, we applied our method for synchronising finite size networks of stochastic Kuramoto phase oscillators (see Supplementary Information for details). We performed systematic studies on a prototypical network of two interacting oscillators (Fig. 6, Fig. 7, and Fig. 8), and a network of \(K = 6\) (Fig. 9 and Fig. 10) heterogeneous oscillators with all-to-all uniform coupling (Supplementary Information).

To accommodate synchronisation control with our framework, we considered a time constrained setting where we applied DPF for an interval \([0, T]\) (time units). An alternative ‘online’ approach described in the Supplementary Information alternates computation of controls within small time intervals with simulation of controlled trajectories over those intervals.

We implemented the synchronisation constraint as a path
constraint that promotes synchrony without any further requirement for the terminal state, and characterised the level of synchronisation in terms of the Kuramoto order parameter for phase coherence \( R(\theta, t) \) (Supplementary Information)

\[
R(t) = \frac{1}{K} \left| \sum_{j=1}^{K} e^{i \theta_j(t)} \right |.
\]

(29)

To that end, we employed the following path constraint that promotes order parameter values closer to 1, i.e. closer to a synchronous state

\[ U(\theta_i) = \beta (1 - R(\theta_i, t)) \, dt, \]

with \( \theta_i \in \mathbb{R}^K \) denoting the vector of oscillator phases, and \( \beta \in \mathbb{R} \) a scaling constant.

For all considered networks of interacting Kuramoto oscillators we applied interventions \( u_i(\theta_i, t) \) on the phases \( \theta = (\theta_i)_{i=1}^K \) of all network nodes. Further considerations of optimally selecting a subset of nodes to control were out of the scope of the current article.

For a prototypical network of \( K = 2 \) interacting oscillators with weak coupling \( (J = 1.2) \), DPF induced rapid synchrony, whereas the uncontrolled oscillators became progressively incoherent as indicated both by observing their phases (Figure 6a.) and the transient values of their phase-coherent order parameter \( R \) (Figure 6b.). DPF provided fairly strong control inputs at the beginning of the simulation to fully align the phases of the oscillators (Figure 6c.), and subsequently delivered only moderate controls to maintain synchrony counteracting the effect of noise.

**FIG. 6. Synchronisation control of two coupled Kuramoto phase oscillators.** (a.) Evolution of phases (\( \theta_i \)) of two controlled (purple) and two uncontrolled (green) Kuramoto oscillators mutually coupled with coupling \( J = 1.2 \) and noise amplitude \( \sigma = 1.0 \). (b.) Evolution of Kuramoto phase-coherence order parameter \( R \) for the controlled (purple) oscillators indicates a fast transition to synchrony (R=1), while, the identical uncontrolled oscillators become progressively incoherent, indicated by a strongly fluctuating order parameter (green). The orange line denotes the expected long time average value of the order parameter for non-interacting oscillators considering finite size scaling effects. The grey line marks the level of \( R = 1 \) indicating a completely synchronous state. (c.) Control input provided to each oscillator.

where the uncontrolled network progressively synchronises solely due to the interactions. DPF synchronised the oscillators faster - indicated by earlier reaching the order parameter \( R = 1 \) value compared to their uncontrolled counterparts - and prevented spontaneous desynchronisation events that occurred in the uncontrolled networks especially in the presence of strong noise (Figure 7b.).

To quantify these effects further, we analysed the onset of synchronisation \( t^{syn} \) and the percentage of time spent in the synchronised state of the examined controlled and uncontrolled networks for increasing coupling \( J \).

For each network realisation, we defined the onset of synchronisation \( t^{syn} \) as the first time point when the phase-coherence order parameter exceeded the value \( R \geq 0.99 \) and remained above that value for a minimal duration of \( \tau^s = 20 \times dt = 0.02 \) time units. For uncontrolled networks with weak couplings we considered only the subset of realisations that reached the synchronous state (indicated as a ratio by the grey annotations in Figure 8a.). To quantify the robustness of synchronisation in each network, we estimated the percentage of time the network remained synchronised after the synchronisation onset by counting the time points when the order parameter spontaneously exceeded the threshold \( R = 0.99 \) and fell below \( R = 0.99 \) (Figure 7a.).

For both noise conditions and independent of coupling strength \( J \), networks controlled by DPF reached the synchronous state considerably faster than their uncontrolled counterparts (Figure 8a.), and consistently remained synchronised for the entire simulation, as mediated by the percentage of time spent in the synchronised state after the synchronisation onset \( t^{syn} \). More precisely, while a subset of uncontrolled weakly coupled networks synchronised for at least \( \tau^s = 20 \) time units, as expected due to the presence of noise they failed to remain in that synchronised state as indicated in
FIG. 7. Synchronisation control a network of two coupled Kuramoto phase oscillators for different coupling strengths. (a) Time averaged phase-coherence order parameter ($R$) of controlled (purple) and uncontrolled (green) networks under different noise conditions ($\sigma = 0.5$ - triangles, $\sigma = 1.0$ - circles). The proposed method (DPF) effectively synchronises the controlled oscillators already for vanishing coupling strength between them. (b) Evolution of Kuramoto order parameter $R$ for networks with coupling $J = 2.0$ and two noise conditions ($\sigma = 0.5$ - (upper), $\sigma = 1.0$ - (lower)) for controlled (purple) and uncontrolled (green) oscillators. The control induces fast transition to synchrony ($R=1$), while the identical uncontrolled oscillators either synchronise slower (for low noise), or become only partially synchronised (for strong noise). Individual lines indicate evolution of the order parameter in 20 realisations of the network starting from same initial conditions and from a single computation of the required controls for each setting (where relevant). Dotted black lines denote the mean over the 20 realisations.

Further parameters: particle number $N = 2000$, inducing point number: $M = 80$, natural frequencies: $\omega_i = 0$, initial condition: $\theta_i \sim \mathcal{N}(3, 0.5^2)$, $T = 1.5$.

Figure 8b. For stronger couplings desynchronisation was less pronounced, yet still more frequent than in their controlled counterparts.

For $K = 6$ interacting heterogeneous oscillators and for network characteristics (coupling strength $J = 1$ and noise amplitude $\sigma = 1.0$) that render the uncontrolled system only partially synchronisable (Figure 9 b.(lower)), state feedback control delivered by DPF successfully drove the oscillators to a fully synchronised state (Figure 9 b.(upper)). As indicated by the evolution of the Kuramoto order parameter for each of the 20 realisations shown in Figure 9 b., our framework not only delivered sufficient controls to rapidly synchronise the oscillators, but also provided the necessary interventions to maintain the phase synchronisation (Figure 9 c.). In fact, as indicated by the non-fluctuating order parameter $R$ for most realisations, only 2 network instances underwent spontaneous noise-induced desynchronisations late in the simulations, which nevertheless were partially recovered.

Similar to the smaller network, the six oscillator network was successfully synchronised for a range of coupling strengths (Figure 10a.) and for both noise conditions. Compared to the identical uncontrolled networks, the networks controlled by DPF exhibited consistently larger order parameter values. Although some networks underwent spontaneous desynchronisations, these were quickly efficiently recovered (Figure 10b.).

DISCUSSION

In this work, we introduced a novel methodological framework for identifying optimal dynamical interventions for constraining diffusive systems. Distinctively from previous work [26, 27, 44, 78] that devises optimal control protocols by employing iterative optimisation procedures, here, we obtained the required interventions in a deterministic and non-iterative way. In particular, we showed that splitting the time-resolved constraining information into retrospective and prospective parts, allows for a representation of the optimal interventions in terms of the difference of logarithmic gradients (scores) of two forward probability flows. By introducing statistical estimators for the logarithmic gradients of the
FIG. 8. Onset of synchronisation and percentage of time in synchronised state after synchrony onset reveal the effectiveness of deterministic particle flow control to induce robust synchronisation on a network of $K = 2$ oscillators. (a.) Onset of synchronisation for controlled (purple) and uncontrolled (green) networks quantified as the first time $t_{\text{syn}}$ the phase-coherence order parameter exceeds $R \geq 0.99$ and remains over that value for duration $\tau_s = 20 \times dt = 0.02$ time units. Grey annotations denote the percentage of the examined networks that reached the synchronous state for duration $\tau_s$. Absence of annotation indicates that all examined networks reached synchrony. (b.) Percentage of simulation time the networks spontaneously spent in synchronised state ($R \geq 0.99$) after synchrony onset $t_{\text{syn}}$. Both figures consider two different noise conditions ($\sigma = 0.5$ - triangles, $\sigma = 1.0$ - circles).

Further parameters: particle number $N = 2000$, inducing point number: $M = 80$, $T = 1.5$. For each noise condition dots denote average over 3 control computations with different initial conditions with 20 controlled trajectories for each (60 total controlled trajectories for each point).

empirical probability densities, and by employing novel advances for deterministic evolution of sample based probability flows [52, 66], we proposed an efficient, non-parametric approximation of the optimal controls.

We demonstrated the feasibility and potential of our framework on a battery of diverse biologically inspired systems and challenging settings of increasing complexity and dimensionality. More precisely, we employed the proposed deterministic particle flow control (DPF) to induce switches between stable states on multi-stable systems (Section E), to devise artificial selection protocols on phenotypic landscapes by implementing constraints for co-varying phenotypes (Section F), and to induce synchronisation on networks of stochastic phase oscillators.

We compared our approach against the recently proposed Path integral cross entropy method [44], which approximates time dependent controls by an iterative optimisation based on stochastic path sampling. Our results suggest that our one-shot, deterministic framework is on par with the iterative path integral cross entropy method in terms of control efficiency, and more precise and accurate in terms of deviation from terminal target states.

Moreover, through the nonparametric estimation of the logarithmic gradients, our method is inherently model agnostic, being able, in principle, to approximate the logarithmic gradient of arbitrary distributions, and therefore estimate external interventions of arbitrary functional form. In turn, the path integral cross entropy method requires an a priori selection of the number of basis functions employed in the approximation, implicitly constraining the class of control functions that may be implemented. In fact, inappropriate choice of basis function parameters results in numerical instabilities in the form of non converging matrix inversions and diverging trajectories during the optimisation, before the algorithm converges to an optimum. We found that this effect could not be mitigated by adjusting the learning rate or other parameters to smaller values. The trade off, however, pertains the nature of our approximation, which as a kernel method, is more expensive compared to basis functions during the actual evaluation of the identified controls.

In this work, we propagated probability densities by employing recent advances for solving Fokker–Planck equations in terms of deterministic particle dynamics. However, in principle, any particle filtering algorithm employing stochastic particle dynamics may be combined with the logarithmic gradient density estimator to obtain a numerical approximation of the time-reversed drift of Eq. (19) at each time step. Numerical experiments of such a method showed, that the stochastic fluctuations of the particles lead to fairly noisy control estimates over time. Hence, here, taking advantage of the fact that
The present work proposes a method for controlling stochastic systems by manipulating their dynamical variables. However, often such a scenario might be insufficient. Interventions in biological systems may have limited access to the system’s state variables, or only system parameters might be accessible for control. In these settings, an extension of the path integral control framework that additionally considers the parameter optimisation are limited to properly function only in weak noise settings [27] due to large deviations arguments employed in their derivation.

We successfully employed the proposed method for synchronisation control of networks of coupled stochastic Kuramoto oscillators. However, when path constraints are required, the DPF solves an optimal transport problem at every time step to implement the path constraints as a deterministic particle resampling. This computation employs the Earth Mover’s distance (EMD) for an ensemble of $N$ particles, which scales rather unfavorably for increasing particle number as $O(N^3 \log N)$. Here, for the networked systems that required large number of particles, we employed an alternative solution for computing the EMD, the network simplex solver [82, 83], which has computational complexity that scales as $O(N^2)$, providing thereby a considerable speedup in the calculations. Yet, we still consider this necessary particle shifting a computational bottleneck for our framework. Future developments will focus on incorporating this step into the forward particle dynamics and thus will scale more favourably with particle number, enabling thereby the control of systems of higher dimensionality.

Moreover, considering the topic of network synchronisation, we considered out of the scope of the present paper to explore the possibility of controlling only a subset of network nodes. Previous attempts to solve the same problem in a stochastic setting have considered only the synchronisation of two coupled identical Kuramoto oscillators [84], while, here, we considered networks up to six oscillators with differing natural frequencies. Insights from network control theory for nonlinear systems coupled with the proposed framework may provide a more control-energy efficient approach.

the deterministic sampling framework of [52] already employs the logarithmic gradient estimator as a building block, we integrated this method into the computation of the optimal interventions.

Although the representation of constrained densities with particles is computationally more efficient compared to solutions of discretised PDEs, control representations for regions of the state space where the particles do not provide sufficient evidence for the underlying density, will be inaccurate. While the probability density functions for the regions of the state space unoccupied by particles are expected to have vanishing values, with inadequate number of particles, the estimated logarithmic gradient of the related densities might be inaccurate in those regions. Yet, due to the deterministic nature of our approach, our framework provides better representation of the underlying densities compared to a pure stochastic path sampling.

We expressed the optimal interventions as a time and space dependent perturbation of the uncontrollable dynamics that are obtained from the logarithmic gradient of a backward PDE. This formulation results from linearising the Hamilton-Jacobi-Bellman equation (Supplementary Information). An equivalent formulation for optimal drift adjustment for constraining diffusion processes has been derived in the field of statistical mechanics by applying the Doob’s $h$-transform [22, 64, 79–81]. This formulation agrees with the one employed here in the absence of path constraints. In that case, the optimal interventions may be obtained from the logarithmic gradient of the solution of the backward Kolmogorov equation. However, the solution of the backward Kolmogorov equation is known in closed form only for trivial systems, may be cumbersome to obtain for general multidimensional systems, while the ensuing computation of the logarithmic gradient of the solution may run into numerical instabilities. Here, by representing the densities with particles, and by directly estimating the logarithmic gradients of the particle density, we provided an efficient and feasible solution for obtaining the necessary drift adjustments.

The present work proposes a method for controlling stochastic systems by manipulating their dynamical variables. However, often such a scenario might be insufficient. Interventions in biological systems may have limited access to the system’s state variables, or only system parameters might be accessible for control. In these settings, an extension of the path integral control framework that additionally considers the parameter optimisation are limited to properly function only in weak noise settings [27] due to large deviations arguments employed in their derivation.

We successfully employed the proposed method for synchronisation control of networks of coupled stochastic Kuramoto oscillators. However, when path constraints are required, the DPF solves an optimal transport problem at every time step to implement the path constraints as a deterministic particle resampling. This computation employs the Earth Mover’s distance (EMD) for an ensemble of $N$ particles, which scales rather unfavorably for increasing particle number as $O(N^3 \log N)$. Here, for the networked systems that required large number of particles, we employed an alternative solution for computing the EMD, the network simplex solver [82, 83], which has computational complexity that scales as $O(N^2)$, providing thereby a considerable speedup in the calculations. Yet, we still consider this necessary particle shifting a computational bottleneck for our framework. Future developments will focus on incorporating this step into the forward particle dynamics and thus will scale more favourably with particle number, enabling thereby the control of systems of higher dimensionality.

Moreover, considering the topic of network synchronisation, we considered out of the scope of the present paper to explore the possibility of controlling only a subset of network nodes. Previous attempts to solve the same problem in a stochastic setting have considered only the synchronisation of two coupled identical Kuramoto oscillators [84], while, here, we considered networks up to six oscillators with differing natural frequencies. Insights from network control theory for nonlinear systems coupled with the proposed framework may provide a more control-energy efficient approach.
FIG. 10. Synchronisation control of a network of six heterogeneous Kuramoto phase oscillators for different coupling strengths. (a.) Time averaged phase-coherence order parameter ($R$) of controlled (purple) and uncontrolled (green) networks under different noise conditions ($\sigma = 1.0$ - triangles, $\sigma = 1.5$ - circles). The proposed method (DPF) effectively synchronises the controlled oscillators already for weak coupling. (b.) Evolution of Kuramoto order parameter $R$ for networks with coupling $J = 3.0$ and two noise conditions ($\sigma = 1.0$ - (upper), $\sigma = 1.5$ - (lower)) for controlled (purple) and uncontrolled (green) oscillators. The control induces fast transition to synchrony ($R = 1$), while the identical uncontrolled oscillators either synchronise slower (for low noise), or become only partially synchronised (for strong noise). Individual lines indicate evolution of the order parameter in 20 realisations of the network starting from same initial conditions and from a single computation of the required controls for each setting (where relevant). Dotted black lines denote the mean over the 20 realisations. 

Further parameters: particle number $N = 3000$, inducing point number: $M = 300$, natural frequencies: $\omega_i = 0$, initial condition: $\theta_i \sim N(3, 0.5^2)$, natural frequencies: $\omega_i \sim N(0, 1)$, $T=0.5$. Each point in (a.) denotes the mean over 20 realisations of a single control computation.

for network synchronisation. Additionally, further systematic studies that will explore various network topologies, coupling schemes, and intrinsic parameter heterogeneities, will provide additional insight on the properties of our method to induce robust synchronisation to networks of interacting stochastic phase oscillators.

The proposed framework is further relevant for several computational or applied settings, where marginal densities of constrained diffusive systems are required, i.e. for state estimation of such systems between two successive state observations, or for computing the transition probabilities in extreme event calculations. In those settings, only the constrained path distribution $q_t(x)$ is required instead of the precise dynamical interventions. Although not explicitly demonstrated here, DPF is also applicable for computing averages over constrained densities or functionals over constrained paths. Since the reverse time sampled flow $\tilde{q}_t(x)$ already provides a good representation of the constrained density, averages over functions evaluated on the paths of $q_t(x)$ already provide accurate estimates of the computed quantities.

More broadly, the field of simulation based inference [85, 86] has developed dramatically in the past years due to expanding computational capacities offered by current computing devises able to simulate models considered demanding in the past. These methods perform inference for models with intractable likelihoods (like sparsely observed stochastic systems) requiring frameworks for accurate and efficient simulation of detailed dynamical models that provide dynamical trajectories of candidate models to perform inference. Thereby, our approach, by providing direct samplings of dynamically constrained diffusion processes will enable efficient inference of such systems.

We employed the proposed framework on a prototypical scenario of devising artificial selection protocols for molecular phenotypes inspired by [28]. The nascent field of continuous culturing [87, 88] for studying adaptive evolution has created a growing demand for devising efficient and precise stochastic control frameworks that may be integrated in advanced open-source continuous culturing platforms like eVOLVER [29] to manipulate and control cell culture growth and phenotyping. These platforms enable real time monitoring of cell cultures and administer exact custom perturbations in the form of selection pressures, or by adjusting the constant nutrient feed input to the culture. By providing accurate in-
tervations that implement arbitrary state constraints the proposed DPF control is suitable to be integrated in such a platform.

The clearest advantage of our framework is its non-iterative, non-parametric, and deterministic nature, providing thereby computational advantages compared to existing control methods [44, 89]. Moreover, the proposed formulation for the optimal interventions generalises beyond particle systems and may be easily implemented by neural networks.
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