Temperature fluctuations in finite systems: Application to the one-dimensional Ising chain
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The theory of superstatistics, originally proposed for the study of complex nonequilibrium systems, has recently been extended to studies of small systems interacting with a finite environment, because such systems display interestingly similar statistical behavior. In both situations there are several applicable definitions of inverse temperature, either intrinsic or dependent of the statistical ensemble. In this work we develop these concepts focusing our attention on a region of an isolated, one-dimensional Ising chain as an example of a subsystem that does not follow the canonical Gibbs distribution. For this example, we explicitly show that superstatistics cannot describe the behavior of the subsystem, and verify a recently reported relation between the fundamental and microcanonical inverse temperatures. Our results hint at a new framework for dealing with regions of microcanonical systems with positive heat capacity, which should be described by some new class of statistical ensembles outside superstatistics but still preserving the notion of temperature fluctuations.

I. INTRODUCTION

In traditional statistical mechanics we normally deal with small systems, such as particles interacting inside an isolated box or otherwise in contact with a large heat bath. Based on this, we either apply the microcanonical or canonical ensemble, respectively, to describe the system, often making use of the fact that, in the thermodynamical limit, both ensembles are equivalent.

An interesting situation arises when we study a system in which there exists subsystem-environment interaction but only through nearest-neighbors, and where the size of the environment is commensurate with the subsystem. In this case, these systems present temperature fluctuations, and several works\textsuperscript{2}–\textsuperscript{6} treat these systems basically using the traditional statistical mechanics.

One of the most well known examples of small systems is the classical Ising model, in which nearest-neighbor interactions are given through the exchange constant \(J\). The classical one-dimensional Ising chain is described by the Hamiltonian

\[
\mathcal{H} = -J \sum_{i=1}^{N} s_i s_{i+1},
\]

where the spins \(s_i \in \{-1, 1\}\) and we consider periodic boundary conditions.

Recently Ilin \textit{et al.}\textsuperscript{4} showed how one can take a piece of \(L\) spins from a microcanonical one-dimensional Ising chain of \(N\) spins in total and describe it as a system in contact with an environment that is commensurate with the system. Their results show in detail how the system is described by a non-Gibbsian distribution that reduces to the traditional canonical ensemble in the limit when \(L \ll N\), as expected.

When dealing with systems presenting subsystem-environment interactions with a finite environment, a new theory known as superstatistics \textsuperscript{5, 6} has been introduced. This theory was originally proposed to explain the statistics of different types of complex systems, such as plasmas and self-gravitating systems and, only lately, some applications to the thermodynamics of small systems\textsuperscript{7, 8} characterized by short-range interactions have been presented.

In those cases, the system in contact with a finite environment has a statistical distribution of temperatures and does not follow the traditional Gibbs distribution, i.e. the canonical ensemble. However, in the thermodynamical limit the uncertainty in temperature vanishes and the classical canonical ensemble is recovered. Because this is exactly the situation in superstatistics, these authors proposed to use this framework, obtaining accurate fits.

However, it is not always the case that the framework of superstatistics is capable of describing these type of systems. Accordingly, in this work we propose to use the properties of the fundamental and the microcanonical inverse temperatures to explore and study, as a particular case, the behavior of a one-dimensional Ising subsystem, being a part of an isolated Ising chain. Under the constraints that the superstatistical theory imposes on the two temperature functions, fundamental and microcanonical, we show that the non-Gibbsian distribution that describes the Ising subsystem is not consistent with superstatistics, despite having temperature fluctuations. This opens up the idea of exploring the limits of the superstatistical framework and finding the family of statistical ensembles that describes this type of models. We show that these ensembles are characterized by a negative covariance between the microcanonical and fundamental...
temperatures, similar to previously reported results [10], and hinting towards the existence of a new class of ensembles that are incompatible with superstatistics.

The paper is organized as follows. In Section II we briefly describe the theory of superstatistics and give the definition of the fundamental and microcanonical inverse temperatures. In Section III we give the theoretical results obtained by this analysis, presenting the statistical properties of the fundamental temperature, following by the application of the necessary condition that any superstatistical system must fulfill. Section IV provides a deeper discussion of the results obtained, and finally in Section V we conclude this work.

II. SUPERSTATISTICS AND ITS DEFINITION OF TEMPERATURE

Although the main objective of superstatistics [5] [6] was originally to describe non-equilibrium systems in steady states, soon the framework was extended [7] [8] [11] in order to apply it to finite thermodynamical systems having energy and temperature fluctuations.

In the canonical ensemble, based on a fixed temperature $T$, and whose probability distribution of microstates is obtained by constraining the expectation value of energy according to the maximum entropy principle [12] [13], we have,

$$P(x|\beta) = \frac{\exp(-\beta H(x))}{Z(\beta)},$$ (2)

where $Z(\beta) = \int dx \exp(-\beta H(x))$ is known as the partition function and $H(x)$ is the Hamiltonian of the system. On the other hand, for a non-equilibrium steady state system the probability density of microstates is of the form

$$P(x|S) = \rho(H(x)),$$ (3)

where the function $\rho(E)$ is known as the generalized Boltzmann factor or ensemble function.

In superstatistics, which is a particular case of the form in Eq. (3) a system experiences fluctuations of the inverse temperature $\beta$, and therefore the probability distribution of microstates is replaced by a joint probability distribution using Bayes’ Theorem [13].

$$P(x, \beta) = P(x|S)P(\beta|S) = \left[\frac{\exp(-\beta H(x))}{Z(\beta)}\right] P(\beta|S).$$ (4)

Eq. (4) shows an additional component beside the classical canonical ensemble, $P(\beta|S)$ known as the temperature distribution, which contains all the information of the temperature fluctuations into the system. In the particular case where

$$P(\beta|S) = \delta(\beta - \beta_0)$$ (5)

we recover the canonical ensemble, as it is expected.

Likewise, in principle we can consider the Hamiltonian of a composite system and extend the traditional formulation of nonequilibrium systems by explicitly incorporating an environment $y$ so that $H(x, y) = H(x) + G(y)$, with a joint probability distribution given by

$$P(x, y|S) = \rho(H(x) + G(y))$$ (6)
in a steady state $S$, where $H(x)$ is the system Hamiltonian and $G(y)$ is the environment Hamiltonian.

In this work we will focus on the microcanonical ensemble, where for a system described by a Hamiltonian $\mathcal{H}(x)$ the energy is conserved, i.e. $\mathcal{H}(x) = E_0$ for all relevant states $x$. Because a given ensemble function $\rho(E)$ has a distribution of energies

$$P(E|S) = \rho(E)\Omega(E)$$ (7)

and we have $P(E|E_0) = \delta(E - E_0)$, it follows that

$$\rho(E) = \frac{\delta(E - E_0)}{\Omega(E_0)}.$$ (8)

In the case of an isolated composite system, combining Eqs. (6) and (8) yields

$$P(x, y|E_0) = \frac{\delta(H(x) + G(y) - E_0)}{\Omega(E_0)}.$$ (9)

For every nonequilibrium steady state described by Eq. (3) we can obtain temperature by two different paths. First we have an ensemble-dependent inverse temperature given by

$$\beta_F(E) := -\frac{\partial}{\partial E} \ln \rho(E)$$ (10)

known as the fundamental inverse temperature. On the other hand, the intrinsic inverse temperature

$$\beta_\Omega(E) := \frac{\partial}{\partial E} \ln \Omega(E)$$ (11)

is the microcanonical inverse temperature, related to the logarithm of the density of states, i.e. the Boltzmann entropy of the system. Being an intrinsic temperature, that only depends on the definition of the Hamiltonian, it is in principle measurable in superstatistical systems and more general steady states. Both approaches to obtain the temperature become equivalent in the thermodynamical limit, however, their uncertainties, measured through their variances, are in general different.

III. RESULTS

A. Fundamental temperature of a one-dimensional Ising subsystem

In the following we present the calculation of the fundamental inverse temperature $\beta_F(E_c; E)$ for a subchain
of \( L \) Ising spins, which is part of an isolated Ising chain of \( N \) spins at total energy \( E \). First, we take Eq. 6 from Ref. \([4]\), which gives the number of states \( \omega_n \) having a fixed subsystem energy,

\[
\omega_n = \frac{(N-L+1)!}{\Omega_M (M-K)! (N-L+1-M+K)!}
\]

(12)

where \( \Omega_M \) is the number of states with total energy compatible with \( M \), and the entire chain has fixed energy \( E \). Here, the integer variables \( K \) and \( M \) determine the subsystem and system energy, respectively, through the relations

\[
K := \frac{L}{2} - \frac{1}{2} + \frac{E_s}{2J},
\]

(13)

\[
M := \frac{N}{2} + \frac{E}{2J}.
\]

(14)

and in our case we will take \( \rho(E_s; E) \) as the limit of \( \omega_n \) when \( N \to \infty \). In addition, we will consider the choice \( J = 1 \) to simplify the computation in the rest of this work. We will now define the intensive quantities

\[
\gamma := \frac{L}{N},
\]

(15)

and

\[
\epsilon_s := \frac{E_s}{N}, \quad \epsilon := \frac{E}{N},
\]

(16)

so that we can take the thermodynamic limit \( (N \to \infty) \) while preserving the relative proportions of subsystem and environment.

As it is shown in detail in the appendix, using the property \( \psi(n) = H_{n-1} - \gamma_e \) where \( \psi(n) \) is the digamma function, and the asymptotic expansion of the harmonic number \( H_n \) \([5]\),

\[
H_n \sim \ln(n) + \frac{1}{2n} + \gamma_e
\]

(17)

where \( \gamma_e := 0.57721566... \) is known as the Euler-Mascheroni constant, we finally get

\[
\beta_F = \frac{1}{2} \ln \left( \frac{1 + (\epsilon - \epsilon_s) - \gamma}{1 + (\epsilon_s - \epsilon) - \gamma} \right).
\]

(18)

We see that the fundamental inverse temperature is an intensive quantity, as expected. Furthermore, when applying the thermodynamic limit together with \( \gamma \to 0 \), we have \( \epsilon_s \ll \epsilon \) (because \( L \ll N \)) and we recover the Gibbs distribution, with the same inverse temperature as in Ref. \([4]\),

\[
\beta = \frac{1}{2} \ln \left( \frac{1 - \alpha}{\alpha} \right),
\]

(19)

where \( \alpha := \frac{1}{2}(1 + E/NJ) \). In the case when \( \gamma \to 1 \), the fundamental inverse temperature \( \beta_F \) is indeterminate as expected, this is because the sub-system has the same size as the entire system, therefore it is an isolated system with ensemble function proportional to a Dirac delta function \([4]\).

### B. Connection between the fundamental and microcanonical temperatures

As follows from Eq. \([9]\) for a subsystem of a microcanonical ensemble, it corresponds an ensemble function

\[
\rho(\epsilon)(E; E_0) = \frac{1}{\Omega(E_0)} \int \delta(y)(E + G(y) - E_0)
\]

\[
= \frac{\Omega(\epsilon)(E_0 - E)}{\Omega(E_0)},
\]

(20)

and from this, by taking the logarithmic derivative of \( \rho(\epsilon)(E; E_0) \) with respect to \( E \) we can obtain the fundamental inverse temperature of the subsystem as

\[
\beta_F(\epsilon; E; E_0) = -\frac{\partial}{\partial E} \ln \rho(\epsilon)(E; E_0)
\]

\[
\beta_F(\epsilon; E; E_0) = \beta_{\Omega}(E_0 - E)
\]

(21)

where \( \epsilon \) refers to the microstates of the system and \( y \) to the environment microstates. We clearly see that there exists a relation between these two inverse temperatures, the fundamental temperature of the subsystem and the microcanonical temperature of the environment.

In our case, by explicitly computing \( \beta_{\Omega} \) from the density of states of the Ising model, we obtained

\[
\beta_{\Omega} = \frac{1}{2} \ln \left( \frac{\gamma - \epsilon_s}{\gamma + \epsilon_s} \right)
\]

(22)

by which we can verify the relation in Eq. \([21]\) simply by performing the replacements

\[
\gamma \rightarrow (1 - \gamma),
\]

(23a)

\[
\epsilon_s \rightarrow (\epsilon - \epsilon_s),
\]

(23b)

into Eq. \([22]\) after which we recover Eq. \([18]\) the fundamental inverse temperature.

We see that this transformation is completely general and can be used in several ways according to the choice of subsystem and environment, noting that, if \( \gamma \) is the relative size of the subsystem, then \( 1 - \gamma \) corresponds to the relative size of the environment. Moreover, if \( E_s \) is the energy of the subsystem, then \( E - E_s \) is the energy of the environment when \( E \) is the fixed total energy.

Due to the fact that, for every superstatistical model it must hold that

\[
\frac{\partial \beta_F(E)}{\partial E} = -\langle (\delta \beta)^2 \rangle_{E,S} \leq 0,
\]

(24)

it follows from Eq. \([21]\) that any system who is in contact with an environment with \( C_V > 0 \) will not follow superstatistics \([10]\), because we have

\[
\frac{\partial \beta_F(\epsilon)}{\partial E} = \left( \frac{\beta_{\Omega}(\epsilon)}{C_V} \right)^2
\]

(25)
where we have used
\[ C_V(\varepsilon) = \left( \frac{\partial T(\varepsilon)}{\partial \varepsilon} \right)^{-1} = -\frac{\beta_\Omega(\varepsilon)^2}{\beta_\Omega'(\varepsilon)} \] (26)

In our case, we have
\[ \frac{\partial \beta_F}{\partial \varepsilon_s} = \frac{1}{2} \left[ \frac{1}{1 + (\epsilon - \epsilon_s) - \gamma} + \frac{1}{1 + (\epsilon_s - \epsilon) - \gamma} \right], \] (27)
which we can show is always positive, therefore the model does not follow superstatistics. This is because, in order for \( \beta_F \) in Eq. [18] to be a real number, we need both denominators to be of equal sign, and in fact they are both positive, as we show below. From Eq. [13] and Eq. [14] we can express the denominators in terms of the arguments of the factorials in the denominator of \( \omega_n \) in Eq. [12] we have the inequalities
\[ M - K > 0, \] (28)
\[ 1 - L - M + N + K > 0. \] (29)

From Eq. [28] we immediately obtain
\[ \frac{M - K}{N} = \frac{1}{2} (1 - \gamma + \epsilon - \epsilon_s) > 0 \] (30)
while from Eq. [29] it follows the inequality
\[ M - K < N - L + 1 \approx N - L, \] (31)
where we have approximated \( N + 1 \approx N \) because of thermodynamic limit. Hence, we have
\[ \frac{M - K}{N} = \frac{1}{2} (1 - \gamma + \epsilon - \epsilon_s) < 1 - \gamma, \] (32)
so that
\[ (1 - \gamma) + (\epsilon - \epsilon_s) < 2(1 - \gamma) \] (33)
and then it follows that
\[ \epsilon - \epsilon_s < 1 - \gamma. \] (34)

Eqs. [30] and [34] prove that the right-hand side of Eq. [27] is always positive.

As we have mentioned, superstatistics for a region of an isolated system requires the environment to have negative heat capacity, which explains the result just obtained.

This negative heat capacity can be shown to occur in both systems with long-range interactions \[16\] \[17\], as well as in short-range interactions where system size and energies are comparable with an environment \[18\] \[21\]. In both situations the key thermodynamical feature is the presence of a region of convex entropy \[22\] \[23\].

In the case of microcanonical finite systems this behavior is clear in first-order phase transitions which are characterized by a bimodal energy distribution and anomalously large fluctuations. In fact, a bimodal energy distribution, originating from particular features of the energy landscape, is a necessary and sufficient condition for a system to show negative heat capacity \[23\] \[24\], and in the case of classical spin systems, the Potts model provides some examples of this kind of behavior \[20\] \[27\].

### C. Variance and correlations of the fundamental temperature

Given that we have just shown the Ising subsystem does not follow superstatistics, this does not means that it follows the traditional Gibbs distribution, instead, it for sure follows another type of statistics, because \( \beta_F \) in Eq. [18] is not the constant function. In the following, we will show that there exist a possibility to constrain the kind of distribution, providing additional bounds in the theory of superstatistics.

Consider the inverse temperature covariance parameter \( \mathcal{U} \), defined as
\[ \mathcal{U} := \left\langle \delta \beta_F \delta \beta_\Omega \right\rangle_S. \] (35)

In the limit of small, Gaussian fluctuations of energy, that is, when
\[ P(E|S) \approx \frac{1}{\sqrt{2\pi\sigma_E}} \exp \left( -\frac{(E - E^*)^2}{2\sigma_E^2} \right) \] (36)
with \( \sigma_E^2 := \left\langle (\delta E)^2 \right\rangle_S \), we can approximate
\[ \left\langle \delta f \delta g \right\rangle_S \approx f'(E^*)g'(E^*)\left\langle (\delta E)^2 \right\rangle_S \] (37)
for any pair of functions \( f \) and \( g \) of the energy \[28\] p. 51]. Hence we will have
\[ \mathcal{U} \approx \beta_F'(E^*)\beta_\Omega'(E^*)\left\langle (\delta E)^2 \right\rangle. \] (38)

Note that \( E^* \) is the most probable energy of the system and is given by the equality
\[ \beta_F(E^*) = \beta_\Omega(E^*), \] (39)
which leads to the intuitive result,
\[ \epsilon^* = \gamma \epsilon. \] (40)

Moreover, for any steady state ensemble following Eq. [7] in the approximation of Eq. [36] the derivatives of the microcanonical and fundamental inverse temperature at \( E^* \) are connected to the variance of the energy by
\[ \left\langle (\delta E)^2 \right\rangle = \frac{1}{\beta_F'(E^*)^2 - \beta_\Omega'(E^*)^2}. \] (41)

We can obtain the variance of both the microcanonical inverse temperature \( \sigma_{\beta_\Omega}^2 \) and the fundamental inverse temperature \( \sigma_{\beta_F}^2 \) by using Eq. [37] for \( f = g \),

\[ \sigma_{\beta_\Omega}^2 = \left\langle (\delta E)^2 \right\rangle |\beta_\Omega'(E^*)|^2 = \frac{1}{N\gamma(\epsilon^2 - 1)}, \] (42a)
\[ \sigma_{\beta_F}^2 = \left\langle (\delta E)^2 \right\rangle |\beta_F'(E^*)|^2 = \frac{1}{N(\gamma - 1)(\epsilon^2 - 1)} \] (42b)
respectively, where we have used Eq. [27] at \( \epsilon^* = \gamma \epsilon \), and the derivative of Eq. [22] at \( \epsilon^* = \gamma \epsilon \),
\[ \frac{\partial \beta_\Omega}{\partial \varepsilon_s} = \frac{\gamma}{(\epsilon^*_s - \gamma)^2} = \frac{1}{\epsilon^2 - 1}. \] (43)
Replacing our previous results, we obtain in our case that Eq. (41) reduces to
\[
\langle (\delta E)^2 \rangle = N \gamma (\gamma - 1) (\epsilon^2 - 1). \tag{44}
\]
Finally, in this particular model, we obtain
\[
\mathcal{U} \approx \frac{1}{N} \left[ \frac{1}{(\epsilon^2 - 1)} \right] < 0 \tag{45}
\]
for large \( N \).

IV. DISCUSSION

Noting the fact that the variance of energy in Eq. (44) is proportional to \( N \), unlike the inverse temperature derivatives, which are each proportional as \( 1/N \), we can confirm the asymptotic dependence
\[
\mathcal{U} \propto \frac{1}{N}
\]
that is expected of the variance of an intensive quantity. Additionally, here we note that, because \( \sigma_F^2 > 0 \) and \( 0 \leq \gamma \leq 1 \), that is, \( \gamma - 1 < 0 \), it follows from Eq. (44) that is strictly necessary that \( \epsilon < J \) must be fulfilled, which is in fact true of the Ising chain but was not used in the analysis.

The result given by Eq. (45) is an interesting one, because it can be clearly seen that \( \mathcal{U} \) is independent of the \( \gamma \) parameter, that is, is independent of the portion of the entire system that we are considering as the subsystem, i.e. it follows that
\[
\mathcal{U}_{\text{sub}} = \mathcal{U}_{\text{env}} = \mathcal{U}_{\text{sys}}.
\]

In Fig. 1 we can see the behavior of the variances of the microcanonical and fundamental inverse temperatures, given by Eqs. (42a) and (42b) respectively. It is clear from our results that there is a crossover of the curves exactly at the value
\[
\gamma_c := \frac{1}{2},
\]
so that when \( \gamma < \gamma_c \) we have \( \sigma_F^2 < \sigma_\Omega^2 \), which suggests a kind of conjugate relationship between both \( \beta_F \) and \( \beta_\Omega \), where they cannot be simultaneously determined with precision. This is linked to the exchange symmetry between the relative sizes of the subsystem and the environment, namely \( \gamma \to 1 - \gamma \), in such a way that, when both regions of the system are equal in size, at \( \gamma = 1/2 \), the variances are equal as expected.

According to Fig. 2 for any isolated system it is, in principle, simple to compute the microcanonical caloric curve just by considering the definition of \( \beta_\Omega \), this agrees with the analytical solution of the one-dimensional Ising model in the canonical ensemble [29, p. 122], where the partition function is given by
\[
Z(\beta) = [2 \cosh (\beta J)]^N \tag{46}
\]
and the corresponding caloric curve is
\[
E(\beta) := -\frac{\partial}{\partial \beta} \ln Z(\beta) = -JN \tanh \beta J. \tag{47}
\]
By inverting \( E(\beta) \) and applying the relation
\[
\text{atanh}(x) = \frac{1}{2} \ln \left( \frac{1 + x}{1 - x} \right)
\]
we readily obtain
\[
\beta(E) = \frac{1}{2J} \ln \left( \frac{1 - \epsilon/J}{1 + \epsilon/J} \right), \tag{48}
\]
which is the same result obtained by replacing \( \gamma = 1 \), \( \epsilon_s = \epsilon \) and \( J = 1 \) in Eq. (22).

Fig. 2 shows the fundamental inverse temperature \( \beta_F \) in Eq. (18) and its uncertainty as a function of \( \epsilon \) in the entire range \( \epsilon \in [-1, 1] \). We obtained an inflection point at \( \epsilon = 0 \), where the curvature changes. We can also see a symmetry between the fundamental inverse temperature \( \beta_F \) and the energy of the system \( \epsilon \), namely
\[
\beta_F(-\gamma \epsilon; -\epsilon) = -\beta_F(\gamma \epsilon; \epsilon), \tag{49}
\]
which implies \( \beta_F = 0 \) at \( \epsilon = 0 \) for any \( \gamma \).

Then, for positive values of the total energy, the fundamental inverse temperature become negative, as expected for a system with an upper bound of energy, with the same uncertainty as in the positive branch. For values of \( \epsilon \) such that \( |\epsilon| \to 1 \), the uncertainty tends to zero, as expected.
FIG. 2: Fundamental inverse temperature of an Ising subsystem (blue line) as a function of the total energy of the system at $\gamma = 0.5$. The light-red band indicates the uncertainty of $\beta_F$ according to Eq. [42b].

V. CONCLUDING REMARKS

In this work we have used the finite, classical, one-dimensional Ising model to explore the temperature fluctuations in a system in contact with a commensurate environment, described by a non-Gibbsian distribution, as reported in Ref. [4]. We proved, by computing the fundamental inverse temperature and its derivative, that the Ising subchain of $L$ spins inside a microcanonical chain of $N$ spins cannot be described within the superstatistical framework. According to this last result, we focus our analysis on the behavior of the fundamental and microcanonical inverse temperatures, where we obtained a dependence on the energy $E_s$ and the relative size $\gamma = L/N$.

We have also highlighted the importance of an environment with negative heat capacity, expected in systems with long-range interactions, as a necessary condition for superstatistics, providing a new, simpler method to quickly recognize if a particular setup can be described by superstatistics.

From our results we see that there is an invariance of the inverse temperature covariance $U$ between the full system, the subsystem and the environment, that is, its value is independent of the portion of the system we take. This suggests the possibility of describing some aspects of the entire system using information from an arbitrary subsystem, possibly leading to the use of another family of statistical models, different from the ones employed in traditional statistical mechanics and from some well-known generalizations of statistical mechanics such as Tsallis statistics.

By using a Gaussian approximation in the limit of small fluctuations, we computed the uncertainty of the fundamental and microcanonical inverse temperatures which have a conjugate behavior given by the symmetry relation between the sub-system and environment.
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In summary, this work presents an alternative method for the generalized thermodynamics of small systems in contact with a commensurate environment, strongly suggesting that when a system experiments temperature and energy fluctuations a description using superstatistics is not always possible.
Appendix A: Derivation of the fundamental temperature of the Ising chain

In order to show the step-by-step computation of how the fundamental inverse temperature $\beta_F$ was obtained, consider the following definitions which relate the original parameters with the energy of the system $E$ and the sub-system $E_s$, that is,

$$\frac{M}{N} = \frac{1}{2} + \frac{E}{2N}, \quad (A1)$$

$$K = \frac{1}{2}(\gamma N - 1 + E_s), \quad (A2)$$

and $L = \gamma N$. We start with the quantity $\omega_n$ of Ref. [4], which in our case corresponds to the ensemble function $\rho(E_s; E)$

$$\rho(E_s) = \frac{\psi\left(N(1 - \gamma) + 2\right)}{\psi\left(\frac{3}{2} + \frac{1}{4}(E - E_s) + \frac{N}{2}(1 - \gamma)\right)} \times \frac{1}{\psi\left(\frac{3}{2} + \frac{1}{4}(E_s - E) + \frac{N}{2}(1 - \gamma)\right)} \quad (A3)$$

The next step was to take the logarithmic derivative of $\rho$ in Eq. $[A3]$, with respect to the sub-system energy,

$$\frac{\partial \ln \rho(E_s)}{\partial E_s} = \frac{1}{2} \left[ \psi\left(\frac{1}{2}(3 + E - E_s + N(1 - \gamma))\right) - \psi\left(\frac{1}{2}(3 - E + E_s + N(1 - \gamma))\right) \right] \quad (A4)$$

Applying the definition of $\beta_F$ and simplifying, we obtained the last expression in terms of the harmonic number $H_n$, finally we obtained a simplified expression for $\beta_F$

$$\beta_F = \frac{1}{2} \ln \left[ \frac{N(1 - \gamma) + (E_s - E)}{N(1 - \gamma) + (E - E_s)} \right], \quad (A5)$$

that, when cancelling $N$ and using $\epsilon_s := E_s/N, \epsilon := E/N$ reduces to Eq. [18]
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