Brain anomaly networks uncover heterogeneous functional reorganization patterns after stroke
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\textbf{A B S T R A C T}

Stroke has a large physical, psychological, and financial burden on patients, their families, and society. Based on functional networks (FNs) constructed from resting state fMRI data, network connectivity after stroke is commonly conjectured to be more randomly reconfigured. We find that this hypothesis depends on the severity of stroke. Head movement-corrected, resting-state fMRI data were acquired from 32 patients after stroke, and 37 healthy volunteers. We constructed anomaly FNs, which combine time series information of a patient with the healthy control group. We propose data-driven techniques to automatically identify regions of interest that are stroke relevant. Graph analysis based on anomaly FNs suggests consistently that strong connections in healthy controls are broken down specifically and characteristically for brain areas that are related to sensorimotor functions and frontoparietal control systems, but new links in stroke patients are rebuilt randomly from all possible areas. Entropic measures of complexity are proposed for characterizing the functional connectivity reorganization patterns, which are correlated with hand and wrist function assessments of stroke patients and show high potential for clinical use.

\section{Introduction}

Stroke is the second largest cause of death worldwide, and it has a high burden on patients, their families, and health-care systems (Valery et al., 2014). Non-invasive techniques, such as functional MRI, play a crucial role in measuring the abnormal activity of the brain, which contains much information for prognostic evaluation and treatment planning. Given fMRI data that are collected during resting state or various cognitive tasks, complex network approaches have been able to characterize inter-relationships between different brain areas (Sporns et al., 2005). A human brain functional network (FN) can be obtained from a thresholded correlation matrix, which is derived by computing all pairwise correlations of time-resolved blood-oxygen-level dependent (BOLD) signals from fMRI. The resulting brain networks have specific characteristics as revealed by graph analysis (Bullmore and Sporns, 2009). For instance, they consist of a number of highly connected hub nodes, show high clustering in combination with short path length yielding so-called small-worldliness, and have communities forming a hierarchical modular organization. These ubiquitous network features of healthy subjects have been observed widely in functional imaging and suggest high efficiency of human brains in processing information (van den Martijn et al., 2010; Zamora-Lopez et al., 2010; Danielle, 2017).

Deviations of FNs from optimal topology have been related to cognitive and clinical symptoms in a wide range of psychiatric or neurological disorders (Cornelis, 2014; Fornito et al., 2015; Liang et al., 2010), which result in re-organization of functional connectivity among brain regions (Aerts et al., 2016). For instance, it was shown that long-range paths and modularity are significantly reduced in Alzheimer’s disease and schizophrenia (Betty et al., 2013; Aaron et al., 2010; Zac
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et al., 2015). Moreover, hub disruptions are conjectured to be fundamental in various brain pathologies, because hubs are vulnerable to targeted attacks (Cornelis, 2014; Achar et al., 2012; Nicolas et al., 2014). The hypothesis of hub vulnerability states that an acute severe injury could cause a significant functional damage of hub regions, resulting in rapid network fragmentation. It remains unknown, however, to what degree this random re-organization might take place, or, how this hypothesis could serve as a biomarker to collect information for clinical use.

Methodologically, it is very difficult to perform group-wide analyses across patient groups, since each patient may react differently to brain disorders, for instance, concerning the site of lesions and severity of damage. Hence, network properties based on small-worldliness and modularity structures were not found to sufficiently differentiate between healthy and patient groups (Achard et al., 2012). Indeed, we find that topological properties of brain FNs are largely conserved in our patient group. How, then, can particular features of a patient be captured in comparison to the group of healthy controls? This is a challenging question of modern graph analysis, which requires the consideration of large anatomical and functional variability among subjects.

In stroke disorders, one potential approach is to study the variations of connectivity patterns for a series of particular regions of interest (ROIs). One popular choice for ROIs is based on the Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002). This is a well-established approach, but, depends critically on one’s prior knowledge of the pathological information which guides the choice of ROIs. The boundaries of ROIs can dramatically influence the conclusions of such studies (Hayasaka and Laurienti, 2010; Matthew et al., 2013). To date, no conclusive insights have been obtained on the relationship between the random reorganization hypothesis and pathological impairment.

There are three main objectives in this study. First, we propose a framework for constructing spatial anomaly networks (SAN) in stroke patients. This approach combines time series information of each individual patient with the healthy control population. Specifically, given the BOLD signal of one voxel from both groups (one patient vs. the healthy control ensemble) at the same position, we compute the associated anomaly time series which characterizes the abnormal variability (deviation) of the voxel in comparison to the group of healthy volunteers (see Materials and Methods). The underlying assumption is that there is a representative brain network for the matched healthy control group. Second, to overcome the subjective criteria required to choose ROIs, we propose a data-driven algorithm to identify several fundamental ROIs that are most relevant to stroke pathology. Third, we assess the re-organization mechanism, showing how strong functional connections of ROIs of the healthy group are destroyed in stroke patients and how strong links in patients are newly, and randomly, created. Finally, we propose entropy as a complexity measure for characterizing connectivity re-organization, which shows a high correlation to clinical assessments of severe motor impairments.

2. Materials and methods

2.1. Experimental design and data acquisition

We collected data from 32 sub-cortical stroke patients (after head motion correction) with left motor pathway damage and 37 age-, gender-, and handedness-matched healthy controls. Both groups had corrected head movement. The healthy volunteers were denoted by $H = \{1, 37\}$, while the patients were indexed by $P = \{38, 69\}$. Inclusion criteria of patients were as follows: (1) first-onset stroke, (2) pure motor deficits, (3) right-handedness, (4) sufficient cognitive abilities (Mini-Mental State Examination, MMSE ≥27), (5) examination time more than 3 months from stroke onset. See Supplementary Materials (SM-I) for a full description on data acquisition and inclusion/exclusion criteria. The detailed clinical and demographic information of the patients, including the location of lesions and lesion volumes, is discussed in the SM (see SM-I, Table S1, S2, Figs. S1, S2).

All 32 post-stroke patients were evaluated by the Fugl-Meyer Assessment (FMA) (Gladstone et al., 2002). FMA is a well-designed, pragmatic and efficient test that has been widely applied clinically and in research to determine disease severity, describe motor recovery, and plan and assess treatment. A smaller FMA value means that the patient is more severely affected by stroke. In the clinic, many stroke patients that appear to have similar locations and extent of lesions may actually have extremely different outcomes in hand functions. Some have regained certain level of practical abilities in hand function after the stroke, whereas others have lost all functional capacity of their hand. Therefore, following our previous studies (Yin et al., 2012; Yin et al., 2014), we focus on FMA scores that test hand and wrist function.

The fMRI data acquisition steps are described in the SM (see SM-I). The resting state fMRI from all subjects were acquired on a Siemens Trio 3.0 Tesla MRI scanner (Siemens, Erlangen, Germany) at the Shanghai Key Laboratory of Magnetic Resonance, East China Normal University (ECNU). The protocol for this study was approved by the Institutional Ethics Committee of ECNU (Shanghai, China), and all participants or their guardians signed informed written consent. Resting state fMRI data of the whole brain were acquired using an echo-planar imaging sequence (EPI). Both T1 and T2 weighted images were also collected (see SM-I for all parameter settings for EPI, T1 and T2 acquisition). During resting-state fMRI data acquisition, the participants were instructed to remain awake, relaxed with their eyes closed, and motionless without thinking about anything in particular. Each scan lasted for 8 min and 6 s; however, the first 6 s was consumed by a dummy scan. In total, we collected 240 image volumes for a subject.

2.2. Data preprocessing

Preprocessing of the resting-state fMRI data was performed using Statistical Parametric Mapping (SPM8, http://www.fil.ion.ucl.ac.uk/spm). We discarded the first 10 volumes of the dataset for each participant to allow for magnetization equilibrium, leaving 230 volumes for further analysis (see SM-II).

In constructing brain FNs, one traditional way to acquire time series data is based on parceling the functional images into cortical and sub-cortical regions of interest (ROIs), for instance, in the so-called AAL template of 90 ROIs (Tzourio-Mazoyer et al., 2002). Then, the representative time series of each ROI is extracted by averaging the BOLD time series across all voxels within that region. This coarse graining method has drawbacks, since each ROI defined by the AAL template occupies in general a different brain area (Hayasaka and Laurienti, 2010). In order to account for both noise effects and the computational power available to an ordinary PC, we subdivided each AAL region into 40 subregions and extracted one representative time series by averaging over the particular subregion, which yielded 3600 subregions (subR) for the entire brain (see SM-III). Our up-sampling procedure does not cross the relevant anatomical boundaries specified by the original AAL atlas, as often required (Hermundstad et al., 2013). Note that consistent results were obtained if we performed similar analyses for the whole brain at a voxel-wise level (see SM-VII).

2.3. Anomaly time series

Considering the healthy controls as a reference group, we obtained anomaly time series for each subR of each subject by the following steps: (1) Let us assume that the healthy controls behave in a similar manner. Hence, we first quantified the averaged characteristics and variance for the healthy group. Denoting the time series of i-th subR as $x^h(t, i)$, $i \in \{1, 3600\}$, $t \in \{1, 230\}$, and $H \in \{1, 37\}$ as the index for a healthy subject. We computed $\Delta x^h(t, i)$, where $\Delta$ was the ensemble average over all 37 healthy subjects. Respectively, the variance over the
healthy group was denoted by the standard deviation \( \sigma_D(i, t) \). (2) For the time series of each subR of a patient \( X^t(i, t), P \in \{38, 69\} \), we extracted the anomaly time series \( Y^t(i, t) \) as

\[
y^t(i, t) = \frac{X^t(i, t) - \langle X_D(i, t) \rangle}{\sigma_D(i, t)},
\]

which captures the deviations of the BOLD signal of the \( i \)-th subR from the healthy group. Note that \( \sigma_D(i, t) \) characterizes the variance of the \( i \)-th subR across the ensemble of the healthy subjects. Further improvement could consider the variance across all brain regions as well.

### 2.4. Spatial abnormal networks

For each patient \( P \), we constructed a network from the anomalies. First, we obtained the correlation matrix \( \mathcal{R} \) by calculating the Pearson correlation coefficient between any pair of subRs \( i \) and \( j \). Then, we defined that two subRs are functionally connected if their temporal correlation exceeds a predetermined value (\( p \)-value < 0.05). More specifically, from the correlation matrix \( \mathcal{R} \), a threshold value was chosen such that the resultant functional network had a specified density of links \( \rho \) (see SM-IV A).

### 2.5. Identifying fundamental ROIs

There were four steps in the following data-driven procedure, which was proposed to identify subRs that behave substantially different with respect to the healthy ensemble. (1) Given time series of \( i \)-subR \( x(i, t) \) and its associated anomaly \( y(i, t) \), the sensitivity of \( i \)-subR to the brain disorder was characterized by the linear correlation coefficient. More specifically, we computed \( R(y(i, t), \mathcal{C}_D(i, t)) \), the sensitivity of \( i \)-subR to the brain disorder was characterized by the linear correlation coefficient. The larger the correlations, the larger the deviations of the subRs from the healthy conditions. Our results do not change if we replace \( \mathcal{C}_D(i, t) \) with \( x(i, t) \). (2) We sorted \( R \) in an ascending order and chose the bottom 5% of most different subRs as the representative for the patient, which yielded \( 3600 \times 5\% = 180 \) subRs. (3) We repeated the above two steps for all patient subjects. A subR was considered to be substantially affected by stroke if it appeared consistently (frequently) in 2/3 of the patient population. Only 15 (out of 3600) subRs were identified as meeting these criteria, which are therefore considered to be most-relevant to stroke. (4) We denoted 15 subRs as fundamental by ROI\((i, t), i \in [1, 15]\). These ROIs are preserved when using different thresholds, for instance, 3/4 or 1/2 of the patient population size (see SM-V for discussions on the effects of different thresholds).

### 3. Results

#### 3.1. Global network properties are not sufficient to characterize the difference between patients and healthy subjects

It has been demonstrated that the degree distribution, \( P(k) \), of brain FN for healthy subjects often follows power-laws, \( (\text{Eguíluz et al., 2005}) \), or exponentially truncated power-laws \( (\text{Bullmore and Sporns, 2009}) \). In patients, one might expect some sort of deviation from a power-law distribution. Our numerical results, however, do not show evidence in support of this hypothesis, since \( P(k) \) does not show a clear qualitative difference between healthy and patient groups (see Fig. S3, SM-IV B).

Further, we considered various network structural measures \( (\text{Bullmore and Sporns, 2009}; \text{Newman, 2003}) \) as potential candidates for discriminatory statistics: clustering coefficient \( \mathcal{C} \); average shortest path length \( \mathcal{L} \); modularity \( \mathcal{M} \); transitivity \( \mathcal{T} \); assortativity \( \mathcal{A} \); and entropy of degree randomness \( \mathcal{E} \) (Fig. S4, SM-IV C). By two-sample \( t \)-tests based on global network measures, we concluded that no significant differences were captured, although pronounced clinical differences were observed between these two groups. Instead, all results suggested consistently that both healthy and patient groups share some general network properties, such as small-worldliness and modularity. Furthermore, we establish the statistical significance on the network level through the connection rewire method \( (\text{Newman, 2003}) \) (Fig. S4, SM-IV D for statistical significance). Thus, these general network measures do not indicate which brain areas play a decisive role in the reorganization of functional connections. This finding calls for more sensitive network markers of brain disorders, focusing on local properties.

#### 3.2. A data-driven algorithm identifies disorder-relevant representative ROIs

One practical solution for understanding disorder-relevant representative ROIs, for instance, the bilateral precentral gyrus and other movement-related brain regions, since these regions are believed to be crucially involved in the development of stroke disorders. One drawback of this approach is that it relies heavily on prior knowledge. Here we propose a data-driven approach for identifying critical ROIs.

Taking the healthy controls as a reference group, we propose to compute anomaly time series from BOLD for each sampled subR (see Materials and Methods). By anomaly we mean a departure from a reference value which is provided by the control group. In this work, we considered the ensemble average as the reference value, and examined the variance of the reference group. A positive anomaly indicates that the observed BOLD signal has higher amplitudes than the reference value, while a negative anomaly indicates that the observed signal has smaller amplitudes than the reference value. The computation of anomalies for all subRs provides a global survey of the abnormalities of a patient compared to the averaged reference group.

Every patient responds differently to a stroke. Consequently, strong variations within the patient group prevented us from consistently selecting subRs to reflect the stroke-relevant features. We considered a subR to be affected by stroke if it behaves abnormally over 2/3 of the patient population, as shown in Fig. 1. Discussions on the effects of different thresholds such as 3/4 or 1/2 of the patient population are included in the SM (see SM-V, Tables S4 and S5). Remarkably, only 15 (out of 3600) subRs were identified as meeting this criterion. These affected subRs represent 11 ROIs in terms of the AAL template. All 15 subRs are visualized in Fig. 1 (see SM-V, Table S3). The following brain regions were identified as crucial in stroke: bilateral precentral gyrus (PreCG), paracentral lobule (PCL), supplementary motor area (SMA),
precuneus (PCUN), the right postcentral gyrus (PoCG), the left dorsolateral superior frontal gyrus (SFGdor) and the right superior parietal gyrus (SPG). Some notes on the roles of these brain regions in stroke patients are included in the Discussion.

3.3. Strong connections are broken down specifically, but new links are built randomly

Functional networks of the patient group largely preserve global network properties, that is, the existence of hub nodes, small-worldliness and modularity. Global network measures were not able to disclose the hidden connectivity reorganization (see SM-IV, Fig. S4). Therefore, we analyzed rewiring patterns of strong functional connectivity to each subR (ROI) as identified above. We focused on quantifying strong connections, since they are more likely to be linked to hubs in the resulting network. In particular, there are two crucial questions that need to be addressed: (i) How are strong connections in the healthy controls broken down? That is, which particular strong connections disappear in patients? (ii) Where do newly created strong connections arise in patients? We show subject-specific properties in comparison to the healthy control group in Figs. 2 and 3.

Excluding self-correlation, for all Pearson correlation coefficients \( r_j \), \( j \in [1, 3599] \) of the \( i \)-th subR, we compared each patient to the healthy group, namely, \( r_j^1 \) versus \( \langle r_{ji} \rangle \), where \( P \in [38, 69] \). We illustrate the approach with the connectivity patterns of the left precentral gyrus (PreCG.L as represented by the first subR) of patient subject \( P = 53 \) as shown in Fig. 2A. From the scatter plot (Fig. 2A), we find that the reorganization of hubs is captured by top correlation values, focusing on the 100 largest values. Specifically, we performed the following partitionings of the correlation space to uncover the connectivity reorganization patterns of the \( i \)-th subR:

1. \( A \): set of the top 100 strongest correlation coefficients of the healthy group,
2. \( B \): set of the top 100 strongest correlation coefficients of a stroke patient,
3. \( C = A \cap B \): common set of strong connections shared by both healthy control and a patient,
4. \( D = A - B \): difference set of strong connections that are in set \( A \) of healthy controls, but are rewired in set \( B \) of a patient.
5. \( E = B - A \): difference set of strong connections that are in set \( B \) of a patient, but are not in set \( A \) of the healthy controls.

We find that the number of subRs in set \( C \) is substantially positive across all patient subjects, indicating that the strongest links are not destroyed. The set \( D \) quantifies how strong connections of healthy subjects are broken down in a patient, in contrast, the set \( E \) characterizes the newly built connections of a patient. For each correlation partition set, we addressed the connectivity heterogeneity over 90 AAL brain areas by computing the entropy (Eq. (2)).

Fig. 4 shows the reorganization behavior of the top 100 strong connections to PreCG.L, which is averaged over the patient group: the strong connections of the healthy group are destroyed in a specific manner from a limited number of brain areas, however, the newly created strong connections are more homogeneously distributed across all brain areas. Consistent results are obtained for each subR (see SM-VI, Fig. S9-S23). Furthermore, inter-hemispheric connections (PoCG.R to the seed ROI of PreCG.L) appear to break down significantly, which confirms recently reported results (Anne and Greffes, 2013).

3.4. Reorganization of the connectivity of patients is captured by complexity

Figs. 2 and 3 show that strong connections are heterogeneously concentrated on several specific brain areas, instead of uniformly spreading across the entire brain (shown in Fig. 3). We use 90 AAL brain areas as references for our discussion below. Note that the pairwise correlation has been computed for all 3599 subRs to the \( i \)-th subR. The heterogeneity of the strong connectivity of \( i \)-th subR is conveniently described by the complexity measure of Shannon entropy

\[
\mathcal{H} = -\sum_{j=1}^{m} p_j \log_2 p_j,
\]

where \( p_j \) is the frequency of connections that belong to brain area \( j \). We used a histogram to estimate the frequency \( p_j \) and hence 90 AAL brain areas provide a natural choice of bins for the estimator. The advantage of this choice of bins is that it does not cross the important anatomical boundaries of the original AAL atlas, which helps to interpret the connectivity reorganization patterns. We note that the entropy is a traditional tool for characterizing the connectivity heterogeneity of neural networks (Tononi et al., 1994). \( \mathcal{R} \) is small if connections are concentrated on a small number of brain areas forming clusters of connectivity in a resulting network. In contrast, \( \mathcal{R} \) is large if connections are more homogeneously distributed. Simply speaking, the entropy of each partition of the correlation space is computed as \( \mathcal{H}(i,A), \mathcal{H}(i,B), \mathcal{H}(i,C), \mathcal{H}(i,D), \) and \( \mathcal{H}(i,E) \).

Fig. 2. Comparison of strong connections of the left precentral gyrus (the first ROI, PreCG.L) between patient subject \( P = 53 \) and averaged healthy controls. (A) Scatter plot of the correlation coefficients \( r_j \) vs. \( \langle r_{ji} \rangle \). The difference sets \( D \) and \( E \) are denoted by red or blue color respectively, while the common set \( C \) is highlighted by green. The non-vanishing set \( C \) suggests that the strongest links (about 35% of top 100 links) are preserved. (B) Pie plot for the set \( C \) of the healthy controls. The strong connections of the PreCG.L are the following: 17% of the connections are within the PreCG.L region (denoted as ‘AAL1’); 17% are inter-hemispheric connections to PreCG.R region (‘AAL2’); 28% are to the left postcentral gyrus (PoCG.L) region (‘AAL57’); 22% are to the right postcentral gyrus (PoCG.R) region (‘AAL58’); 16% spread over the other 6 brain regions (‘AALX = 0.16/6’). Strong connections are concentrated on some particular brain areas for the healthy volunteers, yielding a smaller entropy value \( \mathcal{H}^{3599}(1,A) = 2.65 \). (C) Pie plot for the set \( B \) of the patient: about 57% of the strong connections of PreCG.L are distributed across 24 different brain areas. The inter-hemispheric connections to the right precentral gyrus area (PreCG.R) have been greatly reduced from 17% to negligible (B, C). The more homogeneous connectivity distribution in the patient leads to a larger entropy value \( \mathcal{H}^{53}(1,B) = 4.27 \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
For strong connections of the $i$-th subR of a patient, we propose a complexity-based distance function that characterizes the deviation of the clustering of strong correlations of a patient from the averaged group of healthy controls. More specifically, taking the set $B$ of the strong connections of the $i$-th subR as an example, we compute the square distance of the complexity measure of a patient in comparison to the averaged healthy group as

$$
\varepsilon^2(i, B) = (\mathcal{H}(i, B) - \mathcal{H}^{\text{av}}(i, B))^2,
$$

where $\mathcal{H}(i, B)$ is the entropy value of the complexity measure of the $i$-th subR of patient $B$.

Fig. 3. Illustrations of the difference sets $D$ and $E$. (A, B) the healthy control, and (C, D) the patient ($P = 53$). (A, B) The intermediate strong connections of the PreCG.L area are destroyed as follows: 15.4% are inside the PreCG.L region (denoted as ‘AAL1’); 20% are inter-hemispheric connections to the PreCG.R region (‘AAL2’); 18.5% are to the left postcentral gyrus (PoCG.L) region (‘AAL57’); 24.6% are to the right postcentral gyrus (PoCG.R) region (‘AAL58’); the remaining 22% are distributed across the other 6 brain regions (‘AALX = 0.22/6’). One obtains a smaller entropy value $\mathcal{H}^{53}(1, D) = 2.81$. (C, D) In a patient, about 65% of newly created strong connections are homogeneously distributed across 22 brain regions, yielding a large entropy value $\mathcal{H}^{53}(1, E) = 4.40$.

Fig. 4. Distributions of connections associated with the representative subR of PreCG.L across 90 AAL brain areas. (A) 100 strong connections in the healthy group. (B) 100 strong connections in the patient group. (C) Strong connections of healthy controls that are broken down in patients for a limited number of brain areas. (D) Strong connections that are newly built in patients across all brain areas. These results are further quantitatively characterized in Figs. 1 and 2.
where $H^D(i,B)$ is the entropy value of patient subject $P$, and respectively, $H^H(i,B)$ is for the healthy group. Analogously, one can compute $c_i^D(i,D)$ and $c_i^E(i,E)$ to capture the reorganization patterns. We find that the patient group has larger entropy values than the healthy controls (see SM-VI, Fig. S5). In other words, the strongest connections of a patient are spread across the entire brain more uniformly than in healthy subjects.

### 3.5. Complexity distance functions are correlated to clinical variables

As discussed above, the reorganization of strong connections is largely captured by the two sets $D$ and $E$, which represent broken strong links of the healthy controls and newly built connections of a patient, respectively. Therefore, we propose the following characteristic distance function as an indicator of the connectivity reorganization patterns of a patient:

$$ ε^2 = \sum_{i=1}^{15 \text{subRs}} (c_i^D(i, D) + c_i^E(i, E)). \tag{4} $$

The correlation of the characteristic complexity distance function (Eq. (4)) with the clinical variable FMA is shown in Fig. 5. Connectivity reorganization is much more significantly expressed if a patient is severely affected by stroke (Fig. 5B). For instance, for patients with severe motor impairments (i.e., FMA ≤ 10), the corresponding linear correlation value $-0.36$ (with $p_{1\text{-value}} < 0.05$) suggests that such patients experience a greater amount of rewiring of the strong connections. Here the term reorganization includes two aspects: (i) strong links that would be expected for healthy controls, and (ii) strong links that have been newly created in patients in comparison to the averaged healthy controls. The correlation between Eq. (4) and FMA has been further confirmed by voxel-wise based regional homogeneity statistical analysis (see SM-VII).

We perform a two-sample t-test for lesion volume (ml) between the patients with FMA > 10 and those with FMA ≤ 10, not showing significant difference between these two subgroups (Mean ± Std: 7.85 ± 5.86 ml for FMA ≤10); 9.32 ± 5.38 ml for FMA > 10; $p = 0.44$). We also performed a voxel-based lesion-symptom mapping (VLSM) analysis (Bates et al., 2003; Liu et al., 2018). The VLSM results suggested that stroke patients do not show significant correlations (at a voxel-wise threshold of $p < 0.001$, uncorrected) between lesion location at chronic stage and both FMA scores and entropy values. The details of the VLSM analysis are presented in SM-VIII. Additionally, the lesion overlap of the two subgroups was respectively shown for these two sub-groups (see SM-I, Fig. S2). From the visual inspection, the lesion locations were qualitatively similar in both subgroups. Therefore, the complexity distance function captures the functional connectivity reorganization patterns, providing insights for discriminating patients that are severely affected by stroke.

### 4. Discussion

Practically, in brain functional network analysis, there exists no unique criterion for choosing what should represent a network node. This fact has resulted in a wide range of analyzed network sizes, ranging from 90 to 14,000 nodes (Bullmore and Sporns, 2009; Hayasaka and Laurienti, 2010; Matthew et al., 2013; Eguíluz et al., 2005). Our up-sampling procedure based on the AAL atlas is a compromise between noise and area averaging effects when obtaining time series. This sampling technique does not cross the important anatomical boundaries specified by the original AAL atlas, which is widely used (Hermundstad et al., 2013). More importantly, unlike most existing studies, we propose to extract anomaly time series from BOLD signals. The resulting anomaly networks focus on characterizing the deviation of each individual subject from the averaged behavior of the healthy control group, reflecting the abnormal features that are crucial to stroke.

Small-worldliness and a pronounced modular architecture have been observed as general properties of the human brain (Bullmore and Sporns, 2009; Goñi et al., 2014), which are correlated with better symptom mapping and re-organization (Anne and Grefkes, 2013; Fallani et al., 2013); and reduced network efficiency even in patients with good clinical recovery (Anne and Grefkes, 2013; Bullmore et al., 2013).
and Sporns, 2012). Furthermore, hubs of brain networks have been shown to be central in clinical disorders (Zac et al., 2015; Baronchelli et al., 2013). All these results are in favor of the random reorganization hypothesis. In contrast, we find that global properties (including small-worldliness, modularity etc.) are conserved in the patient group, challenging the random re-organization hypothesis.

Our data-driven algorithm identifies 15 important subRs as ROIs. With reference to the AAL template, these subRs mainly belong to four crucial brain areas, left precentral gyrus (PreCG.L), right precentral gyrus (PreCG.R), right postcentral gyrus (PoCG.R) and left postcentral gyrus (PoCG.L). All these brain regions are related to sensorimotor functions and frontoparietal control systems. The sensorimotor system is prevalently activated during motor execution and somatosensory information processing (Lacourse et al., 2005; Yang et al., 2007). In contrast, the frontoparietal system plays a crucial role in high-order motor-cognitive processing, such as motor imagery and control of goal-directed movement (Yang et al., 2007; Hanakawa et al., 2008; Haaland et al., 2000; Filimon, 2010). Both systems are engaged in cerebral reorganization following stroke with abnormal task-evoked brain activation (Calautti and Baron, 2003; Ward et al., 2003), as well as disrupted resting-state brain connectivity (Park et al., 2011). However, task-based fMRI techniques cannot easily distinguish whether abnormality of brain activation is induced by a task or is intrinsically disturbed even in resting state. In addition, the variations of global network measures obtained by graph analysis from resting-state data cannot identify to which brain region the abnormality should be attributed, since the correlation coefficient is a symmetric measure. Therefore, our proposed method rectifies the short comings of current methods, and also provides new insights into functional reorganization after stroke.

When a brain is affected by stroke, the connectivity reorganization includes two aspects: a break-down and rewiring of the existing links, and creation of new links. We show that the strongest links in the healthy controls are conserved in patients, while links of intermediate strength are destroyed in a non-random manner. In addition, the newly built strong connections in patients result from random establishment of links across all possible brain regions. These connectivity reorganization mechanisms are quantified by the characteristic complexity distance function ε. Further work should focus on characterizing spatial anomaly patterns in both functional and structural connectivity (e.g. from diffusion tensor image data), and in task-based fMRI data (Hermundstad et al., 2013; Honey et al., 2009). In combination with perfusion techniques, we need to uncover specific neural dynamic changes after stroke by investigating hemodynamic response function models.

Various rehabilitation approaches have been suggested for patients with stroke. Longitudinal studies may provide insights for brain networks at different stages during the recovery processes (Liang et al., 2010). It is obvious that one has to construct dynamic temporal networks, as environmental contingencies vary in the re-organization processes associated with treatments of stroke (Vértes and Bullmore, 2015). It would be expected that FN analysis can shed light on the processes associated with treatments of stroke (Vértes and Bullmore, 2012). Longitudinal studies may provide insights for brain network organization mechanisms as presented in this work hold for more general interpretations in other patient group. In addition, one would need a larger sample size of stroke patients to increase the statistical power of the correlation between the complexity measures and the clinical FMA scores. In particular we plan to check whether similar signatures of connectivity reorganizations hold for moderate stroke patients of mild FMA scores. For moderately impaired patients, the statistical evaluation may even challenge the connectivity reorganization mechanism since moderately impaired patients could benefit more readily from re-adaption after stroke. Although the present study focused on patients in the chronic state, the method shows potential for exploring the prediction of training and rehabilitation in acute state of stroke patients.

In summary, we have proposed a unified framework for assessing the hypothesis of random reorganization of FNs following stroke. Based on individual anomaly brain functional networks, we identified regions of interest which are most stroke relevant using a data-driven algorithm. We suggest that entropy complexity measures can be used to assess the random reorganization mechanisms, which are significantly correlated with the clinical assessments.

Acknowledgement

This work was partially supported by the Natural Science Foundation of Shanghai (grant No. 17ZR1444800) (YZ), National Natural Science Foundation of China (grant No. 81471651, 31600869) (YZ, ZL, MF, DY), Outstanding young talents in the field of frontier project of Shanghai Institute of life sciences, Chinese Academy of Sciences (grant 2014RIP206) (DY), and DFG grants SPB 936/A1,Z3 and TRR 169/A2 (CCH). YZ was a guest of the Institute of Advanced Studies, University of Western Australia, during part of this collaboration was conducted.

Author contributions

Y.Z., Z.Z. and D.Y. analyzed data, Y.Z., M.F., Z.L., M.S., C.H. and J.K. designed research. All authors discussed the results and wrote the manuscript.

Competing interests

The authors declare that they have no competing interests.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.nicl.2018.08.008.

References

Aaron, F.A., Gogtay, Nitin, Meunier, David, Birn, Rasmus, Clasen, Liv, Lalonde, Francois, Lenroot, Robhobel, Giedd, Jay, Bullmore, Edward T., 2010. Disrupted modularity and local connectivity of brain functional networks in childhood-onset schizophrenia. Front. Syst. Neurosci. 4, 147.
Achard, Sophie, Delon-Martin, Chantal, Vertes, Petra E., Renard, Felix, Schenck, Maleka, Schneider, Francis, Heinrich, Christian, Kremer, Stéphane, Bullmore, Edward T., 2012. Hubs of brain functional networks are radically reorganized in comatose patients. Proc. Natl. Acad. Sci. 109, 20608–20613.
Aerts, Hannoclore, Fias, Wim, Caeyenberghs, Karen, Marinazzo, Daniele, 2016. Brain networks under attack: robustness properties and the impact of lesions. Brain 139, 3063–3083.
Anne, K.R., Grekkes, Christian, 2013. Cerebral network disorders after stroke: evidence from imaging-based connectivity analyses of active and resting brain states in humans. J. Physiol. 591, 17–31.
Baronchelli, Andrea, Cancho, Ramon Ferrer, Pastor-Satorras, Romualdo, Chater, Nick, Christiansen, Morten H., 2013. Networks in cognitive science. Trends Cogn. Sci. 17, 348–360.
Bates, Elizabeth, Wilson, Stephen M., Saygin, Ayse Pinar, Dick, Frederic, Sereno, Martin J., Knight, Robert T., Dronkers, Nina F., 2003. Voxel-based lesion-symptom mapping. Nat. Neurosci. 6 (448).
Betty, M.T., Wink, Alle Meije, de Haan, Willem, van der Flier, Wiejsje M., Stam, Cornelis J., Scheltens, Philip, Barkhof, Frederik, 2013. Alzheimer’s disease: connecting findings from graph theoretical studies of brain networks. Neurobiol. Aging 34, 2023–2036.

Bullmore, Ed, Sporns, Olaf, 2009. Complex brain networks: graph theoretical analysis of structural and functional systems. Nat. Rev. Neurosci. 10 (186–98).

Bullmore, Ed, Sporns, Olaf, 2012. The economy of brain network organization. Nat. Rev. Neurosci. 13 (336–49).

Calautti, Gizena, Baron, Jean-Claude, 2003. Functional neuroimaging studies of motor recovery after stroke in adults: a review. Stroke 34, 1553–1566.

Cornelis, J.S., 2014. Modern network science of neurological disorders. Nat. Rev. Neurosci. 15, 683–695.

Danielle, S., 2017. Bassett and Olaf Sporns. Nat. Neurosci. 20, 353–364.

Eguíluz, Victor M., Chialvo, Dante R., Cecchi, Guillermo A., Baliki, Marwan, Vania Apkarian, A., 2005. Scale-free brain functional networks. Phys. Rev. Lett. 94 (018102).

Fallani, Fabrizio De Vico, Pichiorri, Floriana, Molinari, Marco, Babiloni, Fabio, Cincotti, Febo, Mattia, Donatella, 2013. Multiscale topological properties of functional brain networks during motor imagery after stroke. NeuroImage 83, 438–449.

Filimore, F., 2010. Human cortical control of hand movements: Parietofrontal networks for reaching, grasping, and pointing. Neuroscientist 16, 388–407.

Forkert, Nils Daniel, Verleger, Tobias, Cheng, Bastian, Thomalla, Götz, Hilgetag, Claus C., Fiehler, Jens, 2015. Multiclass support vector machine-based lesion mapping predicts functional outcome in ischemic stroke patients. PLoS ONE 10, 1–16.

Fornito, Alex, Zalesky, Andrew, Breakspear, Michael, 2015. The connectomics of brain disorders. Nat. Rev. Neurosci. 16 (159–172).

Gladstone, David J., Danells, Cynthia J., Black, Sandra E., 2002. The Fugl-Meyer assessment of motor recovery after stroke: a critical review of its measurement properties. Neurorehabil. Neural Repair 16, 232–240.

Gothi, Joaquín, van den Heuvel, Martin P., Avena-Koeniger, Andrea, de Mendizábal, Nieves Velez, Betzel, Richard F., Griffo, Alessandra, Hagmann, Patric, Corominas-Murtra, Bernat, Thiran, Jean-Philippe, Sporns, Olaf, 2014. Resting-brain functional connectivity predicted by analytic measures of network communication. Proc. Natl. Acad. Sci. 111, 833–838.

Holland, K.Y., Harrington, D.L., Knight, R.T., 2000. Neural representations of skilled movement. Brain 123, 2306–2313.

Hanakawa, T., Dimyan, M.A., Hallett, M., 2008. Motor planning, imaging, and execution in the distributed motor network: a time-course study with functional MRI. Cereb. Cortex 18, 2775–2788.

Hayasaka, Satoru, Laurienti, Paul J., 2010. Comparison of characteristics between region- and voxel-based network analyses in resting-state fMRI data. NeuroImage 50, 499–508.

Hermundstad, Ann M., Bassett, Danielle S., Brown, Kevin S., Amino Haaland, K.Y., Harrington, D.L., Knight, R.T., 2013. Alzheimer’s disease: connecting findings from graph theoretical studies of brain networks. Neurobiol. Aging 34, 2023–2036.

Honey, C.J., Sporns, O., Camonmou, L., Gigandet, X., Thiran, J.P., Meuli, R., Hagmann, P., 2009. Predicting human resting-state functional connectivity from structural connectivity. Proc. Natl. Acad. Sci. 106 (2025–2040).

Lacourse, M.G., Orr, E.L.R., Crane, S.C., Cohen, M.J., 2005. Brain activation during execution and motor imagery of novel and skilled sequential hand movements. NeuroImage 27, 505–519.

Liang, Wang, Yu, Chunshui, Chen, Hai, Qin, Wen, He, Yong, Fan, Fengmei, Zhang, Yujin, Wang, Moli, Li, Kuncheng, Zang, Yufeng, Woodward, Todd S., Zhu, Chaoxue, 2010. Dynamic functional reorganization of the motor execution network after stroke. Brain 133 (1224).

Liu, Jingchun, Wang, Caihong, Diao, Qingqing, Qin, Wen, Cheng, Jingliang, Yu, Chunshui, 2018. Connection disruption underlying attention deficit in subcortical stroke. Radiology 1 (171730).

Matthew, L.S., Moussa, Malaak N., Paolini, Brielle M., Lyday, Robert G., Burdette, Jonathan H., Laurienti, Paul J., 2013. Defining nodes in complex brain networks. Front. Comput. Neurosci. 7. https://doi.org/10.3389/fncom.2013.00169.

Newman, M.E.J., 2003. The structure and function of complex networks. SIAM Rev. 45, 167–256.

Nicolas, A.C., Mechelli, Andrea, Scott, Jessica, Carletti, Francesco, Fox, Peter T., McGuire, Philip, Bullmore, Edward T., 2014. The hubs of the human connectome are generally implicated in the anatomy of brain disorders. Brain 137, 2382–2395.

Park, Chang-byun, Chang, Won Hyuk, Ohn, Suk Hoon, Kim, Sung Tae, Bang, Oh. Young, Pascual-Leone, Alvaro, Kim, Yun-Hee, 2011. Longitudinal changes of resting-state functional connectivity during motor recovery after stroke. Stroke 42, 1357–1362.

Sporns, Olaf, Tononi, Giulio, Kotter, Rolf, 2005. The human connectome: a structural description of the human brain. PLoS Comput. Biol. 1 (e42).

Tononi, G., Sporns, O., Edelman, G.M., 1994. A measure for brain complexity: relating functional segregation and integration in the nervous system. Proc. Natl. Acad. Sci. 91, 5303–5307.

Tziourio-Mazoyer, N., Landeau, B., Papathanassiou, D., Crivello, F., Etard, O., Delcroix, N., Mazoyer, B., Joliot, M., 2002. Automated anatomical labeling of activations in SPM using a macroscopic anatomical parcellation of the MNI152 single-subject brain. NeuroImage 15, 273–289.

Valery, L.F., Forouzanfar, Mohammad H., Krishnamurthi, Rita, Mensah, George A., et al., 2014. Global and regional burden of stroke during 1990–2010: findings from the global burden of disease study 2010. Lancet 383, 245–255.

van den Martijn, P., Hilleke, E., Pol, Hulshoff, 2010. Exploring the brain network: a review on resting-state fMRI functional connectivity. Eur. Neuropsychopharmacol. 20, 519–534.

Vértes, Pétra E., Bullmore, Edward T., 2015. Annual research review: growth and development of functional brain networks in development and abnormal development. J. Child Psychol. Psychiatry 56, 299–320.

Ward, N.S., Brown, M.M., Thompson, A.J., Frackowiak, R.S.J., 2003. Neural correlates of motor recovery after stroke: a longitudinal fMRI study. Brain 126, 2476–2496.

Yang, Hong, Long, Xiang Ya, Yang, Yihong, Yan, Hao, Zuo, Chao Zhe, Zhou, Xiang Ping, Zang, Yu Feng, Gong, Qi Yong, 2007. Amplitude of low frequency fluctuation within visual areas revealed by resting-state functional MRI. NeuroImage 36, 144–152.

Yin, Dazhu, Song, Fan, Xu, Dongrong, Peterson, Bradley S., Sun, Limin, Men, Weiwei, Xu, Yan, Fan, Mingxia, 2012. Patterns in cortical connectivity for determining outcomes in hand function after subcortical stroke. PLoS One 7, 1–10.

Yin, D., Song, F., Xu, D., Sun, L., Men, W., Zang, L., Yan, X., Fan, M., 2014. Altered topological properties of the cortical motor-related network in patients with subcortical stroke revealed by graph theoretical analysis. Hum. Brain Mapp. 35 (3343–3359).

Zar, Chun-Yi, Su, Tsung-Wei, Huang, Chu-Chung, Hung, Cha-Chun, Chen, Wei-Ling, Lan, Tsuo-Hung, Lin, ChingYao, Bullmore, Edward T., 2015. Randomization and resilience of brain functional networks as systems-level endophenotypes of schizophrenia. Proc. Natl. Acad. Sci. 112, 9123–9128.

Zamora-López, G., Zhou, C.S., Kurths, J., 2010. Cortical hubs form a module for multisensory integration on top of the hierarchy of cortical networks. Front. Neuroinformatics 4. https://doi.org/10.3389/neuro.11.001.2010.

Zavaglia, Melissa, Forkert, Nils D., Cheng, Bastian, Gerloff, Christian, Thomalla, Götz, Hilgetag, Claus C., 2015. Mapping causal functional contributions derived from the clinical assessment of brain damage after stroke. NeuroImage 93, 83–94.