Reliability Assessment of Power Systems with Photovoltaic Power Stations Based on Intelligent State Space Reduction and Pseudo-Sequential Monte Carlo Simulation
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Abstract: As the number and capacity of photovoltaic (PV) power stations increase, it is of great significance to evaluate the PV-connected power systems in an effective, reasonable, and quick way. In order to overcome the challenge of PV’s time-sequential characteristic and improve upon the computational efficiency, this paper presents a new methodology to evaluate the reliability of the power system with photovoltaic power stations, which combines intelligent state space reduction and a pseudo-sequential Monte Carlo simulation (PMCS). First, a non-aggregate Markov model of photovoltaic output is established, which effectively retains some time-sequential representation of the PV output. Then, the differential evolution algorithm (DE) is introduced into the sampling stage of PMCS to carry out an intelligent state space reduction (ISSR). By using the DE algorithm, success states are searched out and removed, thus the state space is reduced and formed with a high density of loss-of-load. Hence, unnecessary samplings are avoided, which optimizes the PMCS sampling mechanism and improves the computational efficiency. Finally, the proposed method is tested in the modified IEEE RTS-79 system. The results indicate that this new method has a better computational efficiency than the time-sequential Monte Carlo simulation method (TMCS) and pure PMCS. In addition, the effectiveness and feasibility of this method are also verified.
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1. Introduction

As photovoltaic (PV) power generation is one of the most important renewable energies, grid-connected photovoltaic power stations have aroused attention around the world and have been developed and utilized rapidly. With the increasing penetration of PV in power systems, the power system faces the impact of random fluctuations of PV output. Therefore, it is necessary to make accurate assessments of the reliability of PV-connected power systems. The reliability indices are of great significance for the power system to plan its expansion, arrange power generation, and energy trading [1–3]. However, the time-sequential characteristics and fluctuations of PV output will increase the computational amount in any reliability assessment. Therefore, it is particularly important to evaluate the reliability of PV-connected power systems in an effective, reasonable, and quick way.

At present, the reliability assessment methods for power systems are generally divided into the analytical method and the Monte Carlo simulation (MCS) method. MCS can get rid of the constraints of the system scale and is particularly suitable for large-scale composite power systems [4,5]. In addition,
MCS includes two types: time-sequential MCS and non-sequential MCS. However, the characteristics of PV makes the reliability assessment work face greater challenges. On one hand, considering the model of a PV power plant in a simulation method, the computational amount will become extremely complicated when a PV has a large number of states. On the other hand, due to the continuous development of modern power systems and the increasing improved reliability level of the system as well as its components, the computational efficiency of MCS is gradually reduced.

In order to obtain reliability indices with high efficiency, a lot of research has been conducted at home and abroad. Common methods include the stratified uniform sampling method, the importance sampling method, and state space reduction. In the stratified sampling method [6,7], the sampled space is divided into several sub-spaces, sampled separately, and then the indices of these sub-spaces are integrated. Thus, the variance is reduced by reasonably allocating the proportion of the sampling results in each sub-space. In [8], an important sampling method based on the optimal multiplier is proposed, and the optimal multiplier is continuously reconstructed by the component state each time the system failure occurs. At last, the construction of the importance distribution function is completed. In [9], the cross entropy algorithm is used in importance sampling, and the optimal probability model of system components is established, based on the cross entropy algorithm, to reduce the variance coefficient of the sample space. It is worth mentioning that state space reduction is an effective methodology by which most of the success states can be reduced out from the original state space by a certain sampling mechanism. And the remaining state space with a higher density of loss-of-load states allows the MCS to obtain more loss-of-load states in sampling, which in turn, speed up the convergence of the variance coefficient. Based on state decoupling, Mitra and Singh et al. proposed a state space reduction method in 1996, which achieved the reduction of the state space [10–12]. In recent years, on this basis, scholars at home and abroad have fully exploited the fast and random search ability of this intelligent algorithm. Therefore, the method of the Intelligent State Space Reduction (ISSR) is formed systematically. In [13–15], the genetic algorithm and the binary particle swarm both are used in state space reduction to speed up the convergence of MCS. In [15], the performance comparison of the intelligent state space reduction is carried out under different heuristic algorithms. In the comparison, not only are the proposed genetic algorithm and binary particle swarm algorithm considered, but the mutex binary particle swarm and binary particle swarm optimization are also involved.

However, the methods mentioned above are all applied to the framework of the non-sequential Monte Carlo method. Taking into account that a large scale of renewable energies and other components connect to the grid, the non-sequential Monte Carlo method is no longer applicable due to the time sequential properties of the components and correlation with the adjacent system states cannot be depicted. Therefore, the improved sequential Monte Carlo method will have a wider application prospect. As has been confirmed, the parallel computation technique and pseudo-sequential Monte Carlo simulation can effectively improve the computational efficiency of TMCS [16]. The parallel computation technique is the parallel computation and information interaction between multiple computers, analyzing and calculating the power flow for the system states at each time section. By using this technique, the computational time is reduced and in the meantime it depends on the computer hardware equipment. The pseudo-sequential Monte Carlo simulation (PMCS) [17] is the combination of the sequential and non-sequential Monte Carlo method. To be specific, the loss-of-load states are sampled randomly by the non-sequential Monte Carlo method, followed by constructing the sub-sequences of the loss-of-load states via the time-sequential Monte Carlo method. Only partial states need to be analyzed for the time-sequential information, which improves the computational efficiency and is thus called a “pseudo-sequence”. Although the pseudo-sequential MCS can improve computational efficiency, it is still at a distinct disadvantage when compared with non-sequential MCS. In [18], the state transition technique is applied to the pseudo-sequential simulation and this technique is used to speed up the formation of the sub-sequence of the loss-of-load states. However, it is shown that the time-consumption of the pseudo-sequential simulations is mainly due to a large number of ineffective states (success state) that are sampled and evaluated in the non-sequential process [19].
The adoption of a more advanced state sampling mechanism will further improve the computational efficiency of PMCS.

In view of all the above considerations, this paper proposes a kind of PMCS method based on an ISSR. First, a non-aggregated Markov model of photovoltaic power generation is built to make it appropriate to the process of a pseudo-sequential simulation. Secondly, the differential evolution algorithm is introduced in the process of intelligent state space reduction, so the success states can be quickly sought and the set of success states can be established. By this way, the sampling mechanism is optimized by ISSR, which greatly increases the probability of sampling loss-of-load states and reduces the amount of work in the states’ evaluation. Therefore, the improvement of the existing PMCS is realized.

2. Non-Aggregate Markov Model of Photovoltaic Output

As a result of the photovoltaic power output being time-varying, the best option to assess the reliability of a PV-connected power system is by using the time-sequential Monte Carlo simulation. However, a huge amount of CPU time is needed for such a detailed simulation, which can make the evaluation unfeasible for large and complex systems. Considering this difficulty, in order to retain the time-sequential characteristics of PV output as much as possible, a non-aggregate Markov model of the photovoltaic power generation is proposed here, which can make it better applied to the evaluation method that is going to be proposed in the following sections.

As is shown in Figure 1, in the photovoltaic output model, the total hours of a year \( T \) is divided into \( Q \) intervals with the same length \( \Delta T \). For the interval \( i \), the photovoltaic output \( P_i \) takes the mean value of statistical data during the interval \( i \). Then, according to the time sequence of the PV output curve, all the PV output states are linked in chronological order. In this model, a constant transition rate of \( \lambda = \frac{1}{\Delta T} \) between two connected states is adopted. Thus, a non-aggregate Markov model of photovoltaic power generation is formed.

![Figure 1. Non-aggregate Markov model of photovoltaic output.](image)

3. Power System Reliability Evaluation Based on Pseudo-Sequential Monte Carlo Simulation (PMCS)

3.1. Basic Theory of PMCS

PMCS is a combination of the sequential Monte Carlo simulation (TMCS) and the non-sequential Monte Carlo simulation, which also maintains the flexibility and accuracy of TMCS while speeding up the system reliability evaluation. Compared with the TMCS, PMCS only takes into account the sequential information of the sub-sequences of the loss-of-load states, which contributes to the reliability indices in the simulation process. In PMCS, the system states are randomly sampled based on non-sequential MCS. If the sampled state is in the loss-of-load state section, then mark this section as the starting point. Based on the state transition equation of the loss-of-load states set, the time duration is respectively extended backward and forward from the starting point until a certain success system state is achieved, thus forming the subsequence of the loss-of-load state.

The subsequences of the loss-of-load states are formed via forward and backward simulation, which is shown in Figure 2, and the procedures are as follows:
(1) Forward time-sequential simulation: starting from the selected loss-of-load state \( X_s \), the state transition process continuously goes on until it reaches a success state. The probability for the state transition from \( X_i \) to \( X_j \) is expressed as:

\[
P_{st} = \frac{f_{st}}{f_s^{out}} = \frac{P(X_s)\lambda_{st}}{|P(X_s)\sum_{i=1}^{Ms} \lambda_{si}|} \tag{1}\]

where \( f_{st} \) is the frequency of system state \( X_s \) transferring to \( X_i \); \( f_s^{out} \) is the frequency of departure from state \( X_s \); \( P(X_s) \) is the occurrence probability of the state \( X_s \); \( \lambda_{st} \) is the transition rate of the component whose state changes during the transferring process from \( X_s \) to \( X_i \); \( Ms \) is the number of states which the system can turn into after leaving the state \( X_s \).

(2) The time-sequential backward simulation: starting from the selected loss-of-load state \( X_s \), continue the state transition process of backwards until success state is found. The probability of the state transition from \( X_i \) to \( X_s \) is:

\[
P_{rs} = \frac{f_{rs}}{f_s^{in}} = \frac{P(X_r)\lambda_{rs}}{|\sum_{i=1}^{Ms} P(X_i)\lambda_{is}|} \tag{2}\]

where \( f_{rs} \) is the frequency that the system state \( X_r \) transferring to \( X_i \); \( f_s^{in} \) is the frequency of arriving at state \( X_s \); \( P(X_r) \) is the occurrence probability of the state \( X_r \); \( \lambda_{rs} \) is the transition rate of the state changing component whose state changes during the transferring process from \( X_i \) to \( X_s \); \( Mr \) is the number of states that the system can arrive at the state \( X_s \).

**Figure 2.** The schematic diagram of forward and backward method used in pseudo-sequential Monte Carlo simulation (PMCS).

For the failure subsequence formed by the forward/backward simulation, the total time expectation of the failure duration can be expressed as:

\[
E[D_s] = \sum_{i \in s} E[D_i], \tag{3}\]

where

\[
E[D_i] = \frac{8760}{\sum_{j}^{\lambda_j}} \tag{4}\]

where \( E[D_i] \) is the time expectation of failure duration in the \( i \)th system state within the failure subsequence, and \( \lambda_j \) is the transition rate.
3.2. Computation of PMCS Reliability Indices

During the simulation process of PMCS, only the failure sequences are taken into account. Therefore, in order to decrease the error deviation, it is necessary to force the reliability indices to map back to the original state space. The basic principle of computing the PMCS reliability indices is to convert the reliability indices based on the failure subsequence into those based on the common sampled states. In the PMCS, the expected values of LOLP (Loss of Load Probability) and EENS (Expected energy not supplied) can be expressed as [19]:

\[
E[\text{LOLP}] = \frac{1}{N} \sum_{i=1}^{N} H_{\text{LOLP}}(X_i),
\]

\[
E[\text{EENS}] = \frac{1}{N} \sum_{i=1}^{N} H_{\text{EENS}}(X_i)
\]

where \(N\) is the overall times of non-sequential sampling, \(H_{\text{LOLP}}(X_i)\) and \(H_{\text{EENS}}(X_i)\) are the test results of sampled state \(X_i\) corresponding to the reliability indices, which are given as follows:

\[
H_{\text{LOLP}}(X_i) = \begin{cases} 
1 & X_i \in X_f \\
0 & X_i \notin X_f 
\end{cases}
\]

\[
H_{\text{EENS}}(X_i) = \begin{cases} 
\sum_{s_j \in C \cap M_i} p(s_j) \cdot d(s_j) & X_i \in X_f \\
\sum_{s_j \in C \cap M_i} d(s_j) & X_i \notin X_f 
\end{cases}
\]

where \(M_i\) is the sub-sequence generated from loss-of-load states; \(p(\cdot)\) is the load curtailment of a certain state; \(d(\cdot)\) is the duration of a certain state \(s_j\). \(X_f\) is the set of loss-of-load states.

4. Pseudo-Sequential Monte Carlo Simulation Based on Intelligent State Space Reduction

4.1. The Concept of Intelligent State Space Reduction

For the power system, the vast majority of system states are success states, while the loss-of-load states just account for a small proportion (The distribution of the power state space is shown in Figure 3). However, the success states contribute less to the reliability indices calculation, resulting in a large number of invalid samples during the sampling process.

![Figure 3](image_url)  
**Figure 3.** The constituents of the system state space.

The ISSR is an effective method to facilitate the sampling of loss-of-load states. The first step is to guide the generation evolution via the intelligent algorithm, and in the process of population generation, the success states are quickly searched and stored in the set of success states. Then the set
of success states is moved out of the original overall state space, and as a result of which, due to the remaining state space having a higher density of loss-of-load states, the probability of loss-of-load states to be sampled is greatly increased. With the same convergence accuracy, compared with traditional Monte Carlo sampling, this approach features fewer samples needed and less time-consumption. The sketch of the ISSR is shown in Figure 4.

**Figure 4.** The schematic diagram of Intelligent State Space Reduction (ISSR) algorithm.

### 4.2. The Intelligent State Space Reduction Based on Differential Evolution Algorithm

The differential evolution algorithm is a heuristic random search algorithm based on population differences, attracting much more attention because of its simple principle, less control parameters, and strong robustness. The operation flow of DE is similar to that of other evolution algorithms, including mutation, crossover, and selection. A differential strategy is used for DE’s mutation operation, that is, by using the differential vectors between individuals within a generation to interrupt the individuals, the mutation of individuals can be achieved. DE’s mutation operation effectively utilizes the population distribution to improve the search ability, and in this way, the deficiency of mutation in the Genetic Algorithm is overcome. Therefore, this paper adopts DE to guide the generation evolution, thus completing the rapid search for success states. Let $X_{i,t}$ denote the individual $i$ (i.e., the system state) in generation $t$, which is expressed as follows:

$$X_{i,t} = (x_{i1}^1, x_{i2}^2, \ldots, x_{iM}^n), \quad i = 1, 2, \ldots, M,$$

$$x_{ij}^j = \begin{cases} 0, & \text{success state} \\ 1, & \text{failure state} \end{cases}, \quad j = 1, 2, \ldots, n,$$

where $x_{ij}^j$ indicates the state of component $j$ in the $i$th individual, $t$th generation. 0 represents success state, 1 represents failure state, $n$ is the number of system components, and $M$ indicates the size of the generation population.

For all individuals in the generation population, it is important to set the appropriate fitness function. In this paper, referring to previous work, the fitness function $Fit(k)$ is defined as follows [13]:

$$Fit(k) = Copy_k \times P_k \times E_k,$$

where $Copy_k$ represents the number of all possible permutations of the system state $k$, the generator set can be divided into $m$ groups according to its rated capacity, $G_j$ represents the total number of generators in the $j$th group, and $O_j$ is the total number of normal working generators in the $j$th group, which can be represented by:

$$Copy_k = \begin{bmatrix} G_1 \\ O_1 \\ \vdots \\ G_j \\ O_j \\ \vdots \\ G_m \\ O_m \end{bmatrix},$$
where $P_k$ represents the probability that the system state $k$ occurs, which can be represented by:

$$P_k = \prod_{i=1}^{n} p_i,$$

$$p_i = \begin{cases} 
1 - \text{FOR}_i, & \text{Normal working component } i \\
\text{FOR}_i, & \text{Failed component } i 
\end{cases},$$

where: $\text{FOR}_i$ represents the unavailability of component $i$; $C_k$ represents the total power generation capacity in state $k$ generators set, and $U_k$ represents the actual power generation capacity in state $k$ generators set after the optimal power flow (OPF); $E_k$ is the surplus power supply in state $k$, which is expressed as:

$$E_k = \begin{cases} 
C_k - U_k, & \text{success states} \\
U_k - C_k, & \text{failure states} 
\end{cases},$$

The fitness function will guide the system to increase the total power generation capacity and circuit capacity, which can further facilitate the intelligent search for the success states. The intelligent algorithm aims to search out more success states in a short period of time rather than to solve an optimization problem. Therefore, the stopping criterion of ISSR is supposed to be the number of generations.

The steps for the state space reduction based on DE are as follows:

Step 1: Generate the first generation of population according to the unavailability of individual components, and the fixed size of population is $M$.

Step 2: Identify each individual in the population and judge whether it is a success state; if so, store the individual in the set of success states.

Step 3: Individual evaluation. The fitness function values for each individual $X_{i,t}$ are calculated by Equation (11).

Step 4: Mutation operation. For each individual $X_{i,t}$ in the population, the three mutually different integers $r_1, r_2, r_3 \in \{1, 2, \ldots, M\}$ are randomly generated, and the four numbers $r_1, r_2, r_3$, and $i$ are required to be different from each other. Since each individual is represented by a binary bit string, the logical operation is adopted instead of the arithmetic operation to ensure that each individual bit string in the evolution generations can only be 0 or 1. As “⊕” is used to indicate “exclusive OR” operation, “⊗” indicates “and”, and “+” indicates “or”, finally the mutation individual $V_{i,t}$ is produced according to the Equation (16):

$$V_{i,t} = X_{r_1,t} + F \otimes (X_{r_2,t} \oplus X_{r_3,t}),$$

where the mutation factor $F$ is a randomly-generated binary bit string.

Step 5: Cross operation. For the mutation individual $V_{i,t}$ and the target $X_{i,t}$ in the population, based on Equation (17), the test individual is $U_{i,t} = (u_{i,1,t}, u_{i,2,t}, \ldots, u_{i,n,t})$. In order to ensure the evolution of the individuals, first of all, make sure that at least one in the $U_{i,t}$ is attributed by $V_{i,t}$ and the others are attributed either by the $V_{i,t}$ or by the $X_{i,t}$, which is determined by the crossover probability $CR$.

$$u_{i,j,t} = \begin{cases} 
v_{i,j,t}, & \text{if } \text{rand}_j \leq CR \text{ or } j = j_{\text{rand}} \\
x_{i,j,t}, & \text{otherwise} 
\end{cases},$$

where $\text{rand}_j$ is an evenly distributed real number randomly chosen between [0,1], and $j_{\text{rand}}$ is a random integer of [1, 2, ..., $n$].

Step 6: Selection operation. The “greedy selection” strategy is adopted in this operation. The test individual $U_{i,t}$ and the target individual $X_{i,t}$ are made to compete with each other, and the one with better fitness value is selected as the individual of the generation $t + 1$. 


\[
X_{i,t+1} = \begin{cases} 
U_{i,t} \text{ Fit}(U_{i,t}) < \text{ Fit}(X_{i,t}) \\
X_{i,t} \text{ Fit}(U_{i,t}) \geq \text{ Fit}(X_{i,t}) 
\end{cases} \quad i = 1, 2, \ldots, M, \tag{18}
\]

Step 7: Determine if the convergence criteria are met, that is, whether the fixed generations have been reached or not. If not, return to step 2; otherwise, stop the process of intelligent state space reduction.

4.3. The Evaluation Process of the PMCS Based on the Intelligent State Space Reduction

In view of the rare occurrence of loss-of-load events in the power system, it always takes much time to sample and evaluate the loss-of-load states in the non-sequential process of the PMCS. Therefore, in this part, a PMCS method based on ISSR is introduced to improve the probability of sampling the loss-of-load states and accelerate the computational speed. The simulation process can be divided into two parts. The first part is the process of intelligent state space reduction, which establishes the set of success states via ISSR. And the second part comes to the computational process of reliability indices via PMCS. In the computational process, firstly, the system states are randomly sampled by the non-sequential Monte Carlo simulation to search for the loss-of-load states in the reduced state space. For a sampled loss-of-load state, on the one hand, the loss-of-load state subsequence is determined by the forward/backward simulation until arriving at a success state. On the other hand, the point-in-time needs to be randomly sampled, at which point the loss-of-load event occurs. Once it is determined, in the duration of the loss-of-load state subsequence, the power generation of renewable energy can be obtained according to its time-sequential power curve. The flow chart of this algorithm is shown in Figure 5.

![Flow chart of the algorithm](image)

**Figure 5.** The reliability evaluation process by using PMCS based on the ISSR.

5. Case Study

In this paper, the methodology was implemented in a MATLAB platform and all computations were performed on a 64-bit Windows 7 system with an Intel i7-2600 CPU (4 cores at 3.4 GHz), 4 GB RAM.
A modified IEEE RTS-79 is taken as the test system, which has a total installed capacity of 3405 MW and a total peak load value of 2850 MW, consisting of 24 nodes, 38 lines, 32 generators, and a compensator. It is assumed that the size $M$ of each generation population is 300, the crossover probability $CR$ is 0.5, and the variation factor $F$ is a randomly generated binary string (the probability for each bit to generate 0 or 1 is equal). At node 16, a PV power station is added, which has a total installed capacity of 150 MW, including 500 PV units with a capacity of 300 kW each. Figure 6 shows the real-time power curve and a non-aggregated Markov model for an individual PV unit in a typical day as well as in a certain region of northwest China. The real-time power curve is obtained from an individual photovoltaic unit in a PV power station, which is located at 34°16' N, 108°54' E. The angle of inclination of the photovoltaic modules is 19° southeast and the angle of orientation is 26°. The PV output value used in this paper is taken from the actual output data of the PV rooftop power station on 1 February 2018, and the acquisition step length is 5 min. For the non-aggregated Markov model of PV output, $T$ is 24 h, $\Delta T$ is 1h. It can be seen from Figure 6, the non-aggregated Markov model simplifies the live power curve, and meanwhile, it retains some time-sequential characteristic of PV output.

![Figure 6](image_url)

**Figure 6.** The actual power curve and non-aggregate Markov model of photovoltaic power output.

5.1. The Effects of DE on Generation Superiority

The purpose of the ISSR is to search for more success system states, so this paper regards the number of the success states in each generation as the reference criterion to measure the excellence of the population. In the process of reduction, the number of the success states in each generation changes along with the generation, which is as the curve shows below.

Figure 7 indicates that the number of success system states presents an upward trend along with the generations, which proves that the DE has successfully optimized the generations and achieved the generation evolution.

![Figure 7](image_url)

**Figure 7.** The trend graph that the number of success states change along with the generation.
5.2. The Effects of Generations on Computational Efficiency

The pseudo-sequential Monte Carlo simulation based on the ISSR can be generally divided into the process of ISSR and the reliability indices computation. The number of the generations, on the one hand, influences the scale of the individual states to be assessed in the process of ISSR. On the other hand, the density of the loss-of-load states in the reduced state space is also changed, which influences the computational efficiency of the reliability indices. The EENS variance coefficient of 5% is taken as the convergence index, and the computational time is compared and analyzed when the set number of generations is 50, 60, 70, and 80. The computational time change alongside the generations is shown in Table 1.

Table 1. The computational time under different generation numbers.

| Generation Number | 50   | 60   | 70   | 80   |
|-------------------|------|------|------|------|
| ISSR time/s       | 795.22 | 952.53 | 1104.4 | 1259.2 |
| computation time/s | 3760.3 | 3179.7 | 2038.2 | 1968.4 |
| Total time/s      | 4555.6 | 4132.2 | 3142.5 | 3227.6 |

As it is shown in Table 1, the ISSR time increases linearly along with the increase of generations, while the computational time for the reliability indices decreases. This is because in the process of ISSR it is necessary to evaluate all individual states in the generations by calling OPF. Because the evaluation time spent on each individual is of little difference, as a whole, the spending time shows a linear increase. The more the generations, the larger the scale of the success states set will be, and the higher the density of the loss-of-load states in the reduced state space will be. Therefore, the variance convergence becomes faster with more generations, thus shortening the computational time of the reliability indices. When a generation increases from 60 to 70, the computational time of the reliability indices decreases the most. However, from 70 to 80, the decrease becomes the smallest. This is mainly because during the multiplying process from 60 to 70 generations, some success states newly emerge with larger probability. In this case, the set of success states includes the vast majority of the success states. Thus, the density of the loss-of-load states in the reduced state space increases greatly and the computational time decreases dramatically. However, during the multiplying process from 70 to 80, the generations have almost completely evolved. The diversity of generations and the scale of the success states have not improved so greatly. Therefore, compared with 70 generations, the decrease of the computational time is not obvious. When it is 70 generations, the total time is 3142.54 s, which is the optimum process of state space reduction and computation of the reliability indices.

5.3. Algorithm Comparison

In this section, the EENS variance coefficient of 5% is taken as the convergence index, and the proposed method is compared with traditional PMCS and TMCS. In the proposed method, with 70 chosen as the number of generations, the process of state space reduction as well as the computation of reliability indices is in the optimum. The results of the computation are shown in Table 2. According to (5) and (6), for PMCS and the new algorithm, reliability indices should be updated once after each time of the non-sequential sampling process. With LOLP and EENS obtained via TMCS made as the benchmark, the convergence processes of LOLP and EENS, as well as their variance change curves, are shown in Figures 8 and 9.

Table 2. Comparison of indices with different algorithms.

| Algorithm    | LOLP  | EENS/MWh | Computation Time/s |
|--------------|-------|----------|---------------------|
| TMCS         | 0.0400 | 5.5501   | 41.107              |
| PMCS         | 0.0405 | 5.5207   | 5481.0              |
| New algorithm| 0.0395 | 5.5967   | 2038.2              |
In this section, the EENS variance coefficient of 5% is taken as the convergence index, and the new algorithm is compared with traditional PMCS and TMCS. In the proposed method, with 70 generations, the computational time is not obvious. When the generations have almost completely evolved, the diversity of generations and the scale of the success states set will be larger, leading to a higher density of loss load states. By contrast, the traditional PMCS tends to evaluate all individual states in the generations by calling OPF, and the computational time is not obvious. Therefore, it is necessary to evaluate all individual states in the generations by calling OPF.

As it is shown in Table 1, the ISSR and LOLP indices calculated by the PMCS and the new algorithm proposed in this paper. Table 2 shows that the total computational time spent for the ISSR (see Table 1). When compared with the traditional PMCS and TMCS, the computational efficiency of the new algorithm increases by 13.08 times and 14.45 times respectively. The comparison shows that the computational time of the new algorithm are almost equal to that calculated by the PMCS, which verifies the effective feasibility of the proposed method in reducing the state space with a high density of loss load states. By contrast, the traditional PMCS tends to evaluate all individual states in the generations by calling OPF, and the computational time is not obvious. Therefore, it is necessary to evaluate all individual states in the generations by calling OPF.

Convergence becomes faster with more generations, thus shortening the computational time of the state space with a high density of loss load states. Thus, the optimum process of state space reduction and computation of the reliability indices decreases considerably. In this case, the generations have almost completely evolved. The diversity of generations and the scale of the success states will be larger, leading to a higher density of loss load states. By contrast, the traditional PMCS tends to evaluate all individual states in the generations by calling OPF, and the computational time is not obvious. Therefore, it is necessary to evaluate all individual states in the generations by calling OPF.

Figure 8. Convergence process of the Loss of Load Probability (LOLP) index in different algorithms.

Figure 9. Convergence process of the expected energy not supplied (EENS) index in different algorithms.

Table 1. The computational time under different generation numbers.

| Generation | PMCS | New Algorithm |
|------------|------|---------------|
| 0          | 0.05 | 0.04          |
| 40         | 0.04 | 0.04          |
| 80         | 0.04 | 0.04          |

| Generation | PMCS | New Algorithm |
|------------|------|---------------|
| 0          | 0.05 | 0.04          |
| 40         | 0.04 | 0.04          |
| 80         | 0.04 | 0.04          |

| Generation | PMCS | New Algorithm |
|------------|------|---------------|
| 0          | 0.05 | 0.04          |
| 40         | 0.04 | 0.04          |
| 80         | 0.04 | 0.04          |
Figures 8 and 9 indicate that the LOLP and EENS indices calculated by the PMCS and the new algorithm are almost equal to that calculated by the TMCS, which verifies the effective feasibility of PMCS and the new algorithm proposed in this paper. Table 2 shows that, the total computational time of the new algorithm is 3142.54 s, including the time of 2038.17 s spent for the computation of reliability indices and the time of 1104.37 s spent for the ISSR (see Table 1). When compared with the TMCS and PMCS, the computational efficiency of the new algorithm increases by 13.08 times and 1.74 times respectively. The PMCS only considers the time-sequential information of the loss-of-load subsequence, so its computational efficiency is higher than that of TMCS. As for the new algorithm, the state space with a high density of loss-of-load is established by ISSR, which greatly reduces the computational time of reliability indices and the total computation efficiency has been improved.

The subsequent work further verifies the improvement of ISSR to PMCS in the new algorithm. In the following analysis, T indicates the total number of non-sequential random samplings in PMCS, and D indicates the number of samplings in which the sampled states belong to the set of success states. For the remaining T-D samplings, the density of loss-of-load states is much higher via ISSR, that is, the majority of the states are loss-of-load states. By contrast, the traditional PMCS tends to a much lower density of loss-of-load states, that is, most of them are the success states. Here the number of non-sequential samplings of loss-of-load states is represented by S, and so the density of the loss-of-load states is represented as S/(T-D). The comparing results are shown in Table 3.

Table 3. Comparison of sampling amounts with traditional PMCS and the ISSR-based PMCS.

| Content   | T    | S    | D    | T-D   | S/(T-D) |
|-----------|------|------|------|-------|---------|
| PMCS      | 66,913 | 2707 | 0    | 66,913 | 4.04%   |
| New algorithm | 30,964 | 1223 | 28,134 | 2830 | 43.43% |

As can be seen from Table 3, in the random sampling process via traditional PMCS, D equals 0. This is so because the set of success states is not established, and thus it is necessary to evaluate all the sampled states. In this case, its density of the loss-of-load states is 4.04%. But in the new algorithm, there is no need to evaluate the states in the set of success states by calling OPF. The results of LOLP and EENS both are 0, the total number of times for the non-sequential sampling is 30,964, and 28,134 of them are for the success states. Therefore in the new algorithm, only 2830 samplings are used for the state evaluation, hence the computational time for evaluating success states is greatly shortened. In the new algorithm, the density of loss-of-load events in the reduced state space is up to 43.22%, which is more than ten times that of using a traditional PMCS. On the basis of PMCS, the introduction of ISSR effectively optimizes the sampling mechanism of non-sequential simulation, further improving the efficiency of sampling the loss-of-load states and accelerating the computation speed.

In the above study, the modified IEEE RTS-79 system is a calculation example mainly used to verify the computational efficiency of this algorithm. In practice, this study has been supported by the practical project and is successfully applied to the electric power system of Zhejiang province in China. According to the original data provided by Zhejiang Electric Power Company, Zhejiang’s 500 kV and main 220 kV grids have a total installed capacity of 190,684 MW and a total peak load value of 24,732 MW, consisting of 126 nodes, 85 load points, 197 lines, and 84 generators. And the system spare capacity is 1852 MW. This paper uses the algorithm to evaluate and analyze the reliability of the actual system. Table 4 shows the reliability indices obtained as well as the computation time via the different algorithms.
Table 4. The reliability indices of practical system obtained via different algorithms.

| Algorithm    | LOLP  | EENS(MWh/Year) | Computation Time/s |
|--------------|-------|----------------|--------------------|
| TMCS         | 0.0213| 20,992         | 7 h 43 min         |
| PMCS         | 0.0218| 21,140         | 4 h 18 min         |
| New algorithm| 0.0216| 21,385         | 2 h 24 min         |

From Table 4, it can be seen that the new proposed algorithm has significant advantages in the reliability evaluation of practical complex systems and its computational efficiency is much higher than the TMCS and PMCS. Therefore, the proposed method has achieved important application value.

6. Conclusions

This paper proposes a fast reliability evaluation method based on the pseudo-sequential Monte Carlo simulation and intelligent state space reduction, and this proposal is tested in the modified IEEE RTS-79 system. The following conclusions are obtained: (1) Compared with the TMCS and traditional PMCS in reliability indices calculation, the proposed algorithm is performed with higher precision and computational efficiency; (2) The ISSR technique optimizes the traditional PMCS sampling mechanism to a large extent, reducing the times of invalid states sampling. But in the state evaluation process, OPF is still adopted for computation. If the state space can be directly divided by artificial intelligence technology, such as in support vector machines or neural networks, the speed of the reliability evaluation will be further accelerated; (3) The computational time decreases with the increase of the number of normal states reduced, while the computational time for state reduction increases. Thus, as for the use of ISSR, future research will focus on how to reasonably choose the optimal level of state space reduction and harmonize the contradiction between the pruning time and simulation time.
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