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Abstract Belief space planning is a viable alternative to formalise partially observable control problems and, in the recent years, its application to robot manipulation problems has grown. However, this planning approach was tried successfully only on simplified control problems. In this paper, we apply belief space planning to the problem of planning dexterous reach-to-grasp trajectories under object pose uncertainty. In our framework, the robot perceives the object to be grasped on-the-fly as a point cloud and compute a full 6D, non-Gaussian distribution over the object’s pose (our belief space). The system has no limitations on the geometry of the object, i.e., non-convex objects can be represented, nor assumes that the point cloud is a complete representation of the object. A plan in the belief space is then created to reach and grasp the object, such that the information value of expected contacts along the trajectory is maximised to compensate for the pose uncertainty. If an unexpected contact occurs when performing the action, such information is used to refine the pose distribution and compensates for the pose uncertainty such that it doubles the proportion of grasps that succeed on a first attempt.
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Figure 1: Boris: half-humanoid robot platform developed at the University of Birmingham.

1 Introduction

Imagine that you are reaching into the fridge to grasp an object you can only partially see. Rather than relying solely on vision, you must use touch in order to localise it and securely grasp it. However, humans would not poke the object to localise it first and then grasp it. We compensate for the uncertainty by approaching the object in a way such that if a contact occurs it will generate enough information about where the object is and the object will be grasped with a minimum adaptation of the initial trajectory.

Previous work attempted to couple the uncertainty reduction and grasp execution in the framework of partially observable Markov decision processes (POMDPs). Although methods are advancing for continuous state (Porta et al. 2006; Bai et al. 2010; Brooks et al. 2006) and continuous action spaces (Porta et al. 2006; Murphy 2000), no POMDP planners yet scale to the
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high dimensional belief state and action spaces required for robot grasping. This is especially true for manipulators with great dexterity as they have a high number of degrees of freedom. Instead, actual robot implementations of the POMDP approach to active tactile grasping separate exploratory and grasping actions and plan how to sequence them ([Hsiao et al. 2011]), typically by relying on a user-defined threshold to know when the belief is accurate enough to switch from gathering information to execution of a pre-computed grasp action. This approach fails to exploit the fact that, in tactile grasping, hand movements can both move towards the grasp configuration, and reduce uncertainty. They are most naturally performed concurrently, rather than sequentially. Furthermore, these approaches typically rely on constraining the belief space to Gaussian distributions. Extensions to non-parametric representations of belief ([Nikandrova et al. 2013]), typically result in intractable planning problems due to the high dimensionality of non-Gaussian parametrisation.

This work presents a formulation of dexterous manipulation that aims to exploit concurrency in exploratory and grasping actions for reach-to-grasp hand movements. The properties of the approach are that it:

- tracks high-dimensional belief states defined over a 6D, non-Gaussian pose uncertainty;
- efficiently plans in a fixed-dimensional space;
- simultaneously gathers information while grasping, i.e., there is no need to switch between gathering information and grasping since the action space is the space of dexterous reach-to-grasp trajectories;
- does not require a user-supplied mesh model of the object or a pre-computed grasp associated with the object;
- cope also with non-convex objects, i.e., there are no limitations to the shape of the objects that it can successfully grasp.

We build our approach by combining the idea of hypothesis-based planning (HBP), initially proposed in ([Platt et al. 2011]), and our one-shot learning algorithm for dexterous grasping of novel objects ([Kopicki et al. 2015]). The hypothesis-based planner works as follows. Instead of planning directly in a high dimensional belief space, our plan is constructed on a fixed-dimensional, sampled representation of belief. In other words, the belief space is projected onto a set of competing hypothesis in the underlying state space. However, our implementation of the HBP algorithm extends the work in ([Platt et al. 2011]) in several directions. First, Platt’s formulation of the hypothesis-based planner is defined on a set of actions (i.e., movement constrained in the horizontal plane) that differs from the actual grasp (i.e., a pinch grasp with two paddles). In contrast, we formulate the problem on the same action space for each stage (i.e., dexterous reach-to-grasp trajectories). As a result, we do not require a user-supplied threshold over the current belief to estimate when to interrupt the information gathering phase and execute a pre-defined grasp. Another difference is that the observational model used in ([Platt et al. 2011]) relies on contactless sensors (i.e., laser sensors), while we maximise tactile observations for a dexterous robotic hand; and, finally, we do not make any assumptions about the model of the object to be grasped, in contrast to the original work that assumes a convex object (i.e. a box) aligned in front of the robot (see Sec. 2.3 for further details). On top of our hypothesis-based planner, our grasping algorithm enables us to learn a set of grasp contacts on a point-cloud object model (PCOM), directly obtainable from a depth camera, and to generalise to objects of novel shape. Therefore we do not require a mesh model of the object, and we can also generate grasps on target objects with incomplete point clouds. Hence our algorithm is exceptionally flexible in planning dexterous reach-to-grasp trajectories for novel objects.

In order to link these two methods, hypothesis-based planning and dexterous grasping of novel objects, we need to construct a representation of the belief space that will allow us to track pose uncertainty for a PCOM, in 6D, and cope with the non-Gaussian posterior. We do
so by employing a non-parametric representation of the belief state defined as a kernel density estimator. Each kernel is a weighted pose of the target object inferred from visual data collected on the fly (see Sec. 3.1).

Our experimental results show that our planner, IR3ne, is more reliable than open-loop grasping from vision. We further show that IR3ne improves over simple tactile re-planning in three ways: i) it doubles the proportion of times in which the robot reaches and grasps the object at the first attempt, ii) if an unexpected contact is generated along the trajectory, the contact provides more information about the object’s pose, and thus iii) it reduces the number of replanning steps before converging to a grasp. Experiments in simulation and on a real robot (Fig. 1) confirm these attractive properties.

We continue with related work (Sec. 2), then describe the planning problem formulation (Sec. 3). We describe all aspects of the framework (Sec. 4), and report and discuss the experimental results (Sec. 5). We finish with concluding remarks (Sec. 6).

### 2 Related Work

The problem of robot grasping under object pose uncertainty can be decomposed into: state estimation, grasp synthesis, reach to grasp planning, and control. A typical approach is to represent the belief state using a prior distribution, select a grasp robust w.r.t. uncertainty and finally use tactile feedback to adjust the grasping trajectory, see e.g. [Nikandrova et al. 2013]. The reach-to-grasp trajectory is generally computed using sampling-based techniques which minimise the trajectory cost. Less work has explored the more complex problem of reasoning about uncertainty while planning this dexterous reach-to-grasp trajectory.

Table 1 summarises the main differences between our approach and the closest related work at glance.

### 2.1 State estimation

One class of approaches to state estimation uses a maximum likelihood estimate (MLE), e.g. [Kopicki et al. 2014]. Given an object model, a typical robust global estimator samples subsets of points and computes hypothesised poses based on feature correspondences between the data and the model ([Hillenbrand 2008], [Tuzel et al. 2005], [Hillenbrand and Fuchs 2011], [Bracci et al. 2017]). Nonetheless, even for full shape matching, small errors in the pose estimate may lead to critical failures while attempting to grasp, i.e., unexpected contacts may damage the object or the hand itself. Another class of approaches maintains a belief state, which is a probability distribution over the underlying states. Maintaining a density over the pose of the object yields Bayesian strategies that are capable of maximising the probability of grasp success given the current belief state, as in [Hsiao et al. 2014]. However, belief space planning can be computationally expensive, especially for high-dimensional, complex density functions. A popular choice is to constrain the belief space to Gaussian density functions.

Since many robotic problems have multi-modal uncertainty, there are benefits in using a non-parametric representation of the belief space, such as a particle filter (PF). There are many examples of PFs used for state estimation in manipulation problems ([Petrovskaya and Khatib 2011], [Nikandrova et al. 2013] and [Platt et al. 2001]). Most of these methods sample an initial particle set from an user-defined distribution attached to the maximum a posteriori estimate (MAP) obtained from vision, and often the uncertainty is limited to 2D.

This paper employs a pair-fitting model similar to that described in [Hillenbrand and Fuchs 2011] to estimate the possible poses from RGB-D data, where each hypothesis is an MLE. A detailed explanation is given in Sec. 5.1.

### 2.2 Grasp Synthesis

There are analytic and empirical approaches to grasp synthesis ([Sahbani et al. 2012]). Analytic approaches are typically associated with an optimisation problem,
and thus the computational effort grows with the size of the grasp solution space, which in turn grows with the number of fingers and contact points. On the other hand, data driven approaches learn a mapping from an object description to the grasp (Saxena et al. 2008; Detzler 2010; Kopicki et al. 2014; Gu et al. 2017). Learning this mapping from incomplete or erroneous data remains challenging. In (Detzler 2010), the authors address the problem of associating a grasp with a partially perceived object.

In our previous work (Kopicki et al. 2014, 2015), an efficient method is presented to learn a dexterous grasp type (e.g. pinch, rim) from a single example. The method can generalise within and across object categories, and use full or partial shape information. In the original work in (Kopicki et al. 2014, 2015), each contact model is associated with an (open-loop) approaching trajectory demonstrated during the learning phase. In this paper, we employ the same contact model described in (Kopicki et al. 2015) but we do not use a purely open loop grasp method. Instead we replace it with the trajectory computed by our planner, and recomputed in the case of feedback from tactile contact.

2.3 Grasp Planning

Some algorithms pose the reach to grasp problem as a belief-state planning problem. Typical implementations rely on constraining the belief space to a Gaussian. Extensions to non-parametric representations of belief (Nikandrova et al. 2013), typically result in intractable planning problems due to the high dimensionality of the non-Gaussian parametrisation. In contrast, Platt et al. (Platt et al. 2001, Platt et al. 2012), enabled efficient planning under state uncertainty. The key was to plan an action sequence which will generate observations that distinguish between competing hypotheses. However, this was formulated and tested for bi-manually grasping a cardboard box, using a laser range finder on one arm as the sensor. All movements of the arms were constrained to lie in the horizontal plane, as was the object pose uncertainty. With this formulation, a hypothesis based plan was created to gather information, while aligning the robot’s arm equipped with the laser in front of the box’s edge. The system required a user-sourced model of the object and relied on a user-defined threshold to know when the belief is accurate enough to switch from gathering information to executing a pre-computed grasp action. Another difference with our work is that Platt’s formulation of the hypothesis-based planner is defined on a set of actions (i.e., left-right movement of the left arm of the robot) that are distinct from the actual grasping action (i.e., a pinch grasp with two paddles). In contrast, we formulate the grasping and information gathering problems on the same action space (i.e., dexterous reach-to-grasp trajectories) and our system can dextrously grasp non-convex objects with non-Gaussian 6D uncertainty.

There is also evidence that humans compensate for uncertainty due to noisy motor commands and imperfect sensory information during the execution of reach-to-grasp movements (Kording and Wolpert 2004). The authors in (Christopoulos and Schrater 2009) induced a belief pose uncertainty on the object to be grasped in order to investigate the compensation strategies adopted by humans. The authors evaluated the benefits of uncertainty compensation, based on the hypothesis that participants prefer to generate force-closure grasps at first contact, and therefore the participants tended to modify their approach along the direction of maximum uncertainty and increase their peak grasp-width. The experimental results in our paper show that our information reward algorithm, IR3ne, yields a similar behaviour.

3 Problem Formulation

In this section, we formulate our information-based planner for dexterous robot grasping under pose uncertainty. Figure 3 shows our algorithm at glance.

Let us consider a discrete-time system with continuous, non-linear, deterministic dynamics,

$$x^{t+1} = f(x^t, u^t)$$

where $x^t \in \mathbb{R}^n$ is a configuration state of the robot and $u^t \in \mathbb{R}^d$ is an action vector, both parameterised over time $t \in \{1, 2, \ldots\}$. Our goal is to find a trajectory, $u^{1:T-1}$, the moves our dexterous robot manipulator from its current pose, $x^1$, to a target grasp, $x^T$ while compensating for the object pose uncertainty. Thus the three following sub-problems are required to be solved:

1. How to estimate the object pose uncertainty.
2. How to compute the target grasp, $x^T$, on an unknown object with pose uncertainty.
3. How to compensate for the uncertainty along the reach-to-grasp trajectory, $u^{1:T-1}$.

3.1 Belief state estimation

To model multi-modal uncertainty in the object pose, we employ a non-parametric representation (PF) of the belief state, $b$, defined as a density function in SE(3). Let us denote by $SE(3)$ the Special Euclidean group of 3D poses (a 3D position and 3D orientation).
An element \( a \in SE(3) \) is a homogeneous transformation. Previous works typically initialised the belief by using an MLE of the object pose (i.e., from vision) and then manually generating a set of particles by sampling from a Gaussian distribution attached to the MLE. In contrast, our approach uses a sample-based model-fitting procedure similar to the one presented in Hillenbrand and Fuchs (2011) to generate a set of MLEs, which is used as an initial belief state for the system. Thus, our belief state is defined non-parametrically by a set of \( K \) 3D poses (or particles) \( \mathcal{S} = \{ (y_j, w_j) \}_{j=1}^{K} \subset SE(3), w_j \in \mathbb{R}^+ \). The probability density in a region is determined by the local density of the particles. The underlying pdf is approximated through a KDE (Silverman 1986), by assigning a kernel function \( K \) to each particle supporting the density, as

\[
b(y) = \sum_{j} w_j K(y | y_j, \sigma) \tag{2}
\]

where \( b(y) \) is the density value associated with the pose \( y, \sigma \) is a diagonal matrix that represents the kernel bandwidth and \( w_j \) is a normalised weight associated to \( y_j \) such that \( \sum_j w_j = 1 \). An initial set of poses, \( S_1 \), is constructed by employing a pair-fitting model as explained below. However, it is assumed that a model of the object as a point cloud (PCOM) is available to the system prior to execution, see Sec. 3.2.

The model-fitting procedure we employ to create an initial belief state is a surflet-pair fitting procedure (Hillenbrand and Fuchs 2011). This algorithm is well-known in the computer vision community and works as follows. Let us consider the case in which a model point-cloud, \( M \), is available to the system, or collected on-the-fly, and a new query point cloud, \( Q \), is acquired. Let us also assume that each point and normal of \( M \) is described w.r.t. an arbitrary reference frame, or pose, \( O M \in SE(3) \) in world coordinates. The goal of the algorithm is to search for a rigid body transformation \( \xi_{mle} \in SE(3) \), described w.r.t. \( O M \), that best aligns \( M \) with \( Q \). This is achieved by sampling a set of surflet features for each point cloud (i.e., pairs of points with their relative normals) and aligning the features on \( Q \) with the most similar in \( M \). The algorithm also produces a score value to describe the goodness of the alignment. We repeat this procedure \( N \) times to construct our initial belief state, see Eq. (2), as a set of particles

\[
\mathcal{S}_1 = \{ (y_j, w_j) | y_j = \xi_{mle} \times O M \in SE(3) \}_{j=1}^{N}
\]
where $\xi_{mle}$ is the $j^{th}$ estimate created by the fitting procedure, $w_j$ is the associated score, $\times$ is a product of two homogeneous transformations and $y_j$ is a candidate pose of the object in our world coordinate system.

3.2 Acquisition of a PCOM

Our initial belief state estimation is created from visual data and we employ a sample-based model-fitting procedure, Sec. 3.1, which relies on a PCOM available to the system before execution. Nonetheless, the acquisition of a PCOM is done by scanning the workspace of the robot with a depth camera. For novel objects, when the associated PCOM is not already present in the dataset, the system can acquire the PCOM on the fly and the associated PCOM is not already present in the dataset.

It is important to notice that, in the current implementation of the system, the PCOM dataset contains only the model of the object to be grasped. Future work will focus on constructing a proper dataset of point clouds from which the system could generate a density function that would also take into account the shape uncertainty. However, this is outside the scope of this paper that only focus on demonstrating the benefits of compensating for pose uncertainty in dexterous reach-to-grasp actions.

3.3 The target grasp

In order to create a plan that compensates for uncertainty we need to associate a grasp to the maximum likelihood pose of the object to be grasped. From Sec. 3.1, we expect the object’s point cloud, $Q$, to be in pose $\xi_{mle} = E[b]$.

The target grasp is computed by using our one-shot grasping algorithm. This algorithm enables us to learn a contact model, $\mathcal{M}(x, O)$, for a type of grasp (i.e., pinch with support) that describes the distribution of the contacts between the robot’s end effector, $x$, and the object’s surface, $O$, with pose $\xi_{mle}$, from a demonstration. We can compute $\mathcal{M}(x, O)$ off-line and store it in the system. Given a novel point cloud, $Q$, with pose $\xi_{mle}$, a new density function, $Q(\mathcal{M}(x, O), Q)$ is obtained for the new object. A candidate grasp can be sampled from $Q$, so that $x^T \sim Q$. For further details refer to Kopicki et al. (2013). Figure 4 shows a pinch with support grasp learned on a bowl and transferred to a jug, using the method described in Kopicki et al. (2014). The image on the left shows the learned contact model (blue points) for all the fingers involved in the grasp. The right image shows a possible grasp adaptation on a jug.

with support grasp learned on a bowl and transferred to a jug.

3.4 Planning a trajectory to maximise information gain

We know that in general the problem of planning in belief space is intractable (Littman, 1996). Instead, let us consider a method to search for a sequence of actions, $u^{1:T-1} = \{u^1, \ldots, u^{T-1}\}$, that distinguish between observations that would occur if the object were in the expected pose, $E[b]$, from those that would occur in other poses. See Fig. 2 for a graphical representation in 2D. A large number of particles, $K$, is suitable to track the belief state and converge to the true state of the system. Nevertheless, to create a plan, it is more convenient to sub-sample the hypotheses. Thus, we define a subset of $k$ hypotheses,

$$\mathcal{H} = \{p_i\}_{i=1}^k$$

such that $p_1 = p_{mle} = \arg\max b$ is the maximum likelihood estimate and $p_i \sim b$, with $i \in [2, k]$.

The system in Eq. (1) also produces continuous, nonlinear, observation dynamics,

$$z_i^t = g(x^t, p_i)$$

where $z_i^t \in \mathbb{R}^m$ is a vector that describes the expected observation (contacts), at time $t$, between the joint state of the robot, $x$, and the object in pose $p_i$. More generally, let $F_i(x, u_1^{t-1})$ be the robot configuration

$^1$ After the initial estimation of the belief state we do not rely anymore on vision. The only observations available to the system during the execution and re-planning are tactile observations.
at time $t$ if the system begins at state $x$ and takes action $u^{1:T-1}$. Therefore, the expected sequence of observations over a trajectory, $u^{1:T-1}$, is:

$$g_t(x, u^{1:T-1}, p_i) = [g(F_2(x, u^1), p_i)^T, 
\quad g(F_3(x, u^{1:2}), p_i)^T, \ldots, g(F_t(x, u^{1:t-1}), p_i)]^T$$

(5)

a column vector which describes the expected contacts at any time step of the trajectory $u^{1:T-1}$. We then need to search for a sequence of actions which maximise the difference between observations that are expected to happen in the sampled states, $p_{2:k}$, when the system is actually in the most likely hypothesis, $p_1$. In other words, we want to find a sequence of actions, $u^{1:T-1}$, that minimises

$$J(x, u^{1:T-1}, p_{1:k}) = \sum_{i=2}^{k} N(g_T(x, u^{1:T-1}, p_i)|g_T(x, u^{1:T-1}, p_1), \Sigma)$$

(6)

where $N(\cdot | \mu, \Sigma)$ denotes the Gaussian distribution with mean $\mu$ and covariance $\Sigma$ and $\Sigma$ is the block diagonal of the measurement noise covariance matrix. Rather than optimising, we follow the suggested simplifications described in [Platt et al. 2001] by dropping the normalisation factor in the Gaussian and optimising the exponential factor only. Let us define for any $i \in [2, k]$

$$\Phi(x, u^{1:T-1}, p_i) = ||g_T(x, u^{1:T-1}, p_i) - g_T(x, u^{1:T-1}, p_1)||_Q^2$$

(7)

then the modified cost function is

$$J(x, u^{1:T-1}, p_{1:k}) = \frac{1}{k} \sum_{i=2}^{k} e^{-\Phi(x, u^{1:T-1}, p_i)}$$

(8)

it is worth noting that, when there is a significant difference between the two sequences of expected observations, $g_T(x, u^{1:T-1}, p_i)$ and $g_T(x, u^{1:T-1}, p_1)$, the function $\Phi(\cdot)$ is large and therefore $J(\cdot)$ is small. On the other hand, if the two sequences of expected observations are very similar to one another, their distance tends to 0 and $J(\cdot)$ tends to 1. Equation (8) can be minimised using a variety of planning techniques, such as rapidly-exploring random trees (RRTs) [LaValle 1998], probabilistic roadmaps (PRM) [Kavraki and Svestka 1996], differential dynamic programming (DDP) [Jacobson and Mayne 1970] or sequential dynamic programming (SDP) [Bettes 2001]. Next, we show the implementation of our information gathering algorithm by using a modified version of a PRM to cope with high DoF manipulators and non-convex objects.

4 Information-Reward based Re-Planning Algorithm

This section provides a detailed explanation of the principal components in our architecture. First, Sec. 4.1 presents our observational model for tactile observations. Sections 4.2 and 4.3 show our modified PRM algorithm which allows us to efficiently plan reach-to-grasp trajectories for high DoF manipulators, as well as compute the information reward function, described in Eq. (8), for each node of the PRM. Section 4.4 describes our PCOM-based collision detection algorithm. Sections 4.5 and 4.6 show how unexpected contacts are integrated into the belief state and the re-planning phase. Finally, Sec. 4.7 presents the terminal conditions for the algorithm.
4.1 An observation model for tactile contacts

The manipulator is composed of a set of rigid links organised in a kinematic chain and tree, comprising an arm, \( L \), and a set of \( J \) multi-joint fingers, denoted \( \{ L_j \}_j=1 \). We are only interested in the observations made by the fingers. Thus, we define \( x_{L_j} \), or simply \( x_j \), as the joint configuration of the \( j \)th finger. Through forward kinematics we know the relative pose of the fingertip, denoted \( W(x_j) \in SE(3) \).

The expected observation (contact) is related to the probability of a physical contact between the finger links and the object. We assume that this probability decays exponentially, based on the distance, \( d_{ji} \), between each finger and the closest surface of the object assumed to be in pose \( p_i \) (the computation of \( d_{ji} \) is explained in Sec. 4.4). The observation model is limited to contacts which may occur on the internal surface of fingers. This directly affects the planner, which rewards trajectories that would generate contacts on the fingertips rather than on the back side of the fingers. Therefore we rewrite Eq. (4) as \( z_i = g(x, p_i) = \prod_j \varphi(x_j, p_i) \), where

\[
\varphi(x_j, p_i) = \begin{cases} 
\eta e^{-\lambda d_{ji}} & \text{if } d_{ji} \leq d_{\text{max}} \\
& \text{and } \langle n_{x_j}, \hat{n}_{p_i} \rangle < 0 \\
0 & \text{otherwise}
\end{cases} 
\]

where \( \langle n_{x_j}, \hat{n}_{p_i} \rangle \) is the inner product of, respectively, the \( j \)th fingertip’s normal and the estimated object surface’s normal, and \( d_{\text{max}} \) describes a maximum range in which the probability of reading a contact is non-zero, \( \eta \) is a normaliser.

4.2 Implementation of our planner IR3ne

The approach here incorporates the expected (tactile) value of information into the metric for the underlying physical space. This results in warping distances so as to create a non-Euclidean space, in which trajectories that maximise information gain are less costly.

We employ a modified version of Probabilistic Roadmap (PRM) [Kavraki and Svestka, 1996] to sample the reachable configuration space of the robot. The original PRM algorithm is composed of two phases: i) a learning phase, in which a connected graph \( G \) of obstacle-free configurations of the robot is generated and, ii) a query phase, which finds a path between a given pair of configurations \( x_{\text{root}}, x_{\text{goal}} \). However the computational cost for the learning phase grows fast with respect to the dimensionality of the space. Because of this we incrementally build connections between neighbouring nodes during the query phase.

Given a pair \((x_{\text{root}}, w_{\text{goal}})\), which describes the root state in configuration space, \( x_{\text{root}} \in \mathbb{R}^n \), and the goal state in workspace, \( w_{\text{goal}} \in SE(3) \), of the trajectory, we use an A* algorithm to find a minimum cost trajectory on the graph \( G \). The A* algorithm selects the path which minimises the objective function

\[
c(x) = c_1(x, x_{\text{root}}) + c_2(x, x', \hat{x}_{\text{goal}}) 
\]

where \( x, x' \in \mathbb{R}^n \) and \( x' \in \text{Neighbour}(x) \), \( \hat{x}_{\text{goal}} \) is a reachable goal configuration for the robot computed by inverse kinematics. The function \( c_1(x, x_{\text{root}}) \) is a cumulative travel distance to \( x \) from \( x_{\text{root}} \), while \( c_2(x, x', \hat{x}_{\text{goal}}) \) is a linear combination of the cost-to-go from \( x \) to a neighbour node \( x' \) and the expected cost-to-go from \( x' \) to the target, defined as:

\[
c_2(x, x', \hat{x}_{\text{goal}}) = \alpha d_{\text{bound}}(x, x') + \beta d(x', \hat{x}_{\text{goal}})
\]
where $\alpha, \beta \in [0, 1]$, $d(\cdot)$ is a distance function in $SE(3)$, and $d_{\text{bound}}(\cdot)$ behaves as $d(\cdot)$ for neighbouring nodes, but returns $+\infty$ otherwise. Equation (10) does not violate the consistency and admissibility of the cost function for $A^*$ in Euclidean spaces. The algorithm BSP (Sec. 3) uses the above cost function to plan reach-to-grasp trajectories.

In IR3ne, we modify the heuristic $c_2(\cdot)$ in order to reward informative tactile explorations while attempting to reach the goal state (described as a target configuration of the manipulator), by embedding the information value as follows:

$$c_2(x, x', \bar{x}_{\text{goal}}, A, p_{1:k}) = \alpha \mathcal{J}(x, x', p_{1:k}) d_{\text{bound}}(x, x') + \beta d_A(x, \bar{x}_{\text{goal}})$$

(12)

where $A$ is the diagonal covariance matrix of the sampled states, for any column vector $a, \mu \in \mathbb{R}^n$, $d_A(a, \mu) = \sqrt{(a - \mu)^T A^{-1} (a - \mu)}$ is the Mahalanobis distance centred in $\mu$ and $\mathcal{J}(x, x', p_{1:k}) \in [0, 1]$ is a factor which rewards trajectories with a large difference between expected observations if the object is at the expected location, $p_1$, versus observations that would be expected if the object is at other poses, $p_{2:k}$, sampled from the distribution of poses associated with the object’s positional uncertainty:

$$\mathcal{J}(x, x', p_{1:k}) = \frac{1}{k-1} \sum_{i=2}^k e^{-\Phi(x, x', p_i)}$$

(13)

where:

$$\Phi(x, x', p_i) = ||g_i(x, x', p_i) - g_i(x, x', p_i)||_2$$

(14)

for each $i \in [2, k]$, and $g_i(x, x', p_i)$ is sequence of probabilities of reading a contact travelling from state $x$ to $x'$. In this implementation $g_i(x, x', p_i) = g(x', p_i)$. In other words, we evaluate the probability of making a contact while moving from state $x$ to $x'$ as the probability of making a contact only in the next state $x'$.

Figure 2 shows the effects of the reward function $\mathcal{J}(\cdot)$ in a 2D example.

Note that this observation model is designed to conserve Eq. (12) as in Eq. (11) when the probability of observing a tactile contact is zero. In fact, for robot configurations in which the distance to the sampled poses is larger than a threshold, $d_{\text{max}}$, the cost function $\mathcal{J}(\cdot)$ is equal to 1. However we also encode uncertainty in $d_A(\cdot)$, which evaluates the expected distance to the goal configuration. In this way the planner also copes with pose uncertainty at the early stages of the trajectory, when the robot is still too far away from the object to observe any contacts.

4.3 Planning for dexterous manipulator

Several hierarchical path planning techniques have been developed over the past years to enable high DoF robots to move in complex environments. Typically, the hierarchy makes use of: i) a global planner and ii) a local planner. The global planner behaves as a sample-based approach to probe a grid-based environment to quickly find a coarse solution. Subsequently, the local planner behaves as an optimisation procedure to refine the solution. This approach has been exploited in numerous variations, but mostly focussed on mobile robots, as in [Zhu and Latombe 1991]. For dexterous grasping, however, the path planning problem is usually addressed by constraining the plan on a set of manifolds that capture the human hand’s workspace, as in [Rosell et al. 2011].

In contrast, we adopt a hierarchical path planner that enables us to plan dexterous reach-to-grasp trajectories up to 21 DoF. First a PRM is constructed only in the arm configuration space in order to find a global path between the $x_{\text{root}}, \bar{x}_{\text{goal}}$. It is worth noticing that, in this phase, the rest of the joints of the manipulator are interpolated in order to have a smooth passage from $x_{\text{root}}$ to $x_{\text{goal}}$. Then the planned trajectory is refined by constructing a new local PRM. The local PRM only samples configurations nearby the waypoints of the global trajectory. However the local PRM has a higher dimensional configuration space to represent the whole of the manipulator (e.g. arm + hand joint space). Subsequently we employ a Differential Evolution (DE) procedure to optimise the trajectory and generate a smoother transition from one configuration to the next.

This approach allows us to integrate the information gain cost function described in Eq. (12) into both levels of the hierarchy. Hence, we enable the robot to adjust the trajectory of each of its fingers if more information is expected to be gained.

4.4 Planning a dexterous grasping trajectory for non-convex objects

The problem of efficiently computing intersection-depth between two intersecting objects is still an open problem especially in the general case, in which at least one of the two object is a non-convex polyhedron. Our approach is based on a penetration depth (PD) algorithm, which is a measure of the overlap between two objects. The PD algorithm for non-convex polyhedra has a lower bound for the worst-case time complexity of $O((m + n) \log^2(m + n))$, where $m$ and $n$ are the number of faces that compose the objects [Weller 2013].
In contrast, we represent the robot’s bodies by an open-chain of convex polyhedra, and the object to be grasped as a 2-level structure (Fig. 7). The first level of this structure wraps the PCOM in a bounding box. This level can efficiently avoid checking collisions when the robot’s links are far from the object to be grasped. The second level contains the PCOM organised in a KD-Tree (Muja and Lowe 2014).

Our approach works as follows. Each link \( L_i \) has a pre-computed boundary \( B_j \), defined as a set of triangle meshes and a reference frame \( O_j = \{ p_j, q_j \mid p_j \in \mathbb{R}^3, q_j \in SO(3) \} \) placed at the centre of mass of the polyhedron. Each triangle mesh, \( t_i \), is composed of three vertices \( v_{i1}, v_{i2}, v_{i3} \in \mathbb{R}^3 \) and a normal \( n_i \in \mathbb{R}^3 \), such that \( n_i = \frac{(v_{i2} - v_{i1}) \times (v_{i3} - v_{i1})}{\| (v_{i2} - v_{i1}) \times (v_{i3} - v_{i1}) \|} \). This normal is chosen with the direction that points outside the polyhedron. Given a set of nearest points, \( A \), to the link pose \( p_j \), we compute the penetration depth value for each triangle, \( t_i \), as the average depth

\[
d_t = \frac{1}{|A|} \sum_{a \in A} \| v_{i1} \|_{p_j} - n_i \top a
\]

where \( |A| \) is the cardinality of the set \( A \), \( \| v_{i1} \|_{p_j} \) is the distance of \( t_i \) from the reference frame, approximated as the distance to \( t_i \)’s first vertex, and \( n_i \top a \) is a dot product. The depth associated with the bound \( B_j \) is computed as

\[
d_j = \min_{t_i \in B_j} \{ d_t \}.
\]

The value \( d_k \) is not a distance, but it assumes negative values if the majority of points in \( A \) lie outside the polyhedron defined by \( B_k \).

Our planning process uses the PD algorithm in two cases: i) to reject PRM nodes in collision with an object and ii) to compute the information value for each node of the PRM. In the latter case, we rewrite \( d_{ji} \) from Eq. (9) as

\[
d_{ji} = \begin{cases} |d_j| & \text{if } d_j < 0 \\ 0 & \text{otherwise.} \end{cases}
\]

The worst-case complexity of the overall PD algorithm is dominated by the estimation of the closest point in the PCOM, which is \( O(|B| \log n) \), where \( n \) is the number of points in the PCOM (Muja and Lowe 2014) and \( |B| \) the number of bounds in the hand. The same happens for the space complexity which is bounded by storing the PCOM in the kd-tree, \( O(n) \).

4.5 Belief update

When tactile observations occur the algorithm refines the current belief state. We think of the reach-to-grasp trajectory as composed of two parts: i) the approach trajectory which leads to a pre-grasp configuration of the robot in which the fingers generally cage the object to be grasped without generating any contact, and ii)
a finger closing trajectory which moves the fingers into contact and generates a force closure grasp. In this way any contact which occurs during the approach trajectory is considered as an unexpected observation. Similarly an insufficient number of contacts for a force closure at the end of a grasping trajectory can also be used as an observation. In our implementation, the belief is updated assuming deterministic dynamics.

At any time step, $t$, a belief state $b_t$, supported by a set of particle $S^t = \{y^j_t\}_{j=1}^N$, represents a density function over poses for the object to be grasped. Once a trajectory is executed and a real (unexpected) observation $z_t$ is detected, the belief state is updated by integrating the new acquired information. We denote $b_{t+1}(y^j_t)$ the updated belief, which is computed following the Bayes’ rule

$$b_{t+1}(y^j_t) = \eta P(z = z^t| x^t, y^j_t) b_t(y^j_t)$$

in which $\eta$ is the normalising factor, and then resampling is performed to generate a posteriori distribution $b_{t+1}$ as new set of particles $S^{t+1} = \{y^j_{t+1}\}_{j=1}^N$.

4.6 Re-planning

We need to rely on sensory feedback during the execution of the planned trajectory in order to detect whether or not unexpected observations occur. This triggers a belief update, using the observation gathered at execution-time, and consequently a re-planning phase. In our experiments, the algorithm uses torque sensors based on the current draw at each joint of the robot’s hand to detect whether or not a link of the hand is in contact with the environment.

4.7 Terminal conditions

Our algorithm terminates its execution when no unexpected contacts occur and the target grasp is achieved. Since we do not have mesh models of the object to be grasped we cannot rely on force closure measures to signal successful termination of the algorithm. Nonetheless, in simulation it is possible to measure if the planned contacts between the fingers and the object’s point cloud have been achieved. On the real robot, the success of the grasp is evaluated by lifting the object. If the robot can hold the object, the grasp is considered successful.

5 Experiments

Three strategies for planning dexterous reach-to-grasp trajectories are evaluated in both a half-humanoid robotic platform, Boris, and a simulated environment:

- PRM: an open-loop motion planner that plans trajectories towards the expected object pose without re-planning.
- BSP: a sequential belief state re-planner that tracks high dimensional beliefs.
- IR3ne: a sequential information-reward based replanner that maximises the information gain by planning in a fixed dimensional hypothesis space.

Table 3 summarises the differences between the algorithms, by showing which features are implemented. The features represent i) Motion Planning (MP), the ability of the algorithm to compute a free-collision trajectory for a robot manipulator, ii) Belief Planning (BP), the ability of updating the high-dimensional belief state by integrating new observations, iii) Hypothesis Based Planning (HBP), the ability of planning in a fixed dimensionality space underlying the belief state, iv) Simultaneous Information Gain & Grasping (SIGG) and v) Re-Planning (RP).

Sec 5.3 presents empirical results collected using Boris (Fig. 1), in which we tested the ability of each algorithm to pick up an object in a real scenario under the presence of pose uncertainty, due to incomplete
perception abilities. The results are based on a total of 30 trials (10 per strategy) on a plastic jug.

The experimental results show that:

- Sequential re-planning achieves higher grasp success rates than open-loop grasping from vision.
- Trajectories that maximise information gain (IR3ne) generate contacts with the object that are more informative (to locate it).
- More informative contacts lead to fewer re-planning iterations to converge to a grasp.
- Trajectories that maximise information gain increase up to 50% the proportion of grasps on a first attempt.
- On the real robot, IR3ne increases grasp reliability over BSP.

5.1 Experiments in a virtual environment

The experiments are composed of 120 trials per object in a virtual environment, and they are run over four different objects: a jug, a coke bottle, a stapler and a Mr Muscle spray bottle. The algorithm has a model of the object to be grasped, in the form of a dense point cloud, acquired by scanning the object with a depth camera. Figure 8 shows the PCOM of each simulated object, and the associated target grasp configurations. For these experiments, the dense models are composed of 7 single-view point clouds.

Four different conditions have been tested. In each condition we randomly selected either 1, 3, 5 or 7 views of the object, in order to simulate a real situation in which the robot’s depth camera observes smaller or larger parts of the object. Hence, each trial has a different initial probability density over the object pose which depends on how much of the point cloud is visible. The density is computed by using our model-fitting algorithm as described in Sec. 3.1 with 1,000 surflet features sampled, which makes the estimation very fast but not accurate.

Figure 10 summarises the data collected in our experiments. All the results are compared with respect to the model coverage in percentage terms, i.e. one view typically covers 20% of the object. A ground truth pose for the object is also calculated for each object by using our model-fitting algorithm (Sec. 3.1), but sampling 500,000 surflet features. The algorithms have no knowledge of the ground truth pose, however in the virtual environment the ground truth is used to model the real object location, and is used to trigger simulated contacts with the robot hand. These simulated contacts cause the sequential re-planning algorithm to stop and update the belief state.

Table 3: Feature comparison between the algorithms. We compare 3 methods: PRM, BSP, and IR3ne (see full description in Sec. 5). The features are: Motion Planning (MP), the ability of the algorithm to compute a free-collision trajectory for a robot manipulator; Belief Planning (BP), the ability of tracking the high-dimensional belief state by integrating new observations; Hypothesis Based Planning (HBP), the ability of planning in a fixed dimensionality space underlying the belief state; Simultaneous Information Gain & Grasping (SIGG); and Re-Planning (RP).

| Method | MP | BS | HBP | SIGG | RP |
|--------|----|----|-----|------|----|
| PRM    | ✓  | ✓  | ✓   | ✓    | ✓  |
| BSP    | ✓  | ✓  | ✓   | ✓    | ✓  |
| IR3ne  | ✓  | ✓  | ✓   | ✓    | ✓  |

5.2 Discussion of simulated experiments

Section 5.1 presents the results collected on 120 trials in simulation for four objects: a jug, a bottle of coke, a stapler and a Mr Muscle spray bottle. In these experiments, the aim is to evaluate the ability of the three strategies to localise the target object as well as converge to a target grasp configuration with artificially induced pose uncertainty.

The results in Fig. 10 confirm that i) integrating the unexpected contacts into a belief state before attempting a new reach-to-grasp trajectory increases the success rate of grasping (Fig. 10a) and ii) that informative trajectories rewarded trajectories require less re-planning iterations than conventional planning methods (Fig. 10c).

In contrast to typical belief space planning algorithms that separate exploratory and grasping actions and plans how to sequence them, our experimental results show that we do need to feed to the algorithm a confidence threshold to ensure a global pose estimation accurate enough to attempt a grasp.

Figure 10b presents the expected information gain at each contact. We compute the information gain as follows

$$D_{KL}(b^t+1||b^t) = -\sum_{i=1}^{k} b^t+1(p^t_{i+1}) \log \frac{b^t(p^t_{i})}{b^t+1(p^t_{i+1})}$$

in which $D_{KL}$ is the Kullback-Leibler (KL) divergence between the pre- and post- contact belief states. Each particle $p_i$ is an element of the respective (i.e. pre- or post-) set of hypotheses as described in Eq. 3, and $b(p_i)$ is the likelihood associated with $p_i$ by the density $b$. A KL divergence of 0 indicates that we can expect similar, if not the same, behaviour of two different distributions, while a KL divergence of 1 indicates that the two distributions behave in such a different manner that
Figure 10: Simulated results for 120 trials on 4 objects. Three strategies were tested: PRM (green), BSP (blue), IR3ne (red). All the results are plotted against the initial percentage of model coverage for a total of four conditions. Figure (a) shows the number of iterations, (b) the information gain as KL divergence (Eq. 17), and (c) the success rate. See Sec 5.2 for an extended discussion.

the expectation given the first distribution approaches zero. The results confirm that the contacts produced by IR3ne are significantly more informative than the ones generated by a conventional planner, especially when the uncertainty is wider. Also, the much smaller standard deviations for IR3ne compared to BSP in Fig. 10b show a more consistent and systematic acquisition of information from IR3ne throughout the trials.

5.3 Experiments on the robot Boris

We empirically demonstrated the ability of Boris of picking up objects in the presence of pose uncertainty. The pose uncertainty encodes the perceptual handicap of the robot, which leads to erroneous pose estimations when the object is poorly visible.

The results for the PRM strategy are extrapolated from BSP, since these two approaches construct a reach-to-grasp trajectory minimising the same cost function, therefore if BSP achieves (or fails to achieve) a grasp at the first iteration, the PRM also would succeed (or fail) equally.

The data has been collected with the following procedure. The PCOM is acquired by scanning the operational workspace with a depth camera from 6 different views. These views are aligned, registered to generate a single PCOM. In each trial, the target object is placed in a different configuration on a table in front of the robot, and a point cloud is acquired by scanning the operational workspace from 3 different views. Once these views are pre-processed, a belief state with a set of 5 particles is estimated as described in Sec. 3.1.

From the visible point cloud of the object, we compute the target grasp by adapting a pinch with support grasp learned on a bowl using the method described in [Kopicki et al. 2015]. The training and test grasps are shown in Fig. 4. Then a reach-to-grasp trajectory is computed and performed. A trial is considered successful if Boris converges to the target grasp configuration and lift the object from the table surface.

Figure 11 summarises the empirical results collected.

5.4 Discussion of real experiments

The empirical results in Fig. 11 confirm the simulated data. Both (re-)planning algorithms are more efficiently converging to a grasp in the presence of not trivial pose uncertainty, i.e. errors in the pose estimation will not allow grasping at the first iteration with a conventional planner. Trajectories that maximise information gain are capable of generating informative contacts which outperform the information obtained by the other planner. This leads to fewer iterations and a better success rate.

Interestingly, IR3ne produces trajectories which are more robust with respect to the pose uncertainty, similar to the results presented in [Christopoulos and Schrater 2009], by converging to the target grasp in a single attempt. Figure 12 shows the IR3ne converges to a grasp in a single attempt up to 50% more than a planner that does not explicitly reason on the belief state.

Figure 6 is an interesting case in which the handle of the jug is not visible from the query point cloud and the object looks almost symmetric, which yields the mean-shift algorithm to a wrong pose estimation of about 180 degrees in the orientation. Nevertheless, IR3ne grasped in a single iteration.
Figure 11: Empirical results on the Boris robot platform. The results refer to 30 trials (10 per strategy) on a plastic jug. Three strategies were used: PRM (green), BSP (blue), IR3ne (red). Figure (a) shows the number of iterations, (b) the information gain as KL divergence (Eq. 17), and (c) the success rate. See Sec 5.4 for an extended discussion.

Figure 12: Successful rate of first grasp attempt.

Future work aims to address such issues by extending the sequential re-planning approaches to the use of tactile sensors and simple heuristics for an object-independent predictive model. The latter should depend on simple geometric properties of non-penetration between the object and the robot’s fingers, so as to constrain the belief update and the mean pose estimate.

6 Conclusion

This paper has presented an approach for active tactile grasping that covers all stages: object modelling, state estimation from both vision and touch, grasp planning, re-planning, and execution. We have presented and tested a novel algorithm for planning reach-to-grasp trajectories under object pose uncertainty that actively rewards (tactile) information gathering.

The main contribution of this work is to exploit active information gathering to the problem of dexterous robot grasping under non-Gaussian 6D uncertainty. We do so by embedding expected information value directly in the physical space. This results in an efficient planning algorithm that simultaneously gathers information while grasping. We have also shown that our approach i) does not require a mesh model of the object to be grasped and ii) is not limited to grasp convex objects. We used a point cloud object model (PCOM) to represent the objects and presented i) a tactile observation model for PCOMs and ii) a point-cloud based collision detection for non-convex objects that can be efficiently integrated into the planner.

Experiments have shown that our approach (IR3ne) is effective in modifying reach-to-grasp trajectories to maximise the expected information gain while bringing the hand to a grasp configuration which is likely
to succeed. In line with results in literature, we confirm that sequential re-planning achieves success rates which are higher than the success rates achieved with simple grasp attempts. Furthermore, IR3ne proves to require fewer re-planning iterations than conventional planning methods and improve up to 50% the proportion of grasps that succeed on a first attempt. In contrast to conventional belief state planning algorithms, the experimental results confirm that our approach does not need to localise the object above a threshold of confidence to converge to a grasp.

The choice of a PCOM limits predictions of the object motion consequent to a contact. Even a light contact might move the object to a potentially unstable configuration. Future work will relax the assumption that tactile contacts have no physical effects. In addition, the incompleteness of the object model might have an effect on the detection of collisions during planning, such as generating trajectories which pass through the real target object. The current implementation of the algorithms interprets such contacts as unexpected observations which trigger re-planning. As future work, we have the intent to extend the planner to account for the likelihood that the unexpected contact was due to erroneous or incomplete shape information. Ideally, this would result in a SLAM problem, i.e., simultaneously localise an object while also mapping its shape, during iterative reach-to-grasp trajectories.
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