Legendre Transformation of the Luttinger–Ward Functional from the Bare Interaction Vertex to the Renormalized One
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On the basis of the Luttinger–Ward functional for interacting many-body systems given in terms of full Green’s function \( G \) and the bare interaction vertex \( \Gamma^{(0)} \), we develop a novel Legendre transformation to express the grand thermodynamic potential \( \Omega \) as a functional of \( G \) and the renormalized interaction vertex \( \Gamma \) so that (i) \( G \) and \( \Gamma \) obey the stationarity conditions \( \delta \Omega / \delta G = 0 \) and \( \delta \Omega / \delta \Gamma = 0 \) and (ii) \( \Gamma \) reduces to \( \Gamma^{(0)} \) in the weak-coupling limit. The formalism enables us to perform microscopic studies of thermodynamic, single-particle, and two-particle properties in a unified self-consistent-conserving framework.

PACS numbers:

I. INTRODUCTION

The purpose of the present study is to express the grand thermodynamic potential \( \Omega \) as a functional of full Green’s function \( G \) and the renormalized interaction vertex \( \Gamma \) to incorporate single-particle excitations and collective fluctuations microscopically into thermodynamics. So far, the vertex renormalization has been performed mostly by procedures with no explicit connection to \( \Omega \), such as the \( T \)-matrix or shielded-potential approximation, but we then encounter a difficulty in taking the resulting vertex into \( \Omega \). Expressing \( \Omega \) in terms of \( \Gamma \) is prerequisite to quantitative calculations of thermodynamics with two-particle or collective excitations, especially around emerging ordered phases where those fluctuations become dominant.

The topic was pioneered by De Dominicis and Martin, who introduced the Legendre transformation of \( \Omega \) as a key factor in performing the renormalizations at various levels. Using this transformation, they presented a diagrammatic vertex renormalization procedure that relies on the topological structure of skeleton-type Feynman diagrams for \( \Omega \). However, no explicit proof has been given on the validity of assigning the same sign and weight as those of the bare perturbation expansion to \( \Omega \), and among the formalisms for \( \Omega \), no explicit proof has been given on the validity of assigning the same sign and weight as those of the bare perturbation expansion to \( \Omega \). However, solving the coupled equations, we can also obtain the two-particle Green’s function \( G^\ddagger \), as will be shown below. Thus, the present formalism provides a unified framework to study \( \Omega, G, G^\ddagger \) consistently and simultaneously. For example, it enables us to calculate free energy, magnetization, and susceptibility through magnetic transitions, incorporating single-particle and collective excitations on an equal footing.

This paper is organized as follows. In Sect. 2, we present the formulation. In Sect. 3, we provide several examples of approximate \( \Phi \) functionals for fermions. In Sect. 4, we provide concluding remarks. We use the units of \( \hbar = k_B = 1 \).

II. FORMULATION

A. Luttinger–Ward functional

We consider a system of identical bosons or fermions interacting via a two-body potential \( U(r_1 - r_2) \) in the coordinate-space representation. We focus on normal states for clarity, for which the Luttinger–Ward functional is given by

\[
\Omega = \frac{g}{\beta} \text{Tr} \left[ \ln \left( -\Sigma^{-1} \right) \right] + \Sigma G + \Phi.
\]  

(1)
Here, $\sigma$ takes +1 for bosons and −1 for fermions, $\beta$ is the inverse temperature, and $\mathcal{G}_0$ and $\Sigma$ respectively are noninteracting matrix Green’s function and self-energy whose rows and columns are specified by the index $l \equiv (\xi_1, \tau_1)$, where $\xi_1$ denotes the space-spin coordinates and $\tau_1$ is the imaginary time that lies in $[0, \beta]$. This functional satisfies the stationarity condition $\delta \Omega / \delta \mathcal{G} = 0$, which yields Dyson’s equation
\[
\mathcal{G}^{-1} = \mathcal{G}_0^{-1} - \Sigma,
\]
where the self-energy is defined by
\[
\Sigma(l', 1) = -\sigma \beta \frac{\delta \Phi}{\delta \mathcal{G}(l', 1')},
\]
A key quantity in Eq. (3) is the functional $\Phi$. To write it concisely, we introduce the bare symmetrized vertex,
\[
\Gamma^{(0)}(1'2', 12) \equiv U(r_1 - r_2) \delta(\tau_1 - \tau_2) \delta(l', 1) \delta(2', 2)
\]
\[+ \sigma \delta(l', 2) \delta(2', 1)],
\]
which represents the structure enclosed by the circle in Fig. 1 with the first two (latter two) arguments corresponding to outgoing (incoming) lines. Indeed, we can write $\Phi_c$ as a functional of $\Gamma^{(0)}$ alone as
\[
\Phi_c[\Gamma^{(0)}] = -\frac{1}{8\beta} \Gamma^{(0)}(1'2', 12) \Gamma^{(0)}(12, 1'2')
\]
\[+ \sigma^2 \frac{1}{2!2'} \Gamma^{(0)}(11', 22') \Gamma^{(0)}(22', 33') \Gamma^{(0)}(33', 11')
\]
\[+ \sigma^3 \Gamma^{(0)}(1'2', 12') \Gamma^{(0)}(2'3, 23') \Gamma^{(0)}(3'1, 31')
\]
\[\cdots \cdots .
\]
The prefactor of the right-hand side originates from the product of (i) $-\beta^{-1}$ in the definition of $\Omega$, (ii) $-(\frac{1}{\beta^3})$ from the expansion of $e^{-\beta H_{\text{int}}}$, (iii) $2!2'$ from the number of ways of connecting the creation and annihilation operators for the third diagram in Fig. 1, and (iv) $\sigma^2$, and $\sigma^3$, respectively, as appropriate for the fourth diagram in Fig. 1. Specifically on (iii), every factor 2 originates from choosing one of the two identical creation or annihilation operators in the interaction Hamiltonian to connect.

\section{Renormalized vertex and Legendre transformation}

Now, we perform the Legendre transformation for changing the variable $\Omega$ from $\Gamma^{(0)}$ to $\Gamma$. First of all, we define the renormalized vertex in terms of $\Phi_c$ in Eq. (8) by
\[
\tilde{\Gamma}(1'2', 12) \equiv -4\beta \frac{\delta \Phi_c}{\delta \Gamma^{(0)}(12, 1'2')}.\]

Practically, we should replace $\tilde{\Gamma}$ in the denominator by $\frac{4}{\beta} \Gamma^{(0)}(12, 1'2') + \sigma \Gamma^{(0)}(12, 2'1')$ to incorporate the symmetry of $\Gamma^{(0)}$ manifestly in the differentiations. Substitution of Eq. (5) into the right-hand side yields
\[
\tilde{\Gamma}(1'2', 12) = \Gamma^{(0)}(1'2', 12) - \frac{1}{2} \Gamma^{(0)}(1'2', 33') \Gamma^{(0)}(33', 12)
\]
\[- \sigma \Gamma^{(0)}(2'3, 23') \Gamma^{(0)}(3'1', 31)
\]
\[+ \sigma \Gamma^{(0)}(1'3, 23') \Gamma^{(0)}(3'2', 31') + \cdots \cdots .
\]

which certainly reduces to $\Gamma^{(0)}$ in the weak-coupling limit. Equation (10) enables us to express $\Gamma^{(0)}$ as a functional of $\tilde{\Gamma}$. We then perform the Legendre transformation,
\[
\Phi_L[\tilde{\Gamma}] \equiv \frac{1}{4\beta} \tilde{\Gamma}(1'2', 12) \tilde{\Gamma}(12, 1'2') + \Phi_c[\Gamma^{(0)}],
\]
which satisfies
\[
4\beta \frac{\delta \Phi_L[\tilde{\Gamma}]}{\delta \tilde{\Gamma}(12, 1'2')} = \Gamma^{(0)}(1'2', 12),
\]
Indeed, one can show by using Eq. (12) that
\[ \frac{\delta \Phi_c [\bar{\Gamma}(0), \bar{\Gamma}]}{\delta \bar{\Gamma}(1',1')} = 0 \quad (14) \]
holds. Note also that \( \Phi_c = \Phi_c \) is satisfied, as seen from Eqs. (14) and (13).

In summary, the grand thermodynamic potential is now given as a functional of \((G, \Gamma)\) by
\[ \Omega(G, \Gamma) = \frac{\sigma}{\beta} \text{Tr} \ln(-G_{0}^{-1} + \Sigma + \sum G) + \Phi_{MF}[G, \bar{\Gamma}(0)] \]
\[ + \Phi_c [\bar{\Gamma}(0), \bar{\Gamma}], \quad (15) \]
which is stationary with respect to the variations of both \(G\) and \(\Gamma\), as given explicitly by Eqs. (2) and (13). The corresponding self-energy is defined by
\[ \Sigma(1',1) = -\sigma \frac{\delta (\Phi_{MF} + \Phi_c)}{\delta G(1,1')} \quad (16) \]
instead of Eq. (3). Noting Eq. (14), we can perform the differentiation of \(\Phi_c\) with respect to \(G\) by considering only the dependence through \(\bar{\Gamma}(0)\) given by Eq. (7). We thereby obtain
\[ \Sigma(1',1) = \Sigma_{MF}(1',1) \]
\[ + \frac{\sigma}{4} \bar{\Gamma}(0)(3'4',12)G(2,2')\Gamma(1'2',34)G(3,3')G(4,4') \]
\[ + \frac{\sigma}{4} \bar{\Gamma}(0)(1'2',34)G(3,3')G(4,4')\Gamma(3'4',12)G(2,2'), \quad (17) \]
where \( \Sigma_{MF}(1',1) \equiv -\sigma \bar{\Gamma}(0)(1'2',12)G(2,2') \) is the mean-field self-energy and \( \Gamma \) is defined in terms of \( \bar{\Gamma} \) in the same way as Eq. (7).

This completes our basic formulation. Specifically, Dyson’s equation (2) with Eq. (17) and the stationarity condition \( \delta \Omega / \delta \bar{\Gamma} = 0 \) constitute a set of self-consistent (i.e., nonlinear) equations for \(G\) and \(\Gamma\). Substituting the solution into Eq. (15) yields the grand potential \(\Omega\).

### C. Two-particle Green’s function

The formalism also enables us to obtain the two-particle Green’s function,
\[ G_{11}(12,1'2') \equiv \langle \bar{T}_{r}\bar{\psi}(1)\bar{\psi}(2)\bar{\psi}^\dagger(2')\bar{\psi}^\dagger(1') \rangle, \quad (18a) \]
where \( \bar{T}_{r} \) is the time-ordering operator. Indeed, it is expressible as a sum of the disconnected and cumulant parts.\[ G_{11}(12,1'2') = G(1,1')G(2,2') + \sigma G(1,2')G(2,1') \]
\[ - G(1,3')G(2,4')\Gamma(3'4',34)G(3,1')G(4,2'), \quad (18b) \]
with \( G(1,1') \equiv -\langle \bar{T}_{r}\bar{\psi}(1)\bar{\psi}^\dagger(1') \rangle \). Equation (18b) can be regarded as defining the renormalized interaction vertex \( \Gamma \) in such a way that replacing \((G, \Gamma)\) by \((G_0, \bar{\Gamma}(0))\) yields the first-order perturbation result for \(G_{11}\). It tells us that, once \(G\) and \(\Gamma\) are known, we can also calculate the two-particle Green’s function. Thus, the present formalism enables us to study two-particle or collective excitations simultaneously with the free energy and single-particle excitations in a unified framework.

The validity of using the same \(\Gamma\) in Eq. (18b) as that in Eq. (17) can be confirmed in terms of the interaction energy. Specifically, it follows from Eqs. (5) and (18b) that the interaction energy is expressible as
\[ \langle \bar{H}_{\text{int}} \rangle = \frac{1}{4\beta} \bar{\Gamma}(0)(1'2',12)G_{11}(12,1'2'). \quad (19a) \]
On the other hand, by replacing \(\bar{H}_{\text{int}}\) by \(\bar{\Delta}H_{\text{int}}\), differentiating the resulting \(\Omega(\lambda)\) in terms of \(\lambda\), and setting \(\lambda = 1\), we also obtain
\[ \langle \bar{H}_{\text{int}} \rangle = -\frac{\sigma}{2\beta} \Sigma(1',1)G(1,1'). \quad (19b) \]
By substituting Eqs. (18b) and (17) into Eqs. (19a) and (19b), respectively, we obtain an identical expression for \(\langle \bar{H}_{\text{int}} \rangle\). This agreement shows the consistency of the present formulation, which generally cannot be reached by vertices obtained from the Bethe–Salpeter equation using \(\Gamma^{(i)} \propto \delta^2 \Phi / \delta G \delta G\) as the input called irreducible vertex.\[ 2,9,12 \]

### D. Comments

Four comments are in order concerning the formalism. First, the present definition of the renormalized vertex by Eq. (9) is advantageous over that of De Dominicis and Martin in terms of the following: (i) it is simple and algebraic without recourse to any topological structure of skeleton-type diagrams; (ii) it reduces to \(\Gamma^{(0)}\) instead of \(-\Gamma^{(0)}\) in the weak-coupling limit. The subsequent Legendre transformation from \(\Gamma^{(0)}\) to \(\Gamma\) can be performed straightforwardly from Eq. (11) down to Eq. (13).

Second, the formalism is conserving, i.e., it satisfies the particle, momentum, and energy conservation laws automatically. The proofs proceed in exactly the same way as those given for the Luttinger–Ward functional in terms of the self-energy in Eq. (10).

Third, Eq. (15) can be extended straightforwardly to ordered phases such as superconductivity and ferromagnetism, except for Bose–Einstein condensation: the case
of superconductivity will be presented below. Note in this context that, for fermions, the stationarity condition of \( \Omega \) with respect to the order parameter is naturally included in the stationarity condition of Green’s function in the static limit, which incorporates the possible emergence of spontaneous anisotropy or order.

Fourth, the formalism enables us to calculate thermodynamic, single-particle, and two-particle properties in a single consistent approximation scheme, in contrast to previous treatments where they have been studied by adopting different approximations, e.g., the mean-field approximation for \( (\Omega, G) \) and the random-phase approximation for \( G^\Gamma \). Moreover, it is applicable to both normal and ordered phases on an equal footing because of the self-consistency procedure for calculating \( (G, \Gamma) \), as already mentioned. These two features may be regarded as definite advantages of the present formalism, especially for describing collective fluctuations near second-order transitions. Note also that practical calculations of \( (\Omega, G, G^\Gamma) \) can be performed in terms of \( G \) and \( \Gamma^{(0)} \) alone without recourse to the Legendre transformation at all, by using Eqs. (19) and (13) additionally to study two particle properties such as transport coefficients.

## III. EXAMPLES FOR FERMIONS

We focus on the case of fermions with \( \sigma = -1 \) to present some examples of approximations, including one for superconductivity.

### A. Particle–particle scattering approximation

First, we consider the \( T \)-matrix approximation or particle–particle scattering approximation suitably generalized to incorporate the exchange process at each order. This is one of the exceptional cases where Eq. (10) can be inverted analytically to express \( \Gamma^{(0)} \) explicitly in terms of \( \Gamma \) satisfying the antisymmetry requirement: \( \Gamma (1'2', 12) = \Gamma (2'1', 12) \). Specifically, let us collect the series of the third and fifth contributions in Fig. 1 up to infinite order besides that of the second-order diagram. Accordingly, Eq. (8) is approximated by

\[
\Phi_c (\top^0) = \frac{1}{2\beta} \text{Tr} \left[ \ln \left( 1 + \frac{1}{2} \top^0 \right) - \frac{1}{2} \top^0 \right],
\]

where \( 1 \) and \( \top^0 \) are matrices whose elements are given by \( (11'') \equiv \delta(1, 2) \delta(1', 2') \) and \( (\top^0)_{11', 22'} = \top^0 (11', 22') \), and the logarithm is defined by the power series of \( \top^0 \). The differentiation of Eq. (9) yields

\[
\top = \top^0 \left( 1 + \frac{1}{2} \top^0 \right)^{-1}.
\]

The relation can be inverted as

\[
\top^{(0)} = \top^0 \left( 1 - \frac{1}{2} \top^0 \right)^{-1}.
\]

Substitution of Eq. (22) into Eq. (11) with Eq. (20) yields

\[
\Phi_L (\top) = \frac{1}{\beta} \text{Tr} \left[ -\ln \left( 1 - \frac{1}{2} \top^0 \right) - \frac{1}{2} \top^0 \right].
\]

By comparing Eq. (23) with Eq. (20), one realizes that the vertex renormalization cannot be carried out by assigning the same sign and weight to each skeleton diagram as those in the bare perturbation expansion, contrary to the assumption in Ref. 5. The transformation from Eq. (8) to Eq. (13) may be regarded as an algebraic Legendre transformation introduced without assuming the convexity of the original functional.

The above results can be put into more familiar expressions by replacing \( \top \rightarrow \top GG \) with \( (\top)_{11', 22'} = \Gamma (11', 22') \) and \( (GG)_{11', 22'} = G (1, 2) G (1', 2') \).

### B. Particle–hole scattering approximation

Second, we consider the shielded potential or particle–hole scattering approximation suitably generalized to incorporate the exchange process at each order. Specifically, let us collect the fourth and sixth diagrams in Fig. 1 up to infinite order besides that of the second-order diagram. Accordingly, Eq. (8) is approximated by

\[
\Phi_c (\top^0) = \frac{1}{2\beta} \text{Tr} \left[ \ln \left( 1 - \top^0 \right) + \top^0 + \frac{1}{4} \top^0 \right],
\]

where the matrix \( \top^0 \) is now defined by \( (11' | \top^0 | 22') = \top^0 (12', 12) \). Performing the differentiation of Eq. (9) yields

\[
\langle 11' \top 22' \rangle = \langle 11' \top^0 22' \rangle + \langle 11' \top^0 \rangle \langle 22' \rangle \left( 1 - \top^0 \right)^{-1} + \langle 12' \top^0 \rangle \langle 21' \rangle \left( 1 - \top^0 \right)^{-1}.
\]

In general, the equation can only be inverted numerically to write \( \top^0 \) in terms of \( \Gamma \) owing to the presence of the exchange contribution given by the third term on the right-hand side.

On the other hand, we can express \( \Omega \) analytically in terms of a renormalized vertex \( \Gamma^{(ph)} \) without the antisymmetry. Specifically, we introduce \( \Gamma^{(ph)} (11', 22') = \langle 11' \top^{(ph)} 22' \rangle \) by performing the differentiation of Eq. (9) without taking the antisymmetry of \( \top^0 \) into account to obtain

\[
\Gamma^{(ph)} = \top^0 + 2 \top^0 \left( 1 - \top^0 \right)^{-1}.
\]

The relation can be inverted algebraically as

\[
\top^0 = \frac{1}{2} \left( \top + \Gamma^{(ph)} \right) + \frac{1}{2} \left[ 4 \top + 6 \Gamma^{(ph)} + \left( \Gamma^{(ph)} \right)^2 \right]^{-1}.
\]
The functional $\Phi_L[\Gamma^{(\text{ph})}]$ can be constructed by substituting Eq. (27) into Eq. (11) with Eq. (24). The resulting expression can be put into a more familiar form by the replacement $\Gamma^{(\text{ph})} \to \Gamma^{(\text{ph})}GG^T$ with $(GG^T)_{11',22'} = G(1,2)G(2',1')$. The functional $\Phi[\Gamma^{(\text{ph})}]$ corresponds to the Luttinger–Ward $\Phi$ functional given in terms of $U$ instead of $\Gamma^{(0)}$. It remains to be clarified how neglecting the antisymmetry requirement affects various results. In this context, it is definitely necessary for calculating Eq. (35) to substitute $1/2[\Gamma^{(\text{ph})}(3',4,34) - \Gamma^{(\text{ph})}(4',3,34)]$ into $\Gamma(3',4',34)$ so as to reproduce the antisymmetry of $G^{(1)}$ appropriately.

C. Fluctuation exchange approximation

Third, we consider the fluctuation exchange (FLEX) approximation of collecting the third to sixth diagrams in Fig. 1 up to infinite order besides that of the second-order diagram. There are two ways of performing the renormalization.

The first one is to solve Eq. (11) in the FLEX approximation to obtain a single renormalized $\bar{\Gamma}$. This approach is advantageous in that the mixing between the particle–particle and particle–hole channels is naturally incorporated, but the approach will also be numerically much more demanding.

The second one neglects the antisymmetry requirement and introduces two kinds of renormalized vertices corresponding to the particle–particle and particle–hole channels. Specifically, we introduce matrices $\bar{1}$, $\bar{\Gamma}^{(0)}$, and $\bar{C}$ through

\[
\begin{align*}
(\bar{1})_{11',22'}^{11',22'} & = \begin{bmatrix} \delta(1,2)\delta(1',2') & 0 \\ 0 & \delta(1,2)\delta(1',2') \end{bmatrix}, \\
(\bar{\Gamma}^{(0)})_{11',22'}^{11',22'} & = \begin{bmatrix} \bar{\Gamma}^{(0)}(11',22') & 0 \\ 0 & -\bar{\Gamma}^{(0)}(12',1'2) \end{bmatrix}, \\
(\bar{C})_{11',22'}^{11',22'} & = \begin{bmatrix} 2\delta(1,2)\delta(1',2') & 0 \\ 0 & \delta(1,2)\delta(1',2') \end{bmatrix},
\end{align*}
\]


to incorporate the two channels independently. Equation (28) is then approximated by

\[
\Phi_c[\Gamma^{(0)}] = \frac{1}{2\beta} \text{Tr} \left[ \ln(\bar{1} + \bar{\Gamma}^{(0)}) - \bar{\Gamma}^{(0)} + \frac{1}{3}(\bar{\Gamma}^{(0)})^2 \right].
\]

The factor $1/2$ originates from our specific choice of dividing the second-order process into the particle–particle and particle–hole channels with the ratio 1:2, but note that there is arbitrariness in how the ratio is chosen. Since Eq. (29) is diagonal in the particle–particle and particle–hole indices, we can perform the differentiation of Eq. (10) easily to obtain

\[
\bar{\Gamma} = \begin{bmatrix} \Gamma^{(\text{pp})} & 0 \\ 0 & \Gamma^{(\text{ph})} \end{bmatrix},
\]

where $\Gamma^{(\text{pp})}$ and $\Gamma^{(\text{ph})}$ are defined in terms of Eqs. (21) and (20), respectively, by subtracting $\bar{\Gamma}_{11,22}^{(0)}$ and $\bar{\Gamma}_{12,1'2}^{(0)}$; note the difference in the definitions of $\Gamma^{(0)}$ between them. Equation (30) can be used to express $\Gamma^{(0)}$ as a functional of $\bar{\Gamma}$. Substituting it into Eq. (11) with Eq. (29), we obtain $\Phi_L[\bar{\Gamma}]$.

D. FLEX-S approximation for superconductivity

The FLEX approximation can be generalized concisely into the FLEX-S approximation for describing superconductivity. We will discuss the vertex renormalization in the FLEX-S approximation without requiring antisymmetry.

Let us express Eq. (22) in a symmetric form with respect to $(\bar{\psi},\bar{\psi}^\dagger) \equiv (\bar{\psi}_1,\bar{\psi}_2)$ as

\[
\hat{H}_{\text{int}} = \frac{1}{4\beta} \Gamma_{i'j'1'2}^{(0)}(1'1,2'2) \\
	imes \hat{N}_{i3} \bar{\psi}_{3-i'}(1') \bar{\psi}_i(1) \bar{\psi}_{3-j'}(2') \bar{\psi}_j(2),
\]

where $\hat{N}$ is the normal-ordering operator of placing creation operators to the left, and $\Gamma_{i'j'1'2}^{(0)}$ is defined in terms of $\Gamma^{(0)}(1'2',12)$ in Eq. (11) by

\[
\Gamma_{i'j'1'2}^{(0)} = \delta_{ij} \delta_{i'j'} \Gamma_{1'2}^{(0)}(1'2',12) \\
- \delta_{i3-j} \delta_{i'j'} \Gamma_{1'2}^{(0)}(1'1,2'2),
\]

having the symmetry $\Gamma_{i'j'1'2}^{(0)}(1'1,2'2) = \Gamma_{j'i'1'2}^{(0)}(1'2',1'1) = -\Gamma_{i'j'1'2}^{(0)}(1'2,1'2') = -\Gamma_{j'i'1'2}^{(0)}(1'1,2'1')$. The equivalence of Eqs. (31) and (32) can be seen easily by substituting Eq. (22) into the latter and rearranging the resulting expression in the normal order to remove $\hat{N}$. The advantage of Eq. (32) lies in the equivalence of the four field operators. Indeed, by using the symmetry of $\Gamma_{i'j'1'2}^{(0)}$ and the anti-commutation relations of the field operators under $\hat{N}$, we can place each of $\bar{\psi}_{3-j'}(2')$ and $\bar{\psi}_j(2)$ right next to $\bar{\psi}_{3-i'}(1')$ and transform the resulting expression into the same form as Eq. (31) through a change of variables. This equivalence enables us to perform the perturbation expansion of $\Phi$ in $\hat{H}_{\text{int}}$ concisely in terms of the Feynman diagrams of Fig. 2 without arrows, where an
and subsequently multiply it by a combinatorial factor originating from the equivalence of the four field operators. By introducing matrices $1_{G}$ in the definition of Eq. (35b), we can thereby express the $Φ$ functional in the FLEX-S approximation as $Φ = Φ_{MF} + Φ_{c}$ with

$$Φ_{MF} = -\frac{1}{8β} Tr \left[ Γ_{(0)} GG^{T} \right],$$

$$Φ_{c} = \frac{1}{2β} Tr \left[ \ln \left( 1 - \frac{1}{2} Γ_{(0)} GG^{T} \right) + \frac{1}{2} Γ_{(0)} GG^{T} \right. + \left. \frac{1}{12} \left( Γ_{(0)} GG^{T} \right)^{2} \right].$$

See Eq. (28) of Ref. 16 and note the differences of factor in the normal-state limit of $G_{12} = G_{21} = 0$. By decomposing $G = G^{T}G^{T} + (1_{G}G^{T})1_{G}$, we can express Eq. (35b) as a functional of

$$\bar{Γ}^{(0)} = \frac{1}{2} \left( Γ^{(0)} GG^{T} \right)^{1/2} \left( Γ^{(0)} GG^{T} \right)^{1/2}$$

alone by the replacement $ Γ_{(0)} GG^{T} → \bar{Γ}^{(0)}$. Equation (9) is now changed into $\bar{Γ}^{'(0)} = -4βΦ_{c}/δΓ_{(0)}$, and the substitution of Eq. (35b) into its right-hand side yields

$$\bar{Γ}^{'(0)} = \frac{1}{2} \left( \frac{1}{2} + \frac{3}{2} \frac{1}{2} \frac{1}{2} \right) + \frac{1}{4} \left( \frac{1}{4} + 5 \frac{1}{4} \frac{1}{4} \right)^{1/2}. $$

The relation can be inverted algebraically as

$$\bar{Γ}^{'(0)} = -\frac{1}{2} \left( 1 + \frac{1}{2} \frac{1}{2} \right) + \frac{1}{2} \left( 1 + \frac{5}{4} \frac{1}{4} \frac{1}{4} \right)^{1/2}. $$

We then perform the Legendre transformation

$$Φ_{L}[\bar{Γ}] = \frac{1}{4β} Tr \bar{Γ}^{'(0)} + Φ_{c}[\bar{Γ}^{(0)}],$$

which satisfies $\bar{Γ}^{(0)} = 4βΦ_{c}/δΓ$, and introduce

$$\bar{Γ}^{(0)} = \frac{1}{4β} Tr \bar{Γ}^{(0)} + Φ_{L}[\bar{Γ}].$$

The grand thermodynamic potential $Ω = Ω[\bar{Γ}, \Gamma]$ is given in terms of Eq. (40) by

$$Ω = -\frac{1}{2β} Tr \left[ ln(−G_{i}^{-1} + Γ) + G_{i} Γ_{j} + Φ_{MF} + Φ_{c} \right].$$

See Eq. (11) of Ref. 16. It satisfies $δΩ/δG = 0$ and $δΩ/δΓ = 0$.

IV. CONCLUDING REMARKS

We have developed a formalism of calculating the grand thermodynamic potential $Ω$, one-particle Green’s function $G$, and the functional form of $\bar{Γ}$ to clarify collective-mode contributions to thermodynamic observables. Generalizing the formalism to describe Bose–Einstein condensates with a finite average particle energy in the single-particle channel.

A way to incorporate single-particle and collective excitations simultaneously into calculations of thermodynamic observables has been sought over many decades with no definite answer reached yet apparently. Back in the 1960, Doniach and Engelsberg expressed the interaction energy of nearly ferromagnetic Fermi liquids in terms of the magnetic susceptibility in the random-phase approximation obtained earlier by Izuyama et al. integrated it in terms of the coupling constant to extract the extra free energy due to spin fluctuations, and obtained a qualitative fit to the low-temperature specific heat of $^{3}$He that exhibits a logarithmic non-Fermi-liquid behavior (see Ref. 19 for more references on the subject). The approach has also been adopted by Moriya in constructing the theory of itinerant electron magnetism, where susceptibility is expressed in terms of several phenomenological parameters whose values can be extracted from experiments. On the other hand, the logarithmic corrections to Landau’s Fermi-liquid theory observed in various physical quantities have been described alternatively by introducing the concept of statistical quasiparticle energy in the single-particle channel. The extensive references on the subject given in Ref. 19 indicates the absence of any established microscopic framework for treating single-particle and collective excitations simultaneously and consistently for calculating thermodynamic observables such as specific heat. The situation
was unchanged until today, as may be seen in a recent attempt to incorporate collective Cooper-pair fluctuations into the Fermi liquid theory near superfluid transitions. The present formalism, which can handle \((\Omega, G, G^\dagger)\) microscopically and simultaneously in a unified consistent manner, is expected to provide a firm basis for studying the two kinds of contributions to thermodynamic observables quantitatively.
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