Artificial intelligence assessment for early detection and prediction of renal impairment using electrocardiography
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Abstract

Purpose Although renal failure is a major healthcare burden globally and the cornerstone for preventing its irreversible progression is an early diagnosis, an adequate and noninvasive tool to screen renal impairment (RI) reliably and economically does not exist. We developed an interpretable deep learning model (DLM) using electrocardiography (ECG) and validated its performance.

Methods This retrospective cohort study included two hospitals. We included 115,361 patients who had at least one ECG taken with an estimated glomerular filtration rate measurement within 30 min of the index ECG. A DLM was developed using 96,549 ECGs of 55,222 patients. The internal validation included 22,949 ECGs of 22,949 patients. Furthermore, we conducted an external validation with 37,190 ECGs of 37,190 patients from another hospital. The endpoint was to detect a moderate to severe RI (estimated glomerular filtration rate < 45 ml/min/1.73m2).

Results The area under the receiver operating characteristic curve (AUC) of a DLM using a 12-lead ECG for detecting RI during the internal and external validation was 0.858 (95% confidence interval 0.851–0.866) and 0.906 (0.900–0.912), respectively. In the initial evaluation of 25,536 individuals without RI patients whose DLM was defined as having a higher risk had a significantly higher chance of developing RI than those in the low-risk group (17.2% vs. 2.4%, p < 0.001). The sensitivity map indicated that the DLM focused on the QRS complex and T-wave for detecting RI.

Conclusion The DLM demonstrated high performance for RI detection and prediction using 12-, 6-, single-lead ECGs.
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Abbreviations

AUC Area under the receiver operating characteristic curve
CI Confidence interval
DLM Deep learning model
ECG Electrocardiography
eGFR Estimated glomerular filtration rate
MSH Mediplex Sejong Hospital
NPV Negative predictive value
PPV Positive predictive value
RI Renal impairment
SD Standard deviation
SGH Sejong General Hospital
2D 2 Dimensional
1D 1 Dimensional
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Introduction
Renal impairment (RI), including chronic kidney disease and acute kidney injury, is an important contributor to morbidity and mortality. Globally, in 2017, over 1.2 million people died from RI [1]. The treatment cost for RI increases with the availability of renal replacement techniques, resulting in a life-saving but expensive treatment in the long term for patients with end-stage kidney disease [1]. The number of people currently receiving renal replacement therapy exceeds 2.5 million and is projected to double to approximately 5.4 million by 2030 [2]. RI is emerging as a major healthcare burden worldwide, and 2.3–7.1 million adults die from a lack of access to renal replacement therapy [2]. The cornerstone to prevent irreversible progression of RI and initiate appropriate treatment is the early detection of RI [3, 4].

However, most cases of mild kidney function decline are asymptomatic, and the symptoms for the progression of the disease are vague and nonspecific [5]. A diagnostic test for renal failure includes a laboratory examination to measure the creatinine and blood urea nitrogen and calculate the glomerular filtration rate [6]. Laboratory tests are invasive, expensive, and require specialized equipment and infrastructure, such as trained medical staff for blood sampling and a hematologic analysis machine for assessment with biochemical reagents. Therefore, detecting RI in daily living is impossible, and screening for RI is difficult in low-income countries [7].

RI is associated with electrolyte imbalance, volume overload, and hypertension and also affects cardiac function [8–10]. RI is a known cause of diastolic dysfunction, left ventricular hypertrophy, arrhythmia, and heart failure and is associated with increased cardiovascular mortality [11, 12]. In several studies, RI was shown to change the morphology of an electrocardiogram (ECG), and researchers suggested that the alteration of cardiac function and electrolyte imbalance affects an ECG [13–15]. However, it is not easy to detect such subtle and non-linear ECG changes; hence, the current state of the ECG is not useful for detecting RI. Screening and detecting RI with an ECG would be useful because patients suspected to have RI could be referred for confirmatory laboratory tests.

In this study, we aimed to develop and validate a deep learning-based artificial intelligence model (DLM) for detecting RI using ECG. Deep learning has previously been used in the medical field to identify lesions and is currently used to analyze ECGs to diagnose heart failure, valvular heart disease, anemia, and coronary artery disease [16–24]. We hypothesized that a DLM could effectively screen for RI.

Methods
Study design and population
We conducted a retrospective, multicenter, diagnostic study in which a DLM was developed using ECGs, and then, it was internally and externally validated. We excluded individuals with missing demographic, ECG, and laboratory examination information. Data from Sejong General Hospital (SGH) were used for development and internal validation. In SGH, we identified patients with at least one standard digital 10-s 12-lead ECG acquired in the supine position within the study period (October 1, 2016 to August 31, 2020) and at least one renal laboratory panel for serum creatinine and blood urea nitrogen obtained within 30 min of the index ECG. The individuals who visited SGH for inpatient, outpatient, emergency, and health checkup clinic were the study population for the development and internal validation datasets of the DLM. As shown in Supplementary Figure S1, patients who underwent a follow-up laboratory examination after an initial evaluation were assigned to an internal validation dataset. Patients who had no follow-up laboratory exam were assigned to a development dataset that was used to develop the DLM. Subsequently, we evaluated the accuracy of the DLM using the internal validation dataset. Data from Mediplex Sejong Hospital (MSH) were used for external validation. We identified the patients who were admitted to MSH during the study period (March 1, 2017 to August 31, 2020) and who had at least one ECG and at least one renal laboratory panel for serum creatinine and blood urea nitrogen obtained within 30 min of the index ECG. Because the purpose of the validation data was to assess the accuracy of the algorithm, we used only one ECG of each patient for the internal and external validation datasets, i.e., the ECG obtained closest to the patient’s laboratory exam during the study period.

This study was approved by the institutional review boards of the SGH and MSH. Clinical data, including digitally stored ECGs, the laboratory examination results of the renal panel, age, and sex of patients were obtained from both hospitals. Both institutional review boards waived the need for informed consent because of the retrospective nature of the study using fully anonymized ECG and health data and causing minimal harm.

Procedures
The predictor variables used were ECG, age, and sex. Digitally stored 12-lead ECG data, amounting to 5000 data points for each lead, were recorded for 10 s (500 Hz). We
removed 1 s each at the beginning and end of each ECG because they had more artifacts than other parts. Therefore, the length of each ECG was 8 s (4000 data points). We created a dataset using the entire 12-lead ECG data. In addition, we used partial datasets from 12-lead ECG data, such as limb six-lead and single lead (I). We selected the sets of leads because these leads could easily be recorded by wearable and pad devices in contact with the hands and legs. Consequently, when we developed and validated an DLM using 12-lead ECGs, we used a dataset of two-dimensional (2D) data of 12 × 4000 data points. When we developed and validated an algorithm using six-lead ECGs, we used datasets of 6 × 4000 data points, and when using single-lead ECGs, we used datasets of 1 × 4000 data points.

The primary endpoint of this study was a moderate to severe RI, which was defined as the estimated glomerular filtration rate (eGFR) under 45 ml/min per 1.73 m². The eGFR was calculated using the modification of diet in the renal disease study equation (eGFR = 175 × (serum creatinine)−1.154 × (age)−0.203 × 0.742 [if female] × 1.212 [if Black]) [25, 26]. The secondary endpoint was a mild to severe RI, which was defined as an eGFR under 60 ml/min per 1.73 m².

The DLM was developed using several hidden layers of neurons to learn complex hierarchical non-linear representations from the data. A residual block with six stages included two convolution layers, two batch normalizations, one max-pooling, and one dropout layer repeated, as shown in Fig. 1. We used 1 × 4 max-pooling layers between blocks 1 and 4 and 2 × 4 max-pooling layers between blocks 4 and 6. The last convolutional layer of the residual block was connected to a flattened layer, which was fully connected to the one-dimensional (1D) layer composed of 256 nodes. The input layer of epidemiology data (age and sex) was concatenated with the 1D layer. Two fully connected 1D layers were connected to the output node, which was composed of one node. The output node used a softmax function as an activation function because the output of the softmax function was between 0 and 1. The architecture of the DLM was evaluated and verified using a grid search. We developed additional DLM using limb six-lead and single-lead (I) ECGs.

Statistical analysis

Continuous variables were presented as mean values (standard deviation, SD) and compared using the unpaired Student’s t-test or Mann–Whitney U test (if variables were found to be not normally distributed). We checked the homogeneity of the variance when using the unpaired Student’s t-test. Categorical variables were expressed as frequencies and percentages and compared using the χ² test. At each input (ECG) of validation data, the DLM calculated the possibility of a primary endpoint in the range from 0 (a non-moderate to severe RI) to 1 (a moderate to severe RI). To verify the DLM performance, we compared the possibility calculated by the DLM with the presence of a moderate to severe RI in the internal and external validation datasets. To achieve this, we used the area under the receiver operating characteristic curve (AUC). The performance of the DLM for detecting the secondary endpoint, i.e., a mild to severe RI, was similarly verified using AUC. We applied the cutoff point to internal and external validation data to calculate sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). Sensitivity, specificity, PPV, and NPV were confirmed at the operating point from Youden J statistics in the development data [27]. Exact 95% confidence intervals (CIs) were used for all measures of diagnostic performances, except for AUC. The CIs for AUC were determined based on the Sun and Su optimization of the De-long method using the pROC package in R (The R Foundation for Statistical Computing, Vienna, Austria). We evaluated the p-value of the difference between the AUCs using the bootstrap methods. The bootstrap operation for p-value was performed with non-parametric resampling and the percentile method. The number of bootstrap replicates was 2000, which was recommended by Carpenter and Bithell [28]. A significant difference in patient characteristics was defined as a two-sided p value of less than 0.001. We also calculated effect size of results. The effect size was calculated using the bootstrap method. We defined effect sizes of 0.2, 0.5, 0.8 as indicative of small, moderate, and large clinical changes [29]. Statistical analyses were computed using R software, version 3.4. In addition, we used PyTorch’s open-source software library as the backend and Python (version 3.6) for the analysis.

Visualizing developed XDM for interpretation

To understand the developed model and compare it to existing medical knowledge, it was necessary to identify a region that had a significant effect on the decision of the developed DLM. We employed a sensitivity map using a saliency method [30, 31]. The map was computed using the first-order gradients of the classifier probabilities with respect to the input signals; if the probability of a classifier was sensitive to a specific region of the signal, the region would be considered as significant in the model. In other words, we verified the region of ECG that was associated with RI using a sensitivity map. We used a gradient class activation map as a sensitivity map, and we guided the gradient backpropagation method. Further, we verified the variable importance of ECG features, age, and sex in logistic regression, random forest, and deep learning using the deviance difference, mean decreased Gini, and relative importance based on Garson’s algorithm, respectively [32]. A logistic regression model was derived using the maximum likelihood method to calculate coefficients via “glmulti” packages in
We used iteratively reweighted least squares (IWLS) to fit the final model. In logistic regression, R-squared was calculated using the Cox and Snell method. The random forest model consisted of 20,000 decision trees using the “randomForest” package in R. Additionally, the AUROC between the
Table 1 Baseline characteristics

| Characteristic                  | Development and internal validation dataset (Hospital A) | External validation dataset (Hospital B) | $P^c$ |
|---------------------------------|---------------------------------------------------------|-----------------------------------------|------|
|                                 | $n=78,171$                                               | $n=37,190$                              |      |
|                                 | Non-renal impairment | Renal impairment | Effect size (95% CI)$^a$ | $p^b$ | Non-renal impairment | Renal impairment | Effect size (95% CI)$^a$ | $p^b$ |
| Study population, $n$ (%)       | 72,393 (92.6) 5778 (7.4)                                 | 35,606 (95.7) 1584 (4.3)                | <0.001 |
| Age, years, mean (SD)           | 80.18 (15.04) 64.28 (10.49) −1.08 (−1.11 to −1.05) | 86.32 (16.20) 65.84 (12.55) −1.21 (−1.26 to −1.16) | <0.001 <0.001 |
| Male, $n$, (%)                  | 39,026 (53.9) 2,384 (41.3)                              | 17,386 (48.8) 703 (44.4)                | <0.001 0.001 |
| Heart rate, bpm (SD)            | 71.26 (16.57) 78.76 (22.37) 0.44 (0.41–0.47)           | 71.25 (15.66) 81.51 (22.85) 0.64 (0.59–0.69) | <0.001 0.262 |
| PR interval, ms, mean (SD)      | 171.36 (29.03) 181.26 (41.11) 0.33 (0.30–0.36)         | 166.07 (25.91) 176.68 (36.38) 0.40 (0.35–0.45) | <0.001 <0.001 |
| QT interval, ms, mean (SD)      | 406.32 (40.18) 411.77 (55.95) 0.13 (0.10–0.16)         | 401.06 (37.32) 403.23 (56.70) 0.06 (0.01–0.11) | 0.027 <0.001 |
| QRS duration, ms, mean (SD)     | 96.45 (17.46) 102.44 (24.40) 0.33 (0.30–0.36)          | 94.42 (14.45) 100.18 (23.00) 0.39 (0.34–0.44) | <0.001 <0.001 |
| QTc, ms, mean (SD)              | 436.54 (33.07) 460.20 (42.46) 0.70 (0.67–0.73)         | 431.51 (30.68) 458.43 (42.60) 0.86 (0.81–0.91) | <0.001 <0.001 |
| P axis, mean (SD)               | 43.58 (29.51) 41.71 (40.63) −0.06 (−0.09 to −0.03)    | 44.35 (27.26) 41.35 (35.47) −0.11 (−0.16 to −0.06) | <0.001 <0.001 |
| R axis, mean (SD)               | 38.59 (43.52) 31.86 (52.46) −0.15 (−0.18 to −0.13)    | 41.35 (38.96) 26.28 (47.25) −0.38 (−0.43 to −0.33) | <0.001 <0.001 |
| T axis, mean (SD)               | 43.92 (46.89) 68.05 (69.89) 0.49 (0.47–0.52)           | 38.31 (35.45) 68.18 (64.66) 0.80 (0.75–0.85) | <0.001 <0.001 |
| EGFR, mean (SD)                 | 88.08 (20.48) 29.79 (11.83) −2.92 (−2.95 to −2.89)    | 97.73 (22.24) 26.29 (13.37) −3.26 (−3.31 to −3.20) | <0.001 <0.001 |

$^a$Standardized mean difference or Odds ratio

$^b$The alternative hypothesis for this $p$ value was that there was a difference between the renal impairment and non-renal impairment

$^c$The alternative hypothesis for this $p$ value was that there is a difference between hospital A (derivation and internal validation data group) and hospital B (external validation group) for each variable
Internal validation for detecting moderate to severe renal impairment

- DLM using 12-lead ECG (AUC=0.858)
- DLM using 6-lead ECG (AUC=0.852)
- DLM using single-lead ECG (AUC=0.842)

External validation for detecting moderate to severe renal impairment

- DLM using 12-lead ECG (AUC=0.906)
- DLM using 6-lead ECG (AUC=0.901)
- DLM using single-lead ECG (AUC=0.892)

Internal validation for detecting mild to severe renal impairment

- DLM using 12-lead ECG (AUC=0.846)
- DLM using 6-lead ECG (AUC=0.843)
- DLM using single-lead ECG (AUC=0.833)

External validation for detecting mild to severe renal impairment

- DLM using 12-lead ECG (AUC=0.901)
- DLM using 6-lead ECG (AUC=0.899)
- DLM using single-lead ECG (AUC=0.892)

| AUC   | p    | Effect size | SEN  | SPE  | PPV  | NPV  |
|-------|------|-------------|------|------|------|------|
| Detecting moderate to severe renal impairment (eGFR < 45) | | | | | | |
| DLM using 12-lead ECG | 0.858 (0.851-0.866) | 0.851 (0.836-0.867) | 0.719 (0.713-0.725) | 0.220 (0.211-0.230) | 0.981 (0.976-0.983) | 0.006 (0.900-0.912) |
| DLM using 6-lead ECG | 0.852 (0.845-0.859) | -<0.001 | 0.141 (0.011-0.117) | 0.837 (0.823-0.853) | 0.723 (0.717-0.729) | 0.220 (0.211-0.229) | 0.979 (0.975-0.982) | 0.001 (-0.005-0.008) | 0.008 (0.000-0.013) | 0.895 (0.873-0.906) | 0.783 (0.772-0.781) | 0.150 (0.143-0.158) | 0.995 (0.993-0.995) |
| DLM using single-lead ECG | 0.842 (0.834-0.850) | -<0.001 | 0.026 (0.002-0.030) | 0.801 (0.783-0.818) | 0.737 (0.731-0.743) | 0.221 (0.212-0.221) | 0.975 (0.973-0.978) | 0.092 (0.086-0.099) | 0.023 (0.019-0.027) | 0.899 (0.852-0.885) | 0.783 (0.779-0.787) | 0.151 (0.144-0.158) | 0.993 (0.992-0.994) |

| AUC   | p    | Effect size | SEN  | SPE  | PPV  | NPV  |
|-------|------|-------------|------|------|------|------|
| Detecting mild to severe renal impairment (eGFR < 60) | | | | | | |
| DLM using 12-lead ECG | 0.846 (0.840-0.852) | 0.840 (0.829-0.851) | 0.701 (0.695-0.708) | 0.391 (0.381-0.401) | 0.951 (0.947-0.954) | 0.091 (0.086-0.096) |
| DLM using 6-lead ECG | 0.843 (0.837-0.849) | 0.021 | 0.009 (0.000-0.009) | 0.795 (0.780-0.805) | 0.744 (0.738-0.751) | 0.414 (0.403-0.425) | 0.940 (0.937-0.944) | 0.089 (0.084-0.094) | 0.057 (0.040-0.070) | 0.859 (0.847-0.872) | 0.783 (0.779-0.789) | 0.279 (0.266-0.291) | 0.984 (0.982-0.985) |
| DLM using single-lead ECG | 0.833 (0.827-0.840) | -<0.001 | 0.027 (0.021-0.033) | 0.808 (0.797-0.820) | 0.766 (0.760-0.771) | 0.386 (0.376-0.396) | 0.942 (0.938-0.946) | 0.092 (-0.001-0.017) | 0.017 (0.013-0.021) | 0.835 (0.822-0.848) | 0.809 (0.804-0.812) | 0.286 (0.276-0.295) | 0.982 (0.980-0.983) |
Verifying DLM performance to predict RI development as subgroup analysis

We hypothesized that the ECGs would display subtle abnormal patterns in the pre-RI phase and that the developed DLM would classify certain cases as abnormal, yielding a false positive test (a study subject classified as having RI but considered as non-RF) as the initial result. We conducted a subgroup analysis of patients who underwent follow-up laboratory examinations in the internal and external validation datasets. The difference in date between the initial and follow-up echocardiography data was over 14 days. Among those patients, we verified the development of RI in patients who were initially considered non-RI, whose eGFR was 60 ml/min per 1.73 m² or over. The DLM was categorized into high- and low-risk groups based on the risk score using cutoff values, which were determined using the Youden’s J statistic with the development dataset. We used the Kaplan–Meier method to analyze the RI development over 24 months.

Results

The eligible population included 78,188 and 37,201 patients from SGH and MSH, respectively. We excluded 17 and 11 patients (from SGH and MSH, respectively) because of missing clinical information (age and sex), laboratory evaluation information, or ECG data (Supplementary Figure S1). The study included a total of 115,361 patients, of which 7362 patients had a moderate to severe RI. The DLM was developed using a development dataset of 96,549 ECGs of 55,222 patients from SGH (47.9%). Then, the performance of the algorithm was verified using 22,949 ECGs of 22,949 patients from SGH (19.9%) in the internal validation dataset and 37,190 ECGs of 37,190 patients from MSH (32.2%) in the external validation dataset. In moderate to severe RI, the ECGs had prolonged QRS duration, prolonged QTc, rightward T-wave axis, prolonged PR interval, and tachycardia.

During internal and external validations, the AUC of the DLM for detecting a moderate to severe RI as the primary endpoint using 12-lead ECGs was 0.858 (95% CI 0.851–0.866) and 0.906 (95% CI 0.900–0.912), respectively (Fig. 2). The AUC of the DLM for detecting a moderate to severe RI using six-lead ECGs during internal and external validations was 0.852 (95% CI 0.845–0.859) and 0.901 (95% CI 0.895–0.908), respectively. The AUC of the DLM using single-lead ECGs during internal and external validations were 0.842 (95% CI 0.834–0.850) and 0.892 (95% CI 0.886–0.899), respectively. During internal and external validation, the p-values for differences of AUC of the DLM for detecting a moderated to severe RI between the 12-lead ECG model and 6-lead ECG model was 0.014 and 0.008, respectively. During internal and external validation, the effect size between AUCs of the DLM for detecting a moderated to severe RI between the 12-lead ECG model and 6-lead ECG model was 0.026 and 0.023, respectively. During internal and external validations, the AUC of the DLM for detecting a mild to severe RI as the secondary endpoint using 12-lead ECGs was 0.846 (95% CI 0.840–0.852) and 0.901 (95% CI 0.896–0.906), respectively (Fig. 2).

The DLM described the important ECG region for RI detection. As shown in Fig. 3, the DLM focused on the QRS complex and T wave for detecting RI. As shown in Table 2, the variable importance differed for each prognostic model. The logistic regression and random forest used the T-wave axis and the DLM used the QT interval as an important predictive variable. In the logistic regression model, the residual standard error and adjusted R-squared were 0.2366 and 0.0654, respectively. Our study comprised 30,865 patients (22,949 and 7916 patients in the internal and external validation datasets, respectively) with follow-up laboratory results. Among them, 25,536 patients were normal (non-RI) at initial laboratory examination. We conducted a subgroup analysis of RI development after initial laboratory examination in these 25,536 patients, of whom 1,826 developed RI within 24 months. The high-risk group of the DLM demonstrated a significantly higher hazard (Fig. 4) and higher development rate of RI than the low-risk group (17.2% vs. 2.4%, respectively, p < 0.001).
Discussion

We developed and validated a DLM based on an ensemble network for RI detection using 12-, six-, and single-lead ECGs and demonstrated reasonable performance. Subsequently, we visualized our DLM to determine the regions and characteristics of the ECG that were used for RI detection and verified the important variable for the decision in diverse statistical methods, such as logistic regression, random forest, and DLM. We conducted a subgroup analysis for patients with non-RI (normal) at the initial laboratory examination; it was demonstrated that the DLM could predict the development of RI. To our knowledge, this study is the first to develop a DLM for detecting and predicting RI and demonstrating interpretable patterns of decision making using the DLM. In a previous study, Rahman et al. showed the possibility that cardio-renal syndrome patients could be detected using ECG with a machine learning model (support vector machine). However, this study used data from a small population with renal disease. In our study, we developed a deep learning model (DLM) using big data and confirmed the accuracy using both internal and external validation datasets.

Developing a reliable screening tool for detecting and predicting RI is the cornerstone for early diagnosis of RI and preventing irreversible disease progression for end stage renal disease, which requires renal replacement treatment. Most RI patients were asymptomatic and had nonspecific
symptoms. Diagnostic examinations are laboratory tests that require invasive blood sampling and cannot be conducted in daily living and low-income countries. Therefore, a new technology is required for detecting RI with simple and noninvasive methods that could be adopted in daily living. As ECG is a non-invasive test and is changed with RI, we developed a DLM for detecting RI using ECG.

The most important aspect of deep learning is its ability to extract features and develop an algorithm using various types of data, such as images, 2D data, and waveforms [33]. In previous studies, Attia and colleagues and our study group developed a DLM to screen for heart failure, arrhythmia, valvular heart disease, left ventricular hypertrophy, electrolyte imbalance, and anemia [16–24]. Deep learning is criticized for its unreliable outcomes because of the low transparency of the process, the so-called black box. Therefore, we adopted a sensitivity map to describe the abnormal findings that affected the decision of the DLM for detecting RI and describing the variable importance of ECG features. Using this method, we verified an ECG region and features that were associated with RI. In conventional methods, the research process began based on the hypothesis of researchers. For example, in the association between RI and ECG, researchers hypothesized based on their experience of dictating the ECG of RI. This method limited the opportunity to discover knowledge in human perception. In deep learning methods, such as DLM and sensitivity mapping in this study, the findings were not based on previous medical knowledge of humans, but on the data itself. Therefore, we had the opportunity to discover new knowledge from the data itself without human prejudice. Deep learning could discover the complex hierarchical non-linear representation that could not be discovered using conventional statistical methods, such as logistic regression. In this study, we verified the important ECG region for detecting RI from waveform data. We verified that RI could be detected and predicted using ECG based on a DLM. Further, we verified that specific ECG features, such as the QT duration, T-wave axis, and corrected QT interval, were correlated with detecting RI. These findings were in agreement with the results of previous studies. Bignotto et al. and Stewart et al. demonstrated that left ventricular hypertrophy was identified in 50–80% of the RI population [34, 35]. Shafi et al. demonstrated that a widening of the QRS complex and prolonged QTc was identified in RI populations [36]. Deo et al. verified that ECG metrics, such as the PR interval, QT duration, and QTc, were independent risk markers for cardiovascular death [13].

We developed and experimented DLMs using diverse format of ECG, such as 12, 6, and single lead ECG. We also showed the differences of AUC of the DLM for detecting RI using 12 lead ECG and other lead ECG during internal and external validation. Although the p-values for differences of AUC of the DLM for detecting a moderated to severe RI using 12 lead ECG and other leads ECG were <0.001, the effect sizes were 0.008–0.023. In medical big data research, since the p-value could be significant due to the large sample size, it is important to interpret results in consideration of the effect size.

There were several limitations to this study. First, we validated the DLM using retrospective data; however, it is necessary to validate DLM with prospective studies and data from daily living. Studies related to the clinical significance of the new technology are required for application in clinical practice. In our next study, we will verify DLM performance and significance with a prospective study in daily clinical practice. Second, this study was conducted only in two hospitals in Korea; hence, it is necessary to validate the DLM with patients in other countries. Third, although we compared the variable importance ranking in several machine learning and DLMs, we could not confirm the exact statistics between the importance results due to the lack of machine learning and deep learning statistical methods. Several improvements in the machine learning area helped find new methods for comparing the importance results more precisely.

### Table 2 Variable importance for detecting renal impairment

| Rank | Logistic regression (defiance difference) | Random forest (mean decrease Gini) | Deep learning (relative importance) |
|------|-------------------------------------------|-----------------------------------|-------------------------------------|
| 1    | Age (−4789)                                | Age (1587.1)                      | Age (0.173)                         |
| 2    | Heart rate (−854)                          | T wave axis (1411.1)              | QT interval (0.141)                 |
| 3    | T wave axis (−366)                         | R wave axis (1216.6)              | Heart rate (0.134)                  |
| 4    | QT interval (−286)                         | P wave axis (1211.1)              | T wave axis (0.104)                 |
| 5    | PR interval (−109)                         | QT interval (1192.7)              | P wave axis (0.097)                 |
| 6    | P wave axis (−7)                           | PR interval (1136.5)              | QRS duration (0.094)                |
| 7    | QRS duration (−5)                          | QRS duration (1093.1)             | PR interval (0.093)                 |
| 8    | R wave axis (−4)                           | Heart rate (1068.8)               | Sex (0.088)                         |
| 9    | Sex (−2)                                   | Sex (147.1)                       | R wave axis (0.075)                 |
Conclusion

The DLM demonstrated accurate performance in detecting RI using ECG. The DLM successfully demonstrated the abnormality of ECG, which was correlated with RI. The application of artificial intelligence technologies based on the DLM to ECG could enable screening for RI and predict the development of RI.
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