Machine Learning Enabled Lineshape Analysis in Optical Two-Dimensional Coherent Spectroscopy
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Optical two-dimensional (2D) coherent spectroscopy excels in studying coupling and dynamics in complex systems. The dynamical information can be learned from lineshape analysis to extract the corresponding linewidth. However, it is usually challenging to fit a 2D spectrum, especially when the homogeneous and inhomogeneous linewidths are comparable. We implemented a machine learning algorithm to analyze 2D spectra to retrieve homogeneous and inhomogeneous linewidths. The algorithm was trained using simulated 2D spectra with known linewidth values. The trained algorithm can analyze both simulated (not used in training) and experimental spectra to extract the homogeneous and inhomogeneous linewidths. This approach can be potentially applied to 2D spectra with more sophisticated spectral features.

In this work, we implemented a deep learning algorithm based on a convolutional neural network to extract homogeneous and inhomogeneous linewidths from 2D spectra. The network was first trained with a group of simulated 2D spectra and the corresponding linewidth values. The trained algorithm was then used to analyze a different set of simulated 2D spectra to evaluate its effectiveness in extracting the linewidths. Finally, we implemented the algorithm on two experimental 2D spectra to measure their homogeneous and inhomogeneous linewidths and compare them with values obtained from the analytical fit of slices.

We consider a single 2D spectral resonance resulted from the electronic transition of a two-level system under the excitation of three pulses. The three pulses with wave vectors $\mathbf{k}_A$, $\mathbf{k}_B$, and $\mathbf{k}_C$ arrive at the sample in that time order. The time delay between the first and second pulses is $\tau$, the time delay between the second and third pulses is $T$, and the signal emission time is $t$. By solving the optical Bloch equations to the third order with the rotating wave approximation, delta-function pulses and zero waiting time $T=0$, we obtain the transient Fourier transformed wave mixing signal in the phase-matching direction $s(\omega_0, \tau, t) = \mathbf{k}_A + \mathbf{k}_B + \mathbf{k}_C$ as a function of $\tau$ and $t$

$$s(\tau, t) = s_0 e^{-(\gamma + i\omega_0)\tau} \Theta(\tau) \Theta(t),$$

where $s_0$ is the amplitude at time zero, $\omega_0$ is the resonance frequency, $\gamma$ is the homogeneous linewidth corresponding to the dephasing rate, $\sigma$ is the inhomogeneous linewidth, and the $\Theta$’s are Heaviside step functions. For a given combination of $\gamma$ and $\sigma$, the time-domain signal $s(\tau, t)$ is calculated according to Eq. (1) and subsequently Fourier transformed into the frequency domain to generate a 2D spectrum $s(\omega_2, \omega_1)$. Some typical 2D spectra are shown in Fig. 1 for different values of $\gamma$ and $\sigma$. A set of 4096 spectra is generated with 64 values of $\gamma$ and $\sigma$ each with equal spacing in the range $\gamma = 0.001 \sim 0.3$ THz and $\sigma = 0.0 \sim 0.2$ THz. The generated spectra

Optical two-dimensional coherent spectroscopy (2DCS) [1, 2] has become a powerful technique to study coupling and dynamics in complex quantum systems such as atomic ensembles [3–10], semiconductor quantum wells [11–17], and dots [18–21], 2D materials [22, 23], perovskites [24–29], and photosynthesis [30, 32]. By unfolding a spectrum onto a 2D plane, 2DCS can better isolate and probe the dynamics of different processes that might be difficult to separate otherwise. After the Fourier transform, the temporal dynamics are transferred into the spectral lineshape in the frequency domain. Thus it is critical to establish an effective lineshape analysis of 2D spectra to extract accurate linewidths including both homogeneous and inhomogeneous linewidths. An analytical solution based on the projection-slice theorem has been developed [33] to fit a 1D slice in the diagonal and/or cross-diagonal direction. This method only analyzes 1D slices but does not fully utilize the entire 2D spectrum and stronger constraint associated with it. In an improved approach [34], an analytical form of 2D spectra can be used to perform a 2D fit of the whole spectrum. The 2D fit might be difficult to converge when there is a noise background. In this letter, we propose an alternative lineshape analysis approach to analyze 2D spectra by using a machine learning algorithm.

Machine learning has been a fast growing field in the past decade and made remarkable progress in well known applications such as image processing, speech recognition, and self-driving cars, among others. Meanwhile, machine learning also has a profound impact on solving scientific problems. For instance, machine learning has been implemented to solve quantum many-body problems [35], perform quantum state tomography [36], and search for new materials with targeted properties [37]. In optical spectroscopy, machine learning has been used to analyze spectra for classification and to predict spectra based on the molecular structure [38].
are randomly divided into two groups with 90% in the training group and 10% in the testing group.

The training group of simulated 2D spectra with known $\gamma$ and $\sigma$ values is used to train a neural network algorithm to extract the homogeneous and inhomogeneous linewidths from a 2D spectrum. During the training process, the neural network algorithm learns a functional relationship between the shape of the simulated 2D spectra and the corresponding linewidths. For this purpose, the network, which consists of processing units known as nodes, is organized as layers. Each layer learns an intermediate computation that is required to represent the overall functional relationship. The layered arrangement of the nodes enables the network to learn a complex function as a sequence of simpler functions. The layers in deep learning neural networks also provide multiple levels of representation of the input data, with each layer transforming the output of the previous layer into a more abstract representation [40, 41]. The algorithm can also include convolutional layers to implement a convolutional neural network (CNN) [40, 41] which is commonly used in analyzing high-resolution images with a large number of pixels to reduce the computational requirement. Although the spectra analyzed here only have a modest number of pixels ($128 \times 128$), implementing a CNN is important for analyzing high-resolution 2D spectra in general.

The architecture of our learning algorithm is summarized in the schematic shown in Fig. 2. The input data for each training is a simulated 2D spectrum represented by a 2D array $I(m, n)$ of size $128 \times 128$. The neural network consists of two main stages as outlined by the dotted lines in Fig. 2. The first stage is composed of three convolutional layers interspersed with two pooling layers. The output of the final convolutional layer is converted into a 1D array, referred to as the flattened layer, and subsequently input to the dense layer in the second stage. In the dense layer, the outputs of the nodes are calculated from the flattened layer by computing a weighted sum of all the inputs and applying an activation function. A similar calculation is done with the dense layer to generate the inputs for two nodes in the output layer corresponding to the extracted homogeneous and inhomogeneous linewidths.

In a convolutional layer, the input array is convoluted with a set of learnable filters by computing the dot product between the filter and the input to produce a 2D activation map of that filter. If the input array is represented by $I$ and the filter by $K$, then the output of the convolution operation $C$ is given by

$$C(i, j) = \sum_m \sum_n I(m, n)K(i - m, j - n)$$  \hspace{1cm} (2)

The output of a convolutional layer, referred to as a feature map, is a stack of the activation maps of all filters. When a specific feature associated with a spatial position in the input array is detected, the network learns the filters that activate such a feature. The output of a convolutional layer can be processed by pooling, which is effectively a form of nonlinear down-sampling to reduce the dimensions of the data. A pooling layer partitions the input array into small rectangular regions ($2 \times 2$ in our case) and maps their aggregate value to a single pixel in the next layer. We use the max pooling which outputs the maximum value of each region. This step also makes the network more robust to the noise in the data, besides reducing the data dimensions. As shown in Fig. 2 our implementation consists of three convolutional layers using 32 filters for the first and 64 filters for the others. The first two convolutional layers each are followed by a pooling layer which reduces both dimensions of the input array by half. The output of the third convolutional layer is flattened into a 1D array as an input for the dense layer.
The dense layer uses a fully connected network. In general, if the number of layers is \( M \), the number of nodes in the \( m \)th layer is \( N_h^m \) and the weight and bias vectors of the \( m \)th layer are given by \( W_{i,j}^m \) and \( b_j^m \), respectively, then the output of the \( m \)th layer is obtained by the two following equations:

\[
h_i^m = \sum_{j=1}^{N_h^m-1} W_{i,j}^m y_j^{m-1} + b_j^m,
\]

\[
y_i^m = A(h_i^m).
\]

In Eq. (3), the function \( A \) represents the activation function, which in this case is the rectified linear unit (ReLU) given by \( A(z) = \max(z, 0) \). The output of the overall network is obtained by calculating the outputs from each layer using the above equations. We note that the final output layer includes two nodes that give the extracted values of the homogeneous and inhomogeneous linewidths of a 2D spectrum.

The process of training a neural network algorithm involves optimizing the weights (filters for the convolutional layers) in each layer to minimize the loss function. The loss function is an estimate of the overall error in the functional relationship learned by the network. The error for each input training spectrum is the difference between the extracted and actual values of the linewidths. The extracted values are calculated using the network illustrated in Fig. 2 [42, 43]. If \( y_{extr} \) is the value of the extracted linewidth and \( y_{actual} \) is the actual value, then the loss function used in this research is given by

\[
L = \frac{1}{N} \sum_{i=1}^{N} (y_{extr} - y_{actual})^2
\]

Optimizing the weights of a neural network is mathematically equivalent to finding the global minima. For this purpose, the partial derivatives of the loss function are calculated with respect to the input variables and are used to update the respective weights. The partial derivatives or gradients are computed using the backpropagation algorithm [44, 45].

In this work, the neural network algorithm described in Fig. 2 was implemented in Python by using the Keras library. The computation was carried out on Google Colaboratory, which is a free computational environment, with access to a Tesla K80 GPU from Nvidia with 12GB of RAM. A total number of 3686 spectra were randomly selected from 4096 simulated spectra as the training data. The neural network was trained for 200 epochs with a learning rate of \( 10^{-5} \).

After training the network, we first tested the algorithm with a set of 410 simulated spectra that were not used for the training. Each testing spectrum was analyzed by the trained algorithm to extract the values of the homogeneous linewidth \( \gamma \) and the inhomogeneous linewidth \( \sigma \) which were compared to the actual values of the linewidths to calculate the \( R^2 \) value and the percentage error. The obtained \( R^2 \) value is 0.995. The percentage errors are plotted in Fig. 3 for different values of both (a) the homogeneous linewidth \( \gamma \) and (b) the inhomogeneous linewidth \( \sigma \). Most of the data points are within the percentage error of \( \pm 2\% \) or smaller. In general, the percentage error increases as the linewidth value decreases since the denominator becomes smaller and the spectra have a resolution limited by the number of pixels. In addition, the ratio of the inhomogeneous and homogeneous linewidths, \( \sigma/\gamma \), strongly affects the percentage error. The data points in Fig. 3 are color coded for different values of ratio \( \sigma/\gamma \): blue for \( \sigma/\gamma < 0.25 \), red for \( \sigma/\gamma > 2.5 \), and gray for \( 0.25 \leq \sigma/\gamma \leq 2.5 \). The inhomogeneous linewidth has greater errors, up to 5\%, for the blue data points corresponding to the spectra that are strongly homogeneous, i.e. \( \gamma \) is much larger than \( \sigma \). On the other hand, for the red data points representing the spectra that are strongly inhomogeneous, i.e. \( \sigma \) is much larger than \( \gamma \), the homogeneous linewidth has relatively larger percentage errors. However, the algorithm performs well for the spectra with comparable \( \gamma \) and \( \sigma \), the intermediate cases that are difficult to analyze by fitting.

Having validated the algorithm with simulated spectra, we then apply the network to analyze experimental 2D spectra. As an example, two experimental spectra obtained from a potassium (K) atomic vapor and a GaAs quantum well, as shown in Fig. 4(a) and (c) respectively,
FIG. 4: (a) Experimental and (b) simulated 2D spectra of a K vapor. (c) Experimental and (d) simulated 2D spectra of a quantum well. Simulated 2D spectra are generated with the linewidths extracted from experimental spectra. (e, g) Diagonal slices and (f, h) cross-diagonal slices of the corresponding 2D spectra.

were considered. The two spectra were analyzed by the trained neural network which extracted the linewidth values $\gamma = 0.038$ THz and $\sigma = 0.008$ THz for the K vapor, and $\gamma = 0.045$ THz and $\sigma = 0.103$ THz for the quantum well. These extracted linewidths were used in Eq. (1) to generate two simulated spectra as shown in Fig. 4(b) for the K vapor and Fig. 4(d) for the quantum well. To evaluate the accuracy of the extracted linewidths, the experimental and simulated spectra are compared by using their corresponding diagonal and cross-diagonal slices, which are plotted in Fig. 4(e) and (f), respectively, for the K vapor and in Fig. 4(g) and (h), respectively, for the quantum well. The black dots are the slices from the experimental spectra and the red lines are the slices from the simulated spectra using the extracted linewidth values. The slices from simulation agree well with the experimental slices, demonstrating the accuracy of the extracted linewidths by the trained neural network.

In summary, we implemented a machine learning algorithm based on a convolutional neural network to analyze 2D spectra for linewidth information. After training with a set of simulated 2D spectra with known linewidth values, the neural network can analyze a different set of simulated 2D spectra and two experimental 2D spectra to extract both homogeneous and inhomogeneous linewidths. The outputs are reliable and accurate. This approach can be generalized to analyze 2D spectra with more sophisticated spectral features to extract more parameters. The machine learning algorithm can be a good alternative in the cases that are usually difficult for conventional fitting.
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