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Abstract—In this paper, we consider fast wireless data aggregation via over-the-air computation (AirComp) in Internet of Things (IoT) networks, where an access point (AP) with multiple antennas aim to recover the arithmetic mean of sensory data from multiple IoT devices. To minimize the estimation distortion, we formulate a mean-squared-error (MSE) minimization problem that involves the joint optimization of the transmit scalars at the IoT devices as well as the denoising factor and the receive beamforming vector at the AP. To this end, we derive the transmit scalars and the denoising factor in closed-form, resulting in a non-convex quadratic constrained quadratic programming (QCQP) problem concerning the receive beamforming vector. Different from the existing studies that only obtain sub-optimal beamformers, we propose a branch and bound (BnB) algorithm to design the globally optimal receive beamformer. Extensive simulations demonstrate the superior performance of the proposed algorithm in terms of MSE. Moreover, the proposed BnB algorithm can serve as a benchmark to evaluate the performance of the existing sub-optimal algorithms.

I. INTRODUCTION

With the rapid advancement of smart city, internet of vehicles, and edge artificial intelligence, it is expected that Internet of Things (IoT) will support ubiquitous connectivity for billions of devices that generate massive amount of real-world data [1]. Wireless data aggregation among the distributed IoT devices is an important but challenging task [2]–[4]. Due to the scarcity of spectrum resources and the ultra-low latency requirement, the conventional transmit-then-compute scheme cannot support fast wireless data aggregation in dense IoT networks. Fortunately, over-the-air-computation (AirComp) has the potential to achieve fast wireless data aggregation by enabling the paradigm of “compute when communicate”. In particular, by exploiting the superposition property of multiple access channels (MACs), wireless data aggregation can be achieved in one transmission interval by allowing all IoT devices to transmit concurrently over the same radio channel [5].

AirComp was firstly investigated in the seminal work [6], where the authors showed that the superposition property of MACs can be exploited to compute the nomographic functions from an information theoretical perspective. With the great potential for wireless data aggregation, AirComp has recently attracted considerable interests [7]–[11]. In particular, considering simple single-input single-output (SISO) wireless networks with energy-constrained IoT devices, the authors in [7], [8] studied the optimal transmit power control strategies for AirComp. As an extension, the authors in [9] investigated AirComp in multiple-input single-output (MISO) wireless networks, where a semi-definite relaxation (SDR) based successive convex approximation (SCA) algorithm was proposed to design the receive beamforming vector at the access point (AP). The authors in [10] and [11] integrated multiple-input multiple-output (MIMO) with AirComp, and studied the transceiver design for multi-function computation and multi-modal sensing, respectively. The approximated receive beamformer was designed by utilizing the Grassman manifold theory in [11]. However, the existing studies based on SDR and SDR-based SCA can only obtain sub-optimal solutions. The optimal receive beamforming design for AirComp in MISO systems is still not available in the literatures.

In this paper, we consider wireless data aggregation via AirComp in IoT networks with a multi-antenna AP. Our goal is to minimize the computation distortion at the AP by jointly optimizing the transmit scalars at the transmitter and denoising factor and receive beamforming vector at the AP. With the transmit scalars and the denoising factor derived in closed-form, the distortion minimization problem turns to a non-convex quadratically constrained quadratic programming (QCQP) problem with respect to the receive beamforming vector at the AP. We propose a globally optimal branch and bound (BnB) algorithm to design the receive beamforming vector, thereby further reducing the distortion of AirComp when compared to the baseline algorithms, as verified via extensive simulations. Moreover, the proposed algorithm can be treated as a benchmark to evaluate the quality of the solutions returned by the existing algorithms, e.g., SDR and SDR-based SCA.

Notations: We use boldface upper-case, boldface lower-case, and lower-case letters to denote matrices, vectors, and scalars, respectively. We denote the imaginary unit of a complex number as \( j \). \((\cdot)^\dagger\) stands for conjugate transpose of a matrix or a vector. \( \| \cdot \| \) denotes the \( l_2 \) norm operator. \( \text{Re}\{\cdot\}, \text{Im}\{\cdot\}, \cdot, \text{and arg}\{\cdot\} \) represent the real part, imaginary part, absolute value, and argument of a scalar, respectively. \( E[\cdot] \) denotes the expectation of a random variable.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider fast wireless data aggregation via AirComp in an IoT system consisting of \( K \) single-antenna IoT devices and one AP with \( N \) antennas. We denote \( \mathcal{K} = \{1, 2, \ldots, K\} \) as the index set of IoT devices. The AP aims to recover the
arithmetic mean of the sensory data from all IoT devices. We denote $s_k = \varphi_k(z_k)$ as the transmit signal of device $k$, where $\varphi_k(\cdot)$ is the specific pre-processing function and $z_k \in \mathbb{C}$ is the representative information-bearing data at device $k$. Without loss of generality, we assume that $\{s_k\}_{k \in K}$ are independent and have zero mean and unit power, i.e., $\mathbb{E}[s_k s_k^H] = 1$, and $\mathbb{E}[s_k s_j^H] = 0$, $\forall k \neq j$ [8]. To recover the arithmetic mean of the sensory data from all IoT devices, i.e., $\frac{1}{K} \sum_{k \in K} z_k$, it is sufficient for the AP to estimate the following target function

$$g = \sum_{k \in K} s_k.$$  

(1)

By calibrating the transmission timing of each IoT device, we assume that the signals transmitted by all IoT devices are synchronized when receiving at the AP. The signal received at the AP can be expressed as

$$y = \sum_{k \in K} h_k w_k s_k + n,$$  

(2)

where $w_k \in \mathbb{C}$ denotes the transmit scalar of device $k$, $h_k \in \mathbb{C}^{N \times 1}$ is the channel coefficient vector of the link from device $k$ to the AP, and $n \sim CN(0, \sigma^2 I_N)$ is the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma^2$. In practice, the maximum transmit power is limited, i.e., $|w_k|^2 \leq P$, $\forall k$. After applying the receive combining, the estimated function at the AP is given by

$$\hat{g} = \frac{1}{\sqrt{\eta}} m^H y = \frac{1}{\sqrt{\eta}} m^H \sum_{k \in K} h_k w_k s_k + \frac{1}{\sqrt{\eta}} m^H n,$$  

(3)

where $m \in \mathbb{C}^N$ and $\eta$ denote the receive beamforming vector and the denoising factor at the AP, respectively.

B. Problem Formulation

To evaluate the performance of AirComp, we adopt mean-squared-error (MSE) to quantify the distortion of $\hat{g}$ with respect to $g$, given by

$$\text{MSE}(\hat{g}, g) = \mathbb{E} \left( |\hat{g} - g|^2 \right) = \sum_{k \in K} \frac{|m^H h_k w_k|^2}{\eta} - 1 + \frac{\sigma^2 \|m\|^2}{\eta}.$$  

When the receive beamforming vector $m$ is given, the optimal transmit scalars that minimize the MSE can be expressed as [5], [9]

$$w_k^* = \sqrt{\eta} \left( m^H h_k \right)^H, \forall k.$$  

(4)

Due to the transmit power constraint, $\eta$ can be expressed as

$$\eta = \frac{P \min_{k \in K} \|m^H h_k\|^2}{\sigma^2}.$$  

(5)

With (4) and (5), the MSE can be further rewritten as

$$\text{MSE} = \frac{\|m\|^2 \sigma^2}{\eta} = \frac{\|m\|^2 \sigma^2}{P \min_{k \in K} \|m^H h_k\|^2}.$$  

We thus propose to optimize the receive beamforming vector $m$ to minimize the MSE as follows:

$$\min_m \left( \frac{\|m\|^2 \sigma^2}{P \min_{k \in K} \|m^H h_k\|^2} \right).$$  

(6)

According to [9], problem (6) can be further equivalently transformed to the following problem

$$\min_m \|m\|^2$$  

s.t. $\|m^H h_k\|^2 \geq 1$, $\forall k$.  

(7)

To this end, we formulate the MSE minimization problem as a non-convex QCQP problem. The authors in [9], [12] solved the non-convex QCQP problem by proposing the SDR and SDR-based STA algorithms, which, however, are sub-optimal.

The quality of the solutions obtained by the aforementioned sub-optimal algorithms is still unknown due to the lack of the optimal algorithm. In the next section, we shall propose a globally optimal algorithm for the optimization of receive beamforming vector $m$ to fully exploit the potential of multiple antennas and to evaluate the performance of the existing sub-optimal algorithms.

III. PROPOSED GLOBAL OPTIMAL BnB ALGORITHM

The BnB algorithm is capable of approaching an optimal solution within any desired error bound for some non-convex problems [13]. The main idea of the BnB algorithm is to first construct the lower bound and upper bound for the non-convex problem, and then lift the lower bound and reduce the upper bound iteratively through judiciously designing a branching strategy. Specifically, the lower bound can be obtained by solving a corresponding relaxation problem. Subsequently, we project the solution of the aforementioned relaxation problem to the original feasible region to form an upper bound.

A. Lower Bound and Upper Bound

To facilitate the BnB algorithm design, we first introduce an auxiliary variable $x = [x_1, x_2, \ldots, x_K]^T \in \mathbb{C}^K$, and then rewrite problem (7) as

$$\min_m x \in \mathbb{C}^K$$  

s.t. $m^H h_k = x_k$, $\forall k$,  

$$|x_k| \geq 1, \forall k,$$  

(8)

where constraint $|x_k| \geq 1$ means that the feasible region of $x_k$ is the outer region of the unit circle in a complex plane. We denote set $\mathcal{X} = \{x \mid |x_k| \geq 1, \forall k\}$, which can be treated as the Cartesian product of $K$ sets, i.e., $\mathcal{X} = \prod_{k=1}^K \mathcal{X}_k$ where $\mathcal{X}_k = \{x_k \in \mathbb{C} \mid |x_k| \geq 1\}, \forall k$. For non-convex set $\mathcal{X}_k$, the corresponding convex hull is the whole complex plane. However, such a relaxation is too loose to generate an effective lower bound. To this end, we partition $\mathcal{X}_k$ into several subregions, leading to a tighter relaxation. Specifically, for the $n$-th non-convex subregion $\mathcal{X}^n_k = \{x_k \in \mathbb{C} \mid |x_k| \geq 1, \arg(x_k) \in \left[\frac{2}{k}, \frac{2n}{k}\right]\}$ with the argument interval being not greater than $\pi$, i.e., $\frac{2n}{k} \leq \pi$, the corresponding convex hull can be represented as

$$\text{Conv}\{\mathcal{X}^n_k\} = \left\{x_k \in \mathbb{C} \mid \text{Re}\left\{\frac{e^{j u_k} + e^{j u_k^*}}{2}\right\} \geq \cos\left(\frac{u_k - l_k^n}{2}\right), \arg(x_k) \in \left[\frac{2}{k}, \frac{2n}{k}\right]\right\},$$  

(9)
where $\bar{x}_k$ denotes the conjugate of $x_k$. For example, as shown in Fig.1, the convex hull is enclosed by the line BC between points $e^{j{k}u} + e^{j{k}l}$ at the unit circle
\[
\{ x_k \in \mathbb{C} | \text{Re} \left( \bar{x}_k \cdot e^{j{k}u} + e^{j{k}l} \right) = \cos \left( \frac{u^n_k - l^n_k}{2} \right) \},
\]
ray AB $\{ x_k \in \mathbb{C} | \arg(x_k) = l^n_k \}$, and ray AC $\{ x_k \in \mathbb{C} | \arg(x_k) = u^n_k \}$.

**Remark 1.** The minimum modulus among the convex hull of $X^{\pi}_k$, i.e., $\min_{x_k \in \text{Conv}(X^{\pi}_k)} |x_k|$, is $\cos \left( \frac{u^n_k - l^n_k}{2} \right)$ that corresponds to the middle point of line segment BC is also the furthest point to set $X^{\pi}_k$. The convex relaxation $\text{Conv}(X^{\pi}_k)$ approaches to $X^{\pi}_k$ when $u^n_k - l^n_k$ approaches to zero.

In the $t$-th iteration of the BnB algorithm, the original feasible region $\mathcal{X}$ is divided into several subregions $\{S^i\}_{i \in I_t}$, where $I_t$ denotes the index set of subregions at the $t$-th iteration. Specifically, we rewrite $S^i$ as the Cartesian product of $K$ independent sets, i.e., $S^i = X^i_1 \times X^i_2 \times \cdots \times X^i_K$, where

$X^i_k = \{ x_k | x_k = 1, \arg(x_k) \in [l^n_k, u^n_k] \}, \forall k.$

Besides, we have $\cup_{i \in I_t} S^i = \mathcal{X}$ and $S^i \cap S^{i'} = \emptyset, i \neq i', \forall i, i' \in I_t$. As a result, problem (8) can be separated into a series of subproblems $\{P^i\}_{i \in I_t}$ defined on subregions $\{S^i\}_{i \in I_t}$ as follows,

\[
\begin{array}{ll}
\min_{m,x} & \|m\|^2 \\
\text{s.t.} & m^H h_k = x_k, \forall k, \\
& x \in S^i.
\end{array}
\] (10)

To obtain a lower bound for problem (10), we resort to solve its convex relaxation problem as follows,

\[
\begin{array}{ll}
\min_{m,x} & \|m\|^2 \\
\text{s.t.} & m^H h_k = x_k, \forall k, \\
& x \in \hat{S}_i,
\end{array}
\] (11)

where $\hat{S}_i$ denotes the convex hull of $S^i$. Specifically, $\hat{S}_i = \hat{X}^{i}_1 \times \hat{X}^{i}_2 \times \cdots \times \hat{X}^{i}_K$, where $\hat{X}^{i}_k$ is convex hull of $X^{\pi}_k$, $\forall k$. It is worth noting that the convex hull of $X^{\pi}_k$ can be obtained by using (9) if its argument interval is less than or equal to $\pi$, i.e., $u^n_k - l^n_k \leq \pi$. The optimal objective value of convex problem (11) serves as a lower bound for problem (10) since $S^i \subseteq \hat{S}_i$. We then take the minimum lower bound among $\{P^i\}_{i \in I_t}$ as the current lower bound of problem (8), denoted as $L'$.

**Remark 2.** The optimal solution of problem (8) lies in one of $\{S^i\}_{i \in I_t}$, since $\cup_{i \in I_t} S^i = \mathcal{X}$. We denote the index of the subregion that incorporates the optimal solution as $i'$. The optimal objective value of $P_{i'}$ is identical to the optimal objective value of problem (8). Therefore, the lower bound of $P_{i'}$ is less than or equal to the minimum objective value of problem (8). However, it is challenging to identify which subregion the optimal solution lies in. Fortunately, the minimum lower bound among $\{P^i\}_{i \in I_t}$ will not be larger than the lower bound of $P_{i'}$.

On the other hand, the objective value of problem $P_{i'}$ at any point located in feasible region $S^i$ can serve as its upper bound. We scale the optimal solutions of problem (11), denoted as $x^{*}_i$ and $m^{*}_i$ to generate a point that belongs to $S^i$ as follows

\[
\begin{align*}
\hat{x}^*_i &= \min \{ |(x^*_i)_1|, |(x^*_i)_2|, \ldots, |(x^*_i)_K|, 1 \} \in S^i, \\
\hat{m}^*_i &= \min \{ |(m^*_i)_1|, |(m^*_i)_2|, \ldots, |(m^*_i)_K|, 1 \},
\end{align*}
\] (12)

where $|(x^*_i)_k|$, $\forall k$ denotes the $k$-th element of $x^*_i$. As a result, $\|\hat{m}^*_i\|^2$ can be treated as an upper bound of problem (10). The upper bound of problem (8), denoted as $U'$, can be updated by the minimum upper bound among the current problem set $\{P^i\}_{i \in I_t}$.

**Remark 3.** All the points in $\{\hat{x}^*_i\}_{i \in I_t}$ belong to the feasible region of problem (8). As a result, all of the corresponding objective values can serve as an upper bound of problem (8). To construct a tighter upper bound for problem (8), we take the minimum upper bound of $\{P^i\}_{i \in I_t}$ to be the upper bound of problem (8).

\[\begin{array}{ll}
\text{B. Branching Strategy} & \end{array}\]

By performing partition on the feasible regions of current subproblems, we can get more subproblems with smaller feasible regions. The corresponding relaxation become tighter as the partition continues, and the gap between the upper bound and lower bound diminishes. On the other hand, $\min \{ |(x^*_i)_1|, |(x^*_i)_2|, \ldots, |(x^*_i)_K| \}$ will increase as the relaxations become tighter. As a result, according to (12), the upper bound of problem (8) will decrease as the partition continues.

Specifically, in the $t$-th BnB iteration, we shall select a problem with the minimum lower bound in the problem set $\{P^i\}_{i \in I_t}$ and perform subdivision on its feasible region. Without loss of generality, we denote the problem as $P^t_{i'}$, and the solution of the corresponding convex relaxation problem as $x^{*}_{i'}$. For convenience of elaborating the partition...
rule, we rewrite $S^{ii}$ in the form of Cartesian product of $K$ independent parts, i.e., $S^{ii} = X^{ii}_1 \times X^{ii}_2 \times \cdots \times X^{ii}_K$. Subsequently, we partition current region $S^{ii}$ into two subregions, i.e., $S^{ii}_l = X^{ii}_1 \times X^{ii}_2 \times \cdots \times (X^{ii}_k)^{t_l} \times \cdots \times X^{ii}_K$ and $S^{ii}_r = X^{ii}_1 \times X^{ii}_2 \times \cdots \times (X^{ii}_k)^{t_r} \times \cdots \times X^{ii}_K$, where $k^l = \arg \min_i \{||x^i_k||\}$. The only difference between $S^{ii}_l$ and $S^{ii}_r$ is the $k^l$-th part, where the original region is divided into two equal parts, i.e., $(X^{ii}_k)^{t_l}$ and $(X^{ii}_k)^{t_r}$. For instance, if

$$x^{ii}_k \in \left\{x_k^i \mid x_k^i = 1, \arg (x_k^i) \in \left[\frac{t^i_k + u^i_k}{2}, u^i_k\right)\right\},$$

$$x^{ii}_k \in \left\{x_k^i \mid x_k^i = 1, \arg (x_k^i) \in \left[\frac{t^i_k + u^i_k}{2}, u^i_k\right)\right\}.$$ (13a) (13b)

As a result, problem $P^{ii}$ is branched into the following two subproblems

$$P^{ii}_l : \min_{m, x} \|m\|^2$$

s.t. $m^H h_k = x_k, \forall k,$

$$x \in S^{ii}_l.$$ (14)

$$P^{ii}_r : \min_{m, x} \|m\|^2$$

s.t. $m^H h_k = x_k, \forall k,$

$$x \in S^{ii}_r.$$ (15)

The lower bound and upper bound of problem $P^{ii}_l$ and $P^{ii}_r$ can be obtained according to the rules discussed in last subsection. Finally, we add the two problems into the problem set $\{P^{ii}\}_{i \in I_{t+1}}$ and remove $P^{ii}$ from it, where $I_{t+1}$ is the updated index set of subregions at the $(t+1)$-th iteration.

**C. Complexity**

With the aforementioned rules for constructing bounds and the branching strategy, the BnB algorithm is guaranteed to converge to an $\epsilon$-optimal solution within at most $(2\pi / \arccos \left(\frac{1}{\sqrt{1+\epsilon}}\right))^K + 1$ iterations [13]. Besides, in each iteration, the computation of the lower bound dominates the complexity of the proposed algorithm, which involves solving a convex QCQP problem, i.e., [11]. According to [14], the optimal solution for problem [11] can be obtained by using the standard interior-point method with complexity $O(K^3 \epsilon^{3.5})$. As a result, the computation time complexity of the proposed BnB algorithm is $O(T K^3 \epsilon^{3.5})$, where $T = \left(2\pi / \arccos \left(\frac{1}{\sqrt{1+\epsilon}}\right)\right)^K + 1$.

**IV. SIMULATION RESULTS**

In this section, we present the simulation results of the proposed algorithm for AirComp in IoT networks. We consider a three-dimensional setting, where the AP is located at $(0, 0, 20)$, while the IoT devices are uniformly located within a circular region centered at $(120, 20, 0)$ meters with radius 20 meters. The antennas at the AP are arranged as a uniform linear array. In the simulations, we consider both large-scale fading and small-scale fading for the channel. The distance-dependent large-scale fading is modeled as $T_0(d/d_0)^{-\alpha}$, where $T_0$ is the path loss at the reference distance $d_0 = 1$ meter, $d$ denotes the distance between transmitter and receiver, and $\alpha$ is the path loss exponent. Besides, we model the small-scale fading as Rician fading with Rician factor $\beta$. All results in the simulations are obtained by averaging over 500 channel realizations. Unless specified otherwise, we set $\alpha = 3$, $T_0 = -30$ dB, $\beta = 3$, $P = 30$ dBm, $\sigma^2 = -100$ dBm, and $\epsilon = 10^{-5}$.

**A. Convergence Performance**

We present the convergence performance of the proposed BnB algorithm in Fig. 2(a). It can be observed that the upper bound decreases and the lower bound increases as the iteration proceeds. In addition, the gap between the upper bound and the lower bound diminishes as the number of iterations increases. In particular, the algorithm terminates within 250 iterations, where the gap between the upper bound and the lower bound is below a predefined convergence tolerance.

**B. Performance Evaluation of the Existing Algorithms**

In this subsection, we compare the proposed BnB algorithm with SDR [15] and SDR-based SCA [9] algorithms. Fig. 2(b) shows the impact of the number of antennas at the AP on the MSE when the number of IoT devices is $K = 10$. As can be observed, the MSE of AirComp monotonically decreases as the number of antennas increases. This is because
deploying a larger antenna array leads to a greater diversity gain. Besides, it is clear that the proposed BnB algorithm has the best performance in minimizing the MSE. This is because our proposed BnB algorithm is the global optimization algorithm that has the ability to approach the optimal solution within any desired error tolerance. The performance gap between our proposed BnB algorithm and the SDR method is considerably large, as the SDR method is weak at optimizing the AirComp system. By comparing the SDR-based SCA algorithm with the proposed algorithm, one can claim that the former can obtain a high-quality solution in the sense of the MSE.

The MSE versus the number of the IoT devices is plotted in Fig. 2(c) where the number of antennas at the AP is set to be 10. It is obvious that the quality of the solutions of the SDR and SDR-based SCA algorithms degenerates as the number of IoT devices increases. This is because the performance of the SDR-based SCA algorithm heavily depends on the quality of the solution returned by the SDR algorithm, which usually does not work well as the number of IoT devices increases.

V. CONCLUSIONS

In this paper, we investigated the joint design of the transmit scalars, the denoising factor, and the receive beamforming vector for AirComp in IoT networks. We derived the closed-form expressions for the transmit scalars and the denoising factor, resulting in a non-convex QCQP problem with respect to the receive beamforming vector at the AP. We then proposed a global optimal BnB algorithm to optimize the receive beamforming vector. The achieved MSE by the proposed BnB algorithm in the simulations revealed the substantial potential of optimizing the receive beamformer. Our proposed algorithm can be adopted as a benchmark to evaluate the performance of the existing sub-optimal algorithms, e.g., SDR and SDR-based SCA.
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