Markovian master equations: a critical study
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Abstract. We derive Markovian master equations for single and interacting harmonic systems in different scenarios, including strong internal coupling. By comparing the dynamics resulting from the corresponding master equations with numerical simulations of the global system’s evolution, we delimit their validity regimes and assess the robustness of the assumptions usually made in the process of deriving the reduced Markovian dynamics. The results of these illustrative examples serve to clarify the general properties of other open quantum system scenarios subject to treatment within a Markovian approximation.
1. Introduction

It is widely considered that one of the crucial tasks currently facing quantum theorists is to understand and characterize the behaviour of realistic quantum systems. In any experiment, a quantum system is subject to noise and decoherence due to unavoidable interaction with its surroundings. The theory of open quantum systems aims to develop a general framework to analyse the dynamical behaviour of systems that, as a result of their coupling with environmental degrees of freedom, will no longer evolve unitarily. If no assumptions are made concerning the strength of the system–environment interaction and the time-correlation properties of the environment, the dynamical problem may become intractable, although the functional forms of very general evolutions can be derived [1]. However, there exists a broad range of systems of practical interest, mostly in quantum optics and in solid state physics, where it is possible to account for the observed dynamics by means of a differential equation for the open system’s density matrix derived in the context of Markovian processes. Such a differential equation, the so-called Markovian (or Kossakowski–Lindblad) master equation, is required to fulfil several consistency properties, such as being trace preserving and satisfying complete positivity [2]–[6], [8]–[10].

However, from a theoretical point of view, the conditions under which these types of equations are derived are not always entirely clear, as they generally involve informal approximations motivated by a variety of microscopic models. This leaves open the range of validity of these equations, which in some circumstances can lead to non-physical evolutions.
The situation becomes even worse as the complexity of the open system increases. In particular, it is not easy to determine whether the dynamics of a composite, possibly driven, quantum system can be described via a Markovian master equation, and if so, in what parameter regime. Actually, several groups have recently put forward operational criteria to check for deviations from Markovianity of real quantum evolutions [11]–[14].

The main purpose of this work is to study such interacting open quantum systems, and show that there are Markovian master equations close to the real dynamics, characterizing the range of validity of each one. For this purpose, we have chosen a system consisting of quantum harmonic oscillators, as one can easily follow the exact dynamics using numerical simulations of a particular, but wide, class of simple states, the so-called Gaussian states. Moreover, the proposed method is general enough to be applicable to non-harmonic systems; in particular, when the coupling between oscillators is sufficiently weak so that their local dynamics are effectively two-dimensional, we expect the conditions obtained for strict Markovianity to be directly applicable to systems of interacting qubits.

The damped harmonic oscillator is the canonical example used in most references to discuss both Markovian and non-Markovian open system dynamics (see for instance [3], [15]–[20] and references therein), and exact solutions in the presence of a general environment are known [21]. The dynamics of coupled damped oscillators, including those interacting with a semiclassical field, are significantly less studied, with most analyses focusing on evaluating the decoherence of initially entangled states provided that a certain dynamical evolution, Markovian or not, is valid [22]. Recently, an exact master equation for two interacting harmonic oscillators subject to a global general environment was derived [23]. Here, we will focus on the derivation of Markovian master equations for interacting systems. We will focus on a scenario where two harmonic systems are subject to independent reservoirs, and present a detailed study based on the numerical simulation of the exact dynamics. The advantage of this approach is that it allows us to compute quantities not only for the damped system but also for the environment. This enables us to check the rigour of some of the assumptions usually made in obtaining a Markovian master equation and assess their domain of validity.

We have extensively studied three damped systems. For completeness, we start our analysis by considering a single harmonic oscillator (section 2), and subsequently move to the core of the present study by analysing the dynamics of two interacting harmonic oscillators (section 3), finding Markovian master equations for both weak and strong internal coupling. We finally address the dynamics of a harmonic oscillator driven by a semiclassical field (section 4), where different Markovian master equations have been obtained and studied depending on the values of the external Rabi frequency and the detuning from the oscillator’s natural frequency. To make the reading more fluent, details of the simulations and the derivation procedure are reserved for the appendices.

In the following two introductory subsections, and with the aim of setting up the notation and making the presentation as self-contained as possible, we present a brief discussion of how Markovian master equations are obtained in the weak coupling limit (section 1.1), as well as a short review of the properties of the harmonic oscillator Gaussian states, which will be used in subsequent sections (section 1.2).

### 1.1. Markovian master equations

To derive Markovian master equations, we follow the approach of projection operators initiated by Nakajima [24] and Zwanzig [25]. See also [3, 15, 16], for instance. In this method, we define
in the Hilbert space of the combined system and environment $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E$ two orthogonal projection operators, $\mathcal{P} \rho = \text{Tr}_E(\rho) \otimes \rho_E$ and $Q = \mathbb{1} - \mathcal{P}$. Here, $\rho \in \mathcal{B}(\mathcal{H})$ is the combined state and $\rho_E \in \mathcal{B}(\mathcal{H}_E)$ is a fixed state of the environment, which we choose to be the real initial (thermal, $k_B = 1$) state,

$$\rho_E = \rho_{th} = \exp(-H_E/T)\{\text{Tr}[\exp(-H_E/T)]\}^{-1}. $$

Note that $\mathcal{P} \rho$ gives all of the necessary information about the reduced system state $\rho_S$, so knowing the dynamics of $\mathcal{P} \rho$ implies that one knows the time evolution of the reduced system.

We then assume that the dynamics of the whole system are given by the Hamiltonian $H = H_S + H_E + \alpha V$, where $H_S$ and $H_E$ are the individual Hamiltonians of the system and environment, respectively, and $V$ describes the interaction between them with coupling strength $\alpha$. Working in the interaction picture ($\hbar = 1$),

$$\tilde{\rho}(t) = \exp[i(H_S + H_E)t] \rho(t) \exp[-i(H_S + H_E)t],$$

and analogously for $\tilde{V}(t)$, we obtain the evolution equation

$$\frac{d}{dt} \tilde{\rho}(t) = -i\alpha [\tilde{V}(t), \tilde{\rho}(t)] \equiv \alpha \mathcal{V}(t) \tilde{\rho}(t). \tag{1}$$

For the class of interactions that we are interested in, $\text{Tr}_E[\tilde{V}(t) \rho_E] = \text{Tr}_E[\tilde{V}(t) \rho_{th}] = 0$, which implies

$$\mathcal{P} \mathcal{V}(t) \mathcal{P} = 0, \tag{2}$$

as can be easily checked by applying it over an arbitrary state $\rho \in \mathcal{B}(\mathcal{H})$. It is not difficult to redefine the interaction Hamiltonian such that this always holds. See for example [10, 20].

Our aim is to obtain a time-evolution equation for $\mathcal{P} \rho$ under some approximation, in such a way that it describes a quantum Markovian process. For this purpose, we apply the projection operators on equation (1), introducing the identity $\mathbb{1} = \mathcal{P} + Q$ between $\mathcal{V}(t)$ and $\tilde{\rho}(t)$,

$$\frac{d}{dt} \mathcal{P} \tilde{\rho}(t) = \alpha \mathcal{P} \mathcal{V}(t) \mathcal{P} \tilde{\rho}(t) + \alpha \mathcal{P} \mathcal{V}(t) \mathcal{Q} \tilde{\rho}(t), \tag{3}$$

$$\frac{d}{dt} \mathcal{Q} \tilde{\rho}(t) = \alpha \mathcal{Q} \mathcal{V}(t) \mathcal{P} \tilde{\rho}(t) + \alpha \mathcal{Q} \mathcal{V}(t) \mathcal{Q} \tilde{\rho}(t). \tag{4}$$

The solution of the second equation can be written formally as

$$\mathcal{Q} \tilde{\rho}(t) = \mathcal{G}(t, t_0) \mathcal{Q} \tilde{\rho}(t_0) + \alpha \int_{t_0}^{t} ds \mathcal{G}(t, s) \mathcal{Q} \mathcal{V}(s) \mathcal{P} \tilde{\rho}(s).$$

This is nothing but the operational version of the variation of parameter formula for ordinary differential equations (see for example [26, 27]), where the solution to the homogeneous equation

$$\frac{d}{dt} \mathcal{Q} \tilde{\rho}(t) = \alpha \mathcal{Q} \mathcal{V}(t) \mathcal{Q} \tilde{\rho}(t)$$

is given by the propagator

$$\mathcal{G}(t, s) = \mathcal{T} e^{\alpha \int_{s}^{t} dv \mathcal{Q} \mathcal{V}(v)},$$

where $\mathcal{T}$ is the time-ordering operator. Inserting the formal solution for $\mathcal{Q} \tilde{\rho}(t)$ into (3) yields

$$\frac{d}{dt} \mathcal{P} \tilde{\rho}(t) = \alpha \mathcal{P} \mathcal{V}(t) \mathcal{P} \tilde{\rho}(t) + \alpha \mathcal{P} \mathcal{V}(t) \mathcal{G}(t, t_0) \mathcal{Q} \tilde{\rho}(t_0) + \alpha^2 \int_{t_0}^{t} ds \mathcal{P} \mathcal{V}(t) \mathcal{G}(t, s) \mathcal{Q} \mathcal{V}(s) \mathcal{P} \tilde{\rho}(s).$$

New Journal of Physics 12 (2010) 113032 (http://www.njp.org/)
We now assume that the initial states of the system and bath are uncorrelated, so that the total density operator is factorized into $\rho(t_0) = \rho_S(t_0) \otimes \rho_{\text{th}}$. From this, we find $Q\rho(t_0) = 0$, which was guaranteed by our choice of $P$ as projecting onto the initial state, and then by using (2) we finally arrive at

$$\frac{d}{dt} P \tilde{\rho}(t) = \int_{t_0}^{t} ds K(t, s) P \tilde{\rho}(s),$$

(5)

with kernel

$$K(t, s) = \alpha^2 P V(t) G(t, s) Q V(s) P.$$

Equation (5) is still exact. We now consider the weak coupling limit, by taking the kernel at lowest order in $\alpha$,

$$K(t, s) = \alpha^2 P V(t) Q V(s) P + O(\alpha^3),$$

(6)

so that by again using condition (2), we obtain a Born approximation for (5),

$$\frac{d}{dt} P \tilde{\rho}(t) = \alpha^2 \int_{t_0}^{t} ds P V(t) V(s) P \tilde{\rho}(s),$$

which implies

$$\frac{d}{dt} \tilde{\rho}_S(t) = -\alpha^2 \int_{t_0}^{t} ds \text{Tr}_E[\tilde{V}(t), [\tilde{V}(s), \tilde{\rho}_S(s) \otimes \rho_{\text{th}}]].$$

(7)

Note that we are not asserting here that the state of the bath is always $\rho_{\text{th}}$ the term $\tilde{\rho}_S(s) \otimes \rho_{\text{th}}$ appears just as a result of application of the projection operator (see the discussion in section 2.3.3). Now we take the initial time $t_0 = 0$ and an elementary change of variable $s$ by $t - s$ in the integral yields

$$\frac{d}{dt} \tilde{\rho}_S(t) = -\alpha^2 \int_{0}^{t} ds \text{Tr}_E[\tilde{V}(t), [\tilde{V}(t-s), \tilde{\rho}_S(t-s) \otimes \rho_{\text{th}}]].$$

We expect this equation to be valid in the limit $\alpha \to 0$, but in such a limit the change in $\tilde{\rho}_S$ becomes smaller and smaller, and so if we want to see dynamics we need to rescale the time by a factor $\alpha^2$ [2, 4, 5]; otherwise the right-hand side of the above equation goes to zero. Thus, in the limit $\alpha \to 0$, the integration is extended to infinity. However, in order to obtain a finite value for the integral, the functions $\text{Tr}_E[\tilde{V}(t), [\tilde{V}(t-s), \rho_B]]$ must decrease appropriately. In particular, this implies that they should not be periodic, which requires that the number of degrees of freedom in the environment must be infinite, as otherwise there will be a finite recurrence time. Moreover, as $\tilde{\rho}_S$ changes very slowly in the limit $\alpha \to 0$, we can take it as a constant inside width $\tau_B$ around $s = 0$, where $\text{Tr}_E[\tilde{V}(t), [\tilde{V}(t-s), \rho_B]]$ is not zero, and so finally we obtain

$$\frac{d}{dt} \tilde{\rho}_S(t) = -\alpha^2 \int_{0}^{\infty} ds \text{Tr}_E[\tilde{V}(t), [\tilde{V}(t-s), \tilde{\rho}_S(t) \otimes \rho_{\text{th}}]].$$

(8)

These informal arguments contain the basic ideas behind the rigorous results obtained by Davies [4, 5].

Since we have started from a product state $\rho(t_0) = \rho_S(t_0) \otimes \rho_{\text{th}}$, we require, for consistency, that our evolution equation generates completely positive dynamics. The last equation does
not yet warrant complete positivity in the evolution \([8]\), and so we need to perform one final approximation. For this, note that the interaction Hamiltonian may be written as

\[
V = \sum_k A_k \otimes B_k, \tag{9}
\]

where each \(A_k\) can be decomposed into a sum of eigenoperators of the superoperator \([H_S, \cdot]\),

\[
A_k = \sum_v A_k(v), \tag{10}
\]

where

\[
[H_S, A_k(v)] = -v A_k(v). \tag{11}
\]

This kind of decomposition can always be made \([3, 10]\). On the other hand, by taking the Hermitian conjugate,

\[
[H_S, A_k^\dagger(v)] = v A_k^\dagger(v),
\]

and since \(V\) is self-adjoint, in the interaction picture one has

\[
\tilde{V}(t) = \sum_{v,k} e^{-ivt} A_k(v) \otimes \tilde{B}_k(t) = \sum_{v,k} e^{ivt} A_k^\dagger(v) \otimes \tilde{B}_k^\dagger(t).
\]

Now, substituting the decomposition in terms of \(A_k(v)\) for \(\tilde{V}(t - s)\) and \(A_k^\dagger(v)\) for \(\tilde{V}(t)\) into equation (8) gives, after expanding the double commutator,

\[
\frac{d}{dt} \tilde{\rho}_S(t) = \sum_{v,v'} \sum_{k,\ell} e^{i(v' - v)t} \Gamma_{k,\ell}(v') [A_{\ell}(v) \tilde{\rho}_S(t), A_k^\dagger(v')] + e^{i(v' - v)t} \Gamma_{k,\ell}^*(v') [A_{\ell}(v'), \tilde{\rho}_S(t) A_k^\dagger(v)]. \tag{12}
\]

where we have introduced the quantities

\[
\Gamma_{k,\ell}(v) = \alpha^2 \int_0^\infty ds \, e^{ivs} \text{Tr} \left[ \tilde{B}_k^\dagger(t) \tilde{B}_\ell(t - s) \rho_{\text{th}} \right]
\]

\[
= \alpha^2 \int_0^\infty ds \, e^{ivs} \text{Tr} \left[ \tilde{B}_k^\dagger(s) B_\ell \rho_{\text{th}} \right], \tag{13}
\]

with the last step being justified because \(\rho_{\text{th}}\) commutes with \(\exp(iH_\text{th}t)\).

In equation (12), the terms with different frequencies will oscillate rapidly around zero as long as \(|v' - v| \gg \alpha^2\), so in the weak coupling limit these terms vanish to obtain

\[
\frac{d}{dt} \tilde{\rho}_S(t) = \sum_v \sum_{k,\ell} \Gamma_{k,\ell}(v) [A_{\ell}(v) \tilde{\rho}_S(t), A_k^\dagger(v)] + \Gamma_{k,\ell}^*(v) [A_{\ell}(v), \tilde{\rho}_S(t) A_k^\dagger(v)]. \tag{14}
\]

Now we decompose the matrices \(\Gamma_{k,\ell}(v)\) as a sum of Hermitian and anti-Hermitian parts

\[
\Gamma_{k,\ell}(v) = \frac{1}{2} \gamma_{k,\ell}(v) + i S_{k,\ell}(v),
\]

where the coefficients

\[
S_{k,\ell}(v) = \frac{1}{2i} [\Gamma_{k,\ell}(v) - \Gamma_{\ell,k}^*(v)]
\]

and

\[
\gamma_{k,\ell}(v) = \Gamma_{k,\ell}(v) + \Gamma_{\ell,k}^*(v) = \int_{-\infty}^\infty ds \, e^{ivs} \text{Tr} \left[ \tilde{B}_k^\dagger(s) B_\ell \rho_{\text{th}} \right]
\]
form Hermitian matrices. In terms of these quantities, equation (14) becomes
\[
\frac{d}{dt} \tilde{\rho}_S(t) = -i[H_{LS}, \tilde{\rho}_S(t)] + D[\tilde{\rho}_S(t)],
\]
where
\[
H_{LS} = \sum_{\nu} \sum_{k, \ell} S_{k, \ell}(\nu) A_k^\dagger(\nu) A_k(\nu),
\]
is a Hermitian operator that commutes with \(H_S\), as a consequence of (11). This is usually called the shift Hamiltonian, since it produces a renormalization of the free-energy levels of the system induced by the interaction with the environment. The dissipator is given by
\[
D[\tilde{\rho}_S(t)] = \sum_{\nu} \sum_{k, \ell} \gamma_{k, \ell}(\nu) \left[ A_\ell(\nu) \tilde{\rho}_S(t) A_k^\dagger(\nu) - \frac{1}{2} \{ A_k^\dagger(\nu) A_\ell(\nu), \tilde{\rho}_S(t) \} \right].
\]
Returning to the Schrödinger picture, the time-evolution equation is then just
\[
\frac{d}{dt} \rho_S(t) = -i[H_S + H_{LS}, \rho_S(t)] + D[\rho_S(t)].
\]
Note that the matrices \(\gamma_{k, \ell}(\nu)\) are positive semidefinite for every \(\nu\); this is a consequence of Bochner’s theorem [28]; that is, it is easy to check that the correlation functions \(\text{Tr}[\tilde{B}_k^\dagger(s) B_\ell \rho_{th}]\) are functions of positive type, and \(\gamma_{k, \ell}(\nu)\) are just the Fourier transform of them. With this final remark, we conclude that equation (15) generates a completely positive semigroup [6] and so defines a proper Markovian master equation, i.e. a completely positive semigroup.

1.2. Gaussian states

We saw in the last section that to avoid a finite recurrence time, the number of environment degrees of freedom should strictly tend to infinity. However, in practice, the recurrence time grows very rapidly with the size of the environment and so one can still test the validity of such equations with only a finite, yet still large, environment model, as long as the domain of interest is restricted to early times. The prototypical example of this is afforded by a collection of \(n\) harmonic oscillators. In fact, such models are often explicitly included in master equation derivations, both due to their easy handling and due to realistic physical justification. Phenomenologically speaking, they correctly describe both quantum Brownian motion and the derivation of Langevin-style equations from first principles [16]. However, they also provide a convenient numerical testing ground as the number of variables needed to model such systems scales polynomially in the number of degrees of freedom. This is because the harmonic oscillator falls into a class of quantum states known as Gaussian states, which are entirely characterized by their first and second moments. We now review some of their basic properties [7].

For any system of \(n\) canonical degrees of freedom, such as \(n\) harmonic oscillators, or \(n\) modes of a field, we can combine the \(2n\) conjugate operators corresponding to position and momentum into a convenient row vector,
\[
R = (x_1, x_2, \ldots, x_n, p_1, p_2, \ldots, p_n)^T.
\]
The usual canonical commutation relations (CCR) then take the form
\[
[R_k, R_l] = i\hbar \sigma_{kl},
\]
where the skew-symmetric real $2n \times 2n$ matrix $\sigma$ is called the symplectic matrix. For the choice of $R$ above, $\sigma$ is given by

$$\sigma = \begin{bmatrix} 0 & \mathbb{I}_n \\ -\mathbb{I}_n & 0 \end{bmatrix}. \tag{18}$$

One may also choose a mode-wise ordering of the operators, $R = (x_1, p_1, \ldots, x_n, p_n)^T$, in which case the symplectic matrix takes on the form

$$\sigma = \bigoplus_{j=1}^n \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \tag{19}$$

Canonical transformations of the vectors $S : R \to R'$ are then the real $2n$-dimensional matrices $S$ that preserve the kinematic relations specified by the CCR. That is, the elements transform as

$$R'_{\alpha} = S_{\alpha \beta} R_{\beta}, \quad (19)$$

under the restriction

$$S \sigma S^T = \sigma. \tag{20}$$

This condition defines the real $2n$-dimensional symplectic group $\text{Sp}(2n, \mathbb{R})$. For any element $S \in \text{Sp}(2n, \mathbb{R})$, the transformations $-S$, $S^T$ and $S^{-1}$ are also symplectic matrices, and the inverse can be found from $S^{-1} = \sigma S^T \sigma^{-1}$. The phase space then adopts the structure of a symplectic vector space, where (19) expresses the associated symplectic form. Rather than considering unitary operators acting on density matrices in a Hilbert space, we can instead think of all the quantum dynamics taking place on the symplectic vector space. Quantum states are then represented by functions defined on phase space, the choice of which is not unique, and common examples include the Wigner function, the $Q$-function and the $P$-function. Often, one has a particular benefit for a given physical problem; however, for our purposes, we shall consider the (Wigner) characteristic function $\chi_\rho(\xi)$, which we define through the Weyl operator

$$W_\xi = e^{i\xi^T \sigma}, \quad \xi \in \mathbb{R}^{2n} \tag{21}$$

as

$$\chi_\rho(\xi) = \text{Tr}[\rho W_\xi]. \tag{22}$$

Each characteristic function uniquely determines a quantum state. These are related through a Fourier–Weyl transform, and so the state $\rho$ can be obtained as

$$\rho = \frac{1}{(2\pi)^{2n}} \int d^{2n} \xi \chi_\rho(-\xi) W_\xi. \tag{23}$$

We then define the set of Gaussian states as those with Gaussian characteristic functions. Equivalent definitions based on other phase space functions also exist, but for our choice we consider characteristic functions of the form

$$\chi_\rho(\xi) = \chi_\rho(0)e^{-\frac{(1/4)\xi^T C \xi + D^T \xi}}, \tag{24}$$

where $C$ is a $2n \times 2n$ real matrix and $D \in \mathbb{R}^{2n}$ is a vector. Thus, a Gaussian characteristic function, and therefore any Gaussian state, can be completely specified by $2n^2 + n$ real parameters. The first moments give the expectation values of the canonical coordinates $d_j = \text{Tr}[R_j \rho]$ and are related to $D$ by $d = \sigma^{-1} D$, while the second moments make up the covariance matrix defined by

$$C_{j,k} = 2\text{Re} \text{Tr}[\rho (R_j - \langle R_j \rangle_\rho)(R_k - \langle R_k \rangle_\rho)]. \tag{25}$$
These are related to $\mathcal{C}$ by the relation $\mathcal{C} = \sigma^T \mathcal{C} \sigma$. It is often the case that only the entanglement properties of a given state are of interest. As the vector $d$ can be made zero by local translations in phase space, one can specify the state entirely using the simpler relation

$$C_{j,k} = 2\text{Re} \, \text{Tr}[\rho R_j R_k].$$  \hspace{3cm} (26)

However, in this work, we shall predominantly use the relation (25). Using this convention, we mention two states of particular interest: the vacuum state and the $n$-mode thermal state. Both take on a convenient diagonal form. In the case of vacuum, this is simply the identity $\mathcal{C} = \mathbb{1}_{2n}$, while for the thermal state the elements are given by

$$C_{j,k} = \delta_{jk} \left( 1 + \frac{2}{e^{\omega_j/T} - 1} \right),$$  \hspace{3cm} (27)

where $\omega_j$ is the frequency of the $j$th mode, and the equilibrium temperature is given by $T$.

1.2.1. Operations on Gaussian states. We now consider Gaussian transformations. As the $R_j$ are Hermitian and irreducible, given any real symplectic transform $S$, the Stone–von Neumann theorem tells us that there exists a unique unitary transformation $U_S$ acting on $\mathcal{H}$ such that $U_S W_\xi U_S^\dagger = W_{S\xi}$. Of particular interest are those operators, $U_G$, that transform Gaussian states to Gaussian states. For this purpose, we consider the infinitesimal generators $G$ of Gaussian unitaries $U_G = e^{-iG} = \mathbb{1} - iG + O(e^2)$. Then, to preserve the (Weyl) CCR, the generators $G$ must have the form $G = \sum_{j,k=1}^{2n} g_{jk} (R_j R_k - R_k R_j)/2$ [7]. It follows that Hamiltonians quadratic in the canonical position and momentum operators (and correspondingly the creation and annihilation operators) will be Gaussian preserving; in particular, the Hamiltonian for $n$ simple harmonic oscillators, $H = \sum_{j=1}^n \omega_j a_j^\dagger a_j$. It is for this reason that harmonic oscillators provide such a useful testing ground for many-body systems.

An additional, although simple, property worth highlighting is the action of the partial trace. Using the expression for the density matrix (23), it is straightforward to see the effect of the partial trace operation on the characteristic function. If we take a mode-wise ordering of the vector $R = (R_1, R_2)$, where $R_1$ and $R_2$ split two subspaces of $n_1$ and $n_2$ conjugate variables corresponding to partitions of the state space of $\rho$ into $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$, then the partial trace over $\mathcal{H}_2$ is given by

$$\text{Tr}_2(\rho) = \frac{1}{(2\pi)^{2n_2}} \int d^{2n_1} \xi_1 \chi_\rho(-\xi_i) W_{\xi_1}. \hspace{3cm} (28)$$

That is, we need only consider the characteristic function $\chi(\xi_1)$ associated with the vector $\tilde{R}_1$. At the level of covariance matrices, we simply discard elements corresponding to variances including any operators in $\tilde{R}_2$, and so the partial trace of a Gaussian state will itself remain Gaussian.

Finally, we make some remarks regarding closeness of two Gaussian states. Given $\rho_1$ and $\rho_2$, the fidelity between them is defined as $F(\rho_1, \rho_2) = (\text{Tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}})^2$, and is a measure of how close both quantum systems are to each other. Actually, a distance measure can be defined as $D_B = \sqrt{1 - F}$, which is essentially the same as the Bures distance [29] $(D_{\text{Bures}}(\rho_1, \rho_2) = 2 - 2\sqrt{F(\rho_1, \rho_2)})$. This distance will be very useful for quantifying how well the dynamics generated by a Markovian master equation approximate the real one.

In general, the fidelity is quite difficult to compute; however, in the case of Gaussian states, Scutaru has given closed formulae in terms of the covariance matrix [30]. For example, in
Figure 1. Model for a damped harmonic oscillator. The central grey sphere represents the damped oscillator, which is coupled to a large number of environmental oscillators (blue spheres) with different frequencies $\omega_j$ via the coupling constants $g_j$. These are chosen in agreement with an Ohmic spectral density (31).

In the case of one-mode Gaussian states $\rho_{G1}$ and $\rho_{G2}$, with covariance matrices $C^{(1)}$ and $C^{(2)}$ and displacement vectors $d^{(1)}$ and $d^{(2)}$, respectively, their fidelity is given by the formula

$$F(\rho_{G1}, \rho_{G2}) = \frac{2}{\sqrt{\Lambda + \Phi}} \exp\left[-\delta^T \left(C^{(1)} + C^{(2)}\right)^{-1} \delta\right], \quad (29)$$

where $\Lambda = \det[C^{(1)} + C^{(2)}]$, $\Phi = \det(C^{(1)} - 1) \det(C^{(2)} - 1)$ and $\delta = (d^{(1)} - d^{(2)})$.

2. Damped harmonic oscillator

We will first consider a single harmonic oscillator damped by an environment consisting of $M$ oscillators (see figure 1). We want to know under what conditions the Markovian master equation that we derived in the previous section for the evolution of the damped oscillator is valid. To achieve this aim, we will approach the exact dynamical equations of the whole system when $M$ is large; these will be solved via computer simulation, and we can then compare this solution with the one obtained using a master equation.

The Hamiltonian for the whole system will be given by ($\hbar = 1$)

$$H = \Omega a^\dagger a + \sum_{j=1}^{M} \omega_j a^\dagger_j a_j + \sum_{j=1}^{M} g_j (a^\dagger a + a a^\dagger). \quad (30)$$

Note that the coupling to the bath has been considered in the rotating wave approximation (RWA), which is a good description of the real dynamics for small damping $\Omega \gg \max\{g_j, \, j = 1, \ldots, M\}$ (e.g. in the weak coupling limit).

In fact, note that the rotating wave Hamiltonian is not always an approximation and there are physical systems that are described physically by that Hamiltonian; for instance, typically in situations where the total number of excitations is preserved.
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For definiteness, in this paper we have chosen to distribute the environmental oscillators according to an ohmic spectral density with exponential cut-off. In the continuous limit, this has the form

$$J(\omega) = \sum_{j} g_j^2 \delta(\omega - \omega_j) \rightarrow \alpha \omega e^{-\omega/\omega_c},$$

(31)

where $\alpha$ is a constant that modifies the strength of the interaction and $\omega_c$ is the so-called cut-off frequency. Clearly, $J(\omega)$ increases linearly for small values of $\omega$, decays exponentially for large ones and has its maximum at $\omega = \omega_c$. Of course, any other choice of spectral density could have been taken, but this in turn would require a re-analysis of the master equations’ range of validity.

2.1. Exact solution

The exact solution of this system can be given in terms of the time evolution of the collection $\{a, a_j\}$ in the Heisenberg picture [17]. From (30), we have

$$i\dot{a} = [a, H] = \Omega a + \sum_{j=1}^{M} g_j a_j,$$

(32)

$$i\dot{a}_j = [a_j, H] = \omega_j a_j + g_j a,$$

(33)

and so by writing $A = (a, a_1, a_2, \ldots, a_M)^T$, the system of differential equations may be expressed as

$$i\dot{A} = WA,$$

(34)

where $W$ is the matrix

$$W = \begin{pmatrix} \Omega & g_1 & g_2 & \cdots & g_M \\ g_1 & \omega_1 \\ g_2 & \omega_2 \\ \vdots & \ddots \\ g_M & \omega_M \end{pmatrix},$$

(35)

and the solution of the system will be given by

$$A(t) = TA(0), \quad T = e^{-iWt}.$$

(36)

Analogously, the evolution of the creation operator will be

$$-i\dot{A}^\dagger = WA^\dagger \Rightarrow A^\dagger(t) = T^\dagger A^\dagger(0), \quad T^\dagger = e^{iWt},$$

(37)

where $A^\dagger = (a^\dagger, a_1^\dagger, \ldots, a_M^\dagger)^T$.

We can also compute the evolution of position and momentum operators $X = \frac{1}{2}(A + A^\dagger)$ and $P = \frac{1}{2i}(A - A^\dagger)$,

$$X(t) = \frac{1}{2}[TA(0) + T^\dagger A^\dagger(0)]$$

$$= \frac{1}{2}[T[X(0) + iP(0)] + T^\dagger[X(0) - iP(0)]]$$

$$= T_R X(0) - T_I P(0),$$

(38)
and similarly
\[ P(t) = T_I X(0) + T_R P(0), \] (39)
in these expressions, \( T_R \) and \( T_I \) are the self-adjoint matrices defined by
\[
T = T_R + iT_I \Rightarrow
\begin{align*}
T_R &= \frac{T + T^\dagger}{2} = \cos(Wt), \\
T_I &= \frac{T - T^\dagger}{2i} = -\sin(Wt).
\end{align*}
\] (40)

Hence, the time evolution of the vector \( R = (x, x_1, \ldots, x_M, p, p_1, \ldots, p_M)^T \) will be given by
\[
R(t) = \mathcal{M} R(0) = \begin{pmatrix} T_R & -T_I \\ T_I & T_R \end{pmatrix} R(0).
\] (41)

Note that the size of \( \mathcal{M} \) is \( 2(M+1) \times 2(M+1) \).

Due to the linearity in the couplings in \( H \), an initial (global) Gaussian state \( \rho_G \) will remain Gaussian at all times \( t \), and so we can restrict our attention to the evolution of its covariance matrix,
\[
C_{i,j} = \langle R_i R_j + R_j R_i \rangle - 2 \langle R_i \rangle \langle R_j \rangle.
\] (42)

In particular, because we are interested in just the first oscillator, we only need the evolution of the \( 2 \times 2 \) submatrix \( \{C_{i,j}; i, j = 1, M+2\} \). The evolution of pairs of position and momentum operators is
\[
\langle R_i(t) R_j(t) \rangle = \sum_{k,\ell} \mathcal{M}_{i,k} \mathcal{M}_{j,\ell} \langle R_k(0) R_\ell(0) \rangle,
\] (43)

and similarly for products of expectation values \( \langle R_i(t) \rangle \langle R_j(t) \rangle \). So the elements of the covariance matrix at time \( t \) will be
\[
C_{i,j}(t) = \langle R_i(t) R_j(t) + R_j(t) R_i(t) \rangle - 2 \langle R_i(t) \rangle \langle R_j(t) \rangle
\]
\[
= \sum_{k,\ell} \mathcal{M}_{i,k} \mathcal{M}_{j,\ell} \left[ \langle R_k(0) R_\ell(0) \rangle + \langle R_\ell(0) R_k(0) \rangle - 2 \langle R_k(0) \rangle \langle R_\ell(0) \rangle \right]
\]
\[
= \sum_{k,\ell} \mathcal{M}_{i,k} \mathcal{M}_{j,\ell} C_{k,\ell}(0),
\]

and for the first oscillator we have
\[
C_{1,1}(t) = \sum_{k,\ell} \mathcal{M}_{1,k} \mathcal{M}_{1,\ell} C_{k,\ell}(0) = (\mathcal{M}_1, \mathcal{C}_1),
\] (44)
\[
C_{1,M+2}(t) = C_{M+2,1}(t) = \sum_{k,\ell} \mathcal{M}_{1,k} \mathcal{M}_{M+2,\ell} C_{k,\ell}(0) = (\mathcal{M}_1, \mathcal{C}_{M+2}),
\] (45)
\[
C_{M+2,M+2}(t) = \sum_{k,\ell} \mathcal{M}_{M+2,k} \mathcal{M}_{M+2,\ell} C_{k,\ell}(0) = (\mathcal{M}_{M+2}, \mathcal{C}_{M+2}),
\] (46)
where \((\cdot,\cdot)\) denotes the scalar product, and the vectors \(\mathcal{M}_1\) and \(\mathcal{M}_{M+2}\) are given by
\[
\mathcal{M}_1 = (M_{1,1}, M_{1,2}, \ldots, M_{1,2M+2})^T, \tag{47}
\]
\[
\mathcal{M}_{M+2} = (M_{M+2,1}, M_{M+2,2}, \ldots, M_{M+2,2M+2})^T. \tag{48}
\]
More details of how this exact solution is simulated in order to approach the Markovian master equation description are given in appendix A.

### 2.2. Markovian master equation

The damped harmonic oscillator is a standard example of the derivation of master equations (see for example \([3, 17, 18, 20]\)). The Markovian master equation \((15)\) is given by
\[
\frac{d}{dt}\rho(t) = -i\tilde{\Omega}[a^\dagger a, \rho(t)] + \gamma(\tilde{n} + 1) (2a\rho(t)a^\dagger - a^\dagger a\rho(t) - \rho(t)a^\dagger a)
+ \gamma \tilde{n} (2a^\dagger \rho(t)a - aa^\dagger \rho(t) - \rho(t)aa^\dagger), \tag{49}
\]
where \(\tilde{\Omega}\) is a renormalized oscillator energy arising for the coupling to the environment
\[
\tilde{\Omega} = \Omega + \Delta, \quad \Delta = P.V. \int_0^\infty d\omega \frac{J(\omega)}{\xi - \omega}, \tag{50}
\]
where (here, P.V. denotes the Cauchy principal value of the integral) \(\tilde{n}\) is the mean number of bath quanta with frequency \(\Omega\), given by the Bose–Einstein distribution
\[
\tilde{n} = n_B(\Omega, T) = \left[ \exp \left( \frac{\Omega}{T} \right) - 1 \right]^{-1}, \tag{51}
\]
and \(\gamma\) is the decay rate, which is related to the spectral density of the bath \(J(\omega) = \sum_j g_j^2 \delta(\omega_j - \omega)\) via
\[
\gamma = \pi J(\Omega). \tag{52}
\]
Note that the shift \(\Delta\) is independent of the temperature, and although its effect is typically small (e.g. \([3, 18]\)), we will not neglect it in our study. For an ohmic spectral density, the frequency shift is
\[
\Delta = \alpha P.V. \int_0^{\infty} d\omega \frac{\omega e^{-\omega/\omega_c}}{\Omega - \omega} = \alpha \Omega e^{-\Omega/\omega_c} \text{Ei} (\Omega/\omega_c) - \alpha \omega_c,
\]
where \(\text{Ei}\) is the exponential integral function defined as
\[
\text{Ei}(x) = -P.V. \int_{-x}^{\infty} \frac{e^{-t}}{t} dt.
\]
In addition, note that equation (49) is Gaussian preserving \([31]\), as it is the limit of a linear interaction with an environment and so the total system remains Gaussian, while the partial trace also preserves Gaussianity.
2.3. Study of the approximations

As a first step, we have plotted the variance of the $x$ coordinate for two different initial states of the system, namely a thermal and a squeezed state (see figure 2). The last plot clearly illustrates the closeness of the results for the Markovian master equation when compared with the effect of the Lamb shift. To explore this further, we now study several effects that pertain to the validity of this equation, by calculating the distance (in terms of the fidelity) between the simulated state $\rho_S^{(s)}$ and the state generated by the Markovian master equation $\rho_S^{(m)}$.

2.3.1. Discreteness of the bath. Due to the finite number of oscillators in the bath, we can only simulate inside a bounded time scale free of the back-action of the bath. This produces revivals in the visualized dynamical quantities for times $t < \tau_R$, where $\tau_R$ is the recurrence time of the bath. Of course, the time after which these revivals arise increases with the number of oscillators in the bath, and roughly speaking it scales as $\tau_R \propto M$. This behaviour is shown in figure 3, where the distance between the simulation and the Markovian master equation for a system initially in a thermal state with temperature $T_S = 30$ is plotted as a function of the time and the number of oscillators.

2.3.2. Temperature. It is sometimes claimed that for ohmic spectral densities the Markovian master equation (49) is not valid at low temperatures [18, 19]. Of course, one must make clear the context in which this claim is made, and so for definiteness, let us focus on the validity.
with respect to the bath temperature. A detailed discussion of this situation can be found in the book by Carmichael [18]. There, the argument is based on the width of the correlation function

$$C_{12}(\tau) = \text{Tr}[\tilde{B}_1(s) B_2 \rho_{\text{th}}]$$

where \(B_1^\dagger = B_2 = \sum_{j=1}^{M} g_j a_j\), which increases for an ohmic spectral density as the bath temperature decreases. More specifically, in the derivation of the Markovian master equation, two kinds of correlation functions appear,

$$C_{12}(s) = \text{Tr}[\tilde{B}_1(s) B_2 \rho_{\text{th}}] = \sum_{j,k} g_k g_j e^{i\omega_j s} \text{Tr}[a_{k}^\dagger a_j \rho_{\text{th}}]$$

and

$$C_{21}(s) = \text{Tr}[\tilde{B}_2(s) B_1 \rho_{\text{th}}] = \sum_{j,k} g_k g_j e^{-i\omega_j s} \text{Tr}[a_j a_{k}^\dagger \rho_{\text{th}}]$$

We may call \(C_{12}(s) \equiv C(-s, T)\) and \(C_{21}(s) \equiv C(s, T) + C_0(s)\), and so in the continuous limit

$$C_0(s) = \int_0^\infty J(\omega) e^{-i\omega_s} d\omega = \alpha \int_0^\infty \omega e^{-i\omega(s-\omega_c^{-1})} d\omega = \frac{\alpha \omega_c^2}{(is\omega_c + 1)^2}$$

and

$$C(s, T) = \int_0^\infty J(\omega) e^{-i\omega_s} \tilde{n}(\omega, T) d\omega = \alpha T^2 \xi \left(2, 1 - i\omega + \frac{T}{\omega_c}\right).$$
where \( \zeta(z, q) = \sum_{k=0}^{\infty} \frac{1}{(q+1)^{k+z}} \) is the so-called Hurwitz zeta function, which is a generalization of the Riemann zeta function \( \zeta(z) = \zeta(z, 1) \) (for more details, see [32]).

In the left plot of figure 4, the absolute value of \( C(s, T) \) is plotted for different temperatures. Note that the spreading of the correlation function is mainly caused by its ‘height’ decrease, that is, in the limit \( T \rightarrow 0 \), \( C(s, T) \rightarrow 0 \). So one may also expect that the contribution of these correlations to the motion becomes less important as \( T \rightarrow 0 \), in such a way that the problem of the infinite width can be counteracted, and this is indeed what seems to happen. To visualize this more carefully, we have plotted in the right of figure 4 the FWHH for both \( C_0(s) \) and \( C(s, T) \).

In order to make valid the Markovian approximation, the typical time scale for the evolution of the system due to its interaction with the bath \( \tau_S \) must be large in comparison with the decay time \( \tau_B \) of the correlation functions. Loosely speaking, this can be characterized by the FWHH. From figure 4, one sees that for small temperatures, \( \tau_B \) (i.e. FWHH) is quite large, so it is expected that the Markovian approximation breaks down for values of \( T \) such that \( \tau_S \lesssim \tau_B \). However, if \( \alpha \) is small enough, this will happen for values where the contribution of \( C(s, T) \) to the convolution integrals is negligible in comparison with the contribution of \( C_0(s) \), whose FWHH will remain constant and small with respect to \( \tau_S \). As a rough estimation, using the parameters in figure 2, we find that to get a value of the FWHH comparable with \( \tau_S \sim 1/\sqrt{\alpha} \sim 22.4 \), we need a temperature of at least \( T \sim 0.05 \). Both contributions enter in the Markovian master equation derivation via some convolution with the quantum state and one oscillating factor. We may get a very informal idea of how both contributions matter by looking at their maximum values at \( s = 0 \), for example \( C(s = 0, T = 0.05) = 3.27391 \times 10^{-7} \) and \( C_0(s = 0) = 0.018 \), and so it is clear that \( C(s, T = 0.05) \) will not have a large effect on the dynamics. For large temperatures, the FWHH of \( C(s, T) \) remains small although now larger than \( C_0(s) \); hence it is expected that in the limit of high temperatures, the accuracy of the Markovian master equation stabilizes to a value only a little worse than for \( T = 0 \).

Figure 4. On the left, the absolute value of the correlation function is plotted for several temperatures, whereas the full-weight at half-height (FWHH) as a function of temperature is shown on the right.
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**Figure 5.** Fidelity between the simulated state \( \rho_s \) and that given by the Markovian master equation time evolution \( \rho_M \), for several temperatures. For long time periods (see the inset plot), temperature does not play a very significant role in the accuracy, whereas for short time periods, the accuracy depends mainly on the choice of the initial state of the system (see the discussion in the text).

All of these conclusions are illustrated in figure 5, where the fidelity between the state from the simulation and that from the Markovian master equation is plotted. The behaviour at very early times is mainly related to the choice of the initial state of the system, and it reflects how it adjusts to the state of the bath under the Markovian evolution (for more on this topic, see for example [33]); different tendencies have been found depending on the choice of the initial state. However, the behaviour with temperature is visible at longer times (since \( \tau_B \sim \text{FWHH} \) increases with \( T \)), which is in agreement with the conclusions drawn from the correlation functions (see the small subplot). At zero temperature (blue line), the results are in closest agreement; however, as the temperature increases to \( T = 0.1 \), the correlation function broadens, which leads to a degradation (albeit small) in the modelling precision. As the temperature increases further, the influence of this correlation function becomes more important and the FWHH decreases to a limiting value (see the plot on the right of figure 4); this convergence is reflected by the red, cyan and purple lines, which show that the accuracy at large temperatures stabilizes to only a little worse than that at \( T = 0 \), as was expected from figure 4.

In summary, the Markovian master equation (49) does not properly describe the stimulated emission/absorption processes (the ones that depend on \( C(s, T) \)) for low temperatures; however, the temperatures when this discrepancy is apparent are so small that the contribution from the stimulated process is negligible in comparison with spontaneous emission, and so the discrepancy with the Markovian master equation is never large.

### 2.3.3. Assumption of factorized dynamics

\[ \rho(t) = \rho_S(t) \otimes \rho_{th} \]

In the derivation of the Markovian master equation, one can arrive at equation (7) by iterating the Von Neumann
equation (1) twice and assuming that the whole state factorizes as \( \rho(t) \approx \rho_S(t) \otimes \rho_{th} \) at any time \([3, 10, 18, 20]\). This assumption has to be understood as an effective model for arriving at equation (7) without the use of projection operator techniques; however, it does not make sense to assume that the physical state of the system is really a factorization for all time. Taking advantage of the ability to simulate the entire system, we have plotted the distance between the simulated whole state \( \rho(t) \) and the ansatz \( \rho_S(t) \otimes \rho_{th} \) as a function of time (see figure 6). On the left, we have plotted the distance for \( M = 350 \) oscillators in the bath; actually we have checked from several simulations that the results turn out to be independent of the number of oscillators as long as the maximum time is less than the recurrence time of the system. From figure 3, we see that \( t = 50 \) is less than the recurrence time for \( M = 175 \), and so we have used this value and plotted the distance for different coupling strengths on the right. It is clear that this distance is monotonically increasing in time (strictly, in the limit of an environment with infinite degrees of freedom), and the slope decreases with coupling strength. In section 1.1, we pointed out that the weak coupling approach makes sense if the coupling is small and the environment has infinite degrees of freedom. This fits with the usual argument to take \( \rho \approx \rho_S(t) \otimes \rho_{th} \) in a more informal derivation of Markovian master equations, that is, ‘the state of the environment is not so affected by the system’, but we stress again that this is an effective approach, without any physical meaning on the real state \( \rho \).

### 3. Two coupled damped harmonic oscillators

We now consider two coupled harmonic oscillators, which for simplicity we take to have the same frequency \( \Omega_1 = \Omega_2 = \Omega \), and each locally damped by its own reservoir (see figure 7); the
Hamiltonian of the whole system is
\[ H = H_{01} + H_{02} + V_{12} + H_{B1} + H_{B2} + V_{1B1} + V_{2B2}, \]
where the free Hamiltonians are given by
\[ H_{01} = \Omega a_1^\dagger a_1, \quad H_{02} = \Omega a_2^\dagger a_2, \]
\[ H_{B1} = \sum_{j=1}^{M} \omega_{1j} a_{1j}^\dagger a_{1j}, \quad H_{B2} = \sum_{j=1}^{M} \omega_{2j} a_{2j}^\dagger a_{2j}, \]
with the couplings to the baths
\[ V_{1B1} = \sum_{j=1}^{M} g_{1j}(a_{1j}^\dagger a_{1j} + a_{1j} a_{1j}^\dagger), \]
\[ V_{2B2} = \sum_{j=1}^{M} g_{2j}(a_{2j}^\dagger a_{2j} + a_{2j} a_{2j}^\dagger), \]
and the coupling between oscillators
\[ V_{12} = \beta(a_{1} a_{2} + a_{1} a_{2}^\dagger). \]
Again, we have employed the RWA, and so we assume \( \Omega \gg \beta \). For the case of \( \Omega \sim \beta \), we must keep the antirotating terms \( a_{1} a_{2} \) and \( a_{1} a_{2}^\dagger \). However, note that the eigenfrequencies of the normal modes become imaginary if \( \omega < 2\beta \) (see for example [34]) and the system then becomes unstable, so even when keeping the anti-rotating terms, we must limit \( \beta \) if we wish to keep the oscillatory behaviour.

3.1. Exact solution

For the exact solution, the extension to two oscillators follows closely that of a single damped harmonic oscillator. Again, we work in the Heisenberg picture, and wish to solve for the vector \( A = (a_1, a_{11}, \ldots, a_{1M}, a_2, a_{21}, \ldots, a_{2M})^T \), given the differential equation
\[ i\dot{A} = WA, \]
\[ \text{(54)} \]
where $W$ is now given by the matrix

$$
W = \begin{pmatrix}
\Omega_1 & g_{11} & \cdots & g_{1M} & \beta \\
g_{11} & \omega_{12} & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
g_{1M} & \beta & \omega_{1M} & & \\
\Omega_2 & g_{21} & \cdots & g_{2M} \\
g_{21} & \omega_{21} & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \\
g_{2M} & & \ddots & \ddots & \omega_{2M}
\end{pmatrix}.
$$

(55)

The simulation process is then analogous to that of section 2.1.

3.2. Markovian master equations

Unfortunately, the derivation of a Markovian master equation for coupled systems introduces a number of additional complications. If the oscillators are uncoupled $\beta = 0$, it is obvious that the Markovian master equation for their joint density matrix will be a sum of expressions like (49)

$$
\frac{d}{dt} \rho_S(t) = -i[\hat{\Omega}_1 a_1^\dagger a_1 + \hat{\Omega}_2 a_2^\dagger a_2 + \hat{V}_{12}, \rho_S(t)] + \mathcal{D}_1[\rho_S(t)] + \mathcal{D}_2[\rho_S(t)],
$$

(56)

where

$$
\mathcal{D}_j[\rho_S(t)] = \gamma_j(\bar{n}_j + 1) \left( 2a_j \rho_S(t)a_j^\dagger - a_j^\dagger a_j \rho_S(t) - \rho_S(t)a_j^\dagger a_j \right) + \gamma_j \bar{n}_j \left( 2a_j^\dagger \rho_S(t)a_j - a_j a_j^\dagger \rho_S(t) - \rho_S(t)a_j a_j^\dagger \right).
$$

(57)

Here, the frequency shift, decay rate and number of quanta are individually computed via equations (51), (52) and (50) for each bath $j$. However, for finite intercoupling, we split the analysis into two subsections.

3.2.1. Small intercoupling $\beta$. If $\beta$ is sufficiently small to not affect the shift and decay rates, one can expect a Markovian master equation of the form

$$
\frac{d}{dt} \rho_S(t) = -i[\hat{\Omega}_1 a_1^\dagger a_1 + \hat{\Omega}_2 a_2^\dagger a_2 + \hat{V}_{12}, \rho_S(t)] + \mathcal{D}_1[\rho_S(t)] + \mathcal{D}_2[\rho_S(t)],
$$

(58)

an example of which for coupled subsystems can be found in [35], and we have given the details of a derivation based on projection operators in appendix B.1. In addition, this kind of approximation is often made in other contexts such as with damped systems driven by a classical field [18]. Such a case will be analysed in detail in section 4.

3.2.2. Large intercoupling $\beta$. To go further, we must work in the interaction picture generated by the Hamiltonian $H_0 = H_{\text{free}} + \hat{V}_{12}$ and apply the procedure described in section 1.1. The details of the derivation are reserved for appendix B.2; what is important, however, is that the non-secular terms oscillate with a phase $e^{\pm 2i\beta t}$, so in order to neglect them we must impose...
\[ \beta \gg \alpha \]; therefore the resultant equation is, in some sense, complementary to (58), valid if \( \alpha \gtrsim \beta \).

The final Markovian master equation in this regime takes the form

\[
\frac{d}{dt} \rho_S(t) = -i \left[ \hat{\Omega} a_1^\dagger a_1 + \hat{\Omega} a_2^\dagger a_2 + \hat{\beta} \left( a_1 a_1^\dagger + a_2 a_2^\dagger \right), \rho_S(t) \right]
\]

\[ + \sum_{j,k}^2 K_{jk}^{(E)} \left[ a_j \rho_S(t) a_k^\dagger + \frac{1}{2} \left\{ a_k a_j^\dagger, \rho_S(t) \right\} \right]
\]

\[ + \sum_{j,k}^2 K_{jk}^{(A)} \left[ a_j^\dagger \rho_S(t) a_k + \frac{1}{2} \left\{ a_k^\dagger a_j, \rho_S(t) \right\} \right], \quad (59)
\]

where

\[ \hat{\Omega} = \Omega + [\Delta_1(\Omega_+) + \Delta_2(\Omega_+) + \Delta_1(\Omega_-) + \Delta_2(\Omega_-)]/4, \]

\[ \hat{\beta} = \beta + [\Delta_1(\Omega_+) + \Delta_2(\Omega_+) - \Delta_1(\Omega_-) - \Delta_2(\Omega_-)]/4, \]

and \( K_{jk}^{(E)} \) and \( K_{jk}^{(A)} \) are two positive semidefinite Hermitian matrices with coefficients

\[ K_{11}^{(E)} = K_{22}^{(E)} = \left[ \gamma_1(\Omega_+) + 1 \right] + \gamma_2(\Omega_+) \left[ \tilde{n}_2(\Omega_+) + 1 \right] + \gamma_1(\Omega_-) \left[ \tilde{n}_1(\Omega_-) + 1 \right]
\]

\[ + \gamma_2(\Omega_-) \left[ \tilde{n}_2(\Omega_-) + 1 \right] /2, \quad (60) \]

\[ K_{12}^{(E)} = K_{21}^{(E)} = \left[ \gamma_1(\Omega_+) + 1 \right] + \gamma_2(\Omega_+) \left[ \tilde{n}_2(\Omega_+) + 1 \right] - \gamma_1(\Omega_-) \left[ \tilde{n}_1(\Omega_-) + 1 \right]
\]

\[ - \gamma_2(\Omega_-) \left[ \tilde{n}_2(\Omega_-) + 1 \right] /2, \quad (61) \]

\[ K_{11}^{(A)} = K_{22}^{(A)} = \left[ \gamma_1(\Omega_+) \tilde{n}_1(\Omega_+) + \gamma_2(\Omega_+) \tilde{n}_2(\Omega_+) + \gamma_1(\Omega_-) \tilde{n}_1(\Omega_-) + \gamma_2(\Omega_-) \tilde{n}_2(\Omega_-) \right] /2, \quad (62) \]

\[ K_{12}^{(A)} = K_{21}^{(A)} = \left[ \gamma_1(\Omega_+) \tilde{n}_1(\Omega_+) + \gamma_2(\Omega_+) \tilde{n}_2(\Omega_+) - \gamma_1(\Omega_-) \tilde{n}_1(\Omega_-) - \gamma_2(\Omega_-) \tilde{n}_2(\Omega_-) \right] /2, \quad (63) \]

where \( \gamma_j, \Delta_j \) and \( \tilde{n}_j \) are evaluated according to the spectral density and temperature of the bath \( j \) and \( \Omega_\pm = \Omega \pm \beta \).

### 3.3. Study of the approximations

By virtue of the derivation, equations (58) and (59) preserve both complete positivity and Gaussianity (because they arise from a linear interaction with the environment). Thus, we can test their regimes of validity using simulations of Gaussian states, and appropriate fidelity formulae. In figure 8, we have plotted the fidelity between both states for the Markovian master equation (58) (left side) and for (59) (right side).

From these results, one concludes that when modelling a system with multiple baths at different temperatures, equations (58) and (59) are each accurate in their theoretically applicable regimes. However, for baths at the same temperature, it seems that both equations give good results. A natural, and important, question is whether an intermediate range of couplings exists, such that neither (58) or (59) gives useful results. In figure 9, the fidelity between the simulated...
and the Markovian master equation states has been plotted for both equations at a fixed time $t = 100$ as a function of the intercoupling strength $\beta$.

We see that for the parameters shown on the plot, there is a small range $\beta \sim 0.01-0.02$ where neither Markovian master equation obtains a high precision. However, note that this range becomes smaller as the coupling with the bath decreases, and so generally both master equations cover a good range of values of $\beta$.

### 3.3.1. Baths with the same temperature.

We now examine the role of the bath temperatures in more detail. Because the simulations seem to produce good results for both Markovian master equations when the temperatures of the local baths are the same, regardless of the strength of the intercoupling, it is worth looking at why this happens. In the case of equation (59), it is reasonable to expect that this will remain valid for small $\beta$, because when $\beta \rightarrow 0$, this equation approaches (58) if the bath temperatures and spectral densities are the same. That is, the off-diagonal terms of the matrices $K^{(E)}$ and $K^{(A)}$ do not contribute much, $\bar{\beta} \sim \beta$ and the rest of coefficients become approximately equal to those in (58). Note that this happens only under these conditions.

Essentially the same argument applies to equation (58) in the large $\beta$ limit. On the one hand, for a relatively small value of $\beta (\approx 0.1)$ in comparison with $\omega$, the off-diagonal elements of the matrices $K^{(E)}$ and $K^{(A)}$ in master equation (59) are unimportant in comparison with the diagonals. On the other hand, the diagonal terms are also similar for the same reason, and so both master equations will be quite similar. However, note that at later times the behaviour of both equations starts to differ, and the steady states are not the same. By construction, the steady state of equation (59) is the thermal state of the composed system [3, 4], whereas that of master
\(D_2 = 1 - F(\rho_s^{(m)}, \rho_s^{(m)})\)

**Figure 9.** Fidelity between the simulated state \(\rho_s^{(x)}\) and \(\rho_s^{(m)}\) according to the Markovian master equations (58) and (59) at a fixed time as a function of the coupling between the damped oscillators.

**Figure 10.** Fidelity between the states \(\rho_s^{(m1)}\) and \(\rho_s^{(m2)}\) corresponding to Markovian master equations (58) and (59), respectively.

Equation (58) is not (although it tends to the thermal state as \(\beta \to 0\), of course). Surprisingly, the divergences between both equations, even for large times, are actually very small (see figure 10). In some cases, while the steady state of (58) is not strictly thermal, the fidelity with that of (59) is more than 99.999%.
Figure 11. A single damped oscillator interacting with a classical incident field with Rabi frequency \( r \).

4. Driven damped harmonic oscillator

One situation that is also interesting to analyse is that of adding a driving term to the Hamiltonian of the damped oscillator. At this stage we consider again a single oscillator, damped by a thermal bath and driven by a coherent field (figure 11). This is described by a semiclassical Hamiltonian in the RWA,

\[
H(t) = \Omega a^\dagger a + r (a^\dagger e^{-i\omega_L t} + ae^{i\omega_L t}) + \sum_{j=1}^{M} \omega_j a_j^\dagger a_j + \sum_{j=1}^{M} g_j (a^\dagger a_j + aa_j^\dagger),
\]

where \( \omega_L \) is the frequency of the incident field and \( r \) is the Rabi frequency.

4.1. Exact solution

To obtain the exact solution of this system, let us consider for a moment the Schrödinger picture

\[
\frac{d}{dt} |\psi(t)\rangle = -i H(t) |\psi(t)\rangle.
\]

We solve this equation by means of the unitary transformation \( U_{\text{rot}}(t) = e^{iH_{\text{rot}}t} \), where \( H_{\text{rot}} = \omega_L (a^\dagger a + \sum_{j=1}^{M} a_j^\dagger a_j) \). By making the substitution \( |\tilde{\psi}(t)\rangle = U_{\text{rot}}(t) |\psi(t)\rangle \), we immediately obtain

\[
\frac{d}{dt} |\tilde{\psi}(t)\rangle = i[H_{\text{rot}} - U_{\text{rot}}(t) H(t) U_{\text{rot}}^\dagger(t)] |\tilde{\psi}(t)\rangle = -i H_0 |\tilde{\psi}(t)\rangle,
\]

where \( H_0 = (\Omega - \omega_L) a^\dagger a + r (a + a^\dagger) + \sum_{j=1}^{M} (\omega_j - \omega_L) a_j^\dagger a_j + \sum_{j=1}^{M} g_j (a^\dagger a_j + a a_j^\dagger) \) is time-independent. Returning to the Schrödinger picture, the evolution of the states is then

\[
|\psi(t)\rangle = U(t, 0) |\psi(0)\rangle = e^{-iH_0 t} e^{-iH_{\text{rot}} t} |\psi(0)\rangle.
\]

In order to avoid differential equations with time-dependent coefficients, we can study the evolution in an \( X-P \) time rotating frame; in that frame, the annihilation (and creation) operators \( \tilde{a} = e^{-iH_{\text{rot}} t} a e^{iH_{\text{rot}} t} \) will evolve according to

\[
\tilde{a}(t) = U^\dagger(t, 0) e^{-iH_{\text{rot}} t} a e^{iH_{\text{rot}} t} U(t, 0) = e^{iH_0 t} a e^{-iH_0 t}.
\]
that is,

\[ i\dot{\vec{a}} = [\vec{a}, H_0] = (\Omega - \omega_L)\vec{a} + \sum_{j=1}^{M} g_j \vec{a}_j + r, \] (65)

\[ i\dot{\vec{a}}_j = [\vec{a}_j, H_0] = (\omega_j - \omega_L)\vec{a}_j + g_j \vec{a}, \] (66)

which is quite similar to (32) but with the additional time-independent term \( r \). Following the notation of section 2.1, we can write

\[ i\dot{\vec{A}} = W_0\vec{A} + b, \]

where \( b = (r, 0, \ldots, 0)^T \) and \( W_0 \) is found from (35) as \( W - \omega_L \mathbb{1} \). The solution of this system of differential equations is

\[ \vec{A}(t) = e^{-i\omega_0 t} \left[ A(0) - i \int_0^t ds e^{i\omega_0 s} b \right]. \]

If \( W_0 \) is invertible, this equation can be written as

\[ \vec{A}(t) = e^{-i\omega_0 t} \left[ A(0) + W_0^{-1} b \right] - W_0^{-1} b. \] (67)

Analogous to (38) and (39), we find

\[ \vec{X}(t) = T^0_R X(0) - T^0_i P(0) + T^0_R W_0^{-1} b - W_0^{-1} b, \] (68)

\[ \vec{P}(t) = T^0_i X(0) + T^0_R P(0) + T^0_i W_0^{-1} b, \] (69)

where \( T^0_R \) and \( T^0_i \) are as in (40) for \( W_0 \). Thus, by writing

\[ \mathcal{M}^0 = \begin{pmatrix} T^0_R & -T^0_i \\ T^0_i & T^0_R \end{pmatrix}, \quad \mathcal{B} = \begin{pmatrix} (T^0_R - \mathbb{1})W_0^{-1} b \\ T^0_i W_0^{-1} b \end{pmatrix}, \]

we find that the position and momentum expectation values evolve as

\[ \vec{R}(t) = \mathcal{M}^0 R(0) + \mathcal{B}. \] (70)

Note that in this case the first moments of the state change, although \( \langle R(0) \rangle = 0 \). To calculate the evolution of the covariance matrix, we proceed in the same way as before,

\[ \langle \vec{R}_i(t)\vec{R}_j(t) \rangle = \sum_{k, \ell} \mathcal{M}^0_{i, k} \mathcal{M}^0_{j, \ell} \langle R_i(0) R_j(0) \rangle + \sum_k \mathcal{M}^0_{i, k} \langle R_k(0) \rangle \mathcal{B}_j + \mathcal{B}_j \sum_k \mathcal{M}^0_{j, \ell} \langle R_\ell(0) \rangle + \mathcal{B}_j \mathcal{B}_j, \] (71)

and analogously for the solutions for \( \langle \vec{R}_i(t)\vec{R}_i(t) \rangle \) and \( \langle \vec{R}_i(t) \rangle \langle \vec{R}_j(t) \rangle \). Combining these terms, we find that the \( \mathcal{B} \) cancel and so, in a similar fashion to (44), (45) and (46),

\[ \tilde{C}_{1,1}(t) = (\mathcal{M}^0_{i, i}, \mathcal{C}(0)\mathcal{M}^0_{i, i}), \]

\[ \tilde{C}_{1, M+2}(t) = \tilde{C}_{M+2,1}(t) = (\mathcal{M}^0_{i, i}, \mathcal{C} \mathcal{M}^0_{M+2, i}), \]

\[ \tilde{C}_{M+2, M+2}(t) = (\mathcal{M}^0_{M+2, M+2}, \mathcal{C} \mathcal{M}^0_{M+2, i}), \] (72)

where, of course, \( \mathcal{M}^0_{i, i} \) and \( \mathcal{M}^0_{i, j} \) are as in (48) for \( \mathcal{M}^0 \).
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4.2. Markovian master equations

In order to derive a Markovian master equation for this system, we must take into account two important details. Firstly, since the Hamiltonian is time dependent, the generator of the master equation must also be time dependent,

\[ \frac{d\rho_S(t)}{dt} = L_t \rho_S(t), \]

whose solution defines a family of propagators \( \mathcal{E}(t_2, t_1) \) such that

\[ \rho_S(t_2) = \mathcal{E}(t_2, t_1) \rho_S(t_1), \]
\[ \mathcal{E}(t_3, t_1) = \mathcal{E}(t_3, t_2) \mathcal{E}(t_2, t_1). \]

These can be written formally as a time-ordered series

\[ \mathcal{E}(t_1, t_0) = T \int_{t_0}^{t_1} e^{L_t' dt'}, \]

where \( T \) is the well-known time-ordering operator. Similarly to the case of time-independent equations, it can be shown that the family \( \mathcal{E}(t_2, t_1) \) is completely positive for all \( t_2 \geq t_1 \) if and only if \( L_t \) has the Kossakowski–Lindblad form for any time \( t \) [13].

The second problem is that there is a lack of rigorous methods for arriving at a completely positive master equation in the Markovian limit when the Hamiltonian is time dependent, with the exception of adiabatic regimes of external perturbations [36]. Fortunately in this case, due to the simple periodic time dependence of the Hamiltonian, we will be able to obtain Markovian master equations valid for large (to some degree) Rabi frequencies, even though the complexity of the problem has increased. In our derivation, we will distinguish between three cases: when the Rabi frequency is very small; when the driving is far off resonance \( |\omega_L - \Omega| \gg 0 \); and finally, the identical case without the secular approximation.

The details of the derivation are reserved for appendix B.3, but in these three cases we find a Markovian master equation with the structure

\[ \frac{d\rho_S}{dt} = -i[\tilde{\Omega} a^\dagger a + \tilde{r} e^{-i\Omega t} a + \tilde{r}^* e^{i\Omega t} a^\dagger, \rho_S] + D(\rho_S), \]

where \( D \) is given by (57), \( \tilde{\Omega} = \Omega + \Delta \) is the same as for a single damped oscillator, and \( \tilde{r} \) is a renormalized Rabi frequency due to the effect of the bath. Note that as the incident field alters the position operator of the oscillator, which in turn couples to the bath, one can expect that the field itself is also affected by the environment. For small Rabi frequencies, an argument similar to section 3.2.1 gives simply

\[ \tilde{r} = r, \] (73)

whereas when the driving field is far from resonance, \( |\omega_L - \Omega| \gg 0 \), we obtain

\[ \tilde{r} = r \left[ 1 + \frac{\Delta(\Omega) + i\gamma(\Omega)}{\Omega - \omega_L} \right]. \] (74)

Finally, if we neglect the secular approximation, this regime yields

\[ \tilde{r} = r \left[ 1 + \frac{\Delta(\Omega) + i\gamma(\Omega)}{\Omega - \omega_L} - \frac{\Delta(\omega_L) + i\gamma(\omega_L)}{\Omega - \omega_L} \right]. \] (75)

Without going into the details of the derivation, one sees that equations (74) and (75) are problematic on resonance \( |\Omega - \omega_L| \sim 0 \). This is due to two approximations: the secular
approximation in (74) and the second order in the perturbative series. In the derivation in appendix B.3, it is clear why in this case the series diverges for \(|\Omega_{1}| \sim 0.

4.3. Study of the approximations

Note that in this case the range of validity of each equation is now more ambiguous than in previous sections where we have dealt with undriven systems. Which one is more appropriate is going to be discovered by simulation, although one could suppose that the more elaborate equations (74) and (75) would provide the better approximation. However, there is still the question of how effective they are and whether the additional effort required to obtain them is worthwhile in comparison with the simpler equation (73).

In addition, note that in every case the covariance matrix is unaffected by the driving term, which only produces a change in the first moments. Furthermore, as the fidelity is invariant under unitary operations, we are always free to work in the frame rotating with the field. Therefore, all calculations can be performed with the rotating observables.

In figure 12, the fidelities are plotted for close to and far from resonance. Compare the amount of disagreement with the fidelity of a single damped oscillator in figure 5. For global features, the more elaborate equation (75) works better in both cases, although the difference from (73) is very small. As expected, the choice of (74) is preferable to the choice of (73) when out of resonance, but gives quite poor results when close to resonance. However, when off resonance the difference between the three choices is essentially small.

Given these results, it is worthwhile looking at how the fidelities at a fixed time vary as a function of the detuning; this is done in figure 13 (note that we choose a large value for the time, so that we avoid the potentially confusing effect due to the oscillatory behaviour depicted in figure 12).

Figure 12. Fidelity between \(\rho_S^{(c)}\) and \(\rho_S^{(m)}\) for different renormalized Rabi frequencies (73), (74) and (75). An example of off resonance is shown on the left, whereas the plot on the right is close to resonance.
Figure 13. Fidelity between $\rho^S_{\psi}$ and $\rho^S_{\phi}$ for different renormalized Rabi frequencies (73), (74) and (75) as a function of the detuning.

Figure 14. Fidelity between $\rho^S_{\psi}$ and $\rho^S_{\phi}$ for different renormalized Rabi frequencies (73), (74) and (75) as a function of the Rabi frequency.

Here we see that both (74) and (75) fail close to resonance, as was expected from the perturbative approach. Equation (73) gives good results due to the small Rabi frequency; however, note that in comparison with (75) the accuracy quickly drops off as we move away from $\omega_L - \Omega = 0$. A similar effect can be seen when compared with (74) for larger detunings.

Finally, in figure 14, we test the dependence of the fidelities on the strength of the Rabi frequencies far from resonance. Here, the worst behaviour is observed for (73), as expected.

In summary, for the case of a driven damped harmonic oscillator, the difference in accuracy between Markovian master equations is generally small. Equations (74) and (75) work better...
except in the case of resonance, where (73) gives more accurate results, as long as the Rabi frequency is small. The justification to use one equation over another will depend on the context and the accuracy that one wants to obtain, but given that the differences are very small, the simplest choice (73) seems to be the more ‘economical’ way of describing the dynamics.

5. Conclusions

We have obtained and studied the range of validity of different Markovian master equations for harmonic oscillators by means of exactly simulating the dynamics, and comparing the predictions with those obtained from evolving the system using the master equations. In particular:

- We have clarified the possible detrimental effect of low temperatures on the Markovian treatment of a damped oscillator, showing that the Markovian master equation provides good accuracy regardless of the temperature of the bath.
- We have shown that the system–environment state factorization assumption for all times has to be understood in general as an effective model by deriving the same equation using the projection operator technique.
- We have analysed two strategies for finding completely positive Markovian master equations for two harmonic oscillators coupled together under the effect of local baths, indicating that both are complementary in their range of validity. Moreover, when the temperatures of the local baths is the same, the difference between them is quite small.
- In the same spirit, we derived time-inhomogeneous completely positive Markovian master equations for a damped oscillator that is driven by an external semiclassical field. We studied the validity of each one and pointed out that completely positive dynamics can be obtained even without secular approximation (for this kind of inhomogeneous equations).

Although we have focused on harmonic oscillator systems, the proposed method is general and we expect that non-harmonic systems should behave in a similar manner with respect to the validity of the equations. This suggests that the general conclusions drawn here are widely applicable to any other settings involving a weak interaction with the environment.

In this regard, we hope that the present study may help in providing a better understanding and a transparent description of noise in interacting systems, including those situations where the strength of the internal system interaction is large. There are currently many quantum scenarios open to the use of these techniques, including realizations of harmonic and spin chains in systems of trapped ions [37], superconducting qubits [38] and nitrogen–vacancy (NV) defects in diamond [39].

Moreover, interacting systems subject to local reservoirs have recently been treated under the assumption of weak internal system interaction in theoretical studies ranging from the excitation transport properties of biomolecules [40] to the stability of topological codes for quantum information (see for example [41]).
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Appendix A. Details of the simulation

In order to make an appropriate comparison between the exact evolutions, such as those in sections 2.1, 3.1 and 4.1, and the corresponding master equations, we must make a careful choice of a number of numerical parameters. In practice, however, this is not a difficult issue. The essential ingredient is to choose the couplings to the bath according to the desired spectral density. Throughout this paper, we have made the choice

\[ J(\omega) = \sum_j g_j^2 \delta(\omega_j - \omega) \approx \alpha \omega e^{-\omega/\omega_c}. \]

The first step in picking \( g_j \) is to remove the Dirac delta functions by integrating over a frequency range bounded by a frequency cut-off \( \omega_{\text{max}} \),

\[ \sum_j g_j^2 \approx \alpha \int_0^{\omega_{\text{max}}} \omega e^{-\omega/2\omega_c} d\omega, \]

which means

\[ g_j^2 \approx \alpha \omega_j e^{-\omega_j/2\omega_c} \Delta \omega_j \]

due to the decomposition of the integral in terms of Riemann sums. We should also take care to set the range of oscillators, \( \omega_{\text{max}} \), large enough to cover significantly. For example, if we take \( \omega_1 = c \), with small \( c \), then one possible convention is to take \( \omega_{\text{max}} \) such that \( J(\omega_{\text{max}}) = J(c) \), and so we neglect all possible oscillators with a coupling constant less than \( \sqrt{J(c)} \). Another possible convention is to take \( \omega_1 \) and \( \omega_{\text{max}} \) such that

\[ \int_0^{\omega_1} J(\omega) d\omega = \int_0^{\omega_{\text{max}}} J(\omega) d\omega \]

\[ \Rightarrow \omega_1 e^{-\omega_1/\omega_c} (\omega_1 + \omega_\omega) = (\omega_{\text{max}} + \omega_\omega) e^{-\omega_{\text{max}}/\omega_c}. \]

However, in practice this choice is not really a crucial point.

Appendix B. Derivation of Markovian master equations

B.1. Two coupled damped harmonic oscillators, small \( \beta \)

We can derive Markovian master equations like (58) from the microscopic model by the following procedure. The Von Neumann equation in the interaction picture with respect to the free Hamiltonian \( H_{\text{free}} = H_{01} + H_{02} + H_{B1} + H_{B2} \) is

\[ \frac{d}{dt} \tilde{\rho}(t) = -i\beta [\tilde{V}_{12}(t), \tilde{\rho}(t)] - i\alpha [\tilde{V}_{SB}(t), \tilde{\rho}(t)] \]

\[ \equiv \beta V_{12}(t) \tilde{\rho}(t) + \alpha V_{SB}(t) \tilde{\rho}(t), \quad \text{(B.1)} \]

where \( \tilde{V}_{SB}(t) = \tilde{V}_{1B1}(t) + \tilde{V}_{2B2}(t) \), and for simplicity we have assumed that the strength of the coupling to each bath is identical (the reader will note afterwards that this is not a crucial assumption). We now define the projector \( \mathcal{P} \rho(t) = \text{Tr}_{B1.B2} [\rho(t)] \otimes \rho_{\text{th1}} \otimes \rho_{\text{th2}} \), along with \( Q = I - \mathcal{P} \). Application of the projection operators to (B.1) yields

\[ \frac{d}{dt} \mathcal{P} \tilde{\rho}(t) = \beta \mathcal{P} V_{12}(t) \tilde{\rho}(t) + \alpha \mathcal{P} V_{SB}(t) \tilde{\rho}(t), \quad \text{(B.2)} \]
\[
\frac{d}{dt} \tilde{Q}\tilde{\rho}(t) = \beta \tilde{Q}\tilde{\rho}(t) + \alpha \tilde{Q}\tilde{V}_{SB}(t)\tilde{\rho}(t),
\]
and so (cf section 1.1) we find a formal solution to the second equation as
\[
\tilde{Q}\tilde{\rho}(t) = \mathcal{G}(t, t_0)\tilde{Q}\tilde{\rho}(t_0) + \beta \int_{t_0}^{t} ds \mathcal{G}(s, t)\tilde{Q}\tilde{V}_{12}(s)\mathcal{P}\tilde{\rho}(s) + \alpha \int_{t_0}^{t} ds \mathcal{G}(s, t)\tilde{Q}\tilde{V}_{SB}(s)\mathcal{P}\tilde{\rho}(s),
\]
where
\[
\mathcal{G}(t, s) = \mathcal{T} e^{\int_{t}^{s} dt' \mathcal{Q}[\beta \tilde{V}_{12}(t') + \alpha \tilde{V}_{SB}(t')].}
\]
Now the procedure is as follows. We introduce the identity \(1 = \mathcal{P} + \mathcal{Q}\) in the second term of equation (B.2),
\[
\frac{d}{dt} \mathcal{P}\tilde{\rho}(t) = \beta \mathcal{P}\tilde{V}_{12}(t)\tilde{\rho}(t) + \alpha \mathcal{P}\tilde{V}_{SB}(t)\mathcal{P}\tilde{\rho}(t) + \alpha \mathcal{P}\tilde{V}_{SB}(t)\tilde{\rho}(t),
\]
and insert the formal solution (B.4) into the last term. Recalling the condition (2) \(\mathcal{P}\mathcal{V}\mathcal{P} = 0\) and again assuming an initial factorized state \((\tilde{Q}\tilde{\rho}(t_0) = 0)\), we find
\[
\frac{d}{dt} \mathcal{P}\tilde{\rho}(t) = \beta \mathcal{P}\tilde{V}_{12}(t)\tilde{\rho}(t) + \int_{t_0}^{t} ds \mathcal{K}_1(t, s)\mathcal{P}\tilde{\rho}(s) + \int_{t_0}^{t} ds \mathcal{K}_2(t, s)\mathcal{P}\tilde{\rho}(s),
\]
where the kernels are
\[
\mathcal{K}_1(t, s) = \alpha \beta \mathcal{P}\tilde{V}_{SB}(t)\mathcal{G}(t, s)\tilde{Q}\tilde{V}_{12}(s)\mathcal{P} = 0,
\]
\[
\mathcal{K}_2(t, s) = \alpha^2 \mathcal{P}\tilde{V}_{SB}(t)\mathcal{G}(t, s)\tilde{Q}\tilde{V}_{SB}(s)\mathcal{P}.
\]
The first vanishes because \(\tilde{V}_{12}(s)\) commutes with \(\mathcal{P}\) and \(\mathcal{Q}\mathcal{P} = 0\). If we consider the second kernel, weak coupling implies \(\alpha \gtrsim \beta\), and so to second order in \(\alpha\) and \(\beta\) this becomes
\[
\mathcal{K}_2(t, s) = \alpha^2 \mathcal{P}\tilde{V}_{SB}(t)\tilde{Q}\tilde{V}_{SB}(s)\mathcal{P} + \mathcal{O}(\alpha^3, \alpha^2 \beta),
\]
which has exactly the same form as (6) and therefore the equation of motion becomes
\[
\frac{d}{dt} \mathcal{P}\tilde{\rho}(t) = \beta \mathcal{P}\tilde{V}_{12}(t)\tilde{\rho}(t) + \int_{t_0}^{t} ds \mathcal{P}\tilde{V}_{SB}(t)\mathcal{V}_{SB}(s)\mathcal{P}\tilde{\rho}(s).
\]
Finally, we note that
\[
\text{Tr}_{B1,B2}[\tilde{V}_{1B1}(t)\tilde{V}_{2B2}(t') (\rho_{th1} \otimes \rho_{th2})] = \text{Tr}_{B1}[\tilde{V}_{1B1}(t)\rho_{th1}] \text{Tr}_{B2}[\tilde{V}_{2B2}(t')\rho_{th2}] = 0,
\]
because our interactions individually hold \(\text{Tr}_{B1}[\tilde{V}_{1B1}\rho_{th1}] = \text{Tr}_{B2}[\tilde{V}_{2B2}\rho_{th2}] = 0\), so \(\mathcal{P}\tilde{V}_{1B1}\mathcal{V}_{2B2}\mathcal{P} = \mathcal{P}\mathcal{V}_{2B2}\mathcal{V}_{1B1}\mathcal{P} = 0\) and then
\[
\frac{d}{dt} \mathcal{P}\tilde{\rho}(t) = \beta \mathcal{P}\tilde{V}_{12}(t)\tilde{\rho}(t) + \alpha^2 \int_{t_0}^{t} ds \mathcal{P}\tilde{V}_{1B1}(t)\mathcal{V}_{1B1}(s)\mathcal{P}\tilde{\rho}(s) + \alpha^2 \int_{t_0}^{t} ds \mathcal{P}\tilde{V}_{2B2}(t)\mathcal{V}_{2B2}(s)\mathcal{P}\tilde{\rho}(s),
\]
which may be rewritten as
\[
\frac{d}{dt} \tilde{\rho}_S(t) = -i[\tilde{V}_{12}(t), \tilde{\rho}_S(t)] - \int_{t_0}^{t} dt' \text{Tr}_{B1}[\tilde{V}_{1B1}(t), [\tilde{V}_{1B1}(t'), [\tilde{\rho}_S(t'), \tilde{\rho}_{th1}(t')]]]
- \int_{t_0}^{t} dt' \text{Tr}_{B2}[\tilde{V}_{2B2}(t), [\tilde{V}_{2B2}(t'), [\tilde{\rho}_S(t'), \tilde{\rho}_{th2}(t')]]].
\]
The last quantity in the above equation is just a sum of the individual terms for each bath, which lead, under the standard procedure of section 1.1, to the (interaction picture) local dissipators \(D_1\) and \(D_2\) and shifts of (58).
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B.2. Two coupled damped harmonic oscillators, large $\beta$

First, let us write the Hamiltonian of the two-oscillator system in a more convenient way,

$$H_{12} = H_{01} + H_{02} + V_{12} = (a_1^\dagger, a_2^\dagger) \begin{pmatrix} \Omega_1 & \beta \\ \beta & \Omega_2 \end{pmatrix} \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}.$$ 

We can diagonalize this quadratic form by means of a rotation to obtain

$$H_{12} = \Omega_+ b_1^\dagger b_1 + \Omega_- b_2^\dagger b_2,$$

where

$$\Omega_{\pm} = \frac{(\Omega_1 + \Omega_2) \pm \sqrt{4\beta^2 + (\Omega_1 - \Omega_2)^2}}{2},$$

and the creation and annihilation operators in the rotated frame are given by

$$b_1 = a_1 \cos(\alpha) - a_2 \sin(\alpha),$$
$$b_2 = a_1 \sin(\alpha) + a_2 \cos(\alpha),$$

with the angle specified by

$$\tan(\alpha) = \frac{2\beta}{(\Omega_1 - \Omega_2) - \sqrt{4\beta^2 + (\Omega_1 - \Omega_2)^2}}.$$ 

The new operators satisfy the standard bosonic commutation rules $[b_i, b_j^\dagger] = \delta_{ij}$, and so this is nothing more than the decomposition of an oscillatory system in normal modes. For simplicity, let us now take $\Omega_1 = \Omega_2 = \Omega$, and so

$$\Omega_{\pm} = \Omega \pm \beta, \quad \begin{cases} b_1 = \frac{1}{\sqrt{2}} (a_1 + a_2), \\ b_2 = \frac{1}{\sqrt{2}} (a_1 - a_2). \end{cases}$$

Note that RWA approximation implies $\Omega \gg \beta$ so both normal mode frequencies are positive.

We can re-express the interactions with the baths in terms of these new operators,

$$V_{1B1} = \sum_{j=1}^{M} \frac{g_{1j}}{\sqrt{2}} [(b_1^\dagger + b_2^\dagger) a_{1j} + (b_1 + b_2) a_{1j}^\dagger],$$
$$V_{2B2} = \sum_{j=1}^{M} \frac{g_{2j}}{\sqrt{2}} [(b_1^\dagger - b_2^\dagger) a_{2j} + (b_1 - b_2) a_{2j}^\dagger].$$

The advantage of this is that it allows us to easily deal with the interaction picture with respect to $H_0 = H_{12} + H_{B1} + H_{B2}$. By following the method of section 1.1, we obtain the analogue of (8),

$$\frac{d}{dt} \bar{\rho}_S(t) = -\int_0^\infty ds \text{Tr}_{R1} [\bar{V}_{1B1}(t), [\bar{V}_{1B1}(t-s), \bar{\rho}_S(t) \otimes \rho_{th1}]]$$
$$-\int_0^\infty ds \text{Tr}_{R2} [\bar{V}_{2B2}(t), [\bar{V}_{2B2}(t-s), \bar{\rho}_S(t) \otimes \rho_{th2}]],$$

(B.6)
where we have noted $\mathcal{P}V_{1B1}V_{2B2}\mathcal{P} = \mathcal{P}V_{2B2}V_{1B1}\mathcal{P} = 0$. Each of the above terms corresponds, essentially, to one of a pair of two free harmonic oscillators with frequencies $\Omega_+$ and $\Omega_-$, coupled to a common bath. Consequently, we can deal with them separately. Starting with the first term

$$L_1(\tilde{\rho}_S) = -\int_0^t ds \text{Tr}_{B1}[\tilde{\mathcal{V}}_{B1}(t), [\tilde{\mathcal{V}}_{B1}(t - s), \tilde{\rho}_S(t - s) \otimes \rho_{B1}]],$$

we decompose the interaction into eigenoperators of $[H_{12}, \cdot]$ (see (11))

$$V_{1B1} = \sum_k A_k \otimes B_k,$$

with

$$A_1 = \frac{1}{\sqrt{2}}(b_1 + b_2), \quad A_2 = \frac{1}{\sqrt{2}}(b_1^\dagger + b_2^\dagger),$$

$$B_1 = \sum_{j=1}^M g_{1j}a_j^\dagger, \quad B_2 = \sum_{j=1}^M g_{1j}a_j.$$

Note that the $A_1$ operator can be written as $A_1 = A_1(\Omega_+) + A_1(\Omega_-)$, where $A_1(\Omega_+) = b_1/\sqrt{2}$ and $A_1(\Omega_-) = b_2/\sqrt{2}$ are already the eigenoperators of $[H_{12}, \cdot]$ with eigenvalues $-\Omega_+$ and $-\Omega_-$, respectively. Similarly, $A_2 = A_2(-\Omega_+) + A_2(-\Omega_-)$, with $A_2(-\Omega_+) = b_1^\dagger/\sqrt{2}$ and $A_2(-\Omega_-) = b_2^\dagger/\sqrt{2}$, and so we can write (B.8) as

$$V_{1B1} = \sum_k A_k \otimes B_k = \sum_{v,k} A_k(v) \otimes B_k = \sum_{v,k} A_k(v) \otimes B_k^\dagger,$$

which in the interaction picture becomes

$$\tilde{V}_{B1}(t) = \sum_{v,k} e^{-ivt}A_k(v) \otimes \tilde{B}_k(t) = \sum_{v,k} e^{ivt}A_k^\dagger(v) \otimes \tilde{B}_k^\dagger(t).$$

Now, for the first element of (13), we have

$$\Gamma_{1,1}(v) = \sum_{j,j'} g_{1j}g_{1j'} \int_0^\infty ds \, e^{i(v - \omega_{1j})s} \text{Tr}\left(\rho_{B1}^{\text{th}} a_{1j}^\dagger a_{1j'}^\dagger\right)$$

$$= \sum_{j=1}^M g_{1j}^2 \int_0^\infty ds \, e^{i(v - \omega_{1j})s}[\tilde{n}_1(\omega_{1j}) + 1],$$

where the mean number of quanta in the first bath $\tilde{n}_1(\omega_{1j})$ with frequency $\omega_{1j}$ is given by the Bose–Einstein distribution (51). Going to the continuous limit, we take $M \to \infty$ and introduce the spectral density of the first bath $J_1(\omega) = \sum_j g_{1j}^2 \delta(\omega - \omega_{1j}),$

$$\Gamma_{1,1}(v) = \int_0^\infty d\omega J_1(\omega) \int_0^\infty ds \, e^{i(v - \omega)s}[\tilde{n}_1(\omega) + 1].$$

Now, using the well-known formula from distribution theory

$$\int_0^\infty dx \, e^{ix} = \pi \delta(y) + i\text{P.V.}\left(\frac{1}{y}\right)$$

and assuming $v > 0$, we split it into real and imaginary parts,

$$\Gamma_{1,1}(v) = \gamma_1(v)[\tilde{n}_1(v) + 1] + i[\Delta_1(v) + \Delta_1'(v)],$$
where
\[ \gamma_1(v) = \pi J_1(v), \]
\[ \Delta_1(v) = \text{P.V.} \int_0^\infty \frac{J_1(\omega)}{v - \omega} \, d\omega, \]
\[ \Delta'_1(v) = \text{P.V.} \int_0^\infty \frac{J_1(\omega)\tilde{n}_1(\omega)}{v - \omega}. \]

Similar calculations give \((v > 0)\)
\[ \Gamma_{1,2}(-v) = \Gamma_{2,1}(v) = 0, \]
\[ \Gamma_{2,2}(-v) = \gamma_1(v)\tilde{n}_1(v) - i\Delta'_1(v). \]

Thus, equation (B.7) becomes
\[
\mathcal{L}_1(\tilde{\rho}_S) = \sum_{\nu,\nu'} e^{i(v' - v)\nu} \Gamma_{1,1}(v) [A_1(\nu)\tilde{\rho}_S(t), A_1^\dagger(\nu')] + e^{i(v' - v)\nu} \Gamma_{1,1}^*(v) [A_1(\nu'), \tilde{\rho}_S(t)A_1^\dagger(\nu)] \\
+ e^{i(v' - v)\nu} \Gamma_{2,2}(v) [A_2(\nu)\tilde{\rho}_S(t), A_2^\dagger(\nu')] + e^{i(v' - v)\nu} \Gamma_{2,2}^*(v) [A_2(\nu'), \tilde{\rho}_S(t)A_2^\dagger(\nu)].
\] (B.15)

Next we perform the secular approximation; the cross terms \(\nu' \neq \nu\) in the above, expression, which go as \(e^{\pm 2\beta t}\), can be neglected provided that \(2\beta\) is large in comparison with the inverse of the relaxation rate \((\beta \gg \alpha)\) and so we obtain
\[
\mathcal{L}_1(\tilde{\rho}_S) = -i\frac{\Delta_1(\Omega_+)}{2} [b_1^\dagger b_1, \tilde{\rho}_S(t)] - i\frac{\Delta_1(\Omega_-)}{2} [b_2^\dagger b_2, \tilde{\rho}_S(t)] \\
+ \gamma_1(\Omega_+) [\tilde{n}_1(\Omega_+) + 1] \left( b_1^\dagger \tilde{\rho}_S(t)b_1^\dagger - \frac{1}{2} [b_1^\dagger b_1, \tilde{\rho}_S(t)] \right) \\
+ \gamma_1(\Omega_+) \tilde{n}_1(\Omega_+) \left( b_2^\dagger \tilde{\rho}_S(t)b_2^\dagger - \frac{1}{2} [b_2^\dagger b_2, \tilde{\rho}_S(t)] \right) \\
+ \gamma_1(\Omega_-) [\tilde{n}_1(\Omega_-) + 1] \left( b_2^\dagger \tilde{\rho}_S(t)b_2^\dagger - \frac{1}{2} [b_2^\dagger b_2, \tilde{\rho}_S(t)] \right) \\
+ \gamma_1(\Omega_-) \tilde{n}_1(\Omega_-) \left( b_1^\dagger \tilde{\rho}_S(t)b_1^\dagger - \frac{1}{2} [b_1^\dagger b_1, \tilde{\rho}_S(t)] \right).
\]

Returning to equation (B.6), for the second term,
\[ \mathcal{L}_2(\tilde{\rho}_S) = -\int_0^\infty ds \text{Tr}_{B1}[\tilde{V}_{2B2}(t), [\tilde{V}_{2B2}(t - s), \tilde{\rho}_S(t) \otimes \rho_{th2}]], \]
the situation is essentially the same, since the minus sign in \(b_2\) only modifies the cross terms, which we neglect in the secular approximation. Following similar steps as in the above, we obtain the same form (B.16) for \(\mathcal{L}_2\), with the replacements \(\gamma_1 \rightarrow \gamma_2\), \(\Delta_1 \rightarrow \Delta_2\) and \(\tilde{n}_1 \rightarrow \tilde{n}_2\), where the subscript 2 refers to the corresponding expression with the spectral density and
temperature of the second bath. Therefore putting together both quantities and returning to the Schrödinger picture,

\[
\frac{d}{dt} \rho_S(t) = -i \left[ \Omega_1 + \Delta_1(\Omega_\nu)/2 + \Delta_2(\Omega_\nu)/2 \right] [b_1^\dagger b_1, \rho_S(t)] \\
- i \left[ \Omega_2 + \Delta_1(\Omega_-)/2 + \Delta_2(\Omega_-)/2 \right] [b_2^\dagger b_2, \rho_S(t)] \\
+ \{\gamma_1(\Omega_\nu)[\bar{n}_1(\Omega_\nu) + 1] + \gamma_2(\Omega_\nu)[\bar{n}_2(\Omega_\nu) + 1]\} \left( b_1^\dagger \rho_S(t)b_1 - \frac{1}{2} \{b_1^\dagger b_1, \rho_S(t)\} \right) \\
+ \{\gamma_1(\Omega_-)[\bar{n}_1(\Omega_-) + 1] + \gamma_2(\Omega_-)[\bar{n}_2(\Omega_-) + 1]\} \left( b_2^\dagger \rho_S(t)b_2 - \frac{1}{2} \{b_2^\dagger b_2, \rho_S(t)\} \right) \\
+ \{\gamma_1(\Omega_-)[\bar{n}_1(\Omega_-) + 1] + \gamma_2(\Omega_-)[\bar{n}_2(\Omega_-) + 1]\} \left( b_2^\dagger \rho_S(t)b_2 - \frac{1}{2} \{b_2^\dagger b_2, \rho_S(t)\} \right). \\
\] (B.16)

It is manifestly clear that this equation is of the Kossakowski–Lindblad form. Finally, we rewrite the operators \(b_1\) and \(b_2\) in terms of \(a_i\) and \(a_j\) to arrive at equation (59).

It is worth mentioning that similar equations for coupled harmonic oscillators have been given previously (see for example [42, 43]), but not in the Kossakowski–Lindblad form, since in those derivations the secular approximation is not taken.

### B.3. Driven damped harmonic oscillator

To derive a completely positive Markovian master equation valid for large Rabi frequencies \(\nu\), we must work in the interaction picture generated by the unitary propagator \(U(t_1, t_0) = T e^{-i \int_{t_0}^{t_1} H_1(t') dt'}\), where

\[
H_1(t) = \Omega a^\dagger a + r(a^\dagger e^{-i\omega t} + ae^{i\omega t}) + \sum_{j=1}^{M} \omega_j a_j^\dagger a_j. \\
\] (B.17)

Taking \(t_0 = 0\) without loss of generality, the time-evolution equation for \(\tilde{\rho}(t) = U^\dagger(t, 0) \rho(t) U(t, 0)\) is

\[
\dot{\tilde{\rho}}(t) = -i[\tilde{V}(t), \tilde{\rho}(t)] , \\
\] (B.18)

so by following an analogous procedure for time-independent generators, one immediately deals with the problem that it is not clear whether there exists a similar eigenoperator decomposition for \(\tilde{V}(t) = U^\dagger(t, 0) V U(t, 0)\) \((V = \sum_{j=1}^{M} g_j(a^\dagger a_j + a a_j^\dagger))\) as in (10) and (11). Note, however, that the operator \(\tilde{A}_1(t) = \tilde{a}(t)\) satisfies a differential equation with periodic terms

\[
d\tilde{a}(t) = [\tilde{a}(t), H_0(t)] = \Omega \tilde{a}(t) + r e^{-i\omega t} . \\
\] (B.19)

This kind of equation can be studied with the well-established Floquet theory (see for example [26, 27]); in particular, it is possible to predict if its solution is a periodic function. In such a case, the operator in the new picture would have a formal decomposition similar to that in (10) and (11), such that \(\tilde{A}_k(t) = \sum_n \tilde{A}_k(v) e^{i\nu v t}\). This would then allow us to follow a similar procedure to that for time-independent Hamiltonians. Note that the importance of such
a decomposition is that the operators $A_k(v)$ are themselves time independent. Such ideas have already been used before in, for instance [44, 45].

The solution to equation (B.19), with the initial condition $\tilde{a}(0) = a$ and for $\Omega \neq \omega_L$, is given by

$$\tilde{a}(t) = \frac{r(e^{-i\omega_LT} - e^{-i\Omega T}) + a(\omega_L - \Omega)e^{-i\Omega T}}{\omega_L - \Omega},$$

so in this case the solution is periodic and the desired decomposition $\tilde{A}(t) = \sum_n A_n(v)e^{i\nu t}$ is

$$\tilde{A}_1(t) = A_1(\omega_L)e^{-i\omega_LT} + A_2(\Omega)e^{-i\Omega T},$$

where $A_1(\omega_L) = \frac{r}{\omega_L - \Omega} = 1$ and $A_1(\Omega) = a - \frac{r}{\omega_L - \Omega} = a - A_1(\omega_L)$. Similarly,

$$\tilde{A}_2(t) = A_2(-\omega_L)e^{i\omega_LT} + A_2(-\Omega)e^{i\Omega T},$$

with $A_2(-\omega_L) = \frac{r}{\omega_L - \Omega} = A_1(\omega_L)$ and $A_2(-\Omega) = a^I - \frac{r}{\omega_L - \Omega} = a - A_2(-\omega_L)$. Thus, we obtain an equation analogous to (B.15), where the coefficients are

$$\begin{align*}
\Gamma_11(v) &= \gamma(v)|\tilde{n}(v) + 1| + i[\Delta(v) + \Delta'(v)], \\
\Gamma_12(v) &= \gamma_21(v) = 0, \\
\Gamma_22(v) &= \gamma(-v)|\tilde{n}(v) - 1| - i\Delta'(-v) \quad (v < 0).
\end{align*}$$

Before continuing, note that in the perturbative series of (B.18), the ‘strength’ of the interaction $\tilde{V}(t)$ is now not solely dependent on the coupling with the bath. This is because the operators $A(v)$ depend linearly on $\frac{r}{\omega_L - \Omega}$, so when this ratio becomes large we expect that the approximation breaks down, i.e. for $r \gg 1$ or very close to resonance $|w_L - \Omega| \approx 0$.

Next we assume that the detuning is large enough $|\omega_L - \Omega| \gg \alpha$, $|\omega_L - \Omega|^2 \gg \alpha r$ in order to make the secular approximation, and after some tedious, but straightforward, algebra we find the master equation in the interaction picture to be

$$\frac{d}{dt}\tilde{\rho}_S = -i\left[\Delta(\Omega)\tilde{a}^\dagger a - \frac{\Delta(\Omega)}{\omega_L - \Omega}(a + a^\dagger) + \frac{\gamma(\Omega)}{\omega_L - \Omega}a - \frac{\Delta(\Omega)}{\omega_L - \Omega}a^\dagger, \tilde{\rho}_S\right] + D(\tilde{\rho}_S),$$

where $D(\cdot)$ has again the form of (57). Finally, on returning to the Schrödinger picture, we have

$$\frac{d}{dt}\rho_S = -i[H_1(t), \rho_S] + U(t, 0)\tilde{\rho}_SU^\dagger(t, 0)$$

$$\quad = -i[\tilde{\Omega}\tilde{a}^\dagger a + \tilde{r}e^{i\omega_LT}a + \tilde{r}^*e^{-i\omega_LT}a^\dagger, \tilde{\rho}_S] + D(\rho_S),$$

where $\tilde{\Omega} = \Omega + \Delta(\Omega)$ and

$$\tilde{r} = r\left[1 + \frac{\Delta(\Omega) + i\gamma(\Omega)}{\tilde{\Omega} - \omega_L}\right].$$

So in this master equation the Rabi frequency is renormalized by the effect of the bath. It is worth noting that at first order in $r$ and the coupling $\alpha$, we obtain equation (73). This is as expected, given the arguments in section 3.2.1.

For an arbitrary driving frequency, a Markovian master equation is difficult to obtain as we cannot, in general, make the secular approximation (apart from the perturbative condition $|w - \Omega| \approx 0$). This can be illustrated in the extreme case of resonance $\omega_L = \Omega$. Solving equation (B.19) under this condition, we find

$$\tilde{a}(t) = e^{-i\Omega t}(a - i\gamma t),$$
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and so one can see that $\tilde{a}(t)$ is not a periodic function, so the desired decomposition as a sum of exponentials with time-independent coefficients does not exist. On the other hand, the decomposition (B.20) tends to (B.24) in the limit $\omega_L \to \Omega$, so we may attempt to work with this decomposition and wonder whether on resonance the new master equation holds in this limit as well (in fact, we have shown that this is not true in section 4.3). The only problem to be dealt with is a possible lack of positivity due to the absence of the secular approximation. However, note that in this particular case, only a commutator term arises from the cross terms in the analogue of equation (B.15), so positivity is not lost. In fact, we obtain an equation similar to (B.22) except for an additional correction to the Rabi frequency,

$$\ddot{\tilde{r}} = r \left[ 1 + \frac{\Delta(\Omega) + i\gamma(\Omega)}{\Omega - \omega_L} - \frac{\Delta(\omega_L) + i\gamma(\omega_L)}{\Omega - \omega_L} \right].$$

(B.25)

Note that to first order in $r$ and $\alpha$, we again obtain equation (56).
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