EQUIVALENCE OF PRIMITIVE STABLE AND BOWDITCH ACTIONS OF THE FREE GROUP OF RANK TWO ON GROMOV-HYPERBOLIC SPACES

SUZANNE SCHLICH

Abstract. We prove that the set of Bowditch representations (introduced by Bowditch in 1998, then generalized by Tan, Wong and Zhang in 2008) and the set of primitive-stable representations (introduced by Minsky in 2013) of the free group of rank two in the isometry group of a Gromov-hyperbolic space are equal. The case of $\text{PSL}(2,\mathbb{C})$-representations has already been proved by Series and independently by Lee and Xu. Our proof in this context is independent.
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1. Introduction

1.1. Bowditch representations. Let $\mathbb{F}_2$ be the free group of rank two and $(X,d)$ a $\delta$-hyperbolic space, geodesic and proper. In this article, we study some representations of $\mathbb{F}_2$ into the isometry group of $X$.

We denote by $|\gamma|$ the word length of an element $\gamma$ in $\mathbb{F}_2$ relatively to a set of two generators. Recall that the choice of the specific set of generators has no real impact on the word length insofar as another choice of two generators would give a bi-Lipschitz equivalent word length. When given an isometry $A$ of the metric space $X$, we can consider its displacement length, that is the non-negative real $l(A) := \inf_{x \in X} d(Ax,x)$. For a representation $\rho : \mathbb{F}_2 \to \text{Isom}(X)$, we will denote by $l_\rho(\gamma) := l(\rho(\gamma))$ the displacement length of $\rho(\gamma)$, for $\gamma \in \mathbb{F}_2$. We can always compare, for any representation, the displacement length and the word length in the following way:

\begin{equation}
\forall \gamma \in \mathbb{F}_2, \quad l_\rho(\gamma) \leq C'|\gamma|
\end{equation}

Here, $C'$ is a constant that can be chosen to be the maximum $C' := \max\{d(\rho(a)\circ o, d(\rho(b)o)\circ o)\}$, where $\{a,b\}$ is a free generating set for $\mathbb{F}_2$ and $o$ any basepoint of $X$. Indeed, $l_\rho(\gamma) \leq d(\rho(\gamma)o, o) \leq C'|\gamma|$ by the triangle inequality.

One might ask about the other inequality, that is, does there exists two constants $C$ and $D$, such that for any element $\gamma \in \mathbb{F}_2$, we have: $\frac{1}{C}|\gamma| - D \leq l_\rho(\gamma)$? Of course this is not true in general, and it gives rise to the notion of convex-cocompact representations. The set of convex-cocompact representations is known to be an open domain of discontinuity for the action of the outer automorphism group $\text{Out}(\mathbb{F}_2)$ and consists only of discrete representations.

Following the work of Bowditch ([Bow98]), a broader class of representations can be obtained when considering this last inequality only for primitive elements in $\mathbb{F}_2$, and this leads to the notion of what we call a Bowditch representation. We denote by $\mathcal{P}(\mathbb{F}_2)$ the set of primitive elements in $\mathbb{F}_2$.

**Definition 1.1.** Let $\rho : \mathbb{F}_2 \to \text{Isom}(X)$ be a representation and $C \geq 1, D \geq 0$ two constants. We say that $\rho$ is a Bowditch representation of constants $(C,D)$ if:

\[\forall \gamma \in \mathcal{P}(\mathbb{F}_2), \quad \frac{1}{C}|\gamma| - D \leq l_\rho(\gamma)\]

We say that $\rho$ is a Bowditch representation if there exist two constants $C \geq 1$ and $D \geq 0$ such that $\rho$ is a Bowditch representation of constants $(C,D)$.

Denote by $\mathcal{BQ}(X)$ the set of Bowditch representations from $\mathbb{F}_2$ to $\text{Isom}(X)$.

The original definition by Bowditch ([Bow98]) was given for representations of $\mathbb{F}_2$ into $\text{PSL}(2,\mathbb{C})$. He defined them using the traces in $\text{PSL}(2,\mathbb{C})$ of the image of primitive elements, as follows:

- $\text{Tr}(\rho([a,b])) = -2$, where $[a,b]$ denotes the commutator of two generators $a$ and $b$ of $\mathbb{F}_2$.
- For all $\gamma \in \mathcal{P}(\mathbb{F}_2)$, $\text{Tr}(\rho(\gamma)) \notin [-2,2]$.
- The set $\{\gamma \in \mathcal{P}(\mathbb{F}_2) : |\text{Tr}(\rho(\gamma))| \leq 2\}$ is finite.

Bowditch defines $\mathcal{BQ}$ to be the space of representations of $\mathbb{F}_2$ into $\text{PSL}(2,\mathbb{C})$ (modulo conjugation) satisfying the three previous conditions. The definition of Bowditch was later on generalized by Tan, Wong and Zhang in [TWZ08] for representation satisfying $\text{Tr}(\rho([a,b])) = \tau$, for any $\tau \in \mathbb{C}$.
Bowditch shows, in [Bow98], that $BQ$ is open in the character variety $\chi(\mathbb{F}_2, \text{PSL}(2, \mathbb{C}))$. It can also be shown that the outer automorphism group of $\mathbb{F}_2$, $\text{Out}(\mathbb{F}_2)$, acts properly discontinuously on $BQ$. Hence $BQ$ produces an open domain of discontinuity for the action of $\text{Out}(\mathbb{F}_2)$ on $\chi(\mathbb{F}_2, \text{PSL}(2, \mathbb{C}))$.

In addition, Bowditch shows that for every $\rho \in BQ$, there exists a constant $C > 0$ such that $\frac{1}{C|\gamma|} \leq l_\rho(\gamma)$ (the converse is also true). Note that in this last inequality, $l_\rho(\gamma)$ makes sense because $\rho(\gamma)$ is an isometry of the usual hyperbolic space of dimension 3 (recall that $\text{PSL}(2, \mathbb{C}) = \text{Isom}^+(\mathbb{H}^3)$).

This last inequality, which does not make use anymore of the traces of elements in $\text{PSL}(2, \mathbb{C})$, can thus be generalised to $\text{Isom}(X)$ as done in definition 1.1. Note that the additive constant in definition 1.1 plays no major role.

1.2. Primitive-stable representations. Consider $C$ the Cayley graph of the free group of rank two $\mathbb{F}_2$ with respect to the same free generating set chosen to define the word length $|\cdot|$. This graph comes equipped with the word metric, that we denote again $d$ (in context, there should be no ambiguity with the metric $d$ of the metric space $X$) and which satisfies: $d(u, v) = |u^{-1}v|$. We will sometimes refer to the vertices of $C$ as the integer points of $C$. For $\gamma \in \mathbb{F}_2$, we denote by $L_\gamma$ the geodesic in the Cayley graph $C$ generated by $\gamma$.

Fix $o$ a basepoint in $X$. For every representation $\rho$ of $\mathbb{F}_2$ in $\text{Isom}(X)$ we define the orbit map $\tau_\rho$ of $\rho$ to be the unique $\rho$-equivariant map from the Cayley graph $C$ of $\mathbb{F}_2$ into $X$ such that $\tau_\rho(1) = o$ and each edge of $C$ is mapped to a geodesic segment in $X$. Thus we have that $\tau_\rho$ is continuous and that for any vertex $g \in \mathbb{F}_2$, $\tau_\rho(g) = \rho(g) o$. Moreover, $\tau_\rho$ is Lipschitz, with Lipschitz constant $C'$, where $C'$ can be chosen to be the maximum $C' := \max\{d(\rho(a) o, o), d(\rho(b) o, o)\}$ (with $\{a, b\}$ the free generating set for $\mathbb{F}_2$ used to define the Cayley graph $C$). This is a consequence of the triangle inequality.

We give the definition of a primitive-stable representation, as introduced by Minsky in [Min13].

**Definition 1.2.** Let $\rho : \mathbb{F}_2 \rightarrow \text{Isom}(X)$ be a representation. We say that $\rho$ is primitive stable if there exist two constants $C \geq 1$ and $D \geq 0$ such that for any primitive element $\gamma \in \mathbb{F}_2$, the orbit map $\tau_\rho$ restricted to $L_\gamma$ is a $(C, D)$-quasi-isometric embedding.

Note that Minsky defined primitive-stability for representations with value in $\text{PSL}(2, \mathbb{C}) = \text{Isom}^+(\mathbb{H}^3)$, but his definition generalizes directly to the more general $\delta$-hyperbolic case. Hence this definition says that all the geodesics $L_\gamma$, for $\gamma$ a primitive element in $\mathbb{F}_2$, are mapped to uniform quasi-geodesics in $X$.

Minsky proved, in [Min13], that the set of primitive-stable representations is open in the character variety $\chi(\mathbb{F}_2, \text{PSL}(2, \mathbb{C}))$, that it is invariant under the action of the outer automorphism group $\text{Out}(\mathbb{F}_2)$ and that this action is properly discontinuous. Hence primitive-stable representations provide an open domain of discontinuity for the action of $\text{Out}(\mathbb{F}_2)$ on the character variety $\chi(\mathbb{F}_2, \text{PSL}(2, \mathbb{C}))$. Moreover, Minsky proved that the set of primitive-stable representations strictly contains the set of discrete and faithfull convex-cocompact representations, which is the interior of the set of discrete representation. Thus there exist non-discrete primitive-stable representations. Denote by $\mathcal{PS}(X)$ the set of primitive representation from $\mathbb{F}_2$ to $\text{Isom}(X)$.

1.3. Equivalence. Series on one hand ([Ser19], [Ser20]), and Lee and Xu independently ([LX19]), proved that the set of Bowditch representations and primitive-stable representations with values
in \( \text{PSL}(2, \mathbb{C}) \) are equal.

The aim of this paper is to generalise this result to the case of representations in the isometry group of a \( \delta \)-hyperbolic space. Our proof and techniques are independent of those of Series and Lee-Xu for the case \( \text{PSL}(2, \mathbb{C}) \).

**Theorem 1.3.** The set of Bowditch representations and primitive-stable representations are equal.

\( \mathcal{BQ}(X) = \mathcal{PS}(X) \)

It is not hard to prove that primitive-stable representations form an open subspace of \( \chi(\mathbb{F}_2, \text{Isom}(X)) \). We give a proof of this fact in section 5.4. The action of the outer automorphism group \( \text{Out}(\mathbb{F}_2) \) is properly discontinuous on the set of Bowditch representation \( \mathcal{BQ}(X) \) so we obtain the following corollary:

**Corollary 1.4.** \( \mathcal{BQ}(X) \) is an open domain of discontinuity for the action of \( \text{Out}(\mathbb{F}_2) \) on \( \chi(\mathbb{F}_2, \text{Isom}(X)) \).

1.4. **Strategy of the proof and outline of the paper.** At first, let’s remark that the inclusion \( \mathcal{PS}(X) \subset \mathcal{BQ}(X) \) is not hard to show. For completeness, a proof of this fact is given in Lemma 5.3 of Section 5.2. The difficulty of the theorem is all contained in the other inclusion.

We want to show, starting from a Bowditch representation \( \rho \) from \( \mathbb{F}_2 \) to \( \text{Isom}(X) \), that it is primitive-stable, meaning that all the geodesics \( L_\gamma \) (for \( \gamma \) primitive) are mapped by the orbit map to uniform quasi-geodesics in \( X \). It is almost immediate to see that under the Bowditch hypothesis, the geodesic \( L_\gamma \) are mapped to quasi-geodesics, but the constants of quasi-geodesicity might depend on \( \gamma \). The main difficulty, and first step of the proof, will be to show that these quasi-geodesics \( \tau_\rho(L_\gamma) \) stay in a uniform neighborhood of the axis of \( \rho(\gamma) \). Namely, this means that our family of quasi-geodesics \( \tau_\rho(L_\gamma) \) satisfies a Morse lemma. After this major step in the proof, done in section 6 there will only be a little work left in order to show the primitive stability of the representation \( \rho \), and this will be done in section 7.

The first two sections are intended to establish two key ingredients of two different flavors which will be used later on in the proof: some results about primitivity in \( \mathbb{F}_2 \) in section 2 and a property of \( \delta \)-hyperbolic spaces in 3.

Thus, section 2 will be dedicated to studying the structure of primitive words in \( \mathbb{F}_2 \), and more specifically to understand the redundancy of primitive subwords within a primitive word in \( \mathbb{F}_2 \). One of the main ideas that will by highlighted and exploited is that if a primitive subword is found somewhere in a primitive word of \( \mathbb{F}_2 \), it can be found everywhere. More precisely, in definition 2.3 and proposition 2.4 we explain how to decompose \( \gamma \) (or maybe a cyclic permutation of \( \gamma \)) as a concatenation of primitive subwords for different scales, which will correspond to the successive steps in the continued fraction expansion of the slope of \( \gamma \) (for the reader unfamiliar with these notions, they are recalled in the beginning of section 2). Then, in lemma 2.7 we prove that for every primitive word \( \gamma \in \mathbb{F}_2 \), there exist some specific lengths, such that each subword of \( \gamma \) of one of these lengths is "nearly" primitive, in the sense that it is so up to changing its last letter.

In section 3 we establish a lower bound on the length of a path in a \( \delta \)-hyperbolic space which stays "far away" from a geodesic. The main result of this section is proposition 3.11.

Let us now explain what are the key ideas of the main step of the proof, which states (proposition 6.2) that the quasi-geodesics \( \tau_\rho(L_\gamma) \) stay "close" to the axis of \( \rho(\gamma) \).
We will proceed by contradiction and suppose that we can find a primitive element \( \gamma \) such that the associated quasi-geodesic \( \tau_\rho(L_\gamma) \) does not stay close to the axis of \( \rho(\gamma) \). Then we can find what we will call an excursion, that is a path extracted from the quasi-geodesic that remains "far away" from the axis of \( \rho(\gamma) \) (subsection 6.3 and 6.6). We will next define the notion of a quasi-loop (subsection 6.7), which will be an element \( u \) of \( F_2 \) such that \( \rho(u) \) does not displace the basepoint much, and prove in lemma 6.16 that every "big" excursion corresponds to a quasi-loop. This enables us to find a quasi-loop in the element \( \gamma \). The goal will be next to find as many disjoints quasi-loops as possible in \( \gamma \) and to do so, we will use the results of section 2. Indeed, our quasi-loop is contained in a subword of \( \gamma \) whose length is one of the specific lengths defined in lemma 2.7, and thus this subword is primitive. But this primitive subword can be found everywhere in \( \gamma \), therefore with this process we will find our quasi-loop many times in \( \gamma \). This will ensure that some proportion of \( \gamma \) does not displace the basepoint much (lemma 6.18). Finally, using a recursive argument, we will show that we can find an arbitrary big proportion of the word \( \gamma \) that does not displace the basepoint much (lemma 6.19), which will be in contradiction with the Bowditch hypothesis.

2. Structure of primitive elements in the free group of rank two

2.1. Constructing primitive elements. In this section, we gather some results about primitive elements in \( F_2 \). The reader may refer to [Ser85] or [GK11]. First recall that a primitive element in \( F_2 \) is an element which is part of some basis of \( F_2 \). Fix once and for all \( F_2 = \langle a, b \rangle \) a free generating set of \( F_2 \). Then, obviously, \( a \) and \( b \) are primitive elements and so are for example \( a^{-1}, b^{-1}, ab, ab^{-1}, a^{-1}b^{-1}, \text{ and } a^n b^m \) for all \( n \in \mathbb{Z} \). Also note that primitivity is invariant by conjugacy.

We denote by \( P(F_2) \) the set of primitive elements of \( F_2 \). We will also denote by \( P(Z_2) \) the set of primitive elements of \( Z_2 \), that is, again, the set of elements of \( Z_2 \) which are part of a basis of \( Z_2 \) (or equivalently, the set of elements \((p, q) \in \mathbb{Z}^2 \) such that \( p \) and \( q \) are relatively prime numbers).

Consider the abelianisation map :

\[
\text{Ab} : F_2 \rightarrow \mathbb{Z}^2
\]

It is a surjective morphism which sends any basis of \( F_2 \) to a basis of \( \mathbb{Z}^2 \) (hence primitive elements of \( F_2 \) to primitive elements of \( \mathbb{Z}_2 \)). Moreover, since \( \mathbb{Z}^2 \) is abelian, the values of \( \text{Ab} \) are constant on conjugacy classes, thus we can consider the following map :

\[
\widetilde{\text{Ab}} : P(F_2)/\sim \rightarrow P(\mathbb{Z}^2)/\pm
\]

where the quotient on the left hand side is taken up to conjugacy and inversion.

**Proposition 2.1.** The map \( \widetilde{\text{Ab}} \) is a bijection. Equivalently, the map

\[
\text{Slope} : P(F_2)/\sim \rightarrow \mathbb{Q} \cup \{\infty\}
\]

\[
[\gamma] \mapsto \frac{p}{q}, \text{ with } (p, q) = \text{Ab}(\gamma)
\]

where the quotient is taken up to conjugacy and inversion, is a bijection.

Thus we have identified primitive elements (up to conjugacy and inversion) with rational numbers. Every rational number has a continued fraction expansion, meaning that it can be written
in the following way:

\[ \frac{p}{q} = n_1 + \frac{1}{n_2 + \frac{1}{n_r \ddots + \frac{1}{b}}}, \]

with \( n_1 \in \mathbb{Z}, n_i \in \mathbb{N}^* \) for \( i \geq 2 \) and \( n_r \geq 2 \). Denote this expansion by \([n_1, n_2, \ldots, n_r]\). The continued fraction expansion of the slope will play a central role when studying the general structure of primitive elements. We will now give the general structure of a primitive element in \( \mathbb{F}_2 \).

Consider \( w \in \mathbb{F}_2 \). If \( w \) is primitive, then, \( w \) is either a word on \( \{a, b\} \), on \( \{a^{-1}, b^{-1}\} \), on \( \{a, b^{-1}\} \), or on \( \{a^{-1}, b\} \). In the first two cases, the slope of \( w \) is positive and in the two last ones, negative. Thus up to inversion, \( w \) can be written as a word on \( \{a, b\} \) (positive slope), or \( \{a, b^{-1}\} \) (negative slope). For simplicity, in the following we will only consider positive slope (for negative slope, just change \( b \) to \( b^{-1} \)). We say that a word \( w \) in \( \{a, b\} \) (not necessarily primitive) is \textit{almost constant} if the two following conditions are satisfied:

- Either the letter \( a \) or \( b \) is isolated in \( w \)
- After possibly exchanging \( a \) and \( b \), suppose that \( b \) is isolated in \( w \). Then the powers of \( a \) that arise in \( w \) can only be two consecutive integers.

In this case we say that the smallest integer that arises in \( w \) as a power of \( a \) is the \textit{value} of \( w \).

In other words, a word \( w \) in \( a \) and \( b \) is \textit{almost constant of value} \( n \in \mathbb{N} \) if and only if there exists \( s \in \mathbb{N} \) such that, after possibly exchanging \( a \) and \( b \) and up to conjugacy and inversion, \( w \) is of the form:

\[ a^{n_1}ba^{n_2}b \cdots a^{n_s}b, \quad \text{with } n_i \in \{n, n+1\}, \quad \forall 1 \leq i \leq s \]

If \( w \) is almost constant, we can consider its \textit{derived word} by replacing the blocks \( a^n b \) by \( b \) and the blocks \( a^{n+1} b \) by \( ab \). The derived word is still a word on \( a \) and \( b \) and thus can be itself almost constant or not.

We say that a word is \textit{characteristic} if it can be derived arbitrarily many times, until a single letter is obtained. The \textit{values} of a characteristic word is the sequence of values of the almost constant derived words obtained at each step.

**Proposition 2.2.** Let \( \gamma \) be an element of \( \mathbb{F}_2 \). Then \( \gamma \) is primitive if and only if it is characteristic. Moreover, in this case, the values of the characteristic word \( \gamma \) are \( n_1, n_2, \ldots, n_r \), where \([n_1, n_2, \ldots, n_r]\) is the continued fraction expansion of the slope of \( \gamma \).

For proof, see \[Ser85\]. Using this fact, we give as explicit construction of the (conjugacy class of) primitive elements, starting from their slope.

**Definition 2.3.** Let \( \gamma \) be a primitive element in \( \mathbb{F}_2 \). Consider \([n_1(\gamma), n_2(\gamma), \ldots, n_r(\gamma)]\) the continued fraction expansion of the slope of \( \gamma \). We define recursively, for \( 0 \leq i \leq r(\gamma) \) the following elements in \( \mathbb{F}_2 \) if \( n_1 \geq 1 \):

\[
\begin{align*}
w_0(\gamma) &= a \\
w_i(\gamma) &= w_{i-1}(\gamma)^{n_i(\gamma)-1}w'_{i-1}(\gamma) \\
w'_0(\gamma) &= ab \\
w'_i(\gamma) &= w_{i-1}(\gamma)^{n_i(\gamma)}w'_{i-1}(\gamma)
\end{align*}
\]

If \( n_1 = 0 \), exchange the role of \( a \) and \( b \).

Denote by \( l_i(\gamma) \) and \( l'_i(\gamma) \) the word lengths of \( w_i(\gamma) \) and \( w'_i(\gamma) \) respectively.
As defined, the $w_i(\gamma)$ are the building blocks of $\gamma$. In order to reduce the amount of notation, and when there will be no ambiguity on $\gamma$, we will omit the dependence on $\gamma$ in the notation and write $r, n_i, w_i, w_i', l_i, l_i'$. We can check the following:

**Proposition 2.4.** The elements $w_i$ defined previously satisfy:

1. For all $0 \leq i \leq r$, $w_i$ and $w_i'$ are primitive and, for $i \geq 1$ their continued fraction expansions are respectively $[n_1, \ldots, n_i]$ and $[n_1, \ldots, n_i + 1]$.
2. $w_r = \gamma$ (up to conjugacy).
3. For all $0 \leq i \leq r$, $\{w_i, w_i'\}$ is a free basis of $\mathbb{F}_2$.

**Proof.**

1. For $i = 0$, $w_0 = a$ and $w_0' = ab$ are both trivially primitive.
   - For $i = 1$, $w_1 = a^n b$ and $w_0' = a^{n+1} b$ are again both primitive and their continued fraction expansions are respectively $[n_1]$ and $[n_1 + 1]$.
   - Suppose that both $w_{i-1}$ and $w_{i-1}'$ are primitive and that their continued fraction expansion are respectively $[n_1, \ldots, n_{i-1}]$ and $[n_1, \ldots, n_{i-1} + 1]$. Then $w_{i-1}$ and $w_{i-1}'$ can be derived $i - 1$ times, to obtain the elements $a$ and $ab$ (or $b$ and $ba$, depending on the parity of $i$). Thus, $w_i$ and $w_i'$ can also be derived $i - 1$ times, and the $(i - 1)\text{-}st$-derived elements we obtain are $a^{n+1} b$ and $a^{n+1} b$ (or $b^n a$ and $b^{n+1} a$). Those last ones can be derived one more time to obtain $b$ and $ba$ (or $a$ and $ab$) and we have proved that $w_i$ and $w_i'$ are primitive with continued fraction expansion $[n_1, \ldots, n_i]$ and $[n_1, \ldots, n_i + 1]$.
2. It follows directly from the previous point knowing that $w_r$ and $\gamma$ are both primitive with the same slope.
3. This is an induction on $i$ using the basic fact that if $\{a, b\}$ is a basis of $\mathbb{F}_2$, then so are $\{a, ab\}$ and $\{a, ba\}$.
   - The previous argument immediately justifies that $\{w_0, w_0'\}$ is a basis of $\mathbb{F}_2$.
   - Suppose that $\{w_{i-1}, w_{i-1}'\}$ is a basis of $\mathbb{F}_2$, then, by the same argument as before, so is $\{w_{i-1}, w_{i-1}w_{i-1}'\}$ and also, by induction $\{w_{i-1}, w_{i-1}w_{i-1}'\}$. Now, we deduce the same way that $\{w_{i-1}w_{i-1}', w_{i-1}w_{i-1}'\}$ is a basis of $\mathbb{F}_2$ and thus that $\{w_i, w_i'\}$ is a basis of $\mathbb{F}_2$.

**Remark 2.5.** Using the recursive definitions of $w_i$ and $w_i'$, we draw the following equalities:

(2) \[ \forall 1 \leq i \leq r, \quad l_i = (n_i - 1) l_{i-1} + l_{i-1}' \quad \text{and} \quad l_i' = n_i l_{i-1} + l_{i-1}' \]

(3) \[ l_i' = l_i + l_{i-1} \]

We deduce the following inequalities:

\[ \forall 0 \leq i \leq r, \quad l_i < l_i' \quad \text{using (3) and} \quad l_{i-1} > 0 \]

\[ l_i < l_{i+1} \quad \text{using (2),} \quad l_{i-1}' > l_{i-1} \quad \text{and} \quad n_i \geq 1 \]

\[ l_i' < 2l_i \quad \text{using (3) and} \quad l_{i-1} < l_i \]

\[ i + 1 \leq l_i \quad \text{by induction using} \quad l_i < l_{i+1} \]

Then $n_i l_{i-1} < l_i < (n_i + 1) l_{i-1}$ (using (2) and $l_{i-1} < l_{i-1}' < 2l_{i-1}$), thus:

(4) \[ n_i \frac{1}{l_{i-1}} < \frac{l_i}{l_{i-1}} > n_i + 1 \]
We also have \( l_i - l_{i-1} \geq l_{i-1} - l_{i-2} = l_{i-2} \), but \( l_{i-1} < (n_{i-1} + 1)l_{i-2} \), so \( l_i - l_{i-1} > \frac{1}{n_{i-1}+1}l_{i-1} \), and then we deduce:

\[
1 + \frac{1}{n_{i-1}+1} < \frac{l_i}{l_{i-1}}
\]

2.2. Some useful lemmas. Recall that the notation \(|u|\) stands for the word length of the element \(u \in \mathbb{F}_2\). For \(u\) an element in \(\mathbb{F}_2\) and \(k\) an integer smaller than \(|u|\), we will denote by \(\overset{k}{u}\) its \(k\)-th cyclic permutation, that is, if \(u = s_1 \cdots s_{|u|}\), the element \(\overset{k}{u} = s_{k+1} \cdots s_{|u|} s_1 \cdots s_k\). We will also denote by \(p_k(u)\) the prefix of length \(k\) of \(u\) and \(s_k(u)\) the suffix of length \(k\) of \(u\). We have \(u = p_k(u)s_{|u|-k}(u)\) and \(\overset{k}{u} = s_{|u|-k}(u)p_k(u)\).

Sometimes for the sake of simplicity we will no longer specify the integer \(k\) and write \(p(u), s(u), \overset{k}{u}\).

Finally, we will write \(sw(u)\) to refer to a subword of \(u\).

**Lemma 2.6.** Let \(\gamma\) be a primitive element in \(\mathbb{F}_2\) and \(1 \leq i \leq r(\gamma)\). In particular, up to conjugacy, the element \(\gamma\) can be written on the alphabet \(\{w_i(\gamma), w'_i(\gamma)\}\) (see Proposition 2.4).

Now take \(w_i(\gamma)\) any cyclic permutation of \(w_i(\gamma)\). Then there exist \(w'_i(\gamma)\) a cyclic permutation of \(w'_i(\gamma)\) and \(\overset{k}{\gamma}\) a cyclic permutation of \(\gamma\) such that \(\overset{k}{\gamma}\) can be written on the alphabet \(\{w_i(\gamma), w'_i(\gamma)\}\).

Moreover, the element \(w_i(\gamma)\) is either a prefix or a suffix of \(w'_i(\gamma)\).

In this case we say that the cyclic permutation \(w'_i(\gamma)\) is adapted to \(w_i(\gamma)\).

**Proof.** The case \(i = 0\) is trivial because \(w_0 = a\) and then \(w_0\) has no non-trivial cyclic permutation. Let \(W\) be an element of \(\mathbb{F}_2\) that can be written on the alphabet \(\{w_i, w'_i\}\), with \(i \geq 1\). Then we can write \(W = u_1 \cdots u_r\), with \(u_j \in \{w_i, w'_i\}\) for \(1 \leq j \leq r\). Consider the \(k\)-th cyclic permutation of \(w_i\):

\[\overset{k}{w_i} = s_{|u|-k}(w_i)p_k(w_i)\]

We make the proof by distinguishing two cases:

- **Case 1**: If \(k \leq (n_{i-1} - 1)l_{i-1}\).

  Recall that, because \(i > 0\), we have the following recursive formulae:

  \[
  w_i = w_{i-1}^{n_{i-1}} w_{i-1}^{l_{i-1}}
  \]

  \[
  w'_i = w_{i-1}^{n_{i-1}} w_{i-1}^{l_{i-1}} = w_{i-1}^{n_{i-1}} w_{i-1}^{l_{i-1}}
  \]

  Then in that case, we can say that \(p_k(w_i) = p_k(w'_i)\) and so \(\forall 1 \leq j, j' \leq r, p_k(u_j) = p_k(u_{j'})\).

  Thus:

  \[
  W = u_1 u_2 \cdots u_r
  \]

  \[
  = p_k(u_1)s_{|u_1|-k}(u_1)p_k(u_2)s_{|u_2|-k}(u_2) \cdots p_k(u_r)s_{|u_r|-k}(u_r)
  \]

  \[
  = s_{|u_1|-k}(u_1)p_k(u_2) s_{|u_2|-k}(u_2) \cdots p_k(u_r) s_{|u_r|-k}(u_r)
  \]

  \[
  = u_1 \cdots u_r
  \]
We have proved that in that case, \( W \) can be written on the alphabet \( \{ \overset{\rightarrow}{r^k}, \overset{\leftarrow}{r^k} \} \).

Now let us show that \( \overset{\rightarrow}{w_i} \) is a suffix of \( \overset{\rightarrow}{w_i} \). We have:

\[
\overset{\rightarrow}{w_i} = s_{i-k}(w_i)p_k(w_i)
\]

\[
\overset{\rightarrow}{w'_i} = s_{i-k}(w'_i)p_k(w'_i) = s_{i-k}(w'_i)p_k(w_i)
\]

Since \( w_i \) is a suffix of \( w'_i \) and \( l'_i - k \geq l_i - k \), it implies that \( s_{i-k}(w_i) \) is a suffix of \( s_{i-k}(w'_i) \) and then that \( \overset{\rightarrow}{w_i} \) is a suffix of \( \overset{\rightarrow}{w'_i} \).

**Case 2**: If \( k > (n_i - 1)l_{i-1} \).

Let \( k' = k - (n_i - 1)l_{i-1} \).

For all \( 1 \leq j \leq r \), there exists \( \varepsilon_j \in \{n_i - 1, n_i \} \) such that \( u_j = \overset{\varepsilon_j}{w_{i-1}}w'_{i-1} \).

Then \( u_j = \overset{\varepsilon_j}{w_{i-1}}p_{k'}(w'_{i-1})s_{i-k'}(w'_{i-1}) \) and so:

\[
W = u_1u_2\cdots u_r
\]

\[
= \overset{\varepsilon_1}{w_{i-1}}p_{k'}(w'_{i-1})s_{i-k'}(w'_{i-1}) \overset{\varepsilon_2}{w_{i-1}}p_{k'}(w'_{i-1})s_{i-k'}(w'_{i-1}) \cdots \overset{\varepsilon_r}{w_{i-1}}p_{k'}(w'_{i-1})s_{i-k'}(w'_{i-1})
\]

Now let \( k_j = \varepsilon_jl_{i-1} + k \).

Then \( k_j = \left\{ \begin{array}{ll}
\varepsilon_jl_{i-1} & \text{if } \varepsilon_j = n_i - 1 \\
k + l_{i-1} & \text{if } \varepsilon_j = n_i
\end{array} \right. \)

Finally:

\[
\overset{\rightarrow}{r^k_1} defenses \overset{\rightarrow}{r^k_2} defenses \overset{\rightarrow}{r^k_3}
\]

We have proved that in that case, \( W \) can be written on the alphabet \( \{ \overset{\rightarrow}{w_i}, \overset{\leftarrow}{w'_i} \} \).

Now let us show that \( \overset{\rightarrow}{w_i} \) is a prefix or a suffix of \( \overset{\rightarrow}{w'_i} \). We have:

\[
\overset{\leftarrow}{w_i} = s_{i-k'}(w'_i)p_{k'}(w'_i)
\]

\[
\overset{\leftarrow}{w'_i} = s_{i-k'}(w'_i)p_{k'}(w'_i)
\]

We first handle the case \( i = 1 \). In that case, \( w'_0 = ab, l'_0 = 2 \). There are three possibilities:

either \( k' = 0 \), and then \( \overset{\rightarrow}{w_i} \) is a prefix of \( \overset{\rightarrow}{w'_i} \), or \( k' = 2 \), and then \( \overset{\rightarrow}{w_i} \) is a suffix of \( \overset{\rightarrow}{w'_i} \), or \( k' = 1 \), and then \( \overset{\rightarrow}{w_i} = ba^{n_i-1}a \) and \( \overset{\rightarrow}{w'_i} = ba^{n_i}a \) so \( \overset{\rightarrow}{w_i} \) is a prefix of \( \overset{\rightarrow}{w'_i} \).

For the case \( i \geq 2 \), we can use the recursive formulae:

\[
w_{i-1} = w_{i-2}w_{i-2}w_{i-2}
\]

\[
w'_{i-1} = w'_{i-2}w'_{i-2}
\]

We distinguish two cases:
- If $k' \leq (n_{i-1} - 1)l_{i-2}$ : then $p_{k'}(w'_{i-1})$ is a prefix of $w_{i-1}$ so $r^k w_i$ is a prefix of $w'_{i}$.
- If $k' > (n_{i-1} - 1)l_{i-2}$ : then $l_{i-1} - k' < l_{i-1} - (n_{i-1} - 1)l_{i-2} = l_{i-2} + l'_{i-2}$. So $s_{i-1-k'}(w'_{i-1})$ is a suffix of $w_{i-2}w'_{i-2}$.
  
  * If $n_{i-1} > 1$, $w_{i-2}w'_{i-2}$ is a suffix of $w_{i-1}$ so $s_{i-1-k'}(w'_{i-1})$ is a suffix of $w_{i-1}$ and so $r^k w_i$ is a suffix of $w'_{i}$.
  
  * If $n_{i-1} = 1$, we have $w_{i-1} = w'_{i-2}$ and $w'_{i-1} = w_{i-2}w'_{i-2}$. If $i > 2$, we have $w'_{i-1} = w_{i-2}w_{i-3}w_{i-2}$ and so a suffix of $w_{i-2}w'_{i-2}$ is also a suffix of $w'_{i-1}w_{i-1}$, so $s_{i-1-k'}(w'_{i-1})$ is a suffix of $w'_{i-1}w_{i-1}$ and so $r^k w_i$ is a suffix of $w'_{i}$.
  
  If $i = 2$, we have $w_{i-1} = ab$ and $w'_{i-1} = aab$, so $w'_{i-1}w_{i-1} = aabab$. Moreover $w_{i-2}w'_{i-2} = aab$ so

\[
\begin{align*}
  r^k w_i &= s_{i-1-k'}(aab)(ab)^{n_i-1}p_{k'}(aab) \\
  r^k w'_{i} &= s_{i-1-k'}(aab)(ab)^{n_i}p_{k'}(aab)
\end{align*}
\]

And we notice that again in that case, $r^k w_i$ is either a prefix or a suffix of $w'_{i}$.

\[\square\]

Lemma 2.7. Let $\gamma$ be a primitive element of $\mathbb{F}_2$ and $u$ any subword of $\gamma$ (or of a cyclic permutation of $\gamma$) of length $l_i(\gamma)$, for $0 \leq i \leq r(\gamma)$. Then, after possibly changing its last letter, $u$ is in fact a cyclic permutation of $w_i(\gamma)$.

Proof. For the sake of simplicity, we omit the dependence on $\gamma$ in the notations in the proof.

First of all, we deal separately with the cases $i = 0$ and $i = 1$.

- If $i = 0$, then $u = a$ or $u = b$, and thus it is trivial.
- If $i = 1$, then $u = a^{n_1+1}$ or $u = a^k b a^{n_1-k}$, with $0 \leq k \leq n_1$. In the first case, after changing the last letter $a$ into $b$, we obtain $u = a^{n_1} b = w_1$. In the second case, no change is needed.

From now on, we suppose that $i \geq 2$. In that case, the recursive formulae $w_i = w_{i-1}^{n_i-1}w'_{i-1}$ and $w'_i = w_{i-1}^{n_i}w'_{i-1}$ apply.

The word $\gamma$ can be written on the alphabet $\{w_i, w'_i\}$, and $l'_i \geq l_i$ so the subword $u$ of $\gamma$ shall take one of the following forms : $s(w_i)p(w_i)$, $s(w_i)p(w'_i)$, $s(w'_i)p(w_i)$, $s(w'_i)p(w'_i)$ or $sw(w'_i)$.

Furthermore, since $w'_i = w_{i-1}w_i$ and $|s(w'_i)| \leq l_i$ we deduce that $s(w'_i) = s(w_i)$. Thus, $u$ can actually be reduced to one of the following three forms :

1. $u = s(w_i)p(w_i)$
2. $u = sw(w'_i)$
3. $u = s(w_i)p(w'_i)$

We deal with each case separately.

1. The case [ ] is actually immediate because $|s(w_i)p(w_i)| = l_i$, so $|p(w_i)s(w_i)| = l_i$, which requires $p(w_i)s(w_i) = w_i$ and then $u = s(w_i)p(w_i)$ is a cyclic permutation of $w_i$. 

(2) Now let us deal with the case 2. Recall $w'_i = w'_{i-1} w'_i = w_{i-1} w'_{i-1} w'_i$ (because $n_i \geq 1$). Then a subword of length $l_i$ of $w'_i$ must be of the form $u = sw(w'_i) = s(w_{i-1}) w'_{i-1} p(w'_i)$. Therefore, up to cyclic permutation we have $\tilde{u} = w'_{i-1} p(w'_i) s(w_{i-1})$, with $|p(w'_i) s(w_{i-1})| = l'_i$. Moreover, for $i \geq 2$, we have $s(w_{i-1}) = s(w'_{i-1})$ and then $p(w'_i) s(w_{i-1}) = p(w'_i) s(w'_{i-1}) = w'_{i-1}$. Thus $\tilde{u} = w'_{i-1} p(w'_i) s(w_{i-1}) = w'_{i-1} w'_i = w_i$.

(3) For the case 3, we use a two-step induction on $i \geq 0$. More precisely, we will show by induction on $i \geq 0$, that if $u$ is a subword of $\gamma$ of the form $u = s(w_1) p(w'_1)$ with $|u| = l_i$, then, after possibly changing its last letter, that is after possibly changing the last letter of $p(w'_1)$, we obtain $\tilde{p}(w_1) s(w_i) = w_i$ or $\tilde{p}(w'_1) s(w_i) = w_{i-1} w_i - 2$ (the latter case can only occur if $i \geq 2$), with $\tilde{p}(w'_1)$ the word obtained from $p(w'_1)$ after the change of letter. Thus, we deduce that after possibly changing its last letter, $u$ is actually a cyclic permutation of $w_i$. In the following, the notation $\tilde{p}(w)$ stands for the word obtained from $p(w)$ by changing its last letter.

Initial cases:
The trivial case $i = 0$ has already been mentioned at the beginning of the proof.
Suppose $i = 1$. Then $s(w_1) = s(a^n b)$. If $|s(w_1)| \geq 1$, then there exists an integer $k$ such that $s(w_1) = a^k b$ and $p(w'_1) = a^{n_1-k}$ and so $p(w'_1) s(w_1) = a^{n_1} b = w_1$. If $|s(w_1)| = 0$, then $p(w'_1) s(w_1) = p(w'_1) = a^{n_1+1}$. So after possibly changing the last letter of $p(w'_1)$ into $b$, we have $\tilde{p}(w'_1) s(w_1) = a^{n_1} b = w_1$.

Induction step: We now fix $i \geq 2$
Let $k = |p(w'_1)|$. Let us distinguish two cases:
(a) If $k \leq (n_i - 1) l_{i-1} = l_i - l'_i$, then $p(w'_1) = p(w_i)$, so as before in the proof we have $p(w'_1) s(w_i) = p(w_i) s(w_i) = w_i$ because $|p(w_i) s(w_i)| = l_i$. Thus $p(w'_1) s(w_i) = w_i$.

(b) If $k \geq (n_i - 1) l_{i-1} = l_i - l'_i$, then $p(w'_1) = w'_{i-1} p(w_{i-1} w'_i)$ on one hand and $|s(w_i)| \leq l'_i$ so $s(w_i) = s(w'_{i-1})$ on the other hand. Thus $p(w'_1) s(w_i) = w'_{i-1} p(w_{i-1} w'_i) s(w'_{i-1})$.

We now need to understand the word $p(w_{i-1} w'_i) s(w'_{i-1})$, with $|p(w_{i-1} w'_i) s(w'_{i-1})| = l'_i$.

(i) If $|p(w_{i-1} w'_i)| \leq (n_{i-1} - 1) l_{i-2}$, then $p(w_{i-1} w'_i) = p(w_{i-2}^{-1}) = p(w'_i)$, so $p(w_{i-1} w'_i) s(w'_{i-1}) = p(w'_{i-1}) s(w'_i) = w'_{i-1}$ because $|p(w_{i-1} w'_i) s(w'_{i-1})| = l'_i$. In this case we obtain $p(w_{i-1} w'_i) s(w'_{i-1}) = w'_{i-1}$.

(ii) If $(n_{i-1} - 1) l_{i-2} \leq |p(w_{i-1} w'_i)| \leq n_{i-1} l_{i-2}$, then $p(w_{i-1} w'_i) = w_{i-2}^{-1} p(w'_{i-2})$ on one hand, and $l'_{i-2} \leq |s(w'_{i-1})| \leq l'_{i-2} + l_{i-2}$ so $s(w'_{i-1}) = s(w_{i-2}) w'_{i-2}$ on the other hand.
Thus $p(w_{i-1} w'_i) s(w'_{i-1}) = w'_{i-2}^{-1} p(w'_{i-2}) s(w_{i-2}) w'_{i-2}$, with $|p(w'_{i-2}) s(w_{i-2})| = l_{i-2}$. Here we use our induction hypothesis.
• If, after possibly changing the last letter of $p(w_{i-2})$, we have $\hat{p}(w_{i-2})s(w_{i-2}) = w_{i-2}$, then, after possibly changing the last letter of $p(w_{i-1}w_{i-1})$,

$$\hat{p}(w_{i-1}w_{i-1})s(w_{i-1}) = w_{i-2}^{n_{i-2}-1}\hat{p}(w_{i-2})s(w_{i-2})w_{i-2} = w_{i-2}^{n_{i-2}-1}w_{i-2}w_{i-2} = w_{i-1}.$$  

Thus, as in the previous case, $\hat{p}(w_{i-1}w_{i-1})s(w_{i-1}) = w_{i-1}.

• If, after possibly changing the last letter of $p(w_{i-2})$, we have $\hat{p}(w_{i-2})s(w_{i-2}) = w_{i-3}^{n_{i-3}}w_{i-4}$ (recall that this case can only occur if $i \geq 4$, as stated at the beginning of the induction), then, after possibly changing the last letter of $p(w_{i-1}w_{i-1})$.

$$\hat{p}(w_{i-1}w_{i-1})s(w_{i-1}) = w_{i-2}^{n_{i-2}-1}\hat{p}(w_{i-2})s(w_{i-2})w_{i-2} = w_{i-2}^{n_{i-2}-1}w_{i-3}^{n_{i-3}}w_{i-4}w_{i-2}$$

$$= w_{i-2}^{n_{i-2}-1}w_{i-3}^{n_{i-3}}w_{i-4}w_{i-3}w_{i-2} = w_{i-2}^{n_{i-2}-1}w_{i-3}^{n_{i-3}}w_{i-2} = w_{i-1}w_{i-2}.$$  

Thus, in that case, we obtain $\hat{p}(w_{i-1}w_{i-1})s(w_{i-1}) = w_{i-1}w_{i-2}.$

(iii) If $n_{i-1}l_{i-2} \leq |p(w_{i-1}w_{i-1})| \leq l'_{i-1}$, then $p(w_{i-1}w_{i-1}) = w_{i-2}^{n_{i-2}-1}p(w_{i-2}w_{i-2})$ on one hand and $|s(w_{i-1}w_{i-1})| \leq l'_{i-2}$ so $s(w_{i-1}w_{i-1}) = s(w_{i-2})$ on the other hand.

Thus $p(w_{i-1}w_{i-1})s(w_{i-1}) = w_{i-2}^{n_{i-2}-1}p(w_{i-2}w_{i-2})s(w_{i-2})$ with $|p(w_{i-2}w_{i-2})s(w_{i-2})| = l'_{i-2} + l_{i-2}.$ We still need to understand $p(w_{i-2}w_{i-2})s(w_{i-2})$ with $|p(w_{i-2}w_{i-2})s(w_{i-2})| = l'_{i-2} + l_{i-2}.$

• If $|p(w_{i-2}w_{i-2})| \geq l'_{i-2}$, then $p(w_{i-2}w_{i-2}) = w_{i-2}^{l'_{i-2}}p(w_{i-2})$ on one hand and $|s(w_{i-2})| \leq l_{i-2}$ so $s(w_{i-2}) = s(w_{i-2}).$ Now we can compute $p(w_{i-2}w_{i-2})s(w_{i-2}) = w_{i-2}^{l'_{i-2}}p(w_{i-2})s(w_{i-2}) = w_{i-2}^{l'_{i-2}}w_{i-2} = w_{i-2}.$

If $|p(w_{i-2}w_{i-2})| \leq l'_{i-2}$, then we have $l_{i-2} \leq |p(w_{i-2}w_{i-2})| \leq l'_{i-2}$ because $|s(w_{i-2})| \leq l_{i-2}.$ We also deduce that $l_{i-2} \leq |s(w_{i-2})| \leq l'_{i-2}.$

If $i = 2$, then $l_{i-2} = l_{i} = 1, l'_{i-2} = l'_{i} = 2, w_{0}^{0}w_{0} = ab$ and $w_{0} = ab$. Then $p(w_{0}w_{0})s(w_{0}) = aab$ or $p(w_{0}w_{0})s(w_{0}) = bba.$ So, after possibly changing the last letter of $p(w_{0}w_{0})$, we have $\hat{p}(w_{0}w_{0})s(w_{0}) = aab = w_{0}w_{0}.$

If $i > 2$, we can write $w_{i-2} = w_{i-3}^{n_{i-3}}w_{i-3}$ and so $p(w_{i-2}w_{i-2}) = w_{i-3}^{n_{i-3}}p(w_{i-3})$ and $s(w_{i-2}) = s(w_{i-3})w_{i-2}.$ Thus $p(w_{i-2}w_{i-2})s(w_{i-2}) = w_{i-3}^{n_{i-3}}p(w_{i-3})s(w_{i-3})w_{i-2}$ with $|p(w_{i-3})s(w_{i-3})| = l'_{i-3}$. But, as seen in the case 2 for $i > 3, p(w_{i-3})s(w_{i-3}) = w_{i-3}.$ Then we compute $p(w_{i-2}w_{i-2})s(w_{i-2}) = w_{i-3}^{n_{i-3}}p(w_{i-3})s(w_{i-3})w_{i-2} = w_{i-3}^{n_{i-3}}w_{i-3}w_{i-2} = w_{i-3}^{n_{i-3}}w_{i-3}w_{i-2} = w_{i-3}^{n_{i-3}}w_{i-3}w_{i-2}.$

For $i = 3$, recall that $w_{i-3} = w_{0} = a$ and $w_{i-3} = w_{0} = ab$. If $|s(w_{0})| = 0$, then $p(w_{0})s(w_{0}) = p(w_{0})s(w_{0}) = w_{0}^{0}w_{0} = w_{0}$. Thus $p(w_{0})w_{0}s(w_{0}) = w_{0}^{n_{i-3}}p(w_{i-3})w_{i-3}w_{i-2}w_{i-2}$. However, if $|s(w_{0})| = 1$, then $p(w_{0})s(w_{0}) = p(w_{0})s(w_{0}) = p(w_{0})a = a^{2}$, and then, after changing the last letter of $p(w_{0})$ from $a$ to $b$, we obtain $\hat{p}(w_{0})s(w_{0}) = ba$. Thus, let us now compute $\hat{p}(w_{i-2}w_{i-2})s(w_{i-2})$:

$$\hat{p}(w_{i-2}w_{i-2})s(w_{i-2}) = w_{i-3}^{n_{i-3}}\hat{p}(w_{i-3})s(w_{i-3})w_{i-2} = w_{i-3}^{n_{i-3}}baw_{i-2} = a^{n_{i-3}}baw_{1} = \cdots$$
Thus, we conclude from those different cases that, after possibly changing the last letter of \( \hat{p}(w_{i-2}'w_{i-2}) \), we have either \( \hat{p}(w_{i-2}'w_{i-2})s(w_{i-2}') = w_{i-2}'w_{i-2} \), or \( \hat{p}(w_{i-2}'w_{i-2})s(w_{i-2}') = w_{i-2}w_{i-2}' \). We can now compute \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') : \\
\begin{itemize}
  \item If \( \hat{p}(w_{i-2}'w_{i-2})s(w_{i-2}') = w_{i-2}'w_{i-2} \), then \\
    \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-2}w_{i-2}' \).
  \item If \( \hat{p}(w_{i-2}'w_{i-2})s(w_{i-2}') = w_{i-2}'w_{i-2} \), then \\
    \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-2}w_{i-2}' \).
\end{itemize}

Thus, we showed that after possibly changing the last letter of \( p(w_{i-1}w_{i-1}') \), we have \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-1}' \) or \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-1}'w_{i-2} \). We are now ready to compute \( \hat{p}(w_{i}')s(w_{i}) \):

\begin{itemize}
  \item If \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-1}' \), then \\
    \( \hat{p}(w_{i}')s(w_{i}) = w_{i-1}' \).
  \item If \( \hat{p}(w_{i-1}w_{i-1}')s(w_{i-1}') = w_{i-1}'w_{i-2} \), then \\
    \( \hat{p}(w_{i}')s(w_{i}) = w_{i-1}'w_{i-2} \).
\end{itemize}

Thus, we have proven what we announced for the case \( \alpha \).

Hence the lemma is proved. \( \square \)

**Lemma 2.8.** Let \( \alpha > 1 \). Let \( \gamma \) be a primitive element of \( \mathbb{F}_2 \) and \( u \) any subword of \( \gamma \) (or of a cyclic permutation of \( \gamma \)). Let \( i \in \{1, \ldots, r(\gamma)\} \) and suppose that \( |u| \geq \alpha l_i(\gamma) \). Let \( \tilde{w}_i(\gamma) \) be any cyclic permutation of \( w_i(\gamma) \) and \( w'_i(\gamma) \) a cyclic permutation of \( w_i(\gamma) \) adapted to \( w_i(\gamma) \) (see lemma [2.6]). Then, there is at least \( \frac{\alpha - 1}{2} \) occurrences of \( w_i(\gamma) \) and \( w'_i(\gamma) \) in \( u \).

**Proof.** Recall that \( l_i(\gamma) \leq l'_i(\gamma) \leq 2l_i(\gamma) \). Then we have the inequality \( |u| \geq \frac{\alpha}{2} l'_i(\gamma) \).

The element \( u \) is a subword of \( \gamma \) and, by the lemma [2.6], \( \gamma \) can be written on the alphabet \( \{w_i(\gamma), w'_i(\gamma)\} \) so \( u \) can be written in the following way: \( u = p(u)u_1 \cdots u_r s(u) \), with \( u_k \in \{w_i(\gamma), w'_i(\gamma)\} \) for \( 1 \leq k \leq r \) and \( p(u) \) and \( s(u) \) being respectively a prefix and a suffix of \( u \) such that \( |p(u)| + |s(u)| \leq |w'_i(\gamma)| = l'_i(\gamma) \). Thus \( |u| - |p(u)| - |s(u)| \geq \frac{\alpha}{2} l'_i(\gamma) - 2l'_i(\gamma) = \frac{\alpha - 4}{2} l'_i(\gamma) \).

Furthermore \( |u| - |p(u)| - |s(u)| = \sum_{k=1}^{r} |u_k| \leq rl'_i(\gamma) \) because \( |u_k| \leq l'_i(\gamma) \).

We deduce \( r \geq \frac{\alpha - 4}{2} \), hence the lemma [2.8]. \( \square \)
3. Length of a path in a \( \delta \)-hyperbolic space

In this section, we will be interested in some properties of length of paths in hyperbolic space. The goal is to prove the inequalities of Proposition 3.11. Part of the material of this section is drawn from or inspired by \cite{CDP90}. Let \( X \) be a Gromov-hyperbolic space, with hyperbolic constant \( \delta \), and suppose that \( X \) is geodesic. Denote by \( d \) the hyperbolic distance of \( X \). We will write \([x, y]\) for some geodesic segment with endpoints \( x \) and \( y \) in \( X \) and \( T = [x, y, z] \) for a triangle with vertices \( x, y \) and \( z \). Recall that we say that a triangle is \( \delta \)-thin if each side of the triangle is included in the \( \delta \)-neighborhood of the other two. A metric space is \( \delta \)-hyperbolic if every triangle is \( \delta \)-thin.

This first lemma, which is a classical result of hyperbolic geometry, gives the existence of three "close" points in \( \delta \)-thin triangles.

**Lemma 3.1.** Let \((X, d)\) be a metric space and \( T = [x, y, z] \) a \( \delta \)-thin triangle of \( X \). There exists \( r \in [x, y] \), \( s \in [y, z] \) and \( t \in [x, z] \) such that \( d(r, s) \leq \delta \) and \( d(r, t) \leq \delta \). (Hence in addition \( d(s, t) \leq 2\delta \))

**Proof.** Consider:

\[
L = \{ r \in [x, y] : \exists t \in [x, z], d(r, t) \leq \delta \}
\]

\[
R = \{ r \in [x, y] : \exists s \in [z, y], d(r, s) \leq \delta \}
\]

Then:

- \( R \) and \( L \) are non-empty because \( x \in L \) and \( y \in R \).
- \( R \) and \( L \) are closed because \([x, z]\) and \([z, y]\) are compact.
- We have \([x, y] = R \cup L\) since the triangle \([x, y, z]\) is \( \delta \)-thin.

We deduce that \( R \cap L \neq \emptyset \).

Indeed, if \( R \cap L = \emptyset \), we would obtain an open cover of \([x, y]\) with two disjoint non-empty open sets \( ([x, y] \setminus L) \) and \( ([x, y] \setminus R) \), which would contradict the connectedness of \([x, y]\).

Thus we deduce the existence of \( r \in [x, y] \), \( s \in [y, z] \) and \( t \in [x, z] \) such that \( d(r, s) \leq \delta \) and \( d(r, t) \leq \delta \).

\( \Box \)

The following lemma generalises the notion of \( \delta \)-thin triangle in \( \delta \)-hyperbolic spaces and is taken from \cite{CDP90}.

**Lemma 3.2.** Let \( X \) be a \( \delta \)-hyperbolic geodesic space and \( Y = [x_0, x_1] \cup [x_1, x_2] \cup \ldots \cup [x_{n-1}, x_n] \) a chain of \( n \) geodesic segments, with \( n \leq 2^k \), where \( k \) is an integer such that \( k \geq 1 \). Then, for any point \( x \) in a geodesic segment \([x_0, x_n]\), we have \( d(x, Y) \leq k\delta \).

Note that the case \( n = 1, k = 0 \) is still true but trivial and without interest (in this case \( d(x, [x_0, x_1]) = 0 \)).

**Proof.** Let us proceed by induction on \( k \geq 1 \).

- If \( k = 1 \), that is \( n = 2 \), it is the case of a triangle. Since \( X \) is \( \delta \)-hyperbolic, then the triangles are \( \delta \)-thin, so we have the requested inequality.
- Assume that the property is true for some \( k \geq 1 \) and let us consider \( n \) geodesic segments, with \( n \leq 2^{k+1} \). After possibly artificially adding points on \( Y \), we can assume that \( n = 2^{k+1} \). Let \( x \in [x_0, x_n] \). The triangle with vertices \( x_0, x_{n/2} \) and \( x_n \) is \( \delta \)-thin which ensures the existence of \( m \in [x_0, x_{n/2}] \cup [x_{n/2}, x_n] \) such that \( d(x, m) \leq \delta \). Without loss of generality,
suppose that \( m \in [x_0, x_\frac{n}{2}] \). We have \( \frac{\delta}{2} \leq 2^k \) so by induction we can find a point \( m' \in [x_0, x_1] \cup \cdots \cup [x_{\frac{n}{2}-1}, x_\frac{n}{2}] \) such that \( d(m, m') \leq k\delta \). Thus, by the triangle inequality, we obtain: \( d(x, m') \leq d(x, m) + d(m, m') \leq \delta + k\delta = (k + 1)\delta \).

\[
\Box
\]

In particular, by the lemma 3.2, if we consider a hyperbolic quadrilateral with vertices \( x, y, y_1, x_1 \) (in this order), then every point of \([x, y]\) is at a distance at most \( 2\delta \) of a point of \([x, x_1] \cup [x_1, y_1] \cup [y_1, y]\). Thus we have the following alternative :

- \( \forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta \) and in this case \( \forall z \in [x, y], d(z, [x, x_1] \cup [y, y_1]) \leq 2\delta \)
- \( \exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta \)

Several of the following lemmas depend on this alternative. The following lemma finds three 'close' points in the quadrilateral in the first case of this alternative.

**Lemma 3.3.** Let \( X \) be a \( \delta \)-hyperbolic geodesic space, and \( x, x_1, y_1, y \in X \) (in this order) be the vertices of a hyperbolic quadrilateral of \( X \). We further assume that for all \( z \in [x, y], d(z, [x_1, y_1]) > 2\delta \). Then there exists \( z \in [x, y], r \in [x, x_1] \) and \( s \in [y, y_1] \) such that \( d(z, r) \leq 2\delta \) and \( d(z, s) \leq 2\delta \).

**Proof.** The proof is that same as the proof of the lemma 3.1.

By the lemma 3.2, every point \( z \in [x, y] \) is at a distance at most \( 2\delta \) of \([x, x_1] \cup [x_1, y_1] \cup [y_1, y]\). But, by hypothesis, for all \( z \in [x, y], d(z, [x_1, y_1]) > 2\delta \), so for all \( z \in [x, y] \), there exists \( z' \in [x, x_1] \cup [y_1, y] \) such that \( d(z, z') \leq 2\delta \).

Consider :

\[
L = \{ z \in [x, y] : \exists r \in [x, x_1], d(z, r) \leq 2\delta \}
\]

\[
R = \{ z \in [x, y] : \exists s \in [y, y_1], d(z, s) \leq 2\delta \}
\]

Then :

- \( R \) and \( L \) are non-empty because \( x \in L \) and \( y \in R \).
- \( R \) and \( L \) are closed because \([x, x_1]\) and \([y, y_1]\) are compact.
- We have \([x, y] = R \cup L \) because, by the lemma 3.2, every point of \([x, y]\) is at a distance at most \( 2\delta \) of \([x, x_1] \cup [x_1, y_1] \cup [y_1, y]\), and, by hypothesis, every point of \([x, y]\) is at a distance at least \( 2\delta \) of \([x_1, y_1]\).

We deduce that \( R \cap L \neq \emptyset \).

Indeed, if \( R \cap L = \emptyset \), we would have an open cover of \([x, y]\) in two disjoint open sets \([x, y] \setminus L \) and \([x, y] \setminus R \), which would contradict the connectedness of \([x, y]\).

Thus we deduce the existence of \( z \in [x, y], r \in [x, x_1] \) and \( s \in [y, y_1] \) such that \( d(z, r) \leq 2\delta \) and \( d(z, s) \leq 2\delta \).

A quadrilateral \([x, y, x_1, y_1]\) has thus one of two typical general shapes : the one where a point of \([x, y]\) is close to a point of \([x_1, y_1]\) and the one where all points of \([x, y]\) are far from \([x_1, y_1]\). The following lemma clarifies this alternative in terms of comparing the lengths of the sides of the quadrilateral, in the more specific case where \( x_1 \) and \( y_1 \) are projections of \( x \) and \( y \) on a geodesic.

**Lemma 3.4.** Let \( X \) be a \( \delta \)-hyperbolic geodesic space and \( l \) a bi-infinite geodesic of \( X \). Let \( x \) and \( y \) be two points in \( X \). Let \( K_x = d(x, l), K_y = d(y, l) \) and \( d = d(x, y) \). Consider \( x_1 \) and \( y_1 \) two
projection of $x$ and $y$ on $l$, that is two points $x_1, y_1 \in l$ satisfying $d(x, x_1) = K_x$ and $d(y, y_1) = K_y$. We denote by $[x_1, y_1]$ the geodesic segment included in $l$ with endpoints $x_1$ and $y_1$.

- If $\exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta$, then $d \geq K_x + K_y - 4\delta$
- If $\forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta$, then $d \leq K_x + K_y + 4\delta$

**Proof.** Suppose that there exists $z \in [x, y]$ and $z_1 \in [x_1, y_1]$ such that $d(z, z_1) \leq 2\delta$. By definition, $x_1$ minimizes the distance from $x$ to $l$, and $z_1 \in l$ so $d(x, z_1) \geq K_x$. Then:

$$d(x, z) \geq d(x, z_1) - d(z, z_1) \geq K_x - 2\delta$$

Similarly, since $y_1$ minimizes the distance from $y$ to $l$, we get:

$$d(z, y) \geq d(y, z_1) - d(z, z_1) \geq K_y - 2\delta$$

Thus, since $z \in [x, y]$, we obtain by combining (6) and (7):

$$d = d(x, y) = d(x, z) + d(z, y) \geq K_x + K_y - 4\delta$$

Suppose that for all $z \in [x, y], d(z, [x_1, y_1]) > 2\delta$. Then by the lemma 3.3, there exists $z \in [x, y], r \in [x, x_1]$ and $s \in [y, y_1]$ such that $d(z, r) \leq 2\delta$ and $d(z, s) \leq 2\delta$. Hence we have on one hand:

$$d(x, z) \leq d(x, r) + d(r, z) = d(x, x_1) - d(r, x_1) + d(r, z)$$

because $r \in [x, x_1]$

$$\leq K_x + 2\delta$$

since $d(r, z) \leq 2\delta$.

On the other hand, we obtain in the same way:

$$d(z, y) \leq K_y + 2\delta$$

and then:

$$d = d(x, z) + d(z, y) \leq K_x + K_y + 4\delta.$$

The following lemma and corollary aim to bound, in the same context as in the previous lemma, the distance between $x_1$ and $y_1$.

**Lemma 3.5.** Let $X$ be a $\delta$-hyperbolic geodesic space, and $l$ a bi-infinite geodesic of $X$. Let $x$ and $y$ be two points in $X$, denote $K_x = d(x, l)$ and $K_y = d(y, l)$. Consider $x_1$ and $y_1$ two projections of $x$ and $y$ on $l$, that is two points $x_1, y_1 \in l$ satisfying $d(x, x_1) = K_x$ and $d(y, y_1) = K_y$. We denote by $[x_1, y_1]$ the geodesic segment included in $l$ with endpoints $x_1$ and $y_1$. We let $d = d(x, y)$ and $d_1 = d(x_1, y_1)$. Then we have the following alternative:

- If $\forall z \in [x_1, y_1], d(z, [x, y]) > 2\delta$, then $d_1 \leq 8\delta$.
- If $\exists z \in [x_1, y_1], d(z, [x, y]) \leq 2\delta$, then $d_1 \leq d - K_x - K_y + 12\delta$.

In particular, we always have the inequality $d_1 \leq d + 12\delta$. 

\[\square\]
Proof. Suppose that for all \( z \in [x_1, y_1] \) one has \( d(z, [x, y]) > 2\delta \). Denote \( [x, x_1] \) (respectively \([y, y_1]\)) a geodesic segment with endpoints \( x \) and \( x_1 \) (respectively \( y \) and \( y_1 \)), then, by the lemma \( 3.3 \) the exists \( z \in [x_1, y_1], s \in [x, x_1] \) and \( r \in [y, y_1] \) such that \( d(z, s) \leq 2\delta \) and \( d(z, r) \leq 2\delta \). Therefore

\[
d(x_1, z) \leq d(x_1, s) + d(s, z)
\]

\[
\leq d(x_1, s) + 2\delta \quad \text{because } d(s, z) \leq 2\delta
\]

\[
= d(x, x_1) - d(x, s) + 2\delta \quad \text{since } s \in [x, x_1]
\]

\[
\leq d(x, x_1) - d(x, z) + 2\delta + 2\delta \quad \text{because } d(x, z) \leq d(x, s) + d(s, z) \leq d(x, s) + 2\delta.
\]

But \( x_1 \) is a projection of \( x \) to \( l \) and \( z \in l \), so \( d(x, x_1) \leq d(x, z) \). Thus:

\[
(8) \quad d(x_1, z) \leq 4\delta.
\]

Similarly, we show that:

\[
(9) \quad d(z, y_1) \leq 4\delta.
\]

Thus, by summing (8) and (9), we obtain:

\[
(10) \quad d(x_1, t) \leq 2\delta.
\]

Furthermore:

\[
d(t, z_1) \leq d(t, s) + d(s, z_1)
\]

\[
\leq \delta + d(s, z_1) \quad \text{because } d(t, s) \leq \delta
\]

\[
= d(x, z_1) - d(x, s) + \delta \quad \text{since } s \in [x, z_1]
\]

\[
\leq d(x, z) + d(z, z_1) - d(x, t) + \delta + \delta \quad \text{because } d(x, t) \leq d(x, s) + d(s, t) \leq d(x, s) + \delta
\]

\[
\leq d(x, z) + 2\delta - d(x, t) + 2\delta \quad \text{since } d(z, z_1) \leq 2\delta
\]

and \( d(x, t) \geq d(x, x_1) = K_x \), so

\[
(11) \quad d(t, z_1) \leq d(x, z) - K_x + 4\delta.
\]

Thus, combining (10) and (11), we get:

\[
(12) \quad d(x_1, z_1) = d(x_1, t) + d(t, z_1) \leq d(x, z) - K_x + 6\delta
\]
By the same reasoning, considering the triangle \([y, y_1, z_1]\), we get:

\[
d(z_1, y_1) \leq d(z, y) - K_y + 6\delta
\]

(13)

We deduce, using (12) and (13):

\[
d_1 = d(x_1, z_1) + d(z_1, y_1)
\leq d(x, z) - K_x + 6\delta + d(z, y) - K_y + 6\delta
\]

\[
= d(x, y) - K_x - K_y + 12\delta 	ext{ for } z \in [x, y]
\]

Thus:

\[
d_1 \leq d - K_x - K_y + 12\delta.
\]

\[\square\]

Thus, we deduce an upper bound on \(d_1\) depending only on the hyperbolic constant \(\delta\) in the case when \(d \leq K_x + K_y + 6\delta\). (The choice of this particular threshold on \(d\) comes from the disjunction made in the proposition 3.11 at the end of this section.)

**Corollary 3.6.** Let \(X\) be a \(\delta\)-hyperbolic geodesic space, and \(l\) a bi-infinite geodesic of \(X\). Let \(x\) and \(y\) be two points in \(X\), denote \(K_x = d(x, l)\) and \(K_y = d(y, l)\). Consider \(x_1\) and \(y_1\) two projections of \(x\) and \(y\) on \(l\), that is two points \(x_1, y_1 \in l\) satisfying \(d(x, x_1) = K_x\) and \(d(y, y_1) = K_y\). Denote \(d = d(x, y)\) and \(d_1 = d(x_1, y_1)\). Then:

If \(d \leq K_x + K_y + 6\delta\), then \(d_1 \leq 18\delta\).

**Proof.** According to the lemma 3.5, we have \(d_1 \leq \max(8\delta, d - K_x - K_y + 12\delta)\). But \(d \leq K_x + K_y + 6\delta\), so

\[
d_1 \leq \max(8\delta, d - K_x - K_y + 12\delta) \leq \max(8\delta, 18\delta) = 18\delta.
\]

\[\square\]

The following lemmas, 3.7, 3.8 and 3.10, as well as the propositions 3.9 and 3.11, aim at bounding from below the length of a path remaining at a distance at least \(K\) from a given geodesic. This first lemma, which is a first step, minimizes this length using the distance of a point \(z\) on a geodesic connecting the extremal points of the path and a point on the path.

**Lemma 3.7.** Let \(X\) be a \(\delta\)-hyperbolic geodesic space, \(l\) a bi-infinite geodesic of \(X\) and \(K > 0\). Consider \(f : [a, b] \to X\) a continuous rectifiable path such that:

\[
\forall t \in [a, b], \quad d(f(t), l) \geq K
\]

Let \(x = f(a), y = f(b), d = d(x, y)\) and consider \([x, y]\) a geodesic segment with endpoints \(x\) and \(y\). Denote \(L = \text{length}(f([a, b]))\) and suppose \(L > 2\delta\). Then, for all \(z \in [x, y]\), there exists \(t \in [a, b]\) such that:

\[
L \geq (2 \frac{d(x, f(t))}{K} - 1) - 2\delta.
\]

**Proof.** Since the path \(f([a, b])\) is rectifiable, there exists a subdivision of \(f([a, b])\) in \(n\) arcs, each of length \(2\delta\) except possibly the last one of length smaller than \(2\delta\) (then \(n = \lceil \frac{L}{2\delta} \rceil\)). Denote by \(y_0 = x, y_1, \ldots, y_n = y\) the points of this subdivision and consider \(Y = [y_0, y_1] \cup [y_1, y_2] \cup \cdots \cup [y_{n-1}, y_n]\) the chain of \(n\) geodesic segments connecting these points.
We can therefore bound the length of the path \( f([a,b]) \) from below by the length of the first \( n-1 \) paths of this subdivision:

\[
L \geq (n-1)2\delta
\]

The hypothesis \( L > 2\delta \) allows us to assert that \( n \geq 2 \). Then there exists \( k \geq 1 \) such that \( 2^{k-1} < n \leq 2^k \). We deduce:

\[
L \geq (2^{k-1} - 1)2\delta = (2^k - 2)\delta
\]

We can apply the lemma 3.2 to \( z \in [y_0,y_n] \) and \( \varphi \) : there exists \( p \in \varphi \) such that \( d(z,p) \leq k\delta \). Moreover, there exists \( i \in \{0,n-1\} \) such that \( p \in [y_i,y_{i+1}] \), and \( d(y_i,y_{i+1}) \leq 2\delta \) (because the distance between \( y_i \) and \( y_{i+1} \) is in particular smaller than \( 2\delta \)) so, there exists \( j \in \{0,n\} \) such that \( d(p,y_j) \leq \delta \).

Let \( z \in [x,y] \). Then, by the triangle inequality, we obtain the upper bound \( d(z,y_j) \leq d(z,p) + d(p,y_j) \leq k\delta + \delta = (k+1)\delta \) from which we deduce \( k \geq d(z,y_j)/\delta - 1 \). Moreover, since \( y_j \in f([a,b]) \), we deduce the existence of \( t \in [a,b] \) such that \( y_j = f(t) \). Thus from the inequality \( (15) \) we obtain the desired inequality:

\[
L \geq (2^{d(z,f(t))/\delta - 1} - 2)\delta.
\]

\[\square\]

Now, we try to give a lower bound on the term \( d(z,f(t)) \) in the previous lemma 3.7. We give two lower bounds according to the shape of the quadrilateral.

**Lemma 3.8.** Let \( X \) be a \( \delta \)-hyperbolic geodesic space, \( l \) a bi-infinite geodesic of \( X \) and \( K > 0 \). Consider \( f : [a,b] \to X \) a continuous rectifiable path such that:

\[
\forall t \in [a,b], \quad d(f(t),l) \geq K.
\]

Denote \( x = f(a), y = f(b), d = d(x,y), K_x = d(x,l), K_y = d(y,l) \) and \( L = \text{length}(f([a,b])) \). Let \( x_1 \) and \( y_1 \) be two projections of \( x \) and \( y \) on \( l \).

Consider \([x,y]\) a geodesic segment with endpoints \( x \) and \( y \) and \([x_1,y_1]\) the geodesic segment included in \( l \) with endpoints \( x_1 \) and \( y_1 \).

We can bound from below the distance from a point \( z \) of \([x,y]\) to any point on the path \( f([a,b]) \) in the following two cases:

- Suppose that \( \forall z \in [x,y], d(z,[x_1,y_1]) > 2\delta \). Then:

\[
\exists z \in [x,y], \forall t \in [a,b], d(z,f(t)) \geq \frac{d}{2} + K - \frac{1}{2}(K_x + K_y) - 4\delta
\]

In particular, if \( K_x = K_y = K \), we have:

\[
\exists z \in [x,y], \forall t \in [a,b], d(z,f(t)) \geq \frac{d}{2} - 4\delta
\]

- Suppose that \( \exists z \in [x,y], d(z,[x_1,y_1]) \leq 2\delta \). Then:

\[
\exists z \in [x,y], \forall t \in [a,b], d(z,f(t)) \geq K - 2\delta
\]
Proof. • Suppose that ∀z ∈ [x, y], d(z, [x_1, y_1]) > 2δ. Then, considering a quadrilateral with vertices x, x_1, y_1, y (in this order), we deduce by the lemma 3.3 the existence of z ∈ [x, y], r ∈ [x, x_1] and s ∈ [y, y_1] such that d(z, r) ≤ 2δ and d(z, s) ≤ 2δ. Let t ∈ [a, b]. Then :

\[ K \leq d(f(t), l) \quad \text{by hypothesis} \]
\[ \leq d(f(t), x_1) \quad \text{because } x_1 \in l \]
\[ \leq d(f(t), z) + d(z, r) + d(r, x_1) \quad \text{by the triangle inequality} \]
\[ \leq d(f(t), z) + 2\delta + d(r, x_1) \quad \text{because } d(z, r) \leq 2\delta \]
\[ = d(f(t), z) + 2\delta + d(x, x_1) - d(x, r) \quad \text{because } r \in [x, x_1] \]
\[ \leq d(f(t), z) + 2\delta + K_x - d(x, r) \quad \text{since } x_1 \text{ is a projection of } x \text{ on } l \]
\[ \leq d(f(t), z) + 2\delta + K_x - d(x, z) + d(z, r) \quad \text{by the triangle inequality} \]
\[ \leq d(f(t), z) + 2\delta + K_x - d(x, z) + 2\delta \quad \text{because } d(z, r) \leq 2\delta. \]

We deduce :

\[ d(x, z) + K - K_x - 4\delta \leq d(f(t), z). \] (19)

By analogous reasoning changing x to y, x_1 to y_1, r to s and K_x to K_y, we also get :

\[ d(z, y) + K - K_y - 4\delta \leq d(f(t), z). \] (20)

Thus, averaging the inequalities (19) and (20), and since d = d(x, y) = d(x, z) + d(z, y) we obtain the desired inequality :

\[ \frac{d}{2} + K - \frac{1}{2}(K_x + K_y) - 4\delta \leq d(f(t), z). \]

• Suppose that ∃z ∈ [x, y], d(z, [x_1, y_1]) ≤ 2δ. Then let z' ∈ [x_1, y_1] such that d(z, z') ≤ 2δ. Let t ∈ [a, b]. We have :

\[ K \leq d(f(t), z') \quad \text{because } z' \in l \]
\[ \leq d(f(t), z) + d(z, z') \quad \text{by the triangle inequality} \]
\[ \leq d(f(t), z) + 2\delta \quad \text{because } d(z, z') \leq 2\delta \]

We have indeed shown that

\[ d(f(t), z) \geq K - 2\delta. \]

□

The following proposition is a direct consequence of the two previous lemmas. It gives a lower bound on the length of a path remaining at a distance at least K from a geodesic as a function of the distance between the extremal points of the path, the distances of the extremal points to the geodesic and K.

**Proposition 3.9.** Let X be a δ-hyperbolic geodesic space, l a bi-infinite geodesic of X and K > 0. Consider f : [a, b] → X a continuous rectifiable path such that :

\[ \forall t \in [a, b], \quad d(f(t), l) \geq K \]

Denote x = f(a), y = f(b), d = d(x, y), K_x = d(x, l), K_y = d(y, l) and L = length(f([a, b])) and suppose that L > 2δ. Let x_1 and y_1 be some projections of x and y on l.
Consider \([x, y]\) a geodesic segment with endpoints \(x\) and \(y\) and \([x_1, y_1]\) the geodesic segment included in \(l\) with endpoints \(x_1\) and \(y_1\).

- Suppose that \(\forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta\). Then:
  \[
  L \geq \left(2^{\frac{d-K_x-K_y+2K}{4\delta}} - 2\right)\delta
  \]
  In particular, if \(K_x = K_y = K\), then:
  \[
  L \geq \left(2^{\frac{K}{4\delta}} - 2\right)\delta
  \]
- Suppose that \(\exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta\). Then:
  \[
  L \geq \left(2^{\frac{K}{4\delta} - 3} - 2\right)\delta
  \]

Proof.

- Suppose that \(\forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta\).
  According to the property (16) of the lemma 3.8, there exists \(z \in [x, y]\) such that for all \(t \in [a, b], d(z, f(t)) \geq \frac{4}{\delta} + K - \frac{1}{\delta}(K_x + K_y) - 4\delta\). Then, by the lemma 3.7, we obtain the existence of \(t \in [a, b]\) such that
  \[
  L \geq \left(2^{\frac{d(z,f(t))}{\delta}} - 1 - 2\right)\delta
  \]
  Indeed we have:
  \[
  L \geq \left(2^{\frac{\frac{4}{\delta} + K - \frac{1}{\delta}(K_x + K_y) - 4\delta}{\delta}} - 1 - 2\right)\delta = \left(2^{\frac{d-K_x-K_y+2K}{4\delta}} - 2\right)\delta.
  \]
- Suppose that \(\exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta\).
  According to the property (18) of the lemma 3.8, there exists \(z \in [x, y]\) such that for all \(t \in [a, b], d(z, f(t)) \geq K - 2\delta\). Then, by the lemma 3.7, we obtain the existence of \(t \in [a, b]\) such that
  \[
  L \geq \left(2^{\frac{d(z,f(t))}{\delta}} - 1 - 2\right)\delta
  \]
  Indeed we have:
  \[
  L \geq \left(2^{\frac{K-2\delta}{\delta}} - 1 - 2\right)\delta = \left(2^{\frac{K}{4\delta} - 3} - 2\right)\delta.
  \]

The following lemma gives a lower bound on the length of a path remaining at a distance at least \(K\) from a geodesic in the specific case where the distance between the endpoints is known as a function of the distances of the endpoints to the geodesic.

**Lemma 3.10.** Let \(X\) be a \(\delta\)-hyperbolic geodesic, \(l\) a bi-infinite geodesic of \(X\) and \(K > 0\). Consider \(f : [a, b] \to X\) a continuous rectifiable path such that:

\[
\forall t \in [a, b], \quad d(f(t), l) \geq K
\]

Denote \(x = f(a), y = f(b), d = d(x, y), K_x = d(x, l), K_y = d(y, l)\) and \(L = \text{length}(f([a, b]))\) and suppose that \(L > 2\delta\).

Assume that \(d = K_x + K_y + 6\delta\), then:

\[
L \geq \left(2^{\frac{K}{4\delta} - 3} - 2\right)\delta
\]
Proof. Let \( x_1 \) and \( y_1 \) be two projections of \( x \) and \( y \) on \( l \). Consider \([x, y]\) a geodesic segment with endpoints \( x \) and \( y \) and \([x_1, y_1]\) the geodesic segment included in \( l \) with endpoints \( x_1 \) and \( y_1 \).

We distinguish two cases:

- If \( \exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta \), then the inequality (23) of the proposition 3.9 gives
  \[ L \geq (2^{\frac{d}{\delta}}-3) \delta. \]

- If \( \forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta \), then the inequality (21) of the proposition 3.9 gives:
  \[ L \geq \left( 2\frac{d}{\delta}-K_x-K_y+2K-5 \right) \delta \]
  \[ \geq \left( 2^{\frac{d}{\delta}}-3 \right) \delta \text{ because } d = K_x + K_y + 6\delta \]
  \[ \geq \left( 2^{\frac{d}{\delta}}-3 \right) \delta. \]

\[ \square \]

The following proposition is the most important one in this section. It gives a lower bound on the length of a path remaining at a distance at least \( K \) from a geodesic and whose extremal points are *approximately* at distance \( K \) from this geodesic. It distinguishes two regimes: one when the distance to the geodesic is very large compared to the distance between the extremal points and the other in the opposite case. In the first case, the path length grows exponentially with the distance between the extremal points and in the second case, this growth is linear, but with a large constant.

**Proposition 3.11.** Let \( X \) be a \( \delta \)-hyperbolic geodesic space, \( l \) a bi-infinite geodesic of \( X \), \( K > 0 \) and \( C > 0 \) two constants. Consider \( f : [a, b] \to X \) a continuous rectifiable path such that:

\[ \forall t \in [a, b], \quad d(f(t), l) \geq K \]
\[ d(f(a), l) \leq K + C \]
\[ d(f(b), l) \leq K + C \]

Denote \( x = f(a), y = f(b), d = d(x, y) \) and \( L = \text{length}(f([a, b])) \).

- Suppose that \( d \leq 2K + 6\delta \). Then, after denoting \( C' = \max(C, \delta) \):

\[ L \geq \left( 2^{\frac{d}{\delta}-C'}-3 \right) \delta \]

- Suppose that \( d > 2K + 6\delta \). Then there exists an integer \( n \geq 2 \) such that:

\[ \begin{cases} 
  L \geq (n-1)(2^{\frac{d}{\delta}}-3) \delta \\
  d \leq 18n\delta + 2K + 2C
\end{cases} \]

In particular, we deduce:

\[ L \geq \frac{1}{18}(d-2K-2C-18\delta)(2^{\frac{d}{\delta}}-3) \]

**Proof.** Let us first treat separately the case where \( L \leq 2\delta \). In this case, we also have \( d \leq 2\delta \). Then \( d \leq 2K + 6\delta \) on one hand, and on the other hand \( (2^{\frac{d}{\delta}}-6) \delta \leq (2^{-5}-2) \delta < 0 \leq L \), so (24) holds.

Let us now suppose that \( L > 2\delta \). Denote \( K_x = d(x, l) \) and \( K_y = d(y, l) \). Then by hypothesis,
\( K_x - K \leq C \) and \( K_y - K \leq C \).

- Suppose that \( d \leq 2K + 6\delta \).
  
  Suppose that \( \forall z \in [x, y], d(z, [x_1, y_1]) > 2\delta \). Then, according to the inequality (21) of the lemma 3.9 we have:

  \[
  L \geq (2^{d - K_x - K_y + 2K} - 5 - 2)\delta \geq (2^{d - 2C} - 5 - 2)\delta \geq (2^{d - 2C} - 5 - 2)\delta.
  \]

- Suppose that \( \exists z \in [x, y], d(z, [x_1, y_1]) \leq 2\delta \). Then, according to the inequality (23) of the lemma 3.9 we have:

  \[
  L \geq (2^{d - 3\delta} - 2)\delta \geq (2^{d - 6} - 2)\delta \geq (2^{d - 6} - 2)\delta.
  \]

- Suppose that \( d > 2K + 6\delta \).

Let \( t_0 \in [a, b] \) and \( x_0 = f(t_0) \). Let us consider:

\[
g_{t_0}(t) = d(x_0, f(t)) - d(x_0, l) - d(f(t), l) - 6\delta.
\]

The map \( g_{t_0} \) is continuous on \([t_0, b] \) and \( g_{t_0}(t_0) = d(x_0, x_0) - d(x_0, l) - d(x_0, l) - 6\delta = -2d(x_0, l) - 6\delta < 0 \). Then if \( g_{t_0}(b) \geq 0 \), there exists, by the intermediate value theorem, \( t_1 \in (t_0, b) \) such that \( g_{t_0}(t_1) = 0 \). Since \( g_{t_0}(b) = d(x, y) - d(x, l) - d(y, l) - 6\delta = d - 2K - 6\delta \geq 0 \) by hypothesis, we can find a sequence of points \( t_0, t_1, \ldots, t_n \) in \([a, b] \) such that, denoting \( x_i = f(t_i), d_i = d(x_i, x_{i+1}) \) and \( K_i = d(x_i, l) \) we have:

- \( t_0 = a, t_n = b \)
- \( \forall i \in \{0, n - 2\}, g_{t_i}(t_{i+1}) = 0 \), namely \( d_i = K_i + K_{i+1} + 6\delta \)
- \( d_{n-1} < K_{n-1} + K_n + 6\delta \).

Let \( L_i = \text{length}(f([t_i, t_{i+1}])) \), we can use lemma 3.10 between \( x_i \) and \( x_{i+1} \) to show that \( L_i \geq (2^{d - 3\delta} - 2)\delta \) as soon as \( i \in \{0, n - 2\} \). This justifies in particular that the number \( n \) of points cutting the path \( f \) as above is indeed finite. Moreover, the hypothesis \( d > 2K + 6\delta \) implies that \( n \geq 2 \).

Thus we can lower bound the length of the path \( f \) on \([a, b] \) by:

\[
L = \sum_{i=0}^{n-1} L_i \geq \sum_{i=0}^{n-2} L_i \geq (n - 1)(2^{d - 3\delta} - 2)\delta
\]

which indeed gives us the first inequality of (25).

Now consider for all \( i \in \{0, \ldots, n\} \), \( p_i \) a projection of \( x_i \) on \( l \) (we choose in particular \( p_0 = x_1 \) and \( p_n = y_1 \)). Denote \( d_{1,i} = d(p_i, p_{i+1}) \). Since \( d_i \leq K_i + K_{i+1} + 6\delta \), for all \( i \in \{0, \ldots, n - 1\} \), the corollary 3.16 states that \( d_{1,i} \leq 18\delta \). Therefore:

\[
d_1 = d(x_1, y_1) = d(p_0, p_n) \leq \sum_{i=0}^{n-1} d(p_i, p_{i+1}) = \sum_{i=0}^{n-1} d_{1,i} \leq 18n\delta.
\]
Thus:
\[ d = d(x, y) \text{ by definition} \]
\[ \leq d(x, x_1) + d(x_1, y_1) + d(y_1, y) \text{ by the triangle inequality} \]
\[ = d_1 + 2K + 2C \]
\[ \leq 18n\delta + 2K + 2C \text{ by the inequality (3)} \]

which indeed gives us the second inequality of (25).

The inequality (26) is immediate using the two inequalities of (25).

\[ \square \]

4. An important example of a uniform quasi-geodesic setting

In this section, we are going to study a uniform quasi-geodesicity setting in the space $X$. The space $X$ is supposed to be $\delta$-hyperbolic, geodesic and proper (proper means that closed balls are compact). Fix a basepoint $o \in X$. When given any isometry $A$ in the metric space $X$, we have already defined in the introduction its displacement length, and this notion has been used to define Bowditch representations (see definition (13)). We can also consider its stable length, which is defined by $l_S(A) = \lim_{n \to \infty} \frac{1}{n} d(A^n o, o)$. We can check that the stable length is well-defined and invariant under the choice of the basepoint $o$ in $X$. Moreover, it satisfies $l_S(A^n) = n l_S(A)$ (whereas this is not true in general for the displacement length). Suppose now that $A$ is a hyperbolic isometry of $X$, then by definition, the map from $\mathbb{Z}$ to $X$ that sends $n$ to $A^n o$ is a quasi-isometry. Moreover, $A$ has two fixed points in the boundary $\partial X$, one attracting and the other repelling, denoted by $A^+$ and $A^-$ respectively.

When we are given two isometries $A$ and $B$, we can consider the set $\mathcal{W}(A, B)$ of (finite) words on $A$ and $B$. For $G \in \mathcal{W}(A, B)$, we denote by $|G|$ its word length, that is the minimal number of letters ($A$ and $B$) needed to write $G$. Now consider the set of sequences $(G_n)_{n \in \mathbb{Z}} \in \mathcal{W}(A, B)\mathbb{Z}$ satisfying $G_0 = I$, $G_n = G_{n-1} S$ with $S \in \{A, B\}$ for $n > 0$ and $G_n = G_{n+1} S$ with $S \in \{A^{-1}, B^{-1}\}$ for $n < 0$. Denote this set by $\mathcal{G}(A, B)$. Thus, a sequence in $\mathcal{G}(A, B)$ can be thought of as an infinite word on $A$ and $B$. In this section, we want to study those (infinite) words that can be written in the following way: $(B A^N A^*)^*$, for some $N \in \mathbb{N}$ (here the star * means that we repeat the element an arbitrary number of time). Hence the appearances of $B$ are isolated and the powers of $A$ are always greater than $N$. We denote the set of such sequences by $S_N(A, B)$.

Starting from a sequence $G = (G_n)_{n \in \mathbb{Z}} \in \mathcal{G}(A, B)$, we define the sequence of points in $X$: $x_n = G_n o$, $\forall n \in \mathbb{Z}$. The goal of this section is to study the uniform quasi-geodesicity of sequences of points defined by the elements of $S_N(A, B)$, that is the existence of two reals $\lambda > 0$ and $k \geq 0$ such that for all $n, m \in \mathbb{Z}$, we have: $\frac{1}{\lambda} |n - m| - k \leq d(x_n, x_m) \leq \lambda |n - m| + k$. We also say that $(x_n)_{n \in \mathbb{Z}}$ is a $(\lambda, k, L)$-local-quasi-geodesic if we have $\frac{1}{\lambda} |n - m| - k \leq d(x_n, x_m) \leq \lambda |n - m| + k$ whenever $|n - m| \leq L$. Precisely we prove the following lemma:

**Lemma 4.1.** Let $X$ be a $\delta$-hyperbolic space, geodesic and proper, and $o \in X$ any basepoint. Pick $A$ and $B$ two hyperbolic isometries of $X$ and suppose that $B(A^+) \neq A^-$. Then, there exists $\lambda > 0, k \geq 0$ and $N \in \mathbb{N}^*$, such that $\forall G = (G_n)_{n \in \mathbb{Z}} \in S_N(A, B)$, the sequence of points $x_n = G_n o$ is a $(\lambda, k)$-quasi-geodesic.
For this purpose, we will use the local-global lemma, which we recall hereafter:

Lemma 4.2 (Local-Global, [CDP90], Chapter 3, Theorem 1.4). Let $X$ be a geodesic $\delta$-hyperbolic space. For all pairs $(\lambda,k)$, with $\lambda \geq 1$ and $k \geq 0$, there exists a real number $L$ and a pair $(\lambda',k')$ such that every $(\lambda,k,L)$-local-quasi-geodesic is a $(\lambda',k')$-quasi-geodesic (global). Moreover, $\lambda',k'$ and $L$ only depend on $\delta, \lambda$ and $k$.

Proof. \textbf{Step 1 : Quasi-isometry on a period}

The goal is at first to show that there exists two constants $\lambda > 0$ et $k \geq 0$, only depending on $\delta, A, B$ and $o$, such that the following inequality is satisfied:

\begin{equation}
\frac{1}{\lambda}|A^nBA^m| - k \leq d(A^nBA^m,o,o) \quad \text{for all } n,m \geq 0
\end{equation}

By hypothesis, the two points at infinity $B(A^+)$ and $A^-$ are distinct, so we can consider a geodesic, called $\Lambda$, with endpoints $B(A^+)$ and $A^-$. Such a geodesic exists because the space $X$ is supposed to be proper. Now consider $\Pi_\lambda$ a projection map on $\Lambda$, that is $\Pi_\lambda : X \to \Lambda$ satisfying $\forall x \in X, d(x,\Pi_\lambda(x)) = d(x,\Lambda) = \inf_{y \in \Lambda} d(x,y)$ (such a map exists but is not necessarily unique).

Since $(A^{-n}o)_{n \in \mathbb{N}}$ is a (half) quasi-geodesic with endpoint $A^-$ and $A$ is a geodesic with $A^-$ as one of its endpoints, we have, by stability of quasi-geodesics in $\delta$ hyperbolic spaces, the existence of a constant $K_1 > 0$ (only depending on $\delta, A, B$ and $o$) such that $\{A^{-n}o\}_{n \in \mathbb{N}}$ and the half geodesic $[\Pi_\lambda,A^-)$ remain in the $K_1$-neighborhood of each other. We deduce the following inequality:

\begin{equation}
d(A^{-n}o,\Pi_\lambda(A^{-n}o)) \leq K_1, \text{ for all } n \in \mathbb{N}
\end{equation}

With the same argument, namely that the (half) geodesic $(BA^m)o_{m \in \mathbb{N}}$ and $\Lambda$ share the same endpoint $B(A^+)$, we deduce the existence of constant $K_2 > 0$ (only depending on $\delta, A, B$ and $o$) such that

\begin{equation}
d(BA^mo,\Pi_\lambda(BA^mo)) \leq K_2, \text{ for all } m \in \mathbb{N}
\end{equation}

Then we can draw the following inequalities:

\[
d(A^nBA^m,o,o) = d(BA^mo,A^{-n}o) \text{ because $A^n$ is an isometry} \\
\geq d(\Pi_\lambda(BA^mo),\Pi_\lambda(A^{-n}o)) - d(\Pi_\lambda(BA^mo),BA^m) - d(\Pi_\lambda(A^{-n}o),A^{-n}o) \\
\geq d(\Pi_\lambda(BA^mo),\Pi_\lambda(A^{-n}o)) - K_1 - K_2 \text{ by inequalities } 28 \text{ and } 29
\]

But since $A^{-n}o \rightarrow A^-$, we also have $\Pi_\lambda(A^{-n}o) \rightarrow A^-$, and in the same way, since $BA^mo \rightarrow B(A^+)$, we deduce $\Pi_\lambda(BA^mo) \rightarrow B(A^+)$. Then, for $n$ and $m$ sufficiently large, $\Pi_\lambda(A^{-n}o)$ belongs to $[\Pi_\lambda(o),A^-) \cap [\Pi_\lambda(o),B(A+) \cap [\Pi_\lambda(Bo),B(A^+))$. This shows that for $n$ and $m$ sufficiently large, the four points $\Pi_\lambda(A^{-n}o), \Pi_\lambda(BA^mo), \Pi_\lambda(Bo)$ and $\Pi_\lambda(o)$ are aligned in one of the two following orders on the geodesic $\Lambda : \Pi_\lambda(A^{-n}o), \Pi_\lambda(o), \Pi_\lambda(Bo), \Pi_\lambda(BA^mo)$ or $\Pi_\lambda(A^{-n}o), \Pi_\lambda(Bo), \Pi_\lambda(o), \Pi_\lambda(BA^mo)$. In the first case

\[
d(\Pi_\lambda(A^{-n}o),\Pi_\lambda(BA^mo)) = d(\Pi_\lambda(A^{-n}o),\Pi_\lambda(o)) + d(\Pi_\lambda(o),\Pi_\lambda(Bo)) + d(\Pi_\lambda(Bo),\Pi_\lambda(BA^mo))
\]

and in the second one

\[
d(\Pi_\lambda(A^{-n}o),\Pi_\lambda(BA^mo)) = d(\Pi_\lambda(A^{-n}o),\Pi_\lambda(o)) - d(\Pi_\lambda(o),\Pi_\lambda(Bo)) + d(\Pi_\lambda(Bo),\Pi_\lambda(BA^mo))
\]
so, in every case, for \( n \) and \( m \) sufficiently large:

\[
d(\Pi_A(A^{-n}o), \Pi_A(ABA^m o)) \geq d(\Pi_A(A^{-n}o), \Pi_A(o)) - d(\Pi_A(o), \Pi_A(Bo)) + d(\Pi_A(Bo), \Pi_A(ABA^m o)).
\]

On the other hand,

\[
d(\Pi_A(A^{-n}o), \Pi_A(o)) \geq d(A^{-n}o, o) - d(A^{-n}o, \Pi_A(A^{-n}o)) - d(\Pi_A(o), o)
\geq d(A^{-n}o, o) - K_1 - d(\Pi_A(o), o) \text{ by inequality 28}
\]

and similarly:

\[
d(\Pi_A(ABA^m o), \Pi_A(Bo)) \geq d(ABA^m o, Bo) - K_2 - d(\Pi_A(Bo), Bo) \text{ by inequality 29}
\]

We can now finish our sequence of inequalities:

\[
d(A^n BA^m o, o) \geq d(\Pi_A(ABA^m o), \Pi_A(A^{-n}o)) - K_1 - K_2
\geq d(\Pi_A(A^{-n}o), \Pi_A(o)) - d(\Pi_A(o), \Pi_A(Bo)) + d(\Pi_A(Bo), \Pi_A(ABA^m o)) - K_1 - K_2
\geq d(A^{-n}o, o) - d(\Pi_A(o), o) + d(ABA^m o, Bo) - d(\Pi_A(Bo), Bo) - d(\Pi_A(o), \Pi_A(Bo)) + 2K_1 - 2K_2
= d(A^n o, o) + d(A^m o, o) - d(\Pi_A(o), o) - d(\Pi_A(Bo), Bo) - d(\Pi_A(o), \Pi_A(Bo)) - 2K_1 - 2K_2
\geq (n + m)l_S(A) - d(\Pi_A(o), o) - d(\Pi_A(Bo), Bo) - d(\Pi_A(o), \Pi_A(Bo)) - 2K_1 - 2K_2
\]

In the last inequality, we used the basic fact that \( d(A^n o, o) \geq nl_S(A) \), where \( l_S(A) \) denotes the stable length of the isometry \( A \). Since \( (n+m)l_S(A) = (n+m+1)l_S(A) - l_S(A) = |A^n BA^m|l_S(A) - l_S(A) \), we have proved the inequality 27 for \( n \) and \( m \) sufficiently large, prescribing \( \lambda = \frac{1}{l_S(A)} \) (recall \( l_S(A) > 0 \) when \( A \) is hyperbolic), and \( k = l_S(A) + d(\Pi_A(o), o) + d(\Pi_A(Bo), Bo) + d(\Pi_A(o), \Pi_A(Bo)) + 2K_1 + 2K_2 \). But there is only a finite number of value of \( A^n BA^m \), for \( n \) and \( m \) smaller than a fixed constant, so the inequality 27 is still true for all \( n, m \in \mathbb{N} \), after possibly changing the value of \( \lambda \) and \( k \).

- **Step 2 : From local to global quasi-isometry**

  We shall now conclude with the local-global lemma, given at the beginning of this section (Lemma 1.2).

  Let \( L > 0 \) and \((\lambda', k')\) such as in Lemma 1.2 with \( \lambda \) and \( k \) defined in the first step. Fix \( N = [L] + 1 \). Then every interval of length smaller than \( L \) is of length smaller than \( N \). Now choose \( G \) a sequence in \( S_{\lambda'}(A, B) \), that is an infinite word of the form \((BA^nA^*)^r \). Thus, the subwords of \( G \) of length smaller than \( L \) are of the form \( A^n BA^m \) or \( A^m \), with \( n, m \in \mathbb{N} \). Therefore, \( G \) is a \((\lambda, k, L)\)-local-quasi-geodesic. So, by the local-global lemma 1.2, there exists \( \lambda' \geq 1, k' \geq 0 \) (only depending on \( \lambda \) et \( k \), that is on \( \delta, A, B \) and \( o \)), such that \( G \) is a \((\lambda', k')\)-quasi-geodesic (global). Thus, the proposition 1.1 is proved.

5. **Bowditch and primitive-stable representations of \( F_2 \) in a \( \delta \)-hyperbolic space**

5.1. **A first property of Bowditch representations.**

Let \((X, d)\) be a \( \delta \)-hyperbolic space, geodesic and proper, and \( o \in X \) a basepoint. The stable length (defined in the previous section) is the right notion to determine whether an isometry is hyperbolic or not: it can be shown that an isometry \( A \) is hyperbolic if and only if \( l_S(A) > 0 \),
whereas this equivalence is not true in general when considering the displacement length. Finally, we can compare the displacement and the stable length, with the following inequality:

\[
\tag{30}
l_s(A) \leq l(A) \leq l_s(A) + 2\delta
\]

The proofs of all these facts about the stable length can be found in [CDP90], Chapter 10.6.

**Remark 5.1.** Since \( l_\rho(\gamma) = \inf_{o \in X} d(\rho(\gamma)o, o) \), we deduce that a Bowditch representation of constants \((C, D)\) satisfies, for any basepoint \(o \in X\):

\[
\forall \gamma \in \mathcal{P}(\mathbb{F}_2), \quad \frac{1}{C}|\gamma| - D \leq d(\rho(\gamma)o, o)
\]

Moreover, because of the inequalities (30), we can deduce that a Bowditch representation of constants \((C, D)\) also satisfies:

\[
\forall \gamma \in \mathcal{P}(\mathbb{F}_2), \quad \frac{1}{C}|\gamma| - D - 2\delta \leq l_s(\rho(\gamma))
\]

Hence, in definition 1.1, we could also use the stable length instead of the displacement length.

Now we establish the useful fact that the image of primitive elements by a Bowditch representation are hyperbolic isometries.

**Lemma 5.2.** Let \( \rho \) be a Bowditch representation of constants \((C, D)\). Then, for every primitive element \( \gamma \) in \( \mathbb{F}_2 \), \( \frac{1}{C}|\gamma| - D \leq l_s(\rho(\gamma)) \).

In particular, for every primitive element \( \gamma \), \( \rho(\gamma) \) is hyperbolic and \( \rho \) is also a Bowditch representation of constant \((C, 0)\).

**Proof.** The primitivity hypothesis on \( \gamma \) gives the existence of another primitive element, \( \delta \in \mathbb{F}_2 \), such that \( \{\gamma, \delta\} \) is a free basis of \( \mathbb{F}_2 \), and \( |\gamma^n\delta| = n|\gamma| + |\delta| \). Thus, for all \( n \in \mathbb{N} \), the element \( \gamma^n\delta \) is primitive. The Bowditch inequality applied to \( \gamma^n\delta \) gives:

\[
\frac{1}{C}|\gamma^n\delta| - D \leq l_\rho(\gamma^n\delta) \leq d(\rho(\gamma^n\delta)o, o) \quad \text{by definition of the displacement length}
\]

\[
\leq d(\rho(\gamma^n)o, o) + d(\rho(\delta)o, o) \quad \text{by the triangle inequality}
\]

Using that \( |\gamma^n\delta| = n|\gamma| + |\delta| \), and after dividing by \( n \), we obtain:

\[
\frac{1}{C}|\gamma| + \frac{|\delta|}{nC} - D \leq \frac{1}{n}d(\rho(\gamma^n)o, o) + \frac{1}{n}d(\rho(\delta)o, o)
\]

Now, let \( n \) tends to infinity and use the definition of the stable length:

\[
\frac{1}{C}|\gamma| \leq l_s(\rho(\gamma))
\]

which is indeed the desired inequality.

Thus, the stable length of \( \rho(\gamma) \) is positive, we deduce that \( \rho(\gamma) \) is hyperbolic.

At last, since the stable length is always smaller than or equal to the displacement length (see inequality (30)), we also deduce the inequality \( \frac{1}{C}|\gamma| \leq l_\rho(\gamma) \), which finishes the proof. \( \square \)
5.2. The inclusion $\mathcal{PS}(X) \subset \mathcal{BQ}(X)$.

Recall that we defined in definition 5.2 primitive-stability. We will now see in this section a first inclusion between primitive-stable representations and Bowditch representations. It is quite easy to check that primitive-stable representations are in particular Bowditch:

**Lemma 5.3.** Let $\rho : \mathbb{F}_2 \to \text{Isom}(X)$ be a primitive stable representation. Then $\rho$ is a Bowditch representation.

**Proof.** Let $o \in X$ be a basepoint. Then, there exist two constants $C$ and $D$ such that $\rho$ is primitive-stable with constants $(C,D)$. Let $\gamma \in \mathcal{P}(\mathbb{F}_2)$ be a primitive element in $\mathbb{F}_2$ and $n \in \mathbb{N}$. The elements $1$ and $\gamma^n$ both belong to the geodesic $L_\gamma$ in the Cayley graph of $\mathbb{F}_2$, therefore:

$$\frac{1}{C} |\gamma^n| - D \leq d(\tau_\rho(\gamma^n), \tau_\rho(1)) = d(\rho(\gamma)^n o, o),$$

then, dividing by $n$,

$$\frac{1}{C} |\gamma| - \frac{D}{n} \leq \frac{1}{n}d(\rho(\gamma)^n o, o),$$

and taking the limit when $n \to \infty$,

$$\frac{1}{C} |\gamma| \leq l_\mathcal{S}(\rho(\gamma)).$$

Using the inequality (30),

$$\frac{1}{C} |\gamma| \leq l(\rho(\gamma)).$$

Hence $\rho$ is a Bowditch representation. \qed

5.3. A lemma on Bowditch representations.

**Lemma 5.4.** Let $X$ be a $\delta$-hyperbolic space, geodesic and proper, and $\rho : \mathbb{F}_2 \to \text{Isom}(X)$ a Bowditch representation. Fix $\{a,b\}$ a free basis of $\mathbb{F}_2$ and denote by $A = \rho(a), B = \rho(b)$ the images of the generators by $\rho$. Then $B(A^+) \neq A^-$ (where $A^+$ and $A^-$ refer respectively to the attracting and repelling fixpoints of $A$).

**Proof.** Before starting the proof, recall that we have shown that $\rho(a)$ and $\rho(b)$ are hyperbolic isometries (because $a$ and $b$ are primitive elements, see lemma 5.2), therefore $A^+$ and $A^-$ are well-defined.

Let us chose some basepoint $o \in X$. Then, because $A$ is hyperbolic, the sequence $(A^n)_{n \in \mathbb{Z}}$ is a quasi-isometry with repelling fixpoint $A^-$. Furthermore, the sequence $(BA^m)_{m \in \mathbb{N}}$ is again a quasi-isometry, with attracting fixpoint $B(A^+)$. Now suppose by absurdity that $B(A^+) = A^-$. The stability of quasi-geodesics in $\delta$-hyperbolic spaces then gives the existence of a constant $K > 0$ such that the half-geodesics $(A^{-n})_{n \in \mathbb{N}}$ and $(BA^m)_{m \in \mathbb{N}}$ stay at a distance $K$ of each other. Thus, we deduce the existence, for all $n \in \mathbb{N}$, of an integer $\phi(n) \in \mathbb{N}$ such that $d(A^{-n} o, BA^{\phi(n)} o) \leq K$.

But the element $a^n b a^{\phi(n)} \in \mathbb{F}_2$ is primitive, so by the Bowditch hypothesis, we have the following inequality:

$$\frac{1}{C} |a^n b a^{\phi(n)}| - D \leq d(\rho(a^n b a^{\phi(n)}) o, o) = d(A^n B A^{\phi(n)} o, o) = d(B A^{\phi(n)} o, A^{-n} o)$$

Here the right hand side of the inequality is bounded by $K$, and the left hand side tends to infinity because $|a^n b a^{\phi(n)}| = n + \phi(n) + 1$, this is a contradiction. \qed
5.4. Openness of the set of primitive-stable representations.

Here we want to prove that we can deform primitive-stable representations, in other words that the set of primitive representations is open in the character variety. Recall that the primitive-stability condition is invariant under conjugacy, then the notion of primitive-stability is well-defined in the character variety.

**Proposition 5.5.** \( \mathcal{PS}(X) \) is open in the character variety \( \chi(\mathbb{F}_2, \text{Isom}(X)) \).

**Proof.** Let \( \rho : \mathbb{F}_n \to \text{Isom}(X) \) be a primitive-stable representation. Denote by \( (C, D) \) the two constants of primitive-stability of \( \rho \). We want to find an open neighborhood of \( \rho \) in \( \text{Hom}(\mathbb{F}_n, \text{Isom}(X)) \) consisting only of primitive-stable representations. Our open set will be of the following type:

\[
\mathcal{V}_\rho(L, \varepsilon) = \{ \rho' : \mathbb{F}_n \to \text{Isom}(X) \mid \forall u \in \mathbb{F}_n \ |u| \leq L \implies d(\rho(u)o, \rho'(u)o) < \varepsilon \}.
\]

Recall that \( \text{Hom}(\mathbb{F}_n, \text{Isom}(X)) \) is endowed with the compact-open topology, then \( \mathcal{V}_\rho(L, \varepsilon) \) is an open subset of \( \text{Hom}(\mathbb{F}_n, \text{Isom}(X)) \). In the following, we will use the local-global lemma, (which we have recalled previously in Lemma 4.2).

Now let us fix \( \varepsilon = 1 \) (we could have chosen any other value for \( \varepsilon \)). The local-global lemma gives the existence of three constants \( L, C', D' \) such that any \((C, D + 1, L)\)-local-quasi-geodesic is a \((C', D')\)-quasi-geodesic. Consider \( \mathcal{V}_\rho(L, 1) \). It is an open neighborhood of \( \rho \). We will now show that \( \mathcal{V}_\rho(L, 1) \) consists only of primitive stable representations. Indeed, take \( \rho' \in \mathcal{V}_\rho(L, 1) \) and let \( \gamma \) be a primitive element in \( \mathbb{F}_n \) and \( u \) and \( v \) two integer points on the geodesic \( L_\gamma \) of the Cayley graph of \( \mathbb{F}_n \) (recall that \( L_\gamma \) is the geodesic of the Cayley graph generated by \( \gamma \)). Then

\[
\frac{1}{C} d(u, v) - D \leq d(\tau_\rho(u), \tau_\rho(v)) \quad \text{because } \rho \text{ is primitive-stable}
\]

\[
\leq d(\rho(u)o, \rho(v)o) \quad \text{because } u \text{ and } v \text{ are integer points}
\]

\[
\leq d(\rho(v^{-1}u)o, o) \quad \text{because } \rho(v^{-1}) \text{ is an isometry}
\]

\[
\leq d(\rho(v^{-1}u)o, \rho'(v^{-1}u)o) + d(\rho'(v^{-1}u)o, o) \quad \text{by the triangle inequality}
\]

\[
\leq 1 + d(\rho'(u)o, \rho'(v)o) \quad \text{because } |v^{-1}u| = d(u, v) \leq L \text{ and } \rho' \in \mathcal{V}_\rho(L, 1)
\]

So we deduce the inequality:

\[
\frac{1}{C} d(u, v) - D - 1 \leq d(\rho'(u)o, \rho'(v)o)
\]

which shows that \( \rho'(L_\gamma) \) is a \((C, D + 1, L)\) local-quasi-geodesic, hence a \((C', D')\) quasi-geodesic from the local-global lemma. This shows that \( \rho' \) is primitive stable and thus that \( \mathcal{V}_\rho(L, 1) \) is an open-neighborhood of \( \rho \) consisting only of primitive stable representations. Its image under the projection to \( \chi(\mathbb{F}_n, \text{Isom}(X)) \) is again an open neighborhood consisting of primitive-stable representations and thus \( \mathcal{PS}(X) \) is open. \( \square \)
6. From Bowditch’s hypothesis to uniform tubular neighborhoods

The purpose of this section is to show Proposition 6.2 which is the heart of the proof that a Bowditch representation is primitive stable.

Before stating the proposition and starting the proof, recall that when \( A \) is a hyperbolic isometry of \( X \), it defines two points in the boundary of \( X \), \( A^+ \) and \( A^- \), respectively attracting and repelling fixpoints of the action of \( A \) on \( \partial X \). Let’s denote by \( \text{Axis}(A) \) the union of all the geodesics of \( X \) joining the two points \( A^+ \) and \( A^- \). Since the space \( X \) is proper, this set is in non-empty. When \( X = \mathbb{H}^n \) the usual hyperbolic space of dimension \( n \), the geodesic joining \( A^+ \) and \( A^- \) is unique and corresponds to the usual definition of the axis of the hyperbolic isometry \( A \). The set \( \text{Axis}(A) \) in invariant under \( A \) : indeed, for every geodesic \( \ell \) joining \( A^+ \) and \( A^- \) in \( X \), \( A(\ell) \) is still a geodesic because \( \ell \) is a geodesic and \( A \) an isometry. Now using the fact that the endpoints of \( \ell \) are the fixpoints at infinity of \( A \), we deduce that the endpoints of \( A(\ell) \) are also \( A^+ \) and \( A^- \), so \( A(\ell) \subset \text{Axis}(A) \), thus \( \text{Axis}(A) \) is \( A \)-invariant. For a subset \( Y \) of \( X \) and \( K > 0 \), denote by \( N_K(Y) \) the \( K \)-neighborhood of \( Y \), that is \( N_K(Y) = \{ x \in X : d(x, Y) \leq K \} \). Fix \( \ell \) any geodesic of \( X \) joining \( A^+ \) and \( A^- \). Then we have the following lemma :

**Lemma 6.1.**

- \( N_K(\ell) \subset N_K(\text{Axis}(A)) \)
- There exists a constant \( C(\delta) \), depending only on the hyperbolic constant \( \delta \), such that \( N_K(\text{Axis}(A)) \subset N_{K+C(\delta)}(\ell) \).

**Proof.**

- The first point is immediate because \( \ell \subset \text{Axis}(A) \).
- The second point basically follows from the Morse lemma. Since \( X \) is \( \delta \)-hyperbolic, there exists a constant \( C(\delta) \), depending only on \( \delta \), such that any two geodesics with the same endpoints remain at a distance \( C(\delta) \) of each other.

Then, if \( x \in N_K(\text{Axis}(A)) \), there exists \( y \in \text{Axis}(A) \) such that \( d(x, y) \leq K \). But since \( y \in \text{Axis}(A) \), in particular, \( y \) belongs to a geodesic with endpoints \( A^+ \) and \( A^- \), let’s denote it by \( \ell_y \). Thus \( \ell_y \) and \( \ell \) remain at a distance \( C(\delta) \) of each other and thus \( x \) is at distance at most \( K + C(\delta) \) of \( \ell \).

\[ \square \]

Now we are going to show that the Morse lemma is satisfied for the primitive elements of a Bowditch representation, meaning that the orbit map restricted to primitive leaves stays in a uniform tubular neighborhood of the axis of primitive elements in \( X \).

**Proposition 6.2.** Let \( \rho : F_2 \to \text{Isom}(X) \) be a Bowditch representation. The orbit map restricted to primitive leaves stays in a uniform tubular neighborhood of the axis of primitive elements in \( X \). Precisely :

\[ \exists K > 0, \quad \forall \gamma \in \mathcal{P}(F_2), \quad \tau_\rho(L_\gamma) \subset N_K(\text{Axis}(\rho(\gamma))) \]

Recall that \( L_\gamma \) denotes the geodesic in the Cayley graph of \( F_2 \) generated by \( \gamma \), and that for any primitive element \( \gamma \) in \( F_2 \), \( \rho(\gamma) \) is hyperbolic so \( \text{Axis}(\rho(\gamma)) \) is well-defined.

**Proof.** Pick \( \rho \) a Bowditch representation and let \( C > 0, C' > 0 \) be two constants such that

\[ \forall \gamma \in \mathcal{P}(F_2), \quad \frac{1}{C} |\gamma| \leq l(\rho(\gamma)) \quad \text{and} \quad \forall u \in F_2, \quad d(\rho(u)o, o) \leq C'|u|. \]
Note that such constants automatically satisfy \( CC' \geq 1 \).
Let us proceed by contradiction and suppose there exists a sequence \( (\gamma_n)_{n \in \mathbb{N}} \) of primitive elements of \( \mathbb{F}_2 \) satisfying the following hypothesis :

\[
\text{(H)} \quad \sup \{ d(x, \text{Axis}(\rho(\gamma_n))): x \in \tau_{\rho}(L_{\gamma_n}) \} \to +\infty
\]

We fix such a sequence \( (\gamma_n)_{n \in \mathbb{N}} \) for all that follows.

6.1. **Periodicity.**
Let \( x \in X \), and \( \gamma \) be a primitive element in \( \mathbb{F}_2 \). The distance function to \( \text{Axis}(\rho(\gamma)) \) is invariant under the action of \( \rho(\gamma) \). Indeed, for all \( x \in X \):

\[
d(x, \text{Axis}(\rho(\gamma))) = d(\rho(\gamma)(x), \rho(\gamma)(\text{Axis}(\rho(\gamma)))) = d(\rho(\gamma)(x), \text{Axis}(\rho(\gamma)))
\]

and the last equality holds because of the \( \rho(\gamma) \)-invariance of \( \text{Axis}(\rho(\gamma)) \).

6.2. **We can assume that the elements \( \gamma_n \) are pairwise distinct and that \( |\gamma_n| \to \infty \).**
Let \( N \in \mathbb{N} \). Then the set \( \Gamma_N = \{ n \in \mathbb{N} : \gamma_n = \gamma_N \} \) is finite. Indeed, if this was not true, there would exist a subsequence \( (\gamma_{\sigma(n)})_{n \in \mathbb{N}} \) such that \( \sup \{ d(x, \text{Axis}(\rho(\gamma_N))) : x \in \tau_{\rho}(L_{\gamma_n}) \} = \sup \{ d(x, \text{Axis}(\rho(\gamma_{\sigma(n)}))) : x \in \tau_{\rho}(L_{\gamma_{\sigma(n)}}) \} \) and this would contradict the hypothesis \( \text{(H)} \).

Therefore \( \Gamma_N \) is finite for all \( N \in \mathbb{N} \) and so, after passing to a subsequence, we can assume that the elements \( (\gamma_n)_{n \in \mathbb{N}} \) are pairwise distinct.

For all \( A > 0 \), \( \{ \gamma \in \mathbb{F}_2 : |\gamma| \leq A \} \) is finite, so, since the elements \( (\gamma_n)_{n \in \mathbb{N}} \) are pairwise distinct, we also have the finiteness of the set \( \{ n \in \mathbb{N} : |\gamma_n| \leq A \} \) for all \( A > 0 \). Then for \( n \) sufficiently large, \( |\gamma_n| \geq A \), hence \( |\gamma_n| \to \infty \).

6.3. **Continued fraction expansion of \( \gamma_n \).**
The element \( \gamma_n \) is primitive, thus corresponds to a rational, we can then write its continued fraction expansion : \( \gamma_n = [N_1^n, N_2^n, \ldots, N_{r(n)}^n] \).

**Lemma 6.3.** *Up to subsequence, \( r(n) \to +\infty \) and for all \( i \in \mathbb{N} \), \( (N_i^n)_{n \in \mathbb{N}} : r(n) \geq i \) is bounded.*

**Proof.** Suppose there exists \( i \in \mathbb{N} \) such that \( (N_i^n) \) is defined for an infinity of \( n \) and is not bounded. Then consider the smallest such \( i \in \mathbb{N} \). For all \( 1 \leq j < i \), the sequence \( (N_j^n) \) is a bounded sequence of integers so after passing to subsequence we assume that there exists an integer \( N_j \) such that for all \( 1 \leq j < i \) and for all \( n \in \mathbb{N} \) such that \( r(n) \geq j \), \( N_j^n = N_j \). Thus \( \gamma_n = [N_1, N_2, \ldots, N_{i-1}, N_i^n, \ldots, N_{r(n)}^n] \).

Therefore, we set \( u = [N_1, N_2, \ldots, N_{i-1}] \) and \( v = [N_1, N_2, \ldots, N_{i-1} + 1] \), and we obtain that \( u \) and \( v \) form a free basis of \( \mathbb{F}_2 \) such that \( \gamma_n \) is a word on \( u \) and \( v \). Denote by \( U = \rho(u) \) and \( V = \rho(v) \) their images by \( \rho \), then by the lemma 4.4 we conclude \( V(U^*) \neq U^- \). Let us recall that the notation \( S_N(U, V) \) denotes the set of isometries of \( X \) that can be written in the form \( (U^NV^*)^* \). Thus, we define \( N \in \mathbb{N} \) as in the lemma 4.4 (depending on \( \delta, U, V \) and the basepoint \( o \)) and since by hypothesis \( N_i^n \to +\infty \), \( \rho(\gamma_n) \) is a sequence of \( S_N(U, V) \) for \( n \) sufficiently large. Then, using the lemma 4.4, we obtain the existence of two constants \( \lambda > 0 \) and \( k \geq 0 \) (only depending on \( \delta, U, V \) and the basepoint \( o \)) such that \( \tau_{\rho(L_{\gamma_n})} \) is a \( (\lambda, k) \)-quasi-geodesic. The Morse lemma now gives the existence of a constant \( K > 0 \) only depending on \( \lambda \) and \( k \) such that \( \tau_{\rho(L_{\gamma_n})} \) remains in the \( K \)-neighborhood of \( \text{Axis}(\rho(\gamma_n)) \). This contradicts our hypothesis \( \text{(H)} \) on \( \rho \) for \( n \) sufficiently large. Hence, for all
Definition 6.5. Let \( E \) be define the \( E \)
\[ \left( N^n_i \right)_n \text{ is bounded.} \]

Let us now justify that \( r(n) \to +\infty \). If \( r(n) \) stays bounded, \( r(n) \leq R \), then for all \( 1 \leq i \leq R \), \( \left( N^n_i \right)_n \) is bounded by what has been previously done and so the word length of \( \gamma_n \) is also bounded, which is false. Thus \( r(n) \to +\infty \).

In particular, we deduce that under the assumption (H), the sequence \( \left( N^n_i \right)_n \) is always well-defined for \( n \) sufficiently large (\( n \) such that \( r(n) \geq i \)).

\[ \square \]

6.4. Consequence: uniform bound on the lengths \( l_i(\gamma_n) \).

Using the notations of the previous sections and the definition of \( l_i(\gamma_n) \) given in Definition 2.3, we have, using the inequalities 4 and 5 of the section 2 together with the upper bound \( N^n_i \leq N_i \):

\[ \forall n \in \mathbb{N}, \forall 0 < i \leq r(n), \quad 1 + \frac{1}{N_{i-1} + 1} \leq l_i(\gamma_n) \leq N_i + 1 \]

We deduce, since for any integer \( n \), \( l_0(n) = 1 \), that for any integer \( i \), there exists a positive constant \( L_i > 0 \) such that:

\[ \forall n \in \mathbb{N}, \forall 0 \leq i \leq r(n), \quad i + 1 \leq l_i(\gamma_n) \leq L_i \]

6.5. Excursions for real map.

Definition 6.4. An excursion is the data of two reals \( a \leq b \) and of a map \( E : [a, b] \to \mathbb{R} \) which satisfies:

- \( E \) is continuous on \( [a, b] \)
- \( E(a) = E(b) \)
- \( \forall t \in [a, b], E(t) \geq E(a) \)

We define the length of excursion of \( E \) as the non-negative real \( b - a \).

Furthermore, the map \( E : [a, b] \to \mathbb{R} \) is said to be a K-excursion if \( E \) is an excursion such that \( E(a) = K \).

Definition 6.5. Let \( E : [a, b] \to \mathbb{R} \) be an excursion. We say that \( E' \) is a sub-excursion of \( E \) if there exists a subinterval \( [c, d] \subset [a, b] \) such that \( E' = E|_{[c, d]} \) and \( E' \) is an excursion. Furthermore, \( E' \) is said to be a K-sub-excursion of \( E \) if \( E'(c) = K \).

The goal of this section is Lemma 6.11 which shows that an excursion always has sub-excursions of any prescribed length up to a factor of 2.

Remark 6.6. Trivially, if \( E \) is an excursion, \( E \) is a sub-excursion of itself and for all \( c \in [a, b], E_{|_{[c, c)}} \) is also a sub-excursion of \( E \).

Lemma 6.7. Let \( E : [a, b] \to \mathbb{R} \) be an excursion. We set \( K_{\min} = \min E = E(a) = E(b) \) and \( K_{\max} = \max E \).

Then, for all \( K \in [K_{\min}, K_{\max}] \), there exists a \( K \)-sub-excursion of \( E \).

Proof. Let \( K_{\min} \leq K \leq K_{\max} \). Choose \( c \in [a, b] \) such that \( E(c) = K_{\max} \). We denote \( X_L = E^{-1}(K) \cap [a, c] \) and \( X_R = E^{-1}(K) \cap [c, b] \). The sets \( X_L \) and \( X_R \) are closed (by continuity of \( E \)) and non-empty (by the intermediate value theorem) so we can consider

\[ x_K = \max X_L \text{ et } y_K = \min X_R \]
Then $E_{[x_K,y_K]}$ is a $K$-sub-excursion of $E$. □

**Lemma 6.8.** Let $l > 0$ and $E$ be an excursion of length $l$. Let $T_E$ be the set of all lengths of excursion of $E$, that is:

$$T_E = \{0 \leq l' \leq l : \text{there exists a sub-excursion of } E \text{ of length } l'\}$$

Then $D_E$ is a closed subset of $[0, l]$.

**Remark 6.9.** By the previous remark, we always have $0 \in T_E, l \in T_E$.

**Proof.** Let $E : [a, b] \to \mathbb{R}$ be an excursion of length $l$, which means that $E$ is continuous, $E(a) = E(b), \forall t \in [a, b], E(t) \geq E(a)$ and $b - a = l$.

Let $(l_n)_{n \in \mathbb{N}}$ be a sequence of $T_E$ such that $l_n \to l_\infty \in [0, l]$.

Let $(a_n)_{n \in \mathbb{N}}$ and $(b_n)_{n \in \mathbb{N}}$ be two sequences of $[a, b]$ such that $E : [a_n, b_n] \to \mathbb{R}$ is a sub-excursion of length $l_n$. Up to subsequence, since $[a, b]$ is compact, we can assume that $a_n \to a_\infty \in [a, b]$ and $b_n \to b_\infty \in [a, b]$. Moreover, using the continuity of $E$, $\forall n \in \mathbb{N}, E(a_n) = E(b_n)$ and $\forall t \in [a_n, b_n], E(t) \geq E(a_n)$. Finally, $l_\infty = \lim n l_n = \lim n (b_n - a_n) = b_\infty - a_\infty$ so $E : [a_\infty, b_\infty] \to \mathbb{R}$ is indeed a sub-excursion of length $l_\infty$. □

**Lemma 6.10.** Let $l > 0$ and $E$ an excursion of length $l$. Then there exists a sub-excursion of $E$ of length $l' > 0$ such that $\frac{l}{2} \leq l' < l$.

**Proof.** Let $E : [a, b] \to \mathbb{R}$ be an excursion of length $l$ (then $E$ is continuous, $E(a) = E(b), \forall t \in [a, b], E(t) \geq E(a)$ and $b - a = l$).

We distinguish two cases:

- **1st case:** There exists $t \in ]a, b[, E(t) = E(a)$:
  Then $E : [a, t] \to \mathbb{R}$ and $E : [t, b] \to \mathbb{R}$ are two sub-excursions of length $t - a$ and $b - t$ respectively. But either $t - a \geq \frac{b - a}{2} = \frac{l}{2}$ or $b - t \geq \frac{b - a}{2} = \frac{l}{2}$ so one of these two sub-excursion is in fact of length $\frac{l}{2} \leq l' < l$.

- **2nd case:** For all $t \in ]a, b[, E(t) > E(a)$:
  Let $c, d \in ]a, b[\text{ such that } d - c \geq \frac{l}{2}$. The map $E$ is continuous on the segment $[c, d]$. Denote $\delta = \min_{[c, d]} E$. Then $\delta > E(a)$. Let $\tilde{h} = \frac{1}{2}(E(a) + \delta)$ and define:

  $$a_h = \max\{a' \in [a, c] : E(a') = \tilde{h}\}$$
  $$b_h = \min\{b' \in [d, b] : E(b') = \tilde{h}\}$$

  The set $\{a' \in [a, c] : E(a') = \tilde{h}\}$ is non-empty (because $E(c) \geq \delta > h > E(a)$ and $E$ is continuous) and closed, so $a_h$ is well-defined. Likewise, $b_h$ is well-defined.

  Therefore, we have:
  - For all $t \in [c, d], E(t) > h$ because $h < \delta = \min_{[c, d]} E$
  - For all $t \in [a_h, c], E(t) \geq h$ : indeed, if there was $t \in [a_h, c]$ such that $E(t) < h$, then on one hand $t \in [a_h, c]$, and on the other hand, since $E(c) > h$, by the intermediate value theorem, there would exist $a' \in [t, c]$ such that $E(a') = h$ and $a' > a_h$, which is impossible because of the choice of $a_h$. 


– For all $t \in [d, b_h], E(t) \geq h$ : the same argument as above works.

Therefore, $E : [a_h, b_h] \to \mathbb{R}$ is an excursion of length $l' = b_h - a_h$ which satisfies

\[
\frac{l}{2} \leq d - c \leq b_h - a_h = l' < b - a = l
\]

\[\square\]

**Lemma 6.11.** Let $l > 0$ and $E$ be an excursion of length $l$. Let $T_E$ be the set of all lengths of excursions of $E$. Fix $0 \leq a \leq l$. Then $T_E \cap [a, 2a] \neq \emptyset$.

**Proof.** We distinguish three cases :

- If $a = 0$ : then $[a, 2a] = \{0\}$, but $0 \in T_E$, so $0 \in T_E \cap [a, 2a]$.
- If $\frac{l}{2} \leq a \leq l$ : then $a \leq l \leq 2a$, but $l \in T_E$ so $l \in T_E \cap [a, 2a]$.
- If $0 < a < \frac{l}{2}$ : $T_E \cap [2a, l]$ is closed (by the lemma 6.8) and non-empty (because $l \in T_E \cap [2a, l]$).

Denote $l'' = \min T_E \cap [2a, l]$. By the lemma 6.10, there exists $l'' \in T_E$ such that $\frac{l}{2} \leq l'' < l'$.

Then $l'' < 2a$ because $l'' < l' = \min T_E \cap [2a, l]$ and $l'' \geq \frac{l}{2} \geq \frac{2a}{2} = a$. Therefore, $l'' \in T_E \cap [a, 2a]$.

\[\square\]

### 6.6. Excursions of the orbit map.

Let $\gamma$ be a primitive element of $\mathbb{F}_2$. Recall that $L_\gamma$ is the geodesic of the Cayley graph of $\mathbb{F}_2$ generated by $\gamma$. We want to study the following map : $E_\gamma : L_\gamma \to \mathbb{R}_+$ such that $E_\gamma(u) = d(\tau_\rho(u), \text{Axis}(\rho(\gamma)))$.

**Lemma 6.12.** $E_\gamma$ is Lipschitz-continuous (hence continuous) and $\gamma$-invariant.

**Proof.** It is a general fact that the distance map to any subspace of a metric space is 1-Lipschitz-continuous, because of the triangle inequality. Since the orbit map $\tau_{\rho, L_\gamma}$ is Lipschitz-continuous, we deduce the Lipschitz-continuity of $E_\gamma$.

The $\gamma$-invariance of $E_\gamma$ follows from the $\gamma$-invariance of $\text{Axis}(\rho(\gamma))$.

\[
E_\gamma(\gamma u) = d(\tau_\rho(\gamma u), \text{Axis}(\rho(\gamma))) = d(\rho(\gamma) \tau_\rho(u), \text{Axis}(\rho(\gamma)))
\]

\[
= d(\tau_\rho(u), \text{Axis}(\rho(\gamma))) \text{ because } \text{Axis}(\rho(\gamma)) \text{ is } \rho(\gamma)-\text{invariant}
\]

\[
= E_\gamma(u)
\]

\[\square\]

Since $L_\gamma$ is a geodesic in the Cayley graph of $\mathbb{F}_2$, it is isometric to $\mathbb{R}$, therefore we can think of $E_\gamma$ as a map from $\mathbb{R}$ to $\mathbb{R}$. Thus, we can apply the language of excursions defined previously.

**Definition 6.13.** Let $\gamma$ be a primitive element in $\mathbb{F}_2$. Let $[u, v] \subset L_\gamma$ be a segment of the geodesic $L_\gamma$. We say that $[u, v]$ is an excursion if the map $E_\gamma|[u, v]$ is an excursion.

Let $K \geq 0$. We say that $[u, v]$ is a $K$-excursion if the map $E_\gamma|[u, v]$ is an excursion such that $E_\gamma(u) = K$. In this case, we call length of excursion of $[u, v]$ the length of excursion of $E_\gamma|[u, v]$, that is the non-negative real $d_C(u, v)$.

At last, we say that $\gamma$ has an excursion (respectively a $K$-excursion) if there exists $[u, v] \in L_\gamma$ such that $[u, v]$ is an excursion (respectively a $K$-excursion).
Lemma 6.14. There exist two sequences of positive reals $(K_n)_{n \in \mathbb{N}}$ and $(l_n)_{n \in \mathbb{N}}$, such that $K_n \to \infty$, $l_n \to \infty$ and, up to subsequence, for all $n \in \mathbb{N}$, $\gamma_n$ has a $K_n$-excursion of length $l_n$.

Proof. Let

$$K_{\max,n} = \max_{[1,\gamma_n]} E_{\gamma_n} \text{ et } K_{\min,n} = \min_{[1,\gamma_n]} E_{\gamma_n}$$

In particular we have $K_{\max,n} = \max E_{\gamma_n}$ and $K_{\min,n} = \min E_{\gamma_n}$ since $E_{\gamma_n}$ is $\gamma_n$-invariant (see lemma 6.12). The hypothesis on the sequence $(\gamma_n)_{n \in \mathbb{N}}$ means that $K_{\max,n} \to \infty$.

Fact: For all $K_{\min,n} \leq K \leq K_{\max,n}$, $\gamma_n$ has a $K$-excursion.

Proof. Indeed, $\gamma_n$ has a $K_{\min,n}$-excursion (by $\gamma_n$ invariance of $E_{\gamma_n}$) so by the lemma 6.12, $\gamma_n$ has a $K$-excursion.

- If $(K_{\min,n})_{n \in \mathbb{N}}$ is not bounded, then up to subsequence, we can assume that $K_{\min,n} \to \infty$. By definition of $K_{\min,n}$, there exists $u_n \in [1,\gamma_n]$ such that $E_{\gamma_n}(u_n) = K_{\min,n}$, and so $[u_n, \gamma_n u_n]$ is a $K_{\min,n}$-excursion of length $|\gamma_n|$. By setting $K_n = K_{\min,n}$ and $l_n = |\gamma_n|$, we then have $K_n \to \infty$, $l_n \to \infty$ and $\gamma_n$ has a $K_n$-excursion of length $l_n$.

- If $(K_{\min,n})_{n \in \mathbb{N}}$ is bounded, then there exists $K > 0$ such that for all $n \in \mathbb{N}, K_{\min,n} \leq K$. Let $K_n = \frac{K_{\max,n}}{2}$. Then, $K_n \to \infty$ and moreover, for $n$ sufficiently large, $K_{\min,n} \leq K \leq K_n < K_{\max,n}$. So, by the above fact, $\gamma_n$ has $K_n$-excursions. Now let us justify this excursion can be chosen in such a way that its length $l_n$ satisfies $l_n \to \infty$. Let $n \in \mathbb{N}$, there exists $u_n \in [1,\gamma_n]$ such that $E_{\gamma_n}(u_n) = K_{\max,n} > K_n$ ($E_{\gamma_n}$ is continuous), so there exists a $K_n$-excursion containing $u_n$. Denote it by $[v_n, w_n]$ and set $l_n = d(v_n, w_n)$.

Now we are going to justify that $l_n \to \infty$. Let $x_n = \tau_{\rho}(u_n)$, we have $d(x_n, \text{Axis}(\rho(\gamma_n))) = K_{\max,n} = 2K_n$.

Define $\partial N_{K_n}(\text{Axis}(\rho(\gamma_n))) = \{ y \in X : d(y, \text{Axis}(\rho(\gamma_n))) = K_n \}$ and let $y_n$ be a projection of $x_n$ on $\partial N_{K_n}(\text{Axis}(\rho(\gamma_n)))$. Then $y_n$ satisfies : $y_n \in \partial N_{K_n}(\text{Axis}(\rho(\gamma_n)))$ and $\forall y \in \partial N_{K_n}(\text{Axis}(\rho(\gamma_n)))$, $d(x_n, y_n) \leq d(x_n, y)$. Since the map $d(\cdot, \text{Axis}(\rho(\gamma_n)))$ is 1-Lipschitz-continuous, we have:

$$|d(x_n, \text{Axis}(\rho(\gamma_n))) - d(y_n, \text{Axis}(\rho(\gamma_n)))| \leq d(x_n, y_n),$$

hence $K_n \leq d(x_n, y_n)$.

In addition, because $[v_n, w_n]$ is a $K_n$-excursion, $\tau_{\rho}(v_n)$ and $\tau_{\rho}(w_n)$ belong to $\partial N_{K_n}(\text{Axis}(\rho(\gamma_n)))$ so $2d(x_n, y_n) \leq d(x_n, \tau_{\rho}(v_n)) + d(x_n, \tau_{\rho}(w_n))$. Then :

$$2K_n \leq 2d(x_n, y_n) \leq d(x_n, \tau_{\rho}(v_n)) + d(x_n, \tau_{\rho}(w_n)) \leq C'd(u_n, v_n) + C'd(u_n, w_n) \quad \text{because } \tau_{\rho} \text{ is } C'\text{-Lipschitz-continuous}$$

$$= C'\ell_n \quad \text{because } u_n \in [v_n, w_n]$$

We conclude by using that $K_n \to \infty$. 

□
6.7. Quasi-loops.

**Definition 6.15.** Let \( \varepsilon > 0 \) and \( w \in \mathbb{F}_2 \) (not necessarily primitive). We say that \( w \) is an \( \varepsilon \)-quasi-loop if we have the following inequality:

\[
d(\rho(w) o, o) \leq \varepsilon \ |w|
\]

Thinking of \( \varepsilon \) as very small, an \( \varepsilon \)-quasi-loop is an element that does not displace the points much. Note that the definition of a quasi-loop depends on the representation \( \rho \).

Let \( \gamma \) be a primitive element of \( \mathbb{F}_2 \) and \( u \in L_\gamma \). We denote by \([u]\) the integer point in \( L_\gamma \) just before \( u \) (if \( u \) is an integer point in \( L_\gamma \), \([u] = u\)) and \([u]\) the integer point of \( L_\gamma \) just after \( u \) (thus \([u]\) and \([u]\) are the endpoints of an edge of length 1 in the Cayley graph and \( u \) belongs to this edge).

**Lemma 6.16.** Let \( \varepsilon > 0 \). There exist \( l_{\varepsilon} > 0 \) and \( K_{\varepsilon} > 0 \) such that for all primitive elements \( \gamma \), for all \( K \geq K_{\varepsilon}, l \geq l_{\varepsilon} \), if \( [u,v] \) is a \( K \)-excursion of length \( l \), then the element \( w = [u]^{-1}[v] \) (which is a subword of \( \gamma \)) is an \( \varepsilon \)-quasi-loop.

**Proof.** Let \( \varepsilon' = \frac{\varepsilon}{2} \).

Let \( \gamma \) be a primitive element in \( \mathbb{F}_2 \) and \([u,v] \subset L_\gamma \) such that \([u,v]\) is a \( K \)-excursion of length \( l \).

Then \( d(\tau_\rho(u), \text{Axis}(\rho(\gamma))) = d(\tau_\rho(v), \text{Axis}(\rho(\gamma))) \leq K \), for all \( t \in [u,v] \), \( d(\tau_\rho(t), \text{Axis}(\rho(\gamma))) \geq K \) and \( d(u,v) = l \). Choose \( \ell_\gamma \) a geodesic in \( X \) with endpoints \( \rho(\gamma)^+ \) and \( \rho(\gamma)^- \), where \( \rho(\gamma)^+ \) and \( \rho(\gamma)^- \) are respectively the attracting and repelling fixpoints of the hyperbolic isometry \( \rho(\gamma) \). Using the lemma [3] we conclude that \( d(\tau_\rho(u), \ell_\gamma) \leq K + C(\delta) \) and \( d(\tau_\rho(v), \ell_\gamma) \leq K + C(\delta) \), where \( C(\delta) \) is the constant introduced in the lemma. In addition, since for all \( t \in [u,v] \), \( d(\tau_\rho(t), \text{Axis}(\rho(\gamma))) \geq K \), we can also conclude from lemma [3] that for all \( t \in [u,v] \), \( d(\tau_\rho(t), \ell_\gamma) \geq K \).

First, let us show that for \( K \) and \( l \) large enough, \( d(\tau_\rho(u), \tau_\rho(v)) \leq \varepsilon' d(u,v) = \varepsilon' l \).

We denote by \( d = d(\tau_\rho(u), \tau_\rho(v)) \) and \( L = \text{long}(\tau_\rho([u,v])) \). Then, since \( \tau_\rho \) is piecewise geodesic on \([u,v] \), we can apply the proposition [3.11] to obtain, after denoting \( C'(\delta) = \max(C(\delta), \delta) \):

1. If \( d \leq 2K + 6\delta \), then \( L \geq (2\frac{d}{2K} - 5\delta - 2)\delta \)
2. If \( d > 2K + 6\delta \), then there exists an integer \( n \geq 2 \) such that:

\[
\begin{align*}
L & \geq (n-1)(2\frac{K}{n} - 3)\delta \\
\text{and } d & \leq 18n\delta + 2K + 2C(\delta)
\end{align*}
\]

On the other hand, we also have that \( L \leq C'd_c(u,v) = C'l \). Indeed, this is a consequence of the \( C' \)-Lipschitz-continuity \( \tau_\rho \). Therefore:
(1) If \( d \leq 2K + 6\delta \), we have:

\[
(2^{\frac{\delta}{\delta^2}} - \frac{C'(\delta)}{C''(\delta)} - 2)\delta \leq L \leq C'\ell
\]

so \( 2^{\frac{\delta}{\delta^2}} - \frac{C'(\delta)}{C''(\delta)} - 2 \leq \frac{C'}{\delta} \ell + 2 \)

then \( d \leq 2\delta \log_2 \left( \frac{C'}{\delta} \ell + 2 \right) + 2C''(\delta) + 10\delta \)

But \( \frac{2\delta \log_2 (C'/\delta \ell + 2) + 2C''(\delta) + 10\delta}{l} \xrightarrow{l \to \infty} 0 \),

so there exists \( l_\varepsilon > 0 \) (depending only on \( C', \delta \) and \( \varepsilon \)) such that:

If \( l \geq l_\varepsilon \) then \( d \leq \varepsilon'\ell \).

(2) If \( d > 2K + 6\delta \), we have:

\[
(n - 1)(2^{\frac{K}{3} - 3} - 2)\delta \leq L \leq C'\ell \text{ so } l \geq (n - 1)(2^{\frac{K}{3} - 3} - 2)\delta C'.
\]

On the other hand \( d \leq 18n\delta + 2K + 2C(\delta) \),

then \( \frac{d}{l} \leq \frac{18n\delta + 2K + 2C(\delta)}{(n - 1)(2^{\frac{K}{3} - 3} - 2)\delta C'} = \frac{18\delta + \frac{2K + 2C(\delta)}{n}}{(1 - \frac{1}{n})(2^{\frac{K}{3} - 3} - 2)\delta C'}. \)

But \( n \geq 2 \) so \( 1 - \frac{1}{n} \geq \frac{1}{2} \) and \( \frac{2K + 2C(\delta)}{n} \leq K + C(\delta) \),

therefore \( \frac{d}{l} \leq \frac{2C'18\delta + K + C(\delta)}{2^{\frac{K}{3} - 3} - 2} \xrightarrow{K \to \infty} 0 \).

so there exists \( K_\varepsilon > 0 \) (depending only on \( C', \delta \) and \( \varepsilon \)) such that if \( K \geq K_\varepsilon \), then \( d \leq \varepsilon'\ell \).

Thus we have shown that if \( K \geq K_\varepsilon \) and \( l \geq l_\varepsilon \), we have in every case \( d \leq \varepsilon'\ell \).

Now, let us show that this implies that \( w = [u]^{-1}[v] \) is an \( \varepsilon \)-quasi-loop.

\[
d(\rho(w)o, o) = d(\rho([u]^{-1}[v])o, o) = d(\rho([u])o, \rho([v])o) = d(\tau_\rho([u]), \tau_\rho([v]))
\leq d(\tau_\rho([u]), \tau_\rho(u)) + d(\tau_\rho(u), \tau_\rho([v])) + d(\tau_\rho([v]), \tau_\rho([v])) \text{ by the triangle inequality}
\leq 2C' + d \text{ because } u \text{ and } [u] \text{ are at a distance less than 1 in the Cayley graph}
\leq 2C' + \varepsilon'd_C(u, v) \text{ by what have been previously done}
\leq 2C' + \varepsilon'd_C([u], [v]) \text{ because } [u, v] \subset ([u], [v]) \text{ in } L_\gamma
\]

Let us further assume that \( l \geq \frac{2C'}{\varepsilon'} = \frac{4C'}{\varepsilon} \). Then in particular \( d_C([u], [v]) \geq l \geq \frac{2C'}{\varepsilon'} \). Therefore:
Lemma 6.17. Let \( l \leq \frac{1}{2} \) and \( \alpha > 6 \). Fix \( r_0 = 4 + \frac{2\varepsilon}{C'} \). Let \( r \geq r_0 \).

There exists a constant \( R > 0 \) and two integers \( n_0 \in \mathbb{N}, i \in \mathbb{N} \) such that, if there exists an integer

\[
\left( 2C'' - \varepsilon d_c([u], [v]) \right) + \varepsilon d_c([u], [v]) \leq 2C'' + \varepsilon d_c([u], [v]) = \varepsilon d_c([u], [v]) \quad \text{because} \quad \varepsilon = 2\varepsilon'.
\]

Thus, after possibly changing \( l \) to \( \max(l, \frac{4C'}{\varepsilon}) \), we have shown that if \( l \geq l \) and \( K \geq K \), then \( w \) is an \( \varepsilon \)-quasi-loop.

\[ \square \]

6.8. Induction step. Let \( n \in \mathbb{N} \) and \( 0 \leq i \leq r(n) \). Recall that the notations \( w_i(\gamma_n) \) and \( w_i'(\gamma_n) \) have been defined in the definition 2.3 and refer to some specific subwords of (a cyclic permutation of) \( \gamma_n \), corresponding to a truncation of the continued fraction expansion of the slope of \( \gamma_n \). The integers \( l_i(\gamma_n) = |w_i(\gamma_n)| \) and \( l'_i(\gamma_n) = |w'_i(\gamma_n)| \) refer to their lengths and \( r(n) \) is the depth of the continued fraction expansion of the slope \( \gamma_n \). In order to reduce the amount of notations, we write more simply \( w_i(n), w'_i(n) \) and \( l_i(n), l'_i(n) \).

Let \( \hat{w}_i(n) \) be a cyclic permutation of \( w_i(n) \) and \( \hat{w'}_i(n) \) a cyclic permutation of \( w'_i(n) \) adapted to \( \hat{w}_i(n) \). Recall that, by the lemma 2.6, there exists a cyclic permutation of \( \gamma_n \) that can be written on the alphabet \( \{ \hat{w}_i(n), \hat{w'}_i(n) \} \). Thus, a subword \( u \) of \( \gamma_n \) can be written in the following way:

\[ u = pw^1\ldots w^b s \]

with:

- \( b \in \mathbb{N} \)
- \( p \) is a suffix of either \( \hat{w}_i(n) \) or \( \hat{w'}_i(n) \)
- \( s \) is a prefix of either \( \hat{w}_i(n) \) or \( \hat{w'}_i(n) \)
- For all \( 1 \leq k \leq b \), \( w^k \in \{ \hat{w}_i(n), \hat{w'}_i(n) \} \)

Recall that the constants \( C \) and \( C' \) have been chosen at the beginning of the proof of Proposition 6.2 and satisfy:

\[ \forall \gamma \in \mathcal{P}(\mathbb{F}_2), \quad \frac{1}{C} |\gamma| \leq l(\rho(\gamma)), \quad \forall u \in \mathbb{F}_2, \quad d(\rho(u), o, o) \leq C'|u| \quad \text{and} \quad CC' \geq 1. \]

In the following lemma, we find an \( \varepsilon \)-quasi-loop in a cyclic permutation of \( w_i(n) \) which occupy at least half of its length. We also ask that the remainder of the cyclic permutation of \( w_i(n) \) which is not in the quasi-loop is sufficiently large (to be able later on to continue the process of finding quasi-loop inside) and that the length of \( w_i(n) \) is not too big (to be able to control the number of \( w_i(n) \) we can find).

Lemma 6.17. Let \( 0 < \varepsilon < \frac{1}{C} \) and \( \alpha > 6 \). Fix \( r_0 = 4 + \frac{2\varepsilon}{C'} \). Let \( r \geq r_0 \).

There exists a constant \( R > 0 \) and two integers \( n_0 \in \mathbb{N}, i \in \mathbb{N} \) such that, if there exists an integer
$n \geq n_0$ and an element $u \in \mathbb{F}_2$ such that $u$ is a subword of $\gamma_n$ and $|u| \geq R$, then the following properties are satisfied:

1. $1 \leq i \leq r(n)$
2. $l_{i-1}(n) \geq r$
3. $l_i(n) \leq \frac{|u|}{\alpha}$
4. There exists a cyclic permutation of $w_i(n)$, denoted by $w_i^*(n)$ such that $w_i^*(n) = v_1v_2$, with $v_1$ and $v_2$ two elements of $\mathbb{F}_2$ satisfying the following properties:
   a. $v_1$ is an $\varepsilon$-quasi-loop
   b. $|v_1| \geq |v_2|$
   c. $|v_2| \geq r$

Proof. First of all, let’s consider two sequences $(K_n)_{n \in \mathbb{N}}$ and $(l_n)_{n \in \mathbb{N}}$ as in the lemma 6.14. Then $K_n \to \infty$, $l_n \to \infty$ and for all $n \in \mathbb{N}$, $\gamma_n$ has a $K_n$-excursion of length $l_n$. Now, let’s introduce the constants $K_\varepsilon$ and $l_\varepsilon$ given by the lemma 6.16. Then, there exists an integer $n_1 \in \mathbb{N}$ such that for all integers $n \geq n_1$, we have $l_n \geq l_\varepsilon$ and $K_n \geq K_\varepsilon$. Now, let $r' = \frac{C'r}{\alpha - \varepsilon}$. Then, because $CC' \geq 1$, we have $r' = \frac{C'r}{\alpha - \varepsilon} \geq CC'r \geq r$. Let $l(r', \varepsilon) = \max (r', 2l_\varepsilon - 1)$. Since $r(n) \to \infty$ by the lemma 6.3, we deduce the existence of an integer $n_2 \in \mathbb{N}$ such that for all integers $n \geq n_2$, we have $r(n) \geq l(r', \varepsilon)$. Let us consider $i$ the smallest integer such that $i \geq l(r', \varepsilon)$. Then for all $n \geq n_2$, we have $l(r', \varepsilon) \leq i \leq r(n)$ (because $r(n)$ is an integer). Since $l_n \to \infty$, we can find $n_3 \in \mathbb{N}$ such that for all $n \geq n_3$, we have $L_i \leq l_n$ (recall that $L_i$ is a constant introduced in 6.3 which satisfies $l_i(n) \leq L_i$ for all $n \in \mathbb{N}$). Then, set $n_0 = \max (n_1, n_2, n_3)$ and let’s summarise the inequalities that are true for all integers $n \geq n_3$:

$$l_n \geq l_\varepsilon, K_n \geq K_\varepsilon, r(n) \geq r', r(n) \geq 2l_\varepsilon - 1, l_n \geq L_i \text{ and } l(r', \varepsilon) \leq i \leq r(n).$$

Finally, we set $R = \alpha L_i$.

Now that all these constants have been introduced, we show that this choice of $n_0, i$ and $R$ satisfies the property requested in the lemma. Let us give ourselves an integer $n \geq n_0$ and $u$ a subword of $\gamma_n$ such that $|u| \geq R$. Then we can easily check the first three properties:

1. $r(n) \geq i \geq l(r', \varepsilon) \geq r'$ because $l(r', \varepsilon) = \max (r', 2l_\varepsilon - 1) \geq r \geq r_0$ because $r$ is chosen larger than $r_0$

   $> 4$ because $r_0 = 4 + \frac{2\varepsilon}{C'r}$

   hence we have $1 \leq i \leq r(n)$.

2. $l_{i-1}(n) \geq i$ by the inequalities of 6.3

   $\geq r$ as already seen above
Now let us show the fourth property.

The element \( \gamma_n \) has a \( K_n \)-excursion of length \( l_n \). But \( l_i(n) \leq L_i \leq l_n \), so we can use lemma 6.11 with \( a = \frac{l_i(n)}{2} \) to show the existence of a \( K'_n \)-sub-excursion of length \( l'_n \in [a, 2a] \). Denote it by \([u', v']\). Then we have \( d(u', v') = l'_n, K'_n \geq K_n \) and \( \frac{l_i(n)}{2} \leq l'_n \leq l_i(n) \).

Then, since \( K_n \geq K_\varepsilon \), we deduce \( K'_n \geq K_\varepsilon \). In addition:

\[
\begin{align*}
l'_n &\geq \frac{l_i(n)}{2} \geq \frac{i + 1}{2} \text{ by the inequalities of 6.4} \\
&\geq \frac{l(r', \varepsilon) + 1}{2} \text{ because } i \geq l(r', \varepsilon) \\
&\geq 2l_\varepsilon - 1 + 1 \geq \frac{l(r', \varepsilon)}{2} \text{ by definition of } l(r', \varepsilon) \\
&= l_\varepsilon.
\end{align*}
\]

Now let us apply the lemma 6.16 to \([u', v']\) in order to show that the subword \( v_1 := [u']^{-1}[v'] \) of \( \gamma_n \) is an \( \varepsilon \)-quasi-loop. Let us now look at the length of \( v_1 \). We have \(|v_1| = d([u'], [v']) \geq d(u', v') = l'_n \geq \frac{l_i(n)}{2} \). We also have the following upper bound on \(|v_1|\):

\[
\begin{align*}
|v_1| &= d_c([u'], [v']) \text{ by definition} \\
&\leq d_c(u', v') + d_c(u', [u']) + d_c(v', [v']) \text{ by the triangle inequality} \\
&\leq d_c(u', v') + 2 = l'_n + 2 \\
&\leq l_i(n) + 2 \text{ because } l'_n \leq l_i(n)
\end{align*}
\]

Let us show that in fact, \(|v_1| < l_i(n)\).

By contradiction, suppose that \(|v_1| \geq l_i(n)\). Then, considering the prefix of \( v_1 \) of length \( l_i(n) \), denoted by \( p \), we can write \( v_1 = pc \), with \(|p| = l_i(n) \) and \(|c| \leq 2 \). But since \( p \) is of length \( l_i(n) \), we can use the lemma 2.7 to deduce that after possibly changing the last letter of \( p \), \( p \) is in fact a primitive element of \( \mathbb{F}_2 \). In other words, there exists \( p', r, s \) and \( s' \) some elements of \( \mathbb{F}_2 \) such that
\[ p = rs, p' = rs', |s| = |s'| = 1 \text{ and } p' \text{ is a primitive element of length } l_i(n). \text{ Therefore:} \]
\[
\frac{1}{C} l_i(n) = \frac{1}{C} |p'| \leq d(\rho(p')o, o) \quad \text{by the Bowditch hypothesis}
\]
\[
\leq d(\rho(rs')o, \rho(rs)o) + d(\rho(rs)o, o) \quad \text{by the triangle inequality}
\]
\[
= d(\rho(s')o, \rho(s)) + d(\rho(p)o, o) \quad \text{because } \rho(r) \text{ is an isometry}
\]
\[
\leq 2C' + d(\rho(p)o, o) \quad \text{because } |s| = |s'| = 1
\]
\[
\leq 2C' + d(\rho(p)o, \rho(pc)o) + d(\rho(pc)o, o) \quad \text{by the triangle inequality}
\]
\[
= 2C' + d(\rho(c)o, o) + d(\rho(v_1)o, o) \quad \text{because } v_1 = pc
\]
\[
\leq 2C' + 2C' + d(\rho(v_1)o, o) \quad \text{because } |c| \leq 2
\]
\[
\leq 4C' + \varepsilon |v_1| \quad \text{since } v_1 \text{ is an } \varepsilon\text{-quasi-loop}
\]
\[
\leq 4C' + \varepsilon (l_i(n) + 2) \quad \text{because } |v_1| \leq l_i(n) + 2
\]
\[
\text{so} \quad \left(\frac{1}{C} - \varepsilon\right) l_i(n) \leq 4C' + 2\varepsilon
\]
\[
\text{and} \quad l_i(n) \leq \frac{4C' + 2\varepsilon}{\frac{1}{C} - \varepsilon} = \frac{C'}{\frac{1}{C} - \varepsilon} (4 + \frac{2\varepsilon}{C'}) = \frac{C'}{\frac{1}{C} - \varepsilon} r_0 \leq \frac{C'}{\frac{1}{C} - \varepsilon} r = r'.
\]

We have just shown that \( l_i(n) \leq r' \), but on the other hand \( l_i(n) \geq i + 1 > i \geq l(r', \varepsilon) \geq r' \), which is a contradiction. Therefore \(|v_1| < l_i(n)\).

Since \(|v_1| < l_i(n) \leq |\gamma_n|\), there exists a subword \( v_3 \) of \( \gamma_n \) of length \( l_i(n) \) that can be written \( v_3 = v_1v_2 \), with \( 1 \leq |v_2| \leq |v_3| = l_i(n) \). Since \( v_3 \) is of length \( l_i(n) \), we can again use the lemma \[2.4\] to ensure that after possibly changing the last letter of \( v_3 \), that is the last letter of \( v_2 \) (because \( v_2 \) is non empty), \( v_3 \) is in fact a cyclic permutation of \( w_i(n) \). Then, noting again \( v_3 \) and \( v_2 \) after this potential change of letter, there exists a cyclic permutation of \( w_i(n) \), which we denote \( \widehat{w_i(n)} \), such that \( \widehat{w_i(n)} = v_1v_2 \). Recall that we have already shown that \( v_1 \) is an \( \varepsilon \text{-quasi-loop} \), and because \(|v_1| \geq \frac{l_i(n)}{2} \), we have \(|v_1| \geq |v_2| \). So we still have to show that \(|v_2| \geq r \) to finish the proof of the fourth point. We proceed as follows:

\[
\frac{1}{C} l_i(n) \leq d(\rho(\widehat{w_i(n)})o, o) \quad \text{by the Bowditch hypothesis, because } \widehat{w_i(n)} \text{ is primitive}
\]
\[
\leq d(\rho(v_1v_2)o, o) \quad \text{since } \widehat{w_i(n)} = v_1v_2
\]
\[
\leq d(\rho(v_1v_2)o, \rho(v_1)o) + d(\rho(v_1)o, o) \quad \text{by the triangle inequality}
\]
\[
= d(\rho(v_2)o, o) + d(\rho(v_1)o, o) \quad \text{because } \rho(v_1) \text{ is an isometry}
\]
\[
\leq C'|v_2| + \varepsilon |v_1| \quad \text{since } v_1 \text{ is an } \varepsilon\text{-quasi-loop}
\]
\[
\leq C'|v_2| + \varepsilon l_i(n) \quad \text{because } |v_1| \leq l_i(n).
\]

Therefore \(|v_2| \geq \frac{1}{C'} \left(\frac{1}{C} - \varepsilon\right) l_i(n) \geq \frac{1}{C'} \left(\frac{1}{C} - \varepsilon\right) r' \quad \text{because } l_i(n) \geq r' \),
\[
\geq \frac{1}{C'} \left(\frac{1}{C} - \varepsilon\right) \frac{C'}{\frac{1}{C} - \varepsilon} r = r, \quad \text{which finishes the proof that } |v_2| \geq r.
\]
\[\square\]
The following lemma aims, when given a sufficiently large subword of some $\gamma_n$, to write it as a concatenation of subwords being either $\varepsilon$-quasi-loops or sufficiently large "remainders", and such that the proportion of the word in an $\varepsilon$-quasi-loop is at least $c$, where $c$ is a constant between 0 and $\frac{1}{4}$, fixed in advance. It will be used recursively in the next lemma.

**Lemma 6.18.** Let $0 < \varepsilon < \frac{1}{C}$ and $0 < c < \frac{1}{4}$. Fix $r_0 = 4 + \frac{2\varepsilon}{C'}$ and let $r \geq r_0$. There exists a constant $R > 0$ and an integer $n_0 \in \mathbb{N}$, such that, if there exists an integer $n \geq n_0$ and a subword $u$ of $\gamma_n$ such that $|u| \geq R$, then there exists a positive integer $q \in \mathbb{N}^*$, a subset $QB \subset \{1, \ldots, q\}$ and $q$ words $u_1, \ldots, u_q \in \mathbb{F}_2$ such that:

1. $u = u_1 \cdots u_q$
2. For all $k \in QB$, $u_k$ is an $\varepsilon$-quasi-loop
3. $\sum_{k \in QB} |u_k| \leq (1 - c)|u|$
4. For all $k \notin QB$, $|u_k| \geq r$

**Proof.** Let $b = \frac{8c^2}{1 - 4c}$. Then $c = \frac{b^2}{4b - 8}$ and for all $b' \geq b$, we have $\frac{b^2}{4b - 8} \geq \frac{b}{4b - 8} \geq c$. In addition, since $0 < c < \frac{1}{4}$, we have $b > 2$. Let $\alpha = 2b + 4$, we have $\alpha > 8$.

Now let us introduce the constants $R > 0$, $i$ and $n_0$ given by the lemma 6.17. Let $n \geq n_0$ be an integer and $u$ a subword of $\gamma_n$ such that $|u| \geq R$. Then, the lemma 6.17 states that $1 \leq i \leq r(n)$, $l_{i-1}(n) \geq r$, $l_i(n) \leq \frac{|u|}{\alpha}$, and there exists a cyclic permutation of $w_i(n)$, denoted by $\widehat{w_i(n)}$, that decomposes into the form $\widehat{w_i(n)} = v_1v_2$, with $v_1$ an $\varepsilon$-quasi-loop and $|v_1| \geq |v_2| \geq r$. Let $w'_i(n)$ be a cyclic permutation of $w'_i(n)$ adapted to $\widehat{w_i(n)}$ (see the lemma 2.6).

Then we can write a decomposition of $u$ under the form:

$$u = pw_1 \cdots w_{b'} s$$

with:

- $b \in \mathbb{N}$
- $p$ a suffix of $\widehat{w_i(n)}$ or $w'_i(n)$
- $s$ a prefix of $\widehat{w_i(n)}$ or $w'_i(n)$
- For all $1 \leq k \leq b'$, $w_k \in \{w_i(n), w'_i(n)\}$

The lemma 6.17 ensures that $l_i(n) \leq \frac{|u|}{\alpha}$. Therefore we can use the lemma 2.6 to conclude that $b' \geq \frac{\alpha - 4}{2} = b > 2$. Namely there is at least three central blocs in the decomposition ($b'$ is an integer).

Denote $p' = pw_1$ and $s' = w_{b'} s$. We have:

$$|p'| \geq |w_1| \text{ because } |p'| = |p| + |w_1|$$
$$\geq l_i(n) \text{ since } l'_i(n) \geq l_i(n)$$
$$\geq l_{i-1}(n) \text{ because the sequence } (l_i(n))_i \text{ is increasing}$$
$$\geq r \text{ as provided by the lemma 6.17}$$
We also obtain \(|s'| \geq l_i(n) \geq r\). Therefore the word \(u\) can be written: \(u = p'w_2 \cdots w_{p'-1}s'\).

Moreover, by the lemma \(2.6\), \(w_i(n)(n)\) is either a prefix or a suffix of \(w_i'(n)(n)\) so there exists a word \(w\) such that \(w_i'(n) = ww_i(n)\) or \(w_i'(n) = w_i(n)w\). In addition, \(w_i(n)(n) = v_1v_2\), so \(w_i'(n) = vv_1v_2\) or \(w_i'(n) = v_1v_2w\). Then, for all \(k \in \{2, \ldots, b' - 1\}\), \(w_k \in \{w_i(n), w_i'(n)\}\) so \(w_k\) is a concatenation of \(w, v_1\) and \(v_2\). In addition, \(v_1\) is an ε-quasi-loop (as provided by the lemma \(6.17\)), and we have:

\[|w| = l'_i(n) - l_i(n) \text{ because } |w_i'(n)| = |w| + |w_i(n)|\]
\[= l_{i-1}(n) \text{ because } l'_i(n) = l_i(n) + l_{i-1}(n)\]
\[\geq r \text{ by the lemma } 6.17,\]
on the other hand, \(|v_2| \geq r\) still by lemma \(6.17\).

Since we have previously shown that \(|p'| \geq r, |s'| \geq r\), we can indeed write a decomposition of \(u\) into the form \(u = u_1 \cdots u_q\) (with \(u_1 = p'\) and \(u_q = s'\)) such that there exists a subset \(QB \subset \{1, \ldots, q\}\), such that for all \(k \in QB, u_k\) is an ε-quasi-loop and for all \(k \notin QB, |u_k| \geq r\). Moreover, \(#QB = b' - 2\) since each bloc \(w_2, \ldots, w_{b'-1}\) contains the ε-quasi-loop \(v_1\) exactly once. It remains to show that \(\sum_{k \in QB} |u_k| \leq (1 - c)|u|\). In order to do so, let us find a lower bound on the total length of the ε-quasi-loops:

\[\sum_{k \in QB} |u_k| = (b' - 2)|v_1| \quad \text{since the quasi-loop } v_1 \text{ appears exactly } b' - 2 \text{ times in our decomposition,}\]
\[\geq (b' - 2) \frac{l_i(n)}{2} \quad \text{because } |v_1| \geq |v_2| \text{ by the lemma } 6.17\]

But \(|u| = |p| + \sum_{k=1}^{b'} |w_k| + |s| \quad \text{because } u = pw_1 \cdots w_{b'} s\]
\[\leq |p| + b' \max\{l'_i(n), l_i(n)\} + |s| \quad \text{because } w_k \in \{w_i(n), w_i'(n)\}\]
\[\leq (b' + 2) \max\{l'_i(n), l_i(n)\} \quad \text{since } p \text{ (resp. } s) \text{ is a suffix (resp. prefix) of } w_i(n) \text{ or } w_i'(n)\]
\[\leq (b' + 2) l'_i(n) \quad \text{because } l_i(n) \leq l'_i(n)\]
\[\leq 2(b' + 2) l_i(n) \quad \text{because } l'_i(n) \leq 2l_i(n)\]

Therefore
\[\sum_{k \in QB} |u_k| \geq \frac{b' - 2}{2} l_i(n) \geq \frac{b' - 2}{4(b' + 2)} |u|\]
\[\geq \frac{b - 2}{4(b + 2)} |u| \quad \text{because we have shown at the beginning of the proof that } b' \geq b\]
\[= c|u| \quad \text{by definition of } b.\]

The last inequality can we rewritten as follows: \(\sum_{k \in QB} |u_k| \leq (1 - c)|u|\), which completes the proof. \(\Box\)
6.9. Final contradiction and conclusion.

Now, we are able to find a primitive element $\gamma$ (from the sequence $(\gamma_n)_{n \in \mathbb{N}}$) which contains a very large proportion of quasi-loops.

**Lemma 6.19.** Let $0 < \varepsilon < \frac{1}{C}$ and $1 - \frac{1}{C}(\frac{1}{C} - \varepsilon) < \lambda < 1$. There exists a primitive element $\gamma$ such that $\gamma$ contains $\varepsilon$-quasi-loops that occupy at least a proportion $\lambda$ of $\gamma$.

**Proof.** Let $0 < c < \frac{1}{C}$ and $r_0 = 4 + \frac{2c}{C}$. Precisely, we will show the following property by recursion on $k \in \mathbb{N}$:

For any integer $k \in \mathbb{N}$, for any real $r \geq r_0$, there exists an integer $n_0 \in \mathbb{N}$, such that for all $n \geq n_0$, there exists an integer $q \in \mathbb{N}^*$, a subset $QB \subset \{1, \cdots, q\}$, and some elements $u_1, \cdots, u_q \in \mathbb{F}_2$ satisfying the following properties:

1. $\gamma_n = u_1 \cdots u_q$
2. For all $i \in QB$, $u_i$ is an $\varepsilon$-quasi-loop
3. $\sum_{i \in QB} |u_i| \leq (1 - c)^k|\gamma_n|$
4. For $i \notin QB$, $|u_i| \geq r$

- For $k = 0$, it’s trivial, it is sufficient to choose $n$ large enough so that $|\gamma_n| \geq r$, $q = 1$, $QB = \emptyset$ and thus the properties are satisfied.
- Suppose that this is true for some $k$. Let $r \geq r_0$. Let us introduce the constants $R > 0$ and $n_0 \in \mathbb{N}$ given by the lemma 6.18. Now, let us apply the recursion hypothesis to $r_1 = \max(R, r_0)$. Then, there exists an integer $n_1 \in \mathbb{N}$ such that for all $n \geq n_1$, there exists $q \in \mathbb{N}^*$, $QB \subset \{1, \cdots, q\}$ and $u_1, \cdots, u_q$ such that $\gamma_n = u_1 \cdots u_q$, for all $i \in QB$, $u_i$ is an $\varepsilon$-quasi-loop, $\sum_{i \in QB} |u_i| \leq (1 - c)^k|\gamma_n|$ and for all $i \notin QB$, $|u_i| \geq r_1 \geq R$. This is still true for all integers $n \geq \max(n_0, n_1)$. Then, since for all $i \notin QB$, $u_i$ is a subword of $\gamma_n$, with $n \geq n_0$, and $|u_i| \geq R$, we can apply the lemma 6.18 to each $u_i \notin QB$. That is, for all $i \notin QB$, there exists an integer $q_i \in \mathbb{N}^*$, a subset $QB_i \subset \{1, \cdots, q_i\}$, and $q_i$ elements $u_{i,1}, \cdots, u_{i,q_i} \in \mathbb{F}_2$ such that : $u_i = u_{i,1} \cdots u_{i,q_i}$, for all $j \in QB_i$, $u_{i,j}$ is an $\varepsilon$-quasi-loop, $\sum_{j \in QB_i} (1 - c)|u_i| \leq (1 - c)(1 - c)^k|\gamma_n| = (1 - c)^{k+1}|\gamma_n|$. Then we have :

\[
\gamma_n = \prod_{i=1}^{q} \begin{cases} u_i & \text{if } i \in QB \\
 u_{i,1} \cdots u_{i,q_i} & \text{if } i \notin QB \end{cases}
\]

(here the product denotes the concatenation)

2. For all $i \in QB$, $u_i$ is an $\varepsilon$-quasi-loop and for all $i \notin QB$, for all $j \in QB_i$, $u_{i,j}$ is an $\varepsilon$-quasi-loop.
3. We have \[
\sum_{i \in QB} \sum_{j \in QB_i} |u_{i,j}| \leq \sum_{i \in QB} (1 - c)|u_i| = (1 - c) \sum_{i \in QB} |u_i| \leq (1 - c)(1 - c)^k|\gamma_n| = (1 - c)^{k+1}|\gamma_n|.
\]
4. For all $i \notin QB$, for all $j \notin QB_i$, $|u_{i,j}| \geq r$
Then, in particular

Thus, since $0 < 1 - c < 1$ and $0 < \lambda < 1$, there exists an integer $k$ such that $(1 - c)^k < 1 - \lambda$ (simply choose $k = \lceil \frac{\ln(1 - \lambda)}{\ln(1 - c)} \rceil$), which completes the proof of the recursion.

\[ \square \]

Recall that the constants $C$ and $C'$ satisfy : for all primitive elements $\gamma$, $\frac{1}{C} |\gamma| < l(\rho(\gamma)) \leq C'|\gamma|$. Then, in particular $CC' \geq 1$. Let $0 < \varepsilon < \frac{1}{C}$. Therefore

\[
\frac{1}{C'} \left( \frac{1}{C} - \varepsilon \right) < \frac{1}{C'} \frac{1}{C} \leq 1 \quad \text{so} \quad 0 < 1 - \frac{1}{C'} \left( \frac{1}{C} - \varepsilon \right) < 1.
\]

**Lemma 6.20.** Let $0 < \varepsilon < \frac{1}{C}$ and $1 - \frac{1}{C'} \left( \frac{1}{C} - \varepsilon \right) < \lambda < 1$. Let $\gamma$ be a primitive element of $\mathbb{F}_2$ which contains $\varepsilon$-quasi-loops which occupy at least a proportion $\lambda$ of $\gamma$. Then

\[
d(\rho(\gamma)o,o) < \frac{1}{C} |\gamma|.
\]

**Proof.** Since we can find $\varepsilon$-quasi-loops in $\gamma$ which occupy at least a proportion $\lambda$ of $\gamma$, there exists $p \in \mathbb{N}, I \subset \{1, \ldots, p\}$ and some elements $u_1, \ldots, u_p$ such that we can write $\gamma$ in the following way : $\gamma = u_1 \cdots u_p$, and $\forall i \in I, u_i$ is an $\varepsilon$-quasi-loop and $\sum_{i \in I} |u_i| \geq \lambda |\gamma|$. Then we have :

\[
(33) \quad \sum_{i \in \{1, \ldots, p\} \setminus I} |u_i| = |\gamma| - \sum_{i \in I} |u_i| \leq |\gamma| - \lambda |\gamma| = (1 - \lambda) |\gamma|
\]

Thus :

\[
d(\rho(\gamma)o,o) \leq \sum_{i=1}^{p} d(\rho(u_i)o,o) \text{ by the triangle inequality}
\]

\[
= \sum_{i \in I} d(\rho(u_i)o,o) + \sum_{i \in \{1, \ldots, p\} \setminus I} d(\rho(u_i)o,o)
\]

\[
\leq \sum_{i \in I} \varepsilon |u_i| + \sum_{i \in \{1, \ldots, p\} \setminus I} d(\rho(u_i)o,o) \text{ because } \forall i \in I, u_i \text{ is an } \varepsilon\text{-quasi-loop}
\]

\[
\leq \varepsilon \sum_{i \in I} |u_i| + \sum_{i \in \{1, \ldots, p\} \setminus I} C'||u_i| \text{ because } \forall u \in \mathbb{F}_2, d(\rho(u)o,o) \leq C'|u|
\]

\[
\leq \varepsilon |\gamma| + C' \sum_{i \in \{1, \ldots, p\} \setminus I} |u_i|
\]

\[
\leq \varepsilon |\gamma| + C'(1 - \lambda) |\gamma| \text{ by the inequality } (33)
\]

\[
< \varepsilon |\gamma| + \left( \frac{1}{C'} - \varepsilon \right) |\gamma| \text{ by the hypothesis on } \lambda
\]

\[
= \frac{1}{C'} |\gamma|
\]

\[ \square \]

This finishes the proof of proposition 6.2. Indeed :

Let $0 < \varepsilon < \frac{1}{C}$ and $1 - \frac{1}{C'} \left( \frac{1}{C} - \varepsilon \right) < \lambda < 1$. The lemma 6.19 gives the existence of a primitive element $\gamma$ and some $\varepsilon$-quasi-loops in $\gamma$ which occupy at least a proportion $\lambda$ of $\gamma$ and then the lemma 6.20 ensures that $d(\rho(\gamma)o,o) < \frac{1}{C} |\gamma|$. But since $\gamma$ is primitive, the Bowditch hypothesis (combined with Lemma 5.2) states that $\frac{1}{C} |\gamma| \leq d(\rho(\gamma)o,o)$, which is a contradiction. \[ \square \]
7. FROM UNIFORM TUBULAR NEIGHBORHOODS AND BOWDITCH’S HYPOTHESIS TO PRIMITIVE-STABILITY

This section is dedicated to finish the proof of theorem 1.3 that is that a Bowditch representation is primitive stable. Pick once and for all a Bowditch representation \( \rho \), with constants \((C, D)\). In the section 6 we prove the existence of a constant \( K > 0 \) such that for all primitive elements \( \gamma \in \mathbb{F}_2 \), we have the inclusion \( \tau_\rho(L_\gamma) \subset N_K(\text{Axis}(\rho(\gamma))) \). (Recall that \( L_\gamma \) denotes the geodesic generated by \( \gamma \) in the Cayley graph of \( \mathbb{F}_2 \) and \( \text{Axis}(\rho(\gamma)) \) the axis of the hyperbolic isometry \( \rho(\gamma) \).) For every \( \gamma \) in \( \mathcal{P}(\mathbb{F}_2) \), pick \( \ell_\gamma \) some geodesic joining the two attracting and repelling point of \( \rho(\gamma) \), \( \rho(\gamma)^+ \) and \( \rho(\gamma)^- \). Then \( \ell_\gamma \subset \text{Axis}(\rho(\gamma)) \) and by Lemma 6.1 there exists a constant \( C(\delta) \) such that \( N_K(\text{Axis}(\rho(\gamma))) \subset N_{K+\delta}(c(\ell_\gamma)) \). Then, noting \( K_\delta = K + C(\delta) \), we obtain that for all primitive elements \( \gamma \in \mathbb{F}_2 \), we have \( \tau_\rho(L_\gamma) \subset N_{K_\delta}(c(\ell_\gamma)) \).

Let \( p_o \) be some projection of the basepoint \( o \) on \( \ell_\gamma \). For a point \( p \) on the geodesic \( \ell_\gamma \), we define the real \( H_\gamma(p) = \pm d(p, p_o) \). The sign plus or minus is determined according to which side of \( p_o \) the point \( p \) is located on. Thus \( H_\gamma \) is an isometry between \( \ell_\gamma \) and \( \mathbb{R} \) sending \( p_o \) to 0.

We begin by the following lemma :

**Lemma 7.1.** Let \( \gamma \) be a primitive element in \( \mathbb{F}_2 \) and pick an integer \( 0 < i \leq r(\gamma) \). Let \( g, g' \) and \( g'' \) be three points on \( L_\gamma \), aligned in this order, such that \( d(g,g') = d(g',g'') = l_i(\gamma) \) (hence \( d(g,g'') = 2l_i(\gamma) \)). Denote \( x = \rho(g)o, x' = \rho(g')o, x'' = \rho(g'')o \) and choose \( p, p' \) and \( p'' \) respectively projections of \( x, x' \) and \( x'' \) on the geodesic \( \ell_\gamma \).

Suppose that \( l_i(\gamma) > C(4C' + 2\delta + 2K_\delta + D) \), then \( p, p' \) and \( p'' \) are aligned in this order on \( \ell_\gamma \).

**Proof.** We prove this lemma by contradiction. Suppose that the points are aligned in one of the two following orders : \( p, p'' \) or \( p', p'' \). Then the reals \( H_\gamma(p') - H_\gamma(p) \) and \( H_\gamma(p'') - H_\gamma(p') \) are of opposite signs. Without loss of generality, suppose that \( H_\gamma(p) \leq H_\gamma(p') \) and \( H_\gamma(p'') \geq H_\gamma(p'' \). Now consider all the integer points on the segment \( [g, g''] \) : \( g_0 = g, g_1, \ldots, g_l(\gamma) = g', g_{l(\gamma)+1}, \ldots, g_{2l(\gamma)} = g'' \). For \( 0 \leq j \leq 2l_i(\gamma) \), denote \( x_j = \rho(g_j)o \) and choose \( p_j \) a projection of \( x_j \) on \( \ell_\gamma \) (choose \( p_0 = p, p_{l_i(\gamma)} = p' \) and \( p_{2l_i(\gamma)} = p'' \)). Therefore, because of our hypothesis on \( p, p' \) and \( p'' \), there exists \( 0 \leq j \leq l_i(\gamma) - 1 \) such that, \( H(p_j) \leq H(p_{j+l_i(\gamma)}) \) and \( H(p_{j+1}) \geq H(p_{j+l_i(\gamma)+1}) \). Hence :

\[
\begin{align*}
d(p_j, p_{j+l_i(\gamma)}) &= H(p_{j+l_i(\gamma)}) - H(p_j) \\
&= H(p_{j+l_i(\gamma)}) - H(p_{j+l_i(\gamma)+1}) + H(p_{j+l_i(\gamma)+1}) - H(p_{j+1}) + H(p_{j+1}) - H(p_j) \\
&\leq |H(p_{j+l_i(\gamma)}) - H(p_{j+l_i(\gamma)+1})| + |H(p_{j+1}) - H(p_j)| \\
&\because H(p_{j+l_i(\gamma)+1}) = H(p_{j+1}) \leq 0 \\
&\leq d(p_j, p_{j+l_i(\gamma)}) + d(p_{j+1}, p_j) \\
&\leq d(\rho(g_{j+l_i(\gamma)})o, \rho(g_{j+l_i(\gamma)+1})o) + 12\delta + d(\rho(g_{j+1})o, \rho(g_j)o) + 12\delta \quad \text{by Lemma 3.2} \\
&\leq 2C' + 24\delta \\
&\because d(g_{j+l_i(\gamma)}, g_{j+l_i(\gamma)+1}) = d(g_{j+1}, g_j) = 1.
\end{align*}
\]

But since \( d(g_j, g_{j+l_i(\gamma)}) = l_i(\gamma) \), we have, by the Bowditch hypothesis and the lemma 2.7, the inequality :

\[
1/C l_i(\gamma) - D \leq d(\rho(g_j)o, \rho(g_{j+l_i(\gamma)})o) + 2C'
\]

Now recall that we have proven that \( \tau_\rho(L_\gamma) \) remains in the \( K_\delta \)-neighborhood of \( \ell_\gamma \), then we have

\[
d(\rho(g_j)o, \rho(g_{j+l_i(\gamma)})o) \leq d(p_j, p_{j+l_i(\gamma)}) + 2K_\delta.
\]
Thus, we can bound $l_i(\gamma)$:

$$l_i(\gamma) \leq C(2C' + 24\delta + 2K_\delta + 2C' + D)$$

and this finishes the proof. \qed

We are now ready to prove that $\rho$ is primitive stable. By contradiction, suppose that it is not. Then for all $n \in \mathbb{N}$, we can find a primitive element $\gamma_n$ and two points $g_n$ and $h_n$ on $L_\gamma$ such that $d(\rho(g_n) o, \rho(h_n) o) \leq \frac{1}{n} d(g_n, h_n) - 1$. Let $x_n = \rho(g_n) o$ and $y_n = \rho(h_n) o$. We have that $d(g_n, h_n) \geq n$.

We can make the assumption that the elements $\gamma_n$ are pairwise distinct. Indeed, if the sequence $(\gamma_n)_n$ only takes finitely many values, then, up to subsequence, we can suppose that $\gamma_n = \gamma$ for some primitive element $\gamma$. But $\rho(\gamma)$ is an hyperbolic isometry so there exist two constants $C_\gamma$ and $D_\gamma$ (depending on $\gamma$!) such that $\tau_\rho(L_\gamma)$ is a $(C_\gamma, D_\gamma)$-quasi-geodesic. Then, since $g_n$ and $h_n$ belong to $L_\gamma$, we have:

$$\frac{1}{C_\gamma} d(g_n, h_n) - D_\gamma \leq d(\rho(g_n) o, \rho(h_n) o) \leq \frac{1}{n} d(g_n, h_n) - 1$$

so

$$\frac{1}{C_\gamma} \frac{D_\gamma}{d(g_n, h_n)} \leq \frac{1}{n} - \frac{1}{d(g_n, h_n)}.$$

then, taking the limit when $n \to \infty$, $\frac{1}{C_\gamma} \leq 0$, which is absurd.

Thus we can suppose that the elements $\gamma_n$ are pairwise distinct and therefore $|\gamma_n| \to \infty$. Denote by $[N_1(\gamma_n), \cdots, N_r(\gamma_n)(\gamma_n)]$ the continued fraction expansion of $\gamma_n$. As in the proof of the previous section \([6]\), we can prove the following lemma.

**Lemma 7.2.** For all $i \in \mathbb{N}^*$, there exists a constant $C_i > 0$ such that for all $n \in \mathbb{N}^*$, whenever $N_i(\gamma_n)$ is well defined (that is $r(\gamma_n) \geq i$), we have $N_i(\gamma_n) \leq C_i$. Moreover, up to subsequence, $r(\gamma_n) \to \infty$.

**Proof.** See proof of Lemma \([6,3]\) \[\qed\]

Now fix an increasing map $\psi : \mathbb{N}^* \to \mathbb{R}^*_+$ satisfying $1 \leq \psi(n) \leq n$, $\forall n \in \mathbb{N}^*$; $\psi(n) \underset{n \to \infty}{\longrightarrow} +\infty$ and $\psi(n) = o(n)$ (for example, take $\psi(n) = \sqrt{n}$).

We set $X_n := \{0 \leq i \leq r(\gamma_n) : l_i(\gamma_n) \leq \psi(n)\}$. For $n \geq 1$, $X_n$ is non-empty because we always have $0 \in X_n$. Thus the integer $I_n = \max X_n$ is well-defined.

**Lemma 7.3.** Up to subsequence, $I_n \underset{n \to \infty}{\longrightarrow} +\infty$. Moreover, $l_{I_n} \underset{n \to \infty}{\longrightarrow} +\infty$.

**Proof.** If the sequence $(I_n)_n$ was to be bounded, let us fix $I$ an integer such that $I_N \leq I$ for all $n \in \mathbb{N}^*$. By the lemma \([7,2]\) $r(\gamma_n) \underset{n \to \infty}{\longrightarrow} +\infty$ then for $n$ sufficiently large, $r(\gamma_n) \geq I + 1$.

Therefore, using again lemma \([7,2]\) and up to passing to subsequence, we can assume that there exists $N_1, \cdots, N_I$ some positive integers such that for all $1 \leq j \leq I$, $N_j(\gamma_n) = N_j$. As a consequence, the sequence $(l_I(\gamma_n))_{n \in \mathbb{N}^*}$ is constant, and we denote $l_I = l_I(\gamma_n)$. Therefore we have for all $n \in \mathbb{N}^*, l_I \leq \psi(n) \leq l_{I+1}(\gamma_n)$, so $l_{I+1}(\gamma_n) \underset{n \to \infty}{\longrightarrow} +\infty$. But

$$l_{I+1}(\gamma_n) = (N_{I+1}(\gamma_n) - 1)l_I + l'_I \leq (N_{I+1}(\gamma_n) + 1)l_I$$
Combining Lemma 2.7 and the Bowditch hypothesis:

\[ N_{\ell_{n+1}}(\gamma_n) \rightarrow +\infty, \]

contradicting the lemma 2.2.

The fact that \( l_{I_n} \rightarrow +\infty \) is now immediate knowing that \( l_{I_n} \geq I_n + 1 \) (see the inequalities of remark 2.5).

Now consider the segment \([g_n, h_n] \in L_{\gamma_n}\) and let us cut it out in subsegments of length \( l_{I_n}\), except maybe the last segment that must be of length smaller that \( l_{I_n} \). Precisely, consider the Euclidean division of the integer \( d(g_n, h_n) \) by \( l_{I_n} \) : \( d(g_n, h_n) = q_n l_{I_n} + r_n \), with \( 0 \leq r_n < l_{I_n} \), and set \( g_0, n = g_n, g_1, n, \ldots, g_{q_n}, n \) points on \( L_{\gamma_n} \) such that \( d(g_{k,n}, g_{k+1,n}) = l_{I_n}, d(g_{q_n,n}, h_n) = r_n \leq l_{I_n} \). Moreover, since \( l_{I_n} \leq \psi(n) \leq \psi(d(g_n, h_n)) \leq d(g_n, h_n) \), we conclude that \( q_n \geq 1 \). Now consider \( x_{k,n} = \rho(g_{k,n})o \) for \( 0 \leq k \leq q_n \) the corresponding point in \( X \) and finally \( p_{k,n} = p(x_{k,n}) \) its projection on \( \ell_{\gamma_n} \), a geodesic joining the attracting and repelling points of \( \rho(\gamma_n) \). On one hand, we have the following inequalities:

\[
d(x_{0,n}, x_{q_n,n}) \leq d(x_{0,n}, y_n) + d(y_n, x_{q_n,n}) \quad \text{by the triangle inequality}\n\leq d(x_{0,n}, y_n) + d(\rho(h_n)o, \rho(g_{q_n,n})o) \quad \text{by the definitions of } x_{0,n}, x_{q_n,n}\n\leq \frac{1}{n}d(g_n, h_n) - 1 + d(\rho(h_n)o, \rho(g_{q_n,n})o) \quad \text{by hypothesis on the points } g_n \text{ and } h_n\n\leq \frac{1}{n}d(g_n, h_n) - 1 + C'd(g_{q_n,n}, h_n) \quad \text{because } \tau_\rho \text{ is } C'-\text{Lipschitz-continuous}\n\leq \frac{1}{n}d(g_n, h_n) - 1 + C'l_{I_n} \quad \text{since } d(g_{q_n,n}, h_n) = r_n \leq l_{I_n}.
\]

On the other hand, since \( x_{0,n} \) and \( x_{q_n,n} \) belong to \( N_{K_\delta}(\ell_{\gamma_n}) \), we have that:

\[ d(p_{0,n}, p_{q_n,n}) \leq d(x_{0,n}, x_{q_n,n}) + 2K_\delta \]

and by Lemma 7.1 \( p_{0,n}, p_{1,n}, \ldots, p_{q_n,n} \) are aligned in this order on \( \ell_{\gamma_n} \), hence

\[ d(p_{0,n}, p_{q_n,n}) = \sum_{k=1}^{q_n} d(p_{k-1,n}, p_{k,n}) \]

Combining Lemma 2.7 and the Bowditch hypothesis:

\[
\frac{1}{C}l_{I_n} - D \leq d(\rho(g_{i-1,n})o, \rho(g_{i,n})o) + 2C', \quad \forall 1 \leq i \leq q_n
= d(x_{i-1,n}, x_{i,n}) + 2C', \quad \forall 1 \leq i \leq q_n
\leq d(p_{i-1,n}, p_{i,n}) + 2K_\delta + 2C', \quad \forall 1 \leq i \leq q_n
\]

Therefore, by summing:

\[
\frac{q_n}{C}l_{I_n} - Dq_n \leq \sum_{i=1}^{q_n} d(p_{i-1,n}, p_{i,n}) + q_n(2K_\delta + 2C')
\]

\[
\frac{q_n}{C}l_{I_n} \leq \sum_{i=1}^{q_n} d(p_{i-1,n}, p_{i,n}) + q_n(D + 2K_\delta + 2C')
\leq d(x_{0,n}, x_{q_n,n}) + 2K_\delta + q_n(D + 2K_\delta + 2C')
\leq \frac{1}{n}d(g_n, h_n) - 1 + C'l_{I_n} + 2K_\delta + q_n(D + 2K_\delta + 2C')
\]
Dividing by $q_n l_{I_n}$:

\begin{equation}
\frac{1}{C} \leq \frac{1}{n} \frac{d(g_n, h_n)}{q_n l_{I_n}} + \frac{D + 2K_\delta + 2C'}{l_{I_n}} + \frac{C'}{q_n} + \frac{2K_\delta - 1}{q_n l_{I_n}}
\end{equation}

We now verify that the right hand side on this last inequality tends to zero:

- $l_{I_n} \to \infty$ by Lemma 7.3.
- We deduce that $q_n l_{I_n} \to \infty$ because $q_n \geq 1$.
- $q_n = \frac{d(g_n, h_n) - r_n}{l_{I_n}} \geq \frac{d(g_n, h_n)}{l_{I_n}} - 1 \geq \frac{n}{\psi(n)} - 1 \to \infty$ because $\psi(n) = o(n)$.
- $\frac{d(g_n, h_n)}{q_n l_{I_n}} \leq \frac{(q_n + 1) l_{I_n}}{q_n l_{I_n}} = 1 + \frac{1}{q_n} \to 1$ because $q_n \to \infty$.

Therefore, taking the limit of the inequality (34) we obtain: $\frac{1}{C} \leq 0$ which is absurd. Then the representation $\rho$ is primitive-stable.
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