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Abstract

Although many sentiment lexicons in different languages exist, most are not comprehensive. In a recent sentiment analysis application, we used a large Chinese sentiment lexicon and found that it missed a large number of sentiment words used in social media. This prompted us to make a new attempt to study sentiment lexicon expansion. This paper first formulates the problem as a PU learning problem. It then proposes a new PU learning method suitable for the problem based on a neural network. The results are further enhanced with a new dictionary lookup technique and a novel polarity classification algorithm. Experimental results show that the proposed approach greatly outperforms baseline methods.

1 Introduction

Sentiment lexicons contain words (such as good, beautiful, bad, and awful) that convey positive or negative sentiments. They are instrumental for many sentiment analysis applications. So far many algorithms have been proposed to generate such lexicons (Liu, 2012). These algorithms are either dictionary-based or corpus-based. In the dictionary-based approach, one exploits synonym and antonym relations in the dictionary to bootstrap a given seed set of sentiment words (Hu and Liu, 2004; Kim and Hovy, 2004; Kamps et al., 2004), or learns a classifier to classify the gloss of each word in the dictionary (Esuli and Sebastiani, 2005). The corpus-based approach uses various linguistic rules or patterns (Hatzivassiloglou and McKeown, 1997; Kanayama and Nasukawa, 2006; Qiu et al., 2011; Tang et al., 2014). We will discuss these and other existing methods in the related work section.

Despite many existing studies, the problem is far from being solved. In a recent application, we used a popular Chinese sentiment lexicon for sentiment classification of Weibo posts (similar to Twitter), and found that it missed a large number of sentiment words. As the lexicon was compiled using formal text such as news, it misses a large number of sentiment words used in social media. Due to the informal nature, many “low class” words are used in social media but seldom used in formal media. New words are also created constantly. Note that new words in Chinese are easier to create from individual characters than in other languages. Thus many of these words are not in the dictionary. All these prompted us to make a new attempt to study sentiment lexicon expansion.

In this paper, we solve the problem in two steps: (1) identify sentiment words from a given corpus, and (2) classify their polarity. We formulate Step 1 as a PU learning problem (learning from positive unlabeled examples). To our knowledge, this is the first such formulation. This is important because it gives us a formal model to tackle the problem. PU learning is stated as follows (Liu et al., 2002): given a set $P$ of examples of a particular class (we also use $P$ to denote the class) and a set $U$ of unlabeled examples which contains hidden instances from both classes $P$ and not-$P$ (called $N$), we want to build a classifier using $P$ and $U$ to classify the data in $U$ or future test data into the two classes, i.e., $P$ and $N$ (or not-$P$). In our case, $P$ is the existing sentiment lexicon, and $U$ is a set of candidate words from a social media corpus. We identify those words in $U$ that are also sentiment words.

A typical PU learning algorithm works by first identifying a small set of reliable $N$ class examples ($RN$) from the unlabeled set $U$ and then running a supervised learning method (e.g., SVM) it-
eratively to add more and more data to the RN set to finally build a classifier (Liu, 2011).

In this work, we first adapt a popular such approach to an augmented multilayer perceptron (AMP) method and use it to replace SVM, and show that using SVM as the learning method is inferior to using AMP. However, we can do much better. We then propose a new PU learning method, called SE-AMP (Spy-based Elimination of P class instances using AMP), which can better exploit the specific nature of our problem. SE-AMP goes in the opposite direction to the existing approach. It starts by treating U as the class N (not-P) data, and then runs the AMP learning method on P and U iteratively to gradually remove potential P class instances from U to purify U so that as iterations progress, fewer and fewer P class instances are still in U. We detail the method in Sec. 3.3. Note that SE-AMP is general and not limited to our task of sentiment lexicon expansion.

We also propose a new method based on dictionary lookup, called Double dictionary Lookup (DL), to enhance the results from the proposed PU learning method. The DL method is also in the framework of PU learning. Our final proposed method for Step 1 is called SE-AMP-DL.

For polarity classification (Step 2, after sentiment words are found), we propose a novel method that is based on polarity association of individual (Chinese) characters in each word.

In summary, this paper has several innovations:

1. It formulates Step 1 of sentiment lexicon expansion as a PU learning problem. To the best of our knowledge, this is the first such formulation.
2. It proposes a new neural learning method AMP and shows that AMP outperforms the traditional SVM based PU learning approach.
3. It further proposes a new and general PU learning strategy that works in the opposite direction to the popular existing approach to suit our task.
4. It also proposes a double dictionary lookup technique to improve the result further.
5. It proposes a novel polarity classification method to classify the polarity of each word.

Experimental results show that the proposed approach makes considerable improvement over existing baseline methods.

2 Related Work

There are two main approaches for sentiment lexicon generation (Liu, 2012): the dictionary-based approach and the corpus-based approach. Under the dictionary-based approach, one method is to use synonym and antonym relations and WordNet graph in the dictionary to bootstrap a set of given seed sentiment words. There are numerous variations of and enhancements to this approach (Hu and Liu, 2004; Valitutti et al., 2004; Kim and Hovy, 2004; Takamura et al., 2007; Andreeva and Bergler, 2006; Kaji and Kitsuregawa, 2007; Blair-Goldensohn et al., 2008; Cambria et al., 2016; Rao and Ravichandran, 2009; Perez-Rosas et al., 2012). For example, (Valitutti et al., 2004; Kim and Hovy, 2004) tried to remove error words and assign a sentiment strength to each word. Mohammad et al. (2009) exploited many antonym-generating affix patterns. Kamps et al. (2004) used a WordNet distance, and Hassan and Radev (2010) used a Markov random walk model over a word relatedness graph. Dragut et al. (2010) used a set of inference rules to determine word sentiment polarity through a deductive process, and Schneider and Dragut (2015) employed a linear programming approach. Another method is to build a supervised sentiment classifier to classify the gloss text of each word in the dictionary (Esuli and Sebastiani, 2005, 2006). Xu et al. (2010a) integrated both dictionaries and corpora to find emotion words based on label-propagation. Perez-Rosas et al. (2012) also worked on cross lingual lexicon construction.

In the corpus-based approach, one key idea is to exploit some linguistic conventions on connectives such as AND and OR Hatzivassiloglou and McKeown (1997). For example, in the sentence “This car is beautiful and spacious,” if “beautiful” is known to be positive, it can be inferred that “spacious” is also positive. Kanayama and Nasukawa (2006) extended the idea to the sentence level by exploiting adversative expressions such as “but” and “however.” Qiu et al. (2011) proposed a double propagation (DP) method that uses both sentiment and target relation and various connectives to extract sentiment words. (Wang and Wang, 2008) did similar works. Huang et al. (2014) detected new sentiment words using lexical patterns. Wilson et al. (2005), Ding et al. (2008), Choi and Cardie (2008) and Zhang and Liu (2011) studied contextual sentiments at the phrase or expression
level. We do not study contextual sentiments.

Another idea for the corpus-based approach is to use word co-occurrences. Turney (2002) computed the Pointwise Mutual Information (PMI) between the target word and seed words to decide its sentiment polarity. This method was extended in (Mohammad et al., 2013; Yang et al., 2014). (Hamilton et al., 2016; Xu et al., 2010b) constructed domain lexicons using lexical graphs.

Recent works also exploited neural networks and word embedding, and treated lexicon generation as a classification problem like us. Tang et al. (2014) expanded a sentiment lexicon using a softmax classifier with the proposed sentiment-specific embedding. Vo and Zhang (2016) obtained sentiment attribute scores of each word through a neural network model to predict tweets emoticons. Bravo-Marquez et al. (2015) classified words using manual features and emoticon-annotated tweets. However, all these works require different kinds of labeled data. We do not rely on emoticons or other forms of annotations.

The problem of adapting a general lexicon to a domain specific one was studied in (Choi and Cardie, 2009; Jijkoun et al., 2010; Du et al., 2010). Feng et al. (2011) also generated a connotation lexicon. These are clearly different from our work.

3 The Proposed Approach

As mentioned in Sec. 1, our problem is solved in two steps: (1) identify sentiment words and (2) classify their polarity. In the following, we first introduce a traditional PU learning method using SVM (Sec. 3.1), and the augmented multilayer perceptron (AMP) method (Sec. 3.2) to set the background for the proposed technique. The proposed PU learning algorithm is presented in Sec. 3.3 for performing the task of step 1, which uses AMP. After that, a dictionary based method called Double Dictionary Lookup (Sec. 3.4) is presented to further improve the result of the first step. The proposed polarity classification method for the second step is discussed in (Sec. 3.5).

3.1 Traditional PU Learning

PU learning has been investigated by several researchers (Liu et al., 2002; Denis et al., 2002; Li and Liu, 2003; Yu et al., 2002; Elkan and Noto, 2008; Hsieh et al., 2015). A popular approach follows a two-stage strategy: (i) identifying a set of reliable N class instances RN from the unlabeled set U; and (ii) building a classifier using P (P class) and RN (N class) and Q = U − RN (unlabeled) by applying a learning algorithm (e.g., SVM) iteratively.

To understand the difference between the proposed algorithm and the above two-stage approach, we give more details to an existing algorithm (Liu, 2011). In the first stage, a Spy technique is used to identify the set of reliable N class instances (or examples) RN from U. It works as follows: 10% of P class instances (in our cases, they are words) is first randomly selected as a spy set S and put in the unlabeled set U. Then SVM is run using the set P − S as the P class training data and U∪S as the N class training data. After training, the resulting classifier assigns a probability to each instance in S to decide a probability threshold th. Instances in U that has a lower probability than th are selected as RN. As suggested in (Liu, 2011), th is set to the probability that separates the last 15% instances in S. We also experimented with 10% and 20%, but the results are similar.

In the second stage, we run SVM iteratively. In each iteration, a classifier trained using P and RN is used to classify the instances in Q = U − RN. Those instances assigned the N class in Q are removed and added to RN. Iterations stop when no instance in Q is classified to the N class.

3.2 Augmented Multilayer Perceptron

We now present the proposed AMP (Augmented Multilayer Perceptron) method, which we will use to replace SVM in PU learning as AMP produces better results. AMP has three layers (Figure 1). The first layer takes the word vector of each word as input with an output of 50 dimensions. The second layer takes the output of the first layer as input to produce an output of 2 dimensions. Both the first and second layers use the RELU activation function. The 2 dimension output of the second layer concatenates with 5 POS features (see Sec. 4.1.3) to form a 7 dimension feature vector as input of the third layer, which is the final layer with the activation function of Sigmoid.

We note that instead of putting POS features in the first layer, we first reduce the dimension of word vector from 200 to 2 with two layers, then compose a vector with POS features as the input to the third layer. This enables POS features to play a more important role. This method gives better results than combining the word vector and POS.
3.3 Proposed New PU Learning Algorithm
We now present the proposed new PU learning strategy, which has only one stage that runs a supervised learning algorithm iteratively using AMP and U by treating U as the N class data. This strategy is more suitable for our task as we will explain in Sec. 4.1.4. The general idea is to remove words from U that are likely to belong to the P class until some stopping criterion is satisfied. The proposed algorithm is called SE-AMP (Spy-based Elimination of P class instances using AMP), which is given in Algorithm 1. Note that in the algorithm, we use +1 to denote class P (line 1) and -1 to denote class N (line 5). We don’t use SVM any more as AMP performs much better. We now detail the working of the algorithm.

The algorithm still uses Spies and also works iteratively, but in a very different way. It first randomly sample a small proportion γ of words from set P to form the spy set S (line 2), which is added to the current U set to form U_s (line 4). The U set is updated in each iteration. An AMP classifier is trained using set P (with the class label +1) and set U_s (regarded as class N with the class label -1) (line 6). The resulting classifier or model M is used to score or assign a probability to each instance in U and in S (line 7).

Now we come to the crucial steps of the proposed algorithm. It tries to remove likely P class instances from U. U is essentially regarded as an noisy N class data, i.e., it has a lot of errors (which are hidden P class instances). Thus this step effectively aims to purify the N class set. In line 8, the algorithm determines a threshold θ to remove some likely P class instances from U. We will discuss the function for determining θ below.

Based on the probability threshold θ, the algorithm removes those instances in U with greater probability than θ (lines 9-13) and those instances in the spy set S (line 14-18).

The algorithm stops when the stopping criteria is met (lines 19 and 20); otherwise, it goes to the next iteration with the updated U and S. We determine the threshold δ using a validation set (Sec. 4.1.1).

Determine θ: In this new algorithm, each iteration removes instances that are likely to be of P class from the unlabeled set U. One simple way is to remove the top k% of U based on the classifier result of each iteration. However, this method is undesirable because we cannot control the probabilities of the eliminated instances. We propose to use Gaussian fitting to determine the threshold θ.

After each iteration, every spy word w_i ∈ S is assigned a probability x_i (= Pr(P|w_i)) to be in class P by the classifier M, a Gaussian fitting is done on these probabilities. Parameters of Gaussian distribution are obtained using Maximum Likelihood Estimate (MLE) as follows: μ = 1/n ∑_{i=1}^{n} x_i, and σ^2 = 1/n ∑_{i=1}^{n} (x_i - μ)^2. We set the threshold θ = μ + σ. Thus those words have probabilities higher than θ are considered very likely to belong to the P class. This threshold is very conservative and only allows those very likely P class instances to be removed from U.

We will discuss why the proposed SE-AMP is better than S-AMP in Sec. 4.1.4 after we see the experiment results. Note that S-AMP uses the traditional PU-learning strategy discussed in Sec. 3.1 but it replaces SVM with AMP.

3.4 Double Dictionary Lookup
To improve PU learning of SE-AMP further, we propose to employ a dictionary. Using a dictionary is natural because human beings always use dictionaries to understand a word. The proposed Double Lookup (DL) technique is given in Algorithm 2. Why double lookup is needed will be clear shortly.

The algorithm works as follows. Let the set of given sentiment lexicon be P, the given dictionary be D, and the set of candidate words be U (in this case, it is the test set). For each candidate word w ∈ U, we first look w up in the dictionary D (lines 1-2). If w can be found in D (line 2), we use a lexicon-based sentiment classifier (C) (see below) to classify the gloss or explanation note (G_w) of w (lines 3-4). The function classify returns a set of sentiment words O_1 from G_w (line 4), which are also in P. If O_1 is not empty, it means that G_w
Algorithm 1 SE-AMP($P, U$)

1: Every instance in $P$ is assigned the class label $+1$
2: $S = \text{Sample}(P, \gamma)$; // $\gamma = 0.1$ in this experiment; instances in $S$ are spies
3: loop
4: $U_s = U \cup S$
5: Every instance $u$ in $U_s$ is assigned the class label $-1$ // $-1$ denotes the $N$ class
6: $M = \text{AMP}(P, U_s)$ // Build a binary AMP classifier $M$
7: $\text{score}(M, U, S)$ // Score each instance $i$ in $U$ and $S$ using $M$ to give each $i$ a probability score
8: $\theta = \text{DetermineThreshold}(S)$ // decide a probability threshold $\theta$ using $S$
9: for each instance $u \in U$ do
10: if its probability $Pr(+1|u) > \theta$ then
11: $U = U - \{u\}$
12: end if
13: end for
14: for each instance $s \in S$ do
15: if its probability $Pr(+1|s) > \theta$ then
16: $S = S - \{s\}$
17: end if
18: end for
19: if $|S| \leq \delta(\gamma|P|)$ then // Stopping criterion; $\gamma|P|$ is actually the original size of $S$ in line 2
20: exit-loop
21: end if
22: end loop

is classified to the sentiment class. If it is empty, it is classified to the non-sentiment class.

This one dictionary lookup is not safe to determine whether word $w$ is a sentiment word or not because some sentiment words in the lexicon $P$ are noisy and don’t have clear sentiments. This gives us too low precision. That is why we perform the second dictionary lookup, which is on the words in $O_1$ to ensure that at least one word in $O_1$ is very likely to be a true sentiment word because a noisy sentiment word in $P$ is unlikely to be explained by another word in $P$. But a true sentiment word in $P$ is very likely to be explained by another sentiment word in $P$.

Line 7 looks up each word $o \in O_1$ in $D$ and finds its gloss or explanation note $G_o$. $G_o$ is then classified in line 8, which returns a list of sentiment words $O_2$ from $G_o$, also in $P$. If $O_2$ is not empty, meaning that $G_o$ is a sentiment sentence (line 9), we return $w$ as a sentiment word (line 10).

**Lexicon-based sentiment classifier (C):** $C$ is a binary classifier with two classes sentiment or non-sentiment. Given a sentence $s$ (e.g., the explanation note of a word in the dictionary), it simply finds sentiment words in $s$ that are also in the given sentiment lexicon $P$. If some sentiment words are found, it returns them in a set indicating the sentence $s$ is a sentiment sentence. Although simple, this works quite well because the explanation note of a word in a dictionary is usually quite simple.

**Integrating SE-AMP and DL:** Our final proposed method (SE-AMP-DL) combines SE-AMP and DL. As we will see that DL has high precision but low recall because most of the new words cannot be found in the dictionary, we use the results of DL to correct the results of the SE-AMP algorithm. Words that are classified as belong to the $N$ class by SE-AMP are moved to the $P$ class if the DL method believes them to be sentiment words.

### 3.5 Polarity Classification

After sentiment words are discovered, this step determines the polarity (positive or negative) of each discovered sentiment word. We propose a new classification method exploiting the fact that new Chinese words are created with 2 or more Chinese characters. The meaning of a Chinese word is closely related to the meaning of each individual character of the word. So the polarity of a Chinese word is strongly related to the polarity of the characters that form the word, which is the motivation of the new classification method. We use the polarity association of the characters in each word to predict the polarity of the word based on super-
Algorithm 2 DL(P, D, U, C)

1: for each candidate word \( w \in U \) do
2:     if \( w \) can be found in \( D \) then // First dictionary lookup; \( D \) is the dictionary
3:         Let \( G_w \) be the gloss or explanation of word \( w \) in \( D \)
4:         \( O_1 = \text{classify}(G_w, C) \) // \( O_1 \) is the set of sentiment words in \( G_w \) and \( O_1 \subseteq P \) (lexicon)
5:     if \( O_1 \neq \emptyset \) then // \( G_w \) is classified to the sentiment class
6:         for each word \( o \in O_1 (\subseteq P) \) do
7:             Let \( G_o \) be the gloss or explanation of word \( o \) in \( D \) // Second dictionary lookup
8:             \( O_2 = \text{classify}(G_o, C) \) // \( O_2 \subseteq P \) (lexicon) and \( C \) is the sentiment classifier
9:         if \( O_2 \neq \emptyset \) then // \( G_o \) is classified as a sentiment sentence
10:            \( w \) is a new sentiment word
11:        end if
12:     end for
13: end if
14: end for
15: end for

vised learning. We call the method CPA (Character Polarity Association). This method is very useful for languages whose words are constructed by characters such as Chinese and Japanese.

**Feature Vector:** For a character, we calculate the percentages of it appearing in the positive words and negative words in the existing lexicon \( P \) to form a 2-dimensional polarity vector. For example, the polarity vector \((0.9, 0.1)\) means that 90% of the words in the existing lexicon that contains the character are positive and the other 10% are negative. Thus, for a word with 2 characters, which covers most cases in Chinese, a 4-dimensional vector is formed. For those words with more than 2 characters, we choose 2 characters with the strongest polarity to form a 4-dimensional vector.

**Classifier Building:** Using all positive and negative words in the existing lexicon \( P \) as the training sample, each word represented as a vector of four features, we apply a Naive Bayesian Classifier to build a polarity classifier. For testing, a word is represented in the same way. If a test word contains charters that don’t exist in the lexicon, we give each character \((0.5, 0.5)\) as the polarity vector.

4 Experimental Evaluation

We now evaluate the proposed technique SE-AMP-DL to expand an existing Chinese sentiment lexicon, DUTIR (Dalian University of Technology, Information Retrieve Lab) Affective Lexicon Ontology (Xu et al., 2008). DUTIR lexicon is perhaps the largest Chinese sentiment lexicon with 27466 words. Although large, since it was built based on formal text such as news, essays, and novels, it does not contain many sentiment words often used in social media as we will see later. We will also see that many new sentiment words that we discovered are not even in an authoritative Chinese language dictionary. Thus, compiling a comprehensive sentiment lexicon is needed. Below, we first evaluate sentiment words discovery (Step 1) and then polarity classification (Step 2).

4.1 Sentiment Words Discovery

4.1.1 Data and Parameter Settings

We use a large Chinese Weibo corpus (Chinese version of Twitter) from (Wang et al., 2013) for our lexicon expansion, which has about 4.4 million pairs of post and response messages. Although it was originally used to study natural language conversations, it is quite suitable for our purpose as online conversations are sentiment rich.

**Word embedding:** We first used the Stanford Chinese word segmenter to split sentences into sequences of words (the POS-tag of each word is also obtained in the process). For word embedding, we used word2vec (Mikolov et al., 2013). Each word vector has 200 dimensions.

**P set, U set, validation set, and test set:** We randomly sampled 200K messages, and used all 54303 words contained in them as our experiment dataset. Out of the 54303 words (stopwords have been removed), 4957 of them also appear in the DUTIR lexicon and are thus sentiment words. The remaining 49346 words are unlabeled.

**Validation set:** The validation set consists of randomly selected 300 words from the 4957 sen-
timent words and 700 words from the 46742 unlabeled words. Although the 700 words are unlabeled, they are treated as N class words.

**Test set:** 1000 words are randomly sampled from 48646 (= 49346 – 700) unlabeled words as the test set, which is labeled manually. Two native speakers labeled the 1000 test words. The Kappa agreement score is 0.695. For any word with disagreement, the annotators discussed to come to a final decision. The annotated test set has 199 sentiment words, 78 positive and 121 negative words.

**P set and U set:** The remaining 4657 (= 4957 – 300) sentiment words serve as the P set and the remaining 45042 (= 46742 – 700 – 1000) words serve as the U set for learning.

**Parameter settings:** As indicated earlier, 10% (γ) of the P class examples are randomly selected as spies S (465). The probability threshold θ is set using the Gaussian fitting (Sec. 3.3). The iteration stopping criterion of SE-AMP (Sec. 3.3) is decided using the validation set (δ = 30%).

**Evaluation measures:** We use the classic precision, recall, and F score for evaluation.

### 4.1.2 Compared Systems

We compare the following seven (7) techniques:

- **DP:** The Double Propagation (DP) Method in (Qiu et al., 2011). This method uses dependency patterns for extraction.
- **PMI:** The classic PMI method (Turney, 2002) using the full Weibo corpus and 100 positive and 100 negative words in the DUTIR sentiment lexicon as the reference words. These words appear most frequently in the Weibo corpus. In (Turney, 2002), only 1 positive and 1 negative reference words are used. We also tried to use 1, 50, 150, 200, and all words in the positive and negative classes as reference words, respectively. However, they give poorer results. Since the PMI method can only determine the polarity, but cannot decide whether a test word is a sentiment word or not. We make that decision by using the mean score the PMI method of all positive words in the lexicon as the positive threshold and the mean score of all negative words as the negative threshold.
- **S-SVM:** The traditional PU learning method described in Sec. 3.1 using SVM.
- **S-AMP:** Same as S-SVM, but SVM is replaced with AMP.
- **SE-AMP:** The proposed PU learning method without DL.
- **SE-AMP-DL:** Only the double dictionary lookup method, using the Contemporary Chinese Dictionary.
- **SE-AMP-DL:** This is our final proposed method, which combines SE-AMP and DL.

We could not compare with recent approaches Tang et al. (2014); Vo and Zhang (2016); Bravo-Marquez et al. (2015) as they all require some supervised information on the data. Our method is unsupervised except the use of the lexicon. These methods were also evaluated indirectly based on the social media post sentiment or emotion classification results. None reported precision, recall, or F score of the discovered sentiment words.

We do not compare with a dictionary-based approach because most of the test words are not even in the dictionary. Only 87 of 199 sentiment words in the test set can be found in the Contemporary Chinese dictionary. Note that in Chinese, one can form a word using characters fairly easily.

### 4.1.3 Features

For both SVM and AMP, the feature vector for each word is the word vector and POS tags. POS tags are divided into 5 classes (noun, verb, adjective, adverb, others) and form a 5 dimension binary vector (e.g. [1, 0, 0, 0, 0] for noun). In the SVM approach, POS tags are concatenated to the word embedding features to form a 205 dimension feature vector (5 POS tags and 200 word embedding features). We used the RBF kernel, which gives the best result as compared to other kernels.

### 4.1.4 Experiment Results

We now present and discuss the results. The syntactic pattern based DP approach performed very poorly because social media posts are brief and the use of patterns to link sentiment words are quite infrequent. Thus, we will not include its results. Below, we first compare PMI, S-SVM and S-AMP, and then the results of the proposed PU learning method SE-AMP (without using DL). The results of incorporating DL are discussed last.

**Existing Approach - PMI vs. S-SVM vs. S-AMP:** S-SVM and S-AMP use the traditional PU learning approach described in Sec. 3.1 for model building. 10% of P class examples are sampled as spies to produce the RN set.

| Method                  | F Score |
|-------------------------|---------|
| PMI                     |         |
| S-SVM                   |         |
| S-AMP                   |         |
| SE-AMP-DL               |         |

Table 1 shows the results of S-SVM and S-AMP iterations. We observe that the AMP version performs much better than the SVM version. The first three iterations improve the results. But after that, the results deteriorate for both systems.
Thus the table only shows the first few iterations since the results keep deteriorating after iteration 2. The best results are obtained by S-AMP, which is 0.548 in \( F \) score. S-SVM’s best \( F \) score is only 0.509, which is poorer. We also see that the precision and recall of S-AMP are both consistently better than those of S-SVM.

We note that these two algorithms cannot catch the best results when they stop following the algorithm in (Liu, 2011). We did not use the validation set here to find the best stopping criterion because even their best results are poorer than those of SE-AMP. PMI does similarly to S-AMP.

**Proposed Approach - SE-AMP:** Table 2 shows the results of the proposed PU learning approach (SE-AMP). As noted above, the iteration stopping criterion \( \delta \) is determined using the validation set. Iteration 0 means the classifier uses all unlabeled examples in \( U \) as the \( N \) set. Compared with iteration 0 of the traditional strategy (S-AMP), the \( F \) score of SE-AMP improves slightly (from 52.0% to 54.8%), but both are low. This is because the reliable \( N \) set \( RN \) for the traditional approach is too small (not representative of all \( N \) class examples) while for the proposed approach, the \( N \) set has too many hidden \( P \) class instances. The traditional PU learning tries to include more and more likely \( N \) examples iteratively to move to the \( P \) direction while the proposed approach doing the opposite, eliminating likely \( P \) instances from the unlabeled set \( U \). As the table shows, the results of SE-AMP gets better and better after each iteration (it stops when the stopping condition is met). Precision, recall and \( F \) score all improve consistently, which result in improvements of 12.0%, 8.5% and 9.6% respectively. Compared with the best result of S-AMP, the precision of SE-AMP improves from 55.4% to 67.4%, recall improves from 51.8% to 59.3% and the \( F \) score improves from 53.5% to 63.1%.

We now explain why SE-AMP is better than S-AMP. We believe that the main reason is the high level of noise in \( P \), i.e., many words in \( P \) don’t have clear sentiments. The traditional PU learning (S-AMP) tries to add classified \( N \) class instances into the \( RN \) set in each iteration. This works fine for the first few iterations but then goes wrong because the noise in \( P \) resulted in a lot of hidden \( P \) instances added into the \( RN \) set. Then the results deteriorate as more and more wrong instances are added as iterations progress. In contrast, the proposed SE-AMP removes likely \( P \) instances (including those noisy ones) from the \( U \) set to obtain a purer and purer \( N \) set. Due to the very conservative setting of the \( \theta \) parameter (see Sec. 3.3), the number of words removed from \( U \) in each iteration is small, so is the number of spy words removed from \( S \) as we can see in Table 2. Thus, \( U \) becomes purer and purer slowly, and the validation set helps find a good stopping iteration.

**Incorporating Double Dictionary Lookup (DL) - SE-AMP-DL:** The double dictionary lookup (DL) method improves the results further. DL uses the most authoritative Chinese dictionary: The Contemporary Chinese Dictionary. However, only 379 out of the 1000 test words are in the dictionary, among which 87 are sentiment words. As Table 3 shows, the DL method alone has a high precision but low recall as a lot of sentiment words are not in the dictionary. After correction of the results from SE-AMP by DL, the \( F \) score improves from 63.1 of SE-AMP to 65.6 of SE-AMP-DL.

Note: We also tried to clean up the lexicon first using DL to reduce the noise in the \( P \) set.
before performing the proposed algorithms. But after cleaning, only 1968 sentiment words out of 4957 remained. We inspected the result and found that the cleaning removed a lot of true sentiment words, making the $P$ set too small for our algorithms and thus produced much poorer results.

### 4.2 Polarity Classification

Here we use the well-known PMI method in (Turney, 2002) as the baseline, which was designed for polarity classification. Again, for PMI computation, we use 100 positive and 100 negative words in our lexicon that appear most frequently in the Weibo corpus as the reference words, and compute the PMI scores between the candidate words and the references. Using many other numbers of sentiment words in the lexicon as the reference words give poorer results (see also Sec. 4.1.2). A word is considered as a positive sentiment word if its score is positive, or negative if the score is negative.

We apply the proposed CPA method and PMI to all 199 true sentiment words in the test set (199 set), and the sentiment words identified by SEAMP-DL (identified set), which has many errors, i.e., non-sentiment words, Experimental results in Table 4 show that CPA outperforms PMI greatly in both cases. Those non-sentiment words are considered wrong in the “identified set” case.

|          | Prec. | Rec. | F-score |
|----------|-------|------|---------|
| **PMI**  |       |      |         |
| 199 set  |       |      |         |
| pos.     | 60.7  | 65.4 | 63.0    |
| neg.     | 76.5  | 72.7 | 74.6    |
| identified |      |      |         |
| pos.     | 43.8  | 35.9 | 39.2    |
| neg.     | 45.1  | 42.1 | 43.6    |
| **CPA**  |       |      |         |
| 199 set  |       |      |         |
| pos.     | 83.8  | 79.5 | 81.6    |
| neg.     | 87.2  | 90.1 | 88.6    |
| identified |      |      |         |
| pos.     | 60.9  | 50.0 | 54.9    |
| neg.     | 65.2  | 60.3 | 62.6    |

Table 4: PMI and CPA classification results.

### 5 Conclusion

This paper made a new attempt to study sentiment lexicon expansion based on a social media corpus. It first showed that the problem can be formulated as PU learning. It then proposed an augmented multilayer perceptron method to give PU learning an neural network solution. It then proposed a new PU learning method, which outperforms a classic existing PU learning method. To improve the results further, it proposed a double dictionary lookup technique. Additionally, a novel polarity classification method was also designed. Experimental results demonstrated the effectiveness of these proposed methods.
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