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Abstract. We analyze the spectrum of the tensor-triangulated category of Artin-Tate motives over the base field \( \mathbb{R} \) of real numbers, with integral coefficients. Away from 2, we obtain the same spectrum as for complex Tate motives, previously studied by the second-named author. So the novelty is concentrated at the prime 2, where modular representation theory enters the picture via work of Positselski, based on Voevodsky’s resolution of the Milnor Conjecture. With coefficients in \( k = \mathbb{Z}/2 \), our spectrum becomes homeomorphic to the spectrum of the derived category of filtered \( kC_2 \)-modules with a peculiar exact structure, for the cyclic group \( C_2 = \text{Gal}(C/\mathbb{R}) \). This spectrum consists of six points organized in an interesting way. As an application, we find exactly fourteen classes of mod-2 real Artin-Tate motives, up to the tensor-triangular structure. Among those, three special motives stand out, from which we can construct all others. We also discuss the spectrum of Artin motives and of Tate motives.
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1. Introduction

We explore motives and representation theory, from the perspective of tensor-triangular geometry. We first present our results in the language of motives and then turn to representation theory in the second part of this introduction.

Motivic result. Consider the tensor-triangulated category (tt-category for short)
\[ \mathcal{K} = \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2) \]
of geometric mixed Artin-Tate motives over the base field \( F = \mathbb{R} \) of real numbers, with coefficients modulo 2. (Mutatis mutandis, \( F \) could be any real closed field.) In Voevodsky’s category \( \text{DM}^{\text{gm}}(F; k) \) of geometric motives over \( F \), with coefficients in a commutative ring \( k \) (see [Voe00]), the tt-subcategory \( \text{DATM}^{\text{gm}}(F; k) \) is generated by Tate objects \( k(i), i \in \mathbb{Z} \), and Artin motives \( M(\text{Spec}(E)) \) for finite separable extensions \( E/F \). Our base field \( F = \mathbb{R} \) is the simplest non-trivial case, involving only one separable extension \( E = \mathbb{C} \). And yet, we shall see that this case is already interesting, particularly for coefficients in \( k = \mathbb{Z}/2 \).

Every tt-category \( \mathcal{K} \) admits a spectrum \( \text{Spc}(\mathcal{K}) \), a space that classifies objects of \( \mathcal{K} \) up to the tensor-triangular structure; see [Bal05, Bal10b] or Reminder 2.8. For ‘tensor-triangular geometry’ and its relevance beyond motives and representation theory, the reader is referred to the surveys [Ste18, Bal20]. Here, our goal is:

1.1. Main Theorem (Theorem 10.1). The spectrum of the tensor-triangulated category \( \mathcal{K} \) of real Artin-Tate motives with \( \mathbb{Z}/2 \)-coefficients is the six-point space

\[
\text{Spc}(\mathcal{K}) = \begin{array}{c}
\bullet \\
L_0 \\
N_0 \\
M_0 \\
L_1 \\
N_1 \\
M_1 \\
\end{array}
\]

where a line \( \bullet-\bullet \) indicates that the higher point lies in the closure of the lower one.

Before discussing consequences, let us unpack the above result. The space \( \text{Spc}(\mathcal{K}) \) has exactly fourteen closed subsets, ordered by inclusion as follows:

\[
\begin{align*}
\emptyset & \subset \{L_1\} \subset \{L_1\} \cup \{N_1\} \subset \{N_0, N_1\} \\
\{L_0, L_1\} & \subset \{L_0, L_1\} \cup \{N_1\} \subset \{L_0, L_1\} \cup \{N_0, N_1\} \\
\{L_0, L_1, M_1, N_1\} & \subset \{L_0, L_1\} \cup \{N_0, N_1\} \subset \{L_1, M_1, N_0, N_1\} \\
\{L_0, L_1, M_1, N_0, N_1\} & \subset \text{Spc}(\mathcal{K})
\end{align*}
\]

The space \( \text{Spc}(\mathcal{K}) \) has Krull dimension two and admits six irreducible closed subsets. In addition to \( \text{Spc}(\mathcal{K}) = \{M_0\} \) itself and the two closed points \( \{L_1\} = \{L_1\} \) and
There are three irreducibles (highlighted in orange in (1.2) above)

\[ \mathcal{N}_1 = \{N_1\}, \quad \mathcal{L}_0 = \{L_0, L_1\}, \quad \mathcal{M}_1 = \{M_1, N_1\} \]

that are ‘special’ in that they are not intersections of larger irreducibles.

By [Bal05], the lattice (1.2) of closed subsets of \( \text{Spc}(\mathcal{K}) \) classifies the tt-ideals of \( \mathcal{K} \), i.e. the thick triangulated \( \otimes \)-ideal subcategories of \( \mathcal{K} \). Consequently:

1.4. **Corollary.** There are precisely fourteen tt-ideals in \( \mathcal{K} = \text{DATM}^{gm}(\mathbb{R}; \mathbb{Z}/2) \).

Every object \( M \) in a tt-category \( \mathcal{K} \) has a support \( \text{supp}(M) \subseteq \text{Spc}(\mathcal{K}) \) and \( \otimes \)-unit \( 1 = M(\text{Spec}(\mathbb{R})) \). This happens if and only if \( M \) and \( M' \) generate the same tt-ideal \( \langle M \rangle = \langle M' \rangle \), that is, \( M \) and \( M' \) can be constructed from one another using the tensor-triangular structure of \( \mathcal{K} \). In this light, the above corollary implies that there are precisely 14 equivalence classes of real Artin-Tate motives with \( \mathbb{Z}/2 \)-coefficients, one for each closed subset given in (1.2).

For some of those 14 closed subsets \( Z \) of \( \text{Spc}(\mathcal{K}) \) it is easy to construct a representative \( M \in \mathcal{K} \) whose support is \( Z \). As always, \( \emptyset \) is the support of zero and \( \text{Spc}(\mathcal{K}) \) is the support of the \( \otimes \)-unit \( 1 = M(\text{Spec}(\mathbb{R})) \). Also, if we have objects \( M_1 \) and \( M_2 \) realizing \( Z_1 = \text{supp}(M_1) \) and \( Z_2 = \text{supp}(M_2) \), then we immediately have objects realizing their union \( Z_1 \cup Z_2 = \text{supp}(M_1 \oplus M_2) \) and their intersection \( Z_1 \cap Z_2 = \text{supp}(M_1 \otimes M_2) \). Hence there are three ‘special’ Artin-Tate motives to describe, namely motives whose supports are the three special irreducible closed subsets of (1.3), those that are not intersections of larger irreducibles.

**Three special Artin-Tate motives.** (See Section 10.) The right-most irreducible \( \mathcal{N}_0 = \{N_0, N_1\} \) in (1.3) is the support of the motive of the complex numbers \( M(\text{Spec}(\mathbb{C})) \).

In other words, the two points \( \{N_0, N_1\} \) are exactly (the homeomorphic image of) the spectrum of the complex version of \( \mathcal{K} \), that is, the tt-category of mod-2 complex Tate motives \( \text{DTM}^{gm}(\mathbb{C}; \mathbb{Z}/2) \); the spectrum of the latter was shown in [Gal19] to be a Sierpiński space, i.e. a space with two points, one closed (\( N_1 \)) and one open (\( N_0 \)). This ‘geometric’ part is marked by the blue box in (1.5) below.

The four ‘non-geometric’ points \( M_0, M_1, L_0, L_1 \) can be called ‘arithmetic’.

The second irreducible \( \mathcal{M}_1 = \{L_1, M_1, N_1\} \) appearing in (1.3) and isolated in the horizontal green box of (1.5) is the support of a generalized Koszul object

\[ \text{Kos}(\beta, \rho) := \text{cone}(\beta) \otimes \text{cone}(\rho). \]
Here $\beta: 1 \to 1(1)$ is the (motivic) Bott element of [Lev00, HH05], that is, the non-trivial element $-1$ in the motivic cohomology group $H^{0,1}(\mathbb{R}; \mathbb{Z}/2) \cong \mu_2(\mathbb{R}) = \{\pm 1\}$. The map $\rho: 1 \to 1(1)[1]$ is the non-trivial element in the other weight-one motivic cohomology group $H^{1,1}(\mathbb{R}; \mathbb{Z}/2) \cong K_1(\mathbb{R})/2 = \mathbb{R}^\times/(\mathbb{R}^\times)^2$, induced by a morphism $\text{Spec}(\mathbb{R}) \to \mathbb{G}_m$ corresponding to a negative real number, see [Bac18]. The 3-point irreducible subset $\{\overline{M}_1\}$ is also the image on spectra of a ‘semi-simplication’ functor $\mathcal{K} \to \text{K}_0(\text{AM}(\mathbb{R}; \mathbb{Z}/2))$ taking values in the homotopy category of complexes of pure Artin motives, and closely related to the weight complex functor of Bondarko [Bon10, Wil16]. Hence the label ‘pure’ in (1.5). The other three points $\mathcal{L}_0, \mathcal{M}_0, \mathcal{N}_0$ are genuinely ‘mixed’.

Finally, consider the left-most irreducible $\mathcal{L}_0 = \{\mathcal{L}_0, \mathcal{L}_1\}$ in (1.3). In the category of finite correspondences over $\text{Spec}(\mathbb{R})$, the object $\text{Spec}(\mathcal{L})$ is $\otimes$-selfdual and admits a map $\eta: 1 \to \text{Spec}(\mathcal{L})$ dual to the structure morphism $\epsilon: \text{Spec}(\mathcal{L}) \to \text{Spec}(\mathbb{R}) = 1$. The composition $\epsilon \circ \eta$ is multiplication by $[\mathcal{L} : \mathbb{R}]$, hence vanishes with $\mathbb{Z}/2$-coefficients. The corresponding complex

\begin{equation}
S_0 = \cdots \to 0 \to 1 
\xrightarrow{\eta} \text{Spec}(\mathcal{L}) \xrightarrow{\epsilon} 1 \to 0 \to \cdots
\end{equation}

can be viewed as an object of $\mathcal{K}$ and its support is $\{\mathcal{L}_0, \mathcal{L}_1\}$. This $S_0$ is closely related to the non-trivial element of the Picard group discovered in [Hu05]. Namely, consider the affine quadric $Q: x^2 + y^2 = 1$ and its reduced motive $\overline{M}(Q)$. This invertible motive is Artin-Tate and comes with a morphism $\tilde{\epsilon}: \overline{M}(Q) \to \overline{M}(\mathbb{G}_m)$, whose cone is nothing but the complex (1.6), up to one Tate twist.

Several interesting computations of spectra follow from Main Theorem 1.1.

**Artin motives and Tate motives.** In Voevodsky’s category $\text{DM}^{gm}(\mathbb{R}; \mathbb{Z}/2)$, we have the tt-subcategories of Tate motives $\text{DTM}^{gm}(\mathbb{R}; \mathbb{Z}/2)$, or of Artin motives $\text{DAM}^{gm}(\mathbb{R}; \mathbb{Z}/2)$, i.e. the tt-subcategories of our $\mathcal{K}$ generated by only the Tate objects $\mathbb{Z}/2(i)$ for $i \in \mathbb{Z}$, or by only the Artin motive $\text{M}((\text{Spec}(\mathbb{C}))$, respectively.

1.7. *Corollary* (Theorem 12.1 and Theorem 12.3). The spectra of the tt-categories of real Tate motives and of real Artin motives with $\mathbb{Z}/2$-coefficients are respectively

$$
\text{Spc}(\text{DTM}^{gm}(\mathbb{R}; \mathbb{Z}/2)) = \bullet \leftrightarrow \bullet \quad \text{and} \quad \text{Spc}(\text{DAM}^{gm}(\mathbb{R}; \mathbb{Z}/2)) = \bullet \leftrightarrow \bullet.
$$

In particular, the former admits six tt-ideals and is a local tt-category (unique closed point) whereas the latter admits five tt-ideals. (For the continuous maps induced by inclusion, between those spectra and $\text{Spc}(\text{DTM}^{gm}(\mathbb{R}; \mathbb{Z}/2))$, see Remark 12.5.)

**Inverting $\beta$ or $\rho$.** We described above the ‘pure’ irreducible $\{\overline{M}_1\} = \{\mathcal{L}_1, \mathcal{M}_1, \mathcal{N}_1\}$ at the top of $\text{Spc}(\mathcal{K})$ as the support of a generalized Koszul object $\text{Kos}(\beta, \rho)$. More precisely, this closed subset $\{\overline{M}_1\}$ is the intersection of the following two supports

$$
supp(\text{cone}(\beta)) = \bullet \leftrightarrow \bullet \quad \text{and} \quad supp(\text{cone}(\rho)) = \bullet \leftrightarrow \bullet.
$$

Thus, inverting $\beta$ or $\rho$ yields in both cases a tt-category whose spectrum is a Sierpiński space (the complements, marked $\circ$ – above) corresponding to the points
\{M_0, N_0\} and \{M_0, \mathcal{L}_0\} respectively. The localization at \(\beta\) is \(\acute{e}\)tale realization

\[\text{Re}_{\acute{e}t} : \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2) \to \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2)[\beta^{-1}] \cong D_b(\mathbb{Z}/2[C_2])\]

where \(C_2 = \text{Gal}(\mathbb{C}/\mathbb{R})\). On the other hand, we call the localization at \(\rho\) the \textit{real realization}, in reference to Bachmann [Bac18] (who proves that in the context of \(\mathbb{A}^1\)-homotopy theory inverting \(\rho\) amounts to real realization):

\[\text{Re}_R : \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2) \to \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2)[\rho^{-1}]\]

We compute the target as the quotient of Artin motives by the motive of \(\mathbb{C}\)

\[\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2)[\rho^{-1}] \cong \frac{\text{DAM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2)}{(M(\text{Spec}(\mathbb{C})))} \cong \frac{K_b(\mathbb{Z}/2[C_2])}{(\mathbb{Z}/2[C_2])}.\]

(The identification \(\text{DAM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2) \cong K_b(\mathbb{Z}/2[C_2])\) goes back to [Voe00, § 3.4].) We will also give an arguably more explicit description of this quotient category in terms of filtered \(C_2\)-representations over \(\mathbb{Z}/2\). For more details, we refer to Section 8.

**Integral coefficients.** So far, we only discussed real motives with mod-2 coefficients. With integral coefficients, the spectrum of \(\text{DATM}^{\text{gm}}(F; \mathbb{Z})\) for \(F\) real closed is essentially determined by the spectrum of \(\text{DATM}^{\text{gm}}(F; \mathbb{Z}/2)\) and the analogous spectra over the algebraic closure \(\bar{F}\). This algebraically closed case was handled in [Gal19, Gal18] for finite coefficients, whereas the case of rational coefficients goes back to [Pet13]. Since the latter is unconditional only for small fields we deduce an unconditional statement only for \(F\) the field of real algebraic numbers. The expectation is, however, that the same result holds in general, cf. Remark 11.8.

1.8. **Corollary** (Theorem 11.3, Remark 11.8). \textit{The spectrum of \(\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z})\) is the following topological space}

\[\text{Spc}(\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z})) = \bullet \quad \text{Spec}(\mathbb{Z}) = \bullet \]

where \(\bullet\) is the spectrum of the rational category \(\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Q})\), which is conjectured to be a point. The same result holds for any real-closed field instead of \(\mathbb{R}\), in particular for \(\mathbb{R}_{\text{alg}} = \mathbb{Q} \cap \mathbb{R}\) in which case \(\bullet\) is indeed known to be a single point.

The canonical comparison map of [Bal10a] yields the vertical projection. The six points \(\mathcal{L}_1, M_1, N_1, \mathcal{L}_0, M_0, N_0\) are mapped to \(2\mathbb{Z}\). These primes are the ones of Main Theorem 1.1, pulled-back under the \(\text{tt}\)-functor \(\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}) \to \text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}/2)\). The points \(m_\ell\) and \(e_\ell\) are the ones of [Gal19], pulled-back under the \(\text{tt}\)-functor \(\text{DATM}^{\text{gm}}(\mathbb{R}; \mathbb{Z}) \to \text{DTM}^{\text{gm}}(\mathbb{C}; \mathbb{Z}/\ell)\). The primes \(m_\ell\) and \(e_\ell\) in \(\text{DTM}^{\text{gm}}(\mathbb{C}; \mathbb{Z}/\ell)\) are the kernels of mod-\(\ell\) motivic and mod-\(\ell\) \(\acute{e}\)tale cohomology, respectively.
Motivic tt-geometry. Let us place the results discussed so far within the broader field of motivic tensor-triangular geometry. The goal of the latter is to understand the tt-geometry of motivic tt-categories in general, one prominent example of which is the category of Voevodsky motives $\text{DM}^\text{gm}(F; k)$. Even though the present work only handles Artin-Tate motives, it already provides a lower bound on the tt-geometric 'complexity' of Voevodsky motives in general. Indeed, the inclusion $\text{DATM}^\text{gm}(R; \mathbb{Z}/2) \hookrightarrow \text{DM}^\text{gm}(R; \mathbb{Z}/2)$ induces a surjection $\text{Spec}(\text{DM}^\text{gm}(R; \mathbb{Z}/2)) \twoheadrightarrow \text{Spec}(\text{DATM}^\text{gm}(R; \mathbb{Z}/2))$ onto the six-point space of Main Theorem 1.1, by [Bal18, Corollary 1.8]. In particular, there are at least fourteen tt-ideals in $\text{DM}^\text{gm}(R; \mathbb{Z}/2)$.

The base fields discussed in this work are real closed. They represent the first foray away from the algebraically closed case discussed in Gallauer [Gal19] and lead us to filtered representations of the Galois group in positive characteristic, by work of Positselski [Pos11], as we explain next. Naturally, one may ask about Artin-Tate motives over base fields with more complicated Galois groups than $C_2 = \text{Gal}(\mathbb{C}/\mathbb{R})$, such as number fields or finite fields. We plan to attack this problem in future work and anticipate the answer to be substantially more involved. Even this first interaction with modular representation theory is non-trivial, as the reader will see, and produces the intriguing pictures discussed above.

* * *

Relation with modular representation theory. Let us now turn our attention to the representation-theoretic facet of our work. The étale realization of real motives with $k = \mathbb{Z}/2$-coefficients takes values in $D_b(A)$, the bounded derived category of $kC_2$-modules, where $C_2 = \text{Gal}(\mathbb{C}/\mathbb{R})$ is the absolute Galois group of $\mathbb{R}$. Artin-Tate motives admit a functorial weight filtration so that their étale realization is endowed with a filtration as well. A remarkable result of Positselski [Pos11] using the norm residue isomorphism theorem (i.e. Milnor’s Conjecture, here) establishes that, in a suitable sense, one recovers the motive from this purely algebraic information. It means that our triangulated category

$$\mathcal{K} = \text{DATM}^\text{gm}(R; k) \simeq D_b(A^\text{fil}_{ex})$$

(1.9)

is equivalent to the bounded derived category of a slightly tricky exact category $A^\text{fil}_{ex}$ of filtered $kC_2$-modules. The category $A^\text{fil}_{ex}$ is equivalent to the full subcategory of $\text{DATM}^\text{gm}(R; k)$ closed under extensions and generated by the motives $M(\text{Spec}(E))(i)$ for $E \in \{\mathbb{R}, \mathbb{C}\}$ and $i \in \mathbb{Z}$, with the exact structure induced from the triangulated structure of $\text{DATM}^\text{gm}(R; k)$. Although Positselski’s equivalence (1.9) is not known to preserve the tensor product, it preserves ‘enough’ of the tensor structure to imply that the two tt-categories in (1.9) have the same spectrum (Proposition 9.2). We discuss Positselski’s results, and revisit their proof in our setting, in Section 9.

Filtered representations. Purely in representation-theoretic terms, the exact category $A^\text{fil}_{ex}$ can be described as consisting of (finitely) filtered objects $M$

$$\ldots = 0 = 0 \subseteq M^0 \subseteq M^{n-1} \subseteq \cdots \subseteq M^{m+1} \subseteq M^m = M^{m-1} = \cdots = M$$

(1.10)

in the abelian category $A = kC_2$-mod of finitely generated $kC_2$-modules; the exact structure on $A^\text{fil}_{ex}$ is pulled back from the split-exact structure on $A^\text{split} = kC_2$-mod
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(that is, $\mathcal{A}$ viewed as only an additive category) via the total-graded functor $\text{gr}: \mathcal{A}^\text{fil}_{\text{ex}} \to \mathcal{A}^\text{split}_{\text{fil}}$ mapping $M^\bullet \to \oplus_i M^i/M^{i+1}$. This category $\mathcal{A}^\text{fil}_{\text{ex}}$ turns out to be a Frobenius exact category (Corollary 5.14), a type of category familiar to modular representation theorists. Details are given in Sections 4 and 5.

Thus, on the representation-theory side, we now write $\mathcal{K}$ to mean $D_b(\mathcal{A}^\text{fil}_{\text{ex}})$.

The technical heart of the paper consists in proving that $\text{Spc}(\mathcal{K})$ has the structure described in Main Theorem 1.1, i.e. the six points with the fourteen closed subsets. This will occupy the principal Part I. We show in particular that the ‘left-hand’ irreducible $\{L_0\} = \{L_0, L_1\}$ is the support of the complex corresponding to (1.6) in $D_b(\mathcal{A}^\text{fil}_{\text{ex}})$, namely (with the usual non-trivial maps $\eta$ and $\epsilon$)

\[
S_0 = \cdots \to 0 \to k \xrightarrow{\eta} kC_2 \xrightarrow{\epsilon} k \to 0 \to \cdots
\]

The above $kC_2$-modules all have the trivial one-step filtration, say, in filtration degree zero. Obviously this complex is exact in the abelian category $\mathcal{A} = kC_2$-mod. It is however not split exact, hence it is not exact in the ‘tricky’ exact category $\mathcal{A}^\text{fil}_{\text{ex}}$. Its non-exactness explains why the object $S_0 \in \mathcal{K}$ has non-empty support in $\text{Spc}(\mathcal{K})$.

The authors mistakenly believed for a while that this $\text{supp}(S_0)$ was reduced to a single point and that $\text{Spc}(\mathcal{K})$ had only five points. The discovery that $\text{supp}(S_0)$ consists of two points was one of the most delicate parts of the work and led us to isolate the most evasive point $L_0$.

**Proof outline.** We build two tt-functors out of $\mathcal{K} = D_b(\mathcal{A}^\text{fil}_{\text{ex}})$ into the same target category $K^b(\mathcal{A})$, where $\mathcal{A} = kC_2$-mod is now merely the additive category $\mathcal{A}^\text{split}_{\text{fil}}$.

We prove in Theorem 3.14 that the spectrum of the target category $K^b(\mathcal{A})$ is

\[
\text{Spc}(K^b(\mathcal{A})) = L \circlearrowright N \leftarrow M
\]

(The better-known $\text{Spc}(D_b(kC_2\text{-mod})) \simeq \text{Spec}^h(H^\bullet(C_2, \mathbb{Z}/2))$ appears as the open $\{M, N\}$, whereas the projective support variety of $C_2$, which is well-known to be trivial, $\text{Spc}(\text{stab}(kC_2)) = Y_{C_2}(k) = \ast$, appears as the point $M$. We were informed that [DHM22] independently obtained (1.12) through a different approach.

The images of the 3-point space $\text{Spc}(K^b(\mathcal{A}))$ in $\text{Spc}(\mathcal{K})$, under the maps $\text{Spc}(\text{gr})$ and $\text{Spc}(\text{f}\text{gt})$, correspond respectively to the following two subsets of $\text{Spc}(\mathcal{K})$, one closed (at the top) and one open (at the bottom):

\[
L_0 \leftarrow L_1 \quad \text{Spc}(K^b(\mathcal{A})) \text{ via gr}
\]

\[
M_0 \leftarrow M_1 \quad \text{Spc}(K^b(\mathcal{A})) \text{ via fgt}
\]

Let us say a word about those two tt-functors $\text{gr}$ and $\text{f}\text{gt}: D_b(\mathcal{A}^\text{fil}_{\text{ex}}) \to K^b(\mathcal{A})$. First, $\text{gr}$ is induced by the exact total-graded functor $\text{gr}: \mathcal{A}^\text{fil}_{\text{ex}} \to \mathcal{A}$ already discussed at the level of exact categories. Note how the special exact structure on $\mathcal{A}^\text{fil}_{\text{ex}}$, pulled
back from the split one on $\mathcal{A}$, allows gr to land in $Kb_0(\mathcal{A})$ instead of the less informative $D_b(\mathcal{A})$. The second tt-functor $fgt: D_b(Aex) \to Kb_0(\mathcal{A})$ is more mysterious. As the notation suggests, it is related to the functor $fgt: Aex \to \mathcal{A}$ that ‘forgets’ the filtration (i.e. takes $M^\ast$ as in (1.10) to the underlying object $M$) but this is only true with a twist. Indeed, $fgt: Aex \to \mathcal{A}$ is only exact when $\mathcal{A}$ is viewed as an abelian category, hence induces a functor $fgt: D_b(Aex) \to D_b(\mathcal{A})$. Our functor $fgt: D_b(Aex) \to Kb_0(\mathcal{A})$ lifts this $fgt$ along $Kb_0(\mathcal{A}) \to D_b(\mathcal{A})$. Its construction involves twisting objects of $D_b(Aex)$ by sufficiently large powers of a special $\otimes$-invertible object, take the effective part, and untwist in $Kb_0(\mathcal{A})$. The precise definition is a little too technical for this introduction and will be explained in Section 6.

Having identified six points of $\text{Spc}(\mathcal{X})$, the remaining critical step consists in proving that these are indeed all the points (Theorem 7.9). This will rely on the tt-functor $gr: D_b(Aex) \to Kb_0(kC_2)$ detecting the nilpotence of certain morphisms (Key Lemma 7.4), expanding on the methods of [Bal18] (cf. Corollary 7.8).

As a final comment, we indicate that all points of $\text{Spc}(\mathcal{X})$ come equipped with a ‘residue field functor’ into a suitable ‘tt-field’ in the sense of [BKS19].

Acknowledgments. We are thankful to Tom Bachmann, Bernhard Keller, Henning Krause, Peter Symonds and Burt Totaro for precious comments and references.

2. Background and notation

2.1. Reminder. By a tensor category $\mathcal{A}$ we mean an additive symmetric monoidal category whose monoidal structure $\otimes: \mathcal{A} \times \mathcal{A} \to \mathcal{A}$ is additive in each variable. The $\otimes$-unit is usually denoted $1$. Such a $\otimes$-category $\mathcal{A}$ is called rigid if every object $x \in \mathcal{A}$ admits a dual $x^! \in \mathcal{A}$ such that $x \otimes x^! : \mathcal{A} \to \mathcal{A}$ is left adjoint to $x^! \otimes - : \mathcal{A} \to \mathcal{A}$. Any tensor-functor $F: \mathcal{A} \to \mathcal{A}'$ automatically preserves rigid objects, with $F(x)^! = F(x^!)$. Furthermore, if $F$ has a right adjoint $G: \mathcal{A}' \to \mathcal{A}$ and $\mathcal{A}$ is rigid then there is a projection formula (see [FHM03, Prop. 3.2], for instance)

$$x \otimes G(x^!) \cong G(F(x) \otimes x^!).$$

An exact category $\mathcal{E}$ is an additive category together with a distinguished class of so-called admissible short exact sequences $A \xrightarrow{f} B \xrightarrow{g} C$; these sequences must be intrinsically exact (i.e. $g$ is a cokernel of $f$ and $f$ a kernel of $g$), must contain all split exact sequences $A \to A \oplus C \to C$, must be closed under push-out along any morphism $A \to A'$ (including existence of said push-out) and must be closed under pull-back along any morphism $C' \to C$, and finally must be such that admissible monomorphisms $\hookrightarrow$ are closed under composition, and admissible epimorphisms $\twoheadrightarrow$ as well. See [Kel90, App. A]. An exact functor between exact categories is an additive functor which preserves admissible short exact sequences. An object $A$ is called projective (respectively injective) if the functor $\text{Hom}_\mathcal{E}(A, -) : \mathcal{E} \to \mathcal{Z}-\text{Mod}$ (respectively the functor $\text{Hom}_\mathcal{E}(-, A) : \mathcal{E}^{\text{op}} \to \mathcal{Z}-\text{Mod}$) is exact. A tensor-exact category is one such that $\otimes : \mathcal{E} \times \mathcal{E} \to \mathcal{E}$ is exact in each variable.

A Frobenius exact category is an exact category with enough projectives (every object receives an admissible epimorphism from a projective), enough injectives (the dual notion), and the projective and injective objects coincide. Such a category $\mathcal{E}$ has an associated stable category $\text{stab}(\mathcal{E})$ which is constructed as the additive quotient by the projective objects, i.e. modding out maps that factor via a projective.
It is canonically a triangulated category, see [Hap88, Thm. 2.6]. We write
\[
\text{sta: } \mathcal{E} \to \text{stab}(\mathcal{E})
\]
for the canonical quotient functor (identity on objects and mapping a morphism to its class). If \( \mathcal{E} \) is moreover a tensor-exact category in which projective-injectives form a \( \otimes \)-ideal, then \( \text{stab}(\mathcal{E}) \) inherits a unique tensor structure making \( \text{sta: } \mathcal{E} \to \text{stab}(\mathcal{E}) \) into a tensor-functor. In that case, \( \text{stab}(\mathcal{E}) \) is tensor-triangulated.

### 2.4. Notation
Given an additive category \( \mathcal{A} \), we denote the usual categories of complexes as follows (we use homological indexing because exponents will be reserved for filtration degrees):
- \( \text{Ch}_b(\mathcal{A}) \): the category of bounded chain complexes in \( \mathcal{A} \);
- \( \text{K}_b(\mathcal{A}) \): the category with same objects but maps up to homotopy.

When \( \mathcal{A} \) is a (rigid) tensor category, \( \text{K}_b(\mathcal{A}) \) is naturally a (rigid) tt-category.

### 2.5. Reminder
Let \( \mathcal{E} \) be an exact category. Its bounded derived category \([\text{Nee90}]\)
\[
\text{D}_b(\mathcal{E}) = \frac{\text{K}_b(\mathcal{E})}{\text{K}_b,\text{ac}(\mathcal{E})}
\]
is the Verdier quotient of \( \text{K}_b(\mathcal{E}) \) by the thick subcategory \( \text{K}_b,\text{ac}(\mathcal{E}) \) of acyclic complexes, i.e. those (complexes homotopy equivalent to\(^1\)) complexes spliced together from admissible short exact sequences. Again, if \( \mathcal{E} \) is (rigid) tensor-exact then \( \text{D}_b(\mathcal{E}) \) is a (rigid) tt-category. One key advantage of \( \text{D}_b(\mathcal{E}) \) over \( \text{K}_b(\mathcal{A}) \) is that a sequence \( A \to B \to C \) of bounded complexes in \( \mathcal{E} \) which is degreewise an admissible exact sequence yields a triangle \( A \to B \to C \to A[1] \) in \( \text{D}_b(\mathcal{E}) \).

### 2.6. Proposition
Let \( \mathcal{E} \) be a Frobenius exact category and \( \langle \text{Proj} \rangle \subseteq \text{D}_b(\mathcal{E}) \) the subcategory of perfect complexes (essentially complexes of projectives). Consider the Verdier quotient \( \text{quo: } \text{D}_b(\mathcal{E}) \twoheadrightarrow \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle \). Then there exists a canonical triangulated equivalence \( \text{stab}(\mathcal{E}) \to \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle \) making this diagram commute:

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{[0]} & \text{D}_b(\mathcal{E}) \\
\text{sta} \downarrow & & \downarrow \text{quo} \\
\text{stab}(\mathcal{E}) & \xrightarrow{\cong} & \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle.
\end{array}
\]

When moreover \( \mathcal{E} \) is tensor-exact and Proj forms a \( \otimes \)-ideal in \( \mathcal{E} \), then the equivalence \( \text{stab}(\mathcal{E}) \xrightarrow{\cong} \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle \) is an equivalence of tensor-triangulated categories.

**Proof.** The composite \( \mathcal{E} \to \text{D}_b(\mathcal{E}) \xrightarrow{\text{quo}} \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle \) clearly passes to the stable category. The resulting functor is an equivalence by (the general form of) a result of Rickard [Ric89]. See for instance [KV87, Ex. 2.3]. The ‘moreover’ case is easy: all functors in sight are tensor-triangulated and \( \langle \text{Proj} \rangle \) is a tt-ideal of \( \text{D}_b(\mathcal{E}) \). \( \square \)

### 2.7. Notation
We shall sometimes denote by \( \text{Sta: } \text{D}_b(\mathcal{E}) \to \text{stab}(\mathcal{E}) \) the composite functor \( \text{D}_b(\mathcal{E}) \xrightarrow{\text{quo}} \text{D}_b(\mathcal{E})/\langle \text{Proj} \rangle \xrightarrow{\cong} \text{stab}(\mathcal{E}) \) of Proposition 2.6.

### 2.8. Reminder ([Bal05])
The spectrum \( \text{Spc}(\mathcal{K}) \) of an essentially small tt-category \( \mathcal{K} \) is the set of tt-ideals \( \mathcal{P} \subseteq \mathcal{K} \) (triangulated subcategories closed under direct summands and tensoring with objects in \( \mathcal{K} \)) which are *prime*, meaning that \( x \otimes y \in \mathcal{P} \)

---

\(^1\)Our exact categories \( \mathcal{E} \) will all be idempotent-complete making this point moot.
forces $x \in \mathcal{P}$ or $y \in \mathcal{P}$. The set $\text{Spc}(\mathcal{K})$ admits a topology whose basis of closed subsets are the supports $\text{supp}(x) = \{ \mathcal{P} \mid x \notin \mathcal{P} \}$ of objects $x \in \mathcal{K}$. In that topological space $\text{Spc}(\mathcal{K})$, the closure of a point $\mathcal{P}$ is $[\mathcal{P}] = \{ \mathcal{Q} \mid \mathcal{Q} \subseteq \mathcal{P} \}$. In our pictures, we denote the specialization relation $\mathcal{Q} \in [\mathcal{P}]$ by a vertical(ish) line as we did in the introduction.

$$\text{supp}(\mathcal{J}) = \bigcup_{a \in \mathcal{J}} \text{supp}(a) = \{ \mathcal{Q} \mid \mathcal{J} \nsubseteq \mathcal{Q} \}. \quad \text{All (radical) $\text{tt}$-ideals $\mathcal{J} \subseteq \mathcal{K}$ are classified by their support. Every tensor-triangulated functor } F : \mathcal{K} \to \mathcal{L} \text{ induces a continuous map } \varphi = \text{Spc}(F) : \text{Spc}(\mathcal{L}) \to \text{Spc}(\mathcal{K}) \text{ sending } \mathcal{Q} \text{ to } F^{-1}(\mathcal{Q}). \text{ It satisfies } \varphi^{-1}(\text{supp}_K(x)) = \text{supp}_L(F(x)) \text{ for all } x \in \mathcal{K}.$$

2.9. Remark. We shall use several times that if $\mathcal{J} \subseteq \mathcal{K}$ is a $\text{tt}$-ideal with Verdier quotient $\mathcal{Q} \to \mathcal{K}/\mathcal{J}$ then the map $\text{Spc}(\text{quo}) : \text{Spc}(\mathcal{K}/\mathcal{J}) \to \text{Spc}(\mathcal{K})$ given by $\mathcal{Q} \mapsto \text{quo}^{-1}(\mathcal{Q})$ defines a homeomorphism between $\text{Spc}(\mathcal{K}/\mathcal{J})$ and the subspace $\{ \mathcal{P} \in \text{Spc}(\mathcal{K}) \mid \mathcal{J} \subseteq \mathcal{P} \}$. In particular, if $\mathcal{J} = \{ x \}$ is the $\text{tt}$-ideal generated by $x$ then the subspace is the open $U(x) = \{ \mathcal{P} \mid x \in \mathcal{P} \}$, complement of $\text{supp}(x)$. See [Bal05, Prop. 3.11].

We shall use the following $\text{tt}$-geometric fact of independent interest.

2.10. Proposition. Let $F : \mathcal{K} \to \mathcal{L}$ be a $\text{tt}$-functor and let $\varphi = \text{Spc}(F)$ the induced map on spectra $\varphi : \text{Spc}(\mathcal{L}) \to \text{Spc}(\mathcal{K})$. Let $\mathcal{Q} \in \text{Spc}(\mathcal{L})$ be a prime that is generated by the image under $F$ of a set $S$ of objects in $\mathcal{K}$, i.e. $\mathcal{Q} = \langle F(S) \rangle$.

(a) If $\mathcal{Q}' \in \text{Spc}(\mathcal{L})$ and $\mathcal{Q} \nsubseteq \mathcal{Q}'$ then $\varphi(\mathcal{Q}) \nsubseteq \varphi(\mathcal{Q}')$.

(b) If $\varphi$ is surjective (at least onto $\{ \mathcal{P} \in \text{Spc}(\mathcal{K}) \mid S \subseteq \mathcal{P} \}$) then $\varphi(\mathcal{Q}) = \langle S \rangle$.

Proof. For (a), we have $F(S) \nsubseteq \mathcal{Q}'$ by assumption and therefore $\mathcal{S} \nsubseteq \varphi(\mathcal{Q}')$. On the other hand, we do have $S \subseteq \varphi(\mathcal{Q})$. For (b), since $S \subseteq \varphi(\mathcal{Q})$, it suffices to show that $\varphi(\mathcal{Q}) \subseteq \langle S \rangle$. By [Bal05, Lemma 4.8, Theorem 4.10], we have

$$\langle S \rangle = \bigcap_{S \subseteq \mathcal{P}} \mathcal{P}$$

where the $\mathcal{P}$ are prime ideals in $\mathcal{K}$. So it suffices to prove the following claim:

(\ast)

$\text{If } S \subseteq \mathcal{P} \text{ then } \varphi(\mathcal{Q}) \subseteq \mathcal{P}$.

So let $\mathcal{P} \in \text{Spc}(\mathcal{K})$ with $S \subseteq \mathcal{P}$. By our assumption, $\mathcal{P} = \varphi(\mathcal{Q}')$ for some $\mathcal{Q}' \in \text{Spc}(\mathcal{L})$. We deduce from $S \subseteq \mathcal{P} \subseteq F^{-1}(\mathcal{Q}')$ that $F(S) \subseteq \mathcal{Q}'$ and, as $\mathcal{Q}$ is generated by $F(S)$, also $\mathcal{Q} \subseteq \mathcal{Q}'$. We conclude that $\varphi(\mathcal{Q}) \subseteq \varphi(\mathcal{Q}') = \mathcal{P}$ as claimed in (\ast) above.

2.11. Remark. Let $M$ be a complex in an additive category $\mathcal{A}$, of the following form

$$M = \cdots \xrightarrow{d_{i+2}} M_{i+1} \xrightarrow{d_{i+1}} M_i \xrightarrow{d_i} M'_{i-1} \xrightarrow{d_{i-1}} M_{i-2} \xrightarrow{d_{i-2}} \cdots$$

where $d_i$ induces an isomorphism $L \cong L'$ on the first summands. Then elementary operations show that $M$ is isomorphic to a complex of the form

$$\cdots \xrightarrow{d_{i+2}} M_{i+1} \xrightarrow{\begin{pmatrix} 0 & d_{i+1}' \\ 0 & d_i' \end{pmatrix}} M_i \xrightarrow{\begin{pmatrix} 0 & d_{i-1}' \\ 0 & d_i' \end{pmatrix}} M'_{i-1} \xrightarrow{d_{i-1}} M_{i-2} \xrightarrow{d_{i-2}} \cdots$$

Consequently, in $\text{K}_b(\mathcal{A})$, the complex $M$ becomes isomorphic to

$$\cdots \xrightarrow{d_{i+2}} M_{i+1} \xrightarrow{d_{i+1}'} M_i \xrightarrow{d_i'} M'_{i-1} \xrightarrow{d_{i-1}'} M_{i-2} \xrightarrow{d_{i-2}'} \cdots$$
2.12. Remark. Recall that a complex \( M = \cdots \to M_{n+1} \xrightarrow{d} M_n \xrightarrow{d} M_{n-1} \to \cdots \)
admits ‘stupid’ truncations above and below homological degree \( n \in \mathbb{Z} \)
\[
M_{\geq n} = \cdots \to M_{n+1} \xrightarrow{d} M_n \to 0 \to \cdots \quad \text{and} \quad M_{\leq n} = \cdots 0 \to M_n \xrightarrow{d} M_{n-1} \to \cdots \n\]
together with canonical maps \( M_{\leq n} \to M \) and \( M \to M_{\geq n} \). The functors
\[
(\) : \text{Ch}(A) \to \text{Ch}(A) \quad \text{and} \quad (\) : \text{Ch}(A) \to \text{Ch}(A)
\]
do not descend to the homotopy category \( K(A) \), for homotopies can cross ‘over’
the degree where truncation occurs, but every \( M \) fits in an exact triangle in \( K(A) \)
\[
M_{\leq n} \to M \to M_{\geq n+1} \to M_{\leq n}[1]
\]
with the obvious morphisms. This triangle in \( K(A) \) is natural in \( M \in \text{Ch}(A) \). It
will be convenient to rotate this triangle to express \( M \) as the cone of a morphism \( \delta \):
\[
M_{\geq n+1}[-1] \xrightarrow{d} M_{\leq n} \to M \to M_{\geq n+1}
\]
where \( \delta \) is simply \( d : M_{n+1} \to M_n \) in degree \( n \) and (necessarily) zero elsewhere.

2.14. Remark. Notation can be overwhelming in this topic. We tried to be some-
what systematic. We typically use \( M, N, \ldots \) for modules and \( A, B, \ldots \) for filtered
modules. We use \( E, L, S, T, \ldots \) for special objects or special complexes in the cate-
gory of filtered modules. We typically use \( E, L \) and \( S, \ldots \) for their unfiltered (pure)
alogues. We also tried to name the many functors that appear with two-to-three-
letter names, like gr, fgt, quo, sta, \ldots so that the reader can more easily remember
their meaning (‘graded’, ‘forget’, ‘quotient’, ‘stable’) even under the stress of proof.

Part I. Filtered modular representations

3. Homotopy category of \( kC_2 \)-modules

Let \( k \) be a field of characteristic 2 and \( C_2 = \langle \sigma \mid \sigma^2 = 1 \rangle \) the group of order 2.
Consider the rigid tensor-abelian category of finite-dimensional \( kC_2 \)-modules
\[
\mathcal{A} = kC_2-\text{mod}.
\]
As usual, the tensor \( \otimes \) is over \( k \), with diagonal group action. This tensor is exact in
each variable. So the homotopy category \( K_h(\mathcal{A}) \) of complexes in \( \mathcal{A} \) and the derived
category \( D(\mathcal{A}) \) are rigid tt-categories (see Section 2). Our goal in this preparatory
section (Theorem 3.14) is to describe the tt-spectrum of \( K_h(\mathcal{A}) \).

3.1. Remark. The indecomposable objects in the Krull-Schmidt category \( \mathcal{A} \) are the
trivial representation \( k \) and the free one \( kC_2 \). The stable category \( \text{stab}(\mathcal{A}) \)
is tt-equivalent to \( k \)-mod via the composite \( k \)-mod \( \hookrightarrow \mathcal{A} \to \text{stab}(\mathcal{A}) \). Those
categories \( k \)-mod and \( \text{stab}(kC_2) \) are triangulated with the identity as suspension \( \Sigma = \text{Id} \),
and trivial (semi-simple) triangulation. Their spectrum contains just one point, \( (0) \).

3.2. Remark. The cohomology ring \( H^*(C_2, k) = \text{Hom}_{D_k(\mathcal{A})}(k, k[\bullet]) = \text{Ext}^1_{kC_2}(k, k) \)
is isomorphic to \( k[S] \), with generator \( S \in \text{Ext}^1_{kC_2}(k, k) \) the non-trivial extension:
\[
\eta : k \to kC_2 \to k.
\]
When viewed as a complex in $\mathcal{A}$, we place $S$ in homological degrees $2$, $1$ and $0$:

$$S = \cdots \to 0 \to k \xrightarrow{\eta} kC_2 \xrightarrow{\epsilon} k \to 0 \to \cdots$$

The spectrum $\text{Spc}(D_b(kG\text{-mod}))$ is known for any finite groups $G$ to be homeomorphic to $\text{Spec}^b(H^\bullet(G,k))$, see [Bal10a, Prop. 8.5]. For $G = C_2$, the spectrum $\text{Spec}^b(k[S])$ has two points and one can easily prove directly that

$$\text{Spc}(D_b(A)) = \{(0), (kC_2)\}.$$

Indeed, the two tt-ideals $(0)$ and $(kC_2)$ are prime because they are the kernels of the following tt-functors (see Notation 2.7 for the second one):

$$\text{res}^C_1 : D_b(A) \to D_b(k) \quad \text{and} \quad \text{Sta} : D_b(A) \to \text{stab}(A) \cong k\text{-mod}.$$

If $\mathcal{J} \subseteq D_b(A)$ contains $M$ non-zero then $\text{res}^C_1 M$ remains non-zero in $D_b(k)$, hence admits $k[i]$ as a direct summand, for some $i \in \mathbb{Z}$. Then $kC_2 \otimes M \cong \text{ind}_1^C \text{res}^C_1 M$ admits $kC_2[i]$ as a summand, thus $\mathcal{J} \supseteq (kC_2)$. By Remark 3.1, $\text{Spc}(D_b(A)/(kC_2)) = \text{Spc}(\text{stab}(A)) = \{(0)\}$. So $(kC_2)$ is indeed the only non-zero prime of $D_b(A)$.

Applying Remark 2.9 to $\mathcal{K} = K_b(A)$ and $\mathcal{J} = K_{b,ac}(A)$ the tt-ideal of acyclic complexes, we obtain by definition of $D_b(A) = K_b(A)/K_{b,ac}(A)$ the following:

3.5. **Proposition.** The Verdier quotient functor $K_b(A) \to D_b(A)$ induces a homeomorphism between $\text{Spc}(D_b(A))$ and the subspace $\{\mathcal{P} \in \text{Spc}(K_b(A)) \mid K_{b,ac}(A) \subseteq \mathcal{P}\}$ of $\text{Spc}(K_b(A))$. The complement of that subspace is $\text{supp}(K_{b,ac}(A))$. 

So we want to understand $\text{supp}(K_{b,ac}(A))$, the support of acyclic complexes.

3.6. **Definition.** A tt-ideal $\mathcal{J}$ in a tt-category is simple if any non-zero object $x \in \mathcal{J}$ generates $\mathcal{J}$ as a tt-ideal. In other words, its only sub-ideal-objects are 0 and $\mathcal{J}$.

3.7. **Lemma.** Let $\mathcal{J} \subseteq \mathcal{K}$ be a simple tt-ideal in a tt-category $\mathcal{K}$. Then the support $\text{supp}(\mathcal{J}) = \{\mathcal{P} \mid \exists \mathcal{J} \subseteq \mathcal{P}\}$ of $\mathcal{J}$ is either empty or a single closed point.

**Proof.** Let $\mathcal{P}_1, \mathcal{P}_2 \in \text{supp}(\mathcal{J})$. Pick $x \in \mathcal{J} \setminus \mathcal{P}_1$. Since $\mathcal{J}$ is simple, $\mathcal{J} \not\subseteq \mathcal{P}_1$ forces $\mathcal{J} \cap \mathcal{P}_1 = 0$. For all $y \in \mathcal{P}_1$ we have $x \otimes y \in \mathcal{J} \cap \mathcal{P}_1 = 0 \subseteq \mathcal{P}_2$ and $x \not\in \mathcal{P}_2$ forces $y \in \mathcal{P}_2$. So $\mathcal{P}_1 \subseteq \mathcal{P}_2$ for any $\mathcal{P}_1, \mathcal{P}_2 \in \text{supp}(\mathcal{J})$. Hence also $\mathcal{P}_2 \subseteq \mathcal{P}_1$ and thus $\mathcal{P}_1 = \mathcal{P}_2$. 

3.8. **Proposition.** The tt-ideal $K_{b,ac}(A)$ of acyclicity in $K_b(A)$ is simple. In particular, $K_{b,ac}(A) = \langle S \rangle$ is generated by the complex $S$ in (3.4).

Let us begin with a preparation.

3.9. **Lemma.** Consider the following morphism of complexes $\varepsilon$ in $\mathcal{A}$

\[
\varepsilon : \begin{array}{cccccccccc}
L := S_{\geq 1}[-1] = & \cdots & 0 & k & \eta & kC_2 & \varepsilon & 0 & \cdots \\
\downarrow^i & & \downarrow & \downarrow & \downarrow & & \downarrow & & \\
\mathbb{1} := & \cdots & 0 & 0 & 0 & 0 & \cdots
\end{array}
\]

Let $M \in K_{b,ac}(A)$ be an acyclic complex. Then the map $\varepsilon : L \to 1$ is $\otimes$-nilpotent on $M$, that is, there exists $\ell \gg 0$ such that $\varepsilon^{\otimes \ell} \otimes M = 0$ in $K_b(A)$.

**Proof.** Since $L = \text{cone}(\eta : k \to kC_2)$, we have an exact triangle in $K_b(A)$

$$k \xrightarrow{\eta} kC_2 \to L \to k[1].$$

For every $\ell \geq 1$, the morphism $\varepsilon^{\otimes \ell} \otimes M$ has the following source and target:

$$\varepsilon^{\otimes \ell} \otimes M : L^{\otimes \ell} \otimes M \to M.$$
Since \( \text{res}^2_1 \mathcal{M} \) is acyclic over the field \( k \), it is zero in \( \mathbb{K}_0(k) \). Hence by Frobenius we have \( kC_2 \otimes \mathcal{M} \cong \text{Ind}^2_1 \text{res}^2_1 \mathcal{M} = \text{Ind}^2_1 0 = 0 \). So tensoring the exact triangle (3.10) with \( \mathcal{M} \), we see that \( L \otimes \mathcal{M} \cong M[1] \) in \( \mathbb{K}_0(A) \). By induction on \( \ell \), we have

\[
L^\otimes \ell \otimes \mathcal{M} \cong M[\ell]. 
\]

Now since \( \mathcal{M} \) is bounded, there exists \( \ell_0 \) large enough so that for all \( \ell \geq \ell_0 \)

\[
\text{Hom}_{\mathbb{K}_0(A)}(M[\ell], z) = 0. 
\]

It then follows from (3.11), (3.12) and (3.13) that \( \epsilon^\otimes \ell \otimes \mathcal{M} = 0 \) for all \( \ell \geq \ell_0 \). □

**Proof of Proposition 3.8.** Let \( M, N \) be acyclic complexes with \( N \) homotopically non-trivial. We need to show that \( M \in \langle N \rangle \) in \( \mathbb{K}_0(A) \). We can assume that \( N \) lives in the following degrees \( N = \cdots 0 \rightarrow N_n \rightarrow \cdots \rightarrow N_1 \rightarrow N_0 \rightarrow 0 \cdots \) with \( N_0 \neq 0 \) and that \( N \) contains no contractible direct summand in \( \text{Ch}_{\mathbb{K}_0(A)} \). Hence \( N_0 \) has no projective summand, for otherwise we could split off a summand isomorphic to \( \cdots 0 \rightarrow kC_2 \rightarrow kC_2 \rightarrow 0 \cdots \) by Remark 2.11, contradicting our assumption on \( N \).

Similarly, if we decompose \( N_1 \cong P \oplus T \) with \( P \) projective and \( T \) without projective summand then the differential \( d_1 : P \oplus T = N_1 \rightarrow N_0 \) is of the form \( (q \ 0) \). Indeed, here we use that the group is \( C_2 \). Both \( T \) and \( N_0 \) have no projective summand, hence must have trivial \( C_2 \)-action. Any non-zero map \( T \rightarrow N_0 \) would then yield, by Remark 2.11 again, a summand of \( N \) isomorphic to \( \cdots 0 \rightarrow k \rightarrow k \rightarrow 0 \cdots \), which we have excluded. In summary, our acyclic complex \( N \) has the following form:

\[
N = \cdots 0 \rightarrow N_n \rightarrow \cdots \rightarrow N_2 \rightarrow P \oplus T \rightarrow (0 \ 0) \rightarrow N_0 \rightarrow 0 \cdots 
\]

where \( P \) is projective and where the \( C_2 \)-action on \( N_0 \cong k^s \) is trivial.

Consider the tensor of the exact complex \( S \) of (3.4) with the object \( N_0 \). This yields the second row in the following commutative diagram, whose first row is \( N \):

\[
\begin{array}{cccccccc}
N = & \cdots & \rightarrow & N_1 & \rightarrow & N_2 & \rightarrow & P \oplus T & \rightarrow (0 \ 0) & \rightarrow N_0 & \rightarrow 0 & \cdots \\
& \downarrow \phi & \downarrow \delta & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi \\
S \otimes N_0 = & \cdots & \rightarrow & 0 & \rightarrow & N_0 & \rightarrow & kC_2 \otimes N_0 & \rightarrow & 0 & \cdots \\
\end{array}
\]

From the right, we construct a morphism \( \phi : N \rightarrow S \otimes N_0 \) in \( \text{Ch}_{\mathbb{K}_0(A)} \) between those two exact complexes. Since \( \epsilon \otimes 1 : kC_2 \otimes N_0 \rightarrow N_0 \) is onto and \( P \) is projective, there exists \( f : P \rightarrow kC_2 \otimes N_0 \) that lifts \( q \), i.e. such that \( (\epsilon \otimes 1)f = q \). This makes the above right-hand square commute. The existence of \( g \) then simply follows from exactness of the bottom sequence. Applying the stupid truncations (2.13) to this morphism of complexes \( \phi \) in \( \text{Ch}_{\mathbb{K}_0(A)} \), we get two exact triangles in \( \mathbb{K}_0(A) \) and a morphism of triangles (where \( N_0 = N_0[0] = N_{\leq 0} \) and \( (S \otimes N_0)_{\geq 1} = S_{\geq 1} \otimes N_0 \)):

\[
\begin{array}{cccccccc}
N_{\geq 1}[-1] & \rightarrow & N_0 & \rightarrow & N & \rightarrow & N_{\geq 1} & \\
\downarrow \phi_{\geq 1}[-1] & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \downarrow \phi & \\
S_{\geq 1}[-1] \otimes N_0 & \rightarrow & N_0 & \rightarrow & S \otimes N_0 & \rightarrow & S_{\geq 1} \otimes N_0 & \\
\end{array}
\]

Now we have seen in Lemma 3.9 that \( \epsilon : S_{\geq 1}[-1] \rightarrow 1 \) is \( \otimes \)-nilpotent on any acyclic. Hence so is \( \otimes \) and by the above left-hand commutative square, so is \( \delta \). Therefore for our acyclic \( M \) we have \( \delta^\otimes \ell \otimes M = 0 \) in \( \mathbb{K}_0(A) \) for some \( \ell \gg 0 \). The cone of this zero morphism \( \delta^\otimes \ell \otimes M : N_{\geq 1}[-1] \otimes \mathcal{M} \rightarrow N_0^\otimes \mathcal{M} \) contains \( N_0^\otimes \mathcal{M} \) as a direct summand, hence \( M \) as well: \( M \in \langle \text{cone}(\delta^\otimes \ell) \rangle \subseteq \langle \text{cone}(\delta) \rangle = \langle N \rangle \). □
3.14. **Theorem.** The spectrum of $K_b(kC_2\text{-mod})$ is the following 3-point topological space, where the complex $kC_2$ is concentrated in degree zero and $S$ is as in (3.4).

$$L = \langle kC_2 \rangle, \quad N = \langle S \rangle$$

$$M = \langle S, kC_2 \rangle$$

So $M$ is a generic point, whereas $\{L\} = \text{supp}(S)$ and $\{N\} = \text{supp}(kC_2)$ are closed.

**Proof.** As before we write $A$ for $kC_2\text{-mod}$. In Proposition 3.8, we proved that $K_{b,ac}(A)$ is a simple tt-ideal, hence has support a single closed point by Lemma 3.7, that we call $L$. On the other hand we proved in Proposition 3.5 that the complement of this single point was $\text{Spc}(D_b(A))$, which has two points $M, N$ with $N \in \{M\}$, which means $N \subset M$ (Reminder 2.8). More precisely, $M$ and $N$ are the two primes containing $K_{b,ac}(A)$ and they correspond in the quotient $K_{b}(A)/K_{b,ac}(A) = D_b(A)$ to the two primes $0$ and $\langle kC_2 \rangle$ of Remark 3.2. This gives us the description of $N = K_{b,ac}(A) = \langle S \rangle$ and $M = \langle S, kC_2 \rangle$. It remains to see that $L = \langle kC_2 \rangle$ and that it is contained in $M$ but not in $N$. The object $kC_2$ refers here to the complex concentrated in degree zero hence it is not acyclic. Thus its support is disjoint from $\text{supp}(K_{b,ac}(A)) = \{L\}$. This reads $kC_2 \not\in L$ or $\langle kC_2 \rangle \not\subset L$. As $kC_2 \not\in K_{b,ac}(A) = N$, this proves already that $L \not\subset N$. If we had $L \subset M$ as well then $\text{Spc}(K_{b}(A))$ would be disconnected, as $\{L\} \cup \{M, N\}$. This would force the rigid tt-category $K_{b}(A)$ to be the product of two tt-categories, which is excluded for many reasons, for instance $\text{End}_{K_{b}(A)}(1) \cong k$ being indecomposable. So we have indeed $L \subset M$. Finally let us show that $\langle kC_2 \rangle \subset L$ is an equality, by considering the supports of those two tt-ideals, i.e. the primes not containing them. By inspection, we see that both have support $\{N\}$, hence they are equal: $\langle kC_2 \rangle = L$. \hfill $\Box$

Let us describe ‘residue field functors’ detecting the three points of $\text{Spc}(K_{b}(A))$.

3.15. **Corollary.** Let $A = kC_2\text{-mod}$ and use notation of Theorem 3.14.

(a) The following restriction functor is a tt-functor whose kernel is $N = \langle S \rangle$:

$$\text{rsd}_N : K_b(A) \xrightarrow{\text{res}_{kC_2}^N} K_b(k) \cong D_b(k).$$

(b) The following localization functor is a tt-functor whose kernel is $M = \langle S, kC_2 \rangle$:

$$\text{rsd}_M : K_b(A) \xrightarrow{\text{qua} \circ \text{Sta}} D_b(A) \xrightarrow{\text{Sta}} \text{stab}(kC_2) \cong k\text{-mod}.$$

(c) Consider the additive quotient $\text{sta} : A = kC_2\text{-mod} \to \text{stab}(kC_2) \cong k\text{-mod}$. The following induced functor is a tt-functor whose kernel is the prime $L = \langle kC_2 \rangle$:

$$\text{rsd}_L : K_b(A) \xrightarrow{\text{Kb(sta)}} K_b(k\text{-mod}) \cong D_b(k).$$

**Proof.** The verification that these are well-defined tt-functors is easy. As the target categories have spectra reduced to a single prime, namely zero, the kernels of those functors are primes in $K_b(A)$. To identify which prime it is exactly, it then suffices to compute the image of $kC_2$ and of $S$ under those functors, which is very easy. \hfill $\Box$

3.16. **Remark.** We draw the reader’s attention to the slightly unorthodox construction in (c). We consider the stable category $\text{stab}(kC_2) = kC_2\text{-mod} / kC_2\text{-proj}$ but do not think of it as a triangulated category, just as an additive category, and take its homotopy category of complexes $K_b(\text{stab}(kC_2))$ as such.
3.17. Remark. Consider two localizations of the homotopy category $K_b(\mathcal{A})$, namely $K_b(\mathcal{A})/\langle kC_2 \rangle$ and $K_b(\mathcal{A})/\langle S \rangle$. We already know (Proposition 3.8) that $K_b(\mathcal{A})/\langle S \rangle$ is simply the derived category $D_b(\mathcal{A})$. Using Remark 2.9, we identify the spectra of those two localizations with open pieces of the spectrum (indicated by the $\bullet$)

\[
\begin{array}{ccc}
\text{Spc} (K_b(\mathcal{A})/\langle kC_2 \rangle) & \leftrightarrow & \text{Spc} (K_b(\mathcal{A})) & \leftrightarrow & \text{Spc} (D_b(\mathcal{A}))
\end{array}
\]

or explicitly $\text{Spc}(K_b(\mathcal{A})/\langle kC_2 \rangle) = \{\mathcal{L}, \mathcal{M}\}$ and $\text{Spc}(D_b(\mathcal{A})) = \{\mathcal{M}, \mathcal{N}\}$.

3.18. Remark. With notation as in Corollary 3.15, we have a commutative diagram

\[
(3.19)
\]

Let us explain this picture. The functors $\text{rsd}_\mathcal{L}$ and $\text{rsd}_\mathcal{M}$ vanish on $kC_2$ hence induce functors $\text{rsd}'_\mathcal{L}$ and $\text{rsd}'_\mathcal{M}$ as in the left-hand side of (3.19). The functors $\text{rsd}_M$ and $\text{rsd}_N$ vanish on $S$ hence induce functors $\text{rsd}''_M$ and $\text{rsd}''_N$ as in the right-hand side of (3.19). The latter coincide with the tt-functors of Remark 3.2, under the identification $K_b(\mathcal{A})/\langle S \rangle = D_b(\mathcal{A})$, namely $\text{rsd}''_M = \text{Sta}$ and $\text{rsd}''_N = \text{res}_1^{\mathcal{L}}$.

At the bottom of (3.19) we see the target categories $\kappa(\mathcal{L}) = D_b(k)$, $\kappa(\mathcal{N}) = k$-mod and $\kappa(N) = D_b(k)$ of the three ‘residue functors’ $\text{rsd}_\mathcal{L}$, $\text{rsd}_\mathcal{M}$ and $\text{rsd}_N$. The derived category $D_b(k)$ that appears at $\mathcal{L}$ and $\mathcal{N}$ is certainly a ‘tensor-triangular field’; see [BKS19]. The third one, $\kappa(\mathcal{N})$, is more mysterious and comes into play as the stable category $\text{stab}(kC_2) = kC_2^{\text{mod}}/kC_2^{\text{proj}}$. This is indeed one of the non-standard tt-fields identified in [BKS19], namely $\text{stab}(kC_2)$ for a prime number $p$. Here however, because $p = 2$, this stable category coincides with the very ordinary category of finite dimensional $k$-vector spaces. So the exotic nature of this ‘tt-field’ $\kappa(\mathcal{N})$ is somewhat hidden, except for its suspension being the identity.

\*

We have achieved our goal of describing $\text{Spc}(K_b(kC_2^{\text{mod}}))$. We end the section with some technical results about $\mathcal{A} = kC_2^{\text{mod}}$ that will come handy later on.

3.20. Reminder. The object $E = kC_2$ admits a unique associative and commutative multiplication $\mu: kC_2 \otimes kC_2 \rightarrow kC_2$ in $\mathcal{A}$, mapping $1 \otimes 1$ to $1$ and $1 \otimes \sigma$ to zero. (Recall that $C_2 = \langle \sigma \rangle$.) The map $\eta: \mathbb{1}_\mathcal{A} = k \rightarrow 1 + \sigma$, $E = kC_2$ is a two-sided unit for $E$. Also $\sigma \in C_2$ acts as an automorphism via $E \xrightarrow{\sigma} E$. In fact, $E$ is a ‘quasi-Galois’ ring-object with Galois group $C_2$ meaning that the following is an isomorphism

\[
E \otimes E \xrightarrow{(\mu, \mu \otimes (1 \otimes \sigma))} E \oplus E.
\]
See [Pau17]. This isomorphism is just a permutation of the bases, as follows: $1 \otimes 1 \leftrightarrow (1, 0), 1 \otimes \sigma \leftrightarrow (0, 1), \sigma \otimes 1 \leftrightarrow (0, \sigma)$ and $\sigma \otimes \sigma \leftrightarrow (\sigma, 0)$. In other words, it $k$-linearly extends a bijection of $C_2$-sets $C_2 \times C_2 \xrightarrow{\sim} C_2 \sqcup C_2$.

3.22. Proposition. The object $L = \mathbb{S}_{\geq 1}[-1] = (\cdots \rightarrow k \xrightarrow{\partial} kC_2 \rightarrow 0 \cdots)$ with $k$ in homological degree 1 (see Lemma 3.9) is $\otimes$-invertible in $\mathbb{K}_b(A)$. More precisely, for every $n \in \mathbb{Z}$ we have canonical isomorphisms

$$L^\otimes_n \cong \begin{cases} \cdots 0 \rightarrow k \xrightarrow{\partial} kC_2 \xrightarrow{\nu_1} \cdots \xrightarrow{\nu_n} kC_2 \rightarrow 0 \cdots & \text{if } n \geq 0 \\ \cdots 0 \rightarrow kC_2 \xrightarrow{\nu_1} \cdots \xrightarrow{\nu_n} kC_2 \xrightarrow{\xi} k \rightarrow 0 \cdots & \text{if } n \leq 0 \end{cases}$$

where in each case $k$ sits in homological degree $n$ and there are $|n|$ copies of $kC_2$.

Proof. This follows from the description of $kC_2 \otimes kC_2$ in Reminder 3.20. Alternatively, one can test invertibility in all residue fields of Remark 3.18. If we pass via $\mathbb{K}_b(A)/\langle kC_2 \rangle$ then $L$ is just $1[1]$. If on the other hand we pass via $D_b(A)$ then $L$, being a resolution of $k$, becomes isomorphic to $1$. In any case, it is invertible. \hfill \Box

3.23. Remark. To understand how unique the isomorphisms of Proposition 3.22 are, or how 'coherent' they are, note that any two isomorphisms between invertibles differ by multiplication by an automorphism of $1$. For $k = \mathbb{F}_2$ there is no non-trivial automorphism of $1$ since $\mathbb{F}_2^\times = \{1\}$. So we can construct our isomorphisms canonically over the field $\mathbb{F}_2$ and then extend scalars to any field of characteristic 2.

3.24. Remark. Already in our toy example of a tt-category $\mathcal{X} = \mathbb{K}_b(A)$, the two codimension-one irreducible closed subsets $\{\mathcal{L}\}$ and $\{N\}$ of $\text{Spc}(\mathcal{X})$ are 'cut out' by a single 'equation' $s: 1 \rightarrow u$ for $u$ some $\otimes$-invertible, that is, they are of the form

$$Z(s) = \text{supp}(\text{cone}(s)).$$

In algebro-geometric language, they correspond to a 'Koszul object' of length one $\text{Kos}(\alpha) = \text{cone}(1 \xrightarrow{\alpha} u)$. Specifically for $\{\mathcal{L}\} = \text{supp}(S)$, we have $\{\mathcal{L}\} = \text{supp}(\text{cone}(\tilde{\eta}: 1 \rightarrow L^{-1}))$ where $\tilde{\eta}$ is simply $\eta: k \rightarrow kC_2$ in degree zero. The other closed point $\{N\} = \text{supp}(kC_2)$ equals $\text{supp}(v: \mathbb{I} \rightarrow L^{-1}[1])$ where $v: \mathbb{I} \rightarrow L^{-1}[1]$ is given by the identity $k \rightarrow k$ in degree zero.

4. Filtered $kC_2$-modules

After describing in Section 3 the space $\text{Spc}(\mathbb{K}_b(A))$ for $A = kC_2$-$\text{mod}$, we turn to the more substantial problem of understanding filtered objects in $A$. In this section, we define the tensor category $A^\text{fil}$ of filtered objects, which is a Krull-Schmidt category, and we describe its indecomposable objects (Corollary 4.18) and their tensor (Proposition 4.24). We discuss exact structures in the next section.

4.1. Definition. We denote by $A^\text{fil}$ the category of filtered objects in $A$, i.e. sequences

$$A = \cdots \rightarrow A^{n+1} \rightarrow A^n \rightarrow A^{n-1} \rightarrow \cdots$$

of monomorphisms in $kC_2$-$\text{mod}$ such that $\text{gr}^n(A) := A^n/A^{n+1}$ is zero for all but finitely many $n$, and $A^n = 0$ for $n \gg 0$. The underlying object of $A$ is $\text{fgt}(A) = \colim_{n \rightarrow -\infty} A^n$ that is, up to isomorphism, $A^n$ for $n \ll 0$. We often think of a filtered object $A$ as the underlying object equipped with a finite filtration $\cdots A^{n+1} \subseteq A^n \subseteq \cdots \subseteq A$ as
above. A morphism of filtered objects is the obvious degreewise notion, compatible with the inclusions. In other words, we can view $A^\fil$ as a full subcategory of the category $A^\Zop = \Fun(\Zop, A)$ of presheaves from the poset $(\Z, \leq)$ to $A$. Alternatively, a morphism $f : A \to B$ is simply a morphism of underlying objects such that $f(A^n) \subseteq B^n$ for all $n \in \Z$. We thus have a faithful functor

$$
\fgt : A^\fil \to A
$$

that forgets the filtration. We also have functors $\gr^n : A^\fil \to A$, which assemble to a functor $\gr(A) = \oplus_n \gr^n(A)$ called the total-graded functor

$$
\gr : A^\fil \to A.
$$

When we discuss complexes in $A^\fil$, we shall have (homological) degrees for complexes and (filtration) degrees of each term of the complex. To avoid confusion with the word ‘degree’, and to follow the motivic tradition, we speak of weight to refer to the filtration degree. More precisely, we shall call $A^n$ the elements of weight at least $n$ in $A \in A^\fil$. Also, we shall try to write complexes differentials horizontally and filtration inclusions vertically (with bigger weights below smaller weights).

4.3. Example. Any $kC_2$-module $M \in A$ defines a filtered object $\pwz(M) = M$ with $\pwz(M)^n = M$ for $n \leq 0$ and $\pwz(M)^n = 0$ for $n > 0$. We call such a filtered object $\pwz(M) = \cdots 0 = 0 \subseteq M = M = \cdots$ pure of weight zero.

4.4. Remark. The subcategory $A^\fil$ of $A^\Zop$ is closed under retracts. Since $A^\Zop$ is idempotent-complete, so is $A^\fil$. Hence in the sequel, we tacitly use that a retracted monomorphism in $A^\fil$ is the inclusion of a direct summand.

4.5. Remark. There is an induced tensor product on $A^\fil$ making $\fgt : A^\fil \to A$ a tensor functor, i.e. defined by tensoring underlying objects and filtering via

$$(A \otimes B)^n := \colim_{p+q \geq n} A^p \otimes B^q.$$ 

In our case, the tensor $\otimes : A \times A \to A$ is exact, hence preserves monomorphisms. So we can think of $(A \otimes B)^n = \sum_{p+q=n} A^p \otimes B^q$ as the sum of the subobjects $A^p \otimes B^q \to \fgt(A) \otimes \fgt(B)$, although the map $\bigoplus_{p+q=n} A^p \otimes B^q \to \fgt(A) \otimes \fgt(B)$ need not be a monomorphism. By definition, the functor $\fgt : A^\fil \to A$ is a tensor functor. The same holds for $\gr : A^\fil \to A$, as we now check.

4.6. Lemma. We have in $A$ a canonical isomorphism

$$\gr^n(A \otimes B) = \bigoplus_{p+q=n} \gr^p(A) \otimes \gr^q(B),$$

which is part of the structure making $\gr : A^\fil \to A$ a tensor functor.

Proof. As explained above, we may think of $A \otimes B$ as a filtration on $\fgt(A) \otimes \fgt(B)$ with elements of weight at least $n$ given by

$$(A \otimes B)^n = \sum_{p+q=n} A^p \otimes B^q.$$ 

Furthermore, for every pair $(p, q)$ such that $p+q = n$, the canonical map $A^p \otimes B^q \to \gr^n(A \otimes B)$ vanishes on $A^{p+1} \otimes B^q + A^p \otimes B^{q+1}$. This induces a map

$$
\bigoplus_{p+q=n} \gr^p(A) \otimes \gr^q(B) \to \gr^n(A \otimes B)
$$

(4.7)
which is part of a natural transformation making $gr$ lax-monoidal. Note that (4.7) is surjective. Summing over all $n$, the $k$-dimensions of the domain and codomain of (4.7) are the $k$-dimensions of $fgt(A) \otimes fgt(B)$ and $fgt(A \otimes B)$, respectively—which are equal. We conclude that for each $n$ the map in (4.7) is an isomorphism. □

4.8. Example. The functor $pwz : A \to A^{\fil}$ of Example 4.3 is a tensor-functor.

4.9. Lemma. The $\otimes$-category $A^{\fil}$ is rigid, and the dual $A^\vee$ of $A$ is given by

$$(A^\vee)^n := \ker(fgt(A)^\vee \to (A^{-n+1})^\vee)$$

with the canonical transition morphisms. Furthermore, $gr^n(A^\vee) \cong (gr^{-n}(A))^\vee$.

Proof. The proof is straightforward. □

4.10. Notation. Consider the “twist” functor $(m) : A^{\fil} \to A^{\fil}$ which keeps the same underlying object but shifts the filtration (or the weight) by $m \in \mathbb{Z}$:

$$A(m)^n = A^{n-m}.$$

It comes with a canonical morphism $\beta : A \to A(1)$, given by the identity on the underlying object. This defines a natural transformation $\beta : 1 \to (1) : A^{\fil} \to A^{\fil}$.

We want to describe all objects of $A^{\fil}$. Recall that the Krull-Schmidt category $A = kC_2$-mod has two indecomposable objects, $k$ with trivial action and the free module $kC_2$. Let us start by constructing filtrations on these two objects.

4.11. Construction. Consider the basic objects $\mathbb{1}(m) = pwz(k)(m)$ and $\mathbb{1}_0(m) = pwz(kC_2)(m)$ in $A^{\fil}$, for $m \in \mathbb{Z}$. For $\ell \in \mathbb{Z}_{\geq 1}$, we define the object $\mathbb{E}_\ell(m)$ as

$$\mathbb{E}_\ell(m) = \cdots \subseteq a_k = \cdots = k \overset{\eta}{\to} kC_2 = \cdots$$

where $kC_2$ occurs in filtration degrees $\leq m$ and $k$ appears in degrees from $m + \ell$ down to $m + 1$. So the underlying object of $\mathbb{E}_\ell(m)$ is $kC_2$. The homomorphisms out of $\mathbb{E}_\ell(m)$ can be described as follows:

$$\text{Hom}(\mathbb{E}_\ell(m), A) = \left\{ f \in \text{Hom}_{kC_2}(kC_2, A) \left| \begin{array}{c} f(kC_2) \subseteq A^m \\
\text{and } f(k) \subseteq A^{m+\ell} \end{array} \right\} \cong \{ x \in A^m \mid (1 + \sigma)x \in A^{m+\ell} \}. \right.$$

(Recall that $\sigma$ is the name of the generator of $C_2$ and that $\eta : k \to kC_2$ is $1 \mapsto 1+\sigma$.)

4.14. Remark. Continuing the analogy with motives, we shall say that a filtered object $A \in A^{\fil}$ is effective if $fgt(A) = A^0$, that is $A^0 = A^{-1} = \cdots = A^n$ for all $n \leq 0$, or equivalently if $A$ lives entirely in non-negative weights. For every $m \in \mathbb{Z}$, we shall also use the notation

$$A^{\geq m} = \cdots \subseteq A^{m+1} \subseteq A^m = A^m = \cdots$$

for the subspace of weight at least $m$, the filtered object $A^m$ (still in weight $m$) together with all higher weights. We have a monomorphism $A^{\geq m} \to A$. So an object $A \in A^{\fil}$ is effective if and only if $A^{\geq 0} = A$. For example, the objects $\mathbb{E}_\ell(m)$ of Construction 4.11 satisfy $(\mathbb{E}_\ell(m))^{\geq m'} = \mathbb{E}_\ell(m)$ whenever $m' \leq m$. In particular, for $m \geq 1$, we have

$$(\mathbb{E}_\ell(m))^{\geq 1} = \mathbb{E}_\ell(m).$$
4.15. Lemma. Let $A = A^{≥0}$ be an effective object of $A^{\text{fil}}$. Let $m ≥ 1$ and $ℓ ≥ 0$ and $α : E_ℓ(m) → A$ be a morphism such that $α^{≥1} : (E_ℓ(m))^{≥1} → A^{≥1}$ is a split monomorphism, i.e. we give $E_ℓ(m) = (E_ℓ(m))^{≥1}$ as direct summand of $A^{≥1}$. Then $α$ is a split monomorphism as well, i.e. $E_ℓ(m)$ is a direct summand of $A$ itself.

Proof. Note that since $m ≥ 1$, the underlying morphism of $α : E_ℓ(m) → A$ ‘lands’ in $A_1$, that is, $α(kC_2) ⊆ A_1$. Pick a retraction of $α^{≥1}$, say $r^1 : A^{≥1} → (E_ℓ(m))^{≥1} = E_ℓ(m)$. This morphism $r^1$ consists of $r^1 : A^i → kC_2$ which maps the filtration of $A$ into the one for $E_ℓ(m)$, for all weights $≥ 1$, and satisfies $r^1 ∘ α = id_{kC_2}$ on underlying objects. The only question is to extend $r^1 : A^1 → kC_2 = (E_ℓ(m))^1 = (E_ℓ(m))^0$ to the whole of $A^0$

$\begin{align*}
E_ℓ(m) & \xrightarrow{α} A - \xrightarrow{β} - \xrightarrow{r^0} E_ℓ(m) \\
kC_2 & \xrightarrow{α} A^0 - \xrightarrow{β} - \xrightarrow{r^0} kC_2 \\
kC_2 & \xrightarrow{α} A^1 - \xrightarrow{r^1} kC_2
\end{align*}$

Such an extension $r^0$ of $r^1$ exists because $A^1 → A^0$ is a monomorphism and $kC_2$ is injective in $A$. This automatically defines a retraction $r : A → E_ℓ(m)$ of $α$. □

4.16. Proposition. Every object in $A^{\text{fil}}$ is isomorphic to one of the form

$\bigoplus_i E_ℓ_i(m_i) \oplus \bigoplus_j 1(n_j)$

for finitely many integers $ℓ_i ≥ 0$, $m_i ∈ Z$ and $n_j ∈ Z$. (See (4.12) for $E_ℓ(m)$.)

Proof. Let $A ∈ A^{\text{fil}}$. Since twisting on $A^{\text{fil}}$ is an equivalence of categories, and by induction on the filtration amplitude, we may assume that $A$ is effective, $\text{fgt}(A) = A^0$, and that the statement holds for $A^{≥1}$. Doing induction on the $k$-dimension of $A^0$ and using Lemma 4.15 (see Remark 4.4), we may assume that $A^1$ has trivial $C_2$-action: any $E_ℓ(m)$ summand of $A^{≥1}$ is already a summand of $A$.

Let $ℓ$ be the maximal weight in $A$, that is, the largest integer $ℓ$ such that $A^ℓ ≠ 0$. If $ℓ = 0$, we have $A^1 = 0$ and $A = A^{≥0}$ is simply a $kC_2$-module pure of weight zero, hence is of the form $\bigoplus_i E_0 \oplus \bigoplus_j 1$, as wanted. So let us suppose $ℓ > 0$.

Let $x ∈ A^ℓ$ be non-zero. Since $ℓ > 0$, we have $x ∈ A^1$ and thus $x$ is fixed by the $C_2$-action by the first reduction above. Let us define a sub-module $B^0$ of $A^0$ by distinguishing two cases. If $x = y + σy$ for some $y ∈ A^0$ let $B^0 = ky + kσy ≅ kC_2$, otherwise let $B^0 = kx ≅ k$. Note that in both cases the inclusion $B^0 → A^0$ has a retraction $r^0 : A^0 → B^0$ in the category of $kC_2$-modules. In the first case, $B_0$ is an injective $kC_2$-module. In the second case, it is an easy exercise to verify that if $i : k → A$ in $kC_2$-mod does not factor through $kC_2$, then $i$ is a split monomorphism. (The assumption means that $i$ remains non-zero in $\text{stab}(A) ≅ k$-mod, hence splits there, hence splits in $A$ as well since $A(k,k) ≅ \text{Hom}_{\text{stab},A}(k,k) ≅ k$.) Endowing $B^0$ with the filtration induced by the inclusion $B^0 → A^0$ we see that the resulting object $B$ is of the form $E_ℓ$ (in the first case) or $1(ℓ)$ (in the second case).

Our claim is that $r^0 : A^0 → B^0$ is compatible with the filtrations and thus defines a retraction $r : A → B$ of the inclusion $B → A$. We need to show that for $z ∈ A^n$...
with $n \geq 1$, we have $r^0(z) \in B^n$. We know that $z \in A^{\geq 1}$ is fixed by the $C_2$-action hence so is its image $r^0(z) \in B^0$, thus $r^0(z) \in kx \subseteq A^\ell$ for the maximal weight $\ell$ in $A$. Hence, we see that $r^0: A^0 \to B^0$ either maps $z \in A^n$ to zero (hence to $B^n$) or it maps $z$ into the highest possible weight $\ell \geq n$ where non-zero elements exist. In any case, $r$ respects the filtration. So we can split off $B$ as a direct summand of $A$ and finish the proof by induction. \hfill \Box

4.17. Lemma. For every $n \in \mathbb{Z}$ and $\ell \geq 0$ the endomorphisms rings

$$\text{End}_{A^\fil}(1(n)) = k \cdot \text{Id} \quad \text{and} \quad \text{End}_{A^\fil}(\mathcal{E}(n)) = kC_2 \cdot \text{Id}$$

are local rings.

Proof. Of course, as twisting is an auto-equivalence, we can assume $n = 0$. It is clear that $\text{End}_{A^\fil}(1) = k \cdot \text{Id}$. On the other hand, we deduce from (4.13) that $\text{End}_{A^\fil}(\mathcal{E})$ equals $\text{End}_kC_2(kC_2) \cong kC_2 \cong k[\sigma]/(\sigma^2 - 1) \cong k[s]/s^2$. \hfill \Box

4.18. Corollary. The category $A^\fil$ is Krull-Schmidt. In particular, the decomposition in Proposition 4.16 is unique up to permutation (and isomorphism) of the indecomposable summands $1(n)$ and $\mathcal{E}(m)$.

Proof. The category is Krull-Schmidt because we are over a field and all objects are Noetherian and Artinian. We can also see this directly from Proposition 4.16, which moreover describes the indecomposables. Indeed, it suffices to know that the endomorphism rings of $1(n)$ and $\mathcal{E}(m)$ are local rings, which is Lemma 4.17. \hfill \Box

Let us now discuss the tensor structure of $A^\fil$ on the indecomposables $\mathcal{E}(m)$.

4.19. Lemma. The $\otimes$-dual of $\mathcal{E}(m)$ is isomorphic to $\mathcal{E}(\ell - m - \ell)$.

Proof. The dual of $kC_2$ in $A$ is $kC_2$ and the result follows from Lemma 4.9. \hfill \Box

4.20. Remark. We now want to describe $\mathcal{E}(\ell) \otimes \mathcal{E}(\ell)$. We have already described the underlying object $kC_2 \otimes kC_2 \cong kC_2 \oplus kC_2$ in Reminder 3.20. However that isomorphism does not preserve weights; indeed, weights in $\mathcal{E}(\ell)$ are controlled by $\eta: k \rightarrow kC_2$ and this monomorphism, defined by $\eta(1) = 1 + \sigma$, is not the $k$-linearization of a map of $\mathcal{C}$-sets. Hence we compose the Galois isomorphism $kC_2 \otimes kC_2 \rightarrow kC_2 \oplus kC_2$ of (3.21) with an automorphism of $kC_2 \oplus kC_2$, namely ($\frac{1}{0} \frac{1}{1}$).

4.21. Notation. Let $E = kC_2$. Define an isomorphism of $kC_2$-modules $\gamma: E \otimes E \to E \oplus E$ and its inverse $\gamma^{-1}$ as follows

$$\begin{align*}
E \otimes E & \xrightarrow{\gamma} E \oplus E & E \oplus E & \xrightarrow{\gamma^{-1}} E \otimes E \\
1 \otimes 1 & \mapsto (1, 0) & (1, 0) & \mapsto 1 \otimes 1 \\
1 \otimes \sigma & \mapsto (1, \sigma) & (\sigma, 0) & \mapsto \sigma \otimes \sigma \\
\sigma \otimes 1 & \mapsto (\sigma, 1) & (0, 1) & \mapsto \sigma \otimes \sigma + \sigma \otimes 1 \\
\sigma \otimes \sigma & \mapsto (\sigma, 0) & (0, \sigma) & \mapsto 1 \otimes 1 + 1 \otimes \sigma.
\end{align*}$$

(4.22)

4.23. Remark. For some computations, it can be useful to know what happens to $\eta: k \rightarrow kC_2 = E$ and to $\epsilon: E = kC_2 \rightarrow k$ under tensorization with $E$ and the
identification of (4.22). It is easy to check that the following diagrams commute:

\[
\begin{align*}
1 \otimes E &\cong E \\
E \otimes E &\cong E \oplus E \\
E \otimes E &\cong E \oplus E \\
E \otimes 1 &\cong E \\
E \otimes E &\cong E \oplus E \\
E \otimes E &\cong E \oplus E
\end{align*}
\]

Finally, the swap of factors (12): \(E \otimes E \cong E \otimes E\) becomes \(\begin{pmatrix} 1 & \sigma \\ 0 & 1 \end{pmatrix}: E \oplus E \cong E \oplus E\).

4.24. Proposition. Let \(\ell' \geq \ell \geq 0\) and \(i,j \in \mathbb{Z}\). The isomorphism \(\gamma\) of (4.22) induces an isomorphism in \(A^{\text{fil}}\) for the filtered objects defined in (4.12):

\[
\mathbb{E}_\ell(i) \otimes \mathbb{E}_{\ell'}(j) \cong \mathbb{E}_\ell(i+j) \oplus \mathbb{E}_\ell(i+j+\ell').
\]

Proof. We easily reduce to the case \(i = j = 0\). It suffices to show that the explicit \(\gamma\) and \(\gamma^{-1}\) of (4.22) preserve the filtrations to induce maps in \(A^{\text{fil}}\):

\[
\gamma: \mathbb{E}_\ell \otimes \mathbb{E}_{\ell'} \to \mathbb{E}_\ell \oplus \mathbb{E}_{\ell'}(\ell') \quad \text{and} \quad \gamma^{-1}: \mathbb{E}_\ell \oplus \mathbb{E}_{\ell'}(\ell') \to \mathbb{E}_\ell \otimes \mathbb{E}_{\ell'}.
\]

In each case, we need to trace what happens to higher-weight elements of the form \(1 + \sigma\). For instance \((1 + \sigma) \otimes 1\) in \(\mathbb{E}_\ell \otimes \mathbb{E}_{\ell'}\) must land under \(\gamma\) in weight at least \(\ell\) in both summands \(\mathbb{E}_\ell\) and \(\mathbb{E}_{\ell'}\). This image is \((1 + \sigma, \sigma)\) which is indeed in weight \(\ell\) in the first summand and in weight at least \(\ell\) in the second because of the assumption \(\ell' \geq \ell\). For another instance, \(\gamma^{-1}\) should map \((0, 1 + \sigma)\) to something in weight at least \(\ell + \ell'\) in \(\mathbb{E}_\ell \otimes \mathbb{E}_{\ell'}\). That image is equal to \((1 + \sigma) \otimes (1 + \sigma)\), which is in weight at least \(\ell\) in the first factor, \(\ell'\) in the second, thus in weight at least \(\ell + \ell'\) in the tensor. The remaining verifications are left to the reader. \(\square\)

5. FROBENIUS CATEGORY OF FILTERED \(kC_2\)-MODULES

Let \(A = kC_2\)-mod as in Section 4, where we described the Krull-Schmidt tensor-category \(A^{\text{fil}}\) of filtered \(kC_2\)-modules. We now want to discuss its homological structure, in the form of a Frobenius exact category (see Reminder 2.1).

5.1. Definition. Let \(A^{\text{split}}\) denote the category \(A\) with the minimal exact structure: Admissible short exact sequences are precisely the split exact ones. In \(A^{\text{fil}}\), we define a sequence \((f, g) = \langle A \twoheadrightarrow B \rightarrowtail C \rangle\) to be admissible if \(g \circ f = 0\) and

\[
(\text{gr}(f), \text{gr}(g)) = \langle \text{gr}(A) \xrightarrow{\text{gr}(f)} \text{gr}(B) \xrightarrow{\text{gr}(g)} \text{gr}(C) \rangle
\]

is admissible in \(A^{\text{split}}\). Equivalently, this means that \(g \circ f = 0\) and the sequences \((\text{gr}^n(f), \text{gr}^n(g))\) are split exact in \(A\) for all \(n \in \mathbb{Z}\). These admissible exact sequences define an exact structure on \(A^{\text{fil}}\), see [DRSS99, Prop. 1.4, Lem. 1.9, Prop. 1.10], that we denote

\[
A^{\text{fil}}_{\text{ex}}.
\]
5.2. **Remark.** The two functors of Definition 4.1 are exact:

\[ \text{fgt} : A^\text{fil}_{\text{ex}} \rightarrow A \quad \text{and} \quad \text{gr} : A^\text{fil}_{\text{ex}} \rightarrow A^\text{split} \]

where the left-hand $A$ has the abelian structure and the right-hand one has the split exact structure.

5.3. **Remark.** At first, the reader might be puzzled by our notation $A^\text{fil}_{\text{ex}}$ to denote the same category that we denoted $A^\text{fil}$ in Section 4. We choose to emphasize this point since it touches the technical crux of many of our discussions below. Indeed, there is another (maximal) exact structure on the category $A^\text{fil}$ that we denote $A^\text{fil}_{\text{q,ab}}$

coming from the fact that $A^\text{fil}$ is quasi-abelian, cf. [Sch99]. One possible definition of a quasi-abelian category is as a pre-abelian category, i.e. one with kernels and cokernels, such that the family of all kernel-cokernel sequences $(f,g)$ defines an exact structure. The two functors

\[ \text{fgt} : A^\text{fil}_{\text{q,ab}} \rightarrow A \quad \text{and} \quad \text{gr} : A^\text{fil}_{\text{q,ab}} \rightarrow A \]

are now exact when the target has the abelian structure in both cases.

Note that a sequence $(f,g)$ is exact in $A^\text{fil}_{\text{q,ab}}$ if and only if $g \circ f = 0$ and $(\text{gr}(f), \text{gr}(g))$ is exact in the abelian category $A$. (This implies, but is different from, $(\text{fgt}(f), \text{fgt}(g))$ being exact. For example, the sequence $1 \rightarrow 1(1) \rightarrow 0$ is exact on underlying vector spaces but not intrinsically exact, i.e. not in $A^\text{fil}_{\text{q,ab}}$.)

Several things we shall spend time proving might seem trivially true if one does not pay attention to the special exact sequences of $A^\text{fil}_{\text{ex}}$. Conversely, some things we shall say would be plain wrong with another exact structure on $A^\text{fil}$. Also, the motivic result of Positselski that we connect with in Part II involves $A^\text{fil}_{\text{ex}}$, not $A^\text{fil}_{\text{q,ab}}$.

5.4. **Remark.** It is convenient to have the quasi-abelian structure $A^\text{fil}_{\text{q,ab}}$ on $A^\text{fil}$ even to study $A^\text{fil}_{\text{ex}}$. For instance, a morphism $f : A \rightarrow B$ in $A^\text{fil}$ such that $\text{gr}(f)$ is a split monomorphism is necessarily an admissible monomorphism in $A^\text{fil}_{\text{ex}}$. Indeed, such an $f$ is intrinsically a monomorphism since $\text{gr} : A^\text{fil}_{\text{q,ab}} \rightarrow A$ is exact and conservative.

Thus $f$ fits in an intrinsically exact sequence $(f,g) = (A \rightarrow B \rightarrow \text{coker}(f))$. Its image under $\text{gr}$ is split exact, hence $(f,g)$ is indeed admissible in $A^\text{fil}_{\text{ex}}$.

5.5. **Remark.** The tensor-functor $\text{pwz}$ of Example 4.3 can be seen as exact in two ways, either as $\text{pwz} : A^\text{split} \rightarrow A^\text{fil}_{\text{ex}}$ or $\text{pwz} : A \rightarrow A^\text{fil}_{\text{q,ab}}$ (with this $A$ abelian).

5.6. **Lemma.** The exact functor $\text{gr} : A^\text{fil}_{\text{ex}} \rightarrow A^\text{split}$ induces a conservative tt-functor

\[ \text{gr} : D^b(A^\text{fil}_{\text{ex}}) \rightarrow K^b(A) \]

with a section tt-functor $\text{pwz} : K^b(A) \rightarrow D^b(A^\text{fil}_{\text{ex}})$ induced by $\text{pwz}$ (see Remark 5.5).

**Proof.** Since $\text{gr}$ is a tensor functor (Lemma 4.6), the induced $\text{gr} : D^b(A^\text{fil}_{\text{ex}}) \rightarrow K^b(A)$ is indeed a tt-functor. For conservativity, let $A \in D^b(A^\text{fil}_{\text{ex}})$ be a complex in $A^\text{fil}_{\text{ex}}$ such that $\text{gr}(A) = 0$. We can assume $A = (\cdots 0 \rightarrow A_n \rightarrow \cdots \rightarrow A_0 \rightarrow 0 \cdots)$ and proceed by induction on $n$. The cases $n = 0$ and $n = 1$ are trivial. By assumption $\text{gr}(A)$ is homotopically trivial, hence $\text{gr}(A_n \rightarrow A_{n-1})$ is a split monomorphism in $A$. This means that $d : A_n \rightarrow A_{n-1}$ is an admissible monomorphism in $A^\text{fil}_{\text{ex}}$, see Remark 5.4.
Therefore $A$ is spliced together from an admissible exact sequence and a shorter complex $A' = (\cdots 0 \rightarrow \text{coker}(d_n) \rightarrow A_{n-2} \rightarrow \cdots \rightarrow A_0 \rightarrow 0 \cdots)$ as usual:

$$
\cdots 0 \rightarrow A_n \xrightarrow{d_n} A_{n-1} \xrightarrow{d_{n-1}} A_{n-2} \rightarrow \cdots \xrightarrow{\text{coker}(d_n)} \cdots
$$

Therefore, in $D^b(A_{\text{fil}})$, we have $A \cong A'$ and $\text{gr}(A') = 0$. By induction hypothesis, we have $A' = 0$ and thus $A = 0$. The last statement is easy from $\text{gr} \circ \text{pwz} = \text{Id}_A$. □

5.7. Example. Recall the fundamental short exact sequence of $kC_2$-modules (3.3)

$$
0 \rightarrow k \xrightarrow{\eta} kC_2 \xrightarrow{\epsilon} 1 \rightarrow 0.
$$

We may think of these objects as pure of weight zero, that is, we can apply $\text{pwz}$ (Example 4.3) to the complex $S$ of (3.4), and thus obtain a sequence in $A_{\text{fil}}$

$$
(5.8) \quad 0 \rightarrow 1 \xrightarrow{\eta} E_0 \xrightarrow{\epsilon} 1 \rightarrow 0
$$

which we denote by $S_0 = \text{pwz}(S)$. (As a complex in $A_{\text{fil}}$, it is still viewed as non-zero in homological degrees 2, 1, 0.) As $S_0$ is not an admissible sequence in $A_{\text{ex}}$, since $\text{gr}^0(S_0) = S$ is not split, the complex $S_0$ is a non-zero object of $D^b(A_{\text{ex}})$. It would be acyclic in $A_{\text{qab}}$ though.

On the other hand, there is an infinite family of admissible exact sequences in $A_{\text{ex}}$

$$
(5.9) \quad S_\ell = 1(\ell) \xrightarrow{\eta} E_\ell \xrightarrow{\epsilon} 1
$$

for any $\ell \geq 1$, satisfying $\text{fgt}(S_\ell) = S$. (Recall $E_\ell$ from Construction 4.11.) We call these $S_\ell$ the fundamental admissible exact sequences. Of particular importance is

$$
(5.10) \quad S_1 = 1(1) \xrightarrow{\eta} E_1 \xrightarrow{\epsilon} 1
$$

or in expanded form:

$$
\begin{align*}
&\vdots \\
&k \xrightarrow{\eta} kC_2 \xrightarrow{\epsilon} k & \text{(weight } - 1) \\
&\xrightarrow{=} \\
&k \xrightarrow{\eta} kC_2 \xrightarrow{\epsilon} k & \text{(weight } 0) \\
&\xrightarrow{=} \\
&k \xrightarrow{1} k \xrightarrow{0} 0 & \text{(weight } 1) \\
&\xrightarrow{=} \\
&0 \xrightarrow{0} 0 \xrightarrow{0} & \text{(weight } 2) \\
&\vdots 
\end{align*}
$$

5.11. Proposition. Every object in $A_{\text{ex}}$ is flat, i.e. the category $A_{\text{ex}}$ is tensor-exact.

Proof. This follows readily from Lemma 4.6 and Definition 5.1. □

5.12. Remark. Tensoring (5.10) with an $A \in A_{\text{fil}}$ shows that every $A$ receives an admissible epimorphism from $E_1 \otimes A$. The latter are the projectives in $A_{\text{ex}}$. 

5.13. Proposition. The subcategory of projective objects of $A_{\text{ex}}^{\text{fil}}$, as an exact category, coincides with the thick $\otimes$-ideal $\text{add}^{\otimes}(E_1)$ generated by $E_1$, namely it consists of all direct sums of $E_0(i)$ and $E_1(j)$ for $i,j \in \mathbb{Z}$.

Proof. By rigidity (Lemma 4.9) and flatness of all objects $A$ (Proposition 5.11), the projectives $P$ form a $\otimes$-ideal since $\text{Hom}(A \otimes P, -) \cong \text{Hom}(P, A^\vee \otimes -)$. In view of Corollary 4.18, Proposition 4.24 and Remark 5.12, it suffices to show that $E_1$ is projective in $A_{\text{ex}}^{\text{fil}}$. To see that, we need to show that it has the lifting property with respect to admissible epimorphisms. Recall the description $\text{Hom}_{A_{\text{ex}}}(E_1, A) = \{ x \in A^0 \mid (1 + \sigma)x \in A^1 \}$ given in Construction 4.11. Consider now an admissible epimorphism $g : B \to C$ in $A_{\text{ex}}^{\text{fil}}$ and specifically the part around $gr^0$:

$$
\begin{array}{ccc}
gr^0(B) & \overset{g}{\longrightarrow} & gr^0(C) \\
\uparrow & & \uparrow \\
B^0 & \overset{g}{\longrightarrow} & C^0 \\
\uparrow & & \uparrow \\
B^1 & \overset{g}{\longrightarrow} & C^1
\end{array}
$$

in which the rows are epimorphisms and the columns exact in $A$, and the top row is furthermore a split epimorphism. Suppose given $z \in C^0$ such that $(1 + \sigma)z \in C^1$. We need to find $y \in B^0$ such that $g(y) = z$ and $(1 + \sigma)y \in B^1$. Consider first $\bar{z} \in gr^0(C)$ and note that $(1 + \sigma)\bar{z} = 0$, that is, $\bar{z}$ is $C_2$-fixed. Since the top epimorphism is split, we can lift $\bar{z}$ to some $\bar{y} \in gr^0(B)$ still $C_2$-fixed. In other words, we have found $y \in B^0$ such that $(1 + \sigma)y \in B^1$ and whose image in $gr^0(C)$ is $\bar{z}$, i.e. the same as our initial $z$. We do not know that $g(y) = z$, we only know this modulo $C^1$. Hence there exists $z' \in C^1$ such that $z = g(y) + z'$. Since $g : B^1 \to C^1$ is an epimorphism, we can pick $y' \in B^1$ such that $g(y') = z'$. Direct verification shows that the element $y'' := y + y' \in B^0$ satisfies $(1 + \sigma)y'' \in B^1$ and $g(y'') = z$, hence is a lift of the initial $z$ under $\text{Hom}_{A_{\text{ex}}}(E_1, B) \to \text{Hom}_{A_{\text{ex}}}(E_1, C)$. \hfill $\Box$

5.14. Corollary. The exact category $A_{\text{ex}}^{\text{fil}}$ is Frobenius. In particular, its injective-projective objects are sums of $E_0(i)$ and $E_1(j)$ for $i,j \in \mathbb{Z}$ as in Proposition 5.13, and they form a $\otimes$-ideal.

Proof. Rigidity (Lemma 4.9) provides an equivalence of exact categories $(-)^\vee : (A_{\text{ex}}^{\text{fil}})^{\text{op}} \cong A_{\text{ex}}^{\text{fil}}$. As $E_1 \cong E_1(-1)$ by Lemma 4.19, it follows that injective and projective objects in $A_{\text{ex}}^{\text{fil}}$ coincide. There are enough of them by Remark 5.12. \hfill $\Box$

5.15. Remark. We can also consider the quasi-abelian structure $A_{\text{q,ab}}^{\text{fil}}$ on $A^{\text{fil}}$, as in Remark 5.3. Since it admits more exact sequences than $A_{\text{ex}}^{\text{fil}}$, it will have less projectives and injectives. One easily verifies that the projectives and injectives coincide in $A_{\text{q,ab}}^{\text{fil}}$ (using the same argument as above) and that they contain all sums of twists of $E_0$. Also, tensoring any object $A \in A_{\text{q,ab}}^{\text{fil}}$ with the intrinsically-exact sequence $1 \to E_0 \to 1$, we see that $A_{\text{q,ab}}^{\text{fil}}$ is Frobenius with subcategory of projective-injective equal to the thick $\otimes$-ideal $\text{add}^{\otimes}(E_0)$ generated by $E_0$ (cf. Proposition 4.24).

We can now consider the derived category $D_b(A_{\text{q,ab}}^{\text{fil}})$, which is tensor-triangulated, and whose spectrum we compute in Section 7. We shall need the following fact which is direct from the exact structure discussed in the present section:

\footnote{We write $\text{add}^{\otimes}(E_1)$ for the thick $\otimes$-ideal of $A^{\text{fil}}$ generated by $E_1$, instead of $(E_1)$. We reserve $(E_1)$ for the tt-ideal generated by $E_1$ in upcoming tt-categories, like $D_b(A_{\text{q,ab}}^{\text{fil}})$ for instance.}
5.16. **Lemma.** For \( \ell \geq 1 \), we have an isomorphism in \( D_b(A_{\text{fil}}) \)
\[
\text{cone}(\mathbb{E}_\ell \to \mathbb{E}_{\ell+1}) \cong \text{cone}(\beta: \mathbb{1}(\ell) \to \mathbb{1}(\ell + 1))
\]
where \( \iota: \mathbb{E}_\ell \to \mathbb{E}_{\ell+1} \) is underlain by \( \text{id}_{kC_2} \). (Recall \( \mathbb{E}_\ell \) from Construction 4.11.)

**Proof.** Consider the following morphism of complexes \( s \), where morphisms in \( A_{\text{fil}} \) are described as usual by the underlying morphisms of \( kC_2 \)-modules
\[
\begin{array}{cccccccccccc}
\cdots & 0 & \mathbb{1}(\ell) & 1(\ell + 1) & 0 & \cdots \\
\downarrow & & \downarrow & \downarrow & & \downarrow & \\
\cdots & 0 & \mathbb{E}_\ell & 1 & \mathbb{E}_{\ell+1} & 0 & \cdots \\
\downarrow & & \downarrow & \downarrow & & \downarrow & \\
\cdots & 0 & 1 & 1 & 1 & 0 & \cdots \\
\end{array}
\]

We complete vertically by using the fundamental admissible exact sequences (5.9). Hence the cone of \( s: \text{cone}(\beta_2(\ell)) \to \text{cone}(\mathbb{E}_\ell \to \mathbb{E}_{\ell+1}) \) is isomorphic in \( D_b(A_{\text{fil}}) \) to the bottom complex (Reminder 2.5) which is trivial. Thus \( s \) is an isomorphism. \( \Box \)

5.17. **Corollary.** The objects \( \{\mathbb{1}(1), \mathbb{1}(-1), \mathbb{E}_0, \mathbb{E}_1\} \) generate \( D_b(A_{\text{fil}}) \) as a tensor-triangulated category.

**Proof.** This is immediate from Proposition 4.16 and Lemma 5.16. \( \Box \)

6. **A central localization**

In Sections 4 and 5, we turned the category \( A_{\text{fil}} \) of filtered objects in \( A = kC_2 \)-mod into a tensor-exact Frobenius category \( A_{\text{fil}}^{\text{fil}} \). The present section is dedicated to computing a central localization of its derived category \( D_b(A_{\text{fil}}^{\text{fil}}) \). This will be a key ingredient in the computation of its spectrum. Along the way, we build a functor \( f_{\text{fil}}: D_b(A_{\text{fil}}^{\text{fil}}) \to K_b(A) \), different from the total-graded gr of Lemma 5.6.

6.1. **Remark.** The idea is to discuss \( A_{\text{fil}} \) ‘around weight zero’. We have already seen in Example 4.3 the inclusion of ‘pure-weight-zero’ objects \( \text{pwz}: A \to A_{\text{fil}} \), mapping any \( kC_2 \)-module to the filtered object pure in filtration degree zero. It admits a right adjoint \( A \to A^0 \), taking the weight-zero part. Indeed, a morphism \( f: \text{pwz}(M) \to A \) is given by the underlying \( f: M \to f_{\text{fil}}(A) \) which must land in \( A^0 \) to respect the filtration, with no other condition. Furthermore, this adjunction

\[
A_{\text{fil}} \xrightarrow{\text{pwz}} A \xleftarrow{(\cdot)^0} A^0
\]

satisfies a projection formula, i.e. there exists a natural isomorphism

\[
(A \otimes \text{pwz}(M))^0 \cong A^0 \otimes M
\]

for \( M \in A \) and \( A \in A_{\text{fil}}^{\text{fil}} \). This holds for general reasons; see (2.2). But (6.2) can also be seen as an equality of submodules of \( \text{fgt}(A) \otimes M \). Indeed, the weight-zero part of \( A \otimes \text{pwz}(M) \) consists of \( \sum_{i+j=0} A^i \otimes \text{pwz}(M)^j \) and we can replace \( \text{pwz}(M)^j = 0 \) for \( j > 0 \) and \( \text{pwz}(M)^j = M \) for \( j \leq 0 \) and use \( A^i \subseteq A^0 \) for all \( i > 0 \).
6.3. Example. Consider in $A^\fil$ the object $E_1 = (\cdots \subset \langle 0 \subset k \overset{\eta}{\to} kC_2 = kC_2 = \cdots)$ of Construction 4.11, with $k$ in weight 1. By definition, we have

$$(E_1(m))^0 = \begin{cases} 
kC_2 & \text{if } m \geq 0 
k & \text{if } m = -1 
0 & \text{if } m < -1. \end{cases}$$

Furthermore, under the functor $(-)^0 : A^\fil \to A$, the map $\eta : E_1(m) \to E_1(m - 1)$ goes to $\eta : kC_2 \to kC_2$ when $m > 0$ and to $\epsilon : kC_2 \to k$ when $m = 0$, and necessarily to zero otherwise. On the other hand, for $r \geq 0$, the map $\beta^r : E_1(m) \to E_1(m + r)$ goes under $(-)^0$ to $\id : kC_2 \to kC_2$ when $m \geq 0$ and to $\eta : k \to kC_2$ when $m = -1$, and necessarily to zero otherwise. (For $\beta : \id \to (1)$ see Notation 4.10.)

6.4. Remark. Let us add exact structures to the discussion of Remark 6.1. The left adjoint $\pwz : A^\split \to A^\fil$ is exact but its right adjoint $(-)^0 : A^\fil \to A^\split$ is not, since $(S_1) = S$ is not split exact. So we need to right-derive $(-)^0$ to obtain a well-defined functor on $D_k(A^\fil)$ taking values in $D_k(A^\split) = K_k(A)$.

Every object $A \in A^\fil$ admits a canonical injective resolution $J \otimes A$ where $J$ is the injective resolution of 1. (Corollary 5.14.) The complex $J$ in $A^\fil$ is obtained by splicing together the fundamental exact sequences $1(i) \to E_1(i - 1) \to 1(i - 1)$ as in (5.9), for $i \leq 0$, and the resulting quasi-isomorphism $\eta : \id \to J$ in $A^\fil$ is

\begin{equation}
1 \to \cdots \to 0 \xrightarrow{\eta} E_1(-1) \xrightarrow{\eta} E_1(-2) \xrightarrow{\eta} E_1(-3) \xrightarrow{\eta} \cdots
\end{equation}

Consider the triangulated functor $R((-)^0) : (J \otimes -)^0 : K_k(A) \to K_-(A)$.

6.6. Proposition. The above functor $(J \otimes -)^0$ takes values in the bounded subcategory $K_k(A)$ of $K_-(A)$ and yields a right adjoint to $\pwz : K_k(A) \to D_k(A^\fil)$

$$K_k(A) \xrightarrow{\pwz} D_k(A^\fil)$$

called $\pwz$ for ‘right-derived weight zero’. We have a projection formula

\begin{equation}
\pwz(A \otimes \pwz(M)) \cong \pwz(A) \otimes M
\end{equation}

for every $A \in D_k(A^\fil)$ and $M \in K_k(A)$, given degreewise by (6.2). Furthermore $\pwz(1) \cong 1$ and the unit $\id_{K_k(A)} \to \pwz \circ \pwz$ of the adjunction is an isomorphism, hence the pure-weight-zero functor $\pwz : K_k(A) \to D_k(A^\fil)$ is fully faithful.

Proof. The adjunction is a general fact about derived functors:

$$\Hom_{D_-(A^\fil)}(\pwz(M), A) \cong \Hom_{D_-(A^\fil)}(\pwz(M), J \otimes A) \cong \Hom_{K_-(A)}(\pwz(M), J \otimes A) \cong \Hom_{K_-(A)}(M, (J \otimes A)^0)$$

by Remark 6.1.

The only specific claim here is that $(J \otimes -)^0 : D_-(A^\fil) \to K_-(A)$ restricts to bounded subcategories $D_k(A^\fil) \to K_k(A)$. By exactness and by induction on the length of complexes, it suffices to show that if $A \in A^\fil$ then $(J \otimes A)^0 \in K_k(A)$. The term $(J \otimes A)^0 = (E_1(i - 1) \otimes A)^0$ in degree $i \leq 0$ is the weight-zero part of $B(i)$ for $B = E_1(-1) \otimes A$, where $B$ does not depend on $i$. For $i < 0$ the filtered object $B(i)$ is
\textquote{pushed up} far enough so that its weight-zero part becomes trivial. Hence the claim. The projection formula still holds by general principle (2.2) or simply because it holds degreewise. A direct computation gives \( \text{rzw}(1) = J^0 = k[0] = 1 \). Combining with the projection formula, we have \( \text{rzw} \circ \text{pwz}(M) \cong \text{rzw}(\mathbb{I} \otimes \text{pwz}(M)) \cong \text{rzw}(1) \otimes M \cong \mathbb{I} \otimes M \cong M \). This isomorphism is the unit of the \( \text{pwz} \dashv \text{rzw} \) adjunction. \( \square \)

We now define an invertible object \( \mathbb{L} \) in \( D_b(A^{\text{fil}}_{\text{ex}}) \) and a map \( \omega : \mathbb{I} \to \mathbb{L} \), that will play an important role in the sequel.

6.8. Definition. Recall the invertible object \( L = (\cdots \to 0 \to k \xrightarrow{\mathbb{L}} kC_2 \to 0 \to \cdots) \) in \( K_b(A) \) from Proposition 3.22, with \( k \) in degree one. Let

\[
(6.9) \quad \mathbb{L} := \text{pwz}(L)(1) = (\cdots 0 \to 1(1) \xrightarrow{\eta} E_0(1) \to 0 \cdots)
\]

be the twisted image of \( L \) in \( D_b(A^{\text{fil}}_{\text{ex}}) \). Consider the morphism \( \omega : \mathbb{I} \to \mathbb{L} \) in \( D_b(A^{\text{fil}}_{\text{ex}}) \) given by the following fraction in \( K_b(A^{\text{fil}}_{\text{ex}}) \):

\[
(6.10) \quad \omega \left\{ \begin{array}{c}
\mathbb{I} = \\
\mathbb{I} := \\
\mathbb{L} = \\
\end{array} \right.
\begin{array}{cccccc}
\xrightarrow{\eta} & 0 & \xrightarrow{\eta} & \mathbb{I} & \xrightarrow{\eta} & 0 \\
\eta & \xrightarrow{\eta} & 1(1) & \xrightarrow{\eta} & E_1 & \xrightarrow{\eta} 0 \\
\eta & \xrightarrow{\eta} & \mathbb{L} & \xrightarrow{\eta} & E_0(1) & \xrightarrow{\eta} 0
\end{array}
\]

Here the quasi-isomorphism \( s : \mathbb{I} \to \mathbb{I} \) corresponds to the fundamental exact sequence \( 1(1) \to E_1 \to \mathbb{I} \) in \( A^{\text{fil}}_{\text{ex}} \) as in (5.10), and the map \( \iota : E_1 \to E_0(1) \) is the canonical morphism underlain by \( \text{id}_{kC_2} \). We shall denote \( \iota \) by \( \iota_1 \) when we need to distinguish it from the similarly defined \( \iota_0 : E_0 \to E_1 \), as in the next lemma.

6.11. Lemma. In \( D_b(A^{\text{fil}}_{\text{ex}}) \), the following holds true.

(a) The cone of \( \omega : \mathbb{I} \to \mathbb{L} \) is isomorphic to \( \text{cone}(\iota_1 : E_1 \to E_0(1)) \).

(b) The tt-ideal \( \langle \text{cone}(\omega) \rangle \) contains \( \text{cone}(\iota_0 : E_0 \to E_1) \), \( \text{cone}(\beta : E_0 \to E_0(1)) \) and \( \text{cone}(\beta : E_1 \to E_1(1)) \), where \( \beta : \text{id} \to (1) \) is as in Notation 4.10.

(c) The tt-ideal \( \langle \text{cone}(\omega) \rangle \) is equal to the tt-ideal \( \langle \text{cone}(\beta : E_1 \to E_1(1)) \rangle \).

Proof. With notation as in (6.10), we have \( \text{cone}(\omega) \cong \text{cone}(\tilde{\omega}) \) since \( s \) is an isomorphism in \( D_b(A^{\text{fil}}_{\text{ex}}) \); furthermore we have \( \text{cone}(\tilde{\omega}) \cong (\cdots 0 \to E_1 \xrightarrow{\eta} E_0(1) \to 0 \cdots) = \text{cone}(\iota_1 : E_1 \to E_0(1)) \) in \( K_b(A^{\text{fil}}_{\text{ex}}) \) already. This gives (a). Tensoring this complex with \( E_0 \) gives an object in \( \langle \text{cone}(\omega) \rangle \) which can be shown to be isomorphic to

\[
E_0 \otimes \text{cone}(\iota_1) \cong \cdots 0 \longrightarrow E_0 \oplus E_0(1) \xrightarrow{\begin{pmatrix} \beta & 0 \\ 0 & \text{id} \end{pmatrix}} E_0(1) \oplus E_0(1) \longrightarrow 0 \cdots
\]

by Proposition 4.24. (On underlying objects, both \( E_0 \otimes E_1 \) and \( E_0 \otimes E_0(1) \) are \( E \otimes E \) for \( E = kC_2 \) and we use \( \gamma : E \otimes E \to E \otimes E \) from (4.22) to replace the tensor by the sum of filtered objects. The underlying map of the differential \( \text{id}_{E_0 \otimes \mathbb{I}} \) is therefore \( \gamma \circ \gamma^{-1} \), the identity of \( E \otimes E \). So the differential is indeed \( \beta : E_0 \to E_0(1) \) and \( \text{id}_{E_0(1)} \) on the diagonal, when the weights are taken into account.) The above complex is isomorphic to \( \text{cone}(\beta : E_0 \to E_0(1)) \), which therefore belongs to \( \langle \text{cone}(\omega) \rangle \).
in $\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})$. Consider now the commutative diagram in $\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}$:

\[
\begin{array}{c}
\mathcal{E}_0 \\
\downarrow_{\iota_0} \quad \downarrow_\beta_{\mathcal{E}_0} \quad \downarrow_\iota_1 \\
\mathcal{E}_1 \\
\end{array}
\quad \xrightarrow{\iota_1} \quad
\begin{array}{c}
\mathcal{E}_0(1) \\
\downarrow_{\iota_0(1)} \quad \downarrow_\beta_{\mathcal{E}_1} \quad \downarrow_1 \\
\mathcal{E}_1(1)
\end{array}
\]

(6.12)

Modulo the tt-ideal $\langle \text{cone}(\omega) \rangle$ we have proved that $\beta_{\mathcal{E}_0}$ and $\iota_1$ become isomorphisms. Hence so do $\iota_0$ and $\iota_0(1)$ and $\beta_{\mathcal{E}_1}$. This finishes the proof of (b). To prove (c), thanks to (a) and (b), it only remains to show that cone($\iota_1$: $\mathcal{E}_1 \to \mathcal{E}_0(1)$) belongs to $\langle \text{cone}(\beta_{\mathcal{E}_1}) \rangle$. It suffices to prove that in the quotient $\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})/\langle \text{cone}(\beta_{\mathcal{E}_1}) \rangle$ the morphism $\iota_1$: $\mathcal{E}_1 \to \mathcal{E}_0(1)$ is invertible. Using (6.12), it reduces to proving that $\beta_{\mathcal{E}_0}$ is invertible in that quotient. This claim, that cone($\iota_0$) is invertible in $\mathcal{E}_{\text{ex}}$. Let

\[
\beta_{\mathcal{E}_1} \in \mathcal{E}_{\text{ex}}
\]

be the corresponding Verdier quotient. (4)

6.13. Lemma. Let $A \in \text{Ch}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})$ be a complex of effective (3) objects in $\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}$. Let $n \geq 0$. Then the image of $\omega^{\otimes n} \otimes 1_A$: $A \to \mathbb{L}^n \otimes A$ under $\text{rwz}_*: \mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}) \to \mathcal{K}_b(A)$

\[
\text{rwz}(\omega^{\otimes n} \otimes 1_A): \text{rwz}(A) \xrightarrow{\sim} \text{rwz}(\mathbb{L}^n \otimes A)
\]

is an isomorphism. In particular, $\text{rwz}(\omega^{\otimes n})$: $1 \xrightarrow{\sim} \text{rwz}(\mathbb{L}^n)$ is an isomorphism.

Proof. The last statement is the case $A = 1$. We want to reduce to the case $n = 1$ but need to be careful since $\text{rwz}$ is not a tensor functor. However, $\mathbb{L}$ being degreewise effective, all objects in the following factorization of $\omega^{\otimes n} \otimes A$ are degreewise effective:

\[
A \xrightarrow{\omega^{\otimes 1}} \mathbb{L} \otimes A \xrightarrow{\omega^{\otimes 1}} \cdots \xrightarrow{\omega^{\otimes 1}} \mathbb{L}^{n-1} \otimes A \xrightarrow{\omega^{\otimes 1}} \mathbb{L}^n \otimes A.
\]

So we can indeed assume $n = 1$. Since $\text{rwz}$ is triangulated, we need to show that $\text{rwz}$ maps cone($\omega \otimes 1_A$) $\cong$ cone($\omega$) $\otimes A$ to zero. We have seen in Lemma 6.11 (a) that cone($\omega$) $\cong$ cone($\iota_1$) $\cong$ $(\cdots \to 0 \to \mathcal{E}_1 \xrightarrow{\iota_1} \mathcal{E}_0(1) \to 0 \to \cdots)$ and Corollary 5.14 tells us that $\mathcal{E}_1$ and $\mathcal{E}_0(1)$ and all their $\otimes$-multiples in $\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}$ are injective. Consequently, cone($\iota_1$) $\otimes A$ is degreewise injective, hence its image under the right-derived functor $\text{rwz}$ is $R(-)^0$ (cone($\iota_1$) $\otimes A$)$^0$. Since cone($\iota_1$) $\otimes A$ is degreewise effective, we have

\[
\text{rwz}(\text{cone}(\omega) \otimes A) \cong (\text{cone}(\iota_1) \otimes A)^0 = \text{fgt}(\text{cone}(\iota_1) \otimes A) \cong \text{fgt}(\text{cone}(\iota_1)) \otimes \text{fgt}(A)
\]

since $\text{fgt}$ is a tensor functor. But $\text{fgt}(\text{cone}(\iota_1)) = (\cdots 0 \to kC_2 \xrightarrow{id} kC_2 \to 0 \cdots)$ is clearly zero in $\mathcal{K}_b(A)$ hence $\text{rwz}(\omega \otimes A) = 0$ as claimed.

6.14. Definition. Consider the open piece of $\text{Spc}(\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}))$

\[
\mathcal{U} = \{ \mathcal{P} \in \text{Spc}(\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})) \mid \text{cone}(\omega) \in \mathcal{P} \}
\]

‘cut out by the section’ $\omega$: $1 \to \mathcal{L}$ of the invertible $\mathcal{L} = \text{pwz}(\mathcal{L})(1)$ of Definition 6.8, that is, $\mathcal{U}$ is the open complement of supp($\text{cone}(\omega)$). Let us denote by

\[
\begin{array}{c}
\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}}) \\
\xrightarrow{\text{quo}} \\
\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})/\langle \text{cone}(\omega) \rangle
\end{array} \\
=: \mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})|_\mathcal{U}
\]

the corresponding Verdier quotient. (4)

---

3 Recall from Remark 4.14 that $A \in \mathcal{A}_{\text{ex}}^{\mathfrak{bl}}$ is effective if $A^0 = \text{fgt}(A)$.

4 Technically, there is an idempotent-completion in the general definition of $\mathcal{X}_{\mathcal{U}}$ but we are going to prove that the quotient $\mathcal{D}_b(\mathcal{A}_{\text{ex}}^{\mathfrak{bl}})/\langle \text{cone}(\omega) \rangle$ is already idempotent-complete.
6.16. Proposition. The quotient quo: \( D_b(A_{\text{fil}}^{\text{ex}}) \to D_b(A_{\text{fil}}^{\text{ex}})|_U \) is a central localization in the sense of [Bal10a] and [Gal18, §5], that is, it is the tensor-category \( D_b(A_{\text{fil}}^{\text{ex}})[\omega^{-1}] \) initial among those receiving \( D_b(A_{\text{fil}}^{\text{ex}}) \) and inverting \( \omega \). Explicitly, morphisms in \( D_b(A_{\text{fil}}^{\text{ex}})|_U \) are given by

\[
\text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})|_U}(A, B) \cong \operatorname{colim}_{n \to \infty} \text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})}(A, L^n \otimes B)
\]

for all \( A, B \in D_b(A_{\text{fil}}^{\text{ex}}) \), where the transition morphisms \( \text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})}(A, L^n \otimes B) \to \text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})}(A, L^{n+1} \otimes B) \) are given by postcomposition with \( \omega \otimes 1: L^n \otimes B \to L^{n+1} \otimes B \). To \( f: A \to L^n \otimes B \) in \( D_b(A_{\text{fil}}^{\text{ex}}) \) in the colimit (on the right) corresponds the morphism \( A \xrightarrow{f} L^n \otimes B \xrightarrow{(\omega \otimes 1)^{-1}} B \) in \( D_b(A_{\text{fil}}^{\text{ex}})|_U \) (on the left).

Proof. The \( \otimes \)-invertible object \( L \) in \( D_b(A_{\text{fil}}^{\text{ex}}) \) has the property that the swap of factors (12): \( \mathbb{L} \otimes L \xrightarrow{\sim} L \otimes \mathbb{L} \) is the identity (it is given by an element of \( k^* \) of square one and \( \operatorname{char}(k) = 2 \)). Hence \( \omega \otimes 1: L^n \to L^{n+1} \) can equally be \( 1 \otimes \omega \otimes 1 \) with \( \omega \) in any place. By [Bal10a, Thm. 2.15], we have in \( D_b(A_{\text{fil}}^{\text{ex}}) \) that

\[
\langle \text{cone}(\omega) \rangle = \{ C \in D_b(A_{\text{fil}}^{\text{ex}}) \mid \omega^n \otimes C = 0 \text{ for } n \to \infty \}.
\]

It easily follows (as in [Bal10a, Lem. 3.8]) that \( D_b(A_{\text{fil}}^{\text{ex}})|_U \), which is by definition \( D_b(A_{\text{fil}}^{\text{ex}})/\langle \text{cone}(\omega) \rangle \), is also the localization \( D_b(A_{\text{fil}}^{\text{ex}})[S^{-1}] \) with respect to the class of maps \( S = \{ \omega^n \otimes B \mid n \geq 0, B \in D_b(A_{\text{fil}}^{\text{ex}}) \} \). The description of the latter as in the above statement is then a general fact; see [Gal18, Prop. 5.1].

6.18. Theorem. Let us denote by \( \text{pwz} \) the canonical tensor-triangulated functor

\[
\text{pwz}: K_b(A) \xrightarrow{\text{pwz}} D_b(A_{\text{fil}}^{\text{ex}}) \xrightarrow{\text{quo}} D_b(A_{\text{fil}}^{\text{ex}})|_U
\]

composed of \( \text{pwz} \) (‘pure weight-zero’, see Example 4.3, applied degreewise) and the central localization quo of Definition 6.14. Then \( \text{pwz} \) is an equivalence.

Proof. Let us first show that \( \text{pwz} \) is fully faithful. Let \( M, N \in K_b(A) \). We have

\[
\text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})|_U}(\text{pwz}(M), \text{pwz}(N)) \\
\cong \operatorname{colim}_{n \to \infty} \text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})}(\text{pwz}(M), L^n \otimes \text{pwz}(N)) \\
\cong \operatorname{colim}_{n \to \infty} \text{Hom}_{K_b(A)}(M, \text{pwz}(L^n \otimes \text{pwz}(N))) \\
\cong \operatorname{colim}_{n \to \infty} \text{Hom}_{K_b(A)}(M, \text{pwz}(L^n \otimes N)) \\
\cong \operatorname{colim}_{n \to \infty} \text{Hom}_{K_b(A)}(M, N)
\]

by Proposition 6.16,

by Proposition 6.6,

by projection formula (6.7),

by Lemma 6.13.

A detailed verification shows that the above isomorphism \( \text{Hom}_{K_b(A)}(M, N) \xrightarrow{\sim} \text{Hom}_{D_b(A_{\text{fil}}^{\text{ex}})|_U}(\text{pwz}(M), \text{pwz}(N)) \) is indeed induced by \( \text{pwz} \), i.e. our functor \( \text{pwz} \) is fully faithful. So it suffices to show that the essential image of \( \text{pwz} \) contains generators of \( D_b(A_{\text{fil}}^{\text{ex}})|_U \) as a tt-category. Such generators can be chosen in \( D_b(A_{\text{fil}}^{\text{ex}}) \), namely \( 1(1), 1(-1), E_0 \) and \( E_1 \) (Corollary 5.17). Clearly, \( E_0 = \text{pwz}(kC_2) \) by definition. Also, since \( \text{cone}:(E_1 \to E_0(1)) \cong \text{cone}(\omega) \) by Lemma 6.11 (a), we have an isomorphism \( E_1 \xrightarrow{\sim} E_0(1) = \text{pwz}(kC_2)(1) \) in \( D_b(A_{\text{fil}}^{\text{ex}})|_U \). Therefore it suffices to prove that we have the following isomorphism (see Proposition 3.22 for L)

\[
\text{pwz}(L^{-1}) \cong 1(1)
\]
in $\mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$, which automatically implies $\text{pwz}(L) \cong \mathbb{1}(-1)$ since $\text{pwz}$ is a tensor functor. To prove (6.20), consider the following fraction in $K_0(A_{\text{ex}}^{\text{fil}})$:

\[
\begin{array}{cccccc}
\mathbb{1}(1) = & \cdots & 0 & \longrightarrow & \mathbb{1}(1) & \longrightarrow & 0 & \longrightarrow & \cdots \\
\downarrow & & & \eta \downarrow & & \downarrow & & \downarrow & \\
B := & \cdots & 0 & \longrightarrow & E_1 & \longrightarrow & \mathbb{1} & \longrightarrow & 0 & \cdots \\
\uparrow & & & \iota \uparrow & & \uparrow & & \uparrow & \\
\text{pwz}(L^{\text{fil}}) = & \cdots & 0 & \longrightarrow & E_0 & \longrightarrow & \mathbb{1} & \longrightarrow & 0 & \cdots 
\end{array}
\]

The top map $\mathbb{1}(1) \to B$ is already an isomorphism in $\mathcal{D}_b(A_{\text{ex}}^{\text{fil}})$ since its cone is the fundamental exact sequence $\mathbb{1}(1) \to E_1 \to \mathbb{1}$. The bottom map $\text{pwz}(L^{\text{fil}}) \to B$ becomes an isomorphism in $\mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$ for its cone is a shift of cone($\iota_0: E_0 \to E_1$) which goes to zero in $\mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$ by Lemma 6.11 (b). 

We want to describe the inverse of the equivalence $\text{pwz}: K_0(A) \to \mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$.

6.21. Lemma. Let $F: \mathcal{K} \rightleftarrows \mathcal{L}: G$ be an adjunction of $\otimes$-categories with $F$ a $\otimes$-functor. Let $: \mathcal{K} \to \mathcal{L}$ be a map in $\mathcal{L}$, where $u$ is invertible with trivial switch, i.e. $(12) = \text{id}_{u\otimes u}$. Assume that for every $b \in \mathcal{L}$, the following sequence is stationary in $\mathcal{K}$, meaning that transition maps become isomorphisms for $n \gg 0$:

\[
(6.22) \quad G(b) \overset{G(u \otimes 1)}{\longrightarrow} \cdots \overset{G(u \otimes 1)}{\longrightarrow} G(u \otimes n \otimes b) \overset{G(u \otimes 1)}{\longrightarrow} G(u \otimes (n+1) \otimes b) \longrightarrow \cdots
\]

Consider the localization $\mathcal{L} \to \mathcal{L}[u^{-1}]$ as a tensor-category. Then the composite $\overline{F}: \mathcal{K} \overset{F}{\to} \mathcal{L} \overset{u^{-1}}{\longrightarrow} \mathcal{L}[u^{-1}]$ has a right adjoint given by

\[\overline{G}(b) := \text{colim}_n G(u \otimes n \otimes b);\]

in other words, $\overline{G}(b)$ is $G(u \otimes n \otimes b)$ for $n \gg 0$ large enough (depending on $b$).

Proof. The category $\mathcal{L}[u^{-1}]$ is the localization of $\mathcal{L}$ with respect to the class of morphisms $b \Rightarrow u \otimes b$. It is clear by construction that $\overline{G}$ inverts these morphisms and therefore passes to a well-defined functor on the localization. Let $a \in \mathcal{K}$ and $b \in \mathcal{L}$. There are natural isomorphisms

\[
\text{Hom}_{\mathcal{K}}(a, \overline{G}(b)) \cong \text{Hom}_{\mathcal{K}}(a, \text{colim}_n G(u \otimes n \otimes b)) \cong \text{colim}_n \text{Hom}_{\mathcal{K}}(a, G(u \otimes n \otimes b))
\]

\[
\cong \text{colim}_n \text{Hom}_{\mathcal{L}}(F(a), u \otimes n \otimes b) \cong \text{Hom}_{\mathcal{L}[u^{-1}]}(\overline{F}(a), b).
\]

The second isomorphism uses that the sequence (6.22) is stationary. 

6.23. Corollary. The quasi-inverse $\text{pwz}^{-1}: \mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U \to K_0(A)$ to the equivalence $\text{pwz}: K_0(A) \overset{\sim}{\longrightarrow} \mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$ of (6.19) is given for all $B \in \mathcal{D}_b(A_{\text{ex}}^{\text{fil}})|_U$ by

\[
(6.24) \quad \text{pwz}^{-1}(B) = \text{colim}_n \left( \cdots \text{rwz}(L \otimes n \otimes B) \overset{\text{rwz}(u \otimes 1)}{\longrightarrow} \text{rwz}(L \otimes (n+1) \otimes B) \longrightarrow \cdots \right)
\]

which is the colimit of a stationary sequence, i.e. simply $\text{rwz}(L \otimes n \otimes B)$ for $n \gg 0$. More precisely, it suffices to take $n$ such that $B(n)$ is effective in each degree. In particular, if $B$ is effective in each degree then $\text{pwz}^{-1}(B) \cong \text{rwz}(B)$.

Proof. To apply Lemma 6.21, it suffices to show that for each $B \in \mathcal{D}_b(A_{\text{ex}}^{\text{fil}})$ fixed, the morphism $\text{rwz}(\omega \otimes L \otimes n \otimes B)$ is an isomorphism in $K_0(A)$ for $n \gg 0$. Since $L \otimes n \cong \text{pwz}(L \otimes n)(n)$ by definition, we see that for $n \gg 0$ large enough $A := L \otimes n \otimes B$ is a complex of effective objects, to which we can apply Lemma 6.13. 

6.25. Remark. For any bounded complex \( B \in \text{Ch}_b(A^{\text{fil}}_{\text{ex}}) \) there exists \( n \gg 0 \) such that \( B(n) \) is effective (in each degree) and Corollary 6.23 combined with the definition of \( L \) in (6.9) and the projection formula (6.7) yield in \( K_b(A) \)

\[
\text{pwz}^{-1}(B) \cong \text{rwz}(L^\otimes n \otimes B) \cong \text{rwz}(B(n) \otimes \text{pwz}(L^\otimes n)) \cong \text{rwz}(B(n)) \otimes L^\otimes n.
\]

In particular, the images in \( K_b(A) \) of our favorite objects under the tt-equivalence \( \text{pwz}^{-1} \) may easily be computed using Remark 4.23:

(a) \( \text{pwz}^{-1}(1(n)) \cong L^\otimes -n \), for all \( n \in \mathbb{Z} \). See also (6.20).

(b) \( \text{pwz}^{-1}(\mathbb{E}_\ell) \cong \text{rwz}(\mathbb{E}_\ell) \cong kC_2 \oplus (S^{\ell-1}[1]) \), where \( S^r = S^0 = 0 \) and \( S^m \) (for \( m \geq 1 \)) is the \( m \)-th iterated splice of the extension \( S \) from (3.4):

\[
\cdots 0 \to k \xrightarrow{n} kC_2 \xrightarrow{n} \cdots \xrightarrow{n} kC_2 \xrightarrow{} k \to 0 \cdots
\]

in homological degrees from \( m + 1 \) down to 0 (hence with \( kC_2 \) in \( m \) places).

(c) \( \text{pwz}^{-1}(\text{cone}(\beta; 1 \to 1(1))) \cong \text{rwz}(\text{cone}(\beta)) \cong \text{cone}(k \xrightarrow{n} L^\otimes 1) \cong S[-1] \).

To wrap up this section, let us try to build some conceptual understanding of the equivalence \( \text{pwz}^{-1}: D_b(A^{\text{fil}}_{\text{ex}})_U \sim K_b(A) \) of Corollary 6.23. Perhaps the first property is that \( \text{pwz}^{-1} \) as a refinement of the functor forgetting the filtration.

6.27. Corollary. The following diagram commutes up to isomorphism

\[
\begin{array}{ccc}
D_b(A^{\text{fil}}_{\text{ex}}) & \xrightarrow{\text{fgt}} & D_b(A^{\text{fil}}_{\text{ex}})_U \\
\downarrow \text{fgt} & & \downarrow \text{pwz}^{-1} \\
D_b(A) & \xrightarrow{\text{quo}} & K_b(A)
\end{array}
\]

where \( \text{fgt}: D_b(A^{\text{fil}}_{\text{ex}}) \to D_b(A) \) is induced by the exact functor \( \text{fgt}: A^{\text{fil}}_{\text{ex}} \to A \).

Proof. Recall from Remark 5.2 that \( \text{fgt}: A^{\text{fil}}_{\text{ex}} \to A \) is exact when the target has its abelian category structure (not the split one), and so is \( (-)^0: A^{\text{fil}}_{\text{ex}} \to A \). Furthermore, for every \( A \in A^{\text{fil}}_{\text{ex}} \), we have \( \text{fgt}(A) = (A(n))^0 \) for \( n \gg 0 \). Finally, in \( D_b(A) \), we have \( L^\otimes n \cong 1 \), since \( L^\otimes n \) is a resolution of \( k \) (see Proposition 3.22). Hence the image of the isomorphism (6.26) in \( D_b(A) \) gives us

\[
\text{pwz}^{-1}(B) \cong \text{rwz}(B(n)) \otimes L^\otimes n \cong \text{rwz}(B(n)) \cong \text{fgt}(B)
\]

for \( n \gg 0 \). \( \square \)

6.28. Definition. In view of Corollary 6.27, we call the composite tt-functor

\[
\text{fgt} := \text{pwz}^{-1} \circ \text{quo}: D_b(A^{\text{fil}}_{\text{ex}}) \to D_b(A^{\text{fil}}_{\text{ex}})_U \to K_b(A)
\]

the twisted forgetful functor.

6.29. Remark. Let us consider another heuristic for \( \text{fgt}: D_b(A^{\text{fil}}_{\text{ex}}) \to K_b(A) \), building on the initial intuition proposed at the beginning of the section. In Remark 6.1, we saw that the pure-weight-zero tt-functor \( \text{pwz}: A \to A^{\text{fil}}_{\text{ex}} \) admits a right adjoint \( (-)^0: A^{\text{fil}}_{\text{ex}} \to A \) that is unfortunately not exact. Right-deriving this right adjoint led us in Proposition 6.6 to the functor \( \text{rwz} = R(-)^0: D_b(A^{\text{fil}}_{\text{ex}}) \to K_b(A) \), itself right adjoint to \( \text{pwz}: K_b(A) \to D_b(A^{\text{fil}}_{\text{ex}}) \). In other words, \( \text{rwz}: D_b(A^{\text{fil}}_{\text{ex}}) \to K_b(A) \) has its own justification, independently of the open \( U \) and the map \( \omega: 1 \to L \) of the subsequent Definition 6.8. Unfortunately, \( \text{rwz} \) is not a tensor functor. For instance, \( \text{rwz}(1(-1)) = 0 \). (The functor \( \text{rwz} \) is at least lax-monoidal.) On the
other hand, \( f\overline{\text{gt}}: D_b(A_{\text{fil}}^\text{ex}) \to K_b(A) \) is a tensor functor and there exists a natural transformation (of lax-monoidal functors)

\[
\omega^\infty: \text{rwz} \to f\overline{\text{gt}}
\]
given by \( \text{rwz} \to \text{colim}_{n \geq 0} \text{rwz}(\omega^\infty_n \otimes -) \). See (6.24). Also, \( \omega^\infty_G: \text{rwz}(A) \to f\overline{\text{gt}}(A) \) is an isomorphism whenever \( A \) is a degreewise effective complex in \( A_{\text{ex}}^\text{fil} \) by Lemma 6.13.

These properties characterize \( f\overline{\text{gt}} \). Indeed, suppose that \( \alpha: \text{rwz} \to G \) is a tensorial approximation of \( \text{rwz} \), that is, \( \alpha \) is a natural transformation and \( G: D_b(A_{\text{ex}}^\text{fil}) \to K_b(A) \) is a tt-functor. Suppose furthermore that \( \alpha: \text{rwz}(A) \to G(A) \) is an isomorphism on degreewise effective complexes \( A \). (This last property is expected of a functor ‘forgetting the filtration’: On effective objects it should agree with \( (-)^0 \) and we know that \( \text{rwz} \) is the ‘derived version’ of \( (-)^0 \).) Then \( G \) is isomorphic to \( f\overline{\text{gt}} \).

More precisely, the top horizontal sequence in the following diagram

\[
\begin{array}{cccccccc}
\text{rwz}(A) \xrightarrow{\text{rwz}(\omega^1)} & \cdots & \xrightarrow{\text{rwz}(\omega^1)} & \text{rwz}(L \otimes n \otimes A) \xrightarrow{\text{rwz}(\omega^1)} & \text{rwz}(L \otimes (n+1) \otimes A) & \cdots \\
\alpha \downarrow & & & & & & \alpha \downarrow & & & & & & \alpha \downarrow \\
G(A) \xrightarrow{G(\omega^1)} & \cdots & \xrightarrow{G(\omega^1)} & G(L \otimes n \otimes A) \xrightarrow{G(\omega^1)} & G(L \otimes (n+1) \otimes A) & \cdots \\
\end{array}
\]

becomes stationary by Lemma 6.13. We claim that the bottom sequence consists of isomorphisms. Indeed, since \( G \) is a tensor functor, it suffices to check that \( G(\omega) \) is an isomorphism. Now \( \omega: 1 \to L = \text{pwz}(L)(1) \) is a map between effective complexes and \( \text{rwz}(\omega) \) is an isomorphism (Lemma 6.13), so our assumption about \( \alpha \) forces \( G(\omega) \) to be one too. Finally, for \( n \gg 0 \), the above vertical maps \( \alpha: \text{rwz}(L \otimes n \otimes A) \to G(L \otimes n \otimes A) \) become isomorphisms by assumption (since again \( L \otimes n \otimes A \) becomes effective). Taking the colimit of the above (stationary) sequences yields a natural isomorphism \( f\overline{\text{gt}}(A) \cong \text{colim}_n \text{rwz}(L \otimes n \otimes A) \cong \text{colim}_n G(L \otimes n \otimes A) \cong G(A) \).

In other words, if we follow the intuition that a forget-the-filtration functor \( f\overline{\text{gt}}: D_b(A_{\text{ex}}^\text{fil}) \to K_b(A) \) should be exact, tensorial, and should agree as much as possible with \( (-)^0 \) on effective objects, then we naturally construct the tt-functor \( f\overline{\text{gt}} \).

7. Main representation-theoretic result

We are now ready to put the pieces of Part I together and determine the space \( \text{Spc}(D_b(A_{\text{fil}}^\text{ex})) \). Recall that \( A \) stands for \( A = kC_2 \)-mod and that \( A_{\text{ex}}^\text{fil} \) is the category of filtered objects in \( A \) with the Frobenius tensor-exact structure of Section 5.

7.1. Remark. The strategy will rely on the interplay between the two tt-functors \( \text{gr} \) and \( f\overline{\text{gt}}: D_b(A_{\text{fil}}^\text{ex}) \to K_b(A) \) displayed on the left-hand diagram:

\[
\begin{array}{ccc}
D_b(A_{\text{fil}}^\text{ex}) & \xrightarrow{\text{gr}} & K_b(A) \\
\downarrow \text{quo} & & \downarrow \text{Spc(\text{gr})} \\
D_b(A_{\text{fil}}^\text{ex})_U & \xrightarrow{\text{Spc(\text{gr})}} & K_b(A) \\
\end{array}
\]

Here \( \text{gr} \) is the total-graded, as in Lemma 5.6, and \( f\overline{\text{gt}} = (\text{pwz})^{-1} \circ \text{quo} \) is the ‘twisted-forgetful functor’ of Definition 6.28, i.e. the central localization corresponding to the
Moreover, if \((\mathbb{C}b)\) is as in Theorem 6.18. (See heuristics about \(f \otimes t\) in Remark 6.29.)

Applying the contravariant functor \(\text{Spc}(-)\) we get the above right-hand diagram of spaces. We know the source \(\text{Spc}(K_b(A))\) of those two maps, by Theorem 3.14. The gist of the argument is that the images of those two maps form a partition of \(\text{Spc}(D_b(A^\text{fil}))\). More precisely, the top one has image \(U\) (that is easy, by Remark 2.9) and the top map, \(\text{Spc}(gr)\) has closed image equal to the complement of \(U\) (that will require proof). Then we need to understand how the open piece and the closed complement attach together topologically.

Some critical filtered objects in \(A^\text{fil}\) are \(E_0 = \text{pwz}(kC_2)\), which is just \(kC_2\) in pure weight zero, and \(E_1\) which is \(k \to kC_2\) in weight one and zero; see (4.12). Recall also \(S_0\) which is the complex \(0 \to 1 \to E_0 \to 1 \to 0\), i.e. the basic extension \(S\) of (3.4), in pure weight zero, which is not exact in \(A^\text{fil}\) and therefore defines a complex in \(D_b(A^\text{fil})\), that we place in homological degrees two, one and zero.

Let us summarize the basic geography:

7.2. Proposition. We have a set partition

\[
\text{Spc}(D_b(A^\text{fil})) = U \sqcup Z
\]

where the open \(U = U(\text{cone}(\omega)) = \{P \mid \text{cone}(\omega) \in P\}\) is the complement of the closed \(Z = \text{supp}(\text{cone}(\omega))\) for the morphism \(\omega: 1 \to \text{pwz}(L)(1)\) described in (6.10). Moreover, this closed subset \(Z\) is also the support of the object

\[
(7.3) \quad \overline{1} = \text{cone}(\beta: E_1 \to E_1(1)) = \text{cone}(\beta: 1 \to 1(1) \otimes E_1
\]

for the map \(\beta: \text{Id} \to (1)\) as in Notation 4.10.

Proof. The decomposition \(\text{Spc}(K) = U(A) \sqcup \text{supp}(A)\) holds for any object \(A\) in any \(\text{tt-category} K\). The two objects \(\text{cone}(\omega)\) and \(\text{cone}(\beta: E_1 \to E_1(1))\) have the same support because they generate the same \(\text{tt-ideal}\) by Lemma 6.11(c).

The technical crux of the matter is the following result which will allow us to show that \(gr: D_b(A^\text{fil}) \to K_b(A)\) catches all the points in \(Z\).

7.4. Key Lemma. Let \(f: 1 \to A\) be a morphism in \(D_b(A^\text{fil})\) such that \(gr^0(f): k \to gr^0(A)\) is zero in \(K_b(A)\). Then \(f^\otimes 1 \otimes \overline{1}\) is zero, where \(\overline{1}\) is as in (7.3).

Proof. The morphism \(f\) is represented by a fraction \(1 \lra L' \lla A' \lla A\) with \(f'\) and \(s\) maps in \(\text{Ch}_{B}(A^\text{fil})\) and the complex \(\text{cone}(s)\) is acyclic in the exact structure \(A^\text{fil}\). In particular, \(gr^0(s)\) is an isomorphism and we deduce that \(gr^0(f') = 0\) as well. Moreover, if \((f')^\otimes 1 \otimes \overline{1}\) is zero in \(D_b(A^\text{fil})\) then so is \(f^\otimes 1 \otimes \overline{1}\). Hence we will assume without loss of generality that \(f\) is represented by a morphism \(1 \to A\) in \(\text{Ch}_{B}(A^\text{fil})\).

The statement is a consequence of the following claim: The hypothesis \(gr^0(f) = 0\) forces the composite at the top of the following diagram to factor in \(K_b(A^\text{fil})\) via \(\beta\)

\[
\begin{array}{ccc}
E_1 \otimes E_1 & \overset{ev}{\longrightarrow} & 1 \\
\downarrow & & \downarrow \beta \\
A^\otimes 2(-1) & \overset{f^\otimes 2}{\longrightarrow} & A^\otimes 2
\end{array}
\]

(7.5)
Indeed, by duality this is equivalent to a factorization as on the left-hand side below

\[
\begin{array}{c}
E_1 \xrightarrow{1 \otimes f^{\otimes 2}} E_1 \otimes A^{\otimes 2} \\
\downarrow 1 \otimes \beta \\
E_1 \otimes A^{\otimes 2}(-1) \rightarrow \text{cone}(\beta)
\end{array}
\]

from which we get a factorization as on the right-hand side by tensoring with \(\text{cone}(\beta)\). But the vertical arrow in this last diagram is zero in \(K_b(A^{[\mathcal{H}])}\), because the map of complexes \(\beta \otimes \text{cone}(\beta) : \text{cone}(\beta)(-1) \rightarrow \text{cone}(\beta)\) is null-homotopic (with \(\text{id}\) as homotopy). We then conclude that the top map \(E_1 \otimes f^{\otimes 2} \otimes \text{cone}(\beta)\) is zero as well, as wanted. So we are indeed reduced to prove the claimed factorization in (7.5).

Since \(E_1 \otimes E_1^\vee \cong E_1 \otimes E_1(-1)\) and every map \(E_1(-1) \rightarrow 1\) factors through \(\beta\), it suffices to prove that the following horizontal composite factors in \(K_b(A^{[\mathcal{H}])}\) through \(\beta\):

\[
E_1 \xrightarrow{\epsilon} 1 \xrightarrow{f^{\otimes 2}} A^{\otimes 2} \xrightarrow{\beta} A^{\otimes 2}(-1).
\]

Note that we reduced to the homotopy category \(K_b(A^{[\mathcal{H}])}\) of the tensor category \(A^{[\mathcal{H}]\)).

In particular we do not use the exact category structure \(A^{[\mathcal{H}]\)} in the rest of the proof.

For \(B \in \text{Ch}_b(A^{[\mathcal{H}])}\) with differential \(d : B_1 \rightarrow B_{-1}\), we have explicit descriptions of maps of complexes from \(1\) and from \(E_1\) to \(B\), and what it means to factor via \(\beta\):

1. A morphism \(f : 1 \rightarrow \text{pwz}(k) \rightarrow B\) amounts to picking an element \(a \in B_0^1\) such that \((1 + \sigma)a = 0\) (to be \(kC_2\)-linear) and such that \(d(a) = 0\) (to be a morphism of complexes).

2. A morphism \(E_1 \rightarrow B\) amounts to picking an element \(a \in B_0^0\) such that \((1 + \sigma)a \in B_0^0\) (so that \(k = (E_1)_1^1\) maps to weight 1) and still such that \(d(a) = 0\). For \(f : 1 \rightarrow B\) as in (1), the morphism \(f\epsilon : E_1 \rightarrow B\) is given by the same \(a\).

3. A morphism \(E_1 \rightarrow B\) as in (2) factors via \(\beta : B(-1) \rightarrow B\) if (and only if) \(a \in B_0^1\) and \((1 + \sigma)\in B_0^1\). Note that the condition \(d(a) = 0\) holds automatically.

4. For two morphisms \(E_1 \rightarrow B\) given by \(a, a' \in B_0^0\) as in (2), a homotopy \(h\) between them amounts to picking \(h \in B_0^0\) such that \((1 + \sigma)h \in B_1^1\) (that is just a morphism \(E_1 \rightarrow B_1\)) with the property that \(a = a' + d(h)\).

Our \(f : 1 \rightarrow A\) is given, via (1) for \(B = A\), by an element \(a \in A_0^0\) such that

\[
(1 + \sigma)a = 0 \quad \text{and} \quad d(a) = 0.
\]

Note right away that the morphism \(f^{\otimes 2} : 1 \rightarrow A^{\otimes 2}\) is simply given by \(a \otimes a \in (A^{\otimes 2})_0^0\) when we apply (1) for \(B = A^{\otimes 2}\). Similarly, \(f^{\otimes 2} \circ \epsilon : E_1 \rightarrow A^{\otimes 2}\) is also given by \(a \otimes a\) in the description of (2) for \(B = A^{\otimes 2}\).

Now let us unpack the information about \(gr^0(f) : k \rightarrow gr^0(A)\) being zero in \(K_b(A)\).

This homotopy amounts to the existence of \(b \in A_0^1/A_1^1\) such that \((1 + \sigma)b = 0\) and such that \(d(b) = \bar{a}\) in \(A_0^0/A_0^1\). Picking \(b \in A_0^1\) representing \(b\), this information reads

\[
(1 + \sigma)b = a_1^1 \quad \text{and} \quad c = a + d(b) \in A_0^1.
\]

(We use characteristic 2 and do not write signs.) Note that we have \(a = d(b) + c\). Also note that \(d(c) = d(a) + d^2(b) = 0\).

Consider now the element

\[
h = (b \otimes a) + (c \otimes b)
\]
in \((A^\otimes 2)_1\). Its homological degree is indeed 1 because \(b\) is degree 1 and \(a\) and \(c\) are degree 0. For the moment, we consider \(h\) as ‘effective’, that is, as an element of \((A^\otimes 2)_1\). We claim that \((1 + \sigma)h\) is of strictly positive weight, as in (4) for the object \(B = A^\otimes 2\). Note that \(c \otimes b\) already is of strictly positive weight since \(c\) is and \(b\) is effective. So, to show that \((1 + \sigma)h\) is of strictly positive weight, it suffices to check this for \((1 + \sigma)(b \otimes a)\). Using that \(\sigma a = a\) and that \(\sigma\) acts diagonally on the tensor, we have \((1 + \sigma)(b \otimes a) = ((1 + \sigma)b) \otimes a\) which is indeed of weight \(\geq 1\) since \((1 + \sigma)b\) is by (7.7) and \(a\) is effective. In short, \(h\) defines a homotopy for morphisms \(E_1 \to A^\otimes 2\). Let us now modify \(f^\otimes 2 \circ \epsilon : E_1 \to A^\otimes 2\), given by \(a^\otimes 2\), with the homotopy given by \(h\), as in (4). We compute using Leibniz (without signs), together with \(d(a) = 0\) and \(d(c) = 0\), and finally \(a + db = c:\)

\[
\begin{align*}
\sigma^\otimes 2 + dh &= a^\otimes 2 + d(b \otimes a) + d(c \otimes b) = a \otimes a + db \otimes a + c \otimes db \\
&= (a + db) \otimes a + c \otimes db = c \otimes (a + db) = c^\otimes 2.
\end{align*}
\]

In other words, the morphism \(f^\otimes 2 \circ \epsilon : E_1 \to A^\otimes 2\) is homotopic to the morphism \(E_1 \to A^\otimes 2\) given by \(c^\otimes 2\). Now since \(c \in A^1_0\), we see that \(c^\otimes 2\) belongs to \(A^2_0\), i.e., is of weight \(\geq 2\). In particular, \((1 + \sigma)c^\otimes 2\) also is of weight \(\geq 2\). In other words, by (3) for the object \(B = A^\otimes 2\), the morphism given by \(c^\otimes 2\) does factor via \(\beta : A^{\otimes 2}(-1) \to A^{\otimes 2}\).

To use Key Lemma 7.4, we need the following extension of [Bal18, Thm. 1.3].

7.8. Corollary. Let \(F : \mathcal{K} \to \mathcal{L}\) be a tt-functor between tt-categories and assume that \(\mathcal{K}\) is rigid. Let \(t \in \mathcal{K}\) be an object and assume that \(F\) detects \(\otimes\)-nilpotence on \(t\), in the sense that if \(f\) is a morphism in \(\mathcal{K}\) and \(F(f) = 0\) then \(f^{\otimes n} \otimes t = 0\) for some \(n \geq 1\). Then the image of \(\text{Spc}(F) : \text{Spc}(\mathcal{L}) \to \text{Spc}(\mathcal{K})\) contains \(\text{supp}(t)\).

Proof. Consider the tt-functor \(F' : \mathcal{K} \to (\mathcal{K}/(t)) \times \mathcal{L}\) given by quo : \(\mathcal{K} \to \mathcal{K}/(t)\) in the first component and by \(F\) in the second. If \(f : x \to y\) is such that \(F'(f) = 0\) then in particular \(f \to 0\) in \(\mathcal{K}/(t)\), hence it factors \(f = (x \xrightarrow{z} z \xrightarrow{h} y)\) via an object \(z \in (t)\). On the other hand, \(F(f) = 0\). Thus by hypothesis the morphism \(f\) is nilpotent on \(t\), and therefore on any object of \((t)\), like our \(z\); see [Bal10a, Prop. 2.12]. It follows that \(f^{\otimes (n+1)}\), which factors as follows

\[
x^{\otimes (n+1)} \xrightarrow{1 \otimes g} x^{\otimes n} \otimes z \xrightarrow{f^{\otimes n} \otimes 1_z} y^{\otimes n} \otimes z \xrightarrow{1 \otimes h} y^{\otimes (n+1)}
\]

is zero for \(n \gg 0\). In short, \(F'(f) = 0\) forces \(f^{\otimes n} = 0\) for \(n \gg 0\), i.e., the functor \(F'\) detects nilpotence. Hence by [Bal18, Thm. 1.3], the spectrum \(\text{Spc}(\mathcal{K})\) is covered by the image under \(\text{Spc}(F')\) of \(\text{Spc}((\mathcal{K}/(t)) \times \mathcal{L}) = \text{Spc}(\mathcal{K}/(t)) \sqcup \text{Spc}(\mathcal{L})\). We know by Remark 2.9 that the first component \(\text{Spc}(\mathcal{K}/(t))\) \(\xrightarrow{\sim} U(t) \subset \text{Spc}(\mathcal{K})\) misses \(\text{supp}(t)\) entirely. Hence it must be the other component of \(\text{Spc}(F')\), namely \(\text{Spc}(F) : \text{Spc}(\mathcal{L}) \to \text{Spc}(\mathcal{K})\), that covers \(\text{supp}(t)\). \(\square\)

We can now prove our main result, on the representation-theoretic side.
7.9. Theorem. The spectrum \( \text{Spc}(D_b(A^\text{fil}_{ex})) \) of the tt-category \( \mathcal{K} = D_b(A^\text{fil}_{ex}) \) is the following six-point topological space (see Reminder 2.8): \[
\begin{array}{ccc}
\mathcal{L}_1 & \rightarrow & \mathcal{N}_1 \\
\downarrow & & \downarrow \\
\mathcal{L}_0 & \rightarrow & \mathcal{M}_1 \\
\downarrow & & \downarrow \\
\mathcal{M}_0 & \rightarrow & \mathcal{N}_0
\end{array}
\]

More precisely, using notation as in Remark 7.1 and Proposition 7.2, we have

\[
\begin{align}
(7.10) \quad & M_0 = \langle \mathbb{T}, E_0, S_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{M_0} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_K} k\text{-mod} \\
(7.11) \quad & L_0 = \langle \mathbb{T}, E_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{L_0} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_E} D_b(k) \\
(7.12) \quad & N_0 = \langle \mathbb{T}, S_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{N_0} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_N} D_b(k) \\
(7.13) \quad & M_1 = \langle E_0, S_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{M_1} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_M} k\text{-mod} \\
(7.14) \quad & L_1 = \langle E_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{L_1} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_L} D_b(k) \\
(7.15) \quad & N_1 = \langle S_0 \rangle \quad \text{is the kernel of} \quad \text{rsd}_{N_1} : \mathcal{K} \xrightarrow{\text{gr}} K_b(A) \xrightarrow{\text{rsd}_N} D_b(k)
\end{align}
\]

where the ‘tt-residue fields’ \( \text{rsd}_{\mathbb{L}}, \text{rsd}_{\mathbb{M}} \) and \( \text{rsd}_{\mathbb{N}} \) are those of Corollary 3.15.

Proof. We refer to the basic geography \( \text{Spc}(D_b(A^\text{fil}_{ex})) = U \sqcup \text{supp}(\mathbb{T}) \) of Proposition 7.2. The open piece \( U \) is straightforward to describe in view of Remark 2.9 and the equivalence \( \text{pwz} : K_b(A) \xrightarrow{\text{rsd}_{K}} D_b(A^\text{fil}_{ex}) \) of Theorem 6.18. We have \( U = \{ \text{fgt}^{-1}(\mathcal{P}) \mid \mathcal{P} \in \text{Spc}(K_b(A)) \} \), that is, \( U \) consists of three points \( \mathcal{L}_0 := \text{fgt}^{-1}(\mathcal{L}) = \ker(\text{rsd}_L \circ \text{fgt}), M_0 := \text{fgt}^{-1}(M) = \ker(\text{rsd}_M \circ \text{fgt}) \) and \( N_0 := \text{fgt}^{-1}(\mathcal{N}) = \ker(\text{rsd}_N \circ \text{fgt}) \) with the specialization relations between them as depicted. Furthermore, as \( \text{fgt} : D_b(A^\text{fil}_{ex}) \to K_b(A) \) is (equivalent to) the localization at \( \langle \text{cone}(\omega) \rangle = \langle \mathbb{T} \rangle \) and since we have generators of the quotients \( \mathcal{L}_0/(\mathcal{T}) = \mathcal{L} = \langle E_0 \rangle, M_0/(\mathcal{T}) = M = \langle E_0, S_0 \rangle \) and \( N_0/(\mathcal{T}) = \mathcal{N} = \langle S_0 \rangle \), we have obvious generators of \( M_0, L_0 \) and \( N_0 \) as in (7.10)-(7.12).

The closed complement of \( U \) is \( \text{supp}(\mathbb{T}) = \{ \mathcal{P} \mid \mathbb{T} \notin \mathcal{P} \} \) by Proposition 7.2. We want to show that this closed complement is exactly \( \text{Im}(\text{Spc}(\text{gr})) \). The functor \( \text{gr} : D_b(A^\text{fil}_{ex}) \to K_b(A) \) has a section (Lemma 5.6). Hence the map \( \text{Spc}(\text{gr}) : \text{Spc}(K_b(A)) \to \text{Spc}(D_b(A^\text{fil}_{ex})) \) is a homeomorphism onto its image, which consists of three points \( L_1 := \text{gr}^{-1}(\mathcal{L}) = \ker(\text{rsd}_L \circ \text{gr}), M_1 := \text{gr}^{-1}(M) = \ker(\text{rsd}_M \circ \text{gr}) \), \( N_1 := \text{gr}^{-1}(\mathcal{N}) = \ker(\text{rsd}_N \circ \text{gr}) \) with the specialization relations between them as depicted. Computing \( \text{gr}(E_0) = kC_2 \) and \( \text{gr}(S_0) = S \), we easily have

\[
(7.16) \quad \mathcal{L}_1 \supseteq \langle E_0 \rangle, \quad \mathcal{M}_1 \supseteq \langle E_0, S_0 \rangle \quad \text{and} \quad \mathcal{N}_1 \supseteq \langle S_0 \rangle
\]

but we do not yet know that these are equalities. Since \( \text{gr}(\mathbb{T}) \cong \text{gr}(\text{cone}(\beta)) \otimes \text{gr}(E_1) \cong (k \oplus k[1]) \otimes (k \oplus k) \) is a sum of invertibles, these points \( \mathcal{L}_1, \mathcal{M}_1, \mathcal{N}_1 \) do not contain \( \mathbb{T} \), hence belong to \( \text{supp}(\mathbb{T}) \). To show that this inclusion \( \text{Im}(\text{Spc}(\text{gr})) \subseteq \text{supp}(\mathbb{T}) \) is an equality, we can use Corollary 7.8, i.e. it suffices to verify that \( \text{gr} \) ‘detects nilpotence on \( \mathbb{T} \). Thus let \( f : B \to A \) be a morphism in \( D_b(A^\text{fil}_{ex}) \) such that \( \text{gr}(f) = 0 \). We would like to show that \( f \) is \( \otimes \)-nilpotent on \( \mathbb{T} \). By rigidity, we may assume \( B = \mathbb{1} \) in which case the statement is proved in the Key Lemma 7.4.
At this stage, we know that the spectrum of $D_b(A_{\text{fil}}^{\text{ex}})$ has exactly six points and at least the specialization relations as follows:

\[
\begin{align*}
\mathcal{L}_1 & \quad \mathcal{L}_0 \\
\mathcal{M}_1 & \quad \mathcal{M}_0
\end{align*}
\]

(We also know that inside each of the two “V-shapes” in this picture there are no other specialization relations.) It remains to prove the ‘vertical’ specialization relations and to prove that the inclusions in (7.16) are equalities.

By Lemma 5.6, the functor gr is conservative and thus the image of the map $\text{Spec}(\text{gr})$ contains all closed points of $\text{Spec}(D_b(A_{\text{fil}}^{\text{ex}}))$, by [Bal18, Thm. 1.2]. We conclude that $\mathcal{L}_0$ and $\mathcal{N}_0$ are not closed points. Since $E_0 \in \mathcal{L}_1 \setminus \mathcal{N}_0$ we see that $L_1 \notin \{N_0\}$ and, a fortiori, $M_1 \notin \{N_0\}$. Hence $\{N_0\} = \{N_0, N_1\}$. Similarly, $S_0 \in \mathcal{L}_0 \setminus \mathcal{N}_1$ and we deduce that $\{L_0\} = \{L_0, L_1\}$.

To prove $M_1 \in \{\mathcal{M}_0\}$, that is $M_1 \subset M_0$, we provide an intermediate tt-category, between $D_b(A_{\text{fil}}^{\text{ex}})$ and the residue fields $\kappa(M_1) \equiv k\text{-mod} = \kappa(M_0)$ through which both residue functors $\text{rsd}_{M_1}$ and $\text{rsd}_{M_0}$ factor and in which the corresponding primes are included. That intermediate category is obtained from the Frobenius quasi-abelian category $A_{q,ab}^{\text{fil}}$ discussed in Remark 5.3. As we saw in Remark 5.15, the projective-injectives in $A_{q,ab}^{\text{fil}}$ are given by $\text{add}^\oplus(E_0)$. Consequently the subcategory of perfect complexes in $D_b(A_{q,ab}^{\text{fil}})$ consists of the tt-ideal $(E_0)$ and the associated Verdier quotient is equivalent to the stable category $\text{stab}(A_{q,ab}^{\text{fil}})$

\[
\text{Sta}: D_b(A_{q,ab}^{\text{fil}}) \to D_b(A_{q,ab}^{\text{fil}})/(E_0) \cong \text{stab}(A_{q,ab}^{\text{fil}})
\]

as in Proposition 2.6. There is a commutative diagram of tt-functors

\[
\begin{align*}
D_b(A_{\text{fil}}^{\text{ex}}) & \quad D_b(A_{q,ab}^{\text{fil}}) & \quad \text{Sta} & \quad \text{stab}(A) \cong k\text{-mod} \\
K_b(A) & \quad D_b(A) & \quad & \\
\text{gr} & \quad & \text{gr} & \quad \text{gr}
\end{align*}
\]

\[
(7.17)
\]

The commutativity of the top part is straightforward (Remarks 5.2 and 5.3) and so is the bottom-right (slanted) square, in which fgt means everywhere ‘forget the filtration’, i.e. is the functor induced by $\text{fgt}: A_{\text{fil}} \to A$. (Remark 5.2 again.) Commutativity of the bottom-left square in (7.17) follows from Corollary 6.27 and the fact that $\text{fgt}: D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A)$ factors via $\text{quo}: D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A_{q,ab}^{\text{fil}})$.

In order to deduce $M_1 \subset M_0$ from the factorizations of $\text{rsd}_{M_1}$ and $\text{rsd}_{M_0}$ given in (7.17), it suffices to prove that in $\text{stab}(A_{q,ab}^{\text{fil}})$ we have $\text{Ker}(\text{gr}) \subset \text{Ker}(\text{fgt})$. Now, $\text{stab}(A_{q,ab}^{\text{fil}})$ is a very simple category: Every object is a direct sum of $\mathbb{Z}(n)$ and $\mathbb{E}_\ell(n)$.
for \( n \in \mathbb{Z} \) and \( \ell \geq 1 \) by Proposition 4.16 (we have not changed the underlying Krull-Schmidt category \( A^{\text{fil}} \) and \( \ell = 0 \) can be removed since the \( E_0(n) \) are projective, hence zero in that stable category). Now, taking the total-graded of any non-zero object in this list \( \{1(n), E_0(n)\} \) remains non-zero in \( \text{stab}(A) \cong k\text{-mod} \).

In other words, the prime \( \text{Ker}(\text{gr}: \text{stab}(A_{q,\text{ab}})) \) is zero (i.e. \( \text{stab}(A_{q,\text{ab}}) \) is local). Hence we have the wanted inclusion of primes in \( \text{stab}(A_{q,\text{ab}}) \), namely \( \text{Ker}(\text{gr}) = (0) \subset \{0\} \). Now, taking the total-graded of any non-supp(\( \text{E}_0(n) \)), the supports of those tt-ideals. A direct verification shows that they coincide: in (7.16) are equalities. But now that we know the spectrum, it suffices to consider \( A \) is local). Hence we have the wanted inclusion of primes in \( \text{stab}(A_{q,\text{ab}}) \), namely \( \text{Ker}(\text{gr}) = (0) \subset \text{Ker}(\text{fgt}) \), whatever the latter is. (It is \( \langle E_1 \rangle \) but this is not essential.)

Thus we have completely determined the space \( \text{Spc}(D_b(A_{\text{ex}}^{\text{fil}})) \) and we only need to provide generators for \( L_1, \mathcal{M}_1 \) and \( N_1 \), i.e. we need to show that the inclusions in (7.16) are equalities. But now that we know the spectrum, it suffices to consider the supports of those tt-ideals. A direct verification shows that they coincide: supp(\( \mathcal{L}_1 \)) = \( \{N_0, N_1\} = \text{supp}(\langle E_0 \rangle) \), supp(\( \mathcal{M}_1 \)) = \( \{\mathcal{L}_0, \mathcal{L}_1, N_0, N_1\} = \text{supp}(\langle E_0, S_0 \rangle) \) and supp(\( N_1 \)) = \( \{\mathcal{L}_0, \mathcal{L}_1\} = \text{supp}(\langle S_0 \rangle) \). Hence we do have equalities in (7.16). □

7.18. **Remark.** The ‘twisted forgetful functor’ \( \text{fgt}: D_b(A_{\text{ex}}^{\text{fil}}) \to K_b(A) \) of Definition 6.28 appears in the tt-residue functors \( \text{rsd}_{\mathcal{L}_0} \), \( \text{rsd}_{\mathcal{M}_0} \) and \( \text{rsd}_{N_0} \) of (7.10)–(7.12).

However, it is only strictly necessary for \( \text{rsd}_{\mathcal{L}_0} \). Indeed, by Remark 3.18, both \( \text{rsd}_{\mathcal{M}}: K_b(A) \to \kappa(M) \) and \( \text{rsd}_{N}: K_b(A) \to \kappa(N) \) factor via quo: \( K_b(A) \to D_b(A), \) hence using that quo of \( \text{fgt} = \text{fgt} \) by Corollary 6.27, we get:

\[
\begin{align*}
\text{rsd}_{\mathcal{M}_0} &= \text{Sta} \circ \text{fgt}: D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A) \to \kappa(M_0) = \kappa(M) = k\text{-mod} \\
\text{rsd}_{N_0} &= \text{res}_{C_2} \circ \text{fgt}: D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A) \to \kappa(N_0) = \kappa(N) = D_b(k).
\end{align*}
\]

This explains our comment about \( \mathcal{L}_0 \) being the most elusive prime among the six. We return to \( \text{rsd}_{\mathcal{L}_0} \) in Remark 8.12.

8. Applications

Knowing \( \text{Spc}(D_b(A_{\text{ex}}^{\text{fil}})) \) by Theorem 7.9, we can describe all tt-ideals and consequently a number of localizations of \( X = D_b(A_{\text{ex}}^{\text{fil}}) \). Direct inspection gives us the 14 closed subsets of \( \text{Spc}(X) \) listed in (1.2). Note that they are all ‘Thomason’, i.e. their complement is quasi-compact, simply because \( \text{Spc}(X) \) is finite. Applying [Bal05, Thm. 4.10] gives the 14 tt-ideals of Corollary 1.4. (By rigidity of \( X \), every tt-ideal is \( \otimes \)-radical.) Let us now describe objects with the various possible supports. In the following pictures, we illustrate subsets \( Y \subseteq \text{Spc}(D_b(A_{\text{ex}}^{\text{fil}})) \) of

\[
\begin{align*}
\text{Spc}(D_b(A_{\text{ex}}^{\text{fil}})) &= \mathcal{L}_1 \cup \mathcal{M}_1 \cup N_1 \\
&= \mathcal{L}_0 \cup \mathcal{M}_0 \cup N_0
\end{align*}
\]

by writing • for the primes that do belong to \( Y \) and • for those not in \( Y \).

8.1. **Examples.** As every prime \( P \) is the kernel of some \( \text{rsd}_{P}: D_b(A_{\text{ex}}^{\text{fil}}) \to \kappa(P) \) by (7.10)–(7.15), we compute supp(\( A \)) = \( \{P \mid A \notin P \} \) as \( \{P \mid \text{rsd}_{P}(A) \neq 0\} \).

(a) The object \( E_0 = \text{pwz}(kC_2) \) has \( \text{gr}(E_0) = kC_2 \) and \( \text{fgt}(E_0) = kC_2 \), hence

\[
\text{supp}(E_0) = \{N_0, N_1\} = \overline{\{N_0\}}.
\]
(b) The object \( E_1 \) of (4.12) has \( \text{gr}(E_1) = k \oplus k \) and \( \text{fgt}(E_1) = kC_2 \), hence

\[
\text{supp}(E_1) = \{L_1, M_1, N_0, N_1\} = \{M_1\} \cup \{N_0\} = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(c) For \( \ell \geq 2 \), the object \( E_\ell \) of (4.12) has \( \text{gr}(E_\ell) = k \oplus k \) and \( \text{fgt}(E_\ell) = kC_2 \oplus S^{\ell-1} \) as in Remark 6.25. Hence

\[
\text{supp}(E_\ell) = \text{Spc}(D_b(A_{fil}^{\text{ex}})) \setminus \{M_0\} = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(d) The object \( \text{cone}(\beta): 1 \to 1(1) \) has \( \text{gr}(\text{cone}(\beta)) = (\cdots 0 \to k \to 0 \to \cdots) = k[0] \oplus k[1] \) and \( \text{fgt}(\text{cone}(\beta)) = S[-1] \) by Remark 6.25. Therefore

\[
\text{supp}(\text{cone}(\beta)) = \{L_0, L_1, M_1, N_1\} = \{M_1\} \cup \{L_0\} = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(e) The object \( S_0 = \text{pwz}(S) \) has \( \text{gr}(S_0) = S \) and \( \text{fgt}(S_0) = S \) hence

\[
\text{supp}(S_0) = \{L_0, L_1\} = \{L_0\} = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(f) The object \( T = \text{cone}(\beta) \otimes E_1 \) featured prominently in Section 7. Its support is the complement of \( U = U(\text{cone}(\omega)) \), that is

\[
\text{supp}(\text{cone}(\beta) \otimes E_1) = \text{supp}(\text{cone}(\omega)) = \{L_1, M_1, N_1\} = \{M_1\} = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(g) One can combine the above to get the closed points, for instance

\[
\text{supp}(\text{cone}(\beta) \otimes E_0) = \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

and

\[
\text{supp}(S_0 \otimes E_1) = \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ \quad \bullet \quad \bullet \quad \bullet \quad \circ \quad \circ
\]

(h) Direct sums of objects as in (a), (e) and (g) will provide representatives of the four remaining (disconnected) closed subsets listed in (1.2).

We can then give new generators for the primes in \( U \), for instance.

8.2. **Corollary.** We have \( L_0 = \langle E_1 \rangle, N_0 = \langle \text{cone}(\beta) \rangle \) and \( M_0 = \langle E_2 \rangle \).

**Proof.** Check the supports of those tt-ideals; see Theorem 7.9 and Examples 8.1. \( \square \)

8.3. **Notation.** Let \( \rho: 1 \to 1(1)[1] \) in \( D_b(A_{fil}^{\text{ex}}) \) be the map associated to the fundamental exact sequence (5.10), namely

\[
(8.4) \quad \rho \begin{cases}
1 = \cdots 0 \longrightarrow 0 \longrightarrow 1 \longrightarrow 0 \cdots \\
1 = \cdots 0 \longrightarrow 1(1) \longrightarrow E_1 \longrightarrow 0 \cdots \\
\rho(1)[1] = \cdots 0 \longrightarrow 1(1) \longrightarrow 0 \longrightarrow 0 \cdots
\end{cases}
\]
Note right away that the cone of \( \rho \) is the cone of the lower map, that is,

\[
\text{cone}(\rho) = \mathbb{E}_1[1].
\]

Its support is the 4-point subset \( \{ L_1, M_1, N_1, N_0 \} \) described in Examples 8.1 (b).

8.6. \textbf{Remark.} Let us continue the ‘Koszul objects’ thread of Remark 3.24. In addition to \( \rho: \mathbb{1} \to \mathbb{1}(1)[1] \) from (8.4), whose cone is \( \mathbb{E}_1[1] \), we can use other invertibles in \( \mathcal{K} = D_b(A_{ex}^{fil}) \), different from the ‘obvious’ \( \mathbb{1}[1] \) and \( \mathbb{1}(1) \). By Proposition 3.22, we have a third interesting invertible object, namely \( \text{pwz}(L) \). By Remark 3.24, the maps \( \text{pwz}(\eta): \mathbb{1} \to L_{\otimes}^{-1} \) and \( \text{pwz}(\nu): \mathbb{1} \to L_{\otimes}^{-1}[1] \) have respective cones \( S_0[-1] \) and \( E_0 \). Let us write \( 1_{a,b,c} = \text{pwz}(L_{\otimes}^{-c})(b)[a] \). With this notation, we may describe all the prime ideals of \( D_b(A_{ex}^{fil}) \) as generated by Koszul objects, as follows:

\[
\begin{align*}
\{ \text{cone}(\nu_{\mathbb{1}}: \mathbb{1} \to \mathbb{1}(1,0,1)) \} & \quad \{ \text{cone}(\eta_{\mathbb{1}}: \mathbb{1} \to \mathbb{1}(0,1)) \} \\
\{ \text{cone}(\rho: \mathbb{1} \to \mathbb{1}(1,0)) \} & \quad \{ \text{cone}(\nu\eta_{\mathbb{1}}: \mathbb{1} \to \mathbb{1}(1,2)) \} \\
\{ \text{cone}(\beta\rho: \mathbb{1} \to \mathbb{1}(1,2,0)) \}
\end{align*}
\]

8.7. \textbf{Remark.} For every object \( A \in \mathcal{K} = D_b(A_{ex}^{fil}) \), we know (Remark 2.9) that the open complement \( U(A) = \text{Spc}(\mathcal{K}) \setminus \text{supp}(A) \) of its support is homeomorphic via \( \text{Spc}(\text{quo}) \) to the spectrum of the Verdier quotient \( \mathcal{K}/A \). For instance, for the objects \( A \) whose supports are described in Examples 8.1, we obtain the spectra of several Verdier quotients of \( D_b(A_{ex}^{fil}) \) by looking at the points marked \( \circ \). Let us isolate the following three special cases of interest, for which we can identify the corresponding localizations as something meaningful.

\[
\begin{array}{c}
\text{Spc}(\text{stab}(A_{ex}^{fil})) \\
L_1 \quad L_0 \quad N_1 \quad N_0 \\
M_1 \quad M_0 \\
\text{Spc}(D_b(A_{q,ab})) \quad \text{Spc}(D_b(kC_2))
\end{array}
\]

8.8. \textbf{Corollary} (Inverting \( \beta \)). \textit{Recall the morphism} \( \beta: \mathbb{1} \to \mathbb{1}(1) \) \textit{from Notation 4.10. The (central) localization} \( D_b(A_{ex}^{fil})[\beta^{-1}] = D_b(A_{ex}^{fil})/(\text{cone}(\beta)) \) \textit{is canonically equivalent to the derived category} \( D_b(kC_2\text{-mod}) \) \textit{of the abelian category} \( A \). \textit{In particular, its spectrum is the subset} \( \{ M_0, N_0 \} \) \textit{of} \( \text{Spc}(D_b(A_{ex}^{fil})) \), \textit{with} \( N_0 \in \{ M_0 \} \).

\textbf{Proof.} The localization \( D_b(A_{ex}^{fil})[\beta^{-1}] = D_b(A_{ex}^{fil})/(\text{cone}(\beta)) \) has spectrum the open complement \( \{ M_0, N_0 \} \) of the closed subset \( \text{supp}(\text{cone}(\beta)) = \{ L_0, L_1, M_1, N_1 \} \) of Examples 8.1 (d). The latter contains \( \{ L_1, M_1, N_1 \} = \text{Spc}(\mathcal{K}) \setminus U \), hence our localization is a localization of \( D_b(A_{ex}^{fil})_{\mid U} \) from (6.15). We proved in Theorem 6.18 that \( D_b(A_{ex}^{fil})_{\mid U} \cong K_b(A) \). Our localization \( D_b(A_{ex}^{fil})[\beta^{-1}] \) is therefore the localization of \( K_b(A) \) away from the remaining point \( \{ L_0 \} \), corresponding to \( \{ L \} = \text{supp}(K_{b,ac}) \) in \( K_b(A) \). This localization is nothing but \( D_b(A) \). (See Remark 3.17.) \( \Box \)

8.9. \textbf{Remark.} As in Corollary 6.27, the localization functor \( D_b(A_{ex}^{fil}) \to D_b(A) \) isolated above is simply the one induced by the exact forgetful functor \( \text{fgt}: A_{ex}^{fil} \to A \).
For the next case, recall that $A_{\text{ex}}^\text{fil}$ is Frobenius (Corollary 5.14).

8.10. **Corollary** (Inverting $\rho$). Recall the morphism $\rho: 1 \to 1(1)[1]$ from Notation 8.3. The (central) localization $D_b(A_{\text{ex}}^\text{fil})[\rho^{-1}] = D_b((A_{\text{ex}}^\text{fil})/(\text{cone}(\rho)))$ is canonically equivalent to the stable category $\text{stab}(A_{\text{ex}}^\text{fil})$ of the Frobenius exact category $A_{\text{ex}}^\text{fil}$. In particular, its spectrum is the subset $\{M_0, L_0\}$ of $\text{Spc}(D_b(A_{\text{ex}}^\text{fil})), \text{with } L_0 \in \{M_0\}$.

**Proof.** By Proposition 2.6, the stable category $\text{stab}(A_{\text{ex}}^\text{fil})$ can also be obtained as the Verdier quotient of the derived category of $A_{\text{ex}}^\text{fil}$ by the tt-ideal $\langle E_1 \rangle$ generated by the projectives of $A_{\text{ex}}^\text{fil}$ (see Proposition 5.13). So it suffices to apply Remark 2.9 to the object $E_1$, whose support was computed in Examples 8.1 (b). \qed

8.11. **Remark.** Since $\text{supp}(\text{cone}(\rho)) = \text{supp}(E_1) \supset \text{Spc}(X) \nsubseteq U$, the localization $D_b(A_{\text{ex}}^\text{fil}) \to D_b(A_{\text{ex}}^\text{fil})[\rho^{-1}]$ that we just identified to be $\text{Sta}: D_b(A_{\text{ex}}^\text{fil}) \to \text{stab}(A_{\text{ex}}^\text{fil})$ is a localization of $D_b(A_{\text{ex}}^\text{fil})|_U \cong K_b(A)$. It is easy to trace the kernel $K_b(A) \to \text{stab}(A_{\text{ex}}^\text{fil})$ as having support $\text{supp}(E_1) \cap U = \{N_0\}$, corresponding to $\{N\} = \text{supp}(kC_2)$ in $\text{Spc}(K_b(A))$. In other words, we have an equivalence $K_b(A)/(kC_2) \cong \text{stab}(A_{\text{ex}}^\text{fil})$ making the following diagram commute:

\[
\begin{array}{ccc}
D_b(A_{\text{ex}}^\text{fil}) & \xrightarrow{\text{fgt}} & K_b(A) \\
\text{Sta} & & \downarrow \text{quo} \\
\text{stab}(A_{\text{ex}}^\text{fil}) & \leftarrow & K_b(A)/(kC_2)
\end{array}
\]

8.12. **Remark.** Summarizing our analysis of the tt-functor $\text{fgt}: D_b(A_{\text{ex}}^\text{fil}) \to K_b(A)$ of Definition 6.28, we saw that if we post-compose it with the two localizations $K_b(A) \to D_b(A)$ and $K_b(A) \to K_b(A)/(kC_2)$ discussed in Remark 3.17 we obtain respectively $\text{fgt}: D_b(A_{\text{ex}}^\text{fil}) \to D_b(A)$ by Corollary 6.27 and $\text{Sta}: D_b(A_{\text{ex}}^\text{fil}) \to \text{stab}(A_{\text{ex}}^\text{fil})$ by Remark 8.11. In terms of the residue tt-functor $\text{rstd}_{L_0}: D_b(A_{\text{ex}}^\text{fil}) \to \kappa(L_0)$ of (7.11), we can complement Remark 7.18 and obtain the factorization

\[
\text{rstd}_{L_0}: D_b(A_{\text{ex}}^\text{fil}) \xrightarrow{\text{Sta}} \text{stab}(A_{\text{ex}}^\text{fil}) \cong K_b(A)/(kC_2) \xrightarrow{\text{rstd}_{L_0}} \kappa(L_0) = \kappa(L) = D_b(k)
\]

using the functor $\text{rstd}_{L_0}$ of Remark 3.18, induced by $K_b(\text{sta}): K_b(A) \to K_b(k)$.

For the last localization, recall the quasi-abelian structure $A_{\text{ex}}^{\text{fil,ab}}$ from Remark 5.3.

8.13. **Corollary.** The derived category $D_b(A_{\text{ex}}^{\text{fil,ab}})$ of $A_{\text{ex}}^{\text{fil}}$ with its maximal (quasi-abelian) structure is a localization of $D_b(A_{\text{ex}}^{\text{fil}})$ with kernel the tt-ideal $\langle S_0 \rangle$. Hence

\[
\text{Spc}(D_b(A_{\text{ex}}^{\text{fil,ab}})) = \begin{array}{c} N_1 \\ M_1 \end{array} \xrightarrow{\text{Spc(quo)}} \begin{array}{c} L_1 \\ M_1 \end{array} \xrightarrow{\text{N_1}} \begin{array}{c} N_0 \\ M_0 \end{array} = \text{Spc}(D_b(A_{\text{ex}}^{\text{fil}}))
\]

**Proof.** The localization $D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A_{\text{ex}}^{\text{fil,ab}})$ is clear since both categories are localizations of $K_b(A_{\text{ex}}^{\text{fil}})$ and there are less acyclics for $A_{\text{ex}}^{\text{fil}}$ than for the maximal exact structure $A_{\text{ex}}^{\text{fil,ab}}$. Hence the kernel of $D_b(A_{\text{ex}}^{\text{fil}}) \to D_b(A_{\text{ex}}^{\text{fil,ab}})$ consists of complexes which are acyclic for $A_{\text{ex}}^{\text{fil,ab}}$, like $S_0$ certainly is, see (1.11). If the support of this kernel was larger than $\text{supp}(S_0) = \overline{\{L_0\}}$, it would contain the closed point $N_1$. 


So to get the result it suffices to show that $N_1$ belongs to $\text{Spc}(D_b(A^\fil_{q,ab}))$, i.e. that $\text{rsd}_{N_1} : D_b(A^\fil_{ex}) \to D_b(k)$ factors via $D_b(A^\fil_{q,ab})$. This is easy to see:

\[
\begin{array}{cccc}
D_b(A^\fil_{ex}) & \xrightarrow{\text{rsd}_{N_1}} & D_b(k) \\
\downarrow \text{quo} & & \downarrow \text{gr} & \downarrow \text{res}^2 \\
D_b(A^\fil_{q,ab}) & \xrightarrow{\exists \text{gr}} & K_b(A) & \xrightarrow{\exists \text{res}} D_b(A)
\end{array}
\]

The top part of the diagram commutes by definition of $\text{rsd}_{N_1}$, see (7.15). The rest is straightforward (the non-trivial part is the existence of the functors). □

8.14. Remark. Since $A^\fil_{q,ab}$ is itself Frobenius (Remark 5.15), one can go one step further and identify $\text{Spc}(\text{stab}(A^\fil_{q,ab}))$ as $\{M_0, M_1\}$. Indeed, $\text{stab}(A^\fil_{q,ab})$ is the quotient of $D_b(A^\fil_{q,ab})$ by its tt-ideal of perfect complexes (Proposition 2.6) which we already know is $\langle E_0 \rangle$ (Remark 5.15), and $\text{supp}(E_0) = \{N_0, N_1\}$. That localization $D_b(A^\fil_{ex}) \to \text{stab}(A^\fil_{q,ab})$ already appeared in the proof of Theorem 7.9, see (7.17).

Part II. Artin-Tate motives

9. Artin-Tate motives and filtered representations

We now turn to algebraic geometry. The first goal, which is the subject of the present section, is to provide the dictionary necessary to translate the results obtained in Part I to the theory of motives. This dictionary is due to Positselski [Pos11], and relies on Voevodsky’s resolution of the Milnor conjecture.

9.1. Notation. Let $F$ be a field of characteristic zero, and set $k = \mathbb{Z}/2$. (Of course, many of the constructions below apply in greater generality.) Recall that Voevodsky constructed in [Voe00] a category $\text{DM}^\gm(F; k)$ of geometric motives over $F$ with coefficients in $k$. It is defined by starting with the homotopy category of bounded complexes of finite $k$-linear correspondences of smooth schemes of finite type over $F$, localizing it to force homotopy invariance and Mayer-Vietoris, then idempotent completing it, and finally inverting the Tate object $k(1)$. The resulting $\text{DM}^\gm(F; k)$ is an essentially small, rigid tt-category. For a smooth $F$-scheme of finite type we denote its motive in $\text{DM}^\gm(F; k)$ by $M(X)$. (If $X = \text{Spec}(A)$ is affine we write $M(A)$ instead.) The motive of the base is the unit $1 = M(F)$ for the tensor product. By definition of the Tate object we have $M(F^1) = 1 \oplus 1(1)[2]$. The notation $M(i)$ is short for $M \otimes 1(i)$.

Of particular interest to us will be three thick triangulated subcategories of $\text{DM}^\gm(F; k)$ with the following sets of generators:

- Artin motives $\text{DAM}^\gm(F; k) = \text{thick}\{M(E) \mid E/F \text{ finite}\}$;
- Tate motives $\text{DTM}^\gm(F; k) = \text{thick}\{1(n) \mid n \in \mathbb{Z}\}$;
- Artin-Tate motives $\text{DATM}^\gm(F; k) = \text{thick}\{M(E)(n) \mid E/F \text{ finite}, n \in \mathbb{Z}\}$.

All these subcategories are in fact rigid tt-categories, by [Voe00, Thm. 4.3.2].
Now, let us fix a real closed field $F$ with algebraic closure $\bar{F} = F(\sqrt{-1})$. As in the first part, we denote by $A^\text{fil}_{\text{ex}}$ the category of filtered $kC_2$-modules with the exact structure of Section 5.

9.2. Proposition ([Pos11]). There is an equivalence of triangulated categories

$$\text{pos} : \mathbb{D}(A^\text{fil}_{\text{ex}}) \xrightarrow{\sim} \mathbb{D}(\text{DATM}^\text{gm}(F; k))$$

which induces a homeomorphism on spectra:

$$\text{Spc}(\text{DATM}^\text{gm}(F; k)) \xrightarrow{\sim} \text{Spc}(\mathbb{D}(A^\text{fil}_{\text{ex}}))$$

$$\mathcal{P} \mapsto \text{pos}^{-1}(\mathcal{P}).$$

Let us explain this result. The étale realization functor induces an equivalence of exact $\otimes$-categories

$$\mathcal{F}(F; k) \xrightarrow{\sim} A^\text{fil}_{\text{ex}}$$

where $\mathcal{F}(F; k) \subset \text{DATM}^\text{gm}(F; k)$ denotes the smallest full subcategory containing $M(F)(n)$ and $M(\bar{F})(n)$ for all $n \in \mathbb{Z}$, and closed under extensions. The filtration is induced by the weight filtration on $\text{DATM}^\text{gm}(F; k)$. For the proof of this we refer to [Pos11, §3] or [Gal19, §7]. This part is where the Milnor conjecture is used. By the argument in [Gal19, Proposition 7.7] (or [Pos11, Appendix D]), the functor $A^\text{fil}_{\text{ex}} \xleftarrow{\sim} \mathcal{F}(F; k) \rightarrow \text{DATM}^\text{gm}(F; k)$ of (9.4) extends to an exact functor (5)

$$\text{pos} : \mathbb{D}(A^\text{fil}_{\text{ex}}) \rightarrow \text{DATM}^\text{gm}(F; k)$$

which is not known to be tensor except on the heart. The latter, however, is enough to deduce the second statement of Proposition 9.2 from the first, because tt-ideals on both sides of (9.3) are thick subcategories closed under tensoring with certain objects in the heart. We again refer to [Gal19, §7] for details.

It remains to explain the equivalence (9.3). Instead of invoking Koszulity of the cohomology algebra as in [Pos11] we will give a direct proof of this fact, using some of the results from Part I.

Consider the invertible objects $1[1]$ and $1(1)$ in $\mathbb{D}(A^\text{fil}_{\text{ex}})$ and in $\text{DATM}^\text{gm}(F; k)$, respectively. They give rise to bigraded endomorphism rings, denoted $R^{\bullet, \bullet}$ and $H^{\bullet, \bullet} = H^{\bullet, \bullet}(F; k)$, which is motivic cohomology, defined for all $n, m \in \mathbb{Z}$ by

$$R^{n,m} = \text{Hom}_{\mathbb{D}}(1, 1(m)[n]) \quad \text{and} \quad H^{n,m} = \text{Hom}_{\text{DATM}^\text{gm}}(1, 1(m)[n]).$$

Without shifts, that is, for $n = 0$, the equivalence (9.4) gives us $R^{0,m} \cong H^{0,m}$.

9.7. Lemma. The exact functor $\text{pos}$ of (9.5) induces a morphism of bigraded rings

$$\text{pos} : R^{n,m} \rightarrow H^{n,m}.$$ 

Moreover, the latter is a bijection in bidegrees with $n \leq 1$.

Proof. Since $\text{pos}$ in (9.3) is an exact functor, the map $R^{\bullet, \bullet} \rightarrow H^{\bullet, \bullet}$ is a morphism of bigraded abelian groups. For multiplication, recall that given two

\footnote{As the underlying functor of an exact morphism of stable derivators, (9.5) is in fact unique up to unique isomorphism. See [Gal19, Proposition 7.7].}
homogeneous elements $f : \mathbb{1} \to \mathbb{1}(m)[n]$ and $g : \mathbb{1} \to \mathbb{1}(m')[n']$ their product can be viewed as the image of the pair $(g, f)$ under the map

\[(9.8) \quad \text{Hom}(\mathbb{1}, \mathbb{1}(m')[n']) \times \text{Hom}(\mathbb{1}, \mathbb{1}(m)[n]) \xrightarrow{(\mathbb{1}(m)[n] \otimes -) \times \text{id}} \text{Hom}(\mathbb{1}(m)[n], \mathbb{1}(m)[n] \otimes \mathbb{1}(m')[n']) \times \text{Hom}(\mathbb{1}, \mathbb{1}(m)[n]) \xrightarrow{\cong} \text{Hom}(\mathbb{1}, \mathbb{1}(m + m')[n + n']). \]

But the functor $\mathbb{1}(m)[n] \otimes - \cong (\mathbb{1}(m) \otimes -)[n]$ is equivalent to $\text{pos(-)}$ since $\mathbb{1}(m)$ belongs to the heart $A_{\text{ex}}^{\mathbb{fl}} \cong \mathbb{F}(F; k)$ and the latter is a tensor subcategory of $\text{DATM}^{\mathbb{sm}}(F; k)$. (This is the universal property of the bounded derived category [Por15, Theorem 2.17] alluded to in Footnote 5; see the proof of [Gal19, Proposition 7.7] for details.) This shows that the map on hom groups induced by the functor $\text{pos}$ is compatible with the first two arrows in (9.8). Compatibility with the last arrow is functoriality of $\text{pos}$. This completes the proof that $\text{pos} : R^{**} \to H^{**}$ is a bigraded ring morphism.

The groups $\text{Hom}_C(A, B[n])$ vanish for $n < 0$ and all $A, B \in A_{\text{ex}}^{\mathbb{fl}} \cong \mathbb{F}(F; k)$, for both $\mathcal{C} = \text{D}_b(A_{\text{ex}}^{\mathbb{fl}})$ and $\mathcal{C} = \text{DATM}^{\mathbb{sm}}(F; k)$. Since $\text{pos} : \text{D}_b(A_{\text{ex}}^{\mathbb{fl}}) \rightarrow \text{DATM}^{\mathbb{sm}}(F; k)$ is an equivalence on $A_{\text{ex}}^{\mathbb{fl}}$ and its image $\text{pos}(A_{\text{ex}}^{\mathbb{fl}}) = \mathbb{F}(F; k)$ is closed under extensions in $\text{DATM}^{\mathbb{sm}}(F; k)$, the last part of the statement follows, by [Dye05].

9.9. Lemma. The following statements are equivalent:

(a) The functor $\text{pos} : \text{D}_b(A_{\text{ex}}^{\mathbb{fl}}) \rightarrow \text{DATM}^{\mathbb{sm}}(F; k)$ is an equivalence.

(b) The morphism $\text{pos} : R^{**} \rightarrow H^{**}$ is an isomorphism.

Proof. Let $\mathcal{D} = \text{DATM}^{\mathbb{sm}}(F; k)$. It is generated as a thick subcategory by $M(E)(m)$ which are in the image of the functor $\text{pos}$. Indeed, $M(F)(m) = \text{pos}(\mathbb{1}(m))$ while $M(F')(m) = \text{pos}(\mathbb{E}_0(m))$. Given that $\text{D}_b(A_{\text{ex}}^{\mathbb{fl}})$ is idempotent complete, to prove (a) it therefore suffices to prove that $\text{pos}$ is fully faithful.

Fix two complexes $A, B \in \text{D}_b(A_{\text{ex}}^{\mathbb{fl}})$. We want to prove that

\[(9.10) \quad \text{pos} : \text{Hom}_{\text{D}_b(A_{\text{ex}}^{\mathbb{fl}})}(A, B) \rightarrow \text{Hom}_{\mathcal{D}}(\text{pos}(A), \text{pos}(B)) \]

is a bijection. By induction on the length of the complexes and the five-lemma (recall Remark 2.12) we reduce to $A$ and $B$ shifts of objects in $A_{\text{ex}}^{\mathbb{fl}}$. It therefore suffices to prove (9.10) is a bijection for $A \in A_{\text{ex}}^{\mathbb{fl}}$ and $B = C[n]$ with $C \in A_{\text{ex}}^{\mathbb{fl}}$ and $n \in \mathbb{Z}$.

By induction on the filtration amplitude and the five-lemma we reduce to $A$ and $C$ of the form $\mathbb{1}(m)$ or $\mathbb{E}_0(m)$, some $m$. Since twisting is an equivalence, we may assume $A$ is pure of weight zero.

As already remarked above, the groups $\text{Hom}_C(A, C[n])$ vanish for $n < 0$ and $C \in \{\text{D}_b(A_{\text{ex}}^{\mathbb{fl}}), \mathcal{D}\}$, and (9.10) is a bijection for $n = 0$. If $C = \mathbb{E}_0(m)$ is projective-injective, then $\text{Hom}_{\text{D}_b(A_{\text{ex}}^{\mathbb{fl}})}(A, \mathbb{E}_0(m)[n]) = 0$ for $n > 0$. The same is true for the hom-groups in $\mathcal{D}$:

\[\text{Hom}_{\mathcal{D}}(\mathbb{1}, M(F)(m)[n]) = H^{n-m}(\widetilde{F}; k) = 0.\]
We may therefore assume $C = 1(m)$. Similarly, we may assume $A = 1$ and are reduced to $(b)$. This proves the Lemma since $(a) \Rightarrow (b)$ is trivial. \hfill \Box

9.11. **Remark.** Recall that, by the Beilinson-Lichtenbaum conjecture with $\mathbb{Z}/2$-coefficients [Voe03a],

$$H^{\bullet, \bullet}(F; k) \cong k[\beta, \rho]$$

where:

- $\beta: 1 \to 1$ is the (motivic) Bott element of [Lev00, HH05] (6), that is, the non-trivial element $-1$ in $H^{0,1}(F; k) \cong \mu_2(F) = \{\pm 1\}$;
- the map $\rho: 1 \to 1[1]$ is the non-trivial element in $H^{1,1}(F; k) \cong K^M_1(F)/2 = F^\times/(F^\times)^2$, induced by a morphism $\text{Spec}(F) \to \mathbb{G}_m, F$ corresponding to a negative element of $F$.

It follows from the fact that $H^{\bullet, \bullet}$ is generated by elements in $H^{0, \bullet}$ and from Lemma 9.7 that $\text{pos} : R^{n,m} \to H^{n,m}$ is an epimorphism. Thus we only need to establish injectivity for $n \geq 2$. This will follow from the following result.

9.12. **Proposition.** For $R^{n,m}$ as in (9.6), we have for all $n \geq 0$ and $m \in \mathbb{Z}$

$$R^{n,m} = \begin{cases} k & \text{if } n \leq m \\ 0 & \text{if } n > m. \end{cases}$$

**Proof.** Recall from Remark 6.4 the injective resolution $J$ of $1$ in $A_{\text{fin}}^R$. We may compute $R^{n,m}$ as $R^{n,m} = H_{-n}(\text{Hom}_{A_{\text{fin}}}(1, J(m)))$ which is the homology in degree $-n$ of the complex

$$0 \to k \to k \to \cdots \to k \to 0$$

with non-zero objects in homological degrees from 0 down to $-m$. (If $m < 0$ then this is the zero complex.) The claim follows immediately. \hfill \Box

We may now finish the proof of Proposition 9.2. By Lemma 9.9 and Remark 9.11, we are reduced to prove injectivity of $R^{n,m} \to H^{n,m}$ in degrees $n \geq 2$. By Proposition 9.12, the $k$-dimensions of $R^{n,m}$ and $H^{n,m}$ coincide for all $n, m$, and we conclude.

10. **Spectrum of mod-2 real Artin-Tate motives**

Having established the necessary dictionary in the previous section, we are now in a position to apply the results of Part I to the theory of motives. The following theorem, our main result, follows directly from Proposition 9.2 and Theorem 7.9.

10.1. **Theorem.** Let $F$ be a real closed field. The spectrum of the tt-category $\text{DATM}^{\text{re}}(F; \mathbb{Z}/2)$ is the following space:

$$\begin{array}{c}
\mathcal{L}_1 \\
\mathcal{L}_0
\end{array} \begin{array}{c}
\mathcal{M}_1 \\
\mathcal{M}_0
\end{array} \begin{array}{c}
\mathcal{N}_1 \\
\mathcal{N}_0
\end{array}$$

As before, a line indicates that the lower prime specializes to the higher prime. \hfill \Box

---

6 This element corresponds to $\tau$ in [Voe03b].
Our next goal is to interpret motivically some of the functors used in Part I to catch the prime ideals.

10.2. Remark. Objects of the conjectural abelian category of mixed motives should possess a weight filtration whose $n$th graded piece belongs to the subcategory of pure motives of weight $n$. It is also expected that the pure motives span the subcategory of semi-simple objects, so that the total weight graded functor can be thought of as a semi-simplification. It is then natural to view the functor $gr$ which in Part I was used to detect the top three points (cf. (1.5)) as a triangulated analogue of semi-simplification, detecting the ‘pure’ primes.

Independently of these considerations, there is another functor defined on Voevodsky motives in great generality, and which, on $\text{DATM}^{\text{gm}}(F;\mathbb{Z}/2)$ for a real closed field $F$, catches the same three primes. To discuss this functor, we need to fix some notation regarding Chow motives.

10.3. Notation. We denote by $\text{Chow}(F;k)$ the classical category of Chow motives over $F$ with coefficients in $k$. The Tate motive is denoted by $1\{1\}$, and before we denote by $M(X)$ the Chow motive of a smooth projective $F$-scheme $X$ and abbreviate $M(X)\{m\} = M(X) \otimes 1\{m\}$. In particular, we have for such $X,Y$

\begin{equation}
\text{Hom}_{\text{Chow}(F;k)}(M(X)\{m\}, M(Y)\{n\}) = \text{CH}^{\dim(X)+n-m}(X \times_F Y; k).
\end{equation}

As with mixed motives we consider the following three subcategories of $\text{Chow}(F;k)$:

- Artin Chow motives $\text{AM}(F;k) = \text{add}(M(E) \mid E/F \text{ finite})$;
- Tate Chow motives $\text{TM}(F;k) = \text{add}(1\{n\} \mid n \in \mathbb{Z})$;
- Artin-Tate Chow motives $\text{ATM}(F;k) = \text{add}(M(E)\{n\} \mid E/F \text{ finite}, n \in \mathbb{Z})$.

These are rigid idempotent-complete $\otimes$-categories, and embed as full $\otimes$-exact subcategories (endowed with the split exact structure) of their mixed triangulated analogues defined in Notation 9.1, by [Voe00, §2.2].

10.5. Remark. From now on, let us fix a real closed field $F$ with algebraic closure $\bar{F} = F(\sqrt{-1})$ and the coefficients $k = \mathbb{Z}/2$ as in Notation 9.1. Using (10.4), one checks easily that étale cohomology induces canonical equivalences of $\otimes$-categories

\[\text{AM}(F;k) \simeq k\text{C}_2\text{-mod}, \quad \text{TM}(F;k) \simeq k\text{-grmod}, \quad \text{ATM}(F;k) \simeq k\text{C}_2\text{-grmod}\]

where $R$-grmod denotes the category of (finitely generated, as always) $\mathbb{Z}$-graded $R$-modules. In particular, these are in fact abelian categories and coincide with the categories of pure motives of Artin, Tate, and Artin-Tate type, respectively. (In other words, for a zero-dimensional variety, all adequate equivalence relations on algebraic cycles coincide.) Under those equivalences, $M(F)$ corresponds to $k$ and $M(\bar{F})$ corresponds to $k\text{C}_2$.

10.6. Remark. The category of Voevodsky motives $\text{DM}^{\text{gm}}(F;k)$ admits a weight structure in the sense of [Bon10], called the Chow weight structure, whose (additive) heart is $(\text{DM}^{\text{gm}}(F;k))^{w\otimes} = \text{Chow}(F;k)$ the category of Chow motives. The associated conservative weight complex functor constructed by Bondarko,

\begin{equation}
w_{\text{Chow}} : \text{DM}^{\text{gm}}(F;k) \to \text{K}_b(\text{Chow}(F;k)),
\end{equation}

is a tt-functor ([Bac17, Lemma 20] or [Aok20]). Restricted to $\text{DATM}^{\text{gm}}(F;k)$, this functor factors through the homotopy category of Artin-Tate Chow motives and yields a tt-functor by summing over all weights

\[\text{gr}_{\text{Chow}} : \text{DATM}^{\text{gm}}(F;k) \xrightarrow{w_{\text{Chow}}} \text{K}_b(\text{ATM}(F;k)) \xrightarrow{\delta} \text{K}_b(\text{AM}(F;k)).\]
Note that the category $K_b(\text{AM}(F; k))$ is canonically equivalent to the triangulated category of Artin motives $\text{DAM}^{gm}(F; k)$ ([Voe00, Prop. 3.4.1]) and $\text{gr}^{\text{wChow}}$ therefore provides a retraction to the inclusion of Artin motives into $\text{DATM}^{gm}(F; k)$.

This proves that the map on spectra,

$$\text{Spc}(\text{gr}^{\text{wChow}}) : \text{Spc}(\text{DAM}^{gm}(F; k)) \to \text{Spc}(\text{DATM}^{gm}(F; k)),$$

is injective. (Recall from Theorem 3.14 that the domain is the V-shaped topological space.) Also, since $\text{gr}^{\text{wChow}}$ is conservative, the map on spectra catches all closed points, by [Bal18, Theorem 1.2]. Finally, the objects corresponding to the generators of the bottom three primes in Part I, cone($\beta$) and cone($\rho$), are sent to sums of invertibles by $\text{gr}^{\text{wChow}}$, and we conclude that $\text{gr}^{\text{wChow}}$ catches the same points as the total graded of Part I, depicted at the top of the following diagram (the other functors will be discussed subsequently).

\begin{equation}
\begin{array}{ccc}
\mathcal{L}_1 & \xrightarrow{w} & N_1 \\
\downarrow & & \downarrow \\
\mathcal{L}_0 & \xrightarrow{w} & N_0 \\
\downarrow & & \downarrow \\
\mathcal{M}_1 & \xrightarrow{w} & N_1 \\
\downarrow & & \downarrow \\
\mathcal{M}_0 & \xrightarrow{w} & N_0 \\
\end{array}
\end{equation}

Although $\text{gr}^{\text{wChow}}$ and the ‘semi-simplification’ functor $\text{gr}$ are both retractions to the inclusion $\text{DAM}^{gm}(F; k) \hookrightarrow \text{DATM}^{gm}(F; k)$ and catch the same points, they are distinct. They differ in that for example $\text{gr}^{\text{wChow}}(\mathbb{1}\{i\} = \mathbb{1}(i)[2i]) = 1$ while $\text{gr}(\mathbb{1}(i)[2i]) = \mathbb{1}[2i]$.

10.9. Remark. On the category of Voevodsky motives there is an étale realization functor [Ivo07, Thm. 4.3, Rem. 4.8]

$$\text{DM}^{gm}(F; k) \to \text{D}_b(kC_2)$$

and its restriction to Artin-Tate motives is the functor $\text{Re}_{\text{ét}}$ of (10.8)

$$\text{Re}_{\text{ét}} : \text{DATM}^{gm}(F; k) \to \text{D}_b(kC_2).$$

The functor in (10.10) is obtained by inverting the motivic Bott element $\beta : \mathbb{1} \to \mathbb{1}(1)$ of Remark 9.11, i.e. we have the following statement.

10.11. Proposition. The following diagram of exact functors commutes,

$$\begin{array}{ccc}
\text{D}_b(A^{\text{fil}}_\text{ex}) & \xrightarrow{\text{pos}} & \text{DATM}^{gm}(F; k) \\
\downarrow & & \downarrow \text{Re}_{\text{ét}} \\
\text{D}_b(kC_2) & & \\
\end{array}$$

and the étale realization induces a canonical equivalence of tt-categories

$$\text{DATM}^{gm}(F; k)[\beta^{-1}] \simeq \text{D}_b(kC_2).$$

Proof: By construction of the equivalence pos, the diagram commutes when restricted to the heart $A^{\text{fil}}_\text{ex}$. The first claim then follows from the fact that both functors $\text{D}_b(A^{\text{fil}}_\text{ex}) \to \text{D}_b(kC_2)$ are the underlying functors of an exact morphism of stable derivators (cf. Footnote 5 for pos, [CD16, Theorem 4.5.2] for the étale
realization, and \cite{Cis10} for fgt) and are therefore uniquely determined by their restrictions to the heart \cite[Theorem 2.17]{Por15}. The second claim then follows from Corollary 8.8.

\[ \text{□} \]

10.12. **Remark.** The functor \( \text{Re}_R : \text{DATM}^\text{gm}(F; k) \to \text{DATM}^\text{gm}(F; k)[\rho^{-1}] \) of (10.8), that we call \textit{real realization} as in \cite{Bac18}, is obtained by inverting the morphism \( \rho : 1 \to 1(1)[1] \) of Remark 9.11. This localization was studied in \textit{loc. cit.} in the stable \( A^1 \)-homotopy category, where the quotient category was identified with the topological stable homotopy category:

\[ \text{SH}_k^\text{ct}(F)[\rho^{-1}] \simeq \text{SH}^\text{ct}. \]

In our context, the localization was described in Corollary 8.10:

\[ \text{DATM}^\text{gm}(F; k)[\rho^{-1}] \simeq \text{stab}(A^\text{fil}_{ex}) \]

as the stable category of the Frobenius exact category of filtered \( kC_2 \)-modules. (The \( \rho \) in the motivic setting corresponds to the \( \rho \) in the setting of filtered \( kC_2 \)-modules, as defined in Notation 8.3.) By Corollary 8.10, another description of the same \( \text{tt} \)-category is

\[ \text{DATM}^\text{gm}(F; k)[\rho^{-1}] \simeq \text{DAM}^\text{gm}(F; k)/\langle \text{cone}(\rho) \rangle \simeq K_b(kC_2-\text{mod})/\langle kC_2 \rangle. \]

10.13. **Remark.** It is more mysterious (to us, at least) how to interpret motivically the important central localization with respect to the generalized Koszul complex cone(\( \rho \)) \( \otimes \) cone(\( \beta \)) considered in Section 6:

\[ (10.14) \ fgt : \text{DATM}^\text{gm}(F; k) \to \frac{\text{DATM}^\text{gm}(F; k)}{\langle \text{cone}(\rho) \otimes \text{cone}(\beta) \rangle} \simeq \text{DAM}^\text{gm}(F; k) \]

which catches the three bottom (mixed) primes in (10.8). \textit{Cf.} Remark 6.29.

10.15. **Remark.** Base-change to the algebraic closure induces a \( \text{tt} \)-functor

\[ - \times_F \bar{F} : \text{DATM}^\text{gm}(F; k) \to \text{DTM}^\text{gm}(\bar{F}; k), \]

and a similar argument as in Proposition 10.11 shows that this functor corresponds, in the context of Part I, to forgetting the \( C_2 \)-action:

\[ \text{res}^{C_2} : D_b(A^\text{fil}_{ex}) \to D_b(k-\text{mod}^{\text{fil}}). \]

The spectrum of \( \text{DTM}^\text{gm}(\bar{F}; k) \) was determined in \cite{Gal18, Gal19} by computing the spectrum of \( D_b(k-\text{mod}^{\text{fil}}) \). The functor \( - \times_F \bar{F} \) catches the two right-most points in (10.8), i.e. the ‘geometric’ primes of (1.5).

10.16. **Remark.** We can deduce from Section 8 generators for each of the six prime ideals in \( \text{DATM}^\text{gm}(F; k) \):

\[ \langle M(\bar{F}) \rangle \]

\[ \langle \text{cone}(\rho) \rangle \]

\[ \langle \text{cone}(\beta \rho) \rangle \]

Here, \( \Sigma_0 \) is the complex of finite correspondences

\[ \cdots 0 \to 0 \to \text{Spec}(F) \xrightarrow{\eta} \text{Spec}(\bar{F}) \xrightarrow{\zeta} \text{Spec}(F) \to 0 \to 0 \cdots \]

viewed as an object in \( \text{DATM}^\text{gm}(F; k) \), while the morphisms \( \beta : 1 \to 1(1) \) and \( \rho : 1 \to 1(1)[1] \) are those of Remark 9.11.
11. Spectrum of integral real Artin-Tate motives

As mentioned in the introduction, for $F$ real-closed, the computation of the spectrum $\text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z}))$ essentially breaks down into two distinct tasks: First, computing the spectrum for mod-2 coefficients as done in the previous section, and second, computing the spectrum for $\mathbb{Z}[1/2]$-coefficients after passing to the algebraic closure $\bar{F}$. The latter task was undertaken in \cite{Gal19}. The goal of this section is to put the solutions to these two tasks together in order to describe, in Theorem 11.3, the space $\text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z}))$. We fully achieve this for $F$ small enough and provide a conjectural picture for all real closed $F$; cf. Remark 11.8.

11.1. Proposition. Let $F$ be a base field (not necessarily real closed).
(a) Let $\mathcal{D}(F; R)$ denote $\text{DATM}^\text{gm}(F; R)$, or $\text{DAM}^\text{gm}(F; R)$ or $\text{DTM}^\text{gm}(F; R)$. Let $\ell$ be a prime and consider the change-of-coefficients functor
$$cc_\ell^*: \mathcal{D}(F; \mathbb{Z}) \to \mathcal{D}(F; \mathbb{Z}/\ell).$$

Then the image of $\text{Spc}(cc_\ell^*)$ is the support of $\mathbb{Z}/\ell = \text{cone}(1 \xrightarrow{\ell} 1)$ in $\mathcal{D}(F; \mathbb{Z})$.

(b) Let $\mathcal{D}(F; R)$ denote $\text{DATM}^\text{gm}(F; R)$ or $\text{DAM}^\text{gm}(F; R)$. Let $E/F$ be a finite separable extension and $p: \text{Spec}(E) \to \text{Spec}(F)$. Consider base-extension
$$p^* = (E \times_F -): \mathcal{D}(F; R) \to \mathcal{D}(E; R).$$

Then the image of $\text{Spc}(p^*)$ is the support of $M(E)$ in $\mathcal{D}(F; R)$.

Proof. Both parts follow from \cite[Thm. 1.7]{Bal18}, that guarantees that the image of the map on spectra induced by a tt-functor $F: \mathcal{K} \to \mathcal{K'}$ with a right adjoint $G$ is the subset $\text{supp}(G(1))$, as long as $\mathcal{K}$ is rigid. For (a) we use $(cc_\ell)_*(1) \cong \mathbb{Z}/\ell$. For (b) we use $p_*(1) \cong M(E)$. (The latter does not exist on non-Artin Tate motives.) $\square$

11.2. Corollary. Let $F$ be a real closed field, and let $\ell$ be an odd prime. The change-of-coefficients functor $cc_\ell^*: \text{DATM}^\text{gm}(F; \mathbb{Z}) \to \text{DATM}^\text{gm}(F; \mathbb{Z}/\ell)$ induces on spectra a homeomorphism from the Sierpiński space
$$\text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z}/\ell)) = \bullet \rightsquigarrow \bullet$$
ono onto the support of $\mathbb{Z}/\ell = \text{cone}(1 \xrightarrow{\ell} 1)$.

Proof. Consider the maps induced on spectra by $p^*$ and $cc_\ell^*$ as in Proposition 11.1:
$$\text{Spc}(\text{DTM}^\text{gm}(\bar{F}; \mathbb{Z}/\ell)) \xrightarrow{\text{Spc}(p^*)} \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z}/\ell)) \xrightarrow{\text{Spc}(cc_\ell^*)} \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z})).$$

As the Euler characteristic of $M(\bar{F})$ is 2 and thus invertible in $\mathbb{Z}/\ell$ we see that $1 \in (M(\bar{F}))$ in $\text{DATM}^\text{gm}(F; \mathbb{Z}/\ell)$. Therefore the first map $\text{Spc}(p^*)$ is surjective by Proposition 11.1 (b). The image of the second map (and therefore the image of the composite) is $\text{supp}(\mathbb{Z}/\ell)$ by Proposition 11.1 (a).

The source, $\text{Spc}(\text{DTM}^\text{gm}(\bar{F}; \mathbb{Z}/\ell))$, was computed in \cite[Cor. 8.3]{Gal19} and the prime ideals were found to be 0 and $(\text{cone}(\beta_\ell))$ where $\beta_\ell: \mathbb{Z}/\ell \to \mathbb{Z}/\ell(1)$ corresponds to the choice of a primitive $\ell$th root of unity in $\bar{F}$. To prove the result, it therefore suffices to show that the above composite is injective (forcing the first to be a homeomorphism), i.e. that those two points have distinct images.

Note that the primitive $\ell$th root defining $\beta_\ell: \mathbb{Z}/\ell \to \mathbb{Z}/\ell(1)$ already exists in $F$ as $\ell$ is odd and $F$ is real closed. Let $A \in \text{DATM}^\text{gm}(F; \mathbb{Z})$ be the object $cc_{\ell,*}(\text{cone}(\beta_\ell))$. 
By the computation in [Gal19, Lem. B.6], we see that the image of $A$ under the functor $p^*cc^*_e$ generates the prime ideal $e_\ell = \langle \text{cone}(\beta_\ell) \rangle$. Proposition 2.10 (a) implies that $\text{Spc}(p^*cc^*_e)$ is injective as was left to prove. \hfill \square

11.3. Theorem. Let $F = \mathbb{R}_{\text{alg}} = \mathbb{Q} \cap \mathbb{R}$ be the field of real algebraic numbers. Then the spectrum of $\text{DATM}^{gm}(\mathbb{R}_{\text{alg}}; \mathbb{Z})$ is the following set with specialization relations:

$$
\begin{align*}
&\varepsilon_1, \\
&\mathcal{L}_1, \\
&\mathcal{L}_0, \\
&\mathcal{M}_0, \\
&N_0 = m_2, \\
&m_1, \\
&m_0, \\
&\cdots, \\
&\varepsilon_6, \\
&\varepsilon_5, \\
&\varepsilon_4, \\
&\varepsilon_3, \\
&\cdots, \\
&\varepsilon_\ell, \\
&\vdots
\end{align*}
$$

(11.4)

where $\ell$ runs through all prime numbers. The topology is the minimal one with these specialization relations: The closed subsets are

(a) finite specialization-closed subsets; and
(b) subsets of the form $Z \cup \{\mathcal{P}_0\}$, where $Z$ is as in (a).

Proof. If a prime $\mathcal{P} \in \text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z}))$ contains cone(2), the object $M(\bar{F})$ generates $\text{DATM}^{gm}(F; \mathbb{Z})/\mathcal{P}$, since $M(\bar{F})$ has Euler characteristic 2. Hence

$$
\text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z})) = \text{supp}(\mathbb{Z}/2) \cup \text{supp}(M(\bar{F})).
$$

(These two closed subsets are not disjoint.) By Proposition 11.1, we know that these two closed pieces are the images of the following two maps, respectively

$$
\begin{align*}
\text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z}/2)) \xrightarrow{\text{Spc}(cc^*_2)} & \text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z})), \\
\text{Spc}(\text{DATM}^{gm}(\bar{F}; \mathbb{Z})) \xrightarrow{\text{Spc}(p^*_e)} & \text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z})).
\end{align*}
$$

The source of (11.6) was computed in Theorem 10.1 and consists of the six points $\{\varepsilon_1, \mathcal{L}_1, \mathcal{M}_0, \mathcal{M}_1, N_0, N_1\}$ with the inclusions appearing in (11.4). On the other hand, the source of (11.7) was computed in [Gal19, Thm. 8.6] and consists of all the primes $m_\ell$ and $e_\ell$ and the generic $\mathcal{P}_0$ exactly as depicted in (11.4), without the 4 left-most points. (Here we use that $\bar{F}$ is absolutely algebraic and therefore satisfies Hypothesis 6.6 of loc. cit.) We need to show that none of those inclusions become equalities in $\text{DATM}^{gm}(F; \mathbb{Z})$ and that there are no other inclusions or collisions except $N_0 = e_2$ and $N_1 = m_2$. The intersection of the two closed pieces in (11.5) is the image of $\text{supp}(M(\bar{F}))$ in $\text{Spc}(\text{DATM}^{gm}(F; \mathbb{Z}/2))$, or equivalently the image of $\text{supp}(\mathbb{Z}/2)$ in $\text{Spc}(\text{DATM}^{gm}(\bar{F}; \mathbb{Z}))$, both of which are a Sierpiński space $\{N_0, N_1\} = \{e_2, m_2\}$. This reduces the question of proving injectivity on each of the two maps (11.6) and (11.7).

To show that (11.6) is injective, we use Proposition 2.10 (a) and the explicit generators of the prime ideals in $\text{DATM}^{gm}(F; \mathbb{Z}/2)$ given in Remark 10.16, most of which already live in $\text{DATM}^{gm}(F; \mathbb{Z})$. The only exceptions are $N_0 = \langle \text{cone}(\beta) \rangle$ and $\mathcal{M}_0 = \langle \text{cone}(\beta_1) \rangle = \langle \text{cone}(\rho), \text{cone}(\beta) \rangle$. But in these cases, [Gal19, Lemma B.6] gives $cc^*_2cc^*_2, \text{cone}(\beta) = \text{cone}(\beta) \oplus \text{cone}(\beta)[1]$ and we can indeed conclude with Proposition 2.10 (a).
To show that (11.7) is injective, we can use Corollary 11.2, that shows the images of \( m_\ell \subset e_\ell \) remain proper inclusions in \( \text{DATM}^\text{gm}(F; \mathbb{Z}) \). In the same vein, since \( \mathcal{P}_0 \notin \text{supp}(\mathbb{Z}/\ell) \) for any prime \( \ell \), the inclusions \( e_\ell \subset \mathcal{P}_0 \) remain proper.

At this point we have verified the accuracy of (11.4), that is the underlying set together with the specialization relations of \( \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z})) \). Given a closed subset \( Z \subset \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z})) \), let \( Z_1 = Z \cap \text{supp}(\mathbb{Z}/\ell) \) and \( Z_2 = Z \cap \text{supp}(M(\bar{F})) \). Necessarily, \( Z_1 \) is a finite specialization-closed subset. Since the map \( \text{Spc}(\rho^*) \) is continuous, the (bijective) pullback of \( Z_2 \) in \( \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z})) \) is closed. It follows from [Gal19, Thm. 8.6] that it is either finite specialization-closed or the whole space. This concludes the proof. □

11.8. Remark. Let \( F \) be a general real closed field, and consider the canonical comparison map of [Bal10a, §5]
\[
\varrho_{\text{DATM}^\text{gm}(F; \mathbb{Z})} : \text{Spc}(\text{DATM}^\text{gm}(F; \mathbb{Z})) \to \text{Spec}(\mathbb{Z}).
\]
(The ‘\( \varrho_K \)’ notation is that of [Bal10a] and is unrelated to the motivic \( \rho \).) The proof of Theorem 11.3 in fact identifies all the fibers of this map except at the generic point. (They look precisely as described in (11.4) for \( F = \mathbb{R}^\text{alg} \), with our ‘six points’ above \( \mathbb{Z} \).) For the fiber above the generic point of \( \text{Spec}(\mathbb{Z}) \), we do not know whether it is a single point for every \( F \), as in the case of \( F = \mathbb{R}^\text{alg} \). The issue is that the vanishing hypothesis on the algebraic K-theory of \( F \) in [Gal19, Hyp. 6.6] is possibly violated. We are therefore not able to determine the spectrum of \( \text{DATM}^\text{em}(F; \mathbb{Q}) \) for general real closed \( F \). We conjecture that it is a singleton space in general, and therefore that the spectrum of \( \text{DATM}^\text{em}(F; \mathbb{Z}) \) looks exactly as in the case of \( F = \mathbb{R}^\text{alg} \) described in Theorem 11.3.

What we do know for general real closed fields \( F \) is that the \( \ell \)-adic realization
\[
\text{Re}_\ell : \text{DATM}^\text{em}(F; \mathbb{Q}) \to \text{D}_b(\mathbb{Q}_\ell)
\]
is conservative, by [Wil15, Theorem 1.12], and that in particular \( \text{DATM}^\text{em}(F; \mathbb{Q}) \) is a local category, i.e. 0 is a prime ideal. In order to prove the remaining specialization relations depicted in Corollary 1.8 one can run the argument of [Gal19, Theorem 6.10, Lemma 8.5].

12. Applications

We will now easily derive the spectra of Artin motives and Tate motives, over a real-closed base field \( F \) and with integral coefficients. The inclusions into Artin-Tate motives induce surjective maps on spectra by [Bal18, Thm. 1.3]. As in the previous section, nothing new compared to the case of \( \bar{F} \) happens with 2 inverted, because then \( \text{M}(\bar{F}) \) is \( \otimes \)-faithful. So we concentrate on the coefficients \( k = \mathbb{Z}/2 \) (but see Remark 12.8).

Tate motives. For the category of Tate motives \( \text{DTM}^\text{em}(F; k) \), see Notation 9.1.

12.1. Theorem. The spectrum of \( \text{DTM}^\text{em}(F; k) \) is the following set with specialization relations:

\[
(12.2) \quad \begin{array}{c}
\text{cone}(\rho) \\
\text{cone}(\beta \rho)
\end{array} \quad \xymatrix{ 0 \\ \text{cone}(\beta) }
\]

12.2. Applications

We will now easily derive the spectra of Artin motives and Tate motives, over a real-closed base field \( F \) and with integral coefficients. The inclusions into Artin-Tate motives induce surjective maps on spectra by [Bal18, Thm. 1.3]. As in the previous section, nothing new compared to the case of \( \bar{F} \) happens with 2 inverted, because then \( \text{M}(\bar{F}) \) is \( \otimes \)-faithful. So we concentrate on the coefficients \( k = \mathbb{Z}/2 \) (but see Remark 12.8).
For the map induced by $\text{DTM}^\text{gm}(F; k) \hookrightarrow \text{DATM}^\text{gm}(F; k)$, see Remark 12.5.

\textbf{Proof.} We know from [Bal18, Cor. 1.8] that the map $\varphi : \text{Spc}(\text{DATM}^\text{gm}(F; k)) \to \text{Spc}(\text{DTM}^\text{gm}(F; k))$ on spectra, given by intersection with $\text{DTM}^\text{gm}(F; k)$, is surjective. To determine the map more specifically note that the composition of the horizontal arrows in

$$
\begin{array}{ccc}
\text{DTM}^\text{gm}(F; k) & \xrightarrow{\text{gr}^\text{wChow}} & \text{DATM}^\text{gm}(F; k) \\
& \text{gr}^\text{Tate} & \\
\end{array}
$$

factors as indicated. As the three “pure” primes $L_1, M_1, N_1$ are all detected by the functor $\text{gr}^\text{wChow}$ and $K_b(k) = D_b(k)$ has a single prime ideal, namely 0, it follows that these three primes are all mapped to the same prime ideal in $\text{DTM}^\text{gm}(F; k)$, namely $\text{ker}(\text{gr}^\text{wChow})$. As the functor $\text{gr}^\text{wChow}$ is conservative (Remark 10.6), so is $\text{gr}^\text{Tate}$, and we see that $\varphi$ maps these three primes to 0.

The generators of the remaining prime ideals in $\text{DATM}^\text{gm}(F; k)$, namely $L_0, M_0$ and $N_0$, cf. Remark 10.16, all lie in $\text{DTM}^\text{gm}(F; k)$ hence they are mapped to distinct primes under $\varphi$ (which are also distinct from 0) with the same generators, by Proposition 2.10. For the same reason there can be no additional specialization relations in (12.2). This completes the proof. \hfill $\square$

\textbf{Artin motives.} For the category of Artin motives $\text{DAM}^\text{gm}(F; k)$, see Notation 9.1.

12.3. \textbf{Theorem.} The spectrum of $\text{DAM}^\text{gm}(F; k)$ is the following set with specialization relations (with $S_0$ as in Remark 10.16):

$$
\langle \langle \langle M(\bar{F}) \rangle, S_0 \rangle \rangle
$$

(12.4)

For the map induced by $\text{DAM}^\text{gm}(F; k) \hookrightarrow \text{DATM}^\text{gm}(F; k)$, see Remark 12.5.

\textbf{Proof.} As recalled in Notation 10.3, the category $\text{DAM}^\text{gm}(F; k)$ is equivalent to $K_b(kC_2)$ whose spectrum, by Theorem 3.14, indeed has the required shape and description of the primes as in (12.4). \hfill $\square$

12.5. \textbf{Remark.} The inclusions of tt-subcategories

$\text{DAM}^\text{gm}(F; k) \hookrightarrow \text{DATM}^\text{gm}(F; k)$ and $\text{DTM}^\text{gm}(F; k) \hookrightarrow \text{DATM}^\text{gm}(F; k)$

induce the following two canonical “projection” maps on spectra:

as can be readily verified on the generators of the relevant prime ideals.
12.6. Remark. If one removes the unique closed point of the space $\text{Spc}(\text{DTM}^{gm}(F; k))$, what remains is precisely $\text{Spc}(\text{DAM}^{gm}(F; k))$:

$$\text{Spc}(\text{DTM}^{gm}(F; k)) \rightarrow \text{Spc}(\text{DAM}^{gm}(F; k))$$

This geometric observation underlies a categorical fact. The composite

$$\text{DTM}^{gm}(F; k) \rightarrow \text{DATM}^{gm}(F; k) \overset{f_{\text{Dt}}}{\rightarrow} \text{DAM}^{gm}(F; k)$$

realizes the inclusion of the bottom three points and therefore factors through the localization (which realizes the removal of the closed point)

$$\text{DTM}^{gm}(F; k) \langle \text{cone}(\rho) \otimes \text{cone}(\beta) \rangle \rightarrow \text{DAM}^{gm}(F; k).$$

It turns out that (12.7) is an equivalence of tt-categories. To see this it suffices, by Remark 10.13, to show that

$$\text{DTM}^{gm}(F; k) \langle \text{cone}(\rho) \otimes \text{cone}(\beta) \rangle \rightarrow \text{DATM}^{gm}(F; k) \langle \text{cone}(\rho) \otimes \text{cone}(\beta) \rangle$$

is an equivalence. This can be checked on the two open subsets $U(\text{cone}(\beta))$ and $U(\text{cone}(\rho))$ (cf. [BF07]) but since these localizations are central localizations [Bal10a, §3] this is clear. In particular, we note that in this particular instance, Tate motives carry all the information about Artin motives.

12.8. Remark. With integral coefficients, the spectra of the tt-categories $\text{DTM}^{gm}(F; \mathbb{Z})$ and $\text{DAM}^{gm}(F; \mathbb{Z})$ are respectively

Details are left to the reader, following the methods of Section 11.
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