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Abstract. The paper presents a cursory examination of clustering, focusing on a rarely explored field of hierarchy of clusters. Based on this, a short discussion of clustering quality measures is presented and the F-score measure is examined more deeply. As there are no attempts to assess the quality for hierarchies of clusters, three variants of the F-Score based index are presented: classic, hierarchical and partial order. The partial order index is the authors’ approach to the subject. Conducted experiments show the properties of the considered measures. In conclusions, the strong and weak sides of each variant are presented.
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1 Introduction

Currently we are facing a time in which we are figuratively deluged with data. Thanks to the development and popularity of the Internet, almost every person can take an active part in the creation and distribution of new data. As this mass of data contain potentially useful information, this state presents a new, challenging tasks for scientists. It is no longer feasible to manually obtain this information, and as a result, the development of data mining algorithms has come into focus. Regarding the volume of the data and problems with labelling them, a special interest has turned to unsupervised methods such as clustering analysis, which tries to establish meaningful groups (called clusters) in a set of unlabelled data. This approach has been successfully used in many practical applications such as bioinformatics [1], social media [15], and audiovisual indexing [17]. In this paper we make a distinction between three types of clustering which are described below. For the purpose of this paper we only consider situations where a single data point belongs to only one cluster (hard clustering).

The first type is flat clustering, in which data are assigned to independent clusters. This type of clustering does not include relationships between groups. The primary goal of flat clustering is to build a model where data points within any given group are similar between themselves and dissimilar to data points of other groups. In this group two approaches should be mentioned: clusters are generated by iteratively relocating points between subsets, e.g., the k-means
algorithm \[7,8\] or they are identified as areas of high density of data, e.g., DBSCAN \[9\]. Most flat clustering methods require to point the number of groups beforehand. The flat clustering methods are not considered in this paper.

Secondly, we consider **hierarchical clustering** methods. In contrast to flat clustering, they produce a hierarchy of partitions instead of one partition. Each partition differs in the number of clusters. Generally, there are two approaches to hierarchical clustering \[3\]: **agglomerative** and **divisive**. The agglomerative (*bottom-up* hierarchical clustering) approach starts with each data point in its own cluster and then, iteratively merges two clusters according to a distance function. It ends with all the points in a single cluster, having constructed a hierarchy in the process. The counterpart to the agglomerative approach is the **divisive** approach, also called *deagglomerative* (*top-down* hierarchical clustering). The key point in the divisive approach is a function indicating which cluster to split.

The results of hierarchical clustering methods are tree-like structures called **dendrograms** \[5\], where nodes represent clusters and the underlying hierarchy shows how the clustering process was performed. As data belong not only to the node it is assigned to, but also to its parents, a dendrogram represents a spectrum of possible clustering results – from one cluster containing all data to a number of clusters, each containing only one data point. In order to get a specific (flat) partition the dendrogram must be cut.

In this case the clusters are in a hierarchical relation (partial order), but the data is not. It is because the objects are only assigned to leaves. It remains true that data in a cluster should be maximally similar and that different clusters (at least those containing data) should be maximally dissimilar. Quality measures designed for flat clustering can be successfully applied to hierarchical clustering.

Finally we can consider **cluster hierarchies** \[6,18\]. In this class data can be assigned to any node in the hierarchy of clusters. As in hierarchical clustering there is a relation between groups. Additionally, as the data points can be not only in the leaves \[14\], there is also a hierarchical relation (partial order) between the objects assigned to the clusters. In this case maximum separation between clusters is not always desirable as clusters that are in relation to each other (and thus hold data that is in relations) should be less separated than unrelated clusters.

Methods generating cluster hierarchies include the Tree Structured Stick Breaking Process \[6\], which uses a Markov Chain to explore the space of possible partitions of data or the Bayesian Rose Tree \[2\] approach, which relies on a deterministic statistical process in order to build the tree. The properties of these clustering approaches appear useful in many fields of information retrieval and processing, especially in documents and images analysis. It is however not thoroughly researched if models generated by these methods can be validated in the same way as for more fully explored clustering analysis approaches.

An exhaustive information about clustering can be found in the available literature, for example, in \[13,19,11,9\]. From the perspective of this paper it is viable to divide existing clusterization techniques based on the characteristics
of the result they produce i.e., whether it is a flat or hierarchical structure of clusters. This characteristic underlies our research.

The contribution of this paper is two-fold. Firstly, due to different paradigm of the methods able to build full hierarchies of clusters, we propose to use the name *generation of hierarchies of clusters* (groups) instead of *hierarchical clustering*. In our opinion, such distinction facilitates researchers to note that some new features of hierarchies of clusters are very important from practical point of view [18]. The second issue is connected with the evaluation process. The measures useful for evaluation of flat clustering may not be suitable for hierarchies of clusters. In order to at least partially fill this gap, we propose one new external measure, *Partial Order F-Score*. The additional two measures are also studied in experiments. The goal of experiments is to discover suitability of tested measures as well as their advantages and disadvantages.

The paper is organized as follows. Next section briefly describes problems with quality evaluation of hierarchies of clusters. Third section presents used F-Score based measures. Experiments and their results are described in section 4. Section 5 concludes the paper.

## 2 Measuring Quality of Hierarchies of Clusters

The above presented problem raises the question if currently used clustering quality measures remain relevant for evaluating hierarchies of groups, and, if not, how can such structures be verified? In the case of traditional clustering the core principles [3] of quality verification can be summarized as data separation between clusters (for internal verification) and data purity within clusters (for external verification). These two approaches can be found at the root of all external and internal clustering measures. These principles fully translate into hierarchical clustering. For internal verification the separation between clusters is still paramount and can be applied on each level at which the hierarchy can be cut. For external verification the lack of data within intermediate clusters means that examining the leaf clusters for purity is all that is left. The data, which is stored in the leaves is not in relation to any data stored in different leaves unless examined level by level.

The perspective changes when we take into account hierarchies of clusters. When every cluster may contain elements the previously defined principles are no longer valid. Data separation becomes problematic as now relationships within clusters need to be considered. While both leaf and sibling clusters should remain maximally separated, the best case scenario for other clusters is not that obvious. As an example, a cluster should be less separated from its descendants and ancestors than it is from completely unrelated clusters. Moreover, for the purity principle, the relations between clusters also come into play. Taken in their classic form, these external measures are completely blind to clusters changing position within the hierarchy. As the classic measures used in cluster analysis no longer function as intended, the introduction of new measures, or adaptation of existing ones is an explorable field of research.
3 F-Score Based Measures

F-Score (also called as F-measure) is commonly used in the field of information retrieval [10]. It is the harmonic mean of the precision and recall measures. F-measure was also adapted for hierarchical clustering [12,14]. In this paper three different versions of the F-score quality measure are compared to each other. To describe these measures in a clear fashion a number of symbols are introduced:

- $X$ – set of all data points, or objects;
- $x_i$ – $i$-th data point;
- $C$ – set of all classes $c$;
- $c_{x_i}$ – class of object $x_i$;
- $X_c$ – set of all objects of class $c$;
- $\epsilon$ – specific cluster;
- $\epsilon_{x_i}$ – cluster of object $x_i$;
- $\epsilon_{\epsilon_i}$ – $i$-th child of cluster $\epsilon$ (if exists);
- $X_\epsilon$ – set of all objects in cluster $\epsilon$;
- $n$ – number of children for class $c$;
- $m$ – number of children for node $\epsilon$.

To define the hierarchy of groups a relationship between the ground truth classes must be established:

$$C_c = \{c\} \cup \bigcup_{i=1}^{n} C_{cc_i},$$

where:

- $C_c$ – set containing class $c$ and all its descendant classes;
- $C_{cc_i}$ – set containing class $cc_i$ and all its descendant classes;
- $n$ – number of children for class $c$.

A relationship between groups in the hierarchy must also be defined:

$$E_\epsilon = \{\epsilon\} \cup \bigcup_{i=1}^{m} E_{\epsilon\epsilon_i},$$

where:

- $E_\epsilon$ – set containing node $\epsilon$ and all its descendant nodes;
- $E_{\epsilon\epsilon_i}$ – set containing node $\epsilon\epsilon_i$ and all its descendant nodes;
- $m$ – number of children for node $\epsilon$.

Using the above defined symbols the set of points belonging to a class (or cluster) and its descendants can be written:

$$X_{C_c} = \bigcup_{c' \in C_c} X_{c'}, \quad X_{E_\epsilon} = \bigcup_{\epsilon' \in E_\epsilon} X_{\epsilon'}.$$  

(1)

F-Score can be viewed as a statistical hypothesis. Thus, it is helpful to define a pair of relations based on pairs of points. In the classic and the partial order approach to F-Score, the statistical hypothesis is calculated based on the total of all possible pairs of different points. Here, the order of the points matters. In this way the condition is based only on the relationship of data points in the ground truth hierarchy of clusters, while the test is based only on the relationship of data points in the tested model. By taking pairs of points and keeping the relationships isolated there is no need to find a correlation between the classes and clusters:

$$G \subseteq X \times X, \quad M \subseteq X \times X,$$

(2)

where: $G$ – ground truth relation (condition); $M$ – model relation (test outcome).

Given this, the four crucial statistical hypothesis values are as follows:

$$p_t = \left| \{x_i, x_j \in X : i \neq j \land x_iGx_j \land x_iMx_j \} \right|,$$

$$p_f = \left| \{x_i, x_j \in X : i \neq j \land \neg x_iGx_j \land x_iMx_j \} \right|,$$

$$n_t = \left| \{x_i, x_j \in X : i \neq j \land \neg x_iGx_j \land \neg x_iMx_j \} \right|,$$

$$n_f = \left| \{x_i, x_j \in X : i \neq j \land x_iGx_j \land \neg x_iMx_j \} \right|.$$  

(3)

where: $p_t$ – true positive; $p_f$ – false positive; $n_t$ – true negative, $n_f$ – false negative.
3.1 Classic Clustering F-Score

In the classic F-Score measure for clustering, we rely on the principle of purity. The perfect clustering result has all of the points in any given cluster belonging to only one class and all of the points within a class belonging to only one cluster. This can be related to the above relations as class and cluster equality: \( x_i \in G x_j \iff c_{x_i} = c_{x_j}, x_i \in M x_j \iff \epsilon_{x_i} = \epsilon_{x_j} \). Once these relations are defined the classic F-score measure can be calculated as:

\[
F_1 = \frac{2pt}{2pt + nf + pf}.
\] (4)

3.2 Hierarchical F-Score

This measure is an adaptation of F-Score aimed at hierarchical clustering. Initially it was used to measure the quality of clustering in [10], where the authors tried to create a topic hierarchy with related text documents. The proposed F-measure was used to validate the generated hierarchy as a whole, instead of finding and evaluating a single cut of the dendrogram. Because of this, hierarchical F-Score in its original form can be used in the field of hierarchy of groups.

For each class \( c \) it finds a cluster \( \epsilon \) in the hierarchy with the maximal F-measure value:

\[
F_c = \max_{\epsilon \in \Theta} \frac{2 |X_E \cap C_c|}{|X_E| + |X_C|},
\] (5)

where: \( |X_E \cap C_c| \) – the number of points belonging to cluster \( \epsilon \) and class \( c \) as well as their descendants.

When calculating \( F_c \) we assume that data in descendant clusters and classes belongs to their ancestors, hence \( X_{C_{c'}} \) and \( X_{E_{c'}} \) is used. The final quality of a hierarchy is calculated as follows:

\[
F_1 = \frac{\sum_{c \in C} |X_{C_c}| F_c}{\sum_{c \in C} |X_{C_c}|}.
\] (6)

Because this version of the F-measure is a weighted average over all \( F_c \), its value is greatly influenced by bigger classes. In [12], [14] the calculation of \( F_1 \) is optimised because data points can belong to only one class. But when working with hierarchies of clusters this is no longer applicable.

3.3 Partial Order F-Score

The authors’ version of F-Score is a new approach using partial order relation between points that are naturally formed in a hierarchy. This relation can be substituted for equivalence in the \( G \) and \( M \) relation definition: \( x_i G x_j \iff C_{x_i} \subseteq C_{x_j}, x_i M x_j \iff E_{x_i} \subseteq E_{x_j} \), or alternatively: \( x_i G x_j \iff C_{x_i} \supseteq C_{x_j}, x_i M x_j \iff E_{x_i} \supseteq E_{x_j} \).

Both of these are correct as all possible pairs of different points are considered when evaluating a hierarchy. There is a symmetry between the two alternate notations. By defining the relations between data in this way the measure becomes
sensitive to not only the assignment of data from a single class to clusters, but also to the relative position of clusters in the tested model’s hierarchy. As such, while it is calculated in the same way as the classic F-measure, this variant fully makes use of the hierarchy of classes and of existing clusters.

4 Experiments

To verify the behaviour of the above three measures a series of experiments were conducted on generated data with known properties. The datasets used during verification were generated using the Tree Structured Stick Breaking Process with eight different sets of parameters, each repeated thirty times and averaged. The data has been created by a generator which gives a points’ features and class attribute. The values for the parameters used by the generator have been taken from the original publication to showcase a number of different types of hierarchy structures. This selection offers hierarchies of varying width, depth and distributions of the data points among the nodes. The eight datasets used in experiments are as follows:

| Name | s00 | s01 | s02 | s03 | s04 | s05 | s06 | s07 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| α₀   | 1   | 1   | 1   | 5   | 5   | 25  | 25  |     |
| λ    | 0.5 | 1   | 1   | 0.5 | 1   | 0.5 | 0.5 | 0.5 |
| γ    | 0.2 | 0.2 | 1   | 0.2 | 0.2 | 1   | 0.2 | 1   |

The three important parameters in the data generation model are α₀, λ and γ. These parameters have a series of intuitions about the tree structure associated with them. The alpha function \( \alpha(\epsilon) = \alpha_0 \lambda^{|\epsilon|} \) controls the average density of data per level. Considering four cases for the parameters of this function:

- \( \alpha_0 \) and \( \lambda \) values high (above 1) lead to extremely sparsely populated deep trees, which is not recommended;
- \( \alpha_0 \) and \( \lambda \) values low (below 1) lead to densely populated shallow trees, data is either evenly distributed or grouped closer to the leaves;
- \( \alpha_0 \) high, \( \lambda \) low leads to shallow trees, data more dense at lower levels of the tree;
- \( \alpha_0 \) low, \( \lambda \) high leads to deep trees, the data generally grouped close to the top of the tree.

When both parameters are close to 1 the general structure of the tree is hard to predict. The gamma (\( \gamma \)) parameter controls the average number of children a node can have. High values (generally above 1) lead to trees with more children per node. Lower values (below 1) lead to trees with less children per node on average. All three parameters interact together in the way, that alpha function controls the total data density per level of the hierarchy while \( \gamma \) splits the remaining density up between the children.

4.1 Random Error Introduction Tests

The first series of experiments carried out involved randomly re-inserting data within the cluster hierarchy. The results are in Fig. The probability of a point
Fig. 1: Value of F-measures (vertical axis) depending on the number of random re-insertions (horizontal axis), sampled every 100 errors, for each of used datasets: red circles – Classic F-Score; blue triangles – Hierarchical F-Score; green squares – Partial Order F-Score. Note different scale on vertical axes.

The results of these experiments show that all measures similarly react negatively to the introduction of random errors. The drop rate of the measures appears proportional to the amount of random re-insertions, and none of the measures display any unusual behaviours during this experiment. All of the measures behave as intended in this situation. Since the values of the measures cannot be compared directly to each other it does not matter which variant of F-score achieves higher or lower results.

4.2 Reduction to a Single Cluster

In the second experiment all data points were moved into the root node. No random errors were considered during this round of testing. The tests results demonstrate that each of the measures reacts negatively to such extreme under-clustering (Table 1). It is notable however, that the results are no longer as uniform and proportional. Notably the hierarchical F-Score measure stands out
Table 1: The average values $\mu$ and standard deviations $\sigma$, all data points are in the root node, without errors introduced.

| Set | Classic F-score | Partial Order F-score | Hierarchical F-score |
|-----|-----------------|-----------------------|----------------------|
|     | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| s00 | 0.6456 | 0.1616 | 0.8300 | 0.0857 | 0.8225 | 0.0719 |
| s01 | 0.5973 | 0.2374 | 0.7977 | 0.1393 | 0.7501 | 0.0966 |
| s02 | 0.5311 | 0.2600 | 0.7139 | 0.1854 | 0.6970 | 0.1062 |
| s03 | 0.3729 | 0.1207 | 0.6891 | 0.0915 | 0.7598 | 0.0853 |
| s04 | 0.1931 | 0.1389 | 0.5737 | 0.1384 | 0.5750 | 0.1089 |
| s05 | 0.1952 | 0.0953 | 0.4253 | 0.1363 | 0.5680 | 0.0672 |
| s06 | 0.2031 | 0.0872 | 0.4829 | 0.1368 | 0.6748 | 0.1049 |
| s07 | 0.0611 | 0.0481 | 0.2528 | 0.0939 | 0.4723 | 0.0918 |

when compared with the other two, which show a correlation between their values and descending trend as the mass of data moves generally lower in the generated hierarchies. The value of the hierarchical F-Score however, does not follow this trend.

### 4.3 Removing the Cluster Hierarchy

The considered measures were tested using data with removed hierarchy. All clusters were rendered independently, as if the clustering was flat. This reduced the hierarchy to one level and essentially removed the hierarchical relationship between nodes. In these experiments errors were also introduced, but the structure of the cluster hierarchy always remained a single-level. It can be seen in Fig. 2 that the traditional F-measure is oblivious to these changes, as it was expected, because it only considers data points of the same class and cluster. However, the other two measures reacted negatively to this flattening.

### 5 Conclusions

Based on the results of the conducted experiments it is possible to comment the general behaviour of the three measures. Each of them possesses strengths and weaknesses. Ultimately the choice depends on the problem being evaluated.

**Classic F-Score** is based strictly on hypothesis tests and reflects relations found in the flat and hierarchical clustering. This measure can reach both the maximum and minimum value and is simple to calculate. But the important weakness of classic F-Score is that it does not work properly for hierarchies of clusters and it notices fewer types of errors than the other measures.

**Hierarchical F-Score** reflects relations found in many types of structures (flat clustering, hierarchies, forests of hierarchies), in some cases it can be optimised to work more efficiently. Because it is a weighted sum, it focuses
more on the numerous classes, which can be potentially useful. Besides the above strengths, we should mention some weaknesses. It is not based on hypothesis tests, cannot possibly reach its minimal value, points on lower levels of the hierarchy contribute to the final result with a higher weight than points higher up. Unoptimised version requires more complex calculation.

**Partial Order F-Score** reflects relations found in many types of structures (including flat clustering, hierarchies, and forests of hierarchies), is capable of reaching both the maximum and minimum value, and is based strictly on hypothesis tests. With points assigned only to leaf nodes, it is indistinguishable from the classic F-Score, therefore for flat clusters it can play the role of classic F-Score. It can be optimised to work as fast as classic F-score. However, when unoptimised, is more complex to calculate than classic F-Score, which should be mentioned as its weakness.

The paper offers some interesting insights into the adaptation of the F-Score measure to work with hierarchies of clusters. However, there are other common clustering measures that can be adapted in similar ways. Further research is required in order to judge the feasibility of other quality indices. We are continuing research on the generation of hierarchies of clusters as well as on the external and internal measures suitable to validate and compare their results.
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