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Abstract

We consider here kinematical quantization: a first and often overlooked step in quantization procedures. \( \mathbb{R} \), \( \mathbb{R}_+ \) and the interval are considered, as well as direct (Cartesian) products thereof. Some simple minisuperspace models, and mode by mode consideration of slightly inhomogeneous cosmology, have indefinite signature versions of such kinematical quantizations. The examples in the current paper build in particular toward the case of vacuum \( S^3 \) slightly inhomogeneous cosmology’s mode configuration space, which is mathematically a finite time interval slab of Minkowski spacetime.

1 Introduction

Consider a classical system with configuration variables \( Q^A \), the range of possible values for which form the configuration space \( \mathfrak{q} \) [1]. The corresponding conjugate momenta are denoted by \( P_A \). The \( Q^A \), the \( P_A \) and the Poisson bracket \( \{ , \} \) constitute the phase space of the system.\(^1\) Classical functions \( f(Q^A, P_A) \) can be considered without problems: all such can be considered together without any restrictions. It is more demanding to ask for such which classical brackets commute with a theory’s first-class constraints. I.e. the classical ‘Problem of Observables’ [4, 5, 9, 10], which is particularly problematic in the case of Gravitational Theory.

Quantum-level functions, however, are subject to restrictions. This is closely related to kinematical quantization [11], a step which few physicists even notice due to the answer to its issues in common cases being ubiquitously known and taken as a given. E.g. that one has \( \hat{Q}, \hat{P} \) and \( \hat{J} \) for a particle in 3-d. But what is the analogue of these for a more general quantum system’s quantization?\(^2\)

The classical Poisson brackets subalgebraic structure leads to some commutator algebra, \( \hat{f}(\hat{Q}^A, \hat{P}_A) \) that close under \( [ , ] \), which is far from necessarily isomorphic to it. The latter comes with commutator-preserving morphisms \( M \) in place of the classical-level canonical transformations which preserve the Poisson brackets. The space of operators in question in this case follows from the kinematical operators having a space of wavefunctions to act upon. This is mathematically a Hilbert space, \( \text{Hilb} \). However, it is not the particular physically realized Hilbert space, due to dynamical (and in the next Chapter \( \mathfrak{q} \)) considerations having not yet been made. Due to this, I denote Hilbert spaces in the former role by \( \text{KinHilb} \) for ‘kinematical Hilbert space’, and those in the latter role by \( \text{DynHilb} \) for ‘dynamical Hilbert space’; the current article, however, only considers \( \text{KinHilb} \) in further detail. The corresponding morphisms are unitary transformations, \( \text{Uni} \).

Next, returning to the restrictions arising at the quantum level, one source of such is the Groenewold–van Hove phenomenon [12]. By this a wide range of sets of functions of variables cannot be allotted commutator brackets in a consistent manner. This leaves one having to select a preferred set of classical \( f(Q^A, P_A) \) that are to be promoted to quantum operators \( \hat{f}(\hat{Q}^A, \hat{P}_A) \). The preferred set, a fortiori, need to algebraically close under the classical Poisson bracket \( \{ , \} \), and so form a subalgebraic structure. The operators these are promoted to then also need to close under the quantum commutator bracket (this is not implied by the previous sentence for reasons laid out in [13]).

On the other hand, the latter are to algebraically close under the commutator bracket \( [ , ] \).

Kinematical quantization can be viewed as a first step in canonical quantization, in particular one which is well adapted to ‘deformation’ [14] or ‘geometrical’ [7, 15, 16] approaches to quantization; see e.g. [17] for some further developments in these directions. The current Article follows a configuration space geometry centred method exposited by Isham [11]. The current article illustrates with examples how QM has greater sensitivity to global structure (Secs 2 and 3). General features in this regard are then as follows.

1) The operators are to respect the underlying configuration space’s limitations in extent.

2) The operators are to respect the basic self-adjointness criterion [18].

3) The selected operators are to close as an algebraic structure under the quantum mechanical commutator brackets.

\(^1\) ‘Symplectic form’ [3] can also be evoked at this stage in place of Poisson bracket. On some occasions, the Dirac bracket comes to be in use instead of the Poisson bracket due elimination of second-class constraints [4, 5]. However, this can also be regarded as a reduced geometrical system’s own notion of Poisson bracket [6]. See also [7, 3, 5, 8] for more on symplectic and Poisson manifolds.
4) Let us next consider a method which works for quite a wide range of examples. This is due to Mackey [19] and was widely used in the construction of examples by Isham [11, 20, 21]. It involves a configuration space of the form of a homogeneous space $G_1/G_2$ for $G_2$ a subgroup of $G_1$.

In this case, the corresponding kinematical quantum algebraic structure $\mathcal{R}$ can be decomposed as semidirect products\(^2\)

$$\mathcal{B}^*(q) \rtimes \mathfrak{g}_{\text{can}}(q) .$$

Here, $\mathfrak{g}_{\text{can}}(q)$ is the canonical group and $\mathcal{B}^*$ is the dual of a linear space $\mathcal{B}$. This is natural due to carrying a linear representation of $q$ with the property that there is a $q$-orbit in $\mathcal{B}$ isomorphic to $q/G$ [11]. Then

$$\mathcal{R} = (\mathcal{B}^* \rtimes \mathfrak{g}_{\text{can}}(q), [ , ]) .$$

Also $\mathcal{B}^* = \mathcal{B}$ for finite examples, while $\mathfrak{g}_{\text{can}}(q) = Isom(q)$ – the corresponding isometry group – for some of the examples in this Article. As regards the passage to the corresponding Representation Theory – which plays a major role at the quantum level – for semidirect products the powerful techniques of Mackey Theory [19] apply.

5) There are extra pieces in the case of nontrivial cocycles.\(^3\)

While the current Article’s account of $\mathbb{R}_+$ is but a useful recollection, the Article’s goal is to build on this toward the case of a slab of flat indefinite space as occurs in the leading order perturbative modewise treatment of slightly inhomogenous cosmology [25, 26, 27]. This is an interesting quantum cosmological model as regards the origin of galaxies and cosmic microwave background inhomogeneities, and also a minimally sufficient model [26] as regards exhibiting all of the facets of the Problem of Time [9, 28]. The models intermediate between this and $\mathbb{R}_+$, $\mathbb{R}_+$ are furthermore useful in relational mechanics [29, 30, 1, 31] and in minisuperspace [32, 33], which are both also useful model arenas for Quantum Cosmology.

2 $\mathbb{R}$ and $\mathbb{R}_+$

For a particle in $\mathbb{R}$, the conventional selection is just $x$, $p$, followed by the promotion $q \rightarrow \hat{x}$, $p \rightarrow \hat{p}$ that can be represented by $\hat{x} = x$ and $\hat{p} = -i\hbar \partial / \partial x$. These are self-adjoint in the obvious

$$\text{KinHilb} = L^2 (\mathbb{R}, dx) ,$$

This case’s commutation relation’s 1 or $i\hbar$ term is, moreover, the result of a nontrivial cocycle, resolved by admitting a central extension [11]. This is why $\text{Heis}(1)$ contains three pieces: $p$, $x$ and 1. In this case, the classical Poisson brackets and quantum commutator structures are an isomorphic pair,

$$\{ x, p \} = 1 \quad \text{to} \quad [\hat{x}, \hat{p}] = i\hbar ;$$

the nontrivial cocycle causes no change of algebraic structure since in this case it is already present at the classical level.

Isham [11] also considered the case of $\mathbb{R}_+$. Suppose one were to try to represent $x$ and $p$ by

$$\hat{x} = x \quad , \quad \hat{p} = -i\hbar \partial / \partial x$$

here. Then the latter is not essentially self-adjoint since it does not respect the endpoint of the $\mathbb{R}_+$ by continuing to generate a translation past it (Fig 1.a). To avoid this, one uses instead the representation

$$\hat{p} = -i\hbar x \partial / \partial x$$

(Fig 1.b). Moreover, the quantum commutator is then

$$[\hat{x}, \hat{p}] = i\hbar \hat{x}$$

– the affine commutation relation. Thus this example illustrates a distinct algebraic structure applying at the quantum level [the corresponding classical Poisson bracket still being of the standard fundamental bracket form]. This change is due to Quantum Theory’s greater sensitivity to topological structure; in particular, while $\mathbb{R}_+$ is contractible, it is however not a vector space. In this case,

$$\text{KinHilb} = L^2 \left( \mathbb{R}_+, \frac{dx}{x} \right) ;$$

in particular, the constructed $\hat{p}$ is self-adjoint with respect to this and not with respect to the ‘usual’ measure $dx$.\(^2\)The semidirect product $G = N \ltimes H$ is given by $(n_1, h_1) \circ (n_2, h_2) = (n_1 \circ \varphi h_1 (n_2), h_1 \circ h_2)$ for $(N, \circ) \triangleleft G$, $(H, \circ)$ a subgroup of $G$ and $\varphi : H \rightarrow \text{Aut}(N)$ a group homomorphism.\(^2\)Cohomology plays a very important role in more advanced considerations of quantization. See [22] for an outline of cohomology, [23] for more details, [24, 5] for outlines of some physical applications, and [11] for the current Article’s specific application.
Note that the $\mathbb{R}$ case’s fundamental Poisson bracket’s constant right hand side term can be interpreted as an obstruction 2-cocycle \cite{11} whose presence necessitates a central extension; this interpretation adds insight to the subsequent quantization procedure. By this e.g. the $q = \mathbb{R}$ case’s $\mathfrak{K}$ picks up an extra $\mathbb{R}$ – the 1 – in addition to the $\mathbb{R}$ of $q$ in the $v$ and the $\mathbb{R}$ of $p$ which forms $\mathfrak{g}_{\text{can}}(\mathbb{R})$. In contrast, the $\mathbb{R} \times \mathbb{R}^+$ case involves no central extension term. Furthermore, this case also does not involve $\text{Isom}(\mathbb{R}^+)$ either. This is because $\partial/\partial x$ is the Killing vector which forms the 1-d isometry group. On the one hand, $\partial/\partial x$ arises from locally solving the Killing equation, but on the other hand this expression does not comply with the requisite essential self adjointness to be part of $\mathfrak{K}$.

Let us now return to the $\mathbb{R}^+$ example. The Laplace-ordered \cite{35} time-independent Schrödinger equation\footnote{This is often used in Quantum Cosmology, though the reasons for this apply to a wider range of operator orderings, among which the conformal ordering may be even better \cite{32, 36}. The two coincide in some cases though, e.g. on flat spaces and in 2-d, and the Laplace ordering gives slightly simpler equations, so it is often used in schematic considerations.} is then

$$-\hbar^2 \frac{d^2}{dx^2} \{ \sqrt{1-x^2} \frac{d}{dx} \} \Psi + V(x)\Psi = E\Psi$$

(9)

E.g. for the free case this is a Bessel equation, and for the case with a power-law potential it can be mapped to the associated Laguerre equation. Also note that this equation differs from the $\mathbb{R}$ case’s more familiar

$$-\frac{\hbar^2}{2} \frac{d^2}{dx^2} \Psi + V(x)\Psi = E\Psi ,$$

(10)

including as regards the former needing two more powers in the potential so as to have boundedness. This illustrates kinematical quantization imprint on wave equations. In this way, it is a first simple model arena of the distinction between plain and affine \cite{34} Wheeler–DeWitt equations (I.e. the at least apparently time-independent wave equations which occur in canonical GR).

### 3 The interval

For an interval, there are two endpoints to respect. Without loss of generality, place these at $\pm 1$. Then

$$x , \ \sqrt{1-x^2} \text{ and } -i\hbar \sqrt{1-x^2} \partial/\partial x$$

are self-adjoint in

$$\text{KinHilb} = L^2 \left( \mathbb{R}^+ , \frac{dx}{\sqrt{1-x^2}} \right) ,$$

(12)

and close as

$$[p , x] = -i\hbar \sqrt{1-x^2} , \ [p , \sqrt{1-x^2}] = i\hbar x .$$

(13)

This can be identified as the Euclidean algebra

$$\text{Eucl}(2) = \mathbb{R}^2 \rtimes SO(2) .$$

(14)

Furthermore identifying

$$x = \cos \theta ,$$

(15)

this can be more familiarly re-represented as

$$\sin \theta , \ \cos \theta \ \text{ and } -i\hbar \partial/\partial \theta ,$$

(16)

though these receive a different interpretation here than in the case of $S^1$ \cite{11}, due to $-1$ and $1$ now not being identified. The Laplace-ordered time-independent Schrödinger equation is then

$$-\hbar^2 \frac{d^2}{dx^2} \sqrt{1-x^2} \frac{d}{dx} \left\{ \sqrt{1-x^2} \frac{d}{dx} \right\} \Psi + V(x)\Psi = E\Psi$$

(17)

E.g. in the free case, this is a Tchebychev equation, for which the second solution goes like

$$\sin(n \arccos x) = \sqrt{1-x^2} \sin(nx)/\sin x ,$$

(18)

which succeeds in meeting the boundary conditions of vanishing at $\pm 1$. 

!
4 Direct (Cartesian) product composites

For a particle in \( \mathbb{R}^2 \), the kinematical quantization scheme’s view is that the selection does not just involve \( x^i \) and \( p_i \) but \( J \) as well. Upon promoting these to quantum operators, they can be represented by

\[
\hat{x}^i = x^i, \hat{p}_i = -i\hbar\partial/\partial x^i \quad \text{and} \quad \hat{J} = -i\hbar\{y\partial/\partial x - x\partial/\partial y\} = -i\hbar\partial/\partial\phi .
\]  

(19)

For a particle in \( \mathbb{R}^3 \), the kinematical quantization scheme’s view is that the selection is not just \( x^i \) and \( p_i \) but \( J_i \) as well. Upon promoting these to quantum operators, they can be represented by

\[
\hat{x}^i = x^i, \ \hat{p}_i = -i\hbar\partial/\partial x^i \quad \text{and} \quad \hat{J}_i = -i\hbar\epsilon_{ijk}x^j\partial/\partial x^k .
\]  

(20)

The 3-d angular momenta can also be cast in dual form

\[ J_{ij} = i\hbar\{x_i\partial/\partial x_j - x_j\partial/\partial x_i\} , \]

(21)

which presentation extends to \( n-d \). In this case, the classical Poisson brackets and quantum commutator structures are an isomorphic pair for each \( d \). Moreover, at the classical level one might well consider Poisson brackets of classical quantities other than the \( x^i \)'s \( p_i \)'s and \( J_i \)'s, or not think to allot co-primary status to the \( J_i \)'s. We shall see below that kinematical quantization is more precise in this regard, allotting co-primary status to the \( \hat{x}^i \)'s, \( \hat{p}_i \)'s and \( \hat{J}_i \)'s. Finally, for \( \mathbb{R}^n \),

\[ \text{KinHilb} = L^2\left(\mathbb{R}^n, \prod_{i=1}^n dx^i \right) . \]

(22)

The Heisenberg group \( Heis(n) \) arising in kinematical quantization involves ‘the unit’ \( \delta_{ij} \) and the \( x_i \) in addition to the \( Eucl(n) \)'s \( p_i \) and \( J_{ij} \).

Example 1) \( \mathbb{R}^n_+ \) has

\[ x_i, \ x_i\partial/\partial x_j , \]

(23)

which are self-adjoint with respect to

\[ \text{KinHilb} = L^2\left(\mathbb{R}^n_+, \prod_i dx_i \right) , \]

(24)

and form the \( n-d \) affine algebra

\[ Aff(n) = \mathbb{R}^n \times GL^+(n, \mathbb{R}) . \]

(25)

Example 2) Kinematical quantization of \( \mathbb{R} \times \mathbb{R}_+ \) involves

\[ x, \ y, \ \partial/\partial x, \ y\partial/\partial y \text{ and } y\partial/\partial x . \]

(26)

These are all self-adjoint with respect to

\[ \text{KinHilb} = L^2\left(\mathbb{R} \times \mathbb{R}_+, \frac{dx \, dy}{y} \right) \]

(27)

and respect approach to \( y = 0 \) end of range of \( q \). This \( 5-d \) algebra closes as

\[ [\partial/\partial x, x] = 1, \ [y\partial/\partial y, y] = y, \ [y\partial/\partial x, x] = y, \ [y\partial/\partial y, y\partial/\partial x] = y\partial/\partial x . \]

(28)

Example 3) Extending the above to \( \mathbb{R}^n \times \mathbb{R}_+ \) involves

\[ x_i, \ y, \ \partial/\partial x_i, \ y\partial/\partial y, \ x_j\partial/\partial x_i - x_i\partial/\partial x_j \text{ and } y\partial/\partial x_i . \]

(29)

These are all self-adjoint with respect to

\[ \text{KinHilb} = L^2\left(\mathbb{R}^n \times \mathbb{R}, \prod_i dx_i \, dy \right) \]

(30)

and respect approach to \( y = 0 \) end of range of \( q \). This \( n(n + 5)/2 + 2 \)-d algebra closes as

\[ [\partial/\partial x_i, x_j] = \delta_{ij}, \ [y\partial/\partial y, y] = y, \ [y\partial/\partial x_i, x_j] = y\delta_{ij}, \ [y\partial/\partial y, y\partial/\partial x_i] = y\partial/\partial x_i . \]

(31)

Example 4) Kinematical quantization of \( \mathbb{R} \times I \) involves the algebra \( \mathfrak{K} \) of seven elements

\[ x, \ y, \ \sqrt{1-y^2}, \ \partial/\partial x, \ \sqrt{1-y^2}\partial/\partial y, \ \sqrt{1-y^2}\partial/\partial x \text{ and } y\partial/\partial x . \]

(32)
These are all self-adjoint with respect to
\[
\text{KinHilb} = L^2 \left( \mathbb{R} \times I, \frac{dx \, dy}{\sqrt{1 - y^2}} \right)
\]
and respect approach to the \(y = \pm 1\) end of range of \(q\).

Example 5) Extending to \(\mathbb{R}^n \times I\), kinematical quantization involves the algebra \(\mathfrak{K}\) of \(n(n + 7)/2 + 3\) elements
\[
x_i, \quad y, \quad \sqrt{1-y^2}, \quad \partial/\partial x_i, \quad \sqrt{1-y^2}\partial/\partial y, \quad y \partial/\partial x_i \text{ and } x_j \partial/\partial x_i - x_i \partial/\partial x_j.
\]

These are all self-adjoint with respect to
\[
\text{KinHilb} = L^2 \left( \mathbb{R}^m \times I, \frac{dx \, dy}{\sqrt{1 - y^2}} \right)
\]
and respect approach to \(y = \pm 1\) end of range of \(q\).

5 Minisuperspace and slightly inhomogeneous cosmology

The indefinite version is as before but with \(t\) in place of \(y\) and sign reversals within the ‘angular momentum’ type quantities, which are now boosts. This is realized, for instance, in simple minisuperspace models [32, 33], in a conformally transformed presentation of the dynamics. In particular, for isotropic minisuperspace with a single scalar field, the configuration space is \(M^2\) and for diagonal Bianchi class A minisuperspace, it is \(M^3\).

In the first case, the isometry group is formed from a single ‘boost’ \(K\) and a ‘translational’ 2-vector
\[
P = (p_\Omega, p_\phi)
\]
– the conjugate momenta to the Misner scale variable \(\Omega\) and to the scalar field variable \(\phi\) – alongside another minisuperspace 2-vector
\[
X = (\Omega, \phi)
\]
on which this group acts. These are all self-adjoint with respect to
\[
\text{KinHilb} = L^2 \left( M^2, d\Omega \, d\phi \right).
\]
ensues, lying within the \(\mathfrak{U}(q) \times \mathfrak{g}_{\text{can}}(q)\) form. [This is the indefinite counterpart of the familiar Heisenberg group – here in 2-d – and \(\text{Poin}\) denotes the corresponding Poincaré group.] The objects acted upon here obey \(c^2 - s^2 = 1\) and so are the hyperbolic analogue of the unit 2-vector.

In the second case, the isometry group is the 3-d Poincaré group. This now consists of a rotation \(J\) in anisotropy space, 2 boosts \(K\) mixing anisotropy and Misner scale variable, and a ‘translational’ minisuperspace 3-vector
\[
P = (p_\Omega, p_{\beta_+}, p_{\beta_-}).
\]
Moreover, this group acts upon another minisuperspace 3-vector (\(\beta_\pm\) are the standard anisotropy parameters [32])
\[
X = (\Omega, \beta_+, \beta_-).
\]
These are all self-adjoint with respect to
\[
\text{KinHilb} = L^2 \left( M^3, d\Omega \, d\beta_+ \, d\beta_- \right)
\]
enhues, again lying within the \(\mathfrak{U}(q) \times \mathfrak{g}_{\text{can}}(q)\) form; this is the indefinite counterpart of the 3-d Heisenberg group. The objects acted upon here obey \(u^2 - v^2 - w^2 = 1\), e.g. \(\cosh \theta, \sinh \theta \cos \phi, \sinh \theta \sin \phi\), and so are the hyperbolic analogue of the unit 3-vector.

The wave equations for the above two examples are well-known, and hence omitted from this discussion.
Let us next pass to the slightly inhomogeneous cosmology case. The form of the metric is again Minkowskian; 4-d in fact, with line element (again in a conformally-transformed presentation)

$$ds^2 = -d\zeta_n^2 + dv_n^2.$$  \hspace{1cm} (44)

Here $v_n = s_n, d_n^e, d_n^o$. The $d_n$'s are tensor (T) modes, whereas the $s_n$ is the sum of the standard scalar (S) modes $a_n$ and $b_n$. $\zeta_n$ is a ‘time analogue variable’, defined in [27]. Moreover, unlike in the standard Minkowski spacetime setting, this variable is now only defined on a finite interval $\mathcal{T}$. I.e. one is now restricted to a slab of this, of the form $\mathbb{R}^3 \times \mathcal{T}$. Due to this, the kinematical quantization is not just the 4-d version of the above minisuperspace examples, but rather in need of somewhat more elucidation.

Like for the minisuperspace examples, this involves Minkowski spacetime. In the present case, kinematical quantization gives the algebra $\mathfrak{A}$ of 18 elements [c.f. n = 3 case of Example 5] in the previous Sec

$$v_{in}, \zeta_n, \sqrt{1-\zeta_n^2}, \partial/\partial v_{in}, \sqrt{1-\zeta_n^2}\partial/\partial \zeta_n, v_{jn}\partial/\partial v_{in} - v_{in}\partial/\partial v_{jn}, \sqrt{1-\zeta_n^2}\partial/\partial \zeta_n, \zeta_n \partial/\partial v_{in}.$$  \hspace{1cm} (45)

These are self-adjoint on

$$Kinhilb = L^2 \left( \mathbb{R}^3 \times \mathcal{T}, d s_n d d^e_n d d^o_n \frac{d\zeta_n}{\sqrt{1-\zeta_n^2}} \right).$$  \hspace{1cm} (46)

The corresponding wave equation now involves a somewhat more complicated form of the Laplacian due to its being built out of a less straightforward explicit form for $p_e$:

$$-\frac{\hbar^2}{2} \left\{ -\sqrt{1-\zeta_n^2} \frac{\partial}{\partial \zeta_n}, \sqrt{1-\zeta_n^2} \frac{\partial}{\partial \zeta_n} + D_{v_n} \right\} \Psi + V(\zeta_n, v_{in})\Psi = E\Psi;$$  \hspace{1cm} (47)

see [27] for the explicit form of $V(\zeta_n, v_{in})$. Furthermore, (47) amounts to a further correction on [27]'s sketch of a wave equation, which in turn is a Principles of Dynamics based correction of the vacuum counterpart of [25].

N.B. that (47) continues slightly inhomogeneous cosmology schemes’ well-known feature of splitting into scalar, vector and tensor parts; each of these is coupled to the scale variable but not directly to the other. There is further common mathematical ground to the above suite of slightly inhomogeneous cosmology schemes. Namely, all three are based on the same level of approximation which truncates terms at quadratic order, by which they all exhibit the mathematics of multiple harmonic oscillators. As such, leading-order results as regards form of quantum solutions and structure formation are expected to be unaffected by progressing along the suite, though differences between the quantizations are indeed expected to show up in more detailed results.

6 Conclusion

We considered kinematical quantization for ‘Cartesian’ pieces of flat spaces. These are useful as a generalization of the quite well-known $\mathbb{R}$ to $\mathbb{R}^+$ distinction, which becomes the ordinary versus affine distinction in geometrodynamics. These are also realized in a few cases of scaled relational mechanics (see below). Indefinite versions are also realized in diagonal minisuperspace (well known) and modewise slightly inhomogeneous cosmology (a new problem, for which the current paper points to quantum-level correction terms due to kinematical quantization, in distinction to QM the equation presented in [27]. Thus the current paper’s work precedes further QM and semiclassical analysis of the last of these models [37].

The scope of kinematical quantization is moreover far greater; further areas of investigation include the following, and the current paper may in this regard be seen as the first of several which survey the area.

1) Models with curved configuration spaces. See [11] for the case of $S^n$; many of the below problems also involve curved configuration spaces.

2) Kinematical quantization is a natural follow-up of shape geometry: reduced or relational configuration space quantization of RPM quantization [30, 41, 31] in [43]. This starts on quantizing the distinct 2- and 3-d 3-body whole universe problems whose configuration spaces are laid out in [1]. As concrete problems, see [39, 30] for interpretation of $S^2$ as a whole-universe model consisting of 4 particles on a line, and [40, 30] for interpretation of $S^3$ as a whole-universe model consisting of a triangle of particles in 2-d. See also [42] for $\mathbb{C}P^2$ interpreted as a whole-universe quadrilateral of particles. Shape-and-scale relational models, including on $\mathbb{R}^3$ and on $\mathbb{R}^3_+$, can also be found in [30, 42]. One can expect geometrical study of [31]'s wider range of relational mechanics’ configuration spaces to lead to further range of applications of kinematical quantization.
3) Geometrical quantization can be extended from manifolds to at least some fairly well-behaved class of stratified manifolds [49, 48, 50, 51]. These require sheaf methods (see [52] for an introduction, [24, 53] for physical applications and [54] for more in-depth accounts) rather than just the more familiar fibre bundle ones. Simple concrete models of stratified manifolds start with the real-half-line with edge; the hemisphere with edge corresponding to the relational triangle in 3-d is then the first relationally nontrivial example of such a model [1]. One issue with the quantization in these models is understanding how each stratum can contribute its own reps, and how to interpret the totality of these reps in the quantum theory.

4) See e.g. [44, 49, 48] for gauge theory stratification, some of which reach into the interplay of this with quantization.

5) See also [45, 46] for the presence of stratification in GR configuration spaces, [11] for a beginning on kinematical quantization consideration for GR in its usual geometrodynamical form and [16, 47] for GR in the alternative loop form.

6) Finally, as regards the wider scope of models for which Isham has used Mackey’s trick, these covered quantizing topological spaces themselves (with metric spaces considered also as a simpler case) [20] and quantization on arbitrary small categories [21]. [55] provides a classical precursor of the former.
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