Scenarios of Training Courses on Digital Modeling on the Example of Modeling a Route Network

Alexander V. Baldin* and Ivan D. Eroshok

1Bauman Moscow State Technical University, 2nd Baumanskaya str., 5/1, 105005, Moscow, Russia

Abstract. The article deals with the creation of training courses scenarios. The main objective of the development of software components of the training system is the ability to create an algorithmic structure of training fragments representing test tasks, workshops and just information support. On the basis of this instrumental environment a practical work on the topic of statistical analysis, modeling and forecasting of passenger flows in the urban route network has been developed. The study of passenger flows is considered as one of the important stages of designing and organizing the route network of the urban passenger transport. The purpose of this article is to develop a training scenario aimed at identifying hidden patterns of passenger flows at stopping points of bus routes with the subsequent development stage of associated models of random flows with specified autocorrelation properties. In addition to the auto-correlation estimation and spectral analysis, the main components analysis which allows to reduce significantly the dimensionability of the multidimensional time series of passenger flows at the stopping points of the route is carried out.

1 Introduction – Methods of collecting and structuring applications of the training system

The instrumental environment of the educational scenario formation whose volume is determined by the number of heterogeneous educational fragments [1] including multimedia [2], launching of mathematical packages applications [3,4], interactive [5] test tasks fragments [6,7] etc is given in this article.

One of the versions of scenario descriptions in the software environment of the training system is the track of applications \{hi\} of training elements (Figure 1). They represent some linear sequence of elementary applications and can be just information frames, extended workshops with quite complicated interactions.
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The universal scheme for describing software training applications with the transfer of the completion code at the end (for example, the percentage of the solved test task) is proposed in the paper. A software mechanism of conditional transitions between parameterized applications is proposed. This allows to create a training scenario with an algorithmic structure quite simply but effectively. (Figure 2).

The universal scheme for describing software training applications with the transfer of the completion code at the end (for example, the percentage of the solved test task) is proposed in the paper. A software mechanism of conditional transitions between parameterized applications is proposed. This allows to create a training scenario with an algorithmic structure quite simply but effectively. (Figure 2).

![Algorithmic structure of applications.](image1)

There is a possibility in the developed application of workshops creation to include projects of OLE-objects [8] of software mathematical packages [9-11].

![Integrated structure of the training methodology scenario.](image2)

Such scenario designing is determined by abilities of the instrumental environment [12,13], namely, a formal description of the functionality of the basic application (a training fragment) of the scenario algorithmiation environment and the environment of the formation of scenarios hierarchy whose functional description is given below.

![Software and computing algorithms](image3)
1.1 Formulated description of the elementary application

In general, the training scenario is a set of elementary applications and data decoupling. The Fragment has the following structure:

\[ F_i = (t_i, d_i, a_i, s_i, r_i, p_i), \]

where \( t_i \) — a fragment type (information, calculation, selection etc.); \( d_i \) — a difficulty level (for test control); \( a_i \) — an access level to the fragment; \( s_i \) — time of the compulsory termination of the presentation; \( r_i \) — a subset of features connected with this fragment; \( p_i \) — a parametrization at activation.

\[ a_i \subseteq (r_p, r_n, r^6, r_u, r_s, r_v, r_o), \]

where \( r_p \) — a sign of transition prohibition from this fragment to the previous one in the sequence; \( r_n \) — a sign of transition prohibition from this fragment to the next one in the sequence; \( r_b \) — a sign of backtracking prohibition one step back on the track of fragments presentation; \( r_t \) — a sign of prohibition ion of the random access possibility to this fragment; \( r_s \) — a sign of prohibition of the atoppage of the fragment presentation; \( r_o \) — a sign of prohibition of the possibility of the transition from this fragment to the other random fragment.

Matrix of fragments adjacency (transitions):

\[ T = ||C_{ij}||, \]

where \( C_{ij} \) — a condition determining a transition from \( i \) fragment to \( j \) one;

\[ C_{ij} = \begin{cases} \left( r_y a_y \varphi (F_i) \right) \gamma_y \left( t_y \beta_y \psi (F_i) \right), & i = 1 \ldots N, j = 1 \ldots N, \text{ if a transition is envisaged;} \\ 0, & \text{otherwise}, \end{cases} \]

where \( N \) — a number of fragments in the structural element; \( r_{ij} \) — a result of the fragment presentation; \( a_{ij} \) — a comparison operation of the actual and predetermined results of the fragment presentation (\( \neq, <, \leq, =, \geq, > \)); \( t_{ij} \) — a duration of the fragment presentation; \( \beta_{ij} \) — a comparison operation of the actual and predetermined duration of the fragment presentation (\( \neq, <, \leq, =, \geq, > \)); \( \gamma_{ij} \) — a logical operation of the condition combination at the result and the duration of the fragment presentation \( (Y, \Lambda) \); \( \varphi (F_i) \) — a function definition of the actual result of the fragment presentation \( F_i \); \( \psi (F_i) \) — a function definition of the actual duration of the fragment presentation \( F_i \).

A condition of the transition correctness is defined as \( \forall i = 1..N, \sum_{j=1}^{N} C_{ij} = 0 \). The structural element is presented by

\[ S = \langle (F_i)_{i=1..N}, T \rangle, \quad i = 1..N, \]

where \( F_i \) — \( i \) fragment; \( T \) — a matrix of the fragments adjacency.

Fragment completion options can be the following:

- was completed by the user (the user pressed the button),
- Completed by itself (completed all its mm-flows),
- was completed by an actor (the forced end of acting time has expired).
The access level determines the enclosure of the scenario structure. This allows to create a hierarchy of scenarios and the usage of locking mechanisms to implement the structure of the enclosed processes. The parametrization of the application enables no only to make but also to solve the issues of coordination according to the data of different applications included in one training scenario.

1.2 Scenario of practical work on urban route network modeling

In general, the developed instrumental means include designers of educational test tasks (ETT), tests and structural elements (SE) (Figure 4).

![Instrumental means of practical work creation](image)

As a result of using of the test tasks designer is a multimedia fragment that recovers closed-type tasks for compliance, order, clustering and other tasks. The structural elements designer combines all the information fragments and test tasks created for this practical work into a single algorithmic structure where after solving the test task the next training fragment is selected depending on the result of solving their task. It can be said from the terminological point of view that the lecture contains only information fragments and is a linear track, and the test consists only of test tasks. In addition to the general scenario the test designer is used to create a test for practical work which is based on adaptive algorithms [14] based on Markov chains [15], stochastic approximation methods [16].

Further the task of formation practical work of the urban route network modeling is set. The scenario of work includes all range of statistical methods, methods of multidimensional analysis [17], simulation [18], gravitational and entropy methods of correspondence matrix construction [19,20] and other methods and models.

For all of each methods included in the work is given first an information fragment containing the basic theoretical information. Then the test task is given. If the task is not completed, the return to studying theoretical information is undertaken. If the task is completed, the route is randomly selected and time series of passenger flows are formed for the trainee. According to these data the trainee should perform calculations in appropriate mathematical packages. The results of the performance are perceived by the system as a test task. If the results of the comparison are negative, the calculations are made again, if positive the transition to another method is performed.

All the statistics of answers and results of calculations is saved in the form of the report on practical work which the teacher can view at any convenient time. The description of some educational fragments is given below.
2 Training fragment – statistical analysis of passenger flows

A detailed statistical analysis of many bus routes in the city of Krasnoyarsk is presented in the article. The main results with examples of analysis of passenger flows of bus route №85 (Figure 5), which is the first in popularity, are given in this article.

Fig 5. Scheme of bus route № 85.

Bus route №85 passes through the Historic Center of the city, connecting the city from the West to the East, passing through the October Bridge. The temporary series of passenger flows (Figure 6) at the stopping points (SP) has a clearly expressed cyclical character with a superimposed increasing trend.

Fig. 6. A temporary series of passenger flows of bus route №85.

The graph shows the volume of the passenger flows in the autumn months at SP with ordinal numbers 14, 15, and 16. These SP are quite close geographically, but as it will be shown above, such a close relationship is typical for geographically separated BS.

In addition to the main route characteristics, such as irregularity in hours, irregularity in directions and others, a correlation and a spectral analysis of passenger flows is carried out. (Figure 7,8).
Thus, all passenger flows have a clearly expressed seasonal component at a frequency of 0.144 that corresponds to the ideal cycle. In addition, there is another seasonal component at a frequency of 0.28 that corresponds to the half-weekly component. The contribution of this component is smaller, but taking it into account can improve the accuracy of the simulation results.
\[ \eta_i = \sum_{j=1}^{p} \alpha_{ij} \xi_j, ..., \eta_p = \sum_{j=1}^{p} \alpha_{pj} \xi_j \]  

(4)

which satisfy the conditions of orthogonality (cov(\(\eta_i, \eta_j\))=0, i,j=1..p) and monotonicity of the dispersion (D\(\eta_1\) ≥ D\(\eta_2\) ≥ ... ≥ D\(\eta_p\) and \(\sum_{i=1}^{p} D\eta_i = \sum_{i=1}^{p} \sigma_{ii}\)). At the same time the linear combination \(\eta_i = \alpha_{i1} \xi_1 + ... + \alpha_{ip} \xi_p\) is called the first main component if \(\{\alpha_{il}\}_{l=1}^{p} = \arg \max_{\alpha_{il}} D(\eta_i), \sum_{l=1}^{p} \alpha_{il} = 1\). The dispersion of the first principal component is \(D(\eta_1) = \sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{il} \alpha_{jj} \sigma_{ij}\). Similarly, the rest of the main components \(\eta_i = \alpha_{i1} \xi_1 + ... + \alpha_{ip} \xi_p\) is sought from the solution of the orthogonality condition to all the previous ones [21]. The geometric interpretation of this linear transformation is shown in Figure 9.

If the correlation analysis determines the measure of the relationship between two indicators, the purpose of the principal components method is to identify the overall relationship of all indicators at once (https://habr.com/ru/post/304214/). It is assumed that there are \(p\) indicators \(\{\xi_i\}_{i=1}^{p}\). With a vector of averages \(m=(m_1,...,m_p)\) and a covariance matrix \(D=(\sigma_{ij})\). The method of main components analysis determines the structural relationship between these indicators and the essence of the method is to seek the linear combinations of the initial variables.

**Table 1. Informativeness of main components.**

| Value | Eigenvalues (M_85) | Extraction: Principal components |
|-------|-------------------|---------------------------------|
|       | Eigenvalue | % Total variance | Cumulative Variance | Cumulative % |
| 1     | 7,291     | 81,010            | 7,291               | 81,010       |
| 2     | 0,644     | 7,156             | 7,935               | 88,166       |
| 3     | 0,306     | 3,395             | 8,240               | 91,561       |
| 4     | 0,248     | 2,755             | 8,488               | 94,316       |
| 5     | 0,184     | 2,043             | 8,672               | 96,359       |
| 6     | 0,144     | 1,600             | 8,816               | 97,959       |
The analysis of the table shows that three main components give more than 90% of informativeness i.e. by these three time variables, using the model of the multiple regression it is possible to restore passenger flows at all SPs with a loss of accuracy of 10% only. A priori the average value of the main components is 0, and СКО – 1 (Table 2).

**Table 2.** Descriptive statistics of time series of the main components.

| Variable | Valid N | Mean  | Minimum | Maximum | Std. Dev | Skewness | Kurtosis |
|----------|---------|-------|---------|---------|----------|----------|----------|
| F1       | 91,000  | -0.000| -1.294  | 1.993   | 1.000    | 0.827    | -0.861   |
| F2       | 91,000  | 0.000 | -2.232  | 2.515   | 1.000    | 0.240    | -0.231   |
| F3       | 91,000  | 0.000 | -2.417  | 2.273   | 1.000    | -0.182   | -0.069   |

In addition, the character of the autocorrelation functions of the first main components is quite interesting (Figure 10,11).

**Fig. 10.** Autocorrelation function of the 1-st component.
Fig. 11. Autocorrelation function of the 2-nd component.

Fig. 12. Autocorrelation function of the 3-rd component.
If the character of the autocorrelation function of the first main component (Figure 10) has a clearly expressed cyclic character, the second is monotonous and highly protracted (Figure 11) and the third autocorrelation is practically statistically insignificant, (Figure 12). Cross-correlation function is also statistically insignificant (Figure 13).

In connection with the obtained results of the statistical analysis, when two or three abstract time series can practically restore all the passenger flows, a model of generation of these flows, presented below, is proposed in this study.

4 Time series generation model with a given autocorrelation function

Since the simulation of route servicing requires the restoration of adequate associated passenger flows at all SPs the algorithm for generating these flows based on the inverse transformation of the main components is proposed in this study. By definition the main components are independent of each other which allows to solve adequately the problem of generating a sample trajectory of time series of each component since no other information for its generating is required. A stationary time series model with a given autocorrelation function is a basic generation model.

The following algorithm is proposed for generating main components with autocorrelation $R(m)$. Suppose that a sequence $x_i$ of length $N$. is considered. For $m=1,2,…$ the relation $R(m) = \frac{R(0)}{N - m} \sum_{i=1}^{N-m} x_i x_{i+m}$ which leads to the search of a solution of the systems of equations $R(m) = M(x_i, x_{i+m})$ with respect to $x_i$ is done. To generate the sequence a set of random equally distributed and independent random values $\eta_i i=1,2,…$ with zero
mathematical expectation is formed which is converted into the sequence \( \xi_j = \sum_{i=1}^{n} x_i \eta_{i+j} \), \( j=1,2,..... \)

From the condition \( M \eta_i = 0 \) follows that \( M \xi_j = M \sum_{i=1}^{n} x_i \eta_{i+j} = M \eta \sum_{i=1}^{n} x_i = 0 \), i.e. the mathematical expectation of the linear transformation is also 0. Herewith

\[
M \xi_j \xi_{j+l} = M \left[ \sum_{i=1}^{n} x_i \eta_{i+j} \cdot \sum_{i=1}^{n} x_i \eta_{i+j+l} \right] = \sum_{i=1}^{n} \sum_{i=1}^{n} x_i x_k M (\eta_{i+j} \cdot \eta_{i+j+l}) ,
\]

where \( M (\eta_{i+j} \cdot \eta_{i+j+l}) = \begin{cases} \{0, & \text{if } i \neq k + l \\ M \eta^2, & \text{if } i = k + l \end{cases} \). Because for values \( l \geq 1 \) it is possible only when \( k \leq l, u k = i-l \) i.e. \( M \xi_j \xi_{j+l} = M \eta^2 \sum_{i=1}^{n} \sum_{i=1}^{n} x_i x_k \), so based on the substitution of the summation of variables is obtained \( M \xi_j \xi_{j+l} = M \eta^2 \sum_{i=1}^{n} \sum_{i=1}^{n} x_i x_k = M \eta^2 R(l) \), i.e. covariance function \( R(m) \) of the time series \( \xi \) has a given under the conditions the formation of the random tie series, for solving a system of algebraic equations the Seidel iterative procedure is proposed to be used.

5 Restoration results

After generating sample series of the main components of passenger flows on the basis of the multiple regression model the linear transformation to form passenger flows at a certain SP (Figure 5) with the obtained regression coefficients of passenger flows at all SPs is implemented as the next stage (Table 3). Figure 14 shows an example of restoration for SP №30.

Fig. 14. Original and restored time series of passenger flows.
Table 3. - Regression parameters of passenger flows restoration at SP.

| N=91 | Regression Summary for Dependent Variable: 30 (M_85) | R=0.97338091  | R?=0.94747040  | Adjusted R?=0.94565904 | $F(3,87)=523.07 \ p<0.0000 \ \text{Std. Error of estimate: 8.7433}$ |
|------|-----------------------------------------------------|----------------|----------------|-------------------------|------------------------------------------------------------------|
|      | Intercept                                           | 176.780        | 0.917          | 192.876                 | 0.000                                                             |
|      | F1                                                 | -0.830         | 0.025          | -31.113                 | 0.922                                                             |
|      | F2                                                 | 0.487          | 0.025          | 18.264                  | 0.922                                                             |
|      | F3                                                 | 0.149          | 0.025          | 5.595                   | 0.922                                                             |

In this case the accuracy of restoration which can be expressed in terms of a multiple correlation coefficient (R=0.97) is quite high.

Thus, the efficiency of the proposed approach to simulate passenger flows of specified statistical characteristics based on the results of the main components analysis with the subsequent inverse conversion into passenger flows at some SPs is shown. The algorithm itself is based on the obtained data of the statistical analysis which made it possible to restore all the passenger flows at all SPs by two or three time series. This approach provides a more adequate model of the associated time series of passenger flows necessary to be included in the simulation model of bus route servicing.

6 Conclusion

Thus, instrumental means of a hybrid training system allow to form an algorithmic structure of software applications due to transitions between applications under the conditions of its completion using a standardized interface, so a user scenario is created. All mechanisms aimed at an operational creation of techniques having a typical proven set of universal applications. In addition to the mechanism of scenarios creation, a model of structurization of scenarios which allows to implement an application synchronization is proposed.

For methods and algorithms given in the article an appropriate software applications included in the hybrid training system have been developed. As a result the trainee has a possibility to perform a statistical analysis of passenger flows at the selected stopping points and analyze cross-correlation between them. On the base of the given analysis it is possible to launch an application of the model range generation, passenger flow and a comparative analysis with the original series of passenger flows whose characteristics were used for the series generation.
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