Multi-frequency sonoreactor characterisation in the frequency domain using a semi-empirical bubbly liquid model
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ABSTRACT

Recently, multi-frequency systems were reported to improve performance in power ultrasound applications. In line with this, digital prototyping of multi-frequency sonoreactors also started gaining interest. However, the conventional method of simulating multi-frequency acoustic pressure fields in the time-domain led to many challenges and limitations. In this study, a multi-frequency sonoreactor was characterised using frequency domain simulations in 2-D. The studied system consists of a hexagonal sonoreactor capable of operating at 28, 40 and 70 kHz. Four frequency combinations were studied: 28–40, 28–70, 40–70 and 28–40–70 kHz. A semi-empirical, modified Commander and Prosperetti model was used to describe the bubbly-liquid effects in the sonoreactor. The root-mean-squared acoustic pressure was compared against experimental validation results using sonoochemiluminescence (SCL) images and was noted to show good qualitative agreement with SCL results in terms of antinode predictions. The empirical phase speed calculated from SCL measurements was found to be important to circumvent uncertainties in bubble parameter specifications which reduces error in the simulations. Additionally, simulation results also highlighted the importance of geometry in the context of optimising the standing wave magnitudes for each working frequency due to the effects of constructive and destructive interference.

1. Introduction

The use of power ultrasound in chemical engineering have become a widely researched topic owing to its wide range of applications spanning many fields. For example, the use and development of power ultrasound technology had been reported in chemical syntheses [1], separation processes [2], biotechnology [3], and food processing [4]. The technology of power ultrasound and by extension sonoreactors rely on the phenomena of cavitation to achieve desired physiochemical effects. Cavitation occurs when a liquid medium is subjected to ultrasonic waves which leads to large oscillations in local acoustic pressure. This pressure variation causes bubbles to form and collapse with high energy in-tensities. The energy released can drive different mechanisms, such as radical generation, agitation, and catalysis [5]. With the promising future of power ultrasound in mind, research on the design of sonoreactors have been increasing in recent years.

In this day and age, computational simulations have become an indispensable tool for the design and optimisation of industrial equipment. A well-posed numerical model can provide useful data comparable to empirical measurements [6]. Additionally, computational methods also allow digital prototyping, which is a more efficient way to evaluate and optimise reactor designs. Pressure field simulations of sonoreactors were often carried out with the focus to determine two key design parameters: the location of antinodes (cavitating regions); and the acoustic pressure magnitude [6]. The former is important for the identification of dead zones and to evaluate effective reactor volumes, while the latter is often used in the calculation of other physical parameters such as the temperature field, flow field and reaction rates.

Sonoreactor simulations can be done in the time domain or the frequency domain. Early studies revolved around time-dependant finite difference or finite volume methods [7–9]. However, in the past two decades the focus shifted towards the use of time-harmonic, frequency domain studies instead [6]. Using the Helmholtz equation, frequency domain studies approximate the steady state performance of a sonoreactor by assuming a harmonic response of a single frequency in the sonoreactor. Frequency domain modelling is commonly used due its ease of implementation, lower resource requirements and being much
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As research began to focus on the potential of multi-frequency ultrasound. There have been an increasing number of studies that reported better results by combining multiple frequencies as opposed to using a single operating frequency [28,29]. These findings were further supported by higher cavitation intensities [18,24]. The large number of recent studies where frequency domain simulations were used to design and optimise ultrasonic equipment [10,11,12,13]. The incorporation of bubbly-liquid attenuation models gained popularity in recent times as it is believed to provide a better representation of the fluid property in ultrasonic systems. Two popular bubbly-liquid models are the Commander and Prosperetti [23] and the nonlinear Helmholtz models [24–26], both derived from the Caflisch equation [27]. The incorporation of bubbly-liquid attenuation in ultrasonic systems became a major focus in the past decade when it was noted that the presence of bubbles in an ultrasonic system not only induce significant energy loss, but also alters the wave propagation speed [23]. The consideration of these effects is crucial to accurately simulate the magnitude and antinode locations in a sonoreactor.

A notable rising trend in the field of sonoreactor and power ultrasound research is the application of multi-frequency ultrasound. There have been an increasing number of studies that reported better results by combining multiple frequencies as opposed to using a single operating frequency [28,29]. These findings were further supported by higher cavitation signal measurements found in dual-frequency systems [30,31] as well as theoretical studies using simulations of bubbles dynamics [32,33]. As research began to focus on the potential of multi-frequency ultrasound in many applications [34–36], the design of multi-frequency sonoreactors gained interests in recent times.

In light of this, it was noted that research on multi-frequency sonoreactor design were scarce. Much of the knowledge regarding the design of industrial scale sonoreactors can be said to be still in the early-to-mid stages. This is due to the large number of design factors that have to be accounted for, which cause reactor design to depend on the application of interest [37,38]. The large number of parameters and considerations in designing sonoreactors further incentivise the development of computational methods, which can provide a reliable environment for digital prototyping. On the topic of multi-frequency sonoreactor simulations, there are a few knowledge gaps that needs to be addressed. First and foremost, despite the recent developments of frequency domain models for sonoreactors, the simulations are inherently limited to simulating a single frequency at a time. Additionally, sonoreactor simulation studies that considered multi-frequency systems are very limited, and thus little can be said about the effectiveness and efficiencies of the methodologies involved. A traditional approach would be to use time-domain simulations to account for multiple frequencies acting simultaneously. To the extent of the authors’ knowledge, there were only two published works that considered multi-frequency simulations in sonoreactors to date. The first is an early study published by Servant et al. [39] who briefly investigated multi-frequency pressure field simulations. The pressure fields were solved using a modified Caflisch equation coupled with linearised bubble interactions for two frequencies in a 1-l. reactor. While their study managed to solve for the 3-D time-dependant pressure fields of multi-frequency systems, there was a lack of comprehensive discussion and validation for the results. Another study was recently published by Tangsopa [40] who applied transient simulations to optimise an ultrasonic cleaning tank by assuming a pure liquid medium. They considered...
single frequency cases using time-harmonic simulations and multi-
frequency cases using transient simulations (up to \( t = 750.\mu s \)) and noted some key points of interests. Notably, the transient simulations took 16 times longer to solve for the required data and used significantly more computational resources.

Despite being a straightforward solution to the problem, time-
domain simulations present a glaring number of drawbacks and chal-
genles. At ultrasonic frequencies, the solver time-steps would have to be very small (down to a few microseconds) in order to satisfy stability restrictions [40]. Coupled with long simulation times to approach steady state if the geometry is complex, this can lead to large memory re-

quirements. There is also the issue of error accumulation with time and the difficulty in solving highly nonlinear attenuation models that is prone to numerical blow-up. It should also be considered that many advancements in bubbly-liquid models are easier to solve in the fre-
cquency domain. For one to consider bubbly-liquid contributions in the time-domain, one could solve the nonlinear Caflisch equation [27]. However, it was reported that the strong nonlinearities within the model makes it a very difficult undertaking [41]. Thus, the use of time-
dependent simulations for digital prototyping of multi-frequency sonoreactors is resource consuming and possibly prone to error.

The multitude of challenges that come with the use of transient simulations have led to the search for other alternatives to approach the problem. Studies on wave and signal propagation had shown that fre-
cquency domain methods can be used to characterise time-domain problems, even in non-harmonic cases [42]. For example, one could obtain the frequency–response of a system by transforming the transient input into the frequency domain and obtaining the time-domain response through the inverse Fourier transform. Similarly, frequency domain solutions of important harmonics in a sonoreactor can be used to predict its multi-frequency response. It is believed that this approach can be used to tackle the issues highlighted for the multi-frequency sonor-
cator simulations as a means to circumvent the many difficulties of dealing with the time-domain.

The main aim of this research is to investigate a method in which the multi-frequency pressure field in a sonoreactor is predicted using fre-
cquency domain simulations, based on a number of simplifying as-
sumptions. The frequency domain acoustic pressure fields were simu-
lated using a modified, semi-empirical Commander and Prosperetti model [23]. The steady state acoustic pressure field within a multi-
frequency sonoreactor was characterised as a root-mean-squared pres-
sure field. In this study, a hexagonal tank sonoreactor with the capability to operate at a combination of three frequencies was used to provide comprehensive validation for the method. The reactor was specifically fabricated to investigate the use of multi-frequency ultrasound [43,44] and thus would be able to provide a much more extensive and reliable empirical results for the validation of the simulation method. The studied frequencies are 28, 40 and 70 kHz which are commonly used for bath-type ultrasonic tanks. The simulated pressure fields were validated against standing wave patterns obtained using sonochemiluminescence (SCL) to gain insight on the performance of the proposed method, with a focus on the prediction of multi-frequency antinodes.

2. Theory

2.1. Frequency domain analysis of acoustic pressure fields

The governing equation for acoustic pressure fields in the frequency domain can be written as a Helmholtz equation:

\[
\nabla^2 P(r) + k^2 r P(r) = 0
\]

(1)

where \( P(r) \) is the space-dependent pressure field which is harmonic in time with respect to an angular frequency \( \omega \). The solution for \( P(r) \) depends on the boundary conditions and wavenumber \( k \). The complex wavenumber \( k \), can be expressed in the form:

\[
k = k - i\alpha
\]

(2)

The real part of the wavenumber, \( k \) is also known as the propagation wavenumber [45], which relates to the phase speed. The phase speed in the bubbly-liquid mixture can be obtained from the relation:

\[
c = \frac{\omega}{k}
\]

(3)

The imaginary part of the wavenumber, \( \alpha \) is also known as the attenuation coefficient and it describes energy dissipation for propa-
gating waves in the medium.

2.2. The bubbly-liquid model for acoustic pressure fields

The bubbles that emerge from dissolved gases or through the cavi-
tation effect was reported to greatly alter the behaviour of wave prop-
agation in ultrasonic systems. Firstly, the presence of bubbles can reduce the phase speed in the mixture [27]. Additionally, the bubbles also act as scatterers and cause energy dissipation. Based on the work of Wijn-
gaarden [46], Caflisch et al. derived a wave equation to describe wave propagation in bubbly liquids [27]. The Caflisch equation describes the behaviour of a time-dependant pressure field \( p(r, t) \) when considering bubbly liquids:

\[
\frac{\partial^2 p(r, t)}{\partial t^2} - c^2 \nabla^2 p(r, t) = \frac{\partial \beta}{\partial t}
\]

(4)

The equation was derived on the assumption that the bubbly liquid is treated as a continuum. The solution of the time-dependant pressure field \( p(r, t) \) is governed by the phase speed of the pure liquid \( c_1 \), the liquid density \( \rho_1 \), the bubble fraction \( \beta \) and the boundary conditions. The bubble fraction is a state variable and can be related to the bubble radius \( R \) and volumetric bubble density \( n \). For a simple case of monodispersed bubbles, the relationship can be written as:

\[
\beta = \frac{4}{3} \pi n R^3
\]

(5)

The Caflisch equation is often closed with differential equations describing bubble dynamics which governs the expansion and collapse of bubble equilibrium radius \( R \). However, this method of solving the Caflisch equation proved to be challenging and resource intensive, especially for systems with strong cavitation activity, high frequencies and large geometries [47].

2.3. Frequency domain bubbly-liquid model – Commander and Prosperetti model

By linearising the system of differential equations involved for the Caflisch model, Commander and Prosperetti [23] derived an analytical expression for a complex wavenumber to describe the behaviour of bubbly liquids in the frequency domain. This model had regained popularity in the past decade to describe the attenuation in ultrasonic systems [13,48]. The complex wavenumber squared for the mono-
disperse Commander and Prosperetti model can be expressed as:

\[
k^2 = \frac{\alpha^2}{c_1^2} + \frac{4\pi \rho_1 \sigma R_0}{\omega_0^2 - \alpha^2 + 2ib\sigma}
\]

(6)

Where \( \omega, \beta \), and \( R_0 \) are the angular frequency, bubble density and equilibrium bubble radius respectively. In order to calculate the bubble resonance frequency \( \omega_0 \) and damping factor \( \sigma \), two dimensionless pa-
rameters are required. The first parameter is the dimensionless thermal diffusivity:

\[
\chi = D/\alpha R_0^2
\]

(7)

where \( D \) is the thermal diffusivity of the gas in the bubbles. Next, a dimensionless complex-valued parameter describing linearised bubble behaviour can then be calculated as:
\[ \Phi = \frac{3\gamma}{1 - 3\gamma - 1}\sqrt{\frac{\gamma}{\gamma^2 \coth(i\gamma)^{1/2} - 1}} \]  

(8)

where \( \gamma \) is the ratio of specific heats of the gas. The real part \( \Re\{\Phi\} \) is used to calculate the bubble resonance frequency \( \omega_0 \):

\[ \omega_0^2 = \frac{P_{\text{lab}}}{2\rho_l R_0^2} \left( \Re\{\Phi\} - \frac{2\pi}{R_l F_{\rho l}} \right) \]  

(9)

while the imaginary part \( \Im\{\Phi\} \) is used to obtain the damping factor \( b \):

\[ b = \frac{2\mu_l}{\rho_l R_0^2} + \frac{P_{\text{lab}}}{2\rho_l R_0^2} \Im\{\Phi\} + \omega_0^2 R_0 \]  

(10)

2.4. Approximation of multi-frequency pressure fields using frequency domain simulations

In this section, the theoretical basis of the proposed method is shown. The development of the following methods referenced the information presented in Chapter 1.2 in the work of Ginsberg [45]. Consider a space domain \( \Gamma \) which experiences two sinusoidal time-harmonic pressure fields \( p_1 \) and \( p_2 \) at frequencies of \( \omega_1 \) and \( \omega_2 \) respectively. The time-harmonic pressure fields can be represented as:

\[ p_1(r, t) = \Re\{p_1(r)e^{i\omega_1 t}\} \]  

(11)

\[ p_2(r, t) = \Re\{p_2(r)e^{i\omega_2 t}\} \]  

(12)

The space-dependant pressure amplitudes \( P_1(r) \) and \( P_2(r) \) can be obtained from Helmholtz equations for each harmonic:

\[ \nabla^2 P_1(r) + k_0^2 P_1(r) = 0 \]  

(13)

\[ \nabla^2 P_2(r) + k_0^2 P_2(r) = 0 \]  

(14)

Assuming that the system is linear, the superposition principle allows the total pressure experienced by the domain, \( P_t \) to be written as the sum of two pressure fields:

\[ p_t(r, t) = p_1(r, t) + p_2(r, t) = \frac{1}{2}(P_1(r)e^{i\omega_1 t} + P_2(r)e^{i\omega_2 t} + \text{c.c.}) \]  

(15)

where c.c. denotes the complex conjugates. A time-averaged mean-squared value of \( p_t(r, t) \) can be obtained using Parseval’s theorem [45], where \( P_m \) represents the Helmholtz equation solution for the \( m \)th harmonic:

\[ \langle |p_t|^2 \rangle = \frac{1}{2} \sum_{n=1}^{N} |P_n|^2 = \frac{1}{2} \left( |P_1|^2 + |P_2|^2 \right) \]  

(16)

In this study it was assumed that the steady state, time-averaged acoustic pressure in the sonoreactor can be interpreted as the root-mean-squared pressure, which can be written for two harmonics as:

\[ P_m(r) = \sqrt{\frac{1}{2} \left( |P_1|^2 + |P_2|^2 \right)} \]  

(17)

A more general form that can be used for more than two harmonics can be written as:

\[ P_m(r) = \sqrt{\frac{1}{2} \sum_{n=1}^{N} |P_n|^2} \]  

(18)

The root-mean-squared pressure is a function of space \( r \) and can be calculated directly from the frequency domain magnitudes \( P_m \) in a multi-frequency system (e.g. Eqns. (13) and (14)). The above approach is valid if the total pressure does not depend on the phase of the components, in which the mean value of their product is zero. The above reasoning forms the foundation of the method proposed in this study. As opposed to solving for multi-frequency pressure fields in the time-domain, it is instead proposed that the results from individual frequency domain simulations to be used to characterise a multi-frequency sonoreactor using the root-mean-squared pressure, with the key assumption that all fields are harmonic and sinusoidal.

2.4.1. Effect of bubbly liquid on the acoustic pressure field

Cavitation bubbles were known to have a profound effect on the resulting acoustic pressure field. These effects are incorporated into the Helmholtz equations through the specification of the propagation wavenumber \( \kappa \) and attenuation coefficient \( \alpha \). In the following sections, a semi-empirical method used for this study is described. The real part \( \kappa \) which governs the phase speed was empirically determined from available SCL measurements, while the bubbly-liquid attenuation \( \alpha \) was calculated from a nonlinear pressure-dependant Commander and Prosperetti model. The reasoning behind this decision shall be comprehensively discussed.

2.4.2. Specification of the propagation wavenumber

In this study, the propagation wavenumber \( \kappa \) was determined from empirical wavelength measurements instead of calculating it from the bubbly-liquid model. The reason for this is two-fold. The first reason relates to the issue where there is a significant degree of uncertainty in specifying an accurate representation of the bubble fraction in terms of equilibrium radius \( R_0 \) and bubble density \( n \) (See: Section 2.4.4). As noted in a previous study [49], such uncertainties can lead to large deviations in antinode predictions, which can lead to incorrect conclusions in the main investigation of this study. The second reason relates to the nonlinear bubble density used in the simulation (See: Section 2.4.4), where it was found that the use of the full nonlinear Commander and Prosperetti model to cause the solver to occasionally fail to achieve convergence at certain geometries or transducer pressures, even after tuning the solvers to recommended settings. This was believed to be caused by the highly nonlinear relation between the phase speed and the multi-frequency pressure field, which led to oscillatory behaviour in the solvers.

As the main focus of this study is to evaluate the viability of using frequency domain simulations to characterise multi-frequency pressure fields, the bubbly-liquid model used in this study was simplified to improve consistency and reduce unnecessary ambiguities that would complicate the investigation. The propagation wavenumber was thus tuned from single frequency sonochemiluminescence (SCL) measurements and assumed to be constant in space for all simulated frequencies. This approach however requires a few concerns to be addressed. Firstly, the suitability of the constant phase speed tuned from SCL measurements has to be considered. Realistically, the phase speed in the reactor would vary in space due to the changes in the bubble fraction. Since the ultrasonic irradiation is evenly distributed in the sonoreactor, it is assumed that this variance in phase speed to be small. Secondly, the bubbly liquid is a dispersive medium, where the phase speed is a function of frequency, \( c(\omega) \), such that described by the dispersion relation (Eqn. (6)). Thus, it should be acknowledged that this study also assumes that the effect of dispersion to be negligible. It would later be seen that in the results the above assumptions were mainly justified for the studied system.

2.4.3. Specification of the attenuation coefficient

The main incentive of using a bubbly-liquid model is to incorporate the attenuation of bubbly-liquid systems to prevent the overprediction of pressure magnitudes. Additionally, it was noted in a previous study that the lack of an attenuation mechanism can lead to the calculation of unrealistic cavitation regions [49]. In this study, the attenuation \( \alpha \) of the system was extracted from the Commander and Prosperetti model (Eqn. (6)). Considering that the pressure fields of multiple harmonics propagate simultaneously through the same domain, it was assumed that the attenuation of a single bubble field is applied for all involved frequencies. However, since the attenuation is a function of a single
frequency, it was also assumed that the attenuation was calculated for a frequency loading of the dominant frequency (brightest standing wave) identified from the SCL images. The 40 kHz bubbly-liquid attenuation was used for three simulations (28–40, 40–70, and 28–40–70 kHz) while the 28–70 kHz simulation was performed using 28 kHz bubbly-liquid attenuation. This simplified approach was used as an approximation as there is currently limited knowledge available on predicting bubbly-liquid attenuation in multi-frequency systems.

2.4.4. Nonlinear bubble density parameter for bubbly-liquid attenuation

A major challenge in acoustic pressure simulations concerning bubbly liquids involves providing a convincing description of bubble parameters in the liquid. An important variable is the bubble fraction $\beta$ which depends on the equilibrium radius $R_0$ and bubble density $n$ (Eqn. (5)). As it was with many past studies, a monodisperse assumption was applied with an equilibrium bubble radius of 5 μm [18, 47]. The magnitude of the bubble density parameter $n$ then influences the bubble fraction for the pressure field. The main difficulty in specifying $n$ stems from the fact that available cavitation bubble data were only available for small-scale studies and measured in close proximity to the transducers [50–52]. Bubble data for large sonoreactors were difficult to obtain while evidence is lacking for the use of lab-scale measurements to describe bubble behaviour in large geometries. To deal with this limitation, past studies tend to approach it using simplified methods. The simpler approach assumes a constant value of $n$ for the entire domain [49, 53] while the other involves specifying $n$ as a spatial function of pressure $P$ [18]. In this study, the latter was adapted with reference to past works [13, 18, 48] as it was believed to be more comprehensive. The method assumes a linear relationship between the bubble fraction $\beta$ and the local absolute pressure $|P|$ as:

$$\beta = X |P| \quad (19)$$

where $X$ is a linear coefficient tuned against a bubble fraction at a reference pressure magnitude. For a monodisperse assumption, the substitution of Eqn. (5) into Eqn. (19) allows $X$ to be written as:

$$X = \frac{\beta}{|P|} = -\frac{4\pi n R_0^2}{3 \sqrt{|P|}} \quad (20)$$

Jamshidi et al. [18] assigned the bubble fraction $\beta$ of 0.1 to 500 bar of acoustic pressure, which led to $X = 2 \times 10^{-9}$. This was in part inspired by Dähnke [54] who assumed the relation based on available bubble measurements. The same relation was later used in other studies and was reported to work relatively well in terms of predicting the acoustic pressure magnitude [13, 48].

In this study, the approach was modified for a multi-frequency case. First it was assumed that the spatial bubble fraction parameter is a function of effective pressure of the multi-frequency system, $\beta = f(P_{\text{rms}}(r))$. While single frequency studies specified $\beta$ as a function of absolute pressure $|P|$, it was believed that the root-mean-squared pressure would provide a better representation when this formulation is extended to the composite pressure field of multi-frequency systems as supported by findings in Section 5.4. The modified relationship used in this study can then be written as:

$$\beta = 2 \times 10^{-9} P_{\text{rms}} \quad (21)$$

Since the value of the equilibrium bubble radius $R_0$ was fixed as a consequence of the monodisperse assumption, the bubble density parameter $n$ in the simulation would vary as a function of spatial root-mean-squared pressure as:

$$n(r) = \frac{6 \times 10^{-9} P_{\text{rms}}}{4 \pi R_0^2} \quad (22)$$

Past studies also involved specifying a conditional statement in which the medium was assumed to be a pure liquid ($\beta = 0$) if the pressure is below the cavitation threshold [18]. This was not applied in this study. This is because empirical measurements had shown that bubble fraction values can still be significant even below the cavitation threshold [52]. There are also considerations on the effects of bubble migration and the inherent presence of dissolved gases in the sonoreactor, which makes assuming a bubble fraction of zero to be less representative.

3. Materials and methodology

3.1. Physical properties of the sonoreactor

The sonoreactor used in this investigation is identical to that of previously published studies [43, 44, 49]. The hexagonal vessel (Sonictron, Malaysia) possesses 6 pressure emitting vertical walls and is capable of operating at 28, 40 and 70 kHz. Vibrations of each frequency is emitted from a pair of opposing surfaces and can be operated independently at a design power rating of 300 W. Fig. 1 shows a simplified representation of the sonoreactor, as well as the orientation of the frequencies associated to the pressure emitting walls.

3.2. Experimental data

Multiple SCL images were taken from the top of the sonoreactor as shown in Fig. 1(a) using long exposure photography (30 s), and the images that showed clear representation of the standing waves were used in the validation studies. Image analysis software ImageJ was used to post-process the SCL data by first subtracting background luminance values using a dark frame image taken without any SCL activity [44]. This was followed by applying a Gaussian blur filter to smooth out pixel noise. The contrast was then adjusted by setting the saturated pixel value to 6% to better visualise the standing wave patterns.

Calorimetry data for the specification of pressure boundaries are shown in Table 1 [55]. The pressure boundaries for each frequency were calculated from calorimetry measurements using the equation:

$$P_{\text{rms}} = \sqrt{\frac{2 \rho c P_{\text{out}}}{A}} \quad (23)$$

where $P_{\text{out}}$ represents the measured power output from calorimetry measurements and $A$ is the total surface area of the pressure-emitting surface. Pressure magnitude values in Table 1 were obtained on the assumption that the pressure intensity is equally distributed across the entire emitting surface.

3.3. Estimation of phase speed using single frequency SCL measurements

As discussed in Section 2.4.2, the phase speed used in the frequency domain simulations were obtained empirically from SCL image data. It should be informed that in order to reduce error, only SCL images of single frequency operations (28 kHz, 40 kHz, and 70 kHz only) that forms distinct standing wave patterns were used to determine the averaged phase speed. The process involved are similar to the wavelength tuning method discussed in a past study [49]. After smoothing and establishing the scale of the images, the ‘Plot Profile’ function in ImageJ was used to plot and measure the distances between the peaks of the standing waves. The wavelength is the twice the average distance between peaks $D_{\text{SCL}}$:

$$\lambda_{\text{SCL}} = 2D_{\text{SCL}} \quad (24)$$

The empirical phase speed was calculated from the measured wavelengths for each frequency as:

$$c_{\text{SCL}} = \lambda_{\text{SCL}} \times \tfrac{1}{f} \quad (25)$$

Finally, a single averaged phase speed, $c_{\text{SCL,avg}}$ was obtained and used in the multi-frequency simulations.
4. Numerical simulation

4.1. Simulation parameters

The physical parameters used for the simulations were shown in Table 2. The parameters were assumed to be constant in the domain. It was assumed that the gas within the bubbles resembles that of air and exhibits ideal gas behaviour. Physical properties for water and air were taken at 20 °C.

4.2. Simulation set-up

The commercial FEM software COMSOL Multiphysics 5.2 was used to carry out the pressure field simulations in 2-D space with a full-scale geometry using the Pressure Acoustics module. Frequency domain studies were used to obtain time-harmonic pressure fields in the simulations. A few key assumptions were considered, notably the assumption that the pressure fields and vibrating walls are sinusoidal and time-harmonic. Next, only harmonics that correspond to the frequencies of active transducers in the multi-frequency system were considered in the simulation (e.g. only 28 and 40 kHz harmonics are simulated for the 28–40 kHz operation). The frequency response of other possible harmonics in the system (e.g. broadband formed from bubble oscillations) were neglected in this study. Lastly, acoustic streaming effects on the formation of standing waves were also assumed to be negligible based on the minimal streaming activity observed in the SCL data.

The mesh was generated based on restrictions recommended by the software manual for acoustic problems, and the maximum element size was calculated from:

\[ L_{\text{max}} < \frac{c_l}{(NE)_{\text{min}} \times f_{\text{max}}} \]  (26)

that the pressure fields and vibrating walls are sinusoidal and time-harmonic. Next, only harmonics that correspond to the frequencies of active transducers in the multi-frequency system were considered in the simulation (e.g. only 28 and 40 kHz harmonics are simulated for the 28–40 kHz operation). The frequency response of other possible harmonics in the system (e.g. broadband formed from bubble oscillations) were neglected in this study. Lastly, acoustic streaming effects on the formation of standing waves were also assumed to be negligible based on the minimal streaming activity observed in the SCL data.

The mesh was generated based on restrictions recommended by the software manual for acoustic problems, and the maximum element size was calculated from:

\[ L_{\text{max}} < \frac{c_l}{(NE)_{\text{min}} \times f_{\text{max}}} \]  (26)

where \( L_{\text{max}} \) is the maximum element size, \( (NE)_{\text{min}} \) is the minimum number of nodes per wavelength, and \( f_{\text{max}} \) is the highest simulated frequency. Mesh independence of the simulations was confirmed through mesh refinement until a consistent solution was obtained at \( (NE)_{\text{min}} = 20 \).

The nonlinear solver in the software was used to accommodate the nonlinearities in the model. The simulations were performed using an AMD Ryzen 7 3700X CPU (3593 MHz, 8 cores) with 64 GB of available physical memory (RAM).

4.3. Boundary conditions

The pressure-emitting boundary conditions for the simulated harmonics were specified in terms of pressure and it was assumed that the acoustic power measured from calorimetry data (Table 1) was distributed equally between the two emitting boundaries for each simulated

![Fig. 1. Representation of the geometry and orientation of the studied sonoreactor. (a) Visual representation of the hexagonal sonoreactor dimensions from which SCL images were obtained and (b) The orientation of the frequencies involved with respect to simulation geometry and SCL results.](image-url)
This was represented using a Dirichlet boundary condition:

$$P_{\text{transd}} = P_{Tr}$$  (27)

Additionally, Dirichlet sound soft boundaries were used to represent inactive walls. This specification assumes that the inactive boundaries are infinitely soft.

$$P = 0$$  (28)

The choice of using a Dirichlet boundary to represent non-emitting boundaries was done mainly to be consistent with the pressure-emitting boundaries. A study by Rashwan et al. [10] revealed that the use of sound soft or sound hard boundaries can lead to slight differences in pressure fields. However, preliminary simulations revealed that due to the significant degree of attenuation used in the current investigation, the slight differences caused in the specification of inactive wall boundaries were found to not affect key observations in this study.

4.4. Frequency domain simulations for multi-frequency systems

For each dual- or tri-frequency case, a summary of the steps involved in obtaining the steady state pressure field approximation is as follows:

1. Bubble density magnitudes were obtained for a range of root-mean-squared pressures using Eqn. (22), and an attenuation interpolation curve was plotted using the Commander and Prosperetti model (Eqns. 6 - 10 and Eqn. (2)).
2. Frequency domain simulations were carried out for each involved frequency to obtain their corresponding harmonic pressure field solutions.
3. The root-mean-squared pressure field, $$P_{\text{rms}}(r)$$ was calculated from time-harmonic solutions using Eqn. (18).
4. The bubble density field $$n(r)$$ and by extension the attenuation field $$\alpha(r)$$ in the simulation domain was calculated from $$P_{\text{rms}}(r)$$ based on the interpolation plot specified in Step 1.
5. Steps 2 to 4 were iterated until the nonlinear pressure and attenuation fields were converged.

A graphical representation of the simulation methodology is given below in Fig. 2.

---

5. Results and discussion

5.1. Processing and analysis of sonochemiluminescence (SCL) images

Fig. 3 depicts top-down SCL images captured for four multi-frequency configurations of the studied sonoreactor. The frequency combinations considered in this study were 28–40, 28–70, 40–70 and 28–40–70 kHz. Readers are referred to previously published works [44,55] for a comprehensive discussion on the SCL characterisation of the reactor used in this study, notably on the comparison between single and multi-frequency operation.

The presence of standing wave patterns was found for all cases, notably near the centre of the reactor. They are shown as brighter (antinodes) and dimmer (nodes) bands forming between the pressure-emitting walls. Fig. 3 also shows the presence of bright regions near the edges of the reactor, noticeably for the 28 kHz walls. While these can be possibly interpreted as high pressure regions, the validity of SCL visual data near the edges were less reliable due to possible uncertainties caused by the reflecting metal walls. Considering that the camera was positioned above the middle of the sonoreactor, visual data could also be increasingly warped (through refraction) as the region of interest lies further away from the centre. Thus, the simulation results in this study were mainly validated and discussed based on a region of interest near the centre of the reactor.

Fig. 3 also shows standing waves of different frequencies to have notable differences in terms of SCL brightness. With reference to Fig. 3 (a), (c) and (d), 40 kHz standing waves were observed to be the brightest and most dominant, followed by 28 kHz standing waves. The 70 kHz standing waves were very dim for all images and could not be distinctively characterised with the only exception being the 28–70 kHz case shown in Fig. 3(b). The general obscurity of the 70 kHz standing wave can be attributed to its shorter wavelength and thus thinner antinode bands which resulted in them being susceptible to visual noise. Additionally, as attenuation was known to increase with frequency [23], it is possible that the 70 kHz pressure field may have exhibited relatively lower SCL activity due to a higher rate of energy dissipation.
Fig. 3. SCL images taken for four different operating configurations of the hexagonal sonoreactor. The contrast of the images has been adjusted to facilitate better identification of the formation of standing wave patterns.

5.2. The modified Commander and Prosperetti model

The phase speed used in the simulations was calculated from SCL image measurements of single frequency (28, 40 and 70 kHz) standing waves using the methods discussed in Section 2.4.2. Fig. 4 briefly depicts the process for determining the empirically measured phase speed. In the example, a well-developed standing wave pattern (40 kHz) was measured using the “Plot Profile” function in ImageJ. The resulting normalised luminosity plot for the yellow line drawn in Fig. 4(a) is shown in Fig. 4(b), from which the distances between the peaks were measured to obtain the averaged empirical phase speed.

The value of the averaged empirical phase speed was calculated to be $c_{\text{SCL,avg}} = 1284$ m/s. This value is lower than that for pure water (20 °C) at $c_l = 1481$ m/s. The best explanation for this is the presence of cavitation bubbles, which was proven to drastically reduce sound speed in water [56]. The important implication of this result is that if the simulations were to be conducted by neglecting bubble effects and assuming for a pure liquid, the predicted location of the antinodes could possibly show unrealistic deviations especially at higher frequencies. This finding highlighted the importance of bubbly liquid property specification in the bubbly liquid model in order to accurately capture the reduction in phase speed by bubbles. A previous study have found that uncertainties in the specification of bubble parameters led to inaccurate predictions of the phase speed in the Commander and Prosperetti model [49].

Fig. 5(a) shows the SCL image obtained from the sonoreactor operating at a single frequency of 40 kHz. The image was compared against the simulation results of the semi-empirical Commander and Prosperetti model using $c_{\text{SCL,avg}} = 1284$ m/s. Fig. 5(b) showed good agreement between the simulation and the SCL image, which can be largely expected as the wavelength was tuned. However, it is interesting to note that there a slight deviation in the comparison which could be caused by the fact that the phase speed is actually not a true constant in the liquid medium but instead varies slightly in space. On the other hand, it is also likely that disturbances in the liquid medium led to visual distortions of the SCL data. Nonetheless, it was noted that the constant empirical phase speed should provide a good representation of the phase speed in the bubbly liquid and thus was used to further investigate the multi-frequency cases.

A limitation of the Commander and Prosperetti model is that the attenuation is a function of frequency. Considering that waves of different frequencies simultaneously travel through the same bubble field, it would make sense for the same energy dissipation to affect all frequencies instead of each frequency to have their own attenuation curve. The simplified approach in this investigation assumed that the 40 kHz attenuation is dominant in 28–40, 40–70, and 28–40–70 kHz cases, while the 28 kHz is dominant in the 28–70 kHz case. Fig. 6 shows the bubble density parameter $n$ (Eqn. (22)) and the corresponding attenuation coefficient plotted against $P_{\text{rms}}$ .

Compared to the well-studied effects of bubbly-liquid attenuation in single frequency systems, the current understanding of frequency domain bubbly-liquid models for multi-frequency systems is still very limited. While it is likely that the simplified attenuation model could underestimate the attenuation, the results from the model indicated a significantly better estimation compared to a pure liquid model [49]. However, the consequence of this limitation is that the pressure magnitude predictions from the simulations are to a great extent a qualitative approximation of the studied multi-frequency system. Future studies should further examine and improve the methods of describing bubbly-liquid attenuation in multi-frequency systems. One possibility is to develop the energy dissipation mechanism directly from multi-frequency bubble dynamics, similar to the development of the nonlinear Helmholtz model [24,26].

5.3. Experimental validation using SCL images

Fig. 7(a) shows the superimposition of the simulated effective pressure field $P_{\text{rms}}(r)$ onto one of the SCL images for the 28–40 kHz case. A magnified view on the region of interest is shown in Fig. 7(b), where it
can be observed that the high $P_{rms}$ regions aligned well with bright SCL bands captured for the 40 kHz standing wave. Fig. 8 shows the same simulation superimposed onto another image that better captured the 28 kHz standing wave, where it can be seen that the 28 kHz standing waves exhibit similar agreement albeit with dimmer and less obvious bands.

For the case of the 40–70 kHz dual-frequency operation, less conclusive results were obtained. SCL bands identified for the 40–70 kHz images were significantly dimmer compared to other frequency combinations. This resulted in standing waves that were less distinct. The low intensity of the 70 kHz standing wave led to it being indistinguishable from surrounding visual noise and thus validation was limited. However, further inspection did reveal that the 40 kHz standing wave bands agreed well with the simulated antinode locations as shown in Fig. 9(b).

Compared to the previous two cases where a single standing wave dominates, the 28–70 kHz SCL images managed to yield clear dual-frequency standing waves. It is worth noting that this was largely unexpected as the 70 kHz SCL standing wave formations were difficult to be characterised at this scale due to their short wavelength and susceptibility to visual noise. This may be caused by the larger frequency difference in the 28–70 kHz case, which led to more distinguishable composite patterns and lower visual interference compared to other cases. The findings shown later in Section 5.4, Fig. 17 also indicates a possibility that the clarity of the 28–70 kHz standing wave may be caused by similar antinode magnitudes whereby both standing waves exhibit similar magnitudes.

The observations in Fig. 10 provided an important insight on the behaviour of higher frequency pressure fields in sonoreactors and further supported the validity of the empirical phase speed in the multi-frequency cases. As seen in Fig. 10(b), the 28 and 70 kHz standing waves showed clear superimposition in the SCL image. The 28 kHz bands in

---

Fig. 5. Validation of the semi-empirical Commander and Prosperetti model on single frequency (40 kHz) SCL image of the sonoreactor. (a) Left side: SCL image, right side: simulation results. (b) Zoomed-in view on the agreement between simulated antinodes and SCL antinodes.

Fig. 6. Bubble density (left axis) and its associated attenuation magnitude (right axis) plotted as a function of root-mean-squared pressure for the harmonic fields of 28 and 40 kHz.
Fig. 7. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the 20 – 40 kHz case, (b) region of interest showing the agreement of the 40 kHz standing wave.

Fig. 8. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the 20 – 40 kHz case superimposed along the 28 kHz standing wave, (b) region of interest showing the agreement of the 28 kHz standing wave.

Fig. 9. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the 40 – 70 kHz case, (b) region of interest showing the weak agreement of the 40 kHz standing wave.
Fig. 10. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the 28 – 70 kHz case superimposed along the 28 kHz standing wave, (b) region of interest showing very good agreement.

Fig. 11. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the 28 – 70 kHz case superimposed along the 70 kHz standing wave, (b) region of interest showing very good agreement for the fine 70 kHz wave patterns.

Fig. 12. (a) Comparison between $P_{\text{rms}}(r)$ predicted from simulation and SCL data for the tri-frequency case superimposed along the 40 kHz standing wave, (b) region of interest comparing the 40 kHz standing wave.
Fig. 11 are also much more distinct. Comparison results in Fig. 10(b) and 11(b) showed the best agreement between simulation and SCL out of all studied cases.

Tri-frequency SCL images showed 40 kHz standing waves to be the most dominant, followed by 28 kHz and 70 kHz. The results in Fig. 12 and Fig. 13 reconfirmed the findings in dual-frequency cases where the standing wave patterns coincided well with the SCL data, notably with a clear dominance by the 40 kHz standing waves.

With respect to the above dual- and tri-frequency cases, it can be said that for the considered regions of interest, the antinode locations predicted by the simulations compared well with the SCL images. Another notable finding is that the simulations surprisingly managed to predict stronger standing waves for the 40 kHz pressure field, which was also reflected in the SCL images.

5.4. Analysis of pressure magnitude data from simulation results

In this section, the use of the root-mean-squared pressure (Eqn. (17) and (18)) to characterise the cavitation intensity in a multi-frequency system is discussed. Traditionally, past monoharmonic sonoreactor simulations assessed the potential for cavitation activity based on the absolute acoustic pressure, \(|P|\) [6]. However, the same rationale is not suitable for multi-frequency systems since the domain now experiences multiple pressure fields. For this study, it was assumed that the potential for cavitation activity was related to the root-mean-squared pressure \(P_{rms}(r)\), which can be interpreted as the time-averaged effective pressure at each space coordinate. However, another considered alternative is the sum of absolute pressures, which is henceforth referred to as the maximum achievable pressure magnitude:

\[
P_{max}(r) = \sum \text{abs}(P(r))
\] (29)

To illustrate the comparison, Fig. 14 shows the pressure variation at a single point in space \((r)\) experiencing three time-harmonic sinusoidal pressure fields oscillating at their respective amplitudes \(P_1(r)\), \(P_2(r)\), and \(P_3(r)\). The total pressure at the space coordinate \(p_{total}(r,t)\) is summed from the contributions of three harmonics. The difference between the root-mean-squared pressure \(P_{rms}(r)\) and the maximum achievable magnitude \(P_{max}(r)\) is also shown.

It is important to investigate in between the two, with the aim to find out which is more suitable to be used to characterise the cavitation activity in the multi-frequency simulation. Firstly, the peak pressure values in the simulations calculated using each method is tabulated in Table 3.

It is clear that the problem with using \(P_{max}(r)\) is that the magnitude becomes larger as the number of considered frequencies increases. One could easily see how using Eqn. (29) to characterise cavitation potential can lead to overprediction when considering many harmonics.

Another situation which was investigated is the specification of the pressure-dependant bubble fraction in Eqn. (21). To visualise how the use of \(P_{max}(r)\) instead of \(P_{rms}(r)\) in Eqn. (21) would differ from the current methods, a simple case study was also conducted for the triple-frequency set-up by setting:

\[
\beta = 2 \times 10^{-3} P_{max}(r)
\] (30)

The results of the case study are summarized in Fig. 15. For each case, the simulated pressure fields were plotted in terms of both \(P_{rms}(r)\) and \(P_{max}(r)\). It is clear that the pressure fields predicted for Case 2 was significantly lower than Case 1. The approach in Case 2 also predicted that \(P_{rms}(r)\) in the triple-frequency sonoreactor to have antinode pressures c.a. 0.8 bar, much lower than Case 1 which was around 1.1 bar. This was the consequence of determining attenuation magnitude based on \(P_{max}(r)\), which led to higher attenuation values. Additionally, for the \(P_{max}(r)\) pressure fields shown in Fig. 15(b) and (d), the result from Case 2 also provided a much lower pressure magnitudes compared to that of Case 1. Another notable finding was that if one were to qualitatively compare the relative wave patterns formed by the pressure fields in Fig. 15 to the SCL images in Fig. 3, it can be seen that Fig. 15(a) best represents the patterns observed in the SCL images. The pressure field predicted in Fig. 15(a) correctly showed the dominance and shape of the 40 kHz standing wave, which compared well with tri-frequency SCL images in Figs. 12 and 13.

An interesting observation that is evident in the SCL images is the dominance of the 40 kHz standing waves over the 28 and 70 kHz standing waves. Fig. 16 shows the individual frequency domain pressure fields simulated for the triple-frequency. The images are plotted on the same scale and it is evident that the 40 kHz harmonic showed higher absolute pressure magnitudes.

The main explanation to this observation can be related to the effect of geometry on the studied sonoreactor. Since the three frequencies possess different wavelengths and the distances between opposing walls are the same, the interaction between two opposing propagating waves is different due to the differences in phase. It turned out for the current geometry the 40 kHz standing wave experienced a larger degree of constructive interference over the 28 and 70 kHz harmonics. This is evident when one simulates the same system in different reactor sizes. Fig. 17 shows the maximum absolute pressure calculated for geometries with different sizes. The length of the hexagonal geometry was investigated from 10 to 20 cm and the effect of geometry on the simulated...
pressure field is clearly shown. First, it was noted that the absolute pressure slightly trends downwards as the size of the reactor increases due to the effects of attenuation. The effect of geometry on the pressure magnitude of each frequency leads to an oscillating pattern as constructive and destructive interference alternate with the changing geometry. The physical sonoreactor used for the SCL characterisation corresponds to a side length of 140 mm in which the 40 kHz frequency experiences a peak due to strong constructive interference. On the other hand, pressure magnitudes of the 28 and 70 kHz standing waves were found to be close to each other. This could potentially explain the SCL results observed in Figs. 10 and 11, in which both 28 and 70 kHz was found to be equally visible, forming a very distinct composite standing wave pattern, as opposed to the dominant 40 kHz pattern found in other cases. This finding highlights the important interaction between the geometry and the wavelength (phase speed) in sonoreactor design. This is especially important when the possibility of constructive and destructive inference is high, such as in vessels with opposite propagating waves or geometries that exhibit strong reflections.

5.5. Discussion on the proposed method for simulating multi-frequency sonoreactors

In this study, the idea of predicting multi-frequency pressure fields
using frequency domain simulations was investigated as an alternative to transient simulations used by past studies [39,40]. By far the most important results were shown in Section 5.3, where the pressure field simulations were able to provide good results in the regions of interest when validated against their SCL counterparts. This showed that for the studied system, the results of the frequency domain simulations could be used to reliably predict the location of multi-frequency antinodes which is crucial for sonoreactor designs. These observations could lead to the method being a potential alternative to transient simulations to computationally characterise multi-frequency pressure fields. The key advantage of the proposed method over traditional transient simulations includes much faster solution time, memory consumption as well as being able to incorporate frequency domain attenuation methods and boundary conditions. It is believed that this method is efficient in preliminary digital prototyping where designs of multi-frequency sonoreactor equipment can be quickly evaluated and optimised.

There are however a few considerations that should be kept in mind, such as the studied bath type system operates at relatively low acoustic pressures (c.a. 1 bar). As it was well-known that nonlinear acoustic bubble interactions are more intense in higher pressures, the reliability of the method is still unclear for systems operating at pressures much higher than the Blake threshold, such as ultrasonic horns. While the antinode predictions are promising, evidence is lacking for the case of pressure magnitude predictions due to experimental limitations. However, the pressure magnitudes predicted by the simulations were within realistic expectations as opposed to using a pure liquid model that predicted unrealistic magnitudes [49]. As for the characterisation of cavitation potential, the results from the case study in Section 5.4 suggests that the root-mean-squared pressure may be a good indicator to predict the cavitating regions, as it managed to capture the standing wave behaviour similar to those observed in the SCL images as shown in Fig. 15(a).

It is also important to discuss certain aspects of the semi-empirical model used in this study. Notably, the use of the empirical phase speed as opposed to a fully theoretical model. The empirical phase speed for the simulations have played an important part in the good agreement in terms of multi-frequency antinode patterns. This highlighted an issue which was often overlooked in past studies, which is the importance of the phase speed parameter on the antinode predictions. While less obvious in ultrasonic systems in geometries that only span a few wavelengths, the deviations of the antinode predictions caused by errors in phase speed can be significant when considering larger systems. For this study, the geometries that spanned multiple wavelengths such as the 70 kHz case meant that errors in wavelength prediction could accumulate and eventually lead to clear deviations if the phase speed data is not specified properly. A disadvantage of the fully theoretical model is that the uncertainties in specifying bubble parameters could lead to significant deviation as found in a past study [49].

This study also presented the use of a phase speed measured from single frequency standing waves which has led to successful agreements in antinode predictions in multi-frequency cases. This leads to few interesting points of discussion. Firstly, it is possible that the bubble

Fig. 16. Single frequency components simulated for the triple frequency case. Image (a), (b) and (c) represents the 28, 40 and 70 kHz frequency domain pressure fields used to calculate the 28-40-70 kHz r.m.s. pressure. The simulated fields are plotted using a shared colour legend to facilitate comparison for the pressure magnitudes.

Fig. 17. Plot of the peak absolute pressure simulated for frequencies of 28, 40 and 70 kHz against a series of hexagonal sonoreactor sizes. The simulations were carried out in hexagonal 2D geometry with increasing dimensions. The physical sonoreactor used in this study has a side length of 140 mm (shown as the vertical line).
content for the multi-frequency sonoreactor may not differ much from single frequency cases. At the time of writing, past evidence suggests a rather complex relationship between energy input and cavitation activity, where a higher energy input may not yield higher cavitation activity [38]. One should certainly not exclude the possibility of there being a more complex mechanism governing the bubble fraction property in multi-frequency ultrasonic systems. Additionally, the finding in which a single constant phase speed managed to properly capture the behaviour of three different frequencies suggests that the dispersive effects of the medium in the studied system may be negligible. Nonetheless, the results did not show any unrealistic deviations and thus the applicability of the simplified method is believed to be justified for the scope of this study. It should however be noted that the method is only applicable to systems from which empirical wavelength data can be reliably obtained.

On the topic of limitations of the current study, it should be highlighted that the performance of the frequency domain method used in this investigation was only carried out in 2D. This was due to limitations in obtaining reliable 3D data for such a large geometry, especially when considering high frequency standing waves up to 70 kHz. Thus, it is suggested that for future work the model should be further validated for systems with varying geometries and acoustic powers to strengthen the findings of this study. Another point of interest that should be addressed in the future is the modelling of attenuation in the multi-frequency pressure field. In this study, the problem was simplified by approximating the attenuation from the Commander and Prosperetti model as function of the root-mean-squared pressure. Future works are suggested to consider developing a more comprehensive approach to capture the macro-effects of bubble attenuation under pressure loadings of multiple frequencies.

Overall, the purpose of this paper is to bring attention to the development of a more resource-efficient simulation methodology for the purpose of multi-frequency sonoreactor design, with the goal of achieving a method which is suitable for fast digital prototyping. As the knowledge gap remains to be very large, it is hoped that the ideas brought up in this study would inspire further development and research on the topic.

6. Conclusion

In this study, a method using frequency domain simulations was investigated as a means to predict the pressure fields formed in a multi-frequency sonoreactor. The simulations were carried out using a semi-empirical, modified Commander and Prosperetti model. A few important simplifying assumptions were made to adapt the model to describe the behaviour of a bubbly-liquid medium experiencing the pressure fields of multiple frequencies. The steady-state cavitation potential was interpreted as the root-mean-squared pressure field and the simulation results were validated against sonochemiluminescence (SCL) images. The main points concluded from this study are:

1. The root-mean-squared acoustic pressure fields calculated from the frequency domain simulations using a nonlinear bubbly-liquid attenuation model yielded good qualitative agreement with SCL results in terms of antinode predictions. These results indicate that this method can potentially be used as an alternative to transient simulations during digital prototyping of multi-frequency sonoreactors by having a faster solution time and lower memory consumption. It is believed that the method is suitable in preliminary digital prototyping of multi-frequency systems. To further strengthen the validity and applicability of the method, additional validations should be carried out in the future for a larger range of conditions.
2. The approach of using an empirical phase speed measured from single frequency SCL data managed to circumvent uncertainties in bubble parameter specifications. Additionally, it was also able to represent the multi-frequency systems based on the validation results using SCL. This finding can potentially be useful in terms of characterising more complex systems using simple empirical methods.
3. Additional simulations to investigate the suitability of the root-mean-squared pressure to represent multi-frequency cavitation activity showed promising results and the method was able to agree well with SCL measurements.
4. Due to various limitations, the bubbly-liquid attenuation model used for this study was simplified based on a few assumptions to adapt for multi-frequency simulations. While the pressure magnitude predictions were found to be within realistic values, further investigation on this matter is required to improve the current methodology.
5. Analysis of the single frequency pressure fields of the tri-frequency combination revealed that the dominance of the 40 kHz standing wave in the SCL measurements can be attributed to geometrical effects. For the geometry of the studied hexagonal reactor, the 40 kHz standing wave was found to experience constructive interference which led to higher antinode pressures. This finding highlights the importance of the interaction between the geometry and wavelength of an ultrasonic system.
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