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Abstract

Autonomous navigation requires structured representation of the road network and instance-wise identification of the other traffic agents. Since the traffic scene is defined on the ground plane, this corresponds to scene understanding in the bird’s-eye-view (BEV). However, the onboard cameras of autonomous cars are customarily mounted horizontally for a better view of the surrounding, making this task very challenging. In this work, we study the problem of extracting a directed graph representing the local road network in BEV coordinates, from a single onboard camera image. Moreover, we show that the method can be extended to detect dynamic objects on the BEV plane. The semantics, locations, and orientations of the detected objects together with the road graph facilitates a comprehensive understanding of the scene. Such understanding becomes fundamental for the downstream tasks, such as path planning and navigation. We validate our approach against powerful baselines and show that our network achieves superior performance. We also demonstrate the effects of various design choices through ablation studies. Code: https://github.com/ybarancan/STSU

1. Introduction

Road scene understanding is crucial for autonomous driving since it forms the interface between perception and planning. The fundamental task is to understand both the road network structure and the other traffic agents in the surrounding. Currently, the go-to solution is offline generated HD-maps combined with a modular perception stack [22, 41, 30, 36, 8]. For existing solutions to work, not only the precise localization in the HD-map but also understanding the dynamic parts of the scene is necessary [30, 44]. To achieve these requirements, most solutions use several sensors, including cameras and LIDAR. However, using expensive sensors and offline HD-maps limit the scalability of autonomous driving as they increase the cost of operation and limit self-driving cars to operate in geographically restricted areas.
Existing works either focus on (i) HD-map extraction from dense 3D points [19] or (ii) the detection of road lanes from a single image [21]. Other variants, such as BEV semantic understanding, also exist [40, 29, 32]. Note that the HD-map reconstruction of [19] is much more topologically challenging than the lane detection problem of [21]. Our work aims to achieve results similar to [19] using the image input setup of [21]. Additionally, we aim to detect objects using the same model as for structured HD-map predictions.

We represent the HD-map as a directed graph in BEV coordinates, whose edges are the road segments and the direction represents the traffic flow. We model each road segment using a Bezier curve, with starting and end points. The connections between the predicted segments are modeled using an assignment matrix. For the prediction, we make use of a transformer network, which is supervised by using the Hungarian algorithm at the output end. The predicted segments, along with their connectivity, defines a full lane graph HD-map. Our transformer network further predicts the parameters of 2D BEV objects. The object prediction branch is supervised, similar to the road segments. Two example outputs of our method for both lane graph HD-map and object estimation are shown in Fig. 2. To this end, our major contributions can be summarized as follows.

- We propose a unified method for structured BEV road network graph estimation and object detection from a single onboard monocular camera image.
- The results obtained by the proposed method are significantly superior to the compared baselines.

2. Related Works

Road network extraction: Early works on road network extraction use aerial images [13, 39]. Building upon the same setup, recent works [3, 42, 43] perform the network extraction more effectively. However, aerial imaging-based approaches only provide coarse road networks. Such predictions may be useful for routing, however, they are not accurate enough for action planning.

High definition maps: In the literature, HD-maps are often reconstructed offline using aggregated 2D and 3D visual information [25, 18, 26]. Although these works are the prime motivation behind our work, they require 3D point clouds for accurate HD-map reconstruction. More importantly, the offline methods recover the HD-maps in some canonical frame. Thus, using the recovered maps requires accurate localization, in many cases. In this regard, our work is similar to [17], where the lane boundaries are detected on highways in the form of polylines. An extension of this work [17] uses a recurrent neural network to generate initial boundary points in 3D point clouds. The initial points are then used as seeds for a Polygon-RNN [1] that predicts lane boundaries. Our method differs from [17] in two major aspects: (i) point clouds vs. single image input, (ii) highway lane boundaries vs. lane centerlines in an unrestricted setting.

BEV semantics understanding: Because of its practical use, scene understanding in BEV using images has recently gathered significant attention [40, 35, 5]. Some methods also combine images with LIDAR data [33, 16]. In this regard, methods developed in [40, 31] use a single image to understand the BEV HD-map semantics. Similarly, the method proposed in [5] uses video data for the same task. Methods in this category do not offer structured output suitable for many downstream tasks. These methods may be used for general scene understanding. However, their usage for the task of motion planning and navigation is not trivial. Furthermore, up to our knowledge, no existing method provides instance-level predictions on the BEV using single image input. Note that the method proposed in this paper predicts both HD-map and the road objects simultaneously, using one input image and a single neural network.

3. The Proposed Method

The core task of our model is to produce a directed graph that represents the road network in a BEV coordinate system, given only a single image from a front-facing camera mounted on a vehicle. For the complete traffic scene understanding, our model also outputs objects’ instances in the form of BEV bounding boxes. Both these tasks require reasoning about the 3D space and projecting all the information on the BEV ground plane where the vehicle is moving.

In this section, we first introduce our trainable lane graph structure and describe the object representation. Given these building blocks, we introduce our transformer-based model and explain how the neural network is trained.

3.1. Lane graph representation

In order to have a structured representation of the local road network, we build a directed graph of lane centerline segments, often called the lane graph. Let this directed graph be $G = (V, E)$ where $V$ are the vertices of the graph (the centerlines) and the edges $E \subseteq \{(x, y) \mid (x, y) \in V^2\}$ represent the connectivity among those centerlines. The connectivity can be summarized by the incidence matrix $I$.

![Figure 2. Our method can handle very complex cross roads scenes as well multiple object instances. Pedestrian is marked with circle.](image)
of the graph $G = (V, E)$. Thus, let us define when two centerlines $x$ and $y$ are connected: A centerline $x$ is connected to another centerline $y$, i.e. $(x, y) \in E$ if and only if the centerline $y$’s starting point is the same as the end point of the centerline $x$. Given this definition, an entry of the incidence matrix $I[x, y] = 1$ if the centerlines $x$ and $y$ are connected. Note that we do not apply a hard requirement to generate acyclical graphs, but cycles rarely occur due to our focus on a single image with a limited field-of-view (FOV). Thus, the incidence matrix often has the structure of an acyclical graph, where the main diagonal is zero and the sum of symmetric entries is at most one. Finally, the resulting incidence matrix also contains crucial information about the traffic flow directions, which is fundamental to understanding a lane network.

With the graph established, we need to model each centerline (vertex of the graph) mathematically. In this work, we consider each centerline as a Bezier curve. A Bezier curve maps a scalar parameter $t \in [0, 1]$ to a point in $\mathbb{R}^\Delta$. We are interested in 2D curves for our lane graph, thus $\Delta = 2$. The curve can be written as the weighted sum of control points, the curve $B$ parameterized by $t$ is defined as $B(t) = \sum_{i=0}^{n} \binom{n}{i} (1 - t)^{n-i} t^i P_i$. A more compact matrix-based formulation is simply $B(t) = \Gamma(t, n) P$, where $\Gamma(t, n) = \binom{n}{i} (1 - t_i)^{n-i} t_i^i$ represents the weight matrix, and $P = [P_0, P_1, \ldots, P_n]$ is the vector of all control points. With this representation, finding the optimal control points given some observed points $Y = [Y_0, Y_1, \ldots, Y_T]$ amounts to solving a least square problem, i.e., $P^* = \arg\min_P \| \Gamma(t) P - Y \|$. Bezier curves are a good fit for centerlines since it allows us to model a curve of arbitrary length with a fixed number of 2D points. Thus, given our graph and centerline representation, the whole lane graph has a fixed-sized learnable representation, where the network can learn the centerlines in terms of Bezier control points, and the connectivity of the graph.

### 3.2. Object representation

Our method also produces object instance detections to complement the lane graph and give a complete traffic scene understanding. Different than semantic segmentation, instance outputs localize and identify individual objects. We represent each instance as a 2D box in normalized BEV coordinates. In order to fully specify such a box, one needs five parameters: location of the center point, short and long side length, and the heading angle. From these parameters, it is a simple conversion to the four corner point locations and vice versa. Apart from the localization and orientation of the instances, we also produce their semantics/object class using a one hot representation. Given this representation, an instance is fully identified.

### 3.3. Architecture

We have modeled each centerline and object instance as a fixed size vector. Thus, we can work within the framework of proposal generation and classification. This has been widely used in the fields of instance segmentation and object detection [38, 15, 7]. One crucial property of our formulation is the strong relationship among different centerlines as they form the lane graph. However, there is also a strong relation between centerlines and objects since, in traffic scenes, objects follow centerlines. In order to fully exploit this dependency, we adapt the transformer-based model proposed in [7], which allows us to train one joint model for lane graph and object understanding.

The transformer-based object detector proposed in [7] uses image backbone features and learnable query vectors to generate object proposals. We follow a similar approach, but we use two sets of learned query vectors $Q \in \mathbb{R}^C$; one set for centerlines and one for objects. The number of these vectors is higher than the maximum centerlines/objects that can occur in any scene. These query vectors are processed jointly by the transformer, which outputs a proposal vector for each query. These vectors encode all the information needed to fully identify a centerline or object. Each of these proposal vectors is further processed to generate an output. This processing is done in a separate lane and object branch, which output the lane graph and object detections. The overall architecture is given in Fig. 3.
3.3.1 Lane branch

The first of the two branches processing the output vectors of the transformer is the lane branch, which has four parts:

Detection head: The transformer output is processed by a multi-layer perceptron (MLP) with an output softmax layer. This output gives the probability that the centerline encoded by the corresponding query vector exists.

Control head: An MLP + sigmoid layer with $2 \times R$ output neurons, encoding the $R$ Bezier curve control points.

Association head: An MLP that outputs a $\delta$-dimensional association feature vector for each of the centerline vectors, where $\delta < C$. The classifier uses these association features to establish the connectivity of the estimated centerlines.

Association classifier: An MLP + sigmoid layer, which takes two $\delta$ dimensional association feature vectors corresponding to two centerlines as an input. This layer outputs the probability of the input centerline pair being associated.

As a first step of estimating the graph, we extract individual centerlines. This is done by the detection and control heads. These lines form the vertices $V$ of the graph $G = (V, E)$. Given that $N$ centerlines are selected, the feature vectors of the corresponding centerlines are processed by the association head to produce lower-dimensional association feature vectors $F \in R^{N \times \delta}$. Then, we obtain the association inputs $A \in R^{N \times N \times 2\delta}$, where $A_{ij} = \text{concat}([F_i, F_j])$. This input encodes the directional nature of the graph. An MLP processes the matrix $A$ to produce the incidence matrix probabilities. Note that the MLP has an input dimension of $2\delta$, and $N \times N$ is the batch size. Thus there is no constraint on the number of proposed centerlines.

During training, we first output centerline control points and detection probabilities and apply the Hungarian matching algorithm among the estimated and the ground truth (GT) centerlines. The association step is carried out on the matched estimates. During inference, we threshold the detection probability of the centerlines and carry out the association step on the active lines.

3.3.2 Object branch

The second branch that processes the transformer proposal vectors is the object branch. The branch consists of two modules and an optional post-processing network.

Detection head: The transformer output is processed by an MLP with a softmax output layer to produce class probability distribution, including a “no detection” class.

5-params head: An MLP + sigmoid layer that produces the normalized parameters of the oriented object boxes.

Refinement net: While the instance outputs are suitable for many tasks, it is also beneficial to produce semantic segmentation maps of the scene. This is especially true for small objects like pedestrians, and bikes, where the localization in the BEV from a single onboard camera is difficult. Therefore, we propose an optional post-processing network that converts the instance estimations to semantic segmentations using our refinement net. The structure of the refinement net is similar to the BEV decoder of [6], where a lower resolution input is upsampled to provide a fine-grained segmentation map. The network operates as follows: there are $C + 1$ classes including the background, and the region of interest is $H \times W$ dimensional. We first convert the 5-params output to a box and multiply this box with the class probabilities. This results in a matrix $M$ of dimension $H \times W \times (C + 1)$ where $\sum_i M_{h,w,i} = 1$ for all grid locations $(h, w)$ that fall in the bounding box and 0 otherwise. Then we sum all these matrices and clip them to $[0, 1)$. The result is again of dimension $H \times W \times (C + 1)$. To inform refinement net about the visual cues in the image, we also include backbone features. Since the bounding box locations are in the BEV coordinates, we warp the backbone features to the BEV and use warped skip connections in the upsampling.

3.3.3 BEV positional embedding

Since transformers do not have a notion of position, positional embeddings (PE) are used to add spatial awareness. We use two different positional embeddings for the transformer. The first one encodes the image domain spatial information where similar to [7], we use sinusoidal functions on the normalized cumulative locations. The second set of positional embeddings encode the corresponding BEV location of a given pixel. For this purpose, we assume a flat surface where every real world-point has height $-C_h$, where $C_h$ is the camera height. The resulting grid is very dense in image coordinates that correspond to real-world points close to the camera while it is sparse for further away positions. In order to provide more uniform location cues to the network, we use the logarithm of BEV locations. To generate the positional encoding, we take the cumulative sum, normalize, and convert it into a sinusoidal. We design the two positional embeddings (image and BEV) such that they are half of the channel size of the input feature map. Thus, we can add the image positional embeddings to half of the channels while BEV positional embeddings are added to the other half. The main reason for this design choice is that BEV coordinates are undefined for the upper half of the image, but they still hold important cues for the network about objects in this region. Simply adding these two positional embeddings would result in duplicates and inconsistent values in the lower half of the image. We dubbed this use of dual positional embeddings as split positional encoding.

3.3.4 Training

Since both the lane and object branches produce detection-like outputs, we use Hungarian matching on the estimations and the ground truth during training. The matching loss
used for lanes and objects is similar. Both are of the form $L_m = L_{CE} + \lambda L_1$, where $L_{CE}$ is the cross-entropy loss on the detection/class probability, and $L_1$ is the 1-norm loss on the Bezier control point locations/Box parameters for lines and objects, respectively. For both the centerline and object branch, the training detection loss is cross-entropy. Control point and object 5-params outputs are trained using $L_1$ loss, except for the angle of objects. Since 180° object flips are hard to distinguish, we predict only angles in the range $\alpha \in [0, \pi]$ and train it using a smooth $\sin/\cos$ $L_1$ loss of the form $L_{angle} = |\cos(2\alpha) - \cos(2\phi)| + |\sin(2\alpha) - \sin(2\phi)|$, where $\phi$ is the GT angle. We train the refinement net independently using the cross-entropy loss, not backpropagating through the rest of the network.

### 4. Metrics

Since our problem setup is new, there is a lack of suitable metrics for performance evaluation. We wish to measure the performance in reproducing the real directed graph faithfully. For this purpose, we use three metrics that aim to highlight different aspects of the directed graph.

#### 4.1. Precision-Recall

Following [24, 17], we calculate precision-recall on matched centerlines at different distance thresholds. We first match each estimation to the target with the minimum $L_1$ loss on Bezier coefficients. Thus, similar to [24], multiple estimations can be matched with the same target while each estimation can only be matched with one target. Then we interpolate the estimated coefficients to get dense centerlines. Note that using control points during matching is fundamentally different from using interpolated points because the control point based matching takes direction into account. Thus, two centerlines where only the order of control points is reversed (start and end points are swapped) are identical if interpolated points are matched. However, they are far apart in our control point matching approach.

After matching based on the control points and then interpolation, a true positive is an estimated interpolation point within a threshold distance to the matched GT line and a false positive otherwise. A false negative is a point on a GT line that is not within the threshold distance of any of the matched estimated lines. Note that this metric does not penalize the missed centerlines, i.e., true centerlines that are not matched with any estimation. This is intentional since the focus of this metric is measuring how well the estimates fit the matched GT centerlines and how accurately the captured subgraph is represented.

#### 4.2. Detection ratio

In order to measure the aforementioned issue of missed centerlines present in the precision-recall metric, we calculate the detection ratio. This is simply the number of unique GT centerlines that at least one estimated line is matched to over the total number of GT centerlines. High scores in precision-recall and a low detection score mean that the estimated centerlines are close to the matched true ones, but a substantial part of the GT centerlines is not detected. The inverse implies that the estimated centerlines cover the true road network but do not faithfully represent the structure. These two metrics summarize the performance on the vertices of the total graph $G$. However, we still lack a metric to evaluate performance on the edges of the graph, i.e., the connectivity.

#### 4.3. Connectivity

In order to measure how well the estimated centerlines are associated, we propose a precision-recall-based metric, called connectivity metric. Let the estimated binary incidence matrix be $E$, and the GT incidence matrix be $I$. Let $M(i)$ be the index of the target that the $i$th estimation is matched to and $S(n)$ be the set of indices of estimations that are matched to target $n$. A positive entry $E_{ij}$ is a true positive if $(M(i) == M(j)) \land (I(M(i), M(j)) == 1)$, and a
false positive otherwise. On the other hand, a false negative is a positive entry of the incidence matrix $I_{m,n}$ where $\hat{I}(i,j) : ((i \in S(m)) \& (j \in S(n)) \& (E_{i,j} == 1))$.

This metric captures how close the connectivity pattern of the estimated graph is to the GT graph. With this metric, fragmenting a true centerline into multiple estimations is not a problem as long as they are associated. Some graphical illustrations of the three metrics are given in Fig. 4.

5. Experiments

5.1. Dataset

We use the NuScenes [4] dataset consisting of 1000 sequences recorded in Boston and Singapore. The sequences are annotated at 2Hz, and the dataset provides HD-Maps in the form of centerlines. The dataset also provides 3D bounding boxes of 23 object classes. For our experiments, we select the most frequent classes: car, truck, bus, pedestrian, bike, and motorcycle. We only use the front camera both for training and evaluations.

Given the set of real-world coordinates of a particular centerline, we first convert these coordinates to the camera coordinate system of the current reference frame. We resample these points with the target BEV map resolution and discard any point outside the region-of-interest (ROI). The points are then converted to normalized coordinates given the bounds of the ROI. This results in a set of points between [0,1], from which we extract the control points of the Bezier curve. The ground truth labels and the estimates are in normalized control point coordinates.

5.2. Implementation

We use images of size 448x800, and the target BEV area extends from -25 to 25m in x-direction and 1 to 50m in z-direction. BEV resolution is set to 25cm. Given the common structure of roads, the possible complexity of the curves that represent the centerlines segments is limited. Thus, we use three Bezier control points. We use two sets of 100 query vectors for centerlines and objects: one for right (Boston) and one for left-sided traffic (Singapore). The backbone network is Deeplab v3+ [10] pretrained on Cityscapes dataset [11]. The implementation is in PyTorch. The method runs with 11FPS without batching and including all association and refinement steps.

5.3. Baselines

Since there does not exist any method that deals with structured BEV road network estimation from a monocular image, we have generated two baselines. The first baseline is based on [17], where the authors generate lane boundaries from point clouds. We adapt their method to work with images and to output centerlines rather than lane boundaries.

For our second baseline, we extract lane boundaries with the SOTA method of [23]. The extracted lane boundaries are projected onto the BEV grid using the GT transformation. Given these lane boundaries, we form the closest pairs and compute the centerlines using splines. Since this method does not give us a direction, we use the predicted and a flipped centerline version during evaluation, meaning PINET matching is directionless. In a sense, PINET estimates are manually assigned correct directions.

To achieve this, we project Deeplabv3+ [10] backbone features of the image to the BEV with a GT projection matrix. We concatenate x-y grid locations with this backbone feature map, similar to [28]. A subnetwork with a fully connected layer at its core takes this input and outputs a grid of 49 × 50 points. We tested a convolutional RNN similar to the original work but did not achieve satisfactory results in our setting due to the restricted FOV. Note that the original task of finding lane boundaries on highways from aggregated LIDAR scans is significantly different from finding initial centerline points in urban traffic scenes. Moreover, the RNN required prohibitively many iterations, especially considering that one frame contains more than 40 centerlines. Therefore, we used a fully connected layer supported by several residual blocks, see Fig. 5. Given the initial locations and the backbone features, Polygon-RNN [1] produces the next control points of the centerline. We fix the number of iterations of Polygon-RNN to the number of spline coefficients used to encode centerlines. We use the focal loss [27] for the initial point estimation and an $L_1$ loss to supervise the control point estimation of Polygon-RNN. In training, Polygon-RNN uses GT initial points similar to [17]. For testing, we threshold the initial point estimations of the network and feed them to Polygon-RNN. To indicate the direction of traffic, we feed a binary indicator variable to the initial point estimator. The association estimation is done using the final feature map of Polygon-RNN using the same approach as in our network. For reference, we also report results with Polygon-RNN using GT initial points.

For our second baseline, we extract lane boundaries with the SOTA method of [23]. The extracted lane boundaries are projected onto the BEV grid using the GT transformation. Given these lane boundaries, we form the closest pairs and compute the centerlines using splines. Since this method does not give us a direction, we use the predicted and a flipped centerline version during evaluation, meaning PINET matching is directionless. In a sense, PINET estimates are manually assigned correct directions.

For the evaluation of our method’s instance estimations, we compare against VED [29], VPN [32] and PON [40]. We use the same train/val split proposed in [40] for both

![Figure 5. Polyline-RNN based method first extracts initial point estimations. Polygon-RNN uses the backbone features and initial point estimations to form the centerline curves.](image_url)
Figure 6. Sample centerline estimates. PINET boundary estimations are shown on the image. Our method produces the best lane graph representation. Statistical results for each sample are provided in the supplementary material.

Figure 7. Precision/Recall vs thresholds. Thresholds are uniformly sampled in $[0.01, 0.1]$ (normalized coordinates) with 0.01 increments. In our resolution, 0.01 corresponds to 50cm.

Lane graph and object detection. We also follow [40] for the object label generation procedure. To compare results, we use the mIOU metric. Nevertheless, for future reference, we also present precision-recall results.

6. Results

Since our method produces a road network graph as well as dynamic object instance estimations, we divide the results into two subsections, studying those them individually.

6.1. Lane graph

The obtained results are provided in Tab. 1 and Fig. 7, where our method achieves the best results in all metrics when compared to the baselines. The performance of PINET is lower, as expected, since the centerlines are obtained through processing lane boundaries. From the Poly(Est) vs Poly(GT) results, it can be seen that the localization of initial points is very difficult. Our method produces better precision-recall than Poly(Est), and the difference in detection and connectivity scores are significant. It is not surprising that Poly(Est) suffers in the connectivity metric, particularly connectivity recall. This metric is closely related to detection score, and missed centerlines are penalized. Our method’s performance in connectivity precision against Poly(GT) combined with the detection scores shows that our method produces much fewer false-positive associations in the detected sub-graph and more accurately estimates the graph. The superiority of Poly(GT) in precision-recall and detection metrics is expected. Since most centerlines are relatively short and divergence from the initial point is limited, knowing GT initial points provides a clear advantage. However, its performance validates the strength of the chosen baselines.

| Method  | M-Pre | M-Rec | Detect | C-Pre | C-Rec | C-IOU |
|---------|-------|-------|--------|-------|-------|-------|
| PINET   | 54.1  | 45.6  | 19.2   | -     | -     | -     |
| Poly(Est) | 54.7  | 51.2  | 40.5   | 58.4  | 16.3  | 14.6  |
| Ours    | 60.7  | 54.7  | 60.6   | 60.5  | 52.2  | 38.9  |
| Poly(GT) | 70.0  | 72.3  | 76.4   | 53.8  | 52.0  | 36.0  |

Table 1. Lane graph results. M-Prec and M-Recall indicate mean of the sampled points of precision-threshold and recall-threshold curves, see Fig. 7. C-Prec and C-Rec refer to connectivity precision and recall, while C-IOU is connectivity TP/(TP + FP + FN).

Visual results for lane graphs are given in Fig. 10. Visual inspection shows that our method generally produces better results. In the last image, our method misses some centerlines. Overall, our method produces more faithful representations. On the other hand, Poly(GT) produces centerlines that are somewhat close, in the Euclidean sense, to the matched GT lines. However, the overall graph estimation is worse than ours. This shows the power of the connectivity metric where our method surpasses Poly(GT).

6.2. Objects

In Tab. 3, the refinement net outputs of our network are compared against SOTA methods. Other methods usually produce estimates for slightly more classes. However, considering that we produce structured instance outputs along with lane graphs, we chose the most common yet comprehensive set of classes. Our method surpasses PON in half of the classes and in the mean measure. Especially, the difference in the “car” category is rather significant.

The visual results for object estimates are given in Fig. 8. The competing methods tend to blob segmentation and...
Figure 8. Visual results for object detection where we present the raw and refined estimates. We also show the road network estimates.

Table 2. Ablations are carried out on six models that test the performance contribution of the model size and positional embeddings. Object results are without refinement net and in the form of mIOU.

| Method            | M-pre | M-rec | detec | Con-IOU | car   | truck | bus   | ped   | motor | bike | obj-mean |
|-------------------|-------|-------|-------|---------|-------|-------|-------|-------|-------|------|----------|
| Large             | 57.2  | 53.9  | 58.8  | 41.0    | 20.0  | 11.7  | 13.9  | 1.9   | 2.2   | 1.4  | 8.5      |
| Large + Split     | 59.9  | **56.8** | 52.8  | 40.8    | 20.0  | 10.1  | 16.8  | 1.9   | 2.8   | 0.8  | 8.7      |
| Large + Split Log | **60.7** | 54.7  | 60.6  | 38.9    | 21.8  | 11.0  | 14.5  | 2.1   | 3.8   | 2.1  | 9.2      |
| Small             | 58.2  | 54.2  | 61.2  | **41.9** | 22.0  | 10.7  | 15.1  | 2.0   | 2.9   | 1.7  | 9.1      |
| Small+Split       | 57.5  | 54.2  | 60.9  | 41.3    | 20.6  | 10.1  | 14.0  | 2.0   | **4.1** | 2.3  | 8.9      |
| Small+Split Log   | 58.9  | 53.6  | **61.5** | 37.8    | 22.6  | 10.9  | **17.6** | 2.4  | 3.2   | 2.9  | **9.9** |

Table 3. Object results in mIOU of different methods.

| Method | car | truck | bus | ped | motor | bike | mean |
|--------|-----|-------|-----|-----|-------|------|------|
| VED    | 8.8 | 0.2   | 0.0 | 0.0 | 0.0   | 0.0  | 1.5  |
| VPN    | 25.5 | **17.3** | 20.0 | 7.1 | 5.6   | 4.4  | 13.3 |
| PON    | 24.7 | 16.8  | 20.8 | **8.2** | 7.0  | 9.4  | 14.5 |
| Ours   | **32.5** | 15.7  | **21.2** | 6.2  | 7.4  | 6.4  | **14.9** |

Figure 9. Precision/Recall vs IOU thresholds for object detection. We apply Hungarian matching with IOU to obtain corresponding estimate-GT pairs. If IOU is above the threshold, it is a true positive. Other GT objects count as false negatives, and the other estimates count as false positives.

making harder to separate instances. Our refinement net outputs also suffer from the same phenomenon compared to our raw estimates. Despite of which, our refined estimates strike a good trade-off between mIOU maximization and instance separation.

6.3. Ablation

We experimented with two transformer sizes. The small model has two encoder layers and tree decoder layers, while the large one has four encoder and four decoder layers. We tried using vanilla positional embeddings and our split embedding with and without taking the logarithm. The results are given in Tab. 2, where the object results are in mIOU without refinement net. We observe that our split embedding with log helps with objects, precision and detection scores while it causes a drop in connectivity IOU. Overall, the differences are rather low. Due to its good overall performance in object and lane results, we selected the “Large+Split Log” model as the final one. When the object results of the selected model are compared with and without refinement net, the difference is rather significant. Refinement net boosts the performance by 5.7 points in mIOU.

7. Conclusion

We proposed a novel learnable representation of local road networks based on directed graphs and Bezier curve centerlines. This representation is used to train a transformer-based neural network architecture that predicts a complete lane graph structure from a single onboard image. We also proposed a set of metrics that are suitable to evaluate the performance of the proposed graph representation based structured scene understanding. Additionally, along with the lane graph, our model also provides BEV object instances, thus offering a comprehensive understanding of the local traffic scene. Our extensive experimental comparisons with powerful baselines demonstrate the superior performance of the proposed method, in both lane graph and object detection tasks.
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8. Summary

In the supplementary material we present our data augmentation technique, which uses view synthesis to generate more diverse training examples. We give more insight into our proposed connectivity metric, and finally show more visual and quantitative results.

9. Training

During training of the method, we apply artificial depth-wise motion as a data augmentation. With the flat world assumption, it is possible to calculate the new pixel location of a real world point if the ego vehicle moves $\beta$ in the depth direction. Let the original pixel row and column coordinates be $(m_0, n_0)$ and the new coordinates be $(m_1, n_1)$.

Then $m_0 = (m_1 - d_x)fC/(fC + m_1 \beta + d_y \beta) + d_x$ and $m_0 = (m_1 - d_y)fC/(fC - m_1 \beta + d_y \beta) + d_y$ where $f$ is the focal length, $C$ is the camera height and $(d_x, d_y)$ are the frame center coordinates. We resample the original image and translate the ground truth (GT) object and centerline points by $\beta$.

10. Connectivity metric

The mathematical definition of our connectivity metric and how true positives, false positives and false negatives are defined, is given in the main text. Here we would like to summarize the definition in words. Therefore, let us first give the mathematical definition: Let the estimated binary incidence matrix be $E$ and the GT incidence matrix be $I$.

Let $M(i)$ be the index of the target that the $i$th estimation is matched to and $S(n)$ be the set of indices of estimations that are matched to target $n$. A positive entry $E_{ij}$ is a true positive if $(M(i) == M(j)) \land (I(M(i), M(j)) == 1)$, and a false positive otherwise. A false negative is a positive entry $I_{mn}$ where $\exists (i, j) : ((i \in S(m)) \land (j \in S(n)) \land (E_{ij} == 1))$.

In words, if two estimated centerlines are associated, there are two possible ways for this association to be true:

- Both estimations are matched with the same target.
- The distinct targets that the two estimated centerlines are matched to are, indeed, associated according to the GT incidence matrix.

A miss, or a false negative, is present if there is a positive entry $(m, n)$ in the GT incidence matrix $I$ and at least one of the following conditions hold:

- No estimation was matched with target $m$.
- Among all pairs of estimated centerlines $(i, j)$ where $i$ is matched with target $m$ and $j$ with $n$, there is no pair whose association estimate is positive.

11. Lane graph results

In the main paper we presented visual results for the lane graph, here we show further examples (see Fig. 10) and explain how we visualized the lane graphs.

11.1. Lane graph merging method

Whenever the network is estimating a full lane graph (this excludes PINET, which does not estimate a graph) we merge the predicted lane graph for visualization. The merging works by post processing the Bezier control points and the incidence matrix estimation in the following way:

- Extract all junction points where at least 2 centerlines meet.
- For all the junctions, get the start point locations of outgoing lines and end points of incoming lines.
- Concatenate all the junction points and take the mean, producing one $(x, y)$ pair for each junction.
- Replace the start points of outgoing and endpoints of incoming lines with their respective junction locations.

Note that, this process does not change the underlying directed graph but it is useful for visualization. It is possible to formulate more advanced post-processing steps, for example to compute the exact junction point locations one could consider the confidence of centerlines. However, this is beyond the scope of this work.

11.2. Visual results

First of all, we would like to emphasize that the results are shown for the whole target region of interest, whether it is occluded or not. We observed that sometimes, the methods can estimate lane graph structure in the occluded regions as well. Moreover, due to difficulty in establishing the occluded regions precisely, we have opted for presenting the results in whole field-of-view. Therefore, the results should be interpreted taking this into consideration. As stated in the main text and shown in Fig. 6, we have compiled the statistical results for each method on each given image for each metric. Below, we present an extended version of Fig. 6, which includes four (instead of two) traffic scenes. Additionally to the visual results of the four traffic scenes we
Figure 10. Sample centerline estimates. PINET boundary estimations are shown on the image. Our method produces the best lane graph representation. The detailed statistical results for the scenes in this figure are given.

![Image PINET Poly(Est) Ours Poly(GT) GT](image)

Table 4. Scene 1 Results

| Method  | M-Pre | M-Rec | Detect | C-Pre | C-Rec | C-IOU |
|---------|-------|-------|--------|-------|-------|--------|
| PINET   | 49    | 50    | 20     | -     | -     | -      |
| Poly(Est)| 37.9  | 33.2  | 60.0   | 0.0   | 0.0   | 0.0    |
| Ours    | 60.0  | 53.4  | 60     | 75.0  | 60.0  | 50.0   |
| Poly(GT)| 54.5  | 53.5  | 70.0   | 66.7  | 44.4  | 36.4   |

Table 5. Scene 2 Results

| Method  | M-Pre | M-Rec | Detect | C-Pre | C-Rec | C-IOU |
|---------|-------|-------|--------|-------|-------|--------|
| PINET   | 38    | 39    | 20     | -     | -     | -      |
| Poly(Est)| 70.4  | 62.5  | 20.0   | 0.0   | 0.0   | 0.0    |
| Ours    | 84.5  | 77.7  | 50.0   | 60.0  | 33.3  | 27.3   |
| Poly(GT)| 53.4  | 66.9  | 70.0   | 50.0  | 25.0  | 20.0   |

Table 6. Scene 3 Results

| Method  | M-Pre | M-Rec | Detect | C-Pre | C-Rec | C-IOU |
|---------|-------|-------|--------|-------|-------|--------|
| PINET   | 64    | 75    | 8      | -     | -     | -      |
| Poly(Est)| 32.9  | 30.7  | 26.1   | 100   | 4.4   | 4.4    |
| Ours    | 48.4  | 47.6  | 74.0   | 82.6  | 67.9  | 59.4   |
| Poly(GT)| 62.2  | 62.4  | 65.0   | 48.1  | 48.1  | 31.7   |

In Scene 1, it can be seen that all methods manage to detect the straight lanes more or less accurately. However, only our method can detect the left turn. Moreover, we see that Poly(GT) produce inaccurate estimations in that region. Yet, because our method estimates the turn in a slightly wrong distance, both our method and Poly(GT) suffer similarly in the precision-recall metric. The proposed connectivity metric, however, clearly favors our estimation which is also backed by visual inspection.

In Scene 2, Poly(GT) produces many false lines that are matched with straight road segments. This causes a decrease in precision-recall. Our method misses the left turn completely, which decreases the detection score, but it faithfully represent the straight lanes. It should be noted that Poly(Est) performs better than Poly(GT) in precision-recall in this image. Note that PINET can not handle the parked cars and generates several centerlines in the carpark area.

Scene 3 shows a complicated road network and the left and right turns are barely visible. However, our method manages to produce a good estimate. The small differences in the exact location of the lines results, however, in lower precision-recall than Poly(GT). PINET only finds the straight lines as expected while Poly(Est) detects some true initial points that are the beginnings of the turns but the Polygon-RNN head fails to produce the lanes. Again, we
see that the connectivity metric demonstrates the superiority of the proposed method.

| Method  | M-Pre | M-Rec | Detect | C-Pre | C-Rec | C-IOU |
|---------|-------|-------|--------|-------|-------|-------|
| PINET   | 39    | 46    | 30     | -     | -     | -     |
| Poly(Est) | 80.2  | 81.7  | 30     | 100   | 60.0  | 60.0  |
| Ours    | 54.9  | 52.7  | 60.0   | 100   | 66.7  | 66.7  |
| Poly(GT) | 64.4  | 69.6  | 90     | 55.6  | 83.3  | 50.0  |

**Table 7. Scene 4 Results**

In Scene 4, most of the crossroads is not visible. PINET mistakenly estimates 3 lanes (4 lane boundaries) while the rightmost one is actually a carpark area. Poly(Est) detects the lines but estimates them to be close to each other and in the same direction. Poly(GT) estimate suffers from faulty association where the rightmost lane is distorted due to a recalculated junction point location. Our method produces the initial part of the turns but fails to estimate the whole crossroads. In this scene Poly(Est) produces the best results except for the detection score. This is due to the fact that it misses the whole right part of the image, but produces reasonable estimates of the left part.

### 11.3. Additional visual results

In Fig 11, we present some additional results with object estimations included.

In the first scene, the GT shows many cars travelling in the horizontal direction but upon inspection of the image, we observe that part of image is not clear. Thus our method’s object estimates are reasonable. The road network estimate of our method is vastly superior to all other baselines including Poly(GT).

In the second image, our method produces all 4 lanes faithfully. Poly(GT) also produces decent estimates. Our method missed the cars on the right side of the scene, but we see that the rain drop is making that region non-visible.

Scene 3 provides a relatively easy task for all methods. PINET, unsurprisingly, produces an accurate estimate but Poly(Est) failed to produce the lanes. While Poly(GT) manages to somewhat estimate the direction of the lanes, it produces faulty structures in the bottom part of the FOV. Our method produces very accurate estimations for both centerlines and the car.

The last scene demonstrates a very complex crossroads scene. All 4 directions of the crossroads are visible in the image. This results in Poly(Est) producing good estimates, capturing the essence of the lane graph. The Poly(GT) es-
timate is denser than Poly(Est) and covers a larger area of the true lane graph but it fails to handle the junctions properly. Our method produces a better lane graph estimate but fails especially in the left side of the image. Our object estimates are accurate, with the exception of the truck which is labelled as car.