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Abstract

We present X-ray spectral analysis of XMM-Newton and Chandra observations in the 31.3 deg² Stripe-82X field. Of the 6181 unique X-ray sources in this field, we analyze a sample of 2937 candidate active galactic nuclei (AGNs) with solid redshifts and sufficient counts determined by simulations. Our results show an observed population with median values of spectral index $\Gamma = 1.94^{+0.31}_{-0.39}$, column density log $N_{\text{H}}/\text{cm}^{-2} = 20.7^{+1.2}_{-1.0}$, and intrinsic, de-absorbed, 2–10 keV luminosity log $L_X/\text{erg s}^{-1} = 44.0^{+0.7}_{-1.0}$ in the redshift range 0–4. We derive the intrinsic, model-independent, fraction of AGNs that are obscured (22 < log $N_{\text{H}}/\text{cm}^{-2}$ < 24), finding a significant increase in the obscured AGN fraction with redshift and a decline with increasing luminosity. The average obscured AGN fraction is 57% ± 4% for log $L_X/\text{erg s}^{-1}$ > 43. This work constrains the AGN obscuration and spectral shape of the still uncertain high-luminosity and high-redshift regimes (log $L_X/\text{erg s}^{-1}$ > 45.5, $z > 3$), where the obscured AGN fraction rises to 64% ± 12%. We report a luminosity and density evolution of the X-ray luminosity function, with obscured AGNs dominating at all luminosities at $z > 2$, and unobscured sources prevailing at log $L_X/\text{erg s}^{-1}$ > 45 at lower redshifts. Our results agree with the evolutionary models in which the bulk of AGN activity is triggered by gas-rich environments and in a downsizing scenario. Moreover, the black hole accretion density (BHAD) is found to evolve similarly to the star formation rate density, confirming the coevolution between AGN and host galaxy, but suggesting different timescales in their growing history. The derived BHAD evolution shows that Compton-thick AGNs contribute to the accretion history of AGNs as much as all other AGN populations combined.

Unified Astronomy Thesaurus concepts: X-ray surveys (1824); Active galactic nuclei (16); Galaxy evolution (594); X-ray active galactic nuclei (2035); Cosmology (343); Cosmological evolution (336); Cosmological models (337); Active galaxies (17)

1. Introduction

Active galactic nuclei (AGNs) are the manifestation of gas accretion onto supermassive black holes (SMBHs). During this growth phase, AGNs produce powerful radiation detectable across the entire electromagnetic spectrum (Antonucci 1993; Urry & Padovani 1995). The evolution of SMBH growth and its relation to the surrounding environment is still matters of active study due to the need for unbiased multivavelength samples with high spectroscopic completeness and large enough volume to reach high luminosities and redshifts. AGN selection at optical-UV wavelengths is biased against obscured sources (i.e., with column densities log $N_{\text{H}}/\text{cm}^{-2} > 22$) because the primary emission from accretion is scattered or absorbed by dust and gas along our line of sight, either on small circumnuclear scales or in dense clouds in the host galaxy. In the infrared and optical, AGNs can also be diluted by stellar emission from the host galaxy.

For these reasons, X-ray selection is a leading approach for defining nearly unbiased samples (e.g., Brandt & Alexander 2015). In particular, hard X-rays ($E \gtrsim 2$ keV) penetrate even large obscuring column densities, leading to relatively complete AGN samples (e.g., Hickox & Alexander 2018). While in the local universe these studies are possible with telescopes sensitive at energies above 10 keV, like Swift-BAT and NuSTAR (e.g., LaMassa et al. 2019b; Marchesi et al. 2019; Koss et al. 2022), at higher redshifts the relevant penetrating emission enters the Chandra and XMM-Newton ~ 0.5–10 keV energy band. This allows us to leverage the extensive amount of data available in both the Chandra and XMM-Newton archives. At the same time, the volume density of AGN drops dramatically at the highest luminosities (log $L_X/\text{erg s}^{-1}$ > 45).
and redshifts (z > 3; e.g., Hasinger 2008; Ueda et al. 2014, hereafter U14; Aird et al. 2015, hereafter A15; Buchner et al. 2015, hereafter B15; Miyaji et al. 2015; Ananna et al. 2019, hereafter A19), leading deep pencil-beam X-ray surveys to miss the most powerful accretors. According to popular models (e.g., Hopkins & Hernquist 2009; Treister et al. 2012), these sources represent evolutionary key phases where the bulk of the mass is accreted onto the central SMBH. Due to their low space density, large area surveys become crucial to collect them in samples large enough to perform population studies. This is why at present, the census of high-luminosity, high-redshift, and highly obscured sources, as well as their evolution, is still poorly known.

Here we address this gap using the large-volume Stripe 82X survey (S82X; LaMassa et al. 2013a, 2013b, 2016), which covers an area of ∼31.3 deg² with XMM-Newton and Chandra observations. While S82X is not the only large area survey observed in hard X-rays (e.g., XMM-XXL, Pierre et al. 2016; CDWFS, Masini et al. 2020) that covers the bright portion of the flux-area plane (see, e.g., Figure 1 in Nanni et al. 2020), it benefits from unprecedented multiwavelength coverage. S82X was observed from the UV to the radio wave bands, including from facilities no longer available like Spitzer and Herschel (see LaMassa et al. 2016; Ananna et al. 2017 for details on the data sets). While X-ray photons are a powerful tool to uncover and study the black hole activity, supporting information about the AGNs and their host galaxies is needed for a reliable analysis. In particular, the rich S82X multiband coverage allows the estimate of both spectroscopic and high-quality photometric redshifts, which are fundamental for X-ray spectral fitting (e.g., Salvato et al. 2009; Ananna et al. 2017; Peca et al. 2021).

In this work we perform a detailed X-ray spectral analysis of the S82X sources, using both XMM-Newton and Chandra data. We build the selection function with respect to parameters like flux and $N_{\text{H}}$, and derive the intrinsic $N_{\text{H}}$ and $L_X$ distributions for the S82X sample. Finally, we determine the X-ray luminosity function (XLF) at different redshifts, in order to measure its evolution and inform population synthesis models in the high-luminosity and high-redshift regimes.

The paper is organized as follows. In Section 2 we introduce the S82X data sets used in this work. We present the X-ray spectral analysis procedures in Section 3 and results in Section 4. In Section 5 we discuss the evolution of the fraction of AGNs that are obscured and derive the intrinsic distributions. The total, obscured, and unobscured XLFs, and the black hole accretion density (BHAD) are also shown and discussed in this section. In Section 6 we discuss the implications of this work. Section 7 summarizes the work. Throughout this paper, we assumed a Λ cold dark matter cosmology with the fiducial parameters $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.3$, and $\Omega_\Lambda = 0.7$. Errors are reported at the 90% confidence level if not specified otherwise.

2. Data

S82X comprises XMM-Newton and Chandra observations from both proprietary (XMM AO10 and AO13; LaMassa et al. 2013a, 2016) and archival (LaMassa et al. 2013b, 2016) data for a total, nonoverlapping area of ∼31.3 deg² (Figure 1). The limiting fluxes are $8.7 \times 10^{-16}$, $4.7 \times 10^{-15}$, and $2.1 \times 10^{-15}$ erg s$^{-1}$ cm$^{-2}$ in the soft (0.5–2 keV), hard (2–10 keV), and full (0.5–10 keV) bands, respectively (LaMassa et al. 2016, hereafter L16). The broad band is 0.5–10 keV for XMM-Newton observations and 0.5–7 keV for Chandra observations. Table 1 summarizes the number of observations, covered areas, exposure times and number of sources. A detailed description of the XMM-Newton campaign strategy, data reduction and analysis are given by LaMassa et al. (2013a, 2013b), and L16. The most recent version of the master catalog contains 6181 X-ray unique sources (LaMassa et al. 2019a). Of these, 5150 (∼83%), 1520 (∼25%), and 5628 (∼91%) were detected in the soft, hard, and full bands, respectively, with a detection significance of >5σ for XMM-Newton, and >4.5σ for Chandra. The total number of sources with redshift estimates is 5975 (∼97%), of which 3375 have spectroscopic redshifts (L16; LaMassa et al. 2019a) and 5972 have photometric redshifts (Ananna et al. 2017). Multiwavelength counterpart matching was performed by running a maximum likelihood algorithm as discussed by L16 and Ananna et al. (2017).

3. X-Ray Analysis

3.1. Spectral Extraction

The spectral extraction was performed with XMM-Newton Standard Analysis System v1.3 (SAS; 13 Gabriel et al. 2004) and Chandra Interactive Analysis of Observations (CIAO; Fruscione et al. 2006) v4.11, for XMM-Newton and Chandra data, respectively. The overall procedure for the spectral extraction is the same for both telescopes. For each source, we defined circular extraction regions by optimizing the signal-to-noise ratio (S/N), using a procedure similar to the SAS task EREGIONALYSE14 (e.g., Ranalli et al. 2013; Peca et al. 2021). A testing radius centered on the source centroid is varied until the maximum S/N is obtained. The S/N is computed as

$$ S/N = \frac{S}{\sqrt{S + BA}}, $$

where $S$ is the number of source counts from the varying source region, $B$ is the background counts from the corresponding background region, and $A$ is the ratio between the source and background areas. To avoid extremely small radii, we set a minimum radius of 16″ or 0.75, corresponding to the half-light widths at $E = 1.5$ keV of the XMM-Newton EPIC camera15 or the Chandra ACIS camera,16 respectively. There was no need to set a maximum radius since all of the values were within or equal to the 90% encircled energy radius for both telescopes. The background regions were defined as annuli around the sources or (in source-crowded areas or in the case of sources near CCD gaps or edges) as circles close to the corresponding sources. Background regions were defined to be 10–100 times larger than the corresponding source regions, and to avoid overlapping the source regions (considering the 90% encircled energy at the source position). Both the source and background spectra were binned to a minimum of 1 count bin$^{-1}$ with the GRPPHA tool.

13 “Users Guide to the XMM-Newton Science Analysis System,” Issue 16.0, 2021 (ESA: XMM-Newton SOC).
14 https://xmm-tools.cosmos.esa.int/external/sas/current/doc/eregonanalyse.pdf
15 XMM-Newton Users Handbook (https://xmm-tools.cosmos.esa.int/external/xmm_user_support/documentation/xbh/).
16 The Chandra Proposers’ Observatory Guide (https://cxc.harvard.edu/proposer/POG/html/).
Figure 1. Stripe 82X coverage analyzed in this work: blue squares and orange circles represent XMM-Newton archival and proprietary (AO10 and AO13) observations, respectively; while green diamonds represent Chandra archival data.

Table 1
Stripe 82X Observations

| Data Set      | Obs | Area (deg²) | Exp (ks) | Ssrcs |
|---------------|-----|-------------|---------|-------|
| Chandra       | 92  | 7.4         | 1842    | 969   |
| XMM archive   | 33  | 6.0         | 775     | 1599  |
| XMM AO10      | 2   | 44          | 240     | 751   |
| XMM AO13      | 7   | 154         | 980     | 2862  |
| Total         | 134 | 33.6        | 3837    | 6181  |

Notes.
- Data set analyzed.
- Number of observations (points, for XMM-Newton proprietary data).
- Total (nonoverlapping) area covered, in square degrees.
- Total exposure time, in kiloseconds.
- Number of sources: if a source is detected in multiple observations, the identification followed this priority (L16): XMM-AO13, XMM-AO10 + XMM-Newton archive, Chandra archive. For example, if a source is detected both in Chandra and XMM-AO13, then it is identified as an XMM-AO13 source.

3.2. Background Handling

The S82X observations are not deep enough (see Table 1) to allow for a good background sampling in local regions close to each source. Specifically, in our sample, there is not a minimum of one background count per spectral channel, which is required to apply a standard background subtraction technique (see Appendix B of the XSPEC manual). We instead decided to model the background and employ the c-stat statistics (Cash 1979) to deal with the low number of counts. In order to extract a spectrum with enough statistics suitable to model the background, we proceeded as follows. For XMM-Newton, we selected one of the deepest observations in AO13 (0747440101), which is composed of 22 pointings with an average exposure time of ~5 ks each. The detected sources in L16 were removed from the observations considering circular regions with radii corresponding to the 90% of the encircled energy (at 1.5 keV) at the source position. The background spectra were then extracted from each pointing in circular regions of radii 12′ centered at the aimpoint, and combined together with the SAS EPICSPECOMBINE tool. This procedure was repeated for the three PN, MOS1, and MOS2 cameras. For Chandra, the procedure was similar. The selected deepest observations were 2252 (~71 ks) for ACIS-I, and 7241 (~49 ks) and 344 (~47 ks) for ACIS-S. We used a radius of 8′ for Chandra ACIS-I, while for Chandra ACIS-S we combined the spectra extracted from each of the six CCDs, with a radius of 4′. The stacking procedure was done with the CIAO COMBINE_SPECTRA tool. The final background spectra have a number of counts between 50,000 and 150,000. They were modeled as described in Appendix A, and the best-fit model was used to fit the local background for each source, leaving the background normalization free to account for possible local variations (e.g., Lanzuisi et al. 2013). The spectral fitting was performed using XSPEC V12.10.1 (Arnaud 1996) through the PyXspec package. Source and background spectra were fitted simultaneously.

3.3. Spectral Models

We fitted the spectra of each source using one or more of the models described below (Figure 2), based on their number of counts (see Section 3.3.1). Ordered from the simplest to the most complex:

1. M1: Single absorbed power law (XSPEC model ZPHABS×CABS×ZPOWERLW): We modeled the effects of absorption on the primary X-ray emission (ZPOWERLW) by considering photoelectric absorption (ZPHABS) and Compton scattering (CABS). In particular, the latter is relevant for $\log N_H/\text{cm}^{-2} > 22.5$ (e.g., Suchy et al. 2012), where part of the radiation is scattered out of the line of sight. The only parameter of the CABS component is the absorption $N_H$, which was linked to the ZPHABS component. Even if its shape might not be the best description of the X-ray spectral shape (e.g., Murphy & Yaqoob 2009), the single power law is a standard in the literature (e.g., Iwasawa et al. 2012; Marchesi et al. 2016). Especially in the case of low photon statistics, where the use of many free parameters is not justified, the simple power law is an effective model for comparing general physical properties such as $N_H$ and $L_X$ among AGNs (e.g., Iwasawa et al. 2020). The free parameters for this model are then normalization, $N_H$, and photon index $\Gamma$.

2. M2: Simple absorbed power law plus reflection (ZPHABS×CABS×ZPOWERLW + PEXRAV): The reflection component, produced by the reprocessing of the primary X-ray continuum by circumnuclear material, was introduced adding the PEXRAV model (Magdziarz & Zdziarski 1995) to M1. In PEXRAV, both the photon index and the normalization were linked to the primary power law. The reflection parameter $R$ was fixed to 1: since $R = \Omega/2\pi$, where $\Omega$ is the solid angle of the cold material visible from the hot corona, $R = 1$ means the reflection is caused by an infinite slab illuminated by the isotropic corona emission. The other parameters were set to their default values. Due to the geometrical assumptions, PEXRAV can be considered a simplistic model (e.g., Yaqoob 2012; LaMessa et al. 2014; Baloković et al. 2021), but it is widely used (e.g., Buchner et al. 2014; Ricci et al. 2017b), especially in case of low photon statistics (e.g., Yaqoob et al. 2013). The free parameters for this model are the same as M1.

3. M3: Double absorbed power law (ZPHABS×CABS×ZPOWERLW + CONST×ZPOWERLW): A second unabsorbed power law was added to M1, in order to cover a possible soft-excess below ~1–2 keV. It can be produced by different mechanisms, including scattered X-ray photons.
in circumnuclear material (e.g., Ueda et al. 2007), emission of thermal plasma due to star formation (e.g., Iwasawa et al. 2011), relativistic reflection (e.g., Vasudevan et al. 2014), Comptonization of optical/UV photons in plasma colder than the one in which X-ray photons originate (e.g., Boissay et al. 2014), or absorption by partially ionized material (e.g., Gierliński & Done 2004). The photon index was linked to the primary power law, and the normalization was constrained to be $\leq 20\%$ of the primary component, as previously observed in X-ray surveys (e.g., Marchesi et al. 2016; Ricci et al. 2017b). The free parameters for this model are then the two power-law normalizations, $N_{\text{HI}}$, and photon index $\Gamma$.  

4. **M4: Double absorbed power law plus reflection** ($\dfrac{\text{ZPHABS} \times \text{CABS} \times \text{ZPOWERLW} + \text{CONST} \times \text{ZPOWERLW} + \text{PEXRAV}}{\text{TOTAL}}$): The reflection component was added to M3, with its parameters tuned as described for M2. The free parameters for this model are the same as M3.

Moreover, for each model:

1. The photon index was both left free to vary and fixed to a typical observed $\Gamma = 1.8$ (e.g., Nandra & Pounds 1994; Piconcelli et al. 2005).
2. A calibration constant (CONST) was added before each model to consider possible normalization issues between XMM-Newton and Chandra. This term was left free to vary when XMM-Newton and Chandra spectra were fitted simultaneously, otherwise it was set to 1.
3. Fixed Galactic absorption (PHABS) appropriate to the source position (Kalberla et al. 2005) was included.
4. The redshift parameter was frozen to the source redshift. We used spectroscopic redshift ($z_{\text{spec}}$) when available, and reliable photometric redshifts ($z_{\text{phot}}$) otherwise. We defined reliable $z_{\text{phot}}$ those redshifts with PDZ $\geq 70\%$, where PDZ is defined as the probability that the true redshift is within $\pm 0.1(1 + z_{\text{phot}})$ of $z_{\text{phot}}$ (see Ananna et al. 2017 for details).

One may think that such simple models do not adequately reproduce the complex shape of the AGN spectrum. However, more sophisticated and physically motivated models, such as MYTORUS (Murphy & Yaqoob 2009) or borus02 (Baloković et al. 2018), require many more photons to be used effectively (e.g., LaMassa et al. 2014, 2019b; Marchesi et al. 2019). Our sample has a median value of 38.5 net counts. With such low count statistics, parameters of sophisticated models need to be frozen to standard values to avoid possible degeneracies. As a consequence, their shape becomes similar to our models and produces consistent results (e.g., Brightman et al. 2014). It is worth mentioning that this is true for low obscuration levels up to $\log N_{\text{HI}}/\text{cm}^{-2} \sim 24$ (e.g., Marchesi et al. 2020), which is what we found in our sample as shown in Section 4. Moreover, overly complex spectral shapes may lead to worse spectral fits: fluctuations in the spectrum, which are very common for low counts sources, may be misinterpreted by XSPEC as spectral features (Peca et al. 2021) causing inaccurate results. For these reasons, it makes more sense to use simple models in the case of low count statistics, when deriving main physical properties like $N_{\text{HI}}$ and $L_X$. For
completeness, we show a comparison between our results and the borus02 model in Section 4.2.

3.3.1. Counts Threshold Evaluation

The average photon statistics in the S82X requires an investigation of the minimum number of counts needed to obtain a reliable fit. We evaluated the fit performance with XSPEC spectral simulations. For each model, we simulated spectra with typical AGN parameters: \( \log N_H/\text{cm}^{-2} \) from 20–24.5 in logarithmic bins of 0.5, redshift from 0–5 in unitary bins, a fixed \( \Gamma = 1.8 \), and a variable normalization in order to obtain a range of net counts between 0 and 100. For each parameter combination, 1000 spectra were simulated. We fitted the simulated spectra applying the same procedure described in Section 3.2. To check the fit reliability as function of the simulated parameters (counts, \( z \), and \( N_H \)), we computed the match percentage (Peca et al. 2021):

\[
\text{MP(cts, } z, N_H, \Gamma) = \frac{N(X \pm \Delta X)}{N_{\text{sim}}}(X).
\]

This is the fraction of simulated spectra for which the fitted values of \( X \) (\( N_H \) or \( \Gamma \)) are consistent with the simulated values given a tolerance \( \Delta X \) (90% uncertainty) for specific values of the number of counts, redshift, \( N_H \), and spectral index. We chose a threshold of \( \text{MP} \geq 50\% \). As shown by Peca et al. (2021), this threshold is a fair compromise between having a large enough sample and spectral fit accuracy. Since it is common to find \( N_H \) upper limits in X-ray surveys (e.g., Marchesi et al. 2016), we considered them as good values, while we rejected \( \Gamma \) solutions that were not constrained between boundaries. Because \( N_H \) values are not known a priori, as they are a free variable in the fit, the results were averaged over the \( N_H \) simulated values. The procedure was then repeated considering \( \Gamma \) values in the range 1.6–2.1 (Nandra & Pounds 1994; Piconcelli et al. 2005) with a step of 0.1, but no significant changes in the match percentage were found. In the simulations, we used the response matrices from a subset of sources observed at different epochs (XMM-AO13, XMM-AO10, and XMM-Newton and Chandra archives) to consider possible differences due to the effective area degradation during the years. We found a negligible effect on match percentage for bright sources and an overall scatter within \( \sim 5\% \) for sources with \( \leq 50 \) counts in both the telescopes. We averaged the match percentage obtained for each set of responses for XMM-Newton and Chandra separately.

In Figure 3 we show the results of these simulations for models M1–M4. As the model complexity increases (and with it the number of parameters), the minimum number of counts required for a reliable fit increases as well. For example, when fitting model M1 with \( \Gamma = 1.8 \) (solid line, left panel), it is possible to get reliable results for sources down to \( \sim 20 \) net counts, while using the same model with a free \( \Gamma \) (dashed line, left panel), roughly 35–40 counts are required. The same trends were obtained for model M3 (right panel), but with an increased minimum number of counts due to the more complex spectral shape. For models M2 and M4, we used the same curves obtained for M1 and M3, respectively. In M2 and M4 we introduced a reflection component without new free parameters and, not surprisingly, the results are very similar to those of M1 and M3. Other than the differences in the model complexity, there is also a trend with redshift. This is because as the redshift increases, the AGN spectral shape is shifted to lower energies until part of it lies outside the fitting range, resulting in a lower match percentage and, therefore, in a higher number of minimum counts. This effect is particularly important for obscured sources, whose spectral shape is absorbed in the soft band (e.g., Akylas et al. 2006).

When multi-instrument spectra were available for the same source, we fitted them simultaneously. We were then left with several fitting scenarios: from a single spectrum fitted alone to various XMM-Newton and Chandra spectra fitted together. We opted to perform spectral simulations for the cases that happened most frequently in our sample, namely: (i) three XMM-Newton spectra (PN, MOS1, and MOS2), (ii) three XMM-Newton spectra plus a single Chandra spectrum, and (iii) a single Chandra spectrum only. As shown in Figure 3, the curves found for cases (i) and (ii) are consistent with each other. For case (iii), instead, we found a slight systematic
improvement (up to $\sim 7$ counts) compared to the other cases. This can be explained because of the different backgrounds in Chandra and XMM-Newton. Having a lower background level, Chandra spectra alone need a slightly lower number of counts to get a reliable fit. We also tested the above cases using both Chandra ACIS-I and ACIS-S spectra, without finding a significant change in the results. Based on the computed curves (Figure 3), we set our count thresholds as a function of $z$, number of counts, and model.

### 3.4. Model Comparison

When more than one model is used to fit a source, a statistical comparison among those models is required to select the best result. Two tests often applied together are the Bayesian Information Criterion (BIC; Schwarz 1978) and the Akaike Information Criterion (AIC; Akaike 1974). Both are valid for nested and non-nested models. In general, due to a different penalization term (see, e.g., Kass & Raftery 1995), BIC penalizes more complex models, i.e., with a larger number of parameters, compared to AIC (e.g., Feigelson & Babu 2012; Chakraborty et al. 2021). We therefore decided to apply the AIC test to not penalize the double power-law models, which are more complex but more realistic and physically motivated than the single power laws (e.g., Lanzuisi et al. 2015; Ricci et al. 2017b).

AIC is defined as

$$
AIC = -2 \ln(L) + 2k,
$$

where $L$ is the maximum likelihood from the fit and $k$ is the number of free parameters. In XSPEC, $L$ can be retrieved from the fit results, as $cstat = -2 \ln(L)$. When the sample size is small, however, the AIC test (as expressed in Equation (3)) may over-fit, selecting models with too many free parameters (e.g., Liddle 2007). This issue can be solved by introducing a correction term in Equation (3) (e.g., Cavanaugh 1997):

$$
AIC_c = AIC + \frac{2k(k+1)}{N-k-1},
$$

where $N$ is the number of data points. The AIC criterion states that when there is a set of competing models, the one with the lowest AIC value is preferred. However, it is not the absolute AIC value that is important, but the AIC differences between different models (Burnham & Anderson 2002). In our case, when a source has enough counts to be fitted with a set of models, the AIC differences are computed over the models in the set:

$$
\Delta AIC_{c,i} = AIC_{c,i} - AIC_{c,\text{min}},
$$

where $AIC_{c,\text{min}}$ is the minimum value in the set. If more than one model falls in the range $0 \leq \Delta AIC_{c,i} < 2$, then the evidence that these models are competitive for being the best model is considered “substantial” (e.g., Burnham & Anderson 2002). When this case is verified, we take the more complex model as the best model since it has more diagnostic power on the physical nature of the AGN.

For completeness, it is worth mentioning that the BIC criterion ($\text{BIC} = -2 \ln(L) + k \ln(N)$) was also tested. As expected, for the majority (91%) of the sources, we obtained the same results of the AIC criterion. For the remaining 9%, the BIC prefers simpler models, but never with a “strong” (i.e., $\Delta BIC > 6$; Kass & Raftery 1995) evidence against the more complex models chosen by the AIC. For these cases, the competitive models are then roughly equally consistent with the data, and there is not statistical evidence to strongly favor one over the other, further justifying our choice to pick the more physically motivated one. In this regard, it should be noted that tests such as AIC and BIC compare models from a purely statistical perspective, and thus a physical interpretation in the choice of the best model should also be taken into account.

### 4. Results

In this section we report the main results derived from the spectral fitting. We narrowed the sample to include only sources with $\epsilon_{\text{spec}}$, reliable $\epsilon_{\text{phot}}$ (PDZ $\geq 70\%$), and with enough counts. Spectroscopic classified stars were also removed. The final sample contains 2937 candidate AGNs ($\sim 48\%$ of the total sample). Since X-ray sources with log $L_{0.2-10\,\text{keV}}/\text{erg}\,\text{s}^{-1} < 42$ may be either low luminosity AGNs or non-AGNs (e.g., B15, Padovani et al. 2017), we performed the spectral analysis for all of the 2937 sources and discussed our results with and without the 185 ($\sim 6\%$) sources with log $L_{0.2-10\,\text{keV}}/\text{erg}\,\text{s}^{-1} < 42$. The results are released within the catalog described in Appendix B.
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In Figure 4 we show the results of model selection described in Section 3.4. Considering the full sample (top panel), around 80% of the sources preferred models without the reflection component (M1 and M3): even if there is the same number of free parameters between models with and without reflection, the ΔAIC criterion prefers simpler spectral shapes. There is not a significant difference between models with free and frozen Γ, and single power-law models (M1 and M2) are preferred (∼54%) over double power-law models (M3 and M4). However, there is a bias toward simpler models in this pie chart, since spectral models were fitted as a function of the number of counts. Considering, instead, only sources with >65 counts (bottom panel), i.e., where all of the models were tested according to our count thresholds, we can see that while models without reflection (M1 and M3) are still preferred (∼72%), now models with a fixed Γ are disfavored and double power-law models (M3 and M4) are preferred (∼57%) over the single power-law models (M1 and M2). In particular, the last trend is confirmed for sources with >250 counts, where double power-law models are preferred over single power-law models in ∼64% of the cases. We can conclude that, in general, the secondary power-law component becomes statistically more evident as the number of counts increases. In other words, since more complex spectral models have more parameters than simple ones, more counts are needed for them to be statistically chosen as the best representation of observed spectra.

Figure 5 shows the observed distributions of column density (left panel), X-ray luminosity (absorption-corrected, 2–10 keV, rest-frame; middle panel), and photon index (right panel); whose median values are log $N_{\text{H}}$/cm$^{-2} = 20.7^{+1.2}_{-0.9}$ (21.6$^{+0.9}_{-0.7}$ considering upper limits), log $L_X$/erg s$^{-1} = 44.0^{+0.7}_{-1.0}$, and $\Gamma = 1.94^{+0.31}_{-0.33}$, respectively. The uncertainties correspond to the 16th and 84th percentiles. These results are consistent with the spectral analysis of the XMM-XXL North field ($\Gamma = 1.98^{+0.09}_{-0.05}$, log $N_{\text{H}}$/cm$^{-2} = 20.9^{+0.3}_{-0.3}$, and log $L_X$/erg s$^{-1} = 44.0^{+0.6}_{-0.6}$, by Liu et al. 2016), which has a similar depth and area as S82X. Moreover, we find that 420 (14%) of the detected S82X AGN are obscured (log $N_{\text{H}}$/cm$^{-2} > 22$), similarly to the ∼12% of XMM-XXL. It is worth noticing that these numbers also agree with those obtained by Mountrichas et al. (2020), who performed an X-ray analysis on infrared selected AGNs in S82X. Obscuration and X-ray luminosity distributions vary as a function of depth and covered area (e.g., A15, A19). Indeed, analyzing the smaller, deeper C-COSMOS field (2.2 deg$^2$, 4.6 Ms), Marchesi et al. (2016) found mean log $L_X$/erg s$^{-1} = 43.7^{+0.5}_{-0.7}$ and log $N_{\text{H}}$/cm$^{-2} = 22.7^{+0.5}_{-0.5}$, while in the still smaller and deeper CDF-South field (CDF-S; ∼0.11 deg$^2$, 7 Ms), Liu et al. (2017) found median log $L_X$/erg s$^{-1} = 43.5^{+0.6}_{-0.6}$ and log $N_{\text{H}}$/cm$^{-2} = 23.0^{+0.6}_{-1.0}$. As expected, large-volume surveys like S82X or XMM-XXL are more sensitive to luminous, unobscured AGNs, while deep pencil-beam surveys detect more obscured and faint objects. Figure 6 shows this concept in the luminosity-redshift plane: while S82X shares the high-luminosity region with XMM-XXL, smaller area surveys cover lower luminosity ranges. In particular, the CDF-S and C-COSMOS fields combined have only three sources at log $L_X$/erg s$^{-1} > 45$ and $z > 3$, while S82X and XMM-XXL have 21 and 13 sources, respectively. This strengthens the statement that large area surveys are needed to detect and study high-redshift and high-luminosity AGNs.

Our photon-index values are in agreement with many other surveys (e.g., CDF-S, Liu et al. 2017; C-COSMOS,
Marchesi et al. 2016; Swift/BAT, Ricci et al. 2017b; J1030, M. Signorini et al. 2023, in preparation), suggesting that, on average, the primary power-law slope is not correlated with luminosity or absorption. Figure 7 shows the distribution of the $P_{\text{scatt}}$ parameter, which represents the percentage of emission in the secondary power law (models M3 and M4) compared to the primary component. As discussed before, we observed a significant soft-excess component in $\sim 57\%$ of the sources, in agreement with results from Ricci et al. (2017b) in the local universe. The median value is $\log P_{\text{scatt}} = 0.2 \pm 0.5$, also consistent with Ricci et al. (2017b; 0.1$^{+0.6}_{-0.7}$). This consistency suggests that AGNs should routinely be fitted with models that include a secondary power law or other component that account for the soft-excess. By excluding possible non-AGN sources with $\log L_X / \text{erg s}^{-1} < 42$, we found no significant impact on the model selection analysis and consistent median values on the derived physical parameters: $\log N_H / \text{cm}^{-2} = 20.8^{+1.5}_{-0.5}$ (21.7$^{+0.7}_{-0.9}$ considering upper limits), $\log L_X / \text{erg s}^{-1} = 44.1^{+0.6}_{-0.8}$, with no changes for $\Gamma$ and $\log P_{\text{scatt}}$.

4.2. Comparison to a More Sophisticated Torus Model

In this analysis, we used simple models due to the limits set by low photon statistics. While these models allow for a reliable parameter estimation, more complex and physically motivated shapes might better describe the actual AGN spectrum and its features. The spectrum of an unobscured AGN is relatively easy to model, since the main power-law component dominates the overall spectral shape. Some features, such as emission lines and/or absorbers of various nature (e.g., Blustin et al. 2005) may be present, but require high photon statistics to be detectable. On the other hand, the spectral shape of obscured AGNs is driven by obscuration, and it may be modeled even with a low number of counts (e.g., Iwasawa et al. 2012, 2020; Peca et al. 2021). For these reasons, we tested our results for obscured sources with a more detailed model.

$borus02$ (Baloković et al. 2018) is a self-consistent model that considers absorption, scattering, and emission lines. Assuming a toroidal geometry and a varying covering factor, it allows us to separate the average torus column density from the line-of-sight column density, which are different when the torus is not homogeneous. However, as discussed before, for low photon statistics spectra, the reliability of the results strongly depends on the number of free parameters. We therefore assumed a fixed covering factor $f_c = 0.5$ and viewing angle $\cos \theta_{\text{obs}} = 0.5$, and we linked the different $N_H$ values together. Iron abundance was set to solar. Since this model allows $\log N_H$ values in the range $22-25.5$, we tested it only on sources with $\log N_H > 22$ cm$^{-2}$. To make a fair comparison, we applied the same constraints used in models M1–M4. If a source is best fitted with M1 or M2, we then turned off the secondary power law in $borus02$, while we left its normalization to be $\leq 20\%$ of the primary power law for sources best fitted with M3 or M4. The same logic was applied for free or frozen $\Gamma = 1.8$. With these restrictions, our $borus02$ model does not add any new free parameter relative to our previous models. The comparison of derived $N_H$ values is shown in Figure 8, along with the best-fit relation derived with linear regression modeling. Overall, we found a good agreement between the two approaches, even if the $N_H$ values derived with $borus02$ for $\log N_H / \text{cm}^{-2} < 23.5$ are slightly higher, but still consistent within the uncertainties (see insert box). At the 90% confidence level for individual spectra, only $\sim 6\%$ (26 / 420) of AGNs have $N_H$ values inconsistent with the one-to-one relation. This degree of agreement indicates that use of complex and more realistic models, at least in the present case of low count statistics, is not necessary.

5. AGN Cosmic Evolution

The evolution of AGNs, and of the fraction that are obscured, has been studied by many works (e.g., Ueda et al. 2003; Treister & Urry 2006; Aird et al. 2010, U14, B15; A15, Vito et al. 2018, A19); however, it remains an open question in observational astrophysics. Here we analyze the S82X sample, which includes more AGNs at high luminosities and redshifts than do smaller, deeper surveys, to derive the XLF and the evolution of the intrinsic obscured fraction. Below we describe how we built intrinsic distributions by correcting for...
observational biases (Section 5.1), and how we derived the obscured fraction (Section 5.2) and the XLFs for both obscured and unobscured AGNs (Section 5.3). The results derived in this section were obtained for the 2752 sources (∼45%) with log $L_X$/erg s$^{-1}$ > 42, to avoid possible non-AGN sources.

5.1. Corrections for Selection Effects

5.1.1. Malmquist Bias

The Malmquist bias—i.e., the loss of faint sources due to the flux limit of a survey—affects not only intrinsically faint sources, but also those that are heavily obscured. This is because sources with the same flux and redshift may be either more obscured and intrinsically more luminous, or less obscured and less luminous. Therefore, we corrected for a luminosity-, $N_{HI}$-, and redshift-dependent bias, as follows.

First, we used XSPEC to simulate AGN spectra as a function of $L_X$, $z$, and $N_{HI}$, for models M1–M4. For each parameter combination and model, 1000 spectra were created. The adopted parameter space was similar to what is commonly observed for X-ray AGNs: log $L_X$/erg s$^{-1}$ in the range 42–46.5 with a step of 0.5, log $N_{HI}$/cm$^{-2}$ in the range 20.5–24.5 with a step of 0.5, and redshifts from 0–4 with a step of 0.5. We did not assume a single $\Gamma$ value as is usually done in this kind of simulation; instead, we randomly sampled the observed $\Gamma$ distribution (Figure 5, right panel). This has the advantage of not fixing a standard value, which is not what is observed in any X-ray survey. We assumed that the observed distribution is similar to the distribution of objects that are missing due to the survey sensitivity, which is justified since the $\Gamma$ distributions in deeper surveys are similar to what we found for S82X. We assumed $\Gamma$ does not evolve with redshift since we do not observe such evolution in the S82X sample (see Figure 9), nor is such evolution seen in other samples (e.g., Shemmer et al. 2006; Vito et al. 2019). Response matrices for both XMM-Newton and Chandra were applied, appropriate to the exposure times and observation epochs in our data set.

We then defined the loss-sensitivity function based on the number of simulated sources that satisfied our counts thresholds, $N_{cts>th}$ (thresholds were discussed in Section 3.3.1), relative to the total number of sources ($N_{tot}$) simulated for each combination of $z$, $N_{HI}$, and $L_X$:

$$\text{Loss}(z, N_{HI}, L_X) = 1 - \frac{N_{cts>th}(z, N_{HI}, L_X)}{N_{tot}(z, N_{HI}, L_X)}.$$  \(6\)

Equation (6) represents the fraction of sources lost in S82X due to Malmquist bias. The same procedure was applied for XMM-Newton and Chandra separately (see Appendix D), and the results were combined together with a weighted average of 0.85 for XMM-Newton and 0.15 for Chandra, reflecting that the final S82X sample consists of 15% of sources detected with Chandra only. The fractional loss as a function of $N_{HI}$ and $z$ can be represented with isoluminosity surfaces, as shown in Figure 10 20. This figure can be downloaded as a numpy 3D array from GitHub: https://github.com/alessandropeca/S82X_Correction.
with different flux are detectable in different sky areas. This introduces a bias due to the AGN spectral shape, since it strongly depends on $N_H$ and redshift. In particular, at a fixed redshift and luminosity, the sky coverage is biased against the detection of high-$N_H$ AGNs, which have lower fluxes than unobscured ones. This means that different AGN populations have different sky coverages as a function of $N_H$ and $z$. We simulated 1000 sources for each set of parameters, as explained in Section 5.1.1, to quantify this effect. Then, we applied our count thresholds and derived the sensitivity curves. An example is shown in Figure 11.

It is essential to notice that the sky coverage bias is independent of the Malmquist bias. Even if they both affect the detection of sources with high $N_H$, the sky coverage bias compensates for the fact that different areas are sensitive to different observed fluxes, while the Malmquist bias depends on the intrinsic properties ($z$, $L_X$, and $N_H$) of the sources. We corrected for the sky coverage bias by weighting each source by the reciprocal of its sky coverage at the corresponding observed flux (e.g., Liu et al. 2017; Yuan et al. 2020). The weights were then included in the simulations performed in Section 5.1.1.

5.1.3. Eddington Bias

Another effect to be considered is the Eddington bias (Eddington 1913). Since faint sources are more numerous than brighter ones, statistical fluctuations may boost their source counts, therefore leading to an overestimation of sources when count thresholds are used to select samples. We considered this effect by applying an additive correction similar to the one described in Liu et al. (2017): for each source in the main L16 catalog, we generated 1000 copies with counts drawn from a Poissonian distribution with mean number of counts corresponding to the value of the parent object. The resulting distribution for all replicated sources shows an excess of sources at low counts (Figure 12), reflecting the Eddington bias. The horizontal shift between the two distributions, shown in the lower panel, was assumed as a pseudo-correction. In particular, we corrected for the Eddington bias by applying this pseudo-correction to our selection curves, obtaining effective counts thresholds that were used in the bias corrections described in Sections 5.1.2 and 5.1.1. As shown by the bottom panel of Figure 12, the Eddington bias affects the sample selection by only $\sim$2 net counts or less, and is therefore almost negligible in our analysis.

5.1.4. Redshift Completeness

To derive the properties of the intrinsic AGN populations, we must consider the redshift completeness of the sample, i.e., how many X-ray sources have a well-constrained redshift. S82X is almost 100% complete in redshifts; however, including only photometric redshifts with high probability (PDZ $\geq 70\%$), the redshift completeness drops to $\sim 75\%$. To verify that the remaining $\sim 25\%$ did not impact our results, we analyzed two test samples with redshift completeness of 90% and of 95%. Within the uncertainties, the obscured fractions and the derived XLF in those test samples were consistent with the 75% complete sample we analyze below (Sections 5.2 and 5.3), with no systematic differences in the best-fit parameters. In addition, we performed a Kolmogorov–Smirnov (K-S) test between the 95% and 75% samples on the corresponding $N_H$, $L_X$, and $z$-distributions. The obtained $p$-values are 0.45, 0.27, and 0.33, respectively, indicating that the samples are not significantly different in those quantities. We conclude that sources missing due to redshift incompleteness do not introduce a bias in our results. In support of this conclusion, we note that low-quality photometric redshifts (PDZ < 70%) are not systematically inaccurate (e.g., all low or all high) if compared to their spectroscopic values.

5.2. Obscured Fraction Evolution

The obscured fraction is key to understanding how obscured and unobscured AGN populations evolve through cosmic time. Moreover, complete knowledge of obscured accretion is essential to understanding AGN intrinsic luminosities and the overall accretion history of SMBHs, as well as how the two are linked (e.g., Hopkins et al. 2006). Once corrected for observational biases, the obscured AGN fraction was calculated as a function of redshift (Figure 13) and $L_X$ (Figure 14). We
defined the obscured fraction as the number of obscured, Compton-thin \((22 \leq \log N_H/\text{cm}^{-2} < 24)\) AGNs divided by the total number of AGNs. Since we identified only two Compton-thick \((\log N_H/\text{cm}^{-2} \geq 24)\) sources, we focus here on the unobscured and Compton-thin populations. To avoid large uncertainties, we binned our data such that each bin contained at least eight objects in both the numerator and denominator, with the exception of the red panel in Figure 14, where we used six objects as a minimum in order to have at least three points. Error bars in both of the figures were computed with a bootstrapping procedure (e.g., Vito et al. 2018): the \(N_H\) distribution derived from the spectral analysis was used to generate a new random \(N_H\) distribution, with the same total number of sources and allowing for repetition. Then, a new obscured fraction was computed, and the procedure was repeated 1000 times. At this point we had 1000 different values for each \(N_H\) bin, from which confidence intervals were computed.

First, we built the obscured, Compton-thin fraction \((F_{\text{CN}})\) as a function of redshift for three luminosity bins, from \(\log L_X/\text{erg s}^{-1} = 43\) to 46 \(\text{erg}\) (Figure 13). We assumed a broken power-law model of the following form:

\[
F_{\text{CN}}(z) = \begin{cases} 
A(z/z_*)^{-\alpha_1} & \text{if } z \leq z_* \\
A(z/z_*)^{-\alpha_2} & \text{if } z > z_*
\end{cases}
\]

where \(A\) is the normalization constant, and \(z_*\) is the characteristic redshift between the two slopes \(\alpha_1\) and \(\alpha_2\). To fit the data points to the assumed model, we used EMCEE (Foreman-Mackey et al. 2013), a solid Markov Chain Monte Carlo (MCMC) implementation of the Goodman-Weare algorithm (Goodman & Weare 2010). The best-fit parameters are shown in Table 2 (top). We find that the obscured fraction increases with redshift at all luminosities. Formally, \(z_*\) and \(\alpha_1\) increase with luminosity, while no trend was found for \(A\) and \(\alpha_2\). Second, we built the obscured fraction as a function of \(L_X\), for four redshift bins from 0–4 (Figure 14). We assumed a simple line model, since we did not see any more complex trend in the data points, and applied the same fitting procedure described above. The best-fit results are shown in Table 2 (bottom). No trend was found in the best-fit parameters; however, the normalization in the selected luminosity range increases with the redshift. Our results are consistent with previous works (Treister & Urry 2006; Hasinger 2008, A15, B15; and A19) within the uncertainties (see also Section 5.6).

Overall, there is a strong positive redshift evolution, with the Compton-thin fraction increasing as a function of redshift at all luminosities. Moreover, the \(z_*\) parameter increases with the luminosity bins, indicating a luminosity-dependent evolution. Indeed, we found an anticorrelation with the luminosity, at all redshifts. However, the uncertainties at high-redshift and low luminosity, as well as those at low redshift and high luminosity, prevent us from further considerations on the luminosity-dependent evolution. Considering \(\log L_X/\text{erg s}^{-1} > 43\), and integrating over the redshift range 0–4, we obtained an obscured Compton-thin fraction of 57\% ± 6\%, while exploring the high \(L_X\) \((\log L_X/\text{erg s}^{-1} > 45.5)\) and high-redshift \((z > 3)\) regime, we obtained an obscured fraction of 64\% ± 12\%. This is consistent with what was found by, e.g., B15 and A19.

### 5.3. Luminosity Function

The XLF is an important tracer of AGN evolution and is key to understanding the accretion history of SMBHs. We built it using the corrected, (i.e., intrinsic) distributions of \(N_H\) and \(L_X\) derived from our analysis. One of the commonly used methods to build the XLF is the \(1/V_{\text{sky}}\) estimator (e.g., Miyaji et al. 2000), which is a generalization of the \(1/V_{\text{max}}\) method (Schmidt 1968). The intuitive idea behind this method is to construct a binned differential luminosity function (LF) in redshift intervals. However, it may produce biases at low fluxes close to the data sensitivity and when the luminosity bins are large (see, e.g., Page & Carrera 2000; Miyaji et al. 2001). Several methods were designed to address the limitations of the \(1/V_{\text{sky}}\) approach (e.g., Lynden-Bell 1971; Miyaji et al. 2001; Ananna et al. 2022); we used a method similar to Page & Carrera (2000), which works with Poissonian statistics, so there is no minimum number of objects required in each bin.

Our derived binned XLF \((\phi_{\text{bin}})\) is shown in Figure 15 (black points), for seven redshift bins from \(z = 0–4\). The derived binned LF is consistent, within the uncertainties, with the XLFs from U14, A15, and A19. To fit the XLF, we applied the kernel density estimation (KDE) method described by Yuan et al. (2020, 2022). This nonparametric approach takes advantage of the mathematics beyond the KDE (Wasserman 2006), a well-established procedure to estimate continuous density functions (e.g., Chen 2017; Davies & Baddeley 2018). This method does not require any model assumptions, since it generates the XLF relying only on the available data. In particular, we apply the adaptive KDE version of the method, which automatically adapts the bandwidth of each individual kernel avoiding
The derived points overlap the models from A19 (shaded stars), B15 (shaded dashed), and A15 (empty shaded). Error bars were obtained with a bootstrapping procedure (see the text). On the x-axis, each point is centered at the median luminosity value of the corresponding bin.

Table 2: Fit Parameters for Evolution of Obscured Fraction

| Obscured Fraction versus Redshift | 0<z<1 | 1<z<2 | 2<z<3 | 3<z<4 |
|----------------------------------|-------|-------|-------|-------|
| Bin                             | A     | z*    | α1    | α2    |
| 43 < L_X < 44                   | 0.58±0.04 | 1.10±0.05 | 0.14±0.04 | 0.25±0.05 |
| 44 < L_X < 45                   | 0.52±0.04 | 1.32±0.04 | 0.25±0.04 | 0.34±0.04 |
| 45 < L_X < 46                   | 0.60±0.06 | 2.24±0.06 | 0.55±0.06 | 0.19±0.06 |

| Obscured Fraction versus Luminosity | 0<z<1 | 1<z<2 | 2<z<3 | 3<z<4 |
|-----------------------------------|-------|-------|-------|-------|
| Bin                              | m     | q     |       |       |
| 0 < z < 1                        | -0.076±0.009 | 3.85±0.04 |
| 1 < z < 2                        | -0.081±0.011 | 4.14±0.07 |
| 2 < z < 3                        | -0.064±0.020 | 3.48±0.09 |
| 3 < z < 4                        | -0.05±0.04   | 2.91±0.19 |

Note: Best-fit parameters for evolution with redshift (top): normalization, A; characteristic redshift, z*; and two power-law indices, α1 and α2 (see Figure 13). For dependence on luminosity (bottom): best-fit parameters are slope, m, and intercept, q (see Figure 14). Uncertainties correspond to the 1σ confidence level.

possible biases due to data inhomogeneity. The choice of the adaptive KDE is justified by applying a K-S test as described by Yuan et al. (2022, hereafter Y22). The analytical form of the adaptive KDE XLF, \( \phi_a(z, L) \) (for the full mathematical treatment, see Y22) is

\[
\phi_a(z, L) = \frac{n(Z_2 - Z_1)f_k(x, y|h_{10}, h_{20}, \beta)}{(z - Z_1)(Z_2 - z)dV/dz},
\]

where \([Z_1, Z_2]\) is the data set redshift range, \(n\) is the number of objects in such a range, \(\Omega\) is the covered solid angle, \(dV/dz\) is the differential comoving volume per unit of solid angle, and \(f_k(x, y|h_{10}, h_{20}, \beta)\) is the density of \((x, y)\), which corresponds to the \((z, L)\) pair in the KDE parameter space. This function, \(f_k\), defined in Equation (A1) in Y22, depends on three parameters: the two bandwidths \(h_{10}\) and \(h_{20}\), which define the window width of the density estimation, and the sensitivity parameter, \(\beta\), which allows for a flexible and adaptive kernel width. Y22 provided a Bayesian MCMC routine to determine the posterior distributions of the bandwidths and the \(\beta\) parameter, and then the uncertainty estimation on the XLF.

The derived XLF is shown in Figure 15 (solid red lines and orange contours). In principle, the KDE method allows for extrapolation of the XLF beyond the luminosity limits of the observations; however, the resulting high-luminosity tail may overestimate the true XLF, especially when using the adaptive method (Yuan et al. 2020), so our XLFs are reported only for observed luminosities. As shown by the posterior error estimations in Figure 16, the derived best-fit parameters are well constrained, meaning a good kernel estimation (Y22).
The XLF shows a strong luminosity evolution, since as the redshift increases, the AGN density increases at high luminosity. We also see a density evolution, since the ratio between the XLF and the XLF at $z = 0.1$ varies with $z$. In particular, the AGN density increases up to $z \sim 2$, then declines at $z \gtrsim 2.5$. These trends are in agreement with what was found previously by U14, A15, and A19. It is worth mentioning the differences among these works: U14 and A19 analyzed sources in the $0.5 – 195$ keV range, while A15 analyzed the $0.5 – 7$ keV band only (see also A19 for a detailed comparison), similar to the $0.5 – 10$ keV range used in this work. Moreover, while they used different combinations of deep and wide surveys, we used the S82X data only. At the bottom of each panel in Figure 15, we plot the ratio between our XLF and the others (U14, A15, A19), showing they are in generally good agreement. Even though there is a slight increase of AGN densities at high luminosities (similar to Laloux et al. 2023), the uncertainties of both our XLF and the others (omitted in Figure 15 for clarity) become larger at these regimes, making them consistent within the errors and preventing us from further considerations. The nonparametric approach does not impose any particular shape on the XLF, but a break followed by significant steepening (a “knee” in the XLF), is required by the data. In practice, AGNs at the break luminosity dominate the X-ray emission produced by the full population. This break luminosity evolves to higher luminosities with increasing redshift.

We also derived the XLF separately for obscured (CN) and unobscured AGNs. The results are shown in Figure 17. Unobscured AGNs slightly dominate at high luminosity ($\log L_X / \text{erg s}^{-1} \gtrsim 44–45$) up to $z \sim 1.5–2$, with the obscured population dominating at lower luminosities. At higher redshifts ($z > 2$), instead, the obscured population dominates at all luminosities. This is similar to what was found by A15. In general, both unobscured and obscured AGNs experience strong luminosity evolution, as well as density evolution. Table 3 gives number densities for the total, unobscured, and obscured XLFs.

In Figure 18 (top panel), we show the spatial AGN density as a function of redshift, for different luminosity bins. As the luminosity increases, the peak of the density moves toward higher redshifts. This pattern describes the so-called downsizing scenario (e.g., Cowie et al. 2003; Ueda et al. 2003), where the AGN density is driven by a combination of merger-driven mechanisms for high-luminosity AGNs, and secular processes dominated by minor mergers and disk instabilities for intermediate and low luminosity AGNs (e.g., Treister et al. 2012; Miyaji et al. 2015). As we did for the XLF, we split the total AGN space density into unobscured and obscured populations (Figure 18, bottom panel). Except for the $\log L_X / \text{erg s}^{-1} = 42–43$ bin, which is not covered adequately by our relatively shallow data, it is clear how the combination of the underlying populations models the total AGN density shape. In particular, the distributions of the two populations peak at different redshifts, with the obscured (unobscured) one
at higher (lower) redshifts. This reflects the fact that obscured AGNs become more dominant as the redshift increases.

5.4. Black Hole Accretion Density

AGN evolution can be further analyzed by computing the BHAD (or \( \Psi_{\text{BHAD}} \)), which encapsulates the SMBH growth history (e.g., Sotan 1982). The BHAD is defined as

\[
\Psi_{\text{BHAD}}(z) = \int \frac{(1 - \epsilon)}{\epsilon} L_{\text{bol}} \phi(L_{\text{bol}}, z) d \log L_{\text{bol}} \text{ [cgs]},
\]

where \( \epsilon \) is the radiative efficiency (here assumed to be \( \epsilon = 0.1 \); e.g., Hopkins et al. 2007; Vito et al. 2018), \( L_{\text{bol}} \) is the bolometric luminosity, and \( \phi(L_{\text{bol}}, z) \) is the bolometric luminosity function at a given redshift. We derived \( L_{\text{bol}} \) and \( \phi(L_{\text{bol}}, z) \) from their X-ray analogs by applying the bolometric correction found by Duras et al. (2020). Due to the large scatter in these values (e.g., Lusso et al. 2012; Duras et al. 2020), we also applied the bolometric correction derived by Hopkins et al. (2007), which is higher in the range \( \log L_X/\text{erg s}^{-1} \approx 42-45 \), but lower at higher luminosities. The differences in these bolometric corrections dominate the uncertainties in the BHAD. Equation (9) is ideally integrated over all luminosities (e.g., Delvecchio et al. 2014). Practically, we selected the \( \log L_{\text{bol}} \) range corresponding to \( \log L_X/\text{erg s}^{-1} = 42-47 \). Since our derived XLFs do not cover this range entirely, we extrapolated our results as follows. Motivated by the fact that the main contribution to the AGN accretion rate is produced by the break luminosity of the XLF, which we constrained at all redshifts, and that XLF models have typically double power-law shapes (e.g., Vito et al. 2014, A15), we extended our XLF by maintaining constant the average slope before and after the break luminosity. Since at \( z \gtrsim 3 \) our XLF is poorly constrained at low luminosities, we assumed the A15 slope, whose XLF best overlaps with ours (see Figure 15).

Our derived BHAD is shown in Figure 19, along with several other estimates for comparison. First, we show the BHAD derived from the A19 XLF because it was based on the most comprehensive data available, including hard X-ray surveys from NuSTAR and Swift-BAT, which are sensitive up to \( \sim 195 \) keV and thus identify highly obscured sources that otherwise could be missed at lower energies (e.g., Gilli et al. 2007; Treister et al. 2009; Ballantyne et al. 2011). Moreover, the A19 model simultaneously reproduces number counts from the largest surveys over different areas and depths, as well as constraints from the cosmic X-ray background, and is therefore the most up-to-date population synthesis model for AGNs. In any case, due to the similarities between our XLF and the other X-ray XLFs, their BHADs are similar to ours. Considering Compton-thin AGNs only ("hatched green"), the BHAD derived from A19 agrees well with our curve ("solid blue"). The complete A19 BHAD ("solid green") is a factor \( \sim 2-3 \) higher, as expected because of the substantial number of Compton-thick AGNs, which are not well sampled in our survey nor in other samples (e.g., U14, A15).

The yellow region in Figure 19 was derived by Delvecchio et al. (2014) from Herschel infrared observations of AGNs, using a decomposition of UV-optical-infrared spectral energy distributions (SEDs) to isolate the emission from black hole accretion. However, this procedure may miss some AGNs when the SED is dominated by stellar emission (e.g., Delvecchio et al. 2017), especially if the AGN radiation is buried behind obscuring material (e.g., Del Moro et al. 2013; Hatcher et al. 2021). Hence, it is not surprising that the Delvecchio et al. (2014) infrared curve lies near or below our curve; indeed, this comparison suggests that the SED-decomposition approach could miss the majority of Compton-thick AGNs, or at least a significant fraction of them.

Theoretical simulations of black hole growth from Sijacki et al. (2015) and Volonteri et al. (2016) are also shown in Figure 19 (purple curves). These models are similar to the A19 curve, although slightly different in shape, and they lie well above our curve, particularly for \( z \gtrsim 2 \). The discrepancy between X-rays and theoretical simulations is known in the literature (e.g., Vito et al. 2018; Barchiesi et al. 2021; Wolf et al. 2023), and it is generally explained with the challenges in efficiently detecting heavily obscured, Compton-thick sources in X-ray surveys (e.g., Hickox & Alexander 2018). These tensions suggest that Compton-thick AGNs may have a substantial role in the SMBHs accretion history, especially at high redshift, even though their contribution is still not well understood.

We also compare our results with the star formation rate densities (SFRD) found by Madau & Dickinson (2014) and Bouwens et al. (2015) (in gray, scaled down by a factor \( 2 \times 10^4 \) to avoid confusion with the other curves). As for the BHAD, there is a peak around redshift \( z \approx 2 \). The similar evolution of the BHAD and SFRD is considered evidence in favor of the SMBH host-galaxy coevolution scenario (e.g., see Vito et al. 2018 or Hickox & Alexander 2018 for a review). In detail, however, these quantities seem to have a different evolution, especially at high redshifts. In particular, the slope of the BHAD at \( z > 2 \) is steeper than that of the SFRD, implying that black holes grow faster, on shorter timescales, compared to

\[ h = 0.120^{+0.014}_{-0.015}, h = 0.062^{+0.008}_{-0.007}, \beta = 0.309 \pm 0.027, \]
their host galaxies (e.g., A15). However, the large uncertainties in deriving the BHAD and the SFRD from different observations, simulations, and methods, leave the discussion open.

5.5. On the Evolutionary Picture

Our analysis shows how the total AGN space density evolves over cosmic time, and how its shape depends on the interplay between unobscured and obscured AGNs. We now discuss models that might explain the observed trends with luminosity, obscuration, and redshift.

One of the most invoked models to explain the decreasing obscured fraction with increasing X-ray luminosity is the receding torus model (e.g., Lawrence 1991; Simpson 2005). In this model, a decrease in the covering factor of the dusty torus (e.g., Buchner et al. 2015; Matt & Iwasawa 2019) is caused by increasing radiation pressure, photoionization of gas clouds, dust sublimation, or some combination thereof (e.g., Hönig & Beckert 2007; Akylas & Georgantopoulos 2008; Mateos et al. 2017). The receding torus model therefore links the distribution of line-of-sight column densities and intrinsic luminosity. However, it is unclear how to connect this model to the redshift evolution, since it predicts less obscuration at higher redshifts, where AGNs are on average more luminous, whereas the opposite trend is observed.

Another common picture is that luminous AGNs are triggered by mergers (e.g., Sanders et al. 1988; Treister et al. 2012), which supply gas to the black hole (Hopkins et al. 2006; Somerville et al. 2008) and, at least initially, produce high levels of obscuration (e.g., Sanders et al. 1988; Blecha et al. 2018). During this stage, the SMBHs grow close to the Eddington limit, generating a combination of radiation and kinetic pressure capable of blowing out gas and dust around the central engine, leading to a largely unobscured phase (Sanders et al. 1988; Treister et al. 2010) during which the AGN shines until the accretion processes consumes the gas reservoir (e.g., Hopkins et al. 2008). It is therefore likely that high-luminosity AGNs generate efficient feedback mechanisms capable of depleting and consuming the gas supply (e.g., B15), linking the X-ray luminosity to the accretion processes (e.g., Hopkins et al. 2007, U14). In this scenario, one expects the fraction of unobscured sources to increase with luminosity, in any redshift bin, as observed (Figure 17). At the same time, for fixed luminosity, the fraction of unobscured sources should decrease with increasing redshift because mergers, and obscuration in general (e.g., Carilli & Walter 2013), become more common at high redshift (e.g., Ricci et al. 2017a). Both trends are observed in our results (bottom panel of Figure 18).
Numerical Values for the Derived XLFs: Total (\(\phi_{T}\)), Unobscured (\(\phi_{\text{unobs}}\), and Obscured (\(\phi_{\text{obs}}\)) for different Luminosity and Redshift Bins

| \(\log L_X\) (erg s\(^{-1}\)) | \(z\) | \(\phi_{T}\) (Mpc\(^{-3}\)) | \(\phi_{\text{unobs}}\) (Mpc\(^{-3}\)) | \(\phi_{\text{obs}}\) (Mpc\(^{-3}\)) |
|-----------------|-------|-----------------|-----------------|-----------------|
| 42–43           | 0.1   | \(1.1\times10^{-4}\) | \(4.29\times10^{-5}\) | \(7.1\times10^{-5}\) |
| 42–43           | 0.5   | \(2.39\times10^{-4}\) | \(9.40\times10^{-5}\) | \(1.51\times10^{-4}\) |
| 42–43           | 1.0   | \(8.16\times10^{-5}\) | \(9.18\times10^{-6}\) | \(1.45\times10^{-4}\) |
| 43–44           | 0.1   | \(1.49\times10^{-5}\) | \(8.17\times10^{-6}\) | \(6.64\times10^{-6}\) |
| 43–44           | 0.5   | \(4.66\times10^{-5}\) | \(2.13\times10^{-5}\) | \(5.34\times10^{-5}\) |
| 43–44           | 1.0   | \(7.05\times10^{-5}\) | \(2.71\times10^{-5}\) | \(4.51\times10^{-5}\) |
| 43–44           | 1.5   | \(5.67\times10^{-5}\) | \(1.90\times10^{-5}\) | \(4.09\times10^{-5}\) |
| 43–44           | 2.0   | \(4.15\times10^{-5}\) | \(1.27\times10^{-5}\) | \(3.17\times10^{-5}\) |
| 43–44           | 2.5   | \(3.0\times10^{-5}\) | \(9.26\times10^{-6}\) | \(2.15\times10^{-5}\) |
| 43–44           | 3.0   | \(2.92\times10^{-5}\) | \(2.41\times10^{-7}\) | \(1.04\times10^{-7}\) |
| 44–45           | 0.1   | \(3.77\times10^{-7}\) | \(1.07\times10^{-6}\) | \(8.49\times10^{-7}\) |
| 44–45           | 0.5   | \(1.92\times10^{-6}\) | \(4.18\times10^{-7}\) | \(4.31\times10^{-6}\) |
| 44–45           | 1.0   | \(8.47\times10^{-7}\) | \(7.07\times10^{-7}\) | \(8.54\times10^{-6}\) |
| 44–45           | 1.5   | \(1.54\times10^{-6}\) | \(6.89\times10^{-7}\) | \(9.57\times10^{-6}\) |
| 44–45           | 2.0   | \(1.62\times10^{-6}\) | \(4.70\times10^{-7}\) | \(8.50\times10^{-6}\) |
| 44–45           | 2.5   | \(1.28\times10^{-6}\) | \(2.91\times10^{-7}\) | \(5.93\times10^{-6}\) |
| 44–45           | 3.0   | \(8.55\times10^{-7}\) | \(1.74\times10^{-7}\) | \(3.63\times10^{-6}\) |
| 44–45           | 3.5   | \(5.19\times10^{-7}\) | \(8.98\times10^{-7}\) | \(2.24\times10^{-6}\) |
| 44–45           | 4.0   | \(3.02\times10^{-7}\) | \(6.43\times10^{-7}\) | \(3.53\times10^{-6}\) |
| 45–46           | 0.5   | \(9.87\times10^{-9}\) | \(3.33\times10^{-8}\) | \(2.16\times10^{-8}\) |
| 45–46           | 1.0   | \(5.46\times10^{-9}\) | \(8.44\times10^{-8}\) | \(8.04\times10^{-8}\) |
| 45–46           | 1.5   | \(1.65\times10^{-9}\) | \(1.28\times10^{-7}\) | \(1.44\times10^{-7}\) |
| 45–46           | 2.0   | \(2.70\times10^{-9}\) | \(1.14\times10^{-7}\) | \(1.54\times10^{-7}\) |
| 45–46           | 2.5   | \(2.63\times10^{-9}\) | \(7.64\times10^{-8}\) | \(1.26\times10^{-7}\) |
| 45–46           | 3.0   | \(1.96\times10^{-9}\) | \(3.46\times10^{-8}\) | \(6.18\times10^{-8}\) |
| 45–46           | 3.5   | \(1.29\times10^{-9}\) | \(1.96\times10^{-8}\) | \(3.55\times10^{-8}\) |
| 45–46           | 4.0   | \(7.14\times10^{-10}\) | \(1.96\times10^{-9}\) | \(3.55\times10^{-8}\) |

Note. Uncertainties are reported at the 3σ confidence level on the KDE.

Hopkins et al. (2005) proposed an interpretation of the AGN luminosity function in which the bright end corresponds to AGNs at the maximum of their accretion history, while the faint end traces AGNs during small accretion events either at the beginning or the end of their activity peak. The bulk of AGN accretion is then produced by the “knee” of the LF, where the density of AGNs at their activity peak is maximized. Both the XLF density evolution and the BHAD derived in this work show a peak at \(z \approx 2\). At these redshifts, obscured AGNs dominate for \(\log L_X/\text{erg s}^{-1} > 43\) (Figure 17), meaning the majority of black hole accretion occurs in an obscured stage.

### 5.6. Comparison to Other Works

In this work, we analyzed the X-ray spectra of AGNs from the S82X sample, then derived the intrinsic distributions and luminosity functions of X-ray-selected AGNs by correcting for observational biases (Section 5.1). In particular, we used simulations to correct for Malmquist bias (loss of faint sources at the flux limit), sensitivity bias (from the range of spectral shapes), and Eddington bias (statistical fluctuations near the flux limit). We did not assume any functional form for the XLF, \(N_H\) distributions, nor X-ray spectra, allowing these to be dictated by the data (and bias corrections). Because we used only observations from the S82X survey, we avoided the challenge of correcting for different survey sensitivities.

We were able to measure the evolution of XLFs and place strong constraints on the obscured fraction up to \(z = 4\) because of the many S82X AGNs with \(z > 3\) and \(\log L_X/\text{erg s}^{-1} > 45.5\). Previous results based on smaller, deeper surveys, which lack sources in this redshift and luminosity regime, are usually extrapolated or less well constrained. Our results agree well with those of U14, B15, and A19; A15 predicts more obscured AGNs at \(z \lesssim 1\), and with different trends at \(\log L_X/\text{erg s}^{-1} 43–44\), but is consistent at all other redshifts and luminosities. It is worth noticing that Georgakakis et al. (2017) derived a slightly lower fraction of obscured AGNs at \(z \approx 1\) and \(\log L_X/\text{erg s}^{-1} 44–45\) in XMM-XLL, but consistent with ours within the errors. Moreover, our derived obscured AGN fractions are consistent, within the uncertainties, also with Treister & Urry (2006) and Hasinger (2008), who derived the obscured fraction of AGNs relying on optical classification and using a combination of optical spectra and X-ray photometry, respectively.

The effects of our nonparametric approach can be seen in a less-evident “knee” in the XLF and by a slope that can change with redshift and luminosity, instead of having a fixed number of slopes dictated by the model (Figure 15). We also have sufficient obscured AGNs to determine the XLF independently for Compton-thin and unobscured AGNs separately (Figure 17). Other XLFs at high redshift (\(z > 3\)) and high luminosity (\(\log L_X/\text{erg s}^{-1} > 45.5\)) have usually been obtained using mainly obscured sources, using assumptions or
extrapolations to derive information on the underlying obscured population (e.g., Hickox & Alexander 2018). Commonly adopted solutions are: (i) extrapolating local obscured AGN distributions up to high redshift (e.g., U14), (ii) using only a few objects to constrain the obscured fractions (e.g., B15), or (iii) including additional information such as constraints from the X-ray background (e.g., Gilli et al. 2007, A19). However, these approaches generally fail, if taken individually, to satisfy all current available data (see comparisons by A19).

5.7. Compton-thick AGNs

We were able to place strong constraints on unobscured and Compton-thin AGNs, but the role of highly obscured, Compton-thick AGNs is difficult to analyze with the S82X sample alone (see also Section 5.4). We found just two Compton-thick objects plus three other candidates (which have \( N_{\text{HI}} \) upper limits above \( 10^{23} \text{ cm}^{-2} \)). Figure 20 compares these numbers with the number of expected Compton-thick AGNs from the Gilli et al. (2007) and A19 models, taking into account the S82X limiting flux and the cuts we applied on the number of counts, but not the selection in photometric redshifts. In particular, the latter may be crucial in recovering the full number of these highly obscured sources, since they are usually faint and difficult to detect in optical/infrared bands. Thus, these predictions have to be considered as upper limits.

The total number of predicted Compton-thick AGNs in the redshift range 0–4 is \( \sim 4.5 \) and \( \sim 7.6 \) for the two models, respectively. Given the limited statistics, these numbers are consistent with what we found, although three of five sources have only \( N_{\text{HI}} \) upper limits, and thus their interpretation as Compton-thick sources is uncertain. This result suggests that to investigate the intrinsically luminous, Compton-thick population we need much larger numbers of AGNs, either from wider areas or deeper observations. This is especially true at \( z \gtrsim 2 \), where the number of detected highly obscured AGNs should drop dramatically due to their faintness (e.g., Treister et al. 2004).

6. Future Prospects

Population studies with high-luminosity and high-redshift AGNs strongly depend on the number of objects available in such extreme regimes. In this work, we used the available S82X data from L16 and LaMassa et al. (2019a), which allowed us to investigate AGNs up to \( z = 4 \) and \( \log L_X/\text{erg s}^{-1} = 46 \) for both unobscured and obscured (Compton-thin) AGN populations. To overcome these limits, larger samples are needed. Since L16, there have been new XMM-Newton and Chandra archival observations in the Stripe 82 field, such that the total nonoverlapping area reaches \( \sim 50 \text{ deg}^2 \). Also taking into account overlapping observations, we estimate to almost double the current number of objects and to increase the overall depth by a factor of \( \sim 2 \). This will be a significant improvement over our current results, especially for the Compton-thick AGN population. We note that the study of obscured AGN populations in particular will benefit from the Herschel and Spitzer infrared data available in the S82X, which will help determine photometric redshifts (e.g., Salvato et al. 2009; Ananna et al. 2017; Peca et al. 2021) and improve analysis of SEDs (C. Auge et al. 2023, in preparation). Moreover, we are continuing spectroscopic follow-up of S82X sources (LaMassa et al. 2019a), meaning that the number of spectroscopic redshifts will grow in the next years, adding more sources to the X-ray spectral analysis sample.

Another approach is to include other X-ray surveys in the analysis (e.g., U14, A15, B15, A19). Deep X-ray surveys can reveal heavily obscured sources, but typically cover very small volumes, and thus are not sensitive to rare objects at high luminosity (e.g., Marchesi et al. 2016; Liu et al. 2017). Even the XMM-XXL field (XXL North, \( \sim 25 \text{ deg}^2 \)) has only five objects at \( \log L_X/\text{erg s}^{-1} > 45.5 \), all of them classified as broad-line AGNs from optical spectra (Liu et al. 2016), and S82X AGNs (\( \sim 31 \text{ deg}^2 \)) do not exceed \( \log L_X/\text{erg s}^{-1} = 46 \). Much larger surveys, such as eFEDS (Brunner et al. 2022) and the forthcoming all-sky eROSITA survey (Merloni et al. 2012), will be needed to detect rare and intrinsically luminous objects. Even then, eROSITA has less effective area than XMM-Newton above 3 keV, and a higher background than Chandra, so it is relatively less sensitive to obscured AGNs. For example, only 245 sources—\( \sim 1\% \) of the current eFEDS catalog—are detected in the hard band (2.3–5 keV). Of course, since the eROSITA final all-sky catalog (eRASS:8; Predehl et al. 2021) will have millions of extragalactic sources, even the obscured ones will be available in large numbers, enough to allow for
population studies. However, the corrections for obscured AGNs missed by the soft-band selection will be large.

Moreover, data above 10 keV are fundamental to detecting heavily obscured sources and Compton-thick AGNs (e.g., Ricci et al. 2017b; A19; Marchesi et al. 2019; Koss et al. 2022). The combination of these very hard-band X-ray observations and simulations (e.g., Baloković et al. 2021) to correct for observational biases is crucial to constrain the fraction of Compton-thick AGNs and, therefore, to shed light on the black hole accretion in the young universe and on the onset of the black hole-galaxy coevolution.

Future planned X-ray telescopes will certainly improve our current knowledge of AGN populations. For example, the planned AXIS mission (Mushotzky et al. 2019) is designed to have an effective area of roughly seven (two) and 25 (five) times those of the current XMM-Newton and Chandra capabilities at 1 (6) keV, respectively, with subarcsecond angular resolution over a 24′ × 24′ field of view. This will be an improvement of a factor of ∼100 with respect to Chandra, whose point-spread function degrades rapidly outside 2′. Marchesi et al. (2020) predicted that AXIS would detect more than 200,000 AGNs in the 0.5–7 keV band, including >7000 at z > 3 and tens at z > 6, from a combination of deep, intermediate, and wide surveys. This is just one example of possible next-generation telescopes—like Athena (Barret et al. 2020) and Lynx (Gaskin et al. 2019)—which will be essential for better constraining the obscured fraction and XLF at the highest redshifts and luminosities, and for unveiling a new window for AGN population studies in the universe up to z ∼ 8 (Marchesi et al. 2020).

7. Summary

We exploited the full extent of X-ray and multiband data in the S82X field by analyzing the X-ray spectra of the 2937 sources with a solid redshift estimate (L16; LaMassa et al. 2019a). Using simulations, we established thresholds for the minimum number of detected counts needed to get a reliable fit. We considered simple power-law models as well as more complex shapes, including soft-excess and reflection components. The best fits were then identified using the AIC criterion.

Figure 19. Evolution of the black hole accretion density (BHAD) derived in this work (blue curves), compared with A19 (green curves, with and without Compton-thick AGNs), and the theoretical works of Sijacki et al. (2015; shaded purple) and Volonteri et al. (2016; purple line). The continuous and dashed lines correspond to the BHADs derived with the bolometric corrections of Duras et al. (2020) and Hopkins et al. (2007), respectively. The Delvecchio et al. (2014) BHAD, obtained from infrared data, is also shown (shaded yellow). For comparison, we added the Madau & Dickinson (2014) and Bouwens et al. (2015) star formation rate densities (SFRDs; scaled by a factor 2 × 10^7 for clarity, gray dotted line and gray dashed area, respectively).

Figure 20. The number of Compton-thick AGNs (log N_{HI}/cm^{-2} = 24–26) identified in this work (gold) is in good agreement with the predicted number from Gilli et al. (2007; purple line) and Ananna et al. (2019; green line), albeit with limited statistics. Hatched regions correspond to N_{HI} upper limits above log N_{HI}/cm^{-2} = 24. Model predictions are upper limits because of our quality cut on the photometric redshifts.

We derived the evolving AGN XLF, correcting for observational biases through extensive simulations, and without assuming any particular functional form. In addition to the total XLF, we derived separate XLFs for obscured and unobscured AGN populations, and we computed the obscured fraction of AGNs as a function of both redshift and luminosity. S82X AGNs with high luminosities (L_X > 45.5 erg s^{-1}) and redshifts (z > 3) add new statistical weight not available from smaller volume surveys.

Our XLF shows a “knee” imposed by the data, which represents where AGNs dominate the luminosity at a particular redshift. The shape of the total XLF exhibits both luminosity and density evolution: AGNs are more luminous at higher redshift and, for fixed luminosity, have higher densities at lower redshift. The unobscured and obscured XLFs, whose combination constitutes the total XLF in changing contributions, reveal that obscured AGNs dominate at all luminosities.
at $z > 2$. The fraction of AGNs that are obscured increases with redshift, and decreases with increasing luminosity.

We used the XLF to compute the BHAD as a function of redshift. Although our BHAD has a similar shape compared to other works based on Compton-thin AGNs, it lies below theoretical predictions. Including Compton-thick AGNs roughly doubles the emission and largely resolves the disagreement with theory, even if the slightly different shapes of the curves remain to be explained. This result suggests that Compton-thick AGNs have an essential role in the growth of SMBHs, and that their contribution exceeds previous estimates (e.g., U14, A15). The BHAD for X-ray-selected AGNs lies above estimates from far-infrared-selected AGNs, implying that, at least with present flux limits, infrared surveys may miss Compton-thick AGNs.

The patterns found for the XLFs, obscured fractions, and BHAD confirm the cosmic downsizing of black hole growth. The similar evolution of the black hole and star formation densities supports the idea of coevolution between SMBH and host galaxy, but suggesting different timescales during their evolution.

Current and upcoming X-ray surveys with larger volumes will increase the statistics of AGNs at high luminosity, high obscuration, and high redshift beyond the work presented here. This includes both future surveys with eROSITA and proposed X-ray observatories, and newer archival X-ray observations in S82X, which have the advantage of invaluable ancillary multiwavelength data, especially in the infrared.
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Appendix A
Background Modeling

In this section, we describe the models adopted to fit the backgrounds in the XMM-Newton and Chandra data. The observed X-ray background is composed of two main components: cosmic and instrumental (blue and orange curves in Figure 21, respectively). The cosmic background is produced by the sum of Galactic and extragalactic components:

1. Two thermal components (XSPEC model APEC; e.g., Lanzuisi et al. 2015) representing a local hot bubble ($kT \sim 0.04$ keV) and interstellar gas in the Galactic disk ($kT \sim 0.12$ keV; Kuntz & Snowden 2000); and
2. The extragalactic X-ray background produced by unresolved emission from discrete sources (e.g., Comastri et al. 1995), which can be modeled with a $\Gamma \sim 1.4$ power law, modified by Galactic absorption (e.g., De Luca & Molendi 2004).

The instrumental background is the sum of three main components:

1. Several emission lines produced by the telescope instrumentation, which we modeled with a combination of Gaussian lines (see Table 4);
2. Residuals from the filtering of quiescent soft protons (QSP; e.g., Baldi et al. 2012); and
Figure 21. Background spectra used in the background modeling procedure. From the top-left panel: XMM-Newton MOS1, MOS2, PN, Chandra ACIS-S, and ACIS-I. In each panel, the best-fit model (thick green line) was obtained with a cosmic (blue line) plus an instrumental (orange line) components, as discussed in the text.
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Table 4
Best-fit Parameters for the Instrumental Background Component

| Instrument | Component (Model) | Best-fit Component (Model) | Best-fit Component (Model) | Best Fit (keV) |
|------------|-------------------|---------------------------|---------------------------|---------------|
| MOS1       | QSP (BRKPWL)      | Eb = 5 keV
Gamma_1 = 0.4
Gamma_2 = 0.8 | NXB (BRKPWL) | Eb = 7 keV
Em. lines | 1.49 (Al K\alpha), 1.74 (Si K\alpha), 5.90 (Mn K\alpha), 6.40 (Fe K\alpha), 7.48 (Ni K\alpha), 9.7 (Au L\theta) |
| MOS2       |                  |                           |                           |               |
| PN         |                   |                           |                           |               |
| ACIS-I     | QSP + NXB (BRKPWL + GAUSS) | Eb = 3 keV
Gamma_1 = 0.22
Gamma_2 = 0.18 | Em. lines | 1.49 (Al K\alpha), 2.10 (Au Mo), 4.51 (Ti K\alpha), 5.42 (Cr K\alpha), 5.90 (Mn K\alpha), 6.40 (Fe K\alpha), 7.48 (Ni K\alpha), 8.04 (Cu K\alpha), 8.63 (Zn K\alpha), 8.9 (Zn K\beta), 9.57 (Zn K\delta) |
| ACIS-S     |                   |                           |                           |               |

Notes. From the left: instrument, background component (used model), and best-fit parameters. The assumed models were: broken power law (BRKPWL), where Eb is the break energy and Gamma_1 and Gamma_2 the two slopes; and Gaussian lines (GAUSS), whose energies were frozen at their nominal values (Freyberg et al. 2004; Leccardi & Molendi 2008; Fiore et al. 2012).

* Mother-daughter system (see Bartalucci et al. 2014 for details).

3. The cosmic ray-induced continuum (NXB; Leccardi & Molendi 2008).

The QSP and NXB were modeled with two broken power laws for XMM-Newton (e.g., Leccardi & Molendi 2008), and with a single broken power law plus a broad Gaussian line above ~5 keV for Chandra. For Chandra only, we also added a broad Gaussian line between 1 and 3 keV (Fiore et al. 2012), which may be a mother-daughter artifact produced during the charge transfer inefficiency correction (Bartalucci et al. 2014). Table 4 summarizes these components.

It is worth noticing that for both XMM-Newton and Chandra, we repeated the above modeling using backgrounds extracted from two different epochs: from the oldest observations to 2008, and from 2010 to the most recent, to check for possible differences due to the effective area degradation of the telescopes. Once the background best fit was obtained, we fitted a subsample of 1000 random sources using the derived backgrounds. Since we found that the derived fluxes, Nh, and luminosities were consistent within each other, we modeled the background using the set of observations described in Section 3.2.

Appendix B

Column Description

The results from the spectral analysis are included in the catalog released with this paper. The details of the table columns are given below.

[1] Source ID: Source ID from L16.
[2] Obs ID: Observation ID from L16.
[3] Src Exp: Effective exposure time in seconds. If the source was observed by multiple telescopes, it is the sum of the effective times.
[4–12] Count: Source counts in the full, soft, and hard bands, respectively. Uncertainties are computed according to Gehrels (1986) at the 1σ confidence level.
[13–15] Hardness ratio: defined as HR = H − S
H + S, where H and S are the count rates in the hard and soft bands, respectively, computed with the BEHR tool (Park et al. 2006). Uncertainties are at the 1σ confidence level.
[16–24] Flux: Fluxes in the full, soft, and hard bands, respectively, in units of erg s⁻¹ cm⁻², derived from the spectral analysis. Errors are at the 90% confidence level.
[25–33] Obs Lum: Observed X-ray luminosity, in erg s⁻¹, in the full, soft, and hard bands, respectively, derived from the spectral analysis. Errors are at the 90% confidence level.
[34–42] Lum: Intrinsic (rest-frame) and de-absorbed X-ray luminosity [erg s⁻¹] in the full, soft, and hard band, respectively, derived from the spectral analysis. Errors are at the 90% confidence level.
[43–45] NH : Obscuring column density, in units of cm⁻², derived from the spectral analysis. Errors are at the 90% confidence level.
[46–49] Gamma: Photon index, Γ, derived from the spectral analysis. Errors are at the 90% confidence level.
[49] Scattering fraction: Ratio between the secondary and the primary power-law components, derived for double power-law models.
[50] Redshift: Best redshift from L16 and LaMassa et al. (2019a); zspec if available, zpho otherwise.
[51] Redshift flag: “1” for spectroscopic redshifts, and “2” for photometric redshifts.
Model: Best-fit model used for deriving the results: “1” for single power law (M1), “2” for single power law plus reflection (M2), “3” for double power law (M3), and “4” for double power law plus reflection (M4). See details in the text.

Appendix C
Flux and Luminosity Comparison with L16

In Figure 22 we compare fluxes and observed luminosities derived in this work with those obtained by L16. In the present work, these quantities were derived using best-fit parameters from the spectral analysis (Section 3). L16 derived count rates using the SAS EMLDETECT tool and the Chandra source catalog (Evans et al. 2010) for XMM-Newton and Chandra sources, respectively, and converted to fluxes assuming the same power-law spectrum ($\Gamma = 1.7$ for full and hard bands, $\Gamma = 2$ for the soft band). Luminosities were derived with $L = F_X \times 4\pi d_L^2$, where $F_X$ is the flux in the given band and $d_L$ is the luminosity distance. Overall, there is a good correlation for both the flux and luminosity distributions, with few outliers (typically sources with large spectral uncertainties due to the low number of counts).

![Figure 22](image1.png)

Figure 22. Comparison between derived fluxes (top panel) and observed luminosities (bottom panel) in this work and those from L16. Values are shown for the soft (blue), hard (orange), and full (green) bands. The black solid lines represent the one-to-one relation.

XMM-Newton and Chandra Selection Functions

Figure 23 (see footnote 20) shows the simulations described in Section 5.1 for XMM-Newton (top panel, red scale) and Chandra (bottom panel, blue scale) individually. A qualitative comparison between the two panels immediately shows the different efficiencies in finding AGNs. XMM-Newton is more effective than Chandra for almost all of the parameter combinations. Only at low luminosity ($\log L_X/\text{erg s}^{-1} = 43.5$), high redshift ($z > 2$), and high absorption ($\log N_H/\text{cm}^{-2} > 23$), i.e., where it is more challenging to detect sources, are the two telescopes comparable, with a difference within $\sim 10\%–15\%$. The largest differences appear for high-luminosity ($\log L_X/\text{erg s}^{-1} = 45.5$).

![Figure 23](image2.png)

Figure 23. Loss surfaces for XMM-Newton (top, red) and Chandra (bottom, blue) as a function of $N_H$ and redshifts, for different luminosity bins. Representative matrices for both the telescopes were applied.
regimes, where XMM-Newton has an efficiency a factor up to ∼30–40 larger than Chandra. These differences are due to the combination of different effective areas and exposure times in the S82X, where XMM-Newton observations are overall deeper than most of the Chandra exposures.
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