We consider the problem of estimating a density \( f_X \) using a sample \( Y_1, \ldots, Y_n \) from \( f_Y = f_X \ast f_\epsilon \), where \( f_\epsilon \) is an unknown density. We assume that an additional sample \( \epsilon_1, \ldots, \epsilon_m \) from \( f_\epsilon \) is observed. Estimators of \( f_X \) and its derivatives are constructed by using nonparametric estimators of \( f_Y \) and \( f_\epsilon \) and by applying a spectral cut-off in the Fourier domain. We derive the rate of convergence of the estimators in case of a known and unknown error density \( f_\epsilon \), where it is assumed that \( f_X \) satisfies a polynomial, logarithmic or general source condition. It is shown that the proposed estimators are asymptotically optimal in a minimax sense in the models with known or unknown error density, if the density \( f_X \) belongs to a Sobolev space \( H_p \) and \( f_\epsilon \) is ordinary smooth or supersmooth.
an ill-posed inverse problem and, hence, the inversion of (1.1) has to be “regularized” in some way. We now describe three examples of regularization. The first example is kernel estimators, where the kernel has a limited bandwidth, that is, the Fourier transform of the kernel has a bounded support. In this case, asymptotic optimality, both pointwise and global, over a class of functions whose derivatives are Lipschitz continuous, is proven in Carroll and Hall [4] and Fan [11, 12]. The second example is estimators based on a wavelet decomposition, where the wavelets have limited bandwidths. For the wavelet estimator, Pensky and Vidakovic [34] show asymptotic optimality of the mean integrated squared error (MISE) over the Sobolev space $H_p$, which describes the level of smoothness of a function $f$ in terms of its Fourier transform $\mathcal{F}f$. In the third example, the risk in the Sobolev norm of $H_s$ ($H_s$-risk) and asymptotic optimality over $H_p$, $p \geq s$, of an estimator using a spectral cut-off (thresholding of the Fourier transform $\mathcal{F}f_\epsilon$ of $f_\epsilon$) is derived in Mair and Ruymgaart [26].

However, in the above examples, $f_X$ and $f_\epsilon$ are assumed to be ordinary smooth or supersmooth, that is, their Fourier transforms have polynomial or exponential descent. All these cases can be characterized by a “source condition” (defined below), which allows for more general tail behavior.

In several applications, for example, in optics and medicine (cf. Tessier [38] and Levitt [23]), the noise density $f_\epsilon$ may be unknown. In this case, without any additional information, the density $f_X$ cannot be recovered from the density of $f_Y$ through (1.1), that is, the density $f_X$ is not identified if only a sample $Y_1, \ldots, Y_n$ from $f_Y$ is observed. It is worth noting that in some special cases the deconvolution density $f_X$ can be identified (cf. Butucea and Matias [2] or Meister [27]). Deconvolution without prior knowledge of the error distribution is also possible in the case of panel data (cf. Horowitz and Markatou [19], Hall and Yao [17] or Neumann [32]).

In this paper, we deal with the estimation of a deconvolution density $f_X$ when only an approximation of the error density $f_\epsilon$ is given. More precisely, following Diggle and Hall [8] we suppose, that in addition to a sample $Y_1, \ldots, Y_n$ from $f_Y$, we observe a sample $\epsilon_1, \ldots, \epsilon_m$ from $f_\epsilon$. An interesting example in bio-informatics can be found in the analysis of cDNA microarrays, where $Y$ is the intensity measure, $X$ is the expressed gene intensity and $\epsilon$ is the background intensity (for details see Havilio [18]). In a situation where an estimator of $f_\epsilon$ is used, rather than the true density, Neumann [31] shows asymptotic optimality of the MISE over the Bessel-potential space when the error density is ordinary smooth. In case of a circular convolution problem, Cavalier and Hengartner [5] present oracle inequalities and adaptive estimation. However, they also assume the error density to be ordinary smooth. By constraining the error density to be ordinary smooth, a rich class of distributions, such as the normal distribution, are excluded. The purpose of this paper is to propose and study a deconvolution scheme which has enough flexibility to allow a wide range of tail behaviors of $\mathcal{F}f_X$ and $\mathcal{F}f_\epsilon$. 

The estimators of the deconvolution density considered in this paper are based on a regularized inversion of (1.1) using a spectral cut-off, where we replace the unknown density \( f_Y \) by a nonparametric estimator and the Fourier transform of \( f_\epsilon \) by its empirical counterpart. We derive the \( H_s \)-risk of the proposed estimator for a wide class of density functions, which unifies and generalizes many of the previous results for known and unknown error density. Roughly speaking, we show in case of known \( f_\epsilon \) that the \( H_s \)-risk can be decomposed into a function of the MISE of the nonparametric estimator of \( f_Y \) plus an additional bias term which is a function of the threshold (the parameter which determines the spectral cut-off point). The relationship between \( F f_X \) and \( F f_\epsilon \) is then essentially determining the functional form of the bias term. For example, the bias is a logarithm of the threshold when the error distribution is supersmooth (e.g., normal) and \( f_X \) is ordinary smooth (e.g., double exponential). On the other hand, if both the error distribution and \( f_X \) are ordinary smooth or supersmooth, the bias is a polynomial of the threshold. We show that the theory behind these rates can be unified using an index function \( \kappa \) (cf. Nair, Pereverzev and Tautenhahn [29]), which “links” the tail behavior of \( F f_X \) and \( F f_\epsilon \) by supposing that \(|F f_X|^2/\kappa(|F f_\epsilon|^2)\) is integrable.

Under certain conditions on the index function, we prove that the \( H_s \)-risk in the model with unknown \( f_\epsilon \) can be decomposed into a part with the same bound as the \( H_s \)-risk for known \( f_\epsilon \) and a second term which is only a function of the sample size \( m \) (of errors \( \epsilon \)). The functional form of the second term is then again determined by the relationship between \( F f_X \) and \( F f_\epsilon \). We show that the second term provides a lower bound for the \( H_s \)-risk on its own and, hence, cannot be avoided. It follows that the estimator is minimax in the model with unknown \( f_\epsilon \) when the bound of the \( H_s \)-risk for known \( f_\epsilon \) is of minimax optimal order. Furthermore, it is of interest to compare the rates of convergence of the \( H_s \)-risk when the density of \( f_\epsilon \) is estimated with the rates, where \( f_\epsilon \) is known. We show that under certain conditions on the index function, a sample size \( m \) which increases at least as fast as the inverse of the MISE of the nonparametric estimator of \( f_Y \), ensures an asymptotically negligible estimation error of \( f_\epsilon \). However, in special cases even slower rates of \( m \) are enough.

In this paper, we use the classical Rosenblatt–Parzen kernel estimator (cf. Parzen [33]) without a limited bandwidth to estimate the density \( f_Y \). However, since the \( H_s \)-risk of the proposed estimator can be decomposed using the MISE of the density estimator of \( f_Y \), any other nonparametric estimation method (e.g., based on splines or wavelets) can be used and the theory still holds.

The paper is organized in the following way. In Section 2, we give a brief description of the background of the methodology and we define the estimator of \( f_X \) when the density \( f_\epsilon \) is known as well as when \( f_\epsilon \) is unknown. We investigate the asymptotic behavior of the estimator of \( f_X \) in case of a known and an unknown density \( f_\epsilon \) in Sections 3 and 4, respectively. All proofs can be found in the Appendix.
2. Methodology.

2.1. Background to methodology. In this paper, we suppose that \( f_X \) and \( f_\epsilon \) [hence also \( f_Y \)] are contained in the set \( \mathcal{D} \) of all densities in \( L^2(\mathbb{R}) \), which is endowed with the usual norm \( \| \cdot \| \). We use the notation \( [\mathcal{F} g](t) \) for the Fourier transform \( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(-itx)g(x)dx \) of a function \( g \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), which is unitary. Since \( X \) and \( \epsilon \) are assumed to be independent, the Fourier transform of \( f_Y \) satisfies
\[
[\mathcal{F} f_Y](t) = \sqrt{2\pi} \cdot [\mathcal{F} f_X] \cdot [\mathcal{F} f_\epsilon].
\]
Therefore, assuming \( |[\mathcal{F} f_\epsilon](t)|^2 > 0 \), for all \( t \in \mathbb{R} \), the density \( f_X \) can be recovered from \( f_Y \) and \( f_\epsilon \) by
\[
[\mathcal{F} f_X] = \frac{[\mathcal{F} f_Y] \cdot [\mathcal{F} f_\epsilon]}{\sqrt{2\pi} \cdot |[\mathcal{F} f_\epsilon]|^2}, \tag{2.1}
\]
where \( [\mathcal{F} f_\epsilon] \) denotes the complex conjugate of \( [\mathcal{F} f_\epsilon] \). It is well known that replacing in (2.1) the unknown density \( f_Y \) by a consistent estimator \( \hat{f}_Y \) does not in general lead to a consistent estimator of \( f_X \). To be more precise, since \( |[\mathcal{F} f_\epsilon]|^{-1} \) is not bounded, \( \mathbb{E}|[\mathcal{F} \hat{f}_Y - f_Y]|^2 = o(1) \) does not generally imply \( \mathbb{E}[|[\mathcal{F} \hat{f}_Y - \mathcal{F} f_Y] \cdot |[\mathcal{F} f_\epsilon]|^{-1}|^2 = o(1) \), that is, the inverse operation of a convolution is not continuous. Therefore, the deconvolution problem is ill posed in the sense of Hadamard. In the literature, several approaches are proposed in order to circumvent this instability issue. Essentially, all of them replace (2.1) with a regularized version that avoids having the denominator becoming too small [e.g., nonparametric methods using a kernel with limited bandwidth estimate \( \mathcal{F} f_Y(t) \), and also \( \mathcal{F} f_X(t) \), for \( |t| \) larger than a threshold by zero]. There are a large number of alternative regularization schemes in the numerical analysis literature available, such as the Tikhonov regularization, Landweber iteration or the \( \nu \)-methods, to name but a few (cf. Engl, Hanke and Neubauer [10]). However, in this paper we regularize (2.1) by introducing a threshold \( \alpha > 0 \) and a function \( \ell_s(t) := (1 + t^2)^{s/2}, s, t \in \mathbb{R} \), that is, for \( s \geq 0 \), we consider the regularized version \( f_{Xs}^\alpha \) given by
\[
[\mathcal{F} f_{Xs}^\alpha] := \frac{[\mathcal{F} f_Y] \cdot [\mathcal{F} f_\epsilon]}{\sqrt{2\pi} \cdot |[\mathcal{F} f_\epsilon]|^2} \cdot 1(|[\mathcal{F} f_\epsilon/\ell_s]|^2 \geq \alpha). \tag{2.2}
\]
Then, \( f_{Xs}^\alpha \) belongs to the well-known Sobolev space \( H_s \) defined by
\[
H_s := \left\{ f \in L^2(\mathbb{R}) : \| f \|_s := \int_{-\infty}^{\infty} (1 + t^2)^s |([\mathcal{F} f](t)|^2 \, dt < \infty \right\}. \tag{2.3}
\]
Moreover, let \( H_s^\rho := \{ f \in H_s : \| f \|_s^2 \leq \rho \}, \) for \( \rho > 0 \). Thresholding in the Fourier domain has been used, for example, in Devroye [7], Liu and Taylor [24], Mair and Ruymgaart [26] or Neumann [31] and coincides with an approach called spectral cut-off in the numerical analysis literature (cf. Tautenhahn [37]).
2.2. Estimation of $f_X$ when $f_\epsilon$ is known. Let $Y_1, \ldots, Y_n$ be an i.i.d. sample of $Y$, which we use to construct an estimator $\hat{f}_Y$ of $f_Y$. The estimator $\tilde{f}_{X \epsilon}$ of $f_X$ based on the regularized version (2.2) is then defined by

$$\mathcal{F} \tilde{f}_{X \epsilon} := \frac{\mathcal{F} \hat{f}_Y \cdot \mathcal{F} f_\epsilon}{\sqrt{2\pi} \cdot |\mathcal{F} f_\epsilon|^2} \cdot \mathbb{1}\{|\mathcal{F} f_\epsilon / \ell_s| \geq \alpha\},$$

where the threshold $\alpha := \alpha(n)$ has to tend to zero as the sample size $n$ increases. The truncation in the Fourier domain will lead as usual to a bias term which is a function of the threshold. In Lemma A.1 in the Appendix, we show that by using this specific structure for the truncation, the functional form of the bias term is determined by the relationship between $\mathcal{F} f_X$ and $\mathcal{F} f_\epsilon$. In this paper, we stick to a nonparametric kernel estimation approach, but we would like to stress that any other density estimation procedure could be used as well. The kernel estimator of $f_Y$ is defined by

$$\hat{f}_Y(y) := \frac{1}{nh} \sum_{j=1}^{n} K\left(\frac{Y_j - y}{h}\right), \quad y \in \mathbb{R},$$

where $h > 0$ is a bandwidth and $K$ a kernel function. As usual in the context of nonparametric kernel estimation the bandwidth $h$ has to tend to zero as the sample size $n$ increases. In order to derive a rate of convergence of $\hat{f}_Y$, we follow Parzen [33] and consider, for each $r \geq 0$, the class of kernel functions $\mathcal{K}_r := \left\{K \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) : \lim_{t \to 0} \frac{|1 - \sqrt{2\pi} \mathcal{F} K(t)|}{|t|^r} = \kappa_r < \infty\right\}$.

If $f_Y \in H^q_r$, for $q, r > 0$, then the MISE of the estimator $\hat{f}_Y$ given in (2.5), constructed by using a kernel $K \in \mathcal{K}_r$ and a bandwidth $h = cn^{-1/(2r+1)}$, $c > 0$, is of order $n^{-2r/(2r+1)}$ (cf. Parzen [33]) and, hence, obtains the minimax optimal order over the class $H^q_r$ (cf. [40], Chapter 24).

2.3. Estimation of $f_X$ given an estimator of $f_\epsilon$. Suppose $Y_1, \ldots, Y_n$ and $\epsilon_1, \ldots, \epsilon_m$ form i.i.d. samples of $f_Y$ and $f_\epsilon$, respectively. We consider again the nonparametric kernel estimator $\hat{f}_Y$ defined in (2.5). In addition, we estimate the Fourier transform $\mathcal{F} f_\epsilon$ using its empirical counterpart, that is,

$$[\hat{\mathcal{F}} f_\epsilon](t) := \frac{1}{m} \cdot \sqrt{2\pi} \sum_{j=1}^{m} e^{-it\epsilon_j}, \quad t \in \mathbb{R}.$$  

Then, the estimator $\tilde{f}_{X \epsilon}$ based on the regularized version (2.2) is defined by

$$\mathcal{F} \tilde{f}_{X \epsilon} := \frac{\mathcal{F} \hat{f}_Y \cdot \mathcal{F} f_\epsilon}{\sqrt{2\pi} \cdot |\mathcal{F} f_\epsilon|^2} \cdot \mathbb{1}\{|\mathcal{F} f_\epsilon / \ell_s| \geq \alpha\},$$

where $\alpha := \alpha(n, m)$ has to tend to zero as the sample sizes $n$ and $m$ increase.
3. Theoretical properties of the estimator when $f_\epsilon$ is known. We shall measure the performance of the estimator $\tilde{f}_{X_s}$ defined in (2.4) by the $H_s$-risk, that is, $E\|\tilde{f}_{X_s} - f_X\|^2$, provided $f_X \in H_p$, for some $p \geq s \geq 0$. For an integer $k$, the Sobolev norm $\|g\|_k$ is equivalent to $\|g\| + \|g^{(k)}\|$, where the $k$th weak derivative $g^{(k)}$ of $g$ satisfies $[\mathcal{F}g^{(k)}](t) := (-it)^k[\mathcal{F}g](t)$. Therefore, the $H_k$-risk reflects the performance of $\tilde{f}_{X_k}$ and $\tilde{f}_{X_k}^{(k)}$ as estimators of $f_X$ and $f_X^{(k)}$, respectively. However, in what follows a situation without an a priori assumption on the smoothness of $f_X$ is also covered considering $p = s = 0$.

The $H_s$-risk is essentially determined by the MISE of the estimator of $f_Y$ and by the regularization bias. To be more precise, by using $f_{X_s}^\alpha$ given in (2.2) and assuming $f_X \in H_p$, for some $p \geq s \geq 0$, we bound the $H_s$-risk by

$$E\|\tilde{f}_{X_s} - f_X\|_s^2 \leq \pi^{-1}\alpha^{-1}E\|\tilde{f}_Y - f_Y\|^2 + 2\|f_{X_s}^\alpha - f_X\|_s^2, \tag{3.1}$$

where, due to Lebesgue’s dominated convergence theorem, the regularization bias satisfies $\|f_{X_s}^\alpha - f_X\|_s^2 = o(1)$ as $\alpha$ tends to zero.

**Proposition 3.1.** Suppose that $f_X \in H_p$, $p \geq 0$. Let $\tilde{f}_Y$ be a consistent estimator of $f_Y$, that is, $E\|\tilde{f}_Y - f_Y\|^2 = o(1)$ as $n \to \infty$. Consider, for $0 \leq s \leq p$, the estimator $\tilde{f}_{X_s}$ given in (2.4) with threshold satisfying $\alpha = o(1)$ and $E\|\tilde{f}_Y - f_Y\|^2/\alpha = o(1)$ as $n \to \infty$. Then, $E\|\tilde{f}_{X_s} - f_X\|_s^2 = o(1)$ as $n \to \infty$.

In order to obtain a rate of convergence of the regularization bias and, hence, the $H_s$-risk of $\tilde{f}_{X_s}$, we consider first a polynomial source condition

$$\rho := \|\ell_s \cdot \mathcal{F} f_X \cdot (|\mathcal{F} f_\epsilon/\ell_s|^2)^{-\beta/2}\| < \infty \quad \text{for some } \beta > 0, s \geq 0. \tag{3.2}$$

Note that (3.2) implies that $f_X \in H_s$.

**Example 3.1.** To illustrate this and also the following source conditions, let us consider three different types of densities. These are, (i) the density $g$ of a symmetrized $\chi^2$ distribution with $k$ degrees of freedom, that is, $[\mathcal{F}g](t) = (2\pi)^{-1/2}(1 + 4t^2)^{-k/2}$, (ii) the density $g$ of a centered Cauchy distribution with scale parameter $\gamma > 0$, that is, $[\mathcal{F}g](t) = (2\pi)^{-1/2}\exp(-\gamma|t|)$, and (iii) the density $g$ of a centered normal distribution with variance $\sigma^2 > 0$, that is, $[\mathcal{F}g](t) = (2\pi)^{-1/2}\exp(-\sigma^2t^2/2)$. Suppose $f_X$ and $f_\epsilon$ are symmetrized $\chi^2$ densities with $k_X$ and $k_\epsilon$ degrees of freedom, respectively. Then, the polynomial source condition (3.2) is only satisfied for $0 \leq s < k_X - 1/2$. If $f_X$ and $f_\epsilon$ are Cauchy densities or $f_X$ and $f_\epsilon$ are Gaussian densities, then $\mathcal{F}f_X$ and $\mathcal{F}f_\epsilon$ descend exponentially and (3.2) holds for all $s \geq 0$.

**Theorem 3.2.** Suppose that $f_X$ satisfies the polynomial source condition (3.2), for some $s \geq 0$ and $\beta > 0$. Consider the estimator $\tilde{f}_{X_s}$ defined in (2.4) by using a threshold $\alpha = c \cdot (E\|\tilde{f}_Y - f_Y\|^2)^{1/(\beta+1)}$, $c > 0$. Then, there exists a constant $C > 0$ depending only on $\rho$ given in (3.2), $\beta$ and $c$ such that $E\|\tilde{f}_{X_s} - f_X\|_s^2 \leq C \cdot (E\|\tilde{f}_Y - f_Y\|^2)^{\beta/(\beta+1)}$, as $E\|\tilde{f}_Y - f_Y\|^2 \to 0$. 

Remark 3.1. In Lemma A.1 in the Appendix, we show by applying standard techniques for regularization methods that the polynomial source condition (3.2) implies \( \| f_X^\alpha - f_X \|^2_s \leq \alpha^\beta \rho_0^2 \). Then, we obtain the result by balancing in (3.1) the two terms on the right-hand side. On the other hand, from Theorem 4.11 in Engl, Hanke and Neubauer [10] follows that \( \| f_X^\alpha - f_X \|^2_s = O(\alpha^\eta) \), for some \( \eta > 0 \), implies (3.2) for all \( \beta < \eta \), that is, the order \( O(\alpha^\beta) \) is optimal over the class \( \{ f_X \text{ satisfies (3.2)} \} \). Therefore, one would expect that an optimal estimation of \( f_Y \) leads to an optimal estimation of \( f_X \). However, the polynomial source condition is not sufficient to derive an optimal rate of convergence of the MISE of \( \hat{f}_Y \) over the class \( \{ f_Y = f_\epsilon \star f_X : f_X \text{ satisfies (3.2)} \} \). For example, if \( f_\epsilon \) is a Gaussian density, this class contains only analytic functions, while it equals \( H(\beta + 1)(s + 1) \) when \( f_\epsilon \) is a Laplace density.

Without further information about \( f_\epsilon \) it is difficult to give for arbitrary \( \beta > 0 \) an interpretation of the polynomial source condition. However, if we suppose additionally that \( f_\epsilon \) is ordinary smooth, that is, there exists \( a > 1/2 \) and a constant \( d > 0 \), such that

\[
(3.3) \quad d \leq (1 + t^2)^a ||\mathcal{F} f_\epsilon(t)||^2 \leq d^{-1} \quad \text{for all } t \in \mathbb{R}.
\]

Then, the smoothness condition \( f_X \in H_p \), for some \( p > 0 \), is equivalent to the polynomial source condition (3.2) with \( 0 \leq s < p \) and \( \beta = (p - s)/(s + a) \). Moreover, we have \( H_{p+a} = \{ f_Y = f_\epsilon \star f_X : f_X \in H_p \} \), for all \( p \geq 0 \). Therefore, the convolution with \( f_\epsilon \) is also called finitely smoothing (cf. Mair and Ruymgaart [26]). From Theorem 3.2, we obtain the following corollary, which establishes the optimal rate of convergence of \( \hat{f}_X^s \) over \( H_p \).

Corollary 3.3. Suppose that \( f_X \in H_p, p > 0 \) and \( f_\epsilon \) satisfies (3.3) for \( a > 1/2 \). Let \( \hat{f}_Y \) defined in (2.5) be constructed using a kernel \( K \in \mathcal{K}_{p+a} \) [see (2.6)] and a bandwidth \( h = cn^{-1/(2(p+a)+1)}, c > 0 \). Consider for \( 0 \leq s < p \) the estimator \( \hat{f}_X^s \) defined in (2.4) with threshold \( \alpha = cn^{-2(a+s)/(2(p+a)+1)}, c > 0 \). Then, we have \( \mathbb{E} ||\hat{f}_X^s - f_X||_s^2 = O(n^{-2(p-s)/(2(a+p)+1)}) \) as \( n \to \infty \).

Remark 3.2. The rate of convergence in the last result is known to be minimax optimal over the class \( H_p^0 \), provided that the density \( f_\epsilon \) satisfies (3.3) (cf. Mair and Ruymgaart [26]). Since under the assumptions of the corollary \( f_X \) belongs to \( H_p \) if and only if \( f_Y \) lies in \( H_{p+a} \), it follows that the kernel estimator of \( f_Y \) is constructed such that its MISE has the minimax optimal order over the class \( H_{p+a}^q \). Moreover, using an estimator of \( f_Y \) which does not have an order optimal MISE, the estimator of \( f_X \) would not reach the minimax optimal rate of convergence. Hence, in this situation the optimal estimation of \( f_Y \) is necessary to obtain an optimal estimator of \( f_X \). We shall emphasize the role of the parameter \( a \), which specifies through the condition (3.3) the tail behavior of the Fourier
transform $\mathcal{F} f_\epsilon$. As we see, if the value $a$ increases, the obtainable optimal rate of convergence decreases. Therefore, the parameter $a$ is often called degree of ill posedness (cf. Natterer [30]).

If, for example, $f_X$ is a Laplace and $f_\epsilon$ is a Cauchy or Gaussian density, then not a polynomial but a logarithmic source condition holds true, that is,

$$\rho := \|\ell_s \cdot \mathcal{F} f_X \cdot \ln(|\mathcal{F} f_\epsilon/\ell_s|^2)|^{\beta/2} < \infty,$$

for some $\beta > 0$, $s \geq 0$.

**Theorem 3.4.** Let $f_X$ satisfy the logarithmic source condition (3.4), for some $s \geq 0$ and $\beta > 0$. Consider the estimator $\hat{f}_{Xs}$ defined in (2.4) by using a threshold $\alpha = c \cdot (\mathbb{E}\|f_Y - f_Y\|^2)^{1/2}$, for some $c > 0$. Then, there exists a constant $C > 0$ depending only on $\rho$ given in (3.4), $\beta$ and $c$ such that we have

$$\mathbb{E}\|\hat{f}_{Xs} - f_X\|^2 \leq C \cdot \log(\mathbb{E}\|f_Y - f_Y\|^2)^{-\beta},$$

as $\mathbb{E}\|f_Y - f_Y\|^2 \to 0$.

Additionally, if we assume that the density $f_\epsilon$ is supersmooth, that is, there exists $a > 0$ and a constant $d > 0$, such that

$$d \leq (1 + r^2)^a \ln\{(\mathcal{F} f_\epsilon)(t)\}^{-1} \leq d^{-1} \quad \text{for all } t \in \mathbb{R},$$

then the smoothness condition $f_X \in H_p$, $p > 0$ is equivalent to the logarithmic source condition (3.4), with $0 \leq s < p$ and $\beta = (p-s)/a$. Moreover, $f_\epsilon$, and therefore $f_Y$, belong to $H_r$, for all $r > 0$, and given $a \geq 1$, $f_\epsilon$ and hence $f_Y$, are analytic functions (cf. Kawata [20]). Therefore, the convolution with $f_\epsilon$ is called infinitely smoothing (cf. Mair and Ruymgaart [26]).

**Corollary 3.5.** Suppose that $f_X \in H_p$, $p > 0$ and $f_\epsilon$ satisfies (3.5) for some $a > 0$. Let $\hat{f}_Y$ given in (2.5) be constructed by using a kernel $K \in \mathcal{K}_r$ [see (2.6)] and a bandwidth $h = cn^{-1/(2r+1)}$, $c, r > 0$. Consider, for $0 \leq s < p$, the estimator $\hat{f}_{Xs}$ defined in (2.4) with threshold $\alpha = cn^{-r/(2r+1)}$, $c > 0$. Then, we have

$$\mathbb{E}\|\hat{f}_{Xs} - f_X\|^2 = O(\log n)^{-\beta/(p-s)/a},$$

as $n \to \infty$.

**Remark 3.3.** The rate of convergence in Corollary 3.5 is again minimax optimal over the class $H_p^0$, given that the density $f_\epsilon$ satisfies (3.5) (cf. Mair and Ruymgaart [26]). It seems rather surprising that in opposite to Corollary 3.3, an increasing value $r$ improves the order of the MISE of the estimator $\hat{f}_Y$ uniform over the class $\{f_Y = f_\epsilon \ast f_X : f_X \in H_p^0\}$, but does not change the order of the $H_s$-risk of $\hat{f}_{Xs}$ (compare Remark 3.2). This, however, is due to the fact that the $H_s$-risk of $\hat{f}_{Xs}$ is of order $O(n^{-r/(2r+1)}) + O((\log n)^{(r)/(2r+1)}-(p-s)/a) = O((\log n)^{-(p-s)/a})$. So $r$ does not appear formally, but is actually hidden in the order symbol. Note that neither the bandwidth $h$ nor the threshold $\alpha$ depends on the level $p$ of smoothness of $f_X$, that is, the estimator is adaptive. Moreover, the parameter $a$ specifying in condition (3.5) the tail behavior of the Fourier transform $\mathcal{F} f_\epsilon$, in this situation also describes the degree of ill posedness.
Consider, for example, a Cauchy density $f_X$ and a Gaussian density $f_\epsilon$, then neither the polynomial source condition (3.2) nor the logarithmic source condition (3.4) is appropriate. However, both source conditions can be unified and extended using an index function $\kappa : (0, 1) \to \mathbb{R}^+$, which we always assume here to be a continuous and strictly increasing function with $\kappa(0+) = 0$ (cf. Nair, Pereverzev and Tautenhahn [29]). Then, we consider a general source condition

$$\rho := \| \ell_s \cdot \mathcal{F} f_X \cdot |\kappa(|\mathcal{F} f_\epsilon/\ell_s|^2)|^{-1/2} < \infty \quad \text{for some } s \geq 0.$$  

\textbf{Theorem 3.6.} Let $f_X$ satisfy the general source condition (3.6) for some concave index function $\kappa$ and $s \geq 0$. Denote by $\Phi$ and $\omega$ the inverse function of $\kappa$ and $\omega^{-1}(t) := t\Phi(t)$, respectively. Consider the estimator $\widehat{f}_{X_s}$ defined in (2.4) by using $\alpha = c \cdot \mathbb{E}\|\widehat{f}_Y - f_Y\|^2/\omega(c \cdot \mathbb{E}\|\widehat{f}_Y - f_Y\|^2)$, $c > 0$. Then, there exists a constant $C > 0$ depending only on $\rho$ given in (3.6) and $s$ such that $\mathbb{E}\|\widehat{f}_{X_s} - f_X\|^2_s \leq C \cdot \omega(\mathbb{E}\|\widehat{f}_Y - f_Y\|)^2$ as $\mathbb{E}\|\widehat{f}_Y - f_Y\|^2 \to 0$.

\textbf{Remark 3.4.} (i) Let $\mathcal{D}^C_{\beta}$ be the set of all densities $f_X$ satisfying the general source condition (3.4) with $\rho \leq \gamma$. We define the modulus of continuity $\omega(\delta, \mathcal{D}^C_{\beta}) := \sup\{\|g\|^2_\delta : g \in \mathcal{D}^C_{\beta}, \|f_\beta \ast g\| \leq \delta\}$ of the inverse operation of a convolution with $f_\beta$ over the set $\mathcal{D}^C_{\beta} \subset H_s$. Since the index function $\kappa$ is assumed to be concave, it follows that the inverse function of $\omega$ is convex. Then, by using Theorem 2.2 in Nair, Pereverzev and Tautenhahn [29], we have $\omega(\delta, \mathcal{D}^C_{\beta})$, as $\delta \to 0$. In the case of a deterministic approximation $f_Y^\delta$ of $f_Y$ with $\|f_Y^\delta - f_Y\| \leq \delta$, it is shown in Vainikko and Veretennikov [39] that $\omega(\delta, \mathcal{D}^C_{\beta})$ provides a lower bound over the class $\mathcal{D}^C_{\beta}$ of the approximation error for any deconvolution method based only on $f_Y^\delta$. Therefore, we conjecture, that the bound in Theorem 3.6 is order optimal over the class $\mathcal{D}^C_{\beta}$, given the MISE of $f_Y$ is order optimal over the class $\{f_Y = f_X \ast f_\epsilon, f_X \in \mathcal{D}^C_{\beta}\}$.

(ii) Define $\kappa(t) := |\log(ct)|^{-\beta}, c := \exp(-1 - \beta)$. Then, $\kappa$ is a concave index function and $\omega(\delta) = |\log \delta|^{-\beta}(1 + o(1))$, as $\delta \to 0$ (see Mair [25]). Thus, the result under a logarithmic source condition (Theorem 3.4) is covered by Theorem 3.6. However, the index function $\kappa(t) = t^\beta$ is concave only if $\beta \leq 1$, and hence the result in the case of a polynomial source condition (Theorem 3.2) is only partially obtained by Theorem 3.6. Nevertheless, we can apply Theorem 3.6 in the situation of a Cauchy density $f_X$ and a Gaussian density $f_\epsilon$ (compare Example 3.1), since in this case, for all $0 < \beta < 2\gamma/\sigma$ and $s \geq 0$, the general source condition is satisfied with concave index function $\kappa(t) = \exp(-\beta \sqrt{\log(ct)}), c := \exp(-(\beta^2 \sqrt{2}))$. Moreover, if we denote $h(t) := (t/\beta + \beta/2)^2$, then $\omega^{-1}(t) = \exp(-h(-\log t))/c'$, with $c' = \exp(h^2/4 + (\beta^2 \sqrt{2}))$. Since $\omega(t) = \exp(-h^{-1}(-\log t/c'))$, with $h^{-1}(y) = \beta \sqrt{y} - \beta^2/2$ for all $y \geq \beta^2/4$, we conclude that the $H_s$-risk in this case is of order $\exp(-\beta |\log \mathbb{E}\|\widehat{f}_Y - f_Y\|^2|^{1/2})$.  


4. Theoretical properties of the estimator when $f_\epsilon$ is unknown. Let $\hat{f}_{Xs}$ be defined by $F^{\hat{f}_{Xs}} := \mathbb{1}\{ |\mathcal{F} f_\epsilon / \epsilon_s |^2 \geq \alpha \} \cdot \mathcal{F} f_X$. Then, assuming $f_X \in H_p$, $p \geq s$, we bound the $H_r$-risk of $\hat{f}_{Xs}$ given in (2.8) by

\[
\mathbb{E} \| \hat{f}_{Xs} - f_X \|^2 \leq 2 \mathbb{E} \| \hat{f}_{Xs} - \hat{f}_{Xs}^\alpha \|^2 + 2 \mathbb{E} \| \hat{f}_{Xs}^\alpha - f_X \|^2,
\]

where we show in the proof of the next proposition that $\mathbb{E} \| \hat{f}_{Xs} - \hat{f}_{Xs}^\alpha \|^2$ is bounded up to a constant by $\alpha^{-1}(\mathbb{E} \| \hat{f}_Y - f_Y \|^2 + m^{-1})$, and that the “regularization error” satisfies $\mathbb{E} \| \hat{f}_{Xs}^\alpha - f_X \|^2 = o(1)$ as $\alpha \to 0$ and $m \to \infty$.

**Proposition 4.1.** Suppose that $f_X \in H_p$, $p \geq 0$. Let $\hat{f}_Y$ be a consistent estimator of $f_Y$, that is, $\mathbb{E} \| \hat{f}_Y - f_Y \|^2 = o(1)$ as $n \to \infty$. Consider, for $0 \leq s \leq p$, the estimator $\hat{f}_{Xs}$ given in (2.8) with threshold $1/(m \vee \mathbb{E} \| \hat{f}_Y - f_Y \|^2)/\alpha = o(1)$ and $\alpha = o(1)$ as $n, m \to \infty$. Then, $\mathbb{E} \| \hat{f}_{Xs} - f_X \|^2 = o(1)$ as $n, m \to \infty$.

**Remark 4.1.** If we assume, in addition to the conditions of Proposition 4.1, that $m^{-1} = O(\mathbb{E} \| \hat{f}_Y - f_Y \|^2)$ as $n \to \infty$, then we recover the result of Proposition 3.1 when $f_\epsilon$ is a priori known. In fact, in all the results below the condition $m^{-1} = O(\mathbb{E} \| \hat{f}_Y - f_Y \|^2)$ on the sample size $m$ as $n \to \infty$, ensures that the error due to the estimation of $f_\epsilon$ is asymptotically negligible. However, in some special cases an even slower rate of $m$ is possible (see, e.g., Theorems 4.2 or 4.6).

**Theorem 4.2.** Let $f_X$ satisfy the polynomial source condition (3.2) for some $s \geq 0$ and $\beta > 0$. Consider the estimator $\hat{f}_{Xs}$ defined in (2.8) with $\alpha = c \cdot (\mathbb{E} \| \hat{f}_Y - f_Y \|^2)^{1/(\beta + 1)} + m^{-1})$, $c > 0$. Then, for $\mathbb{E} \| \hat{f}_Y - f_Y \|^2 \to 0$ and $m \to \infty$, we have $\mathbb{E} \| \hat{f}_{Xs} - f_X \|^2 \leq C \cdot (\mathbb{E} \| \hat{f}_Y - f_Y \|^2)^{\beta/(\beta + 1)} + m^{-(\beta \wedge 1)}$, for some $C > 0$ depending only on $\rho$ given in (3.2), $\beta$ and $c$.

**Remark 4.2.** To illustrate the last result, suppose the sample size $m$ satisfies $m^{-1} = O((\mathbb{E} \| \hat{f}_Y - f_Y \|^2)^{(\beta \wedge 1)/(\beta + 1)})$ as $n \to \infty$, and hence $m$ grows with a slower rate than $m^{-1} = O(\mathbb{E} \| \hat{f}_Y - f_Y \|^2)$ (see Remark 4.1). Then, the $H_r$-risk of $\hat{f}_{Xs}$ is bounded up to a constant by $(\mathbb{E} \| \hat{f}_Y - f_Y \|^2)^{\beta/(\beta + 1)}$, as in the case of an a priori known $f_\epsilon$ (see Theorem 3.2).

The next assertion shows that the second term given in the bound of Theorem 4.2 cannot be avoided when the samples from $f_Y$ and $f_\epsilon$ are independent. For $f \in L^2(\mathbb{R})$, let us define the class of densities

\[
\mathcal{D}^\gamma_f := \{ g \in \mathcal{D} : \gamma |\mathcal{F} f| \leq |\mathcal{F} g| \leq \gamma^{-1} |\mathcal{F} f| \}, \quad \gamma > 0.
\]

**Proposition 4.3.** Suppose the samples from $f_Y$ and $f_\epsilon$ are independent.

Let $f \in \mathcal{D}$, and define $\mathcal{D}^\rho_f := \{ g \in \mathcal{D} : \epsilon_s \cdot \mathcal{F} g \cdot (|\mathcal{F} f / \epsilon_s |^2)^{\beta/2} \leq \rho \}$, $\rho > 0$. Then, we have $\inf_{\hat{f}_{Xs}} \sup_{f_X \in \mathcal{D}^\rho_f} \mathbb{E} \| \hat{f}_{Xs} - f_X \|^2 \geq C \cdot m^{-(\beta \wedge 1)}$, for some $C > 0$, depending only on $f$, $\rho$ and $\gamma$. 


If \( f_\epsilon \) is ordinary smooth, that is, \((3.3)\) holds for some \( a > 1/2 \), then \( f_X \in \mathcal{H}_p \), \( p > 0 \) is equivalent to the polynomial source condition \((3.2)\) with \( 0 \leq s < p \) and \( \beta = (p - s)/(s + a) \). Thus, Theorem \( 4.2 \) implies the next assertion.

**Corollary 4.4.** Suppose \( f_\epsilon \) satisfies \((3.3)\) for \( a > 1/2 \) and \( f_X \in \mathcal{H}_p \), \( p > 0 \). Let \( \hat{f}_Y \) given in \((2.5)\) be constructed by using a kernel \( K \in \mathcal{K}_{p+\alpha} \) and a bandwidth \( h = cn^{−1}/(2(p+a)+1) \), \( c > 0 \). Consider, for \( 0 \leq s < p \), the estimator \( \hat{f}_X \) defined in \((2.8)\) with \( \alpha = c[n^{−2(s+a)/(2(p+a)+1)} + m^{−1}], c > 0 \). Then, \( \mathbb{E}\|\hat{f}_X - f_X\|_s^2 = O(n^{−2(p-s)/(2(p+a)+1)} + m^{−(1\wedge(p-s)/(a+s))}) \) as \( n, m \to \infty \).

In case of an a priori known and ordinary smooth \( f_\epsilon \), the optimal order of the \( H_s \)-risk over \( H_\rho^p \) is \( n^{−2(p-s)/(2(p+a)+1)} \) (see Remark \( 3.2 \)), which together with Proposition \( 4.3 \) implies the next corollary.

**Corollary 4.5.** Suppose the samples from \( f_Y \) and \( f_\epsilon \) are independent. Denote by \( \mathcal{D}_a \) the set of all densities satisfying \((3.3)\) with \( a > 1/2 \). Then, \( \inf_{\hat{f}_X} \sup_{f_X \in \mathcal{H}_p, f_\epsilon \in \mathcal{D}_a} \mathbb{E}\|\hat{f}_X - f_X\|_s^2 \geq C(n^{−2(p-s)/(2(p+a)+1)} + m^{−(1\wedge(p-s)/(a+s))}) \).

**Remark 4.3.** If the samples from \( f_Y \) and \( f_\epsilon \) are independent, then due to Corollaries \( 4.4 \) and \( 4.5 \) the order of the smallest \( m \) for archiving the same convergence rate as in the case of an a priori known \( f_\epsilon \) (Corollary \( 3.3 \)) is given by \( m^{−1} = O(n^{−2(p-s)/(2(p+a)+1)}) \). We shall emphasize the interesting ambiguous influences of the parameters \( p \) and \( a \) characterizing the smoothness of \( f_X \) and \( f_\epsilon \), respectively. If in case of \( (p - s) < (a + s) \) the value of \( a \) decreases or the value of \( p \) increases, then the estimation of \( f_\epsilon \) is still negligible given a relative to \( n \) slower necessary rate of \( m \). While in the case of \( (p - s) > (a + s) \) a decreasing value of \( a \) or an increasing value of \( p \) leads to a relative to \( n \) faster necessary rate of \( m \). However, in both cases a decreasing value of \( a \) or an increasing value of \( p \) implies a faster optimal rate of convergence of the estimator \( \hat{f}_X \).

**Theorem 4.6.** Let \( f_X \) satisfy the logarithmic source condition \((3.4)\), for some \( s \geq 0 \) and \( \beta > 0 \). Consider the estimator \( \hat{f}_X \) defined in \((2.8)\) by using a threshold \( \alpha = c[(\mathbb{E}\|\hat{f}_Y - f_Y\|^2)^{1/2} + m^{−1/2}], c > 0 \). Then, for \( \mathbb{E}\|\hat{f}_Y - f_Y\|^2 \to 0 \) and \( m \to \infty \), we have \( \mathbb{E}\|\hat{f}_X - f_X\|_s^2 \leq C\{\log(\mathbb{E}\|\hat{f}_Y - f_Y\|^2)^{−\beta} + (\log m)^{−\beta}\} \), for some \( C > 0 \) depending only on \( \rho \) given in \((3.4)\), \( \beta \) and \( c \).

**Remark 4.4.** Assume that, for some \( \nu > 0 \), the sample size \( m \) satisfies \( m^{−1} = O((\mathbb{E}\|\hat{f}_Y - f_Y\|^2)^\nu) \) as \( n \to \infty \), and hence \( m \) may grow with a fare slower rate than implied by the condition \( m^{−1} = O(\mathbb{E}\|\hat{f}_Y - f_Y\|^2) \) (compare Remark \( 4.1 \)). Then, as in the case of an a priori known \( f_\epsilon \) (see Theorem \( 3.4 \)), the \( H_s \)-risk of \( \hat{f}_X \) is bounded by \( C\log(\mathbb{E}\|\hat{f}_Y - f_Y\|^2)^{−\beta} \), for some \( C > 0 \). Note that the influence of the parameter \( \nu \) is hidden in the constant \( C \).
The next assertion states that the second term given in the bound of Theorem 4.6 cannot be avoided.

**Proposition 4.7.** Suppose the samples from \( f_Y \) and \( f_\epsilon \) are independent. Let \( f \in D \), and define \( \mathcal{S}_f^p := \{ g \in D : \| g \cdot (F f_\epsilon / \epsilon_s)^{\beta/2} \| \leq \psi \} \), \( \psi > 0 \). Then, we have \( \inf_{f_X} \sup_{f_\epsilon \in \mathcal{S}_f^p} \| f_X - f \|_s \geq C (\log m)^{-\beta} \) for some \( C > 0 \), depending only on \( f, \psi, \epsilon \) and \( \gamma \).

Assume that \( f_\epsilon \) is supersmooth, that is, (3.5) holds for \( a > 0 \) and \( f_X \in H_p \), \( p > 0 \), is equivalent to the logarithmic source condition (3.4) with \( 0 \leq s < p \) and \( \beta = (p - s)/a \). Thus, Theorem 4.6 implies the next assertion.

**Corollary 4.8.** Suppose \( f_\epsilon \) satisfies (3.5), for \( a > 0 \) and \( f_X \in H_p \), \( p > 0 \). Let \( \hat{f}_Y \) defined in (2.5) be constructed by using a kernel \( K \in \mathcal{K}_r \) [see (2.6)] and a bandwidth \( h = cn^{-1/(2r+1)} \), \( c, r > 0 \). Consider, for \( 0 \leq s < p \), the estimator \( \hat{f}_X \) defined in (2.8) with \( \alpha = c(n^{-r/(2r+1)} + m^{-1/2}) \), \( c > 0 \). Then, \( \| \hat{f}_X - f_X \|_s \leq O((\log n)^{-(p-s)/a} + (\log m)^{-(p-s)/a}) \) as \( n, m \to \infty \).

In case of an a priori known and supersmooth \( f_\epsilon \), the optimal order of the \( H_p \)-risk over \( H_p^\alpha \) is \( (\log n)^{-(p-s)/a} \) (see Remark 3.3), which together with Proposition 4.7 leads to the next assertion.

**Corollary 4.9.** Suppose the samples from \( f_Y \) and \( f_\epsilon \) are independent. Denote by \( D_a \) the set of all densities satisfying (3.5) with \( a > 0 \). Then, \( \inf_{f_X} \sup_{f_X \in H_p^\alpha, f_\epsilon \in D_a} \| f_X - f_X \|_s \geq C \{(\log n)^{-(p-s)/a} + (\log m)^{-(p-s)/a}\} \).

**Remark 4.5.** If we assume \( m^{-1} = O(n^{-v}) \), for some \( v > 0 \), then the order in the last result simplifies to \( (\log n)^{-(p-s)/a} \) and hence, equals the optimal order for known \( f_\epsilon \) (see Corollary 3.5). Therefore, if the samples from \( f_Y \) and \( f_\epsilon \) are independent, then from Corollary 4.8 and 4.9 it follows that the error due to the estimation of \( f_\epsilon \) is asymptotically negligible if and only if the sample size \( m \) grows as some power of \( n \). In contrast to the situation in Corollary 4.4 and 4.5, if \( f_\epsilon \) is supersmooth, that is, (3.5) holds for \( a > 0 \), and \( f_X \in H_p \), \( p > 0 \), then the influence of the parameters \( p \) and \( a \) is not ambiguous. A decreasing value of \( a \) or an increasing value of \( p \) implies a faster optimal rate of convergence of the estimator \( \hat{f}_X \), and the relative to \( n \) necessary rate of \( m \) is not affected. Note that the estimator is adaptive as in a case of known supersmooth error density (see Remark 3.3). We shall stress that the estimation of \( f_\epsilon \) has no influence on the order of the \( H_p \)-risk of \( \hat{f}_X \), as long as the sample size \( m \) grows as fast as some power of \( n \). However, the influence is clearly hidden in the constant of the order symbol.

**Theorem 4.10.** Let \( f_X \) satisfy the general source condition (3.6) for some concave index function \( \kappa \) and \( s \geq 0 \). Denote by \( \Phi \) and \( \omega \) the inverse function
of $\kappa$ and $\omega^{-1}(t) := t \Phi(t)$, respectively. Consider $\hat{f}_{Xs}$ defined in (2.8) with $\alpha = c(\mathbb{E}\|\hat{f}_Y - f_Y\|^2 / \omega(\mathbb{E}\|f_X - f_Y\|^2) + 1/m)$, $c > 0$. Then, we have $\mathbb{E}\|\hat{f}_{Xs} - f_X\|^2 \leq C(\omega(\mathbb{E}\|f_X - f_Y\|^2) + \kappa(1/m))$, as $\mathbb{E}\|f_Y - f_Y\|^2 \to 0$ and $m \to \infty$, for some $C > 0$, depending only on $\rho$ given in (3.6) and $c$.

**Remark 4.6.** Assume that $m^{-1} = O(\mathbb{E}\|f_Y - f_Y\|^2)$ as $n \to \infty$, then the $H_s$-risk of $\hat{f}_{Xs}$ is bounded up to a constant by $\omega(\mathbb{E}\|f_Y - f_Y\|^2)$ as in case of an a priori known $f_\epsilon$ (see Theorem 3.6). Thus, the general source condition supposing $m^{-1} = O(\mathbb{E}\|f_Y - f_Y\|^2)$ is sufficient to ensure that the estimation of the noise density is asymptotically negligible.

**Proposition 4.11.** Let the samples from $f_Y$ and $f_\epsilon$ be independent and $f \in \mathcal{D}$. Define $\delta_f^\rho := \{g \in \mathcal{D} : \|\ell_s \cdot \mathcal{F}g \cdot \kappa(\|\mathcal{F}f/\ell_s\|^2)|^{-1/2}\| \leq \rho\}, \rho > 0$. Then, we have $\inf \hat{f}_{Xs} \sup_{f_\epsilon \in \delta_f^\rho, f_X \in \delta_f^\rho} \mathbb{E}\|\hat{f}_{Xs} - f_X\|^2 \geq C \cdot \kappa(1/m)$, for some $C > 0$ depending only on $f, \rho$ and $\gamma$.

**Remark 4.7.** Due to Proposition 4.11 in the case of independent samples from $f_Y$ and $f_\epsilon$, the term $\kappa(1/m)$ given in the bound of Theorem 4.10 cannot be avoided. It follows that our estimator $\hat{f}_{Xs}$ attains the minimax optimal order over $\delta_f^\rho$ when $\omega(\mathbb{E}\|f_Y - f_Y\|^2)$ is the optimal order for known $f_\epsilon$ (compare Remark 3.4).

**Appendix**

**Proof of Proposition 3.1.** The proof is based on the decomposition (3.1), where $\alpha^{-1} \geq \sup_{t \in \mathbb{R}} t^{-1} \mathbb{1}\{t \geq \alpha\}$ is used to obtain the first term on the right-hand side. If $f_X \in H_\rho, \rho \geq s \geq 0$, then by making use of the relation $\|f_X^\alpha - f_X\|^2 = \|\mathbb{1}\{\|\mathcal{F}f_\epsilon/\ell_s\|^2 < \alpha\} \cdot \ell_s \cdot \mathcal{F}f_X\|^2 \leq \|\ell_s \cdot \mathcal{F}f_X\|^2 \leq \|f_X\|^2 \rho < \infty$, the second term satisfies $\|f_X^\alpha - f_X\|^2 = o(1)$, as $\alpha \to 0$, due to Lebesgue’s dominated convergence theorem. Therefore, the conditions on $\alpha$ ensure the convergence to zero of the two terms on the right-hand side in (3.1) as $n$ increases, which gives the result. □

Assuming $f_\epsilon$ is known, the next lemma summarizes the essential bounds of the regularization bias depending on the polynomial, logarithmic or general source condition.

**Lemma A.1.** Let $w : \mathbb{R} \to [1, \infty)$ be an arbitrary weight function. Suppose there exists $\beta > 0$ such that:

(i) $\rho := \|w \cdot \mathcal{F}f_X \cdot \mathbb{1}\{\|\mathcal{F}f_\epsilon\|^2 / w^2 < \alpha\}\|^2 \leq \alpha^\beta \cdot \rho^2$;

(ii) $\rho := \|w \cdot \mathcal{F}f_X \cdot |\log(\|\mathcal{F}f_\epsilon\|^2 / w^2)|^{\beta/2}\| \leq \infty$ is satisfied, then

(A.1) $\|w \cdot \mathcal{F}f_X \cdot \mathbb{1}\{\|\mathcal{F}f_\epsilon\|^2 / w^2 < \alpha\}\|^2 \leq \alpha^\beta \cdot \rho^2$;

(A.2) $\|w \cdot \mathcal{F}f_X \cdot \mathbb{1}\{\|\mathcal{F}f_\epsilon\|^2 / w^2 < \alpha\}\|^2 \leq C_\beta \cdot (\log \alpha)^{\beta} \cdot \rho^2$;
\[(iii) \quad \rho := \|w \cdot F f_X \cdot |\kappa|(|F f_e|^2/w^2)|^{-1/2}\| < \infty \text{ is satisfied and assume that the index function } \kappa \text{ is concave, then} \]

\[
(A.3) \quad \|w \cdot F f_X \cdot 1\{|F f_e|^2/w^2 < \alpha\}\| \leq C_\kappa \cdot \kappa(\alpha) \cdot \rho^2; \]

where \(C_\beta, C_\kappa\) are positive constants depending only on \(\beta\) and \(\kappa\), respectively.

**Proof.** Denote \(\psi_\alpha := F f_X \cdot \mathbb{1}\{|F f_e|/w| < \alpha\}\). Under the assumption (i) we have \(\|w \cdot \psi_\alpha\|^2 \leq \sup_{t \in \mathbb{R}^+} t^\beta \mathbb{1}\{t < \alpha\} \cdot \rho^2\), which implies (A.1).

The proof of (A.2) is partially motivated by techniques used in Nair, Pereverzev and Tautenhahn [29]. Let \(\kappa_\beta(t) := |\log(t)|^{-\beta}, t \in (0,1)\) and \(\phi_\beta(t) := \kappa_\beta^{1/2}(|F f_e|(t)/w(t))^2\), \(t \in \mathbb{R}\), then for all \(t \in \mathbb{R}\) we have \(\phi_\beta(0) = \phi_\beta(t) > 0\). Under assumption (ii), which may be rewritten as \(\rho = \|w \cdot F f_X/\phi_\beta\| < \infty\), we obtain

\[
(A.4) \quad \|w \cdot \psi_\alpha\|^2 = \int_\mathbb{R} w(t) \psi_\alpha(t) \phi_\beta(t) \frac{w(t)|F f_X(t)|}{\phi_\beta(t)} \, dt \leq \|w \cdot \psi_\alpha \cdot \phi_\beta\| \cdot \rho
\]
due to the Cauchy–Schwarz inequality. From (A.4) we conclude

\[
(A.5) \quad \|F f_e \cdot \psi_\alpha\|^2 = \|F f_e \cdot \mathbb{1}\{|F f_e|/w| < \alpha\}\cdot \psi_\alpha\|^2 \leq \alpha \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\| \cdot \rho,
\]

since \(\alpha \geq \sup_{t \in \mathbb{R}^+} t \mathbb{1}\{t < \alpha\}\). Let \(\Phi_\beta\) be the inverse function of \(\kappa_\beta\), then \(\Phi_\beta(s) = e^{-s^{-1/\beta}}, s > 0\), which is convex on the interval \((0, c_\beta^2]\) with \(c_\beta^2 = (1 + \beta)^{-\beta}\). Define \(\gamma_\beta^2 = c_\beta/\Phi_\beta^2(0) \cap 1\). Therefore, Jensen’s inequality implies

\[
\Phi_\beta\left(\frac{\gamma_\beta^2 \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|^2}{\|w \cdot \psi_\alpha\|^2}\right) \leq \frac{\int_\mathbb{R} \Phi_\beta(\gamma_\beta^2 \cdot \phi_\beta^2(t)) \cdot w^2(t) \cdot \psi_\alpha^2(t) \, dt}{\int_\mathbb{R} w^2(t) \cdot \psi_\alpha^2(t) \, dt},
\]

which together with \(\Phi_\beta(\gamma_\beta^2 \cdot \phi_\beta^2(t)) \leq \Phi_\beta(\phi_\beta^2(t)) = \|F f_e(t)|^2/w^2(t)\) gives

\[
(A.6) \quad \Phi_\beta\left(\frac{\gamma_\beta^2 \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|^2}{\|w \cdot \psi_\alpha\|^2}\right) \leq \frac{\int_\mathbb{R} \|F f_e(t)|^2 \cdot \psi_\alpha^2(t) \, dt}{\|w \cdot \psi_\alpha\|^2} = \frac{\|F f_e \cdot \psi_\alpha\|^2}{\|w \cdot \psi_\alpha\|^2}.
\]

In order to combine the three estimates (A.4), (A.5) and (A.6), let us introduce a new function \(\Psi_\beta\) by \(\Psi_\beta(t) := \Phi_\beta(t^2)/t^2\). Since \(\Phi_\beta\) is convex, we conclude that \(\Psi_\beta\) is monotonically increasing on the interval \((0, c_\beta]\). Hence, by (A.4), which may be rewritten as \(\|w \cdot \psi_\alpha \cdot \phi_\beta\|^{1/2}/\rho^{1/2} \leq \|w \cdot \psi_\alpha \cdot \phi_\beta\|/\|w \cdot \psi_\alpha\| \leq \phi_\beta(0)\), the monotonicity of \(\Psi_\beta\) and (A.6),

\[
\Psi_\beta\left(\frac{\gamma_\beta \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|^{1/2}}{\rho^{1/2}}\right) \leq \Psi_\beta\left(\frac{\gamma_\beta \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|}{\|w \cdot \psi_\alpha\|}\right) \leq \frac{\|F f_e \cdot \psi_\alpha\|^2}{\gamma_\beta^2 \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|^2}.
\]

Multiplying by \(\gamma_\beta^2 \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|/\rho\) and exploiting (A.5) yields

\[
(A.7) \quad \Phi_\beta\left(\frac{\gamma_\beta^2 \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|}{\rho}\right) \leq \frac{\|F f_e \cdot \psi_\alpha\|^2}{\rho \cdot \|w \cdot \psi_\alpha \cdot \phi_\beta\|} \leq \alpha.
\]
Since $\Phi^{-1}_\beta(s) = |\ln(s)|^{-\beta}$, we obtain (A.2) by combining (A.4) and (A.7).

The proof of (A.3) follows line by line the proof of (A.2) using the concave index function $\kappa$ and its convex inverse function $\Phi$, rather than $\kappa_\beta$ and $\Phi_\beta$. □

**PROOF OF THEOREM 3.2.** The proof is based on the decomposition (3.1). The polynomial source condition (3.2) equals assumption (i) in Lemma A.1 with $w \equiv \ell_s$, therefore from (A.1) we obtain $\|f_{X_s}^\eta - f_X\|_s^2 \leq \alpha \beta \cdot \rho^2$. Balancing the two terms on the right-hand side in (3.1) then gives the result. □

**PROOF OF COROLLARY 3.3.** Under the conditions of the corollary, we have $f_Y \in H_{p^+a}$ and, hence $E\|\hat{f}_Y - f_Y\|^2 = O(n^{-2(p+a)/(2(p+a)+1)})$. Moreover, the polynomial source condition (3.2) is satisfied with $\beta = (p-s)/(a+s)$. Therefore, the result follows from Theorem 3.2. □

**PROOF OF THEOREM 3.4.** The proof is similar to the proof of Theorem 3.2, but uses (A.2) in Lemma A.1 with $w \equiv \ell_s$ rather than (A.1). The conditions on $\alpha$ which may be rewritten as $c \cdot E\|\hat{f}_Y - f_Y\|^2 = \alpha \cdot \kappa(\alpha)$ then ensures the balance of the two terms in (3.1). The result follows by making use of the relation $\omega(c \cdot \delta) \leq (c \lor 1) \cdot \omega(\delta)$ (Mair and Ruymgaart [26], Remark 3.7). □

**LEMMA A.2.** Suppose $w : \mathbb{R} \to [1, \infty)$ is an arbitrary weight function, $\kappa$ is a concave index function and $\hat{F}_{f_\epsilon}$ is the estimator defined in (2.7). Then, for all $\gamma \geq 0$ and $t \in \mathbb{R}$, we have

\[
E[\hat{F}_{f_\epsilon}(t)/w(t) - [F_{f_\epsilon}](t)/w(t)]^2 \leq C(\gamma) \cdot m^{-\gamma},
\]

(A.8)

\[
E \left[ \mathbb{1}\{[\hat{F}_{f_\epsilon}](t)/w(t)]^2 \geq \alpha \} \cdot \frac{[\hat{F}_{f_\epsilon}](t) - [F_{f_\epsilon}](t)]^2}{[F_{f_\epsilon}](t)^2} \right] \leq C(\gamma) \cdot \frac{m \cdot \alpha^{1+\gamma}}{[F_{f_\epsilon}](t)^{2\gamma}} \cdot \left\{ \frac{1}{\alpha \cdot m^{1+\gamma}} + \frac{1}{(m \cdot \alpha)^{1-\gamma \land 1} \cdot m^{\gamma \land 1}} \right\},
\]

(A.9)
where $C$ and $C(\gamma)$ depending only on $\gamma$ are positive constants.

**Proof.** Let $\gamma \geq 0$ and $t \in \mathbb{R}$. Define $Z_j := ((2\pi)^{-1/2}e^{-it\epsilon_j} - [\mathcal{F} f_\epsilon](t))/w(t)$, $j = 1, \ldots, m$, then $Z_1, \ldots, Z_m$ are i.i.d. random variables with mean zero, and $|Z_j|^{2\gamma} \leq K$ for some positive constant $K$. Therefore, applying Theorem 2.10 in Petrov [35], we obtain (A.8) for $\gamma \geq 1$, while for $\gamma \in (0, 1)$ the estimate follows from Lyapunov's inequality.

**Proof of (A.9).** Consider, for $\gamma \geq 0$ and $t \in \mathbb{R}$, the elementary inequality

\begin{align*}
\mathbb{E}\left[ 1\{|\mathcal{F} f_\epsilon(t)/w(t)|^2 \geq \alpha\} \cdot \frac{||\mathcal{F} f_\epsilon(t) - [\mathcal{F} f_\epsilon](t)||^2}{||\mathcal{F} f_\epsilon(t)||^2} \right] \\
\leq \frac{C(\gamma)}{\kappa(||\mathcal{F} f_\epsilon(t)/w(t)||^2)} \cdot \left\{ \frac{\kappa(1/m) + \kappa(1/m)}{\alpha \cdot m} \right\},
\end{align*}

which together with $||\mathcal{F} f_\epsilon(t)/w(t)|| \leq 1$, for all $t \in \mathbb{R}$, implies

\begin{align*}
\mathbb{E}\left[ 1\{|\mathcal{F} f_\epsilon(t)/w(t)|^2 \geq \alpha\} \cdot \frac{||\mathcal{F} f_\epsilon(t) - [\mathcal{F} f_\epsilon](t)||^2}{||\mathcal{F} f_\epsilon(t)||^2} \right] \\
\leq \frac{2^{2\gamma}}{||\mathcal{F} f_\epsilon(t)/w(t)||^2} \cdot \left\{ \frac{\mathbb{E}[|\mathcal{F} f_\epsilon(t)/w(t) - [\mathcal{F} f_\epsilon](t)/w(t)|^{2(1+\gamma)}]}{\alpha} \\
+ \frac{\mathbb{E}[|\mathcal{F} f_\epsilon(t)/w(t) - [\mathcal{F} f_\epsilon](t)/w(t)|^2]}{\alpha^{1-\gamma \wedge 1}} \right\}
\end{align*}

and by using (A.8) we obtain the estimate (A.9).

**Proof of (A.9).** If $||\mathcal{F} f_\epsilon(t)/w(t)||^2 \leq 1/m$, then we obtain (A.10) by using (A.8) with $\gamma = 1$ together with $\kappa(||\mathcal{F} f_\epsilon(t)/w(t)||^2) \leq \kappa(1/m)$. Since $\kappa$ is concave, we conclude that $g(t) = \kappa(t^2)/t^2$ is monotonically decreasing. Hence, if $||\mathcal{F} f_\epsilon(t)/w(t)||^2 \geq 1/m$, then due to the monotonicity of $g$ we have $\kappa(||\mathcal{F} f_\epsilon(t)/w(t)||^2)||\mathcal{F} f_\epsilon(t)/w(t)||^2 \leq m\kappa(m^{-1})$, which together with inequality (A.11), for $\gamma = 1$, yields

\begin{align*}
\mathbb{E}\left[ 1\{|\mathcal{F} f_\epsilon(t)/w(t)|^2 \geq \alpha\} \cdot \frac{||\mathcal{F} f_\epsilon(t) - [\mathcal{F} f_\epsilon](t)||^2}{||\mathcal{F} f_\epsilon(t)||^2} \right] \\
\leq \frac{2^{4}m\kappa(m^{-1})}{\kappa(||\mathcal{F} f_\epsilon(t)/w(t)||^2)} \cdot \left\{ \frac{\mathbb{E}[|\mathcal{F} f_\epsilon(t)/w(t) - [\mathcal{F} f_\epsilon](t)/w(t)|^4]}{\alpha} \\
+ \frac{\mathbb{E}[|\mathcal{F} f_\epsilon(t)/w(t) - [\mathcal{F} f_\epsilon](t)/w(t)|^2]}{\alpha^{1-\gamma \wedge 1}} \right\}
\end{align*}

and by using (A.8) we obtain the estimate (A.10). \qed
Proof of Proposition 4.1. The proof is based on the decomposition (4.1). Due to (A.9) in Lemma A.2, we show below the bound
\[
\mathbb{E}\|\hat{f}_{X_s} - \hat{f}_{X_s}^\alpha\|_s^2 \leq \pi^{-1} \alpha^{-1} \cdot \mathbb{E}\|\hat{f}_Y - f_Y\|^2 + 2C(0) \cdot \|f_X\|^2 \cdot \alpha^{-1} \cdot m^{-1},
\]
while from Lebesgue’s dominated convergence theorem and (A.8) in Lemma A.2, we conclude
\[
\mathbb{E}\|\hat{f}_{X_s}^\alpha - f_X\|^2 = o(1) \quad \text{as } \alpha \to 0 \text{ and } m \to \infty.
\]
Therefore, the conditions on \(\alpha\) ensure the convergence to zero of the two terms on the right-hand side in (4.1) as \(n\) and \(m\) tend to \(\infty\), which gives the result.

Proof of (A.12). Using \(\alpha^{-1} \geq \sup_{t \in \mathbb{R}^+} t^{-1} \mathbb{1}\{t \geq \alpha\}\), we have
\[
\mathbb{E}\|\hat{f}_{X_s} - \hat{f}_{X_s}^\alpha\|_s^2 \leq \pi^{-1} \alpha^{-1} \cdot \mathbb{E}\|\mathcal{F}\hat{f}_Y - \mathcal{F}f_Y\|^2 + 2\left\{\mathbb{E}\left[\mathbb{1}\{|\mathcal{F}\hat{f}_\ell/s|/\ell_s|^2 \geq \alpha\} \cdot \frac{|\mathcal{F}\hat{f}_\ell/s - \mathcal{F}f_\ell/s|}{|\mathcal{F}\hat{f}_\ell/s|^2}\right]\right\}^{1/2} \times \ell_s \cdot \mathcal{F}f_X
\]
and hence \(\ell_s \cdot \mathcal{F}f_X = \|f_X\|_\rho < \infty\), together with (A.9) in Lemma A.2 with \(w = \ell_s\) and \(\gamma = 0\), implies (A.12).

Proof of (A.13). If \(f_X \in H_p\), \(p \geq s \geq 0\), then by making use of the relation \(\mathbb{E}\|\hat{f}_{X_s}^\alpha - f_X\|^2 = \mathbb{E}\mathbb{1}\{|\mathcal{F}\hat{f}_\ell/s|^2 \leq \alpha\} \cdot \ell_s \cdot \mathcal{F}f_X\|^2 \leq \|\ell_s \cdot \mathcal{F}f_X\|^2 \leq \|f_X\|^2 < \infty\), the result follows due to Lebesgue’s dominated convergence theorem from \(\mathbb{E}\mathbb{1}\{|\mathcal{F}\hat{f}_\ell/s(t)/\ell_s(t)|^2 \leq \alpha\} \to 0\) as \(\alpha \to 0\) and \(m \to \infty\), that can be realized as follows. For all \(\alpha \leq \alpha_0\), we have \(|\mathcal{F}f_\ell|(t) \geq 2\alpha^{1/2} \ell_s(t)\) and, hence \(\mathbb{E}\mathbb{1}\{|\mathcal{F}\hat{f}_\ell(t)/\ell_s(t)|^2 < \alpha\} \leq P(|\mathcal{F}\hat{f}_\ell(t)| - |\mathcal{F}f_\ell(t)|) > |\mathcal{F}\hat{f}_\ell(t)|/2\). Therefore, from Chebyshev’s inequality and (A.8) in Lemma A.2 with \(w \equiv 1\) and \(\gamma = 1\), we obtain (A.13). □

The next lemma summarizes the essential bounds of the “regularization error” depending on the polynomial, logarithmic or general source condition.

Lemma A.3. Let \(w : \mathbb{R} \to [1, \infty)\) be an arbitrary weight function, and let \(\mathcal{F}\hat{f}_\ell\) be the estimator defined in (2.7). Suppose there exists \(\beta > 0\) such that:

(i) \(\rho := \|w \cdot \mathcal{F}f_X \cdot (|\mathcal{F}\hat{f}_\ell/w|^2)^{-\beta/2}\| < \infty\) is satisfied then
\[
\mathbb{E}\|w \cdot \mathcal{F}f_X \cdot \mathbb{1}\{|\mathcal{F}\hat{f}_\ell/w|^2 < \alpha\}\|^2 \leq C_\beta \{\alpha^\beta + m^{-\beta}\} \rho^2;
\]
Moreover, following the steps in (A.5) together with (A.18), we have
\[ (A.19) \]
\[ \|w \cdot \mathcal{F} f_{\alpha} \cdot \mathbb{1}(\mathcal{F} f_{\alpha}/w)^2 < \alpha) \|^2 \leq C_\beta |\log(C_\beta (\alpha + m^{-1}))|^{-\beta} \rho^2; \]
\[ \text{(iii) } \rho := |w \cdot \mathcal{F} f_{\alpha} \cdot \mathcal{F} f_{\alpha}/w)^2 |^{-1/2} < \infty, \text{ and assume that the index function } \kappa \text{ is concave, then} \]
\[ (A.17) \]
\[ \mathbb{E}\|w \cdot \mathcal{F} f_{\alpha} \cdot \mathbb{1}(\mathcal{F} f_{\alpha}/w)^2 < \alpha) \|^2 \leq C_\kappa \cdot \kappa(C_\kappa (\alpha + m^{-1})) \cdot \rho^2; \]
where \( C_\beta, C_\kappa \) are positive constants depending only on \( \beta \) and \( \kappa \), respectively.

**Proof.** Denote \( \hat{\psi}_\alpha := \mathcal{F} f_{\alpha} \cdot \mathbb{1}(\mathcal{F} f_{\alpha}/w)^2 < \alpha) \). Then, using the inequality (A.11) together with \( \alpha^\gamma \geq \sup_{t \in \mathbb{R}^+} t^\gamma \mathbb{1}[t < \alpha) \), for all \( \gamma > 0 \), we have
\[ \|w \cdot \hat{\psi}_\alpha \|^2 \leq 2^{2\beta} \{ \alpha^\beta \cdot \rho^2 + \|w \cdot \mathcal{F} f_{\alpha} \cdot \mathcal{F} f_{\alpha}/w)^2 \cdot |\mathcal{F} f_{\alpha}/w - \mathcal{F} f_{\alpha}/w| \|^2 \}. \]

Therefore, using (A.8) in Lemma A.2, we obtain the bound (A.15).

The proof of (A.16) follows along the same lines as the proof of (A.2) in Lemma A.1. Consider the functions \( \kappa_\beta, \phi_\beta \) and \( \Phi_\beta \) defined in the proof of (A.2) in Lemma A.1, then in analogy to (A.4), we bound
\[ (A.18) \]
\[ \|w \cdot \hat{\psi}_\alpha \|^2 \leq \|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \| \cdot \rho, \]
which implies
\[ (A.19) \]
\[ \mathbb{E}\|\hat{\psi}_\alpha \|^2 \leq (\mathbb{E}\|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \|^2)^{1/2} \cdot \rho. \]

Moreover, following the steps in (A.5) together with (A.18), we have
\[ (A.20) \]
\[ \|\mathcal{F} f_{\alpha} \cdot \hat{\psi}_\alpha \|^2 \leq \alpha \cdot \|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \| \cdot \rho. \]

Therefore, applying the triangular inequality together with (A.20), we obtain
\[ \mathbb{E}\|\mathcal{F} f_{\alpha} \cdot \hat{\psi}_\alpha \|^2 \leq 2\|w \cdot |\mathcal{F} f_{\alpha}/w - \mathcal{F} f_{\alpha}/w| \cdot \hat{\psi}_\alpha \|^2 + 2\alpha (\mathbb{E}\|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \|^2)^{1/2} \cdot \rho. \]

By applying the Cauchy–Schwarz inequality and then (A.8) in Lemma A.2, we bound the first term by \( C(\beta) \cdot m^{-1} \cdot \int (\mathbb{E}(\mathbb{1}(|\mathcal{F} f_{\alpha}/(w(t) < \alpha))^{1/2} \cdot \rho \cdot w(t) \cdot \|\mathcal{F} f_{\alpha}(t)\|^2 dt, \) and using once again the Cauchy–Schwarz inequality,
\[ (A.21) \]
\[ \mathbb{E}\|\mathcal{F} f_{\alpha} \cdot \hat{\psi}_\alpha \|^2 \leq 2\left\{ \frac{C(\beta)}{m} + \alpha \right\} \cdot (\mathbb{E}\|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \|^2)^{1/2} \cdot \rho. \]

In analogy to (A.6), by applying the convex function \( \Phi_\beta \), we obtain
\[ (A.22) \]
\[ \Phi_\beta \left( \frac{\gamma^2 \cdot \mathbb{E}\|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \|^2}{\mathbb{E}\|w \cdot \hat{\psi}_\alpha \|^2} \right) \leq \frac{\mathbb{E}\|\mathcal{F} f_{\alpha} \cdot \hat{\psi}_\alpha \|^2}{\mathbb{E}\|w \cdot \hat{\psi}_\alpha \|^2}. \]

Combining the three bounds (A.19), (A.21) and (A.22), as in (A.7), implies
\[ (A.23) \]
\[ \Phi_\beta \left( \frac{\gamma^2 \cdot (\mathbb{E}\|w \cdot \hat{\psi}_\alpha \cdot \phi_\beta \|^2)^{1/2}}{\rho} \right) \leq 2\left\{ \frac{C(\beta)}{m} + \alpha \right\}. \]
We obtain the second bound (A.16) by combining (A.19) and (A.23).

The proof of (A.17) follows line by line the proof of (A.16) using the functions \( \kappa \) and \( \Phi \) rather than \( \kappa_\beta \) and \( \Phi_\beta \).

The next lemma generalizes Theorem 3.1 given in Neumann [31] by providing a lower bound for the MISE under a general source condition, which requires for \( f \in L^2(\mathbb{R}) \) and index function \( \kappa \) the following definitions:

\[
\mathcal{M}_f^\rho := \{ g \in \mathcal{D} : \| F g \cdot |(\mathcal{F} f )|^2 \|^{-1/2} \leq \rho \}, \quad \rho > 0,
\]

(A.24)

\[
\Delta_f^\mu(t) := \{ \kappa([\mathcal{F} f ](t))^2 \cdot \{ m^{-1} |[\mathcal{F} f ](t)|^{-2} \wedge 1 \} \}, \quad t \in \mathbb{R}.
\]

**Lemma A.4.** Suppose the samples from \( f_Y \) and \( f_\epsilon \) are independent. Let \( f \in \mathcal{D} \), and consider \( \mathcal{D}_f^\nu \) defined in (4.2). Then, there exists \( C > 0 \), such that

\[
\inf_{\hat{f}_X} \sup_{f_X \in \mathcal{M}_f^\rho, f_\epsilon \in \mathcal{D}_f^\nu} \mathbb{E} \| \hat{f}_X - f_X \|^2 \geq C \cdot \max_{t \in \mathbb{R}} \Delta_f^\mu(t).
\]

**Proof.** The proof is in analogy to the proof of Theorem 3.1 given in Neumann [31] and we omit the details.

**Proof of Theorem 4.2.** The proof is based on the decomposition (4.1). From the bound given in (A.14), the polynomial source conditions (3.2) and (A.9) in Lemma A.2 with \( w = \ell_s \) and \( \gamma = \beta \), we obtain

\[
\mathbb{E} \| \hat{f}_X s - f_X s \|^2 \leq \pi \alpha^{-1} \cdot \mathbb{E} \| \hat{f}_Y - f_Y \|^2 + 2C(\beta) \cdot \rho^2 \cdot \{ \alpha^{-1} \cdot m^{-1-\beta} + (m \cdot \alpha)^{-1+\beta} \cdot m^{-\beta} \}. \]

While (A.15) in Lemma A.3 with \( w = \ell_s \) and \( \gamma = \beta \) provides

\[
\mathbb{E} \| \hat{f}_X s - f_X s \|^2 \leq C \cdot \{ \alpha^\beta + m^{-\beta} \} \cdot \rho^2.
\]

Balancing these two terms then gives the result.

**Proof of Proposition 4.3.** Let \( g^s \) be defined by \( F g^s := \ell_s \cdot F g \), \( s \in \mathbb{R} \). Now, by making use of the relation \( \| f_X^s \| = \| f_X \|_s \), the \( H_s \)-risk of an estimator \( \hat{f}_X \) of \( f_X \) equals the MISE of \( \hat{f}_X s \) as estimator of \( f_X s \). Moreover, \( f_X \) belongs to \( \mathcal{D}_f^\nu \) if and only if \( f_X^s \) satisfies \( \| \mathcal{F} f_X^s \cdot ([\mathcal{F} f_X] - \beta/2) \| \leq \rho \). Consider the sets \( \mathcal{D}_f^\nu \) and \( \mathcal{M}_f^\rho \) defined in (4.2) and (A.24) with \( k(t) = t^\beta \), respectively. Then, for any \( f_0 \in \mathcal{D}_f^{c}, c > 0 \), Lemma A.4 implies

\[
\inf_{\hat{f}_X} \sup_{f_X \in \mathcal{D}_f^{c}, f_\epsilon \in \mathcal{D}_f^\nu} \mathbb{E} \| \hat{f}_X - f_X \|^2 \geq \inf_{\hat{f}_X} \sup_{f_X \in \mathcal{M}_f^\rho, f_\epsilon \in \mathcal{D}_f^\nu} \mathbb{E} \| \hat{f}_X - f_X \|^2
\]

\[
\geq C \max_{t \in \mathbb{R}} \left\{ \left\{ [\mathcal{F} f ](t) \right\}^{2\beta} \left\{ \frac{1}{m |[\mathcal{F} f ](t)|^2 \wedge 1} \right\} \right\},
\]

where the lower bound is of order \( m^{-(1+\beta)} \), which proves the result.
**Proof of Corollary 4.4.** The proof is similar to the proof of Corollary 3.3, but uses Theorem 4.2 rather than Theorem 3.2, and we omit the details. □

**Proof of Corollary 4.5.** Let \( f \in \mathcal{D}_a \), and consider the sets \( \mathcal{D}_f^\gamma \) and \( \mathcal{S}_f^\rho \) defined in (4.2) and Proposition 4.3 with \( \beta = (p - s)/(a + s) \), respectively. If \( f_\epsilon \in \mathcal{D}_f^\gamma \), then \( f_X \in H_\rho^p \) is equivalent to \( f_X \in \mathcal{S}_f^d \). Therefore, Proposition 4.3 leads to the following lower bound:

\[
\inf_{f_X} \sup_{f_\epsilon \in \mathcal{D}_a, f_\epsilon \in \mathcal{D}_f^\gamma} \mathbb{E} \| f_X - f_X \|_s^2 \geq C m^{-(1/(p-s)/(a+s))}.
\]

The result now follows by combination of the last lower bound with the lower bound in the case of known \( f_\epsilon \) (cf. Mair and Ruymgaart [26]), that is,

\[
\inf_{f_X} \sup_{f_\epsilon \in \mathcal{H}_a^p, f_\epsilon \in \mathcal{D}_a} \mathbb{E} \| f_X - f_X \|_s^2 \geq C n^{-(2(p-s)/(2(p+a)+1))}.
\]

**Proof of Theorem 4.6.** Considering the decomposition (4.1), we bound the first term as in (A.12), and from (A.16) in Lemma A.3 with \( w = \ell_s \) and \( \gamma = \beta \), the second term satisfies \( \mathbb{E} \| \widehat{f}_X - f_X \|_s^2 \leq C \| \log(C \{ [\mathcal{F} f'](t) \}^{1/2} + C \cdot \log(C \cdot \{ \mathbb{E} \| \widehat{f}_Y - f_Y \|_s^2 \| m^{-1}) \}) \|^{-\beta} \rho^2 \). The conditions of the theorem provide then \( \mathbb{E} \| \widehat{f}_X - f_X \|_s^2 \leq C \cdot \{ \mathbb{E} \| \widehat{f}_Y - f_Y \|_s^2 \| m^{-1}) \}^{1/2} + C \cdot \log(C \cdot \{ \mathbb{E} \| \widehat{f}_Y - f_Y \|_s^2 \| m^{-1}) \}) \|^{-\beta} \), for some constant \( C > 0 \) depending only on \( \rho \) given in (3.2), \( \beta \) and \( c \), which implies the result. □

**Proof of Proposition 4.7.** The proof follows along the same lines as the proof of Proposition 4.3. Here, using the logarithmic rather than the polynomial source condition, Lemma A.4 implies

\[
\inf_{f_X} \sup_{f_\epsilon \in \mathcal{H}_a^p, f_\epsilon \in \mathcal{D}_f^\gamma} \mathbb{E} \| f_X - f_X \|_s^2 \geq C \max_{t \in \mathbb{R}} \left\{ \frac{1}{\log([|\mathcal{F} f'](t)|^2)^{1/2}} \frac{1}{m|[\mathcal{F} f'](t)|^2} \right\}^{1/2} \eta(1)^{-\beta} \hat{\Omega},
\]

where the lower bound is of order \( (\log m)^{-\beta} \), which gives the result. □

**Proof of Corollary 4.8.** The proof is similar to the proof of Corollary 3.5, but uses Theorem 4.6 rather than Theorem 3.4, and we omit the details. □

**Proof of Corollary 4.9.** The proof follows along the same lines as the proof of Corollary 4.5. Here, using Proposition 4.7 rather than Proposition 4.3 leads to the lower bound \( C (\log m)^{-(p-s)/a} \). The result follows then from the lower bound \( C (\log n)^{-(p-s)/a} \) in the case of known \( f_\epsilon \) (cf. Mair and Ruymgaart [26]). □
Proof of Theorem 4.10. The proof is based on the decomposition (4.1). From the bound given in (A.14), the general source conditions (3.6) and (A.10) in Lemma A.2 with $w = \ell_s$, we obtain
\[ E\| \hat{f}_{Xs} - \hat{f}_{\alpha Xs}\|_2^2 \leq \pi^{-1} \alpha^{-1} E\| \hat{f}_Y - f_Y\|_2^2 + 2C\rho^2 (\alpha^{-1} m^{-1} \kappa(m^{-1}) + \kappa(m^{-1})). \]
While (A.17) in Lemma A.3 with $w = \ell_s$ provides
\[ E\| \hat{f}_{\alpha Xs} - f_{Xs}\|_2^2 \leq C\kappa(C\kappa(\alpha + m^{-1}))\rho^2. \]
The condition on $\alpha$ ensures then the balance of these two terms. The result follows by making use of the relation $\kappa(c \cdot \delta ) \leq (c \vee 1) \cdot \kappa(\delta)$, which follows, for $c < 1$ and for $c \geq 1$, from the monotonicity and the concavity of $\kappa$, respectively. □

Proof of Proposition 4.11. The proof follows along the same lines as the proof of Proposition 4.3. Here, using the general rather than the polynomial source condition, Lemma A.4 implies
\[
\inf_{f_X} \sup_{f_X \in \delta_{f, f \epsilon \mathcal{D}}} E\| \hat{f}_X - f_X\|_2^2 \geq C \max_{t \in \mathbb{R}} \left\{ \kappa(\| \mathcal{F} f \|_2(t))^2 \right\} \left\{ \frac{1}{m\| \mathcal{F} f \|_2(t)^2} \wedge 1 \right\}.
\]
Since $\kappa$ is increasing and $\kappa(t^2)/t^2$ is decreasing, it follows that the lower bound is of order $\kappa(1/m)$, which proves the result. □
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