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Figure 1: A showcase of KiloNeuS 3D objects under different environment illumination conditions. Our neural representation continuously encodes geometry and appearance of the shapes in thousands of small neural networks, and can be rendered in real-time under global illumination with our cuNPT path-tracer.

ABSTRACT
The latest trends in inverse rendering techniques for reconstruction use neural networks to learn 3D representations as neural fields. NeRF-based techniques fit multi-layer perceptrons (MLPs) to a set of training images to estimate a radiance field which can then be rendered from any virtual camera by means of volume rendering algorithms. Major drawbacks of these representations are the lack of well-defined surfaces and non-interactive rendering times, as wide and deep MLPs must be queried millions of times per single frame. These limitations have recently been singularly overcome, but managing to accomplish this simultaneously opens up new use cases. We present KiloNeuS, a new neural object representation that can be rendered in path-traced scenes at interactive frame rates. KiloNeuS enables the simulation of realistic light interactions between neural and classic primitives in shared scenes, and it demonstrably performs in real-time with plenty of room for future optimizations and extensions.

CCS CONCEPTS
• Computing methodologies → Ray tracing; Shape representations; Appearance and texture representations.
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1 INTRODUCTION
For a human being, the task of understanding the geometry of a 3D object shown in an image is usually easy. Unfortunately, the same cannot be said for a computer. The loss of one dimension during the projection step makes the problem ill-posed, since infinitely many different geometries could produce the same image. For this reason, estimating the true 3D underlying geometry remains a challenging problem. In recent years there has been rapid progress in inverse rendering techniques reconstructing a scene description from observations using differentiable rendering optimization. The most advanced methods in the field use neural networks to learn 3D representations as neural fields, encoding them in their weights and biases. NeRF [Mildenhall et al. 2020] is a neural object representation that paved the way for a whole range of new techniques indirectly addressing the problem of geometry reconstruction by trying to render scenes from given viewpoints during the optimization process. NeRF-based techniques fit multi-layer perceptrons (MLPs) to a set of training images estimating volumetric fields such
as view-invariant density and view-dependent color (also called \textit{radiance}). These volumes can be sampled and rendered from any virtual camera using differentiable volumetric integration with volumetric rendering algorithms, and are trained by minimizing the difference between rendered and training images.

Simulating light interactions of a shape in a path-traced environment requires having access to both its normals and its surface color. The former, in particular, are used to bounce rays off its surface, continuing their way in the environment. As previously shown in [Oechsle et al. 2021], a vanilla NeRF model defines objects as volume clouds; while this allows photo-realistic synthesis of novel views, it lacks an implicit surface representation enforcing constraints on the learned density field, not guaranteeing smooth, well-defined surface reconstruction and raising a problem in this sense. NeuS [Wang et al. 2021a] solved this problem by decoupling geometry from appearance and deriving the density field from a learnable signed distance function (SDF) that implicitly defines surfaces in the scene, and whose normals can be analytically computed. Another consequential benefit of representing neural objects as SDFs is that rendering can be accelerated as we can resort to sphere tracing [Hart et al. 1993] instead of volumetric ray marching.

Neural object representations do not provide direct access to surface geometry, which is why they are rendered by means of naive ray marching-derived approaches with dense ray sampling, leading to a steep increase in rendering times. Visualization of these representations can thus be very computationally intensive. An extremely large number of feedforward passes through a wide and deep neural network must be performed for each ray cast. Depending on the target resolution and the number of ray samples to take, a rendering of a vanilla NeRF model, for example, could take minutes to complete, which is well beyond the requirements of real-time rendering. The authors of KiloNeRF [Reiser et al. 2021] demonstrated how real-time rendering can be achieved by utilizing, instead of one single large MLP, thousands of small and lightweight MLPs that uniformly partition the scene into geometrically simpler same-sized blocks. These can be queried at high rates, resulting in a rendering speed-up of three orders of magnitude compared to vanilla NeRF.

- We first define KiloNeuS, a new neural representation designed to be fast to render and easier to relight, overcoming both NeRF’s slow inference times – in a similar fashion to the KiloNeRF approach – and its lack of a well-defined implicit surface, following the NeuS scheme.
- We then present a method for real-time rendering of such representations in scenes with arbitrary global illumination, which may contain one or more bounded objects of both classic (e.g., polygonal mesh) or neural representations. Our GPU-based path-tracer allows for the simulation of realistic light interactions between objects of different types, as demonstrated in Figure 1.
- We conduct a comprehensive evaluation of both our model and path-tracer, in terms of representation quality, features and execution performance, with respect to the results of the latest proposals in the field.

2 RELATED WORK

Our work intersects several lines of research, most notably neural rendering, implicit representations (and in particular, neural radiance fields), and neural scene relighting. We review works relating to ours in each of them.

\textbf{Neural Rendering.} Inverse rendering refers to a set of techniques estimating intrinsic scene characteristics such as camera, geometry, material and light parameters, given a single image or a set of images using differentiable rendering optimization [Deschaintre et al. 2018, 2019; Henzler et al. 2019; Li et al. 2018; Marschner 1998]. Neural rendering is closely related to inverse rendering; it introduces components learned by deep neural networks into the rendering pipeline in place of predefined physical models or data structures used in classical rendering. A typical neural rendering approach takes as input scene properties and builds a neural scene representation from them, which can then be rendered with different properties to synthesize novel images. The authors of NeuS [Wang et al. 2021a] proposed to decouple geometry from appearance by jointly learning a) a signed distance function (SDF) analytically defining the density field and the surface normals, and b) a color field defining the surface appearance.

\textbf{Implicit Representations.} Representing 3D surfaces as continuous functions over space is a recent trend in geometric deep learning. Manipulating continuous surfaces offers new perspectives in geometry processing, and led to significant advances in various complex tasks. Occupancy fields [Mescheder et al. 2019] and signed distance fields [Park et al. 2019] found major applications in 3D shape reconstruction [Atzmon and Lipman 2020; Gropp et al. 2020; Peng et al. 2020; Sitzmann et al. 2020] and 4D shape reconstruction [Chen et al. 2021; Lei and Daniilidis 2022; Niemeyer et al. 2019; Tiwari et al. 2021]. In addition, signed distance functions allow to render 3D scenes by sphere tracing [Hart et al. 1993], a ray-marching heuristic allowing for real-time rendering.

\textbf{Neural Radiance Fields.} Neural Radiance fields were proposed in [Mildenhall et al. 2020] and gained much attention from the community because of their unprecedented results on novel view synthesis of 3D scenes, the problem of generating novel camera perspectives of a scene given a fixed set of images. Follow-up works
While this can be used in a variety of contexts, the authors claim voxel octree to model local properties in each cell. While claiming to be 10x faster than NeRF, they are still far from meeting real-time requirements and while their method can also be applied for scene editing and composition, they do not allow for light transport simulation. Using a different approach, the authors of AutoInt [Lindell et al. 2021] proposed a technique learning closed-form solutions to integrals by fitting a network representing the antiderivative. While this can be used in a variety of contexts, the authors claim it can speed-up NeRF numerical approximation of the volume rendering integral of an order of magnitude by significantly reducing the number of queries needed per pixel. DONeRF [Neff et al. 2021], on the other hand, jointly trains a depth oracle network to perform only sample points placed locally around surfaces in the scene, reducing the inference costs by up to ~ 48x compared to NeRF reaching interactive framerates (~ 20 FPS) and visual quality. On a different note, DeRF [Rebain et al. 2021] proposed a spatial decomposition of a scene based on Voronoi cells, where each part is rendered independently and the final image is composed via Painter’s Algorithm, providing up to ~ 3x more efficient inference than NeRF. Other approaches like FastNeRF [Garbin et al. 2021] and PlenOctree [Yu et al. 2021] speed-up the volume rendering process by making use of smart caching techniques to entirely skip the MLP query and reach impressive framerates (> 200 FPS), at the cost of losing the continuous representation and of a larger memory footprint that grows cubically with the targeted quality.

### 3 METHOD

We now discuss how we achieve real-time rendering of neural object representations under path-traced global illumination, outlining our contributions on top of NeuS [Wang et al. 2021a] and KiloNeRF [Reiser et al. 2021]. Our work can be outlined following two different but tightly linked paths: a) the definition of a lightweight and disentangled neural object representation, able to efficiently encode an implicit surface as a signed distance field, thus making them unsuitable for relighting. Consequently, others have focused on enabling the rendering of unseen views under novel illuminations, for which additional properties are required to be learned. NeRV [Srinivasan et al. 2021] takes a set of images of a scene illuminated by unconstrained but known lighting and models a reflectance function describing how particles reflect incoming light, to simulate how the light from external sources is attenuated and reflected by the scene. NeRD [Boss et al. 2021] and NeRFactor [Zhang et al. 2021] jointly optimize a model for shape, BRDF, and illumination by minimizing the photometric error over an input image collection of an object, captured under fixed or different lighting.

#### 3.1 KiloNeuS

This section illustrates the KiloNeuS neural object representation, which combines the reconstructive capabilities of NeuS [Wang et al. 2021a] and KiloNeRF’s ability to render complex models in real-time [Reiser et al. 2021]. KiloNeuS uses thousands of small MLPs organized in two regular grids, which we refer to as KiloSDF and KiloColor, replacing the respective large and wide SDF and Color networks of the NeuS representation, as visualized in Figure 2. Each

![Figure 3: NeuS MLPs architectures. Top: SDF network, bottom: Color network.](image)

![Figure 4: KiloNeuS single SDF and Color MLPs architectures, designed to be a significant simplification of the respective NeuS architectures.](image)
of those MLPs only represents a small – and therefore simple – fraction of the respective field, allowing the use of few parameters to represent them, thus drastically reducing inference times. Similarly to how KiloNeRF’s MLP architecture is a downscaled version of NeRF’s architecture, KiloSDF and KiloColor (Figure 4) are designed to be a downscaled version of the respective NeuS model architectures (Figure 3). Both networks take as input a 6-frequencies positional encoding of the spatial coordinates \( \gamma(x) \), where \( L \) is a hyperparameter controlling the frequencies used by a fixed set of basis functions. Each scalar component \( p \) of position vector \( x \) (normalized to lie in \([-1,1]\]) is separately mapped by \( \gamma \) from \( \mathbb{R} \) to a higher dimensional space \( \mathbb{R}^{2L} \), and results are concatenated to the original coordinates in a new vector in \( \mathbb{R}^{3+6L} \). The encoding function \( \gamma \), also known as \textit{Fourier feature mapping} [Tancik et al. 2020], is defined as:

\[
\gamma(x) = (\gamma_0(x), \gamma_1(x), \ldots, \gamma_N(x)),
\]

(1)

where

\[
\gamma(p) = \sin(2^0 \pi p), \cos(2^0 \pi p), \ldots, \sin(2^L \pi p), \cos(2^L \pi p)
\]

(2)

The main differences of the networks lie in the activation functions between layers, Softplus for SDF and ReLU for Color, and in the activation function applied to the output, linear for the former and sigmoid for the latter. As can be observed from Figure 4, KiloColor network discards the feature vector \( z \), the vector normal to the surface \( n \) and view direction \( d \) of its input. The first two are mainly used when training the NeuS model from scratch, and help avoiding ambiguities in the optimization process. Whereas for the third, we assume that the surface materials of KiloNeuS objects are Lambertian, to eliminate view-dependency in the lighting. Therefore, we fix it during training as the mirrored direction to the surface normal \( d = -n \). By only learning the surface color viewed under this direction we reduce the influence of specular reflections on the surface of the target object. This is a necessary step in order to enable application inside realistic scenes: objects should react to the illumination of the environment, rather than the illumination used in the training data. The KiloColor network is only queried on surface points, behaving as a continuous texture.

3.1.1 Distillation training. The training procedure shall transfer the knowledge from the large NeuS MLPs to the KiloNeuS grids of small MLPs. This is done by optimizing the latter to reconstruct the signal from the former. The small MLP to use is selected according to the spatial region of the query point.

**Input:** NeuS teacher \( (c^t, d^t) \), KiloNeuS students \( (c^s, d^s) \), epochs \( N \), KiloNeuS resolution \( k \), \( m = k^3 \)

**Output:** KiloNeuS model parameters \( \{ \theta_i, \eta_i \}_{i=1}^m \)

for \( i = 0 \to N \) do

\[
x \leftarrow \mathcal{U}([-1;1]^3) \quad \text{// Uniform points sampling}
\]

\[
s, z = d^t(\gamma(x, L = 6)) \quad \text{// Teacher SDF and feat. vec.}
\]

\[
n = \nabla x s / \| \nabla x s \| \quad \text{// Norm. SDF gradients = normals}
\]

\[
c = c^t(x, y, d, L = 4, n, z) \quad \text{// Teacher color}
\]

\[
s' = d^s(\gamma((x, L = 6); \{ \eta_i \}_{i=1}^m)) \quad \text{// Student SDF}
\]

\[
c' = c^s(x, y, L = 6; \{ \theta_i \}_{i=1}^m) \quad \text{// Student color}
\]

\[
L = \| s - s' \|^2 + \| c - c' \|^2 \quad \text{// MSE between pred and target}
\]

optimize(\( L, \{ \theta_i, \eta_i \}_{i=1}^m \))

end

Figure 5: High-level diagram of the cuNPT GPU thread execution flow focusing on the rendering of a KiloNeuS object.
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3.2 cuNPT: CUDA Neural Path-Tracer

Our real-time path-tracer supporting the previously discussed KiloNeuS neural object representation as well as other classic computer graphics primitives has been built upon a publicly available and parallel CUDA-based adaptation [Allen 2021] of Peter Shirley’s Ray-Tracing in One Weekend books series [Shirley 2018]. In the following we describe the extensions made to the rendering kernel to support KiloNeuS models, for which a high-level diagram is shown in Figure 5.

3.2.1 Rendering kernel. For each ray, the rendering kernel finds the closest intersection point with an object bounding volume, if it exists. If the bounding box does not contain a KiloNeuS object, it follows the execution flow described in [Shirley 2018]; otherwise it starts sphere-tracing in the bounding volume intersection interval, looking for the first ray intersection with the implicitly defined neural surface. If sphere-tracing converges on the SDF 0-level set, the rendering kernel then computes its analytic normal and its color value by querying the color network at the point of intersection. The KiloNeuS neural object representation employed in this case study does not include material properties, which at this time the path-tracer assumes to be Lambertian.

3.2.2 Neural Network inference. The neural network inference step is performed by CUDA device functions that take as input the spatial coordinates of a point, encode it, and perform a series of matrix multiplications and apply non-linear activation functions (whose results are always one-dimensional vectors) to output either a SDF value or a color value. Intermediate results are stored in a per-thread register memory of constant size, since global memory access would lead to extreme performance degradation. This memory, depending on the GPU used, usually has a limited capacity. The use of small MLPs with small intermediate results also helps in this regard.

4 EXPERIMENTAL RESULTS

In this section, we evaluate KiloNeuS and our cuNPT path-tracer. First, we want to quantify our neural representation’s ability to learn complex 3D surfaces and their view-independent appearance by comparing its result for commonly used metrics against recent related proposals. Then, we evaluate our path-tracer’s performances in rendering such objects under global illumination. We expect our method to reach interactive frame-rates, and to reconstruct surfaces with high fidelity; however, we know that view-independency will cause color differences with test views of reconstructed scenes and that this may have an impact on our results.
4.1 Quantitative evaluation

The experiments were conducted on some of the DTU datasets [Aanæs et al. 2016] for which the NeuS authors made their pre-trained models publicly available. These were used as teacher models for distillation training and to conduct qualitative and quantitative baseline comparisons. All KiloNeuS models have resolution $k = 16$ (for a total of 4096 MLPs each) and were trained by distillation from the respective pretrained NeuS teacher model using the Adam [Kingma and Ba 2015] optimizer with a learning rate of $\alpha = 5e^{-4}$.

We report our results in Table 1 and Figure 8. It is important to observe that the reported quality metrics behave differently from other listed methods, as we represent objects independently of their lighting in training renderings. Consequently, some of the metrics comparing our synthesizes and the respective test views are worse than other methods due to the resulting difference in color, as can be seen in Figure 6. This observation is supported by KiloNeuS managing to achieve competitive results for the SSIM metric, which measures the perceived change in structural information, thus giving less importance to such differences in color.

4.2 Rendering results

Image quality. Figure 7 presents normals, surface color and path-traced renderings of KiloNeuS models. We run our path tracer with 30 maximum samples per sphere-traced ray and apply denoising on the resulting images for more accurate results. We use Intel Open Image Denoise [Intel 2018] for this purpose.

Performance. We tested cuNPT on a machine powered by an Intel Xeon E3-1200 v6 processor, 16 GB DDR3 RAM and a NVIDIA GeForce RTX 3090 24 GB, benchmarking its performance. To gain a clear indication of the computational cost for the rendering of our neural representation, we limit our performance analysis to scenes whose only element is a KiloNeuS object positioned in front of the virtual camera; doing so, all the rays traced will intersect with its bounding volume going through sphere-tracing steps and, in case of a surface hit, additional MLP inferences. Under this setting, at a resolution of $800 \times 800$ and with 1 sample-per-pixel, the renderer reaches interactive frame rates, averaging $\sim 46$ FPS. However, it is worth noting that the cost might be largely scene- and view-dependent, particularly with other shapes and objects being present in the scene. The evaluation of our execution performance can be found in Table 2.

4.3 Limitations

The main limitation of our approach is that the volumetric appearance being learned by the NeuS Color network, and consequently by our KiloColor network, contains the lighting conditions at the time of dataset image capture baked on top of the true color of the object’s surface: what we would ideally like to learn. This drawback is further addressed in Section 4.4, in which we also discuss potential future solutions. Another limitation is that, compared to the two MLPs of the NeuS representation, KiloNeuS models have a larger memory footprint; a model of resolution 16 takes $\sim 0.35$ GB for each of the two grid of MLPs ($\sim 0.08$ MB per MLP), for a total of $\sim 0.7$ GB. We did not focus on memory optimizations, and it is clear that there may be room for improvements; for example: while the former always have fixed memory requirements, the latter’s memory occupancy could be made proportional to the size of the object in the bounding volume by discarding MLPs representing empty volumes.
areas of space and keeping only those in the vicinity of surfaces. Nevertheless, as can be seen in Table 2, the memory footprint of our continuous representation can be seen as more cost-effective than other methods using caching to skip the MLP query and speed-up rendering times [Garbin et al. 2021; Yu et al. 2021]; those, depending on the level of detail of the targeted radiance field discretization, have a memory occupancy that ranges from as low as 0.3 GB up to more than 10 GB.

4.4 Future work
In the future we would like to further investigate the impact on visual quality of the size ratio between individual MLPs and their represented scene space. Finding the perfect trade-off would allow an optimal use of the representational capacity of all models involved in the active representation of the scene.

Furthermore, concurrent approaches like NeRD [Boss et al. 2021] and NeRFactor [Zhang et al. 2021] factorized the appearance of the learned object into additional neural fields encoding albedo and reflectance in terms of a spatially varying Bidirectional Reflectance Distribution Function (svBRDF). Their methods could be used as a template to extend the framework of the NeuS representation, encoding each of these additional properties in different MLPs. From there, they could easily be integrated into our pipeline, allowing the path-tracer to simulate different types of materials.

Lastly, it would be desirable to move the integration of the KiloNeuS renderer from the academic path-tracer on which we built our prototype to a production environment such as NVIDIA Omniverse [NVIDIA 2022] or Blender, to make the approach more easily accessible to the scientific community and to support more advanced rendering features.

5 CONCLUSIONS
In this paper we proposed KiloNeuS, a new neural object representation specifically designed for its real-time rendering under global illumination. We motivated the rationale behind KiloNeuS design choices and further compared its peculiarities with the characteristics of other well-known representations. Our evaluations showed reconstruction performance comparable with the state of the art, with the additional contribution of enabling global illumination. We then presented cuNPT, a custom made real-time path-tracer capable to render KiloNeuS objects in scenes containing other instances of classic representations, for which we showed examples of realistic light interactions between objects of different types. Our performance evaluation of cuNPT showed that our method can achieve competitive efficiency of both memory occupation and rendering time, reaching interactive frame rates.
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