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Abstract. In hydrological climate-change impact studies, regional climate models (RCMs) are commonly used to transfer large-scale global climate model (GCM) data to smaller scales and to provide more detailed regional information. Due to systematic and random model errors, however, RCM simulations often show considerable deviations from observations. This has led to the development of a number of correction approaches that rely on the assumption that RCM errors do not change over time. It is in principle not possible to test whether this underlying assumption of error stationarity is actually fulfilled for future climate conditions. In this study, however, we demonstrate that it is possible to evaluate how well correction methods perform for conditions different from those used for calibration with the relatively simple differential split-sample test.

For five Swedish catchments, precipitation and temperature simulations from 15 different RCMs driven by ERA40 (the 40 yr reanalysis product of the European Centre for Medium-Range Weather Forecasts (ECMWF)) were corrected with different commonly used bias correction methods. We then performed differential split-sample tests by dividing the data series into cold and warm respective dry and wet years. This enabled us to cross-evaluate the performance of different correction procedures under systematically varying climate conditions. The differential split-sample test identified major differences in the ability of the applied correction methods to reduce model errors and to cope with non-stationary biases. More advanced correction methods performed better, whereas large deviations remained for climate model simulations corrected with simpler approaches. Therefore, we question the use of simple correction methods such as the widely used delta-change approach and linear transformation for RCM-based climate-change impact studies. Instead, we recommend using higher-skill correction methods such as distribution mapping.

1 Introduction

In hydrological climate-change impact studies, large-scale climate variables for current and future conditions are generally provided by global climate models (GCMs). To resolve processes and features relevant to hydrology at the catchment scale, regional climate models (RCMs) are commonly used to transfer coarse-resolution GCM data to a higher resolution. Although this provides more detailed regional information (Fowler et al., 2007; Grotch and MacCracken, 1991; IPCC, 2007; Maraun et al., 2010; Salathé Jr., 2003) for hydrological simulations, there is still a mismatch of scales especially for meso- and small-scale watersheds that are often captured by only one RCM grid cell. In addition, impact modelers are also facing a risk of improper RCM simulations (Christensen et al., 2008; Teutschbein and Seibert, 2010; Varis et al., 2004) due to systematic (i.e., biases) and random model errors. Mismatching scales in combination with such errors have led to many recently developed correction approaches (Chen et al., 2013; Johnson and Sharma, 2011; Maraun et al., 2010; Teutschbein and Seibert, 2012; Themeßl et al., 2011) that help impact modelers to cope with the various problems linked to biased RCM output.

These correction approaches can be classified according to their degree of complexity and include simple-to-apply
methods such as linear transformations but also more advanced methods such as distribution mapping. The correction procedures usually identify possible differences between observed and simulated climate variables, which provide the basis for correcting both control and scenario RCM runs with a transformation algorithm. Although the correction of RCM climate variables can considerably improve hydrological simulations under current climate conditions (Chen et al., 2013; Teutschbein and Seibert, 2012), there is a major drawback: most methods follow the assumption of stationarity of model errors, which means that the correction algorithm and its parameterization for current climate conditions are assumed to also be valid for a time series of changed future climate conditions. Whether or not this condition is actually fulfilled for our future climate cannot be evaluated directly. This motivated us to address this issue and to test how well different correction methods perform for conditions different from those used for calibration. We applied the idea of a differential split-sample test, originally proposed by Klemes (1986) for hydrological models, to analyze the performance of different correction methods for use with simulations under changed conditions. The testing presented here was done for different commonly used and rather simple correction procedures (Johnson and Sharma, 2011; Maraun et al., 2010; Teutschbein and Seibert, 2012) based on 15 RCM-simulated temperature and precipitation series for five mesoscale catchments in Sweden.

We would like to emphasize that this paper was written by local-impact modelers for impact modelers. Thus, our intention was not to compare all available methods to deal with biased RCM simulations and bias non-stationarities (this study is by no means exhaustive). We simply present one possible approach to analyze correction methods that are frequently used by impact modelers – especially on smaller scales. In addition, we outline the most common terminology related to climate models and biases as some of these terms are not used consistently by impact modelers.

2 Terminology

The terms climate model bias and bias correction are frequently used in climate change and impact research. However, these terms are not always used consistently in the literature and in many studies it is not clear whether they are actually dealing with model biases or rather model errors, model shortcomings or other uncertainties. For clarification we, therefore, briefly summarize the most commonly used terminology.

2.1 Distinction between model shortcomings, model errors and model biases

Allen et al. (2006) suggested differentiating between the terms model shortcomings, model errors and model biases.

Model shortcomings are based on the fact that some models do not represent some parts of the climate system or are not able to resolve certain processes. Model shortcomings might also originate from numerical issues causing problems such as the violation of mass conservation observed in several climate models (Liepert and Previdi, 2012). These deficiencies can generally be resolved by improving the model, for instance, through the introduction of new physical descriptions or through increased spatial and temporal resolution (Allen et al., 2006). Model shortcomings can lead to model errors.

Model errors can be caused by initial and boundary conditions, parameterizations, physical and numerical formulations, lacking knowledge of external factors or general model shortcomings (Deser et al., 2012; Eden et al., 2012; Jung, 2005; Ménard, 2010; Palmer et al., 2005). Model errors can appear as unsystematic (random) and systematic errors (Ménard, 2010). Mathematically, the time-dependent model error \( e_t \) is the difference between the model simulation \( \hat{s}_t \) and the best estimate of the truth \( o_t \), i.e., observations (Eq. 1, modified from Jung, 2005).

\[
e_t = \hat{s}_t - o_t
\]

Unsystematic (random) model errors cause random variations in model simulations. They have their origin in the internal variability of climate models, i.e., in hidden non-linearities and complex (random) dynamical processes (Allen et al., 2006; Deser et al., 2012; Majda and Gershgorin, 2010; Ménard, 2010). This internal variability is associated with a model’s degree of freedom to develop its own dynamic feedback mechanisms (Christensen et al., 2001). For shorter (decadal) timescales, these random errors (internal variability) are the dominant sources of uncertainty in model simulations (Hawkins and Sutton, 2011).

Systematic model errors, also commonly termed model biases, produce predictably inaccurate (i.e., biased) model simulations. They are defined as systematic differences between model simulations \( \hat{s}_t \) and observations \( o_t \), which is for a certain diagnostic \( d \) given by Eq. (2) (Jung, 2005), where \( \hat{d}_{SE} \) stands for the estimated systematic error of the diagnostic \( d \) with the hat in \( \hat{d} \) indicating that this is an estimate of the true value. The diagnostic \( d \) can be the mean value, but can also address other aspects of the model error.

\[
\hat{d}_{SE} = \hat{d}(\hat{s}_t) - \hat{d}(o_t)
\]
are generally the most dominant source of uncertainty for longer (centennial) timescales (Hawkins and Sutton, 2011).

2.2 Climate model bias: definition and detection

Model bias is defined as a systematic distortion of statistical findings from the expected value. According to this definition, climate model biases describe systematic climate model errors (see definition above) only. It should, however, be noted that the term bias in the context of climate change impact studies is often misleadingly used to describe model errors in general (i.e., a combination of both systematic and random error).

Biases in climate model simulations are commonly detected by validation (i.e., comparison) with observations (Eq. 2), where the observations are considered to be “true” and unbiased (Jung, 2005; Ménard, 2010). Jung (2005) highlights the mean (µ) as one of the simplest and most widely used diagnostics to detect climate model biases, so that Eq. (2) can be modified as follows:

\[ \hat{\mu}_{SE} = \hat{\mu}(s_t) - \hat{\mu}(o_t), \]

where \( \hat{\mu}_{SE} \) is the estimated mean systematic error over the time period. One should be aware that \( \hat{\mu}_{SE} \) can be zero (i.e., detecting no systematic error) due to error cancelation although simulations \( (s_t) \) and observations \( (o_t) \) might be characterized by different variability or distributions. This emphasizes the need for considering systematic errors for other diagnostics, i.e., replacing \( \hat{\mu} \) in Eq. (3) by other statistics, amongst others the standard deviation (σ), 10th/90th percentiles \( (X_{10}/X_{90}) \) or probabilities (P). The detection and estimation of climate model biases by comparing model simulations to observations is, however, not solely limited to Eqs. (2) and (3). For example, Hanna (1993) and Chang and Hanna (2004) recommended to use the fractional bias (FB), the geometric mean bias (MG), the normalized mean square error (NMSE) and the geometric variance (VG). These additional performance measures are mentioned here to show further possibilities of analyzing climate model biases. Depending on the focus of a climate change impact study, other measures can be defined as well (Chang and Hanna, 2004). As each of these measures has advantages and disadvantages (for more information see Chang and Hanna, 2004), any bias analysis should always be based on multiple diagnostics.

2.3 Bias correction methods

RCM simulations are typically affected by systematic and random model errors. Misestimated climate variables in general, incorrect seasonal variations of precipitation (Christensen et al., 2008; Terink et al., 2009; Teutschbein and Seibert, 2010) and the simulation of too-many drizzle (i.e., low-intensity rain) days (Ines and Hansen, 2006) are just a few examples of common systematic errors (biases). In other words, climate variables simulated by individual RCMs often do not agree with observed time series (Fig. 1). This poses a problem for using these simulations as input data for hydrological impact studies. One possible solution is to use an ensemble of RCM simulations (Déqué et al., 2007; Giorgi, 2006) as ensembles have two advantages: (1) the spread of individual ensemble members covers a more realistic range of uncertainty and (2) the ensemble median may fit observations better (Jacob et al., 2007), which is especially true for temperature simulations (Fig. 1, top). However, for precipitation simulations even the ensemble median often deviates considerably from observations and is not able to capture the variability in the observations (Fig. 1, bottom). This shows that it is not enough to only employ an RCM ensemble, but that additional correction procedures are needed.

Several bias correction methods have already been applied in weather forecasting under the name model output statistics (MOS) about four decades ago (Glahn and Lowry, 1972; Klein and Glahn, 1974). In the context of correcting RCM output, however, it is today a controversial subject (Ehret et al., 2012; Muerth et al., 2013): despite their advantageous ability to reduce errors in climate model output, most correction methods are criticized to diminish the advantages of climate models (Ehret et al., 2012) and to have not much added
value in a complex modeling chain when considering other sources of uncertainty (Muerth et al., 2013).

Typical correction approaches aim at correcting the systematic error (bias) in RCM-simulated climate variables by employing a transformation algorithm and are therefore called bias correction methods. The concept is based on the identification of possible biases between observed and simulated climate variables, which is the starting point for correcting both control and scenario RCM runs. It should be noted that there is a risk of not only correcting systematic errors (biases) but also unintentionally modifying simulations due to unsystematic (random) model errors (Maraun et al., 2010).

2.4 Stationarity assumption of model bias

A common assumption of most bias correction methods is stationarity, or time invariance, of the model errors. This implies that the empirical relationships in the correction algorithm and its parameterization for current climate conditions do not change over time and are also valid for future conditions. This assumption is, however, likely not met under changing climate conditions (Ehret et al., 2012; Maraun, 2012; Maraun et al., 2010; Vannitsem, 2008). In fact, Maraun (2012) was able to identify and distinguish between different types of bias changes, which are briefly described in Table 1. This highlights that there are potential issues when correction methods are applied to adjust RCM simulations.

3 Methods

3.1 Study catchments

The analysis in this study was performed for five mesoscale catchments (Fig. 2) with areas ranging from 147 to 293 km$^2$, as this scale is relevant for local climate change impacts (e.g., local heavy rainfall events, flooding, permafrost melt or droughts). These catchments fall all below the standard RCM grid cell size of approximately 25 km $\times$ 25 km and are, therefore, potentially affected by the scaling issue. The chosen catchments represent different typical Swedish climatic conditions and land-use types (Table 2). Continuous temperature and precipitation measurements for all five catchments were available for the period 1961–2000.

3.2 Data

Daily temperature and precipitation measurements for the period 1961–2000 were taken from the spatially interpolated 4 km $\times$ 4 km national grid PTHBV (Johansson, 2002) provided by the Swedish Meteorological and Hydrological Institute (SMHI). Climate simulations were obtained from the ENSEMBLES project (Van der Linden and Mitchell, 2009): we used daily precipitation and temperature series for the period 1961–2000 simulated by 15 RCMs (Table 3), which were all driven by ERA40 data (the 40 yr reanalysis product of the European Centre for Medium-Range Weather Forecasts (ECMWF)). The chosen RCMs have a resolution of 25 km and, thus, the area of a single grid cell clearly exceeds the size of the study catchments. We chose to average precipitation and temperature values from the RCM grid cell with center coordinates closest to the center of the catchment and its eight neighboring grid cells.

3.3 Bias correction methods

In addition to the original (i.e., uncorrected) RCM output data, we applied and analyzed the following six bias correction methods (Table 4) to adjust RCM simulations: (1) linear transformation, (2) local intensity scaling (LOCI), (3) power transformation, (4) variance scaling, (5) distribution mapping and (6) the delta-change approach. Furthermore, a precipitation threshold was used in combination with other bias correction procedures (namely LOCI, power transformation and distribution mapping), but not considered an appropriate “stand-alone” method. More detailed descriptions of these methods can be found in Teutschbein and Seibert (2012), Gudmundsson et al. (2012), Johnson and Sharma (2011) and the original method publications provided in Table 4. All bias correction methods were applied to daily values on a monthly basis as described by Teutschbein and Seibert (2012).
Table 1. Classification and definitions of different bias changes based on Maraun (2012).

| Class          | Type                  | Abbreviation | Definition                                                                                                                                                                                                 |
|----------------|-----------------------|--------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1. Real Bias Changes | (a) Sensitivity Related Bias Changes | SBC          | Systematic model errors lead to biases in the simulated local response to external forcings (so-called climate sensitivity). As the climate system might respond different to external forcings in the future, associated bias changes are defined as sensitivity related bias changes (SBC). |
| 2. Apparent Bias Changes | (a) Variability Related Apparent Bias Changes | VABC         | As biases are often detected based on relatively short time periods, sampling uncertainty mainly caused by internal variability can be a serious problem. Thus, associated bias changes are defined as variability related apparent bias changes (VABC). |
|                | (b) Mixture Related Apparent Bias Changes | MABC         | The overall bias might be a mixture of several underlying biases depending on different weather types. As the relative occurrence of these weather types might change in the future, associated bias changes are defined as mixture related apparent bias changes (MABC). |

Table 2. Main characteristics of the five Swedish study sites including area, total annual precipitation, mean annual temperature, climate zones and land-use properties.

| Catchments | Area [km²] | Precipitation [mm yr⁻¹] | Temperature [°C] | Climate zone (Köppen–Geiger) | Land-use [%] |
|------------|------------|--------------------------|------------------|-------------------------------|--------------|
|            |            |                          |                  |                               | Forest | Open land | Lakes/wetlands | Residential |
| 1. Tännfors | 227        | 775                      | −0.5             | Continental subarctic towards polar tundra | 32    | 60        | 8             | 0          |
| 2. Storbäcken | 150       | 617                      | 2.1              | Continental subarctic        | 79    | 9         | 2             | 0          |
| 3. Vattholmaån | 293       | 633                      | 5.2              | Warm summer continental      | 81    | 7         | 10            | 2          |
| 4. Brusaån   | 240        | 632                      | 5.7              | Warm summer continental towards maritime temperate | 83    | 12        | 3             | 2          |
| 5. Rönne Å  | 147        | 786                      | 7.3              | Maritime temperate           | 23    | 46        | 27            | 4          |

The above mentioned methods were chosen based on their frequent application in climate change impact studies. Although some of these methods might seem outdated from a climate modeler’s perspective, they are all still commonly used by impact modelers especially at smaller scales, partly because they are relatively simple to apply.

3.4 Testing the stationarity assumption

To test how well bias correction methods work for conditions different from those that they were calibrated to, we employed an approach that is based on one of the operational testing methods presented by Klemes (1986). Klemes (1986) presented two methods of interest for systematic testing of hydrological model transposability: split-sample testing (SST) for stationary conditions and differential split-sample testing (DSST) for non-stationary conditions. SST implies the splitting of an available data record into two (preferably equally sized) segments in order to use one as calibration and one as validation period. DSST however should, according to Klemes (1986), be used under changing conditions. The first step of this test includes the identification of two periods with the climate variable of interest having different values, for instance a warm versus a cold or a wet versus a dry period. The model is then calibrated on the period with one condition and validated on the period with the other condition, which allows analyzing the model’s ability to perform under shifting conditions. SST can automatically transform into DSST, if the two segments by nature show substantial differences in their conditions (Klemes, 1986).

To test the ability of different correction procedures to reliably work for changed climate conditions, we applied DSST proposed by Klemes (1986) that was originally intended for hydrological models. Both SST and DSST are seldom used to evaluate bias correction methods. We are aware of only a few other studies using such a test: Bennett et al. (2010) and Terink et al. (2010) evaluated bias correction methods using SST with two different time periods for which observations were available. A major limitation of this approach is that the periods should be long enough to represent natural climate variability satisfactorily (Bennett et al., 2010). Furthermore, unless the two periods are different in their conditions, the
Table 3. ERA40-driven RCM experiments (1961–2000) with a resolution of 25 km from the ENSEMBLES EU project used in this study.

| No. | Institute | Model   |
|-----|-----------|---------|
| 1   | C4I       | RCA3    |
| 2   | CHMI      | Aladin  |
| 3   | DMI       | HIRHAM  |
| 4   | EC        | GEMLAM  |
| 5   | ETHZ      | CLM     |
| 6   | HC        | HadRM3Q0|
| 7   | HC        | HadRM3Q3|
| 8   | HC        | HadRM3Q16|
| 9   | ICTP      | RegCM   |
| 10  | KNMI      | RACMO   |
| 11  | METNO     | HIRHAM  |
| 12  | MPI       | REMO    |
| 13  | OUR       | CRCM    |
| 14  | SMHI      | RCA     |
| 15  | UCLM      | PROMES  |

methods are not evaluated for use under changed conditions. This issue motivated us to rather use DSST that is better able to evaluate performance under changing climate conditions (Li et al., 2012; Seiller et al., 2012; Tramblay et al., 2013).

The available 40 yr period 1961–2000 was separated into two 20 yr subsets with different climate conditions, one representing current climate and the other one future climate. Our available 40 yr period was not long enough to show a considerable trend in precipitation or temperature data (Fig. 3a), so we instead constructed the two subsets for each catchment as follows.

1. All years were sorted ascending according to their annual amount of observed precipitation (Fig. 3b).
2. The first 20 yr of the sorted data (i.e., the driest years) were included in the first subset and the last 20 yr (i.e., wettest years) in the second subset for the precipitation-bias correction assessment.
3. Each RCM-simulated precipitation time series was rearranged to match the annual order of sorted observed precipitation data and thereafter split into two subsets as above.

The same procedure was used for constructing two subsets for the evaluation of temperature-bias correction methods. Ranking all years according to their observed annual mean temperature resulted in two series, where the first consisted of the 20 coldest years and the second of the 20 warmest years (Fig. 3c). Again, each RCM-simulated temperature time series was rearranged in the same annual order as the sorted observed temperature data and thereafter split into two subsets. This procedure resulted in series where the years were not consecutive and the two subsets consisted of different years for the evaluation of precipitation (Fig. 3b) and temperature-bias correction methods (Fig. 3c). Note that the procedure ensured that the two subsets included the same years for each RCM simulation and the observations.

To fully apply DSST, we performed a twofold cross-validation (Fig. 3b and c). First, all correction methods were calibrated based on the first subset of years and then evaluated for the second subset of years (case 1). In addition, the two periods were switched and the correction methods were calibrated based on the second subset and validated using the first subset (case 2). This way, DSST allowed the evaluation of bias correction methods under challenging conditions, namely considerably varying climate conditions for calibration and validation (Coron et al., 2012).

3.5 Evaluation of bias correction methods

Different diagnostics (Table 5) were used to detect and estimate model errors in uncorrected RCM simulations according to Eq. (2) for both the calibration and validation period of temperature as well as precipitation. Then, the same calculations were done to analyze the performance of each bias correction method. This implies that we (1) studied whether model errors were still present for the calibration data, (2) estimated the amount of model errors present for the validation data and (3) assessed the model error growth, i.e., the absolute difference between model errors in validation and calibration data. The model error growth measure allowed studying the transferability of a bias correction method to different climatic conditions.

As the above diagnostics were applied to the entire data series of a subset, they give no information about seasonal differences. Thus, we additionally included an analysis of the four seasons: winter (DJF), spring (MAM), summer (JJA) and autumn (SON).

4 Results

4.1 DSST-induced climate change signal

The two designed subsets used in the conducted DSST featured different climate conditions and were clearly non-stationary. In this study, the differences between the two subsets were within a range of 6–30 % for precipitation (Fig. 4, left) and 0.9–1.7 °C for temperature (Fig. 4, right). These values are in the same order of magnitude as the climate change signals for Sweden that are projected by the ENSEMBLES project (Van der Linden and Mitchell, 2009) and the ClimateCost project (Christensen et al., 2011) to occur until the 2050s (2041–2070) under emission scenario A1B or until the 2080s (2070–2099) under mitigation scenario E1 compared to the baseline 1961–1990 (Christensen et al., 2011; Van der Linden and Mitchell, 2009).
Table 4. Overview of methods used to correct RCM-simulated precipitation and/or temperature data, for more information on the methods see Teutschbein and Seibert (2012) and the specified references.

| Method                        | Variable       | Short Description                                                                 | Advantages (+) and Disadvantages (-)                                                                 | References                                      |
|-------------------------------|----------------|------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------|------------------------------------------------|
| Raw RCM Output Data           | Precipitation  | • RCM-simulated time series are used directly without any bias correction          | + simplest way to use RCM data<br>– systematic model errors are ignored<br>– can cause substantial errors in impact studies |                                                 |
| Precipitation Threshold       | Precipitation  | • an RCM-specific threshold is calibrated such that the number of RCM-simulated days exceeding this threshold matches the number of observed days with precipitation<br>• rarely used as a “stand-alone” method but often combined with other correction procedures | + wet-day frequencies are corrected<br>– mean, standard deviation (variance) and wet-day intensities are not adjusted | Schmidli et al. (2006) |
| Delta-Change Correction       | Precipitation  | • RCM-simulated future change signals (anomalies) are superimposed upon observa-<br>tion time series<br>• usually done with a multiplicative correction for precipitation and an additive correction for temperature | + observations are used as a basis, which makes it a robust method<br>– corrects the mean<br>– standard deviation (variance), wet-day frequencies and intensities are not corrected<br>– potential future changes in climate dynamics and variability are not accounted for<br>– all events change by the same amount | Gellens and Roulin (1998)<br>Graham et al. (2007a, b)<br>Johnson and Sharma (2011)<br>Lettenmaier et al. (1999)<br>Mpelasoka and Chiew (2009)<br>Middlekoop et al. (2003)<br>Moore et al. (2008)<br>Rasmussen et al. (2012)<br>Shahalova et al. (2003) |
| Linear Transformation         | Precipitation  | • adjusts RCM time series with correction values based on the relationship between long-term monthly mean observed and RCM control run values<br>• precipitation is typically corrected with a factor and temperature with an additive term | + corrects the mean<br>– variability of corrected data is more consistent with original RCM data<br>– standard deviation (variance), wet-day frequencies and intensities are not corrected<br>– all events are adjusted with the same correction factor | Leander et al. (2007) |
| Local Intensity Scaling (LOCI)| Precipitation  | • combines a precipitation threshold with linear scaling (both described above)    | + corrects mean, wet-day frequencies and intensities<br>– variability of corrected data is more consistent with original RCM data<br>– standard deviation (variance) is not corrected<br>– all events are adjusted with the same correction factor | Schmidli et al. (2006) |
| Power Transformation          | Precipitation  | • a precipitation threshold can be introduced a priori to avoid too many drizzle days (i.e., very low but non-zero precipitation)<br>• is a non-linear correction in an exponential form ($a < P^b$) that combines the correction of the coefficient of variation (CV) with a linear scaling | + corrects mean and standard deviation (variance)<br>– events are adjusted non-linearly<br>– variability of corrected data is more consistent with original RCM data<br>± adjusts wet-day frequencies and intensities only to some extend | Leander and Buishand (2007)<br>Leander et al. (2008) |
| Variance Scaling              | Temperature    | • combines standard linear scaling with a scaling based on standard deviations     | + corrects mean and standard deviation (variance)<br>– variability of corrected data is more consistent with original RCM data<br>– all events are adjusted with the same addends and correction factor | Chen et al. (2011) |
| Distribution Mapping          | Precipitation  | • matches the distribution functions of observations and RCM-simulated climate val-<br>ues<br>• a precipitation threshold can be introduced to avoid substantial distortion of the distribution caused by too many drizzle days (i.e., very low but non-zero precipitation)<br>• also known as “quantile-quantile mapping”, “probability mapping”, “statistical downscaling” or “histogram equalization” | + corrects mean, standard deviation (variance), wet-day frequencies and intensities<br>– events are adjusted non-linearly<br>– variability of corrected data is more consistent with original RCM data | Block et al. (2009)<br>Boe et al. (2007)<br>Bégué et al. (2007)<br>Ines and Hansen (2006)<br>Johnson and Sharma (2011)<br>Piani et al. (2010)<br>Rojas et al. (2011)<br>Semenkova and Batters (2009)<br>Sun et al. (2011) |
Fig. 3. Exemplary procedure of the differential split-sample test (DSST). First, the annual values (a) were sorted ascending (b, c). For the twofold cross-validation, first the lower-value years were used for calibration and the higher-value years for validation. In a second step, calibration and validation periods were switched. This procedure was performed independently for precipitation and temperature.

Table 5. Overview of diagnostics used to detect and estimate model errors in raw and corrected RCM-simulated precipitation and/or temperature data.

| RCM-Simulated Climate Variable | Diagnostic            | Abbreviation   |
|-------------------------------|-----------------------|----------------|
| Precipitation                 | 1. Mean               | $\mu$          |
|                               | 2. 90th percentile    | $X_{90}$       |
|                               | 3. Standard deviation  | $\sigma$       |
|                               | 4. Probability of wet days | $P_{\text{wet}}$ |
|                               | 5. Intensity of wet days | $i_{\text{wet}}$ |
|                               | 6. Maximum of consecutive 5 day precipitation | $\text{Precip}_{\text{5max}}$ |
| Temperature                   | 1. Mean               | $\mu$          |
|                               | 2. 10th percentile    | $X_{10}$       |
|                               | 3. 90th percentile    | $X_{90}$       |
|                               | 4. Standard deviation  | $\sigma$       |
Table 6. Mean absolute error (MAE) of seasonally averaged precipitation \([\text{mm d}^{-1}]\) of differently corrected ERA40-driven RCM simulations compared to observed seasonally averaged precipitation for case-1 evaluation. Larger MAE values are shown in bold, medium MAE values appear in regular font and smaller MAE values are underlined.

| Season       | Catchment | Bias Correction Method | Raw  | Linear | LOCI | Power | Distribution | Delta |
|--------------|-----------|------------------------|------|--------|------|--------|--------------|-------|
| Winter (DJF) | 1. Tännfors | 0.428                  | 0.190| 0.185  | 0.212| 0.213  | 0.232        |       |
|              | 2. Storbäcken | 0.174                 | 0.095| 0.095  | 0.111| 0.105  | 0.105        |       |
|              | 3. Vattholmå̈n | 0.085                 | 0.131| 0.106  | 0.080| 0.070  | 0.140        |       |
|              | 4. Brusaån     | 0.257                  | 0.109| 0.095  | 0.101| 0.100  | 0.130        |       |
|              | 5. Rönne Å     | 0.236                  | 0.358| 0.323  | 0.268| 0.237  | 0.337        |       |
| Spring (MAM) | 1. Tännfors   | 0.244                  | 0.081| 0.078  | 0.143| 0.153  | 0.081        |       |
|              | 2. Storbäcken | 0.290                 | 0.348| 0.367  | 0.436| 0.455  | 0.353        |       |
|              | 3. Vattholmå̈n | 0.304                 | 0.093| 0.083  | 0.101| 0.111  | 0.093        |       |
|              | 4. Brusaån     | 0.462                 | 0.191| 0.203  | 0.234| 0.250  | 0.203        |       |
|              | 5. Rönne Å     | 0.438                 | 0.236| 0.250  | 0.289| 0.311  | 0.267        |       |
| Summer (JJA)| 1. Tännfors   | 0.346                  | 0.181| 0.174  | 0.150| 0.147  | 0.211        |       |
|              | 2. Storbäcken | 0.427                 | 0.447| 0.438  | 0.308| 0.310  | 0.439        |       |
|              | 3. Vattholmå̈n | 0.285                 | 0.157| 0.150  | 0.154| 0.144  | 0.159        |       |
|              | 4. Brusaån     | 0.238                 | 0.067| 0.056  | 0.047| 0.041  | 0.105        |       |
|              | 5. Rönne Å     | 0.245               | 0.168| 0.168  | 0.167| 0.173  | 0.244        |       |
| Autumn (SON)| 1. Tännfors   | 0.129                  | 0.248| 0.243  | 0.196| 0.191  | 0.260        |       |
|              | 2. Storbäcken | 0.140                 | 0.102| 0.093  | 0.079| 0.074  | 0.143        |       |
|              | 3. Vattholmå̈n | 0.174                 | 0.215| 0.211  | 0.217| 0.214  | 0.234        |       |
|              | 4. Brusaån     | 0.111                 | 0.191| 0.181  | 0.182| 0.177  | 0.162        |       |
|              | 5. Rönne Å     | 0.098               | 0.144| 0.131  | 0.120| 0.107  | 0.145        |       |

Fig. 4. Differences between mean values of the two constructed sub-sets for precipitation (left) and temperature (right) shown for raw RCM simulations (colored boxes) and observations (black circles).

In direct comparison to observations, the RCMs tended to underestimate the mean climate change signals for both precipitation (Fig. 4, left) and temperature (Fig. 4, right), which was most likely directly related to an underestimation of interannual variability by the RCMs.

4.2 RCM precipitation: model errors

The calculated precipitation model errors were displayed in gridded plots as a function of bias correction method (\(x\) axis) and catchment location (\(y\) axis) separately for each statistical diagnostic and separately for calibration and validation period. Considering the case-1 evaluation procedure from dry to wet years (Fig. 5), all precipitation-bias correction methods resulted in good estimates of the mean (\(\mu\)) showing only small model errors during the designed calibration period (Fig. 5, upper left panel). Analyzing other statistical diagnostics, however, showed considerable differences between the methods already during the calibration period (Fig. 5, left panel column). Raw RCM simulations generally had large model errors. Linear transformation was not able to considerably improve other statistical properties than \(\mu\) (Fig. 5, left panel column). For standard deviation (\(\sigma\)), 90th percentiles (\(X_{90}\)) and maximum 5 day precipitation (Precip\(_{5\text{max}}\)), power transformation and distribution mapping seemed to work best. The same could be observed for the probability of wet days (P\(_{\text{wet}}\)) and the intensity of wet days (i\(_{\text{wet}}\)), which were in addition also most correct after applying LOCI. The delta-change approach always performed perfectly during calibration by its definition.

The overall model error pattern was fairly similar for calibration and validation period. The major difference was
that the model error during validation period increased considerably (Fig. 5, central panel column, shown as darker blue shading). This fact was also supported by the calculated model error growth (Fig. 5, right panel column). Linear transformation tended to have a slightly larger model error growth, whereas distribution mapping had the least. An interesting fact is that the delta-change approach, despite the illusory perfect fit during calibration, was outperformed by other methods during validation: Delta-change corrected precipitation showed large deviations in $\mu$ as well as $P_{\text{wet}}$ and $i_{\text{wet}}$. Consequently, the delta-change method showed the strongest model error growth. The case-2 evaluation procedure from wet to dry years (Fig. 6) mostly confirmed the results of the case-1 evaluation.
Fig. 7. Normalized temperature model errors (different shades of blue) of 4 different statistical diagnostics (panel rows) for calibration period (left panel column) and validation period (central panel column). The model error growth, i.e., the absolute difference between model errors in validation and calibration period, is shown as well (right panel column). Each panel displays model error information depending on the 5 applied bias correction methods (x axis) and the 5 catchment locations (y axis). The figure is based on case-1 evaluation with calibration on cold years and validation on warm years.

4.3 RCM precipitation: seasonal analysis

The analysis of seasonally averaged raw and corrected RCM-simulated precipitation for the validation period revealed only a weak pattern in terms of the influence of different correction methods, seasons and catchments on model errors (Table 6). The mean absolute error (MAE) was generally large for raw RCM-simulated precipitation, except for autumn. During autumn, which is characterized by medium to high monthly precipitation, raw RCM simulations were relatively close to observations and the correction methods were not able to provide further enhancement (except for catchment 2, Storbäcken). During all other seasons the correction methods were generally able to improve raw RCM simulations (except for catchment 5, Rönne Å, in winter and catchment 2, Storbäcken, in spring). Power transformation and distribution mapping performed better than other methods in winter, summer and autumn, which are seasons that are characterized by somewhat higher monthly precipitation. On the other hand, linear scaling and LOCI performed generally better in spring, a season with lower monthly precipitation. Furthermore, bias correction methods worked better for catchments in south central Sweden (i.e., catchments 3, Vattholmaän, and 4, Brusaän), which are generally drier than the other three catchments.
4.4 RCM temperature: model errors

The same type of gridded plots were created to demonstrate the calculated temperature model errors: in terms of the case-1 evaluation procedure from cold to warm years (Fig. 7), all temperature-bias correction methods resulted in very good \( \mu \) estimates during the designed calibration period (Fig. 7, upper left panel). Substantial differences between the correction methods became apparent with help of other statistical diagnostics (Fig. 7, left panel column): linear transformation was the only method not able to sufficiently correct \( \sigma \). Variance-scaled and distribution-mapped RCM temperature had both the most correct \( X_{10} \) and \( X_{90} \) during the control period. Again, the delta-change approach is perfect (i.e., model-error-free) by definition.

During validation with warmer years (Fig. 7, central panel row), the bias correction methods performed somewhat differently. Especially variance scaling showed larger model errors in \( \sigma \) and \( X_{10} \) compared to the other methods. Distribution mapping, however, had relatively low \( \mu, \sigma, X_{10} \) and \( X_{90} \) model errors. The model error growth (Fig. 7, right panel column) identified variance scaling and the delta-change method as the two approaches with the largest model error increase. The delta-change approach again had one of the largest model errors during validation and, thus, the strongest model error growth. Overall, a north–south gradient became apparent. Raw and adjusted RCM temperatures were characterized by a larger model error and a stronger model error growth for the northern catchments with cold climate conditions compared to the catchments with a warmer climate.

These findings were confirmed by the case-2 evaluation procedure from warm to cold years (Fig. 8). The results were essentially the same as for the case-1 evaluation; only that linear transformation performed worse and showed larger model errors during validation (Fig. 8, central panel column). Moreover, the north–south gradient was even more pronounced in all panels for validation and model error growth (Fig. 8, central and right panel column).

4.5 RCM temperature: seasonal analysis

The evaluation of seasonally averaged raw and corrected RCM-simulated temperature showed clear differences between correction methods, seasons and catchments for the validation period (Table 7). The mean absolute error (MAE) was generally large for raw RCM-simulated temperature. A north–south gradient was visible with northern catchments showing larger model errors in raw and corrected temperature. Furthermore, there was a clear seasonal difference: winter temperatures (cold season) were much more flawed than temperatures in all other (warmer) seasons. Distribution mapping consistently showed lowest MAE values.

4.6 Overall performance of bias correction methods

In order to obtain information on the overall performance of each bias correction method and its transferability to different climate conditions, we first normalized the model errors of raw and corrected RCM simulations to bring them to a common comparable scale (shown in Figs. 5–8). These normalized errors were then averaged over different diagnostics, over both the case-1 and case-2 evaluation and over both subsets (calibration and validation). Thus, we obtained a combination of the results in Figs. 5 and 6 for precipitation and in Figs. 7 and 8 for temperature.

The obtained signal was reasonably clear for both precipitation (Fig. 9, left) and temperature (Fig. 9, right): raw RCM simulations had the largest model error. In general, the more advanced the algorithm of a bias correction method was, the smaller was the model error present after correction (Fig. 9, from left to right on the \( x \) axis). This means that linear transformation had the largest and distribution mapping the smallest model errors. Furthermore, the simple delta-change approach resulted in relatively large model errors.
Table 7. MAE of seasonally averaged temperature [°C] of differently corrected ERA40-driven RCM simulations compared to observed seasonally averaged temperature for case-1 evaluation. Larger MAE values are shown in bold, medium MAE values appear in regular font and smaller MAE values are underlined.

| Season      | Catchment | Bias Correction Method |
|-------------|-----------|------------------------|
|             |           | Raw | Linear | LOCI | Power | Distribution | Delta |
| Winter (DJF)| 1 Tännfors| 3.659 | 1.544 | 3.659 | 3.659 | 0.610 | 1.704 |
|             | 2 Storbäcken | 0.983 | 1.326 | 0.983 | 0.983 | 0.476 | 1.438 |
|             | 3 Vattholmaån | 0.326 | 1.476 | 0.326 | 0.326 | 0.807 | 1.463 |
|             | 4 Brusaån | 0.382 | 0.888 | 0.382 | 0.382 | 0.382 | 0.968 |
|             | 5 Rönne Å | 0.280 | 0.486 | 0.280 | 0.280 | 0.456 | 0.554 |

| Spring (MAM)| 1 Tännfors | 1.498 | 0.170 | 1.498 | 1.498 | 0.349 | 0.357 |
|             | 2 Storbäcken | 1.236 | 0.251 | 1.236 | 1.236 | 0.459 | 0.265 |
|             | 3 Vattholmaån | 0.754 | 0.242 | 0.754 | 0.754 | 0.227 | 0.261 |
|             | 4 Brusaån | 0.544 | 0.150 | 0.544 | 0.544 | 0.281 | 0.171 |
|             | 5 Rönne Å | 0.583 | 0.159 | 0.583 | 0.583 | 0.177 | 0.104 |

| Summer (JJA)| 1 Tännfors | 0.858 | 0.445 | 0.858 | 0.858 | 0.452 | 0.465 |
|             | 2 Storbäcken | 1.469 | 0.332 | 1.469 | 1.469 | 0.325 | 0.367 |
|             | 3 Vattholmaån | 0.419 | 0.279 | 0.419 | 0.419 | 0.205 | 0.259 |
|             | 4 Brusaån | 0.486 | 0.213 | 0.486 | 0.486 | 0.276 | 0.140 |
|             | 5 Rönne Å | 0.665 | 0.165 | 0.665 | 0.665 | 0.207 | 0.238 |

| Autumn (SON)| 1 Tännfors | 1.957 | 0.313 | 1.957 | 1.957 | 0.215 | 0.486 |
|             | 2 Storbäcken | 0.298 | 0.207 | 0.298 | 0.298 | 0.293 | 0.366 |
|             | 3 Vattholmaån | 0.187 | 0.127 | 0.187 | 0.187 | 0.106 | 0.569 |
|             | 4 Brusaån | 0.201 | 0.135 | 0.201 | 0.201 | 0.153 | 0.437 |
|             | 5 Rönne Å | 0.222 | 0.180 | 0.222 | 0.222 | 0.173 | 0.248 |

5 Discussion

Based on all findings in this study, distribution mapping showed the best overall performance and transferability to potentially changed climate conditions, as it was able to correct statistical moments other than the mean and standard deviation. LOCI and power transformation (both for precipitation) as well as variance scaling (for temperature) performed moderately. It should be noted that variance scaling is not advisable as it is based on the invalid assumption that all local variability is related to larger-scale variability and, furthermore, tends to augment the mean square errors of uncorrected data (Von Storch, 1999). Linear transformation and the delta-change method were the least able to correct for overall model errors in the validation period.

In this study, we did not try to answer the “main question [...] , whether and when the application of bias correction methods [...] is justified or not” (Ehret et al., 2012). Bias correction methods are often criticized to diminish the advantages of climate models, but even with today’s much advanced climate models, bias correction is often unavoidable for climate-change impact studies as uncorrected RCM simulations are a source of large uncertainties and would consequently hamper subsequent impact simulations. However, one needs to be aware that there are several problematic aspects related to bias correction methods (Ehret et al., 2012):

- physical causes of model errors are not taken into account and, thus, a proper physical foundation is missing (Teutschbein and Seibert, 2012);
- spatiotemporal field consistency and relations between climate variables are modified (Ehret et al., 2012);
- conservation principles are not met (Ehret et al., 2012);
- feedback mechanisms are neglected (Ehret et al., 2012);
- the stationarity (time invariance) assumption is likely not met under changing climate conditions (Ehret et al., 2012; Maraun, 2012; Maraun et al., 2010; Vannitsem, 2008);
- variability ranges might be reduced without physical justification (Ehret et al., 2012);
- the climate-change signal might be altered (Dosio et al., 2012; Hagemann et al., 2011);
- the choice for a correction technique is an additional source of uncertainty (Chen et al., 2011; Teutschbein and Seibert, 2012; Teutschbein et al., 2011);
the added value of bias correction methods is questionable in a complex modeling chain with other major sources of uncertainty (Muerth et al., 2013);

impacts of bias correction methods and related uncertainties are not communicated to end-users (Ehret et al., 2012);

effects of unsystematic (random) model errors could by mistake be blamed on systematic errors and, therefore, accidentally be modified by correction methods (Maraun et al., 2010).

For current climate conditions, Teutschbein and Seibert (2012) demonstrated that most correction approaches applied are able to improve raw RCM data to some extent, but that there are considerable differences in the quality of adjusted RCM temperature and precipitation. In this paper, we showed how DSST can be used to analyze the transferability of correction approaches to different climate conditions. Using DSST allows identifying clear differences in reproducing conditions similar to and conditions different from those that the correction approaches were calibrated to. These differences are an indicator for improper algorithm and parameter transfers.

By using the coldest/driest and warmest/wettest years for separation of the periods, we certainly pushed the correction methods. This was done on purpose, because we believe that reliable simulations of the more extreme years are essential for certain impact assessments, such as drought and flood modeling under future climate conditions. To test the transferability of correction approaches on conditions of a less extreme climate-change signal, it is also possible to use more moderate extrapolations by applying, for instance, the generalized split-sample test (GSST) as proposed by Coron et al. (2012).

We would like to emphasize that DSST is a rather simple approach to demonstrate algorithm transferability to different conditions. Another feasible approach to identify bias non-stationarities is to use a pseudo-reality, which is based on using one RCM simulation as reference and performing an inter-model cross-validation with other RCM simulations (Maraun, 2012; Räisänen and Räty, 2012). Such a pseudo-reality can identify potential issues with bias correction methods, but it is a rather complex exercise, expensive in terms of computing power and does not necessarily identify where correction approaches might be successful when compared to real observations (Maraun, 2012).

6 Conclusions

The choice between bias correction algorithms plays a large role in assessing hydrological climate change impacts. For current conditions, we could easily limit this choice to the one that performed best. For simulations of future climate conditions similar to and conditions different from those that the correction approaches were calibrated to. These differences are an indicator for improper algorithm and parameter transfers.
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