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Abstract

This tech report gives an introduction to two annotation toolboxes that enable the creation of pixel and polygon-based masks as well as bounding boxes around objects of interest. Both toolboxes support the annotation of sequential images in the RGB and thermal modalities. Each annotated object is assigned a classification tag, a unique ID, and one or more optional meta data tags. The toolboxes are written in C++ with the OpenCV and Qt libraries and are operated by using the visual interface and the extensive range of keyboard shortcuts. Pre-built binaries are available for Windows and MacOS and the tools can be built from source under Linux as well. So far, tens of thousands of frames have been annotated using the toolboxes.

1. Introduction

The main driver behind modern computer vision systems is annotated data - and lots of it. If one wants to train, test, benchmark or verify any vision algorithm that addresses a real-world problem, you need real-world annotated data. You might be lucky that a suitable dataset for your problem exists but often you will need new annotated data that suits your domain. For many years, this has been the case for most of our work at the Visual Analysis of People Laboratory at Aalborg University. Through a collaborative effort at our lab, we have created two separate annotation tools that can be compiled to run under Windows, MacOS, and Linux.

The AAU VAP Multimodal Pixel Annotator may be used to annotate pixel-based masks of object instances whereas the AAU VAP Bounding Box Annotator may be used to annotate bounding boxes around objects of interest. Both annotation tools support annotation tags such that an annotated object may be associated with a predefined class name. Example annotations, both pixel-based and bounding box-based, are shown in Figure 1.

In this text, we will give an overview of the two annotation tools and the features they provide. An updated list of all annotation tools offered by our laboratory is found at Bitbucket. The source code and binaries of the two annotation tools are available under the MIT license.

The annotation tools have been used to annotate humans, road users, road signs, chicken entrails, pigs, fish, material defects, and more. The number of annotated frames in the examples above vary from a few hundred to tens of thousands. In the next section, we will describe the common features of the two annotation tools. Section 3 describes the specific features of the Bounding Box Annotator whereas Section 4 gives a description of the Multimodal Pixel Annotator. Section 5 concludes the work.
Figure 2: Object properties of an annotation. The "Occluded", "Moving North", and "Moving South" entries are meta data tags that may be either true or false.

so far and gives insights on the future development of the toolboxes.

2. Common Features

The annotation tools are developed in C++ with Qt and OpenCV [3] as the main libraries. Both tools have been developed in parallel and thus share many features and much of the code base. The shared features are described below.

2.1. Object Properties

Every annotated object is associated with a unique identification number (ID), a class tag, and optionally one or more meta data tags. An example hereof is shown in Figure 2.

We will go through the object properties below. Properties shown in **bold** are mandatory whereas properties shown in *italics* are optional.

- **Tag** The class name of an object. The class name may be freely chosen or limited to a pre-defined list if the setting Limit annotation tags to suggested list is checked. The suggested list is populated from the existing annotation tags in the dataset and from the user-editable list available in File → Edit suggested tags.

- **ID** The identification number of the object. In Bounding Box Annotator, this number is defined in the range [0,\(\infty\)] and is unique for the entire annotation sequence. In Multimodal Pixel Annotator, the ID is encoded into the mask image which limits the range to the interval from [0,255]. However, the ID’s in the range from [0,10] are reserved for internal operations of the program whereas ID 170 is reserved for don’t care borders.

2.2. Annotation of Sequential Data

The annotation toolboxes assume that the source images are in the same folder. The toolboxes do not directly support video files, mainly because OpenCV does not provide efficient and accurate temporal search for videos. Instead, videos may be converted to a collection of single frames by an FFMPEG script. One may configure the annotation toolboxes such that they only load frames that adhere to a specific file pattern. The option is set in Settings → File patterns and supports regular expressions. For simple use cases such as including all .png-files, the string *.png is sufficient.

- **Meta data tags** The meta data tags are binary object attributes. The meta data names themselves may be specified before creating an annotation sequence in File → Edit meta data fields or retrospectively applied by manually editing the csv-file containing the annotations. Three meta data names have been set in Figure 2: the "Occluded", "Moving North", and "Moving South" tags. These tags may be either true or false for an object and are defined for every frame.

- **Status** When annotating video data as described in Section 2.2 one might choose to copy existing annotations to temporally adjacent frames. However, an object might be moving out of the image frame and as a result, the annotated mask belonging to this object should not be copied to the next frame. This might be changed by setting the object status from Active to Last frame reached.

2.3. Multi-Modal Annotation

Both annotation tools support the annotation of objects in two views and given the preference in our lab for multimodal approaches [8], we refer to view 1 as RGB and view
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Figure 3: Buttons from left to right: (1) Retain image when loading previous frame, (2) Retain image when loading next frame, (3) Interpolate between annotations when stepping > 1 frames.

- **Retaining annotations in adjacent frames** When annotating frames that are temporally consistent, i.e. the same objects are moving slowly from frame to frame, it might be useful to copy the annotations from frame \(n\) to frame \(n+1\) or \(n-1\). This functionality is found in the Retain when loading previous and Retain when loading next buttons illustrated in Figure 3.

---

2ffmpeg -i file.mpg -r 1/1 %05d.png
2 as thermal. The RGB modality is the master modality and all annotations are by default stored in a coordinate system relative to the RGB image coordinates. For compatibility with the AAU Trimodal People Segmentation Dataset\(^1\) the Multimodal Pixel Annotator also enables a depth modality which is currently in legacy support.

Registration from RGB $\leftrightarrow$ Thermal can be performed using a single homography which may be sufficient if the objects of interest in the scene are lying in close proximity to the same plane. The homographies should be stored in a yml-file using the OpenCV FileStorage method in the `homRgbToT` and `homTToRgb` variables. Example homographies are found from the sample annotations provided at the Bitbucket project pages.

If the planar constraint is violated and a single homography is not sufficiently accurate, one may use a combination of multiple homographies. More details about this approach are found in the work by Palmero et al. \([10]\).

### 2.4. Don’t Care Masks

It might be beneficial to use a don’t care mask that visualizes the region-of-interest in which objects should be annotated. If this option is enabled in settings, a binary mask image should be placed in the root folder of the annotations or the directory above. If the don’t care mask is placed here under the name `mask.png`, the mask will be loaded automatically when opening an annotated sequence. An example of a don’t care mask is shown in Figure 4.

### 2.5. Shortcut-driven Annotations

Maximizing the use of the keyboard is one of the better ways of speeding up the annotation process. Besides the mouse-driven drawing functionality, almost every other aspect of the annotation tools may be operated by using the keyboard. The respective shortcuts are revealed by hovering the mouse on top of each button. Alternatively, the wiki page\(^4\) of the annotation tools provide a great overview of the available shortcuts.

### 3. Bounding Box Annotator

The Bounding Box Annotator provides an interface for drawing bounding boxes around objects of interest. It provides additional features for working with image sequences such as interpolation and extended annotation deletion and merging functionality.

#### 3.1. Temporal Interpolation

When working with image sequences with high frame-rate and slow-moving objects, annotating every single frame is usually a very tedious task. The Bounding Box Annotator attempts to ease the annotation process by:

- Providing an overview of annotations with the same ID in the neighbouring frames, illustrated in Figure 5.
- Interpolating between annotations. If the user annotates an object in frame 1 and frame 6, the program optionally interpolates between these annotations to create corresponding annotations for frame 2, 3, 4, and 5. Best results are achieved when the motion of the object is nearly linear.

#### 3.2. Deleting and Merging Annotations

When using the ‘retain image’ buttons illustrated in Figure 3, one might forget to set the Last frame reached flag, leading to several duplicate annotations once the object of interest has left the frame. The button Delete selected annotations in current and future frames comes to the rescue, effectively deleting annotations with the selected ID(s) in all future annotations. The program will inform the user about the affected annotations, hopefully minimizing the risk of deleting a bunch of annotations by accident. A sample prompt is shown in Figure 6.

Two annotations might be merged by using the Merge selected annotation and another annotation in current and future frames button, which will do just that. After merging, the original ‘other’ annotation will be deleted as described in Figure 7.
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\(^1\) [https://www.kaggle.com/aalborguniversity/trimodal-peop|le-segmentation](https://www.kaggle.com/aalborguniversity/trimodal-peop|le-segmentation)

\(^2\) [https://bitbucket.org/aauvap/bounding-box-annotator/wiki/Home](https://bitbucket.org/aauvap/bounding-box-annotator/wiki/Home)

\(^3\) [https://bitbucket.org/aauvap/multimodal-pixel-annotator/wiki/Home](https://bitbucket.org/aauvap/multimodal-pixel-annotator/wiki/Home)

\(^4\) [https://bitbucket.org/aauvap/bounding-box-annotator/wiki/Home](https://bitbucket.org/aauvap/bounding-box-annotator/wiki/Home)

\(^5\) [https://bitbucket.org/aauvap/multimodal-pixel-annotator/wiki/Home](https://bitbucket.org/aauvap/multimodal-pixel-annotator/wiki/Home)
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Figure 5: The annotation history window of the Bounding Box Annotator. The selected annotation of the current frame (Image 12) is shown in the middle, surrounded by annotations containing the same ID in the previous and next five frames. Image 7 is empty, indicating that the object ID does not exist in this frame.

Figure 6: Deleting annotations with ID 211 in the current and subsequent frames. The user is asked to acknowledge the severity of this action before deletion.

Figure 7: Merging an annotation ID with the currently selected annotation ID in the current and subsequent frames.

3.3. Automatic Backup

The .csv-file containing the annotations is automatically copied to a backup folder whenever an annotation folder is opened with the Bounding Box Annotator. The backup file is timestamped such that the user may easily revert to an older revision if the current annotations are deleted by accident.

3.4. Exporting Annotations

The Bounding Box Annotator saves the annotations in a single file, by default named annotations.csv. Each annotated object represents a line in the csv-file and the bounding box is encoded by saving the pixel coordinates of the upper left corner and the lower right corner. However, it is unlikely that this is the format of your favourite machine learning algorithm.

Currently, the Bounding Box Annotator is capable of exporting the annotations to the format used by the YOLO network running on Darknet [12]. When training a network on Darknet, every image should have a corresponding annotation file where each line indicates the category ID, centre point (X,Y), width, and height of an annotated object, all in normalized image coordinates. The tag of an annotated object is translated to the corresponding category ID by selecting an appropriate category list. Out of the box, the tool comes with category lists for MSCOCO [7], ImageNet-1000 [4], YOLO-9000 [12], and PASCAL VOC [5]. If one wants to use his own list, it can be added in the categoryLists folder in the root directory of the program.

4. Multimodal Pixel Annotator

The Multimodal Pixel Annotator allows fine-grained pixel-level annotations. The specific functionality of the annotation tools is described below.

6Curiously, the output format of YOLO/Darknet is not the same as the input format.
4.1. Drawing the mask

The user has three options for drawing a mask using the pixel annotation tool:

1. Initializing the mask and refining it using GrabCut [13].
2. Using paint-style brush tools.
3. Defining a contour around the object of interest using the polygon tool.

The graphical buttons for drawing the mask are shown in Figure 8.

4.1.1 Using GrabCut

When using GrabCut, the user should initialize a bounding box around the object of interest. If the appearance of the object is significantly different from the background, chance is that the initial GrabCut segmentation may be good enough. If that is not the case, the user may supply ground truth positive and negative brushes to guide the GrabCut segmentation. An example is shown in Figure 9. Please keep in mind that GrabCut segmentation is an iterative process and the entire mask may change whenever true positive and negative brushes are drawn. If one wants to apply final touches to an otherwise finished mask, the manual brush tools should be used.

4.1.2 Manually Painting the Mask

If the segmentation results of the GrabCut approach are not satisfactory, the manual brush tools may be used instead. A variety of different brush sizes are provided to fit the size of the object of interest.

4.1.3 Drawing Polygons

If the objects to be annotated are rigid, with well-defined borders and without holes, it might be beneficial to draw the points defining the outer contour of the object. This is made possible by using the polygon tools and placing points around the outline of the object. A sample annotation using the polygon-based tools is shown in Figure 10.

4.1.4 Don’t Care Borders

To allow for ambiguous segmentation results around the border of objects, one can add a don’t care border around the object masks. This option is available as ”annotation borders” in File → Settings → Annotations. The width of the don’t care border is also configurable from these settings. The don’t care border is encoded in the masks with grey-scale value 170.

4.1.5 Filtering the Mask

The annotated mask might contain unwanted noise in the form of isolated pixels or small holes in the mask. These two problems are often encountered when using the GrabCut tools and can be easily resolved using the Remove noise and Fill holes functions depicted in Figure 8.

4.2. Exporting Annotations

The Multimodal Pixel Annotator maintains a list of the annotations in a single csv-file, with every annotated object containing one line in the annotation. If only the polygon tools are used, the file is self-contained. On the other hand, annotated masks created using the GrabCut or brush tools are saved as grey-scale images where the annotation ID determines the shade of grey of the mask. In this case, the csv-file keeps track of the image files, the tag names, and the meta data tags.

There are currently two options for exporting the annotations:

- Converting the annotations in a bounding box-format supported by the Bounding Box Annotator.
- Exporting the annotations to a format compatible with the COCO API [7]. This creates a single json-file containing a list of all annotated images, a list of object
classes, and a list of annotations either represented as polygons or compressed using run-length encoding.

5. Conclusion and Future work

This concludes the brief tour of our image annotation tools. The tools have been valuable for many different purposes in our laboratory and we sincerely hope that they will be useful for future annotation projects as well. Our laboratory have annotated tens of thousands of frames using the annotation tools and it is our experience that once one gets acquainted with the work-flow and the shortcuts, these tools provide a good environment for hours, weeks, and months of annotation work. Since the annotation tools are developed as side-line projects during our PhD’s, there might be some occasional rough edges when using the programs. If the reader encounters any unexpected behaviour during the use of the programs, he or she is more than welcome to open an issue on Bitbucket.

In the future, we expect to merge the code base of the two annotation programs such that a bounding box annotation is a special case of a polygon-based annotation which again is a special case of a pixel-based annotation. If resources and time allow, we might even investigate semi-supervised annotation methods that could speed up the annotation process.
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