Identification of affective valence of Twitter generated sentiments during the COVID-19 outbreak
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Abstract
This study aims to conduct text mining of affective valence of the sentiments generated on social media during the COVID-19 and measure their association with different outcomes of the disease. 50,000 tweets per day over 23 days during the pandemic were extracted using the VADER sentiment analysis tool. Overall, tweets could effectively be classified in terms of polarity, i.e., “positive,” “negative” and “neutral” sentiments. Furthermore, on a day-to-day basis, the study identified a positive and significant relationship between COVID-19-related (a) global infections and negative tweets, (b) global deaths and negative tweets, (c) recoveries and negative tweets, and (d) recoveries and positive tweets. No significant association could be found between (e) infections and positive tweets and (f) deaths and positive tweets. Furthermore, the statistical analysis also indicated that the daily distribution of tweets based on polarity generates three distinct and significantly different numbers of tweets per category, i.e., positive, negative and neutral. As per the results generated through sentiment analysis of tweets in this study, the emergence of “positive” tweets in such a gloomy pandemic scenario shows the inherent resilience of humans. The significant association between news of COVID-19 recoveries and positive tweets seems to hint at a more optimistic scenario whenever the pandemic finally comes to an end or is controlled. Such public reactions—for good—have the potential to go viral and influence several others, especially those who are classified as “neutral” or fence-sitters.
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1 Introduction
The world is witnessing an explosion of social networks (SNs) such as Twitter where people exchange information, opinions and ideas (Ombabi et al. 2020). The huge volume of data generated on such SNs can be processed to derive meaningful information using a computational technique known as natural language processing (NLP). Sentiment analysis (SA) is a popular technique of NLP. SA based textual data aim to use text mining, linguistics and statistical knowledge techniques to automatically assign predefined sentiment labels (affective valence) to the text generated online (Alowaidi et al. 2017; Ombabi et al. 2020). In a study based on text mining of tweets generated during the 2009 H1N1 disease outbreak, it was discovered that the outbreak could have been predicted at least a week in advance based on information spreading on Twitter (Szomszor et al. 2011). There was an eerie prediction of a new Coronavirus where it was mentioned about horseshoe bats being a reservoir of Coronavirus and civets potential as amplifiers of the disease. In the context of the recent outbreak of the novel Coronavirus (COVID-19 or 2019-nCoV or SARS-CoV-2), in hindsight, one can state that the health authorities outside of China could have been better prepared in advance. With very little information coming out of an authoritarian China in the early days of the infection, social media could potentially have been used to look for early warning signs. Even after the spread of the disease, governments and communities, especially in the Western world, ignored the severity
of the situation. The consequences were disastrous with the consequence that reported COVID-19 infections in the USA have overtaken infections in China and related deaths in Italy have surpassed China, as of March 27, 2020.

Epidemics and the spread of infectious diseases are known to have a significant negative socioeconomic impact due to strain on a society’s resources and the rendering of the workforce less productive (Klepser 2014). The spread of infectious diseases is also known to spread xenophobia and social ostracism (Rich 2020). Recent outbreaks have shown very depressing images of people dying on the streets, empty tourist sites, empty airports and overwhelmed hospitals. For public health agencies, it is important not to work in isolation but they must work in close partnership with other stakeholders, especially the public and media (Chew and Eysenbach 2010). The news—real or fake—related to these outbreaks of highly infectious diseases coming out in media also plays a role in influencing public perception. This media can be broadly classified as formal or informal and mass media or social media. Most social media messages are informal and reflect the general mood and reactions of the public toward an important phenomenon (Al-Surimi et al. 2016). Starting December 2019, the world has been grappling with the new Coronavirus pandemic known as COVID-19. As of March 18, 2020, according to the Coronavirus Resource Centre data published online by John Hopkins University (https://coronavirus.jhu.edu/) there were 204,255 cases worldwide and 8243 deaths. The first known case was traced to Wuhan in China and the epicenter of this WHO declared pandemic has since shifted from China to Europe with countries such as Italy and Spain facing an unprecedented healthcare crisis. As of March 22, 2020, the total COVID-19-related deaths in Italy surpassed the total COVID-19-related deaths in China. One grim reality learned from the devastated northern part of Italy is that infectious diseases spread extremely fast once the existing healthcare system reaches its saturation point.

The application of data mining and big data analytics in the healthcare sector is prevalent, and several studies have earlier focused on epidemiological forecasting models for fatal and infectious diseases (Epstein et al. 2008; Hunter et al. 2017). Monitoring of social media, especially Twitter, has been very effective to capture the trend of disease outbreaks, specifically influenza (Culotta 2014). In earlier studies that have focused on forecasting through analytics on the impact of healthcare emergencies, modeling of the society has formed an important antecedent of the predictive model (Crooks and Hailegiorgis 2014; Aleman et al. 2011). Within the context of a society, and how it can potentially influence the spread of information related to the outbreak of a disease, sentiment analysis of messages posted on social media can provide critical insight into human perceptions and reactions toward the event. Furthermore, public panic can potentially be reduced through the judicious use of media in the event of an environmental disaster (Yu et al. 2017) and the same may be inferred about epidemics. It is critical to stemming the flow of fake news and rumors to help control any infectious disease. Fake news also leads to social stigmatization and xenophobia as was recently seen toward Chinese people in various countries. The hashtag #ChineseDon’tComeToJapan was trending in Japan at one point in time Shimizu 2020). Gauging public opinion can help healthcare agencies and regulators design targeted communication campaigns which that can help stem the spread of rumors and unsubstantiated claims. This technique is very effectively used by political organizations during canvassing for elections with the 2012 Barack Obama presidential campaign’s use of social media as a case in point (Ozturk and Ayvaz 2018).

One method to measure public sentiment on social media is sentiment analysis. Twitter is free and Twitter expressions are considered natural, spontaneous and heterogeneous (Gaspar et al. 2014) as a result of which public sentiment using Twitter data has been used in a variety of situations, e.g., infectious diseases (see Table 2); politics (Bose et al. 2019); Brexit (Agarwal et al. 2018); terrorism and radicalization (Macnair and Frank 2018; Iskander 2017); financial markets (Daniel et al. 2017; Pagolu et al. 2016); sports (Lucas et al. 2017); travel and tourism (Alaei et al. 2019; Park et al. 2016); refugee crisis (Ozturk and Ayvaz 2018); brand management (Liu et al. 2017); health care (Zhang et al. 2018); adoption of mobile apps (Pai and Alathur 2018); and disaster management (Panagiotopoulos et al. 2016) among a host of other areas. Sentiment analysis is based on the aggregation of the feelings or expressions of several individuals. In the context of a novel yet risky phenomenon, individuals are motivated to share information in a social system (such as social media) to (a) reduce personal perceived risk, (2) respond to others in the social system or (3) share new information with the social system thereby performing their “societal duty”(Gigerenzer and Selten 2002). The spread of new information by individuals or groups can also be seen in terms of “diffusion of innovation” (Rogers 2010). This diffusion of new information can also potentially lead to exaggeration or distortion within the social system. Controlling such new information can reduce the spread of fake news and misinformation (Bovet and Makse 2019).

In a study carried out to assess the measure of concern (MOC) among social media users concerning infectious diseases, Ji et al. (2015) conducted a sentiment analysis of tweets that were “personal” in nature. The present study seeks to conduct sentiment analysis based on polarity or affective valence of the sentiments generated on social media (Twitter) during the new Coronavirus (COVID-19) pandemic which was initially reported in Hubei province, Central China. Noteworthy, context is important in sentiment...
analysis and is known to influence the results (Blitzer et al. 2007). The affective valence may be characterized as “positive,” “negative” and “neutral” (Gaspar et al. 2016). Based on the COVID-19 outcomes, this study shall seek to understand how internet users make sense of this unexpected event which has taken the shape of a major global healthcare crisis and which is still dynamic (see Table 1) and unfolding. The COVID-19 outcomes defined in the study are infections, deaths and recoveries. Specifically, this study seeks to resolve the following research question:

**RQ** What is the association between COVID-19 outcomes (infections, deaths and recoveries) and a tweet category based on affective valence (positive, negative and neutral)? Additionally, how do COVID-19 outcomes influence the distribution of tweet categories?

The subsequent sections include a literature review followed by the methodology applied. This is followed by data analysis and results, discussions and finally the conclusion.

### 2 Literature review

Health epidemics in general typically generate bursts of attention on social media, and the spread of infectious diseases has been a frequent topic of discourse specifically on Twitter (Table 2). Oyeyemi et al. (2014) discovered that during the Ebola virus epidemic in West Africa, a majority of Ebola-related tweets were spreading misinformation, for instance, drinking and washing in salty water as a cure. This not only complicated the management of the epidemic but also led to more deaths due to unverified claims and the spread of superstition. A separate study using Twitter data during the yellow fever outbreak in Angola, Congo and later in Kenya, China and Brazil in 2015 and 2016, also observed the spread of fake cures and misinformation through Twitter (Ortiz-Martínez and Jiménez-Arcia 2017). Ironically, despite the rampant poverty in that part of the world, the ownership of smartphones and access to the internet has rapidly increased. Lazard et al. (2015) in their study on the discovery of the first case of Ebola in the USA discuss how the CDC (Centers for Disease Control and Prevention) during a live chat sought to quell public panic and concerns through a live Twitter chat. Text mining of the chat data generated several themes that reflected the public’s concern, i.e., safe travel, virus lifespan, virus contraction and precautions. A study by (Ahmed et al. 2017) discovered that some social media users on Twitter shared humor and sarcasm related to Ebola. A thematic study of Twitter data related to the 2009 H1N1 (Swine flu) outbreak (Ahmed et al. 2019) offered some novel insights into how people communicate on social media. Their in-depth analysis led to the emergence of six broad

### Table 1 Timeline of the COVID-19 outbreak. Source: https://www.worldometers.info/coronavirus/

| Event | Date                  |
|-------|-----------------------|
| First COVID-19 case reported in China | December 1, 2019 |
| First COVID-19 case reported outside China | January 13, 2020 |
| No new infection reported from Wuhan—ground zero | March 19, 2020 |
| Epicenter shifts from China to Europe | March 10, 2020 |
| WHO declares COVID-19 as a global pandemic | March 11, 2020 |
| Top five countries with the highest number of reported COVID-19 infections: |
| (1) China, (2) Italy, (3) USA, (4) Spain, (5) Germany | March 26, 2020 |
| (1) USA, (2) Italy, (3) China, (4) Spain, (5) Germany | March 27, 2020 |

### Table 2 Pandemics in the age of Twitter. Source: Authors compilation

| Disease            | Study                                                                 |
|--------------------|-----------------------------------------------------------------------|
| Ebola              | Oyeyemi et al. (2014); Lazard et al. (2015); Ahmed et al. (2017); Guidry et al. (2017) |
| Swine Flu (H1N1)   | Ahmed et al. (2019); Huo and Zhang (2016); Signorini et al. (2011); Chew and Eysenbach (2010); Ritterman et al. (2009) |
| Influenza-like illness (ILI) | Velardi et al. (2014); Achrekar et al. (2011) |
| Bird Flu (H7N9)    | Hellsten et al. (2019); Broniatowski et al. (2013) |
| MERS               | Fung et al. (2018); Kim et al. (2017); Shin et al. (2016) |
| SARS               | St Louis and Zorlu (2012) |
| ZIKA               | Pruss et al. (2019); Daughton and Paul (2019); Wirz et al. (2018) |
| COVID-19 (SARS-CoV-2) | Jahanbin and Rahmanian (2020); Chen et al. (2020a, b); Imran et al. (2020); Alamoodi et al. (2020) |
| Escherichia coli outbreak | Diaz-Aviles and Stewart (2012) |
| Measles            | Tang et al. (2018); Radzikowski et al. (2016) |
| Yellow fever       | Ortiz-Martínez and Jiménez-Arcia (2017) |
themes related to the outbreak namely, (1) general fear, (2) naming H1N1 as “Swine” flu, (3) criticism of media, (4) racism and references to Mexicans, (5) consumption of pork and (5) popular culture and imminent apocalypse. In another earlier study on H1N1, Signorini et al. (2011) described how Twitter data, in addition to gauging public opinion, can also be used to estimate disease activity in real time. When the word spread that the symptoms are “mild,” buzz related to certain medications petered out on Twitter. A similar semantic approach to the analysis of Twitter sentiment was followed by Tang et al. (2018) during the 2015 outbreak of measles in the USA. Velardi et al. (2014) used a “symptom-driven” rather than “disease-driven” approach to analyzing Twitter data thereby offering a novel approach to predict the onset of infectious disease, specifically flu-like illnesses. Hellsten et al. (2019) used the media and communications issue arena framework to analyze bird flu discussions by various actors on Twitter. The context was the impact of bird flu on poultry farming in the Netherlands from 2015 to 2017. The study sought to differentiate between passive and active actors in the Twitter debate on the topic. (Fung et al. (2018) in a study covering the Middle East respiratory syndrome (MERS) which spread in South Korea in 2015, postulated that people with different linguistic and cultural backgrounds are likely to react differently to the disease on social media. Capturing MERS-related Twitter data in five languages, i.e., English, Korean, Japanese, Indonesian and Thai, they found their hypothesis is supported. People from different linguistic backgrounds did respond and react differently to the disease on social media. Pruss et al. (2019) used the conceptualization of differences in linguistic and language backgrounds to conduct a study in North America and South America where tweets in English, Spanish and Portuguese were extracted and analyzed in the context of the ZIKA virus infection. In another study on MERS, Kim et al. (2017) used Twitter data based on memes to identify the spatiotemporal patterns and risk assessment exhibited by social media users. St Louis and Zorlu (2012) examined how public health experts were exploiting social media resources to seek relevant information that may further be used to predict and manage highly infectious diseases such as SARS.

One very important theory that explains how individuals tend to share their perceived risk related to any phenomenon through informal and formal channels is the social amplification of risk framework (SARF; Kaspanson et al. (1988). This information is further amplified—or weakened or distorted—and transmitted to other individuals or groups (Yoo et al. 2018; Chew and Eysenbach 2010). SARF has also been applied in the context of the spread of the ZIKA virus first reported in the spring of 2015 in Latin America (Wirz et al. 2018). In another recent study on the ZIKA virus outbreak, Daughton and Paul (2019) used Twitter data to identify the protective behavior exhibited by people especially concerning their travel plans. The demographic and temporal correlates of such people were also measured. Twitter and other social media data were also used in a study that assessed how people coped in the scenario of a food crisis (Gaspar et al. 2014). The study was based on the Escherichia coli bacteria outbreak in Europe and the territory under study was Spain.

The spread of information about COVID-19 on Twitter presents an opportunity to understand public opinion in a scenario where the disease is still an ongoing phenomenon. Keeping this in mind, this study is unique as very few studies have been conducted using sentiment analysis of Twitter data during the early stages of COVID-19. This study shall be based on sentiment analysis (SA) which can be defined as a process that automates the mining of attitudes, opinions, views and emotions from text, speech, tweets and database sources through natural language processing (Danneman and Heimann 2014). SA can be considered as a tool to convert the raw opinions and ideas of millions of social media posts into valuable assets (Alamoodi et al. 2020). Sentiment analysis can cluster or classify social media posts based on polarity, i.e., polarity (negative, positive, neutral; see Gaspar et al. 2016). Advanced SA techniques can identify subjectivity (fact and opinion) (Onyenwe et al. 2020), a variety of emotions or sentiments such as happiness and sadness (Ali et al. 2017; Gao et al. 2016), concern, surprise, disgust or confusion (Ji et al. 2016). Some SA programs can also identify the object of an expression in addition to its sentiment (e.g., the color is nice but it is too loud: this is “negative”; Sloan and Quan-Haase 2017, p-546).

SA has also been used in a variety of contexts, with epidemics (see Table 2) being just one of them. Noteworthy, context is important in SA and is known to influence the results (Blitzer et al. 2007; Mittal et al. 2021). SA has been used in the context of customer feedback, elections, stock markets, sports, public protests, music concerts, terror incidents and disasters among a host of others. In this study, Twitter sentiment on COVID-19 using different relevant search terms or keywords shall be classified in terms of “positive” sentiments, “negative” sentiments and “neutral” sentiments, which together are termed as affective valence.

3 Method

There are various methodologies to identify textual sentiments. These methodologies are mainly classified into Lexicon-based and machine learning (Alamoodi et al. 2020). Lexicon-based methods focus on deriving opinion on the input text and determine positive or negative or neutral sentiments from the input text and assigning it a polarity value. Lexicon-based methods make use of predefined dictionaries of words, in which each word is
associated with a specific sentiment. In machine learning techniques, a sentiment analysis model is built based on a training process populated with data labeled by humans (Messias et al. 2017). This study uses the Lexicon-based approach, which is considered very effective for sentiment analysis (Chen et al. 2020a, b). After exploring the various tools, it was decided to go ahead with nltk.sentiment, vader sentiment intensity analyzer module available from Python. VADER has been extremely successful in dealing with social media content and editorial reviews. This is because of the algorithms used by VADER which not only categorize the input text into positive or negative or neutral categories, but all compute the compound polarity scores to gain a fair idea about how positive or negative the sentiments are. VADER is applied not only for social network data but also on other data generated online such as emails (Borg and Boldt 2020) and this tool remains very popular, effective and contemporary (Dahal et al. 2019; Moutidis and Williams 2020; Wei et al. 2016). VADER has a lot of advantages:

- It works very well with social media content, movies, products and editorial reviews.
- There is no need for any training data. It gets formed on the basis of valence, standard sentiment lexicons.
- It can even be used with streaming data online.
- It is quite fast and there is no need to compromise on the speed performance.

This study is largely based on descriptive algorithms and the process consisted of four steps (figure 1):

i. **Data Acquisition** Fetched Twitter Remote Data using web service *tweepy*. It is a standard python library for accessing the Twitter API and used search () API call to match the specified query and used wait_on_rate_limit flag (with the value set to True) to automatically wait for rate limits to replenish. *jsonpickle:* It is again a python library used for serialization and deserialization purposes. It transforms complex Python objects to and from JSON and used encode() API call to transform the object into json string. The keywords used to extract the data were: “Coronavirus,” “COVID-19,” “Wuhan,” “Pandemic” and “Corona.” Only tweets in English were captured.

ii. **Data Preparation** This has two components. Firstly, exploration was conducted using *json* which performed data modeling and transformed the data into a semi-structured format. This was followed by data preprocessing: (a) removed hashtags, mentions, (b) removed invalid data with indefinite spaces and (c) filtered duplicate records based on tweet ID.

iii. **Data Analysis** As mentioned earlier, for classification, NLTK and VADER were used. Natural Language Tool Kit Vader python module helps in sentiment analysis of data in human language. VADER is used for sentiment analysis on the basis of lexicon and rule-based approach. VADER library makes use of various combinations (mostly on the basis of handling emojis, slangs, emoticons, degree modifiers, capitalizations, punctuations and usage of conjunctions) for computing the polarity score of sentences to categorize them as positive or negative or neutral. Automated Coding was an added functionality to identify re-tweets and
the number of re-tweets for positive, negative and neutral sentiments out of the total tweets.

iv. Results and Actions Plotly was used where Plotly Express generated a terse, consistent, high-level API for rapid data exploration and figure generation. Similarly, Plotly graph_objects generated the graph object figures with any of the named attributes.

An example of a processed tweet is given as per exhibit 1. Approximately 50,000 tweets per day were extracted between the period March 1, 2020–March 24, 2020. Besides, 70,095 tweets were extracted for a week in March 2020 to run a pilot data analysis (see Table 3).

4 Data analysis and results

Using the coding-based sentiment analysis, three categories of tweets and re-tweets were extracted based on affective valence (see table 3) namely positive tweets, negative tweets and neutral tweets. This was a preliminary extraction—a pilot study—on which processing was done to confirm whether a sentiment analysis can be done on the data in line with the objectives. This was similar to the approach followed by Agarwal et al. (2011). Neutral tweets seem to be more in numbers compared to positive or negative tweets reflecting the general indifference or “non-alarmist” approach of this category of social media users in the duration when the tweets were extracted. The examples of how “positive” tweets, “negative” tweets and “neutral” tweets in the context of COVID-19 are described as given in Table 4.

| Category of tweets | Total tweets (Percentage of Total) |
|--------------------|-----------------------------------|
| Total tweets captured | 70,095                             |
| Positive tweets   | 23,057 (33%)                      |
| Negative tweets   | 17,471 (30%)                      |
| Neutral tweets    | 21,945 (37%)                      |

As given in table 5, the figures for COVID-19 reported cases of infection and deaths are figures for the world, while the figures for COVID-19 reported cases of recoveries are for China. Prior research identifies perceptions as a precursor to sentiments (Myslín et al. 2013; Boon-Itt and Skunkan

Positive tweets
- “We are in this together though apart. Helping people remain at home will save lives and keep people safe…”
- “USA stands by Italy during these trying times Share your Support for our Italian friends, they are our colleagues and family…”
- “Best wishes for a speedy recovery and take care South Korea and have a great success through testing…”

Negative tweets
- “The will be the scapegoat The US economy was headed for a crash anyway due to the reckless and incompetent White House…”
- “It is expected at least the same amount of people to die to this vile rancid virus….The least we can do whilst we still can…”
- “IRONY IS DEAD Mike Pompeo just criticized China for hiding the Coronavirus from us”

Neutral tweets
- “US virologist on COVID- This will end but expect more”
- “XYD Clinic Labs ramp up for round-the-clock COVID- testing”
- “Well…. there goes my wedding:…”

| Original tweet: | Preprocessing of original tweet: |
|-----------------|----------------------------------|
| We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family.  Cari amici, siamo con voi.#COVID-19 #WeStandWithItaly | Remove links: We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family. #COVID-19 #WeStandWithItaly |
| Tweet content extracted and saved: We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family.  #COVID-19 #WeStandWithItaly | Remove hashtags, mentions and emojis: We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family |
| Preprocessing of original tweet: Remove links: We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family. #COVID-19 #WeStandWithItaly | Spell checker: We stand by Italy during these trying times. Share your Support for our Italian friends, They are our colleagues, friends, and family |
| Cleaned tweet: “We stand by Italy during these trying times share your support for our Italian friends they are our colleagues, friends, and family…” | |

Table 3  Random tweets extracted from March 16, 2020–March 23, 2020

| Category of tweets | Total tweets |
|--------------------|--------------|
| Total tweets captured | 70,095       |
| Positive tweets   | 23,057       |
| Negative tweets   | 17,471       |
| Neutral tweets    | 21,945       |

Table 4  Description and samples of tweet categories
2020; Blasi et al 2020). The reason for using figures from China is based on the premise that Twitter users’ sentiments would have been influenced by their perceptions toward the news of COVID-19 recoveries (regardless of their accuracy) in China which was the initial epicenter. Furthermore, in the early days, only China experienced significant recoveries after the infection due to the recency of the disease. Hence, “COVID-19 recoveries” in China was used as a surrogate variable.

The day-wise distribution of tweets and COVID-19 infections are given as given in Table 5. Based on the data extracted the following tests were performed:

1. Measure the association between total infections, deaths and recoveries and positive, negative and neutral tweets. Test performed: correlation matrix based on Pearson’s correlation.

2. Measure significant differences between COVID outcomes (infections, deaths and recoveries) and tweets, i.e., positive, negative and neutral. Test performed: one-way ANOVA

Pearson correlation was applied to the data to measure the association between different variables. Pearson correlation is calculated as follows where \( r \) is the correlation coefficient and \( x \) and \( y \) are the variables under study.

\[
r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2} \sqrt{\sum (y_i - \bar{y})^2}}
\]

Table 6 shows that there is a significant association between total global cumulative infections and negative tweets, between global cumulative deaths and negative tweets, and even between cumulative recoveries (in China) and negative tweets. On the other hand, this was no significant association between total global cumulative infections and positive tweets and between global cumulative deaths and positive tweets. However, there was a significant positive association between cumulative recoveries (in China) and positive tweets. Additionally, Table 7 shows that the positive tweets outnumber the negative tweets and neutral tweets outnumber the positive tweets. In the context of the period captured, this shows the inherent optimism or indifference in people despite such a depressing scenario.

One-way ANOVA has been applied to measure whether there is any significant difference between COVID outcomes.

### Table 5: Day-wise (23 days in March 2020), negative and positive tweets and the number of COVID-19 infected people across the world, related deaths and recoveries (in China). Source: for (a) and (b): Extracted by the authors; for (c) and (d) https://covid.ourworldindata.org/data/ecdc/total_cases.csv accessed on 24.03.2020 and for (e)

| Date       | Positive tweets (a) | Negative tweets (b) | Neutral tweets (c) | Infections (c) | Deaths (d) | Recoveries (e) |
|------------|----------------------|----------------------|---------------------|---------------|------------|----------------|
| 1-Mar-20   | 18,420               | 13,966               | 17,214              | 87,024        | 3050       | 44,462         |
| 2-Mar-20   | 12,020               | 11,917               | 25,116              | 89,068        | 3117       | 47,204         |
| 3-Mar-20   | 10,520               | 12,354               | 11,234              | 90,663        | 3202       | 49,856         |
| 4-Mar-20   | 10,113               | 10,250               | 29,540              | 93,076        | 3285       | 52,045         |
| 5-Mar-20   | 15,889               | 12,821               | 14,630              | 95,315        | 3387       | 53,726         |
| 6-Mar-20   | 12,030               | 14,281               | 13,687              | 98,171        | 3599       | 57,065         |
| 7-Mar-20   | 16,346               | 15,366               | 14,286              | 102,132       | 3599       | 57,065         |
| 8-Mar-20   | 10,500               | 14,500               | 13,004              | 105,823       | 3827       | 58,600         |
| 9-Mar-20   | 10,132               | 13,981               | 25,843              | 109,694       | 4025       | 59,897         |
| 10-Mar-20  | 20,080               | 16,010               | 13,820              | 114,231       | 4296       | 61,475         |
| 11-Mar-20  | 10,850               | 14,516               | 12,544              | 118,609       | 4628       | 62,793         |
| 12-Mar-20  | 15,892               | 19,250               | 13,658              | 125,496       | 4981       | 64,111         |
| 13-Mar-20  | 11,003               | 15,421               | 14,110              | 133,848       | 5429       | 65,541         |
| 14-Mar-20  | 20,112               | 12,118               | 17,010              | 143,223       | 5833       | 66,911         |
| 15-Mar-20  | 16,524               | 14,992               | 15,444              | 151,363       | 6519       | 67,749         |
| 16-Mar-20  | 12,902               | 15,258               | 21,745              | 167,414       | 7161       | 68,679         |
| 17-Mar-20  | 17,032               | 15,772               | 17,123              | 180,159       | 7978       | 69,601         |
| 18-Mar-20  | 16,838               | 15,658               | 17,010              | 194,909       | 8951       | 70,420         |
| 19-Mar-20  | 29,069               | 15,204               | 3445                | 213,254       | 10,031     | 71,150         |
| 20-Mar-20  | 27,445               | 16,753               | 6407                | 242,473       | 11,387     | 71,740         |
| 21-Mar-20  | 16,490               | 14,594               | 17,900              | 271,228       | 13,013     | 72,244         |
| 22-Mar-20  | 17,620               | 16,200               | 15,010              | 305,275       | 14,641     | 72,703         |
| 23-Mar-20  | 12,755               | 18,569               | 17,009              | 338,303       | 16,514     | 73,159         |
and the distribution of tweets in three different categories namely: positive, negative and neutral. The results (Table 8) highlights that there are significant differences in all the COVID outcomes across different tweet categories.

However, it is also important to note that infections and deaths are significant at a 0.05% level. On the other side, recovery is significant at a 0.10% level which is comparatively lower than infections and death.

### 5 Discussions

Public health surveillance is critical to deploying resources in the event of the spread of a highly infectious disease (Ji et al. 2015). Public health communication directed to concerned stakeholders could be strengthened through the
effective leveraging of social media. The explosive growth in the number of smartphones and increasing reach of the internet globally has led to several individuals altogether abandoning or reducing their usage of traditional media in favor of online sources, and this provides public health institutions with an opportunity to use social media to their advantage (Olusola et al. 2017; Smith and Brenner 2012). To leverage the communicative power of social media, it is important to understand the sentiments of people (Twitterati) in the virtual world. As per the results generated through sentiment analysis of tweets in this study, the emergence of “positive” tweets (Table 3) in such a gloomy pandemic scenario shows the inherent resilience of humans. The significant association between positive tweets and news of COVID-19 recoveries seems to hint at a more optimistic scenario whenever the pandemic finally comes to an end or is controlled. Such public reactions—for good—have the potential to go viral and influence several others, especially those who are classified as “neutral” or fence-sitters.

The findings are important for healthcare agencies as people need to remain optimistic and not panic. In such pandemic situations where millions of people worldwide are in a lockdown situation, people need to maintain their mental health as well and not panic (Alamoodi et al. 2020). As a case in point, researchers in the University of Pennsylvania (USA) created a dashboard to track and analyze changes in language expressed on Twitter during the COVID-19 pandemic in the USA, with a focus on mental health and symptom mentions (Guntuku et al. 2020).

In a study published in the American Journal of Infection Control, it was discovered that even before the official announcement of the outbreak of Ebola in West Africa, news about its spread had already appeared in tweets three days in advance (Odlum and Yoon. 2015). These tweets reached 60 million social media users in these three days. In the context of COVID-19-related social media chatter in the USA, topic detection and sentiments on Twitter identified several disturbing trends as well, e.g., vaccine opposition and COVID-19 as a conspiracy (Jamison et al. 2020), cyber racism (Dubey 2020), distrust of health authorities (Bonnevie et al. 2021).

This shows the communicative power (negative as well as positive) of social media especially Twitter. The study by McCombs and Shaw (1972)—which discusses how media can influence the salience of issues—seen in conjunction with the social amplification theory (Kasperson et al. 1988)—which discusses how people spread risk perception through media—shows that social media platforms such as Twitter present a formidable challenge and a great opportunity as well. In fact, in the era of fake news (Albright 2017), scanning social media becomes indispensable.

6 Conclusions

This study is an attempt to conduct text mining of affective valence of the sentiments generated on Twitter during the new Coronavirus (COVID-19) pandemic. The study utilized Twitter data generated during March 2020 due to the inherent advantages of using Twitter data, i.e., the data are real time, free, brief and have immense reach irrespective of national boundaries. In March 2020, the pandemic was still very new and opinions were still shaping. Government and organizational policies as to how to deal with the disease were still tentative and evolving and public opinion likewise was divided. This study extracted tweets that were characterized as “positive,” “negative” and “neutral” to assess how this categorization may relate to COVID-19 outcomes, i.e., the number of infections, deaths and recoveries. Understanding public sentiments may help shape policies and procedures for the government and other organizations given that

**Table 8** ANOVA for COVID outcomes and tweet counts

| COVID outcomes | Sum of squares | Df | Mean square | $F$ | Sig. |
|----------------|---------------|----|-------------|----|------|
| **Infections** |               |    |             |    |      |
| Between groups | 657,357,828.193 | 2 | 328,678,914.096 | 0.056 | 0.046** |
| Within groups  | 117,913,285,052.764 | 20 | 5,895,664,252.638 |     |      |
| Total          | 118,570,642,880.957 | 22 |             |     |      |
| **Deaths**     |               |    |             |    |      |
| Between groups | 2,052,770.749 | 2 | 1,026,385.374 | 0.059 | 0.034** |
| Within groups  | 348,784,384,556 | 20 | 17,439,219.228 |     |      |
| Total          | 350,837,155,304 | 22 |             |     |      |
| **Recoveries** |               |    |             |    |      |
| Between groups | 14,791,553.359 | 2 | 7,395,776.680 | 0.088 | 0.916*** |
| Within groups  | 1,676,724,071.597 | 20 | 83,836,203.580 |     |      |
| Total          | 1,691,515,624.957 | 22 |             |     |      |

***Significant at 1.0% level, **Significant at 0.05% level
the true impact of the disease shall be felt only when the pandemic ends (Hamzah et al. 2020).

In terms of future research, this study could be extended beyond the affective valence of tweets in terms of positive, negative or neutral and conduct a qualitative analysis of the tweets in terms of themes or other qualitative parameters. There are many more emotions that can be captured. Even during the pandemic, different aspects need to be studied. For instance, the social media response to how the pandemic is impacting specific groups such as migrants, healthcare workers, people deputed on essential duties (for example, Police and Public Administrators). Additionally, tweets in other languages could be captured and analyzed especially given that several non-English speaking countries are currently in the grip of COVID-19.
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