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Abstract

Applications of sediment source fingerprinting studies are growing globally despite the high costs and workloads associated with the analyses of conventional fingerprint properties on target sediment samples collected using traditional methods. To this end, there is a need to test new fingerprint properties that can overcome these challenges. Sediment particle size could potentially contribute here since it is relatively easy to measure but, until now, has rarely been deployed as a fingerprint itself. Instead, particle size has been used to ensure that source and target sediment samples are more directly comparable on the basis of the fingerprints used. Accordingly, this work examined whether particle size distributions (PSDs) could be used as a reliable fingerprint for apportioning sediment sources, in combination with a grain size un-mixing model. Application of PSDs as a fingerprint was tested at two scales: (i) in a laboratory setting where soil samples with known PSDs were used to generate artificial mixtures to evaluate un-mixing model results, and (ii) a catchment setting comparing PSDs in a confluence-based approach to test if downstream target sediment PSDs could be un-mixed into the contributions of sediment coming from an upstream and a tributary sampling site. Laboratory results showed that the known proportions of the two, three and four soil samples in the artificial mixtures were predicted accurately using the AnalySize grain size un-mixing model, giving average absolute errors of 9%, 8% and 6%, respectively. Catchment results showed variable performances when comparing un-mixing results with sediment budget estimations, with the best results obtained at higher discharge values during storm runoff events. Overall, our results suggest the potential of using PSDs for estimating contributions of sediment sources delivering SS with distinct PSDs when sources are located at short distance to the downstream sampling site.
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INTRODUCTION

Information on sediment origin can help target remedial actions to mitigate erosion in river catchments (Belmont et al., 2011). The sediment fingerprinting approach is a widely-adopted method to assemble this information, allowing the quantification of the relative contributions of different sources to target suspended sediment (SS) collected downstream (see reviews by e.g., Collins et al., 2020, 2017; Haddadchi et al., 2013; Owens et al., 2016). To apply the method, both source and SS samples need to be collected. Potential sources are normally sampled manually, while SS is often collected using time-integrated sediment traps (e.g., García-Comendador et al., 2021; Pulley & Collins, 2021), or automatic water samplers (e.g., Legout et al., 2021; Vale et al., 2020). Selected properties or ‘fingerprints’ are then measured on the SS and compared with the corresponding fingerprint values measured on the potential source samples. This comparison allows for estimations of the relative contribution of each source to the target SS using un-mixing models.

A wide range of soil and sediment properties has been used for source fingerprinting, for example, geochemistry, fallout radionuclides, colour properties, stable isotopes, compound specific stable isotopes, and mineral magnetic properties (e.g., Blake et al., 2012; Collins et al., 1997a; Martinez-Carreras et al., 2010; Oldfield et al., 1985; Revel-Rolland et al., 2005; Upadhayay et al., 2022; Wallbrink et al., 1998). A common issue is selecting the particle size fraction to analyse (e.g., Collins et al., 2017; Koiter et al., 2018, 2013; Laceby et al., 2017; Smith & Blake, 2014). This relates to the essence of an effective fingerprinting property, where fingerprints must both differentiate between sources while behaving conservatively (Walling et al., 1993). However, fingerprint values often vary with particle size in a non-linear manner that is difficult to generalize (Horowitz & Elrick, 1987; Russell et al., 2001). For instance, total organic carbon (Wynn et al., 2005) and radionuclides (Horowitz & Elrick, 1987) are generally enriched in the finer particle size fractions, while different mineral magnetic properties (e.g., Hatfield & Maher, 2009) and colour parameters (e.g., Pulley & Rowntree, 2016) are linked to different particle size fractions.

Various approaches have been adopted to account for particle size in sediment fingerprinting studies to facilitate direct comparison between the properties of target SS and possible sources. The most commonly-applied approach is to fractionate SS and source samples by sieving (Laceby et al., 2017). Here, source materials and target SS samples are commonly sieved to <63 μm (Walling et al., 1993), since this fraction is considered to account for most of the SS load transported by rivers (e.g., Legout et al., 2013; Walling et al., 2000). In other studies, samples are sieved to different fractions and separate fingerprint analyses performed for isolated fractions (e.g., Gaspar et al., 2022, 2019; Motha et al., 2002). Another approach is to sieve and then apply correction factors (e.g., Collins et al., 1997b; He & Walling, 1996). However, the underlying assumptions used for these correction factors were challenged by Smith and Blake (2014) due to the fact that positive linear relationships between particle size and fingerprint concentrations do not apply to all fingerprint properties (Horowitz, 1991; Russell et al., 2001). Given these uncertainties, recent reviews have stressed the need to consider both the most representative particle size fraction for the target sediment in question and to examine dependency of fingerprint properties on particle size, especially where a broad size fraction is used (Collins et al., 2017).

Alternatively, the confluence-based sediment fingerprinting approach has been proposed to facilitate direct comparison between the properties of downstream target SS samples and possible sources (i.e., different tributaries used to represent upstream catchment sources) (Collins et al., 1996; Collins et al., 1997c; Nosrati et al., 2018; Nosrati et al., 2019; Patault et al., 2019; Vale et al., 2016). Here, uncertainties regarding which particle size fractions are delivered from hillslope sources to streams are minimized, reducing potential uncertainties associated with particle size enrichment or depletion and the concomitant effects on fingerprint properties (Laceby et al., 2017). However, in-stream hydrodynamic processes result in mobilization of different SS size fractions and affect SS flocculation, that might still cause uncertainty as to which particle sizes are present at different sections of the stream (e.g., Droppo, 2004; Grangeon et al., 2014), challenging fingerprint conservation.

While the consideration of particle size in sediment fingerprinting is mainly limited to investigating its controls on fingerprint values, there is evidence that particle size can be used directly as a fingerprint property or tracer (Kranck & Milligan, 1985; Laceby et al., 2017). For example, Vale et al. (2016) applied a confluence-based approach to the Manawatu River catchment (New Zealand), collecting fine sediments from the riverbed using a trowel. The authors showed that varying rock types, situated in different sub-catchments and drained by different tributaries, were linked to differences in SS D50 values. In the same catchment, Vale et al. (2020) linked patterns in SS dynamics during storm events to differences in particle sizes. They argued that the finer particle size of mudstone (D50 of 16 μm) likely allowed prolonged entrainment in the water during storm events, whereas the transport of coarser mountain range and unconsolidated sediment (D50 of 44 μm) ceased as the storm events progressed. The results of such studies therefore suggest that temporal changes in sediment source contributions can be fingerprinted using observed changes in particle sizes or particle size distributions. Existing work that included particle size for the sole purpose of tracing (Li et al., 2020), reported the use of particle size statistics (e.g., D50, D70 and well as clay and silt percentages) for fingerprints to identify sediment sources of core sediment. Another study (Tang et al., 2018) looked at the spatial and temporal variability of SS source particle size input and the effects of sediment size sorting in reservoir dam deposits. Droppo et al. (2005) suggested rather than using particle size, particle shape and fractal dimension could be used to trace SS sources. Furthermore, the idea of using particle size distributions (PSDs) for sediment source fingerprinting purposes was raised in an abstract by Liu et al. (2014), where the possibility to measure PSDs from potential soil sources and compare those with the target SS collected by sediment traps was proposed. A corresponding publication on this proposal has not been found at the time of publication of the present study.
Many recent sediment fingerprinting studies underscore increasing opportunities to measure sediment PSDs. This can be achieved using laboratory equipment such as the Beckman Coulter LS 13320 (Beckman Coulter, Inc., Fullerton, CA) and Mastersizer 3000 (Malvern Instruments Ltd, Worcestershire, UK) laser diffraction particle size analysers (as used by e.g., Patault et al., 2019 and García-Comendador et al., 2021), and in-field equipment such as the LISST sensor (Sequoia Scientific, Bellevue, WA, USA), also based on laser diffraction (as used by e.g., Czuba et al., 2015; Upadhyay et al., 2021). Differences in sediment PSDs are regularly used in sedimentology to infer past sediment provenance and to reconstruct past changes in, for example, climatic conditions or tectonic processes (Beuscher et al., 2017; Dietze et al., 2012). To this end, Weltje (1997) first used PSD data together with an end-member mixing model (EMMA) to estimate the proportions of different sediment sources. Subsequent research led to the development of other end-member grain size un-mixing models such as DRS-unmixer (Heslop et al., 2007), EMMAgeo (Dietze et al., 2012), AnalySize (Paterson & Heslop, 2015), BEemma (Yu et al., 2016) and BasEMMA (Zhang et al., 2020). These grain-size un-mixing models use the whole PSD data as input, whereas within the sediment fingerprinting community linear multivariate un-mixing models are used most widely (e.g., MixSIAR: Stock et al., 2018; Stock & Semmens, 2016, FingerPro: Lizaga et al., 2020).

We propose the use of tracing contemporary SS sources with PSDs as a fingerprint in combination with an end-member grain size un-mixing model (AnalySize). To this end, we: (i) evaluate un-mixing model performances using artificial laboratory mixtures, with known proportions of soil samples sieved to different size fractions, and; (ii) un-mix target SS samples from a catchment scale community linear multivariate un-mixing models are used most widely (e.g., MixSIAR: Stock et al., 2018; Stock & Semmens, 2016, FingerPro: Lizaga et al., 2020).

2 | MATERIALS AND METHODS

This study describes two approaches using complementary methods to measure PSD. First, a LISST sensor (Sequoia Scientific, Bellevue, WA, USA) was used in controlled laboratory experiments, where PSDs were measured inside a tank set-up to evaluate the un-mixing model (section 2.1.1). Second, a Mastersizer instrument (Malvern Instruments Ltd, Worcestershire, UK) was used to measure PSDs in discrete samples collected in a catchment scale field experiment, with the un-mixing model then applied to estimate confinement sediment source contributions (section 2.2). The two approaches were deployed in parallel, not compared directly, with the approaches used according to their different objectives comprising: (1) laboratory experiments aiming to measure in-tank PSDs in specified mixtures of source soils (section 2.1), and; (2) field experiments aiming to measure PSDs after applying ultrasound by taking sub-samples from a well-mixed environment (section 2.2).

2.1 | Laboratory experiments

Laboratory experiments were performed to evaluate the grain-size un-mixing model AnalySize under controlled conditions. Both soil samples and artificial mixtures, composed of these different soil samples, were suspended inside a tank set-up and PSD was measured using a LISST sensor. The PSDs of both the soil samples and mixtures were then used to evaluate the grain-size un-mixing model, according to the known soil sample contributions present in the mixtures. The tank set-up, as well as the soil samples and mixtures, were used previously in Lake et al. (2022) to investigate the feasibility of using absorbance measurements obtained with a submerged spectrophotometer for un-mixing source soil sample contributions.

2.1.1 | Soil samples and artificial mixtures

Soil sampling was carried out at six different sites in Luxembourg (see Table A.1 for details on sampling site coordinates). Sites were selected based on differences in geochemistry and mineralogy (Lake et al., 2022). Soil samples were collected using a trowel, after removal of the top layer of soil (0–5 cm). Care was taken to collect only material that appeared homogeneous in colour. The samples were then dried at room temperature, disaggregated with a pestle and mortar, and sieved into three different size fractions: <32, 32–63 and 63–125 μm. This resulted in 17 soil samples (the 63–125 μm fractions for soil 6 was omitted due to the low quantities present). Soil samples are hereafter indicated by #soil. fraction, with ‘soil’ representing the soils (n = 6), and ‘fraction’ the sieved particle size fraction (0.1 for <32 μm; 0.2 for 32–63 μm; 0.3 for 63–125 μm). Soil samples were used to create 25 artificial mixtures. The mixtures consisted of two, three or four soil samples, with contributions chosen in order to have a majority of mixtures with a dominant soil sample (Table 1). Mixtures 1–9 were composed of soil samples sieved to different size fractions. Mixtures 10–25 were composed of soil samples sieved to the same particle size fraction. These two approaches were tested to see if both distinct differences in source PSDs (soil sources sieved to different fractions) and small differences in source PSDs (soil sources sieved to same size fraction) could be used for un-mixing.

2.1.2 | Laboratory set-up

A LISST 200X sensor (Sequoia Scientific, Bellevue, WA, United States) was used in the laboratory set-up (Figure 1) to measure PSDs. This sensor uses laser diffraction technology, whereby particles of different sizes diffract the laser beam at different angles (Agrawal & Pottsmith, 2000). The diffracted light is assigned to one of the 36 particle size classes, providing PSDs on the soil samples and mixtures tested (in the 1–500 μm range). The output value in each size class is given in μL L⁻¹. Output values were converted into percentage of volume concentration to allow comparison between different
measurements, with percentage of volume concentration being independent from mass concentration.

The LISST sensor was installed in a water tank (75.4 L capacity) filled with 40 L of demineralised water (Figure 1). The sensor was installed in a horizontal orientation to prevent the settling of particles on the sensor lens. The LISST sensor was equipped with the path reduction module to cope with all measured concentrations (Sequoia Scientific, 2018). Both individual soil samples and mixtures were tested for 10 different theoretical concentrations to investigate the influence of different concentrations on the un-mixing results (100–1000 mg L\(^{-1}\), at 100 mg L\(^{-1}\) increments). A background signal (using demineralised water), measured before the start of every experiment, was saved onto the instrument and automatically compensated for during the experiments (to eliminate influence on the measurements of e.g., small scratches on the measurement window). For each theoretical concentration, the LISST sensor measured over a 10-min period at 1.5 second interval, using a random shape algorithm (Sequoia Scientific, 2018). After each theoretical concentration was measured, three samples were collected using a pipette. Samples were transferred into pre-weighed aluminium buckets and dried to quantify the concentrations inside the tank (i.e., ‘measured concentrations’).

A Vibromixer (DrM, Dr. Mueller AG, Switzerland) mixing device was used to keep the soil samples and mixtures in suspension (see Lake et al., 2022 for details on the settings and initial tests on mixing performances). From the results in Lake et al., 2022, it appeared that measured concentrations were lower than the theoretical concentrations, with differences increasing with an increase in particle size. Soil samples sieved to the same size fractions presented similar differences between measured and theoretical concentrations. Since mixtures 1–9 used soil samples sieved to different size fractions, the actual in-tank contributions differed from the theoretical input contributions. Therefore, input contributions for these mixtures were compensated according to the measured soil sample concentrations. Table A.3 shows the measured concentrations and Table 1 the associated compensated soil sample input contributions for the mixtures.

### 2.2 | Field experiments

The field experiment was carried out at the confluence of a tributary draining a sub-catchment with different underlying geology, which was hypothesized to yield SS with distinct PSDs (as discussed in Walling et al., 2000) compared to the rest of the catchment. Field experiments
samples were collected using automatic water samplers (i.e., discrete samples) at pre-set times at the two upstream and downstream sites. PSDs, measured on the samples were introduced into the grain-size un-mixing model to identify the origin of the downstream target SS. A sediment budget, through a simple mass-balance, was used to evaluate the model results.

2.2.1 Study area

The study area is located in the Attert River basin (247 km² at Useldange), in the western part of Luxembourg (Figure 2a). Land use is represented by forests (dominant in the higher sloping schist and sandstone areas), grasslands and croplands (Figure 2b). The catchment is underlain by schists, slate and phyllites bedrock in the north-west, and by red sandstone ('Buntsandstein'), marls and Luxembourg sandstone in the central and southern parts (Figure 2c). Altitudes range from 553 to 238 m above sea level. The climate is semi-oceanic, with maximum mean monthly temperatures ranging between 0 and 18°C and an average annual rainfall of ~845 mm (1954–1996; Pfister et al., 2005). Precipitation during the field experiments was measured at the weather station in Useldange (Figure 2b,c) by the ‘Administration des Services Techniques de l’Agriculture’ (ASTA; https://www.agrimeteo.lu).

Three sites were instrumented for stream water sampling (Figure 2b,c). Two sampling sites were located along the Attert River, upstream and downstream of the Roudbach tributary junction. The third sampling site was located at the outlet of the Roudbach tributary. The Roudbach sub-catchment drains an area of 44 km² and is mainly underlain by red sandstone ('Buntsandstein'), as well as by schists, slate and phyllites bedrock in the northern part. Discrete water samples were collected during storm runoff events and low flow periods using automatic water samplers (ISCO 6712 FS; Teledyne ISCO, Lincoln, Nebraska, U.S. A). Sampling at the three sites was undertaken at the same time. Until analyses, samples were stored in a cold room (4–5°C). At each of the three sites, turbidity was measured at 5-min intervals using a S::can spectro::lyser™ probe (Scan Messtechnik GmbH, Vienna, Austria).

2.2.2 Particle size distribution measurements

Particle size distributions of the SS contained within the discrete water samples were measured in the laboratory using a Mastersizer 3000 (Malvern Instruments, Malvern, UK). Discrete samples were shaken for homogenization and a sub-sample was introduced into the Mastersizer hydro LV unit (3000 rpm mixer rotation speed), collecting a total of five measurements per sample. Samples were introduced to the Mastersizer until a certain obscuration range was achieved (usually between 3% and 5%) to allow for consistency between measurements. For samples with low concentrations, this obscuration range was not always achieved. The PSD of each sample was measured after applying ultrasound for 60 seconds to disaggregate potential flocs and to measure the absolute particle size (representing the primary particles; Biggs & Lant, 2000).
Organic matter (OM) was removed from a selection of samples to investigate (i) the influence of OM on the PSD shape, and (ii) to investigate whether PSDs measured from SS with OM removed improved un-mixing accuracy. To this end, a selection \((n = 12, 4\) samples for each site) of discrete samples from period F (Figure 4; Table 2) were oven dried at 35° C. Subsequently, these samples were removed using Milli-Q water and transferred into a glass beaker. Hydrogen peroxide \((\text{H}_2\text{O}_2)\) was added to these beakers, which were then placed on a hot plate (30–35°C). Samples were stirred and \(\text{H}_2\text{O}_2\) was added until all OM was removed. Samples were then disaggregated in an ultrasonic bath and subsequently introduced into the Mastersizer.

### 2.2.3 Suspended sediment budget

A suspended sediment budget (mass balance) was established to evaluate the un-mixing model performance. To this end, suspended sediment concentration (SSC) was measured from the discrete water samples by filtering a known volume through 1.2 \(\mu\)m Whatman GF/C glass fibre filters. These concentrations were used, together with the in-stream turbidity measurements, to establish a sediment calibration curve for each sampling site (Figure A.1; \(r^2\) in-stream turbidity measurements, to establish a sediment calibration curve for each site) of discrete samples from period F (Figure 4; Table 2) were oven dried at 35° C. Subsequently, these samples were removed using Milli-Q water and transferred into a glass beaker. Hydrogen peroxide \((\text{H}_2\text{O}_2)\) was added to these beakers, which were then placed on a hot plate (30–35°C). Samples were stirred and \(\text{H}_2\text{O}_2\) was added until all OM was removed. Samples were then disaggregated in an ultrasonic bath and subsequently introduced into the Mastersizer.

### 2.3 AnalySize modelling

The AnalySize software (version 1.2.1; Paterson & Heslop, 2015) was used to perform the un-mixing of: (i) the artificial laboratory mixtures into the soil samples contributions, and; (ii) the field downstream samples into the contributions of the Upstream and Tributary sources. The AnalySize model was selected based on Van Hateren et al. (2018), wherein the authors compared the performances of different end-member mixing models with decomposed grain-size distribution data using an artificial data set with known source proportions. The authors concluded that the AnalySize algorithm provided the most accurate results. Furthermore, the algorithm allows accounting for the known end-member PSD data (i.e., the Tributary and Upstream sources in this case). AnalySize is a MATLAB based software tool, which is freely available for download (Paterson & Heslop, 2020a), together with a detailed manual (Paterson & Heslop, 2020b).

The AnalySize algorithm is inspired by hyperspectral image analysis (Paterson & Heslop, 2015). Its un-mixing principle is similar to that of mass balance un-mixing models widely used by the sediment fingerprinting community (e.g., Collins et al., 1997b; Lizaga et al., 2020; Pulley & Collins, 2018; Stock et al., 2018), where data that are to be un-mixed can be described as a linear mixture of the contributing end-members. End-member abundance must be >0 and sum to 1 (100%). In the AnalySize algorithm, the PSD data are expressed as relative abundances of each size class and must sum to one. The un-mixing principle (Equation 1) can be expressed in matrix notation (Paterson & Heslop, 2015):

\[
X = AS + E,
\]

where \(X\) is the observed data (PSD of a target SS sample; one specimen per row), \(A\) the abundance matrix of the constituent end-members (i.e., relative contribution of each tributary) whose signatures are given by \(S\) (PSD of the tributaries; one end-member per row), and sampling and measurement errors are represented by \(E\).

Within AnalySize, the target SS PSD data were loaded using the ‘Load Data’ button. End-member PSDs were entered using the ‘Defined’ end-member option, as source PSD was measured and could be directly used to determine its abundance. Based on the PSDs of the tributary sources and target SS, AnalySize displays several performance indicators, including EM-r2 (indicating the maximum squared linear correlation between the end member [EM] PSDs, being a measure of linear independence between the potential sources).

#### 2.3.1 Un-mixing of artificial laboratory mixtures

The PSDs of the soil samples measured in the tank set-up were used as source data to un-mix the PSDs measured on the artificial mixtures. Source data were created by averaging all recorded PSDs over all concentrations. Mixture PSD data were introduced for each single measurement separately, with AnalySize predicting, for each measurement, the relative abundance of the soil samples mixed in the tank set-up. In the present study, size classes ranging from 1 to 500 \(\mu\)m were included for analysis. Modelled results were compared with the known relative soil sample contributions (section 2.1.2).

#### 2.3.2 Un-mixing of suspended sediment field samples

For consistency with the laboratory results, the upper size limit for the Mastersizer measurements on the field samples was set to 500 \(\mu\)m. This approach allowed the inclusion of the main PSD peak, while eliminating (smaller) peaks at larger particle size ranges (>500 \(\mu\)m) that were associated with small leaves or coarser particles...
The five PSD measurements per sample were averaged for the source samples; all five individual measurements of the Downstream samples were used in AnalySize.

### 3 RESULTS

#### 3.1 Laboratory experiments: Model evaluation using artificial mixtures

Modelled contributions for the respective soil samples, for mixtures consisting of soil samples sieved to different size fractions, are shown in Figure 3a. Overall, modelled contributions predicted the same dominant soil samples compared with the known input contributions. Differences between averaged modelled contributions and known input contributions to the mixtures were small (Table A.5), with deviations >10% only observed for soil samples in mixtures 3 (14%, for soil samples #1.1 and #5.3), 4 (13%, for soil sample #5.3), 7 (11%, #2.3), 8 (10%, #1.1) and 9 (10%, #1.1).

Mixture 2 differed from the other mixtures in terms of the high standard deviations associated with the modelled contributions (34%), which were < 15% for all other soil samples (Table A.4). For Mixture 2, mixture $D_{50}$ values (Figure A.4) unexpectedly increased with increasing concentrations (up to theoretical concentrations of 600 mg L$^{-1}$). $D_{50}$ values then returned to their starting values (observed at 100 mg L$^{-1}$) and remained constant at the higher theoretical concentrations tested (600–1000 mg L$^{-1}$). Following the patterns observed in the $D_{50}$ values, modelled contributions (Figure A.4) for soil sample #1.2 (83% input contribution) started between 80% and 100%, decreasing in a stepwise manner to ranges of 30%–50%, 10%–30% and 5%–15%. Thereafter, for concentrations exceeding 600 mg L$^{-1}$, modelled contributions for the soil sample returned to very high values of 90%–100%. Similar stepwise increases of $D_{50}$ values were observed for several other mixtures and/or soil samples.

### Table 2 Summary hydro-sedimentological data for the measurement periods

| Period | Start - end dates and times | Total precipitation (mm) | Sampling site | Maximum measured SSC (mg L$^{-1}$) | Maximum discharge (m$^3$ s$^{-1}$) | Total sediment load (t) | Total discharge (mm) |
|--------|-----------------------------|---------------------------|--------------|-----------------------------------|-------------------------------|------------------------|---------------------|
| A      | 10/03/2021 21:00 - 15/03/2021 11:55 | 30.4 | Upstream | 535 | 17.0 | 250.2 | 10.6 |
|        |                             |               | Tributary | 424 | 1.5 | 13.2 | 6.0 |
|        |                             |               | Downstream | 440 | 18.1 | 212.4 | 9.1 |
| B      | 02/04/2021 14:15 - 09/04/2021 12:00 | 1.6 | Upstream | 97 | 1.2 | 4.8 | 3.7 |
|        |                             |               | Tributary | 4 | 0.4 | 1.1 | 4.3 |
|        |                             |               | Downstream | 3 | 1.6 | 11.7 | 3.7 |
| C      | 09/04/2021 12:00 - 13/04/2021 13:20 | 35.1 | Upstream | 310 | 7.9 | 59.6 | 6.5 |
|        |                             |               | Tributary | 155 | 1.1 | 8.8 | 5.0 |
|        |                             |               | Downstream | 132 | 9.0 | 55.7 | 5.9 |
| D      | 10/05/2021 00:00 - 12/05/2021 17:00 | 4.7 | Upstream | 17 | 1.8 | 1.4 | 1.4 |
|        |                             |               | Tributary | 55 | 0.4 | 0.46 | 1.4 |
|        |                             |               | Downstream | 51 | 2.1 | 4.48 | 1.3 |
| E      | 16/05/2021 00:00 - 18/05/2021 12:00 | 17.6 | Upstream | 143 | 2.2 | 3.8 | 2.2 |
|        |                             |               | Tributary | 33 | 0.47 | 0.94 | 1.8 |
|        |                             |               | Downstream | 24 | 2.5 | 4.1 | 2.0 |
| F      | 03/06/2021 13:00 - 06/06/2021 01:00 | 44.2 | Upstream | 520 | 6.6 | 98.7 | 2.9 |
|        |                             |               | Tributary | 2368 | 1.1 | 31.4 | 2.2 |
|        |                             |               | Downstream | 455 | 7.4 | 102.2 | 2.6 |
| G      | 13/07/2021 00:00 - 16/07/2021 12:00 | 101.5 | Upstream | 410 | 69.1 | 1039.0 | 35.7 |
|        |                             |               | Tributary | 1162 | 10.1 | 382.4 | 22.9 |
|        |                             |               | Downstream | 700 | 79.3 | 1323.0 | 31.3 |

(Figure A.2, Figure A.5). The five PSD measurements per sample were averaged for the source samples; all five individual measurements of the Downstream samples were used in AnalySize.
These patterns mostly occurred at lower theoretical concentrations (100–500 mg L\(^{-1}\)), which caused a spread in the modelled soil sample contributions at these lower concentrations, although to a much smaller extent than observed for mixture 2.

Modelled predictions for the mixtures with soil samples sieved to the same size fractions exhibited larger deviations from the known input contributions (Figure 3b). For those mixtures using four soil samples, several modelled soil sample contributions were estimated at 0%. Only a few modelled soil sample contributions were close to the

---

**Figure 3** Modelled contributions (boxplots, with median shown by central line, interquartile range by box, and range by whiskers) for the laboratory experiments using artificial mixtures consisting of soil samples sieved to different size fractions. These modelled contributions are compared with the known input contributions of soil samples in each of the mixtures (black crosses). Mixtures 1–9 consist of soil samples sieved to different fractions (a). Mixtures 10–25 consist of mixtures sieved to same fractions (b).
known input contributions. This observation was, for example, notable for the soil samples in mixture 17. Particle sizes of the soil samples in mixture 17 were, although sieved to same fractions, significantly different (t-test; p-value of <0.001) showing a larger difference than the other soil samples sieved to the same size fractions (Figure A.3).

3.2 Field experiments: Model evaluation using sediment budget estimates

An overview of discharge and precipitation data is shown in Figure 4, with selected periods in which field sampling was performed highlighted. Discharge and precipitation, as well as maximum measured SS concentrations (SSC) during the periods are shown in Table 2. Periods A, C, F and G were high discharge periods, associated with relatively high SSCs. Period B was a discharge recession. Periods D and E were small storm runoff events with measured SSC concentrations lower than during the high discharge periods. During period F, more than 20 mm of rainfall was measured within 2 hours, resulting in a relatively high discharge peak and elevated SSCs (with a maximum of 2368 mg L\(^{-1}\)) at the Tributary sampling site (Table 2). Period G was measured during the 2021 extreme flood event in central Europe (14/07/2021–15/07/2021), with a return period of >20 years for the Attert River.

During the storm runoff events, D\(_{50}\) values measured on the discrete samples showed an initial increase during the rising limb of the hydrograph and then a decrease before the discharge peak. Figure 5 presents the modelled predictions using the PSDs measured on the discrete samples to estimate the relative contributions of the Upstream and Tributary sites to the Downstream site. Samples collected at low and mid-flows showed a large variability in modelled contributions (periods A-F); for several cases, contributions reached 100% (and 0%) for both the Upstream and Tributary sites (e.g., periods B, E and F). During storm runoff events (periods A, C and F) the dominant modelled contributions were assigned to the Upstream site directly after the peak discharge. This aligned with the estimated sediment budget contributions, wherein the Upstream site is, in general, the dominant contributor (generally exceeding 60%) to the Downstream target SS. For the large flood event (period G), averaged modelled contributions and estimated contributions from the sediment budget demonstrated relatively small deviations over the whole measurement period (average deviation of 16%, \(n = 25\)).

There were several observations where increasing contributions from the Tributary, based on sediment budget estimates, coincided with either increasing modelled Tributary contributions or increasing modelling uncertainties. For period C, contributions according to the sediment budget were \(\sim 50\%\) for both the Upstream and Tributary sources during the steeper rise of the hydrograph (at a discharge of \(\sim 4\) m\(^3\) s\(^{-1}\)). Modelled contributions exhibited large variations around that time, with subsequent contributions for the Tributary source of 1.2%, 86% and 38%. Period F exhibited high variability in modelled source predictions. During the initial stages of the rising limb, this period experienced high sediment loads from the Tributary site (Figure 4 and Table 2). Modelled contributions around that time predicted dominant contributions for the Tributary (with two values predicting a contribution of 100%). During period G, overall discharges were very high and modelled results closely coincided with the source contribution estimates from the sediment budget. At the peak of the hydrograph and during the falling limb, differences between the sediment budget and modelled contributions were, however, more pronounced (within a 20% range). During the rising limb of the hydrograph in period G, there were three times at which the modelled contributions predicted the Tributary as the dominant source. These results correspond to the variabilities observed in the sediment budget contributions, where the Tributary contributions increased and decreased three times to reach maximum values of 40–45%, and minimum values of ca. 25%, before showing a more stable relative contribution after the peak discharge. Similar patterns were found for period D, where a dominant contribution from the Tributary site was predicted by the model, in agreement with the sediment budget estimates.

3.3 Field experiments: Relationships between model performance, discharge, source particle size and organic matter content

Model performance improved with increasing discharge (Figure 6a). For discharges <4 m\(^3\) s\(^{-1}\), a wide range of model performances was observed. Above this discharge value, 40 samples out of 46 returned a deviation between modelled and sediment budget-based estimates of <40%, 38 samples <30% and 33 samples <20%. Results (Figure 6) indicate that model performance improved when discharge values exceeded 4 m\(^3\) s\(^{-1}\). Model performance did not improve when there were larger differences in source D\(_{50}\) values (Figure 6b) or when OM was removed before PSD measurements (Figure A.5; Table A.6).

4 DISCUSSION

4.1 Evaluating model performance using artificial laboratory mixtures

Low absolute errors of 7% ± 4% were observed between the known and modelled contributions for the soil samples sieved to different size fractions (Figure 3a). Lake et al. (2022) reported higher mean absolute errors of 14.5% ± 13.0% when using absorbance as a fingerprint property to model the relative source contributions of the same nine mixtures. Here, our absolute errors between known inputs and modelled outputs are comparable to other studies using artificial mixtures to evaluate un-mixing models, with absolute errors ranging between 10% (Gaspar et al., 2019), 9%-11.8% (Haddadchi et al., 2014) and 11.2% (Pulley et al., 2017). Our results herein thus indicate good accuracy and thus the suitability of the presented modelling approach to estimate the source contributions to the mixtures. On the other hand, our larger mean absolute errors of 22
FIGURE 4  Precipitation records from the weather station in Useldange, and discharge records at the three measurement sites. Periods in which field observations were made (A–G) are highlighted in yellow (a). Detail of discharge and precipitation records for the selected periods (A–G), in combination with the measured suspended sediment concentration of the collected samples (b). For period F, the highest value (tributary) is omitted for visual purpose (2367 mg L⁻¹, 04/06/2021 19:30. This value precedes the shown 994 mg L⁻¹ value; 04/06/2021 21:00).
Figure 5: Modelled relative contributions of the upstream and tributary sites to the downstream site calculated using PSDs measured on the discrete samples (periods A-G). Modelled contributions are compared with the relative sediment loads (calculated sediment budget) of the upstream and tributary sites (red and blue lines) to the downstream site. Coincidence of dots and lines of similar colour indicates good agreement between the two sets of data. Error bars showing modelled standard deviations.
considering the lower concentrations tested, as the higher variations eventually resulted in larger model inaccuracies. This is pertinent when values, modelling of each concentration separately would have even-

sieves of the same size fractions (FIGURE 6). Results for the largest events (periods a, c, f and g) are shown individually; smaller events and low flow (periods b, d and e) are shown together.

± 19% when un-mixing the laboratory mixtures consisting of soil samples sieved to the same size fractions (n = 16; Figure 3), indicate that smaller differences in PSD and D50 between source samples understandably had a negative influence on the accuracy of modelling. This inaccuracy can also be observed in the modelled contributions of either 0% or 100%. This most likely indicates the inability of the model to distinguish between sources that are similar. This limitation has been observed in previous sediment fingerprinting studies (e.g., Cooper et al., 2014) and suggests limitations of the un-mixing model principles.

Particular consideration must be given to the fact that AnalySize predictions were mainly influenced by the measured variability in the PSDs of the mixtures. The soil samples (end-members) PSDs were averaged over all tested concentrations (100–1000 mg L⁻¹ range), under the assumption that PSD remained constant during the experiment. However, with the observed variations in soil sample D50 values, modelling of each concentration separately would have eventually resulted in larger model inaccuracies. This is pertinent when considering the lower concentrations tested, as the higher variations in D50 values were observed in the 100–500 mg L⁻¹ range (Figure A.4). Consequently, results for the higher concentrations would in that scenario be more constant and more accurate. Similar observations (i.e., higher inaccuracy at lower concentrations) were reported in Lake et al. (2022).

In contrast to other studies using shear cells to investigate flocculation effects (e.g., Biggs & Lant, 2000, who used activated sludge to analyse floc size in relation to shear), the experiments here did not show signs of floc formation or aggradation inside the tank set-up. This was supported by the continuous LISST measurements (Figure A.4), which showed that D50 values varied little (representing the absolute PSD obtained after disaggregation and sieving). Furthermore, SSCs also varied little during the course of the experiments: a constant percentage of added soil sample or mixture material being observed in suspension (see Lake et al., 2022, Figure A.6).

4.2 Un-mixing field SS samples: Influence of discharge, source particle size, and organic matter content on model performance

The catchment scale field experiments suggested that discharge exerts a strong control on the model performance. Walling et al. (2000) argued that, during the initial phase of storm hydrographs (i.e., rising limb), sediment is transported from a range of different sources, and subsequent changes in particle size could be linked to changes in contributions from those different sources. After these initial sources (e.g., sediment stored on the riverbed) are depleted, however, alternative sources within the catchment can become dominant. This can result in more constant source contributions and thus a more constant texture for sediment in the stream. The latter scenario provides better conditions for making reliable source contribution estimations using PSDs as a fingerprint property. The improved accuracy of sediment fingerprinting estimates during high discharges (>4 m³ s⁻¹) could also be linked to the limited settling, and thereby, improved mixing of sediment being routed through the channel system (Agrawal & Pottsmith, 2000). Discharges exceeding this threshold were observed for 12% of the time (Downstream site) during the study period (Figure 4; 10/03/2021–21/07/2021), with a mean measured discharge during that period of 2.5 m³ s⁻¹. During this 12% of the time, 82% of the total SS load (Downstream site) was transported.

Besides the potential changes in SS source PSDs, different flocculation processes could affect the observed in-stream PSDs (e.g., Droppo, 2004; Grangeon et al., 2014). Suspended sediment floc sizes, in combination with their shape and density, determine the potential of particles to be transported due to their relationship with settling velocity (Williams et al., 2008). This corroborates with our observations that under high-flow conditions, measured PSDs appeared to be more reliable for the use of un-mixing when compared with low-flow conditions. Droppo (2004) argued that the aggregated sizes of SS particles are mostly being controlled by particle concentration and flow shear stress. However, the effect of these dominant in-channel flocculation processes on the measured PSDs (e.g., Grangeon...
et al., 2012) was assumed to be rather limited, as settling was assumed to be mostly absent (especially under high-flow conditions). This suggests that most SS material observed at the source sites was transported to the downstream target SS site regardless of any flocculation occurring in between. To account for any of these in-stream flocculation processes between the sites, we hypothesized during this proof-of-concept study that these effects were minimized by measuring and comparing only the sources and downstream absolute PSDs (i.e., primary particles). Thereby, due to the absence of clear erosion or deposition between the source sites and the target SS sampling site (confirmed by visual observations), it was assumed here that the SS transported downstream was a simple sum of the SS from the upstream sources.

An increase in the D50 values was observed at the start of the monitored storm events, which could suggest the remobilisation of sediment stored on the riverbed (e.g., Lawler et al., 2006; Walling et al., 2000). Thereafter, D50 values decreased, most probably due to the depletion of these sources. Temporal variability in PSDs during events, related to the activation of different sources during the storm hydrograph, has also been observed in other studies (e.g., Grangeon et al., 2012; Slattery & Burt, 1997; Upadhayay et al., 2021; Vale et al., 2020). It is therefore important to have a good estimation of transport times between sampling sites when using PSDs for sediment source fingerprinting. This is to avoid time-related issues in the direct comparison of the PSDs of SS samples collected at different sites. Travel times between measurements points could be subject to change depending on flow conditions. In the present study, samples from the three sites collected at the same time were compared directly (i.e., no adjustment was used for travel times). This is because of the relatively short distances (ca. 3 km), and thus short travel times, from both sources (i.e., Upstream and Tributary sites) to the Downstream sampling site. These decisions might, however, have introduced some uncertainty in the estimated source contributions using the established mass-balance sediment budget.

Previous work has shown that oxidation of organic matter can improve modelling results when fingerprinting SS sources (Pulley & Collins, 2022; Pulley & Rowntree, 2016). In the present study, the organic matter of some samples collected during period F was oxidized to investigate its effect on the PSDs (as discussed by Gray et al., 2010) and subsequent un-mixing results. Removal of the organic matter did not improve un-mixing model accuracies for those samples tested (Figure A.5; Table A.6). However, these results can be important to understand what size fractions in the PSDs were influenced by the OM. This information can then help to eliminate OM effects on the PSD, (>500 μm) to only investigate the primary particles that were hypothesized to better represent the sources.

4.3 Critical considerations for using particle size data for sediment source fingerprinting

Application of the approach presented herein uses differences in PSDs to discriminate between the sources. A first indication of potential differences in PSDs can be gained by looking at potential contrasts based on geology and soils (Walling et al., 2000), as was undertaken for the field experiment part of this study. This preliminary screening can help to avoid situations in which D50 values for different tributaries or soil sources are not sufficiently differentiated (as observed in a recent confluence-based fingerprinting study by Patault et al., 2019). Results presented herein, nonetheless, indicated that to achieve accurate un-mixing results, differences in D50 values can be relatively small (Figure 6b). This is also true for period G, with a deviation between the un-mixing results and sediment budget of 16%; that is, the sampling period with the best performing performance. Here differences in source D50 values were, on average, only 6 μm.

Similarly, attention should be directed to collecting representative samples. Samples collected at different depths (Bainbridge et al., 2012) or at different distances from the channel bank (Walling et al., 2000) can manifest distinctive SS particle sizes. This latter point relates to our suggestion that for period G, a higher level of turbulence could have resulted in better mixing of the SS in the water column, leading to more representative sampling and more representative PSD data. This situation appeared to improve the un-mixing results, even with the relatively small differences between source D50 values. Sampling is also affected by the field equipment used. Field samples were collected using automatic water samplers, for which installation was subject to sampling site limitations. The pumping might, as reported by Grangeon et al. (2012), create a vortex at the inlet opening of the tube that could affect the amount of SS collected and its corresponding particles sizes. This issue highlights the potential uncertainties associated with the automatic samplers deployed.

To analyse particle size, different instruments are available (herein we presented the use of two instruments: the LISST and Mastersizer). As results may differ depending on the type of equipment used (Bieganowski et al., 2018), we recommend that due care and attention are exercised when PSDs or D50 values are compared both within and between studies. Furthermore, many different measurement protocols were found in existing literature that can affect measurements, including different machine settings (e.g., rotating stirrer speed), sample preparations (treatment with dispersive agent, duration of ultrasound) and sampling collections (number of measurements) (e.g., Cooper et al., 2014; Dietze et al., 2012; García-Comendador et al., 2021; Grangeon et al., 2012; Patault et al., 2019; Pulley et al., 2018, 2017). Therefore, in the absence of a standard protocol to measure PSDs, it is a good practise to use the same equipment and apply similar measurement protocols when aiming to compare PSD data directly (Bieganowski et al., 2018).

Sediment source fingerprinting results using PSD data could also be compared with un-mixing results using conventional fingerprinting properties and one of the current un-mixing models used by the international scientific community. This would allow some degree of independent validation of PSDs as a fingerprint. The independent validation of sediment source fingerprinting estimates has been rarely undertaken (e.g., Batista et al., 2022; Gaspar et al., 2019). To validate
5 | CONCLUSIONS

In this research, the use of PSDs to fingerprint suspended sediment sources was tested at laboratory and catchment scales. To this end, we used an end-member grain size un-mixing modelling algorithm (AnalyzeSize). The laboratory tests, using mixtures with soil samples sieved to different size fractions, resulted in accurate un-mixing results for the two, three and four soil samples mixtures tested. Observed absolute errors (7 ± 4%) were found to be in the same range or even smaller compared with other research using artificial mixtures to evaluate un-mixing model accuracy. Field data were collected using a confluence-based approach, with relatively short distances (ca. 3 km) between the source sampling sites and the target SS sampling site. The corresponding un-mixing results were more accurate at higher discharges (with an average deviation of 19% from the estimated sediment budget, for discharges >4 m³ s⁻¹). The approach described herein, using PSDs in combination with a grain-size un-mixing model, could support the growing sediment fingerprinting community with an additional fingerprint that is relatively easy to obtain. This is especially of merit since PSD measurements are already routinely made in many sediment source fingerprinting studies.
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