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ABSTRACT

Context. Capella ($\alpha$ Aur) is one of the few binaries in the sky with two cool giant stars. With spectral types of G8III and G0III, the two components appear at different but distinct stages in their evolution. The G0 secondary star is a Hertzsprung-gap giant, and the G8 primary star is thought to be a clump giant.

Aims. We present a new measure of the carbon $^{12}C/^{13}C$ isotope ratio of the primary component of Capella using high-resolution $R \approx 250,000$ spectra obtained with the Potsdam Echelle Polarimetric and Spectroscopic Instrument (PEPSI) with both the Vatican Advanced Technology Telescope (VATT) and the Large Binocular Telescope (LBT).

Methods. Signal-to-noise ratios of up to 2 700 were obtained by averaging nightly spectra. These average spectra were used to disentangle the two binary components. The isotope ratio was derived with the use of spectrum synthesis from the CN lines at 8004 Å.

Results. We found that the $^{12}C/^{13}C$ ratio of the primary component of Capella is 17.8 ± 1.9. Our measurement precision is now primarily limited by the spectral-line data and by the grid-step size of the model atmospheres rather than the data. The separated spectrum of the secondary component does not show distinguishable $^{13}C$ and $^{12}C$ lines because of its $\sin i$ and higher temperature.

Conclusions. Our new $^{13}C/^{12}C$ value is significantly lower than the previous value of 27 ± 4 but now agrees better with the recent model prediction of 18.8–20.7.
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1. Introduction

Stellar evolution is traced by the carbon, nitrogen, and oxygen (CNO) abundances and in particular by the $^{12}C/^{13}C$ isotope ratio (e.g., Shetrone 2003; Szigeti et al. 2018) because carbon will be converted into nitrogen and the $^{12}C/^{13}C$ ratio will be lowered over time by molecular CN processing (also CH and CO). The surface CNO abundances also depend on the mixing process (e.g., Mikolaitis et al. 2012; Drazdauskas et al. 2016; Tautvaisiene et al. 2016). Moreover, the abundances are not only scaled to stellar nucleosynthesis and mixing, but also to galactic chemical evolution (e.g., Allende Prieto et al. 2004). Previous isotopic measurements (see Lambert & Ries 1981) indicate that the observed ratios for G–K giants are of about 10–30, which is significantly lower than the presumed initial (solar) ratio of about 90 (e.g., Anders & Grevesse 1989; Jewitt et al. 1997). Iben (1964) made the first theoretical prediction of evolution-caused changes of isotopic abundances from the reaction $^{12}$CN$(p, \gamma)^{13}$N$(\beta^-, \gamma)^{13}$C$(p, \gamma)^{14}$N (see also Henry et al. 2000; Yang et al. 2017). This reaction suggested that $^{13}$C may be used as an observational tracer once it has been brought up to the surface. It is therefore expected that the $^{12}C/^{13}C$ ratio decreases and the $^{14}$N/$^{15}$N ratio increases with stellar evolution.

The main mechanism of mixing in stars is convection. However, stars that gain their energy primarily by the CNO cycle have radiative envelopes during their main-sequence lifetime. After hydrogen is exhausted in the core, the core contracts and heats the outer layers. A convection layer at the surface of the star is established and penetrates the interior of the star. As a consequence, processed material is transported to the surface. This is referred to as the first dredge-up, and it occurs when the star enters the Hertzsprung gap in the Hertzsprung-Russel (HR) diagram. To explain stars with very low carbon isotope ratios, additional mixing processes were suggested. The rotation-induced meridional mixing can provide mixing even during the main-sequence phase (e.g., Drazdauskas et al. 2016; Charbonnel & Lagarde 2010). The nature of further mixing processes after the first dredge-up is still debated (e.g., Pinsonneault 1997; Charbonnel & Lagarde 2010; Hedrosa et al. 2013).

In this respect, binaries are of special interest because they consist of stars of the same age and same initial chemical composition that are at different stages of evolution, if of different mass. Capella (G8III is the primary and G0III is the secondary) is such a system. The combination of the many pieces known for this system, in particular stellar masses at the sub-percent precision (Weber & Strassmeier 2011), resulted in rather detailed and precise models of stellar evolution for both components (Torres et al. 2015). In spite of the small mass difference of only about 3.5 ± 0.4% between the two Capella components, they are at very different stages of evolution. The rapidly rotating secondary has just left the main sequence and is on its short path through the Hertzsprung gap, while the primary may be already near the end of the He-core burning phase. Hence, we expect to see significant differences in the CNO elements and their isotopes at the surface. The $^{12}C/^{13}C$ ratio of Capella was measured for the more evolved primary component by Tomkin et al. (1976) to be 27 ± 4. This value is now over 40 years old, and its discrepancy compared to the model values presented by Torres et al. (2015) led to the present study.
Table 1. Overview of observations.

| HJD  (245+) | φ   | Tel   | R    | $t_{\text{exp}}$ (s) | $S/N$ | N |
|------------|------|-------|------|----------------------|-------|---|
| 7354.73530 | 0.51 | VATT  | 250  | 300                  | 2047  | 9 |
| 7354.79351 | 0.51 | VATT  | 250  | 300                  | 1037  | 2 |
| 7354.81625 | 0.51 | VATT  | 250  | 300                  | 2121  | 8 |
| 7354.88761 | 0.51 | VATT  | 250  | 300                  | 2279  | 10|
| 7354.96653 | 0.51 | VATT  | 250  | 300                  | 745   | 1 |
| 7663.00901 | 1.48 | LBT   | 250  | 2.3                  | 1740  | 10|
| 7731.95117 | 2.14 | VATT  | 200  | 2400                 | 1377  | 1 |
| 7732.97880 | 2.15 | VATT  | 200  | 700                  | 1354  | 3 |
| 7820.72414 | 2.99 | VATT  | 250  | 180                  | 1616  | 4 |
| 7827.69544 | 3.06 | VATT  | 250  | 180                  | 2245  | 8 |
| 8028.00866 | 4.98 | VATT  | 250  | 180                  | 2638  | 7 |
| 8034.94472 | 5.05 | VATT  | 250  | 180                  | 2738  | 7 |

Notes. The $S/N$ is given for the average spectrum from the $N$ single exposures at orbital phase $\phi$ and about 8000 Å. The exposure time, $t_{\text{exp}}$, is given in seconds for single exposures.

We use the CN molecular lines around 8004 Å for the isotope measurement. This region is the least blended and best accessible wavelength region in the optical for this type of analysis. It displays one line that is purely due to $^{12}$CN and one line that is purely due to $^{13}$CN. New observations are presented in Sect. 2, the data reduction and spectrum disentangling is described in Sect. 3, and our spectrum-synthesis analysis is given in Sect. 4. Our conclusions are summarized in Sect. 5.

2. Observations

The observations were carried out with the Potsdam Echelle Polarimetric and Spectroscopic Instrument (PEPSI; Strassmeier et al. 2015) installed on the pier of the 2.2 m Large Binocular Telescope (LBT) on Mt. Graham, Arizona. Most of the spectra were obtained with the 1.83 m Vatican Advanced Technology Telescope (VATT), which has a 450 m fibre link to the PEPSI spectrophotograph at the LBT. A Cassegrain adapter on the VATT was used for target acquisition and guiding, and it also provides the feed for the entrance fibre (Sablowski et al. 2016).

PEPSI has three resolution modes related to the three fibre core diameters that feed it; see Strassmeier et al. (2018a) for a status and most recent mode description of the instrument. We used the ultra-high resolution mode with $R = \lambda/\Delta \lambda = 250 000$ (2-pixel sampling and 0.74′′ sky aperture at LBT) with two pairs of 100 µm fibres and seven-slice image slicers. When fed from the VATT and used before mid-2016, PEPSI provided the same spectral resolution as when fed from the LBT, but with higher losses. After mid-2016, two new pairs of image slicers were implemented for the VATT feed. These provide an expected 2.6-pixel resolution of 200 000 with a single 3′′ sky aperture with a 200 µm fibre and a 9-slice image slicer for a 2-pixel resolution of 250 000 with the same aperture and a 9-slice image slicer, but smaller slice width. The respective wavelength coverage at LBT and VATT are always identical. PEPSI has blue and red arms with three cross-dispersers (CD) in each arm. One CD in each arm can be used simultaneously.

With the double-eyed LBT the light from the fibre pair of target and sky (optionally, it can be light from a Fabry-Pérot etalon) is rendered to four image slicers via respective octagonal fibres before it enters the spectrograph. Two 10k × 10k STA1600LN CCDs with 9 µm pixel size and 16 amplifiers optimized for the blue and red arms are employed. When used with the VATT, only a single-eyed light path is available and no sky (but Fabry-Pérot light). The spectrograph is located in a pressure-controlled chamber at a constant temperature and humidity to keep the refractive index of the air inside constant. This provides a long-term radial velocity stability of about 5 m s$^{-1}$.

We acquired 70 spectra in total of Capella with the red-arm CD VI (7355–9137 Å) between November 28, 2015 and March 15, 2017. The wavelength solution used about 3000 ThAr lines and showed an error of the fit at the image center of 5 m s$^{-1}$. Consecutive single exposures obtained during the same night were averaged to obtain 12 spectra with high signal-to-noise ratio (S/N) that were then used to separate the two stellar components. These averaged spectra are listed in Table 1. The resolving power of the spectra varies according to the setup that was used, between 200k and 250k. The S/N was measured to be about 8000 Å and is on average about 2000:1. Figure 1 plots the 12 averaged spectra in the 8004 Å region.

3. Data reduction and spectral disentangling

The data were reduced on a generic software platform written in C++ under Linux, called the Spectroscopic Data System (SDS). The current image processing pipeline is specifically designed to handle the PEPSI data calibration flow and image specific content and is called SDS4PEPSI. The same SDS tools can be used for spectra that are obtained with different échelle spectrographs. It provides an automated pipeline without human interaction and relies on statistical inferences and robust statistics. The software numerical toolkit and graphical interface are designed based upon Ilyin (2000). Its application to PEPSI has initially been described in Strassmeier et al. (2018b), and its complete description will be presented in Ilyin (in prep.).
The standard steps of image processing include the following: bias subtraction and variance estimation of the source images, super-master flat-field correction for the CCD spatial noise, échelle order definition from the tracing flats, scattered light subtraction, wavelength solution for the ThAr images, optimal extraction of image slicers and cosmic spike elimination of the target image, wavelength calibration and merging slices in each order, normalization to the master flat-field spectrum to remove CCD fringes and blaze function, a global 2D fit to the continuum of the normalized image, and rectification of all spectral orders in the image to a 1D spectrum for a given cross-dispersor. The continuum of the final spectra in the time series was corrected for with the use of the mean spectrum. The weighted average of all spectra was normalized to the continuum to eliminate any residual effects in the continuum. The ratio of each individual spectrum and the mean is then used to fit a smoothing spline that constitutes the improved continuum for the individual spectra.

The disentangling code Spectangular was presented by Sablowski & Weber (2017) and is based on singular-value decomposition (SVD) in the wavelength domain. It does not require correct input radial velocities (RVs) because it optimizes them during a full disentangling run. To apply this approach, it is necessary to use observations that are significantly spread over an orbital period. Because SVD requires an overdetermined set of equations, the minimum input is at least three spectra for two components. The Capella spectra used for the disentangling are shown in Fig. 1. Only a small wavelength fraction is plotted. These spectra are not well distributed throughout the orbit ($P_{\text{orb}} = 104$ d, see Table 1 for covered phases $\phi$), but the small RV shifts between the spectra were sufficient for the algorithm to extract the individual components (see also Appendix B). The disentangling by the use of poorly sampled orbit was studied in Sablowski & Weber (2017). Furthermore, the disentangling code requires a priori knowledge of the light ratio of the two components in the wavelength range under consideration. We adopted the ratio of 1.118 ($\text{G8}/\text{G0}$) from Huby et al. (2013; see also Appendix A).

An additional bonus from this disentangling process is that the telluric spectrum is removed. Water vapor lines, which we call tellurics, further complicate the analysis as well as the disentangling process because they can vary dramatically in strength (and they even slightly vary in RV). This is shown in Fig. 1 for a pair of telluric lines at wavelengths of about 8007.6 Å and for a line at 8000.3 Å. In order to preserve the flux in the wavelength pixels that are affected by tellurics, we did not apply the heliocentric correction before disentangling. This leads to a fixed position of tellurics in wavelength space. The high variability in the strength of these lines leads to a strong suppression in the separated spectra, which is due to the least-squares nature of the SVD solution. We then used the residuals from the separated spectra to identify the contribution of tellurics in each spectrum. These residuals were then approximated by a proper spline and corrected in the individual observed spectra. A second run of the entire disentangling process resulted in component spectra with negligible telluric contamination. For more details on this procedure, we refer to a forthcoming paper by Sablowski et al. (2019) and to the appendix. The final result of the separated spectra for the primary of Capella is shown in Fig. 2.

### 4. Analysis

For the carbon isotope ratio (CIR) we employed Spectroscopy Made Easy (SME; Valenti & Piskunov 1996; Piskunov & Valenti 1985) for a spectrum synthesis under local thermodynamical equilibrium (LTE) together with a grid of spherical model atmospheres from MARCS (Gustafsson et al. 2008) for giant stars as provided with the SME code. Because SME is not designed for individual isotope synthesis, we applied the following procedure. First, we fixed the stellar parameters to the values given in Table 2 (as derived by Takeda et al. 2018; Torres et al. 2015), but let the carbon abundance remain a free parameter. As a result of the high resolution of the spectra, the broadening values had to be reduced slightly compared to those determined by Takeda et al. (2018) and Torres et al. (2015). However, they are within the errors of the given values. These values were obtained by a synthesis of a few isolated lines, see Fig. 3. The orbital sampling in other wavelength regions is not sufficient for disentangling. We were therefore unable to determine the atmospheric parameters. Second, we fit the one line region that is solely due to $^{12}\text{CN}$ while masking out all the other nearby lines. Third, we fit the other line region that is solely due to $^{13}\text{CN}$ in the adjacent wavelength bin, again ignoring all the other lines (the fit regions are indicated as shaded areas in Fig 2a). Based on these fits, we found a pseudo-$^{12}\text{CN}$ and $^{13}\text{CN}$ abundance from which we obtained the carbon isotope ratio. The resulting best fits for both isotopes are shown in Fig. 4 along with their $3\sigma$ deviations.

We initially implemented the line list from Carlberg et al. (2012) for the SME synthesis. However, another small blend became obvious from our spectra. It is identified with a red thick mark in Fig. 2. This line is identified in VALD-3 as Fe I 8005.0490 Å (Kurucz 2005) with an excitation potential of 7.0 km s$^{-1}$.

### Table 2. Stellar parameters for the Capella primary.

| Parameter | Primary | Secondary | MGS | Ref. |
|-----------|---------|-----------|-----|------|
| $T_{\text{eff}}$ (K) | $4943 \pm 23$ | $5694 \pm 73$ | 100 | Takeda |
| log g (cgs) | $2.52 \pm 0.08$ | $2.88 \pm 0.17$ | 0.5 | Takeda |
| [Fe/H] | $0.10 \pm 0.05$ | $-0.08 \pm 0.08$ | var | Takeda |
| $\xi$ (km s$^{-1}$) | $1.47 \pm 0.13$ | $2.29 \pm 0.38$ | 2.0 | Takeda |
| $\zeta$ (km s$^{-1}$) | $6.6 \pm 0.4$ | $(7.0)^{a}$ | ... | Torres |
| $v \sin i$ (km s$^{-1}$) | $4.1 \pm 0.5$ | $35.0 \pm 0.5$ | ... | Torres |

**Notes.** MGS: model-grid-step size of the used MARCS models. The microturbulence, $\xi$, is fixed in the models. The metallicity, [Fe/H], has been varied. “The macroturbulent velocity for the secondary was set to 7.0 km s$^{-1}$.”

**References.** Takeda: Takeda et al. (2018). Torres: Torres et al. (2015).
\[ \chi = 5.58 \text{ eV} \text{ and a transition probability } \log gf = -5.52. \] We added it to the Carberg et al. (2012) list and give the full line list and its parameters in Table 3.

We note that the precision of our isotope ratio is no longer limited by the data because of its high resolution, high S/N, and a continuum setting that is probably better than 0.1%. It turned out that the achievable precision is limited more by the atomic and molecular line data, and probably even more significantly, by the assumptions and grid resolutions of the model atmosphere. Tests were made by measuring the isotope ratio for synthetic spectra from multiple stellar parameters altered by the various grid resolutions and the measurement uncertainties given by Takeda et al. (2018) and Torres et al. (2015). SME provides the logarithmic abundances together with their errors, which for the best fit (stellar parameters from Table 2) correspond to \[ \log A_{\text{12}C_{\text{12}}} = -3.18 \pm 0.000658 \text{ and } \log A_{\text{13}C_{\text{13}}} = -4.43 \pm 0.04598. \]

For a consistency check of the applied method in SME, we generated synthetic spectra with MOOG (Sneden 1973), which can distinguish between the isotopes. These spectra were created with the same parameters as used in SME. Parameters of the MARCS model selected for the synthesis are \( T_{\text{eff}} = 5000 \text{ K}, \log g = 2.5, [\text{Fe/H}] = 0.00, \) and \( \xi = 2.0 \text{ km s}^{-1}. \) A good agreement is shown by the comparison with the observations in Fig. 4b. The slightly broader lines originate from the higher \( \xi \) of 2.0 km s\(^{-1}\) of this model. Therefore, we also used the model with \( \xi = 1.0 \text{ km s}^{-1} \) and computed synthetic spectra with different carbon isotope ratios (CIR). The root mean square (rms) between these spectra and the observations are shown in Fig. 5. The solid line represents a fit of an asymmetric parabola. The minima are in a very good agreement with the CIR value obtained by the fit with SME.

As described above, our analysis is limited to the models and line data. This is shown in Fig. 4c, where we plot the differences between the observations and the synthesis by MOOG with the obtained CIR.

Because the spectra from both codes agree well, we were confident to use the errors provided by the synthesis fitting in SME. The error of the isotope ratio was calculated according to the error propagation of the exponential function (e.g., Bevington & Robinson 1992) \[ r = 10^\mu \text{ and } \sigma_r = \ln 10 \cdot r \sigma_{\mu}, \] where \( r \) is the isotopic ratio, \( \mu = \log A_{\text{12}C_{\text{12}}} - \log A_{\text{13}C_{\text{13}}}, \) and \( \sigma^2 = \sigma^2_{\text{12}} + \sigma^2_{\text{13}}. \) The resulting value is \( A_{\text{12}C_{\text{12}}} / A_{\text{13}C_{\text{13}}} = 17.8 \pm 1.9. \)

The separated spectrum of the secondary (see Fig. B.1c) does not show separable signatures of the \(^{12}\text{C} \) and \(^{13}\text{C} \) 8004 Å lines. This is probably due to its higher temperature and much larger \( v \sin i \) (see also Appendix B).

### Table 3. Line data for the synthesis.

| Species | \( \lambda \) (Å) | \( \chi \) (eV) | \( \log gf \) |
|---------|-----------------|--------------|--------------|
| \(^{12}\text{CN}\) | 8003.553 | 0.3109 | -1.6440 |
| \(^{12}\text{CN}\) | 8003.910 | 0.3300 | -1.6478 |
| \(^{12}\text{CN}\) | 8004.036 | 0.0600 | -2.9245 |
| \(^{13}\text{CN}\) | 8004.550 | 0.1200 | -1.5918 |
| \(^{13}\text{CN}\) | 8004.715 | 0.0700 | -2.0814 |
| \(^{13}\text{CN}\) | 8004.801 | 0.1000 | -1.6144 |
| Fe | 8005.049 | 5.5869 | -5.518 |
| Zr | 8005.248 | 0.6230 | -2.1901 |
5. Summary and conclusion

We provided new measurement of the carbon \(^{12}\text{C}/^{13}\text{C}\) isotope ratio of the Capella primary and found it to be 17.8 ± 1.9. The assigned error is mostly due to uncertainties of the molecular line data and the grid-step-size of the underlying atmospheric models rather than the data. This new ratio is significantly lower than the value of 27 ± 4 originally measured by Tomkin et al. (1976) using a curve-of-growth analysis. Torres et al. (2009) have pointed out that Tomkin’s value was derived with an incorrect light ratio between the two stellar components. They estimated that the equivalent width measurements of the CN lines reported by Tomkin et al. (1976) were underestimated by about 6–11% as a result of this effect. Because the equivalent widths were used strictly differentially, we second the statement of Torres et al. (2009) that it introduced only a small error that is likely within the error bars already given. The difference to our new ratio therefore likely originates from the improvement of the data, the synthesis analysis, and better spectral-line data.

Although our new isotope ratio is now in a better agreement with theoretical expectations of 20.7 by Torres et al. (2015) based on MESA stellar evolution models, it is now (marginally) below the predictions if at an age of 588.5 Myr (see Paxton et al. 2013). The earlier prediction by Torres et al. (2009) was based on models from Claret (2004) and Young & Arnett (2005), which were all in the range of 18.88–19.60.
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Appendix A: Correction of tellurics and flux ratio

Because the correction of the telluric lines in the wavelength range under consideration is crucial for the analysis, some details of this procedure are described here. A forthcoming paper by Sablowski et al. (2019) will discuss these disentangling problems in more detail.

The residual spectrum between the separated spectra and an observation is shown in Fig. A.1a. The identified tellurics are approximated by spline fits shown by dots. These splines were used to correct for the telluric lines in the observations. Special care was taken to identify the telluric lines such that no stellar signatures were affected. This was ensured by an iterative process: Only one line (we took the strongest) at a time was removed. The disentangling was performed again, and the next line with the highest contribution to the residuals was corrected. In this way, we corrected for all the telluric lines indicated by the dots in Fig. A.1a in all 12 observed spectra. The same residuals for the fully corrected observations after the final disentangling run is shown in Fig. A.1b.

Measurements of the light ratio for Capella are summarized in Table A.1 and plotted in Fig. A.2. The black solid line is the ratio \( \frac{r}{P(T_{eff})/P(T_{eff})} \) with temperatures as given in Table 2. A multiplication factor \( a = 1.04 \) is needed to adapt to the data.

Appendix B: Spectrum of the secondary

To ensure that the disentangling is not affected by the tellurics or by the limited sampling of the orbit, further tests were performed. First, three spectra that show the smallest signal from tellurics were selected from the 12 spectra listed in Table 1. As pointed out by Sablowski & Weber (2017), at least 3 spectra are required because SVD has to be performed on an overdetermined system of equations, that is, for two components present in the spectra, at least three observations are required. Furthermore, these spectra should correspond to distinctive orbital phases. The separated spectra obtained from that data set are in excellent agreement with the spectra used for the synthesis (see Fig. B.1a). Second, to show that the orbital sampling by the observations is sufficient for the disentangling, 12 spectra were created by the use of synthesized spectra covering the same orbital phases as the observed spectra listed in Table 1. The excellent agreement between the templates (the synthesized spectra) and the separated spectra is shown in Fig. B.1b.

The weak feature around the 8004 Å lines can almost entirely be reproduced by the blend lines (Fe\,i 8002.6 Å, 8003.2 Å, A1\,i 8003.2 Å, and Ti\,i 8003.5 Å) and with a carbon abundance as derived for the primary. However, we show the separated spectrum together with a theoretical spectrum in Fig. B.1c. We used the parameters given in Table 2 and a macroturbulent velocity of 7.0 km s\(^{-1}\). The used line list is a combination of the list provided by Carlberg et al. (2012) and selected lines (with significant strengths) from VALD3. The blue-side line to the strong Fe\,i 7998.944 Å could not be identified. It is too strong for a
Table B.1. Line data for the synthesis of the secondary.

| Species | λ (Å) | χ (eV) | log f (cgs) |
|---------|-------|--------|-------------|
| 12CN    | 7990.388 | 1.380 | -2.0585     |
| 12CN    | 7990.790 | 1.450 | -1.6234     |
| 12CN    | 7991.583 | 1.470 | -1.6216     |
| 12CN    | 7992.297 | 0.090 | -2.0114     |
| 12CN    | 7992.297 | 0.180 | -1.5143     |
| Ti i    | 7993.600 | 1.873 | -2.4970     |
| 12CN    | 7994.018 | 1.420 | -1.6326     |
| 12CN    | 7994.459 | 5.946 | -2.242      |
| 12CN    | 7994.694 | 0.110 | -1.9666     |
| 12CN    | 7994.775 | 5.481 | -1.175      |
| 12CN    | 7995.640 | 0.060 | -2.91172    |
| Fe i    | 7995.640 | 0.290 | -1.6556     |
| 12CN    | 7995.640 | 0.310 | -1.6615     |
| Ti i    | 7996.435 | 3.337 | 0.2660      |
| 12CN    | 7996.8156 | 4.5844 | -2.505     |
| Sc i    | 7997.372 | 5.900 | -5.489      |
| Ti i    | 7997.481 | 4.515 | -2.311      |
| 12CN    | 7998.312 | 1.540 | -1.2480     |
| Fe i    | 7998.944 | 4.371 | 0.1489      |
| 12CN    | 7999.214 | 1.400 | -2.0287     |
| 12CN    | 7999.214 | 1.600 | -1.8041     |
| 12CN    | 7999.586 | 0.100 | -1.9830     |
| 12CN    | 8000.261 | 0.190 | -1.4962     |
| 12CN    | 8000.316 | 1.470 | -1.6091     |
| Fe i    | 8000.317 | 5.538 | -2.878      |
| Fe i    | 8000.396 | 6.038 | -1.194      |
| Nd ii   | 8000.757 | 1.091 | -1.2220     |
| 12CN    | 8001.524 | 1.420 | -1.6253     |
| 12CN    | 8001.652 | 1.480 | -1.6091     |
| 12CN    | 8002.412 | 0.180 | -1.4962     |
| Fe i    | 8002.576 | 4.580 | -2.2400     |
| Al i    | 8003.185 | 4.087 | -1.8790     |
| 12CN    | 8003.213 | 0.120 | -1.9431     |
| Fe i    | 8003.226 | 5.539 | -1.7630     |
| Ti i    | 8003.485 | 3.724 | -0.2000     |
| 12CN    | 8003.553 | 0.311 | -1.6440     |
| 12CN    | 8003.213 | 0.120 | -1.9431     |
| 12CN    | 8003.910 | 0.330 | -1.6478     |
| 12CN    | 8004.036 | 0.060 | -2.9245     |
| Fe i    | 8005.049 | 5.5869 | -5.518    |
| Zr i    | 8005.248 | 0.623 | -2.1901     |
| Si i    | 8006.459 | 6.261 | -1.7220     |
| Fe i    | 8006.702 | 5.067 | -2.2820     |
| 12CN    | 8006.925 | 1.600 | -1.7878     |
| Co i    | 8007.242 | 4.146 | -0.1159     |

Notes. Compiled with data from Carlberg et al. (2012) and VALD-3.

12CN line (it would disagree with lines at 8004 Å). VALD-3 lists a central depth of the fitted Fe i 7998.944 of 0.534. There are only two lines listed in VALD-3 with significant depth: Fe i 7996.8156 Å with a depth of 0.026 and Ti i 7996.4350 Å with a depth of 0.072, but they are too weak to fit the observation. The NIST atomic line data base (Kramida et al. 2018) lists only one further and rather exotic possibility of an Th i line with unknown log f value. A synthesis would lead to unrealistic abundance and high log f value for that line. Furthermore, we plot the synthetic spectrum of the 13CN lines (blue line, abundance as derived for the primary).

Fig. B.1. Panel a: three selected observations (each shifted on y by 0.2 for better visibility) with the weakest telluric feature (black) and the separated spectra (purple and blue) from these observations. The separated spectra are shifted in wavelength to match the topmost observation. The separated spectra are scaled such that the line strength matches the strengths in the observations. Panel b: synthetic spectra (used as templates to create an artificial binary data set) in comparison with the separated spectra (see text). Panel c: separated spectrum (red) of the G0III secondary of Capella with a synthetic spectrum (green). This was derived with the stellar parameters as listed in Table 2 and the line list given in Table B.1. It shows predominantly only the strong Fe i 7999 Å line. The blue line is a synthetic spectrum based on the 13CN lines as with an abundance as derived for the primary.