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Abstract

In this paper, we study a class of bilevel optimization problems, also known as simple bilevel optimization, where we minimize a smooth objective function over the optimal solution set of another convex constrained optimization problem. Several iterative methods have been developed for tackling this class of problems. Alas, their convergence guarantees are either asymptotic for the upper-level objective, or the convergence rates are slow and sub-optimal. To address this issue, in this paper, we introduce a novel bilevel optimization method that locally approximates the solution set of the lower-level problem via a cutting plane and then runs a conditional gradient update to decrease the upper-level objective. When the upper-level objective is convex, we show that our method requires $O(\max\{1/\epsilon_f, 1/\epsilon_g\})$ iterations to find an $\epsilon_f$-optimal solution for the upper-level objective and $\epsilon_g$-optimal for the lower-level objective. Moreover, when the upper-level objective is non-convex, our method requires $O(\max\{1/\epsilon_f^2, 1/(\epsilon_f \epsilon_g)\})$ iterations to find an $(\epsilon_f, \epsilon_g)$-optimal solution. We also prove stronger convergence guarantees under the Hölderian error bound assumption on the lower-level problem. To the best of our knowledge, our method achieves the best-known iteration complexity for the considered class of bilevel problems.

1 INTRODUCTION

Bilevel optimization is a form of optimization where one problem is embedded within another. It captures a hierarchical structure, where an upper-level function is minimized over the solution set of a lower-level problem. This class of problems has attracted great attention due to their applications in hyper-parameter optimization (Franceschi et al., 2018; Shaban et al., 2019), meta-learning (Rajeswaran et al., 2019; Bertinetto et al., 2019), and reinforcement learning (Hong et al., 2020). In this paper, we focus on a specific form of bilevel optimization formally defined as

$$\min_{x \in \mathbb{R}^d} f(x) \quad \text{s.t.} \quad x \in \arg\min_{z \in Z} g(z), \quad (1)$$

where $Z$ is a compact convex set and $f, g : \mathbb{R}^d \to \mathbb{R}$ are continuously differentiable functions on an open set containing $Z$. We assume that $g$ is convex but not necessarily strongly convex, and hence the lower-level problem in (1) could have multiple optimal solutions. We remark that problem (1) is often referred to as the “simple bilevel problem” in the literature (Dempe et al., 2010; Dutta and Pandit, 2020; Shehu et al., 2021) to differentiate it from the more general settings where the lower-level problem is parameterized by some upper-level variables. This class of bilevel problems appears in several settings as discussed in Section 2. The key challenge to solve problem (1) stems from the fact that its feasible set—the solution set of the lower-level problem—does not admit a simple characterization and is not explicitly given. This rules out the possibility of directly applying projection-based methods as well as the conditional gradient (CG) type methods, since projection onto or minimizing a linear objective over the feasible set is intractable.

A possible scheme in this case is reformulating problem (1) as a constrained optimization problem with functional constraints and applying primal-dual methods. Specifically, problem (1) can be written as

$$\min_{x \in \mathbb{R}^d} f(x) \quad \text{s.t.} \quad x \in Z, \quad g(x) \leq g^*, \quad (2)$$

where $g^*$ is the optimal value of the lower-level problem. However, a critical issue is that problem (2) does not satisfy strict feasibility and hence the Slater’s condition fails, which is required for most primal-dual methods. Even relaxing the constraint ($g(x) \leq g^* + \epsilon$) to ensure strict feasibility would inevitably lead to numerical issues. In fact, as $\epsilon$ approaches zero and the problem becomes nearly degenerate, the dual optimal variable may tend to infinity, which slows down the convergence and leads to numerical instability.
Table 1: Summary of bilevel optimization algorithms. The abbreviations “SC”, “C”, and “non-C” stand for “strongly convex”, “convex”, and “non-convex”, respectively.

| References | Upper level | Lower level | Convergence | Oracle needed |
|------------|-------------|-------------|-------------|---------------|
| MNG [Beck and Sabach, 2014] | SC, differentiable | C, smooth | Closed | Asymptotic | \( O(1/\epsilon^2) \) projection |
| BiG-SAM [Sabach and Shtern, 2017] | SC, smooth | C, composite | Closed | Asymptotic | \( O(1/\epsilon) \) projection |
| Tseng’s method [Malitsky, 2017] | C, composite | C, composite | Closed | Asymptotic | \( o(1/\epsilon) \) projection |
| a-IRG [Kushnikh and Yousefian, 2021] | C, Lipschitz | C, Lipschitz | Closed | \( O(\max\{1/\epsilon_f^4, 1/\epsilon_g^4\}) \) | projection |
| This paper, Theorem 1 | C, smooth | C, smooth | Compact | \( O(\max\{1/\epsilon_f^4, 1/\epsilon_g^4\}) \) | linear solver |
| This paper, Theorem 2 | Non-C, smooth | C, smooth | Compact | \( O(\max\{1/\epsilon_f^4, 1/\epsilon_g^4\}) \) | linear solver |

This paper, Theorem 1

This conditional gradient-based method for simple bilevel optimization with convex lower-level problem achieves a complexity of \( O(1/\epsilon) \) for the lower-level problem; see also [Shu et al., 2021] for a related method. Malitsky (2017) studied a version of Tseng’s accelerated gradient method that obtains a convergence rate of \( o(1/k) \) for the lower-level problem. However, these prior works only establish convergence rates for the lower-level problem, while the rate for the upper-level objective is missing. The only exception is the work by Kushnikh and Yousefian (2021): when \( f \) and \( g \) are convex and Lipschitz continuous, they showed that an iterative regularization-based method achieves a convergence rate of \( O(1/k^{0.5-b}) \) for the upper-level objective and a rate of \( O(1/k^b) \) for the lower-level, where \( b \in (0, 0.5) \) is a user-defined parameter. As stated in Table 1, if one sets \( b = 0.25 \) to balance the two rates, then finding a solution that is \( \epsilon_f \)-optimal for the upper-level problem and \( \epsilon_g \)-optimal for the lower-level problem would require a complexity of \( O(\max\{1/\epsilon_f^4, 1/\epsilon_g^4\}) \).

Contributions. In this paper, we present a novel conditional gradient-based bilevel optimization (CG-BIO) method with tight non-asymptotic guarantees for both upper- and lower-level problems. At each iteration, our proposed CG-BIO method uses a cutting plane to locally approximate the solution set of the lower-level problem, and then combines it with a CG-type update on the upper-level objective. Our theoretical guarantees for CG-BIO are the following:

- When the upper-level function \( f \) is convex, we show that CG-BIO finds \( \hat{x} \) that satisfies \( f(\hat{x}) - f^* \leq \epsilon_f \) and \( g(\hat{x}) - g^* \leq \epsilon_g \) within \( O(\max\{1/\epsilon_f, 1/\epsilon_g\}) \) iterations, where \( f^* \) is the optimal value of problem 1 and \( g^* \) is the optimal value of the lower-level problem. This guarantee matches the best-known results in terms of the lower-level objective and is optimal for bilevel projection-free methods.
- When \( f \) is non-convex, CG-BIO finds \( \hat{x} \) that satisfies \( G(\hat{x}) \leq \epsilon_f \) and \( g(\hat{x}) - g^* \leq \epsilon_g \) within \( O(\max\{1/\epsilon_f^4, 1/(\epsilon_f \epsilon_g^4)\}) \) iterations, where \( G(\hat{x}) \) is the Frank-Wolfe (FW) gap function (cf. (7)).

With an additional \( r \)-th order (\( r \geq 1 \)) Hölderian error bound assumption on the lower-level problem, CG-
BiO finds $\hat{x}$ with $|f(\hat{x}) - f^*| \leq \epsilon_f$ within $O(1/\epsilon_f^2)$ iterations in the convex case, and $\hat{x}$ with $|g(\hat{x})| \leq \epsilon_f$ within $O(1/\epsilon_f^{2+1})$ iterations in the non-convex case.

It is worth noting that the state-of-the-art methods for solving simple bilevel problems (stated in Table 1) require projection onto the set $Z$ at each iteration. In contrast, as our proposed method is a CG-based method, it requires access to a linear solver instead of projection at each iteration, which is suitable for the settings where projection is computationally costly; e.g., when $Z$ is a polyhedron.

**Additional Related Work.** In the general form of bilevel problems, the upper-level function $f$ may also depend on an additional variable $w \in \mathbb{R}^m$ that in turn influences the lower-level problem:

$$\min_{x \in \mathbb{R}^d, w \in \mathbb{R}^m} f(x, w) \quad \text{s.t.} \quad x \in \arg\min_{z \in Z} g(z, w). \quad (3)$$

Problem (3) has been studied in depth, and we refer the readers to the extensive survey by [Dempsey et al., 2020]. Note that for any fixed $w$, the above problem boils down to a simple bilevel problem in (1). In recent years, gradient-based methods for problem (3) have become increasingly popular including implicit differentiation ([Donke et al., 2012] Pedregosa et al., 2016 [Gould et al., 2016; Ji et al., 2021] and iterative differentiation ([Maclaurin et al., 2015] [Franceschi et al., 2018]). However, most of the existing methods work under the assumption that the lower-level problem is strongly convex in $z$ for any $w$ and thus has a unique minimum. Note that such an assumption would render the simple bilevel problem in (1) trivial, as it amounts to solving the lower-level problem only. More relevant to our work, some concurrent papers consider the case where the lower-level problem can have multiple minima ([Liu et al., 2020] Li et al., 2020 [Liu et al., 2021a,b] Sow et al., 2022 Gao et al., 2022). They either reformulate problem (3) as a constrained optimization problem in the same spirit as (2), or build upon existing methods (in particular, BiO-SAM by [Sabach and Shilren, 2017]) for solving the simple bilevel problem. Moreover, as they consider a more general problem than ours, their theoretical results are necessarily weaker, providing only asymptotic convergence guarantees or slower rates. In this paper, we explore a fundamentally different approach for solving the bilevel problem in (1) directly and provide tight non-asymptotic convergence guarantees for our method.

### 2 PRELIMINARIES

In this section, we first discuss a few motivating examples for problem (1), which can be generalized to two broader classes of problems: lexicographic optimization ([Gong et al., 2021]) and lifelong learning ([Chaudhry et al., 2019]). Additional discussions and examples are provided in Appendix E.

Then, we state the required assumptions and notions of optimality that we use for our theoretical results.

#### 2.1 Motivating Examples

Several machine learning applications consist of a main objective $g$, such as the training loss, and a secondary objective $f$, such as a regularization term or an auxiliary loss. In this case, a natural approach is to fully optimize the main objective and use the secondary objective as a criterion to select one of the optimal solutions. This approach is also known as lexicographic optimization ([Gong et al., 2021]) and can be formulated as the simple bilevel problem in (1). In Examples 1 and 2, we provide instances of such problems.

In the paradigm of Lifelong Learning, the learner faces a stream of possibly related tasks and the central theme is to accumulate the knowledge learned from the past and continually improves it given new tasks. We can cast this problem as a simple bilevel problem, where the lower-level loss corresponds to samples from seen tasks, while the upper-level loss captures the error on a new task. The goal is to improve the model using the new task while ensuring that it still performs well over the previous tasks. We illustrate an instance of this class of problems in Example 3.

**Example 1 (Over-parameterized regression).** In a constrained regression problem, we aim to find a parameter vector $\beta \in \mathbb{R}^d$ that minimizes the loss $\ell_{\text{tr}}(\beta)$ with respect to the training dataset $D_{\text{tr}}$. We also constrain $\beta$ to be in some set $Z \subseteq \mathbb{R}^d$ representing some prior knowledge. For instance, we have $Z = \{\beta \mid ||\beta||_1 \leq \lambda\}$ for some $\lambda > 0$ in a sparse regression problem. Without an explicit regularization, an over-parameterized regression problem over the training dataset possesses multiple global minima. In fact, while any optimization algorithm can achieve one of these many global minima, not all optimal regression coefficients perform equally. Hence, one can consider a secondary objective, such as the loss over a validation set $D_{\text{val}}$, to select one of the minimizers of the training loss. This leads to the following bilevel problem:

$$\min_{\beta \in \mathbb{R}^d} f(\beta) \equiv \ell_{\text{val}}(\beta)$$

$$\text{s.t. } \beta \in \arg\min_{z \in Z} g(z) \equiv \ell_{\text{tr}}(z). \quad (4)$$

We note that problem (4) can also appear as a subproblem in hyperparameter selection problems ([Gao et al., 2022]). In this case, both the upper-level and lower-level objectives are smooth and convex if the loss $\ell$ is smooth and convex.

**Example 2 (Fair classification).** In a binary classification problem, we aim to find a mapping from the feature vectors $x_i$ to the target labels $y_i$. Due to the bias in the dataset, standard training procedures could lead to a model that discriminates against certain social groups. To alleviate this issue, we can use a fairness metric as a secondary objective to promote fairness in the decision of the model. One common criterion is the $p$%-rule: given a sensitive attribute $v$ such as race or sex, we require that for any $a$ and $b$,

$$\min \left( \frac{P(\hat{y} = 1 | x, v = a)}{P(\hat{y} = 1 | x, v = b)} \cdot \frac{P(\hat{y} = 1 | x, v = b)}{P(\hat{y} = 1 | x, v = a)} \right) \geq \frac{p}{100}.$$
where $\hat{y}$ is the prediction of the model. However, this objective is hard to optimize and hence we use the covariance as a surrogate loss as suggested in [Zafar et al., 2017; Gong et al., 2021]. Let $h(x; \beta)$ be the output of the model parameterized by $\beta$, and consider the following problem:

$$\min_{\beta \in \mathbb{R}^d} \left( \text{cov}(h(x; \beta), v) \right)^2 \quad \text{s.t.} \quad \beta \in \text{argmin}_{z \in Z} \ell(\sqrt{z}).$$

Specifically, we aim to minimize the correlation between our prediction model and the sensitive feature $v$ without sacrificing its performance over the training set.

Example 3 (Dictionary learning). The goal of dictionary learning is to learn a concise representation of the input data from a massive dataset. Let $A = \{a_1, \ldots, a_n\}$ denote a dataset of $n$ points with $a_i \in \mathbb{R}^m$ for any $i \in \mathcal{N} \triangleq \{1, \ldots, n\}$. We aim to find a dictionary $D = [d_1, \ldots, d_p] \in \mathbb{R}^{m \times p}$ such that each data point $a_i$ can be well approximated by a linear combination of a few basis vectors in $D$. A common approach is to formulate this as the following non-convex optimization problem [Kreutz-Delgado et al., 2003; Yaghoobi et al., 2009; Rakotomamonjy, 2013; Bao et al., 2016]:

$$\min_{D \in \mathbb{R}^{m \times p}} \min_{x \in \mathbb{R}^p} \frac{1}{2n} \sum_{i \in \mathcal{N}} \| a_i - D x_i \|^2_2$$

s.t. $\| d_j \|_2 \leq 1, j = 1, \ldots, p$; $\| x_i \|_1 \leq 1, i \in \mathcal{N}$. Note that we normalize the basis vectors to have bounded $\ell_2$-norm and impose $\ell_1$-norm constraints to encourage sparsity in $\{x_i\}_{i=1}^n$. Further, we refer to $X = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n}$ as the coefficient matrix.

In real applications, the data points typically arrive sequentially and the underlying representation may be gradually evolving. Thus, it is desirable to update our dictionary in a continuous manner. Suppose that we already have learned a dictionary $D \in \mathbb{R}^{m \times p}$ and the corresponding coefficient matrix $X \in \mathbb{R}^{p \times n}$ for the dataset $A$. When a new dataset $A' = \{a_1', \ldots, a_n'\}$ arrives, we hope to expand our dictionary by learning new basis vectors from $A'$ while retaining the learned information in $D$. To achieve so, we aim to find the dictionary $D' \in \mathbb{R}^{m \times q}$ ($q > p$) and the coefficient matrix $X' \in \mathbb{R}^{q \times n}$ for the new dataset $A'$, and at the same time enforce $D'$ to perform well on the old dataset $A$ together with the learned coefficient matrix $X$. This leads to the following bilevel problem:

$$\min_{D \in \mathbb{R}^{m \times s}} \min_{X \in \mathbb{R}^{s \times n'}} f(D, \hat{X})$$

s.t. $\| x_k \|_1 \leq \delta, k = 1, \ldots, n'$; $\hat{D} \in \text{argmin}_{D} g(D),$ (6)

where the objective $f(D, \hat{X}) \triangleq \frac{1}{n'} \sum_{k=1}^{n'} \| a_k' - D x_k \|^2_2$ is the average reconstruction error on the new dataset $A'$, the lower-level objective $g(D) \triangleq \frac{1}{n} \sum_{i=1}^{n} \| a_i - D x_i \|^2_2$ is the error on the old dataset $A$, and with a slight abuse of notation we let $\hat{x}$ denote the extended vector in $\mathbb{R}^p$ by appending zeros at the end. Note that in problem (6), the upper-level objective is non-convex while the lower-level objective is convex with multiple minima.

### 2.2 Assumptions and Definitions

We focus on the case where the lower-level function $g$ is smooth and convex, while the upper-level function $f$ is smooth but not necessarily convex. Formally, we make the following assumptions.

**Assumption 1.** Let $\| \cdot \|$ be an arbitrary norm on $\mathbb{R}^d$ and $\| \cdot \|$ be its dual norm. We assume

(i) $\mathcal{Z} \subset \mathbb{R}^d$ is convex and compact with diameter $D$, i.e., $\| x - y \| \leq D$ for all $x, y \in \mathcal{Z}$.

(ii) $g$ is convex and continuously differentiable on an open set containing $\mathcal{Z}$, and its gradient is Lipschitz with constant $L_g$, i.e., $\| \nabla g(x) - \nabla g(y) \|_2 \leq L_g \| x - y \|$ for all $x, y \in \mathcal{Z}$.

(iii) $f$ is continuously differentiable and its gradient is Lipschitz with constant $L_f$.

**Remark 2.1.** Instead of the Lipschitz gradient assumptions above, we may assume that $f$ and $g$ have bounded curvature constants. Such an assumption is common in the analysis of the CG method and has the advantage of being affine-invariant, e.g., see [Jaggi, 2013; Lacoste-Julien, 2016].

Throughout the paper, we use $g^* \triangleq \min_{z \in \mathcal{Z}} g(z)$ and $\lambda^*_g \triangleq \min_{z \in \mathcal{Z}} g(z)$ to denote the optimal value and the optimal solution set of the lower-level problem, respectively. Note that by Assumption [1] the set $\lambda^*_g$ is nonempty, compact and convex, but in general not a singleton as $g$ could have multiple minima on $\mathcal{Z}$. Moreover, we use $f^*$ to denote the optimal value and $x^*$ to denote an optimal solution of problem [1], which are guaranteed to exist as $f$ is continuous and $\lambda^*_g$ is compact.

For generality, we allow different target accuracies $\epsilon_f$ and $\epsilon_g$ for the upper-level and lower-level problems, respectively, and define an $(\epsilon_f, \epsilon_g)$-optimal solution as follows.

**Definition 1 ([\epsilon_f, \epsilon_g]-optimal solution).** When $f$ is convex, a point $\hat{x} \in \mathcal{Z}$ is $(\epsilon_f, \epsilon_g)$-optimal for problem [1] if

$$f(\hat{x}) - f^* \leq \epsilon_f \quad \text{and} \quad g(\hat{x}) - g^* \leq \epsilon_g.$$

When $f$ is non-convex, $\hat{x} \in \mathcal{Z}$ is $(\epsilon_f, \epsilon_g)$-optimal if

$$G(\hat{x}) \leq \epsilon_f \quad \text{and} \quad g(\hat{x}) - g^* \leq \epsilon_g,$$

where $G(\hat{x})$ is the FW gap [Jaggi, 2013; Lacoste-Julien, 2016] defined by

$$G(\hat{x}) \triangleq \max_{z \in \lambda^*_g} \{ \langle \nabla f(\hat{x}), \hat{x} - s \rangle \}. \quad (7)$$

### 3 PROPOSED ALGORITHM

Before stating our proposed method, we start by the standard CG method [Frank and Wolfe, 1956; Levitin and Polyak, 1966].
Problem (1) can be reformulated as a bilevel optimization problem. Let \( X \) be the solution set of the lower-level problem. If we assume \( x_0 \in X \), then the CG update at iteration \( k \) is given by
\[
x_{k+1} = (1 - \gamma_k)x_k + \gamma_k s_k,
\]
where \( s_k = \arg\min_{s \in X^*} \langle \nabla f(x_k), s \rangle \), and \( \gamma_k \in [0, 1] \) is the stepsize. However, the main challenge here is that the solution set \( X^* \) for the lower-level problem is not explicitly given, and hence the linear minimization problem in (8) is computationally intractable. Moreover, the standard CG method needs to be initialized with a feasible point. In this case, \( x_0 \) has to be an optimal solution of the lower-level problem, which is hard to guarantee in general—in finite number of iterations one may not be able to find an exact optimal solution for the lower-level problem. Similar issues also hold if we try to use projection-based methods such as projected gradient descent to solve problem (2).

Our key idea is to perform a CG update over a local approximation set \( X_k \) at the \( k \)-th iteration instead of the hard-to-characterize set \( X^* \). To this end, we borrow the idea of cutting plane from the optimization literature (Boyd and Vandenberghe 2018) and let \( X_k \) be the intersection of an approximation set \( X^* \) and the halfspace \( H_k \):
\[
X_k = Z \cap H_k, \quad H_k = \{ s \in \mathbb{R}^d \mid \langle \nabla g(x_k), s - x_k \rangle \leq g(x_0) - g(x_k) \}.
\]

Indeed \( X_k \) is potentially more tractable than \( X^* \), as the difficult nonlinear inequality \( g(x) \leq g^* \) in (2) is replaced by a single linear inequality. Also, by using the convexity of \( g \), we can show that the hyperplane \( H_k \) eliminates those points known to have a larger value than \( g(x_0) \). Thus, if we initialize our algorithm such that \( x_0 \) is near-optimal for the lower-level problem, the linear inequality in (9) ensures improvement in terms of the lower-level function. Further, this also implies that \( X_k \) contains the solution set \( X_k^* \), so we are guaranteed to make progress on the upper-level objective function. We formalize this claim in the following lemma.

**Lemma 1.** Recall \( X_k^* \) as the solution set for the lower-level problem in (1) and recall the definition of the set \( X_k \) in (9). Then, for any \( k \geq 0 \), we have \( X_k^* \subseteq X_k \).

Now we are ready to introduce our proposed CG-BiO method. We first initialize \( x_0 \in Z \) as a near-optimal solution for the lower-level problem, i.e., \( g(x_0) - g^* \leq \epsilon_g/2 \) for some prescribed accuracy \( \epsilon_g \). This can be done by running the standard CG method on the lower-level problem, which requires at most \( O(1/\epsilon_g) \) iterations. Once the initialization step is done, we simply run CG with respect to the approximation sets \( X_k \). Specifically, at iteration \( k \), we solve the following subproblem over the set \( X_k \) defined in (9):
\[
s_k = \arg\min_{s \in X_k} \langle \nabla f(x_k), s \rangle,
\]
and update the iterate by \( x_{k+1} = (1 - \gamma_k)x_k + \gamma ks_k \) with stepsize \( \gamma_k \in [0, 1] \).

We assume access to a linear optimization oracle that returns the solution of the subproblem in (10), which is standard for projection-free methods (Jaggi 2013; Lacoste-Julien 2016; Mokhtari et al. 2018). In particular, if \( Z \) can be described by a system of linear inequalities, then problem (10) corresponds to a linear program and can be solved efficiently by a standard solver as we will show in our experiments. We repeat the process above until we reach an accuracy of \( \epsilon_f \) for the upper-level objective and an accuracy of \( \epsilon_g \) for the lower-level objective. The steps of our proposed CG-BiO method are summarized in Algorithm 1.

**Algorithm 1 CG-based bilevel optimization (CG-BiO)**

1. **Input:** Target accuracy \( \epsilon_f, \epsilon_g > 0 \), stepsizes \( \{\gamma_k\}_k \)
2. **Initialization:** Set \( x_0 \in Z \) s.t. \( g(x_0) - g^* \leq \epsilon_g/2 \)
3. for \( k = 0, \ldots, K - 1 \) do
4. Compute \( s_k = \arg\min_{s \in X_k} \langle \nabla f(x_k), s \rangle \)
5. if \( \langle \nabla f(x_k), x_k - s_k \rangle \leq \epsilon_f \) and \( \langle \nabla g(x_k), x_k - s_k \rangle \leq \epsilon_g/2 \) then
6. Return \( x_k \) and STOP
7. else
8. \( x_{k+1} \leftarrow (1 - \gamma_k)x_k + \gamma ks_k \)
9. end if
10. end for

In this section, we analyze the iteration complexity of our CG-BiO method. We first consider the case where the upper-level function \( f \) is convex. In this case, we choose the stepsize as \( \gamma_k = 2/(k + 2) \), which is a typical choice in the standard CG method (Jaggi 2013).

**Theorem 1 (Convex upper-level).** Suppose that Assumption 1 holds and \( f \) is convex. Let \( \{x_k\}_{k=0}^\infty \) be the sequence generated by Algorithm 1 with stepsize \( \gamma_k = 2/(k + 2) \) for \( k \geq 0 \). Then we have
\[
f(x_K) - f^* \leq \frac{2L_f D^2}{K + 1}, \quad g(x_K) - g^* \leq \frac{2L_g D^2}{K + 1} + \frac{\epsilon_g}{2}.
\]

Theorem 1 shows that the gap of the upper-level objective can be upper bounded by \( O(1/K) \), similar to the convergence bound of standard CG. At the same time, the gap of the lower-level objective can also be controlled by a term of order \( O(1/K) \) in addition to the initial error \( \epsilon_g/2 \). As a corollary, Algorithm 1 will return an \((\epsilon_f, \epsilon_g)\)-optimal solution when the number of iterations \( K \) exceeds
\[
\max \left\{ \frac{2L_f D^2}{\epsilon_f}, \frac{4L_g D^2}{\epsilon_g} \right\} = O \left( \max \left\{ \frac{1}{\epsilon_f}, \frac{1}{\epsilon_g} \right\} \right).
\]

Our complexity bound improves over the result by Kaushik and Yousefian (2021), who considered a different setup.
where both the upper-level and lower-level functions are Lipschitz but not necessarily smooth. Also, comparing with existing works in the same setup, our convergence rate for the lower-level objective matches those by Sabach and Shvarts [2017], Malitsky [2017], while we also provide a non-asymptotic convergence bound for the upper-level objective. To the best of our knowledge, our result provides the best-known bound for the considered setting. We also remark that our rate is tight at least within the family of projection-free methods, since it is known that their worst-case complexity is $\Theta(1/\epsilon_f)$ even for a single-level problem [Jaggi 2013, Lan 2013].

**Remark 4.1.** The initialization step requires $O(1/\epsilon_g)$ iterations, and hence, this additional term does not change the overall complexity. The same applies for the non-convex case below.

Now we turn to the case where $f$ is non-convex. In this case, we choose the stepsize as a constant depending on the target accuracies as well as the problem parameters.

**Theorem 2** (Non-convex upper-level). Suppose that Assumption 1 holds and the sequence generated by Algorithm 1 with stepsize $\gamma_k = \min \left\{ \epsilon_f, \frac{\epsilon_f}{L_f D_f}, \frac{\epsilon_g}{L_g D_g} \right\}$ for all $k \geq 0$. Define $f_0 = \min_{x \in \mathcal{Z}} f(x)$. Then for

$$K \geq \max \left\{ \frac{2L_f D_f^2 (f(x_0) - f^*)}{\epsilon_f^2}, \frac{2L_g D_g^2 (f(x_0) - f^*)}{\epsilon_g} \right\},$$

there exists $k^* \in \{0, 1, \ldots, K - 1\}$ such that $g(x_{k^*}) \leq \epsilon_f$ and $g(x_{k^*}) - g^* \leq \epsilon_g$.

As a corollary of Theorem 2, the number of iterations required to find an $(\epsilon_f, \epsilon_g)$-optimal solution can be upper bounded by $O(\max \{1/\epsilon_f^2, 1/(\epsilon_f \epsilon_g)\})$. We note that the dependence on the upper-level accuracy $\epsilon_f$ also matches that in the standard CG method for a single-level problem (Lacoste-Julien 2016, Mokhtari et al. 2018).

We end this section with the following remark. Since the algorithm’s output $\hat{x}$ may lie outside of the feasible set $X_g^\star$, both $f(\hat{x}) - f^*$ in Theorem 1 and $g(\hat{x})$ in Theorem 2 are not necessarily positive. While this might seem unconventional, we note that Kaushik and Yousefi [2021] also used $f(\hat{x}) - f^*$ as the performance metric. In fact, this is also common in the literature on constrained optimization, where the generated iterate could be infeasible and thus $f(\hat{x}) - f^*$ could be negative (see, e.g., Beck [2017]). On the other hand, we note that it is in general impossible to prove convergence in terms of $f(\hat{x}) - f^*$ due to a negative result by Chen et al. [2023]. Specifically, for any first-order method and a given number of iterations $K$, they showed that there exists an instance of problem (I) where $|f(x_k) - f^*|$ is $\geq 1$ for all $0 \leq k \leq K - 1$. Therefore, to provide convergence bounds on $|f(\hat{x}) - f^*|$ or $|g(\hat{x})|$, it is necessary to impose additional regularity conditions on problem (I), which we discuss in the next section.

### 4.1 Convergence under Hölderian Error Bound

In this section, we complement the convergence results in Theorems 1 and 2 by giving a lower bound on $f(\hat{x}) - f^*$ and $g(\hat{x})$. Let $x$ be an $(\epsilon_f, \epsilon_g)$-optimal solution as defined in Definition 1. Intuitively, since $x$ is $\epsilon_g$-optimal for the lower-level problem, it should be close to the optimal solution set $X_g^\star$ under some regularity condition on $g$. As such, we can lower bound $f(\hat{x}) - f^*$ by using the smoothness of $f$. Formally, we assume that the lower-level objective satisfies the Hölderian error bound, which quantifies the growth rate of the objective value $g(x)$ as the point $x$ deviates from the optimal solution set $X_g^\star$.

**Assumption 2.** The function $g$ satisfies the Hölderian error bound for some $\alpha > 0$ and $r \geq 1$, i.e.,

$$\alpha \frac{\epsilon}{{r}} \text{dist}(x, X_g^\star) \leq g(x) - g^*, \quad \forall x \in \mathcal{Z},$$  \tag{11}$$

where $\text{dist}(x, X_g^\star) = \inf_{x' \in X_g^\star} \|x - x'\|$.

We note that the error bound condition in (11) is well-studied in the optimization literature (see [Pang 1997, Bolte et al. 2017, Roulet and d’Aspremont 2020] and the references therein) and is known to hold generally when the function $g$ is analytic and the set $\mathcal{Z}$ is bounded [Lojasiewicz 1959, Luo and Pang 1994]. Two important special cases are: 1) $g$ satisfies (11) with $r = 1$, i.e., $X_g^\star$ is a set of weak sharp minima of $g$ [Burke and Ferris 1993, Burke and Deng 2005]; 2) $g$ satisfies (11) with $r = 2$ known as quadratic growth (Drusvyatskiy and Lewis 2018).

Under Assumption 2, we can establish the following lower bounds on $f(\hat{x}) - f^*$ and $g(\hat{x})$. Notably, the following result is an intrinsic property of problem (I) and independent of the algorithm we use.

**Proposition 1.** Assume that $g$ satisfies Assumption 2 and define $M = \max_{x \in X_g^\star} \|\nabla f(x)\|$. Then for any $x$ that satisfies $g(\hat{x}) - g^* \leq \epsilon_g$, it holds that:

(i) If $f$ is convex, then $f(\hat{x}) - f^* \geq - M \left( \frac{\epsilon_g}{\alpha} \right)^{\frac{r}{2}}$.

(ii) If $f$ is non-convex and has $L_f$-Lipschitz gradient, then $\tilde{g}(\hat{x}) \geq - M \left( \frac{\epsilon_g}{\alpha} \right)^{\frac{r}{2}} - L_f \left( \frac{\epsilon_g}{\alpha} \right)^{\frac{r}{2}}$.

By combining Theorems 1 and 2 with Proposition 1, we obtain the following stronger convergence guarantees for the output of our proposed method.

**Corollary 1.** Suppose that Assumption 1 holds and $g$ satisfies the Hölderian error bound in Assumption 2 with $\alpha > 0$ and $r \geq 1$. Let $M = \max_{x \in X_g^\star} \|\nabla f(x)\|$.

(i) If $f$ in problem (I) is convex and we set $\epsilon_g = \frac{\alpha}{r} \left( \frac{\epsilon_f}{M} \right)^r$, then after $K = O(1/\epsilon_f^r)$ iterations we have $|f(x_K) - f^*| \leq \epsilon_f$ and $g(x_K) - g^* \leq \epsilon_g$.

(ii) If $f$ in problem (I) is non-convex and we set $\epsilon_g = \min \left\{ \frac{\alpha}{r} \left( \frac{C}{\epsilon_f} \right)^{\frac{r}{2}}, \frac{\alpha}{2} \left( \frac{1}{\epsilon_f^r} \right)^{\frac{r}{2}} \right\}$, then after $K = O(1/\epsilon_f^{r+1})$ iterations there exists $k^* \in \{0, \ldots, K - 1\}$ such that $|g(x_{k^*})| \leq \epsilon_f$ and $g(x_{k^*}) - g^* \leq \epsilon_g$. 

A Conditional Gradient-based Method for Simple Bilevel Optimization with Convex Lower-level Problem
Corollary 1 shows that under the \( r \)-th Hölderian error bound assumption, we can find an iterate to be \( \epsilon_f \)-close to optimality within \( O(1/\epsilon_f^r) \) iterations in the convex case, and to be \( \epsilon_f \)-close to stationarity within \( O(1/\epsilon_f^{r+1}) \) iterations in the non-convex case.

5 NUMERICAL EXPERIMENTS

In this section, we test our method on three different bilevel optimization problems, described in Section 2 with real and synthetic datasets and compare our method with other existing methods in the literature (Beck and Sabach, 2014; Sabach and Shtern 2017; Kaushik and Yousefian, 2021; Gong et al., 2021).

5.1 Over-parameterized Regression

For Example 1, we consider a sparse linear regression problem on the Wikipedia Math Essential dataset (Rozemberczki et al., 2021), which consists of a data matrix \( \mathbf{A} \in \mathbb{R}^{n \times d} \) with \( n = 1068 \) instances and \( d = 730 \) attributes and an outcome vector \( \mathbf{b} \in \mathbb{R}^n \). We assign 60% of the dataset as the training set \( (A_{tr}, \mathbf{b}_{tr}) \), 20% as the validation set \( (A_{val}, \mathbf{b}_{val}) \) and the rest as the test set \( (A_{test}, \mathbf{b}_{test}) \). Then the lower-level objective in (4) is the training error \( g(z) = \frac{1}{2}\|A_{tr}z-b_{tr}\|_2^2 \), the upper-level objective is the validation error \( f(\beta) = \frac{1}{2}\|A_{val}\beta-b_{val}\|_2^2 \), and the constraint set is \( Z = \{ \beta \mid \|\beta\|_1 \leq \lambda \} \) for some \( \lambda > 0 \) to induce sparsity in \( \beta \). We also use the test error \( \frac{1}{2}\|A_{test}\beta-b_{test}\|_2^2 \) as our performance metric. Note that the regression problem is over-parameterized since the number of features \( d \) is larger than the number of data instances in the training set.

We compare the performance of our method CG-BiO against the MNG method by Beck and Sabach (2014), the Bilevel Gradient SAM (BiG-SAM) by Sabach and Shtern (2017), the averaging iteratively regularized gradient (a-IRG) by Kaushik and Yousefian (2021), and the Dynamic Barrier Gradient Descent (DBGD) by Gong et al. (2021). It is worth noting that while we can implement these methods numerically, some of them are not directly applicable to our problem setting and thus lack any convergence guarantee; see Appendix F for more discussions. For benchmarking purposes, we use CVX (Grant and Boyd, 2014, 2008) to solve the lower-level problem and the constrained reformulation in (2) to obtain the optimal values \( g^* \) and \( f^* \), respectively.

In Fig. 1(a), we observe that CG-BiO converges at a faster rate than the other baseline methods in terms of the lower-level objective, which confirms our theoretical result (cf. Table 1). Fig. 1(b) and (c) show that CG-BiO achieves a smaller upper-level objective gap as well as a smaller test error compared to other methods within the same run time. Interestingly, after the initial stage, the upper-level objective \( f(\beta_k) \) of CG-BiO increases, while the optimality gap \( |f(\beta_k) - f^*| \) decreases. This suggests that CG-BiO may “overshoot” at the beginning due to its relatively large step-size. Nevertheless, as the number of iterations increases and the level of infeasibility decreases, the upper-level objective of CG-BiO approaches the optimal value of the bilevel problem, which is in line with Proposition 1.

5.2 Fair Classification

We use the Adult income dataset (Dua and Graff, 2019) containing 48,842 subjects each with 14 attributes, where the task is to predict whether the annual income of a given subject exceeds $50K. For efficiency, we randomly sample 2,000 data points as the training set and 1,000 as the test set. We choose “sex” as the sensitive attribute \( v \). Further, we adopt the logistic regression classifier as our model, where the posterior probability is given by \( P(\hat{y}_i = 1 \mid \mathbf{x}_i; \beta) = \frac{1}{1 + e^{-\mathbf{x}_i^\top \beta}} \) for a given feature vector \( \mathbf{x}_i \) and parameter \( \beta \). Concretely, the lower-level problem is a sparse logistic regression problem for some \( \lambda > 0 \):

\[
\min_{\beta \in \mathbb{R}^d} g(\beta) = -\frac{1}{n} \sum_{i=1}^{n} \log P(\hat{y}_i = y_i \mid \mathbf{x}_i; \beta) \quad \text{s.t.} \quad \|\beta\|_1 \leq \lambda, \tag{12}
\]

while the upper-level objective is the squared covariance:

\[
f(\beta) = \left( \frac{1}{n} \sum_{i=1}^{n} (v_i - \bar{v}) \mathbb{P}(\hat{y}_i = 1 \mid \mathbf{x}_i; \beta) \right)^2, \tag{13}
\]

where \( \bar{v} = \frac{1}{n} \sum_i v_i \). Note that the lower-level objective in (12) is convex while the upper-level in (13) is non-convex. We numerically verified that the lower-level problem can possess multiple optimal solutions.
In Fig. 2, we compare CG-BiO against BiG-SAM, a-IRG and DBGD. For this example, we did not implement the MNG method as it is computationally intractable; see Appendix F. For a fair comparison, we manually tune the hyperparameters such that all achieve a similar performance on the lower-level problem as shown in Fig. 2(a), and judge their efficiency by the error of the upper-level objective. Fig. 2(b) shows that CG-BiO is able to achieve a smaller upper-level objective (smaller covariance). As a result, we observe in Fig. 2(c) and (d) that it reaches a much better p%-rule with a similar level of accuracy on the test set.

5.3 Dictionary Learning

We evaluate our CG-BiO method for problem (6) on a synthetic dataset, similar to the setup in Rakotomamonjy (2013). We first generate the true dictionary \( D^* \in \mathbb{R}^{25 \times 200} \) consisting of 50 basis vectors in \( \mathbb{R}^{25} \), each of which has its entries drawn from a standard Gaussian distribution and is normalized to have unit \( \ell_2 \)-norm. We further construct two dictionaries \( D^* \) and \( D^{**} \) consisting of 40 and 20 basis vectors in \( D^* \), respectively (and hence they share 10 bases in common). The two datasets \( A = \{a_1, \ldots, a_{250}\} \) and \( A' = \{a'_1, \ldots, a'_{200}\} \) are generated according to the rules:

\[
\begin{align*}
    a_i &= D^* x_i + n_i, \quad i = 1, \ldots, 250; \\
    a'_k &= D^{**} x'_k + n'_k, \quad k = 1, \ldots, 200,
\end{align*}
\]

where \( \{x_i\}_{i=1}^{250} \) and \( \{x'_k\}_{k=1}^{200} \) are sparse coefficient vectors and \( \{n_i\}_{i=1}^{250} \) and \( \{n'_k\}_{k=1}^{200} \) are random Gaussian noise vectors. Since neither \( A \) nor \( A' \) contains the full information of the true dictionary \( D^* \), it is crucial for our learning algorithm to update our dictionary given the new dataset \( A' \) while retaining our knowledge from the old dataset \( A \).

In our experiment, we first solve the standard dictionary learning problem in (5) using the dataset \( A \) to obtain the initial dictionary \( \hat{D} \) and the coefficient vectors \( \{\hat{x}_i\}_{i=1}^{250} \). Then we use the reconstruction error on \( \hat{D} \) with respect to \( \{\hat{x}_i\}_{i=1}^{250} \) to define the lower-level objective in problem (6), and use the error on the new dataset \( A' \) to define the upper-level objective. In this case, \( \hat{D} \) serves as a near-optimal solution for the lower-level problem. We compare CG-BiO with BiG-SAM and a-IRG. Similar to the previous experiment, we exclude MNG due to its computational intractability. Moreover, to demonstrate the necessity of the cutting plane in (9), we also run a baseline method that performs the CG update over the set \( Z \) instead of \( X_k \) (cf. the update in (10)). This method ignores the lower-level objective and may be regarded as applying the standard CG method solely on the upper-level objective. In all algorithms, we initialize \( D \) with the dictionary \( D \) learned from \( A \) and initialize \( X \) randomly.

We report our results in Fig. 3. In addition to the upper- and lower-level objective values, we use the recovery rate of the true basis vectors as our performance metric. Specifically, a basis vector \( d^*_i \) in \( D^* \) is regarded as successfully recovered if there exists \( d_i \) in \( D \) such that \( |\langle d^*_i, d_i \rangle| > 0.9 \). In Fig. 3(a) and (b), we observe that CG-BiO converges faster than BiG-SAM and a-IRG, and it also achieves smaller errors in terms of both the upper- and lower-level objectives. DBGD achieves a similar upper-level objective value as CG-BiO, but performs poorly in terms of the lower-level objective.
objective. On the other hand, the baseline CG method only focuses on the upper-level objective and as a result incurs a much larger error on the lower-level objective. In terms of recovery rate, Fig. 3(c) shows that CG-BiO recovers almost all basis vectors in $D^*$ at the end of its execution and performs slightly better than DBGD. In contrast, both BiG-SAM and a-IRG only learn from the dataset $\mathbf{A}$ due to their slow convergence, while the baseline CG method “forgets” the basis vectors previously learned and only recovers those underlying the new dataset $\mathbf{A}'$.

6 CONCLUSION

In this paper, we proposed a CG-based method to solve the class of simple bilevel optimization problems. We closed an important gap in the existing literature by providing a tight non-asymptotic complexity bound for the upper-level objective. Specifically, we proved that our CG-BiO method finds an $(\epsilon_f, \epsilon_g)$-optimal solution after at most $O\left(\max\left\{1/\epsilon_f, 1/\epsilon_g\right\}\right)$ iterations when the upper-level objective $f$ is convex, and after at most $O\left(\max\left\{1/\epsilon_f^2, 1/(\epsilon_f \epsilon_g)\right\}\right)$ iterations when $f$ is non-convex. We further strengthened our results when the lower-level problem satisfies the Hölderian error bound assumption. The numerical results also showed the superior performance of our method compared to existing algorithms.
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A SUPPORTING LEMMAS

A.1 Proof of Lemma 1

Let $x^*_g$ be any point in $\mathcal{X}_g^*$, i.e., any optimal solution of the lower-level problem. By definition, we have $g(x^*_g) = g^*$. Since $g$ is convex and $g^* \leq g(x_0)$, we have

$$g(x_0) - g(x_k) \geq g^* - g(x_k) = g(x^*_g) - g(x_k) \geq \langle \nabla g(x_k), x^*_g - x_k \rangle,$$

which implies $x^*_g \in \mathcal{X}_k$. Hence, we conclude that $\mathcal{X}_g^* \subseteq \mathcal{X}_k$.

A.2 Improvement in One Step

The following lemma characterizes the improvement of both the upper-level and lower-level objective values after one step of Algorithm 1.

**Lemma 2.** Let $\{x_k\}_{k=0}^K$ be the sequence generated by Algorithm 1. Suppose Assumption 1 holds, then for any $k \geq 0$ we have

$$f(x_{k+1}) \leq f(x_k) - \gamma_k G(x_k) + \frac{1}{2} \gamma_k^2 L_f D^2, \quad (14)$$

$$g(x_{k+1}) \leq (1 - \gamma_k)g(x_k) + \gamma_k g(x_0) + \frac{1}{2} \gamma_k^2 L_g D^2, \quad (15)$$

**Proof.** Since the gradient of $f$ is $L_f$-Lipschitz and $Z$ is bounded with diameter $D$, we have

$$f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + \frac{1}{2} L_f \|x_{k+1} - x_k\|^2$$

$$= f(x_k) + \gamma_k \langle \nabla f(x_k), s_k - x_k \rangle + \frac{1}{2} L_f \gamma_k^2 \|s_k - x_k\|^2$$

$$\leq f(x_k) + \gamma_k \langle \nabla f(x_k), s_k - x_k \rangle + \frac{1}{2} L_f \gamma_k^2 D^2. \quad (16)$$

Now using the definition of $s_k$ in (10), the definition of $G(x)$ in (7) and Lemma 1, we obtain

$$\langle \nabla f(x_k), s_k - x_k \rangle = \min_{s \in \mathcal{X}_k} \langle \nabla f(x_k), s - x_k \rangle \leq \min_{s \in \mathcal{X}_g^*} \langle \nabla f(x_k), s - x_k \rangle = -G(x_k). \quad (17)$$

Then (14) follows from (16) and (17).

Similarly, since the gradient of $g$ is $L_g$-Lipschitz, we have

$$g(x_{k+1}) \leq g(x_k) + \gamma_k \langle \nabla g(x_k), s_k - x_k \rangle + \frac{1}{2} L_g \gamma_k^2 D^2. \quad (18)$$

Moreover, since $s_k \in \mathcal{X}_k$, from the definition of $\mathcal{X}_k$ in (10) we get $\langle \nabla g(x_k), s_k - x_k \rangle \leq g(x_0) - g(x_k)$. Combining this with (18) leads to (15). \qed

B PROOF OF THE MAIN THEOREMS

B.1 Proof of Theorem 1

We first prove the convergence rate of the upper-level objective $f$, which largely mirrors the standard analysis of the CG method (Jaggi 2013). Since $x^* \in \mathcal{X}_g^*$ and $f$ is convex, from the definition of $G(x_k)$ in (7) we have

$$G(x_k) = \max_{s \in \mathcal{X}_g^*} \{\langle \nabla f(x_k), x_k - s \rangle \} \geq \langle \nabla f(x_k), x_k - x^* \rangle \geq f(x_k) - f^*. \quad (19)$$

Subtracting $f^*$ from both sides of (14) in Lemma 2 and using (19), we obtain that

$$f(x_{k+1}) - f^* \leq (1 - \gamma_k)(f(x_k) - f^*) + \frac{1}{2} \gamma_k^2 L_f D^2. \quad (20)$$
Now define $A_k = k(k + 1)$. By substituting $\gamma_k = 2/(k + 2)$ and multiplying both sides of (20) by $A_{k+1}$, we get
\[ A_{k+1}(f(x_{k+1}) - f^*) \leq A_k(f(x_k) - f^*) + \frac{2(k + 1)}{k + 2} L_f D^2 \leq A_k(f(x_k) - f^*) + 2L_f D^2. \]

Hence, if follows from induction that
\[ A_K(f(x_K) - f^*) \leq A_0(f(x_0) - f^*) + 2KL_f D^2 \quad \Rightarrow \quad f(x_K) - f^* \leq \frac{2KL_f D^2}{A_K} = \frac{2L_f D^2}{K + 1}. \]

This completes the first part of the proof.

The proof for the lower-level problem follows from similar arguments. By subtracting $g(x_0)$ from both sides of (15) in Lemma 2, we have
\[ g(x_{k+1}) - g(x_0) \leq (1 - \gamma_k)(g(x_k) - g(x_0)) + \frac{1}{2} \gamma_k^2 L_g D^2. \] (21)

By substituting $\gamma_k = 2/(k + 2)$ and multiplying both sides of (21) by $A_{k+1}$, we obtain
\[ A_{k+1}(g(x_{k+1}) - g(x_0)) \leq A_k(g(x_k) - g(x_0)) + 2L_g D^2. \]

Hence, if follows from induction that
\[ A_K(g(x_K) - g(x_0)) \leq 2KL_g D^2 \quad \Rightarrow \quad g(x_K) - g(x_0) \leq \frac{2KL_g D^2}{A_K} = \frac{2L_g D^2}{K + 1}. \]

Since $g(x_0) - g^* \leq \epsilon_g/2$, we obtain
\[ g(x_K) - g^* \leq \frac{2L_g D^2}{K + 1} + \frac{1}{2} \epsilon_g, \]
which completes the proof.

**B.2 Proof of Theorem 2**

Since we use a fixed stepsize in Theorem 2 in the following we will write $\gamma_k = \gamma$.

We first consider the upper-level objective $f$. The analysis here is similar to the one by Mokhtari et al. (2018). By using (14) in Lemma 2 we have
\[ G(x_k) \leq \frac{f(x_k) - f(x_{k+1})}{\gamma} + \frac{1}{2} \gamma L_f D^2. \]

Summing both sides of the above inequality from $k = 0$ to $K - 1$, we get
\[ \sum_{k=0}^{K-1} G(x_k) \leq \frac{f(x_0) - f(x_K)}{\gamma} + \frac{1}{2} K \gamma L_f D^2 \leq \frac{f(x_0) - f}{\gamma} + \frac{1}{2} K \gamma L_f D^2, \]
where we used the fact that $f(x_K) \geq f = \min_{x \in X} f(x)$. This further implies that
\[ \min_{0 \leq k \leq K-1} G(x_k) \leq \frac{1}{K} \sum_{k=0}^{K-1} G(x_k) \leq \frac{f(x_0) - f}{\gamma K} + \frac{1}{2} \gamma L_f D^2. \] (22)

To upper bound the right-hand side of (22), note that our choices of the stepsize $\gamma$ and the number of iterations $K$ satisfy
\[ \gamma \leq \frac{\epsilon_f}{L_f D^2} \quad \text{and} \quad K \geq \frac{2(f(x_0) - f)}{\epsilon_f \gamma}. \]

Thus, we have
\[ \min_{0 \leq k \leq K-1} G(x_k) \leq \frac{f(x_0) - f}{\gamma K} + \frac{1}{2} \gamma L_f D^2 \leq \frac{\epsilon_f}{2} + \frac{\epsilon_f}{2} = \epsilon_f. \]

This guarantees that $G(x_{k^*}) \leq \epsilon_f$ by choosing $k^* = \arg\min_{0 \leq k \leq K-1} G(x_k)$. 
Now we move to the analysis of the lower-level objective \( g \). For any \( k \geq 0 \), by applying induction on (13) in Lemma 2 it follows that

\[
g(x_k) - g(x_0) \leq \frac{1}{2} L_g D^2 \sum_{j=0}^{k-1} \gamma^2 (1 - \gamma)^j \leq \frac{1}{2} L_g D^2 \gamma,
\]

where we used \( \sum_{j=0}^{k-1} (1 - \gamma)^j \leq 1/\gamma \) in the last inequality. Furthermore, since \( g(x_0) - g^* \leq \epsilon_g/2 \) and \( \gamma \leq \frac{\epsilon_g}{L_g} \), this implies that \( g(x_k) - g^* \leq \frac{\epsilon_g}{2} + \frac{1}{2} \epsilon_g = \epsilon_g \) for any \( 0 \leq k \leq K - 1 \). In particular, we can take \( k = k^* \) and conclude that \( g(x_{k^*}) - g^* \leq \epsilon_g \). This completes the proof.

### C PROOFS UNDER HÖLDERIAN ERROR BOUND ASSUMPTION

#### C.1 Proof of Proposition 1

Since \( \mathcal{X}_g^* \) is closed and compact, we can let \( \hat{x}^* = \arg\min_{x \in \mathcal{X}_g^*} \|x - \hat{x}\| \) such that \( \|\hat{x}^* - \hat{x}\| = \text{dist}(\hat{x}, \mathcal{X}_g^*) \). By Assumption 2 we obtain

\[
\frac{\alpha}{r} \|\hat{x}^* - \hat{x}\|^r \leq g(\hat{x}) - g^* \leq \epsilon_g \Leftrightarrow \|\hat{x}^* - \hat{x}\| \leq \left( \frac{r \epsilon_g}{\alpha} \right)^\frac{1}{r}.
\]

When \( f \) is convex, we have

\[
f(\hat{x}) - f^* \geq f(\hat{x}) - f(\hat{x}^*) \geq \langle \nabla f(\hat{x}^*), \hat{x} - \hat{x}^* \rangle \geq -\|\nabla f(\hat{x}^*)\|_r \|\hat{x} - \hat{x}^*\| \geq -M \left( \frac{r \epsilon_g}{\alpha} \right)^\frac{1}{r} L_f (\frac{r \epsilon_g}{\alpha})^\frac{1}{r},
\]

where we used the convexity of \( f \) in the second inequality. When \( f \) is non-convex, we have

\[
\mathcal{G}(\hat{x}) = \max_{s \in \mathcal{X}_g^*} \{ \langle \nabla f(\hat{x}), \hat{x} - s \rangle \} \geq \langle \nabla f(\hat{x}), \hat{x} - \hat{x}^* \rangle = \langle \nabla f(\hat{x}) - \nabla f(\hat{x}^*), \hat{x} - \hat{x}^* \rangle + \langle \nabla f(\hat{x}^*), \hat{x} - \hat{x}^* \rangle \geq -\|\nabla f(\hat{x}^*)\|_r \|\hat{x} - \hat{x}^*\| - \|\nabla f(\hat{x}^*)\|_r \|\hat{x} - \hat{x}^*\|
\]

\[
\geq -L_f \|\hat{x} - \hat{x}^*\|^r - M \|\hat{x} - \hat{x}^*\| \quad \text{(23)}
\]

where we used the fact that \( \nabla f \) is \( L_f \)-Lipschitz in (23). This completes the proof.

#### C.2 Proof of Corollary 1

In the first case where \( f \) is convex, we set \( \epsilon_g = \frac{\alpha}{r} \left( \frac{1}{2} \right)^r \). By Theorem 1 we have \( f(x_K) - f^* \leq \epsilon_f \) and \( g(x_K) - g^* \leq \epsilon_g \) when

\[
K \geq \max \left\{ \frac{2 L_f D^2}{\epsilon_f}, \frac{4 L_g D^2}{\epsilon_g}, -1 \right\} = \max \left\{ \frac{2 L_f D^2}{\epsilon_f}, \frac{4 r M' L_g D^2}{\alpha \epsilon_f^r}, -1 \right\} = \Theta \left( \frac{1}{\epsilon_f^r} \right).
\]

Moreover, Proposition 1 implies that \( f(x_K) - f^* \geq -M \left( \frac{r \epsilon_g}{\alpha} \right)^\frac{1}{r} \geq -\epsilon_f \). Putting all pieces together, we conclude that \( |f(x_K) - f^*| \leq \epsilon_f \) and \( g(x_K) - g^* \leq \epsilon_g \) after \( K = \Theta(1/\epsilon_f^r) \) iterations.

In the second case where \( f \) is non-convex, we set \( \epsilon_g = \min \left\{ \frac{\alpha}{r} \left( \frac{1}{2} M' \right)^r, \frac{\alpha}{r} \left( \frac{1}{2} r M' \right)^r \right\} \). By Theorem 2 we can find \( k^* \in \{0, 1, \ldots, K - 1\} \) such that \( \mathcal{G}(x_{k^*}) \leq \epsilon_f \) and \( g(x_{k^*}) - g^* \leq \epsilon_g \) when

\[
K \geq (f(x_0) - f) \cdot \max \left\{ \frac{2 L_f D^2}{\epsilon_f}, \frac{2 L_g D^2}{\epsilon_f \epsilon_g} \right\} = (f(x_0) - f) \cdot \max \left\{ \frac{2 r M' L_g D^2}{\alpha \epsilon_f^r}, \frac{2 r (2 L_f)^r L_g D^2}{\epsilon_f^{r+1}} \right\} = \Theta \left( \frac{1}{\epsilon_f^{r+1}} \right).
\]

Moreover, Proposition 1 implies that \( \mathcal{G}(x_{k^*}) \geq -M \left( \frac{r \epsilon_g}{\alpha} \right)^\frac{1}{r} - L_f \left( \frac{r \epsilon_g}{\alpha} \right)^\frac{1}{r} \geq -\epsilon_f^r - \epsilon_f = -\epsilon_f \). Thus, we conclude \( |\mathcal{G}(x_{k^*})| \leq \epsilon_f \) and \( g(x_{k^*}) - g^* \leq \epsilon_g \) after \( K = \Theta(1/\epsilon_f^{r+1}) \) iterations.
D  PRIMAL-DUAL METHOD FOR THE BILEVEL PROBLEM

In this section, we discuss the convergence rate of primal-dual type methods for solving the bilevel problem in [1]. We consider the setting as in Theorem 1 in which both $f$ and $g$ are convex and smooth. To simplify the discussion, we further assume $Z = \{z \in \mathcal{X} | Az \leq b\}$ where $A \in \mathbb{R}^{m \times d}$, $b \in \mathbb{R}^m$, and $\mathcal{X}$ is a convex and easy-to-project compact set.

To obtain the reformulation in (2), one first needs to estimate the optimal value $g^*$ of the lower-level problem. Since it is a convex program with linear constraints, we can implement a first-order primal-dual method (see, e.g., [Chambolle and Pock 2016]) to find $y_0$ such that $|g_0 - g^*| \leq \epsilon_g / 4$ within at most $O(L_g/\epsilon_g)$ iterations. Next, problem (1) can be cast as the following convex optimization problem with linear and nonlinear convex constraints:

$$
\min_{x \in \mathcal{X}} f(x) \quad \text{s.t.} \quad Ax \leq b, \ g(x) \leq g_0 + \frac{\epsilon_g}{2},
$$

(24)

where we add the term $\frac{\epsilon_g}{2}$ to ensure that the Slater’s condition holds. Now we can apply any classic or accelerated first-order primal-dual methods ([He et al. 2015; Xu 2021; Hamedani and Aybat 2021]) to find a solution of problem (24) that is both $\epsilon_f$-suboptimal and $\epsilon_g$-infeasible. For example, the optimal convergence rates obtained by [Xu 2021] and [Hamedani and Aybat 2021] imply that after $K$ iterations, the average iterate $\bar{x}_K$ satisfies

$$
\max \{|f(\bar{x}_K) - f(x^*)|, |g(\bar{x}_K) - g(x^*)|\} \leq \Delta / K,
$$

where $x^*$ denotes an optimal solution of problem (24). $\Delta \equiv O((L_f + L_g + C_g)D^2 + C_g \|\lambda_1^*\|^2 + \|A\| \|\lambda_2^*\|^2)$, $C_g$ is the Lipschitz constant of $g$, and $\lambda_1^*, \lambda_2^* \in \mathbb{R}$ denote an arbitrary dual optimal solution corresponding to the nonlinear and linear constraints in problem (24), respectively. Using the fact that $f(x^*) \leq f(x)$ and $g(x^*) \leq g_0 + \frac{\epsilon_g}{2} \leq g^* + \frac{3}{4}\epsilon_g$, we conclude

$$
f(\bar{x}_K) - f(x^*) \leq \Delta / K \quad \text{and} \quad |g(\bar{x}_K) - g(x^*)| \leq \Delta / K + \frac{3}{4}\epsilon_g.
$$

Therefore, to achieve an $(\epsilon_f, \epsilon_g)$-optimal solution of problem (1), a primal-dual method overall requires $O(\frac{L_g + \|A\|}{\epsilon_g} + \frac{\Delta}{\min(\tau_f, \tau_g)})$ primal-dual gradient calls, whereas our proposed method overall requires $O(\frac{L_g}{\epsilon_g} + \frac{(L_f + L_g)D^2}{\min(\tau_f, \tau_g)})$ linear minimization oracle calls. In particular, we observe that the convergence guarantee of primal-dual methods heavily relies on the norm of the dual optimal variable $|\lambda_1^*|$, which may tend to infinity as $\epsilon$ approaches zero and the problem in (24) becomes nearly degenerate.

D.1 Numerical Example

Here we consider a simple two-dimensional example to illustrate the numerical instability of primal-dual methods applied to the relaxed problem (24). To this end, consider the following problem

$$
\min_{x \in \mathbb{R}^2} 0.5x_1^2 - 0.5x_1 + 0.1x_2 \quad \text{s.t.} \quad x \in \text{argmin}_{z \in Z}\{-z_1 - z_2\},
$$

(25)

where $Z = \{z \in \mathbb{R}^2 | z_1 + z_2 \leq 1, 4z_1 + 6z_2 \leq 5\}$. The lower-level problem has multiple solutions which can be described by $\lambda_1^* = \{x \in \mathbb{R}^2 | x_1 + x_2 = 1, x_1 \in [0.5, 1], x_2 \in [0, 0.5]\}$ and the optimal solution of (25) is $(x_1^*, x_2^*) = (0.6, 0.4)$. We implemented accelerated primal-dual method with backtracking (APDB) proposed by [Hamedani and Aybat 2021], one of the state-of-the-art primal-dual methods, and compared it with our proposed method CG-BiO. Figure 4 illustrates the iteration trajectories of both methods. We selected the relax parameters in (24) as $\epsilon = 10^{-5}$ for APDB. We also used the same accuracy for $\epsilon_g$ and $\epsilon_f$ when implementing CG-BiO. The primal-dual method finds an $\epsilon$-solution (red dark cross) within 193 iterations while CG-BiO finds an $\epsilon$-solution (green star) within 20 iterations. Furthermore, we observe a more stable numerical behavior for CG-BiO in comparison with APDB, which corroborates our theoretical analysis above.

E  ADDITIONAL MOTIVATING EXAMPLES

In this section, we provide some additional remarks and two more examples for the bilevel problem in [1].

\footnote{Note that this complexity can be improved to the optimal rate of $O(\sqrt{\frac{L_g}{\epsilon_g} + \|A\| \epsilon_g})$ using an accelerated method.}
E.1 Lexicographic Optimization

In Section 2.1, we have seen two instances of lexicographic optimization, where we use the secondary loss to improve generalization (Example 1) or promote fairness (Example 2). In the following, we describe another standard example where we use regularization to tackle ill-posed problems.

Example 4 (Ill-posed Optimization). Without an explicit regularization, the empirical risk minimization problem \( \min_{\mathbf{z} \in \mathcal{Z}} \ell_{tr}(\mathbf{z}) \) can be ill-posed, i.e., it has multiple optimal solutions or is sensitive to small perturbation in the input data. To tackle this issue, we can consider a secondary objective function \( \mathcal{R}(\cdot) \) as another criterion to select one of the optimal solutions with some desired property. For example, we can find the minimal \( \ell_2 \)-norm solution by choosing \( \mathcal{R}(\mathbf{x}) = \frac{1}{2} \|\mathbf{x}\|_2^2 \). Such a problem can be formulated as the following bilevel problem:

\[
\min_{\beta \in \mathbb{R}^d} \mathcal{R}(\beta) \quad \text{s.t.} \quad \beta \in \arg\min_{\mathbf{z} \in \mathcal{Z}} \ell_{tr}(\mathbf{z}).
\]

E.2 Lifelong Learning

A popular framework known as A-GEM (Chaudhry et al., 2019) formulates the lifelong learning problem as follows:

\[
\min_{\beta} \frac{1}{n^t} \sum_{i=1}^{n^t} \ell((\mathbf{x}_i^t, \beta), y_i^t) \quad \text{s.t.} \quad \sum_{(\mathbf{x}_i, y_i) \in \mathcal{M}} \ell((\mathbf{x}_i, \beta), y_i) \leq \sum_{(\mathbf{x}_i, y_i) \in \mathcal{M}} \ell((\mathbf{x}_i, \beta^{(t-1)}), y_i). \tag{26}
\]

Here, the objective function is the training loss on the current task \( \mathcal{D}_t = \{(\mathbf{x}_i^t, y_i^t)\}_{i=1}^{n^t} \), and the inequality constraint ensures that the model with parameter \( \beta \) performs no worse than the previous one on the episodic memory \( \mathcal{M} \) (i.e., some stored data samples from the previous tasks).

In this paper, we consider a variant of problem (26), where we further tighten the constraint and require that the model also minimizes the error on the episodic memory. This leads to the following bilevel problem:

\[
\min_{\beta} \frac{1}{n^t} \sum_{i=1}^{n^t} \ell((\mathbf{x}_i^t, \beta), y_i^t) \quad \text{s.t.} \quad \beta \in \arg\min_{\mathbf{z} \in \mathcal{Z}} \sum_{(\mathbf{x}_i, y_i) \in \mathcal{M}} \ell((\mathbf{x}_i, \mathbf{z}), y_i). \tag{27}
\]

Example 3 can be viewed as an instance of problem (27) where the learning problem at hand is dictionary learning. Below we present another related example from representation learning.

Example 5 (Representation Learning). In meta-learning problems, we aim to pre-train a model that can be easily fine-tuned to new tasks. This can be often achieved by learning a compact representation that is shared among multiple tasks (Tripurani et al., 2021; Du et al., 2021; Collins et al., 2022). In particular, consider a multi-task linear representation learning problem with \( T \) tasks at the training time. We assume that the data points for the \( i \)-th task are generated according to \( y_i^t = w_i^T \mathbf{B}^* x_i^t + n_i^t \) for \( j = 1, \ldots, m_i \), where \( n_i^t \) is some random noise and \( \mathbf{B}^* \in \mathbb{R}^{k \times d} \) is a common representation that maps the input in \( \mathbb{R}^d \) to a lower dimensional feature vector in \( \mathbb{R}^k \). When we have access to a diverse set of tasks such that their heads \( \{w_i^T\}_{i=1}^T \) span \( \mathbb{R}^k \), it is shown that one can find the ground truth representation \( \mathbf{B}^* \) by solving the following problem:

\[
\min_{\mathbf{B}} \min_{w_1, \ldots, w_T} \sum_{t=1}^T \sum_{j=1}^{m_i} \left( y_i^t - w_i^T \mathbf{B}^* x_i^t \right)^2 \quad \text{s.t.} \quad \|\mathbf{B}\|_F \leq \Delta, \|w_i\|_1 \leq \delta, i = 1, \ldots, T,
\]
where we impose the norm constraints on $B$ and $\{w_i\}_{i=1}^T$ for some parameters $\Delta, \delta > 0$ to resolve the scale invariance of the problem.

However, if the tasks at the training time are not diverse enough, then we can only learn a partial representation, i.e., a subset of the feature maps in $B^\ast$. One way to further improve the learned representation is to leverage the new tasks we observe during the test time. Concretely, let $\hat{w}_1, \ldots, \hat{w}_q$ and $B^\ast_i$ denote the output of the training procedure. When we are given a new task at the test time, we can improve the representation $B^\ast_i$ by solving the following bilevel problem:

$$
\min_{B \in \mathbb{R}^{k \times d}} \min_{w_T+1 \in \mathbb{R}^k} f(B, w_{T+1}) \quad \text{s.t.} \quad B = \arg \min_{\|B\|_F \leq \Delta} g(B), \quad \|w_{T+1}\|_1 \leq \delta,
$$

(28)

where $f(B, w_{T+1}) \triangleq \sum_{j=1}^{m_{T+1}} (y^j_{T+1} - w^T_{T+1} B^T x^j_{T+1})^2$ is the loss over the test set and $g(B) \triangleq \sum_{i=1}^{T} \sum_{j=1}^{m_i} (y^j_i - \hat{w}^*_{i} B^T x^j_i)^2$ is the loss over the training set. The rationale is that the solution of problem (28) can fit to both the old training tasks and the new test task, and hence is a better approximation of $B^\ast$ compared to $B^\ast_i$. This way, we maintain the feature maps learned at the training time and at the same time learn new feature maps from the test task. Note that in problem (28) the upper-level function is nonconvex, while the lower-level problem is convex with multiple solutions.

**F EXPERIMENT DETAILS**

In this section, we include more details of the numerical experiments in Section 5.

For completeness, we briefly review the update rules of MNG (Beck and Sabach [2014]), BiG-SAM (Sabach and Shtern [2017]), a-IRG (Kaushik and Yousefian [2021]) and DBGD (Gong et al. [2021]) in the setup of problem (1). In the following, we use $\Pi_Z(\cdot)$ to denote the Euclidean projection onto the set $Z$.

- Each step of MNG requires solving the following subproblem:

$$
x_{k+1} = \arg \min_{x \in Q_k \cap W_k} f(x),
$$

(29)

where

$$
Q_k \triangleq \left\{ z \in \mathbb{R}^d \mid \langle G_M(x_k), x_k - z \rangle \geq \frac{3}{4M} \|G_M(x_k)\|^2 \right\},
$$

$$
W_k \triangleq \left\{ z \in \mathbb{R}^d \mid \langle \nabla f(x_k), z - x_k \rangle \geq 0 \right\},
$$

$$
G_M(x) \triangleq M \left[ x - \Pi_Z \left( x - \frac{1}{M} \nabla g(x) \right) \right],
$$

and $M \geq L_g$ is a hyperparameter. As we can see, the implementation of MNG is only feasible when the subproblem in (29) is easy to solve. In particular, it is typically computationally intractable when the upper-level objective $f$ is non-convex.

- BiG-SAM is given by

$$
y_{k+1} = \Pi_Z(x_k - \eta_f \nabla g(x_k)),
$$

$$
z_{k+1} = x_k - \eta_f \nabla f(x_k),
$$

$$
x_{k+1} = \alpha_{k+1} z_{k+1} + (1 - \alpha_{k+1}) y_{k+1},
$$

where $\eta_f \leq \frac{2}{L_f}$ and $\eta_g \leq \frac{1}{L_g}$ are stepsizes and $\alpha_k = \min\left\{ \frac{\gamma}{k}, 1 \right\}$ for some $\gamma > 0$. We note that the analysis by [Sabach and Shtern (2017)] requires the upper-level objective to be strongly convex, and therefore is not directly applicable in our setting. Nevertheless, we also implement their method and manually set the hyperparameters.

- The a-IRG algorithm is given by

$$
x_{k+1} = \Pi_Z \left( x_k - \gamma_k (\nabla g(x_k) + \eta_k \nabla f(x_k)) \right),
$$

where $\gamma_k$ is the stepsize and $\eta_k$ is the regularization parameter. In our experiment, we choose $\gamma_k = \gamma_0 / \sqrt{k + 1}$ and $\eta_k = \eta_0 / (k + 1)^{1/4}$ for some constants $\gamma_0$ and $\eta_0$.
• The DBGD algorithm is given by

\[ x_{k+1} = x_k - \gamma_k (\nabla f(x_k) + \lambda_k \nabla g(x_k)) , \]

where \( \gamma_k \) is the stepsize and we set \( \lambda_k \) as

\[ \lambda_k = \max \left\{ \frac{\phi(x_k) - \langle \nabla f(x_k), \nabla g(x_k) \rangle}{\| \nabla g(x_k) \|^2}, 0 \right\} \quad \text{and} \quad \phi(x) = \min \{ \alpha (g(x) - \hat{g}), \beta \| \nabla g(x) \|^2 \} . \]

Here, \( \alpha \) and \( \beta \) are hyperparameters and \( \hat{g} \) is a lower bound on \( g^* \). In our experiment, we choose \( \alpha = \beta = 1 \) and \( \hat{g} = 0 \).

We also note that Gong et al. (2021) only considered unconstrained simple bilevel problems where \( Z = \mathbb{R}^d \). To enforce the constraint, we replace (30) with the update rule \( x_{k+1} = \Pi_Z (x_k - \gamma_k (\nabla f(x_k) + \lambda_k \nabla g(x_k))) \).

### F.1 Over-parameterized Regression

**Dataset Generation.** The original Wikipedia Math Essential dataset (Rozemberczki et al., 2021) consists of an \( 1068 \times 730 \) matrix. We randomly select one of the columns as the outcome vector \( b \in \mathbb{R}^{1068} \) and the rest as the data matrix \( A \in \mathbb{R}^{1068 \times 730} \). We let \( \lambda = 1 \) in the experiment, i.e., the constraint set is given by \( Z = \{ \beta : \| \beta \|_1 \leq 1 \} \).

**Initialization.** We run the standard CG method with the stepsizes chosen as \( 2/(k+2) \) on the lower-level problem in (4).

We terminate the procedure once the FW gap is no more than \( \epsilon_g/2 = 5 \times 10^{-5} \) or we have reached the maximum number of iterations \( N_{\text{max}} = 10^4 \).

**Implementation Details.** For our CG-BiO method, we set the target accuracies for the upper-level and lower-level problems to \( \epsilon_f = 10^{-4} \) and \( \epsilon_g = 10^{-4} \), respectively. We choose the stepsizes as \( \gamma_k = 2/(k + 12) \) to avoid instability due to large initial stepsizes. In each iteration, we need to solve a subproblem in the form of

\[ \min_{s} \langle \nabla f(\beta_k), s \rangle \quad \text{s.t.} \quad \|s\|_1 \leq \lambda, \quad \langle \nabla g(\beta_k), s - \beta_k \rangle \leq g(\beta_0) - g(\beta_k) . \]

We can reformulate the above problem as a linear program by introducing \( s^+, s^- \geq 0 \) such that \( s = s^+ - s^- \). Specifically, problem (31) becomes

\[ \min_{s^+, s^-} \langle \nabla f(\beta_k), s^+ - s^- \rangle \quad \text{s.t.} \quad s^+, s^- \geq 0, \quad \langle s^+ - s^- \rangle \leq \lambda, \quad \langle \nabla g(\beta_k), s^+ - s^- - \beta_k \rangle \leq g(\beta_0) - g(\beta_k) , \]

where \( 1 \in \mathbb{R}^d \) is the all-one vector.

For MNG, we set \( M = \lambda_{\text{max}} (A_{\text{tr}}^\top A_{\text{tr}}) \). For BiG-SAM, we set \( \eta_f = 2/\lambda_{\text{max}} (A_{\text{val}}^\top A_{\text{val}}), \eta_g = 1/\lambda_{\text{max}} (A_{\text{tr}}^\top A_{\text{tr}}) \) and \( \gamma = 10 \). For a-IRG, we set \( \gamma_0 = 0.01 \) and \( \eta_0 = 1 \). For DBGD, we set \( \gamma_k = 10^{-4} \).

### F.2 Fair Classification

**Dataset Generation.** We preprocess the original Adult income dataset (Dua and Graff, 2019) with the same procedure as in (Zafar et al., 2017), leading to a dataset with 50 attributes for prediction. Moreover, we standardize all the attributes such that they lie between 0 and 1. In our experiment, we set \( \lambda = 100 \).

**Initialization.** We run the standard CG method with backtracking line search (Pedregosa et al., 2020) on the sparse logistic regression problem in (12). We terminate the procedure once the FW gap is no more than \( \epsilon_g/2 = 5 \times 10^{-5} \) or we have reached the maximum number of iterations \( N_{\text{max}} = 10^4 \).

**Implementation Details.** For our CG-BiO method, we set \( \epsilon_f = 10^{-4} \) and \( \epsilon_g = 10^{-4} \), respectively. We choose the stepsizes as \( \gamma_k = 0.005/\sqrt{k+1} \) instead of a constant stepsize as suggested by Theorem 2. Empirically, we observe that this leads to faster convergence. The subproblem we need to solve is in the same form as problem (31), which is also solved by a LP solver.

For BiG-SAM, we set \( \eta_f = \eta_g = 0.1 \) and \( \gamma = 1 \). For a-IRG, we set \( \gamma_0 = 5 \) and \( \eta_0 = 0.1 \). For DBGD, we set \( \gamma_k = 0.08 \).

### F.3 Dictionary Learning

**Dataset Generation.** Each of the sparse coefficient vectors \( \{x_i\}_{i=1}^{250} \) and \( \{x_i\}_{i=1}^{200} \) has 5 nonzero entries, whose locations are randomly chosen. Also, the absolute values of those nonzero weights are drawn uniformly from the interval \([0.2, 1]\).
The entries of the random noise vectors $\{n_i\}_{i=1}^{250}$ and $\{n'_k\}_{k=1}^{200}$ follow i.i.d. Gaussian distribution with mean 0 and standard deviation 0.01.

**Initialization.** The initialization consists of two phases. In the first phase, we run the standard CG algorithm on both the variables $D \in \mathbb{R}^{25 \times 40}$ and $X \in \mathbb{R}^{40 \times 250}$ for $10^4$ iterations with the stepsize chosen as $1/\sqrt{k+1}$ ($k \geq 0$ is the iteration counter). Then in the second phase, we keep the variable $X$ fixed and update $D$ using the standard CG algorithm with exact line search. We terminate the procedure and output $\hat{D}$ and $\hat{X}$ until the FW gap with respect to $D$ is no more than $\epsilon_g = 10^{-6}$.

**Implementation Details.** We choose $\delta = 3$ in both problems (5) and (6). All three algorithms start from the same initial point. We initialize $\tilde{D} \in \mathbb{R}^{25 \times 50}$ as the concatenation of $\hat{D} \in \mathbb{R}^{25 \times 40}$ and 10 columns of all zeros. Moreover, we initialize the variable $\tilde{X}$ randomly by drawing its entries from a standard Gaussian distribution and normalizing each column to have a $\ell_1$-norm of $\delta$. For our CG-BiO method, we choose the stepsize as $\gamma_k = 0.3/\sqrt{k+1}$ instead of a constant stepsize as suggested by Theorem 2. Empirically, we observe that this leads to faster convergence. The same stepsize rule is also used in the baseline CG method. In each iteration, we need to solve a subproblem in the form of

$$
\min_D \langle \nabla f_D(\tilde{D}_k, \tilde{X}_k), \tilde{D} \rangle \quad \text{s.t.} \quad \|\tilde{d}_i\|_2 \leq 1, \quad \langle \nabla g(\tilde{D}_k), \tilde{D} - \tilde{D}_k \rangle \leq g(\tilde{D}_0) - g(\tilde{D}_k).
$$

(32)

By using the KKT condition, it can be shown that the above problem is equivalent to finding a zero of the following one-dimensional nonlinear equation involving $\lambda \geq 0$:

$$
\tilde{D} = \Pi_Z(\nabla f_D(\tilde{D}_k, \tilde{X}_k) + \lambda \nabla g(\tilde{D}_k)), \quad \langle \nabla g(\tilde{D}_k), \tilde{D} - \tilde{D}_k \rangle = g(\tilde{D}_0) - g(\tilde{D}_k),
$$

where the projection on $Z = \{D \in \mathbb{R}^{25 \times 40} : \|\tilde{d}_i\|_2 \leq 1, \quad i = 1, \ldots, 40\}$ amounts to a column-wise projection on the Euclidean ball. In practice, we find that it can be solved efficiently by MATLAB’s root-finding solver.

For BiG-SAM, we set $\eta_f = \eta_g = 0.1$ and $\gamma = 10$. For a-IRG, we set $\gamma_0 = 0.01$ and $\eta_0 = 1$. For DBGD, we set $\gamma_k = 0.1$. 