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Software Defined Networking (SDN) is an emerging networking paradigm that provides more flexibility and adaptability in terms of network definition and control. However, SDN is a logically centralized technology. Therefore, the control plane (i.e. controller) scalability in SDN in particular, is also one of the problems that needs further focus. OpenFlow is one of the protocol standards in SDN, which allow the separation of the controller from the forwarding plane. The control plane has an SDN embedded firewall and is able to enforce and monitor the network activity. This firewall can be used to control the throughput. However, it may affect SDN performance. In this paper, throughput will be used as a performance metric to evaluate and assess the firewall impact on two protocols; Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) that passes through the forwarding planes. The evaluations have been verified through simulating the SDN OpenFlow network using MININET. The results show that an implementation of firewall module in SDN creates a significant 36% average drop for TCP and 87% average drop for UDP in the bandwidth which eventually affect the quality of the network and applications.
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1. INTRODUCTION
Software-defined networking (SDN) is a network management technique that enhanced the performance of the network by making its structure and configuration more dynamically and programatically efficient [1]. The application of this approach leads to several benefits, such as dealing with the changing business requirements by allowing the administrators and network engineers to make these changes via a centralized control console [2]. SDN’s implementation on a network allows it to become more flexible and agile by combining a multitude of network technologies, specifically designed for such purpose. SDN’s main structure involves separating the network control from forwarding planes, which put into context would be same as separating the brain from the muscle [3]. This separation would theoretically enable the network’s control plane (or the brain) to be programmable on its own, and thus provide the network engineers a direct control over the underlying infrastructure of the network [4]. SDN also has other underlying benefits, such as being manageable, dynamic, adaptable and more importantly cost effective, which make it an ideal solution for the ever-growing nature of the internet and its application’s high-bandwidth requirements [5].

SDN has several standards, one of which is OpenFlow (OF). In the SDN context, one of OpenFlow’s key components is the controller, which by representing the network Operating System, allows for application development through north bound API. SDN is heavily influenced by the behavior...
of the controller, and its efficiency is directly correlated with the efficiency of the SDN [6]. The architecture of the OpenFlow in SDN is illustrated in Figure 1. The OpenFlow switch contain a number of flow tables and are connected to the controller via an OpenFlow protocol. This protocol is used as a form of communication between the switches and the controller, which uses the flow tables as an abstraction. The purpose of the flow tables is to ensure that the packets are allocated, processed and delivered correctly by adhering to the flow entries in the flow tables [7, 8].

![Figure 1. OpenFlow SDN architecture](image)

Hardware Security Modules (HSM) have several functions and aspects which is to control the flow of the information and packets and communicate methods [9]. The traditional firewalls and SDN based firewalls have several differences. The SDN-based firewall filters the packets as it passes through the controller, and the packets that are subsequently followed are adhered to the controller firewall policy, which is enforced by the controller itself. SDN based firewall works both as a packet filter and a policy checker. Despite the flexibility that SDN architecture provides in terms of flexibility and programmability, SDN network with firewalls comes with penalties of extra overheads that influence the entire networks performance in terms of Quality-of-Service (QOS) such as jitter, latency and throughput [10].

The literature has studied on SDN network performances using different controller software and using different performance metric. Table 1, shows difference research in firewall for SDN. However, after completed literature review and related work for firewall in SDN, the research come out with that there are few numbers of studies that focus on the performance evaluation of embedded SDN firewall which may add extra overheads in term of latency, throughput and processing time.

| No | Title | Controller | Application or Metrics Performance |
|----|-------|------------|-----------------------------------|
| 1  | Firewall and load balancing as an application of SDN[11]. | Floodlight | Load balancing                      |
| 2  | Intrusion detection system based on Software Defined Network firewall[12]. | Floodlight | Detection of instruction Security   |
| 3  | Development and research of the PreFirewall network application for floodlight SDN controller[13]. | Floodlight | Security and Load balancing         |
| 4  | Evaluation of firewall and load balance in fat-tree topology based on floodlight controller[14]. | Floodlight | Security and Load balancing         |
| 5  | Implementing a firewall functionality for mesh networks using SDN controller[15]. | POX | Packets filtering                  |
| 6  | Comparative Analysis of UDP Traffic with and Without SDN-Based Firewall[16]. | POX | Throughput                         |
| 7  | Implementation and performance analysis of SDN firewall on POX controller[17]. | POX | Throughput                         |
| 8  | Building firewall over the software-defined network controller[18]. | POX | Action on packet header            |
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In network traffic the Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) used to transmit the packets between different devices in the network. The (TCP) is a bidirectional connection which the source host will receive acknowledgement from the destination host after the complete packets are received. The performance of TCP and UDP protocol are measured in term of bandwidth and transfer rate. The (UDP) is used by apps to transfer a faster flow of information between nodes with monitoring and checking the error rate[19]. In research [20] a simulation is performed in order to demonstrate and compare between that TCP and UDP in SDN networks. TCP and UDP flows are used to check performance of SDN by using two analytical models [21]. Firewall performance evaluated in software define network using POX controller. There are some Researches indicates that the bandwidth and transfer rate can be used to evaluate and analyze software define network for two cases with and without firewall implementation [16, 17]. However, the focus of this paper is solely on the software aspect of the network, thus, the hardware security aspect is out of the scope of this research. In overall, it was found that the effects of firewall on the performance of SDN controller is less researched.

2. PROPOSED METHOD

Measuring and evaluating the throughput of any network is important in order to define the performance of the network itself. Existing researches, use ONOS controller in order to build the network in Mininet software, in order to evaluate the TCP and UDP traffic flows in a software defined network environment, using alternative firewall settings [22]. Also in research [23] and [24] the researchers used ONOS controller in mininet software to studies the bandwidth in SDN. The throughput has been tested for linear topology network on using by used link aggregation method [25].In the research[26] TCP observed to evaluate the load balance in data center SDN. There are also further researches that evaluate SDN networks regarding their use of firewall deployment settings [14, 16, 27-30].

The main objective of this research, is to evaluate and observe the throughput parameter for TCP and UDP in SDN. The bandwidth and transfer rate are measured and analyzed based on the existence of the firewall module. The controller used is Floodlight with a tree topology network, all of which is built and implemented in the Mininet software.

The flowchart for the proposed method is illustrated in Figure 2. The proposed method flowchart starts by first creating an SDN in Mininet, once created, the controller and OpenFlow switch are defined. The next step sets the firewall state, there are generally two states (ON/OFF). If the setting is set to “on”, then the server clients is configured, then the SDN is initialized, which is followed by the packets being sent in the network. Once this process is complete, the UDP and TCP iPerf are measured and recorded. Once the data is recorded, the firewall state is changed to “off” and the process is repeated until the data is recorded again. With the data available from both firewall settings, the bandwidth and transfer rate are analyzed.

![Flowchart](image_url)

Figure 2. Proposed method flowchart
3. METHODOLOGY

In this section the System Specification and simulation design of the research are discussed as well the structure and system of the conducted experiment is also discussed in this section.

3.1. System specification

The research objective of this work is to evaluate and observe the throughput parameter in SDN with and without using the firewall module for normal forwarding SDN. The tools and applications of this work is using Mininet [31]. The Mininet simulator is used in conjunction with Floodlight [32], which is a tool used for the network controller, and Virtual Box [33], which provides a platform in Mininet virtual network can operate on. Eclipse IDE, which is a java programming tool is also use. The simulation specification environment is listed in Table 2.

| Software and Hardware | Specifications |
|-----------------------|----------------|
| Processor             | Core i5        |
| RAM                   | 8 GB           |
| Operation System      | Ubuntu 14.04   |
| SDN controller        | Floodlight 1.2 |
| OpenFlow Switch       | Version 1.3    |

3.2. Simulation design

In the simulation, the forwarding SDN module has two types of policies. The first setting has firewall operating and running, while in the second setting, the firewall is disabled. In the Mininet, the SDN network is created with all of its related elements, such as the host, switches, links, controller and others. The Mininet uses python script to customize its topology, in order to customize and design network topology for various simulation scenarios. Figure 3, is the topology in Mininet software environment. This topology consists of several elements. There are five switches; s9, s10, s11, s12, and s13, which are connected to six hosts; h1, h2, h3, h4, h5, and h6. Switches s9 and s10, are connected to the main switch, s1, which is connected directly to the SDN controller, c0. In the simulation, two hosts, h1 and h3, are used as the clients that check the flow entry in OpenFlow switch in two scenarios: (a) Normal forwarding network is running. (b) The firewall module is running with policy.

Figure 3. The network topology used in MININET

4. RESULTS AND DISCUSSION

In this section, the simulations are conducted using network topology in Figure 3 and following the simulation process flowchart depicted in Figure 2.

4.1. Results

Bandwidth and transfer rate are used as the performance measures. The simulations are done in two scenarios which are using server without and with firewall using both TCP and UDP protocols. In the first scenario, the simulation uses the IP range between 10.0.0.1 to 10.0.0.6 without firewall module. The TCP
forwarding server listens on TCP port 5001, TCP window size: 85.3 KByte (default) with local 10.0.0.1 port 5001 connected with 10.0.0.3 port 36742. The second scenario of the simulation uses floodlight controller with ports 5001, 5566 in the IP range of between 10.0.0.1 to 10.0.0.6 and the firewall IP of 255.255.255.0 of class C. The following statement will enable embedded firewall functionality in the SDN

```
curl http://localhost:8080/wm/firewall/module/enable/json -X PUT -d ''
```

This statement located in flow table and it stop all flow entry between any switches or hosts unless it is defined as new rules which it showing in the two flowing statements:

```
curl -X POST -d '{"src-ip": "10.0.0.1/32", "dst-ip": "10.0.0.3/32"}' http://localhost:8080/wm/firewall/rules/json

curl -X POST -d '{"src-ip": "10.0.0.3/32", "dst-ip": "10.0.0.1/32"}' http://localhost:8080/wm/firewall/rules/json
```

In this scenario the TCP traffic are redirected first to the firewall module then it will listen on TCP port 5001, TCP window size: 85.3 Kbyte (default) local 10.0.0.1 port 5001 connected with 10.0.0.3 port 44574. Figure 4 shows throughput for TCP traffic between host and the server directly in Mbits per seconds for every one interval seconds. The results are compared between TCP forwarding throughputs of the server with and without firewall. Figure 5 shows the results from the same simulation but for TCP forwarding transfer.

![Figure 4. Comparison of TCP bandwidth forwarding throughput](image)

![Figure 5. Comparison of TCP transfer rate forwarding throughput](image)

In the first scenario, simulation is also implemented UDP protocol. The UDP forwarding server listens on UDP port 5566, receiving 1470-byte datagrams. The UDP buffer size by default is 208 Kbyte for local IP address 10.0.0.1. UDP port 5566 is connected with IP address 10.0.0.3 port 41408. In scenario 2, the UDP traffic are redirected to the firewall module then to the server which will be listening on UDP port 5566 and receiving 1470-byte datagram. The UDP default buffer size is 208 Kbyte, local 10.0.0.1 port 5566 is connected with 10.0.0.3 port 47282.
Figure 6 shows bandwidth throughput for UDP traffic between host and the server directly for scenario with and without firewall in Mbit per second for every 1 second interval time. Figure 7 presents the result comparison for UDP transfer traffic between the host and the server directly for scenario with and without firewall in Mbyte seconds for every 1 second interval time.

![Figure 6. Comparison of UDP bandwidth forwarding throughput](image1)

![Figure 7. Comparison of UDP transfer rate forwarding throughput](image2)

### 4.2. Discussion

The simulation of the two scenarios using TCP and UDP protocol are measured in term of bandwidth and transfer data. Figure 4 shows the comparison of TCP forwarding throughput it shows significant of 36% average drop in throughput due to traffic redirection to the embedded firewall. This is due to the extra load in order to check the OpenFlow flows and the drop is also observed in Figure 5 for TCP transferred data 52%. Figure 6 shows the results comparing UDP protocol and there is a significant traffic drop of 87% average. This is because UDP can have significant impact on sensitive applications such as real time and interactive communications. Figure 7 shows the comparison for UDP data transfer with firewall also provide decrement in data transfer 86%. Table 3 shows the Comparison of the average Drop in TCP and UDP protocols when the two scenarios were applied.

| Metric      | TCP | UDP |
|-------------|-----|-----|
| Bandwidth   | 36% | 87% |
| Transfer Rate | 52% | 86% |

Table 3. Comparison of the average Drop in TCP and UDP protocols with firewall
In related work section, Table 2 shows that there are a few numbers of research that has been conducted in evaluation the performance of firewall in term of throughput in SDN. Two researches [16] and [17], were conducted for throughput evaluation for firewall in SDN, the experiment scenarios were based on POX controller connected with open flow switch version 1.0 in linear topology network. Therefore, this paper is to study and evaluate the effects of enabling the embedded firewall on floodlight controller connected with OpenFlow switch version 1.3 in tree topology network in terms of overall network throughput.

5. CONCLUSION

The paper presents evaluation the throughput and data transfer parameter in SDN for with and without using firewall module in normal forwarding SDN. The aim has been achieved through conducting a numerical simulation using the Mininet software simulator and the work has indicated that the implementation of a firewall has a significant impact on the bandwidth and data transfer. Observing the effect of the firewall module in Software Define Network, the benefits as well as the disadvantages of firewall in SDN could be more clearly identified. This firewall module is mainly used for purpose of security as opposed to normal forwarding network without the firewall in place.

The network simulation in Mininet shows that the throughput drop is due to firewall implementation. Although the firewall module is for security benefits, more careful considerations need to be made to avoid the adverse effects on the traffic throughput. The results indicate a clear issue that exist within firewall configuration and setting, and thus require further study that can address this issue by removing the observed delay. One of the conclusions come out of from this research that If the application or services used in SDN need to increase the transfer rate the firewall module need to consider in implementation to be not complex or lighter.

For future work, the plan is to dive deeper into the security aspects of the SDN network. There are several avenues of study that can be taken into consideration that won’t affect the QoS of the network, while at the same time can remain secure via the usage of the firewall. These changes need to occur either at the firewall module, or at the SDN controller in order to be able to provide the benefits provided by SDN, while remaining secure. Other challenges related to SDN can also be further studies and taken into consideration. Such as the main issue such like flow entries and rule conflict, which is one of the most researched topics in SDN, as it defects the security for hole SDN network and specially the rules of firewall modules.
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