SELECTING REGULARIZATION PARAMETERS FOR NUCLEAR NORM TYPE MINIMIZATION PROBLEMS
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Abstract. The reconstruction of low-rank matrix from its noisy observation finds its usage in many applications. It can be reformulated into a constrained nuclear norm minimization problem, where the bound $\eta$ of the constraint is explicitly given or can be estimated by the probability distribution of the noise. When the Lagrangian method is applied to find the minimizer, the solution can be obtained by the singular value thresholding operator where the thresholding parameter $\lambda$ is related to the Lagrangian multiplier. In this paper, we first show that the Frobenius norm of the discrepancy between the minimizer and the observed matrix is a strictly increasing function of $\lambda$. From that we derive a closed-form solution for $\lambda$ in terms of $\eta$. The result can be used to solve the constrained nuclear-norm-type minimization problem when $\eta$ is given. For the unconstrained nuclear-norm-type regularized problems, our result allows us to automatically choose a suitable regularization parameter by using the discrepancy principle. The regularization parameters obtained are comparable to (and sometimes better than) those obtained by Stein’s unbiased risk estimator (SURE) approach while the cost of solving the minimization problem can be reduced by 11–18 times. Numerical experiments with both synthetic data and real MRI data are performed to validate the proposed approach.
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1. Introduction. In the past two decades, the low-rank matrix recovery problem has attracted much attention in computer vision, pattern recognition, image processing, machine learning, and optimization communities. The problem arises in many applications such as denoising [9, 19], inpainting [12, 34], matrix completion [7, 8], background subtraction [43, 50], and image alignment [45]. In these applications, we often need to solve the constrained minimization problem

$$ \min_{\|X-Y\|_F \leq \eta} f(X) $$

(1.1)

to recover an unknown low-rank matrix $X \in \mathbb{R}^{m \times n}$ from its noisy observation $Y$, which is corrupted by Gaussian white noise. Here $\| \cdot \|_F$ denotes the Frobenius norm defined as the square root of the sum of the squares of its elements. Without loss of generality, we assume that $m \leq n$. The function $f(X)$ is a regularization function of $X$ which incorporates the prior information on the cleaned matrix $X$, and it can be the rank of $X$, the nuclear norm (NN) [6, 8], the truncated nuclear norm (TNN) [27, 31, 33] or the generalized weighted nuclear norm (GWNN) [22, 53] of the matrix $X$, etc. When $\|Y\|_F^2 \leq \eta$, we have a trivial solution $X = 0$ as $f(0) = 0$. In order to
exclude this case, we assume that

\[ \|Y\|_F^2 > \eta > 0 \]  

throughout this paper and we look for non-trivial solutions of (1.1).

Generally, a constrained minimization problem can be solved by projected gradient descent method [2, 29], Lagrangian multiplier method [2] and so on. When the projected gradient descent method is applied, the objective function \( f(X) \) should be differentiable. However, the functions \( f(X) \) considered in this paper are non-differentiable, so the projected gradient descent method cannot be directly applied to find the minimizers.

The Lagrangian multiplier method is also widely applied to solve the constrained minimization problem, which converts the constrained minimization problem (1.1) into a regularized one as follows

\[
\min_X f(X) + \frac{1}{2\lambda}\|X - Y\|_F^2,
\]

where \( 1/\lambda \) is the Lagrangian multiplier associated with the inequality constraint. In regularization theory, \( \lambda \) is also called the regularization parameter. If the singular value decomposition (SVD) of \( Y \) is given, the optimal solution of (1.3) can be obtained by soft thresholding of \( Y \)'s singular values when the regularization function is the nuclear norm [6, 8]. The threshold value equals to the regularization parameter \( \lambda \), see Theorem 2.2 below or [6]. By an abuse of notation, we use \( \lambda \) to refer to both the threshold value and the regularization parameter. It is a crucial issue to choose \( \lambda \). If \( \lambda \) is too small, then the shrinkage is insufficient and the corresponding solution is still noisy; while if \( \lambda \) is too large, informative structures might be removed together with the noise and the solution is a poor approximation of the cleaned matrix.

Ideally, the optimal \( \lambda \) should minimize the mean-squared error (MSE) between the true matrix and the estimated matrix. It is difficult to implement this approach because the true matrix is unknown. Some literatures have discussed how to choose an optimal regularization parameter for the unconstrained minimization problem (1.3).

In [18], Gavish and Donoho studied the asymptotic MSE (AMSE) and proposed the AMSE-optimal choice of hard threshold, which is \( (4/\sqrt{3})\sqrt{n}\tau \) when \( m = n \) and the standard deviation \( \tau \) of the noise is known. In [19], Gavish et al. applied the asymptotic framework to find the optimal threshold value, either analytically or numerically, for a variety of loss functions, including Frobenius norm, the nuclear norm and the operator norm. In [22], Yadav et al. applied random matrix theory to infer the AMSE without the knowledge of the true matrix \( X \). In [9], Candés et al. applied Stein's unbiased risk estimator (SURE), an unbiased estimate of MSE, to choose the soft threshold. They also gave an expression for the divergence of the estimated matrix with respect to the observation matrix. In [9], Bigot et al. derived the corresponding generalized SURE (GSURE) formula for different noise types, which further realized the adaptive thresholding of singular values. Deledalle et al. [10] proposed the Stein unbiased gradient estimator of the risk (SUGAR) and provided an asymptotically unbiased estimate of the gradient of the risk, which is an effective strategy to automatically optimize a collection of parameters.

In fact, the SURE approach requires the knowledge of the noise variance. When the knowledge of the noise variance is unknown, the generalized cross validation (GCV) method can be applied to choose the regularization parameter [20]. In [50], Josse et al. integrated the SURE method and the GCV method to handle the case
when the variance is unknown. Furthermore, Hansen et al. [25] proposed a method for choosing the regularization parameter based on the L-curve, which is a log-log plot of the norm of a regularized solution versus the norm of the corresponding residual norm. The optimal regularization parameter is the corner point of the L-curve, see [21, 29].

The discrepancy principle is also widely applied to choose the regularization parameter [1, 42, 46, 49]. It states that the regularization parameter \( \lambda \) should be chosen such that the minimizer \( X(\lambda) \) of (1.3) has a discrepancy that equals to the bound \( \eta \) if \( \eta \) is explicitly given, that is

\[
\| X(\lambda) - Y \|_F^2 = \eta. \tag{1.4}
\]

Obviously, (1.4) is the complementary condition associated with the constrained minimization problem (1.1), which shows that there is a mapping between the parameter \( \lambda > 0 \) and the bound \( \eta \). Given a regularization parameter \( \lambda \), it is trivial to obtain the bound \( \eta \) through directly calculating \( X(\lambda) \) and the squared Frobenius norm of \( X(\lambda) - Y \). It is a forward problem. However, given the bound \( \eta \) it is not trivial to obtain the corresponding regularization parameter \( \lambda \) because it is the root of the non-linear equation (1.4) and it is an inverse problem. Existing work on the discrepancy principle is mainly for Tikhonov [1, 5] and TV [49] regularization terms. To the best of our knowledge, there is no literature on considering how to obtain \( \lambda \) for a given \( \eta \) in the nuclear-norm-type regularization minimization problems.

In this paper, we aim precisely to obtain \( \lambda \) for any given \( \eta \) in (1.4) for nuclear-norm type minimization problems. We first show that the norm of the residual \( \| X(\lambda) - Y \|_F^2 \) is a strictly increasing function with respect to \( \lambda \). Hence we derive a closed form formula for \( \lambda \) associated with the constraint (1.4). This result can be applied to select an optimal regularization parameter \( \lambda \) for the unconstrained minimization problem (1.3). Compared with the SURE methods or the GCV methods, the proposed method can directly compute \( \lambda \) without solving a complicated and intricate optimization problem. We will see that the cost of solving the unconstrained minimization problem (1.3) (and hence the constrained minimization problem (1.1) too) is reduced by 11 times when compared with SURE methods. We remark that our approach also provides a fast method for solving the constrained minimization problem (1.1) for any given \( \eta \) by solving the corresponding unconstrained problem (1.3) with the corresponding \( \lambda \).

Note that the low-rank matrix recovery problem usually involves finding the SVD of matrices, and its computational complexity is \( O(mn \min\{m,n\}) \). For large-scale problems, the cost of the traditional SVD is very expensive. In the past ten years, randomized algorithms have been more and more widely used in low-rank matrix approximations [16, 36, 43, 51]. Compared with classic algorithms, randomized algorithms involve fewer floating-point operations (flops) and are more effective for large-scale problems. Our strategy for choosing the regularization value can also be easily incorporated into the randomized algorithms and the cost can be reduced by 18 times when compared with SURE methods.

The outline of this paper is organized as follows. In Section 2, we consider the solution of the regularization model (1.3) when the penalty function is the nuclear norm or its variants. In Section 3, we discuss the relationship between the regularized model and the constrained model. The estimation of the bound \( \eta \) for the residual is also given. In Section 4, we solve (1.4) for the regularization parameter \( \lambda \) in terms of the bound \( \eta \). Then we consider the solution of the constrained model (1.1) for various nuclear-norm-type problems. In Section 5, numerical results are given to
demonstrate the effectiveness of the proposed method. Finally, a short conclusion is given in Section 6.

2. Regularized Minimization Model. In this section, we introduce some basic notation and consider the solution for the regularization minimization model in [1,3].

2.1. Notation. We first introduce the singular value decomposition (SVD). Any \( m \times n \) \((m \leq n)\) matrix \( Y \) can be factorized as follows \( Y = U \Sigma V^T \) where \( U = [u_1, u_2, \ldots, u_m] \in \mathbb{R}^{m \times m} \) and \( V = [v_1, v_2, \ldots, v_n] \in \mathbb{R}^{n \times n} \) are orthogonal, and \( \Sigma \in \mathbb{R}^{m \times n} \) is a diagonal matrix. The column vectors \( u_i \) and \( v_i \) are respectively called the \( i \)-th left and right singular vectors, and the diagonal entry \( \Sigma_{i,i} = \sigma_i \) is called the \( i \)-th singular value of the matrix \( Y \). We assume \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_m \geq 0 \).

The SVD can also be reformulated by the outer product form
\[
Y = \sum_{i=1}^{m} \sigma_i u_i v_i^T.
\]

An \( k \)-truncated matrix of \( Y \) is defined as
\[
Y_k = \sum_{i=1}^{k} \sigma_i u_i v_i^T.
\]

By applying Eckart-Young-Mirsky theorem [14, 40], we know that
\[
Y_k = \arg\min_{\text{rank}(X) \leq k} \| X - Y \|_F^2.
\]

The main aim in (1.1) is to recover an unknown matrix \( X \) from the noisy observation \( Y \). One common assumption is that the matrix \( X \) has low-rank structure. It is natural to choose the objective function \( f(X) = \text{rank}(X) \) and consider the following problem
\[
\min_X \text{rank}(X) + \frac{1}{2\lambda} \| X - Y \|_F^2.
\]

The rank of a matrix can be defined as the nonzero numbers of its singular values, i.e., the \( \ell_0 \)-norm of the singular values. The solution to (2.1) is given by the hard thresholding operator \( X = \sum_{i=1}^{m} \text{HT}_{\lambda}(\sigma_{Y,i}) u_i v_i^T \), where \( \text{HT}_{\lambda}(x) \) is a map defined by
\[
\text{HT}_{\lambda}(x) = \begin{cases} 
  x, & x > \sqrt{2\lambda}, \\
  0, & x < \sqrt{2\lambda}, \\
  \sqrt{2\lambda}, & x \leq \sqrt{2\lambda}.
\end{cases}
\]

2.2. Nuclear Norm. In compressed sensing, in order to characterize the sparsity of the signal, the \( \ell_1 \)-norm is usually used to approximate the \( \ell_0 \)-norm. Similarly, in the rank minimization problem (2.1), the rank of a matrix can be approximately replaced by the \( \ell_1 \)-norm of the singular values, which is the nuclear norm of the matrix.

Definition 2.1. Given a matrix \( X \in \mathbb{R}^{m \times n} \) with \( \sigma_{X,i} \) being its \( i \)-th singular value, the nuclear norm (NN) \( \| X \|_* \) of \( X \) is defined as the sum of its singular values, i.e., \( \| X \|_* = \sum_{i=1}^{n} \sigma_{X,i} \).

The nuclear norm regularized minimization problem is given by
\[
\min_X \| X \|_* + \frac{1}{2\lambda} \| X - Y \|_F^2.
\]

The following theorem states that the optimal minimizer of (2.2) is a function with respect to the regularization parameter \( \lambda \).

Theorem 2.2. [6] Let \( Y \) be an \( m \times n \) matrix, \( u_i \) and \( v_i \) be the \( i \)-th left and right singular vectors of \( Y \), and \( \sigma_{Y,i} \) be the \( i \)-th singular value. Then the solution of (2.2) is
given by \( \tilde{X}(\lambda) = \text{SVT}_\lambda(Y) \), where \( \text{SVT}_\lambda(Y) \) is the singular value thresholding (SVT) operator defined as

\[
\tilde{X}(\lambda) = \text{SVT}_\lambda(Y) \equiv \sum_{i=1}^{m} (\sigma_{Y,i} - \lambda)_+ u_i v_i^T.
\]  

(2.3)

Here \((x)_+ \equiv \max(x, 0)\).

2.3. Truncated Nuclear Norm. The nuclear norm shrinks all singular values equally and the large singular values are usually over-penalized. To overcome the shortcomings of nuclear norm, Hu et al. [27] used the truncated nuclear norm instead of the standard nuclear norm in order to keep the largest \( r \) singular values unchanged while shrinking the other singular values.

**Definition 2.3.** Given a matrix \( X \in \mathbb{R}^{m \times n} \) with \( \sigma_{X,i} \) being its \( i \)-th singular values, the truncated nuclear norm (TNN) \( \|X\|_r \) of \( X \) is defined as the partial sum of its singular values, i.e., \( \|X\|_r \equiv \sum_{i=r+1}^{m} \sigma_{X,i} \), where \( r < m \) is an integer.

The TNN regularized minimization problem is given by

\[
\min_X \|X\|_r + \frac{1}{2\lambda} \|Y - X\|_F^2.
\]  

(2.4)

The TNN has been proposed in low-rank matrix recovery and matrix completion problem [27, 31, 33]. The TNN is non-convex and the solution of TNN regularized minimization problem is generally non-trivial. In [27], the Von Neumann’s trace inequality [41] was utilized to handle the non-convexity. The idea is to rewrite TNN into an equivalent form

\[
\|X\|_r = \|X\|_* - \min_{(U,V) \in \mathcal{A}} \text{trace}(UXV^T)
\]

where \( \mathcal{A} = \{(U,V) : UU^T = I, VV^T = I, U \in \mathbb{R}^{r \times m}, V \in \mathbb{R}^{r \times n}\} \).

According to Von Neumann’s lemma, the inner product of two matrices is always bounded by the sum of the products of their corresponding singular values, while the maximum of the inner product of two matrices can only be achieved when these two matrices have the same left and right singular vectors. Based on these facts, the optimal solution of (2.4) can be expressed by the partial singular value thresholding operator [44].

**Theorem 2.4.** For any \( \lambda > 0 \), a global solution of (2.4) with a target rank \( r < m \) is given by the partial singular value thresholding (PSVT)

\[
\text{PSVT}_{r,\lambda}(Y) \equiv \sum_{i=1}^{r} \sigma_{Y,i} u_i v_i^T + \sum_{i=r+1}^{m} (\sigma_{Y,i} - \lambda)_+ u_i v_i^T.
\]  

(2.5)

We note that the PSVT operator is comprised of two terms: the first term is the \( r \)-truncated matrix \( Y_r = \sum_{i=1}^{r} \sigma_{Y,i} u_i v_i^T \), and the second term is the singular value thresholding operator of \( Z = Y - Y_r \), i.e., \( \text{SVT}_\lambda(Z) = \sum_{i=r+1}^{m} (\sigma_{Y,i} - \lambda)_+ u_i v_i^T \). Hence we have

\[
\text{PSVT}_{r,\lambda}(Y) = Y_r + \text{SVT}_\lambda(Y - Y_r),
\]

which implies that the truncated nuclear norm minimization problem can be solved through the nuclear norm minimization problem. For the constrained minimization
problem, we have
\[
\begin{aligned}
\argmin_{\|Y\|_F \leq \eta} \|Y - X\|_F^2 
&= \argmin_{\|Z\|_F \leq \eta} \|Z - X\|_F^2 
&\leq \eta \|X\|_r \equiv Y_r
\end{aligned}
\]
where \( Z = Y - Y_r \). Thus the constrained minimization problem for the truncated nuclear norm can be reformulated as that of the nuclear norm.

2.4. Weighted Nuclear Norm. To improve the flexibility of the nuclear norm, Gu et al. \cite{22} proposed a weighted nuclear norm to approximate the rank function, which has good performance in image denoising problem.

Definition 2.5. Given a matrix \( X \in \mathbb{R}^{m \times n} \) with \( \sigma_{X,i} \) being its \( i \)-th singular values and the non-negative weight vector \( w = (w_1, w_2, \ldots, w_m) \), the weighted nuclear norm (WNN) \( \|X\|_{w,*} \) of \( X \) is defined by
\[
\|X\|_{w,*} \equiv \sum_{i=1}^{m} w_i \sigma_{X,i}.
\]
We remark that the standard nuclear norm and the truncated nuclear norm can be regarded as the special version of the weighted nuclear norm, and the weight vectors are \( w = (1, \ldots, 1) \) for the standard nuclear norm and \( w = (0, \ldots, 0, 1, \ldots, 1) \) for the truncated nuclear norm.

We emphasize that the choice of the weights is very important. A reasonable weight vector should guarantee that the resulting singular values are in a non-increasing order. When the weights are arranged in non-decreasing order, larger singular values should be less penalized. In \cite{22}, the weights are suggested to be
\[
w_i = (\sigma_{X,i} + \epsilon)^{-1}, \quad i = 1, \ldots, m,
\]
where the parameter \( \epsilon \) is a sufficiently small positive number in order to avoid dividing by zero and should be set slightly smaller than the expected nonzero singular value of \( X \). In this case, \( \|X\|_{w,*} \) approximates the number of the nonzero singular values of \( X \), i.e., the rank of \( X \). In \cite{28}, Huang et al. generalized the weights to
\[
w_i = (\sigma_{X,i} + \epsilon)^{p-1}, \quad 0 \leq p < 1.
\]
In this way, \( \|X\|_{w,*} \) approximates the Schatten \( p \)-norm of \( X \), which is defined by \( (\sum_{i=1}^{m} \sigma_{X,i}^p)^{1/p} \). Because the singular values \( \sigma_{X,i} \) are unknown, an iterative approach is applied to estimate them. It is proved in \cite{28} that the optimal solution of the reweighted nuclear norm minimization problem is also a solution of the Schatten \( p \)-norm minimization problem.

In this paper, the weight vector defined in \cite{28} (i.e., (2.7)) is adopted, and we call the corresponding norm the generalized weighted nuclear norm (GWNN). Although the weighted nuclear norm is non-convex, its global optimal solution can still be obtained. Similar to Theorem 2.2, the closed form solution for the reweighted problem (2.8) can be represented by weighted singular value thresholding.

Theorem 2.6. \cite{23} For any \( \lambda > 0 \), \( Y \in \mathbb{R}^{m \times n} \), if the weights \( \{w_i\}_{i=1}^{m} \) satisfy \( 0 \leq w_1 \leq w_2 \leq \ldots \leq w_m \), then a global solution of the following minimization problem
\[
\min_{X} \|X\|_{w,*} + \frac{1}{2\lambda} \|Y - X\|_F^2
\]
is given by the weighted singular value thresholding (WSVT) operator
\[
\hat{X}_w(\lambda) = \text{WSVT}_\lambda(Y) \equiv \sum_{i=1}^{m} (\sigma_{Y,i} - \lambda w_i)_+ u_i v_i^T.
\]
If there are zero entries in the weight vector $w$, i.e., $w = (0, ..., 0, w_{r+1}, ..., w_m)$ with $0 < w_{r+1} \leq w_{r+2} \leq ... \leq w_m$, we have

$$\text{WSVT}_\lambda(Y) = Y_r + \sum_{i=r+1}^m (\sigma_{Y,i} - \lambda w_i) u_i v_i^T. \quad (2.10)$$

This is because the WSVT operator is comprised of the $r$-truncated matrix and the WSVT operator with nonzero weights. Therefore, without loss of generalization, in the following when we talk about weighted nuclear norm, we only focus on the case where all the weights are positive.

3. Constrained model and regularized model. Because the minimization problem of the truncated nuclear norm or weighted nuclear norm with zero weights can be reformulated as that of the nuclear norm or the weighted nuclear norm with positive weights respectively (see (2.6) or (2.10)), in this section, we assume that the objective function $f(X)$ is either the nuclear norm or weighted nuclear norm with positive weights only.

We discuss the relationship between the constrained model (1.1) and the regularized model (1.3). Mathematically, the two minimization models are equivalent in the sense that given a parameter $\lambda$, there exists a corresponding $\eta$ such that the solution of (1.3) is also a solution of (1.1), and vice versa. The following lemmas give the detailed explanations.

**Lemma 3.1.** If $X^\dagger$ is a global minimizer of the unconstrained regularized problem (1.3) with $\lambda > 0$, then there exists an $\eta \geq 0$ such that $X^\dagger$ is also a global minimizer of (1.1).

**Proof.** Define $\eta \equiv \|Y - X^\dagger\|^2_F \geq 0$. For any $X$ satisfying $\|Y - X\|^2_F \leq \eta$, applying the fact that $X^\dagger$ is a global minimizer of (1.3), we have

$$\eta \leq f(X^\dagger) = \frac{\eta}{2\lambda} + f(X^\dagger) = \frac{1}{2\lambda} \|Y - X^\dagger\|^2_F + f(X^\dagger) \leq \frac{\eta}{2\lambda} + f(X).$$

Hence $f(X^\dagger) \leq f(X)$, which implies that $X^\dagger$ is also a global minimizer of (1.1). \[\square\]

In order to exclude a trivial solution $X = 0$ for the constrained minimization problem in (1.1), we have assumed that $\|Y\|^2_F > \eta$, see (1.2). We show that a minimizer of the constrained minimization problem (1.1) always lies on the boundary of the constraint if $\|Y\|^2_F > \eta$.

**Lemma 3.2.** If $X^\dagger$ is a global minimizer of (1.1) with $\|Y\|^2_F > \eta > 0$, then we have $\|Y - X^\dagger\|^2_F = \eta$.

**Proof.** Let $\sigma_{X^\dagger,i}$ and $\sigma_{Y,i}$ be the singular values of $X^\dagger$ and $Y$ respectively. If, by contradiction, $X^\dagger$ is an interior point of the constrained set, then we have

$$\sum_{i=1}^m (\sigma_{Y,i} - \sigma_{X^\dagger,i})^2 \leq \|Y - X^\dagger\|^2_F < \eta,$$

where the first inequality is obtained by applying Von Neumann’s trace inequality \[\mathbb{II}.\] Let $\sigma_{X^\dagger,k}$ be the smallest positive singular value of $X$. The above inequality implies that there exists a positive scalar $\delta$ with $0 < \delta < \sigma_{X^\dagger,k}$ such that

$$\sum_{i=1}^{k-1} (\sigma_{Y,i} - \sigma_{X^\dagger,i})^2 + (\sigma_{Y,k} - \sigma_{X^\dagger,k} + \delta)^2 + \sum_{i=k+1}^m (\sigma_{Y,i})^2 \leq \eta. \quad (3.1)$$
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Let $\Sigma_\hat{X}$ be the diagonal matrix with the diagonal entries $\sigma_{\hat{X},k} = \sigma_{X^\dagger,k} - \delta$ and $\sigma_{\hat{X},k} = \sigma_{X^\dagger,i}$ for $i \neq k$. Clearly, the diagonal entries of $\Sigma_\hat{X}$ still keep the non-increasing ordering.

Let the SVD of $Y$ be $Y = U\Sigma_Y V^T$ and we set $\hat{X} = U\Sigma_\hat{X} V^T$. By (3.1), $\|Y - \hat{X}\|_F^2 < \eta$, i.e., $\hat{X}$ is a feasible solution of (1.1). However, we have

$$\sum_{i=1}^{m} w_i \sigma_{\hat{X},i} = f(\hat{X}) < f(X^\dagger) = \sum_{i=1}^{m} w_i \sigma_{X^\dagger,i},$$

(for nuclear norm, all $w_i = 1$). This contradicts the assumption that $X^\dagger$ is a global minimizer of (1.1). Therefore, we must have $\|Y - X^\dagger\|_F^2 = \eta$. \hfill $\Box$

**Lemma 3.3.** Let $\|Y\|_F^2 > \eta > 0$ and the objective function $f(X)$ in (1.1) be the nuclear norm or the weighted nuclear norm with weights $0 < w_1 \leq w_2 \leq \ldots \leq w_m$. If $X^\dagger$ is a global minimizer of (1.1), then there exists a parameter $\lambda > 0$ such that $X^\dagger$ is also a global minimizer of (1.3).

**Proof.** First, we show that $X^\dagger$ and $Y$ have the same sets of left and right singular vectors. For if otherwise, then by Von Neumann’s trace inequality, we have

$$\sum_{i=1}^{m} (\sigma_{Y,i} - \sigma_{X^\dagger,i})^2 < \|Y - X^\dagger\|_F^2 = \eta,$$

where the last equality is by Lemma 3.2. Similar to the proof in Lemma 3.2, we can then construct a matrix $\hat{X}$ such that $f(\hat{X}) < f(X^\dagger)$ while $\|Y - \hat{X}\|_F^2 \leq \eta$. This contradicts the assumption that $X^\dagger$ is a global minimizer of (1.1).

Next, we show that the singular values of $X^\dagger$ can be obtained by the Lagrangian multiplier method. Let $Y = U\Sigma_Y V^T$ be the SVD of $Y$. By the above paragraph, the solution of (1.1) is given by $X^\dagger = U\Sigma_X V^T$. Here $\Sigma_X$ can be obtained by solving the minimization problem

$$(3.2)\quad \min_{\|\Sigma X - \Sigma Y\|_F^2 \leq \eta} f(\Sigma X).$$

We note that the constraint $\|\Sigma X - \Sigma Y\|_F^2 \leq \eta$ must be an active constraint. For if not, then $X = 0$ is a minimizer and we obtain $\|\Sigma Y\|_F^2 = \|Y\|_F^2 \leq \eta$, a contradiction.

Without loss of generality, we consider $f(\Sigma X) = \sum_i w_i \sigma_{X,i}$ (for nuclear norm, all $w_i = 1$). Then (3.2) can be reformulated into

$$(3.3)\quad \min_{\sigma X \in \mathcal{S}} \sum_i w_i \sigma_{X,i},$$

where

$$\mathcal{S} = \{\sigma X = (\sigma_{X,1}, \ldots, \sigma_{X,m})^T : \|\sigma X - \sigma Y\|_2^2 \leq \eta, \sigma_{X,1} \geq \sigma_{X,2} \geq \ldots \geq \sigma_{X,m} \geq 0\}.$$ 

Since $\sigma_Y \in \mathcal{S}$ is a strictly feasible point, the minimization problem satisfies Slater’s condition [2, Proposition 3.3.9]. Therefore, there must exist a Lagrangian multiplier $\alpha > 0$ such that the solution of (3.3) (which is the same as the solution of (1.1)) can be obtained by minimizing the Lagrangian function

$$\min_{\sigma X \succeq 0} \sum_{i=1}^{m} w_i \sigma_{X,i} + \frac{\alpha}{2} \left(\|\sigma X - \sigma Y\|_2^2 - \eta\right).$$
The objective function is separable in each $i$, hence we obtain

$$
\sigma_{X^t,i} = (\sigma_{Y,i} - w_i/\alpha)_+ \quad \forall i = 1, \ldots, m.
$$

(3.4)

It is easy to check that we have $\sigma_{X^t,i} \geq \sigma_{X^t,i+1}$ due to the ordering of the singular values $\sigma_{Y,i}$ and the weights $w_i$.

Finally, we show that the lemma holds. It is obvious that $\sigma_{X^t,i}$ given by (3.4) are precisely those singular values in the SVT operator (see (2.3)) or a WSVT operator (see (2.9)) with the thresholding parameter $\lambda = 1/\alpha$. Therefore, by Theorem 2.2 or Theorem 2.8 we have

$$
f(X^t) + \frac{\alpha}{2} \|X^t - Y\|_F^2 \leq f(X) + \frac{\alpha}{2} \|X - Y\|_F^2,
$$

for all $X \in \mathbb{R}^{m \times n}$.

Based on the above lemma, we can find a suitable regularization parameter $\lambda$ when the bound $\eta$ is given such that a solution of (1.3) is one of the solution of (1.1).

3.1. Choice of Upper bound. It is very important to choose a suitable regularization parameter $\lambda$ in the regularized minimization problem (1.3) because the quality of the recovered matrix highly depends on this parameter. If $\lambda$ is too large, the given data cannot be fitted correctly, and if it is too small, the shrinkage is insufficient. The Morozov discrepancy principle [15, 42] is one method to choose $\lambda$. This principle selects $\lambda$ such that the residual norm is bounded, i.e., a good regularized solution $X(\lambda)$ should lie in a set $\{X : \|Y - X(\lambda)\|_F^2 \leq \eta\}$, where $\eta$ is an upper bound of the discrepancy depending on the noise level. Now we consider how to choose the bound $\eta$.

According to the discussion in Section 2, the minimizer of the regularized problem (1.3) has a closed form solution and is a function of the parameter $\lambda$. We will use $X(\lambda)$ to denote the minimizer. Notice that the residual $Y - \tilde{X}(\lambda)$ can be rewritten as $Y - \tilde{X}(\lambda) = X_\dagger + W - \tilde{X}(\lambda)$, where $X_\dagger$ is the true solution and each entry of the error matrix $W$ is the Gaussian noise with zero mean and variance $\tau^2$. If $\tilde{X}(\lambda)$ is a good estimation of $X_\dagger$, then the residual should be dominated by the Gaussian noise $W$. We introduce the following theorems which can be found in [24, 38, 39].

**Theorem 3.4.** Assume that all the entries of $W$ are of normal independent distribution with mean 0 and variance $\tau^2$. Then $\|Y - X_\dagger\|_F^2$ is $\chi^2$-distributed with variance $\tau^2$ and $mn$ degree of freedom, i.e., $\frac{1}{\tau^2} \|W\|_F^2 \sim \chi^2_{mn}$. Moreover, we have

$$
E\|W\|_F^2 = mn\tau^2.
$$

**Theorem 3.5.** Suppose that $g$ is a Lipschitz function on matrices:

$$
|g(X) - g(Y)| \leq L\|X - Y\|_F, \quad \text{for all } X, Y \in \mathbb{R}^{m \times n}.
$$

Given a Gaussian matrix $W \sim \mathcal{N}(0, \tau^2 I)$, then

$$
P\{g(W) \geq Eg(W) + L\tau t\} \leq e^{-t^2/2}.
$$

Since $\|\cdot\|_F$ is Lipschitz continuous with $L = 1$, we obtain

$$
P\{|W\|_F \leq E\|W\|_F + \tau t\} \geq 1 - e^{-t^2/2}.
$$
We can change \( t \) to get an upper bound of the Gaussian noise \( \| W \|_F \) with high probability (e.g., when \( t \geq 4 \), the noise is bounded with probability greater than 0.9996).

According to Theorems 3.4 and 3.5, it is natural to set the upper bound of \( \| W \|_F^2 \) to \( \eta = mnt^2 \). However, \( \hat{X}(\lambda) \) is obtained by applying the SVT operator to \( Y \), hence \( \hat{X}(\lambda) \) is dependent on the noise \( W \). It is reasonable to modify the upper bound to

\[
\eta = cmn\tau^2, \tag{3.5}
\]

where \( c \approx 1 \) can be adjusted appropriately to suit the applications \([4, 17]\). We see that the parameter \( \eta \) depends on the estimation of the noise level \( \tau \). If the noise level is not given, \( \tau \) can be estimated by using the median rule \([13, 35]\), i.e.,

\[
\tau = \text{median}(|\hat{Y}_{HH}|)/0.6745, \tag{3.6}
\]

where \( \hat{Y}_{HH} \) is the high-high coefficients of \( Y \) at the finest wavelet transform level.

Once the upper bound \( \eta \) is determined, we are in the position to find \( \lambda \) in terms of \( \eta \). Because the regularization parameter \( \lambda \) can be regarded as the Lagrange multiplier associated with the active constraint, the complementarity condition states

\[
\| Y - \hat{X}(\lambda) \|_F^2 = \eta. \tag{3.7}
\]

It means that the optimal regularization parameter \( \lambda \) is the root of the nonlinear equation (3.7).

4. Solutions for the Constrained and Unconstrained problems. In this section, we first consider finding an analytical expression of \( \lambda \) for the unconstrained problem (1.3) when the bound \( \eta \) for the constrained problem (1.1) is given (e.g., as in (3.5)). Since the regularization parameter \( \lambda \) is the same as the thresholding parameter used in the singular value soft-thresholding operator, we can hence solve the unconstrained problem (1.3) easily. By the equivalence of the two minimization problems, the constrained problem with the bound \( \eta \) is also then solved.

4.1. Nuclear Norm. Let \( f(X) = \| X \|_1 \), we know that the minimizer of the nuclear norm regularized minimization problem (2.2) is given by the SVT operator, see Theorem 2.2. We first show that \( \| Y - \hat{X}(\lambda) \|_F^2 \) is a positive and strictly increasing function of \( \lambda \).

**Theorem 4.1.** Let \( \sigma_{Y,i}, i = 1, ..., m \) be the singular values of \( Y \in \mathbb{R}^{m \times n} \) with \( \sigma_{Y,1} \geq \sigma_{Y,2} \geq \ldots \geq \sigma_{Y,m} \geq 0 \) and \( \hat{X}(\lambda) \) be the solution of (2.2) obtained by the SVT operator acting on \( Y \). Then \( \| Y - \hat{X}(\lambda) \|_F^2 \) is a positive and strictly increasing function of \( \lambda \) in the interval \([0, \sigma_{Y,1}]\).

**Proof.** According to Theorem 2.2 we have

\[
Y - \hat{X}(\lambda) = \sum_{i=1}^{m} \sigma_{Y,i} u_i v_i^T - \sum_{i=1}^{m} \max(\sigma_{Y,i} - \lambda, 0) u_i v_i^T = \sum_{i=1}^{m} \min(\sigma_{Y,i}, \lambda) u_i v_i^T.
\]

Hence we have

\[
\phi(\lambda) \equiv \| Y - \hat{X}(\lambda) \|_F^2 = \sum_{i=1}^{m} \min(\sigma_{Y,i}^2, \lambda^2). \tag{4.1}
\]
Without loss of generality, we assume $\sigma_{Y,1} > 0$ and define $\sigma_{Y,m+1} = 0$. For any $\lambda$ satisfying $0 = \sigma_{Y,m+1} < \lambda \leq \sigma_{Y,1}$, there must exist an index $k$ such that $\lambda \in (\sigma_{Y,k+1}, \sigma_{Y,k}]$. Then we have

$$\phi(\lambda) = k\lambda^2 + \sum_{i=k+1}^{m} \sigma_{Y,i}^2, \quad (4.2)$$

where the first term is a quadratic function with respect to $\lambda$ and the second term is independent of $\lambda$. Thus $\phi(\lambda)$ is a strictly increasing function in $(\sigma_{Y,k+1}, \sigma_{Y,k}]$. One can easily check that

$$\lim_{\lambda \to \sigma_{Y,k+1}} \phi(\lambda) = \phi(\sigma_{Y,k+1}) = k\sigma_{Y,k+1}^2 + \sum_{i=k+1}^{m} \sigma_{Y,i}^2,$$

which implies that $\phi(\lambda)$ is a continuous function. Thus we can deduce that $\phi(\lambda)$ is a positive and strictly increasing function in the interval $[0, \sigma_{Y,1}]$. \[ \square \]

Based on Theorem 4.1, we know $\phi(\lambda) = 0$ for $\lambda = 0$ and $\phi(\lambda) = \sum_{i=1}^{m} \sigma_{Y,i}^2 = \|Y\|_F^2$ for $\lambda \geq \sigma_{Y,1}$. Thus we obtain $0 \leq \phi(\lambda) \leq \|Y\|_F^2$ and we have the following theorems.

**Theorem 4.2.** Let $\hat{X}(\lambda)$ be the solution of (2.2) obtained by the SVT operator acting on $Y$ and let $\eta > 0$ be such that $\|Y\|_F^2 > \eta$. Then the nonlinear equation $\|Y - \hat{X}(\lambda)\|_F^2 = \eta$ has a unique solution $\lambda > 0$.

**Proof.** We define a new sequence

$$b_j = j\sigma_{Y,j}^2 + \sum_{i=j+1}^{m} \sigma_{Y,i}^2, \quad (4.3)$$

It is obvious that the sequence $b_j$ is non-increasing, that is $b_1 \geq b_2 \geq \ldots \geq b_m$. Define $b_{m+1} = 0$. Since $b_1 > \eta > 0$, we choose the subscript $k$ such that $b_{k+1} < \eta \leq b_k$. Let

$$\lambda = \sqrt{(\eta - \sum_{i=k+1}^{m} \sigma_{Y,i}^2)/k}. \quad (4.4)$$

Since $\eta > b_{k+1}$, we have $\lambda > 0$. By (4.2), we have $\phi(\lambda) = \eta$. \[ \square \]

**4.2. Generalized Weighted Nuclear Norm.** Now we consider the monotonicity of the discrepancy $\|Y - \hat{X}_w(\lambda)\|_F^2$ with respective to the parameter $\lambda$. For any $0 < \lambda \leq \sigma_{Y,1}$, there exists an index $k$ such that $\lambda \in (\sigma_{Y,k+1}, \sigma_{Y,k}]$. Suppose $\hat{X}_w(\lambda)$ is the solution of (2.8) with non-descending weights $\{w_i\}, i = 1, \ldots, m$, then using (2.9) and after some manipulations similar to those in Theorem 4.1 we have

$$\psi(\lambda) \equiv \|Y - \hat{X}_w(\lambda)\|_F^2 = \left(\sum_{i=1}^{k} w_i^2\right) \lambda^2 + \sum_{i=k+1}^{m} \sigma_{Y,i}^2. \quad (4.5)$$

Comparing to the function $\phi(\lambda)$ in (4.2), the coefficient $k$ of $\lambda^2$ is replaced by the sum of the weighted square $\sum_{i=1}^{k} w_i^2$ for the function $\psi(\lambda)$. Obviously, we can obtain the following result similar to Theorem 4.1.

**Theorem 4.3.** Let $\hat{X}_w(\lambda)$ be the solution of (2.8) obtained by applying the WSVT operator (2.9) acting on $Y$. Then the function $\psi(\lambda)$ is a positive and strictly increasing function of $\lambda$ in the interval $[0, \sigma_{Y,1}]$.\[ 11 \]
The result for Theorem 4.2 can be easily extend to the case for the weighted nuclear norm minimization problem. Notice that the WSVT operator in (2.9) can be reformulated into

\[ \text{WSVT}_\lambda(Y) = \sum_{i=1}^{m} w_i \left( \frac{\sigma_{Y,i}}{w_i} - \lambda \right) u_i v_i^T. \]

Hence the weighted singular values \( \sigma_{Y,i}/w_i \) which are less than the threshold parameter \( \lambda \) are set to zero. Similar to (4.3), we define the sequence

\[ b_j = \left( \frac{\sigma_{Y,j}}{w_j} \right)^2 \sum_{i=1}^{j} w_i^2 + \sum_{i=j+1}^{m} \sigma_{Y,i}^2, \quad j = 1, \ldots, m, \]  

(4.6)

with \( b_{m+1} = 0 \). Then \( \{b_j\}_{j=1}^{m+1} \) is a non-increasing sequence. Since by Theorem 4.3 the function \( \psi(\lambda) \) defined by (4.5) is a positive and strictly increasing function of the parameter \( \lambda \), we see that there exists an index \( k \) such that \( b_{k+1} < \eta \leq b_k \). Hence we have the following theorem.

**THEOREM 4.4.** Let \( \hat{X}_\omega(\lambda) \) be the solution of (2.8) obtained by applying the WSVT operator (2.9) on \( Y \). Then the nonlinear equation \( \psi(\lambda) \equiv \| Y - \hat{X}_\omega(\lambda) \|_F^2 = \eta \) has a unique solution

\[ \lambda = \sqrt{\frac{\eta - \sum_{i=k+1}^{m} \sigma_{Y,i}^2}{\sum_{i=1}^{k} w_i^2}}. \]

(4.7)

for any \( \eta \) satisfying \( 0 < \eta < \|Y\|_F^2 \).

Based on the above Theorems, there exists a parameter \( \lambda \) such that the minimizer of (1.1) is a SVT operator or WSVT operator with respect to \( \lambda \). We can find a suitable regularization parameter \( \lambda \) when the bound \( \eta \) is given such that a solution of (1.1) is one of the solution of (1.3). Since the regularization parameter \( \lambda \) is the same as the thresholding parameter used in the singular value soft-thresholding operator, we can hence solve the unconstrained problem (1.3) easily. By the equivalence of the two minimization problems, the constrained problem with the bound \( \eta \) is also then solved.

We summarize the algorithm for solving the nuclear norm minimization problem (1.1) in Algorithm 1.

**Algorithm 1** Low-rank matrix recovery for constrained minimization problem

**Input:** Observation matrix \( Y \) and \( \eta \)

**Output:** Estimated matrix \( X \)

1: if \( \|Y\|_F^2 \leq \eta \) then
2: \( X = 0 \)
3: else
4: \( Y = U \Sigma_Y V^T, \Sigma_Y = \text{diag}(\sigma_{Y,1}, \ldots, \sigma_{Y,m}) \)
5: Compute \( b_j, j = 1, \ldots, m \) by (4.3) or (4.6)
6: Find \( k \) such that \( b_k > \eta \geq b_{k+1} \)
7: Compute \( \lambda \) by (4.4) or (4.7)
8: end if
9: return \( X = \text{SVT}_\lambda(Y) \) or \( X = \text{WSVT}_\lambda(Y) \)
4.3. Randomized Algorithm for Large-scale Problems. When the singular value thresholding operator is applied to recover the low-rank matrix, we need to calculate all the singular values of the observed matrix $Y \in \mathbb{R}^{m \times n}$. The computation complexity is $O(m^2n)$ (here $m \leq n$). For large-scale matrices, singular values calculation is very time-consuming, which makes it infeasible in practical applications such as those in data sciences and image processing. In order to avoid directly computing all the singular values, one can use the randomized SVD (RSVD) approach [24, 37, 43]. The key is to extract a small core matrix by finding an orthonormal matrix with the unitary invariant property.

Let $\text{rank}(X) = s$ and $s < \ell \leq m$. There exists an orthogonal matrix $Q_\ell \in \mathbb{R}^{n \times \ell}$ with $Q_\ell^T Q_\ell = I_\ell$ and a matrix $A \in \mathbb{R}^{m \times \ell}$ such that $X$ has the factorization $X = AQ_\ell^T$. Hence we have

$$\|Y - X\|_F^2 = \|YQ_\ell - A\|_F^2 + a. \quad (4.8)$$

Here $a = \|Y\|_F^2 - \|YQ_\ell\|_F^2$. Obviously, $YQ_\ell \in \mathbb{R}^{m \times \ell}$ is a matrix with the size less than $Y$. Notice that $f(A) = f(X)$ for $\text{rank}(X) \leq \ell$, where $f(X)$ denotes the nuclear norm, the truncated nuclear norm or the weighted nuclear norm of $X$. Therefore, instead of solving the regularized minimization problem (1.3), by changing the variable, we consider the following reduced minimization problem

$$\min_A f(A) + \frac{1}{2\lambda} \|YQ_\ell - A\|_F^2. \quad (4.9)$$

The size of the matrix $YQ_\ell$ is smaller than that of $Y$.

Here we consider the solution of the reduced problem and once we obtain the optimal solution for $A$, the matrix $X$ can be recovered by $X = AQ_\ell^T$. Therefore the computation complexity can be significantly improved when $\ell \ll n$. Similarly, for the constrained minimization problem, the constraint can be reformulated as $\|YQ_\ell - A\|_F^2 \leq \eta - a$ according to (4.8). Thus we consider the following equivalent reduced problem

$$\min_{\|YQ_\ell - A\|_F^2 \leq \eta - a} f(A). \quad (4.10)$$

During the procedure to construct the reduced problem, we have assumed that $Q_\ell$ is known in advance and the rank of $X$ is less than the column number of $Q_\ell$. In some applications, however, the rank of $X$ is unknown. We can estimate the rank of $X$ according to the dominant components of the singular values of the noisy observation matrix $Y$. One way to obtain the dominant components of the singular values of $Y$ is to construct an orthogonal matrix $Q_\ell$ such that the columns of $Q_\ell$ are the $\ell$ dominant right singular vectors of $Y$. The randomized method can be applied to efficiently compute $Q_\ell$. An ideal $Q_\ell$ should satisfy the condition that the number of columns of the orthogonal matrix $Q_\ell$ is as small as possible such that the error $\|YQ_\ell Q_\ell^T - Y\|$ is less than some desired tolerance. The details for the randomized method can be found in [24].

Clearly, once $Q_\ell$ and $\eta$ are given, we can apply the same ideas developed in Subsection 4.1 and Subsection 4.2 to obtain the regularization parameter $\lambda$ and hence solve the reduced problems (4.9) and (4.10).

Now we analyze the computational complexity of using the standard SVD in Algorithm 1. The SVD costs $O(m^2n)$. Computing the sequences $b_j$ and $\lambda$ require $O(m^2)$ and $O(m)$, respectively. Then forming the optimal $X$ needs $O(m^2n)$. Therefore, the
total computational complexity of Algorithm 1 is $O(m^2 n + m^2 + m)$. If we use the randomized SVD, the total computational complexity is reduced to $O(2\ell^2 m + \ell^2 + \ell)$. Since $\ell \ll m$, the computation speed can be significantly improved. We note that before calculating the projection problem (1.10), the orthogonal matrix $Q_\ell$ must be calculated.

We illustrate the efficiency of solving the problems (1.1) and (1.3) using our approach in the following experiments. We denote the results obtained by the nuclear norm minimization problem (2.2) using our proposed regularization parameter $\lambda$ as “NN-DP” (see (4.4)). When the truncated nuclear norm or the generalized weighted nuclear norm is used, we denote our method as “TNN-DP” or “GWNN-DP” respectively. In the following tests, we set $r = 1$ for TNN, and the weights $w_i = (\sigma_{Y,i} + \epsilon)^{p-1}$ with $p = 0.7$ and $\epsilon = 10^{-6}$ for GWNN.

We compare the proposed algorithms with the following two approaches:

- **SURE [9]**: The optimal soft thresholding parameter can be estimated by minimizing

  $$
  \text{SURE}(\text{SVT}_\lambda(Y)) = -mn\tau^2 + \sum_{i=1}^{m} \min\left(\lambda^2, \sigma_{Y,i}^2\right) + 2\tau^2 \text{div}(\text{SVT}_\lambda(Y)),
  $$

  where ‘div’ is the divergence of SVT$_\lambda$ with respect to $Y$. The solution is then given by

  $$
  \hat{X}_{\text{SURE}} = \sum_{i=1}^{m} (\sigma_{Y,i} - \lambda^1)_+ u_i v_i^T,
  $$

  where $\lambda^1$ minimizes the SURE function. As suggested in [9], $\lambda^1$ is obtained by trial-and-error on 101 logarithmically equally spaced points between $10^{-1}$ and $10^7$. The SURE approach can be easily generalized to the TNN and GWNN too. We denote the resulting methods by “NN-SURE”, “TNN-SURE” and “GWNN-SURE”.

- **HardT [18]**: The optimal hard threshold is chosen as $\lambda = (4/\sqrt{3})\sqrt{n}\tau$ when the noise level $\tau$ is known or $0.2858\sigma_{Y,\text{med}}$ when $\tau$ is unknown. Here $\sigma_{Y,\text{med}}$ denotes the median value of the singular values of $Y$. The recovered matrix is given by

  $$
  \hat{X}_{\text{HardT}} = \sum_{i=1}^{m} \sigma_{Y,i} 1(\sigma_{Y,i} > \lambda) u_i v_i^T.
  $$

5.1. Simulations on Synthetic Data. In the first set of experiments, we consider removing noise from synthetical matrices with size $m \times n$. The rank of the true
The Signal-to-Noise Ratio (SNR), defined by SNR = 10 log \( \frac{\|X\|_F^2}{\|X - \hat{X}\|_F^2} \), where \( \hat{X} \) is the estimated matrix.

5.1.1. Regularization Parameter Selection. We first show that the selected regularization parameter by our method is a good one. We consider the standard nuclear norm as the penalty function. Rank ratio is set to \( \rho = 5\% \) and 10\% and the noise standard derivation level is set to \( \tau = 1, 3, 5, 7 \) respectively. The size of the matrix is set to \( m = n = 500, 1000, 2000 \) respectively.

The plots in Figure 5.1 show the curves of the SNR against the regularization parameter \( \lambda \) for different rank ratios and different noise levels. The SNR obtained by our approach (i.e., solving the minimization problem (1.3) using Algorithm 1) and by the “SURE” are marked by black “*”, and magenta “+”, respectively. We observe in the figures that even if the noise level is the same, the optimal regularization parameter

SNR is defined by SNR = 10 log \( \frac{\|X\|_F^2}{\|X - \hat{X}\|_F^2} \), where \( \hat{X} \) is the estimated matrix.
varies with the size of the matrix. We also observe that the SNRs obtained by “SURE” are close to the maximum of the curve in most cases because the parameter obtained by “SURE” has the minimum MSE within a given range of the parameter.

The regularization parameter obtained by our method tends to be slightly larger than the optimal one. This is consistent with the observations that the selection of discrepancy principle with \( c = 1 \) usually yields an over smoothed result (11, 17). In order to obtain the optimal SNRs, one can choose a small value for \( c \) (i.e., \( c < 1 \)) or decrease the regularization parameter.

We remark that when the size of the matrices is big and the rank ratio is small (see the last row in the figure), our method gives better SNRs. We also note that “SURE” obtains the regularization parameters by solving the minimization problem (5.1) by trial-and-error, which is time-consuming, while our method provides a closed form formula for \( \lambda \) directly (see (4.4) and (4.7)). We will see below that the CPU running time of our method is indeed much faster than that of “SURE”.

5.1.2. Comparisons of Denoising Results. In this subsection, we compare the different methods in denoising. Here two tasks are performed. The first one is based on the full observation matrix, and the second one is based on the randomized projected matrix after dimensionality reduction. In the randomized case, the size \( \ell \) of the projection matrix \( Q_\ell \) (see Subsection 4.3) is specified in advance for the best rank-\( \ell \) approximation. Here we take \( \ell = s + 5 \), where \( s = \text{round}(\rho \max(m,n)) \). According to (4.8), the bound \( \hat{\eta} \) for the matrix \( \hat{Y}_\ell = YQ_\ell \) is given by

\[
\hat{\eta} = \eta - \|Y\|_F^2 + \|\hat{Y}_\ell\|_F^2.
\]

Note that “HardT” and “SURE” need the noise level of the low-dimensional matrix \( \hat{Y}_\ell \) as an input argument. Its noise level can be estimated by \( \hat{\tau} = (c_m n \tau^2 - \|Y\|_F^2 + \|\hat{Y}_\ell\|_F^2) / (n\ell) \) if the noise level \( \tau \) of \( Y \) is given. Otherwise, one needs to estimate it either implicitly or explicitly from \( \hat{Y}_\ell \).

We set the matrix size \( m = n = 500, 1000, 2000, 4000 \), and the standard deviation \( \tau = 3, 5 \) respectively. The rank ratio \( \rho \) is set to 1%, 5%, 10%, 20%, 40%, and the rank of the clean matrix \( X^\dagger \) is fixed to \( \rho \max(m,n) \). We consider four different types of objective functions: \( \|X\|_* \), \( \|X\|_r \) (with \( r = 1 \)) and \( \|X\|_{w,*} \). In fact, the penalty functions \( \|X\|_* \), \( \|X\|_r \) and \( \|X\|_{w,*} \) are relaxations of the function \( \text{rank}(X) \). Here the SNRs and CPU running times are computed by running the experiments 10 times and taking the average of the 10 tests. We use boldface to mark the best method for a given matrix amongst all the different regularization norms and methods; and we use the italic font to mark the best method for the given regularization norm.

The SNRs obtained by different methods are shown in Table 5.1 for the standard non-randomized algorithms. From the table, we see that the SNRs obtained by the rank function are larger than those obtained by the nuclear norm and its variants when \( X \) is of small rank and small size. With the increase of the rank and the size, the SNRs obtained by the rank function become smaller than those obtained by other functions. When comparing the parameter strategy of “DP” (i.e. ours) and “SURE” in NN model, we observe that the SNRs are approximately equal, while the SNR obtained by our “DP” is slightly larger than that by “SURE” in many of the cases. We also observe that the SNRs obtained by TNN and GWNN are larger than those obtained by NN, which indicates their superiority in characterizing low-rank properties.

In terms of CPU running time, our “DP” method is almost as fast as the “HardT” method as we only need one substitution to get \( \lambda \) (see (4.3) and (4.7)) and then
Table 5.1
Comparison of SNR (dB) for different methods with standard algorithm.

| m = n | τ | ρ | f(X) | m = n | τ | ρ | f(X) |
|-------|---|---|------|-------|---|---|------|
| 1000  | 5%| 15%| 1.124 | 5%   | 15%| 1.124 | 1.178 |
| 2000  | 5%| 15%| 1.124 | 5%   | 15%| 1.124 | 1.178 |
| 4000  | 5%| 15%| 1.124 | 5%   | 15%| 1.124 | 1.178 |

obtain the solution by the thresholding operators similar to the “HardT” method. In contrast, “SURE” method requires a minimization of the SURE function by trial-and-error. According to the CPU running time, our “DP” method is at least 11 times faster than the “SURE” method.

Now we compare the performance of different methods for the randomized algorithms, and we list the SNRs in Table 5.2. Similar conclusions can be observed among different methods. Note that for the nuclear-norm problem, our “DP” approach outperforms the “SURE” approach in 38 out of the 40 different cases we tested. We also observe that in most cases, the SNRs obtained by the randomized algorithm are
Comparison of SNR (dB) for different methods with randomized algorithm.

| m = n | τ | ρ | HardT | $||\mathbf{X}\|_r$ | TNN-SURE | TNN-DP | GWNN-SURE | GWNN-DP |
|-------|---|----|-------|---------------|----------|--------|------------|---------|
| 500   | 3%|    | 14.47 | 11.78 | 12.28 | 14.47 | 14.47 | 13.62 | 13.15 |
|       | 3%|    | 22.99 | 21.75 | 22.92 | 22.99 | 22.97 | 22.75 | 22.81 |
|       | 10%|   | 26.25 | 25.52 | 25.72 | 26.25 | 26.25 | 26.15 | 26.18 |
|       | 20%|   | 29.43 | 29.05 | 29.29 | 29.43 | 29.57 | 29.39 | 29.52 |
|       | 40%|   | 32.48 | 32.19 | 32.74 | 32.48 | 32.88 | 32.47 | 32.84 |
|       |    | 5% | 11.35 | 8.19  | 8.79  | 11.35 | 11.35 | 9.97  | 9.45  |
|       |    | 10%| 21.80 | 19.39 | 19.80 | 21.80 | 21.79 | 21.30 | 21.29 |
|       |    | 20%| 29.06 | 28.04 | 28.27 | 29.06 | 29.03 | 28.93 | 28.84 |
|       |    | 40%| 32.29 | 31.72 | 31.91 | 32.29 | 32.31 | 32.25 | 32.26 |
| Average SNR | 24.57 | 23.15 | 23.52 | 24.57 | 24.61 | 24.22 | 24.18 |
| Average time (sec) | 0.005 | 0.110 | 0.006 | 0.123 | 0.007 | 0.117 | 0.006 |

Table 5.2

5.2. Simulations on PINCAT Numerical Phantom. In the following, we compare the performance of different methods in dynamic MRI-denoising. We use the same data set and parameter settings presented in [9]. There are 50 images of size 128 × 128 taken at 50 time-steps. The physiologically-improved NCAT (PCINCAT) equal to or slightly lower than these by the standard algorithm. We remark that the difference of the SNRs comes from the difference between $YQ_fQ_f^T$ and $Y$. The speed advantage of the randomization algorithm is more obvious with the increase of matrix dimension. When $m = n = 4000$, the random algorithm is 28 times faster than the standard algorithm.
Table 5.3
SNRs comparison of different methods for the PINCAT Numerical Phantom.

| \( \tau \) | Noisy | HardT | NN-SURE | NN-DP | TNN-SURE | TNN-DP | GWNN-SURE | GWNN-DP |
|----------|-------|-------|---------|-------|----------|--------|-----------|--------|
| 5        | 27.50 | 33.19 | 33.76   | 33.71 | 34.34    | 34.42  | 35.03     | 35.02  |
| 10       | 21.48 | 27.60 | 28.79   | 28.73 | 29.64    | 29.69  | 30.13     | 30.13  |
| 15       | 17.96 | 24.33 | 25.90   | 25.85 | 26.89    | 27.01  | 27.33     | 27.31  |
| 20       | 15.46 | 22.01 | 23.88   | 23.83 | 25.09    | 25.14  | 25.34     | 25.31  |
| 25       | 13.52 | 20.21 | 22.23   | 22.26 | 23.73    | 23.70  | 23.81     | 23.76  |
| 30       | 11.94 | 18.74 | 21.02   | 20.98 | 22.54    | 22.53  | 22.54     | 22.48  |
| 35       | 10.60 | 17.49 | 19.84   | 19.90 | 21.59    | 21.55  | 21.46     | 21.40  |
| 40       | 9.44  | 16.41 | 18.97   | 18.96 | 20.77    | 20.70  | 20.52     | 20.46  |
| 45       | 8.42  | 15.45 | 18.11   | 18.13 | 19.99    | 19.94  | 19.68     | 19.62  |
| 50       | 7.50  | 14.59 | 17.29   | 17.39 | 19.34    | 19.27  | 18.92     | 18.88  |
| Average  | 14.38 | 21.00 | 22.98   | 22.97 | 24.39    | 24.40  | 24.48     | 24.44  |
| Average Time | 19.01 | 733.34 | 20.12 | 761.91 | 20.06 | 754.24 | 20.81 |

Figure 5.2. The truth image with an enlarged portion cropped out from the image for \( \tau = 10 \), its noisy image by \( \tau = 30 \), and the denoised images by different methods.

The PINCAT numerical phantom [17] simulates a first-pass myocardial perfusion real-time MRI series. The free-breathing model is available in the kt-SLR software package [32]. The noise is mainly caused by thermal noise and physiological noise, which follows the Gaussian distribution. Complex identical and independent Gaussian noise were added to the image data.

The locally low-rank recovery (LLR) method [38] is applied to remove the noise.
LLR is the generalization of low-rank matrix reconstruction, which spatially partitions the image sequence into small blocks by a fixed sliding window with stride 1. In the experiment, the sliding window size is set to $7 \times 7$. We reshape each partitioned block into a $49 \times 50$ Casorati matrix (a matrix whose columns comprise vectorized patch of the image sequence). Because the changes of each frame in the sequence are small, the Casoratic matrix constructed from a clean image sequence is of low-rank. We solve the low-rank matrix minimization problem by using each of these Casoratic matrices as an observed matrix, and there are $128^2 = 16,384$ of such minimization problems to solve.

The SNR value is used to evaluate quantitatively the performance of different methods, which are listed in Table 5.3. The best results among all methods are shown in boldface and the best results for the given regularization norm are marked in italic font. We see from the average SNR values that our method is only $0.01\text{dB}$ lower than SURE for “NN” and “TNN” and $0.04\text{dB}$ lower for “GWNN”. However, since we have to perform denoising on $16,384$ minimization problems of size $49 \times 50$ each, the “SURE” method is very time-consuming. Our “DP” method is at least 35 times faster than the “SURE” method.

Figure 5.2 shows the truth image with an enlarged portion cropped out from the image at the 10th time-step, the noisy image with $\tau = 30$, and the denoised images by different methods, respectively. We observe that there is still residual noise in the denoised image obtained by “HardT”, which implies that the parameter chosen as in [18] is not suitable for LLR. This is because the threshold selected is related to the noise level only, and therefore the same threshold is selected for each block.

We also compare the worst-case absolute error$^2$ for our “DP” and “SURE” methods, which is shown in Figure 5.3. From the figures, we observe that “NN” exhibits higher residual error than “TNN” and “GWNN”. Once again, the figures verify that

---

2The worst-case absolute error is computed by $\max_t |X_{ij}(t) - \hat{X}_{ij}(t)|$, where $X(t)$ and $\hat{X}(t)$ are the truth image and the recovered image at time $t$. 

---
the results obtained by the truncated nuclear norm or weighted nuclear norm are better than those by the standard nuclear norm or the hard thresholding scheme.

6. Conclusion. The constrained model and the regularized model for the low-rank matrix recovery were considered in this paper. We have derived a formula for the regularization parameter when a bound of the residual norm is given. The results were used to select the regularization parameter automatically using the discrepancy principle and to solve the constrained problem when the bound of the constraint is given. Experimental results showed that the proposed approach is competitive to the SURE methods in terms of noise removal and adaptive parameter selection, and is much faster in terms of CPU time.
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