The local universality of Muttalib–Borodin ensembles when the parameter $\theta$ is the reciprocal of an integer
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Abstract
The Muttalib–Borodin ensemble is a probability density function for $n$ particles on the positive real axis that depends on a parameter $\theta$ and a weight $w$. We consider a varying exponential weight that depends on an external field $V$. In a recent article, the large $n$ behavior of the associated correlation kernel at the hard edge was found for $\theta = \frac{1}{2}$, where only few restrictions are imposed on $V$. In the current article we generalize the techniques and results of this article to obtain analogous results for $\theta = \frac{1}{r}$, where $r$ is a positive integer. The approach is to relate the ensemble to a type II multiple orthogonal polynomial ensemble with $r$ weights, which can then be related to an $(r+1) \times (r+1)$ Riemann–Hilbert problem. The local parametrix around the origin is constructed using Meijer $G$-functions. We match the local parametrix around the origin with the global parametrix with a double matching, a technique that was recently introduced.
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1. Introduction and main result

1.1. Introduction

The Muttalib–Borodin ensemble (MBE) with parameter \( \theta > 0 \) and weight \( w \) is defined by the following joint probability density function for particles on the positive half-line.

\[
\frac{1}{Z_n} \prod_{1 \leq i < j \leq n} (x_i - x_j)(x_i^\theta - x_j^\theta) \prod_{j=1}^{n} w(x_j), x_1, \ldots, x_n > 0.
\]  

(1.1)

Here \( Z_n > 0 \) is a normalization constant. We consider an \( n \)-dependent weight

\[
w(x) = w_\alpha(x) = x^\alpha e^{-nV(x)},
\]

where \( \alpha > -1 \) and \( V : [0, \infty) \to \mathbb{R} \) is an external field that has enough increase at infinity. The latter is imposed to assure that (1.1) is integrable and thus normalizable. A sufficient condition would be to have \( V(x) \geq c \log(x) \) for \( x \) big enough and some constant \( c > \frac{1}{\theta^2} \). We put \( V(0) = 0 \) without loss of generality.

In 1995 Muttalib introduced the model as a simplified model for disordered conductors in the metallic regime without time-reversal symmetry [43]. This type of disordered conductors was not accurately described by the existing random matrix models. Until then, one had assumed that such systems were described by a general unitary ensemble with probability density function of the form

\[
\frac{1}{Z_n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{j=1}^{n} e^{-nV(x_j)},
\]

where \( V \) confines the particles to \((0, \infty)\). While this model appears to be a good approximation, small discrepancies were noticed. It was known [8] that the interaction part of the Hamiltonian actually takes the non-logarithmic form

\[
-\frac{1}{2} \sum_{1 \leq i < j \leq n} \log |x_i - x_j| - \frac{1}{2} \sum_{1 \leq i < j \leq n} \left| \arcsinh(\sqrt{x_i})^2 - \arcsinh(\sqrt{x_j})^2 \right|.
\]

Close to the origin, the second sum is approximately equal to the first, and the general unitary ensemble is a reasonable approximation. However, in other regions this approximation is less adequate and this has consequences for certain observables. For example, the variance of the conductance \( \sum (1 + x_j)^{-1} \) turns out to be \( \frac{1}{2} \) in the general unitary ensemble, a difference with the \( \frac{1}{8} \) that is found with microscopic perturbative methods [7]. Muttalib suggested to improve the description by approximating the \( \arcsinh \) expressions by a polynomial. The simplest type of polynomials that can be considered are monomials \( x^\theta \), and this yields (1.1) (we relax the constraint that \( \theta \) is an integer though). Notice that the MBE can be viewed as a generalization of the general unitary ensemble (with hard edge), which corresponds to \( \theta = 1 \). See [47] for a recent attempt of Yadav, Muttalib et al to model certain physical systems with a generalization of the MBE.

Besides serving as a better description for certain disordered conductors, (1.1) turns up in several explicit physical models. For example, in [39] it is argued that a system of disordered bosons (rather than fermions) without time-reversal symmetry could be described by the MBE with parameter \( \theta = 2 \) and weight function \( w(x) = x^\alpha e^{-\tau x} \). Here \( x_1, \ldots, x_n \) are the characteristic frequencies and \( \alpha \) and \( \tau \) are certain constants. Another example can be found in [28], where
the authors investigated a model of Dyson Brownian motion under a moving boundary. It turns out that the propagator in their model can be expressed by the MBE with parameter $\theta = 2$ and weight function $w(x) = x e^{-\frac{1}{2}x^2}$. Here $x_1, \ldots, x_n$ denote the positions of the particles and $t$ is a large time parameter.

The MBE also has some explicit random matrix realizations. Cheliotis considered a random matrix model of lower-triangular matrices $\{X_{ij} : 1 \leq i \leq j \leq n\}$ where the entries on the diagonal have density

$$w(x) = \frac{1}{\pi \Gamma(\theta(j-1) + \alpha + 1)} e^{-|X_{jj}|^2 |X_{jj}|^{2(j(j-1)+\alpha)},$$

while all other components are standard complex normal variables [14]. In this case the distribution of the squared singular values (i.e., the eigenvalues of $XX^*$) is described by the MBE with parameter $\theta$ and weight function $w(x) = x^\alpha e^{-x}$. Similar realizations were found by Forrester and Wang [27]. It is worth mentioning that they also found a realization for the MBE with Jacobi weight.

A few years after Muttalib’s results were published, Borodin obtained interesting results for several specific choices of the weight $w_\alpha$ [12], in particular for the Laguerre case, i.e., when $V$ is linear. He found a new scaling limit, that we turn to in a second. It is worth mentioning that Borodin found the same scaling limit in the Jacobi case, with a restriction on the parameters, $w(x) = x^\alpha$, but the Laguerre case will be important from our perspective. For completeness, we also mention the recent results on scaling limits concerning large gap probabilities of the MBE [13, 15].

The MBE is a determinantal point process and thus it has an associated correlation kernel $K_{V,\alpha}^{\theta}$. In fact, it is a biorthogonal ensemble [12], and this implies that we may take

$$K_{V,\alpha}^{\theta}(x,y) = w_\alpha(x) \sum_{j=0}^{n-1} p_j(x)q_j(x^\theta),$$

where $p_j$ and $q_j$ are polynomials of degree $j$ that satisfy

$$\int_0^\infty p_j(x)q_k(x^\theta) w_\alpha(x) dx = \delta_{ij}, \quad j = 0, 1, \ldots$$

In the large $n$ limit the particles, corresponding to the weight (1.2), behave almost surely according to a limiting empirical measure that minimizes a corresponding equilibrium problem. Writing (1.1) as a Boltzmann weight (excluding the $x_j^\theta$ factors),

$$\frac{1}{Z_n} \exp \left(-\frac{1}{n^2} \sum_{1 \leq i < j \leq n} \log |x_i - x_j| - \frac{1}{n^2} \sum_{1 \leq i < j \leq n} \log |x_i^\theta - x_j^\theta| + \frac{1}{n} \sum_{j=1}^n V(x_j) \right),$$

the distributions that are more likely are the ones for which

$$\frac{1}{2n^2} \sum_{i \neq j} \log |x_i - x_j| + \frac{1}{2n^2} \sum_{i \neq j} \log |x_i^\theta - x_j^\theta| + \frac{1}{n} \sum_j V(x_j)$$

is small. In the large $n$ limit one assumes that a continuum limit can be taken, i.e., the sums, together with their inverse power of $n$, can be replaced by integrations over a probability density. This heuristic reasoning can be made rigorous, it was shown by Claeys and Romano in
In this paper we will go a step further and prove the conjecture for all \( \theta = \frac{1}{2} \) with \( r \) a positive integer. There are several advantages when we restrict to such \( \theta \). First of all, it is then known that the biorthogonal ensemble can be related to a multiple orthogonal polynomial (MOP) ensemble with \( r \) weights \( w_0, w_1, \ldots, w_r + \frac{1}{r} \) (see [35], lemma 2.1). That is, we can take \( p_n \), as in (1.4), to be the unique monic polynomial that satisfies

\[
\int_0^\infty p_n(x) x^k w_{r+1-k}(x) dx = 0, \quad j = 1, 2, \ldots, r, \; k = 0, 1, \ldots, \left\lfloor \frac{n-j}{r} \right\rfloor.
\]
The local parametrix that we find shows great similarity with the bare Meijer G-parametrix. This was to be expected, Zhang showed in [48] that the limiting correlation kernel in (1.8) can be expressed with the help of Meijer G-functions when either \( \theta \) or \( 1/\theta \) is a positive integer. The local parametrix that we find shows great similarity with the bare Meijer G-parametrix.

Our result will be valid under a generic restriction (see [16], theorem 1.8) on the external field. As in [35], we call the field. As in [35], we call 

\[ V \]

a one-cut \( \theta \)-regular external field which is real analytic on \([0, \infty)\). Then for \( x, y \in (0, \infty) \) we have

\[
\lim_{n \to \infty} \frac{1}{(cn)^{y+1}} K_{V,\theta}^\alpha \left( \frac{x}{(cn)^{y+1}}, \frac{y}{(cn)^{y+1}} \right) = \nu_{V}^{(\alpha)}(x, y),
\]

uniformly on compact sets, where \( c = \pi c_{0,V}/ \sin \frac{\pi}{\theta+1} \) with \( c_{0,V} \) as in (1.10).

We remark that the substitution \( x \to x^{\frac{1}{\theta}} \) changes the MBE to one with a different input. Namely, we should then substitute \( \theta, \alpha \) and \( V(x) \) by \( 1/\theta, (1+\alpha)/\theta - 1 \) and \( V(x^{\frac{1}{\theta}}) \), respectively. This means that the main result is also true when we replace \( r \) by \( \frac{1}{\theta} \) everywhere in its formulation, but with the altered condition that \( V(x^{\frac{1}{\theta}}) \) should be one-cut \( \frac{1}{\theta} \)-regular and real analytic. Then \( V(x) \) should have a power series expansion evaluated in \( x^{\theta} \), and this severely restricts what type of external fields can be treated. There does not appear to be a simple way to relax this restriction, although we believe that the main result should hold without it.

Our approach is conceptually the same as in [35]. The main difference is that the calculations become more technical and involved. The MOP ensemble (1.9) is related to an \((r+1) \times (r+1)\) Riemann–Hilbert problem (RHP) which we will present in the next section. We analyze this RHP using the Deift–Zhou method of nonlinear steepest descent [19–21] and this will allow us to prove theorem 1.1. To make our derivation cleaner we will assume that \( n \) is divisible by \( r \), but we explain in appendix A how the case where \( n \) is not divisible by \( r \) is treated. Notice that \( \left\lfloor \frac{\alpha}{r} \right\rfloor = \frac{\alpha}{r} - 1 \) for all \( j = 1, 2, \ldots, r \) in the case that \( n \) is divisible by \( r \).

The local parametrix at the hard edge is constructed with the help of Meijer G-functions. This was to be expected, Zhang showed in [48] that the limiting correlation kernel in (1.8) can be expressed with the help of Meijer G-functions when either \( \theta \) or \( 1/\theta \) is a positive integer.

The local parametrix that we find shows great similarity with the bare Meijer G-parametrix.
from [9], although there does not appear to be a simple transformation that relates these two local parametrix problems. As in other larger size RHPs (e.g., see [9, 33]), we will not be able to match the local parametrix with the global parametrix in the usual way. In order to match the global and local parametrix we are going to use a double matching. This double matching procedure was introduced in [35] and was later applied in [44]. In [42], the double matching procedure was refined and a general framework was put forward. The current paper will be the first instance were this general framework for the double matching procedure is utilized. As a convenience to the reader, we repeat the main result concerning the double matching of [42] in section 5.4.2 (see theorem 5.25).

Having done the Riemann–Hilbert analysis, one can also calculate the scaling limits of the correlation kernel in the bulk and at the soft edge $q$ to be the sine and Airy kernel, respectively. We omit the details.

We do not believe it to be reasonable to expect that our method can be generalized to all $\theta > 0$, but it might be possible to adapt it to obtain the same results for rational $\theta$. In particular, it was shown in [30] that there exists an underlying vector equilibrium problem when $\theta$ is rational. The measures of its solution might be used to construct $g$-functions for a corresponding RHP, although, at the moment, it is not clear to us what this RHP would look like (but it has been pointed out to us that this might be treatable with MOPs of mixed type [18]). To prove the conjecture for irrational $\theta$ we would suspect that an entirely new approach has to be invented, although a density or continuity argument might do the trick once the conjecture is proved for rational $\theta$.

Another question for further research, is whether the real analyticity of $V$ can be relaxed. Here, we are not thinking about piecewise real analytic external fields, such as in the Jacobi weight ($V(x) = 0$ for $x \in (0, 1)$ and $V(x) = \infty$ otherwise), which can likely still be treated by an adaptation of our approach, but more general situations. Our current approach can not deal with the situation where $V$ is not real analytic. To be specific, equation (5.5) would not necessarily be valid anymore for $j = 0$. This means that our Szegő function as defined in (5.14) does not actually lead to a local parametrix problem with constant jumps (see section 5.2.3). Furthermore, the map $f$ as defined in (5.21) will not be analytic, hence not conformal. It has been suggested to us that the $\mathcal{O}$-method as introduced by McLaughlin and Miller [41], adapted to larger size RHPs, might be able to deal with more general external fields.

We think that our results are useful for physical models that have a hard edge (e.g., due to a barrier, or lower limit, that confines the particles to some region), but are, in some way, more special than models where the Bessel kernel ($\theta = 1$) turns up, and have the more general limiting kernel (1.8). At the moment, no physical intuition appears to be known that explains why some models have (1.8) instead of the Bessel kernel as limiting kernel though. Models that are special in this way, may be described by (1.1), thus having a non-logarithmic interaction part in their effective Hamiltonian, but even in models that are described by a different joint probability density function, our results can be of practical value. Namely, such models can frequently be described by an RHP. Considering how the necessary special functions in their analyses should arise, we strongly suspect that such RHPs are of larger size (i.e., larger than $2 \times 2$). Explicit Riemann–Hilbert analyses of larger size RHPs are rare in the literature. Therefore, we expect our work to be helpful for such analyses, in particular when attempting to obtain the matching (see section 5.4.2), and more concretely, we expect that our solution to the local parametrix problem (see section 5.3) might be directly applicable.

The following three expressions will be used repeatedly throughout this paper.

$$\beta = \alpha + \frac{r - 1}{2r}, \quad \Omega = e^{\frac{2\pi i}{r}}, \quad \omega = e^{\frac{2\pi i}{r^2}}. \quad \text{(1.12)}$$
We will use these notations without reference, henceforth. Throughout this paper we use principle branches for fractional powers and logarithms, i.e., we pick the argument of $z$ between $-\pi$ and $\pi$. In the few cases were we have no choice but to deviate from this convention, it will be explicitly mentioned what branch we take.

## 2. The Riemann–Hilbert problem

### 2.1. Introduction of the Riemann–Hilbert problem

As mentioned in the introduction we will assume that $n$ is divisible by $r$. This choice is made because the intuition behind some of the formulae that we will encounter might be obscured if we include the $n$ that are not divisible by $r$. Most of the Riemann–Hilbert analysis is identical for such $n$ though, see appendix A. The MOP ensemble defined in (1.9) is related to an $(r+1) \times (r+1)$ RHP [45], which takes the form

**Riemann-Hilbert problem 2.1.**

**RH-Y1** $Y : \mathbb{C} \setminus [0, \infty) \to \mathbb{C}^{(r+1) \times (r+1)}$ is analytic.

**RH-Y2** $Y$ has boundary values for $x \in (0, \infty)$, denoted by $Y_+^\alpha(x)$ (from the upper half plane) and $Y_-^\alpha(x)$ (from the lower half plane), and for such $x$ we have the jump condition

$$
Y_+^\alpha(x) = Y_-^\alpha(x) \begin{pmatrix}
1 & w_\alpha(x) & w_{\alpha+\frac{1}{r}}(x) & \ldots & w_{\alpha+\frac{r-1}{r}}(x) \\
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{pmatrix},
$$

(2.1)

**RH-Y3** As $|z| \to \infty$

$$
Y(z) = \left( I + O \left( \frac{1}{z} \right) \right) \begin{pmatrix}
z^\alpha & 0 & 0 & \ldots & 0 \\
0 & z^{-\frac{\alpha}{r}} & 0 & \ldots & 0 \\
0 & 0 & z^{-\frac{\alpha+1}{r}} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & z^{-\frac{r-1}{r}}
\end{pmatrix}.
$$

(2.2)

**RH-Y4** As $z \to 0$

$$
Y(z) = O \begin{pmatrix}
h_\alpha(z) & h_{\alpha+\frac{1}{r}}(z) & h_{\alpha+\frac{2}{r}}(z) & \ldots & h_{\alpha+\frac{r-1}{r}}(z) \\
h_\alpha(z) & h_{\alpha+\frac{1}{r}}(z) & h_{\alpha+\frac{2}{r}}(z) & \ldots & h_{\alpha+\frac{r-1}{r}}(z) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
h_\alpha(z) & h_{\alpha+\frac{1}{r}}(z) & h_{\alpha+\frac{2}{r}}(z) & \ldots & h_{\alpha+\frac{r-1}{r}}(z)
\end{pmatrix}
$$

with

$$
h_\alpha(z) = \begin{cases}
|z|^\alpha, & \text{if } \alpha < 0, \\
\log |z|, & \text{if } \alpha = 0, \\
1, & \text{if } \alpha > 0.
\end{cases}
$$

(2.3)

The $O$ condition in (2.2) and (2.3) is to be taken entry-wise.
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It will be convenient to use the following convention for our Riemann-Hilbert analysis, which is indeed seen to be in agreement with RH-Y2.

**Convention 2.2.** Any jump curve that touches the origin is oriented away from the origin.

Notice that this means, perhaps contrary to intuition, that the $+$ and $-$ signs are in the lower and upper half-plane respectively, when we consider jumps on the negative real axis. We will never deviate from convention 2.2.

RH-Y has a unique solution $Y(z)$, which is related to the MOPs in the following way. It is a generalization to the solution found in [23] for the $2 \times 2$ case. The first row of $Y(z)$ can be expressed as

$$
\begin{pmatrix}
\frac{1}{2\pi i} \int_{0}^{\infty} \frac{p_{n}(x)w_{\alpha}(x)}{x - z} \, dx \\
\frac{1}{2\pi i} \int_{0}^{\infty} \frac{p_{n}(x)w_{\alpha + \frac{1}{2}}(x)}{x - z} \, dx \\
\vdots \\
\frac{1}{2\pi i} \int_{0}^{\infty} \frac{p_{n}(x)w_{\alpha + \frac{r}{2}}(x)}{x - z} \, dx 
\end{pmatrix}.
$$

The other rows are similar, but are expressed with different though similar MOPs (see [45, theorem 3.1]). It is known [17] that the correlation kernel (1.3) can be conveniently expressed in terms of $Y$ by

$$
K_{\alpha,1}^{\omega}(x, y) = \frac{1}{2\pi i(x - y)} \begin{pmatrix}
0 & w_{\alpha}(x) & w_{\alpha + \frac{1}{2}}(x) & \ldots & w_{\alpha + \frac{r}{2}}(x) 
\end{pmatrix} \\
\times \begin{pmatrix}
Y_{+}^{-1}(y)Y_{+}(x) & 1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
$$

$$
= \frac{w_{\alpha}(y)}{2\pi i(x - y)} \begin{pmatrix}
0 & y^{\alpha} & y^{\alpha + \frac{1}{2}} & \ldots & y^{\alpha + \frac{r}{2}} 
\end{pmatrix} \\
\times \begin{pmatrix}
Y_{+}^{-1}(y)Y_{+}(x) & 1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
$$

(2.4)

for $x, y > 0$. Hence, to obtain the large $n$ behavior of the correlation kernel it will suffice to determine the large $n$ behavior of $Y$.

### 2.2. First transformation $Y \mapsto X$

In order to be able to normalize the RHP properly we will need a first transformation that will turn the jumps into a direct sum of $1 \times 1$ and $2 \times 2$ jumps. Here and in the rest of this paper we shall often use a block form notation, similarly as in [9]. As in [9], we also often write a diagonal matrix as a direct sum of $1 \times 1$ blocks, in cases where formulae tend to become big. We mention that (matrix) multiplication has a higher precedence than the direct sum in the order of operations.
We remind the reader that $\Omega = e^{\frac{2\pi i}{r}}$. We introduce the $r \times r$ matrices

$$U^+ = \frac{1}{\sqrt{r}} \begin{pmatrix} 1 & 1 & 1 & \cdots \\ \Omega & \Omega^{-1} & \Omega^2 & \cdots \\ \Omega^2 & \Omega^{-2} & \Omega^4 & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ \Omega^{r-1} & \Omega^{-(r-1)} & \Omega^{2(r-1)} & \cdots \end{pmatrix}$$

(2.5)

$$U^- = \overline{U^+}.$$  

(2.6)

Here $\overline{U^+}$ denotes the complex conjugate of $U^+$. Since $U^+$ is unitary we have that $\overline{U^+}$ can also be written as $(U^+)^\dagger$ where $\dagger$ denotes transposition. We also define the $r \times r$ diagonal matrices

$$D^+ = \text{diag} \left( 1, \Omega^+, -\Omega^+, \Omega^2, -\Omega^2, \Omega^4, -\Omega^4, \ldots \right),$$

(2.7)

$$D^- = \text{diag} \left( 1, -\Omega^+, \Omega^+, -\Omega^2, \Omega^2, -\Omega^4, \Omega^4, \ldots \right).$$

(2.8)

The minus signs in these expressions are either alternating, or alternate every two steps.

**Definition 2.3.** We define $X : \mathbb{C} \setminus \mathbb{R} \to \mathbb{C}^{(r+1) \times (r+1)}$ by the transformation

$$X(z) = Y(z) \left( r^{\frac{2\pi i}{r}} \bigoplus \frac{z^{r-1}}{r} \bigoplus \sum_{j=1}^{r-1} z^{-j} \right) \times \begin{cases} 1 \oplus U^+ D^+, & \text{Im}(z) > 0, \\ 1 \oplus U^- D^-, & \text{Im}(z) < 0. \end{cases}$$

(2.9)

For clarity, we emphasize that $1 \oplus U^+ D^+$ is the direct sum of the $1 \times 1$ block with component 1 and the $r \times r$ block $U^+ D^+$. Likewise, the matrix sandwiched between $Y(z)$ and $1 \oplus U^- D^+$ is the direct sum of the $1 \times 1$ block $r^{\frac{2\pi i}{r}}$ with the $r \times r$ block $r^{-\frac{2\pi i}{r}} \sum_{j=1}^{r-1} z^{-j}$. (here $r^{\frac{2\pi i}{r}} \sum_{j=1}^{r-1} z^{-j}$ is an overall factor). Now $X$ satisfies

**Riemann-Hilbert problem 2.4.**

- **RH-X1** $X$ is analytic on $\mathbb{C} \setminus \mathbb{R}$.
- **RH-X2** $X$ has boundary values for $x \in (-\infty, 0) \cup (0, \infty)$.

$$X_+(x) = X_-(x)$$

$$= \left( \begin{array}{c} 1 & \text{w}_j(x) \\ \text{w}_j(x) & 0 \end{array} \right) \bigoplus \sum_{j=1}^{r-1} \left( \begin{array}{c} 0 & 1 \\ -1 & 0 \end{array} \right) \bigoplus 1, \quad r \equiv 0 \mod 2,$$

$$= \left( \begin{array}{c} 1 & \text{w}_j(x) \\ \text{w}_j(x) & 0 \end{array} \right) \bigoplus \sum_{j=1}^{r-1} \left( \begin{array}{c} 0 & 1 \\ -1 & 0 \end{array} \right), \quad r \equiv 1 \mod 2,$$

$$x > 0,$$

(2.10)
\[ X_+(x) = X_-(x) \]
\[
\times \begin{cases} 
1 \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & r \equiv 0 \mod 2, \\
1 \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, & r \equiv 1 \mod 2, 
\end{cases} x < 0. \tag{2.11}
\]

**RH-X3** As \(|z| \to \infty\)
\[
X(z) = \left( I + O \left( \frac{1}{z} \right) \right) \left( 1 \oplus \bigoplus_{j=1}^{r-1} z^{-\frac{i}{r}} \right)
\times \begin{cases} 
z^n \oplus z^{-\frac{i}{r}} U^+ D^+, & \text{Im}(z) > 0, \\
z^n \oplus z^{-\frac{i}{r}} U^- D^-, & \text{Im}(z) < 0. \tag{2.12}
\end{cases}
\]

**RH-X4** As \(z \to 0\)
\[
X(z) = O \left( \begin{array}{cccc}
z^{-\frac{i}{r}} h_{\alpha+} \varphi_k(z) & \cdots & z^{-\frac{i}{r}} h_{\alpha+} \varphi_l(z) \\
\vdots & & \vdots \\
z^{-\frac{i}{r}} h_{\alpha-} \varphi_k(z) & \cdots & z^{-\frac{i}{r}} h_{\alpha-} \varphi_l(z) \\
\end{array} \right). \tag{2.13}
\]

**Proof.** RH-X2 requires verification. As an intermediate step we define
\[
Z(z) = Y(z) \left( r^{-\frac{i}{r} \varphi_k(z)} \oplus r^{-\frac{i}{r} \varphi_l(z)} \bigoplus_{j=1}^{r} z^{-\frac{i}{r}} \right). \tag{2.14}
\]

Then we have
\[
X(z) = Z(z) \times \begin{cases} 
1 \oplus U^+ D^+, & \text{Im}(z) > 0 \\
1 \oplus U^- D^-, & \text{Im}(z) < 0. \tag{2.15}
\end{cases}
\]

Z has a jump on \((0, \infty)\) and \((-\infty, 0)\) which we denote by \(J\). One easily checks that
Because then we can label the entries of the nonlinearity follows.

We have used the diagonal form of the matrices. In what follows, we let the matrices have indices ranging from 0 to \( r \). We make this choice because then we can label the entries of the \( r \times r \) matrices \( U^\pm \) and the \( r \times r \) diagonal matrices \( D^\pm \) with indices ranging from 1 to \( r \). Notice that the entries of \( U^+ \) can be written explicitly as follows.

\[
U^+_{i,j} = \frac{1}{\sqrt{p}} \Omega^{(i-j)}, \quad i = 1, 2, \ldots, r, \quad j = 1, 2, \ldots, \left\lfloor \frac{r}{2} \right\rfloor
\]

\[
U^+_{i,j-1} = \frac{1}{\sqrt{p}} \Omega^{-(i-j-1)}, \quad i = 1, 2, \ldots, r, \quad j = 1, 2, \ldots, \left\lfloor \frac{r+1}{2} \right\rfloor.
\]

Let us check the jump of \( X \) for \( x > 0 \). By using the block form we notice, using (2.15) and (2.16), that

\[
\begin{align*}
(\langle X (x)^{-1} X^+ (x) \rangle)_{00} &= \sum_{k, l=0}^{r} (1 \oplus U^+ D^+)_{kl}^{-1} J_{kl} (1 \oplus U^+ D^+)_{00} = J_{00} = 1, \\
(\langle X (x)^{-1} X^+ (x) \rangle)_{01} &= \sum_{k, l=0}^{r} (1 \oplus U^+ D^+)_{kl}^{-1} J_{kl} (1 \oplus U^+ D^+)_{01} \\
&= \sum_{l=1}^{r} J_{0l} U^+_{l1} = w_{b-a}(x).
\end{align*}
\]

Here we used in the last line that \( J_{0l} = \frac{1}{\sqrt{p}} w_{b-a}(x) \) and that \( U^+_{11} = \frac{1}{\sqrt{p}} \) for all \( l = 1, 2, \ldots, r \). We have also used the diagonal form of the matrices \( D^\pm \) in both equations. On the other hand, we have for \( i = 1, 2, \ldots, r \) and \( j = 2, \ldots, r \) that

\[
\begin{align*}
(\langle X (x)^{-1} X^+ (x) \rangle)_{i0} &= \sum_{k, l=0}^{r} (1 \oplus U^+ D^+)_{kl}^{-1} J_{kl} (1 \oplus U D)_{i0} \\
&= (D^-)^{-1} (1 \oplus U^-)_{i0}^{-1} J_{00} = 0,
\end{align*}
\]

\[
J = \begin{pmatrix}
1 & \frac{1}{\sqrt{p}} w_{i,j}(x) & \frac{1}{\sqrt{p}} w_{i,j}(x) & \ldots & \frac{1}{\sqrt{p}} w_{i,j}(x) \\
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
0 & 0 & 0 & \ldots & \Omega^{1/2} \\
0 & -\Omega^{1/2} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & -\Omega^{1/2} & \ldots & 0 \\
\end{pmatrix}, \quad x > 0.
\]

\[
\frac{1}{\sqrt{p}} \Omega^{(i-j)} \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-1)} \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-2)} \\
\vdots \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-k)} \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-k-1)} \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-k-2)} \\
\vdots \\
\frac{1}{\sqrt{p}} \Omega^{-(i-j-k-l)}
\]
Then we have

\[(X_-(x)^{-1}X_+(x))_{ij} = \sum_{k=0}^{r} (1 \oplus U^- D^-)^{-1}_{ik} J_{lk}(1 \oplus U^+ D^+)_{lj}\]

\[= D_{jj}^{+} \sum_{l=0}^{r} J_{ll} U_{lj}^{+} = D_{jj}^{+} \frac{w(x)}{\sqrt{r}} \sum_{l=1}^{r} U_{lj}^{+} = 0.\]

For indices \(i, j = 1, 2, \ldots, r\) we have that

\[(X_-(x)^{-1}X_+(x))_{ij} = \sum_{k=1}^{r} (1 \oplus U^- D^-)^{-1}_{ik} J_{lk}(1 \oplus U^+ D^+)_{lj}\]

\[= (D^-)^{-1}_{ii} D_{jj}^{+} \sum_{k=1}^{r} (U^-)^{+}_{ik} U_{kj}^{+}\]

\[= (D^-)^{-1}_{ii} D_{jj}^{+} \sum_{k=1}^{r} U_{ki}^{+} U_{kj}^{+}.\]

Here we have used that \((U^-)^{-1} = (U^+)^{\dagger}\). Now we have four cases depending on the parity of \(i\) and \(j\). We will use (2.17) for all of them. Suppose that \(i\) and \(j\) are both odd. Then we can write \(i = 2A - 1\) and \(j = 2B - 1\). Thus we find

\[\sum_{k=1}^{r} U_{ki}^{+} U_{kj}^{+} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{-(k-1)(A+B-2)} = \begin{cases} 1, & i = j = 1 \\ 0, & \text{otherwise}. \end{cases}\]

When \(i = j = 1\) we indeed have \((D^-)^{-1}_{ii} D_{jj}^{+} = 1\). Now let us suppose that \(i = 2A\) and \(j = 2B\). Then we have

\[\sum_{k=1}^{r} U_{ki}^{+} U_{kj}^{+} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{k-1}(A+B) = \begin{cases} 1, & i = j \text{ and } r \equiv 0 \text{ mod } 2 \\ 0, & \text{otherwise}. \end{cases}\]

When we are in the situation of \(i = j = r\) and \(r\) is even we obtain \((D^-)^{-1}_{ii} D_{jj}^{+} = (-1)^{i-j} \Omega^{j-k} \Omega^{j-k} = -\Omega^{i-k} = 1\), as we should have. Lastly, but perhaps most importantly, we check the case where \(i\) and \(j\) have a different parity. Let us write \(i = 2A - 1\) and \(j = 2B - 1\). Then we have

\[\sum_{k=1}^{r} U_{ki}^{+} U_{kj}^{+} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{k-1}(A-1) = \begin{cases} 1, & i = j + 1 \\ 0, & \text{otherwise}. \end{cases}\]

When \(i = j + 1\) we have

\[(D^-)^{-1}_{ii} D_{jj}^{+} = (-1)^{A-1} \Omega^{k-j} (-1)^{B-1} \Omega^{j-k} = -\Omega^{k-j} = -1.\]

For \(i = 2A\) and \(j = 2B - 1\) we get

\[\sum_{k=1}^{r} U_{ki}^{+} U_{kj}^{+} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{k-1}(A-1) = \begin{cases} 1, & i = j - 1 \\ 0, & \text{otherwise}. \end{cases}\]
When \( i = j - 1 \) we have
\[
(D^{-})_{ij}^{-1} D_{ij}^{+} = (-1)^j \Omega^\frac{1}{2} (-1)^{j-1} \Omega^{-\frac{r+j+1}{2}} = \Omega^{\frac{j-1+1}{2}} = 1.
\]

Having found all the components of the jump matrix for \( x > 0 \), we conclude that (2.10) holds.

Let us now turn to the jump for \( x < 0 \). Here we may ignore the 0 indices altogether due to the particular block form of \( J \). For \( i, j = 1, 2, \ldots, r \) we have
\[
(X_-(x)^{-1}X_+(x))_{ij} = (D_{ij}^{+})^{-1} D_{ij}^{+} \sum_{k=1}^{r} (U_{ij})_{rk} U_{ij}
\]
\[
= -(D_{ij}^{+})^{-1} D_{ij}^{+} \sum_{k=1}^{r} U_{ij} \Omega^{k-1} U_{ij}.
\]

Again we treat the four cases for \( i \) and \( j \) depending on the parity. Let \( i = 2A - 1 \) and \( j = 2B - 1 \), then
\[
\sum_{k=1}^{r} U_{ij} \Omega^{k-1} U_{ij} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{(k-1)(A+B-1)} = \begin{cases} 1, & i = j = r \text{ and } r = 1 \mod 2 \\ 0, & \text{otherwise.} \end{cases}
\]

In the case that \( i = j = r \) and \( r \) odd we indeed have
\[
(D_{ij}^{+})_{ij}^{-1} D_{ij}^{+} = (-1)^{\frac{r-1}{2}} \Omega^\frac{1}{4} (-1)^{\frac{r-1}{2}} \Omega^{-\frac{r+1}{2}} = -\Omega^{-\frac{1}{2}},
\]
as it should be (it should exactly cancel the \(-\Omega^\frac{1}{4}\) factor).

Let \( i = 2A - 1 \) and \( j = 2B \), then
\[
\sum_{k=1}^{r} U_{ij} \Omega^{k-1} U_{ij} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{-(k-1)(A+B-1)} = 0.
\]

Let \( i = 2A - 1 \) and \( j = 2B \), then
\[
\sum_{k=1}^{r} U_{ij} \Omega^{k-1} U_{ij} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{(k-1)(A-B)} = \begin{cases} 1, & i = j - 1 \\ 0, & \text{otherwise.} \end{cases}
\]

In the case that \( i = j - 1 \) we have
\[
(D_{ij}^{+})_{ij}^{-1} D_{ij}^{+} = (-1)^{A-1} \Omega^{\frac{A-1}{2}} (-1)^{B} \Omega^{-\frac{B}{2}} = -\Omega^{\frac{r-j+1}{2}} = -\Omega^{-\frac{1}{2}}.
\]

Let \( i = 2A \) and \( j = 2B - 1 \), then
\[
\sum_{k=1}^{r} U_{ij} \Omega^{k-1} U_{ij} = \frac{1}{r} \sum_{k=1}^{r} \Omega^{(k-1)(B-A)} = \begin{cases} 1, & i = j + 1 \\ 0, & \text{otherwise.} \end{cases}
\]

In the case that \( i = j + 1 \) we have
\[
(D_{ij}^{+})_{ij}^{-1} D_{ij}^{+} = (-1)^{A-1} \Omega^{-\frac{1}{2}} (-1)^{B-1} \Omega^{\frac{B+1}{2}} = \Omega^{\frac{j+1}{2}} = \Omega^{-\frac{1}{2}}.
\]

We conclude that we get the jump on \( x < 0 \) as in (2.11).
RH-X4 follows from the observation that as $z \to 0$
\[ z^{-j} h_{\alpha + \frac{1}{2}}(z) = O \left( z^{-\frac{-j}{r_h}} h_{\alpha + \frac{1}{2}}(z) \right), \quad j = 0, 1, \ldots, r - 1. \] (2.18)

Indeed, we have as $z \to 0$
\[ z^{-\alpha - j} r_h(\alpha) + j r_h(z) = O \left( z^{-\alpha - j} r_h(\alpha) + r_h(z) \right) = O \left( z^{-\alpha - j} h_{\alpha + \frac{1}{2}}(z) \right), \]
and this leads to (2.18) after multiplication by $z^{\alpha}$. □

3. Normalization and opening of the lens

Our next task is to normalize the RHP. That is, we should eliminate the $z^{\alpha}$ behavior in RH-X3, without making the jumps too cumbersome. As usual, we will use $g$-functions to perform this normalization.

3.1. Vector equilibrium problem and definition of the $g$-functions

In order to construct the $g$-functions we need a vector equilibrium problem corresponding to the MBE. Fortunately, this has been studied by Kuijlaars in detail in [30]. According to [30] we have a vector of measures $(\mu_0, \mu_1, \ldots, \mu_{r-1})$ that minimizes the energy functional
\[
\sum_{j=0}^{r-1} \int \int \frac{1}{|x - y|} d\mu_j(x) d\mu_j(y) - \sum_{j=0}^{r-2} \int \int \frac{1}{|x - y|} d\mu_j(x) d\mu_{j+1}(y) + \int V(x) d\mu(x). \] (3.1)

under the condition that $\mu_j$ has support in $[0, \infty)$ for even $j$ and $(-\infty, 0]$ for odd $j$, and the condition that the total mass of the measures is given by
\[
\mu_j(\text{supp}(\mu_j)) = \frac{r - j}{r}. \] (3.2)

The main result of [30] is then that $\mu_0$ coincides with the equilibrium measure $\mu^*_V, \theta$ from (1.5). Furthermore, we have $\text{supp}(\mu_j) = \Delta_j$, where

\[
\Delta_j = \begin{cases} 
[0, q] \text{ for some } q > 0, & j = 0, \\
(-\infty, 0], & j \equiv 1 \text{ mod } 2, \\
[0, \infty), & j \equiv 0 \text{ mod } 2 \text{ and } j \neq 0. 
\end{cases} \] (3.3)

That the support for $\mu_0$ is an interval $[0, q]$ is dictated by the one-cut $\frac{1}{r}$-regularity assumption on $V$. For convenience we also define $\mu_r = 0$. In addition, the measures satisfy the following variational conditions.
\[
2 \int \log \frac{1}{|s - x|} d\mu_0(s) - \int \log \frac{1}{|s - x|} d\mu_1(s) + V(x) \begin{cases} 
= -\ell, & x \in [0, q] \\
\geq -\ell, & x > q 
\end{cases} \] (3.4)
\[
- \int \log \frac{1}{|s - x|} d\mu_{j-1}(s) + 2 \int \log \frac{1}{|s - x|} d\mu_j(s) \\
- \int \log \frac{1}{|s - x|} d\mu_{j+1}(s) = 0, \quad j = 1, \ldots, r - 1.
\] (3.5)

Here \( \ell \) is some real constant (that does not necessarily equal the one in (1.6)). The derivation for all the properties in this section up to this point can be found in [30]. As stated in the introduction, we make an additional assumption on the solution to the variational equations. Namely, we assume that the inequality in (1.6) is strict, which is equivalent to the following assumption.

**Assumption 3.1.** The inequality in (3.4) for \( x > q \) is strict.

We now define the \( g \)-functions by

\[
g_j(z) = \int_{\Delta_j} \log(z - s) d\mu_j(s), \quad j = 0, 1, \ldots, r.
\] (3.6)

We remark that, since \( \mu_r = 0 \), we have \( g_r = 0 \) identically. For convenience we also put \( g_{-1} = 0 \). We remind the reader that the logarithm is taken with the principle branch, as usual. It follows immediately from the definition (3.6) that for real \( x \)

\[
g_{0,+}(x) - g_{0,-}(x) = 2\pi i \int_x^q d\mu_0(s), \quad x \in [0, q],
\] (3.7)

and

\[
g_{0,+}(x) - g_{0,-}(x) \equiv 0 \mod 2\pi i, \quad x \in \mathbb{R} \setminus [0, q],
\] (3.8)

\[
g_{1,+}(x) - g_{1,-}(x) = 0, \quad x \in \mathbb{R} \setminus \Delta_1,
\] (3.9)

\[
g_{r,-1,+}(x) - g_{r,-1,-}(x) = ((-1)^r - 1) \frac{\pi i}{r}, \quad x \in \mathbb{R} \setminus \Delta_{r-1}.
\] (3.10)

Similar formulae hold for the other \( g \)-functions but we will not need these. One can also deduce from the variational conditions that

\[
\begin{aligned}
g_{0,-}(x) + g_{0,+}(x) - g_{1,+}(x) - V(x) &= \ell, & x \in [0, q] \\
&< \ell, & x > q
\end{aligned}
\] (3.11)

\[
-g_{j-1,-}(x) + g_{j,-}(x) + g_{j,+}(x) - g_{j+1,+} = ((-1)^j - 1) \frac{\pi i}{r},
\] (3.12)

\[
\quad j = 1, \ldots, r - 1; \quad x \in \Delta_j.
\]

In particular, the equations on the negative real axis, i.e., for odd \( j \), yield an equality with \( -\frac{2\pi i}{r} \).

**3.2. Asymptotic behavior of the \( g \)-functions**

In general one uses the matrix

\[
G(z) = \bigoplus_{j=0}^{r} e^{i(\xi_{j-1}(z) - \xi_j(z))}
\] (3.13)
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to normalize the RHP. Then we need to understand the asymptotics of the g-functions as $z \to \infty$. The following two propositions will provide these.

**Proposition 3.2.** For $a > 0$ let

$$m_a = \int_0^a s^d \mathrm{d} \mu_{\lambda, \phi}(s). \quad (3.14)$$

As $z \to \infty$ we have

$$g_0(z) = \log(z) + O \left( \frac{1}{z} \right), \quad (3.15)$$

and for $j = 1, \ldots, r$ and $\pm \Im(z) > 0$, we have

$$g_{j-1}(z) - g_j(z) = \frac{1}{r} \log(z) - \sum_{k=1}^{r-1} m_k \Omega^{k(-1)^j} |z| \zeta^{j-k} + O \left( \frac{1}{z} \right). \quad (3.16)$$

**Proof.** For the asymptotics of $g_0$ we can use the compactness of the support of $d \mu_{\lambda, \phi}$ to immediately conclude that

$$g_0(z) = \int_0^a \left( \log(z) + \mathcal{O}(1/z) \right) \mathrm{d} \mu_{\lambda, \phi}(s) = \log(z) + \mathcal{O}(1/z),$$

as $z \to \infty$. For the asymptotics of $g_j$ with $j = 1, \ldots, r - 1$ we will have to look at the specific construction of the measures as presented in [30]. For a fixed $a > 0$ one considers the rational function

$$\Psi^a(w) = \frac{1}{r \Omega^{j-1} (w - a^j)}, \quad z = w^j,$$

on an $r$-sheeted Riemann surface, that has cuts $\Delta_j$ (as defined in (3.3), but excluding $\Delta_0$), which connect the $j$th sheet to the $(j+1)$st sheet, for $j = 1, \ldots, r - 1$. This is done in such a way that $w = z^j$ is taken with the principle branch on the first sheet. This uniquely determines the branches that we should take on the other sheets. Explicitly, we have for $j = 1, \ldots, r$

$$\Psi^a_j(z) = \begin{cases} \frac{1}{r \zeta^{j-1} (z^j - \Omega^{j-1} |z| a^j)}, & \Im(z) > 0, \\ \frac{1}{r \zeta^{j-1} (z^j - \Omega^{j-1} |z| a^j)}, & \Im(z) < 0. \end{cases} \quad (3.17)$$

We remind the reader that $z^{1-\frac{1}{a}}$ and $z^\frac{1}{a}$ are taken with the principle branch, as usual. Now, following [30], we construct some auxiliary measures $\nu_1^a, \ldots, \nu_r^a$ out of these, namely

$$\mathrm{d} \nu_j^a(s) = \frac{\Psi_{j+}^a(s) - \Psi_{j-}^a(s)}{2 \pi i} \mathrm{d} s, \quad s \in \Delta_j. \quad (3.18)$$

It is a known fact from [30] that the $\mathrm{d} \nu_j^a$ are bona fide positive measures.

By formula (3.7) of [30] and the first formula in the proof of proposition 3.2 of [30] we then have for $j = 1, \ldots, r - 1$ that

$$\mathrm{d} \mu_j(s) = \int_0^a \mathrm{d} \nu_j^a(s) \mathrm{d} \mu_{\lambda, \phi}^*(a). \quad (3.19)$$
We remind the reader that \((\mu_0, \mu_1, \ldots, \mu_r)\) solves our vector equilibrium problem mentioned in the beginning of this section. We denote the Stieltjes transforms of the auxiliary measures by

\[
F_j^u(z) = \int_{\Delta_j} \frac{d\mu_j(s)}{z-s}, \quad j = 1, \ldots, r-1.
\]

Then according to [30] we have

\[
F_1^u(z) = \frac{1}{z-a} - \Psi_1^u(z)
\]

\[
F^u_{r-1}(z) = \Psi^u_r(z)
\]

and, in particular, for \(j = 2, \ldots, r-1\)

\[
F^u_{j-1}(z) - F^u_j(z) = \Psi^u_j(z). \tag{3.20}
\]

Using (3.19) and (3.20), we see that for \(j = 2, \ldots, r-1\)

\[
\int_{\Delta_{j-1}} \frac{d\mu_{j-1}(s)}{z-s} - \int_{\Delta_j} \frac{d\mu_j(s)}{z-s} = \int_0^q (F^u_{j-1}(z) - F^u_j(z)) d\mu^*_\Psi(a)
= \int_0^q \Psi^u_j(z) d\mu^*_\Psi(a).
\]

Integrating this with respect to \(z\), using the explicit formula in (3.17), then yields for \(\pm \text{Im}(z) > 0\)

\[
g_{j-1}(z) - g_j(z) = \int_0^q \log(z^{\frac{1}{q}} - \Omega^{\pm(1)^l(\frac{1}{r})a^l}) d\mu^*_\Psi(a)
= \frac{1}{r} \log(z) - \sum_{k=1}^r \frac{1}{k} \Omega^{\pm(1)^l(\frac{1}{r})z^{\frac{1}{r}}} \int_0^q a^k d\mu^*_\Psi(a)
= \frac{1}{r} \log(z) - \sum_{k=1}^{r-1} \frac{1}{k} \Omega^{\pm(1)^l(\frac{1}{r})z^{\frac{1}{r}}} m_k + O \left(\frac{1}{z}\right)
\]

as \(z \to \infty\). A similar reasoning will prove the case for \(j = r\). \(\square\)

**Definition 3.3.** We define the \(r \times r\) upper-triangular matrix

\[
C_n = \begin{pmatrix}
1 & a_1 & a_2 & \cdots & a_{r-1} \\
0 & 1 & a_1 & \cdots & a_{r-2} \\
0 & 0 & 1 & \cdots & a_{r-3} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & 1
\end{pmatrix}, \tag{3.21}
\]

where, with \(m_1, m_2, \ldots, m_{r-1}\) as in (3.14), we take

\[
a_j = \sum_{l=1}^j \frac{(-n)^l}{l!} \sum_{k_1 + \cdots + k_l = j} m_{k_1} \cdots m_{k_l}. \tag{3.22}
\]
Lemma 3.4.  With $C_n$ as in definition 3.3 we have

$$z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right) U^\pm D^\pm \bigoplus_{j=1}^{r} e^{i(\theta_{j-1} - \theta_j \xi)} = \left( C_n + \mathcal{O}(1/z) \right) \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right) U^\pm D^\pm$$

(3.23)

as $z \to \infty$, for $\Re(z) > 0$.

Proof.  So let $\pm \Im(z) > 0$. Notice that we may omit the $D^\pm$ factors in what follows, due to their diagonal form. It follows from (3.16), and some straightforward algebra, that

$$z^{-\frac{1}{2}} e^{i(\theta_{j-1} - \theta_j \xi)} = a_0 + a_1 z^{-\frac{1}{2}} + \cdots + a_{r-1} z^{-\frac{r-1}{2}} + \mathcal{O} \left( \frac{1}{z} \right)$$

(3.24)

as $z \to \infty$, where $a_0 = 1$ and $a_1, \ldots, a_{r-1}$ are as in definition 3.3. The components of $G$ further down the diagonal have a similar expansion but with (effectively) the properly chosen branch of the $z^{-\frac{1}{2}}$ term, namely

$$z^{-\frac{1}{2}} \bigoplus_{j=1}^{r} e^{i(\theta_{j-1} - \theta_j \xi)} = \sum_{m=0}^{r-1} a_m z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} \Omega^{i(-1)^{j-1} \phi} \right)^m + \mathcal{O} \left( \frac{1}{z} \right)$$

(3.25)

as $z \to \infty$. Again, this follows from (3.16). Let us look at $m = 1$ first. A simple calculation shows that

$$U^\pm \left( \bigoplus_{j=1}^{r} \Omega^{i(-1)^{j-1} \phi} \right) (U^\pm)^{-1} = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ 1 & 0 & 0 & \cdots & 0 \end{pmatrix}$$

(3.26)

For the other powers $m$ in (3.25) we would have to take a power of this cyclic permutation matrix. Now from (3.26) we arrive at

$$z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right) U^\pm \left( \bigoplus_{j=1}^{r} \Omega^{i(-1)^{j-1} \phi} \right) (U^\pm)^{-1} \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right)^{-1}$$

$$= \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ z^{-1} & 0 & 0 & \cdots & 0 \end{pmatrix} + \mathcal{O} \left( \frac{1}{z} \right)$$

as $z \to \infty$. An analogous argument works for the other powers $m$ in (3.25) and we obtain that

$$z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right) U^\pm \nu e^{i(\theta_{j-1} - \theta_j \xi)} (U^\pm)^{-1} \left( \bigoplus_{j=1}^{r} z^{-\frac{j-1}{2}} \right)^{-1}$$
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Proof. We claim that for all Proposition 3.5. The $g$-functions are bounded near the origin.

We will also need the asymptotics of the $g$-functions as $z \to 0$.

**Proposition 3.5.** The $g$-functions are bounded near the origin.

**Proof.** We claim that for all $j = 0, 1, \ldots, r$

$$\frac{d\mu_j(s)}{ds} = O\left(s^{-\frac{1}{2\pi^2}}\right), \quad s \to 0. \quad (3.27)$$

For $j = 0$ this is nothing else than what the one-cut $\frac{1}{2\pi}$-regularity of $V$ prescribes. So let us consider $j = 1, \ldots, r - 1$. From the previous proof we recall (see (3.17)–(3.19)) that

$$\frac{d\mu_j(s)}{ds} = \int \frac{\Psi^a_j(s) - \Psi^*_j(s)}{2\pi i} d\mu^*_j(a). \quad (3.28)$$

It follows from (3.27) for $j = 0$ that there exists a $0 < \delta < \min(1, q)$ and a $c > 0$ such that for $s \in (0, \delta]$

$$\frac{d\mu^*_j(s)}{ds} \leq cs^{-\frac{1}{2\pi^2}}. \quad (3.29)$$

Now we rewrite (3.28) as

$$\frac{d\mu_j(s)}{ds} = \int_0^{\delta/s} \frac{\Psi^a_j(s) - \Psi^*_j(s)}{2\pi i} d\mu^*_j(s) + \int_{\delta/s}^q \frac{\Psi^a_j(s) - \Psi^*_j(s)}{2\pi i} d\mu^*_j(a). \quad (3.30)$$

By some straightforward algebra we find for $a \in (0, \delta]$ and $s > 0$ the estimate

$$\left|\frac{\Psi^a_j(s) - \Psi^*_j(s)}{2\pi i}\right| \leq \frac{1 - \Omega^{(s)}(s) a^2}{2\pi i} \left|1 - \Omega^{(s)}(s) a^2\right|^{-2} \leq \frac{a^2}{(1 - \delta^2)^2}. \quad (3.31)$$

Then it follows from (3.29) and (3.31) that

$$\left|\int_0^{\delta/s} \frac{\Psi^a_j(s) - \Psi^*_j(s)}{2\pi i} d\mu^*_j(s)\right| \leq \int_0^{\delta/s} \frac{a^2}{(1 - \delta^2)^2} cs^{-\frac{1}{2\pi^2}} d\mu^*_j(s) \leq \frac{r^2 + r - \delta^2 + 1 + r \delta}{2r + 1} \frac{1 - \delta^2}{\pi^2}. \quad (3.32)$$

as $z \to \infty$ and, after rearranging the factors and reinserting the factors $D^\pm$, we obtain (3.23) with $C_n$ as in (3.21) from definition 3.3. □
Using the one-cut $\frac{1}{1}$-regularity of $V$, but now for the behavior around $q$, we can show that the remaining integral in the right-hand side of (3.30) is bounded. We conclude that
\[
\frac{d\mu_j(s)}{ds} = \mathcal{O} \left( s^{\frac{1}{r} + \frac{1}{r}} \right) + \mathcal{O}(1)
\] (3.32)
as $s \to 0$, and this is even better than (3.27). Notice that we cannot ignore the $\mathcal{O}(1)$ term in the case $r = 2$. The claim is proved. Plugging (3.27) in the definition (3.6) of the $g$-functions, we find with standard arguments that the $g$-functions are bounded near the origin. □

3.3. Normalization $X \mapsto T$

For the next two transformations of our RHP it will turn out to be convenient to define the following function $\varphi$.

\[
\varphi(z) = -g_0(z) + \frac{1}{2} g_1(z) + \frac{1}{2} (V(z) + \ell).
\] (3.33)

Due to our assumption that $V$ is real analytic on $[0, \infty)$ we know that there exists an open neighborhood $O_V$ of $[0, \infty)$ to which $V$ has an analytic continuation. Thus $\varphi$ is analytic on $O_V \setminus (-\infty, q]$. By (3.11) we have for $x > q$ that

\[
\varphi(x) = -\frac{1}{2} (g_{0, +}(x) + g_{0, -}(x) - g_{1, +}(x) - V(x) - \ell) > 0
\] (3.34)
and also by (3.11) we have for $x \in (0, q)$ that

\[
\varphi_\pm(x) = \mp \pi i \int_x^q d\mu_0(s).
\] (3.35)

**Definition 3.6.** With $G$ as in (3.13) and $C_n$ as in definition 3.3, we define

\[
T(z) = L^{-1} (1 \oplus C_n^{-1})X(z)G(z)L,
\] (3.36)

where

\[
L = \operatorname{diag} \left( e^{\frac{\pi i}{r+1}}, e^{-\frac{\pi i}{r+1}}, \ldots, e^{-\frac{\pi i}{r+1}} \right).
\] (3.37)

Then $T$ satisfies the following RHP.

**Riemann-Hilbert problem 3.7.**

**RH-T1** $T$ is analytic on $\mathbb{C} \setminus \mathbb{R}$.

**RH-T2** $T$ has boundary values for $x \in (0, -\infty) \cup (0, q) \cup (q, \infty)$.

\[
T_+(x) = T_-(x)
\]

\[
\times \begin{pmatrix}
  e^{2n\varphi_+(x)} & x^3 \\
  0 & e^{2n\varphi_-(x)}
\end{pmatrix}
\oplus
\begin{pmatrix}
  \ell -1 & 0 & 1 \\
  -1 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
  0 & 1 & 0 \\
  0 & 1 & 0
\end{pmatrix},
\]

\[
r \equiv 0 \mod 2,
\]

\[
r \equiv 1 \mod 2,
\]

\[
x \in (0, q),
\] (3.38)
\[ T_+(x) = T_-(x) \]
\[ \times \left\{ \begin{array}{c}
1 \\ 0
\end{array} \right\} 
\begin{pmatrix}
x^{\alpha} e^{-2\pi x/\beta} \\
0
\end{pmatrix}
\right) \oplus 
\begin{pmatrix}
\frac{1}{\beta} & 0 \\
-1 & 1
\end{pmatrix}
\right) \oplus 1, \quad r \equiv 0 \mod 2,
\]
\[ \times \left\{ \begin{array}{c}
1 \\ 0
\end{array} \right\} 
\begin{pmatrix}
x^{\alpha} e^{-2\pi x/\beta} \\
0
\end{pmatrix}
\right) \oplus 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \oplus 1, \quad r \equiv 1 \mod 2,
\]
\[ x > q, \quad (3.39) \]
\[ T_+(x) = T_-(x) \times \left\{ \begin{array}{c}
1 \\ -\frac{1}{\beta}
\end{array} \right\} 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \oplus 
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\right) \oplus 1, \quad r \equiv 0 \mod 2,
\]
\[ \times \left\{ \begin{array}{c}
1 \\ -\frac{1}{\beta}
\end{array} \right\} 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \oplus 1, \quad r \equiv 1 \mod 2,
\]
\[ x < 0. \quad (3.40) \]

**RH-T3** As \( |z| \to \infty \)
\[ T(z) = \left( 1 + \mathcal{O}\left( \frac{1}{z} \right) \right) \left( 1 \oplus z^{\frac{1}{\beta}} \oplus \cdots \oplus \frac{1}{\beta} \right) \left\{ \begin{array}{c}
1 \oplus U^+ D^+, \\
1 \oplus U^- D^-
\end{array} \right\} \quad \text{Im}(z) > 0,
\]
\[ \text{Im}(z) < 0. \quad (3.41) \]

**RH-T4** As \( z \to 0 \)
\[ T(z) = \mathcal{O}\left( z^{-\frac{1}{\beta}} h_{\nu+\frac{1}{\beta}}(z) + \cdots + z^{-\frac{1}{\beta}} h_{\nu+\frac{1}{\beta}}(z) \right). \quad (3.42) \]

**Proof.** We prove RH-T2 for \( r \equiv 1 \mod 2 \). For \( x > 0 \) we see, using RH-X2, that
\[ T_+(x)^{-1} T_-(x) = L^{-1} \bigoplus_{j=0}^{r} e^{g_j(-x) - g_{j+1}(x)} \]
\[ \times \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
w_j(x) \\
0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right)
\]
\[ = \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
w_j(x) \\
0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right) \bigoplus_{j=0}^{r} \left( \begin{array}{c}
1 \\
0
\end{array} \right) 
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\right)
\]
Now RH-T2, both for \( x \in (0, q) \) and for \( x > q \), is a consequence of (3.35), (3.33), (3.7)–(3.9), (3.12) and the complex conjugated version of the latter.
Let us now look at the jump for $x < 0$. Similarly as before, we have
\[
T_-(x)\,T_+(x) = e^{g(\theta_{j-1} - \theta_j)} e^{g(\Delta_j)} \left( \bigoplus_{j=1}^n \left( 0 \begin{array}{c} 0 \\ e^{g(\Delta_{j-1})} \end{array} \right) \right)
\]
\[
\bigoplus_{j=1}^n \left( -e^{g(\Delta_{j-1})} \begin{array}{c} 0 \\ e^{g(\Delta_j)} \end{array} \right)
\]
Now RH-T2 follows from (3.8), (3.10), (3.12) and the complex conjugated version of the latter. Here we are using that $n$ is divisible by $r$, and thus $e^{-\frac{2\pi i}{r}} = 1$. The case where $r \equiv 0 \mod 2$ is analogous.

Let us now prove RH-T3. Using (3.15), lemma 3.4 and RH-X3 we have as $z \to \infty$ that
\[
T(z) = L^{-1} \left( 1 + C_n^{-1} \right) \left( I + O\left(\frac{1}{z}\right)\right)
\]
\[
\times \left( e^{-\frac{2\pi i}{r}} + O(1/z) \bigoplus_{n=1}^r \left( \bigoplus_{j=1}^r \left( z^{-\frac{j}{r}} \right) \right) \left. U^n D^n e^{g(z)} \right) \right)
\]
\[
= L^{-1} \left( 1 + C_n^{-1} \right) L \left( I + O\left(\frac{1}{z}\right)\right) \left( 1 + C_n z^{\frac{1}{r}} \bigoplus_{j=1}^r \left( z^{-\frac{j}{r}} \right) U^n D^n \right)
\]
\[
= \left( I + O\left(\frac{1}{z}\right)\right) \left( 1 + C_n^{-1} \right) \left( 1 + C_n z^{\frac{1}{r}} \bigoplus_{j=1}^r \left( z^{-\frac{j}{r}} \right) U^n D^n \right)
\]
for $\pm \text{Im}(z) > 0$ and we obtain RH-T3.

RH-T4 follows from the fact that the $g$-functions are bounded around $z = 0$ (see proposition 3.5).

When $n$ is not divisible by $r$ we can nevertheless arrive at the same RHP by using an additional transformation, see appendix A. From this point onwards the RHPs do not depend on the particular modulo class $r$ that $n$ is in.

3.4. Opening of the lens $T \to S$

We will open a lens from 0 to $q$ with the $\varphi$-function as defined in (3.33), as usual. We denote the upper and lower lips of this lens by $\Delta^+_q$ and $\Delta^-_q$ respectively. The direction of the lips of the lens near the origin is perpendicular to the real line for now (see figure 1), but later on, in section 5.4, we will slightly deform the lips.

**Definition 3.8.** $S$ is defined by
\[
S(z) = T(z) \begin{pmatrix} \frac{1}{z} e^{2\varphi(z)} & 0 \\ 0 & 1 \end{pmatrix} \bigoplus \mathbb{I}_{(r-1)\times(r-1)}, \quad z \text{ in the upper part of the lens}
\]
\[
S(z) = T(z) \begin{pmatrix} \frac{1}{z} e^{2\varphi(z)} & 0 \\ 0 & 1 \end{pmatrix} \bigoplus \mathbb{I}_{(r-1)\times(r-1)}, \quad z \text{ in the lower part of the lens}
\]
\[
S(z) = T(z), \quad \text{elsewhere.}
\]
Then $S$ satisfies the following RHP.
Figure 1. Contour $\Sigma_S = \mathbb{R} \cup \Delta_0^\pm$ for the RHP for $S$. The lens around $\Delta_0$ is contained in the domain $O_V$ where $V$ is analytic.

**Riemann–Hilbert problem 3.9.**

**RH-S1** $S$ is analytic on $\mathbb{C} \setminus \Sigma_S$.

**RH-S2** $S$ has boundary values for $x \in \Sigma_S$.

$$S_+(x) = S_-(x)$$

$$\times \begin{cases} \begin{pmatrix} 0 & x^\beta \\ -x^{-\beta} & 0 \end{pmatrix} \oplus \bigoplus_{j=1}^{r \equiv 1 \text{ mod } 2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, \\ \begin{pmatrix} 0 & x^\beta \\ -x^{-\beta} & 0 \end{pmatrix} \oplus \bigoplus_{j=1}^{r \equiv 0 \text{ mod } 2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, \end{cases}$$

$x \in (0, q)$, (3.43)

$$S_+(x) = S_-(x)$$

$$\times \begin{cases} \begin{pmatrix} 1 & x^\beta e^{-2n\pi(x)} \\ 0 & 1 \end{pmatrix} \oplus \bigoplus_{j=1}^{r \equiv 1 \text{ mod } 2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, \\ \begin{pmatrix} 1 & x^\beta e^{-2n\pi(x)} \\ 0 & 1 \end{pmatrix} \oplus \bigoplus_{j=1}^{r \equiv 0 \text{ mod } 2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, \end{cases}$$

$x > q$, (3.44)
\[ S_+(x) = S_-(x) \times \begin{cases} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & r \equiv 0 \mod 2, \\ \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, & r \equiv 1 \mod 2, \end{cases} \]
\[ x < 0, \quad (3.45) \]

\[ S_+(z) = S_-(z) \left( z^{-\beta} e^{2 \pi r(z)} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right) \oplus \mathbb{I}_{(r-1) \times (r-1)} \]
\[ z \in \Delta_0^\pm, \quad (3.46) \]

**RH-S3** As \(|z| \to \infty\)

\[ S(z) = \left( 1 + \mathcal{O}\left( \frac{1}{z} \right) \right) \left( 1 \oplus \frac{z^{-\beta}}{r(z)} \frac{z^{-\beta}}{r(z)} \right) \times \begin{cases} 1 \oplus U^+D^+, & \text{Im}(z) > 0, \\ 1 \oplus U^-D^-, & \text{Im}(z) < 0. \end{cases} \]
\[ (3.47) \]

**RH-S4** As \(z \to 0\)

\[ S(z) = \mathcal{O}\left( \frac{z^{-\beta}}{r(z)} \right) \frac{z^{-\beta}}{r(z)} \right) \]
\[ \text{for } z \text{ to the right of } \Delta_0^\pm \quad (3.48) \]

\[ S(z) = \mathcal{O}\left( \frac{z^{-\beta}}{r(z)} \right) \frac{z^{-\beta}}{r(z)} \right) \]
\[ \text{for } z \text{ to the left of } \Delta_0^\pm \quad (3.49) \]

We omit a proof, since the procedure is standard.

### 4. Global parametrix

The jump matrix on \(\Delta_0^\pm\) and \((q, \infty)\) will tend to the unit matrix as \(n \to \infty\). For \(z \in \Delta_0^\pm\) we have that \(\text{Re } \varphi(z) < 0\) if the distance of the lips of the lens to \((0, q)\) is small enough (we have the freedom to make this distance as small as we want), one can argue this with the Cauchy–Riemann equations and (3.35), in the usual way. Thus there are no jumps on \(\Delta_0^\pm\) in the limit that \(n \to \infty\). On \((q, \infty)\) one may use (3.34) to see that the upper-left \(2 \times 2\) block tends to the unit matrix as \(n \to \infty\). The global parametrix problem is the problem where we replace the jumps on these contours by their large \(n\) limit. It should be a good approximation of \(S\) away from the end points 0 and \(q\) for large \(n\).
4.1. The global parametrix problem

The global parametrix problem takes the following form.

**Riemann–Hilbert problem 4.1.**

- **RH-N1** \( N \) is analytic on \( \mathbb{C} \setminus \mathbb{R} \).
- **RH-N2** \( N \) has boundary values for \( x \in \Sigma_N \) (see figure 2), and we have the jumps

\[
N_+(x) = N_-(x)
\]

\[
\times \left\{ \begin{array}{l}
\begin{pmatrix} 0 & x^\beta \\ -x^{-\beta} & 0 \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, & r \equiv 0 \text{ mod } 2, \\
\begin{pmatrix} 0 & x^\beta \\ -x^{-\beta} & 0 \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & r \equiv 1 \text{ mod } 2,
\end{array} \right.
\]

\( x \in (0, q) \), \hspace{1cm} (4.1)

\[
N_+(x) = N_-(x)
\]

\[
\times \left\{ \begin{array}{l}
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, & r \equiv 0 \text{ mod } 2, \\
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & r \equiv 1 \text{ mod } 2,
\end{array} \right.
\]

\( x > q \), \hspace{1cm} (4.2)

\[
N_+(x) = N_-(x)
\]

\[
\times \left\{ \begin{array}{l}
\begin{pmatrix} 1 & \xi \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & r \equiv 0 \text{ mod } 2, \\
\begin{pmatrix} 1 & \xi \end{pmatrix} \oplus \bigoplus_{j=1}^{r-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus 1, & r \equiv 1 \text{ mod } 2,
\end{array} \right.
\]

\( x < 0 \). \hspace{1cm} (4.3)

- **RH-N3** As \( |z| \to \infty \)

\[
N(z) = \left( \mathbb{I} + \mathcal{O} \left( \frac{1}{z} \right) \right) \left( \mathbb{I} \oplus \bigoplus_{j=1}^{r-1} \frac{\xi}{z} \right) \times \left\{ \begin{array}{l}
1 \oplus U^+D^+ \text{, } \text{Im}(z) > 0, \\
1 \oplus U^-D^- \text{, } \text{Im}(z) < 0,
\end{array} \right.
\]

\( (4.4) \)

We have some freedom in our choice of the behavior of \( N \) as \( z \to 0 \) and \( z \to q \).

In [35] we were lucky in that we could use a minor modification of the global parametrix from [33]. For \( r > 2 \), we really have to solve the global parametrix problem.
Remark 4.2. In what follows, we opt to find a solution to RH-N with an appropriate algebraic equation and corresponding Riemann surface (e.g., see [33]). There is an alternative method though. After making the jumps constant with Szegő functions, one can use the method with differentials introduced by Kuijlaars and Mo in [34] (see [32] for the larger size case, and in particular on how to obtain the correct asymptotic behavior as $z \to \infty$). The latter has the advantage that technical calculations can mostly be avoided. There is a trade-off however, in that the formulae seem to get more explicit in the first method. In the end however, all that really matters to us, is how $N$ behaves near 0 and $q$ (which we describe in RH-N4 later). The choice for the first method is one of personal preference.

4.2. An $r+1$ sheeted Riemann surface

First we will solve RH-N for $\beta = 0$. We need an $r+1$ sheeted Riemann surface. To find out what Riemann surface will help us, we let the associated vector equilibrium problem for linear external fields guide us. Let $\mu'_0, \mu'_1, \ldots, \mu'_{r-1}$ be the equilibrium measures of (3.1) corresponding to a linear external field $x$ (see [30, proposition 5.1]). Using [16, theorem 1.8] for $\theta = r$ and external field $x'$ we see after a little calculation that $\mu'_0$ has support $[0, 2r^{r+1}]$. For this we used the duality between $\theta = r$ and $\theta = \frac{1}{r}$ of the MBE. We consider the Stieltjes transforms

$$F_j(z) = \int_{\Delta'_j} \frac{d\mu'_j(s)}{z-s}, \quad j = 1, 2, \ldots, r,$$

where $\Delta'_0 = [0, \frac{2r}{r+1}]$ and $\Delta'_j = \Delta_j$ as in (3.3) for $j = 1, \ldots, r$. From these we construct a function on a Riemann surface as follows

$$\zeta(z) = \begin{cases} \zeta_0(z) = 1 - F_1(z), & z \in \mathfrak{R}_0 \\ \zeta_j(z) = F_j(z) - F_{j+1}(z), & z \in \mathfrak{R}_j, \quad j = 1, \ldots, r-1, \\ \zeta_r(z) = F_r(z), & z \in \mathfrak{R}_r. \end{cases}$$

It is known from [30, proposition 5.1] that $\zeta$ defines a meromorphic function from the $r+1$ sheeted Riemann surface with cut $\Delta'_j$ between sheet $\mathfrak{R}_j$ and sheet $\mathfrak{R}_{j+1}$, where $j = 0, 1, \ldots, r-1$, to the extended complex plane. We can get the asymptotic behavior as $z \to \infty$ immediately from proposition 3.2, by taking the derivative (linear external fields are one-cut $\frac{1}{r}$-regular). Namely, we have as $z \to \infty$

$$\zeta_0(z) = 1 - \frac{1}{z} + O\left(\frac{1}{z^2}\right), \quad (4.5)$$

and for $j = 1, \ldots, r$ and $\pm \text{Im}(z) > 0$, we have

$$\zeta_j(z) = \frac{1}{rz} \left(1 + \sum_{k=1}^{r-1} \frac{k}{r} \Omega_{z^{-1}}^{(k)} z^{-\frac{k}{r}} + O\left(\frac{1}{z}\right)\right), \quad (4.6)$$
where \( m_1', \ldots, m_{r+1}' \) correspond to the external field \( x \), the accent is added to avoid confusion with \( m_1, \ldots, m_{r+1} \) from proposition 3.2 corresponding to our general external field \( V \).

**Proposition 4.3.** \( \zeta \) satisfies the algebraic equation

\[
\zeta^{r+1} = \left( \zeta - \frac{1}{rz} \right)^r.
\]

**Proof.** We can read off from the asymptotic behaviors (4.5) and (4.6) that \( \zeta \) has a zero of order \( r \) at infinity. The density of the equilibrium measure \( \mu'_0 \) behaves as

\[
d_1s^{-\frac{1}{r(r+1)}} \left( 1 + O \left( \frac{1}{s^{r+1}} \right) \right)
\]

as \( s \to 0^+ \) for some constant \( d_1 > 0 \). To see this, one combines theorem 1.8 and remark 1.9 from [16] with the duality between \( \theta = r \) and \( \theta = \frac{1}{r} \) of the MBE. It follows from the behavior of the equilibrium measure that \( \zeta_0(z) \sim -(r + 1)d_1z^{-\frac{1}{r(r+1)}} \) as \( z \to 0 \). This implies that \( \zeta \) has a pole of order \( r \) at \( z = 0 \), since \( z = 0 \) is a branch point of order \( r \) of the Riemann surface. We conclude that there cannot be any other poles. From the asymptotic behaviors (4.5) and (4.6) we also read off that as \( z \to \infty \)

\[
\zeta_0(z) + \zeta_1(z) + \cdots + \zeta_r(z) = 1 + O \left( \frac{1}{z^r} \right)
\]

(4.8)

\[
\zeta_0(z)\zeta_1(z) + \zeta_0(z)\zeta_2(z) + \cdots + \zeta_{r-1}(z)\zeta_r(z) = \frac{1}{z} + O \left( \frac{1}{z^2} \right)
\]

(4.9)

\[
\zeta_0(z)\zeta_1(z)\zeta_2(z) + \zeta_0(z)\zeta_1(z)\zeta_3(z) + \cdots + \zeta_{r-2}(z)\zeta_{r-1}(z)\zeta_r(z) = \frac{1}{r} \binom{r}{2} \frac{1}{z^2} + O \left( \frac{1}{z^3} \right)
\]

(4.10)

\[\vdots\]

\[
\zeta_0(z)\zeta_1(z)\cdots\zeta_r(z) = \frac{1}{r} \binom{r}{2} \frac{1}{z^2} + O \left( \frac{1}{z^3} \right).
\]

(4.11)

No calculation is needed to argue that there are only integer powers of \( z \). Each formula in (4.8)–(4.11) represents an elementary symmetric polynomial, and is thus invariant under any permutation of \( \zeta_0, \ldots, \zeta_r \). Then the expressions in (4.8)–(4.11) do not have jumps, and the asymptotic behaviors can only contain integer powers of \( z \). Additionally, it implies that (4.8)–(4.11) represent meromorphic functions in the full complex plane with only a possible pole at \( z = 0 \). It follows from (3.27), with external field \( x \), that we have for \( j = 1, \ldots, r \) that

\[
\zeta_j(z) = O \left( \frac{1}{z^{r-j}} \right)
\]

as \( z \to 0 \). Then it actually follows that the \( O \) terms in (4.8)–(4.11) vanish. We conclude that

\[
\prod_{j=0}^r (\zeta - \zeta_j(z)) = \zeta^{r+1} + \sum_{k=0}^r \zeta^k \left( \frac{(-1)^{r+1+k}}{r-k} \right) \binom{r}{k} \frac{1}{z^{r-k}} = \zeta^{r+1} - \left( \zeta - \frac{1}{rz} \right)^r
\]

and we arrive at (4.7). \( \square \)
We mention that (4.7) is in agreement with (2.15) from [35] when \( r = 2 \).

To solve the global parametrix problem, it is convenient to modify \( \zeta \). Namely, we define

\[
\xi_j(z) = 1 - \frac{1}{rz^j \zeta(z)} = \frac{r+1}{2q}, \quad j = 0, 1, \ldots, r.
\tag{4.12}
\]

Then \( \xi \) is a meromorphic function on the \((r + 1)\)-sheeted Riemann surface with cuts \( \Delta_0, \ldots, \Delta_r \) as in (3.3). Proposition 4.3 immediately implies the following algebraic equation for \( \xi \).

**Corollary 4.4.** \( \xi \) satisfies

\[
cqz = \frac{1}{1 - \xi q}.
\tag{4.13}
\]

It is a direct consequence of the asymptotic behaviors of \( \zeta_0, \ldots, \zeta_r \in (4.5) \) and (4.6) that as \( z \to \infty \)

\[
\xi_0(z) = 1 - \frac{r}{cqz} + O\left(\frac{1}{z}\right),
\tag{4.14}
\]

\[
\xi_j(z) = m_j' \left( \frac{r}{cq} \right)^{\frac{j}{2}} z^{\frac{1}{2}} + O\left(\frac{1}{z^{1/2}}\right),
\tag{4.15}
\]

for \( \pm \text{Im}(z) > 0 \). In principle, we could write down the expansion of \( \xi_j(z) \) completely in powers of \( z^{-1/r} \) but we will not need it. The equation (4.15) elucidates why we chose the particular modification \( \zeta \to \xi \) as in (4.12), we want \( \xi_1, \ldots, \xi_r \) to correspond intuitively to (a multiple of) \( z^{-1/r} \) for large \( z \). This will be key to getting the asymptotics of the global parametrix as \( z \to \infty \) right, as shall be clear shortly.

From (4.13) we may also deduce the asymptotic behavior as \( z \to 0 \). Namely, for \( j = 0, 1, \ldots, r \), we have as \( z \to 0 \) that

\[
\xi_j(z) = O\left(z^{-\frac{1}{2}}\right).
\tag{4.16}
\]

We shall be more precise about the behavior around the origin in a moment.

### 4.3. Properties of \( \xi \)

We prove some properties for \( \xi \) that will be practical later on.

**Lemma 4.5.** For \( j = 0, 1, \ldots, r \) we have

(a) \( \xi_{j+1}(z) = \xi_{j+1}(z) \) for all \( z \in \Delta_j \) (and \( j < r \)).

(b) \( \xi_j(z) = \bar{\xi}_j(z) \) for all \( z \in \mathbb{C} \setminus \Delta_j \).

(c) \( \text{sgn Im}(\xi_j(z)) = (-1)^{j} \text{sgn Im}(z) \) for all \( z \in \mathbb{C} \setminus \mathbb{R} \).

Furthermore, we have

\[
\xi_0((q, \infty)) = \left(\frac{r}{r+1}, 1\right) \quad \text{and} \quad \xi_0((-\infty, 0)) = (1, \infty).
\]

**Proof.** \( \xi \) inherits its jumps from \( \zeta \) (though with a rescaled cut on the first and second sheet), hence (a) holds trivially.

Let us prove (b). By complex conjugating both (4.13) and \( z \) we find that

\[
cqz = \frac{1}{(1 - \xi(z))\xi(z)}.
\]
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Then on any small neighborhood in, say, the upper half-plane we find a number $\sigma(j) \in \{0, 1, \ldots, r\}$ such that

$$\xi_j(z) = \xi_{\sigma(j)}(z).$$

By analytic continuation this must hold on the entire upper half-plane. Of course, a similar argument works in the lower half-plane. Then it follows from either (4.14) or (4.15) that this can only be true if $\sigma(j) = j$ for all $j = 0, 1, \ldots, r$. The equality extends to $\mathbb{C} \setminus \Delta_j$ by continuity.

Let us prove (c). First we prove that the sign of $\Im(\xi(z))$ is fixed in the upper half-plane and the lower half-plane. Suppose that $z_1$ and $z_2$ are two points in the upper half-plane such that $\Im(\xi_j(z_1)) \neq \Im(\xi_j(z_2))$. Then, by continuity, there must exist a $z_3$ in the segment $[z_1, z_2]$, and in the upper half-plane in particular, such that $\Im(\xi_j(z_3)) = 0$. By (b) this means that $\xi(z_3) = \xi(q)$. This is a contradiction since it would mean that $\xi$ is not an isomorphism (it has to be, since $\xi$ is). We conclude that the sign of $\Im(\xi(z))$ is fixed in the upper half-plane. Of course a similar argument applies to the lower half-plane. Let us now view the case $j = 0$. By (4.14) it should hold that $\Im(\xi_0(z))$ and $\Im(z)$ have the same sign for large $z$. Since the sign is fixed in the upper half-plane and the lower half-plane, as we just proved, this actually holds for all $z \in \mathbb{C} \setminus \mathbb{R}$. Thus we proved (c) for $j = 0$. The cases $j > 0$ now simply follow from the cuts in (a).

For the remaining part of the proposition we first prove that $\xi_0(q) = \frac{\omega(q)}{r+\tau}$. It follows from (b) and the bijectivity of $\xi$ that $\xi_0$ and $\xi_r$ are the only functions amongst $\xi_0, \ldots, \xi_r$ that can attain real values. Let us look at the function in the right-hand side of (4.13). It has a local minimum at $\xi = \frac{\omega(q)}{r+\tau}$ and this is its only extremum. Since our map $\xi$ is bijective this local minimum must correspond to an endpoint of either $\Delta_0$ or $\Delta_r$. It follows from the asymptotic behaviors (4.14)–(4.16) that it cannot correspond to either $\infty$ or 0. We must conclude that $\xi_0(q) = \frac{\omega(q)}{r+\tau}$. Now using this, (4.14) and the fact that $\xi_0((q, \infty)) \subset \mathbb{R}$ we infer that $\xi_0((q, \infty)) = (\frac{\omega(q)}{r+\tau}, 1)$. Then we cannot have $\xi_0((-\infty, 0)) = (-\infty, 1)$ and we must conclude that $\xi_0((-\infty, 0)) = (1, \infty)$. For this, we also used (4.16). □

**Corollary 4.6.** Let $j = 0, 1, \ldots, r$. As $z \to 0$ we have

$$\xi_j(z) = \begin{cases} 0 + O(1) & \text{Im}(z) > 0, \\ \rho \left(\frac{\omega}{\omega(q)}\right)^{\frac{r+\tau}{r+\tau}} \omega^{-1} \left(\frac{\omega(q)}{r+\tau}\right)^{\frac{r+\tau}{r+\tau}} z^{\frac{r+\tau}{r+\tau}} + O \left( z^{\frac{r+\tau}{r+\tau}} \right) & \text{Im}(z) < 0. \end{cases}$$

with $\rho = r+\tau$. □

(4.17)

We remind the reader that $\omega$ is as in (1.12).

**Proof.** Since $\xi_0((-\infty, 0)) = (1, \infty)$ we must have, using (4.13), that

$$\xi_0(z) = \left( \frac{\rho(q)}{\rho} \right)^{\frac{r+\tau}{r+\tau}} (-x)^{-\frac{r+\tau}{r+\tau}}$$

as $x \to 0^-$. Thus we have $\xi_0(z) = \omega^{\frac{1}{r+\tau}} z^{\frac{r+\tau}{r+\tau}}$ as $z \to 0$ for $\pm \text{Im}(z) > 0$. The behaviors for $\xi_1, \ldots, \xi_r$ follow from lemma 4.5(a). □
4.4. Solution of the global parametrix for $\beta = 0$

We first find a solution to the global parametrix problem for $\beta = 0$.

**Theorem 4.7.** For $\beta = 0$ the global parametrix problem is solved by

\[
N_0(z) = \begin{pmatrix}
p_0(\xi_0(z))F(\xi_0(z)) & p_0(\xi_1(z))F(\xi_1(z)) & \cdots & p_0(\xi_r(z))F(\xi_r(z)) \\
p_1(\xi_0(z))F(\xi_0(z)) & p_1(\xi_1(z))F(\xi_1(z)) & \cdots & p_1(\xi_r(z))F(\xi_r(z)) \\
\vdots & \vdots & \ddots & \vdots \\
p_r(\xi_0(z))F(\xi_0(z)) & p_r(\xi_1(z))F(\xi_1(z)) & \cdots & p_r(\xi_r(z))F(\xi_r(z))
\end{pmatrix},
\]

(4.18)

where $p_0, \ldots, p_r$ are unique polynomials of (at most) degree $r$ and where

\[
F(\xi) = \frac{1}{\sqrt{(r + 1)\xi^r - r\xi^{r-1}}}
\]

(4.19)

In the definition of $F$ the square root is taken to have the $r$ cuts $\xi_0, \xi_1, \ldots, \xi_{r-1}$ and it is positive for large positive values of $\xi$.

**Proof.** We start by proving that RH-N3 is satisfied. It turns out to be convenient to write the asymptotics in terms of $\xi_j(z)$ rather than $z$, for $j = 1, \ldots, r$. Namely, it follows from the algebraic equation (4.13) and the asymptotics (4.15) that

\[
c_q \xi_j^q(1 - \xi_j)^{-\frac{1}{2}} = \begin{cases} 
\Omega^{(-1)^j} \xi^q \xi_j^{\frac{1}{2}} & \text{Im}(z) > 0, \\
\Omega^{(-1)^j} \xi^{-q} \xi_j^{-\frac{1}{2}} & \text{Im}(z) < 0,
\end{cases}
\]

(4.20)

for large enough $z$. With large enough $z$ we mean that we should have $|\xi_j(z)| < 1$ (see (4.15)) so that $(1 - \xi_j)^{\frac{1}{2}}$ is well-defined. Then by (4.20) we have for $\pm \text{Im}(z) > 0$ that

\[
\Omega^{\pm(-1)^j} \xi^{-q} \xi_j^{-\frac{1}{2}} = c_q \sum_{m=0}^{\infty} \left( \frac{q}{m} \right) (-1)^m \xi^m
\]

\[
= c_q \sum_{m=k}^{\infty} \left( \frac{q}{m-k} \right) (-1)^{m-k} \xi^m + O(\xi^k).
\]

(4.21)

as $z \to \infty$. We will use this expansion in a moment.

We know that $\xi_0(q) = \frac{1}{\sigma + \tau}$ (see lemma 4.5). We may decompose $F$ as

\[
F(\xi) = \frac{1}{\sqrt{r + 1} \sqrt{\xi - \xi_0(q)}}(-1)^{\sigma(\xi) \frac{1}{2}}
\]

(4.22)

where the square root function has the cut $\xi_{0,+}(\Delta_0)$, is positive for large positive values of $\xi$, and, as usual, $\xi^{\frac{1}{2}}$ is taken with the principle branch (when $r \equiv 0 \mod 2$). $\sigma(\xi)$ counts the number of cuts among $\xi_{1,+}(\Delta_1), \ldots, \xi_{r-1,+}(\Delta_{r-1})$ that have been touched if we go with a circular arc from $|\xi|$ to $\xi$, let us say that this arc is in the upper half-plane if $\text{Im}(\xi) > 0$ and in the lower half-plane if $\text{Im}(\xi) < 0$. We then have $\sigma(\xi) = 0$ for $\xi$ in the lower half-plane, because
\[ \xi_{1, +}(\Delta_1), \ldots, \xi_{r-1, +}(\Delta_{r-1}) \] are all in the upper half-plane by lemma 4.5(c). We find that for \( j = 1, \ldots, r \)

\[
\sigma(\xi_j(z)) = \begin{cases} 
\frac{1 + (-1)^j}{2}(j - 1), & \text{Im}(z) > 0, \\
\frac{1 - (-1)^j}{2}(j - 1), & \text{Im}(z) < 0.
\end{cases} \tag{4.23}
\]

Now using (4.15) and (4.23) we find for \( j = 1, \ldots, r \) that

\[
F(\xi_j(z)) = i^{-\frac{\omega_{ij} + \lambda - 1}{2}} \frac{1}{\sqrt{r}} \left( m_\downarrow^{\downarrow} \right)^{-\frac{1}{2}} \left( 1 - \frac{z - \xi_j(z)}{r} \right)^{\frac{1}{2}} \Delta \Omega^{\pm (\mp 1)(\xi_j(z) - z)} \left( 1 + O \left( \frac{1}{z} \right) \right)
\]

for \( \pm \text{Im}(z) > 0 \) as \( z \to \infty \). The expression between brackets on the far right can be written as

\[
f \left( \Omega^{\pm (\mp 1)(\xi_j(z) - z)} \right),
\]

for some function \( f \) with \( f(0) = 1 \) that is analytic around 0, and does not depend on \( j \), which is clear from (4.6) and (4.12). Then there exists a function \( h \) with \( h(0) \neq 0 \) that is analytic around 0, and does not depend on \( j \), such that for \( j = 1, \ldots, r \)

\[
F(\xi_j(z)) = (-1)^{\nu(\phi)} \left( \frac{1}{r} \right)^{\frac{1}{2}} \Delta \Omega^{\pm (\mp 1)(\xi_j(z) - z)} \left( 1 + O \left( \frac{1}{z} \right) \right) \tag{4.24}
\]

for \( \pm \text{Im}(z) > 0 \) as \( z \to \infty \). One can verify that the power of \(-1\) in (4.24) follows exactly the pattern of the matrix \( D^+ \) as defined in (2.7). We conclude that

\[
F(\xi_j(z)) = D_j^{+\frac{1}{r} z^{-\frac{1}{r}}} \Delta h(\xi_j(z)) \tag{4.25}
\]

as \( z \to \infty \), for \( j = 1, \ldots, r \).

Now, considering only the lower-right \( r \times r \) block, RH-N3 demands that

\[
\begin{pmatrix}
p_1(\xi_1(z)) & p_1(\xi_2(z)) & \cdots & p_1(\xi_r(z)) \\
p_2(\xi_1(z)) & p_2(\xi_2(z)) & \cdots & p_2(\xi_r(z)) \\
\vdots & \vdots & \ddots & \vdots \\
p_r(\xi_1(z)) & p_r(\xi_2(z)) & \cdots & p_r(\xi_r(z))
\end{pmatrix}^r (\mathbb{I} + O \left( \frac{1}{z} \right)) \left( \frac{1}{z} \right)^{\frac{1}{r}} 
\]

as \( z \to \infty \) for \( \pm \text{Im}(z) > 0 \). Using (4.25) we see that this implies that we should have

\[
\begin{pmatrix}
p_1(\xi_1(z)) & p_1(\xi_2(z)) & \cdots & p_1(\xi_r(z)) \\
p_2(\xi_1(z)) & p_2(\xi_2(z)) & \cdots & p_2(\xi_r(z)) \\
\vdots & \vdots & \ddots & \vdots \\
p_r(\xi_1(z)) & p_r(\xi_2(z)) & \cdots & p_r(\xi_r(z))
\end{pmatrix}
\]

as \( z \to \infty \).
We conclude that RH-N3 is satisfied with our particular choice of polynomials as
for all $a$ and (4.14) we have
$$p_k(z) = a_0^{[k]} + a_1^{[k]} z + a_2^{[k]} z^2 + \cdots + a_{r-1}^{[k]} z^{r-1} + b_k z^r,$$
where we still have some freedom in choosing $b_k$.

Let us now focus on getting the correct asymptotics RH-N3 in the first column. By (4.22) and (4.14) we have as $z \to \infty$ that
$$F(z) = 1 + O \left( \frac{1}{z} \right).$$
We should have for all $k = 1, \ldots, r$ that
$$p_k(\xi(z)) F(\xi(z)) = O \left( \frac{1}{z} \right)$$
as $z \to \infty$. Using the asymptotics of $\xi_0$ from (4.14) and (4.28) this means that we should have $p_j(0) = 0$. This can easily be achieved, simply by choosing $b_k = -a_0^{[k]} - a_1^{[k]} - a_2^{[k]} - \cdots - a_{r-1}^{[k]}$ in (4.27). This fixes the definition of $p_1, \ldots, p_r$ and we have RH-N3 for all rows except the first row. We should have
$$p_0(\xi_0(z)) F(\xi_0(z)) = 1 + O \left( \frac{1}{z} \right),$$
$$p_0(\xi(z)) F(\xi(z)) = O \left( \frac{1}{z} \right),$$
as $z \to \infty$, for all $j = 1, \ldots, r$. In view of (4.28), and the asymptotics (4.14) and (4.15), this is achieved if we define
$$p_0(\xi) = \xi^r.$$
We conclude that RH-N3 is satisfied with our particular choice of polynomials $p_0, p_1, \ldots, p_r$. It is clear that, when we impose that $p_0, p_1, \ldots, p_r$ have degree at most $r$, we have no other choice for their coefficients, and the uniqueness follows.
It remains to prove that RH-N2 is satisfied. These are more or less immediate due to the cuts of the Riemann surface associated with $\xi$ (see lemma 4.5(a)), except that we should argue that the minus signs are in the correct place, i.e., in the lower-left component of each $2 \times 2$ blocks. For $x > 0$ a particular $2 \times 2$ block in the jump of $N_0$ takes the form

$$
\begin{pmatrix}
0 & F(\xi_{j+1})(x)/F(\xi_{j+1})^{-1}(x) \\
F(\xi_{j+1})(x)/F(\xi_{j+1})^{-1}(x) & 0
\end{pmatrix}
$$

(4.29)

where $j = 0, 1, \ldots, \lfloor \frac{x}{\alpha} \rfloor$. We know that $\xi_{2j+1+}((0, \infty))$ does not intersect with any of the cuts of $F$, hence we will not get a minus sign. However, we know that $\xi_{2j+1+}(\Delta_{2j})$ is one of the cuts, hence we get a factor $-1$ in the lower left component of (4.29). In the case that $r$ is even, the last block is a $1 \times 1$ block. Indeed we have

$$F(\xi_{r+})(x)/F(\xi_{r+})(x) = 1$$

because $\xi_{r}((0, \infty))$ does not intersect with any of the cuts of $F$.

An analogous argument works for the jump with $x < 0$. \hfill $\square$

### 4.5. Definition of the global parametrix for general $\beta$

With the global parametrix $N_0$ for $\beta = 0$, and the functions $\xi_0, \ldots, \xi_r$ at our disposal, we are ready to define the global parametrix for general $\beta$ (or $\alpha$ equivalently).

**Definition 4.8.** We define the global parametrix by

$$N(z) = C_\beta N_0(z)(z^{-\beta} \oplus 1_{r \times r}) \bigoplus_{j=0}^{r} e^{-\beta \log(1 - \xi_j(z))},$$

(4.30)

where $C_\beta$ is the matrix given by

\[
\begin{pmatrix}
\beta^{-1} e^{-\beta} & 0 & 0 & \cdots & 0 \\
0 & 1 & (\beta + \frac{1}{2}) & \cdots & \beta + \frac{1}{2} \\
0 & 0 & 1 & \cdots & \beta + \frac{1}{2} \\
0 & 0 & 0 & 1 & \cdots \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\times \begin{pmatrix}
1, c_q, c_q^2, \ldots, c_q^r
\end{pmatrix}^{-1}.
\]

\[r \text{ diag } (1, c_q, c_q^2, \ldots, c_q^r)\]

(4.31)

**Theorem 4.9.** The global parametrix problem, for general $\alpha > -1$, is solved by $N$ as in definition 4.8.

**Proof.** We know from lemma 4.5 that $\xi_{0}((\infty, 0)) = (1, \infty)$ and $\xi_0((q, \infty)) = (\frac{1}{q}, 1)$. Then the values $(\frac{1}{q}, 1) \times (\frac{1}{q}, 1)$ are not attained by the other $\xi_j$. Hence $1 - \xi_j(C \setminus \Delta)$ does not intersect with $(-\infty, 0)$ when $j = 1, \ldots, r$. Thus of all the components of the diagonal matrix in (4.30) only $z^{-\beta} e^{-\beta \log(1 - \xi_j(z))}$ could possibly be a case where the cut of the logarithm is intersected. Using lemma 4.5(c) we infer that for $x < 0$ we get the jump

$$\left(z^{-\beta} e^{-\beta \log(1 - \xi_j(z))}\right)_+ = e^{\pm \pi i \beta} |x|^{-\beta} e^{\pm \pi i \beta} |1 - \xi_j(x)|^{-\beta} = |x|^{-\beta} |1 - \xi_j(x)|^{-\beta}.$$
We conclude that \( z^{-\beta} e^{-\beta \log (1 - \xi(z))} \) does not have a jump on \((-\infty, 0)\). Combining this with lemma 4.5(a), we infer that \( N \) satisfies RH-N2. Notice that the factor \( z^{-\beta} \) in (4.30) does indeed yield the correct powers of \( z \) in the upper-left \( 2 \times 2 \) block of the jump for \( x \in (0, q) \).

It remains to show that RH-N3 is satisfied if we choose \( C_\beta \) correctly. It follows from (4.14) that
\[
\sum_{j=1}^{r} c_j z^{-j} \sim 1 + O \left( \frac{1}{z} \right)
\]
(4.32)
as \( z \to \infty \). For \( j = 1, \ldots, r \) we may use (4.15) to conclude that
\[
e^{-\beta \log (1 - \xi(z))} = (1 - \xi(z))^{-\beta}
\]
(4.33)
for \( z \) large enough. We are going to find \( C_\beta \) in the form \( C_\beta = 1 \oplus \Gamma_\beta \), where \( \Gamma_\beta \) is an \( r \times r \) matrix that only depends on \( \beta \). Then, in view of (4.32) and (4.33), we obtain RH-N3 if for \( \pm \text{Im}(z) > 0 \) we have as \( z \to \infty \) that
\[
\Gamma_\beta z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} z^{-\frac{k}{r}} \right) U^+ D^+ \left( \bigoplus_{j=1}^{r} 1 - \xi_j(z) \right)^{-\beta} = \left( I + O \left( \frac{1}{z} \right) \right) z^{-\frac{1}{2}} \left( \bigoplus_{j=1}^{r} z^{-\frac{k}{r}} \right) U^+ D^+.
\]
Thus we should have that
\[
\Gamma_\beta + O \left( \frac{1}{z} \right) = \left( \bigoplus_{j=1}^{r} z^{-\frac{k}{r}} \right) U^+ \left( \bigoplus_{j=1}^{r} 1 - \xi_j(z) \right)^{-\beta} U^+ \left( \bigoplus_{j=1}^{r} z^{-\frac{k}{r}} \right).
\]
(4.34)
for \( \pm \text{Im}(z) > 0 \) as \( z \to \infty \). Using (4.20) we can write the component in the \( k \)th column and \( l \)th row of the right-hand side of (4.34) as
\[
c_q \sum_{m=1}^{r} \xi_m(z)^{k-l}(1 - \xi_m(z)) \frac{b_{kl}}{z^l}.
\]
Then we must have
\[
\Gamma_{\beta,l} = c_q \sum_{m=1}^{r} \xi_m(z)^{k-l}(1 - \xi_m(z)) \frac{b_{kl}}{z^l} + O \left( \frac{1}{z} \right).
\]
(4.35)
as \( z \to \infty \). The expression on the right-hand side of (4.35) (without the \( O \) term) is invariant under permutations of \( \xi_1, \ldots, \xi_r \). Then it cannot have a jump for large enough \( z \) (\( \xi_0 \) does not enter the equation when \( |z| > q \) hence it must have a Laurent series expansion (of integer powers of \( z \)) around \( z = 0 \). All these powers have to be non-positive due to (4.15). Indeed, we always have \( \xi_m(z)^{k-l} = O \left( \frac{1}{z^l} \right) \) thus there is no positive (integer) power of \( z \) in the Laurent series. Hence we deduce from (4.35) that we obtain RH-N3 if we take
\[
C_{\beta,l} = c_q \lim_{z \to \infty} \int_{|z|=\epsilon} \sum_{m=1}^{r} \xi_m(z)^{k-l}(1 - \xi_m(z)) \frac{b_{kl}}{z^l} \frac{dz}{z}.
\]
\[
= \begin{cases} c_q \frac{b_{kl}}{l-k}, & k \leq l \\ 0, & k > l \end{cases}
\]
for \( k, l = 1, \ldots, r \), and this is in agreement with (4.31). In the last step we have again used the argument of invariance under permutations of \( \xi_1, \ldots, \xi_r \) to argue that certain expressions are analytic and thus vanish when integrated over.

\[ \square \]

4.6. Behavior of the global parametrix near the hard and soft edge

**Proposition 4.10.** The global parametrix \( N \) has the following behavior near the branch points.

\[
N(z) \text{ diag } \left( z^{\frac{r_j}{r+1}}, z^{\frac{d_j}{r+1}}, \ldots, z^{\frac{d}{r+1}} \right) = O \left( z^{-\frac{2d}{r+1}} \right), \quad \text{as } z \to 0. \tag{4.36}
\]

\[
N(z) = O \left( \begin{pmatrix} (z - q)^{-\frac{1}{4}} & (z - q)^{-\frac{1}{4}} & 1 & \ldots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ (z - q)^{-\frac{1}{4}} & (z - q)^{-\frac{1}{4}} & 1 & \ldots & 1 \end{pmatrix} \right), \quad \text{as } z \to q. \tag{4.37}
\]

**Proof.** It follows from (4.16) that for all \( k, j = 0, 1, \ldots, r \)

\[
p_k(\xi_j(z)) = O \left( z^{-\frac{r_j}{r+1}} \right) \tag{4.38}
\]

as \( z \to 0 \), where \( p_0, \ldots, p_r \) are the polynomials of degree \( r \) in the definition of \( N_0 \) in theorem 4.7. On the other hand, we have for \( j = 0, 1, \ldots, r \) that

\[
F(\xi_j(z)) = O \left( z^{-\frac{r_j}{r+1}} \right) \tag{4.39}
\]

as \( z \to 0 \), where \( F \) is as in theorem 4.7. Then, plugging (4.38) and (4.39) in (4.30), we have as \( z \to 0 \)

\[
C_0 N_0 (z) = O \left( z^{-\frac{2d}{r+1}} \right). \tag{4.40}
\]

Using corollary 4.6 we infer that for \( j = 0, 1, \ldots, r \) as \( z \to 0 \)

\[
e^{-\beta \log(1 - \xi_j(z))} = O \left( z^{\frac{d}{r+1}} \right). \tag{4.41}
\]

From this equation it follows that

\[
(z^{-\beta} \oplus \mathbb{Z}_{r+1}) \bigoplus_{j=0}^r e^{-\beta \log(1 - \xi_j(z))} \text{ diag } \left( z^{\frac{r_j}{r+1}}, z^{\frac{d_j}{r+1}}, \ldots, z^{\frac{d}{r+1}} \right) = O (1)
\]

as \( z \to 0 \), and if we combine this with (4.40) and (4.30) then we arrive at (4.36).

To prove (4.37) we first notice that \( F \), as defined in theorem 4.7, satisfies

\[
F(\xi) = O \left( \left( \xi - \frac{r}{r+1} \right)^{-\frac{1}{4}} \right) \tag{4.41}
\]

as \( z \to \frac{r}{r+1} \). We know from lemma 4.5 that \( \xi_0(q) = \frac{r}{r+1} \) and consequently also \( \xi_1(q) = \frac{r}{r+1} \). The point \( q \) corresponding to the first two sheets of the Riemann surface associated with (4.13) is a regular point of the Riemann surface, and only \( \xi_0 \) and \( \xi_1 \) can approach \( \frac{r}{r+1} \). Then we must conclude that there is a square root branch at \( q \), i.e., we have

\[
\xi_j(z) - \frac{r}{r+1} = O \left( \sqrt{z - q} \right)
\]
as $z \to q$, for $j = 0$ and $j = 0$. Plugging this in (4.41) we find that
\[ F(\xi_j(z)) = O \left( (z - q)^{-\frac{1}{4}} \right) \]
as $z \to q$, for $j = 0$ and $j = 1$. For $j = 2, \ldots, r - 1$ the functions $\xi_j$ are bounded around $q$ and their limiting values are not $\frac{1}{r_0}$ or 0, hence $F(\xi_j(z))$ is bounded around $z = q$. It is a simple task to verify that all the other expressions in the definition of $N$ are bounded, and (4.37) follows.

5. Local parametrices

Close to the end points 0 and $q$ the global parametrix cannot be a good approximation. The reason for this, is that the behaviors of the global parametrix near these points, (4.36) and (4.37), do not agree with the behaviors in RH-S4. This means that we have to consider local parametrix problems around $z = 0$ and $z = q$. The local parametrix problem around $z = q$ is standard and we omit the details, but the local parametrix problem around $z = 0$ is new (when $r > 2$) and we work it out in detail. It shows similarities with the bare Meijer-G parametrix from [9], although we do not believe that there is a (simple) way to map the local parametrix problems to each other.

5.1. The local parametrix problem around the hard edge $z = 0$

The assumption that $V$ is real analytic on $[0, \infty)$ implies that there is an open neighborhood $O_V$ of $[0, \infty)$ on which $V$ can be analytically continued. We now consider a disk $D(0, r_0) \subset O_V$ around the origin of radius $r_0$. Here $r_0$ is a positive number that we shall eventually fix (see section 5.2.4). It is assumed that $r_0$ is sufficiently small, such that the lips of the lens inside $D(0, r_0)$ are on the imaginary axis (see figure 1 also). We shall orient the boundary circle of any disk positively. The initial local parametrix problem (we explain this terminology in a moment) is as follows.

Riemann–Hilbert problem 5.1.

- RH-P1 $P$ is analytic on $D(0, r_0) \setminus \Sigma_S$.
- RH-P2 $P$ has the same jumps as $S$ has on $D(0, r_0) \setminus \Sigma_S$.
- RH-P3 $P$ has the same asymptotics as $S$ has near the origin.

The matching condition is usually given as RH-P4. In larger size RHPs obtaining the matching is often a major technical issue, and ours is no exception. We will therefore use a double matching (see [42]) instead of an ordinary matching. Then there is also a jump on a shrinking circle inside $D(0, r_0)$, in our case this circle turns out to be $\partial D(0, r_n)$ where
\[ r_n = n \left( \frac{1}{r_0} \right), \quad n = 1, 2, \ldots \]

On the other hand, in the annulus $r_n < |z| < r_0$, denoted $A(0; r_n, r_0)$, the local parametrix will not have a jump on the lips of the lens anymore. Hence the actual local parametrix $P$, i.e., the one that we will use in the final transformation, satisfies an altered version of RH-P (and RH-P2 in particular). Indeed, this is why we called the local parametrix problem for $P$ the initial local parametrix problem. In general, we will use the same notations and terminology as in [42] as much as possible. We will first find a solution $\tilde{P}$ to RH-P and then, using the double matching approach, we will construct $P$ as
\[ P(z) = \begin{cases} E_n^0(z) \hat{p}(z), & z \in D(0, r_n), \\ E_n^\infty(z) N(z), & z \in A(0; r_n, r_0), \end{cases} \]

where \( E_n^0 \) and \( E_n^\infty \) are analytic prefactors that we shall obtain from theorem 1.2 in [42]. Then it will turn out that \( P \) satisfies a double matching of the form

\[
P_+(z)N(z)^{-1} = I + O\left(\frac{1}{n}\right), \quad \text{uniformly for } z \in \partial D(0, r_n),
\]

\[
P_+(z)P_-(z)^{-1} = I + O\left(\frac{1}{n^{1/2}}\right), \quad \text{uniformly for } z \in \partial D(0, r_n),
\]

as \( n \to \infty \). For convenience to the reader, we repeat theorem 1.2 of [42] in section 5.4.2, as theorem 5.25. Much of our approach concerning the local parametrix is parallel to the approach in [35], where the case \( r = 2 \) was treated.

5.2. Reduction to constant jumps

The first step to solving a local parametrix problem is generally to transform it to a problem with constant jumps. To that end we define \( \varphi \)-functions as follows.

5.2.1. Definition of the \( \varphi \)-functions.

**Definition 5.2.** For \( z \in O_v \setminus \mathbb{R} \) with \( \pm \text{Im}(z) > 0 \) we define

\[
\varphi_0(z) = -g_0(z) + \frac{1}{2} \delta(\overline{z}) + \frac{1}{2} (V(z) + \ell) \pm \pi i, \tag{5.1}
\]

\[
\varphi_j(z) = \frac{1}{2} g_{j-1}(z) - g_j(z) + \frac{1}{2} g_{j+1}(z) \pm (-1)^j \frac{r - j}{r} \pi i, \tag{5.2}
\]

\[
\varphi_{r-1}(z) = \frac{1}{2} g_{r-2}(z) - g_{r-1}(z) \pm (-1)^{r-1} \frac{\pi i}{r}. \tag{5.3}
\]

Here \( g_{0, 1, \ldots, r-1} \) are the \( g \)-functions as in (3.6). For convenience, we also define \( \varphi_{-1} = \varphi_r = 0 \).

Notice that we have \( \varphi_0(z) = \varphi(z) \pm \pi i \) according to (3.33). The explicit form of the \( \varphi \)-functions is dictated by the variational equations (3.4) and (3.5). Notice that the definition of \( \varphi_2, \ldots, \varphi_{r-1} \) makes sense on \( \mathbb{C} \setminus \mathbb{R} \), for our purposes it will suffice to let them have domain \( O_v \setminus \mathbb{R} \) though.

**Lemma 5.3.** For all \( j = 0, 1, \ldots, r - 1 \) we have for \( x \in \Delta_j \cap O_v \) that

\[
\varphi_{j+}(x) = -\varphi_{j-}(x). \tag{5.4}
\]

Furthermore, for all \( j = 0, \ldots, r - 1 \) we have for \( x \in (\mathbb{R} \cap O_v) \setminus \Delta_j \) that

\[
\varphi_{j+}(x) = \varphi_{j-}(x) + \varphi_{j-}(x) + \varphi_{j+}(x). \tag{5.5}
\]
Proof. First we prove the relation (5.4). For \( x \in (0, q) \cap O_v \) and \( j = 0 \) we have

\[
\varphi_{0,\pm}(x) = -\int_0^q \log |x-s|d\mu_0(s) \mp \pi i \int_x^q d\mu_0(s) + \frac{1}{2} \int_{-\infty}^0 \log |x-s|d\mu_1(s)
\]

\[
+ \frac{1}{2}(V(x) + \ell) \pm \pi i
\]

\[
= \pm \mu_0([0, x]),
\]

(5.6)

where we have used the variational conditions (3.4), and the fact that \( \mu_0 \) has total mass 1. Similarly, we have by (3.5) for even \( j > 0 \) and \( x > 0 \) that

\[
\varphi_{j,\pm}(x) = \frac{1}{2} \int_{-\infty}^0 \log |x-s|d\mu_{j-1}(s) - \int_0^\infty \log |x-s|d\mu_j(s)
\]

\[
\mp \pi i \int_x^\infty d\mu_j(s) + \frac{1}{2} \int_{-\infty}^0 \log |x-s|d\mu_{j+1}(s) \pm \frac{r-j}{r} \pi i
\]

\[
= \mp \pi i \mu_j([x, \infty]) \pm \frac{r-j}{r} \pi i
\]

\[
= \pm \pi i \mu_j([0, x]),
\]

(5.7)

Here we have used that \( \mu_j \) has total mass \( \frac{j-1}{j} \), see (3.2). For odd \( j \) we have for \( x < 0 \) that

\[
\varphi_{j,\pm}(x) = \frac{1}{2} \int_0^\infty \log |x-s|d\mu_{j-1}(s) + \frac{\pi i}{2} \int_0^\infty d\mu_{j-1}(s)
\]

\[
- \int_0^\infty \log |x-s|d\mu_j(s) \pm \pi i \int_x^\infty d\mu_j(s)
\]

\[
+ \frac{1}{2} \int_0^\infty \log |x-s|d\mu_{j+1}(s) \mp \int_0^\infty d\mu_{j+1}(s) \pm \frac{r-j}{r} \pi i
\]

\[
= \mp \pi i \left( \frac{r-j+1}{r} + \frac{r-j-1}{r} \right) \pm \mu_j([x, 0]) \pm \frac{r-j}{r} \pi i
\]

\[
= \pm \mu_j([x, 0]),
\]

(5.8)

where we used that \( \mu_{j-1} \) and \( \mu_{j+1} \) have total mass \( \frac{j-1}{j} \) and \( \frac{j-1}{j} \) respectively. We conclude that \( \varphi_{j,\pm}(x) = -\varphi_{j,\pm}(x) \) for \( x \in \Delta_j \cap O_v \) for all \( j = 0, 1, \ldots, r-1 \).

Now we prove (5.5). For \( x < 0 \) we have

\[
\varphi_{0,+,}(x) - \varphi_{0,-}(x) = -(g_{0,+}(x) - g_{0,-}(x)) + \frac{1}{2}(g_{1,+}(x) - g_{1,-}(x)) - 2\pi i
\]

\[
= 2\pi i \int_0^q d\mu_0(s) - \pi i \int_x^0 d\mu_1(s) - 2\pi i
\]

\[
= -\pi i \mu_1([x, 0])
\]

\[
= \varphi_{1,-}(x),
\]

where we have used that \( V \) is analytic and that \( \mu_0 \) has total mass 1, and (5.8) with \( j = 1 \) in the last line. Similarly we have for even \( j > 0 \) and \( x < 0 \) that
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\[
\varphi_{j+}(x) - \varphi_{j-}(x) = \frac{1}{2}(g_{j+1}(x) - g_{j-1}(x)) - (g_{j+}(x) - g_{j-}(x)) + \frac{1}{2}(g_{j+1}(x) - g_{j-1}(x)) - 2\pi i \frac{r - j}{r} \\
= -\pi i \int_x^0 d\mu_{j-1}(s) + 2\pi i \int_x^\infty d\mu_{j}(s) - \pi i \int_x^0 d\mu_{j+1}(s) - 2\pi i \frac{r - j}{r} \\
= -\pi i \mu_{j-1}([x, 0]) + 2\pi i \frac{r - j}{r} - \pi i \mu_{j+1}([0, x]) - 2\pi i \frac{r - j}{r} \\
= \varphi_{j-1, -}(x) + \varphi_{j+1, -}(x),
\]
where we used that \( \mu_j \) has total mass \( \frac{r}{r_j} \), and we used (5.8) in the last line. For odd \( j \) and \( x > 0 \) we find
\[
\varphi_{j+}(x) - \varphi_{j-}(x) = \pi i \int_x^\infty d\mu_{j-1}(s) + \pi i \int_x^\infty d\mu_{j+1}(s) - 2\pi i \frac{r - j}{r} \\
= \pi i \mu_{j-1}([x, \infty)) + \pi i \mu_{j+1}([x, \infty)) - 2\pi i \frac{r - j}{r} \\
= -\pi i \mu_{j-1}([0, x]) - \pi i \mu_{j+1}([0, x]) \\
= \varphi_{j-1, -}(x) + \varphi_{j+1, -}(x),
\]
where we used (5.7), and (5.6) for \( j = 1 \), in the last line. We conclude that
\[
\varphi_{j+}(x) = \varphi_{j-1, -}(x) + \varphi_{j, -}(x) + \varphi_{j+1, -}(x)
\]
for \( x \in (\mathbb{R} \cap O_V) \setminus \Delta_j \) for all \( j = 0, 1, \ldots, r - 1 \). \( \square \)

5.2.2. Analytic functions constructed out of the \( \varphi \)-functions.

From the \( \varphi \)-functions we construct functions \( f_1, \ldots, f_m \) that we will eventually use to reduce the jumps of the local parametrix problem to constant jumps. These functions are the generalization of the analytic functions \( f_1 \) and \( f_2 \) from section 5.3 in [35].

**Definition 5.4.** Let \( m = 1, 2, \ldots, r \). We define for \( z \in D(0, q) \cap O_V \)
\[
f_m(z) = -z^{-\frac{1}{2}} \sum_{j=0}^{r-1} \left( \sum_{k=0}^{j} \omega^{m(-1)^j \left( \frac{k}{2} + \frac{1}{2} \right)} \varphi_j(z) \right), \quad \text{Im}(z) > 0, \\
\sum_{j=0}^{r-1} \left( \sum_{k=0}^{j} \omega^{m(-1)^{j+1} \left( \frac{k}{2} - \frac{1}{2} \right)} \varphi_j(z) \right), \quad \text{Im}(z) < 0.
\]

**Proposition 5.5.** \( f_m \) defines an analytic function for every \( m = 1, 2, \ldots, r \).

**Proof.** We only prove it for the case \( r \equiv 0 \mod 2 \), the case \( r \equiv 1 \mod 2 \) is analogous. For \( x \in (0, q) \cap O_V \) we have by (5.4) and (5.5) that
\(-\omega^{-\frac{m}{2}} x^{\frac{m}{2}} f_{m+1}(x) = \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \varphi_{2j+\frac{1}{2}}(x) + \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \varphi_{2j+1,\frac{1}{2}}(x) \right)

\begin{align*}
\quad &= -\sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \varphi_{2j,\frac{1}{2}}(x) + \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \times (\varphi_{2j,\frac{1}{2}}(x) + \varphi_{2j+1,\frac{1}{2}}(x) + \varphi_{2j-\frac{1}{2}}(x))
\end{align*}

Notice that we have multiplied \( f_m \) with an appropriate factor, \(-\omega^{-\frac{m}{2}} x^{\frac{m}{2}}\). This is simply a pragmatic choice that makes our equations look nicer. When we shift the summation index for \( \varphi_{2j+\frac{1}{2}}(x) \) we can write this as

\begin{align*}
(-1 + 1 + \omega^{-m})\varphi_{0,-}(x) + \sum_{j=0}^{\frac{2j-1}{2}} \left( -\sum_{k=0}^{2j} \omega^{m(-1)^k (\frac{k+1}{2})} \right) + \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \\
+ \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \varphi_{2j,\frac{1}{2}}(x) + \sum_{j=0}^{\frac{2j-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} \right) \times \varphi_{2j+1,\frac{1}{2}}(x)
\end{align*}

To prove that \( f_m \) has no jump for \( x \in (0, \infty) \cap \mathbb{R} \) it then suffices to show the following two identities,

\begin{align*}
\sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} = \sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})-1} \quad (5.10)
\end{align*}

and

\begin{align*}
\sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} = \sum_{k=0}^{2j} \omega^{m(-1)^k (\frac{k+1}{2})-1} \quad (5.11)
\end{align*}

because then we would obtain the coefficients as in (5.9) for \( \text{Im}(z) < 0 \). To prove the first identity we notice that

\begin{align*}
\sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})} &= \sum_{k=0}^{j} \omega^{2mk} + \sum_{k=0}^{j} \omega^{-m(2k+1)} \\
&= 1 - \omega^{2m(j+1)} + \omega^{-m} \frac{1 - \omega^{-2m(j+1)}}{1 - \omega^{-2m}} \\
&= \frac{1 - \omega^{-m} - \omega^{-m(2j+2)} + \omega^{-m(2j+1)}}{1 - \omega^{-2m}}.
\end{align*}

Indeed, then, complex conjugating and multiplying by \( \omega^{-m} \), we have

\begin{align*}
\sum_{k=0}^{2j+1} \omega^{m(-1)^k (\frac{k+1}{2})-1} = \omega^{-m} \frac{1 - \omega^{-m} - \omega^{-m(2j+2)} + \omega^{-m(2j+1)}}{1 - \omega^{-2m}}
\end{align*}
On the other hand, we have

\[
\sum_{k=0}^{2j+1} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor}.
\]  

(5.12)

The first identity (5.10) is proved. To prove the second identity (5.11) we use (5.11) to see that

\[
\sum_{k=0}^{2j-1} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} - \omega^{-m(j+1)}
\]

\[
= \sum_{k=0}^{2j-1} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} - \omega^m\left(-\lfloor \frac{2j+1}{2} \rfloor\right)
\]

\[
= \sum_{k=0}^{2j} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor}.
\]

Then (5.11) is also proved. We conclude that \(f_m\) does not have a jump on \((0, q) \cap O_V\).

Now we will prove that it also does not have a jump on \((-q, 0) \cap O_V\). For \(x < 0\), we have, again using (5.4) and (5.5), that

\[
-|x|^{\frac{m}{r}} f_{m+1}(x) = \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right) (\varphi_{2j-1, -}(x) + \varphi_{2j, -}(x) + \varphi_{2j+1, -}(x))
\]

\[
- \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right) \varphi_{2j+1, -}(x)
\]

\[
= \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right) \varphi_{2j, -}(x) + \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j+2} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right)
\]

\[
= \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right) \varphi_{2j, -}(x)
\]

\[
+ \sum_{j=0}^{\frac{q-1}{2}} \left( \sum_{k=0}^{2j+1} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} \right) \varphi_{2j+1, -}(x)
\]

Here we have used for the second equality that

\[
\sum_{j=0}^{\frac{q-1}{2}+2} \omega^m(-1)^{(k+1)\lfloor \frac{k+1}{2} \rfloor} = \sum_{j=0}^{r} \omega^j = 0.
\]

On the other hand, we have
\[-\left| x \right|^{-\alpha} f_m(x) = \sum_{j=0}^{r-1} \left( \sum_{k=0}^{j} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} \right) \varphi_j(x).\]

To see that \( f_m \) does not have a jump on \(( -q, 0 ) \cap O_V \) we should then have the two identities
\[
2 \sum_{k=0}^{j} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} = 2 \sum_{k=0}^{j} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)}
\]
and
\[
2 \sum_{k=0}^{j+1} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} = 2 \sum_{k=0}^{j+1} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} + \omega^{-m(j+1)}.
\]

These identities are simply the complex conjugate of the identities (5.10) and (5.11) that we found before. We conclude that \( f_m \) has no jumps in \( D(0, q) \cap O_V \). Since the \( g \) functions (see proposition 3.5) and \( V \) are bounded on \( D(0, q) \) we conclude that \( f_m \) is analytic. \( \square \)

**Proposition 5.6.** Let \( j = 0, 1, \ldots, r \). We have for \( z \in D(0, q) \cap O_V \) and \( \pm \text{Im}(z) > 0 \) that
\[
\sum_{m=1}^{r} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} z^{-\alpha} f_m(z) = \sum_{j=0}^{r-1} \left( j + 1 \right) \varphi_j(z) - (r + 1) \sum_{j=1}^{r-1} \varphi_j(z). \tag{5.13}
\]

**Proof.** One may verify, by considering the different cases of parity, that
\[
(-1)^{l-1} \left( \frac{1}{2} + \left| \frac{l}{2} \right| \right) + (-1)^{k} \left| \frac{k + 1}{2} \right| + \frac{1}{2} \equiv 0 \mod(r + 1)
\]
only has \( k = l \) as a solution (under the assumption that \( 0 \leq k \leq r \)). Combining this with definition 5.4, we get for \( \pm \text{Im}(z) > 0 \) that
\[
-\sum_{m=1}^{r} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} z^{-\alpha} f_m(z)
\]
\[
= \sum_{j=0}^{r-1} \sum_{k=0}^{j} \omega^m \left( -1 \right)^{k \left( \left| \frac{k}{2} \right| + 1 \right)} \varphi_j(z)
\]
\[
= \sum_{j=0}^{r-1} \sum_{k=0}^{j} \left( -1 \right)^{j} \varphi_j(z) + \sum_{j=1}^{r-1} \left( r + \sum_{k=0, k \neq l}^{j} \left( -1 \right) \varphi_j(z) \right)
\]
\[
= \sum_{j=0}^{r-1} \left( j + 1 \right) \varphi_j(z) + \sum_{j=1}^{r-1} \left( r - j \right) \varphi_j(z)
\]
\[
= -\sum_{j=0}^{r-1} \left( j + 1 \right) \varphi_j(z) + (r + 1) \sum_{j=1}^{r-1} \varphi_j(z).
\]

\( \square \)
5.2.3. A local parametrix problem with constant jumps.

We define the following function.

**Definition 5.7.** We define the \((r + 1) \times (r + 1)\) diagonal matrix

\[
D_0(z) = \exp \left( \frac{2}{r+1} \sum_{j=0}^{r-1} (j+1) \varphi_j(z) \right) \bigoplus \exp \left( -2 \sum_{j=1}^{r-1} \varphi_j(z) \right). \tag{5.14}
\]

This function is the equivalent of \((5.15)\) in [35]. The function \(D_0(z)\) relates RH-P to an RHP with constant jumps, in the following way.

**Proposition 5.8.** Suppose that

\[
\tilde{P}(z) = P(z) \text{diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^n.
\]

Then \(P\) satisfies RHP-P if and only if \(\tilde{P}\) satisfies RH-\(\tilde{P}\), as defined below.

**Riemann–Hilbert problem 5.9.**

**RH-P1** \(\tilde{P}\) is analytic on \(D(0, r_0) \setminus \Sigma_\delta\).

**RH-P2** \(\tilde{P}\) has boundary values for \(x \in D(0, r_0) \cap \Sigma_\delta\)

\[
\tilde{P}_+(x) = \tilde{P}_-(x)
\]

\[
\times \begin{cases} 
0 & 1 \\
\bigoplus_{j=1}^{r+1} (0 & 1) \bigoplus 1, & r \equiv 0 \text{ mod } 2,
\end{cases} \quad x \in (0, r_0),
\tag{5.15}
\]

\[
\tilde{P}_+(x) = \tilde{P}_-(x)
\]

\[
\times \begin{cases} 
1 \bigoplus \bigoplus_{j=1}^{r+1} e^{2\pi i \beta} (0 & 1) & r \equiv 0 \text{ mod } 2, \\
1 \bigoplus \bigoplus_{j=1}^{r+1} e^{2\pi i \beta} (0 & 1) \bigoplus e^{2\pi i \beta}, & r \equiv 1 \text{ mod } 2,
\end{cases} \quad x \in (-r_0, 0),
\tag{5.16}
\]

\[
\tilde{P}_+(z) = \tilde{P}_-(z) \left( \begin{array}{cc} 1 & 0 \\
1 & 1 \end{array} \right) \bigoplus I_{(r-1) \times (r-1)}
\]

\(z \in \Delta_0^+ \cap D(0, r_0).\) \tag{5.17}
**RH-P3** As \( z \to 0 \)

\[
\tilde{P}(z) = O \left( \begin{pmatrix}
    h_{-a_1} & h_{-a_2} & \cdots & h_{-a_r} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{-a_1} & h_{-a_2} & \cdots & h_{-a_r}
\end{pmatrix}
\right)
\]

for \( z \) to the right of \( \Delta_0^\pm \), \hspace{1cm} (5.18)

\[
\tilde{P}(z) = O \left( \begin{pmatrix}
    1 & h_{-a_1} & \cdots & h_{-a_r} \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & h_{-a_1} & \cdots & h_{-a_r}
\end{pmatrix}
\right)
\]

for \( z \) to the left of \( \Delta_0^\pm \). \hspace{1cm} (5.19)

**Proof.** So let us suppose that \( \tilde{P} \) satisfies RH-P. For the positive and negative real axis the jumps of \( \tilde{P} \) follow from proposition 5.6. For example, for \( x < 0 \) the upper-right component of the \( l \)th \( 2 \times 2 \) block of the jump matrix equals

\[
e^{\pi i|\beta|} \exp \left( \sum_{m=1}^{r} \omega^{-(1-\beta)l} \frac{\omega^m |m\omega x|}{\pi m} f_m(x) \right) = e^{2n_i \beta}.
\]

The other components, both for the jump for \( x < 0 \) and \( x > 0 \), follow with an analogous argument. For the jump on the lips of the lens we notice that

\[
\tilde{P}_-(z)^{-1} \tilde{P}_+(z) = \text{diag}(1, z^\beta, \ldots, z^\beta)
\]

\[
D_0(z)^{-\beta} \left( \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} \otimes I_{(r-1)\times(r-1)} \right) D_0(z)^{\beta} = \text{diag}(1, z^\beta, \ldots, z^\beta)
\]

\[
\left( D_{0,11}(z)^{-1} \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} \otimes I_{(r-1)\times(r-1)} \right) (z) D_{0,00}(z) = \text{diag}(1, z^\beta, \ldots, z^\beta)
\]
We see that

\[ D_{0,1}^{(z)} - n e^{2 \pi i \phi(z)} D_{0,0}^{(z)} = \exp \left( 2n \left( \phi(z) + \sum_{j=1}^{r-1} \phi_j(z) - \sum_{j=0}^{r-1} \phi_j(z) \right) \right) \]

\[ = \exp(2n(\phi(z) - \phi_0(z))) = 1. \]

Plugging this in (5.20), we conclude that \( \tilde{P} \) satisfies RH-\( \tilde{P}^2 \). To see that it satisfies RH-\( \tilde{P}^3 \) we first notice that the components of \( D_0(z) \) are bounded around \( z = 0 \), which follows from proposition 5.5 for example. Now RH-\( \tilde{P}^3 \) follows from the observation that

\[ z^{-\alpha} \overrightarrow{h_{+\alpha}}(z) z^{\beta} = \overrightarrow{h_{+\alpha}}(z) = \overrightarrow{h_{-\beta}}(z). \]

We conclude that \( \tilde{P} \) satisfies RH-\( \tilde{P} \). The opposite implication is more or less analogous. \( \square \)

We will eventually find a solution to RH-\( \tilde{P} \) in the form

\[ \tilde{P}(z) = \Psi \left( n^{r+1} f(z) \right). \]

Here \( \Psi \) is a solution to a so-called bare parametrix problem, that we define explicitly in section 5.3. This problem has the same behavior as in RH-\( \tilde{P} \), except that the jump contours are extended to infinity, i.e., we have jumps on the positive and negative real axis and on the positive and negative imaginary axis. We denote these by \( \mathbb{R}^+ \) and \( i \mathbb{R}^+ \). Additionally, \( \Psi \) has a specific asymptotic behavior at \( \infty \). The function \( f \) is a conformal map with \( f(0) = 0 \) that maps positive numbers to positive numbers. Without loss of generality, by slightly deforming the lips of the lens, we may assume that it maps the jump contours of RH-\( \tilde{P}^2 \) into the jump contours of \( \Psi \).

5.2.4. The conformal map \( f \).

The conformal map that we use in the construction of the local parametri is defined as follows.

**Definition 5.10.** We define the map

\[ f(z) = z \left( \frac{2 f_1(z)}{r+1} \right)^{r+1} \]  

(5.21)

We will be more precise about the domain of \( f \) in a moment.

**Proposition 5.11.** In a small enough neighborhood of 0 the function \( f \), as defined in (5.21), is a conformal map with \( f(0) = 0 \) that maps positive numbers to positive numbers. Furthermore, with \( c_{0,V} \) as in (1.10), we have

\[ f'(0) = \left( \frac{\pi c_{0,V}}{\sin \left( \frac{\pi}{r+1} \right)} \right)^{r+1}. \]

(5.22)

**Proof.** By proposition 5.5 we already know that \( f_1 \) is analytic on \( D(0, q) \cap O_V \), then \( f \), too, is analytic on \( D(0, q) \cap O_V \). It suffices to prove that \( f_1(0) > 0 \). If we subtract the formula in proposition 5.6 for \( l = 0 \) from the one for \( l = 1 \), then we obtain for \( \text{Im}(z) > 0 \) that

\[ f'(0) = \left( \frac{\pi c_{0,V}}{\sin \left( \frac{\pi}{r+1} \right)} \right)^{r+1}. \]
By (5.6) and the one-cut $\frac{1}{r}$-regularity of we have for $x > 0$ that

$$\varphi_{0,+}(z) = \mu([0, x]) = (r + 1)\pi c_{0,V} x^{\frac{r}{r+1}} (1 + o(1))$$

as $x \to 0$. Then it follows for $x > 0$ that

$$2i \sin \left( \frac{\pi}{r+1} \right) x^{\frac{r}{r+1}} f_1(x) + \mathcal{O} \left( x^{\frac{1}{r+1}} \right) = (r + 1)^2 \pi c_{0,V} x^{\frac{r}{r+1}} (1 + o(1))$$

as $z \to 0$. This can only be true if

$$f_1(0) = (r + 1)^2 \frac{\pi c_{0,V}}{2 \sin \left( \frac{\pi}{r+1} \right)}.$$

Then we conclude that $f_1(0) > 0$, and furthermore

$$f'(0) = \left( \frac{\pi c_{0,V}}{\sin \left( \frac{\pi}{r+1} \right)} \right)^{\frac{r+1}{r}}.$$

□

We infer that there exists an $r_0 > 0$ such that $f$ is a conformal map if we take it to have domain $D(0, r_0)$. We fix such an $r_0$ and we will use it as the radius of the disk on which our local parametrix is defined.

5.3. Bare local parametrix problem

As mentioned before the bare parametrix problem has the same behavior as in RH-\(\tilde{P}\), but with the jump contours extended to infinity, and with an additional behavior at $\infty$. It is the generalization of the RHP in section 3 in [35]. The bare parametrix problem takes the following form.

**Riemann–Hilbert problem 5.12.**

**RH-\(\Psi_1\)** $\Psi$ is analytic on $\mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$.

**RH-\(\Psi_2\)** $\Psi$ has boundary values for $x \in (\mathbb{R} \cup i\mathbb{R}) \setminus \{0\}$

$$\Psi_+(x) = \Psi_-(x) \times \begin{cases} \oplus \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \oplus 1, & r \equiv 0 \mod 2, \\ \oplus \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), & r \equiv 1 \mod 2, \end{cases}$$

$$x \in \mathbb{R}^+, \quad (5.24)$$

$$\Psi_+(x) = \Psi_-(x)$$
\[ x \in \mathbb{R}^- \] (5.25)

\[ \Psi_+(x) = \Psi_-(x) \left( \frac{1}{1} \right) \oplus I (-1)x(-1) \]

\[ x \in i \mathbb{R}^+ \] (5.26)

**RH-Ψ3** As \( z \to \infty \) we have for \( \pm \text{Im}(z) > 0 \)

\[ \Psi_\alpha(z) = \left( I + O \left( \frac{1}{z} \right) \right) L_\alpha(z) \]

\[ \times \left\{ \begin{array}{ll}
0 & r \equiv 0 \mod 2, \\
0 & r \equiv 1 \mod 2,
\end{array} \right. \]

\[ x \in \mathbb{R}^- \]

where \( L_\alpha(z) \) is as in definition 5.13 below.

**RH-Ψ4** As \( z \to 0 \)

\[ \Psi(z) = O \left( \begin{array}{cccc}
1 & h_{a - 1}(z) & \ldots & h_{a - 1}(z) \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots \\
& & & \ddots & h_{a - 1}(z) \\
& & & & h_{a - 1}(z)
\end{array} \right), \quad \text{Re}(z) > 0, \] (5.28)

\[ \Psi(z) = O \left( \begin{array}{cccc}
1 & h_{a - 1}(z) & \ldots & h_{a - 1}(z) \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots \\
& & & \ddots & h_{a - 1}(z) \\
& & & & h_{a - 1}(z)
\end{array} \right), \quad \text{Re}(z) < 0. \] (5.29)

It will be practical to choose a notation for the consecutive powers of \( \omega \) in RH-Ψ3. We set

\[ k_j = (-1)^{j-1} \left( \frac{r}{2} - \left\lfloor \frac{j-1}{2} \right\rfloor \right), \quad j = 1, \ldots, r + 1. \] (5.30)

With this definition we can rewrite RH-Ψ3 as

\[ \Psi(z) = \left( I + O \left( \frac{1}{z} \right) \right) L_{\alpha}(z) \bigoplus_{j=1}^{r+1} e^{-(r+1)\omega^j \frac{j-1}{2}} \] (5.31)
as \( z \to \infty \), for \( \pm \text{Im}(z) > 0 \).

**Definition 5.13.** We define

\[
L_{\alpha}(z) = \frac{(2\pi)^{\frac{1}{2}}}{\sqrt{r+1}} z^{\frac{-r}{2}} \bigoplus_{j=0}^{r} \begin{cases} M_{\alpha}^+, \quad \text{Im}(z) > 0, \\ M_{\alpha}, \quad \text{Im}(z) < 0, \end{cases}
\]

where \( M^+ \) and \( M^- \) are \((r+1) \times (r+1)\) matrices given by

\[
(M_{\alpha}^+)_{kl} = \begin{cases} 1 & 1 & \cdots & \omega_{kr+1} \\ \omega_{k1} & \omega_{k2} & \cdots & \omega_{kr+1} \\ \vdots & \vdots & \ddots & \vdots \\ \omega_{rk1} & \omega_{rk2} & \cdots & \omega_{rk+r+1} \end{cases} 
\times \begin{cases} e^{2\pi i(\beta + \eta)kj} \\ \text{diag}(1, -1, 1, \ldots) \end{cases}
\]

\[
(M_{\alpha}^-)_{kl} = \begin{cases} 1 & 1 & \cdots & \omega_{kr+1} \\ \omega_{k1} & \omega_{k2} & \cdots & \omega_{kr+1} \\ \vdots & \vdots & \ddots & \vdots \\ \omega_{rk1} & \omega_{rk2} & \cdots & \omega_{rk+r+1} \end{cases} 
\times \begin{cases} e^{2\pi i(\beta + \eta)kj} \\ \text{diag}(1, -1, 1, \ldots) \end{cases}
\]

\[
\times \begin{cases} \Big( \bigoplus_{j=1}^{r+1} \begin{cases} 0 & -1 \\ 1 & 0 \end{cases} \Big) \oplus 1, & r \equiv 0 \mod 2, \\ \Big( \bigoplus_{j=1}^{r+1} \begin{cases} 0 & -1 \\ 1 & 0 \end{cases} \Big), & r \equiv 1 \mod 2, \end{cases}
\]

where

\[
\eta = -\frac{r}{r+1} \left( \beta + \frac{1}{2} \right). \tag{5.35}
\]

We will eventually prove that \( \text{RH-} \Psi \) has a unique solution. In the next section we construct the solution. It follows by standard arguments from Riemann–Hilbert theory that \( \det \Psi(z) \) is a constant multiple of \( z^{-r^2} \).

**Remark 5.14.** \( \text{RH-} \Psi \) shows a great similarity with the bare Meijer-G parametrix for \( p \)-chain from [9, p 34] (in our case \( p = r \)). Its solution is constructed with Meijer \( G \)-functions, and our solution will also be constructed with Meijer \( G \)-functions, as we shall see in the next section. It is natural to wonder if these bare parametrix problems are somehow related. In [9] the bare parametrix problem was obtained after a Riemann–Hilbert analysis where two lenses,
rather than one lens, had to be opened. Another difference is that the jumps on the lenses are not simply a direct product of a $2 \times 2$ block and an $(r + 1) \times (r + 1)$ unit matrix, as in our case. Initially, we suspected that it is possible to map RH-$\Psi$ to the bare Meijer-G parametrix problem, by artificially adding jumps. It appears that this does not work. Then perhaps, these two problems are actually inherently different.

5.3.1. Definition of $\Psi$ with Meijer G-functions.

We will find a solution of RHP-$\Psi$ in terms of Meijer G-functions. See [6] for an introduction on Meijer G-functions. One may also consult appendix B for general information on the Meijer G-function. We will use the particular Meijer G-function defined by

$$G^{r+1,0}_{0,r+1}\left(\begin{array}{c}0, -\alpha, -\alpha - 1, \ldots, -\alpha - \frac{r - 1}{r} \\ -1, 0, \ldots, 0\end{array}\right) z \right)$$

$$= \frac{1}{2\pi i} \int_L \Gamma(s) \prod_{j=0}^{r-1} \Gamma\left(s - \alpha - \frac{j}{r}\right) z^{-s} ds,$$

(5.36)

where $L$ encircles the interval $(-\infty, \max(0, \alpha + \frac{r - 1}{2}))$ in the complex $s$-plane. We shall simply abbreviate the left-hand side of (5.36) with the notation $G^{r+1,0}_{0,r+1}(z)$, suppressing the parameters. $G^{r+1,0}_{0,r+1}(z)$ can be viewed as a multi-valued function. By [40, p 144] the definition (5.36) makes sense for $z$ with argument between $-\frac{r + 1}{2}$ and $\frac{r + 1}{2}$. We will consider $G^{r+1,0}_{0,r+1}(z)$ as a function where $z$ has argument between $-\pi$ and $\pi$. Though, to preserve our convention that (non-integer) powers of $z$ have a cut at $(-\infty, 0]$, and that the argument should lie between $-\pi$ and $\pi$. If we want to consider values of $G^{r+1,0}_{0,r+1}(z)$ with argument outside this range, then we use a notation that we introduce in a moment.

The function in (5.36) is a solution to the $(r + 1)$th order linear differential equation

$$\psi r \prod_{j=0}^{r-1} \left(\vartheta + \alpha + \frac{j}{r}\right) \psi(z) + (-1)^r z \psi(z) = 0, \quad \vartheta = z \frac{d}{dz}.$$  (5.37)

Around $z = 0$ a basis of solutions can be expressed in terms of generalized hypergeometric functions. A particular basis of solutions, practical for our purposes, to (5.37) is given by

$$\psi_j(z) = \gamma_j G^{r+1,0}_{0,r+1}(z e^{2\pi i k_j}), \quad j = 1, 2, \ldots, r + 1,$$

(5.38)

where

$$k_j = (-1)^{r-1} \left(\frac{r}{2} - \left|\frac{j - 1}{2}\right|\right),$$

$$\gamma_j = (-1)^{r+j-1} e^{2\pi i k_j}.$$  (5.39)

We have repeated the definition for $k_j$ (see (5.30)) as a convenience to the reader. The notation $z e^{2\pi i k_j}$ means that we have analytically continued $G^{r+1,0}_{0,r+1}$ along a circle a total of $|k_j|$ times, in positive direction if $k_j > 0$ and in negative direction if $k_j < 0$. Notice that $k_j$ may be a half-integer. We remark that the functions $\psi_j$ have a cut at $(-\infty, 0]$. It will in some cases be convenient to notice that we can write $k_j$ alternatively as
\[ k_j = \frac{(-1)^r}{2} \left( r + 1 - 2 \left\lfloor \frac{j}{r} \right\rfloor \right) - 1. \tag{5.40} \]

Additionally, we define

\[ \psi_0(z) = \psi_1(z) + \psi_2(z) = e^{\pi i \beta} G_{0,r+1,0}^r(z e^{\pi i \nu}) + (-1)^{r} e^{-\pi i \nu} G_{0,r+1,0}^r(z e^{-\pi i \nu}). \tag{5.41} \]

**Lemma 5.15.** \( \psi_0 \) is an entire function.

**Proof.** Using (5.41) and (5.36) we find that

\[ \psi_0(z) = \frac{1}{2\pi i} \int_L \Gamma(s) \prod_{j=0}^{r-1} \Gamma \left( s - \alpha - \frac{j}{r} \right) \left( e^{\pi i \beta} e^{-\pi i \nu} z^{-s} + (-1)^{r} e^{-\pi i \nu} e^{\pi i \nu} z^{-s} \right) ds \]

\[ = -\frac{1}{\pi r} \int_L \Gamma(s) \prod_{j=0}^{r-1} \Gamma \left( s - \alpha - \frac{j}{r} \right) \sin(\pi r(s - \alpha)) z^{-s} ds. \tag{5.42} \]

The sine factor removes all the poles of the gamma functions to the right of the product symbol. That means that only the poles of \( \Gamma(s) \) survive, and these are located at \( \ldots, -2, -1, 0 \). Then, using Euler’s reflection formula for the gamma function and the well-known trigonometric identity

\[ \sin(\pi x) = 2^{\alpha-1} \prod_{j=0}^{\alpha-1} \sin \left( x + \frac{j\pi}{r} \right), \]

we find with a residue calculation of (5.42) that

\[ \psi_0(z) = -(2\pi i)^r \sum_{m=0}^{\infty} \frac{(-1)^{rn+1}}{m!} \left( \prod_{j=0}^{r-1} \frac{1}{\Gamma \left( 1 + m + \alpha + \frac{j}{r} \right)} \right) z^m \]

\[ = (-1)^{r+1}(2\pi i)^r \prod_{j=0}^{r-1} \frac{1}{\Gamma \left( 1 + \alpha + \frac{j}{r} \right)} {}_0 F_r \]

\[ \times \left[ 1 + \alpha, 1 + \alpha + \frac{1}{r}, \ldots, 1 + \alpha + \frac{r-1}{r} \right] \left( -1 \right)^{r+1} z, \]

where the function \( {}_0 F_r \) is a generalized hypergeometric function. Since hypergeometric functions of this type are entire, we conclude that \( \psi_0 \) is an entire function. \( \square \)
**Definition 5.16.** We define, with $\psi_0, \psi_1, \ldots, \psi_{r+1}$ as above,

\[
\Psi_\alpha(z) = \begin{cases}
\begin{pmatrix}
\psi_1(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\psi_1(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\psi_0(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\psi_0(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & \psi_2(z) & \psi_3(z) & \psi_4(z) & \ldots \\
\end{pmatrix}, & \text{if } 0 < \arg(z) < \frac{\pi}{2}, \\
\begin{pmatrix}
\psi_2(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_2(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\end{pmatrix}, & \text{if } \frac{\pi}{2} < \arg(z) < \pi, \\
\begin{pmatrix}
\psi_2(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_2(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\psi_0(z) & -\psi_1(z) & \psi_4(z) & -\psi_3(z) & \ldots \\
\end{pmatrix}, & \text{if } -\pi < \arg(z) < -\frac{\pi}{2}.
\end{cases}
\]

We will eventually prove that $\Psi_\alpha$ is the unique solution to RH-$\Psi$ (see theorem 5.22).

**Lemma 5.17.** $\Psi_\alpha$ satisfies RH-$\Psi1$, RH-$\Psi2$ and RH-$\Psi4$.

**Proof.** For RH-$\Psi2$ we only have to check that the jump on the negative axis is satisfied. The other jumps are satisfied by construction. By lemma 5.15 we know that $\psi_0$ does not have a jump on the negative axis. Hence there is no jump in the $1 \times 1$ block in the upper-left corner, i.e., the corresponding component equals 1. The last block, i.e., in the lower-right corner, is $2 \times 2$ when $r \equiv 0 \mod 2$ and $1 \times 1$ when $r \equiv 1 \mod 2$. Let us verify the jumps for the $2 \times 2$ blocks, excluding the lower-right $2 \times 2$ block when $r \equiv 0 \mod 2$. In the next few arguments we use that $G_{\gamma+1}$ can be viewed as a multi-valued function (with argument between $-\frac{\pi}{2}$ and $\frac{\pi}{2}$). Now let $x < 0$. For every even $2 \leq j \leq r$ we have

\[
-\psi_{j-1,+}(x) = -\gamma_{j-1}G_{\gamma+1}(x)e^{-\pi i + 2\pi \gamma_{j-1}} = -\frac{\gamma_{j-1}}{\gamma_{j+1}}C_{j+1}G_{\gamma+1}(x)e^{\pi i + 2\pi \gamma_{j+1}} = -\frac{\gamma_{j-1}}{\gamma_{j+1}}\psi_{j+1,+}(x),
\]

and for every even $2 \leq j \leq r-1$ we have
\[
\psi_{j+2, +}(x) = -\gamma_{j+2} G_{0,r+1, j}^{\gamma_{r}+1, 0, j} (|x| e^{-\pi_1 + 2\pi i k_{j+1}}) \\
= \frac{\gamma_{j+2}}{\gamma_j} C_j \psi_{j+1, +}(x) \\
= \frac{\gamma_{j+2}}{\gamma_j} \psi_{j+1, +}(x) \quad (5.45)
\]

Here we have used for the first equality that \( k_{j+1} + 1 = k_{j-1} \) and for the second equality that \( k_{j+2} = k_j + 1 \), which is clear from (5.30). Indeed, using these two identities for the \( k_j \) and (5.39), we also have

\[
\frac{\gamma_{j-1}}{\gamma_{j+1}} = \frac{\gamma_{j+2}}{\gamma_{j}} = e^{2\pi i \beta}. \quad (5.46)
\]

Combining (5.44)–(5.46), we conclude that we get the correct jump in the 2 \times 2 blocks, i.e., for every 1 \( \leq j \leq r - 1 \)

\[
\begin{pmatrix}
-\psi_{j-1, +}(x) \\
\psi_{j+2, +}(x)
\end{pmatrix} = \begin{pmatrix}
\psi_{j-1, -}(x) \\
\psi_{j+2, -}(x)
\end{pmatrix} \begin{pmatrix}
0 & e^{2\pi i \beta} \\
e^{-2\pi i \beta} & 0
\end{pmatrix}.
\]

Let us move on to the lower-right block. Let us first consider the case where \( r \equiv 0 \mod 2 \). Then the last block is a 2 \times 2 block. We should have

\[
\begin{pmatrix}
-\psi_{r-1, +}(x) \\
\psi_{r+1, +}(x)
\end{pmatrix} = \begin{pmatrix}
\psi_{r-1, -}(x) \\
\psi_{r+1, -}(x)
\end{pmatrix} \begin{pmatrix}
0 & e^{2\pi i \beta} \\
e^{-2\pi i \beta} & 0
\end{pmatrix}. \quad (5.47)
\]

Then it suffices (because the other case has already been treated in (5.44)) to show that

\[
\psi_{r+1, +}(x) = e^{2\pi i \beta} \psi_{r-1, -}(x).
\]

Indeed, we have

\[
\psi_{r+1, +}(x) = \frac{\gamma_{r+1}}{\gamma_r} G_{0,r+1, r}^{\gamma_{r}+1, 0, r} (|x| e^{-\pi_1 + 2\pi i k_{r+1}}) = \frac{\gamma_{r+1}}{\gamma_r} \psi_{r, -}(x),
\]

where we have used that \( k_{r+1} = 0 = k_r + 1 \) according to (5.30). Indeed, using (5.39), we also have

\[
\frac{\gamma_{r+1}}{\gamma_r} = \frac{1}{e^{-2\pi i \beta}} = e^{2\pi i \beta},
\]

as it should be, and we obtain (5.47). Now we consider the case where \( r \equiv 1 \mod 2 \). Then the last block is a 1 \times 1 block. Indeed, we have

\[
-\psi_{r, +}(x) = -\gamma_r G_{0,r+1, r}^{\gamma_{r}+1, 0, r} (|x| e^{-\pi_1 + 2\pi i k_{r+1}}) \\
= -\frac{\gamma_r}{\gamma_{r+1}} G_{0,r+1, r}^{\gamma_{r}+1, 0, r} (|x| e^{-\pi_1 + 2\pi i k_{r+1}}) \\
= -\frac{\gamma_r}{\gamma_{r+1}} \psi_{r, +}(x).
\]
Here we have used that \( k_{r+1} = -\frac{1}{2} \) and \( k_r = \frac{1}{2} \), as follows from (5.30). Indeed, by (5.39), we have that
\[
\frac{\gamma_r}{\gamma_{r+1}} = \frac{e^{\pi i \beta_r}}{e^{-\pi i \beta_{r+1}}} = -e^{2\pi i \beta_r}.
\]
This proves that RH-\( \Psi_2 \) is satisfied. We should still prove that RH-\( \Psi_4 \) is satisfied. The \( \psi_j \) are solutions to the linear differential equation (5.37) of order \( r+1 \). We can write them in the corresponding Frobenius basis. Since the indicial equation has roots \( 0, -\alpha, -\alpha - \frac{1}{2}, \ldots, -\alpha - \frac{r}{2} \), we infer that all solutions behave as \( O(z^{-\alpha - \frac{r}{2}}) \) as \( z \to 0 \). It remains to show that the behavior in the first column for \( \text{Re}(z) < 0 \) is only \( O(1) \) as \( z \to 0 \). This is a direct consequence of lemma 5.15 however.

\[\square\]

5.3.2. Asymptotics of \( \Psi \) as \( z \to \infty \).

We also investigate the asymptotics of \( \Psi_\alpha \) as \( z \to \infty \). To this end we first collect some properties of \( L_\alpha \) as defined in definition 5.13.

**Proposition 5.18.** \( L_\alpha \) has the same jumps as \( \Psi_\alpha \) on the positive and negative real axis.

**Proof.** The jump on the positive real axis is satisfied by construction, so let us focus on the jump on the negative ray. Set \( x < 0 \). We have that
\[
L_{\alpha,-}(x)-1 L_{\alpha,+}(x) = (M_\alpha^+)^{-1} e^{2\pi i \frac{\beta}{r+1}} \left( \bigoplus_{j=0}^{r} e^{\pi i \frac{2\alpha+1}{r+1}} \right) M_\alpha^-
\]
\[
= e^{2\pi i \frac{\beta}{r+1}} \left( M_\alpha^+ \right)^{-1} \text{diag} \left( 1, \omega^{-1}, \omega^{-2}, \ldots \right) M_\alpha^-.
\]
(5.48)
The factor \( \text{diag}(1,-1,1,\ldots) \) in the left of (5.33) and (5.34) has no effect on the jump. We notice that
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
\omega k_1 & \omega k_2 & \cdots & \omega k_{r+1} \\
\omega^2 k_1 & \omega^2 k_2 & \cdots & \omega^2 k_{r+1} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{r} k_1 & \omega^{r} k_2 & \cdots & \omega^{r} k_{r+1}
\end{pmatrix}^{-1}
\]
\[
= \frac{1}{r+1} \begin{pmatrix}
\omega^{-k_1} & \omega^{-2 k_1} & \cdots & \omega^{-r k_1} \\
1 & \omega^{-k_2} & \cdots & \omega^{-r k_2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \omega^{-k_{r+1}} & \cdots & \omega^{-r k_{r+1}}
\end{pmatrix}.
\]
Then we see that
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
\omega k_1 & \omega k_2 & \cdots & \omega k_{r+1} \\
\omega^2 k_1 & \omega^2 k_2 & \cdots & \omega^2 k_{r+1} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{r} k_1 & \omega^{r} k_2 & \cdots & \omega^{r} k_{r+1}
\end{pmatrix}^{-1} \text{diag} \left( 1, \omega^{-1}, \omega^{-2}, \ldots \right)
\]
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Looking at (5.48) and the definitions (5.33) and (5.34) of $M^\pm_\alpha$, it is important to investigate the matrix in (5.49). The $(j,l)$ component of the matrix in (5.49) is given by

$$
\frac{1}{r+1} \sum_{m=0}^{r} \omega^{-mk_j} \omega^{mk_{l-1}} = \frac{1}{r+1} \sum_{m=0}^{r} \omega^{(k_j-k_l-1)m}
$$

This sum is 1 when $k_j - k_l - 1 \equiv 0 \mod (r + 1)$ and 0 otherwise. For every $1 \leq j \leq r + 1$ there is exactly one $1 \leq l \leq r + 1$ such that $k_j - k_l - 1 \equiv 0 \mod (r + 1)$ is satisfied. This is because $\{k_1, k_2, \ldots, k_{r+1}\} = \{-\frac{r}{2}, -\frac{r}{2} + 1, \ldots, \frac{r}{2}\}$, i.e., there cannot be two different solutions $l$ since the difference between the two corresponding $k_j$’s would have to be more than $r$ apart. Then we infer that (5.49) is a permutation matrix. In fact, we claim that (5.49) equals the permutation matrix

$$
\begin{pmatrix}
1 \\
\bigoplus_{j=1}^{r} 
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\bigoplus_{j=1}^{r}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix} \oplus 1
$$

when $r \equiv 0 \mod 2$ and

$$
\begin{pmatrix}
1 \\
\bigoplus_{j=1}^{r} 
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix} \oplus 1
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
\end{pmatrix}
\bigoplus_{j=1}^{r+1}
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
\end{pmatrix} \oplus 1
$$

when $r \equiv 1 \mod 2$. To prove this we remark that $k_j - k_l - 1 \equiv 0 \mod (r + 1)$ happens exactly when

$$
(-1)^j \left\lfloor \frac{l}{2} \right\rfloor - (-1)^l \left\lfloor \frac{j}{2} \right\rfloor \equiv 1 \mod (r + 1).
$$

We have used (5.40) to arrive at (5.52).

We first consider the case that $r \equiv 0 \mod 2$. The way to argue this is as follows. Since both (5.49) and (5.50) are permutation matrices, it suffices to show that their non-zero elements, i.e., the ones, are in the same position. So let us consider a non-zero entry of (5.50). Let us assume that it is in row $j$, with $j$ ranging from 1 to $r + 1$. Given

$$
\begin{pmatrix}
1 \\
\bigoplus_{j=1}^{r} 
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix} \bigoplus_{j=1}^{r}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix} \oplus 1
$$

and

$$
\begin{pmatrix}
1 \\
\bigoplus_{j=1}^{r} 
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix} \oplus 1
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
\end{pmatrix}
\bigoplus_{j=1}^{r+1}
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
\end{pmatrix} \oplus 1
$$

we want to show that

$$
(-1)^j \left\lfloor \frac{l}{2} \right\rfloor - (-1)^l \left\lfloor \frac{j}{2} \right\rfloor \equiv 1 \mod (r + 1).
$$

We have used (5.40) to arrive at (5.52).
If \( j \) is even and \( j < r \), then our non-zero entry is made by the \((j, j + 1)\) component of the left matrix in (5.50). Then it has to be multiplied by a component in the \(j + 1\)th row of the right matrix in (5.49). The only non-zero component there is at position \((j + 1, j + 2)\). So we have \( l = j + 2 \). Hence we see that (5.52) is satisfied. If \( j = r \), then we should have that \( l = r + 1 \), and then (5.52) is also satisfied.

Let us now consider the case where \( j \) is odd and \( j \geq 3 \). Then the non-zero component in the \( j \)th row of the left matrix in (5.50) is at position \((j, j - 1)\). Then this component is multiplied by the non-zero component in the \(j - 1\)th row of the right matrix in (5.50), which is at position \((j - 1, j - 2)\). Thus we infer that \( l = j - 2 \) and again we see that (5.52) is satisfied. In the case that \( j = 1 \) we find that \( l = 2 \) and then (5.52) is also satisfied.

The claim is proved for \( r \equiv 0 \mod 2 \). Replacing (5.49) by (5.50), and then inserting it into (5.48) with the help of (5.33) and (5.34), we must conclude that

\[
L_{\alpha,-}(x)^{-1}L_{\alpha,+}(x)
\]

\[
e^{2\pi i r/2r} (\beta + \frac{1}{2}) \left( \sum_{j=1}^{r+1} e^{2\pi i (\beta + \eta) k_j} \right)^{-1} \begin{pmatrix} 1 & \beta & 1 \\ \beta & 0 & \beta + 1 \\ 1 & -1 & 0 \end{pmatrix}
\]

\[
	imes \left( \sum_{j=1}^r \begin{pmatrix} e^{2\pi i (\beta + \eta) k_j} & 0 \\ 0 & e^{2\pi i (\beta + \eta) k_{j-1}} \end{pmatrix} \oplus e^{2\pi i (\beta + \eta) k_{r+1}} \right)
\]

\[
= e^{2\pi i r/2r} (\beta + \frac{1}{2}) \left( e^{2\pi i (\beta + \eta) k_2 - k_1} \oplus \sum_{j=1}^r \begin{pmatrix} 0 & e^{2\pi i (\beta + \eta) (k_2 - k_{j-1} + k_{j+1})} \\ -e^{2\pi i (\beta + \eta) (k_2 - k_{j-1} + k_{j+1})} & 0 \end{pmatrix} \right)
\]

(5.53)

We have \( k_2 - k_1 = -\frac{r}{2} - \frac{r}{2} = -r \) and, as one can check with (5.30), we have for all \( j = 1, \ldots, r - 1 \)

\[
(-1)^j (k_{j+2} - k_j) = 1.
\]

Indeed, using the definition of \( \eta \) in (5.35) we have

\[
\frac{r}{r+1} \left( \beta + \frac{1}{2} \right) - r(\beta + \eta) = \frac{r}{2}.
\]

and we have

\[
\frac{r}{r+1} \left( \beta + \frac{1}{2} \right) + \beta + \eta = \beta.
\]

Thus, plugging these in (5.53), we obtain the correct jump (5.24) when \( r \equiv 1 \mod 2 \). A similar argument works for \( r \equiv 1 \mod 2 \), we omit the details. \( \square \)

**Lemma 5.19.** For \( \pm \text{Im}(z) > 0 \) we have as \( z \to \infty \) the asymptotic expansion

\[
\Psi_{\alpha}(z) \sim L_{\alpha}(z) \sum_{m=0}^{\infty} A_{\alpha,m} z^{-\frac{r}{2}+1} \sum_{j=1}^{\frac{r}{2}+1} e^{-i(r+1)\omega_{\beta,j} z^{1/2r}}
\]

(5.54)
for \((r + 1) \times (r + 1)\) matrices \(A_{\alpha,0} = \mathbb{1}\) and \(A_{\alpha,1}, A_{\alpha,2}, \ldots\) that depend only on \(\alpha\).

**Proof.** Due to [40] (theorem 5 on p 179) we have as \(z \to \infty\) that

\[
G_{0,r+1}^{r+1,0}(z) \sim \frac{(2\pi)^{\frac{r}{2}}}{\sqrt{r + 1}} e^{-(r+1)\frac{z}{r+1} + M(z)} \sum_{m=0}^{\infty} M_m z^{-\frac{m}{r+1}},
\]

(5.55)

where \(\eta\) is as in (5.35) and where \(M_m\) are some coefficients that depend on \(\alpha\), and \(M_0 = 1\). The \(M_m\) can be calculated with a cumbersome procedure, in principle. The asymptotic expansion (5.55) allows us to find the asymptotic behavior of the \(\psi_j\). Namely, we have as \(z \to \infty\)

\[
\psi_j(z) \sim (-1)^{r(j-1)} e^{2\pi i (\beta_j + \eta) k_j} \left(\frac{(2\pi)^{\frac{r}{2}}}{\sqrt{r + 1}} e^{-(r+1)\frac{z}{r+1} + M_j(z)} \sum_{m=0}^{\infty} M_m z^{-\frac{m}{r+1}} \right).
\]

(5.56)

These asymptotics follow simply by analytic continuation of (5.55). Let us now look at the derivatives. Applying powers of the operator \(\partial\) to (5.56), we infer that there exist coefficients \(M_m^{[l]}\) such that

\[
\partial^l \psi_j(z) \sim (-1)^{r(j-1)} e^{2\pi i (\beta_j + \eta) k_j} \left(\frac{(2\pi)^{\frac{r}{2}}}{\sqrt{r + 1}} e^{-(r+1)\frac{z}{r+1} + M_j(z)} \sum_{m=0}^{\infty} M_m^{[l]} z^{-\frac{m}{r+1}} \right)
\]

\[
\times \left(\sum_{m=0}^{\infty} M_m^{[0]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} M_m^{[1]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} M_m^{[2]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} M_m^{[3]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} \cdots \right)
\]

(5.57)

In fact, it is not hard to see that we should have \(M_0^{[l]} = (-1)^l\). A closed form expression for the \(M_m^{[l]}\) with \(m > 0\) seems hard to find, but we will not need it anyway. Plugging (5.57) in the definition of \(\Psi_\alpha\), of the first quadrant, we have as \(z \to \infty\)

\[
\Psi_\alpha(z) \sim \frac{(2\pi)^{\frac{r}{2}}}{\sqrt{r + 1}} e^{2\pi i (\beta_j + \eta) k_j} \left(\sum_{m=0}^{\infty} M_m^{[0]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} M_m^{[1]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} M_m^{[2]} z^{-\frac{m}{r+1}} \right) \left(\sum_{m=0}^{\infty} \cdots \right)
\]

\[
\times (\text{diag } (1, -1, 1, \ldots, (-1)^{r}))^\frac{r+1}{j=1} e^{2\pi i (\beta_j + \eta) k_j} \sum_{j=1}^{r+1} e^{-(r+1)\frac{z}{r+1} + M_j(z)}.\]

We can rewrite this as
\[ \Psi_\alpha(z) \sim \frac{(2\pi)^{\frac{3}{2}}}{\sqrt{r + 1}} z^{\frac{r}{2} + \frac{1}{2}} \left( \bigoplus_{j=0}^{r} z^{\frac{r - j}{2} + \frac{1}{2}} \right) \]

\[ \sum_{m=0}^{\infty} M_m^0 \omega^{-k_1 m} z^{-\frac{r}{2} + \frac{1}{2}} + \sum_{m=0}^{\infty} M_m^1 \omega^{-k_2 m} z^{-\frac{r}{2} + \frac{1}{2}} + \sum_{m=0}^{\infty} M_m^2 \omega^{-k_3 m} z^{-\frac{r}{2} + \frac{1}{2}} + \ldots \]

\[ \sum_{m=0}^{\infty} M_m^r \omega^{-k_{r+1} m} z^{-\frac{r}{2} + \frac{1}{2}} \]

\[ \times (\text{diag}(1, -1, 1, \ldots, (-1)^r))^r \left( \bigoplus_{j=1}^{r+1} e^{2\pi i (3j + \eta) k_j} \right) \bigoplus_{j=1}^{r+1} e^{-(r+1)\omega^{11} z^{-\frac{r}{2} + 1}} \]

Using \( M_0^1 = (-1)^l \) we see that the matrix in the second line of (5.58) equals

\[ \text{diag}(1, -1, 1, \ldots, (-1)^r) \begin{pmatrix} 1 & 1 & \ldots & 1 \\ \omega^{k_1} & \omega^{k_2} & \ldots & \omega^{k_1 + 1} \\ \omega^{2k_1} & \omega^{2k_2} & \ldots & \omega^{2k_1 + 1} \\ \vdots & \vdots & \ldots & \vdots \\ \omega^{r k_1} & \omega^{r k_2} & \ldots & \omega^{r k_{r+1}} \end{pmatrix} \]

\[ + \text{diag}(M_1^0, M_1^1, \ldots) \begin{pmatrix} 1 & 1 & \ldots & 1 \\ \omega^{k_1} & \omega^{k_2} & \ldots & \omega^{k_1 + 1} \\ \omega^{2k_1} & \omega^{2k_2} & \ldots & \omega^{2k_1 + 1} \\ \vdots & \vdots & \ldots & \vdots \\ \omega^{(r-1) k_1} & \omega^{(r-1) k_2} & \ldots & \omega^{(r-1) k_{r+1}} \end{pmatrix} z^{-\frac{r}{2} + 1} + \ldots \]

Then there exist coefficients \( \hat{A}_{\alpha,0}, \hat{A}_{\alpha,1}, \hat{A}_{\alpha,2}, \ldots \) such that the matrix in the second line of (5.58) equals as a formal series

\[ \text{diag}(1, -1, 1, \ldots, (-1)^r) \begin{pmatrix} 1 & 1 & \ldots & 1 \\ \omega^{k_1} & \omega^{k_2} & \ldots & \omega^{k_1 + 1} \\ \omega^{2k_1} & \omega^{2k_2} & \ldots & \omega^{2k_1 + 1} \\ \vdots & \vdots & \ldots & \vdots \\ \omega^{r k_1} & \omega^{r k_2} & \ldots & \omega^{r k_{r+1}} \end{pmatrix} \sum_{m=0}^{\infty} \hat{A}_{\alpha,m} z^{-\frac{r}{2} + 1} \]

Using that \( \eta + \frac{r}{2r + 1} = -\frac{r}{2r + 1} \beta \) (see (5.35)) and comparing with definition 5.13, we see now that (5.58) turns into

\[ \Psi_\alpha(z) \sim L_\alpha(z) \sum_{m=0}^{\infty} \hat{A}_{\alpha,m} z^{-\frac{r}{2} + 1} \bigoplus_{j=1}^{r+1} e^{-(r+1)\omega^{11} z^{-\frac{r}{2} + 1}}, \]

as \( z \to \infty \), where
\[ A_{\nu, m} = (\text{diag}(1, -1, 1, \ldots, (-1)^r))' \left( \bigoplus_{j=1}^{r+1} e^{2\pi i (\beta + \eta)k_j} \right) A_{\nu, m}^{-1} \]
\[ \times \left( \bigoplus_{j=1}^{r+1} e^{2\pi i (\beta + \eta)k_j} \right) (\text{diag}(1, -1, 1, \ldots, (-1)^r))'. \]

As one can verify, we get a similar expression in the three other quadrants, with the same \( A_{\nu, m}. \)

In fact, lemma 5.19 can be improved upon. The next proposition, combined with lemma 5.20, shows us that \( \Psi \) solves RH-\( \Psi. \)

**Lemma 5.20.** For \( \pm \Im(z) > 0 \) we have as \( z \to \infty \) the asymptotic expansion

\[ \Psi_{\alpha}(z) \sim \sum_{m=0}^{\infty} \frac{C_{\alpha,m}}{z^m} L_{\alpha}(z) \bigoplus_{j=1}^{r+1} e^{(r+1)\omega^{\pm j} z^{1/r+1}} \]  

for \( (r+1) \times (r+1) \) matrices \( C_{\alpha,0} = I \) and \( C_{\alpha,1}, C_{\alpha,2}, \ldots \) that depend only on \( \alpha. \)

**Proof.** It’s a simple exercise to verify that

\[ \Psi_{\alpha}(z) \bigoplus_{j=1}^{r+1} e^{(r+1)\omega^{\pm j} z^{1/r+1}}, \quad \pm \Im(z) > 0, \]

has the same jumps as \( \Psi_{\alpha}(z) \) has on the positive and negative real axis. Then it follows from proposition 5.18 that

\[ L_{\alpha}(z)^{-1} \Psi_{\alpha}(z) \bigoplus_{j=1}^{r+1} e^{(r+1)\omega^{\pm j} z^{1/r+1}}, \quad \pm \Im(z) > 0, \]

has no jumps on the positive and negative real axis. This can only be true if the expansion in (5.54) consists solely of integer powers of \( z, \) i.e., we have for \( \pm \Im(z) > 0 \)

\[ \Psi_{\alpha}(z) \sim L_{\alpha}(z) \sum_{m=0}^{\infty} \frac{A_{\alpha,m+1} \omega^{\pm j} z^{1/r+1}}{z^m} \]

as \( z \to \infty. \) We can rewrite this as

\[ \Psi_{\alpha}(z) \sim L_{\alpha}(z) \sum_{m=0}^{\infty} \frac{A_{\alpha,m+1} \omega^{\pm j} z^{1/r+1}}{z^m} L_{\alpha}(z)^{-1} L_{\alpha}(z) \bigoplus_{j=1}^{r+1} e^{-(r+1)\omega^{\pm j} z^{1/r+1}} \]

as \( z \to \infty, \) for \( \pm \Im(z) > 0. \) For any positive integer \( k \) we know that \( L_{\alpha}(z)^{-1} \) and

\[ \left( \frac{\omega^{\pm \eta}}{z} + \frac{A_{\alpha,2}(r+1)}{z^2} + \cdots + \frac{A_{\alpha,kr+1}}{z^k} \right) L_{\alpha}(z)^{-1} \]

have the same jumps on the positive and negative real axis. Thus it follows that
\[ L_\alpha(z) \left( I + \frac{A_{\alpha,r+1}}{z} + \frac{A_{\alpha,2(r+1)}}{z^2} + \cdots + \frac{A_{\alpha,k(r+1)}}{z^k} \right) L_\alpha(z)^{-1} \]

has no jumps. This means that there exist \( C_{\alpha,0} = I \) and \( C_{\alpha,1}, C_{\alpha,2}, \ldots \) such that

\[ L_\alpha(z) \sum_{m=0}^{\infty} \frac{A_{\alpha,(r+1)m}}{z^m} L_\alpha(z)^{-1} = \sum_{m=0}^{\infty} \frac{C_{\alpha,m}}{z^m} \]

as formal series, and, inserting this in (5.60), we are done. \( \square \)

5.3.3. Asymptotic behavior of \( \Psi^{-1} \) as \( z \to 0 \).

In principle, we may use the argumentation from [35] to find an expression for the inverse of \( \Psi_\alpha \). The explicit construction then uses

\[ C_{\alpha,r+1}(0, \alpha, \alpha + 1, \ldots, \alpha + r - 1) \]

and its analytic continuations along circular arcs. In [35] we used the explicit form of \( \Psi_\alpha(z)^{-1} \) to eventually show that the scaling limit for the correlation kernel coincides with (1.8). This was technically not necessary (although it was a nice way of verification) as there is a faster way to show this. Since the associated formulae tend to become big for \( r > 2 \), we opt to omit the explicit form of \( \Psi_\alpha(z)^{-1} \).

All that really turns out to be important to us about the inverse of \( \Psi_\alpha \), is the asymptotic behavior of \( \Psi_{\alpha}(z)^{-1} \) as \( z \to 0 \) in the left half-plane.

\textbf{Lemma 5.21.} For \( \text{Re}(z) < 0 \) we have as \( z \to 0 \) that

\[ \Psi_{\alpha}(z)^{-1} = \begin{cases} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ z & z^\alpha & \cdots & z^\alpha \\ \vdots & \vdots & \ddots & \vdots \\ z^\alpha & z^\alpha & \cdots & z^\alpha \end{pmatrix}, & \alpha \neq 0, \\ \begin{pmatrix} 1 & 1 & \cdots & 1 \\ \log z & \log z & \cdots & \log z \\ \vdots & \vdots & \ddots & \vdots \\ \log z & \log z & \cdots & \log z \end{pmatrix}, & \alpha = 0. \end{cases} \] (5.61)

\textbf{Proof.} We only prove it for \( \alpha \neq 0 \). In the \( j \)th quadrant we have a connection matrix \( \Gamma_j \) such that

\[ \Psi_{\alpha}(z) \Gamma_j = M_j(z) \operatorname{diag} \left( 1, z^{-\alpha}, z^{-\alpha - \frac{1}{2}}, \ldots, z^{-\alpha - \frac{r-1}{2}} \right) \] (5.62)

for some non-singular analytic function \( M_j(z) \). This follows from the fact that the indicial equation associated to (5.37) has solutions \( 0, -\alpha, -\alpha - \frac{1}{2}, \ldots, -\alpha - \frac{r-1}{2} \) at \( z = 0 \). In fact it follows from the asymptotics of \( \Psi_{\alpha}(z) \) as \( z \to \infty \), the fact that its jumps all have determinant 1, and an application of Liouville’s theorem that \( M_j \) should have a constant determinant. For \( z \) in the left half-plane, i.e., for \( j = 2 \) and \( j = 3 \), we have by lemma 5.15 that
\[ \Gamma_j = 1 \oplus \frac{1}{n+1} U, \]

where \( U \) is some \( r \times r \) matrix consisting of powers of \( \Omega \) and powers of \( e^{2\pi i \alpha} \), that we could determine explicitly in principle. We conclude that as \( z \to 0 \) we have

\[
\Psi_\alpha(z)^{-1} = \Gamma_j \, \text{diag} \left( 1, z^\alpha, z^{\alpha+\frac{1}{r}}, \ldots, z^{\alpha+(\frac{1}{r}-1)} \right) M_j(z)^{-1}
\]

\[
= \left( 1 \oplus \frac{1}{n+1} U \right) O \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1 & z^\alpha & \cdots & z^{\alpha+\frac{1}{r}} \\
\vdots & \vdots & \ddots & \vdots \\
z^{\alpha+\frac{1}{r}} & z^{\alpha+\frac{1}{r}} & \cdots & z^{\alpha+\frac{1}{r}}
\end{pmatrix}
\]

\[
= O \begin{pmatrix}
1 & 1 & \cdots & 1 \\
z^\alpha & z^\alpha & \cdots & z^\alpha \\
\vdots & \vdots & \ddots & \vdots \\
z^\alpha & z^\alpha & \cdots & z^\alpha
\end{pmatrix}.
\]

\[ \square \]

5.3.4. Uniqueness of \( \Psi_\alpha \).

In this section we prove that \( \Psi_\alpha \) is the only solution to RH-\( \Psi \).

**Theorem 5.22.** \( \Psi_\alpha \) is the unique solution to RH-\( \Psi \).

**Proof.** It follows from lemmas 5.17 and 5.20 (see (5.31) also) that \( \Psi_\alpha \) does indeed solve RH-\( \Psi \). To prove uniqueness, suppose that \( \Psi(z) \) is a solution to RH-\( \Psi \). Then \( \Psi(z)\Psi_\alpha(z)^{-1} \) has no jumps and it behaves like \( 1 + O(1/z) \) as \( z \to \infty \). For \( z \) in the left half-plane we have by (5.61) and RH-\( \Psi_4 \) that

\[
\Psi(z)\Psi_\alpha(z)^{-1} = \begin{cases}
O(z^\alpha), & -1 < \alpha < -1 + \frac{1}{r}, \\
O \left( z^{-1+\frac{1}{r}} \log z \right), & \alpha = -1 + \frac{1}{r}, \\
O \left( z^{-1+\frac{1}{r}} \right), & \alpha > -1 + \frac{1}{r}, \alpha \neq 0, \\
O \left( z^{-1+\frac{1}{r}} \log z \right), & \alpha = 0,
\end{cases}
\]

as \( z \to 0 \). Either way, we conclude that the singularity at \( z = 0 \) is removable. Then Liouville’s theorem shows that \( \Psi(z)\Psi_\alpha(z)^{-1} = 1 \), and we are done. \( \square \)

5.4. Definition of the local parametrix at the hard edge

5.4.1. Definition of the initial local parametrix \( \hat{P} \).

In what follows, we will assume that the lips of the lens are slightly deformed around \( z = 0 \), such that, in \( D(0, r_0) \), \( f \) maps the lips of the lens into the positive and negative imaginary axis.
Notice that we indeed have the freedom to do this. Our initial local parametrix is defined as follows.

**Definition 5.23.** With \( \Psi, f(z) \) and \( D_0 \) as in definitions 5.16, 5.10 and 5.7, we define the initial local parametrix by
\[
\hat{P}(z) = E(z) \Psi \left( n^{r+1} f(z) \right) \text{diag}(1, z^{\beta}, \ldots, z^{\beta}) D_0(z)^{-n}, \quad z \in D(0, r_0),
\]
where we take
\[
E(z) = n^{-r\beta} \left( \frac{f(z)}{z} \right)^{-r\beta}. \tag{5.64}
\]

**Proposition 5.24.** \( \hat{P}, \) as in definition 5.23, satisfies \( \text{RH-} \hat{P} \).

**Proof.** By proposition 5.11 we know that composing \( \Psi \) with \( f \) does not change its jump matrices or asymptotic behavior as \( z \to 0 \). Then by lemma 5.17 and proposition 5.8 we know that
\[
\Psi_{\alpha}(n^{b} f(z)) \text{diag}(1, z^{\beta}, \ldots, z^{\beta}) D_0(z)^{-n}
\]
satisfies \( \text{RH-} \hat{P} \). By proposition 5.11 we also know that \( \hat{E}(z) \) is analytic on \( D(0, r_0) \). Then multiplication on the left with \( \hat{E}(z) \) does not change any of the conditions in \( \text{RH-} \hat{P} \). \( \square \)

### 5.4.2. The double matching.

As indicated in section 5.1 we will apply the double matching procedure from [42]. In this section we will show that the conditions of [42, theorem 1.2] can be met, we repeat this theorem for convenience.

**Theorem 5.25.** Let \( \hat{P} \) and \( N \) be defined in a neighborhood of \( \overline{D}(0, \rho) \) for some \( \rho > 0 \). These are matrix-valued functions of size \( m \times m \) that may vary with \( n \). Let \( a, b, c, d, e \geq 0 \) satisfy
\[
a \leq e < b \quad \text{and} \quad d < \min(b, c). \tag{5.65}
\]
Suppose that uniformly for \( z \in \partial D(0, n^{-a}) \) as \( n \to \infty \)
\[
\hat{P}(z) N(z)^{-1} E(z) = I + \frac{C(z)}{n^d z} + O(n^{-e}), \tag{5.66}
\]
where \( C \) and \( E \) are \( m \times m \) functions in a neighborhood of \( D(0, \rho) \) that may vary with \( n \), and

(a) \( C \) is meromorphic with only a possible pole at \( z = 0 \), whose order is bounded by some non-negative integer \( p \) for all \( n \), and \( C \) is uniformly bounded for \( z \in \partial D(0, n^{-a}) \) as \( n \to \infty \),

(b) \( E \) is non-singular, analytic, and uniformly for \( z, w \in \partial D(0, n^{-a}) \) we have as \( n \to \infty \)
\[
E(z) = O \left( n^{b} \right), \quad E(z)^{-1} = O \left( n^{a} \right), \quad \text{and}
\]
\[
E(z)^{-1} E(w) = I + O(n^p(z - w)). \tag{5.67}
\]
Then there are non-singular analytic functions \( E_0^n : D(0, n^{-a}) \to \mathbb{C}^{m \times m} \) and \( E_n^\infty : \overline{A}(0; n^{-a}, \infty) \to \mathbb{C}^{m \times m} \) such that as \( n \to \infty \)

\[
E_0^n(z) \hat{P}(z) = \left(1 + O(n^{d-e})\right) E_n^\infty(z) N(z), \quad \text{uniformly for } z \in \partial D(0, n^{-a}),
\]

\[
E_n^\infty(z) = \mathbb{I} + O(n^{d-b}), \quad \text{uniformly for } z \in \partial D(0, \rho).
\]

Obviously, our present situation requires that one takes \( m = r + 1 \). The main objective of the current section is to show that the assumptions of theorem 5.25, and in particular the estimates in (b), hold for some choice of the constants \( a, b, c, d \) and \( e \). We shall determine the explicit values of the constants \( a, b, c, d \) and \( e \) as we go along. As indicated before in section 5.1, we want the double matching on the circle with radius \( \rho = r_0 \) and the circle of radius \( r_n \). We remind the reader that

\[
r_n = n^{-\frac{1}{d-1}}, \quad n = 1, 2, \ldots
\]

As mentioned in section 5.1, we can use the analytic prefactors \( E_0^n \) and \( E_n^\infty \) from theorem 5.25 and construct the local parametrix \( P \) as

\[
P(z) = \begin{cases} 
E_0^n(z) \hat{P}(z), & z \in D(0, r_n), \\
E_n^\infty(z) N(z), & z \in A(0; r_n, r_0),
\end{cases}
\]

and \( P \) will then satisfy a matching condition on both the inner and the outer circle.

We know that \( |n^{r+1} f(z)| \to \infty \) uniformly for \( z \in \partial D(0, r_n) \) as \( n \to \infty \). Then, by lemma 5.20 and (5.63), we have uniformly for \( z \in \partial D(0, r_n) \) that

\[
\hat{P}(z) N(z)^{-1} \sim \left(1 + \frac{C_{n,1}}{n^{r+1} f(z)} + \frac{C_{n,2}}{(n^{r+1} f(z))^2} + \ldots\right) E(z)^{-1},
\]

as \( n \to \infty \), where \( E \) is defined as follows.

**Definition 5.26.** For \( z \in D(0, r_0) \), we define the function

\[
E(z) = E(z)^{-1} N(z) \text{diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^n
\]

\[
\times \left( \bigoplus_{j=1}^{r+1} e^{n(r+1)\omega_j f(z)^{r+1}} \right) L_n\left(n^{r+1} f(z)\right)^{-1}.
\]

Notice that \( E \) depends on \( n \). When \( r = 1 \), i.e., when we have a \( 2 \times 2 \) Riemann–Hilbert analysis, the factor

\[
D_0(z)^n \left( \bigoplus_{j=1}^{r+1} e^{n(r+1)\omega_j f(z)^{r+1}} \right)
\]

in (5.69) equals the unit matrix and, as it turns out, \( E \) can then be used as an analytic prefactor (for an ordinary matching, that is). When the size of the RHP is larger, \( E \) cannot serve as an analytic prefactor, unfortunately. See section 1.3 in [42] for more on where the difficulty of the matching comes from in larger size RHPs. The function \( E \) is a central ingredient for the double matching procedure though. We prove some properties for \( E \) in the next three propositions. These statements together with their proofs are straightforward generalizations of their counterparts for \( r = 2 \) in [35] (see lemmas 5.10(c) and 5.13).
Proposition 5.27. \( E(z) \) is an analytic non-singular function.

Proof. It is clear that all the factors in the right-hand side of (5.69) are non-singular, hence \( E \) is non-singular as well. As one can easily verify, \( L_\alpha (n^{r+1}f(z)) \) and

\[
L_\alpha (n^{r+1}f(z)) \bigoplus_{j=1}^{r+1} e^{-n(r+1)\lambda_j f(z)}
\]

have the same jumps, namely those in RH-\( \tilde{P}2 \) according to proposition 5.18. On the other hand, we also know that

\[
N(z) \text{ diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^n
\]

must have the same jumps on the positive and negative real axis as in RH-\( \tilde{P}2 \). This is due to proposition 5.8 and the fact that \( N \) has the same jumps as \( \tilde{P} \) has on the positive and negative real axis. With these two insights, it follows that

\[
N(z) \text{ diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^n
\]

\[
L_\alpha \left( n^{r+1}f(z) \right)^{-1}
\]

does not have any jumps. Then \( E \) also does not have any jumps, by proposition 5.27 and (5.69). This implies that \( E \) has a Laurent series around \( z = 0 \). It is clear from definition 5.13 that as \( z \to 0 \)

\[
z^{-r/r+1} L_\alpha(z)^{-1} = O \left( z^{-1/r} \right). \tag{5.70}
\]

The factors \( D_0(z)^n \) and

\[
\bigoplus_{j=1}^{r+1} e^{n(r+1)\lambda_j f(z)}
\]

are bounded due to propositions 5.5, 5.6 and definition 5.10 as \( z \to 0 \). Combining this with (5.70) and the asymptotic behavior of \( N \) in (4.36), we infer that

\[
E(z) = O \left( z^{-r/r+1} z^{-\beta} \right) = O \left( z^{-1/r} \right)
\]

as \( z \to 0 \). Hence \( E \) has a removable singularity at \( z = 0 \) and the proposition follows. \( \square \)

Lemma 5.28. Uniformly for \( z \in \overline{D(0, r_\alpha)} \) we have as \( n \to \infty \)

\[
E(z) = O \left( n^\frac{r}{2} \right) \quad \text{and} \quad E(z)^{-1} = O \left( n^\frac{r}{2} \right). \tag{5.71}
\]

Proof. We define the auxiliary function

\[
\tilde{L}_\alpha(z) = z^{r/r+1} L_\alpha(z).
\]

Then we have
\[ L_0(n^{r+1}f(z))^{-1} = n^{\beta} \left( \frac{f(z)}{z} \right)^{r+\beta} \tilde{L}_0(n^{r+1}f(z))^{-1}. \] (5.73)

Furthermore, \( \tilde{L}_0 \) satisfies the identities

\[
\tilde{L}_0 \left( n^{\frac{r+1}{r+2}} z \right) = \left( \bigoplus_{j=0}^{\epsilon} n^{\frac{j}{r+2}} \right) \tilde{L}_0(z),
\] (5.74)

\[
\tilde{L}_0 \left( n^{r+1}f(z) \right) = \left( \bigoplus_{j=0}^{\epsilon} n^{\frac{j}{r+2}} \right) \tilde{L}_0 \left( n^{\frac{r+1}{r+2}} f(z) \right),
\] (5.75)

which is clear from definition 5.13. Plugging (5.73)--(5.74) into the definition (5.69) of \( E \), we can express \( E \) as

\[
E(z) = M_0(z) \left( \bigoplus_{j=0}^{\epsilon} n^{\frac{j}{r+2}} \right) \tilde{L}_0 \left( n^{\frac{r+1}{r+2}} z \right) D_0(z)^n
\times \left( \bigoplus_{j=1}^{r+1} e^{\omega(r+1)\beta_j f(z) z^{\frac{j}{r+2}}} \right) \tilde{L}_0 \left( n^{\frac{r+1}{r+2}} f(z) \right)^{-1} \left( \bigoplus_{j=0}^{\epsilon} n^{\frac{j}{r+2}} \right),
\] (5.76)

where

\[
M_0(z) = N(z) \text{ diag } \left( z^{\frac{1}{r+2}}, z^{\frac{2}{r+2}}, \ldots, z^{\frac{r}{r+2}} \right) \tilde{L}_0(z)^{-1}.
\] (5.77)

Notice that \( M_0 \) is an analytic function that does not depend on \( n \). Indeed, this is because \( N(z) \) and

\[
\tilde{L}_0(z) \text{ diag } \left( z^{\frac{1}{r+2}}, z^{\frac{2}{r+2}}, \ldots, z^{\frac{r}{r+2}} \right) = \tilde{L}_0(z) \text{ diag } (1, z^{\beta}, \ldots, z^{\beta})
\]

have the same jumps, as one may verify. Then it is trivial that \( M_0 \) is \( \mathcal{O}(1) \) uniformly for \( z \in \partial D(0, r_0) \) as \( n \to \infty \). Using (5.30) it follows after some straightforward algebra that

\[
\omega^{k+1} = -\omega^{(-1)^{l-1} \left( k + \frac{l}{2} \right)}
\]

for all \( l = 0, 1, \ldots, r \). Then it follows from propositions 5.5, 5.6 and definition 5.7 that

\[
D_0(z)^n \left( \bigoplus_{j=1}^{r+1} e^{\omega(r+1)\beta_j f(z) z^{\frac{j}{r+2}}} \right)
= \bigoplus_{j=0}^{\epsilon} \exp \left( \sum_{m=2}^{r} \omega^{(-1)^{l-1} \left( k + \frac{l}{2} \right)} m z^{\frac{m}{r+2}} f_m(z) \right)
= \mathcal{O} \left( n z^{\frac{r}{r+2}} \right) = \mathcal{O}(1)
\]

uniformly for \( z \in \partial D(0, r_0) \) as \( z \to 0 \). We conclude that the factor

\[
\tilde{L}_0 \left( n^{\frac{r+1}{r+2}} z \right) D_0(z)^n \left( \bigoplus_{j=1}^{r+1} e^{\omega(r+1)\beta_j f(z) z^{\frac{j}{r+2}}} \right) \tilde{L}_0 \left( n^{\frac{r+1}{r+2}} f(z) \right)^{-1},
\] (5.78)
in \((5.76)\) is uniformly bounded for \(z \in \partial D(0, r_n)\), which follows from definition \(5.13\) and the fact that both \(n^{\frac{1}{2}+\frac{1}{2}}z\) and \(n^{\frac{1}{2}+\frac{1}{2}}f(z)\) are of order 1 on \(\partial D(0, r_n)\). Then in view of \((5.76)\) and the boundedness of \(M_o(z)\) we have that
\[
E(z) = O \left( 1 \cdot n^{z} \cdot 1 \cdot n^{z} \right) = O \left( n^{z} \right)
\]
uniformly for \(z \in \partial D(0, r_n)\) as \(z \to \infty\). By the maximum modulus principle the estimate also holds on \(D(0, r_n)\). Hence we have the first estimate in \((5.71)\). The estimate for the inverse of \(E\) follows in similar fashion. \(\square\)

Lemma 5.29. Uniformly for \(z, w \in \overline{D(0, r_n)}\) we have as \(n \to \infty\)
\[
E(z)^{-1}E(w) = I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right).
\]

**Proof.** Using \((5.76)\) we find that
\[
E(z)^{-1}E(w) = \left( \bigoplus_{j=0}^{r} n^{-\frac{1}{2}+\frac{1}{2}} \right) L_{\alpha}(z)^{-1} \left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}-\frac{1}{2}} \right)
\]
\[
M_o(z)^{-1}M_o(w) \left( \bigoplus_{j=0}^{r} n^{-\frac{1}{2}+\frac{1}{2}} \right) L_{\alpha}(w) \left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}-\frac{1}{2}} \right),
\]
with \(L_{\alpha}\) as in \((5.78)\) and \(M_o\) as in \((5.77)\) above. Due to the analyticity of \(M_o\) we have the estimate
\[
\left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}+\frac{1}{2}} \right) M_o(z)^{-1}M_o(w) \left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}-\frac{1}{2}} \right) = I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right),
\]
uniformly for \(z, w \in \partial D(0, r_n)\) as \(n \to \infty\). As we proved before, \(L_{\alpha}\) is uniformly bounded on \(\partial D(0, r_n)\). Then we have that
\[
L_{\alpha}(z)^{-1} \left( I + O(n^{\frac{1}{2}+\frac{1}{2}}(z - w)) \right) L_{\alpha}(w)
\]
\[
= L_{\alpha}(z)^{-1}L_{\alpha}(w) + L_{\alpha}(z)^{-1}O(n^{\frac{1}{2}+\frac{1}{2}}(z - w))L_{\alpha}(w)
\]
\[
= I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right) + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right)
\]
\[
= I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right)
\]
uniformly for \(z, w \in \partial D(0, r_n)\) as \(n \to \infty\). Here we have used a standard argument using Cauchy’s integral formula to estimate \(L_{\alpha}(z)^{-1}L_{\alpha}(w)\). Plugging \((5.81)\) and \((5.83)\) into \((5.80)\), we conclude that
\[
E(z)^{-1}E(w) = \left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}+\frac{1}{2}} \right) \left( I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) \right) \right) \left( \bigoplus_{j=0}^{r} n^{\frac{1}{2}-\frac{1}{2}} \right)
\]
\[
= I + O \left( n^{\frac{1}{2}+\frac{1}{2}}(z - w) n^{\frac{1}{2}} \right)
\]
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\[
= \mathbb{I} + \mathcal{O}(n^{\frac{r+1}{2}}(z-w))
\]
uniformly for \(z, w \in \partial D(0, r_n)\) as \(n \to \infty\), and we have arrived at (5.79). By a double
application of the maximum principle, applied to the analytic function
\[
(z, w) \mapsto \frac{E(z)^{-1}E(w) - \mathbb{I}}{z-w},
\]
the estimate holds for \(z, w \in D(0, r_n)\). \(\square\)

In line with theorem 5.25 we define the constants
\[
a = r + \frac{1}{2}, \quad b = r + 1, \quad d = r, \quad \text{and} \quad e = r + \frac{1}{2},
\]
and the meromorphic function
\[
C(z) = \frac{z}{f(z)} \left( C_{\alpha,1} + \frac{C_{\alpha,2}}{(a^b f(z))^2} + \frac{C_{\alpha,3}}{(a^b f(z))^3} \right).
\]
When \(r = 1\) or \(r = 2\) we are allowed to take fewer terms in the expansion in (5.85). We will nevertheless fix the definition of \(C\) with three terms as in (5.85). Then by (5.68) we have uniformly
for \(z \in \partial D(0, r_n)\) that
\[
\hat{P}(z)N(z)^{-1} = \left( \mathbb{I} + \frac{C(z)}{n^{r+1}z} + \mathcal{O}(n^{-e}) \right) E(z)^{-1}
\]
as \(n \to \infty\), where
\[
c = 2(r + 1).
\]

Now all the requirements for theorem 5.25 are met. Hence we obtain analytic prefactors \(E_n^0 : D(0, r_n) \to \mathbb{C}\) and \(E_n^\infty : A(0; r_n, r_0) \to \mathbb{C}\) such that
\[
E_n^0(z)\hat{P}(z) = \left( \mathbb{I} + \mathcal{O}\left( \frac{1}{n^{r+2}} \right) \right) E_n^\infty(z)N(z)
\]
uniformly for \(z \in \partial D(0, r_n)\) as \(n \to \infty\), and
\[
E_n^\infty(z) = \mathbb{I} + \mathcal{O}\left( \frac{1}{n} \right)
\]
uniformly for \(z \in \partial D(0, r_0)\) as \(n \to \infty\).

Analytic prefactors with the properties as in theorem 5.25 are not unique, but we fix them
to be defined as in section 2.1 in [42]. The reason for this particular choice, is that it will allow us to apply theorem 3.1 of [42] later on when we calculate the scaling limit of the correlation
kernel in section 6.3. We omit the explicit formulae for \(E_n^0(z)\) and \(E_n^\infty(z)\) though, since such formulae are not insightful in my opinion, and they will not be relevant to us.

5.4.3. Definition of the local parametrix \(P\) at the hard edge.

We are now ready to fix the definition of the local parametrix \(P\) at the origin.
Definition 5.30. We define the local parametrix at the hard edge $z = 0$ by

$$P(z) = \begin{cases} E_n^0(z) \hat{P}(z), & z \in D(0, r_0), \\ E_n^\infty(z) N(z), & z \in A(0; r_0^2, r_0) \end{cases} \quad (5.89)$$

Considering our discussion in section 5.4.2, and (5.87) and (5.88) in particular, we have the following corollary.

Corollary 5.31. $P$, as defined in definition 5.30, satisfies a double matching of the form:

$$P(z)N(z)^{-1} = \mathbb{I} + O \left( \frac{1}{n} \right), \quad \text{uniformly for } z \in \partial D(0, r_0),$$

$$P_+(z)P_-(z)^{-1} = \mathbb{I} + O \left( \frac{1}{n^{r+2}} \right), \quad \text{uniformly for } z \in \partial D(0, r_0),$$

as $n \to \infty$.

5.5. The local parametrix $Q$ at the soft edge $z = q$

The local parametrix problem around $q$ is defined on a disk around $q$. Without loss of generality we may assume that its radius is $r_0$, as before.

Riemann–Hilbert problem 5.32.

RH-Q1 $Q$ is analytic on $D(q, r_0) \setminus \Sigma_S$.

RH-Q2 $Q$ has the same jumps as $S$ has on $D(q, r_0) \setminus \Sigma_S$.

RH-Q3 $Q$ is bounded around $q$.

RH-Q4 $Q$ satisfies the matching condition:

$$Q(z)N(z)^{-1} = \mathbb{I} + O \left( \frac{1}{n} \right) \quad (5.90)$$

uniformly for $z \in \partial D(q, r_0)$ as $n \to \infty$.

The construction of the local parametrix, with Airy functions, is standard and we omit the details. See [31] for an example were this is done for size $3 \times 3$, it easily generalizes to size $(r+1) \times (r+1)$.

6. Final transformation and proof of the main theorem

6.1. The final transformation $S \mapsto R$

With the global and local parametrices as before, we define the final transformation as

$$R(z) = \begin{cases} S(z)P(z)^{-1} & z \in D(0, r_0), \\ S(z)Q(z)^{-1} & z \in D(q, r_0), \\ S(z)N(z)^{-1} & \text{elsewhere}. \end{cases} \quad (6.1)$$
We remark that \( R \) has a jump on \( \partial D(0, r_n) \) and on the lips of the lens inside \( A(0; r_n, r_0) \). This is a difference with the usual case, where an ordinary matching is used. Notice that there are no jumps inside \( D(0, r_n) \) because the jumps of \( S \) and \( P \), and thus \( P \), are the same there. Similarly, there are no jumps on \((-r_0, r_n)\) and \((r_n, r_0)\) because the jumps of \( S \) and \( N \), and thus \( P \), are the same there. See figure 3 for the corresponding jump contour \( \Sigma_R \).

**Lemma 6.1.** The singularity of \( R \) at \( z = 0 \) is removable.

**Proof.** In the left half-plane we have, using (5.89) and (5.63), that

\[
R(z) = S(z) \text{ diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^{-n} \Psi_\alpha(z)^{-1} E_0(z)^{-1}.
\]

Also, using proposition 5.6 and the asymptotics in RH-S4, we have as \( z \to 0 \)

\[
S(z) \text{ diag}(1, z^{-\beta}, \ldots, z^{-\beta}) D_0(z)^{-n} = \mathcal{O} \begin{pmatrix}
1 & h_{-\alpha - \frac{1}{4}}(z) & h_{-\alpha - \frac{3}{4}}(z) \\
\vdots & \vdots & \vdots \\
1 & h_{-\alpha - \frac{1}{4}}(z) & h_{-\alpha - \frac{3}{4}}(z)
\end{pmatrix}.
\]

We remind the reader that \( h_\alpha \) is defined in RH-Y4. Combining the above with (6.2) and (5.61) we infer, for \( \alpha \neq 0 \), that as \( z \to 0 \)

\[
R(z) = \mathcal{O} \begin{pmatrix}
1 & h_{-\alpha - \frac{1}{4}}(z) & h_{-\alpha - \frac{3}{4}}(z) \\
\vdots & \vdots & \vdots \\
1 & h_{-\alpha - \frac{1}{4}}(z) & h_{-\alpha - \frac{3}{4}}(z)
\end{pmatrix} \begin{pmatrix}
h_{\alpha}(z) & \ldots & h_{\alpha}(z) \\
z^{\alpha} & \ldots & z^{\alpha} \\
z^{\alpha} & \ldots & z^{\alpha}
\end{pmatrix} = \mathcal{O}(h_\alpha(z) + z^{\alpha} h_{-\alpha - \frac{1}{4}}(z)) = \mathcal{O}(h_\alpha(z) + z^{-\alpha} h_{-\alpha - \frac{3}{4}}(z)).
\]
A slightly different behavior holds for $\alpha = 0$. By considering the cases separately, one finds that as $z \to 0$

$$R(z) = \begin{cases} 
\mathcal{O}(z^{\alpha}), & -1 < \alpha < -1 + \frac{1}{r}, \\
\mathcal{O}\left(z^{-1 + \frac{1}{r}} \log z\right), & \alpha = -1 + \frac{1}{r}, \\
\mathcal{O}\left(z^{-1 + \frac{1}{r}}\right), & \alpha > -1 + \frac{1}{r}, \alpha \neq 0, \\
\mathcal{O}\left(z^{-1 + \frac{1}{r}} \log z\right), & \alpha = 0.
\end{cases}$$

Either way, we must conclude that the singularity at $z = 0$ is removable. □

The same is true for the singularity at $z = q$, although we omit the details. We conclude that $R$ is analytic on $\mathbb{C} \setminus \Sigma_R$.

**Theorem 6.2.** (a) As $n \to \infty$ we have uniformly on the indicated contours that

$$R_+(z) = R_-(z) \left(1 + \frac{1}{n}\right), \quad z \in \partial D(0, r_0) \cup \partial D(0, r_0) \cup \partial D(q, r_0), \quad (6.3)$$

$$R_+(z) = R_-(z) \left(1 + \mathcal{O}(e^{-c_1\sqrt{n}})\right), \quad z \in \Delta_0^+ \cap A(0; r_n, r_0), \quad (6.4)$$

$$R_+(z) = R_-(z) \left(1 + \mathcal{O}(e^{-c_2n})\right), \quad z \text{ in the remaining parts.} \quad (6.5)$$

where $c_1, c_2$ are positive constants (see figure 3 also).

(b) We have as $n \to \infty$ that

$$R(z) = I + \frac{1}{n} \quad (6.6)$$

uniformly for $z \in \mathbb{C} \setminus \Sigma_R$.

**Proof.** The estimates (6.3) for the jumps on the circles follows from the double matching around $z = 0$ and the matching around $z = q$, see corollary 5.31 and (5.90). The jump on the lens inside $A(0; r_n, r_0)$ is according to definition 5.30 and RH-S2 given by

$$R_-(z)^{-1}R_+(z) = E_\infty^+(z)N(z)S_+(z)^{-1}S_-(z)N^{-1}(z)^{-1}E_\infty^-(z)^{-1} = I + E_\infty^+(z)N(z)z^{-\beta} e^{2\pi i\beta(z)} E_{21} N(z)^{-1} E_\infty^-(z)^{-1},$$

where $E_{21}$ is the matrix with a 1 on the component in the first column and second row and all other components equal to 0. The factors $E_{\infty}^\pm(z), N(z)$ and their inverses depend polynomially on $n$. To get the correct behavior (6.4), it then suffices to show that there exists a $c > 0$ such that

$$n \text{Re}(\varphi(z)) \leq -c \sqrt{n} \quad (6.7)$$
uniformly for \( z \in \Delta^\pm \cap A(0; r_n, r_0) \) as \( n \to \infty \). To prove this, we remember from (5.23) that for \( \pm \text{Im}(z) > 0 \)

\[
\pm 2i \sum_{m=1}^{r} \sin \left( \frac{\pi m}{r+1} \right) z^{\frac{m}{r+1}} f_m(z) = (r + 1) \varphi_0(z).
\]

Actually, (5.23) was only stated for \( z \) in the upper half-plane, but it is easy to see how to extend it. Then, using \( \varphi_0(z) = \varphi(z) \pm \pi i \), we get uniformly for \( z \in \Delta^\pm \cap A(0; r_n, r_0) \) that

\[
(r + 1) \text{Re}(\varphi(z)) = \pm 2 \sin \left( \frac{1}{r+1} \right) \text{Re} \left( i z^{\frac{1}{r+1}} \right) + O \left( |z|^{\frac{2}{r+1}} \right)
\]

\[
= -2 \sin \left( \frac{1}{r+1} \right) \sin \left( \frac{1}{2(r+1)} \right) |z|^{\frac{1}{r+1}} + O \left( |z|^{\frac{2}{r+1}} \right)
\]

\[
\leq - \sin \left( \frac{1}{r+1} \right) \sin \left( \frac{1}{2(r+1)} \right) \frac{1}{\sqrt{n}}
\]

as \( n \to \infty \). Hence we get (6.7) for a particular choice of \( c \) and we conclude that we get the estimate (6.4) for the jump on \( \Delta^\pm \cap A(0; r_n, r_0) \) for some \( c_1 > 0 \).

The estimate (6.5) for the jump on \( (q, \infty) \) follows from the variational equations and assumption 3.1, and for the estimate on the remaining parts of the lips of the lens one uses a standard argument with the Cauchy–Riemann equations.

(b) This follows from (a) with standard arguments from Riemann–Hilbert theory. One may use arguments similar to those from appendix A in [11]. □

Theorem 6.2(b) is usually sufficient to obtain the scaling limit of the correlation kernel. In our case it will not be enough though, as we shall see in the next section. We present a stronger result in section 6.3, that will allow us to calculate the scaling limit. This result comes from theorem 3.1 of [42].

### 6.2. Rewriting of the correlation kernel

In this section we invert all the transformations of our Riemann–Hilbert analysis, with the goal of finding a relation between the correlation kernel and the bare parametrix \( \Psi \) in particular.

#### Lemma 6.3.

For \( x, y \in (0, r_n) \) the correlation kernel can be written as

\[
K_{V,\pm}^{\alpha+}(x, y) = \frac{e^{\pi i \tau V(x + y)}}{2\pi i(x - y)} \times \begin{pmatrix}
-1 & 1 & 0 & \cdots & 0
\end{pmatrix} \Psi_{\alpha+} \begin{pmatrix}
(n^{\alpha+} f(y))^{-1} E_0(y)^{-1}
\end{pmatrix}^{-1}
\]

\[
\times R(y)^{-1} R(x) E_0(x) \Psi_{\alpha+} \begin{pmatrix}
1 & 0 & \cdots & 0
\end{pmatrix}.
\] (6.8)

3554
Proof. A simple calculation, where we invert the transformations $Y \mapsto X \mapsto T \mapsto S$, shows that for $z$ in $D(0, r_n)$ in the first quadrant

$$Y(z) = e^{-\pi i r/2} r^{-\pi i} e^{\text{Re}(z)} (1 \oplus C_n) L S(z)$$

and

$$\left( \begin{array}{c} u_0(z) \\ u_1(z) \\ \vdots \\ u_{n-1}(z) \end{array} \right) Y(z)^{-1} = e^{-\pi i r/2} r^{\pi i} u_0(z) e^{-\text{Re}(z)} e^{\text{Re}(z)} (1 \oplus C_n) L S(z)^{-1} (1 \oplus C_n^{-1}) .$$

Then with the help of (2.4) we can write the correlation kernel for $x, y \in (0, r_n)$ as

$$K_{V, \sigma}^{\text{os}}(x, y) = \frac{1}{2 \pi i |x-y|} \left| u_0(x) e^{-n \epsilon} e^{\text{Im}(x) + \text{Im}(y) + \text{Im}(z)} \right| \times \left( \begin{array}{c} 1 \\ 0 \\ \vdots \\ 0 \end{array} \right) S(z)^{-1} L^{-1} (1 \oplus C_n) .$$

(This formula is also valid when $n$ is not divisible by $r$, see proposition A.3 in appendix A.)

Using (5.89) and (5.63), we can express this as

$$K_{V, \sigma}^{\text{os}}(x, y) = \frac{1}{2 \pi i |x-y|} \left| u_0(x) e^{-n \epsilon} e^{\text{Im}(x) + \text{Im}(y) + \text{Im}(z)} \right| \times \left( \begin{array}{c} 1 \\ 0 \\ \vdots \\ 0 \end{array} \right) S(z)^{-1} L^{-1} (1 \oplus C_n) .$$

Now we use that $D_{0+11}(z) = D_{0+00}(z) e^{2\varphi_0(z)} = D_{0+00}(z) e^{2\varphi_0(z)}$, which follows from definition 5.7 and the relation $\varphi_0(z) = \varphi(z) + \pi i$. Then we obtain

$$K_{V, \sigma}^{\text{os}}(x, y) = \frac{1}{2 \pi i |x-y|} \left| u_0(x) e^{-n \epsilon} e^{\text{Im}(x) + \text{Im}(y) + \text{Im}(z)} \right| \times \left( \begin{array}{c} 1 \\ 0 \\ \vdots \\ 0 \end{array} \right) S(z)^{-1} L^{-1} (1 \oplus C_n) .$$
\[
\times R(y)^{-1}R(x)E_n^a(x)\Psi_{n+}(n^{r+1}f(x)) \begin{pmatrix} 1 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}.
\]

By (3.6) and (5.1) we have that
\[
g_0(y)^+ - g_1(y)^+ + 2\varphi_0(y)^+ = -g_0(y)^+ + V(y) + \ell.
\]

Hence we have
\[
K_{\nu,\nu}^0(x,y) = \frac{1}{2\pi i(x-y)} \frac{D_{\nu+0,00}(y)^a}{D_{\nu+0,00}(x)^a} e^{i(g_0(y)^+ - g_0(y)^+)}
\times (-1 \quad 1 \quad 0 \quad \cdots \quad 0) \Psi_{n+} (n^{r+1}f(y))^{-1} E_n^0(y)^{-1}
\times R(y)^{-1}R(x)E_n^a(x)\Psi_{n+}(n^{r+1}f(x)) \begin{pmatrix} 1 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}.
\]

Now the lemma follows, if we can show that
\[
D_{0+00}(x) = g_{0+}(x) - \frac{r}{r+1}(V(x) + \ell).
\]

Indeed, using (5.1)–(5.3) we find that
\[
-2 \sum_{j=0}^{r-1} (r-j)\varphi_j(z) = -2r\varphi_0(z) + \sum_{j=1}^{r-1} (r-j)(-g_{j-1}(z) + 2g_j(z) - g_{j+1}(z))
= -2r\varphi_0(z) - (r-1)g_0(z) + rg_1(z)
+ \sum_{j=1}^{r-1} (-r-j+1)g_j(z)
= -2r\varphi_0(z) - (r-1)g_0(z) + rg_1(z)
= (r+1)g_0(z) - r(V(z) + \ell)
\]
for any \(z \in O_V\). Now using definition 5.7, we get (6.9), and we are done. \(\square\)

### 6.3. Proof of the main theorem

To obtain the scaling limit of the correlation kernel at the hard edge \(z = 0\) it will be convenient to introduce, for any \(x, y > 0\), the notation
\[
x_n = \frac{x}{f'(0)n^{r+1}} \quad \text{and} \quad y_n = \frac{y}{f'(0)n^{r+1}}.
\]
Remember (see proposition 5.11) that

\[ f'(0) = \left( \frac{\pi c_0, V}{\sin \left( \frac{x}{r+1} \right)} \right)^{r+1}. \]

Hence (6.10) can also be written as

\[ x_n = \frac{x}{(cn)^{r+1}} \quad \text{and} \quad y_n = \frac{y}{(cn)^{r+1}}, \quad c = \frac{\pi c_0, V}{\sin \left( \frac{x}{r+1} \right)}. \quad (6.11) \]

Notice that \( x_n, y_n \) are in \((0, r_0)\) for \( n \) big enough. In view of (6.8) we would like

\[ E_0^n(y_n)^{-1}R(y_n)^{-1}R(x_n)E_0^n(x_n) \]

to be close to the identity matrix. In [35] we used a method to show this when \( r = 2 \). Following this method, we find using standard arguments with Cauchy’s formula (see [35, lemma 6.5]) that

\[ R(y_n)^{-1}R(x_n) = I + O \left( n^{-\frac{r+1}{2}}(x-y) \right) \]

uniformly for \( x, y \) in compact sets as \( n \to \infty \). Then we find, using lemmas 5.28 and 5.29, that uniformly for \( x, y \) in compact sets

\[
E_0^n(y_n)^{-1}R(y_n)^{-1}R(x_n)E_0^n(x_n) = I + O \left( n^{r+\frac{1}{2}}(x_n - y_n) \right) \\
+ O \left( n^{-\frac{1}{2}} n^{-\frac{r+1}{2}} (x-y)n^{\frac{1}{2}} \right) \\
= I + O \left( \frac{x-y}{\sqrt{n}} \right) + O \left( n^{\frac{-r+1}{2}}(x-y) \right)
\]

as \( n \to \infty \). For \( r = 1 \) and \( r = 2 \), this is enough, but for \( r \geq 3 \) we run into a problem. We conclude that we can not use the approach from [35], unfortunately. Instead we will use [42, theorem 3.1], which is specifically designed for scaling limits of correlation kernels.

**Lemma 6.4.** Uniformly for \( x, y > 0 \) in compact sets we have as \( n \to \infty \) that

\[ E_0^n(y_n)^{-1}R(y_n)^{-1}R(x_n)E_0^n(x_n) = I + O \left( \frac{x-y}{\sqrt{n}} \right). \quad (6.12) \]

**Proof.** We argue that the conditions of the theorem are met. With \( a, b, c, d, e \) as in (5.84) and (5.86), we should have the inequality

\[ 2(r+1) = c \geq \min \left( \frac{3}{2}a + d, \frac{3}{2}a + 2d - e \right) = \frac{7}{4}r + \frac{1}{4}, \]

which indeed holds. It is clear that \( C \) is uniformly bounded on \( \partial D(0, n^{-r}) \). Another condition for [42, theorem 3.1] to hold, is that the jumps of \( R \) should satisfy specific estimates, and that \( R \to I \) uniformly as \( n \to \infty \). Indeed, these conditions are provided by theorem 6.2, the estimates on the jumps by (6.3)–(6.5) and the large \( n \) behavior of \( R \) by (6.6). That the inversion \( s \mapsto s^{-1} \) is bounded in \( L^2 \left( \Sigma_R \setminus D(0, r_0) \right) \) as \( n \to \infty \) is obvious. The remaining conditions for
[42, theorem 3.1] follow from standard Riemann–Hilbert theory (see appendix A from [11] for example). Hence we may apply [42, theorem 3.1] and the lemma follows.

We are ready to give the proof of the main result.

**Proof of theorem 1.1.** By standard analysis arguments we have that
\[
e^{\frac{2\pi i}{n+1}(V(x_n)-V(y_n))} = 1 + O\left(\frac{x-y}{n^r}\right) \tag{6.13}
\]

and
\[
\Psi_{n,+}^{-1}(n^{r+1}f(y_n))^{-1}\Psi_{n,+}^{-1}(n^{r+1}f(x_n)) = \Psi_{n,+}^{-1}(y)^{-1}\Psi_{n,+}^{-1}(x) + O\left(\frac{x-y}{n^{r+1}}\right) \tag{6.14}
\]

uniformly for \( x, y \) in compact sets as \( n \to \infty \). Plugging (6.12)–(6.14) into (6.8) for \( x = x_n \) and \( y = y_n \), we get
\[
\frac{1}{f'(0)n^{r+1}K_{V_n}^{-1}(x_n, y_n)} = \frac{1}{2\pi i(x-y)} \begin{pmatrix} -1 & 1 & 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \Psi_{n,+}^{-1}(y)^{-1}\Psi_{n,+}^{-1}(x) + O\left(\frac{1}{\sqrt{n}}\right). \tag{6.15}
\]

We know the value of \( f'(0) \) from proposition 5.11 and we arrive at
\[
\lim_{n \to \infty} \frac{1}{(cn)^{r+1}} K_{V_n}^{-1}\left(\frac{x}{(cn)^{r+1}}, \frac{y}{(cn)^{r+1}}\right) = \frac{1}{2\pi i(x-y)} \begin{pmatrix} -1 & 1 & 0 & \cdots & 0 \end{pmatrix} \Psi_{n,+}^{-1}(y)^{-1}\Psi_{n,+}^{-1}(x) \tag{6.15}
\]

uniformly for \( x, y > 0 \) in compact sets, where \( c \) is as in (6.11) (and as in theorem 1.1).

We know that this scaling limit must coincide with the one for \( V(x) = x \), a case which has already been treated by Borodin [12] (for general \( \theta > 0 \) actually). Since the limit, i.e., the right-hand side of (6.15), is independent of \( V \), the limit must hold for all one-cut \( \frac{1}{r} \)-regular external fields \( V \). Theorem 1.1 is proved.
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Appendix A. Removal of the restriction that $r$ divides $n$

We will show that the restriction that $n$ is divisible by $r$ can be removed. Let us fix an integer $p \in \{1, 2, \ldots, r-1\}$. We consider all $n = rm + p$, where $m$ runs over the natural numbers. Then the corresponding RHP is the same as RH-Y from section 2.1, but with RH-Y3 replaced by RH-Y3. As $|z| \to \infty$

\[
Y(z) = \left( I + O \left( \frac{1}{z} \right) \right) \left( 1 \oplus z^{-\frac{r-p}{2}} \right)^{r \times (r-p)} \mathbb{1}_{(r-p) \times (r-p)}.
\]  

(A.1)

Instead of defining the first transformation as in section 2.2 directly, we first apply an intermediate transformation $Y \mapsto \tilde{Y}$.

**Definition A.1.** We define

\[
\tilde{Y}(x) = (1 \oplus \sigma) Y(z) \left( 1 \oplus z^{-\frac{r-p}{2}} \right)^{r \times (r-p)} \mathbb{1}_{(r-p) \times (r-p)} \left( 1 \oplus \sigma \right)
\]  

(A.2)

where $\sigma$ is the cyclic permutation matrix whose components are given by

\[
\sigma_{kj} = \begin{cases} 
1, & \text{if } k \equiv j + p \mod r, \\
0, & \text{otherwise},
\end{cases}
\]

(A.3)

where the indices range from 1 to $r$.

**Proposition A.2.** $\tilde{Y}$ satisfies RH-Y from section 2.1, but with an additional jump for $x < 0$, given by

\[
\tilde{Y}_+(x) = \tilde{Y}_-(x) \left( 1 \oplus \Omega^p \mathbb{1}_{r \times r} \right).
\]

**Proof.** RH-Y3 is clear. Let $x > 0$. We let the indices of the matrices range from 0 to 1. Then for $j \geq 1$ we have

\[
\left( \tilde{Y}_-(x)^{-1} \tilde{Y}_+(x) \right)_{0j} = \sum_{k=1}^{p} \left( Y_-(x)^{-1} Y_+(x) \right)_{0k} \frac{z^{-k}}{z^{-p}} \sigma_{kj} + \sum_{k=p+1}^{r} \left( Y_-(x)^{-1} Y_+(x) \right)_{0k} z^{-\frac{r-p}{2}} \sigma_{kj}
\]

(A.4)

\[
= \sum_{k=1}^{p} w_{n+p-r-j}^{-1}(x) \sigma_{kj} + \sum_{k=p+1}^{r} w_{n+p-r-j}^{-1}(x) \sigma_{kj}.
\]

(A.5)

The term $w_{n+p-r-j}^{-1}(x)$ corresponds to either $k = j + p - r$ or $k = j + p$ depending on which one of the two is among $1, \ldots, r$. Then by the definition of $\sigma$ we infer that (A.5) equals $w_{n+p-r-j}^{-1}(x)$.
It is clear that other non-zero components of the jump for \( x > 0 \) must be on the diagonal. Then we have for \( j = 1, \ldots, r \)

\[
\left( \tilde{Y}_-(x)^{-1} \tilde{Y}_+(x) \right)_{jj} = \sum_{k=1}^{r} (\sigma^{-1})_{jk} \left( Y_-(x)^{-1} Y_+(x) \right)_{kj} \\
= \sum_{k=1}^{r} (\sigma^{-1})_{jk} \sigma_{kj} = 1.
\]

where we have ignored the factors \( z^{-\frac{p}{r}} \) and \( z^{-\frac{p}{r}} \) from the beginning, because they must come from the same block and thus cancel each other. One can also verify that the upper-left component of the jump equals 1. We conclude that we get the jump from RH-Y2 for \( x > 0 \).

Let us now look at \( x < 0 \). Indeed, then we get \( \tilde{Y}_-(x)^{-1} \tilde{Y}_+(x) \)

\[
= (1 \oplus \sigma)^{-1} \left( 1 \oplus e^{\frac{p}{r} \pi |x|} I_{p \times p} \oplus e^{\frac{p}{r} \pi |x|} I_{(r-p) \times (r-p)} \right)^{-1} \\
\times \left( 1 \oplus e^{\frac{p}{r} \pi |x|} I_{p \times p} \oplus e^{\frac{p}{r} \pi |x|} I_{(r-p) \times (r-p)} \right) (1 \oplus \sigma) \\
= (1 \oplus \sigma)^{-1} \left( 1 \oplus \Omega^{p-r} I_{p \times p} \oplus \Omega^{p-r} I_{(r-p) \times (r-p)} \right) (1 \oplus \sigma) \\
= 1 \oplus \Omega^p \sigma^{-1} \sigma \\
= 1 \oplus \Omega^p \pi_{x,r}.
\]

\[ \square \]

**Proposition A.3.** The correlation kernel can be expressed as

\[
K_{V,\alpha}(x, y) = \frac{1}{2 \pi i (x - y)} \begin{pmatrix} 0 & w_\alpha(y) & w_{\alpha+\frac{1}{2}}(y) & \ldots & w_{\alpha+\frac{r-1}{2}}(y) \\
\end{pmatrix} \\
\times \tilde{Y}_+^{-1}(y) \tilde{Y}_+(x) \begin{pmatrix} 1 \\
0 \\
\vdots \\
0 \\
\end{pmatrix}
\]

**Proof.** We should show that the formula coincides with (2.4). It is clear that

\[
\tilde{Y}_+(x) = Y_+(x) \begin{pmatrix} 1 \\
0 \\
\vdots \\
0 \\
\end{pmatrix}.
\]

Let us look at

\[
\left( 0 w_\alpha(y) w_{\alpha+\frac{1}{2}}(y) \ldots w_{\alpha+\frac{r-1}{2}}(y) \right) (1 \oplus \sigma)^{-1} \left( 1 \oplus z^{-\frac{p}{r}} I_{p \times p} \oplus z^{-\frac{p}{r}} I_{(r-p) \times (r-p)} \right)^{-1}.
\]
We label its components with indices from 0 to \( r \). Then its component with index \( j \), when \( j > 0 \), is given by

\[
\sum_{k=1}^{r} w_{\alpha+\frac{1}{r}}(y)(\sigma^{-1})_{kj} \times \begin{cases}
\frac{p-1}{j-1}, & j \leq p, \\
\frac{p}{r}, & j > p
\end{cases}
\]

Now, considering both cases \( j \leq p \) and \( j > p \), and using the definition of \( \sigma \), we find that the component equals \( w_{\alpha+\frac{1}{r}}(y) \). We conclude that

\[
\begin{pmatrix} 0 & w_\alpha(y) & w_{\alpha+\frac{1}{r}}(y) & \cdots & w_{\alpha+\frac{r-1}{r}}(y) \end{pmatrix} Y^{-1}(y)
\]

and the proposition now follows by inserting (A.7) and (A.6) in (2.4).

From this point onwards the transformations of the RHP are carried out in the same way as before, i.e., we apply the transformation to \( \tilde{Y} \) as in definition 2.3, but with \( Y \) replaced by \( \tilde{Y} \). After that we apply the transformation \( X \Rightarrow T \), as in definition 3.6. The factor \( \Omega^0 \) for the jump on the negative real axis will then drop out due to (3.11). Namely, for \( x < 0 \), i.e., for odd \( j \), we have

\[
n(-g_{j-1,-}(x) + g_{j,-}(x) + g_{j,+}(x) - g_{j+1,+}(x)) = -\frac{2\pi \imath}{r} \equiv -\frac{2\pi \imath p}{r} \mod 2\pi \imath
\]

when \( r \equiv 0 \mod 2 \). When \( r \equiv 1 \mod 2 \) one also has to use (3.10). From this point onwards there are no differences with the case where \( n \) is divisible by \( r \) anymore and the analysis of the RHP is identical.

**Appendix B. The Meijer G-function**

The Meijer G-function is defined by the following contour integral:

\[
G_{p,q}^{m,n}
\left(
\begin{array}{c}
\begin{bmatrix}
\alpha_1, & \ldots, & \alpha_p \\
\beta_1, & \ldots, & \beta_q
\end{bmatrix}
\end{array}
\right)
\frac{1}{2\pi \imath} \int_L \prod_{j=m+1}^{p} \Gamma(b_j + s) \prod_{j=1}^{p} \Gamma(1 - a_j - s) \prod_{j=m+1}^{q} \Gamma(1 - b_j - s) \prod_{j=1}^{q} \Gamma(a_j + s) z^{-s} \, ds,
\]

where \( \Gamma \) denotes the gamma function and empty products in (B.1) should be interpreted as 1, as usual. The expressions involved satisfy the following conditions (e.g., see [40, section 5.2]).

- \( m, n, p, q \) are integers with \( 0 \leq m, q \leq q \) and \( 0 \leq n, p \).
- \( \alpha_i - \beta_j \) is not a positive integer, for all \( i = 1, \ldots, p \) and \( j = 1, \ldots, q \).
- There are three possible options for the path of integration \( L \).
  - \( L \) is a path from \( +\imath \infty \) to \( -\imath \infty \) so that all the poles of \( \Gamma(b_j + s) \) lie to the left of the path, and all poles of \( \Gamma(1 - a_j - s) \) lie to the right of the path. This option works when \( \delta = m + n - \frac{1}{2}(p + q) > 0 \) for \( |\arg(z)| < \delta \pi \).
  - \( L \) is a loop, starting and ending at \( -\infty \), and encircling all the poles of \( \Gamma(b_j + s) \) in negative direction, but no poles of \( \Gamma(1 - a_j - s) \). This option works when \( q \geq 1 \) and either \( p < q \) or \( p = q \), for \( |z| < 1 \.

\[ \text{3561} \]
* L is a loop, starting and ending at +∞, and encircling all the poles of \( \Gamma(1 - a_i - s) \) in positive direction, but no poles of \( \Gamma(b_j + s) \). This option works when \( p \geq 1 \) and either \( p > q \) or \( p = q \), for \( |z| > 1 \).

Variations on the three possibilities for \( L \) are possible. In this paper we have \( p = n = 0 \) and \( q = m = r + 1 \) for a positive integer \( r \). Then we are in the situation of option (i) and option (ii). Because \( p = 0 \), we may actually consider the contour of option (ii) for all \( |\arg(z)| < \frac{r+1}{2} \pi \).

The Meijer G-function satisfies the following higher order linear differential equation, known as the generalized hypergeometric equation.

\[
\begin{bmatrix}
q-1 \\
p \\
\end{bmatrix} \prod_{j=1}^{q-1} (\vartheta + b_j - 1) - (-1)^{p-m-n} z^p \prod_{i=1}^{p} (\vartheta + a_i) \psi(z) = 0, \quad \vartheta = \frac{d}{dz}.
\]

Here, an empty product is to be read as 1. The Meijer G-function is related to the generalized hypergeometric function via

\[
G_{m,n}^{p,q} \left( \begin{array}{c}
a_1, \ldots, a_p \\ b_1, \ldots, b_q
\end{array} \right) x = \sum_{h=1}^{m} \prod_{j=1}^{m} \Gamma(b_j - b_h) \prod_{i=1}^{n} \Gamma(1 + b_h - b_i) \prod_{j=m+1}^{p} \Gamma(a_j - b_h) \times z^h qF_{p-1}^n \left( \begin{array}{c}
1 + b_h - a_1, \ldots, 1 + b_h - a_p \\
1 + b_h - b_1, \ldots, 1 + b_h - b_q
\end{array} ; (-1)^{p-m-n} z \right)
\]

when all \( b_j \) are pairwise distinct (log terms will enter if this is not the case) [40]. Here the asterisk * denotes that the factor with \( j = h \) should be suppressed in the product in the first line, and similarly for the parameters of the generalized hypergeometric functions in the last line.

Indeed, these generalized hypergeometric functions, multiplied with their factor \( z^h \), form a basis of solutions to the generalized hypergeometric equation around \( z = 0 \). In particular, the indicial equation at \( z = 0 \) has solutions \( b_1, \ldots, b_q \).
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