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Abstract
We present a short alternative proof of the Voronoï summation formula which plays an important role in Dirichlet’s divisor problem and has recently found an application in physics as a trace formula for a Schrödinger operator on a noncompact quantum graph.

PACS numbers: 03.65.Ca, 03.65.Db

1. Introduction: the Voronoï summation formula and its connection to an infinite quantum graph

The Voronoï summation formula provides a connection between a sum involving the divisor function \( d(n) \) weighted with a given function \( f(n) \) and a sum involving again the divisor function weighted with a function \( F(n) \) which arises from a certain Bessel transformation of the function \( f \). The divisor function is defined as the number of divisors of \( n \), unity and \( n \) itself included, i.e.

\[
   d(k) := \# \{ (n, m); \ nm = k \}, \ n, m, k \in \mathbb{N}.
\]

Note that the divisor function \( d(n) \), \( d(1) = 1, d(2) = 2, d(3) = 2, d(4) = 3, d(5) = 2, d(6) = 4, \ldots, \) with \( d(p) = 2 \) for \( p \) prime, is a very irregular function with asymptotic behaviour

\[
   d(n) = O(n^\epsilon), \quad n \to \infty \quad \text{for all} \quad \epsilon > 0.
\]

In 1849, Dirichlet proved [1] the following asymptotic formula:

\[
   D(x) := \sum_{n=1}^{x} d(n) = x \ln x + (2\gamma - 1)x + \Delta(x), \quad x \to \infty
\]

with

\[
   \Delta(x) = O(\sqrt{x}), \quad x \to \infty
\]
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where \( \gamma \) is Euler’s constant. The famous Dirichlet divisor problem is that of determining as precisely as possible the maximum order of the error term \( \Delta(x) \). In 1903, Voronoï [2] was able to improve Dirichlet’s result by proving

\[
\Delta(x) = \mathcal{O}(x^{1/2} \ln x), \quad x \to \infty.
\]

(5)

Voronoï based his proof on a new summation formula now carrying his name, see [3]. The estimate on \( \Delta(x) \) was later improved, see e.g. [4, 5]. In [6] it was proved that

\[
\Delta(x) = \mathcal{O}(x^{\alpha}), \quad x \to \infty
\]

(6)

and it is not unlikely that (Hardy’s conjecture)

\[
\Delta(x) = \mathcal{O}(x^{1/4 + \epsilon}), \quad x \to \infty
\]

(7)

for all positive values of \( \epsilon \), but the exact order of \( \Delta(x) \) is still unknown. In various articles (e.g. [7–18]) the authors investigate the Dirichlet divisor problem respectively the Voronoï summation formula and specify proper function spaces for which the Voronoï summation formula is valid. See also [13, 14] for a generalization to a broader class of summation formulae. The result of Hejhal [18] states:

**Theorem 1.1 (Hejhal [18]).** If \( f \) is two times continuously differentiable and possesses compact support (\( f \in C^2_0(\mathbb{R}) \)), then the following formula is valid:

\[
\sum_{n=1}^{\infty} d(n) f(n) = \int_{0}^{\infty} \ln(k + 2\gamma) f(k) \, dk + \frac{f(0)}{4} + 2\pi \sum_{n=1}^{\infty} d(n) \int_{0}^{\infty} \left[ \frac{2}{\pi} K_0(4\pi \sqrt{nk}) - Y_0(4\pi \sqrt{nk}) \right] f(k) \, dk,
\]

(8)

where the functions \( K_0(x) \) and \( Y_0(x) \) are Bessel functions, i.e. the McDonald function respectively the Neumann function (see e.g. [19, pp 65, 66]) and \( \gamma \) denotes the Euler constant.

Recently, the summation formula (8) found an interesting application in physics since it was shown in [20, 21] that it plays the role of an exact trace formula for a certain infinite quantum graph \( \mathcal{G} \). The infinite quantum graph \( \mathcal{G} \) introduced in [20] and investigated in detail in [21] describes the quantum dynamics of a single spinless particle with mass \( m = \frac{1}{2} \) (\( \hbar = 1 \)) moving on an infinite chain of consecutive edges \( \{e_n\}_{n=1}^{\infty} \) with corresponding lengths \( l_n = \frac{2}{n} \), \( n \in \mathbb{N} \), where two adjacent edges \( e_l \) and \( e_{l+1} \) are linked by a vertex \( v_l, l \in \mathbb{N} \). The associated Hilbert space is equivalent with the set of square integrable functions \( L^2[0, \infty) \) on the semiaxis \( \mathbb{R}_{\geq 0} \). The Schrödinger operator \( (-\Delta, D(\Delta)) \) consists of (minus) the Laplace operator \( -\Delta \) acting on each edge separately. The assigned domain of definition \( D(\Delta) \) is a ‘Sobolev-like’ function space (see [20, 21]) and is characterized by Dirichlet boundary conditions at the vertices. Therefore, the corresponding classical system is integrable and the lengths of the corresponding classical primitive periodic orbits are given by \( l_{p,n} = \frac{2\pi}{n} \), \( n \in \mathbb{N} \). The spectrum of the infinite quantum graph \( \mathcal{G} \) is purely discrete, and the \( n \)th energy level of \( \mathcal{G} \) is given by \( E_n = n^2, n \in \mathbb{N} \), with the corresponding multiplicity precisely equal to the divisor function \( d(n) \). Thus, the corresponding wavenumber counting function

\[
N(k) := \#\{0 < k_n \leq k; \quad k_n := \sqrt{E_n}, \quad E_n \text{ eigenvalue of } (-\Delta, D(\Delta))\}
\]

(9)

coincides with \( D(k) \) in (3) and possesses the non-standard Weyl asymptotics \( N(k) \sim k \ln k \), \( k \to \infty \). Therefore, it coincides after a rescaling of the edge lengths by a factor \( \frac{1}{\sqrt{2\pi}} \) with the leading asymptotic term of the counting function for the nontrivial zeros of the Riemann zeta function \( \zeta(s) \). This is interesting in the context of the search of the highly desired hypothetical
Hilbert–Polya operator (see e.g. [22–25]), i.e. a self-adjoint operator whose eigenvalues or wavenumbers coincide with the nontrivial Riemann zeros and whose existence would prove the Riemann hypothesis.

One can show [21] that the Dirichlet quantum graph $G$ arises as a limit operator in the strong resolvent sense in the limit $\kappa$ goes to infinity ([26, p 455] and [21]) of the Schrödinger operator

$$H = -\Delta + \kappa \sum_{n=1}^{\infty} \delta(x - x_n), \quad \kappa \geq 0, \quad x \geq 0, \quad x_n := \pi \sum_{m=1}^{n} \frac{1}{m}, \quad n \in \mathbb{N},$$

acting in $L^2[0, \infty)$. The Hamiltonian (10) describes a single spinless particle with mass $m = \frac{\hbar}{2}$ ($\hbar = 1$) on the semi-axis $\mathbb{R}_{\geq 0}$ subjected to ‘$\delta$-like potentials’ with strength $\kappa \geq 0$ located at the points $x_n, n \in \mathbb{N}$. Similarly, as for the Dirichlet quantum graph $G$ one can show that the spectrum of the Schrödinger operator (10) is purely discrete for $\kappa > 0$ [21], which is due to the monotonic decrease of the edge lengths $l_n, n \in \mathbb{N}$, to zero.

Given a function $f(k)$ satisfying the conditions of theorem 1.1, let us consider the operator function $f(\sqrt{-\Delta})$ (defined by the functional calculus), where $(-\Delta, D(\Delta))$ denotes the negative Laplacian acting on our infinite graph $G$. We then obtain the trace-identity

$$\text{tr} f(\sqrt{-\Delta}) = \sum_{n=1}^{\infty} d(n) f(k_n),$$

which clearly shows that the Voronoï summation formula (8) can be interpreted as a trace formula for the quantum graph $G$. Indeed, the trace (11), i.e. the lhs of (8), is nothing else than a sum over the quantal spectrum of $G$ by identifying $k_n = n$ as the wavenumbers and $d(n)$ as the spectral multiplicities. Furthermore, the first two terms on the rhs of (8) play the role of a ‘Weyl term’ which is connected to the two leading asymptotic terms of $D(k)$ in (3) respectively of the spectral counting function $N(k)$ in (9) (see [20, 21]). The last term on the rhs of the Voronoï summation formula (8) presents the ‘periodic orbit term’ of the trace formula and invokes the geometric properties in terms of the lengths $l_{p,n} := \frac{2\pi}{n}, n \in \mathbb{N}$, of the classical primitive periodic orbits ($l_{p,n}$ is the length of the $n$th classical primitive periodic orbit $p$) of the corresponding classical dynamics of the infinite graph $G$.

The typical splitting of the classical part of a trace formula for physical systems in a Weyl term and a periodic orbit term also occurs in the case of the Selberg trace formula [27–29], the semiclassical Gutzwiller trace formula [22, 30–32], the trace formula for compact quantum graphs [33–35] and in the flat torus model [24].

The main very interesting difference to the usual physical trace formulae as for instance the Selberg trace formula valid for a free particle moving on a Riemannian manifold of constant negative curvature (genus $g \geq 2$ (classical chaotic system)) [24, 27, 29], the semiclassical Gutzwiller trace formula ($\hbar \to 0$) for classical chaotic Hamiltonian systems [22, 30–32], the trace formula for the flat torus model [24], or the trace formula for compact quantum graphs [33–35] is that the lengths $l_{p,n} := \frac{2\pi}{n}, n \in \mathbb{N}$ of the classical periodic orbits appear in the denominator of the argument in the periodic orbit term of (8). One physical reason for this non-standard property is that for this special system the lengths of the classical primitive periodic orbits $l_{p,n} = \frac{2\pi}{n}, n \in \mathbb{N}$, possess zero as the only accumulation point and are bounded from above (by $2\pi$) in contrast to the generic case for classical chaotic systems where the lengths of the classical primitive periodic orbits tend to infinity and are bounded from below.

In the semiclassical analysis of quantum mechanical quantities beyond the Weyl regime, in particular in the periodic-orbit theory for spectral statistics [22, 23, 36–38], the relevant terms for this analysis are constituted by primitive periodic orbits with lengths in the neighbourhood
of the accumulation point (infinitely many). This means for the Dirichlet quantum graph that the shortest periodic orbits (infinitely many) are relevant for a periodic orbit analysis of spectral quantities in contrast to the generic case where the longest periodic orbits are essential.

The trace formula (8) is the first example of an exact trace formula for an infinite quantum graph. We have shown in [20, 21] that the infinite Dirichlet quantum graph can be obtained by truncating the graph $G$ at an arbitrary vertex $N$ and then consider the limit $N$ to infinity. Therefore, the corresponding trace formulae for the finite quantum graphs must converge to the summation formula (8). It is easy to perform this limit on the lhs of the trace formulae, i.e. on the quantum mechanical part. However, performing the limit on the periodic orbit parts of the trace formulae for the truncated graphs is a highly nontrivial problem since one has to cope with divergent terms, which explains why the derivation of formula (8) along these lines is still an unsolved problem. It is therefore very interesting to find a proof of the Voronoï summation formula (8) interpreted as the trace formula for the Dirichlet quantum graph $G$ based on physical quantities only.

It is the purpose of this paper to prove the Voronoï summation formula (8) for a function space different from that in theorem 1.1 and e.g. in [11, 12, 15, 18]. Furthermore, we want to use in the proof only quantities which are directly related to the Dirichlet quantum graph and which are examined in [20, 21] such as the trace of the Euclidean wave group of the Dirichlet Laplacian that we denote herein by $\Theta_1(t)$. In our proof we apply the Poisson summation formula, but here in the more general form of Dixon and Ferrar [15]. In the concluding remarks we discuss how our function space for the Voronoï summation formula is related to the known function spaces of [15] and [18].

2. An alternative proof of the Voronoï summation formula

In order to present an alternative proof of the Voronoï summation formula, we introduce the function (a particular Lambert series)

$$\Theta(z) := \sum_{n=1}^{\infty} d(n) e^{-nz} = \sum_{n=1}^{\infty} \frac{1}{e^{nz} - 1}, \quad \Re z > 0,$$

which coincides for $z \equiv t \in \mathbb{R}_{>0}$ with the physical quantity $\Theta_1(t)$ considered in [20, 21] and is the trace of the Euclidean wave group of the Dirichlet Laplacian on the infinite graph $G$ introduced in [20, 21]. In [20, 21] we derived the following asymptotic relations, $z \equiv t \in \mathbb{R}_{>0}$,

$$\Theta(t) = -\frac{\ln t}{t} + \frac{\gamma}{4} + \frac{1}{4} + O(t), \quad t \to 0^+,$$

$$\Theta(t) = O(e^{-t}), \quad t \to \infty,$$

where the last relation is trivial. Wigert [39, p 203] derived for $\Theta(z)$, $\Re z > 0$, a nontrivial identity; however, without introducing the digamma function $\psi(z) := \frac{\Gamma'(z)}{\Gamma(z)}$, by means of the Euler–MacLaurin summation formula, cited here for the special case $z \equiv t \in \mathbb{R}_{>0}$:

**Theorem 2.1** (Wigert [39]). For $\Theta(t)$, defined in (12), it holds the identity

$$\Theta(t) = -\frac{\ln t}{t} + \frac{\gamma}{4} + \frac{1}{4} - 2 \sum_{n=1}^{\infty} \left[ \Re \psi \left( 1 + \frac{2\pi n}{t} \right) - \ln \left( \frac{2\pi n}{t} \right) \right], \quad t > 0.$$
Theorem 2.2. It holds the identity, \( t > 0, \)
\[
\sum_{n=1}^{\infty} \left[ \text{Re} \psi \left( 1 + \frac{2\pi n}{t} \right) - \ln \left( \frac{2\pi n}{t} \right) \right] = \sum_{n=1}^{\infty} d(n) \left[ \exp \left( \frac{4\pi^2 n}{t} \right) \text{Ei} \left( -\frac{4\pi^2 n}{t} \right) + \exp \left( -\frac{4\pi^2 n}{t} \right) \text{Ei} \left( \frac{4\pi^2 n}{t} \right) \right].
\]
(16)

In (16), \( \text{Ei}(x) \) is the exponential integral function defined for \( x > 0 \) by the Cauchy principal value (see [19, p 342]), where \( \text{Ei}(x) \equiv E^{*}(x) \) and \( \text{Ei}(-x) \equiv -E_{1}(x) \) for \( x > 0 \).

In order to prove theorem 2.2, we require the following theorem.

Theorem 2.3 (Dixon and Ferrar [15]). If
\[
H(x) := h(x) - b \ln x, \quad x \in (0, \infty),
\]
(17)
is of bounded variation in the neighbourhood of \( x = 0 \), then it holds,
\[
\alpha \in (0, \infty), \quad \sum_{n=1}^{\infty} h(\alpha n) = \frac{b}{2} \ln \left( \frac{2\pi}{\alpha} \right) - \frac{b}{2} \ln \left( \frac{\alpha}{2\pi} \right) - H(0^+) + \frac{1}{\alpha} \int_{0}^{\infty} h(x) \, dx
\]
\[
+ 2 \sum_{n=1}^{\infty} \left[ \frac{1}{\alpha} \int_{0}^{\infty} h(x) \cos \left( \frac{2\pi n}{\alpha x} \right) \, dx + \frac{b}{4n} \right]
\]
(18)
provided that

- the sum on the lhs and the first integral on the rhs in (18) exist,
- \( h(x) \to 0 \) as \( x \to \infty \),
- \( h(x) \) is the integral of \( h'(x) \) in \( x \geq x_0 \),
- \( |h'(x)| \) is integrable over \((x_0, \infty)\).

(Note that in [15], relation (18) has been stated for the special value \( \alpha \equiv 1 \)).

Proof of theorem 2.2. Due to the asymptotics [19, pp 346, 347] (after correcting a typographic mistake by replacing \( e^{-x} \) by \( e^{x} \) on p 347 loc. cit.)
\[
e^{x} \text{Ei}(-x) + e^{-x} \text{Ei}(x) = \sum_{m=0}^{M} \frac{2(2m+1)!}{x^{2m+2}} + O \left( \frac{1}{x^{2M+4}} \right), \quad x \to \infty,
\]
(19)
we can write the last sum in (16) as a double sum
\[
\sum_{n=1}^{\infty} d(n) h \left( \frac{4\pi^2 n}{t} \right) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} h \left( \frac{4\pi^2 m}{t} n \right), \quad t \in (0, \infty),
\]
(20)
where we have defined
\[
h(x) := e^{x} \text{Ei}(-x) + e^{-x} \text{Ei}(x), \quad x \in (0, \infty).
\]
(21)
Note that, due to [19, pp 343, 346, 347] and (19), the function \( h(x) \) satisfies the required conditions of theorem 2.3. Furthermore, it holds [19, p 343]
\[
h(\alpha x) = 2\gamma + 2 \ln \alpha + 2 \ln x + O(x^2 \ln x), \quad x \to 0^+, \quad \alpha \in (0, \infty),
\]
(22)
and thus we identify in our case \( b = 2 \). By Fourier’s inversion formula we obtain with [40, p 8]
\[
\int_{0}^{\infty} h(x) \cos \left( \frac{2\pi n}{\alpha x} \right) \, dx = - \frac{2\pi n}{\alpha} \frac{\frac{2\pi^2 n}{\alpha}}{\left( \frac{2\pi n}{\alpha} \right)^2 + 1}, \quad \alpha \in (0, \infty), \quad n \in \mathbb{N}_0.
\]
(23)
Therefore, we obtain by (18) and (23) setting $\alpha = \frac{4\pi^2 m}{t}$ ($m \in \mathbb{N}, t \in (0, \infty)$)

$$
\sum_{n=1}^{\infty} h \left( \frac{4\pi^2 m}{t} - n \right) = \ln(2\pi) - \gamma - \ln \left( \frac{4\pi^2 m}{t} \right) + \sum_{n=1}^{\infty} \left[ \frac{-n}{n^2 + \left( \frac{2\pi m}{t} \right)^2} + \frac{1}{n} \right]
$$

$$
= -\gamma - \ln \left( \frac{2\pi m}{t} \right) + \sum_{n=1}^{\infty} \frac{\left( \frac{2\pi m}{t} \right)^2}{n^2 + \left( \frac{2\pi m}{t} \right)^2} \cdot \frac{1}{n}. \quad (24)
$$

With the identity [41, p 106] ($x, y \in (0, \infty)$)

$$
\sum_{k=1}^{\infty} \frac{1}{((kx)^2 + y^2)^k} = \frac{1}{2y^2} \left[ \psi \left( 1 + \frac{i}{x} \right) + \psi \left( 1 - \frac{i}{x} \right) + 2\gamma \right], \quad (25)
$$

we obtain for the last sum on the rhs in (24) ($m \in \mathbb{N}, t \in (0, \infty)$)

$$
\sum_{n=1}^{\infty} \frac{\left( \frac{2\pi m}{t} \right)^2}{n^2 + \left( \frac{2\pi m}{t} \right)^2} \cdot \frac{1}{n} = \Re \psi \left( 1 + i \frac{2\pi m}{t} \right) + \gamma. \quad (26)
$$

Putting (18), (21), (24) and (26) together, we gain (16). □

Let us remark that (16) has also been derived in [21], where we have given the decomposition (however, by using the Voronoï summation formula (8))

$$
\Theta(t) = \Theta^W(t) + \Theta^{Osc}(t), \quad t > 0,
$$

in a ‘Weyl term’ and an ‘oscillatory term’ defined as,

$$
\Theta^W(t) := -\ln \frac{t}{\epsilon} + \frac{\gamma}{\epsilon} + \frac{1}{4},
$$

$$
\Theta^{Osc}(t) := -2 \sum_{n=1}^{\infty} d(n) \left[ \exp \left( \frac{4\pi^2 n}{t} \right) \text{Ei} \left( -\frac{4\pi^2 n}{t} \right) + \exp \left( -\frac{4\pi^2 n}{t} \right) \text{Ei} \left( \frac{4\pi^2 n}{t} \right) \right]. \quad (27)
$$

For the next steps, we need the notion of the Laplace transform in the sense of [42]. Therefore, we define the $L$-function space [42, p 13].

**Definition 2.4.** A real or complex valued function $f$ is an L-function iff

- $f$ is defined at least for $t > 0$,
- in each finite interval $0 < T_1 \leq t \leq T_2$ the function $f$ is Riemann integrable,
- the improper Riemann integral

$$
\lim_{\epsilon \to 0} \int_{T-\epsilon}^{T} |f(t)| \mathrm{d}t, \quad T \in (0, \infty) \quad (28)
$$

exists,
- there exists a real or complex $s_0$ such that for some fixed $T > 0$ the improper Riemann integral

$$
\lim_{\omega \to \infty} \int_{T}^{\omega} |f(t)| e^{-st} \mathrm{d}t \quad (29)
$$

exists.

Now, let $f$ be an L-function. We consider an expression of the form

$$
\int_{0}^{\infty} \Theta(t) f(t) \mathrm{d}t, \quad (30)
$$

where $\Theta(t)$ is defined in (12). Due to (13) the improper integral (30) exists if

$$
f(t) \sim B t^\beta L(t), \quad t \to 0, \quad \beta > 0, \quad B \in \mathbb{C} \quad \text{arbitrary}, \quad (31)
$$
where \( L(t) \) is a slowly increasing function at \( t = 0 \) (for instance the absolute value of the logarithmic function) which is continuous and positive possessing the property [42, p 201]

\[
\frac{L(ut)}{L(t)} \to 1, \quad t \to 0, \quad u > 0 \quad \text{arbitrary.} \tag{32}
\]

For such a function one can show [42, p 202], [43] (replacing \( t \) by \( \frac{1}{t} \)) that

\[
t^{\epsilon}L(t) \to 0, \quad t \to 0, \quad \epsilon > 0 \quad \text{arbitrary.} \tag{33}
\]

Furthermore, we assume for further convenience that the function \( f(t) \) is a so-called regulated function (i.e. for every \( t \) in the domain of definition both the left and right limits \( f(t-) \) and \( f(t+) \) exist (but must not be equal)) and possesses compact support. Since

\[
\Theta_N(t) := \sum_{n=1}^{N} d(n) e^{-nt} \leq \Theta(t), \quad \text{for all } N \in \mathbb{N}, \quad t \in (0, \infty), \tag{34}
\]

the improper Riemann integral (30) converges uniformly and absolutely with respect to the summation in \( \Theta(t) \). Furthermore, \( \Theta_N(t) \) converges locally uniformly on \((0, \infty)\) to \( \Theta(t) \). Thus, integration and summation can be interchanged in (30) and we obtain

\[
\int_{0}^{\infty} \Theta(t)f(t) \, dt = \sum_{n=1}^{\infty} d(n) \tilde{f}(n), \tag{35}
\]

where \( \tilde{f} \) denotes the Laplace transform of \( f \) defined as

\[
\tilde{f}(s) := \int_{0}^{\infty} e^{-st} f(t) \, dt. \tag{36}
\]

In order to check that the sum on the rhs in (35) converges, we can use a theorem of [42, p 202]:

**Theorem 2.5** (Doetsch [42]). Let \( f \) be an \( L \)-function possessing the asymptotics

\[
f(t) \sim Bt^{\beta}L(t), \quad t \to 0, \quad \beta > -1, \quad B \in \mathbb{C} \quad \text{arbitrary,} \tag{37}
\]

where \( L(t) \) is a regulated increasing function at \( t = 0 \) (and fulfills therefore (32) and (33)). Then for the Laplace transform \( \tilde{f} \) of \( f \), the following asymptotic formula holds:

\[
\tilde{f}(s) \sim B \frac{\Gamma(\beta + 1)}{s^{\beta+1}} \frac{L}{s^{\beta+1}} \left( \frac{1}{s} \right), \quad s \to \infty, \quad s \in \mathbb{R}_{>0}. \tag{38}
\]

Therefore, the sum on the rhs of (35) converges absolutely due to (2). Now, we use theorems 2.1 and 2.2 respectively (27) and attain with (35) \((\beta > 0 \text{ see } (31))\

\[
\sum_{n=1}^{\infty} d(n) \tilde{f}(n) = \int_{0}^{\infty} \left[ \Theta^W(t) + \Theta^{Osc}(t) \right] f(t) \, dt \\
= -\int_{0}^{\infty} \frac{\ln t}{t} f(t) \, dt + \gamma \int_{0}^{\infty} \frac{f(t)}{t} \, dt \\
+ \frac{1}{4} \int_{0}^{\infty} f(t) \, dt + \int_{0}^{\infty} f(t) \Theta^{Osc}(t) \, dt. \tag{39}
\]

Note that by the assumptions on the function \( f \), the improper Riemann integrals on the rhs of (39) are identical with the corresponding Lebesgue integrals. Using the identities [40, p 149] \((t \in (0, \infty))\)

\[
-\int_{0}^{\infty} (\gamma + \ln k) e^{-kt} \, dk = \frac{\ln t}{t}, \quad \int_{0}^{\infty} e^{-kt} \, dk = \frac{1}{t}, \tag{40}
\]
we obtain, by Fubini’s theorem (for Lebesgue integrals) and with our previous assumption on the function $f$, the identity

$$
-\int_0^\infty \frac{\ln t}{t} f(t) \, dt + \gamma \int_0^\infty \frac{f(t)}{t} \, dt + \frac{1}{4} \int_0^\infty f(t) \, dt = \int_0^\infty (\ln k + 2\gamma) \tilde{f}(k) \, dk + \tilde{f}(0) + \frac{1}{4}.
$$

(41)

Again, the Lebesgue integrals on the rhs in (41) are identical with the corresponding improper Riemann integrals. Now, we use the required condition of the compact support of the function $f$. Thus, the last integral on the rhs in (39) is in fact an integral over a finite interval and on this interval, due to (19), the sum $(t \in (0, \infty))$ converges uniformly to $\Theta_{\text{osc}}(N(t)) := -\frac{2}{\pi} \sum_{n=1}^{N} d(n) \left[ \exp \left( \frac{4\pi^2 n}{l} \right) \text{Ei} \left( -\frac{4\pi^2 n}{l} \right) + \exp \left( -\frac{4\pi^2 n}{l} \right) \text{Ei} \left( \frac{4\pi^2 n}{l} \right) \right]$ (42)

converges uniformly to $\Theta_{\text{osc}}(t)$ for $N \to \infty$. Therefore, we can interchange integration and summation in the last term on the rhs of (39). Finally, we can again use Fubini’s theorem following the above argumentation, and obtain with the relation (see e.g. [44, p 352] and [44, p 266])

$$
\int_0^\infty \left[ \exp \left( \frac{4\pi^2 n}{l} \right) \text{Ei} \left( -\frac{4\pi^2 n}{l} \right) + \exp \left( -\frac{4\pi^2 n}{l} \right) \text{Ei} \left( \frac{4\pi^2 n}{l} \right) \right] \frac{f(t)}{t} \, dt = \int_0^\infty \left[ -\frac{2}{\pi} K_0(4\pi \sqrt{nk}) - \gamma_0(4\pi \sqrt{nk}) \right] \tilde{f}(k) \, dk.
$$

(43)

our final theorem.

**Theorem 2.6.** Let $f$ be a regulated $L$-function possessing compact support and the asymptotics (31). Then the following formula holds:

$$
\sum_{n=1}^{\infty} d(n) \tilde{f}(n) = \int_0^\infty (\ln k + 2\gamma) \tilde{f}(k) \, dk + \tilde{f}(0) + \frac{1}{4} + 2\pi \sum_{n=1}^{\infty} d(n) \int_0^\infty \left[ -\frac{2}{\pi} K_0(4\pi \sqrt{nk}) - \gamma_0(4\pi \sqrt{nk}) \right] \tilde{f}(k) \, dk,
$$

(44)

where $\tilde{f}$ denotes the Laplace transform of $f$.

Note that (44) is identical to the Voronoï summation formula (8) if $\tilde{f}(k)$ is renamed $f(k)$.

3. Concluding remarks

The proof we have given in section 2 is one of the shortest proofs of the Voronoï summation formula. There exists to our knowledge only one similarly short rigorous proof by Ferrar in [13, 14]. However, Ferrar used a completely different method which is based on the theory of Mellin transforms and on arguments of complex analysis as e.g. the residuum calculus.

Our method is the very first one which uses the Laplace transformation to derive the Voronoï summation formula. The second crucial ingredient in our method is the Poisson summation formula in theorem 2.3 which possesses a priori no connection to the Voronoï summation formula. Therefore, it is very interesting to provide a link between these two formulae, particularly because both formulae play a very important role in number theory and physics.
Although the application of a Poisson-like formula (i.e. a Fourier series representation) for proving the Voronoï summation formula was first used by Landau [9], we would like to remark that Landau’s proof is different and also much longer than our proof presented in this paper. The first person to directly apply the Poisson summation formula in his proof was Hejhal [18] who applied it to a double sum and then separated terms which hamper the application of the Poisson summation formula. Hejhal’s proof is very sophisticated and totally different to ours.

Finally, let us compare theorem 2.6 with the corresponding results in [12, 15, 18], which were derived by more involved and sophisticated methods. In particular, let us compare the function spaces for which the corresponding summation formulae are valid. We recall that the function space which was used in [18] (see theorem 1.1) is the vector space $C^2_0(\mathbb{R})$ consisting of functions $f(k)$ which are two times continuously differentiable and possess compact support. In [12, 15] the Voronoï summation formula is valid for the vector space $F$ consisting of functions $f$ which possess the following properties:

- $f(k)$ is a real function and is of bounded variation in the interval $(0, k_0)$ for some $k_0 > 0$ (in [15] it was assumed for convenience that $f(k)$ is continuous at $k = 1, 2, \ldots$). Furthermore, in [15] there were discussed some modifications concerning the behaviour of $f(k)$ at zero (a logarithmic singularity was involved),
- $(V_0 f(k)) \ln x \to 0$ as $x \to 0^+$, for some positive $\kappa$, $k^{1+\kappa} f(k) \to 0$ as $k \to \infty$,
- $f(k)$ is the (indefinite) integral of $f'(k)$ in $k \geq k_0$,
- for some positive $\kappa$

$$\int_{k_0}^{\infty} k^{1+\kappa} |f(k)| \, dk < \infty, \quad (45)$$

where $V_0 f(k)$ denotes the total variation of $f(k)$ in $(0, x)$ (see e.g. [45]).

We denote by $\tilde{\mathcal{F}}$ the function space consisting of functions $f$ which are regulated $L$-functions possessing compact support and the asymptotics (31). In order to compare the function space which is used in the summation formula (44) with the above function spaces used in the summation formulae [12, 15, 18], we have to consider the image $\tilde{\mathcal{F}}$ with respect to the Laplace transform of $f$:

$$\tilde{\mathcal{F}} := \{ \tilde{f} ; f \in \mathcal{F} \}, \quad (46)$$

where $\tilde{f}$ denotes the Laplace transform of $f$. Obviously, $\tilde{\mathcal{F}}$ is a vector space. In order to investigate the regularity of the functions $\tilde{f} \in \tilde{\mathcal{F}}$ we use a theorem of [42, p 43].

**Theorem 3.1** (Doetsch [42]). Let $f$ be a regulated $L$-function and let the Laplace transform $\tilde{f}$ of $f$ possess the half-plane $\Re s > \beta$ as the domain of definition (the half-plane where the integral in (36) converges (see [42, p 17])). Then the Laplace transform $\tilde{f}$ of $f$ is a holomorphic function (in particular infinitely differentiable) in the domain $\Re s > \beta$ and the derivatives of $\tilde{f}$ are given by

$$\tilde{f}^{(n)}(s) = (-1)^n \int_0^{\infty} e^{-ts} f(t) \, dt, \quad \Re s > \beta, \quad n \in \mathbb{N}_0. \quad (47)$$

Since the function space $\tilde{\mathcal{F}}$ consists of functions possessing compact support and the asymptotics (31), we immediately obtain the following corollary combining (31), theorem 2.5 and (47):
Corollary 3.2. Every function $\tilde{f} \in \tilde{\mathcal{F}}$ is a regular function (holomorphic on the entire complex plane $\mathbb{C}$). Furthermore, the derivatives $\tilde{f}^{(n)}$ of $\tilde{f} \in \tilde{\mathcal{F}}$ possess the asymptotics

$$\tilde{f}^{(n)}(s) = o\left(\frac{1}{sn^{1+1}}\right), \quad s \in \mathbb{R}, \quad s \to \infty, \quad n \in \mathbb{N}_0. \quad (48)$$

Therefore, we infer that $\tilde{\mathcal{F}}$ is a proper subspace of $\mathcal{F}$ which is used in [12, 15].

In order to compare the function space $\tilde{\mathcal{F}}$ with $C^2_0(\mathbb{R})$ which is used in [18], we have to check whether it is possible for a function $\tilde{f} \in \tilde{\mathcal{F}}$ to possess compact support, in particular whether there exists an $s_0 > 0$ with

$$\tilde{f}(s) = 0 \quad \text{for all} \quad s > s_0. \quad (49)$$

But by corollary 3.2 and the identity theorem for holomorphic functions (see e.g. [46]) we infer that every function $\tilde{f} \in \tilde{\mathcal{F}}$ fulfilling (49) must be the zero function. One can show (see e.g. [42, p. 34, 35]) that the zero function $\tilde{f} \equiv 0$ on $\mathbb{C}$ must originate from an $L$-function $f$ which is equal to zero except for a set of Lebesgue measure zero. Therefore, we deduce

$$\tilde{\mathcal{F}} \cap C^2_0(\mathbb{R}) = \{\tilde{f} \equiv 0 \text{ on } \mathbb{C}\}. \quad (50)$$
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