Parameter Uncertainties on the Predictability of Periodicity and Chaos
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Nonlinear dynamical systems, ranging from insect populations to lasers and chemical reactions, might exhibit sensitivity to small perturbations in their control parameters, resulting in uncertainties on the predictability of turning parameters that lead these systems to either a chaotic or a periodic behavior. By quantifying such uncertainties in four different classes of nonlinear systems, we show that this sensitivity is to be expected because the boundary between the sets of parameters leading to chaos and to periodicity is fractal. Moreover, the dimension of this fractal boundary was shown to be roughly the same for these classes of systems. Using an heuristic model for the way periodic windows appear in parameter spaces, we provide an explanation for the universal character of this fractal boundary.

The topology of solutions of nonlinear dynamical systems can be severely affected by small perturbations in their control parameters. The so-called parameter sensitivity has been experimentally observed in dynamical and nonlinear models of systems in different areas of knowledge. The cause of this sensitivity is the existence of bifurcations, such as the ones leading to crisis where chaotic attractors abruptly bifurcate into periodic ones (or vice-versa). The most profound consequence of this parameter sensitivity is to limit the ability of someone to set a parameter of a system that surely places it into either a chaotic or a periodic behavior.

In parameter spaces and bifurcation diagrams of discrete and continuous-time nonlinear dynamical systems, the set of parameters leading to chaotic behavior is intertwined with hierarchical structures of sets of parameters leading to periodic stable behavior, the complex periodic windows (CPWs). The structure of CPWs describes a scenario for the way that periodicity and chaos appear in a large variety of nonlinear dynamical systems: lasers, electronic circuits, population dynamics, nonlinear oscillators, etc. These periodic structures were numerically shown to have self-similar-like properties, i.e., the structure of the CPWs is preserved for any scale of the parameter space. Moreover, the CPWs appear aligned in infinite torsion and period-adding sequences. Recently, many researchers have been carrying out additional theoretical, experimental, and numerical works to find mechanisms to explain the existence, the genesis, and the organization of CPWs. Important results were found in two-dimensional parameter spaces of dynamical systems for which the Shilnikov theorem can be applied, and homoclinic orbits converge to saddle-focus equilibrium points. It was found that CPWs are connected to each other forming spiral-like structures emerging from the homoclinic bifurcation points, i.e., the parameters corresponding to the saddle-focus for which homoclinic orbits converge. Moreover, sets of homoclinic bifurcation points are aligned forming homoclinic bifurcation curves. From each point in these curves an entire spiral-like structures emerge. This configuration is suggesting that these spiral-like structures are accumulating in a fractal way in two-dimensional parameter spaces. These spiral-like structures of CPWs have also been observed in real-world experiments. Additionally, in Ref. it has been argued that the width (Lebesgue measure) of the CPWs decreases exponentially with the period of the attractor and the topological entropy of the surrounding chaotic region.

Parameter sets corresponding to CPWs not only appear in all scales of parameter spaces (self-similar), but they also have positive Lebesgue measure. Self-similar sets with non-zero Lebesgue measure are called fat Cantor sets. These sets are topologically equivalent to the usual Cantor set, but their properties are different, especially, their capacity dimension. In the case of fat Cantor sets, the capacity dimension is equal to the dimension of the embedding euclidean space. Therefore, the dimension of CPWs in two-dimensional parameter spaces would be . CPWs form Fat Cantor sets. Consequently, the likelihood of CPWs being experimentally found in any scale of parameter spaces is high. In fact, both periodicity and chaos in the asymptotic limit are likely to be found by either making a controlled tuning of the parameters or by taking a random sample of parameters. However, if CPWs are self-similar, it could lead to uncertainties for the predictability of tuning the parameters to produce either periodic or chaotic behaviors, since that, even though possessing integer dimensions, self-similar sets can have fractal boundaries. Consequently, if CPWs of a nonlinear dynamical system have fractal boundaries, predictability in the setting of parameters that would surely take the system to either a periodic or a chaotic behavior could be severely compromised.

Even though chaotic regions appearing in many bifurcation diagrams of one-dimensional systems are
known to be self-similar fat cantor sets, the kind of self-similarity present in CPWs appearing in two-dimensional parameter spaces was so far an open problem. Visual inspections of successive enlargements of parameter spaces regions [34, 35] have suggested that CPWs are self-similar. Recently new evidences are pointing out that CPWs are self-similarly organized, occurring for parameters in the center of spiral-like structures. [11, 24].

In this work, we indeed show that CPWs are self-similar. Self-similarity appears not only in the parameter widths of the CPWs but also in the boundaries between them and the chaotic regions. We show that the functionality of the self-similarity of CPWs regarding their widths can be both, power-law or even exponential as proposed in [31] and observed in [36]. We numerically estimate the capacity dimension of the boundaries between parameters corresponding to CPWs and parameters leading to chaos, showing that they are usual skinnies fractals possessing a non-integer capacity dimension. Consequently, in any scale in two-dimensional parameter spaces of a large class of nonlinear systems, there are always uncertainties associated with the predictability for tuning the parameters that surely lead the system to either a periodic or a chaotic behavior. In our simulations, the capacity dimension of these boundaries seem to be universal for different classes of nonlinear dynamical systems. We then developed an heuristic model for the appearance of CPWs and showed that the self-similarity of the widths of the CPWs appearing in this model produce fractal boundaries. This was quantified by the relation between the capacity dimension of the parameter boundaries and the decreasing rate of CPWs widths along accumulating sequences. The capacity dimension of the boundaries predicted by the model agrees with the values obtained in our simulations. So, the universal character of these boundaries is attributed to the way CPWs appear. They appear in sequences organized by their "order" and have parameter widths that decay as a power-law with their order [37].

To calculate the dimension of the boundary of two sets, a special capacity dimension has been defined. Defining the set $S$ as a boundary between two regions, considering $S(\varepsilon)$ a new set formed by all points within a distance $\varepsilon$ from $S$, then, defining $\tilde{S}(\varepsilon) = S(\varepsilon) - S$, the exterior capacity dimension $d_x$ [38] was defined by:

$$d_x = \lim_{\varepsilon \to 0} \frac{\ln V[\tilde{S}(\varepsilon)]}{\ln \varepsilon},$$

where $V[\tilde{S}(\varepsilon)]$ is the volume of the set $\tilde{S}(\varepsilon)$. This operation is however difficult to be calculated directly. An alternative way is done by considering the uncertain exponent.

Along a direction transversal to $S$, we take three parameter values $\varepsilon$-distant to each other. Count the number of uncertain triplets, i.e., we take three neighboring parameter values and check whether these parameters do not lead to an unique type of behavior (chaos or periodicity). From the uncertain parameters one can calculate the uncertain fraction $f(\varepsilon)$ of parameters [38]. It has been verified for certain one-dimensional quadratic maps that the uncertain fraction $f(\varepsilon)$ varies as a power-law with $\varepsilon$, i.e., $f(\varepsilon) = K\varepsilon^{-\alpha}$, where the factor $K$ was believed to be dependent of the parameter range considered, and the exponent $\alpha$ has been called uncertainty exponent, and believed to be independent of the considered parameter interval [38].

The uncertainty exponent can be directly related to the exterior dimension of a set [39]. It has been heuristically demonstrated by considering $N(\gamma)$ as the minimum number of $D$-dimensional cubes of side $\gamma$ required to cover the boundary of the set [39]. It is well-known that $N(\gamma)$ scales with the cube side $\gamma$ as $N(\gamma) = \gamma^{-d_x}$. Setting $\gamma$ to be equal to the parameter error $\varepsilon$, the uncertain region will be of the order of the total volume of all $N(\varepsilon) D$-dimensional cubes required to cover the boundary. The volume of one uncertain cube is given by $\varepsilon^D$, so the total uncertain volume is given by $\varepsilon^D N(\varepsilon) \sim \varepsilon^{D-d_x}$. Assuming that the uncertain fraction is proportional to the uncertain volume, then:

$$d_x = D - \alpha. \quad (2)$$

Our numerical results are based on simulations of four different classes of dynamical systems. We consider parameter spaces regions for which the parameters corresponding to CPWs are hierarchically distributed giving self-similar features to the region.

We consider the Rössler oscillator for which the Shilnikov theorem can be applied. This system is described by the following set of nonlinear differential equations:

$$\begin{align*}
\dot{x} &= -y - z, \\
\dot{y} &= x + ay, \\
\dot{z} &= (b + z)x - cz.
\end{align*} \quad (3)$$

We investigate an extension of the parameter plane $a \times c$, where the complex periodic structures emerge from homoclinic orbits and are spiral-shaped organized in sequences. The other parameter $b$ of Eq. (3) is fixed at $b = 0.3$ [14].

The class of nonlinear forced oscillators are represented by the Morse oscillator which is governed by the following nonlinear differential equation [40],

$$\dot{x} + dx + 8e^{-x}(1 - e^{-x}) = 2.5\cos(\omega t), \quad (4)$$

in the parameter plane $\omega \times d$, the CPWs are aligned in sequences of period and torsion-adding.

We also work with a loss-modulated CO$_2$ laser described by a rate-equation with a time-dependent parameter:

$$\begin{align*}
\dot{u} &= \frac{1}{\tau}(z - k(t))u, \\
\dot{z} &= (z_0 - z)\gamma - uz,
\end{align*} \quad (5)$$
where \( k(t) = k_0(1 + a \cos 2\pi ft) \). We investigate a complex periodic sequence in the \( a \times f \) parameter plane. All other parameters are fixed: \( \tau = 3.5 \times 10^9 \), \( s = 1.978 \times 10^5 \), \( \alpha = 0.175 \), and \( k_0 = 0.1731 \). 

Finally, we consider a sequence of CPWs in the \( K \times \omega \) parameter space of the well-known circle map described by the discrete-time equations [41]:

\[
x_{n+1} = x_n + \omega - \frac{K}{2\pi} \sin(2\pi x_n),
\]

(6)

In the two-dimensional parameter spaces of those systems, we select \( 3.0 \times 10^4 \) pairs \((a_0, b_0)\) of random parameters uniformly space distributed and compute the largest Lyapunov exponents to determine if the correspondent state is periodic \((\lambda < 0)\) or chaotic \((\lambda > 0)\). Then, each pair of parameters is perturbed by an error \( \varepsilon \) in both orientations along one parameter. This process generates \( 6.0 \times 10^4 \) pairs \((a_0 \pm \varepsilon, b_0)\) of parameters. We also obtain the Lyapunov exponent of states corresponding to the perturbed parameter pairs. We compare only the unperturbed chaotic parameters (that produces chaotic attractors, i.e., \( \lambda > 0 \)) to their two correspondent perturbed pairs along the horizontal direction. If at least one of them is not chaotic, the pair \((a_0, b_0)\) is counted as an uncertain pair for the error value \( \varepsilon \). We record the uncertain fraction for an error interval.

In Figure [Left], we show the parameter spaces for the four systems considered, for which \( f(\varepsilon) \) and consequently \( d_\varepsilon \) are calculated. The black regions indicate the set of parameters leading to chaos, while the white regions correspond to parameters leading to periodic stable behavior. In these figures, CPWs are aligned along sequences accumulating in periodic regions of parameter spaces. Here, a specific sequence of CPWs is ordered by its characteristic period-adding rule. The CPWs where attractors have theirs periods added along the sequence are identified by their order 1, 2, 3, .... The window with the largest width of a sequence has the lowest order, \( i = 1 \). For dynamical systems where torsion and rotation numbers are defined, sequences can also be identified by those parameters where frequency locking occurs [18]. There exists infinite sequences with different period-adding rules and CPWs sizes. For this work, we measure the width of periodic windows belonging only to the main sequences (larger width) identified by the filled circles in Fig. [Left]. In Figure [Center], for the correspondent parameter space shown in Fig. [Center], we show the function \( f(\varepsilon) \) of uncertain periodic parameters as a function of the error \( \varepsilon \). The straight line is a power-law fitting between \( f(\varepsilon) \) and \( \varepsilon \) which provides the uncertainty exponent \( \alpha \). We observe that the exponent \( \alpha \) is in the same confidence interval given by \( \alpha = 0.40 \pm 0.04 \) for the different classes of dynamical systems considered here. The standard deviation of \( \alpha \) has been obtained by considering that the occurrence of uncertain parameters are random events. From \( \alpha \) in Eq. (2) we obtain that the dimension of the boundary between the chaotic and periodic parameter sets is given by \( d_\varepsilon = 1.60 \pm 0.04 \). In Figure [Right], we show the width of the first 10 CPWs as a function of the order it appears along the main accumulation sequence. We fit a power-law of the form \( W(i) = A/i^l \) to the way that CPW widths decrease [37].

The measurements of Fig. [Right] indicate that the exterior capacity dimension of the boundaries between parameters corresponding to CPWs and parameters leading to chaos is universal for different classes of dynamical systems. To understand why that would be so, we formulate an heuristic model for the appearance of CPWs and chaotic regions where the observed decreasing of the CPWs width is considered. In our model, CPWs are created by removing pieces of a one-dimensional cut of the two-dimensional parameters space, Fig. 2. The gaps represent a CPW and the remaining intervals represent chaotic regions. One begins with a chaotic interval of length \( L_0 \) and removes the amount correspondent to the width \( W_1 \) of a CPW of first order, \( W_1 = A L_0/1^l \), leaving
a chaotic interval of length $L_1 = L_0 - AL_0/1^l$. Next, one removes from $L_1$ the amount corresponding to the width of a CPW of second order, $W_2 = AL_0/2^l$, leaving a chaotic interval of length $L_2 = L_1 - AL_0/2^l$. Continuing in this manner, ad infinitum, we will obtain a set of elements corresponding to the chaotic parameters from which the intervals corresponding to CPWs of one sequence have been removed. To decide if this asymptotic set is a fractal, we obtain its uncertainty exponent $\alpha_M$, the set will be a fractal for $0 < \alpha_M < 1$ [31, 32]. Moreover, for one-dimensional quadratic maps, the parameters corresponding to chaotic behavior have been demonstrated to have nonzero Lebesgue measure (fat fractal) [33].
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**FIG. 2.** (a) A two-dimensional parameter space, the white regions represent parameters corresponding to CPWs. (b) Schematic of the formation of CPWs that have fractal boundaries. For $i = 1$ and $l = 2.2$, a periodic window is created by the removal of $A/1^2 = A$ of the initial line. For $i = 2$, a periodic window is created by removal $A/2^2 = 1/2A$ of the line, and so on. The remaining pieces of the line represent chaotic regions. Secondary accumulation of CPWs can be created by removing two intervals at each iteration. $f_M$ is the number of uncertain points of each iteration.

In order to obtain the uncertainty exponent of the heuristic model, we count the number of uncertain parameters $f_M(i)$ as the CPWs width $W$ decreases. The number of uncertain parameters of each iteration is given by $f_M(i) = 2i$, a number representing the numbers of boundaries between the remaining pieces and the gaps. The width of the CPW decreases at each iteration by $W_i = A/i^l$, Fig. 2. The uncertain fraction of parameter $f(\varepsilon)$ is written as function of the error $\varepsilon$, i.e., $f(\varepsilon) \propto \varepsilon^{-\alpha}$. Considering that the error $\varepsilon$ is proportional to the CPW width ($W_i \propto 1/i^l$) of each iteration of the model, the number of uncertain parameters of the model can be written as $f_M(W) \propto W_i^{-\alpha_M}$. Substituting $f_M(W) = 2i$ and $W(i) \propto 1/i^l$, we derive the uncertainty exponent, $\alpha_M$, of the heuristic model:

$$\alpha_M = \lim_{i \to \infty} \frac{\log(2i)}{\log(i^l)} = \frac{1}{l}. \quad (7)$$

In this heuristic model we consider only the main sequence of periodic windows, numbered in Fig. 1. We believe that the uncertain exponent, $\alpha_M$, is independent of the number of sequences considered, once that, for a larger number of sequences the fraction of uncertain elements, $f_M(\varepsilon)$, per iteration is higher, but the error, $\varepsilon$, will be lower, so the limit of Eq. (7) must be the same despite of the number of sequences considered by the model. In fact, we obtain that $\alpha_M = \alpha$ (see Table 1), an evidence that smaller sequences do not contribute much for $\alpha_M$. Using Eq. (3) in Eq. (7), we obtain the exterior capacity dimension $d_{Mx}$ of the model:

$$d_{Mx} = lD - 1/l, \quad (8)$$

where $l$ is the exponent of the width decreasing and $D$ is the dimension of the embedding euclidean space (for two-dimensional parameters space, $D = 2$). Substituting the values of $l$, obtained in Fig. 1 in Eq. (8), we obtain the exterior capacity dimension expected for the boundary between CPWs and chaos according to the heuristic model. The standard deviations of $l$, $\alpha_M$ and $d_{Mx}$ are obtained by propagating the uncertainties of the window width measured in bifurcations diagrams.

In Table 1 for all dynamical systems considered here, we compare the measurements from the simulations with the results provided by the model when the measured exponents $l$ for the decreasing of CPWs are given. We verify that the exterior capacity dimension $d_{Mx}$ provided by the model agrees with the exterior capacity dimension obtained in our simulations shown in Fig. 1.

In conclusion, we have shown that the boundaries between parameters corresponding to CPWs and parameters leading to chaos in two-dimensional parameter spaces are fractals. Consequently, the ability of turning a parameter of a nonlinear dynamical system to set its behavior to be surely either chaotic or periodic is seriously compromised by this fine structure of the boundary in all scales of the parameter space. In our simulations, we found that the capacity dimension of such boundaries seems to be universal for different classes of dynamical systems treated in this work. From an heuristic model for the appearance of CPWs, we deduce a relation between the exterior capacity dimension and the exponent of decreasing of the CPWs widths along sequences. The dimension deduced from the model agrees with values observed in our simulations. This fact strongly suggests that the universality observed for this boundary between chaos and periodicity is a consequence of the power-law fashion with which periodic windows decrease their sizes as a function of their order. We also remark that the decreasing of the width of periodic structures immersed in parameters corresponding to quasi-periodic behavior, called Arnold tongues [43], has been observed to have a power-law dependence on its period [44]. These facts give support to our main claim that the decreasing of the window width of the CPWs in period-adding sequences can be described by a power-law function. However, CPWs can also have their sizes exponentially decreasing with their order, when the accumulation of CPWs forms the
spiral-like structures due to the homoclinic bifurcation scenario (see supplementary material). These spiral-like structures are however not predominant all over the domain of the parameter space, but coexist with accumulation sequences where CPWs have their widths decreasing in a power-law fashion.
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| Dynamical System       | \( l \)       | \( d_x = D - \alpha \) | \( d_{M_x = (D - 1)/l} \) | \( \alpha \) | \( \alpha_M \) |
|------------------------|---------------|------------------------|------------------------|-------------|-------------|
| Rössler Oscillator     | 2.7 ± 0.1     | 1.59 ± 0.04            | 1.63 ± 0.06            | 0.41 ± 0.04 | 0.37 ± 0.01 |
| Morse Oscillator       | 2.1 ± 0.1     | 1.60 ± 0.04            | 1.52 ± 0.07            | 0.40 ± 0.04 | 0.48 ± 0.02 |
| CO\(_2\) Laser         | 2.7 ± 0.1     | 1.60 ± 0.04            | 1.63 ± 0.06            | 0.40 ± 0.04 | 0.37 ± 0.01 |
| Circle Map             | 2.1 ± 0.1     | 1.58 ± 0.04            | 1.52 ± 0.07            | 0.42 ± 0.04 | 0.48 ± 0.02 |

TABLE I. In this table, we show in the first column the value of \( l \) obtained from the fitting in Fig. [right], in the second column the values of \( d_x \) calculated from the data in Fig. [center], and in the third column, the values of \( d_{M_x} \) using Eq. [3]. In fourth column, the values of \( \alpha \) and fifth column the values of \( \alpha_M \).
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