Abstract—Navigation and mobility are some of the major problems faced by visually impaired people in their daily lives. Advances in computer vision led to the proposal of some navigation systems. However, most of them require expensive and/or heavy hardware. In this paper we propose the use of convolutional neural networks (CNN), transfer learning, and semi-supervised learning (SSL) to build a framework aimed at the visually impaired aid. It has low computational costs and, therefore, may be implemented on current smartphones, without relying on any additional equipment. The smartphone camera can be used to automatically take pictures of the path ahead. Then, they will be immediately classified, providing almost instantaneous feedback to the user. We also propose a dataset to train the classifiers, including indoor and outdoor situations with different types of light, floor, and obstacles. Many different CNN architectures are evaluated as feature extractors and classifiers, by fine-tuning weights pre-trained on a much larger dataset. The graph-based SSL method, known as particle competition and cooperation, is also used for classification, allowing feedback from the user to be incorporated without retraining the underlying network. 92% and 80% classification accuracy is achieved in the proposed dataset in the best supervised and SSL scenarios, respectively.
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I. INTRODUCTION

Globally, it is estimated that at least 2.2 billion people have a vision impairment or blindness [1]. The majority of them are over 50 years old and live in low and middle-income regions [2]. Navigation and mobility are among the most critical problems faced by visually impaired persons. There were many advances in computer vision and some proposed navigation systems in the last decade [3]–[8]. However, many of them require expensive, heavy, and/or not broadly available equipment [5]–[10] or require a network connection to a powerful remote server [4], [11]. Therefore, the white cane is still the most popular, simplest tool for detecting obstacles due to its low cost and portability [3].

In the recent years, the rise of deep learning methods [12]–[14], especially convolutional neural networks (CNNs), was responsible for many advances in object recognition and image classification [15]–[17]. CNNs are a class of deep neural networks commonly employed in visual image analysis. However, learning in CNNs usually requires a very large amount of annotated image samples in order to estimate millions of parameters. Annotating images is usually an expensive or time-consuming task, preventing the application of CNNs in problems with limited training data available [18].

Oquab et al. [18] showed that image representations learned with CNNs on large-scale annotated datasets can be efficiently transferred to other visual recognition tasks with a limited amount of training data. They reused layers trained on a large dataset to compute mid-level image representation for images in another dataset, leading to significantly improved classification results. This technique, known as transfer learning, was successfully applied in different scenarios [19]–[21].

CNNs training phase commonly has very high computational costs. However, once trained, CNNs are relatively fast to make inferences. Most current smartphones SoCs (System-on-a-Chip) are able to make inferences on a single image using CNN models, like VGG19 [22] and InceptionV3 [23], in the range of milliseconds [24].

Considering the current scenario, we glimpse a system to assist visually impaired people that executes on a single smartphone, without extra accessories or connection requirements. It could work added to the white cane, taking pictures of the path a person is walking through, and providing audio and/or vibration feedback regarding potential obstacles, even before they are in the reach of the white cane.

In this paper, we propose a dataset of images taken of the path using a smartphone camera in a first-person perspective. Though not large, the dataset covers indoor and outdoor situations, different types of floor, sidewalks with art on the floor, dry and wet floor, different amounts of light, daylight and artificial light, and different types of obstacles.

We also propose a CNN classifier to label these images in two classes: “clear path” and “non-clear path”. It is based
on transfer learning, by using CNN models with weights pre-trained on the ImageNet dataset [25], which has millions of images and hundreds of classes. The weights of specific blocks of layers can then be fine-tuned to the proposed dataset. It is expected that these networks can learn and extract useful features in spite of the dataset challenges. We have tested 17 different CNN architectures to find out which ones would perform better on this task, and Xception [26], VGG16 [22], VGG19 [22], InceptionV3 [23], and MobileNet [17] achieved the best results.

Moreover, we glimpse at the possibility of incorporating knowledge from user feedback, who could point out wrong inferences and/or confirm the right ones. In this case, since it is not feasible to re-train or fine-tune the network on the smartphone, an alternative approach is proposed using the graph-based semi-supervised learning (SSL) method known as particle competition and cooperation (PCC) [27]. In this scenario, VGG16 and VGG19 models [22], without the classification layer, work as feature extractors. They were chosen among the others because they are the only architectures that achieved good results without fine-tuning. These CNN models were designed to attend a competition of large scale visual recognition on the ImageNet dataset in 2014. Principal Component Analysis (PCA) [28] is used to reduce the output of the last CNN convolutional layer. A few of the principal components are then used to build a graph, in which each image is a node and edges connect each of them to their closest neighbors. The graph is fed to PCC with a few annotated images and it performs the classification of the remaining.

The remaining of this paper is organized as follows: Section II shows some related work on visually impaired aid, transfer learning, and the PCC model. Section III presents the proposed dataset. Section IV introduces the baseline CNN, a first attempt to classify the proposed dataset, used for comparison with other proposed approaches. Section V presents our proposed architecture using transfer learning, with computer simulations and their corresponding results. Section VI presents our experiments with SSL, using CNNs as feature extractors and PCC for classification. Finally, in Section VII we draw some conclusions.

II. RELATED WORK

In this section, we briefly describe some related work, focused on visually impaired aid, transfer learning, and the particle competition and cooperation model.

A. Visually Impaired Aid

Many efforts have been made to incorporate computer vision technologies to assist visually impaired people. Kumar and Meher [29] presented an object detection system, using a combination of CNN and RNN (Recurrent Neural Network). It recognizes common indoor objects and their colors, providing audio feedback to the user. Saffoury et al. [7] propose a system with a laser pointer and a smartphone. They used laser triangulation to build a collision avoidance algorithm. They also provide audio feedback to the user.

Poggi and Mattoccia [8] built a wearable device, with glasses with a custom RGBD sensor and FPGA onboard processing, a glove with micro-motors for tactile feedback, a pocket battery, a bone-conductive headset, and a smartphone. They used deep-learning techniques to semantically categorize detected obstacles. Earlier, Poggi et al. [9] have presented a similar system for crosswalk recognition.

Tapu et al. [30] presented a real-time obstacle detection and classification system, using video captured from a smartphone camera. They built a framework including tracking, motion estimation, and clustering techniques. Four years later, Tapu et al. [6] introduced a more complex framework, based on CNNs to detect, track and recognize objects in an outdoor environment. However, the system requires a laptop computer, carried on a backpack, to be used as a processing unit.

Hoang et al. [5] presented a system that uses a Kinect to capture the environment. It detects obstacles and provides audio feedback. It also requires a laptop computer to be carried on a backpack. Rizzo et al. [10] propose a fusion framework to join merge signals from a stereo camera and an infrared sensor. The obstacle detection is performed using a CNN.

Lin et al. [11] propose a smartphone-based guiding system. They also use CNNs for object recognition. However, they rely on a desktop server with a GPU with Compute Unified Device Architecture (CUDA) to perform the heavier object recognition task. The system has an offline mode but it only provides face and stairs recognition. Jiang et al. [4] propose a wearable system based on stereo vision. They used a CNN on the cloud for image recognition.

Islam and Sadi [31] used a CNN for path hole detection. Though they achieved very good results, it is worth noticing that they used a dataset for the ‘path hole’ images and another one for ‘non-path hole’ images. The later consists of road pictures taken with a wider angle. Therefore, it is likely that the network also learned these style differences that are not related to the problem, making its job easier.

B. Transfer Learning

CNNs usually require a large amount of training data to effectively learn. However, when limited training data is available, it is possible to efficiently transfer representations learned by a CNN architecture on other visual recognition tasks, in which large-scale datasets are available.

Oquab et al. [18] reused layers trained on the ImageNet dataset to compute mid-level image representation for images and classify objects in the Pascal VOC dataset [32], outperforming the previous state-of-the-art results. Gopalakrishnan et al. [21] employed CNNs trained on ImageNet to detect cracks in surface pavement images. Shin et al. [19] successfully applied transfer learning from the natural images of the ImageNet dataset to computed tomography images of the medical domain.

Saleh et al. [33] used a CNN based on VGG16 to detect navigational path, through segmentation of images on a pixel-wise level. They have added some convolutional and de-convolutional layers which are specific for their segmentation
task. But they also fine-tuned pre-trained weights on the layers based on VGG16.

Monteiro et al. [34] used a dataset of videos taken from the point of view of a guide-dog to train a CNN to recognize activities taking place around the user camera. They made simulations with both fully trained and fine-tuned AlexNet [15] and GoogLeNet [35] networks pre-trained on the ILSVRC 2012 ImageNet dataset [25].

C. Particle Competition and Cooperation

Particle competition and cooperation (PCC) [27] is a nature-inspired graph-based semi-supervised learning (SSL) method. In this model, teams of particles walk through a network, cooperating among themselves and competing against particles from other teams, trying to possess as many nodes as possible. The teams are the classes in the machine learning context. Therefore, particles representing the same class walk cooperatively to spread their label. At the same time, particles from different classes compete to define the classes’ boundaries.

The network is represented as a graph and is generated from the input data. Each element becomes a graph node, and the edges are created between each node and its k-nearest neighbors, given by some distance measured among them, usually the Euclidean distance. For each node that corresponds to a pre-labeled element, a particle is generated, whose initial position is the same node, known as the “home node” of the particle. As the particles change position, the distance between their current node and their home node is registered. Particles generated by elements of the same class act as a team.

Each graph node has a vector where each element represents the domination level of a team over that node. The sum of the vector is always constant. As the system executes, particles walk through the graph and raise the dominance level of their team over the node, at the same time that they lower other team domination levels, always keeping the constant sum. Moreover, each particle also has a strength level, which raises when it visits a node dominated by its team and lowers when it visits a node dominated by another team. This strength is important because the change a particle causes in a node is proportional to the strength it has at the time. This mechanism ensures that a particle is stronger when it is in its neighborhood, protecting it, and it is weaker when it is trying to invade another team territory.

Particles choose the next node to be visited based on one of two rules. At each iteration, they randomly choose one of the rules with pre-defined probabilities. The two rules are described as follows:

- **Random rule**: the particle randomly chooses, with equal probabilities, any neighbor node to visit.
- **Greedy rule**: the particle randomly chooses any neighbor node to visit but with probabilities proportional to the dominance level its team has on each neighbor and inversely proportional to the distance of the neighbor to their home node.

Therefore, the greedy rule is useful to keep the particles in their own territory, i.e., defensive behavior. On the other hand, using the random rule the particles are more likely to go to non-dominated and distant nodes, assuming an explorative behavior.

Notice that a particle only stays on the chosen node if it is able to dominate that node, otherwise, it is expelled and goes back to the previous node until the next iteration. This rule is used to avoid that a particle leaves its territory behind and loses all its strength. It also favors smooth borders on the territories, since a particle cannot dominate a given node before dominating the nodes on its path. At the end of the iterations, each node is labeled after the team that has dominated it.

PCC was already extended to handle fuzzy community structure [36], to be more robust to label noise [37], to handle data streams and concept drift [38], to perform active learning [39] and image segmentation [40], among others. It has been applied to data from different domains, including software engineering, bioinformatics, and medical diagnostics.

III. Proposed Dataset

The proposed dataset\(^1\) consists of 342 images divided into two classes: 175 of them are “clear-path” and 167 are “non-clear” path. They were taken using a smartphone camera and resized to 750 × 1000 pixels. The smartphone was placed in the user chest height and inclined approximately 30 to 60 from the ground, so it could capture a few meters of the path ahead, and beyond the reach of a regular white cane.

Though not large, the dataset covers indoor and outdoor situations, with different types of floor, including both dry and wet floor; different amounts of light, including both daylight and artificial light; and different types of obstacles, like stairs, trees, holes, animals, traffic cones, among others. Fig. 1 shows some examples of images from the proposed dataset.

IV. Baseline CNN

For the first attempt to classify the proposed dataset, we build a CNN with three convolutional layers. Each layer is followed by a batch normalization layer, a max-pooling layer, and a dropout layer. After the third layer, there is a dense intermediate layer, also followed by batch normalization and dropout and, finally, a dense classification layer with two outputs: “clear” and “non-clear”. All activation functions are ReLU (Rectified Linear Unit), except for the classification layer, which uses softmax. The input images are resized to 128 × 128 pixels, for faster processing. This CNN is used as a baseline for later computer simulations; its full diagram is displayed in Fig. 2.

The network is implemented in Python, using the TensorFlow framework. It is trained with three different optimizers: Adam [41], [42], RMSprop [43], and SGD (Stochastic Gradient Descent). The option earlystop is used in all scenarios, with the patience parameter set to 10. learning_rate_reduction is also used, with reduction on plateau and the following parameters: patience = 2, factor = 0.5, and min_lr = 0.00001.

\(^1\)The dataset is available at: https://github.com/fbreve/via-dataset
In some simulations, we used real-time data augmentation, i.e., the images are presented more than once per-epoch and with slightly random transformations to help the network to learn and to generalize. This is specially useful on small datasets. The following parameters were used: rotation range = 15, shear_range = 0.1, zoom_range = 0.2, horizontal_flip = True, width_shift_range = 0.1, and height_shift_range = 0.1.

Table I shows the classification accuracy obtained with the proposed network, using the different optimizers and with and without data augmentation. All results were obtained using K-Fold Cross Validation with $k = 10$; the process is repeated 10 times, so each value on Table I is the average of 100 executions.

The best accuracy (76.40%) is obtained with data augmentation and the RMSProp optimizer. Based on these results, we build another set of simulations to explore transfer learning.

V. CNN Architectures and Transfer Learning

In this section, we explore transfer learning on the proposed dataset. We propose a simple model where the output of the last convolutional layer of the original CNN is flattened and passed to a small intermediate dense layer, followed by a classification layer. Alternatively, a global pooling layer may be used instead of the flatten layer. In the VGG16 case, the output is a 3D matrix $7 \times 7 \times 512$, which becomes a single 512 vector when using global pooling. These models are presented in Fig. 3, taking VGG16 [22] as example of CNN architecture. In our experiments, we used no pooling and global average pooling.

In the first set of transfer learning computer simulations, we explore 17 different CNN architectures. In all scenarios, the original networks were pre-trained in the ImageNet dataset [25], a very large dataset with millions of images and hundreds of classes. All the pre-trained weights of the networks are available in Tensorflow. The classification layer of the original CNN is removed, and the output of its last convolutional layer

![Fig. 1: Some images extracted from the proposed dataset: (a) “clear path” class; and (b) “non-clear path” class.](image1)

![Fig. 2: Baseline CNN diagram.](image2)

| Data Augmentation | Optimizer | Accuracy |
|-------------------|-----------|----------|
| no                | Adam      | 67.97% ±7.33% |
| no                | RMSProp   | 70.35% ±8.67% |
| no                | SGD       | 60.53% ±8.64% |
| yes               | Adam      | 73.51% ±7.98% |
| yes               | RMSProp   | **76.40% ±7.14%** |
| yes               | SGD       | 72.19% ±7.57% |

![Fig. 3: Taking VGG16 [22] as example of CNN architecture.](image3)
is fed to our model. We tested four different scenarios: in the first two, the weights of the original CNN layers are frozen and only the layers we add are trained. Therefore, we might say that the original CNNs work as feature extractors. In the first scenario, we use no pooling and in the second one, we use global average pooling. In the third and fourth scenarios, all the weights are fine-tuned to the proposed dataset. Again, no pooling is used in the third one and global average pooling is used in the forth.

Table II shows the classification accuracy achieved using transfer learning with the 17 different CNN architecture. In all cases, RMSProp is the chosen optimizer, as it achieved the best results in the previous simulations. No data augmentation is used and the other parameters are the same used with the baseline CNN. All dataset images are resized to the default input size of each method (either \(224 \times 224\) or \(299 \times 299\) pixels in these CNNs). All the results were obtained using K-Fold Cross Validation with \(k = 10\), so each value on the table is the average of 10 executions.

From Table II we observe that, with frozen weights, only VGG16 and VGG19 architectures were able to outperform the baseline CNN. The other architectures had bad results, suggesting that they are not good extractors for this task without some kind of fine-tuning. When all the weights are fine-tuned, Xception, InceptionV3, InceptionResNetV2, and MobileNet were able to learn and outperform the baseline CNN. VGG16 and VGG19 also had improved results with fine-tuning. Global average pooling led to better results when using fine-tuning, while no pooling is better when the weights are frozen.

Sometimes, freezing the first layers and fine-tuning the last ones may improve the classification accuracy. Usually, the first convolutional layers extract low-level features, common in many kinds of images. Therefore, they may not require adjustments. On the other hand, the last convolutional layers extract high-level problem-specific features and are less likely to be useful without fine-tuning. Thus, it is worth investigating how some models behave when the initial layers are frozen and the remaining are fine-tuned.

VGG16 has 5 blocks of convolutional layers. Table III shows the classification accuracy with different amounts of frozen blocks of layers, starting with all blocks being fine-tuned and then increasingly freezing each block from the network input to the output. All the results were obtained using K-Fold Cross Validation with \(k = 10\); the whole process is repeated 10 times, so each value on the table is the average of 100 executions. The best results were achieved with 3 frozen blocks with no pooling and 2 frozen blocks with global average pooling.

Xception and MobileNet have 13 and 14 layer blocks, respectively. Table IV shows the classification accuracy with different amounts of frozen blocks and global average pooling. All the results were obtained using K-Fold Cross Validation with \(k = 10\); the whole process is repeated 2 times, so each value on the table is the average of 20 executions. Both models only learn when all layers are fine-tuned.

**VI. SEMI-SUPERVISED LEARNING WITH PARTICLE COMPETITION AND COOPERATION**

CNNs inference in smartphones is feasible as long as the weights are set [22]. However, the training process to set these weights is computationally intensive and requires more powerful hardware. Therefore, incorporating new knowledge, acquired from user feedback, through retraining is not feasible.

To address this issue, we propose an alternative approach by combining CNNs with PCC. In this scenario, VGG16 and VGG19 architectures are employed as feature extractors. They are used without their classification layer, with weights pre-trained on the ImageNet dataset [25]. Those architectures were chosen among the others because they achieved much higher accuracy than the others on the proposed dataset in the scenario where no fine-tuning of the weights is used, as shown in Table II. The last convolutional layer of both VGG16 and VGG19 architectures output a \(7 \times 7 \times 512\) matrix. Therefore, with no pooling, there is a total of 25,088 features. Alternatively, global average pooling or global max pooling may be used to lower it to 512 features.

Principal Component Analysis (PCA) [28] is used to reduce the dimensionality. In preliminary experiments, we noticed that no more than 20 of the principal components are needed to achieve the best results in most scenarios. The principal components are used to build an unweighted and undirected graph, in which each image is a node and edges connect each image to their \(k\)-nearest neighbors, according to the Euclidean distance between the principal components being used.

The graph is then fed to PCC with a few annotated images and it performs the classification of the remaining. PCC computational complexity is only \(O(n)\) where \(n\) is the amount of images [27]. Therefore, it is suitable for fast execution on smartphones. Though the original PCC model is transductive, it was already extended to perform inductive learning and to work with data streams [38], as the problem requires.

Fig. 4 illustrates the classification framework using VGG16 as feature extractor and PCC as the semi-supervised classifier.

Fig. 5 shows the accuracy of the PCC framework on the proposed dataset with VGG16 and VGG19 used as feature extractors. They were also tested together, by concatenating...
TABLE II: Classification accuracy obtained using transfer learning with 17 different CNN architectures. The best results in each column are in bold.

| Architecture | Frozen Blocks | No Pooling | Average Pooling | Fine-Tunable Blocks | No Pooling | Average Pooling |
|--------------|---------------|------------|-----------------|--------------------|------------|-----------------|
| Xception [26] | 49.43% ±6.82% | 51.18% ±8.61% | 87.70% ±2.62% | 92.11% ±5.01% |
| VGG16 [22] | 83.39% ±13.35% | 76.88% ±7.32% | 85.76% ±11.97% | 85.16% ±12.96% |
| VGG19 [22] | 81.36% ±11.11% | 73.57% ±5.53% | 83.40% ±11.38% | 85.18% ±13.29% |
| ResNet50 [44] | 51.17% ±8.82% | 51.18% ±8.61% | 49.98% ±9.31% | 51.77% ±8.77% |
| ResNet101 [44] | 51.18% ±8.61% | 50.87% ±8.08% | 66.12% ±19.75% | 51.42% ±8.83% |
| ResNet152 [44] | 48.05% ±10.97% | 51.17% ±7.88% | 54.90% ±12.51% | 47.37% ±4.85% |
| ResNet50V2 [45] | 51.19% ±11.08% | 51.19% ±11.08% | 51.48% ±8.72% | 69.71% ±22.50% |
| ResNet101V2 [45] | 51.18% ±8.61% | 51.18% ±8.12% | 63.49% ±9.02% | 51.46% ±9.02% |
| ResNet152V2 [45] | 51.18% ±8.12% | 53.25% ±11.63% | 54.40% ±7.53% | 54.60% ±6.24% |
| InceptionV3 [23] | 51.18% ±8.61% | 51.18% ±8.61% | 79.94% ±16.02% | 88.90% ±3.38% |
| MobileNet [17] | 51.48% ±8.72% | 51.18% ±8.61% | 81.43% ±16.66% | 90.08% ±5.02% |
| DenseNet121 [47] | 51.18% ±8.61% | 51.18% ±8.61% | 54.71% ±9.75% | 45.03% ±8.62% |
| DenseNet169 [47] | 51.45% ±8.04% | 48.24% ±8.73% | 64.63% ±12.02% | 75.50% ±15.18% |
| DenseNet201 [47] | 48.34% ±10.90% | 51.46% ±9.11% | 61.80% ±17.82% | 59.34% ±8.70% |
| NASNetMobile [48] | 51.78% ±9.43% | 49.13% ±12.40% | 50.29% ±8.46% | 49.13% ±8.80% |
| MobileNetV2 [49] | 50.90% ±8.65% | 51.19% ±11.08% | 50.90% ±8.65% | 51.18% ±8.61% |

TABLE III: Classification accuracy obtained using transfer learning with VGG16 and different amounts of frozen blocks of layers, from the network input to the output. The best results in each column are in bold.

| Frozen Blocks | No Pooling | Average Pooling |
|---------------|------------|-----------------|
| None | 89.19% ±6.46% | 86.93% ±6.42% |
| 1 | 88.50% ±5.84% | 88.95% ±6.84% |
| 2 | 88.96% ±5.99% | 89.23% ±7.52% |
| 3 | 89.40% ±6.50% | 88.42% ±6.84% |
| 4 | 87.10% ±5.84% | 87.65% ±7.39% |
| All | 86.36% ±7.09% | 74.78% ±7.00% |

TABLE IV: Classification accuracy obtained using transfer learning with Xception and MobileNet and different amounts of frozen blocks of layers, from the network input to the output. The best results in each column are in bold.

| Frozen Blocks | Xception | MobileNet |
|---------------|----------|-----------|
| None | 91.68% ±3.58% | 88.89% ±3.36% |
| 1 | 49.26% ±8.27% | 51.17% ±7.48% |
| 2 | 49.55% ±8.82% | 52.03% ±9.70% |
| 3 | 48.95% ±7.91% | 50.74% ±10.39% |
| 4 | 48.80% ±7.35% | 49.85% ±10.05% |
| 5 | 51.18% ±11.15% | 45.13% ±10.43% |

their output, generating 50,176 features. In these simulations, we used the output of their last convolutional layer, with no pooling. 10% and 20% of the images are presented with their respective labels; so the remaining are labeled by PCC. The optimal amount of k-nearest neighbors and p principal components to build the graph are found by using grid-search in the interval $k, p = \{1, \ldots, 20\}$. The PCA MATLAB implementation is used with its default parameters. PCC is implemented in MATLAB and all its parameters are left at their default values$^2$. Table V shows the best combination of $k$ and $p$ for each scenario and the accuracy they achieved. All combinations are repeated 100 times with different randomly chosen labeled nodes, so the values on the Fig. 5 and Table V are the average of 100 executions.

$^2$PCC MATLAB implementation is available at https://github.com/breve/Particle-Competition-and-Cooperation

Fig. 4: The proposed framework using Particle Competition and Cooperation for semi-supervised classification with VGG16 as feature extractor.

TABLE V: Classification accuracy achieved by the proposed PCC framework with VGG16 and VGG19 as feature extractors, with the best combination of $p$ principal components and $k$-nearest neighbors to build the graph. No pooling is applied to the last convolutional layers output.

| Labeled | Architecture | $p$ | $k$ | Accuracy |
|---------|--------------|----|----|----------|
| 10%     | VGG16        | 10 | 7  | 77.01% ±3.55% |
| 10%     | VGG19        | 10 | 8  | 79.99% ±3.60% |
| 10%     | VGG16+VGG19  | 10 | 8  | 79.99% ±3.68% |
| 20%     | VGG16        | 10 | 7  | 79.53% ±2.40% |
| 20%     | VGG19        | 10 | 8  | 79.35% ±2.65% |
| 20%     | VGG16+VGG19  | 10 | 8  | 79.45% ±2.65% |

By analyzing Fig. 5 and Table V, we notice that 10 principal components is the optimal amount in five of the tested scenarios, which is considerably lesser than the original thousands of features. We then repeated the tests with 20% labeled items but now using global average pooling and global max pooling, to lower the initial amount of features to 512, before applying...
TABLE VI: Classification accuracy achieved by the proposed PCC framework with VGG16 and VGG19 as feature extractors, with global pooling applied to their last convolutional layer output. The best combination of $p$ principal components and $k$-nearest neighbors are used. 20% of the data items are randomly labeled. All values are the average of 100 executions.

| Global Pooling | Architecture | $p$ | $k$ | Accuracy     |
|----------------|--------------|-----|-----|--------------|
| Average        | VGG16        | 7   | 6   | 72.51% ±3.04%|
| Average        | VGG19        | 15  | 3   | 71.52% ±3.28%|
| Average        | VGG16+VGG19  | 10  | 6   | 73.43% ±3.10%|
| Max            | VGG16        | 7   | 7   | 74.30% ±2.80%|
| Max            | VGG19        | 20  | 8   | 72.28% ±3.87%|
| Max            | VGG16+VGG19  | 20  | 4   | 73.19% ±3.35%|

Fig. 5: PCC framework accuracy varying the amount of $k$-nearest neighbors and $p$ principal components: (a) VGG16 and 10% labeled nodes; (b) VGG16 and 20% labeled nodes; (c) VGG19 and 10% labeled nodes; (d) VGG19 and 20% labeled nodes; (e) VGG16+VGG19 and 10% labeled nodes; (f) VGG16+VGG19 and 20% labeled nodes.

PCA. However, in these scenarios, the accuracy lowered, as shown in Table VI, indicating that useful discriminative information is lost when pooling is used.

The results obtained with SSL are impressive considering that the CNNs were not fine-tuned and that only 10% to 20% of the images on the dataset were presented with the corresponding labels. In real-world scenarios, we could certainly use some images to fine-tune the networks before using them as feature extractors, increasing the extraction quality and, consequently, the classification accuracy.

VII. CONCLUSIONS

In this paper, we propose methods to help in identifying obstacles in the path of visually impaired people. After properly trained, these methods have low computational costs in the inference step, executing in milliseconds in current smartphones [24]. Therefore, it can be implemented without relying on other equipment or remote servers. We also propose a dataset to help in the training of these methods. Our first identification approach uses CNNs and transfer learning. We compared many consolidated CNN architectures pre-trained on large datasets and fine-tuned them to the proposed task. The second approach uses the pre-trained CNN architectures as feature extractors and semi-supervised learning for classification, using the particle competition and cooperation method.

Computer simulations showed promising results with some of the CNN architectures, while the SSL also achieved relatively high accuracy, considering that it is using only up to 20% of the dataset for training and no fine-tuning in CNN networks. As future work, we intend to acquire more images to the proposed dataset and search for other approaches and tweaks in the current framework to further improve the classification accuracy. Then, a smartphone prototype application may be implemented to test some real-world scenarios.
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