1. Introduction

The simplest, most common approach to doping in semiconducting polymers, molecular doping\(^{[1-4]}\) (Figure 1a) has several fundamental limitations. These arise from the requirement that the dopant molecule must perform two seemingly unrelated roles. In p-type doping, initially the dopant functions as an oxidizing agent, nearly always via a reversible electron transfer reaction, the product of which is then inserted as an ionized dopant into the film to compensate the positive charge on the polymer. Requiring a single chemical species to perform both these functions leads to several difficulties:

1) p-Type dopants are by definition strong electron acceptors (oxidizing agents), and thus quite reactive.\(^{[2,5,6]}\) Because at equilibrium a small population of neutral dopants always exists, both redox...
states of the dopant need to be chemically inert. This puts hard constraints on suitable molecular dopants.

2) The electron affinity of many dopants is significantly reduced when incorporated into an organic semiconductor making it difficult to predict whether a given polymer and dopant molecule will undergo charge-transfer.

3) When the electron-transfer step is reversible, the dopant ion is inherently redox-active; p-type dopants therefore will almost always have electronic states in close vicinity to those of the polymer (Figure 1d). In polymers there is growing evidence that integer charge-transfer is stabilized by the segregation of dopant ions to the side chain region, where π-orbital overlap with the polymer is minimized. In contrast, when the dopant does π-stack with the polymer, fractional charge transfer complex (CTC) formation is observed. Therefore, fractional CTCs are likely to form unless forbidden by symmetry or spatial separation. The bond-like character of fractional CTCs should generally make them energetically favored over ion pairs. The latter may therefore often be metastable, and fractional CTC formation likely forms a universal degradation mechanism. However the small library of dopant molecules available limits optimization.

4) Typically most doping-induced charge carriers are strongly bound in integer CTCs, with only a small portion of charge carriers contributing to transport. The binding energy of these states in principle can be controlled by ionic size and disorder however the small library of dopant molecules available limits optimization.

Other classes of dopants that dope by an irreversible reaction, such as nitroso salts, can circumvent some of these problems. However, these dopants have other issues. For instance, doping the polymer poly(3-hexylthiophene-2,5-diyl) (P3HT) with NOPF₆ leads to much lower conductivity than electrochemically doped P3HT:PF₆, presumably due to undesirable oxidation reactions. In short, we require a molecule that is strong enough to oxidize a significant portion of the polymer sites yet gentle enough to preclude any off-target reactivity, and which leaves behind a stable counter-ion that does not disrupt the polymer microstructure but is large enough to limit trapping by integer CTCs. This is asking quite a lot from a single chemical species—the complexity of this problem has left many polymers difficult or impossible to dope to useful carrier densities and/or conductivities, while material stability remains generally poor.

There is no a priori reason why the two steps in Figure 1a—charge-transfer and charge compensation—must be performed by the same chemical species. To illustrate this point, consider the other common doping method, electrochemical doping (Figure 1b). Here, an electrode performs the charge-transfer step, while the compensating ion originates from an electrolyte...
solution and is drawn into the film to maintain charge neutrality. Although the necessity of coating the film on a working electrode limits its applicability, electrochemical doping has one major advantage over molecular doping: the ion inserted into the film can be chosen from a huge library of commercially available salts. These ions are typically closed-shell species with wide electrochemical windows, that is, the ion reduction and oxidation potentials are typically separated from the redox potentials of the polymer (i.e., the onset of oxidation for p-type polymers) by several volts. This property implies that charge-transfer from the ion back to the polymer is extremely unfavorable, and that ionization efficiency in electrochemically doped films is effectively 100%. For the same reason, significant hybridization cannot occur, thus fractional CTC formation is inhibited. These two factors suggest that using closed-shell electrochemically inert counter-ions should improve the stability of highly doped films. Just as critically, the wide range of ion sizes and shapes available also potentially allow for direct doping of highly doped films. Just as critically, the wide range of electrochemically inert counter-ions should improve the stability of highly doped films. For the same reason, significant hybridization cannot occur, thus fractional CTC formation is inhibited. These two factors suggest that using closed-shell electrochemically inert counter-ions should improve the stability of highly doped films.

Yamashita et al., recently proposed a hybrid ion-exchange doping method (Figure 1c) that involves adding a concentrated electrolyte to a molecular doping solution. After the initial charge-transfer step, the dopant ion exchanges with an electrolyte anion. If the exchange process is efficient, only the electrolyte counter-ion remains in the film, effectively giving a composition identical to that obtained by electrochemical doping. Thus, ion exchange forms a bridge between molecular and electrochemical doping, and combines the benefits of both techniques. Although ion-exchange has previously been applied to doped organic semiconductors, the power of the technique was not demonstrated prior to the breakthrough by Yamashita et al. Their work convincingly demonstrated that ion-exchange can dramatically improve device stability and reach higher charge densities than typically achieved by molecular dopants.

The work of Yamashita in ref. [24] provides a clear demonstration of the potential of ion exchange doping, but it also leaves open some key questions that need to be better understood to allow a full optimization of the process and achieve higher electrical conductivities than what has been demonstrated with conventional charge transfer doping processes. One such question is the choice of the electrolyte solvent and the ionic liquid cation. Yamashita observed a strong dependence of the achievable conductivity on the ionic liquid cation. This is puzzling as the cation should in principle not be involved in the process (Figure 1c). This limited understanding has so far prevented an optimization of the process, and the highest conductivities reported in ref. [20] for the poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT) model system were only 600 S cm$^{-1}$, which are significantly below the highest conductivities reported in molecularly doped PBTNT$^{29,30}$ or in oxidatively polymerized systems.$^{31}$ In the present work we aim to understand in more detail the key processes that govern ion exchange doping. In particular, we propose a framework that allows relating ion exchange doping to electrochemical doping, for which a large body of literature exists already. The insight gained has allowed us to optimize the process and we report here for the first time high electrical conductivities in excess of 1000 S cm$^{-1}$ in ion-exchanged samples of PBTTT.

2. Results
2.1. Theory of Ion-Exchange

Ion-exchange processes have been studied for well over a century, and the theoretical basis for ion-exchange is well understood. Assuming both ions are monovalent, the exchange equilibrium can be described by the molar selectivity coefficient,

\[ k_{\text{ion}} = \frac{C_{\text{i}}^{\text{ex}} C_{\text{o}}^{\text{in}}}{C_{\text{i}}^{\text{in}} C_{\text{o}}^{\text{ex}}} \]  

(1)

where \( C_{\text{i}}^{\text{ex}} \) is the molar concentration of species \( i \) (dopant, D; electrolyte anion, A), in phase \( \gamma \) (solvent, s; film, f), with charge indicated by superscript. We define the ion-exchange efficiency as the mole fraction of exchanged counter-ions divided by the total dopant density: \( x_A = \frac{C_{\text{i}}^{\text{ex}}}{N} \). Substituting this into Equation (1) and rearranging gives the following expression

\[ x_A = 1 - x_D = \frac{k_{\text{ion}} C_{\text{i}}^{\text{ex}} C_{\text{i}}^{\text{in}}}{C_{\text{i}}^{\text{in}} + k_{\text{ion}} C_{\text{i}}^{\text{ex}}} \]  

(2)

This is the ion-exchange isotherm. It describes the efficiency of the ion-exchange process at equilibrium in terms of the concentration of each ion in solution and the selectivity coefficient. Interestingly, when \( C_{\text{in}} = 1 \), Equation (2) is equivalent to the Langmuir isotherm, which was previously found to describe the charge-transfer equilibrium, \( k_{\text{ct}} \), in P3HT:F4TCNQ films$^{23,33-35}$ (Section S1, Supporting Information).

We can see the impact of changing the electrolyte concentration more clearly using the identity \( \Delta G_0 = -kT \log(k_{\text{ion}}) \) and separating the selectivity coefficient into two terms grouped by phase,

\[ \ln \left( \frac{C_{\text{i}}^{\text{ex}}}{C_{\text{i}}^{\text{in}}} \right) = \ln \left( \frac{C_{\text{i}}^{\text{ex}}}{C_{\text{i}}^{\text{in}}} \right) + \frac{\Delta G_0}{kT} \]  

(3)

The first term in the right hand side of Equation (3) describes the concentration-dependent entropy contribution resulting from ion-exchange, while the second term describes the ionic selectivity of the polymer. When \( |\Delta G_0| \leq kT \), corresponding to \( k_{\text{ion}} = 1 \), the film does not show a strong preference for one ion versus the other. In this situation, the concentration of each ion can be controlled by varying the concentration ratio of electrolyte to dopant ions in solution. To achieve efficient ion-exchange, \( \Delta G_0 \) must be either negative, indicating the polymer prefers the electrolyte ion, or weakly positive such that the selectivity can be overcome via the entropic term.

2.2. Exchange Efficiency in PBTNT / FeCl$_3$/BMP-TFSI

Our improved ion-exchange process follows a standard sequential solution doping process$^{33}$ using acetonitrile (AN) as the doping solvent, with the addition of a large excess of electrolyte.
AN is an ideal solvent for ion-exchange doping for the same reasons as it is an ideal solvent for electrochemistry: it is extremely redox stable (electrochemical window $>6$ V under anhydrous conditions), allowing us to use strong oxidants, and has a high dielectric constant ($\varepsilon_r = 36.7$)\textsuperscript{[36]} allowing us to use very high electrolyte concentrations.\textsuperscript{[37]} As predicted by Equation (3) and shown experimentally below, high electrolyte concentrations are critical to achieving efficient ion-exchange. We use 1-butyl-1-methylpyrrolidinium bis(trifluoromethylsulfonyl)imide (BMP TFSI) as a model ion-exchange electrolyte because it is commercially available with low water content and very high purity. The TFSI ion itself also has several properties that make it well suited as a dopant ion—it is hydrophobic, is stable under strongly oxidizing conditions, and is weakly interacting with most cations.\textsuperscript{[38]}

Figure 2a shows UV–vis–NIR spectra of our model ion-exchange doping system, consisting of PBTTT thin films sequentially doped with a FeCl$_3$/acetonitrile solution ($1 \times 10^{-3}$ M) containing varying BMP TFSI electrolyte concentrations ($1 \times 10^{-6}$ M to 1 M). Molecular structures are given in Figure 2c. In all spectra, we observe complete bleaching of the polymer $\pi-\pi$ absorbance between 2 and 3 eV and the appearance of strong P1 and P2 polaron bands in the IR (<1 and 1.5 eV, respectively), consistent with a very high doping level. The two peaks visible in the UV at 3.2 and 3.9 eV are due to the presence of FeCl$_4^-$ anions. A spectrum of FeCl$_4^-$ in AN (dotted line, see Section S2, Supporting Information for details) is shown for comparison; the peaks are shifted slightly due to solvatochromism.

As the BMP TFSI electrolyte concentration is increased, we see a reduction in the FeCl$_4^-$ absorption due to ion-exchange along with a conductivity increase of 20% (Figure 2b, blue squares), eventually reaching values in excess of 1000 S cm$^{-1}$. We can extract the residual FeCl$_4^-$ concentration by fitting the UV portion of the absorption spectra (Section S3, Supporting Information). From these fits, we obtain a carrier density of $5.8 \pm 0.5 \times 10^{20}$ cm$^{-3}$ for FeCl$_3$ doped films, corresponding to molar concentration of about 1 dopant per 1.5 PBTTT monomers. The increase in P1 band intensity suggests carrier densities in ion-exchange doped films are higher still, although precise quantification of carrier density in PBTTT:TFSI is nontrivial. A quantitative analysis of the doping level in these films will be the focus of a separate work.

The yellow circles in Figure 2b show the residual FeCl$_4^-$ concentration plotted versus BMP-TFSI concentration in the doping solution, with FeCl$_3$ solution concentration fixed at $1 \times 10^{-3}$ M. Equation (2) allows us to fit these data (yellow line;
shaded regions indicate 95% confidence interval). Using \( C_{0,s} = 0.75 \times 10^{-3} \) m (Section S2.2, Supporting Information), we obtain \( \Delta G_{\text{ex}} = +29.3 \text{ mV} \), indicating the polymer is weakly selective for \( \text{FeCl}_3 \). This value is roughly \( kT \), therefore ion-exchange should be under entropic control when the electrolyte concentration is a few times higher than the \( \text{FeCl}_3 \) concentration.

Because the carrier density increases with increasing electrolyte concentration, using the \( \text{FeCl}_4^- \) concentrations we can only calculate a lower bound on the exchange efficiency. At a 100-fold molar excess of electrolyte the exchange efficiency is at least 98%, while at a 1000-fold excess it surpasses 99%, although both of these values may be limited by our fitting routine, which is not able to accurately determine \( \text{FeCl}_3 \) concentrations below about \( 10^{19} \) cm\(^{-3} \). To further validate our optical measurements, we used XPS to determine the elemental Fe, Cl, and F compositions of PBTTT films before doping and after \( \text{FeCl}_3 (1 \times 10^{-3} \) m) or BMP-TFSI/\( \text{FeCl}_3 \) (100/1 \times 10^{-3} \) m) doping (Figure 2c). These XPS data are fully consistent with our UV spectral fitting results, and confirm that \( \text{FeCl}_3 \) to TFSI\(^-\) ion-exchange is highly efficient.

### 2.3. Importance of Doping Solvent Choice

The high carrier density and exchange efficiency achieved here derive primarily from the choice of acetonitrile (AN) as the doping solvent, as opposed to \( n \)-butyl acetate used in previous works.\(^{24,39}\) These improvements stem from AN’s high dielectric constant, which increases electrolyte dissociation, and a dramatic increase in the reduction potential of \( \text{Fe}^{3+} \) ions in AN, which enables us to reach high carrier densities.

**Figure 3a** (yellow line) shows a spectrum of an anhydrous \( 1 \times 10^{-3} \) m \( \text{FeCl}_3/\text{acetonitrile} \) (AN) solution identical to those used in the majority of our ion exchange doping experiments. This spectrum closely matches that of the \( \text{FeCl}_3 \) anion\(^{40,41}\) indicating that in solution, a considerable fraction of \( \text{FeCl}_3 \) exists as \( \text{FeCl}_4^- \). Since AN is aprotic and has an electrochemical window\(^{42}\) extending well beyond the reduction potential of \( \text{FeCl}_4^- \) these anionic species cannot be the product of a redox reaction between \( \text{FeCl}_3 \) and the solvent. Instead, as described previously\(^{44,45}\) \( \text{FeCl}_3 \) disproportionates in anhydrous AN, resulting in an equilibrium between several ligand deficient cationic species and the anionic \( [\text{FeCl}_4^-] \) complex; complete disproportionation corresponds to \( 4\text{FeCl}_3 \rightarrow \text{Fe}^{3+} + 3[\text{FeCl}_4^-] \). Addition of excess chloride ions (Figure 3a) converts all iron in solution to \( \text{FeCl}_3 \).\(^{45}\) The magnitude of the observed increase in \( \text{FeCl}_3 \) absorption after the addition of excess chloride indicates that \( \text{FeCl}_3 \) almost completely dissociates to \( \text{Fe}^{3+} \) and \( \text{FeCl}_4^- \) in AN (see further discussion in Section S2.2, Supporting Information).

Cyclic voltammetry measurements of \( \text{FeCl}_3 \) solutions in previous works have reported a rather low reduction potential, causing some confusion.\(^{46}\) The observation that \( \text{FeCl}_3 \) dissociates to \( \text{Fe}^{3+} \) allows us to clear up these misconceptions. As a general rule, the reduction potential of iron(iii) should should tend to increase (i.e., become a stronger oxidant/p-type dopant) as more chloride ligands are removed, because the Cl\(^-\) ions donate electron density to the metal center upon complexation.\(^{47}\) From the reported \( \text{Fe}^{3+} \leftrightarrow \text{Fe}^{2+} \) reduction potential in aqueous solution, 0.77 V versus NHE,\(^{48}\) we estimate a reduction potential of about 0.15 V versus Fe/C, corresponding to about \(-5.2 \) eV versus vacuum, assuming the NHE absolute electrode potential is \(-4.44 \) eV.\(^{49,50}\) This would suggest that in aqueous solutions, \( \text{Fe}^{3+} \) is similar in dopant strength to 4T-TCNQ.

However, in anhydrous acetonitrile the \( \text{Fe}^{3+} \leftrightarrow \text{Fe}^{2+} \) reduction potential was reported to be dramatically higher: a value of 1.57 V versus Ag/Ag\(^+\) for \( 2 \times 10^{-3} \) m \( \text{Fe}^{3+} \) in anhydrous AN was reported by Kratochvil et al.\(^{43}\) Assuming Fe/C = 0.1 V versus Ag/Ag\(^+\) in AN\(^{51}\) this corresponds to a reduction potential of 1.47 V versus Fe/C, suggesting FeCl\(_3\) in AN is a significantly stronger dopant than even CN6-CP, the strongest organic molecular dopant reported to date.\(^{52}\) The reason for the strong solvent dependence of the \( \text{FeCl}_3 \) reduction potential
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is complex, but likely derives from a combination of factors, including a larger crystal field splitting in AN versus water that stabilizes the Fe\(^{2+}\) state, and the dielectric constant of AN, which is lower than that of water and therefore destabilizes the Fe\(^{3+}\) state relative to water, but is still high enough to permit strong dissociation of FeCl\(_3\).[43] The addition of small water impurities to FeCl\(_3\) in AN was reported to lower the reduction potential considerably, even in the presence of acid to prevent coordination by hydroxide ions.[43] This observation is consistent with our CV measurements of FeCl\(_3\) solutions which showed a reduction potential 0.8 ± 0.08 V, slightly higher than CN6-CP (Section S2, Supporting Information). These findings indicate that water does not simply reduce the concentration of Fe\(^{3+}\), for which the Nernst equation predicts a much weaker effect (59 mV decade\(^{-1}\)), but instead homogeneously decreases the oxidative strength of the solution without strongly affecting the concentration. To achieve high carrier densities, it is therefore critical that these solutions are prepared under dry conditions and used promptly, as AN is strongly hygroscopic.

The high dielectric constant of AN also enhances ion exchange efficiency. Previous implementations[24] of ion exchange doping used a relatively non-polar solvent, \(\text{n-butyl acetate} (\epsilon_r = 5)\). In low dielectric solvents, Coulomb interactions between electrolyte cations and anions are \(\gg kT\), resulting in an effective free anion concentration that is considerably lower than the electrolyte concentration. In Yamashita et al., this effect manifested as an exchange efficiency that considerably lower than the electrolyte concentration. In Yamashita et al., this effect manifested as an exchange efficiency that depended strongly on the electrolyte cation size.[24]

In a polar solvent such as AN (\(\epsilon_r = 38\)), the Coulomb interaction is dramatically weaker, and the electrolyte ions should be nearly fully dissociated at the high concentration used for ion exchange.[33] Under these conditions, the electrolyte cation is simply a spectator and plays no role in the doping process; the overall reaction is therefore equivalent to doping with Fe(III) TFSI[54] but with the flexibility to use different anions. Figure 3b shows UV–vis–NIR spectra of PBTIT films ion-exchange doped with several different cation:TFSI electrolytes (100:1 × 10\(^{-3}\) M electrolyte:FeCl\(_3\), AN). We observe similarly high ion-exchange efficiency to within error with all cations (Figure 3c), in contrast with the results of Yamashita et al.[24] A very slightly lower doping level and electrical conductivity (Figure 3c) is observed in Li TFSI presumably due to its higher water content (specified as 1%) which reduces the reduction potential of Fe\(^{3+}\), as discussed previously. However for all cations, the conductivities obtained here are significantly greater than the value of about 600 S cm\(^{-1}\) obtained in ref. [24].

### 2.4. kinetics of ion exchange doping

In the theory of ion exchange given in the preceding sections, we assume the system is at equilibrium. Therefore, it is critical to understand the kinetics of both the charge transfer and ion exchange processes to ensure our measurements are performed on samples which have fully equilibrated. Figure 4 shows UV–vis–NIR and FTIR spectroscopy, along with conductivity and grazing-incidence wide-angle X-ray scattering (GIWAXS) data for PBTIT films ion exchange doped for varying times using our standard ion exchange process (100/1 × 10\(^{-3}\) M BMP TFSI/FeCl\(_3\), AN).

UV–vis–NIR spectra (Figure 4a) show a continuous bleaching of the polymer \(\pi-\pi^*\) band, with nearly complete bleaching at 10 s and further slow bleaching continuing up to 60 s. The P1 band (<1 eV) increases continuously over the entire time period, while the P2 band (1.5 eV) peaks at 6 s and then slowly decreases with extended doping times. The decrease in P2 at high doping levels is consistent with previous reports in organic electrochemical transistor (OECT) devices at high doping levels in PBTIT[55] and electrochemically doped P3HT films[21] where this decrease was assigned to bipolaron formation.

However, the bipolaron band is generally understood to appear at a wavelength intermediate between P1 and P2,[56] while no such band is observed here. The FTIR spectra (Figure 4b) likewise show no evidence of bipolaron formation. At short doping times (≤3 s) the P1 band is centered at higher energy (~0.3 eV) with a weak shoulder below 0.2 eV; these two features correspond to intrachain and interchain transitions, respectively.[57] At longer doping times, above 10 s, we observe a red shift in the P1 band, which is eventually dominated by the low energy, interchain feature at long doping times (i.e., high carrier densities). The continuous redshift and increase in P1 band intensity is consistent with increasing polaron delocalization at high carrier density; we observe no signatures which can be attributed to bipolarons. It is plausible that the reduction in P2 band intensity could presumably arise from a weakening of the oscillator strength of this transition due to changes in polymer structure or doping level; similar effects were recently described by Spano and co-workers for the P1 band.[57] However a more detailed theoretical interpretation of these results will be required.

We observe a plateau in conductivity (Figure 4c) above 100 s despite spectroscopic evidence for further carrier density increases above 100 s in both UV–vis and FTIR (Figure 4a,b). Neusser et al., observed similar behavior in electrochemically doped P3HT, concluding that the plateau in conductivity corresponds to region of coexisting polaron and bipolaron states.[21] However, the absence of bipolaron signatures in our data calls this picture into question. This behavior could also potentially arise from polymer degradation under strongly oxidizing potentials, as discussed in the following section, or a relatively energy-independent density of states at high doping levels. A detailed study of the conductivity of these materials will be published separately.

In both sets of spectroscopic data, there is clear change in behavior occurring at about 6 s: the P2 intensity reaches a maximum at 6 s, while the P1 intensity increases dramatically and strongly redshifts. This is correlated with transitions observed in the conductivity, FeCl\(_3\) concentration, and GIWAXS structural data (Figure 4c). At short doping times, below 3 s, the lamellar stacking distance remains about 21 Å—nearly the same as undoped PBTIT (20.2 Å) and much smaller than observed in highly doped PBTIT:TFSI (26.5 Å) or PBTIT:FeCl\(_3\) (24.1 Å). This short stacking distance, along with the sizable charge carrier density visible in the UV–vis spectrum, implies preferential doping of grain boundaries or crystalline defect sites. The FeCl\(_3\) concentration reaches a peak at 3 s, indicating that in this regime the exchange efficiency is quite low and that
FeCl$_4^-$ ions penetrate the film more quickly, presumably due to their smaller size.

However, above 6 s the concentration of FeCl$_4^-$ in the film drops dramatically, indicating that the rate of TFSI ion insertion becomes much faster than FeCl$_4^-$ ions. The persistently low FeCl$_4^-$ concentration in this regime, even as the doping level continues to increase, implies two things. First, ion exchange has clearly become much more efficient than at earlier times, and thus the equilibrium $\Delta G^0_{\text{ex}}$ obtained previously appears to be more positive at early stages of the doping process. Second, the sharp drop in FeCl$_4^-$ concentration implies that the ion exchange equilibrium is established more quickly than the redox process, and therefore that the overall doping rate is limited by the redox step.

The observed change in behavior at 6 s appears to be driven by a sudden expansion in the lamellar stacking distance, which increases from about 21 to 26.5 Å between 3 and 10 s (Figure 4c). The rapidity of this change is suggestive of a structural phase transition in which the intercalation of ions into the lamella generates voids in neighboring sites, greatly increasing the rate of ion intercalation. An illustration of this mechanism is shown in Figure 4d. Similar behavior in an OECT device was recently observed by Bischak et al. This nucleated ion-intercalation behavior can be understood as resulting from an interaction between the energetic cost of distorting the polymer crystal to incorporate an ion and the polymer oxidation potential. After an initial ion intercalates, adjacent sites become easier to oxidize because the lamella nearby are already partially “unzipped.” We can see further evidence for this phase transition in the broadening of the lamellar stacking peaks observed in the 6 s GIWAXS linecuts (Section S4, Supporting Information), consistent with heterogeneous FeCl$_4^-$ and TFSI dominated domains. The polymer π-stacking behavior also shows a sharp drop in paracrystallinity at 6 s doping time, consistent with a sudden increase in doping within crystalline domains. This effect is due to backbone planarization driven by polaron delocalization, visible as the redshift of the FTIR spectra discussed previously. Reducing the doping solution concentration while maintaining a fixed BMP TFSI/FeCl$_3$ ratio and 100 s doping time (Section S5, Supporting Information) likewise shows a drop in exchange efficiency. This further indicates that the observed low exchange efficiency prior to lamellar expansion is due to an increase in $\Delta G^0_{\text{ex}}$, rather than slow ion exchange kinetics.

We can understand the role of crystallinity on ion exchange in a more quantitative sense by considering how our measured $\Delta G^0_{\text{ex}}$ of +29.3 meV at high doping level compares to the reported crystallization enthalpy of PBTTT. McCulloch et al., report a cooling enthalpy of 26.5 J g$^{-1}$, corresponding to 192 meV per monomer, for the terrace-phase transition of PBTTT. Therefore, at high doping level the energetic cost of FeCl$_4^-$ to TFSI exchange is already 10–15% of the crystallization enthalpy of PBTTT. At very low doping levels, the lattice distortion generated by an isolated TFSI ion will necessarily disrupt a number of nearby monomers due to the stiffness of the crystalline lattice; however, the energetic cost of this distortion is borne by a single ion. Therefore, we would expect $\Delta G^0_{\text{ex}}$ to decrease as doping level increases, since the lattice distortions generated by...
the initial ions can be shared by subsequently exchanged ions (Figure 4d).

In softer or more disordered lattices these distortions become more localized, and the energetic cost of generating these distortions becomes smaller. We can see evidence for this in the ion exchange kinetics of P3HT (Section S6, Supporting Information), which is understood to have disordered side chains in contrast with the highly interdigitated side chains of PBTTT. This system shows no evidence of a phase transition, reinforcing our understanding of the connection between crystalline order and $\Delta G^\circ$.

Together, these results give a clear insight into the microscopic mechanism of ion exchange doping in PBTTT revealing a clear doping level dependence of exchange efficiency. These findings suggest that in the ideal regime where electrolyte association does not limit the ion exchange efficiency, $\Delta G^\circ$ is primarily controlled by the energetics of distorting the polymer crystal to incorporate the ion.

2.5. Comparison with Electrochemical Doping

When the electrolyte concentration is sufficiently high that the electrolyte ion concentration dominates (i.e., the ion-exchange efficiency is high), the overall ion-exchange reaction is simply an electrolyte ion insertion dominates (i.e., the ion-exchange efficiency remains high). When the electrolyte concentration is sufficiently high that the polymer instability.

* recovery, for instance comparing Mo(tfd-COCF$_3$)$_3$ and Mo(tfd)$_3$, Cu(OTf)$_2$, Cu, or CN6-CP and FeCl$_3$, indicative of varying degrees of non-innocent oxidation reactions. Furthermore, we observe a clear reduction in $\pi-\pi^*$ band recovery with increasing oxidizing agent strength, suggestive of an intrinsic polymer instability at high redox potentials.

We see direct evidence for this intrinsic polymer degradation in the OECT data (Figure 5d). During the OECT measurement, the device must be held at each gate voltage for a period before measurement to allow for formation of the electrochemical double layer and diffusion of electrolyte anions into the bulk of the polymer film. The device conductivity versus gate voltage may plateau or decrease at high gate voltages due to a decrease in mobility or density of states at the Fermi level (in degenerate systems) at high carrier density, even in the absence of any polymer degradation. However, if no degradation occurs, we should see a purely monotonic increase in conductivity with increasing gate hold time (at potentials below the maximum device conductivity), and the maximum achievable conductivity should be independent of gate hold time. Our measurements, in contrast, show that conductivity reaches a peak at 100 s hold time (Figure 5d, inset) with a strong decline in conductivity and increase in hysteresis at longer hold times—a clear signature of polymer degradation. This reactivity must originate from the polymer itself, as the electrolyte itself is stable against reduction potentials exceeding 2 volts versus Fc/Fc$^+$. Because this

agents studied here. Figure 5c shows the electrical conductivity of each of the ion-exchange doped films in Figure 5b plotted against the reduction potential of the dopant used to prepare each film (see CV measurements in Section S2.1, Supporting Information). For comparison, we also show the conductivity of a PBTTT OECT gated using the same electrolyte (100 × 10$^{-3}$ m BMP TFSI) used for ion-exchange. We observe good qualitative agreement between the electrochemical device and our ion-exchange data, consistent with our analysis above.

Electrodes typically behave as completely innocent oxidizing agents, meaning that they participate in outer-shell electron-transfer reactions only. However, chemical redox agents, products of chemical redox reactions, or the electrolyte itself may participate in other types of reactions with the polymer, such as proton transfer, substitution, or elimination reactions. In general, we would expect these types of reactions to degrade the functional properties of the polymer by introducing disorder. In this sense, the quantitative mismatch between the OECT and ion-exchange data suggests that conductivity is limited by both chemical degradation by dopants and by intrinsic polymer instability.

To quantify such non-innocent behavior, we collected UV–vis spectra of each sample before doping and after dedoping with a diethylamine/acetone solution, which was previously shown to quantitatively dedope P3HT:F4TCNQ films. Assuming the films are initially undoped and the oxidizing agent is completely innocent, the $\pi-\pi^*$ band intensity after dedoping should recover to the same value as measured before doping. A decrease in recovered $\pi-\pi^*$ absorbance therefore is a signature of irreversible side reactions.

Figure 5d shows the recovered $\pi-\pi^*$ absorbance for each sample. Within a given oxidizing strength range, there is a strong correlation between higher conductivity and higher $\pi-\pi^*$ recovery, for instance comparing Mo(tfd-COCF$_3$)$_3$ and Mo(tfd)$_3$, Cu(OTf)$_2$, and Cu, or CN6-CP and FeCl$_3$, indicative of varying degrees of non-innocent oxidation reactions. Furthermore, we observe a clear reduction in $\pi-\pi^*$ band recovery with increasing oxidizing agent strength, suggestive of an intrinsic polymer instability at high redox potentials.

We see direct evidence for this intrinsic polymer degradation in the OECT data (Figure 5d). During the OECT measurement, the device must be held at each gate voltage for a period before measurement to allow for formation of the electrochemical double layer and diffusion of electrolyte anions into the bulk of the polymer film. The device conductivity versus gate voltage may plateau or decrease at high gate voltages due to a decrease in mobility or density of states at the Fermi level (in degenerate systems) at high carrier density, even in the absence of any polymer degradation. However, if no degradation occurs, we should see a purely monotonic increase in conductivity with increasing gate hold time (at potentials below the maximum device conductivity), and the maximum achievable conductivity should be independent of gate hold time. Our measurements, in contrast, show that conductivity reaches a peak at 100 s hold time (Figure 5d, inset) with a strong decline in conductivity and increase in hysteresis at longer hold times—a clear signature of polymer degradation. This reactivity must originate from the polymer itself, as the electrolyte itself is stable against reduction potentials exceeding 2 volts versus Fc/Fc$^+$. Because this
degradation is cumulative—that is, the conductivity at high potentials is limited by the degradation built up during the scan through lower potentials—the conductivity in our OECT devices is lower than achievable via ion-exchange. At very high doping levels there is therefore a trade-off between the time required to inject the compensating ions and the timescale of degradation reactions. In our optimized ion-exchange process using FeCl₃, device conductivity is stable for doping times from 60 to 300 s (Figure 4c). Therefore, degradation seems to be relatively slow on the timescale required to reach doping equilibrium, although the plateau in conductivity could still result from a competition between further carrier density increases and a reduction in mobility due to degradation.

Our measurements of doped film stability in nitrogen, air, and under thermal stress (Section S7, Supporting Information) echo the above findings. Although ion exchange does improve the stability of doped films, we observe significant degradation even at temperatures well below those at which TFSI-based ionic liquids typically decompose. The intrinsic instability of highly doped PBTTT observed here is consistent with our observation of only moderate improvement in environmental stability. Our findings indicate that ion exchange provides a clear path forward in engineering highly doped and stable polymer films, but that the identification of intrinsic polymer degradation mechanisms under electrochemical stress, or in the presence of environmental impurities like water, are critical next steps in engineering highly conductive and stable polymer films.

3. Conclusions

We have demonstrated that ion-exchange doping with FeCl₃ can generate highly ordered polymer films with extremely high doping levels. We find that the process is extremely efficient in acetonitrile because its high dielectric constant allows the ionic liquid cation to behave as a mere spectator ion. In this regime, ion exchange efficiency can be controlled entropically simply by adjusting the electrolyte concentration, even in situations...
where the free energy for ion exchange is weakly positive. We have also shown that the ion exchange process can essentially be understood as analogous to electrochemical doping wherein the redox potential of the dopant plays the role of the applied electrical voltage. This improved understanding reported in our work has allowed the optimization of the achievable electrical conductivity of ion-exchange doped PBTTT films, for which we have reported conductivities in excess of 1000 S cm⁻¹. It also paves the way for fundamental studies of charge transport in ion-exchange doped conjugated polymers, which make use of the broad choice of the size and shape of the ionic liquid anions that are now available to tune the electrostatic interactions between the mobile polarons on the polymer and the counterions. Ion exchange doping is an important approach that is likely to become widely used to control the electrical properties of conjugated polymers.

4. Experimental Section

Materials: PBTTT was synthesized as described previously[39] P3HT was purchased from TCI. Ion-exchange salts Li-TFSI (>99%, <1% water), Na-TFSI (>97%), BMP-TFSI (>98%, 0.04% water), and TBA-TFSI (>99%) were purchased from Sigma Aldrich. Dopants PMA (hydrated, ACS reagent), FeC₆F₅₆ (97%), Cu(OTf)₂ (>98%), FeCl₃ (anhydrous, >99.99% trace metals basis), OA, and CAN (<0.04% water), and TBA-TFSI (<1% water) were used to prepare all doping solutions, (Romil Hi-Dry, 99.99% trace metals basis), OA, and CAN (<0.04% water) were used for polymer solution preparation; further details are given below. Acetone and diethylamine for dedoping 20 ppm water) were used to prepare all doping solutions, (Romil Hi-Dry, 99.99% trace metals basis), OA, and CAN (<0.04% water) were used for polymer solution preparation; further details are given below. Acetone and diethylamine for dedoping experiments were obtained from Romil and Sigma Aldrich, respectively. All materials were used as received.

Solution Preparation: Solutions of PBTTT were prepared in 1,2-dichlorobenzene (DCB) at a concentration of 10 mg mL⁻¹ and heated at 80 °C overnight before use. Stock electrolyte solutions (1 m in AN) were prepared before use and stored in the glovebox until needed; dopant solutions (10 × 10⁻³ m) were prepared immediately before use. All polymer and doping solution preparation, including weighing reagents, was performed in an inert atmosphere (<1 ppm H₂O, O₂ during solution preparation; <10 ppm H₂O, O₂ during weighing).

Sample Preparation: Glass substrates (Corning Eagle XG) for conductivity and UV–vis measurements were cut into 1 cm squares, and 1 mm electrical contacts (Cr/Au, 5/25 nm) were deposited in each corner via thermal evaporation through a shadow mask. OECT samples were prepared on the same substrates using double-layer liftoff photolithography, using thicker contacts (Cr/Au, 200 nm) to ensure a small series resistance (see OECT details below). Samples for GIWAXS measurement were prepared on Si (native oxide) and cleaned using the same procedure. FTIR samples were coated onto double side polished undoped Si, also cleaned using the above procedure. Substrates were cleaned by sequential sonication in 2% Decon 90/1 DI water, DI water, acetone, and isopropanol, then dried with nitrogen flow and exposed to oxygen plasma (300 W, 10 min) before use.

PBTTT films were spin coated from 80 °C solutions using preheated glass pipettes onto 80 °C substrates. Samples were spun at 1500 rpm until dry (60 s) and subsequently annealed in N₂ at 180 °C for 20 min, then slowly cooled to room temperature by switching off the hotplate.

Ion-exchange doping solutions were prepared immediately before use due to the limited stability of many dopants in the presence of dilute water impurities. To obtain a standard 100×10⁻³ m electrolyte:dopant concentration, electrolyte stock solutions (1 m) and oxidizer stock solutions (10 × 10⁻³ m) were mixed with acetonitrile at 1:18 ratio, respectively. Samples were sequentially doped with 150 μL doping solution per cm² substrate area, waiting a variable delay period, then spinning off the excess solution at 8000 rpm. While spinning, samples were washed with 1 mL acetonitrile to remove excess electrolyte and dopant from the surface.

Conductivity Measurements: Conductivity was measured in van der Pauw configuration.[66,67] Measurements were performed using an Agilent 4155B sourcemeter under nitrogen atmosphere (<20 ppm O₂). Four measurements were performed per sample by measuring a 2-point I–V hysteresis sweep (−0.1 to 0.1 V) between each pair of adjacent electrodes, while simultaneously monitoring the voltage at the remaining two electrodes. The resulting four point resistance data was checked for hysteresis, current reversal, and reciprocity \( \frac{V_{AX}}{V_{AX}} = \frac{V_{AY}}{V_{AY}} \) to a tolerance of 3%, in line with NIST recommendations.[68] Uncertainties were dominated by thickness uncertainty; contact size effects contribute <1% to the relative error.[66,67] Thickness measurements were performed using a Bruker Dektak XT. Conductivity values were calculated using the undoped film thickness to prevent thickness variations from creating apparent differences in charge transport properties between samples.

OECT Measurements: OECT devices were measured in a two point geometry. After spin coating the polymer onto substrates with pre-patterned electrodes, the polymer layer was removed to define the device active area. Device length was 4000 μm; widths varied between devices and were measured via surface profilometry after measurement (650–1200 μm, standard deviation <50 μm within each device). Thick electrodes (5/200 nm Ti/Au) were used to reduce the total series resistance to 65 Ω; the minimum device resistance measured was 1600 Ω.

PDMS spacers (3 mm thick) were prepared with Sylgard 184 10:1 w/w base to crosslinker ratio and baked at 60°C for 1.5 h in an oven. The spacers were patterned to expose the active area and then immersed in acetonitrile overnight to remove any residual crosslinker. To form the OECT, a silver quasi-reference electrode identical to those used in our CV measurements (Ag oxidized by O₂; plasma 300 W, 1 min) was pierced through the side of a spacer, then placed on top of the device substrate and filled with electrolyte (100 × 10⁻¹ m BMP-TFSI in AN) under nitrogen atmosphere (<1 ppm H₂O, O₂). The electrolyte well was sealed with a PTF sheet acting as the gate electrode, and clamped together between two acrylic sheets. The resulting assembly remained airtight for over 24 h.

After sealing the device, measurements were performed in air using an Agilent 4155B sourcemeter. Source drain I–V measurements used a voltage range from −0.1 to 0.1 V. Gate voltage was swept from 0 to 1.3 V and back in 0.1 V increments. Before the I–V measurement at each gate voltage, the device was held with the gate on and 0 V source–drain voltage for a hold time (varying between 60 and 300 s; see Figure 5d). The hold time was fixed for each gate voltage sweep; new devices were used for each different hold time measurement. The potential of the silver reference was measured during each I–V measurement, which was converted to V versus Fe/Fe⁺ using a separate CV measurement.

Spectroscopy: UV–vis–NIR spectra were collected on a Shimadzu UV-3600i dual beam spectrometer, using a 3 nm slit width and 2 nm data interval. Substrate background spectra were collected separately. IR (<0.75 ev) and UV (>3.02 ev) regions were smoothed using a Savitzky–Golay filter.[69] the filter window was 50 points in the IR and 10 points in the UV. FTIR spectra were collected on a Bruker Vertex 70V using a DLaTGS detector.

GIWAXS Characterization: GIWAXS measurements were performed at Beamline 8-ID-E at the Advanced Photon Source at Argonne National Laboratory. Samples were irradiated with a 10.9 keV X-ray at an incidence angle 0.13° for 2 summed exposures of 2.5 s (5 s of exposure in total), and scattered X-rays were recorded by a Pilatus 1 m detector located 228.16 mm from the sample. The collected images were then processed by using the GIXSGUI software.[70] The background was subtracted by fitting the curves to an exponential decay, and peaks were fitted to Gaussian functions. Peak widths and positions were used to calculate the π–π paracrystallinity assuming the coherence length is dominated by paracrystalline disorder, as previously suggested by Rivnay et al.[71]
where $\Delta_d$ is the diffraction peak full width at half maximum, and $d_{hkl}$ is the interplanar distance.
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