Accuracy of a one-dimensional reduction of dynamical systems on networks
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Resilience is an ability of a system with which the system can adjust its activity to maintain its functionality when it is perturbed. To study resilience of dynamics on networks, Gao et al. [Nature, 530, 307 (2016)] proposed a theoretical framework to reduce dynamical systems on networks, which are high dimensional in general, to one-dimensional dynamical systems. The accuracy of this one-dimensional reduction relies on several assumptions in addition to the assumption that the network has a negligible degree correlation. In the present study, we analyze the accuracy of the one-dimensional reduction assuming networks without degree correlation. We do so mainly through examining the validity of the individual assumptions underlying the method. Across five dynamical system models, we find that the accuracy of the one-dimensional reduction hinges on the spread of the equilibrium value of the state variable across the nodes in most cases. Specifically, the one-dimensional reduction tends to be accurate when the dispersion of the node’s state is small. We also find that the correlation between the node’s state and the node’s degree, which is common for various dynamical systems on networks, is unrelated to the accuracy of the one-dimensional reduction.
I. INTRODUCTION

A definition of resilience is the property of the system to be able to adjust its activity to retain its functionality when some error or failure occurs [1–4]. Ecology [5, 6], human physiology [7], cell biology [8], food security [9, 10], finance [11, 12], and psychopathology [13, 14] are some of the areas where the resilience of systems has been studied. A loss of resilience may give rise to a catastrophic outcome or breakdown, such as mass extinction in ecological systems [15–17], blackouts in power grids [18, 19], outbreaks of infectious diseases [20, 21], crashes in financial markets [11, 12], and mental disorders [13, 22]. The occurrence of such critical regime shifts bears some universality but depends on the type of dynamics and perturbations applied. Quantitatively anticipation of critical regime shifts in complex dynamical systems has been actively studied [3, 23–26].

Nonlinear dynamical systems on networks provide a useful language with which to investigate resilience in complex systems. In that framework, one assumes that dynamical elements occupy nodes and interact with adjacent nodes. If the state of each node is a one-dimensional dynamical variable, we typically examine the behavior of \( N \) coupled differential equations, where \( N \) is the number of nodes in the network. Alternatively, we may be interested in the case in which each node is a higher-dimensional dynamical system. In either case, one asks whether perturbations applied to the states of some nodes or removal of some edges, for example, cause catastrophic outcomes, i.e., drastic changes in the equilibrium of the entire \( N \)-dimensional dynamical system. For an ecosystem, a drastic change is typically from a stable equilibrium corresponding to the coexistence of various species to a mass extinction of several species [27, 28]. Crucially, the size of the perturbation that a dynamical system on a network can tolerate, which is an operational definition of the network resilience [3], depends on the structure of the network. For example, a change in the network structure induced by the removal of a fraction of nodes and the associated edges may decrease the resilience of the system [29, 31].

Understanding and predicting the resilience of dynamical systems on networks is a challenging task because of its high dimensionality and possible complexity in the network structure. One principled approach to the study of network resilience is to reduce the \( N \)-dimensional dynamical system, assuming that each of the \( N \) nodes has just one dynamical variable, to a tractable low-dimensional dynamical system. Gao et al. presented a theory to reduce any \( N \)-dimensional dynamical system belonging to a certain class to a one-dimensional dynamical system that approximates the dynamics of a linear weighted average of the \( N \) state variables each of which is associated with a node [30]. We refer to this method as the GBB (Gao-Barzel-Barabási) reduction in the following
text. The derived one-dimensional dynamical system is analytically tractable and approximates
the behavior of the original \( N \)-dimensional dynamical system in terms of, for example, the po-
position of the stable equilibria. The GBB reduction is reasonably accurate when the number of
nodes is larger than a critical value \(^{32}\). The reduction can also be accurate when the interaction
matrix (i.e., the matrix whose entries are the edge weight) is a mixture of positive and negative
weights \(^{32}\). In fact, the GBB reduction assumes uncorrelated unipartite networks, whereas many
ecosystems representing mutualistic interaction correspond to bipartite interaction networks. For
bipartite networks, reduction to a two-dimensional dynamical system is a more accurate approach
\(^{33–35}\). The GBB reduction has also been extended to the case in which the functional form of
the individual node’s dynamics and that of the influence of nodes on their adjacent nodes depend
on the node \(^{36}\). In another explicit work Thibeault \textit{et al.} proposed a generalized technique where
the high-dimensional dynamical systems are reduced to a low-dimensional dynamical systems by
constructing a reduction matrix \(^{37}\). This reduction technique is also applicable to the dynamical
systems with diffusive kind of coupling functions as well \(^{37}\).

Despite these and other developments, the conditions under which these reduction methods are
accurate at describing the original high-dimensional dynamics on networks are not sufficiently clear.
By restricting our focus to the GBB reduction, we investigate its applicability in quantitative terms
in the present study. In particular, we decompose the source of approximation error into different
factors and investigate their contributions to the error for five types of dynamical systems. For each
of the five considered dynamical system we analyze the approximations used for this reduction is
shown in the next section. For all the dynamical systems we find out which property of the
dynamical system leads to a accurate reduction.

II. DYNAMICAL SYSTEMS ON NETWORKS AND THEIR ONE-DIMENSIONAL
REDUCTION

We consider dynamical systems on networks considered in Ref. \(^{30}\), which are of the form

\[
\frac{dx_i}{dt} = F(x_i) + \sum_{j=1}^{N} A_{ij} G(x_i, x_j),
\]

where \( x_i \in \mathbb{R} \) represents the dynamical state of the \( i \)th node, \( N \) is the number of nodes, \( F(x_i) \)
represents the intrinsic dynamics of the node, \( G(x_i, x_j) \) represents the influence of the \( j \)th node on
the \( i \)th node, and \( A_{ij} \) is the weight of the directed edge \((j, i)\).

Here we briefly describe the GBB reduction of the \( N \)-dimensional dynamics described by Eq. \(^{1}\)
We first consider an arbitrary scalar quantity $y_i$ associated with the $i$th node. To analyze Eq. (1), we set $y_j(x_i) = G(x_i, x_j)$ and write

$$\sum_{j=1}^{N} A_{ij} G(x_i, x_j) = s_{i}^{\text{in}} \langle y_j(x_i) \rangle_j \text{nn of } i,$$

where $s_{i}^{\text{in}} = \sum_{j=1}^{N} A_{ij}$ is the weighted in-degree (also called the in-strength) of the $i$th node, and $\langle y_j(x_i) \rangle_j \text{nn of } i = \sum_{j=1}^{N} A_{ij} G(x_i, x_j)/s_{i}^{\text{in}}$ is the weighted average of $G(x_i, x_j)$ over the in-neighbors of the $i$th node, where the weight for the averaging is given by $A_{ij}$. We use the heterogeneous mean-field approximation for $\langle y_j(x_i) \rangle_j \text{nn of } i$ as follows. Regardless of node $i$, we assume that its in-neighbor is $j$ with a probability proportional to $j$’s out-degree. Then, the corresponding weighted average of $y_j(x_i)$ for any $i$ is given by

$$\langle y_j(x_i) \rangle_{\text{HM}} = \frac{1}{N} \sum_{j=1}^{N} s_{j}^{\text{out}} y_j(x_i)/s_{j}^{\text{out}},$$

where $s_{j}^{\text{out}} = \sum_{i=1}^{N} A_{ij}$ is the weighted out-degree (also called the out-strength) of node $j$. If the degree correlation of the network given by $A$ is small, then the neighborhood of all the nodes is considered to be statistically identical. In this case, one can write

$$\langle y_j(x_i) \rangle_j \text{nn of } i \approx \langle y_j(x_i) \rangle_{\text{HM}},$$

for all $i$, where $\approx$ represents “approximately equal to”. Now, to formalize the approximation, we define the operator $\mathcal{L}$ by

$$\mathcal{L}(y) = \frac{1}{1^T A 1} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} y_j = \frac{1}{N} \frac{1}{s_{j}^{\text{out}}} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} y_j,$$

where $y = (y_1, \ldots, y_N)^T$, $1 = (1, \ldots, 1)^T$, $^T$ represents the transposition, and $\langle \cdot \rangle$ without a subscript represents the unweighted average over all nodes. Using Eqs. (2), (3), (4), and (5), one can write Eq. (1) as

$$\frac{dx_i}{dt} \approx F(x_i) + s_{i}^{\text{in}} \mathcal{L}(G(x_i, x)),$$

where $x = (x_1, x_2, \ldots, x_N)^T$, $G(x_i, x) = (G(x_i, x_1), \ldots, G(x_i, x_N))^T$, and $\mathcal{L}(G(x_i, x))$ represents the average input from the neighbors per unit edge weight under the heterogeneous mean-field approximation. Under the approximation $\mathcal{L}(G(x_i, x)) \approx G(x_i, \mathcal{L}(x))$, we can write Eq. (6) in vector form as

$$\frac{dx}{dt} = F(x) + s^{\text{in}} \circ G(x, \mathcal{L}(x)),$$
where $G(x, \mathcal{L}(x)) = (G(x_1, \mathcal{L}(x)), \ldots, G(x_N, \mathcal{L}(x)))^\top$, $s^{\text{in}} = (s_1^{\text{in}}, \ldots, s_N^{\text{in}})^\top$, and $\circ$ is the Hadamard product. Because $\mathcal{L}$ is a linear operator, we obtain

$$
\frac{d \mathcal{L}(x)}{dt} = \mathcal{L}(F(x) + s^{\text{in}} \circ G(x, \mathcal{L}(x)))
= \mathcal{L}(F(x)) + \mathcal{L}(s^{\text{in}} \circ G(x, \mathcal{L}(x)))
\approx F(\mathcal{L}(x)) + \mathcal{L}(s^{\text{in}})G(\mathcal{L}(x), \mathcal{L}(x)).
$$

(8)

To derive the last line in Eq. (8), we have assumed $\mathcal{L}(F(x)) \approx F(\mathcal{L}(x))$ and $\mathcal{L}(s^{\text{in}} \circ G(x, \mathcal{L}(x))) \approx \mathcal{L}(s^{\text{in}})G(\mathcal{L}(x), \mathcal{L}(x))$. Gao et al. defined the effective state of the dynamical system by

$$
x_{\text{eff}} = \frac{\langle s^{\text{out}}_i \rangle}{\langle s^{\text{out}} \rangle},
$$

(9)

which is the normalized weighted average of $x_i$ over all the nodes with weight $s^{\text{out}}_i$, and a control parameter

$$
\beta_{\text{eff}} = \frac{\langle s^{\text{in}} s^{\text{out}} \rangle}{\langle s^{\text{out}} \rangle}.
$$

(10)

By substituting $\mathcal{L}(x) = x_{\text{eff}}$ and $\mathcal{L}(s^{\text{in}}) = \beta_{\text{eff}}$ into Eq. (8), we obtain a one-dimensional reduction of the original $N$-dimensional dynamical system:

$$
\frac{dx}{dt} = F(x) + \beta G(x, x),
$$

(11)

which is approximately satisfied by $(x, \beta) = (x_{\text{eff}}, \beta_{\text{eff}})$. If the approximation is accurate, the equilibria and their stability of the one-dimensional dynamical system given by Eq. (11) can predict the resilience of the $N$-dimensional dynamical system given by Eq. (1). We can find the stable equilibria of the one-dimensional dynamical system given by Eq. (11), which we denote by $x^*(\beta)$, by setting its right-hand side to zero and excluding the unstable equilibria. The obtained $x^*(\beta)$ is expected to approximate the effective state of the original $N$-dimensional dynamical system in a stable equilibrium, which we denote by $x^*_{\text{eff}}$.

For Eq. (11) to accurately approximate the dynamics of $x_{\text{eff}}$, the following approximations must hold accurately:

Approximation (I) : $\mathcal{L}(F(x)) \approx F(\mathcal{L}(x))$,  

(12)

Approximation (II) : $\mathcal{L}(G(x_i, x)) \approx G(x_i, \mathcal{L}(x))$,  

(13)

Approximation (III) : $\mathcal{L}(s^{\text{in}} \circ G(x, \mathcal{L}(x)))$

$$
\approx \mathcal{L}(s^{\text{in}})G(\mathcal{L}(x), \mathcal{L}(x)),
$$

(14)
and that (IV) the interaction network has negligible degree correlation. For understanding when the GBB reduction is accurate, we check the accuracy of approximations (I), (II), and (III) for different dynamical systems in Sec. III assuming networks that satisfy condition (IV). The validity of approximations (I), (II), and (III) may depend on the dynamical system as well as the network structure. For example, Eq. (14) does not hold true for diffusive coupling for the following reason. In the case of diffusive coupling, the right-hand side of Eq. (14) is always equal to zero because \( G(\mathcal{L}(x), \mathcal{L}(x)) = 0 \), whereas the left-hand side is not necessarily equal to zero because \( \mathcal{L}(x) \neq x \) at least for some \( x_i \) in general.

III. ACCURACY OF THE GBB REDUCTION

In this section we consider five types of dynamical systems and test the accuracy of the GBB reduction and that of each of the three approximations used for deriving the one-dimensional reduction, i.e., (I), (II), and (III). We use these dynamical systems because these dynamical systems were used in the previous studies related to the dimension reduction approach. Although this reduction approach is not applicable to the dynamical systems having a diffusive kind of coupling function. The reason behind this is the right hand side of the equation [14] become zero for the diffusive coupling function, the left hand side is not necessarily zero. To understand the resilience of the dynamical systems, we follow Ref. [30] to sequentially remove nodes in a uniformly random order. After the removal of each node, we also discard the nodes that do not belong to the largest connected component and then compute \( \beta_{\text{eff}} \) using Eq. (10) for the largest connected component. We calculate the relative error given by

\[
\text{Relative error} = \left| \frac{x^* (\beta_{\text{eff}}) - x_{\text{eff}}^*}{x^* (\beta_{\text{eff}})} \right|.
\]  

We obtain \( x_{\text{eff}}^* \) from the stable equilibrium of the original \( N \)-dimensional system. We calculate \( x_{\text{eff}}^* \) by running Eq. (11) using the fourth-order Runge-Kutta method (with MATLAB function ode45) until it converges and substituting the final values of \( x_i \) (with \( i = 1, \ldots, N \)), which we denote by \( x_i^* \), into Eq. (9). When there are multiple stable equilibria of Eq. (11), we calculate the relative error with respect to the stable equilibrium \( x^* (\beta_{\text{eff}}) \) that is the closest to \( x_{\text{eff}}^* \).

To investigate the accuracy of approximations (I), (II), and (III), we calculate the ratio of the
right-hand side to the left-hand side of Eqs. (12), (13), and (14), which we refer to as

\[ R^{(1)} = \frac{\mathcal{L} \left( s^\text{in} \right) G \left( \mathcal{L}(x), \mathcal{L}(x) \right)}{\mathcal{L} \left( s^\text{in} \circ G \left( x, \mathcal{L}(x) \right) \right)}, \]

\[ R^{(2)} = \frac{G \left( x_i, \mathcal{L}(x) \right)}{\mathcal{L} \left( G \left( x_i, x \right) \right)}, \]

and

\[ R^{(3)} = \frac{F \left( \mathcal{L}(x) \right)}{\mathcal{L} \left( F(x) \right)}, \]

respectively. The GBB reduction is exact for uncorrelated networks when all of \( R^{(1)}, R^{(2)}, \) and \( R^{(3)} \) are equal to 1. Therefore, even for the uncorrelated networks, the accuracy of the GBB reduction is not guaranteed and the accuracy depends on the considered dynamical systems’ intrinsic dynamics and the coupling function.

For numerical verification, we use two undirected and unweighted networks with \( N = 500 \) nodes, i.e., a regular random graph with node’s degree 8 and a scale-free network of approximately the same average degree (i.e., \( \langle k \rangle = 7.96 \)). We construct the scale-free network using the Barabási-Albert model [38] with the number of edges per new node \( m = 4 \) and the initial condition of the complete graph of four nodes. The model produces the degree distribution \( P(k) \propto k^{-3} \) for large \( k \).

We use these networks because they do not have degree correlation and therefore a high accuracy of approximation (IV) is expected. If we use correlated networks, such as empirical networks, model networks with community structure or clustering, then we would not be able to dissociate the reason for the approximation error. This is because the error, if nonnegligible, may be due to the correlation in the network structure or the due to the assumptions underlying the GBB reduction that are not guaranteed to be accurate even for uncorrelated networks.

### A. Double-well system

We first consider a coupled double-well potential system given by

\[ \frac{dx_i}{dt} = - \left( x_i - r_1 \right) \left( x_i - r_2 \right) \left( x_i - r_3 \right) + D \sum_{j=1}^{N} A_{ij} x_j, \]

where \( x_i \) is the state of the \( i \)th node, and \( D \) is the coupling strength [39–41]. The model for a single node is called the Schlögl model [42, 43]. We assume \( r_1 < r_2 < r_3 \) without loss of generality. In the absence of the coupling term, this dynamical system has two stable equilibria, \( x = r_1 \) and \( x = r_3 \). The GBB reduction is given by

\[ \frac{dx}{dt} = - \left( x - r_1 \right) \left( x - r_2 \right) \left( x - r_3 \right) + D \beta x. \]
FIG. 1. **GBB reduction for the double-well system.** (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The squares and circles represent the numerically obtained equilibria when the initial condition is $x_i = 0.01$ for all $i$ and $x_i = 10$ for all $i$, respectively. At each $\beta_{\text{eff}}$ value, we started the simulation of the original dynamical system from each of these two initial conditions and obtained the equilibria. The solid lines in (a) and (b) represent the stable equilibria of the GBB reduction given by Eq. (20).

We show the relationship between $x_{\text{eff}}^*$ and $\beta_{\text{eff}}$ for the regular random graph and scale-free network in Figs. 1(a) and 1(b), respectively, both for the original dynamical system (squares and circles; Eq. (19)) and its one-dimensional reduction (solid lines; $x_{\text{eff}}^*(\beta_{\text{eff}})$ obtained from Eq. (20)). We set $r_1 = 1$, $r_2 = 2$, $r_3 = 5$, and $D = 0.1$ in this and the following numerical simulations in this section. The relative error corresponding to Figs. 1(a) and 1(b) is shown in Figs. 1(c) and 1(d), respectively. The relative error is small except near the bifurcation point. The GBB reduction is inaccurate at estimating the location of the bifurcation point in terms of $\beta_{\text{eff}}$. 
FIG. 2. Exploring reasons for the accuracy of the GBB reduction for the double-well system. (a) CV of \( \{x_1^*, \ldots, x_N^*\} \) as a function of \( \beta_{\text{eff}} \) for the regular random graph. (b) CV of \( \{x_1^*, \ldots, x_N^*\} \) as a function of \( \beta_{\text{eff}} \) for the scale-free network. (c) Relative error as a function of the CV for both networks. The squares and circles correspond to the lower and higher initial conditions, respectively, for the regular random graph. The triangles and inverted triangles correspond to the lower and higher initial conditions, respectively, for the scale-free network. (d) Pearson correlation coefficient, denoted by \( r \), between \( x_i^* \) and \( k_i \) for the scale-free network. The inset shows the relationship between the relative error and \( r \). In (a), (b), and (d), the squares and circles represent the lower and higher initial conditions, respectively.

For this dynamical system, we obtain 
\[
F(x_i) = -(x_i - r_1)(x_i - r_2)(x_i - r_3) \quad \text{and} \quad G(x_i, x_j) = x_j.
\]
Because \( G(x_i, x_j) \) is linear in terms of \( x_j \), we obtain \( R^{(2)} = R^{(3)} = 1 \). In other words, Eqs. (13) and (14) hold true with equality. Therefore, we only focus on examining the accuracy of the approximation given by Eq. (12).

We obtain
\[ R^{(1)} = \frac{F(L(x))}{L(F(x))} = \left( \frac{(s_{\text{out}} - r_1)}{s_{\text{out}} - r_2} \right) \frac{(s_{\text{out}} - r_2)}{s_{\text{out}} - r_3} \frac{(s_{\text{out}} - r_3)}{(s_{\text{out}} - r_1)(s_{\text{out}} - r_2)(s_{\text{out}} - r_3)} \]

\[ = \frac{\langle s_{\text{out}} \rangle^3 - (r_1 + r_2 + r_3) \langle s_{\text{out}} \rangle^2 \langle s_{\text{out}} \rangle (\langle s_{\text{out}} \rangle^2 - r_1 r_2 r_3 \langle s_{\text{out}} \rangle^3)}{\langle s_{\text{out}} \rangle^2 \langle s_{\text{out}} \rangle^3 - (r_1 + r_2 + r_3) \langle s_{\text{out}} \rangle^2 (\langle s_{\text{out}} \rangle^2 + (r_1 r_2 + r_2 r_3 + r_3 r_1) \langle s_{\text{out}} \rangle^2 - r_1 r_2 r_3 \langle s_{\text{out}} \rangle^3} \]

(21)

The last two terms in the numerator and denominator of Eq. (21) are the same. Therefore the inaccuracy of the GBB reduction results from the discrepancy between the first two terms of the numerator and those of the denominator. The approximation is exact for uncorrelated networks (i.e., \( R^{(1)} = 1 \)) when all \( x_i \)'s are the same such that \( \langle x^2 \rangle / \langle x \rangle^2 = \langle x^3 \rangle / \langle x \rangle^3 = 1 \) or when \( s_{\text{out}} \) is independent of \( x \).

To numerically examine these quantities, we plot the coefficient of variation (CV), which is the standard deviation divided by the average of \( x_i^* \) (with \( i = 1, \ldots, N \)), given by

\[ \text{CV} = \sqrt{\frac{1}{N} \left( \sum_{i=1}^{N} (x_i^* - \langle x^* \rangle)^2 \right) / \langle x^* \rangle} \]

(22)

for the regular random graph and scale-free network in Figs. 2(a) and 2(b), respectively. We find that the CV is small when the relative error (see Figs. 1(c) and 1(d)) is small, which is consistent with the fact that there is no approximation error when all the \( x_i^* \) values are the same (which is equivalent to \( \text{CV} = 0 \)). We plot the relative error as a function of the CV in Fig. 2(c). Figure 2(c) shows that the relation between the CV and the relative error is largely similar between the two networks and that the magnitude of the error increases as the CV increases. These results are consistent with the observation that, given the \( \beta_{\text{eff}} \) value, the CV (see Figs. 2(a) and 2(b)) and the relative error (see Figs. 1(c) and 1(d)) are generally smaller for the regular random graph than the scale-free network.

Because the independence of \( x_i^* \) and \( k_i (\equiv s_{\text{in}}^i = s_{\text{out}}^i) \), where \( k_i \) is the degree of the \( i \)th node, is another sufficient condition for \( R^{(1)} = 1 \), we also examine the Pearson correlation coefficient between \( x_i^* \) and \( k_i \), denoted by \( r \), for the scale-free network. For the regular random graph, we do not calculate \( r \) because all the nodes have the same \( k_i \) value in the original network and the dispersion of \( k_i \) remains small after removals of uniformly randomly selected nodes. The \( r \) values shown in Fig. 2(d) indicate that the correlation is almost equal to 1 for any \( \beta_{\text{eff}} \) in the case of the higher equilibrium. For the lower equilibrium, the dependence of \( r \) on \( \beta_{\text{eff}} \) is not consistent with the
dependence of the relative error on $\beta_{\text{eff}}$ (the squares in Fig. 1d; also see the inset). Furthermore, the relative error is negligible for the lower equilibrium anyway.

Therefore, we conclude that the CV of $\{x^*_1, \ldots, x^*_N\}$, not the correlation between $x^*_i$ and $k_i$, is a major determinant of the accuracy of the GBB reduction for the double-well system.

B. SIS model

Next, we consider the deterministic approximation to the stochastic susceptible-infectious-susceptible (SIS) dynamics, which is also called the individual-based approximation [44]. It is given by

$$\frac{dx_i}{dt} = \lambda \sum_{j=1}^{N} A_{ij} (1 - x_i) x_j - \mu x_i, \quad (23)$$

where $x_i$ represents the probability that the $i$th node is infectious at time $t$, $\lambda$ is the infection rate, and $\mu$ is the recovery rate. The first term on the right-hand side of Eq. (23) represents the rate at which the $i$th node is infected by one of its neighbors. The second term represents the recovery. The GBB reduction for Eq. (23) is given by

$$\frac{dx}{dt} = \lambda \beta_{\text{eff}} (1 - x) - \mu x. \quad (24)$$

In Figs. 3(a) and 3(b), we show the relation between $x^*_{\text{eff}}$ and $\beta_{\text{eff}}$ for the regular random graph and scale-free network, respectively, each for the original dynamical system given by Eq. (23) and the GBB reduction given by Eq. (24) (i.e., $x^*(\beta_{\text{eff}})$). We set $\lambda = 0.5$ and $\mu = 1$. We find that the GBB reduction accurately estimates the location of the epidemic threshold in terms of $\beta_{\text{eff}}$ for both networks. We show the relative error of the GBB reduction for the regular random graph and scale-free network in Figs. 3(c) and 3(d), respectively. These figures indicate that the error is larger for the scale-free network than the regular random graph.

For the SIS model, we have $F(x_i) = -\mu x_i$ and $G(x_i, x_j) = \lambda (1 - x_i) x_j$. Therefore, Eq. (12) holds with equality (i.e., $R^{(1)} = 1$) for any $\mathbf{x}$ because $F(x_i)$ is linear in $x_i$. Equation (13) also holds with equality (i.e., $R^{(2)} = 1$) because

$$\mathcal{L}(G(x_i, \mathbf{x})) = \lambda \mathcal{L}((1 - x_i) \mathbf{x})$$

$$= \lambda (1 - x_i) \langle s_{\text{out}} x \rangle$$

$$= G(x_i, \mathcal{L}(\mathbf{x})). \quad (25)$$
FIG. 3. GBB reduction for the SIS model. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The circles represent the numerically obtained equilibria with the initial condition $x_i = 10$ for all $i$. The solid curves in (a) and (b) represent the stable equilibria of the GBB reduction. We set $\lambda = 0.5$ and $\mu = 1$.

For the third approximation (see Eq. (14)), we obtain

$$R^{(3)} = \frac{\mathcal{L} \left( s^{\text{in}} \right) G \left( s^{\text{in}} \left( x \right), \mathcal{L} \left( x \right) \right)}{\mathcal{L} \left( s^{\text{in}} \circ G \left( x, \mathcal{L} \left( x \right) \right) \right)}$$

$$= \frac{\left\langle s^{\text{in}} \left( s^{\text{out}} \left( x \right) \right) \right\rangle \lambda \left( 1 - \frac{\left\langle s^{\text{out}} \left( x \right) \right\rangle}{\left\langle s^{\text{out}} \right\rangle} \right)}{\lambda \left( \left\langle s^{\text{in}} \circ G \right( s^{\text{out}} \left( x \right) \right) \right\rangle \left\langle s^{\text{out}} \right\rangle}$$

$$= \frac{\left\langle s^{\text{in}} \left( s^{\text{out}} \left( x \right) \right) \right\rangle \left( 1 - \frac{\left\langle s^{\text{out}} \left( x \right) \right\rangle}{\left\langle s^{\text{out}} \right\rangle} \right)}{\left\langle s^{\text{in}} \circ G \right( s^{\text{out}} \left( x \right) \right) \left\langle s^{\text{out}} \right\rangle}$$

$$= \frac{\left\langle s^{\text{in}} \left( s^{\text{out}} \left( x \right) \right) \right\rangle \left( 1 - \frac{\left\langle s^{\text{out}} \left( x \right) \right\rangle}{\left\langle s^{\text{out}} \right\rangle} \right)}{\left\langle s^{\text{in}} \circ G \right( s^{\text{out}} \left( x \right) \right) \left\langle s^{\text{out}} \right\rangle}$$

$$= \frac{1 - \left( \frac{\left\langle s^{\text{out}} \left( x \right) \right\rangle}{\left\langle s^{\text{out}} \right\rangle} \right)}{1 - \left( \frac{\left\langle s^{\text{in}} \circ G \right( s^{\text{out}} \left( x \right) \right) \left\langle s^{\text{out}} \right\rangle}{\left\langle s^{\text{in}} \circ G \right( s^{\text{out}} \left( x \right) \right) \left\langle s^{\text{out}} \right\rangle} \right)} \quad (26)$$
FIG. 4. Exploring reasons for the accuracy of the GBB reduction for the SIS model. (a) CV of \( \{x_1^*, \ldots, x_N^*\} \) for the regular random graph. (b) CV of \( \{x_1^*, \ldots, x_N^*\} \) for the scale-free network. (c) Relative error as a function of the CV for the two networks and two values of \( \lambda \), i.e., \( \lambda = 0.5 \) and \( \lambda = 2 \). (d) Pearson correlation coefficient between the state variable and the out-degree, \( r \), as a function of \( \beta_{\text{eff}} \) for the scale-free network. The inset shows the relationship between the relative error and \( r \). We set \( \mu = 1 \). In (a), (b), and (d), we set \( \lambda = 0.5 \).

Therefore, the GBB reduction is accurate if

\[
\frac{\langle s_{\text{out}}^x \rangle}{\langle s_{\text{out}} \rangle} \approx \frac{\langle s_{\text{in}}^x s_{\text{out}} \rangle}{\langle s_{\text{in}} s_{\text{out}} \rangle}.
\]

Equation (27) holds with equality when \( x_i \) is independent of \( i \) or \( x_i \) is independent of \( s_{\text{out}}^i \) and \( s_{\text{in}}^i s_{\text{out}}^i \). In the case of the regular random graph, \( s_{\text{in}}^i \) and \( s_{\text{out}}^i \) are the same for all the nodes such that the second condition is satisfied. To examine the first possibility, we plot the CV of \( \{x_1^*, \ldots, x_N^*\} \) as a function of \( \beta_{\text{eff}} \) in Figs. 4(a) and 4(b) for the regular random graph and scale-free network, respectively. For both networks, the CV largely decreases as \( \beta_{\text{eff}} \) increases. In Fig. 4(c), we show
the relationships between the relative error and the CV for the two networks and two values of \( \lambda \) (i.e., \( \lambda = 0.5 \) and \( \lambda = 2 \)). The figure indicates that, for both values of \( \lambda \), the relative error increases as the CV increases except at large CV values. These results are consistent with the fact that the approximation error is zero when the \( x_i \) value is independent of \( i \). Furthermore, Fig. 4(c) indicates that the relation between the relative error and the CV is quantitatively close, albeit not the same, between the two networks given the \( \lambda \) value.

We show in Fig. 4(d) the Pearson correlation coefficient, \( r \), between \( x^*_i \) and \( k_i \) as a function of \( \beta_{\text{eff}} \) for the scale-free network. The correlation coefficient \( r \) is large (i.e., > 0.75) across the range of \( \beta_{\text{eff}} \) including the values of \( \beta_{\text{eff}} \) for which the relative error is small (see Fig. 3(d)). Furthermore, the relative error and \( r \) are apparently unrelated (see the inset of Fig. 4(d)). Therefore, we conclude that \( r \) is not a determinant of the accuracy of GBB reduction and that the CV of \( \{x^*_1, \ldots, x^*_N\} \) heavily impacts the accuracy of the GBB reduction. These conclusions are similar to those for the double-well system.

C. Gene regulatory system

In this section, we consider a model of a gene regulatory system governed by the Michaelis-Menten equation \[30\], which is given by

\[
\frac{dx_i}{dt} = -Bx_i^f + \sum_{j=1}^{N} A_{ij} \frac{x_j^h}{1 + x_j^h},
\] (28)

where \( x_i \) represents the expression level of gene \( i \). The first term on the right-hand side of Eq. (28) represents the degradation. The second term represents the activation of gene \( i \) by gene \( j \). We use the same parameter values as those in Ref. \[30\], i.e., \( B = 1 \), \( f = 1 \), and \( h = 2 \). The GBB reduction corresponding to Eq. (28) is given by

\[
\frac{dx}{dt} = -Bx^f + \beta \frac{x^h}{1 + x^h}.
\] (29)

We show the bifurcation diagrams for the original dynamical system (i.e., Eq. (28)) and its GBB reduction (i.e., Eq. (29)) in Figs. 5(a) and 5(b) for the regular random graph and scale-free network, respectively. We plot the relative error of the GBB reduction at the nontrivial equilibria in Figs. 5(c) and 5(d) for the regular random graph and scale-free network, respectively. For both networks, the relative error is small except near the bifurcation point.

Equation (28) yields

\[ F(x_i) = Bx_i \] (30)
FIG. 5. **GBB reduction for the gene regulatory system.** (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error at the nontrivial equilibria for the regular random graph. (d) Relative error at the nontrivial equilibria for the scale-free network. The circles and squares represent the numerically obtained equilibria with the initial conditions $x_i = 10$ and $x_i = 0.01$, respectively, for all $i$.

and

$$G(x_i, x_j) = \frac{x_j^2}{1 + x_j^2}. \quad (31)$$

The approximation in Eq. (12) is exact for this dynamical system (i.e., $R^{(1)} = 1$) because $F(x_i)$ is linear in $x_i$. We then obtain

$$R^{(2)} = \frac{G(x_i, L(x))}{L(G(x_i, x))}$$

$$= \frac{\langle s_{\text{out}}^2 \rangle \langle s_{\text{out}} \rangle}{\left(\langle s_{\text{out}} \rangle^2 + \langle s_{\text{out}}^2 \rangle^2 \right) \langle s_{\text{out}}^2 \rangle \langle 1 + x^2 \rangle}. \quad (32)$$
FIG. 6. Accuracy of the GBB reduction for the gene regulatory system. (a) CV of \( \{x_1^*, \ldots, x_N^*\} \) and of \( \{(x_1^*)^2/(1+(x_1^*)^2), \ldots, (x_N^*)^2/(1+(x_N^*)^2)\} \) as a function of \( \beta_{\text{eff}} \) for the regular random graph. (b) CV of \( \{x_1^*, \ldots, x_N^*\} \) and of \( \{(x_1^*)^2/(1+(x_1^*)^2), \ldots, (x_N^*)^2/(1+(x_N^*)^2)\} \) as a function of \( \beta_{\text{eff}} \) for the scale-free network. The circles and squares correspond to the CV of \( \{x_1^*, \ldots, x_N^*\} \) and that of \( \{(x_1^*)^2/(1+(x_1^*)^2), \ldots, (x_N^*)^2/(1+(x_N^*)^2)\} \), respectively. (c) Relative error as a function of the CV for the two networks. The circles and triangles correspond to the CV of \( \{x_1^*, \ldots, x_N^*\} \) for the regular random graph and scale-free network, respectively. The squares and inverted triangles correspond to the CV of \( \{(x_1^*)^2/(1+(x_1^*)^2), \ldots, (x_N^*)^2/(1+(x_N^*)^2)\} \) for the regular random graph and scale-free network, respectively. (d) Pearson correlation coefficient between \( x_i^* \) and \( k_i \), i.e., \( r \), as a function of \( \beta_{\text{eff}} \) for the scale-free network. The inset shows the relationship between the relative error and \( r \).
Finally, the approximation given by Eq. (14) is exact (i.e., \( R^{(3)} = 1 \)) because

\[
\mathcal{L} \left( s^{\text{in}} \circ G(x, \mathcal{L}(x)) \right) = \mathcal{L} \left( s^{\text{in}} \circ \frac{\mathcal{L}(x)^2}{1 + \mathcal{L}(x)^2} \right) = \frac{\mathcal{L}(x)^2}{1 + \mathcal{L}(x)^2} \mathcal{L}(s^{\text{in}} \circ 1) = \mathcal{L}(s^{\text{in}}) G(\mathcal{L}(x), \mathcal{L}(x)).
\]  

(33)

Therefore, the inaccuracy of the GBB reduction in the case of uncorrelated networks only originates from the deviation of \( R^{(2)} \) from 1. Equation (32) implies that the approximation holds without error when \( x_i \) is independent of \( i \) or \( s_i^{\text{out}} \) is independent of \( x_i \) and \( x_i^2/(1 + x_i^2) \).

We plot the CV of \( \{x_1^*, \ldots, x_N^*\} \) as a function of \( \beta_{\text{eff}} \) by the circles in Figs. (a) and (b) for the regular random graph and scale-free network, respectively. The CV of \( \{x_1^*, \ldots, x_N^*\} \) decreases with the increase in \( \beta_{\text{eff}} \) for both networks. We plot the relative error against the CV for the regular random graph and scale-free network by the circles and triangles in Fig. (c), respectively. The figure shows that, although the relative error largely increases as the CV increases for both networks, the two networks show considerably different relationships between the relative error and the CV. Therefore, we consider that the CV of \( \{x_1^*, \ldots, x_N^*\} \) does not explain the magnitude of the relative error sufficiently well. Equation (28) with \( h = 2 \) suggests that the interaction term saturates according to \( x_j^2/(1 + x_j^2) \) as \( x_j \) increases. The squares in Figs. (a) and (b) represent the CV of \( \{(x_1^*)^2/(1 + (x_1^*)^2), \ldots, (x_N^*)^2/(1 + (x_N^*)^2)\} \) as a function of \( \beta_{\text{eff}} \) for the regular random graph and scale-free network, respectively. We find that the CV decreases as \( \beta_{\text{eff}} \) increases in both networks except at small \( \beta_{\text{eff}} \) values. We show the relative error as a function of the CV of \( \{(x_1^*)^2/(1 + (x_1^*)^2), \ldots, (x_N^*)^2/(1 + (x_N^*)^2)\} \) for the regular random graph and scale-free network by the squares and inverted triangles, respectively, in Fig. (c). We find that the dependence of the relative error on the CV is now much more similar between the two networks than in the case of the dependence of the relative error on the CV of \( \{x_1^*, \ldots, x_N^*\} \). The Pearson correlation coefficient between \( x_i \) and \( k_i \) for the scale-free network, denoted by \( r \), is shown in Fig. (d). The figure shows that \( r \) is large regardless of the \( \beta_{\text{eff}} \) value and that the relative error decreases as \( r \) increases. The latter result is difficult to reconcile because, as we stated above, the independence between \( s_i^{\text{out}} \) and \( x_i \) (i.e., \( r = 0 \)) is part of a sufficient condition for the GBB reduction to be exact, which would yield the zero relative error; the inset of Fig. (d) shows an opposite tendency. Therefore, we conclude that \( r \) does not explain the accuracy of the GBB reduction. In sum, in the case of this gene regulatory system, the CV of \( \{(x_1^*)^2/(1 + (x_1^*)^2), \ldots, (x_N^*)^2/(1 + (x_N^*)^2)\} \), rather than that of \( \{x_1^*, \ldots, x_N^*\} \) or the correlation between \( x_i^* \) and \( k_i \), explains the accuracy of the GBB reduction.
D. Generalized Lotka-Volterra model

The generalized Lotka-Volterra (GLV) dynamics is given by

\[ \frac{dx_i}{dt} = \alpha x_i + \sum_{j=1}^{N} A_{ij} x_i x_j, \quad (34) \]

where \( x_i \) represents the abundance of the \( i \)th species, \( \alpha \) is the intrinsic growth rate of the species, and \( N \) is the number of species in the population \[32\]. The nontrivial equilibrium of this dynamical system is given by

\[ x^* = -A^{-1} \alpha, \]

where \( A \) is the adjacency matrix of the network.

Therefore, we set \( A_{ii} = -c \), where \( c \) is a constant that makes matrix \( A \) negative definite \[17\]. For simplicity, we set \( c = \lambda_{\text{max}} + 1 \), where \( \lambda_{\text{max}} \) is the largest eigenvalue of the adjacency matrix of the network.

We rewrite Eq. (34) as

\[ \frac{dx_i}{dt} = \alpha x_i - cx_i^2 + \sum_{j=1; j \neq i}^{N} A_{ij} x_i x_j, \quad (35) \]

The GBB reduction for Eq. (35) is given by

\[ \frac{dx}{dt} = \alpha x + (\beta - c)x^2. \quad (36) \]

In Figs. 7(a) and 7(b), we plot the bifurcation diagrams for the regular random graph and scale-free network, respectively, for the dynamical system given by Eq. (35) and its GBB reduction given by Eq. (36). The relative error of the GBB reduction corresponding to Figs. 7(a) and 7(b) is plotted in Figs. 7(c) and 7(d), respectively. We find that the GBB reduction is fairly accurate across the examined range of \( \beta_{\text{eff}} \) for the regular random graph and that it is accurate when \( \beta_{\text{eff}} \) is sufficiently small in the case of the scale-free network.

For this dynamical system, we obtain \( F(x_i) = \alpha x_i - cx_i^2 \) and \( G(x_i, x_j) = x_i x_j \). We obtain

\[ R^{(1)} = \frac{F(L(x))}{L(F(x))} \]

\[ = \frac{(s_{\text{out}}^x)(\alpha - c(s_{\text{out}}^x))}{(s_{\text{out}}^x(\alpha - cx))} \]

\[ = \frac{\alpha s_{\text{out}}^x s_{\text{out}} - c(s_{\text{out}}^x)^2}{\alpha s_{\text{out}}^x s_{\text{out}} - c(s_{\text{out}}^x)^2 s_{\text{out}}}. \quad (37) \]

Equation (13) holds with equality (i.e., \( R^{(2)} = 1 \)) because

\[ L(G(x_i, x)) = L(x_i x) \]

\[ = x_i L(x) \]

\[ = G(x_i, L(x)). \quad (38) \]
FIG. 7. **GBB reduction for the generalized Lotka-Volterra model.** (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The circles represent the numerically obtained equilibria for the initial condition $x_i = 10$ for all $i$. The solid curves in (a) and (b) represent the stable equilibria of the GBB reduction.

For the third approximation (see Eq. (14)), we obtain

$$R^{(3)} = \frac{\mathcal{L}(\mathbf{s}^\text{in}) G(\mathcal{L}(\mathbf{x}), \mathcal{L}(\mathbf{x}))}{\mathcal{L}(\mathbf{s}^\text{in} \circ G(\mathbf{x}, \mathcal{L}(\mathbf{x})))}$$

$$= \frac{\langle \mathbf{s}^\text{in} \circ G(\mathbf{x}, \mathcal{L}(\mathbf{x})) \rangle^2}{\langle \mathbf{s}^\text{out} \rangle^2}$$

$$= \frac{\langle \mathbf{s}^\text{out} \rangle}{\langle \mathbf{s}^\text{in} \circ G(\mathbf{x}, \mathcal{L}(\mathbf{x})) \rangle}.$$  \hspace{1cm} (39)

Equations (37) and (39) imply that the GBB reduction is exact for the uncorrelated networks if $x_i$ is the same for all $i$. In Figs. 8(a) and 8(b), we plot the CV of $\{x^*_1, \ldots, x^*_N\}$ as a function of $\beta_{\text{eff}}$.
FIG. 8. Exploring reasons for the accuracy of the GBB reduction for the generalized Lotka-Volterra model. (a) CV of \(\{x_1^*, \ldots, x_N^*\}\) for the regular random graph. (b) CV of \(\{x_1^*, \ldots, x_N^*\}\) for the scale-free network. (c) Relative error as a function of the CV for the two networks. (d) Pearson correlation coefficient between \(x_i^*\) and \(k_i\), i.e., \(r\), as a function of \(\beta_{\text{eff}}\) for the scale-free network. The inset shows the relationship between the relative error and \(r\).

for the regular random graph and scale-free network, respectively. The CV is not monotonic in the case of the regular random graph. In contrast, the CV increases with the increase in \(\beta_{\text{eff}}\) for the scale-free network. We plot the relative error as a function of CV for the two networks in Fig. 8(c). We find that the relationship between the relative error and CV is approximately monotone and quantitatively similar between the two networks. The pattern of the correlation between \(x_i\) and \(k_i\) for the scale-free network shown in Fig. 8(d) is similar to that shown in Fig. 6(d) in that the correlation is large regardless of \(\beta_{\text{eff}}\) and that the relative error decreases as the correlation increases. Therefore, the correlation between \(x_i\) and \(k_i\) does not explain the accuracy of the GBB
reduction. We conclude that, as in the case of the double-well system and the SIS model, the CV of \( \{x_1^*, \ldots, x_N^*\} \) mainly determines the accuracy of the GBB reduction.

E. Mutualistic dynamics

Finally, we consider the mutualistic interaction dynamics among different species in ecological networks given by

\[
\frac{dx_i}{dt} = B_i + x_i \left( 1 - \frac{x_i}{K_i} \right) \left( \frac{x_i}{C_i} - 1 \right) + \sum_{j=1}^{N} A_{ij} \frac{x_i x_j}{D_i + E_i x_i + H_j x_j},
\]

(40)

where \( x_i \) represents the abundance of the species \( i \), and \( B_i, C_i, D_i, E_i, H_i, \) and \( K_i \) with \( i = 1, \ldots, N \) are constants [30]. The first term on the right-hand side of Eq. (40), i.e., \( B_i \), represents the migration rate of the species \( i \) from outside the ecosystem. The second term stands for the logistic growth with the carrying capacity \( K_i \), and \( C_i \) represents the Allee constant. The third term represents the mutualistic interaction term, i.e., the contribution of \( x_j \) to \( x_i \). This term remains bounded because the logistic growth (i.e., the second term) does not allow \( x_i \) to excessively grow beyond \( K_i \).

Note that the present model is a nonlinear-interaction variant of the double-well system considered in Sec. III A. We follow Ref. [30] to set \( B_i = B = 0.1, C_i = C = 1, K_i = K = 5, D_i = D = 5, E_i = E = 0.9, \) and \( H_i = H = 0.1 \) for all \( i \). The GBB reduction is given by

\[
\frac{dx}{dt} = B + x \left( 1 - \frac{x}{K} \right) \left( \frac{x}{C} - 1 \right) + \frac{\beta x^2}{D + Ex + Hx}.
\]

(41)

The bifurcation diagrams for the regular random graph and the scale-free network are shown in Figs. 9(a) and 9(b), respectively, for both the original dynamical system given by Eq. (40) and its GBB reduction given by Eq. (41). The GBB reduction is inaccurate at estimating the bifurcation point for both networks, in particular for the scale-free network (see Fig. 9(b)). The relative error of the GBB reduction corresponding to Figs. 9(a) and 9(b) is shown in Figs. 9(c) and 9(d), respectively. We find that the relative error is small except near the bifurcation point for both networks.

Equation (40) implies

\[
F(x_i) = B_i + x_i \left( 1 - \frac{x_i}{K_i} \right) \left( \frac{x_i}{C_i} - 1 \right)
\]

(42)
FIG. 9. GBB reduction for the mutualistic system. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram of the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The squares and circles correspond to the numerically obtained equilibria when the initial condition is $x_i = 0.01$ and $x_i = 10$, respectively, with $i = 1, \ldots, N$. The solid lines in (a) and (b) represent the stable equilibria of the GBB reduction given by Eq. (40).

and

$$G(x_i, x_j) = \frac{x_i x_j}{D_i + E_i x_i + H_j x_j}.$$  \hfill (43)
FIG. 10. Exploring reasons for the accuracy of the GBB reduction for the mutualistic system. (a) CV of \( \{x_1^*, \ldots, x_N^*\} \) for the regular random graph. (b) CV of \( \{x_1^*, \ldots, x_N^*\} \) for the scale-free network. (c) Relative error as a function of the CV for the two networks. (d) Pearson correlation coefficient between \( x_i^* \) and \( k_i \), i.e., \( r \), for the scale-free network as a function of \( \beta_{\text{eff}} \). The inset shows the relationship between the relative error and \( r \).
are qualitatively the same as those shown in Figs. 6(d) and 8(d). Therefore, we conclude that
error is negatively rather than positively related with the correlation coefficient. These results

The CV is small (i.e., less than 0.18) for both networks. We plot the relative error against the

and

In the case of the mutualistic dynamics, none of the three approximations holds with equality
without a further condition. Equations (44), (45), and (46) imply that all the approximations are
exact for uncorrelated networks when all \( x_i \)'s are the same. In Figs. 10(a) and 10(b), we plot
the CV of \( \{x_1^*, \ldots, x_N^*\} \) as a function of \( \beta_{\text{eff}} \) for the regular random graph and scale-free network,
respectively. The squares and the circles correspond to the lower and higher equilibria, respectively.
The CV is small (i.e., less than 0.18) for both networks. We plot the relative error against the
CV for the two networks in Fig. 10(c). The figure shows that the magnitude of the relative error is
strongly correlated with the CV of \( \{x_1^*, \ldots, x_N^*\} \). This result is consistent with the observation
that the magnitude of the relative error is smaller for the regular random graph than the scale-free
network (compare Figs. 9(c) and 9(d)). We also confirm that the Pearson correlation coefficient
between \( x_i^* \) and \( k_i \), shown in Fig. 10(d), is large irrespective of the \( \beta_{\text{eff}} \) value and that the relative
error is negatively rather than positively related with the correlation coefficient. These results
are qualitatively the same as those shown in Figs. 8(d) and 8(d). Therefore, we conclude that
the correlation between \( x_i \) and \( k_i \) does not explain the accuracy of the GBB reduction and that
the CV of \( \{x_1^*, \ldots, x_N^*\} \) mainly determines the accuracy of the GBB reduction for the mutualistic

\[
R^{(1)} = \frac{F(\mathcal{L}(x))}{\mathcal{L}(F(x))} = B + \frac{\langle s_{\text{out}} \rangle (1 - \langle s_{\text{out}} \rangle)}{K \langle s_{\text{out}} \rangle} \left( C_{\langle s_{\text{out}} \rangle} (\langle s_{\text{out}} \rangle) - 1 \right) \frac{s_{\text{out}}(B + x(1 - \frac{x}{\langle s_{\text{out}} \rangle}))}{(\langle s_{\text{out}} \rangle)(\langle s_{\text{out}} \rangle)}
\]

\[
R^{(2)} = \frac{\langle s_{\text{out}} \rangle}{\mathcal{L}(G(x))} \left( D + E x_i + H \langle s_{\text{out}}(x) \rangle \right) \left( \langle s_{\text{out}}(x) \rangle \right)
\]

\[
R^{(3)} = \frac{\mathcal{L}(s_{\text{in}}) G(\mathcal{L}(x), \mathcal{L}(x))}{\mathcal{L}(s_{\text{in}} \circ G(x, \mathcal{L}(x))}
\]

\[
= \frac{\langle s_{\text{out}} \rangle (D + E x_i + H \langle s_{\text{out}}(x) \rangle)}{s_{\text{in}} \circ G(x, \mathcal{L}(x))}
\]

\[
= \frac{1}{D \langle s_{\text{out}} \rangle + E \langle s_{\text{out}} \rangle + H \langle s_{\text{out}} \rangle} \left( \frac{s_{\text{in}} \langle s_{\text{out}} \rangle \langle s_{\text{out}} \rangle}{D + E x_i + H \langle s_{\text{out}}(x) \rangle} \right)
\]
dynamics given by Eq. (40).

**IV. DISCUSSION**

In this paper, we examined when the GBB reduction of $N$-dimensional dynamical systems on networks [30] is accurate. The high accuracy of the approximation clearly hinges upon the assumption of uncorrelated networks, similar to the case of heterogeneous meanfield approximations for percolation and various dynamics on networks. We showed that, apart from that, a main determinant of the accuracy of the GBB reduction is the CV of the relevant dynamical variable, which depends on the considered dynamical system, in the equilibrium. In four out of the five dynamical systems, i.e., the double-well system, SIS model, GLV model, and mutualistic system, the CV of $\{x_1^*, \ldots, x_N^*\}$ was positively correlated with the approximation error. For the gene regulatory system, the CV of $\{(x_1^*)^2/(1 + (x_1^*)^2), \ldots, (x_N^*)^2/(1 + (x_N^*)^2)\}$ was a better predictor of the accuracy of the approximation than the CV of $\{x_1^*, \ldots, x_N^*\}$. We suggest that, given the dynamical system on networks, one should look at the dependence of the interaction term on the state variables to determine the node-dependent quantity of which the CV is to be considered. We also found that the accuracy of the GBB reduction was generally higher for the regular random graph than the scale-free network for all five dynamical systems. This result is consistent with the dependence of the accuracy of the GBB reduction on the CV because the state variable in the equilibrium tends to be more homogeneous for the regular random graph than for the scale-free network. Moreover, we also showed that the high correlation between the state variable and the node’s degree, which was present in all five dynamical systems, did not affect the accuracy of the GBB reduction. Here we summarize the result in Table I. We summarize here the dynamical properties which decides the accuracy of the GBB reduction. We also show which approximation/approximations are exact and which are responsible for the accuracy of the GBB reduction.

Laurence and coauthors proposed a generalized dimension reduction method for dynamical systems on networks given in the form of Eq. (1), with which the effective state is a general linear weighted sum of the nodes’ states, i.e., $x = \sum_{i=1}^{N} a_i x_i$ for constants $a_i$ [34]. The GBB reduction is a special case of this generalized reduction. The generalized reduction is optimal when $(a_1, \ldots, a_N)$ is the dominant eigenvector of the adjacency matrix of the network [34]. We refer to the one-dimensional reduction $x = \sum_{i=1}^{N} a_i x_i$ with this particular $(a_1, \ldots, a_N)$ as the reduction
TABLE I. The dynamical property which is responsible the accuracy of the GBB reduction and the approximations on which the GBB reduction depends for different dynamical systems.

| Dynamical system          | Accuracy of GBB | $R^{(1)}$ = | $R^{(2)}$ = | $R^{(3)}$ = |
|---------------------------|-----------------|-------------|-------------|-------------|
| Double-well system        | CV($x$)         | No          | Yes         | Yes         |
| SIS model                 | CV($x$)         | Yes         | Yes         | No          |
| Gene regulatory system    | CV($x^\star$)   | Yes         | No          | Yes         |
| GLV model                 | CV($x^\star$)   | No          | Yes         | No          |
| Mutualistic system        | CV($x$)         | No          | No          | No          |

Using spectral method. The GBB reduction coincides with the reduction using spectral method for uncorrelated networks. We have numerically examined the accuracy of the reduction using spectral method for the five dynamical systems in the Appendix [A]. We find that the relative error obtained with the reduction using spectral method depends on the dynamical system. The relative error is smaller for the reduction using spectral method than the GBB reduction for the double-well, gene regulatory and mutualistic systems, whereas the opposite is the case for the SIS and GLV models. Another observation is that the reduction using spectral method does not accurately locate the bifurcation point for some dynamical systems. It does locate the bifurcation point at a higher accuracy than the GBB reduction in the case of the mutualistic dynamics. However, the reduction using spectral method does not accurately locate the bifurcation point in the case of the double-well system, similar to the GBB reduction. For SIS and gene regulatory systems both GBB and reduction using spectral methods accurately locate the bifurcation point. (The GLV model does not show a bifurcation.) We also remark that the two reduction methods are similar in that they are accurate when the CV of $\{x^\star_1, \ldots, x^\star_n\}$ (or of $\{(x^\star_1)^2/(1 + (x^\star_1)^2), \ldots, (x^\star_N)^2/(1 + (x^\star_N)^2)\}$ in the case of the gene regulatory dynamics) is small. To conclude, we cannot say that the reduction using spectral method is uniformly better than the GBB reduction. Further developing low-dimensional reduction methods that accurately predict the bifurcation point for wider classes of dynamical systems remains an open question.

The GBB and reduction using spectral methods require that neither the intrinsic node’s dynamics (i.e., function $F$) nor the coupling term (i.e., function $G$) depends on the node. In a recent
study, Tu et al. proposed a dimension reduction technique that is applicable to cases in which $F$ or $G$ depends on nodes \[36\]. While this new approach accommodates realistic scenarios such as the case in which external input is injected to a subset of nodes \[45, 46\], the validity of this approach requires that the degree distribution of the network is not highly heterogeneous, the CV of the state variable is small, and the parameters of $F$ and $G$ are not too heterogeneous \[36\]. Developing low-dimensional reductions that remove any of these restrictions warrants future work.

In the case of the GLV model, the negative definiteness of the interaction matrix, $A$, is a necessary and sufficient condition for the stability of the nontrivial equilibrium \[17, 32\]. In Ref. \[32\], the authors assumed that $(A_{ij}, A_{ji})$ with $i \neq j$ is chosen from a bivariate distribution with the mean of each variable equal to $\mu$, standard deviation of each variable equal to $\sigma$, and correlation coefficient between $A_{ij}$ and $A_{ji}$ equal to $\rho$. To carry out analytical calculations, the authors also assumed that $A_{ii} = -d \leq -d_c$ for all $i \in \{1, \ldots, N\}$, where $d_c = \sigma \sqrt{2N(1 + \rho)} - \mu$ when $\mu \leq 0$ and $d_c = (N - 1)\mu$ when $\mu > 0$. This choice renders $A$ negative definite. Then, they assumed that the $A_{ij}G(x_i, x_j)$ terms for all $i$ and $j$ enter the coupling function $G$ in the GBB reduction. In contrast, we proposed that, in the GBB reduction, the self-interaction term, $A_{ii}G(x_i, x_i)$, should enter function $F$, which describes the inherent dynamics of the node, rather than $G$. Therefore, we needed to assume that $A_{ii}$ is independent of $i$, which is a condition for the validity of the GBB reduction. Although this assumption coincides with $A_{ii} = -d$ assumed in Ref. \[32\], the reason for assuming this is different between their work and ours. It should be noted that this limitation has been removed in their subsequent work, where the authors developed a reduction method that allows node-dependent $F$ and $G$ \[36\].

The GBB reduction is not applicable to the case of diffusive coupling. This is because the right-hand side of Eq. (14) vanishes for diffusive coupling, whereas the left-hand side does not in general. However, there is a huge demand of understanding dynamical systems in which the nodes are diffusively coupled in networks. For example, the Kuramoto model of coupled oscillators often assumes diffusive coupling between oscillators, and its network versions have been broadly investigated \[47, 48\]. While dimension reduction techniques for coupled oscillator systems on networks are available \[48-52\], they typically reduce the original dynamics to lower yet high-dimensional dynamical systems; for example, the dimension of the reduced dynamical system is equal to the number of distinct values of the node’s degree. The development of dimension reduction methods that are applicable to more general dynamics on networks with diffusive coupling and those that realize lower-dimensional representations of the original dynamics in a theoretically principled manner is also an open challenge.
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Appendix A: Laurence’s one-dimensional reduction

The method proposed by Laurence and colleagues [34] reduces the \( N \)-dimensional dynamical system considered in Eq. (1) to a one-dimensional dynamical system given by

\[
\dot{x} = F(x) + \alpha_{ev}G(\beta_{sp}x, x), \tag{A1}
\]

where \( \alpha_{ev} \) is the dominant eigenvalue of the adjacency matrix of the network in terms of the modulus. We assume that the dominant eigenvalue is reasonably larger than the second largest eigenvalue in terms of modulus. One assumes that

\[
x = \sum_{i=1}^{N} b_i x_i = \mathbf{b}^T \mathbf{x}, \tag{A2}
\]

where \( \mathbf{b} \) is the eigenvector corresponding to \( \alpha_{ev} \) and normalized as \( \sum_{i=1}^{N} b_i = \mathbf{1}^T \mathbf{b} = 1 \). The parameter \( \beta_{sp} \) only depends on the network structure and is given by

\[
\beta_{sp} = \frac{\mathbf{b}^T \mathbf{K} \mathbf{b}}{\alpha_{ev} \mathbf{b}^T \mathbf{b}}, \tag{A3}
\]

where \( \mathbf{K} = (K_{ij}) \) is the \( N \times N \) diagonal matrix with \( K_{ii} = k_{ii}^{in} \). In the case of uncorrelated random networks, we obtain

\[
\alpha_{ev} \approx \frac{\sum_{i=1}^{N} k_{i}^{out} k_{i}^{in}}{\sum_{i=1}^{N} k_{i}^{out}} = \beta_{eff}, \tag{A4}
\]

and \( \beta_{sp} \approx 1 \), with which Eq. (A1) coincides with the GBB reduction [34].

We test the accuracy of the reduction using spectral method on the five dynamical systems that we considered in the main text. The bifurcation diagrams in terms of the effective state and the relative error, both as a function of \( \alpha_{ev} \), are shown in Figs. 11, 13, and 15. For the double-well system, gene regulatory system, and mutualistic system, the relative error with the reduction using spectral method is smaller than with the GBB reduction, as shown in Figs. 11, 13, and 15, respectively. In contrast, the opposite result holds true for the SIS and GLV models, as shown in Figs. 12 and 14, respectively.
FIG. 11. Reduction using spectral method for the double-well system. (a) Bifurcation diagram for the regular random graph. (c) Bifurcation diagram for the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The squares and circles represent the numerically obtained equilibria when the initial condition is $x_i = 0.01$ or $x_i = 10$, respectively, for all $i$. At each $\alpha_{ev}$ value, we started the simulation of the original dynamical system from each of these two initial conditions and obtained the equilibria. The solid lines in (a) and (b) represent the stable equilibria of the one-dimensional reduction given by Eq. (A1) for the double-well system (i.e., Eq. (39)).
FIG. 12. Reduction using spectral method for the SIS model. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The circles represent the numerically obtained equilibria with the initial condition $x_i = 10$ for all $i$. The solid curves in (a) and (b) represent the stable equilibria of the one-dimensional reduction given by Eq. (A1) for the SIS model (i.e., Eq. (23)).
FIG. 13. Reduction using spectral method for the gene regulatory system. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error at the nontrivial equilibria for the regular random graph. (d) Relative error at the nontrivial equilibria for the scale-free network. The solid curves in (a) and (b) represent the stable equilibria of the one-dimensional reduction given by Eq. (A1) for the gene regulatory system (i.e., Eq. (28)).
FIG. 14. Reduction using spectral method for the generalized Lotka-Volterra model. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram for the scale-free network. (c) Relative error for regular random graph. (d) Relative error for scale-free network. The circles represent the numerically obtained equilibria for the initial condition $x_i = 10$ for all $i$. The solid curves in (a) and (b) represent the stable equilibria of the one-dimensional reduction given by Eq. (A1) for the GLV model (i.e., Eq. (35)).
FIG. 15. Reduction using spectral method for the mutualistic system. (a) Bifurcation diagram for the regular random graph. (b) Bifurcation diagram of the scale-free network. (c) Relative error for the regular random graph. (d) Relative error for the scale-free network. The squares and circles correspond to the numerically obtained equilibria when the initial condition is $x_i = 0.01$ or $x_i = 10$, respectively, for all $i$. The solid lines in (a) and (b) represent the stable equilibria of the one-dimensional reduction given by Eq. (A1) for the mutualistic system (i.e., Eq. (40)).
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