Impurity-induced pairing in two-dimensional Fermi gases
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We study induced pairing between two identical fermions mediated by an attractively interacting quantum impurity in two-dimensional systems. Based on a Stochastic Variational Method (SVM), we investigate the influence of confinement and finite interaction range effects on the mass ratio beyond which the ground state of the quantum three-body problem undergoes a transition from a composite bosonic trimer to an unbound dimer-fermion state. We find that confinement as well as a finite interaction range can greatly enhance trimer stability, bringing it within reach of experimental implementations such as found in ultracold atom systems. In the context of solid-state physics, our solution of the confined three-body problem shows that exciton-mediated interactions can become so dominant that they can even overcome detrimental Coulomb repulsion between electrons in atomically-thin semiconductors. Our work thus paves the way towards a universal understanding of boson-induced pairing across various fermionic systems at finite density, and opens perspectives towards realizing novel forms of electron pairing beyond the conventional paradigm of Cooper pair formation.

I. INTRODUCTION

Frequently, the relevant physics of a many-body system is determined by the properties of its few-particle correlators, and thus a deep understanding of a many-body problem often comes only after carefully examining its few-body counterpart. An excellent example is given by the discovery of Cooper pair formation as the key ingredient leading to superconductivity [1, 2]. No matter the type of a superconductor, be it s-wave, p-wave, d-wave, or other like charge-4e superconductors [3–12], the phenomenon requires electrons to be bound into bosonic compounds. While, for conventional superconductors, the binding originates from phonon-mediated attraction, a variety of bosons—partially stemming from collective excitations of the electronic system itself—have been considered as the mediating particle [13–16].

More generally, quantum impurity-mediated pairing of fermions in the mass-imbalanced $1 + N$ fermion problem has been scrutinized extensively in recent years [17–28]. The vast majority of theoretical efforts have focused on non-interacting fermions and point-like impurity-fermion attraction that can be studied experimentally with ultracold gases [29–31]. Interestingly, in the unconfined case, the system supports cluster-bound states whenever the mass $m_f$ of the quantum impurity is sufficiently light compared to the mass $m_F$ of the fermions. The critical mass ratio $\alpha = m_F/m_f$ required for such bound states to appear depends on the dimensionality of the system: in two dimensions (2D), the role of interactions is enhanced, and hence the mass ratio can be smaller compared to the three dimensional (3D) case [32, 33].

A recent twist to the quantum impurity problem in 2D emerged with the advent of atomically-thin van der Waals materials, particularly semiconducting transition metal dichalcogenides (TMDs) [34, 35]. In TMDs, excitons (bosons) can be either employed as an experimental probe of the many-body physics exhibited by electrons (fermions), ranging from Mott physics [36], excitonic insulators [37] and the fractional Quantum Hall effect [38] to the recent observation of Wigner crystallization [39, 40], or they can be viewed as novel constituents of Bose-Fermi mixtures [34, 41, 42], potentially supporting superconductivity [43–45]. Importantly, in this case, strong Coulomb repulsion is present between the fermionic electrons, and the impurity-fermion interaction itself is characterized by a substantial range [46]. So far, little is known about the existence and character of bosonic cluster-bound states in such a scenario.

Recent advances in controlling 2D external confinement in ultracold setups [47, 48] and TMDs [49] open an exciting possibility of exploring the physics of the quantum impurity problem in a fermionic background in a controlled bottom-up approach [50–52]. Quite intriguingly, from the perspective of many-body physics, an alternative interpretation of the confinement potential is that of imitating a finite fermion density found in many-body paradigms such as the Fermi polaron problem [53–56]. Specifically, the change of the confinement ($\sim R$, see Fig. 1) can be regarded as a primitive means of tuning the bath density ($n_F \sim 1/R^2 \sim k_F^2$), realizing a few-body analogue of the full many-body problem [57].

In this work, we significantly refine previous understanding of 2D systems comprised of one impurity and two identical fermions (quantum statistically, the smallest Fermi sea possible) by studying the effects of...
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Using an effective mass approximation, the Hamiltonian different quantum number within an oblate optical trap. Ultracold fermionic atoms interacting with an atom of a quantum dot within a TMD, as well as two degenerate representations two electrons interacting with an exciton in a TMDs, where the transition occurs between a fermionic electron charge and $\epsilon$ the dielectric constant of a given material. Note that in cold atoms this direct interaction is absent ($V_{FF} = 0$). For TMD Eq. (3) is a good approximation at large distance scales. At short range, the interaction between charge carriers is more accurately modeled for this system reads

$$H = -\frac{\hbar^2}{2m_I} \nabla_1^2 - \frac{\hbar^2}{2m_F} \nabla_2^2 - \frac{\hbar^2}{2m_F} \nabla_3^2 + \frac{1}{2} \sum_i V_{\text{conf}}(r_i) + V_{\text{FI}}(r_1 - r_2) + V_{\text{FI}}(r_1 - r_3) + V_{FF}(r_2 - r_3).$$

Here $r_1$, $r_2$ and $r_3$ denote the positions of the impurity and the two fermions, respectively, while $m_I$ and $m_F$ are their masses. The fourth term in the Hamiltonian represents the external confinement potential, which is modeled by an infinite potential well [58]. To account for finite range effects, the fermion-impurity interaction is modeled via a square well potential

$$V_{\text{FI}}(r) = \begin{cases} -V_0, & |r| \leq r_0 \\ 0, & |r| > r_0 \end{cases},$$

of depth $V_0$ and range $r_0$. Using this model potential, we mimic the finite range effects of the short-range interactions both in two-dimensional materials [35, 46] as well as ultracold atoms [59]. A possible Coulomb interaction between the two fermions,

$$V_{\text{FF}}(r) = \frac{\epsilon^2}{4\pi\epsilon_0\epsilon} \frac{1}{|r|},$$

is included by the last term in Eq. (1). Here, $\epsilon$ is the electron charge and $\epsilon$ the dielectric constant of a given material. Note that in cold atoms this direct interaction is absent ($V_{FF} = 0$). For TMD Eq. (3) is a good approximation at large distance scales. At short range, the interaction between charge carriers is more accurately modeled
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\caption{Impurity-induced fermion pairing. (a) Illustration of the three-body system solved in this work. A mobile impurity particle (“I”, red) of mass $m_I$ interacts with two fermions (“F”, blue) of mass $m_F$ with all particles confined in a two-dimensional spherical box of radius $R$. Their positions, measured from the center of the box potential, are denoted by $r_1$, $r_2$ and $r_3$. The coordinates $R_2$, $R_3$ and $\theta$, in turn, denote the positions of the fermions and their angle relative to the impurity, respectively. (b) Qualitative influence of the system size $R$ on the critical mass ratio $\alpha = m_F/m_I$ required for induced fermion pairing. By tuning the system size $R$, the density and Fermi energy $\epsilon_F$ of the fermions are tuned. This allows to infer how an increase of the Fermi level in a many-body system may enable impurity-induced bound state formation. (c) Qualitative effect of the range $r_0$ of the impurity-fermion interaction on the critical mass ratio $\alpha_c = (m_F/m_I)_c$ of the dimer-trimer transition. The critical value obtained in free space ($R \to \infty$) for contact interactions ($r_0 \to 0$) is shown as a dashed line. Both, increasing interaction range or the Fermi energy, favors trimer formation (which can even withstand detrimental Coulomb repulsion between the fermions, denoted as $V_{FF}$ in (a)).}
\end{figure}

II. THE MODEL

We consider an interacting system of two fermions and a quantum impurity confined in a two-dimensional spherical box; for an illustration, see Fig. 1(a). This could represent two electrons interacting with an exciton in a quantum dot within a TMD, as well as two degenerate ultracold fermionic atoms interacting with an atom of a different quantum number within an oblate optical trap. Using an effective mass approximation, the Hamiltonian

\begin{align*}
V_{FF}(r) &= \frac{\epsilon^2}{4\pi\epsilon_0\epsilon} \frac{1}{|r|},
\end{align*}

for this system reads

\begin{align*}
H &= -\frac{\hbar^2}{2m_I} \nabla_1^2 - \frac{\hbar^2}{2m_F} \nabla_2^2 - \frac{\hbar^2}{2m_F} \nabla_3^2 + \frac{1}{2} \sum_i V_{\text{conf}}(r_i) + V_{\text{FI}}(r_1 - r_2) + V_{\text{FI}}(r_1 - r_3) + V_{FF}(r_2 - r_3).
\end{align*}

Here $r_1$, $r_2$ and $r_3$ denote the positions of the impurity and the two fermions, respectively, while $m_I$ and $m_F$ are their masses. The fourth term in the Hamiltonian represents the external confinement potential, which is modeled by an infinite potential well [58]. To account for finite range effects, the fermion-impurity interaction is modeled via a square well potential

\begin{align*}
V_{\text{FI}}(r) &= \begin{cases} -V_0, & |r| \leq r_0 \\ 0, & |r| > r_0 \end{cases},
\end{align*}

of depth $V_0$ and range $r_0$. Using this model potential, we mimic the finite range effects of the short-range interactions both in two-dimensional materials [35, 46] as well as ultracold atoms [59]. A possible Coulomb interaction between the two fermions,

\begin{align*}
V_{\text{FF}}(r) &= \frac{\epsilon^2}{4\pi\epsilon_0\epsilon} \frac{1}{|r|},
\end{align*}

is included by the last term in Eq. (1). Here, $\epsilon$ is the electron charge and $\epsilon$ the dielectric constant of a given material. Note that in cold atoms this direct interaction is absent ($V_{FF} = 0$). For TMD Eq. (3) is a good approximation at large distance scales. At short range, the interaction between charge carriers is more accurately modeled
using the Rytova-Keldysh potential [60, 61]. However, to capture the essential physics of the interplay of Coulomb repulsion, confinement, and electron-exciton attraction, we restrict ourselves to the use of the pure Coulomb potential in Eq. (3). On the one hand, this allows for efficient numerics, and, on the other hand, this does not complicate the analysis by introducing additional physical tuning parameters, such as the screening length. In the following, we set \( \hbar = 1 \), unless stated otherwise.

III. METHOD

Apart from the task of solving the quantum mechanical problem of three interacting particles, this system brings with itself the challenge of the additional confinement potential. This confinement is, however, crucial in order to imitate the effect of a finite fermion density \( n_F \) in many-body systems, which scales as \( n_F \sim 1/R^2 \sim r_k^2 \). Here \( k_F \) denotes the Fermi wavevector of the fermions. The confinement breaks translational symmetry and thus is not susceptible to momentum space approaches using conventional variational wave functions or quantum field theory and diagrammatic methods.

To solve for the ground state and its energy, we employ the SVM [62]. To this end, the Hamiltonian \( H \) is diagonalized with respect to a set of wavefunctions \( \{ \Phi_n \}_{n=1}^N \) which is successively extended by drawing from a manifold of trial functions. In every extension step \( N \rightarrow N+1 \), the choice of the new wavefunction \( \Phi_{N+1} \) is optimized in a stochastic random walk, minimizing the lowest-lying eigenstates of the Hamiltonian \( H \) with respect to the vector space spanned by the set \( \{ \Phi_n \}_{n=1}^{N+1} \). During the optimization, we first draw a set of independent samples from the manifold of trial functions and then perform a random descend walk around the best proposal state. Having performed an extension step, the Hamiltonian \( H \) is diagonalized with respect to the vector space spanned by the \( \{ \Phi_n \}_{n=1}^{N+1} \). The resulting \( i \)-lowest eigenstate \( \Psi_i \) is then given by a superposition of these basis states, i.e.

\[
\Psi_i = \sum_{n=1}^{N+1} c_n \Phi_n, \quad \text{where } i = 1, \ldots, N+1 \text{ and the eigenstates } \{ \Psi_i \}_{i=1}^{N+1} \text{ are mutually orthogonal.}
\]

In many applications of SVM, trial functions are generated from explicitly correlated Gaussians (ECG). These are, parametrized as \( \Phi(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3) = \mathcal{P} \exp \left(-\frac{1}{2} \sum_{i,j=1}^{3} A_{ij} \mathbf{r}_i \cdot \mathbf{r}_j \right)/r_B^3 \) [62, 63]. Here, \( A \) denotes a positive definite, symmetric 3 \( \times \) 3 matrix, \( \mathcal{P} \) is an antisymmetrization operator. The length scale \( r_B \), introduced in Section IV, characterizes the size of the dimer bound state. The advantage of using these trial functions is threefold. First, they allow one to find the analytical solution to the matrix elements of the Hamiltonian [63, 64]. Second, by using them, high accuracy in the energy can be achieved. Finally, the ECG contain the relevant physical states (dimers, trimers, and scattering states in our system) and, as such, they have been used to calculate exciton, trion and even biexciton energies in solid state systems with high precision [65–68]. For more detail on the optimization algorithm, the sampling from the ECG manifold and the computation of expectation values with respect to the ECG manifold, we refer to Appendix A.

IV. GROUND STATE

In this section, we calculate the ground state using the SVM. As the 2D system features binding via the fermion-impurity potential \( V_{FI} \) for any potential depth \( \epsilon_0 \), states composed of a dimer and a fermion in a scattering state are expected to play a vital role [70]. Moreover, for sufficiently light impurities, the formation of a trimer is expected. In this state, two fermions and the impurity bind together by the mediating force of the impurity [28]. This is similar to the three-dimensional case where a p-wave trimer and eventually Efimov states appear for sufficiently light impurities [17, 19, 21].

In the limit of a vanishing interaction range \( r_0 \rightarrow 0 \) and infinite system size \( R \rightarrow \infty \), a ground state transition from a dimer to a trimer is predicted to occur when the mass ratio \( \alpha = m_F/m_I \) is tuned across the critical value \( \alpha_c \approx 3.34 \) [23, 32, 33]. Having this limiting case as a benchmark, we investigate the effect of interaction range \( r_0 \) and confinement (determined by the system size \( R \)) on the critical value \( \alpha_c \). It is important to note that the transition will occur as a crossover because of the finite size of the system. Specifically, we study how the ground state characteristics and energy change as we tune \( \alpha, r_0 \), and \( R \) and, as a result, how the critical mass ratio varies with \( r_0 \) and \( R \).

In the following, we will refer to the two-body bound state appearing in an untrapped (\( R \rightarrow \infty \)) two-body problem consisting of the impurity and a fermion as the ‘vacuum dimer’. Its binding energy will be denoted as the ‘vacuum dimer energy’ \( E_{2B}^{\infty} \). The terms ‘dimer’ and ‘trimer’, in turn, will refer to states in the three-body problem. Specifically, the dimer refers to a state comprised of a fermion in a scattering state along with a two-body bound state of an impurity and a fermion, while the trimer denotes a three-body bound state consisting of an impurity bound to both fermions.

To study the dimer-to-trimer transition, we vary \( \alpha, r_0 \) and \( R \) while keeping the non-trapped (\( R \rightarrow \infty \)) vacuum dimer energy \( E_{2B}^{\infty} \) constant. We define a corresponding binding length \( r_B = 1/\sqrt{2m_F E_{2B}^{\infty}} \), and, unless explicitly stated otherwise, we will work in units where the fermion mass is set to \( m_F = 1/2 \). Note, that we have defined \( r_B \) by the fermion mass and not the reduced mass. This convention ensures a fixed value of \( r_B \) as \( \alpha \) is changed.

One has to keep in mind, however, that now \( r_B \) is proportional to the physical binding length of the dimer state. The two-body Hamiltonian of one fermion and one impurity interacting via \( V_{FI} \) can be solved exactly [71]. As detailed in Appendix B, this allows to obtain the required potential depth \( V_0 \) for given values of \( \alpha, r_0 \), and \( E_{2B}^{\infty} \).
We now begin our numerical study by first considering the system without Coulomb interactions ($V_{\text{FF}} = 0$). After establishing the dimer-to-trimer transition for this case, we will switch on Coulomb interactions ($V_{\text{FF}} > 0$), and systematically explore their effect.

### A. Non-interacting fermions

In Fig. 2, we show the energy of the SVM ground state as a function of the mass ratio $\alpha$, for different values of $r_0$ and $R$. Here, $r_0$ and $R$ are varied in terms of the dimensionless quantities $r_0/r_B$ and $R/r_B$. The ground state energies are all located in the vicinity of $-E_{2B}^\infty$. For fixed $r_0/r_B$ and $R/r_B$, the ground state energies first increase slightly with the mass ratio and then show a drop at a critical mass ratio. Beyond the critical mass ratio, the ground state energy decreases steadily, exhibiting an almost linear dependence on $\alpha$. For increasing values of $r_0/r_B$ ($R/r_B$), this crossover region is shifted to lower (higher) mass ratios $\alpha$. For $R/r_B \rightarrow \infty$, the crossover becomes a sharp transition which, for $r_0/r_B \rightarrow 0$, occurs at $\alpha_c \approx 3.34$ [23, 32, 33].

While the energy is a good indicator of a qualitative change, a reliable identification of the nature of the ground state requires a deeper analysis of the corresponding wave function. In the following, we will show that the angular momentum and the density distribution provide two measures to clearly distinguish the dimer and trimer state.

First, we focus on the analysis of angular momentum. To this end, we introduce the relative coordinates $\mathbf{R}_2 = \mathbf{r}_2 - \mathbf{r}_1$ and $\mathbf{R}_3 = \mathbf{r}_3 - \mathbf{r}_1$, where $\mathbf{R}_2$ and $\mathbf{R}_3$
the momentum operators corresponding to the Hamiltonian of the two-body scattering state. Thus, for large system sizes, the energy approaches the two-body energy $-E_{2B}$. However, for smaller system sizes the confinement induces exchange- and correlation-energies between the two fermions increasing the energy above $-E_{2B}$. This increase in energy is larger for smaller system sizes and features an additional weak dependence on the mass ratio that can be understood already from the non-interacting system where the confinement energy is given by $E_{\text{conf}} = \frac{z_0^2/2m_F}{\alpha} R^2 + z_1^2/m_F R^2 = (\frac{z_0^2}{\alpha} R^2 + z_1^2)/m_F R^2$ with $z_0$ and $z_1$ the first zeros of the Bessel functions $J_0$ and $J_1$, respectively. Beyond the critical mass ratio, the ground state is described by a trimer state, and its energy starts to decrease close to linearly with the mass ratio, as also found in the continuum case [23, 32, 33].

We now turn to a more detailed analysis of how the system size $R$ and interaction range $r_0$ affect the critical mass ratio $\alpha_c$ (see Fig. 3). Decreasing the system size has a stronger effect on the dimer state than on the trimer state. This is caused by the fact that the unbound fermion in its delocalized scattering state feels the confinement more strongly than a fermion bound tightly to the impurity. As a result, the trimer state is subject to a confinement energy contribution less than the dimer state. Consequently, decreasing system size moves the transition to smaller mass ratios.

Increasing the interaction range $r_0$ affects the trimer state stronger than it affects the dimer state. For $R \gg r_0$, the average distance between the fermions in a trimer state is related to the short distance scales $r_B$ and $r_0$ while, in the dimer state (which includes the unbound fermion), it is related to $R$. Thus, increasing $r_0$, lowers the Pauli-repulsion within the trimer state, making the trimer favorable which, decreases the critical mass ratio. This intuitive picture is reflected in the numerical results presented in Fig. 3. In this figure, we additionally analyze the increasing sharpness of the transition as the system size is increased by showing the critical mass ratio as obtained from different criteria imposed on the energy and the angular momentum. As one can see, for $R/r_B = 100$, all criteria give nearly identical results, and only the dependence on the scale $r_0$ remains.

denote the positions of the fermions relative to the impurity. The total angular momentum relative to the impurity particle is then given by $L_{\text{tot}} = L_2 + L_3$, where $L_2 = P_2 \times P_2$ and $L_3 = P_3 \times P_3$. Here, $P_2$ and $P_3$ are the momentum operators corresponding to $R_2$ and $R_3$, respectively. In this relative coordinate frame, fermionic statistics imposes the trimer to have odd, finite angular momentum $\langle L_{\text{tot}}^2 \rangle = \pm 1$, while the dimer state has $\langle L_{\text{tot}}^2 \rangle = 0$ [23, 28, 32, 33, 72].

As a result of the ECG functions we use, the basis functions are real and hence any measured value of $\langle L_{\text{tot}}^2 \rangle$ has to vanish. As a consequence of this constraint, the wavefunction of the trimer state obtained from the SVM is an equal superposition of degenerate ground states with $\langle L_{\text{tot}}^2 \rangle = 1$ and $\langle L_{\text{tot}}^2 \rangle = -1$; resulting in the expectation value $\langle L_{\text{tot}}^2 \rangle = 0$. Thus, in order to obtain a characterization of the ground state, we consider the expectation value $\langle L_{\text{tot}}^2 \rangle$. This allows us to distinguish the dimer and trimer state in a reliable way (for more details, we refer to Appendix A).

We show the ground state value of $\langle L_{\text{tot}}^2 \rangle$ in the lower column of Fig. 2. As one can see, $\langle L_{\text{tot}}^2 \rangle$ sharply increases from values close to 0 to approximately 1 as the mass ratio is tuned beyond a critical value. The region in which this qualitative change occurs coincides with the critical mass ratio at which the drop in energy is observed (upper panels of Fig. 2). The close link between the behaviour of the ground state energy and angular momentum is robust across all values of $r_0/r_B$ and $R/r_B$. While for smaller system sizes, the transition region is larger, with increasing system size, the transition region becomes more narrow. This indicates that, as expected, the crossover found for a finite system turns into a sharp transition for an infinite system size.

From the behavior of energy and angular momentum, a simple physical picture of the crossover from a dimer to a trimer arises. At smaller mass ratios $\alpha$, the ground state is given by a dimer along with a fermion in a delocalized scattering state. Thus, for large system sizes, the energy approaches the two-body energy $-E_{2B}$. However, for smaller system sizes the confinement induces exchange- and correlation-energies between the two fermions increasing the energy above $-E_{2B}$. This increase in energy is larger for smaller system sizes and features an additional weak dependence on the mass ratio that can be understood already from the non-interacting system where the confinement energy is given by $E_{\text{conf}} = \frac{z_0^2/2m_F}{\alpha} R^2 + z_1^2/m_F R^2 = (\frac{z_0^2}{\alpha} R^2 + z_1^2)/m_F R^2$ with $z_0$ and $z_1$ the first zeros of the Bessel functions $J_0$ and $J_1$, respectively. Beyond the critical mass ratio, the ground state is described by a trimer state, and its energy starts to decrease close to linearly with the mass ratio, as also found in the continuum case [23, 32, 33].

We now turn to a more detailed analysis of how the system size $R$ and interaction range $r_0$ affect the critical mass ratio $\alpha_c$ (see Fig. 3). Decreasing the system size has a stronger effect on the dimer state than on the trimer state. This is caused by the fact that the unbound fermion in its delocalized scattering state feels the confinement more strongly than a fermion bound tightly to the impurity. As a result, the trimer state is subject to a confinement energy contribution less than the dimer state. Consequently, decreasing system size moves the transition to smaller mass ratios.
As can be seen from the lower panel in Fig. 2, the impact of the interaction range and system size on the dimer and trimer state is also reflected in the angular momentum. Due to the confinement, the free fermion in the dimer state is forced to take on a finite angular momentum state, resulting in a nonzero value of $(\mathbf{L}_{\text{tot}}^2)$. As the system size is increased, the free fermion is less affected and $(\mathbf{L}_{\text{tot}}^2)$ approaches zero. The trimer, on the other hand, is hardly affected by the finite system size as long as $R \gg r_0$, and thus $(\mathbf{L}_{\text{tot}}^2)$ is very close to 1.

Our finding of a strong dependence of $\alpha_c$ on $r_0$ and $R$ shows that the critical mass ratio of 3.34, obtained in the limit $r_0 \to 0$ and $R \to \infty$ [23, 32, 33], potentially features only a small window of universality. In this regard we note that the critical mass ratios in Fig. 3 for $R/r_B = 100$, $r_0/r_B = 0.2$ tend to lie slightly higher than the asymptotic value of 3.34. This is due to the stochastic nature of our method which is particularly challenged when the energetic difference between dimer and trimer particles becomes very small, which precisely occurs close to the transition. As a result, especially for larger system size and shorter interaction range, a suitable trimer wavefunction can only be found for a high number of proposed wave functions. In Appendix C, the deviation from the asymptotic value of $\alpha_c = 3.34$ is studied in detail, and additionally, a convergence analysis, including an estimate for the basis set extrapolation error, is undertaken. For further details on the sampling methods used in this work, we refer also to Appendix A.

The spatial localization of the fermions around the impurity—or the lack thereof—provides a further means to confirm the presence of two- and three-body bound states. To that end, we study the spatial structure of the ground state wavefunction. It is expected that in the trimer state the two fermions are both close to the impurity, while in the dimer state, one fermion should be close to the impurity while the other resides in a delocalized scattering state. To study this behavior, we consider the correlation functions (which can be regarded as reduced density distributions)

$$u_1(R_2, R_3) = \int |\Psi(r_1, r_1 + R_2, r_1 + R_3)|^2 d^2 r_1 d\theta_2 d\theta_3,$$

$$u_2(R_2) = R_2 \int dR_3 R_3 u_1(R_2, R_3).$$

Here, $\Psi$ denotes the three-body wave function, and the angles $\theta_2, \theta_3$ are defined via $R_2 = R_3 (\cos \theta_2, \sin \theta_2)$ and $R_3 = R_3 (\cos \theta_3, \sin \theta_3)$. From this definition, one can see that the reduced density distribution $u_1$ measures the probability of simultaneously finding one electron at a distance $R_2$ while the other is situated at distance $R_3$ from the impurity. The distribution is obtained by integrating out the coordinates of the impurity followed by a further average over the angular orientation of the fermions with respect to the impurity. Performing an additional integral over the distance of one of the fermions from the impurity, one obtains a measure for the probability ($u_2$) of finding one fermion at a distance $R_2$ from the impurity.

In Fig. 4, density distributions are shown for exemplary trimer and dimer states. For the trimer state, the density distribution $u_2$ indeed exhibits an exponential decay, in line with the expectation that both fermions are closely-bound to the impurity. In contrast, for the dimer state, $u_2$ does not decay exponentially but features a tail that corresponds to one of the fermions being situated in a scattering state. Note that for the confinement length of $R/r_B = 20$ chosen in this figure, the distance between particles can be up to twice as large. Thus the density distribution does not vanish beyond $R_2/r_B = 20$ but rather beyond the maximal interparticle distance (not shown in the graph).

Density plots of the correlation function $u_1$ are shown in the inset of Fig. 4. They give further insight into the anatomy of the dimer and trimer states with respect to their radial distribution. For the dimer state, the density distribution $u_1$ almost vanishes along the diagonal and achieves its maximum at approximately $(R_2/r_B, R_3/r_B) \approx (0, 12)$. This exemplifies how in the
dimer state one fermion is closely bound to the impurity while the other fermion is delocalized. For the trimer state, \( u_1 \) attains its largest values when \( R_2 \) and \( R_3 \) are both small. Moreover, \( u_1 \) vanishes rapidly for larger \( R_2 \) and \( R_3 \), which shows that both fermions are tightly bound to the impurity. However, the analysis of \( u_1 \) also reveals that, within the trimer state, there is always one fermion that is bound tightly to the impurity, while the second fermion will be in a bound ‘orbit’ at a slightly larger distance. In Appendix D, we analyze the angular configuration of both states and show that fermions tend to be located on opposite sides relative to the impurity.

**B. Coulomb interaction**

We now consider the impact a repulsive interaction potential between the two fermions (\( V_{FF} > 0 \)) has on the dimer-to-trimer transition. In particular, we focus on Coulomb interactions present in 2D semiconductors (see Eq. (3)). In the trimer state, both electrons bind to the exciton bringing themselves closer together. Intuitively, this can give rise to a considerable increase in the total energy of the cluster, weakening its binding. Consequently, given a fixed mass ratio, if the repulsive Coulomb energy becomes larger than the energy gap between the trimer and dimer states, the ground state is expected to unbind into a state comprised of a dimer and a free electron.

To roughly estimate the impact of the Coulomb energy on the total energy, we first calculate the expectation value of the Coulomb interaction \( \langle r_B/|r_2 - r_3| \rangle \) with respect to the ground state of the system without Fermi-Fermi interaction. We stress again (see Section II) that, in the following, we shall use the Coulomb potential instead of a more accurate approximation of 2D interactions between charges given by the Keldysh potential. In any case, since the Coulomb interaction is more extreme than the Keldysh potential at short range, we expect our choice to be more restrictive than the Keldysh interaction (at short distance the Coulomb interaction diverges as \( 1/r \), while the Keldysh potential diverges as \( \log(r/r_s c) \); with \( r_s c \) the screening length).

The expectation value of \( r_B/|r_2 - r_3| \) is shown in Fig. 5. We find a transition in the expectation value for increasing mass ratio. For dimer states, two electrons are relatively distant, rendering the value of \( \langle r_B/|r_2 - r_3| \rangle \) small. In contrast, for trimer states, this value is considerable and increases as the mass ratio rises. The moderate increase of the Coulomb energy in the trimer state as function of the mass ratio, suggests already in this simple estimate that the existence of the dimer-to-trimer transition will persist even in presence of Coulomb repulsion. Motivated by the above, we now solve numerically for the ground states of the system including the Coulomb interaction (3) by applying the SVM for different values of a dimensionless effective charge \( q \), defined by the square root of the ratio of the Coulomb repulsion to dimer binding energy

\[
q = \sqrt{\frac{V_{FF}(r_B)}{E_{2B}^\infty}} = \frac{2m_\text{e}r_B}{4\pi\epsilon_0\hbar^2},
\]

where we have restored the factor of \( \hbar \) for clarity.

From the SVM, we calculate the energy and the expectation value of \( L_{\text{tot}}^2 \) for an interaction range \( r_0/r_B = 0.8 \) and box sizes \( R/r_B = 10 \) and \( R/r_B = 100 \). The result is shown in Fig. 6. Depending on the effective charge \( q \), the energies start to decrease significantly beyond a critical mass ratio. At the same time, the corresponding values of \( L_{\text{tot}}^2 \) rapidly increase, signaling a dimer-to-trimer crossover.

The larger the effective charge \( q \), the larger the critical value \( \alpha_c \), becomes. Conversely, the larger the density \( n_F \) (\( \sim 1/R^2 \sim k_F^2 \)), the smaller the critical value of \( \alpha_c \). Notably, the dimer-to-trimer transition remains robust upon the strong, long-range Coulomb repulsion. Thus, while Coulomb repulsion weakens trimer formation (increasing the critical value), it does not inhibit it. Indeed, for all effective charges we considered [73], we have observed the eventual transition into a trimer state. Importantly, one can also always offset the detrimental effects of Coulomb repulsion on forming a trimer, either by tighter confinement (i.e., larger effective electron density), or a larger interaction range.

We show the reduced density distribution for the system in presence of Coulomb repulsion in Fig. 7. The effective charges and mass ratios were chosen to realize both dimer and trimer states as in Fig. 4. As can be seen, both states feature a localized part, while the dimer again exhibits the additional contribution of a delocalized scattering state. The density plots of \( u_1 \), shown in the inset.
Reduced density distribution \( u(R) \) for system sizes \( R/r_B = 10 \) (left), and 100 (right). The interaction range of the fermion-impurity potential is chosen as \( r_0/r_B = 0.8 \). As in Fig. 2, the steep decrease in energy beyond a critical mass ratio reflects the crossover from a dimer to a trimer state. The position, at which this transition occurs, moves to higher \( \alpha \) upon increasing the box size \( R \) and the effective charge \( q \).

of Fig. 7, exhibit the same qualitative behaviour as those in Fig. 4: for a further analysis of the angular distribution of the states we refer to Appendix D. Fig. 7 also shows that, increasing the effective charge \( q \), the density distribution of the trimer decays over a larger length scale. This clearly shows that the Fermi-Fermi repulsion tends to favor a larger separation between fermions, while still supporting the formation of a trimer state. Similarly, within the dimer state, Coulomb repulsion has the effect of pushing the scattering tail away from the impurity-fermion bound state.

For typical parameters and energy scales in TMDs, i.e. \( \epsilon \approx 4.4 \), \( m_F \approx 0.5 m_e \), where \( m_e \) indicates the bare electron mass, and \( |E_{2B}^{\infty}| \approx 30 \text{ meV} \) (trion binding energy) [46], one arrives at \( q \approx 2.6 \). This value is consistent with the absence of experimental observations of higher-order bound states as the ground state. While at first sight this might suggest the absence of the \( p \)-wave trimer state for typical TMD realizations, this estimate is obtained assuming an electronic system at vanishing density. In this regard, it is important to note that, as we also find, confinement naturally decreases the role of Coulomb interaction. In turn, regarding the increase in confinement as an increase in the effective electron density, our results suggest that at sufficiently high fermion densities, \( p \)-wave bosonic trimers could indeed be stabilized as the actual ground state in the system already for the typical experimental parameters. Moreover, our results show that the critical mass ratio \( \alpha_c \) could be changed by experimentally tuning the effective charge \( q \). This could, for instance, be realized by appropriate dielectric engineering of the materials [74] that encapsulate the TMD layer [75].

V. DISCUSSION AND OUTLOOK

We have studied the influence of confinement and finite interaction ranges on the formation of ground state trimers in confined three-body systems where two identical fermions interact with a mobile quantum impurity. We have shown that the position of the dimer-to-trimer transition, previously characterized in Refs. [23, 32, 33], varies significantly under these effects. Our results show how these effects can, in principle, be leveraged to realize \( p \)-wave trimers in atomically-thin semiconductors and ultracold quantum gases.

While in two-dimensional cold atom systems already a great variety of mass ratios is available, trimer formation could be further enhanced using a longitudinal trapping confinement. In TMDs, the available mass ratios are
more restricted (unless, e.g., flat Moiré bands are considered). However, our results show that a finite exciton-electron interaction range as well as confinement can enhance and stabilize trimer formation. Furthermore, we have argued that, given a suitable TMD, trimers can, in principle, survive Coulomb repulsion as long as the effective charge, given by material parameters such as the dielectric constant, remains below a critical value.

In regards to interpreting confinement as a means to imitate a finite bath density, the remarkable robustness of the dimer-to-trimer transition suggests that bosonic p-wave trimers might already appear as the ground state of realistic TMD heterostructures [35]. Our work thus highlights that experiments may already be close to the point of exploring exciton-induced p-wave electron pairing, opening up the avenue to novel mechanisms of exciton-mediated p-wave superconductivity in van-der Waals materials.

Moving forward from our work, there are several further exciting paths to pursue. For one, it has been shown that for systems with a greater number of bath particles also higher-order bound states may play an important role [33], which could lie lower in energy than the trimer state. The influence of confinement and finite range on these states is unexplored, and might drastically change the position of ground state transitions as well as the occurrence of these transitions in the first place.

Going beyond 1 + N-type systems, the phase diagram of Bose-Fermi mixtures [76] at a given density imbalance of the constituent species might be studied in few-body systems with comparable density ratios. In this regard, the occurrence, nature, and dynamics of interesting phenomena such as phase separation in the many-body regime could be illuminated by corresponding observations in a few-body system. For instance, in a system of type 2 + 3, one might compare the formation of a four- or five-particle bound state to the coexistence of a dimer with a trimer.

Cold atomic systems offer a wealth of tunable parameters such as mass ratio, bound-state energy and confinement [47]. Moreover, ultracold polar molecules and magnetic atoms with strong dipolar interactions can now be realized experimentally [77–79]. Exploiting the long-range character of their interactions, the effects of Coulomb repulsion between identical fermions in solid-state structures can now be mimicked in cold atom systems, highlighting these as an exciting platform to gain new insights into the physics of the exciton-electron mixtures in layered van der Waals materials.
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Appendix A: DETAILED DESCRIPTION OF THE SVM ALGORITHM

1. Algorithm and Sampling

In this appendix, we provide further information on the optimization process undertaken in every step of the SVM [62]. For the results shown in the main text, we perform 10 independent calculations for every data point. In each of these calculations, 100 basis states are computed. In the following, we refer to each one of these calculations as a run, and the combination of 10 runs makes up a single data point.

To compile a set of 100 basis states $\{\Phi_\alpha\}_{\alpha=1}^{100}$ in a single run, we successively increase the set of basis states by drawing from the manifold of trial wavefunctions described in the main text. In a step $N \rightarrow N + 1$, we draw proposal states $\{\Phi_\alpha\}$ independently. From these proposals, we choose the state $\Phi_\beta$ which produces the lowest-lying eigenstate of the Hamiltonian $H$ with respect to the vector space $V_\alpha^N$ spanned by the states $\{\Phi_\alpha\}_{\alpha=1}^{N} \cup \Phi_\alpha$ (for a detailed description of SVM and different optimization strategies see Ref. [62]). Specifically,

$$V_\alpha^N = \text{span} \{\Phi_\alpha\}_{\alpha=1}^{N} \cup \Phi_\alpha$$ (A1)

$$\lambda_\alpha^N, \ldots, \lambda_\alpha^{N,N} = \sigma(H|_{V_\alpha^N})$$ (A2)

$$\beta = \min_\alpha \left[ \min_i \{\lambda_\alpha^{N,N}\} \right]$$ (A3)

where $\sigma(H|_{V_\alpha^N})$ denotes the spectrum of the Hamiltonian $H$, restricted to the vector space $V_\alpha^N$. The minimiza-
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tion over \(i\) chooses the lowest eigenvalue of \(H|_{N,N}\), while the minimization over \(\alpha\) optimizes the proposal state.

Next, we perform a random descent walk in the vicinity of \(\Phi_{\alpha}\), for which every step is accepted so long as it lowers the lowest eigenvalue. This process is terminated after a fixed number of proposals (specified below).

A straightforward method to draw independently from the ECG manifold is to draw proposal states \(\Phi_{\alpha}\) as

\[
m_{\alpha} = \frac{1}{R} \begin{pmatrix} x_{11} & x_{12} & x_{13} \\ x_{21} & x_{22} & x_{23} \\ x_{31} & x_{32} & x_{33} \end{pmatrix}
\]

(A4)

with

\[
A_{\alpha} = m_{\alpha}^T m_{\alpha}.
\]

(A5)

Here, the \(x_{ij}\) are drawn from a uniform distribution in the interval \(x_{ij} \in [-1, 1]\). The corresponding (unrenormalized) basis state is then given as \(\Phi_{\alpha}(r_{1}, r_{2}, r_{3}) = \mathcal{P} \exp \left(-\frac{1}{2} \sum_{i,j=1}^{3} A_{\alpha,ij} r_{i} \cdot r_{j} \right)\). In the second part of the optimization, in which we perform the random descent walk, the proposal is updated as

\[
m'_{\beta} = m_{\beta} + \delta x \begin{pmatrix} x_{11} & x_{12} & x_{13} \\ x_{21} & x_{22} & x_{23} \\ x_{31} & x_{32} & x_{33} \end{pmatrix}
\]

(A6)

with

\[
A'_{\beta} = (m'_{\beta})^T m'_{\beta}.
\]

(A7)

In practice, a value of \(\delta x = 0.1/r_B\) has shown to yield good results for the parameters considered in this work.

As the manifold of trial functions is fairly large, a large number of random proposals is necessary in every step of the algorithm to ensure convergence. This choice of sampling quickly yields reliable results for dimer states. For trimer states, convergence is much slower, and especially close to the dimer-to-trimer transition, it can occur that no trimer state is obtained. To address this challenge, we leverage the physical intuition that a trimer state should feature all particles confined within a length scale of the interaction range. Exploiting this fact also allows us to reduce the number of required steps, as well as improve stability of the algorithm.

In order to implement this idea in the algorithm, it is important to note that the matrices \(A^{-1}_{\alpha}\) carry the meaning of a covariance matrix. This suggests a covariance matrix of close to constant value (proportional to the mean distance squared of the particles from the center of the trap), with fluctuations around this value of the order of the interaction range. We thus introduce a further sampling method described as

\[
B = 5Rx_{0} + 2r_{0} \begin{pmatrix} x_{11} & x_{12} & x_{13} \\ x_{21} & x_{22} & x_{23} \\ x_{31} & x_{32} & x_{33} \end{pmatrix},
\]

\[
A^{-1}_{\alpha} = \frac{B + B^T}{2},
\]

(A8)

where \(x_{0} \in [0, 1]r_{B}\), \(x_{i,j} \in [-1, 1]r_{B}\). Using \(\delta x' = 0.1r_{B}\) the corresponding random walk method is determined by

\[
(A'_{\alpha})^{-1} = \frac{B' + (B')^T}{2}.
\]

(A9)

In Eq. (A8), the value of \(5R\) (representing a sampling range of the mean distance squared of the particles from the center of the trap) was chosen to ensure reasonable convergence. The value of \(2r_{0}\), in turn, representing the interparticle distances was selected based on the fact that the localization of particles with respect to each other should be on the order of the interaction range. In the first part of the algorithm, where states are independently drawn, we then alternate between the two sampling methods, Eqs. (A4) and (A8), while in the second part (where the random walk is performed) we alternate between the methods defined by Eqs. (A6) and (A9).

While the sampling method described by Eq. (A8) may seem very biased at first glance, this presumption does not capture the full picture for several reasons. First, states of the form of Eq. (A8) are usually also found using the sampling method described in Eq. (A4). There, however, many more sampling steps are necessary for this to occur, implying less efficiency. Second, states found using Eq. (A8) are often accepted in the regime where the dimer is the ground state, but indeed also where the trimer is the ground state. Furthermore, we use a large number of sampling steps, namely about 15000 independent samples and 15000 local descents, each repeated twenty times for every run. Thus the exact form of the sampling coefficients used in Eqs. (A4) and (A8) does not play a dominant role as long as the space of eligible wavefunctions is sufficiently small (i.e. the confinement is not too big) and the space of appropriate wavefunctions is large enough (i.e. the interaction range is not too small). However, as can be seen in Fig. 2, for some parameter regimes, the data begins to develop a scatter which could be addressed by increasing the number of sampling steps further, or by restricting the sampling method described in Eq. (A9) to a smaller parameter space.

After we have finally performed 10 different runs, each yielding 100 basis states, we then combine the results of these different runs to obtain a basis set of 1000 basis states \(\{\Phi_n\}_{n=1}^{1000}\). In the very end, the Hamiltonian is diagonalized with respect to these 1000 states and the physical quantities are extracted from the resulting ground state. These results are shown in the main text.

2. The Hamiltonian in the ECG basis

Here we give a detailed account of the representation of the Hamiltonian in Eq. (1) within the manifold spanned by the ECG.
Given two basis functions |\(A\rangle\) and |\(B\rangle\), corresponding to \(\langle x\mid A\rangle r_i^3 = \exp \left(-\frac{1}{2} \sum_{i,j=1}^3 A_{ij} r_i \cdot r_j \right)\) and \(\langle x\mid B\rangle r_i^3 = \exp \left(-\frac{1}{2} \sum_{i,j=1}^3 B_{ij} r_i \cdot r_j \right)\) with \(x^T = (r_1^T, r_2^T, r_3^T)\), the matrix elements of the kinetic parts \(-\frac{k^2}{2m_i} \nabla_i^2 = \frac{p_i^2}{2m_i}\) are given by [64]

\[
\langle A\mid p_i^2\rangle |B\rangle r_B^6 = \frac{16\pi^3}{\det (A + B)} |A(A + B)^{-1}B\rangle_{ii}. \tag{A10}
\]

The remaining parts of the Hamiltonian consist of one- and two-body potentials of the form \(V(r_i)\) and \(V(r_i - r_j)\). Given a suitable vector \(w^T = (w_1, w_2, w_3)\), both types of potential can thus be written in the form \(V(\tilde{w}^T x)\) where \(\tilde{w}^T = w^T \otimes I_{2 \times 2}\) such that \(\tilde{w}^T x = w_1 r_1 + w_2 r_2 + w_3 r_3\). Then, the matrix element of this general form of the potential reads [64, 80]

\[
\langle A\mid V(\tilde{w}^T x)\rangle |B\rangle = \frac{4\pi^2}{\det (A + B)} \frac{r_B^{-6}}{w^T (A + B)^{-1}w} \times \int dr V(r) \exp \left(-\frac{1}{2w^T (A + B)^{-1}w} r^2 \right). \tag{A11}
\]

From this expression, the matrix elements of \(V_{\text{conf}}(r_i) = E_{2B}^\infty |r_i\rangle/R^n\), \(V_{\text{FF}}(r_i - r_j)\), and \(V_{\text{FF}}(r_i - r_j)\) can be obtained for appropriate choices of \(w\). For \(V_{\text{conf}}(r_i), w_j = \delta_{ij}\), while for \(V_{\text{FF}}(r_i - r_j)\) and \(V_{\text{FF}}(r_i - r_j)\), \(w_k = \delta_{ik} - \delta_{jk}\).

The matrix element of \(V_{\text{conf}}(r_i)\) is then given by

\[
\langle A\mid V_{\text{conf}}(r_i)\rangle |B\rangle = \frac{E_{2B}^\infty}{r_B^6} \frac{8\pi^3}{\det (A + B)} \frac{a_i^{-n/2}}{R^n} \Gamma \left(\frac{n + 2}{2}\right), \tag{A12}
\]

where \(a_i = 1/(A + B)^{-1}_{ii}\) and \(\Gamma(x)\) is the Gamma function. In our calculation we use \(n = 30\).

The matrix element of the fermion-impurity interaction reads

\[
\langle A\mid V_{\text{FF}}(r_i - r_j)\rangle |B\rangle = -\frac{8\pi^3}{r_B^6 \det (A + B)} V_0 \left(1 - e^{-b_{ij} r_0^2} \right), \tag{A13}
\]

where \(b_{ij} = 1/2w^T (A + B)^{-1}w = 1/2((A + B)^{-1}_{ii} + (A + B)^{-1}_{jj} - 2(A + B)^{-1}_{ij})\).

Finally, the matrix element of \(V_{\text{FF}}(r) = E_{2B}^\infty r_B q^2/|r|\) is given by

\[
\langle A\mid V_{\text{FF}}(r_2 - r_3)\rangle |B\rangle r_B^6 = c \frac{8\pi^3}{\det (A + B)} \sqrt{\pi b_{23}}. \tag{A14}
\]

where \(c = E_{2B}^\infty r_B q^2\).

### 3. Angular Momentum in the ECG basis

The total angular momentum of the \((2+1)\) system relative to the impurity is given by \(L_{\text{tot}} = L_2 + L_3 = R_2 \times P_2 + R_3 \times P_3\), where \(R_2, R_3, P_2, P_3\) are the positions and momenta of the two fermions relative to the impurity. Because our variational wavefunctions are real functions, it follows that \((L_{\text{tot}}) = 0 [62]\).

In order to capture the transition from the dimer state (with \((L_{\text{tot}}) = 0\)) to the trimer state (with \((L_{\text{tot}}) = \pm 1\)), we focus on the expectation value of \(L_2^2\). To that end, we first define the coordinate transformation \(R_1 = \frac{m_l r_1}{(m_l + 2m_f)} + \frac{m_f r_2}{(m_l + 2m_f)} + \frac{m_f r_3}{(m_l + 2m_f)}, R_2 = r_2 - r_1, R_3 = r_3 - r_1\). Given an ECG wavefunction \(|A\rangle\) with \(\langle x\mid A\rangle r_i^3 = \exp \left(-\frac{1}{2} \sum_{i,j=1}^3 A_{ij} r_i \cdot r_j \right)\) and \(x^T = (r_1^T, r_2^T, r_3^T)\), this can be represented in the relative coordinates as \(\langle \tilde{x}\mid A\rangle r_B^6 = \exp \left(-\frac{1}{2} \sum_{i,j=1}^3 A_{ij} \tilde{R}_i \cdot \tilde{R}_j \right)\) where \(\tilde{x}^T = (R_1^T, R_2^T, R_3^T)\), and \(\tilde{A}\) is defined as

\[
\tilde{A} = O^T AO \tag{A15}
\]

with

\[
O = \begin{pmatrix}
\frac{m_l}{m_l + 2m_f} & \frac{m_f}{m_l + 2m_f} & \frac{m_f}{m_l + 2m_f} \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{pmatrix}^{-1}. \tag{A16}
\]

The matrix element of \(L_{\text{tot}}^2\) is then given as (for more detail see Ref. [62])

\[
\langle A\mid L_{\text{tot}}^2\rangle |B\rangle = \frac{8\pi^3}{\det (A + B)} \left(\frac{1}{4} \text{Tr} \left(f(\tilde{A})((\tilde{A} + \tilde{B})^{-1} \otimes I_{2 \times 2})\right) \text{Tr} \left(f(\tilde{B})((\tilde{A} + \tilde{B})^{-1} \otimes I_{2 \times 2})\right) + \frac{1}{2} \text{Tr} \left(f(\tilde{A})((\tilde{A} + \tilde{B})^{-1} \otimes I_{2 \times 2}) f(\tilde{B})((\tilde{A} + \tilde{B})^{-1} \otimes I_{2 \times 2})\right) \right). \tag{A17}
\]

Here, we have defined the function \(f(\tilde{A})\) in the following way. Given a symmetric \(3 \times 3\) matrix

\[
\tilde{A} = \begin{pmatrix}
\tilde{A}_{11} & \tilde{A}_{12} & \tilde{A}_{13} \\
\tilde{A}_{12} & \tilde{A}_{22} & \tilde{A}_{23} \\
\tilde{A}_{13} & \tilde{A}_{23} & \tilde{A}_{33}
\end{pmatrix}, \tag{A18}
\]
we define $R = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, such that $f(\hat{A})$ reads

$$f(\hat{A}) = \begin{pmatrix} 0 & -\hat{A}_{12} & -\hat{A}_{13} \\ \hat{A}_{12} & 0 & 0 \\ \hat{A}_{13} & 0 & 0 \end{pmatrix} \otimes R \quad \text{(A19)}$$

Appendix B: TWO-BODY PROBLEM

In this appendix, we show the text-book solution of the two-body problem in absence of external confinement, and then go on to study the influence of confinement on the solution of the two-body problem.

$$\sqrt{2\mu E_{2B}^\infty} J_0 \left( \sqrt{2\mu (-E_{2B}^\infty + V_0)} \right) K_1 \left( \sqrt{2\mu E_{2B}^\infty r_0} \right) - \sqrt{2\mu (-E_{2B}^\infty + V_0)} K_0 \left( \sqrt{2\mu E_{2B}^\infty r_0} \right) J_1 \left( \sqrt{2\mu (-E_{2B}^\infty + V_0)} \right) = 0, \quad \text{(B3)}$$

with $J_0, J_1$ Bessel functions of the first kind, and $K_0, K_1$ modified Bessel functions of the second kind.

2. With confinement

We next consider a two-body system consisting of one impurity (with mass $m_I$) and one fermion (with mass $m_F$) in a 2D spherical box. The Hamiltonian then reads

$$H = -\frac{\hbar^2}{2m_f} \nabla_1^2 - \frac{\hbar^2}{2m_F} \nabla_2^2 + \sum_{i=1}^2 V_{\text{conf}}(r_i) + V_{\text{F}\text{I}}(r_1 - r_2), \quad \text{(B4)}$$

where we have used the same notation as in Appendix B1. To solve this two-body problem, we employ the SVM as described in the main text.

In Fig. 8, we show the two-body as well as the three-body ground state energy as a function of $\alpha$ for $r_0/r_B = 1.2$ and different values of $R$. The dimer energies lie slightly higher than $-E_{2B}^\infty$ due to the confinement, while for larger system sizes the energies approach $-E_{2B}^\infty$. Additionally, a close to linear increase of the energies with the mass ratio $\alpha$ is visible, which decreases as $R$ increases. This observation is in line with the interpretation of a decrease of the two-body confinement energy, given by

$$E_{\text{conf}} = z_{01}^2/2m_I R^2 + z_{01}^2/2m_F R^2 = z_{01}^2 (\alpha + 1)/2m_F R^2,$$

1. Without confinement

We consider an impurity (with mass $m_I$) interacting with a single fermion (with mass $m_F$) via $V_{\text{F}\text{I}}(\mathbf{r}) = -V(\theta(r_0 - |\mathbf{r}|)$ where $\theta(x)$ is the Heaviside function. The Schrödinger equation in the relative coordinate frame reads

$$-\frac{\nabla^2}{2\mu} \psi(\mathbf{r}) + V_{\text{F}\text{I}}(\mathbf{r}) \psi(\mathbf{r}) = -E_{2B}^\infty \psi(\mathbf{r}) \quad \text{(B1)}$$

where $\mu = m_F m_I/(m_F + m_I)$ is the reduced mass of an impurity and a fermion. The wavefunction $\psi(\mathbf{r})$ can be decomposed into a radial part and an angular part, i.e. $\psi(\mathbf{r}) = \psi(r) e^{im\theta}$ with $m$ the angular momentum of the state. For the ground state, we have $m = 0$. Thus the equation for the radial wavefunction is given by

$$r^2 u'' + ru' + \left[ -E_{2B}^\infty + V_0 \theta(r_0 - r) \right] r^2 u = 0. \quad \text{(B2)}$$

The solution of this equation can be found in text books [71]. The ground state energy $E_{2B}^\infty$ is found by the solution of the implicit equation

where $z_{01}$ is the first zero of the Bessel function $J_0$.

Comparing the three-body energy with the two-body energy, one can see that, below the critical mass ratio, the three-body energy also increases linearly with $\alpha$, and that the increase is larger for smaller box size. Additionally, especially for smaller system sizes, the three-body energies below the critical mass ratio lie considerably higher than their two-body counterparts. This is caused by the confinement energy of the fermion in a scattering state, as expected from our analysis in Section IV A.

Appendix C: CONVERGENCE ANALYSIS

In this appendix, we analyze the deviation of the results shown in Fig. 2 from the asymptotic critical mass ratio $\alpha_c \approx 3.34$ [23, 32, 33] obtained for $R \to \infty$ and $r_0 \to 0$. We then analyze the convergence of the results shown in Fig. 2, which is followed by a study with regards to the number of wave functions sampled in every expansion step.
1. Deviation from the asymptotic result $\alpha_c \approx 3.34$

As it can be seen in Fig. 2, for $R/r_B = 100$ and $r_0/r_B = 0.2$ the $\langle L_{\text{tot}}^2 \rangle$ value begins to increase at around $\alpha = 3.35$ and has arrived at approximately 1 at the data point corresponding to $\alpha = 3.45$. Thus, the data indicates that the transition occurs for $3.35 < \alpha_c < 3.45$, which lies higher than the asymptotic value of $\alpha_c \approx 3.34$. This is in opposition to our finding that, generally, confinement and a finite interaction range should in fact cause a reduction of the value of $\alpha_c$.

To study this deviation, for each mass ratio we perform single runs of up to 1000 basis states, rather than performing ten runs of up to 100 basis states. These runs are executed in two different ways which are motivated by noting the important point that for $R/r_B = 100$, $r_0/r_B = 0.2$ the transition region is very narrow (for further information, see also the detailed discussion in Appendix C2). Hence, few basis states share overlaps with both the dimer and the trimer state. As a consequence, the ground and the excited state each have to be optimized for with a significant number of basis states, as few basis states optimize the energy of both the trimer and the dimer, and it is thus easy to miss the true ground state.

This is visible in Fig. 9, where the purple dots show the result of a single run in which the expansion of the basis set towards 1000 states keeps optimizing with respect to the current ground state (and convergence is thus slow when the dimer and trimer state are almost degenerate in energy). In contrast, convergence can be dramatically sped up by allowing for more drastic updates; specifically, by adapting the acceptance criteria for basis states such that for the first 500 basis states acceptance depends on improving the ground state, and, for the next 500 basis states, it depends on improving the first excited state. Away from the transition this is not an efficient method to obtain a good ground state estimate. However, close to the transition this approach offers dramatically improved efficiency in describing the ground state. The result is shown as black squares in Fig. 9. For both optimization criteria one can see that, compared to the data shown in Fig. 2 (reproduced also in Fig. 9), the scatter in $\langle L_{\text{tot}}^2 \rangle$ is absent, and the transition region has become sharper. While for the pure ground state optimization, the transition still occurs for $3.4 < \alpha_c < 3.45$, for the first excited state optimization criterion in the second half of the run, it now sets on shortly before $\alpha = 3.3$ and $\langle L_{\text{tot}}^2 \rangle \approx 1$ is reached shortly before $\alpha = 3.35$, consistent with the free space result.

In order to offer further insight into the two different optimization criteria, in Fig. 10, energy and angular...
momentum data of the ground and first excited state are shown for parameters $\alpha = 3.35$, $R/r_B = 100$, $r_0/r_B = 0.2$ using a single run of up to 1000 basis states. The results were obtained in two different ways: optimizing the ground state for all 1000 states (black) and optimizing the ground state for 500 states and then optimizing the first excited state for another 500 states (red), showing ground (solid) and first excited state properties (dashed).

FIG. 10. Energy (top) and angular momentum (bottom) values of the ground and first excited state as a function of basis states $N$ for SVM calculations at $\alpha = 3.35$, $R/r_B = 100$ and $r_0/r_B = 0.2$ using a single run of up to 1000 basis states. The results were obtained in two different ways: optimizing the ground state for all 1000 states (black) and optimizing the ground state for 500 states and then optimizing the first excited state for another 500 states (red), showing ground (solid) and first excited state properties (dashed).

As one can see from Fig. 10, in the first approach that optimizes for the ground state only, the energy of the ground state saturates already early on, and the first excited state sees very little improvement. Optimizing the first excited state as well, however, the energies cross over, triggering a transition from dimer to trimer behavior as can be seen in the corresponding angular momentum plot in Fig. 10. Here, it can also be seen that optimizing the ground state only, its angular momentum remains close to 0, while the first excited state does not immediately attain a value close to 1; which is natural, since it is not optimized for. Optimizing for the first excited state in the second half of the algorithm, one can see that its expectation value attains a value close to 1 already after being optimized for only about 100 basis states.

At around 700 basis states, the first excited state has been optimized enough to trigger the crossover between ground and first excited state.

2. Convergence analysis for data shown in Fig. 2

There are two aspects in which the SVM algorithm needs to achieve convergence in:

1. The number of basis states needs to be sufficiently large to describe the ground state accurately.

2. A sufficient number of samples have to be drawn from the ECG manifold in every basis expansion step in order to ensure stable results.

The number of basis states and the number of samplings necessary to obtain accurate results varies depending on the nature of the ground state and the energy gap to the first excited state. Additionally, there are ranges of $R/r_B$ and $r_0/r_B$ that are more challenging to achieve convergence in. That is, when the confinement length $R$ is large and the interaction range $r_0$ is small, the manifold of wave functions that respect the confinement-imposed boundary conditions increases in size. In contrast, the subset of wave functions resolving the box potential is quite small. Combining both arguments, one sees that a larger number of sampling steps is required. Additionally, when the energy gap between the dimer and the trimer state becomes small near the transition, the numerically-determined ground state can be a varying admixture of dimer and trimer state, resulting in angular momentum scatter.

To study the convergence of the results shown in Fig. 2, we have performed a convergence analysis of select data points. The results are shown in Figs. 11 and 12, and they serve to investigate the behaviour of the energy and the angular momentum of the ground state as the number of basis states $N$ is increased. To further study the role of the number of sampling steps, a similar analysis was performed in which, for varying numbers of sampling steps, the ground state properties were tracked, again, as a function of the number of basis states $N$. These results are shown in Figs. 13 and 14.

In Fig. 11, values of $R/r_B = 10$, $r_0/r_B = 0.8$ were chosen as representing parameters for which it is easier to
FIG. 11. Analysis of convergence with increasing number of basis states \( N \), for parameters \( R/r_B = 10, r_0/r_B = 0.8 \) that yield a critical mass ratio of around \( \alpha_c = 2 \). The analysis is conducted for mass ratios well before (left, \( \alpha = 1 \)), close to (center, \( \alpha = 2 \)) and well after (right, \( \alpha = 3 \)) the dimer-to-trimer transition. For every data point \((\alpha, R/r_B, r_0/r_B)\), shown in Fig. 2, 10 independent runs with up to 100 basis states were conducted. For the present figure, the ground state in each of these 10 independent runs was tracked as the number of basis states \( N \) increased from 1 to 100, and the energies and angular momentum expectation values \( \langle L^2_{tot} \rangle \) of these states were computed. In the upper row, the down-(up-)facing triangles, connected by dashed lines, mark the highest (lowest)-lying ground state energies of these ten runs at \( 1/N = 1/25, 1/50, 1/60, 1/70, 1/80 \) and \( 1/100 \). In the lower panels, the \( \langle L^2_{tot} \rangle \) values are shown in the same way. The energy (\( \langle L^2_{tot} \rangle \) values) obtained by combining the bases of the 10 individual runs into a single basis of \( 10 \times N \) states is shown as a solid line. From the relation between energy and \( 1/N \), we estimate the energy at \( N = \infty \) (diamond marker) by extrapolation (dotted line). The difference between the obtained extrapolation and the combined energy of \( 10 \times 100 = 1000 \) basis states is given by \( 0.0079 E_\infty^{2B} \) (\( \alpha = 1 \)), \( 0.0098 E_\infty^{2B} \) (\( \alpha = 2 \)), and \( 0.0121 E_\infty^{2B} \) (\( \alpha = 3 \)), and it can be regarded as an estimated basis set extrapolation error.

As mandated by the variational principle, the energies found are upper bounds for the true energy of the ground state. Moreover, as the number of basis states is increased, the variational energy must be lowered. In Fig. 11, it can be seen that away from the transition (\( \alpha = 1, \alpha = 3 \)) the 10 individual energies and angular momenta have a tight grouping, indicating that the number of sampling steps is sufficient. At the transition, the individual energies are also grouped tightly, but because the energy gap to the first excited state is small, the angular momentum expectation values have a significant spread and a stabilization of the observable comes from the combination of individual runs. Fig. 12, on the other hand, is obtained for a larger system size, making the dimer-to-trimer crossover much more narrow. As a consequence, the spread of energies relative to the energy gap to \(-E_\infty^{2B}\) is much larger than in Fig. 11. Highlighting the challenge in describing such parameter regimes, even away from the transition, stabilization of the results is achieved only after the combination of basis states of the individual runs, and not by a sheer increase of the
FIG. 12. Analysis of convergence with increasing number of basis states \( N \), for parameters \( R/r_B = 100, r_0/r_B = 0.2 \) that yield a critical mass ratio of around \( \alpha_c = 3.3 \) (see also Fig. 9). In the same manner as the analysis shown in Fig. 11, the analysis is conducted for mass ratios well before (left, \( \alpha = 2 \)), close to (middle, \( \alpha = 3.3 \)) and well after (right, \( \alpha = 3.6 \)) the dimer-to-trimer transition. Additionally, for \( \alpha = 3.3 \) and \( \alpha = 3.6 \), energies and angular momentum expectation values obtained in a single run with up to \( N = 1000 \) basis states are shown (crosses, dashed, purple). The difference between the combined energy of \( 10 \times 100 = 1000 \) basis states and the extrapolation is given by \( 0.00098E^{\infty}_{2B}(\alpha = 2), 0.0019E^{\infty}_{2B}(\alpha = 3.3) \) and \( 0.0066E^{\infty}_{2B}(\alpha = 3.6) \), and it can be regarded as an estimated basis set extrapolation error. The results obtained from the extrapolated energy (diamond) and the single run with \( N = 1000 \) basis states are consistent.

Away from the transition, no qualitative changes in the angular momentum expectation value are observed once around 50 states have been taken into account. This holds true even when comparing with a run in which the basis states are derived from a single run of up to 1000 basis states (see also Fig. 9), rather than from 10 independent runs of up to 100 basis states. Close to the transition, however, a larger number of basis states is required to achieve convergence, as both the ground and the first excited state need to be resolved with a sufficiently large number of basis states. As a result, the single run of up to 1000 basis states shows different results than the combined runs at \( \alpha = 3.3 \) shown in Fig. 12, see also the discussion in Appendix C1.

For the data shown in Figs. 11 and 12 we estimate the uncertainties of our energies as the energy difference between the combined energies at \( N = 100 \), and the extrapolated energies at \( 1/N = 0 \). The resulting uncertainties are given in the captions of Figs. 11 and 12. We note that these estimated uncertainties are of the order of \( \sim 0.01E^{\infty}_{2B} \) in Fig. 11, and, in Fig. 12, they are of the order \( \sim 0.001E^{\infty}_{2B} \) before the transition and about \( \sim 0.007E^{\infty}_{2B} \) beyond the transition. As such, they are much smaller than the actual gap between the ground state and \( -E^{\infty}_{2B} \). Furthermore, we note that, as can be seen in Fig. 12, the extrapolated energies are very close to the energies obtained from a single run of 1000 basis states.

Finally, we investigate the impact of the number of sampling steps on convergence. To this end, we show in Fig. 13 an analysis of the convergence with the number of basis states for relatively low numbers of sampling steps obtained for \( R/r_B = 10 \) and \( r_0/r_B = 0.8 \). In Fig. 14, the same analysis is performed for \( R/r_B = 100 \) and \( r_0/r_B = 0.2 \). In the case of \( R/r_B = 10 \) and \( r_0/r_B = 0.8 \), the energies and angular momenta are, along with their spreads, comparable to those shown in Fig. 11, even...
FIG. 13. Analysis of convergence as function of the number of basis states $N$ and increasing numbers of sampling steps. The analysis is conducted for the parameters $R/r_B = 10$, $r_0/r_B = 0.8$ and for mass ratios well before (left, $\alpha = 1$), close to (middle, $\alpha = 2$) and well after (right, $\alpha = 3$) the transition region. 10 independent runs with up to 300 basis states using 1000 (black), 2000 (purple) and 4000 (yellow) sampling steps in every basis expansion step were conducted and the resulting ground states were tracked as a function of the number of basis states $N$ for $1/N = 1/300, 1/250, 1/200, 1/150, 1/125, 1/100, 1/70$ and $1/50$. Ground state energies and angular momentum expectation values are shown in the same manner as in Figs. 11 and 12, with different colours representing different numbers of sampling steps.

| extrapolation error $[E_{\infty}^2]$ | $R/r_B = 10$, $r_0/r_B = 0.8$ | $R/r_B = 100$, $r_0/r_B = 0.2$ |
|---------------------------------------|-------------------------------|-------------------------------|
| $\alpha = 1$                         | 0.0068                        | 0.00092                       |
| $\alpha = 2$                         | 0.0079                        | 0.0033                        |
| $\alpha = 3$                         | 0.0055                        | 0.0087                        |
| $\alpha = 3.3$                       | 0.0026                        | 0.0026                        |
| $\alpha = 4$                         | 0.0050                        | 0.0021                        |

TABLE I. Estimated extrapolation error of the ground state energy in units of $E_{\infty}^2$ in dependence of the number of sampling steps, for different system parameters. The uncertainty is obtained by comparing the extrapolated energy and the energy obtained by a combination of $10 \times 100$ basis states, shown in Fig. 13 and Fig. 14.

though the former results were obtained for a significantly lower number of sampling steps. In contrast, in the case of $R/r_B = 100$ and $r_0/r_B = 0.2$, shown in Fig. 14, one can see that, by increasing the number of sampling steps, one obtains a much tighter grouping in energy, which differs from the results shown in Fig. 12. The estimated uncertainties obtained from the data given in Figs. 13 and 14 are shown in Table I. This illustrates further the requirements different parameter ranges of $r_0/r_B$ and $R/r_B$ pose on the number of sampling steps.
FIG. 14. Analysis of convergence with increasing number of basis states $N$ for $R/r_B = 100$, $r_0/r_B = 0.2$, and different numbers of sampling steps. In the same manner as the analysis shown in Fig. 13, the analysis is conducted for mass ratios well before (left, $\alpha = 2$), close to (middle, $\alpha = 3.3$), and well after (right, $\alpha = 4$) the transition region.
Appendix D: REDUCED DENSITY DISTRIBUTION WITH $\theta$ AND $R_2$

To further study the anatomy of the dimer and trimer states with respect to their angular distribution, we define the reduced density distribution $u_3(R_2, \theta)$ as

$$u_3(R_2, \theta) = R_2 \int d^2 r_1 d^2 R_3 |\Psi(r_1, r_1 + R_2, r_1 + R_3)|^2.$$  

(D1)

Here, the vectors $R_2$ and $R_3$ are parametrized as $R_2 = R_2(\cos(\theta_3 + \theta), \sin(\theta_3 + \theta))$, $R_3 = R_3(\cos \theta_3, \sin \theta_3)$. In Fig. 15, we show the density distribution $u_3(R_2, \theta)$ for dimer and a trimer states. For the trimer states, when $R_2$ is close to 0, the density distribution $u_3$ almost vanishes around $\theta = 0$ and achieves its maximum at approximately $\theta = \pi$ which shows that the fermions tend to locate at opposite sides of the impurity mainly due to Pauli exclusion. On the other hand, $u_3$ shows no visible angular dependence for the dimer state as the distance between the two fermions is relatively large and thus Pauli exclusion does not play an important role.

FIG. 15. Reduced density distribution $u_3(R_2, \theta)r_B$ for systems with and without Coulomb interaction. Upper panel: Results for a dimer ($\alpha = 2$, left) and a trimer state ($\alpha = 3$, right) for $r_0/r_B = 0.8$, $R/r_B = 20$, and $q = 0$. Lower panel: Results for a dimer ($\alpha = 2$, left) and a trimer state ($\alpha = 3.5$, right) for $r_0/r_B = 0.8$, $R/r_B = 100$ and $q = 0.3$. For the trimer state, $u_3(R_2, \theta)r_B$ has an angular dependence such that it achieves its minimal value around $\theta = 0$ and its maximal value around $\theta = \pi$. This shows that the fermions in the trimer state have a preference for an anti-parallel configuration that is mainly caused by Pauli exclusion.