Pulsed multireservoir engineering for a trapped ion with applications to state synthesis and quantum Otto cycles
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1. Introduction

Reservoir engineering is a powerful tool for quantum state synthesis in quantum technologies. In spite of the fact that the general idea has been around for about two decades [1–5], and experimental implementations have been reported since then [6–9], there is still need for improvements, generalizations and new protocols [10–12]. Recently, the stabilisation of a squeezed state using reservoir engineering was demonstrated with the squeezing factor greatly exceeding what is expected using other techniques [13].

In [14], reservoir engineering has been employed to steer entanglement and measurements in a composite system in order to guide an arbitrary initial state of the other part towards a chosen target state. The protocol requires multiple repetitions of an elementary step or “collision”, which is itself an interesting tool for reservoir engineering. Previously, such repeated interactions have been used, for example, in the dissipative preparation of coherent states for the motional degree of freedom of $^{40}$Ca$^+$ ions [8], and the stabilization of non-classical states of radiation field in cavity quantum electrodynamics setups [15, 16].

Here, we will consider the framework of pulsed or collisional models [17, 18] for engineering a multireservoir system for the motional state of a trapped ion. Multireservoir setups may enable the development of tasks such as the preparation of many-body states, non-equilibrium quantum phases and even universal quantum computation without any coherent dynamics [19]. Our aim is to build on single reservoir engineering [3] and collisional models to expand them to multireservoir systems, which have a great theoretical [20] and experimental appeal [8]. In this paper, we also present its application in quantum engines, i.e., quantum systems undergoing either coherent (work) or incoherent (usually thermally) transformations induced in a series of steps bringing it back to its initial state [21, 22]. After a cycle, the engine is expected to have converted part of the absorbed energy into net work. They usually operate far from equilibrium and are especially affected by quantum resources [23–27] and particularities of their environments [28–30], making them particularly interesting to study quantum thermodynamics.

The so called quantum Otto cycle (QOC) has become a paradigmatic example of a quantum engine investigated [22]. In particular, in the context of trapped ions, we find theoretical and experimental investigations of the QOC employing thermal [31, 32] and non-thermal baths [28] with tapered trap geometries. These seminal works and the fact that trapped ions constitute a very mature experimental platform for quantum applications have motivated us to develop a multireservoir engineering protocol based on collisional interactions [33].

Our protocol uses laser pulses on transitions in a single trapped ion to engineer its motional state. We illustrate our protocol on a trapped $^{40}$Ca$^+$ calcium ion, which has suitable transitions for this scheme [34–36].

This paper is organized as follows. In section 2, we present the model describing the
interaction of the multilevel trapped ion with pulsed lasers and the protocol to effectively create a multireservoir system in its vibrational degree of freedom. In sections 3 and 4, we consider applications of our multireservoir protocol to quantum state synthesis and quantum engines. For the former, we consider the generation and protection of non-classical squeezed states, and the possibility of thermalization to arbitrary temperatures. For the latter, we will show how the open system dynamics with multiple reservoirs can be used to violate the Otto bound for the engine efficiency. In section 5, we present our conclusions.

2. Model

We consider an ion of mass $M$ with $d$ internal levels trapped in a one-dimensional harmonic potential with angular frequency $\nu$. Its Hamiltonian is

$$
\hat{H}_{\text{ion}} = \hbar \nu \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \hbar \sum_{\mu=0}^{d-1} \omega_{\mu} |\mu\rangle \langle \mu|,
$$

where $\hbar \omega_{\mu}$ is the energy of the internal level $|\mu\rangle$, and $\hat{a}^\dagger$ ($\hat{a}$) is the creation (annihilation) operator for the vibrational degree of freedom of the ion. The vibrational state of the ion is described by the Fock states $\{|j_v\rangle\}$. In our scheme, we choose the electronic levels $\{|0\rangle, |1\rangle, \ldots, |d-2\rangle\}$ to have long lifetimes compared to the level $|d-1\rangle$, which spontaneously decays to the level $|0\rangle$ at a rate $\Gamma_{d-10}$ (figure 1a). This decay channel is considered to be much faster than any other incoherent process in the scheme, thus being the prominent source of decoherence in the model.

The reservoir engineering scheme we propose here then relies on the alternate action of laser pulses addressing specific transitions of the ion as exemplified in the left panel of figure 1a and in figure 1b. The lasers $\{\mathcal{K}_\mu\}$, hereafter also called engineering lasers, are designed to be resonant with the transitions $|0\rangle \leftrightarrow |\mu\rangle$, $\mu = \{1, \ldots, d-2\}$, and implement the open dynamics for the vibrational motion of the ion. The reset lasers $\{\mathcal{Q}_\mu\}$ address the transitions $|\mu\rangle \leftrightarrow |d-1\rangle$, $\mu = \{1, \ldots, d-2\}$, and they are responsible to create controlled decay channels for the levels $\{|1\rangle, \ldots, |d-2\rangle\}$, leading the internal degree of freedom of the ion to the ground state $|0\rangle$ by optical pumping (right panel of figure 1a). The lasers $\{\mathcal{Q}_\mu\}$ are applied in sequence to avoid undesirable couplings between the levels $\{|1\rangle, \ldots, |d-2\rangle\}$.

While the choice $d = 3$ leads to schemes of single reservoir engineering, implemented for instance in [8], values of $d > 3$ generate a multireservoir scenario so that one may simulate an effective interaction of the vibrational mode with $d-2$ independent Markovian baths (figure 1c). In section 3, we exemplify our protocol for $d = 4$, show a speed-up in the generation of vibrational states of the ion, and demonstrate the synthesis of states that are unachievable with just a single reservoir. In particular, we demonstrate that the bireservoir case can be used to achieve thermalization to Gibbs states with arbitrary positive temperatures, which can correspond to either cooling or heating of the ion.
The general description of the Hamiltonians for the ion-laser interactions in the rotating-wave approximation are given by

$$
\hat{H}_{\mathcal{K}_\mu}(t) = \hbar \Omega_{\mathcal{K}_\mu} \sum_{j=1}^{n_{\mathcal{K}_\mu}} \frac{\Omega_{\mu,j}}{\Omega_{\mathcal{K}_\mu}} \left[ e^{-i\omega_{\mu,j} t} e^{i\eta_{\mu,j} (\hat{a} + \hat{a}^\dagger)} |\mu\rangle \langle 0| + \text{H.C.} \right],
$$

$$
\hat{H}_{\mathcal{Q}_\mu}(t) = \hbar \tilde{\Omega}_{\mathcal{Q}_\mu} \sum_{j=1}^{n_{\mathcal{Q}_\mu}} \frac{\tilde{\Omega}_{\mu,j}}{\tilde{\Omega}_{\mathcal{Q}_\mu}} \left[ e^{-i\tilde{\omega}_{\mu,j} t} e^{i\tilde{\eta}_{\mu,j} (\hat{a} + \hat{a}^\dagger)} |d-1\rangle \langle \mu| + \text{H.C.} \right],
$$

$$
\mu = \{1, \ldots, d-2\}. \quad \mathcal{K}_\mu (\mathcal{Q}_\mu) \text{ comprises of } n_{\mu} (\tilde{n}_{\mu}) \text{ lasers with angles } \phi_{\mu,j} (\tilde{\phi}_{\mu,j}) \text{ with respect to the trap axis, Rabi frequency } \Omega_{\mu,j} (\tilde{\Omega}_{\mu,j}) \text{ and angular frequency } \omega_{\mu,j} (\tilde{\omega}_{\mu,j}). \quad \text{The Lamb-Dicke parameters are given by } \eta_{\mu,j} = (\omega_{\mu,j}/c)\sqrt{\hbar/(2M\nu)} \cos \phi_{\mu,j} \quad (\tilde{\eta}_{\mu,j} = (\tilde{\omega}_{\mu,j}/c)\sqrt{\hbar/(2M\nu)} \cos \tilde{\phi}_{\mu,j}) \text{ with the speed of light } c. \quad \text{For convenience, we have written the Hamiltonians (2) and (3) in terms of a reference Rabi frequencies } \Omega_{\mathcal{K}_\mu} \text{ and } \tilde{\Omega}_{\mathcal{Q}_\mu}, \text{ respectively.} \quad \text{In the numerical simulations of section 3, these are chosen as the Rabi frequencies of one of the lasers involved in the Hamiltonians.}
$$

In the interaction picture with respect to $\hat{H}_{\text{ion}}$ and in the resolved sideband regime, the ion-laser Hamiltonians become time-independent provided that their angular frequencies

---

**Figure 1.** Scheme of the pulsed multireservoir engineering for a $d$–level trapped ion with $d = 4$. 
fulfill the following conditions \[37\]

\[
\omega_{\mu,j} = \omega_\mu - \omega_0 - m_{\mu,j}\nu, \quad \mu = \{1, \ldots, d - 2\},
\]

\[
\tilde{\omega}_{\mu,j} = \omega_{d-1} - \omega_{\mu} - \tilde{m}_{\mu,j}\nu, \quad \mu = \{1, \ldots, d - 2\},
\]

with \(m_{\mu,j}\) and \(\tilde{m}_{\mu,j}\) being integer numbers. In this case, the ion-laser Hamiltonians describe coherent phonon-excitation exchanges

\[
\hat{H}_{K_\mu} = \hbar \Omega_r \left( \hat{K}_{\mu}|0\rangle\langle 0| + \hat{K}_{\mu}^\dagger |\mu\rangle\langle \mu| \right),
\]

\[
\hat{H}_{Q_\mu} = \hbar \tilde{\Omega}_r \left( \hat{Q}_{\mu}|d-1\rangle\langle \mu| + \hat{Q}_{\mu}^\dagger |\mu\rangle\langle d-1| \right),
\]

where

\[
\hat{K}_{\mu} = \sum_{j=1}^{n_\mu} \frac{\Omega_{\mu,j}}{\Omega_r} \left\{ \frac{1 + \text{sgn}(m_{\mu,j})}{2} \hat{d}_{|m_{\mu,j}|} + \frac{1 + \text{sgn}(-m_{\mu,j})}{2} (-1)^{|m_{\mu,j}|} \hat{d}_{|m_{\mu,j}|}^\dagger \right\},
\]

\[
\hat{Q}_{\mu} = \sum_{j=1}^{\tilde{n}_\mu} \frac{\bar{\Omega}_{\mu,j}}{\bar{\Omega}_r} \left\{ \frac{1 + \text{sgn}(\tilde{m}_{\mu,j})}{2} \hat{d}_{|\tilde{m}_{\mu,j}|} + \frac{1 + \text{sgn}(-\tilde{m}_{\mu,j})}{2} (-1)^{|\tilde{m}_{\mu,j}|} \hat{d}_{|\tilde{m}_{\mu,j}|}^\dagger \right\}
\]

determine the different phonon exchange processes induced by the lasers according to \(\{m_{\mu,j}\}\) and \(\{\tilde{m}_{\mu,j}\}\), respectively with \(\hat{d}_{|m_{\mu,j}|}\) being

\[
\hat{d}_{|m_{\mu,j}|} = e^{-\eta_{\mu,j}^2/2} \sum_{k=0}^{\infty} \frac{(i\eta_{\mu,j})^{2k+|m_{\mu,j}|}}{k!(k+|m_{\mu,j}|)!} (\hat{a})^k \hat{a}^\dagger |m_{\mu,j}|,
\]

\[
\hat{d}_{|\tilde{m}_{\mu,j}|} = e^{-\tilde{\eta}_{\mu,j}^2/2} \sum_{k=0}^{\infty} \frac{(i\tilde{\eta}_{\mu,j})^{2k+|\tilde{m}_{\mu,j}|}}{k!(k+|\tilde{m}_{\mu,j}|)!} (\hat{a})^k \hat{a}^\dagger |\tilde{m}_{\mu,j}|.
\]

In the proposed scheme, we restrict the reset lasers to interact only with the internal states of the ion without disturbing its vibrational degree of freedom. This can be achieved, for instance, with lasers \(Q_\mu\) tuned to the carrier transition, which corresponds to \(\tilde{m}_{\mu,1} = 0\) in equation (5). In the Lamb-Dicke regime \((\eta_{\mu,1} \ll 1)\), we can then rewrite equation (7)

\[
\hat{H}_{Q_\mu} \approx \hbar \tilde{\Omega}_r \left( |d-1\rangle\langle \mu| + |\mu\rangle\langle d-1| \right).
\]

In the examples of section 3, we also consider the Lamb-Dicke regime for the engineering lasers \((\eta_{\mu,j} \ll 1)\), which allows one to simplify the expression for \(\hat{d}_{|m_{\mu,j}|}\) in equation (10), by only considering two-phonon exchanges \((|m_{\mu,j}| = 2)\), one-phonon exchanges \((|m_{\mu,j}| = 1)\) and no-phonon exchanges \((|m_{\mu,j}| = 0)\).
2.1. Reset stages

The reset lasers \( \{ Q_\mu \} \) create artificial decay channels for the long-lived levels \( \{|1\}, \ldots, |d-2\rangle \) by inducing transitions to the short-lived level \( |d-1\rangle \), as shown in figure 1a for \( d=4 \). This procedure is used to bring the electronic degree of freedom to the state \( |0\rangle \) at the beginning of the protocol and between two consecutive engineering stages, where entanglement with the vibrational mode due to the interactions with lasers \( \{ \mathcal{K}_\mu \} \) is created.

A full reset cannot be achieved by the simultaneous action of all \( Q_\mu \) because of the creation of dark states between the \( |1\rangle, \ldots, |d-2\rangle \) states. The reset here is therefore carried out in \( d-2 \) steps, so that only a single \( Q_\mu \) is applied at a time, depopulating the level \( |\mu\rangle \). In all steps, we assume that the Rabi frequency \( \tilde{\Omega}_r \) is much smaller than the spontaneous emission rate \( \Gamma_{d-10} \), such that the level \( |d-1\rangle \) can be adiabatically eliminated from the dynamics [38].

Below, we exemplify this for \( d=4 \) and for the application of the laser \( Q_1 \), whose Hamiltonian is given by equation (12) with \( \mu = 1 \). The spontaneous emission of the level \( |3\rangle \) to the level \( |0\rangle \) is described by the dissipator in Lindblad form

\[
\mathcal{D}_{30}(\dot{\rho}) = \Gamma_{30} \left[ |0\rangle\langle 3| \dot{\rho} |3\rangle\langle 0| - \frac{1}{2} (|3\rangle\langle 3| \dot{\rho} + \dot{\rho} |3\rangle\langle 3|) \right],
\]

where recoils effects on the vibrational motion of the ion are neglected, which is typically justified in the Lamb-Dicke regime and for a small number of phonons [38]. The master equation for the total density operator \( \dot{\rho} \) in the interaction picture is therefore given by

\[
\frac{d}{dt} \dot{\rho} = -\frac{i}{\hbar} [\hat{H}_{Q_1}, \dot{\rho}] + \mathcal{D}_{30}(\dot{\rho}).
\]

By defining the projections of \( \dot{\rho} \) onto the electronic subspace as \( \dot{\rho}_{jk} = \langle j|\dot{\rho}|k\rangle = \dot{\rho}_{kj}^\dagger \), from equation (14) we readily obtain \( d\dot{\rho}_{02}/dt = d\dot{\rho}_{20}/dt = d\dot{\rho}_{22}/dt = 0 \), and

\[
\begin{align*}
\frac{d}{dt} \dot{\rho}_{30} &= \Gamma_{30} \dot{\rho}_{33}, & \frac{d}{dt} \dot{\rho}_{11} &= -i\tilde{\Omega}_r (\dot{\rho}_{31} - \dot{\rho}_{13}), & \frac{d}{dt} \dot{\rho}_{01} &= i\tilde{\Omega}_r \dot{\rho}_{03}, & \frac{d}{dt} \dot{\rho}_{12} &= -i\tilde{\Omega}_r \dot{\rho}_{32}, \\
\frac{d}{dt} \dot{\rho}_{33} &= -i\tilde{\Omega}_r (\dot{\rho}_{31} - \dot{\rho}_{13}) - \Gamma_{30} \dot{\rho}_{33}, & \frac{d}{dt} \dot{\rho}_{03} &= i\tilde{\Omega}_r \dot{\rho}_{01} - \frac{\Gamma_{30}}{2} \dot{\rho}_{03}, \\
\frac{d}{dt} \dot{\rho}_{13} &= -i\tilde{\Omega}_r (\dot{\rho}_{33} - \dot{\rho}_{11}) - \frac{\Gamma_{30}}{2} \dot{\rho}_{13}, & \frac{d}{dt} \dot{\rho}_{23} &= i\tilde{\Omega}_r \dot{\rho}_{21} - \frac{\Gamma_{30}}{2} \dot{\rho}_{23}.
\end{align*}
\]

The condition \( \tilde{\Omega}_r / \Gamma_{30} \ll 1 \) allows one to write \( d\dot{\rho}_{33}/dt \approx d\dot{\rho}_{23}/dt \approx d\dot{\rho}_{13}/dt \approx d\dot{\rho}_{03}/dt \approx 0 \) in the set of equations (15). With \( \dot{\rho}_{33} \ll \dot{\rho}_{11} \), one finds that \( \dot{\rho}_{11} \) goes to zero at an effective rate \( \Gamma_{\text{eff}} \equiv 4(\tilde{\Omega}_r)^2 / \Gamma_{30} \) while \( \dot{\rho}_{22} \) stays basically constant. Similarly, the subsequent application of \( Q_2 \) makes \( \dot{\rho}_{22} \) go to zero at the same rate. The overall effect of the two-step reset stage is to asymptotically drive \( \dot{\rho}_{00} \) to unity, as desired, while having an adjustable rate \( \Gamma_{\text{eff}} \). Consequently, one can estimate the total time of a \((d-2)\)-step reset stage as being

\[ t_{\text{reset}} \propto (d-2) \Gamma_{\text{eff}}^{-1}. \]
2.2. Engineering stages

The engineering stages of the pulsed scheme rely only on the unitary evolution induced by the lasers \( \{ K_\mu \} \), while \( \hat{H}_{Q_\mu} = 0 \). This allows one to treat the electronic degree of freedom of the ion as an effective \((d-1)\)-level system with the corresponding basis set \( \{|0\rangle, \ldots, |d-2\rangle \} \). For a single engineering stage of duration \( \tau_r \), the time-evolved density operator for the vibrational part of the ion \( \hat{\rho}_v(\tau_r) \), in an initially separable state, can be expressed as

\[
\hat{\rho}_v(\tau_r) = \text{Tr} \left[ \hat{U}_K(\tau_r)\hat{\rho}_v(0)\hat{\rho}_e(0)\hat{U}_K^\dagger(\tau_r) \right],
\]

where the trace is taken over the electronic levels, \( \hat{U}_K(\tau_r) = e^{-i\hat{H}_K\tau_r/\hbar} \) is the unitary time-evolution operator associated with the engineering lasers, and

\[
\hat{H}_K = \hbar \Omega_r \sum_{\mu=1}^{d-2} \left( \hat{K}_\mu |\mu\rangle\langle 0| + \hat{K}_{\mu}^\dagger |0\rangle\langle \mu| \right),
\]

with \( \hat{K}_\mu \) given by equation (8).

The second order expansion of the time-evolution operator is

\[
\hat{U}_K(\tau_r) \approx \hat{I} - \frac{i\tau_r}{\hbar} \hat{H}_K - \frac{1}{2} \left( \frac{\tau_r}{\hbar} \right)^2 \hat{H}_K^2.
\]

Retaining all terms up to second order in equation (16) results in

\[
\hat{\rho}_v(\tau_r) \approx \text{Tr} \left[ \hat{\rho}_v(0)\hat{\rho}_e(0) \right] + \frac{i\tau_r}{\hbar} \left\{ \text{Tr} \left[ \hat{\rho}_v(0)\hat{\rho}_e(0)\hat{H}_K \right] - \text{Tr} \left[ \hat{H}_K\hat{\rho}_v(0)\hat{\rho}_e(0) \right] \right\}
\]

\[
+ \left( \frac{\tau_r}{\hbar} \right)^2 \left\{ \text{Tr} \left[ \hat{H}_K\hat{\rho}_v(0)\hat{\rho}_e(0)\hat{H}_K \right] - \frac{1}{2}\text{Tr} \left[ \hat{H}_K^2\hat{\rho}_v(0)\hat{\rho}_e(0) \right] - \frac{1}{2}\text{Tr} \left[ \hat{\rho}_v(0)\hat{\rho}_e(0)\hat{H}_K^2 \right] \right\}.
\]

With the particular choice of \( \hat{\rho}_e(0) = |0\rangle\langle 0| \), as provided by the reset stages, the linear term in \( \tau_r \) in equation (19) vanishes, such that we are left with

\[
\hat{\rho}_v(\tau_r) \approx \sum_{j=0}^{d-2} \hat{M}_j(\tau_r)\hat{\rho}_v(0)\hat{M}_j^\dagger(\tau_r),
\]

where we have defined the Kraus-like operators

\[
\hat{M}_0(\tau_r) = \hat{I} - \frac{(\Omega_r \tau_r)^2}{2} \sum_{\mu=1}^{d-2} \hat{K}_\mu^\dagger \hat{K}_\mu,
\]

\[
\hat{M}_\mu(\tau_r) = -i\Omega_r \tau_r \hat{K}_\mu, \quad \mu = \{1, \ldots, d-2\},
\]

which satisfy \( \sum_{j=0}^{d-2} \hat{M}_j(\tau_r)\hat{M}_j(\tau_r) = \hat{I} \) up to \( (\Omega_r \tau_r)^2 \hat{K}_\mu^\dagger \hat{K}_\mu \). In other words, the vibrational state of the ion after an engineering stage of duration \( \tau_r \) can be written in terms of the
quantum map \( \Phi_{\tau_i}(\cdot) = \sum_{j=0}^{d-2} \hat{M}_j(\tau_i)(\cdot) \hat{M}_j^\dagger(\tau_i) \), which in turn has the semigroup property \( \Phi_{\tau_i}[\Phi_{\tau_i}(\cdot)] = \Phi_{2\tau_i}(\cdot) \) when a second order expansion is performed in equation (16). This suggests that the fast consecutive applications of the engineering lasers interposed by the reset stages tend to reproduce a Markovian dynamics for the vibrational motion of the ion. Indeed, after the \( N \)-th interaction with the lasers \( \{K_{\mu}\} \), we can to write \( \hat{\rho}_v(N\tau) \equiv \hat{\rho}_N \) as

\[
\hat{\rho}_N = \hat{\rho}_{N-1} + (\Omega_r \tau)^2 \sum_{\mu=1}^{d-2} \left[ \hat{K}_\mu \hat{\rho}_{N-1} \hat{K}_\mu^\dagger - \frac{1}{2} \left\{ \hat{K}_\mu^\dagger \hat{K}_\mu, \hat{\rho}_{N-1} \right\} \right],
\]

so that the final vibrational state depends only on its state at the end of the previous engineering stage.

The main result of this Section is thus expressed by equation (22), since it provides a recursive and numerical recipe for the implementation of the Markovian open dynamics with operators \( \hat{K}_\mu \) chosen according to equation (8). Dividing \( \Delta \hat{\rho}_v \equiv \hat{\rho}_N - \hat{\rho}_{N-1} \) by a time interval \( \Delta t \), assuming \( \Delta t \approx \tau_r \), taking the limit \( \Delta t \to 0 \) (or equivalently, \( N \to \infty \)) and introducing \( \gamma = \Omega_r^2 \tau_r \) the multireservoir master equation can be written in the Lindblad form

\[
\frac{d}{dt} \hat{\rho}_v = \gamma \sum_{\mu=1}^{d-2} \left( \hat{K}_\mu \hat{\rho}_v \hat{K}_\mu^\dagger - \frac{1}{2} \left\{ \hat{K}_\mu^\dagger \hat{K}_\mu, \hat{\rho}_v \right\} \right),
\]

For the subsequent numerical calculations involving \( \hat{\rho}_N \), we truncate the vibrational Hilbert space at a sufficiently excited number state \( |j_v^{\text{max}}\rangle \), and use the semigroup property of the effective dynamical map to write

\[
\rho_N = e^{N\hat{L}} \rho_0,
\]

with \( \rho_N \) and \( \rho_0 \) being the respective vectorized forms of \( \hat{\rho}_N \) and \( \hat{\rho}_0 \) \([39]\), and

\[
\hat{L} = \sum_{\mu=1}^{d-2} \epsilon_{\mu} \left\{ \hat{K}_\mu^\dagger \otimes \hat{K}_\mu - \frac{1}{2} \left[ \hat{I} \otimes \hat{K}_\mu^\dagger \hat{K}_\mu + \left( \hat{K}_\mu^\dagger \hat{K}_\mu \right)^\dagger \otimes \hat{I} \right] \right\},
\]

where \( \epsilon_{\mu} \) and \( \hat{K}_\mu^\dagger \) emerge from a rescaling of \( \hat{K}_\mu \). This rescaling is convenient as it eliminates constant factors from one of the terms arising in the \( \hat{d}_{m_{\mu,j}} \) operators defined in equation (10), rendering \( \epsilon_{\mu} \) the role of damping coefficients controlling the weight of each produced reservoir.

### 3. Quantum state synthesis and protection

In order to illustrate our formalism, we present example applications in the simplest scenario with \( d = 4 \). This will create two independent reservoirs (figure 1c). For example, such a system can be implemented with trapped \( ^{40}\text{Ca}^+ \) ions in two ways. The relevant energy levels and driving lasers are depicted in figure 2. Quadruple transitions \( S_{1/2} \leftrightarrow D_{3/2} \) and
\( S_{1/2} \leftrightarrow D_{5/2} \) are used during the engineering stage, while \( D_{3/2} \leftrightarrow P_{1/2} \) and \( D_{5/2} \leftrightarrow P_{3/2} \) allows for the reset to \( S_{1/2} \) as discussed in section 2.1 (see figure 2a). Alternatively, the system can be created by exploiting the Zeeman structure of the \( D_{5/2} \) state in conjunction with a magnetic field to lift the level degeneracy (see figure 2b). As described in section 2, by choosing the motional sideband transitions \( m_{\mu,j} \) and the engineering laser interaction, a wide variety of motional states can be created.

![Figure 2](image-url)

**Figure 2.** Relevant transitions for the implementation of two-reservoir engineering with a \(^{40}\)Ca\(^+\) trapped ion [36, 40] using (a) the ion’s fine structure or (b) the Zeeman structure of the \( D_{5/2} \)–level.

In Table 1, we show examples of possible choices of integers \( \{m_{\mu,j}\} \) and re-scaled operators \( \hat{K}'_{\mu} \), which lead to the vibrational target state \( \hat{\rho}_v^{\text{ref}} = |\psi_v^{\text{ref}}\rangle\langle \psi_v^{\text{ref}}| \) when all \( \hat{K}'_{\mu} \) operators are the same. In the table, we assume that \( \{\eta_{\mu,j}\} \approx \eta \ll 1 \) and set up \( \Omega_r = \Omega_{\mu,1} \), which yields the increments

\[
\epsilon_{\mu} = \Omega_{\mu,1}^2 \tau_{\tilde{r}}^2 \eta^2 e^{-\eta^2}.
\]

The protocol can generate, for instance, (i) coherent states and (ii) squeezed states, with mode displacement and squeezing operators defined respectively as

\[
\hat{D}(\alpha) = \exp \left( \alpha \hat{a}^\dagger - \alpha^* \hat{a} \right),
\]

\[
\hat{S}(r) = \exp \left[ \frac{r}{2} \left( \hat{a}^{\dagger 2} - \hat{a}^2 \right) \right],
\]

where \( \alpha \) is the complex displacement in phase space and \( r \) is the real-valued squeezing parameter. The combination of displacement and squeezing yields (iii) squeezed coherent...
Table 1. Selected choices of integer numbers \( \{m_{\mu,j}\} \) producing the effective laser operators \( \hat{K}'_{\mu} \) and the final state \( |\psi^\text{ref}\rangle \).

| \( \{m_{\mu,j}\} \) | \( \hat{K}'_{\mu} \) | \( |\psi^\text{ref}\rangle \) |
|-----------------|-----------------|-----------------|
| (i) \( m_{\mu,1} = 1; m_{\mu,2} = 0 \) | \( \hat{a} - \alpha_{\mu,\text{coh}} \hat{I} \) | \( \hat{D}(\alpha_{\mu,\text{coh}})|0_v\rangle \) |
| (ii) \( m_{\mu,1} = 1; m_{\mu,2} = -1 \) | \( \hat{a} + \tanh (r_{\mu}) \hat{a}^\dagger \) | \( \hat{S}(-r_{\mu})|0_v\rangle \) |
| (iii) \( m_{\mu,1} = 1; m_{\mu,2} = -1; m_{\mu,3} = 0 \) | \( \hat{a} + \tanh (r_{\mu}) \hat{a}^\dagger - \alpha_{\mu,\text{sqcoh}} \hat{I} \) | \( \hat{S}(-r_{\mu})\hat{D}(\alpha_{\mu,\text{sqcoh}})|0_v\rangle \) |
| (iv) \( m_{\mu,1} = 1 \) | \( \hat{a} \) | \( |0_v\rangle \) |
| (v) \( m_{\mu,1} = -1 \) | \( \hat{a}^\dagger \) | \( |j_{\text{max}}^\text{v}\rangle \) |

states, whose application in quantum Otto cycles will be discussed in section 4. According with the choices of integers \( \{m_{\mu,j}\} \) in Table 1, the displacements \( \alpha_{\mu,\text{coh}}, \alpha_{\mu,\text{sqcoh}} \), and the squeezing parameter \( r_{\mu} \) are given by

\[
\alpha_{\mu,\text{coh}} = i \frac{\Omega_{\mu,2}}{\Omega_{\mu,1} \eta}, \quad \alpha_{\mu,\text{sqcoh}} = i \frac{\Omega_{\mu,3}}{\Omega_{\mu,1} \eta}, \quad r_{\mu} = \tanh^{-1} \left( \frac{\Omega_{\mu,2}}{\Omega_{\mu,1}} \right),
\]

with \( \mu \in \{1, 2\} \). While (i)-(iii) can also be generated in a single-bath configuration \([1, 8]\), our approach for (iii) is more efficient (see below). However, the incoherent combination of cases (iv) and (v) which can be used to synthesize thermal states, an important ingredient in quantum thermodynamics, may only be achieved using a multireservoir setup. A single bath configuration with \( \hat{K}'_{\mu} = \hat{a} + \hat{a}^\dagger \) does not produce a thermal state asymptotically.

In our protocol, the choices \( m_{1,1} = 1 \) and \( m_{2,1} = -1 \) mimic the thermalization master equation for the vibrational mode, and a positive temperature can be ascribed to the state if \( \epsilon_1 > \epsilon_2 \). By choosing the Lamb-Dicke parameters as \( \eta_{1,1} = \eta_{2,1} = \eta \), the mean occupation number of the produced state becomes

\[
\bar{n} = \left[ \left( \frac{\Omega_{1,1}}{\Omega_{2,1}} \right)^2 - 1 \right]^{-1},
\]

with \( \Omega_{1,1} > \Omega_{2,1} \). Therefore, such choices can promote either cooling or heating of the ion in the sideband regime without resorting to knowledge of the internal electronic dynamics through its correlation functions, thus being distinct from the scheme of Ref. \([41]\).

For the simulations, the performance of the method is numerically investigated with the help of the fidelities between quantum states \([42]\)

\[
\mathcal{F}_{\infty} = \left( \text{Tr} \sqrt{\sqrt{\rho_{\text{ref}} N} \sqrt{\rho_{\text{ref}}}} \right)^2,
\]

\[
\mathcal{F}_0 = \left( \text{Tr} \sqrt{\rho_0 N \sqrt{\rho_0}} \right)^2.
\]
The fidelity $F_{\infty}$ indicates the distance between the vibrational state produced after the $N$–th engineering stage, $\hat{\rho}_N$, given by equation (22), and the steady state associated with the target dynamics, $\hat{\rho}_{\text{ref}}$, which is obtained from equation (23) by imposing $d\hat{\rho}_{\text{ref}}/dt = 0$. On the other hand, the fidelity $F_0$ indicates the distance between the state generated by the pulsed protocol and a particular initial state $\hat{\rho}_0$. Therefore, while $F_{\infty}$ measures the protocol’s success to synthesis the target state, $F_0$ shows how different incoherent processes affect the vibrational mode, which allows for the study the state protection through reservoir engineering. We use the vectorization procedure described in section 2 to obtain the density operators in equations (31) and (32).

Figure 3 shows the fidelities $F_{\infty}$ as functions of the number $N$ of engineering stages for a fixed value of the Lamb-Dicke parameter $\eta = 5.0 \times 10^{-2}$. The left panels in figure 3 refer to the generation of thermal states of the vibrational mode starting from two paradigmatic examples of initial conditions: a ground state (figure 3a) and a coherent state (figure 3b). As mentioned before, this is beyond what is possible with canonical single reservoir methods as it requires the incoherent superposition of multiple baths using, for instance, the method developed here. Our approach allows also for the control of the thermal mean occupation number by adjusting the relative intensities of the lasers as given by equation (30). Starting from the ground state $|0_v\rangle$ (figure 3a), fidelities over 95% are produced with $N \sim 10$ ($\bar{n}_A = 0.25$), $N \sim 20$ ($\bar{n}_A = 0.50$) and $N \sim 40$ ($\bar{n}_A = 1.0$). Starting from the coherent state $\hat{D}(0.60i)|0_v\rangle$ (figure 3b), fidelities of $> 95\%$ are reached with $N \sim 60$. The increase in the required number of engineering stages compared to the ion initially in the ground state reflects the presence of coherences in the initial state.

The right panels of figure 3 shows the synthesis of squeezed coherent states for single and two-bath protocols. The vibrational mode is initially in the ground state and the Rabi frequencies are chosen to yield the squeezing parameter $r_\mu = 0.11 \approx (\Omega_{\mu,2}/\Omega_{\mu,1})$. Different displacements $\alpha_{\mu,\text{sqcoh}}$ are produced in figures. 3c and 3d through the control of the third Rabi frequency $\Omega_{\mu,3}$ as given in equations (29). The fidelity $F_{\infty}$ for the two-bath protocol surpasses 95% already for $N \sim 20$ (squared markers) while the single-bath protocol requires $N \sim 40$ (circle markers), indicating a significantly faster state synthesis. This is a natural consequence of the enhanced damping rate by including the second effective reservoir. Fast state synthesis is advantageous in quantum information protocols due to the inevitable sources of decoherence in the experimental setup. For quantum engines, fast dissipative processes can also help to reduce the total cycle time, thus increasing their total power. In addition, it is important to highlight that such a faster state synthesis occurs without resorting to stronger laser intensities, which might be challenging to obtain experimentally or also breakdown the rotating-wave approximation in equation (2). However, due to the sequential aspect of each of the reset stages, the speed of the state generation described in our protocol is physically limited by the reset mechanism, which in turn becomes more involved for very large $d$. 
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Figure 3. Vibrational state synthesis through the pulsed multireservoir engineering for a 4-level trapped ion. The plots show the fidelities $F_\infty$, defined in equation (31), as functions of the number of engineering stages $N$. The left panels show the generation of thermal states for selected mean occupation numbers $\bar{n}_A$ such that $\Omega_{1,1}/\Omega_{2,1} = 5.0$ (circle markers); $\Omega_{1,1}/\Omega_{2,1} = 3.0$ (square markers); $\Omega_{1,1}/\Omega_{2,1} = 2.0$ (triangle markers). The chosen initial states are: (a) $|0_v\rangle$ and (b) $\hat{D}(0.60i)|0_v\rangle$. The right panels show the generation of squeezed coherent states from the ground state $|0_v\rangle$ in the single-bath (circle markers) and the two-bath (square markers) configurations. In these cases, the generated states have squeezing parameter $r_1 = 0.11$ and displacements (c) $\alpha_{1,\text{sqcoh}} = 0.48i$ and (d) $\alpha_{1,\text{sqcoh}} = 0.60i$. The remaining parameters are chosen as $\eta = 5.0 \times 10^{-2}$, $\Omega_r \tau_r = 4.5$, $\Omega_{1,1}/\Omega_r = 1.0$, $\Omega_{1,2}/\Omega_r = 1.1 \times 10^{-1}$, $\Omega_{1,3}/\Omega_r = 2.4 \times 10^{-2}$ [case (c)] and $\Omega_{1,3}/\Omega_r = 3.0 \times 10^{-2}$ [case (d)].

The simulation of competing dynamics provides another instance where the use of a engineered multireservoir setup might be useful. In this respect, we will now consider the generation of squeezed states $|\psi_0\rangle = \hat{S}(-r)|0_v\rangle$ as the result of the interaction of a quantum harmonic oscillator and a reservoir which induces $\hat{K}_1 = \hat{a} + \tanh(r_2)\hat{a}^\dagger$. This mechanism will compete with dissipation $\hat{K}'_1 = \hat{a}$ which is ubiquitous all over practical implementations of resonators. In figure 4, where we plot $F_0$ as a function of $N$, we clearly see the effect of the competition of these two mechanisms whose features are externally controlled by means of the applied lasers. The fidelity $F_0$ is evaluated with respect to $\hat{\rho}_0 = |\psi_0\rangle\langle\psi_0|$ with a fixed value of the compression parameter $r$. One can also look at this plot having another physical application in mind. Let us suppose that the state $|\psi_0\rangle = \hat{S}(-r)|0_v\rangle$ has been prepared at $t = 0$. Figure 4 reveals that a carefully engineered bath can inhibit the detrimental action of
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**Figure 4.** Fidelity between $\hat{\rho}_0 = \hat{S}(-0.50)|0,v\rangle\langle 0,v|\hat{S}(0.50)$ and $\hat{\rho}_N$ as a function of $N$ with the choices $\hat{K}_1' = \hat{a}$ and $\epsilon_1 = 1.0 \times 10^{-4}$. While the circle markers show the degradation of $\hat{\rho}_0$ solely attributed to $\hat{K}_1'$, the square and triangle markers show the inclusion of a second bath with the choices $\hat{K}_2' = \hat{a} + \tanh(0.3)\hat{a}^\dagger$ and $\epsilon_2 = 2.0 \times 10^{-2}$. The remaining parameters are $\eta = 5.0 \times 10^{-2}$, $\Omega_r\tau_r = 2.0 \times 10^{-1}$, $\Omega_{1,1}/\Omega_r = 1.0$, $\Omega_{2,1}/\Omega_r = 14$, $\Omega_{2,2}/\Omega_r = 4.1$ (square markers) and $\Omega_{2,2}/\Omega_r = 6.5$ (triangle markers).

### 4. Generalized quantum Otto cycles with a trapped ion

In this section we discuss the use of the pulsed multireservoir method to implement a quantum Otto cycle (QOC) operating as a heat engine. Quantum heat engines are a powerful tool to investigate quantum effects on the energy exchange processes with trapped ions being a promising technology for experimental tests. In particular, QOCs also provide the possibility to easily distinguish unitary (coherent) from non-unitary (incoherent) changes of mean energy of the system, usually referred to as work and heat, respectively. The pulsed multireservoir engineering used during these non-unitary steps allows the practical investigations beyond purely thermal reservoirs.

#### 4.1. General definitions

The work substance is described by a time-dependent Hamiltonian $\hat{H}(t)$ and density operator $\hat{\rho}(t)$ at an instant $t$. The time-dependence of $\hat{H}(t)$ is promoted by the control of a set of parameters $\{\lambda_i(t)\}$. The QOC then connects the points A, B, C, and D in the parameter–mean energy space through two unitary processes (strokes 1 and 3), and two non-unitary processes (strokes 2 and 4), each with duration $\tau_j$, $j = \{1, 2, 3, 4\}$ (figure 5). The system is initialized in the state $\hat{\rho}(0) = \hat{\rho}_A$ and during the first stroke its Hamiltonian is changed from
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Figure 5. Schematic representation of a quantum Otto cycle in the parameter–mean energy space for a single control parameter $\lambda(t)$.

$\hat{H}(0)$ to $\hat{H}(\tau_1)$ through the unitary time-evolution operator $\hat{U}(\tau_1) = T \exp\left[-\frac{i}{\hbar} \int_0^{\tau_1} dt \hat{H}(t) \right]$. In the second stroke, the system’s Hamiltonian is kept fixed at $\hat{H}(\tau_1)$ and an interaction with a reservoir is turned on leading the system to state $\hat{\rho}(\tau_1 + \tau_2) = \hat{\rho}_C$. The third stroke comprises the change of Hamiltonian from $\hat{H}(\tau_1)$ back to $\hat{H}(0)$ through $\hat{U}^\dagger(\tau_1)$, so that $\tau_3 = \tau_1$. Finally, during the fourth stroke, $\hat{H}(0)$ is kept fixed and another incoherent process leads the system back to its initial state $\hat{\rho}(2\tau_1 + \tau_2 + \tau_4) = \hat{\rho}_A$. The variation of mean energy of the system associated with each stroke is then given by

$$W_1 = \bar{H}_B - \bar{H}_A, \quad Q_2 = \bar{H}_C - \bar{H}_B, \quad W_3 = \bar{H}_D - \bar{H}_C, \quad Q_4 = \bar{H}_A - \bar{H}_D,$$

(33)

where $\bar{H}_i = \text{Tr}[\hat{H}_i \hat{\rho}_i], i = \{A, B, C, D\}$, denotes the mean energy at each point of the cycle, with $\bar{H}_A = \bar{H}_D = \bar{H}(0)$ and $\bar{H}_B = \bar{H}_C = \bar{H}(\tau_1)$. By this definition, useful energy is extracted from the system if the total work fulfills $W = W_1 + W_3 \leq 0$. Consequently, the efficiency of the QOC in the heat engine configuration is given by the ratio $E = -W/Q_{\text{abs}}$, where $Q_{\text{abs}} > 0$ is the total energy that is incoherently absorbed by the system during the cycle. It is important to remark that the above development, which will guide our investigations hereafter, is simplified and does not take into account possible energy costs associated to the generation of the non-unitary processes through collisional models [43].

In a standard Otto cycle, the underlying non-unitary dynamics is provided by letting the work substance interact with thermal reservoirs, so that $\hat{\rho}_A$ and $\hat{\rho}_C$ are Gibbs states in the corresponding instantaneous eigenbasis, $\{|E_j(0)\rangle\}$ and $\{|E_j(\tau_1)\rangle\}$, respectively. In this case, the efficiency of the cycle is limited by the Carnot efficiency, $E_{\text{Otto}} \leq E_{\text{Carnot}} = 1 - T_c/T_h$, where $T_c/h$ is the temperature of the cold/hot reservoir. For a quantum mechanical system, such a bound may be violated upon a combination of non-adiabatic unitary dynamics and
the presence of carefully engineered coherences of $\hat{\rho}_A$ or $\hat{\rho}_C$ as it will become clear later §.

We expand $\hat{\rho}_A$ and $\hat{\rho}_C$ in the initial eigenbasis as

$$\hat{\rho}_A = \sum_{j,k} p_{jk} |E_j(0)\rangle \langle E_k(0)|,$$

$$\hat{\rho}_C = \sum_{j,k} q_{jk} |E_j(0)\rangle \langle E_k(0)|,$$

with coefficients $\{p_{jk}\}$ and $\{q_{jk}\}$, respectively. Note that the coefficients $\{q'_{jk}\}$ of $\hat{\rho}_C$ in the time-evolved eigenbasis $\{|E_j(\tau_1)\rangle\}$ are related to $\{q_{jk}\}$ as $q'_{jk} = \sum_{n,m} q_{nm} \langle E_j(\tau_1)|E_n(0)\rangle \langle E_m(0)|E_k(\tau_1)\rangle$.

Hereafter, we focus on the limiting case of non-adiabatic dynamics defined by the quench regime of strokes 1 and 3, so that one can perform the simplification

$$\hat{U}(\tau_1)|E_j(0)\rangle \approx e^{-i\theta_j(\tau_1)}|E_j(0)\rangle,$$

with $\theta_j(\tau_1)$ being a global dynamical phase. Namely, the changes in $\hat{H}(t)$ are performed much faster than the response time of the system. In opposition to the quasi-static (adiabatic) limit, $\hat{U}(\tau_1)|E_j(0)\rangle \propto |E_j(\tau_1)\rangle$, the mean energies $\bar{H}_B$ and $\bar{H}_D$ in the quench regime acquire a dependence on the coherences $\{p_{jk}\}$ and $\{q'_{jk}\}$. Using the correspondence between $\{q'_{jk}\}$ and $\{q_{jk}\}$ defined above, the set of equations (33) becomes

$$W_1 = \sum_{j,k} p_{jk} e^{-i[\theta_j(\tau_1) - \theta_k(\tau_1)]} H_{kj}^{(0)}(\tau_1) - \sum_j p_{jj} E_j(0),$$

$$Q_2 = \sum_{j,k} [q_{jk} - p_{jk} e^{-i[\theta_j(\tau_1) - \theta_k(\tau_1)]}] H_{kj}^{(0)}(\tau_1),$$

$$W_3 = \sum_j q_{jj} E_j(0) - \sum_{j,k} q_{jk} H_{kj}^{(0)}(\tau_1),$$

$$Q_4 = \sum_j (p_{jj} - q_{jj}) E_j(0),$$

where we defined the matrix elements $H_{kj}^{(0)}(\tau_1) = \langle E_k(0)|\hat{H}(\tau_1)|E_j(0)\rangle$, the eigenvalues $E_j(t) = \langle E_j(t)|\hat{H}(t)|E_j(t)\rangle$, and used the expansion of $\hat{\rho}_C$ in the initial eigenbasis.

With the vibrational mode as a work substance, we consider the general case where the unitary processes of the QOC are implemented by frequency modulation and displacement of the trap. The Hamiltonian may be written in a compact form as

$$\hat{H}(t) = \hbar \nu(t) \left[ \hat{a}^\dagger(t) \hat{a}(t) + \frac{1}{2} \right],$$

where $\hbar$ is Planck’s constant. The presence of non-adiabatic effects for finite-dimensional quantum systems, see e.g. Ref. [44].

§ Alternatively, effective negative temperatures may also contribute to an enhancement of the heat engine efficiency in the non-adiabatic regime for finite-dimensional quantum systems, see e.g. Ref. [44].
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where $\nu(t)$ is the time-dependent angular frequency of the trap assuming the values $\nu_0 \equiv \nu(0)$ and $\nu_1 \equiv \nu(\tau_1)$. Also in equation (38), $\hat{a}_d(t)$ and $\hat{a}_d^\dagger(t)$ are displaced squeezed modes arising from the dynamical changes of the trap potential, such that by writing $\hat{a}_0 \equiv \hat{a}_d(0)$ and $\hat{a}_0^\dagger \equiv \hat{a}_d^\dagger(0)$, the time-evolved modes at the instant $\tau_1$ become

$$
\hat{a}_1 \equiv \hat{a}_d(\tau_1) = \cosh[r(\tau_1)]\hat{a}_0 + \frac{\zeta_1}{\nu_1}, \\
\hat{a}_1^\dagger \equiv \hat{a}_d^\dagger(\tau_1) = \cosh[r(\tau_1)]\hat{a}_0^\dagger + \frac{\zeta_1^*}{\nu_1},
$$

(39)

where $r(\tau_1) = \ln(\nu_1/\nu_0)/2$ is a real-valued squeezing parameter and $\zeta_1/\nu_1$ is a complex-valued displacement that is introduced to the initial modes during stroke 1. Thus, note that such time-evolved modes are produced by the application of the operator $\hat{S}_0^\dagger[r(\tau_1)]\hat{D}_0^\dagger(\zeta_1/\nu_1)$ on the initial modes. For ease of notation, we have omitted the internal degrees of freedom of the ion in equation (38) since they are only accessed during the non-unitary strokes of the QOC.

According to equation (38), the initial eigenbasis of the vibrational mode of the ion is formed by the number states $|E_j(0)\rangle = |j_v\rangle$, with corresponding eigenvalues $E_j(0) = \hbar \nu_0 (j+1/2)$. The time-evolved eigenbasis at $t = \tau_1$ is composed by the displaced and squeezed number states $\{|E_j(\tau_1)\rangle = \hat{S}_0^\dagger[r(\tau_1)]\hat{D}_0^\dagger(\zeta_1/\nu_1)|j_v\rangle\}$, with eigenvalues $\{E_j(\tau_1) = \hbar \nu_1 (j+1/2)\}$. Consequently, it follows from equations (37) that the total work and incoherent energies that are exchanged in the quench regime of the QOC read

$$
W = -\hbar \{\nu_0 - (1 - \chi)\nu_1 \cosh[2r(\tau_1)]\} (\bar{n}_A - \bar{n}_C),
$$

(40)

$$
Q_2 = -\hbar (1 - \chi)\nu_1 \cosh[2r(\tau_1)] (\bar{n}_A - \bar{n}_C),
$$

(41)

$$
Q_4 = \hbar \nu_0 (\bar{n}_A - \bar{n}_C),
$$

(42)

where we defined the average occupation number of states $\hat{\rho}_A$ and $\hat{\rho}_C$ in the initial eigenbasis as $\bar{n}_A = \sum_j p_{jj}|j_v\rangle\langle j_v|$ and $\bar{n}_C = \sum_j q_{jj}|j_v\rangle\langle j_v|$, respectively. Also, we introduced the dimensionless parameter

$$
\chi = \frac{\chi_C^{(1)} + \chi_C^{(2)} - \chi_A^{(1)} - \chi_A^{(2)}}{\nu_1 \cosh[2r(\tau_1)] (\bar{n}_A - \bar{n}_C)},
$$

(43)
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which in turn depends on the angular frequencies

\[ \chi^{(1)}_{A} = 2\nu_{1}\text{Re}\left[ \kappa_{1} \sum_{j=0}^{\infty} p_{jj+1} e^{i[\theta_{j+1}(\tau_{1})-\theta_{j}(\tau_{1})]} \sqrt{j+1} \right], \tag{44} \]

\[ \chi^{(2)}_{A} = \nu_{1}\sinh[2r(\tau_{1})]\text{Re}\left[ \sum_{j=0}^{\infty} p_{jj+2} e^{i[\theta_{j+2}(\tau_{1})-\theta_{j}(\tau_{1})]} \sqrt{(j+1)(j+2)} \right], \tag{45} \]

\[ \chi^{(1)}_{C} = 2\nu_{1}\text{Re}\left[ \kappa_{1} \sum_{j=0}^{\infty} q_{jj+1} \sqrt{j+1} \right], \tag{46} \]

\[ \chi^{(2)}_{C} = \nu_{1}\sinh[2r(\tau_{1})]\text{Re}\left[ \sum_{j=0}^{\infty} q_{jj+2} \sqrt{(j+1)(j+2)} \right], \tag{47} \]

with \( \kappa_{1} \equiv \frac{\nu_{1}}{\nu_{0}} \cosh[r(\tau_{1})] + \frac{\nu_{0}}{\nu_{1}} \sinh[r(\tau_{1})] \). Therefore, for a fixed difference \( \bar{n}_{A} - \bar{n}_{C} \), the parameter \( \chi \) effectively rescales the trap frequency \( \nu_{1} \) according to the displacement, squeezing, and the residual coherences of the dissipatively generated states in the QOC. More precisely, \( \chi^{(1)}_{A/C} \) account for contributions from the displacement of the trap and the first neighbour coherences, while \( \chi^{(2)}_{A/C} \) are produced by the frequency modulation of the trap and second neighbour coherences.

The conditions considered so far promote a diverse scenario for incoherently absorbed energy and work extraction in the quench regime of the QOC, being assisted by the control of \( \chi \) through reservoir engineering. From equations (40)–(42) and by imposing \( W < 0 \), we can write the efficiency of the QOC in the quench regime enclosing all cases as

\[
\mathcal{E} = \begin{cases} 
1 - \frac{\nu_{1}\cosh[2r(\tau_{1})](1-\chi)}{\nu_{0}}, & \bar{n}_{A} > \bar{n}_{C} \text{ and } 1 - \frac{\nu_{0}\text{sech}[2r(\tau_{1})]}{\nu_{1}} < \chi < 1, \\
1, & \bar{n}_{A} > \bar{n}_{C} \text{ and } \chi \geq 1, \\
1 - \frac{\nu_{0}\text{sech}[2r(\tau_{1})]}{\nu_{1}(1-\chi)}, & \bar{n}_{A} < \bar{n}_{C} \text{ and } \chi < 1 - \frac{\nu_{0}\text{sech}[2r(\tau_{1})]}{\nu_{1}}, \\
0, & \chi = 1 - \frac{\nu_{0}\text{sech}[2r(\tau_{1})]}{\nu_{1}}. 
\end{cases} \tag{48} \]

For reference, we introduce the efficiency of a standard QOC with a trapped ion under frequency modulation in the quasi-static regime as [31, 45]

\[ \mathcal{E}_{\text{Otto}} = 1 - \left[ \frac{\nu_{1}}{\nu_{0}} \Theta(\nu_{0} - \nu_{1}) + \frac{\nu_{0}}{\nu_{1}} \Theta(\nu_{1} - \nu_{0}) \right], \tag{49} \]

with \( \Theta(x) \) being a step function. When complete thermalization processes dictate the state production in strokes 2 and 4, the efficiency \( \mathcal{E}_{\text{Otto}} \) is the maximum allowed value.

In Figure 6, we used equation (48) to show the behavior of \( \mathcal{E} \) as function of \( \chi \). This allowed us to show the conditions where the efficiency surpasses \( \mathcal{E}_{\text{Otto}} \) for different values of \( \nu_{1}/\nu_{0} \). In figures 6a and 6b, where \( \nu_{1}/\nu_{0} < 1 \), it turns out that for \( \bar{n}_{A} > \bar{n}_{C} \), the efficiency...
surpasses $\mathcal{E}_{\text{Otto}}$ as long as $\chi > 1 - \text{sech}[2r(\tau_1)]$. In particular, it reaches unity if $\chi \geq 1$. On the other hand, for $\bar{n}_A < \bar{n}_C$, surpassing efficiencies are obtained if $\chi < 1 - (\nu_0/\nu_1)^2 \text{sech}[2r(\tau_1)]$. When $\chi = 1 - (\nu_0/\nu_1) \text{sech}[2r(\tau_1)]$, a null efficiency is generated since this is the limiting case where $W = 0$. Figure 6c shows a situation where $\bar{n}_A > \bar{n}_C$, and $\mathcal{E} > \mathcal{E}_{\text{Otto}}$ for values of $\chi > 1 - (\nu_0/\nu_1)^2 \text{sech}[2r(\tau_1)]$, also reaching unity when $\chi \geq 1$. For $\bar{n}_A < \bar{n}_C$, $\mathcal{E} > \mathcal{E}_{\text{Otto}}$ is achieved provided $\chi < 1 - \text{sech}[2r(\tau_1)]$.
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**Figure 6.** Efficiency $\mathcal{E}$ of the QOC (in the quench regime), given by equation (48), as function of $\chi$ for different values of $\nu_1/\nu_0$. The horizontal dashed lines correspond to the efficiency $\mathcal{E}_{\text{Otto}}$ of a standard QOC, given by equation (49). The vertical dotted lines delimit the work extraction regions when $\bar{n}_A < \bar{n}_C$ and $\bar{n}_A > \bar{n}_C$. In the plots we have chosen (a) $\nu_1/\nu_0 = 0.800$, (b) $\nu_1/\nu_0 = 0.600$, and (c) $\nu_1/\nu_0 = 1.67$, providing better efficiencies than $\mathcal{E}_{\text{Otto}}$ if: $\chi > 2.44 \times 10^{-2}$ or $\chi < -5.24 \times 10^{-1}$ [case (a)]; $\chi > 1.18 \times 10^{-1}$ or $\chi < -1.45$ [case (b)]; $\chi > 6.82 \times 10^{-1}$ or $\chi < 1.18 \times 10^{-1}$ [case (c)].

### 4.2. Non-unitary state generation

As in section 3, we consider the case of a 4-level trapped ion. Here, we choose a thermal state at the beginning of the cycle, $\hat{\rho}_A$, and a squeezed coherent state produced during stroke 2, $\hat{\rho}_C$. Their synthesis was discussed in section 3 particularly in figure 3. However, it is worth mentioning that the squeezed coherent states are now generated in the time-evolved basis $\{|E_j(\tau_1)\rangle = \hat{S}_0\dagger[r(\tau_1)]\hat{D}^\dagger_0(\zeta_1/\nu_1)|j\rangle\}$. Consequently, it is possible to choose the right squeezing parameters to make this state equivalent to coherent states $\hat{D}_0(\alpha)|0\rangle_v$ in the initial energy eigenbasis $\{|E_j(0)\rangle = |j\rangle_v\}$. Therefore, we can write the states $\hat{\rho}_A$ and $\hat{\rho}_C$ as

$$\hat{\rho}_A = \sum_{j=0}^{\infty} p_{jj} |j\rangle_v \langle j|, \quad p_{jj} = \frac{\bar{n}_A^j}{(\bar{n}_A + 1)^{j+1}}, \quad j = 0, 1, 2, \ldots$$

$$\hat{\rho}_C = \sum_{j,k=0}^{\infty} q_{jk} |j\rangle_v \langle k|, \quad q_{jk} = e^{-|\alpha|^2} \frac{\alpha^j \alpha^*^k}{\sqrt{j!k!}}, \quad j, k = 0, 1, 2, \ldots$$
with average occupation number \( \tilde{n}_A \) and \( \tilde{n}_C = |\alpha|^2 \) in the initial eigenbasis. While this choice of \( \hat{\rho}_A \) yields \( \chi^{(1)}_A = \chi^{(2)}_A = 0 \) in equations (44) and (45), the choice of \( \hat{\rho}_C \) yields

\[
\begin{align*}
\chi^{(1)}_C &= 2 \nu_1 \Re (\kappa_1 \alpha^*) , \\
\chi^{(2)}_C &= \nu_1 \sinh[2r(\tau_1)] \Re (\alpha^{*2}) ,
\end{align*}
\]

so that the parameter \( \chi \) becomes

\[
\chi = \frac{2 \text{sech}[2r(\tau_1)] \Re (\kappa_1 \alpha^*) + \tanh[2r(\tau_1)] \Re (\alpha^{*2})}{(\tilde{n}_A - |\alpha|^2)} .
\]

Notice that the displacement \( \zeta_1/\nu_1 \neq 0 \) does not influence the values of \( \chi \) if \( \Re (\kappa_1 \alpha^*) = 0 \), which occurs if the phase difference between \( \zeta_1/\nu_1 \) and \( \alpha \) is an integer multiple of \( \pi \).

Figure 7 shows the quench efficiency \( \mathcal{E} \) as a function of \( \alpha_i \) for different values of \( \zeta_1/\nu_1 \) and \( \alpha = i\alpha_i \). We can observe that \( \mathcal{E}_{\text{Otto}} \) is surpassed for a broad range of values of \( \alpha_i \), even without displacement, \( \zeta_1/\nu_1 = 0 \). This is attributed solely to the term \( \tanh[2r(\tau_1)] \Re (\alpha^{*2}) \) in equation (54). However, we note that the regions where \( \mathcal{E} > \mathcal{E}_{\text{Otto}} \) may be extended with \( \zeta_1/\nu_1 \neq 0 \). For the chosen parameters, therefore, displacements of the trap promote the amplification of quantum effects that are observed in the heat engine.

![Figure 7](image)

**Figure 7.** Quench regime efficiency \( \mathcal{E} \) as function of \( \alpha_i \) for different values of \( \zeta_1/\nu_1 \). The other parameters are chosen as \( \nu_1/\nu_0 = 0.80 \) and \( \tilde{n}_A = 0.25 \). The horizontal dashed lines gives the corresponding standard Otto efficiencies \( \mathcal{E}_{\text{Otto}} \).

It is important to remark that \( \mathcal{E} = 1 \) has already been discussed in the scope of non-thermal baths [46, 47], and our protocol provides a recipe to observe it in the context of trapped ions, which is a promising setup to test fundamentals of quantum thermodynamics [31, 48, 49]. We also emphasize that sequential interactions are at the core of the so-called micromaser [50]. This setup is central to quantum optics and much of what is currently known...
about the role of coherences and photon statistics comes from investigations on micromasers. Typically, this setup consists of the passage of single atoms through a cavity sustaining modes of the electromagnetic field [50]. The latter are described as quantized bosonic systems just like the vibrational mode of a trapped ion. In this way, much of what we do here has a formal relation with micromasers. However, in the trapped ion setup, the simple choice of the laser frequency can lead to a great variety of effective interactions which do not easily appear in the micromaser, unless additional fields and more general energy level structures are supplied. One interesting route for future investigation would be the generalization of the multibath engineering scheme presented here to clusters formed by different numbers of ions in the trap. This takes direct inspiration from the clustering of atoms in the micromaser as proposed in [51]. In this work, it is shown that different clusterings represent fuels of different performances for the design of thermal and nonthermal machines. Coherence is once again a key ingredient in the state space of more than one atom, i.e., the cluster.

5. Conclusions

In conclusion, we have presented a collisional protocol for multireservoir engineering to generate the vibrational state of a trapped ion. The method makes use of a $d$-level trapped ion interacting with pulsed lasers in the resolved sideband regime. One of the main results that follow from our approach is the unique possibility of engineering thermal environments with controlled temperatures. We then proposed the use of asymptotic states produced by engineered multireservoirs to surpass the thermal efficiency of Otto cycles in quantum thermodynamics. This complements a few previous proposals in the subject [44, 46, 47]. In general, the multireservoir setup can be used in a large breadth of applications relying on the use of state synthesis, quantum simulation of open systems as well as scenarios where multiple reservoirs are needed such as in the quantum transport [52, 53]. We hope our work can motivate further applications of reservoir-induced dynamics, in the scope, for instance, of quantum computation driven by dissipation [19] and non equilibrium transport resulting from multiple currents [54–56].
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