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Using a matrix product state algorithm with infinite boundary conditions, we compute high-resolution dynamic spin and quadrupolar structure factors to explore the low-energy excitations of isotropic bilinear-biquadratic spin-1 chains. Haldane mapped the spin-1 Heisenberg antiferromagnet to a continuum field theory, the non-linear sigma model (NLσM). We find that the NLσM fails to capture the influence of the biquadratic term and provides only an unsatisfactory description of the Haldane phase physics. But several features in the Haldane phase can be explained by non-interacting multi-magnon states. The physics at the Uimin-Lai-Sutherland (ULS) point is characterized by multi-soliton continua. Moving into the extended critical phase, we find that these excitation continua contract, which we explain using a field-theoretic description. New excitations emerge at higher energies and, in the vicinity of the purely biquadratic point, they show simple cosine dispersions. Using block fidelities, we identify them as elementary one-particle excitations and relate them to the integrable Temperley-Lieb chain.

I. INTRODUCTION

The most general model for a spin-1 chain with isotropic nearest-neighbor interactions is given by the spin–the two independent structure factors for one-site operators. Due to the SU(2) symmetry of the model, there are only (MPS) [30–32] with infinite boundary conditions [33, 34] and the time evolution of matrix product states (MPS) [30–32] with infinite boundary conditions [33, 34] to compute dynamic structure factors

\[ S(k, \omega) = \sum_x e^{-ikx} \int \frac{dt}{\tau} e^{i\omega t} \langle \psi | \hat{A}_x(t) \hat{B}_0(0) | \psi \rangle, \]

where the angle \( \theta \in [-3\pi/4, 5\pi/4] \) parametrizes the ratio of the two couplings. It describes quasi one-dimensional quantum magnets like CsNiCl\(_3\) [1–3], Ni(C\(_2\)H\(_4\)N\(_2\))\(_2\)NO\(_2\)ClO\(_4\) (NENP) [4, 5], or LiVGe\(_2\)O\(_6\) [6, 7], and can be realized with cold atoms in optical lattices [8–10]. Depending on \( \theta \), the ground state can be in one of several interesting quantum phases. In addition to a ferromagnetic (\( \pi/2 < \theta \)) and a gapped dimerized phase (\(-3\pi/4 < \theta < -\pi/4\)) [11–14], the model features the gapped Haldane phase (\(-\pi/4 < \theta < \pi/4\)) [15–17] characterized by symmetry-protected topological order [18, 19], and an extended critical phase (\(\pi/4 \leq \theta < \pi/2\)) [14, 20–25]. While the groundstate phase diagram has been studied extensively, much less is known about the low-energy dynamics.

We use a recently introduced algorithm [26] based on the density matrix renormalization group (DMRG) [27–29] and the time evolution of matrix product states (MPS) [30–32] with infinite boundary conditions [33, 34] to compute dynamic structure factors

\[ S(k, \omega) = \sum_x e^{-ikx} \int \frac{dt}{\tau} e^{i\omega t} \langle \psi | \hat{A}_x(t) \hat{B}_0(0) | \psi \rangle, \]

where the SU(2) symmetry of the model, there are only two independent structure factors for one-site operators–the spin structure factor \( S^z(k, \omega) \) where \( \hat{A} = \hat{B} = \hat{S}^z \), and the quadrupolar structure factor \( S^{QQ}(k, \omega) \) where \( \hat{A} = \hat{B} = \hat{Q} = \text{diag}(1/3, 2/3, 1/3) \). As the ground states of interest are singlets (\( S_{\text{tot}} = 0 \)), selection rules imply that these structure factors probe excitations with total spin quantum numbers \( S_{\text{tot}} = 1 \) and 2, respectively. They can also be measured in neutron-scattering or ARPES experiments. Starting from high-resolution dynamic structure factors computed with the MPS algorithm [26], we study the relevant excitations of the model to explain the observed features. To this end, we compare the numerical results to Bethe ansatz and field-theoretical treatments. In this paper, we focus on the Haldane phase and the extended critical phase, which have the most interesting physics.

II. HALDANE PHASE

A natural starting point for the discussion is the Heisenberg antiferromagnet with \( \theta = 0 \), where the biquadratic term vanishes. For this case, Haldane mapped the model to a continuum field theory, the \( O(3) \) non-linear sigma model (NLσM) [15, 16], by restricting to the most relevant low-energy modes at momenta \( k = 0 \) and \( \pi \). The mapping becomes exact in the limit of large spin \( S \to \infty \). The NLσM is integrable and predicts an energy gap to the lowest excited states, which is known as the Haldane gap. This is at the heart of the famous Haldane conjecture, according to which the physics of integer and half-integer antiferromagnetic spin chains is fundamentally different.

Based on the NLσM description, one expects that the lowest excited states are given by a triplet of single-magnon states at momentum \( k = \pi \). The single-magnon dispersion near \( k = \pi \) is predicted to be of the form

\[ \varepsilon_{\text{NLσM}}(k) = \sqrt{\Delta^2 + v^2(k - \pi)^2} \]

with the energy gap \( \Delta \), and the spin-wave velocity \( v \). Correspondingly, the onset of a two-magnon continuum at \( (k, \omega) = (0, 2\Delta) \) and of a three-magnon continuum at \( (k, \omega) = (\pi, 3\Delta) \) are predicted, and the contributions of these continua to the dynamic structure factors have been computed for the NLσM [35–38].
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FIG. 1. Comparison of the NLσM and fMPS predictions with numerical results. Left: θ-dependence of the excitation gap \( \Delta \) (top) and the squared spin-wave velocity \( v^2 \) (bottom). The NLσM values have been scaled to match numerics at \( \theta = 0 \). Right: Dynamic structure factor \( S^{zz}(k, \omega) \) at momentum \( k = \pi \) versus the NLσM three-magnon continuum. For the comparison, the latter has been scaled by matching the single-magnon weights and multiplying a factor four.

To study the applicability of the NLσM for the physics in the Haldane phase, we include the biquadratic term from the Hamiltonian (1) in the mapping to the field theory. Details are provided in Appendix A. In the end, this boils down to evaluating the matrix element of the biquadratic interaction with respect to spin-coherent states. Using the fact that higher-order terms vanish in the continuum limit, we find that the biquadratic term does not change the form of the resulting action. Its effect is a renormalization of the coupling constant \( J \) such that \( J(\theta) = J(0)(\cos \theta - \sin \theta) \). As long as the biquadratic term is sufficiently small, the identification of the relevant degrees of freedom and the further derivations remain valid. Thus, one would expect the physics to be unchanged for a region around \( \theta \approx 0 \) with the renormalization leading to a \( \theta \) dependence of the gap and the spin-wave velocity with \( \Delta, v \propto \cos \theta - \sin \theta \).

Surprisingly, these predictions strongly disagree with our numerical data as shown in Fig. 1. While the NLσM predicts a decreasing gap when we increase \( \theta \), the actual gap increases. For the spin-wave velocity, the trend predicted by the NLσM seems correct at first sight. However, after crossing the AKLT point \( \theta = \arctan(1/3) \approx 0.1024\pi \) [39, 40], the minimum of the single-magnon dispersion shifts away from \( k = \pi \), resulting in a change in curvature of the dispersion near this antiferromagnetic wavevector (see Fig. 2). This is irreconcilable with the NLσM prediction and corresponds to a negative \( v^2 \) in Eq. (3). In the right panel of Fig. 1, we compare the dynamic structure factor \( S^{zz}(k, \omega) \) with the NLσM result for the three-magnon continuum at momentum \( k = \pi \) [36, 37] for several values of \( \theta \). While they are qualitatively similar, the NLσM curves have significantly stronger high-energy tails [41], and the discrepancies become more pronounced when increasing \( \theta \). Both shape and total spectral weight do not agree. Hence, overall the NLσM predictions for the relevant quantities in the Haldane phase are unsatisfactory.

While the NLσM description fails quantitatively, it correctly predicts the presence of elementary magnon excitations with dispersion minimum at \( k = \pi \) for an extended region in the Haldane phase. The stable single-magnon line and corresponding multi-magnon continua are clearly observed in the dynamic structure factors of Fig. 2. See Appendix B for details on the numerical computations. The exact shape of the excitations strongly depends on \( \theta \). A lot of the features can be explained by using a non-interacting approximation, where multi-magnon states are obtained by adding lattice momenta and energies \( \varepsilon(k_i) \) of single-magnon states. This gives rise to boundaries and thresholds corresponding to jumps in the multi-magnon density of states as indicated in Fig. 2. Jumps occur when group velocities \( d\varepsilon(k_i)/dk_i \) agree for all magnons. Several of the threshold lines do not extend over the entire Brillouin zone, because the single-magnon states are only well defined down to a momentum \( k_c(\theta) \) where \( \varepsilon(k) \) enters a multi-magnon continuum, e.g., \( k_c(0) \approx 0.23\pi \). For small \( \theta \), almost all features in \( S \) correspond to such thresholds. See, for example, the lower boundaries of the two- and three-magnon continua and, for \( \theta = 0 \), the structures at \( (k, \omega) \approx (0.6\pi, 3) \) and \( (k, \omega) \approx (0.1\pi, 5) \), which result from an interplay of jumps in the density of two- and three-magnon states. With increasing \( \theta \geq 0.1\pi \), the magnons interact more strongly and the non-interacting approximation cannot explain all structures anymore. At the AKLT point for example, a sharp feature in the quadrupolar structure factor \( S^{QQ} \) corresponds to an exactly known excited state with \( S_{\text{tot}} = 2, k = \pi \), and energy \( \omega = 12/\sqrt{10} \approx 3.795 \) [42].
Tsvelik suggested a free Majorana field theory for the vicinity of the integrable Babujan-Takhtajan point \( \theta = -\pi/4 \) [43–45]. Surprisingly, we find that structure factors of that theory [37, 46] deviate even stronger than the NLOM results also near \( \theta = -\pi/4 \). This should be due to a neglect of current-current interactions. Very recently, another alternative field-theoretic approach to the Haldane phase has been suggested [47]. Instead of spin-coherent states, it uses an overcomplete basis of “fluctuating” MPS (fMPS) with bond dimension \( D = 2 \), containing the AKLT groundstate [39, 40]. Hence, the resulting Gaussian field theory works best around the AKLT point and reproduces the corresponding single-mode approximation for \( \varepsilon \) [48]. Fig. 1 shows gaps and spin-wave velocities for the fMPS approach. It matches quite well around the AKLT point, but predicts the gap to close too early, at \( \theta \approx 0.18\pi \) instead of at the Uimin-Lai-Sutherland (ULS) point \( \theta = \pi/4 \), and at \( \theta \approx 0.04\pi \) instead of at the transition point \( \theta = -\pi/4 \) to the dimerized phase.

III. UIMIN-LAI-SUTHERLAND POINT

The transition from the Haldane phase to the critical phase occurs at the SU(3)-symmetric ULS point \( \theta = \pi/4 \). Here, the model can be solved using the nested Bethe ansatz [20–22]. The low-energy excitations are two types of soliton-like particles with \( \varepsilon_1(k_1) = (\frac{2}{3})^{3/2} \varepsilon \cos(\frac{\pi}{4} - k_1) \cos(\frac{\pi}{8}) \) for \( k_1 \in [0, \frac{\pi}{4}] \) and \( \varepsilon_2(k_2) = (\frac{2}{3})^{3/2} \varepsilon \cos(\frac{\pi}{8} - k_2) \cos(\frac{\pi}{4} + k_2) \) for \( k_2 \in [0, \frac{\pi}{4}] \), respectively. They are always created in pairs [22, 49]. Note that a computation of dynamical correlation functions based on the Bethe ansatz has not yet been achieved for this model. While recent work [50, 51] has addressed the computation of scalar products of Bethe vectors, a single determinant representation has not yet been found.

Hence, in the left panel of Fig. 3, we show the numerical result for the dynamic structure factor \( S^{zz}(k, \omega) \) and the boundaries of the relevant multi-soliton continua, which agree precisely with the main features. The line \( \omega_1(k) \) indicates the lowest energy of a two-soliton excitation for a given total momentum \( k \), while the second threshold \( \omega_2(k) \) marks the energy above which the two-soliton density of states doubles. The upper boundary of the two-soliton continuum is given by \( \omega_u(k) \). In addition, a multi-particle continuum with less spectral weight can be found in the momentum range \( k \in \left[ \frac{2\pi}{3}, \pi \right] \). Its lower bound \( \omega_4(k) = \varepsilon_3(k - 2\pi) \) corresponds to four-soliton states.

IV. THE CRITICAL PHASE

As we increase \( \theta \) starting from \( \pi/4 \), the soliton continua remain visible in the dynamic structure factor, but contract to lower energies as shown in Fig. 3. In addition, further excitations emerge at higher energies. The contraction of the continua can be explained by a field-theoretical description that is valid in the vicinity of the ULS point. In this region, the Hamiltonian can be mapped to a level-one SU(3) Wess-Zumino-Witten (WZW) model (action \( A_{SU(3)} \)), a conformal field theory with central charge \( c = 2 \) and certain marginal perturbations [25]. As a function of \( \theta \), the overall action can be written as

\[
A_\theta = \cos \theta [A_{SU(3)} + g_1(\theta)A_1 + g_2(\theta)A_2].
\]

The first marginal term \( A_1 \) describes an SU(3)-symmetric current interaction, which arises from constraining the dimension of the local Hilbert space and from a Gaussian integration over fluctuations of a mean-field variable [25]. The second marginal term \( A_2 \) corresponds to the SU(3)-symmetry breaking Hamiltonian term \( \hat{H}_0 - \hat{H}_{\pi/4} \) with coupling \( g_2 \propto \tan \theta - 1 \), where \( g_2 = 0 \) corresponds to the SU(3)-symmetric ULS point.

Fig. 4 shows trajectories of the renormalization group (RG) flow for the couplings \( g_1 \) and \( g_2 \) of the marginal perturbations [25]. Comparison with the exact Bethe ansatz solution at the ULS point shows that the physically relevant trajectories start with \( g_1 \leq 0 \). In this regime, the term \( A_1 \) is always marginally irrelevant and leads only
be described by intriguingly simple dispersion relations

\[ \epsilon_{1,2}^\pm(k) = 3 \pm 2 \cos(\pm k - 4\pi/3) \]  (5a)

\[ \epsilon_{2}^\pm(k) = 7/3 \pm 2/3 \cos(\pm k - \pi/3). \]  (5b)

Additional structures are constant-energy lines that appear at the minima and maxima of \( \epsilon_{1,2}^\pm(k) \), bounding corresponding excitation continua. The states in these continua can be explained as combinations of one of the massive excitations with one of the \( \omega = 0 \) excitations with arbitrary momentum \( k \).

To characterize the nature of the dispersive features, in particular, to assess whether they are due to elementary one- or two-particle excitations, we compare subsystem density matrices for the perturbed time-evolved state \( |\psi(t)\rangle \propto e^{-it\hat{H}_0}\hat{B}_0|\psi\rangle \) and the ground state \( |\psi\rangle \). Let us define block \( \mathcal{A} \) as the left part of the spin chain, up to but excluding the central site \( x = 0 \) on which the perturbation is applied, and let us call the remainder of the system \( \mathcal{B} \). Reduced density matrices for block \( \mathcal{A} \) are obtained by a partial trace over the degrees of freedom of block \( \mathcal{B} \), and we define \( \hat{\sigma}_\mathcal{A}(t) := \text{Tr}_\mathcal{B} |\psi(t)\rangle \langle \psi(t)| \) and \( \hat{\rho}_\mathcal{A} := \text{Tr}_\mathcal{B} |\psi\rangle \langle \psi| \). To quantify how similar the perturbed time-evolved states are on block \( \mathcal{A} \), we employ the block fidelity

\[ F_\mathcal{A}(t) := \left( \text{Tr} \sqrt{\hat{\rho}_\mathcal{A} \hat{\sigma}_\mathcal{A}(t) \hat{\rho}_\mathcal{A}} \right)^2. \]  (6)

For elementary single-particle excitations, we expect half of the weight of \( |\psi(t)\rangle \) to describe a left-moving particle. In this component, the state of the left subsystem is orthogonal to the ground state; hence it does not contribute to \( F_\mathcal{A}(t) \). The other half describes a particle traveling to the right. On subsystem \( \mathcal{A} \), this component looks like the ground state. We therefore expect \( F_\mathcal{A}(t) \) to approach 1/2 for large times. For elementary two-particle excitations, the wavefunction will contain components describing one particle traveling to the left and one traveling to the right. There can be additional components with both particles traveling in the same direction. Only components where both particles travel to the right will contribute to \( F_\mathcal{A}(t) \), which should hence approach a value significantly below 1/2.

V. ELEMENTARY EXCITATIONS FOR \( \theta \to \pi/2^- \)

With increasing \( \theta \), further higher-energy features emerge. To understand them, let us focus on the limit \( \theta \to \pi/2^- \) (right panel in Fig. 3). The low-energy continua have collapsed onto the line \( \omega = 0 \) and we observe that the new dispersive excitations at higher energies can be described by intriguingly simple dispersion relations

\[ \epsilon_1^\pm(k) = 3 + 2 \cos(\pm k - 4\pi/3) \]  (5a)

\[ \epsilon_2^\pm(k) = 7/3 + 2/3 \cos(\pm k - \pi/3). \]  (5b)

FIG. 4. Top: RG flow of the marginal terms in the field-theoretical description (4) in the vicinity of the ULS point \( [25] \) (left) and its relation to the phase diagram of \( \hat{H}_0 \) (right). Bottom: Comparison of the \( k = 0 \) group velocity extracted from the MPS simulations to the field-theoretical prediction. \( v_0 = \sqrt{2}\pi/3 \) is the exact group velocity at the ULS point.

FIG. 5. Evolution of block fidelities (6) for different systems and perturbation operators \( \hat{B} \) as indicated in brackets. We show the spin-1 Heisenberg chain \( [\theta = 0 \text{ in Eq. (1)}] \) as an example for elementary one-particle excitations and want to characterize excitations at the biquadratic point \( \theta = \pi/2^- \). Examples for elementary two-particle excitations include isotropic and anisotropic spin-1/2 XXZ chains and the spin-1 chain (1) at the ULS point \( \theta = \pi/4 \).
Fig. 5 shows fidelities $F_A(t)$ for several models. We include isotropic and anisotropic spin-1/2 XXZ chains, and the bilinear-biquadratic spin-1 chain (1) at the ULS point $\theta = \pi/4$. For these three examples, we know that the dynamics is dominated by elementary two-particle excitations [22, 49, 52–57]. As expected, $F_A(t)$ converges to a small value significantly below $1/2$. For the spin-1 antiferromagnetic chain, where the dynamics is dominated by the single-magnon excitations, we confirm that the fidelity converges to approximately $1/2$. The small deviation can be attributed to the contribution of multimagnon excitations with relatively small spectral weight. For the spin-1 chain (1) at $\theta = \pi/2^-$, we find that the block fidelity approaches approximately $1/2$. This is a strong indication that the dispersive features in the dynamic structure factor in the right panel of Fig. 3 are elementary one-particle excitations. Further evidence due to equal-time correlators is given in Appendix C.

VI. TEMPERLEY-LIEB CHAIN AND INTEGRABILITY

The simple functional form of the dispersions (5) suggests that an exact solution is possible for $\theta = \pi/2^-$. At the purely biquadratic point $\theta = \pi/2$, the Hamiltonian is in fact frustration free and can be expressed as a sum of bond-singlet projectors $P_{\hat{S}_i,\hat{S}_{i+1}}$ such that $H_{\pi/2} = \sum_i (1 + 3P_{\hat{S}_i,\hat{S}_{i+1}})$. The groundstate space is exponentially large, containing all states without bond singlets. The projectors $\{P_{\hat{S}_i,\hat{S}_{i+1}}\}$ obey a Temperley-Lieb algebra [11, 58], which implies integrability of the model, and a corresponding generalization of the coordinate Bethe ansatz has been found [59]. Starting from a ferromagnetic reference state, the $H_{\pi/2}$ eigenstates can be constructed by creating two types of pseudo-particles and adding so-called impurities. For $\theta = \pi/2^-$, an infinitesimal bilinear term $\sim \sum_i \hat{S}_i \cdot \hat{S}_{i+1}$ resolves the groundstate degeneracy. In terms of the Bethe ansatz, the resulting $\theta = \pi/2^-$ ground state is a specific linear combination of $\theta = \pi/2$ ground states containing a complex array of impurities and pseudo-particles. Unfortunately, the Bethe ansatz solution in its current form does not give access to this ground state. Hence, analytically deriving the dispersion relations (5) remains an open problem. These massive excitations need to involve one bond singlet and, thus, $\varepsilon_{1,2}^\pm(k) \geq 1$.

VII. CONCLUSION

We have explored the low-energy physics of isotropic spin-1 chains. Using an MPS algorithm [26], we were able to compute precise dynamic structure factors, even in the highly entangled critical phase with $c = 2$. We have found that the NL$\sigma$M and the Majorana field theory fail to capture the influence of the biquadratic term and provide only a rather unsatisfactory description for the Haldane phase. While an interpretation in terms of non-interacting magnons explains a lot of features for small $\theta$, magnon interactions are quite important around and beyond the AKLT point, and a better field-theoretical understanding would be very valuable. In the critical phase, we have observed and explained the contraction of the two-particle continua from the Uimin-Lai-Sutherland (ULS) finding agreement with field theory arguments. In addition, we have discovered new excitations at higher energies, which we have characterized to be of elementary one-particle type. For $\theta \rightarrow \pi/2^-$, the dispersion relations of these excitations approach intriguingly simple forms. We hope that this observation will stimulate further research, possibly extending Bethe ansatz treatments for the integrable Temperley-Lieb chain.
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Appendix A: Mapping to the non-linear sigma model

In this appendix, we explicitly show the calculations for the mapping of the bilinear-biquadratic spin-1 model

$$\hat{H}_\theta = \sum_i \hat{h}_\theta(i, i + 1), \quad \text{where} \quad \hat{h}_\theta(i, i + 1) \equiv \cos \theta (\hat{S}_i \cdot \hat{S}_{i+1}) + \sin \theta (\hat{S}_i \cdot \hat{S}_{i+1})^2,$$

(A1)

to the non-linear sigma model (NL$\sigma$M), complementing the discussion in the main text. We use a path-integral description based on spin-coherent states as, e.g., described in Ref. [60], and show how the derivations need to be modified due to the presence of the biquadratic term.
1. Path integral with spin-coherent states

For a single spin-$S$ with $\hat{S}^z$ eigenbasis $\{|S; M\rangle\}$, we define coherent states $|\mathbf{n}\rangle$ parametrized by unit vectors $\mathbf{n}$. They obey $(\hat{S} \cdot \mathbf{n})|\mathbf{n}\rangle = |\mathbf{n}\rangle$ and can be obtained by rotating the state with maximum $\hat{S}^z$ quantum number by an angle $\chi$, $$|\mathbf{n}\rangle := e^{i\chi(\mathbf{n} \cdot \hat{S}^z)}|S; S\rangle, \quad (A2)$$

where $\mathbf{n} \cdot \mathbf{e}_z = \cos \chi$ and $\mathbf{e}_z$ is the unit vector along the $z$-axis. These states can be used to derive a path integral representation for spin systems [60].

Let us first consider a general spin chain with nearest-neighbor interactions $\hat{H} = \sum_i \hat{h}(i, i + 1)$, where $\hat{h}(i, i + 1)$ acts on sites $i$ and $i + 1$. Starting from the partition function in imaginary time, $Z = \text{Tr} e^{-\beta \hat{H}}$, one follows the usual procedure of discretizing time, $\beta = N\tau$, and inserting resolutions of the identity in terms of the states $(A2)$ for each intermediate time point and each lattice site $i$. This leads to the formal expression

$$Z = \lim_{N \to \infty} \int \mathcal{D}[\{\mathbf{n}_i\}] e^{-S[\{\mathbf{n}_i\}]}.$$

(A3)

Here, $\mathcal{D}[\{\mathbf{n}_i\}]$ is an appropriate measure for the integral over the collection of smooth individual unit-vector paths $\mathbf{n}_i(t)$ with periodic boundary conditions $\mathbf{n}_i(0) = \mathbf{n}_i(\beta)$. For the case of nearest-neighbor interactions, one can show that the Euclidean action $S$ takes the form

$$S[\{\mathbf{n}_i\}] = -iS \sum_i \mathcal{S}_{WZ}[\mathbf{n}_i(t)] + \sum_i \int_0^\beta dt \langle \mathbf{n}_i(t), \mathbf{n}_{i+1}(t) | \hat{h}(i, i + 1) | \mathbf{n}_i(t), \mathbf{n}_{i+1}(t) \rangle,$$

(A4)

where $|\mathbf{n}_i, \mathbf{n}_{i+1}\rangle \equiv |\mathbf{n}_i\rangle \otimes |\mathbf{n}_{i+1}\rangle$ denotes the tensor product of two spins on neighboring sites. The first term is the sum of Wess-Zumino terms for individual spins, where $\mathcal{S}_{WZ}[\mathbf{n}_i(t)]$ is given by the total area of the cap on the unit sphere bounded by the (closed) trajectory $\mathbf{n}_i(t)$.

2. Evaluating the matrix element

In order to obtain the action for the spin-1 model $(A1)$ as a function of $\theta$, we need to evaluate the matrix element $$\langle \mathbf{n}_i, \mathbf{n}_{i+1} | \hat{h}_\theta(i, i + 1) | \mathbf{n}_i, \mathbf{n}_{i+1} \rangle = \cos \theta \langle \mathbf{n}_i, \mathbf{n}_{i+1} | (\hat{S}_i \cdot \hat{S}_{i+1}) | \mathbf{n}_i, \mathbf{n}_{i+1} \rangle + \sin \theta \langle \mathbf{n}_i, \mathbf{n}_{i+1} | (\hat{S}_i \cdot \hat{S}_{i+1})^2 | \mathbf{n}_i, \mathbf{n}_{i+1} \rangle.$$ (A5)

Evaluating the bilinear term is straightforward and yields

$$\langle \mathbf{n}_i, \mathbf{n}_{i+1} | (\hat{S}_i \cdot \hat{S}_{i+1}) | \mathbf{n}_i, \mathbf{n}_{i+1} \rangle = \langle \mathbf{n}_i | \hat{S}_1 | \mathbf{n}_i \rangle \cdot \langle \mathbf{n}_{i+1} | \hat{S}_2 | \mathbf{n}_{i+1} \rangle = \mathbf{n}_i \cdot \mathbf{n}_{i+1}.$$ (A6)

For the biquadratic term, let $|\mathbf{n}(\chi)\rangle := e^{i\chi\hat{S}^y}|S = 1; M = 1\rangle$. Then $|\mathbf{n}(0)\rangle = |1; 1\rangle$, and we consider the matrix element

$$f(\chi) := \langle \mathbf{n}(0), \mathbf{n}(\chi) | (\hat{S}_1 \cdot \hat{S}_2)^2 | \mathbf{n}(0), \mathbf{n}(\chi) \rangle.$$ (A7)

Writing the operator in the form $(\hat{S}_1 \cdot \hat{S}_2)^2 = (\frac{1}{2}\hat{S}_1^+ \hat{S}_1^- + \frac{1}{2}\hat{S}_2^+ \hat{S}_2^- + \hat{S}_1^z \hat{S}_2^z)^2$, one obtains nine terms from expanding the square, and it is straightforward to see that only the two terms $(\hat{S}_1^+ \hat{S}_2^-)^2$ and $\frac{1}{4}(\hat{S}_1^+ \hat{S}_1^-)(\hat{S}_2^+ \hat{S}_2^-)$ yield non-zero contributions in Eq. $(A7)$. Therefore,

$$f(\chi) = \langle \mathbf{n}(0) | (\hat{S}^z)^2 | \mathbf{n}(0) \rangle \langle \mathbf{n}(\chi) | (\hat{S}^z)^2 | \mathbf{n}(\chi) \rangle + \frac{1}{4} \langle \mathbf{n}(0) | \hat{S}^+ \hat{S}^- | \mathbf{n}(0) \rangle \langle \mathbf{n}(\chi) | \hat{S}^- \hat{S}^+ | \mathbf{n}(\chi) \rangle$$

$$= \langle \mathbf{n}(\chi) | (\hat{S}^z)^2 | \mathbf{n}(\chi) \rangle + \frac{1}{2} \langle \mathbf{n}(\chi) | \hat{S}^- \hat{S}^+ | \mathbf{n}(\chi) \rangle.$$ (A8)

Note that $\hat{S}^- \hat{S}^+ = \hat{S}^2 - (\hat{S}^z)^2 - \hat{S}^z$, and we can easily read off $\langle \mathbf{n}(\chi) | \hat{S}^2 | \mathbf{n}(\chi) \rangle = 2$ as well as $\langle \mathbf{n}(\chi) | \hat{S}^z | \mathbf{n}(\chi) \rangle = \cos \chi$, because we have $S = 1$ and $\hat{S}$ transforms like a vector under rotations. To evaluate the remaining matrix element $\langle \mathbf{n}(\chi) | (\hat{S}^2)^2 | \mathbf{n}(\chi) \rangle$, we expand the rotated state $|\mathbf{n}(\chi)\rangle$ in the $\hat{S}^z$ eigenbasis $\{|1; M\rangle\}$,

$$|\mathbf{n}(\chi)\rangle = \sum_{M' = -1}^{1} |1; M'\rangle e^{i\chi \hat{S}^y} |1; 1\rangle = \frac{1}{2} (1 + \cos \chi) |1; 1\rangle + \frac{1}{\sqrt{2}} \sin \chi |1; 0\rangle + \frac{1}{2} (1 - \cos \chi) |1; -1\rangle,$$ (A9)
where the coefficients are entries of the representation matrix for spin-1 rotations (Wigner (small) d-matrix). Hence,

\[ \langle n(\chi) | (\hat{S}_i^z)^2 | n(\chi) \rangle = \frac{1}{4} (1 + \cos \chi)^2 + \frac{1}{4} (1 - \cos \chi)^2 = \frac{1}{2} + \frac{1}{2} \cos^2 \chi. \]  

(A10)

Putting everything together, we obtain \( f(\chi) = \frac{5}{4} - \frac{1}{2} \cos \chi + \frac{1}{4} \cos^2 \chi \). As \((\hat{S}_1 \cdot \hat{S}_2)^2\) transforms as a scalar under rotations, the matrix element depends only on the angle between the two spin-coherent states. Thus, the calculation generalizes to any two states \(|n_1, n_2\rangle\), and we can replace \( \cos \chi \) by \( n_1 \cdot n_2 \), obtaining

\[ \langle n_1, n_2 | (\hat{S}_1^z \cdot \hat{S}_2^z)^2 | n_1, n_2 \rangle = \frac{5}{4} - \frac{1}{2} n_1 \cdot n_2 + \frac{1}{4} (n_1 \cdot n_2)^2. \]  

(A11)

Combining this result with Eq. (A6), we arrive at the matrix element of the Hamiltonian interaction (A1)

\[ \langle n_i, n_{i+1} | \hat{h}_\theta(i, i + 1) | n_i, n_{i+1} \rangle = \frac{5}{4} \sin \theta + \left( \cos \theta - \frac{1}{2} \sin \theta \right) (n_i \cdot n_{i+1}) + \frac{1}{4} \sin \theta (n_i \cdot n_{i+1})^2. \]  

(A12)

Note that

\[ (n_i + n_{i+1})^2 = n_i^2 + 2n_i \cdot n_{i+1} + n_{i+1}^2 = 2n_i \cdot n_{i+1} + 2, \quad \text{and} \quad (n_i + n_{i+1})^4 = (2n_i \cdot n_{i+1} + 2)^2 = 4(n_i \cdot n_{i+1})^2 + 8n_i \cdot n_{i+1} + 4, \]  

(A13)

such that

\[ n_i \cdot n_{i+1} = \frac{1}{2} (n_i + n_{i+1})^2 + \text{const}, \quad \text{and} \quad (n_i \cdot n_{i+1})^2 = \frac{1}{4} (n_i + n_{i+1})^4 - (n_i + n_{i+1})^2 + \text{const}. \]  

(A14)

Inserting this into Eq. (A12) yields for the matrix element, up to an irrelevant additive constant,

\[ \langle n_i, n_{i+1} | \hat{h}_\theta(i, i + 1) | n_i, n_{i+1} \rangle = \frac{1}{2} (\cos \theta - \sin \theta) (n_i + n_{i+1})^2 + \frac{1}{16} \sin \theta (n_i + n_{i+1})^4 + \text{const}. \]  

(A15)

Then, as a function of \( \theta \), the action for the bilinear-biquadratic spin-1 chain (A1) is given by

\[ S_\theta[\{n_i\}] = -i \sum_i S_{\text{WZ}}[n_i(t)] + \int_0^\beta dt \sum_i \left[ \frac{1}{2} (\cos \theta - \sin \theta) (n_i(t) + n_{i+1}(t))^2 + \frac{1}{16} \sin \theta (n_i(t) + n_{i+1}(t))^4 \right]. \]  

(A16)

Here, the special case \( \theta = 0 \) corresponds to the spin-1 Heisenberg antiferromagnet, for which the original derivation was done [15–17].

### 3. Continuum limit and non-linear sigma model mapping

In the next steps of the derivation, we follow the same approach that was taken for the Heisenberg antiferromagnet [15–17, 60]. It is reasonable to expect staggered short-range order for the spin field \( n \), and the most relevant low-energy modes should be ferromagnetic and antiferromagnetic fluctuations. Hence, we can choose an ansatz that separates these relevant degrees of freedom,

\[ n_i = (-1)^i \sqrt{1 - a^2 l_i^2} m_i + a l_i, \]  

(A17)

where \( a \) is the lattice spacing, and we have the constraints \( m_i^2 = 1 \) and \( m_i \cdot l_i = 0 \). Here, \( m_i \) and \( l_i \) are slowly varying, which allows us to take the continuum limit \( a \to 0 \). We can write \( m_i + 1 = m_i + a (\partial_x m_i) + \text{and similarly for} \ l_i \). When inserting the ansatz (A17) into the action (A16), we only need to keep terms to the lowest order in \( a \). For the first term, this yields

\[ \frac{1}{2} (n_{i-1} + n_i)^2 + \frac{1}{2} (n_i + n_{i+1})^2 = a^2 ( (\partial_x m_i)^2 + 4l_i^2 ) \right) + \mathcal{O}(a^3), \]  

(A18)

where we have grouped two neighboring interaction terms together to take advantage of the cancellation of additional terms. Correspondingly, the contributions from the second term \((n_i + n_{i+1})^4\) will be of the order \( \mathcal{O}(a^4) \). Hence, the
second term can be ignored in the continuum (low-energy) limit, and the effective action has the same form as in the case of the Heisenberg antiferromagnet ($\theta = 0$). The only change due to the biquadratic term is an effective rescaling of the coupling in the form $J(\theta) = \cos \theta - \sin \theta$. Thus, the remaining steps in the derivation for the mapping to the NL\(\sigma\)M are identical to the case of the Heisenberg antiferromagnet.

After taking the continuum limit for the Wess-Zumino terms as well, one can integrate out the fluctuations in the field $l$, which yields an effective action

$$S[m] = \int \int dx \ dt \ \frac{1}{2g} \left( v(\theta) (\partial_x m)^2 + \frac{1}{v(\theta)} (\partial_t m)^2 \right) + \imath \phi Q[m],$$

(A19)

where we have introduced the coupling constant $g = 2/S$, the spin wave velocity $v(\theta) = 2aJ(\theta)S$, and the topological angle $\phi = 2\pi S$. The second term contains the topological charge or winding number of the field configuration

$$Q[m] = \frac{1}{8\pi} \int \int dx \ dt \ \epsilon_{ij} m \cdot (\partial_i m \times \partial_j m) \in \mathbb{Z}.$$  

(A20)

Note that for integer spin $S$, the imaginary part $\phi Q[m]$ in Eq. (A19) is always an integer multiple of $2\pi$, such that it does not affect the physics. In this model, the case is described by the first term, which is the standard $O(3)$ non-linear sigma model (NL\(\sigma\)M). For half-integer spin, however, the contributions to the path integral of configurations with an odd winding number $Q$ are weighted by a factor $-1$. This leads to fundamentally different physics, which is in the core of Haldane’s conjecture [15–17]. While antiferromagnetic chains with integer spin are gapped, those with half-odd-integer spin are gapless.

In conclusion, the low-energy physics of the bilinear-biquadratic spin-1 chain should be described by the NL\(\sigma\)M, which predicts an excitation gap $\Delta(\theta) \propto J(\theta) e^{-\pi S}$ and a dispersion $\varepsilon(k) = \sqrt{\Delta^2 + v^2(k - \pi)^2}$ for the single-magnon line near $k = \pi$. In the main text, we are testing the dependence of the gap and the spin wave velocity on the Hamiltonian parameter $\theta$, for which we summarize the NL\(\sigma\)M predictions

$$\Delta(\theta) \propto (\cos \theta - \sin \theta) \quad \text{and} \quad v^2(\theta) \propto (\cos \theta - \sin \theta)^2.$$  

(A21)

**Appendix B: MPS computation of dynamic structure factors**

In this appendix, we briefly summarize the numerical techniques used to compute the dynamic structure factors

$$S(k, \omega) = \sum_x e^{-ikx} \int dt e^{i\omega t} S(x, t) \quad \text{with} \quad S(x, t) = \langle \psi | e^{iHt} \hat{A}_x e^{-iHt} \hat{B}_0 | \psi \rangle$$  

(B1)

presented in the main text. Here, $| \psi \rangle$ is the ground state and $\hat{A}_x$ and $\hat{B}_0$ are operators acting on sites $x$ and $0$, respectively, for which we probe the response of the system. In this paper, we compute dynamic spin and quadrupolar structure factors, for which $\hat{A} = S^z$ and $\hat{A} = \hat{Q} = \text{diag}(1/3, -2/3, 1/3)$, respectively, and $\hat{B} = \hat{A}$ in both cases. We use a real-time scheme to evaluate response functions of the form

$$S(x, t) = e^{iE_0 t} \langle \psi | \hat{A}_x e^{-iHt} \hat{A}_0 | \psi \rangle$$  

(B2)

for a range of distances $x$ and times $t$, where $E_0$ denotes the groundstate energy. We proceed as follows.

First, we compute a uniform infinite MPS (iMPS) approximation $| \psi \rangle$ of the ground state using the iDMRG algorithm [27, 28, 33]. To ensure convergence, we choose an MPS unit cell of two sites for the Haldane phase and three sites for the critical phase [26]. Then, we initialize an appropriate spatial range or *window* with copies of the groundstate unit cell. In this range, the iMPS tensors will be allowed to vary as described in Refs. [34, 61].

To compute the response function (B2), we apply the operator $\hat{A}$ at a site $i = 0$ in the center of the window to get $\hat{A}_0 | \psi \rangle$. For the simulation of the time evolution $| \psi'(t) \rangle := e^{-iHt} \hat{A}_0 | \psi \rangle$, we use iDMRG [30–32] with infinite boundary conditions [34, 61]. All Hamiltonian terms that are supported outside the finite window are projected onto the reduced Hilbert space of the left or right block, and the MPS tensors outside of the window are kept invariant. This is possible because the perturbation only has a significant effect inside a causal cone, a finite spatial region growing linearly with time [62]. We choose the size of the heterogeneous window large enough to contain the causal cone for all simulation times. Hence, the wavefunction close to the boundary locally looks like the ground state.

Note that, in the $\{ \hat{S}_i^z \}$ eigenbasis, the coefficients of the wavefunction $| \psi'(t) \rangle = e^{iHt} \hat{A}_0 | \psi \rangle$ are just the complex conjugates of the coefficients of $| \psi(t) \rangle$. So $S(x, t)$ can be evaluated very efficiently by computing overlaps of the
time-evolved state with its complex conjugate, spatially shifted relative to each other by \(x\) sites. See Ref. [26] for details on how the corresponding contraction of iMPS tensors is performed. We obtain

\[
S(x, 2t) = e^{iE_0(2t)}(\psi'(t)|\hat{T}_{-x}|\psi'(t)),
\]

where \(\hat{T}_{-x}\) denotes the operator shifting by \(-x\) sites. This approach has two advantages. First, by evolving \(\psi'\) up to time \(t\), we obtain response functions up to time \(2t\). This is important because entanglement grows during the time evolution, leading to a corresponding increase in computation costs, which limits the accessible time range. Second, one can obtain the response function for all lattice sites with just one time-evolution run [26], as compared to conventional finite-size simulations, where a separate time-evolution run is required for each lattice site \(x\).

In the simulations, we use windows of size \(L = 255\) to 448. For the time evolution, we employ a fourth-order Lie-Trotter-Suzuki decomposition [63–65] of the time-evolution operator with time step \(\tau = 0.1\). To control the precision and the computation costs, we truncate components of the wavefunction with Schmidt coefficients \(\lambda_k < \lambda_{\text{trunc}}\), where we choose the truncation threshold in the range \(\lambda_{\text{trunc}} \approx 10^{-10} - 10^{-8}\), depending on the Hamiltonian parameter \(\theta\). We typically evaluate the response function up to times in the range \(t \approx 100\).

It is known that, in the Haldane phase, the stable single-magnon excitation contributes significantly to the dynamics. This can be seen as a \(\delta\)-peak in the dynamic structure factor and as a nondecaying oscillation in the response function. As an example, we consider the Heisenberg antiferromagnet \([\theta = 0\) in Eq. (A1)] and show the response function \(S(k, t) = \sum_x e^{-ikx}S(x, t)\) for \(k = 0.8\pi\) in Fig. 6. Taking the Fourier transform \(\tilde{S}(k, \omega) = \int dt e^{iot}\tilde{S}(k, t)\) directly, using a finite window in the time domain, would lead to strong ringing artifacts in the spectrum. To avoid this, we split the response function into two parts, separating the contributions from the single-magnon state and the remainder such that

\[
S(k, t) = a e^{-i\omega_0 t} + \tilde{S}(k, t) \quad \text{and} \quad S(k, \omega) = 2\pi a \delta(\omega - \omega_0) + \tilde{S}(k, \omega).
\]

Here, \(a\) and \(\omega_0\) are real nonnegative parameters describing the amplitude and the frequency of the single-magnon peak, which are to be chosen such that the remainder vanishes for large times, \(\tilde{S}(k, t) \to 0\) for \(t \to \infty\). As the contribution \(\tilde{S}(k, \omega)\) to the structure factor captures broad multi-magnon continua, its signal becomes localized in the time representation, and \(\tilde{S}(k, t)\) typically decays relatively fast. In our MPS simulations, we can hence reach the regime where \(S(k, t)\) is dominated by the nondecaying oscillation \(a e^{-i\omega_0 t}\) and \(\tilde{S}(k, t)\) becomes negligible. This allows to extract the parameters \(a\) and \(\omega_0\) by simply fitting \(a e^{-i\omega_0 t}\) to \(S(k, t)\) for a suitably chosen time window. Then, we can obtain \(\tilde{S}(k, t) = S(k, t) - a e^{-i\omega_0 t}\) which, for our example, is shown in Fig. 6. The contribution of the remainder is small compared to the single-magnon oscillation, and it decays fast as a function of \(t\). Hence, we can compute \(\tilde{S}(k, \omega)\) by direct Fourier transform and one can complement with linear prediction if necessary [41, 66]. Note that in order to
FIG. 7. Energy distribution \( h_x(t) \) (top) and equal-time correlator \( C_{x_1,x_2}(t) \) at time \( t = 10 \) (bottom) for different systems. Left: Spin-1 Heisenberg antiferromagnet [\( \theta = 0 \) in Eq. (A1)]. Center: Spin-1/2 XXZ chain (C1) with anisotropy \( J_z = 3 \). Right: Critical bilinear-biquadratic spin-1 chain [\( \theta = \pi/2^− \) in Eq. (A1)]. For a fair comparison, the values are normalized with respect to \( \varepsilon \equiv \sum_x h_x(t) \) for \( h_x(t) \) in the top panels, and with respect to \( \varepsilon^2 \) for \( C_{x_1,x_2}(t) \) in the lower panels.

visualize the \( \delta \)-peak in the structure-factor plots, we replace it by a very narrow Gaussian peak centered at \( \omega_0 \) with total spectral weight \( 2\pi a \) as shown in Fig. 6.

The whole procedure has to be carried out separately for each momentum \( k \) (for the full dynamic structure factors presented in the main text, we use momentum increments of \( \Delta k = 0.001\pi \)). As the fit parameters \( a \) and \( \omega_0 \) are smooth functions of \( k \), it is advantageous to carry out the fits in a sweep through the Brillouin zone, and to initialize each fit with the resulting parameters from the previous momentum \( k \). This way, one avoids local minima in the parameter optimization. Note that this approach is only applicable in the region where the single-magnon excitation is stable. In practice, we observe that the amplitude \( a \) of the single-magnon contribution decreases and then vanishes as \( k \) approaches the momentum \( k_c \) where the single-magnon line enters the multi-magnon continuum.

**Appendix C: Equal-time correlators**

In this appendix, we describe an alternative approach to characterizing the nature of the elementary excitations observed for \( \theta \to \pi/2^- \) in the spin-1 chain (A1). It is based on equal-time correlators and complements the analysis of block fidelities in the main text. For the computation of response functions, we apply a local operator (here \( \hat{S}_0^z \)) to the ground state \(|\psi\rangle\), which adds some excitation energy \( \varepsilon \) to the system. During the time evolution of the perturbed wave function \(|\psi(t)\rangle := e^{-i\hat{H}t}\hat{S}_0^z|\psi\rangle\), the energy is distributed in the system in a causal cone. This is quantified by \( h_x(t) := \langle \psi(t)|\hat{h}(x,x+1)|\psi(t)\rangle - h_0 \), which is the expectation value of the local bond energy relative to the groundstate energy density \( h_0 \). The total excitation energy \( \varepsilon := \sum_x h_x(t) \) is a conserved quantity. The equal-time correlator \( C_{x_1,x_2}(t) := \langle \psi(t)|\hat{h}_{x_1}\hat{h}_{x_2}|\psi(t)\rangle \) quantifies correlations in the distribution of the excitation energy at fixed times \( t \).

The equal-time correlator can be employed to distinguish elementary one-particle and two-particle excitations. Strong correlations \( C_{x_1,x_2}(t) \) for \( x_1 \) and \( x_2 \) far apart are the signature of two-particle excitations, as components of the wave function contain both a left- and a right-traveling excitation. The absence of such strong correlations is an indicator of dominant one-particle excitations, where wave-function components contain either a particle traveling to
the left or to the right.

We test this approach for the spin-1 Heisenberg antiferromagnet ($\theta = 0$ in (A1)) and for the anisotropic spin-1/2 XXZ chain

$$\hat{H} = \sum_i \left[ \frac{1}{2} (\hat{s}_{i+1}^+ \hat{s}_{i}^- + \hat{s}_{i}^- \hat{s}_{i+1}^+) + J_z \hat{s}_{i}^z \hat{s}_{i+1}^z \right]$$

(C1)

with anisotropy $J_z = 3$, which places the model in the gapped Néel phase. Then, we apply the technique to learn about the nature of excitations in the critical phase of the bilinear-biquadratic spin-1 chain (A1) in the limit $\theta \to \pi/2^-$.

The results are shown in Fig. 7. In all three systems, the excitation energy spreads in a causal cone emanating from the place and time of the perturbation $(x, t) = (0, 0)$. The spin-1 Heisenberg antiferromagnet has dominant single-magnon excitations and, correspondingly, correlations in $C_{x_1, x_2}(t)$ are weak except for the region where $x_1 \approx x_2$. For the anisotropic spin-1/2 XXZ chain, the elementary excitations are spinons that are always created in pairs, leading to strong non-local correlations. These numerical results confirm the expectations for the two test cases. For the bilinear-biquadratic spin-1 chain with $\theta = \pi/2^-$, we observe no strong correlations for distant sites $x_1$ and $x_2$. Therefore, we conclude that the dynamics is dominated by elementary one-particle excitations. This provides further evidence supporting our result presented in the main text, where we reached the same conclusion through the analysis of subsystem fidelities.
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