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ABSTRACT
Recent advances in quantum computing (QC) and machine learning (ML) have drawn significant attention to the development of quantum machine learning (QML). Reinforcement learning (RL) is one of the ML paradigms which can be used to solve complex sequential decision making problems. Classical RL has been shown to be capable to solve various challenging tasks. However, RL algorithms in the quantum world are still in their infancy. One of the challenges yet to solve is how to train quantum RL in the partially observable environments. In this paper, we approach this challenge through building QRL agents with quantum recurrent neural networks (QRNN). Specifically, we choose the quantum long short-term memory (QLSTM) to be the core of the QRL agent and train the whole model with deep Q-learning. We demonstrate the results via numerical simulations that the QLSTM-DRQN can solve standard benchmark such as Cart-Pole with more stable and higher average scores than classical DRQN with similar architecture and number of model parameters.
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1. INTRODUCTION
Quantum computing (QC) promises superior performance on certain hard computational tasks over classical computers [1]. However, existing quantum computers are not error-corrected, making implementation of deep quantum circuits extremely difficult. These so-called noisy intermediate-scale quantum (NISQ) devices [2] require special design of quantum circuit architectures so that the quantum advantages can be harnessed. Recently, a hybrid quantum-classical computing framework [3] which leverage both the classical and quantum computing has been proposed. Under this paradigm, certain computational tasks which are expected to have quantum advantages are carried out on a quantum computer, while other tasks such as gradient calculations remain on the classical computers. These algorithms are usually called variational quantum algorithms and have been successful in certain ML tasks. Reinforcement learning (RL) is a sub-field of ML dealing with sequential decision making tasks. RL based on deep neural networks have gained tremendous success in complex tasks with human-level [4] or super-human performance [5]. However, quantum RL is an emerging subject with many issues and challenges not yet investigated. For example, existing quantum RL methods focus on various VQCs without the recurrent structures. Nevertheless, recurrent connections are crucial components in the classical ML to keep memory of past time steps. The potential of such architectures, to our best knowledge, is not yet studied in the quantum RL. In this work, we propose the quantum deep recurrent Q-learning via the application of quantum recurrent neural networks (QRNN) as the value function approximator. Specifically, we apply the quantum long short-term memory (QLSTM) as the core of the QRL agent. The scheme is illustrated in Figure 1. Our numerical simulation shows that the proposed framework can reach performance comparable to or better than their classical LSTM counterparts when the model sizes are similar and under the same training setting.

Fig. 1. The hybrid quantum-classical deep recurrent Q-learning.

2. RELATED WORK
The quantum reinforcement learning (QRL) can be traced back to the work [6]. However, the framework requires the environment to be quantum, which may not be satisfied in most real-world cases. Here we focus on the recent developments of VQC-based QRL dealing with classical environments. The first VQC-based QRL [7], which is the quantum version of
deep Q-learning (DQN), considers discrete observation and action spaces in the testing environments such as Frozen-Lake and Cognitive-Radio. Later, more advanced works in the direction of quantum deep Q-learning consider continuous observation spaces such as Cart-Pole [8, 9]. Hybrid quantum-classical linear solver are also used to find value functions. [10]. A further improvement of DQN to Double DQN (DDQN) in the VQC framework is considered in the work [11], which applies QRL to solve robot navigation task. In addition to learning the value functions such as the Q-function, QRL frameworks designed to learn the policy functions π have been proposed recently. For example, the paper [12] describes the quantum policy gradient RL through the use of REINFORCE algorithm. Then, the work [13] consider an improved policy gradient algorithm called PPO with VQCs and show that quantum models with small amount of parameters can beat their classical counterparts. Along this direction, various modified quantum policy gradient algorithms are proposed such as actor-critic [14] and soft actor-critic (SAC) [15]. There are also applications of QRL in quantum control [16] and the proposal of QRL in the multi-agent setting [17]. QRL optimization with evolutionary optimization is first studied in [18]. Advanced quantum policy gradient such as DDPG which can deal with continuous action space is considered in [19]. In this work we consider the quantum deep recurrent Q-learning, which is an extension of the DQN discussed in [7, 8, 9]. However, our work is different from the aforementioned ones as our work considers the recurrent quantum policy, while previous works consider the application of various feed-forward VQC architectures. The recurrent policies considered in this work may provide benefits in environments requiring memory of previous steps.

3. REINFORCEMENT LEARNING

Reinforcement learning (RL) is a machine learning framework in which an agent learns to achieve a given goal through interacting with an environment E over a sequence of discrete time steps [20]. At each time step t, the agent observes a state $s_t$ and then selects an action $a_t$ from the action space $A$ according to its current policy $\pi$. The policy is a mapping from a certain state $s_t$ to the probabilities of selecting an action from $A$. After exercising the action $a_t$, the agent receives a scalar reward $r_t$ and the state of the next time step $s_{t+1}$ from the environment. For episodic tasks, the process proceeds over a number of time steps until the agent reaches the terminal state or the maximum steps allowed. Seeing the state $s_t$ along the training process, the agent aims to maximize the expected return, which can be expressed as the value function at state $s$ under policy $\pi$, $V^\pi(s) = \mathbb{E}[R_t|s_t = s]$, where $R_t = \sum_{t'=t}^T \gamma^{t'-t}r_{t'}$ is the return, the total discounted reward from time step t. The value function can be further expressed as $V^\pi(s) = \sum_{a \in A} Q^\pi(s, a)\pi(a|s)$, where the action-value function or Q-value function $Q^\pi(s, a) = \mathbb{E}[R_t|s_t = s, a]$ is the expected return of choosing an action $a \in A$ in state $s$ according to the policy $\pi$. The Q-learning is a RL algorithm to optimize the $Q^\pi(s, a)$ via the following benchmark formula

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ r_t + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t) \right].$$

The deep Q-learning [4] is an extension of the Q-learning via the inclusion of the experience replay and the target network to make the training of deep neural network-based Q-value function numerically stable. The deep recurrent Q-learning is when a recurrent neural network (RNN) is used to approximate the Q-value function [21].

4. VARIATIONAL QUANTUM CIRCUITS

Variational quantum circuits (VQC), also known as parameterized quantum circuits (PQC) in the literature, are a special kind of quantum circuits with trainable parameters. Those parameters are trained via optimization algorithms developed in the classical ML communities. The optimization can be gradient-based or gradient-free. The general form of a VQC is described in Figure 2. There are three components in a VQC.

Fig. 2. Generic architecture for variational quantum circuits (VQC). VQC are a special kind of quantum circuits with parameters being trained by classical optimization methods [22].

The encoding block $U(x)$ is to transform the classical data $x$ into a quantum state. The variational or parameterized block $V(\theta)$ represents the part with learnable parameters $\theta$ that is optimized through gradient-descent method in this study. The final measurement is to output information through measuring a subset (or all) of the qubits and thereby retrieving a classical bit string. If we run the circuit once, we can get a bit string such as 0, 0, 1, 1. However, if we run the circuit multiple times, we can get the expectation values of each qubit. In this paper, we consider the Pauli-Z expectation values of the VQC.

One of the benefits provided by the VQCs is that such circuits are more robust against quantum device noise [23, 24, 25]. This feature makes VQCs useful for the NISQ [2] era. In addition, it has been shown that VQCs may be more expressive than classical neural networks [26, 27, 28, 29] and can be trained with smaller dataset [30]. Notable examples of VQC in QML include classification [22, 31, 32, 33, 34], natural
language processing [35, 36, 37] and sequence modeling [38, 39].

5. METHODS

5.1. QLSTM

The QLSTM (shown in Figure 3), first proposed in the work [38], is the quantum version of LSTM [40]. The main idea behind this model is that the classical neural networks are replaced by the VQCs. It has been shown to be capable of learning time-series data [38] and performing NLP tasks [37]. A formal mathematical formulation of a QLSTM cell is given by

\[ f_t = \sigma(VQC_1(v_t)) \]  
\[ i_t = \sigma(VQC_2(v_t)) \]  
\[ C_t = \tanh(VQC_3(v_t)) \]  
\[ c_t = f_t * c_{t-1} + i_t * \tilde{C}_t \]  
\[ o_t = \sigma(VQC_4(v_t)) \]  
\[ h_t = VQC_5(o_t * \tanh(c_t)) \]

where the input to the QLSTM is the concatenation \( v_t \) of the hidden state \( h_{t-1} \) from the previous time step and the current input vector \( x_t \) which is the processed observation from the environment. The VQC component used in the QLSTM follows the design shown in Figure 4. This architecture has been shown to be highly successful in time-series modeling [38]. The data encoding part includes \( R_y \) and \( R_z \) rotations, the variational part includes multiple CNOT gates to entangle qubits and trainable general unitary \( U \) gates. Finally, the quantum measurement follows.

5.2. Quantum Deep Recurrent Q-Learning

The proposed QDQN includes the policy network \( \theta \) and the target network \( \theta^- \). Both of them are of the same architecture with a classical NN layer for preprocessing the input, a QLSTM core for the main decision making and a final classical NN layer for post-processing. Such kind of architecture is called dressed QLSTM model. During the training, the trajectories are stored in the replay memory so that in the optimization stage, these trajectories can be sampled and make the training more stable. The target network is updated every \( S \) steps. The QDQN algorithm is summarized in Algorithm 1.

![Fig. 4. VQC architecture for QLSTM. The VQC architecture here is inspired by the work [7].](image)

Algorithm 1 Quantum deep recurrent Q-learning

1. Initialize replay memory \( D \) to capacity \( N \)
2. Initialize action-value function dressed QLSTM \( Q \) with random parameters \( \theta \)
3. Initialize target dressed QLSTM \( Q' \) with \( \theta^- = \theta \)
4. for episode = 1, 2, \ldots, \( M \) do
   1. Initialize the episode record buffer \( M \)
   2. Initialise state \( s_1 \) and encode into the quantum state
   3. Initialize \( h_1 \) and \( c_1 \) for the QLSTM
   4. for \( t = 1, 2, \ldots, T \) do
      1. With probability \( \epsilon \) select a random action \( a_t \)
      2. otherwise select \( a_t = \max_a Q^*(s_t, a; \theta) \) from the output of the QLSTM
      3. Execute action \( a_t \) in emulator and observe reward \( r_t \)
      4. Store transition \( (s_t, a_t, r_t, s_{t+1}) \) in \( M \)
      5. Sample random batch of trajectories \( T \) from \( D \)
      6. Set \( y_j = \begin{cases} r_j & \text{for terminal } s_{j+1} \\ r_j + \gamma \max_a Q(s_{j+1}, a'; \theta) & \text{for non-terminal } s_{j+1} \end{cases} \)
      7. Perform a gradient descent step on \( (y_j - Q(s_t, a; \theta^-))^2 \)
      8. Update the target network \( \theta^- \) every \( S \) steps.
   5. end for
   6. Store episode record \( M \) to \( D \)
   7. Update \( \epsilon \)
5. end for

6. EXPERIMENTS

6.1. Environment

The testing environment we choose in this work is Cart-Pole, a standard control problem for benchmarking simple RL models and is also a commonly used example in the OpenAI Gym [41]. In this environment, a pole is attached by a fixed joint to a cart moving horizontally along a frictionless track. The goal of the RL agent is to learn to output the appropriate action according to the observation it receives at each time step so that it can keep the pole as close to the initial state (upright) as possible.
by pushing the cart leftwards and rightwards. The Cart-Pole environment mapping is: Observation: A four dimensional vector \( s_t \) including values of the cart position, cart velocity, pole angle, and pole velocity at the tip; Action: There are two actions \(+1\) (pushing rightwards) and \(-1\) (pushing leftwards) in the action space; Reward: A reward of \(+1\) is given for every time step where the pole remains close to being upright. An episode terminates if the pole is angled over 15 degrees from vertical, or the cart moves away from the center more than 2.4 units.

6.2. Hyperparameters

The hyperparameters for the proposed QDRQN are: batch size: 8, learning rate (Adam): \( 1 \times 10^{-3} \), memory buffer length \( N \): 100, lookup steps \( L \): 10. The \( \epsilon \)-greedy strategy used in this work is \( \epsilon \leftarrow \epsilon \times 0.995 \) with the initial \( \epsilon = 0.1 \) and the final \( \epsilon = 0.001 \). The target network \( \theta^- \) is updated every \( S = 4 \) steps with the soft update \( \theta^- \leftarrow \tau \theta + (1 - \tau) \theta^- \) where \( \tau = 1 \times 10^{-2} \).

6.3. Model Size

The QLSTM used in this paper includes 8-qubit VQCs. The input and hidden dimension of the QLSTM are both 4. The cell or internal state is 8 dimensional. We consider QLSTM with 1 or 2 VQC layers (dashed box in Figure 4). We consider the classical LSTM with different number of hidden neurons in the DRQN as the benchmarks. To make fair comparison, we set classical LSTM with model size (number of parameters) similar to the QLSTM model. The LSTM we consider in this work include LSTM with 8 and 16 hidden neurons. The summary of quantum and classical models is in Table 1.

|           | QLSTM-1 | QLSTM-2 | LSTM-8 | LSTM-16 |
|-----------|---------|---------|--------|---------|
| Full      | 150     | 270     | 634    | 2290    |
| Partial   | 146     | 266     | 626    | 2274    |

Table 1. Number of parameters.

6.4. Results

Fully Observable Cart-Pole We first consider the standard setting that the RL agent can observe the full state of the environment. In Cart-Pole environment, this is a 4-dimensional vector including position and velocities as described in Section 6.1. The results are shown in the upper panel of Figure 5. We can observe that among the four cases we consider here: QLSTM with 1 or 2 VQC layers and LSTM with 8 or 16 hidden neurons, the QLSTM model with 2 VQC layers achieve the best performance. The QLSTM model with 1 VQC layer performs slightly worse than the one with two VQC layers. We also observe that, under the same training hyperparameters, the quantum models perform much better than their classical counterparts in both the stability and average scores.

Partially Observable Cart-Pole We further consider the setting that the RL agent can only observe part of the state of the environment. In Cart-Pole environment, we reduce one dimension of the observation by dropping the last element in the observation vector. Now the RL agent can only get limited information from the environment. The task is more challenging than the previous one since the RL agent needs to figure out how to generate the decision based on partial information. The QLSTM here may be more crucial because the agent may need information from previous steps. We observe that (in the lower panel of Figure 5), compared to the fully observed one, in the partially observed environment, the RL agent learns slower (requires more training episodes to reach high scores). Consistent with the fully observed cases, the quantum models perform better than their classical counterparts in both the stability and average scores. For example, the classical LSTM with 16 hidden neurons collapses after 800 episodes of training while the QLSTM agents remain stable.

7. CONCLUSIONS

In this paper, we first show the quantum recurrent neural network (QRNN)-based RL. Specifically, we employ the QLSTM as the Q-function approximator to realize the quantum deep recurrent Q-learning. From the results obtained from the testing environments we consider, our proposed framework shows higher stability and average scores than their classical counterparts when the model sizes are similar and training hyperparameters are fixed. The proposed method paves a new way of pursuing QRL with memory of previous time steps.
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