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ABSTRACT
RNA-binding proteins (RBPs) play a significant role in many cellular processes and regulation of gene expression, therefore, accurately identifying the RNA-interacting residues in protein sequences is crucial to detect the structure of RBPs and infer their function for new drug design. The protein sequence as basic information has been widely used in many protein researches with the combination of machine learning techniques. Here, we propose a sequence-based method to predict the RNA-protein interacting residues in protein sequences. The prediction method is composed of two predictors including a feature-based predictor and a sequence template-based predictor. The feature-based predictor applies the random forest (RF) classifier with the protein sequence information. After getting the classification probability, an adjustment procedure is used in consideration of neighbouring correlation between RNA interacting residues. The sequence template-based predictor selects the optimal template of the query sequence by multiple sequence alignment and matches the interacting residues in template sequence into the query sequence. With the combination of two predictors, the coverage and prediction performance of our method have been greatly improved, the MCC value increases from 0.467 and 0.352 to 0.499 in our validation set. In order to evaluate our proposed method, an independent testing set is utilized to compare with other two hybrid methods. As a result, our method achieves better performance than the other two methods with an overall accuracy of 0.817, an MCC value of 0.511 and an F-score of 0.605, which demonstrates that our method can reliably predict the RNA interacting residues in protein sequences. Moreover, the effectiveness of our newly proposed adjustment procedure in the feature-based predictor is examined and analyzed in detail.
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Introduction
RNA-interacting protein residues have been proved significant to a number of biological processes, such as gene expression regulation [1,2], viral replication [3,4], RNA transport [5,6] and regulation of RNA levels in cells [7]. More and more evidence has shown that RNA is involved with many human diseases [8–11] such as Alzheimer [12,13] and cancers [14–17]. With the development of experimental techniques such as X-ray crystallography and nuclear magnetic resonance (NMR), many RNA-binding proteins (RBPs) with known structures have been detected. However, there is still a huge gap between the experimentally solved RBPs and existing RBPs in nature. The experimental methods are usually accompanied with high cost of money and time, which limits the experimental speed and wide application. Consequently, the computational method which combines the biological information and machine learning technique has been proposed to complement the drawbacks of experimental techniques.

Machine learning is an interdisciplinary field which utilizes the computer to simulate the learning activity of human beings and solve actual problems. Based on static input information and algorithms, machine learning constructs models with dynamic identifying ability to realize prediction for new data. By acquiring new information and reorganizing the structure of known knowledge, the machine learning constantly improves its performance. With the development of computational performance, machine learning has been successfully applied in many fields such as filter of E-mail, detection of network invasion and medical image identification. According to the category of input data, the computational methods to predict RNA
interacting residues based on machine learning can be divided into two kinds [18,19]: (1) sequence-based method, which applies the protein amino acid sequence as the input and extracts all features from the sequence information and (2) structure-based method, which uses the structure-derived features of the query residue to make the prediction. However, the number of proteins with known structural information is relatively smaller than the number of proteins with known sequence information, because the amino acid sequence of a protein is one of the most fundamental types of information to collect, thus it is vastly available in databases. For example, the Protein Data Bank (PDB) [20], which is one of the most widely used protein structure databases, has the record number of about 145,690 sequences (as of October 2018), whereas Swiss-Prot [21], which is a manually curated protein sequence database, has the record number of about 558,590 sequences (as of October 2018). Therefore, the accurate prediction of RNA-interacting protein residues based on sequence information has easier availability and huge potential for wide application.

With the development of knowledge about protein sequences, many sequence-based prediction methods of RNA-interacting protein residues have been proposed in recent years. In 2006, Wang and Brown [22] developed BindN, which uses support vector machines (SVMs) combined with the chemical biological properties such as the side chain pKa value, hydrophobicity index and molecular mass. After using the sliding window technique, BindN achieved a maximum accuracy of 69.32%. In 2008, Kumar et al. [23] developed Pprint, which involves the position-specific scoring matrices (PSSMs) generated by PSI-BLAST, and improved the accuracy from 76.87% to 81.16% on their main dataset. Cheng et al. [24] proposed RNAProB by smoothing the PSSM profiles with the correlation of the evolutionary conservation score between neighbouring residues in the profile. In 2014, Walia et al. [25] proposed a hybrid predictor named RNABindRPlus. It contains two predictors: a homology-based predictor named HomPRIP and a feature-based predictor called SVMopt. HomPRIP firstly runs a BLAST search against the Protein-RNA Interface Database (PRIDB) [26] for the query sequence to obtain the homologous sequences with known RNA interacting residues. Then, for each homologous sequence, a weight is given by a regression algorithm based on the conservation score between the query sequence and the homologous sequence. Finally, a weighted nearest neighbour classifier is applied to infer the RNA interacting residues of the query sequence based on its closest homologous sequence with known RNA interacting residues. The feature-based predictor SVMopt uses a trained SVM classifier to make prediction for each residue in the query sequence. The final prediction result is generated by optimally combining the outputs of the two predictors with a logistic regression model. Similarly, Yang et al. [27] developed another hybrid predictor called SNBRFinder, which includes a template-based predictor called SNBRFinder and a feature-based predictor SNBRFinder. The SNBRFinder predictor transfers the query sequence and the template sequences into hidden Markov models (HMMs) by searching against Uniprot20. Then the HMM of the query sequence is compared with all the template HMMs to select the most homologous template and accomplish the template-based prediction by matching the known RNA interacting residues in the template sequence into the query sequence. The difference between HomPRIP and SNBRFinder is that HomPRIP applies the sequence homology alignment which is generated by BLAST search, while SNBRFinder applies the profile–profile alignment which is generated by HHblits [28]. SNBRFinder is also an SVM-based classifier based on a variety of features such as residue conservation scores, predicted structural features and physicochemical properties. The final prediction result of SNBRFinder is the linear combination of the two predictors. The hybrid or ensemble idea implemented in these two methods has given insights when developing new approaches of predicting RNA-interacting protein residues. Despite these pioneering works, the prediction performance of RNA interacting residues can still be improved. After carefully observing the known structure and sequence data of RNA–protein complexes, we find that the RNA-interacting residues in protein sequences tend to form many small sequence segments. Each sequence segment is often constructed by a list of interacting residues which are continuous in protein sequences. In other words, for an RNA-interacting residue, its neighbouring residues also have higher possibility to be interacting residues. This can be explained by the fact that an interacting residue is defined as such if the distance between any of its atoms and the bound RNA is closer than a cutoff value [29]. In the three-dimensional structure of a protein complex, the distance between the neighbouring residues is usually not far away because of the secondary structure such as $\alpha$-helix and $\beta$-barrel. Therefore, the distance between neighbouring residues and the bound RNA is probably close to the distance between the interacting residue and the bound.
RNA. This neighbouring correlation between residues should be carefully considered in the prediction process, whereas previous studies have not taken this into consideration.

Based on this background, we develop a sequence-based method which can effectively identify the RNA-interacting residues in protein sequences. The prediction results are combinations of two predictors including a feature-based predictor and a complementary sequence template-based predictor. The feature-based predictor extracts three types of features including biochemical features, evolutionary information and evolutionary co-variation score from protein sequences. After getting the classification probability from the random forest (RF) classifier, an adjustment procedure is applied in consideration of the neighbouring correlation between the interacting residue and its adjacent residues. The sequence template-based predictor searches for the homologous sequences for the query sequence from the training set. The residue that matches the interacting residue in the template is labelled as interacting. On the independent testing set, our proposed method achieves better performance than the other two recently developed hybrid prediction methods, with an overall accuracy of 0.817, an MCC value of 0.511 and an F-score of 0.605, which indicates that our method is efficient to provide assistance in site-directed researches for functional RBPs.

**Materials and methods**

**Dataset**

The datasets we use include RB344, RB86 and RB44. The RB344 is used as a training set in our feature-based predictor and a template database in the sequence template-based predictor. Then, RB86 is used as the validation set to adjust the parameters during the training process. Finally, RB44 is considered as the independent testing set to evaluate the prediction performance of our proposed method and make comparison with other existing methods.

**RB344**

The RB344 is a non-redundant dataset which contains 344 proteins used in a previous study [30]. The categories of proteins contain RNAse, SRP, aptamer, dsRNA, exosome, mRNA, ribosomal, small, snRNP, splicing, tRNA, viral and others, which leads to the advantage of quantity and variety. The sequence identities in RB344 are below 30%. The RNA interacting residues are defined in two aspects: (1) a residue any atom of whose is at a 5 Å distance from any atom in a nucleotide, and (2) residues involved in van-der-Waals, hydrogen-bonding, hydrophobic or electrostatic interactions with nucleotides. The RB344 dataset is used as the training set to construct our prediction model and the template database for homology search.

**RB86**

The RB86 dataset was developed by Ahmad et al. [31] and was used in Kumar’s study [23] and Cheng’s study [24]. The chains are extracted from protein-RNA complexes with a resolution better than 3.5 Å. The sequence redundancy is firstly removed among the dataset to make the sequence identity less than 70%. Then, the cd-hit-2d [32] is applied to remove the sequences in RB86 which have a sequence identity greater than 40% with the sequences in the template database RB344. The purpose of doing that is to keep RB86 independent from RB344. The RB86 dataset can be seen as the validation set which is used to adjust the parameters and demonstrate the effectiveness of our proposed method. The interacting residues are defined according to the original criterion in the references.

**RB44**

The RB44 dataset was created by Puton et al. [18] in their study to evaluate the prediction performance of various methods. Therefore, it is independent and not sequence-similar to proteins which are used to train other existing prediction methods. The cd-hit-2d is applied to make sure the sequence identities between the RB44 and RB344, the RB44 and RB86 are under 40%. The RB44 dataset can be seen as the testing set which is used to compare our prediction performance with other existing methods.

**Feature-based predictor**

**Feature representation**

For each protein sequence, we create overlapping patterns by using the sliding window technique. The sequence pattern with length $L$ consists of the target residue and its $(L - 1)/2$ neighbouring residues on its left and right side respectively. The sequence pattern is applied because apart from the target residue, its neighbouring residues also have impact on its biological function. In this study, we set $L = 11$ by experimental attempts. We also tried different sizes for sequence patterns other than 11; however, they did not achieve performance as significant as sequence...
pattern L on the validation set. The prediction performance for different sizes of the sequence pattern on validation set RB86 is shown in Figure 1.

Sequence representation and biochemical features. The protein sequence representation can be reflected by the amino acid composition. For each query residue in the protein sequence, the binary code is used to construct a 20-dimensional vector which represents the type of query residue. The 20 types of amino acids are encoded as shown in Table 1.

The biochemical features include the side chain pKa value and the hydrophobicity. The side chain pKa value is an important factor in defining the pH-dependent characteristics of the residue. The side chain pKa value is collected from Nelson and Cox’s work [33]. For the amino acid with no side chain pKa value, the feature value is set to 7. The hydrophobicity of each kind of amino acid is described by the hydrophobic index created by Sweet and Eisenberg [34]. The pKa value and hydrophobicity index are one-dimensional vectors for each amino acid.

Therefore, for each sequence pattern with length = 11, the sequence representation and biochemical features are $11 \times (20 + 1 + 1) = 242$ dimensional vectors.

The evolutionary information feature. The evolutionary information has been proved effective in RNA-interacting protein residues prediction and other bioinformatics problems [35]. PSSM is a common representation for evolutionary information and Kumar et al. [23] have shown its effectiveness to improve the prediction performance. The PSSM for a query protein in this study is generated from multiple sequence alignment by running PSI-BLAST [36] against the Swiss-Prot database. For a query protein with the sequence length N, the PSSM is represented by a matrix with $N \times 20$ dimensions. The 20 columns strand for the 20 amino acids. Before extracting features from PSSM, all the values in PSSM should be normalized between 0 and 1 by applying Equation (1): Where $S_{i,r}^{(N)}$ is the normalized value and $S_{i,r}$ is the original value in PSSM.

$$S_{i,r}^{(N)} = \frac{1}{1 + e^{-S_{i,r}}}$$

Inspired by Zhou’s study [37] in DNA-interacting protein residues prediction, we extract three categories of evolutionary information from PSSM including the residue conservation, pair-relationship and multi-relationship. For a target residue Ri, its sequence pattern PSSM can be represented as follows:

$$PSSM_{Ri} = \begin{bmatrix}
S_{i-5,1}, S_{i-5,2}, \ldots, S_{i-5,r}, \ldots, S_{i-5,20} \\
S_{i-4,1}, S_{i-4,2}, \ldots, S_{i-4,r}, \ldots, S_{i-4,20} \\
\vdots \\
S_{i,1}, S_{i,2}, \ldots, S_{i,r}, \ldots, S_{i,20} \\
\vdots \\
S_{i+5,1}, S_{i+5,2}, \ldots, S_{i+5,r}, \ldots, S_{i+5,20}
\end{bmatrix}$$

Where $S_{i,r}$ represents the value of residue type r at sequence position i in PSSM.

The residue conservation is calculated by collecting the conservation value of the target residue and its adjacent residues in the sequence pattern. For a sequence pattern with length = 11, the dimension of residue conservation is $20 \times 11 = 220$.

The pair-relationship stands for the pair-wise relationship between the target residue and its adjacent residues. For the target residue Ri and its adjacent residues, the pair-relationship is calculated by the conservation value of the target residue and each adjacent residue.
residue Ri + 1, the pair-wise relationship is calculated by

$$PSSM_{pair}(i, i + 1, r1, r2) = S^{(N)}_{i+1, r2} + S^{(N)}_{i, r1}$$  \hspace{2cm} (2)$$

Where r1, r2 represent different types of residues among the 20 standard residue types. Therefore, for each pair-wise relationship between two residues, the PSSMpair has 400 dimensions. For a sequence pattern, the pair-relationship is defined as the sum of pair-wise relationships between the target residue and all its adjacent residues in the sequence pattern, which makes the dimension of the vector still 400.

The multi-relationship represents the evolutionary information among multiple residues. We extract two kinds of multi-relationship, including the left multi-relationship, which contains the target residue Ri and its left adjacent residues such as Ri – 1, Ri – 2, ..., Ri – 5 in the sequence pattern, and the right multi-relationship, which contains the target residue Ri and its right adjacent residues such as Ri + 2, Ri + 2, ..., Ri + 5 in the sequence pattern. The left and right multi-relationship can be calculated as follows:

$$PSSM_{left}(i, r) = \sum_{k=i-5}^{i} S^{(N)}_{k, r}$$  \hspace{2cm} (3)$$

$$PSSM_{right}(i, r) = \sum_{k=i}^{i+5} S^{(N)}_{k, r}$$  \hspace{2cm} (4)$$

Where r represents different types of residues among the 20 standard residue types. Therefore, for a sequence pattern with length \(= 11\), the dimension of the multi-relationships is \(20^*2 = 40\).

In conclusion, three types of evolutionary information extract total dimension of \(220 + 400 + 40 = 660\) feature vectors.

**The evolutionary co-variation score.** In 2004, Dekker and Fodor [38] developed an algorithm that calculates the evolutionary correlation in multiple sequence alignment between two residues in protein sequence called Explicit Likelihood of Subset Co-variation (ELSC). Some evidence has shown that the evolutionary correlated residues in a protein can work together to define its structure and facilitate its function [39–41]. The ELSC seeks a co-variation score for a pair of residues in protein sequence at the positions i and j by constraining the type of amino acid at the position i and then examine the effect on the other position j. With a higher co-variation score, the two amino acids are supposed to occur simultaneously in the evolutionary history, which means they may cooperate with each other to fulfill certain functions.

For a sequence pattern in this study, the ELSC algorithm is used to calculate the pair-wise evolutionary co-variation scores between the target residue and its adjacent residues in the sequence pattern. If the target residue has a higher evolutionary co-variation score, it should have a greater potential to be a functional site. With the pattern length \(= 11\), we extract a 10-dimensional vector to reveal the co-variation feature.

**Model construction**

After extracting features for each sequence pattern, the feature matrix is sent into the classifier. In this study, RF, a novel assembly classifier, is applied. The RF has been successfully used in many fields such as data mining, visual identification and bioinformatics [42]. An RF classifier is constructed by a number of decision trees. The prediction result is collected from the largest number of votes from decision trees. Based on this characteristic, the RF can handle the imbalanced input data which is the situation in RNA-protein interacting residue prediction. The RF algorithm is implemented by the scikit-learn package [43] and default parameters are used during the training process.

When we observe the known sequence of an RNA–protein complex, we find that the interacting residues tend to occur continuously in the protein sequence. Therefore, in order to consider this neighbouring correlation, an adjusting procedure is done as follows: first, we get the probability for each residue to be classified as interacting from the RF model. Then we recheck the protein sequence, for each non-interacting residue which is classified by the RF model. We set an adjustment window including the target residue and its neighbouring residues on the left and right sides, which is similar to the sliding window in the feature extraction process. The size of the adjustment window also needs to be set by experimental attempts. In the adjustment window, the probability of the target residue will be adjusted as follows:

$$P(i)_{\text{adjusted}} = P(i)_{\text{original}} + \max \{ P((i-j)_{\text{original}}, P((i+j)_{\text{original}}) + \left(\frac{1}{D}\right)^j \}$$  \hspace{2cm} (5)$$

Where P(i)original is the original prediction probability of residue i provided by the RF classifier, j is the nearest distance between the target residue and the residue classified as interacting in the adjustment window. If the residue \(i - j\) on the left side and the residue \(i + j\) on the right side are both classified as interacting,
we will take the larger probability of them. Since the RNA-interacting residue prediction is a binary classification problem, D is set to 2. However, if there is no residue classified as interacting in the adjustment window, the procedure will not be applied.

An example of the adjustment procedure is shown in Figure 2: the size of the adjustment window is set to 9, which means that the adjustment window contains the target residue and 4 adjacent residues on the left and right sides of the target residue. The original probability is given by the RF classifier, and the default threshold is set to 0.5. When the adjustment procedure begins, we first search for the nearest residue which is classified as interacting or whose original probability is larger than 0.5 in other words. In this example, the residues at position $i+1$ and $i-1$ both meet the requirement. We select the residue at position $i+1$ because it has a larger original probability and send it into Equation (5) to get the adjusted probability of the target residue. The adjusted probability of the target residue $P(i)_{\text{adjusted}} = 0.3025 + 0.5227\times(4)^1 = 0.5638$, which is larger than the threshold 0.5; therefore, the predicted label should be changed from 0 to 1 because it is affected by its neighbouring residues. Notably, different weights should be given based on the distance between the target residue and its nearest predicted interacting residue, which means that if the target residue is closer to the predicted interacting residue, it will be more affected by the neighbouring correlation. The determination of the adjustment window’s size will be described in the Results and Discussion section.

**Sequence template-based predictor**

Besides the feature-based predictor, we also develop a sequence template-based predictor as a complement to our feature-based predictor. The sequence template-based predictor utilizes the sequence homology between the query sequence and sequences in the training set. If two sequences are homologous, the similar segments in the sequence probably have similar functions. In the sequence template-based predictor, the query sequence first searches for the homologous sequences in the training set using the bit-score provided by PSI-BLAST program. If the similarity between the two sequences is larger than a threshold, the predictor will check the similar segments in the training data to figure out whether it contains the RNA-interacting residues or not. If the RNA-interacting residue is included in the similar segment, the corresponding residue in the query sequence will be labelled as interacting. Otherwise, the residues in the query sequence will be labelled as non-interacting. In this study, the bit-score threshold is set to 50.

**The flowchart of our prediction method**

As shown in Figure 3, the query sequence is sent to the feature-based predictor and the sequence template-based predictor at the same time. For the feature-based predictor, three categories of features are extracted from the query sequence to construct the feature matrix. Then, the feature matrix is taken as input for the RF classifier, and the output of the RF classifier is applied with the adjustment procedure to obtain the prediction result of the feature-based predictor. For the sequence template-based predictor, the PSI-BLAST search is applied for the homologous sequences of the query sequence. If the bit-score between the query sequence and its homologous sequence is larger than the threshold, the residues in
the query sequence which are matched to the RNA-interacting residues in the homologous sequence are labelled as interacting, others are labelled as non-interacting. However, if the bit-score is smaller than the threshold, which means we cannot find the homologous sequences in the training set, the sequence template-based predictor will not be available. Finally, an ensemble strategy is used to merge the prediction results from two kinds of predictors to form the final prediction.

**Results and discussion**

**Performance evaluation**

To assess the prediction performance of our proposed method, several evaluation criterions are applied in this work, including the overall accuracy (ACC), the precision which indicates the proportion of true interacting residues in predicted interacting residues, the recall which indicates the proportion that the predicted interacting residues have taken in all the true interacting residues, the F-score which is used to balance the Precision and Recall and Matthews Correlation Coefficient (MCC) which is a comprehensive evaluation index to reflect the performance for the binary classifier. These evaluation indexes can be calculated as follows:

\[
\begin{align*}
\text{ACC} & = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Precision} & = \frac{TP}{TP + FP} \\
\text{Recall} & = \frac{TP}{TP + FN} \\
\text{F-score} & = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \\
\text{MCC} & = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\end{align*}
\]

Where TP, TN, FP, FN represent the number of true positive samples, true negative samples, false positive samples and false negative samples, respectively, in the prediction result.

**Effectiveness of adjustment procedure and selection of adjustment window**

The previous feature-based classifier does not fully consider the neighbouring correlation between samples, which means that the classification result of each residue is independent. However, in RNA-interacting protein residues prediction, the positive samples tend to occur continuously in the protein sequence. In the training set RB344, more than 83% of RNA-interacting residues appear with neighbouring interacting...
residues. According to this observation, for each predicted non-interacting residue, we develop an adjustment procedure which may change the classification probability of the non-interacting residue based on the distance between it and its nearest predicted interacting residue in an adjustment window.

We examine the effectiveness of our adjustment procedure on the validation set RB86. With different sizes of the adjustment window, the prediction performance is shown in Figure 4.

When the size of the adjustment window is 1, which means the adjustment procedure is not applied, the MCC value and F-score are only 0.440 and 0.463, respectively. However, when the size of the adjustment window increases to 3, that is, when we consider the neighbouring correlation between the query residue and its adjacent residues next to it, the F-score improves rapidly to 0.525 and the MCC value also rises to 0.450. With the increase of the adjustment window size, the MCC value and F-score continue to grow until they reach their peak value when the size of the adjustment window is 9. After that, these two values remain stable, even if the adjustment window size continues to grow. Figure 4 illustrates that our adjustment procedure with consideration of neighbouring correlation can effectively improve the prediction performance of RNA-interacting residues compared with the original method which treats every query residue as independent. The optimal size of the adjustment window is 9 as the predictor reaches its best performance.

**Performance of feature-based and sequence template-based predictors and ensemble strategy**

In this section, we will examine the prediction performance of feature-based and sequence template-based predictors on the validation set RB86, and select an ensemble strategy based on their characteristics.

![Figure 4](image-url)  
**Figure 4.** MCC and F-score with respect to different sizes of adjustment windows on validation set RB86.

The upper 2 lines in Table 2 show the prediction performance of feature-based and sequence template-based predictors on the validation set RB86. We can find that two predictors share the similar characteristic that they both have a relatively higher precision and lower recall, which means their predicted interacting residues are probably true interacting residues, whereas their predicted non-interacting residues may contain true interacting residues. The imbalance between the precision and recall is more severe for the complementary sequence template-based predictor with the precision of 0.744 and the recall of 0.238. This can be explained by the fact that the template database we used in multiple sequence alignment is the training set which has a limitation of quantity and coverage.

In order to merge the prediction results efficiently and improve the prediction performance, we need to select an ensemble strategy to combine two predictors. Figure 5 describes the proportions of predicted interacting residues provided by different prediction methods. We can find that the feature-based predictor can obtain most of the predicted interacting residues. About 61% of predicted interacting residues can be only provided by the feature-based predictor and about 24% of predicted interacting residues can be provided from both feature-based and sequence template-based predictor, whereas only about 15% are provided by sequence template-based predictor alone and not included in the feature-based predictor’s result. Furthermore, the F-score as a comprehensive evaluation index can reveal the prediction performance when the precision and recall are imbalanced.

![Figure 5](image-url)  
**Figure 5.** The proportion of predicted interacting residues by different prediction methods.

| Predictor                | Precision | Recall | ACC   | MCC   | F-score |
|--------------------------|-----------|--------|-------|-------|---------|
| Feature-based            | 0.668     | 0.467  | 0.839 | 0.467 | 0.550   |
| Sequence template-based  | 0.744     | 0.238  | 0.823 | 0.352 | 0.360   |
| Ensemble                 | 0.653     | 0.540  | 0.843 | 0.499 | 0.591   |

The best performance in evaluation indexes are marked in bold for easy observation.
The F-score of the feature-based predictor and the sequence template-based predictor are 0.5499 and 0.3604, respectively. Therefore, the feature-based predictor has an overall better performance than the sequence template-based predictor. The prediction result of the sequence template-based predictor is regarded as a complement to the final prediction. The higher precision indicates that the two predictors have a satisfying overall accuracy in predicting interacting residues but the coverage of the predicted interacting residues still needs to be improved. Based on this background, we set the ensemble strategy that a query residue will be labelled as interacting if the query residue is classified as interacting by any of the predictors. This ensemble strategy makes the final prediction contain as many predicted interacting residues as possible which efficiently improves the coverage of predicted interacting residues and the overall prediction performance.

According to Table 2, after applying the ensemble strategy in the validation set, the MCC value and F-score grow to 0.499 and 0.591, respectively, which have improved 0.031/0.041 from the feature-based predictor and 0.147/0.231 from the sequence template-based predictor. These improvements have demonstrated that the ensemble strategy we selected can effectively amend the defect of a single predictor and obtain a better performance in the final prediction result.

**Performance comparison on independent dataset**

RNABindRPlus [25] and SNBRFinder [27] are two methods for prediction of RNA-interacting protein residues which utilize the ensemble idea and combine the outputs from base predictors to construct the final prediction. The RNABindRPlus contains two predictors: the HomPRIP, a homology-based predictor that uses multiple sequence alignment to find the homologous sequences to the query sequence and infer the interacting residues by calculating an interface conservation score, and SVMopt, an optimized SVM classifier using features extracted from protein sequences. The SNBRFinder also has two predicting approaches, including the $SNBRFinder^T$, which is a template-based predictor that first converts the query sequence into HMM and uses HMM-HMM alignment to identify the optimal template of the query sequence, and the $SNBRFinder^T$, which is a feature-based predictor constructed by sequential information such as Shannon entropy, relative entropy and physicochemical properties.

The testing set RB44 developed by Puton et al. [18] has been widely used to evaluate the prediction performance in various studies because the protein sequences in RB44 have sequence identities of less than 40% with sequences used in previous studies. RNABindRPlus and SNBRFinder both utilized RB44 as the testing set to evaluate their prediction performance. In order to fairly compare with them, we also perform our proposed method on RB44 and list the prediction result in Table 3. It can be easily observed that our feature-based predictor outperforms the other two methods in statistical performance with the overall ACC, MCC and F-score of 0.815, 0.502 and 0.593, respectively, which leads 0.063 and 0.077 in MCC and 0.033 and 0.048 in F-score. This can be explained by two possible reasons: (1) Our feature-based method extracts three types of features from PSSM with different aspects, which reflects more evolutionary conservation information. Besides, the ELSC algorithm is used to detect the evolutionary correlation between the residue pairs. (2) An adjustment procedure is applied in our feature-based predictor. The adjustment procedure has shown its effectiveness in improving the prediction performance on the validation set. However, the MCC value of our sequence template-based predictor is slightly lower than $SNBRFinder^T$ and HomPRIP, which can be caused by using different reference databases when searching for homologous sequences. In comparison among hybrid predictors, our proposed method achieves superior performance in four evaluation indexes including precision, ACC, MCC and F-score among all the five evaluation indexes. The overall ACC of our method is 0.817 and those of the other two methods are 0.816 and 0.802.

### Table 3. Prediction performance comparison on testing set RB44.

| Method category       | Prediction method      | Precision | Recall | ACC | MCC | F-score |
|-----------------------|-----------------------|-----------|--------|-----|-----|---------|
| Hybrid method         | Our method            | 0.763     | 0.501  | 0.817 | 0.511 | 0.605   |
|                       | RNABindRPlus          | 0.528     | 0.696  | 0.816 | 0.492 | 0.600   |
|                       | SNBRFinder            | 0.501     | 0.721  | 0.802 | 0.479 | 0.591   |
| Feature-based method  | Feature-based predictor| 0.765     | 0.484  | 0.815 | 0.502 | 0.593   |
|                       | $SNBRFinder^T$        | 0.462     | 0.711  | 0.779 | 0.439 | 0.560   |
|                       | SVMopt                | 0.416     | 0.791  | 0.739 | 0.425 | 0.545   |
| Template-based method | $SNBRFinder^T$        | 0.541     | 0.311  | 0.811 | 0.308 | 0.395   |
|                       | HomPRIP               | 0.564     | 0.285  | 0.815 | 0.306 | 0.379   |
|                       | Sequence template-based predictor | 0.878 | 0.151  | 0.758 | 0.300 | 0.258   |

The methods are ranked by MCC value. The best performance in each index is marked in bold for easy observation.
respectively. The MCC value of our method is 0.511, which is higher than 0.492 of RNABindRPlus and 0.479 of SNBRFinder. For the F-score, our method achieves 0.605 compared with 0.600 of RNABindRPlus and 0.591 of SNBRFinder. These results indicate that our proposed prediction method not only can effectively predict the RNA-protein interacting residues but also has a relatively better performance than the other two previous state-of-art hybrid methods.

Case study

In order to further examine the prediction performance of our proposed method, the prediction result is displayed in the context of a three-dimensional structure. Figure 5 shows a representative example of prediction for protein chain M of 3izv and RNA chain A, which is extracted from our independent testing set. The figure is drawn by software PyMol [44]. The true positive samples, false negative samples and false positive samples are represented in spheres coloured in green, red and yellow, respectively. Figure 6(a) shows the result predicted by the feature-based predictor without the adjustment procedure. In this condition, 47 of 65 true interacting residues are correctly predicted. Figure 6(b) shows the result by feature-based predictor with the adjustment procedure, which correctly predicts 55 of 65 true interacting residues. 

Figure 6(c) shows the result by the combination of the feature-based predictor and the sequence template-based predictor. In this condition, the prediction achieves satisfying performance: 57 of 65 true interacting residues are correctly predicted. It is easily observed that with the application of the adjustment procedure and the sequence template-based predictor, the number of green spheres increases, whereas the number of red spheres declines. The MCC values of the three conditions are 0.733, 0.821 and 0.833, respectively. The increasing performance in predicting the same protein provides a visual indication for the effectiveness of the adjustment procedure and ensemble strategy. With these approaches, our proposed method can reach a relatively satisfying prediction performance.

RNA-binding proteins (RBPs) play an important role in many cellular processes. One of the main challenges in understanding the mechanisms of RBPs is identifying the interacting residues in protein sequences. As many biochemical experimental methods are notoriously difficult and costly, a number of computational methods based on the machine learning technique have been developed. Most of them apply two aspects of features including the protein sequence information and structure information. However, the number of known protein structures is much less than the number of proteins with known sequences, which
makes the protein sequence easily available and widely used information in RNA-interacting residue prediction. Based on this background, our method can efficiently identify the RNA-interacting residues in protein sequences and would facilitate future site-directed mutagenesis studies in wet-lab experiments.

Conclusions
In this study, we propose a novel prediction method for RNA interacting residues based on the protein sequence information. The prediction method is composed of two predictors including a feature-based predictor and a complementary sequence template-based predictor. For the feature-based predictor, RF classifier is utilized to make prediction for each residue in the query sequence based on a variety of sequential features. After that, an adjustment algorithm will be applied to recheck the residues which are originally classified as non-interacting but close to an interacting residue. We also develop a sequence template-based predictor to further improve the coverage in the final prediction result. Finally, the results from the two predictors will be combined to accomplish the final prediction. On an independent testing set, our proposed method yields superior performance against two other state-of-art hybrid methods with better MCC, F-score and overall accuracy, which demonstrates that our method is able to efficiently identify the RNA-interacting residues in protein sequences and help biologists in site-directed mutagenesis studies in wet-lab experiments.
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