ABSTRACT
High dynamic range (HDR) videos provide a more visually realistic experience than the standard low dynamic range (LDR) videos. Despite having significant progress in HDR imaging, it is still a challenging task to capture high-quality HDR video with a conventional off-the-shelf camera. Existing approaches rely entirely on using dense optical flow between the neighboring LDR sequences to reconstruct an HDR frame. However, they lead to inconsistencies in color and exposure over time when applied to alternating exposures with noisy frames. In this paper, we propose an end-to-end GAN-based framework for HDR video reconstruction from LDR sequences with alternating exposures. We first extract clean LDR frames from noisy LDR video with alternating exposures with a denoising network trained in a self-supervised setting. Using optical flow, we then align the neighboring alternating-exposure frames to a reference frame and then reconstruct high-quality HDR frames in a complete adversarial setting. To further improve the robustness and quality of generated frames, we incorporate temporal stability-based regularization term along with content and style-based losses in the cost function during the training procedure. Experimental results demonstrate that our framework achieves state-of-the-art performance and generates superior quality HDR frames of a video over the existing methods.
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1 INTRODUCTION
The dynamic range that the human visual system can experience in the real world is vast. Unfortunately, most off-the-shelf digital cameras capture only a limited range of illumination in the scene. This discrepancy has lead to a great deal of research in reconstructing still HDR images from the conventional LDR off-the-shelf camera images. Most of these works have used a bracketed exposure imaging method [4, 18, 32, 33] which involves taking multiple images at different exposures and merging them to generate a single HDR image.

Generating HDR images by taking multiple images with different exposures may involve object/camera movement. Therefore these methods end up producing ghosting artifacts in dynamic scenes of the image. These artifacts can be reduced through various methods like replacing/rejecting the pixels that move across the images [22, 54, 57], merging all different exposure images with a reference image [9, 50, 51] or aligning and reconstructing in a unified optimization system [45, 57]. Capturing HDR video directly involves expensive specialized cameras that use complex optical systems [48], and sensors [56].

On the other hand, reconstructing HDR video from the LDR sequence obtained from a standard off-the-shelf camera is a much more challenging task. Existing methods that are focused on reconstructing HDR images have been observed to generate temporally unstable results when applied to video sequences. There exist few works addressing this problem [20, 21, 27, 31], which are typically slow and have limitations in several scenarios. Recently, the first deep learning-based approach was proposed by Kalantari et al. [19] for HDR video reconstruction, which utilized dense frame-to-frame motion information (optical flow) [29]. Their method first aligns the neighboring alternating exposure LDR frames to a reference frame by computing the optical flow between them, and then they use a convolutional neural network (CNN) based model to merge and reconstruct the final HDR frame. Although they show a reduction in time while reconstructing the HDR frames by a certain factor but as pointed out by its authors, their approach still suffers from discoloration and flickering artifacts in the reconstructed HDR video frames.

In this paper, we take inspiration from [19] and design a Generative Adversarial Network (GAN) based framework for reconstructing HDR video frames from the LDR sequence with alternating exposures. Kalantari et al. [19] performed an end-to-end training by minimizing the error between the reconstructed and ground truth HDR video frames on a set of training scenes. We show that merely reducing the pixel to pixel error between reconstructed and ground truth HDR frames from noisy LDR is prone to content loss and undesirable artifacts in the generated frames. We address this by proposing a framework comprising of an LDR denoising network, a light-weight optical flow estimation network, and a GAN based model for final HDR reconstruction. We modify the training procedure of our GAN based model by incorporating a temporal-stability based regularization term [6] along with content and style-based losses in the cost function while training the network. We use an
altered version of an existing optical flow estimation model, LiteFlowNet [14], which is fine-tuned to estimate the dense optical flow between LDR frames with varying exposures. The estimated optical flow is then used to align the LDR frames with alternating exposures to the current frame. The final HDR frame is generated by using a Generative Adversarial Network (GAN). In addition to the regularization term, standard adversarial loss, and the HDR reconstruction losses, we also incorporate perceptual loss [17], and style-aware content loss [43] while training the network for better performance. The proposed framework generates temporally stable HDR video with high visual quality.

GAN based models require a lot of data for image synthesis tasks. For the HDR reconstruction, we generate our training dataset synthetically by extracting the input LDR frames from a set of open-sourced HDR video repositories [8, 24]. However, unlike these synthetically generated LDR videos, frames captured from standard digital cameras have varied noise in them. Therefore, for the framework to generalize well, we fuse the LDR frames with the Gaussian noise of varied signal-to-noise (SNR) ratios. The main contributions of our work are given below:

- We propose the first GAN-based method for the HDR video reconstruction by using LDR frames with alternating exposures. Our proposed framework consists of a denoising network for extracting clean LDR frames, a light-weight optical flow estimation network, and a GAN based model for final HDR reconstruction.
- We incorporate perceptual as well as style-aware content losses to improve the visual quality of HDR frames. Along with utilizing the optical flow, we also incorporate a temporal-stability based regularization while training to further reduce the temporal incoherence in the reconstructed HDR frames.
- Our experimental results on the different HDR video datasets demonstrate that the proposed framework outperforms the existing approaches and produces high-quality HDR video.

Outline of the paper: The entire paper is organized as follows. Section 2 narrates the related work in the area of HDR imaging. Section 3 describes the dataset used for the experimentation. Section 4 presents the model architecture in detail. Section 5 describes the details about the used hyperparameters. Section 6 reports the qualitative and quantitative evaluations against the baseline. Finally, section 7 presents the ablation study.

### Table 1: Description of notations frequently occurring in the paper

| Notation | Description |
|----------|-------------|
| \(L_i\)  | original \(i^{th}\) LDR frame (alternating expos.) |
| \(\hat{L}_i\) | \(i^{th}\) generated clean LDR (alternating expos.) |
| \(L_{\hat{i}}\) | aligned \(i^{th}\) clean LDR (alternating expos.) |
| \(H_i\)  | Original \(i^{th}\) HDR frame |
| \(\hat{H}_i\) | Generated \(i^{th}\) HDR frame |
| \(T_i\)  | \(i^{th}\) Tonemapped Frame of original HDR |
| \(\hat{T}_i\) | \(i^{th}\) Tonemapped Frame of generated HDR |

2 RELATED WORK

In the last few years with the onset on learning algorithms, the problem of HDR imaging has also been extensively explored. However, a lot of work is centered around the generation of still HDR images. One set of approaches uses a sequence of different exposure images to generate HDR images [3, 13, 18, 30, 40, 45], while the other approach uses burst images to generate the HDR image [11, 28]. There are some more focused works in the last few years to generate HDR images from a single image [5, 36]. Almost all these approaches are not suitable for generating HDR video because of the lack of temporal consistency in still HDR imaging. For brevity, we will only discuss the works related to the generation of HDR video.

The system that produced the most high-quality results to date has been the specialized camera that directly captures HDR video. These cameras include special sensors that can capture extensive dynamic range [2, 39, 44] or the camera which has beam-splitters that deflects the light to many sensors such that ever sensors measure the different amount of radiance concurrently. However, these approaches are limited because they need specialized custom hardware that has enormous costs and, therefore, less widespread [23, 49].

One way to generate HDR video is from the input sequence of frames having alternate exposure of each frame. Kang et al. [21] first proposed the method of HDR video reconstruction using the alternating exposure LDR frames. They used optical flow to align the neighboring frames to the reference frame. After aligning the nearby frame to the reference frame, they take a weighted sum to combine with the reference frame to avoid ghosting artifacts. However, their approach leads to ghosting artifacts when the scene has a significant amount of motion.

Mangiant and Gibson [21] improved the approach of Kang et al. [21] using a block-based motion estimation method which was coupled with a refinement stage. In their successive work, they filtered the region with a significant motion to minimize the blocking artifacts. However, their approach still had the blocking artifacts when the scene has substantial movement in it. In addition to that, their approach is limited to working only on two exposure sequences. Kalantari et al. [20] propose a patch-based method to reconstruct the missing exposure at each frame. After reconstruction, all the images produced were combined to obtain the final HDR frame. Temporal coherency is improved by estimating the motion between the neighboring/adjacent and the reference frame. However, the patch search was constraint only to small window around the predicted movement, where a greedy approach obtains the window size. This method produces the result, which is significantly better than the previous approach. However, to solve the complex patch-based optimization was a time consuming process and produce a single HDR frame. A major drawback of this approach was that it often was unable to constrain the patch search properly and underestimates the search window size. Ghosting artifacts were observed in such cases. One further work is [10] that improves the method of Kalantari et al. [20] by adaptively adjusting the exposure. In a recent work by Li et al. [27] proposes to consider the HDR video reconstruction problem as a maximization of posteriori estimate. Their method focuses on finding the foreground and background of each HDR frame separately. They extract the background and
foreground using rank minimization and multiscale adaptive regression techniques, respectively. The major drawback of this method is also the computational cost involved, it takes around two hours to generate a single frame with 1280 × 720 resolution. Additionally, many of the frames were accompanied by noise and discoloration.

Recently, Kalantari and Ramamoorthi [19] have proposed an approach in which they have used two connected networks called Flow network and Merge Network. Flow Network aligns the neighboring frame with the current frame, while the Merge network is used to merge the aligned frames with the reference frame. Their approach solves the problem in the best way so far. This is also state of the art for HDR video generation. But there are still ghosting artifacts in the challenging cases where the reference image is overexposed or if there are notable parallax and occlusion.

3 DATASET
We require a large dataset consisting of HDR video frames with corresponding LDR frames having alternating exposures. We use two publicly available HDR video datasets curated by Froehlich et al. [8] (13 videos) and Kronander et al. [24] (8 videos). These datasets were prepared using cameras with a specific optical design containing external [8] and internal [24] beam filters. The dataset contains 41 HDR videos, out of which 38 were used for training, and the remaining three were used as the hold-out test set consistent with the current state-of-the-art method proposed by Kalantari et al. [19] during experiments. We generate synthetic LDR frames from ground truth HDR frames at different exposures using Eq 1.

\[ L_i = g_i(H_i) = \text{clip}\left(\frac{H_i t_i}{t_i^{1/\gamma}}\right) \]  \tag{1}

here \( \gamma = 2.2, H_i \) is HDR image in linear domain, \( t_i \) is the exposure time, and \( \text{clip} \) function clips the output in the range [0, 1]. Figure 1 shows the comparison of an underexposed, and overexposed LDR frames, along with an HDR frame. It can be clearly seen from Figure 1 (a) and (b) clearly depicts the content loss in overexposed and underexposed LDR frames as compared to the corresponding HDR.

4 PROPOSED ARCHITECTURE
In this section, we present a detailed discussion of our proposed framework. Our proposed framework consists of three parts, i.e., an LDR denoising network for extracting clean LDR frames from noisy LDR video, a lightweight optical flow estimation network, and a GAN based model for the final reconstruction of high-quality HDR frames.

Notations. Table 1 summarises all the variables used in this paper and their corresponding definitions. Here \( L \) denotes the LDR frame, \( H \) denotes the HDR frame, and \( T \) denotes the tonemapped HDR. An important point to note here is that \( i \) represents the \( i^{th} \) frame of the video. So \((i - 1)^{th}\) and \((i + 1)^{th}\) represents previous frame and the next frame with respect to the \( i^{th} \) frame.

4.1 Self-Supervised Denoising Network
Real-world off-the-shelf cameras are prone to capturing noise while recording LDR frames. This noise produces unwanted artifacts in both scenarios, i.e., first while aligning the neighboring frames by computing the optical flow between the frames and secondly on final reconstruction from these aligned frames. In order to reconstruct high-quality HDR frames, we require the corresponding LDR frames to be less noisy. In our method, we incorporate a denoising network that removes such imperfections from the noisy LDR frames. We call our self-supervised denoising blocks as ELDR blocks.

Self-Supervised paradigm has shown promising results in learning feature representation [16, 46], temporal coherency [38], image denoising [52], and many other tasks [25, 26, 55]. Inspired by this, we design a self-supervision based LDR frames denoising network that learns to create clean LDR frames from the noisy LDR video frames. For all our experimentation, we use Gaussian noise as the perturbation function to generate noisy LDR frames from the synthetic LDR frames as described in Equation 2, consistent with previous baselines [19]. Figure 2 shows the example of an over-exposed LDR and the corresponding frame after the Gaussian noise addition.

\[ L_i' = L_i + N(\mu, \sigma) \]  \tag{2}

Our LDR frame denoise network consists of a series of convolution and deconvolution operations along with a skip connection between them following a U-Net [42] like structure. Each 2-D convolution operation is followed by a BatchNorm operation, ReLU activation, and a 2 × 2 Max-pooling layer to reach the bottleneck representation. Then the bottleneck feature map is upsampled using deconvolution layers. Figure 3 shows the architecture of our
denoising network. In each iteration of the training procedure, we take the LDR frames \(L_i\), and we add perturbation to it according to Equation 2 and use these perturbed images as the input to the network. The network is trained to extract out the original clean LDR frames from all the added noise. Our proposed method consists of two such denoising networks, each for a different exposure. All the parameters are identical across both networks. The difference is that one network is trained on LDR frames with low exposures and another for LDR frames with high exposures. Formally, we train our denoising blocks using the \(L_1\) loss given below.

\[
L_{\text{denoise}}' = ||\hat{L}_i - L_i||_1 \tag{3}
\]

4.2 Flow Network

In video-to-video synthesis tasks, object movements across frames are known to create temporal artifacts during the reconstruction. Visually incoherent frames with poor temporal coherency is observed if existing image synthesis is directly applied to videos without incorporating the temporal dynamics in the model. We address this by aligning all the input LDR frames with alternating exposure to a reference frame before using it for reconstructing the HDR frames. In order to achieve such an alignment, we first estimate the optical flow [29] between the consecutive LDR frames having alternating exposures, which is then used to warp the previous frame to the current frame.

Convolution neural network-based optical flow estimation was originally proposed by Dosovitskiy et al. [7], which directly generates a flow field from a pair of images. After this, many works have been proposed on neural network-based optical flow estimation [15, 37, 41]. However, most of these techniques are computationally expensive, and direct application of these methods in our case, would not be scalable for real-time estimation of HDR frames. Therefore, we use a fine-tuned version of LiteFlowNet [14] in our proposed pipeline for optical flow estimation, which outperforms most other neural network-based flow estimation methods both in terms of speed and accuracy. After obtaining the clean version of LDR frames with alternating exposures, we compute the optical flow between these neighboring frames. Originally, LiteFlowNet [14] was trained to generate flow-maps between video-frames having similar exposures. Directly using a pre-trained version of this LiteFlowNet [14] would result in inconsistencies due to the difference in exposures. In order to utilize this across different exposures, we fine-tune it by leaving it trainable during our end-to-end training procedure after initializing LiteFlowNet [14] with the pre-trained version.

4.3 GAN Based HDR Frame Generation

Network Architecture. We adopt the GAN based architecture for our HDR frame reconstruction proposed by [47]. The proposed generator network is based on encoder-decoder architecture, where the encoder first downsamples the image twice \((H \times W \rightarrow H/4 \times W/4)\). The feature map is then passed through 8 Res-Blocks followed by two upsampling layers. Similar to [47], we use the instance norm layer. We warp a convolution layer, an instance-norm layer, and a ReLU activation layer into one basic unit. The Res-Block consists of 2 basic units stacked over each other. The discriminator consists of 5 convolution layers followed by two dense layers. To stabilize the training process, we use the spectral norm. By restricting our discriminative function to 1-Lipschitz, we prevent the gradient un informativeness problem [58]. Figure 4 shows our proposed architecture. Let \(G\) and \(D\) denotes the generator and discriminator networks. Our generator network takes clean overexposed LDR \((\hat{L}_i)\) and an underexposed LDR \((\hat{L}_{i-1})\) received after flow correction from the denoising networks and generates the current HDR frame \((H_i)\).

\[
H_i = G(\hat{L}_i, \hat{L}_{i-1}) \tag{4}
\]

4.4 Objective Function

Tone Mapping. Kalantari et al. [19] argued that defining loss function in linear HDR domain underestimates the error in darker regions. The solution that they suggested is to convert HDR from linear domain to log domain [18, 53]. Consistent with the previous baselines [19], we also use differentiable \(\mu\)-law function transformation denoted by \(T\). We compute our loss on tonemapped HDR frames.

\[
T_i = \frac{\log(1 + \mu H_i)}{\log(1 + \mu)} \tag{5}
\]
We incorporate content and style loss [43] to minimize visual ar-
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frames generated using conventional adversarial loss. This adversarial loss reduces flickering artifacts in frames.

\[ L_{l_1} = ||T_i - \tilde{T}_i||_1 \]  (6)

Adversarial Objective. Rather than discriminating with \( j \)
ground truth HDR frame, Thasarathan and Nareri [47] proposed
use of previous \( (i-1)^{th} \) frame. They argued that using a previ-

ous frame for discrimination generates temporally more coherent
frames than frames generated using conventional adversarial loss.

\[ L_{adv} = \mathbb{E}_{(L_i, T_{i-1})}\log[D(L_i, T_{i-1})] \\
+ \mathbb{E}_{L_{i-1}}\log[1 - D(T_{i-1}, \tilde{T}_{i-1})] \]  (7)

Content and Style Losses. Frame reconstruction is also accom-
panied by other visual artifacts like blurriness and color mismatch.
We incorporate content and style loss [43] to minimize visual art-
ifacts. Let \( \phi_i \) represent the activated feature map of \( j \)
layer of pre-trained VGG-19. For our experiments, we use feature maps of

\( 1^{st} \) to \( 5^{th} \) layers. We also use style loss to maintain spatial consistency in the generated HDR frame. \( A_j^\phi \) represents Gram matrix of

\( j \)
feature map \( \phi \). Equation 8 represents content loss and Equation
9 represents style loss.

\[ L_{content} = \mathbb{E}_j\left[ \frac{1}{N_j} \| \phi_j(T_i) - \phi_j(\tilde{T}_i) \|_1 \right] \]  (8)
\[ L_{style} = \mathbb{E}_j\left[ \| A_j^\phi(T_i) - A_j^\phi(\tilde{T}_i) \|_1 \right] \]  (9)

For our experiments we use \( \lambda_{adv} = 5, \lambda_{content} = 1, \lambda_{style} = 1000 \) and \( \lambda_{l_1} = 30 \). Equation 10 represents the overall loss function.

\[ L_{rec} = \lambda_{adv}L_{adv} + \lambda_{content}L_{content} + \lambda_{style}L_{style} + \lambda_{l_1}L_{l_1} \]  (10)

Temporal Regularization. Finally, we incorporate explicit reg-

ularization for additional temporal stability [1, 6] between two

consecutive frames, which further helps in reducing blurriness in high motion frames. \( W \) represents warping function from our flow

network and \( \alpha \) is our regularization parameter, we set \( \alpha = 0.3 \).

\[ L_{reg} = ||T_i - W(T_{i-1})||_2 \]  (11)
\[ L_{total} = \alpha L_{rec} + (1 - \alpha)L_{reg} \]  (12)

5 TRAINING DETAILS

In this section, we discuss our training methodology and present
the values of hyper-parameters. For all of our experiments, we used
\( \mu = 5000 \) for tonemapping from linear to a logarithmic scale. We

train our self-supervised denoising networks with \( L_{l_2} \) loss for 100
epochs. We train our GAN model with \( L_{rec} \) loss using a batch-size
of 20 for 70 epochs, and then we fine-tune our network with \( L_{total} \)
using a batch-size of 35 for 15 epochs. The training was performed
entirely on a machine with Intel Core i7, 64GB of memory, and a
GeForce RTX 2080-Ti GPU. It roughly takes six days to complete the
training procedure (both denoising and GAN combined). Note that
we freeze the weights for our denoising network before training our
GAN model. We optimize our loss objective function using Adam
optimizer with a learning rate of \( 10^{-4} \) for training self-supervised
network and \( 10^{-4} \) for GANs with a batch size of 12. We use Leaky
ReLU activation for the discriminator network [47], and for the
rest of the network, we used ReLU activation. We used the spectral
norm in the discriminator to stabilize our training procedure.

6 RESULTS

We compare our approach against the method of Kalantari et al. [20],
which uses a patch-based mechanism for high dynamic range video
generation and against the current state-of-the-art, Kalantari et al.
[19] which is based on convolutional neural networks (CNNs).
We used the publicly available source code for the patch-based
method by Kalantari et al. [20] and Li et al. [27]. For CNN based
approach by Kalantari et al. [19], the authors provided their results
on only three scenes from the test set. Both the patch-based mech-

anism by Kalantari et al. [20] and Li et al. [27] takes roughly 1-2
hours for generating each of the frames with a resolution \( 1280 \times 720 \).
Recent work on CNN based method by Kalantari et al. [19] showed
that both patch-based method [20] and the method of Li et al. [27]
produce poor results on different scenes. Thus, visual comparison against patch-based method [20] and the method of Li et al. [27] is difficult and superfluous. Moreover, our proposed method has a training mechanism that is consistent with that of the recent CNN based model by Kalantari et al. [19] as explained in Section 5. Therefore, we only compare the visual results against CNN based model of Kalantari et al. [19].

6.1 Evaluation Metrics

To evaluate the performance of our end-to-end generative model we use PSNR [12], SSIM [59] and HDR-VDP-2 [34]. Given the ground truth image\(gt\) and the predicted image\(pred\), \(PSNR(gt, pred)\) is defined as in equation 13 -

\[
PSNR(gt, pred) = 10 \log_{10}(255^2/MSE(gt, pred))
\]  
(13)

where \(MSE(gt, pred)\) is mean squared error between the ground truth image and predicted image having a size of \(M \times N\) as in equation 14 -

\[
MSE(gt, pred) = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{j=1}^{N} (gt_{ij} - pred_{ij})^2
\]  
(14)

Higher the PSNR value better is the quality of the reconstructed image. The SSIM metric is also a well-known metric for measuring the visual quality of the reconstructed image. SSIM metric takes into account luminance, contrast and structural similarity into account and hence it is highly correlated with the human perception. HDR-VDP-2 [34] is also a visual metric that compares the visibility score, i.e., the difference between \(gt\) and \(pred\) with respect to an average observer and the degradation quality of \(pred\) with respect to \(gt\) expressed as a mean opinion score.

6.2 Quantitative Comparison

We quantitatively compare our results against the methods of Kang et al. [22], the patch-based method of Kalantari et al. [20], and the current state-of-the-art by Kalantari et al. [19]. We select frames from the scenes of FISHING LONGSHOT, CAROUSEL FIREWORKS, and POKER FULLSHOT, which all comprise of the test set. We extract LDR frames with alternating exposures, as described in WORKS, and POKER FULLSHOT, which all comprise of the test set.

|                | Kalantari [20] | Kalantari [19] | Ours     |
|----------------|---------------|---------------|----------|
| PSNR           | 38.77         | 40.67         | 43.35    |
| SSIM           | -             | 0.78          | 0.83     |
| HDR-VDP-2      | 62.12         | 74.15         | 77.19    |

Table 2: Quantitative comparison of our method against the patch based method of Kalantari et al. [20] and CNN based method by Kalantari et al. [19].

6.3 Visual Comparisons

We compare the reconstructed HDR frames of our method, and the CNN based method of Kalantari et al. [19] on scenes in the test set. Figure 6 shows a detailed comparison of an HDR frame from a test video scene. The scene shows the FISHING LONGSHOT, which includes a bright region exposed by the sun (marked in the blue box) and a dark region having very low exposure (marked in red box). It can be clearly observed from the regions bounded by the blue and green color that the proposed method produces frames with much more dynamic range than that of Kalantari et al. [19]. On a close observation near the region of the sky (bounded in blue) in Figure 6, it can be seen that our method reconstructs the details of the clouds, while the one produced by the method of Kalantari et al. [19] loses the content and reconstructs an over-exposed frame. Overall, from Figure 6 it can be seen that our method generates HDR frames with much more details in regions of both the high and low exposure areas.

Figure 5 and Figure 7 compare our approach against the CNN based method by Kalantari et al. [19] on the scenes of CAROUSEL FIREWORKS and FISHING LONGSHOT respectively, which were not part of the training set. We selected those frames to form the video scene with significant motion in-between the adjacent frames i.e. high motion frames. As evident from the frames of CAROUSEL...
Figure 6: Visual Comparison of the our generated HDR frames from a scene of FISHING LONGSHOT in the test data against Kalantari et al. [19]. Identical regions of comparison are all grouped in the same color.

FIREWORKS in Figure 5, CNN based method by Kalantari et al. [19] generates tearing artifacts in moving parts of the person in the frame. It also produces blurred frames with ghosting artifacts in the scene of FISHING LONGSHOT in Figure 7 marked by red arrows.

6.4 Denoising Network

We begin by showing the results of the denoising network (ELDR Blocks), which is trained in a self-supervised manner on the same training set scenes. We extract LDR frames with alternating exposures from the HDR videos, as described in Section 3. For each LDR frame having alternating exposures, we add Gaussian noise with varied signal-to-noise ratios (SNR), which we described in Section 4.1. Figure 8 shows the results of a clean LDR frame generated by our denoising network from a noisy LDR frame of a scene, which was earlier described in Figure 2. In general, we observe that the generated LDR frames have a coherent texture with sharp features as compared to the noisy LDR frames. The use of $L_1$ loss function in the ELDR blocks can be accounted for the above observation.

7 ABLATION STUDY

Importance of Separate LDR Denoising Blocks. To study the significance of these ELDR blocks, we remove these blocks from our overall pipeline and re-train the model. It is evident from Table 3 and Figure 9 that both visual quality and metric-wise, removal of denoising network have a significant effect on the performance of our method. We observe a notable drop in the PSNR, SSIM, and HDR-VDP2 [35] values. We find HDR frames generated directly from noise embedded LDRs to be blurry with less detailed reconstruction as compared to our complete approach, which generates crisp details as shown in Figure 9. Thus, creating a two-stage network where noise removal and reconstruction of HDR videos are performed separately has shown to perform better than a single network performing both the tasks. Moreover, the generated intermediate clean

Figure 7: Visual Comparison of our generated HDR frames having high motion from FISHING LONGSHOT scene in test data against Kalantari et al. [19].

Figure 8: Visual comparison of a reconstructed clean LDR frame using denoising network from a noisy LDR frame of a scene used previously in Figure 2.
LDR frames add more interpretability in terms of noise removal to our model as compared to previous baselines [18, 19].

| Without denosing net | Ours (Complete) |
|----------------------|-----------------|
| PSNR 41.39           | 43.35           |
| SSIM 0.76            | 0.83            |
| HDR-VDP-2 73.87      | 77.19           |

Table 3: Quantitative comparison of our complete approach to our method without denoising network. Removing the denoising network clearly drops the performance on all the mentioned metrics.

8 CONCLUSION

In this paper, we proposed a temporally stable GAN-based HDR video reconstruction network that reconstructs HDR videos from LDR sequences with alternating exposures. Our method incorporates a separate LDR denoising network for extracting clean LDR frames, and we showed that creating separate denoising and reconstruction network outperforms a single network that performs both tasks. We first align the neighboring alternating exposure frames using the LiteFlownet [14] to generate temporally coherent frames. Training our model over a joint objective consisting of $L_1$ loss, style-aware content losses [43] and augmented GAN loss [47] helped in minimizing the visual artifacts. Further, we fine-tune our model on a temporal stability based regularization term to further reduce the tearing and ghosting artifacts due to temporal incoherence. We perform all our experimentation consistent with the previous baselines, and we demonstrate that our method outperforms the previous baselines both visually and metric-wise.

We believe that there is a great scope for further improvement in terms of better colors, more dynamic range, and in overall visual quality. In the future, we would like to further test our proposed method on larger datasets of HDR videos as and when they become available.
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