Noise bias compensation for tone mapped noisy image using prior knowledge
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A large number of studies have been made on denoising of a digital noisy image. In regression filters, a convolution kernel was determined based on the spatial distance or the photometric distance. In non-local mean (NLM) filters, pixel-wise calculation of the distance was replaced with patch-wise one. Later on, NLM filters have been developed to be adaptive to the local statistics of an image with introduction of the prior knowledge in a Bayesian framework. Unlike those existing approaches, we introduce the prior knowledge, not on the local patch in NLM filters but, on the noise bias (NB) which has not been utilized so far. Although the mean of noise is assumed to be zero before tone mapping (TM), it becomes non-zero value after TM due to the non-linearity of TM. Utilizing this fact, we propose a new denoising method for a tone mapped noisy image. In this method, pixels in the noisy image are classified into several subsets according to the observed pixel value, and the pixel values in each subset are compensated based on the prior knowledge so that NB of the subset becomes close to zero. As a result of experiments, effectiveness of the proposed method is confirmed.
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I. INTRODUCTION

Although a large number of studies have been made on denoising, most of them are focused on utilizing correlation between pixels. In regression filters, a convolution kernel was determined based on the spatial distance between pixels [1, 2]. Those were extended to bilateral filters introducing the photometric distance [3, 4]. Recently, interests in non-local mean (NLM) filters have been growing [5–10]. This class of filters replaces pixel-wise calculation of the distance with patch-wise one. Reports on the NLM filter have been actively studied, such as improvement of denoising performance [11–13], processing speed [14–16], combination of NLM filter, and another method [17, 18].

Later on, NLM filters have been developed to be adaptive to the local statistics of an image with the introduction of the prior knowledge in a Bayesian framework [19–25].

Lebrun et al. proposed the non-local Bayes algorithm in which the patch is modeled as a Gaussian distribution and its parameters are computed from a local neighborhood [19]. This kind of technique was referred to as the hierarchical Bayesian modeling [20] and applied to the image restoration [21, 22], the image un-mixing problem [23] and the image de-convolution [24]. Recently, it was extended to be stable against the missing problem [25]. All of them share a common Bayesian framework based on the prior knowledge on parameters of the Gaussian distribution for each local patch.

Unlike those Bayesian approaches, we utilize the prior knowledge, not on the local patch in NLM but, on the noise bias (NB) which is newly introduced in this paper. Most of the literatures usually assume the noise to be i.i.d. additive white noise. Especially, the zero-mean assumption has been widely imposed on the filter design [9, 10]. However, in tone mapping (TM) processing [26–28], such as brightness correction, contrast adjustment for dark images, or RAW images, the output noise has a non-zero average (NB). This NB is due to the non-linearity of TM such as the power function, the logarithmic function, and the Hill function, etc. However, little attention has been given to NB.

This paper tries to recover the ideal output image from the observed output image by compensating NB. The NB is a different notion from the ensemble average of the noise over “all” pixels. In this paper, pixels in the noisy image are classified into several subsets according to the observed
pixel value, and compensates the pixel value in each subset with a preliminarily determined compensation value. This procedure is the NB compensation (NBC). NB in this paper is the mean of the noise in the subset corresponding to the observation pixel value and it is compensated. A primitive idea was reported in [29]. Extending the idea, a method of determining the compensation value from all pixel values in an input image based on the Bayesian inference theory was reported without enough experimental results [30]. In addition, it is assumed that all histogram information of an input image is included in the overhead information.

In this paper, we propose a new method based on compensation value calculated from reduced information of the histogram of an input image and the noise before TM. In the proposed method, it is assumed that the histogram of the pixel values in an input image is included in the overhead information which is reduced much more than [30].

This paper is organized as follows. Section II describes the problems dealt with in this paper. Section III describes the proposed method. Section IV shows experimental results using night scene images and confirms effectiveness of the proposed method. Finally, the paper is concluded in Section V.

II. PROBLEM SETTING

Figure 1 illustrates a situation this paper assumes. An image is assumed to have additive noise. The noisy image is tone mapped (brightness corrected). As a result, NB becomes non-zero value. This paper compensates the NB of the noisy image after TM. This paper regards a night scene image and a tone mapped noisy image as an input image and an observed output image, respectively, and assumes noise as Gaussian noise. Section A describes effect of TM on noise, and Section B describes NB after TM.

A) Effect of tone mapping on noise

In this paper, we consider the case where a noisy image is tone mapped. Figure 2 illustrates examples. The input image signal is expressed as

\[ x_0(n) = x_0(n_1, n_2), \quad x_0 \in [0, X_{MAX}] \subseteq \mathbb{Z}, \quad (1) \]

where \( x_0(n) \) denotes a pixel at location \( n = [n_1, n_2] \) and \( X_{MAX} = 255 \). We shall omit the coordinate \( (n) \) when we are looking at a particular pixel and the position is not important. A pixel value \( x_0 \) is tone mapped with a function \( f \) as

\[ y_0 = R[f(x_0)], \quad y_0 \in [0, Y_{MAX}] \subseteq \mathbb{Z}, \quad (2) \]

where a pixel value \( y_0 \) is the ideal tone mapped value and \( Y_{MAX} = 255 \). \( R[\ ] \) denotes rounding to the nearest integer and is defined as

\[ R[x] = \lfloor x + 2^{-1} \rfloor. \quad (3) \]

As the simplest example, \( \gamma \) correction is used as the TM function in this paper. TM function \( f \) is formulated as

\[
    f(x) = \begin{cases} 
    0 & \text{for } x < 0 \\
    Y_{MAX} \cdot (X_{MAX}^{-1} \cdot x)^{1/\gamma} & \text{for } x \in [0, X_{MAX}] \\
    Y_{MAX} & \text{for } x > X_{MAX},
    \end{cases}
\]

where \( \gamma \) is a parameter. For a given noise \( \varepsilon_1(n) \) is expressed as

\[
    \varepsilon_1(n) = \varepsilon_1(n_1, n_2),
\]

a pixel value \( x_1 \) in the noisy image is expressed as

\[
    x_1 = x_0 + \varepsilon_1,
\]

where \( x_1 \) is clipped to the range of \([0, X_{MAX}]\). In Fig. 2, the probability mass function (PMF) of the noise \( \varepsilon_1 \) on \( x_0 \) is...
given as the Gaussian function

\[ P(\epsilon | x_0) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{\epsilon^2}{2\sigma^2} \right), \]  

(7)

where \( \sigma^2 \) denotes the variance and the mean of the noise is zero value. A pixel value \( y_1 \) which is a tone mapped value of \( x_1 \) is expressed as

\[ y_1 = f(x_i) = f(x_0 + \epsilon_i) = y_0 + \delta_1, \]  

(8)

where \( \delta_1 \) denotes an observed output noise. Figures 3(a) and 3(b) illustrate the flow of TM for an input image and a noisy image, respectively.

**B) Noise bias after tone mapping**

In an image processing such as TM, an output noise which is included in an image after TM has a non-zero mean. We investigate the PMF of pixel values before and after TM. Figure 4(a) illustrates the conditional-PMF \( P(x_1|x_0) \) at \( x_0 = 10 \). It seems that the observed \( P(x_1|x_0) \) (= blue dots) and the theoretical \( P(x_1|x_0) \) (= green curve) are almost the same. The conditional mean \( E[x_1|x_0] \) approximates 10 (=\( x_0 \)). \( P(x_1|x_0) \) is formulated as

\[
P(x_1|x_0) = \begin{cases} 
\sum_{t=-\infty}^{\infty} g(t|x_0) & \text{for } x_1 = 0 \\
g(x_1|x_0) & \text{for } x_1 \in (0, X_{\text{MAX}}) \\
\sum_{t=X_{\text{MAX}}}^{\infty} g(t|x_0) & \text{for } x_1 = X_{\text{MAX}} \\
0 & \text{otherwise,}
\end{cases}
\]  

(9)
where
\[ g(x_1|x_0) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{(x_1 - x_0)^2}{2\sigma^2} \right). \] (10)

Figures 4(b) and 4(c) illustrate the conditional-PMF \( P(y_1|x_0) \) and \( P(\delta_1|x_0) \), respectively. In Fig. 4(b), \( P(y_1|x_0) \) is asymmetric with respect to the ideal tone mapped value \( y_0 \), and a bias is generated. In Fig. 4(c), although the mean of the noise before TM is a zero value, the mean of an output noise \( \delta_1 \) is a non-zero value (= NB). The next section introduces a new method to compensate NB. This is the fact we are focusing on in this paper.

III. PROPOSED METHOD

In Section II, it was shown that the mean of output noise after TM has NB. This paper tries to recover the ideal output image from the observed output image by compensating NB. In this section, we propose NBC which is a new method based on compensation value calculated from prior knowledge.

A) NB compensation

In order to recover the ideal output image from the observed image, a calculated value of NB (compensation value) is subtracted from an observed pixel value. NBC is defined as
\[ y_2 = y_1 - h(y_1) \] (11)
\[ = y_0 + \delta_2, \]
where \( y_2 \) is a pixel value after NBC, \( h(y_1) \) is a compensation function giving the compensation value for the observed pixel value \( y_1 \) and \( \delta_2 \) denotes the error with respect to the ideal tone mapped value. Figure 3(c) illustrates the flow of NBC.

Note that unlike the Bayesian MAP estimation which maximizes the posterior probability density function [31–34], our method calculates the compensation value from a subset according to the observed pixel value as indicated in equation (11).

B) Subset according to the observed pixel value

Figure 5(a) illustrates the conditional-PMF \( P(x_0|y_1) \) at \( y_1 = 100 \). Let \( N \) be the set of all pixels in an image and \( M_\eta \), the set of pixels that derive the observed pixel value \( y_1 \). Note that \( M_\eta \) is a subset of \( N \):
\[
\begin{align*}
N &= \{ n \in \text{image} \}, \\
M_\eta &= \{ m | y_1(m) = \eta \} \subseteq N.
\end{align*}
\] (12)

Fig. 5. (a) \( P(x_0|y_1 = 100) \). The pixel value \( x_0 \) is the subset according to the observed pixel value \( y_1 = 100 \). (b) \( P(\delta_1|y_1 = 100) \). (c) Relationship between \( \delta_1 \) and \( x_0 \). The mapping from \( \delta_1 \) to \( x_0 \) is a bijective.
For a pixel value in Fig. 5(a) expressed as $x_0(m)$, Fig. 5(b) illustrates the conditional-PMF of an output noise.

**C) Compensation function**

In this paper, the compensation value for the observed pixel value $y_1$ is defined as the conditional mean of the observed output noise $\delta_1(m)$. Therefore, the compensation function is defined as

$$h(y_1) = E[\delta_1|y_1]$$

$$= \frac{1}{|M_y|} \sum_{m \in M_y} \delta_1(m).$$

Equation (13) is equivalently expressed as

$$h(y_1) = \sum_{m \in M_y} P(\delta_1(m)) \cdot \delta_1(m)$$

$$= \sum_{m \in M_y} P(\delta_1(m)) \cdot (y_1 - y_0)$$

$$= \sum_{m \in M_y} P(\delta_1(m)|y_1) \cdot (y_1 - y_0).$$

Note that $P(\delta_1(q)|y_1) = 0$ where $q \in M_y \subseteq N$. Therefore, equation (14) is equivalently expressed as

$$h(y_1) = \sum_{m \in N} P(\delta_1(n)|y_1) \cdot (y_1 - y_0).$$

Here, the mapping from $\delta_1$ to $x_0$ is a bijective. Because, using equation (8), the observed output noise $\delta_1(m)$ is expressed as

$$\delta_1(m) = y_1 - f(x_0(m)),$$

equivalently expressed as

$$x_0(m) = f^{-1}(y_1 - \delta_1(m)).$$

Figure 5(c) illustrates the relationship between $\delta_1(m)$ and $x_0(m)$. Since the relationship between $\delta_1(m)$ and $x_0(m)$ is the bijective, the following equations hold.

$$P(\delta_1(m)) = P(x_0(m))$$

$$P(\delta_1(n)|y_1) = P\left(x_0(n)|y_1\right).$$

---

**Fig. 6.** (a) TM function ($\gamma = 3$). (b) $P(x_0, y_1)$. (c) $P(x_0, x_1)$. (d) $\hat{P}(x_0, y_1)$. $P(x_0, y_1)$ and $\hat{P}(x_0, y_1)$ is the prior knowledge. Note that the log-scaled joint-PMF is illustrated.
According to the Bayes’ theorem and the addition theorem,
\[
P(x_0|y_1) = \frac{P(x_0, y_1)}{P(y_1)}. \tag{20}
\]
and
\[
P(y_1) = \sum_{x_0} P(x_0, y_1). \tag{21}
\]
hold, respectively. Substituting equations (20) and (21) into equation (19),
\[
h(y_1) = \sum_{x_0} P(x_0, y_1) \cdot \left\{ y_1 - f(x_0) \right\} \tag{22}
\]
\[
= \sum_{x_0} P(x_0, y_1) \cdot \left\{ y_1 - f(x_0) \right\} \frac{P(y_1)}{\sum_{x_0} P(x_0, y_1)}.
\]

The joint-PMF \( P(x_0, y_1) \) is the “prior knowledge” which can be obtained using all pixel values \( x_0 \) in an image. Figure 6 illustrates the TM function and the prior knowledge.

Note that it is assumed that all pixel values in an input image are included in the overhead information. If the histogram of pixel values in an input image is included in the overhead information instead of all pixel values, it becomes possible that the overhead is reduced. In the next section, we introduce the modeling of prior knowledge \( P(x_0, y_1) \) from the histogram of pixel values in an input image and that of the noise before TM.

### D) Modeling of PMF

In this paper, we propose a method of determining the compensation value from the histogram of pixel values in an image and that of the noise before TM based on the Bayesian inference theory. Let modeled prior knowledge be \( \hat{P}(x_0, y_1) \). In the sequel, we derive a reasonable model \( \hat{P}(x_0, y_1) \) assuming only the knowledge of \( P(x_0) = \) the histogram of pixel values in an input image before TM and \( g(x_1) = \) the histogram of the noise before TM as the

### Table 1. Average and variance of all NB shown in Fig. 8.

|             | Average | Variance |
|-------------|---------|----------|
| Before NBC  | 22.2248 | 739.4318 |
| After NBC (measured) | −0.0037 | 0.0058   |
| After NBC (modeled)   | −0.0189 | 2.6457   |

Substituting equation (18) into equation (15),
\[
h(y_1) = \sum_{n \in N} P(x_0(n)|y_1) \cdot (y_1 - y_0) \tag{19}
\]
\[
= \sum_{x_0} P(x_0|y_1) \cdot (y_1 - y_0).
\]
overhead information. The compensation function using 
\( \hat{P}(x_o, y_i) \) is expressed as
\[
\hat{h}(y_i) = \frac{\sum_{x_o} \hat{P}(x_o, y_i) \cdot \{y_i - f(x_o)\}}{\sum_{x_o} \hat{P}(x_o, y_i)}. \tag{23}
\]

The prior knowledge \( P(x_o, y_i) \) is obtained by mapping the joint-PMF \( P(x_o, x_i) \) shown in Fig. 6(c) according to the gradient of the TM function. According to the Bayes' theorem,
\[
P(x_o, x_i) = P(x_i|x_o)P(x_o), \tag{24}
\]
holds. In this modeled case, it is assumed that the prior probability \( P(x_o) \) is included in the overhead information.

From (9), the posterior probability \( P(x_i|x_o) \) is modeled as
\[
\hat{P}(x_i|x_o) = \begin{cases} 
\sum_{t=x_o-3\sigma}^{x_o} g(t|x_o) & \text{for } x_i = 0, \\
g(x_i|x_o) & \text{for } x_i \in (0, X_{\text{MAX}}) \\
\sum_{t=1}^{X_{\text{MAX}}} g(t|x_o) & \text{for } x_i = X_{\text{MAX}}, \\
0 & \text{otherwise,}
\end{cases} \tag{25}
\]
where \( g(x_i) \) is indicated by (10). In the Gaussian distribution, the \( 3\sigma \) interval is a confidence interval of about 99.7%. Note that \( \sigma \) is given by users. From (24) and (25), the modeled prior knowledge is expressed as
\[
\hat{P}(x_o, x_i) = \hat{P}(x_i|x_o)P(x_o). \tag{26}
\]
The mapping from \( \hat{P}(x_o, x_i) \) to \( \hat{P}(x_o, y_i) \) is calculated as
\[
\hat{P}(x_o, y_i \in W_i) = \frac{1}{|W_i|} \sum_{x_i \in V_i} \hat{P}(x_o, x_i), \tag{27}
\]
where
\[
\begin{align*}
  z(x) &= R[f^{-1}(x)], \\
  U &= \{z(x)|x \in [0, X_{\text{MAX}}]\} \cup \{X_{\text{MAX}} + 1\}, \\
  V_i &= \{x|U(i) \leq x < U(i+1)\}, \\
  W_i &= \{y|U(i) \leq z(y) < U(i+1)\}. \tag{28}
\end{align*}
\]
Note that \( U(i) \) indicates the \( i \)-th smallest element in the set \( U \). For example, when \( \gamma = 3, U = \{0, 1, \ldots, 252, 255, 256\} \). In the case of \( U(i) = 0, V_i = \{0\}, \) and \( W_i = \{0, 1, \ldots, 31\}, \) thus \( \hat{P}(x_o, y_i = 0) = \cdots = \hat{P}(x_o, y_i = 31) = \hat{P}(x_o, x_i = 0)/32. \) On the other hand, in the case of \( U(i) = 252, V_i = \{252, 253, 254\}, \) and \( W_i = \{254\}, \) thus \( \hat{P}(x_o, y_i = 254) = \sum_{x_i \in \{252, 253, 254\}} \hat{P}(x_o, x_i). \) Figure 6(d) illustrates the modeled prior knowledge \( \hat{P}(x_o, y_i). \)
IV. EXPERIMENTAL RESULTS

NBC in this paper classifies pixels in the noisy image into several subsets according to the observed pixel value, and compensates the pixel value in each subset with a preliminarily determined compensation value. Based on the Bayesian inference theory, the compensation value is determined from the histogram of pixel values in an image and that of the noise before TM. In NBC, for each image, the compensation value corresponding to that image is automatically calculated. This section confirms effectiveness of the proposed method experimentally.

A) Effect of NBC

Figure 8 illustrates the NB before and after TM for the input image shown in Fig. 2(a). For pixel values with small values, the noise bias is greatly reduced. For small pixel values, the noise bias is greatly reduced. This means that the NBC has a large effect on compensation of small pixel values. Table 1 summarizes the average and variance of NB. After NBC, the variance is greatly reduced, and the average is approaching zero value.

B) Quality of compensated images

The image quality before and after NBC is evaluated with the peak signal to noise ratio (PSNR) defined as

$$PSNR = 10 \log_{10} \frac{Y_{\text{MAX}}^2}{\text{Var}[\delta(n)]}.$$  \hspace{1cm} (29)

Figure 9 illustrates comparison of PSNR before and after NBC for the input image shown in Fig. 2(a). Figures 9(a) and 9(b) investigate the effect of $\gamma$ in the TM function in (3) and that of $\sigma$ in the PMF of noise in (6), respectively. It is observed that the image quality after NBC is improved. In Figs 9(a) and 9(b), the modeled NBC is only 0.0053 (dB) and 0.0197 (dB) lower than the measured on average respectively, and there is no significant difference.

Figure 7 illustrates the compensation values $h(y_i)$ and $\hat{h}(y_i)$ of the measured and modeled cases calculated by (22) and (23), respectively. The size of input image shown in Fig. 2(a) is $471 \times 640$ (pixels), and 8 bit depth (256 tones) grayscale. In the measured case, the data size to be included in the overhead information is about 2.4 million bits. On the other hand, in the modeled case, that is about 16 thousand bits. Note that, it is assumed that histogram information expresses each tone by the Double type (64 bits). The overhead information in the modeled case is greatly less than the measured case. Thus, the modeled case makes it possible to greatly reduce the data size to be included in the overhead information while maintaining the measured case quality.
C) Combination with non-local mean filter

This section investigates combination of NBC and NLM filter. In the NLM filter used in the experiment, the sizes of the search window and the similarity window were set to $3 \times 3$ and $2 \times 2$, respectively. The CVC-14 dataset [35] that has 4072 night scene images gathered using visible cameras were used as test images. In addition, 16 astronomical images randomly selected from the NASA Image and Video Library [36] were used as well. Figure 10 illustrates experimental results of comparison of the average PSNR of all night scene images in the CVC-14 dataset. The average of NBC is 1.68 (dB) lower than that of NLM. However, in about 20% of all night scene images, NBC is superior to NLM. The average of NBC+NLM is 0.94 (dB) higher than that of NLM. In the best results, NBC+NLM is 3.37 (dB) higher than NLM. In about 80% of all night scene images, NBC+NLM is superior to NLM. Figure 11 illustrates experimental results of comparison of the average PSNR of astronomical images. The average of NBC is 7.11 (dB) higher than that of NLM. The average of NBC+NLM is 7.43 (dB) higher than that of NLM. Denoising performance is improved by combination. This means that NBC can coexist with approaches focusing on the correlation between pixels like NLM filter. In addition, NBC is effective as preprocessing such as NLM filter.

Result images after NBC, NLM filter, and NBC+NLM are illustrated in Figs 12 and 13. Compared with NLM, noise was reduced in NBC and NBC+NLM. NBC has a large effect on compensation of small pixel values. Therefore, in the TM of a dark image like night scene images, NBC is a great effect on denoising.

Figure 14 illustrates details of the bright area. There is no difference in all images. Figure 15 illustrates details of the dark area. NLM is similar to the observed image, and these are noisy. On the other hand, NBC and NBC+NLM are not noisy, and improvement of image quality is confirmed. TM function in (3), when $\gamma > 1$, the gradient is steep as the pixel value is smaller as shown in Fig. 6(a). Moreover, when the pixel value is small, the absolute value of NB is large (= large bias), as shown in Fig. 7. Therefore, significant effects can be obtained in the dark area. On the other hand, when the pixel value is large, NB is close to zero value (= no bias). Therefore, no significant effects can be obtained in the bright area.

V. CONCLUSIONS

In this paper, NBC method for tone mapped noisy image was proposed. The compensation value is calculated using the prior knowledge. The effectiveness of the proposed method over the existing method was experimentally confirmed for several tone mapped noisy LDR images. It was experimentally confirmed that the combination of NBC and approaches focusing on the correlation between pixels like NLM filter improved the denoising performance more than when only either one was used. The advantage of the denoising performance was confirmed by using NBC as preprocessing for NLM filter. NBC is not an approach focusing...
on the correlation between pixels, and NBC can coexist with approaches focusing on the correlation between pixels like NLM filter. Noise with other probability distributions, such as shot noise with the Poisson distribution, and single domain or global information-based should be investigated in the future. In addition, we should analyze the effectiveness of combinations with various filters other than NLM in future work.
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