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Abstract. This is a write-up of our method submitted to Mitosis Domain Generalization (MIDOG 2021) Challenge held in MICCAI2021 conference.
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1 Introduction

Motivation Mitosis detection is a key component of tumor prognostication for various tumors, including breast cancer. Scanning microscopy slides with different scanners leads to a significant visual difference, resulting in a domain shift. This domain shift prevents most deep learning models from generalizing to other scanners, leading to strongly reduced performance.

Scope Detect mitotic figures (cells undergoing cell division) from histopathology images (object detection) [1]. Images scanned by 4 different scanners, 3 out of which are labeled, are provided. In total the set consists of 200 cases of breast cancer. Evaluation will be done on four scanners (two new, two are part of the training set) with the F1 score as main metric.

2 Proposed Method

Our method is two-step approach. The first step is extraction of candidate regions of mitosis. In the second step, we classify the candidate regions to mitosis and non-mitosis. We explain the details of each step in the following.

2.1 Extraction of candidate regions

The input RGB images are first transformed into blue ratio (BR) images. The blue ratio image, which accentuates the nuclear dye, is computed as the ratio of the blue channel and the sum of the other two channels [2]. Candidate mitotic regions are extracted by binary thresholding of the BR image. The regions are cropped as rectangle patches and these patches are the candidate for mitosis.
Classification of candidate regions

The candidate regions are classified to mitosis or non-mitosis. We have histopathological images scanned by four different scanners, three out of which are labeled. By using the labeled images, we train a deep neural network model which has two classification tasks. The first task is mitosis / non-mitosis classification, which is a binary classification, and the second one is scanner classification, which is three-class classification. We use ResNet [3] as the base model. We remove the final fully connected layer in ResNet and append two branches at the end of the network. The first branch is for mitosis / non-mitosis classification and three fully connected layers. The second branch is for scanner classification and Gradient Reversal Layer [4] followed by another three fully connected layers.

In the training phase using labeled source domain data, we use all patches extracted from the images of three scanners. Eighty percent of images for each scanner are used for training data and the rest images are used for validation data. We use cross entropy loss for each classification and the final loss is the summation of two losses.

In the domain adaptation phase, we use the images of three scanners, which are labeled and treated as the source domain data, and one image from a target domain which has the target image for mitosis detection.

In general setting of unsupervised domain adaptation, all the source domain data are used in domain adaptation phase, but it's not feasible since we must keep all source domain images. Therefore, we select patches in source domain and use those selected patches in the domain adaptation phase. We use the classifier trained using source domain images to select the patches. We select the patches which have high confidence (high probability) as mitosis or non-mitosis when the patches are classified by the classifier.

In the domain adaptation phase, we extract candidate regions from the image from the target domain at first. We have no labels on mitosis / non-mitosis for these patches, but we have labels on scanner. We treat these patches as coming from the fourth scanner (fourth class in the scanner classifier). We use cross entropy loss for mitosis / non-mitosis classification and scanner classification for the source domain data, and cross entropy loss for scanner classification for the target domain data. The final loss is the summation of those losses.

After the domain adaptation phase finishes, the patches in the target domain are classified to mitosis or non-mitotic regions.

Experimental Conditions

In the extraction of the candidate regions, the threshold is set to the mean value plus 3 times of the standard deviation of the BR image. Regions that are smaller than 2 pixels, its width is longer than 50 pixels or its height is longer than 50 pixels are eliminated. The size of a patch is 64 x 64 pixels.

For example, we selected about 873k patches from 50 images of scanner 1. In these patches, 672 patches were mitotic regions.
We use 18-layer ResNet as the base network. In the training of the classifier using the source domain data, the learning rate is 1.0e-5, which are optimized with Optuna library [5], the batch size is 128, the number of epochs is 30. The optimizer is Adam [6] and the learning rate changes with cosine annealing.

We select 10k patches from each scanner in the source domain for the domain adaptation phase. Ten out of 10k patches are mitotic regions.

In the domain adaptation phase, the learning rate is 1.7e-6, which are optimized with Optuna library using source domain data, the batch size is 128, the number of epochs is 5. The optimizer is Adam and the learning rate does not change.
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