Orthogonal vs. Non-Orthogonal Reducibility of Matrix-Valued Measures
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Abstract. A matrix-valued measure Θ reduces to measures of smaller size if there exists a constant invertible matrix M such that MΘM* is block diagonal. Equivalently, the real vector space A of all matrices T such that TΘ(X) = Θ(X)T* for any Borel set X is non-trivial. If the subspace A_h of self-adjoints elements in the commutant algebra A of Θ is non-trivial, then Θ is reducible via a unitary matrix. In this paper we prove that A is *-invariant if and only if A_h = A, i.e., every reduction of Θ can be performed via a unitary matrix. The motivation for this paper comes from families of matrix-valued polynomials related to the group SU(2) × SU(2) and its quantum analogue. In both cases the commutant algebra A = A_h ⊕ iA_h is of dimension two and the matrix-valued measures reduce unitarily into a 2 × 2 block diagonal matrix. Here we show that there is no further non-unitary reduction.
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1 Introduction

The theory of matrix-valued orthogonal polynomials was initiated by Krein in 1949 and, since then, it was developed in different directions. From the perspective of the theory of orthogonal polynomials, one wants to study families of truly matrix-valued orthogonal polynomials. Here is where the issue of reducibility comes into play. Given a matrix-valued measure, one can construct an equivalent measure by multiplying on the left by a constant invertible matrix and on the right by its adjoint. If the equivalent measure is a block diagonal matrix, then all the objects of interest (orthogonal polynomials, three-term recurrence relation, etc.) reduce to block diagonal matrices so that we could restrict to the study of the blocks of smaller size. An extreme situation occurs when the matrix-valued measure is equivalent to a diagonal matrix in which case we are, essentially, dealing with scalar orthogonal polynomials.

Our interest in the study of the reducibility of matrix-valued measures was triggered by the families of matrix-valued orthogonal polynomials introduced in [2, 9, 10, 11]. In [10] the study of the spherical functions of the group SU(2) × SU(2) leads to a matrix-valued measure Θ and a sequence of matrix-valued orthogonal polynomials with respect to Θ. From group theoretical
considerations, we were able to describe the symmetries of Θ and pinpoint two linearly independent matrices in the commutant of Θ, one being the identity. The proof that these matrices actually span the commutator required a careful computation. It then turns out that it is possible to conjugate Θ with a constant unitary matrix to obtain a $2 \times 2$ block diagonal matrix. An analogous situation holds true for a one-parameter extension of this example [9]. In [2] from the study of the quantum analogue of $\text{SU}(2) \times \text{SU}(2)$ we constructed matrix-valued orthogonal polynomials which are matrix analogues of a subfamily of Askey–Wilson polynomials. The weight matrix can also be unitarily reduced to a $2 \times 2$ block diagonal matrix in this case, again arising from quantum group theoretic considerations.

In [12], the authors study non-unitary reducibility for matrix-valued measures and prove that a matrix-valued measure Θ reduces into a block diagonal measure if the real vector space $A$ of all matrices $T$ such that $T\Theta(X) = \Theta(X)T^*$ for any Borel set $X$ is not trivial, in contrast to the reducibility via unitary matrices that occurs when the commutant algebra of Θ is not trivial. The aim of this paper is to develop a criterion to determine whether unitary and non-unitary reducibility of a weight matrix $W$ coincide in terms of the $*$-invariance of $A$. Every reduction of Θ can be performed via a unitary matrix if and only if $A$ is $*$-invariant, in which case $A = A_h$ where $A_h$ is the Hermitian part of the commutant of Θ, see Section 2. We apply our criterion to our examples [2, 9, 10] and we conclude that there is no further reduction than the one via a unitary matrix. We also discuss an example where $A$ and $A_h$ are not equal.

It is worth noting that unitary reducibility strongly depends on the normalization of the matrix-valued measure. Indeed, if the matrix-valued measure is normalized by $\Theta(\mathbb{R}) = I$, then the real vector space $A$ is $*$-invariant and by our criterion, unitary and non-unitary reduction coincide. This is discussed in detail in Remark 3.7.

2 Reducibility of matrix-valued measures

Let $M_N(\mathbb{C})$ be the algebra of $N \times N$ complex matrices. Let $\mu$ be a $\sigma$-finite positive measure on the real line and let the weight function $W : \mathbb{R} \to M_N(\mathbb{C})$ be strictly positive definite almost everywhere with respect to $\mu$. Then

$$\Theta(X) = \int_X W(x)d\mu(x),$$

(2.1)
is a $M_N(\mathbb{C})$-valued measure on $\mathbb{R}$, i.e., a function from the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $\mathbb{R}$ into the positive semi-definite matrices in $M_N(\mathbb{C})$ which is countably additive. Note that any positive matrix measure can be obtained as in (2.1), see for instance [4, Theorem 1.12] and [5]. More precisely, if $\Theta$ is a $M_N(\mathbb{C})$-valued measure, and $\Theta_{\text{tr}}$ denotes the scalar measure defined by $\Theta_{\text{tr}}(X) = \text{Tr}(\Theta(X))$, then the matrix elements $\Theta_{ij}$ of $\Theta$ are absolutely continuous with respect to $\Theta_{\text{tr}}$, so that, by the Radon–Nikodym theorem, there exists a positive definite function $V$ such that

$$d\Theta_{ij}(x) = V(x)_{ij} d\Theta_{\text{tr}}(x).$$

Note that we do not require the normalization $\Theta(\mathbb{R}) = I$ as in [5]. A detailed discussion about the role of the normalization in the reducibility of the measure is given at the end of Section 3.

Going back to the measure (2.1), we have $d\Theta_{\text{tr}}(x) = \text{Tr}(W(x)) d\mu(x)$ so that $\Theta_{\text{tr}}$ is absolutely continuous with respect to $\mu$. Note that $\text{Tr}(W(x)) > 0$ a.e. with respect to $\mu$ so that $\mu$ is absolutely continuous with respect to $\Theta_{\text{tr}}$. The unicity of the Radon–Nikodym theorem implies $W(x) = V(x)\text{Tr}(W(x))$, i.e., $W$ is a positive scalar multiple of $V$. 
We say that two $M_N(\mathbb{C})$-valued measures $\Theta_1$ and $\Theta_2$ are equivalent if there exists a constant nonsingular matrix $M$ such that $\Theta_1(X) = M\Theta_2(X)M^*$ for all $X \in \mathcal{B}$, where $*$ denotes the adjoint. A $M_N(\mathbb{C})$-valued measure matrix $\Theta$ reduces to matrix-valued measures of smaller size if there exist positive matrix-valued measures $\Theta_1, \ldots, \Theta_m$ such that $\Theta$ is equivalent to the block diagonal matrix $\text{diag}(\Theta_1(x), \Theta_2(x), \ldots, \Theta_m(x))$. If $\Theta$ is equivalent to a diagonal matrix, we say that $\Theta$ reduces to scalar measures. In [12, Theorem 2.8], the authors prove that a matrix-valued measure $\Theta$ reduces to matrix-valued measures of smaller size if and only if the real vector space contains, at least, one element which is not a multiple of the identity, i.e., $\mathbb{R}I \subset \mathcal{A}$, where $I$ is the identity. Note that our definition of $\mathcal{A}$ differs slightly from the one considered in [12].

If $W$ is a weight matrix for $\Theta$, then we require that $T \in \mathcal{A}$ satisfies $TW(x) = W(x)T^*$ almost everywhere with respect to $\mu$. If there exists a subspace $V \subset \mathbb{C}^N$ such that $\Theta(X)V \subset V$ for all $X \in \mathcal{B}$, since $\Theta(X)$ is self-adjoint for all $X \in \mathcal{B}$, it follows that $\Theta(X)V^\perp \subset V^\perp$ for all $X \in \mathcal{B}$. If $iV: V \to \mathbb{C}^N$ is the embedding of $V$ into $\mathbb{C}^N$, then $P_V = iV^* iV \in M_N(\mathbb{C})$ is the orthogonal projection on $V$ and satisfies

$$P_V \Theta(X) = \Theta(X) P_V, \quad \text{for all } X \in \mathcal{B}.$$ 

Hence, the projections on invariant subspaces belong to the commutant algebra

$$A = A(\Theta) = \{ T \in M_N(\mathbb{C}) \mid T \Theta(X) = \Theta(X) T \ \forall \ X \in \mathcal{B} \}.$$ 

Since $\Theta(X)$ is self-adjoint for all $X \in \mathcal{B}$, $A$ is a unital $*$-algebra over $\mathbb{C}$. We denote by $A_h$ the real subspace of $A$ consisting of all Hermitian matrices. Then it follows that $A = A_h \oplus iA_h$. If $CI \subset A$, then there exists $T \in A_h$ such that $T \notin CI$. The eigenspaces of $T$ for different eigenvalues are orthogonal invariant subspaces for $\Theta$. Therefore $\Theta$ is equivalent via a unitary matrix to matrix-valued measures of smaller size.

**Remark 2.1.** Let $S \in A$ and $T \in \mathcal{A}$. Then we observe that $S^* \in A$ and therefore $STS^* \Theta(x) = \Theta(x) ST S^* = \Theta(x) (STS^*)^*$ for all $X \in \mathcal{B}$. Hence there is an action from $A$ into $\mathcal{A}$ which is given by

$$S \cdot T = STS^*.$$

**Lemma 2.2.** $\mathcal{A}$ does not contain non-zero skew-Hermitian elements.

**Proof.** Suppose that $S \in \mathcal{A}$ is skew-Hermitian. Then $S$ is normal and thus unitarily diagonalizable, i.e., there exists a unitary matrix $U$ and a diagonal matrix $D = \text{diag}(\lambda_1, \ldots, \lambda_N)$, $\lambda_i \in i\mathbb{R}$, such that $S = UDU^*$, see for instance [8, Chapter 4]. Since $S \in \mathcal{A}$, we get

$$DU^* \Theta(X) U = U^* \Theta(X) UD^* = -U^* \Theta(X) UD, \quad \text{for all } X \in \mathcal{B}.$$ 

The $(i, i)$-th entry of the previous equation is given by

$$\lambda_i (U^* \Theta(X) U)_{i,i} = -(U^* \Theta(X) U)_{i,i} \lambda_i.$$ 

Take any $X_0 \in \mathcal{B}$ such that $\Theta(X_0)$ is strictly positive definite. Since $U$ is unitary, $U^* \Theta(X_0) U$ is strictly positive definite and therefore $(U^* \Theta(X_0) U)_{i,i} > 0$ for all $i = 1, \ldots, N$, which implies that $\lambda_i = 0$. \hfill \blacksquare

**Theorem 2.3.** $\mathcal{A} \cap \mathcal{A}^* = A_h$. 

Proof. Observe that if \( T \in A_h \), then \( T\Theta(X) = \Theta(X)T = \Theta(X)T^\ast \) for all \( X \in \mathcal{B} \), and thus \( A_h \subset \mathcal{A} \). Since \( T \) is self-adjoint, we also have \( T = T^\ast \in \mathcal{A}^\ast \).

On the other hand, let \( T \in \mathcal{A} \cap \mathcal{A}^\ast \). Then \( T^\ast \in \mathcal{A} \cap \mathcal{A}^\ast \), and since \( \mathcal{A} \) is a real vector space, \((T - T^\ast) \in \mathcal{A} \). The matrix \((T - T^\ast)\) is skew-Hermitian and therefore by Lemma 2.2 we have \((T - T^\ast) = 0 \). Hence \( T \) is self-adjoint and \( T \in A_h \).

\[ \text{Corollary 2.4.} \text{ If } T \in \mathcal{A} \cap \mathcal{A}^\ast, \text{ then } T = T^\ast. \]

\[ \text{Proof.} \text{ The corollary follows directly from the proof of Theorem 2.3.} \]

\[ \text{Corollary 2.5.} \mathcal{A} \text{ is } \ast\text{-invariant if and only if } \mathcal{A} = A_h. \]

\[ \text{Proof.} \text{ If } \mathcal{A} = A_h \text{ then } \mathcal{A} \text{ is trivially } \ast\text{-invariant. On the other hand, if we assume that } \mathcal{A} \text{ is } \ast\text{-invariant then the corollary follows directly from Theorem 2.3.} \]

\[ \text{Remark 2.6.} \text{ Corollary 2.4 says that if } \mathcal{A} \text{ is } \ast\text{-invariant, then it is pointwise } \ast\text{-invariant, i.e., } T = T^\ast \text{ for all } T \in \mathcal{A}. \]

\[ \text{Remark 2.7.} \text{ Suppose that there exists } X \in \mathcal{B} \text{ such that } \Theta(X) \in \mathbb{R}_{>0}I, \text{ then every } T \in \mathcal{A} \text{ is self-adjoint and Corollary 2.5 holds true trivially. Since } T\Theta(X) = \Theta(X)T^\ast \text{ for all } X \in \mathcal{B}, \text{ if there is a point } x_0 \in \text{supp}(\mu) \text{ such that } \]

\[ \lim_{\delta \to 0} \left\| \frac{1}{\mu((x_0 - \delta, x_0 + \delta))} \Theta((x_0 - \delta, x_0 + \delta)) - I \right\| = 0, \]

then it follows that \( T = T^\ast \) and so Corollary 2.5 holds true. This is the case, for instance, for the examples given in [3, 1], where \( W(x_0) = I \) for some \( x_0 \in \text{supp}(\mu) \). For Examples 4.2 and 4.3, in general, there is no \( x_0 \in [-1, 1] \) for which \( W(x_0) = I \).

3 Reducibility of matrix-valued orthogonal polynomials

Let \( M_N(\mathbb{C})[x] \) denote the set of \( M_N(\mathbb{C}) \)-valued polynomials in one variable \( x \). Let \( \mu \) be a finite measure and \( W \) be a weight matrix as in Section 2. In this section we assume that all the moments

\[ M_n = \int x^n W(x) \, d\mu(x), \quad n \in \mathbb{N}, \]

exist and are finite. Therefore we have a matrix-valued inner product on \( M_N(\mathbb{C}) \)

\[ \langle P, Q \rangle = \int P(x)W(x)Q(x)^\ast \, d\mu(x), \quad P, Q \in M_N(\mathbb{C})[x], \]

where \( \ast \) denotes the adjoint. By general considerations, e.g., [5, 6], it follows that there exists a unique sequence of monic matrix-valued orthogonal polynomials \( (P_n)_{n \in \mathbb{N}} \), where \( P_n(x) = \sum_{k=0}^{n} x^k P_k^n \) with \( P_k^n \in M_N(\mathbb{C}) \) and \( P_0^n = I \), the \( N \times N \) identity matrix. The polynomials \( P_n \) satisfy the orthogonality relations

\[ \langle P_n, P_m \rangle = \delta_{nm} H_n, \quad H_n \in M_N(\mathbb{C}), \]

where \( H_n > 0 \) is the corresponding squared norm. Any other family \( (Q_n)_{n \in \mathbb{N}} \) of matrix-valued orthogonal polynomials with respect to \( W \) is of the form \( Q_n(x) = E_n P_n(x) \) for invertible matrices \( E_n \). The monic orthogonal polynomials satisfy a three-term recurrence relation of the form

\[ xP_n(x) = P_{n+1}(x) + B_n P_n(x) + C_n P_{n-1}(x), \quad n \geq 0, \]

where \( P_{-1} = 0 \) and \( B_n, C_n \) are matrices depending on \( n \) and not on \( x \).
Lemma 3.1. Let $T \in \mathcal{A}$. Then we have

1. The operator $T: M_N(\mathbb{C})[x] \to M_N(\mathbb{C})[x]$ given by $P \mapsto PT$ is symmetric with respect to $\Theta$.
2. $TP_n = P_nT$ for all $n \in \mathbb{N}$.
3. $TH_n = H_nT^*$ for all $n \in \mathbb{N}$.
4. $TM_n = M_nT^*$ for all $n \in \mathbb{N}$.
5. $TB_n = B_nT$ and $TC_n = C_nT$ for all $n \in \mathbb{N}$.

Proof. Let $P, Q \in M_N(\mathbb{C})[x]$. Then

$$\langle PT, Q \rangle = \int P(x)TW(x)Q(x)^* \, d\mu(x) = \int P(x)W(x)T^*Q(x)^* \, d\mu(x)$$

$$= \int P(x)W(x)(Q(x)T)^* \, d\mu(x) = \langle P, QT \rangle,$$

so that $T$ is a symmetric operator. This proves (1). It follows directly from (1) that the monic matrix-valued orthogonal polynomials are eigenfunctions for the operator $T$, see, e.g., [6, Proposition 2.10]. Thus, for every $n \in \mathbb{N}$ there exists a constant matrix $\Lambda_n(T)$ such that $P_nT = \Lambda_n(T)P_n$. Equating the leading coefficients of both sides of the last equation, and using that $P_n$ is monic, yields $T = \Lambda_n(T)$. This proves (2).

The proof of (3) follows directly from (2) and the fact that $T \in \mathcal{A}$. We have

$$TH_n = \int P_n(x)TW(x)P_n(x)^* \, d\mu(x) = \int P_n(x)W(x)T^*P_n(x)^* \, d\mu(x)$$

$$= \int P_n(x)W(x)(P_n(x)T)^* \, d\mu(x) = \int P_n(x)W(x)(TP_n(x))^* \, d\mu(x) = H_nT^*.$$

The proof of (4) is analogous to that of (3), replacing the polynomials $P_n$ by $x^n$. Finally, we multiply the three-term recurrence relation (3.1) by $T$ on the left and on the right and we subtract both equations. Using that $TP_n = P_nT$ and $TP_{n+1} = P_{n+1}T$ we get

$$TB_nP_n + TC_nP_{n-1} = B_nTP_n + C_nTP_{n-1}.$$

The coefficient of $x^n$ is $TB_n = B_nT$ and therefore we also have $TC_n = C_nT$.

Corollary 2.5 provides a criterion to determine whether the set of Hermitian elements of the commutant algebra $A$ is equal to $\mathcal{A}$. However, for explicit examples, it might be cumbersome to verify the $*$-invariance of $\mathcal{A}$ from the expression of the weight. Our strategy now is to view $\mathcal{A}$ as a subset of a, in general, larger set whose $*$-invariance can be established more easily and that implies the $*$-invariance of $\mathcal{A}$. Motivated by Lemma 3.1 we consider a sequence $(\Gamma_n)_n$ of strictly positive definite matrices such that if $T \in \mathcal{A}$, then $TT_n = \Gamma_nT^*$ for all $n$. Then for each $n \in \mathbb{N}$ and $I \subseteq \mathbb{N}$ we introduce the $*$-algebras

$$A_n^\Gamma = A(\Gamma_n) = \{T \in M_N(\mathbb{C}) \mid TT_n = \Gamma_nT\}, \quad A_I^\Gamma = \bigcap_{n \in I} A_n^\Gamma,$$

and the real vector spaces

$$\mathcal{A}_n^\Gamma = \mathcal{A}(\Gamma_n) = \{T \in M_N(\mathbb{C}) \mid TT_n = \Gamma_nT^*\}, \quad \mathcal{A}_I^\Gamma = \bigcap_{n \in I} \mathcal{A}_n^\Gamma. \quad (3.2)$$

It is clear from the definition that $\mathcal{A} \subseteq \mathcal{A}_n^\Gamma$ for all $n \in \mathbb{N}$. 
Remark 3.2. For any subset $\mathcal{I} \subset \mathbb{N}$, the sequence $(\Gamma_n)_n$ induces a discrete $M_N(\mathbb{C})$-valued measure supported on $\mathcal{I}$
\[ d\Gamma_\mathcal{I}(x) = \sum_{n \in \mathcal{I}} \Gamma_n \delta_{n,x}. \]

Theorem 2.3 applied to the measure $d\Gamma_\mathcal{I}$ yields that $\mathcal{A}_\mathcal{I}^\Gamma \cap (\mathcal{A}_\mathcal{I}^\Gamma)^*$ is the subset of Hermitian matrices in $A_\mathcal{I}^\Gamma$.

Theorem 3.3. If $\mathcal{A}_\mathcal{I}^\Gamma$ is $\ast$-invariant for some non-empty subset $\mathcal{I} \subset \mathbb{N}$, then $\mathcal{A} = A_h$. In particular, the statement holds true if $\mathcal{A}_\mathcal{I}^\Gamma$ is $\ast$-invariant for some $n \in \mathbb{N}$.

Proof. If $T \in \mathcal{A}$, then $T \in \mathcal{A}_n^\Gamma$ for all $n \in \mathcal{I}$. Since $\mathcal{A}_\mathcal{I}^\Gamma$ is $\ast$-invariant, then $T^* \in \mathcal{A}_n^\Gamma$ for all $n \in \mathcal{I}$. If we apply Corollary 2.4 to the measure in Remark 3.2, we obtain $T \in T^*$. Therefore $T \in A_h \subset \mathcal{A}$ and thus $\mathcal{A}$ is $\ast$-invariant. Hence the theorem follows from Corollary 2.5. ■

Remark 3.4. Two obvious candidates for sequences $(\Gamma_n)_n$ are given in Lemma 3.1, namely the sequence of squared norms $(H_n)_n$ and the sequence of even moments $(M_{2n})_n$.

Remark 3.5. Let $\Theta$ be a $M_N(\mathbb{C})$-valued measure, not necessarily with finite moments and take a positive definite matrix $\Gamma$ such that $TT = \Gamma T^*$ for all $T \in \mathcal{A}(\Theta)$. Let $S$ be a positive definite matrix such that $\Gamma = S^2$. We can now consider the $M_N(\mathbb{C})$-valued measure $S^{-1}\Theta S^{-1}$. By a simple computation, we check that $T \in \mathcal{A}(\Theta)$ if and only if $S^{-1}TS \in \mathcal{A}(S^{-1}\Theta S^{-1})$. This gives
\[ \mathcal{A}(S^{-1}\Theta S^{-1}) = S^{-1}\mathcal{A}(\Theta)S. \]

Moreover, if $T \in \mathcal{A}(\Theta)$, then $TT = \Gamma T^*$ implies that $S^{-1}TS = ST^*S^{-1} = (S^{-1}TS)^*$. Hence $S^{-1}TS$ is self-adjoint for all $T \in \mathcal{A}(\Theta)$. Then we have by Corollary 2.5
\[ A(S^{-1}\Theta S^{-1})_h = \mathcal{A}(S^{-1}\Theta S^{-1}). \]

On the other hand, if $U \in A_h(\Theta)$, then
\[ S^{-1}US^{-1}\Theta(X)S^{-1} = S^{-1}U\Theta(X)S^{-1} = S^{-1}\Theta(X)S^{-1}SUS^{-1} = S^{-1}\Theta(X)S^{-1}(S^{-1}US)^*, \]
for all $X \in \mathcal{B}$. Therefore $S^{-1}A(\Theta)_hS \subset \mathcal{A}(S^{-1}\Theta S^{-1}) = A(S^{-1}\Theta S^{-1})_h$. In general this is an inclusion, see Example 4.1.

Remark 3.6. Suppose that $\Theta$ is a $M_N(\mathbb{C})$-valued measure with finite moments and that $M_{2n} \in \mathbb{R}_{>0} I$, respectively $H_n \in \mathbb{R}_{>0} I$, for some $n \in \mathbb{N}$. Then it follows from Lemma 3.1 and (3.2) that $T = T^*$ for all $T \in \mathcal{A}_n^M$, respectively $T \in \mathcal{A}_n^N$. Then Theorem 3.3 says that $\mathcal{A} = A_h$.

Remark 3.7. Let $\Theta$ be a $M_N(\mathbb{C})$-valued measure such that the first moment $M_0$ is finite. Then there exists a positive definite matrix $S$ such that $M_0 = S^2$. The measure $\tilde{\Theta} = S^{-1}\Theta S^{-1}$ satisfies
\[ \tilde{\Theta}(\mathbb{R}) = S^{-1}\Theta(\mathbb{R})S^{-1} = S^{-1}M_0S^{-1} = I. \]

Therefore by Remark 3.6 we have that $\mathcal{A}(S^{-1}\Theta S^{-1}) = A(S^{-1}\Theta S^{-1})_h$. Observe that the normalization $\tilde{\Theta}(\mathbb{R}) = I$ is assumed in [5] so that in the setting of that paper the real subspace of Hermitian elements in the commutant coincides with the real vector space $\mathcal{A}(\Theta)$. 
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4 Examples

In this section we discuss three examples of matrix-valued weights that exhibit different features. The first example is a slight variation of [12, Example 2.6].

Example 4.1. Let $\mu$ be the Lebesgue measure on the interval $[0,1]$, and let $W$ be the weight

$$W(x) = \begin{pmatrix} x^2 + x & x \\ x & x \end{pmatrix} = \begin{pmatrix} 1 & \frac{\sqrt{6}}{3} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} x^2 & 0 \\ 0 & x \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \frac{\sqrt{6}}{3} & 1 \end{pmatrix}.$$  

A simple computation gives that $A$ and $\mathscr{A}$ are given by

$$A = \mathbb{C}I, \quad \mathscr{A} = \mathbb{R} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \mathbb{R} \begin{pmatrix} -\frac{\sqrt{6}}{3} & 0 \\ 0 & -\frac{\sqrt{6}}{3} \end{pmatrix}.$$  

Observe that $\mathscr{A}$ is clearly not $\ast$-invariant since $\begin{pmatrix} 1 & -\frac{\sqrt{6}}{3} \\ 0 & \frac{\sqrt{6}}{3} \end{pmatrix} \notin \mathscr{A}$. Now we consider the sequence $(M_{2n})_n$ of even moments. The first moment is given by $M_0 = \begin{pmatrix} \frac{2}{3} & \frac{\sqrt{6}}{3} \\ \frac{\sqrt{6}}{3} & \frac{1}{2} \end{pmatrix}$ and the algebras $A_0^M$ and $\mathscr{A}_0^M$ are

$$A_0^M = \mathbb{C} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \mathbb{C} \begin{pmatrix} \frac{\sqrt{6}}{6} & 1 \\ 1 & 0 \end{pmatrix},$$

$$\mathscr{A}_0^M = \mathbb{R} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \mathbb{R} \begin{pmatrix} \frac{\sqrt{6}}{6} & 1 \\ 1 & 0 \end{pmatrix} + \mathbb{R} \begin{pmatrix} 1 & -\frac{\sqrt{6}}{3} \\ 0 & 0 \end{pmatrix} + i\mathbb{R} \begin{pmatrix} 1 & -\frac{2\sqrt{6}}{3} \\ \frac{\sqrt{6}}{2} & -1 \end{pmatrix}. \quad (4.1)$$

This gives the inclusions $\mathbb{R}I \subset (A_0^M)_h \subset \mathscr{A}_0^M$. It is also clear from (4.1) that $\mathscr{A}_0^M \cap (\mathscr{A}_0^M)^\ast = (A_0^M)_h$.

Now we proceed as in Remark 3.7, we take the positive definite matrix $S$ such that $M_0 = S^2$. Here $S = \frac{1}{15} \begin{pmatrix} \sqrt{6}+9 & 3\sqrt{6}-3 \\ 3\sqrt{6}-3 & \frac{1}{3}\sqrt{6}+6 \end{pmatrix}$. Then

$$S^{-1}W(x)S^{-1} = \frac{1}{25} \begin{pmatrix} (33 + 12\sqrt{6})x^2 + (28 - 8\sqrt{6})x & -(6 + 9\sqrt{6})x^2 + (4 + 6\sqrt{6})x \\ -(6 + 9\sqrt{6})x^2 + (4 + 6\sqrt{6})x & (42 - 12\sqrt{6})x^2 + (22 + 8\sqrt{6})x \end{pmatrix}.$$  

We finally have that

$$\mathscr{A}(S^{-1}\Theta S^{-1}) = \mathbb{R}I + \mathbb{R}E + \mathbb{R}F, \quad \mathscr{A}(S^{-1}M_0S^{-1}) = \mathbb{R}I + \mathbb{R}E + \mathbb{R}F + \mathbb{R}G,$$

where

$$E = S^{-1} \begin{pmatrix} \frac{\sqrt{6}}{6} & 1 \\ 1 & 0 \end{pmatrix} S = \begin{pmatrix} \frac{\sqrt{6}}{6} & 1 \\ 1 & 0 \end{pmatrix}, \quad G = iS^{-1} \begin{pmatrix} 1 & -\frac{2\sqrt{6}}{3} \\ \frac{\sqrt{6}}{2} & -1 \end{pmatrix} S = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

$$F = S^{-1} \begin{pmatrix} 1 & -\frac{\sqrt{3}}{6} \\ 0 & 0 \end{pmatrix} S = \frac{1}{25} \begin{pmatrix} 11 + 4\sqrt{6} & -(2 + 3\sqrt{6}) \\ -(2 + 3\sqrt{6}) & 14 - 4\sqrt{6} \end{pmatrix}.$$  

Then we have the following inclusions:

$$\mathbb{R}I = S^{-1}A(\Theta)_hS \subset A(S^{-1}\Theta S^{-1})_h = \mathscr{A}(S^{-1}\Theta S^{-1}),$$

and

$$S^{-1}(A_0^M)_hS \subset A(S^{-1}M_0S^{-1})_h = \mathscr{A}(S^{-1}M_0S^{-1}).$$
Example 4.2. Our second example is a family of matrix-valued Gegenbauer polynomials introduced in [9]. For \( \ell \in \frac{1}{2} \mathbb{N} \) and \( \nu > 0 \), let \( d\mu(x) = (1 - x^2)^{\nu - 1/2} dx \) where \( dx \) is the Lebesgue measure on \([-1, 1]\) and let \( W^{(\nu)} \) be the \((2\ell + 1) \times (2\ell + 1)\) matrix

\[
(W^{(\nu)}(x))_{m,n} = \sum_{t=\max(0,n+m-2\ell)}^{m} \alpha_t^{(\nu)}(m,n) C^{(\nu)}_{m+n-2t}(x),
\]

\[
\alpha_t^{(\nu)}(m,n) = (-1)^m \frac{n!m!(m+n-2t)!}{t!(2t)_{m+n-2t}(\nu)_{n+m-t}} \frac{(\nu)_{m-t}(\nu)_{m-t}}{(n-t)!(m-t)!} \frac{(n+m-2t+\nu)}{(n+m-t+\nu)}
\]

where \( n,m \in \{0,1, \ldots, 2\ell\} \) and \( n \geq m \). The matrix \( W^{(\nu)} \) is extended to a symmetric matrix, \((W^{(\nu)}(x))_{m,n} = (W^{(\nu)}(x))_{n,m}\). In [9, Proposition 2.6] we proved that \( A \) is generated by the identity matrix \( I \) and the involution \( J \in M_{2\ell+1}(\mathbb{C}) \) defined by \( e_j \mapsto e_{2\ell-j} \).

Now we will use Theorem 3.3 to prove that \( A_h = \mathcal{A} \). This says that there is no further non-unitary reduction of the weight \( W \). As a sequence of positive definite matrices we take the squared norms of the monic polynomials, \((\Gamma_n) = (H_n)\), that were explicitly calculated in [9, Theorem 3.7] and are given by the following diagonal matrices

\[
(H^{(\nu)}_n)_{i,k} = \delta_{i,k} \sqrt{\frac{\Gamma(\nu + \frac{1}{2})}{\Gamma(\nu + 1)}} \frac{\nu(2\ell + \nu + n)}{\nu + n} \frac{n!(\nu + \frac{1}{2} + \nu)n(2\ell + \nu)n}{(\nu + k)n(2\ell + 2\nu + n)n(2\ell + \nu - k)n}
\]

\[
\times \frac{k!(\nu + \nu)(2\ell - k)!(n + \nu + 1)_{2\ell}}{(\nu + 1)n(2\ell)!(n + \nu + 1)_{2\ell - k}}.
\]

For any \( n \in \mathbb{N} \) we choose \( I = \{n, n+1\} \). If we take \( T \in \mathcal{A}_I \), i.e., \( TH_n^{(\nu)} = H_n^{(\nu)}T^* \) and \( T_{H_n^{(\nu)}} = H_{n+1}^{(\nu)}T^* \), then it follows that

\[
T_{i,j} = \frac{(H_n^{(\nu)})_{i,j}}{(H_n^{(\nu)})_{i,i}} T_{j,j} = \frac{j!(2\ell - j)!(\nu + \nu)(2\ell + \nu - i)n(n + \nu + 1)_{2\ell - i}}{i!(2\ell - i)!(\nu + \nu)(2\ell + \nu - j)n(n + \nu + 1)_{2\ell - j}} T_{j,j}.
\]

It follows directly from this equation that \( T_{i,i} \in \mathbb{R} \) and \( T_{2\ell-i,i} = T_{2\ell-i,i} \). Now we observe that

\[
T_{i,j} = \frac{(H_n^{(\nu)})_{i,j} T_{j,j}}{(H_n^{(\nu)})_{i,i}} = \frac{(H_n^{(\nu)})_{i,j} T_{j,j}}{(H_n^{(\nu)})_{i,i}} T_{i,j}
\]

\[
= \frac{(\nu + j + n)(\nu + j + n + 1)(2\ell + n + \nu - j)(2\ell + n + \nu + 1 - j)}{(\nu + i + n)(\nu + i + n + 1)(2\ell + n + \nu - i)(2\ell + n + \nu + 1 - i)} T_{i,j}.
\]

Equation (4.2) implies that \( T_{i,j} = 0 \) unless \( j = i \) or \( j = 2\ell - i \). Hence \( T \) is self-adjoint and thus \( \mathcal{A}_I \) is \(*\)-invariant and from Theorem 3.3 we have \( \mathcal{A} = A_h \). We conclude that \( \mathcal{A} \) is the real span of \( \{I, J\} \), and so there is no further non-unitary reduction.

Example 4.3. Our last example is a \( q \)-analogue of the previous example for \( \nu = 1 \). This sequence of matrix-valued orthogonal polynomials matrix analogues of a subfamily of Askey–Wilson polynomials and were obtained by studying matrix-valued spherical functions related to the quantum analogue of SU(2) \( \times \) SU(2). For any \( \ell \in \frac{1}{2} \mathbb{N} \) and \( 0 < q < 1 \), we have the measure \( d\mu(x) = \sqrt{1 - x^2} dx \) supported on \([-1, 1]\) and a \((2\ell + 1) \times (2\ell + 1)\) weight matrix \( W \) which is given in [2, Theorem 4.8], we omit the explicit expression here and we give, instead, the explicit expression for the squared norms \( H_n \) of the monic orthogonal polynomials

\[
(H_n)_{i,j} = \delta_{i,j} \frac{q^{-2\ell+2n} - q^{4\ell+2} - q^{2\ell+1} + q^{4\ell+2}}{q^{2\ell+2} - q^{4\ell+2} - q^{2\ell+1} + q^{4\ell+2}}.
\]
The expression for $H_n$ is obtained combining Theorem 4.8 and Corollary 4.9 of [2]. The commutant algebra is generated by $\{I, J\}$ as in the previous example, see [2, Proposition 4.10]. We take $\Gamma_n = (H_n)_n$, $I = \{n, n + 1\}$ for any $n \in \mathbb{N}$ and observe that $TH_n = H_nT^*$ and $TH_{n+1} = H_{n+1}T^*$ implies

$$T_{i,j} = \frac{(H_n^{(\nu)})_{i,j} T_{j,i}}{(H_n^{(\nu)})_{i,i} (H_n^{(\nu)})_{j,j}} = \frac{(1 - q^{2n+2j+2})(1 - q^{2n+2j+4})(1 - q^{4\ell+2n-2i+2})(1 - q^{4\ell+2n-2i+4})}{(1 - q^{2n+2i+2})(1 - q^{2n+2i+4})(1 - q^{4\ell+2n-2j+2})(1 - q^{4\ell+2n-2j+4})} T_{i,j}.$$ 

As in the previous example, it follows that $T$ is self-adjoint and therefore, $\mathcal{A} = A_h$. Hence there is no further non-unitary reduction for $W$.

**Remark 4.4.** Theorem 3.3 can be used to determine the irreducibility of a weight matrix. In fact, with the commutant algebras already determined in [9] and [2], Theorem 3.3 implies that the restrictions of the weight matrices of Examples 4.2 and 4.3 to the eigenspaces of the matrix $J$ are irreducible. For some explicit cases see [10, Section 8].
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