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Abstract. In this paper we initiate a study on Gauss factorials
of polynomials over finite fields, which are the analogues of Gauss
factorials of positive integers.

1. Introduction

A well-known result in number theory, called Wilson’s theorem, says
that for any prime number $p$, we have

\[ (p - 1)! \equiv -1 \pmod{p}. \]  

If we replace $p$ by any composite integer in (1.1), it is not correct any
more. Gauss proved a composite analogue of Wilson’s theorem: for
any integer $n > 1$,

\[ \prod_{1 \leq j \leq n-1} j \equiv \begin{cases} 
-1 & \text{mod } n \text{ for } n = 2, 4, p^k, \text{ or } 2p^k, \\
1 & \text{mod } n \text{ otherwise,} \end{cases} \]

where $p$ is an odd prime and $k$ is a positive integer.

In [3], Cosgrave and Dilcher called the product

\[ \prod_{1 \leq j \leq N \atop \gcd(j,n)=1} j \]

a Gauss factorial, where $N$ and $n$ are positive integers. We refer to [6]
for a very good survey on Gauss factorials of integers, and [4, 5, 7, 8]
for recent work. In particular, when $n \geq 3$ is odd and $N = (n - 1)/2$,
the multiplicative order of the Gauss factorial (1.3) modulo $n$ has been
determined in [3, Theorem 2].

Throughout the paper, the letter $p$ always denotes a prime, and
$q = p^s$ for some integer $s \geq 1$. Let $\mathbb{F}_q$ be the finite field of $q$ elements.
We denote by $\mathbb{F}_q[X]$ the polynomial ring over $\mathbb{F}_q$. In the sequel, for
simplicity let $A = \mathbb{F}_q[X]$. It is known that $A$ has many properties in
common with the integers $\mathbb{Z}$, and thus many number theoretic problems
about $\mathbb{Z}$ have their analogues for $A$. 
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For any polynomial \( f(X) \in \mathbb{A} \) of degree \( \deg f \geq 1 \), we define the \textit{Gauss factorial} (denoted by \( G(f) \)) of \( f \) as follows:

\[
G(f) = \prod_{\substack{g \in \mathbb{A} \\ 0 \leq \deg g < \deg f \\ \gcd(g, f) = 1}} g.
\]

That is, \( G(f) \) is the product of all \textit{non-zero} polynomials of degree less than \( \deg f \) and coprime to \( f \). By convention, if \( f \in \mathbb{F}_q \), we define \( G(f) = 1 \). Note that if \( f \) is irreducible, the definition of \( G(f) \) only depends on the degree of \( f \).

Moreover, given integer \( n \geq 1 \) and polynomial \( f \in \mathbb{A} \), we define

\[
G(n, f) = \prod_{\substack{g \in \mathbb{A} \\ 0 \leq \deg g \leq n \\ \gcd(g, f) = 1}} g,
\]

which is also called a \textit{Gauss factorial}. In particular, \( G(f) = G(\deg f - 1, f) \).

In this paper, we initiate the study of Gauss factorials of polynomials over finite fields by generalizing (1.2) and the main result in [3]. Certainly, there are many other things remaining to be explored.

We want to remark that one can similarly define \textit{factorials} of polynomials over finite fields, and consider generalizing related classical results (some of them are listed in [2]).

2. Preliminaries

In this section, for the convenience of the reader we recall some basic results about polynomials over finite fields, which can be found in [11, Chapter 1 and Chapter 3].

For \( f \in \mathbb{A} \), set \( |f| = q^{\deg f} \) if \( f \neq 0 \), and \( |f| = 0 \) otherwise. For a non-constant polynomial \( f \in \mathbb{A} \), write its prime factorization as

\[
f = aP_{e_1} \cdots P_{e_t},
\]

where \( a \in \mathbb{F}_q^* \), integer \( e_j \geq 1 \) (\( 1 \leq j \leq t \)), and each \( P_j \) (\( 1 \leq j \leq t \)) is a monic irreducible polynomial. Here, a monic irreducible polynomial in \( \mathbb{A} \) is said to be a \textit{prime polynomial}, and so in (2.1) each \( P_j \) (\( 1 \leq j \leq t \)) is a \textit{prime divisor} of \( f \).

Given a non-zero polynomial \( f \in \mathbb{A} \), denote by \( \mathbb{A}/f \mathbb{A} \) the residue class ring of \( \mathbb{A} \) modulo \( f \) and by \( (\mathbb{A}/f \mathbb{A})^* \) its unit group.

**Lemma 2.1.** Let \( f \in \mathbb{A} \) be a non-constant polynomial with prime factorization as in (2.1). Then, we have

\[
(\mathbb{A}/f \mathbb{A})^* \cong (\mathbb{A}/P_{e_1}^1 \mathbb{A})^* \times \cdots \times (\mathbb{A}/P_{e_t}^t \mathbb{A})^*.
\]
Lemma 2.2. Let $P \in \mathbb{A}$ be an irreducible polynomial, and $e$ a positive integer. Then, we have

$$(\mathbb{A}/P^e \mathbb{A})^* \cong (\mathbb{A}/P \mathbb{A})^* \times (\mathbb{A}/P^e \mathbb{A})^{(1)},$$

where $(\mathbb{A}/P \mathbb{A})^*$ is a cyclic group of order $|P| - 1$, and $(\mathbb{A}/P^e \mathbb{A})^{(1)}$ is a $p$-group of order $|P|^{e-1}$.

For any non-zero polynomial $f \in \mathbb{A}$, let $\Phi(f) = |(\mathbb{A}/f \mathbb{A})^*|$, which is the so-called Euler totient function of $\mathbb{A}$.

Lemma 2.3. For any non-zero polynomial $f \in \mathbb{A}$, we have

$$\Phi(f) = |f| \prod_{P|f} (1 - 1/|P|),$$

where the product runs through all the prime divisors of $f$.

Let $P \in \mathbb{A}$ be an irreducible polynomial. When $q$ is odd, given a non-zero polynomial $g \in \mathbb{A}$ with $\gcd(g, P) = 1$, as usual we define the Legendre symbol $(\frac{g}{P}) = \pm 1$ such that

$$\left( \frac{g}{P} \right) \equiv g^{\frac{|P| - 1}{2}} \pmod{P}.$$

Let $f \in \mathbb{A}$ be a non-constant polynomial with the prime factorization as in (2.1). Given a non-zero polynomial $g \in \mathbb{A}$ with $\gcd(g, f) = 1$, the Kronecker symbol $(\frac{g}{f}) = \pm 1$ is defined as

$$\left( \frac{g}{f} \right) = \prod_{j=1}^{t} \left( \frac{g}{P_j} \right)^{e_j}.$$

As usual, for two non-zero polynomials $g_1, g_2 \in \mathbb{A}$ with $\gcd(g_1 g_2, f) = 1$, we have

$$\left( \frac{g_1 g_2}{f} \right) = \left( \frac{g_1}{f} \right) \left( \frac{g_2}{f} \right).$$

Lemma 2.4 (The reciprocity law). Let $f, g \in \mathbb{A}$ be relatively prime non-zero polynomials. Assume that $q$ is odd, and both $f$ and $g$ are monic. Then, we have

$$\left( \frac{g}{f} \right) = (-1)^{\frac{\deg f \deg g}{2}} \left( \frac{f}{g} \right).$$

The following lemma is essentially a special case of a result due to Artin [1, Section 18, Equation (10)].
Lemma 2.5. Assume that $q$ is odd. Let $P \in \mathbb{A}$ be a prime polynomial of odd degree. Denote by $h(-P)$ the class number of the quadratic function field $\mathbb{F}_q(X, \sqrt{-P})$. Then, we have

$$h(-P) = \sum_{g \text{ monic}}_{0 \leq \deg g < \deg P} \left( \frac{g}{P} \right).$$

Proof. Following Artin [1] the quadratic function field $\mathbb{F}_q(X, \sqrt{-P})$ is imaginary (see also [11, Proposition 14.6] and the discussions therein). So, using [1, Section 18, Equation (10)] and [1, Section 17, Equation (4)] directly (alternatively, applying arguments similar to those in the proof of [11, Theorem 16.8]), we obtain

$$h(-P) = \sum_{g \text{ monic}}_{0 \leq \deg g < \deg P} \left( \frac{-P}{g} \right).$$

Here one should note that since $-P$ can be viewed as a monic polynomial with respect to $-X$, we can apply the results in [1].

For each summation term in the above formula, using the reciprocity law (Lemma 2.4) and noticing that $\deg P$ is odd, we deduce that

$$\left( \frac{-P}{g} \right) = (-1)^{(q-1)/2} \left( \frac{P}{g} \right) = \left( \frac{g}{P} \right),$$

which implies the desired result. \square

Finally, we reproduce a useful result due to Miller [9, Section 1], which can yield a simple proof of (1.2).

Lemma 2.6. Let $A$ be an abelian group. Then, the product $\prod_{a \in A} a$ is the identity element if $A$ either has no element of order two or has more than one element of order two, otherwise the product is equal to the element of order two.

3. Congruence formulas

In this section, our main objective is to generalize (1.2) to $G(f)$ by following the approach in [9]. One can see that we have two quite different cases depending on the characteristic of $\mathbb{A}$ (that is, $p$).

We first remark that it is known that for any irreducible polynomial $P \in \mathbb{A}$, we have (for instance see [11, Chapter 1, Corollary 2])

$$G(P) \equiv -1 \pmod{P},$$
which is an analogue of (1.1). Besides, it is easy to see that if non-zero $f \in \mathbb{A}$ is reducible and square-free, then we have
\[
\prod_{\substack{g \in \mathbb{A} \\ 0 \leq \deg g < \deg f}} g \equiv 0 \pmod{f}.
\]

**Theorem 3.1.** Assume that $p$ is odd. Then, for any polynomial $f \in \mathbb{A}$ of degree $\deg f \geq 1$, we have
\[
G(f) \equiv \begin{cases} 
-1 & \text{if } f \text{ has only one prime divisor,} \\
1 & \text{otherwise.}
\end{cases}
\]

**Proof.** Note that $p$ is odd. Then, for any irreducible polynomial $P \in \mathbb{A}$ and integer $e \geq 1$, by Lemma 2.2 the group $(\mathbb{A}/P^e\mathbb{A})^*$ has only one element of order two (that is, $-1$). So, applying Lemma 2.1, it is easy to see that the abelian group $(\mathbb{A}/f\mathbb{A})^*$ has only one element of order two if and only if $f$ has only one prime divisor. Then, the desired result now follows from Lemma 2.6. \qed

**Theorem 3.2.** Assume that $p = 2$. For any polynomial $f \in \mathbb{A}$ of degree $\deg f \geq 1$ with the prime factorization as in (2.1), we have
\[
G(f) \equiv \begin{cases} 
f/P_1 + 1 & \text{if } q = 2, \deg P_1 = 1, 2 \leq e_1 \leq 3, \text{ and all the other exponents } e_j = 1 \text{ if they exist,} \\
1 & \text{otherwise.}
\end{cases}
\]

**Proof.** We first remark that $-1$ is not an element of order two, because $p = 2$. We also note that for any irreducible polynomial $P \in \mathbb{A}$, the order of $(\mathbb{A}/P\mathbb{A})^*$ is an odd number, and thus the group $(\mathbb{A}/P\mathbb{A})^*$ has no element of order two.

Let $P \in \mathbb{A}$ be an irreducible polynomial, and $e$ a positive integer. If $h$ is an element of order two of $(\mathbb{A}/P^e\mathbb{A})^*$, then $P^e \mid (h + 1)^2$. So, it is easy to see that when $e$ is even, the set of elements of order two of $(\mathbb{A}/P^e\mathbb{A})^*$ is
\[
\left\{ gP^{e/2} + 1 : g \in \mathbb{A}, 0 \leq \deg g < \frac{e}{2} \deg P \right\},
\]
whose cardinality is $q^{\frac{1}{2} e \deg P} - 1$. Similarly, if $e$ is odd and greater than 1, then the set of elements of order two of $(\mathbb{A}/P^e\mathbb{A})^*$ is
\[
\left\{ gP^{(e+1)/2} + 1 : g \in \mathbb{A}, 0 \leq \deg g < \frac{e - 1}{2} \deg P \right\},
\]
whose cardinality is $q^{\frac{1}{2} (e-1) \deg P} - 1$. Thus, $(\mathbb{A}/P^e\mathbb{A})^*$ has only one element of order two if and only if $\deg P = 1, 2 \leq e \leq 3$, and $q = 2$. 


Hence, the desired result follows by using Lemma 2.1 and Lemma 2.6, and noticing that \( f/P_1 + 1 \) is indeed an element of order two of \((A/fA)^*\) if \( e_1 \geq 2 \).

Furthermore, we can get a congruence identity for \( G(n, f) \) when \( n \geq \deg f \). This can also be viewed as an analogue of (1.2).

**Theorem 3.3.** For any polynomial \( f \in \mathbb{A} \) of degree \( \deg f \geq 1 \), if the integer \( n \) satisfies \( n \geq \deg f \), we have

\[
G(n, f) \equiv \begin{cases} 
-1 \pmod{f} & \text{if } p \text{ is odd and } f \text{ has only one prime divisor}, \\
1 \pmod{f} & \text{otherwise}.
\end{cases}
\]

**Proof.** Fix an arbitrary integer \( m \geq \deg f \). For any polynomial \( g \in \mathbb{A} \) with \( \deg g < \deg f \) and \( \gcd(g, f) = 1 \), it is easy to see that the set of polynomials in \( \mathbb{A} \) of degree \( m \) and congruent to \( g \) modulo \( f \) is

\[
\left\{ g + fr : r \in \mathbb{A}, \deg r = m - \deg f \right\},
\]

whose cardinality is \((q-1)q^{m-\deg f}\).

Thus, we obtain

\[
G(n, f) \equiv G(f) \prod_{m=\deg f}^{n} G(f)^{(q-1)q^{m-\deg f}} = G(f)^{\frac{q^n+1-\deg f}{2}} \pmod{f}.
\]

We then conclude the proof by using Theorem 3.1 and Theorem 3.2. \( \square \)

4. **Multiplicative orders**

As mentioned before, when the integer \( n \geq 3 \) is odd and \( N = (n-1)/2 \), Cosgrave and Dilcher have determined the multiplicative order of the Gauss factorial (1.3) modulo \( n \) in [3, Theorem 2]. That is, they only considered half of the positive integers less than \( n \). In this section, assume that \( q \) is odd, then our aim is to get some similar results concerning a special divisor of \( G(f) \). For this divisor, we only consider half of the polynomials of degree less than \( \deg f \) and coprime to \( f \).

For any non-zero \( g \in \mathbb{A} \), we denote by \( \text{sgn}(g) \) the leading coefficient of \( g \), which is called the sign of \( g \). Let \( S \) be a subset of \( \mathbb{F}_q^* \) such that \( |S| = (q-1)/2 \) and for any \( \alpha \in \mathbb{F}_q^* \) if \( \alpha \in S \) then \(-\alpha \not\in S \). Obviously, the set \( S \) has \( 2^{(q-1)/2} \) choices.

Define \( \delta(S) = \prod_{a \in S} a \). Notice that

\[
\delta(S)^2 = (-1)^\frac{q-1}{2} \prod_{a \in \mathbb{F}_q^*} a = (-1)^\frac{q+1}{2}.
\]
So, if \(q \equiv 3 \pmod{4}\), we have \(\delta(S)^2 = 1\), and then \(\delta(S) = \pm 1\).

Note that for any non-zero \(g \in \mathbb{A}\), \(\text{sgn}(g) \in S\) if and only if \(\text{sgn}(-g) \not\in S\). So, for any polynomial \(f \in \mathbb{A}\) of degree \(\deg f \geq 1\), we easily have

\[
G(f) = (-1)^{\Phi(f)/2}G(f, S)^2,
\]

where

\[
G(f, S) = \prod_{\begin{subarray}{c}g \in \mathbb{A}, \text{sgn}(g) \in S \\ 0 \leq \deg g < \deg f \\ \gcd(g, f) = 1 \end{subarray}} g.
\]

Thus, by Theorem 3.1 we obtain

\[
G(f, S)^2 \equiv \begin{cases} 
-(-1)^{\Phi(f)/2} \pmod{f} & \text{if } f \text{ has only one prime divisor,} \\
(-1)^{\Phi(f)/2} \pmod{f} & \text{otherwise.}
\end{cases}
\]

This implies that the multiplicative order of \(G(f, S)\) modulo \(f\) only can possibly be 1, 2 or 4.

Here, we want to determine the multiplicative order of \(G(f, S)\) modulo \(f\), which is denoted by \(\text{ord}_f G(f, S)\). The main result is as follows.

**Theorem 4.1.** Assume that \(q\) is odd, and let \(f \in \mathbb{A}\) be a polynomial having the prime factorization as in (2.1). Then

1. \(\text{ord}_f G(f, S) = 4\) when \(t = 1\), and either \(q \equiv 1 \pmod{4}\) or \(\deg P_1\) is even.
2. \(\text{ord}_f G(f, S) = 2\) when
   - (a) \(t = 1, q \equiv 3 \pmod{4}, \deg P_1\) is odd, \(\delta(S) = 1\), and \(e_1 + \frac{1}{2}(h(-P_1) - 3) \equiv 1 \pmod{2}\), or
   - (b) \(t = 1, q \equiv 3 \pmod{4}, \deg P_1\) is odd, \(\delta(S) = -1\), and \(e_1 + \frac{1}{2}(h(-P_1) - 3) \equiv 0 \pmod{2}\), or
   - (c) \(t = 2, q \equiv 1 \pmod{4}\), and \(P_1\) is not a quadratic residue modulo \(P_2\), or
   - (d) \(t = 2, q \equiv 3 \pmod{4}\), both \(\deg P_1\) and \(\deg P_2\) are even, and \(P_1\) is not a quadratic residue modulo \(P_2\), or
   - (e) \(t = 2, q \equiv 3 \pmod{4}\), and either \(\deg P_1\) or \(\deg P_2\) is odd;
3. \(\text{ord}_f G(f, S) = 1\) in all other cases.

From Theorem 4.1 one can see that for many cases \(\text{ord}_f G(f, S)\) is independent of the choice of \(S\). Especially some results are related to the class numbers of function fields. Actually, we do more in the paper: the value of \(G(f, S)\) modulo \(f\) is either explicitly given or easily computable.

Before proving Theorem 4.1, we illustrate an example to confirm some results in Theorem 4.1 by using the computer algebra system PARI/GP [12]. Choose \(q = 3\) and \(P = X^3 + 2X + 2\), then by Lemma
2.5 we have \( h(-P) = 7 \). If furthermore we choose \( S = \{1\} \), we have \( \delta(S) = 1 \) and \( G(P, S) = -1 \), and thus \( \text{ord}_P G(P, S) = 2 \), which is compatible with Theorem 4.1 (2); otherwise if we choose \( S = \{-1\} \), we get \( \text{ord}_P G(P, S) = 1 \), which is also consistent with Theorem 4.1 (3).

In the following, we divide the proof of Theorem 4.1 into several cases.

4.1. One prime divisor. We continue the general discussion about \( G(f, S) \).

Suppose that \( f \) has the prime factorization as in (2.1). Then, by Lemma 2.3 we get

\[
\Phi(f) = \prod_{i=1}^{t} q^{(e_i - 1) \deg P_i} (q^{\deg P_i} - 1).
\]

Note that \( q \) is odd, so

\[
(-1)^{\frac{1}{2} \Phi(f)} = (-1)^{\frac{1}{2} \prod_{i=1}^{t} (q^{\deg P_i} - 1)}.
\]

If \( t \geq 2 \), that is, \( f \) has at least two distinct prime divisors, then we have \( (-1)^{\frac{1}{2} \Phi(f)} = 1 \), and thus

\[
G(f, S)^2 \equiv 1 \pmod{f}.
\]

Now assume that \( t = 1 \), that is, \( f \) has only one prime divisor \( P_1 \). Then it is easy to see that

\[
G(f, S)^2 \equiv \begin{cases} 
-1 & \text{if } q \equiv 1 \pmod{4}, \text{ or } \deg P_1 \text{ is even,} \\
1 & \text{otherwise.}
\end{cases}
\]

Thus, for any \( f \in \mathbb{A} \) of positive degree and with the prime factorization as in (2.1), we have

\[
G(f, S)^2 \equiv \begin{cases} 
-1 \pmod{f} & \text{if } t = 1, \text{ and either } q \equiv 1 \pmod{4} \text{ or } \deg P_1 \text{ is even,} \\
1 \pmod{f} & \text{otherwise.}
\end{cases}
\]

The above equation immediately gives the following partial result:

**Theorem 4.2.** Assume that \( q \) is odd. If \( f \) has only one prime divisor \( P \), and either \( q \equiv 1 \pmod{4} \) or \( P \) has even degree, then \( \text{ord}_f G(f, S) = 4 \). Otherwise, \( \text{ord}_f G(f, S) = 1 \) or \( 2 \).

For further deductions, we need to get a new expression of \( G(f, S) \). Fix an arbitrary polynomial \( f \in \mathbb{A} \) of degree \( \deg f \geq 1 \). Let \( i_n \) be the
cardinality of the set \{g ∈ A : g monic, \deg g = n, \gcd(g, f) = 1\}. Note that

\[
\sum_{n=0}^{\deg f-1} i_n = \frac{\Phi(f)}{q-1}.
\]

Denote

\[
M(f) = \left( \prod_{g \text{ monic}} \prod_{\deg g = n, \gcd(g, f) = 1} g \right)^{(q-1)/2},
\]

which is also a polynomial in \(A\). Now, we deduce that

\[
G(f, S) = \prod_{a \in S} \left( \prod_{\deg g = n, \gcd(g, f) = 1} g \right)^{\Phi(f)/q-1} \prod_{0 \leq \deg g < \deg f, \gcd(g, f) = 1} g^{\frac{q-1}{2}}
\]

\[= \delta(S)^{\frac{\Phi(f)}{q-1}} M(f).\]

So, our problem is reduced to studying \(M(f)\) modulo \(f\).

By definition we also rewrite

\[
G(f) = \prod_{0 \leq \deg g < \deg f, \gcd(g, f) = 1} g = \prod_{\deg g = n, \gcd(g, f) = 1} \left( \prod_{\deg g = n} g \right)^{\frac{\Phi(f)}{q-1}} \prod_{0 \leq \deg g < \deg f, \gcd(g, f) = 1} g^{\frac{q-1}{2}}
\]

\[= (-1)^{\frac{\Phi(f)}{q-1}} M(f)^2.\]

Now assume that \(f\) has the prime factorization as in (2.1). So, using Theorem 3.1 we obtain

\[
M(f)^2 \equiv \begin{cases} -1 \pmod{f} & \text{if } t = 1 \text{ and } \deg P_1 \text{ is even}, \\ 1 \pmod{f} & \text{otherwise}. \end{cases}
\]

We first handle \(M(f)\) in the case when \(f\) is irreducible.

**Lemma 4.3.** Assume that \(q \equiv 3 \pmod{4}\). If \(f \in \mathbb{A}\) is an irreducible polynomial of odd degree with the form \(f = aP\), where \(a \in \mathbb{F}_q^*\) and
$P \in A$ is a prime polynomial, then

$$M(f) \equiv (-1)^{\frac{1}{2}(h(-P) - 1)} \pmod{P}.$$  

**Proof.** We apply similar arguments as in [10]. By definition, we directly have $M(f) = M(P)$. So, it is equivalent to determine the value of $M(P)$ modulo $P$ (or equivalently modulo $f$).

Put $d = \deg P$. We first make some preparations. Let $N$ (resp. $R$) be the number of monic polynomials in $A$ of degree less than $d$ which are quadratic non-residues (resp. quadratic residues) modulo $P$. So,

$$N + R = 1 + q + \cdots + q^{d-1},$$

which, together with Lemma 2.5, implies that

$$N = \frac{1}{2} \left(1 + q + \cdots + q^{d-1} - h(-P)\right).$$

Note that $q \equiv 3 \pmod{4}$ and $d$ is odd, so we have

$$1 + q + \cdots + q^{d-1} \equiv 1 \pmod{4}.$$  

Thus, we get

(4.5) $$N \equiv \frac{1}{2} \left(h(-P) - 1\right) \pmod{2}.$$  

Given a non-zero polynomial $g$ which is a quadratic residue modulo $P$, $bg$ is also a quadratic residue for any square element $b \in \mathbb{F}_q^*$ (equivalently, $b$ is a quadratic residue modulo $P$), and

$$\prod_{b \in \mathbb{F}_q^*, \left(\frac{b}{P}\right) = 1} bg = g^{(q-1)/2}.$$  

Besides, note that for any non-zero polynomial $g \in A$, we can write $g = cg_0$ for some $c \in \mathbb{F}_q^*$ and monic polynomial $g_0 \in A$. Then, noticing $q \equiv 3 \pmod{4}$, we get

$$g^{(q-1)/2} = \pm g_0^{(q-1)/2} = (\pm g_0)^{(q-1)/2}.$$  

Based on the above observations and the fact that $-1$ is not a quadratic residue modulo $P$ and is the unique element of order two in $(A/P\mathbb{A})^*$, we deduce that

(4.6) $$1 = \prod_{0 \leq \deg g < d} g = \prod_{0 \leq \deg g < d \atop \left(\frac{g}{P}\right) = 1} g^{(q-1)/2},$$  

where we also use the simple fact that the inverse of a quadratic residue is also a quadratic residue (modulo $P$).
Using (4.6), we obtain

\[
M(P) = \left( \prod_{g \text{ monic}, \ (\frac{g}{d}) = 1} g \prod_{0 \leq \deg g < d} g \right)^{(q-1)/2} = (-1)^N \prod_{g \text{ monic}, \ (\frac{g}{d}) = 1} g^{(q-1)/2} \prod_{0 \leq \deg g < d} (-g)^{(q-1)/2} = (-1)^N \prod_{0 \leq \deg g < d} g^{(q-1)/2} \equiv (-1)^N \ (\text{mod } P).
\]

Now, the desired result follows from (4.5). \[\Box\]

In the following, we extend the result in Lemma 4.3 to the case when \(f\) is a power of some prime polynomial up to a constant. Actually, we can obtain a more general form.

**Lemma 4.4.** If \(f \in \mathbb{A}\) is a polynomial of the form \(f = aP^e\), where \(a \in \mathbb{F}_q^*\), \(P \in \mathbb{A}\) is a prime polynomial and \(e\) is a positive integer, then

\[
M(f) \equiv (-1)^{\frac{(e-1)(q-1)}{2} \deg P} M(P) \pmod{P}.
\]

**Proof.** Put \(d = \deg P\). Note that for any non-zero polynomial \(g \in \mathbb{A}\) of degree \(\deg g < \deg f = de\), by the Euclidean division we can write

\[
g = g_1P + g_2 \quad \text{for some } g_1, g_2 \in \mathbb{A},
\]

where \(g_1\) and \(g_2\) satisfy \(\deg g_1 < d(e - 1)\) and \(g_2 = 0\) or \(0 \leq \deg g_2 < d\).

Then by definition, we have

\[
M(f) = \left( Q_0Q_1 \right)^{(q-1)/2},
\]

where

\[
Q_0 = \prod_{g \text{ monic}, \ 0 \leq \deg g < d} g \quad \text{and} \quad Q_1 = \prod_{g_2 \in \mathbb{A}} \prod_{g_1 \text{ monic}} \prod_{0 \leq \deg g_2 < d} (g_1P + g_2).
\]

Now for \(Q_1\), we deduce that

\[
Q_1 \equiv \left( \prod_{g \in \mathbb{A}, \ 0 \leq \deg g < d} g \right)^{\frac{d(e-1)}{q-1}} \pmod{P} \equiv G(P)^{\frac{d(e-1)}{q-1}} \pmod{P} \equiv (-1)^{d(e-1)} \pmod{P},
\]
where we have applied Theorem 3.1. Therefore
\[
M(f) = \left( Q_0 Q_1 \right)^{(q-1)/2} \\
\equiv (-1)^{d(e-1)(q-1)/2} M(P) \pmod{P},
\]
which completes the proof.

We also need a simple but useful result, which is an analogue of [3, Lemma 1]. One can prove it in a straightforward manner; we therefore omit its proof.

**Lemma 4.5.** Suppose that \( q \) is odd. Let \( f, g \in \mathbb{A} \) be two non-constant polynomials. Given an integer \( e \geq 1 \), assume that \( f^2 \equiv 1 \pmod{g^e} \). Then, \( f \equiv \pm 1 \pmod{g^e} \) if and only if \( f \equiv \pm 1 \pmod{g} \), with the signs corresponding to each other.

Now we are ready to get a partial result about the value of \( G(f, S) \) modulo \( f \). We use the product \( \delta(S) \) defined just before (4.1).

**Theorem 4.6.** Assume that \( q \equiv 3 \pmod{4} \). If \( f \in \mathbb{A} \) is a polynomial of the form \( f = aP^e \), where \( a \in \mathbb{F}_q^* \), \( P \in \mathbb{A} \) is a prime polynomial of odd degree and \( e \) is a positive integer, then
\[
G(f, S) \equiv (-1)^{e^2 + \frac{1}{2} (h(-P)-3)} \delta(S) \pmod{f}.
\]

**Proof.** By (4.3), we first note that
\[
G(f, S) = \delta(S)^{\frac{\Phi(f)}{\varphi(f)}} M(f) = \delta(S) M(f),
\]
where we use the fact that \( \delta(S) = \pm 1 \) since \( q \equiv 3 \pmod{4} \). From Lemma 4.4, we have
\[
M(f) \equiv (-1)^{(e-1)(q-1)/2} \deg P M(P) \equiv (-1)^{e-1} M(P) \pmod{P},
\]
which, together with Lemma 4.3, gives
\[
M(f) \equiv (-1)^{e-1 + \frac{1}{2} (h(-P)-1)} \pmod{P}.
\]

Since \( M(f)^2 \equiv 1 \pmod{P^e} \) by (4.4), using Lemma 4.5 we know that \( M(f) \equiv \pm 1 \pmod{P^e} \) if and only if \( M(f) \equiv \pm 1 \pmod{P} \), with the signs corresponding to each other. Thus, by (4.7) we obtain
\[
M(f) \equiv (-1)^{e + \frac{1}{2} (h(-P)-3)} \pmod{P^e}.
\]

Now, the desired result follows. \( \square \)
4.2. Two or more prime divisors. In this section, we deal with the case when \( f \) has more than one prime divisors. We start with a key lemma.

**Lemma 4.7.** If \( f \in \mathbb{A} \) is a polynomial having the prime factorization as in (2.1), then

\[
M(f) \equiv \begin{cases} 
(\frac{-1}{2})^{\deg_P^2 - \Phi(P_{e_1})} \quad \text{if } t = 2, \\
\frac{\Phi(P_{e_1}^2 P_{e_2}^2 \cdots P_{e_t}^2)}{2} \quad \text{if } t \geq 3.
\end{cases}
\]

**Proof.** Put \( \tilde{f} = P_{e_1}^{e_2} \cdots P_{e_t}^{e_t-1}, d_t = \deg P_t \). Note that for any non-zero polynomial \( g \in \mathbb{A} \) of degree \( \deg g < \deg f \), by the Euclidean division we can write

\[
g = g_1 \tilde{f} + g_2 \quad \text{for some } g_1, g_2 \in \mathbb{A},
\]

where \( g_1 \) and \( g_2 \) satisfy \( \deg g_1 < d_t e_t \) and \( g_2 = 0 \) or \( 0 \leq \deg g_2 < \deg \tilde{f} \).

Then by definition, we have

\[
M(f) = (Q_0 Q_1)^{(q-1)/2},
\]

where

\[
Q_0 = \prod_{\substack{g_2 \text{ monic} \\
0 \leq \deg g_2 < \deg \tilde{f} \text{ gcd}(g_2, f) = 1}} g_2 \quad \text{and} \quad Q_1 = \prod_{\substack{g_2 \in \mathbb{A} \\
0 \leq \deg g_2 < \deg \tilde{f} \text{ gcd}(g_2, f) = 1}} \prod_{\substack{g_1 \text{ monic} \\
0 \leq \deg g_1 < d_t e_t \text{ gcd}(g_1, \tilde{f}) = 1}} (g_1 \tilde{f} + g_2).
\]

Now, we define

\[
\overline{Q}_0 = \prod_{\substack{g_2 \text{ monic} \\
0 \leq \deg g_2 < \deg \tilde{f} \text{ gcd}(g_2, \tilde{f}) = 1}} g_2 \quad \text{and} \quad \overline{Q}_1 = \prod_{\substack{g_2 \in \mathbb{A} \\
0 \leq \deg g_2 < \deg \tilde{f} \text{ gcd}(g_2, \tilde{f}) = 1}} \prod_{\substack{g_1 \text{ monic} \\
0 \leq \deg g_1 < d_t e_t \text{ gcd}(g_1, \tilde{f}) = 1}} (g_1 \tilde{f} + g_2),
\]

and obtain

\[
\overline{Q}_1 \equiv \left( \prod_{\substack{g_2 \in \mathbb{A} \\
0 \leq \deg g_2 < \deg \tilde{f} \text{ gcd}(g_2, \tilde{f}) = 1}} g_2 \right)^{\frac{\Phi(P_{e_t}) - 1}{q-1}} \quad \text{(mod } \tilde{f})
\]

\[
\equiv G(\tilde{f})^{\frac{\Phi(P_{e_t}) - 1}{q-1}} \quad \text{(mod } \tilde{f}).
\]

For relating \( Q_j \) to \( \overline{Q}_j \), we multiply all relevant multiples of \( P_t \) back to \( Q_0 \) and \( Q_1 \). More precisely, on the right-hand side of (4.9) we multiply
numerator and denominator by
\[
\left( \prod_{\substack{g \text{ monic} \\deg g < \deg \tilde{f} \\gcd(g, \tilde{f}) = 1}} g P_t \right)^{\frac{q-1}{2}},
\]
which is equal to
\[
\left( \prod_{\substack{g \text{ monic} \\deg g < \deg \tilde{f} \\gcd(g, \tilde{f}) = 1}} g P_t \right)^{\frac{q-1}{2}} \left( \prod_{\substack{g_2 \in A \\deg g_2 < \deg \tilde{f} \\gcd(g_2, \tilde{f}) = 1}} (g_1 \tilde{f} + g_2) P_t \right)^{\frac{q-1}{2}}
\]
\[
\equiv M(\tilde{f}) P_t^{\frac{\Phi(\tilde{f})}{2}} \left( \prod_{\substack{g_2 \in A \\deg g_2 < \deg \tilde{f} \\gcd(g_2, \tilde{f}) = 1}} (g_2 P_t)^{\frac{d_t (e_t - 1)}{2} - 1} \right)^{\frac{q-1}{2}} \pmod{\tilde{f}}
\]
\[
\equiv M(\tilde{f}) P_t^{\frac{\Phi(\tilde{f})}{2}} G(\tilde{f})^{\frac{d_t (e_t - 1)}{2} - 1} \pmod{\tilde{f}}.
\]
Hence, from the above discussions, we deduce that
\[
M(f) \equiv \frac{(\overline{Q_0} \cdot Q_1)^{\frac{q-1}{2}}}{M(\tilde{f}) P_t^{\frac{\Phi(\tilde{f})}{2}} G(\tilde{f})^{\frac{d_t (e_t - 1)}{2} - 1}} \pmod{\tilde{f}}
\]
\[
\equiv \frac{M(\tilde{f}) \cdot G(\tilde{f})^{\frac{d_t (e_t - 1)}{2} - 1}}{M(\tilde{f}) P_t^{\frac{\Phi(\tilde{f})}{2}} G(\tilde{f})^{\frac{d_t (e_t - 1)}{2} - 1}} \pmod{\tilde{f}}
\]
\[
\equiv G(\tilde{f})^{\frac{1}{2} \frac{d_t (e_t - 1)}{2} (q^t - 1)} P_t^{\frac{\Phi(\tilde{f})}{2}} \pmod{\tilde{f}}.
\]
By Theorem 3.1, this completes the proof. \(\square\)

Now, we first address the case when \(f\) has exactly two prime divisors.

**Theorem 4.8.** Assume that \(q\) is odd, and \(f \in A\) is a polynomial having the prime factorization as in (2.1) with \(t = 2\). Then, if one of the following two conditions holds:

1. \(q \equiv 1 \pmod{4}\),
2. \(q \equiv 3 \pmod{4}\) and both \(\deg P_1\) and \(\deg P_2\) are even,

we have
\[
G(f, S) \equiv \left( \frac{P_1}{P_2} \right)^{\frac{1}{2}} \pmod{f};
\]
otherwise, we have
\[ G(f, S) \not\equiv \pm 1 \pmod{f}. \]

**Proof.** First, since \( q \) is odd and \( t = 2 \), by (4.1) and (4.3) we have
\[ G(f, S) = \delta(S) \frac{\Phi(f)}{q-1} M(f) = M(f). \]

Put \( d_j = \deg P_j, j = 1, 2 \). By Lemma 4.7, we have
\[ M(f) \equiv (-1)^{\frac{(q-1)d_j}{2}} P_2^{-\frac{\Phi(P_j^{e_j})}{2}} \pmod{P_1} \]
\[ \equiv (-1)^{\frac{(q-1)d_2}{2}} \left( \frac{P_2}{P_1} \right)^{-1} \pmod{P_1} \]
\[ \equiv (-1)^{\frac{(q-1)d_2}{2}} \left( \frac{P_2}{P_1} \right) \pmod{P_1}. \]

From (4.4), we know that \( M(f)^2 \equiv 1 \pmod{P_1^{e_1}} \). So, applying Lemma 4.5 we get
\[ M(f) \equiv (-1)^{\frac{(q-1)d_2}{2}} \left( \frac{P_2}{P_1} \right) \pmod{P_1^{e_1}}. \]

By symmetry, we have
\[ M(f) \equiv (-1)^{\frac{(q-1)d_1}{2}} \left( \frac{P_1}{P_2} \right) \pmod{P_1^{e_2}}. \]

Now, assume that either \( q \equiv 1 \pmod{4} \), or \( q \equiv 3 \pmod{4} \) and both \( d_1 \) and \( d_2 \) are even. Then, by the reciprocity law (Lemma 2.4) we obtain
\[ \left( \frac{P_1}{P_2} \right) = \left( \frac{P_2}{P_1} \right), \]
and thus
\[ M(f) \equiv \left( \frac{P_1}{P_2} \right) \pmod{P_1^{e_1}} \text{ and } (mod P_2^{e_2}). \]

Using the Chinese Remainder Theorem, we get
\[ M(f) \equiv \left( \frac{P_1}{P_2} \right) \pmod{f}. \]

So, by (4.10) we have
\[ G(f, S) \equiv \left( \frac{P_1}{P_2} \right) \pmod{f}. \]

In all other cases, one can similarly see that the product of the right-hand sides of (4.11) and (4.12) is equal to \(-1\). Hence, applying again the Chinese Remainder Theorem, we can conclude the proof. \( \square \)
Finally, the case when $f$ has more than two prime divisors is much easier.

**Theorem 4.9.** Assume that $q$ is odd. If $f \in \mathbb{A}$ is a polynomial having the prime factorization as in (2.1) with $t \geq 3$, then we have

$$G(f, S) \equiv 1 \pmod{f}.$$  

**Proof.** By Lemma 4.7, we have

$$M(f) \equiv P_t^{\phi\left(p_1^{e_1}p_2^{e_2}\cdots p_{t-1}^{e_{t-1}}\right)} \pmod{P_1}$$

$$\equiv \left(\frac{P_1}{P_t}\right)^{-\phi\left(p_2^{e_2}\cdots p_{t-1}^{e_{t-1}}\right)} \pmod{P_1}$$

$$\equiv 1 \pmod{P_1}.$$  

From (4.4), we know that $M(f)^2 \equiv 1 \pmod{P_t^{e_1}}$. So, applying Lemma 4.5 we get

$$M(f) \equiv 1 \pmod{P_t^{e_1}}.$$  

By symmetry, we have

$$M(f) \equiv 1 \pmod{P_j^{e_j}} \quad \text{for} \quad 2 \leq j \leq t.$$  

So, by the Chinese Remainder Theorem we obtain

(4.14) $$M(f) \equiv 1 \pmod{f}.$$  

Noticing $G(f, S) = \delta(S)^{\frac{|S|}{2}}M(f) = M(f)$, we complete the proof. \qed 
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