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Abstract. The hypothesis that living systems can benefit from operating at the vicinity of critical points has gained momentum in recent years. Criticality may confer an optimal balance between too ordered and exceedingly noisy states. Here we present a model, based on information theory and statistical mechanics, illustrating how and why a community of agents aimed at understanding and communicating with each other converges to a globally coherent state in which all individuals are close to an internal critical state, i.e. at the borderline between order and disorder. We study—both analytically and computationally—the circumstances under which criticality is the best possible outcome of the dynamical process, confirming the convergence to critical points under very generic conditions. Finally, we analyze the effect of cooperation (agents trying to enhance not only their fitness, but also that of other individuals) and competition (agents trying to improve their own fitness and to diminish those of competitors) within our setting. The conclusion is that, while competition fosters criticality, cooperation hinders it and can lead to more ordered or more disordered consensual outcomes.
1. Introduction

Empirical evidence is mounting that living systems and communities of them might operate at the vicinity of a critical point [1–12]. Criticality, with its concomitant scale invariance, power laws distributions, and extremely large correlations and response [13, 14] could be a possible source of functional advantages for biological systems [15]. In particular, in the brain—one of the flagships of the criticality hypothesis—it could lead to maximal dynamic ranges, high sensitivity to stimuli, optimal transmission and
storage of information, and very diverse dynamical repertoires [16–21]. Different mechanisms and scenarios have been described in the recent literature to explain how such a critical behavior comes about [22–26]. On the other hand, some authors have argued that apparent criticality could be just an artifact of the attempt to fit overly simplified models to complex and highly heterogeneous systems [27, 28].

In a recent work with a fresh perspective [29], criticality has been shown to emerge in communities of individuals/agents trying to communicate with each other and creating a collective entity. This approach considers a community of individuals equipped with a (genetic, neural, regulation...) network representing the internal configuration of each individual agent. The state of each of such networks is controlled by some parameters that completely determine the steady state probability distribution function of internal configurations. It is assumed that the state of each single agent is defined by such a probability distribution. Each individual of the community tries to mimic, i.e. to infer or ‘understand’, the state of others within a community. With unexpected generality, under this dynamics, the community experiences a drift toward the critical point of the network dynamics, i.e. at the edge between ordered and disordered states.

Remarkably, this emerging criticality entails a large variability among individuals; indeed, in the critical regime, small variations in parameter values are reflected in large state changes. This leads to the somehow surprising conclusion that individuals aiming at understanding each other in the best possible way—thus having the possibility to coordinate their behavior and reactions—end up exhibiting a large variability. Naively, one could have anticipated that such individuals could have converged to an ‘ordered phase’ in which a deterministic and fixed output would be easily predictable or, alternatively, to a ‘disordered phase’ in which they all would be essentially random and alike. However, as shown in [29], such hypothetical solutions turn out to be unstable against fluctuations or noise, and the criticality is the only feasible outcome.

In this paper, we present a variant of the model proposed in [29], which maintains the same phenomenology, but is formulated in a simpler setting. This allows us to characterize quantitatively the dynamics, being able to describe mathematically both the steady state and the transient under different conditions. Using this simpler model, we elucidate how and why criticality comes about and investigate what are the roles of cooperation and competition among agents.

The manuscript is structured as follows: in section 2 we outline the framework introduced in [29] in a simple and concise way. In section 3, we describe a variant of the original model susceptible to mathematical analysis, while in section 4 we study the attractors of such dynamics by employing a mathematical formalism which allows to map a community of interacting agents into an effective Fokker–Planck equation [30]. Finally, in section 5 we study a generalization of the model in which individuals can also cooperate or compete.

2. Mathematical preliminaries

Consider a community of $N$ individuals/agents trying to imitate as much as possible the state of each other. Each of these individuals is characterized by a set
of $M$ internal computing units (i.e. nodes of a network) that, for simplicity, we assume to take binary values. Therefore, the internal state of each single agent is fully characterized by the string $s = (s_1, ..., s_M) \in \{0,1\}^M$. This state changes in time, $s = s(t)$, obeying some dynamical rules leading to a stationary probability distribution $P(s|x)$, where the—$d$-dimensional—variable $x = (x_1, ..., x_d)$ accounts for all the parameters modulating the dynamics (where $d$ is the dimension of the parameter space), as for instance the strength of couplings between network nodes. Each individual agent (i.e. its internal state) is completely determined by the value of $x$ and, for simplicity, all individuals are assumed to be identical and to obey the same internal dynamical rules except, possibly, for the specific values of their internal parameters. In other words, each agent is characterized by its coordinates in a common parameter space.

Let us emphasize that the framework introduced here consists in a rather sketched idealization of specific biological systems, which aims at generality rather than specificity. However, to provide the reader with some intuition, one could think of a community of bacteria in which individuals are sensitive and responsive to others, and they reconfigure their internal state (as described for instance by their gene regulatory networks, with intricate feedback mechanism between signals and gene state switches) in order to behave similarly to others. This may be relevant in a variety of processes that require of (or benefit from) a collective response at the community level. The main goal of this work is to underline the non-trivial attractors that could emerge out of this type of ‘imitation’ game at its relationship with criticality. Certainly, our framework should be carefully adapted to describe specific biological problems.

Before proceeding—and for the sake of self-consistency—we briefly recall two basic concepts of information theory: the Kullback–Leibler divergence and the Fisher information. Readers familiar with these concepts can safely skip the following two paragraphs.

The Kullback–Leibler (KL) divergence allows for quantifying the difference between two probability distributions. For instance, given the parameter sets $x$ and $y$ characterizing two probability distribution functions, the KL divergence from the second distribution to the first is defined as:

$$D(x, y) = D(P(\cdot|x), P(\cdot|y)) = \left\langle \log \frac{P(\cdot|x)}{P(\cdot|y)} \right\rangle_x,$$

where the average $\langle \cdot \rangle_x$ is taken over $P(\cdot|x)$. In short, equation (1) measures the deficit of information when $P(s|y)$ is used to approximate $P(s|x)$ [31]. Importantly, the KL divergence constitutes a pseudo-distance, as it does not obey the triangle inequality, and is not symmetric as in general $D(x, y) \neq D(y, x)$, except in the case in which both distribution are identical (in which case the divergence vanishes).

The Fisher information (FI) is a measure of how distinguishable is a (finite) dataset extracted from a probability distribution from another one obtained with slightly different parameter values. For example, there could be a region in $x$ space in which $P(s|x)$ are mostly invariant as we change $x$, while in another regions the distribution could be highly sensitive to parameter changes. The FI is defined as [27, 31]:

\[ \text{FI} = \frac{1}{2} \sum_{ij} \left( \frac{\partial^2 \log P(s|x)}{\partial x_i \partial x_j} \right)^2. \]
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\[ \chi_{\alpha \beta}(x) = \left. \frac{\partial \log P(\cdot|\cdot) \partial \log P(\cdot|\cdot)}{\partial x_\alpha \partial x_\beta} \right|_{x}, \]

for \( \alpha, \beta = 1, \ldots, d \). The determinant \( \text{det}(\chi(x)) \) is a measure of the density of distinguishable distributions in parametric space (as a function of \( x \)) [27, 32]. In particular, if \( \text{det}(\chi(x)) \) peaks at \( x^* \), this corresponds to a region in the space of parameters \( x \) in which distributions are highly sensitive to changes of the parameters. Thus, it is not surprising that the FI exhibits a peak at critical points [27].

To illustrate these concepts, without loss of generality, we can parametrize the internal probability distribution of agents as:

\[ P(s|x) = \frac{\exp(-x \cdot \phi(s))}{\sum_d \exp(-x \cdot \phi(s'))} \]

where \( \phi = (\phi_1, \ldots, \phi_d) \) are the so-called ‘observable’ functions (i.e. functions of the internal configuration) and \( x \cdot \phi = \sum_{\alpha=1}^d x_\alpha \phi_\alpha \). If, in particular, \( \phi_i(s) = \sum_{\alpha=1}^M s_i \delta_{ij} / M \), the internal state of each agent corresponds to a mean-field Ising model at some temperature [13]. For such a parametrization, equation (3), the FI is \( \chi_{\alpha \beta}(x) = \left. -\partial \langle \phi_\alpha \phi_\beta \rangle / \partial x_j = \langle \phi_\alpha \phi_\beta \rangle \right|_x - \langle \phi_\alpha \rangle \langle \phi_\beta \rangle \right|_x \), which corresponds to the generalized susceptibility, that is well-known to diverge at critical points. Consequently, in terms of information theory, most distinguishable patterns are concentrated around the critical point [27].

In what follows, we mainly work with two different parametrizations. The simplest one corresponds to the (zero-field) Ising mean-field model [13]:

\[ P(s|x_1) \propto \exp \left( x_1 \sum_{i<j}^M s_i s_j / M \right), \]

which has the advantage of having just only one free parameter \( x = x_1 \) (usually interpreted as the inverse temperature) and has a FI peaked at \( x_1^* \approx 1 \), which diverges at \( x_1^* = 1 \) in the (thermodynamic) limit, \( M \to \infty \). Similarly, we also consider the mean-field Ising model with an external field (which has two parameters):

\[ P(s|x_1, x_2) \propto \exp \left( x_1 \sum_{i<j}^M s_i s_j / M + x_2 \sum_{i=1}^M s_i \right), \]

which has a FI that diverges as \( M \to \infty \) at \( (x_1 \geq 1, x_2 = 0) \). This corresponds to (i) a line of first order phase transitions for \( x_2 = 0 \) and \( x_1 \geq 1 \) and (ii) a second order phase transition at \( x_2 = 0 \) and \( x_1 = 1 \). As it will become clear in what follows, we are more interested in the second case as, for any finite system size \( M \), the maximum of the determinant of the FI is closer to \( x^* = (1, 0) \) (i.e. the critical point of the second-order phase transition) than to any other point along the discontinuous phase transition line. We use the notation \( x^c \) for the critical point—defined in the thermodynamic limit \( M \to \infty \)—while \( x^c(M) \) is used for the maximum of \( \text{det}(\chi(x)) \) in parameter space for any given size \( M \).
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3. Model

We introduce a model, which is identical in spirit to the co-evolutionary model in [29] but which, in contrast, enables for analytical understanding. Here we discuss both the original and the modified models, stressing their similitudes and differences. Both models consist of a community of $N$ individuals aiming at having an internal state/distribution as similar as possible to the others—i.e. aiming at optimizing the information they have from the rest of the community, i.e. at minimizing its information deficit (see figure 1). In both cases, individual agents are characterized by an internal state (probability distribution function) parametrized as described in the previous section. All individuals are identical in principle, but they may differ in their parameter values.

3.1. Original co-evolutionary model

In the original model (see ‘coevolutionary model’ in [29]) the dynamics proceeded by randomly selecting at each time step a pair of agents; given that the KL divergence is not symmetric, one of the two agents has a larger ‘fitness’ (i.e. it infers better the state of the other than the other way around) and thus, as a consequence of this informational advantage, it has a larger probability of generating progeny. Reversely, the less
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fit agent is more likely to die and be removed from the community, while the fittest one generates an offspring that inherits its parameter values—with some small variability—from it. This dynamical process is iterated in time, defining in this way a genetic algorithm. After sufficiently long time the stable output of this dynamics turned out to be that the community of agents evolved to have intrinsic parameters located around the corresponding critical point.

Results in [29] were mostly computational, even if some heuristic understanding was also provided. Analytical progress was hindered by the intrinsic difficulty of dealing mathematically with the genetic algorithm as defined above. For this reason, our first goal in this paper is to construct a version of the original model that, while leaving intact the main phenomenology allows for analytical treatment.

3.2. Novel adaptive model

With this motivation, we propose to analyze a slightly different model. This is not an evolutionary one, in the sense that agents do not die nor reproduce. Instead it is an adaptive one in which agents slightly change their parameters trying to enhance their fitness. Thus, we model each agent $i$ by its position in parameter space $\mathbf{x}^i$; it experiences an adaptive force which is a function of its information-deficit respect to the other agents, plus some stochastic noise and that can be written as the derivative of some (pseudo)potential, $V$. In particular, the adaptive model is defined by means of the set of Langevin equations

$$\dot{\mathbf{x}}^i = \frac{1}{N} \sum_{j=1}^{N} \mathbf{F}(\mathbf{x}^i, \mathbf{x}^j) + \sqrt{2T} \eta^i(t),$$

(6)

for $i = 1, \ldots, N$, where

$$\mathbf{F}(\mathbf{x}^i, \mathbf{x}^j) = -\nabla_{\mathbf{x}} V(D(\mathbf{x}^i, \mathbf{x}^j))$$

(7)

is the force that an individual agent $j$ produces on an agent $i$, which depends solely on the KL divergence from the second to the first. The first term in the rhs of equation (6) is the averaged force acting upon agent $i$, which points in the direction of the potential gradient. Observe that, in the most general case, $V$ is a pseudo-potential and not a true potential, because, owing to the asymmetry of the KL divergence, $D$, the forces in equation (6) do not obey the potentiality (Schwarz) condition. Still, even in such cases, the force can be defined as the derivative of such a pseudo-potential. The second term in equation (6) represents a thermal noise—which is an ineluctably present ingredient of any biological process—and that as we will see plays an important role in the dynamical process (getting rid of unstable solutions). In particular, $\sqrt{2T}$ modulates the noise amplitude, and $\eta^i$ is a white noise with $\langle \eta^i_\alpha(t) \rangle = 0$ and $\langle \eta^i_\alpha(t) \eta^j_\beta(t') \rangle = \delta_{\alpha\beta} \delta(t-t')$ ($i, j = 1, \ldots, N$, and $\alpha, \beta = 1, \ldots, d$).

To complete the model definition we still need to specify the functional form of the pseudo-potential $V(D(\mathbf{x}^i, \mathbf{x}^j))$. The main constraint we need to impose is that $V$ has to increase monotonically with $D$ (i.e. $V(D) \geq 0 \ \forall \ D \geq 0$) in order to guarantee that the dynamical process, which converges to minima of $V$, leads also to minimal values of the KL divergence. In this way, at each time step, each agent $i$ changes its parameter,
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x′, in the direction of the gradient of the averaged V, with some added stochasticity. Here—for reasons explained in detail in appendix A—we restrict our analysis to the case of a convex potential V′′(D) > 0. Having specified the shape of V and thus the full model, the question is: where does the community evolve to as a consequence of this information-based dynamics? In the next section we derive a mathematical approach to compute the attractors of the dynamics in the space of parameters x for different choices of the (pseudo)potential V(D).

4. Analytical and computational results

4.1. Community dynamics

We are interested in the evolution of the distribution of agents in parameter space, defined as:

\[ \rho(x, t) = \frac{1}{N} \sum_{i=1}^{N} \delta(x′(t) - x). \]  

(8)

Luckily enough, there exists an analytical method to map a set of particle-like agents (interacting among themselves by means of Langevin dynamics) into an equation for the probability distribution of their positions in the space in which they move. Such a method was proposed by Dean in [30] (an earlier reference to this equation can be found in the work of Kawasaki [33]), and it allows us to derive an equation for \( \partial_t \rho(x, t) \) from equation (6). This calculation can be simply understood as the change of variables \( \{x^n\} \rightarrow \rho \) using the Ito’s calculus (see appendix B or [30] for the explicit derivation), leading to the following equation for the probability distribution:

\[ \partial_t \rho(x, t) = -\nabla_x \cdot \left( \rho(x, t) \int dy \rho(y, t) F(y, x) \right) + T \nabla^2_x \rho(x, t) + \sqrt{\frac{2T}{N}} \nabla_x \cdot \left( \sqrt{\rho(x, t)} \xi(x, t) \right) \]

(9)

where \( \xi(x, t) \) is a new Gaussian noise with zero mean and correlation \( \langle \xi_{\alpha}(x, t) \xi_{\beta}(y, t') \rangle = \delta_{\alpha,\beta} \delta(x - y) \delta(t - t') \) (\( \alpha, \beta = 1, ..., d \)), interpreted in the Ito’s sense [34]. Observe that, in the limit \( N \rightarrow \infty \), equation (9) becomes deterministic, and we find an equation for \( \rho(x, t) \), which, roughly speaking, is a sort of non-linear Fokker–Planck equation [34] in which the drift term depends on the distribution \( \rho \) itself.

Observe that equation (9) synthesizes the evolution of the community in a single dynamical equation. Before proceeding, some remarks are in order: (i) the global gradient ensures the conservation of the total probability (no individuals are created or annihilated); (ii) the diffusive term comes from fluctuations in the dynamics (controlled by \( T \)); (iii) at any region where there are no individuals (i.e. where \( \rho = 0 \)), the distribution does not change (both the deterministic and the stochastic terms vanish; i.e. it is an absorbing state/region [35]).

We can infer the shape of \( \rho \) from equation (9); in the case in which the drift force is small (which occurs, for instance, when individuals are very close to each other, as
expected if the dynamics is cohesive), the rhs of equation (9) becomes negligible, and \( \rho \) is expected to look like a Gaussian distribution. Also, for a narrow distribution, we can anticipate that, if we expand the drift term (equation (7)) in Taylor series around the centroid of the community, first order contributions will cancel after integrating in the community (as individuals approach each other, the overall force almost vanishes), and second order terms—controlling concavity/convexity of \( V \)—may play an important role of the dynamics (see appendix A for further details). Anyway, a detailed calculation needs to be performed in order to clarify these questions for each specific case.

Employing equation (9) it is possible to derive a set of deterministic equations for the evolution of its moments for \( N \to \infty \). The mean \( \mu(t) = \int \! d\mathbf{x} \rho(\mathbf{x}, t) \mathbf{x} \) can be obtained multiplying equation (9) by \( \mathbf{x} \) and integrating by parts:

\[
\dot{\mu}_\alpha = \int \! d\mathbf{x} \rho(\mathbf{x}, t) \int \! d\mathbf{y} \rho(\mathbf{y}, t) F_\alpha(\mathbf{y}, \mathbf{x}),
\]

where \( \alpha = 1, \ldots, d \). Similarly for the covariance matrix, defined as \( K_{\alpha \beta}(t) = \int \! d\mathbf{x} \rho(\mathbf{x}, t) (x_\alpha - \mu_\alpha(t))(x_\beta - \mu_\beta(t)) \) (\( \alpha, \beta = 1, \ldots, d \)), we find:

\[
K_{\alpha \beta} = 2 T \delta_{\alpha \beta} + \sum_{\gamma, \epsilon = 1}^d (\delta_{\alpha \gamma} \delta_{\beta \epsilon} + \delta_{\alpha \epsilon} \delta_{\beta \gamma}) \int \! d\mathbf{x} \rho(\mathbf{x}, t)(x_\gamma - \mu_\gamma) \int \! d\mathbf{y} \rho(\mathbf{y}, t) F_\epsilon(\mathbf{y}, \mathbf{x}).
\]

These equations cannot be integrated as the evolution of the mean and covariance matrix still depends on the whole distribution \( \rho \), i.e. they are not a closed set of equations. However, in the next section we derive an approximation allowing us to circumvent this difficulty and characterize the evolution of the community by the mean and covariance matrix of the distribution in parameter space.

### 4.2. Explicit equations for the evolution of the community

Here we develop an approximate scheme giving rise to a closed set of explicit equations for the evolution of the mean and covariance matrix of parameters in the community. To this end, we first expand \( F(\mathbf{y}, \mathbf{x}) \) around \( (\mathbf{y}, \mathbf{x}) = (\mu(t), \mu(t)) \) in equations (10) and (11), and integrate over \( \mathbf{x} \) and \( \mathbf{y} \) (see supplementary material for a detailed derivation (stacks.iop.org/JSTAT/2016/033203/mmedia)); the result is then implicitly given as a function of moments of \( \rho \). This expansion can be truncated at some level of approximation; the first contributing terms are (see supplementary material (stacks.iop.org/JSTAT/2016/033203/mmedia)):

\[
\dot{\mu}_\alpha = \frac{V''(0)}{8} \sum_{\beta, \gamma, \epsilon, \theta = 1}^d (X_{\alpha \beta}(\mu)X_{\gamma \epsilon}(\mu) + X_{\alpha \gamma}(\mu)X_{\beta \epsilon}(\mu))
+ X_{\alpha \epsilon}(\mu)X_{\beta \gamma}(\mu) + X_{\alpha \theta}(\mu)X_{\beta \gamma}(\mu) \left( \frac{K_{\beta \gamma}K_{\epsilon \theta} + K_{\beta \epsilon}K_{\gamma \theta}}{3} \right)
\]

\[
\dot{K}_{\alpha \beta} = 2 T \delta_{\alpha \beta} - V'(0) \sum_{\gamma = 1}^d (X_{\alpha \gamma}(\mu)K_{\beta \gamma} + X_{\beta \gamma}(\mu)K_{\alpha \gamma})
\]
where $\chi_{\alpha\beta}$ is the susceptibility as defined in equation (2), $\chi_{\alpha\beta}(\mu) = \partial_{\alpha} \chi_{\beta}(\mathbf{x})|_{\mathbf{x}=\mu}$, and $K_{\alpha\beta\delta}$ is the 4-th moment of the distribution of parameters, $\rho(\mathbf{x}, t)$. For the case in which $V$ has a local minimum at $D = 0$ (i.e. $V'(0) = 0$, $V''(0) > 0$), the second term in equation (13) vanishes, and one needs to keep further terms in the expansion, obtaining a slightly more complex expression (see appendix C).

Equations (12) and (13) cannot be integrated, as we still need additional equations for the 4th moment $K_{\alpha\beta\delta}$. We circumvent this problem by approximating the 4th moment in terms of the second ones (moment closure). Thus we assume that $\rho$ is approximately Gaussian. To justify this ansatz we can argue that, for small noise variance $T$, individuals stay close to each other. As revealed by equation (12), the effect of the drift is weaker for narrower distributions, and the dynamics is essentially diffusive (at least locally), which leads to a Gaussian distribution. Furthermore, we have corroborated that the results obtained from this approach match well numerical simulations for small values of $T$, while the approximation breaks down for larger values. Therefore, we simply take $K_{\alpha\beta\delta} \simeq K_{\alpha\beta}K_{\delta} + K_{\alpha\gamma}K_{\beta\delta} + K_{\alpha\delta}K_{\beta\gamma}$, obtaining closed equations for the first and second moments. In particular, for the case of just one parameter ($d = 1$) we find:

$$\dot{\mu} = V''(0)\chi(\mu)\partial_{\mu}\chi(\mu)K^2$$  \hspace{1cm} (14)

$$\dot{K} = 2T - 2V'(0)\chi(\mu)K$$  \hspace{1cm} (15)
or a slightly different second equation if $V'(0) = 0$ (appendix C). From this set of equations, we can see that:

- The centroid of the community, $\mu$, follows the direction of the gradient of the FI, and the sign of $V''(0)$ controls the direction in which individuals move: while the community follows the direction which maximizes the FI for $V''(0) > 0$, the opposite occurs for $V''(0) < 0$, i.e. individuals follow the direction which minimizes
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it (see appendix A). If the FI experiences an abrupt change of its shape, this should be translated into an abrupt change of the dynamics (see, for instance, how the community rapidly goes from the transient to the stationary regime in figures 2 and 3).

• The variance of the distribution, $K$, changes owing to two opposite mechanisms: it increases owing to fluctuations (controlled by $T$), while it shrinks as the result of interactions (faster in regions with higher FI). Therefore, if the FI diverges in the thermodynamic limit, all individuals should be concentrated at the critical point.

• In a noiseless scenario ($T = 0$), the variance of the distribution vanishes in the stationary limit, $K(t \to \infty) = 0$ (i.e. all individuals have the same parameter values), and the dynamics can stop before the community has reached the global maximum of the FI. Noise destabilizes these kind of attractors, and the only stable solution is the critical point.

Imposing stationarity in the previous equations, it is straightforward to derive the steady-state distribution, which is centered at the maximum of the FI, $x^*$, and has variance $K^* = \frac{T}{V'(0)\chi(x^*)}$ (see appendix C for the case $V'(0) = 0$). Thus, as $\chi$ diverges for $M \to \infty$, all individuals will locate exactly at the critical point, $x_c$, in the thermodynamic limit, and very close to it for large but finite internal system sizes.

Figure 2 represents the mean and variance of parameters of 10 independent computer simulations of the dynamics (equation (6)), in a community of $N = 100$ individuals with internal parametrization of equation (4), for $V(D) = D^2/2$ (the potential has a minimum at $D = 0$). Solid dark lines represent the numerical integration of our theoretical prediction for $V'(0) = 0$ (see equations (14) and (C.2) in the appendix C). As expected, individuals are attracted towards the maximum of the FI, represented by the solid line at $x^* \simeq 1.19$. Figure 2 illustrates the perfect agreement of the theoretical approach with the numerical integration of the dynamics. Let us remark that deviations stem from the finite number of individuals $N$ in computer simulations. Analogous simulations with $V'(0) > 0$ are shown in appendix A, revealing again an excellent agreement between simulation an theory.

Let us remark that the analytical calculation becomes much more involved for the case of more parameters, $d \geq 2$, but our simulations (see below) confirm that the same phenomenology—i.e. convergence towards criticality—emerges. Figure 3 represents the mean and covariance matrix in time (obtained via numerical integration of equation (6)) for the two-parameter Ising mean-field-like parametrization, equation (5), in a community of $N = 100$ individuals and $V(D) = D^2/2$. Solid dark lines represent the numerical integration of equations (12) and (C.1) (using the Gaussian approximation). An interesting observation is that, as in the one-dimensional case, the community evolves near the critical point of the second-order phase transition (i.e. to the global maximum of the determinant of the FI) rather than along the first-order phase transition line. In this case, the exact attractor (for finite internal system sizes, $M$) cannot be
computed, as the stationary solution of equation (12) becomes harder to solve for $d > 1$. Certainly, for a finite internal system size, $M = 100$, the attractor $\mu(t \to \infty) = (1.35, 0)$ slightly differs from $x^* = \arg \max_\chi \det(\chi(x)) = (1.27, 0)$ for $M = 100$, but both approach to the critical point, $x^* = (1, 0)$, in the thermodynamic limit.

5. Generalization of the model: cooperation and competition

Let us now generalize the dynamics to embrace the following mechanisms, commonly studied in evolutionary game theory [36]:

- **Neutralism**: each individual tends to minimize its information-deficit regardless of others (already analyzed case).
- **Cooperation**: each individual tends to minimize its information-deficit but also, simultaneously, that of all the other individuals in the community.
- **Competition**: each individual tries to minimize its information-deficit, and, at the same time, tries to maximize the information-deficit of the others.

To account for all these possibilities, we redefine the potential between individuals $i$ and $j$ as a linear combination of their respective information-deficits:

$$V''(x^i, x^j) = V(D(x^i, x^j)) + (2\nu - 1)V(D(x^i, x^j)),$$

where the parameter $\nu \in [0, 1]$ tunes the interaction from competition ($\nu = 0$) to cooperation ($\nu = 1$), including the intermediate neutral case ($\nu = 1/2$). The generalized dynamics is simply obtained by substituting $V(D(x^i, x^j))$ with $V''(x^i, x^j)$ in equation (6) and equation (7). We call $\nu$ the ‘symmetry coefficient’, as $V^{\nu=0}$ and $V^{\nu=1}$ are anti-symmetric and symmetric functions, respectively, under the exchange $i \leftrightarrow j$.

We can perform a similar expansion to that carried in section 4.2 for the mean and covariance matrix of the distribution of parameters (see supporting material stacks.iop.org/JSTAT/2016/033203/mmedia). The first non-vanishing terms are:

$$\dot{\mu}_\alpha(t) = (1 - 2\nu)V'(0) \sum_{\beta, \gamma=1}^d \chi_{\alpha\beta\gamma}(\mu)K_{\beta\gamma},$$

$$\ddot{\mu}_\alpha(t) = 2 T^\delta_{\alpha\beta} - 2\nu V'(0) \sum_{\gamma=1}^d (\chi_{\alpha\gamma}(\mu)K_{\beta\gamma} + \chi_{\beta\gamma}(\mu)K_{\alpha\gamma}).$$

Notice that equation (17) becomes much simpler than its counterpart in the neutral case, $\nu = 1/2$, equation (12). Further terms in the expansion have to be computed in equation (17) for the case $\nu = 1/2$ or $V'(0) = 0$, and similarly for equation (18) for $\nu = 0$ (see supporting material stacks.iop.org/JSTAT/2016/033203/mmedia).

Some remarks are in order: (i) equation (17) tells us that the community moves in the direction of $\nabla(\sum_{\beta, \gamma} \chi_{\beta\gamma}(\mu(t))K_{\beta\gamma}(t))$, where the sign is given by $(1 - 2\nu)$. Therefore,
agents move toward the critical point for any $\nu < 1/2$, while they move in the opposite direction for any $\nu > 1/2$. (ii) equation (17) does not depend on the sign of $V''(0)$, but on the sign of $V(0)$, which is always positive as $V$ is an increasing function of $D$ (observe also that, the previously discussed issue about the concavity/convexity has no relevance for $\nu \neq 1/2$). Summarizing, individuals move to the critical point for any ‘mostly’ antisymmetric potential ($\nu < 1/2$), while they escape from it for any ‘mostly symmetric’ potential ($\nu > 1/2$). The case $\nu = 1/2$ represents a borderline case, which has to be analyzed—as shown before—keeping higher-order terms in the expansion.

Figure 4. Top: Local potential $V^{\nu}(x^2, x^1)$ in the case of cooperation ($\nu = 1$, Left) and of competition ($\nu = 0$, Right). The first is symmetric under the exchange of 1 ↔ 2, while the second is antisymmetric. Once individuals approach each other, arrows indicate the region in which the centroid is expected to move. Bottom: Two individuals evolve their parameters $x^2(t)$ and $x^1(t)$ with the dynamics given by of equation (6) (substituting $V(D(x^2, x^1))$ with $V^{\nu}(x^2, x^1)$). For both $\nu = 1$ and $\nu = 0$, we have plotted the trajectories of each parameter (using the same color-code) starting from two different initial conditions ($x^1 = x^2 = 0$ and $x^1 = x^2 = 3$, respectively). Simulations illustrate that individuals scape towards regions of lower FI (away from the critical point) in the cooperative case, whereas the opposite occurs in the case of competition, in which they end at the region of highest FI, i.e. the critical point. In all cases, we have implemented the dynamics using the Ising mean-field like parametrization of equation (4) and $V(D) = D$, $M = 50$ and $T = 10^{-4}$.
Figure 4 (Top-Left) illustrates the generalized potential for the case of just two individuals, in the symmetrical case, $V^{\nu=1}(x^1, x^2)$, with the parametrization of equation (4) in the linear case $V(D) = D$. Observe that in this case the local potential $V^{\nu=1}(x_1, x_2) = D(x_1, x_2) + D(x_2, x_1)$ is identical to the Jensen–Shannon entropy [31]. As the figure shows, there is a flat region in the space of parameters along the principal diagonal. As near the center, larger potential values (lighter colors) are observed, one can expect that the potential is minimal at $x_1 = x_2 \rightarrow \pm \infty$, suggesting that agents should move away from criticality toward highly ordered or highly disordered states. Indeed, this is confirmed by figure 4 (Bottom) which shows simulation results for this case and reveals that agents tend to scape toward regions of low FI, i.e. away from the critical point (similar results are obtained for larger values of $N$; not shown).

The top-right panel of figure 4 illustrates the opposite scenario, i.e. the anti-symmetrical case, $\nu = 0$, for the same parametrization (equation (4)) and $V(D) = D$. As before, we can see a flat region in the space of parameters for $x_1 = x_2 \rightarrow \pm \infty$ (i.e. away from the critical point). However, there exists a region of lower information-deficit for one individual (blue region), which is simultaneously maximal for the other one (red region). Therefore, both individuals want to be close enough to their respective blue regions, but cannot reach it, and the stable strategy is found at the maximum of FI, i.e. at the critical point. This is confirmed by our simulations, as illustrated by the top panel of figure 4. As a consequence, competition pushes agents to the critical region, with highest variability of internal patterns.

Some questions arise from a game-theory perspective: what is the best strategy for individuals: to cooperate, to compete, or just to be neutral? What occurs if we take the optimal strategy for any specific case and introduce a small amount of individuals with different strategies? Is the previous optimal strategy still stable? These questions require of further investigation, that we leave for a future work.

6. Discussion

In this paper we have studied the dynamics of a community of individuals evolving to mimic other fellow agents in its community, i.e. to enhance the information each one captures from the others. The framework employed here is similar to that in our precedent work [29]: each individual is constituted by an internal boolean network obeying an internal dynamics, which can be modulated by changing its internal parameters in the direction which maximizes its similitude to others. The model introduced here is adaptive as opposed to the one in [29] which was evolutionary; its main advantage of the model presented here is that allows for a mathematical treatment, which was mostly missing in [29].

As a first step, using a well established method for the study of interacting stochastic processes [30] and through several approximations we are able to compute analytically the attractors of the dynamics, confirming our previous findings: the community self-tunes to the neighborhood of the critical point, separating ordered from disordered internal states. It is important to stress this result: the critical point can be identified with the region of parameter space with maximum variability in terms of information
theory; the ‘imitation game’ studied here thus leads to, surprisingly, maximum complexity. This is similar to previous results by Kaneko and Suzuki [37], who studied two abstract ‘birds’ that play to imitate each other’s ‘songs’. The attractor of such dynamics is located at the ‘edge of chaos’, exhibiting maximum variability [37].

In the simplest version of the model introduced here, individuals adapt with the only aim of improving their individual knowledge. As a second step, we have studied a more general scenario introducing a few basic mechanisms usually studied in game theory: cooperation (adaptation to improve the amount of information collected by each individual agent as well as by the others in the community), competition (adaptation to improve each agent’s information and reduce that of the others). In these cases, we observe that, while cooperation leads the community to regions with scarce variability (i.e. to the ordered or disordered regions), criticality emerges for dominantly-competing communities.

We hypothesize that the mechanisms reported here and their relationship with social interactions may be related with the emergence of criticality at a community level, as for instance with flocks of birds [9]. More ambitiously, the interplay between cooperation and competition and the emergence of complex patterns in communities might be related with the large phenotypic variability observed in some bacterial communities [38], a survival strategy by which individuals diversify their behavior to minimize long-term extinction risks, usually referred to as ‘bet-hedging’ [39]. However, clarifying this point would require further investigation.

Summing up, the question about whether biological organisms are poised to criticality is being harshly debated, but setting the problem from an information-theory point of view opens new and stimulating questions that seem worth exploring.
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Appendix A. Concavity of V(D)

In this appendix we illustrate the role of the concavity/convexity of the information-deficit (pseudo)potential, $V(D(\mathbf{x}, \mathbf{y}))$. For the sake of simplicity let us consider the case of a community consisting of just two individuals with parameters $\mathbf{x}$ and $\mathbf{y}$, respectively. Introducing the parametrization of equation (3) in the definition of the KL divergence (equation (1)), it can be easily checked that:

$$\nabla_x D(\mathbf{y}, \mathbf{x}) = -\nabla_y D(\mathbf{x}, \mathbf{y}) = (\phi)_x - (\phi)_y. \quad (A.1)$$

With this, we can rewrite the force $F$ (equation (7)) as:

$$F(\mathbf{y}, \mathbf{x}) = V(D(\mathbf{y}, \mathbf{x}))(\langle \phi \rangle_x - \langle \phi \rangle_y), \quad (A.2)$$
Cooperation, competition and the emergence of criticality in communities of adaptive systems

and consequently, the drifts exerted on the two agents have opposite directions—i.e. individuals tend to approach each other to exhibit similar patterns—and their relative strength, \( \left| \frac{F(y, x)}{F(x, y)} \right| \), is given by \( \frac{V'(D(y, x))}{V'(D(x, y))} \). This means that the individual with large value of \( V'(D) \) experiences a larger drift.

Figure A1. (Top panels) The relative force that two individuals with parameters \( x \) and \( y \), respectively, exert onto each other is given by \( \left| \frac{F(y, x)}{F(x, y)} \right| = \frac{V'(D(y, x))}{V'(D(x, y))} \), which means that the one with higher \( V'(D) \) experiences a higher drift (derivatives have been represented with tangent lines). Consequently, if \( V'' > 0 \) (left top panel), individual with less \( D \) also moves less, while the opposite occurs for \( V'' < 0 \) (right top panel), where the individual with less \( D \) experiences a higher drift and is more likely to scape. (Bottom panel) The concavity/convexity of \( V \) switches the dynamics. We represent the mean parameter of the community in time for choices of \( V(D) \) with opposite concavity: we plot 10 independent realizations of the dynamics, equation (6), for the case (blue curves) \( V(D) = \log(D + 1) \) \( (V''(D) = -(D + 1)^2 < 0) \) and (red curves) \( V(D) = \exp(x) - 1 \) \( (V''(D) = \exp(D) > 0) \), and the Ising mean-field-like parametrization, equation (4). While individuals approach to the critical point, \( x^* \), for \( V'' > 0 \), they scape from it for \( V'' < 0 \), confirming that the sign of \( V'' \) inverts the dynamics. Solid black lines represent the theoretical prediction, given by the numerical integration of equations (14) and (15). The initial condition is \( P(x, t = 0) = \delta(x - 2.5) \), and parameter values are \( N = M = 100 \) and \( T = 0.1 \).
The forthcoming argument is illustrated in figure A1. Without loss of generality, suppose that $D(y, x) < D(x, y)$. Then, in our framework, the individual with parameter $x$ has more information than the individual with $y$, and it is more fit. If $V(D)$ is a convex function ($V'' > 0$), as $V(D)$ is monotonically increasing, it follows that $V'(D(y, x)) < V'(D(x, y))$ (see left top panel in figure A1). Consequently, by equation (A.2), individual $y$ experiences a higher drift than $x$, and their centroid moves towards the individual with lower KL divergence, in this case $x$. The opposite occurs for a concave $V(D)$ (corresponding to right top panel in figure A1). If $V'' < 0$, we can see that $V'(D(y, x)) > V'(D(x, y))$, and the centroid approaches to the individual with higher KL divergence, here $y$.

This is confirmed by simulations of the dynamics (i.e. by numerical integration of equation (6)): in bottom panel of figure A1 we represent 10 independent realizations for two choices of $V(D)$ (equation (6)) with opposite concavity, in a community of $N = 100$ individuals (blue curves correspond to $V(D) = V'' > 0$, and red curves to $V(D) = V'' < 0$). In the case of $V'' > 0$, the community moves toward the critical point, while it escapes from it for $V'' < 0$. This result is understood analytically by means of equation (14).

The linear case, $V(D) = D$, can be solved exactly:

$$\mu = \int dx \rho(x, t) \int dy \rho(y, t)(\langle \phi \rangle_y - \langle \phi \rangle_x) = 0,$$

and, as both individuals perform equal jumps in opposite directions, the centroid does not change at all.

Summarizing, the dynamics is not completely determined with the statement that ‘individuals change their parameters in the direction which maximizes their information’; one needs also to specify how much individuals move. Under an adaptive/evolutionary framework, the more plausible scenario corresponds to the case in which fitter individuals (i.e. with more information) experience lower drifts than poorly fitted individuals (i.e. with low information), which corresponds to the choice of $V'' > 0$. The opposite choice, $V'' < 0$, becomes senseless in our model, as it represents the case in which fittest individuals are more likely to scape to other regions in the space of parameters. Therefore, we restrict our analysis to the choice with $V'' > 0$.

Appendix B. Derivation of the equation for the evolution of the density using Dean’s method

In this appendix we briefly review the calculation done by Dean to obtain a dynamical equation for the density of a system of interacting ‘particles’ each one obeying a Langevin dynamics [30]. For this, we define the contribution of each individual $i$ to the global distribution of parameters as $\rho_i^*(x, t) = \delta(x - x^i(t))$, so that $\rho(x, t) = \sum_i \rho_i^*(x^i)/N$. Then, any function of the form $f(x^i)$ can be written as:
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Alternatively, the integral can be also computed expanding the argument using the Ito’s calculus; by doing so one finds:

\[
\frac{df(x)}{dt} = \int dx \rho'(x, t) \left( \nabla_x f(x) \cdot \left( \sqrt{2T} \eta'(t) - \frac{1}{N} \sum_{j=1}^{N} \nabla_x V(D(x'(t), x)) \right) + T \nabla_x^2 f(x) \right)
\]

\[
= \int dx f(x) \left( -\sqrt{2T} \nabla_x \cdot (\rho'(x, t) \eta'(t)) + \nabla_x \cdot \left( \rho'(x, t) \left( \frac{1}{N} \sum_{j=1}^{N} \nabla_x V(D(x'(t), x)) \right) \right) + T \nabla_x^2 \rho'(x, t) \right),
\]

(B.3)

where we have integrated by parts at the second step. Identifying the arguments of equations (B.2) and (B.3), one obtains:

\[
\frac{\partial \rho(x, t)}{\partial t} = -\sqrt{2T} \nabla_x \cdot (\rho'(x, t) \eta'(t)) + \nabla_x \cdot \left( \rho'(x, t) \left( \frac{1}{N} \sum_{j=1}^{N} \nabla_x V(D(x'(t), x)) \right) \right) + T \nabla_x^2 \rho'(x, t),
\]

(B.4)

that, averaging over individuals, transforms to:

\[
\frac{\partial \rho(x, t)}{\partial t} = -\frac{\sqrt{2T}}{N} \sum_{i=1}^{N} \nabla_x \cdot (\rho'(x, t) \eta'(t)) + \nabla_x \cdot \left( \rho(x, t) \left( \frac{1}{N} \sum_{j=1}^{N} \nabla_x V(D(x'(t), x)) \right) \right) + T \nabla_x^2 \rho(x, t).
\]

(B.5)

However, this is not a closed equation for \( \rho(x, t) \), as it still depends on \(-\frac{1}{N} \sum_{i=1}^{N} \nabla_x (\rho'(x, t) \eta'(t))\). As Dean shows, one can simply substitute it with \(N^{-1/2}\nabla_x (\rho^{1/2}(x, t) \xi(x, t))\), in which \(\xi(x, t)\) is a new delta-correlated Gaussian noise, as it has exactly the same correlation function \([30]\). After doing that, we finally recover equation (9). Note that, compared to Dean’s result, we have got an extra \(N^{-1/2}\) factor because we have normalized the global density function to 1 rather than \(N\).

Appendix C. \(V'(0) = 0\), case

For the case in which \(V(D)\) has a local minimum at \(D = 0\) (i.e. \(V'(0) = 0, V''(0) > 0\), equation (13) vanishes, and we have to keep further terms in the expansion, obtaining a slightly more complex expression:

\[
\tilde{K}_{\alpha\beta}(t) = 2T \delta_{\alpha\beta} - \frac{1}{2} \sum_{\gamma, \epsilon, \theta, \sigma, \tau = 1}^{d} \left( \delta_{\alpha\gamma} \delta_{\beta\epsilon} + \delta_{\alpha\epsilon} \delta_{\beta\gamma} \right)
\]

\[
\times (\chi_{\gamma\epsilon}(\mu) \chi_{\theta\sigma}(\mu) + \chi_{\gamma\sigma}(\mu) \chi_{\theta\epsilon}(\mu) + \chi_{\gamma\epsilon}(\mu) \chi_{\theta\sigma}(\mu)) \left( K_{\gamma\epsilon} K_{\theta\sigma} + \frac{K_{\gamma\theta} K_{\epsilon\sigma}}{3} \right)
\]

(C.1)

In particular, for the case of just one-parameter, \(d = 1\), we obtain:

\[
\tilde{K} = 2T - 6 V''(0) \chi(\mu)^2 K^2.
\]

(C.2)
The stationary variance in this case is $K^* = \frac{\sqrt{\bar{F}}}{\sqrt{3V^{(0)}(x^*)}}$.
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