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Abstract—Motion models play a great role in visual tracking applications for predicting the possible locations of objects in the next frame. Unlike target tracking in radar or aerospace domain which considers only points, object tracking in computer vision involves sizes of objects. Constant velocity motion model is the most widely used motion model for visual tracking, however, there is no clear and understandable derivation involving sizes of objects specially for new researchers joining this research field. In this document, we derive the constant velocity motion model that incorporates sizes of objects that, we think, can help the new researchers to adapt to it very quickly.
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I. INTRODUCTION

Visual tracking is an active research field in computer vision which has got many applications such as intelligent surveillance, autonomous driving, robot navigation, human-computer/robot interaction, augmented reality, medical applications, visual servoing, motion-based recognition, video indexing, etc. Generally, the main components of visual tracking are object detection, appearance modeling, motion modeling and filtering. Tracking-by-detection is the most widely accepted visual tracking paradigm in computer vision community [1] 2.

The Bayesian approach is the main approach for estimating the trajectories of targets as they move in the scene. The Bayes filter has two steps: the prediction step which predicts the target state based on dynamical model and the update step which updates the resulting density using a newly available measurement. Two known implementations of this filter are the Kalman filter and its extended versions [3], and the particle filter (PF) [4], both for single-target tracking. These filters can be extended to track multiple targets using data association i.e. finding associations between targets and observations.

The single-target tracking task can be modeled using the state and the measurement equations [3] which describe the probabilistic dependence between the latent state variable and the observed measurement.

\[ x_k = f_k(x_{k-1}, u_{k-1}, w_{k-1}) \] (1)

and

\[ z_k = g_k(x_k, v_k) \] (2)

where \( f_k \) and \( g_k \) are non-linear, time-varying functions, \( \{u_k, k \in \mathbb{N}\} \) is the known control input which is not necessarily available (usually used in robotics), and \( \{w_k, k \in \mathbb{N}\} \) and \( \{v_k, k \in \mathbb{N}\} \) are assumed to be independent and identically distributed (i.i.d) stochastic processes. Usually, Eq (1) is assumed to be a Markov process i.e. state \( x_{k-1} \) contains all measurement information \( z_{k-1} \) up to time \( k-1 \). Most of the time, the function \( f_k \) is obtained using a state-space model (also referred to as the time-domain approach).

The goal of tracking is to estimate the states of targets which can be the positions, velocities and sizes of targets. The state sequence is assumed to be stochastic and, therefore, it is looking for the probability density function (pdf) of the target states. Thus, tracking is to estimate \( p_k(z_{1:k} | x_k) \), the pdf of the target being in state \( x_k \), given all the measurements \( z_k \) up to time \( k \), based on Eq (1) and Eq (2). The estimation is accomplished recursively in two steps: prediction and update.

The prediction step uses the dynamic model defined in Eq (1) to obtain the prior pdf using Chapman-Kolmogorov equation given by

\[ p_{k|k-1}(x_k | z_{1:k-1}) = \int f_{k-1}(x_k | z_{1:k-1}) p_{k-1|k-1}(x | z_{1:k-1}) dx \] (3)

with \( p_{k-1|k-1}(x_{k-1} | z_{1:k-1}) \) known from the previous iteration and the transition density \( f_{k-1}(x_k | x_{k-1}) \) determined by Eq (1).

The update step uses Bayes’ rule once the measurement \( z_k \) is available to get the posterior pdf

\[ p_{k|k}(x_k | z_{1:k}) = \frac{g_k(z_k | x_k)p_{k-1|k}(x_k | z_{1:k-1})}{\int g_k(z_k | x_k)p_{k-1|k}(x_k | z_{1:k-1}) dx} \] (4)

where the likelihood \( g_k(z_k | x_k) \) is determined by Eq (2).

Since Eqs (3) and (4) cannot be solved analytically, under the assumption of linearity for Eqs (1) and (2) and Gaussianity of the prior \( p_{k-1|k-1}(x_{k-1} | z_{1:k-1}) \) and of the two noise sources, \( w_{k-1} \) and \( v_k \), an optimal solution can be obtained using a Kalman filter [3]. If Eqs (1) and (2) are mildly non-linear, it can be solved sub-optimally using the extended Kalman filter (EKF) [3] and unscented Kalman filter (UKF) [5]. The UKF can handle severe non-linearities with more accuracy than the EKF with the same computational complexity. However, a Gaussian assumption is still made. If the true density is non-Gaussian, none of state-space models can handle this; only the particle filter [4] can manage such scenarios. A review of multi-target filters such as probability hypothesis density (PHD) filter and multiple hypothesis tracking (MHT) is given in [6] and their implementation is given here.

1 A state-space model is a mathematical model of a physical system that is represented by first-order differential equations or difference equations, or possibly by vector-matrix structures.

2 https://github.com/nathanlem1/MTF-Lab
based multi-sensor data fusion is given in [7] [3] [2]. Multi-target visual tracking by fusing data from overlapping cameras is also given in [10].

II. Motion Models

There are a variety of motion models in the literature [11] such as Constant Velocity (CV), Constant Acceleration (CA), Constant Turn (CT), Random Walk (RW), etc. When a linear Gaussian system is assumed, the constant velocity motion model can be used with a Kalman filter [3]; RW motion model can also be used with the Kalman filter. In fact, you can reduce tracking errors by using a more complex motion models such as CA or CT. To do that, you need to define a different tracking filter such as EKF or UKF.

For visual tracking, the constant velocity motion model is the most widely used motion model since movements of, for instance, pedestrians can be described well enough using this motion model. For filtering simulation [4] [12] which deals with points, there are derivation of many motion models including for maneuvering targets [11]. However, for visual tracking which includes sizes of objects into account while tracking, there is no clearly understandable and explicit derivation for new researchers even though many visual tracking methods [13] [1] [14] [15] [16] [17] use the CV motion model in many forms of target representations such as detection box centre with width and height [11], [2], with area (scale) and aspect ratio [14], with height and aspect ratio [15], etc. and with or without velocities of the sizes of objects. In the following section, we derive the constant velocity motion model for objects represented with width and height in addition to detection box centre as an example and, obviously, the other forms can be derived using the same fashion.

III. Derivation of a Discrete Constant Velocity Motion Model

The Kalman filter [3] is a closed-form solution of the Bayes filter that assumes a linear Gaussian system. Each target follows a linear Gaussian model:

\[ f_{k|k-1}(x|\zeta) = \mathcal{N}(x; F_{k-1}\zeta, Q_{k-1}) \]

\[ g_k(z|x) = \mathcal{N}(z; H_kx, R_k) \]

where \( f_{k|k-1}(\cdot|\zeta) \) is the single target state transition probability density at time \( k \) given the previous state \( \zeta \) and \( g_k(z|x) \) is the single target likelihood function which defines the probability that \( z \) is generated (observed) conditioned on state \( x \). \( \mathcal{N}(\cdot;m,P) \) denotes a Gaussian density with mean \( m \) and covariance \( P \); \( F_{k-1} \) and \( H_k \) are the state transition and measurement matrices, respectively. \( Q_{k-1} \) and \( R_k \) are the covariance matrices of the process and the measurement noises, respectively. Note that the control input \( u_{k-1} \) in Eq (11) is assumed zero here which is usual in visual tracking. The measurement noise covariance \( R_k \) can be measured off-line from sample measurements i.e. from ground truth and detection of training data [3] as it indicates detection performance.

Now, our goal is to get the formulation for \( F_k, Q_k, H_k \) and \( R_k \). Let’s assume the detection box centre points to be estimated are denoted by \((x_{b,k}, y_{b,k})\), and the width and height of the detection box in image coordinates to be estimated are represented by \( w_{b,k} \) and \( h_{b,k} \), respectively, at time \( k \). The velocities of the detection box centre points are also denoted by \( \dot{x}_{b,k} \) and \( \dot{y}_{b,k} \).

1) Derivation for \( F_{k-1} \) and \( Q_{k-1} \): If the velocity of a target is constant i.e. for a uniform rectilinear motion, the process model for the target as it moves from time \( k-1 \) to time \( k \) can be given as

\[ x_{b,k} = x_{b,k-1} + \Delta T \dot{x}_{b,k-1} \]

\[ \dot{x}_{b,k-1} = 0 \]

where \( \dot{x}_{b,k-1} \) is acceleration and \( \Delta T \) is the sampling period. However, the assumption of perfect constant velocity is unrealistic, particularly for real world applications. Therefore, a relaxation is allowed by introducing a piecewise constant white acceleration, thus, a realistic process model can be given as

\[ x_{b,k} = x_{b,k-1} + \Delta T \dot{x}_{b,k-1} + \Delta T^2 \sigma^2 \]

\[ w_{x,k-1} = x_{b,k-1} \]

(8)

where \( \dot{x}_{b,k-1} = w_{x,k-1} \). This piecewise constant white acceleration can be described by a zero-mean Gaussian white noise as

\[ w_{x,k-1} \sim \mathcal{N}(0, \sigma^2_{x_{k-1}}) \]

(9)

where \( \sigma^2_{x_{k-1}} \) is a variance which controls the level of relaxation of the constant velocity assumption.

Therefore, as a target moves from time \( k-1 \) to time \( k \), the target state evolves as

\[ x_{b,k} = x_{b,k-1} + \Delta T \dot{x}_{b,k-1} + \Delta T^2 \sigma^2 \]

\[ y_{b,k} = y_{b,k-1} + \Delta T \dot{y}_{b,k-1} + \Delta T^2 \sigma^2 \]

\[ \dot{x}_{b,k-1} = \dot{x}_{b,k-1} + \Delta T w_{x,k-1} \]

\[ \dot{y}_{b,k-1} = \dot{y}_{b,k-1} + \Delta T w_{y,k-1} \]

\[ w_{b,k} = w_{b,k-1} + w_{w,k-1} \]

\[ h_{b,k} = h_{b,k-1} + h_{w,k-1} \]

where the sampling period \( \Delta T \) is defined as the time between frames; usually assumed to be 1 second. \( w_{x,k-1}, w_{y,k-1}, w_{w,k-1} \) and \( h_{w,k-1} \) are the process noises corresponding to \( x_b, y_b, w_b \) and \( h_b \), respectively. These are basically zero-mean Gaussian white noises.

If we consider the velocity of a bounding box height, for example, the equation for the height and its velocity in Eq (10) is modified as

\[ h_{b,k} = h_{b,k-1} + \Delta T \dot{h}_{b,k-1} + \Delta T^2 \sigma^2 \]

\[ \dot{h}_{b,k-1} = \dot{h}_{b,k-1} + \Delta T w_{h,k-1} \]

(11)

Similar method applies if we are interested in including the velocity of width of a detection box.

For now we focus on Eq (10) (without width and height velocities) whose state-space model can also be expressed as a vector-matrix representation in the following form.
Eq (12) can be expressed as

$$X_k = F_{k-1}X_{k-1} + W_{k-1}$$  \quad (13)$$

where the value of the state transition matrix $F_{k-1}$ is given in Eq (12) and $W_{k-1} \sim N(0, Q_{k-1})$. Thus, the value of $Q_{k-1}$ can be obtained by taking the covariance of $W_{k-1}$ as

$$Q_{k-1} = \text{Cov}(W_{k-1}) = E[W_{k-1}W_{k-1}^T]$$  \quad (14)$$

where $E[W_{k-1}W_{k-1}^T]$ is the expected value or mean of $W_{k-1}W_{k-1}^T$ and $W_{k-1}$ is the transpose of $W_{k-1}$. Now, $Q_{k-1}$ can be given as

$$Q_{k-1} = \begin{bmatrix}
\Delta T^2 w_{x,k-1} \\
\Delta T^2 w_{y,k-1} \\
\Delta T w_{x,k-1} \\
\Delta T w_{y,k-1} \\
w_{x,k-1} \\
w_{y,k-1}
\end{bmatrix}$$

In this derivation for $Q_{k-1}$, two ideas are important:

- $E[w_{x,k-1}w_{x,k-1}] = \sigma_{w,x}^2$. Similarly, $E[w_{y,k-1}w_{y,k-1}] = \sigma_{w,y}^2$, $E[w_{w,k-1}w_{w,k-1}] = \sigma_{w,w}^2$, and $E[w_{h,k-1}w_{h,k-1}] = \sigma_{w,h}^2$, where $\sigma^2$ is the variance ($\sigma^2 = \text{Var}$ is the standard deviation).
- $E[w_{x,k-1}w_{y,k-1}] = 0$ because there is no correlation between $x$-axis and $y$-axis. Similarly, $E[w_{w,k-1}w_{w,k-1}] = 0$, $E[w_{w,k-1}w_{h,k-1}] = 0$, etc.

This finalizes the derivation for $F_{k-1}$ and $Q_{k-1}$. It is also important to note that some researchers give the same values for the variances ($\sigma_{w,x}^2$, $\sigma_{w,y}^2$, $\sigma_{w,w}^2$, and $\sigma_{w,h}^2$) during their experiment, just for simplification, though it might be important to properly tune them individually.

2) Derivation for $H_k$ and $R_k$: We can derive $H_k$ and $R_k$ with the same approach we used for deriving $F_{k-1}$ and $Q_{k-1}$ above. Accordingly, the observation at time $k$ can be given as

$$z_{x,k} = x_{b,k} + v_{x,k},$$
$$z_{y,k} = y_{b,k} + v_{y,k},$$
$$z_{w,k} = w_{b,k} + v_{w,k},$$
$$z_{h,k} = h_{b,k} + v_{h,k},$$

where $(z_{x,k}, z_{y,k})$ are the centre point of a detection box at time $k$, and $z_{w,k}$ and $z_{h,k}$ are the width and height of a detection box in image coordinates at time $k$. $v_{x,k}$, $v_{y,k}$, $v_{w,k}$ and $v_{h,k}$ are observation noises corresponding to $z_{x,k}$, $z_{y,k}$, $z_{w,k}$ and $z_{h,k}$, respectively, which are basically zero-mean Gaussian white noises. For instance, $v_{x,k} \sim N(0, \sigma_{v,x}^2)$. The state-space model in Eq (16) can also be represented using the following state-space model, particularly using a vector-matrix representation

$$\begin{bmatrix}
z_{x,k} \\
z_{y,k} \\
z_{w,k} \\
z_{h,k}
\end{bmatrix} = \begin{bmatrix}1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix} \begin{bmatrix}x_{b,k} \\
y_{b,k} \\
w_{b,k} \\
h_{b,k}
\end{bmatrix} + \begin{bmatrix}v_{x,k} \\
v_{y,k} \\
v_{w,k} \\
v_{h,k}
\end{bmatrix}$$

Here the $H_k$ is arranged in such a way that it can map the state space into the observation space. Eq (17) can be expressed as

$$Z_k = H_kX_k + V_k$$  \quad (18)$$
where the value of the measurement matrix $H_k$ is given in Eq (17) and $V_k \sim \mathcal{N}(0, R_k)$. Thus, the value of $R_k$ can be obtained by taking the covariance of $V_k$ as

$$R_k = \text{Cov}(V_k) = E[V_k V_k^T] \quad (19)$$

Now, $R_k$ can be given as

$$R_k = E\begin{bmatrix} v_{x,k, k} & v_{y,k, k} & v_{w,k, k} & v_{h,k, k} \end{bmatrix} = \begin{bmatrix} \sigma_{v_x}^2 & 0 & 0 & 0 \\ 0 & \sigma_{v_y}^2 & 0 & 0 \\ 0 & 0 & \sigma_{v_w}^2 & 0 \\ 0 & 0 & 0 & \sigma_{v_h}^2 \end{bmatrix} \quad (20)$$

where $E[v_{x,k, k}] = 0$, $E[v_{y,k, k}] = 0$, $E[v_{w,k, k}] = 0$, and so on because they are uncorrelated. It is also important to note that some researchers give the same values for the variances ($\sigma_{v_x}^2$, $\sigma_{v_y}^2$, $\sigma_{v_w}^2$ and $\sigma_{v_h}^2$) for simplification during their experiment, however, it might be important to properly tune them individually. This finalizes the derivation for $H_k$ and $R_k$.

Similar approach can be used to derive the CV motion model for any target representation you use for visual tracking such as detection box centre with area (scale) and aspect ratio [14], with height and aspect ratio [15], etc. and with or without velocities of the sizes of objects.

IV. CONCLUSIONS

In this short document, we have derived the constant velocity (CV) motion model for visual tracking applications which include not only detection box centre but also the size of the detection box in a very explicit and understandable way, particularly for detection box centre with width and height of the detection box. We also gave insight for deriving the CV motion model for any target representations for visual tracking tasks. We think that this clear and explicit derivation of the CV motion model can help new visual tracking researchers to adapt to this research field very quickly.

REFERENCES

[1] N. L. Baisa, “Online multi-object visual tracking using a GM-PHD filter with deep appearance learning,” in 22nd International Conference on Information Fusion (FUSION), July 2019.
[2] ——, “Robust online multi-target visual tracking using a HISP filter with discriminative deep appearance learning,” 2019.
[3] G. Welch and G. Bishop, “An introduction to the kalman filter,” 2006.
[4] M. Arulampalam, S. Maskell, N. Gordon, and T. Clapp, “A tutorial on particle filters for online nonlinear/non-gaussian bayesian tracking,” Signal Processing, IEEE Transactions on, vol. 50, no. 2, pp. 174–188, 2002.
[5] S. Julier and J. Uhlmann, “Unscented filtering and nonlinear estimation,” Proceedings of the IEEE, vol. 92, no. 3, pp. 401–422, Mar 2004.
[6] B.-N. Vo, M. Mallick, Y. Bar-Shalom, S. Coraluppi, R. O. III, R. Mahler, and B.-T. Vo, "Multitarget Tracking". Wiley Encyclopedia of Electrical and Electronics Engineering, Wiley, September 2015.
[7] Q. Gan and C. J. Harris, “Comparison of two measurement fusion methods for kalman-filter-based multisensor data fusion,” IEEE Transactions on Aerospace and Electronic Systems, vol. 37, no. 1, pp. 273–279, 2001.
[8] C. Yukun, S. Xici, and Z. Zhigang, “Research on kalman-filter based multisensor data fusion,” Journal of Systems Engineering and Electronics, vol. 18, no. 3, pp. 497 – 502, 2007. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1004413207601194
[9] M. B. Hurley, “An information theoretic justification for covariance intersection and its generalization,” in Proceedings of the Fifth International Conference on Information Fusion, FUSION 2002. (IEEE Cat.No.02EX5997), vol. 1, 2002, pp. 505–511 vol.1.
[10] X. Jiang, Z. Fang, N. N. Xiong, Y. Gao, B. Huang, J. Zhang, L. Yu, and P. Harrington, “Data fusion-based multi-object tracking for unconstrained visual sensor networks,” IEEE Access, vol. 6, pp. 13 716–13 728, 2018.
[11] X. Rong Li and V. P. Jilkov, “Survey of maneuvering target tracking. Part I. dynamic models,” IEEE Transactions on Aerospace and Electronic Systems, vol. 39, no. 4, pp. 1333–1364, 2003.
[12] N. L. Baisa and A. Wallace, “Multiple target, multiple type filtering in the RFS framework,” Digital Signal Processing, vol. 89, pp. 49 – 59, 2019. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1051200418303166
[13] ——, “Development of a N-type GM-PHD filter for multiple target, multiple type visual tracking,” Journal of Visual Communication and Image Representation, vol. 59, pp. 257 – 271, 2019. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1095960718303433
[14] A. Bewley, Z. Ge, L. Ott, F. Ramos, and B. Upcroft, “Simple online and realtime tracking,” in 2016 IEEE International Conference on Image Processing (ICIP), 2016. pp. 3464–3468.
[15] N. Wojke, A. Bewley, and D. Paulus, “Simple online and realtime tracking with a deep association metric,” in 2017 IEEE International Conference on Image Processing (ICIP), 2017. pp. 3645–3649.
[16] N. L. Baisa, “Occlusion-robust online multi-object visual tracking using a GM-PHD filter with CNN-based re-identification,” 2019.
[17] N. L. Baisa, D. Bhawmik, and A. Wallace, “Long-term correlation tracking using multi-layer hybrid features in sparse and dense environments,” Journal of Visual Communication and Image Representation, vol. 55, pp. 464 – 476, 2018. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1047320318301536