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The extreme value statistics of active matter offer significant insight into their unique properties. A phase transition has recently been reported in a model of branching run-and-tumble particles, describing the spatial spreading of an evolving colony of active matter in one-dimension. In a "persistent" phase, the particles form macroscopic robust clusters that ballistically propagate as a whole while in an "intermittent" phase, particles are isolated instead. We focus our study on the fluctuations of the rightmost position $x_{\text{max}}(t)$ reached by time $t$ for this model. At long time, as the colony progressively invades the unexplored region, the cumulative probability of $x_{\text{max}}(t)$ is described by a travelling front. The transition has a remarkable impact on this front. In the intermittent phase it is qualitatively similar to the front satisfying the Fisher-KPP equation, which famously describes the extreme value statistics of the non-active branching Brownian motion. A dramatically different behaviour appears in the persistent phase, where activity imparts the front with unexpected and unusual features which we compute exactly.

I. INTRODUCTION

Systems whose constituents possess an innate ability to convert energy available in their environment into directed motion are commonly referred to as active matter. In the context of biological systems, it encapsulates a broad range of living phenomena, ranging from macroscopic multi-cellular organisms like animals, down to single-cell organisms, such as bacteria and their sub-cellular components [1–4].

A fundamental characteristic of active matter is the breaking of detailed balance associated with the generation of directed motion. This leads to a wealth of unique features observed both on the collective level, such as self-organization, flocking and motility-induced phase separation [3, 5–12], as well as for individual particles, which may exhibit a non-Gibbsian equilibrium distribution [13, 14]. Many of these interesting phenomena are known to be closely related to active matter’s ability to persistently maintain directed motion over extended periods of time. It is therefore not surprising that recent years have seen a resurgence of interest in persistent random walk models [15–20]. One popular example is the "run-and-tumble" particle (RTP), which has been shown to describe the motility of various bacteria, such as E. coli [10, 21–29]. In this model, particles have a fixed velocity $v_0$ whose direction changes in "tumbling" events that occur at a constant rate $\gamma$. In contrast to Brownian motion, where particles are subjected to random forces preventing any persistence, the RTP displays a finite persistence length $v_0/\gamma$.

Another important facet of living active systems is their ability to multiply and form extended colonies. Several frameworks have been used to model the spatial spreading of bacterial colonies. One well-studied macroscopic approach adopts an effective description in terms of reaction-diffusion equations [30–35]. A different, more microscopic, approach instead models bacteria as branching Brownian motion (BBM) [36–44], where each Brownian particle may branch into two identical particles or die. In 1D, the spreading of BBM is characterised by the evolution of the maximal position $x_{\text{max}}(t)$ reached up to time $t$ by any of the particles in the colony. Branching processes are one of a handful of examples of correlated random processes in which exact results may be derived for the extreme value statistics (EVS), and are typically described by a travelling front (TF) [45]. However, there are very few examples where the functional form of the front can be described analytically [46]. In the context of BBM, seminal works by McKean [47] and Bramson [48] have shown that the cumulative distribution function (CDF) of $x_{\text{max}}(t)$ is given at large time by the travelling front satisfying the well-known Fisher-KPP equation [49, 50].

In this article we investigate the EVS of an evolving colony of active matter by revisiting the 1D branching run-and-tumble particle model considered in [51, 52]. A phase transition has been uncovered in the velocity of the front describing the EVS of the process by studying the evolution of the density of particles [52]. However, the physical origin of this phase transition and its impact on the overall shape of the travelling front have not been analysed. Previous numerical studies of reaction-diffusion models for bacterial spreading have established that such a phase transition has a dramatic impact on the travelling front’s shape [35] but no clear analytical description has been given to this phenomenon. We fill this gap by obtaining exact analytical results demonstrating the impact of the phase transition on the shape of the distribution of the rightmost position $x_{\text{max}}(t)$. The "intermittent" phase features a front similar to the one arising in the non-active branching Brownian motion and is solution of the Fisher-KPP equation. In particular, in this phase the front has exponential tails on both ends and its position exhibits the famous universal logarithmic correction with respect to ballistic spreading [53]. In the "persistent" phase we obtain a complete and exact analytical description for the front’s functional form and its position. In contrast to the intermittent phase, we show that the front has a finite edge beyond which it vanishes exactly.

The paper is organised as follows. In section II we present the model and explain the origin of the phase transition. In section III we detail our main results. In section IV, we derive the main equations describing the cumulative probability of the maximum and its associated travelling front. In section V, we describe the properties of the TF in the "intermittent phase". We first obtain its velocity and the logarithmic correction to its position with respect to ballistic spreading, after which we proceed to analyze the TF’s asymptotic behaviour and its relation to the branching Brownian motion. In section
VI, we describe the TF in the "persistent phase". We first show that it presents a finite edge beyond which it vanishes exactly. We then obtain an exact analytical expression for the functional form of the TF and study its asymptotic behaviour. We then compute the moments of the distribution and consider some limiting cases. In section VII we characterise the TF solution at the transition between the two phases. Finally in section VIII we conclude and give some future directions.

II. MODEL

A. Model and observables

We consider a 1D model of branching RTP. At time $t = 0$, a single RTP lies at $x_0 = 0$ with velocity $\sigma v_0$, directed either to the right ($\sigma = +$) or to the left ($\sigma = -$). At any later time $t > 0$, the system contains $N(t)$ particles $k \in \{1, \cdots, N(t)\}$ characterised by their position $x_k(t)$ and direction of motion $\sigma_k(t) = \pm$. The system evolves according to the following stochastic rules: during a small time interval $dt$ each particle $k$ may, (i) branch into two independent particles with probability $\delta dt$, (ii) die with probability $\delta dt$, (iii) tumble, reversing its direction $\sigma_k(t + dt) = -\sigma_k(t)$, with probability $\gamma dt$ or (iv) move ballistically to the new position $x_k(t+dt) = x_k(t)+\sigma_k(t)v_0 dt$ with the complementary probability $1 - (1 + \delta + \gamma) dt$. When a particle branches, it produces an offspring moving in either direction with equal probability. We characterise the process’s spreading by considering the evolution of the rightmost position reached by any RTP in the history of the process up to time $t$,

$$x_{\text{max}}(t) = \max_{\tau \in [0, t]} \{x_k(\tau)\}_{k=0}^N.$$

(1)

We compute the exact large-time behaviour of the (complementary) cumulative probability

$$Q_\sigma(x, t) \equiv \text{Prob} \left[ x_{\text{max}}(t) \geq x \mid x_0 = 0, \sigma \right],$$

(2)

that $x_{\text{max}}(t)$ remains bounded to $[x, +\infty)$ for time $t$, given the initial position $x_0 = 0$ and direction $\sigma$ of the initial RTP.

One must first distinguish between the case $\delta \geq 1$, where the number of particles $N(t)$ eventually goes to zero with probability $P(t) = \text{Prob}[N(t) > 0] \to 0$, and $\delta < 1$, where the process has a finite probability $P(t) \to 1 - \delta$ to survive in the long-time limit (See App. A for details). In this article we restrict our discussion to the latter, $0 \leq \delta < 1$, where the average number of RTPs grows exponentially over time, $\langle N(t) \rangle = e^{(1-\delta)t}$. Of course, if the colony does go extinct $x_{\text{max}}(t)$ retains its value at the time of extinction and the probability $Q_\sigma(x, t)$ reaches a stationary state $Q_\sigma^{st}(x)$. Conditioning on the survival or extinction of the process, i.e. $N(t) > 0$ or $N(t) = 0$, the cumulative probability reaches at large time the asymptotic scaling form

$$Q_\sigma(x, t) \approx \delta Q_\sigma^{st}(x) + (1 - \delta) F_\sigma(\zeta = x - m(t)).$$

(3)

FIG. 1. Phase diagram of the model. In the stationary phase, for $\delta \geq 1$, all particles eventually perish, there is no TF solution and the system reaches a stationary state. For $\delta < 1$ there are two distinct phases [51, 52]: A persistent phase for $\delta + \gamma < 1/2$ where the velocity is constant and given by $v_0$ and an intermittent phase for $\delta + \gamma > 1/2$ where the velocity $v_1$ is given in Eq. (6). Inset: Comparison between the velocity $v$ obtained from numerical simulation of the stochastic process versus the tumbling rate $\gamma$ for different dying rates $\delta$ and the analytical prediction in Eq. (6).

This scaling form is observed clearly on Fig. 2. The function $F_\sigma(\zeta)$ describes the travelling front which arises if the colony does survive up to time $t$. Note that it also describes the cumulative probability of the rightmost position reached by any RTP in the history of the process up to time $t$.

$$m(t) = vt + X(t) \text{ where } X(t) = o(t).$$

(4)

At leading order, the front propagates ballistically with velocity $v$ and $X(t)$ describes the correction with respect to this ballistic motion at large time. Note that the position of the front $m(t)$ is not uniquely defined [42]. A common definition is such that the TF takes a fixed value $F(\zeta = 0) = f$ for some $0 < f < 1$. The leading correction to the front’s position has been extensively studied and has been shown to take the universal value $X(t) \propto (3/2) \ln t$ (up to a multiplying non-universal constant) for a general class of non-linear equations [53]. Yet sub-leading terms which are either of $O(1)$ or that vanish in the large-time limit depend on the precise definition of the front’s position and are in general hard to obtain exactly [54, 55]. We focus our analysis in this article on this travelling front solution.

B. Phase transition

This model exhibits a phase transition between a "persistent" phase, in which the particles form ballistically propagating macroscopic clusters, and an "intermittent" phase where the particles are instead isolated. We now detail the mechanism at the origin of this transition. Any single particle with velocity $\sigma v_0$ branches into a pair of independent particles propagating at the same velocity $\sigma v_0$ and with the same
position at rate 1/2. Yet, once created, this pair separates if either particle tumbles or dies, which occurs with the respective rates $\gamma$ and $\delta$. One therefore expects an exponential increase in the number of particles in such a ballistically propagating cluster if $\gamma + \delta < 1/2$ since then particles moving along the same direction multiply at a faster rate than they are depleted by tumbling and death events. In the intermittent phase, where $\gamma + \delta > 1/2$, the number of particles in a cluster instead decays exponentially over time, such that any cluster has a finite life-time after which most RTPs evolve separately.

The impact of this phase transition on the TF velocity was already described for this model in [51, 52] (see also [56–58] for similar phase transitions in distinct models) and is summarised in Fig. 1. In the persistent phase, the rightmost cluster at time $t \gg 1$ contains typically an exponentially large number of particles and as such its evolution is not impacted by the tumbling or death of individual particles. The evolution of $x_{\text{max}}(t)$ follows that of this cluster and propagates ballistically and persistently with velocity $v = v_0$. In the intermittent phase, a particle located at $x = x_{\text{max}}(t)$ at time $t$ is typically isolated. After a stochastic time, this particle will eventually die or tumble and $x_{\text{max}}(t)$ will cease to grow until another right-moving RTP crosses this position. We call this phase intermittent due to the alternate periods of growth and plateau of $x_{\text{max}}(t)$. This behaviour still leads to an average ballistic growth, albeit with a smaller velocity $v_1 \leq v_0$.

III. MAIN RESULTS

We have described in section II the impact of the phase transition on the velocity of the travelling front (see also [51, 52]). We will now detail our main results on the impact of this phase transition on all the characteristics of the front describing the distribution of the rightmost position of this process.

A. Intermittent phase

In the intermittent phase, for $\delta + \gamma > 1/2$, the rescaled variable $\zeta$ appearing in Eq. (3) reads

$$\zeta = x - m(t)$$

where $m(t) = v_0 t - \frac{3}{2\lambda_1} \ln t + O(1)$, (5)

and the position of the front $m(t)$ is computed up to an unknown time-independent correction of $O(1)$ in this phase. Here and in the following, the subscripts $i$ and superscripts $P$ refer to the intermittent phase. The value of the velocity $v = v_0$ of the TF appearing in Eq. (5) is given by

$$v_0 = v_0 \sqrt{1 - \left( \frac{r_s}{r_a} \right)^2} = \frac{2 \sqrt{(1-\delta)(\delta + 2\gamma)}}{2\gamma + 1} v_0$$

(6)

where $r_s = 1/2 - \delta - \gamma$ is the inverse life-time of clusters in the intermittent phase and $r_a = \gamma + 1/2$ is the rate at which particles in the direction $\sigma$ produce particles in the opposite direction $-\sigma$, either by tumbling or branching. The parameter $\lambda_1$ appearing in the correction to the front’s position in Eq. (5) characterises the tail of the TF solution

$$F_\sigma(\zeta_i \rightarrow +\infty) \approx a_\sigma \zeta_i e^{-\lambda_i \zeta_i}$$

and reads

$$\lambda_1 = \frac{r_s^2 v_i}{r_a v_0} = \frac{1}{v_0} \frac{2\gamma + 1}{2\gamma + 2\delta - 1} \sqrt{(1-\delta)(\delta + 2\gamma)}$$

(8)

As the particles in this model have a finite maximal speed $v_0$, this tail is cut-off at the value $\zeta^{c.o.}(t)$ for any finite $t$, such that $F_\sigma(\zeta > \zeta^{c.o.}(t)) = 0$, as seen in Fig. 2. The value of $\zeta^{c.o.}(t)$ is simply obtained by inserting $x = v_0 t$ in Eq. (5). The TF solution approaches the value 1 exponentially for $\zeta \rightarrow -\infty$ (32) with the rate $\lambda$ in Eq. (33). Note that the main features of the TF in this phase are qualitatively similar as that of the TF which is solution of the Fisher-KPP equation. An important difference is that the TF at long time still depends explicitly on the direction $\sigma = \pm$ of the initial particle.

B. Persistent phase

In the persistent phase, corresponding to $\delta + \gamma < 1/2$, the rescaled variable $\zeta$ appearing in Eq. (3) reads

$$\zeta_p = x - v_0 t$$

(9)

Here and in the following, the subscripts $p$ and superscripts $P$ refer to the persistent phase. The RTPs have in this model a finite maximal speed $+v_0$. This means that at any time, $x_{\text{max}}(t)$ cannot be larger than $v_0 t$ and thus the TF has a finite edge $F_\sigma(\zeta_p > 0) = 0$ (see Fig. 4). Moreover, there is a finite probability that $x_{\text{max}}(t) = v_0 t$ if the initial direction is $\sigma = +$. For this event to occur, one should have $x_{\text{max}}(\tau) = v_0 \tau$ at all times $\tau \in [0, t]$. It means that at all times up to $t$ there must be a non-zero number of particles in the cluster emerging from the initial particle. On the other hand, if the initial particle starts in direction $\sigma = -$, it will take a finite amount of time for it to either tumble or create a right-moving off-spring. This delay cannot be caught-up afterwards as the maximal velocity is $v_0$ and one has $x_{\text{max}}(t) < v_0 t$ at time $t$. This feature can be observed in Fig. 4 where the cumulative distribution $Q_+(x, t)$ is continuous for $\zeta_p = x - v_0 t = 0$ while $Q_+(x, t)$ is discontinuous,

$$Q_+(v_0 t, t) = \text{Prob} [x_{\text{max}}(t) = v_0 t] + 1 - 2\gamma - 2\delta$$

(10)

The definition of the front’s position used in Eq. (9) is $F_\sigma(\zeta_p = 0) = 0$. The velocity of the TF is $v = v_0$ and the correction to the front’s position exactly $X(t) = 0$. In this phase, we obtain an exact expression for the TF solution $F_\sigma^P(\zeta_p)$, expressed in terms of its inverse function $Z_{\sigma}^P(f)$ in Eq. (55). The travelling front with initial direction $\sigma = -$ can then be obtained from Eq. (48). We also characterise analytically the asymptotic behaviours of the travelling front solution $F_\sigma^P(\zeta_p)$ both for $\zeta_p \rightarrow 0$ in Eqs. (63) and (64) and for $\zeta_p \rightarrow -\infty$ in Eq. (57) (see the rate in Eq. (58) and the pre-exponential constant in Eq. (59)). The finite edge and the discontinuity of the TF clearly arise from the persistence of the RTPs and are not observed for the BBM [48].
C. At the transition

At the transition, the travelling front has velocity \( v_0 \). The TF \( F_{\sigma}^{\pm}(\zeta_{\sigma}) \), where the superscript \(^t\) refers to the transition, exhibits a finite edge for \( \zeta_{\sigma} = 0 \). Starting in the state \( \sigma = + \), the TF with initial direction \( \sigma = + \) is discontinuous at \( \zeta_{\sigma} = 0 \) for any finite time, with

\[
Q_+(v_0 t, t) = \frac{2}{2 + t} > Q_+(x > v_0 t, t) = 0 , \tag{11}
\]

and becomes continuous only in the limit \( t \to \infty \). In the special case where \( \delta = 0 \) and \( \gamma = 1/2 \), for which the full distribution \( Q_{\sigma}(x, t) = F_{\sigma}^{\pm}(\zeta_{\sigma}) \) is described by the TF at sufficiently large time \( t \gg 1 \), we are able to obtain with good approximation the TF \( F_{\sigma}^{\pm}(\zeta_{\sigma}) \) at large but finite time \( t \) by computing its inverse function

\[
\frac{1}{v_0} Z_+(f; t) = \frac{3}{2} \ln \left( \frac{2 + t}{t} (1 - f) \right) - f + \frac{1}{2 + t} . \tag{12}
\]

The TF with initial directions \( \sigma = \pm \) satisfy with good approximation the algebraic relation \( F^{\pm} = F_{+}^{\pm}/(2 - F_{-}^{\pm}) \) at these large times. Finally, the function \( Z^+(f) \), inverse of the TF solution \( F_{\sigma}^{\pm}(\zeta_{\sigma}) \) can be obtained in the limit \( t \to \infty \) for any \( \gamma, \delta \) with \( \gamma + \delta = 1/2 \). It is obtained by taking \( t \to \infty \) in Eq. \( \text{(12)} \) and reads \( (r_a/v_0) Z_+(f; t) = 3/2 \ln(1 - f) - f/2 \).

From this expression, we extract the asymptotic behaviours of the TF solution both for \( \zeta_{\sigma} \to 0 \) in Eqs. \((75)\) and \((74)\) and for \( \zeta_{\sigma} \to -\infty \) in Eq. \((73)\).

IV. FOKKER-PLANCK EQUATION AND TRAVELLING FRONT SOLUTION

A. Fokker-Planck equation

Our analysis starts with the derivation of a backward Fokker-Planck equation \([59]\) for the cumulative probability in Eq. \( \text{(2)} \) (see \([40]\) for a similar derivation for BBM). In this approach, an equation for \( Q_{\sigma}(x, t + dt) \) is obtained by splitting the time interval \( [0, t + dt] \) into \([0, dt]\) and \([dt, t + dt]\).

One first considers all possible evolution of the initial particle during the first sub-interval \([0, dt]\). Then, given this initial evolution, the equation is derived by considering all possible evolution in the interval \([dt, t + dt]\) which contribute to \( x_{\text{max}}(t + dt) \geq x \). Initially, the maximum is \( x_{\text{max}}(t) = x_0 = 0 \) and the corresponding cumulative probability is \( Q_{\sigma}(x, 0) = \text{Prob}[x_{\text{max}}(0) \geq x|\sigma] = \Theta(-x) \), where \( \Theta(x) \) is the Heaviside step function. The evolution equation reads for \( x > 0 \)

\[
Q_{\sigma}(x, t + dt) = \gamma dt Q_{-\sigma}(x, t) + \frac{dt}{2} [2Q_{\sigma}(x, t) - Q_{-\sigma}(x, t)] + \frac{dt}{2} [Q_{\sigma}(x, t) + Q_{-\sigma}(x, t) - Q_{\sigma}(x, t)Q_{-\sigma}(x, t)] + [1 - (1 + \gamma + \delta)dt] Q_{\sigma}(x - \sigma v_0 dt, t) . \tag{13}
\]

To understand this equation, consider the evolution of the initial particle during the first interval of time \( dt \). It can either:

(i) Die with probability \( \delta dt \), such that \( x_{\text{max}}(t) = 0 < x \) for any time \( t \geq 0 \), implying this process does not contribute to \((13)\).

(ii) Tumble with probability \( \gamma dt \). After time \( dt \), the initial particle has direction \( -\sigma \). Then \( x_{\text{max}} \) remains bounded to \([x, \infty)\) during \([dt, t + dt]\) with probability \( Q_{-\sigma}(x, t) \), explaining the first line of Eq. \((13)\).

(iii) Branch with probability \( dt \). Its offspring is in the direction \( \sigma \). Then \( x_{\text{max}}(t + dt) \) remains bounded to \([x, \infty)\) with probability \( Q_{\sigma}(x - \sigma v_0 dt, t) \), explaining the fourth line of Eq. \((13)\).

In the limit \( dt \to 0 \) and for \( x > 0 \), we obtain the two partial non-linear differential evolution equations for \( \sigma = \pm \)

\[
\frac{\partial}{\partial t} Q_{\sigma}(x, t) = -\sigma v_0 \frac{\partial}{\partial x} Q_{\sigma}(x, t) + r_a Q_{-\sigma}(x, t) - r_s Q_{\sigma}(x, t) - \frac{Q_{\sigma}(x, t)}{2} [Q_{-\sigma}(x, t) + Q_{\sigma}(x, t)] , \tag{14}
\]

where the rates \( r_a, r_s \) read

\[
r_a = \gamma + \frac{1}{2} , \quad r_s = \frac{1}{2} - \gamma - \delta . \tag{15}
\]

As we will see in the following, the fact that \( r_s > 0 \) in the intermittent phase, while \( r_s < 0 \) in the persistent phase is crucial to understand the impact of the phase transition on the EVS of this process. We will now consider the behaviour of the cumulative probability in the large time limit and focus in particular on the travelling front.

B. Travelling front solution

After a typical time of order \( O(1) \), the probability \( P_0(t) = \text{Prob}[N(t) = 0] \) reaches its asymptotic value (See App. A for details). Supposing the extinction of the process, and since there is a finite maximal velocity \( v_0 \), the process only has time to reach positions \( x_{\text{max}}(t) = O(1) \) before all RTP die. In the following, we focus our attention on the region \( x \gg t \gg 1 \), where the stationary distribution vanishes, i.e. \( Q_{\text{st}}(x) \to 0 \), while the travelling front solution \( F_{\sigma}(\zeta) \) is non-zero. In the long time limit, using the asymptotic scaling form of the CDF in Eq. \((3)\) and assuming that at leading order the position of the front evolves ballistically \( m(t) = vt + o(t) \), one can replace \( \partial_t F_{\sigma}(\zeta) \to -v \partial_\zeta F_{\sigma}(\zeta) + o(1) \) and re-express the evolution of the CDF in Eq. \((14)\) in terms of the TF solution \( F_{\sigma}(\zeta) \) as

\[
(v - \sigma v_0) \partial_\zeta F_{\sigma}(\zeta) = -r_a F_{-\sigma}(\zeta) + r_s F_{\sigma}(\zeta) + \frac{r_a - r_s}{2} F_{\sigma}(\zeta) [F_{\sigma}(\zeta) + F_{-\sigma}(\zeta)] + o(1) . \tag{16}
\]
This equation for the TF solution can be amenable to an alternative form, closer to the Fisher-KPP equation. To see this, we multiply by \((v + \sigma v_0)\) and take a derivative with respect to \(\zeta\). It yields

\[
(v_0^2 - v^2) \partial^2 \zeta F_\sigma + 2v r_s \partial \zeta F_\sigma + (r_a^2 - r_s^2) F_\sigma = \frac{r_a - r_s}{2} [(F_\sigma + F_{-\sigma})(r_s F_\sigma + r_a F_{-\sigma}) - (v + \sigma v_0) \partial \zeta (F_\sigma (F_\sigma + F_{-\sigma}))],
\]

(17)

\[\text{A. Velocity of the travelling front}\]

For completeness, we first repeat the general arguments allowing to derive the velocity \(v\) of the travelling front equation and show that in the intermittent phase \(v_1\) satisfies Eq. (6) \([51, 52, 56–58]\). In the limit \(\zeta \to \infty\), the function \(F_\sigma(\zeta)\) approaches the fixed point \(F_\sigma = 0\) of Eq. (17). Both its value and the value of its derivative are small in this regime \((- \partial_\zeta F_\sigma\) is a probability distribution, it is positive and goes to zero as \(\zeta \to \infty\)). We may neglect the non-linear terms in Eq. (17) and approximate the full solution \(F_\sigma^\text{lin}(\zeta)\) by the solution \(F_\sigma^\text{lin}(\zeta \to \infty)\) of the linearised equation. In this linearised version of Eq. (17), the right-hand-side of the equation vanishes while the left-hand-side remains identical, yielding

\[
(v_0^2 - v^2) \partial^2 \zeta F_\sigma^\text{lin} + 2v r_s \partial \zeta F_\sigma^\text{lin} + (r_a^2 - r_s^2) F_\sigma^\text{lin} = 0 .
\]

(18)

The full non-linear solution, which shares the same asymptotic behaviour as the linear solution \(F_\sigma^\text{lin}(\zeta \to \infty) \sim F_\sigma^\text{lin}(\zeta \to \infty)\) must be a decreasing function of \(\zeta\) as it is a CDF. This means that we need to consider only the case where

\[
v \geq v_1 = v_0 \sqrt{1 - \left(\frac{r_s}{r_a}\right)^2}.
\]

(19)

Note that the finite maximum velocity \(v_0\) of the RTPs in our model imposes the other condition \(v \leq v_0\). In the opposite scenario \(v < v_1\), the linear solution is oscillating as \(\zeta \to \infty\).

The solution of the linear equation in Eq. (18) reads

\[
F_\sigma^\text{lin}(\zeta) = \begin{cases} 
A_\sigma e^{\lambda_+ \zeta} + B_\sigma e^{\lambda_- \zeta}, & v \geq v_1, \\
(a_\sigma \zeta + b_\sigma) e^{-\lambda_1 \zeta}, & v = v_1,
\end{cases}
\]

(20)

where the decay rates \(\lambda_\pm\) and \(\lambda_1\) are given by

\[
\lambda_\pm = \frac{r_a v}{v_0^2 - v^2} \left[1 \pm \frac{v_0}{v} \sqrt{\frac{v^2 - v_1^2}{v_0^2 - v_1^2}} \right], \quad \lambda_1 = \frac{r_a^2 v_1}{r_s v_0},
\]

(21)

with, in particular, \(\lambda_1 = \lambda_\pm\) for \(v = v_1\). Let us first mention that for \(r_s < 0\), which is the case in the persistent phase, all the rates are negative \(\lambda_\pm, \lambda_1 < 0\). The TF solution \(F_\sigma(\zeta)\) would be exponentially increasing (instead of decaying) as \(\zeta \to \infty\), which is un-physical: \(F_\sigma(\zeta)\) is a cumulative probability and is therefore bounded \(0 \leq F_\sigma(\zeta) \leq 1\). The method used here therefore only applies to the intermittent phase where \(r_s > 0\).

\[\text{V. INTERMITTENT PHASE}\]

We first consider the behaviour of the TF solution in the intermittent phase.
Since $\lambda_+ \geq \lambda_-$, the solution of the linear equation will decay at infinity as $F^\text{lin}_\sigma(\zeta \to \infty) \propto e^{-\lambda_+ \zeta}$. Considering only the linear behaviour, any pair $(v, \lambda_-)$ represents a physical solution. The correct and unique solution to the non-linear equation is obtained by recalling that $F_\sigma(\zeta)$ is the TF solution at long time describing the CDF $Q_\sigma(x,t)$. The initial condition for this distribution is a step function $Q_\sigma(x,0) = \Theta(-x)$ and thus decays faster than exponentially as $x \to \infty$. The tail $F_\sigma(\zeta \to \infty) \propto e^{-\lambda_+ \zeta}$ of the solution, even at very large time, keeps trace of this initial condition such that the exponential decay rate $\lambda_+$ must be the largest possible [45, 60]. Here, the largest real value of $\lambda_-$ is achieved for $\tau = v_1$ and given by $\lambda_1$. Inserting in Eq. (21) the values of $r_s, r_a$, we recover the expression of $\lambda_1$ in Eq. (8).

The expression for the velocity in the intermittent phase in Eq. (19) has a clear interpretation in terms of the rates $r_s$ and $r_a$. It increases with the rate $r_s$ at which left-moving RTPs (that cannot contribute to the growth of $x_{\text{max}}(t)$) tumble or branch into right-moving RTPs. On the other hand, it decreases with the rate $r_a$, which is the inverse life-time of a cluster of particles. Let us now turn to the correction $X(t)$ to the front’s position defined in Eq. (4). This subject has been extensively studied for the Fisher-KPP equation and related non-linear equations and arises in physical problems [53–55].

**B. Correction to the front’s position**

We have seen in the previous section that, at leading order, the front’s position propagates ballistically $m(t) = v_1 t + o(t)$. We now consider the behaviour of the correction $X(t) = (x - v_1 t) - \zeta_1$ in the intermittent phase as $t \to \infty$. To derive this behaviour, we will again compare the behaviour of the full non-linear solution $F_\sigma(\zeta_1)$ as $\zeta_1 \to \infty$ to the behaviour of a linearised solution. We will consider here the solution $q^{\text{lin}}_\sigma(x,t)$ of Eq. (14), linearised close to the fixed point $Q_\sigma = 0$. It satisfies the telegraphic equation

$$\partial_t^2 q^{\text{lin}}_\sigma + 2r_s \partial_x q^{\text{lin}}_\sigma = v_2^2 \partial_x^2 q^{\text{lin}}_\sigma + (r_a^2 - r_s^2) q^{\text{lin}}_\sigma.$$  

First, let us check that the leading asymptotic behaviour of the TF is indeed given by $F^\text{lin}_\sigma(\zeta_1 \to \infty) \approx a_\sigma \zeta_1 e^{-\lambda_1 \zeta_1}$ and thus that $a_\sigma > 0$. To show this, let us suppose that this asymptotic behaviour is indeed correct and compute the value of $a_\sigma$. Multiplying Eq. (17) by $(v_2^2 - v_1^2)^{-1} e^{\lambda_1 \zeta_1}$ and integrating with respect to $\zeta_1$ over the real line, one can show that the left-hand side of the equation simply reads

$$\int_{-\infty}^{\infty} \partial_x^2 (e^{\lambda_1 \zeta_1} F^\text{lin}_\sigma(\zeta_1)) d\zeta_1 = \partial_x (e^{\lambda_1 \zeta_1} F^\text{lin}_\sigma(\zeta_1))|_{\zeta_1 \to +\infty} = a_\sigma,$$  

where we used the limit $F^\text{lin}_\sigma(\zeta_1 \to -\infty) = 1$ ($F^\text{lin}_\sigma$ is a complementary cumulative distribution) and our hypothesis for the asymptotic behaviour of $F^\text{lin}_\sigma(\zeta_1 \to \infty)$. The right-hand side can be re-expressed after using the integration by parts $\int e^{\lambda_1 \zeta_1} \partial_x (F^\text{lin}_\sigma(F^\text{lin}_\sigma + F_{-\sigma})) d\zeta_1 = -\lambda_1 \int e^{\lambda_1 \zeta_1} F^\text{lin}_\sigma(F^\text{lin}_\sigma + F_{-\sigma}) d\zeta_1$.

It yields an exact expression for $a_\sigma$

$$a_\sigma = \int_{-\infty}^{\infty} d\zeta_1 r_s(q_{a_\sigma} - q_{s_\sigma})(r_a^2 - r_s^2)e^{\lambda_1 \zeta_1} \left[ F^\text{lin}_\sigma + F_{-\sigma} \right] \times \left[ (r_s + \sigma \sqrt{r_a^2 - r_s^2}) F_\sigma + r_s F_{-\sigma} \right].$$  

This expression is strictly positive in the intermittent phase, as the rates satisfy $r_s > r_a > 0$ and $0 \leq F_\sigma \leq 1$. Our hypothesis for the leading behaviour of the non-linear solution $F^\text{lin}_\sigma(\zeta_1 \to \infty) \approx a_\sigma \zeta_1 e^{-\lambda_1 \zeta_1}$ is therefore valid.

The behaviour of the leading correction $X(t)$ to the front’s position for a non-linear equation built on the telegraphic equation has been investigated in [53, 61]. If the TF solution behaves asymptotically as $F^\text{lin}_\sigma(\zeta_1 \to \infty) \approx a_\sigma \zeta_1 e^{-\lambda_1 \zeta_1}$, the leading correction takes the scaling form

$$X(t) \approx \frac{3}{2 \lambda_1} \ln t + O(1),$$  

where $\lambda_1$ depends explicitly on the details of the equation but the $(3/2) \ln t$ is universal and is also obtained e.g. in the case of BBM. We show here that this result is indeed correct for our particular case. In the asymptotic regime $\zeta_1 \to \infty$, we expect that the functions $F^\text{lin}_\sigma(\zeta_1) \sim q_\sigma(x,t)$ share the same asymptotic behaviour. We therefore need to obtain the asymptotic behaviour of $q_\sigma(x,t)$ for $t \gg 1$ and $x - v_1 t \gg 1$. We first remove the exponential tail by considering $\bar{q}_\sigma(x,t) = e^{\lambda_1 (x - v_1 t)} q_\sigma(x,t)$, which satisfies the equation

$$\partial_t^2 \bar{q}_\sigma + 2(r_s + \lambda_1 v_1) \partial_x \bar{q}_\sigma = v_2^2 \partial_x^2 \bar{q}_\sigma - 2\lambda_1 v_1^2 \partial_x \bar{q}_\sigma.$$  

Note that the factor $x - v_1 t = \zeta_1 + X(t)$ can conveniently be expressed in terms of the correction $X(t)$ to the front’s position. In the large $t$ limit, one can show for this telegraphic equation that the solution is a scaling function of $u = (x - v_1 t)/\sqrt{t} = O(1)$. The scaling form leading to the correct asymptotic behaviour reads

$$q^{\text{lin}}_\sigma(x,t) = \frac{1}{\lambda_1} g \left( \frac{x - v_1 t}{\sqrt{t}} \right).$$  

Inserting this scaling form in Eq. (26) and in the regime $t \gg 1$ with $u = 0(1)$, the scaling function $g(u)$ satisfies

$$D_{\text{eff}} \bar{g}'(u) + u \bar{g}'(u) + 2\bar{g}(u) = 0, \quad D_{\text{eff}} = \frac{v_2^2 v_1^4}{\lambda_1^4}. $$

The solution which leads to a correct matching is given by

$$g(u) = A u e^{-\frac{u^2}{2D_{\text{eff}}}}.$$  

Inserting this scaling function into the solution of the linear equation $q^{\text{lin}}_\sigma(x,t)$, one obtains at large time and in the regime $\sqrt{t} \gg x - v_1 t = \zeta_1 + X(t) \gg \ln t$,

$$q^{\text{lin}}_\sigma(x,t) \approx A \left( \zeta_1 + X(t) \right) e^{-\lambda_1 (\zeta_1 + X(t))}.$$  

Comparing with the asymptotic behaviour $F^\text{lin}_\sigma(\zeta_1 \to \infty) \approx a_\sigma \zeta_1 e^{-\lambda_1 \zeta_1}$ and supposing $\zeta_1 \gg X(t)$, one recovers that at leading order, the correction to the front’s position $X(t)$ is indeed given by Eq. (25). The computation of the corrections beyond this log correction is in general a complicated task [54, 55].
C. Asymptotic behaviour for $\zeta_i \to -\infty$

We already characterised in Eq. (7) the asymptotic behaviour of the TF solution for $\zeta_i \to +\infty$ and used this result in the previous section to obtain the correction to the front’s position. We will now consider the asymptotic behaviour in the opposite limit $\zeta_i \to -\infty$. Since $F_{a}^\dagger(\zeta_i)$ is a (complementary) cumulative distribution, it converges to the stable fixed point $F_{a}^\dagger(\zeta_i) \to 1$ at leading order as $\zeta_i \to -\infty$. We will now consider the first order correction to this behaviour by linearising the equation for the TF solution (16) close to the stable fixed point, introducing $F_{s}(\zeta_i) = 1 - F_{a}^\dagger(\zeta_i) \ll 1$ as $\zeta_i \to -\infty$. It yields

$$2 (v_i - \sigma v_0) \partial_{\zeta_i} f_s = (3r_a - r_s)f_s - (r_a + r_s)f_{-s} ,$$

where $f_s \equiv f_s(\zeta_i)$. Note that we used that the derivative $\partial_{\zeta_i} f_s$ is the probability distribution of $x_{\max}(t)$ conditioned on the survival of the process and approaches zero as $\zeta_i \to -\infty$. Solving the linear differential equation with the correct asymptotic behaviour $f_s(\zeta_i \to -\infty) \to 0$, one obtains

$$F_s(\zeta_i \to -\infty) = 1 - b_s e^{\lambda \zeta_i} ,$$

with the decay rate

$$\lambda \equiv \frac{r_a}{2 r_s v_0} \sqrt{(r_a - r_s)(3r_a + r_s)(3r_a^2 + r_s^2)} - (3r_a - r_s) \frac{r_s}{2 r_s v_0} .$$

Note that a similar exponential decay of the solution observed for the solution of the Fisher-KPP equation close to the stable fixed point.

D. Brownian limit

We have seen in the previous sections that the TF solution in the intermittent phase shares a number of features with the TF describing the maximum of a BBM, solution of the Fisher-KPP equation. These qualitative features include the asymptotic behaviours of the solution as $\zeta_i \to \infty$ in Eq. (7) and as $\zeta_i \to -\infty$ in Eq. (32) together with the log-correction to the front’s position as seen in Eqs. (5) and (25). We are now going to show that there is a limit in which this analogy is also quantitative and the TF in the intermittent phase converges exactly to the solution of the Fisher-KPP equation. It has been well-established that in the limit $\gamma \to \infty$, $v_0 \to \infty$ with $D = v_0^2 \gamma = O(1)$, the RTP converges to a Brownian motion. In this limit, we first use that both $r_a \approx r_s \approx \gamma$ at leading order with $r_a - r_s = 1 - \delta$ to rewrite the velocity of the TF in Eq. (6) and the exponential decay rates in Eq. (8) and Eq. (33) as

$$v_i \to v_{BBM} = 2 \sqrt{D(1 - \delta)} ,$$

$$\lambda_i \to \frac{v_{BBM}}{2D} , \quad \lambda \to (\sqrt{2} - 1) \frac{v_{BBM}}{2D} .$$

We recover exactly in this limit the values of velocity and decay rates for the BBM. This can be understood further by taking the same limit in the TF equation (17), yielding

$$\frac{1}{\lambda_i} F''_{a} + \frac{2}{\lambda_i} F'_{a} + F_{a} - \frac{(F_{a} + F_{-a})^2}{4} = 0 . \quad (36)$$

Note that the non-linear term is symmetric in $\sigma$. Therefore the function $f(\zeta_i) = F_{+}(\zeta_i) - F_{-}(\zeta_i)$ is solution of a second order linear differential equation. Since the functions $F_{\pm}(\zeta_i)$ both converge to the same fixed point for $\zeta_i \to -\infty$ and $\zeta_i \to +\infty$, the function $f(\zeta_i \to \pm\infty) = 0$ is zero in both limits. It yields that $f(\zeta_i) = 0$ for all $\zeta_i$. One thus has $F_{+}(\zeta_i) = F_{-}(\zeta_i) \equiv F(\zeta_i)$ for all $\zeta_i$. This is not surprising as in this limit, particles tumble from one state to the other instantaneously, such that the direction of the initial particle becomes irrelevant. Rescaling the position $\zeta_i \to \xi = \lambda_i \zeta_i$, Eq. (36) is amenable to the Fisher-KPP equation

$$F''(\xi) + 2F'(\xi) + F(\xi) - F^2(\xi) = 0 . \quad (37)$$

The TF solution for the branching RTP process converges in this limit to the TF solution for BBM as one should expect. Note that taking the limit $\gamma \to \infty$, $v_0 \to \infty$ with $D = v_0^2 \gamma = O(1)$ directly in the initial equation for the CDF (14), one can show that the full CDF $Q_{\sigma}(x,t) \to Q_{BBM}(x,t)$ converges to that of a Brownian motion [41]. This convergence of the solution for RTP to the solution for BBM thus also applies to the stationary distribution $Q_{\sigma}^{\infty}(x)$ obtained in case of extinction.

VI. PERSISTENT PHASE

We now consider the persistent phase where $r_s = \gamma + \delta - 1/2 < 0$. In this phase, we will see that the velocity of the travelling front is maximal and equal to $v_0$ and that the TF has a finite edge beyond which it vanishes exactly. Before considering the general case, we first show that this behaviour indeed exists in the persistent phase by considering the special case of infinite persistence where there is no tumbling $\gamma = 0$ and no death $\delta = 0$ and particles have simple ballistic motion.

A. Infinite persistence ($\gamma = \delta = 0$)

We first consider the simple case where there is no death $\delta = 0$ and no tumbling $\gamma = 0$. As there is no death, there is no steady state solution in Eq. (3) and the full distribution is given at long time by the TF solution $Q_{\sigma}(x,t) = F_{0}(\zeta_p)$, where $\zeta_p = x - v_0 t$. Particles have ballistic motion with speed $\pm v_0$ for all time. It is then simple to realise that the maximum $x_{\max}(t)$ of the process is simply given by the position of the first right-moving particle to appear in the process. Starting in direction $\sigma = +$, the maximum of the process is the position of the initial particle and it yields that $x_{\max}(t) = v_0 t$ for all times $t$. The corresponding distribution retains its initial step profile at all times

$$Q_{+}(x,t) = F_{+}^{\zeta_p}(x = v_0 t) = \Theta(-\zeta_p) . \quad (38)$$
For $\delta, \gamma = 0$, one has $r_a = -r_s = 1/2$ and the equation for the CDF reads
\[
(\partial_t + \sigma \partial_x \partial_x)Q_\sigma = \frac{(1 - Q_\sigma)}{2} [Q_{-\sigma} + Q_\sigma] .
\] (39)

It is then trivial to check that $Q_+(x, t) = \Theta(v_0 t - x)$ is a solution of Eq. (39). Note that taking explicitly the boundary condition $Q_\sigma(x < 0, t) = 1$ into account, the distribution reads
\[
Q_\sigma(x, t) = \Theta(-x) + \Theta(x)F_\sigma(\zeta_p = x - v_0 t) .
\] (40)

This expression is valid throughout the persistent phase in the particular case where $\delta = 0$. The TF solution $F_-(\zeta_p)$ can be computed exactly by inserting this form in Eq. (39) and solving the non-linear differential equation. However a more physical picture is obtained using the fact that $x_{\max}(t) = v_0(t - 2\tau_+)$, where $\tau_+$ is the stochastic time at which a right-moving particle first appears in the process. The probability that at time $\tau$, there are $n$ left-moving and no right-moving particle is the probability that $\tau_+ = \tau$ conditioned on the number of particles to be $n$. This probability is simply obtained as the probability that there are $n$ particles in the process (See App. A for details) times the probability $2^{1-n}$ that all the $n-1$ offspring are left-moving

\[
\text{Prob}[\tau_+ \geq \tau | N(t) = n] = e^{-\tau} \left(\frac{1 - e^{-\tau}}{2}\right)^{n-1} .
\] (41)

The cumulative probability of $\tau_+$ is then obtained by summing over all possible values of $n \geq 1$. Noting finally that $\text{Prob}[x_{\max}(t) \geq v_0 t + \zeta_p] = 1 - \text{Prob}[\tau_+ \geq -\zeta_p/2]$ as $x_{\max}(t) = v_0(t - 2\tau_+)$, the TF solution reads
\[
F_-(\zeta_p) = 1 - \sum_{n=1}^{\infty} \text{Prob}\left[\tau_+ \geq -\frac{\zeta_p}{2} | N(t) = n\right]
= -\tanh \left(\frac{\zeta_p}{4v_0}\right) .
\] (42)

One can check that after inserting this TF solution in the full CDF in Eq. (40), $Q_-(x, t)$ satisfies Eq. (39). In Fig. 3, we show a comparison between the TF obtained via numerical simulation of the process and our analytical results, showing excellent agreement. From Eq. (42), we can extract the asymptotic behaviour for $\zeta_p \to 0$

\[
F_- (\zeta_p \to 0) = -\frac{\zeta_p}{4v_0} + O(\zeta_p^3) ,
\] (43)

and for $\zeta_p \to -\infty$,

\[
F_- (\zeta_p \to -\infty) \approx 1 - 2e^{\zeta_p/(2v_0)} .
\] (44)

Finally, the moments of the maximum can be computed exactly. In the large $t$ limit, the rescaled random variable $\zeta_{\max} = x_{\max}(t) - v_0 t$ is independent of time and its cumulative distribution is precisely the TF solution $F_\sigma(\zeta_p)$. The moments of $\zeta_{\max}$ read
\[
\langle \zeta_{\max}^n \rangle = \int_{-\infty}^0 \frac{2n\zeta^{n-1}d\zeta}{1 + e^{-\frac{\zeta}{2v_0}}} = (\zeta_p)^n 2(2^n - 2)n!Z(n) ,
\] (45)

where $Z(n)$ is the Riemann Zeta function, starting in direction $\sigma = -$ and $\langle \zeta_{\max}^n \rangle_+ = 0$ starting in direction $\sigma = +$.

We have seen in this section that in this simple case, where there is no tumbling nor death, the TF exhibits a finite edge for $\zeta_p = x - v_0 t = 0$, beyond which it vanishes. In direction $\sigma = +$, the TF is discontinuous for $\zeta_p = 0$ as there is a finite probability (equal to 1 here) that the cluster whose parent is the initial particle contains a non-zero number of particles at time $t$. The position of the edge can be computed exactly in this simple case. We are going to show in the following that these features extend for any $\gamma$ and $\delta$ throughout the persistent phase ($\gamma + \delta < 1/2$). We will in particular be able to obtain an exact analytical expression for the TF and characterise both its asymptotic behaviours and the moments of the distribution as we have obtained here in this simpler situation.

B. Discontinuity of the solution for $x = v_0 t$

First, we show that the discontinuity of the solution for $\zeta_p = 0$, i.e. $x = v_0 t$, is generic in the persistent phase. Replacing $v \to v_0$ in the evolution of the TF Eq. (16) specified to $\sigma = +$, we derive an exact algebraic relation between the TF solutions $F^p_+(\zeta_p)$ and $F^p_-(\zeta_p)$.

\[
\kappa F^p_+ + F^p_- = \frac{1 + \kappa}{2} \left(F^p_+ + F^p_-\right) ,
\] (46)

where we have defined
\[
0 < \kappa = \frac{r_s}{r_a} = \frac{1 - 2\gamma - 2\delta}{1 + 2\gamma} < 1 .
\] (47)
Using this equation, one can express $F^p_+ (ζ_0)$ as a function of $F^p_+ (ζ_0)$ and $κ$ as

$$F^p_+ (ζ_0) = \frac{κ}{1 + κ} - \frac{F^p_+}{2} + \sqrt{\frac{F^p_+}{4} + \left( \frac{2 - κ}{2(1 + κ)} \right)^2 - \frac{4(1 - κ)}{(1 + κ)^2}}.$$  

(48)

Note that the previous section corresponds to the case where $κ = 1$ with $r_a = 1/2$ and in this limit $F^p_+ (ζ_0) = 1$ and does not depend on $F^p_+ (ζ_0)$. We will now use this equation to show that the function $F^p_+ (ζ_0)$ is discontinuous for $ζ_0 = 0$ throughout the persistent phase. Let us first remind that in our model, the RTP have a finite maximum velocity $+v_0$. It is therefore impossible for any RTP to be at a position larger than $v_0 t$ at time $t$. This yields trivially that

$$F^p_+ (ζ_0 = x - v_0 t > 0) \propto \text{Prob} \left[ x_{\text{max}} (t) > v_0 t \right] = 0.$$  

(49)

We now consider the value of $F_σ (ζ_0 = 0)$. As we argued earlier, starting in the direction $σ = −$, it takes a finite amount of time for the initial left-moving particle to either tumble or create a right-moving offspring. One must therefore have $x_{\text{max}} (t) < v_0 t$, even in the persistent phase. As $ζ_0 = x - v_0 t$, this yields that $F^p_+ (ζ_0 = 0) = 0$, as already seen for $δ = γ = 0$ in Eq. (42). Using this result by setting $F^p = 0$ in Eq. (48), we obtain instead that

$$F^p_+ (ζ_0 = 0) = \frac{2κ}{1 + κ} = \frac{1 - 2γ - 2δ}{1 - δ}.$$  

(50)

Inserting this result in the expression of the full CDF in Eq. (3), we obtain

$$Q_+(v_0 t, t) = \text{Prob} \left[ x_{\text{max}} (t) = v_0 t \right] = (1 - δ) F^p_0 (0) = 1 - 2γ - 2δ.$$  

(51)

Note that we used Eq. (49) to rewrite $\text{Prob} \left[ x_{\text{max}} (t) ≥ v_0 t \right] = \text{Prob} \left[ x_{\text{max}} (t) = v_0 t \right]$. As seen in Fig. 4, this discontinuity is confirmed by numerical simulation of the process. This result can be interpreted as the probability that the cluster emerging from the initial particle contains a non-zero number of RTPs at time $t$. The position of this cluster of particles at any time $t$ is simply given by $v_0 t$, hence $x_{\text{max}} (t) = v_0 t$. At $t = 0$, there is only one particle, the initial one, in this cluster. The rate of branching within the cluster is $\frac{1}{2}$ while the rate at which particles leave the cluster, via tumbling or death, is $δ + γ$. In the long time limit, the probability that there is a positive number of particles in this cluster converges to $1 - 2δ - 2γ$ (See App. A for details), resulting in Eq. (51). Now that we have obtained an exact expression for the discontinuity of the solution, we are going to show that there is an exact analytical expression for the function $Z^p_+ = F^p_+^{−1}$, i.e. the inverse function of the TF solution $F^p_+ (ζ_0)$.

C. Exact inverse functions

To obtain the expression of the inverse function of $F^p_+ (ζ_0)$, we start by considering the differential equation describing the evolution of $F^p_+ (ζ_0)$. It is obtained by replacing $v → v_0$ in the TF equation Eq. (16) specified to $σ = −$ and reads

$$2 \frac{v_0}{r_a} \partial_ζ F^p_+ = -F^p_+ - κ F^p + \frac{1 + κ}{2} F^p_+ (F^p_+ + F^p_+) ,$$  

(52)

where we remind that $κ = -r_s/r_a$. We now use Eq. (46) to express $F^p_+$ in terms of $F^p_+$, yielding

$$F^p_+ = \frac{(1 + κ)F^p_+ - 2κ}{2 - (1 + κ)F^p_+} F^p_+ .$$  

(53)

Replacing the expression of $F^p_+$ in each side of Eq. (52) and after some simplifications, we obtain a first order non-linear differential equation for the TF solution $F^p_+ (ζ_0)$,

$$\frac{v_0}{r_a} \partial_ζ F^p_+ = -\frac{2(1 - κ^2) F^p_+ (1 - F^p_+) - 4κ - (1 + κ)^2 F^p_+^2}{4(1 + κ)F^p_+ - 4κ - (1 + κ)^2 F^p_+^2} .$$  

(54)

The function $F_+ (ζ_0)$ is monotonically decreasing in the interval $ζ_0 \in (−∞, 0)$ where it takes value from $F_+(ζ_0 → −∞) = 1$ to $F_+(ζ_0 = 0) = 2κ/(1 + κ)$. One can then define its inverse function $Z^p_+ (f)$, which is defined in the interval $f \in [2κ/(1 + κ), 1]$ and takes values from $Z^p_+ (f = 2κ/(1 + κ)) = 0$ to $Z^p_+ (f → 1) → −∞$. Using the relation between the derivatives of inverse functions $\partial_f Z^p_+ (f) = (\partial_ζ F^p_+ (ζ_0)^{-1}$, Eq. (54) yields a differential equation for $Z^p_+ (f)$ that can be
solved exactly as

\[
\frac{r_a}{\nu_0} Z^P_+(f) = \int_{\frac{2x}{1 + \kappa}}^f du \frac{4(1 + \kappa)u - 4\kappa - (1 + \kappa)^2 u^2}{2(1 - \kappa^2)u(1 - u)}
\]

\[
= \frac{2\kappa}{1 - \kappa^2} \ln \left( \frac{1 + \kappa}{2\kappa} f \right) - \frac{(1 + \kappa)f - 2\kappa}{2(1 - \kappa)}
\]

\[+ \frac{3 + \kappa}{2(1 - \kappa)} \ln \left( \frac{1 + \kappa}{1 - \kappa} (1 - f) \right). \tag{55}\]

Similarly, the function \(Z^P_-(f)\), inverse of the TF solution \(F^P_\sigma(\zeta_\sigma)\) can be obtained by replacing \(+ \rightarrow -\) in the left-hand side of Eq. (55) and replacing \(f\) by the right-hand side of Eq. (48). Note that this relation has no well-defined limit for \(\kappa \rightarrow 1\), which is not surprising as in this limit \(F^P_\sigma(\zeta_\sigma) = \Theta(-\zeta_\sigma)\) is not monotonically decreasing and thus does not have an inverse function. In Fig. 4, we plot the cumulative probability in the persistent phase obtained by numerical simulation of the stochastic process. The TF contribution shows excellent agreement with our analytical prediction for \(F^P_\sigma(\zeta_\sigma)\) obtained by functional inversion of Eq. (55) and from the relation (48). The definition of the rescaled position \(\zeta_\sigma = x - \nu_0 t\) taken here is such that \(F_-(\zeta_\sigma = 0)\) and thus the front’s position is exactly \(m(t) = \nu_0 t\). Taking instead the definition of the front’s position \(m(t)\) as the position at time \(t\) such that \(F_0(\zeta_\sigma = 0) = f\) with \(0 \leq f < 1\), the correction \(X(t) = m(t) - \nu_0 t\) in the large \(t\) limit is of order \(O(1)\) and depends explicitly on \(f\). Its value is exactly given by \(X(t) = Z_\sigma(f)\) and obtained from Eqs. (55) and (48). We will now use the exact expression of the inverse function to obtain the asymptotic behaviours of \(F^P_\sigma(\zeta_\sigma)\) for \(\zeta_\sigma \rightarrow -\infty\).

D. Asymptotic behaviour for \(\zeta_\sigma \rightarrow -\infty\)

To obtain this asymptotic behaviour, we use that at leading order, the TF converges to the stable fixed point \(F^P_\sigma(\zeta_\sigma \rightarrow \infty) \rightarrow 1\). We must therefore consider the asymptotic behaviour

\[Z^P_\sigma(f) \approx \frac{1}{\lambda_\sigma} \ln \left( \frac{1 - f}{C_\sigma} \right), \quad f \rightarrow 1, \tag{56}\]

obtained from Eq. (55). This yields

\[F^P_\sigma(\zeta_\sigma \rightarrow -\infty) \approx 1 - C_\sigma e^{\lambda_\sigma \zeta_\sigma}. \tag{57}\]

Here, the rate \(\lambda_\sigma\) reads

\[\lambda_\sigma = \frac{r_a}{\nu_0} \frac{2(1 + \kappa)}{3 + \kappa} = \frac{1}{\nu_0} \frac{(2\gamma + 1)(1 - \delta)}{2(1 + \gamma) - \delta}, \tag{58}\]

while the coefficients \(C_\sigma\) read

\[\ln C_+ = \frac{4\kappa}{(1 - \kappa)(3 + \kappa)} \ln \left( \frac{2\kappa}{1 + \kappa} \right) + \frac{1 + \kappa}{3 + \kappa} + \ln \left( \frac{1 - \kappa}{1 + \kappa} \right),
\]

\[C_- = \frac{3 + \kappa}{1 - \kappa} C_+. \tag{59}\]

The relation between the coefficients \(C_+\) and \(C_-\) is obtained using the limit \(F^P_\sigma \rightarrow 1\) in Eq. (46). In the limit \(\kappa \rightarrow 1\) with \(r_a = 1/2\), one recovers that \(\lambda_\sigma \rightarrow (2\nu_0)^{-1}\) and \(C_- \rightarrow 2\), in full agreement with the asymptotic limit in Eq. (44). Let us now consider the opposite asymptotic behaviour \(\zeta_\sigma \rightarrow 0\).

E. Asymptotic behaviour for \(\zeta_\sigma \rightarrow 0\)

As we have seen in the previous sections, the solution in the persistent phase has a finite edge for \(\zeta_\sigma = 0\), beyond which it is identically zero. We will now consider the asymptotic behaviour as \(\zeta_\sigma \rightarrow 0\). We suppose that the function \(F^P_\sigma(\zeta_\sigma)\) is an analytic function close to \(\zeta_\sigma = 0\).

\[F^P_\sigma(\zeta_\sigma) = \sum_{k \geq 0} c_k(\sigma) z^k, \quad z = \frac{r_a \zeta_\sigma}{\nu_0}, \tag{60}\]

with at leading order \(c_{0,-} = F^P_\sigma(0) = 0\) and \(c_{0,+} = F^P_\sigma(0) = 2\kappa/(1 + \kappa)\). Note that this hypothesis holds for \(\sigma = -\) in the special case of infinite persistence (\(\kappa \rightarrow 1\)). Inserting directly in Eqs. (52) and (46) the Taylor series (60) for the TF, we can compute recursively the Taylor coefficients

\[2k c_{k+1,-} = -c_{k,+} + \kappa c_{k,-}
\]

\[+ \frac{1 + \kappa}{2} \sum_{p=0}^k c_{k-p,-}(c_{p,+} + c_{p,-}), \tag{61}\]

\[\kappa c_{k,+} + c_{k,-} = \frac{1 + \kappa}{2} \sum_{p=0}^k c_{k-p,+}(c_{p,+} + c_{p,-}). \tag{62}\]

Computing these coefficients up to order \(z^2\), the asymptotic behaviours as \(\zeta_\sigma \rightarrow 0\) read

\[F^P_\sigma(\zeta) = -\frac{\kappa}{1 + \kappa} z + \frac{1 - \kappa}{4(1 + \kappa)} z^2 + O(z^3), \tag{63}\]

\[F^P_\sigma(\zeta) = \frac{2\kappa}{1 + \kappa} - \frac{1 - \kappa}{1 + \kappa} z - \frac{1 + \kappa}{4\kappa} z^2 + O(z^3), \tag{64}\]

where we remind that \(z = r_a \zeta_\sigma/\nu_0\) and \(\kappa = -r_a/r_a\). In the case of infinite persistence, taking the limit \(\kappa \rightarrow 1\) and using that \(r_a = 1/2\), one can check that the asymptotic behaviour in Eq. (63) is in full agreement with Eq. (43). We will now complete our analysis of the persistent phase by computing the moments of the cumulative distribution described by the TF \(F^P_\sigma(\zeta_\sigma)\).

F. Moments of the distribution

In the intermittent phase, we have obtained the average value for the maximum in the large time limit \(\langle x_{\text{max}}(t)\rangle_\sigma = \nu_0 t + 3/(2\lambda_\sigma) \ln t + O(1)\), starting the process in direction \(\sigma = \pm\), up to corrections of \(O(1)\). In the persistent phase instead, we will now see that using our exact result for the inverse function \(Z^P_\sigma(f)\) it is possible to obtain the exact value of the moments of \(x_{\text{max}}(t)\). More precisely, conditioning on the survival of the process (or without conditioning if \(\delta = 0\)), the rescaled random variable

\[\zeta_{\text{max}} = x_{\text{max}}(t) - \nu_0 t, \tag{65}\]
direction \sigma taken by numerical simulation of the stochastic process starting with direction \sigma = \pm \delta for \delta = 0 and \gamma = 0, 0.125, 0.25, 0.375, 0.5 in the persistent phase (\gamma < 1/2) as a function of \kappa = (1 - 2\gamma)/(1 + 2\gamma) (taking \nu_0 = 1). The numerical results show excellent agreement with the analytical prediction \langle \zeta_{\text{max}} \rangle = -\langle r_\alpha/\nu_0 \rangle M_\pm(\kappa), where the scaling functions \mathcal{M}_\pm(\kappa) are given in Eqs. (69) and (70) and \r_\alpha = 1/(1 + \kappa).

becomes independent of \tau in the large time limit and its cumulative distribution is \text{F}_\sigma^{\text{FP}}(\zeta_{\text{sp}}). Taking the definition of the front’s position as \text{m}(\tau) = \langle x(\text{max}, \tau) \rangle, the average \langle \zeta_{\text{max}} \rangle = \text{X}(\tau) = \text{m}(\tau) - \nu_0 \tau gives the O(1) correction in the large time limit. The moments of this random variable read

\langle \zeta^n \rangle = -\int_{-\infty}^0 \partial_\zeta \text{F}_\sigma^{\text{FP}}(\zeta) \zeta^n d\zeta \tag{66}

Introducing a change of variable from \zeta \to f = \text{Z}_p^{\text{FP}}(\zeta), one obtains the following representation for the moments

\langle \zeta^n \rangle = \int_{\text{FP}(0)}^1 [\text{Z}_p^{\text{FP}}(f)]^n df \tag{67}

where we remind that \text{F}_\sigma^{\text{FP}}(0) = 0 while \text{F}_\sigma^{\text{FP}}(1) = 2\kappa/(1 + \kappa). Using the expression of the inverse function in Eq. (55), the average value can be computed analytically and takes the scaling form

\langle \zeta_{\text{max}} \rangle = -\nu_0^{-1} \frac{\text{M}_\pm(\kappa)}{r_\alpha} \tag{68}

\mathcal{M}_\pm(\kappa) = \begin{cases} \frac{7 - 3\kappa}{4(1 + \kappa)} + \frac{2\kappa}{1 - \kappa^2} \ln \left( \frac{2\kappa}{1 + \kappa} \right) & \text{for } \kappa > 1, \\
\frac{1 + 3\kappa + 16\ln 2}{4(1 + \kappa)} + \frac{2\kappa}{1 - \kappa^2} \ln \left( \frac{2\kappa}{1 + \kappa} \right) & \text{for } \kappa < 1.
\end{cases} \tag{69}

\mathcal{M}_\pm(\kappa) = \begin{cases} \frac{7}{4} + \frac{3\kappa}{1 + \kappa} & \text{for } \kappa > 1, \\
\frac{1 + 3\kappa + 16\ln 2}{4(1 + \kappa)} + \frac{2\kappa}{1 - \kappa^2} \ln \left( \frac{2\kappa}{1 + \kappa} \right) & \text{for } \kappa < 1.
\end{cases} \tag{70}

Taking the limit \kappa \to 1 and \r_\alpha = 1/2 in Eq. (68), we obtain \langle \zeta_{\text{max}} \rangle = 0 and \langle \zeta_{\text{max}} \rangle = -4\nu_0 \ln 2, which coincides with the result for infinite persistence, taking the limit \kappa \to 1 of Eq. (45). In Fig. 5, we compare the analytical prediction for \langle \zeta_{\text{max}} \rangle \pm given by the scaling form in Eq. (68) and the scaling functions in Eqs. (69) and (70) to the value obtained by numerical simulation of the process for \delta = 0, showing good agreement. The agreement is poorer for \kappa = 0, corresponding to the transition. We are now going to detail this case and see in particular that this behaviour is due to the finite time effects (\tau = 20 for the data on the graph), which are particularly strong at the transition.

VII. TRANSITION

We have characterised in section V the TF in the intermittent phase, for \r_s = \delta + \gamma - 1/2 > 0 and in the persistent phase, i.e. \r_s < 0 in section VI. We will now discuss its properties at the transition, i.e. for \r_s = 0, where it shares features of both phases.

A. Solution in the large time limit

The velocity of the travelling front at the transition is \nu_0 as in the persistent phase. However we will show that in the large time limit, there is no discontinuity of the distribution starting in the state \sigma = +, i.e. \text{F}_+^{\text{FP}}(\zeta_\sigma = x - \nu_0 \tau = 0) = 0, with the superscript \text{FP} corresponding to the transition. There is a simple relationship between the TWs \text{F}_+^{\text{FP}}(\zeta_\sigma) and \text{F}_+^{\text{FP}}(\zeta_\sigma) at the transition, obtained by taking the limit \kappa \to 0 in Eq. (48),

\text{F}_+^{\text{FP}} = \frac{\text{F}_+^{\text{FP}}}{2} + \frac{1}{2} \sqrt{\text{F}_+^{\text{FP}} (8 + \text{F}_0^{\text{FP}})} \tag{71}

We can also obtain an exact expression for the inverse function \text{Z}_+^{\text{FP}}(f) of the TF solution \text{F}_+^{\text{FP}}(\zeta_\sigma) by taking the limit \kappa \to 0 in Eq. (55), yielding

\frac{\r_\alpha}{\nu_0} \text{Z}_+^{\text{FP}}(f) = \frac{3}{2} \ln(1 - f) - \frac{f}{2} \tag{72}

Using this expression in the limit \text{f} \to 1, one can show that the solution behaves asymptotically as

\text{F}_\sigma^{\text{FP}}(\zeta_\sigma) \approx 1 - C_\sigma^+ e^{-\frac{2\nu_0 \text{FP}}{3\kappa_\sigma}}, \quad C_\sigma^+ = e^{-\frac{3}{4}}, \quad C_\sigma^- = 3 e^{-\frac{3}{4}}, \tag{73}

in full agreement with the limit \kappa = -\nu/s/\r_\alpha \to 0 of Eqs. (58) and (59). However, the asymptotic behaviour of the distribution \text{F}_\sigma^{\text{FP}}(\zeta_\sigma \to 0) is not correctly reproduced by Eqs. (63) and (64). One needs instead to take first the limit \kappa \to 0 in Eqs. (61) and (62), and then solve recursively for the Taylor coefficients. It yields

\text{F}_\sigma^{\text{FP}}(\zeta_\sigma) \approx \frac{z^2}{8} + \frac{z^3}{64} - \frac{7}{2048} z^4 + O(z^5), \tag{74}

\text{F}_\sigma^{\text{FP}}(\zeta_\sigma) = -z - \frac{3}{32} z^2 - \frac{z^3}{256} + \frac{9}{8192} z^4 + O(z^5), \tag{75}

where we remind that \text{z} = \r_\alpha \zeta_\sigma/\nu_0. Finally, one can check that replacing \text{Z}_+^{\text{FP}}(f) \to \text{Z}_+^{\text{FP}}(f) in the equation for the moments Eq. (67) that the first moments \langle \zeta_{\text{max}} \rangle \pm are correctly reproduced by Eq. (68) by taking the limit \kappa \to 0 of the scaling functions \mathcal{M}_\pm(\kappa) with \mathcal{M}_+(0) = 7/4 and \mathcal{M}_-(0) = 1/4 + 4 \ln 2.
whereas both in the intermittent and persistent phase, the transition, this probability converges algebraically to $Q$ such that there is no stationary state contribution to $Q(x,t)$ at the transition ($\gamma + \delta = 1/2$). We chose $\delta = 0$ in this figure such that there is no stationary state contribution to $Q(x,t)$. The numerical results for the TF solution with initial direction $\sigma = \pm$ and for $t = 10, 20$ show a good collapse on the analytical results $F^\pm_\sigma(\zeta_p)$ obtained by functional inversion of Eq. (77) (with respect to $f$) at the corresponding times and using Eq. (71).

**B. Finite time effects**

In Fig. 6, we plot the TF solution obtained by numerical simulation of the stochastic process at the transition in the intermittent case where $\delta = 0$ and $\gamma = 1/2$. In this case, the cumulative distribution at time $t \gg 1$ is completely described by the TF, $Q_\sigma(x,t) = F_\sigma(\zeta_p = x - v_0 t)$. For smaller times of order $t = O(1)$, the cumulative probability depends both on $x$ and $t$ in a separate manner and not only on $\zeta_p = x - v_0 t$. Note that the TWs $F^\pm_\sigma(\zeta_p)$ in Fig. 6 exhibits for $\zeta_p = 0$ a discontinuity at the edge for finite time. This discontinuity decreases with time and cannot be obtained from Eq. (72) which corresponds to the limit $t \to \infty$, for which the discontinuity has vanished. As we have already seen for the persistent phase in section VI, the exact value of $Q_\sigma(v_0 t, t)$ is given by the probability that the cluster initiated from the initial particle contains a non-zero number of particles at time $t$. At the transition, the branching rate within a cluster and the rate at which particles separate from this cluster are both equal to 1/2. Using the results of App. A and in the limit of equal rates, we can compute the probability

$$Q_+(v_0 t, t) = \text{Prob}[x_{\text{max}}(t) = v_0 t | \sigma = +] = \frac{2}{2 + t}. \quad (76)$$

At the transition, this probability converges algebraically to zero whereas both in the intermittent and persistent phase, the convergence to zero and $1 - 2\gamma - 2\delta$ respectively is exponential. For sufficiently large time, we expect the TF evolution equation in Eq. (54) to hold. Using this boundary condition for finite time, we obtain the finite time corrected function $Z^\pm_\sigma(f; t)$, inverse of the TF $F^\pm_\sigma(\zeta_p)$,

$$\frac{r_0}{v_0} Z^+_\sigma(f; t) = \frac{3}{2} \ln \left( \frac{2 + t}{t} (1 - f) \right) - \frac{f}{2} + \frac{1}{2 + t}. \quad (77)$$

Using additionally the relation between the TF solutions in Eq. (71), we compare in Fig. 6 our finite time approximation to the results from numerical simulation. For the times $t = 10, 20$, this analytical result gives an excellent approximation to the solution. Note that in the general case where $\delta > 0$, the relation in Eq. (3) between the full CDF $Q_\sigma(x,t)$ and the TF $F_\sigma(\zeta_p)$ is subject to additional finite time corrections such that Eq. (77) is only valid for $t \gg 1$.

**VIII. CONCLUSION**

In this paper, we have analysed analytically the extreme value statistics (EVS) of a model of branching run-and-tumble particles in one dimension. In the large time limit, the cumulative distribution of the maximum of the process $x_{\text{max}}(t)$ of the TF $Q_\sigma(x,t)$ is described by a travelling front (TF). We have recovered the exact results for the velocity and obtained the corrections to the front’s position and the shape of the TF. This model exhibits a phase transition between a persistent and an intermittent phase [51, 52] which arises from respectively the presence or absence of long-lived macroscopic clusters of particles and that is strongly reflected in its EVS. While the TF solution in the intermittent phase shares a number of qualitative features with the TF describing the maximum of a BBM, the TF solution in the persistent phase exhibits completely novel features. In particular it exhibits a finite edge beyond which it vanishes exactly even in the limit $t \to \infty$ and is discontinuous at this edge. This discrepancy can be traced back to the persistence of the underlying branching random walk, seen in RTP but absent for Brownian motion. This toy model does not reproduce all the features of a spreading colony of bacteria and we expect that some characteristics described in the persistent phase are not robust and model dependent. However, it has the large advantage to be fully analytically tractable, allowing for a good understanding of the underlying physical properties of the process. Note also that it constitutes one of the rare models for which a full analytical description of the travelling front solution for the EVS is possible.

We focused here only on the TF solution describing the EVS conditioned on the survival of the process, i.e. a number $N(t) > 0$ of particles at time $t$. One could derive instead the stationary distribution $Q^\infty_\sigma(x)$ reached by $x_{\text{max}}$ once all the particles have died. It is particularly important for $\delta \geq 1$, where all particles die eventually in the process and no TF solution exists. As seen from Figs. 2 and 4, the distribution $Q^\infty_\sigma(x)$ also exhibits a discontinuity for $x = 0$ that would be interesting to characterise.

Another interesting quantity associated to the EVS is the time $t_{\text{max}}$ at which the maximum $x_{\text{max}}(t)$ of the process up to time $t$ is reached. In the persistent phase, as $x_{\text{max}}(t)$ grows at all time with speed $v_0$, one can conjecture that $t_{\text{max}} = t$. These problems are left for future investigation.
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Appendix A: Evolution of the number of particles

In order for this article to be self-contained, we detail a few properties on the statistics of the number of particles in branching processes. We consider a branching process with branching rate $b$ and dying rate $d < b$. Initially, there is only one particle in the system and we want to obtain the probability for the number $N(t)$ of particles at time $t$. We denote $P_n(t) = \text{Prob} [N(t) = n]$ the probability that there are $n$ particles in the system at time $t$. The evolution of this probability in the small interval $dt$ can be derived using a backward Fokker-Planck equation [41]. We consider all evolution which can be derived using a backward Fokker-Planck equation [41]. We consider all evolution which can be derived using a backward Fokker-Planck equation [41]. We consider all evolution which can be derived using a backward Fokker-Planck equation [41].

\begin{align}
\frac{\partial}{\partial t} P_n(t) &= -(b + d) P_n(t) + b \sum_{m=0}^{n} P_m(t) P_{n-m}(t) + d \delta_{n,0}. \\
&= 0
\end{align}

Introducing the generating function $P(s; t) = \sum_{n \geq 0} s^n P_n(t)$, one obtains the equation

\begin{equation}
\frac{\partial}{\partial t} P(s; t) = (1 - P(s; t))(d - b P(s; t)),
\end{equation}

with the initial condition $P(s; 0) = s$. The generating function is obtained exactly as

\begin{equation}
P(s; t) = \frac{d(1-s)e^{(b-d)t} - (d - bs)}{b(1-s)e^{(b-d)t} - (d - bs)}.
\end{equation}

Taking $s = 0$, one obtains immediately that for $b > d$,

\begin{equation}
P_0(t) = \text{Prob} [N(t) = 0] = \frac{d(e^{(b-d)t} - 1)}{b(e^{(b-d)t} - d)} = \frac{d}{b}.
\end{equation}

The probability that the process has survived up to time $t$ simply reads $P(t) = \text{Prob} [N(t) > 0] = 1 - P_0(t)$. In the limit where $b = d$, the probability simplifies to

\begin{equation}
P_0(t) = \text{Prob} [N(t) = 0] = \frac{bt}{1 + bt}.
\end{equation}

More generally, the probability that there are $n$ particles at time $t$ reads

\begin{equation}
P_n(t) = \left(\frac{b - d}{b}\right) \frac{2}{b} \left(1 - e^{-(b-d)t}\right)^{n-1} \left(1 - \frac{d}{b} e^{-(b-d)t}\right) e^{-(b-d)t}.
\end{equation}

In the special case where $d = 0$, this expression simplifies to

\begin{equation}
P_n(t) = \left(1 - e^{-bt}\right)^{n-1} e^{-bt}.
\end{equation}

Finally, the average number of particles at time $t$ can also be obtained from Eq. (A3) as

\begin{equation}
\langle N(t) \rangle = \partial_s P(s; t) |_{s=1} = e^{(b-d)t}.
\end{equation}
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