Constraints on the transition redshift from the calibrated Gamma-ray Burst $E_p - E_{iso}$ correlation
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ABSTRACT
We constrain the deceleration-acceleration epoch, namely the transition redshift $z_{tr}$, adopting model-independent techniques that utilize a calibrated $E_p - E_{iso}$ correlation for gamma-ray bursts (GRBs). To do so, in addition to real data points, we employ up to 1000 simulated observational Hubble data (OHD) points. We then calibrate the $E_p - E_{iso}$ correlation by means of the well-consolidated Bézier polynomial technique, interpolating OHD up to the second order. Once GRB data have been calibrated, we consider two strategies of cosmographic expansions, i.e., first we take a direct Hubble rate expansion around $z = 2$, that utilize a calibrated $E_p - E_{iso}$ correlation for gamma-ray bursts (GRBs) to constrain the deceleration-acceleration epoch, namely the transition redshift $z_{tr}$, and second the expansion of the deceleration parameter around the same redshift, but with a different order. Employing type Ia supernovae, baryonic acoustic oscillations and GRB data sets, from Monte Carlo analyses we infer tight constraints on the transition and jerk parameters at $z = z_{tr}$, namely $j_{tr}$. Our results are extremely compatible with previous outcomes and confirm the ΛCDM model predictions, being slightly different in terms of the jerk parameter. In this respect, we conjecture which extensions of the concordance paradigm are possible and we compare our findings with expectations provided by generic dark energy models.
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1 INTRODUCTION
The greatest challenge of modern cosmology is understanding the nature of dark matter and dark energy (Copeland et al. 2006; Capozziello et al. 2019) that constitute the ∼25% and 70% of universe’s content, respectively (Planck Collaboration 2020). A complete comprehension of the dark sector, namely both dark matter and dark energy, would shed light on the ΛCDM paradigm (Luongo & Muccino 2018; Perivolaropoulos & Skara 2022). The concordance paradigm involves six free parameters, whereas at small redshifts can be easily approximated by a zero-spatial curvature, with a vacuum energy cosmological constant $\Lambda$, inferred from quantum field fluctuations (Weinberg 1989), and a uniform pressureless matter fluid, with negligible radiation, neutrino and relics abundances (Planck Collaboration 2020). While matter decelerates the expansion, $\Lambda$ acts as a bizarre repulsive gravity (Bull et al. 2016) that, instead, accelerates the universe. Consequently, there exists an onset of cosmic acceleration at a given transition time and/or transition redshift (see Capozziello et al. 2022, and references therein).

A fully clear scheme towards determining tight constraints on the transition time would suggest, in a model independent way, whether dark energy is under the form of a cosmological constant or it evolves in time (see, e.g., Chevallier & Polarski 2001; Linder 2003; King et al. 2014). The transition time, or alternatively the transition redshift $z_{tr}$, marks the era of dark energy domination over matter during which the universe enters a phase of accelerated expansion (Hawking & Ellis 1973; Melchiorri et al. 2007). This quantity has been recently reinterpreted as a genuine kinematic quantity (Hawking & Ellis 1973; Melchiorri et al. 2007). This quantity has been recently reinterpreted as a genuine kinematic quantity (Hawking & Ellis 1973; Melchiorri et al. 2007). Thus, constraining $z_{tr}$, would provide in a model-independent manner how dark energy evolves and what consequences can be argued at the background without postulating the functional form of the Hubble parameter (see, e.g., Dunsby & Luongo 2016; Aviles et al. 2012a). The strategy to write up $z_{tr}$ in terms of a given cosmological model has been proposed in Melchiorri et al. (2007), whereas characterising $z_{tr}$, without invoking an underlying cosmological model is proposed in Visser (2005), Cattoën & Visser (2007, 2008a,b), Aviles et al. (2012b) and Capozziello et al. (2014, 2015).

Another severe issue is that strategy of bounding $z_{tr}$ usually involves low redshift data, ignoring if the transition time is compatible with high-redshift data. In this respect, gamma-ray bursts (GRBs)
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represent plausible sources that, if used for cosmological purposes, may trace the universe expansion history in a more suitable way than using low and/or intermediate catalogs of data only (see, e.g., Muccino et al. 2021; Cao et al. 2022; Dainotti et al. 2022; Jia et al. 2022).

In this work, we thus propose to constrain the transition time using the high-redshift GRB data, in order to check the compatibility of standard dark energy models at earlier times. To do so, we propose two fully model-independent strategies to reconstruct the Hubble rate $H(z)$ around $z = z_{tr}$. In particular, the first procedure makes use of a direct Hubble expansion, whereas the second expands the deceleration parameter $q$, that by definition vanishes at the transition time, namely $q_{tr} = q(z_{tr}) = 0$. The corresponding cosmological distances are modeled by calibrating the $E_{p}-E_{\text{iso}}$ GRB correlation. To do so, even in this case we formulate the model-independent calibration of the observed Hubble rate data, employing the widely-consolidated technique based on the Bézier polynomials. Hence, we calibrated our correlation adopting four hierarchies: first we utilized 32 real data and then 100, 500 and 1000 simulated ones. We therefore infer how error bars modify with the increase of the number of data points. Consequences on experimental analysis are also discussed, emphasizing the advantages of increasing the number of simulated data. In particular, we performed Markov chain Monte Carlo (MCMC) fits of our reconstructed Hubble expansions number of simulated data. In particular, we performed Markov chain Monte Carlo (MCMC) fits of our reconstructed Hubble expansions up to the jerk cosmographic parameter, inferred at $z = z_{tr}$, taking into account Pantheon type Ia supernovae (SNe Ia) and baryonic acoustic oscillations (BAO) together with the most recent catalog of GRB data composed of 118 long GRBs (Khadka et al. 2021).

Finally, we debate about our fitting procedures and we show an overall compatibility of our results with respect to previous literature and the ACDM paradigm. Inside the intervals of validity for $z_{tr}$, we notice that evolving dark energy is not fully excluded. Consequences in physical cosmologies are therefore discussed.

The paper is structured as follows. In Sec. 2, we describe the calibration based on the use of Bézier polynomials and the Amati relation. In the same section, we describe the method of simulating the observational data adopted as Hubble points. The corresponding analysis of simulated data is reported. In Sec. 3, we describe the two theoretical features related to our model-independent methods adopted to constrain the transition redshift. The experimental constraints of our simulations and the theoretical consequences of our results are described in Sec. 4. Finally, conclusions and perspectives are reported in Sec. 5.

2 MODEL-INDEPENDENT CALIBRATION OF THE AMATI RELATION THROUGH BÉZIER POLYNOMIALS

The most widely-used GRB correlation, named $E_{p}-E_{\text{iso}}$ or Amati correlation (Amati et al. 2002; Amati & Della Valle 2013), provides a relation between the peak and isotropic energies of GRBs. It reads

$$\log \left( \frac{E_{p}}{\text{keV}} \right) = a \left[ \log \left( \frac{E_{\text{iso}}}{\text{erg}} \right) - 52 \right] + b,$$

and it is defined by means of two parameters, namely the slope $a$ and the intercept $b$. The correlation is also characterized by an extra source of variability $\sigma$ (D’Agostini 2005).

In Eq. (2), $E_{p}$ $\equiv$ $E_{p}(1 + z)$ is the observed peak energy $E_{p}$ of the $\gamma$-ray time-integrated $\nu E_{\nu}$ spectrum computed in the source rest-frame, whereas $E_{\text{iso}}$ is the isotropic equivalent energy radiated in $\gamma$-rays, defined as (see, e.g., Luongo & Muccino 2021a, for details)

$$E_{\text{iso}} \equiv 4\pi d_{L}^{2}S_{\nu}(1 + z)^{-1}.$$

The observed bolometric GRB fluence $S_{\nu}$ is the integral of the $\nu E_{\nu}$ spectrum in the rest-frame $1 - 10^{4}$ keV energy band and the factor $(1 + z)^{-1}$ transforms the GRB duration from the observer to the source cosmological rest-frame. Here, we employ the most recent $E_{p}-E_{\text{iso}}$ catalog composed of 118 long GRBs characterized by the smallest intrinsic dispersion (Khadka et al. 2021).

We immediately notice that $E_{\text{iso}}$ is determined once a background cosmology is imposed a priori through the luminosity distance $d_{L}$, leading to the well-known circularity problem. To overcome this issue, we need to calibrate the $E_{p}-E_{\text{iso}}$ correlation by means of model-independent techniques involving SNe Ia (see, e.g., Liang et al. 2008; Demianski et al. 2021) or average distance moduli got from different GRB correlations (see, e.g., Wang et al. 2015). To this aim, we resort the well-established strategy of fitting OHD data by using a Bézier parametric curve (Amati et al. 2019; Luongo & Muccino 2021b; Montiel et al. 2021). We utilize the updated sample of 32 OHD (see Kumar et al. 2022, and references therein) and interpolate it by employing a Bézier parametric curve of order $n$

$$H_{n}(x) = \sum_{i=0}^{n} g_{o} \alpha_{i} h_{n}^{d}(x), \quad h_{n}^{d}(x) \equiv n! x^{n} \frac{(1-x)^{n-i}}{(n-i)!},$$

where $g_{o} = 100$ km/s/Mpc is a scaling factor and $\alpha_{i}$ are the coefficients of the linear combination of the polynomials $h_{n}^{d}(x)$, positive-defined for $0 \leq x \equiv z/z_{0}^{\text{b}} \leq 1$, with $z_{0}^{\text{b}}$ representing the maximum redshift of the OHD catalog. By construction, we identify $\alpha_{0} \equiv h_{0} = H_{0}/g_{o}$. Luongo & Muccino (2021b) proved that only the function $H_{2}(z)$ (with $n = 2$) is non-linear and monotonic growing with $z$ and can be extrapolated to $z > z_{0}^{\text{b}}$. Therefore, supported by the finding $\Omega_{k} = 0.001 \pm 0.002$ from Planck Collaboration (2020), we can safely assume $\Omega_{k} = 0$ and the luminosity distance becomes cosmology-independent

$$d_{\text{cal}}(z) = c(1+z) \int_{0}^{z} \frac{dz'}{T_{2}(z')}.$$  \hfill (4)

We are now in the position to use $d_{\text{cal}}(z)$ to calibrate the isotropic energy $E_{\text{iso}}^{\text{cal}}$ for each GRB fulfilling the Amati relation

$$E_{\text{iso}}^{\text{cal}}(z) \equiv 4\pi d_{\text{cal}}^{2}(z)S_{\nu}(1 + z)^{-1},$$  \hfill (5)

where the respective errors on $E_{\text{iso}}^{\text{cal}}$ depend upon the GRB systematics on the observables and the fitting procedure (see Sec. 4).

2.1 Method of simulating Hubble rate data

In this new era of precision cosmology, we expect the improvement in both the quantity and quality of data. Currently, the main limitations for OHD measurements are the large errors and the absence of dedicated surveys. Hence, to explore the effect of a large number of data points, we need to simulate the Hubble data. Moresco et al. (2022) evaluated the impact of a moderate number of Hubble points from the available spectroscopic surveys at low redshifts, assuming statistical errors of 1% and systematic errors as suggested by Moresco et al. (2020), and from future spectroscopic surveys at high redshifts, by simulating measurements with statistical error of 5%. Here, we keep the same statistical and systematic errors of the current spectroscopic surveys and only increase the size of the catalog by simulating OHD, as suggested by Ma & Zhang (2011), in the redshift range $0 < z < 2$.

---

3 It is worth to mention that, according to recent claims on $\Omega_{k}$ representing at most the 2% of the total universe energy density (see, e.g., Ooba et al. 2018, and references therein), the circularity problem would not be completely healed, but would be only restricted to the value of $\Omega_{k}$ through $d_{L}$. 
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Before doing so, we perform a careful evaluation of the systematic uncertainties of OHD measurements. In Moresco et al. (2020, 2022), the total OHD covariance matrix is given by the sum of the contributions of statistical and systematic errors

\[ \text{Cov}_{ij} = \text{Cov}_{ij}^{\text{stat}} + \text{Cov}_{ij}^{\text{syst}}. \]

(6)

The systematic part of the covariance matrix is decomposed into

\[ \text{Cov}_{ij}^{\text{syst}} = \text{Cov}_{ij}^{\text{young}} + \text{Cov}_{ij}^{\text{lib}} + \text{Cov}_{ij}^{\text{mod}}, \]

(7)

where the sources of error depend on, respectively, the possible residual star formation due to a young subordinate component underlying in the selected galaxy sample, the estimate of the stellar metallicity of the population, and the considered model. The last contribution, in turn, can be further decomposed in

\[ \text{Cov}_{ij}^{\text{mod}} = \text{Cov}_{ij}^{\text{SFS}} + \text{Cov}_{ij}^{\text{lib}} + \text{Cov}_{ij}^{\text{IMF}} + \text{Cov}_{ij}^{\text{SFH}}, \]

(8)

which depends on the stellar population synthesis (SPS) model used to calibrate the measurement that involves stellar physics models, together with the adopted stellar library, the initial mass function (IMF), and the star formation history (SFH).

\[ \text{Cov}_{ij}^{\text{stat}}, \text{Cov}_{ij}^{\text{met}}, \text{Cov}_{ij}^{\text{SFH}} \text{ and } \text{Cov}_{ij}^{\text{young}} \text{ are diagonal matrices, since they are uncorrelated for objects at different redshifts (Moresco et al. 2022). The terms of } \text{Cov}_{ij}^{\text{stat}} \text{ can be taken from Kumar et al. (2022) or (Moresco et al. 2022). The contributions of } \text{Cov}_{ij}^{\text{SFH}} \text{ and } \text{Cov}_{ij}^{\text{young}} \text{ has been shown to be negligible (Moresco et al. 2020), whereas the contributions of } \text{Cov}_{ij}^{\text{lib}}, \text{Cov}_{ij}^{\text{lib}} \text{, and } \text{Cov}_{ij}^{\text{IMF}} \text{ can be found in the form of mean percentage offsets } \bar{\eta}_k(z) \text{ as functions of the redshift from the second to the fourth columns of Table 3 in (Moresco et al. 2020). The average effect due to metallicity (conservatively assumed to a 5% accuracy) is 4.16% (see Table 4 in Moresco et al. 2020)).}

The full systematic covariance matrix of the most relevant contributions due to the model is given by

\[ \text{Cov}_{ij}^{\text{mod}} = \sum_k \bar{\eta}_k(z_i) \times H(z_i) \times \bar{\eta}_k(z_j) \times H(z_j) \]

(9)

We assume that OHD measurements at \( z > 1.475 \) have the same mean offsets attached to \( z = 1.475 \).

Table 1. Best-fit Bézier coefficients \( \alpha_i \) and relative maximum and minimum error bars of the function \( H_2(z) \). The inferred \( z_{\text{tr}} \) is also shown.

| OHD data         | \( \alpha_0 \)     | \( \alpha_1 \)     | \( \alpha_2 \)     | \( z_{\text{tr}} \) | \( \delta \alpha_{\text{min}} - \delta \alpha_{\text{max}} \) | \( \delta \alpha_{\text{min}} - \delta \alpha_{\text{max}} \) | \( \delta \alpha_{\text{min}} - \delta \alpha_{\text{max}} \) |
|------------------|-------------------|-------------------|-------------------|------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| 32 real          | 0.651 + 0.092     | 1.111 ± 0.223     | 2.042 ± 0.248     | 0.618 ± 0.078    | 0.140–0.142                                            | 0.200–0.200                                            | 0.121–0.120                                            |
| 100 mock         | 0.641 ± 0.060     | 1.092 ± 0.112     | 2.103 ± 0.089     | 0.574 + 0.011    | 0.094–0.096                                            | 0.102–0.103                                            | 0.043–0.045                                            |
| 500 mock         | 0.681 ± 0.024     | 1.018 ± 0.047     | 2.106 ± 0.042     | 0.684 ± 0.002    | 0.035–0.036                                            | 0.050–0.047                                            | 0.019–0.020                                            |
| 1000 mock        | 0.684 ± 0.017     | 1.080 ± 0.035     | 2.045 ± 0.026     | 0.738 ± 0.001    | 0.024–0.026                                            | 0.032–0.039                                            | 0.013–0.014                                            |
where \( k \) indicates IMF, stellar library, and SPS, see Eq. (8).

Finally, the total covariance in Eq. (7) can be used to attach the errors to OHD measurements and to build up simulated larger OHD catalogs, following the steps briefly outlined below.

1. First, we choose the flat ΛCDM model as a fiducial model with matter density parameter \( \Omega_{\text{m0}} = 0.3153 \pm 0.0073 \) and Hubble constant \( H_0 = (67.36 \pm 0.54) \text{ km/s/Mpc} \) (Planck Collaboration 2020).

2. Next, we define the deviation \( \Delta H \) between the simulated and the fiducial Hubble data points, i.e.,

\[
H_{\text{sim}}(z) = H_{\text{fid}} + \Delta H .
\]

3. Then, we plot the uncertainties of the observed \( H(z) \) data points with \( z \). After removing 7 outliers, we interpolate the errors with two lines: \( \sigma_+(z) = 16.577z + 18.440 \) for the upper errors and \( \sigma_-(z) = 7.402z + 2.675 \) for the lower errors. Hence, to simulate the Hubble data points, we define \( \sigma_m \) as the mean of \( \sigma_+ \) and \( \sigma_- \).

4. By assuming a Gaussian distribution \( G \), the random uncertainty \( \sigma_i(z) \) in simulating the \( H(z) \) points can be estimated as \( G(\sigma_m, \sigma_i) \), where the variance \( \sigma_v = (\sigma_+ - \sigma_-)/4 \) ensures that \( \sigma_i(z) \) lies between \( \sigma_+ \) and \( \sigma_- \) at 95.4% probability.

5. Finally, the deviation \( \Delta H \) is now obtained by assuming the Gaussian distribution \( G[0, \sigma(z)] \).

6. The above steps generate the simulated Hubble data points \( H_{\text{sim}} \) with the associated uncertainty given by \( \sigma_i(z) \) at uniform redshift bins in the range \( 0 < z < 2 \).

2.2 Direct calibration

We are now in the position to estimate the coefficients \( \alpha_i \) (\( 0 \leq i \leq 2 \)) of the Bézier curve \( H_2(z) \). Assuming Gaussian distributed errors, the OHD the log-likelihood function reads as

\[
\ln \mathcal{L}_O = -\frac{1}{2} \sum_{k=1}^{N_O} \left\{ \frac{H_k - H_2(z_k)}{\sigma_{H,k}} \right\}^2 + \ln(2\pi \sigma_{H,k}^2) ,
\]

where \( N_O \) is the size of the OHD catalog with values \( H_k \) and attached errors \( \sigma_{H,k} \). We here consider various OHD catalogs: 32 real measurements, and 100, 500 and 1000 mock data.

The best-fit curves approximating the various OHD catalogs are portrayed in Fig. 1, where a comparison with the predictions of the ΛCDM paradigm (Planck Collaboration 2020) is also shown. The best-fit coefficients \( \alpha_i \) used in Fig. 1 are summarized in Table 1 and displayed in the contour plots of Fig. 2. In Table 1 are also listed the values of the transition redshift \( z_{tr} \), inferred from each (real and mock) OHD catalog. These values have been found from the corresponding functions \( H_2(z) \) imposing the condition on the deceleration parameter \( q(z_{tr}) \equiv 0 \), namely

\[
q(z_{tr}) = \left\{ \frac{(1 + z_{tr})^2}{H_2(z_{tr})} \frac{d}{dz} \left[ \frac{H_2(z)}{1+z} \right] \right\}_{z=z_{tr}} \equiv 0 \quad (11)
\]

Once the error bars are evaluated, we computed the error evolution as data points increase. In particular, in Fig. 3 we draw plots of the relative errors \( \delta \alpha_i = \sigma_{\alpha,i}/\alpha_i \), decrease, with \( 0 \leq i \leq 2 \). There each point corresponds to the mean value of the relative
error defined by \( r_i \equiv (\delta \alpha_i^{\text{min}} + \delta \alpha_i^{\text{max}})/2 \) at the corresponding value of the natural logarithm of the number points, namely \( N = \{32, 100, 500, 1000\} \) as shown in Table 1.

The functional behavior of the error decrease is written as

\[
   r_i(\ln N) = A_i + B_i \ln N + C_i(\ln N)^2,
\]

where the free coefficients have been evaluated by the \text{FindFit} command in Wolfram Mathematica and read

\[
   A_i \simeq \{0.356, 0.0686, 0.550\}, \quad B_i \simeq \{-0.075, -0.188, -0.172\}, \quad C_i \simeq \{-0.004, 0.013, 0.014\},
\]

where the first values of \( A_i, B_i \) and \( C_i \) refer to \( r_0 \) and so forth. All the aforementioned cases show that the decreases are slightly approximated by second order polynomials, though the second order is subdominant with respect to the first one. The steepest decrease is associated to \( \delta \alpha_1 \), whereas the largest uncertainty is attached to \( \delta \alpha_2 \). The theoretical treatment shows that error bars tend to smaller values as our simulated data are included. The large discrepancy between expectations got from the real catalog and the simulated ones is a proper indication that it is not suitable to match together both simulated and real data. For this reason, we split the overall analysis by considering the values reported in Table 1.

### 3 MODEL-INDEPENDENT HUBBLE RATE AND TRANSITION REDSHIFTS

The transition redshift can be constrained adopting two model-independent procedures. The first strategy is constructed by expanding the Hubble rate around \( z = z_{tr} \), while the second approach is analogous but expands directly the deceleration parameter. The two methods are below reported (see Capozziello et al. 2022, for details).

- **Direct Hubble Expansion (DHE) method.** Expanding the Hubble rate, we immediately get

\[
   H = H_{tr} + H_{tr}'(z - z_{tr}) + \frac{1}{2} H_{tr}''(z - z_{tr})^2 + O(z - z_{tr})^3, \quad (14)
\]

where the additional normalizing request on \( H(z = 0) \equiv H_0 \) relates the cosmographic parameters among them. In particular, since

\[
   \dot{H} = -H^2(1 + q), \quad \ddot{H} = H^3(3 + 3q + 2), \quad (15)
\]

and \( a \equiv (1 + z)^{-1} \), we obtain

\[
   H_{tr}' = \frac{H_{tr}z_{tr}}{(1 + z_{tr})^2}, \quad H_{tr}' = \frac{H_{tr}}{1 + z_{tr}}, \quad (16)
\]

with

\[
   H_{tr} = \frac{2H_0(1 + z_{tr})^2}{2 + z_{tr}(2 + j_{tr}z_{tr})}, \quad (17)
\]

providing as final result the normalized Hubble rate that reads

\[
   E_{\text{DHE}}(z) = 1 + \frac{2z(1 + z_{tr} - j_{tr}z_{tr}) + j_{tr}z^2}{2 + z_{tr}(2 + j_{tr}z_{tr})}. \quad (18)
\]

- **Direct Deceleration Parameter Expansion (DDPE) method.** This second approach directly expands the deceleration parameter up to a given order around \( z_{tr} \). We here limit to first Taylor order of expansion to have

\[
   q \simeq q_{tr} + q_{tr}'(z - z_{tr}) + O(z - z_{tr})^2, \quad (19)
\]

where we recall \( q_{tr} = 0 \), noticing to be able to get \( q_0 \), by simply taking \( z = 0 \) inside Eq. (19).

In particular, the deceleration parameter is negative definite to guarantee current acceleration, when \( z \leq z_{tr} \), since the transition occurs when \( q \) passes from a positive to a negative value. It is thus needful to get the Hubble rate and so we substitute Eq. (19) inside the second Friedmann equation\(^5\), fixing \( H(z = 0) = H_0 \), to obtain

\[
   E_{\text{DDPE}}(z) = \exp \left( \frac{j_{tr}z}{1 + z_{tr}} \right) (1 + z)^{1 - j_{tr}}. \quad (20)
\]

### 3.1 Impact of Taylor expansions

The above expansions are essentially *cosmographic series* of the Hubble rate and deceleration parameter (Luongo et al. 2016). Arguably, one can think that increasing the expansion order of those series would improve the quality of the corresponding fits. The situation is, however, different due to the convergence problem (Capozziello et al. 2020). The latter likely represents the largest limitation of cosmographic expansions. Indeed, truncating series at a given expansion order increases the issue related to the fact that quite all cosmological data sets exceed the bound at which our above expansions have been computed.

All Taylor series exhibit mathematical divergences as the redshift

---

\(^5\) Remarkably, if one expands \( H \) around \( z = 0 \) and plugs Eqs. (19) with \( z = 0 \) would lead to worse results in computation.
increases. Consequently, as $z \to \infty$, the so-constructed polynomials in Eqs. (14) and (19) tend to dramatically deviate from a suitable approximation. This is the case of GRBs, i.e., the larger redshift domains influence the finite truncation, inducing severe systematic errors in computing the final output of our findings.

The corresponding bad convergence, that may affect numerical results, has been carefully taken into account in the above expansions. Indeed, the DHE can arrive up to the second order in deriving $H$, while the DDPE to an apparent lower order in expanding $g$ that, however, corresponds to the same of $H$, namely up to the cosmographic jerk (Aviles et al. 2017). So, following Luongo (2011), and employing the fact that up to jerk order, cosmographic expansions appear more predictive than further orders, we assumed the aforementioned expansions in Eqs. (14) and (19).

Further approximations, namely higher Taylor expansions, would cause higher error propagation that would severely plague our findings. Even though this caveat appears to limit the kind of approximations that one can perform, strategies toward its resolutions have been also discussed. Among all, re-parameterizing the redshift variable, alternatives to Taylor expansions, etc. (see e.g., Capozziello et al. 2018b; Luongo et al. 2016; Gruber & Luongo 2014). However every possibility consists in stringent (non-divergent) alternative series that are not treated in detail in this paper and will be investigated in future developments.

Table 2. Best-fit coefficients of the calibrated $E_p-E_{iso}$ correlation, calibrated via the 32 real and the 1000 mock OHD measurements, and best-fit parameters of the DHE and DDPE methods.

| Calibration | $a$ | $b$ | $\sigma$ | $h_0$ | $z_{tr}$ | $j_{tr}$ |
|-------------|-----|-----|----------|-------|----------|---------|
| 32 real OHD | $0.737^{+0.033}_{-0.033}$ & $1.784^{+0.049}_{-0.050}$ & $0.289^{+0.026}_{-0.031}$ & $0.692^{+0.008}_{-0.009}$ & $0.702^{+0.094}_{-0.099}$ & $1.096^{+0.109}_{-0.175}$ |
| 1000 mock OHD | $0.738^{+0.035}_{-0.036}$ & $1.790^{+0.044}_{-0.050}$ & $0.294^{+0.018}_{-0.016}$ & $0.692^{+0.007}_{-0.009}$ & $0.720^{+0.065}_{-0.072}$ & $1.057^{+0.147}_{-0.133}$ |

| Calibration | $a$ | $b$ | $\sigma$ | $h_0$ | $z_{tr}$ | $j_{tr}$ |
|-------------|-----|-----|----------|-------|----------|---------|
| 32 real OHD | $0.738^{+0.033}_{-0.036}$ & $1.784^{+0.049}_{-0.057}$ & $0.292^{+0.023}_{-0.016}$ & $0.688^{+0.011}_{-0.005}$ & $0.806^{+0.083}_{-0.051}$ & $1.057^{+0.133}_{-0.105}$ |
| 1000 mock OHD | $0.743^{+0.027}_{-0.042}$ & $1.784^{+0.048}_{-0.072}$ & $0.300^{+0.015}_{-0.022}$ & $0.691^{+0.005}_{-0.008}$ & $0.820^{+0.067}_{-0.067}$ & $1.070^{+0.120}_{-0.126}$ |

Figure 4. Contour plots of the best-fit coefficients of the $E_p-E_{iso}$ correlation, calibrated via the 32 real and the 1000 mock OHD measurements, and the best-fit parameters of the DHE method. Darker (lighter) areas mark the 1–σ (2–σ) confidence regions.

4 EXPERIMENTAL CONSTRAINTS

Here, we perform MCMC analyses to find out the set of parameters entering the total log-likelihood function

$$\ln \mathcal{L} = \ln \mathcal{L}_C + \ln \mathcal{L}_S + \ln \mathcal{L}_R .$$

Below, we describe each contribution and for each of them we assume Gaussian distributed errors.
4.1 GRB log-likelihood

To calibrate the GRB data through the OHD interpolation and to get cosmological bounds from it, we follow a hierarchical Bayesian regression (Khetan et al. 2021) or nested log-likelihood approach (Luongo & Muccino 2021b) in which the GRB log-likelihood $\ln L_G$ is determined from the modeling of the combination of two sub-samples:

i) a calibrator sample of GRBs encompassing OHD observations up to $z^0_{\text{cal}}$, used to determine the correlation coefficients, and

ii) a cosmological sample of the whole GRB data set, used to estimate the free parameters of the model.

It is worth to mention that, though employed for calibration purposes, the GRBs of the calibrator sample are not detracted from whole cosmological one. This has been done for two important reasons. On the one hand, if the calibrator sample is excluded from the cosmological one, then there would be a drastic cut in redshift ($z < 2$) of the GRB catalog, where essentially the constraints on $h_0$ and $z_r$, come from. On the other hand, as we are going to see below, the OHD distance-corrected calibrator sample employs $E_p-E_{iso}^{\text{cal}}$ pairs to estimate the correlation parameters, whereas the cosmological sample utilizes yet different $E_p$-$S_b$ pairs to extract the cosmological bounds.

Within the Bayesian approach, the posterior of the model parameters $\theta = \{a, b, \sigma, h_0, z_r, j_r\}$ is given by

$$P(\theta|\xi) \propto P(\xi|\theta)P(\theta),$$

(22)

where $\xi = \{E_p, E_{iso}^{\text{cal}}, S_b\}$ are GRB observables. Each GRB provides its own set of poorly constrained model parameters $\theta_i$. Hence, to use the whole GRB sample in a consistent way, it is necessary to propagate hierarchically the model assumptions and priors for each source. With this prescription, we can marginalize over all $\theta$, assuming their distribution to be Gaussian with a mean given by $\bar{\theta}$. This leads to the definition of the likelihood probability distribution $P(\xi|\theta)$ which is the combination the calibrator sample, with $N_{\text{cal}}$ GRBs, and the cosmological sample, with $N_{\text{cos}}$ GRBs,

$$P(\xi|\theta) = \prod_{i=1}^{N_{\text{cal}}} P(\xi_i, d_{\text{cal}}(z_i)|\theta) \prod_{j=1}^{N_{\text{cos}}} P(\xi_j, z_j|\theta).$$

(23)

Finally, the term $P(\theta)$ in Eq. (22) gives the (uniform) priors on the model parameters.

Therefore, the total GRB log-likelihood function is given by

$$\ln L_G = \ln L_G^{\text{cal}} + \ln L_G^{\text{cos}}.$$  

(24)

The calibration log-likelihood is given by

$$\ln L_G^{\text{cal}} = -\frac{1}{2} \sum_{i=1}^{N_{\text{cal}}} \left\{ \frac{Y_i - Y(z_i)}{\sigma_{Y,i}} \right\}^2 + \ln(2\pi \sigma_{Y,i}^2),$$

(25)

where $N_{\text{cal}} = 65$ and

$$Y_i \equiv \log E_{p,i},$$

(26a)

$$Y(z) \equiv a \left[ \log E_{iso}^{\text{cal}}(z) - 52 \right] + b,$$

(26b)

$$\sigma_{Y,i}^2 \equiv \sigma_{\log E_{p,i}}^2 + a^2 \sigma_{\log E_{iso}^{\text{cal}}(z_i)}^2 + \sigma^2.$$  

(26c)

The cosmological log-likelihood is given by

$$\ln L_G^{\text{cos}} = -\frac{1}{2} \sum_{j=1}^{N_{\text{cos}}} \left\{ \frac{\mu_j - \mu_{\text{th}}(z_j)}{\sigma_{\mu,j}} \right\}^2 + \ln(2\pi \sigma_{\mu,j}^2),$$

(27)

where we have $N_{\text{cos}} = 118$ and

$$\mu_j \equiv \frac{5}{2a} \left[ \log E_{p,j} - a \log \left( \frac{4\pi S_b j}{1 + z_j} \right) - b \right],$$

(28a)

$$\sigma_{\mu,j}^2 \equiv \frac{25}{4a^2} \left[ \sigma_{\log E_{p,j}}^2 + a^2 \sigma_{\log S_b j}^2 + \sigma^2 \right],$$

(28b)

where the theoretical distance modulus is given by

$$\mu_{\text{th}}(z) = 25 + 5\log \left[ \frac{d_L(z)}{\text{Mpc}} \right].$$

(29)

Figure 5. The same as Fig. 4 but for the DDPE method.
Assuming $\Omega_k = 0$, the luminosity distance of the model reads
\[
d_L(z) = \frac{c}{H_0} (1 + z) \int_0^z \frac{dz'}{\mathcal{E}(z')},
\]
with $\mathcal{E}(z)$ given by DHE or DDPE models.

### 4.2 SN log-likelihood
The Pantheon data set is the most updated SN Ia sample composed of 1048 sources (Scolnic et al. 2018). In Riess et al. (2018), such data points are prompted under the form of $H(z)^{-1}$ catalog at $N_S = 6$ redshifts, chosen to best represent the whole SN Ia sample and obtained by assuming a flat universe prior. The SN log-likelihood function is given by
\[
\ln L_S = -\frac{1}{2} \sum_{k=1}^{N_S} \left[ \mathcal{E}_k^{-1} - \mathcal{E}(z_k)^{-1} \right]^T \mathbf{C}_S^{-1} \left[ \mathcal{E}_k^{-1} - \mathcal{E}(z_k)^{-1} \right] - \frac{1}{2} \ln (2\pi | \det \mathbf{C}_S |),
\]
where $\mathcal{E}_k^{-1}$ are the measured from SNe Ia and $\mathbf{C}_S$ is the covariance matrix obtained from the correlation matrix in Riess et al. (2018). The six $\mathcal{E}_k(z)$ measurements ensure great computational time compression and accurately reproduce the cosmological constraints of the whole (> 1000) SN Ia data set (Riess et al. 2018).

### 4.3 BAO log-likelihood
We select $N_B = 8$ uncorrelated BAO angular distance measurements (see, e.g., Luongo & Muccino 2021b) being not explicitly dependent upon $\Omega_m$, i.e.,
\[
\Delta(z) \equiv r_s \left[ \frac{H(z)}{cz} \right]^{\frac{1}{3}} \left[ \frac{1 + z}{d_L(z)} \right]^{\frac{4}{3}},
\]
where $r_s$ is the comoving sound horizon at the baryon drag redshift $z_d$, calibrated through CMB data for a given cosmological model. Hereafter we consider $r_s = (147.21 \pm 0.48)$ Mpc (Planck Collaboration 2020). The corresponding log-likelihood is given by
\[
\ln L_B = -\frac{1}{2} \sum_{k=1}^{N_B} \left\{ \frac{\Delta_k - \Delta(z_k)}{\sigma_{\Delta,k}} \right\}^2 + \ln(2\pi \sigma_{\Delta,k}^2).
\]

### 4.4 Numerical results
In view of the results displayed in Fig. 1 and summarized in Table 1, it is clear that the 1000 mock OHD data well reproduce the results obtained from the 32 real measurements, of course with greater accuracy. Therefore, for comparison, we decided to calibrate GRBs using the real 32 and the mock 1000 OHD.

We performed MCMC fits, working out the Metropolis-Hastings algorithm and using the DHE and the DDPE methods outlined in Sec. 3, by means of a modified free available Wolfram Mathematica code (Arjona et al. 2019). The results summarized in Table 2 are displayed in the contour plots of Figs. 4–5. In Table 3 we also checked and verified the stability of the correlation and cosmological parameters in different redshift bins containing roughly the same number of GRBs.

MCMC joint calibration and cosmological fits lead to best-fit parameters (and associated errors) that are insensitive to the OHD data sets employed for calibrating $E_{p}-E_{iso}$ data. This seems quite unexpected, because the 1000 mock OHD data provide a more accurate reconstruction of $H(z)$, compared to that from the 32 real measurements. However, this is reasonable if one keeps in mind that, among the cosmological probes considered in the MCMC fits, GRBs are the ones with the largest errors, therefore, their weight in determining the best-fit results is certainly minor with respect to SNe Ia and BAO data. This situation is more accentuated by the calibration procedure, because GRB errors become even larger due to OHD uncertainties that propagate via $d_{cal}(z)$.

Nonetheless, the insensitivity to OHD measurements is only apparent because the values of $h_0$ we have found from our MCMC fits (see Table 2) are consistent with those got from OHD (see $\sigma_{a0}$ in Table 1), which are incorporated in the GRB calibrated data$^7$, and BAO (Cuceu et al. 2019).

Finally, we notice that the estimates of $z_{tr}$ obtained with the DHE method (see Table 2) are in agreement with the corresponding ones obtained directly from the $H_2(z)$ functions of the real 32 and the 1000 mock OHD measurements (see Table 1). Contrary, this is not verified for the DDPE method, which provides larger and inconsistent values of $z_{tr}$.

### 4.5 Theoretical discussion of the results
Our experimental results show a suitable compatibility toward the parameters $\alpha$, $b$, and $\sigma$, concerning the Amati calibration. The model-independent calibration, based on Bézier polynomials, provides viable constraints that are quite compatible with previous findings got from the literature (see, e.g., Amati et al. 2019; Luongo & Muccino 2021b; Khadka et al. 2021). Moreover, the bounds show smaller error bars, consequently, also reducing the relative errors over the free coefficients that are needful for calibrating GRBs. The values of Hubble rates today are stable and provide the same mean outcomes for both DHE and DDPE methods. Errors are comparable between the two approaches, being surprisingly small even at the 2–$\sigma$ confidence levels. The corresponding Hubble constant values are compatible, within the error bars, with Planck measurements (Planck Collaboration 2020), but far from Riess expectations (Riess et al. 2019), leaving unsolved the $H_0$ tension. The transition redshift appears larger and closer to $z \simeq 1$ for the DDPE method, but highly compatible with the standard model predictions given by the standard cosmological model. Error bars are large enough at 2$\sigma$ confidence levels to recover the $\Lambda$CDM expectations even considering the DDPE method. Surprisingly, the values of $j_{tr}$ got from our experimental analyses are extremely close to $j = 1$ provided by the standard cosmological model. This shows that any possible departures from the concordance paradigm is forced to be extremely small, leading to a very weakly evolving dark energy term even if one involves high redshift data sets, such as GRB data.

To better show the latter prediction that we argue from our analyses, we can consider the following generic Hubble rate
\[
H(z) = H_0 \sqrt{\Omega_m(1 + z)^3 + \Omega_{DE} F(z)},
\]
where $\Omega_m$ and $\Omega_{DE}$ are the density parameters for matter and dark energy, respectively.

$^7$ The intercept parameter $b$ of the $E_{p}-E_{iso}$ relation degenerates with $h_0$. However, once calibrated via OHD, this degeneracy no longer holds and the joint fit with BAO data enables to get constraints on $h_0$. 
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where the generic function $F(z)$ fulfills the following requirements

\[
F(z) \to 1, \quad z \to 0 \\
\Omega_D \equiv 1 - \Omega_m, \\
\Omega_D F(z) \to \Omega_m(1+z)^3, \quad z \to 0
\]

that guarantee $H = H_0$ as $z = 0$ and dark energy dominating over matter at late-times. Considering Eq. (34), immediately we get

\[
q(z) = -1 + \frac{1}{2} \left[ \Omega_m(1+z)^2 + \Omega_D F'(z) \right], \\
j(z) = 1 + \frac{\Omega_D}{2 \Omega_m(1+z)^2 + \Omega_D F(z)}.
\]

At the transition redshift Eqs. (36a)–(36b) lead to

\[
F_{tr}' = \frac{\Omega_m (1 + z_{tr})^2}{1 - \Omega_m} + \frac{2 F_{tr}}{1 + z_{tr}}, \\
F_{tr}'' = \frac{2 \Omega_m (2 - j_{tr})(1 + z_{tr})}{1 - \Omega_m} + \frac{2 (1 + j_{tr}) F_{tr}}{(1 + z_{tr})^2},
\]

where we imposed $q_{tr} = 0$ and set $F_{tr} = F(z_{tr})$, $F_{tr}' = F'(z_{tr})$ and $F_{tr}'' = F''(z_{tr})$.

To fully constrain the dark energy evolution, we need a further equation for $F_{tr}$. Using the Bézier interpolation of the Hubble rate and Eq. (34) and imposing that $H(2(z_{tr}) \equiv H(z_{tr})$, we get

\[
F_{tr} = \frac{H_0^2 (1 + z_{tr})^3}{H_0^2 (1 - \Omega_m) + H(D_0) (1 + z_{tr})^3}, \\
F_{tr}' = \frac{2 H_0^2 (1 + z_{tr})}{H_0^2 (1 - \Omega_m) + H(D_0) (1 + z_{tr})^3}, \\
F_{tr}'' = \frac{2 H_0^2 (1 + z_{tr})(1 + j_{tr}) - 6 H_0^2 (1 + z_{tr})^3}{H_0^2 (1 - \Omega_m) (1 + z_{tr})^2}.
\]

Table 3. Best-fit coefficients of the calibrated $E_{ps}-E_{maj}$ correlation, calibrated via the 32 real and the 1000 mock OHD measurements, and best-fit parameters of the DHE and DDPE methods for three redshift bins.

| $z$ bin | $\alpha$ | $\beta$ | $\sigma$ | $h_0$ | $z_{tr}$ | $j_{tr}$ |
|--------|----------|---------|---------|-------|---------|---------|
| 0.0–2.0 | 0.684$^{+0.061}_{-0.038}$ | 1.864$^{+0.230}_{-0.099}$ | 0.277$^{+0.035}_{-0.021}$ | 0.694$^{+0.007}_{-0.007}$ | 0.700$^{+0.083}_{-0.065}$ | 1.084$^{+0.176}_{-0.104}$ |
| 2.0–3.0 | 0.790$^{+0.079}_{-0.032}$ | 1.804$^{+0.054}_{-0.099}$ | 0.315$^{+0.044}_{-0.022}$ | 0.694$^{+0.010}_{-0.006}$ | 0.692$^{+0.076}_{-0.048}$ | 1.144$^{+0.111}_{-0.207}$ |
| 3.0–8.2 | 0.742$^{+0.043}_{-0.104}$ | 1.830$^{+0.201}_{-0.090}$ | 0.317$^{+0.031}_{-0.031}$ | 0.693$^{+0.007}_{-0.008}$ | 0.706$^{+0.082}_{-0.047}$ | 1.105$^{+0.112}_{-0.169}$ |

Table 4. Constraints on the dark energy evolution through $F_{tr}$, $F_{tr}'$ and $F_{tr}''$, for DHE and DDPE methods and calibrations based on the 32 real and the 1000 mock OHD measurements.

| Model | Calibration | $F_{tr}$ | $F_{tr}'$ | $F_{tr}''$ |
|-------|-------------|---------|---------|----------|
| DHE   | real 32     | 0.978$^{+0.563}_{-0.419}$ | -1.186$^{+0.670}_{-0.560}$ | -0.003$^{+1.016}_{-0.768}$ |
|       | mock 1000   | 1.000$^{+0.284}_{-0.314}$ | -0.214$^{+0.370}_{-0.426}$ | -0.118$^{+0.640}_{-0.768}$ |
| DDPE  | real 32     | 1.011$^{+0.068}_{-0.049}$ | -0.383$^{+0.711}_{-0.580}$ | -0.294$^{+0.944}_{-0.728}$ |
|       | mock 1000   | 0.987$^{+0.329}_{-0.324}$ | -0.441$^{+0.412}_{-0.362}$ | -0.326$^{+0.617}_{-0.617}$ |

Taking the constraints in Tab. 2, got for both DHE and DDPE methods, and the value of $\Omega_m$ from Planck Collaboration (2020), we obtain the constraints on $F_{tr}$, $F_{tr}'$ and $F_{tr}''$ summarized in Table 4. It appears evident from Table 4 that the value of $F_{tr}$ is compatible with the constraint $F_{tr} = 1$ even at $1\sigma$ confidence level. However, the first derivative evaluated at the transition time is not compatible with zero, whereas the second derivative does it. This implies that our expectations agree with those of a slightly evolving dark energy term that however departs from a genuine $\Lambda$CDM scenario, albeit recovering it at small redshifts. This finding may be due to the need of a further constraint that we imposed by means of Bézier polynomials. It is likely that imposing a tighter bound over $F(z)$ would imply tighter constraints probably more compatible with the standard cosmological model.

To better prompt this fact, we plot in Fig. 6 the behaviors of $F(z)$, $F'(z)$ and $F''(z)$ for the $\Lambda$CDM paradigm and the simplest extensions $\omega$CDM and CPL (Chevallier & Polarski 2001; Linder...
with evolving dark energy, for which we have

\[
\begin{align*}
F(z) &= 1, &\text{ΛCDM} \\
F(z) &= (1 + z)^{3(1 + w_0)} , &\omega_{\text{CDM}} \\
F(z) &= (1 + z)^{3(1 + w_0 + w_1) - \frac{w_0(1 + w_1)}{1 - w_0}} , &\text{CPL}
\end{align*}
\]

The parameter \(w_0\) of the \(\omega_{\text{CDM}}\) model and the parameters \(w_0\) and \(w_1\) of the CPL model are taken from Boshkayev et al. (2021). Fig. 6 shows that at the level of 1–\(\sigma\) confidence level the DHE approach is more compatible than the standard cosmological model. Clearly the DDPE disfavors more the \(\Lambda\)CDM paradigm because it takes a direct expansion of \(q(z)\) and then finds for the corresponding \(H(z)\), leading to more complicated errors induced by the more complex structure of the method itself.

Concluding, the two methods do not exclude dark energy to slightly evolve, albeit it is unlikely, especially from the DHE approach, that dark energy is not under the form of a cosmological constant, implying that GRBs agree with the transition redshift predicted by the standard cosmological scenario.

5 CONCLUSIONS AND PERSPECTIVES

In this paper we derived model-independent constraints on the dark energy evolution through the evaluation of the transition redshift \(z_{t r}\). The strategy we have pursued utilizes DHE and DDPE procedures introduced in Capozziello et al. (2022), involving expansions of the Hubble rate \(H(z)\) and the deceleration parameter \(q(z)\), respectively. The constraints on \(z_{t r}\) have been obtained by using GRB (Khadka et al., 2021), SNe Ia (Riess et al., 2018) and uncorrelated BAO (Luongo & Muccino (2021b)) catalogs.

The GRB data have been calibrated by resorting the well-known \(E_p–E_{iso}\) correlation. This model-independent calibration involved the well-consolidate technique based on the Bézier polynomials interpolation of the OHD catalog (Amati et al., 2019; Luongo & Muccino, 2021b). In the current era of precision cosmology, we tested this calibration procedure by increasing the number of OHD points (as outlined in Sec. 2 and in Kumar et al., 2022). We found that the 1000 mock OHD well reproduce the results obtained from the 32 real measurements, of course with greater accuracy (see Sec. 4). For comparison, we decided to calibrate GRBs using the real 32 and the mock 1000 OHD and to verify the stability of the correlation and cosmological parameters in different redshift bins containing roughly the same number of GRBs. The results from the joint calibrated GRBs + SNe Ia + BAO MCMC fits, working out the Metropolis-Hastings algorithm and the DHE and the DDPE methods outlined in Sec. 3, are summarized in Tables 2–3 and Figs. 4–5. These results show an overall compatibility with respect to the previous literature and the \(\Lambda\)CDM paradigm.

The above MCMC fits show also that, although the 1000 mock OHD data provide a more accurate reconstruction of \(H(z)\), compared to that from the 32 real measurements, but joint calibration and cosmological fits are insensitive to the OHD data sets employed to calibrate the \(E_p–E_{iso}\) catalog. This is reasonable because GRBs have the largest errors\(^8\), therefore, their weight in determining the best-fit results is certainly minor with respect to SNe Ia and BAO data. However, the influence of OHD measurements (through the calibration of GRB data) is evident when looking at the values of \(h_0\) we have found from our MCMC fits (see Table 2) which are consistent with those got from OHD (see \(\alpha_0\) in Table 1) and in general from BAO measurements.

The advantage of using 1000 mock OHD rather than the 32 observed ones is more evident from the analysis performed in Sec. 4.5. Mainly by means of the more accurate reconstruction of \(H(z)\) obtained by using the 1000 mock OHD, inside the intervals of validity for \(z_{t r}\), we notice that evolving dark energy is not fully excluded, albeit we underline that only small departures from the standard cosmological scenario are possible. In particular, we prompt the evolution of dark energy at the transition and we show the limits of evolving dark energy up to the transition time, adopting GRB data.

Future developments will focus on constraining the transition epoch adopting more complicated combinations of data catalogs. We will also investigate more refined cosmographic expansions and techniques in order to feature the dark energy evolution at high redshifts.
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