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Abstract. For a second countable locally compact group $G$ and a closed abelian subgroup $H$, we give a range function classification of closed subspaces in $L^2(G)$ invariant under left translation by $H$. For a family $\mathcal{A} \subseteq L^2(G)$, this classification ties with a set of conditions under which the translations of $\mathcal{A}$ by $H$ form a continuous frame or a Riesz sequence. When $G$ is abelian, our work relies on a fiberization map; for the more general case, we introduce an analogue of the Zak transform. Both transformations intertwine translation with modulation, and both rely on a new group-theoretic tool: for a closed subgroup $\Gamma \subseteq G$, we produce a measure on the space $\Gamma \backslash G$ of right cosets that gives a measure space isomorphism $G \cong \Gamma \times \Gamma \backslash G$. Outside of the group setting, we consider a more general problem: for a measure space $X$ and a Hilbert space $H$, we investigate conditions under which a family of functions in $L^2(X; H)$ multiplies with a basis-like system in $L^2(X)$ to produce a continuous frame or a Riesz sequence in $L^2(X; H)$. Finally, we explore connections with dual integrable representations of LCA groups, as introduced by Hernández et al. in [25].

1. Introduction

The goal of this paper is to give a comprehensive analysis of translation invariance from the new vantage point of the Zak transform. Let $G$ be a second countable locally compact group, and let $H \subseteq G$ be a closed abelian subgroup. Given a function $f : G \to \mathbb{C}$ and $y \in G$, we will write $L_y f : G \to \mathbb{C}$ for the left translation given by

$$(L_y f)(x) = f(y^{-1}x).$$

A closed subspace $M \subseteq L^2(G)$ is called $H$-translation-invariant, or $H$-TI, if $L_y f \in M$ whenever $f \in M$ and $\xi \in H$. Our main result classifies $H$-TI spaces in terms of range functions and an abstract version of the Zak transform. This is followed by a set of conditions under which the left $H$-translates of a family $\mathcal{A} \subseteq L^2(G)$ form a continuous frame or a Riesz sequence. For the subgroup $\mathbb{Z}^n \subseteq \mathbb{R}^n$, similar results using the so-called fiberization map were given by de Boor, Devore, and Ron [16, 17] and Bownik [9], with wide applications to the theories of approximation, spline systems, wavelets, and Gabor systems. This work was generalized to the LCA setting by Kamyabi Gol and Raisi Tousi [31]; Cabrelli and Paternostro [12]; and Bownik and Ross [11]. Attacking from another direction, the “extra” invariance of an invariant subspace, the authors of [1, 3, 4, 39] describe $H$-TI spaces under the assumption that $H$ contains a nice subgroup $K$. All of these papers require that $G$ be abelian and that $G/H$ be compact. By replacing fiberization with a kind of Zak transform, we can go far beyond these assumptions. Indeed, we will allow $G$ to be any (possibly nonabelian) second countable locally compact group, and we will ask only that $H$ be closed and abelian. This grants us access to a number of basic examples that were previously inaccessible, like $\mathbb{Z}^m \subseteq \mathbb{R}^n$, corresponding to shifts in $L^2(\mathbb{R}^n)$ by a lattice of less-than-full rank, and $\mathbb{R}^m \subseteq \mathbb{R}^n$. It also opens the door to a world of more sophisticated examples, such as the non-normal copy of $\mathbb{R}$ in the $ax + b$ group.

All previous research on $H$-TI spaces has required the larger group $G$ to be abelian, and analysis has relied on the fiberization map. In effect, fiberization applies the Fourier transform of the larger group $G$ and then splits off the annihilator subgroup $H^* \subseteq \hat{G}$. The main innovation of this paper is to replace fiberization with an abstract version of the Zak transform, which reverses this procedure, first splitting off the subgroup $H$, and then applying its Fourier transform. By shifting the Fourier transform from the big group to the little group, we dispense with the need for commuting assumptions on $G$. Moreover, we can eliminate any...
remaining topological assumptions on $H$ by defining our Zak transform in terms of a new group-theoretic tool, which is of interest in its own right. This accounts for the greater generality of our results.

While the Zak transform has been widely used in the abelian setting for analysis of shift-modulation invariant subspaces, its use in the classification of $H$-TI spaces is appearing here for the first time. Indeed, our Zak transform analysis gives a new classification of shift-invariant subspaces in $L^2(\mathbb{R})$. Moreover, we give new conditions for the integer shifts of a family $\mathcal{A} \subseteq L^2(\mathbb{R})$ to form a frame or a Riesz sequence. These results have immediate applications for wavelets and multi-resolution analysis.

In addition to our work with the Zak transform, we are able to finish the story on fiberization for a second countable LCA group $G$ with a closed subgroup $H$. The previous development of fiberization required $G/H$ to be compact. By using our new group-theoretic tool, we can remove this assumption. The result is a fiberization analysis of $H$-TI spaces that works in a wide variety of previously inaccessible situations, including the subgroups $\mathbb{Z}^m \subseteq \mathbb{R}^n$ and $\mathbb{R}^m \subseteq \mathbb{R}^n$ mentioned above.

The paper is organized as follows. In Section 2, we investigate a common source of frames and Riesz bases in a measure-theoretic setting. Let $X$ be a measure space, and let $\mathcal{H}$ be a separable Hilbert space. Any two functions $f : X \rightarrow \mathbb{C}$ and $\varphi : X \rightarrow \mathcal{H}$ can be multiplied pointwise, with product $(f \varphi)(x) = f(x)\varphi(x)$. Given a basis-like set $D \subseteq L^2(X)$ and a family $\mathcal{A} \subseteq L^2(X; \mathcal{H})$, we give conditions under which $\{f \varphi : f \in D, \varphi \in \mathcal{A}\}$ forms a continuous frame or a Riesz sequence in $L^2(X; \mathcal{H})$. The main results here are Theorems 2.3 and 2.10, relating frame and Riesz sequence conditions in $L^2(X; \mathcal{H})$ to the corresponding pointwise conditions in $\mathcal{H}$. This section is meant as a companion to the recent work by Bownik and Ross [11, §2] on range functions and multiplicative invariance in the measure-theoretic setting.

In Section 3, we develop a version of Weil’s formula for right cosets. Given a closed subgroup $\Gamma \subseteq G$, we produce a measure on the space $\Gamma \backslash G$ that allows for a measure isomorphism $G \cong \Gamma \times \Gamma \backslash G$. This isomorphism is the key to our development of the abstract Zak transform and fiberization map in Section 4. There we give a wide variety of examples, and describe connections between the Zak transform and the fiberization map in the abelian setting.

Both fiberization and the Zak transform are put to use in Section 5, where we give our main results classifying $H$-TI spaces and describing conditions under which the left $H$-translates of a family of functions in $L^2(G)$ form a continuous frame or a Riesz sequence. At the end of this section, we analyze translation/modulation-invariant spaces under critical sampling in the abelian setting.

In Section 6, we consider the related problem of invariant subspaces for dual integrable representations of locally compact abelian (LCA) groups, introduced by Hernández, Šikić, Weiss, and Wilson in [25]. We show that dual integrable representations are precisely those gotten from the translation action of an abelian subgroup, as in Section 5. We then give a range function classification of invariant subspaces. Moreover, we explain when the orbit of a family of vectors produces a continuous frame. If the group is discrete, we do the same for Riesz sequences. Our results generalize those in [25], which treated discrete LCA groups and cyclic subspaces.

2. Frames and Riesz bases in $L^2(X; \mathcal{H})$

Let $\mathcal{A}$ be a countable family of functions in $L^2(\mathbb{R}^n)$, and let

$$E(\mathcal{A}) = \{T_k f : k \in \mathbb{Z}^n, f \in \mathcal{A}\},$$

where $T_k f(y) = f(y - k)$. In [9], Bownik studied $E(\mathcal{A})$ through the fiberization map $T : L^2(\mathbb{R}^n) \rightarrow L^2([0,1]^n; L^2(\mathbb{Z}^n))$ given by

$$T f(x) = (\hat{f}(x + k))_{k \in \mathbb{Z}^n}.$$

The utility of $T$ comes from the intertwining relation

$$T(T_k f)(x) = e^{2\pi ik \cdot x} T f(x) \quad \text{for all } k \in \mathbb{Z}^n,$$

$1$While putting the finishing touches on this paper, the author learned that Barbieri, Hernández, and Paternostro [8] simultaneously and independently developed a classification of $H$-TI spaces using an identical notion of Zak transform, with many of the same results as appear in our Sections 4 and 5. The hypotheses in [8] differ slightly from ours: their encompassing group $G$ is assumed to be abelian throughout, and their version of our Theorem 5.4 assumes the generating family $\mathcal{A}$ is countable. While our papers have nontrivial intersection, each contains a considerable amount of material not present in the other.
so that integer shifts in $L^2(\mathbb{R}^n)$ become modulations by an orthonormal basis of $L^2([0,1)^n)$ in $L^2([0,1)^n; L^2(\mathbb{Z}^n))$.

Taking advantage of this correspondence, Bownik gave sufficient and necessary conditions for $E(\mathcal{A})$ to form a frame or a Riesz basis for its closed linear span. Later, Cabrelli and Paternostro [12] and Kamyabi Gol and Raisi Tousi [31] generalized this method to the setting of a second countable LCA group $G$ with a closed discrete subgroup $H$ such that $G/H$ is compact. Bownik and Ross [11] have gone even further by removing the hypothesis that $H$ be discrete, replacing frames with so-called continuous frames. Each of these papers achieves its goal by transforming $L^2(G)$ into a space $L^2(X; \mathcal{H})$, with $X$ a measure space and $\mathcal{H}$ a Hilbert space, in such a way that translations by the subgroup $H \subseteq G$ become modulations by a nice family of functions in $L^\infty(X)$. In this section, we consider the latter situation more generally. Namely, for a countable family $\mathcal{A} \subseteq L^2(X; \mathcal{H})$ and a basis-like family $\mathcal{D}$ of functions on $X$, we investigate conditions under which the family of functions

$$(g\varphi)(x) = g(x) \cdot \varphi(x), \quad g \in \mathcal{D}, \varphi \in \mathcal{A}$$

form a continuous frame or a Riesz basis for their closed linear span. This work is complementary to a recent publication by Bownik and Ross [11, §2] extending Helson’s theory of multiplicative invariance [22]. We now describe their main results.

**Definition 2.1.** Let $(X, \mu)$ be a measure space. A determining set for $L^1(X)$ is a family of functions $\mathcal{D} \subseteq L^\infty(X)$ with the property that, for all $f \in L^1(X)$,

$$\int_X f(x)g(x) \, d\mu(x) = 0 \quad \text{for all } g \in \mathcal{D} \implies f = 0.\]$$

Given a separable Hilbert space $\mathcal{H}$, a closed subspace $M \subseteq L^2(X; \mathcal{H})$ is said to be $\mathcal{D}$-multiplication invariant, or $\mathcal{D}$-MI, if for every $g \in \mathcal{D}$ and every $\varphi \in M$, the function $(g\varphi)(x) = g(x)\varphi(x)$ also belongs to $M$. Given a family $\mathcal{A} \subseteq L^2(X; \mathcal{H})$, we denote

$$S_\mathcal{D}(\mathcal{A}) = \text{span}\{g\varphi : g \in \mathcal{D}, \varphi \in \mathcal{A}\}$$

for the $\mathcal{D}$-MI space it generates, and

$$E_\mathcal{D}(\mathcal{A}) = \{g\varphi : g \in \mathcal{D}, \varphi \in \mathcal{A}\}.$$

We will consider $E_\mathcal{D}(\mathcal{A})$ as a set with multiplicities.

A range function is a mapping

$$J : X \to \{\text{closed subspaces of } \mathcal{H}\}.$$  

For a range function $J$ and $x \in X$, we denote $P_J(x) : \mathcal{H} \to \mathcal{H}$ for the orthogonal projection onto $J(x)$. We say that $J$ is a measurable range function if, for each $(u, v) \in \mathcal{H} \times \mathcal{H}$, the function $x \mapsto \langle P_J(x)u, v \rangle$ is measurable on $X$.

Range functions have a long history in the classification of invariant subspaces, dating at least as far back as Helson [21] and Srinivasan [40] in 1964. More recently, Bownik [9] used range functions to classify shift invariant subspaces of $L^2(\mathbb{R}^n)$. This program was continued in increasing generality by Cabrelli and Paternostro [12], Kamyabi Gol and Raisi Tousi [31], Currey, Mayeli, and Ouassa [15], and Bownik and Ross [11]. Our results in Sections 5 and 6 continue this line of research.

The proposition below is a slight modification of Theorem 2.4 in [11]. See also Srinivasan [40, Theorem 3] and Helson [21, Lecture VI, Theorem 8] and [22, Ch. 1, §3, Theorem 1].

**Proposition 2.2.** Let $(X, \mu)$ be a $\sigma$-finite measure space, let $\mathcal{D}$ be a determining set for $L^1(X)$, and let $\mathcal{H}$ be a separable Hilbert space.

(i) If $J : X \to \{\text{closed subspaces of } \mathcal{H}\}$ is a range function, then

$$M_J = \{\varphi \in L^2(X; \mathcal{H}) : \varphi(x) \in J(x) \text{ for a.e. } x \in X\}$$

is a closed $\mathcal{D}$-MI subspace of $L^2(X; \mathcal{H})$.

(ii) The correspondence $J \mapsto M_J$ is a bijection between measurable range functions and closed $\mathcal{D}$-MI subspaces of $L^2(X; \mathcal{H})$, provided we identify range functions that agree a.e. on $X$.  

(iii) Let $\mathcal{A}$ be a family of functions in $L^2(X; \mathcal{H})$, let $\mathcal{A}_0 \subseteq \mathcal{A}$ be a countable dense subset, and let $J$ be the range function defined almost everywhere by

\[ J(x) = \text{span}\{\varphi(x) : \varphi \in \mathcal{A}_0\}. \]

Then

\[ M_J = S_{\mathcal{D}}(\mathcal{A}_0) = S_{\mathcal{D}}(\mathcal{A}). \]

\textbf{Proof.} In [11], Proposition 2.1 and Theorem 2.4 prove everything except the fact that $S_{\mathcal{D}}(\mathcal{A}_0) = S_{\mathcal{D}}(\mathcal{A})$. One inclusion in this equality is obvious. For the other, let $\varphi \in \mathcal{A}$ be arbitrary, and let $\{\varphi_k\}_{k=1}^\infty$ be a sequence in $\mathcal{A}_0$ with $\varphi_k \to \varphi$. By passing to a subsequence if necessary, we may assume that $\varphi_k(x) \to \varphi(x)$ a.e. Since $J$ maps $X$ into the set of closed subspaces, $\varphi(x) \in J(x)$ for a.e. $x \in X$. In other words, $\varphi \in M_J = S_{\mathcal{D}}(\mathcal{A}_0)$. Since this holds for every $\varphi \in \mathcal{A}$, $S_{\mathcal{D}}(\mathcal{A}) \subseteq S_{\mathcal{D}}(\mathcal{A}_0)$. \qed

2.1. Riesz sequences. We remind the reader that a countable family $(u_i)_{i \in I}$ of vectors in a Hilbert space $\mathcal{H}$ is called a Riesz sequence if there are constants $0 < A \leq B < \infty$ such that for all $(c_i)_{i \in I} \in l^2(I)$ with only finitely many $c_i \neq 0$,

\[ A \sum_{i \in I} |c_i|^2 \leq \left\| \sum_{i \in I} c_i u_i \right\|^2 \leq B \sum_{i \in I} |c_i|^2. \]

The constants $A$ and $B$ are called bounds. When a Riesz sequence spans a dense subspace of $\mathcal{H}$, it is called a Riesz basis.

The following theorem is an abstract version of [9, Theorem 2.3(ii)]. Our proof is a modification of the argument given there. See also [12, Theorem 4.3] and [11, Theorem 5.1].

\textbf{Theorem 2.3.} Let $(X, \mu)$ be a measure space with $\mu(X) < \infty$, and let $\mathcal{H}$ be a Hilbert space. For a countable family $\mathcal{A} \subseteq L^2(X; \mathcal{H})$ and constants $0 < A \leq B < \infty$, the following are equivalent:

(i) For some orthonormal basis $\mathcal{D}$ of $L^2(X)$, $\{g_\varphi : g \in \mathcal{D}, \varphi \in \mathcal{A}\}$ is a Riesz sequence in $L^2(X; \mathcal{H})$ with bounds $A, B$.

(ii) For any Riesz sequence $(g_i)_{i \in I}$ in $L^2(X)$ with bounds $a, b$, $\{g_i \varphi : i \in I, \varphi \in \mathcal{A}\}$ is a Riesz sequence in $L^2(X; \mathcal{H})$ with bounds $aA, bB$.

(iii) For any family $(f_\varphi)_{\varphi \in \mathcal{A}} \subseteq L^2(X)$ having only finitely many $f_\varphi \neq 0$,

\[ A \sum_{\varphi \in \mathcal{A}} \int_X |f_\varphi(x)|^2 \, d\mu(x) \leq \int_X \left\| \sum_{\varphi \in \mathcal{A}} f_\varphi(x) \varphi(x) \right\|^2 \, d\mu(x) \leq B \sum_{\varphi \in \mathcal{A}} \int_X |f_\varphi(x)|^2 \, d\mu(x). \]

(iv) For any family $(f_\varphi)_{\varphi \in \mathcal{A}} \subseteq L^2(X)$ with $\sum_{\varphi \in \mathcal{A}} \|f_\varphi\|_{L^2(X)}^2 < \infty$, (2.4) holds.

(v) For almost every $x \in X$, $\{\varphi(x) : \varphi \in \mathcal{A}\}$ is a Riesz sequence in $\mathcal{H}$ with bounds $A, B$.

Condition (iii) can be read as a strictly stronger version of the usual definition of Riesz sequence, where the coefficient sequence $(c_\varphi)_{\varphi \in \mathcal{A}} \in l^2(\mathcal{A})$ has been replaced with a function sequence $(f_\varphi)_{\varphi \in \mathcal{A}} \subseteq l^2(\mathcal{A}; L^2(X))$.

As a consequence of Proposition 2.2, the theorem remains valid if we replace every instance of “Riesz sequence” with “Riesz basis”.

\textbf{Proof of Theorem 2.3.} (iii) $\implies$ (v). Suppose there is a set $Y \subseteq X$ of positive measure such that, for each $x \in Y$, $\{\varphi(x) : \varphi \in \mathcal{A}\}$ is not a Riesz sequence in $\mathcal{H}$ because it fails the upper bound of (2.3). We’ll show that (2.4) fails in the upper bound. Let $\{d_m\}_{m=1}^\infty$ be a dense subset of $l^2(\mathcal{A})$ such that each $d_m = (d_{m, \varphi})_{\varphi \in \mathcal{A}}$ has only finitely many nonzero entries. For each $m, n \in \mathbb{N}$, put

\[ E_{m,n} = \{x \in X : \left\| \sum_{\varphi \in \mathcal{A}} d_{m, \varphi} \varphi(x) \right\|^4 > (B + \frac{1}{n}) \sum_{\varphi \in \mathcal{A}} |d_{m, \varphi}|^2 \}. \]
which is well-defined up to a set of measure zero. If \( x \notin \bigcup_{m,n=1}^{\infty} E_{m,n} \), then

\[
\left\| \sum_{\varphi \in \mathcal{A}} d_{m,\varphi} \varphi(x) \right\|^2 \leq B \sum_{\varphi \in \mathcal{A}} |d_{m,\varphi}|^2 \quad \text{for all } m,
\]

so \( \{ \varphi : \varphi \in \mathcal{A} \} \) satisfies the upper bound of the Riesz condition with bound \( B \). Consequently, one of the sets \( E_{m,n} \) has \( \mu(E_{m,n}) > 0 \), and for this \( m \) and \( n \) we define a family of functions \( \{ f_{\varphi} \}_{\varphi \in \mathcal{A}} \subseteq L^2(X) \) by the formula \( f_{\varphi}(x) = d_{m,\varphi} 1_{E_{m,n}}(x) \). Only finitely many of these functions are nonzero, yet

\[
\int_X \left\| \sum_{\varphi \in \mathcal{A}} f_{\varphi}(x) \varphi(x) \right\|^2 d\mu(X) = \int_X 1_{E_{m,n}}(x) \left\| \sum_{\varphi \in \mathcal{A}} d_{m,\varphi} \varphi(x) \right\|^2 d\mu(X)
\]

\[
\geq \int_X 1_{E_{m,n}}(x) \cdot (B + \frac{1}{n}) \sum_{\varphi \in \mathcal{A}} |d_{m,\varphi}|^2 d\mu(x) = (B + \frac{1}{n}) \int_X \sum_{\varphi \in \mathcal{A}} |d_{m,\varphi} 1_{E_{m,n}}(x)|^2 d\mu(x)
\]

\[
= (B + \frac{1}{n}) \sum_{\varphi \in \mathcal{A}} \int_X |f_{\varphi}(x)|^2 d\mu(x).
\]

Thus (iii) fails in the upper bound. In other words, the upper bound in (iii) implies the upper bound in (v). A similar argument applies for the lower bounds,

\( (v) \implies (ii) \). Let \( (g_i)_{i \in I} \) be a Riesz sequence in \( L^2(X) \) with bounds \( a, b \), and let \( (c_{i,\varphi})_{i \in I, \varphi \in \mathcal{A}} \subseteq L^2(I \times \mathcal{A}) \) be a sequence having only finitely many nonzero terms. If \( (v) \) holds, then for a.e. \( x \in X \) we apply the Riesz condition with the sequence \( \{ \sum_{i \in I} c_{i,\varphi_g}(x) \}_{\varphi \in \mathcal{A}} \) to deduce

\[
A \sum_{\varphi \in \mathcal{A}} \left( \sum_{i \in I} c_{i,\varphi_g}(x) \right)^2 \leq A \sum_{\varphi \in \mathcal{A}} \left( \sum_{i \in I} c_{i,\varphi_g}(x) \right) \varphi(x) \leq B \sum_{\varphi \in \mathcal{A}} \left| \sum_{i \in I} c_{i,\varphi_g}(x) \right|^2.
\]

Integrating this inequality over \( X \) produces

\[
(2.5) \quad A \sum_{\varphi \in \mathcal{A}} \left| \sum_{i \in I} c_{i,\varphi_g} \right|^2 \leq B \sum_{\varphi \in \mathcal{A}} \left| \sum_{i \in I} c_{i,\varphi_g} \right|^2.
\]

Meanwhile, for any \( \varphi \in \mathcal{A} \) we apply the Riesz condition in \( L^2(X) \) to deduce

\[
a \sum_{i \in I} |c_{i,\varphi}|^2 \leq b \sum_{i \in I} |c_{i,\varphi}|^2.
\]

Adding over all \( \varphi \in \mathcal{A} \) and combining with (2.5) gives

\[
a A \sum_{\varphi \in \mathcal{A}} |c_{i,\varphi}|^2 \leq b B \sum_{\varphi \in \mathcal{A}} |c_{i,\varphi}|^2.
\]

In other words, \( \{ g_{i,\varphi} : i \in I, \varphi \in \mathcal{A} \} \) is a Riesz sequence with bounds \( aA, bB \).

(\( ii \) \implies (i) \). This is immediate.

(\( i \) \implies (iii) \). Suppose \( L^2(X) \) has an orthonormal basis \( \mathcal{D} \) for which \( \{ g_{\varphi} = g \in \mathcal{D}, \varphi \in \mathcal{A} \} \) is a Riesz sequence with bounds \( A, B \). First, let \( \{ p_{\varphi} \}_{\varphi \in \mathcal{A}} \subseteq L^2(X) \) be a family in the finite linear span of \( \mathcal{D} \), with only finitely many \( p_{\varphi} \neq 0 \). Writing

\[
p_{\varphi}(x) = \sum_{g \in \mathcal{D}} c_{g,\varphi} g(x)
\]

for appropriate constants \( c_{g,\varphi} \), we have (by definition)

\[
\int_X \left\| \sum_{\varphi \in \mathcal{A}} p_{\varphi}(x) \varphi(x) \right\|^2 d\mu(x) = \sum_{\varphi \in \mathcal{A}} \left\| \sum_{g \in \mathcal{D}} c_{g,\varphi} g \varphi \right\|^2
\]
and (by Parseval’s identity)

$$\sum_{\varphi \in \mathcal{A}} \int_X |p_\varphi(x)|^2 \, d\mu(x) = \sum_{\varphi \in \mathcal{A}} \sum_{g \in \mathcal{D}} |c_{g, \varphi}|^2.$$ 

Since \( \{g \varphi : g \in \mathcal{D}, \varphi \in \mathcal{A}\} \) is a Riesz sequence, and since only finitely many \( c_{g, \varphi} \neq 0 \),

$$A \sum_{\varphi \in \mathcal{A}} \int_X |p_\varphi(x)|^2 \, d\mu(x) \leq \int_X \left\| \sum_{\varphi \in \mathcal{A}} p_\varphi(x)\varphi(x) \right\|^2 \, d\mu(x) \leq B \sum_{\varphi \in \mathcal{A}} \int_X |p_\varphi(x)|^2 \, d\mu(x),$$

(2.6)

Now let \( (f_\varphi)_{\varphi \in \mathcal{A}} \subseteq L^2(X) \) be a family of functions as in (iii). For each \( \varphi \in \mathcal{A} \), there is a sequence\( \{p_{\varphi,k}\}_{k=1}^\infty \) of functions in the finite linear span of \( \mathcal{D} \) such that \( p_{\varphi,k} \rightarrow f_\varphi \) in \( L^2(X) \). By passing to a subsequence if necessary, we may assume that \( p_{\varphi,k}(x) \rightarrow f_\varphi(x) \) almost everywhere on \( X \). Moreover, we can assume that \( p_{\varphi,k} = 0 \) when \( f_\varphi = 0 \), so that for each \( k \), only finitely many \( p_{\varphi,k} \neq 0 \). By Fatou’s Lemma and (2.6),

$$\int_X \left\| \sum_{\varphi \in \mathcal{A}} f_\varphi(x)\varphi(x) \right\|^2 \, d\mu(x) \leq \liminf_{k \rightarrow \infty} \int_X \left\| \sum_{\varphi \in \mathcal{A}} p_{\varphi,k}(x)\varphi(x) \right\|^2 \, d\mu(x) \leq \liminf_{k \rightarrow \infty} B \sum_{\varphi \in \mathcal{A}} \int_X |p_{\varphi,k}(x)|^2 \, d\mu(x)$$

$$= B \sum_{\varphi \in \mathcal{A}} \int_X |f_\varphi(x)|^2 \, d\mu(x).$$

In other words, the upper bound holds in (2.4).

It remains to prove the lower bound. To do this, we will upgrade the first inequality above to an equality. Previously, we showed that the upper bound in (iii) implies the upper bound in (v). Thus, for any sequence \( (c_{\varphi})_{\varphi \in \mathcal{A}} \in l^2(\mathcal{A}) \) having only finitely many nonzero entries,

$$\left\| \sum_{\varphi \in \mathcal{A}} c_{\varphi} \varphi(x) \right\|^2 \leq B \sum_{\varphi \in \mathcal{A}} |c_{\varphi}|^2 \quad \text{for a.e. } x \in X.$$ 

In particular, \( \|\varphi(x)\|^2 \leq B \) for all \( \varphi \in \mathcal{A} \) and a.e. \( x \in X \). Therefore,

$$\int_X \|f_\varphi(x)\varphi(x) - p_{\varphi,k}(x)\varphi(x)\|^2 \, d\mu(x) = \int_X |f_\varphi(x) - p_{\varphi,k}(x)|^2 \|\varphi(x)\|^2 \, d\mu(x)$$

$$\leq B \int_X |f_\varphi(x) - p_{\varphi,k}(x)|^2 \, d\mu(x).$$

Since \( p_{\varphi,k} \rightarrow f_\varphi \) in \( L^2(X) \), \( p_{\varphi,k} \varphi \rightarrow f_\varphi \varphi \) in \( L^2(X; \mathcal{H}) \). In particular,

$$\int_X \|p_{\varphi,k}(x)\varphi(x)\|^2 \, d\mu(x) \rightarrow \int_X \|f_\varphi(x)\varphi(x)\|^2 \, d\mu(x).$$

Now (2.4) follows from (2.6).

(iii) \( \iff \) (iv). Obviously (iv) implies (iii). Suppose conversely that (iii) holds. Without loss of generality, we may assume that \( \mathcal{A} \) is infinite, and then we can enumerate \( \mathcal{A} = \{\varphi_k\}_{k=1}^\infty \). Let \( \{f_k\}_{k=1}^\infty \subseteq L^2(X) \) be a sequence of functions such that \( \sum_{k=1}^\infty \|f_k\|^2_{L^2(X)} < \infty \). By Tonelli’s Theorem,

$$\int_X \sum_{k=1}^\infty |f_k(x)|^2 \, d\mu(x) = \sum_{k=1}^\infty \int_X |f_k(x)|^2 \, d\mu(x) < \infty,$$

so \( (f_k(x))_{k=1}^\infty \in l^2(\mathbb{N}) \) for a.e. \( x \in X \). We have shown that (iii) implies (v). Thus \( (\varphi_k(x))_{k=1}^\infty \) is a Riesz sequence for a.e. \( x \in X \). Applying the synthesis operator, we find the sum \( \sum_{k=1}^\infty f_k(x)\varphi_k(x) \) converges unconditionally for a.e. \( x \in X \).

For each \( n \in \mathbb{N} \), (iii) gives

$$A \sum_{k=1}^n \int_X |f_k(x)|^2 \, d\mu(x) \leq \int_X \left\| \sum_{k=1}^n f_k(x)\varphi_k(x) \right\|^2 \, d\mu(x) \leq B \sum_{k=1}^n \int_X |f_k(x)|^2.$$ (2.7)
Moreover, Fatou’s Lemma and another application of (iii) show that

$$\int_X \left\| \sum_{k=1}^{\infty} f_k(x) \varphi_k(x) - \sum_{k=1}^{n} f_k(x) \varphi_k(x) \right\|^2 \, d\mu(x) = \int_X \lim_{N \to \infty} \left\| \sum_{k=n+1}^{N} f_k(x) \varphi_k(x) \right\|^2 \, d\mu(x)$$

$$\leq \liminf_{N \to \infty} \int_X \left\| \sum_{k=n+1}^{N} f_k(x) \varphi_k(x) \right\|^2 \, d\mu(x) \leq \liminf_{N \to \infty} B \sum_{k=n+1}^{N} \int_X |f_k(x)|^2 \, d\mu(x) = B \sum_{k=n+1}^{\infty} \|f_k\|^2_{L^2(X)}.$$

Thus, $\sum_{k=1}^{n} f_k \varphi_k \to \sum_{k=1}^{\infty} f_k \varphi_k$ in $L^2(X; \mathcal{H})$-norm. Completeness shows that $\sum_{k=1}^{\infty} f_k \varphi_k \in L^2(X; \mathcal{H})$, and continuity of the norm gives

$$\lim_{n \to \infty} \int_X \left\| \sum_{k=1}^{n} f_k(x) \varphi_k(x) \right\|^2 \, d\mu(x) = \int_X \left\| \sum_{k=1}^{\infty} f_k(x) \varphi_k(x) \right\|^2 \, d\mu(x).$$

Sending $n \to \infty$ in (2.7) establishes (iv). □

**Remark 2.4.** The theorem above holds when $\mu(X) = \infty$, but only vacuously. Indeed, the hypothesis that $\mu(X) < \infty$ was never used. However, if $\mathcal{A} \subseteq L^2(X; \mathcal{H})$ is any countable family satisfying (v), then $\|\varphi(x)\|^2 \geq A$ for every $\varphi \in \mathcal{A}$ and a.e. $x \in X$. Hence,

$$\int_X \|\varphi(x)\|^2 \, d\mu(x) \geq A \mu(X) = \infty$$

for each $\varphi \in \mathcal{A}$, so that $\mathcal{A} = \emptyset$.

### 2.2. Continuous frames.

**Definition 2.5.** Let $\mathcal{H}$ be a Hilbert space, and let $(\mathcal{M}, \mu_\mathcal{M})$ be a measure space. A family of vectors $(u_t)_{t \in \mathcal{M}} \subseteq \mathcal{H}$ is called a continuous frame over $\mathcal{M}$ for $\mathcal{H}$ if both of the following hold:

(i) For each $v \in \mathcal{H}$, the function $t \mapsto \langle v, u_t \rangle$ is measurable $\mathcal{M} \to \mathbb{C}$.

(ii) There are constants $0 < A \leq B < \infty$, called frame bounds, such that for each $v \in \mathcal{H}$,

$$A \|v\|^2 \leq \int_{\mathcal{M}} |\langle v, u_t \rangle|^2 \, d\mu_\mathcal{M}(t) \leq B \|v\|^2.$$

When $A = B$, the frame is called tight, and when $A = B = 1$, it is a continuous Parseval frame.

In practice, it is enough to check condition (ii) for $v$ in a dense subset of $\mathcal{H}$. See [35, Proposition 2.5]. Continuous frames were introduced independently by Kaiser [30] and Ali, Antoine, and Gazou [2]. When $\mathcal{M}$ is a countable set and $\mu_\mathcal{M}$ is counting measure, continuous frames reduce to the usual discrete version.

**Definition 2.6.** Let $(X, \mu_X)$ be a measure space. A Parseval determining set for $L^1(X)$ consists of another measure space $(\mathcal{M}, \mu_\mathcal{M})$ and a family of functions $(g_t)_{t \in \mathcal{M}} \subseteq L^\infty(X)$ such that for each $f \in L^1(X)$, the mapping

$$t \mapsto \int_X f(x) \overline{g_t(x)} \, d\mu_X(x)$$

is measurable on $\mathcal{M}$, and

$$\int_{\mathcal{M}} \left\| \int_X f(x) \overline{g_t(x)} \, d\mu_X(x) \right\|^2 \, d\mu_\mathcal{M}(t) = \int_X |f(x)|^2 \, d\mu_X(x).$$

We allow that both sides may be infinite.

This definition axiomatizes Lemma 3.5 of [11]. If $(g_t)_{t \in \mathcal{M}}$ is a Parseval determining set for $L^1(X)$, then so is $(\overline{g_t})_{t \in \mathcal{M}}$, by taking complex conjugates in the integrands above. It follows easily that a Parseval determining set is a determining set in the sense of Definition 2.1.

In the sections that follow, our primary example of a Parseval determining set will be the characters of an LCA group; see Lemma 5.2 infra. For another example, suppose that $X$ is equipped with counting
measure. If $\mathcal{M}$ is a countable set with counting measure, then a family $(g_t)_{t \in \mathcal{M}} \subseteq L^2(X) \subseteq L^\infty(X)$ is a Parseval determining set for $L^1(X)$ if and only if

$$\sum_{t \in \mathcal{M}} \left| \sum_{x \in X} f(x) g_t(x) \right|^2 = \sum_{x \in X} |f(x)|^2 \text{ for all } f \in L^1(X) \subseteq L^2(X),$$

if and only if $(g_t)_{t \in \mathcal{M}}$ is a discrete Parseval frame for $L^2(X)$.

If we relax our conditions and allow $(X, \mu)$ to be an arbitrary $\sigma$-finite measure space, then any Parseval determining set $(g_t)_{t \in \mathcal{M}} \subseteq L^\infty(X) \cap L^2(X)$ satisfies the Parseval condition on the dense subspace $L^1(X) \cap L^2(X) \subseteq L^2(X)$, so it is a Parseval frame for $L^2(X)$. However, not every Parseval frame for $L^2(X)$ consisting of functions in $L^\infty(X)$ is a Parseval determining set for $L^1(X)$. Indeed, for any $f \in L^1([0, 1]) \setminus L^2([0, 1])$ there is an orthonormal basis $(g_n)_{n=1}^\infty \subseteq C([0, 1])$ for $L^2([0, 1])$ such that $\int f g_n = 0$ for every $n$; see [29, Satz 613]. For these functions, the left hand side of (2.8) is infinite, but the right hand side is zero.

**Definition 2.7.** Let $(X, \mu_X)$ and $(\mathcal{M}, \mu_M)$ be measure spaces, and let $\mathcal{H}$ be a separable Hilbert space. We say a family $(\varphi_t)_{t \in \mathcal{M}} \subseteq L^2(X; \mathcal{H})$ is jointly measurable if there is a function $\Phi: \mathcal{M} \times X \to \mathcal{H}$ satisfying the conditions:

(i) For a.e. $t \in \mathcal{M}$, $\Phi(t, \cdot) = \varphi_t$ a.e. on $X$.

(ii) For any $u \in \mathcal{H}$, the function $(t, x) \mapsto (\Phi(t, x), u)$ is measurable on $\mathcal{M} \times X$.

By Pettis’s Measurability Theorem [34, Theorem 1.1], condition (ii) says precisely that $\Phi: \mathcal{M} \times X \to \mathcal{H}$ is measurable with respect to the Borel $\sigma$-algebra on $\mathcal{H}$. In the case where $\mathcal{H} = L^2(Y)$, this is equivalent to another kind of pointwise measurability property, which we describe in Corollary 2.9 below.

Intuitively, joint measurability means that the function $(t, x) \mapsto \varphi_t(x)$ is measurable on $\mathcal{M} \times X$. However, this notion may depend on the choice of representative functions $\varphi_t: X \to \mathcal{H}$. In the sequel, we will often ignore this subtlety and integrate expressions involving $\varphi_t(x)$ over $\mathcal{M} \times X$. When this happens, it is to be assumed that we have fixed a measurable function $\Phi: \mathcal{M} \times X \to \mathcal{H}$ as above.

We expect that the next proposition is already known. However, we have not been able to locate a reference. Therefore, we supply a proof.

**Proposition 2.8.** Let $(\mathcal{M}, \mu_M)$ and $(Y, \mu_Y)$ be $\sigma$-finite measure spaces, with $(\mathcal{M}, \mu_M)$ complete. For a family $(f_t)_{t \in \mathcal{M}} \subseteq L^2(Y)$, the following are equivalent:

(i) There is a measurable function $F: \mathcal{M} \times Y \to \mathbb{C}$ such that, for a.e. $t \in \mathcal{M}$, $F(t, \cdot) = f_t$ a.e. on $Y$.

(ii) For each $g \in L^2(Y)$, the function $t \mapsto \langle f_t, g \rangle$ is measurable on $\mathcal{M}$.

**Proof.** First assume that (i) holds. Find a sequence of simple measurable functions $S_n: \mathcal{M} \times Y \to \mathbb{C}$ such that $S_n(t, y) \to F(t, y)$ for all $(t, y) \in \mathcal{M}$, with $|S_n(t, y)| \leq |F(t, y)|$. Using the $\sigma$-finite conditions, we may assume that each $S_n$ has support contained in a measurable rectangle with finite measure. For every $g \in L^2(Y)$ and every $n$, Hölder’s Inequality yields

$$\int_{\mathcal{M}} \int_Y |S_n(t, y)| |g(y)| d\mu_Y(y) d\mu_M(t) \leq \int_{\mathcal{M}} \left( \int_Y |S_n(t, y)|^2 d\mu_Y(y) \right)^{1/2} \left( \int_Y |g(y)|^2 d\mu_Y(y) \right)^{1/2} d\mu_M(t) < \infty.$$

Therefore Fubini’s Theorem applies to the function $(t, y) \mapsto S_n(t, y)|g(y)|$, and in particular the function

$$t \mapsto \int_Y S_n(t, y)|g(y)| d\mu_Y(y)$$

is well defined a.e. and measurable on $\mathcal{M}$. Now the Lebesgue Dominated Convergence Theorem shows that

$$\langle f_t, g \rangle = \int_Y F(t, y)|g(y)| d\mu_Y(y) = \lim_{n \to \infty} \int_Y S_n(t, y)|g(y)| d\mu_Y(y)$$

for a.e. $t \in \mathcal{M}$. Hence the function $t \mapsto \langle f_t, g \rangle$ is the a.e. pointwise limit of measurable functions, and is itself measurable.

---

---

2The author thanks Prof. Alexander Olevskii for his help answering this question.
Suppose conversely that (ii) holds. By Pettis’s Measurability Theorem, the function \( t \mapsto f_t \) is measurable \( \mathcal{M} \to L^2(Y) \); hence \( t \mapsto \|f_t\| \) is measurable on \( \mathcal{M} \). An easy exercise now shows that the measurable space \( \mathcal{M} \) admits another measure \( \tilde{\mu}_\mathcal{M} \) for which

\[
\int_\mathcal{M} \|f_t\|^2 \, d\tilde{\mu}_\mathcal{M}(t) < \infty.
\]

Since we are concerned only with measurability, we may replace \( \mu_\mathcal{M} \) with \( \tilde{\mu}_\mathcal{M} \) and assume that the function \( t \mapsto f_t \) belongs to \( L^2(\mathcal{M}; L^2(Y)) \). The usual identification of \( L^2(\mathcal{M} \times Y) \) with \( L^2(\mathcal{M}; L^2(Y)) \) now proves (i). (See for instance [36, Theorem II.10(c)].)

**Corollary 2.9.** Let \((X, \mu_X), (Y, \mu_Y)\), and \((\mathcal{M}, \mu_\mathcal{M})\) be complete, \( \sigma \)-finite measure spaces. A family \( \{\varphi_t\}_{t \in \Omega} \subseteq L^2(X; L^2(Y)) \) is jointly measurable if and only if there is a measurable function \( \Phi : \mathcal{M} \times X \times Y \to \mathbb{C} \) such that for a.e. \( t \in \mathcal{M} \), for a.e. \( x \in X \), \( \Phi(t, x, \cdot) = \varphi_t(x) \) a.e. on \( Y \). Consequently, the notion of “joint measurability” remains unchanged when we identify \( L^2(X; L^2(Y)) \) with \( L^2(X \times Y) = L^2(X \times Y; \mathbb{C}) \), or with \( L^2(Y; L^2(X)) \).

**Proof.** Apply Proposition 2.8 to the family \( \{\varphi_t(x)\}_{(t, x) \in \mathcal{M} \times X} \subseteq L^2(Y) \). We leave it to the reader to check the details surrounding sets of measure zero. \( \square \)

The next theorem is an abstract version of [9, Theorem 2.3(i)], whose argument we follow. See also [12, Theorem 4.2] and [11, Theorem 5.1].

**Theorem 2.10.** Let \((X, \mu_X)\) and \((\mathcal{M}, \mu_\mathcal{M})\) be \( \sigma \)-finite measure spaces, and let \( \mathcal{D} = (g_s)_{s \in \Omega} \) be a Parseval determining set for \( L^1(X) \). Fix a separable Hilbert space \( \mathcal{H} \), another \( \sigma \)-finite measure space \((N, \mu_N)\), and a jointly measurable family \( \mathcal{A} = \{\varphi_t\}_{t \in \mathcal{T}} \subseteq L^2(X; \mathcal{H}) \). Let \( \mathcal{A}_0 \subseteq \mathcal{A} \) be a countable dense subset, and define \( J \) as in (2.1). For constants \( 0 < A \leq B < \infty \), the following are equivalent:

(i) \( E_\mathcal{D}(\mathcal{A}) \) forms a continuous frame for \( S_\mathcal{D}(\mathcal{A}) \) over \( \mathcal{M} \times N \), with bounds \( A, B \). That is,

\[
A \int_X \|\psi(x)\|^2 \, d\mu_X(x) \leq \int_N \left( \int_X \langle \psi(x), g_s(x) \varphi_t(x) \rangle \, d\mu_X(x) \right)^2 \, d\mu_\mathcal{M}(s) \, d\mu_N(t) \leq B \int_X \|\psi(x)\|^2 \, d\mu_X(x)
\]

for all \( \psi \in S_\mathcal{D}(\mathcal{A}) \).

(ii) For a.e. \( x \in X \) and every unit \( u \in J(x) \),

\[
A \|u\|^2 \leq \int_N \|\langle u, \varphi_t(x) \rangle\|^2 \, d\mu_N(t) \leq B \|u\|^2.
\]

We are tempted to interpret condition (ii) to mean that the family \( \{(\varphi_t(x)) : t \in \mathcal{T}\} \) forms a continuous frame for \( J(x) \) for a.e. \( x \in X \). However, when \( \mathcal{A} \) is uncountable, the vectors \( \varphi_t(x) \) need not reside in \( J(x) \). A more precise interpretation says that \( \{P_J(x)\varphi_t(x) : t \in \mathcal{T}\} \) forms a continuous frame for \( J(x) \) for a.e. \( x \in X \).

The theorem significantly reduces the problem of determining when \( E_\mathcal{D}(\mathcal{A}) \) forms a continuous frame. For instance, when \( \mathcal{A} \subseteq L^2(X; \mathcal{H}) \) is a countable family equipped with counting measure, condition (ii) says that for a.e. \( x \in X \), \( \{\varphi(x) : \varphi \in \mathcal{A}\} \) forms a discrete frame for \( J(x) \). Thus, a continuous problem in \( L^2(X; \mathcal{H}) \) reduces to a discrete problem in \( \mathcal{H} \). The reduction is even more pronounced when \( \mathcal{A} \) consists of a single function \( \varphi \in L^2(X; \mathcal{H}) \). In that case, (ii) reduces to

(iii) For a.e. \( x \in X \), either \( \varphi(x) = 0 \) or \( A \leq \|\varphi(x)\|^2 \leq B \).

**Proof of Theorem 2.10.** Joint measurability of \( \mathcal{A} \) ensures that the integrals above are well defined; use Tonelli’s Theorem for the integral in condition (ii). For each \( \psi \in S_\mathcal{D}(\mathcal{A}) \), we compute

\[
(2.9) \quad \int_N \int_\mathcal{M} \left| \int_X \langle \psi(x), g_s(x) \varphi_t(x) \rangle \, d\mu_X(x) \right|^2 \, d\mu_\mathcal{M}(s) \, d\mu_N(t)
\]

\[
= \int_N \int_\mathcal{M} \left| \int_X \langle \psi(x), \varphi_t(x) \rangle g_s(x) \, d\mu_X(x) \right|^2 \, d\mu_\mathcal{M}(s) \, d\mu_N(t)
\]

\[
= \int_N \int_X |\langle \psi(x), \varphi_t(x) \rangle|^2 \, d\mu_X(x) \, d\mu_N(t) = \int_X \int_N |\langle \psi(x), \varphi_t(x) \rangle|^2 \, d\mu_N(t) \, d\mu_X(x),
\]

since \( \mathcal{D} \) is a Parseval determining set for \( L^1(X) \).
If (ii) holds, then (2.2) shows that
\[ A \|\psi(x)\|^2 \leq \int_N \|\psi(x)\|^2 \leq B \|\psi(x)\|^2 \]
for all \( \psi \in S_D(\mathcal{A}) \) and a.e. \( x \in X \). Integrating over \( X \) and applying (2.9) proves (i).

Suppose conversely that (ii) fails. Fix a countable dense subset \( \{u_m\}_{m=1}^\infty \subseteq \mathcal{H} \). For a.e. \( x \in X \), it follows that \( \{P_j(x)u_m\}_{m=1}^\infty \) is a dense subset of \( J(x) \). Given \( m, n \in \mathbb{N} \), define
\[
E_{m,n} = \{ x \in X : \int_N \|P_j(x)u_m, \varphi_l(x)\|^2 d\mu_N(t) > (B + \frac{1}{n})\|P_j(x)u_m\|^2 \}
\]
\[
F_{m,n} = \{ x \in X : \int_N \|P_j(x)u_m, \varphi_l(x)\|^2 d\mu_N(t) < (A - \frac{1}{n})\|P_j(x)u_m\|^2 \},
\]
each of which is well-defined up to a set of measure zero. For a.e. \( x \notin \bigcup_{m,n=1}^\infty (E_{m,n} \cup F_{m,n}) \),
\[
A \|P_j(x)u_m\|^2 \leq \int_N \|P_j(x)u_m, \varphi_l(x)\|^2 d\mu_N(t) \leq B \|P_j(x)u_m\|^2 \quad \text{for all } m \in \mathbb{N},
\]
so that \( \{P_j(x)[\varphi_l(x)]\}_{l \in X} \) forms a frame for \( J(x) \) with bounds \( A, B \). Therefore at least one set \( E_{m,n} \) or \( F_{m,n} \) has positive measure. In the first case, fix a Borel set \( E \subseteq E_{m,n} \) with \( 0 < \mu_X(E) < \infty \), and define \( \theta \in L^2(X; \mathcal{H}) \) by
\[
\theta(x) = 1_E(x) \cdot P_j(x)u_m.
\]
Since we used strict inequality in the definition of \( E_{m,n} \), \( \|\theta(x)\| > 0 \) on \( E \). Moreover, \( \theta \in S_D(\mathcal{A}) \) by (2.2), and (2.9) shows that
\[
\int_X \int_M \int_X \|\theta(x), g_x(\varphi_l(x))\| d\mu_X(x) \leq \int_X \int_N \|\theta(x), \varphi_l(x)\| d\mu_N(t) \leq \int_X \int_N \|\theta(x), \varphi_l(x)\|^2 d\mu_N(t) d\mu_X(x)
\]
\[
= \int_X 1_E(x) \cdot \int_N \|P_j(x)u_m, \varphi_l(x)\|^2 d\mu_N(t) d\mu_X(x) \geq \int_X 1_E(x) \cdot (B + \frac{1}{n})\|P_j(x)u_m\|^2 d\mu_X(x)
\]
\[
= (B + \frac{1}{n}) \int_X \|\theta(x)\|^2 d\mu_X(x).
\]
Thus (i) fails. A similar argument shows that (i) fails when \( \mu_X(F_{m,n}) > 0 \). This completes the proof. \( \square \)

3. A Weil formula for right cosets

Let \( G \) be a second countable locally compact group, and let \( \Gamma \subseteq G \) be a closed subgroup. We emphasize that these groups need not be abelian. Our purpose is to examine the measure-theoretic interplay between \( G, \Gamma \), and the topological quotients \( G/\Gamma \) and \( \Gamma \backslash G \); the latter is the space of right cosets of \( \Gamma \) in \( G \). Our main result is the existence of a measure on \( \Gamma \backslash G \) for which \( G \equiv \Gamma \times \Gamma \backslash G \) as measure spaces, and for which the resulting unitary \( U : L^2(G) \rightarrow L^2(\Gamma \times \Gamma \backslash G) \) is well behaved under left translation by \( \Gamma \).

There is a positive regular Borel measure \( \mu_G \) on \( G \), called (left) Haar measure, such that
\[
\int_G f(yx) d\mu_G(x) = \int_G f(x) d\mu_G(x)
\]
for all \( f \in L^1(G, \mu_G) \) and all \( y \in G \). This measure is unique up to multiplication by a scalar \( c > 0 \). Fix a scale once and for all. Equation (3.1) generally fails if we replace \( yx \) with \( xy \). However, there is a continuous function \( \Delta_G : G \rightarrow (0, \infty) \), called the modular function, such that
\[
\int_G f(xy) d\mu_G(x) = \Delta_G(y^{-1}) \int_G f(x) d\mu_G(x)
\]
and
\[
\int_G f(x^{-1}) d\mu_G(x) = \int_G f(x) \Delta_G(x^{-1}) d\mu_G(x)
\]
for all \( f \in L^1(G, \mu_G) \) and \( y \in G \). When \( \Delta_G \equiv 1 \), \( G \) is called unimodular. The modular function is a homomorphism with respect to multiplication on \( (0, \infty) \), and it is independent of the choice of Haar measure on \( G \). The subgroup \( \Gamma \) also has a modular function \( \Delta_{\Gamma} \) and a left Haar measure \( \mu_{\Gamma} \), whose scale we also fix.
A rho function for the pair $(G, \Gamma)$ is a continuous map $\rho: G \to (0, \infty)$ with the property that
\[
\rho(x\xi) = \rho(x) \frac{\Delta_{\Gamma}(\xi)}{\Delta_G(\xi)}
\]
for all $x \in G$ and all $\xi \in \Gamma$. Such a function always exists; fix a choice once and for all, taking $\rho = 1$ if possible. There is a unique positive regular Borel measure $\mu_{G/\Gamma}$ on $G/\Gamma$ such that
\[
(3.4) \quad \int_{G/\Gamma} f(x)\rho(x) \, d\mu_{G/\Gamma}(x) = \int_{G/\Gamma} \int_{\Gamma} f(x\xi) \, d\mu_{\Gamma}(\xi) \, d\mu_{G/\Gamma}(x\Gamma)
\]
for all $f \in L^1(G)$. See Folland [19, Section 2.6] and Reiter and Stegeman [37, Section 8.2]. In particular, the inner integral does not depend on the choice of coset representative for $x\Gamma$, the mapping $\xi \mapsto f(x\xi)$ belongs to $L^1(\Gamma)$ for $\mu_{G/\Gamma}$-a.e. $x\Gamma \in G/\Gamma$, and the function $x\Gamma \mapsto \int_{\Gamma} f(x\xi) \, d\mu_{\Gamma}(\xi)$ is measurable on $G/\Gamma$. The associated measure $\mu_{G/\Gamma}$ is strongly quasi-invariant under the action of $G$, in the sense that
\[
(3.5) \quad \int_{G/\Gamma} f(y^{-1}x\Gamma) \, d\mu_{G/\Gamma}(x\Gamma) = \int_{G/\Gamma} f(x\xi) \frac{\rho(yx)}{\rho(x)} \, d\mu_{G/\Gamma}(x\Gamma)
\]
for all $f \in C_c(G/\Gamma)$ and all $y \in G$. In particular, $\mu_{G/\Gamma}$ is invariant under the action of $G$ if and only if $\rho = 1$; this can happen if and only if $\Delta_\Gamma = \Delta_G|\Gamma$. In that case, (3.4) becomes Weil’s formula,
\[
(3.6) \quad \int_{G} f(x) \, d\mu_{G}(x) = \int_{G/\Gamma} \int_{\Gamma} f(x\xi) \, d\mu_{\Gamma}(\xi) \, d\mu_{G/\Gamma}(x\Gamma) \quad \text{for all } f \in L^1(G).
\]
For instance, when $G$ is normal in $G$, any choice of left Haar measure on $G/\Gamma$ is invariant under the action of $G$. Therefore we can take $\rho = 1$, and by (3.5), $\mu_{G/\Gamma}$ is the unique left Haar measure on $G/\Gamma$ that satisfies (3.6).

By a well-known result of Feldman and Greenleaf [18], there is a Borel measurable function $\tau: G/\Gamma \to G$ with the property that $q \circ \tau = id_{G/\Gamma}$, where $q$ is the quotient mapping onto $G/\Gamma$. In effect, $\tau$ chooses a representative for each coset of $\Gamma$ in $G$, and it does it in a measurable way. We call such a function a Borel section for $G/\Gamma$. To describe $\tau$, it suffices to give its fundamental domain $\tau(G/\Gamma)$, since $\tau(x\Gamma)$ is the unique element of $\tau(G/\Gamma) \cap x\Gamma$. Moreover, $\tau$ is a Borel measurable function if and only if its fundamental domain is a Borel subset of $G$. As remarked in [18], $\tau$ can be chosen such that, whenever $K \subseteq G/\Gamma$ is compact, $\tau(K)$ has compact closure in $G$. Fix a section $\tau$ with this property once and for all, and let $T: \Gamma \times G/\Gamma \to G$ be the associated bijection
\[
T(\xi, x\Gamma) = \tau(x\Gamma)\xi.
\]

**Proposition 3.1.** The function $T$ described above is an isomorphism of measure spaces
\[
T: (\Gamma \times G/\Gamma, d\mu_{\Gamma} \otimes d\mu_{G/\Gamma}) \to (G, \rho \, d\mu_G).
\]

This result was stated in a section of notes by Folland [19, §2.7]. However, its proof was only sketched, and an important detail was missing. The full proof relies on the remarkable lemma below. We remind the reader that a separable topological space is called Polish if it admits a complete metric. Every second countable locally compact Hausdorff space is Polish, and the product of Polish spaces is Polish; see Kechris [32, Theorem 5.3, Proposition 3.3]. The lemma below is Theorem 14.12 of [32].

**Lemma 3.2.** Let $X$ and $Y$ be Polish spaces. Then every Borel measurable bijection $f: X \to Y$ is an isomorphism of Borel spaces. That is, $f^{-1}$ is also Borel measurable.

**Proof of Proposition 3.1.** For each $\xi \in \Gamma$, the function $T_\xi: G/\Gamma \to G$ given by $T_\xi(x\Gamma) = T(\xi, x\Gamma) = \tau(x\Gamma)\xi$ is Borel measurable; and for each $x\Gamma \in G/\Gamma$, the function $T^{\times x\Gamma}: \Gamma \to G$ given by $T^{\times x\Gamma}(\xi) = T(\xi, x\Gamma) = \tau(x\Gamma)\xi$ is continuous. It follows that $T$ is Borel measurable (see for instance [32, Exercise 11.3]). By Lemma 3.2 and (3.4), $T$ is an isomorphism of measure spaces.

**Corollary 3.3.** There is a unitary $U: L^2(G, \mu_G) \to L^2(\Gamma \times G/\Gamma, \mu_\Gamma \otimes \mu_{G/\Gamma})$ such that
\[
Uf(\xi, x\Gamma) = \frac{f(\tau(x\Gamma)\xi)}{\sqrt{\rho(\tau(x\Gamma)\xi)}}
\]
for all $f \in L^2(G)$, $\mu_\Gamma$-a.e. $\xi \in \Gamma$, and $\mu_{G/\Gamma}$-a.e. $x\Gamma \in G/\Gamma$.
Proof. Let \( V: L^2(G, d\mu_G) \to L^2(G, \rho \, d\mu_G) \) be the isometric isomorphism given by \( V(f) = f/\sqrt{\rho} \). Follow \( V \) by \( W: L^2(G, \rho \, d\mu_G) \to L^2(\Gamma \times G/\Gamma, \, d\mu_{\Gamma} \otimes d\mu_{G/\Gamma}) \), \( W(g) = g \circ T \). The resulting unitary is \( U \). \qed

If we are willing to sacrifice invariance under the action of \( G \), we can eliminate the rho function in the results above by replacing left cosets with right. Denote \( q_L: G \to G/\Gamma \) and \( q_R: G \to \Gamma \backslash G \) for the respective quotient maps, and \( \varepsilon: \Gamma \backslash G \to G/\Gamma \) for the homeomorphism \( \varepsilon(\Gamma x) = x^{-1}\Gamma \). If \( i: G \to G \) is the inversion map, one easily checks that \( \varepsilon \circ q_R \circ i = q_L \), as shown below.

\[
\begin{array}{c}
G \xrightarrow{i} G \\
\uparrow \quad q_L \quad \downarrow \quad q_R \\
G/\Gamma \xleftarrow{\varepsilon} \Gamma \backslash G
\end{array}
\]

Define \( \gamma: \Gamma \backslash G \to G \) by \( \gamma = i \circ \tau \circ \varepsilon \), that is,

\[
\gamma(\Gamma x) = \left[ \tau(x^{-1}\Gamma) \right]^{-1}. \tag{3.7}
\]

We claim that \( \gamma \) is a Borel section for \( \Gamma \backslash G \). Indeed, \( \varepsilon \circ q_R \circ i \circ \tau = q_L \circ \tau = id_{G/\Gamma} \), so \( q_R \circ i \circ \tau = \varepsilon^{-1} \). Hence

\[
q_R \circ \gamma = q_R \circ i \circ \tau \circ \varepsilon = \varepsilon^{-1} \circ \varepsilon = id_{\Gamma \backslash G}.
\]

The claim follows once we observe that \( \gamma \) is formed by composing \( \tau \) with homeomorphisms on either side, so it is Borel. Moreover, it inherits the property from \( \tau \), that whenever \( K \subseteq \Gamma \backslash G \) is compact, \( \gamma(K) \) has compact closure in \( G \).

**Theorem 3.4.** There is a unique positive regular Borel measure \( \mu_{\Gamma \backslash G} \) on \( \Gamma \backslash G \) such that

\[
\int_{\Gamma \backslash G} f(\Gamma x) \, d\mu_{\Gamma \backslash G}(\Gamma x) = \int_{G/\Gamma} \int_{\Gamma} f(\xi \gamma(\Gamma x)) \, d\mu_{\Gamma}(\xi) \, d\mu_{G/\Gamma}(\Gamma x) \tag{3.8}
\]

for all \( f \in L^1(\Gamma) \). In particular, \( \xi \mapsto f(\xi \gamma(\Gamma x)) \) belongs to \( L^1(\Gamma) \) for \( \mu_{\Gamma \backslash G} \)-a.e. \( \Gamma x \in \Gamma \backslash G \), and the function

\[
\Gamma x \mapsto \int_{\Gamma} f(\xi \gamma(\Gamma x)) \, d\mu_{\Gamma}(\xi)
\]

is measurable on \( \Gamma \backslash G \). If \( \varepsilon: \Gamma \backslash G \to G/\Gamma \) is the homeomorphism \( \varepsilon(\Gamma x) = x^{-1}\Gamma \), then

\[
\int_{\Gamma \backslash G} f(\Gamma x) \, d\mu_{\Gamma \backslash G}(\Gamma x) = \int_{G/\Gamma} f(\varepsilon^{-1}(x\Gamma)) \, \frac{1}{\rho(\tau(x\Gamma)) \Delta_{G}(\tau(x\Gamma))} \, d\mu_{G/\Gamma}(x\Gamma) \tag{3.9}
\]

for \( f \in L^1(\Gamma \backslash G) \).

Proof. We’ll first show that (3.9) defines a measure \( \mu_{\Gamma \backslash G} \) on \( \Gamma \backslash G \) satisfying (3.8). Recall that the image of a compact set in \( G/\Gamma \) has compact closure in \( G \). If \( f: G \to \mathbb{R} \) is any continuous function, it follows that \( f \circ \tau: G/\Gamma \to \mathbb{R} \) is Borel measurable and bounded on compact subsets. In particular, \( x\Gamma \mapsto \frac{1}{\rho(\tau(x\Gamma)) \Delta_{G}(\tau(x\Gamma))} \) is a locally \( \mu_{G/\Gamma} \)-integrable function on \( G/\Gamma \), and we can use it to define a positive regular Borel measure \( d\mu_{G/\Gamma} = \frac{1}{\rho(\tau(x\Gamma)) \Delta_{G}(\tau(x\Gamma))} \, d\mu_{G/\Gamma} \). Since \( \varepsilon: \Gamma \backslash G \to G/\Gamma \) is a homeomorphism, there is a positive regular Borel measure \( \mu_{\Gamma \backslash G} \) on \( \Gamma \backslash G \) given by \( d\mu_{\Gamma \backslash G}(\Gamma x) = d\mu_{G/\Gamma}(\varepsilon(\Gamma x)) \). For a Borel set \( E \subseteq \Gamma \backslash G \), this means that

\[
\int_{\Gamma \backslash G} 1_E(\Gamma x) \, d\mu_{\Gamma \backslash G}(\Gamma x) = \mu_{\Gamma \backslash G}(E) = \mu_{G/\Gamma}(\varepsilon(E)) = \int_{G/\Gamma} 1_{\varepsilon(E)}(x\Gamma) \, \frac{1}{\rho(\tau(x\Gamma)) \Delta_{G}(\tau(x\Gamma))} \, d\mu_{G/\Gamma}(x\Gamma)
\]

\[
= \int_{G/\Gamma} 1_{\varepsilon^{-1}(x\Gamma)} \, \frac{1}{\rho(\tau(x\Gamma)) \Delta_{G}(\tau(x\Gamma))} \, d\mu_{G/\Gamma}(x\Gamma).
\]

It follows that (3.9) holds for all \( f \in L^1(\Gamma \backslash G, \mu_{\Gamma \backslash G}) \).
Given $f \in L^1(G)$, use (3.4) to compute
\[
\int_G f(x) \, d\mu_G(x) = \int_G \frac{f(-x)}{\rho(x)} \Delta_G((x^{-1})\rho(x) \, d\mu(x) = \int_G \int_G \frac{f(x)}{\rho(x)} \Delta_G((x^{-1})\rho(x) \, d\mu_G(x) (x\Gamma)
\]
\[
= \int_G \int_G \frac{f(x^{-1})\Delta_G((x^{-1})\rho(x) \, d\mu_G(x) (x\Gamma)
\]
\[
= \int_G \int_G \frac{f(x^{-1})\gamma((x^{-1})\rho(x) \, d\mu_G(x) (x\Gamma)
\]
\[
= \int_G \int_G \frac{f(x^{-1})(\gamma((x^{-1})\rho(x)) \, d\mu_G(x) (x\Gamma)
\]
\[
= \int_G \int_G \frac{1}{\rho(x)} \Delta_G((x^{-1})\rho(x) \, d\mu_G(x) (x\Gamma)
\]
where the penultimate equation uses the inversion formula (3.3) on $\Gamma$. Therefore $\mu_G \gamma$ satisfies (3.8).

It remains to prove uniqueness. Recall from Folland [19, Proposition (2.48)] that the periodization operator $P: C_c(G) \rightarrow C_c(G/\Gamma)$ given by
\[
(Pf)(x\Gamma) = \int_G f(\tau(x)\xi) \, d\mu(\xi)
\]
is surjective, and if $\phi \in C_c(G/\Gamma)$ is nonnegative, we can find nonnegative $f \in C_c(G)$ with $Pf = \phi$. By an argument analogous to the one given in [19, Proposition (2.48)], there is a surjective operator $P: C_c(G) \rightarrow C_c(\Gamma/\Gamma)$ given by
\[
(Pf)(\xi) = \int_G f(\xi(x)) \, d\mu(\xi),
\]
and for $\phi \in C_c(\Gamma/\Gamma)$ with $\phi \geq 0$, we can find $f \geq 0$ in $C_c(G)$ with $Pf = \phi$; we leave it to the reader to make the necessary adjustments. Moreover, (3.8) shows that when $f, g \in C_c(G)$ are functions with $Pf = Pg$, $\int_G f(x) \, d\mu_G(x) = \int_G g(x) \, d\mu_G(x)$. Therefore $Pf \rightarrow \int_G f(x) \, d\mu_G(x)$ is a well-defined positive linear functional on $C_c(\Gamma/\Gamma)$, and by the uniqueness in the Riesz Representation Theorem, there is only one positive regular Borel measure $\mu_G \gamma$ satisfying (3.8).

A word of warning: this measure is not usually invariant under the right action of $G$, even when an invariant measure exists, unless $G$ is unimodular. Indeed, a right invariant measure on $\Gamma/\Gamma$, suitably normalized, would cause (3.8) to hold with right Haar measure on $G$ in place of the left Haar measure $\mu_G$. A straightforward (but tedious) computation involving (3.9) and (3.5) produces
\[
\int_{\Gamma/\Gamma} f(\gamma \tau(y)) \, d\mu_G(\gamma \tau(y)) = \int_{\Gamma/\Gamma} f(\gamma \tau(y)) \, \frac{\rho(\gamma(\tau(y))^{-1})}{\rho(\gamma(\tau(y))^{-1})} \frac{\rho(y^{-1})}{\rho(x^{-1})} \, d\mu_G(\gamma \tau(y))
\]
for all $f \in C_c(\Gamma/\Gamma)$ and $y \in G$.

**Remark 3.5.** When $\Gamma$ is discrete and $\mu_G$ is counting measure, $\gamma$ identifies $(\Gamma/\Gamma, \mu_G \gamma)$ as a measure space with $(\gamma(\Gamma/\Gamma), \mu_G)$, but when $\Gamma$ is not discrete, $\mu_G(\gamma(\Gamma/\Gamma)) = 0$. To see this, let $E \subseteq \gamma(\Gamma/\Gamma)$ be a Borel set with $\mu_G(E) < \infty$, and use (3.8) to compute
\[
\mu_G(E) = \int_E 1_E(x) \, d\mu_G(x) = \int_{\Gamma/\Gamma} \int_E 1_E(\xi\gamma(\Gamma/\Gamma)) \, d\mu(\xi) \, d\mu_G(\xi) = \mu_G(E) \int_{\Gamma/\Gamma} 1_{\gamma^{-1}(E)}(\Gamma) \, d\mu_G(\Gamma)
\]
Lemma 3.2 shows that $\gamma$ preserves the Borel $\sigma$-algebra, and the claim follows.

**Theorem 3.6.** The mapping

$$T : (\Gamma \times \Gamma \backslash G, d\mu_\Gamma \otimes d\mu_{\Gamma \backslash G}) \to (G, d\mu_G)$$

given by $T(\xi, \Gamma x) = \xi \gamma(\Gamma x)$ is a measure space isomorphism.

**Proof.** It follows from Lemma 3.2 and (3.8) just as Proposition 3.1 did. \hfill $\square$

**Corollary 3.7.** There is a unitary map $U : L^2(G, \mu_G) \to L^2(\Gamma \times \Gamma \backslash G, \mu_\Gamma \otimes \mu_{\Gamma \backslash G})$ such that

$$Uf(\xi, \Gamma x) = f(\xi \gamma(\Gamma x))$$

for all $f \in L^2(G)$, $\mu_\Gamma$-a.e. $\xi \in \Gamma$, and $\mu_{\Gamma \backslash G}$-a.e. $\Gamma x \in \Gamma \backslash G$.

**Remark 3.8.** When $\Gamma$ is a normal subgroup of $G$, we have defined two measures on the coinciding quotient spaces $G/\Gamma = \Gamma \backslash G$, namely $\mu_{G/\Gamma}$ and $\mu_{\Gamma \backslash G}$. In the most general setting, these measures need not be equal, but they are related in a way that we now describe. For arbitrary $f \in C_c(G/\Gamma)$, we compute

$$\int_{\Gamma \backslash G} f(\Gamma x) d\mu_{\Gamma \backslash G}(\Gamma x) = \int_{G/\Gamma} f(\Gamma x)^{-1} \Delta_G(\gamma(\Gamma x)^{-1}) d\mu_{G/\Gamma}(\Gamma x)$$

and

$$\int_{\Gamma \backslash G} f(\Gamma x) d\mu_{\Gamma \backslash G}(\Gamma x) = \int_{G/\Gamma} f(\Gamma x) \Delta_G(\gamma(\Gamma x)) d\mu_{G/\Gamma}(\Gamma x),$$

by (3.3). Thus,

$$d\mu_{\Gamma \backslash G} = \frac{\Delta_G \circ \gamma}{\Delta_G/\Gamma} d\mu_{G/\Gamma}.$$ (3.10)

There is another way to compute the Radon-Nikodym derivative that is sometimes useful. For each $x \in G$, there is a unique number $\delta(x) > 0$ such that

$$\int_{\Gamma} f(x \xi^{-1}) d\mu_{\Gamma}(\xi) = \delta(x) \int_{\Gamma} f(\xi) d\mu_{\Gamma}(\xi)$$

for all $f \in L^1(\Gamma)$. In fact, $\delta(x) = \frac{\Delta_G(\gamma(x))}{\Delta_G/\Gamma(x)}$. (See Nachbin [33, Chapter II, Propositions 16 and 22].) Thus we can take any function $f \in L^1(\Gamma)$ with nonzero integral that we like, and compute

$$\frac{\Delta_G(\gamma(x))}{\Delta_G/\Gamma(x)} = \delta(\gamma(x)) = \int_{\Gamma} f(\gamma(\Gamma x)) \Delta_G(\gamma(\Gamma x))^{-1} d\mu_{\Gamma}(\xi) \cdot \left(\int_{\Gamma} f(\xi) d\mu_{\Gamma}(\xi)\right)^{-1}.$$ (3.11)

For instance, in the case where $\Gamma$ is compact and normal, we can take $f = 1$ in the formula above to see that $\frac{\Delta_G(\gamma)}{\Delta_G/\Gamma} = 1$, and therefore $\mu_{\Gamma \backslash G} = \mu_{G/\Gamma}$. Likewise, $\mu_{\Gamma \backslash G} = \mu_{G/\Gamma}$ when $\Gamma$ is a closed subgroup in the center of $G$.

**Example 3.9.** Let $G$ be the affine group on $\mathbb{R}$ consisting of transformations $x \mapsto ax + b$ with $a > 0$. As a topological space, we identify $G$ with $(0, \infty) \times \mathbb{R}$; its group laws are then given by

$$(a, b) \cdot (c, d) = (ac, b + ad) \quad \text{and} \quad (a, b)^{-1} = (1/a, -b/a).$$

The modular function is $\Delta_G(a, b) = 1/a$, and a left Haar measure is given by

$$d\mu_G(a, b) = \frac{da \, db}{a^2}.$$ (3.12)

Let $H$ be the normal subgroup

$$H = \{(1, b) \in G : b \in \mathbb{R}\},$$

and let

$$K = \{(a, 0) \in G : a > 0\}.$$
Then $H \cong (\mathbb{R}, +)$, $K \cong (\mathbb{R}_+, \times)$, and $G = H \rtimes K$. In particular, $G/H \cong K$. We choose Borel sections $\tau_H: G/H \to G$ and $\tau_K: G/K \to G$ given by

$$\tau_H((a,b)H) = (a,0) \quad \text{and} \quad \tau_K((a,b)K) = (1,b).$$

The associated sections $\gamma_H: H \setminus G \to G$ and $\gamma_K: K \setminus G \to G$ then have formulae

$$\gamma_H(H(a,b)) = (a,0) \quad \text{and} \quad \gamma_K(K(a,b)) = (1,b/a).$$

For Haar measures on $H$ and $K$, we choose $d\mu_H(1,b) = db$ and $d\mu_K(a,0) = da/a$, respectively. Let us compute the measures on the respective quotients. Since $H$ is a normal subgroup, $\mu_{G/H}$ is the unique choice of left Haar measure on $G/H \cong K \cong (\mathbb{R}_+, \times)$ satisfying (3.6); an easy computation shows that

$$d\mu_{G/H}((a,b)H) = d\mu_K(a,0) = \frac{da}{a}.$$

Then by (3.10),

$$d\mu_{H\setminus G}(H(a,b)) = \frac{\Delta_G(\gamma_H(H(a,b)))}{\Delta_{G/H}(H(a,b))} d\mu_{G/H}(a,b) = \Delta_G(a,0) \frac{da}{a} = \frac{da}{a^2}.$$

On the other hand, $K$ is not a normal subgroup, and since $\Delta_G(a,0) \neq \Delta_K(a,0)$ there is no invariant measure on $G/K$. However, a rho function is given by $\rho_K(a,b) = a$, and the associated quasi-invariant measure on $G/K \cong \mathbb{R}$ is

$$d\mu_{G/K}((a,b)K) = db,$$

as the reader can easily verify.

The interested reader can now compute $\mu_{K\setminus G}$ using (3.9). We proceed straight to the punchline. Since $G/K$ is homeomorphic with $\mathbb{R}$ via $(1,b)K \mapsto b$, and since $(1,b)^{-1} = (1,-b)$, composing with $\varepsilon: K \setminus G \to G/K$ on the left and with $b \mapsto -b$ on the right shows that $K \setminus G \cong \mathbb{R}$ via $K(1,b) \mapsto b$. In particular, there is a positive regular Borel measure $\mu_{K\setminus G}$ on $K \setminus G$ given by

$$d\mu_{K\setminus G}(K(1,b)) = db.$$

For any $f \in C_c(G)$, we compute

$$\int_{K \setminus G} \int_K f((a,0)\cdot \gamma(K(1,b))) d\mu_K(a,0) d\mu_{K\setminus G}(K(1,b)) = \int_{K \setminus G} \int_K f((a,0)\cdot (1,b)) d\mu_K(a,0) d\mu_{K\setminus G}(K(1,b))$$

$$= \int_{\mathbb{R}} \int_{\mathbb{R}_+} f(a,b) \frac{da}{a} \, db = \int_{\mathbb{R}} \int_{\mathbb{R}_+} f(a,b) \frac{da}{a^2} \, db = \int_{G} f(a,b) d\mu_G(a,b).$$

Therefore $\mu_{K\setminus G}$ satisfies (3.8). In other words, $K(1,b) \mapsto b$ identifies $K \setminus G$ with $\mathbb{R}$ as both a topological space and a measure space.

4. The Zak transform and fiberization

Let $G$ be a second countable locally compact group with a closed abelian subgroup $H$, with notation as in the last section. In this section we develop a generalized version of the Zak transform for the pair $(G,H)$.

We begin with a short reminder of terminology on locally compact abelian (LCA) groups. Let $\mathcal{G}$ be an LCA group, and let $\mu_\mathcal{G}$ be a Haar measure on $\mathcal{G}$. We denote $\widehat{\mathcal{G}}$ for the dual group of $\mathcal{G}$, which consists of continuous homomorphisms $\alpha: \mathcal{G} \to \mathbb{T}$ under pointwise multiplication, with the topology of uniform convergence on compact sets. The Fourier transform of $f \in L^1(\mathcal{G})$ is the function $\hat{f} \in C_0(\widehat{\mathcal{G}})$ given by

$$\hat{f}(\alpha) = \int_{\mathcal{G}} f(x) \alpha(x^{-1}) \, d\mu_\mathcal{G}(x).$$

For any choice of Haar measure on $\mathcal{G}$, the Fourier transform maps $L^1(\mathcal{G}) \cap L^2(\mathcal{G})$ onto a dense subspace of $L^2(\mathcal{G})$, and for a unique choice $\mu_\mathcal{G}$ this map is an isometry. That choice of $\mu_\mathcal{G}$ is called dual to $\mu_\mathcal{G}$; it is always the measure we have in mind. With dual Haar measure on $\mathcal{G}$, the Fourier transform extends uniquely to a unitary map $\mathcal{F}_\mathcal{G}: L^2(\mathcal{G}) \to L^2(\mathcal{G})$. We also call $\mathcal{F}_\mathcal{G}$ the Fourier transform, and we also denote $\hat{f} = \mathcal{F}_\mathcal{G} f$.
for \( f \in L^2(\mathcal{G}) \). When \( g \in L^2(\hat{\mathcal{G}}) \), we denote \( \hat{g} = \mathcal{F}_{\mathcal{G}}^{-1} g \). For any \( f \in L^1(\mathcal{G}) + L^2(\mathcal{G}) \), the Fourier transform satisfies the following intertwining relation:

\[
(L_y f)^\wedge(\alpha) = \alpha(y^{-1}) \hat{f}(\alpha) \quad \text{for } y \in \mathcal{G}, \alpha \in \hat{\mathcal{G}}.
\]

The dual of \( \hat{\mathcal{G}} \) can be identified with \( \mathcal{G} \) as follows. Each \( x \in \mathcal{G} \) defines a character \( X_x \) on \( \hat{\mathcal{G}} \) given by \( X_x(\alpha) = \alpha(x) \), and the mapping \( x \mapsto X_x \) is a topological group isomorphism of \( \mathcal{G} \) with \( \hat{\mathcal{G}} \). This is called Pontryagin Duality. When \( \hat{\mathcal{G}} \) is identified with \( \mathcal{G} \) in this way, \( \mu_\mathcal{G} \) gives the measure dual to \( \mu_\hat{\mathcal{G}} \).

If \( \Gamma \subseteq \mathcal{G} \) is a closed subgroup, its annihilator in \( \hat{\mathcal{G}} \) is the closed subgroup

\[
\Gamma^* = \{ \kappa \in \hat{\mathcal{G}} : \kappa(\xi) = 1 \text{ for all } \xi \in \Gamma \}.
\]

The subgroups \( \Gamma \subseteq \mathcal{G} \), \( \Gamma^* \subseteq \hat{\mathcal{G}} \), and their quotients are all canonically related through duality. First, each \( \kappa \in \Gamma^* \) defines a character \( \hat{\kappa} \in (\mathcal{G}/\Gamma)^\wedge \) by the formula

\[
\hat{\kappa}(x\Gamma) = \kappa(x),
\]

and the mapping \( \kappa \mapsto \hat{\kappa} \) identifies \( \Gamma^* \) with \((\mathcal{G}/\Gamma)^\wedge \) as topological groups. Likewise, \( \hat{\mathcal{G}}/\Gamma^* \) identifies with \( \hat{\Gamma} \) through the mapping \( \omega \mapsto \omega|_{\Gamma} \). Moreover, the dual measures on \( \hat{\mathcal{G}} \), \( \Gamma^* \cong (\mathcal{G}/\Gamma)^\wedge \), and \( \hat{\mathcal{G}}/\Gamma^* \cong \hat{\Gamma} \) satisfy Weil’s formula (3.6).

Given \( f : \mathcal{G} \to \mathbb{C} \) and a coset \( Hx \in H\backslash \mathcal{G} \), we will write \( f^Hx : H \to \mathbb{C} \) for the function

\[
f^Hx(\xi) = f(\xi\gamma(Hx)),
\]

where \( \gamma : H \backslash \mathcal{G} \to \mathcal{G} \) is the Borel section from (3.7). Given \( \varphi : \hat{H} \to L^2(H\backslash \mathcal{G}) \), we define functions \( \varphi_{Hx} : \hat{H} \to \mathbb{C} \) for a.e. \( Hx \in H\backslash \mathcal{G} \) with the formula

\[
\varphi_{Hx}(\alpha) = \varphi(\alpha)(Hx).
\]

**Theorem 4.1.** There is a unitary transformation \( Z : L^2(G) \to L^2(\hat{H}; L^2(H\backslash \mathcal{G})) \) given by

\[
(Zf)(\alpha)(Hx) = \hat{f}^Hx(\alpha) \quad \text{for all } f \in L^2(G), \text{ a.e. } \alpha \in \hat{H}, \text{ and a.e. } Hx \in H\backslash \mathcal{G}.
\]

Its inverse is given by

\[
(Z^{-1}\varphi)(\xi\gamma(Hx)) = \varphi_{Hx}(\xi) \quad \text{for all } \varphi \in L^2(\hat{H}; L^2(H\backslash \mathcal{G})), \text{ a.e. } \xi \in \hat{H}, \text{ and a.e. } Hx \in H\backslash \mathcal{G}.
\]

When \( f \in L^2(\mathcal{G}) \) and \( \xi \in \mathcal{H} \), \( Z \) satisfies the relation

\[
(ZL_{\xi}f)(\alpha) = \alpha(\xi^{-1}) \cdot (Zf)(\alpha)
\]

for a.e. \( \alpha \in \hat{H} \).

**Proof.** Construct a sequence of unitaries

\[
L^2(G) \overset{U_1}{\to} L^2(H \times H\backslash \mathcal{G}) \overset{U_2}{\to} L^2(H\backslash \mathcal{G}; L^2(H)) \overset{U_3}{\to} L^2(H\backslash \mathcal{G}; L^2(H\backslash \mathcal{G})) \overset{U_4}{\to} L^2(\hat{H}; L^2(H\backslash \mathcal{G})),
\]

where \( U_1 \) is the isomorphism from Corollary 3.7, \( U_3 \) is the unitary given by

\[
(U_3\varphi)(Hx) = \varphi(Hx),
\]

and all others are the natural isomorphisms. Let \( Z = U_4U_3U_2U_1 \). Then

\[
(U_2U_1f)(Hx)(\xi) = (U_1f)(\xi, Hx) = f(\xi\gamma(Hx)) = f^Hx(\xi),
\]

and

\[
(Zf)(\alpha)(Hx) = (U_4U_3U_2U_1f)(\alpha)(Hx) = (U_3U_2U_1f)(Hx)(\alpha) = [(U_2U_1f)(Hx)]^\wedge(\alpha) = \hat{f}^{Hx}(\alpha).
\]

This proves (4.2). A similar computation verifies (4.3). Moreover, for every \( f : \mathcal{G} \to \mathbb{C} \) and every \( \xi \in \mathcal{H} \),

\[
(L_{\xi}f)^{Hx}(\eta) = (L_{\xi}f)(\eta\gamma(Hx)) = f(\xi^{-1}\eta\gamma(Hx)) = f^{Hx}(\xi^{-1}\eta) = L_\xi(f^{Hx})(\eta).
\]

Hence, for \( f \in L^2(\mathcal{G}) \) and \( \xi \in \mathcal{H} \),

\[
(ZL_{\xi}f)(\alpha)(Hx) = [(L_{\xi}f)^{Hx}]^\wedge(\alpha) = [L_\xi(f^{Hx})]^\wedge(\alpha) = \alpha(\xi^{-1})\hat{f}^{Hx}(\alpha) = \alpha(\xi^{-1}) \cdot (Zf)(\alpha)(Hx),
\]

as in (4.4).
We call $Z$ the Zak transform, for reasons that will soon be obvious. Whenever we find it useful, we will freely interpret $Z$ as the unitary $\hat{Z} : L^2(G) \to L^2(\hat{H} \times H \setminus G)$ given by

$$(\hat{Z}f)(\alpha, Hx) = (zf)(\alpha)(Hx) = f_{Hz}(\alpha).$$

We emphasize that both $Z$ and the measure used to construct $L^2(H \setminus G)$ depend on the choice of Borel section $\gamma$. Our construction of the Zak transform generalizes the definition given by Weil in [42, pp. 164–165] to the case where $G$ is nonabelian; see Example 4.2(vi) below. For more on the history of the Zak transform, we refer the reader to [26].

**Example 4.2.** We now compute $Z$ in a wide variety of concrete settings.

(i) $Z \subseteq \mathbb{R}$. To justify our usage of “Zak transform”, we first compute $Z$ for the subgroup $Z \subseteq \mathbb{R}$. Take Lebesgue measure for $\mu_\mathbb{R}$ and counting measure for $\mu_Z$. We use the fundamental domain $[0, 1)$. Since $Z$ is discrete, the associated section $\gamma$ identifies $(Z \setminus \mathbb{R}, \mu_\mathbb{R})$ with the interval $[0, 1)$ under Lebesgue measure, as explained in Remark 3.5. From this perspective, $f^{t+z}(k) = f(t + k)$ for $f : \mathbb{R} \to \mathbb{C}$, $t \in [0, 1)$, and $k \in \mathbb{Z}$. When $\hat{Z}$ is identified with $\mathbb{T}$, the Zak transform becomes the map $Z : L^2(\mathbb{R}) \to L^2(\mathbb{T}; L^2([0, 1)))$ which for $f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ is given by

$$Zf(z)(t) = \hat{f}(t + z)(z) = \sum_{k \in \mathbb{Z}} f^{t+z}(k)z^{-k} = \sum_{k \in \mathbb{Z}} f(t + k)z^{-k}. \tag{4.5}$$

If we further identify $\mathbb{T}$ with the interval $[0, 1)$ under Lebesgue measure, $Z$ can be thought of as the map $\hat{Z} : L^2(\mathbb{R}) \to L^2([0, 1) \times [0, 1))$ given by

$$(\hat{Z}f)(s, t) = \sum_{k \in \mathbb{Z}} f(t + k)e^{-2\pi ikst}. \tag{4.6}$$

for $f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ and $s, t \in [0, 1)$. This is exactly the classical Zak transform.

(ii) $\mathbb{Z}^n \subseteq \mathbb{R}^n$. More generally, let $m$ and $n$ be positive integers with $m \leq n$, and think of $\mathbb{Z}^m$ as the subgroup of $\mathbb{R}^n$ consisting of vectors with integers in the first $m$ entries and zeros in the last $n - m$. A fundamental domain is given by $[0, 1)^m \times \mathbb{R}^{n-m}$, and since $\mathbb{Z}^m$ is discrete, the associated section $\gamma : \mathbb{Z}^m \setminus \mathbb{R}^n \to \mathbb{R}^n$ identifies the measure space $(\mathbb{Z}^m \setminus \mathbb{R}^n, \mu_{\mathbb{Z}^m \setminus \mathbb{R}^n})$ with $[0, 1)^m \times \mathbb{R}^{n-m}$ under Lebesgue measure. Identifying $\mathbb{Z}^m$ with $[0, 1)^m \subseteq \mathbb{R}^m$ as above, we can think of the Zak transform as a unitary $\hat{Z} : L^2(\mathbb{R}^n) \to L^2([0, 1)^m \times [0, 1)^m \times \mathbb{R}^{n-m})$ which for $f \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ is given by

$$(\hat{Z}f)(s, t, x) = \sum_{k \in \mathbb{Z}^m} f(t + k, x)e^{-2\pi i k \cdot s}. \tag{4.7}$$

(iii) $\mathbb{R}^m \subseteq \mathbb{R}^n$. Let $m$ and $n$ be positive integers with $m \leq n$, and consider $\mathbb{R}^m$ as the subgroup of $\mathbb{R}^n$ consisting of vectors with zeros in the last $n - m$ entries. Then $\mathbb{R}^m \setminus \mathbb{R}^n \cong \mathbb{R}^{n-m}$ with Lebesgue measure, by (3.4) and Remark 3.8. Our section $\gamma : \mathbb{R}^m \setminus \mathbb{R}^n \to \mathbb{R}^n$ will be given by

$$\gamma(x_{m+1}, \ldots, x_n) = (0, \ldots, 0, x_{m+1}, \ldots, x_n).$$

Identifying $\mathbb{R}^m$ with $\mathbb{R}^m$ in the usual way, we can view the Zak transform for $\mathbb{R}^m \subseteq \mathbb{R}^n$ as a unitary $Z : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^m ; L^2(\mathbb{R}^{n-m}))$ which for $f \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ is given by

$$(Zf)(\xi) = \int_{\mathbb{R}^m} f(x, y)e^{-2\pi i \xi \cdot x} dx. \tag{4.8}$$

(iv) $\mathbb{Z}_p \subseteq \mathbb{Q}_p$. Let $p$ be a prime number, and let $\mathbb{Q}_p$ be the locally compact field of $p$-adic numbers

$$x = \sum_{j=m}^{\infty} c_j p^j$$

for $\mathbb{Z}_p \subseteq \mathbb{Q}_p$. Let $p$ be a prime number, and let $\mathbb{Q}_p$ be the locally compact field of $p$-adic numbers

$$x = \sum_{j=m}^{\infty} c_j p^j$$

for $\mathbb{Z}_p \subseteq \mathbb{Q}_p$. Let $p$ be a prime number, and let $\mathbb{Q}_p$ be the locally compact field of $p$-adic numbers

$$x = \sum_{j=m}^{\infty} c_j p^j$$

for $\mathbb{Z}_p \subseteq \mathbb{Q}_p$. Let $p$ be a prime number, and let $\mathbb{Q}_p$ be the locally compact field of $p$-adic numbers

$$x = \sum_{j=m}^{\infty} c_j p^j$$

for $\mathbb{Z}_p \subseteq \mathbb{Q}_p$. Let $p$ be a prime number, and let $\mathbb{Q}_p$ be the locally compact field of $p$-adic numbers

$$x = \sum_{j=m}^{\infty} c_j p^j$$
for \( m \in \mathbb{Z} \) and \( c_j \in \{0,1,\ldots,p-1\} \). The topology on \( \mathbb{Q}_p \) is given by the \( p \)-adic norm \( | \cdot |_p \); for \( x \) as above with \( c_m \neq 0 \), \( |x|_p = p^{-m} \). Any two elements of \( \mathbb{Q}_p \) can be added or multiplied in the obvious way, and under these operations \( \mathbb{Q}_p \) is a locally compact field. Consider \( \mathbb{Q}_p \) as an LCA group under addition, and let \( \mathbb{Z}_p \) be the compact open subgroup of \( p \)-adic integers

\[
\mathbb{Z}_p = \{ x \in \mathbb{Q}_p : |x|_p \leq 1 \} = \left\{ \sum_{j=0}^{\infty} c_j p^j : c_j \in \{0,1,\ldots,p-1\} \right\}.
\]

A fundamental domain for \( \mathbb{Z}_p \) is

\[
\Omega = \left\{ \sum_{j=m}^{j=m-1} c_j p^j : m \in \mathbb{Z}_{<0}, c_j \in \{0,1,\ldots,p-1\} \right\}.
\]

Since \( \mathbb{Z}_p \) is open in \( \mathbb{Q}_p \), the quotient \( \mathbb{Z}_p \backslash \mathbb{Q}_p \) is discrete, and the section \( \gamma : \mathbb{Z}_p \backslash \mathbb{Q}_p \to \mathbb{Q}_p \) associated with \( \Omega \) is automatically Borel. Moreover, the image of a compact set automatically has compact closure, as required.

Identify \( \hat{\mathbb{Q}}_p \) with \( \mathbb{Q}_p \) as follows. For \( x = \sum_{j=m}^{j=m} c_j p^j \in \mathbb{Q}_p \), we abbreviate

\[ e^{\pm 2\pi i x} = \exp \left( \pm 2\pi i \sum_{j=m}^{j=m} c_j p^j \right) \]

Each \( y \in \mathbb{Q}_p \) then defines a character \( \omega_y \in \hat{\mathbb{Q}}_p \) by the formula \( \omega_y(x) = e^{2\pi i y x} \), and the mapping \( y \mapsto \omega_y \) is a topological group isomorphism of \( \mathbb{Q}_p \) with \( \hat{\mathbb{Q}}_p \). Moreover,

\[ \mathbb{Z}_p = \{ \omega_\xi : \xi \in \mathbb{Z}_p \}. \]

Hence \( \hat{\mathbb{Q}}_p \cong \hat{\mathbb{Z}}_p / \mathbb{Z}_p \) is the discrete group of characters \( \omega_y |_{\mathbb{Z}_p} \) for \( y \in \Omega \).

When Haar measures are normalized so that \( \mu_{\mathbb{Q}_p}(\mathbb{Z}_p) = \mu_{\mathbb{Z}_p}(\mathbb{Z}_p) = 1 \), the dual measure on \( \hat{\mathbb{Z}}_p \) is counting measure. Counting measure on \( \mathbb{Z}_p \backslash \mathbb{Q}_p \) also causes (3.8) to hold. Identifying both \( \hat{\mathbb{Z}}_p \) and \( \mathbb{Z}_p \backslash \mathbb{Q}_p \) with \( \Omega \)

makes the Zak transform a unitary

\[ \hat{\mathbb{Z}} : L^2(\mathbb{Q}_p) \to l^2(\Omega \times \Omega) \]

which for \( f \in L^1(\mathbb{Q}_p) \cap L^2(\mathbb{Q}_p) \) is given by

\[ (\hat{\mathbb{Z}} f)(x,y) = \int_{\mathbb{Z}_p} f(y + \xi) e^{-2\pi i x \xi} \, d\mu_{\mathbb{Z}_p}(\xi). \]

(v) \( \mathbb{R} \subseteq ax + b \). Let \( G \) be the \( ax + b \) group described in Example 3.9. For the normal subgroup

\[ H = \{ (1,b) \in G : b \in \mathbb{R} \} \cong (\mathbb{R},+) \]

we identify \( \hat{H} \) with \( \mathbb{R} \) in the usual way. When \( L^2(H \backslash G) \) is identified with \( L^2(\mathbb{R}_+, dx/x^2) \) via \( x \mapsto H(x,0) \), the Zak transform becomes a unitary \( Z_H : L^2(G) \to L^2(\mathbb{R}; L^2(\mathbb{R}_+, dx/x^2)) \) which for \( f \in L^1(G) \cap L^2(G) \) is given by

\[ (Z_H f)(\xi)(a) = \int_{\mathbb{R}} f(a,b) e^{-2\pi i b \xi} \, db. \]

On the other hand, the subgroup

\[ K = \{ (a,0) \in G : a > 0 \} \]

is isomorphic with \( (\mathbb{R}_+, \times) \), and its dual can be identified with \( (\mathbb{R},+) \) under the pairing

\[ \hat{\xi}(a,0) = a^{2\pi i \xi}. \]

For \( (a,0) \in K \) and \( K(1,b) \in K \backslash G \), we have

\[ f^{K(1,b)}(a,0) = f((a,0) \cdot \gamma_K(K(1,b))) = f((a,0) \cdot (1,b)) = f(a,ab). \]
Identifying $L^2(K \backslash G)$ with $L^2(\mathbb{R})$ as in Example 3.9, the Zak transform becomes a unitary $Z_K : L^2(G) \rightarrow L^2(\mathbb{R} \times \mathbb{R})$ which for $f \in L^1(G) \cap L^2(G)$ is given by

$$(Z_K f)(\xi, b) = \int_{0}^{\infty} \frac{f(a, ab) e^{-2 \pi i \xi a}}{a} \, da.$$ 

(vi) Let $G$ be any second countable LCA group with closed subgroup $H$. For $f \in C_c(G)$, $\alpha \in \hat{H}$, and $Hx \in H \backslash G$, we compute

$$(\tilde{Z} f)(\alpha, Hx) = \tilde{f}_{Hx}(\alpha) = \int_{H} f(\xi \gamma(Hx)) \alpha(\xi^{-1}) \, d\mu_H(\xi).$$

More generally, for $x \in G$ the function $\xi \mapsto f(\xi x)$ belongs to $C_c(H)$, so we can define a function $\tilde{Z} f : G \times \hat{G} \rightarrow \mathbb{C}$ by the formula

$$(4.9) \quad (\tilde{Z} f)(\omega, x) = \int_{H} f(\xi x) \omega(\xi^{-1}) \, d\mu_H(\xi).$$

This matches the definition of Zak transform given by Weil in [42] (although he didn’t call it that, of course).

For the remainder of this section, we will assume that $G$ is abelian. Each $\omega \in \hat{G}$ then acts unitarily on $L^2(G)$ via the modulation $(M_\omega f)(x) = \omega(x) f(x)$. The Zak transform behaves well under modulations by $H^*$ and translations by $H$. When $f \in C_c(G)$ and $\kappa \in H^*$,

$$(\tilde{Z} M_\omega f)(\alpha, Hx) = \int_{H} (M_\omega f)(\xi \gamma(Hx)) \alpha(\xi^{-1}) \, d\mu_H(\xi) = \int_{H} \kappa(\xi \gamma(Hx)) f(\xi \gamma(Hx)) \alpha(\xi^{-1}) \, d\mu_H(\xi)$$

$$= \int_{H} \kappa(\xi \gamma(Hx)) f(\xi \gamma(Hx)) \alpha(\xi^{-1}) \, d\mu_H(\xi) = \kappa(\gamma(Hx)) \cdot (\tilde{Z} f)(\alpha, Hx).$$

Since $\gamma(Hx) = \xi x$ for some $\xi \in H$, and since $\kappa(\xi) = 1$, we can write $\kappa(x)$ in place of $\kappa(\gamma(Hx))$ in the last expression above. Extending by continuity and combining with (4.4), we find that

$$(4.10) \quad (\tilde{Z} L_\xi M_\kappa f)(\alpha, Hx) = \alpha(\xi^{-1}) \kappa(x) \cdot (\tilde{Z} f)(\alpha, Hx)$$

for all $f \in L^2(G)$, $\xi \in H$, and $\kappa \in H^*$.

In the abelian setting, the Zak transform has a sibling, which we now introduce. Whenever we work in this setting we will use a fixed Borel section $\beta : \hat{G} / H^* \rightarrow \hat{G}$ that sends compact sets to pre-compact sets. We remind the reader that $G / H = H \backslash G$ and $\hat{G} / H^* = H^* \backslash \hat{G}$ as measure spaces; see the final line of Remark 3.8.

**Proposition 4.3.** In addition to the standing hypotheses, suppose that $G$ is abelian. There is a unitary map

$$T : L^2(G) \rightarrow L^2(\hat{G} / H^*; L^2(H^*))$$

given by

$$(4.11) \quad (T f)(\omega H^*)(\kappa) = \hat{f}(\beta(\omega H^*) \kappa).$$

Moreover, for any $\xi \in H$,

$$(4.12) \quad (T L_\xi f)(\omega H^*) = \omega(\xi^{-1}) \cdot (T f)(\omega H^*).$$

**Proof.** Follow the Fourier transform $L^2(G) \rightarrow L^2(\hat{G})$ by the unitary $L^2(\hat{G}) \rightarrow L^2(H^* \times \hat{G} / H^*)$ from Corollary 3.3. When $L^2(H^* \times \hat{G} / H^*)$ is identified with $L^2(\hat{G} / H^*; L^2(H^*))$, the composition $T$ is given by (4.11).

If $f \in L^2(G)$ and $\xi \in H$, we compute

$$(T L_\xi f)(\omega H^*)(\kappa) = (L_\xi f)(\beta(\omega H^*) \kappa) = \beta(\omega H^*)(\xi^{-1}) \kappa(\xi^{-1}) \hat{f}(\beta(\omega H^*) \kappa) = \omega(\xi^{-1}) \cdot (T f)(\omega H^*)(\kappa),$$

since $\beta(\omega H^*) = \omega \chi$ for some $\chi \in H^*$, and $\chi(\xi^{-1}) = \kappa(\xi^{-1}) = 1$. This proves (4.12).
We call $T$ the fiberization map. In the special case where $H$ is discrete and $G/H$ is compact, Proposition 4.3 was proved separately by Kamyabi Gol and Raisi Tousi [31, Proposition 2.1] and Cabrèlli and Paternostro [12, Proposition 3.3]. To the author’s knowledge, every existing classification of $H$-TI uses some version of fiberization.

The Zak transform is closely related to fiberization in the abelian setting, and indeed $T$ can be obtained from $Z$ through a modulation in $L^2(\hat{H}; L^2(H \backslash G))$ and the Fourier transform on $H \backslash G$, as we now show. With the isomorphisms $\hat{H} \cong \hat{G}/H^*$ and $H^* \cong (G/H)^*$ in mind, define a modulation $M : L^2(\hat{H}; L^2(H \backslash G)) \to L^2(\hat{H}; L^2(H \backslash G))$ by the formula

$$
(M \varphi)(\omega |_H)(Hx) = \beta(\omega H^*) (\gamma(Hx)^{-1}) \cdot \varphi(\omega |_H)(Hx)
$$

for $\varphi \in L^2(\hat{H}; L^2(H \backslash G))$, $\omega \in \hat{G}$, and $Hx \in H \backslash G$. We claim that

$$
(Tf)(\omega H^*) (\kappa) = (MZf)(\omega |_H)^\wedge(\kappa)
$$

for any $f \in L^2(G)$, where the Fourier transform on the right is taken over $H \backslash G$. Indeed, for any $f \in C_c(G)$, we compute

$$
(Tf)(\omega H^*) (\kappa) = \hat{f}(\omega H^*)(\kappa) = \int_{G} f(x) \beta(\omega H^*)(x^{-1}) \kappa(x^{-1}) \, d\mu_G(x)
$$

$$
= \int_{H \backslash G} \int_{H} f(\xi \gamma(Hx)) \cdot \beta(\omega H^*) (\gamma(Hx)^{-1} \xi^{-1}) \cdot \kappa(\gamma(Hx)^{-1} \xi^{-1}) \, d\mu_H(\xi) \, \mu_{H \backslash G}(Hx)
$$

$$
= \int_{H \backslash G} \beta(\omega H^*) (\gamma(Hx)^{-1}) \cdot \kappa(\gamma(Hx)^{-1}) \int_{H} f(\xi \gamma(Hx)) \cdot \beta(\omega H^*) (\xi^{-1}) \cdot \kappa(\xi^{-1}) \, d\mu_H(\xi) \, \mu_{H \backslash G}(Hx).
$$

This is messy, but it cleans up nicely. First, $\kappa(\gamma(Hx)^{-1}) = \kappa(x^{-1})$, since $\kappa(\eta) = 1$ for any $\eta \in H$. Likewise, $\beta(\omega H^*) (\xi^{-1}) = \omega(\xi^{-1})$, since any element of $H^*$ annihilates $\xi^{-1}$. We also have $\kappa(\xi^{-1}) = 1$, and we can abbreviate $\int_{H} f(\xi \gamma(Hx)) = \hat{f}(\omega H)(\kappa)$. With all that in mind, our last equation reads

$$
(Tf)(\omega H^*) (\kappa) = \int_{H \backslash G} \beta(\omega H^*) (\gamma(Hx)^{-1}) \cdot \kappa(x^{-1}) \int_{H} f(\xi)(\omega(\xi^{-1}) \kappa(\xi^{-1}) \, d\mu_{H \backslash G}(Hx)
$$

$$
= \int_{H \backslash G} \beta(\omega H^*) (\gamma(Hx)^{-1}) \cdot \hat{f}(\omega(H^*) (\kappa(\xi^{-1}) \, d\mu_{H \backslash G}(Hx)
$$

Thus (4.14) holds for all $f \in C_c(G)$; extending with continuity gives it for all $f \in L^2(G)$.

**Example 4.4.** Let us interpret (4.14) for the classical Zak transform (4.5). Identify $\hat{R}$ with $R$ and $Z^*$ with $Z$ in the usual way: each $\xi \in \hat{R}$ defines a character $\xi \in R$ by $\xi(x) = e^{2\pi i \xi x}$, and $Z^* = \{ k \in \hat{R} : k \in Z \}$. In Example 4.2(1), the identification of $T \cong \hat{Z} \cong \hat{R}/Z^*$ with $[0, 1) \subset \hat{R}$ describes a Borel section $\beta : \hat{R}/Z^* \to \hat{R}$ with fundamental domain $\beta(\hat{R}/Z^*) = [0, 1) \subset \hat{R}$. Then for $\varphi \in L^2([0, 1) \times [0, 1), the modulation $M$ in (4.13) is given by

$$
(M \varphi)(s, t) = s(\xi)(\varphi(s, t) = e^{-2\pi i t} \varphi(s, t).
$$

Thus, (4.14) says that for all $f \in L^2(\hat{R})$ and a.e. $s \in [0, 1)$,

$$
\hat{f}(s + k) = \int_{\hat{R}} e^{-2\pi i st \cdot \xi} \varphi(s, t) \, d\mu_R(s) = \int_{\hat{R}} \hat{f}(s, t) \cdot e^{-2\pi i k t} \, dt
t \text{ for all } k \in \hat{Z}.
$$

Here is another relation between the fiberization map and the Zak transform. Fix $f, g \in L^2(G)$. For every $\xi \in H$, (4.4) and (3.3) show that

$$
(f, L_\xi g) = \langle Zf, Z(L_\xi g) \rangle_H = \int_H \langle (Zf)(\alpha), (ZL_\xi g)(\alpha) \rangle d\mu_H(\alpha) = \int_H \langle (Zf)(\alpha), (Zg)(\alpha) \rangle_{H \backslash G} \cdot \alpha(\xi) \, d\mu_H(\alpha)
$$

$$
= \int_H \langle (Zf)(\alpha^{-1}), (Zg)(\alpha^{-1}) \rangle \alpha(\xi) \, d\mu_H(\alpha).
$$
On the other hand, a similar computation involving (4.12) produces

\[
(4.16) \quad \langle f, L_\xi g \rangle = \int_{G/H} \langle (Tf)(\omega^{-1}H^*), (Tg)(\omega^{-1}H^*) \rangle \overline{\omega(\xi)} \, d\mu_{G/H}(\omega H^*)
\]

\[
= \int_H \langle (Tf)(\omega^{-1}H^*), (Tg)(\omega^{-1}H^*) \rangle \overline{\omega(\xi)} \, d\mu_H(\omega H).
\]

Since the Fourier transform \(L^1(H) \to C_0(H)\) is injective,

\[
(4.17) \quad \langle (Tf)(\omega H^*), (Tg)(\omega H^*) \rangle_{L^2(H^*)} = \langle (Zf)(\omega|_H), (Zg)(\omega|_H) \rangle_{L^2(H\setminus G)} \quad \text{for a.e. } \omega H^* \in \hat{G}/H^*.
\]

5. The Structure of \(H\)-TI spaces in \(L^2(G)\)

Returning to the more general case, where \(G\) need not be abelian, we now classify \(H\)-TI spaces in \(L^2(G)\).

Given a family \(\mathcal{A} \subseteq L^2(G)\), we will denote

\[
E^H(\mathcal{A}) = \{ L_\xi \varphi : \xi \in H, \varphi \in \mathcal{A} \}
\]

for the left \(H\)-translates of \(\mathcal{A}\), and

\[
S^H(\mathcal{A}) = \overline{\text{span}} \{ L_\xi \varphi : \xi \in H, \varphi \in \mathcal{A} \}
\]

for the \(H\)-TI space it generates. We will also give conditions under which \(E^H(\mathcal{A})\) forms a continuous frame or a Riesz basis for \(S^H(\mathcal{A})\).

When \(J : \hat{H} \to \{\text{closed subspaces of } L^2(H\setminus G)\}\) is a range function, we write \(P_J(\alpha) : L^2(H\setminus G) \to J(\alpha)\) for the orthogonal projection associated to \(\alpha \in \hat{H}\). We also denote

\[
V_J = \{ f \in L^2(G) : (Zf)(\alpha) \in J(\alpha) \text{ for a.e. } \alpha \in \hat{H} \}.
\]

If \(G\) is abelian and \(\tilde{J} : \hat{G}/H^* \to \{\text{closed subspaces of } L^2(H^*)\}\), we similarly write \(\tilde{P}_J(\omega H^*) : L^2(H^*) \to \tilde{J}(\omega H^*)\) for the orthogonal projection associated to \(\omega H^* \in \hat{G}/H^*\), and we define

\[
\tilde{V}_J = \{ f \in L^2(G) : (Tf)(\omega H^*) \in \tilde{J}(\omega H^*) \text{ for a.e. } \omega H^* \in \hat{G}/H^* \}.
\]

The next theorem is an application of [11, Theorem 2.4]. Its provenance stretches back to Helson [21] and Srinivasan [40]. Part (ii) generalizes results of de Boor, DeVore, and Ron [16, Result 1.5]; Bownik [9, Proposition 1.5]; Cabrelli and Paternostro [12, Theorem 3.10]; Kamyabi Gol and Raisi Tousi [31, Theorem 3.1]; and Bownik and Ross [11, Theorem 3.8]. In contrast with these references, we do not require \(G/H\) to be compact. Part (i) opens the door even wider, by allowing \(G\) to be nonabelian. As far as the author knows, the results in (i) are new even for \(Z \subseteq \mathbb{R}\).

For another description of \(H\)-TI spaces, in terms of the “extra” invariance of an invariant subspace, we refer the reader to [1, 3, 4, 39]. In the special case where \(G\) is abelian and \(H\) contains a countable discrete subgroup \(K\) such that \(G/K\) is compact, these papers describe \(H\)-TI spaces in terms of the range function classification of \(K\)-TI spaces given in [9, 12, 16, 31]. In particular, their descriptions of \(H\)-TI spaces use the fiberization map for \(K \subseteq G\). We do not require \(H\) to contain such a subgroup here, and our classifications are in terms of the Zak transform and fiberization map for \(H\) itself.

**Theorem 5.1.** (i) \(H\)-TI spaces in \(L^2(G)\) are indexed by measurable range functions

\[
J : \hat{H} \to \{ \text{closed subspaces of } L^2(H\setminus G) \},
\]

provided we identify range functions that agree a.e. A bijection maps \(J \to V_J\). When \(\mathcal{A} \subseteq L^2(G)\) is a family with a countable dense subset \(\mathcal{A}_0 \subseteq \mathcal{A}\), \(S^H(\mathcal{A}) = S^H(\mathcal{A}_0)\), and the associated range function is given by

\[
J(\alpha) = \overline{\text{span}} \{ (Zf)(\alpha) : f \in \mathcal{A}_0 \}.
\]

(ii) In addition to the standing assumptions, suppose that \(G\) is abelian. Then \(H\)-TI spaces in \(L^2(G)\) can also be indexed by measurable range functions

\[
\tilde{J} : \hat{G}/H^* \to \{ \text{closed subspaces of } L^2(H^*) \},
\]
provided we identify range functions that agree a.e. A bijection maps \( \hat{J} \mapsto \hat{V}_J \). For a family \( \mathcal{A} \subseteq L^2(G) \) with countable dense subset \( \mathcal{A}_0 \subseteq \mathcal{A} \), the range function associated with \( S^H(\mathcal{A}) = S^H(\mathcal{A}_0) \) is

\[
(5.2) \quad \hat{J}(\omega H^*) = \text{span}\{(Tf)(\omega H^*) : f \in \mathcal{A}_0\}.
\]

We will need the following lemma, which essentially restates [11, Lemma 3.5].

**Lemma 5.2.** Let \( \hat{G} \) be an LCA group with Haar measure \( \mu_{\hat{G}} \), and let \( \check{G} \) be its dual group with dual Haar measure \( \mu_{\check{G}} \). Then \( \hat{G} \) forms a Parseval determining set for \( L^1(\hat{G}) \) with respect to \( \mu_{\check{G}} \). In other words,

\[
(5.3) \quad \int_{\hat{G}} \int_{\check{G}} |f(x)\overline{\alpha(x)}| d\mu_{\check{G}}(x) \leq \int_{\check{G}} |f(x)|^2 d\mu_{\check{G}}(x)
\]

for each \( f \in L^1(\hat{G}) \); both sides may be infinite.

**Proof.** For \( f \in L^1(\hat{G}) \), the left hand side of (5.3) is precisely \( \|f\|_2^2 \). If \( f \in L^1(\hat{G}) \cap L^2(\check{G}) \), (5.3) is just Plancherel’s Theorem. On the other hand, if \( \|f\|_2 = \infty \), then \( \|f\|_2 = \infty \) by 31.44(a) of [24]. \( \square \)

**Remark 5.3.** Pontryagin Duality allows us to switch \( \hat{G} \) and \( \check{G} \) in the lemma above. Given \( x \in \hat{G} \), write \( X_x \in \check{G} \) for the corresponding character \( X_x(\alpha) = \alpha(x) \). Then \( D = (X_x)_{x \in \hat{G}} \) is a Parseval determining set for \( L^1(\hat{G}) \) with respect to \( \mu_{\check{G}} \).

When \( G \) is abelian, we can identify \( (\hat{G}/H^*, \mu_{\hat{G}/H^*}) \) with \( (\hat{H}, \mu_H) \) by mapping \( \omega H^* \mapsto \omega |_{H} \). Each \( \xi \in H \) then defines a character \( \hat{X}_\xi \) on \( \hat{G}/H^* \) by the formula

\[
\hat{X}_\xi(\omega H^*) = X_\xi(\omega |_{H}) = \omega(\xi),
\]

and the previous paragraph shows that \( \hat{D} = (\hat{X}_\xi)_{\xi \in H} \) is a Parseval determining set for \( L^1(\hat{G}/H^*) \) with respect to \( \mu_H \).

**Proof of Theorem 5.1.** Let \( D \) be as in Remark 5.3, with \( \hat{G} = H \). By Theorem 4.1, a subspace \( M \subseteq L^2(G) \) is \( H \)-TI if and only if \( ZM \) is a \( D \)-MI subspace of \( L^2(\hat{H}; L^2(H \setminus G)) \). Thus (i) is an application of Proposition 2.2. Likewise, (ii) follows immediately from Proposition 4.3, Proposition 2.2, and the remark above. \( \square \)

As in the familiar case of integer shifts in \( L^2(\mathbb{R}^n) \), our classification of \( H \)-TI spaces ties with a set of conditions under which the \( H \)-translates of a family \( \mathcal{A} \subseteq L^2(G) \) form a continuous frame. Namely, it reduces the problem of \( E^H(\mathcal{A}) \) forming a continuous frame for \( S^H(\mathcal{A}) \) to an analysis of the fibers \( J(\alpha) = \text{span}\{(Zf)(\alpha) : f \in \mathcal{A}\} \). If \( G \) is abelian we can replace the Zak transform with fiberization, and if \( H \) is discrete we can replace “continuous frame” with “Riesz basis”.

The next two theorems are applications of Theorems 2.3 and 2.10. They generalize results of Bownik [9, Theorem 2.3]; Kamyab Gol and Raisi Tousi [31, Theorems 4.1 and 4.2]; Cabrelli and Paternostro [12, Theorems 4.1 and 4.3]; and Bownik and Ross [11, Theorem 5.1]. In contrast with these results, we do not require \( G/H \) to be compact. When we use the Zak transform, we do not even need \( G \) to be abelian.

**Theorem 5.4.** Let \( (\mathcal{M}, \mu_\mathcal{M}) \) be a complete, \( \sigma \)-finite measure space, and let \( \mathcal{A} = \{f_t\}_{t \in \mathcal{M}} \subseteq L^2(G) \) be a jointly measurable family of functions. Fix a countable dense subset \( \mathcal{A}_0 \subseteq \mathcal{A} \), and let \( J \) be as in (5.1). Given constants \( 0 < A \leq B < \infty \), the following are equivalent:

(i) \( E^H(\mathcal{A}) \) forms a continuous frame for \( S^H(\mathcal{A}) \) over \( \mathcal{M} \times H \), with bounds \( A, B \). In other words, for every \( g \in S^H(\mathcal{A}) \),

\[
A \int_G |g(x)|^2 d\mu_G(x) \leq \int_{\mathcal{M}} \int_H \left| \int_G g(x)\overline{L_x f_t(x)} d\mu_G(x) \right|^2 d\mu_H(\xi) d\mu_\mathcal{M}(t) \leq B \int_G |g(x)|^2 d\mu_G(x).
\]

(ii) For a.e. \( \alpha \in \hat{H} \) and every \( h \in J(\alpha) \subseteq L^2(H \setminus G) \),

\[
A \|h\|^2 \leq \int_{\mathcal{M}} \|\langle h, (Zt f_t)(\alpha) \rangle\|^2 d\mu_\mathcal{M}(t) \leq B \|h\|^2.
\]

If \( G \) is abelian and \( \hat{J} \) is as in (5.2), the conditions above are equivalent to:
(iii) For a.e. \( \omega H^* \in \hat{G}/H^* \) and every \( h \in \hat{J}(\omega H^*) \subseteq L^2(H^*), \)

\[
A \|h\|^2 \leq \int_{\mathcal{M}} |\langle h, (Tf_\alpha)(\omega H^*) \rangle|^2 \, d\mu(t) \leq B \|h\|^2.
\]

As in the remarks following Theorem 2.10, condition (ii) says that for a.e. \( \alpha \in \hat{H} \), the family \( \{ [P_J(\alpha)](Zf_\alpha)(\alpha) : t \in \mathcal{M} \} \) forms a continuous frame for \( J(\alpha) \) with bounds \( A, B \). A similar consideration applies to (iii).

When \( \mathcal{A} \) is countable this theorem reduces a continuous problem in \( L^2(H^*) \) to a discrete problem in \( L^2(H^*) \). For instance, when \( \mathcal{A} \) consists of a single function \( f \in L^2(G) \), condition (ii) is equivalent to

(ii') For a.e. \( \alpha \in \hat{H} \), either \( (Zf)(\alpha) = 0 \) or \( A \leq \|(Zf)(\alpha)\|^2 \leq B \).

**Proof of Theorem 5.4.** We claim that \( Z\mathcal{A} = (Zf_\iota)_{\iota \in \mathcal{M}} \subseteq L^2(\hat{H}; L^2(H\setminus G)) \) is jointly measurable. To prove this, we consider the image of \( \mathcal{A} \) under each of the isomorphisms \( U_k \) used to construct \( Z \) in the proof of Theorem 4.1. The first isomorphism \( U_1 : L^2(G) \to L^2(H \times H^*) \) is gotten from a measure space isomorphism, \( \sigma \), so it must preserve the notion of joint measurability. Corollary 2.9 shows joint measurability is preserved by \( U_2 : L^2(H \times H^*) \to L^2(H \setminus G; L^2(H)) \). Since the Fourier transform \( L^2(H) \to L^2(\hat{H}) \) leaves inner products unchanged, joint measurability is preserved by \( U_3 : L^2(H \setminus G; L^2(H)) \to L^2(H \setminus G; L^2(\hat{H})) \). Another application of Corollary 2.9 gives joint measurability after applying \( U_4 : L^2(H \setminus G; L^2(\hat{H})) \to L^2(\hat{H}; L^2(H \setminus G)) \).

This proves the claim.

Let \( \mathcal{D} = (X_\xi)_{\xi \in H} \) be the Parseval determining set from Remark 5.3. Since the unitary \( Z : L^2(G) \to L^2(\hat{H}; L^2(H \setminus G)) \) intertwines left translation by \( \xi \in H \) with multiplication by \( X_\xi \in \mathcal{D} \), condition (i) above is equivalent to:

(i') \( F_\mathcal{D}(Z\mathcal{A}) \) forms a continuous frame for \( S_\mathcal{D}(Z\mathcal{A}) \) with bounds \( A, B \).

Moreover, the range function associated with the \( \mathcal{D} \)-MI space \( S_\mathcal{D}(Z\mathcal{A}) \) is precisely \( J \), by Proposition 2.2. Hence, the equivalence of (i) and (ii) follows from the corresponding equivalence in Theorem 2.10.

When \( G \) is abelian, the fiberization map \( T \) is made by composing the Fourier transform \( L^2(G) \to L^2(\hat{G}) \) with the isomorphisms \( L^2(\hat{G}) \to L^2(H^* \times \hat{G}/H^* \) and \( L^2(H^* \times \hat{G}/H^* \to L^2(\hat{G}/H^*; L^2(H^*) \). The first isomorphism preserves joint measurability as an easy consequence of Proposition 2.8 and Plancherel’s Theorem, the second preserves it because it is based on a measure space isomorphism, and the third preserves it by Corollary 2.9. Consequently, \( T\mathcal{A} = (Tf_\iota)_{\iota \in \mathcal{M}} \subseteq L^2(\hat{G}/H^*; L^2(H^*) \) is jointly measurable. An argument similar to the one in the paragraph above now proves the equivalence of (i) and (iii): replace \( Z \) with \( T \), and \( \mathcal{A} \) with \( \mathcal{D} \) from Remark 5.3.

**Theorem 5.5.** In addition to the standing assumptions, suppose that \( H \) is discrete and \( \mu_H \) is counting measure. Let \( \mathcal{A} \subseteq L^2(G) \) be a countable family, and let

\[
J(\alpha) = \text{span} \{ (Zf)(\alpha) : f \in \mathcal{A} \}
\]

for a.e. \( \alpha \in \hat{H} \). For constants \( 0 < A \leq B < \infty \), the following are equivalent:

(i) \( E^H(\mathcal{A}) \) is a Riesz basis for \( S^H(\mathcal{A}) \) with bounds \( A, B \).

(ii) For a.e. \( \alpha \in \hat{H} \), \( \{ (Zf)(\alpha) : f \in \mathcal{A} \} \) is a Riesz basis for \( J(\alpha) \) with bounds \( A, B \).

If \( G \) is abelian and

\[
\hat{J}(\omega H^*) = \text{span} \{ (Tf)(\omega H^*) : f \in \mathcal{A} \}
\]

for a.e. \( \omega H^* \in \hat{G}/H^* \), the conditions above are equivalent to:

(iii) For a.e. \( \omega H^* \in \hat{G}/H^* \), \( \{ (Tf)(\omega H^*) : f \in \mathcal{A} \} \) is a Riesz basis for \( \hat{J}(\omega H^*) \) with bounds \( A, B \).

**Proof.** Recall that discrete abelian groups are dual to compact abelian groups, with counting measures dual to probability measures. Hence \( \mu_H(\hat{H}) = 1 \). The theorem now follows from Theorem 2.3 in the same way that Theorem 5.4 followed from Theorem 2.10.

Strictly speaking, the previous theorem holds even if \( H \) is not discrete. However, when \( \hat{H} \) is not compact, condition (ii) can never occur. See Remark 2.4.

**Remark 5.6.** When \( \mathcal{A} \) consists of a single function \( f \in L^2(G) \), the conditions in the previous theorems simplify even further. Let \( \Omega_f = \{ \alpha \in \hat{H} : (Zf)(\alpha) \neq 0 \} \). Then condition (ii) of Theorem 5.4 is equivalent to
(ii') For a.e. $\alpha \in \Omega_f$, $A \leq \|(Zf)(\alpha)\|^2 \leq B$.

When $H$ is discrete, we can likewise replace condition (ii) of Theorem 5.5 with

(ii') For a.e. $\alpha \in \hat{H}$, $A \leq \|(Zf)(\alpha)\|^2 \leq B$.

Similar considerations apply for fiberization in the abelian setting.

We end this section with a pair of results on Gabor systems with critical sampling. We will assume that $G$ is abelian. A closed subspace $M \subseteq L^2(G)$ is called $(H,H^*)$-translation/modulation-invariant, or $(H,H^*)$-TMI, if $L_\xi M_\kappa f \in M$ whenever $f \in M$, $\xi \in H$, and $\kappa \in H^*$. TMI spaces have usually been called “shift/modulation invariant”, or SMI, in the discrete case. Following the examples of Bownik and Ross [11] and Jakobsen and Lemvig [27], we adopt the term TMI to emphasize that the subgroup involved need not be discrete.

Every family $\mathcal{A} \subseteq L^2(G)$ generates a Gabor system $\{L_\xi M_\kappa f : \xi \in H, \kappa \in H^*, f \in \mathcal{A}\}$. The closed linear span of this system is the smallest $(H,H^*)$-TMI space containing $\mathcal{A}$. The Zak transform has a long history of use for Gabor systems. We continue the tradition here. Our first result classifies $(H,H^*)$-TMI spaces in terms of the Zak transform. Our second result tells when Gabor systems are continuous frames.

The theorem below should be compared with Bownik [10, Theorem 5.1] and Cabrelli and Paternostro [13, Theorem 5.1]. Given a Borel subset $E \subseteq \hat{H} \times H^\prime \setminus G$, we denote

$$M_E = \{ f \in L^2(G) : (\hat{Z}f)(\alpha,Hx) = 0 \text{ for a.e. } (\alpha,Hx) \notin E \}.$$ 

Two Borel subsets of $\hat{H} \times H^\prime \setminus G$ are called equivalent if their symmetric difference has measure zero.

**Theorem 5.7.** The $(H,H^*)$-TMI spaces in $L^2(G)$ are indexed by equivalence classes of Borel subsets of $\hat{H} \times H^\prime \setminus G$. A bijection maps $E \mapsto M_E$. For $\mathcal{A} \subseteq L^2(G)$, any countable dense subset $\mathcal{A}_0 \subseteq \mathcal{A}$ generates the same $(H,H^*)$-TMI space as does $\mathcal{A}$, and the corresponding subset of $\hat{H} \times H^\prime \setminus G$ is

$$E = \{ (\alpha,Hx) \in \hat{H} \times H^\prime \setminus G : (\hat{Z}f)(\alpha,Hx) \neq 0 \text{ for some } f \in \mathcal{A}_0 \}.$$ 

**Proof.** Since $H^* \cong (H \setminus G)^\wedge$, Pontryagin duality shows that $(\hat{H} \times H^\prime \setminus G)^\wedge \cong H \times H^*$. For $(\xi,\kappa) \in H \times H^*$, the corresponding character $X_{(\xi,\kappa)}(\cdot) \in (\hat{H} \times H^\prime \setminus G)^\wedge$ is given by $X_{(\xi,\kappa)}(\alpha,Hx) = \alpha(\xi)\kappa(x)$. By Lemma 5.2, the family $\mathcal{D} = \{ X_{(\xi,\kappa)} : \xi \in H, \kappa \in H^* \}$ is a Parseval determining set for $L^1(\hat{H} \times H^\prime \setminus G)$. Moreover, (4.10) shows that a subspace $M \subseteq L^2(G)$ is $(H,H^*)$-TMI if and only if $\hat{Z}M \subseteq L^2(\hat{H} \times H^\prime \setminus G)$ is $\mathcal{D}$-MI. The proof follows from Proposition 2.2 once we observe that a range function $J : \hat{H} \times H^\prime \setminus G \to \{ \text{closed subsets of } \mathbb{C} \}$ identifies uniquely with the set

$$E = \{ (\alpha,Hx) \in \hat{H} \times H^\prime \setminus G : J(\alpha,Hx) = \mathbb{C} \}.$$ 

Moreover, $J$ is a measurable range function if and only if $E$ is a Borel set. \hfill $\Box$

The next theorem generalizes a result of Arefijamaal [5, Theorem 2.6]. Also see Corollary 6.4.4 of Gröchenig [20], and the discussion that follows it.

**Theorem 5.8.** Let $(\mathcal{M},\mu_\mathcal{M})$ be a complete, $\sigma$-finite measure space, and let $\mathcal{A} = \{ f_t : t \in \mathcal{M} \} \subseteq L^2(G)$ be a jointly measurable family of functions. Fix a countable dense subset $\mathcal{A}_0 \subseteq \mathcal{A}$, and let $E \subseteq \hat{H} \times H^\prime \setminus G$ be as in (5.4). For constants $0 < A \leq B < \infty$, the following are equivalent:

(i) The Gabor system generated by $\mathcal{A}$ is a continuous frame for its closed linear span, with bounds $A,B$.

(ii) For a.e. $(\alpha,Hx) \in E$,

$$A \leq \int_\mathcal{M} \| (\hat{Z}f_t)(\alpha,Hx) \|^2 \, d\mu_\mathcal{M}(t) \leq B.$$ 

**Proof.** As in the proof of Theorem 5.4, the family $\hat{Z}\mathcal{A} = \{ \hat{Z}f_t : t \in \mathcal{M} \} \subseteq L^2(\hat{H} \times H^\prime \setminus G)$ is jointly measurable. The theorem now follows from Theorem 2.10 in the same way that Theorem 5.7 followed from Proposition 2.2. \hfill $\Box$
6. Dual integrable representations of LCA groups

We now turn our attention to a more general problem. Given a representation of a locally compact group on a Hilbert space \( \mathcal{H} \), we would like to know when the orbit of a family of vectors \( \mathcal{A} \subseteq \mathcal{H} \) makes a continuous frame in \( \mathcal{H} \). We give an answer for a large class of representations of LCA groups.

Throughout this section, \( \mathcal{G} \) will denote a fixed, second countable LCA group. Its Haar measure is \( \mu_{\mathcal{G}} \), its dual group is \( \mathcal{G}^\ast \), and the dual Haar measure on \( \mathcal{G}^\ast \) is \( \mu_{\mathcal{G}^\ast} \). For \( x \in \mathcal{G} \), the corresponding character of \( \mathcal{G}^\ast \) is \( X_x \); that is, \( X_x(\alpha) = \alpha(x) \). We set \( D = (X_x)_{x \in \mathcal{G}} \). As explained in Remark 5.3, \( D \) is a Parseval determining set for \( L^1(\mathcal{G}) \).

A (unitary) representation of \( \mathcal{G} \) on a Hilbert space \( \mathcal{H} \) is a strongly continuous group homomorphism \( \pi : \mathcal{G} \to U(\mathcal{H}) \) into the unitary group of \( \mathcal{H} \). We call \( \pi \) dual integrable if there is a function

\[
[,] : \mathcal{H} \times \mathcal{H} \to L^1(\mathcal{G}),
\]

called a bracket for \( \pi \), such that

\[
\langle \varphi, \pi(x) \psi \rangle = \int_\mathcal{G} |\varphi, \psi| (\alpha) \cdot \overline{\alpha(x)} \, d\mu_{\mathcal{G}}(\alpha) \quad \text{for all } \varphi, \psi \in \mathcal{H} \text{ and } x \in \mathcal{G}.
\]

In other words, a representation is dual integrable when all of its matrix elements lie in the image of the Fourier transform \( L^1(\mathcal{G}) \to C_0(\mathcal{G}) \). The bracket gives the inverse Fourier transform of a matrix element. Consequently, the bracket is unique when it exists.

Dual integrable representations were introduced in the abstract setting by Hernández, Šikić, Weiss, and Wilson in [25]. Concrete versions of the bracket have been around much longer. Early uses appear in Jia and Michelli [28] and de Boor, DeVore, and Ron [16, 17]. An analog of dual integrable representations for possibly nonabelian countable discrete groups was recently developed by Barbieri, Hernández, and Parcet and Michelli [28] and de Boor, DeVore, and Ron [16, 17]. Another version for square integrable functions over the Heisenberg group appears in Barbieri, Hernández, and Mayeli [6].

In this section, we fix a dual integrable representation \( \pi \) acting on a separable Hilbert space \( \mathcal{H} \). Given \( \varphi \in \mathcal{H} \), we denote

\[
\langle \varphi \rangle = \text{span} \{ \pi(x) \varphi : x \in \mathcal{G} \}.
\]

We begin by recalling some basic properties of the bracket from [25].

**Proposition 6.1.** The bracket is a sesquilinear Hermitian map \( [,] : \mathcal{H} \times \mathcal{H} \to L^1(\mathcal{G}) \). Moreover, for \( \varphi, \psi \in \mathcal{H} \text{ and } x \in \mathcal{G} \), the following hold:

(i) \( [\varphi, \varphi] \geq 0 \text{ a.e.} \)

(ii) \( ||[\varphi, \psi]|| \leq ||\varphi||^{1/2}||\psi||^{1/2} \text{ a.e.} \)

(iii) \( \varphi \perp \langle \psi \rangle \text{ if and only if } [\varphi, \psi] = 0 \text{ a.e.} \)

(iv) \( \pi(x)[\varphi, \psi] = X_x[\varphi, \psi] = [\varphi, \pi(x^{-1})\psi] \)

Our strategy for understanding the translation action of an abelian subgroup in Section 5 was to apply an isometry that intertwined that action with modulation. We employ the same method here. Our isometry will be based on the following notion. The terminology is our own invention.

**Definition 6.2.** Let \( \pi \) be a representation of \( \mathcal{G} \) on a Hilbert space \( \mathcal{H} \). A family of vectors \( (\theta_i)_{i \in I} \subseteq \mathcal{H} \) is called orthogonal generators for \( \pi \) if \( \mathcal{H} = \bigoplus_{i \in I} \langle \theta_i \rangle \).

Every representation admits a family of orthogonal generators, as a well-known consequence of Zorn’s Lemma. Normally, the choice of generators is far from unique. For instance, any family of functions \( \{f_i\}_{i \in I} \subseteq L^2(\mathbb{R}) \) for which \( \{\text{supp} f_i\}_{i \in I} \) forms a partition of \( \mathbb{R} \), is an orthogonal generating family of the regular representation of \( \mathbb{R} \). As this example demonstrates, orthogonal generators abound, and the cardinality of the indexing set \( I \) can change dramatically from family to family.

In an abstract sense, the lack of a canonical family of orthogonal generators might seem annoying, but in a practical sense, it is an advantage. In what follows, we analyze a dual integrable representation in terms of its bracket, a family \( (\theta_i)_{i \in I} \) of orthogonal generators, and \( L^2(I) \). The abundance of orthogonal generating families only makes this analysis more flexible.
For the remainder of the paper, we fix a family \((\theta_i)_{i \in I} \subseteq H\) of orthogonal generators for \(\pi\). For \(i \in I\), we denote
\[
\Omega_i = \{ \alpha \in \hat{G} : [\theta_i, \theta_i] \neq 0 \}.
\]
We also write \(\delta_i \in l^2(I)\) for the standard basis element corresponding to \(i \in I\).

The next proposition is Corollary (3.2) of [25]. The corollary after it was partially explained in the proof of [25, Corollary (3.4)].

**Proposition 6.3.** Let \(\psi \in H\), and denote
\[
\Omega_\psi = \{ \alpha \in \hat{G} : [\psi, \psi](\alpha) \neq 0 \},
\]
which is well defined up to a set of measure zero. The function \(T_\psi : \langle \psi \rangle \to L^2(\hat{G})\) given by
\[
T_\psi(\varphi) = 1_{\Omega_\psi} \frac{[\varphi, \psi]}{[\psi, \psi]^{1/2}} \quad \text{for } \varphi \in \langle \psi \rangle \subseteq H
\]
maps \(\langle \psi \rangle\) unitarily onto \(L^2(\Omega_\psi, \mu_\hat{G})\).

**Corollary 6.4.** The function \(T : H \to L^2(\hat{G}; l^2(I))\) given by
\[
T(\varphi)(\alpha) = \left( 1_{\Omega_\alpha} \cdot \frac{[\varphi, \theta_i](\alpha)}{([\theta_i, \theta_i](\alpha))^{1/2}} \right)_{i \in I}
\]
is a linear isometry satisfying
\[
T(\pi(x)\varphi) = X_x \cdot T(\varphi) \quad \text{for all } \varphi \in H \text{ and } x \in \G.
\]

In particular, \(T(H)\) is a D-MI space in \(L^2(\hat{G}; l^2(I))\). The range function \(J_0 : \hat{G} \to \{ \text{closed subspaces of } l^2(I) \}\) given by
\[
J_0(\alpha) = \overline{\text{span}}\{1_{\Omega_\alpha} \cdot \delta_i : i \in I\}
\]
corresponds to \(T(H)\), in the sense of Proposition 2.2(ii).

**Proof.** For each \(i \in I\), let \(P_i : H \to \langle \theta_i \rangle\) be orthogonal projection, and let \(T_i = T_{\theta_i} : \langle \theta_i \rangle \to L^2(\hat{G})\) be the map from Proposition 6.3. Given \(\varphi \in H\) and \(i \in I\), Proposition 6.1 implies that
\[
[\varphi, \theta_i](\alpha) = [P_i\varphi, \theta_i](\alpha) + [(1 - P_i)\varphi, \theta_i](\alpha) = [P_i\varphi, \theta_i](\alpha).
\]
Consequently,
\[
T_i P_i \varphi = 1_{\Omega_i} \frac{[\varphi, \theta_i]}{([\theta_i, \theta_i])^{1/2}};
\]
in other words,
\[
T(\varphi)(\alpha) = ((P_i P_i \varphi)(\alpha))_{i \in I}.
\]
By Proposition 6.3, \(T\) maps the spaces \(\langle \theta_i \rangle \subseteq H\) isometrically into orthogonal subspaces of \(L^2(\hat{G}; l^2(I))\).

Since \(H = \bigoplus_{i \in I} \langle \theta_i \rangle\), \(T\) is a linear isometry. Proposition 6.1(iv) gives (6.3).

For \(i, j \in I\), Proposition 6.1 quickly implies that \([\theta_i, \theta_j] = \delta_{i,j} \cdot [\theta_i, \theta_i]\), where \(\delta_{i,j}\) is the Kronecker-delta. Thus,
\[
T(\theta_i)(\alpha) = ([\theta_i, \theta_i](\alpha))^{1/2} \cdot \delta_i.
\]
Since \(H = \overline{\text{span}}\{\pi(x)\theta_i : x \in \G, i \in I\}\), we have, in the language of Section 2,
\[
T(H) = \overline{\text{span}}\{T(\pi(x)\theta_i) : x \in \G, i \in I\} = \overline{\text{span}}\{X_x \cdot T(\theta_i) : x \in \G, i \in I\} = E_D(\{T(\theta_i)\}_{i \in I}).
\]

By Proposition 2.2(iii), the range function associated with \(T(H)\) is
\[
J_0(\alpha) = \overline{\text{span}}\{T(\theta_i)(\alpha) : i \in I\} = \overline{\text{span}}\{1_{\Omega_i}(\alpha) \cdot \delta_i : i \in I\}.
\]
A closed subspace \(M \subseteq \mathcal{H}\) is called \(\pi\)-invariant if \(\pi(x)\varphi \in M\) whenever \(\varphi \in M\) and \(x \in \mathcal{G}\). The restriction of each \(\pi(x)\) to \(M\) gives the subrepresentation of \(\pi\) on \(M\). The subrepresentation is also dual integrable, with the same bracket. The next theorem classifies \(\pi\)-invariant subspaces of \(\mathcal{H}\) in terms of range functions.

Given a range function \(J: \mathcal{G} \to \{\text{closed subspaces of } l^2(I)\}\), we denote \(P_J(\alpha): l^2(I) \to J(\alpha)\) for the orthogonal projection associated to \(\alpha \in \mathcal{G}\). We also write

\[
V_J = \{\varphi \in H : (T \varphi)(\alpha) \in J(\alpha) \text{ for a.e. } \alpha \in \mathcal{G}\}.
\]

We call two range functions equivalent when they agree a.e. on \(\mathcal{G}\).

Given a family \(\mathcal{A} \subseteq \mathcal{H}\), we write

\[
E(\mathcal{A}) = \{\pi(x)\varphi : x \in \mathcal{G}, \varphi \in \mathcal{A}\}
\]

for its orbit under \(\pi\), and

\[
S(\mathcal{A}) = \text{span}\{\pi(x)\varphi : x \in \mathcal{G}, \varphi \in \mathcal{A}\}
\]

for the \(\pi\)-invariant space it generates.

**Theorem 6.5.** Let \(J_0\) be as in Corollary 6.4. The \(\pi\)-invariant subspaces of \(\mathcal{H}\) are indexed by equivalence classes of measurable range functions \(J: \mathcal{G} \to \{\text{closed subspaces of } l^2(I)\}\) satisfying

\[
(6.5) \quad J(\alpha) \subseteq J_0(\alpha) \text{ for a.e. } \alpha \in \mathcal{G}.
\]

A bijection maps \(J \mapsto V_J\).

If \(\mathcal{A} \subseteq \mathcal{H}\) has a countable dense subset \(\mathcal{A}_0 \subset \mathcal{A}\), then the range function \(J: \mathcal{G} \to \{\text{closed subspaces of } l^2(I)\}\) given by

\[
(6.6) \quad J(\alpha) = \text{span}\{(T \varphi)(\alpha) : \varphi \in \mathcal{A}_0\}
\]

satisfies

\[
V_J = S(\mathcal{A}_0) = S(\mathcal{A}).
\]

**Proof.** By Corollary 6.4, \(E \mapsto T(E)\) is a bijection between closed \(\pi\)-invariant subspaces of \(\mathcal{H}\) and \(\mathcal{D}\)-MI spaces contained in \(T(\mathcal{H})\). Moreover, \(E = V_J\) if and only if \(T(E) = M_J\), in the language of Proposition 2.2. Obviously \(M_J \subseteq T(\mathcal{H}) = M_{J_0}\) if and only if \(J\) satisfies (6.5), so the theorem is a consequence of Proposition 2.2 and Remark 5.3. \(\square\)

Representations of LCA groups are uniquely determined by associated projection-valued measures on the dual group. For background, we refer the reader to Folland [19, Sections 1.4 and 4.4]. Hernández et al. [25, Corollary (2.5)] have given the projection-valued measure associated with a dual integrable representation, in terms of the bracket. The next proposition gives the projection-valued measure associated with an invariant subspace of a dual integrable representation, in terms of \(T\).

**Proposition 6.6.** Let \(J: \mathcal{G} \to \{\text{closed subspaces of } l^2(I)\}\) be a measurable range function satisfying (6.5).

For each \(E \subseteq \mathcal{G}\), define a projection \(P(E)\) on \(V_J\) by the formula

\[
T(P(E)\varphi) = 1_E \cdot T(\varphi).
\]

Then \(P\) is a regular \(V_J\)-projection-valued measure on \(\mathcal{G}\), and the subrepresentation of \(\pi\) on \(V_J\) is given by

\[
\pi(x) = \int_{\mathcal{G}} \alpha(x) dP(\alpha).
\]

**Proof.** For each \(\varphi, \psi \in \mathcal{H}\), define a complex-valued measure \(P_{\varphi, \psi}\) on \(\mathcal{G}\) with the formula

\[
P_{\varphi, \psi}(E) = \langle P(E)\varphi, \psi \rangle = \langle 1_E \cdot T(\varphi), T(\psi) \rangle = \int_{\mathcal{G}} 1_E(\alpha) \cdot \langle (T \varphi)(\alpha), (T \psi)(\alpha) \rangle d\mu_{\hat{\mathcal{G}}}(\alpha) = \int_{\mathcal{G}} 1_E(\alpha) \cdot \langle \varphi, \psi \rangle(\alpha) d\mu_{\hat{\mathcal{G}}}(\alpha).
\]

In other words, \(dP_{\varphi, \psi} = [\varphi, \psi] d\mu_{\hat{\mathcal{G}}}\). By Corollary (2.5) of [25],

\[
\langle \pi(x)\varphi, \psi \rangle = \int_{\mathcal{G}} \alpha(x) \cdot \langle \varphi, \psi \rangle(\alpha) d\mu_{\hat{\mathcal{G}}}(\alpha) = \int_{\mathcal{G}} \alpha(x) dP_{\varphi, \psi}(\alpha).
\]

This completes the proof. \(\square\)
We now give the main results of this section, reducing frame and Riesz basis conditions on the orbit of a family $\mathcal{A} \subseteq \mathcal{H}$ to pointwise conditions on the fibers $J(\alpha)$ from (6.6). In the special case of a discrete LCA group with a cyclic dual integrable representation, the next two theorems were given by Hernández et al. [25, Proposition (5.3) and Theorem (5.7)].

**Theorem 6.7.** Let $(\mathcal{M}, \mu_\mathcal{M})$ be a complete, $\sigma$-finite measure space, and let $\mathcal{A} = (\varphi_t)_{t \in \mathcal{M}} \subseteq \mathcal{H}$ be a family of vectors such that, for each $i \in I$, the function

$$(t, \alpha) \mapsto [\varphi_t, \theta_i](\alpha)$$

is measurable on $\mathcal{M} \times \hat{\mathcal{G}}$. Let $\mathcal{A}_0 \subseteq \mathcal{A}$ be a countable dense subset, and let $J$ be as in (6.6). For constants $0 < A \leq B < \infty$, the following are equivalent:

(i) $E(\mathcal{A})$ is a continuous frame for $S(\mathcal{A})$ with bounds $A, B$. That is,

$$A\|\psi\|^2 \leq \int_{\mathcal{M}} \int_{\hat{\mathcal{G}}} |\langle \psi, \pi(x)\varphi_t \rangle|^2 d\mu_G(x) d\mu_M(t) \leq B\|\psi\|^2$$

for all $\psi \in S(\mathcal{A})$.

(ii) For a.e. $\alpha \in \hat{\mathcal{G}}$, $\{P_J(\alpha)[T\varphi_t(\alpha)] : t \in \mathcal{M}\}$ is a continuous frame for $J(\alpha)$ with bounds $A, B$. In other words,

$$A\|v\|^2_{L^2(I)} \leq \int_{\mathcal{M}} \|\langle v, T\varphi_t(\alpha) \rangle_{L^2(I)}\|^2 d\mu_M(t) \leq B\|v\|^2_{L^2(I)}$$

for a.e. $\alpha \in \hat{\mathcal{G}}$ and all $v \in J(\alpha)$. 

**Proof.** By Corollary 6.4, the linear isometry $T : \mathcal{H} \to L^2(\hat{\mathcal{G}}; l^2(I))$ maps $S(\mathcal{A})$ unitarily onto $S_D(T\mathcal{A})$, sending $E(\mathcal{A})$ to $E_D(T\mathcal{A})$. For each $i \in I$, the function

$$(t, \alpha) \mapsto 1_{\Omega_i}(\alpha) : [\varphi_t, \theta_i](\alpha) / (|\theta_i(\alpha)|^{1/2})$$

is measurable on $\mathcal{M} \times \hat{\mathcal{G}}$. Therefore

$$(t, \alpha, i) \mapsto \langle T\varphi_t(\alpha) \rangle_i$$

is measurable on $\mathcal{M} \times \hat{\mathcal{G}} \times I$. By Corollary 2.9, the family $T\mathcal{A} = (T\varphi_t)_{t \in \mathcal{M}} \subseteq L^2(\hat{\mathcal{G}}; l^2(I))$ is jointly measurable. The theorem now follows immediately from Theorem 2.10 and Remark 5.3. □

**Theorem 6.8.** In addition to the standing assumptions, suppose that $\mathcal{G}$ is discrete. For a countable family $\mathcal{A} \subseteq \mathcal{H}$ and constants $0 < A \leq B < \infty$, the following are equivalent:

(i) $E(\mathcal{A})$ forms a Riesz basis for $S(\mathcal{A})$ with bounds $A, B$.

(ii) For a.e. $\alpha \in \hat{\mathcal{G}}$, $\{T\varphi(\alpha) : \varphi \in \mathcal{A}\}$ forms a Riesz sequence in $l^2(I)$ with bounds $A, B$.

**Proof.** It follows from Theorem 2.3 in the same way that Theorem 6.7 followed from Theorem 2.10. □

For completeness, we mention the following combination of Lemma (2.8) and Proposition (5.1) in [25].

**Proposition 6.9.** In addition to the standing assumptions, assume that $\mathcal{G}$ is discrete. For a family $\mathcal{A} = (\theta_i)_{i \in I} \subseteq \mathcal{H}$, $E(\mathcal{A})$ is an orthonormal sequence if and only if $[\theta_i, \theta_j] = \delta_{i,j}$ a.e.

**Remark 6.10.** Given a single vector $\psi \in \mathcal{H}$, we can replace $\mathcal{H}$ with $\langle \psi \rangle$ and take $\{\psi\}$ for our family of orthogonal generators. Then $T$ becomes the function $T_\psi : \langle \psi \rangle \to L^2(\hat{\mathcal{G}})$ from (6.2). The range function $J_0 : \hat{\mathcal{G}} \to \{\text{closed subspaces of } \mathbb{C}\}$ assigns $\mathbb{C}$ to every element of the set $\Omega_\psi$ from (6.1), and $\{0\}$ to every element of its complement. Taking $\mathcal{A} = \{\psi\}$ in Theorem 6.7, we see that the following are equivalent for constants $0 < A \leq B < \infty$:

(i) The orbit $(\pi(x)\psi)_{x \in \mathcal{G}}$ is a continuous frame for $\langle \psi \rangle$ with bounds $A, B$.

(ii) For a.e. $\alpha \in \Omega_\psi$, $A \leq |\psi, \psi(\alpha)| \leq B$.

This generalizes Theorem (5.7) of [25] for continuous frames. A similar analysis recovers [25, Proposition (5.3)] from Theorem 6.8.
Example 6.11. Below are three prominent examples of dual integrable representations.
(i) If \( \mathcal{H}_0 \) is any separable Hilbert space, \( \mathcal{G} \) acts on \( L^2(\mathcal{G};\mathcal{H}_0) \) via the modulation representation \( \hat{\lambda} \) given by
\[
\hat{\lambda}(x)\varphi(x) = \alpha(x) \cdot \varphi(x).
\]
This representation is dual integrable, and its bracket is given by the formula
\[
\langle \varphi, \psi \rangle(\alpha) = \langle \varphi(\alpha), \psi(\alpha) \rangle.
\]
(ii) Let \( G \) be a second countable locally compact group. Any closed abelian subgroup \( H \subset G \) acts on \( L^2(G) \) by left translation. This representation is dual integrable, and the Zak transform gives a formula for the bracket. Indeed, (4.15) says that for \( f, g \in L^2(G) \) and \( \alpha \in H \),
\[
[f, g](\alpha) = ((Zf)(\alpha^{-1}), (Zg)(\alpha^{-1}))_{L^2(H \setminus G)}.
\]
When \( G \) is abelian, the bracket can also be expressed in terms of the fiberization map. For \( f, g \in L^2(G) \) and \( \omega \in \mathcal{G} \), (4.16) says that
\[
[f, g](\omega|_H) = ((Tf)(\omega^{-1}H^*), (Tg)(\omega^{-1}H^*))_{L^2(H^*)}.
\]
Theorems 5.1, 5.4, and 5.5 can be recovered from Theorems 6.5, 6.7, and 6.8, respectively.
(iii) Let \( G \) be a second countable LCA group with a closed subgroup \( H \). Then \( H \times H^* \) acts on \( L^2(G) \) by translation and modulation. This representation is dual integrable, and the Zak transform gives a formula for the bracket, as follows. For any \( f, g \in L^2(G) \), \( \xi \in H \), and \( \kappa \in H^* \), (4.10) produces
\[
\langle f, LM_{\kappa} g \rangle_{L^2(G)} = \langle \tilde{Z}f, \tilde{Z}LM_{\kappa}g \rangle_{L^2(H \times H^* \setminus G)} = \int_H \int_{H^*} \langle \tilde{Z}f, \tilde{Z}g \rangle(\alpha, Hx) \cdot \alpha(\xi) \delta_{H \setminus G} d\mu_H d\mu_{H^*}(
\]
\[
= \int_H \int_{H^*} \langle \tilde{Z}f, \tilde{Z}g \rangle(\alpha^{-1}, Hx) \cdot \alpha(\xi) \delta_{H \setminus G} d\mu_H d\mu_{H^*}(
\]
Since \( H^* \cong (G/H)^\vee \), Pontryagin Duality identifies \( \hat{H}^* \) with \( H \setminus G \). For \( Hx \in H \setminus G \), the corresponding character \( X_{Hx} \in \hat{H}^* \) is given by \( X_{Hx}(\kappa) = \kappa(x) \). Thus,
\[
[f, g](\alpha, X_{Hx}) = \langle \tilde{Z}f, \tilde{Z}g \rangle(\alpha^{-1}, Hx).
\]
Theorems 5.7 and 5.8 can be deduced from Theorems 6.5 and 6.7.

We end with several equivalent conditions for dual integrability, continuing the list begun in [25, Corollary 3.4]. The equivalence of (i) and (ii) below was essentially given there. From a philosophical perspective, the theorem below is the basis for our work on dual integrable representations, and the thread that connects Sections 2, 5, and 6. We remind the reader that representations \( \sigma \) and \( \sigma' \) of \( \mathcal{G} \) acting on Hilbert spaces \( \mathcal{H}, \mathcal{H}' \), respectively, are called unitarily equivalent if there is a unitary \( U : \mathcal{H} \to \mathcal{H}' \) such that \( U\sigma(x) = \sigma'(x)U \) for all \( x \in \mathcal{G} \).

Theorem 6.12. For a representation \( \sigma \) of \( \mathcal{G} \), the following are equivalent:
(i) \( \sigma \) is dual integrable, and the space on which it acts is separable.
(ii) There is a separable Hilbert space \( \mathcal{H}_0 \) for which \( \sigma \) is unitarily equivalent to a subrepresentation of the modulation representation on \( L^2(\mathcal{G};\mathcal{H}_0) \).
(iii) There is a second countable locally compact group \( G \) containing \( \mathcal{G} \) as a closed subgroup, and \( \sigma \) is unitarily equivalent to the left translation action of \( \mathcal{G} \) on a \( \mathcal{G} \)-TI subspace of \( L^2(G) \).

Proof. That (iii) implies (i) is the content of Example 6.11(ii). Corollary 6.4 says that (i) implies (ii). Suppose (ii) holds. Without loss of generality, we may assume that \( \mathcal{H}_0 = l^2(K) \) for some countable set \( K \). Give \( K \) the structure of a cyclic group, and let \( G = \mathcal{G} \times K \). Let \( \gamma : \mathcal{G} \setminus G \to G \) be the Borel section with fundamental domain \( \gamma(G \backslash G) = K \subset G \). Then the Zak transform is a unitary map \( Z : L^2(G) \to L^2(\mathcal{G};l^2(K)) \) intertwining the translation action of \( \mathcal{G} \) on \( L^2(G) \) with modulation on \( L^2(\mathcal{G};l^2(K)) \). Following the unitary equivalence in (ii) with \( Z^{-1} \) proves (iii). \( \square \)
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