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\textbf{Abstract}. Process discovery methods have obtained remarkable achievements in Process Mining, delivering comprehensible process models to enhance management capabilities. However, selecting the suitable method for a specific event log highly relies on human expertise, hindering its broad application. Solutions based on Meta-learning (MtL) have been promising for creating systems with reduced human assistance. This paper presents a McL solution for recommending process discovery methods that maximize model quality according to complementary dimensions. Thanks to our MtL pipeline, it was possible to recommend a discovery method with 92% of accuracy using light-weight features that describe the event log. Our experimental analysis also provided significant insights on the importance of log features in generating recommendations, paving the way to a deeper understanding of the discovery algorithms.
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\section{Introduction}

According to a recent survey, process discovery is the most active research topic in Process Mining (PM) \cite{27}. High-quality process models can enhance management capabilities, revealing process deviations and improvement opportunities \cite{16}. However, eliciting an appropriate process model may require significant efforts \cite{3}. One of the key design choices is selecting the proper discovery algorithm among several different options \cite{28,30,17,18,20,19}. Depending on the dimension to be optimized, the algorithms that offer the best performance, in
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terms of model quality, are different [5]. Besides, the event log characteristics also impact the obtained model quality [3,5]. Matching a discovery algorithm to a specific business process is time-consuming and may often result in subjective and approximate decisions, requesting the intervention of human specialists [21].

Experiments with several different discovery algorithms showed a substantial performance complementarity since different algorithms perform best on different business process scenarios [8,14]. Multiple quality dimensions have been identified, among them, the literature has largely discussed fitness, precision and generalization [6]. However, other dimensions are also considered. For example, empirical studies have shown that block-structured process models are generally more understandable and less error-prone than unstructured ones. Structural complexity is quantified by the amount of branching in a process model. However, the structuredness of a model does not necessarily result in less understandability. If the structure is hierarchical, i.e., the flow can be divided recursively into parts having a single entry and exit points, its understandability increases [23]. On the other side, a model has to reflect the complexity intrinsically expressed in the event logs it has to represent. Log variability, expressed in terms of entropy measures, has been proposed as an indicator of the process discovery paradigm to be preferred [8]. Log complexity is identified as a key feature affecting the performance of discovery algorithms [5]. In other words, it is important to choose an algorithm considering the features characterizing the analyzed event log. However, these characteristics cannot be straightforward abstracted, besides linking them to a particular algorithm may be very tricky. PM specialists, thanks to their professional experience, developed the knowledge to appropriately sort out discovery algorithms but their work is time-consuming and costly.

To overcome these issues, in this work, we study a method to automate the selection of the optimal process discovery algorithm given an event log. Techniques to enhance automated process discovery have been proposed in [7]. Using meta-heuristic optimization, the authors perturb the directly-followed graph, an inner data representation of many discovery algorithms, to boost the discovered model’s accuracy. However, the approach is not algorithm agnostic, limiting the applicability in more scenarios. Another consideration is that the optimization is focused either on precision or fitness, ignoring other quality criteria.

Meta-learning (MtL) has achieved considerable success in emulating expert decisions in the form of a recommender system [4,25,15]. MtL is a learning procedure applied to the metadata describing other learning procedures to identify the metadata set that brings the best performance. With MtL high potential in mind, we developed a data-driven approach to recommend a suitable process discovery algorithm according to PM quality metrics. Our MtL approach provides a novel tool to identify a discovery technique that balances model quality metrics given the specific features characterizing an event log. Moreover, it provides a method to exhaustively compare discovery algorithms in terms of quality metrics concerning event logs features and, more generally, to study the relationship between quality results and event logs features.
More specifically, the paper is organized as follows. Section 2 delves into the details of the proposed MtL framework, introduces the required theoretical foundations, exposes the feature extraction step and the materials used for experimentation. Section 3 reports the results from the experiments and presents a discussion of the relationship between process descriptors, discovery techniques, and model quality. Finally, Section 4 summarizes and concludes the paper.

2 Methodology

In this section, we present the procedure executed to study the applicability of MtL to the selection of process discovery algorithms. The discussion focuses on the experimental design. The reader interested in the basic notions of process discovery is referred to [2]. For an overview on feature extraction with event logs, we recommend [8,9]. The material used in the experiments, along with event logs and implementation, is publicly available [4].

2.1 Proposed approach

We created an MtL procedure grounded on rich PM meta-features for suggesting the best-ranked discovery algorithm. The ranking follows process model quality criteria and computational time for discovery. The workflow implementing our MtL approach is composed of five steps. Figure 1 presents them as follows. Meta-Feature Extraction is a step devoted to describing the event log characteristics. Meta-Target Definition identifies the discovery algorithms to be assessed using quality metrics. Meta-Database, through this step, the meta-features are combined, forming meta-instances used to train the meta-model. Meta-Learner, is a step grounded

Fig. 1: Overview of the proposed MtL approach

Meta-Database, through this step, the meta-features are combined, forming meta-instances used to train the meta-model. Meta-Learner, is a step grounded
on machine learning for inducing the meta-model using the obtained meta-instances. *Meta-Model*, is the final model able to output the recommendation of a process model algorithm. When recommending a process discovery method for a new event log, meta-features of this new resource are extracted and forwarded to the created meta-model. The recommended discovery algorithm can be executed on the event log generating a process model, as in Figure 2.

![Diagram](image)

Fig. 2: Application of our MtL approach, 1) raw event log has its features extracted, 2) features are processed using the meta-model, 3) the recommendation is outputted, 4) using the suggested algorithm, processes the new event log (5) to extract the process model (6).

### 2.2 Event logs as meta-instances

Event logs play a significant role in our approach because they are the search space representation towards creating our meta-database. After a given event log has extracted its meta-features (Section 2.3) and labelled by a meta-target (Section 2.4), it forms a meta-instance. Thus, we aim at building a highly heterogeneous set of logs capable of representing a wide range of possible business process behaviors. Hence, the relationship between business process characteristics and quality metrics can be better represented. The data selected contains both real and synthetic event logs.

Regarding synthetic event logs, the first set comes from the Process Discovery Contest (PDC) 2020[5]. PDC is an annually organized contest that aims to evaluate the efficiency of process discovery techniques. Naturally, the PDC 2020 dataset explores a broad range of characteristics distributed in 192 logs. The main behaviors are dependent tasks, loops, or constructs, invisible and duplicate tasks, and noise. Moreover, we extracted 750 event streams from [13]. These logs were built in the context of online PM, their main goal is depicting drifting scenarios, i.e., where a change in the behavior occurs while the process is acting. The streams were generated from one model perturbed by 16 change patterns, which are operations applied to the model, such as adding, removing, looping, swapping, or parallelizing fragments. Additionally, the event logs are arranged

[5] https://www.tf-pm.org/competitions-awards/discovery-contest
based on four drift types, five noise percentages, and three trace lengths. The last group of synthetic logs was presented in the context of evaluating encoding capabilities in event logs [9]. Five process models were simulated to generate 140 event logs containing six anomaly types with four incidence percentages.

The real-life event logs set contains six logs from the Business Process Intelligence Challenges (BPIC)\(^6\) the environmental permit\(^7\) helpdesk\(^8\) and sepsis\(^9\) logs. The final dataset contains 1091 event logs, their main characteristics are exposed in Table 1. As demonstrated in the table, the event logs contain a wide range of behaviors, with a diverse number of cases, events and activities to cover a variety of meta-instances patterns.

| Name         | #Logs | #Cases | #Events       | #Activities | Trace length | #Variants |
|--------------|-------|--------|---------------|-------------|--------------|-----------|
| PDC 2020     | 192   | 1k     | 6.7k-66k      | 14-36       | 3-300        | 503-1k    |
| Streams      | 750   | 100-1k | 900-13.5k     | 15-16       | 2-83         | 22-204    |
| Encoding     | 140   | 1k     | 10k-44k       | 22-406      | 1-50         | 383-1k    |
| BPIC12       | 4     | 5k-13k | 31k-262k      | 7-24        | 2-175        | 17-4.3k   |
| BPIC13       | 2     | 1k-7k  | 6k-65k        | 4           | 1-123        | 183-1.5k  |
| Env. permit  | 1     | 1.4k   | 8.5k          | 27          | 1-25         | 116       |
| Helpdesk     | 1     | 4.5k   | 21k           | 14          | 2-15         | 226       |
| Sepsis       | 1     | 1k     | 15k           | 16          | 3-185        | 841       |

Table 1: Detailed event logs statistics

### 2.3 Meta-Feature extraction

A challenge in our approach is to correctly capture log behavior using an abstract and representative set of descriptors. Moreover, it is worth noting that the feature extraction operation should have a low computational cost; otherwise, extracting meta-features would be more costly than testing the target event log on several process discovery techniques. Thus, the goal is to propose a lightweight group of features with good representational capability.

For trace level descriptors, trace lengths and variants were used as lightweight indicators of process complexity. Regarding trace lengths, we extracted 29 descriptors: minimum, maximum, mean, median, mode, standard deviation, variance, the 25th and 75th percentile of data, interquartile range, geometric mean and standard variation, harmonic mean, coefficient of variation, entropy, and a histogram of 10 bins along with its skewness and kurtosis coefficients. In counting the number of trace variants, we extracted additional 11 features: mean, standard variation, skewness coefficient, kurtosis coefficient, the ratio of the most common variant to the number of traces, and ratios of the top 1%,
5%, 10%, 20%, 50% and 75% to the total number of traces. To capture features at the activity level, we selected three groups: all activities, start activities, and end activities. For each group, we extracted a set of 12 descriptors: number of activities, minimum, maximum, mean, median, standard deviation, variance, the 25th and 75th percentile of data, interquartile range, skewness, and kurtosis coefficients.

For log level descriptors, we obtained the number of traces, unique traces, and their ratio, along with the number of events. Recently, entropy measures were proposed in the context of business processes to capture log variability [8]. In [8], the authors propose several entropy measures to identify whether the log better fits declarative or imperative mining. Consequently, these metrics measure log structuredness, a very relevant descriptor of log complexity. The entropy measures are further divided into three groups, in-trace frequency, language-inspired, dynamic system, and molecular structural analysis. This way, we extracted 14 entropy measures: trace, prefix, \( k \)-block difference and ratio (applied with \( k \) values of 1, 3 and 5), global block, \( k \)-nearest neighbor (applied with \( k \) values of 3, 5 and 7), Lempel-Ziv, and Kozachenko-Leonenko.

In total, the 93 features we extracted cover several complementary perspectives, such as statistical dispersion, the probability distribution shape, and tendency, log structuredness and variability, among others.

2.4 Meta-targets to be recommended

We selected five meta-target candidates considering their wide historical use in PM: \( \alpha \)-Miner (AM), Heuristic Miner (HM), Inductive Miner (IM), Inductive Miner–infrequent (IMf), and Inductive Miner–directly-follows (IMd). All selected algorithms are suitable meta-targets in our experiment as they share the same input and output objects. They require an event log as input and express the discovered process model using the Petri net notation.

AM is one of the first approaches in PM that deals with concurrency. It is considered a baseline process discovery algorithm [28] as many subsequent ideas were developed from it. The method’s first step is to scan the log looking for relevant patterns, known as directly-follows relations. These relations define, for instance, if an activity is always or never followed by another. This way, basic control-flow patterns can be derived from the relations of all activities in the log, creating a log footprint. A process model is then generated by aggregating basic patterns in more abstract ones. Albeit AM’s historical relevance, there are many known limitations such as the lack of support for loops, weakness against noise, and no consideration of frequencies [2].

In an effort to include frequencies into account, HM was introduced, applying the idea that infrequent transitions should not be represented in the model [30]. HM uses causal nets, a modeling notation able to incorporate activities and causal dependencies. The first step HM performs is to compute frequencies of the directly-followed relation for all activities. Using frequencies, a dependence measure is calculated and further used to guide creating a dependency graph (using heuristics).Arcs not conforming to a threshold frequency are removed.
from the dependency graph. In a final step, splits and joins are introduced to represent concurrency.

The IM family of algorithms approaches the discovery problem from a divide-and-conquer perspective, recursively splitting the event log into sub-logs [17]. First, IM builds a directly-followed graph. Then, based on process tree operators (exclusive-choice cut, sequence cut, parallel cut, and redo-loop cut), the log is split into sub-logs. The cutting procedure is repeated until a sub-log with only one activity is reached. The sequence of operators and activities can then be represented as a process tree, easily converted to other process modeling notations. A crucial point of IM is that it produces a sound process model capable of replaying the complete event log. That is, fitness is guaranteed. However, due to no support for duplicate or silent activities when building the process tree, IM may produce underfitting models [2]. Finally, IM is incapable of handling fixed-length repetitions and cannot manage infrequent behavior.

The basic IM algorithm is highly extendable. Thus, many variants have been proposed [18,20,19]. IMf incorporates the eventually-follows relation to better deal with incompleteness in event logs [18]. Moreover, IMf introduces activity and arc filters to remove infrequent behavior and produce a more precise model. As a consequence, the fitness guarantee does not hold. A drawback of both IM and IMf is scalability due to the recursive split, which requires multi-pass analysis. IMD was proposed to overcome this problem. For that, IMD performs the recursive step only on the directly-follows graph, without partitioning sub-logs. This improvement is especially applicable for scenarios where huge logs should be mined. However, the non-partitioning adaptation hurts the rediscoverability property. Hence, perfect fitness is not preserved. Similar to IM, IMD also cannot handle duplicate and silent activities.

2.5 Meta-Database for Meta-Model creation

Our meta-database regards a suitable matching of meta-instance and meta-target. The definition of the best choice of meta-target for a given event log is based on a ranking strategy considering several complementary perspectives, i.e., there is no unique metric that captures the overall model quality. In this work, we adopt the four traditional model quality metrics used in PM: fitness, precision, generalization and simplicity.

The fitness metric aims to measure how much behavior in the log is allowed by the model [12], that is, to which extent traces compare valid execution paths derived from the model [26]. It is measured by applying replay techniques, which aim to compare log and model. Hence, an excellent fitness value is achieved when the model can replay all traces in the log. Moreover, fitness can be measured at different levels, e.g., event, case, and log, and different measures have been proposed in the literature [26,22,110]. In this work, we adopt the fitness proposed in [10] due to its improvement over previous versions, namely, scalability and avoidance of known problems such as token flooding. In [10], the authors use a token-based replay technique that, along with a list of transitions enabled during the replay, produces the number of (i) consumed tokens (c), (ii) produced
tokens \((p)\), (iii) missing tokens \((m)\), and (iv) remaining tokens \((r)\). Assuming each case \(L_i\) of the log \(L\), the log level fitness value \((f)\) is calculated according to Equation 1.

\[
f = \frac{1}{2} \left( 1 - \frac{\sum_{L_i \in L} m_i}{\sum_{L_i \in L} c_i} \right) + \frac{1}{2} \left( 1 - \frac{\sum_{L_i \in L} r_i}{\sum_{L_i \in L} p_i} \right)
\]

Equation 1

The following quality dimension, precision, measures the extent of the model allowed behavior that is not observed in the log [12]. A poor precision indicates an underfitting model, i.e., it allows too many patterns not present in the event log. As precision measures negative examples, i.e., behavior allowed by the model but not seen in the log, the calculation is complex and often depends on approximation, for instance, when there are loops. In our experiment, we adopt the precision proposed in [24] because it is more efficient and granular than previous measures. The authors introduce the concept of escaping edges, which are the borders between the log’s behavior and the model where the model deviates from available observations in the log. The precision is derived from the quantification of escaping edges and their frequencies. The more the model differs from the log, the less precise it is. Formally, assume \(L\) as the log, \(M\) as the Petri net model, \(E_E\) as model escaping edges, \(A_T\) as model allowed tasks, \(\sigma\) as a trace, and that state \(s_i^j\) denotes the \(j\)-th state of \(\sigma_i\), the precision \((p)\) is calculated according to Equation 2.

\[
p = 1 - \frac{\sum_{i=1}^{\#L} \sum_{j=1}^{\#\sigma_i+1} |E_E(s_i^j)|}{\sum_{i=1}^{\#L} \sum_{j=1}^{\#\sigma_i+1} |A_T(s_i^j)|}
\]

Equation 2

Precision measures how underfitting a model is; contrarily, generalization goes in the opposite direction by measuring model overfitting. Event logs present a sample of possible behavior allowed by the system, this implies that there may be valid execution traces not present in the log because they were not executed yet. Process models should then describe the log behavior but also generalize it to some extent [2,12].

This way, measuring generalization is challenging because the goal is to estimate how well the model describes an unknown system. A practical way of achieving a value is to compute how often subsets of the model are visited when replaying the event log. Hence, a good generalization means all model subsets are frequently visited, whereas a bad generalization means some parts of the model are rarely used. We adopt the computation proposed in [12] as it covers the generalization based on model usefulness. Equation 3 shows how generalization \((g)\) is computed.

\[
g = 1 - \frac{\sum_{i=1}^{\#\text{nodes}} \left( \sqrt{\text{executions}_{\text{nodes}_i}} \right)^{-1}}{\#\text{nodes}}
\]

Equation 3

Simplicity is the last metric used in this work to evaluate model quality. Inspired by Occam’s Razor principle, “one should not increase, beyond what is necessary, the number of entities required to explain anything”, the idea behind
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the simplicity is to indicate how complex is a model \[2,12\]. That is, the more simple the model structure that reflects log behavior, the better its intelligibility. We adopt the simplicity measure proposed in \[29\], which is based on the weighted average degree for a place/transition in the Petri net, ultimately defined by the sum of input and output arcs. Assume \( S \) as the sum of input and output arcs for all places and transitions in the Petri net, Equation 4 defines how simplicity \((s)\) is calculated.

\[
s = \frac{1}{1 + \max(0, \text{mean}(S) - 2)} \tag{4}
\]

The quality metrics capture complementary views of the process model. This way, a discovery technique needs to provide a balance within the metrics. Otherwise, not considering one or more dimensions may lead to poor models, as shown in \[12\]. Considering the importance of balancing perspectives to achieve an adequate model, we propose a ranking mechanism that aggregates all dimensions.

Table 2 provides an example of the ranking to identify the best discovery technique for a single event log. The log \( L \) is submitted to three discovery algorithms \((A_1, A_2, A_3)\), then the four quality metrics are extracted using the discovered model. Following, a rank is built for each metric considering the performance of the algorithms. A final rank \((R)\) is produced by averaging the metrics ranks.

In our example, \( R(A_1) \) is 1.75, \( R(A_2) \) is 1.5, and \( R(A_3) \) is 2.75. Thus, we can conclude that \( A_2 \) is the discovery algorithm that produces the best model for log \( L \) because it has the lowest \( R \) value. Hence, when building the meta-database, \( A_2 \) is the meta-target for log \( L \). Alternative quality metrics could be exploited to deliver specific recommendations. To exemplify this possibility, in our work, we also exploit the computation time as a possible metric when recommending a discovery technique focusing on fast processing.

In the final step of our experiment, a machine learning algorithm, here called meta-learner, is employed to induce a meta-model using the meta-database. Once a meta-model has been created, any event log can be linked to the recommended discovery algorithm by extracting its meta-features and running the meta-model.

| Log | Algorithm | \( f \) | \( p \) | \( g \) | \( s \) | \( R_f \) | \( R_p \) | \( R_g \) | \( R_s \) | \( R \) |
|-----|-----------|------|------|------|------|-------|-------|-------|-------|-------|
| \( L \) | \( A_1 \) | 1    | 0.27 | 0.91 | 0.6  | 1     | 2     | 2     | 2     | 1.75  |
| \( L \) | \( A_2 \) | 0.98 | 0.38 | 0.93 | 0.64 | 3     | 1     | 1     | 1     | 1.5   |
| \( L \) | \( A_3 \) | 0.99 | 0.2  | 0.9  | 0.59 | 2     | 3     | 3     | 3     | 2.75  |

Table 2: Example of ranking process discovery algorithms. The final rank \((R)\) is generated from the average rank of each metric. In this example, \( A_2 \) is the recommended discovery technique for log \( L \) as it maximizes the four process model quality metrics, i.e., produces the lowest \( R \) value.
3 Results and Discussion

In this section, we, first, report an experiment that compares the discovery techniques presented in §2.4 using quality metrics and discovery time. After, we focus on a restricted set of techniques, namely AM, HM and IM, to assess the stability of the experimental results.

3.1 Time as a requirement

In addition to the four quality criteria, we included the algorithms’ time to discover the process model. Though it is not directly related to model quality, the discovery time cost can be a constraint in real scenarios, so it can be used to compose the final ranking in the meta-database.

Figure 3a reports the discovery algorithm’s average position across all event logs considering the four quality criteria and discovery time. These results already confirm theoretical findings. For instance, IM’s fitness takes the three first positions. Both IMd and IMf do not guarantee perfect fitness; still, they perform better than AM and HM. IMd averages 2.3 while IMf 2.8. Considering that IMd does not partition sub-logs, such an important characteristic of its predecessor, the fitness result is good. On the other hand, IMf, which incorporates the eventually-follows relation, is worse than IMd from a fitness perspective. HM and AM follow with 3.1 and 4.9 average positions. AM is by far the worst-performing algorithm for fitness purposes, a problem recognized since its inception. The inability to deal with incompleteness and weakness against noise has a high toll on fitness performance. Another explanation for the IM family overcoming HM and AM is that IM algorithms produce a sound model while HM and AM do not have this guarantee. In fact, unsound models tend to produce low fitness values.

Positions change considerably when evaluating precision. AM becomes the best performing algorithm (1.4), followed by HM (1.8). IMf, IM, and IMd come next, averaging 3, 3.9, and 4.7, respectively. The IM family performs poorly in precision due to its extensive use of hidden transitions, which contribute to creating underfitting models, i.e., models that allow much behavior outside the event log. Contrarily, AM and HM hold a superior control of escaping edges, strengthening precision values. From the generalization perspective, IMf is the best algorithm (1.7), followed closely by AM (1.9). These algorithms excel in generating balanced models where different regions are similarly visited during trace replaying. Particularly, IMf’s ability to remove infrequent behavior reflects in good generalization values. Indeed, including low-frequency traces into the model hurts generalization capabilities. IM, IMd, and HM averaging 3, 3.6, and 4.6 are the worst-performing discovery algorithms in this dimension.

Simplicity is an index depending uniquely on the model (other metrics require the event log), it rewards concise models. Again, IMf is the best performing method (1.4) thanks to its cleaning process, removing infrequent behavior. IM and HM follow averaging 2.5 and 2.8, and IMd and AM produce the most complex models, averaging 4 and 4.2, respectively.
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**Fig. 3:** Discovery algorithm rankings across all event logs considering each dimension. Given event log features, the methods indicate the discovery algorithm that maximizes model quality. This experiment compares five discovery algorithms using five quality dimensions (fitness, precision, generalization, simplicity, and time).

**Time** analysis tends to benefit simpler algorithms as they require fewer steps to generate a model. This explains why AM has the best time performance, averaging 1.6. IMd comes after (2) since its primary design purpose is focused on time improvement. HM, a more robust algorithm, comes third with 2.9 as average. Lastly, IM and IMf average at 3.6 and 4.9. These two algorithms are the slowest as they demand a multipass recursive analysis of the event log. Especially, IMf spends more time to produce the model as it has additional steps to remove infrequent behavior.

In the next experiment, we evaluate the meta-model’s efficiency to indicate the best discovery method for a given event log. For this experiment, we used a Random Forest [11] classifier due to its stability and wide use in similar researches. A holdout strategy was applied to divide the meta-database into train and test sets, using a 75%/25% split. We compared three methods: our MtL, majority voting, and random selection. Not having other literature references, we used majority voting and random selection as baseline approaches, used for comparison reasons. In generating the meta-model, we performed 30 experiments to reduce the influence of outliers. Figure 3b presents the classification results, which were measured using the accuracy and F-score metrics. The most frequently indicated algorithm is AM, then the majority method always applies AM. The performance clearly shows that our meta-model overcomes the baseline methods. Our approach demonstrates a viable solution for recommending discovery algorithms with an accuracy of 0.76 and an F-score of 0.62. The majority method has the next best accuracy (0.34), followed by the random method (0.19). Regarding F-score, random selection reaches 0.17 while majority voting stays at
The advantage of applying MtL in comparison to unintelligent approaches is clear. Moreover, the experiment confirms a relationship between event log characteristics and model quality depending on the discovery technique. According to log features, there is an algorithm that maximizes the quality of the discovered model.

After the meta-model learning, the Random Forest provides an importance measure to quantify the contribution of each feature provided to the classification output. Figures 4a and 4b show that among the most influential features (Figure 4a), there is a high predominance of the entropy family, namely, $k$-block difference, Lempel-Ziv, trace, and $k$-nearest neighbor. The entropy features were designed to capture log complexity and, more specifically, structuredness. Activities appear as the second most important group, with the 25th percentile ranking as the most important feature. The activity and entropy groups are correlated as both rely on activity information. Trace variants are the last group among the top 10 most influential features with some unique traces. These results highlight that high-level descriptors for event logs can aid the indication of the best discovery algorithm. Regarding the least influential features (Figure 4b), trace length-based features have the most appearances. The bottom position belongs to the number of traces. These results indicate that both the number of traces and trace lengths are the worst features to describe business process behavior.

![Fig. 4: Features relevance to induce a meta-model recommending a discovery algorithm.](image)

**3.2 Stability of Experimental Design**

We repeated the experiment following the same standards but now considering only the four traditional quality metrics and three discovery techniques. In other words, we excluded the IM variants and the time perspective. Figure 5a shows the results of this experiment. Overall, the average positions relate to the previous analysis (Figure 3a). Regarding fitness, IM maintains its position. HM comes next with a relatively higher average position (1.9) and AM averages at position
3, meaning that AM produces the lowest fitting model for all event logs. The same order is maintained in the simplicity analysis, but average positions are closer. IM, HM, and AM average at 1.6, 1.7, and 2.6, respectively. Producing simple models is not an easy task, especially when the meta-database contains many logs with anomalies, incompleteness, and complex behavior. AM ranks the best in precision and generalization (1.3 and 1.2), indicating its capability to generate a balanced model, neither underfitting nor overfitting. In precision, HM performs close to AM, averaging at 1.7, and is followed by IM averaging at 2.9. Again, AM and HM produce a model that balances well the escaping edges. IM’s broad use of hidden transitions hurts its performance in this dimension. For generalization, second and third positions change, IM rises to the second-best algorithm (1.9) while HM falls to third (2.8).

![Metrics Ranking](image)

**Fig. 5:** Discovery algorithm rankings across all event logs considering each dimension. Given event log features, the methods indicate the discovery algorithm that maximizes model quality. This experiment compares three discovery algorithms using four model quality criteria (fitness, precision, generalization and simplicity).

With fewer dimensions and algorithms, we can better evaluate some trade-offs offered by the discovery techniques. For instance, AM excels in precision and generalization, however, at the cost of having the worst simplicity and fitness performances. IM guarantees perfect fitness and often produces the simplest model. On the other hand, it has difficulties generating precise models and is only average in generalizing. HM is the most regular approach as it appears the second-best solution in three dimensions. However, it is never ranked as the best solution.

In this second experiment setup, the majority class was IM, i.e., the most recommended method across all event logs. Figure 5b details the results for this
experiment. The meta-model’s performance reached even better results, with 0.92 of accuracy and 0.91 F-score, again confirming our approach’s viability. The random approach followed with 0.34 and 0.32 of accuracy and F-score, respectively. Furthermore, with the worst performance, the majority method achieved an accuracy of 0.18 and an F-score of 0.1. These results show that the majority method has a worse efficiency when classes are more balanced.

We also analyze the most (Figure 6a) and less (Figure 6b) influential features in this scenario. As Figure 6a shows, among the descriptors with the highest importance in the classification process, we observe the prevalence of the entropy family of features again, with five representatives in the top ten. The other five features belong to the activity family of features, showing the relevance of activity-related descriptors when evaluating an event log. Figure 6b confirms the low relevance of trace length-related features to capture process complexity.

4 Conclusion

Discovering a process model for an event log might be a difficult task due to the many process discovery algorithms and characteristics of the log. This work proposes an MtL approach to map business process descriptors, discovery algorithms, and model quality criteria. We propose a set of 93 meta-features extracted from the event logs used as meta-instances in our experiment. The meta-features capture different process behavior at different levels, such as activity, trace, and log. Using an MtL, we show that it is possible to leverage process model quality by automatically recommending appropriate discovery algorithms. The best-fitting discovery method is the one that maximizes the model quality based on four traditional model metrics: fitness, precision, generalization, and simplicity. Our approach correctly assigns the best technique with 76% and 92% of accuracy with five and three discovery algorithms, respectively. Furthermore, the proposed MtL approach is highly extendable, enabling the possibility
of encoding more features, discovery algorithms, and model metrics. As future work, we plan to increase the meta-database with more event logs, improve the set of meta-features and evaluate more specific trade-offs between model metrics. Also, we would like to cover other PM tasks using MtL approaches.
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