A Novel Method of User Identity Recognition Based on Finger Trajectory
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Abstract: User identity recognition is the key shield to protect users’ privacy data from disclosure and embezzlement. The user identity of mobile devices such as mobile phones mainly includes fingerprint recognition, nine-grid password, face recognition, digital password, etc. Due to the requirements of computing resources and convenience of mobile devices, these verification methods have their own shortcomings. In this paper, a user identity recognition technology based on finger trajectory is proposed. Based on the analysis of the users’ finger trajectory data, the feature of the user's finger movement trajectory is extracted to realize the identification of the user. Also, in this paper, we design and implement an android app, through which we collect the real finger trajectory data of 34 people and use K-means clustering combined with Bayesian classification to recognize and distinguish the user identity. The experimental results show that the finger trajectory has a good performance on identifying the users, which can be constructed as a new low-cost scheme for mobile device user identity recognition.
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1 Introduction

With the development of computer software and hardware technology, the functions of mobile devices are more and more powerful. Because of its portability, mobile devices tend to collect a large number of user privacy and sensitive information. Therefore, to protect the important information stored in mobile devices, user identity recognition has become a key security shield. At present, the user identity recognition schemes of most mobile devices can be divided into two categories: one is based on knowledge, such as PIN code, nine-grid pattern, power on password authentication scheme [1]. This kind of identification is completed by the users’ memory and reproduction of the authentication request data. The other is based on biometrics, which realizes the authentication process according to the biometrics of human body, mainly including fingerprint recognition, voiceprint recognition [2], face recognition [3], etc. It is not easy to be embezzled or copied because biometrics are in the users’ own, so the scheme has high identification effect and security.
These two kinds of schemes have their own advantages and disadvantages. Knowledge-based schemes have the characteristics of low demand for computing resources and low cost of implementation. They are especially suitable for mobile devices, but they are easy to forget and embezzle. On the contrary, the biometric-based scheme has high demand for computing resources and high cost of implementation, but it is not easy to be embezzled or copied. In view of the shortcomings of the above two kinds of schemes, this paper proposes a scheme based on the users’ finger trajectory to realize the user identity recognition.

From the current research, the feature analysis of users’ finger trajectory belongs to the recognition of behavior and posture. According to various gestures and behaviors, gesture recognition can be divided into static gesture and dynamic gesture [4, 5]. Static gestures only consider the relative position of the fingers when they slide on the screen. Dynamic gesture is an ordered set of static gestures executed by users in a period of time, including the spatial motion information of fingers [6, 7]. Static gestures obtain information according to the relative position and shape, which does not include time variables, while dynamic gestures consider the motion information and temporal information. Therefore, the information conveyed by dynamic gestures are more accurate.

In this paper, the users’ finger trajectory data refers to the directions, speed and interval data of the fingers collected through the touch screen of mobile devices such as mobile phones. A total of 34 users’ finger trajectory is collected. According to the collected data, the improved K-means clustering algorithm is used to realize the feature extraction and recognition of users’ finger trajectory. In addition, while we design the experiment, a novel system that combines the recognition of user's iris and user's device was considered [8]. Simultaneously, the experimental results show that the finger trajectory has a statistical effect on user identity recognition.

The method of user identity recognition proposed in this paper makes use of the touch screen of current mobile devices, so it does not need any new hardware. At the same time, because the characteristics of finger movement do not need user memory, it has the advantages of the two kinds of user identity recognition methods mentioned above, which owns good application prospect.

2 Restrictions and Feature Definition of Finger Trajectory

2.1 The Restrictions of Finger Trajectory

In order to facilitate the collection of users’ finger trajectory, this paper uses a standardized definition of it, which divides the finger trajectory into multiple segments, each segment has a finger motion (i.e., the whole trajectory is composed of each different finger trajectory segment). In this scheme, each trajectory segment is limited to the trajectory that can only slide left or right, as shown in Fig. 1.

![Figure 1: The initial slider state and a complete user finger trajectory](image)
Fig. 1 is an APP UI implemented by Android programming, in which five tracks are displayed, with a slider in the center of each track. Users can use their fingers to slide the slider from top to bottom and slide left or right along the track. In this paper, the users’ finger trajectory should be formed according to the following restrictions:

- Use your fingers to operate the slider on each track from top to bottom
- Only one operation is allowed for each slide
- Operate the track sliders in order from top to bottom. It is not allowed to skip or reverse the order

It is worth noting that although the finger trajectory in this paper defines the order of operating the slider from top to bottom, it does not limit the sliding direction of the user operating the slider on the track.

### 2.2 Feature Data Definition of Finger Trajectory

In this paper, the finger trajectory data is collected by the user using the finger to operate the slider in the above UI. Combined with the above operation restrictions, the finger trajectory data extracted includes three aspects: temporal feature, motion feature and spatial feature. The temporal feature is divided into sliding time and time interval between two sliding operations. The motion feature refers to sliding speed and acceleration, and the spatial feature refers to sliding direction and the position of sliders. Therefore, through the above UI, this paper can use the following data structure to define the finger trajectory:

\[
\langle S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 \rangle
\]

Among them, each \( S_i \) represents a slider operation, and each \( T_i \) represents the time interval between two slider operations.

While each \( S_i \) is composed of \((t_i, d_i, v_i, a_i, \text{isLeft})\), the specific symbol definition is as follows:

- \( t_i \): The time from the beginning of sliding to the stop of sliding by finger touch
- \( d_i \): The distance of slider from the center of track
- \( \text{is Left} \): The sliding direction of the slider is true when it slides to the left and false when it slides to the right
- \( v_i \): The average speed of the slider operated by the user
- \( a_i \): The maximum acceleration of the slider

In this paper, the APP implemented by Android program operates the real users’ finger trajectory. A total of 34 users’ finger trajectory data is collected, of which each user has carried out 50 finger trajectory operations. After the data is formed, it is collected by the app and uploaded to the servers. The data of one finger trajectory is shown in Tab. 1, and the experimental results is shown in Tab. 2.

### Table 1: Data of one finger trajectory

| Slider number | num1 | num2 | num3 | num4 | num5 |
|---------------|------|------|------|------|------|
| Experiment number | d1  | t1   | d2  | t2   | d3  | t3   | d4  | t4   | d5  | t5   | lt5 |
| 1             | -275 | 760  | -136 | 763  | 629 | -433 | 1023 | 532 | -279 | 917 | 691 |
| 2             | -257 | 1128 | -116 | 626  | 672 | -436 | 626  | 595 | -262 | 695 | 1020 |
| 3             | -277 | 837  | -148 | 685  | 494 | -432 | 679  | 884 | -242 | 1092 | 571 |
| 4             | -269 | 816  | -168 | 778  | 421 | -438 | 586  | 693 | -247 | 824 | 803 |
| 5             | -295 | 1500 | -192 | 1025 | 455 | -436 | 1038 | 707 | -252 | 1099 | 537 |
| 6             | -215 | 1205 | -180 | 1173 | 965 | -439 | 415  | 787 | -318 | 1384 | 1073 |
| 7             | -216 | 872  | -131 | 817  | 557 | -430 | 687  | 672 | -300 | 806  | 835 | -118 | 643 | 608 |
3 User Identity Recognition Algorithm Based on Finger Trajectory

3.1 K-means and Bayesian Classification

K-means clustering algorithm is a classical unsupervised clustering algorithm [9], which is more suitable for the application scenarios in this paper. The steps of the algorithm are relatively simple, the algorithm needs to give a group of data points to be classified and the number of subclasses K to be divided. The general steps are shown in Algorithm 1:

**Algorithm 1:** Procedure of K-means

1. First, set a default value of K, which represents the classification data sets formed after clustering;
2. Set the initial cluster centers, which are composed of K objects randomly selected;
3. For each sample in the data sets, the distance between each data sample and each K-cluster center is calculated. There are many kinds of distance representations, such as min-distance, Euclidean distance, Manhattan distance [10], etc;
4. According to the above calculation results, the samples are allocated to the preset subclasses in the previous steps according to the principle of proximity;
5. Then recalculate the clustering center of each subclass, return to the first step, repeat the iteration until the clustering meets the stop condition.

Among them, the termination condition of K-means can be set to two conditions: one is when no sample is redistributed to other subclasses that do not belong to its current subclass, and the other is when no change is found in the current cluster center after iteration [11].

The K-means clustering method is used in this paper, which is based on the observation of experimental data. The coordinates of the first slider data of 50 finger trajectory of some experimental users collected are shown in Fig. 2.

![Figure 2: The first sliding distance and time coordinate of the 50 finger trajectories of 11 users](image-url)
In Fig. 2, the diagram displays evidently that there is a clustering distribution on data of user's finger trajectory. According to that feature, this paper adopts the K-means clustering algorithm, and the center points of subclass obtained through the clustering algorithm are used as the preliminary extraction of the features of each user's finger trajectory.

As mentioned above, the user's finger trajectory has data of five slider operations and interval between four slider operations, whereas the interval between five feature data of each slider operation data has only one data item. Therefore, this paper uses Euclidean distance to calculate the distance between the sample and the center point of the subclass, the formula is shown below:

$$\text{dist}_{\text{cd}}(x^{(i)}, x^{(j)}) = \sqrt{\sum_{u=1}^{n} |x_u^{(i)} - x_u^{(j)}|^2}$$

(2)

By using K-means clustering, user classification corresponding to single sliding trajectory can be extracted. However, the outcome of classification judgement is clearly not accurate, which is also indicated above in Fig. 2 that there are multiple user classifications overlapping each other. Therefore, to identify a user, it is necessary to combine all these data in a finger trajectory to form a judgment [12]. This paper adopts Bayesian classification to realize the judgement process.

Bayesian classification [13,14], which is also a classic classification algorithm, is based on the Bayesian formula to classify data samples. It requires training samples in the first place to obtain the probability of sample classification and the probability of each sample appears in different classifications, and then achieving the classification of samples through Bayesian classification algorithm. The basic process is as follows.

Assuming that there exist m classes named $C_1, C_2, \ldots, C_m$. Given tuple $X$, the classifier will predict that $X$ belongs to classification with best posterior probability. That is to say, naive Bayes classifier predict $X$ belongs to class $C_i$ if and only if:

$$P(C_i \mid X) > P(C_j \mid X) \quad 1 \leq j, j \neq i$$

(3)

In this way, $P(C_i \mid X)$ is maximized. The class $C$ with the largest $P(C_i \mid X)$ is called the maximum posterior hypothesis. According to Bayes's theorem:

$$P(C_i \mid X) = \frac{(P(X \mid C_i)P(C_i))}{(P(X))}$$

(4)

Because $P(X)$, which is the probability of sample appearance, is the same for each classification. Therefore, using Bayes to calculate classification is only based on the size of the molecules of the above formula generally, and put the sample into the $C$ classification with the maximum numerator evaluated in the formula.

However, Bayesian classification requires the probability model obtained by training to realize judgment. Therefore, this paper proposes a method of using the distance mapping between the sample and the center point of the subclass to obtain the sample appearance probability $P(X \mid C_i)$, thereby achieving the method combining K-means clustering and Bayesian classification to accomplish the final identity recognition of the user belonging to the sample.

### 3.2 Implementation of User Identity Recognition Algorithm

In this paper, the starting point of using the user's finger trajectory data to identify the user's identity is that each user is different because of the length of the finger, habits when using mobile device, and the hand-held posture of the mobile device, causing the difference in features of the above-mentioned data such as the acceleration and time interval of the finger sliding the slider on the touch screen of the mobile device [15]. As a result, usage of finger trajectory to identify the user's identity is a problem of data classification and judgment.
Combining the above-mentioned K-means clustering and Bayesian classification algorithm, this paper proposes a identity recognition algorithm based on the user's finger trajectory, which is mainly divided into two steps: training and recognition testing. In addition, the combined algorithm can also employ the attentive time-aware user similarity modeling to identify the same user, which is compared with the model for user-generated contents (UGCs) [16].

The algorithm used in the training phase is the K-means algorithm, performing K-means clustering for each component of the finger trajectory data of each user, which is to form the following data model by training the trajectory data of user's finger:

$$\langle (C_1, \ldots, C_k)_{1}, (T_1, \ldots, T_k)_{1}, \ldots, (C_1, \ldots, C_k)_{S}\rangle$$

(5)

Among them: $C_i$ represents the data classification center point of each slider sliding, $T_i$ represents the classification center point of the time interval. Every feature data has K center points because K-means algorithm is used to realize self-clustering.

After completing the K-means algorithm training, the process moves on to the identity recognition and testing phase. In this paper, the Bayesian classification algorithm is used to realize the identity recognition of users, which is given new test samples $\langle S_1, T_1, T_2, S_2, T_3, S_3, T_4, S_4, T_5, S_5 \rangle$ How to determine that the sample belongs to a specific user. According to the Bayesian classification formula, the following formula can be obtained: $P(x|S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5) = P(x)$. $x$ is a specific user.

Above formula represents the probability that under current circumstance of sample $\langle S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 \rangle$ it belongs to a specific user. Further conversion of the above formula can be obtained:

$$T = \frac{P(x | S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5) P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5)}{P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5)}$$

(6)

About the probability of certain sample $\langle S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 \rangle$ appearing, this paper consider $P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5)$ uniformly distributed and equal. Therefore, according to the Bayesian classification principle, when performing user identity recognition, you only need to determine the value of:

$$P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 | x) P(x)$$

(7)

And since $P(x)$ is the probability of a certain user's appearance, in the implementation of this paper, the finger trajectory data submitted by each user is 50 times, so the probability of $P(x)$ is also the same, and Bayesian classification algorithm can be used. This paper only needs to compare the probability of $P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 | x)$.

Also, because the nine feature data of each data sample $\langle S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 \rangle$ is not well linked, this paper treats each feature data as probabilistic independent events, and have:

$$P(S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5 | x) = P(S_1 | x) P(T_1 | x) P(S_2 | x) P(T_2 | x) P(S_3 | x) P(T_3 | x) P(S_4 | x) P(T_4 | x) P(S_5 | x)$$

(8)

Therefore, the identity recognition process in this paper is transformed into solving the cumulative probability of the nine finger operation data $S_1, T_1, S_2, T_2, S_3, T_3, S_4, T_4, S_5$ for a specific user $x$. The user with the largest cumulative probability is the outcome of the identity recognition algorithm.

For the above data sample, this paper uses mapping function to obtain the probability $P(e | x)$ of a certain finger manipulation data $S_i$ or $T_i$ relative to a certain user $x$. Suppose that the clustering result of data $S_i$ or $T_i$...
collected by a user $x$ is $(C_1, \ldots, C_k)$, where $C_i$ is the center point of the $i$-th subclass of the cluster, and the input finger operation data is $e$, thus according to the Euclidean distance, it can be concluded that a certain center point $C_{\text{MIN}}$ is the center point of the subclass that is closer to $e$. Calculate $P(e|x)$ according to the following formula:

$$P(e|x) = \frac{1}{e^{\text{dist}(e, c_{\text{MIN}})}}$$

(10)

Obviously, the mapping result of the above formula is between $(0, 1)$, and the further the sample data is from the subclass center point $C_{\text{MIN}}$, the lower the probability.

4 Experimental Result

In this paper, 34 people's real finger trajectory data were collected, and each person submitted their finger trajectories 50 times, and 49 finger trajectory data of each user are extracted randomly to form a training set, using the remaining one trajectory data as a test sample set. The above-mentioned user data training and experiment algorithm in this paper was realized through programming, and 100 repeated experiments were carried out. For the results of the experiment, this paper only evaluates the classification accuracy (CLA), that is, the proportion of the times that users are correctly identified in N test samples.

Because there are some singular values, which is data that deviates from the normal value relatively large, in the collection process of the user's finger trajectory. Therefore, this kind of data is filtered in the experiment of this paper, and a small amount of singular value data is removed. Furthermore, the number of clustering subclass K needs to be specified in advance to use K-means clustering and combined with the experimental effect. At the same time, when calculating the value of $P(e|x)$, this paper adjusted the mapping formula, multiplying $x$ (i.e., $\text{dist}(e, c_{\text{MIN}})$) by the coefficient, and adjusted the mapping result. Finally, the experimental results shown in the following table are obtained.

| Table 2: Experiment results |
|-----------------------------|
| $K$  | 2 | 3 | 4 |
| $P(e|x) = \frac{1}{e^x}$ | 0.57 | 0.68 | 0.63 |
| $P(e|x) = \frac{1}{e^2}$ | 0.63 | 0.78 | 0.54 |
| $P(e|x) = \frac{1}{e^3}$ | 0.64 | 0.81 | 0.7 |

From the experimental results, it is feasible for user identity recognition based on the user's finger trajectory. The results of the algorithm in this paper show that this method has statistical meaning for user identity recognition.

Simultaneously, it is evident that the number of clustering subclass $K$ results in different values of $P(e|x)$, among which the highest is when $K = 3$. Simultaneously, the results show the trend of ascending when the denominator changed from $x$ to $x/2$ and to $x/3$. Therefore it can be concluded that it is feasible for user identity recognition based on the user's finger trajectory and the results of the algorithm in this paper show that this method has statistical meaning for user identity recognition.
5 Conclusion

This paper proposes a method to identify users based on the trajectory of their fingers. This method is different from the traditional knowledge-based and biometric-based identity recognition. This method uses the user's finger trajectory to realize user identity recognition, and no user memory and additional physical parts of the mobile device are required. Comparing to facial recognition, the demand for the computing power of the device is lower likewise. Therefore, it is a promising user identity recognition scheme.

This paper also gives the realization principle and algorithm of this scheme and verifies it through experiments. The experimental verification results show the feasibility of this method. The experimental results of this paper show that the accuracy of recognition requires further improvement to practically use this scheme in real scenes. It is noticeable that the Bayesian model used in the recognition algorithm in this paper does not introduce the sequence characteristic of finger operations. Therefore, this paper will further improve the recognition rate of the recognition algorithm through the design of the user's finger trajectory and the introduction of time series.
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