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Abstract

While the evaluation of explanations is an important step towards trustworthy models, it needs to be done carefully, and the employed metrics need to be well-understood. Specifically, model randomization testing can be overinterpreted if regarded as a primary criterion for selecting or discarding explanation methods. To address shortcomings of this test, we start by observing an experimental gap in the ranking of explanation methods between randomization-based sanity checks \cite{1} and model output faithfulness measures (e.g., \cite{20}). We identify limitations of model-randomization-based sanity checks for the purpose of evaluating explanations. Firstly, we show that uninformative attribution maps created with zero pixel-wise covariance easily achieve high scores in this type of checks. Secondly, we show that top-down model randomization preserves scales of forward pass activations with high probability. That is, channels with large activations have a high probability to contribute strongly to the output, even after randomization of the network on top of them. Hence, explanations after randomization can only be expected to differ to a certain extent. This explains the observed experimental gap. In summary, these results demonstrate the inadequacy of model-randomization-based sanity checks as a criterion to rank attribution methods.

1. Introduction

Parallel to the progressively astounding performances of machine learning techniques, especially deep learning methods, in solving even the most complex tasks, the transparency, trustworthiness, and lack of interpretability of these techniques has increasingly been called into question \cite{11,14,15}. As potential solutions to these issues, a vast number of XAI methods have been developed in recent years \cite{21}, that aim to explain a model’s behavior, for instance, by (locally) attributing importance scores to features of singular input samples, indicating how (much) these features influence a specific model decision \cite{6,22,25,27}. However, the scores obtained for different attribution map methods tend to differ significantly, and the question arises how well each explains model decisions. This is generally not answered easily, as there are a number of desirable properties proposed to be fulfilled by these attributions, such as localization on relevant objects \cite{4,5,30} or faithfulness to the model output \cite{2,8,20}, among others, with several quantitative tests having been proposed for each.

In parallel to these empirical evaluations, several works have proposed that explanations should fulfill a certain number of ‘axioms’ or ‘unit tests’ \cite{1,12,16,27}, which need to hold universally for a method to be considered good or valid. We place our focus on the model-randomization-based sanity checks \cite{1}, which state that the explanation should be sensitive to a random permutation of parameters at one or more layers in the network. Specifically, the authors proposed to apply measures such as Structural Similarity Index Measure (SSIM) \cite{28} between attribution maps obtained from the original model and a derived model for which the top-layers are randomized. The idea is to require that methods used to compute attribution maps should exhibit a large change when the neural network model — i.e., its defining/learned parameter set — is randomized from the top. The authors of \cite{1,23} suggested to discard attribution map methods which perform poorly under this test — i.e., have a high SSIM measure between attributions obtained with the original and the randomized model — under the assumption that those XAI methods are not affected by the model’s learned parameters.

However, we observe a significant experimental gap between top-down randomization checks when used as an evaluation measure, and occlusion-based evaluations of model faithfulness such as region perturbation \cite{20}. Concretely, Guided Backpropagation (GB) \cite{25} and Layer-wise Relevance Propagation (LRP) \cite{6} exhibit low randomization scores under the first type of measure and yet clearly out-perform several gradient-based methods in occlusion-based evaluations. We are interested to resolve this discrepancy.

We identify two shortcomings of top-down randomiza-
tion checks when used as a measure of explanation quality. Firstly, we show that uninformative attribution maps created with zero pixel-wise covariance — e.g., attribution maps generated from random noise — easily achieve high scores in top-down randomization checks. Effectively, this makes top-down randomization checks favor attribution maps which are affected by gradient shattering noise [7].

Secondly, we argue that the randomization-based sanity checks may always reward explanations that change under randomization, even when such randomizations do not affect the output of the model (and its invariances) significantly. Such invariance to randomization may result, e.g., from the presence of skip connections in the model, but also due to the fact that randomization may be insufficient to strongly alter the spatial distribution of activations in adjacent layers, something that we explain by the multiplicity and redundancy of positive activation paths between adjacent layers in ReLU networks. In setups which optimize parameters of attribution methods while measuring top-down randomization this might lead to the selection of explainers with higher noise.

Along with our contributed theoretical insights and supporting experiments, the present note warns against an unreflected use of model-randomization-based sanity checks as a sole criterion for selecting or dismissing a particular attribution technique, and proposes several directions to enable a more precise and informative use of randomization-based sanity checks for assessing how XAI performs on practical ML models.

1.1. Related work

**Evaluating Attributions.** Comparing different attribution methods qualitatively is not sufficiently objective, and for that reason, a vast number of quantitative tests have been proposed in the past in order to measure explanation quality, focusing on different desirable properties of attributions. Complexity tests [8, 9, 18] advocate for sparse and easily understandable explanations, while robustness tests [3, 8, 17] measure how much attribution values change between similar samples or with slight perturbations to the input. Under the assumption of an available ground truth explanation (e.g., a segmentation mask localizing the object(s) of interest), localization tests [4, 5, 30] ask for attributed values to be concentrated on this ground truth area. Faithfulness tests [3, 8, 20] compare the effect of perturbing certain input features on the model’s prediction to the values attributed to those features, so that optimally perturbing the features with the largest attribution values also affects the model prediction the most. Model randomization tests [1], which are the main focus of this work, progressively randomize the model, stating that attributions should change significantly with ongoing randomization.

**Caveats of Model Randomization Tests.** The authors of [1] find that a large number of attribution methods seems to be invariant to model parameters, as their explanations do not change significantly under cascading model randomization. However, various aspects of these sanity checks have recently been called into question: For instance, these tests were performed on unsigned attributions. Specifically for Integrated Gradients (IG) [27], [26] show that if the signed attributions are tested instead, this method suddenly passes cascading model randomization instead of failing. This indicates that some of the results obtained in [1] for attribution methods where the sign carries meaning may be skewed due to the employed preprocessing. Furthermore, [29] argue for the distribution-dependence of model-randomization based sanity checks. The authors demonstrate that some methods seem to fail the sanity checks in [1] due to the choice of task, rather than invariance to model parameters. A similar observation is made by [13], who find that the same attribution methods can perform very differently under model randomization sanity checks when the model and task are varied. Note that the underlying assumption of [1] — that “good” attribution methods should be sensitive to model parameters — is not called into question here. Rather, we posit that methods can fail the model randomization sanity checks for other reasons than invariance to model parameters.

2. Observation: The Gap between Randomization-based Sanity Checks and Measures of Model Faithfulness

Based on the assumption that a good explanation should attribute the highest values to the features that most affect a model’s predictions, occlusion-type measures of model faithfulness [2, 8, 20] aim to quantify explanation quality by measuring the correlation between attribution map scores and changes of the model prediction under occlusion.

As such, these tests progressively randomize the data, and can thus be understood as complementary to model-randomization-based sanity checks, which progressively randomize the model. Consequently, model-randomization-based sanity checks depart towards the implausible due to partially randomized prediction models, while occlusion-based testing departs towards the implausible due to partially modified and outlier-like images. As both types of test apply the same intuition of increasing randomization to different variables (model and data) that (should) influence attribution maps, it is meaningful to compare their results, and determine whether both tests agree in terms of explanation quality.

In the following, we therefore empirically compare the scores measured by randomization-based sanity checks to the respective scores measured by faithfulness testing, for several methods. We use a variant of occlusion in the spirit
Theorem 1. Consider the set of all random variables with expected means $\mu_A, \mu_B$ for each image patch being fixed and with non-negative expected covariance for each patch $\sigma_{AB} \geq 0$.

Then the expected SSIM absolute value is minimized by a random variable with zero covariance. In particular, an upper bound on the minimum is given by

$$\frac{C_2}{\sigma_A^2 + \sigma_B^2 + C_2}.$$  \hspace{1cm} (2)

The proof is in the Supplement in Section B. This theorem has two consequences.

Firstly, even if we question the requirements of the theorem and thus allow negative patch correlations $\sigma_{AB} < 0$, the observation remains valid that we can obtain very small expected absolute values of the SSIM measure by using any randomized attribution map which is statistically independent over pixels of input images and therefore not informative.

Secondly, the proof of Theorem 1 is not affected by division of the term $\sigma_{AB}$ by constants. Consequently, when using normalization on the attribution maps, the result from Theorem 1 still holds that attributions with zero patch-wise correlation attain very low scores among all normalized attribution maps.

Interestingly, this explains why certain gradient-based methods with rather noisy attribution maps pass this type of model randomization-based sanity checks with the best scores in the sense of lowest SSIM values. Gradients are known for ReLU-networks to have statistics which resemble noise processes, as has been shown in [7]. This carries over to Gradient × Input and to a lesser degree to smoothed versions like Integrated Gradient [27] and SmoothGrad [24].

Theorem 1 has one important consequence: One cannot disentangle the effects of model randomization from the amount of noise in an attribution process in model randomization sanity checks. Therefore it is problematic to use this type of model-randomization-based sanity check to compare or rank different attribution maps against each other.

4. Randomization Leaves the Model and Explanations Partly Unchanged

The section above has highlighted that explanations may score highly in the sanity check due to including further random factors in the explanation, which contradicts the principle that an explanation should faithfully depict the function to explain and not a random component. This concerns the measurement process after randomization.

In this section, we review the top-down randomization process itself. We will explain why it actually makes sense to underperform in model-based randomization checks, contrary to a first glance intuition.
Specifically, we will show that certain activation statistics of the network are only mildly affected by top-down randomization and thus cause low-noise explanations before and after randomization to retain some similarity.

4.1. Preservation of Irrelevance in Explanations

We first start with an empirical observation that features found to be irrelevant for a given task tend to remain irrelevant after randomization. Our experiment is based on torchvision’s VGG-16 pretrained model, where we keep the mapping from the input to layer 12 unchanged and randomize the remaining layers. We apply LRP with the z\textsuperscript{\beta} rule in the first layer, redistribution in proportion to squared activations in the pooling layers, LRP-\gamma in the convolution layers with layer-wise exponential decay from \gamma = 1.0 to \gamma = 0.01, and LRP-0 in the dense layers. We inspect in Fig. 4 (right) explanations produced before and after randomization.

We observe that many spatial structures are retained before and after randomization, specifically, relevant or negatively contributing pixels are found before and after randomization on the facial and hat features, on the outline of the fish, on the finger contours, on the flagstick, on the ball, on the hole, etc. Conversely, some features remain irrelevant before and after randomization, e.g. the lake surface, the skin and the grass. Such similarities lead to similarity scores before and after randomization that remain significantly above zero, especially if considering heatmaps absolute scores.

We now provide a formal argument showing that for an explanation to be faithful, some irrelevant features must necessarily remain irrelevant after randomization, thereby raising the similarity score. Let us denote by \theta_R the parameters that are randomized and write the model as a composition of the non-randomized and the randomized part:

\[ f(x, \theta_R) = g(\phi(x), \theta_R) . \] (3)

The function is depicted in Figure 3. The first part \phi contains the non-randomized layers (and can be understood as a feature extractor). The second part \( g \) contains the randomized layers (and can be interpreted as the classifier). We make the following two observations:

1. If the function \phi is does not respond to some input feature \( x_i \), then \( g \circ \phi \) also should not respond to \( x_i \).
(no matter whether the function $g$ is the classifier or its randomized variant),

2. If $g \circ \phi$ does not respond to $x_i$ then an attribution technique should reflect this lack of response by assigning a score 0 to that feature. We note that this property of attributing low relevance input features to which the model does not respond is present in common explanation methods, for example, methods such as IG, where the gradient occurs as a multiplicative factor, LRP-type explanations, where relevance propagates mostly along connections with non-zero weights, or explanations derived from axioms such as the Shapley value whose ‘null-player’ axiom also relates explanation properties to model unresponsiveness.

These two observations can be summarized in the following logical clause:

$$\phi(x) \text{ unresponsive to } x_i \Rightarrow \forall g : g \circ \phi(x) \text{ unresponsive to } x_i \Rightarrow \forall g : \mathcal{E}_i \{ g \circ \phi(x) \} \text{ small},$$

where $\mathcal{E}_i \{ \}$ denotes the relevance of feature $x_i$ for explaining the prediction given as argument. In other words, one should expect that any function $g$ (randomized or not) built on $\phi$ shares a similar pattern of low relevances, and such a pattern originates from the lack of response of $\phi$ to certain input features. Therefore, we conclude that a top-down randomization process as performed in [1] can only alter explanations to a limited extent, and only a less faithful (e.g. noisy) explanation would enable further improvement w.r.t. the top-down randomization metric.

To verify that the explanation structure is indeed to some extent controlled by $\phi$, we compute explanations directly at the output of the function $\phi$ (sum of activations) and show the results in Figure 4 (bottom left). We observe a correlation between feature relevance w.r.t. those activations and feature relevance w.r.t. the model output. For example, the lake, the grass, or more generally uniform surfaces are already less relevant at the output of $\phi$, and continue to be so when considering the output of $g$. This is consistent with our theoretical argument that feature irrelevance of some features to classifier output $g$ is inherited to a significant degree from the feature map $\phi$.

### 4.2. Preservation of a Baseline Explanation

We show that for certain neural network architectures, specifically architectures that contain skip connections, a faithful explanation must further retain an additive baseline component before and after randomizations. We first demonstrate the presence of such additive component on the popular ResNet [10] model and then propose an explanation for its necessity. The ResNet is structured as a sequence of multiple modules where each module is structured as a sequence of parameterized layers, equipped with skip connections. The skip connections enable to better propagate the forward and backward signal as they simply replicate the activation and gradients from layer to layer.

Fig. 5 shows for a ResNet-34 model and the same images as before how randomizing weights at some layer affects logit scores before and after randomization. Each point in the scatter plot is one of the 1000 class logits. We observe significant correlation between the logit before and after randomization. This suggests that the model remains unchanged to a large extent and a faithful explanation should reflect such lack of change by producing a similar explanation.

Corresponding explanations are shown in Figure 7 for
the logit associated to the true class: When randomizing “layer4.2.conv2” of ResNet-34, the explanation remains largely the same (cf. column 2 and 5). The LRP explanation technique enables to assess contribution of different components of the neural network, and in our case, we can identify the role of the skip connection and the weighted path (cf. columns 3, 4, 6, 7). Interestingly, the explanation component that passes through the skip connection remains practically unchanged after randomization, thereby faithfully reflecting the lack of change at the output of the network (cf. Figure 5). The (weaker) contribution of the weighted path is strongly affected by randomization but its addition does not affect the overall explanation significantly.

We propose a formal argument that predicts the presence (and necessity) of an additive component for a broader range of faithful explanation methods, beyond LRP. Consider the simple architecture drawn in Fig. 6 (top) that mimics parts of a ResNet: a feature extractor, a skip connection layer, and a few top-layers. Locally approximating the top layers as a linear model (and verifying that the approximation holds under a sufficient set of perturbations of the input $x$), one can decompose this approximated model in two terms, one that depends on the randomized parameter $\theta_R$, and another term that is constant w.r.t. $\theta_R$.

$$\hat{f}(x; \theta_R) = A(x; \theta_R) + B(x) \quad (5)$$

(cf. Fig. 6, bottom). In this model, randomization only affects the first component and thus preserves some of the original logit information. This is what we observe empirically in Fig. 5 through high correlation scores of logit before and after randomization. If we further assume usage of an explanation technique satisfying the linearity property, then the explanation of the surrogate $\hat{f}$ decomposes as:

$$\mathcal{E}\{\hat{f}(x; \theta_R)\} = \mathcal{E}\{A(x; \theta_R)\} + \mathcal{E}\{B(x)\} \quad (6)$$

i.e. an explanation component that is affected by randomization and another explanation component that remains constant. This constancy under randomization prevents that optimal scores in terms of a single-layer randomization-based sanity check metric are achieved. Hence, our analysis predicts that attempts to score higher in the sanity check metric would require degrading the faithfulness of the explanation (e.g. by introduction of noise in the explanation, or by spuriously removing the additive component).

4.3. Probabilistic Preservation of Highly Activated Features in the Unrandomized Feature Layers

In this section we show that with high probability over draws of random parameters $\theta_R$ in Equation (3), regions
of $\phi(x)$ with high activations will contribute highly to the output $f$, even when its value changes due to randomization in $g$. Unlike in the previous section, this holds for any ReLU network.

This observation can be explained when considering how activations are propagated to the next layer in a randomized network. One can show that small activations have a rather low probability to obtain the same average contribution to the output of a neuron as large activations, when being weighted in a linear combination with zero-mean normal weights. This statement is formulated for a single neuron in Theorem 2.

**Theorem 2** (Low probability for small activations to achieve the same average contribution to the output as large activations). Suppose we have two sets of non-negative activations, $X_L$ and $X_S$ such that the activations of one set are by a factor of at least $K$ larger than of the other set:

$$\min_{x_l \in X_L} x_l \geq K \max_{x_s \in X_S} x_s$$

(7)

Then the probability under draws of zero-mean normal weights $w \sim N(0, \sigma^2)$ that the summed contribution of neurons in $X_S$ surpasses the summed contribution of neurons in $X_L$, that is

$$0 < \sum_{x_l \in X_L} w_l x_l \leq \sum_{x_s \in X_S} w_s x_s$$

(8)

is the tail-CDF $P(Z \geq K)$ of a Cauchy-distribution with parameter $\gamma = \sqrt{|X_S|/|X_L|}$ and input value of at least $K$.

The proof of Theorem 2 is in Supplement Section E. For probability estimates based on activation statistics of trained networks see Section I of the supplement.

To note, Theorem 2 is independent of any explanation method used. It is a statement about the preservation of relative scales of forward pass activations. It says that even though the function output value itself changes substantially under randomization, channels with large activation values still contribute highly to the output.

This effect has an impact on explanation value scales: In ReLU networks, with neurons being modeled as $y = \max(0, \sum_i w_i x_i + b)$, the differences in contributions of two inputs $w_i x_i$ to a neuron output $y$ in many cases translate to differences in explanation scores $R(x_i)$ which the inputs $x_i$ will receive.

Many explanation methods $R(\cdot)$ satisfy for non-decreasing activations the monotonicity property that if we consider two inputs $x_i, x_j$ which have no other connections except to neuron $y$, and the network assigns positive relevance $R(y) > 0$ to $y$, then

$$w_i x_i \geq w_j x_j > 0 \implies |R(x_i)| \geq |R(x_j)|.$$  

(9)

This holds for Gradient × Input, Shapley values, and $\beta$-LRP. See Supplement Section F for a proof.

Using the monotonicity property to go from activations to explanations, we can conclude that the probability is low to achieve equally large absolute explanation values...
Therefore, with high probability, explanations are also dominated by regions which have channels in the last unrandomized feature map with large activation values.

Theorem 2 and the subsequent backward pass argument hold for a single neuron. We can see that what the theoretical result predicts for a single neuron is consistent with what we observe empirically for the whole network exemplarily in Figure 4 and generally in explanations computed with GB and LRP. The above provides a theoretical justification for the exemplary observations in Figure 4, where one can see salient structures from the input image in the explanation heatmaps after top-down network randomization.

In brief, explanation heatmaps will be dominated with high probability by regions with high activations irrespective of randomization on top, thus showing limited variability under randomization. This has implications regarding the usage of top-down randomization tests to compare attribution methods: a higher variability does not imply a better explanation, when it is beyond what can be expected from the dominating high activations in the forward pass.

A further property which is preserved is shown in the Supplement Section G. The randomization-based sanity check fails to account for these necessary invariances of the model and explanation under randomization. This misalignment is particularly strong if testing the effect of randomization on the absolute attribution scores instead of the signed attribution scores. The necessity to use signed scores rather than absolute ones, as well as the limited change to the explanation one can expect under randomization of parameters was also emphasized in [20].

Given the discrepancy between model faithfulness measures and top-down model-based randomization checks, we remark that model faithfulness testing changes an input sample towards a partially implausible sample. Therefore it is not a perfect criterion. Another drawback is the non-uniqueness of local modifications. Different choices of local modifications will yield different measurements. However, model faithfulness testing assesses a property of explanations for a given trained model. Model randomization changes a trained model into a predominantly implausible model given the training data. Therefore it is not clear what practical aspect of a given realistically trained model top-down model randomization intends to measure. It seems to be unrelated to any use-case in the deployment of a fixed well-trained model.

If aiming at showing sensitivity to randomization, bottom-up randomization could exhibit different (and ecologically valid) properties, because it removes strongly activated features from a model, which were the starting point in Theorem 2.

5. Conclusion and Outlook

In this paper we caution against the use of any singular method as a sole criterion to evaluate explanations, and suggest to rely on a combination of different methods for a more robust evaluation. Our study is motivated by a substantial empirical discrepancy between the scores produced by the randomization approach, and occlusion-based methods for evaluating faithfulness, in particular region perturbation [20].

Note that our theoretical and empirical results do not contradict the overall claim of [1] that a perturbation of the parameters of the model should induce a perturbation of its prediction behavior, which in turn should also perturb the explanation. The issue is rather that the similarity score should only be used as a binary test to support the presence or absence of an effect of randomization on the explanation, but not to discriminate between methods.

We have presented two main factors that explain the discrepancy between randomization-based similarity scores and the outcome of input perturbation tests: Firstly, the similarity scores used to measure the effect of randomization can be decreased artificially (and significantly) by introducing noise in the explanation. Such noise can be inherited from the gradient, which is typically highly varying and largely decoupled from the actual prediction for deep architectures.

Secondly, model randomization only alters the prediction behavior to a certain extent, often due to fixed elements in the model such as skip connections or invariances inherited from the lower layers. Hence, a maximally dissimilar explanation after randomization may not account for the partly unchanged prediction behavior of the randomized model.

These factors suggest directions for achieving a better correlation between similarity scores after randomization and evaluations of explanation faithfulness. These include (1) to only measure change w.r.t. input features to which the model is not invariant to (such features can be identified by attributing intermediate-layer activations to the input layer and retaining only input features with non-zero attribution scores), and (2) to identify the non-baseline component of the function, and only assess whether the explanation of that non-baseline component has been randomized (e.g. to exclude from the explanation what passes through the skip connections). Bottom-up randomization might be partially addressing the issue of large activations of (1).

Nevertheless, these possible refinements must address the specificity of individual architectures, thereby losing the universality of the original randomization test.

---

If we intend to achieve equal averaged (instead of summed) absolute explanation values \( \sum_{x_i \in X_S} |R(w_i|x_i)| \) for inputs from the small valued set \( X_S \) in Theorem 2, when compared to \( \sum_{x_i \in X_L} |R(w_i|x_i)| \) from the set of large values \( X_L \).\(^1\)

---

\(^1\)If we intend to achieve equal averaged (instead of summed) absolute explanation values \( \frac{1}{|X_S|} \sum_{x_i \in X_S} |R(w_i|x_i)| \) corresponding to two regions \( X_S \) and \( X_L \) with equal explanation scores, then a version of Theorem 2 holds in which \( \gamma_u = \sqrt{\frac{|X_L|}{|X_S|}} \) is inverted. See Supplement Section E for a proof.
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