INVERSE ANISOTROPIC MEAN CURVATURE FLOW AND A MINKOWSKI TYPE INEQUALITY

CHAO XIA

ABSTRACT. In this paper, we show that the inverse anisotropic mean curvature flow in \( \mathbb{R}^{n+1} \), initiating from a star-shaped, strictly \( F \)-mean convex hypersurface, exists for all time and after rescaling the flow converges exponentially fast to a rescaled Wulff shape in the \( C^\infty \) topology. As an application, we prove a Minkowski type inequality for star-shaped, \( F \)-mean convex hypersurfaces.

1. Introduction

Let \( X(\cdot,t) : M \times [0,T] \to \mathbb{R}^{n+1} \) be a family of smooth closed hypersurfaces in \( \mathbb{R}^{n+1} \) satisfying

\[
\frac{\partial}{\partial t} X(x,t) = \frac{1}{H(x,t)} \nu(x,t),
\]

where \( H \) is the mean curvature function and \( \nu \) is the outward unit normal. (1) is the so-called inverse mean curvature flow (IMCF). Gerhardt \[19\] and Urbas \[37\] independently showed that, starting from a smooth closed, star-shaped and mean-convex hypersurface, the flow (1) has a unique smooth solution for all time and the rescaled hypersurfaces \( \tilde{X}(\cdot,t) = e^{-\frac{1}{n} t} X(\cdot,t) \) converges exponentially fast to a sphere. Huisken-Ilmanen \[28, 29\] also defined a notion of weak solution for (1) and proved the higher regularity properties.

Besides the behavior of the flow (1) has been investigated in different ambient spaces \[16, 20, 21, 34\], the IMCF has been found to be a powerful tool to prove geometric inequalities. For example, Guan-Li \[24\] used the fully nonlinear version of the IMCF to prove the classical Alexandrov-Fenchel inequality for the quermassintegrals for star-shaped hypersurfaces. Huisken-Ilmanen \[28\] used IMCF in the asymptotically flat manifolds to prove the Penrose inequality. More recently, Brendle-Hung-Wang \[9\] used the IMCF in the Anti-de Sitter Schwarzschild manifolds to prove a Minkowski type inequality, which was applied to prove a Gibbons-Penrose’s inequality in Schwarzschild spacetime \[10\].

In this paper, we investigate the following inverse anisotropic mean curvature flow (IAMCF) in \( \mathbb{R}^{n+1} \):

\[
\frac{\partial}{\partial t} X(\cdot,t) = \frac{1}{H_F(x,t)} \nu_F(x,t),
\]

where \( H_F \) is the anisotropic mean curvature function and \( \nu_F \) is the outward anisotropic unit normal. Here we just mention that the anisotropy is determined by a given smooth closed strictly convex hypersurface \( W \subset \mathbb{R}^{n+1} \), which we call “Wulff shape”. \( F \in C^\infty(S^n) \)
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indicating the support function of \( W \) satisfies that the spherical Hessian is positive definite. Geometrically, anisotropy is an alternative way of speaking about the relative geometry or the Minkowski geometry, which was intensively studied by Minkowski, Fenchel, etc., see e.g. [3] and the references therein. \( W \) was named as an “Eichkörper” by Minkowski in the relative geometry. For the exact definition of \( H_F \) and \( \nu_F \) we refer to Sections 2 and 3.

For an anisotropic flow, the speed function depends not only on the usual curvature function of the evolved hypersurface but also its normal vector. For the anisotropic mean curvature flow, there are works concerning with weak solutions and their regularity issue, as well as its numerical analysis, see [12, 22] and the references therein. Simultaneously, much attention has been paid to the anisotropic curve flow in \( \mathbb{R}^2 \) in the last decades after Angenent and Gurtin’s modeling the motion of the interface with external force, see for example [6, 7, 26] and the reference therein. For free external force, the flow has a natural interpretation as curve-shortening problem in Minkowski geometry and a complete picture has been captured by Gage [17], Gage-Li [18] and Chou-Zhu [14, 15]. General powers of anisotropic curve flows have been investigated by Andrews [3]. Comparatively, there is less work on higher dimensional anisotropic flows concerning about detailed convergence. To the best of our knowledge, the only results in this direction are about the anisotropic Gauss curvature type flow and the volume preserving anisotropic mean curvature flow considered by Andrews [4, 5]. In comparison to the isotropic flow, it is harder to get the a priori estimate due to the anisotropy from the PDE point of view, and the behavior of geometric quantities in the anisotropic case is worse from the geometric point of view.

Let us return to the IAMCF (2). The picture for the curve case is clear for strictly convex curves by the work of Andrews [3]. Among others, he proved that the flow (2) in \( \mathbb{R}^2 \) exists for all time and converges to \( W \) at infinite time.

The first aim of this paper is about the existence and convergence of higher dimensional IAMCF. We will show the anisotropic version of Gerhardt and Urbas’ result for star-shaped and \( F \)-mean convex hypersurface. A hypersurface \( M \subset \mathbb{R}^{n+1} \) is called strictly \( F \)-mean convex if the anisotropic mean curvature \( H_F > 0 \). Our main result is the following

**Theorem 1.1.** Let \( W \subset \mathbb{R}^{n+1}, n \geq 2 \), be a given smooth closed strictly convex hypersurface containing the origin whose support function is \( F : \mathbb{S}^n \to \mathbb{R} \). Let \( X_0 : \mathbb{M}^n \to \mathbb{R}^{n+1} \) be a smooth closed hypersurface which is star-shaped with respect to the origin and strictly \( F \)-mean convex. Then there exists a unique, smooth solution \( X(\cdot,t) \) to (2) for \( t \in [0, \infty) \) such that \( X(\cdot,0) = X_0 \). Moreover, the rescaled hypersurfaces \( e^{-\frac{t}{\alpha_0}} X(\cdot,t) \) converge exponentially fast to \( \alpha_0 W \) in the \( C^\infty \) topology, where \( \alpha_0 = \int_M F(\nu(X_0))d\mu_{X_0} \) is the anisotropic area of \( X_0 \).

The inverse anisotropic curvature flow has been considered by Ben Andrews in his dissertation [1]. There he showed up to \( C^1 \) estimate under certain conditions on the speed function, which excludes the IAMCF.

Due to the anisotropy, most of the classical approach to prove the a priori estimates by Gerhardt and Urbas fails. Particularly, when we write the flow function as a scalar function of the graph function \( \rho \) over \( \mathbb{S}^n \), the evolution equation for \( |\nabla^S \rho|^2 \) does not behave well. Also, the evolution equation for the largest principal curvature is quite bad.
To overcome these difficulties, we introduce a new Riemannian metric \( \tilde{g} \) on \( M \), induced from a new Riemannian metric \( G \) (See Section 3) on \( \mathbb{R}^{n+1} \). This is inspired by a previous work of Andrews [5]. This is the key point of this paper. The new metric eases a lot the \( C^1 \) estimate, but not for the \( C^2 \) estimate. We utilize the special structure of the anisotropic mean curvature and apply the classical theory from quasilinear elliptic and parabolic PDEs to our flow equation to get directly the \( C^{2,\alpha} \) estimate.

To prove the convergence, we prove two quantities are monotone along the flow. By integration of these two quantities among all time, we find that the limiting hypersurface must be anisotropically umbilical and has \( F \) as its support function, which yields our convergence result.

The second aim of this paper is to prove a geometric inequality by using the IAMCF. This is also a motivation for us to consider the IAMCF.

The anisotropic curvature integrals have an direct relation with some special mixed volumes in the theory of convex bodies. An excellent book for the theory of convex bodies is by Schneider [33]. For any two convex bodies \( K \) and \( L \) in \( \mathbb{R}^{n+1} \), the Minkowski sum is defined by

\[
(1 - t)K + tL := \{(1 - t)x + ty | x \in K, y \in L, t \in [0, 1]\}.
\]

Minkowski proved that the volume of \((1 - t)K + tL\) is a polynomial in \( t \), the coefficients of which are some mixed volumes. Precisely,

\[
\text{Vol}((1 - t)K + tL) = \sum_{k=0}^{n+1} \binom{n+1}{k} (1-t)^{n+1-k} t^k V_{(k)}(K,L).
\]

Especially, \( V_{(0)}(K,L) = \text{Vol}(K) \) and \( V_{(n+1)}(K,L) = \text{Vol}(L) \).

The most general Alexandrov-Fenchel inequality (see e.g. [33], Section 7.3, (7.54)) implies the following Minkowski type inequality (see e.g. [33], Section 7.3, (7.63)):

\[
V_{(j)}(K,L)^{k-i} \geq V_{(i)}(K,L)^{k-j} V_{(j)}(K,L)^{j-i}, \quad \text{for } 0 \leq i < j < k \leq n+1.
\]

In particular, for \( k = n + 1 \),

\[
V_{(j)}(K,L) = V_{(i)}(K,L)^{n+1-i} \geq V_{(i)}(K,L)^{n+1-j} \text{Vol}(L)^{j-i}, \quad \text{for } 0 \leq i < j < n+1.
\]

Assume that \( \partial L = \mathcal{W} \) is a smooth, strictly convex hypersurface and \( \partial K \) is of \( C^2 \). We can interpret \( V_{(i)}(K,L) \) in terms of the anisotropic curvature integrals (see e.g. [33], 38 (13)):

\[
V_{(i)}(K,L) = \frac{1}{(n+1)(n-i)} \int_{\partial K} \sigma_{i-1}(\kappa^F) F(\nu) d\mu_{\partial K}, \quad i = 1, \ldots, n,
\]

where \( \sigma_i(\kappa^F) \) is the \( i \)-th elementary symmetric function on the anisotropic principal curvature \( \kappa^F \). When \( L = B \), the unit ball,

\[
V_{(i)}(K,B) = \frac{1}{(n+1)(n-i)} \int_{\partial K} \sigma_{i-1}(\kappa) d\mu_{\partial K}, \quad i = 1, \ldots, n,
\]

where \( \kappa \) is the usual principal curvature. Therefore, it makes sense to define \( V_{(i)}(K,L) \) through (4) for non-convex \( K \) with \( C^2 \) boundary.

It is interesting to establish the Alexandrov-Fenchel and the Minkowski type inequalities for non-convex domains. Several works in this direction have appeared, see for example [36, 25, 24, 11]. In [24], Guan-Li used Gerhardt and Urbas’ result on the inverse curvature
flow to show (3) holds true when \( W = S^n (L = B) \) and \( \partial K \) is star-shaped and \( k \)-convex. In the same spirit of [24], using the result on the IAMCF, Theorem 1.1, we are able to show a special Minkowski type inequality, (3) for \( i = 1 \) and \( j = 2 \), when \( \partial K \) is star-shaped and \( F \)-mean convex.

**Theorem 1.2.** Let \( W \subset \mathbb{R}^{n+1}, n \geq 2, \) be a smooth closed strictly convex hypersurface with support function \( F \). Let \( L \) be the enclosed domain by \( W \). For any smooth star-shaped, \( F \)-mean convex \((H_F \geq 0)\) hypersurface \( M \subset \mathbb{R}^{n+1} \) which encloses \( K \), we have

\[
V(2)(K,L)^n \geq V(1)(K,L)^n - 1 \text{Vol}(L),
\]

for \( V(i)(K,L) \) defined by (4). Equality in (5) holds if and only if \( M \) is a rescaling and translation of \( W \).

The rest of the paper is organized as follows. In Section 2, we define the anisotropic mean curvature and give some variational formulae. In Section 3, we introduce Andrews’ reformulation of the anisotropic curvature and give several fundamental properties. In Section 4, we study the IAMCF and prove the a priori estimates and the exponential convergence. In Section 5, we prove the Minkowski inequality (5) for star-shaped hypersurfaces. In Section 6, we give some discussion on other inverse anisotropic curvature flows.

### 2. Anisotropic Mean Curvature

Given a smooth closed strictly convex hypersurface \( W \subset \mathbb{R}^{n+1} \) enclosing the origin, the support function of \( W \), which is defined by

\[
F(x) = \sup_{X \in W} \langle x, X \rangle_{\text{geuc}}, \quad x \in S^n,
\]

is a smooth positive function on \( S^n \). We recall several well known facts for a \( C^2 \) convex hypersurface and its support function, see e.g. [33], Section 2.5. \( W \) can be represented by

\[
W = \{ \phi(x) \in \mathbb{R}^{n+1} | \phi(x) = F(x)x + \nabla^S F(x), x \in S^n \},
\]

where \( \nabla^S \) denotes the covariant derivative on \( S^n \), see e.g. [2], Eq. (2.10). Let \( A_F : S^n \to \Lambda^2 T^*S^n \) be a 2-tensor defined by

\[
A_F(x) = \nabla^S \nabla^S F(x) + F(x)\sigma \text{ for } x \in S^n,
\]

where \( \sigma \) denotes the round metric on \( S^n \). The strictly convexity of \( W \) implies that \( A_F \) is positive definite. It is well-known that the eigenvalues of \( A_F \) with respect to \( \sigma \) are the principal radii of \( W \). Note that \( A_F \) is a Codazzi tensor on \( S^n \). Conversely, given a smooth positive function \( F \) on \( S^n \) such that \( A_F \) is positive definite, there is a unique smooth strictly convex hypersurface \( W \) given by (6) whose support function is \( F \).

Let \((M,g)\) be a smooth hypersurface in \( \mathbb{R}^{n+1} \) with induced metric \( g \) from \( \text{geuc} \), and \( \nu : M \to S^n \) be its Gauss map. The anisotropic Gauss map of \( M \) is defined by

\[
\nu_F : \quad M \to W
\]

\[
X \mapsto \phi(\nu(X)) = F(\nu(X))\nu(X) + \nabla^S F(\nu(X)).
\]
The anisotropic principal curvature $\kappa^F = (\kappa_1^F, \ldots, \kappa_n^F)$ of $M$ with respect to $\mathcal{W}$ at $X \in M$ is defined as the eigenvalues of $d\nu_F : T_X M \to T_{\nu_F(X)} \mathcal{W}$. In particular, the anisotropic mean curvature of $M$ with respect to $\mathcal{W}$ at $X \in M$ is

$$H_F(X) := \sum_{i=1}^n \kappa_i^F = \text{tr}(d\nu_F) = \text{tr}(A_F(\nu(X)) \circ d\nu_X).$$

If we denote by $g_{ij}$ and $h_{ij}$ the first and the second fundamental form of $M \subset \mathbb{R}^{n+1}$ respectively, then in local coordinates,

$$H_F(X) = \sum_{i,j,k=1}^n A_{ij}^F(\nu(X)) g^{ik}(X) h_{kj}(X).$$

Here we view $A_F$ as a $(1,1)$-tensor on $S^n$.

An important variational characterization for $H_F$ is that it arises from the first variation of the parametric area functional $\int_M F(\nu) d\mu_g$. Similarly, we have a variational formula for the total anisotropic mean curvature functional.

**Proposition 2.1** (Reilly [31, 32]). Let $X_0 : M \to \mathbb{R}^{n+1}$ be a smooth closed, oriented hypersurface and $X(\cdot, t)$ be a variation of $X_0$ with variational vector field $\frac{\partial}{\partial t} X(\cdot, t) = \psi(X) \nu(X)$, where $\psi \in C^\infty(M)$. Then

$$\frac{d}{dt} \int_M F(\nu) d\mu_g = \int_M H_F(X) \psi(X) d\mu_g,$$

$$\frac{d}{dt} \int_M H_F(X) F(\nu) d\mu_g = \int_M 2\sigma_2(\kappa^F(X)) \psi(X) d\mu_g,$$

where

$$\sigma_2(\kappa^F) = \sum_{i<j} \kappa_i^F \kappa_j^F.$$

The variational formulae (7) and (8) may be familiar to experts. When $F = 1$, such formulas are well-known, see e.g. Reilly [31]. For general $F$, Reilly [32] derived the variational formula for $\int_M \sigma_k F(\nu) d\mu$ for any $k$, see also He-Li [27]. Here we give a proof for the case $H_F$ for the convenience of readers.

**Proof.** By the tensorial property, we do not distinguish upper and lower indexes in the proof whenever applicable. Since $\partial_\nu = -\nabla \psi$ and $\partial_t d\mu_g = H \psi d\mu_g$, we have by integration by parts that

$$\frac{d}{dt} \int_M F(\nu) d\mu_g = \int_M -\nabla^{S}_p F(\nu) \nabla_p \psi + F(\nu) H \psi$$

$$= \int_M \nabla^{S}_q \nabla^{S}_p F(\nu) h_{pq} \psi + F(\nu) H \psi$$

$$= \int_M H_F \psi.$$

Here $H$ is the usual mean curvature of $M \subset \mathbb{R}^{n+1}$.
We also have \( \partial_t h^j_i = -\nabla_i \nabla_j \psi - \psi h_{ik} h_{kj} \). Therefore

\[
\begin{align*}
\frac{d}{dt} \int_M H_F(X) F(\nu) d\mu &= \int_M -\nabla^S_p A_{ij}(\nu) \nabla_p \psi h_{ij} F(\nu) + A_{ij}(\nu)(-\nabla_i \nabla_j \psi - \psi h_{ik} h_{kj}) F(\nu) \psi + \\
&\quad + \int_M -H_F \nabla^S_p F(\nu) \nabla_p \psi + H_F F(\nu) H \psi.
\end{align*}
\]

Since \( A \) is Codazzi tensor on \( S^n \), by integration by parts,

\[
\begin{align*}
\int_M -A_{ij}(\nu) \nabla_i \nabla_j \psi F(\nu) &= \int_M \nabla^S_p A_{ij}(\nu) h_{ip} \nabla_j \psi F(\nu) + A_{ij}(\nu) \nabla_j \psi \nabla^S_p F(\nu) h_{ip} \\
&= \int_M \nabla^S_p A_{ij}(\nu) h_{ip} \nabla_j \psi F(\nu) + A_{ij}(\nu) \nabla_j \psi \nabla^S_p F(\nu) h_{ip}.
\end{align*}
\]

Integrating by parts again, we have

\[
\begin{align*}
\int_M A_{ij}(\nu) \nabla_j \psi \nabla^S_p F(\nu) h^p_i &= \int_M -\left( \nabla_j (A_{ij}(\nu) h_{ip}) \nabla^S_p F(\nu) + A_{ij}(\nu) h_{ip} \nabla^S_p \nabla^S_q F(\nu) h_{jq} \right) \psi,
\end{align*}
\]

\[
\begin{align*}
\int_M -H_F \nabla^S_p F(\nu) \nabla_p \psi &= \int_M \left( \nabla_p H_F \nabla^S_p F(\nu) + H_F \nabla^S_p \nabla^S_q F(\nu) h_{pq} \right) \psi.
\end{align*}
\]

Combining (9)–(12), we deduce

\[
\begin{align*}
\frac{d}{dt} \int_M H_F(X) F(\nu) d\mu &= \int_M (\nabla_p H_F - \nabla_j (A_{ij}(\nu) h_{ip})) \nabla^S_p F(\nu) \psi \\
&\quad + \int_M (-A_{ij}(\nu) h_{ip} \nabla^S_p \nabla^S_q F(\nu) h_{jq} - A_{ij}(\nu) h_{ik} h_{kj} F(\nu)) \psi \\
&\quad + \int_M (H_F \nabla^S_p \nabla^S_q F(\nu) h_{pq} + H_F F(\nu) H) \psi \\
&= I + II + III.
\end{align*}
\]

We easily see that

\[
\begin{align*}
II + III &= \int_M -A_{ij}(\nu) A_{pq}(\nu) h_{ip} h_{jq} \psi + H_F A_{pq}(\nu) h_{pq} \psi \\
&= \int_M (H_F^2 - |\kappa^F|^2) \psi = \int_M 2\sigma_2(\kappa^F) \psi.
\end{align*}
\]

On the other hand, since \( A \) is Codazzi on \( S^n \) and \( h \) is Codazzi on \( X \), we have

\[
\nabla_j (A_{ij}(\nu) h_{ip}) = \nabla^S_q A_{ij}(\nu) h_{ip} h_{jq} + A_{ij}(\nu) \nabla_j h_{ip} \\
= \nabla_i A_{jq}(\nu) h_{ip} h_{jq} + A_{ij}(\nu) \nabla_p h_{ij} \\
= \nabla_p (A_{ij}(\nu) h_{ij}) = \nabla_p H_F.
\]

Thus \( I = 0 \). The assertion follows from (13) and (14). \( \square \)
3. Andrews’ formulation of anisotropic curvatures

In this section we recall Andrews’ formulation of anisotropic curvatures [5]. In [39], we reformulated Andrews’ idea in a more direct way. Here we follow the notation in [39].

As in Section 2, let \( W \subset \mathbb{R}^{n+1} \) be a smooth closed strictly convex hypersurface enclosing the origin, whose support function is \( F \in C^\infty(\mathbb{S}^n) \). We extend \( F \in C^\infty(\mathbb{S}^n) \) homogeneously to be a 1-homogeneous function \( F \in C^\infty(\mathbb{R}^{n+1} \setminus \{0\}) \) by

\[
F(x) = |x|F\left(\frac{x}{|x|}\right), \quad x \in \mathbb{R}^{n+1} \setminus \{0\} \text{ and } F(0) = 0.
\]

One can check easily that \( F \in C^\infty(\mathbb{R}^{n+1} \setminus \{0\}) \) is in fact a Minkowski norm in \( \mathbb{R}^{n+1} \) in the sense that

(i) \( F \) is a norm in \( \mathbb{R}^{n+1} \), i.e., \( F \) is a convex, 1-homogeneous function satisfying \( F(x) > 0 \) when \( x \neq 0 \);

(ii) \( F \) satisfies a uniformly elliptic condition: \( D^2(\frac{1}{2}F^2) \) is positive definite in \( \mathbb{R}^{n+1} \setminus \{0\} \).

Here \( D \) is the Euclidean gradient and \( D^2 \) is the Euclidean Hessian. In fact, (ii) is equivalent that \( (\nabla^2 \nabla^2 F + F\sigma) \) is positive definite on \( (\mathbb{S}^n, \sigma) \). (see e.g. [38], Proposition 1.4).

For a Minkowski norm \( F \in C^\infty(\mathbb{R}^{n+1} \setminus \{0\}) \), the dual norm of \( F \) is defined as

\[
F^0(\xi) := \sup_{x \neq 0} \frac{(x, \xi)}{F(x)}, \quad \xi \in \mathbb{R}^{n+1}.
\]

\( F^0 \) is also a Minkowski norm lying in \( C^\infty(\mathbb{R}^{n+1} \setminus \{0\}) \), see e.g. [35], Lemma 3.1.2.

We introduce a Riemannian metric \( G \) with respect to \( F^0 \) in \( T^\mathbb{R}^{n+1} \):

\[
G(\xi)(V, W) := \sum_{\alpha, \beta = 1}^{n+1} \frac{\partial^2}{\partial \xi^\alpha \partial \xi^\beta}(F^0)^2(\xi)V^\alpha W^\beta, \quad \text{for } \xi \in \mathbb{R}^{n+1} \setminus \{0\}, V, W \in T_\xi \mathbb{R}^{n+1}.
\]

Since \( F^0 \) is in general not quadratic, the third derivative of \( F^0 \) does not vanish. We set

\[
Q(\xi)(U, V, W) := \sum_{\alpha, \beta, \gamma = 1}^{n+1} Q_{\alpha \beta \gamma}(\xi)U^\alpha V^\beta W^\gamma := \sum_{\alpha, \beta, \gamma = 1}^{n+1} \frac{\partial^3}{\partial \xi^\alpha \partial \xi^\beta \partial \xi^\gamma}(F^0)^2(\xi)U^\alpha V^\beta W^\gamma,
\]

for \( \xi \in \mathbb{R}^{n+1} \setminus \{0\} \), \( U, V, W \in T_\xi \mathbb{R}^{n+1} \).

When we restrict the metric \( G \) to \( W \), the 1-homogeneity of \( F^0 \) tells us

\[
G(\xi)(\xi, \xi) = 1, G(\xi)(\xi, V) = 0, \quad \text{for } \xi \in W, V \in T_\xi W.
\]

\[
Q(\xi)(\xi, V, W) = 0, \quad \text{for } \xi \in W, V, W \in \mathbb{R}^{n+1}.
\]

We remark that for deducing above formulae, we need also to use the fact \( W = \{\xi \in \mathbb{R}^{n+1} : F^0(\xi) = 1\} \).

Let us now return to a hypersurface \( M \subset \mathbb{R}^{n+1} \). The anisotropic normal is defined by \( \nu_F = F(\nu)\nu + \nabla^S F \). It follows from the 1-homogeneity of \( F \) that

\[
\nu_F = DF(\nu).
\]
Since \( \nu_F(X) \in \mathcal{W} \) for \( X \in M \), we have
\[
G(\nu_F)(\nu_F, \nu_F) = 1, \quad G(\nu_F)(\nu_F, V) = 0, \quad \text{for } V \in T_X M,
\]
\[
Q(\nu_F)(\nu_F, V, W) = 0, \quad \text{for } V, W \in \mathbb{R}^{n+1}.
\]
This means \( \nu_F(X) \) is perpendicular to \( T_X M \) with respect to the metric \( G(\nu_F) \). This motivates us to define
\[
g(\nu_F(X))(\nu_F(X))|_{T_X M}, \quad X \in M
\]
as a Riemannian metric on \( M \subset \mathbb{R}^{n+1} \). We denote by \( \hat{D} \) and \( \hat{\nabla} \) the Levi-Civita connections of \( G \) on \( \mathbb{R}^{n+1} \) and \( \hat{g} \) on \( M \) respectively.

As in Section 2, the anisotropic principal curvature \( \kappa^F \) of \( M \subset \mathbb{R}^{n+1} \) with respect to \( \mathcal{W} \) is defined as the eigenvalues of
\[
d\nu_F : T_X M \to T_{\nu_F(X)} \mathcal{W}.
\]

Using \( G \) and \( \hat{g} \), we can reformulate \( \kappa^F \) and \( H_F \) as follows. Denote by \( \hat{g}_{ij} \) and \( \hat{h}_{ij} \) the first and the second fundamental form of \( (M, \hat{g}) \subset (\mathbb{R}^{n+1}, G) \), i.e.,
\[
\hat{g}_{ij} = G(\nu_F(X))((\partial_i X, \partial_j X), \quad \hat{h}_{ij} = G(\nu_F(X))(\hat{D}_{\partial_i} \nu_F, \partial_j X),
\]
Then \( \kappa^F \) is the eigenvalues of \( (\hat{g}^{ik} \hat{h}_{kj}) \) and
\[
H_F = \sum_{i,j=1}^n \hat{g}^{ij} \hat{h}_{ij}.
\]

It is direct to see that for \( M = \mathcal{W} \), we have \( \nu_F(\mathcal{W}) = X(\mathcal{W}), \hat{h}_{ij} = \hat{g}_{ij} \) and \( H_F = n \).

For the previous reformulation, we have the following anisotropic Gauss-Weingarten type formulae and the anisotropic Gauss-Codazzi type equation.

**Lemma 3.1** (Xia [39], Lemma 2.5).

(15) \[
\partial_i \partial_j X = -\hat{h}_{ij} \nu_F + \hat{\nabla}_{\partial_i} \partial_j + \hat{g}^{kl} A_{ijkl} \partial_k X; \quad \text{(Gauss formula)}
\]

(16) \[
\partial_i \nu_F = \hat{g}^{ij} \hat{h}_{ij} \partial_k X; \quad \text{(Weingarten formula)}
\]

(17) \[
\hat{R}_{ijkl} = \hat{h}_{ik} \hat{h}_{jl} - \hat{h}_{il} \hat{h}_{jk} + \hat{\nabla}_{\partial_i} A_{jkl} - \hat{\nabla}_{\partial_k} A_{jil}
\]
\[
+ \hat{g}^{pm} A_{jkm} - \hat{g}^{pm} A_{jlp} A_{mk}; \quad \text{(Gauss equation)}
\]

(18) \[
\hat{\nabla}_{\partial_i} \partial_j A_{kli} = \hat{\nabla}_{\partial_j} \partial_i A_{kli} + \hat{h}_{ij} \hat{A}_{kli}. \quad \text{(Codazzi equation)}
\]

Here \( \hat{R} \) is the Riemannian curvature tensor of \( \hat{g} \), \( A \) is a 3-tensor
\[
A_{ijkl} = -\frac{1}{2} \left( \hat{h}_{ij} Q_{kjl} + \hat{h}_{jl} Q_{ikl} - \hat{h}_{kl} Q_{ijl} \right),
\]
where \( Q_{ijk} = Q(\nu_F)(\partial_i X, \partial_j X, \partial_k X). \)

**Remark 3.1.** We remark here and in the subsequent calculations that, we regard \( X \) and \( \nu_F \) as vector-valued functions in \( \mathbb{R}^{n+1} \) with a fixed Cartesian coordinate. Hence the terms \( \partial_i \partial_j X \) and \( \partial_i \nu_F \) are understood as the usual partial derivative on vector-valued functions.
Note that the 3-tensor $A$ on $(M, \hat{g}) \to (\mathbb{R}^{n+1}, G)$ depends on $\hat{h}^i_j$. It is direct to see that $Q$ is totally symmetric in all three indices, while $A$ is only symmetric for the first two indices.

Let us compare the previous formulae with the isotropic case. The Weingarten formula is in the same behavior, while the Gauss formula involves an extra tangential part $\hat{g}^{kl} A_{ijl} \partial_k X$ besides the Levi-Civita connection part. The anisotropic Codazzi type equation implies $\hat{h}_{ij}$ is not a Codazzi tensor in $(M, \hat{g})$. The anisotropic Gauss type equation also includes messier terms involving $A$ and $\hat{\nabla} A$. These quite complicated formulae make the analysis of the anisotropic curvature problems much harder.

Let us write the anisotropic area element by

$$d\mu_F := F(\nu)d\mu_{\hat{g}}.$$ 

In [39], we proved an important property about the Laplacian operator $\hat{\Delta}$ with respect to $\hat{g}$ and $d\mu_F$, which will play an important role in this paper.

**Lemma 3.2** (Xia [39], Lemma 2.8). Let $d\mu_{\hat{g}}$ be the induced volume form of $(M, \hat{g})$. Assume that

$$d\mu_F(X) = F(\nu(X))d\mu_{\hat{g}}(X) = \varphi(X)d\mu_{\hat{g}}(X).$$

Then

$$\hat{\nabla}_i \log \varphi = \hat{g}^{jk} A_{ijk}.$$ 

Consequently, for any $f \in C^\infty(M)$,

$$\int_M \hat{\Delta} f + \hat{g}^{jk} A_{ijk} \hat{\nabla}^i f d\mu_F = 0.$$ 

### 4. Inverse Anisotropic Mean Curvature Flow

In this section we study the IAMCF (2) initiating from a star-shaped, strictly F-mean convex hypersurface.

Let us fix some notation. We use $\nabla^S$ to denote the covariant derivative on the round sphere $(S^n, \sigma)$. We use $g_{ij}$, $h_{ij}$, $\nabla$ to denote the first and the second fundamental form, the covariant derivative of $(M, g) \subset (\mathbb{R}^{n+1}, g_{euc})$, while $\hat{g}_{ij}$, $\hat{h}_{ij}$ $\hat{\nabla}$ to denote that of $(M, \hat{g}) \subset (\mathbb{R}^{n+1}, G)$, respectively.

It follows from $\nu_F = F(\nu)\nu + \nabla^S F(\nu)$ that up to a diffeomorphism of $M$, the flow (2) is equivalent to

$$\partial_t X = \frac{F(\nu)}{H_F} \nu.$$ 

Since $X_0$ is star-shaped with respect to the origin, we can write $X_0$ as a graph of a function over $S^n$:

$$X_0 = \{ (\rho_0(x), x) : x \in S^n \}.$$ 

If each $X(\cdot, t)$ is star-shaped, the evolved hypersurfaces can be reparametrized as graphs over $(S^n, \sigma)$:

$$X(x, t) = \rho(x, t)x, \quad x \in S^n,$$
where $\rho(x,t)$ is the graph function. Denote by $\gamma = \log \rho$. Then it is standard to derive

$$\nu = \frac{x - \nabla^S \gamma}{\sqrt{1 + |\nabla^S \gamma|^2}},$$

$$H_F = A_{ij}(\nu) \frac{1}{\rho \sqrt{1 + |\nabla^S \gamma|^2}} \left[ \delta_{ij} - \left( \sigma^{ik} - \frac{\gamma^i \gamma^k}{1 + |\nabla^S \gamma|^2} \right) \gamma_{jk} \right],$$

and the scalar parabolic equation for $\gamma$:

$$\frac{\partial \gamma}{\partial t} = \frac{\sqrt{1 + |\nabla^S \gamma|^2} F}{\rho H_F} = \frac{(1 + |\nabla^S \gamma|^2) F}{A_{ij}(\nu) \left[ \delta_{ij} - \left( \sigma^{ik} - \frac{\gamma^i \gamma^k}{1 + |\nabla^S \gamma|^2} \right) \gamma_{jk} \right]}.$$

Note that here $F = F(\nu)$ and $A_{ij}(\nu) = A_{ij}(x - \nabla^S \gamma \sqrt{1 + |\nabla^S \gamma|^2})$.

The dependence of RHS of (20) on $\nu$ makes the a priori estimates subtle.

Equation (20) is a fully nonlinear parabolic equation. The short time existence is standard by using implicit function theorem. Without loss of generality, we assume that the flow exists for $[0,T)$ and $X(\cdot,t), t \in [0,T)$ is star-shaped. To prove the long time existence, we need to establish the a priori estimates independent of $T$ for (20). However, it is quite complicated to work directly on (20) because of its dependence of $x$ as just mentioned. We mostly work on the original flow equation (2).

Before getting into the a priori estimates, let us first derive some evolution equations for the flow (2). Let

$$u := \langle X, \nu \rangle_{g_{euc}}$$

be the support function of $X(\cdot,t)$ and

$$\hat{u} := G(\nu_F)(\nu_F, X)$$

be the anisotropic support function of $X(\cdot,t)$. It is easy to see that

$$\frac{\partial}{\partial t} \hat{u} = \frac{u}{F(\nu)}.$$

Indeed,

$$\hat{u} = G(\nu_F)(\nu_F, X) = \langle DF^0(DF(\nu)), X \rangle_{g_{euc}} = \langle \frac{\nu}{F(\nu)}, X \rangle_{g_{euc}} = \frac{u}{F(\nu)},$$

where we used $DF^0(DF(x)) = \frac{x}{F(x)}$, see e.g. [38], Proposition 1.3. Equation (21) implies that there exists two constants $\lambda, \Lambda$ depending only on $F$, such that

$$\lambda u \leq \hat{u} \leq \Lambda u.$$

**Proposition 4.1.** Let $f = \frac{1}{H_F}$ be the speed function. Along the flow (2), we have the following evolution equations:

(i) $\nu_F$ evolves under

$$\frac{\partial}{\partial t} \nu_F = -\nabla f;$$
(ii) The anisotropic area form $d\mu_F$ evolves under
(24) $\partial_t d\mu_F = H_F f d\mu_F = d\mu_F$,

(iii) $\hat{g}_{ij}$ evolves under
(25) $\partial_t \hat{g}_{ij} = 2f \hat{h}_{ij} - Q_{ijk} \hat{\nabla}^k f$;

(iv) $\hat{h}^j_i$ evolves under
(26) $\partial_t \hat{h}^j_i = -f \hat{h}_k^i \hat{h}^j_k - \hat{\nabla}^j \hat{h}_i - \hat{g}^{ik} A_{pik} \hat{\nabla}^p f$;

(v) $H_F$ evolves under
(27) $\partial_t H_F - \frac{1}{H_F^2} \left( \hat{\Delta} H_F + \hat{g}^{ik} A_{pik} \hat{\nabla}^p H_F \right) = -2 \frac{\hat{\nabla} H_F}{H_F} \frac{|\hat{\nabla} H_F|^2}{H_F^2} - \frac{1}{H_F^3} \hat{h}_{ij} \hat{\nabla} \hat{h}_{ij}$;

(vi) $u$ evolves under
(28) $\partial_t \hat{u} - \frac{1}{H_F^2} \left( \hat{\Delta} \hat{u} + \hat{g}^{ik} A_{pik} \hat{\nabla}^p \hat{u} \right) = \frac{1}{H_F^2} \hat{h}_{ij} \hat{\nabla} \hat{h}_{ij} \hat{u}$.

Proof. In the proof we will frequently use the property that
(29) $Q(\nu F)(\nu F, V, W) = 0, \quad V, W \in \mathbb{R}^{n+1}$.

(i) Taking derivative of $G(\nu F)(\nu F, \nu F) = 1$ and $G(\nu F)(\nu F, X_i) = 0$ with respect to $t$ and using the Weingarten formula (16) and (29), we have

$$0 = \partial_t G(\nu F)(\nu F, \nu F) = 2G(\nu F)(\partial_t \nu F, \nu F) + Q(\nu F)(\partial_t \nu F, \nu F, \nu F);$$

$$0 = \partial_t G(\nu F)(\nu F, X_i)$$

$$= G(\nu F)(\partial_t \nu F, X_i) + G(\nu F)(\nu F, \partial_t (\nu F)) + Q(\nu F)(\partial_t \nu F, \nu F, X_i)$$

$$= G(\nu F)(\partial_t \nu F, X_i) + G(\nu F)(\nu F, \partial_t f \nu F + f \partial_t \nu F)$$

$$= G(\nu F)(\partial_t \nu F, X_i) + \partial_t f.$$ 

Thus

$$\partial_t \nu F = -\nabla f.$$ 

(ii) Let $\Omega$ be the Lebesgue volume form in $\mathbb{R}^{n+1}$. Then the area element $d\mu_g$ of $(M, g)$ can be interpreted in the local coordinates as

$$d\mu_g = \Omega(\nu, \partial_1 X, \ldots, \partial_n X) dx^1 \cdots dx^n.$$ 

Hence

$$d\mu_F = F(\nu) d\mu_g = \Omega(\nu F, \partial_1 X, \ldots, \partial_n X) dx^1 \cdots dx^n.$$ 

It follows from (23) and (16) that

$$\partial_t d\mu_F = \left[ \Omega(\partial_t \nu F, \partial_1 X, \ldots, \partial_n X) + \sum_{i=1}^{n} \Omega(\nu F, \partial_i X, \ldots, \partial_i (\partial_t X), \ldots, \partial_n X) \right] dx^1 \cdots dx^n$$

$$= \sum_{i=1}^{n} \Omega(\nu F, \partial_i X, \ldots, \partial_i (\partial_t \nu F), \ldots, \partial_n X) dx^1 \cdots dx^n$$

$$= f \hat{h}_i^i \Omega(\nu F, \partial_i X, \ldots, \partial_n X) dx^1 \cdots dx^n$$

$$= H_F f d\mu_F = d\mu_F.$$
Using the Weingarten formula (16), (29), we have

\[ \partial_t \hat{g}_{ij} = \partial_t G(\nu_F)(X_i, X_j) \]
\[ = G(\nu_F)(\partial_t \nu_F, f \partial_t \nu_F, X_j) + G(\nu_F)(\partial_t \nu_F, X_i, X_j) + Q(\nu_F)(\partial_t \nu_F, X_i, X_j) \]
\[ = fG(\nu_F)(\hat{h}_i^k X_k, X_j) + fG(\nu_F)(\hat{h}_j^k X_i, X_j) + Q(\nu_F)(-\hat{g}^\nu f X_p, X_i, X_j) \]
\[ = 2f \hat{h}_{ij} - Q_{ijp} \hat{g}^\nu f; \]

Thus

\[ \partial_t \hat{h}_{ij} = \partial_t G(\nu_F)(\partial_t X, \partial_j \nu_F) \]
\[ = G(\nu_F)(\hat{\nabla}_i (f \nu_F), \partial_j \nu_F) + G(\nu_F)(\partial_t \nu_F, -\hat{\nabla}_j (\hat{g}^\nu f X_p)) + Q(\nu_F)(\partial_t \nu_F, \partial_j \nu_F, -\hat{g}^\nu f X_p) \]
\[ = f \hat{h}_i^k \hat{h}_{jk} - \hat{\nabla}_j \hat{\nabla}_i f - A_{jpi} \hat{\nabla}^\nu f - Q_{ijp} \hat{h}_l^l \hat{g}^\nu f. \]

In the last inequality we used (19) to do the computation

\[
\hat{g}^{jr} \hat{g}^{ks} \hat{h}_{ik} Q_{rsp} - \hat{g}^{jk} (A_{kpi} + Q_{ilp} \hat{h}_l^l) \\
= \hat{g}^{jr} \hat{g}^{ks} \hat{h}_{ik} Q_{rsp} + \frac{1}{2} \hat{g}^{jk} (\hat{h}_k^q Q_{qpi} + \hat{h}_p^q Q_{kqi} - \hat{h}_i^q Q_{kpq}) - \hat{g}^{jk} Q_{ilp} \hat{h}_l^l \\
= \frac{1}{2} \hat{g}^{jr} \hat{g}^{ks} Q_{rsp} - \frac{1}{2} \hat{g}^{jk} \hat{h}_k^q Q_{qpi} + \frac{1}{2} \hat{g}^{jk} \hat{h}_p^q Q_{kqi} \\
= -\hat{g}^{jk} A_{pik}. \]

(v) Equation (27) follows by taking trace of (26).

(vi) Using (23) and (29), we have

\[ \partial_t \hat{u} = \partial_t G(\nu_F)(\nu_F, X) \]
\[ = G(\nu_F)(-\hat{\nabla} f, X) + G(\nu_F)(\nu_F, f \nu_F) + Q(\nu_F)(\partial_t \nu_F, \nu_F, X) \]
\[ = -\hat{\nabla}^k f G(\nu_F)(X, X_k) + f. \]

Using the Weingarten formula (16) and (29), we have

\[ \hat{\nabla}_i \hat{u} = \hat{\nabla}_i G(\nu_F)(\nu_F, X) \]
\[ = G(\nu_F)(\hat{\nabla}_i \nu_F, X) + G(\nu_F)(\nu_F, X_i) + Q(\nu_F)(\hat{\nabla}_i \nu_F, \nu_F, X) \]
\[ = \hat{h}_i^p G(\nu_F)(X_p, X). \]
Using also the anisotropic Codazzi formula (18), we have
\[ \hat{\Delta} \hat{u} + \hat{g}^{ik} A_{pik} \hat{\nabla}^p \hat{u} \]
\[ = \hat{\nabla}^i \left[ \hat{h}^p_i G(\nu_F)(X_p, X) + \hat{g}^{ik} A_{pik} \hat{h}^{pm} G(\nu_F)(X_m, X) \right] \]
\[ = \hat{\nabla}^i \hat{h}^p_i G(\nu_F)(X_p, X) + \hat{g}^{ik} A_{pik} \hat{h}^{pm} G(\nu_F)(X_m, X) \]
\[ + \hat{h}_p^q \left[ G(\nu_F)(-\hat{h}_p^q \nu_F + \hat{g}^{iq} \hat{g}^{r\sigma} A_{pqr} X_m, X) + \delta_p^q + Q(\nu_F)(\hat{h}^{iq} X_q, X_p, X) \right] \]
\[ = \left[ \hat{\nabla}^p \hat{h}_i^p + \hat{g}^{ps} \hat{h}^{ir} A_{sri} - \hat{g}^{ir} \hat{g}^{ps} A_{rsi} \right] G(\nu_F)(X_p, X) - |\hat{h}|^2 \hat{u} + H_F \]
\[ + \left[ \hat{g}^{iq} \hat{g}^{mr} \hat{h}_i^p A_{pqr} + \hat{g}^{mr} \hat{h}_i^p Q_{pqr} + \hat{g}^{ik} A_{pik} \hat{h}^{pm} \right] G(\nu_F)(X_m, X) \]
\[ = \hat{\nabla}^p H_F G(\nu_F)(X_p, X) - |\hat{h}|^2 \hat{u} + H_F \]
\[ + \left[ A_{rpq} + A_{pqr} + \hat{h}_p^q Q_{pqr} \right] \hat{g}^{mr} \hat{h}^{pq} G(\nu_F)(X_m, X). \]
A direct computation using (19) shows that
\[ A_{rpq} + A_{pqr} + \hat{h}_p^q Q_{pqr} = 0. \]
Therefore,
\[ \hat{\Delta} \hat{u} + \hat{g}^{ik} A_{pik} \hat{\nabla}^p \hat{u} = \hat{\nabla}^p H_F G(\nu_F)(X_p, X) - |\hat{h}|^2 \hat{u} + H_F. \]
It follows that
\[ \partial_t \hat{u} - \frac{1}{H_F^2} \left( \hat{\Delta} \hat{u} + \hat{g}^{ik} A_{pik} \hat{\nabla}^p \hat{u} \right) = \frac{1}{H_F^2} |\hat{h}|^2 \hat{u}. \]

**Remark 4.1.** We can reprove Proposition 2.1 in an alternative way by using Proposition 4.1. Indeed, formula (17) follows directly from (24). Using (26) and Lemma 3.2, we see easily
\[ \frac{d}{dt} \int_M H_F d\mu_F = \int_M (-f |\hat{h}|^2 - \hat{\Delta} f - \hat{g}^{ik} A_{pik} \hat{\nabla}^p f) + H_F^2 f d\mu_F \]
\[ = \int_M 2\sigma_2(\kappa^F) f d\mu_F. \]

We are now in a position to prove the a priori estimates for the flow (2). Let
\[ \hat{X}(\cdot, t) = e^{-\frac{1}{\kappa^F}} X(\cdot, t), \]
the rescaled hypersurfaces. In the following we use \( \sim \) to indicate the related geometric quantity of \( \hat{X} \).

The a priori bound for the graph function \( \rho(\cdot, t) \) follows by comparing with the homothetic solutions.

**Proposition 4.2.** There exist two positive constants \( r \) and \( R \), depending only on \( X_0 \), such that
\[ re^{\frac{1}{\kappa}} \leq |X(\cdot, t)| \leq Re^{\frac{1}{\kappa}} \text{ or } r \leq |\hat{X}(\cdot, t)| \leq R. \]
Proof. Since $X_0$ is star-shaped and closed, we can find $r$ and $R$ such that $$r\mathcal{W} \subset X_0 \subset R\mathcal{W}. $$

Since the anisotropic mean curvature of the hypersurface $\mathcal{W}$ is the constant $n$, and $\nu_F(\mathcal{W})$ is the same as its position vector, we know the flow starting from $\mathcal{W}$ is homothetical. Hence one can solve explicitly the solution of the flow starting from $r\mathcal{W}$ resp. as $r(t)\mathcal{W} \ (R(t)\mathcal{W}$ resp.), where $r(t) = re^{\frac{1}{n}t}$ and $R(t) = Re^{\frac{1}{n}t}$. Since the flow is parabolic, by the comparison principle, we have $X(\cdot, t)$ is bounded by $r(t)\mathcal{W}$ from below and by $R(t)\mathcal{W}$ from above. $\square$

We then prove the $C^1$ estimate.

**Proposition 4.3.** There exists some constant $C$, depending on $F, r, R$ and $\|\nabla^S\gamma(\cdot, 0)\|$, such that $$|\nabla^S\gamma|_0 \leq C. $$

Proof. As we mentioned before, the evolution equation for $|\nabla^S\gamma|^2$ does not behave well. We will use the evolution of $\tilde{u}$. In fact, we utilize $$\tilde{u} = e^{-\frac{1}{n}t}\hat{u}, $$
the anisotropic support function of the rescaled hypersurface $\tilde{X} = e^{-\frac{1}{n}t}X$.

It follows from (28) that

$$\partial_t \tilde{u} - \frac{1}{F} (\hat{\Delta} \tilde{u} + g^{ik}A_{pik}\nabla^p \tilde{u}) = \left( \frac{1}{F} [h^2 - \frac{1}{n}n] \right) \tilde{u}. $$

The elementary Cauchy-Schwarz inequality tells that $$\frac{1}{F} [h^2 - \frac{1}{n}n] \geq 0. $$
Using the maximum principle on (30), we see $$\tilde{u}(\cdot, t) \geq \min \tilde{u}(\cdot, 0) = \min \hat{u}(\cdot, 0), $$
which implies $$\hat{u}(\cdot, t) \geq e^{\frac{1}{n}t} \min \hat{u}(\cdot, 0). $$
In view of (22), we know that $$u(\cdot, t) \geq \frac{1}{\lambda} e^{\frac{1}{n}t} \min u(\cdot, 0). $$
Since $u = \frac{\rho}{\sqrt{1 + |\nabla^S\gamma|^2}}$, combining with the $C^0$ estimate we have $$|\nabla^S\gamma|(\cdot, t) \leq C, $$
where $C$ depends on $F, r, R$ and $\|\nabla^S\gamma(\cdot, 0)\|$. $\square$

Next we show the anisotropic mean curvature is uniformly bounded for $\tilde{X}(\cdot, t)$.

**Proposition 4.4.** There exists some constant $C$, depending on $F$ and the initial data of $X_0$, such that

$$\frac{1}{C} \leq \tilde{H}_F \leq C. $$
Hence the equation for where \( \lambda \parallel \nabla \) for (34):

\[
\partial_t (H_F \hat{u}) - \frac{1}{H_F} \left( \hat{\Delta} (H_F \hat{u}) + \hat{g}^{ik} A_{pi k} \hat{\nabla}^p (H_F \hat{u}) \right) + \frac{2}{H_F} \hat{\nabla}^i H_F \hat{\nabla}_i (H_F \hat{u}) = 0.
\]

It follows from the maximum principle that

\[
\min H_F \hat{u}(\cdot, 0) \leq H_F \hat{u}(\cdot, t) \leq \max H_F \hat{u}(\cdot, 0).
\]

\( H_F \hat{u} \) is scaling invariant, so

\[
\min \tilde{H} \tilde{u}(\cdot, 0) \leq \tilde{H} \tilde{u}(\cdot, t) \leq \max \tilde{H} \tilde{u}(\cdot, 0).
\]

The assertion now follows from Proposition 4.3. \( \square \)

In view of Proposition 4.2, 4.4, we see that \( \tilde{\rho}, \tilde{u} \) and \( \tilde{H}_F \) are uniformly bounded from above and below by positive constants. Therefore, we see readily that equation (20) is uniformly parabolic. However, because the equation (20) is fully nonlinear, we still need the \( C^2 \) estimate of \( \tilde{\rho} \).

It is quite hard to use the evolution equation for \( \hat{h}_i^j \), because the anisotropy brings technical difficulties. Here we realize that the anisotropic mean curvature is itself a quasilinear operator and we utilize several estimates from the theory of quasilinear elliptic or parabolic equations. In the following we denote by \( C^{k, \alpha} \) the space-time Hölder space, see e.g. [37] page 361.

If we write \( \tilde{\gamma} = \log \tilde{\rho} \), then \( \tilde{H}_F \) can be expressed in terms of \( \tilde{\gamma} \):

\[
\tilde{H}_F = \frac{1}{\tilde{\rho}} \sqrt{1 + |\nabla^S \tilde{\gamma}|^2} A_{ij}(\tilde{\nu}) \left( \delta_{ij} - \left( \sigma^{ik} - \frac{\tilde{\gamma}^i \tilde{\gamma}^k}{1 + |\nabla^S \tilde{\gamma}|^2} \right) \tilde{\gamma}_{jk} \right).
\]

Hence

\[
A_{ij}(\tilde{\nu}) \left( \sigma^{ik} - \frac{\tilde{\gamma}^i \tilde{\gamma}^k}{1 + |\nabla^S \tilde{\gamma}|^2} \right) \tilde{\gamma}_{jk} = \sum_i A_{ii}(\tilde{\nu}) - \tilde{\rho} \sqrt{1 + |\nabla^S \tilde{\gamma}|^2} \tilde{H}_F.
\]

Since \( |\nabla^S \tilde{\gamma}| \) and \( \tilde{H}_F \) are uniformly bounded, (33) is a uniformly elliptic equation.

Note that

\[
\tilde{\nu} = \frac{x - \nabla^S \tilde{\gamma}}{\sqrt{1 + |\nabla^S \tilde{\gamma}|^2}}.
\]

We write (33) as a general form of quasilinear equations:

\[
a_{ij}(x, \nabla^S \tilde{\gamma}) \tilde{\gamma}_{ij} + b(x, \tilde{\gamma}, \nabla^S \tilde{\gamma}) = 0.
\]

We note that \( a_{ij} \in C^1(M \times \mathbb{R}^n) \), \( b \in C^0(M \times \mathbb{R} \times \mathbb{R}^n) \) and we have the structural condition for (34):

\[
a_{ij}(x, \nabla^S \tilde{\gamma}) \xi^i \xi^j \geq \lambda |\xi|^2 > 0, \quad \forall \xi \in \mathbb{R}^{n+1} \setminus \{0\},
\]

\[
|a_{ij}(x, p)| + |D_{x_k} a_{ij}(x, p)| + |D_{p_k} a_{ij}(x, p)| + |b(x, z, p)| \leq \Lambda,
\]

where \( \lambda \) and \( \Lambda \) depend only on \( ||\tilde{\gamma}||_{C^1} \). It follows from [23], Chapter 13, Theorem 13.6 that \( ||\nabla^S \tilde{\gamma}||_{C^0} \leq C \). In turn, \( \tilde{u} \) has a \( C^\beta \) bound in \( x \).

Next we show that \( ||\tilde{H}_F||_{C^\beta} \leq C \) for some \( \beta \in (0, 1) \). In order to prove this, we look at the equation for

\[
P := H_F \hat{u}.
\]
We recall from (32) that $P$ satisfies
\begin{equation}
\partial_t P - \frac{1}{H_F}(\Delta P + \hat{g}^{ik}A_{pik} \hat{\nabla}^p P) + \frac{2}{H_F^2} \hat{\nabla}^i H_F \hat{\nabla}_i P = 0.
\end{equation}

The key observation is that equation (35) is a quasilinear parabolic equation of divergence form on the weighted manifold $(M, \hat{g}, d\mu_F = \varphi d\mu_0)$. We will use the classical parabolic PDE theory (30) to prove the Hölder continuity of $P$.

Let $\zeta \in C_c^\infty(B_\rho \times [0, T))$ be some cut-off function with values in $[0, 1]$ in some small ball $B_\rho \subset M$. Multiplying equation (35) with $\zeta^2 P$, integrating by parts over $X(\cdot, t) \times [t_0, t]$ for any $[t_0, t] \subset [0, T)$ and using Lemma 3.2, we obtain
\begin{equation}
\int_{t_0}^t \int_{B_\rho} \frac{1}{2} \zeta^2 P^2 d\hat{\mu}_F dt - \int_{t_0}^t \int_{B_\rho} \zeta \partial_t P^2 d\hat{\mu}_F dt
\end{equation}

\begin{equation}
= \int_{t_0}^t \int_{B_\rho} 2 \zeta^2 P \left( \hat{\Delta} P + \hat{g}^{ik}A_{pik} \hat{\nabla}^p P \right) - \frac{2}{H_F^2} \hat{\nabla}^i H_F \hat{\nabla}_i P d\hat{\mu}_F dt
\end{equation}

\begin{equation}
= \int_{t_0}^t \int_{B_\rho} -\frac{\zeta^2}{H_F^2} \hat{\nabla}^2 P^2 + \frac{2}{H_F^2} \hat{\nabla}^i \zeta \hat{\nabla}^i P d\hat{\mu}_F dt.
\end{equation}

In the first equality we also used
\begin{equation}
\partial_t d\hat{\mu}_F = \partial_t (e^{-t} d\mu_F) = e^{-t}(\partial_t d\mu_F - d\mu_F) = 0.
\end{equation}

By using the Hölder inequality in (36), we have
\begin{equation}
\int_{B_\rho} \frac{1}{2} \zeta^2 P^2 d\hat{\mu}_F \bigg|_{t_0}^t + \int_{t_0}^t \int_{B_\rho} \frac{\zeta^2}{2H_F^2} |\hat{\nabla}^2 P|^2 d\hat{\mu}_F dt
\end{equation}

\begin{equation}
\leq \int_{t_0}^t \int_{B_\rho} \frac{1}{2H_F^2} |\hat{\nabla}^2 P|^2 + ||\zeta||_2^2 \partial_t \zeta^2 P^2 d\hat{\mu}_F dt.
\end{equation}

Note that
\begin{equation}
\tilde{g}_{ij} = G(\tilde{\nu}_F)(\tilde{X}_i, \tilde{X}_j) = \frac{\partial^2 (F^0)^2}{\partial \xi^i \partial \xi^j} (\nu_F)(X_i^\alpha \tilde{X}_j^\beta).
\end{equation}

Because $F^0$ is a Minkowski norm, there exists a constant $C$, depending only on $F$, such that
\begin{equation}
\frac{1}{C} \langle \tilde{X}_i, \tilde{X}_j \rangle \leq \tilde{g}_{ij} \leq C \langle \tilde{X}_i, \tilde{X}_j \rangle.
\end{equation}

On the other hand, due to the $C^1$ estimate,
\begin{equation}
\frac{1}{C} \sigma_{ij} \leq \langle \tilde{X}_i, \tilde{X}_j \rangle \leq C \sigma_{ij}.
\end{equation}

Hence $\tilde{g}_{ij}$ and $d\hat{\mu}_F$ is uniformly bounded. Also from Proposition 4.4, $H_F$ is uniformly bounded. We find that estimate (37) is in a similar behavior as (30), Chapter V, (1.13). From the argument after (1.13) there, locally our quantity $P$ belongs to the space $B_2$ in (30), Chapter II. Therefore, by (30), Chapter II, Theorem 8.1, we obtain that
\begin{equation}
||P||_{C^\gamma} \leq C,
\end{equation}
for some $\gamma \in (0, 1)$. Particularly, since
\[ P = H_F \tilde{u} = \tilde{H}_F \tilde{u} \]
and $\tilde{u}$ has a $C^\alpha$ bound in $x$, we conclude that $\tilde{H}_F$ has a $C^\beta$ bound in $x$ for some $\beta \in (0, 1)$.

We return to equation (33) and find that both the coefficient and the RHS have some Hölder continuous bound. It follows from the classical elliptic Schauder theory that
\[ |\tilde{\gamma}|_{C^{2,\alpha}(S^n \times [0,T])} \leq C \text{ for some } \alpha \in (0, 1). \]

From (20) we know $\partial_t \tilde{\gamma}$ is uniformly bounded. Therefore
\[ |\tilde{\gamma}|_{C^2(S^n \times [0,T])} \leq C. \]

Now we have an uniformly parabolic and concave equation (20) for scalar function $\tilde{\gamma}$ with the a priori $C^2$ bound (in space-time). By standard fully non-linear parabolic PDE theory, we will have all the higher order a priori estimates and consequently the long time existence of the solution. Moreover, all the geometric quantities and their derivatives for $\tilde{X}$ are uniformly bounded.

It is left to show the convergence of the flow (2).

Let $\tilde{k}^F(x,t)$ be the anisotropic principal curvatures of $\tilde{X}(x,t)$. We know from our a priori estimates that $\tilde{k}^F(x,t)$ is uniformly bounded for all $t \in [0, +\infty)$.

Denote
\[ \mathcal{H}(t) := \int_M \tilde{H}_Fd\tilde{\mu}_F, \quad t \in [0, \infty). \]

We deduce from (8) that along the flow (2),
\begin{align*}
\frac{d}{dt} \mathcal{H}(t) &= \frac{d}{dt} \left\{ e^{\frac{1}{n} \int_M H_Fd\mu_F} \right\} \\
&= e^{\frac{1}{n} \int_M H_Fd\mu_F} \left( \int_M \frac{1-n}{n} H_F + 2\sigma_2(\tilde{k}^F) \frac{1}{\tilde{H}_F} d\mu_F \right) \\
&= \int_M \left( \frac{2\sigma_2(\tilde{k}^F)}{\tilde{H}_F} - \frac{n-1}{n} \tilde{H}_F \right) d\tilde{\mu}_F \\
&= -\int_M \frac{1}{\tilde{H}_F} \left| \tilde{h}^i_j - \frac{\tilde{H}_F}{n} \delta_{ij} \right|^2 d\tilde{\mu}_F \leq 0.
\end{align*}

Integrating (38) over $[0, T]$,
\begin{equation}
\mathcal{H}(0) - \mathcal{H}(T) = \int_0^T \int_M \frac{1}{\tilde{H}_F} \left| \tilde{h}^i_j - \frac{\tilde{H}_F}{n} \delta_{ij} \right|^2 d\tilde{\mu}_Fdt.
\end{equation}

Since $\mathcal{H}(T) > 0$ for all $T < \infty$, we see from (39) that
\begin{equation}
0 \leq \int_0^\infty \int_M \frac{1}{\tilde{H}_F} \left| \tilde{h}^i_j - \frac{\tilde{H}_F}{n} \delta_{ij} \right|^2 d\tilde{\mu}_Fdt \leq \mathcal{H}(0) \leq C.
\end{equation}
The integrand in (40) is uniformly continuous in $t$. Hence

$$\int_M \left| \hat{h}_i^j - \frac{\hat{H}_F}{n} \delta_{ij} \right|^2 d\tilde{\mu}_F \to 0 \text{ as } t \to \infty.$$  

It follows from the regularity estimates and the interpolation theorem that

$$\int_M \left| \hat{h}_i^j - \frac{\hat{H}_F}{n} \delta_{ij} \right|^2 \to 0 \text{ uniformly in } C^\infty \text{ as } t \to \infty.$$  

On the other hand, from the anisotropic Codazzi formula (18), we have

$$\check{\nabla}_j \hat{h}_i^j = \check{\nabla}_i \hat{H}_F + \hat{h}_l^j \hat{A}_{lij} - \hat{h}_i^l \hat{A}_{lj}.$$  

Thus

$$|\check{\nabla}_j \hat{h}_i^j - \check{\nabla}_i \hat{H}_F| \leq C \sum_j |\check{\kappa}_i^F - \check{\kappa}_j^F|, \text{ for any } i.$$  

We see from (41) that

$$|\check{\nabla}_j \hat{h}_i^j - \frac{1}{n} \check{\nabla}_i \hat{H}_F| \to 0 \text{ uniformly as } t \to \infty \text{ for any } i,$$

and

$$|\check{\kappa}_i^F - \check{\kappa}_j^F| \to 0 \text{ uniformly as } t \to \infty \text{ for any } i \neq j.$$  

From (42)-(44) we deduce that

$$|\check{\nabla} \hat{H}_F| \to 0 \text{ uniformly as } t \to \infty.$$  

It follows that

$$\hat{H}_F - n \kappa_0 \to 0 \text{ uniformly in } C^\infty \text{ as } t \to \infty.$$  

with some positive constant $\kappa_0$.

We will show next $P := \hat{H}_F \hat{u}$ converges to a constant. Note that $P$ is scaling invariant. Denote by

$$\mathcal{P}(t) := \int_M P d\tilde{\mu}_F.$$  

Let us recall the evolution equation (32) for $P$:

$$\partial_t P - \frac{1}{\hat{H}_F^2} \left( \check{\Delta} P + \check{g}^{ik} \check{A}_{pik} \check{\nabla}^\nu P \right) + \frac{2}{\hat{H}_F^2} \check{\nabla}^i \hat{H}_F \check{\nabla}_i P = 0.$$  

Integrating by parts with respect to $d\tilde{\mu}_F$, we have

$$\frac{d}{dt} \mathcal{P}(t) = 0.$$
This means $\mathcal{P}(t) = \mathcal{P}^*$ is a constant. On the other hand, multiplying (46) by $P$ and integrating by parts, we obtain

$$
\partial_t \int_M \frac{1}{2} |P(\cdot, t) - \mathcal{P}^*|^2 d\tilde{\mu}_F
= \partial_t \int_M \frac{1}{2} P(\cdot, t)^2 - \frac{1}{2} (\mathcal{P}^*)^2 d\tilde{\mu}_F
= - \int_M \frac{1}{H_F^2} |\nabla P|^2 \frac{1}{2} d\tilde{\mu}_F
\leq -C \int_M \frac{1}{2} |P(\cdot, t) - \mathcal{P}^*|^2 d\tilde{\mu}_F.
$$

In the last inequality we used the boundedness of $\tilde{H}_F$ and the Poincaré inequality.

It follows that

$$
\int_M \frac{1}{2} |P(\cdot, t) - \mathcal{P}^*|^2 d\tilde{\mu}_F \leq Ce^{-Ct}.
$$

The standard argument using the interpolation theorem, see e.g. [37] page 371, yields that

$$
\|P(\cdot, t) - \mathcal{P}^*\|_{C^k} \leq Ce^{-Ct} \quad \text{for any } k \geq 0.
$$

Combining (45) and (47), we see that

$$
\|\tilde{\hat{u}}(\cdot, t) - \mathcal{P}^*\|_{nK_0} \to 0 \quad \text{for any } k \geq 0.
$$

(48)

Note that we do not have exponential convergence for $\tilde{H}_F$. We can not get exponential convergence of $\tilde{\hat{u}}$ from (47). From (45) and (48), it is clear that $\mathcal{P}^* = n$.

To show the exponential convergence, we shall write the flow equation as a scalar equation for the anisotropic support function on $W$ for $t$ large. Because for $t$ large enough, the evolved hypersurfaces are strictly convex, we can reparametrize $X(\cdot, t) : W^n \to \mathbb{R}^{n+1}$ by its inverse anisotropic Gauss map $\nu^{-1}_F$. The anisotropic principal curvatures of $X$ are equal to the eigenvalues of the inverse of

$$
U_{ij} := \tilde{\nabla}^W_i \tilde{\nabla}^W_j \tilde{u} - \frac{1}{2} Q_{ijk} \tilde{\nabla}^W_k \tilde{u} + \tilde{u} \delta_{ij},
$$

where $\tilde{\nabla}^W$ is the covariant derivative with respect to $\tilde{g}$ on $W$. See [39]. The anisotropic support function $\tilde{u}$, viewed as functions on $W$, satisfies

$$
\partial_t \tilde{u} = \frac{1}{H_F} = \frac{\sigma_n}{\sigma_{n-1}} (U_{ij}),
$$

(49)

$$
\partial_t \tilde{\hat{u}} = \frac{1}{H_F} - \frac{\tilde{u}}{n} = \frac{\sigma_n}{\sigma_{n-1}} (\tilde{U}_{ij}) - \frac{\tilde{u}}{n}.
$$

Let

$$
\mathcal{U}(t) := \int_{W} \tilde{\hat{u}}(\cdot, t) d\mu_F,
$$

(49) and (47) tells us

$$
\left| \frac{d}{dt} \mathcal{U} \right| \leq Ce^{-Ct}.
$$

(50)
It follows from (50) that there exists a constant $U^*$ such that
\[ \|U(t) - U^*\| \leq C e^{-Ct}. \]  
(51)

On the other hand, using (49), (50), Lemma 3.2 and the Poincaré inequality, we deduce
\[ \frac{d}{dt} \int_W |\tilde{\hat{u}}(\cdot, t) - U(t)|^2 d\mu_F \]
\[ = \int_W 2\tilde{\hat{u}} \left[ \frac{\sigma_n}{\sigma_{n-1}} (\tilde{U}_{ij}) - \frac{\tilde{u}}{n} \right] - 2\mathcal{U}(t) \frac{d}{dt} \mathcal{U} d\mu_F \]
\[ \leq \int_W 2 \tilde{\hat{u}} \left( \Delta^W \tilde{\hat{u}} - \frac{1}{2} Q_{ik} \nabla^W_k \tilde{\hat{u}} \right) d\mu_F + Ce^{-Ct} \]
\[ = - \int_W 2 \tilde{\hat{u}} |\nabla^W \tilde{\hat{u}}|^2_{gW} d\mu_F + Ce^{-Ct} \]
\[ \leq -C \int_W |\tilde{\hat{u}}(\cdot, t) - U(t)|^2 d\mu_F + Ce^{-Ct}. \]

Thus
\[ \int_W |\tilde{\hat{u}}(\cdot, t) - U(t)|^2 d\mu_F \leq Ce^{-Ct}. \]  
(52)

Combining (51) and (52), and using the interpolation theorem, we see that
\[ \|\tilde{\hat{u}}(\cdot, t) - U^*\|_{C^k(W)} \leq Ce^{-Ct} \] for any $k \geq 0$.

Therefore, we proved that $\tilde{\hat{u}} : W \to \mathbb{R}$, as the anisotropic support function of $\tilde{X}$, converges exponentially to a constant in the $C^\infty$ topology. Note from (21) that
\[ \tilde{\hat{u}}(y, t) = \frac{\tilde{u}(x, t)}{F(x)}, \quad \text{for } x \in \mathbb{S}^n, \ y = DF(x) \in W. \]

Thus $\tilde{u} : \mathbb{S}^n \to \mathbb{R}$, as the usual support function of $\tilde{X}$, converges exponentially to $F : \mathbb{S}^n \to \mathbb{R}$ in the $C^\infty$ topology. Since a strictly convex hypersurface is uniquely determined by its support function as (6), we conclude that $\tilde{X}$ converges exponentially fast to a rescaling of $W$ in the $C^\infty$ topology, without any correction by translations. The proof of Theorem 1.1 is complete.

5. A Minkowski Type Inequality

In this section we prove Theorem 1.2.

Assume first $M$ is strictly $F$-mean convex, Let $X(\cdot, t), t \in [0, \infty)$ be the solution of (2) with $X(\cdot, 0) = M$ and $\tilde{X}(\cdot, t) = e^{-\frac{t}{\alpha_0}}X(\cdot, t)$. Theorem 1.1 tells that $\tilde{X}(\cdot, t)$ converges smoothly to a rescaling of $W$, say $\alpha_0W$. We see from (39) and (38) that
\[ \frac{d}{dt} \int_{\tilde{X}} d\tilde{u} = 0. \]  
(53)
\[ \frac{d}{dt} \int_{\tilde{X}} \tilde{H} d\tilde{u} \leq 0. \]  
(54)
Therefore, using (53) and (54),
\[
\int_X \tilde{H}_F d\tilde{\mu}_F \geq \int_{\alpha_0 W} H_F(\alpha_0 W) d\mu_F = \frac{n}{\alpha_0} \int_{\alpha_0 W} d\mu_F
\]
\[
= \frac{n}{\alpha_0} \left( \int_{\alpha_0 W} d\mu_F \right)^\frac{1}{n} \left( \int_{\alpha_0 W} d\mu_F \right)^{\frac{n-1}{n}}.
\]
On the other hand,
\[
\int_{W} d\mu_F = \int_{W} F(\nu) d\mu_g = \int_{\mathbb{R}^n} F(x) \det(A_F) d\mu_g = (n + 1) \text{Vol}(L).
\]
Therefore, at \( t = 0 \), we have
\[
\frac{1}{n} \int_M H_F F(\nu) d\mu_g \geq ((n + 1) \text{Vol}(L))^{\frac{1}{n}} \left( \int_{M} F(\nu) d\mu_g \right)^{\frac{n-1}{n}}.
\]
This is exactly (5) we desired. Equality holds if and only if equality in (38) holds, whence \( M \) is anisotropic umbilic, that is, \( M \) is a rescaling and translation of \( W \).

For general \( F \)-mean convex hypersurface, inequality (5) follows from the approximation. The same argument in [24] shows an \( F \)-mean convex hypersurface which attains the equality must be strictly \( F \)-mean convex hypersurface. Thus it must be a rescaling and translation of \( W \). The proof is complete.

6. DISCUSSION ON GENERAL INVERSE ANISOTROPIC FLOWS

By virtue of Gerhardt and Urbas’ result and Guan-Li’s result on the Alexandrov-Fenchel inequality, it is natural to consider
\[
\partial_t X = \frac{1}{f(\kappa^F)} \nu_F,
\]
for general positive speed function \( f \in C^0(\Gamma) \cap C^2(\Gamma) \), where \( \Gamma \) is some convex cone containing the positive cone. Assume \( f \) satisfies the following conditions:

(i) \( f \) is homogeneous of degree one on \( \Gamma \),
(ii) \( f \) is monotone, i.e. \( \frac{\partial f}{\partial \lambda_i} > 0 \) on \( \Gamma \),
(iii) \( f \) is concave, i.e. \( \frac{\partial^2 f}{\partial \lambda_i \partial \lambda_j} \leq 0 \) on \( \Gamma \),
(iv) \( f = 0 \) on \( \partial \Gamma \),
(v) \( f(1, \cdots, 1) = 1 \).

We are able to show the estimate up to \( C^1 \) for (55) with \( f \) satisfying (i)-(v) using our reformulation. Denote by \( f^{ij} = \frac{\partial^2 f}{\partial \lambda_i \partial \lambda_j} \).

The \( C^0 \) estimate follows directly by the comparison principle as in Proposition 4.2.
For the $C^1$ estimate, we still look at the evolution equation for $\tilde{u}$ for $\tilde{X} = e^{-t}X$. By similar computation as in Proposition 4.1, we have
\[
\partial_t \tilde{u} - \frac{1}{f^2} f^{ij} \left( \tilde{\nabla}_i \tilde{\nabla}_j \tilde{u} + A_{ij} \tilde{\nabla} \tilde{u} \right) = \left( \frac{1}{f^2} f^{ij} \hat{h}_i \hat{h}_j - 1 \right) \tilde{u} \geq 0.
\]

The same argument as in Proposition 4.3 shows that the graph function has a uniform $C^1$ bound.

Unlike the case of the IAMCF, there is no quasilinear form for general $f$ and we have to estimate the $C^2$ directly. This is a quite delicate problem since the evolution equation for either $h$ or $\hat{h}$ behaves messy due to the complexity of the anisotropic Gauss-Codazzi type equation (17) and (18). In [40], we are able to prove the $C^2$ estimate in some special cases when the initial hypersurface is assumed to be convex. It is quite interesting to study such inverse type anisotropic flow, especially the case for $f = \frac{\sigma_{k+1}}{\sigma_k}$, in view of the Minkowski inequality (3) for general $i < j$.
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