Identification of Fishing Vessel Types and Analysis of Seasonal Activities in the Northern South China Sea Based on AIS Data: A Case Study of 2018
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Abstract: In recent years, concern has increased about the depletion of marine resources caused by the overexploitation of fisheries and the degradation of ecosystems. The Automatic Identification System (AIS) is a powerful tool increasingly used for monitoring marine fishing activity. In this paper, identification of the type of fishing vessel (trawlers, gillnetters and seiners) was carried out using 150 million AIS tracking points in April, June and September 2018 in the northern South China Sea (SCS). The vessels’ spatial and temporal distribution, duration of fishing time and other activity patterns were analyzed in different seasons. An identification model for fishing vessel types was developed using a Light Gradient Boosting Machine (LightGBM) approach with three categories with a total of 60 features: speed and heading, location changes, and speed and displacement in multiple states. The accuracy of this model reached 95.68%, which was higher than other advanced algorithms such as XGBoost. It was found that the activity hotspots of Chinese fishing vessels, especially trawlers, showed a tendency to move northward through the year in the northern SCS. Furthermore, Chinese fishing vessels showed low fishing intensity during the fishing moratorium months and traditional Chinese holidays. This research work indicates the value of AIS data in providing decision-making assistance for the development of fishery resources and marine safety management in the northern SCS.
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1. Introduction

The South China Sea (SCS) has the highest diversity of marine species in China, and it provides a rich fishery resource. Because the SCS is a semienclosed environment, replenishment of the biological resources in the northern SCS from other marine areas is limited and the quantity of resources depends largely on the region’s internal primary productivity [1]. Owing to factors such as overfishing and destruction of the ecological environment, offshore fishery resources in the northern SCS are in serious decline. According to a report by the Center for Strategic and International Studies in 2018 [2]: “Since the 1850s, the total number of fishes in the northern SCS has decreased by 70–95%, and the fishing catch has decreased by 66–75% in the past 20 years.” To protect the remaining fishery resources and realize the sustainable development of the fishery, it is necessary to
understand the dynamics of fisheries through the monitoring and management of fishing vessels.

At present, the operational monitoring of fishing vessels is mainly done by two methods: satellite remote sensing and the Automatic Identification System (AIS). When remote sensing satellites are used to monitor fishing vessels, optical remote sensing and Synthetic Aperture Rader (SAR) images are used. Because of their high spatial resolution, optical satellites can directly monitor and identify fishing vessels during the daytime and obtain considerable information about the appearance of the vessels [3–5]. At night, information on the distribution of fishing vessels is obtained by detecting their lights (such as fish-collecting lights) [6–8]. Compared with optical satellites, radar-based satellite images are not affected by light or clouds and can monitor target ships 24 h a day under all weather conditions to obtain information on the position, geometry and direction of navigation [9–12]. For optical satellite images, Yang et al. [13] proposed a detection method based on sea surface feature analysis, using a linear function combining pixel and regional features to select candidate vessels on various sea surfaces. Shi et al. [14] presented an approach to detect ships in a “coarse-to-fine” manner, which enhances the separability between the vessel and the background mainly by converting the panchromatic image into a pseudo-hyperspectral format; a hyperspectral algorithm was used to quickly extract the target vessels. In research on ship monitoring with SAR images, based on the subaperture cross-correlation magnitude algorithm, Brekke et al. [15] added a sub-band extraction method to enhance the contrast between small target ships and the background sea, which was conducive to ship detection. A novel algorithm for nearshore ship detection based on multidirectional information from high-resolution SAR images was proposed by Hou et al. [16]. On the basis of the internal and external characteristics of nearshore ships and port areas, the method integrated multiple sources of information such as details of the shoreline and background, scattering mechanism, shape contour and deep feature information for nearshore target ship detection. Jin et al. [17] proposed a new lightweight patch-to-pixel convolutional neural network (CNN) for ship detection in polarimetric SAR images, which used dilated convolutions to expand the receptive field exponentially without adding model parameters.

Current research techniques can accurately detect target vessels at sea using satellite remote sensing, but it is difficult to identify the vessel type from the many targets. Additionally, because satellite remote sensing images can only capture the transient status of fishing vessels and have a long revisit period, it is difficult to continually monitor the navigational and fishing activities of fishing vessels in the long term.

The AIS is a shipboard communication device that sends real-time, uninterrupted information about a ship’s position and speed, for example [18,19]. The AIS is often used to prevent ship collisions. Conventional land-based AIS receives ship information up to 60 km offshore. Satellite-based AIS uses satellite platforms to carry AIS receivers, which can realize ship information monitoring anywhere in the world, especially in areas that lack land-based stations such as open oceans and polar regions. The use of land-based and satellite-based AIS receivers generates a large amount of AIS data, allowing for global dynamic monitoring of ships [20]. With improvement in AIS data processing methods, it is possible to mine and analyze the navigation, fishing and other activities of vessels in a certain region or even globally. This can provide evidence to determine the operational activities of fishing vessels as a whole.

Currently, research based on AIS data mining focuses on two aspects. The first concerns recognition of fishing vessel types. Kroodsma et al. [21] used a CNN algorithm to identify six types of fishing vessels, including trawlers, gillnetters, and longliners. Using speed as an observation variable, Souza et al. [22] developed three classification algorithms for trawlers, longliners and seiners. Huang et al. [23] constructed a fishing vessel trajectory recognition scheme using the feature engineering and machine learning schemes of XGBoost as its two key modules to identify nine types of fishing vessels. The second aspect extracted information such as fishing density and fishing catch from AIS.
data. Bertrand et al. [24] combined AIS data and fishing data to estimate the position of fishing operations for all *Engraulis ringens* purse seiners and used neural network algorithms to accurately identify 83% of the real fishing sets. They then combined the fishing set distribution with the stock distribution to analyze the association between them. By adding sensitivity analysis to the neural network classification results, Joo et al. [25] further improved estimates of the number and location of fishing events. Wang [26] extracted the vessel position points during active fishing from a threshold value determined by the speed frequency distribution. After reshaping the trajectories of fishing vessels in Zhoushan fishing grounds, these features were used to determine whether the fishing vessels were actively fishing.

Although existing studies have demonstrated some progress, most of these methods rely on speed and its related information to identify the type of fishing. They use relatively few identification features and cannot detect the differences among various types of fishing vessel in more detail. To identify the types of fishing vessels accurately, it is necessary to explore the characteristic differences among fishing vessel types more comprehensively.

Comprehensive and systematic monitoring of the current status of fishery resources exploitation in the northern SCS is required. The current research on fisheries in the northern SCS focuses on fishery statistics, including fishery development and industry data [27] such as the total economic output value of fisheries, the area of aquaculture, the production of major species, the number of fishing vessels and the number of employees. We could not find any analysis of the current behavior and activities of fishing vessels in the northern SCS using AIS data.

In light of the above problems, we first mined the multidimensional statistical features such as speed, heading and position in the AIS trajectory data. Using machine learning methods, we built an identification model for fishing vessel types to accurately classify the three main fishing vessel types in the northern SCS: trawlers, gillnetters and seiners. We applied the trained model to the AIS data in April, June and September 2018. We used a total of approximately 150 million data points to classify the operational type of fishing vessels in the northern SCS. On the basis of the classification results, we analyzed the spatial and temporal distribution characteristics of the three fishing vessel types and explored the seasonal activity pattern of Chinese fishing vessels. We aimed to provide a reference for the development and scientific management of fishery resources in the northern SCS.

The remainder of this paper is structured as follows: Section 2 introduces the characteristics of AIS data and details the preprocessing steps and contents of the dataset. Section 3 covers the construction of the sample set and the feature extraction process for the different types of fishing vessels. Section 4 explains the LightGBM classification algorithm and gives the classification results of fishing vessels in the SCS. In Section 5, the seasonal activity pattern of Chinese fishing vessels in the northern SCS is analyzed based on the classification results. Finally, Section 6 presents the conclusions.

2. Data and Preprocessing

In this section, we first introduce the AIS data used in this paper. On this basis, a detailed description of the data preprocessing procedure is given.

2.1. Data

AIS data provide ship information in near real-time, including static information, such as the Maritime Mobile Service Identity (MMSI, which is unique for each ship), ship’s length and width, IMO number, name, type, and dynamic information such as the time stamp, position (latitude and longitude), speed, heading, destination and draught [28,29]. The AIS data used in this paper were received from vessels in the northern SCS (Figure 1) in 2018. The data were purchased from a commercial company (http://e.boloomo.com/ (accessed on 5 May 2021)), which can provide all AIS information of all ships in the world received by satellite, shore-based AIS receivers.
To study the seasonal activity pattern of fishing vessels in the northern SCS, April (spring), June (summer) and September (autumn) were selected as typical months for analysis. In April, the gradual increase in the water temperature leads to vigorous fish growth and fishery resources are abundant in the SCS. In June, the Chinese fishing season is closed in the northern SCS. According to Chinese law, from 12:00 a.m. on May 1 to 12:00 p.m. on August 16, all types of fishing vessels except vessels with fishing tackle, as well as auxiliary vessels that provide support services for fishing vessels, are required to remain ashore. September is the peak season for fishery production, following the growth of juvenile fish in the closed season.

![Figure 1. Map of the northern South China Sea (14°N–23.3°N, 105°E–118°E).](image)

2.2. Data Preprocessing

Before the AIS data could be used, they were filtered. First, AIS data outside the study area were removed based on the vessel’s positional information. The AIS defines multiple vessel types based on a unique type code [30]. In this paper, only fishing vessels were of interest (type code = 30); the AIS data for fishing vessels was filtered according to the type code.

Errors and incomplete data remained in the data set after the above processing. These were removed using the following process [31]:

Step 1: duplicate data were removed (identical vessel, time, and location) [32].

Step 2: AIS data with a speed greater than 12 knots were removed. In the work of [22], the AIS data with speed greater than 20 knots were regarded as outliers. However, data analysis revealed that there were few data with speeds greater than 12 knots in our AIS data, and the speed of all types of fishing vessels was usually 0–12 knots [23]. Therefore, the threshold of outliers was set to 12 knots.

Step 3: AIS data in the anchorage area, within three nautical miles from ports, and in the Qiongzhou Strait, were removed [33]. The fishing vessels in these areas are densely distributed and mostly at anchor or getting underway, which may adversely affect the classification of fishing vessel types.

Step 4: fishing vessels with less than 300 AIS track data points in total were removed. When there are not enough AIS data points for a vessel, the activity behavior of that fishing vessel cannot be accurately judged. According to the work of Ferra et al. [34], the threshold value was set to 300.

Table 1 shows the amount of AIS data before and after each step of the preprocessing operation. The ratio represents the comparison between the number of AIS data points before and after each step of the operation.
Table 1. Comparison of Automatic Identification System data volume before and after pre-processing steps.

| Step     | Pre-Processing/ Points | After-Processing/Points | The Ratio |
|----------|------------------------|-------------------------|-----------|
| Step 1   | 219,460,183            | 201,064,402             | 91.62%    |
| Step 2   | 201,064,402            | 201,011,510             | 99.97%    |
| Step 3   | 201,011,510            | 183,509,291             | 91.29%    |
| Step 4   | 183,509,291            | 149,589,489             | 81.52%    |

3. Fishing Vessel AIS Sample Set and Feature Extraction

This section first briefly introduces the characteristics of trawlers, gillnetters and seiners and describes the process of constructing the AIS sample set. Then the proposed process of feature analysis and extraction for fishing vessels are described in detail.

3.1. Sample Set

Trawlers, gillnetters and seiners are the main types of fishing vessels in the northern SCS [27]. In 2017, the fishing production of trawlers accounted for 41% of the total fishing production in the South China Sea, gillnetters accounted for 38% and seiners accounted for 15%. These three fishing techniques are mature and stable with a long history and have been adopted by most countries around the world, especially in Southeast Asia [35–39]. So, this work focuses on the identification of these three fishing vessel types.

Trawlers drag or pull trawls behind the vessel either on the sea floor (bottom trawling) or in the water column (pelagic or midwater trawling) [35]. A trawler may also operate two or more trawl nets simultaneously. Trawling is the active pursuit of fish, with a wide fishing range and high efficiency. The fishing targets are mainly valuable aquatic animals, such as fish, cephalopods, shrimps and crabs. Characteristically, the fishing vessel sails to the target fishing ground at a high speed and then slows down to release the net. After the nets are released, the fishing vessel drags the nets to catch the fish. In this process, the speed of the vessel is lower than the sailing speed and the change in heading is relatively large. The schematic diagram of a trawler is shown in Figure 2a.

Gillnetters lay long ribbon-shaped nets vertically in the sea [40]. When fish try to cross the net, they are trapped in the mesh or entangled in the netting. After the nets are laid, gillnetters either moor or move slowly with the gear, generally at a speed of less than 2 knots. Their course may deviate to the left or right because of wind and waves. When the float at the top of the net begins to jiggle vigorously, the net is slowly pulled in. The entangled fish are pulled up, shaken out of the net, and thrown into the hold. The net is then reset, and the process begins again. The schematic diagram of a gillnetter is shown in Figure 2b.

The purse seines of seiners are horizontal nets that are deployed to hang vertically from floats around schooling fish on or near the surface by the vessel or by a separate skiff [41]. During the operation, the net surrounds a dense school of fish, forcing the fish to enter the fishing capsule of the net, and the net is pulled in to catch fish. The schematic diagram of a seiner is shown in Figure 2c.

Figure 2. The schematic drawing of a trawler(a), a gillnetter(b) and a seiner (c).
To obtain an effective and labeled sample data set, first the names of the three fishing vessel types were searched from the fishing vessel registration information officially published by the marine fishery management agencies and the official websites of fishing companies. Then, the MSSI of each ship was obtained from the China Ports Net (http://ship.chinaports.com/ (accessed on 5 May 2021)) according to the ship name, and the AIS data of the fishing vessels were derived from the AIS database according to the MSSI. The final dataset had 3160 trawlers, 2635 gillnetters and 3240 seiners in the AIS sample data. The complete construction process of the sample data set is shown in Figure 3.

Figure 3. Collection process for the Automatic Identification System sample dataset. (a) Details of a trawler named YUEZHUYU30066 were obtained from the website of Ningbo Dajiang Shipbuilding Co. Ltd (http://www.nbdjcy.com/content/?828.html (accessed on 5 May 2021)). (b) The MMSI number of the trawler was identified through the fishing vessel query website of China Ports Net. (c) The ship’s activity track in April 2018 was derived from the AIS database based on the MSSI. It should be noticed that the trajectories of all three types are shown in the Figure 6.

3.2. Analysis and Extraction of Fishing Vessels

To explore the differences in behavioral trajectories of different fishing vessel types more accurately, this paper extracted three major types of features from the AIS data: holistic features for speed and heading, features on position change and features for speed and displacement in multiple states. These were used for more precise recognition of fishing vessel types.

3.2.1. Holistic Characteristics of Speed and Heading

The continuous speed and heading changes of different fishing vessel types showed different characteristics, but were similar for the same fishing vessel type [32]. We analyzed the AIS trajectory data in the sample dataset separately, according to their categories, and plotted the frequency histograms and box diagrams of speed and heading for the different types of fishing vessels.

From Figure 4a, it can be seen that the frequency histograms of speed show an obvious bimodal distribution pattern at 0 knots and 4 knots: the difference between the values of the two peaks is relatively large, and the left peak is higher than the right peak. After discussing with experienced fishermen, we learned that the three types of fishing vessels without fishing float on the sea for a rest to save fuel. In addition, after lowering drift gillnets, the unpowered gillnetters move at a relatively low speed under the action of wind and wave. This situation may last from a few minutes to the greater part of the day, depending on current, weather and the number of fish being caught. The trawlers mostly drag nets to catch fish at speeds of about 4 knots. The seiner encircle the school at a speed of approximately 3 to 4 knots after a school of fish is located. According to the distribution of the peaks, three split lines are marked in Figure 4a: 0.6 knots, 2.5 knots and 6.0 knots, respectively. The three split lines divide the ship’s speed into four partitions. Compared with speed, the frequency histograms of heading for the three types of fishing vessels in Figure 4b were more similar and approximated a single-peak distribution. From Figure 5, it can be seen that the statistics of the mean, standard deviation, the lower, median and
upper quartile were able to capture the differences between the three fishing vessels in terms of speed and heading. The corresponding values of the statistics are shown in Table 2.

Figure 4. Frequency histograms of speed (a) and heading (b) for trawlers, gillnetters and seiners.
Figure 5. Box diagrams of speed (a) and heading (b) for trawlers, gillnetters and seiners.

Table 2. Statistical values corresponding to the box diagrams of the speed and heading for trawlers, gillnetters and seiners.

| Statistics          | Trawler | Speed/Knots | Gillnetter | Seiner | Heading/° | Trawler | Gillnetter | Seiner |
|---------------------|---------|-------------|------------|--------|-----------|---------|------------|--------|
| mean                | 3.14    | 1.47        | 2.49       | 113.39 | 3.12      | 57.12   | 84.88      | 110.09 |
| STD                 | 2.41    | 2.34        | 2.89       | 107.2  | 80.00     | 79.46   | 109.09     | 110.09 |
| lower quartile      | 0.92    | 0.11        | 0.22       | 0.00   | 0.00      | 0.00    | 11.00      | 11.00  |
| median              | 3.29    | 0.32        | 1.19       | 84.00  | 0.00      | 0.00    | 11.00      | 11.00  |
| upper quartile      | 4.21    | 1.78        | 3.72       | 219.00 | 90.00     | 90.00   | 180.00     | 180.00 |

Statistics, such as the mean, lower quartile, median and upper quartile, can be used to characterize data trends. Among them, the mean, also known as the “arithmetic mean”, refers to the average of the sample data. It is the most commonly used basic statistic. The standard deviation (STD) and dispersion coefficient can be used to characterize the discrete trend of the data. The STD is the most commonly used. The larger the sample STD, the greater the probability that the sample value deviates from the sample mean.

From Table 2, it can be seen that the mean, STD, lower quartile, median and upper quartile of speed and heading had large differences for trawlers, gillnetters and seiners, which were caused by the different operational methods. When fishing, gillnetters are mainly affected by wind and waves with small amplitude movements, which makes the five statistical values for their speed and heading much smaller than those of others. Therefore, we calculated these five statistics for the speed and heading in the AIS trajectory data of fishing vessels, which constituted a 12-dimensional feature vector, labeled F1–F12, which could be used to represent the difference in the holistic characteristics of speed and heading.
3.2.2. Characteristics of Location Changes

Significant differences in the trajectories of different types of fishing vessels were observed (as shown in Figure 6). Trawlers mainly relied on sailing to drag the fishing gear. During a single operation, the trawl was generally towed in one direction, so the trajectory showed continuous changes of direction over a short time. Figure 6a clearly demonstrates that the trajectory of this trawler was crisscrossed east-west, and the fishing site was relatively large but concentrated. The working locations of gillnetters were generally far away from port and not continuous in space. During fishing, the operation track of gillnetters was relatively straight and tight (Figure 6b). For seiners, Figure 6c shows that their fishing areas were usually far from port, and the operation was carried out by a single vessel releasing the net and then returning to the origin, so a single operation trajectory of a seiner resembles a closed loop.

Figure 6. Fishing trajectory of a trawler (a), gillnetter (b) and seiner (c), where different colors are used to indicate speed intervals.
To further explore the characteristics of the position changes of the three fishing vessels during fishing operations, the change curves of the latitude and longitude values in the AIS data were plotted (Figure 7). Because the trajectories generally showed continuous east-west or north-south variations, the longitude of the trawler was more variable, random and irregular compared with the latitude in (Figure 7a). Figure 7b,c show that the changes in longitude and latitude were more synchronized for gillnetters and seiners, especially for gill net vessels. However, compared with the other vessels, the fishing sites of the gillnetters were more scattered.

Figure 7. Latitude and longitude change curves of a trawler (a), gillnetter (b), and seiner (c).

On the basis of the above analysis, to characterize the positional change of different types of fishing vessels accurately, we calculated for each vessel the positional change at each moment, that is, we calculated the longitude and latitude change values. The mean, lower quartile, median, upper quartile, STD and dispersion coefficient of the change values were calculated, which constituted a total of 12 features showing the positional change of fishing vessels labeled as F_13–F_24.

3.2.3. Classification Features in Multiple States

To explore the characteristic differences in dynamic information, such as speed and displacement, of different fishing vessel types in different states, such as fishing and sailing, we divided the fishing vessel tracks into multiple states by segmenting the speed and displacement. The specific operations were as follows.

According to the three split lines labeled in Figure 4a, the sailing speed of fishing vessels was divided into four segments, (0.0 knots, 0.6 knots), (0.6 knots, 2.5 knots), (2.5 knots, 6.0 knots) and (6.0 knots, 12 knots). We calculated the statistical values, including the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of each
vessel in the four speed segments. These were used to represent the differential characteristics of the speed in different states. These characteristics constituted 24 features, labeled as F₁₋₄.

To extract features that could characterize the displacement differences in multiple states, we first calculated the displacement per second based on the latitude and longitude in the AIS data, which was the average displacement per second between trajectory data points at adjacent times. The calculation formula is as follows:

\[
s = 2 \cdot R \cdot \arcsin\left(\frac{\sin^{2}\left(\frac{|y_{i+1} - y_{i}|}{2}\right) + \cos(x_{i}) \cdot \cos(x_{i+1}) \cdot \sin^{2}\left(\frac{|x_{i+1} - x_{i}|}{2}\right)}{(t_{i+1} - t_{i})}\right)
\]

where \(x_{i}, x_{i+1}\) denotes the longitude of the adjacent moment, \(y_{i}, y_{i+1}\) denotes the latitude of the adjacent moment, \(t_{i}, t_{i+1}\) denotes the time stamp and \(R\) is the Earth’s radius.

According to the segmental speeds, the segmental displacements per second were 0.3, 1.3, 3.1 and 6.2 m (1 knot = 0.514 m/s). The displacements per second of fishing vessels were divided into four segments (0.0 m, 0.3 m), (0.3 m, 1.3 m), (1.3 m, 3.1 m) and (3.1 m, 6.2 m). The mean, lower quartile, median, upper quartile, STD and dispersion coefficient of the displacement in each displacement section formed 24 features, labeled as F₁₋₂₄, which represented the displacement differences of different fishing types under different states.

Having completed the extraction of mean, lower quartile, median, upper quartile, STD and dispersion coefficient features for speed, heading, latitude and longitude variations and displacement, we constructed a 72-dimensional feature vector. Compared with the feature extraction based on speed alone in traditional methods, this feature vector not only included speed but also features such as heading and position changes, which characterize the feature differences of different types of fishing vessels in a multidimensional fashion. The detailed description is shown in Table 3.

| Feature | Description |
|---------|-------------|
| F₁, F₂, F₃, F₄, F₅, F₆ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of speed |
| F₇, F₈, F₉, F₁₀, F₁₁, F₁₂ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of heading |
| F₁₃, F₁₄, F₁₅, F₁₆, F₁₇, F₁₈ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of \(\Delta \text{lon} - x₀\) |
| F₁₉, F₂₀, F₂¹, F₂₂, F₂₃, F₂₄ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of \(\Delta \text{lat} - y₀\) |
| F₂₅, F₂₆, F₂₇, F₂₈, F₂₉, F₃₀ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of speed segment (0 knots, 0.6 knots) |
| F₃₁, F₃₂, F₃₃, F₃₄, F₃₅, F₃₆ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of speed segment (0.6 knots, 2.5 knots) |
| F₃₇, F₃₈, F₃₉, F₄₀, F₄₁, F₄₂ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of speed segment (2.5 knots, 6 knots) |
| F₄₃, F₄₄, F₄₅, F₄₆, F₄₇, F₄₈ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of speed segment (6 knots, 12 knots) |
| F₄₉, F₅₀, F₅₁, F₅₂, F₅₃, F₅₄ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of displacement segment (0 m, 0.3 m) |
| F₅₅, F₅₆, F₅₇, F₅₈, F₅₉, F₆₀ | the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of displacement segment (0.3 m, 1.3 m) |
the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of displacement segment 

\((1.3m, 3.1m)\)

\(\text{the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of displacement segment} \ (3.1m, 6.2m)\)

4. Identification of Fishing Vessel Type Based on AIS Data

In this paper, we used the Light Gradient Boosting Machine (LightGBM) algorithm to identify fishing vessel types. In this section, we first introduce the basic rationale of LightGBM. Then the process of feature selection and evaluation results of the performance of the classification model are described.

4.1. LightGBM Model

LightGBM is an efficient gradient boosting decision tree (GBDT) algorithm proposed by Microsoft Research Asia\([42, 43]\). Compared with GBDT, LightGBM has the advantages of faster training efficiency, lower memory usage, higher accuracy, support for parallel and GPU computing and can meet the needs of large-scale data processing, which can overcome the traditional boosting algorithm’s disadvantages in scalability and running speed. It is now widely used in classification, regression and sorting applications [44–48].

LightGBM adopts two methods, Gradient-based One-Side Sampling (GOSS) and Mutually Exclusive Feature Bundling (EFB), to improve the training and learning speed. Algorithm 1 illustrates the LightGBM method.

**Algorithm 1. The LightGBM algorithm**

**Input:** Training set: \(T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}\); differentiable loss function: \(L(y, f(x))\); number of iterations: \(M\); sampling rate of large gradient data: \(f\); sampling rate of small gradient data: \(z\);

**Output:** LightGBM model \(\hat{f}(x)\);

1) Combine the mutually exclusive features of XI (not accepting nonzero features at the same time) through the exclusive feature binding (EFB) technology;

2) Set \(f_0(x) = \arg\min \sum L(y, f)\);

3) For \(m = 1\) to \(M\) do

4) Calculate the absolute value of the gradient:

\[r_i = \frac{\partial L(y, f(x))}{\partial f(x)}, \quad i = 1, \ldots, N\]

5) Resample the dataset using gradient-based one-sided sampling process:

\[\text{highN} = f \times \text{len}(T)\text{; randN} = z \times \text{len}(T)\text{; sorted = GetSortedIndices(abs(r)); } F = \text{sorted}[1: \text{highN}];\]

\[Z = \text{RandomPick(sorted[highN : len(T)], randN)}; T' = F + Z;\]

6) Calculate IG

\[V_I(d) = \frac{1}{n} \left( \frac{1}{n_{\text{left}}} \sum r_i + \frac{1 - a}{b} \sum r_i \right)^2 + \left( \frac{1}{n_{\text{right}}} \sum r_i + \frac{1 - a}{b} \sum r_i \right)^2\]

7) Build a new decision tree \(f_{m}(x)\) on the set \(T'\);

8) Update \(f_{m}(x) = f_{m-1}(x) + f_m(x)\)

9) END of for

10) Return \(\hat{f}(x) = f_m(x)\)

Given a training set, \(X = \{(x_i, y_i)\}_{i=1}^n\), the goal of LightGBM is to find the approximate value \(\hat{f}(x)\) of a certain function \(f(x)\) to minimize the expected value of a certain loss function \(L(y, f(x))\), as shown below:
\[ f(x) = \arg \min_{y,x} E_{y,x} L( y, f(x)) \]  

LightGBM integrates many classification and regression trees to approximate the final model, which is:

\[ f_T(X) = \sum_{t=1}^{T} f_t(X), f_t \in \Gamma \]  

where \( f_t \) represents the \( k \)th decision tree and \( \Gamma \) is the set of all trees. The regression tree can be represented as \( \omega_{g(x), q = \{1, 2, \ldots, J\}}, J \) is the number of leaves, \( q \) represents the decision rules of the tree, and \( \omega \) represents the sample weights of leaf nodes.

\[ G_t = \sum_{i=1}^{n} \left( g_i f_t(x_i) + \frac{1}{2} h_i f_t^2(x_i) \right) = \sum_{j=1}^{j} \left( \sum_{i \in I_j} g_i \right) \omega_j + \frac{1}{2} \left( \sum_{i \in I_j} h_i + \lambda \right) \omega_j^2 \]  

where \( g_i \) and \( h_i \) represent the first and second-order gradient statistics of the loss function. Consider \( I_j \) represents the sample set of leaf \( j \).

Given the tree structure \( q(x) \), the optimal leaf weight fraction \( \omega^*_j \) and the extreme value \( G^*_T \) on each leaf node are as follows:

\[ \omega^*_j = -\frac{\sum_{i \in I_j} g_i}{\sum_{i \in I_j} h_i} \]  

\[ G^*_T = -\frac{1}{2} \sum_{j=1}^{J} \frac{\left( \sum_{i \in I_j} g_i \right)^2}{\sum_{i \in I_j} h_i + \lambda} \]  

The objective function after adding the split is:

\[ G = \frac{1}{2} \left[ \frac{\left( \sum_{i \in I_L} g_i \right)^2}{\sum_{i \in I_L} h_i + \lambda} + \frac{\left( \sum_{i \in I_R} g_i \right)^2}{\sum_{i \in I_R} h_i + \lambda} + \frac{\left( \sum_{i \in I_L} g_i \right)^2}{\sum_{i \in I_L} h_i + \lambda} \right] \]  

where \( I_L \) and \( I_R \) are the sample sets of the left and right branches, respectively, and \( \lambda \) is the coefficient of the penalty model.

LightGBM has greater improvement in accuracy compared with the traditional GBDT algorithm due to the adoption of level-wise tree growth, which enables trees to form with a more complex structure. However, this structure is prone to overfitting. It is necessary to control the number of leaf nodes and other hyperparameters of the LightGBM before training the model. In our experiment, a Bayesian optimization method was adopted to find the parameters that gave the LightGBM the best performance. By iterating the results based on different hyperparameter values until convergence to the highest value of the objective function, the Bayesian approach is able to approximate the optimal hyperparameters of the model accurately and quickly. The following parameters of LightGBM were optimized and controlled with the Bayesian hyperparameter method:

- num_leaves: the number of leaf nodes, which can adjust the complexity of the model;
- learning_rate: the impact of the learning level of each tree on the final result, which controls the learning progress of the model during the iteration;
- n_estimators: increasing the number of iterations within a reasonable range can help the model to converge.
Table 4 lists the LightGBM parameters, their value range, and optimal parameter values. These parameters were optimized using the Bayesian method in the proposed model, and other parameters were default values.

Table 4. Parameter settings for the light gradient boosting machine (LightGBM) algorithm.

| Parameter     | Range of Values | The Best-Optimized Parameters |
|---------------|-----------------|------------------------------|
| learning_rate | {0.01,0.5,0.01} | 0.05                         |
| n_estimators  | [5,100,5]       | 45                           |
| num_leaves    | [1000,25000,1000] | 20000                       |

In section 3, we explained how through feature extraction, the mean, lower quartile, median, upper quartile, STD and dispersion coefficient of the variation of speed, course, longitude and latitude, and displacement were extracted, and 72-dimensional feature vectors were constructed. However, not all features contributed to the classification, and some features conflicted with each other. Therefore, we used the feature importance function provided by the LightGBM algorithm to evaluate the features. The importance indicates the occurrence of the feature in the construction classification tree and is defined as the following equation:

\[
G = \frac{1}{2} \left( \frac{\sum_{i \in L} g_i}{\sum_{i \in L} h_i + \lambda} + \frac{\sum_{i \in R} g_i}{\sum_{i \in R} h_i + \lambda} + \frac{\sum_{i \in L} g_i}{\sum_{i \in R} h_i + \lambda} \right) - \gamma
\]

where \(\gamma\) is regularization on the additional leaf, and Gain records the number of times each feature causes the classification tree to split, which is an indicator of the feature’s contribution to the classification. Then, we sorted the 72 features according to their importance scores, as shown in Figure 8.
We found that features $F_{43}$–$F_{48}$, related to the speed (6 knots, 12 knots), and features $F_{67}$–$F_{72}$, related to the displacement (3.1 m, 6.2 m) had relatively low importance, and hardly contributed to the classification. This was due to the fact that when the speed and displacement were in these two groupings, the fishing vessel was sailing at high speed and there was no significant difference in the behavior of all fishing vessel types in this state. Therefore, we removed features $F_{43}$–$F_{48}$ and $F_{67}$–$F_{72}$ and calculated the other features.
for each fishing vessel from the AIS trajectory data, generating a 60-dimensional feature vector. This feature vector was fed into the tuned LightGBM model, and the three classifiers were trained for three types of fishing vessels. For the vessels to be classified, each classifier generated the probability that the fishing vessel belonged to the corresponding type, and then identified the fishing vessel as the type with the highest probability.

4.2. Classification Accuracy Assessment

Cross-validation (CV) was used to evaluate the performance of the proposed fishing vessel type classification model [49]. K-Fold-CV is a statistical analysis method used to evaluate the implemented effect of machine learning models. In this paper, the model was assessed using a five-fold CV method. The dataset was randomly divided into five different subsets of the same size. For each validation stage, one subset (20%) was used as the test dataset, while the remaining four subsets (80%) were used for training. This process was repeated five times until each subset was used.

To evaluate the performance of the fishing vessel classification model, accuracy, precision, recall and the F1-score were considered. Accuracy is the most common evaluation index, which is the ratio of the number of samples correctly classified by the classifier compared to the total. Precision is a measure that indicates the proportion of true positive samples among the positive cases determined by the classifier, while recall reflects the proportion of correctly determined positive cases to the total positive cases. Recall with a high result indicates a low percentage of false negatives (FN), while precision with a high score indicates a low percentage of false positives (FP). Precision and recall with high percentages show that the model accurately returns the classification results [50]. The F1-score is the harmonic average of precision and recall, with a maximum of 1 and a minimum of 0. Table 5 shows the performance evaluation results of the classification model.

| Fold no. | Accuracy | Precision | Recall | F1_score |
|----------|----------|-----------|--------|----------|
| 1        | 0.9568   | 0.9562    | 0.9579 | 0.9569   |
| 2        | 0.9558   | 0.9551    | 0.9567 | 0.9557   |
| 3        | 0.9563   | 0.9557    | 0.9571 | 0.9563   |
| 4        | 0.9573   | 0.9568    | 0.9583 | 0.9574   |
| 5        | 0.9579   | 0.9573    | 0.9589 | 0.9579   |
| AVG      | 0.9568   | 0.9562    | 0.9578 | 0.9568   |

As shown in Table 5, the average accuracy score of the model was 95.68%, which was the percentage of correctly classified fishing vessels from the total number of fishing vessels classified. This shows the suitability of the method proposed in this paper to identify the type of fishing vessel. The average recall of the method was 95.78%, which indicates that the method was able to correctly classify more than 95% of the fishing vessel types with low FNs. The average F1-score was 95.68%, suggesting that the results obtained with the five-fold coefficient of variation method were consistent.

For further evaluation, we compare the proposed method with other advanced machine learning methods, such as logistic regression (LR) [51], support vector machine (SVM) [52], XGBoost [53], k-nearest neighbor (KNN) [54] and CatBoost [55]. The performance was evaluated in terms of the accuracy, precision, recall and F1-score. Table 6 shows that all the classifiers achieved high classification accuracy, which confirms that our feature vectors are effective. However, the classification method based on the LightGBM outperformed all the other methods (Table 6). The confusion matrix of the classification effect of each method is shown in Figure 9.
Table 6. Performance comparison of the suggested approach with other machine learning algorithms.

| Classifier     | Accuracy | Precision | Recall | F1_score |
|----------------|----------|-----------|--------|----------|
| KNN            | 0.9236   | 0.9141    | 0.8981 | 0.9053   |
| SVM            | 0.8325   | 0.8070    | 0.7711 | 0.7835   |
| XGBoost        | 0.9456   | 0.9414    | 0.9236 | 0.9317   |
| Logistic regression | 0.8610   | 0.8596    | 0.8626 | 0.8597   |
| CatBoost       | 0.9265   | 0.9197    | 0.8973 | 0.9071   |
| LightGBM       | 0.9568   | 0.9562    | 0.9578 | 0.9568   |

Figure 9. Normalized confusion matrices of classification for trawlers, gillnetters and seiners obtained by the different classifiers. The five classifiers are (a) KNN, (b) SVM, (c) XGBoost, (d) Logistic regression, (e) CatBoost and (f) LightGBM.

Although our sample dataset only had AIS data for three types of fishing vessels—trawlers, gillnetters and seiners—the AIS dataset to be classified contained track data for all fishing vessels in the study area, which included categories such as fishing transport vessels, line fishing vessels, and square netters. Before applying the trained classification model to the AIS dataset to be classified, we categorized these fishing vessels as “other” according to the following criteria, which were based on empirical values and the results of many experiments:

(a) the maximum value among the predicted values of the three types was less than 0.5; and
(b) the difference between the maximum and the larger value among the predicted values of the three types was less than 0.2.

For example, the probability of a fishing vessel’s type being predicted as a trawler, gillnetter, and seiner was 0.42, 0.25 and 0.33, respectively, which meets the above criterion (a), and its type was judged to be “other”.

We applied the trained classification model to the AIS dataset of all fishing vessels in the northern SCS in April, June and September 2018 and obtained the number of trawlers, gillnetters, seiners and other categories of fishing vessels in each month (Figure 10).
To verify the validity of the above classification criteria and the accuracy of the classification results of fishing vessels in the northern SCS, we randomly selected 200 fishing vessels from each of the four types of fishing vessels in the April classification results. In total, 800 fishing vessels were selected as the validation set. The official registered operation type of each fishing vessel was queried, and the statistical results are shown in Table 7.

Table 7. Statistical results of the actual operation types of each fishing vessel in the classification results.

| Prediction Type | Real Type | Trawler | Gillnetter | Seiner | Other | Accuracy |
|-----------------|-----------|---------|------------|--------|-------|----------|
| Trawler         | 190       | 6       | 3          | 1      |       | 0.950    |
| Gillnetter      | 4         | 189     | 3          | 5      |       | 0.945    |
| Seiner          | 2         | 3       | 192        | 3      |       | 0.965    |
| Other           | 19        | 7       | 11         | 163    |       | 0.815    |

To investigate why some vessels were misclassified based on the statistical results in Table 7, we traced the records of these vessels and visualized the trajectory of the 67 fishing vessels that were misclassified. Four of these are shown in Figure 11. Among the misclassified fishing vessels, 35 fishing vessels were misclassified because they showed unclear features in the trajectory data. There were two situations that led to the misclassification.

1. The fishing transport vessels were illegally catching fish. As shown in Figure 11a, the trajectory of a fishery transport vessel matched the characteristics of the trawler’s activity trajectory in Figure 6a. It was suspected that the transport vessel deployed some trawling gear and tried to fish illegally.

2. The trajectory data of fishing vessels were not complete enough to extract the trajectory characteristics of fishing. There were more trawlers, gillnetters and seiners among the fishing vessels classified as “other”. After observing their trajectory visualization images, it was found the trajectories of 31 vessels were mostly smooth and straight lines (trajectories of the fishing vessels in navigation), as shown in Figure 11b–d. These fishing vessels were classified as “other” because the AIS data only recorded their activity trajectories when sailing but lacked trajectory data during fishing.
Figure 11. Trajectories of misclassified ships: (a) a fishing transport vessel misclassified as a trawler; (b) a trawler misclassified as “other”; (c) a gillnetter misclassified as “other” and (d) a seiner misclassified as “other”.

In the above statistical results, the average accuracy of the three types of fishing vessel classification results was 95.30%. Therefore, the classification results of the fishing vessels fishing in the northern SCS were reliable.

It can be seen from Figure 10 that, among the three types of fishing vessels, the largest number were gillnetters, followed by trawlers and seiners. During the three months, the number of fishing vessels was larger in April and September, and lower in June because of the closed season. Compared with April, the number of gillnetters in September increased by 13.53%, but the number of trawlers and seiners decreased by 38.85% and 18.48%, respectively. This was mainly because the water temperature decreased in September and the fish migrated to the sea areas with suitable temperatures. The fishing method of gillnetters intercepts a greater catch in the channels of migratory paths, so their numbers increased.

Owing to the high average annual temperature and complex water systems, the fisheries in the SCS have high species diversity, and its rich fishery resources have become the focus of competition among neighboring countries. To explore the multinational fishing situation, we calculated the distribution and number of nations under which vessels were registered. Table 8 shows the total number of countries, the top eight countries with the larger number of fishing vessels and the corresponding number of fishing vessels. It can be seen from Table 8, in addition to Chinese fishing vessels, there were fishing vessels from countries such as Vietnam, Albania and Bhutan fishing in the northern SCS. Vietnamese fishing vessels made up the vast majority of non-Chinese fishing vessels, while the number of fishing vessels from other countries was small and probably unimportant. Especially in June, the number of Vietnamese fishing vessels increased significantly.
According to the six classification criteria of fishing vessel length in the work of Kroodsma et al. [21], we calculated the length distribution of the Chinese and Vietnamese fishing vessels, as shown in Figure 12. For Chinese fishing vessels, the proportion of fishing vessels in each category was distributed homogeneously, but Vietnamese fishing vessels were mainly larger (24–30 m) vessels. On the basis of the classification results of fishing vessels in Figure 10, we counted the number of trawlers, gillnetters and seiners of China in April, June and September, as shown in Figure 13.

Table 8. Statistical results of countries of fishing vessels in the northern South China Sea.

| Month  | Number of Countries | The Top 8 Countries and the Number of Fishing Vessels                           |
|--------|---------------------|--------------------------------------------------------------------------------|
| April  | 65                  | China (9306), Vietnam (252), Albania (42), Somali Democratic Republic (10),    |
|        |                     | Bhutan (6), Korea (5), Lebanon (5), Fiji (5)                                   |
| June   | 26                  | China (2210), Vietnam (741), Albania (12), United Kingdom (4), Bhutan (2),    |
|        |                     | Malaysia (2), Christmas Island (2), Somali Democratic Republic (2)             |
| September | 66              | China (9032), Vietnam (334), Albania (44), Somali Democratic Republic (18),    |
|         |                    | Bhutan (10), Lebanon (8), Korea (5), Pitcairn Island (5)                       |

(a) trawler

(b) gillnetter
5. Analysis of the Seasonal Activity Pattern of Chinese Fishing Vessels in the Northern SCS

The number of Chinese fishing vessels accounted for more than 92% of the total, and therefore we analyzed the classification results of the Chinese fishing vessels in three aspects: the distribution and spatial variation of the activity density of fishing vessels, the temporal distribution and the fishing duration. The aim of the work was to explore the seasonal activity pattern of fishing vessels in the northern SCS.

5.1. Activity, Density Distribution and Spatial Variation of Fishing Vessels

On the basis of the classification results of Chinese fishing vessels in Figure 13, we first used the kernel density analysis method to map the activity density distribution of Chinese trawlers, gillnetters and seiners in the northern SCS in April, June and September, as shown in Figures 14–16. Overall, trawlers were distributed over a wide range, with hotspots mainly located off the coast of Guangdong Province, Guangxi Zhuang Autonomous Region and Hainan Island, and more evenly distributed elsewhere. Gillnetters were mainly distributed in the coastal areas of Guangdong and Guangxi and the northwestern waters of Hainan Island. Compared with the other types, the hotspots of seiners were mainly located off Hainan Island, but there were also more activity trajectories around the
Paracel Islands, which were farther away from land. As the seawater temperature changes with the seasons, the fish migrate northward to waters with suitable temperature. The hotspot areas of the three types showed some evidence of a trend of moving north, especially for trawlers.

As can be seen from Figure 14, the active range and hotspot areas of trawlers varied significantly with the seasons. In April, the active hotspots of trawlers were mainly distributed in the coastal waters of Hainan Island and Guangdong Province, especially the northwestern seas of Hainan Island and the eastern seas of Leizhou Peninsula. In June, the area was closed to fishing, and the number of vessels and the scope of fishing decreased sharply. The hotspots of fishing were mainly located in the inlet of the Pearl River and the inshore area of Shantou. After the closed season, compared with April, the hotspot areas of trawlers increased significantly in September, moving northward along the inshore coastal waters of the mainland.

Figure 14. Nuclear density analysis chart of Chinese trawlers in April (a), June (b) and September (c).
Gillnetters were active in the inshore waters, and the distribution range was small, mainly located in the northern inshore waters of the Beibu Gulf and the inshore waters of Guangdong Province (Figure 15). The active range of gillnetters varied little with the seasons, except in June when the hotspot areas decreased because of the fishing ban. Compared with April, there was only a small increase in the number and range of gill net hotspot areas in September.

Figure 15. Nuclear density analysis chart of Chinese gillnetters in April (a), June (b) and September (c).
For seiners, hotspots were mainly distributed in the coastal waters of Hainan Island (Figure 16). However, compared with trawlers and gillnetters, their fishing range included a larger range of latitude and longitude, and there were also denser trajectory data in the waters near the Paracel Islands.

Figure 16. Nuclear density analysis chart of Chinese seiners in April (a), June (b) and September (c).
5.2. Temporal Distribution Characteristics of Fishing Vessels

In order to explore the temporal distribution of fishing vessels activities in the northern CSC, we separately analyzed the hourly and daily changes in the number of fishing vessels.

5.2.1. Hourly Statistics

Figure 17 shows the number of Chinese trawlers, gillnetters and seiners per hour operating in the northern SCS. There was no significant difference in the trend of the hourly number of the three types. Additionally, since the trawlers and gillnetters operate throughout the day, while the lighted seiners use the light trapping method to catch marine fish at night, the hourly number of the three types were less affected by day and night. However, it is obvious from Figure 17 that there are two peaks: at 6:00–7:00 and 18:00–19:00. This is attributed to the fact that fishermen are mostly concentrated in these two time periods when they go to sea and return to port. Furthermore, there were more fishing vessels in the daytime in April and September, which were the legal fishing months. Fishing vessels operating at night accounted for a large proportion of the total number in June and were more concentrated in the first half of the night.

(a)
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(b)
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Figure 17. Statistics for Chinese fishing vessels per hour in April (a), June (b) and September (c).

5.2.2. Daily Statistics

The work of Kroodsma et al. [21] found that, globally, the fishing activities of Chinese fishing vessels were influenced by the Chinese New Year and the annual moratoria during the summer months. The Chinese New Year, Tomb Sweeping Day, the Dragon Boat Festival and the Mid-Autumn Festival are the four major traditional festivals in China. As the festivals approach, most Chinese go home to reunite with families. To further explore the impact of traditional Chinese festivals on Chinese vessels fishing in the northern SCS, we graphed the daily changes in the number of each fishing vessel type in each month, as shown in Figure 18.

For Chinese fishing vessels (Figure 18), we found that in April and September, the change trend in the daily number was quite consistent for the trawlers, gillnetters and seiners, while there was a slight difference in June. The Chinese vessels showed little weekly variation but were influenced by traditional Chinese festivals. In China in 2018, April 5 was Tomb Sweeping Day (the holiday period was from April 5 to 7), and June 18 was the Dragon Boat Festival (the holiday time was from June 16 to 18), and September 24 was the Mid-Autumn Festival (the holiday time was from September 22 to 24). We counted the proportion of the average fishing vessels per day in the total number of the month during the holiday, and for three days before and after the holiday. It can be seen from the statistics that the number of all three types decreased very significantly during the festivals, as detailed in Table 9. Interestingly, from Figure 18 we found that the number of fishing vessels was lower during the festival and the day before and after the festival, which did not correspond to the legal three-day holiday. For example, during the Tomb Sweeping Day in April, the number of fishing vessels was low from April 4 to April 6, but the number on April 7 showed a significant increase, although it was still within the legal holiday. Meanwhile, the number of fishing vessels rose to a small peak before the holiday, and then began to show a significant downward trend. This showed that, owing to the increased demand for fish during the holiday, fishermen increased their working hours before the holidays to increase their catches and returned to the port for their vacation when the festivals were approaching.
Figure 18. Statistics for Chinese fishing vessels per day in April (a), June (b) and September (c).

Table 9. Average daily number of Chinese fishing vessels during and around traditional festivals.

| Festival               | Type   | Pre-Holiday (%) | Holiday (%) | After-Holiday (%) |
|------------------------|--------|-----------------|-------------|-------------------|
| Trawler                | 3.11   | 1.53            | 3.50        |
| Tomb Sweeping Day      | Gillnetter | 3.31          | 1.87        | 3.76              |
| Seiner                 | 3.53   | 2.07            | 3.56        |
In addition to being affected by festivals, fishery production was significantly constrained by the weather and sea conditions. As shown in Figure 18a, the number of fishing vessels was low around April 15 and 25. A review of the weather records for that month showed that there were heavy rainstorms and strong winds in the local waters of Guangdong Province and Hainan Province during this period, and the severe weather prevented fishing boats in this area from going out to sea. In June and September, tropical storms “Ewiniar” and “Barijat” and Super Typhoon “Mangkhut” reached parts of the SCS on June 6, September 13 and September 16, respectively. The number of fishing vessels going to sea decreased sharply at these times. However, we found that although the number of fishing vessels operating at sea decreased significantly when the typhoon came, there was a sharp increase after the typhoon. Especially after super typhoon “Mangkhut”, the number of all three vessel types increased an approximately three-fold, far exceeding the growth rate after the holidays. This may be due to the disturbance of the ocean by slow-moving strong typhoons that transport nutrients to the upper layers of seawater [56], which then attract zooplankton and phytoplankton that feed on them. These are palatable bait for fish, thus triggering large numbers of fish to gather [57]. Experienced fishermen generally possess such knowledge, and they will even follow the path of the typhoon to get a larger catch.

5.3. Duration of Fishing Time

We also counted the cumulative and average fishing duration of each type of Chinese fishing vessels in each month (Table 10). According to the statistical results in Table 10, the average fishing duration of gillnetters was the longest, followed by trawlers and seiners. This difference was due to their different fishing methods. Gillnetters lay long nets which the fish pierce and become entangled. During this process, the fishing vessel waits alongside the net. Therefore, the fishing duration of gillnetters mainly depends on the waiting time. The fishing time of trawlers depends on the time that vessels tow the gear for fishing. For seiners, when a school of fish is found, the vessel quickly surrounds it with nets, and then gradually closes the net to pick up the catch. This process takes less time than the other two methods.

For Chinese fishing vessels, the cumulative fishing duration of their three types varied significantly with the month and was greatly affected by the fishing moratorium. The variation in the average fishing duration of seiners was relatively small, while the average fishing duration of trawlers and gillnetters in June was significantly smaller, only approximately 50% of other months. To reduce the fishing time, trawlers may reduce the trawling distance and the number of trawls in a single operation, and gillnetters may reduce the waiting time to launch the nets. Therefore, because of the moratorium on fishing in June, illegal fishing vessels may reduce the possibility of detection by law enforcement officers by adopting the above measures. The fishing characteristics of seiners make it difficult to change the fishing duration significantly. The average fishing duration of three types increased slightly in September compared with April because the fishing intensity was greater just after the end of the moratorium.
Table 10. Cumulative and average fishing duration of trawlers, gillnetters and seiners in April, June and September.

| Country | Type   | April                      | June                      | September                 |
|---------|--------|----------------------------|---------------------------|---------------------------|
|         |        | Cumulative Operating Time /h | Average Operating Time /h  | Cumulative Operating Time /h | Average Operating Time /h  |
| China   | Trawler| 493221.96                  | 187.11                    | 60372.72                  | 94.48                     | 316134.00                  | 193.00                    |
|         | Gillnetter | 862098.40              | 211.04                    | 67458.93                  | 107.59                    | 1027006.56                 | 225.12                    |
|         | Seiner  | 90902.92                  | 71.69                     | 38466.42                  | 69.06                     | 75103.20                   | 73.20                     |

6. Conclusions

The SCS is an important geographical and strategic location with rich fishery resources. It is essential to carry out comprehensive and systematic monitoring of the fishery resources in the SCS to improve the sustainability of the fishing industry. In contrast to previous studies that used fishery statistics provided by relevant departments, to our knowledge this work is the first to explore the spatial distribution characteristics and seasonal activities of different fishing vessel types in the northern SCS based on AIS data. The AIS dataset contained trajectory data for approximately 22,000 fishing vessels in the northern SCS in April, June and September 2018, with a total of around 150 million data points.

To achieve more accurate classification of fishing vessel types, which is traditionally based on the classification of changes in vessel speed, we mined three major categories of features in fishing vessel AIS tracking data (holistic characteristics of speed and heading, location changes and classification features in multiple states) to comprehensively explore the different features characterizing the main types of fishing vessels. After feature selection, based on the feature importance function provided by the LightGBM model, the following major findings were obtained. The features $F_{31}$–$F_{36}$ and $F_{55}$–$F_{60}$ extracted from the low-speed segment (0.6 knots, 2.5 knots) and the displacement segment (0.3 m, 1.3 m), which are highly relevant to the fishing activity of vessels, had higher importance. In contrast, the features $F_{43}$–$F_{48}$ associated with the speed segment (6 knots, 12 knots) and $F_{67}$–$F_{72}$ associated with the displacement segment (3.1 m, 6.2 m) had lower importance, indicating that there was no significant difference between various fishing vessels while sailing at high speed. The optimal 60-dimensional feature vector was finally determined after deleting features that contributed little to the classification.

To obtain the optimal LightGBM model, this work adopted a Bayesian optimization method to determine the optimal set of parameters as num_leaves = 45, learning_rate = 0.05, and n_estimators = 20,000. This combination of hyperparameters was used to build the optimal fishing vessel type identification model. To verify the performance of this model, we performed five-fold cross-validation based on the sample set and compared the model with machine learning algorithms such as KNN, logistic regression, SVM and XGBoost. The results showed that the classification accuracy of the LightGBM model was high, reaching 95.68%, and the evaluation indexes such as precision, recall and F1-score outperformed other methods.

Finally, we analyzed the seasonal activities of Chinese fishing vessels in the northern SCS and drew the following conclusions.

1. Distribution and spatial variation of fishing vessels. As the year progressed, the hotspots of Chinese fishing vessels showed a trend of moving northward, especially for trawlers. The hotspots were mainly located in Guangdong Province, Guangxi Zhuang Autonomous Region and the coastal waters of Hainan Island.

2. Hourly variation of vessel flows. The hourly flow of Chinese fishing vessels showed less variation. In general, in April and September, the number of Chinese fishing vessels fishing at sea during daytime was slightly higher than that at night, and the opposite was true in June.
(3) Daily variation of vessel flows. Fishing vessels in the northern SCS showed little weekly variation but were greatly affected by the Chinese traditional festivals such as Tomb Sweeping Day, the Dragon Boat Festival and the Mid-Autumn Festival. Chinese fishing vessels returned to the port for a vacation during traditional festivals, showing low fishing intensity.

(4) Fishing duration of fishing vessels. The average fishing duration of trawlers and gillnetters was greatly affected by month, while the seiners were almost unaffected. In June, the cumulative fishing duration of Chinese fishing vessels dropped significantly, and the average fishing duration of trawlers and gillnetters was only 50% of that of other months.

Our work will provide information on fishery production in the northern SCS for marine spatial planners and managers as well as for the general public. It also lays the foundation for future scientific research on the operational behavior of fishing vessels of different types. In the future, our efficient and practical method of classifying fishing vessels can also be used in other waters, especially the Asian waters, to explore the distribution patterns of activities and provide guidance for the development and management of fisheries. In addition, we need to further develop the corresponding methods on how to use visible/radar satellite images to verify our results. At the same time, the results of our research can also provide assistance for the classification of fishing operations based on satellite images.
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