Development of deep learning models for microglia analyses in brain tissue using DeePathology™ STUDIO
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ABSTRACT

Background: Interest in artificial intelligence-driven analysis of medical images has seen a steep increase in recent years. Thus, our paper aims to promote and facilitate the use of this state-of-the-art technology to fellow researchers and clinicians.

New method: We present custom deep learning models generated in DeePathology™ STUDIO without the need for background knowledge in deep learning and computer science underlined by practical suggestions.

Results: We describe the general workflow in this commercially available software and present three real-world examples how to detect microglia on IBA1-stained mouse brain sections including their differences, validation results and analysis of a sample slide.

Comparison with existing methods: Deep-learning assisted analysis of histological images is faster than classical analysis methods, and offers a wide variety of detection possibilities that are not available using methods based on staining intensity.

Conclusions: Reduced researcher bias, increased speed and extended possibilities make deep-learning assisted analysis of histological images superior to traditional analysis methods for histological images.

1. Introduction

Evaluation of histological sections is a core practise in clinical and research routine. In recent years, interest in deep learning-assisted histological analysis has spiked from around 20–50 publications per year (1975–2015) to 300–600 (2018–2020). This reflects, among other factors, changes in availability and technological advances (i.e. faster computers) that make deep learning more accessible.

Deep learning has clear advantages over conventional methods. It can save 90% of analysis time (Bascunana et al., 2021) and improves detection sensitivity (Klein et al., 2020). However, developing deep learning algorithms often involves computer scientists with knowledge in the field of artificial intelligence (AI). Instead, we used DeePathology™ STUDIO (further referred to as STUDIO), which is a commercially available do-it-yourself platform to develop custom deep learning-based models without the need to write computer code. Slides are stored locally and do not need to be uploaded to an external third-party server.

We have shown recently that STUDIO is an appropriate tool to produce results with high quality and improved reproducibility between individual researchers. Number and size of β-amyloid plaques and activated microglia determined with deep learning models correlated closely with values obtained from our classic method of object segmentation with AxioVision Software (Carl Zeiss Microscopy Deutschland GmbH, Jena, Germany) (Bascunana et al., 2021). Additionally, deep learning opens the door for refined object classification (Bascunana et al., 2021). While our previous publication focusses on the comparison of two different analysis methods, it does not go into detail about how...
the models were trained.

In this follow-up report, we provide a comprehensive guide on how to successfully develop custom models, particularly using the versatile Objects mode of STUDIO. Despite being easy to use, this new tool may seem intimidating to users, especially if not familiar with AI-assisted analysis. We give practical suggestions on how to start and what to be aware of during the process. Moreover, we demonstrate the vast possibilities of deep learning models by comparing three different models developed with the same staining and tissue type.

2. Material & methods

2.1. Immunohistology

Formalin-fixed hemispheres from APPtg mice (amyloid precursor protein (APP) and presenilin 1 (PS1) double-transgenic mice, strain APPPS1–21 (Radde et al., 2006)) were embedded in paraffin and cut in 4 μm thick coronal sections. Sections (approximately Bregma ~2.0 mm) were stained for microglia [ionized calcium-binding adapter molecule 1 (IBA1), 1:1000, FUJIFILM Wako Chemicals Europe GmbH, Neuss, Germany, 019-19741] using a BOND-III® automated immunostaining system (Leica Biosystems GmbH, Nussloch, Germany) with a haematoxylin counterstain (provided with the staining kit). After staining, tissue sections were digitized at 230 nm resolution using a Pannoramic MIDI II slide scanner (3DHISTECH Ltd., Budapest, Hungary) (Frohlich et al., 2016; Hofrichter et al., 2016; Krohn et al., 2015, 2011; Paarmann et al., 2019; Steffen et al., 2016, 2017).

2.2. Hard- and software

We used DeePathology™ STUDIO (DeePathology Ltd., Ra’anana, Israel) in the April-2021-version on a virtual machine with Windows 10 Enterprise N, two Intel® Xeon® Gold 6154 processors, an NVIDIA GRID RTX6000P–24Q graphics card and 32 GB random-access memory (RAM).

3. Deep learning model creation

3.1. Project initiation

Currently, STUDIO features four different modes that use different neural networks as a basis:

Regions: Ideal for regional segmentation, i.e. classification of large areas into different categories based on their cellular pattern.

Cells: Best suited to detect and classify cells with typical round/oval shape and smaller size. Works with isolated cells (e.g. blood smears or cytospins) and single cells in tissue structures, e.g. detecting NeuN-positive neurons. Less suitable to detect non-round shaped cells like microglia or astrocytes.

Objects: Versatile approach that uses instance segmentation neural networks and excels when identifying different cells within a tissue or other objects such as plaques. Objects can have any shape or size. Less suitable to detect many distinct objects close to each other in dense areas (in this case, “cells” may be better suited).

Tiles: Used for analysis of larger fields for pattern/tissue recognition. The given area is divided into squares and each square is classified into a predetermined category.

We used the “Objects” mode to develop our microglia-detecting algorithms.

3.2. Establishing categories and settings

After the project has been initiated, one or more slides were added to the project. These slides contained representative examples of all categories of interest and were similar to the slides to be analysed.

First, we added all categories that should be included in the model. Category 1 is always background, i.e. everything that is not supposed to be detected as object.

Note: Adding or removing categories later on will reset the model and training will start from zero.

The user can choose the most suitable settings for the algorithm now (see Table 1), but all settings (besides categories) can also be changed and adapted later on if needed. Next, we chose 5–10 perfect examples of objects belonging to each category (including background), marked them and assigned them to the correct category. When annotating an object, we did not include any other objects in the selection, even if they were overlapping with the desired object.

Note: When thinking about categories, users should have a precise picture in mind what objects in each category look like. Training an algorithm requires clear and unambiguous input – if you are confused, the algorithm will give confusing results.

Choosing the background was particularly important: we selected different areas containing objects that were not supposed to be detected, not only empty areas commonly referred to as “background”.

3.3. Initiating learning and monitoring progress

As soon as we had selected enough objects per category (at least 5), STUDIO started generating an algorithm from the examples. The ongoing learning process was indicated by “training in action” in the menu bar.

We monitored the learning process under “Graphs”. In Objects mode, the graph showed the loss function used for training the neural network, i.e. “epochs” on the X-axis and “training loss” on the Y-axis (Fig. 1). One epoch means that each annotated sample has been included in forming the algorithm. The time required for each epoch depends largely on the computational power of the machine and the number of objects included in the training set. Training loss, the other parameter in the chart, is an indicator for the accuracy of the algorithm’s predictions. Zero represents perfect predictions and the higher the training loss the less accurate the prediction is. After we corrected the algorithm (i.e. changing categories of detected objects or adding new objects), training loss numbers increased until the algorithm had adapted to include the new data.

As time passed, the training dataset was analysed repeatedly. The epoch number increased and the training loss generally decreased (as long as we did not give new input), indicating improvement of the algorithm.

3.4. Increasing training dataset

When the basic object recognition worked, the training dataset needed to be increased to ensure broad applicability. At this point, images/scans with varying staining intensity were added to include objects from different slides in the training dataset.

We employed multiple ways to increase the training dataset: We added new objects manually, through test runs and inside the gallery.

Manually: We added new objects at any point by drawing the outline manually. This was the slowest method, but at the same time maybe the most accurate, as we had full control over the exact outline. This method was most relevant in the beginning of the training phase, when the algorithm’s predictions were not yet accurate enough. However, it also became relevant later on. We noticed that while the algorithm was recognizing the correct objects, it did not trace them as accurately as we did as humans (Fig. 2). With the addition of less accurately outlined objects and the subsequent changes in the algorithm, the margin between the desired outline and the detected outline got larger, especially when we detected objects with a complex shape (i.e. not round). In this situation, we added manually outlined objects from time to time to improve detection.
Test runs (detection-evaluation process): We used preliminary versions of the algorithm to run it on specific areas of the slide, where it outlined predicted objects in the current field of view. We then added

### Table 1
Customization parameters in DeePathology™ STUDIO.

| Parameter | Options (default) | Explanation |
|-----------|------------------|-------------|
| Area Threshold (in pixels) | 1–20,000px (2px) | Minimum size a predicted object has to have in order to be counted/displayed as detected object. This setting does not affect training and can be changed at any time. The size of any predicted object can be seen in the “Viewer” tab. Note that the conversion factor between pixels and µm² depends on the image resolution. |
| Use Augmentation | Yes/No | Yes (recommended): The AI uses copies of existing objects that have been slightly changed (e.g., rotated, flipped, scaled, etc.) to increase the training dataset and reduce overfitting. Additionally, this can prevent the AI from focusing on irrelevant patterns and thus, improve performance. |
| Freeze Status | Running/Frozen | Running: Training mode. Learning is activated and the algorithm changes with new input. Frozen: Analysis mode. Learning is not active, the algorithm is preserved. |
| Import Segmentation/Tiles Project | None/Imported project | Import a previously generated project that contains an algorithm to detect regions or classify tiles to cross-analyse, e.g. objects per region. |
| Resolution Level | 0 (high resolution)-9 (low resolution) | Lower resolution levels result in faster analysis, but are not suitable for objects with very fine details. Lower resolutions are often recommended for region analysis. |
| Use Tissue Detection | Yes/No | Yes: White areas without tissue are automatically excluded. No: Areas without tissue are included. |
| Model version to use | Latest/Best | Latest: Uses the latest version of the algorithm to detect objects. Best: Uses the best version of the algorithm as determined by training accuracy values. |
| Active learning buffer | 1 - x seconds (180 s) | Maximum age of the objects displayed in the gallery. |
| Generate raw output data in reports | Yes/No | Yes: When generating a report by analysing a region of interest (ROI), the Excel file will contain an additional tab that lists all detected objects including X/Y coordinates, category and area. No: Only the summary is saved as a report. |
| Export Detected Boundaries as XML in reports | Yes/No | Yes: When generating a report by analysing an ROI, an additional XML file is created that contains precise outline coordinates for all detected objects. No: No XML file is generated. |
| % of ROIs to save as screenshots | 0–100% (20%) | When generating a report, screenshots of the ROIs are automatically saved to control algorithm performance on a specific slide. This setting determines which percentage of the ROIs are saved as screenshots. If < 100%, tiles are selected randomly. |
| Crop size for screenshots | 64 - 1024px | Determines the area (in pixels) that one screenshot tile covers. Smaller values will give a higher resolution, but increase the total number of image files (with same % settings). |
| Near Duplicate Filtering | Weak/Medium/High | Determines the maximum overlap two predicted objects can have. “Weak” means that objects can overlap significantly, whereas “high” allows only a small or no overlap at all. |

#### Table 1 (continued)

Fig. 1. Monitoring model training progress. The graph shows the training loss for each epoch. Higher values for the training loss indicate less accurate model performance. Blue arrows were added later to indicate time points when new data was added to the training dataset that immediately affected the training loss.

Fig. 2. Manual vs. algorithm-based object outline. The screenshot from DeePathology™ STUDIO shows a side-by-side comparison of a manually outlined object (right) and an object outlined by the algorithm (left). Both objects are part of the training dataset of approach 3 and belong to category 2 “microglia” (see Table 2). The algorithm outlines tended to include more background and to have a rounder shape than the manual outline.

Test runs (detection-evaluation process): We used preliminary versions of the algorithm to run it on specific areas of the slide, where it outlined predicted objects in the current field of view. We then added
one or more of these predicted objects to the training dataset by right-clicking on them. We used the flow chart (detection-evaluation process, Fig. 3) as decision help and made sure to review predicted objects at a relevant magnification. Initially, we chose smaller areas (i.e., larger magnification) for a test run. Once the model’s predictions were more confident, we also analysed larger areas. Importantly, the detection-evaluation process was also performed on “complicated” areas, i.e., areas with different structure and areas of transition (tissue type borders, varying tissue structure, and edges of tissue), dust specs or staining artefacts, tissue folds, etc.

**Gallery:** Inside the gallery, we added suggested objects to any of the categories. We filtered displayed suggestions e.g., by slide, or category, or displayed only “confusing objects”. We used this as a quick way to add many objects to the dataset. If “AI mode” was switched on, predicted objects were automatically classified and added to the respective category. When using “AI mode”, it was crucial to monitor the training dataset in case of false predictions that may flaw the algorithm.

The larger the training dataset became, the more time one epoch lasted. To see the effects of newly added objects on the model, we needed to wait for some epochs after adding the objects until the algorithm had been adapted (i.e., training loss had reduced again). Then, we tested the algorithm again.

### 3.5. Reviewing annotations

We used the “annotation review” feature to review the training dataset, i.e., all annotations or annotations belonging to a specific category. We eliminated incorrectly categorized objects that would confuse the model and may negatively influence its performance. The displayed objects were automatically sorted according to their fit into the assigned category with objects fitting worst (and thus, having the highest chance of being incorrect annotations) appearing on top of the list.

### 3.6. Version control

With most models, we reached a point where we were satisfied with the predictions, but wondered if it could be improved further. We also let the model train over a longer period to see how accurate it could become. In any of those cases, we kept a snapshot of the current status as backup and potential restoration point. A snapshot always contains all information about the current model including object and region annotations, and the current algorithm.

Particularly when training for a longer period, we changed the setting “Model version to use” to “Best” instead of “Latest” to always keep a copy of the until then best model version.

We also used snapshots as templates for new experiments that used the same model (but different slides), and to share a model among colleagues.

### 3.7. Validation

To validate the model, we started by defining a test area. Within this area, we annotated all objects of all categories correctly by hand (except for

---

**Fig. 3.** Detection-evaluation process. The flow chart depicts a possible decision tree whether to add or not to add a predicted object to the training dataset (Section 3.4).
Table 2
Comparison of three different approaches to detect microglia.

| Approach Parameters | (1) Microglia bodies | (2) “Whole” microglia | (3) Microglia + clusters |
|---------------------|----------------------|-----------------------|--------------------------|
| Questions/aim       | How many microglia (absolute or per area)? | How much area do microglia cover? How ramified are microglia? | Are microglia clustering together or remaining separate? How big are the clusters? |
| Objects             | 1. Background        | 1. Background         | 1. Background             |
|                     | 2. Microglial soma   | 2. Whole microglia with visible soma and ramifications | 2. Whole microglia (similar to algorithm) |
|                     |                      |                       | 3. Clusters of activated/dystrophic microglia |
| Object characteristics | Objects are round and clearly distinguishable from background due to staining colour and shape. | Objects have varying, irregular shapes. They share certain similarities with the background. | |
| Complexity          |                      |                      |                          |
| Pitfalls            | The algorithm may detect IBA1-positive cells in the meninges and endothelial cells, or cells with a large, dark blue nucleus (counterstain) if not trained otherwise, especially if staining intensity varies largely between slides. | The user has to decide from the beginning, how much of the ramifications they want to include in the object (e.g. should the algorithm also bridge small gaps or be very conservative). Moreover, the algorithm will initially detect ramifications without (clear) soma as objects. Indecisiveness of the user (when do you count a soma as soma) and variability of microglia shapes and section plane will determine how fast the algorithm improves. Over time, the detected objects will appear more and more round (i.e. more background around the ramifications will be included in the object and more ramifications will be slightly cut at the end). To counteract this effect, manually trace out microglia as needed. | Strictly speaking, “microglia” is a subcategory of “cluster”, as every microglia cluster obviously consists of several microglia. However, this training mainly focused on the difference between resting or moderately activated microglia (category 1) and clusters of highly activated and/or dystrophic microglia (category 2). As microglia activation is not a black-and-white type of status, both categories have similarities and may overlap at times. Thus, high precision is difficult to achieve. |
| Precision           | 0.91                 | 0.61                  | Overall: 0.69             |
|                     |                      |                       | Microglia: 0.69            |
|                     |                      |                       | Cluster: 0.72              |
| Recall              | 0.84                 | 0.99                  | Overall: 0.89             |
|                     |                      |                       | Microglia: 0.90            |
|                     |                      |                       | Cluster: 0.84              |
| Validation details  | Tissue area: 1 087 µm² | True positives: 102 | Tissue area: 1 212 µm² |
|                     | 659 µm²              |                       | True positives: 83         |
|                     | True positives: 138 |                       | (microglia) + 21 (cluster) |
for background). Everything that was not annotated was considered background. We ran the validation to receive statistics on the accuracy of the model (precision and recall). Precision is the rate of true positives among all detected objects. Recall is the rate of true positives among all true annotated objects and is referred to as the model’s sensitivity. STUDIO calculates true/false positives based on the overlap of the predicted objects with the manually annotated objects. The results range from 0 to 1, with higher values indicating better performance.

Validation provides a useful tool to put a model’s performance into numbers. We also used it while still training the model. A low precision value indicated that further training should focus on reducing false positive detections. On the other hand, a low recall value indicated that the algorithm was still missing many objects (false negatives). Frequent validation helped making the training annotations more goal-oriented. However, we did not rely purely on the validation results to judge the algorithm. We compared the validation annotations to the predicted objects, and checked which objects were missed or falsely recognized and whether these mistakes were gross errors or within the margin of error that is to be expected under real-life conditions. Moreover, we decided individually whether we were more willing to accept false positives or false negatives, depending on the purpose of the analysis.

Table 3
DeePathology™ STUDIO settings used for the presented algorithms.

| Parameters                  | Approach (1) Microglia bodies | (2) “Total” microglia | (3) Microglia + clusters |
|-----------------------------|-------------------------------|-----------------------|--------------------------|
| Mode                        | Objects                       | 644px (approx. 39 µm²) | 1px                      | 644px (approx. 39 µm²) |
| Area Threshold              | 644px (approx. 39 µm²)        | 1px                   | 644px (approx. 39 µm²)   |
| Use Augmentation            | Yes                           | 644px (approx. 39 µm²) | 1px                      |
| Freeze Status               | Frozen                        | Frozen                | Frozen                   |
| Resolution Level            | 0 (highest)                   | 0 (highest)           | 0 (highest)              |
| Use Tissue Detection        | Yes                           | Yes                   | Yes                      |
| Model version to use        | Latest                        | Latest                | Latest                   |
| Active learning buffer      | 180 s                         | 180 s                 | 180 s                    |
| Near Duplicate Filtering    | Weak                          | Weak                  | Weak                     |
|                             | Medium                        | Medium                | Medium                   |

Fig. 4. Screenshots of the same slide analysed with three different deep learning algorithms. Cortical region of a coronal brain section stained against IBA1. (A) 2.5x magnification view. Objects with magenta outline are categorized as microglia somas (algorithm 1) or activated microglia (algorithm 2 and 3). Objects outlined in green are microglia clusters (algorithm 3). Black squares indicate the areas selected for higher magnification views. Scale bar represents 500 µm. (B-D) 20x magnification views of the selected areas, analysed with all three different algorithms as in A. All screenshots were taken directly in DeePathology™ STUDIO. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Training had to be started several times from the beginning because the resulting algorithm did not perform as well as expected. This was usually caused by sub-optimal examples in the training dataset and was hard to correct. Thus, it proved to be the best choice to go back to step one and to make sure that the categories were clearly distinguishable. If the algorithm missed an object that belonged to one of the categories, we annotated the object manually by drawing. When we ran the algorithm again after some time, it usually had improved to include this category besides the background. In contrast, the third approach aimed to recognize two types of objects, ramified microglia and microglia clusters (Fig. 4 A and B). We validated all three models and summarize the validation results in Table 2. Approach 1 (only microglia somas) has a high precision (0.91), indicating few false positives. Slightly lower recall (0.84) suggests a few missed objects (Fig. 4C). Approach 2 (ramified microglia) has an excellent recall value (0.99), but lower precision (0.61), indicating that it has a higher rate of false positives. For approach 3 (ramified microglia + cluster), three values are given for each measure: overall performance and performance in each of the two object categories, the result is nevertheless satisfying. However, further training could be focused on avoiding false positive detection, especially to avoid false detection of microglial processes without corresponding soma (Fig. 4D). We further analysed the same cortical region of interest (area: 10.3 mm²) on the slide shown in Fig. 4. The different object counts reflect the differences in sensitivity and specificity already observed during validation (Fig. 5). The different object counts can be a consequence of the selected target objects and their size, with somas being smaller than microglia including their ramifications, which are in turn smaller than clusters consisting of several microglia cells (Fig. 5).

In some cases, the model started to recognize very small objects. In this case, we used the area threshold setting to filter out unwanted small objects. If we were unsure regarding the threshold value, we investigated the size of relevant detected objects by clicking on them.

Note: This setting does not affect the model itself, the filter is applied only for the detection.

While we generally recommend using perfect examples to train the algorithm, also imperfect examples can contribute to fine-tuning of the algorithm. Similarly, manually classifying “confusing” objects can greatly improve the outcome for difficult decisions.

4. Examples of different algorithms

While it is obvious that different stainings will give different results, also one single staining can be analysed in different ways to answer different questions. Thus, it is crucial that any researcher is aware of their question before devising and training an algorithm. Below, we give three examples of algorithms all developed on brain sections stained for IBA1 against a haematoxylin counterstain. IBA1 has been described as a marker for microglia (Ito et al., 1998), but can also be expressed on (morphologically different) monocytes (Jeong et al., 2013). We chose this staining as it is widely used when studying brain inflammation and neurodegenerative diseases such as Alzheimer’s disease, Parkinson’s disease or Huntington’s disease. For example, we have previously described distinct spatiotemporal microglia activation using similar high-resolution whole-slide imaging in Alzheimer’s disease models (Scheffler et al., 2011).

In Table 2, we compare three different approaches to detect microglia on IBA1 stained mouse brain sections. Fig. 4 shows sample images of the same region analysed with the different models. The main settings used to develop these models in STUDIO are summarized in Table 3.

In the first approach, we aimed for detecting only microglial somas, while the second approach aimed to recognize microglia including their ramifications (Fig. 4 A and B). Both approaches contain only one object category besides the background. In contrast, the third approach aimed to recognize two types of objects, ramified microglia and microglia clusters (Fig. 4 A and B). We validated all three models and summarize the validation results in Table 2. Approach 1 (only microglia somas) has a high precision (0.91), indicating few false positives. Slightly lower recall (0.84) suggests a few missed objects (Fig. 4C). Approach 2 (ramified microglia) has an excellent recall value (0.99), but lower precision (0.61), indicating that it has a higher rate of false positives. For approach 3 (ramified microglia + cluster), three values are given for each measure: overall performance and performance in each of the two categories. While none of the values are outstanding, given the similarities and overlap of the two object categories, the result is nevertheless satisfying. However, further training could be focused on avoiding false positive detection, especially to avoid false detection of microglial processes without corresponding soma (Fig. 4D). We further analysed the same cortical region of interest (area: 10.3 mm²) on the slide shown in Fig. 4. The different object counts reflect the differences in sensitivity and specificity already observed during validation (Fig. 5). The different average object size is a consequence of the selected target objects and their size, with somas being smaller than microglia including their ramifications, which are in turn smaller than clusters consisting of several microglia cells (Fig. 5).
6. Conclusions

Artificial intelligence and deep learning have come a long way from an almost futuristic method accessible only to computer scientists to a common technique that is ready for widespread practical application.

One large area of application is image analysis in clinical diagnostics and biomedical research. If used correctly, employing deep learning algorithms can improve accuracy and efficiency of otherwise lengthy image analysis (Bascunana et al., 2021; Klein et al., 2020). While the theoretical considerations have been discussed elsewhere (Le et al., 2020; Wiestler and Menze, 2020), here we present practical tips and suggestions on how to develop deep learning algorithms in STUDIO through supervised learning — without the need of programming. Supervised learning stands in contrast to unsupervised learning e.g. discovering patient clusters by genetic analysis without manually labelled training data (Lopez et al., 2018). In case of supervised learning, artificial intelligence requires human input: It is the responsibility of human users to select training data and it is their decision when to stop training. The quality of these decisions greatly influences the applicability of any produced algorithm.

We demonstrate our approach through analysis of medical images, specifically histological images, with three practical examples of algorithms analysing the same original slides, but with different aims and complexity. Each approach faced different challenges, but validation revealed satisfying performance. However, these algorithms may be further refined in the future, focussing on their individual weaknesses (false positives and/or false negatives) to improve detection. A recent article with appealing results describes how microglia can be classified into four categories (ramified, rod-like, activated and amoeboid) using a machine learning approach with a convolutional neural network (Lehy et al., 2021). This method requires complex image preparation (including contrast equalization, soma and process detection, cell reconstruction and separation) before the machine learning model can be applied to any region of interest (Lehy et al., 2021). Depending on the application and the experience of the researcher, this complexity may be advantageous or problematic.

Deep learning partially overcomes research bias. First, it does not require the researcher to select features before training, which is an advantage over earlier forms of machine learning (Erickson et al., 2017). Second, model performance is objective, i.e. independent of who uses it once the training phase has concluded. However, the model can become inherently biased if trained with inappropriate data. Indeed, “researcher group” was the biggest contributor (31%) to model performance in a study comparing different models to predict software performance (Shepperd et al., 2014). To this end, the ability to easily share a model with other researchers as included in STUDIO is a first step to develop powerful standardized models for histological image analysis.

5. Discussion
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