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Abstract
We continue our study of regenerating codes in distributed storage systems where connections between the nodes are constrained by a graph. In this problem, the failed node downloads the information stored at a subset of vertices of the graph for the purpose of recovering the lost data. This information is moved across the network, and the cost of node repair is determined by the graphical distance from the helper nodes to the failed node. This problem was formulated in our recent work (IEEE IT Transactions, May 2022) where we showed that processing of the information at the intermediate nodes can yield savings in repair bandwidth over the direct forwarding of the data.

While the previous paper was limited to the MSR case, here we extend our study to the case of general regenerating codes. We derive a lower bound on the repair bandwidth and formulate repair procedures with intermediate processing for several families of regenerating codes, with an emphasis on the recent constructions from multilinear algebra. We also consider the task of data retrieval for codes on graphs, deriving a lower bound on the communication bandwidth and showing that it can be attained at the MBR point of the storage-bandwidth tradeoff curve.

I. INTRODUCTION
A distributed storage system is formed of a number of nodes connected by communication links which carry the information to accomplish the two basic tasks performed in the system, namely data recovery and node repair. The amount of information sent over the links is a key metric of the system efficiency. The problem of node repair has been widely studied in the literature in the last decade following its introduction in [3]. The system is modeled as $n$ storage nodes each with capacity of $l$ units, used to store a file $F$ of size $M$, such that the following two properties are met:

- (Data retrieval) The entire file can be recovered by accessing any $k < n$ nodes.
- (Repair) If a single node fails, data from $d$ surviving, or helper, nodes is used to restore the lost data.

We assume that each of the helper nodes contributes $\beta \leq l$ units of data, and that $k \leq d \leq n - 1$. The parameter $\beta$ is called the per-node repair bandwidth.

We write the parameters of a regenerating code as $(n, k, d, \beta, l, M)$. The fundamental tradeoff between the file size and the repair bandwidth is expressed by the bound of [3] which has the form

$$M \leq \sum_{i=1}^{k} \min\{l, (d - i + 1)\beta\}. \quad (1)$$

This bound can be attained for the two corner points of the curve (1), giving rise, respectively, to Minimum Storage Regenerating (MSR) codes and Minimum Bandwidth Regenerating (MBR) codes. The corresponding values of $l$ and $\beta$ are found when the minimum in (1) for all $i$ is attained by the first and the second term, respectively, and have the form

$$\text{MSR:} \quad l = \frac{M}{k}, \quad \beta = \frac{l}{d-k+1};$$
$$\text{MBR:} \quad \beta = \frac{M}{dk-k(k-1)/2}, \quad l = d\beta. \quad (2)$$

The repair problem has been studied in two versions, called functional and exact repair. Under exact repair, the contents of the failed node is recovered in the exact form, while for functional repair the node can be restored to a different value as long as it continues to support the two properties above. While for functional repair the entire bound (1) is achievable, for the more stringent exact repair requirement there
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is a gap between the achievable file size and the bound, first demonstrated in [25] in an example and then extended in [14], [20] to all sets of parameters \((n, k, d)\).

The MSR case is the most widely studied in the literature. Several general constructions of MSR codes have been proposed in recent years, among them product matrix codes [17] and their generalization in [5], diagonal matrix codes [26], and others. In this work we study MSR codes as well as codes for the interior points of the trade-off curve. Several interior-point code families are known in the literature, among them layered and determinant codes [6], [8], [21], and a recent construction of [4], called Moulin codes by its authors. Here we cite only papers that are directly related to our work. Generally, the subject of regenerating codes has accumulated vast literature, and we refer the reader to the survey by Ramkumar et al. [16] for a very readable and detailed overview.

In this paper we continue the study of regenerating codes on graphs introduced in our earlier work [15]. This variant of the node repair problem assumes that communication between the nodes is constrained by a (connected) graph \(G(V, E)\) and the cost of sending a unit of information from \(v_i\) to \(v_j\) is determined by the graphical distance \(\rho(v_i, v_j)\) in \(G\). Similarly, the data retrieval problem is bound by the same constraints. Placing the nodes of the system on a graph results in a bias in the information cost of node repair in favor of the helper nodes closer to the failed node \(v_f\), and suggests that the closer nodes combine the information received from the outer extremes of the helper set before relaying it to the failed node. We call this approach Intermediate Processing, or IP, as opposed to direct relaying.

Prior to our works, repair on graphs using MSR codes was considered in [10], [13] for particular examples of graphs. A somewhat similar setting arises when it is assumed that transmitting the data from a subset of nodes incurs larger cost than for the remaining nodes [1], [24] or that the links between the nodes (in a fully connected graph) are assigned weights that translate into the cost of sending symbols over them [12]. Our assumptions and results are more general in the sense that these papers relied on direct relaying only and do not afford the option of incorporating intermediate data processing. Another difference arises because the heterogeneity in the network in these works is fixed irrespective of the location of the failed nodes. At the same time, our setting implies that cost of transmission from the node may be high or low depending on whether it is far from the failed node or is among its immediate neighbors. Arguably this accounts for a more uniform treatment of the nodes in the network.

Another related communication problem is that of network coding [27] wherein (in its simplest version) the data is transmitted from a single fixed source to multiple destinations, and where it is assumed that the intermediate nodes combine the chunks of data on their incoming edges. While intermediate processing is a shared feature between node repair on graphs and network codes, they address different tasks and rely on different kinds of code constructions.

In [15] we focused on the repair problem for MSR codes, proving a lower bound on the communication complexity (bandwidth) of node repair on graphs. We also showed that linear MSR codes can be modified to implement IP, attaining the complexity lower bound and achieving savings in the repair bandwidth over simple relaying. We refer to the introduction of [15] for a more detailed discussion, including the motivation for this problem. Initially the goal of this paper had been to extend the results of [15] to intermediate points of the storage-bandwidth curve; however it has become clear that the savings from the IP procedure are related more to the linearity of the considered codes than to the MSR property. Already in [15] we have pointed out that IP repair is possible for any linear MSR code, although the details of the procedure depend on the family and are not immediate to work out. Therefore, while in this work we study IP for intermediate-point codes, we again start with the MSR case, notably the product-matrix codes. In doing so, we shift the perspective, viewing them as evaluation codes, i.e., codes whose encoding can be phrased as evaluation of a linear functional written in a convenient algebraic form. We rewrite the IP repair procedure of product-matrix codes from [15], which enables us to extend it to a much more general class of codes introduced recently by Duursma and Wang [5]. This in turn prepares the way for the analysis of intermediate-point codes, and we begin with implementing IP repair for the Moulin codes of Duursma et al. [4] which also fall under the evaluation category.

To set up a benchmark for IP repair, in Sec. II we prove a general lower bound on the repair bandwidth which extends a result of [15]. In Sec. III-A we rephrase the IP repair of product-matrix codes in the format of evaluation codes, and in Sec. III-C we formulate the IP repair for the codes of [5]. Then in Sec. III-E we turn to interior point codes of [4], formulating IP node repair and estimating the repair bandwidth. Further
in Sec. IV-A, IV-B we consider the families of determinant and cascade codes [6], [7] observing that their construction makes them a natural candidate for IP repair on graphs. In Sec. V we analyze the problem of data retrieval for codes on graphs, deriving a lower bound for the communication and a matching code construction, which comes from the MBR version of the product matrix codes. We end the paper with two brief sections on node repair with noisy edges and partial node repair.

To summarize, our main results are related to implementing the IP techniques for several families of interior-point codes as well as MSR codes. Note however that, unlike the MSR case, we are not able to bridge the gap between the lower bound on the minimum possible required information transmission and what is achievable using the constructions designed in this work (we do not know whether this is a deficiency of the bounds or of the constructions). We also formulate and analyze a model of data retrieval for regenerating codes on graphs.

II. Bounds on the Repair Bandwidth

For a finite field $F = \mathbb{F}_q$ we consider a code $\mathcal{C} \subset F^{nl}$ whose codewords $(C_i, i = 1, \ldots, n)$ are represented by $l \times n$ matrices over $F$. We assume that each coordinate (a vector in $F^l$) is written on a single storage node, and that a failed node amounts to having its coordinate erased. Limited connectivity of the network is modeled as placing each node on a vertex of a graph $G(V, E)$ with $|V| = n$, where each node has direct access only to its immediate neighbors in $G$. Suppose further that the coordinate $C_f$ for some $f \in [n]$ is erased, i.e., that the node $f \in [n]$ has failed. Below we denote the vertex in $V$ that corresponds to $f$ by $v_f$ and use $f$ and $v_f$ interchangeably. Let $D \subset V \setminus \{v_f\}$, $|D| = d$ be the set of nodes in the graph $G$ that are the closest to $v_f$ in terms of graph distance. This set can be found by running breadth-first search with $v_f$ as the root node. Let $G_{f,D} = (V_{f,D}, E_{f,D})$ be the subgraph spanned by $D \cup \{v_f\}$ (an example of this subgraph is shown in Fig. 1). To repair the failed node, the helper nodes provide information which is communicated to $v_f$ over the edges in $E_{f,D}$. Each helper node in the graph, starting from the nodes farthest from the failed node, sends its repair data ($\beta$ symbols each) to the next node along the shortest path towards $v_f$. An intermediate node can simply collect this data, supplement it with its own information, and forward it along the path to $v_f$ (Accumulate-and-Forward, or AF). The AF technique can be wasteful in high-depth repair graphs since the same data gets transmitted multiple times. This gives rise to the problem of attaining savings by processing the information in the intermediate nodes relying on the IP approach, an idea that has already been explored for MSR codes in [15].
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\caption{Node repair on a graph: The failed node $v_f$ and the set $D$ of helper nodes, forming the repair tree $T_f$.}
\end{figure}

A. Lower bounds on the repair bandwidth

In this section we derive a lower bound on the minimum required transmission for a set of helper nodes for repair of the failed node. Suppose that the information stored at the vertices is described by random variables $W_i, i \in [n]$ that have some joint distribution on $(F^l)^n$ and satisfy $H(W_i) = l$ for all $i$, where $H(\cdot)$
is the entropy. For a subset \( A \subset V \) we write \( W_A = \{ W_i, i \in A \} \). Denote by \( S^f_i \) the information provided to \( v_f \) by the \( i \)th helper node in the traditional fully connected repair scheme, and let \( S^f_D = \{ S^f_i, i \in D \} \). By definition we have
\[
H(S^f_i) = \beta, \quad H(S^f_i | W_i) = 0, \quad H(W_f | S^f_D) = 0.
\]
We also assume that \( H(\mathcal{F} | W_B) = 0 \) for any \( B \subset [n], |B| = k \), which supports the data retrieval property.

The following result was proved in [22]:

**Lemma II.1.** For any \( A \subset [n], |A| \leq d \) and \( i \notin A \)
\[
H(W_i | W_A) \leq \min(l, (d - |A|)\beta).
\]

The next lemma forms a simple extension of [15, Lemma II.1], generalizing it to all exact regenerating codes.

**Lemma II.2.** Let \( v_f, f \in [n] \) be the failed node. For a subset of the helper nodes \( E \subset D \) let \( R^f_E \) be a function of \( S^f_E \) such that
\[
H(W_f | R^f_E; S^f_{D \setminus E}) = 0.
\] If \( |E| \geq d - k + 1 \), then \( H(R^f_E) \geq (d - k + 1)\beta \). In particular, at the MSR point we have \( H(R^f_E) \geq l \).

**Proof.** By the assumption (3), given the contents of all the nodes in \( D \setminus E \), the information contained in \( R^f_E \) is sufficient to repair \( v_f \), i.e.,
\[
H(W_f | R^f_E, W_{D \setminus E}) = 0.
\] We have \( |D \setminus E| \leq k - 1 \). Consider a set \( A \subset E \) with \( |A| = k - 1 - |D \setminus E| \). Now, by (4)
\[
H(R^f_E, W_{D \setminus E}, W_A) = H(R^f_E, W_{D \setminus E}, W_f, W_A) = M,
\] where the first equality in (5) follows from (4) and the chain rule, and the second follows from reconstruction property because \( |D \setminus E| + |A| + 1 = k \). Next observe that
\[
H(R^f_E, W_{D \setminus E}, W_A) \leq H(R^f_E) + H(W_{D \setminus E}, W_A),
\] and so
\[
H(R^f_E) \geq M - H(W_{D \setminus E}, W_A)
\] \[
\geq M - \sum_{i=1}^{k-1} \min(l, (d - i + 1)\beta),
\] where the last inequality follows from Lemma II.1. The largest value of \( M \) is given in (1), implying the claim of the lemma.

Note that at the MSR point \((d - k + 1)\beta = l\) and we recover Lemma II.1 from [15]. In that work we also showed that \( H(R^f_E) = l \) is achievable at the MSR point. At the same time for all other points of the tradeoff curve, \((d - k + 1)\beta < l\). Below in this paper we show that the value \( H(R^f_E) = l \) can be achieved by some code families, and hence it might be possible to improve the bound. The following lemma from [14] shows that in certain situations this is indeed the case.

**Lemma II.3** ([14], Lemma 2). For any pair of disjoint sets \( E, B \subseteq D \) with \( i \notin E \cup B \) we have
\[
H(S^f_E | W_B) \geq \frac{|E|}{d - |B|} H(S^f_D | W_B).
\] Taking \( B = \emptyset \) and noting that \( H(S^f_D) \geq H(W_f) \geq l \), we obtain

**Corollary II.4.** For any \( E \subseteq D \), \( H(R^f_E) \geq \frac{|E|}{d} l \).

If \(|E| > (d - k + 1)\beta(d/l)\) then this result is better than the claim of Lemma II.1 at the interior points.

We note that the constructions presented below do not reach the bounds proved in this section, leaving an open question of the optimal repair bandwidth for the IP repair technique.
III. Intermediate Processing for Evaluation Codes

In this section we show that $F$-linear regenerating codes support repair on graphs with lower communication complexity compared to the AF strategy. In Sec. III-A we give an alternative description of node repair using the IP strategy at the MSR point for product-matrix codes and in Sec. III-C we extend this procedure to their generalization due to Duursma and Wang [5], which forms a new result. These two sections prepare the way for an IP node repair procedure for interior-point codes in Sec. III-E below.

A. Product-matrix (PM) codes

As our first goal, we rewrite the IP repair of PM codes originally introduced in [15, Sec.II.A] to fit the evaluation code paradigm. We begin with a brief introduction to the original description of the PM framework. PM codes, constructed in [17], form a family of MSR codes with parameters $[n, k, d = 2(k - 1), l = k - 1, \beta = 1, M = k(k - 1)]$. The data file $\mathcal{F}$ consists of $M$ uniformly chosen symbols from a finite field $F$. These symbols are organized to form two symmetric matrices $S_1, S_2$ of order $k - 1$, each consisting of $\binom{k}{2}$ independent symbols and hence accounting for a total of $M$ symbols. The encoding matrix $\Psi$ is taken to be an $n \times d$ matrix such that $\Psi = [\Phi | \Lambda \Phi]$ where $\Phi$ is a $n \times (k - 1)$ Vandermonde matrix with rows of the form $\phi_i = (1, x_i, x_i^2, \ldots, x_i^{k-1})$, $i = 1, \ldots, n$ and $\Lambda = \text{Diag}(x_1, x_2, \ldots, x_n)$ is a diagonal matrix where $x_1, \ldots, x_n$ are distinct non-zero elements of $F$. The encoded message is defined as $C = \Psi(S_1 | S_2)^T$ and the $l$ symbols of row $i$ of $C$ are stored in node $i$. Thus the $i$th node stores the $l$-vector $\phi_i S_1 + \lambda_i \phi_i S_2$.

The node repair process goes as follows: assuming that node $f \in [n]$ has failed, and the helper nodes are $D \subseteq [n] \setminus \{f\}, |D| = d$, helper node $i \in D$ sends the symbol of $F$ found as $(\phi_i S_1 + \lambda_i \phi_i S_2)^T$. Since the submatrix $\Psi_D$ formed of the rows of $\Psi$ indexed by $D$ is invertible, node $f$ can calculate $S_1 \phi_f^T$ and $S_2 \phi_f^T$ from which it can compute its contents as $\phi_f S_1 + \lambda_f \phi_f S_2$.

To phrase this differently, let $s_1(y, z)$ and $s_2(y, z)$ be two symmetric polynomials over $F$ of degree at most $k - 2$ in each of the two variables (this means, for instance, that $s_1(y, z) = s_1(z, y)$). Because of the symmetry, the total number of independent coefficients is $M$, so $s_1, s_2$ can be used to represent $\mathcal{F}$. Letting $x_1, \ldots, x_n$ be distinct points of $F$, we let node $i$ store the $l$ coefficients of the polynomial $g^{(i)}(z) = s_1(x_i, z) + x_i^{k-1} s_2(x_i, z)$ for all $i \in [n]$.

Using this description of the codes, the IP repair process of [15] can be phrased as follows. Let $f \in [n]$ be the failed node, let $D$ be the set of $d$ helpers, and let $A$ be a set of helper nodes of size at least $d - k + 1 = k - 1$. For $h \in D$ define the polynomial

$$l^{(h)}(z) = \sum_{j=0}^{d-1} l_j^{(h)} z^j := \prod_{i \in D \setminus h} \frac{z - a_i}{a_h - a_i}$$

of degree at most $d - 1$. Then the set $A$ transmits the $l$-dimensional vector

$$\xi(f, A) := \sum_{h \in A} g^{(h)}(a_f) \begin{bmatrix} l_0^{(h)} + a_f^{k-1} l_{k-1}^{(h)} \\ l_1^{(h)} + a_f^{k-1} l_k^{(h)} \\ \vdots \\ l_{k-2}^{(h)} + a_f^{k-1} l_{2k-3}^{(h)} \end{bmatrix}.$$  

We show that (i), the failed node can recover its value based on the vector $\xi(f, D)$, and (ii), the intermediate nodes can save on the repair bandwidth by processing the received information. To show (i) we prove

**Lemma III.1.** The content of the failed node $f$ coincides with the vector $\xi(f, D)$, i.e.,

$$g^{(f)}(z) = \sum_{i=0}^{l-1} (\xi(f, D))_i z^i.$$

**Proof.** Consider the polynomial $H(z) = s_1(a_f, z) + z^{k-1} s_2(a_f, z)$ and note that $\deg(H) \leq 2k - 3 = d - 1$. Thus if we write $H(z) = \sum_{j=0}^{d-1} g_j z^j$, then the polynomial $g^{(f)}$ defined above can be written as

$$g^{(f)}(z) = \sum_{j=0}^{k-2} (g_j + a_f^{k-1} g_{k-1+j}) z^j.$$
Rephrasing, the contents of the node $f$ is
\[(g_0 + a_f^{k-1}g_{k-1}, g_1 + a_f^{k-1}g_k, \ldots, g_{k-2} + a_f^{k-1}g_{2k-3})^T.\]
At the same time, using (6) we can write $H(z)$ in the Lagrange form $H(z) = \sum_{h \in D} g^{(h)}(a_f)l^{(h)}(z)$. The coefficient vector of this polynomial is nothing but $\xi(f, D)$.

To show part (ii) we note that the polynomials $\{l_h(z)\}_{h \in D}$ do not depend on $\mathcal{F}$ and can be computed at any node in the network. So what we care to receive from the helper nodes are the multipliers $\{g^{(h)}(a_f)\}_{h \in D}$. Hence, for any set of helper nodes with $|A| < d - k + 1$, it is gainful to send $\{g^{(h)}(a_f)\}_{h \in A}$ rather than the vector $\xi(f, A)$, since the former requires fewer than $l$ transmissions. At the same time, when $|A| \geq d - k + 1$, we can transmit the vector $\xi(f, A)$ of dimension $l$, meeting the bound of Lemma II.2 and reproducing the result from [15].

Using multilinear algebra notation (more on it in the next section), we can rephrase the code description as follows. The encoding is defined as a linear functional
\[\phi \in (F^2 \otimes S^2F^{k-1})^*,\]
where $S^2F^{k-1}$ is the second symmetric power (this is another way of saying that the encoding relies on evaluations of symmetric polynomials). Node $i$ stores a restriction of $\phi$ to $x_i \otimes y_i \otimes F^{k-1}$, where $x_i = [1, a_i^{k-1}]$, $y_i = [1, a_i, \ldots, a_i^{k-2}]$. The contents of the failed node is a vector in the $l$-dimensional subspace $(x_f \otimes y_f \otimes F^{k-1})^*$, and the IP procedure recovers the coordinates of this vector in stages that correspond to moving along the repair graph toward the failed node. A general version of this idea underlies the repair procedure in the following sections.

A general statement characterizing the savings attained by this repair procedure depends on the properties of the graph $G$ and on the choice of the helper set $D$ in relation to the failed vertex. It is possible to write it for some special graph families such as regular trees and other simple classes, as was done in [15, Sec. III]; however we find it easier and more informative to simply illustrate the advantage of IP repair by example. The same approach is taken in regards to the bandwidth savings achieved by other code families considered in this paper.

**Example III.1.** Consider the $[n = 7, k = 5, d = 6, l = 2, \beta = 1, M = 10]$ PM MSR code, placed on the graph shown in Fig. 2. This graph should be thought of as a subgraph in a large storage network, formed by locating a helper set for the failed node. Suppose that the root node is erased, and the remaining 6 nodes form the helper set. Since each of them contributes one symbol, the AF repair procedure requires transmission of 10 field symbols over the edges to complete the repair. In particular, each of the two vertices adjacent to $v_f$ sends 3 symbols over the edge connecting it to $v_f$. At the same time, using the IP procedure described above, these two nodes can each send only $l = 2$ symbols, showing that a total of 8 transmissions are sufficient. This shows the bandwidth saving capabilities of the IP procedure.

**B. Linear-algebraic notation**

In this section we introduce elements of notation used below to define code families for which we design IP procedures of node repair.
For a linear space $U$ over $F$ we denote by $U^*$ its dual space; its elements are linear functionals of the form $\phi : U \to F$. The spaces $U$ and $U^*$ have the same dimension and $(U^*)^* \cong U$. A restriction of $\phi$ to a subspace $V \subseteq U$ is denoted as $\phi | V$.

Let $U, V$ be linear spaces of dimensions $m$ and $n$, respectively, and let us fix bases $\{\mathbf{u}_i\}_{i=1}^m$ and $\{\mathbf{v}_j\}_{j=1}^n$. The tensor product of $U$ and $V$ is a linear space $U \otimes V = \{ \sum a_{ij} \mathbf{u}_i \otimes \mathbf{v}_j, a_{ij} \in F \}$ where $a_{ij} \in F$ and the tensors $\mathbf{u}_i \otimes \mathbf{v}_j$ form a basis in $U \otimes V$ (thus $\dim(U \otimes V) = mn$). By definition, $U \otimes V = \{ \sum a_{ij} \mathbf{u}_i \otimes \mathbf{v}_j, a_{ij} \in F \}$ and $U \otimes V \subseteq U \otimes V$. The dual of a tensor product is the tensor product of duals, i.e., $(U \otimes V)^* = U^* \otimes V^*$. We denote by $T^p V := V^{\otimes p}$ the $p$-th tensor power of $V$. The dimension of $T^p V$ is $n^p$.

The symmetric power $S^p V$ is a linear space of symmetric tensors, i.e., the subspace of $T^p V$ formed of the tensors invariant under transformations of the form $\mathbf{v}_1 \otimes \cdots \otimes \mathbf{v}_p \mapsto \mathbf{v}_{\sigma(1)} \otimes \cdots \otimes \mathbf{v}_{\sigma(p)}$ for any permutation $\sigma$. We write symmetric tensors as

$$\sum_{1 \leq i_1 \leq i_2 \leq \cdots \leq i_p \leq n} a_{i_1 i_2 \cdots i_p} \mathbf{v}_{i_1} \otimes \mathbf{v}_{i_2} \otimes \cdots \otimes \mathbf{v}_{i_p},$$

where $\otimes$ denotes the symmetric product and $a_{i_1 i_2 \cdots i_p}$ are elements of $F$. By definition, $\dim(S^p V) = \binom{n+p-1}{p}$. The space $S^p V$ can be thought of as a projection

$$S : T^p V \to S^p V$$

that sends the tensor $\mathbf{v}_{i_1} \otimes \mathbf{v}_{i_2} \otimes \cdots \otimes \mathbf{v}_{i_p}$ to $\mathbf{v}_{j_1} \otimes \mathbf{v}_{j_2} \otimes \cdots \otimes \mathbf{v}_{j_p}$ where $j_1 \leq j_2 \leq \cdots \leq j_p$ is a sorted copy of $i_1, i_2, \ldots, i_p$.

Finally, $x \wedge y$ denotes the exterior (alternating) product of vectors, characterized by $x \wedge y = -y \wedge x$; hence $\mathbf{v}_{\sigma(1)} \wedge \mathbf{v}_{\sigma(2)} \wedge \cdots \wedge \mathbf{v}_{\sigma(n)} = \text{sgn}(\sigma) \mathbf{v}_1 \wedge \mathbf{v}_2 \wedge \cdots \wedge \mathbf{v}_n$, where $\text{sgn}(\sigma)$ is the signature of the permutation $\sigma$. The exterior power $\Lambda^p V$ is a vector subspace of dimension $\binom{n}{p}$ spanned by elements of the form $\mathbf{v}_{i_1} \wedge \mathbf{v}_{i_2} \wedge \cdots \wedge \mathbf{v}_{i_p}, 1 \leq i_1 < i_2 < \cdots < i_p \leq n$, so a vector in $\Lambda^p V$ has the form

$$\sum_{1 \leq i_1 < i_2 < \cdots < i_p \leq n} a_{i_1 i_2 \cdots i_p} \mathbf{v}_{i_1} \wedge \mathbf{v}_{i_2} \wedge \cdots \wedge \mathbf{v}_{i_p}.$$ 

The spaces $S^p V$ and $\Lambda^p V$ are formed by the action on $T^p V$ of the symmetric and alternating groups, respectively.

By convention, $T^0 V, S^0 V$ and $\Lambda^0 V$ are taken to be $F$.

C. Generalized PM codes

An extension of the PM construction was recently proposed in [5]. The construction of [5, Sec.4] yields a family of MSR codes with parameters

$$n, k, d = \binom{k-1}{t-1} l, l = \binom{k-1}{t-1}, M = t \binom{k}{t}, \quad 2 \leq t \leq k \leq n - 1.$$ 

In this section we follow the paradigm of evaluation codes to introduce an IP node repair procedure for this code.

We start with a brief description of the code construction. Let $X = F^t$ and $Y = F^{k-t+1}$. Let $L := X \otimes S^t Y$ and note that $\dim(L) = M$. The encoding $\phi : L \to F^d$ is an $F$-linear map. To define a concrete encoding procedure, we fix a basis in $L^*$ and let the coordinates of $\phi$ be the contents of the stored data.

To support the data reconstruction and node repair tasks, we further choose, for each $i \in [n]$, a pair of vectors $x_i \in X$ and $y_i \in Y$ such that

(i) Any $t$-subset of $x_i$’s spans $X$.
(ii) Any $(k-t+1)$-subset of $y_i$’s spans $Y$.
(iii) Any $d$ subspaces $x_i \otimes y_i \otimes S^{t-2} Y$ span $X \otimes S^{t-1} Y$.

The first two properties enable data reconstruction, while the node repair property depends on the third condition [5].
With these assumptions, the contents of node $i$ correspond to the restriction $\phi \mid_{x_i \otimes y_i \otimes S^{t-1}Y} \in (x_i \otimes y_i \otimes S^{t-1}Y)^\ast$. This is consistent with the code parameters; indeed, an element in $(x_i \otimes y_i \otimes S^{t-1}Y)^\ast$ is completely described by its evaluations on a basis of the space $x_i \otimes y_i \otimes S^{t-1}Y$, which requires storing exactly $t = \binom{n}{t-1}$ evaluations.

As before, let $f \in [n]$ be the (index of the) failed node and let $D \subseteq [n] \setminus \{f\}$ be the helper set. Note that we wish to recover the restriction $\phi \mid_{x_f \otimes y_f \otimes S^{t-1}Y}$. Choose a basis for $x_f \otimes y_f \otimes S^{t-1}Y$ and let $x_f \otimes y_f \otimes (\overline{y}_{t_1} \cdots \overline{y}_{t_{t-1}})$ be one of the basis vectors. Let

$$\{y_{j_1} \cdots y_{j_{t-2}}, 1 \leq j_1 \leq j_2 \cdots \leq j_{t-2} \leq n\}$$

be a basis of $S^{t-2}Y$. The helper node $i \in D$ transmits to the failed node the restriction of $\phi$ to the set of vectors $\{x_i \otimes y_i \otimes (y_{j_1} \cdots y_{j_{t-2}}) \otimes y_f\}$.

It becomes easier to think of the above construction once we connect it with PM codes described in Sec. III-A. For that, take $t = 2$. In this case, the file size is

$$\dim(L) = \dim(X \otimes S^2Y) = \dim(F^2 \otimes F^{k-1}) = k(k-1).$$

Node $i$ stores $\phi \mid_{(x_i \otimes y_i \otimes Y)}$, i.e, $\phi$ evaluated at a basis of $x_i \otimes y_i \otimes Y$, which requires storing exactly $\dim(Y) = k - 1$ symbols. Each node can calculate the symbol $\phi(x_i \otimes y_i \otimes y_f) \in F$. Now notice that $d$ vectors $\{x_i \otimes y_i\}$ span $X \otimes Y$, and so $d$ values $\phi(x_i \otimes y_i \otimes y_f)$ account for the evaluations of $\phi$ on $X \otimes Y \otimes y_f$. From this set of evaluations we can calculate $\phi$ on $x_f \otimes Y \otimes y_f$ which by the symmetric product property is the same as $x_f \otimes y_f \otimes Y$. These evaluations form the contents of the failed node.

The IP repair for this construction works as follows. By (iii) above we can write

$$x_f \otimes y_f \otimes (\overline{y}_{t_1} \cdots \overline{y}_{t_{t-1}}) = x_f \otimes (\overline{y}_{t_1} \cdots \overline{y}_{t_{t-1}}) \otimes y_f,$$

where we denoted $\overline{y}_{j_1 \cdots j_{t-2}} = y_{j_1} \cdots y_{j_{t-2}}$. Again similarly to the PM codes, any set $A \subseteq D$ with $|A| \geq d-k+1$ can transmit the following single evaluation of $\phi$ along the path to $f$:

$$\phi\left(\sum_{i \in A, j_1 \cdots j_{t-2}} a_{i,j_1 \cdots j_{t-2}} x_i \otimes y_i \otimes \overline{y}_{j_1 \cdots j_{t-2}} \otimes y_f\right) = \sum_{i \in A, j_1 \cdots j_{t-2}} a_{i,j_1 \cdots j_{t-2}} \phi(x_i \otimes y_i \otimes \overline{y}_{j_1 \cdots j_{t-2}} \otimes y_f).$$

This can be done for all basis vectors of the chosen basis of $x_f \otimes y_f \otimes S^{t-1}Y$, and that requires $l = \binom{k-1}{t-1}$ transmissions, which matches the lower bound of Lemma II.2. Note that the AF repair would require any set $A$ of helpers to transmit $\beta |A|$ symbols of $F$, which is greater than $l$ for $|A| > d-k+1$.

We have shown that IP repair can outperform direct relaying. Let us give an example to support this claim (note also the remark before Example III.1).

**Example III.2.** Consider the use of generalized PM codes for the graph shown in Fig. 2. Suppose that $t = 3$, i.e., the code parameters are $[n = 7, k = 5, d = 6, l = 6, \beta = 3, M = 30]$. Again considering the repair of the root node, the AF repair procedure would require transmission of $3 \cdot (1+1+1+1+3+3) = 30$ symbols while the IP procedure requires only $3 \cdot (1+1+1+1+2+2) = 24$ symbol transmissions. It is easy to construct many other similar examples.

**D. Operations on product spaces**

In preparation for discussing IP repair with Moulin codes in the next section, we define (following [4]) two operations on tensor product spaces. Let $V = F^{d-k}$, $W = F^k$, and $U = V \oplus W \cong F^d$. We shall be dealing with spaces of the form $T^pV \otimes V \otimes \Lambda^qW$ and $T^pV \otimes W \otimes \Lambda^qW$ where $p + q = s - 1$ and $p, q \geq 0$. Note that

$$T^pV \otimes V \otimes \Lambda^qW \oplus T^pV \otimes W \otimes \Lambda^qW = T^pV \otimes U \otimes \Lambda^qW,$$
and hence there are natural inclusion maps from each of these spaces to their direct sum, as well as natural
projection maps from the direct sum to these spaces.

Define the \textit{co-wedge product} operator inductively as follows:

\[
\nabla: T^p V \otimes \Lambda^1 W \to T^p V \otimes W
\]
\[
\nabla: T^p V \otimes \Lambda^2 W \to T^p V \otimes W \otimes \Lambda^1 W
\]
\[
\nabla: T^p V \otimes \Lambda^{q+1} W \to T^p V \otimes W \otimes \Lambda^q W
\]

where on the last line \(\omega \in \Lambda^q W\) and \(w_1 \in W\). Thus, as a result of applying \(\nabla\), the degree of the wedge product decreases by one. For tensors of higher ranks, \(\nabla\) applies term-wise, and the images are added. The operator \(\nabla\) is clearly linear. Next we define the \textit{coboundary operators (differentials)} which increase the degree of tensors. For any \(v \in V\) define the linear transformation inductively:

\[
\partial_v^V: \Lambda^q W \to U \otimes \Lambda^q W
\]
\[
\partial_v^V: U \otimes \Lambda^q W \to T^1 V \otimes U \otimes \Lambda^q W
\]
\[
\partial_v^V: T^p V \otimes U \otimes \Lambda^q W \to T^{p+1} V \otimes U \otimes \Lambda^q W
\]

for all \(p \geq 1, q \geq 0\). Note that when \(q = 0\) we take \(\Lambda^0 = F\). In the other direction, for every \(w \in W\) and \(p \geq 0, q \geq 1\) define the mappings

\[
\partial_w^W: T^p V \otimes U \to T^p V \otimes U \otimes \Lambda^1 W
\]
\[
\partial_w^W: T^p V \otimes U \otimes \Lambda^q W \to T^p V \otimes U \otimes \Lambda^{q+1} W
\]

Finally for \(u \in U\) such that \(u = v + w, v \in V, w \in W\), define

\[
\partial_u^U = \partial_v^V + \partial_w^W.
\]

Thus, the overall diagram has the form

\[
\text{diagram}
\]

Except for \(U\), this diagram follows the standard construction of the tensor product of chain complexes \([19, \text{Sec.10.1}]\), and the differentials satisfy the usual relations: \((\partial_v^V)^2 = 0, (\partial_w^W)^2 = 0\) for all \(v \in V, w \in W\), and \(\partial_v^V \partial_w^W + \partial_w^W \partial_v^V = 0\).

\textbf{E. IP for Interior Point Codes}

In this section we switch attention from MSR codes to a class of intermediate-point evaluation codes introduced recently by Duursma et al. in [4] (see also [16, \text{Sec. 7.2}]). Let \(s\) be an integer such that \(n - 1 \geq\)
\[ d \geq k \geq s - 1 \geq 1. \] The family of Moulin codes that we discuss has parameters \([n, k, d, l, \beta, M]\) that satisfy the relations
\[
\begin{align*}
l &= \sum_{p+q=s-1} (d-k)^p \binom{k}{q} \\
\beta &= \sum_{p+q=s-2} (d-k)^p \binom{k-1}{q} \\
M &= \sum_{p+q=s-1} d(d-k)^p \binom{k}{q} - \sum_{p+q=s} (d-k)^p \binom{k}{q},
\end{align*}
\]
where \(p \geq 0, q \geq 0\) throughout. While the general idea of implementing IP for this code family is the same as before (node contents are given by restrictions of linear maps to subspaces), the detailed description relies on the operations on tensor products introduced above.

For a fixed \(s\) satisfying the constraints above, the file \(\mathcal{F}\) is chosen to be an element \(\phi\) of the dual space
\[
\bigoplus_{p+q=s-1} (\text{T}^p V \otimes U \otimes \Lambda^q W)^*,
\]
where \(V, W, U\) are as in the previous section. The parity checks of the code correspond to the condition of having the following diagrams commute:

\[\begin{array}{ccc}
\text{T}^p V \otimes \Lambda^{p+1} W & \xrightarrow{\phi} & F \\
\downarrow \phi & & \downarrow \phi \\
\text{T}^p V \otimes W \otimes \Lambda^q W & & \\
\end{array}\]

for all \(p \geq 1, q \geq 0\) with \(p + q = s - 1\), and

\[\begin{array}{ccc}
\Lambda^{p+1} W & \xrightarrow{0} & F \\
\downarrow \phi & & \downarrow \phi \\
W \otimes \Lambda^q W & & 0 \\
\end{array}\]

for \(p = 0\) and \(q = -1\), respectively.

The file size equals the dimension of the direct sum of the vector spaces (9) minus the dimension of the parity check space, which is exactly \(M\) in (8). To each node \(i \in [n]\) we associate a vector \(u_i \in U\) such that any \(d\) of these vectors span \(U\) and any \(k\) vectors span \(U/V\) under the quotient map \(U \to U/V\). The \(i\)-th node stores the following restriction of the mapping \(\phi\):

\[\phi \upharpoonright \bigoplus_{p+q=s-1} (\text{T}^p V \otimes u_i \otimes \Lambda^q W).\]

The size \(l\) of the node equals \(\text{dim}(\text{T}^p V \otimes u_i \otimes \Lambda^q W)\), given by \(l\) in (8).

Now suppose that node \(f \in [n]\) fails and we are provided with a set \(D \subseteq [n] \setminus \{f\}\) of \(d\) helpers. Each node \(h \in D\) provides the restrictions of its contents to coboundaries:

\[\phi \upharpoonright \partial^U_{u_f} (\text{T}^p V \otimes u_h \otimes \Lambda^q W)\]

for each pair \(p, q\) with \(p + q = s - 2\). We shall need the following result.

**Lemma III.2** ([4], Thm. 4.1). **For all possible** \(p, q \geq 0\), **such that** \(p + q = s - 2\) **and all** \(\nu \in \text{T}^p V, \omega \in \Lambda^q W\), **we have**
\[\phi(\partial^U_{u_f}(\nabla(\nu \otimes \omega))) - \phi(\partial^U_{u_f}(\nu \otimes \omega)) = (-1)^p \phi(\nu \otimes u_f \otimes \omega).\]

**If** \(p = 0\), **then** \(\phi(\partial^U_{u_f}(\omega)) = 0\) **due to** (10).

The right-hand side of the above equation is one coordinate of the failed node, and the left-hand side can be computed from (11).

The statement of the next lemma appears in [4] without a proof (as a statement in the proof of [4, Thm. 4.1]). We include the proof here to set up the notation.
Lemma III.3. 1) For all possible \( p \geq 1, q \geq 0 \) such that \( p + q = s - 1 \) and all \( \nu \in T^pV, \omega \in \Lambda^qW \), the tensor \( \nu \otimes \omega \) is contained in the linear span of the union of the spaces \( \{ T^pV \otimes u_h \otimes \Lambda^qW \}_{h \in D, p' + q' = s - 2} \).

2) For all possible \( p, q \geq 0 \), such that \( p + q = s - 1 \), for all \( \nu \in T^pV, \omega \in \Lambda^qW \), \( \nabla(\nu \otimes \omega) \) is contained in the linear span of the union of the spaces \( \{ T^pV \otimes u_h \otimes \Lambda^qW \}_{h \in D, p' + q' = s - 2} \).

Proof. 1) Fix \( p_1 \geq 1, q_1 \geq 0 \) such that \( p_1 + q_1 = s - 1 \). Let \( \nu \in T^{p_1}V \) and \( \omega \in \Lambda^{q_1}W \). Fix a basis \( \{ \nu_{i} \otimes u_h \otimes \omega_i \}_{i=1}^{(d-k)p_1-1} \) of \( T^{p_1-1}V \otimes u_h \otimes \Lambda^{q_1}W \). Since the set \( \{ u_h \}_{h \in D} \) spans \( U \), we can write

\[
\nu \otimes \omega = (\nu_1 \otimes \cdots \otimes \nu_{p_1-1}) \otimes \nu_{p_1} \otimes \omega ,
\]

and hence \( \nu \otimes \omega \) is an element of \( T^{p_1-1}V \otimes U \otimes \Lambda^{q_1}W \). So we can write \( \nu \otimes \omega = \sum_{i,h} a_{i,h} (\nu_i \otimes u_h \otimes \omega_i) \).

2) Similarly, for a basis \( \{ \nu_{j} \otimes u_h \otimes \omega_j \}_{j=1}^{(d-k)p_1-1} \) of \( T^{p_1}V \otimes u_h \otimes \Lambda^{q_1-1}W \), we can write \( \nabla(\nu \otimes \omega) = \sum_{j,h} b_{j,h} (\nu_j \otimes u_h \otimes \omega_j) \).

Our main statement in this part is the next lemma, which justifies the IP repair procedure.

Lemma III.4. Let \( A \subseteq D \). For the repair of \( f \), it is sufficient for the nodes in the set \( A \) to transmit \( l \) symbols.

Proof. Fix \( p, q \geq 0 \) such that \( p + q = s - 1 \). Let \( \nu \in T^pV, \omega \in \Lambda^qW \). If \( p \geq 1 \) then by parts (1) and (2) of Lemma III.3, we have

\[
\phi(\partial_{u_f}^U (\nabla(\nu \otimes \omega))) - \phi(\partial_{u_f}^U (\nu \otimes \omega)) = \sum_{j,h} b_{j,h} \phi(\partial_{u_{j}}^U (\nu_j \otimes u_h \otimes \omega_j)) - \sum_{i,h} a_{i,h} \phi(\partial_{u_{i}}^U (\nu_i \otimes u_h \otimes \omega_i)) .
\]

Note that if \( p = 0 \) then the second term on the LHS \( \phi(\partial_{u_f}^U (\nu \otimes \omega)) \) is already 0 by (10) and we simply write using Lemma III.3(2)

\[
\phi(\partial_{u_{f}}^U (\nabla(\nu \otimes \omega))) = \sum_{j,h} b_{j,h} \phi(\partial_{u_{j}}^U (\nu_j \otimes u_h \otimes \omega_j)) .
\]

By Lemma III.2, the LHS equals \( (-1)^p \phi(\nu \otimes u_f \otimes \omega) \), and we have recovered one symbol of the failed node. For this, the set \( A \) need to transmit the element

\[
\sum_{h \in A} \left[ \sum_{j} b_{j,h} \phi(\partial_{u_{j}}^U (\nu_j \otimes u_h \otimes \omega_j)) - \sum_{i} a_{i,h} \phi(\partial_{u_{i}}^U (\nu_i \otimes u_h \otimes \omega_i)) \right] .
\]

Doing this for any fixed basis \( \{ \nu, \omega \} \) of \( T^pV \otimes u_f \otimes \Lambda^qW \), for all values of \( p, q \), requires the set \( A \) to transmit a total of \( l \) symbols.

Observe that whenever \( |A| \geq \lceil \frac{l}{d} \rceil \), the IP protocol given by this lemma results in communication savings compared to the AF repair.

Example III.3. We again use the graph in Fig. 2 to demonstrate the savings in required transmission bandwidth for repair. The parameters of the code construction are: \( n = 7, k = 5, d = 6, s = 4, l = 26, \beta = 11, M = 125 \). Note that this code satisfies \( d\beta = 66 > l > (d - k + 1)\beta = 22 \) and operates at an interior point of the storage-bandwidth trade-off curve.

Considering the repair of the root node, the AF repair procedure would require a total transmission of \( 11 \times 4 + 33 \times 2 = 110 \) symbols while performing the IP procedure in the nodes neighboring the failed node results in a total of \( 11 \times 4 + 26 \times 2 = 96 \) symbol, saving 7 transmissions at each of the two neighbors. Note that the lower bound from Lemma II.2 says that the minimum transmission bandwidth is at least \( 11 \times 4 + 22 \times 2 = 88 \) symbols (in this case Cor. II.4 gives a weaker result).
A. Determinant codes

Determinant codes \cite{7, 8} represent another well-known family of intermediate-point regenerating codes. Of several versions of the construction presented by the authors, we follow the one appearing in \cite{8}. To remind ourselves of the general context, let \( n, k \) be fixed, and let \( d = k \). Recall that the tradeoff curve (1) isolates a polygon on the bandwidth-storage plane called the exact repair region. In particular, as shown in \cite{7}, for \( d = k \) the exact repair region is a convex hull of \( k \) points given by \( l_m = \left( \begin{array}{c} k \\ m \end{array} \right), \beta_m = \left( \begin{array}{c} k-1 \\ m-1 \end{array} \right), M_m = m^{(k+1)} \), for \( m = 1, 2, \ldots, k \) and these points are achieved by the determinant code construction. Moreover, the intermediate points of the bound (1) can be achieved by space sharing. In this section we observe that determinant codes can be easily adapted to support the IP technique.

Let us begin with a brief description of the code construction (see the original paper \cite{8} for more details), noting that linearity of the codes is again at the root of this application. Fix some \( m \in [k] \). The symbols of the data file \( \mathcal{F} \) are arranged in two matrices, denoted below by \( V \) and \( W \), of dimensions \( l_m \times d \) and \( l_{m+1} \times d \), respectively. The rows of \( V \) are indexed by the \( m \)-subsets of the set \( \{d\} := \{1, 2, \ldots, d\} \), the rows of \( W \) are indexed by the \( (m+1) \)-subsets, and the columns of either matrix are indexed by the elements of \( [d] \). Accordingly we label the data symbols with two subscripts \( j \) and \( A \), where \( j \in [d] \) and \( A \subseteq [d] \). Write these symbols as

\[
\mathcal{V} = \{ v_{A,j} \in F \mid A \subseteq [d], |A| = m, j \in A \} \\
\mathcal{W} = \{ w_{S,j} \in F \mid S \subseteq [d], |S| = m+1, j \in S, \tau_S(j) \leq m \},
\]

where \( \tau_S(j) = |\{i \in S : i \leq j\}| \), i.e., in \( \mathcal{W} \) we do not assign a data element to the largest index within each of the subsets \( S \). Instead, the largest location within each \( S \) is assigned the value that fulfills the parity check equation

\[
\sum_{j \in S} (-1)^{\tau_S(j)} w_{S,j} = 0,
\]

yielding a total of \( \binom{d}{m+1} \) parity symbols. Now assign the data symbols (and in the case of \( W \) also the parity symbols) to the corresponding places in the matrices \( V \) and \( W \), writing them in the locations indexed by the elements of the subsets, and fill the remaining empty places in the matrices with zeros.

In the next step the matrices \( V \) and \( W \) are used to construct an \( l_m \times d \) data matrix \( D \), whose rows are again indexed by the sets \( A \subseteq [d] \) and columns by \([d]\), as follows

\[
d_{A,j} = \begin{cases} v_{A,j} & \text{if } j \in A \\ w_{A \cup \{j\},j} & \text{if } j \notin A \end{cases}
\]

Note that \( |\mathcal{V}| + |\mathcal{W}| = M_m \) and \( M_m + \binom{d}{m+1} = l_m d \), the number of matrix elements in \( D \). Finally to obtain a codeword that corresponds to the data file, we multiply \( D \) by a \( d \times n \) matrix \( \Phi \) such that each \( k \)-subset of its rows has full rank over \( F \), for instance a Vandermonde matrix. This yields an \( l_m \times n \) codeword matrix \( C \) over \( F \).

Next we describe the node repair procedure suggested in \cite{8}. For a matrix \( G \) denote its \( i \)-th row by \( G_{i,:} \) and \( i \)-th column by \( G_{:,i} \). Thus, the contents of the \( i \)-th node (the \( i \)-th coordinate of the codeword \( C \)) is given by \( C_{:,i} = D \Phi_{-,i} \). Without loss of generality assume that node 1 has failed and nodes in the set \( H = \{2, 3, \ldots, d+1\} \) are used as the helper nodes. Define the \( l_{m-1} \times l_m \) matrix \( R \), whose rows and columns are indexed by \( (m-1) \)- and \( m \)-subsets of \([d]\), as follows:

\[
R_{B,A} = \begin{cases} (-1)^{\tau_A(j)} \phi_{j,1} & \text{if } \exists y \text{ s.t. } A = B \cup \{j\} \\ 0 & \text{otherwise} \end{cases}
\]

where \( \phi_{j,1} \) is an element of the matrix \( \Phi \). We note that the matrix \( R \) depends only on the index of the failed node and can be pre-computed independently at each helper node. To perform repair, the failed node downloads from helper node \( i \in H \) the vector \( R C_{-,i} \). The dimension of this vector is \( l_{m-1} \), so on the face of it, the required size of the download exceeds the allotted repair bandwidth \( \beta_m \). However, by \[6\, \text{Prop. 1} \]
the rank of the matrix $R$ is at most $\beta_m$, so as many symbols suffice to communicate the vector $RC_{:,i}$ from the $i$th (helper) node to the failed node.

At the failed node, the vectors $RC_{:,i}, i \in H$ are written as columns of a $l_{m-1} \times d$ matrix $T$. Since $C_{:,i} = D\Phi_{:,i}$, we can write $T = RD\Phi_{:,H}$, where $\Phi_{:,H}$ is the submatrix of $\Phi$ formed of the columns $2, 3, \ldots, d+1$. By construction, $\Phi_{:,H}$ is invertible, and the failed node can find the $l_{m-1} \times d$ matrix $RD$. These elements suffice to recover the contents of the failed node as shown in the following lemma due to [6], Prop. 2. Since our modification of the repair procedure depends on this statement, we include a proof in the appendix.

**Lemma IV.1.** For any $A \subset [d], |A| = m$,  
$$C_{A,1} = \sum_{i \in A} (-1)^{\tau_A(i)} R_{A\setminus\{i\},:}D_{:,i}, \quad (12)$$
where $R_{A\setminus\{i\},:}D_{:,i}$ is the row of $R$ with index $A \setminus \{i\}$. Thus the contents of the failed node can be recovered from the matrix $RD$.

Note that $R_{A\setminus\{i\},:}D_{:,i}$ is an element in the product $R \cdot D$, which is exactly the information available to the failed node. The point that we wish to make is that the described repair procedure can be modified to support IP repair for determinant codes used on a graph. To formulate it, we need some notation. Let $C_H = [C_{:,2} \ldots C_{:,d+1}]^T$ be a $dl_m \times d$ column vector obtained by concatenating columns $2, 3, \ldots, d+1$ of $C$. Define $l_m \times l_m$ matrices $W^{(i)}, i = 1, \ldots, d$, whose rows are indexed by $m$-subsets of $[d]$. For a given $m$-subset $A \subset [d]$ the $A$-th row of $W^{(i)}$ is defined as:

$$W^{(i)}_{A,:} = \begin{cases} (-1)^{\tau_A(i)} R_{A\setminus\{i\},:} & \text{if } i \in A \\ 0 & \text{otherwise} \end{cases}$$

**Proposition IV.2.** The contents of the failed node can be found as

$$C_{:,1} = U\overline{C}_H = [U^{(1)}U^{(2)} \ldots U^{(d)}] \overline{C}_H, \quad (13)$$
where $U$ is an $l_m \times dl_m$ matrix determined by the contents of the helper set $\Phi_{:,H}$.

**Proof.** As before, let $C_{:,H}$ and $\Phi_{:,H}$ be the submatrices of the matrices $C$ and $\Phi$ with columns indexed by the set $H$, so $C_{:,H} = D\Phi_{:,H}$, or

$$D = C_{:,H} \Phi_{:,H}^{-1}.$$  

Similarly to $\overline{C}_H$, let $\overline{D} = [D_{:,1}^T \ldots D_{:,d}^T]^T$ be the flattened matrix $D$, written as a column vector of length $dl_m$. Let $\Phi_H = (\Phi_{:,H}^\top \otimes I_m)^\top$ be the $dl_m \times dl_m$ block matrix. Then

$$\overline{D} = \Phi_H \overline{C}_H.$$  

Now, according to this relation and (12),

$$C_{:,1} = W\overline{D} = U\overline{C}_H,$$

where $W = [W^{(1)}W^{(2)} \ldots W^{(d)}]$ and $U = [W^{(1)}W^{(2)} \ldots W^{(d)}] \Phi_H$, proving (13). Moreover, the matrix $U$ depends only on $\Phi_{:,H}$, and the proof is complete. \hfill $\square$

As before, representation (13) supports “pipeline” repair of the contents of $C_{:,1}$, which can be spread across the nodes of the helper set. Specifically, instead of transmitting $|E|\beta_m$ symbols, any set $E$ of helper nodes can only transmit the vector

$$\sum_{i \in E} U^{(i)}C_{:,i},$$

which requires sending a total of $l_m$ symbols over the edges leaving $E$ along the shortest path toward the failed node. Hence whenever $|E| > \frac{l_m}{\beta_m}$, this procedure accounts for savings in the repair bandwidth over simple forwarding (the AF repair).
Example IV.1. Going back to our running example in Fig. 2, choose \( m = 3 \), then the code parameters are \( n = 7, k = d = 6, M = 105 \), and we obtain an interior-point code operating at the point \( (\ell_m = 20, \beta_m = 10) \) of the trade-off curve. As before, suppose our goal is to repair the root node, while all the remaining 6 nodes serve as helpers. The AF repair procedure would require transmission of \( 4 \cdot 10 + 2 \cdot 30 = 100 \) symbols while performing intermediate processing at the nodes adjacent to the root node results in a total of \( 4 \cdot 10 + 2 \cdot 20 = 80 \) symbol transmissions, saving 10 transmissions at each of the two nodes. In this case the bounds in Lemma II.2 and Cor. II.4 both suggest that each of the two nodes closest to the root should send at least 10 symbols, resulting in a gap of 20 to the IP construction.

B. Cascade codes

A family of regenerating codes based on determinant codes was introduced in [6]. For an integer parameter \( \mu, 1 \leq \mu \leq k \) the parameters of cascade codes are

\[
\ell = \sum_{m=0}^{\mu}(d-k)^{\mu-m}\binom{k}{\mu} \\
\beta = \sum_{m=0}^{\mu}(d-k)^{\mu-m}\binom{k-1}{m-1} \\
M = \sum_{m=0}^{\mu}k(d-k)^{\mu-m}\binom{k}{m} - \binom{k}{\mu+1}.
\]

We note that the parameters of this code family coincide with the parameters of Moulin codes (8), as can be seen by setting \( s-1 = \mu \) in (8) (the families themselves are different; see [4] for more on this). Also, setting \( \mu = 1 \) or \( \mu = k \) yields the MSR and MBR points of the tradeoff curve (1), respectively, while otherwise the codes operate at interior points. Finally, setting \( d = k \) recovers the parameters of determinant codes.

A cascade code is formed by stacking together several determinant codes with different values of the parameter \( \mu \), called the mode of the component codes. The encoder mapping is again linear and therefore can be accomplished by multiplying a data matrix by the encoder matrix. Cascading together determinant codes of varying modes enables the authors of [6] to obtain codes for all values \( d \geq k \) as opposed to \( d = k \) in the previous section. To provide the functionality of data recovery from any \( k \) nodes, the data symbols are encoded into several copies of the constituent determinant codes via the process called symbol injection. The details of the construction are too involved to be presented here, and we refer the readers to the original paper. An important point for us is that repair of the failed node is performed by concatenating the fragments computed by the helpers along the path from them to the failed node in the repair tree.

V. Data Retrieval for Codes on Graphs

In Part I of this paper, [15], we have only focused on the node repair aspect of regenerating codes on graphs, circumventing the more frequently occurring task of data retrieval. The reason behind this is that at the MSR point, which was the main focus of [15], the task of data retrieval from a regenerating code defined on an arbitrary graph becomes trivial. Since MSR codes are Maximum Distance Separable (MDS) by definition, any set \( A \) of \( k \) or fewer nodes has to transmit \( |A| \cdot \ell \) symbols and there is no hope of compressing this any further. This implies that in the restricted connectivity setting, when the Data Collector (DC) does not have direct access to \( k \) nodes, standard relaying of data is optimal. The situation changes when we lift the MSR constraint.

Example V.1. The following example shows that for MBR code families the task of data recovery can be accomplished by downloading fewer than \( kl \) symbols from the chosen subset of \( k \) nodes. Consider the family of polygonal codes [22], which closely follows the definition of MBR codes. The parameters of the family are \( n, k, d = n-1, l = n-1, \beta = 1, M = k(n-1) - k(k-1)/2 \). To construct the code, fix \( n \) and \( k \) and choose an MDS code of length \( N = n(n-1)/2 \) and dimension \( M \) over a field \( F_q \) of size \( q \geq N \). The encoding mapping of the polygonal code \( \mathcal{C}_n \) is formed of two steps. In the first step we encode \( M \) symbols of the file \( \mathcal{F} \) into a codeword of the MDS code. The length \( N \) is chosen to support a bijection between the coordinates of the codeword and edges of a complete graph \( K_n \), so we place each encoded symbol on an
edge of the graph. Each vertex of \( K_n \) models a storage node. To complete the data placement in the system, we assign to each node the symbols written on the edges incident to it. Thereby, every node carries \( n-1 \) symbols of the encoding, which matches the parameters of the code \( \mathcal{C}_n \).

To reconstruct the file \( \mathcal{F} \), the DC accesses an arbitrary subset \( K \) of \( k \) nodes of the graph, which in total contain \( k(n-1) \) symbols of the codeword. Since each pair of nodes shares one common symbol, the DC downloads \( l, l-1, \ldots, 1 \) symbols from the nodes in \( K \) (taken in some fixed order). This yields a total of \( M \) stored symbols, so the DC is able to recover the MDS codeword and therefore also the file. Note a saving of \( \binom{k}{2} \) symbols compared to downloading the entire contents of the \( k \) nodes.

In this section we elaborate on this example in two ways. First, in Lemma V.1 below we derive a lower bound on the number of symbols required to complete the data collection task. The bound applies to all sets of parameters on the storage-bandwidth tradeoff curve (1), with a caveat that for the intermediate points, we have to allow codes with functional rather than exact repair. At the MBR point the bound is attainable, as shown by the above example as well as by another example that we consider in this section, namely the MBR Product-Matrix codes.

A. Lower bound for the data retrieval bandwidth

For non-MSR regenerating codes, the possibility of reducing the number of downloaded field symbols motivates us to seek a lower bound on the communication complexity. Let us formally introduce our model. Like before, an \([n, k, d, l, \beta, M]\) regenerating code is defined on a connected graph \( G = (V, E) \). A set of \( k \) nodes, denoted by \( K \), wish to send their data to the DC for the purpose of recovering the original file of \( \bar{n} \) symbols compared to downloading the entire contents of the file, which means a saving of \( (k^2/4) \) symbols in total.

From the data retrieval property of the code, we have

\[
\begin{align*}
H(R) &\geq \sum_{i=k-a}^{k-1} \min\{l, (d-i)\beta\}. 
\end{align*}
\]

**Lemma V.1.** For an \([n, k, d, l, \beta, M]\) regenerating code and any set \( A \subseteq K \) of size \( a \), let \( R_A \) be the data derived as a function \( W_A \) such that \( H(\mathcal{F}|R_A, W_{K\setminus A}) = 0 \). Then

\[
H(R_A) \geq \sum_{i=k-a}^{k-1} \min\{l, (d-i)\beta\}. 
\]

**Proof.** From Lemma II.1, we know that for any set \( B = \{b_1, b_2, \ldots, b_{|B|}\} \subset K \),

\[
H(W_B) = \sum_{i=1}^{|B|} H(W_{b_i}|W_{b_{i-1}}, \ldots, W_{b_1}) \leq \sum_{i=1}^{|B|} \min\{l, (d-i+1)\beta\} = \sum_{i=0}^{|B|-1} \min\{l, (d-i)\beta\}. 
\]

From the data retrieval property of the code, we have

\[
H(R_A, W_{K\setminus A}) \geq \sum_{i=0}^{k-1} \min\{l, (d-i)\beta\}, 
\]

which implies

\[
H(R_A) \geq \sum_{i=0}^{k-1} \min\{l, (d-i)\beta\} - H(W_{K\setminus A}) 
\]

\[
= \sum_{i=k-a}^{k-1} \min\{l, (d-i)\beta\}.
\]

\(\square\)
Specializing bound (14) for the MSR and MBR points, we obtain

**Corollary V.2.** (1) For an \([n, k, d, l, \beta, M]\) MSR code and any subset \(A \subseteq K\)
\[
H(W_A) \geq |A| \cdot l.
\]

(2) For an \([n, k, d, l, \beta, M]\) MBR code and any subset \(A \subseteq K\) of size \(a\)
\[
H(W_A) \geq \sum_{i=k-a}^{k-1} (d - i) \beta.
\] (15)

**Remark:** Part (1) of this corollary gives a formal proof of our earlier claim as to why standard relaying is optimal for data retrieval with MSR codes.

**Remark:** Note that at the MBR point, even for the fully connected setting when the DC has direct access to \(k\) nodes, data retrieval is performed by downloading full contents of the \(k\) nodes. At the same time, Cor. V.2(2) shows that it might be possible to retrieve the file by downloading fewer symbols. In the next section we show that this is indeed the case and that bound (15) is achievable with PM MBR codes; thus this bound is in fact tight.

### B. Data retrieval with optimal communication

In this section we describe a data collection procedure on a graph with communication complexity attaining the bound (15), using the PM code family as an example. Let us first recall the standard PM MBR construction of Rashmi et al. \([17]\). The parameters of the codes are \([n, k, d, l, \beta = 1, M = kd - \binom{k}{2}\)], see also (2).

The data file \(\mathcal{F}\) is formed of \(M\) symbols of the field \(F\), and it is represented by a \(d \times d\) matrix \(B\) that has the following structure:
\[
B = \begin{bmatrix} S & T \\ T^\top & 0 \end{bmatrix}.
\]

Here \(S\) is a \(k \times k\) symmetric matrix and \(T\) is a \(k \times (d - k)\) matrix. Together these two matrices contain \(\binom{k}{2} + k(d - k) = dk - \binom{k}{2}\) message symbols. To encode the message, choose \(n\) distinct nonzero elements \(x_1, \ldots, x_n\) of \(F\) and use them to construct an \(n \times d\) Vandermonde matrix \(\Psi\) with each row formed of consecutive powers of one of the \(x_i\)'s. The \(n \times d\) codeword matrix is found as
\[
C = \Psi B.
\]

The data retrieval proceeds as follows. Assume that the DC aims at retrieving \(\mathcal{F}\) by accessing the stored contents of nodes \(C_1, \ldots, C_k\) (or any other \(k\)-tuple of the nodes). Denote by \(\Psi_k\) the submatrix of \(\Psi\) formed by the first \(k\) rows of \(\Psi\), and write it as \(\Psi_k = [\Psi_{k,1}, \Psi_{k,2}]\), where \(\Psi_{k,1}\) is a \(k \times k\) Vandermonde matrix. Upon retrieving the information from the nodes \(C_1, \ldots, C_k\), the DC has access to the \(k \times d\) matrix
\[
[\Psi_{k,1} S + \Psi_{k,2} T^\top | \Psi_{k,1} T],
\] (16)

where the left submatrix has \(k\) and the right \(d - k\) columns. Since \(\Psi_{k,1}\) is invertible, from the right submatrix the DC can find the matrix \(T\). Once found, it gives access to the product \(\Psi_{k,1} S\) and then to \(S\), completing the decoding (data recovery) process.

Inspired by the polynomial description of PM MSR codes in \([5]\), we now present a similar description of the PM MBR codes and show how this achieves the bound (15). Since \(B\) is a symmetric matrix, we can associate its elements with the coefficients of a symmetric polynomial \(s(y, z)\) such that
\[
\min(\deg_y(s), \deg_z(s)) \leq k - 1 \text{ and } \max(\deg_y(s), \deg_z(s)) \leq d - 1.
\]

Next, we let node \(i\) store the \(d\) coefficients of the polynomial \(g_i(z) = s(x_i, z)\), where \(x_i \in F\) is one of the elements chosen above. Altogether this forms an equivalent description of the encoding procedure of the code. It is clear that retrieving the coefficients of any \(k\) of these polynomials results in the retrieval of the file: for instance, the coefficients of \(g_i, i = 1, \ldots, k\) exactly correspond to the rows of the matrix (16).

The standard data retrieval scheme described above suggests acquiring all the coefficients of \(k\) polynomials. We observe that this is in fact not necessary because the file can be recovered by accessing exactly \(M\)
elements of the codeword. Without loss of generality, assume that the nodes $1, 2, \ldots, k$ are contacted for data retrieval. Node $i$ returns the $d - i + 1$ symbols $\{g_i(x_j) : j = i, i + 1, \ldots, d\}$. To see that this scheme achieves the bound (14), without loss of generality let $A = \{1, 2, \ldots, a\}$. Then the total data transmitted by the set $A$ is $\sum_{i \in A} |\{g_i(x_j) : j = i, i + 1, \ldots, d\}| = \sum_{i=k-a+1}^{k} (d - i + 1)$ which matches the bound. The correctness of the scheme follows from the next lemma.

**Lemma V.3.** The set of symbols $\{g_i(x_j) : j = i, i + 1, \ldots, d, i = 1, 2, \ldots, k\}$ are sufficient to recover the original $M$ symbols.

**Proof.** We have the following set of evaluations of the symmetric polynomial $s(y, z)$ at the points $\{(x_i, x_j) : j = i, i + 1, \ldots, d, i = 1, 2, \ldots, k\}$. From node 1, the DC gets $d$ evaluations of the polynomial $g_1(z)$ of degree $d - 1$, sufficient to find its coefficients. From node 2, the DC obtains $\{g_2(x_i) : i = 2, \ldots, d\}$; since it already knows $g_2(x_1) = s(x_2, x_1) = s(x_1, x_2) = g_1(x_2)$, altogether it has therefore access to $d$ evaluations of $g_2(z)$ which again suffice to recover its coefficients. By induction, if the DC has recovered the coefficients of all $g_m(z)$ for $m \leq i$ for some $i < k$, then after acquiring further $d - i$ symbols from node $i + 1$, it will have access to $d$ evaluations of $g_{i+1}(z)$. This process results in recovery of all the polynomials $\{g_i(z) : 1 \leq i \leq k\}$, and this completes the data retrieval.

**Example V.2.** Consider again the graph from Example III.1 but this time assume that codewords of a PM MBR code with parameters $[n = 7, k = 5, d = 6, l = 6, \beta = 1, M = 20]$ are placed on the nodes. Assume that DC has direct access only to node 1, i.e., $K = \{1\}$. By the breadth-first search algorithm, the 5 nodes taking part in the data retrieval process are chosen to be nodes 1, 2, 3, 4 and 5. Figure 3(a) shows the data transmission required in the traditional setting where each node sends its $l = 6$ symbols to the DC for retrieval of the file. Applying the Corollary V.2(2), we have $H(R_{\{4\}}) \geq 2, H(R_{\{4,5\}}) \geq 5$ and so on. Figure 3(b) shows the optimal data transmission matching the bound (15) under the same connectivity constraints. Examining the results, we see that optimizing the communication results in moving 27 fewer symbols.

![Fig. 3: Traditional vs optimal transmission for data retrieval for PM MBR code. In part (b) the graph $G_{R, K}$ is formed of vertices 1 through 5, where $K = \{1\}$, $K = \{2, 3, 4, 5\}$.](image)

As noted above, even in the full connectivity setting when DC has direct access to every node, to perform data retrieval it suffices to download only $M$ symbols, not $kl > M$ symbols as proposed in the original work [17]. We believe in fact that this is a general phenomenon that applies for all $F$-linear families of MBR codes.

**VI. ERROR CORRECTION DURING REPAIR**

The tasks of node repair and data retrieval involve transmission of data across potentially unreliable links across the network. Hence the question of error control naturally arises. Additionally, there can also be adversarial nodes in the network that try to hamper the process or introduce errors in the outcomes of the process. In the repair scenario, this can lead to repaired nodes whose information is corrupted and it can
spread through the network if this faulty node takes part in further repairs as a helper. Previous works on error control during repair ( [18], [26], [23] and others\(^1\)) all focus on the traditional model of direct connectivity. These schemes still work in the graph scenario if the nodes rely upon standard relaying of data, i.e., the AF strategy. At the same time, if the nodes perform intermediate processing, error amplification can happen, similar to what happens in network coding with errors. This is because even a single corrupted symbol can potentially affect all the linear combinations evaluated at the node. Additionally, if a node is adversarial, it can also corrupt all the data it forwards to the next node in the network, even if it received correct data from all of its predecessors.

As argued below, the case of noisy edges can be handled in a straightforward manner. If each of the edges does not introduce more than a fixed number of errors, one can simply encode each transmission using an error correcting code with sufficient minimum distance. This decoder can be installed on every node, checking the incoming information for errors and correcting them before the processing. Once the node evaluates the data passed to the next node during the repair task, it is again encoded and forwarded along the path. This local error correction precludes error amplification during the transmission. This method faces two limitations. First, it requires the nodes to be furnished with processing power (which is assumed to be there anyway because the nodes transmit some function of their contents), and secondly, it assumes that the nodes themselves do not interfere with the data processing by altering it, i.e., they do not turn adversarial.

Below we suppose that edges in the graph are noisy, assuming that each edge can introduce at most a \(\rho\) proportion of errors in the data passed over it, i.e., a vector of \(\rho N\) incorrect field symbols.

**Proposition VI.1.** Suppose that the error rate on the edges is bounded above by \(\rho \in (0, 1)\). It is possible to perform the repair process successfully using the IP technique with an additional overall transmission overhead of \((1 - 2\rho)^{-1}\) compared to the zero error model.

**Proof.** Recall the transmission scheme for PM MSR codes described in Section III-A. Any set \(A\) of size \(|A| < d - k + 1\) transmits \(|A|/\beta\) symbols and any set \(A\) of size \(|A| \geq d - k + 1\) transmits \(l\) symbols according to (7). To minimize the overhead, we may encode these symbols with a Reed-Solomon code of rate \(1 - 2\rho\), adding a fraction of \(1/(1 - 2\rho)\) symbols to the transmission. The distance of the code relative to the length is about \(2\rho\), supporting the needed error correction function at the nodes.

This proposition offers a straightforward way of handling noisy edges in the network. An observation that can be made here is that the addition of an error-correcting code ties well with the IP processing and does not require much in the way of extra computations. We exemplify this remark for PM codes and the IP procedure of Sec. III-A.

Let \(G_l\) be the generating matrix of an error-correcting code of dimension \(l\), say a Reed-Solomon code. Let \(|A| \geq d - k + 1\) and let \(h \in A\) be the vertex that transmits the encoded vector \(G_l^T \xi(f, A)\) to some other node outside of \(A\), where the vector \(\xi(f, A)\) representing the noiseless communication is given in (7). Writing this product in detail, we obtain

\[
G_l^T \xi(f, A) = \sum_{h \in A} g(h)(a_j)G_l^T \begin{bmatrix}
\ell_0^h + a_j^{k-1}\ell_{k-1}^h \\
\ell_1^h + a_j^{k-1}\ell_k^h \\
\vdots \\
\ell_{k-2}^h + a_j^{k-1}\ell_{2k-3}^h
\end{bmatrix} = g(h)(a_j)G_l^T + G_l^T \xi(f, A \setminus \{h\}).
\]

\(^1\)Errors in node repair can be also framed as networks with an “active adversary,” and then error resilience is tied to “secrecy capacity” of the network [16, Sec.9.4].
where the first part is the encoded contribution of the node $h$ and the second part is the encoded contribution of the rest of the nodes in $A$. Each of these are themselves codewords of the RS code. Observe that the encoding can be distributed between the information of the node $h$ and the data from the other nodes. Hence, for computation purposes, once the node $h$ receives a (possibly corrupted) codeword from some other member of the set $A$, it needs only to identify the nearest codeword of what was received. It does not necessarily need to recover $\xi(f, A \setminus \{h\})$, but can find the next codeword to transmit simply by adding its encoded contribution.

VII. PARTIAL NODE REPAIR

The problem of partial node repair is a generalization of the traditional node repair problem. While in the traditional setting, the set of erased or failed nodes is assumed to have complete loss of data, in the partial repair problem it is assumed that only a part, say $\gamma l$, $0 \leq \gamma \leq 1$, of such a node’s contents are erased. One of the first works devoted to this question was [9] which derived a version of the bound on the file size (1) that accounts for the parameter $\gamma$:

$$M \leq \sum_{i=0}^{k-1} \min\{l, (d-i)\beta + l(1-\gamma)\}.$$  

Note that this expression gives $l = \frac{M}{k}, \beta = \frac{\gamma_l}{d-k+1}$ at the MSR point.

This problem gives rise to a number of open questions, starting with MSR code constructions, that to the best of our knowledge, have not been addressed in the literature. Without attempting a comprehensive analysis, we point out that partial repair can be implemented under the IP approach discussed here. The underlying idea is that the helper nodes need to transmit only the linear combinations corresponding to the failed coordinates.

Example VII.1. Consider the $[n = 7, k = 4, d = 6, l = 3, \beta = 1, M = 12]$ PM MSR code, placed on the graph in Fig. 2. If the entire contents of the root node is lost, both the AF strategy and the IP strategy of Lemma III.1 require a total transmission of 10 symbols. At the same time, if only the first coordinate of the root node needs to be recovered, then the two immediate neighbors of the root node can transmit just the first row of equation (7), and 6 transmissions suffice.

Generalizing this example, we state the following lemma whose proof is immediate.

Lemma VII.1. Given an $[n, k, d, l, \beta, M]$ linear regenerating code defined on a complete graph, suppose that a fraction $\gamma \leq \frac{\beta}{d}$ of the symbols of a node are erased. To recover their values, each helper node needs to transmit only $\gamma l$ symbols to the failed node. The total communication complexity of repair is $d\gamma l$.

Using the notation of Sec. II, let $T_f$ be a spanning tree of the repair graph $G_{f,D}$ with root at $f$. Let $D(v)$ be the descendants of node $v \in V_{f,D}$ and let $D^*(v) = D(v) \cup \{v\}$. We have the following lemma that generalizes our earlier result (Theorem 1 in [15]).

Lemma VII.2. Given an $[n, k, d, l, \beta, F]$ linear regenerating code. There exists a repair procedure that recovers a $\gamma$ fraction of the failed node, $0 < \gamma < 1$, using the repair bandwidth

$$\sum_{v \in D} \min\{\gamma l, |D^*(v)|\beta\}.$$  

Proof. Any leaf helper node transmits $\min\{\gamma l, \beta\}$ symbols to its parent in $T_f$. This is possible because if $\gamma < \frac{\beta}{d}$, then instead of the $\beta$ symbols the linear combinations of these symbols corresponding to the failed coordinates can be transmitted. Similarly any non-leaf node can transmit $\min\{|D^*(v)|\beta, \gamma l\}$. The total communication complexity is the sum of each such transmission because of the tree structure.

This result entails savings in communication over the AF repair when the erased fraction of the node contents $\gamma$ is small, namely $\gamma l < \beta$. 

VIII. CONCLUDING REMARKS

Many facets of designing regenerating codes on networks described by general graphs still await their study. We mention two such research directions.

While we have discussed incorporating error correction into the regeneration framework in networks with noisy edges, perhaps a more relevant problem is that of adversarial nodes in the network. Such a node can alter the information stored in it, and provide arbitrary data for the repair and data retrieval tasks. Under full connectivity the effect of adversarial nodes on the outcome of these tasks can be controlled by contacting larger groups of nodes: for instance if the code is designed to perform repair using the data from \( d \) helpers, and at most \( t \) nodes in the network can be adversarial, then contacting \( d + 2t \) nodes allows the repair and data retrieval tasks.

Coding for graphs with noisy links relies on rank metric codes \([18],[26]\). At the same time, for regenerating codes on graphs, performing IP repair or data retrieval in the presence of adversarial nodes takes a different approach. The difficulty of handling adversarial nodes has been recognized in the network coding community, where the only paper that addressed it, \([2]\), limited its scope to optimized routing, stopping short of designing code constructions.

Another way of accounting for the distance to the helper nodes potentially looks outside the domain of regenerating codes for bandwidth saving. Namely, it could be possible to design a coding system that, once faced with a repair task, identifies a helper set of graph vertices and proceeds with downloading the amount of information inverse proportional to the distance to the failed node. Such a code should be able to handle any choice of the failed node and the helper set in a uniform fashion. While most known constructions of regenerating codes rely on uniform download (which is also necessary and sufficient for attaining the cutset bound \((2)\) for the MSR case), there are some works on heterogeneous storage systems based on different volumes of the data passed from different subsets of helper nodes, see e.g., \([1]\). At the same time, none of these schemes allow for a flexible choice of those subsets, which therefore remains an open problem.

APPENDIX

A. Proof of Lemma IV.1 (see \([6],[16, p.631-2]\))

Let \( A_{\sim i} = A \setminus \{i\}, A_y = A \cup \{y\}, A_{\sim i,y} = (A_y)_{\sim i} \). Below we denote the elements of the matrices \( R,D, \) and \( \Phi \) by lowercase letters. Recall also that \( w_{S,i} \) denote elements of the set \( \mathcal{W} \).

\[
\sum_{i \in A} (-1)^{\tau_A(i)} R_{A \setminus \{i\}, i; D, i} = \sum_{i \in A} (-1)^{\tau_A(i)} \sum_{L \subseteq [d], |L| = m} r_{A_{\sim i}, L; D, i} \\
= \sum_{i \in A} (-1)^{\tau_A(i)} r_{A_{\sim i}, A; D, i} + \sum_{i \in A} (-1)^{\tau_A(i)} \sum_{y \in [d] \setminus A} r_{A_{\sim i,y}, A_{\sim i,y}; D, i} \\
= \sum_{i \in A} \phi_{i,1} d_{A, i} + \sum_{y \in [d] \setminus A} (-1)^{\tau_A(i)} \sum_{i \in A} (-1)^{\tau_{A_{\sim i,y}}(y)} \phi_{y,1} d_{A_{\sim i,y}, i} \\
= \sum_{i \in A} \phi_{i,1} d_{A, i} + \sum_{y \in [d] \setminus A} \phi_{y,1} \sum_{i \in A} (-1)^{\tau_A(i) + \tau_{A_{\sim i,y}}(y)} w_{A_y, i}.
\]

Now for \( i \neq y \),

\[
\tau_A(i) + \tau_{A_{\sim i,y}}(y) = |\{j \in A : j \leq i\}| + |\{x \in A_{\sim i,y} : x \leq y\}| \\
= |\{j \in A_y : j \leq i\}| - 1(y < i) + |\{x \in A_y : x \leq y\}| - 1(i < y) \\
= |\{j \in A_y : j \leq i\}| + |\{x \in A_y : x \leq y\}| - 1 \\
= \tau_{A_y}(i) + \tau_{A_y}(y) - 1,
\]

and we obtain

\[
\sum_{i \in A} (-1)^{\tau_A(i)} R_{A \setminus \{i\}, i; D, i} = \sum_{i \in A} \phi_{i,1} d_{A, i} + \sum_{y \in [d] \setminus A} \phi_{y,1} \sum_{i \in A} (-1)^{\tau_A(i) + \tau_{A_y}(y) - 1} w_{A_y, i}.
\]
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