LINEARIZATION OF POISSON LIE GROUP STRUCTURES

A. ALEKSEEV AND E. MEINRENKEN

Abstract. We show that for any coboundary Poisson Lie group $G$, the Poisson structure on $G^*$ is linearizable at the group unit. This strengthens a result of Enriquez-Etingof-Marshall [22] who had established formal linearizability of $G^*$ for quasi-triangular Poisson Lie groups $G$. We also prove linearizability properties for the group multiplication in $G^*$ and for Poisson Lie group morphisms, with similar assumptions.
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0. Introduction

Let \((M, \pi)\) be a Poisson manifold. If the Poisson bivector field \(\pi\) vanishes at some given point \(x_0 \in M\), then the tangent fiber \(T_{x_0}M\) at that point acquires a linear Poisson structure \(\pi_0\). The Poisson structure on \(M\) is called linearizable at \(x_0\) if there exists a Poisson linearization, i.e., a germ of a Poisson diffeomorphism \(f: T_{x_0}M \to M\) whose differential at zero is the identity map of \(T_{x_0}M\).

Any linear Poisson structure on a vector space arises as the Lie–Poisson structure for a Lie bracket on the dual space. For a Poisson structure vanishing at \(x_0\), one calls \(T^*_{x_0}M\), with the Lie bracket defined by \(\pi_0\), the isotropy Lie algebra at \(x_0\). Weinstein \[35\] proved that if the isotropy Lie algebra is semisimple, then \(\pi\) is formally linearizable at \(x_0\), but need not be smoothly linearizable. Using hard estimates of Nash-Moser type, Conn \[11\] proved analytic linearizability in the semisimple case and smooth linearizability in the compact semisimple case \[12\]. A soft proof of Conn’s linearizability theorem was obtained more recently by Crainic and Fernandes \[15\]. See \[21, 23, 34, 36\] for further results on the linearizability problem.

If \(G\) is a Poisson Lie group, then the group unit \(e\) is a zero of the Poisson structure. Hence, its Lie algebra \(\mathfrak{g}\) has a linear Poisson structure, corresponding to a Lie bracket on \(\mathfrak{g}^*\). Cahen-Gutt-Rawnsley \[7\] showed that if \(G\) is a compact simply connected Lie group equipped with the Lu-Weinstein Poisson structure, then \(G\) is not linearizable at \(e\) unless it is a product of SU(2)’s. On the other hand, by the Ginzburg-Weinstein theorem \[25\] the dual Poisson Lie group \(G^*\) is linearizable – in fact it is globally Poisson diffeomorphic to \(\mathfrak{g}^*\). Further examples of linearizable and non-linearizable Poisson Lie group structures were obtained by Chloup-Arnould \[10\].

In 2005, Enriques-Etingof-Marshall \[22\] proved that if \(G\) is a factorizable quasi-triangular Poisson Lie group, then \(G^*\) is formally linearizable. In this paper, we will strengthen this result to smooth linearizability, for the larger class of coboundary Poisson Lie groups. We also prove linearizability properties of the group multiplication in \(G^*\) and for Poisson Lie group morphisms, with similar assumptions.

To explain our results in more detail, let \(G\) be a Poisson Lie group. By Drinfeld’s theory, the Lie bialgebra structure on \(\mathfrak{g}\) is equivalent to a Manin triple \((\mathfrak{d}, \mathfrak{g}, \mathfrak{h})\). Here \(\mathfrak{d}\) is a quadratic Lie algebra, with an invariant non-degenerate symmetric bilinear form (‘metric’) \(\langle \cdot, \cdot \rangle\), and \(\mathfrak{g}\) and \(\mathfrak{h}\) are transverse Lagrangian Lie subalgebras. The bilinear form on \(\mathfrak{d}\) identifies \(\mathfrak{d}/\mathfrak{g}\) with the dual space \(\mathfrak{g}^*\).

Suppose for a moment that the Lie algebra Manin triple \((\mathfrak{d}, \mathfrak{g}, \mathfrak{h})\) integrates to a triple of Lie groups \((D, G, H)\) such that \(G, H \subset D\) are closed Lie subgroups and the product map \(H \times G \to D\) is a global diffeomorphism. Then there is a well-defined quotient map \(D \to D/G = H = G^*\). The action of \(G\) by left multiplication on \(D\) descends to the dressing action on \(G^*\). As is well-known, the symplectic leaves of \(G^*\) are the orbits of the dressing
action. Hence, any linearization map should take the dressing orbits in $G^*$ to the coadjoint orbits in $\mathfrak{g}^*$.

In the general case, we may take $D, G, H$ to be simply connected Lie groups integrating $\mathfrak{d}, \mathfrak{g}, \mathfrak{h}$. The projection $D \to H = G^*$ need not be globally well-defined (e.g., the subgroup of $D$ integrating $\mathfrak{h} \subset \mathfrak{d}$ need not be simply connected), but it is defined on a neighborhood of the group unit (hence as a germ of a map), since the product map $H \times G \to D, (u, g) \mapsto ug$ is a diffeomorphism near the group units.

As noted by Drinfeld (see Section 2), a coboundary structure on the Lie bialgebra $\mathfrak{g}$ is equivalent to a $\mathfrak{g}$-equivariant splitting of the sequence

$$0 \to \mathfrak{g} \to \mathfrak{d} \to \mathfrak{g}^* \to 0.$$  

We stress that the image of the splitting $\mathfrak{g}^* \to \mathfrak{d}$ is usually different from $\mathfrak{h}$ (which need not be $\mathfrak{g}$-invariant). Define

$$\text{Exp}: \mathfrak{g}^* \to G^*$$

by the composition $\mathfrak{g}^* \to \mathfrak{d} \to D \to G^*$, where $\exp: \mathfrak{d} \to D$ is the exponential map. Strictly speaking, since the projection $D \to G^*$ is only well-defined on some neighborhood of the group unit, the map $\text{Exp}$ is only defined near $0 \in \mathfrak{g}^*$, or as a germ of a smooth map. We think of $\text{Exp}$ as a ‘modified exponential map’. In contrast to the usual exponential map $\exp: \mathfrak{g}^* \to G^*$, it intertwines the coadjoint action with the dressing action, hence it takes symplectic leaves to symplectic leaves.

A smooth map $\phi: \mathfrak{g}^* \to G$ will be called a bisection if $A(\phi): \mathfrak{g}^* \to \mathfrak{g}^*, \mu \mapsto \phi(\mu) \mu$ is a diffeomorphism of $\mathfrak{g}^*$. The name comes from an interpretation of $\phi$ as a bisection of the symplectic groupoid $T^*G \rightrightarrows \mathfrak{g}^*$. Our first result is the following theorem:

**Theorem 0.1.** Let $\mathfrak{g}$ be a coboundary Lie bialgebra, and $G^*$ the Poisson Lie group with Lie bialgebra $\mathfrak{g}^*$. Then $G^*$ is smoothly linearizable at $e$. In fact there exists a germ of a bisection $\phi: \mathfrak{g}^* \to G$, with the property that

$$\text{Exp} \circ A(\phi)^{-1}$$

is a Poisson linearization of $G^*$ at $e$.

Our next result is a functoriality property for the Poisson linearizations. It generalizes a similar result for Ginzburg-Weinstein maps obtained in [4].

**Theorem 0.2.** Let $\mathfrak{g}_1 \to \mathfrak{g}_2$ be a morphism of Lie bialgebras, with dual morphism $\tau: \mathfrak{g}_2^* \to \mathfrak{g}_1^*$ exponentiating to the Poisson Lie group morphism $T: G^*_2 \to G^*_1$. Suppose that $\mathfrak{g}_1$ and $\mathfrak{g}_2$ have coboundary structures, determining equivariant maps $\text{Exp}_i: \mathfrak{g}_i^* \to G_i^*$, $i = 1, 2$ as above. If $\phi_1: \mathfrak{g}_1^* \to G_1$ is a germ of a bisection such that $\text{Exp}_1 \circ A(\phi_1)^{-1}$ is Poisson, then it is possible to choose a bisection $\phi_2: \mathfrak{g}_2^* \to G_2$ such that $\text{Exp}_2 \circ A(\phi_2)^{-1}$ is Poisson, and such that furthermore

$$T \circ (\text{Exp}_2 \circ A(\phi_2)^{-1}) = (\text{Exp}_1 \circ A(\phi_1)^{-1}) \circ \tau.$$  

In [4], we used the functoriality property to show that in the case of $G = U(n)$, the Gelfand-Zeitlin completely integrable system on $\mathfrak{g}^* = \mathfrak{u}(n)^*$ defined by Guillemin-Sternberg [26] is isomorphic to the completely integrable system defined on $G^* = U(n)^*$ by Flaschka-Ratiu [24].
By definition of a Poisson Lie group, the multiplication in $G^*$ is a Poisson morphism
\[ \operatorname{Mult}_{G^*} : G^* \times G^* \to G^* \]
as is the addition map $\operatorname{Add}_{G^*} : g^* \times g^* \to g^*$. We have

**Theorem 0.3.** Let $g$ be a coboundary Lie bialgebra, and $G^*$ the Poisson Lie group with Lie bialgebra $g^*$. Let $\psi : g^* \to G$ be a germ of a bisection for which $\exp \circ A(\psi)^{-1}$ is Poisson. Then it is possible to choose a germ of a bisection $\phi : g^* \times g^* \to G \times G$ such that the map $(\exp \times \exp) \circ A(\phi)^{-1}$ is Poisson, and furthermore
\[ \operatorname{Mult}_{G^*} \circ ((\exp \times \exp) \circ A(\phi)^{-1}) = \exp \circ (A(\psi)^{-1} \circ \operatorname{Add}_{g^*}). \]

It is thus possible to choose the Poisson linearizations of $G^*$ and of $G^* \times G^*$ in such a way that the multiplication in $G^*$ becomes the addition in $g^*$. In the case of a compact Lie group $G$ with Lu-Weinstein Poisson structure, the result holds globally, not only on the level of germs. It has the following interesting corollary: let $\mathcal{O}_1, \mathcal{O}_2 \subset g^*$ be coadjoint orbits and $\mathcal{D}_1 = \exp(\mathcal{O}_1), \mathcal{D}_2 = \exp(\mathcal{O}_2)$ be the corresponding dressing orbits. Then,
\[ \exp(\mathcal{O}_1 + \mathcal{O}_2) = \mathcal{D}_1 \mathcal{D}_2. \]
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**Conventions.** The flow $F_t$ of a time dependent vector field $v_t$ on a manifold $M$ is defined in terms of the action on functions by the equation
\[ \mathcal{L}(v_t) \circ (F_t^{-1})^* = \frac{\partial}{\partial t} (F_t^{-1})^*; \]
equivalently
\[ \frac{\partial}{\partial t} - \mathcal{L}(v_t) = (F_t^{-1})^* \circ \frac{\partial}{\partial t} \circ F_t^* \]
as operators on $t$-dependent functions. The same formula applies to the action on $t$-dependent differential forms or other tensor fields.

Given a bivector field $\pi$ on a manifold $M$, we denote by $\pi^\sharp : T^* M \to TM$ the bundle map $\mu \mapsto \iota(\mu)\pi = \pi(\mu, \cdot)$. For a 2-form $\omega$ we denote by $\omega^\flat$ the bundle map $TM \to T^* M$, $v \mapsto \omega(v, \cdot)$.

An action of a Lie algebra $g$ on a manifold $M$ is a Lie algebra morphism $g \to \Gamma(TM)$, $\xi \to \xi_M$ to the Lie algebra of vector fields such that the action map $M \times g \to TM$ is smooth. An action of a Lie group $G$ on $M$ is a Lie group morphism $\mathcal{A} : G \to \text{Diff}(M)$ such that the action map $G \times M \to M$, $(g, m) \mapsto g \cdot m := \mathcal{A}(g)(m)$ is smooth. A Lie group action defines an action of its Lie algebra $g$ by $\xi_M(f) = \frac{d}{dt} |_{t=0} f(\exp(-t\xi).m)$. The coadjoint action of $G$ on $g^*$ is denoted $\operatorname{Ad}^*$; thus $\operatorname{Ad}^*(g) = (\operatorname{Ad}(g^{-1}))^*$. Similarly we write $\operatorname{ad}^*(\xi) = -\operatorname{ad}(\xi)^*$ for the coadjoint representation of $g$ on $g^*$. 
1. Moser method for Poisson manifolds

It is a well-known fact that Lie algebra structures on a vector space \( \mathfrak{g} \) are in 1-1 correspondence with linear Poisson structures on the dual space \( \mathfrak{g}^* \). If \( e_a \) is a basis of \( \mathfrak{g} \), defining structure constants \( f_{ab}^c \) with \( [e_a, e_b] = \sum_c f_{ab}^c e_c \), then the corresponding Lie–Poisson structure \( \pi_{\mathfrak{g}^*} \) on \( \mathfrak{g}^* \) reads as

\[
\pi_{\mathfrak{g}^*} = -\frac{1}{2} \sum_{abc} f_{ab}^c \frac{\partial}{\partial \mu_a} \wedge \frac{\partial}{\partial \mu_b}.
\]

The vector fields \( \xi_{\mathfrak{g}^*} = -\pi_{\mathfrak{g}^*}^* (d\mu, \xi) \), \( \xi \in \mathfrak{g} \), are the generators for the coadjoint action. In this paper, we will study Poisson Lie groups \( (G, \pi_G) \) whose dual \( (G^*, \pi_{G^*}) \) is linearizable, i.e. Poisson diffeomorphic to \( (\mathfrak{g}^*, \pi_{\mathfrak{g}^*}) \) near the group unit. Our main technique in proving linearizability are gauge transformations [6], together with the Moser method for Poisson manifolds [3, 4, 5]. We will find it convenient to develop this theory within the frameworks of Dirac geometry [2, 6, 14] and symplectic groupoids [13, 37, 28].

1.1. Dirac geometry. For any manifold \( M \), let \( TM = TM \oplus T^*M \) with the metric

\[
\langle (v_1, \alpha_1), (v_2, \alpha_2) \rangle = \alpha_1(v_2) + \alpha_2(v_1).
\]

The space of sections \( \Gamma(TM) \) comes equipped with the Courant bracket

\[
[(v_1, \alpha_1), (v_2, \alpha_2)] = ([v_1, v_2], L_{v_1} \alpha_2 - L_{v_2} d\alpha_1)
\]

for vector fields \( v_1, v_2 \) and 1-forms \( \alpha_1, \alpha_2 \). A maximal isotropic subbundle \( E \subset TM \) whose space of sections is closed under this bracket is called a Dirac structure on \( M \). A Poisson structure \( \pi \) defines a Dirac structure given by the graph of \( \pi \)

\[
\text{Gr}(\pi) = \{ (\pi^2(\alpha), \alpha) \mid \alpha \in T^*M \};
\]

cursively, any Dirac structure with \( E \cap TM = 0 \) defines a Poisson structure in this way.

Suppose \( F : M \to M' \) is a smooth map and \( \sigma \in \Omega^2(M) \) a closed 2-form. Given \( (v, \alpha) \in TM = TM \oplus T^*M \) and \( (v', \alpha') \in TM' = TM' \oplus T^*M' \), we write

\[
(v, \alpha) \sim_{(F, \sigma)} (v', \alpha') \iff v' = TF(v) \quad \text{and} \quad (TF)^* \alpha' = \alpha + \iota(v) \sigma.
\]

Given Dirac structures \( E \subset TM \) and \( E' \subset TM' \), we say that \( (F, \sigma) \) defines a (strong) Dirac morphism if every element of \( E'_{F(m)} \) is \((F, \sigma)\)-related to a unique element of \( E_m \). In the case of Poisson structures \( E = \text{Gr}(\pi) \), \( E' = \text{Gr}(\pi') \) we will call \( (F, \sigma) \) a twisted Poisson map. (It is an ordinary Poisson map for \( \sigma = 0 \).)

The composition of two morphisms \( (F, \sigma) : M \to M' \) and \( (F', \sigma') : M' \to M'' \) is given as

\[
(F', \sigma') \circ (F, \sigma) = (F' \circ F, \sigma + F^* \sigma').
\]

In particular, if \( F \) is invertible, then so is \( (F, \sigma) \) with inverse \( (F^{-1}, -(F^{-1})^* \sigma) \).

1.2. Gauge transformations. Similar to [6] one has a notion of relation between sections of \( TM \) and \( TM' \). The relation of sections is compatible with the metric and with the Courant bracket. Hence, the semi-direct product \( \text{Diff}(M) \ltimes \Omega^2_{\text{closed}}(M) \) acts by automorphisms of \( TM \), preserving the Courant bracket and the metric. In particular, it takes Dirac structures to Dirac structures.

Let \( (M, \pi) \) be a Poisson manifold. A closed 2-form \( \sigma \) on \( M \) is said to define a gauge transformation [6] of \( \pi \) if the image of \( \text{Gr}(\pi) \) under the morphism \((\text{id}_M, \sigma)\) is transverse to
$TM$, hence is again a Poisson structure $\pi^\sigma$. The transversality condition is equivalent to invertibility of the bundle map $I + \sigma^\flat \circ \pi^\sharp$, and one has
\begin{equation}
(\pi^\sigma)^\sharp = \pi^\sharp (I + \sigma^\flat \circ \pi^\sharp)^{-1}.
\end{equation}
This Poisson structure $\pi^\sigma$ has the same symplectic leaves as $\pi$, but with the symplectic form on the leaves changed by the pull-back of $\sigma$. Note also that a morphism $(F, \sigma)$ between two Poisson manifolds $M, M'$ is a $\sigma$-twisted Poisson map if and only if $\sigma$ defines a gauge transformation of $\pi$, and $F$ is an ordinary Poisson map $F: (M, \pi^\sigma) \to (M', \pi')$.

1.3. Hamiltonian actions on Poisson manifolds. Let $\mathfrak{g}^*$ be the dual of a Lie algebra, equipped with the Lie-Poisson structure. As is well-known, the cotangent Lie algebroid $T^* \mathfrak{g}^*$ is canonically isomorphic to the action Lie algebroid for the coadjoint action. The isomorphism is given by the map $e_{\mathfrak{g}^*}: \mathfrak{g} \to \Gamma(\text{Gr}(\pi_{\mathfrak{g}^*}))$, where
\begin{equation}
e_{\mathfrak{g}^*}(\xi) = (\xi_{\mathfrak{g}^*}, -\langle d\mu, \xi \rangle)
\end{equation}
for $\xi \in \mathfrak{g}$. If $\Phi: M \to \mathfrak{g}^*$ is a Poisson map, then there are uniquely defined sections $e_M(\xi)$ of $\text{Gr}(\pi)$ such that
\begin{equation}
e_M(\xi) \sim_{(\Phi, 0)} e_{\mathfrak{g}^*}(\xi).
\end{equation}
Write $e_M(\xi) = (\xi_M, -\langle d\Phi, \xi \rangle)$. Then $\xi \mapsto \xi_M$ defines a Hamiltonian $\mathfrak{g}$-action on $M$, with $\Phi$ as its moment map. That is, $\Phi$ is $\mathfrak{g}$-equivariant and
\begin{equation}
\xi_M = -\pi_M^\sharp (d\Phi, \xi)
\end{equation}
for all $\xi \in \mathfrak{g}$. For example, the addition map $\text{Add}: \mathfrak{g}^* \times \mathfrak{g}^* \to \mathfrak{g}^*$ satisfies $e_{\mathfrak{g}^* \times \mathfrak{g}^*}(\xi, \xi) \sim_{\text{Add}} e_{\mathfrak{g}^*}(\xi)$, hence it is the moment map for the diagonal $\mathfrak{g}$-action on $\mathfrak{g}^* \times \mathfrak{g}^*$.

Given Hamiltonian $\mathfrak{g}$-actions on $M$ and $M'$, with moment maps $\Phi: M \to \mathfrak{g}^*$ and $\Phi': M' \to \mathfrak{g}^*$, we say that $(F, \sigma)$ is a twisted morphism of Hamiltonian $\mathfrak{g}$-spaces if
\begin{equation}
e_M(\xi) \sim_{(F, \sigma)} e_{M'}(\xi)
\end{equation}
for all $\xi \in \mathfrak{g}$. This is equivalent to the $\mathfrak{g}$-equivariance of $\Phi$ together with the following moment map property of $\sigma$, $\iota(\xi_M) \sigma = -d\langle F^* \Phi' - \Phi, \xi \rangle$. (In particular, $\sigma$ must be invariant.)

1.4. Moser flows. Let $\sigma_t$ be a smooth family of closed 2-forms on the Poisson manifold $(M, \pi)$, with $\sigma_0 = 0$, defining gauge transformations $\pi_t = \pi^\sigma_t$ for all $t$. Suppose furthermore that
\begin{equation}
\frac{\partial}{\partial t}\sigma_t = -d a_t
\end{equation}
for a smooth family of 1-forms $a_t$. We call $a_t$ the Moser 1-form, and $v_t = -\pi_t^\sharp (a_t)$ the corresponding Moser vector field. The flow $F_t$ of the Moser vector field (called the Moser flow) intertwines the Poisson structures (see, e.g., [P]):
\begin{equation}
\pi_t = (F_t)_* \pi.
\end{equation}
Suppose that we are also given a Hamiltonian $\mathfrak{g}$-action on $M$, with moment map $\Phi: M \to \mathfrak{g}^*$. Let $e_M(\xi) \in \Gamma(\text{Gr}(\pi))$ be the sections defined by the condition $e_M(\xi) \sim_{(\Phi, 0)} e_{\mathfrak{g}^*}(\xi)$, $\xi \in \mathfrak{g}$. Suppose $\Phi_t: M \to \mathfrak{g}^*$ is a family of maps with $\Phi_0 = \Phi$ and
\begin{equation}
e_M(\xi) \sim_{(\Phi_t, a_t)} e_{\mathfrak{g}^*}(\xi),
\end{equation}
for all \( t \). That is, \( \Phi_t \) is a moment map for the same action, relative to the gauge transformed Poisson structure \( \pi_t \). If the family of 1-forms \( a_t \) satisfies the two conditions

\[
\frac{\partial}{\partial t} \sigma_t = -da_t, \quad \frac{\partial}{\partial t} (\Phi_t, \xi) = \iota(\xi_M) a_t
\]

(which in particular implies the invariance of \( a_t \)), then the Moser flow of \( v_t \) intertwines not only the bivector fields but also the moment maps:

\[
\Phi_t = (F_t^{-1})^\ast \Phi.
\]

**Remark 1.1.** In general, the time dependent vector field \( v_t \) need not be complete, hence its flow may not exist for all \( t \). Global existence of the flow of \( v_t \) is guaranteed if the symplectic leaves of \( M \) are compact (since \( v_t \) is tangent to the leaves).

1.5. **Symplectic groupoids.** In this section we interpret the Moser method for Poisson manifolds in terms of symplectic groupoids. In this context, the Moser flow will be given by an action of bisections. Let us first recall some definitions.

Let \( G \Rightarrow M \) be a Lie groupoid, with source and target map \( s, t : G \to M \) and unit map \( i : M \to G \). We denote by \( G^{(2)} \subset G \times G \) the submanifold of composable elements, by \( \text{Mult}_G : G^{(2)} \to G, (\gamma_1, \gamma_2) \mapsto \gamma_1 \gamma_2 \) the multiplication, and by \( \text{Inv}_G : G \to G \) the inversion. An embedded submanifold of \( G \) on which both \( s \) and \( t \) restrict to diffeomorphisms is called a **bisection** of \( G \). The set \( \Gamma(G) \) of bisections is a group under groupoid multiplication\(^1\), with group unit the identity bisection \( M \subset G \). The Lie algebroid \( AG \) of \( G \) is defined as follows: As a vector bundle, \( AG = \nu(M, G) \) is the normal bundle of \( M \) inside \( G \); the Lie bracket is induced from the group commutator on \( \Gamma(G) \), and the anchor \( a : AG \to TM \) is induced from the difference \( Tt - Ts : TG \to TM \).

From now on we will regard bisections as sections \( \phi : M \to G \) of the source map (i.e., \( s \circ \phi = \text{id}_M \)), with the additional property that

\[
\mathcal{A}(\phi) := t \circ \phi
\]

is a diffeomorphism of \( M \). Note that \( \mathcal{A} : \Gamma(G) \to \text{Diff}(M) \) is a group action. In addition, there are two commuting actions \( \mathcal{A}^L, \mathcal{A}^R : \Gamma(G) \to \text{Diff}(G) \) on the groupoid \( G \):

\[
\mathcal{A}^L(\phi)(\gamma) = \phi(t(\gamma)) \gamma, \quad \mathcal{A}^R(\phi)(\gamma) = \gamma \phi(s(\gamma))^{-1}.
\]

These satisfy

\[
t \circ \mathcal{A}^L(\phi) = \mathcal{A}(\phi) \circ t, \quad t \circ \mathcal{A}^R(\phi) = t, \quad s \circ \mathcal{A}^L(\phi) = s, \quad s \circ \mathcal{A}^R(\phi) = \mathcal{A}(\phi) \circ s.
\]

The groupoid inversion interchanges the actions \( \mathcal{A}^L \) and \( \mathcal{A}^R \). We will also consider the adjoint action

\[
\text{Ad}(\phi)(\gamma) = \phi(t(\gamma))\gamma \phi(s(\gamma))^{-1};
\]

this action is by automorphisms of the Lie groupoid \( G \), with underlying map \( \mathcal{A}(\phi) \). It induces an action by Lie algebroid automorphisms of \( AG \), which is again denoted by \( \phi \mapsto \text{Ad}(\phi) \).

A differential form \( \omega \in \Omega(G) \) on the groupoid is called **multiplicative** if it has the property

\[
\text{Mult}_G^\ast \omega = \text{pr}_1^\ast \omega + \text{pr}_2^\ast \omega
\]

\(^1\)If \( G \) is a bundle of Lie groups, so that the source and target map coincide, then a bisections is just an ordinary section.
where $\text{pr}_1: \mathcal{G}^{(2)} \to \mathcal{G}$ are the two projections. A groupoid with a multiplicative symplectic 2-form $\omega \in \Omega^2(\mathcal{G})$ is called a symplectic groupoid \cite{13, 37, 28}. For any symplectic groupoid, the inclusion $i: M \to \mathcal{G}$ is a Lagrangian embedding, and the tangent spaces to the $t$-fibers and to the $s$-fibers are $\omega$-orthogonal:

$$\ker(Tt)^\omega = \ker(Ts).$$

The manifold $M$ inherits a Poisson structure $\pi = \pi_M$ for which the target map $t$ is Poisson and the source map $s$ is anti-Poisson. That is,

$$\pi_G \sim_t \pi, \quad \pi_G \sim_s -\pi,$$

where $\pi_G$ is the Poisson structure on $\mathcal{G}$ given by $\pi_G^s \circ \omega^b = \text{id}$. One calls the symplectic groupoid $(\mathcal{G}, \omega)$ an integration of the Poisson manifold $(M, \pi)$. Since $M \subset \mathcal{G}$ is Lagrangian, the symplectic form on $\mathcal{G}$ gives a non-degenerate pairing between $TM$ and $\nu(M, \mathcal{G}) = A\mathcal{G}$, thus identifying $A\mathcal{G} \cong T^*M$ in such a way that the following diagram commutes:

$$\begin{array}{ccc}
T\mathcal{G}|_M & \xrightarrow{\omega^b} & T^*\mathcal{G}|_M \\
\downarrow & & \downarrow \\
A\mathcal{G} & \xrightarrow{\pi_G^s} & T^*M
\end{array}$$

(11)

The anchor map for the resulting cotangent Lie algebroid is the map $\pi^s: T^*M \to TM$.

**Proposition 1.2.** Suppose $(\mathcal{G}, \omega)$ integrates $(M, \pi)$, and $\sigma \in \Omega^2(M)$ is a closed 2-form defining a gauge transformation of $\pi$. Then

$$\omega + t^*\sigma, \quad \omega - s^*\sigma, \quad \omega + t^*\sigma - s^*\sigma$$

are all symplectic. Furthermore, $(\mathcal{G}, \omega + t^*\sigma - s^*\sigma)$ integrates $(M, \pi^\sigma)$.

**Proof.** Since $\sigma$ defines a gauge transformation of $\pi$, and $t$ is a Poisson map, the pull-back $t^*\sigma$ defines a gauge transformation of $\pi_G$. Similarly, $-s^*\sigma$ defines a gauge transformation. By definition, the gauge transformed Poisson structure on $\mathcal{G}$ is again non-degenerate. From $\pi_G(s^*\alpha, t^*\beta) = 0$ one obtains that $\pi_G^s \circ \omega^b \circ t^* = (\pi_G^s)^2 \circ t^*$, hence $t^*\pi_G^s = \pi$. We may hence iterate the gauge transformations, obtaining a well-defined and non-degenerate Poisson structure $(t^*\pi_G^s)^t\sigma = \pi_G^{t^*\sigma - s^*\sigma}$, with corresponding symplectic form $\omega + t^*\sigma - s^*\sigma$. Since the latter is multiplicative, the proof is complete. \qed

**Remark 1.3.** While Poisson manifolds need not admit an integration to a symplectic groupoid, there always exists an integration to a local symplectic groupoid, unique up to isomorphism. Local Lie groupoids $\mathcal{G} \rightrightarrows M$ are defined similar to local Lie groups \cite{33}: Roughly, instead of a globally defined multiplication $\text{Mult}_G: \mathcal{G}^{(2)} \to \mathcal{G}$, the map $\text{Mult}_G$ is only defined on an open neighborhood of $(M \times \mathcal{G}) \cup (\mathcal{G} \times M) \subseteq \mathcal{G}^{(2)}$, and the axioms are only required for elements on which the products are defined. A nice geometric construction of the local symplectic groupoid integrating a Poisson manifold was obtained by Crainic and Marcut \cite{16}. The considerations in this section apply to the local symplectic groupoids with simple modifications.
1.6. Action of bisections on cotangent algebroid.

**Proposition 1.4.** For any symplectic groupoid \((\mathcal{G}, \omega)\) over \((M, \pi)\), the group \(\Gamma(\mathcal{G})\) of bisections acts on \((M, \pi)\) by twisted Poisson automorphisms, via the group homomorphism

\[
\Gamma(\mathcal{G}) \to \text{Diff}(M) \times \Omega^2(M), \; \phi \mapsto (A(\phi), \sigma_{\phi})
\]

where

\[
\sigma_{\phi} = \phi^* \omega
\]

Similarly, each of the following maps defines actions of \(\Gamma(\mathcal{G})\) on \(\mathcal{G}\) by twisted Poisson automorphisms:

\[
\phi \mapsto (A^L(\phi), t^* \sigma_{\phi}), \; \phi \mapsto (A^R(\phi), -s^* \sigma_{\phi}), \; \phi \mapsto (\text{Ad}(\phi), t^* \sigma_{\phi} - s^* \sigma_{\phi}).
\]

**Proof.** The claim that (14) are twisted Poisson automorphisms amounts to the following identities:

\[
A^L(\phi)^* \omega = \omega + t^* \sigma_{\phi}, \; A^R(\phi)^* \omega = \omega - s^* \sigma_{\phi}, \; \text{Ad}(\phi)^* \omega = \omega + t^* \sigma_{\phi} - s^* \sigma.
\]

Since \(A^L(\phi) = \text{Mult}_{\mathcal{G}} \circ (\phi \circ t, \text{id}_{\mathcal{G}})\), the multiplicativity property (10) shows that \(A^L(\phi)^* \omega = \omega + t^* \circ \phi^* \omega = \omega + t^* \sigma_{\phi}\) proving the first identity in (15). The second is obtained similarly, and the third follows by iteration

\[
\text{Ad}(\phi)^* \omega = A^R(\phi)^* A^L(\phi)^* \omega = A^R(\phi)^* (\omega + t^* \sigma) = \omega + t^* \sigma - s^* \sigma,
\]

and since \(t \circ A^R(\phi) = t\). Applying the map \(A(\phi^{-1})_* \circ t_* = t_* \circ A^L(\phi^{-1})_*\) to \(\pi_\mathcal{G}\) one obtains

\[
A(\phi^{-1})_* \pi = A(\phi^{-1})_* \circ t_* \pi_\mathcal{G} = t_* \circ A^L(\phi^{-1})_* \pi_\mathcal{G} = t_* \pi_\mathcal{G} \pi^* \sigma_{\phi} = \pi^* \sigma_{\phi}
\]

proving that \((A(\phi), \sigma_{\phi})\) is a twisted Poisson automorphism. \(\square\)

The Proposition shows that the action of \(\Gamma(\mathcal{G})\) on \(\mathbb{T}M\), given by \(\phi \mapsto (A(\phi), \sigma_{\phi})\), preserves the sub-bundle \(\text{Gr}(\pi) \subset \mathbb{T}M\). It hence defines an action by automorphisms of the cotangent Lie algebroid \(T^*M \cong \text{Gr}(\pi)\) (where the identification is given by \(\alpha \mapsto (\pi^2(\alpha), \alpha)\)). On the other hand, we have the adjoint action of \(\Gamma(\mathcal{G})\) on the Lie algebroid \(A\mathcal{G}\). The two actions agree:

**Proposition 1.5.** The isomorphism \(A\mathcal{G} \cong T^*M\) given by \(\omega\) intertwines the adjoint action of \(\Gamma(\mathcal{G})\) on \(A\mathcal{G}\) with the action on the cotangent Lie algebroid.

**Proof.** Let us first derive a formula for the natural action on \(T^*M\). The image \(\alpha'\) of an element \(\alpha \in T^*M\) under the action of \(\phi \in \Gamma(\mathcal{G})\) is determined by \((\pi^2(\alpha), \alpha) \sim (A(\phi), \sigma_{\phi}) (\pi^2(\alpha'), \alpha')\). Hence

\[
A(\phi)^* \alpha' = \alpha + t(\pi^2(\alpha)) \sigma_{\phi} = (1 + \sigma_{\phi}^t \circ \pi^2(\alpha)).
\]

This shows that the action of \(\Gamma(\mathcal{G})\) on \(T^*M\) is given by

\[
\phi \mapsto (A(\phi)^{\sim -1})^t \circ (1 + \sigma_{\phi}^t \circ \pi^2).
\]

Recall next that the isomorphism \(\omega^\phi : T\mathcal{G} \to T^* \mathcal{G}\) descends to an isomorphism

\[
A\mathcal{G} = (T\mathcal{G}|_M)/TM \to (T^* \mathcal{G}|_M)/\text{ann}(TM) \cong T^*M.
\]
The adjoint action of $\phi$ on $AG$ is induced by $T\text{Ad}(\phi)$ on $T\mathcal{G}$. We first transfer this action to $T^*\mathcal{G}$ using $\omega^\flat$:

$$
\omega^\flat \circ T\text{Ad}(\phi) \circ \pi_G^\flat = (\text{Ad}(\phi)^{-1})^* \circ (\text{Ad}(\phi)^*)^\flat \circ \pi_G^\flat
$$

$$
= (\text{Ad}(\phi)^{-1})^* \circ (\omega + t^*\sigma - s^*\sigma)^\flat \circ \pi_G^\flat
$$

$$
= (\text{Ad}(\phi)^{-1})^* \circ (1 + (t^*\sigma - s^*\sigma)^\flat \circ \pi_G^\flat).
$$

To compute the induced action on $T^*M$, we compose the equation above with the projection $i^*: T^*\mathcal{G} \to T^*M$ (the kernel of this projection is exactly $\text{ann}(TM)$) from the left and any right inverse to $i^*$ from the right. It is convenient to take the latter to be $t^*$. Using $Tt \circ \pi_G^\flat \circ t^* = \pi^\flat$ and $Ts \circ \pi_G^\flat \circ t^* = 0$ we find

$$
i^* \circ \omega^\flat \circ T\text{Ad}(\phi) \circ \pi_G^\flat \circ t^* = (\mathcal{A}(\phi)^{-1})^* \circ i^* \circ (1 + (t^*\sigma - s^*\sigma)^\flat \circ \pi_G^\flat) \circ t^*
$$

$$
= (\mathcal{A}(\phi)^{-1})^* \circ (1 + \sigma^\flat \circ (Tt - Ts) \circ \pi_G^\flat \circ t^*)
$$

$$
= (\mathcal{A}(\phi)^{-1})^* \circ (1 + \sigma^\flat \circ \pi^\flat)
$$

as desired. \hfill \Box

**Example 1.6.** If $K$ is a Lie group, then the cotangent bundle $T^*K$ is a symplectic groupoid integrating $\mathfrak{k}^*$ with the Lie–Poisson structure. Using left trivialization $T^*K \cong K \times \mathfrak{k}^*$, the groupoid structure is that of an action groupoid for the coadjoint action. In this case, bisections may be viewed as maps $\phi: \mathfrak{k}^* \to K$. (We stress that in this context, $\Gamma(T^*K)$ refers to the bisections as a groupoid $T^*K \rightrightarrows \mathfrak{k}^*$, rather than the sections as a bundle $T^*K \to K$.) The symplectic form on $T^*K$ reads as $\omega = d(\mu, \theta^L)$, where $\theta^L \in \Omega^1(K, \mathfrak{k})$ is the left-invariant Maurer–Cartan form, and $\mu \in \Omega^0(\mathfrak{k}^*, \mathfrak{k}^*)$ is the identity map of $\mathfrak{k}^*$. Hence,

$$
\sigma_\phi = d(\mu, \phi^*\theta^L).
$$

**Remark 1.7.** A bisection $\phi$ of a symplectic groupoid is called *Lagrangian* if the corresponding submanifold $\phi(M) \subseteq \mathcal{G}$ is a Lagrangian submanifold, or equivalently $\sigma_\phi = 0$. As an immediate consequence of the Proposition, the Lagrangian bisections form a subgroup, and the maps $\mathcal{A}(\phi)$ are Poisson. More generally, $\mathcal{A}(\phi)$ is a Poisson automorphism of $(M, \pi)$ if the lifted map $\text{Ad}(\phi)$ is an automorphism of the symplectic groupoid $(\mathcal{G}, \omega)$, that is, if $t^*\sigma_\phi = s^*\sigma_\phi$. Bisections with this property form a subgroup, which is usually larger than the group of Lagrangian bisections. (Consider for example the case $\pi = 0$.)

### 1.7. Moser flows and bisections

Given a symplectic groupoid $\mathcal{G} \rightrightarrows M$ integrating the Poisson manifold $(M, \pi)$, the Moser method has the following interpretation in terms of bisections.

**Proposition 1.8.** Suppose that $(\mathcal{G}, \omega)$ is a symplectic groupoid integrating $(M, \pi)$, and let $\phi_t$ be a family of bisections of $\mathcal{G}$, with $\phi_0 = \text{id}$. Then there is a family of 1-forms $a_t$ satisfying $da_t = -\frac{\partial}{\partial t}\sigma_{\phi_t}$, and with the following properties:

(a) $a_t$ is a Moser 1-form for the family of Poisson structures $\pi_t = (\mathcal{A}(\phi_t))^{-1}\pi$ on $M$, with $F_t = \mathcal{A}(\phi_t)^{-1}$ as the Moser flow.

(b) $t^*a_t$ is a Moser 1-form for the family of Poisson structures $\pi_{\mathcal{G}, t} = (\mathcal{A}^L(\phi_t))^{-1}\pi_G$ on $\mathcal{G}$, with $F_{\mathcal{G}, t} = \mathcal{A}^L(\phi_t)^{-1}$ as the corresponding Moser flow.
Conversely, suppose $\sigma_t$ is a family of closed 2-forms on $M$, with $\sigma_0 = 0$, defining gauge transformations $\pi_t = \pi^\sigma_t$ of the Poisson structure on on $M$. Suppose $a_t$ is a Moser 1-form. Then $t^*a_t$ are Moser 1-forms for the family of Poisson structures $\pi_{\mathcal{G},t} = \pi^\sigma_{\mathcal{G}}$ on $\mathcal{G}$. If the corresponding Moser vector field is complete, defining a flow $F_{\mathcal{G},t}$, then $\phi_t = (F_{\mathcal{G},t})^{-1} \circ i$ defines bisections with $\sigma_{\phi_t} = \sigma_t$.

**Proof.** Given $\phi_t$, let $\tilde{v}_t$ be the time dependent vector field generating the flow $t \mapsto \mathcal{A}^L(\phi_t)^{-1}$, and put

$$\omega_t = \mathcal{A}^L(\phi_t)^* \omega = \omega + t^* \sigma_{\phi_t}. \quad (16)$$

Taking the $t$-derivative of the equation $\omega = (\mathcal{A}^L(\phi_t)^{-1})^* \omega_t$, we find

$$\frac{\partial}{\partial t} \omega_t = d(\tilde{v}_t) \omega_t = -d\tilde{a}_t. \quad (17)$$

where

$$\tilde{a}_t = -i(\tilde{v}_t) \omega_t \in \Omega^1(\mathcal{G}). \quad (18)$$

We claim that $\tilde{a}_t$ is $t$-basic, so that $\tilde{a}_t = t^* a_t$ for a family of 1-forms $a_t$ on $M$. Equation $(18)$ then shows that $t^* a_t$ is a Moser 1-form on $\mathcal{G}$ for the family of Poisson structures $\pi_{\mathcal{G},t}$, with $\mathcal{A}^L(\phi_t)^{-1}$ as the corresponding Moser flow. Equation $(17)$ and $\frac{\partial}{\partial t} \omega_t = t^* \frac{\partial}{\partial t} \sigma_{\phi_t}$ show that $d a_t = -\frac{\partial}{\partial t} \sigma_{\phi_t}$.

To prove the claim note that $\tilde{v}_t$ is tangent to $s$-fibers, since $\mathcal{A}^L$ preserves the $s$-fibers. Recall that the tangent spaces to $s$-fibers and $t$-fibers are $\omega$-orthogonal. Since $\mathcal{A}^L$ acts by automorphisms of both the $t$-fibration and the $s$-fibration, the tangent spaces to $s$-fibers and $t$-fibers are also $\omega_t$-orthogonal. It follows that $\tilde{a}_t = -i(\tilde{v}_t) \omega_t$ vanishes on vectors tangent to $t$-fibers, i.e., it is $t$-horizontal. On the other hand, if $\psi$ is a bisection, $\mathcal{A}^R(\psi)^* \tilde{a}_t = -i(\tilde{v}_t) \mathcal{A}^L(\phi_t)^* \mathcal{A}^R(\psi)^* \omega$

$$= -i(\tilde{v}_t) \mathcal{A}^L(\phi_t)^* (\omega - s^* \sigma_{\psi})$$

$$= \tilde{a}_t - i(\tilde{v}_t) s^* A(\phi_t)^* \omega = \tilde{a}_t.$$

This proves the claim, and hence completes the proof of part (b). Letting $v_t$ be the time dependent vector field generating $t \mapsto \mathcal{A}(\phi_t)^{-1}$, we have $\tilde{v}_t \sim_t v_t$, hence $v_t = -\pi^*_t(a_t)$, which proves part (a). Note $\phi_t = \mathcal{A}^L(\phi_t) \circ i = (F_{\mathcal{G},t})^{-1} \circ i$.

Suppose conversely that $\sigma_t$ and $a_t$ are given, as in the second part of the proposition. Then $t^* \sigma_t$ defines gauge transformations $\pi_{\mathcal{G},t}$, with Moser 1-forms $\tilde{a}_t = t^* a_t$. Its Moser vector field $\tilde{v}_t$ is $t$-related to the Moser vector field $v_t$ of $a_t$; hence its flow $\tilde{F}_t$ satisfies $t \circ \tilde{F}_t = F_t \circ t$. Since $\tilde{v}_t$ is $\mathcal{A}^R$-invariant, the flow $\tilde{F}_t$ commutes with $\mathcal{A}^R$. It follows that $\tilde{F}_t = \mathcal{A}^L(\phi_t)^{-1}$ where $\phi_t = \tilde{F}_t^{-1} \circ i$. Since $\mathcal{A}(\phi_t)^* \omega = \omega + t^* \sigma_{\phi_t}$, and since $t$ is a submersion, we have $\sigma_t = \sigma_{\phi_t}$. \hfill $\square$

**Remark 1.9.** By a similar discussion, $-s^* a_t$ is a Moser 1-form on $\mathcal{G}$ for the family of Poisson structures $\mathcal{A}^R(\phi_t)^{-1} \pi_{\mathcal{G}}$, with $\mathcal{A}^R(\phi_t)^{-1}$ as the corresponding Moser flow. The corresponding Moser vector field commutes with that for $t^* a_t$, since the flows (given in terms of the actions $\mathcal{A}^L$ and $\mathcal{A}^R$) commute. This implies that $t^* a_t = s^* a_t$ is again a Moser 1-form, for the family of Poisson structures $\text{Ad}(\phi_t)^{-1} \pi_{\mathcal{G}}$ with $\text{Ad}(\phi_t)$ as the Moser flow.
Proposition 1.8 extends to the equivariant case: Consider the setting from the end of Section 1.3, in particular $e_M(\xi) \sim_{(\phi_t, \sigma_t)} e_g(\xi)$ and the Moser 1-forms $a_t$ satisfy (3). Then the bisections $\phi_t$ satisfy

$$\tag{19} (\Phi_t, \sigma_t) \circ (\mathcal{A}(\phi_t), \sigma_{\phi_t})^{-1} = (\Phi_0, 0).$$

Indeed, this identity is equivalent to the two conditions $\sigma_t = \sigma_{\phi_t}$ and $F_t^* \Phi_t = (\mathcal{A}(\phi_t)^{-1})^* \Phi_t = \Phi_0$.

Remark 1.10. It is clear that this proposition, and its proof, has a local counterpart (working with local groupoids, local flows and so on), as well as a version for germs.

Remark 1.11. Use the symplectic form $\omega$ on $\mathcal{G}$ to identify $A\mathcal{G} \cong T^*M$. Informally, the group $\Gamma(\mathcal{G})$ of bisections may be viewed as the infinite-dimensional Lie group integrating the Lie algebra $\Gamma(A\mathcal{G}) \cong \Gamma(T^*M)$. From this perspective, the time dependent bisection $\phi_t \in \Gamma(\mathcal{G})$ is the integration of the time dependent section $a_t \in \Gamma(T^*M)$.

1.8. Linearization. Given a manifold $M$, we denote by $C^\infty(M)_x$ the algebra of germs at $x$ of smooth functions. Thus $C^\infty(M)_x = \operatorname{colim}_U C^\infty(U)$, where $U$ ranges over open neighborhoods of $x$. Similarly, one defines the space $C^\infty(M,N)_x$ of germs at $x$ of smooth functions to another manifold $N$, germs of sections of fiber bundles, and so on. Given $F \in C^\infty(M,N)_x$, we will write $F : M_x \to N_y$ if $F(x) = y$. Suppose $\pi_M$ is a germ of Poisson structure at $x \in M$, given by a Poisson bracket on the algebra $C^\infty(M)_x$. Given another germ of a Poisson structure $\pi_N$ at $y \in N$, we will say that $F : M_x \to N_y$ is Poisson if the map $F^* : C^\infty(N)_y \to C^\infty(M)_x$ preserves brackets. If a Poisson structure $\pi_M$ vanishes at $x \in M$, then the tangent space $T_xM$ acquires a linear Poisson structure.

Definition 1.12. Let $(M, \pi_M)$ be a Poisson manifold, and $x \in M$ a zero of $\pi_M$. Then $M$ is called linearizable at $x$ if there exists a germ of a Poisson diffeomorphism

$$\tag{20} F : (T_xM)_0 \to M_x,$$

with $T_0F$ the identity transformation of $T_xM$. We will refer to $F$ as a Poisson linearization.

Remark 1.13. (a) There are similar definitions in the formal category, working with infinite jets of functions rather than germs, and in the analytic category, requiring that the given data are analytic and working with germs of analytic functions.

(b) There are analogous notions of linearizations of Lie algebroids, with the Poisson case corresponding to the cotangent Lie algebroid. See Fernandes-Monnier [23] for a survey and some recent results.

Suppose $\pi_M$ vanishes at $x$, and that we have found a germ of a $\sigma$-twisted Poisson linearization

$$(F, \sigma) : (T_xM)_0 \to M_x.$$ 

Recall that $T_xM = \mathfrak{t}^*$ with the Lie–Poisson structure, where $\mathfrak{t}$ is the isotropy Lie algebra at $x$. Let $s_t : \mathfrak{t}^* \to \mathfrak{t}^*$ be scalar multiplication by $t$, and define a family of closed 2-forms $\sigma_t = t^{-1}s_t^* \sigma_t$. Let $a_t$ be a family of primitives of $-\frac{\mathcal{A}}{\mathfrak{t}^*} \sigma_t$ (e.g., given by the de Rham homotopy operator for $\Omega(\mathfrak{t}^*)$). The Moser method determines a family of bisections $\phi_t$ such that $\phi_t(0) = e$ and $\sigma_{\phi_t} = \sigma_t$. Put $\phi = \phi_1$, so that $\sigma_{\phi} = \sigma$. Then

$$(F, \sigma) \circ (\mathcal{A}(\phi), \sigma_{\phi})^{-1} = (F \circ \mathcal{A}(\phi)^{-1}, 0),$$
so that $F \circ \mathcal{A}(\phi)^{-1}$ is the desired Poisson linearization.

1.9. Coisotropic submanifolds. Recall that a submanifold $C \subset M$ of a Poisson manifold is coisotropic if $\pi^* (\text{ann}(TC)) \subset TC$. Equivalently, the conormal bundle $\text{ann}(TC) \subset T^* M$ is a Lie subalgebroid. At least locally, this Lagrangian Lie subalgebroid integrates to a Lagrangian Lie subgroupoid $\mathcal{L} \subset \mathcal{G}$; see Cattaneo [8] and Xu [38]. Conversely, the base of any Lagrangian Lie subgroupoid $\mathcal{L} \rightrightarrows C$ of $\mathcal{G} \rightrightarrows M$ is a coisotropic submanifold.

Proposition 1.14. Suppose that $C \subset M$ is a coisotropic submanifold of the Poisson manifold $(M, \pi)$, and that the Moser 1-forms $a_t$ (hence also the 2-forms $\sigma_t$) pull back to 0 on $C$. Then the Moser vector field $v_t$ is tangent to $C$. Furthermore, if $C \subset M$ integrates to a (local) Lagrangian subgroupoid of the (local) symplectic groupoid $\mathcal{G}$, then the bisections $\phi_t \in \Gamma(\mathcal{G})$ obtained from $a_t$ restrict to bisections of the Lagrangian Lie subgroupoid $\mathcal{L}$.

Proof. By assumption, $a_t$ restricts to a section of the conormal bundle $\text{ann}(TC)$. Since the bundle automorphism $1 + \sigma_t^* \pi^* \vspace{10pt}$ of $T^* M$ restricts to identity on $\text{ann}(TC)$, we see that $C$ is also coisotropic with respect to $\pi_t$. We claim that $\mathcal{L}$ is also Lagrangian with respect to $\omega_t = \omega + \pi^* \sigma_t$. Indeed, if $Y_1, Y_2 \in T_x \mathcal{L}$, then their projections under $T_t$ are tangent to $C$, hence $(\pi^* \sigma_t)(Y_1, Y_2) = 0$. Let $\tilde{v}_t$ be the vector field defined by $i(\tilde{v}_t)\omega_t = -\pi^* a_t$. For all $Y \in T_x \mathcal{L}$ we have

$$\omega_t(\tilde{v}_t|_x, Y) = -((T_x t)^* a_t|_x, Y) = -(a_t|_x, (T_x t)(Y)) = 0$$

since $(T_x t)(Y) \in T_x C$. This shows that $X_t$ is $\omega_t$-orthogonal to the tangent spaces of $\mathcal{L}$, hence it is itself tangent to $\mathcal{L}$ and its flow $\tilde{F}_t$ preserves $\mathcal{L}$. We conclude that the bisections $\phi_t = \tilde{F}_t^{-1} \circ i$ restrict to bisections of $\mathcal{L}$ over $C$. \hfill \Box

This result implies the following functorial aspects of Moser flows. Recall that a map $f : M_1 \to M_2$ between Poisson manifolds is Poisson if and only if its graph is a coisotropic submanifold

$$C = \text{Gr}(f) \subseteq M = M_2 \times \overline{M_1},$$

where $\overline{M_1}$ signifies $M_1$ with the opposite Poisson structure $-\pi_1$. Hence, if $\mathcal{G}_i$ are the (local) symplectic groupoids integrating $M_i$, we obtain a (local) Lagrangian subgroupoid $\mathcal{L} \subset \mathcal{G}_2 \times \mathcal{G}_1$ over $C$. This $\mathcal{L}$ is the graph of a comorphism of Lie groupoids [27]; it integrates the Lie algebroid comorphism between $T^* M_1$ and $T^* M_2$. (See Cattaneo-Dherin-Weinstein [9] for a general discussion of the integration of comorphisms.) In particular we have a pull-back map of (local) bisections, integrating the pull-back map for 1-forms. Applying Proposition 1.14 to this situation, we obtain:

Proposition 1.15. Suppose $f : (M_1, \pi_1) \to (M_2, \pi_2)$ is a Poisson map, and let $a_i,t$ be families of 1-forms on $M_i$, defining Moser vector fields $v_i,t$. If $a_{1,t} = f^* a_{2,t}$, then $v_{1,t} \sim_f v_{2,t}$. Hence, $f$ intertwines the Moser flows. Furthermore, if $\mathcal{G}_i$ are the (local) symplectic groupoids integrating $M_i$, then the (local) bisections $\phi_{i,t} \in \Gamma(\mathcal{G}_i)$ are related by pull-back.

Proof. This is a direct application of Proposition 1.14 to $M = M_2 \times \overline{M_1}$, with $a_t = (a_{2,t}, -a_{1,t})$. \hfill \Box
2. Coboundary Poisson Lie groups

We review some aspects of the theory of Lie bialgebras and Poisson Lie groups, due to Drinfeld [18, 19, 20].

2.1. Lie bialgebras. A Lie bialgebra is a Lie algebra \( g \) together with a linear map \( \lambda: g \to g \otimes g \) such that

(i) the map \( \lambda \) defines a Lie coalgebra structure (i.e., it defines a Lie bracket on \( g^\ast \)), and

(ii) \( \lambda \) is a Lie algebra 1-cocycle with coefficients in the \( g \)-module \( g \otimes g \), i.e.,

\[ \lambda([\xi, \eta]) = \text{ad}_\xi \lambda(\eta) - \text{ad}_\eta \lambda(\xi) \]

for all \( \xi, \eta \in g \).

The structure of a Lie bialgebra is equivalent to that of a Manin triple \((\mathfrak{d}, g, h)\), given by a Lie algebra \( \mathfrak{d} \) with a non-degenerate invariant metric \( \langle \cdot, \cdot \rangle \) and a pair of transverse Lagrangian Lie subalgebras \( g, h \). The pairing identifies \( g^\ast \cong h \), and \( g \) acquires a Lie bialgebra structure, with cobracket dual to the Lie bracket on \( h \). The Lie algebra \( \mathfrak{d} \) is called the double of the Lie bialgebra \( g \). In the special case \( \lambda = 0 \), the double is the semi-direct product \( \mathfrak{d} = g \ltimes g^\ast \) with respect to the coadjoint action, with \( h = g^\ast \).

A Lie bialgebra \( g \) is called a coboundary Lie bialgebra if \( \lambda \) is the coboundary of some element \( r \in g \otimes g \), that is,

\[ \lambda(\xi) = \text{ad}_\xi r \]

for all \( \xi \in g \). The choice of \( r \) for a given \( \lambda \) will be referred to as a coboundary structure for the Lie bialgebra \( g \). For any \( r \in g \otimes g \), let \( r^\sharp: g^\ast \to g \) denote the map \( r^\sharp(\mu) = r(\mu, \cdot) \).

**Lemma 2.1** (Drinfeld [20]). Let \( g \) be a Lie bialgebra, with double \( \mathfrak{d} = g \oplus g^\ast \). There is a 1–1 correspondence between

- coboundary structures \( r \in g \otimes g \).
- \( g \)-equivariant splittings \( j: g^\ast \to \mathfrak{d} \) of the sequence

\[ 0 \to g \to \mathfrak{d} \to g^\ast \to 0. \]

Under this correspondence, \( j(\mu) = \mu - r^\sharp(\mu) \) for \( \mu \in g^\ast \).

**Proof.** Let \( r \in g \otimes g \) and \( j: g^\ast \to \mathfrak{d} \) be related as above. The map \( j \) is \( g \)-equivariant if and only if the expression

\[ A(\xi, \mu) = [\xi, j(\mu)]_0 - j(\text{ad}_\xi^g \mu) \]

vanishes for all \( \xi \in g \) and \( \mu \in g^\ast \). Note that \( A(\xi, \mu) \in g \). Hence its vanishing is equivalent to the vanishing of

\[ \langle \nu, A(\xi, \mu) \rangle = \langle \nu, -\text{ad}_{\mu}^g \xi - [\xi, r^\sharp(\mu)]_0 + r^\sharp(\text{ad}_{\xi}^g \mu) \rangle = \langle [\mu, \nu]_g, \xi \rangle + r(\text{ad}_{\xi}^g \mu, \nu) + r(\mu, \text{ad}_{\xi}^g \nu) \]

vanishes for all \( \xi \in g \) and \( \mu, \nu \in g^\ast \). Hence, \( g \)-equivariance of \( j \) is equivalent to \( \lambda(\xi) = \text{ad}_\xi r \), as required. \( \square \)

Note that the image of the inclusion \( \mathfrak{p} = j(g^\ast) \subset \mathfrak{d} \) is a \( g \)-invariant complement to \( g \) in \( \mathfrak{d} \).
Remark 2.2. The set of coboundary structures for a Lie bialgebra \( g \) is either empty, or is an affine space with underlying vector space \( (g \otimes g) \). In terms of the splitting \( j: g^* \to \mathfrak{d} \), this follows since any two \( g \)-equivariant splittings differ by an element of

\[
\text{Hom}_g(g^*, g) \cong (g \otimes g)^0.
\]

The affine space of coboundary structures is preserved under the involution \( \sigma : \xi_1 \otimes \xi_2 \mapsto \xi_2 \otimes \xi_1 \) of \( g \otimes g \). In terms of splittings it amounts to replacing \( j: \mu \mapsto \mu - r^\sharp(\mu) \) with \( \tilde{j}: \mu \mapsto \mu + \sigma(r)^\sharp(\mu) \). In terms of complements, the involution takes \( \mathfrak{p} \) to \( \mathfrak{p}^\perp \). Halfway between \( \mathfrak{p} \) and \( \mathfrak{p}^\perp \), one hence finds an invariant Lagrangian complement. It corresponds to the choice of a skew-symmetric \( r \) (that is, \( \sigma(r) = -r \)). Note that if \( \mathfrak{p} \) is an invariant Lagrangian complement, then

\[
[g, \mathfrak{p}] \subseteq \mathfrak{p}, \quad [\mathfrak{p}, \mathfrak{p}] \subseteq g
\]

so that \((\mathfrak{d}, g)\) is a symmetric pair. Let \( \kappa \) be the Lie algebra automorphism of \( \mathfrak{d} \), equal to +1 on \( g \) and to −1 on \( \mathfrak{p} \). It exponentiates to a Lie group automorphism \( \kappa \) of the simply connected Lie group \( D \) integrating \( \mathfrak{d} \). The identity component of its fixed point set is a closed Lie subgroup \( G \subset D \) integrating \( g \). Similarly, the identity component of the fixed point set of the anti-involution \( d \mapsto \kappa(d)^{-1} \) of \( D \) is a closed submanifold \( P \subset D \) with \( \exp(\mathfrak{p}) \subseteq P \).

Remarks 2.3. (a) Suppose \( g \) is a Lie algebra, and \( r \in g \otimes g \). Then \( r \) defines a coboundary Lie bialgebra structure on \( g \) if and only if the symmetric part of \( r, r + r_{21} \in g^{\otimes 2} \) and the element \( \text{YB}(r) = [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] \in g^{\otimes 3} \) are both \( g \)-invariant. (A proof, as well as an explanation of the notation, may be found in [31, Chapter 8].) The coboundary structure \( r \), or the Lie bialgebra \( g \) itself, is called quasi-triangular if \( \text{YB}(r) = 0 \) (classical Yang-Baxter equation), and factorizable if furthermore the symmetric part \( r + r_{21} \) is non-degenerate. As noted in [20], a quasi-triangular structure on \( g \) is equivalent to \( j \) being a morphism of Lie algebras, i.e., to \( \mathfrak{p} = j(g^*) \) being a complementary ideal to \( g \) in \( \mathfrak{d} \).

(b) If \( \lambda \) defines a Lie bialgebra structure on \( g \), then so does \( \lambda_t = t \lambda \) for all \( t \in \mathbb{R} \). Hence, any Lie bialgebra structure may be regarded as a deformation of the trivial one.

Coboundary structures may be scaled accordingly as \( r_t = tr \).

(c) Every non-abelian Lie algebra admits a non-trivial coboundary Lie bialgebra structure [17].

2.2. Poisson Lie groups. A Poisson Lie group is a Lie group \( G \) together with a Poisson structure such that the group multiplication is a Poisson map. The Poisson tensor of a Poisson Lie group vanishes at the group unit, hence \( g = T_e G \) acquires a linear Poisson structure, defining a Lie bracket on \( g^* \). The compatibility with the given Lie bracket is such that \( g \) becomes a Lie bialgebra. Drinfeld’s theorem [18] gives a bijective correspondence between Lie bialgebras and simply connected Poisson Lie groups. A Poisson Lie group will be called coboundary if its tangent Lie bialgebra is of this type.

Example 2.4 (Lu-Weinstein Poisson structure). Let \( G \) be a compact Lie group, and \( D = G^C \) its complexification, regarded as a real Lie group. Choose a maximal torus \( T \subset G \) and a system of positive roots, and consider the decomposition

\[
\mathfrak{d} = g \oplus a \oplus n
\]
where \( n \subset g^\mathbb{C} \) is the sum of positive root spaces, and \( a = \sqrt{-1}t \). On the group level, this is the Iwasawa decomposition \( D = GAN \). Let \( B \) be a positive definite invariant symmetric bilinear form on \( g \), and let the bilinear form \( \langle \cdot , \cdot \rangle \) on \( \mathfrak{d} \) be the imaginary part of its complexification \( B^\mathbb{C} \). Then \((\mathfrak{d},g,h)\) with \( h = a \oplus n \) is a Manin triple, defining the Lu-Weinstein Poisson structure on \( G \). The subspace \( p = \sqrt{-1}g \) is a \( g \)-invariant Lagrangian complement to \( \mathfrak{d} \), and \( D = GP \) by the Cartan decomposition. Hence \( g \) is a coboundary Lie bialgebra. The corresponding coboundary structure \( r \) is given in terms of root vectors \( e_\alpha \) (normalized such that \( e^-_\alpha = e^*_\alpha \) and \( B(e_\alpha, e^-_\alpha) = 2 \)) by

\[
r = i \sum_{\alpha > 0}(e^-_\alpha \otimes e_\alpha - e_\alpha \otimes e^-_\alpha)
\]

where the sum is over the set of positive roots.

2.3. \( G^\ast \)-valued moment maps. Let \((\mathfrak{d},g,h)\) be a Manin triple, \( D \) a Lie group integrating \( \mathfrak{d} \), and let \( G \) and \( H \) be Lie subgroups (not necessarily closed), integrating \( g \) and \( h \). We will refer to \((D,G,H)\) as a Manin triple of Lie groups integrating \((\mathfrak{d},g,h)\). The Lie algebra \( \mathfrak{d} \) acts on \( H = G^\ast \) by the (left) dressing action, \( \zeta \mapsto \zeta G^\ast \) where

\[
i(\zeta G^\ast)\theta^h_{G^\ast} = -\text{pr}_{g^\ast}(\text{Ad}_{h^{-1}} \zeta),
\]

Here \( \text{pr}_{g^\ast} : \mathfrak{d} \to g^\ast \) is the projection to the first summand in \( \mathfrak{d} = h \oplus g \). (If the multiplication map defines a global diffeomorphism \( G^\ast \times G \to D \), then this infinitesimal action integrates to the natural \( D \)-action on \( G^\ast \) regarded as a homogeneous space \( G^\ast = D/G \).) One knows (see e.g., [29]) that the symplectic leaves of \( G^\ast \) are exactly the orbits of this dressing action of \( g \subset \mathfrak{d} \). The cotangent Lie algebroid \( T^\ast G^\ast \cong \text{Gr}(\pi_{G^\ast}) \) has the structure of an action Lie algebroid for this action. In fact, there is a bracket preserving linear map \( e_{G^\ast} : \mathfrak{d} \to \Gamma(TG^\ast) \) given by

\[
e_{G^\ast}(\zeta) = (\zeta G^\ast, -\langle \theta^h_{G^\ast}, \zeta \rangle) \in \Gamma(TG^\ast),
\]

and \( \text{Gr}(\pi_{G^\ast}) \) is spanned by the sections \( e_{G^\ast}(\xi) \) for \( \xi \in g \). Given a Poisson manifold \((M,\pi)\) and a Poisson map \( \Psi : M \to G^\ast \), one obtains unique sections \( e_M(\xi) \), \( \xi \in g \) of \( \text{Gr}(\pi) \subset TM \) such that \( e_M(\xi) \sim_{(\Psi,0)} e_{G^\ast}(\xi) \). The vector field component \( \xi_M \) of \( e_M(\xi) \) defines a \( g \)-action on \( M \), with

\[
\xi_M = -\pi_M^\ast(\Psi^\ast \theta^h_{G^\ast}, \xi).
\]

This action is a Lie bialgebra action, with \( \Psi \) as its moment map, in the sense of J.-H. Lu [29]. For example, the identity map from \( G^\ast \) to itself is a moment map for the dressing action, while the inclusion of dressing orbits is a moment map for the action on these orbits.

The Lie group \( D \) is itself a Poisson Lie group, with Manin triple

\[
(\mathfrak{d} \oplus \overline{\mathfrak{d}}, \mathfrak{d}_\Delta, h \oplus g).
\]

Here \( \overline{\mathfrak{d}} \) is equal to \( \mathfrak{d} \) as a Lie algebra, but with the opposite metric, and \( \mathfrak{d}_\Delta \subset \mathfrak{d} \oplus \overline{\mathfrak{d}} \) is a copy of \( \mathfrak{d} \) embedded diagonally. One refers to \( D \) with this Poisson structure as a Drinfeld double of \( G \). The anti-diagonal in \( \mathfrak{d} \oplus \overline{\mathfrak{d}} \) is a Lagrangian \( \mathfrak{d}_\Delta \)-invariant complement, defining a coboundary structure on \( D \). The inclusion \( g \to \mathfrak{d} \cong \mathfrak{d}_\Delta \) is a morphism of Lie bialgebras, defining a morphism of Poisson Lie groups \( G \hookrightarrow D \). The dual map \( \mathfrak{d}^\ast = h \oplus g \to g^\ast = h \) is
simply projection to the first factor. Let us describe the resulting morphism of Poisson Lie groups \( \text{pr}_{G^*} : D^* \to G^* = H \). Note first that \( D^* \) is the Poisson Lie group

\[
D^* = H \times G = G^* \times G,
\]

with Poisson structure defined by the Manin triple \( (\mathfrak{d} \oplus \mathfrak{b}, \mathfrak{h} \oplus \mathfrak{g}, \mathfrak{d}_\Delta) \). Consider the dressing action of \( \mathfrak{d} \oplus \mathfrak{b} \) on \( D^* \). Given \((\zeta, \zeta') \in \mathfrak{d} \oplus \mathfrak{b} \) we have

\[
\text{pr}_\mathfrak{b} \oplus \mathfrak{g}(\zeta, \zeta') = (\text{pr}_\mathfrak{b}(\zeta - \zeta'), \text{pr}_\mathfrak{g}(\zeta' - \zeta)),
\]

hence

\[
(22) \quad ((\zeta, \zeta')_{D^*})(\theta_H^* + \theta_G^*) = ( - \text{pr}_\mathfrak{b}(\text{Ad}_{h^{-1}} \zeta - \text{Ad}_{g^{-1}} \zeta'), \text{pr}_\mathfrak{g}(\text{Ad}_{h^{-1}} \zeta - \text{Ad}_{g^{-1}} \zeta')).
\]

The graph of \( \pi_{D^*} \) is thus spanned by the sections \( e_{D^*}(\zeta, \zeta') = ((\zeta, \zeta')_{D^*}, -\langle \theta_H^*, \zeta \rangle + \langle \theta_G^*, \zeta' \rangle) \) for \((\zeta, \zeta') \in \mathfrak{d} \oplus \mathfrak{b} \). We see that \( e_{D^*}(\zeta) \sim (\text{pr}_{G^*}, 0) e_{G^*}(\xi) \) for \( \xi \in \mathfrak{g} \).

2.4. The Lu-Weinstein double groupoid. According to Lu-Weinstein \[30\], any Poisson Lie group is integrated by a symplectic double groupoid \( \mathcal{G} \). If \((D, G, G^*)\) is a Manin triple of Lie groups integrating \((\mathfrak{d}, \mathfrak{g}, \mathfrak{g}^*)\), one has

\[
\mathcal{G} = \{(u, g, g', u') \in G^* \times G \times G \times G^* | ug = g'u'\}.
\]

As a groupoid over \( G^* \), the source and target map take \((u, g, g', u')\) to \( u'\) and \( u\), respectively, and the groupoid multiplication of composable elements reads as

\[
(u_1, g_1, g'_1, u'_1)(u_2, g_2, g'_2, u'_2) = (u_1, g_1g_2, g'_1g'_2, u'_1u'_2).
\]

See \[30\] for a description of the symplectic structure, and further details. The map \( \mathcal{G} \to D^* \), \((u, g, g', u') \mapsto (u, (g')^{-1})\) is Poisson, hence it is a moment map for an action \( \mathfrak{d} \to \mathfrak{X}(\mathcal{G}) \), \( \zeta \mapsto \zeta_\mathcal{G} \). The map \( \mathcal{G} \to D \), \((u, g, g, u') \mapsto ug\) intertwines \( \zeta_\mathcal{G} \) with \( -\zeta^R \).

3. Linearization of Poisson Lie group structures

In this section, we will prove that the Poisson structure on the the dual of a coboundary Poisson Lie group \( G^* \) is linearizable at the group unit. Our argument will depend on the existence of a germ of an equivariant map \( \text{Exp} : \mathfrak{g}^* \to G^* \) and a germ of a closed 2-form \( \sigma \) on \( \mathfrak{g}^* \) such that the pair \((\text{Exp}, \sigma)\) gives a twisted Poisson linearization \((\mathfrak{g}^*, \pi_{\mathfrak{g}^*})\) to \((G^*, \pi_{G^*})\). The construction will involve a twisted Poisson linearization of \( D^* \), the dual of the Drinfeld double.

Throughout this section, we take \((\mathfrak{d}, \mathfrak{g}, \mathfrak{h})\) to be a Manin triple, and \((D, G, H)\) a corresponding Manin triple of Lie groups.

3.1. The Dirac Lie group structure of \( D \). As we recalled earlier, the Drinfeld double \( D \) of a Poisson Lie group is itself a Poisson Lie group. Using only the invariant metric on \( \mathfrak{d} \), it also has another structure as a Dirac Lie group, as follows. Let \( \zeta_D = \zeta^L - \zeta^R \), \( \zeta \in \mathfrak{d} \) be the vector fields generating the conjugation action, denote by \( \theta^R \) and \( \theta^R \in \Omega^1(D, \mathfrak{d}) \) the left-invariant and the right-invariant Maurer-Cartan forms on \( D \), and let

\[
e_D(\zeta, \zeta') = ((\zeta')^L - \zeta^R, -\frac{1}{2} \langle \theta^L, \zeta' \rangle - \frac{1}{2} \langle \theta^R, \zeta \rangle) \in \Gamma(\mathbb{T}D).
\]
for $\zeta, \zeta' \in \mathfrak{d}$. The sections $e_D(\zeta) := e_D(\zeta, \zeta)$ span the so-called Cartan-Dirac structure. It is a Dirac structure for a modified Courant bracket $[\cdot, \cdot]_\eta$ on $\Gamma(\mathcal{T}D)$, where $\eta$ is the Cartan 3-form

$$\eta = \frac{1}{12} \langle \theta^L, [\theta^L, \theta^L] \rangle \in \Omega^3(D).$$

For further details, see e.g., [14, 2]. The Cartan 3-form has the following property

$$\iota(\zeta_D)\eta = -\frac{1}{2} d\langle \theta^L + \theta^R, \zeta \rangle, \quad \zeta \in \mathfrak{d}.$$

Let $\text{Mult}: D \times D \to D$ be the group multiplication, and

$$\varsigma = \frac{1}{2} \langle \text{pr}_1^* \theta^L, \text{pr}_2^* \theta^R \rangle \in \Omega^2(D \times D).$$

Then $(\text{Mult}, \varsigma)$ is a morphism of Dirac structures. In fact,

$$\text{Mult}^* \eta = \text{pr}_1^* \eta + \text{pr}_2^* \eta - d\varsigma$$

and $(e_D(\zeta), e_D(\zeta)) \sim_{(\text{Mult}, \varsigma)} e_D(\zeta)$.

### 3.2. Poisson linearization of $D^\ast$. Using the metric, we may identify $\mathfrak{d}$ with $\mathfrak{d}^\ast$; hence we have the sections $e_\mathfrak{d}(\zeta) = (\zeta, -(d\mu, \zeta))$, $\zeta \in \mathfrak{d}$ as in Section 1.3. Let $\varpi \in \Omega^2(\mathfrak{d})$ be the image of $\exp^* \eta$ under the standard homotopy operator $\Omega^q(\mathfrak{d}) \to \Omega^{q-1}(\mathfrak{d})$, for the linear retraction onto the origin. An explicit formula for $\varpi$ may be found in [32, Appendix C].

**Proposition 3.1.** [2] The morphism $(\exp, \varpi)$ satisfies

$$e_\mathfrak{d}(\zeta) \sim_{(\exp, \varpi)} e_D(\zeta)$$

for all $\zeta \in \mathfrak{d}$. Away from the critical points of $\exp$, the morphism $(\exp, \varpi)$ is a Dirac morphism, for the Lie-Poisson structure on $\mathfrak{d} = \mathfrak{d}^\ast$ and the Cartan-Dirac structure on $D$.

We may think of $(\exp, \varpi)$ as defining a twisted Dirac linearization of the Dirac Lie group $D$. We will use this to obtain a twisted Poisson linearization of the Poisson Lie group $D^\ast$.

As it turns out, there is a close relation between the Cartan-Dirac structure on $D$ and the Poisson structure on $D^\ast$. Define

$$F: D^\ast = H \times G \to D, \quad (h, g) \mapsto hg^{-1},$$

and put

$$\epsilon = \frac{1}{2} \langle \theta^L_H, \theta^L_G \rangle \in \Omega^2(D^\ast).$$

Note that $F$ has bijective differential, but is not necessarily surjective.

**Proposition 3.2.** The morphism $(F, \epsilon): D^\ast \to D$ is a Dirac morphism, relative to the Poisson structure on $D^\ast$ and the Dirac Lie group structure on $D$. In fact

$$e_D^\ast(\zeta, \zeta') \sim_{(F, \epsilon)} e_D(\zeta, \zeta')$$

for all $\zeta, \zeta'$. 


Proof. We have $F^*\eta = d\varepsilon$, as a consequence of the formula for $\text{Mult}^*\eta$ and the fact that $\eta$ pulls back to 0 on the subgroups $H$ and $G$. Let us verify that the map $F$ intertwines the dressing action of $\mathfrak{d} \oplus \mathfrak{d}$ with the usual action on $D$, $(\zeta, \zeta') \mapsto (\zeta')^L - \zeta^R$. To see this, we will verify 

$$F^*\iota((\zeta')^L - \zeta^R)\theta^L_D = \iota((\zeta, \zeta')_D^*)F^*-\theta^L_D.$$ 

At $d = F(h, g) = hg^{-1}$, 

$$\text{Ad}_{g^{-1}}\iota((\zeta')^L - \zeta^R)\theta^L_D = \text{Ad}_{g^{-1}}\zeta' - \text{Ad}_{h^{-1}}\zeta.$$ 

On the other hand, $\text{Ad}_{g^{-1}}(F^*\theta^L_D) = \theta^L_H - \theta^L_G$, hence the result coincides with (22). Similarly, 

$$\frac{1}{2}F^*((\theta^L_D, \zeta') + (\theta^R_D, \zeta)) = \frac{1}{2}(\text{Ad}_{g^{-1}}\zeta' + \text{Ad}_{h^{-1}}\zeta, \theta^L_H - \theta^L_G).$$ 

while on the other hand 

$$\iota((\zeta, \zeta')_D^*)\varepsilon = \frac{1}{2}(\text{Ad}_{g^{-1}}\zeta' - \text{Ad}_{h^{-1}}\zeta, \theta^L_H + \theta^L_G)$$ 

The sum is $-\langle \zeta', \theta^R_D \rangle + \langle \zeta, \theta^L_H \rangle$ as desired. \qed

The map $F: D^* = H \times G \to D$ is a diffeomorphism on a neighborhood of the group unit. Hence, the germ of this map is invertible, and 

$$(F, \varepsilon)^{-1} \circ (\exp, \varpi) = (F^{-1} \circ \exp, \varpi - \exp^*(F^{-1})^*\varepsilon): \mathfrak{d}^* = \mathfrak{d} \to D^*$$ 

is a well-defined twisted Poisson map, on a neighborhood of $0 \in \mathfrak{d}^*$. To summarize, we have shown

**Proposition 3.3.** Let $(\mathfrak{d}, \mathfrak{g}, \mathfrak{h})$ be a Manin triple, with corresponding Manin triple of Lie groups $(D, G, H)$. Then (25) defines a twisted Poisson linearization of the dual Poisson Lie group $D^* = H \times G$. 

3.3. **Twisted Poisson linearization of $G^*$**. Suppose now that $\mathfrak{g}$ comes with a coboundary structure, given by an $r$-matrix $r \in \mathfrak{g} \otimes \mathfrak{g}$ or equivalently by a $\mathfrak{g}$-equivariant splitting $j: \mathfrak{g}^* \to \mathfrak{d}$. The equivariance guarantees that $e_{\theta^*}(\xi) \sim_{(j, 0)} e_{\mathfrak{d}^*}(\xi)$ for all $\xi \in \mathfrak{g} \subset \mathfrak{d}$, hence 

$$e_{\mathfrak{g}^*}(\xi) \sim_{(j, 0)} e_{\mathfrak{g}^*}(\xi) \sim_{(\exp, \varpi)} e_D(\xi) \sim_{(F, \varepsilon)^{-1}} e_D^*(\xi) \sim_{(\text{pr}_{G^*}, 0)} e_{G^*}(\xi).$$

Let $(\text{Exp}, \sigma)$ be the composition of these morphisms: 

$$(\text{Exp}, \sigma) = (\text{pr}_{G^*}, 0) \circ (F, \varepsilon)^{-1} \circ (\exp, \varpi) \circ (j, 0).$$

Using the multiplication map $(h, g) \mapsto hg$ to identify $D = G^* \times G$ (near $e$), we have $\text{Exp}(\mu) = \text{pr}_{G^*}(\exp(j(\mu)))$. Note $T_0 \text{Exp} = \text{Id}_{G^*}$. The notation is meant to suggest that we think of $\text{Exp}$ as a replacement for the exponential map, $\exp: \mathfrak{g}^* \to G^*$. The relation 

$$(26) \quad e_{\mathfrak{g}^*}(\xi) \sim_{(\text{Exp}, \sigma)} e_{G^*}(\xi)$$ 

says that $\text{Exp}$ is $\mathfrak{g}$-equivariant, and the closed 2-form $\sigma$ satisfies 

$$(27) \quad \iota(\xi_{G^*}) \sigma = \langle d\mu, \xi \rangle - \exp^*(\theta^R_{G^*}, \xi).$$ 

In particular, $(\text{Exp}, \sigma): (\mathfrak{g}^*)_0 \to (G^*)_e$ is a twisted Poisson linearization. As explained at the end of Section 1.8, the Moser method guarantees the existence of a germ of a bisection

\footnote{If $j(\mathfrak{g}^*) = \mathfrak{p}$ is a $\mathfrak{g}$-invariant Lagrangian complement, then the resulting map $\mathfrak{g}^* \to D/G$ is indeed the standard notion of exponential map for a symmetric space.}
\[ \psi \in \Gamma(T^*G)_0 \text{ such that } \sigma_\psi = \sigma. \] Then, \((\text{Exp}, \sigma) \circ (A(\psi), \sigma_\psi)^{-1} = (\text{Exp} \circ A(\psi)^{-1}, 0)\), and we have shown:

**Theorem 3.4.** Let \( G^* \) be the dual Poisson Lie group of a coboundary Poisson Lie group \( G \). Then there exists a germ of a bisection \( \psi \in \Gamma(T^*G)_0 \) of \( T^*G \Rightarrow g^* \) such that

\[
\text{Exp} \circ A(\psi)^{-1} : (g^*)_0 \to (G^*)_e
\]

is a Poisson linearization.

**Remarks 3.5.** (a) The explicit choice of \( \psi \) depends on the choice of a family of closed 2-forms \( \sigma_t \) interpolating between 0 and \( \sigma \). As we shall see in Section 3.5 below, the choice \( \sigma_t = t^{-1}s_t^*\sigma \), where \( s_t : g^* \to g^* \) is multiplication by \( t \), has a nice geometric interpretation.

(b) For the special case that \( G \) is a compact Lie group with the Lu-Weinstein Poisson structure, the Poisson diffeomorphism \( \text{Exp} \circ A(\psi)^{-1} \) is in fact globally defined (rather than just as a germ). Indeed, \( \text{Exp} : g^* \to G^* \) is a global diffeomorphism, as a consequence of the Iwasawa and Cartan decompositions \( G^C = GN = GP \). Furthermore, the Moser vector field used in the construction of \( \psi \) is complete, due to compactness of the symplectic leaves of \( g^* \). This is the explicit Ginzburg-Weinstein diffeomorphism constructed in [1] (see [4] for the formulation involving bisections).

(c) As mentioned in the introduction, the formal counterpart of this result was proved by Enriques-Etingof-Marshall in [22], for a more restrictive class of Poisson Lie groups. Note however that the results in [22] are stated for arbitrary fields of characteristic zero. It should be possible to generalize our methods in that direction, using a formal version of the Moser argument.

### 3.4. Linearization of the symplectic groupoid

Let \( G_0 = T^*G \rightrightarrows g^* \) and \( G \rightrightarrows G^* \) be the symplectic groupoids of \( g^* \) and of \( G^* \), respectively. Proposition 1.2 shows that the symplectic groupoid for the gauge transformed Poisson structure \( \pi^*_g \) is \( G_0 \), with the symplectic form modified by \( t^*\sigma - s^*\sigma \). Since \( \text{Exp} : g^* \to G^* \) is Poisson with respect to \( \pi^*_g \), it lifts to a germ of an isomorphism \( G_0 \to G \). To make this explicit, let us regard \( G_0 \) as the action groupoid \( G \times g^* \) for the coadjoint action, and \( G \) as the action groupoid \( G \times G^* \) for the dressing action. (In general, the latter is an identification of local groupoids, since the dressing action may not be globally defined.) Define a germ (at \((e, 0)\) of a groupoid isomorphism

\[
\widetilde{\text{Exp}} : G_0 \to G, \ (g, \mu) \mapsto (g, \text{Exp} \mu).
\]

**Proposition 3.6.** We have the following equality of germs of 2-forms:

\[
\widetilde{\text{Exp}}^* \omega_G = \omega_{G_0} + t^*\sigma - s^*\sigma,
\]

where \( s, t \) are the source and target map of \( G_0 \).

**Proof.** For \( \xi \in g \), let \( \xi_G \) be the vector field on \( G \) corresponding to the left dressing action (see Section 2.4), and similarly \( \xi_{G_0} \). These actions have the respective target maps of the groupoids \( G_0 \) and \( G \) as moment maps:

\[
\iota(\xi_{G_0})\omega_{G_0} = -t^*\langle \delta \mu, \xi \rangle, \quad \iota(\xi_G)\omega_G = -t^*\langle \theta_{G^*}, \xi \rangle.
\]
Since the target map $t: \mathcal{G}_0 \to \mathfrak{g}^*$ is equivariant with respect to the coadjoint action, we have
\[ \iota(\xi_{\mathcal{G}_0})t^*\sigma = t^*\iota(\xi_{\mathcal{G}_0})\sigma = t^*((\langle d\mu, \xi \rangle - \text{Exp}^*(\theta^R, \xi)) \cdot \sigma). \]

The source map is equivariant relative to the trivial action which implies $\iota(\xi_{\mathcal{G}_0})s^*\sigma = 0$. This shows that
\[ \iota(\xi_{\mathcal{G}_0})(\overline{\text{Exp}^*} \omega_{\mathcal{G}} - \omega_{\mathcal{G}_0} - t^*\sigma + s^*\sigma) = 0. \]

The form inside the parentheses is closed and $\mathfrak{g}$-horizontal. Hence, it is $\mathfrak{g}$-basic and it suffices to show that its pull-back to the unit bisection $\mathfrak{g}^* \subset \mathcal{G}_0$ vanishes.

Recall that the unit bisection of a symplectic groupoid is Lagrangian. Hence, the pull-back of $\omega_{\mathcal{G}_0}$ to $\mathfrak{g}^*$ vanishes. Under $\text{Exp}$, the unit section of $\mathcal{G}_0$ is mapped to the unit section of $\mathcal{G}$. Hence, the same argument applies to the form $\overline{\text{Exp}^*} \omega_{\mathcal{G}}$. Finally, on the unit section $s^*\sigma = t^*\sigma = \sigma$ which completes the proof.

3.5. $G^*$ as a deformation of $\mathfrak{g}^*$. The bisection $\psi$ in Theorem 3.4 as obtained from the Moser method, depends on the choice of a family of closed 2-forms $\sigma_t$ interpolating between 0 and $\sigma$. While it is possible to simply take $\sigma_t = t\sigma$, we will show that the choice
\[ \sigma_t = t^{-1}s_t^*\sigma, \]

where $s_t: \mathfrak{g}^* \to \mathfrak{g}^*$ is multiplication by $t$, has the following interesting feature: the family of Moser 1-forms $a_t$ is given by a simple scaling law $a_t = t^{-2}s_t^*a_1$.

Let $(\mathfrak{d}, \mathfrak{g}, \mathfrak{h})$ be a Manin triple, and $(D, G, H)$ a corresponding Manin triple of Lie groups. Let $\mathfrak{g}_t$ be the Lie bialgebra, obtained from $\mathfrak{g}$ by rescaling the cobracket by a factor $t \in \mathbb{R}$ (while keeping the Lie bracket unchanged). If $\mathfrak{g}$ has a coboundary structure $r$, then $\mathfrak{g}_t$ has a coboundary structure $r_t = tr$. We denote by $(\mathfrak{d}_t, \mathfrak{g}_t, \mathfrak{h}_t)$ the resulting family of Manin pairs, and by $D_t, H_t = G_t^*$ the Lie groups corresponding to $\mathfrak{d}_t$ and $\mathfrak{h} = \mathfrak{g}_t^*$. In particular, for $t = 0$ we obtain the zero cobracket, with
\[ \mathfrak{d}_0 = \mathfrak{g} \ltimes \mathfrak{g}^*, \quad G_0^* = \mathfrak{g}^*, \quad D_0 = G \ltimes \mathfrak{g}^*. \]

The bracket $[,]_t$ on $\mathfrak{d}_t = \mathfrak{g} \oplus \mathfrak{g}^*$ reads as
\[ [\xi_1, \xi_2]_t = [\xi_1, \xi_2], \]
\[ [\mu_1, \mu_2]_t = t[\mu_1, \mu_2], \]
\[ [\xi, \mu]_t = \text{ad}_t^* \mu + t r^*(\text{ad}_t^* \mu) - t \text{ad}_\xi r^*(\mu), \]

for $\xi, \xi_1, \xi_2 \in \mathfrak{g}$ and $\mu, \mu_1, \mu_2 \in \mathfrak{g}^*$. Let $\sigma_t \in \Omega^2(\mathfrak{g}^*)_0$ be the counterpart of the 2-form $\sigma$, and $\pi_t = \pi_0^t$ the resulting gauge transformations of the Poisson structure. Denote by $a_t \in \Omega^1(\mathfrak{g}^*)_0$ the family of 1-forms obtained by applying the standard homotopy operator to $\frac{d}{dt}\sigma_t$.

**Proposition 3.7.** The Poisson bivector fields $\pi_t$, the 2-forms $\sigma_t$, the Moser 1-forms $a_t$ and the bisection $\phi_t$ scale according to
\[ \pi_t = t s_t^* \pi_1, \quad \sigma_t = t^{-1} s_t^* \sigma_1, \quad a_t = t^{-2} s_t^* a_1, \quad \phi_t = s_t^* \phi_1, \]

for $t \neq 0$. 

Proof. The rescaling map $s_t: \mathfrak{g}^* \to \mathfrak{g}^*$ extends to a Lie algebra morphism

$$s_t: \mathfrak{d}_t \to \mathfrak{d}, \; \xi + \mu \mapsto \xi + t\mu.$$  

The inclusions $j_t: \mathfrak{g}^* \to \mathfrak{d}_t$ defined by $j_t(\mu) = \mu + t\pi^*(\mu)$ satisfy $s_t \circ j_t = j \circ s_t$. Hence $s_t$ for $t \neq 0$ is an isomorphism of Manin triples with coboundary structure, up to rescaling of the metric. In fact, the isomorphism $s_t$ changes the metric by a factor of $t$:

$$\langle s_t(\xi_1 + \mu_1), s_t(\xi_2 + \mu_2) \rangle = t \langle \xi_1 + \mu_1, \xi_2 + \mu_2 \rangle.$$  

Thus, the metric on $\mathfrak{d}_t$ is $\langle \cdot, \cdot \rangle_t = t^{-1}s_t^*(\langle \cdot, \cdot \rangle)$. From our construction, it is immediate that multiplication of the metric on $\mathfrak{d}$ by some scalar amounts to multiplication of the form $\sigma$ by the same scalar. This shows $\sigma_t = t^{-1}s_t^*\sigma$. Let $A_t = 1 + \sigma_t^* \circ \pi_0^*$ so that $\pi_t^* = \pi_0^* \circ A_t^{-1}$. The Lie–Poisson structure satisfies $\pi_0 = t(s_t^* \pi)_0$, that is, $(s_t)_* \circ \pi_0^* \circ s_t^* = t \pi_0^*$. Using $\sigma_t^* = t^{-1}s_t^* \circ \sigma_t^* \circ (s_t)_*$ this shows that $A_t \circ s_t^* = s_t^* \circ A_t$, and consequently $\sigma_t = t s_t^* \sigma_1$. The scaling behavior of the 2-forms $\sigma_t$ implies that the derivative $\check{\sigma}_t = \frac{\partial a}{\partial t}$ scales as $\check{\sigma}_t = t^{-2}s_t^*\check{\sigma}_1$. (Cf. [3, Section 2.1].) This then implies the scaling property of $a_t$.

In order to show that the family of bisections $\phi_t$ satisfies the property $\phi_t = s_t^* \phi_1$, we note that the map $s_t$ lifts to a groupoid automorphism (denoted again by $s_t$) of the groupoid $T^*G \to \mathfrak{g}^*$. This automorphism can be viewed as the dilation by the factor of $t$ on the fibers of the cotangent bundle $T^*G \to G$. In the left trivialization, we have $s_t: (g, \mu) \mapsto (g, t\mu)$. The bisection $\phi_t$ is defined such that the family of maps $F_{G,t}: (g, \mu) \to (\phi_t(\mu)g, \mu)$ integrates the Moser flow of the 1-form $\check{a}_t = t^*a_t$ on $G$. By Proposition 1.8 and equation (16), the symplectic form on $G \cong T^*G$ is given by $\omega_t = \omega_0 + t\sigma_t$ (here $\omega_0$ is the canonical symplectic form on $T^*G$). Since $\omega_0 = t^{-1}s_t^*\omega_0$ and $\sigma_t = t^{-1}s_t^*\sigma_1$ we have $\omega_t = t^{-1}s_t^*\omega_1$. The Moser 1-form $\check{a}_t = t^*a_t$ verifies $\check{a}_t = t^{-1}s_t^*\check{a}_1$ which implies the scaling $\check{\nu}_t = t^{-2}s_t^*\check{\nu}_1$ of the Moser vector field $\check{\nu}_t$ on $G$. And this implies the desired property $\phi_t = s_t^* \phi_1$.

\section{4. Functorial Properties of Linearization}

Suppose $f: (M_1, \pi_{M_1})_{x_1} \to (M_2, \pi_{M_2})_{x_2}$ is a germ of a Poisson map, where $\pi_{M_1}$ vanishes at $x_1$ and $\pi_{M_2}$ vanishes at $x_2$. Then one can look for Poisson linearizations of $M_1$ and $M_2$ in which the map $f$ becomes the linear map $T_{x_1}f$. In particular, one can consider this problem for morphisms of Poisson Lie groups.

\subsection{4.1. Morphisms of coboundary Poisson Lie groups}  

A morphism of Lie bialgebras is a Lie algebra morphism $\nu: \mathfrak{g}_1 \to \mathfrak{g}_2$ preserving cobrackets. It then follows that the dual map

$$\tau: \mathfrak{g}_2^* \to \mathfrak{g}_1^*$$

is both a Poisson map and a morphism of Lie bialgebras. It exponentiates to a morphism of the simply connected Poisson Lie groups

$$\mathcal{T}: G_2^* \to G_1^*.$$  

The following result shows that in the coboundary case, we may choose Poisson linearizations of $G_1^*, G_2^*$ such the map $\mathcal{T}: G_2^* \to G_1^*$ becomes the linear map $\tau: \mathfrak{g}_2^* \to \mathfrak{g}_1^*$. 

Theorem 4.1. Suppose $\mathfrak{g}_1$ and $\mathfrak{g}_2$ are coboundary Lie algebras, and let $\tau: \mathfrak{g}_2^* \to \mathfrak{g}_1^*$ be a morphism of the dual Lie bialgebras which integrates to a Poisson Lie group morphism $T: G_2^* \to G_1^*$. Let $\text{Exp}_1: (\mathfrak{g}_1^*)_0 \to (G_1^*)_e$ be the germs of maps determined by the coboundary structures. Given a germ of a bisection $\psi_1$ such that $\sigma_1 = \sigma_{\psi_1}$, one can choose a germ of a bisection $\psi_2$ such that $\sigma_2 = \sigma_{\psi_2}$ and the diagram

\[
\begin{array}{c}
(\mathfrak{g}_2)_0 \\
\text{Exp}_2 \circ A(\psi_2)^{-1}
\end{array} \quad \xrightarrow{\tau} \quad \begin{array}{c}
(\mathfrak{g}_1)_0 \\
\text{Exp}_1 \circ A(\psi_1)^{-1}
\end{array}
\]

(28)

commutes.

Proof. We denote by $\nu: \mathfrak{g}_1 \to \mathfrak{g}_2$ the Lie bialgebra morphism dual to $\tau_0$. For all $\xi \in \mathfrak{g}_1$,

\[e_{\mathfrak{g}_2^*}(\nu(\xi)) \sim (\text{Exp}_2, \sigma_2) e_{G_2^*}(\nu(\xi)) \sim (\tau, 0) e_{G_1^*}(\xi) \sim (\text{Exp}_1, \sigma_1)^{-1} e_{\mathfrak{g}_1^*}(\xi).\]

Define $\sigma_2'$ by the composition

(29) \[ (\text{Exp}_1, \sigma_1)^{-1} \circ (\tau, 0) \circ (\text{Exp}_2, \sigma_2) = (\text{Exp}_1^{-1} \circ T \circ \text{Exp}_2, \sigma_2'). \]

That is, $e_{\mathfrak{g}_2^*}(\nu(\xi)) \sim (\text{Exp}_2, \sigma_2') e_{\mathfrak{g}_1^*}(\xi)$, which means that $\text{Exp}_1^{-1} \circ T \circ \text{Exp}_2$ is a moment map relative to the $\sigma_2'$-gauge transformed Poisson structure, generating the usual coadjoint action of $\mathfrak{g}_1$ on $\mathfrak{g}_2$. Since $\tau$ is a moment map for the original Poisson structure, the equivariant Moser method gives a germ of a bisection $\psi_2' \in \Gamma(T^*G_2)_0$ relating (29) with $(\tau, 0)$:

\[ (\text{Exp}_1, \sigma_1)^{-1} \circ (\tau, 0) \circ (\text{Exp}_2, \sigma_2) \circ (A(\psi_2'), \sigma_{\psi_2'})^{-1} = (\tau, 0). \]

Let $\psi_2'' \in \Gamma(T^*G_1)_0$ be the ‘pull-back’ of the given bisection $\psi_1 \in \Gamma(T^*G_1)_0$ under the groupoid morphism lifting $\tau$. This bisection satisfies

\[ (\tau, 0) \circ (A(\psi_2''), \sigma_{\psi_2''})^{-1} = (A(\psi_1), \sigma_{\psi_1})^{-1} \circ (\tau, 0). \]

Letting $\psi_2 = \psi_2'' \psi_2'$, we calculate:

\[ (\text{Exp}_1 \circ A(\psi_1)^{-1} \circ T, 0) \]

\[ = (\text{Exp}_1, \sigma_1) \circ (A(\psi_1), \sigma_{\psi_1})^{-1} \circ (\tau, 0) \]

\[ = (\text{Exp}_1, \sigma_1) \circ (\tau, 0) \circ (A(\psi_2''), \sigma_{\psi_2''})^{-1} \]

\[ = (\tau, 0) \circ (\text{Exp}_2, \sigma_2) \circ (A(\psi_2'), \sigma_{\psi_2'})^{-1} \circ (A(\psi_2''), \sigma_{\psi_2''})^{-1} \]

\[ = (\tau, 0) \circ (\text{Exp}_2, \sigma_2) \circ (A(\psi_2'), \sigma_{\psi_2'})^{-1}. \]

This identity is equivalent to the two equations, $T \circ \text{Exp}_2 \circ A(\psi_2)^{-1} = \text{Exp}_1 \circ A(\psi_1)^{-1} \circ T$ and $\sigma_2 - \sigma_{\psi_2} = 0$. 

Remark 4.2. A similar result was obtained in [4] for morphisms of compact Lie groups with the Lu-Weinstein Poisson structure. For the group $G = U(n)$, it was used to prove an isomorphism between the Gelfand-Zeitlin completely integrable system on $\mathfrak{g}_2^* = \mathfrak{u}(n)^*$ defined by Guillemin-Sternberg [26] and the completely integrable system on $G^* = U(n)^*$ defined by Flaschka-Ratiu [24].
5. Addition versus multiplication

Suppose $G$ is a coboundary Poisson Lie group. In this section, we will show that it is possible to choose the Poisson linearizations of $G^*$ and of $G^* \times G^*$ in such a way that the multiplication map becomes the addition in $g^*$. We will use a technique similar to that for the functoriality property (Theorem 4.1), by comparing two moment maps.

5.1. Twisted diagonal action. Let $(\mathfrak{g}, \mathfrak{g}, \mathfrak{h})$ be a Manin triple, and $(D, G, H)$ a corresponding triple of Lie groups. The group multiplication

$$\text{Mult}: G^* \times G^* \to G^*$$

of $H = G^*$ is a moment map for the twisted diagonal action on $G^* \times G^*$. This may be computed as follows: Let $e_{G^* \times G^*}^{\text{tw}}(\xi)$ be the section of $\text{Gr}(\pi_{G^* \times G^*}) \subset T(G^* \times G^*)$ defined by the property

$$e_{G^* \times G^*}^{\text{tw}}(\xi) \sim_{\langle \text{Mult}, 0 \rangle} e_{G^*}(\xi).$$

At any given point $(u_1, u_2)$, this coincides with $e_{G^* \times G^*}^{\text{tw}}(\xi) = (e_{G^*}(\xi_1), e_{G^*}(\xi_2))$ for some $\xi_1, \xi_2 \in \mathfrak{g}$ (depending on $u_1, u_2$). By considering the pull-back of $\langle \theta^R_G, \xi \rangle$ under $\text{Mult}$, we see that $\xi_1 = \xi$ and $\xi_2 = \text{Ad}^{-1}_{\mathfrak{u}_1} \xi$.

In the coboundary case, we can change the twisted diagonal action into the usual diagonal action, corresponding to the generators $e_{G^* \times G^*}(\xi) = (e_{G^*}(\xi), e_{G^*}(\xi))$:

**Proposition 5.1.** Suppose $\mathfrak{g}$ has a coboundary structure. Then there is a germ of a bisection $\chi$ of the the symplectic groupoid $\mathcal{G} \times \mathcal{G}$ of $G^* \times G^*$, with the property

$$e_{G^* \times G^*}(\xi) \sim_{\langle \chi(\sigma_\chi), \sigma_\chi \rangle} e_{G^* \times G^*}^{\text{tw}}(\xi)$$

for all $\xi \in \mathfrak{g}$.

A proof of this fact is deferred to the end of this Section.

5.2. Addition versus multiplication. We are now in position to prove:

**Theorem 5.2.** Let $\mathfrak{g}$ be a Lie bialgebra with a coboundary structure, and fix a germ at 0 of a bisection $\psi \in \Gamma(T^*G)_0$ with $\sigma_\psi = \sigma$. Then there exists a germ at 0 of bisection $\phi \in \Gamma(T^*(G \times G))_0$ with $\sigma_\phi = \text{pr}_1^* \sigma + \text{pr}_2^* \sigma$, and such that the following diagram commutes:

$$
\begin{array}{ccc}
(g^* \times g^*)_0 & \xrightarrow{\text{Add}} & (g^*)_0 \\
(\text{Exp} \times \text{Exp}) \circ \text{A}(\phi)^{-1} & \downarrow & \text{Exp} \circ \text{A}(\phi)^{-1} \\
(G^* \times G^*)_e & \xrightarrow{\text{Mult}} & (g^*)_e \\
\end{array}
$$

Note that all maps in this diagram are Poisson.

**Proof.** For all $\xi \in \mathfrak{g}$, we have

$$e_{g^* \times g^*}(\xi) \sim_{\langle \text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma \rangle} e_{G^* \times G^*}(\xi)$$

$$\sim_{\langle \chi(\sigma_\chi), \sigma_\chi \rangle} e_{G^* \times G^*}^{\text{tw}}(\xi)$$

$$\sim_{\langle \text{Mult}, 0 \rangle} e_{G^*}(\xi)$$

$$\sim_{\langle \text{Exp}, \sigma \rangle^{-1}} e_{g^*}(\xi).$$
Let \((m, \sigma')\) be the composition of these morphisms:
\[(m, \sigma') = (\text{Exp}, \sigma)^{-1} \circ (\text{Mult}, 0) \circ (A(\chi), \sigma_\chi) \circ (\text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma).
\]
The relation \(e_{\mathfrak{g}^* \times \mathfrak{g}^*}(\xi) \sim_{(m, \sigma')} e_{\mathfrak{g}^*}(\xi)\) shows that \(m\) is a moment map relative to the gauge transformed Poisson structure \(\pi_{\mathfrak{g}^* \times \mathfrak{g}^*}\), for the standard (diagonal) coadjoint action of \(\mathfrak{g}\). On the other hand, we have
\[e_{\mathfrak{g}^*}(\xi) \sim (\text{Add}, 0) e_{\mathfrak{g}^*}(\xi).
\]
The equivariant Moser method for the bisection \(\sigma'\) gives a germ of a bisection \(\phi'\) with
\[(m, \sigma') \circ (A(\phi'), \sigma_{\phi'})^{-1} = (\text{Add}, 0).
\]
Let \(\phi''\) be the ‘pull-back’ of the given bisection \(\psi \in \Gamma(T^*G)_0\) under the map \(\text{Add}\), thus
\[(A(\psi), \sigma_{\psi})^{-1} \circ (\text{Add}, 0) = (\text{Add}, 0) \circ (A(\phi''), \sigma_{\phi''})^{-1}.
\]
Finally, let \(\tilde{\chi}\) be the ‘pull-back’ of the bisection \(\chi\) under \(\text{Exp} \times \text{Exp}\), so that
\[(A(\chi), \sigma_{\chi}) \circ (\text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma) = (\text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma) \circ (A(\tilde{\chi}), \sigma_{\tilde{\chi}}).
\]
Put \(\phi = \phi'' \circ \phi' \circ \tilde{\chi}^{-1}\). We obtain
\[
(\text{Exp} \circ A(\psi)^{-1} \circ \text{Add}, 0)
= (\text{Exp}, \sigma) \circ (A(\psi), \sigma_{\psi})^{-1} \circ (\text{Add}, 0)
= (\text{Exp}, \sigma) \circ (\text{Add}, 0) \circ (A(\phi''), \sigma_{\phi''})^{-1}
= (\text{Exp}, \sigma) \circ (m, \sigma') \circ (A(\phi'), \sigma_{\phi'})^{-1} \circ (A(\phi''), \sigma_{\phi''})^{-1}
= (\text{Mult}, 0) \circ (\text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma) \circ (A(\tilde{\chi}), \sigma_{\tilde{\chi}}) \circ (A(\phi'), \sigma_{\phi'})^{-1} \circ (A(\phi''), \sigma_{\phi''})^{-1}
= (\text{Mult}, 0) \circ (\text{Exp} \times \text{Exp}, \text{pr}_1^* \sigma + \text{pr}_2^* \sigma) \circ (A(\phi), \sigma_{\phi})^{-1}
= (\text{Mult} \circ (\text{Exp} \times \text{Exp}) \circ A(\phi)^{-1}, (A(\phi)^{-1})^*(\text{pr}_1^* \sigma + \text{pr}_2^* \sigma - \sigma_{\phi})).
\]
Hence \(\text{Mult} \circ (\text{Exp} \times \text{Exp}) \circ A(\phi)^{-1} = \text{Exp} \circ A(\psi)^{-1} \circ \text{Add} \text{ and } \text{pr}_1^* \sigma + \text{pr}_2^* \sigma - \sigma_{\phi} = 0,\) as required. \(\square\)

**Remark 5.3.** If \(G\) is a compact Poisson Lie group with the Lu-Weinstein Poisson structure, the assertions of the Theorem 5.2 are valid globally, not only on the level of germs. As mentioned earlier, this is due to the fact that \(\text{Exp}\) is a global diffeomorphism in this case, and since the symplectic leaves are compact. A related result was obtained in \([5]\). In more detail, let \(O_1, O_2 \subset \mathfrak{g}^*\) be two coadjoint orbits and let
\[O_1 + O_2 = \{x_1 + x_2; x_1 \in O_1, x_2 \in O_2\} \subset \mathfrak{g}^*.
\]
Since the map \(\text{Exp} : \mathfrak{g}^* \rightarrow G^*\) is equivariant, \(D_1 = \text{Exp}(O_1)\) and \(D_2 = \text{Exp}(O_2)\) are dressing orbits and we define
\[D_1 D_2 = \{u_1 u_2; u_1 \in D_1, u_2 \in D_2\} \subset G^*.
\]
Theorem 5.2 implies that
\[\text{Exp}(O_1 + O_2) = D_1 D_2.
\]
In particular, since \(O_1 + O_2 = O_2 + O_1\), we obtain an equality \(D_1 D_2 = D_2 D_1\).
Lemma 5.6. The following result:
which in this case is an action Lie algebroid for the dressing action. Hence, Proposition 5.1
the constant section Gr(G)
By Proposition 1.5, the action of the group of bisections on the cotangent Lie algebroid
a relation
Lemma 5.5. The map
Using (30) we find
Proof. The map A(χ) intertwines the diagonal action with the twisted diagonal action.
Proof. The left dressing action ξ ↦ ξ_{G^*} of g on G^* integrates to a local action • of the group G. Dually, we have a local action ∗ of G^* on G. The two actions are related by the formula
for u ∈ G^* and g ∈ G sufficiently close to the group unit. Using the inclusion j: g^* → d, define a germ of a map
by the property λ(u) = u^{-1} \exp(j(μ)) for u = \Exp μ. Since the map j is equivariant with respect to the (co)adjoint action, we have
(30)
for g ∈ G and u ∈ G^* close to the group unit. Identify the (local) symplectic groupoid G \rightacts G^* with the (local) action groupoid for the dressing action, and let χ be the germ of bisection of G × G \rightacts G^* × G^* given as
χ(u_1, u_2) = (e, λ(u_1)).
Its action on G^* × G^* is given by A(χ): (u_1, u_2) ↦ (u_1, λ(u_1) • u_2).

Lemma 5.5. The map A(χ) intertwines the diagonal action with the twisted diagonal action.
Proof. The twisted diagonal action of g on G^* × G^* integrates to the local group action
g • (u_1, u_2) := (g • u_1, (u_1^{-1} • g) • u_2), for g ∈ G and u_1, u_2 ∈ G^* close to the group unit. Using (30) we find
A(χ)(g • u_1 , g • u_2) = (g • u_1 , (λ(g • u_1) • g) • u_2)
= (g • u_1 , ((u_1^{-1} • g)λ(u_1)) • u_2)
= g • (u_1 , λ(u_1) • u_2)
= g • A(χ)(u_1 , u_2).

The Lemma shows that the generating vector fields for the diagonal and twisted diagonal action are A(χ)-related: ξ_{G^* × G^*} \sim A(χ) e_{G^* × G^*}^\text{tw}. Proposition 5.1 strengthens this result to a relation e_{G^* × G^*}(ξ) \sim (A(χ), σ_χ) e_{G^* × G^*}^\text{tw}(ξ) between sections of the cotangent Lie algebroid.
By Proposition 5.3, the action of the group of bisections on the cotangent Lie algebroid Gr(π_{G^* × G^*}) = T^*(G^* × G^*) coincides with the adjoint action on the Lie algebroid A(G × G), which in this case is an action Lie algebroid for the dressing action. Hence, Proposition 5.1 follows from the following result:

Lemma 5.6. The action of Ad(χ) on the action Lie algebroid (G^* × G^*) × (g × g) takes the constant section (ξ, ξ) to the section (ξ, Ad_{u_1^*}^* ξ).
Proof. We have $\chi^{-1}(u_1, u_2) = (e, \lambda(u_1)^{-1})$. Hence, the adjoint action on the action groupoid takes $(u_1, u_2; g_1, g_2)$ to

$$\text{Ad}(\chi)(u_1, u_2; g_1, g_2) = (g_1 \bullet u_1, g_2 \bullet u_2; e, \lambda(g_1 \bullet u_1)) (u_1, u_2; g_1, g_2) (u_1, \lambda(u_1) \bullet u_2; e, \lambda(u_1)^{-1})$$

$$= (u_1, \lambda(u_1) \bullet u_2; g_1, \lambda(g_1 \bullet u_1) g_2 \lambda(u_1)^{-1})$$

For $g_1 = g_2 = g$, this simplifies using the equivariance property of $\lambda$:

$$\text{Ad}(\chi)(u_1, u_2; g, g) = (u_1, \lambda(u_1) \bullet u_2; g, u_1^{-1} * g).$$

The infinitesimal version of this action is as stated in the Lemma. \qed
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