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Abstract—This paper addresses local path re-planning for \( n \)-dimensional systems by introducing an informed sampling scheme and cost function to achieve collision avoidance with minimum deviation from an (optimal) nominal path. The proposed informed subset consists of the union of ellipsoids along the specified nominal path, such that the subset efficiently encapsulates all points along the nominal path. The cost function penalizes large deviations from the nominal path, thereby ensuring current safety in the face of potential collisions while retaining most of the overall efficiency of the nominal path. The proposed method is demonstrated on scenarios related to the navigation of autonomous marine crafts.

I. INTRODUCTION

The collision avoidance system is a crucial component for the safe motion control of autonomous systems seeking widespread adoption across different industrial sectors, such as collective mobility, precision farming, intermodal logistics, smart manufacturing. In all these industrial processes the operations carried out by or with the support of autonomous systems are characterized by some combination of metrics of efficiency – e.g., minimum time, minimum energy, minimum distance –, and safety. The efficient execution of such operations implies the adherence to an (optimal) nominal path by the autonomous bus [1], [2], autonomous ship [3] or autonomous robot [4]. At the mission planning stage it is hard to account for the dynamically changing local environments. Hence, there is the need for a path planner that computes optimal local deviations from the nominal path to ensure current safety while retaining most of the overall efficiency of nominal path, whenever a collision may disrupt the ongoing operation.

Sampling-based motion planners are highly efficient at addressing complex planning problems with multiple constraints, such as those posed by collision avoidance and autonomous navigation tasks. Mechanisms and techniques for computing paths that minimize path length using sampling-based methods are widespread in current literature [5], [6], with one of the most influential methods being the Informed RRT* [7], which reduces the sampling space to an informed set that computes optimal local deviations from the nominal path by the autonomous bus [1], [2], autonomous ship [3] or autonomous robot [4]. At the mission planning stage it is hard to account for the dynamically changing local environments. Hence, there is the need for a path planner that computes optimal local deviations from the nominal path to ensure current safety while retaining most of the overall efficiency of nominal path, whenever a collision may disrupt the ongoing operation.

Sampling-based motion planners are highly efficient at addressing complex planning problems with multiple constraints, such as those posed by collision avoidance and autonomous navigation tasks. Mechanisms and techniques for computing paths that minimize path length using sampling-based methods are widespread in current literature [5], [6], with one of the most influential methods being the Informed RRT* [7], which reduces the sampling space to an informed set of ellipsoids along the nominal path. The proposed informed set guarantees that it contains any point that can improve the solution, whilst increasing the probability that the solution cost is decreased by sampling within the subset. However, these methods typically seek to minimize path length, where for collision avoidance one may instead wish to efficiently compute paths with minimal deviation from a nominal.

This paper focuses on local path re-planning for \( n \)-dimensional systems which have an (optimal) nominal path to achieve collision avoidance in dynamic environments, and it makes the following contributions. First, we propose an extension to the concept of the informed subset to allow for convergence towards solutions with minimum path deviation. This is achieved by introducing a cost function, which allows the underlying algorithm to minimize with respect to the nominal path. The extension involves forming multiple overlapping informed subsets along the nominal path, which results in an informed set composed of the union of multiple ellipsoidal subsets (Fig. 1). Last, a switching condition and additional sampling biasing are proposed to allow for rapid convergence towards the nominal path.

A. Related work

Optimal Sampling-based Motion Planning (SBMP) came to fruition when [8] introduced RRT* and PRM*, which are asymptotically optimal in probability [6]. To improve the convergence rate and performance of RRT*, [7], [9] proposed the Informed RRT*, which reduces the sampling space to
an ellipsoidal subset once an initial solution is found. This increases the probability that each subsequent sample has a greater likelihood of improving the current best found solution. The concept of the informed subset then became an integral part of other SBMP algorithms [10], [11], [12].

Current research aims at extending the capabilities of the informed subset to further accelerate convergence to certain classes of solutions. Recently, [13] identifies smaller informed sets within the informed set itself, using the notion of a beacon, and thereby honing the search. In [14] the authors also propose a method for identifying subregions within the informed set. [15] specializes an informed sampling scheme that decreases the size of the search space to produce paths that abide by the maritime rules-of-the-road. [16] slides an informed subset along the found path, computing local solutions of minimum path length. The work by [17] utilizes a pre-computed gridmap in order to find an initial solution quickly, such that the informed subset [7] can be applied sooner. [18] proposes a scheme for sampling generalized informed sets using Markov Chain Monte Carlo, allowing for arbitrarily shaped non-convex informed sets. [19] proposes to inform the planning algorithm about the manipulation task of mobile manipulators, i.e., a sequence of poses that the end-effector must reach, by introducing it as success criterion when computing the movement of the mobile base. [6] details a general overview of the state-of-the-art in optimal SBMP.

Within the fields of self-driving cars and autonomous marine systems, SBMP has gotten a foothold. [20] and [21] survey the application of various motion planning techniques for autonomous vehicles, providing insight into the use of SBMP for driving in urban environments and highways, respectively. [22] proposes a method for repairing existing trajectories, where infeasible parts of the nominal trajectory are repaired to compute feasible deviations. [23] discretizes the nominal trajectory and places guide points in locations that are infeasible with the nominal, and thereby biases the sampling. [24] uses an estimated nominal path, such as a Voronoi graph, to guide the RRT exploration through cluttered environments. [25] explores a sampling-based scheme that compute paths, which are similar in curvature to the nominal path. Whereas within the realm of discrete planning, algorithms such as lifelong planning A*[26] and D*-lite [27] concern efficient re-planning.

In the maritime domain, SBMP algorithms are favoured due to the existence of both the complex constraints and environments. [28] investigates using a non-holonomic RRT for collision avoidance. [3], [29] and [30] utilize RRT* for collision avoidance, taking various other metrics into account, such as minimizing nominal path deviation, speed loss, curvature and grounding risk.

The reviewed literature emphasizes two main aspects: The informed set is a powerful and effective concept to channel the sampling effort of SBMP algorithms and achieve faster convergence to the optimal path; SBMP algorithms have been used to plan between the start and goal states for designing both nominal paths and path alterations along a single straight segment of a nominal path. This paper advances the application of informed SBMP algorithms to collision avoidance along multi-segment paths by introducing an extended informed set and a cost function that penalizes deviations from the nominal path.

II. PRELIMINARIES

The general formulation of the optimal sampling-based motion planning problem is now presented, as well as the formalization of the informed subset as proposed by [7].

A. Optimal sampling-based motion planning

Let $\mathcal{X} \subseteq \mathbb{R}^n$ be the state space, with $x$ denoting the state. The state space is composed of two subsets: the free space $X_{\text{free}}$, and the obstacles $X_{\text{obs}}$, where $X_{\text{free}} = \mathcal{X}\setminus X_{\text{obs}}$. The states contained within $X_{\text{free}}$ are all states that are feasible with respect to the constraints posed by the system and the environment. Let $x_{\text{start}} \in X_{\text{free}}$ be the initial state at some time $t = 0$ and $x_{\text{end}} \in X_{\text{free}}$ the desired final state at some time $t = T$. Let $\sigma : [0, 1] \mapsto X_{\text{free}}$ be a sequence of states that constitutes a found path, and $\Sigma$ be the set of all feasible and nontrivial paths. The objective is then to find the optimal path $\sigma^*$, which minimizes a cost function $c(\cdot)$, while connecting $x_{\text{start}}$ to $x_{\text{end}}$ through states $x_i \in X_{\text{free}}$,

$$\sigma^* = \arg\min_{\sigma \in \Sigma} \{c(\sigma) \mid \sigma(0) = x_{\text{start}}, \sigma(1) = x_{\text{end}}, \forall s \in [0, 1], \sigma(s) \in X_{\text{free}} \}.$$ (1)

The most commonly adopted cost function is the Euclidean path length, which gives rise to the shortest path problem. Given a path $\sigma$ consisting of $n$ states, the Euclidean path length is given by

$$c_1(\sigma) = \sum_{i=1}^{n} \|x_i - x_{i-1}\|_2, \quad \forall x_i \in \sigma.$$ (2)

The cost function is additive, i.e., given a sequence of $n$ states and some index $k$ the following equality holds true

$$c((x_0, \ldots, x_n)) = c((x_0, \ldots, x_k)) + c((x_k, \ldots, x_n))$$ (3)

Therefore, whenever a new node or edge is added, the cost to go from the root to the nearest node, together with the cost from the nearest node to the new node, is computed as

$$c(\sigma) = c((x_{\text{start}}, \ldots, x_{\text{nearest}})) + c((x_{\text{nearest}}, x_{\text{new}}))$$ (4)

as required by the underlying SBMP [8].

B. Informed sampling

The concept of an informed sampling space was introduced by [7] with the Informed RRT*. It was shown that the reduction of the sampling region to an informed subset increased the probability that each subsequent sample would improve the current best found solution. In the case of [7], [9] an informed subset for the euclidean distance was formulated as an ellipsoid, and was given by

$$X_f = \{ x \in \mathcal{X} \mid \|x_{\text{start}} - x\|_2 + \|x - x_{\text{end}}\|_2 \leq c_{\text{best}} \}$$ (5)

with $x_{\text{start}}$ and $x_{\text{end}}$ representing the start and end states of a given path, and $c_{\text{best}}$ the path length of the current
best found path. Once an initial path is obtained, one can form an informed subset that is scaled based on the minimum possible path $c_{\min}$ and $c_{\text{best}}$, as shown in Fig. 2. The informed subset, which is a prolate hyperspheroid, represents all possible points that can improve the current solution cost, and allows one to sample these particular points directly. Generating samples within the ellipsoid can be done analytically, as described in [7].

Typically, the initial sampling scheme consists of uniformly sampling the state space, which is commonly achieved by uniformly sampling a $n$-dimensional hyperrectangle $x_{\text{end}} \sim U(x_{\text{rect}})$. In order to ensure that it is favourable to switch to a given informed set, its Lebesgue measure is typically compared to that of the original sampling space. 

The novel contribution of the paper is now introduced by the proposed informed subset, which consists of the union of $m$ ellipsoids along each nominal path, that is 

$$X^{\hat{f}} = \bigcup_{i=1}^{m-1} X^{f,i} (13)$$

where the Lebesgue measure of the ellipsoid is given by [9]

$$\lambda(X_{f}) = \frac{c_{\text{best}}^2 - c_{\min}^2}{2^n} \frac{n-1}{\Gamma\left(\frac{n}{2} + 1\right)} \pi^{n/2}$$

with $c_{\text{best}}$ and $c_{\min}$ as shown in Fig. 2. Further details regarding the informed subset can be found in [7] and [9].

### III. INFORMED SAMPLING FOR COLLISION AVOIDANCE WITH LEAST PATH DEVIATION

The novel contribution of the paper is now introduced by formulating the cost function for computing paths with minimum deviation, the associated informed space, a proposed sampling bias and the switching condition.

#### A. Cost function for minimum path deviation

Let $\sigma^{\text{nom}}$ be the nominal path, i.e. the sequence of $m$ states $x^{\text{nom}}_k \in X$ that connect $x_{\text{start}}$ and $x_{\text{end}}$. It is assumed that two consecutive states, $x^{\text{nom}}_k$ and $x^{\text{nom}}_{k+1}$ belonging to $\sigma^{\text{nom}}$, are connected by piece-wise linear segments. Let $\sigma^{\text{dev}}$ be the computed path deviation from the state $x_{\text{start}} \in \sigma^{\text{nom}}$ to the end state $x_{\text{end}} \in \sigma^{\text{nom}}$, i.e.

$$\sigma^{\text{dev}} = \left(x^{\text{dev}}_k\right)^N_{k=1}$$

where $x^{\text{dev}}_1 = x_{\text{start}}$ and $x^{\text{dev}}_N = x_{\text{end}}$.

The cost function that penalizes deviations from the nominal path is defined as the distance of each state in the path $\sigma^{\text{dev}}$ to the closest point in the nominal path $\sigma^{\text{nom}}$, as follows

$$c_d(\sigma^{\text{dev}}) \triangleq \sum_{k=1}^{N} \min \left\{ \|\sigma^{\text{nom}} - x^{\text{dev}}_k\|_2, \quad \forall x_k \in \sigma^{\text{dev}} \right\}$$

which yields solutions that tend towards the nominal path. However, depending on the length of each segment in $\sigma^{\text{nom}}$ and the underlying steering function, minimizing the proposed cost function may result in corner cutting behaviour at the transition between two nominal path segments.

For a tighter fit in the corners, both the nominal and found path can be linearly interpolated, such that the deviation is computed with a resolution $\epsilon$ between each state in the path $\sigma^{\text{dev}}$ towards the interpolated nominal. As the nominal path remains fixed, one can efficiently compute the distance towards it using e.g. a k-d tree. Depending on the tightness required for a given application, one can adjust $\epsilon$ accordingly or entirely skip interpolating.

The cost of the deviation tends towards the global minimum as the resolution of the nominal and deviation is increased,

$$\lim_{\epsilon \to 0} c_d(\sigma^{\text{dev}}) = c_d(\sigma^*)$$

where both $\sigma^{\text{dev}}$ and $\sigma^{\text{nom}}$ are linearly interpolated with resolution $\epsilon$. Similarly, for the obstacle free case

$$\lim_{\epsilon \to 0} \sigma^{\text{dev}} = \sigma^* = \sigma^{\text{nom}}$$

the deviation converges to the global minimum ($\sigma^{\text{nom}}$), which is demonstrated in Fig. 3.

**Remark 1:** The proposed motion planner can be extended to account for multiple objectives, potentially conflicting, by expanding the cost function (9) with additional terms properly weighted. For instance, if path length should also be in focus, then the following cost function will trade off between path deviation $c_d(\cdot)$ and total path length $c_l(\cdot)$ through the weight $\omega \in [0, 1]$

$$c(\sigma^{\text{dev}}) = (1 - \omega)c_d(\sigma^{\text{dev}}) + \omega c_l(\sigma^{\text{dev}}).$$

#### B. Informed sampling for minimizing path deviation

Given the nominal path $\sigma^{\text{nom}}$ consisting of $m$ states, the proposed informed subset consists of the union of $m$ ellipsoids along each nominal path segment, that is

$$X_{\hat{k}} = \bigcup_{i=1}^{m-1} X_{\hat{f},i}$$

**Fig. 2:** The informed subset as proposed by [7], the sampling region is reduced to an ellipsoid, and thereby increasing the probability that the sampled states improve the found path.

**Fig. 3:** Without obstacles, the informed subsets (blue) computes a path (red) that converges to the nominal (magenta).
where
\[
X_{f,i} = \{ x \in \mathcal{X} | \quad \| x_{\text{nom}}^i - x \|_2 + \| x - x_{\text{nom}}^{i+1} \|_2 \leq c_{\text{best},i} \}. \tag{14}
\]
When \( m = 2 \) the method defaults to the informed subset from [7]. An important guarantee posed by the informed subset in [7] is that the encompassing ellipsoid guarantees to include all possible points that may improve the current best found solution. It is therefore important that the union of ellipsoids is constructed such that the same guarantee is maintained.

To ensure that the entire path always falls within the joined ellipsoids, the computation of \( c_{\text{best},i} \) must share states with the neighbouring ellipsoids. Given the nominal path \( \sigma_{\text{nom}} \) there are \( m - 2 \) states \( x_{\text{nom}}^i \) connecting \( x_{\text{start}} \) to \( x_{\text{end}} \) through \( \sigma_{\text{nom}} \). Let \( \mathcal{N} \) be the finite sequence of common states that are defined as the nearest states in the current path deviation \( \sigma_{\text{dev}} \) to each of the \( m - 2 \) nominal states \( x_{\text{nom}}^i \), i.e.
\[
\mathcal{N} = ( (x^*, k) )_{j=1}^{m-2}
\]
where
\[
x^* = \arg \min_{x^* \in \sigma_{\text{dev}}} \| x_{\text{dev}} - x_{\text{nom}}^i \|_2, \quad \forall i = 2, \ldots, m-1 \tag{16}
\]
and \( k \) is the index identifying the position of the state \( x^* \) in the path deviation \( \sigma_{\text{dev}} \). The corresponding \( c_{\text{best},i} \) for each ellipsoid is then computed for \( m > 2 \),
\[
c_{\text{best},i} = c_i (\rho_i) \quad \forall i = 1, \ldots, m-1 \tag{17}
\]
where
\[
\rho_i = \begin{cases} 
(x_{\text{start}}, x_{\text{dev}}^2, \ldots, x_i^*, x_{\text{nom}}^{i+1}) & \text{if } i = 1 \\
(x_{i-1}^*, x_{\text{nom}}^i, x_{\text{dev}}^i) & \text{if } 1 < i < m-1 \\
(x_{k_{i-1}+1}^* \ldots, x_i^*, x_{\text{dev}}^{i+1}) & \text{if } i = m-1 \\
(x_{k_{i-1}+1}^* \ldots, x_{N-1}^* \ldots, x_{\text{end}}) & \text{if } i \leq 1
\end{cases} \tag{18}
\]
is the piece-wise continuous part of the current path deviation \( \sigma_{\text{dev}} \) contained within an ellipsoid, and connected with the closest corresponding state along the nominal trajectory, as shown in Fig. 4.

Given \( \tilde{X}_{F} \) and \( C_{\text{best}} \), one can guarantee, by construction, that the current deviation \( \sigma_{\text{dev}} \) and all points capable of improving said deviation, are contained within \( \tilde{X}_{F} \). As a given \( \rho_i \) has a state in common with each neighbouring ellipsoid through the node \( x_i^* \), therefore the combined path \( \sigma_{\text{dev}} \) is also guaranteed to exist within the union of ellipsoids. The proposed subset maintains this property as the deviation converges to the minimum.

Once the sequence of ellipsoids has been constructed, one can sample them using the technique described by [9], where a given ellipsoid is selected and subsequently uniformly sampled based on its relative measure. Samples are rejected in proportion to their membership of a given ellipsoid, in order maintain uniformity.

\[
\lambda \left( \tilde{X}_{F} \right) < \lambda \left( X_{\text{rect}} \right) \tag{20}
\]
with the measure of (13) given by
\[
\lambda \left( \tilde{X}_{F} \right) = \sum_{i=1}^{m-1} \lambda \left( X_{f,i} \right) - \sum_{i=1}^{m-2} \lambda (C_i) \tag{21}
\]
where \( C_i = X_{f,i} \cap X_{f,i+1} \). However, computing the exact intersection measure, especially for higher dimensions, is non-trivial. Instead an estimate of the intersection \( \hat{C}_i \) is used.
\[
\lambda \left( \tilde{X}_{F} \right) = \sum_{i=1}^{m-1} \lambda \left( X_{f,i} \right) - \sum_{i=1}^{m-2} \lambda \left( \hat{C}_i \right) \tag{22}
\]
One of the simplest estimates is simply setting $\hat{C}_i = 0$, with the result that the estimated measure of the informed set contains twice as much intersection volume. For small $X_{f,i}$ compared to $X_{rect}$ the over-representation of the intersections play a small role in the switching condition. However, if one wants to leverage the informed subset as soon as possible, a better estimate of $\hat{C}_i$ is required. If one disregards the required computational time, estimating $\hat{C}_i$ can be achieved using a Monte Carlo or hypervoxel based method. The main issue is adequately selecting the number of random samples or size of the hypervoxels, and thereby making a trade off between accuracy and computational effort.

**Remark 2:** If the proposed informed sampling scheme remains inactive, either due to a poor choice of heuristic or due to restrictions posed by the problem at hand, the default option is to simply uniformly sample $X_{rect}$, which results in planning performance equal to the underlying SBMP algorithm.

**IV. RESULTS AND DISCUSSION**

The proposed method is tested on three different planning scenarios to achieve collision avoidance of an autonomous surface vessel.

For autonomous marine crafts, the nominal route is computed prior to vessel departure according to some specifications and is optimized with respect to many important criteria, such arrival time, safety, weather, grounding risk, etc. In the event of potential collision with other vessels, the planner should compute a path deviation that achieves safe and compliant navigation of own ship. However, it is desired that the path alteration remains as close to the nominal path as possible, to ensure the minimum impact on the overall journey performance parameters (arrival time, fuel consumption, etc.), and to avoid endangering the vessel if navigates in coastal waters (see [3] and [30]).

Each simulation case study uses the same baseline SBMP algorithm, RRT*, with its basic parameters unchanged throughout all experiments. The baseline algorithm is referred to as the uninformed method. This section contains a comparison study between the proposed informed scheme and the uninformed one, with and without the sampling bias. Each simulation assumes $\hat{C}_i = 0$ for the estimate of the Lebesgue measure of $X_F$ and the cost function (9) to achieve the least path deviation. The target vessels are moving along piecewise linear trajectories with arbitrary but known constant speed and heading, as provided, e.g., by the radar. Furthermore, the static obstacles in the environment
In this paper, the collision avoidance for $n$-dimensional systems having an (optimal) nominal path is addressed by minimizing the deviation from the nominal. Fig. 6 demonstrates the informed sets ability to converge to the minimum, and in general an overall lower cost, within a shorter amount of samples compared to the uninformed solution. The results also highlights the impact of the proposed sampling bias, where the bias accelerates the convergence for the informed case. Importantly, a comparison where both the informed and uninformed scheme utilizes the bias was carried out, in order to show that the informed subset is the main contributor to the convergence rate. Fig. 7 details the computational times for each of the three proposed scenarios. The informed scheme is able to obtain solutions at a greater rate, despite the additional computational complexity of the proposed informed sampling routine. Overall, the proposed scheme generates solutions at 1.5-2.3 times the rate of the uninformed method while also consistently having the smallest standard deviation, although a suboptimal heuristic for the Lebesgue measure (i.e. $C_1 = 0$) is used. It is also worth noting that the difference in performance decreases as the area ratio $A_r = \lambda(X_{\text{free, static}})/\lambda(X_{\text{space}})$ increases, where $X_{\text{free, static}}$ is the free space accounting only for the static obstacles. This is reflected by the increased overlap of the confidence intervals for Case study II ($A_r = 63.3\%$, Figs. 6b-7b) and Case study III ($A_r = 80.2\%$, Figs. 6c-7c). For comparison the area ratio of Case study I is $A_r = 26.5\%$.

As the minimal deviation converges to the nominal, the overall path length may increase, compared to simply minimizing the path length. This can be observed in Fig. 1, where the informed set initially decreases in volume (Fig. 1a-1c) as the path improves towards the nominal, however as the path fully converges to the minimum cost (Fig. 1d), the volume of the ellipsoids increase. This is due to the construction of $X_{\hat{F}}$, since each ellipsoid is scaled based on the “local” path length with respect to a given nominal segment. As the path finds a tighter fit around the obstacles (minimizing the deviation), the overall path length increases. However, despite the increase or decrease in volume, the informed subset still guarantees that no solution that may improve the current best found cost is omitted.

V. Conclusions

The three autonomous ship scenarios demonstrate the proposed schemes ability to effectively compute paths that
introducing a cost function and informed sampling space for computing solutions with minimum deviation from such a nominal path. Furthermore, the need for a heuristic to estimate the volume spanned by the subset is discussed, with the paper proposing a computationally cheap metric, at the price of a conservative switching condition. The extension to the informed subset allows the scheme to focus its sampling effort in the neighbourhood surrounding the nominal path, resulting in an accelerated convergence to paths that minimally deviate from the nominal. The proposed method is demonstrated on three case studies related to an autonomous marine craft, where the simulated scenarios showed that the proposed method effectively converges to the minimum deviation, at a rate faster than the baseline uninformed method, with the sampling bias further improving the convergence rate of both the informed and uninformed methods. This performance increase is obtained despite using a suboptimal switching condition in the form of the conservative estimate of the Lebesgue measure.
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