Point-Sampling Method Based on 3D U-Net Architecture to Reduce the Influence of False Positive and Solve Boundary Blur Problem in 3D CT Image Segmentation
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Abstract: Malignant lesions are a huge threat to human health and have a high mortality rate. Locating the contour of organs is a preparation step, and it helps doctors diagnose correctly. Therefore, there is an urgent clinical need for a segmentation model specifically designed for medical imaging. However, most current medical image segmentation models directly migrate from natural image segmentation models, thus ignoring some characteristic features for medical images, such as false positive phenomena and the blurred boundary problem in 3D volume data. The research on organ segmentation models for medical images is still challenging and demanding. As a consequence, we redesign a 3D convolutional neural network (CNN) based on 3D U-Net and adopted the render method from computer graphics for 3D medical images segmentation, named Render 3D U-Net. This network adapts a subdivision-based point-sampling method to replace the original upsampling method for rendering high-quality boundaries. Besides, Render 3D U-Net integrates the point-sampling method into 3D ANU-Net architecture under deep supervision. Meanwhile, to reduce false positive phenomena in clinical diagnosis and to achieve more accurate segmentation, Render 3D U-Net specially designs a module for screening false positive. Finally, three public challenge datasets (MICCAI 2017 LiTS, MICCAI 2019 KiTS, and ISBI 2019 segTHOR) were selected as experiment datasets and to evaluate the performance on target organs. Compared with other models, Render 3D U-Net improved the performance on both overall organ and boundary in the CT image segmentation tasks, including in the liver, kidney, and heart.
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1. Introduction

Cancer is one of the most fatal and widespread diseases worldwide. Patients can greatly extend their survival time and increase their survival rate with the help of early detection. CT scan is the most commonly used clinical auxiliary method for cancer diagnosis. Physicians make clinical diagnosis on patients through the results of their CT images. However, due to the uneven regional distribution of medical resources, physicians with the abovementioned diagnostic capabilities also show obvious uneven distribution. At the same time, the distribution of cancer patients is relatively random. Therefore, patients in rural areas can only go to central cities for disease diagnosis and treatment, which greatly increases the work intensity of these physicians. However, the complexity of the medical image itself and the high requirements for accuracy of the segmentation result require physicians to perform detailed analysis for a long time. This contradiction has become one of the most urgent problems in cancer diagnosis worldwide. To reduce the workload of physicians and to
improve work efficiency, there is a necessity for a high-precision automatic segmentation model to assist physicians in completing medical CT image segmentation tasks [1].

With the continuous expansion of deep learning applications, convolutional neural network (CNN)-based image semantic segmentation models [2–5] have become a better choice to solve the above problems. However, it is not feasible to directly transfer the segmentation model that has been successful in natural image segmentation to the medical image segmentation task because medical images have many characteristics:

- High-quality medical image datasets are rare. The special imaging method of medical images produces less data but more false positive phenomena. At the same time, annotating requires countless time, and this process is easily affected by subjective factors such as doctor experience.
- Medical images are data with higher dimensions. Compared with the two-dimensional data of natural images, common medical images such as CT and MRI are three-dimensional or higher-dimensional volume data, which is an ordered collection of several two-dimensional images. This makes it impossible to directly read high-dimensional medical image data into the memory, and it is difficult to directly use the natural image segmentation model for training.
- The target is smaller in the medical image segmentation, and the boundary of objects is blurred. Compared with objects in natural images, human organs or tumors occupy a very small proportion in medical images, the appearance of the same target under different viewing angles is very different, and the difference between the target and the background is small. The above factors all make the labeling and segmentation of the target extremely difficult.
- There is a lack of general pretrained models in this field. The famous ImageNet pretrained model in natural images cannot be transferred to medical image segmentation tasks, and there is insufficient data in medical images to support a pretrained model suitable for most tasks.

It was the fully convolutional neural network proposed by Long [6] of UC Berkeley and the U-Net proposed by Ronneberger [7] that brought substantial changes to medical image semantic segmentation. Many researches [8–17] were studied based on this work. However, these models usually pay more attention to the overall characteristics of the target, thus ignoring the importance of boundary in medical image segmentation. Such designs are likely to result in a high evaluation indicator, but this high indicator does not represent accurate segmentation of medical images because it does not perform well on boundary segmentation. The rigor of medicine requires higher accuracy of boundaries, especially in human organ image segmentation. Even a small boundary error can lead to misdiagnosis, leading to further work up or unnecessary procedures.

In addition, the occurrence of false positives in the segmentation results can also bring misdiagnosis, leading to deviations in subsequent diagnosis and treatment. For example, the false positive phenomenon in medical segmentation results means that the image segmentation results of the originally healthy patient are positive (ill), which will lead to unnecessary diagnostic procedures and burdens for the patient, and even possibly cause the condition to worsen. However, the above methods did not notice this issue.

To solve the false positive phenomenon mentioned above, we design a classification module for predicting false positive cases. To solve the boundary blur problem mentioned, we adapt a subdivision-based point-sampling method to replace the original upsampling method for “rendering” high-quality boundaries. Besides, we view medical image segmentation as a render problem and propose a network based on 3D U-Net, named Render 3D U-Net, to accurately segment medical 3D CT images. Our contributions in this work conclude the following:

1. Render 3D U-Net draws on the idea of render in computer graphics and adapts a subdivision-based point-sampling method to replace the original upsampling method for “rendering” high-quality boundaries (Section 3.2).
2. Render 3D U-Net integrates the special module (Section 3.3) into the 3D ANU-Net architecture (Section 3.1) for classifying a false positive phenomenon.
3. Render 3D U-Net was evaluated on three public datasets (LiTS, KiTS, and segTHOR) and achieved very competitive performances in three medical image segmentation tasks (Section 4.4).

4. Although the render method has been frequently used in computer graphics, to the best of our knowledge, it is the first time that the main idea of render is introduced into a 3D medical image segmentation task.

2. Related Works

2.1. 3D U-Net and Variants

After U-Net [7] was proposed in 2015 and made extensive research and application in medical image segmentation, lots of U-Net-based variant networks have also proposed, the most representative of which is 3D U-Net [18]. The structure of 3D U-Net is shown in Figure 1.

Figure 1. Diagram of the 3D U-Net [18] structure.

This model extends the previous U-Net (2D) and consists of the encoder–decoder architecture. The encoder part analyzes the input image and performs feature extraction and analysis. The corresponding decoder generates a segmented mask. This model supervises the extraction of a mask by minimizing a cost function. What distinguishes 3D U-Net from 2D U-Net is that, after 3D U-Net gets the input of volume data, 3D convolution block, 3D maxpooling, and 3D deconvolution block are used in turn to extract and restore its features. Besides, 3D U-Net adds batch normalization to avoid bottlenecks and to speed up convergence.

Due to its out-performance and simple architecture, 3D U-Net is gradually studied and applied for medical image segmentation tasks [19–22]. At the same time, there are also many different variants based on 3D U-Net. nnU-Net [23] proposed a self-adapting framework based on 2D and 3D vanilla U-Nets. Huang et al. [24] proposed another 3D U-Net to accurately extract liver vessel from CT images. Zhao et al. [25] introduced the multi-scale supervision into the decoder and designed postprocessing method to reduce the obviously wrong pixels. Zhou et al. [26] redesigned skip connections between encoder and decoders to collect features with different scales. Then, they proposed UNet++ for semantic segmentation and instance segmentation.

2.2. Loss Functions for Semantic Segmentation

The loss function is mainly an important indicator used to evaluate the training performance by comparing the similarity between the predicted result and the annotated result. In the field of
semantic segmentation, it is very necessary to select an appropriate loss function. In the past few years, there are many loss functions proposed in the existing research, but only a few works [26] have conducted specific studies on the proposed loss functions. These loss functions can be classified into two types according to different minimization targets.

The first type is distribution-based loss function, in which the goal is to minimize the difference in the distribution of the model output and the real result. The most basic of this category is cross entropy [27], and the others are based on cross entropy transformation. Cross entropy is derived from Kullback–Leibler (KL) divergence [28] and used to measure the difference between two distributions. For general machine learning tasks, the distribution of data is given by the training set. Therefore, minimizing KL divergence is equivalent to minimizing cross entropy. Cross entropy (CE) is formulated as follows:

\[
\text{Cross Entropy} = - \sum_{c=1}^{C} \bar{Y}_c \log(Y_c)
\]  

where C represents the number of target labels in the segmentation result. Weighted cross entropy (WCE) [29] is a general extended form of cross entropy:

\[
\text{WCE} = - \sum_{c=1}^{C} w_c \times \bar{Y}_c \log(Y_c)
\]

Cross entropy loss performs well in most semantic segmentation tasks, but it encounters difficulties when training with uneven sample distribution. To solve this problem, RetinaNet [30] proposed focal loss and used the labeled CE to process the uneven distribution of the foreground and background in the image, which can reduce the loss value of the correct classification category. The formulation of focal loss is:

\[
\text{Focal loss} = - \sum_{c=1}^{C} (1 - Y_c)^\gamma \times \bar{Y}_c \log(Y_c)
\]

where the coefficient \(\gamma\) was introduced to obtain a better training effect by changing the contribution of the positive and negative samples to the loss.

The another class is area-based loss function, in which the goal is to minimize the mismatched areas between annotated result and model output or to maximize the overlapping area of the annotated result and the model output. The most basic of this category is dice loss [31], which is formulated as follows:

\[
\text{Dice loss} = 1 - \frac{2 \times |\bar{Y} \cap Y|}{|\bar{Y}| + |Y|} = 1 - \frac{2 \times \bar{Y} \cdot Y}{\bar{Y}^2 + Y^2}
\]

The dice loss loss can directly optimize the dice coefficient and is one of the most commonly used segmentation indicators. Unlike cross entropy, it does not need to reweight the unbalanced segmentation tasks.

3. Methodology

In this paper, four methodologies are introduced to reduce the influence of false positive and to solve the boundary blur problem in 3D medical CT image segmentation. The whole overview of these methodologies is described in Figure 2. Details on the symbols and notation in Figure 2 are discussed in the next sections.

- To collect full spatial information from volume data, Render 3D U-Net is built on the 3D ANU-Net architecture to extract features with rich semantic information (Section 3.1).
- To locate detailed boundary information of the target organ, we propose the point-sampling method to replace the original upsampling method (Section 3.2).
To reduce the false-positive phenomenon and to achieve more accurate medical image segmentation, we specially designed a module for screening false positive cases and integrated it to the proposed network (Section 3.3).

To solve the boundary blur problem and to preserve the overall information of target organs at the same time, we integrated the dice loss function and Hausdorff distance into a hybrid loss function (Section 3.4).

---

**Figure 2.** Overview of methodologies in Render 3D U-Net: the nested architecture is analyzed in Section 3.1. The point-sampling method is analyzed in Section 3.2. The false-positive classification module is analyzed in Section 3.3.

### 3.1. 3D ANU-Net Architecture

ANU-Net was proposed by Li [32] and built on UNet++ with an attention mechanism. Render 3D U-Net regarded this work as a basic architecture and changed it to 3D architecture, which is shown in Figure 3.

**Figure 3.** Structure of Render 3D U-Net: All convolutional blocks extract semantic information by convolution layers and ReLU activation functions. From a horizontal perspective, each block in the decoder point-samples features are from its preceding block. From a vertical perspective, each block in the encoder transfers features from top to bottom through the maxpooling layer, and each block in the decoders concatenates multi-resolution features from all preceding blocks through dense skip connections.
We can find from the Figure 3 that the shape of this architecture is a triangle. In this architecture, the blue convolutional blocks on the left are the shared feature encoder and the remaining green blocks on the right are various decoders. In the encoder, convolutional blocks transfer features through the maxpooling layer from top to bottom. In the decoders, convolution blocks restore the detailed information by point-sampling the feature from left to right. Between encoder and decoders, semantic information is transferred through dense skip connections under attention selection. Then, the concatenation operation can merge semantic information from different levels, and the fused information is used as the input of every block in the decoder.

3.2. Point-Sampling Method

In the field of image analysis, images are often regarded as regular grids of pixels (points). Their feature vectors are hidden representations on the regular grid of an image. In the task of image semantic segmentation, pixels are upsampled uniformly on the hidden representations and then mapped to a set of labels. These labels will be used as output masks to indicate the predicted category at each pixel. The render method does not calculate labels uniformly on the hidden representation but adaptively selects uncertain points to calculate their labels. We adopt the idea of the classic subdivision [33] strategy to render high-resolution images from low-resolution features. This strategy only calculates some locations where the values are significantly different from their neighbors. The values at other locations are obtained by interpolating the existing results. This process, named point-sampling method in this paper, restores features from low-resolution by calculating the labels of uncertain points. The point-sampling method is used to replace upsampling method in the 3D ANU-Net architecture and to solve the boundary blur problem. The point-sampling process is described in Figure 4, which consists of the following steps:

1. The encoder–decoder architecture (black arrows) takes an input image and extracts features from encoder (green arrows and grids).
2. The lightweight coarse decoder yields a coarse mask prediction for target object (red arrows) and up-samples features (blue arrows and grids) using bilinear interpolation.
3. To improve the coarse mask, the point-sampling method selects a set of uncertain points (red dots) from coarse prediction.
4. A simple multilayer perception is used to extract the point-features of each point independently and predicts their labels.
5. The point features are mapped to the size of the encoder feature (dashed gray arrows), and the features at the corresponding position are replaced (dashed red arrows) to obtain the point-sampling features (red grids).
6. The encoder features are concatenated with the up-sampling feature and point-sampling features after passing through the attention gate.
7. The concatenated features are input into the fine decoder (black arrows) to obtain the fine prediction result.

Compared with the original up-sampling method, the point-sampling method increases the selection of uncertain points (step 3) and the extraction of point features (step 4). Therefore, how to flexibly and adaptively select uncertain points in the image and to extract corresponding point features to enhance segmentation has become the key of the proposed method.

Point selection strategy: The main idea of our selection strategy is that uncertain points are also difficult to classify and belongs to the middle area in the probability distribution. After the coarse mask was predicted by a coarse decoder, there are N most uncertain points on the image plane. We believe that the selection of the most uncertain points should not only focus on uncertain areas (e.g., the boundaries between different classes) but also should retain a certain degree of uniform coverage. Such a design can achieve the greatest degree of accurate segmentation and can enhance anti-interference abilities.
Figure 4. Detailed analysis of the point-sampling method was applied to image semantic segmentation. A set of uncertain points from coarse prediction was selected to extract point-features. These features will replace original upsampling features and concatenate to refine the boundary.

To achieve the goal, we referred to the following principles in [34] for point selection and balance. In this way, we obtained the fine predicted mask from low resolution.

- **Overgeneration**: first, randomly sample KN points from a uniformly distributed point set. These KN will be used to overgenerate candidate points, and k should be greater than 1.
- **Important sampling**: then, we will coarsely predict the segmentation class of the above KN and then perform interpolation, calculate the uncertainty estimation of all points on the segmentation task, and select the top $\beta N$ points with the highest uncertainty. These points are considered important points.
- **Unimportant sampling**: after removing the abovementioned important points from KN, $(1 - \beta)N$ points remain. These points are regarded as unimportant points sampled from a uniform distribution.

3.3. False-Positives Classification Module (FPC)

Clinically, positive represents abnormal tissue or some disease in the human body and negative represents normal. False positive refers to a phenomenon in which one healthy (negative) person receives a positive symptom. In short, it is a disease-free misdiagnosis. False positives are common in medical detection. Since there are more pure negative samples in medical image data, the imbalance between positive and negative data is serious. Therefore, in most medical image organ segmentation tasks, false positive results (organs detected in no-organ images) are frequent occurrences. False positive results may lead to more serious follow-up medical accidents, resulting in a waste of hospital medical resources and psychological distress to the patient, thereby causing physical and mental harm to patients.

In order to solve this problem and to achieve more accurate medical image segmentation, we specially designed a module (FPC) for screening false positive phenomena and added it to the proposed network model. Our goal is to determine whether there is an organ in the input image through this module and to predict the mask based on the screening results.

The architecture of FPC is shown in Figure 5. In the Render3D U-Net architecture, the deepest block ($X_{4,0}$) in the encoder owns the richest semantic information after hierarchical convolution operations. To make full use of it, we designed a pyramid structure to extract organ existence information in semantic features. This pyramid structure is composed of the following layers from bottom to top:
Figure 5. Illustration of the False Positives Classification (FPC) module.

1. Dropout layer (by 0.5): this layer can effectively prevent the network training from overfitting.
2. Convolution layer and adaptive maxpool layer (by 2): these two layers can extract organ features from semantic information.
3. Sigmoid layer ($\text{sigmoid}(x) = \frac{1}{1+e^{-x}}$): this layer is a mathematical tool that can obtain the probability value of binary classification ($\text{probability} \in [0, 1]$), which represents the uncertainty of the organ existence in the input image.
4. Argmax layer: this layer can select the highest probability value among $\{0, 1\}$, where 0 represents no existence of an organ and 1 represents the existence of an organ.

Then, the FPC module dot products of the output image from the nodes in the first layer with the classification results $\{0\}$ or $\{1\}$:

- If the previous step determines that there is an organ in the input image, the result of the dot product with 1 will still be the original output.
- Otherwise, the result of the dot product with 0 will be black, thereby reducing the possibility of misdiagnosis as a false positive.

In essence, the FPC module is a binary classification task and then blackens the output mask of nonexistent organs according to the classification result. In order to train this module, we take advantage of the simplicity of the binary classification task and used binary cross entropy (BCE) as the loss function. This loss can help reduce the possibility of oversegmentation caused by false positives while preserving the original organ features to the greatest extent. Eventually, the impact of false positives is reduced by the false positive classification module.

### 3.4. Hybrid Loss Function

To solve the boundary blur problem but to preserve the overall information of the target organ, Render 3D U-Net adds deep supervision [32] with ground truth after every output block ($X_{0,j}, i \in [1, 2, 3, 4]$) and connects these blocks directly to loss function for calculating the sum loss. Besides, we integrate two loss functions into a hybrid loss function, including dice loss and Hausdorff distance. Formulation of this hybrid loss function is as follows:

$$Hybrid \ Loss = \frac{1}{4} \times \sum_{i=1}^{4} \left[ 1 - \frac{2 \times Y_i \times \bar{Y} + s}{Y_i^2 + \bar{Y}^2 + s} + 0.1 \times (Y_i - \bar{Y})^2 \circ \left( HDY_i^2 + HDY^2 \right) \right],$$  \hspace{1cm} (5)
where $Y_i$ is the output of block $X_{0,i}$ and $\bar{Y}$ is the ground truth, $s$ is the smooth soft dice coefficient part, and \( \circ \) is the operation of the Hadamard product, $HD$ denotes the Hausdorff distance between the boundaries of predicted result and annotated result. The Hausdorff distance ($HD$) is defined as follows and the diagram of Hausdorff distance is shown in Figure 6:

$$HD_{Y_i} = \max_{Y_i(x_1,y_1)=1} \left\{ \min_{\bar{Y}(x_2,y_2)=1} \text{Distance} \left[ (x_1,y_1), (x_2,y_2) \right] \right\},$$  \hspace{1cm} (6)$$

$$HD_{\bar{Y}} = \max_{\bar{Y}(x_2,y_2)=1} \left\{ \min_{Y_i(x_1,y_1)=1} \text{Distance} \left[ (x_1,y_1), (x_2,y_2) \right] \right\},$$ \hspace{1cm} (7)

where $\text{Distance}$ is the Euclidean distance and $\text{Distance} \left[ (x_1,y_1), (x_2,y_2) \right] = \sqrt{(x_1-x_2)^2 + (y_1-y_2)^2}$.

As we can see, \( 2 \times Y_i \times \bar{Y} + s \) is the soft Dice coefficient. This index represents the area of overlap between the model output and the annotated result. This index can help the model pay attention to the overall information of the target organ, but it cannot effectively supervise the boundary contour. As a consequence, we referred to the research by [35] and introduced the Hausdorff distance for strengthening the learning of boundaries and to solve the boundary blur problem. \( (Y_i - \bar{Y})^2 \circ (HD^2_{Y_i} + HD^2_{\bar{Y}}) \) measures the segmentation performance on boundary by calculating the Hausdorff distance between the model output boundary and the ground truth boundary.

**Figure 6.** The intuitive description of Hausdorff distance between segmentation result $Y_i$ and ground truth $\bar{Y}$.

### 4. Experiments And Results

We designed four experiments (segmentation experiment, attention learning experiment, point-sampling experiment, and false-positive classification experiment) to prove our improvement due to the introduced methodologies.

#### 4.1. Dataset Introduction

The above four experiments are all based on public medical image datasets, covering common organs from medical imaging modality. The detailed information is shown in the Table 1.

The LiTS [36] dataset is from the Liver Tumor Segmentation Challenge, which was held in MICCAI 2017. The training set of this dataset has 130 CT volumes, and the test set has 70 CT volumes. There are three types of objects in the LiTS dataset: liver, tumor, and background. In this segmentation experiment, we only focus on the liver and regard it as a positive object and the others as a negative object.

The KiTS [37] dataset is from the Kidney and Kidney Tumor Segmentation Challenge in MICCAI 2019. The training set has 210 CT volumes, and the test set has 90 CT volumes. Similarly, there are three
types of objects in the KiTS dataset: kidney, tumor, and background. In this segmentation experiment, we only focus on the kidney and regard it as a positive object and the others as a negative object.

Table 1. An overview of some important information of the medical image datasets used in this experiment.

| Application | Preprocessed Volume Size | Volume Number | Data Provider         |
|-------------|--------------------------|---------------|-----------------------|
| Liver       | $256 \times 256 \times 32$ | 130           | 2017 MICCAI LiTS     |
| Kidney      | $256 \times 256 \times 32$ | 210           | 2019 MICCAI KiTS     |
| Heart       | $256 \times 56 \times 32$  | 40            | 2019 ISBI SegTHOR    |

The SegTHOR [38] dataset is from the Segmentation of THoracic Organs at Risk in CT images challenge in ISBI 2019. The training set has 40 CT volumes, and the test set has 20 CT volumes. There are four types of objects in the SegTHOR dataset: heart, aorta, trachea, and esophagus. In this segmentation experiment, we only focus on the heart and regard it as a positive object and the others as a negative object.

Since the data shape (length, width, and thickness of the volume) of the three datasets are different, we unified the data into a patch of $256 \times 256 \times 32$ size. Finally, we used the training set in the above three datasets as the data for this experiment and then divided it into the training set and test set at a ratio of 5:1.

4.2. Performance Evaluation

We used four popular indicators in medical image segmentation tasks to evaluate organ segmentation quality, including IoU [18], dice [31] and recall [39]. In addition, we also use Hausdorff distance (HD) [35] as an indicator to measure the performance of boundary segmentation. The above metrics are formulated as follows:

\[
\text{IoU} = \frac{TP}{TP + FP + FN} \tag{8}
\]

\[
\text{Dice} = \frac{2 \times TP}{2 \times TP + FP + FN} \tag{9}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{10}
\]

\[
\text{HD}(Y, \hat{Y}) = \max \{d_{Y\bar{Y}}, d_{\bar{Y}Y}\} = \max \left\{ \max_{y_1 \in Y} \min_{y_2 \in \bar{Y}} d(y_1, y_2), \max_{y_2 \in \bar{Y}} \min_{y_1 \in Y} d(y_1, y_2) \right\} \tag{11}
\]

where $TP, TN, FP,$ and $FN$ are the true positive, true negative, false positive, and false negative respectively. $Y$ means the segmentation result when $\hat{Y}$ is the annotated result. $d()$ means the calculation of the Manhattan distance. As the values of the first four indicators rise, the similarity increases and the accuracy of segmentation improves. The Hausdorff distance is added for evaluation of the segmentation on boundary.

4.3. Feature Visualization

In Sections 3.1 and 3.4, we introduced the 3D nested convolution structure and dense skip connection in Render 3D U-Net. In this section, we visually displayed the features of the output layer, which more intuitively confirms the superiority of the network structure for semantic feature extraction.

As we can see in Figure 7, we used four different networks for the liver CT images segmentation task and visualized the features of the output layer $X_{0,N}$ ($N \in \{0, 1, 2, 3, 4\}$). These four networks included 3D U-Net [7], 3D UNet3+ [40], Render 3D U-Net without deep supervision, and Render 3D U-Net with deep subdivision.
We observe that the feature representation of U-Net is not clear enough and that the complete semantic information is not extracted. This is because the original skip connection in U-Net is
relatively simple and the lower layer features are directly connected to the encoder features after upsampling. In comparison, the features in UNet++ and Render 3D U-Net are connected by more complex skip connections, which merge more semantic information and gradually form a clearer feature representation. In addition, we can also observe that, due to the introduction of hybrid loss (Section 3.4), the loss of each output node can be calculated, which helps Render 3D U-Net to extract semantic information better.

4.4. Segmentation Results

Render 3D U-Net competes against the other seven popular models (3D UNet [18], 3D R2UNet [41], 3D UNet++ [42], Attention 3D UNet [43], Attention 3D R2UNet, and 3D UNet3+ [40]) on medical CT image segmentation tasks. Besides, we combine the proposed point-sampling method with UNet++ and added this Point UNet++ to the comparison. The experiments results are summarized in the following table, where DS means deep supervision, HD means Hausdorff distance. Note that the prediction time is the mean time it takes to predict each 3D volume in the test dataset. The GPU used in the test is a single NVIDIA GeForce GTX 1080TI.

Table 2 shows the experimental results of liver CT volume segmentation, the performance of Render 3D U-Net is the best. We can get the conclusion that the introduction of FPC can help the network obtain a better performance on liver CT volume segmentation. The output of the model and the manually annotated result are compared in Figure 8. Render 3D U-Net increased the IoU ratio by 2.85 percentage points over Attention 3D UNet, increased the dice coefficient by 1.62 percentage points, increased the recall rate by 0.0269, and decreased the Hausdorff distance by 3.6357.

Table 2. The liver segmentation experiment results of the LiTS test dataset.

| Model                                | DS | FPC | mIoU (%) | Dice   | Recall  | HD     | Prediction Time(s) |
|--------------------------------------|----|-----|----------|--------|---------|--------|--------------------|
| 3D UNet [18]                         | x  | x   | 78.94    | 88.11  | 0.8641  | 24.5915| 0.5943             |
| 3D R2UNet [41]                       | x  | x   | 80.26    | 88.42  | 0.9627  | 24.9202| 1.8978             |
| 3D UNet++ [42]                       | ✓  | x   | 90.18    | 94.79  | 0.9540  | 15.3714| 1.0944             |
| Point 3D UNet++ 1                     | ✓  | x   | 90.40    | 94.88  | 0.9459  | 12.8446| 1.7755             |
| 3D UNet3+ [40]                       | ✓  | x   | 90.46    | 94.91  | 0.9538  | 11.8363| 1.2836             |
| Attention 3D UNet [43]               | x  | x   | 89.67    | 94.46  | 0.9329  | 14.5455| 0.9939             |
| Attention 3D R2UNet 2                | x  | x   | 83.99    | 91.01  | 0.9340  | 18.6025| 1.9949             |
| Render 3D U-Net                      | x  | x   | 90.03    | 94.66  | 0.9466  | 14.3275| 1.7634             |
| Render 3D U-Net                      | ✓  | x   | 92.48    | 96.06  | 0.9641  | 12.5195| 1.8577             |
| Render 3D U-Net                      | ✓  | ✓   | 92.52    | 96.08  | 0.9598  | 10.9098| 1.9946             |

1 Point 3D UNet++ is the integration of 3D UNet++ and the point-sampling method; 2 Attention 3D R2U-Net is the integration of 3D R2U-Net and Attention 3D U-Net.

Table 3 shows the experimental results of kidney CT volume segmentation; the performance of Render 3D U-Net is the best. We can get the conclusion that the introduction of FPC can help the network obtain a better performance on kidney CT volume segmentation. The output of the model and the manually annotated result are compared in Figure 9. Render 3D U-Net increased the IoU ratio by 5.12 percentage points over 3D UNet3+, increased the dice coefficient by 3.06 percentage points, increased the recall rate by 0.0333, and decreased the Hausdorff distance by 1.0914.

Table 4 shows the experimental results of heart CT volume segmentation; the performance of Render 3D U-Net is the best. We can get the conclusion that the introduction of FPC can help network obtain a better performance on heart CT volume segmentation. The output of model and the manually annotated result are compared in Figure 10. Render 3D U-Net increased the IoU ratio by 4.17 percentage points over Attention 3D R2UNet, increased the dice coefficient by 2.34 percentage points, increased the recall rate by 0.0223, and decreased the Hausdorff distance by 1.8036.
**Figure 8.** Comparison of model outputs and ground truth, where the prediction-missed areas are highlighted with red arrows: the prediction of Render 3D U-Net is generated under the point-sampling method and false positive classification module.

**Figure 9.** Comparison of model outputs and ground truth, where the prediction-missed areas are highlighted with red arrows: the prediction of Render 3D U-Net is generated under the point-sampling method and false positive classification module.
Table 3. Kidney segmentation performance results on the KiTS test dataset.

| Model              | DS | FPC | mIoU (%) | Dice | Recall | HD   | Prediction Time(s) |
|--------------------|----|-----|----------|------|--------|------|--------------------|
| 3D UNet [18]       | x  | x   | 82.18    | 89.77| 0.8527 | 7.2025| 0.5602             |
| 3D R2UNet [41]     | x  | x   | 84.24    | 91.22| 0.8957 | 8.1131| 1.6186             |
| 3D UNet++ [42]     | ✓  | x   | 89.53    | 93.67| 0.9539 | 6.1618| 1.0727             |
| Point 3D UNet++ 1  | ✓  | x   | 90.35    | 94.83| 0.9498 | 5.4299| 1.6401             |
| 3D UNet3+ [40]     | ✓  | x   | 87.04    | 92.83| 0.9118 | 6.0401| 1.1923             |
| Attention 3D UNet  | x  | x   | 84.97    | 91.39| 0.8807 | 6.0987| 1.0432             |
| Attention 3D R2UNet| ✓  | x   | 88.69    | 93.19| 0.9581 | 6.7743| 2.2095             |
| Render 3D U-Net    | ✓  | x   | 89.00    | 93.01| 0.9304 | 5.4782| 1.6269             |
| Render 3D U-Net    | ✓  | ✓   | 90.54    | 94.89| 0.9510 | 5.0097| 1.6819             |
| Render 3D U-Net    | ✓  | ✓   | 92.16    | 95.89| 0.9451 | 4.9487| 1.6829             |

1 Point 3D UNet++ is the integration of 3D UNet++ and the point-sampling method; 2 Attention 3D R2U-Net is the integration of 3D R2U-Net and Attention 3D U-Net.

Table 4. Heart segmentation performance results on the SegTHOR test dataset.

| Model              | DS | FPC | mIoU (%) | Dice | Recall | HD   | Prediction Time(s) |
|--------------------|----|-----|----------|------|--------|------|--------------------|
| 3D UNet [18]       | x  | x   | 82.83    | 89.81| 0.8904 | 9.5284| 0.6292             |
| 3D R2UNet [41]     | x  | x   | 82.93    | 90.23| 0.9647 | 11.3500| 1.6317            |
| 3D UNet++ [42]     | ✓  | x   | 89.13    | 94.16| 0.9453 | 8.0095| 1.1544             |
| Point 3D UNet++ 1  | ✓  | x   | 90.57    | 95.02| 0.9504 | 7.2804| 1.7031             |
| 3D UNet3+ [40]     | ✓  | x   | 89.17    | 94.11| 0.9534 | 7.2050| 1.2444             |
| Attention 3D UNet  | x  | x   | 90.61    | 95.04| 0.9462 | 7.1513| 1.0590             |
| Attention 3D R2UNet| x  | x   | 88.39    | 93.78| 0.9380 | 7.9479| 1.8732             |
| Render 3D U-Net    | x  | x   | 91.12    | 95.28| 0.9451 | 8.0839| 1.7767             |
| Render 3D U-Net    | ✓  | x   | 91.68    | 95.57| 0.9635 | 7.3197| 1.8511             |
| Render 3D U-Net    | ✓  | ✓   | 92.56    | 96.12| 0.9603 | 6.1453| 1.8647             |

1 Point 3D UNet++ is the integration of 3D UNet++ and the point-sampling method; 2 Attention 3D R2U-Net is the integration of 3D R2U-Net and Attention 3D U-Net.

Figure 10. Comparison of model outputs and ground truth, where the prediction-missed areas are highlighted with red arrows: the prediction of Render 3D U-Net is generated under the point-sampling method and false positive classification module.
It is obvious that the proposed network outperformed other networks in the above three segmentation tasks. The comparison between Point UNet++ and UNet++ without point-sampling method proved that the introduction of point-sampling method can help Point UNet++ always perform better than UNet++. These comparisons strongly prove that the improvement is attributed to the proposed point-sampling method and false positive classification module.

4.5. False Positive Classification Results

According to the results from Table 2 through Table 4, it is obvious that, after introduction of the False Positive Classification (FPC) module, Render 3D U-Net decreases the false positive phenomena and improves performance on medical volume segmentation. In the liver segmentation task, the FPC module helped Render 3D U-Net obtain a better performance on mIoU and dice. In the kidney segmentation task, Render 3D U-Net with the FPC module obtained a higher mIoU and dice. In the heart segmentation task, Render 3D U-Net with the FPC module obtained a higher mIoU and Dice. Another comparison between Render 3D U-Net with FPC and Render 3D U-Net without FPC also confirmed the effectiveness of proposed FPC module in solving false positive phenomena and in improving performance. These comparisons strongly prove again that the improvement is attributed to the proposed point-sampling method and false positive classification module.

5. Conclusions

In this paper, we provided a unique perspective on render and viewed the 3D medical CT image segmentation task as a render problem. We adapted a subdivision-based point-sampling method to replace the original upsampling method for “rendering” high-quality boundaries. Besides, we designed a false positive classification module for reducing the influence of false positive phenomena. We integrated the above methods into 3D ANU-Net and competed with other seven popular models on organ segmentation tasks. The experiments on the three public datasets proved that the proposed model successfully solves the boundary blur problem and reduces the influence of false positive phenomena. We believe that the improvement is attributed to the introduction of the point-sampling method and false positive classification (FPC) module. The point-sampling method has been proven to render higher quality boundaries than traditional upsampling method. The FPC module has been proven to reduce the influence caused by false positive phenomena and to improve the segmentation performance at the same time.
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