EVALUATION OF VGC ANALYZER BY COMPARISON WITH GOLD STANDARD ROC SOFTWARE AND ANALYSIS OF SIMULATED VISUAL GRADING DATA
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The purpose of the present work was to evaluate the use of resampling statistical methods for analysis of visual grading data—implemented in the software VGC Analyzer—by comparing the reanalyzed results from previously performed visual grading studies with the results calculated by gold standard receiver operating characteristic (ROC) methodology, Obuchowski-Rockette (OR)-Dorfman–Berbaum–Metz (DBM) multiple-readers and multiple-case (MRMC) and by analysis of simulated visual grading data where the true distribution was presumed to be known. The reanalysis was performed on two multiple-reader studies with non-paired data and paired data, respectively. The simulation study was performed by simulating a large number of visual grading characteristics (VGC) studies and by analyzing the statistical distribution of null hypothesis (H0) rejection rate. The comparison with OR-DBM MRMC showed good agreement when analyzing non-paired data for both fixed-reader and random-reader settings for the calculated area under the curve values and the confidence intervals (CIs). For paired data analysis, VGC Analyzer showed significantly lower CIs compared with the ROC software. This effect was also illustrated by the simulation study, where the VGC Analyzer, in general, showed good accuracy for simulated studies with stable statistical basis. For simulated studies with unstable statistics, the accuracy in the H0 rejection rate decreased. The present study has shown that resampling methodology can be used to accurately perform the statistical analysis of a VGC study, although the resampling technique used makes the method sensitive to small data sets.

INTRODUCTION

Visual grading characteristics (VGC) analysis, introduced by Båth and Månsson in 2007(1), is a non-parametric rank-invariant method for comparing visual grading data from two imaging conditions. The method was primarily developed for use in the optimization of diagnostic radiology examinations, where the visual grading methodology is a common choice by e.g. medical physicists, radiologists and radiographers when planning to perform time-effective optimization projects in clinical environments. In VGC analysis, rating data (e.g. image quality ratings) for the two conditions (a reference condition and a test condition) are compared by producing a VGC curve, similar to how the rating data for normal and abnormal cases in receiver operating characteristic (ROC) analysis are used to create an ROC curve. Hence, the VGC curve is a plot of the proportion of ratings above a certain threshold for the test condition against the same proportion for the reference condition as the threshold is changed. Thereby, the separation between the two rating distributions is characterized by the area under the VGC curve (AUCVGC) (0 ≤ AUCVGC ≤ 1). A low AUCVGC (<0.5) indicates that the reference condition is rated higher, whereas a high AUCVGC (>0.5) indicates that the test condition is rated higher. An AUCVGC of 0.5 indicates that the image quality for the two conditions—on average—is rated the same.

After its introduction, VGC analysis has been recognized as a useful method in visual grading studies(2–8), although the statistical analysis (the determination of the AUCVGC and its associated uncertainty) is not straightforward. This deficiency has also been pointed out by other researchers(9–10). From its resemblance to ROC data, it was initially proposed to make use of the existing ROC software for statistical analysis also of VGC data(11–13). However, ROC studies are almost exclusively based on independence between the normal and abnormal data sets, and to the best of the authors’ knowledge, this independence is assumed in all contemporary ROC software. By contrast, in VGC studies, it is common that there is a dependency between the two sets of rating data for the two compared conditions, e.g. data resulting from the same group of patients examined with two types of equipment. Furthermore, when evaluating two imaging conditions, a
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fundamental difference in the properties of an ROC study, compared with a VGC study, is that in ROC the statistical analysis is focused on the uncertainty of the difference between the two ROC curves originating from the two conditions, whereas in VGC, the analysis is focused on the uncertainty of the single VGC curve originating from the two conditions. As a consequence, the use of paired data for increased statistical power in a study in ROC is handled between two ROC curves\(^ {14, 15} \), whereas in VGC, paired data are handled within one VGC curve.

As an aid for the analysis of VGC data, a non-parametric resampling methodology dedicated to the statistical analysis of VGC data was recently introduced by Båth and Hansson\(^ {16} \). The method handles single- and multiple-readers, paired and non-paired data and calculates the VGC curve by the trapezoid rule as well as by the binormal curve fitting method. Since observers may use the rating scale differently, the AUC\(_{VGC} \) is calculated individually for each observer and is averaged to maintain the rank-invariant property of VGC.

Based on the resampling techniques, bootstrapping and permutation, the 95% confidence interval (CI) of the AUC\(_{VGC} \) and the \( p \)-value are determined non-parametrically for testing the null hypothesis that the two compared conditions are equal (\( H_0: \text{AUC}_{VGC} = 0.5 \)). In the multiple-readers setting, the uncertainty of the area under the curve (AUC) (and hence the CI and the \( p \)-value) is determined by treating the observers either as a fixed effect (the uncertainty limited to the participating observers) or as a random effect (the uncertainty generalized to the population of observers). The method is implemented in the freeware VGC Analyzer, which is available by contacting the authors.

Despite its recent introduction, VGC Analyzer has already been used in several visual grading studies\(^ {17–25} \). Also, the introduction of VGC Analyzer was accompanied by a study\(^ {24} \) where the method was used on data from four previously published VGC studies to compare evaluations using VGC Analyzer with ROC software. However, in that study the VGC data were analyzed using now outdated ROC software. Furthermore, a thorough evaluation of the validity of the methods used in VGC Analyzer has not yet been performed. Therefore, a purpose of the present study was to compare VGC Analyzer with gold standard ROC software on visual grading data, where it can be assumed that the ROC methodology provides valid results. Additionally, since the validity of an evaluation based on a comparison between two methods that do not have access to the absolute truth is limited, a second purpose of the present study was to extend the evaluation of the methodology by performing a simulation study where the truth is known. By creating a large number of simulated visual grading studies and by performing statistical analysis on each study, the distribution of the results can be compared with the real and known distribution of the simulated studies.

MATERIALS AND METHODS

Statistical analysis by resampling

The two resampling methods used in VGC Analyzer are bootstrapping and permutation. In bootstrapping, collected data are reused by stochastically picking one sample at a time (with replacement) from the data sets to build new pseudo data sets. The number of pseudo data sets that can be built is nominally \( n^* \), where \( n \) is the number of samples in the original data set. However, the number of unique resampled data sets that can be obtained will be reduced because the order of the resampled data is irrelevant. Also, in image perception studies, the number of rating scale steps used is limited and hence the collected rating values can appear more than once. Assuming that collected samples of observers and cases are good representatives of their populations, a thorough bootstrap of the data will present the required information for the statistical evaluation of the study with no assumption needed of the underlying distribution\(^ {25–28} \). The bootstrapping procedure in VGC Analyzer is used to calculate the CI of the achieved AUC\(_{VGC} \) (estimated within the 2.5 and 97.5 percentiles of the bootstrapped AUC\(_{VGC} \) values), whereas permutation is used to calculate the \( p \)-value. The \( p \)-value (defined as the probability to achieve at least the detected difference between the compared conditions, given the null hypothesis, \( H_0 \), is true) is correspondingly calculated by gathering data from the two conditions to one virtual population, and from this virtual population produce new permuted conditions. The variation of the permuted results is used to determine the probability to achieve the actual detected result by chance. The AUC\(_{VGC} \) is calculated individually for each observer by the trapezoid method as well as by binormal adaptation\(^ {15} \). If, in the binormal situation, the resampled data rule out binormal adaptation, the AUC is instead calculated by the trapezoid method. In the fixed-reader situation, the individual AUCs are averaged for all observers, whereas in the random-reader situation, the observers are bootstrapped to analyze the reader variation. Bootstrapping on observers is performed in both CI and \( p \)-value calculations. The effect of the observer variability on the \( p \)-value is, in the random-reader situation, added to the permutation by bootstrapping which of the observers to include in each permutation sequence in the same way as in the bootstrapping for CI. If the original data are uncorrelated (unpaired), the permutation is performed over all cases. If the original data are correlated (paired), the permutation randomly selects which rating in each pair of ratings from the
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test and reference conditions that should be assigned to the permuted condition A and which should be assigned to the permuted condition B. The solution for estimating the uncertainties introduced by reader variation in a VGC study is the main argument to develop these resampling methods instead of using the Mann–Whitney or Wilcoxon signed rank tests that are traditionally used for the statistical analysis of ordinal data.

Comparison with gold standard ROC methodology

The gold standard ROC software used for the evaluation of VGC Analyzer was Obuchowski-Rockette (OR)-Dorfman–Berbaum–Metz (DBM) MRMC (The Medical Image Perception Laboratory, The University of Iowa, Iowa City, Iowa, USA). The comparison between VGC Analyzer and OR-DBM MRMC in the analysis of VGC data was performed by reanalyzing two studies (also used in the previously published evaluation study) focused on the optimal tube voltage for conventional urography (Zachrisson et al.) and the effect of radiation dose reduction in chest radiography of premature neonates (Carlander et al.). Both original studies contained multiple-readers data. The reanalyzed studies had originally used ROCFIT (C. E. Metz, University of Chicago, Chicago, IL, USA) for the calculation of CI. ROCFIT, being a single-reader analysis tool developed for the ROC analysis, forces the user to pool the observer data in order to fit the analysis chart, whereas gold standard ROC software, such as OR-DBM MRMC, handles the multiple-readers and multiple-case (MRMC) settings. The analysis in this study was performed using the software package OR-DBM MRMC 2.51, which was written by Stephen L. Hillis, Kevin M. Schartz and Kevin S. Berbaum based on the methods initially proposed by Berbaum, Dorfman and Metz and Obuchowski and Rockette and later unified and improved by Hillis and colleagues.

In Zachrisson et al., the images for the two compared conditions were acquired from two different patient groups (independent or non-paired data), whereas in Carlander et al., the images for both conditions were acquired from the same group of patients (dependent or paired data). The comparison was performed by reanalyzing the data from the two studies and comparing the calculated CI by the two methods. In the reanalysis, VGC Analyzer (version 1.0.2) was configured for the analysis of either paired or non-paired data, depending on the type of data, whereas OR-DBM MRMC (version 2.51), adapted for ROC data, as described in the Introduction section, treats the data as non-paired. The coupling of the data pairs is therefore not maintained in the analysis, and it can be assumed that OR-DBM MRMC overestimates the CI of the AUC from the paired data study (Carlander et al.). The uncertainty of the AUCVGC was determined both for the actual observers (fixed-reader) and for the population of observers (random-reader). The AUCVGC was determined from curve fitting by the trapezoidal rule, both for OR-DBM MRMC and VGC Analyzer. The OR-DBM MRMC software was set to use the Jackknifing resampling technique since the bootstrapping technique is currently not available in version 2.51.

Simulations

A specially designed simulation software, built on the VGC Analyzer resampling methodology, was used to evaluate its validity by the analysis of simulated studies. In the simulations, the same resampling methodology as in VGC Analyzer was used, but the input and output routines were modified to suit the simulation procedures. The study was performed by analyzing the results from a large number of simulated VGC studies in which ratings were produced by random sampling from pre-defined distributions. For each simulated VGC study, the simulation software was used to determine the CI of the AUCVGC and the p-value.

The resampling methods used in VGC Analyzer were evaluated by simulating VGC studies with the null hypothesis, H0, set true (the probability distributions for the two conditions set equal). A similar assessment strategy has been previously used for ROC analysis by Roe and Metz, where simulated stochastically distributed ROC data (‘null case studies’) were used to test the DBM MRMC analysis method. The accuracy of the method for the calculation of CI was evaluated by testing if the resampling (bootstrapping and permutation) ‘erroneously’ indicated the significant difference between the two conditions (i.e. AUCVGC = 0.5 was not included in the 95% CI) in the intended H0 rejection rate (5%) of studies (thereby performing Type I errors at an α-level of 0.05). Correspondingly, the accuracy of the method for the calculation of p-value was evaluated by testing if the resampling (permutation) ‘erroneously’ indicated the significant difference between the two conditions (i.e. p < 0.05) in the intended H0 rejection rate (5%) of studies.

A random sequence was applied to produce artificial visual grading ratings from the two simulated conditions, defined by various properties of the simulated observers’ probability distributions. The properties that were altered were the shape (uniform, normal or wedged), the number of scale steps and the statistical variation between cases as well as within and between observers. Different visual grading studies were simulated by varying the settings in the number of cases and observers, all with the prerequisite of the compared conditions being equal in terms of probability distributions. Paired data studies were
generated by introducing a correlation between each pair of cases in the simulations of ratings for the two conditions.

In the single-reader situation, the ratings for the reference condition were randomized according to the selected distribution of ratings (e.g. normal distribution with mean 3 and standard deviation (SD) 1). In the unpaired single-reader situation, the ratings for the test condition were created in the same way as for the reference conditions (and thus independent of the specific ratings for the reference condition), whereas in the paired single-reader condition, the rating for each case in the test condition was drawn from a random distribution centered around the rating for the corresponding case in the reference condition.

Multiple-reader situations were simulated by introducing a randomized ‘dummy-observer’ rating, indicating the general impression among the observers for each case. The ratings for the ‘dummy-observer’ were created in the same ways as for the single-reader. The rating for each observer was then randomized from a normal distribution, centered around the ‘dummy-observer’ rating for the given case and with an observer-specific SD, constant for all cases. The observer-specific SD was randomized from another normal distribution with zero mean and SD, $\sigma_{\text{obs}}$. The ratings of the ‘dummy-observer’ were not included in the simulated result.

For each combination of property values, 100 000 studies were simulated, separated in groups of 10 000 for the determination of the standard error. Each simulated study included a new set of observers and cases. The fraction of the resampling analysis results that indicated statistically significant difference (by CI and $p$-value) was recorded as the $H_0$ rejection rate. In the resampling analysis, the number of bootstraps was varied from 200 to 20 000. The standard settings in the simulations were 2000 bootstraps and 2000 permutations.

RESULTS

Comparison with OR-DBM MRMC

The result of the comparison between VGC Analyzer and OR-DBM MRMC is presented in Figures 1 and 2, where the obtained AUC values and their 95% CIs for the reanalyzed studies are shown. It is important to note that the presented outcomes originate from identical data and that the differences are caused solely by the different methods of statistical analysis.

Applied to the non-paired data (Figure 1), the comparison showed almost identical results for AUC and for CI when the data were analyzed for the fixed-reader setting. The maximum difference in AUC was 0.2% and the mean difference in the CI was −1% (range: −4%, +1%) using OR-DBM MRMC as reference. When the data were analyzed for the random-reader setting, the agreement in AUC was unaffected (maximum difference: −0.3%), whereas a larger deviation in the CI was found: the mean difference in the CI was −9% (range: −21%, +8%).

Applied to paired data (where it can be assumed that OR-DBM MRMC overestimates the CI of the AUC), the comparison showed, likewise, almost identical results for AUC calculation (Figure 2). The maximum difference in AUC was −0.3% for the fixed-reader setting and −0.4% for the random-reader setting. However, for the uncertainty estimation, the difference in the CI was on the average −33% for the random-reader setting (range: −41%, −20%) and −52% for the fixed-reader setting (range: −58%, −47%) using OR-DBM MRMC as a reference.

Simulations

In addition to the results presented below and illustrated in figures, the simulations showed improved stability in the analysis for both CI and $p$-value when the number of resamplings of the VGC data was increased. A small number of resamplings (200) increased the risk of misinterpreting the probability of significant differences in the simulated studies, whereas a higher number of resamplings (20 000) only resulted in minor improvements compared with the standard setting of 2000.

For large numbers of cases in the single-reader setting, the robustness was good for both trapezoid and binormal calculation of the AUC. However, for small numbers of cases, the trapezoid calculation led to a too high $H_0$ rejection rate (resulting from an underestimated CI and leading to an increased risk of committing Type I errors), whereas the binormal curve fitting for the calculation of AUC led to a too low $H_0$ rejection rate (resulting from an overestimated CI and an increased risk of committing Type II errors). This result was found for all combinations of settings and is exemplified in Figure 3a. When the $p$-value was used for hypothesis testing, a small number of cases in the AUC calculation led to a too low $H_0$ rejection rate with both trapezoid and binormal curve fitting (Figure 3a). The number of scale steps and the width of the distribution of ratings had no evident effect on the $H_0$ rejection rate (exemplified for the trapezoidal AUC in combination with CI in Figure 3b). Likewise, simulations of VGC studies with different rating distributions (uniform, normal and skewed) showed that the resampling methods were non-sensitive to the underlying probability distribution (Figure 3c).

Treating paired visual grading data as non-paired in the resampling processes resulted in an extremely low $H_0$ rejection rate, visualized in Figure 4. For simulated single-reader settings, including 100 cases with normal-distributed ratings on a five-grade rating scale, the $H_0$ rejection rate was only 0.1% for both $p$-value and CI evaluation. However, when paired data were treated as paired data in the resampling
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Figure 1: AUC and CI from Zachrisson et al.\(^\text{(30)}\) comparing two tube voltages for urography (55 kV at different dose levels vs. 73 kV at 100% dose) using five observers, three criteria and 31 cases per condition (non-paired data); in the analysis using OR-DBM MRMC and VGC Analyzer, criteria were pooled but the observers were treated either as fixed or random and the cases were treated as random; error bars are the 95% CIs given by the analysis software.

Figure 2: AUC and CI from Carlander et al.\(^\text{(31)}\) comparing two dose levels for neonatal chest imaging (80 vs. 100%) using five observers, four criteria and 24 cases per condition (paired data); in the analysis using VGC Analyzer, the paired data effect was taken into account, whereas in the analysis using OR-DBM MRMC, ROC data are presumed, and paired data effect is not taken into account in the analysis; observers were treated either as fixed or random and the cases were treated as random; error bars are the 95% CIs given by the analysis software.

Introducing bootstrapping on multiple-readers studies showed no difference to single-reader studies as long as the data were analyzed for the actual observers (fixed-reader), independent of the number of cases. The H\(_0\) rejection rate was in agreement with non-paired data, although the dependency of the accuracy on the number of cases was slightly higher in the paired data situation.
Figure 3: simulated data after 2000 bootstraps or permutations on 10,000 VGC studies with varying number of cases in a single-reader setting; error bars indicate the standard error from 10 consecutive simulation sessions of 10,000 VGC studies each; (A) H0 rejection rate from CI or p-value and AUC calculated with trapezoidal or binormal curve fitting for uniform distributions of ratings on a 5-steps scale (mean value = 3, SD = 1); (B) H0 rejection rate from CI and AUC calculated with trapezoidal curve fitting for normal distributions of ratings; The SD of the combined between-cases and within-observer variability was 1 scale step on a 5-steps scale, 1 scale step on a 15-steps scale (wider scale) and 4 scale steps on a 17 scale steps (finer scale), respectively; (C) H0 rejection rate from CI and AUC calculated with trapezoidal curve fitting for normal distributions of ratings with three different probability distributions; uniform, normal and skewed.

DISCUSSION
The purpose of the present study was to compare the resampling methods used by VGC Analyzer with state-of-the-art ROC methods and to perform a simulation study where the resampling analysis can be compared with a known truth. The study is limited by the small number of studies used for comparison with gold standard (valid for illustration purpose only) and the absence of comparable results from simulations using alternative methods for visual grading statistical analysis. The results of the performed study will be discussed in detail below, accompanied by practical recommendations for...
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Figure 4: simulated data after 2000 bootstraps or permutations on 10 000 VGC studies with varying number of cases in a single-reader setting; simulated non-paired data and paired data treated as non-paired or paired; $H_0$ rejection rate from CI or $p$-value and AUC calculated with trapezoidal curve fitting for normal distributions of ratings on a 5-steps scale (mean value = 3, SD = 1); error bars indicate the standard error from 10 consecutive simulation sessions of 10 000 VGC studies each.

conducting VGC studies, based on the observations made in the present study.

The comparison between VGC analysis performed using VGC Analyzer and using ROC software (OR-DBM MRMC) was based on a reanalysis of data from previously published VGC studies, where ROCFIT was originally used for the analysis. Compared with ROCFIT, where the multiple-readers are treated as pooled, OR-DBM MRMC can handle the multiple-readers correctly. The reanalysis showed that the choice of software for the analysis did not affect the $\text{AUC}_{\text{VGC}}$ value, whereas, for specific settings, the CIs differed. This discrepancy may affect whether the CI includes 0.5 or not and thus the determination of whether a statistically significant difference between the compared conditions has been found or not. The reasons for the discrepancy in the results obtained using the two types of software will be discussed in detail below.

As reported above, the multiple-readers reanalysis of the study presented in Figure 1 (non-paired data) showed that the use of VGC Analyzer resulted in similar CIs compared with OR-DBM MRMC when analyzing for the fixed-reader setting (−1%), whereas for the random-reader setting a discrepancy of −9% was measured, however, with a larger variation between the analyzed dose levels (range: −21%, +8%). The good agreement between the two analysis methods for fixed-reader analysis indicates the two methods to be reliable in this setting, whereas for multiple-readers, the larger variation in the CI is an indication that statistical analysis with the ambition to generalize to the population will introduce an uncertainty that needs special attention in the assessment of the study result.

The use of paired data in a VGC study will increase the power of the study. However, as paired data are treated differently in the ROC compared with VGC, the OR-DBM MRMC analysis used in the study by Carlander et al.\(^{[11]}\) (Figure 2) did not take the paired data into account in determining the CIs. The reported CIs were thereby broader compared with the results obtained using VGC Analyzer. This observation indicates that performing a statistical analysis on the visual grading data by the use of ROC-dedicated software, e.g. OR-DBM MRMC, for the analysis of data from paired VGC studies may lead to an underestimation of the significance of found differences and further leading to an increased risk of confirming $H_0$, although it is in fact not true (Type II errors). The broadening effect on CI width, when paired data handling is not included in the software, was actually higher with OR-DBM MRMC compared with ROCFIT in the previously performed study\(^{[24]}\), where the
effect of pooling the observers by chance balanced the effect of not handling the paired data correctly.

The resampling methods used in the VGC Analyzer have in the present study been evaluated by performing statistical analysis (CI and p-value) of 100 000 sampled simulated studies to create each measurement point in the presented results. These simulations all had the setting of H\(_0\) being true, i.e. no difference between the compared conditions. Hence, significant differences found in the data arise from random variation and not from an actual difference. The premise was that in a distribution of simulated studies where the correct outcome is ‘no difference’ between the compared groups, only the proportion set by the study set-up, i.e. discrimination limits (e.g. 95% CI), will result in a correct H\(_0\) acceptance. On the other hand, the most extreme returns of the simulated studies will falsely be detected by the statistical analysis as a significant difference between the conditions, i.e. performing a Type I error. All evaluations performed in the simulation part of the present work is based on the premise that the ‘incapacity’ of the statistical analysis leading to an—actually false—rejection of H\(_0\) in the correct part of the individual studies of the simulated outcome is a good measure of the capability of the statistical analysis methods to discriminate significant differences. This strategy of detecting significant differences is supported by
its similarity to the definition of $p$-value calculation, i.e. the probability of achieving a detected difference although $H_0$ is true. Also, in simulated studies with sufficient sample size, i.e. stable statistical basis, the results from both CI and $p$-value calculations showed good agreement with the expected $H_0$ rejection rate.

The resulting figure of merit from a visual grading study evaluated using VGC analysis is a single rank-invariant $\text{AUC}_{\text{VGC}}$ value, produced by no parametric assumptions of the underlying rating distribution, although with an undefined uncertainty. In VGC Analyzer, the uncertainty is determined by measuring the contribution each given rating has to the resulting figure of merit by the use of non-parametric resampling. This enables a full conservation of the rank-invariant nature of VGC, with no assumptions of the underlying probability distribution in given ratings or resulting resampling data. The insusceptibility to limited expansion of the assessment scale, as shown in Figure 3b, is interpreted as a consequence of the rank-invariant nature of VGC. In contrast to traditional visual grading methods, where the ordinal scale in the given scores is transferred to a linear scale for statistical analysis, VGC makes no assumption of the ranking scale in which the scores are given. A concluding experience of this study is therefore that the set-up of the observers’ rating scale in a VGC study (and the following analysis using VGC Analyzer) needs little account taken to the subsequent statistical analysis and should instead be focused on the most clinically relevant scale setting for the observers.

Simulations of case and observer variability effects on $H_0$ rejection rate showed increased underestimation of the significant difference probability with increased variability (Figure 5c). The simulation test cannot be directly transformed to a separated test of case, inter-reader or intra-reader variability, but in practice, the result emphasizes the importance of the observer education in order to minimize the study variations due to poor preparation. Not only will the statistical basis for the evaluation be weak, but the non-parametric statistical analysis used in the VGC Analyzer will also be weaker in its discrimination, thereby reducing the probability of detecting significant differences.

Resampling analysis of simulated multiple-readers studies without bootstrapping on observers (fixed-reader) showed a similar result to a single-reader study, whereas, when generalizing by bootstrapping on observers, the accuracy in the bootstrapping decreased. The accuracy decreased even more with an increased observer variability, i.e. significance testing by CI or $p$-value failed increasingly to reject $H_0$ in studies that had an outcome with an ‘erroneously’ significant difference between the compared conditions, and hence, $H_0$ should have been rejected. This underestimation of $H_0$ rejection rate is interpreted as an effect of excessed broadening of the probability distribution (CI) by the bootstrapping when the underlying distribution is diffuse (also noted in the comparison with OR-DBM MRMC). The effect has been noticed by Efron\textsuperscript{28} and is expressed as the ‘dilation phenomenon’ in the bootstrap distribution—compared with the overall probability distribution—when the statistical variability of the observers’ ratings is increased. Dorfman et al.\textsuperscript{39} made the same conclusion when comparing statistical parameters from bootstrapping with those from the more established DBM method on ROC data from comparison of two examination procedures in neonatal radiology. When generalizing the ratings by bootstrapping both cases and observers in the study with only four observers (although, all four very specialized pediatric radiologists), bootstrapping showed a broader CI compared with DBM, whereas, when analyzing for fixed-reader, the results were comparable. A description of the phenomenon has also been presented by Samuelson and Wagner\textsuperscript{40}.

In general, performing studies on a material where the statistical basis is weak will produce weak statistical analysis results. The performed simulation tests show that the weakness can be even weaker by the statistical analysis. The most critical situation found was the generalization of a study to the population of observers in studies, including few observers and/or large variation between observers. A non-surprising conclusion of this observation—also expressed by other researchers in the field\textsuperscript{(38, 40, 41)}—is that a study should only be generalized to a population if the observers used in the study are statistically stable (i.e. give rise to low variation of the $\text{AUC}_{\text{VGC}}$ sample mean and are good representatives of the population).

Hence, for a human observer study intended to be generalized to the population of observers, a larger group of observers should be engaged in the study, and they should be as representative as possible for the population. If they are either too few or not representative, it is better to handle them as fixed-reader and to present the result as a fixed-reader result. This will increase the probability of achieving significant differences to the price of generalization validity, an experience supported also from similar research fields\textsuperscript{(42)}.

Treating paired data as non-paired in the resampling analysis resulted in a substantial underestimation of significant differences between compared conditions (Figure 4). In a paired data study, where the same set of study objects is used on both conditions, the variation in ratings will mainly depend on the difference in ability between the conditions. This strong connection in the ratings will increase the power of the study set-up, which—if not used in the analysis—will be weakened with an underestimation of the statistical difference as a consequence. This experience is very important to bear in mind when
performing a paired data study where cases are censored between first and second events, i.e. a planned paired data study must not be transformed into a non-paired data study. Therefore, when planning a study where paired data are possible (which is desirable), the risk of patients not being able to participate in both studies should be considered in the sizing of the study.

In the comparison of reanalyzed paired data—a situation where an ROC-intended software as OR-DBM MRMC is not adapted for correct handling and therefore cannot be considered as a gold standard—the results showed an increased CI compared with the VGC Analyzer of 40% for the random-reader setting (Figure 2). If—as an example for comparison—assuming normal distribution, a separation criterion for significant difference of 95% probability means that, by the use of the standard normal (Z) table, the CI is 1.96 times the SD, and if the CI is increased by 40%, the corresponding Z table value of 2.74 will result (from the Z table) in an increase of the separation criteria from 95 to 99.4%—or likewise in a H0 rejection rate decrease from 5 down to 0.6%. The corresponding H0 rejection rate for the fixed-reader setting, where the CI was 100% wider compared with the VGC Analyzer, will decrease to 0.01%.

Simultaneously, the simulation study showed that H0 rejection rate decreased to 0.1% when paired data were treated as non-paired, as illustrated in Figure 4. Thus, concerning the handling of paired data, it can be concluded that the discrepancies between the VGC Analyzer and OR-DBM MRMC noted in the reanalysis of real data is confirmed in the simulation study.

Comparing the evaluations by CI with the p-value calculations showed good agreement for the simulated studies, given a sufficient sample size (Figures 3a and 5b). Also, the tendency of decreased accuracy for generalized multiple-readers studies, including few observers, were similar for the two methods (Figure 5b and c). However, in simulated settings with more stable statistics (i.e. single-reader, fixed-reader or random-reader with large numbers of observers), the single-reader settings showed the two methods to diverge in opposite direction from the ideal 0.05 level for simulated studies, including few cases (Figures 3a, 5a and b), with an enhanced effect for paired data studies (Figure 4). On the other hand, in the multiple-readers, setting the p-value calculation continued to show a correct H0 rejection rate even for a low number of cases (Figure 5a).

For these settings, the bootstrapping showed a tendency to underestimate the CI (leading to a too high H0 rejection rate and a risk of committing Type I error). The reason for this divergence has not been thoroughly evaluated, although one possible source is the different resampling methods used in bootstrapping for CI and permutation for p-value. A suggested practical use of this effect in the analysis of results is that different results from CI and p-value calculations, in single-reader or fixed-reader settings, are indications of statistically unstable study set-ups. If, on the other hand, the two methods agree, the interpretation of the result is strengthened. As exemplified in Figure 5b and c, the adjacent action for the random-reader setting with few observers is to compare the random-reader results with the fixed-reader results, where a too large discrepancy between the analysis settings indicates a statistical instability within the observer group.

The original studies included in the previous evaluation study24 all used binormal curve fitting for the calculation of the AUCVGC, whereas in the comparison with OR-DBM MRMC in the present study, the trapezoid rule was used. As previously described in this paper, both curve fitting methods have been shown to have both advantages and disadvantages in terms of accuracy in the AUC value, CI and p-value. The outcomes in the previous evaluation study illustrated this effect, where the use of binormal curve fitting resulted in larger deviation of AUCVGC from 0.5 and wider CIs compared with the trapezoid rule. The resulting ability to discriminate the AUCVGC from 0.5 with the two types of curve fitting was, however, not possible to conclude in the reanalysis study performed in this work, as the truth was not known. In the simulation study, the use of binormal curve fitting for calculation of AUC showed, especially in studies including few cases, the method to be sensitive to statistically extreme outcomes. When few ratings are included, the probability of the binormal curve fitting algorithm to fail cannot be neglected. When this failure is detected, the VGC Analyzer will switch to trapezoid calculation. As the AUC value calculated by this method—in reference to AUC = 0.5—is in general underestimated compared with the calculation by binormal curve fitting, the use of two different methods for AUC calculation will in the end introduce a systematic broadening of the non-parametric AUC distribution. As the validity of the statistical analysis is dependent on the stability in the resampled AUC values and not on the absolute AUC value, this broadening of AUC distribution will result in a decreased detection probability of significant differences, as shown in Figure 3a. Furthermore, the binormal curve fitting method assumes that the distribution of ratings given can be fitted to two normal distributions on the same scale. According to Hanley(41), any distribution can be fitted to be normal distributed by scaling. However, if the two compared distributions need different scalings to be normally distributed, some form of compromise is needed. Also, practical experience has shown that given ratings from an image perception study will not always form a monotonic slope of the ROC curve and, in order to achieve credible AUC values, adjustments of data may be needed(44, 45). Accordingly, as
one aim of the VGC Analyzer is to present a reliable method with no assumption of the underlying distribution in the collected data, the trapezoid method was mainly used for the calculation of the AUC in the present evaluation of the software. For practical reasons, as previously described, the trapezoid method was also used in the comparison between VGC Analyzer and OR-DBM MRMC.

CONCLUSIONS
In the present study, VGC Analyzer has been compared with gold standard ROC methodology by reanalysis of visual grading data and is evaluated by performing simulation studies where the truth was assumed to be known. The reanalysis showed good agreement between VGC Analyzer and OR-DBM MRMC when analyzing non-paired data, especially for the fixed-reader setting. For the random-reader setting, the uncertainty increased for both analysis methods. When analyzing paired data, the VGC Analyzer indicated substantially smaller CI compared with the ROC data-intended OR-DBM MRMC, where a correct handling of paired visual grading data is not implemented. The effect of incorrect handling of paired data was verified by the simulation study. The simulation study also showed VGC Analyzer to give reliable results from studies with stable statistical basis and to be insusceptible to the assessment scale and distribution of ratings. However, for simulated studies where the number of cases or observers was low, the H₀ rejection accuracy decreased.

The take-home message of this evaluation is thus that for VGC studies where the statistical basis is stable, the statistical analysis by resampling will give reliable results, whereas with an unstable statistical basis, the analysis will enhance the weakness of the study. In single-reader or fixed-reader settings, an indication of the statistical basis of the study can be found by comparing the analysis results given by the VGC Analyzer for the two analysis methods (CI and p-value): if agreement, the statistical basis is likely to be stable; if disagreement, the statistical basis is likely to be unstable. A generalization to the population of observers should always be avoided when the observers are few. Here, a large discrepancy between the analysis results from the random-reader setting and the fixed-reader setting can give an indication of a statistical instability within the observer group.

ACKNOWLEDGEMENTS
The authors would like to acknowledge the authors of the previous VGC studies for making their study data available for reanalysis.

FUNDING
This work was supported by grants from the Swedish Research Council (2013-3477); the Swedish Radiation Safety Authority (2014-2641) and the Swedish state under the agreement between the Swedish government and the county councils, the ALF-agreement (ALFGBG-428961).

REFERENCES
1. Bäth, M. and Månnsson, L. G. Visual grading characteristics (VGC) analysis: a non-parametric rank-invariant statistical method for image quality evaluation. Br. J. Radiol. 80(951), 169–176 (2007).
2. Ludewig, E., Richter, A. and Frame, M. Diagnostic imaging – evaluating image quality using visual grading characteristic (VGC) analysis. Vet. Res. Commun. 34(5), 473–479 (2010).
3. Leander, P., Söderberg, M., Fält, T., Gunnarsson, M. and Albertsson, I. Post-processing image filtration enabling dose reduction in standard abdominal CT. Radiat. Prot. Dosimetry 139(1–3), 180–185 (2010).
4. Burmeister, H. P., Bälzter, P. A., Moslein, C., Bitter, T., Gudziol, H., Dietzel, M., Guntinas-Lichius, O. and Kaiser, W. A. Visual grading characteristics (VGC) analysis of diagnostic image quality for high resolution 3 tesla MRI volumetry of the olfactory bulb. Acad. Radiol. 18(5), 634–639 (2011).
5. Behrens, C. F., Andreasen, T. B., Lindberg, H., Buhl, S. K., Vestergaard, A., Elstrom, U. V. and Sjöström, D. Quantitative image quality evaluation of pelvic computed tomography-based imaging systems: a novel concept in radiotherapy. Acta Oncol. 52(7), 1579–1582 (2013).
6. Lang, K., Andersson, I. and Zackrisson, S. Breast cancer detection in digital breast tomosynthesis and digital mammography—a side-by-side review of discrepant cases. Br. J. Radiol. 87(1040), 20140080 (2014).
7. Zarb, F., Foley, S., Holm, S., Toomey, R., Evanoff, M. G. and Rainford, L. An investigation into CT radiation dose variations for head examinations on matched equipment. Radiat. Prot. Dosimetry 172(4), 466–474 (2016).
8. Saade, C., Chokr, J., Naffaa, L., Faraj, W., Shamseddine, A., Mukherji, D., El Sayegh, S., Assi, R. and Haydar, A. Reduced contrast volume and radiation dose during computed tomography of the pancreas: timing-specific contrast media protocol. Acad. Radiol. 26(4), 480–488 (2019).
9. Smidby, Ø. and Fredrikson, M. Visual grading regression: analysing data from visual grading experiments with regression models. Br. J. Radiol. 83(993), 767–775 (2010).
10. Keeble, C., Baxter, P. D., Gislason-Lee, A. J., Treadgold, L. A. and Davies, A. G. Methods for the analysis of ordinal response data in medical image quality assessment. Br. J. Radiol. 89(1063), 20160094 (2016).
11. Carlander, A., Hansson, J., Söderberg, J., Steneryd, K. and Bäth, M. Clinical evaluation of a dual-side readout technique computed radiography system in chest imaging. Acad. Radiol. 26(6), 744–752 (2019).
radiography of premature neonates. Acta Radiol. 49(4), 468–474 (2008).
12. Larsson, L., Båth, M., Engman, E. L. and Månsson, L. G. Harmonisation of the appearance of digital radiographs from different vendors by means of common external image processing. Radiat. Prot. Dosimetry 139(1–3), 92–97 (2010).
13. Osgood, G. M., Thawig, G. K., Hafezi-Nejad, N., Shakoor, D., Shaner, A., Yorkston, J. J., Zbijewski, B., Sieverdensen, J. H. and Demehri, S. Image quality of cone beam computed tomography for evaluation of extremity fractures in the presence of metal hardware: visual grading characteristics analysis. Br. J. Radiol. 90(1073), 20160539 (2017).
14. Hanley, J. A. and McNeil, B. J. A method of comparing the areas under receiver operating characteristic curves derived from the same cases. Radiology 148(3), 839–843 (1983).
15. Swets, J. A. and Picket, R. M. Evaluation of Diagnostic Systems: Methods from Signal Detection Theory. (New York: Academic Press) (1982).
16. Båth, M. and Hansson, J. VGC Analyzer: a software for statistical analysis of fully crossed multiple-reader multiple-case visual grading characteristics studies. Radiat. Prot. Dosimetry 169(1–4), 46–53 (2016).
17. Schmidt, D., Söderberg, M., Nilsson, M., Lindvall, H., Christoffersen, C. and Leander, P. Evaluation of image quality and radiation dose of abdominal dual-energy CT. Acta Radiol. 59(7), 845–852 (2018).
18. Lisson, C. G., Lisson, C. S., Kleiner, S., Regier, M., Beer, M. and Schmidt, S. A. Iterative scatter correction for grid-less skeletal radiography allows improved image quality equal to an antiscatter grid in adjunct with dose reduction: a visual grading study of 20 body donors. Acta Radiol. 60(6), 735–741 (2018).
19. Söderman, C., Johnsson, A. A., Vikgren, J., Nørlund, R. R., Molnar, D., Mirzai, M., Svalkvist, A., Månsson, L. G. and Båth, M. Detection of pulmonary nodules growth with chest tomosynthesis: a human observer study using simulated nodules. Acad. Radiol. 26(4), 508–518 (2019).
20. Aurumskjöld, M. L., Söderberg, M., Stållhammar, F., von Steyn, K. V., Tingberg, A. and Ydström, K. Evaluation of an iterative model-based reconstruction of pediatric abdominal CT with regard to image quality and radiation dose. Acta Radiol. 59(6), 740–747 (2018).
21. Jadidi, M., Båth, M. and Nyren, S. Dependency of image quality on acquisition protocol and image processing in chest tomosynthesis – a visual grading study based on clinical data. Br. J. Radiol. 91(1087), 20170683 (2018).
22. Krammer, J., Zolotarev, S., Hillman, I., Karalis, K., Stepankou, D., Vengrinovich, V., Hesser, J. and Svahn, T. M. Evaluation of a new image reconstruction method for digital breast tomosynthesis: effects on the visibility of breast lesions and breast density. Br. J. Radiol. 92(1103), 20190345 (2019).
23. Tavakoli Tabar, S. et al. Propagation-based phase-contrast CT of the breast demonstrates higher quality than conventional absorption-based CT even at lower radiation dose. Acad. Radiol. 28(1), e20–e26 (2021).
24. Hansson, J., Månsson, L. G. and Båth, M. The validity of using ROC software for analysing visual grading characteristics data: an investigation based on the novel software VGC Analyzer. Radiat. Prot. Dosimetry 169(1–4), 54–59 (2016).
25. Efron, B. and Tibshirani, R. Bootstrap methods for standard errors, confidence intervals, and other measures of statistical accuracy. Statist Sci. 1(1), 54–75 (1986).
26. Efron, B. Better bootstrap confidence intervals. J. Am. Stat. Assoc. 82(397), 171–185 (1987).
27. Efron, B. Bootstrap confidence intervals: good or bad? Psychol. Bull. 104(2), 293–296 (1988).
28. Efron, B. Second thoughts on the bootstrap. Statist Sci. 18(2), 135–140 (2003).
29. Schartz, K. Medical Image Perception Laboratory. (IA, USA: The University of Iowa) http://perception.radiology.uiowa.edu/, Accessed May 14, (2019).
30. Zachrisson, S., Hansson, J., Cederblad, A., Geterud, K. and Båth, M. Optimisation of tube voltage for conventional urography using a Gd2O2S:Tb flat panel detector. Radiat. Prot. Dosimetry 139(1–3), 86–91 (2010).
31. Carlander, A., Hansson, J., Söderberg, J., Steneryd, K. and Båth, M. The effect of radiation dose reduction on clinical image quality in chest radiography of premature neonates using a dual-side readout technique computed radiography system. Radiat. Prot. Dosimetry 139(1–3), 275–280 (2010).
32. Metz, C. E. Metz ROC Software. (IL, USA: The University of Chicago) http://metz roc.uchicago.edu/MetzROC/, Accessed May 14, (2019).
33. Dorfman, D. D., Berbaum, K. S. and Metz, C. E. Receiver operating characteristic rating evaluation. Generalization to the population of readers and patients with the jackknife method. Invest. Radiol. 27(9), 723–731 (1992).
34. Obuchowski, N. A. and Rockette, H. E. Hypothesis testing of diagnostic accuracy for multiple readers and multiple tests - an anova approach with dependent observations. Commun Stat Simulat. 24(2), 285–308 (1995).
35. Hillis, S. L. A comparison of denominator degrees of freedom methods for multiple observer ROC analysis. Stat. Med. 26(3), 596–619 (2007).
36. Hillis, S. L., Berbaum, K. S. and Metz, C. E. Recent developments in the Dorfman-Berbaum-Metz procedure for multireader ROC study analysis. Acad. Radiol. 15(5), 647–661 (2008).
37. Hillis, S. L., Obuchowski, N. A., Schartz, K. M. and Berbaum, K. S. A comparison of the Dorfman-Berbaum-Metz and Obuchowski-Rockette methods for receiver operating characteristic (ROC) data. Stat. Med. 24(10), 1579–1607 (2005).
38. Roe, C. A. and Metz, C. E. Dorfman-Berbaum-Metz method for statistical analysis of multireader, multimodality receiver operating characteristic data: validation with computer simulation. Acad. Radiol. 4(4), 298–303 (1997).
39. Dorfman, D. D., Berbaum, K. S. and Lenth, R. V. Multireader, multirater operating characteristic methodology: a bootstrap analysis. Acad. Radiol. 2(7), 626–633 (1995).
40. Samuelson, F. W. and Wagner, R. F. Bootstrapped MRMC confidence intervals. P Soc Photo-Opt Ins. 5749, 15–20 (2005).
41. Chakraborty, D. P. Prediction accuracy of a sample-size estimation method for ROC studies. Acad. Radiol. 17(5), 628–638 (2010).
42. Burger, M. and Curtin, J. J. Linear mixed-effects models and the analysis of nonindependent data: a unified framework to analyze categorical and continuous independent variables that vary within-subjects and/or within-items. Psychol. Methods 23(3), 389–411 (2018).

43. Hanley, J. A. The use of the ‘binormal’ model for parametric ROC analysis of quantitative diagnostic tests. Stat. Med. 15(14), 1575–1585 (1996).

44. Metz, C. E. ROC analysis in medical imaging: a tutorial review of the literature. Radiol. Phys. Technol. 1(1), 2–12 (2008).

45. Pan, X. and Metz, C. E. The “proper” binormal model: parametric receiver operating characteristic curve estimation with degenerate data. Acad. Radiol. 4(5), 380–389 (1997).