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ABSTRACT

Rapid changes are occurring in our global ecosystem, and stresses on human well-being, such as climate regulation and food production, are increasing, soil is a critical component of agriculture. The project aims to use Data Mining (DM) classification techniques to predict soil data. Analysis DM classification strategies such as k-Nearest-Neighbors (k-NN), Random-Forest (RF), Decision-Tree (DT) and Naïve-Bayes (NB) are used to predict soil type. These classifier algorithms are used to extract information from soil data. The main purpose of using these classifiers is to find the optimal machine learning classifier in the soil classification. in this paper we are applying some algorithms of DM and machine learning on the data set that we collected by using Weka program, then we compare the experimental result with other papers that worked like our work. According to the experimental results, the highest accuracy is k-NN has of 84 % when compared to the NB (69.23%), DT and RF (53.85 %). As a result, it outperforms the other classifiers. The findings imply that k-NN could be useful for accurate soil type classification in the agricultural domain.
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1. INTRODUCTION

Data mining has been used to analyze massive data sets to create classification and patterns. Individuals will reliably anticipate the methods used to evoke substantial information. In the world of agriculture, DM is a complex technology to learn. DM is now used in agriculture for soil classification, wasteland control, and field and pest management [1,2]. In agriculture, we evaluated the affiliation rules of affiliation methods in DM and applied them to soil science to anticipate major relations and provide association rules to various soil types [3]. Agriculture factors such as irrigation, temperature, soil type, pesticides, and fertilizers play a major role in growing output. The primary purpose of agriculture is to grow crops. Crop cultivation is dependent on the quality and nutrients of the soil, and growing land cultivation results in a lack of supplements present in the soil. Soil is very important in crop cultivation. Plants, plants, minerals, and living creatures all benefit from it. Any of this contributes to soil quality management [4,5].

The most challenging aspect of DM is classification. Classification is a machine learning-based DM technique for classifying data items in a dataset into a series of predefined groups. It aids in the discovery of differences between objects and ideas. It also gives you the knowledge you need to analyze comprehensively [6,7]. Classification is a DM technique that analyzes a specified dataset and assigns each instance to a particular class with the least amount of classification error. It is used to derive models from a dataset that correctly describe key data groups. It takes two steps to classify something [8,9,10]. In the first stage, a classification algorithm is applied to the training data set to construct the model, and the derived model is then evaluated against a predefined reference dataset in the second step to assess the model's trained performance and accuracy. As a consequence, classification refers to the method of applying a class label to a dataset that does not yet have a class label [11,12].

Soil is a diverse, nonrenewable, and vital natural resource for agricultural development. It gives plants essential elements such as minerals, water, and air, which assist in their physical production, strong growth, survival, and flourishing. Fertile soil is indeed a good foundation for growing stable and nutritious crops [13]. It performs a variety of productive functions while causing no deterioration or harm to the environment [14]. Soil fertility is specifically affected by its intrinsic physical, physiological, biological, and mineralogical properties [15]. As previously reported, the measurement and assessment of soil properties are normally performed by chemical examination of manually collected soil samples. Since the technique is complex and time-consuming, methods for assessing or estimating some of the properties utilizing previously specified features are needed. The soil must first be divided into distinct homogeneous classes before it can be defined. Without a proper rating, soil analysis is equivalent to conducting field experiments with green plants or laboratory experiments with the bare minimum of soil elements [16]. As a consequence, soil classification has been an essential aspect of soil science.

The classification method divides the soil data into separate groups based on certain predefined criteria. It also oversees the formal classification of soils based on distinct characteristics, as well as the parameters that describe the choices and options [13,17]. Furthermore, it assists in predicting the action and ability of the land for crop production, soil reduction mitigating environmental degradation, and increasing productivity. The description of soil increases information, comprehension, and coordination [18,19]. The implementation of a classification model that classifies soils based on soil properties as health indicators will increase fertilizer use and farmland reuse for different crop types.

This paper discussed four DM algorithms for the classification of soil data: DT, NB, K-NN, and RF algorithm. The WEKA environment was used to apply these techniques to the collected soil data [20] and the results were compared and analyzed.

2. LITERATURE REVIEW

In recent years, various researchers have used DM techniques in agriculture. The following is a study of the usage of various DM techniques in the field of soil classification analysis over the last few years.

Sorokin et al., 2021 [21] proposed a framework for grouping "black soils" from US, Russian, and international datasets in the space of principal components to better understand if these soils constitute a distinct category. They concluded
that "black soils" are roughly classified as belonging to the Mollisol Order in the US Soil Taxonomy, but that they can also contain some other soils with dark topsoil. They believe that the concept of "black soil" should be wide, with no hard and fast laws. But for a few soils with shallow depths to hardpan or permafrost, the results revealed that the Great Groups of the Mollisol Order in the US Soil Taxonomy had short taxonomic distances within the order. Dark-colored Vertisols and Andisols have been shown to be different from Mollisols and other associated soils found in similar environments, mostly under grasslands. Because of the special properties, potential applications, and maintenance of these soils, they suggest splitting Vertisols and Andisols from the "black soils" cluster. Despite the fact that the properties of the Soil Taxonomy's Vertisols and Mollisols were completely different, the WRB Vertisol Reference group and Russian dark-humus compact soils fit well with the Mollisols cluster, likely due to the different meaning of Vertisols in the studied scheme.

Motia & Reddy, [13] proposed the Ensemble Classifier (EC) outperformed common classifiers such as DT, KNN, and NB in terms of accuracy. For agricultural soils study. Using a publicly accessible agricultural soil dataset, precision of three well-known classification models is compared in this study: k-Nearest-Neighbor (k-NN), Naïve-Bayes (NB), and Decision-Tree (DT). Following the investigation, an Ensemble Classifier (EC) is proposed, which combines the three classifiers previously described. EC has the highest accuracy of 84 percent, as opposed to k-NN (73.56 %), DT (80.84 %), and NB (72.90 %). As a result, it outperforms the other classifiers. The findings suggest that EC may be advantageous for accurately classifying soil types in the agricultural domain.

Bouayad et al. [22] presented a system for soil classification utilizing several cone penetration tests based on the Gaussian mixture (GM) method (CPT). In contrast to hard clustering, the GM model classifies CPT data by treating the probability density function of the measured variables as a mixture of multivariate normal distributions. To determine the optimal number of clusters, a GM model-based expectation maximization (EM) algorithm with a Bayesian information criterion (BIC) is built. Six real CPT data sets from the Dunkerque site in northern France are used. The classification findings are related to the conventional CPT description using the non-normalized soil activity form (SBT) index and the Robertson map. The findings demonstrate that the GM model is capable of reliably identifying soil layers. Additionally, combining all CPTs, rather than considering them individually, can boost soil layer identification by taking into account all relevant site details.

Murugesan & Radha, [23] proposed a novel classification algorithm for effectively classifying soil data that combines attribute category rank with filter-based instance selection. Experiments were conducted using soil data from the Pollachi area in Coimbatore district, Tamil Nadu state, India, which is a common marketplace for a variety of grains, vegetables, and fruits. The proposed model's classification accuracy is also compared to that of other classification models. The proposed model has a higher accuracy rate for soil data, according to the results review. By selecting the instances, they can define the significant attribute category for classifying the soil data using attribute group rank. The proposed model has better classification accuracy than many other current classifiers under review, according to the experimental research. In classifying the soil data of the Pollachi area, the proposed model has 91.2 percent accuracy, 94.4 percent precision, and 94.3 percent recall. The focus of future research will be on analyzing the soil types in and around Coimbatore. Furthermore, in the future, crop prediction for specific soil types, as well as weather and climatic conditions, will be needed, which is critical for increasing agricultural productivity.

Pandith et al. [24] suggested five supervised machine learning strategies that were applied to the collected data: Naive-Bayes, k-Nearest-Neighbor (KNN), Multinomial Logistic Regression, Random-Forest, and Artificial-Neural-Network (ANN). Five criteria, namely consistency, memory, precision, specificity, and f-score, were evaluated to determine the success of each technique under review. Experiments have been conducted to determine the most accurate methodology for predicting mustard crop yields. All of the ML methods under investigation may be used to estimate crop yields, according to the findings of the experiments. The highest accuracy was predicted by KNN and random forest (88.67 % and 94.13 %, respectively), whereas the lowest accuracy was predicted by Nave Bayes (72.33 percent). In terms of accuracy, the maximum
value expected by ANN was 99.94 percent, while the lowest value predicted by Logistic regression was 24.17%. But for Naive Bayes, all of the classifiers studied expected recall values of over 90%. It says that Naive Bayes had the maximum false negative rate, whereas Logistic regression had the lowest real negative rate. With specificities of 99.78 percent and 80.72 percent, respectively, and f-scores of 0.9976 and 0.8405, ANN and KNN recorded the highest specificity and f-score.

Ahmed, n.d [25] discussed the DT with Bayesian Model in soil prediction and soil classification. Soil classification has been analyzed using various algorithms such as K-Nearest Neighbor, Support Vector Machine, and DT, as well as a proposed Bayesian approach to DT Algorithm. A comparative analysis of various classification algorithms was presented, along with the proposed algorithm. The Bayesian approach to the DT Algorithm aids in the classification of soil types more accurately than the existing Algorithms KNN, SVM, and DT was chosen for this research paper. Finally, the proposed Bayesian approach to the DT Algorithm outperforms the other three existing algorithms for soil type classification: K-Nearest Neighbor, Support Vector Machine, and DT.

N. Saranya et al.,[7] proposed a method of clustering and predicting the type of crop that can be cultivated in that particular type of soil according to the soil nutrients and micro-nutrients. Machine training algorithms such as k-NN, SVM, Bagged Tree, and logistical regression are used. Several different types of maker training algorithms. Various algorithms are used in machine learning to categorize the soil type. A suitable crop is recommended for a particular soil type. From the test results, SVM was shown to be as accurate as possible. The accuracy of the classification is 96%.

Barman & Choudhury [26] used a linear kernel function and multi-SVM to distinguish soil photographs. The photos were taken with an Android phone camera in the West Guwahati region. Except for loamy fine sand, loamy sand, and silty mud, the three-class classifier and multi-class classifier work well on the actual dataset. Previously, the soil texture was calculated using the conventional hydrometer system and USDA triangle, which is a time-consuming and labor-intensive procedure. For the percentage measurement of sand, silt, and mud, a basic hydrometer test requires at least 24 hours. The suggested scheme, on the other hand, is more precise and requires less time to identify the soil. With the aid of a support vector machine and an android Smartphone, it provides a fast and accurate result for soil classification. The suggested system has an overall precision of 91.37 percent for all soil tests, which is almost identical to the US Department of Agriculture’s soil classification. Jahan [27] proposed three algorithms, including Naive Bayes, zeroR, and stacking, are projected. When compared to the other two classifiers, the Naive Bayes classification algorithm performs better on this dataset and correctly classifies the greatest number of instances. In the soil dataset, 50 instances and 8 attributes were used. They talked about soil in various Indian states, including its properties and fertility. For soil classification, they used three classification algorithms: zeroR, stacking, and naive bayes. For this soil data set, the Naive Bayes classifier performs well. When comparing these three algorithms zeroR, stacking produced the best results.

Arooj et al. [28] presented data mining study possibilities for soil classification utilizing well-known classification algorithms such as J48, OneR, BF Tree, and Naive Bayes. The experiment was carried out on data from the Kasur district of Pakistan. They discovered that the efficacy and reliability of forecasts can be determined by a comparative study of these algorithms with varying levels of precision. However, a greater understanding of soil groups will help farmers maximize production, reduce their reliance on fertilizers, and develop better predictive rules for recommending increased output. the outcomes of different classifiers The important result comes from the Naive Bayes classifier, which has 97.63 % performance, 0.977 precision, and 0.9776 recall. The percentage of correctly identified instances in research data samples is shown by the accuracy scale. In the other hand, the J48 result does not have a significant benefit due to its accuracy of 80.92 %, precision of 0.738, and recall of 0.750. Furthermore, the precision of OneR and BF Tree results was 91.97 % and 77.03 %, respectively. OneR has a precision of 0.846 and a recall of 0.92, while BF Tree has a precision of 0.738 and a recall of 0.750, which is somewhat smaller.
3. CLASSIFICATION OF SOIL

Soil classification is the formal categorization of soils focused on distinguishing characteristics as well as criteria that govern consumption choices. Beginning with the system's framework and advancing to class descriptions and field implementation, soil classification is a complex matter. Soil classification can be viewed from two perspectives: substance and resource [27,4].

The Unified Soil Classification System (USCS) is the most widely used engineering classification system for soils [29]. The USCS classifies soils into three types: coarse-grained soils (such as sands and gravels), fine-grained soils (such as silts and clays), and highly organic soils (referred to as "peat"). For clarity, the USCS splits the three major soil classes into subgroups. Color, in-situ moisture content, in-situ weight, and slightly more detail about the material properties of the soil will be included in a full geotechnical engineering soil specification [30].

4. DATA SOURCE AND PARTICULARS SOIL DATASET

Soil data was collected from Soil Science Department, Ahmadu Bello University, Zaria. The data contains 400 soil samples from the North West zone of Nigeria. The soil extracted data used in the related studies included moisture content, liquid limit, clay content, plastic index, plastic limit, and consistency index [31,20]. This dataset has 13 attributes: CY, SN, SL, PH, CaCl2, OC, N, Ca, P, Mg, K, Na, and EC. Table 1 displays the attribute description, and Table 2 displays the dataset samples with their corresponding percentages of the attributes in Table 1.

| Feature | Particulars                                      |
|---------|--------------------------------------------------|
| CY      | Clay Content of the soil (%)                     |
| SL      | Salinity Of the soil (%)                         |
| SN      | Quantity Of sand of the soil (%)                 |
| PH      | PH value of the soil (ppm)                       |
| CaCl2   | Calcium Chloride content of the soil(ppm)        |
| OC      | Organic Carbon (ppm)                             |
| N       | Nitrogen Content Of the soil (ppm)               |
| P       | Phosphorus Content of the soil (ppm)             |
| Ca      | Calcium Content of the soil (ppm)                |
| Mg      | Magnesium content of the soil (ppm)              |
| K       | Potassium content of the soil (ppm)              |
| Na      | Sodium content of the soil (ppm)                 |
| EC      | Electrical conductivity of the soil (ppm)        |

| sample | CY | SL | SN | PH | CaCl2 | OC | N | P | Ca | Mg | K | Na | EC |
|--------|----|----|----|----|-------|----|---|---|----|----|---|----|----|
| 1      | 9  | 38 | 53 | 6.2| 5.6   | 0.41| 0.07| 2.8| 1.92| 0.4 | 0.19| 1.3 | 4.8 |
| 2      | 9  | 28 | 63 | 6.8| 5.7   | 0.34| 0.07| 3.33| 2.08| 0.4 | 0.14| 0.96 | 4.2 |
| 3      | 17 | 44 | 39 | 6.6| 5.6   | 0.54| 0.14| 2.63| 2.16| 0.46| 0.12| 1.3  | 6.7 |
| 4      | 17 | 40 | 43 | 6.2| 5.5   | 0.6 | 0.07| 2.9 | 2.83| 0.83| 0.09| 0.17 | 5.3 |
| 5      | 15 | 38 | 47 | 6.4| 5.8   | 0.43| 0.07| 5.08| 7.75| 4.4  | 0.19| 0.35 | 14.4|
| 6      | 21 | 42 | 37 | 6.3| 5.4   | 0.34| 0.07| 2.98| 2   | 0.34| 0.87 | 4.6 |
| 7      | 9  | 42 | 49 | 6.5| 5.5   | 0.47| 0.14| 3.68| 1.67| 0.82| 0.05| 0.96 | 4   |
| 8      | 7  | 14 | 79 | 6.7| 5.7   | 0.36| 0.07| 4.03| 2.46| 0.2  | 0.2  | 1.3  | 5.4 |
| 9      | 9  | 20 | 71 | 6.5| 5.8   | 0.41| 0.14| 5.95| 2   | 0.6  | 0.34 | 1.3  | 4.8 |
| 10     | 11 | 46 | 43 | 6.6| 5.9   | 0.73| 0.14| 3.85| 2.78| 0.8  | 0.07| 2.17 | 6.3 |
5. AGRICULTURAL DATA MINING

DM is important for learning about agricultural topics like soil productivity, yield estimation, and soil erosion. Soil prediction is useful for crop management and soil remediation. The aim of classification algorithms is to find rules that divide data into disjoint classes. A classification method produces a series of classification principles that can be used to categorize new data in the future [32]. The sections that follow explain classification algorithms such as the Logistic Regression classifier, the Naive Bayes classifier, the J48 DT classifier, and the K-Nearest Neighbors classifier [33].

Though lazy learning methods are in general are a high demand because of their cognitive strain on the learning mechanisms, the DT, NB, RF, and KNN's strong suit is that it only uses basic computer-based methods with little effort. Classification and regression issues are supported by this tool. When making a forecast, it holds all of the training examples as well as the target and searches through the entire dataset to find k points that are most close to the training point. Thus, there is no other dataset to work with, but the training dataset, which only returns results from queries of the raw dataset. These particular methods would not use any mathematical functions to identify a goal variable that has been pre-defined beforehand. A comparison dataset is used to find soils with matching characteristics; in other words, for soils that have a known counterpart is defined on the elements being queried, the results are scanned. Based on field-case research, it seems that the effectiveness of the procedure relies on the ‘largely’ on the ‘lots of like’ (similar) soils.

5.1 Naive Bayes

The Bayes theorem underpins the Naive Bayes algorithm, which states that every pair of features is autonomous. Naive Bayes classifiers are useful in a variety of real-world applications, including document sorting and spam filtering. This algorithm only needs a small amount of training data to estimate the necessary parameters. When compared to more sophisticated methods, Naive Bayes classifiers are extremely fast. Naive Bayes is notorious for being a poor estimator [33]. A Naive Bayes classifier is a machine learning classifier that belongs to a family of basic probabilistic classification techniques. It is founded on the Bayes theorem with characteristics of freedom. The likelihood of a given instance is used to approximate each class mark. Just a limited amount of training data is required to predict the class mark required for classification [34].

5.2 J48 Decision Tree

A decision tree produces a set of rules that can be used to characterize data given a set of attributes and their groups. Advantages: Decision Tree is easy to comprehend and interpret, needs minimal data processing, and can accommodate both numerical and categorical data. Decision trees may produce dynamic trees that are difficult to generalize, and they can be unreliable since minor changes in the data can result in the generation of an entirely different tree [35,33,36]. J48 is a viaion for (C4.5) in Weka, the J48 algorithm is a classification-decision tree algorithm that is significantly adapted from C4.5. It has the ability to choose the exam that will have the most detail. Ross Quinlan came up with the idea for this algorithm [37]. A mathematical classifier is another name for C4.5. J48 estimates the dependent variable based on the data available. It creates a tree dependent on the training data's attribute values. This categorizes data using the function of data instances that are claimed to have gained knowledge. The pruning principle is used to establish the value of error tolerance [38,39].

5.3 Random Forest

The RF algorithm is a learning algorithm that is supervised. As shown in Fig. 1, RF constructs multiple DTs and merges them to produce a more stable and accurate prediction [40]. While splitting any node, RF looks for the most important parameter among all and then searches for the best among the subset of random features. For the splitting of a node, this algorithm takes only selective features into account [41,42]. The trees can be made more random by using random feature set thresholds rather than searching for the best possible thresholds [43].

5.4 K-Nearest Neighbors

Neighbors-based classification is a form of lazy learning in which it stores instances of the training data rather than trying to construct a general internal model. To define a point, its k closest neighbors must vote by simple majority. This algorithm is simple to use, tolerant of noisy training data, and effective when working with
massive quantities of data. The value of K must be calculated, and the computing expense is large since each instance must be separated from all of the training samples [44].

6. WEKA TOOLS

Weka is a collection of data mining machine learning algorithms. Waikato Environment for Knowledge Learning is the acronym for Waikato Environment for Knowledge Learning. The University of Waikato in New Zealand established it. Pre-processing, regression, sorting, clustering, visualization, and correlation rules are all supported by Weka [8,45]. The Weka workflow are after collections the data in the [20] inserted the excel sheet next change the format to the scv after that opining the Wika program then select the file that chnged format to scv next chose the clasifecation tab after indicate the algorithm that use to analising data fainaly displaed the result.

7. EXPERIMENTS RESULT AND DISCUSSION

Based on the training data collection, the weighted average of the True Positive Rate of the K-NN classifier is 0.848. When the Naive Bayes, DT, and RF TP Rates are 0.692, 0.538, and 0.538, respectively, it suggests a low level. As a result, the data collection was automatically labeled in a higher context by the K-NN classifier. Table 3 shows the detailed accuracy of soil properties.

Table 3. Weighted average detailed accuracy of classifiers

| Classify | TP Rate | FP Rate | Accuracy | Recall | F Measure | MCC | ROC Area | PRC Area |
|----------|---------|---------|----------|--------|-----------|-----|----------|----------|
| NB       | 0.692   | 0.11    | 0.628    | 0.692  | 0.649     | 0.56| 0.767    | 0.714    |
| kNN      | 0.848   | 0.048   | 0.846    | 0.846  | 0.846     | 0.798| 0.862    | 0.773    |
| DT       | 0.538   | 0.104   | 0.615    | 0.538  | 0.573     | 0.457| 0.836    | 0.672    |
| RF       | 0.538   | 0.186   | 0.548    | 0.538  | 0.501     | 0.390| 0.890    | 0.750    |
The classifiers are evaluated comparatively in Table 4. As compared to the other algorithms, k-NN worked best in classification, and the Kappa Statistic value in k-NN algorithm is closest to 1.00.

Fig. 3 shows the amount of Mean Absolute Error classified instances: Here, maximum instances have been classified by RF.

The high prediction precision in the K-NN algorithm is given in Fig. 4. In contrast to K-NN and Naive Bayes, DT and RF algorithms are less reliable.

Study results indicate that the algorithm's performance is not guided by either variable. One of the shortcomings of the method is that large values which fall beyond the optimum ranges, which causes inaccuracy in estimations to exist. Design parameters are set with regard to the size of the reference dataset; however, the optimum design settings rely on the dataset creation. KNN, RF, DT, and NB models are associated with a higher variance of prediction since they use a larger number of input variables.

In the Table 5 Comparison among that algorithm that used in this paper with the algorithm that used in same previse work based on Wika analysis, in proposed work used 10 sample of soil dataset but inthe [24] used 5000 dataset, [26] used 50 image, and experiments on the k-NN accuracy of the proposed work compared to [24] increased 11.05, but compared to [13] 4.06 decreased. Also experiments on the NB accuracy of the proposed work compared to [13,24,28] 5.67, 3.1, 28.4 decreased.

Table 4. Analysis of classifiers in comparison

| Classifier            | NB   | k-NN | DT   | RF   |
|-----------------------|------|------|------|------|
| Correctly-Classified- |      |      |      |      |
| Instances             | 9    | 11   | 7    | 7    |
| Incorrectly-Classified-|      |      |      |      |
| Instances             | 4    | 2    | 6    | 6    |
| Kappa-Statistic       | 0.563| 0.7833| 0.3659| 0.3333|
| Accuracy              | 69.2308% | 84.6154%| 53.8462%| 53.8462%|
| Mean-Absolute-Error   | 0.1515| 0.1085| 0.1795| 0.2718|
Table 5. Comparison proposed Results for Soil Classification with previous studies

| Ref.                      | Data size | Algorithms                        | Accuracy  |
|---------------------------|-----------|-----------------------------------|-----------|
| Pandith et al., 2020 [24] | 5000      | NB                               | 72.33%    |
|                           |           | Multinomial-Logistic-Regression  | 80.24%    |
|                           |           | RF                               | 94.13%    |
|                           |           | k-NN                             | 88.67%    |
|                           |           | Artificial-Neural-Network (ANN)   | 76.86%    |
| Barman &Choudhury, 2020 [26] | 50 images | multi SVM                        | 91.37%    |
| N. Saranya et al., 2020 [7] | -        | K-NN                             | 96%       |
|                           |           | Bagged Tree                      |           |
|                           |           | SVM                              |           |
|                           |           | logistical regression            |           |
| Motia& Reddy, 2021 [13]   | 60        | NB                               | 72.90%    |
|                           |           | k-NN                             | 73.56%    |
|                           |           | DT                               | 80.84%    |
|                           |           | Ensemble-Classifier(EC)          | 84%       |
| Arooj et al., 2018 [28]   | 800       | OneR                             | 91.97%    |
|                           |           | J48                              | 80.92%    |
|                           |           | NB                               | 97.63%    |
|                           |           | BF Tree                          | 77.03%    |
| Murugesan and Radha, 2020 [23] | 3266 samples | Multi classification      | 91.2%     |
| Rahman et al., 2018 [46]  | 438       | Gaussian-SVM                     | 94.95     |
|                           |           | Weighted-k-NN                    | 92.93     |
|                           |           | Bagged-trees                     | 90.91     |
| Proposed Work             | 10 sample | NB                               | 69.23%    |
|                           |           | k-NN                             | 84.61%    |
|                           |           | DT                               | 53.84%    |
|                           |           | RF                               | 53.84%    |

Consequently, class limitations are typically elected subjectively by granting. Because these are not uniform across groups, classes, the default for the project is granting an assumption of ambiguity as to an intermediate. Scale and creating eminence maps for a given category that are uncertain in varying degrees of exactitude. Soil is difficult when it comes to data mining. mechanical recognition of spatial details adds to the difficulty of developing information that is seen through the advent of highly variable geometries and the usefulness of spatial databases. In order to extend the limits on obtainable dirt, this study has to do the following limitations: It's also possible that current traditional soil analysis approaches do not provide accurate classifications of soil activity since the technology of soils is restricted. Then, avoid the prediction errors of soil; hence, classifiers that are not flexible in soil classification should not be used. The process is much more complex to apply because of the additional computing costs involved. When using traditional soil sampling and determination techniques are used, efficiency and precision are decreased. The decrease in productivity in soil data mining techniques led to a substantial reduction in agriculture. There is a big problem with the present soil classification method's usage of soil samples: it creates delays due to the drying phase. Data that is related to the local to the current database or unique to a specific device or other consumer either be expanded in a separate reference database without distorting other databases or having any major effects on them. Additionally, we suggest conducting more research on this technique's potential to predict soil properties.

8. CONCLUSION

The goal of a classification algorithm is to create a method that correctly classifies data using the training data set. The soil is the most important aspect of agriculture. The classification of soils based on the nutrients found in the soil, such as
potassium, nitrogen, sulphur, phosphorus, iron, zinc, manganese, boron, and copper, as well as its physical properties, such as pH, organic carbon, and electric conductivity, is extremely useful for increasing agricultural production. In this paper, comparing of four algorithms such as NB, K-NN, DT, and RF is discussed in this article. In comparison to the other four, the K-NN classification algorithm produces a better result for this dataset, correctly classifying the full number of instances. To forecast soil features, K-NN can be suggested. Also, previous experiments were related to the proposed findings for soil classification.
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