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Abstract

We propose a new class of phase field models coupled to viscoelasticity with large deformations, obtained from a diffuse interface mixture model composed by a phase with elastic properties and a liquid phase. The model is formulated in the Eulerian configuration and it is derived by imposing the mass balance for the mixture components and the momentum balance that comes from a generalized form of the principle of virtual powers. The latter considers the presence of a system of microforces and microstresses associated to the microscopic interactions between the mixture’s constituents together with a system of macroforces and macrostresses associated to their viscoelastic behavior, taking into account also the friction between the phases. The free energy density of the system is given as the sum of a Cahn–Hilliard term and an elastic polyconvex term, with a coupling between the phase field variable and the elastic deformation gradient in the elastic contribution. General constitutive assumptions complying with a mechanical version of the second law of thermodynamics in isothermal situations are taken. We study the global existence of a weak solution for a simplified and regularized version of the general model, which considers an incompressible elastic free energy of Neo–Hookean type with elastic coefficients depending on the phase field variable. The regularization is properly designed to deal with the coupling between the phase field variable and the elastic deformation gradient in the elastic energy density. The analysis is made both in two and three space dimensions.
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1 Introduction

In recent years, mathematical models based on the phase field approach which describe the phase separation phenomena for multicomponent materials in presence of elastic interactions between the materials constituents have been proposed and analyzed, starting from the works [7, 15, 20, 21]. The dynamics for these materials is characterized, on short time scales, by...
spinodal decomposition and phase separation, where a microstructure of domains of separated phases is formed driven by the microscopic interactions between the individual components. On large time scales, the domains coarsen and grow driven by their interfacial energy and by the elastic properties of the constituents. These models, which take the form of modified Cahn–Hilliard equations coupled with viscoelastic systems, may find applications in describing the evolution of soft matter materials, e.g. in tumor growth dynamics \cite{25} and in polymeric soft gel dynamics \cite{12}.

The major modeling challenge in this framework is to combine the balance equations associated to the dynamics of the phase field variables, which are naturally formulated in the Eulerian configuration, with the constitutive assumptions for elasticity, which are typically formulated in the Lagrangian configuration. This issue is typically overcome by formulating the models in the small-strain setting, or by rephrasing the phase field dynamics in the Lagrangian configuration. In \cite{27}, a unified framework for the derivation of Cahn–Hilliard type equations coupled with elasticity is developed, based on standard force and momentum balances for elastic deformations and on balance laws for mass and microforces, given constitutive assumptions consistent with a mechanical version of the second law of thermodynamics. The balance laws and the constitutive assumptions in \cite{27} are formulated in a fixed reference configuration, assuming an infinitesimal elastic deformation and neglecting inertia effects. A similar approach is carried out in \cite{7, 20, 21, 25, 29, 33}, where a Cahn–Hilliard equation coupled with infinitesimal elasticity is introduced and analyzed. In these latter studies, the models are derived from a multiphasic mixture. In all the aforementioned works, the elasticity tensor and the elastic coefficients depend on the phase field variables. This coupling between the phase field variables and the elastic deformations is an important feature of the model, which eventually may describe the different elastic properties of each constituent of the mixtures.

Another possibility is to formulate both the phase field and the elasticity governing equations in the Eulerian reference configuration, employing the change of variables from the Lagrangian to the Eulerian configuration in the finite elasticity constitutive assumptions. In this framework, the main state variable for elasticity is the velocity field, and the deformation gradient, entering in the elasticity constitutive assumptions, is determined solving a transport equation in terms of the velocity and the velocity gradient. This modeling approach is employed e.g. in \cite{6}, which studies a problem in magnetoelasticity, and in \cite{12}, which studies a Cahn–Hilliard model coupled with viscoelasticity for a non–Newtonian mixture with a polymeric fluid component. In both the aforementioned works, the coupling between the phase field variable and the elastic deformation gradient in the elasticity constitutive assumptions is not taken into account.

As for the analysis of the evolutionary problems defined by phase field models coupled with elasticity, we list the following results obtained in the aforementioned literature. In \cite{7}, existence and uniqueness results for solutions of a Cahn–Hilliard problem coupled with linear elasticity are obtained, while in \cite{25} existence, uniqueness and regularity results are proved for solutions of a tumor growth model consisting of a Cahn–Hilliard model coupled with linear elasticity and growth. For what concerns the problem with nonlinear finite elasticity, in \cite{6} the existence of a global in time weak solution to a model of magnetoelasticity is obtained in two space dimensions, while strong well-posedness and stability results are obtained in two space dimensions for a similar problem in \cite{22}. In \cite{12}, existence of a global in time weak solution to a Cahn–Hilliard model coupled with viscoelasticity is obtained in two space dimensions. Very recently, in \cite{24} existence of a global in time weak solution to a Cahn–Hilliard model coupled with viscoelasticity and growth, extending the model considered in \cite{12}, is obtained in two space dimensions. We observe that in all the mentioned works \cite{6}, \cite{12} and \cite{24} an elliptic regularization in the transport equation for the deformation gradient is introduced, and the finite elastic energy density is considered to be of Neo–Hookean type, i.e. convex, and
independent on the phase field variable. We further observe that analytical results for this kind of phase-field problems are obtained in the cited literature only in two space dimensions.

For what concerns the analysis of evolutionary viscoelastic problems alone, without the presence of a phase field dynamics, stronger results are available in literature. Regarding models with finite viscoelasticity formulated in the Eulerian configuration, we cite [11], where the existence and regularity of a global in time weak solution in three space dimension for an evolutionary viscoelastic problem with finite incompressible Neo–Hookean elasticity is proved. We also cite the recent work in [40], where existence and regularity results of a distributional solution of an evolutionary non-isothermal viscoelastic problem with polyconvex and compressible elastic energy have been obtained, employing a regularization approach in which a dissipative contribution to the Cauchy stress tensor is introduced which involves high order nonlinear terms in the small strain rate (i.e. the symmetric part of the velocity gradient). We highlight the fact that the latter regularization approach, differently from the elliptic regularization in the transport equation for the deformation gradient introduced in [6] and [12], preserve the kinematical relationship between the velocity and the deformation gradient variables. Its main drawback is the introduction of nonlinear terms involving the velocity gradient in the definition of the Cauchy stress tensor, making numerical approximations of the model not straightforward. Also, as we will see in the following, the regularization approach based on the elliptic regularization of the transport equation for the deformation gradient may be easily adapted to enhance the regularity in space of the combined product of a function of a phase field variable and a function of the deformation gradient involved in elasticity constitutive assumptions. Regarding models with finite elasticity formulated in the Lagrangian configuration, we cite [8], where a local in time existence result for an evolutionary compressible large deformation problem with Neo–Hookean elasticity and third order gradient regularization in two space dimensions is obtained, and [9], where an analogous result is obtained for an evolutionary incompressible large deformation problem formulated in the Lagrangian configuration in three space dimensions. We also cite [35], where existence of a weak solution is proved for an evolutionary non-isothermal viscoelastic problem similar to the one studied in [40] with second order gradient regularization.

For what concerns non-isothermal linear viscoelasticity, we cite e.g. [26], where the asymptotic behavior of a system describing a thermoviscoelastic plate with hereditary effects is studied.

In the present paper, we derive a Cahn–Hilliard model coupled to viscoelasticity with finite deformations, starting from a binary mixture dynamics, obtaining the mass and momentum balance of the mixture using a generalized form of the principles of virtual powers, giving constitutive assumptions satisfying the first and second law of thermodynamics in isothermal situations. The model equations are formulated in the Eulerian configuration, taking both finite elasticity and inertia effects into accounts. Moreover, we further consider in the model derivation the friction between the mixture constituents. We thus propose a new general class of phase field models, expressed in terms of the dynamics of the phase field variables of the two components and in terms of their associated compressible polyconvex elastic energy densities in which the phase field variables and the elastic deformation are inherently coupled. Then, we study the existence of a global in time weak solution for a simplified version of the general model, considering a Neo–Hookean incompressible law for elasticity with an elastic modulus depending on the phase field variable. We highlight that the main difficulties in the analysis of the model, especially in three space dimensions, arise when dealing with the nonlinear coupling between the phase field variable and the elastic deformation gradient in the elastic energy density. The resulting PDE system for the latter simplified version
of the general model is the following:

\[
\begin{cases}
-\nu \Delta v + \nabla q = \mu \nabla \phi - \left( \frac{\gamma}{2} f'(\phi)(\mathbf{F} : \mathbf{F} - d) \right) \nabla \phi + \text{div} \left( f(\phi)\mathbf{F}\mathbf{F}^T \right), \\
\text{div} \, v = 0, \\
\frac{\partial \mathbf{F}}{\partial t} + (v \cdot \nabla) \mathbf{F} - (\nabla v) \mathbf{F} - \lambda \Delta (f(\phi)\mathbf{F}) = 0, \\
\frac{\partial \phi}{\partial t} + v \cdot \nabla \phi - \text{div}(b(\phi)\nabla \mu) = 0, \\
\mu = \psi'(\phi) - \Delta \phi + \frac{\gamma}{2} f'(\phi)(\mathbf{F} : \mathbf{F} - d),
\end{cases}
\]  

(1)

valid in \( \Omega \times [0, T] \), endowed with the boundary conditions

\[
b(\phi)\nabla \mu \cdot \mathbf{n} = \nabla \phi \cdot \mathbf{n} = 0, \quad v = 0, \quad |\nabla (f(\phi)\mathbf{F})| \mathbf{n} = 0
\]

(2)
on \( \partial \Omega \times [0, T] \), and with proper initial conditions. Here, \( v \) is the velocity field, \( q \) is the pressure, \( \mathbf{F} \) is the elastic deformation gradient, \( \phi \) is the phase field variable and \( \mu \) is the chemical potential. Moreover, \( \nu \) and \( c \) are physical parameters, representing the viscosity and the Young elastic modulus of the viscoelastic phase in the mixture, while \( \lambda \) is a positive regularization parameter.

The function \( b(\phi) \) represents a positive phase-dependent mobility, \( \psi(\phi) \) represents the bulk interaction energy between the viscoelastic phase microscopic constituents, and \( f(\phi) \) describes the dependence of the macroscopic elastic properties of the elastic phase on its concentration.

In order to obtain analytic results, following ideas proposed in [6], we design and include a proper elliptic regularization in equation (1). We obtain existence results both in two and three space dimensions. In the latter case, we need to add a further viscous regularization in the right hand side of (1) to obtain the analytic results.

Hence, the novelties of the present work with respect to previous studies in literature are the following:

- Derivation of a new class of phase field models of Cahn–Hilliard type coupled with viscoelasticity, in Eulerian coordinates, which consider the microscopic coupling between the mixture constituents, their viscoelastic behaviour and the friction between the phases, with a general compressible polyconvex elastic energy which depends on both the elastic deformation and the phase field variable within a nonlinear coupling;
- Proof of existence results for a simplified and regularized incompressible version of the model, where the regularization substantially depends on the coupling between the phase field variable and the elastic deformation gradient in the elastic energy density, for both two and three space dimensions.

Possible applications of the proposed models are the investigation of their predictive and diagnostic abilities for diseases in which the anatomical tissue viscosity and stiffness play a crucial role in determining the diseases’ evolution. This is the case e.g. for neurological diseases [13, 36, 37], where the brain tissues stiffness has been proved to be a robust biomarker for neurodegeneration; for tumor growth models [41], where the mechanical feedback of the surrounding healthy tissues is relevant to predict the disease progression and the consequent tissue reorganization; for neuromuscular diseases [14], where fat infiltrates the healthy tissues of muscles and the correct assessment of the amount of fat substitution is crucial to evaluate the disease progression and the outcome of possible therapeutic strategies. We highlight the fact that the proposed models may be quantitatively informed by medical imaging data, e.g. by Elastography Magnetic Resonance imaging [37], which may give as a processing output the values of viscosity and shear elastic modulus of anatomical tissues.

The paper is organized as follows. In Section 2 we introduce some notation regarding the employed tensor calculus and functional analysis. In Section 3 we develop the model derivation
for different class of general models. In Section 4 we report the study of existence for a global weak solution for a simplified version of the general model. Finally, Section 5 collects some considerations and conclusions.

2 Notation

Let $\Omega \subset \mathbb{R}^d$ be an open bounded domain in $\mathbb{R}^d$, where $d$ is the space dimension. Let $T > 0$ denote some final time, and set $\Omega_T := \Omega \times (0, T)$. We start by introducing the notation for vectorial and tensorial calculus. Given $a, b \in \mathbb{R}^d$, we denote by $a \cdot b$ their canonical scalar product in $\mathbb{R}^d$, with associated norm $|a| := (a \cdot a)^{\frac{1}{2}}$, and by $a \otimes b \in \mathbb{R}^{d \times d}$ their tensorial product. Given two second order tensors $A, B \in \mathbb{R}^{d \times d}$, we denote by $A : B \in \mathbb{R}$ their Frobenius scalar product in $\mathbb{R}^{d \times d}$, i.e. by components $A : B := \sum_{i,j=1}^d A_{ij}B_{ij}$, with associated norm $|A| := (A : A)^{\frac{1}{2}}$. Given two third order tensors $C, D \in \mathbb{R}^{d \times d \times d}$, we denote by $C : D \in \mathbb{R}$ their scalar product in $\mathbb{R}^{d \times d \times d}$, i.e. by components

$$
C : D := \sum_{i,j,k=1}^d C_{ijk}D_{ijk}.
$$

We also introduce the operation, defined by components,

$$(C \odot D)_{kl} := \sum_{ij} C_{kij}D_{lij},$$

which contracts two third order tensors $C, D \in \mathbb{R}^{d \times d \times d}$ to a second order tensor $C \odot D \in \mathbb{R}^{d \times d}$.

We denote by $L^p(\Omega; K)$ and $W^{r,p}(\Omega; K)$ the standard Lebesgue and Sobolev spaces of functions defined on $\Omega$ with values in a set $K$, where $K$ may be $\mathbb{R}$ or a multiple power of $\mathbb{R}$, and by $L^p(0, t; V)$ the Bochner space of functions defined on $(0, t)$ with values in a functional space $V$, with $1 \leq p \leq \infty$, $r > 0$. If $K \equiv \mathbb{R}$, we simply write $L^p(\Omega)$ and $W^{r,p}(\Omega)$. Moreover, when stating general results which are valid for both functions with scalar or vectorial or tensorial values, we write $f \in L^p$, $f \in W^{r,p}$, without specifying if $f$ is a function with scalar, vectorial or tensorial values. For a normed space $X$, the associated norm is denoted by $\|\cdot\|_X$. In the case $p = 2$, we use the notations $H^1 := W^{1,2}$ and $H^2 := W^{2,2}$, and we denote by $(\cdot, \cdot)$ and $\|\cdot\|$ the $L^2$ scalar product and induced norm between functions with scalar, vectorial or tensorial values. The dual space of a Banach space $Y$ is denoted by $Y'$. The duality pairing between $H^1(\Omega; K)$ and $(H^1(\Omega; K))^\prime$ is denoted by $(\cdot, \cdot)'$, while the duality pairing between $H^2_N(\Omega; K)$ and $(H^2_N(\Omega; K))^\prime$ is denoted by $(\cdot, \cdot)_2'$, where $H^2_N(\Omega; K) := \{ f \in H^2(\Omega; K) : \partial^2_nf = 0$ on $\partial\Omega \}$. Moreover, we denote by $C^k([0, t]; V)$, $k \geq 0$, and by $C^0_w([0, t]; V)$ the space of continuously differentiable functions up to order $k$ and of weakly continuous functions, respectively, from $[0, t]$ to the space $V$. When $X \equiv \mathbb{R}$, we write $C^k([0, t])$. We finally introduce the spaces

$$
L^2_{\text{div}}(\Omega; \mathbb{R}^d) := \{ u \in C^\infty_c(\Omega; \mathbb{R}^d) : \text{div} u = 0 \text{ in } \Omega \}^{|| \cdot ||},
$$

$$
H^1_{0, \text{div}}(\Omega; \mathbb{R}^d) := \{ u \in C_c^\infty(\Omega; \mathbb{R}^d) : \text{div} u = 0 \text{ in } \Omega \}^{|| \cdot ||_{H^1(\Omega; \mathbb{R}^d)}}.
$$

In the following, $C$ denotes a generic positive constant independent of the unknown variables, the discretization and the regularization parameters, the value of which might change from line to line; $C_1, C_2, \ldots$ denote generic positive constants whose particular value must be tracked through the calculations; $C(a, b, \ldots)$ denotes a constant depending on the nonnegative parameters $a, b, \ldots$. 
3 Model derivation

We consider a binary, saturated, closed and non reactive mixture in an open bounded domain \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \), fixed in time, composed by a phase \( c \) with volume fraction \( \phi_c \) and a phase \( l \) with volume fraction \( \phi_l \). In applications, the phase \( c \) may represent a solid or a fluid component (with elastic properties), while the phase \( l \) may represent a liquid component of the mixture. We assume that both the phases have constant density \( \gamma \). In life sciences applications, with the phase \( c \) representing a soft biological tissue and the phase \( l \) representing water and interstitial fluid, \( \gamma \) should be equal to the water density, since biological cells are mostly composed by water. We assume that the mixture dynamics is determined by the microscopic interactions between its constituents as well as by their macroscopic visco–elastic behaviour. In [27], a system of scalar microforces and vectorial microstresses transmitted across surfaces of uniform states, (i.e. level sets \( \phi_c(x, t) = \text{constant} \)), was introduced, which performs work against changes in the phase variables identified as movements of surfaces of uniform states along their normal. This means that the power expended by microforces and microstresses, computed using the velocity of surfaces of uniform state, is independent of the parameterizations of the state surface, and consequently is independent of the component of the velocity tangential to the state surfaces. Since the normal velocity of the isosurfaces \( \phi_c(x, t) = \text{constant} \) is given by \( \partial_t \phi_c \left| \nabla \phi_c \right| \), the proper kinematic variables power–conjugated to the microforces and microstresses in this theoretical framework are \( \partial_t \phi_c \) and \( \nabla (\partial_t \phi_c) \) respectively.

The balance laws and the constitutive assumptions in [27] were formulated in a fixed reference configuration, assuming an infinitesimal elastic deformation and neglecting inertia effects. In the following, we will consider inertia effects and assume that the elastic deformation is finite. We formulate the mixture dynamics in the Eulerian reference configuration, employing the change of variables from the Lagrangian to the Eulerian configuration in the finite elasticity constitutive assumptions.

Following [28, Sections 5 and 6] (see also [17]), we derive the mass and momentum balance of the mixture using a generalized form of the principles of virtual powers, giving constitutive assumptions satisfying the first and second law of thermodynamics in isothermal situations. Hence, each phase satisfies a mass balance equation,

\[
\gamma \frac{\partial \phi_c}{\partial t} + \gamma \text{div}(\phi_c v_c) + \text{div}(h_c) = 0, \tag{3}
\]

\[
\gamma \frac{\partial \phi_l}{\partial t} + \gamma \text{div}(\phi_l v_l) + \text{div}(h_l) = 0, \tag{4}
\]

where, as in [27], \( h_c \) and \( h_l \) are proper mass fluxes associated with the microsystem dynamics, whose contributions to the mass balance for each phase are added to the corresponding transport contributions determined by the macroscopic dynamics. Since the mixture is closed, its mass \( \rho = \gamma (\phi_c + \phi_l) \) is conserved, i.e.

\[
\frac{\partial \rho}{\partial t} + \text{div}(\rho v) = 0,
\]

where \( v = \frac{1}{\rho} (\phi_c v_c + \phi_l v_l) \) is the volume-averaged mixture velocity. Hence, adding (3) and (4) gives that \( \text{div}(h_c + h_l) = 0 \). Moreover, since the mixture is saturated, i.e. \( \phi_c + \phi_l = 1 \), we have the incompressibility condition

\[
\text{div} \, v = 0. \tag{5}
\]

In the following, we will take \( \gamma = 1 \) for simplicity.
We now introduce the power–conjugate variables:

\[
\begin{align*}
    \mathbf{T}_c &\leftrightarrow \nabla \mathbf{v}_c, \quad \text{Cauchy stress tensor of the phase } c, \\
    \mathbf{T}_l &\leftrightarrow \nabla \mathbf{v}_l, \quad \text{Cauchy stress tensor of the phase } l, \\
    \mathbf{m} &\leftrightarrow (\mathbf{v}_c - \mathbf{v}_l), \quad \text{internal force associated to the slip between the two phases}, \\
    \pi &\leftrightarrow \frac{\partial \phi_c}{\partial t}, \quad \text{internal microforce}, \\
    \xi &\leftrightarrow \nabla \frac{\partial \phi_c}{\partial t}, \quad \text{microstress},
\end{align*}
\]

where, as previously explained, the microsystem power is computed using the velocity of surfaces of uniform states along their normal.

Considering an arbitrary part of the mixture \( R(t) \subset \Omega \), moving with the mixture, the principle of virtual powers states that the virtual internal power expended within \( R(t) \) is equal to the virtual external powers expended in \( R(t) \) by material external to \( R(t) \) or by external forces. Moreover, as a consequence of frame–indifference, the internal power expended within \( R(t) \) for rigid virtual velocities must be equal to zero.

We consider the fields \( \mathbf{v}_c, \mathbf{v}_l \) and \( \partial_t \phi_c \) as virtual velocities, to be specified independently. Denoting the virtual fields as \( \hat{\mathbf{v}}_c, \hat{\mathbf{v}}_l, \partial_t \hat{\phi}_c \), we define a generalized virtual velocity to be a list \( \mathbf{V} = \{ \hat{\mathbf{v}}_c, \hat{\mathbf{v}}_l, \partial_t \hat{\phi}_c \} \), with \( \hat{\mathbf{v}}_c = 0 \) on a portion of the domain boundary \( \partial \Omega_{D,c} \subset \partial \Omega \), \( \hat{\mathbf{v}}_l = 0 \) on \( \partial \Omega_{D,l} \subset \partial \Omega \). We also define a rigid macroscopic virtual velocity to be a list \( \mathbf{V}_{\text{rigid}} = \{ \hat{\mathbf{v}}_c = \mathbf{v}_{0c} + \mathbf{A}_{0c} \xi, \hat{\mathbf{v}}_l = \mathbf{v}_{0l} + \mathbf{A}_{0l} \xi \} \), with \( \mathbf{v}_{0c}, \mathbf{v}_{0l} \) constant vectors and \( \mathbf{A}_{0c}, \mathbf{A}_{0l} \) constant antisymmetric tensors. Moreover, we define the internal and external virtual powers

\[
\begin{align*}
    W_{\text{int}}(R(t), \mathbf{V}) &= \int_{R(t)} \left( \mathbf{T}_c : \nabla \hat{\mathbf{v}}_c + \mathbf{T}_l : \nabla \hat{\mathbf{v}}_l + \mathbf{m} \cdot (\hat{\mathbf{v}}_c - \hat{\mathbf{v}}_l) + \pi \partial_t \hat{\phi}_c + \xi \cdot \nabla \partial_t \hat{\phi}_c \right), \\
    W_{\text{ext}}(R(t), \mathbf{V}) &= \int_{\partial R(t)} \left( \mathbf{t}_c \cdot \hat{\mathbf{v}}_c + \mathbf{t}_l \cdot \hat{\mathbf{v}}_l + \eta \partial_t \hat{\phi}_c \right) - \frac{1}{2} \int_{R(t)} K(\phi_c, \phi_l) |\hat{\mathbf{v}}_c - \hat{\mathbf{v}}_l|^2,
\end{align*}
\]

where \( \mathbf{t}_c, \mathbf{t}_l \) are tractions on the boundary of \( R(t) \), \( \eta \) is a scalar microscopic traction and the last term represents friction between the phases exerted on \( R(t) \) by material external to it. The function \( K(\phi_c, \phi_l) \) is a positive coefficient representing the effects of the mixture viscosity and permeability, whose form must be constitutively assigned. Then, the principle of virtual powers states that

\[
\begin{align*}
    W_{\text{int}}(R(t), \mathbf{V}) &= W_{\text{ext}}(R(t), \mathbf{V}), \quad \forall \mathbf{V}, \forall R(t) \subset \Omega, \quad (6) \\
    W_{\text{int}}(R(t), \mathbf{V}) &= 0 \quad \forall \mathbf{V} \equiv \mathbf{V}_{\text{rigid}}, \forall R(t) \subset \Omega. \quad (7)
\end{align*}
\]

Condition \( (6) \) gives the momentum balances:

\[
\begin{align*}
    \begin{cases}
    \text{div } \mathbf{T}_c - K(\phi_c)(\mathbf{v}_c - \mathbf{v}_l) - \mathbf{m} = 0 \quad \text{in } \Omega, \\
    \mathbf{T}_c \mathbf{n} = \mathbf{t}_c \quad \text{on } \partial \Omega_{N,c}, \\
    \mathbf{v}_c = 0 \quad \text{on } \partial \Omega_{D,c},
\end{cases}
\end{align*}
\]

with \( \partial \Omega_{D,c} \cup \partial \Omega_{N,c} = \partial \Omega \)

\[
\begin{align*}
    \begin{cases}
    \text{div } \mathbf{T}_l + K(\phi_c)(\mathbf{v}_c - \mathbf{v}_l) + \mathbf{m} = 0 \quad \text{in } \Omega, \\
    \mathbf{T}_l \mathbf{n} = \mathbf{t}_l \quad \text{on } \partial \Omega_{N,l}, \\
    \mathbf{v}_l = 0 \quad \text{on } \partial \Omega_{D,l},
\end{cases}
\end{align*}
\]
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with \( \partial \Omega_{D,i} \cup \partial \Omega_{N,i} = \partial \Omega \),
\[
\begin{aligned}
\text{div } \xi - \pi &= 0 \quad \text{in } \Omega, \\
\xi \cdot n &= \eta \quad \text{on } \partial \Omega,
\end{aligned}
\]  
(10)

where \( n \) is the outward normal to \( \Omega \). The condition in (7) gives the relations \( T_c: A_c = 0 \) and \( T_1: A_l = 0 \) for any antisymmetric tensors \( A_c, A_l \), i.e. \( T_c \) and \( T_1 \) are symmetric tensors.

In order to proceed, we need to introduce the free energy \( E \) of the system in \( R(t) \). We assume that elasticity acts only on the phase \( c \), with a negligible contribution of the phase \( l \) to the elastic energy. We thus postulate the following form for \( E \):
\[
E(\phi_c, \nabla \phi_c, F_c, \nabla F_c) = \int_{R(t)} e(\phi_c, \nabla \phi_c, F_c, \nabla F_c) \]
(11)
\[
= \int_{R(t)} \left( \frac{1}{\det F_c} w(\phi_c, \nabla \phi_c, F_c, \nabla F_c) + \Pi \Phi(\phi_c, \nabla \phi_c) \right),
\]
where
\[
\Phi(\phi_c, \nabla \phi_c) = \frac{\epsilon}{2} |\nabla \phi_c|^2 + \frac{1}{\epsilon} \psi(\phi_c).
\]  
(12)

Here, \( F_c \) is the deformation gradient associated to the motion of the phase \( c \), \( \frac{1}{\det F_c} w \) is the hyperelastic free energy density, with units of \([Pa]\), in Eulerian coordinates, and \( \Pi \) is proportional to the surface tension, in units of \([N/m]\). The surface energy of the interface between the phases is expressed through a diffuse interface approach, with \( \psi(\phi_c) \) representing a bulk energy due to the mechanical interactions of the micro–components. The parameter \( \epsilon \) has units of \([m]\) and is related to the interface thickness. The dependence of \( w \) on \( \nabla F_c \) is associated to elastic energy contributions from interfaces in the elastic material, while the dependence on \( \nabla \phi_c \) is associated to the energy contributions from elastic deformations of material surfaces on the isosurfaces \( \phi_c = \text{constant} \). In the following, we will take \( \Pi = 1 \) for simplicity.

The first and second law of thermodynamics in isothermal situations take the form of the following dissipation inequality [27]:
\[
\frac{d}{dt} \int_{R(t)} e(\phi_c, \nabla \phi_c, F_c, \nabla F_c) + \int_{\partial R(t)} J_c \cdot n 
\]
(13)
\[
\leq W_{\text{ext}}(R(t)) - \int_{\partial R(t)} \mu_c(\phi_c v_c + h_c) \cdot n + \int_{R(t)} p \text{div}(\phi_c v_c + \phi_l v_l),
\]
which means that the free energy of \( R(t) \) increases at a rate not greater than the working of all forces external to \( R(t) \) plus the free energy carried into \( R(t) \) by mass transport. We note that we have introduced in [13] the constraint [5] as a mass contribution for the mixture through \( \mu_c \) and \( p \) is a Lagrange multiplier for the incompressibility condition for the mixture [5]. Using [1] and [3] in [13] and the following relations for the material derivative of the deformation gradient, for the gradient of the deformation gradient (which are valid if the deformation gradient is sufficiently regular), and for \( \partial F_c \det F_c \):
\[
\dot{F}_c = (\nabla v_c) F_c,
\]  
(14)
\[
(\nabla \dot{F}_c) = \nabla \dot{F}_c - (\nabla F_c) \nabla v_c,
\]  
(15)
\[
\partial F_c \det F_c = \det F_c F_c^T =: \text{cof} F_c,
\]  
(16)
where \( \dot{F}_c \) and \( (\nabla \dot{F}_c) \) indicate the material time derivatives of \( F \) and \( \nabla F \) respectively, we get, with the help of the Reynolds transport theorem,

\[
\begin{align*}
\int_{R(t)} (\partial_{\phi_c} e) \frac{\partial \phi_c}{\partial t} + (\partial_{\nabla \phi_c} e) \cdot \nabla \phi_c &+ (\partial_{\phi_c} e) v_c \cdot \nabla \phi_c + (\partial_{\nabla \phi_c} e) \cdot \nabla (\nabla \phi_c) v_c + c l : \nabla v_c \\
+ \int_{R(t)} \left( \frac{1}{\det F_c} (\partial_{\phi_c} w) \dot{F}_c^T - \frac{w I}{\det F_c} \right) : \nabla v_c &+ \int_{R(t)} \left\{ - \text{div} \left( \frac{1}{\det F_c} \partial_{\nabla F_c} w \right) \dot{F}_c^T \right\} \\
- \frac{1}{\det F_c} \nabla F_c \odot \partial_{\nabla F_c} w : \nabla v_c &+ \int_{\partial R(t)} \left( J_c + \frac{1}{\det F_c} [\partial_{\nabla F_c} w]^T \dot{F}_c \right) \cdot n \\
\leq \int_{R(t)} \left( T_c : \nabla v_c + T_l : \nabla v_l + m \cdot (v_c - v_l) + (\pi + \mu_c) \frac{\partial \phi_c}{\partial t} + \xi \cdot \nabla \frac{\partial \phi_c}{\partial t} - \phi_c v_c \cdot \nabla \mu_c \\
- h_c \cdot \nabla \mu_c + p \text{div}(\phi_c v_c + \phi v_l) \right) = \int_{R(t)} \left( T_c : \nabla v_c + T_l : \nabla v_l + m \cdot (v_c - v_l) \\
+ (\pi + \mu_c) \left( \frac{\partial \phi_c}{\partial t} + v_c \cdot \nabla \phi_c \right) - \nabla \phi_c \cdot \nabla v_c + (\mu_c \phi_c + \mu \phi) l : \nabla v_c + p \phi I : \nabla v_l - h_c \cdot \nabla \mu_c \\
+ p \nabla \phi_c \cdot v_c + p \nabla \phi_l \cdot v_l + \xi \cdot \nabla \frac{\partial \phi_c}{\partial t} \right) - \int_{\partial R(t)} \mu_c \phi_c v_c \cdot n.
\end{align*}
\]

**Remark 3.1** We note that, in accordance with the axioms of the theory of mixtures [2] and due to the fact that the energy density \( e \) is a quantity associated with the phase \( c \), the advective velocity used in the Reynolds transport theorem is \( v_c \). This means that the quantity \( e \) in the first term in (13) is integrated over a material volume for the phase \( c \) and \( \text{advective} \). With the material volume \( R(t) \) for the whole mixture by assumption.

Integrating by parts, and using (10), in the term

\[
\int_{R(t)} \pi v_c \cdot \nabla \phi_c = \int_{\partial R(t)} (v_c \cdot \nabla \phi_c) \xi \cdot n - \int_{R(t)} (\xi \cdot \nabla (\nabla \phi_c) v_c + \nabla \phi_c \odot \xi : \nabla v_c)
\]

we get

\[
\begin{align*}
\int_{R(t)} \left( \partial_{\phi_c} e - \pi - \mu_c \right) \left( \frac{\partial \phi_c}{\partial t} + v_c \cdot \nabla \phi_c \right) + (\partial_{\nabla \phi_c} e - \xi) \cdot \left( \frac{\partial \nabla \phi_c}{\partial t} + \nabla (\nabla \phi_c) v_c \right) \\
+ \int_{R(t)} \left( \frac{1}{\det F_c} (\partial_{\phi_c} w) \dot{F}_c^T - \text{div} \left( \frac{1}{\det F_c} \partial_{\nabla F_c} w \right) \dot{F}_c^T \right) \\
- \nabla \phi_c \odot \xi &+ \left[ \Phi(\phi_c, \nabla \phi_c) - \phi_c \mu_c - p \phi_c \right] I - T_c : \nabla v_c - \int_{R(t)} (T_l + p \phi I) : \nabla v_l \\
- \int_{R(t)} (m + p \nabla \phi_c) \cdot v_c &+ \int_{R(t)} (m - p \nabla (1 - \phi_c)) \cdot v_l + \int_{R(t)} h_c \cdot \nabla \mu_c \\
+ \int_{\partial R(t)} \left( J_c + \frac{1}{\det F_c} [\partial_{\nabla F_c} w]^T \dot{F}_c + (v_c \cdot \nabla \phi_c) \xi + \phi_c \mu_c v_c \right) \cdot n \leq 0.
\end{align*}
\]
Inequality (17) is satisfied if we make the following general constitutive assumptions:

\[
\begin{aligned}
\mu_c &= \partial_{\phi_c} e - \pi + \delta \left( \frac{\partial_{\phi_c}}{\partial t} + \mathbf{v}_c \cdot \nabla \phi_c \right) = \partial_{\phi_c} e - \nabla \phi_c \left( \frac{\partial_{\phi_c}}{\partial t} + \mathbf{v}_c \cdot \nabla \phi_c \right), \\
\xi &= \partial_{\nabla \phi_c} e + \theta \left( \frac{\partial_{\phi_c}}{\partial t} + \nabla (\nabla \phi_c) \mathbf{v}_c \right), \\
T_c &= \frac{1}{\det F_c} (\partial_{\phi_c} w) \mathbf{F}_c^T - \partial_{\nabla \phi_c} w \mathbf{F}_c^T - \frac{1}{\det F_c} \det \nabla F_c \nabla \phi_c \mathbf{v}_c + \partial_{\nabla \phi_c} \mathbf{w},
\end{aligned}
\]

\(\mathbf{F}_c = \nabla \mathbf{v}_c, \mathbf{F}_c^T = \mathbf{v}_c \cdot \nabla \mathbf{v}_c, \) where (10) has been used in the first relation of (18), and \(\xi, \delta, \theta, \nu_c, \nu_l\) are positive coefficients (which we assume to be constant) and \(b(\phi_c)\) is a positive mobility function, considered as dependent only on \(\phi_c\).

Inserting (18) in (19), (8) and (1), considering \(\partial\Omega_{D,c} = \partial\Omega_{D,l} = \partial\Omega, \eta = 0,\) and imposing Neumann boundary conditions on \(\partial_{\nabla \phi_c} w\) and on the flux \(\mathbf{h}_c\), we finally obtain the system

\[
\begin{aligned}
\mathbf{T}_c &= \frac{1}{\det F_c} (\partial_{\phi_c} w) \mathbf{F}_c^T - \partial_{\nabla \phi_c} w \mathbf{F}_c^T - \frac{1}{\det F_c} \det \nabla F_c \nabla \phi_c \mathbf{v}_c + \partial_{\nabla \phi_c} \mathbf{w},
\end{aligned}
\]

valid in \(\Omega \times [0, T]\), where \(T > 0\) is the final time of evolution of the system, endowed with the boundary conditions

\[
\begin{aligned}
b(\phi_c) \nabla \mu_c \cdot \mathbf{n} &= \left( \partial_{\nabla \phi_c} e + \theta \left( \frac{\partial_{\phi_c}}{\partial t} + \nabla (\nabla \phi_c) \mathbf{v}_c \right) \right) \cdot \mathbf{n} = 0, \quad [\partial_{\nabla \phi_c} w] \mathbf{n} = 0, \quad \mathbf{v}_c = \mathbf{v}_l = 0,
\end{aligned}
\]

on \(\partial\Omega \times [0, T]\), and with initial conditions for \(\mathbf{F}_c(\mathbf{x}, 0)\) and \(\phi_c(\mathbf{x}, 0), \mathbf{x} \in \Omega\). Here, \(\mu_c = \partial_{\phi_c} e - \nabla \phi_c \left( \frac{\partial_{\phi_c}}{\partial t} + \mathbf{v}_c \cdot \nabla \phi_c \right),\)

\(\mathbf{T}_c = (\mathbf{v}_c \cdot \nabla \mathbf{v}_c) \mathbf{F}_c, \quad \frac{\partial_{\phi_c}}{\partial t} + \mathbf{v}_c \cdot \nabla \phi_c, \quad \mathbf{F}_c = \nabla \mathbf{v}_c.\)

With the choice of boundary conditions in (19), we have that \(\mathbf{J}_c \cdot \mathbf{n} = 0\) on \(\partial\Omega\). We note that the boundary condition \(\mathbf{v}_c = \mathbf{v}_l = 0\) on \(\partial\Omega \times [0, T]\) implies that the boundary of the domain \(\Omega\) is not deformed over time by the elastic deformation, hence the domain \(\Omega\) is fixed in time. We moreover note that the elastic contribution \(\frac{1}{\det F_c} (\partial_{\phi_c} w) \mathbf{F}_c^T\) in the Cauchy stress tensor \(\mathbf{T}_c\) is the push–forward of the Piola stress tensor \(\partial_{\phi_c} w\) from the Lagrangian to the Eulerian configuration.

**Remark 3.2** The terms in (19) which are multiplied by the coefficients \(\delta\) and \(\theta\), which are dissipative contributions in (17) and (18), can be identified as viscous regularizations of the material time derivatives of \(\phi_c\) and \(\nabla \phi_c\) in the system dynamics.
Remark 3.3 The dependence of $w$ on $\nabla F_c$ in (11) could be associated, in a framework of a second-gradient theory, to a third order stress tensor power–conjugated to $\nabla \nabla F_c$, instead of being incorporated in the second order stress tensor $T_c$ as done in (18).

3.1 Energy estimate

In this section we prove that a solution of system (19) formally satisfies an energy equality, as a direct consequence of (17) and of the constitutive assumptions (18). Let us multiply (19) by $\nabla v_i$ and $v_i$, respectively, (19) by $\nabla v_l$ and $v_l$ respectively, (19) by $\mu_l$ and (19) by $\partial_t \phi_c + v_c \cdot \nabla \phi_c$, and integrate over $\Omega$. We obtain:

$$
\begin{array}{l}
\left\{ \begin{array}{ll}
\left( \partial_t E_c, \frac{\mu}{\det F_c} \right) F_c^T - \left( \text{div} \left( \frac{1}{\det F_c} \nabla F_c, w \right) \right) F_c^T + \frac{1}{\det F_c} \nabla F_c \otimes \nabla F_c, w \right) - \nabla \phi_c \otimes \partial_t \phi_c,

- \theta \nabla \phi_c \otimes \left( \frac{\delta \phi_c}{\partial \theta} + \nabla (\nabla \phi_c) v_c \right) + \left[ e(\phi_c, \nabla \phi_c, F_c) - \phi_c \mu_c - p \phi_c \right] I

+ \nu_c \left( (\nabla v_c + (\nabla \phi_c)^T)v_c \right) + (K(\phi_c)(v_c - v_l), v_l) - (p \nabla \phi_c, v_c) = 0,

- (p(1 - \phi_c)I + \nu_l (\nabla v_l + (\nabla \phi_l)^T), v_l) - (K(\phi_c)(v_c - v_l), v_l) + (p \nabla \phi_c, v_c) = 0,

(\phi_c \text{div} v_c + v_c \cdot \nabla \phi_c + (1 - \phi_c) \text{div} v_l + v_l \cdot \nabla (1 - \phi_c), p) = 0,

\right. 
\end{array} \right.
\end{array}
$$

where in the seventh line we used (15), and in the last equality we used the relation

$$(\partial_t \phi_c, \nabla (v_c \cdot \nabla \phi_c)) = (\partial_t \phi_c, [\nabla \nabla \phi_c] v_c) + (\nabla \phi_c \otimes \partial_t \phi_c, v_c),$$

and a similar relation for the term multiplied by the coefficient $\theta$. Summing all the equations in (22) and using the boundary conditions (20), we obtain the energy equality

$$
\begin{array}{l}
d \frac{d}{dt} \int_{\Omega} e(\phi_c, \nabla \phi_c, F_c, \nabla F_c) + \int_{\Omega} b(\phi_c) |\nabla \mu_c|^2 + \frac{\mu_c}{2} \int_{\Omega} |\nabla v_c + (\nabla \phi_c)^T|^2 + \frac{\nu_l}{2} \int_{\Omega} |\nabla v_l + (\nabla \phi_l)^T|^2 \\
+ \frac{1}{2} \int_{\Omega} K(\phi_c)|v_c - v_l|^2 + \theta \left| \frac{\partial \phi_c}{\partial t} + \nabla (\nabla \phi_c) v_c \right|^2 + \delta \left| \frac{\partial \phi_c}{\partial t} + v_c \cdot \nabla \phi_c \right|^2 = 0. \quad (23)
\end{array}
$$


3.2 Constitutive assumptions for $w$ and $K(\phi_c)$

In the following, we specify the model derivation by considering an hyperelastic free energy density which depends only on $\phi_c$ and $F_c$, i.e. $w = w(\phi_c, F_c)$, and which satisfies objectivity, i.e.

$$w(\phi_c, F_c) = \tilde{w}(\phi_c, B_c),$$

where $B_c = F_c F_c^T$. Of particular interest for both analytical aspects of the theory of nonlinear elasticity \cite{Cremer} and for applications \cite{Resnick} are the polyconvexity and the coercivity conditions for $w$. The function $w$ is said to be polyconvex if (in 3 space dimensions) there exists a function $g : \Omega \times \mathbb{R}^9 \rightarrow \mathbb{R}$ with $g(x, \cdot, \cdot, \cdot)$ convex for a.e. $x \in \Omega$ and

$$w(\phi_c, F_c) = g(\phi_c, F_c, \text{cof}F_c, \det F_c).$$

Moreover, if $w$ is polyconvex, the following coercivity condition on $g(\phi_c, \cdot, \cdot, \cdot)$ is typically required: there exist $\alpha > 0$, $\beta \in \mathbb{R}$, $p \geq 2$, $q \geq \frac{2}{p-1}$, $r > 0$ such that, for each $F, C \in L(\mathbb{R}^3)$, $\eta > 0$,

$$g(\phi_c, F, C, \eta) \geq \alpha \left( |F|^p + |C|^q + \eta^r \right) + \beta. \quad (25)$$

Many realistic models of nonlinear elastic materials satisfy the polyconvexity and the coercivity properties, e.g. the generalized Ogden model and the Mooney-Rivlin model \cite{Resnick}. Specifically, the isotropic Mooney–Rivlin model, which is a particular case of the Ogden model, has been used in literature to describe the mechanical behavior of soft brain tissues, and it has been experimentally calibrated and validated on in–vivo data \cite{Cremer}.

In light of these considerations, in the following we specify the model derivation by considering the following Mooney–Rivlin form (in 3 space dimensions) for $w$,

$$w(\phi_c, F_c) = \frac{c_1}{2} f(\phi_c)(F_c : F_c - 3) + \frac{c_2}{2} g(\phi_c)(\text{cof}(F_c) : \text{cof}(F_c) - 3) + c_3 h(\det F_c), \quad (26)$$

with

$$\partial_{F_c} w(\phi_c, F_c) = c_1 f(\phi_c) F_c + c_2 g(\phi_c) \left( (\text{cof}(F_c) : \text{cof}(F_c)) F_c^{-T} - \text{cof}(F_c) (\text{cof}(F_c))^T F_c^{-T} \right) \quad (27)$$

$$+ c_3 h'(\det F_c) \det F_c F_c^{-T},$$

where $c_1, c_2, c_3$ are material parameters, in units of [Pa], the functions $f(\phi_c), g(\phi_c)$ represent the change in stiffness of the material depending on the concentration $\phi_c$, and $h : \mathbb{R}^+ \rightarrow \mathbb{R}$ is a convex function which penalizes the infinite compression situation $\det F_c = 0$ in the energy density and which eventually contains a weak compressibility contribution.

**Remark 3.4** Realistic constitutive assumptions for the functions $f(\phi_c), g(\phi_c)$, if the mixture is composed by an elastic and an anelastic components, should satisfy the property $f(0) = g(0) = 0$, with the particular form of $f, g : [0, 1] \rightarrow [0, 1]$ determined by empirical observations on the considered materials.

We make the simplifying assumption that the momentum transfer in the mixture due to shear stresses in the liquid is negligible with respect to the momentum transfer between the solid and the liquid components, i.e. we take

$$T_l = -p(1 - \phi_c) I. \quad (28)$$

We moreover assume that the momentum exchange between the phases $c$ and $l$, expressed as a Stokes drag in \cite{Resnick} and \cite{Resnick}, is induced by a Darcy–like flow of the viscous fluid associated to the
phase $l$ through the porous-permeable solid matrix associated to the phase $c$, hence (see e.g. [2])

$$K(\phi_c) = \frac{\mu_l(1 - \phi_c)}{k(\phi_c)}, \quad (29)$$

where $\mu_l$ is the viscosity of the phase $l$ and $k(\phi_c)$ is the intrinsic permeability of the phase $c$. Assuming $\mu_l = \mu_0$ and $k(\phi_c) = k$ constant, we obtain

$$K(\phi_c) = \frac{\mu(1 - \phi_c)^2}{k}. \quad (30)$$

Inserting (28) and (30) in the third and fourth equations of system (19), we obtain the Darcy–like relation

$$\text{div } \mathbf{T}_l - \frac{\mu_l}{k}(1 - \phi_c)^2(\mathbf{v}_l - \mathbf{v}_c) - p\nabla \phi_c = 0 \rightarrow (\mathbf{v}_l - \mathbf{v}_c) = -\frac{k}{\mu(1 - \phi_c)}\nabla p. \quad (31)$$

We finally substitute (31) in the fifth equation of (19), thus eliminating the variables $\mathbf{T}_l$ and $\mathbf{v}_l$ from the system, and consider the Mooney–Rivlin model (26), with (27), taking also $\delta = \theta = 0$. Hence, system (19) reduces to:

$$\begin{align*}
\mathbf{T}_c &= \frac{1}{\det F_c} \left((c_1 f(\phi_c) F_c F_c^T - c_2 g(\phi_c) \text{cof}(F_c)(\text{cof}(F_c))^T) - \epsilon \nabla \phi_c \otimes \nabla \phi_c + \frac{c_1}{\det F_c} g(\phi_c) \text{cof}(F_c) : \text{cof}(F_c) + \Phi(\phi_c, \nabla \phi_c) - \phi_c \mu_c + c_3 h'(\det F_c)\right) I + \nu_c \left(\nabla \mathbf{v}_c + (\nabla \mathbf{v}_c)^T\right), \\
\text{div } \mathbf{T}_c - \nabla p &= 0, \\
\text{div } (\frac{k}{\mu} \nabla p) &= \text{div } \mathbf{v}_c, \\
\Phi_c &= \langle \nabla \mathbf{v}_c, \mathbf{F}_c \rangle, \\
\frac{\partial \phi_c}{\partial t} + \text{div}(\phi_c \mathbf{v}_c) - \text{div}(b(\phi_c)\nabla \mu_c) &= 0, \\
\mu_c &= \frac{\nu(\phi_c)}{\mu} - \epsilon \Delta \phi_c + \frac{c_1}{\det F_c} f'(\phi_c)(\mathbf{F}_c : \mathbf{F}_c - 3) + \frac{c_2}{\det F_c} g'(\phi_c)(\text{cof}(\mathbf{F}_c) : \text{cof}(\mathbf{F}_c) - 3),
\end{align*}$$

(32)

valid in $\Omega \times [0, T]$, endowed with the boundary conditions

$$b(\phi_c) \nabla \mu_c \cdot \mathbf{n} = \nabla \phi_c \cdot \mathbf{n} = \nabla p \cdot \mathbf{n} = 0, \quad \mathbf{v}_c = 0, \quad (33)$$

on $\partial \Omega \times [0, T]$, and with initial conditions for $\mathbf{F}_c(\mathbf{x}, 0)$ and $\phi_c(\mathbf{x}, 0)$, $\mathbf{x} \in \Omega$.

**Remark 3.5** Different possible constitutive assumptions on the form of the intrinsic permeability $k(\phi_c)$ in (29) could be given, depending on the particular microstructure of the considered constituent $c$. For instance, $k(\phi_c) \propto (1 - \phi_c)$ if the phase $c$ consists of homogeneous and isotropic parallel cylindrical pores, and using the Poiseuille formula for a capillary tube [30], while $k(\phi_c) \propto (1 - \phi_c)^2$ when a Kozeny–Carman permeability-porosity relation is assumed for the porous medium [22 77]. In these situations, (32) would take the form of a degenerate elliptic equation for $p$, with a mobility depending on $\phi_c$.

A solution of (32) formally satisfies an energy equality analogous to (23). Indeed, multiplying (32) by $\nabla \mathbf{v}_c$ and $\mathbf{v}_c$, respectively, (32) by $p$, (32) by $\partial \mathbf{F}_c \mathbf{F}_c^T$, (32) by $\mu_c$ and (32) by $\partial_t \phi_c + \mathbf{v}_c \cdot \nabla \phi_c$, integrating over $\Omega$ and employing similar calculations as in (22) and the boundary conditions, we obtain

$$\frac{d}{dt} \int_{\Omega} e(\phi_c, \nabla \phi_c, \mathbf{F}_c) + \int_{\Omega} b(\phi_c)|\nabla \mu_c|^2 + \frac{\nu_c}{2} \int_{\Omega} |\nabla \mathbf{v}_c + (\nabla \mathbf{v}_c)^T|^2 + \int_{\Omega} \frac{k}{\mu} |\nabla p|^2 = 0. \quad (34)$$
3.3 Elastic incompressibility constraint for the cell phase

Let us introduce a solenoidal constraint for the velocity of the phase \( c \), i.e. \( \text{div} v_c = 0 \), with a corresponding Lagrange multiplier in the dissipation inequality \( \left[ \right] \),

\[
\frac{d}{dt} \int_{R(t)} e(\phi_c, \nabla \phi_c, F_c, \nabla F_c) + \int_{\partial R(t)} J_c \cdot n \leq W_{\text{ext}}(R(t)) - \int_{\partial R(t)} \mu_c(\phi_c v_c + h_c) \cdot n
\]

\[
+ \int_{R(t)} p \text{div}(\phi_c v_c + \phi_v v_l) + \int_{R(t)} q \text{div} v_c.
\]

This constraint implies that the partial volume occupied by the phase \( c \) within a material volume changes only due to the presence of the micro-flux. Analogously to the mixture model introduced in \( \left[ \right] \), this modeling choice introduces two kind of pressures in the system dynamics, a liquid pressure \( p \) and a solid pressure \( q \).

**Remark 3.6** The constraint \( \text{div} v_c = 0 \) implies \( \det F_c = \text{constant} \). Indeed, taking the Frobenius scalar product of equation \( \left[ \right] \) with \( \partial_{\phi_c} \det F_c \), we have that

\[
\frac{d(\det F_c)}{dt} = \dot{F}_c : \det F_c F_c^{-T} = (\nabla v_c) F_c \quad : \det F_c F_c^{-T} = (\nabla v_c) : I \det F_c = \text{div} v_c \det F_c = 0.
\]

Starting from \( \left[ \right] \), using similar calculations as in \( \left[ \right] \) and \( \left[ \right] \), imposing \( \det F_c(x,t) = \det F_c(x,0) = 1 \), and redefining \( q = q - \Phi(\phi_c, \nabla \phi_c) + \phi_c \mu_c \), we obtain the system

\[
\begin{align*}
T_c &= (\partial_{\phi_c} w) F_c^{-T} - \text{div} (\partial_{w} F_c) F_c^{-T} - \nabla F_c \odot \partial_{w} F_c - \nabla \phi_c \odot \partial_{w} \phi_c e \\
&\quad - \theta \nabla \phi_c \odot (\nabla \phi_c \phi_c e) + [-p \phi_c - q] I + \nu_c \left( \nabla v_c + (\nabla v_c)^T \right), \\
\text{div} T_c &= K(\phi_c)(v_c - v_l) + p \nabla \phi_c = 0, \\
T_l &= -p(1 - \phi_c) I + \nu_l \left( \nabla v_l + (\nabla v_l)^T \right), \\
\text{div}(\phi_c v_c + \phi_v v_l) &= 0, \\
\text{div} v_c &= 0, \\
\dot{F}_c &= (\nabla v_c) F_c, \\
\frac{\partial \phi_c}{\partial t} + \text{div}(\phi_c v_c) - \text{div}(b(\phi_c) \nabla \mu_c) &= 0, \\
\mu_c &= \partial_{\phi_c} e - \text{div} (\partial_{\phi_c} e) - \theta \text{div} \left( \nabla \phi_c \phi_c e \right) + \delta \left( \frac{\partial \phi_c}{\partial t} + v_c \cdot \nabla \phi_c \right),
\end{align*}
\]

valid in \( \Omega \times [0,T] \), endowed with the boundary conditions

\[
b(\phi_c) \nabla \mu_c \cdot n = \left( \partial_{\phi_c} e + \theta \left( \frac{\partial \phi_c}{\partial t} + \nabla \phi_c \right) \right) \cdot n = 0, \quad \partial_{\phi_c} w \cdot n = 0, \quad v_c = v_l = 0 \quad (38)
\]
on \( \partial \Omega \times [0,T] \), and with initial conditions for \( F_c(x,0) \) and \( \phi_c(x,0) \), \( x \in \Omega \). Note that the energy estimate \( \left[ \right] \) is still formally satisfied by a solution of \( \left[ \right] \).

**Remark 3.7** We observe that \( \text{div} (\phi_c v_c + \phi_v v_l) = 0 \) and \( \text{div} v_c = 0 \) are independent constraints, as it is easily verifiable by direct calculations.

We finally rewrite the system \( \left[ \right] \) by introducing the constitutive assumption \( \left[ \right] \) and considering the Mooney–Rivlin model \( \left[ \right] \) without the dependence on \( h(\det F_c) \), due to \( \left[ \right] \), taking also \( \delta = \theta = 0 \). We observe that \( \left[ \right] \), which now takes the form

\[
\text{div} \left( \frac{k}{\mu} \nabla p \right) = \text{div} v_c = 0,
\]
gives, together with the boundary condition $\nabla p \cdot \mathbf{n} = 0$ on $\partial \Omega$, that $p = \text{constant}$. This would be true also if we would consider an homogeneous degenerate elliptic equation for $p$ starting from different constitutive assumptions for the friction function $K(\phi_c)$ than \((30)\), as described in Remark \[3.5\]. Hence, the contribution of the variable $p$ disappears from \((32)\). Redefining the variable $q = q - c_2g(\phi_c)(\text{cof}(\mathbf{F}_c): \text{cof}(\mathbf{F}_c)) - \Phi(\phi_c, \nabla \phi_c) + \phi_c \mu_c$, and considering that

$$\text{div} \left( \nabla \mathbf{v}_c + (\nabla \mathbf{v}_c)^T \right) = \Delta \mathbf{v}_c + \nabla (\text{div} \mathbf{v}_c),$$

we obtain

$$\begin{cases}
-\nu_c \Delta \mathbf{v}_c + \nabla q = -\epsilon \text{div}(\nabla \phi_c \otimes \nabla \phi_c) + \text{div} \left( c_1 f(\phi_c) \mathbf{F}_c \mathbf{F}_c^T - c_2 g(\phi_c) \text{cof}(\mathbf{F}_c)(\text{cof}(\mathbf{F}_c))^T \right), \\
\text{div} \mathbf{v}_c = 0,
\end{cases}$$

\begin{align}
\dot{\mathbf{F}}_c &= (\nabla \mathbf{v}_c) \mathbf{F}_c, \\
\frac{\partial \phi_c}{\partial t} + \mathbf{v}_c \cdot \nabla \phi_c - \text{div}(b(\phi_c) \nabla \mu_c) &= 0,
\end{align}

$$\mu_c = \frac{\psi'(\phi_c)}{\epsilon} - \epsilon \Delta \phi_c + \frac{\epsilon}{2} f'(\phi_c)(\mathbf{F}_c: \mathbf{F}_c - 3) + \frac{\epsilon}{2} g'(\phi_c)(\text{cof}(\mathbf{F}_c): \text{cof}(\mathbf{F}_c) - 3),$$

valid in $\Omega \times [0,T]$, endowed with the boundary conditions

$$b(\phi_c) \nabla \mu_c \cdot \mathbf{n} = \nabla \phi_c \cdot \mathbf{n} = 0, \quad \mathbf{v}_c = 0 \quad \text{(40)}$$
on $\partial \Omega \times [0,T]$, and with initial conditions for $\mathbf{F}_c(x,0)$ and $\phi_c(x,0)$, $x \in \Omega$. To system \((39)\), with boundary conditions \((40)\), is associated an analogous energy estimate to \((34)\), without the dissipative term depending on $\nabla p$,

$$\frac{d}{dt} \int_\Omega e(\phi_c, \nabla \phi_c, \mathbf{F}_c) + \int_\Omega b(\phi_c)|\nabla \mu_c|^2 + \nu_c \int_\Omega |\nabla \mathbf{v}_c|^2 = 0. \quad \text{(41)}$$

4. Global existence of a weak solution

In this section we develop the analysis of existence of a global weak solution to a simplified version of system \((39)\), both in 2 and 3 space dimensions, obtained by regularizing the system and considering a Neo–Hookean model for the finite elasticity,

$$w(\phi_c, \mathbf{F}_c) = \frac{c_1}{2} f(\phi_c)(\mathbf{F}_c: \mathbf{F}_c - d), \quad \text{(42)}$$

where $d = 2,3$, which is both polyconvex ($w(\cdot, \mathbf{F}_c)$ is strictly convex) and coercive, with $p = 2$, in the sense of \((24)\) and \((25)\). In particular, we add to system \((59)\) a regularizing term $\delta \frac{\partial \phi_c}{\partial t}$ in the expression for the chemical potential $\mu_c$, in order to enhance the regularity in time of the variable $\phi_c$, while we add a regularizing term $\lambda \Delta (f(\phi) \mathbf{F})$ in the transport equation for $\mathbf{F}_c$, in order to enhance the regularity in space of the variable $\mathbf{F}_c$, hence improving the compactness properties of sequences of approximating solutions to the system. We will obtain existence of a weak solution in two space dimensions in the case $\lambda > 0$, $\delta = 0$ (i.e. no time derivative regularization is needed in 2-d), while we will show the existence of a weak solution in three space dimensions in the case $\lambda > 0$, $\delta > 0$ (i.e. the viscous regularization term in the expression of the chemical potential $\mu_c$ is needed to recover existence in 3-d).

As

$$\mu_c = -\epsilon \Delta \phi_c + \frac{1}{\epsilon} \psi'(\phi_c) + \partial_{\phi_c} w,$$
we can obtain the relation
\[ -\epsilon \text{div} (\nabla \phi_c \otimes \nabla \phi_c) = -\nabla \left( \frac{\epsilon}{2} |\nabla \phi_c|^2 + \frac{1}{\epsilon} \psi(\phi_c) \right) + \mu_c \nabla \phi_c - \partial_x w \nabla \phi_c \]
(43)
\[ = -\nabla \left( \frac{\epsilon}{2} |\nabla \phi_c|^2 + \frac{1}{\epsilon} \psi(\phi_c) + w(\phi_c, F_c) \right) + \mu_c \nabla \phi_c + (\nabla F_c)^T \partial_{F_c} w, \]
to rewrite the first term on the right hand side of (39). Omitting the subscript \( c \), setting \( \epsilon = c_1 = 1 \) for ease of notation and employing (12), we thus arrive at the following system
\[
\begin{cases}
-\nu \Delta v + \nabla q = \mu \nabla \phi - \left( \frac{1}{2} f'(\phi)(F: F - d) \right) \nabla \phi + \text{div} \left( f(\phi)F F^T \right), \\
d\text{div} v = 0,
\end{cases}
\]
\[
\begin{cases}
\frac{\partial F_c}{\partial t} + (v \cdot \nabla) F - (\nabla v) F - \lambda \Delta (f(\phi)F) = 0, \\
\frac{\partial \phi}{\partial t} + v \cdot \nabla \phi - \text{div}(b(\phi)\nabla \mu) = 0, \\
\mu = \psi'(\phi) - \Delta \phi + \frac{1}{2} f'(\phi)(F: F - d) + \delta \frac{\partial \phi}{\partial t},
\end{cases}
\]
valid in \( \Omega_T \), endowed with the boundary conditions
\[ b(\phi) \nabla \mu \cdot n = \nabla \phi \cdot n = 0, \quad v = 0, \quad [\nabla(f(\phi)F)]_n = 0 \]
on \( \partial \Omega_T \), and with initial conditions for \( F(x, 0) = F_0 \) and \( \phi(x, 0) = \phi_0, x \in \Omega \). Here, in view of (12), we have redefined \( q = q + \Phi(\phi_c, \nabla \phi_c) \).

**Remark 4.1** As we will see in the next paragraphs, the viscous regularization inserted in the chemical potential in (13) aims at bounding the \( L^2(\Omega_T) \) norm of \( \frac{\partial \phi}{\partial t} \) using the a–priori energy estimates associated to the system. A different viscous regularization of the time derivative of \( \phi \) was introduced in (18), which was compatible with the dissipation inequality (17) and which aimed at bounding the \( L^2(\Omega_T) \) norm of the material time derivative of \( \phi \) through (24), obtained when the first term on the right hand side of (39) is written as \( -\epsilon \text{div} (\nabla \phi_c \otimes \nabla \phi_c) \). Since we will need to enhance the regularity of the partial time derivative of \( \phi \) in order to obtain proper compactness results for the convergence of approximate solutions in 3-d, we have rewritten the first term in the right hand side of (39) using (13) and inserted by hand a viscous regularization involving only the partial time derivative of \( \phi \) in the chemical potential.

**Remark 4.2** The regularization term \( \lambda \Delta (f(\phi)F) \) in (13) is introduced, following (6), to enhance the regularity in space of the variable \( F \), without considering a dependence on \( \nabla F \) in the elastic energy density \( w \). Differently from (6, 23) and due to the combined dependence of \( w \) on \( \phi \) and \( F \) in (12), this elliptic regularization term must depend also on \( \phi \) in order to be able to derive an a–priori energy estimates in a closed form, and its particular form prevents to obtain elliptic regularity for the variable \( F \). We note that, due to the presence of this regularization term, the constraint \( \text{div} v_c = 0 \) no longer implies, from (30), that \( \delta F_c = \text{const} \). The kinematic relationship between the variables \( v_c \) and \( F_c \) is therefore lost due to the presence of the regularization term.

In order to proceed, we make the following assumptions:

**A0** \( \Omega \) is smooth and the boundary \( \partial \Omega \) of the domain is of class \( C^\infty \);

**A1** \( b \in C^0(\mathbb{R}) \) and there exist \( b_0, b_1 > 0 \) such that \( b_0 \leq b(s) \leq b_1, \forall s \in \mathbb{R} \);

**A2** \( \psi \in C^1(\mathbb{R}) \) and there exist \( c_1, c_2 > 0 \) such that \( |\psi'(s)| \leq c_1 (|s|^p + 1), \psi(s) \geq -c_2, \forall s \in \mathbb{R}, \) with \( p \in [0, 6] \) if \( d = 3 \) and \( p \in \mathbb{R}^+ \) arbitrary if \( d = 2 \). Moreover, there exists a convex decomposition of \( \psi = \psi_+ + \psi_- \), where \( \psi_+ \) is convex and \( \psi_- \) is concave, such that \( |\psi''(s)| \leq c_1 (|s|^q + 1), \) with \( q \in [0, 4] \) if \( d = 3 \) and \( q \in \mathbb{R}^+ \) arbitrary if \( d = 2 \);
The initial data have the regularity $\lambda, \delta > 0$ such that $0 < f_{\min} \leq f(s) \leq 1, \forall s \in \mathbb{R}$.

We also assume that there exists a constant $f_1 \in \mathbb{R}^+$ such that $|f'(s)| \leq f_1, \forall s \in \mathbb{R}$;

**A4** The initial data have the regularity $F_0 \in L^2(\Omega; \mathbb{R}^{d \times d})$, $\phi_0 \in H^1(\Omega)$.

Note that through **A3** we assume the function $f$ to be uniformly positive, which, as will be evident in the following, is a fundamental property to obtain analytic results for system (44), even if realistic constitutive assumptions for $f$ should entail the degeneracy $f(0) = 0$ (see Remark 3.4).

We state here the main theorems of the present work concerning the existence of a global weak solution to (44) in 2 and 3 space dimensions, which will be proved in the forthcoming sections.

**Theorem 4.1 (2-d)** Let $d = 2$ and let the assumptions **A0-A4** be satisfied. Then, there exists a weak solution $(v, F, \phi, \mu)$ of (44) for $\delta = 0, \lambda > 0$, with

\[
\begin{align*}
    v &\in L^2(0, T; H^1_{0, \text{div}}(\Omega; \mathbb{R}^2)), \\
    F &\in L^\infty(0, T; L^2(\Omega; \mathbb{R}^{2 \times 2})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{2 \times 2})), \\
    \partial_t F &\in L^{2-h} \left(0, T; (H^1(\Omega; \mathbb{R}^{2 \times 2}))'\right), \ h \in (0, 1], \\
    \phi &\in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^2(\Omega)), \\
    \partial_t \phi &\in L^2 \left(0, T; (H^1(\Omega))'\right), \\
    \mu &\in L^2 \left(0, T; H^1(\Omega)\right),
\end{align*}
\]

such that

\[
\begin{align*}
    \nu \int \Omega \nabla v : \nabla u &= \int \Omega \mu \nabla \phi \cdot u - \int \Omega \frac{f'(\phi)}{2} (F : F - 2) \nabla \phi \cdot u - \int \Omega f(\phi) FF^T : \nabla u, \\
    \langle \partial_t F, \Sigma \rangle - \int \Omega F \otimes v : \nabla \Sigma &= -\int \Omega (\nabla v) F : \Sigma + \lambda \int \Omega \nabla (f(\phi)F) : \nabla \Sigma = 0, \\
    < \partial_t \phi, q > + \int \Omega (v \cdot \nabla \phi) q + &+ \int \Omega (\phi \cdot \nabla \mu) q = 0, \\
    \int \Omega \mu r &= \int \Omega \nabla \phi \cdot \nabla r + \int \Omega \psi'\phi r + \int \Omega \frac{f'(\phi)}{2} (F : F - 2) r,
\end{align*}
\]

a.e. in $t \in (0, T)$ and for all $u \in H^1_{0, \text{div}}(\Omega; \mathbb{R}^2)$, $\Sigma \in H^1(\Omega; \mathbb{R}^{2 \times 2})$, $q, r \in H^1(\Omega)$, satisfying the initial conditions $F(\cdot, 0) = F_0$ a.e. in $\Omega$ and $\phi(\cdot, 0) = \phi_0$ a.e. in $\Omega$.

**Theorem 4.2 (3-d)** Let $d = 3$ and let the assumptions **A0-A4** be satisfied. Then, there exists a weak solution $(v, F, \phi, \mu)$ of (44) for $\lambda, \delta > 0$, with

\[
\begin{align*}
    v &\in L^2(0, T; H^1_{0, \text{div}}(\Omega; \mathbb{R}^3)), \\
    f(\phi)F &\in L^\infty(0, T; L^2(\Omega; \mathbb{R}^{3 \times 3})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{3 \times 3})), \\
    F &\in L^\infty(0, T; L^2(\Omega; \mathbb{R}^{3 \times 3})), \\
    \partial_t F &\in \dot{L}^\frac{2}{3} \left(0, T; (H^1(\Omega; \mathbb{R}^{3 \times 3}))'\right), \\
    \phi &\in L^\infty(0, T; H^1(\Omega)) \cap \dot{L}^\frac{2}{3}(0, T; H^2(\Omega)), \\
    \partial_t \phi &\in L^2(\Omega_T), \\
    \mu &\in L^2 \left(0, T; H^1(\Omega)\right),
\end{align*}
\]
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In order to prove the well posedness of the Faedo–Galerkin approximation, we state some preliminary results which will be then investigated in a first step as \( \gamma, \theta \) depending on \( j \) with \( j \leq 2 \) and 3 space dimensions. For any integer \( j \) such that \( 0 \leq j < m \), suppose there is a positive constant \( C \) depending on \( \Omega , d, m, j, q, r, \) and \( \alpha \) such that

\[
\mathcal{J} \frac{d}{dr} \leq C ||f||_{W^{m,r}} ||f||_{L^q}^{1-\alpha}.
\]

We also state the following interpolation results.

**Lemma 4.1** Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be a bounded domain with Lipschitz boundary and \( f \in W^{m,r} \cap L^q, q \geq 1, r \leq \infty \), where \( f \) can be a function with scalar, vectorial or tensorial values. For any integer \( j \) with \( 0 \leq j < m \), suppose there is a positive constant \( C \) depending on \( \Omega, d, m, j, q, r, \) and \( \alpha \) such that

\[
\|D^j f\|_{L^p} \leq C ||f||_{W^{m,r}} ||f||_{L^q}^{1-\alpha}.
\]

In the following, we will define a proper Faedo–Galerkin approximation of \( \Pi \), proving the existence of a discrete solution and studying its convergence to a continuous weak solution in both 2 and 3 space dimensions. In order to prove the well posedness of the Faedo–Galerkin approximation, we will need to add some further regularizing terms \( \gamma \frac{\partial \phi}{\partial \nu} \) and \( \theta \frac{\partial \phi}{\partial t} \) to \( \Pi \) and \( \Pi_4 \), respectively, with regularization parameters \( \gamma, \theta \). The limit problem of the approximation will be then investigated in a first step as \( \gamma, \theta \to 0 \), and in a second step as the discretization parameter tends to infinity. Before proceeding, we state some preliminary results which will be used in the analysis.

### 4.1 Preliminary lemmas

We state here some Sobolev embedding and interpolation results which will be used in the following calculations. We start by recalling the Gagliardo-Nirenberg inequality (see e.g. [39] [34] [38]).

**Lemma 4.1** Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be a bounded domain with Lipschitz boundary and \( f \in W^{m,r} \cap L^q, q \geq 1, r \leq \infty \), where \( f \) can be a function with scalar, vectorial or tensorial values. For any integer \( j \) with \( 0 \leq j < m \), suppose there is a positive constant \( C \) depending on \( \Omega, d, m, j, q, r, \) and \( \alpha \) such that

\[
\|D^j f\|_{L^p} \leq C ||f||_{W^{m,r}} ||f||_{L^q}^{1-\alpha}.
\]

We also state the following interpolation results.

**Lemma 4.2** Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be a bounded domain with Lipschitz boundary and \( f \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1) \), where \( f(x, t) \), with \( t \in (0, T) \), \( x \in \Omega \), may be a scalar, a vector or a tensor. Then, there exists a positive constant \( C \) depending on \( \Omega \) and \( d \) such that

\[
\int_0^T \|f\|_{L^2}^{2(2+h) \over 2 + h} \leq C \int_0^T \|f\|_{L^2}^{\frac{4}{3} \over 4 + h} \|f\|_{H^1}^2, \quad d = 2, \ h > 0,
\]

\[
\int_0^T \|f\|_{L^2}^{4(2+h) \over 4 + h} \leq C \int_0^T \|f\|_{L^2}^{2(4+h) \over 4 + h} \|f\|_{H^1}^2, \quad d = 3, \ h \in (0, 4).
\]
We observe that (49) and (50) are consequences of the Gagliardo–Nirenberg inequality (48) with \( j = 0, m = 1, p = 2 + h, r = 2, q = 2 \). We moreover recall the following interpolation inequality.

**Lemma 4.3** Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain and \( f \in L^q, q \geq 1 \), where \( f \) can be a function with scalar, vectorial or tensorial values. Let also \( s \leq r \leq q \). Then, there exists a positive constant \( C' \) depending on \( \Omega \) and \( d \) such that

\[
\int_{\Omega} |f|^r \leq \left( \int_{\Omega} |f|^s \right)^{\frac{r-s}{q-s}} \left( \int_{\Omega} |f|^q \right)^{\frac{r}{q}}.
\]

(51)

We finally state two Agmon type inequalities in two and three space dimensions (see e.g. [H]) which will be used in the following calculations.

**Lemma 4.4** Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be a bounded domain with Lipschitz boundary and \( f \in H^2(\Omega) \). Then, there exists a positive constant \( C \) depending on \( \Omega \) and \( d \) such that

\[
\|f\|_{L^\infty(\Omega)} \leq C\|f\|_{H^2(\Omega)}^\theta \|f\|_{L^2(\Omega)}^{1-\theta}, \quad \forall \theta \in (0,1], d = 2,
\]

(52)

\[
\|f\|_{L^\infty(\Omega)} \leq C\|f\|_{H^1(\Omega)}^{\frac{2}{3}} \|f\|_{H^2(\Omega)}^{\frac{1}{3}}, \quad d = 3.
\]

(53)

### 4.2 Faedo–Galerkin approximation scheme

Adding the regularizing terms \( \gamma \frac{\partial \nu}{\partial t}, \theta \frac{\partial \mu}{\partial t} \) to (42) and (44) respectively, we formulate a Faedo–Galerkin approximation scheme for the following system:

\[
\begin{aligned}
\gamma \frac{\partial \nu}{\partial t} - \nu \Delta \nu + \nabla q &= \mu \nabla \phi - \left( \frac{1}{2} f'(\phi)(\mathbf{F} : \mathbf{F} - d) \right) \nabla \phi + \text{div} \left( f(\phi) \mathbf{FF}^T \right), \\
\text{div} \nu &= 0, \\
\frac{\partial \mathbf{F}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{F} - (\nabla \mathbf{v}) \mathbf{F} - \lambda \Delta (f(\phi) \mathbf{F}) &= 0, \\
\frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \nabla \phi - \text{div}(b(\phi) \nabla \mu) + \theta \frac{\partial \mu}{\partial t} &= 0, \\
\mu &= \psi'(\phi) - \Delta \phi + \frac{1}{2} f'(\phi)(\mathbf{F} : \mathbf{F} - d) + \delta \frac{\partial \phi}{\partial t},
\end{aligned}
\]

(54)

endowed with the same boundary conditions as (44), and with initial conditions \( \mathbf{v}(\mathbf{x}, 0) = \mathbf{v}_0, \mathbf{F}(\mathbf{x}, 0) = \mathbf{F}_0, \phi(\mathbf{x}, 0) = \phi_0, \mu(\mathbf{x}, 0) = \mu_0 \) for \( \mathbf{x} \in \Omega \). As previously explained, the regularizing terms \( \gamma \frac{\partial \nu}{\partial t} \) and \( \frac{\partial \mathbf{F}}{\partial t} \) are introduced to formulate a well-posed approximation scheme, and imply the specification of artificial initial conditions for \( \mathbf{v} \) and \( \mu \). In this context, we modify Assumption \( A4 \) by the following

**A4 Bis** The initial data have the regularity \( \mathbf{v}_0 \in L^2_{\text{div}}(\Omega; \mathbb{R}^d), \mathbf{F}_0 \in L^2(\Omega; \mathbb{R}^{d \times d}), \phi_0 \in H^1(\Omega), \mu_0 \in L^2(\Omega) \).

We will then obtain existence of a discrete solution for \( \gamma, \theta \rightarrow 0 \), while we will study the limit problem for the discretization parameter tending to infinity in the case \( \delta \rightarrow 0, \lambda > 0 \) in two space dimensions, and in the case \( \delta, \lambda > 0 \) in three space dimensions.

In view of obtaining a–priori energy estimates associated to system (54), observe that the equation for \( \mathbf{F} \) should be tested by \( \partial_{\mathbf{F}} w = f(\phi) \mathbf{F} \) (see (22)), which, when \( \phi \) and \( \mathbf{F} \) are projected onto proper discrete spaces, does not belong to the discrete space associated to the variable \( \mathbf{F} \). Then, we formulate a Galerkin approximation where the third equation of (54) is solved in a continuous space. We start by defining the finite dimensional spaces which will be used to formulate the Galerkin approximation.
ansatz to approximate the solutions of system (54). Let \( \{ \eta_i \}_{i \in \mathbb{N}} \) be the eigenfunctions of the Stokes operator with homogeneous Dirichlet boundary conditions, i.e.

\[
P_L(-\Delta) \eta_i = \beta_i \eta_i \quad \text{in} \quad \Omega, \quad \eta_i = 0 \quad \text{on} \quad \partial \Omega,
\]

where \( P_L : L^2(\Omega; \mathbb{R}^d) \to L^2_{\text{div}}(\Omega; \mathbb{R}^d) \) is the Leray projection operator, with \( 0 < \beta_0 \leq \beta_1 \leq \cdots \leq \beta_m \to \infty \). The sequence \( \{ \eta_i \}_{i \in \mathbb{N}} \) can be chosen as an orthonormal basis in \( L^2_{\text{div}}(\Omega; \mathbb{R}^d) \) and an orthogonal basis in \( H^1_{0,\text{div}}(\Omega; \mathbb{R}^d) \), and, thanks to Assumption A0, we have that \( \{ \eta_i \}_{i \in \mathbb{N}} \subset C^\infty(\bar{\Omega}; \mathbb{R}^d) \). We introduce the projection operator

\[
P^S_m : H^1_0(\Omega; \mathbb{R}^d) \to \text{span}\{ \eta_0, \eta_1, \ldots, \eta_m \}.
\]

Let moreover \( \{ \xi_i \}_{i \in \mathbb{N}} \) be the eigenfunctions of the Laplace operator with homogeneous Neumann boundary conditions, i.e.

\[-\Delta \xi_i = \alpha_i \xi_i \quad \text{in} \quad \Omega, \quad \nabla \xi_i \cdot n = 0 \quad \text{on} \quad \partial \Omega,
\]

with \( 0 = \alpha_0 < \alpha_1 \leq \cdots \leq \alpha_m \to \infty \). The sequence \( \{ \xi_i \}_{i \in \mathbb{N}} \) can be chosen as an orthonormal basis in \( L^2(\Omega) \) and an orthogonal basis in \( H^1(\Omega) \), and, thanks to Assumption A0, \( \{ \xi_i \}_{i \in \mathbb{N}} \subset C^\infty(\bar{\Omega}) \). Without loss of generality, we assume \( \alpha_0 = 0 \). We introduce the projection operator

\[
P^L_m : H^1(\Omega) \to \text{span}\{ \xi_0, \xi_1, \ldots, \xi_m \}.
\]

We make the Galerkin ansatz \( v_m = \sum_i d^m_i(t) \eta_i(x) \), \( \phi_m = \sum_i a^m_i(t) \xi_i(x) \), \( \mu_m = \sum_i b^m_i(t) \xi_i(x) \) to approximate the solutions \( v, \phi, \mu \) of system (54). Hence, we project the equation for \( v_m \) onto \( \text{span}\{ \eta_0, \eta_1, \ldots, \eta_m \} \) and the equations for \( \phi_m \) and \( \mu_m \) onto \( \text{span}\{ \xi_0, \xi_1, \ldots, \xi_m \} \), and formulate the following Galerkin approximation of system (54):

\[
\begin{align*}
\gamma & \int_{\Omega} \partial_t v_m \cdot \eta_i + \nu \int_{\Omega} \nabla v_m \cdot \nabla \eta_i = \int_{\Omega} \mu_m \nabla \phi_m \cdot \eta_i - \int_{\Omega} \frac{f'(\phi_m)}{2}(F_m : F_m - d) \nabla \phi_m \cdot \eta_i \\
& - \int_{\Omega} f(\phi_m) F_m F_m^T : \nabla \eta_i, \\
& \langle \partial_t F_m, \Sigma \rangle + \int_{\Omega} (v_m \cdot \nabla) F_m : \Sigma - \int_{\Omega} (\nabla v_m) F_m : \Sigma + \lambda \int_{\Omega} \nabla (f(\phi_m) F_m) : \nabla \Sigma = 0, \\
& \int_{\Omega} \partial_t \phi_m \xi_i + \int_{\Omega} (v_m \cdot \nabla \phi_m) \xi_i + \int_{\Omega} b(\phi_m) \nabla \mu_m \cdot \nabla \xi_i + \theta \int_{\Omega} \partial_t \mu_m \xi_i = 0, \\
& \int_{\Omega} \mu_m \xi_i = \int_{\Omega} \nabla \phi_m \cdot \nabla \xi_i + \int_{\Omega} \psi'(\phi_m) \xi_i + \int_{\Omega} \frac{f'(\phi_m)}{2}(F_m : F_m - d) \xi_i + \delta \int_{\Omega} \partial_t \phi_m \xi_i,
\end{align*}
\]

a.e. in \([0,t] \), with \( 0 < t \leq T \), for \( i = 0, \ldots, m \) and \( \forall \Sigma \in H^1(\Omega; \mathbb{R}^{d \times d}) \), with \( F_m \) belonging to a proper continuous space, which will be defined in the following. Here, we take the initial conditions \( \phi_m(x,0) = P^L_m(\phi_0), \mu_m(x,0) = P^L_m(\mu_0), v_m(x,0) = P^S_m(v_0), F_m(x,0) = F_0 \).

In order to prove the existence of a solution of (55) and its convergence to a continuous weak solution of system (54), following [6], we employ a fixed point strategy, which in our case can be developed in the following steps:

**Step 1** In the second equation of (55), we take fixed values \( \tilde{\phi}_m \) and \( \tilde{v}_m \) of the variables \( \phi_m \) and \( v_m \) in proper convex subsets of the corresponding Galerkin spaces, and solve for \( F_m \) in a proper continuous space;

**Step 2** Given the solution \( F_m \) obtained in the previous step, we solve for the variables \( \phi_m \) and \( v_m \), hence a fixed point map is defined from \( (\tilde{\phi}_m, \tilde{v}_m) \) to \( (\phi_m, v_m) \):
Step 3 We prove the existence of a fixed point of the map defined in the previous step, which yields a solution of the original approximating problem.

Step 4 We obtain a-priori estimates, uniformly independent of the discretization parameter, for the discrete solutions, and study the limit problem as the discretization parameter tends to zero.

4.3 Step 1: Solution for $F$ at the Galerkin level

We define the following spaces, for $t > 0$,

$$V_m(t) := \left\{ \mathbf{v} = \sum_{i=0}^{m} a_i^m(s) \eta_i(\mathbf{x}) : \sup_{s \in [0,t]} \left( \sum_{i=0}^{m} |a_i^m(s)|^2 \right)^{\frac{1}{2}} \leq L_v := \left\| F_m^S(\mathbf{v}_0) \right\|_{L^2(\Omega;\mathbb{R}^d)} + 1 \right\},$$

$$\Phi_m(t) := \left\{ \phi = \sum_{i=0}^{m} a_i^m(s) \xi_i(\mathbf{x}) : \sup_{s \in [0,t]} \left( \sum_{i=0}^{m} |a_i^m(s)|^2 \right)^{\frac{1}{2}} \leq L_\phi := \left\| F_m^L(\phi_0) \right\|_{L^2(\Omega)} + 1 \right\},$$

which are closed and convex subsets of the spaces $C^0([0,t];\text{span}\{\eta_0, \eta_1, \ldots, \eta_m\})$ and $C^0([0,t];\text{span}\{\xi_0, \xi_1, \ldots, \xi_m\})$ respectively.

Given fixed $\mathbf{v}_m \in V_m(t_0)$ and $\phi_m \in \Phi_m(t_0)$, with $0 < t_0 \leq T$, we can define a proper weak solution of the third equation of system (54) through the following theorem.

**Theorem 4.3** Given $\mathbf{v}_m \in V_m(t_0)$ and $\phi_m \in \Phi_m(t_0)$, there exist a $t_1$, with $0 < t_1 \leq t_0$, and a unique $F_m$, with

$$F_m \in L^\infty \left( 0, t_1 ; L^2(\Omega;\mathbb{R}^{d \times d}) \right) \cap L^2 \left( 0, t_1 ; H^1(\Omega;\mathbb{R}^{d \times d}) \right) \cap H^1 \left( 0, t_1 ; \left( H^1(\Omega;\mathbb{R}^{d \times d}) \right)' \right),$$

and

$$\left\| F_m \right\|_{L^\infty \left( 0, t_1 ; L^2(\Omega;\mathbb{R}^{d \times d}) \right)} + \left\| F_m \right\|_{L^2 \left( 0, t_1 ; H^1(\Omega;\mathbb{R}^{d \times d}) \right)} + \left\| F_m \right\|_{H^1 \left( 0, t_1 ; \left( H^1(\Omega;\mathbb{R}^{d \times d}) \right)' \right)} \leq C,$$

where $C$ is independent of the regularization parameters $\gamma, \theta, \delta$, satisfying the weak formulation

$$\langle \partial_t F_m + \nabla \phi, \Sigma \rangle + \int_\Omega (\nabla \phi \cdot \nabla) F_m : \Sigma - \int_\Omega (\nabla \phi_m) F_m : \Sigma + \lambda \int_\Omega (f(\phi_m) F_m) \cdot \nabla \Sigma = 0,$$

for all $\Sigma \in H^1(\Omega;\mathbb{R}^{d \times d})$ and a.e. $t \in (0, t_1)$, with initial condition $F_m(\mathbf{x}, 0) = F_0(\mathbf{x})$. Here, $t_1$ depends on the discretization parameter $m$, on $L_v$, $L_\phi$, and on the initial conditions $\mathbf{v}_0, \phi_0$.

**Proof.** Let $\{\Sigma_i\}_{i \in \mathbb{N}}$ be the eigenfunctions of the Laplace operator with homogeneous Neumann boundary conditions, i.e.

$$-\Delta \Sigma_i = \gamma_i \Sigma_i \quad \text{in } \Omega, \quad \nabla \Sigma_i \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega,$$

with $0 = \gamma_0 < \gamma_1 \leq \cdots \leq \gamma_m \to \infty$. The sequence $\{\Sigma_i\}_{i \in \mathbb{N}}$ can be chosen as an orthonormal basis in $L^2(\Omega;\mathbb{R}^{d \times d})$ and an orthogonal basis in $H^1(\Omega;\mathbb{R}^{d \times d})$, and, thanks to Assumptions A0 and A1, $\{\Sigma_i\}_{i \in \mathbb{N}} \subseteq C^\infty(\Omega;\mathbb{R}^{d \times d})$. Without loss of generality, we assume $\gamma_0 = 0$. We introduce the projection operator

$$P_n^\Sigma : H^1(\Omega;\mathbb{R}^{d \times d}) \to \text{span}\{\Sigma_0, \Sigma_1, \ldots, \Sigma_n\}.$$

We make the Galerkin ansatz

$$F_n = \sum_{i} f^n_i(t) \Sigma_i(\mathbf{x})$$
for the solution of the third equation of (54), and project the equation onto span \{\Sigma_0, \Sigma_1, \ldots, \Sigma_n\}, i.e.

\[
\int_{\Omega} \partial_t F_n : \Sigma_i + \int_{\Omega} (v_m \cdot \nabla) F_n : \Sigma_i - \int_{\Omega} (\nabla v_m) F_n : \Sigma_i + \lambda \int_{\Omega} \nabla (\phi_m) F_n : \nabla \Sigma_i = 0, \quad i = 0, \ldots, n,
\]

with initial condition \( F_n(x,0) = \sum_i (F_0, \Sigma_i) \Sigma_i(x) \), where \( F_0(x) = F(x,0) \). System (60) defines a collection of initial value problems for the ODEs

\[
\begin{aligned}
\frac{df_i}{dt} &= \sum_l \left( -\int_{\Omega} (v_m \cdot \nabla) \Sigma_l : \Sigma_i + \int_{\Omega} (\nabla v_m) \Sigma_l : \Sigma_i - \lambda \int_{\Omega} f(\phi_m) \Sigma_l \otimes \nabla \Sigma_i \right) f_i^n, \\
&\quad - \lambda \int_{\Omega} f(\phi_m) \Sigma_i \otimes \nabla \phi_m : \nabla \Sigma_i f_i^n, \\
f_i^n(0) &= (F_0, \Sigma_i), \quad i = 0, \ldots, n.
\end{aligned}
\]

(61)

Thanks to the regularity of the fields \( v_m \in V_m(t_0) \), \( \phi_m \in \Phi_m(t_0) \) and \( \Sigma_i \in C^\infty(\Omega; \mathbb{R}^{d \times d}) \), we can apply the Peano existence theorem to infer that there exists a sufficiently small \( t_* \) with \( 0 < t_* \leq t_1 \) and a unique local solution \( f_i^n \in C^1([0,t_*) \cap \Omega \cap V_m \cap (0,t_0) \cap \Phi_m \cap [0,t_0) \cap \Sigma_i \), for \( i = 0, \ldots, n \).

Remark 4.3 We observe that \( t_* \) depends on \( n \), on the initial condition \( F_0 \), on the \( L^\infty(0,t_0; H^1_0(\Omega; \mathbb{R}^d)) \) norm of \( v_m \) and on the \( L^\infty(0,t_0; H^1(\Omega)) \) norm of \( \phi_m \), which in turn, given the definitions (59), depend on \( L_v \) and \( \Lambda_\phi \), hence on the initial conditions \( v_0, \phi_0 \) and \( m \).

We now derive a priori estimates uniform in \( n \) for the Galerkin solution \( F_n \), in order to pass to the limit as \( n \to \infty \) and to prove (59). Combining the \( n + 1 \) equations (60), for \( i = 0, \ldots, n \), we get

\[
\int_{\Omega} \partial_t F_n : \Sigma + \int_{\Omega} (v_m \cdot \nabla) F_n : \Sigma - \int_{\Omega} (\nabla v_m) F_n : \Sigma + \lambda \int_{\Omega} f(\phi_m) \nabla F_n : \nabla \Sigma = 0,
\]

(62)

with \( \Sigma \in \text{span}\{\Sigma_0, \Sigma_1, \ldots, \Sigma_n\} \). Taking \( \Sigma = F_n \), considering that

\[
\int_{\Omega} v_m \cdot \nabla \left( \frac{|F_n|^2}{2} \right) = - \int_{\Omega} \text{div} v_m \frac{|F_n|^2}{2} + \int_{\partial \Omega} \frac{|F_n|^2}{2} v_m \cdot n = 0,
\]

using the Cauchy–Schwarz and the Young inequalities and Assumption A3, we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |F_n|^2 + \lambda \int_{\Omega} f(\phi_m) |\nabla F_n|^2 = \int_{\Omega} (\nabla v_m) : F_n F_n^T - \lambda \int_{\Omega} f(\phi_m) F_n \otimes \nabla \phi_m : \nabla F_n
\]

\[
\leq |\nabla v_m|_{L^\infty(\Omega; \mathbb{R}^{d \times d})} \int_{\Omega} |F_n|^2 + \lambda f_1 |\nabla \phi_m|_{L^\infty(\Omega; \mathbb{R}^{d \times d})} |F_n|_{L^2(\Omega; \mathbb{R}^{d \times d})} |\nabla F_n|_{L^2(\Omega; \mathbb{R}^{d \times d})}
\]

\[
\leq \frac{\lambda}{2} f_{\text{min}} \int_{\Omega} |\nabla F_n|^2 + \left( |\nabla v_m|_{L^\infty(\Omega; \mathbb{R}^{d \times d})} + \frac{\lambda f_2}{2 f_{\text{min}}} |\nabla \phi_m|_{L^\infty(\Omega; \mathbb{R}^{d \times d})} \right) \int_{\Omega} |F_n|^2.
\]

Integrating in time over the interval \((0,t_*]\), using again Assumption A3 and the fact that \( v_m \in V_m(t_0) \), \( \phi_m \in \Phi_m(t_0) \), we get

\[
\frac{1}{2} \int_{\Omega} |F_n|^2 + \frac{\lambda}{2} f_{\text{min}} \int_0^{t_*} \int_{\Omega} |\nabla F_n|^2 \leq \frac{1}{2} \int_{\Omega} |D_{\Sigma n}(F_0)|^2 + C(L_v, L_\phi, m) \int_0^{t_*} \int_{\Omega} |F_n|^2.
\]

(63)

Using a Gronwall argument, we get from (63) the uniform in \( n \) estimate

\[
|F_n|^2_{C^0([0,t_*]; L^2(\Omega; \mathbb{R}^{d \times d}))} + |\nabla F_n|^2_{L^2([0,t_*]; L^2(\Omega; \mathbb{R}^{d \times d}))} \leq C(L_v, L_\phi, m, F_0, t_*).
\]

(64)

Thanks to the a priori estimate (63) and using an extension argument for the local solution, it turns out that the maximal solution of (61) lives in some interval \([0,t_1]\), with \( 0 < t_1 \leq t_0 \) depending only on \( L_v \), \( L_\phi \) and on \( m \). In order to derive a uniform in \( n \) bound for \( \partial_t F_n \), we multiply (64) by a time function
\( \zeta \in L^2(0, t_1) \), integrate in time from 0 to \( t_1 \) and take \( \Sigma = P_n^\Sigma(\Pi) \), with \( \Pi \in H^1(\Omega; \mathbb{R}^{d\times d}) \), obtaining, using the Cauchy–Schwarz inequality,

\[
\int_0^{t_1} \int_\Omega \partial_t F_n : \Pi \zeta = \int_0^{t_1} \int_\Omega \partial_t F_n : P_n^\Sigma(\Pi) \zeta
- \int_0^{t_1} \int_\Omega (\nabla \cdot F_n) : \nabla (P_n^\Sigma(\Pi)) \zeta
+ \int_0^{t_1} \int_\Omega (\nabla \cdot F_n) : \nabla (P_n^\Sigma(\Pi)) \zeta
\leq \int_0^{t_1} \left( ||\nabla F_n||_{L^2(\Omega; \mathbb{R}^{d\times d})} + ||\nabla \zeta||_{L^2(\Omega; \mathbb{R}^{d\times d})} \right) ||\nabla P_n^\Sigma(\Pi)||_{L^2(\Omega; \mathbb{R}^{d\times d})}\]

Using (64), extended to the time interval \([0, t_1]\), in (65), we obtain the bound

\[
||\partial_t F_n||_{L^2(0, t_1; H^1(\Omega; \mathbb{R}^{d\times d}))} \leq C(\Pi, c, m, F_0).
\]

The bounds (64), extended to the time interval \([0, t_1]\), and (65) prove (57). Hence, applying the Banach–Alaoglu theorem, there exists a subsequence of \((F_n)_{n \in \mathbb{N}}\), which we still call \((F_n)_{n \in \mathbb{N}}\), such that

\[
\partial_t F_n \to \partial_t F_m \quad \text{in} \quad L^2(0, t_1; (H^1(\Omega; \mathbb{R}^{d\times d}))');
\]

\[
F_n \rightharpoonup F_m \quad \text{in} \quad L^\infty(0, t_1; L^2(\Omega; \mathbb{R}^{d\times d}));
\]

\[
\nabla F_n \to \nabla F_m \quad \text{in} \quad L^2(0, t_1; L^2(\Omega; \mathbb{R}^{d\times d})).
\]

Passing to the limit as \( n \to \infty \) in (62) and using the aforementioned convergence properties, on noting that (62) is linear in \( F_n \), and using a density argument on the test elements \( \Sigma \), we get that the limit point \( F_m \) is the unique solution of (59). Finally, from the facts that \( F_n(x, 0) \to F_0 \) in \( L^2(\Omega; \mathbb{R}^{d\times d}) \) and that \( F_n \to F_m \) in \( C_0^b([0, t_1]; L^2(\Omega; \mathbb{R}^{d\times d})) \), which follows from (67) and e.g. [41, Ch. 3, Lemma 1.4], we get that \( F_m(x, 0) = F_0 \).

### 4.4 Step 2: Definition of the fixed point map

Given \((\nabla \zeta, \tilde{\phi}_m) \in V_m(t_0) \times \Phi_m(t_0)\) and \( F_m \) as in (57) a solution of (59) in the time interval \([0, t_1]\), with \( 0 < t_1 \leq t_0 \), the equations for \( \nabla \zeta, \tilde{\phi}_m \) and \( \rho_m \) in (65) define an initial value problem for a system of coupled ODEs,

\[
\begin{align*}
\gamma \frac{d}{dt} d_i m &= -\nu \beta d_i m + \sum_{s} \int_\Omega \xi_i \nabla \xi_s : \eta_i \ b_i m a_i m - \sum_{l,s} \int_\Omega \frac{f'(\sum_s a_i m \xi_s)}{2} (F_m : F_m - d) \nabla \xi_i : \eta_i \ a_i m - \int_\Omega f \left( \sum_s a_i m \xi_s \right) F_m F_m : \nabla \eta_i, \\
\frac{d}{dt} a_i m &= - \sum_{l,s} \int_\Omega (\eta_i \cdot \nabla \xi_s \cdot \xi_i) d_i m a_i m - \sum_{l} \int_\Omega b \left( \sum_s a_i m \xi_s \right) \nabla \xi_i \cdot \nabla \xi_i \ b_i m - \theta \frac{d}{dt} a_i m, \\
b_i m &= \alpha_i a_i m + \int_\Omega \psi' \left( \sum_s a_i m \xi_s \right) \xi_i + \int_\Omega \frac{f'(\sum_s a_i m \xi_s)}{2} (F_m : F_m - d) \xi_i + \delta \frac{d}{dt} a_i m, \\
a_i m(0) &= (\phi_0, \xi_i), \ b_i m(0) = (\mu_0, \xi_i), \ d_i m(0) = (\nu_0, \eta_i), \quad i = 0, \ldots, m.
\end{align*}
\]
We can substitute \( \frac{d}{dt} a^m \) from the third equation in the second equation of system (68), and obtain a system of coupled first order ODEs, which, upon introducing the vectors of time coefficients \( a = (a^m_0, \ldots, a^m_m) \in \mathbb{R}^{m+1}, b = (b^m_0, \ldots, b^m_m) \in \mathbb{R}^{m+1}, d = (d^m_0, \ldots, d^m_m) \in \mathbb{R}^{m+1} \), takes the form

\[
\left\{
\begin{align*}
\frac{d}{dt} d &= -\nu \text{diag}(\beta) d + D(b \otimes a) - E(a, F_m) a - p(a, F_m), \\
\frac{d}{dt} a &= b - \text{diag}(\alpha) a - r(a) - q(a, F_m), \\
\frac{d}{dt} b &= -\frac{1}{\delta} (b - \text{diag}(\alpha) a - r(a) - q(a, F_m)) - B(d \otimes a) - C(a) b, \\
a(0) &= a_0, b(0) = b_0, d(0) = d_0,
\end{align*}
\right.
\] (69)

where we defined the third order and second order tensors and vectors as (in components, for \( i, j, k = 0, \ldots, m \))

\[
D_{ijk} := \int_{\Omega} \xi_k \nabla \xi_j \cdot \eta_i; \quad B_{ijk} := \int_{\Omega} (\eta_k \cdot \nabla \xi_j) \cdot \xi_i; 
\]

\[
E(a, F_m)_{ij} := \int_{\Omega} \frac{f'(\sum_s a^m_s \xi_s)}{2} (F_m : F_m - d) \nabla \xi_j \cdot \eta_i; \quad C(a)_{ij} := \int_{\Omega} b \left( \sum_s a^m_s \xi_s \right) \nabla \xi_j \cdot \nabla \xi_i; 
\]

\[
p(a, F_m)_i := \int_{\Omega} f \left( \sum_s a^m_s \xi_s \right) F_m F_m^T : \nabla \eta_i; \quad r(a)_i := \int_{\Omega} \psi'(\sum_s a^m_s \xi_s) \xi_i; 
\]

\[
q(a, F_m)_i := \int_{\Omega} \frac{f'(\sum_s a^m_s \xi_s)}{2} (F_m : F_m - d) \xi_i; \quad a_0_i := (\phi_0, \xi_i); \quad b_0_i := (\mu_0, \xi_i); \quad d_0_i := (\nu_0, \eta_i). 
\]

Due to the Assumptions A1, A2, A3 on the regularity of the functions \( b, \psi, f \), the regularity in space of the functions \( \xi_i, \eta_i \) and the regularity result \( F_m \in L^\infty(0, t_1; L^2(\Omega; \mathbb{R}^{d \times d})) \), the right hand side of (69) depends continuously on the variables \( a, b, d \), with bounded coefficients in \( L^\infty(0, t_1) \). Hence, we can apply the Carathéodory’s existence theorem to obtain the existence of a sufficiently small value \( t_2 \), with \( 0 < t_2 \leq t_1 \), and of a unique Lipschitz continuous solution \( a, b, d \in W^{1, \infty}(0, t_2) \).

**Remark 4.4** The Lipschitz constant of the solution of the system (69), as well as the parameter \( t_2 \), depend on \( m \), on the initial conditions \( a_0, b_0, d_0 \) and on the \( L^\infty(0, t_2) \) norm of the coefficients, hence on the \( L^\infty(0, t_2; L^2(\Omega; \mathbb{R}^{d \times d})) \) norm of \( F_m \). The latter norm depends, thanks to (70) and (57), on \( L_v, L_y, m \) and \( \Phi_0 \).

Given the solution \( F_m \) of (59), with fixed \( (\Phi_m, \phi_m) \in V_m(t_0) \times \Phi(t_0) \), the solution of system (69) defines a map

\[
\mathcal{L} : V_m(t_0) \times \Phi(t_0) \to W^{1, \infty}(0, t_2; \text{span} \{ \eta_0, \eta_1, \ldots, \eta_m \}) \times W^{1, \infty}(0, t_2; \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \}), 
\]

\[
\mathcal{L}(\Phi_m, \phi_m) = (\Phi_m, \phi_m).
\] (71)

In the following, we will prove the existence of a fixed point of \( \mathcal{L} \), which is a solution of system (59), by applying the Schauder fixed point theorem.

4.5 Step 3: Existence of a solution of the Faedo–Galerkin approximation

We prove the following lemma.
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Lemma 4.5 There exists a small enough value $t_3$, with $0 < t_3 \leq t_2$, such that $(v_m, \phi_m)$, solution of system (69), belongs to the space $V_m(t_3) \times \Phi_m(t_3)$. Hence,

$$L: V_m(t_3) \times \Phi_m(t_3) \to V_m(t_3) \times \Phi_m(t_3).$$

Moreover, the image of the map $L$ is precompact in the space

$$X := C^0([0, t_3]; \text{span}\{\eta_0, \eta_1, \ldots, \eta_m\}) \times C^0([0, t_3]; \text{span}\{\xi_0, \xi_1, \ldots, \xi_m\}),$$

and $L$ is continuous on $V_m(t_3) \times \Phi_m(t_3)$ in the topology of $X$.

Proof. We separate the proof in three parts.

Part I: $L$ maps $V_m(t_3) \times \Phi_m(t_3)$ into itself for a small enough value $0 < t_3 \leq t_2$.

Combining the first and second equations of (68) for $i = 0, \ldots, m$, we get

$$\begin{align*}
\gamma & \int_\Omega \partial_t v_m \cdot \eta + \nu \int_\Omega \nabla v_m : \nabla \eta = \int_\Omega \mu_m \nabla \phi_m \cdot \eta - \int_\Omega \frac{f'(\phi_m)}{2} (F_m : F_m - d) \nabla \phi_m \cdot \eta \\
- & \int_\Omega f(\phi_m) (F_m F_m^T) : \nabla \eta, \\
\int_\Omega \partial_t \phi_m \xi + & \int_\Omega (v_m \cdot \nabla \phi_m) \xi + \int_\Omega b(\phi_m) \nabla \mu_m \cdot \nabla \xi + \theta \int_\Omega \partial_t \mu_m \xi = 0,
\end{align*}$$

with $\eta \in \text{span}\{\eta_0, \eta_1, \ldots, \eta_m\}, \xi \in \text{span}\{\xi_0, \xi_1, \ldots, \xi_m\}$. Taking $\eta = v_m$, considering the regularity in space of $\eta_i$ and $\xi_i$, the fact that $a_i^m, b_i^m \in C^0([0, t_2])$, Remark 4.4, Assumption A3 and the inverse inequalities $||\eta_i||_{L_\infty(\Omega; R^d)} \leq C(m) ||\eta_i||_{L^2(\Omega; R^d)}, ||\nabla \eta_i||_{L_\infty(\Omega; R^{d \times d})} \leq C(m) ||\eta_i||_{L^2(\Omega; R^{d \times d})}$, we get

$$\begin{align*}
\frac{\gamma}{2} \frac{d}{dt} ||v_m||_{L^2(\Omega; R^d)} + & \nu ||\nabla v_m||_{L^2(\Omega; R^{d \times d})} \leq \mu_m ||\nabla \phi_m||_{L^2(\Omega; R^d)} ||v_m||_{L^2(\Omega; R^d)} + \\
C ||\nabla \phi_m||_{L^\infty(\Omega; R^d)} ||F_m||_{L^2(\Omega; R^{d \times d})} & ||v_m||_{L^2(\Omega; R^d)} + C ||F_m||_{L^\infty(\Omega; R^{d \times d})} ||\nabla v_m||_{L^\infty(\Omega; R^{d \times d})} \\
& \leq C(m, L_v, L_\phi, F_0) ||v_m||_{L^2(\Omega; R^d)}.
\end{align*}$$

Integrating in time and applying a Gronwall–Bellman type inequality, we obtain that

$$\sup_{[0, t]} ||v_m||_{L^2(\Omega; R^d)} \leq ||P_m^S(v_0)||_{L^2(\Omega; R^d)} + C_1(m, L_v, L_\phi, F_0) t,$$

for $t \in [0, t_2]$. Taking moreover $\xi = \phi_m$, considering the regularity in space of $\xi_i$, the fact that $b_i^m \in W^{1, \infty}([0, t_2])$, Remark 4.4, Assumption A1, the fact that $\int_\Omega (v_m \cdot \nabla |\phi_m|^2) = 0$ and the inverse inequality $||\nabla \xi_i||_{L^2(\Omega; R^d)} \leq C(m) ||\xi_i||_{L^2(\Omega)}$, we get that

$$\begin{align*}
\frac{1}{2} \frac{d}{dt} ||\phi_m||_{L^2(\Omega)}^2 & \leq b_1 ||\nabla \mu_m||_{L^2(\Omega; R^d)} ||\nabla \phi_m||_{L^2(\Omega; R^d)} + \theta ||\partial_t \mu_m||_{L^\infty(\Omega; L^2(\Omega))} ||\phi_m||_{L^2(\Omega)} \\
& \leq C(m, L_v, L_\phi, F_0) ||\phi_m||_{L^2(\Omega)}.
\end{align*}$$

Integrating in time and applying a Gronwall–Bellman type inequality, we obtain that

$$\sup_{t \in [0, t_2]} ||\phi_m||_{L^2(\Omega)} \leq ||p_m^L(\phi_0)||_{L^2(\Omega)} + C_2(m, L_v, L_\phi, F_0) t,$$

for $t \in [0, t_2]$. Taking finally $t_3$ to be the maximum value such that $C_1 t_3 \leq 1$ and $C_2 t_3 \leq 1$, from the definitions (68), we obtain that $(v_m, \phi_m) \in V_m(t_3) \times \Phi_m(t_3)$.

Part II: the image of $L$ is precompact in $X$.

Thanks to Remark 4.4 and to the Ascoli–Arzelà theorem, the image of $L$ is precompact in $X$, since the solution of (69) is uniformly Lipschitz continuous with respect to $(v_m, \phi_m)$. 
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Part III: the map $\mathcal{L}$ is continuous on $V_m(t_3) \times \Phi_m(t_3)$.

In the rest of proof, we will omit to write the subscript $m$ for the discrete variables $v_m, F_m, \phi_m, \mu_m$ for ease of notation. Let us take a sequence $\{\psi_l = \sum (d_i^{m_l})_l, \eta_l\}_{l \in \mathbb{N}} \subset V_m(t_3)$ converging to $v = \sum d_i^{m_l} \eta_l$ in $V_m(t_3)$, in the sense that $(d_i^{m_l})_l \to d_i^m$ in $C^0([0, t_3])$ as $l \to \infty$. Let us moreover take a sequence $\{\phi_l = \sum (\bar{a}_i^{m_l})_l, \xi_l\}_{l \in \mathbb{N}} \subset \Phi_m(t_3)$ converging to $\phi = \sum \bar{a}_i^{m_l} \xi_l$ in $\Phi_m(t_3)$, in the sense that $(\bar{a}_i^{m_l})_l \to \bar{a}_i^m$ in $C^0([0, t_3])$ as $l \to \infty$. Then, if $F_l$ is the solution of (59) with fixed values $\bar{v}_l$ and $\phi_l$, and if $F$ is the solution of (60) with fixed values $v$ and $\phi$, we have that

$$F_l \to F \text{ in } L^\infty(0, t_3; L^2(\Omega; \mathbb{R}^{d \times d})).$$

Indeed, taking the difference between equations (59) for $F_l$ and for $F$, and choosing $\Sigma = F_l - F$, we get

$$\left(\partial_t (F_l - F), F_l - F\right) + \int_0^t \int_\Omega \left(\bar{v}_l \cdot \nabla \right) (F_l - F) : (F_l - F) + \int_0^t \int_\Omega \left(\bar{v}_l \cdot \nabla \right) \nabla (F_l - F) : \nabla (F_l - F) - \int_\Omega \left(\bar{v}_l - v\right) \nabla F_l : \nabla (F_l - F) + \lambda \int_\Omega f(\bar{\phi}_l) \nabla (F_l - F) : \nabla (F_l - F) + \lambda \int_\Omega f'(\bar{\phi}_l) (F_l - F) \otimes \nabla \bar{\phi}_l : \nabla (F_l - F) + \lambda \int_\Omega F \otimes \nabla \left(f(\bar{\phi}_l) - f(\phi)\right) : \nabla (F_l - F) = 0,$$

where the second term is equal to zero due to the boundary condition on $\bar{v}_l$ and to the fact that $\text{div} \bar{v}_l = 0$. Integrating in time over the interval $(0, t_3)$, using the Cauchy–Schwarz and the Young inequalities, Assumption A3, (67) and considering that $F_l(x, 0) = F(x, 0)$, we obtain the inequality

$$\frac{1}{2} \frac{d}{dt} \left\| F_l - F \right\|^2_{L^2(\Omega; \mathbb{R}^{d \times d})} + \frac{\lambda}{2} \int_0^{t_3} \int_\Omega \left| \nabla \left( F_l - F \right) \right|^2 \leq \left\| \bar{v}_l - v \right\|_{L^\infty(0, t_3; L^\infty(\Omega; \mathbb{R}^{d \times d}))} \left\| \nabla F_l \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})} \left\| F_l - F \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})} + \lambda \left\| \nabla (F_l - F) \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})} \left\| \nabla (F_l - F) \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})} + \lambda \left\| f(\bar{\phi}_l) - f(\phi) \right\|_{L^\infty(0, t_3; L^\infty(\Omega; \mathbb{R}^{d \times d}))} \left\| \nabla (F_l - F) \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})} + \lambda \left\| f(\bar{\phi}_l) - f(\phi) \right\|_{L^\infty(0, t_3; L^\infty(\Omega; \mathbb{R}^{d \times d}))} \left\| \nabla (F_l - F) \right\|_{L^2(\Omega; \mathbb{R}^{d \times d})}$$

from which, using a Gronwall argument and from the assumed convergence $\bar{d}_l \to d$ and $\bar{a}_l \to a$ in $C^0([0, t_3])$, we get (72).

We now show that, if (73) is valid, then correspondingly

$$\begin{align*}
(d_i^{m_l})_l &\to d_i^m \text{ in } C^0([0, t_3]), \\
(a_i^{m_l})_l &\to a_i^m \text{ in } C^0([0, t_3]), \\
(\bar{a}_i^{m_l})_l &\to \bar{a}_i^m \text{ in } C^0([0, t_3]),
\end{align*}$$

(73)
for $i = 0, \ldots, m$, which give the continuity of $\mathcal{L}$ in the proposed topology. Taking the difference between the equations for $d_1$ and $d_2$ in (69) and taking its scalar product with $d_1 - d_2$, we get

$$\gamma \frac{d}{dt} |d_1 - d_2|^2 + \nu \text{diag}(\beta) (d_1 - d_2) \cdot (d_1 - d_2) = D ((b_1 - b) \otimes a) \cdot (d_1 - d_2) + D (b_1 \otimes (a_t - a)) \cdot (d_1 - d_2) - E (a_t, F_t - F) a_t \cdot (d_1 - d_2) - E (a_t - a, F) a_t \cdot (d_1 - d_2) \quad (74)$$

Taking the difference between the second equations for $a_1, b_t$ and $a, b$ in (69) and taking its scalar product with $(a_1 - a_t) + \frac{d}{dt} (a_t - a)$, we get

$$\text{diag}(\alpha) (a_1 - a_t) \cdot (a_1 - a_t) + (r(a_1) - r(a)) \cdot (a_1 - a) + q (a_1 - a, F_t) \cdot (a_1 - a) + q (a, F_t - F) \cdot (a_1 - a) \quad (75)$$

Taking finally the difference between the third equations for $a_t, b_t$ and $a, b$ in (69) and taking its scalar product with $(b_t - b)$, we get

$$\frac{d}{dt} (a_t - a) \cdot (b_t - b) = -B ((d_1 - d) \otimes a_t) \cdot (b_t - b) - B (d \otimes (a_t - a)) \cdot (b_t - b) - C(a_t - C(a)) b_t \cdot (b_t - b) \quad (76)$$

We use the identity

$$F_t F_t^T = (F_t - F) (F_t + F)^T + (F - F_t) F^T + F (F_t - F)^T \quad (77)$$

in the expression for $E (a_t, F_t - F)$ and $q (a, F_t - F)$ from (70) to get, using (57), Assumption A3, the Cauchy–Schwarz and the Young inequalities, that

$$|E (a_t, F_t - F) a_t \cdot (d_1 - d)| \leq C \|F_t - F\|^2_{L^\infty(0,t;L^2(\Omega;\mathbb{R}^{d \times d}))} + C |d_1 - d|^2,$$

$$q (a, F_t - F) \cdot \left( (a_t - a) + \frac{d}{dt} (a_t - a) \right) \leq C \|F_t - F\|^2_{L^\infty(0,t;L^2(\Omega;\mathbb{R}^{d \times d}))} + C |a_t - a|^2 + \delta \frac{d}{dt} |a_t - a|^2. \quad (78)$$

We moreover use the identity

$$F_t F_t^T - FF_T = (F_t - F) (F_t + F)^T + (F - F_t) F^T + F (F_t - F)^T$$

in the expression for $p (a_t, F_t - F) \cdot (d_1 - d)$ from (70) to get analogously

$$|p (a_t, F_t - F) \cdot (d_1 - d)| \leq C \|F_t - F\|^2_{L^\infty(0,t;L^2(\Omega;\mathbb{R}^{d \times d}))} + C |d_1 - d|^2.$$

Summing (74), (75) and (76), using the Assumptions A1, A2, A3, the Cauchy–Schwarz and the Young inequalities and the previous arguments, we obtain

$$\gamma \frac{d}{dt} |d_1 - d_2|^2 + \nu \text{diag}(\beta) (d_1 - d_2) \cdot (d_1 - d_2) + \text{diag}(\alpha) (a_1 - a_t) \cdot (a_1 - a_t) + \frac{\delta}{2} \frac{d}{dt} |a_t - a|^2 + \frac{\theta}{2} \frac{d}{dt} |b_t - b|^2 \leq C |d_1 - d|^2 + C |a_t - a|^2 + C |b_t - b|^2 + C \|F_t - F\|^2_{L^\infty(0,t;L^2(\Omega;\mathbb{R}^{d \times d}))} + 5 \frac{\delta}{10} \left| \frac{d}{dt} (a_t - a) \right|^2,$$

which gives that

$$\frac{d}{dt} \left( \frac{\gamma}{2} |d_1 - d_2|^2 + \frac{\delta}{2} |a_t - a|^2 + \frac{\theta}{2} |b_t - b|^2 \right) \leq C \left( \frac{\gamma}{2} |d_1 - d_2|^2 + \frac{\delta}{2} |a_t - a|^2 + \frac{\theta}{2} |b_t - b|^2 \right) + C \|F_t - F\|^2_{L^\infty(0,t;L^2(\Omega;\mathbb{R}^{d \times d}))} \quad (79)$$
Integrating (79) in time with respect to \( t \), for \( t \in [0,t_3] \), and applying a Gronwall argument, given the convergence result (72), we establish the convergence results (73), hence the continuity of the map \( \mathcal{L} \).

**Remark 4.5** In the case \( \delta = \theta = 0 \) (which will be considered in the 2-d case), the proof of the continuity of the map \( \mathcal{L} \) could be obtained by a simpler argument by testing the difference between the equations for \( \mathbf{d}_1 \) and \( \mathbf{d} \) in (69) by \( \mathbf{d}_1 - \mathbf{d} \), the difference between the second equations for \( \mathbf{b}_1 \) and \( \mathbf{b} \) by \( \mathbf{b}_1 - \mathbf{b} \), and the difference between the third equations for \( \mathbf{a}_1 \) and \( \mathbf{a} \) by \( \mathbf{a}_1 - \mathbf{a} \). Since, in the case \( \delta > 0, \theta > 0 \), the continuity of the map \( \mathcal{L} \) would be true only for sufficiently small values of \( \delta \), the term \( \theta \partial_t \mu_m \) has been introduced in (55) to obtain a more general result.

Thanks to Lemma 4.5, we can apply the Schauder fixed point and prove that there exists a fixed point of \( \mathcal{L} \), which is a solution of system (55) in the time interval \([0,t_3]\).

### 4.6 Step 4: A priori estimates and convergence to a continuous weak solution

We now deduce a priori estimates, uniform in the discretization parameter \( m \), for the solutions of system (55), which can be rewritten, summing the first, the third and the fourth equations over \( i = 0, \ldots, m \), as

\[
\begin{align*}
&\int_\Omega \partial_t \mathbf{v}_m \cdot \eta + \nu \int_\Omega \nabla \mathbf{v}_m : \nabla \eta - \int_\Omega \mu_m \nabla \phi_m \cdot \eta - \int_\Omega f'(\phi_m) \left( \mathbf{F}_m : \mathbf{F}_m - d \right) \nabla \phi_m \cdot \eta \\
&- \int_\Omega f(\phi_m) \mathbf{F}_m \mathbf{F}_m^T : \nabla \eta, \\
&\int_\Omega \partial_t (\mathbf{F}_m, \Sigma) + \int_\Omega (\mathbf{v}_m \cdot \nabla) \mathbf{F}_m : \Sigma - \int_\Omega (\nabla \mathbf{v}_m) \mathbf{F}_m : \Sigma + \lambda \int_\Omega (\nabla f(\phi_m) \mathbf{F}_m) : \nabla \Sigma = 0, \\
&\int_\Omega \partial_t \phi_m \xi + \int_\Omega (\mathbf{v}_m \cdot \nabla \phi_m) \xi + \int_\Omega b(\phi_m) \nabla \mu_m \cdot \nabla \xi + \theta \int_\Omega \partial_t \mu_m \xi = 0, \\
&\int_\Omega \mu_m \chi = \int_\Omega \nabla \phi_m \cdot \nabla \chi + \int_\Omega \phi'(\phi_m) \chi + \int_\Omega f'(\phi_m) \left( \mathbf{F}_m : \mathbf{F}_m - d \right) \chi + \delta \int_\Omega \partial_t \phi_m \chi,
\end{align*}
\]

for a.e. \( t \in [0,t_3] \), with \( \eta \in \text{span} \{ \eta_0, \eta_1, \ldots, \eta_m \} \), \( \xi, \chi \in \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \} \) and \( \forall \Sigma \in H^1(\Omega; \mathbb{R}^{d \times d}) \), with initial conditions defined in (55). We take \( \eta = \mathbf{v}_m, \Sigma = f(\phi_m) \mathbf{F}_m, \xi = \mu_m, \chi = -\frac{\partial \phi_m}{\partial t} \) in (80), sum all the equations and integrate in time between 0 and \( t \in [0,t_3] \). Note that, thanks to Assumption A3 and (77), \( f(\phi_m) \mathbf{F}_m \) is a.e. in \( H^1(\Omega; \mathbb{R}^{d \times d}) \). We get, for any \( t \in [0,t_3] \),

\[
\begin{align*}
&\frac{\gamma}{2} \| \mathbf{v}_m \|^2_{L^2(\Omega; \mathbb{R}^d)} + \nu \int_0^t \int_\Omega |\nabla \mathbf{v}_m|^2 + \lambda \int_0^t \int_\Omega |(\nabla f(\phi_m) \mathbf{F}_m)|^2 + \int_0^t \int_\Omega b(\phi_m) |\nabla \mu_m|^2 \\
&+ \int_\Omega \left( \frac{1}{2} f(\phi_m) \left( \mathbf{F}_m : \mathbf{F}_m - d \right) + \frac{1}{2} |\nabla \phi_m|^2 + \psi(\phi_m) \right) + \frac{\theta}{2} \| \mu_m \|^2_{L^2(\Omega)} + \delta \int_0^t \int_\Omega \left| \frac{\partial \phi_m}{\partial t} \right|^2 \\
&= - \int_0^t \int_\Omega f'(\phi_m) \left( \mathbf{F}_m : \mathbf{F}_m - d \right) \nabla \phi_m \cdot \mathbf{v}_m - \int_0^t \int_\Omega (\mathbf{v}_m \cdot \nabla) \mathbf{F}_m : f(\phi_m) \mathbf{F}_m \\
&+ \frac{\gamma}{2} \| \mathbf{v}_m(0) \|^2_{L^2(\Omega; \mathbb{R}^d)} + \frac{\theta}{2} \| \mu_m(0) \|^2_{L^2(\Omega)} \\
&+ \int_\Omega \left( \frac{1}{2} f(\phi_m(0)) \left( \mathbf{F}_m(0) : \mathbf{F}_m(0) - d \right) + \frac{1}{2} |\nabla \phi_m(0)|^2 + \psi(\phi_m(0)) \right).
\end{align*}
\]
Similarly to \( [33] \), we rewrite the first term on the right hand side of \( [31] \), integrating by parts, as
\[
- \int_0^t \int_\Omega \frac{f'(\phi_m)}{2} (F_m : F_m - d) \nabla \phi_m \cdot v_m = - \frac{1}{2} \int_0^t \int_\Omega \nabla (f(\phi_m) (F_m : F_m - d)) \cdot v_m \\
+ \int_0^t \int_\Omega (v_m \cdot \nabla) F_m : f(\phi_m) F_m,
\]
which is valid, for any \( t \in [0, t_3] \), thanks to \( [37] \) and the regularity in space and time of \( \phi_m \) and \( v_m \). Hence, \( [31] \) becomes
\[
\sup_{t \in [0, t_3]} \left( \frac{\gamma}{2} \|v_m\|_{L^2(\Omega; \mathbb{R}^d)}^2 + \int_\Omega \left( \frac{1}{2} f(\phi_m) (F_m : F_m - d) + \frac{1}{2} |\nabla \phi_m|^2 + \psi(\phi_m) \right) + \frac{\theta}{2} \|\mu_m\|_{L^2(\Omega)}^2 \right) \\
+ \nu \int_0^{t_3} \int_\Omega |\nabla v_m|^2 + \lambda \int_0^{t_3} \int_\Omega |f(\phi_m) F_m|^2 + \int_0^{t_3} \int_\Omega b(\phi_m) |\nabla \mu_m|^2 + \delta \int_0^{t_3} \int_\Omega \left| \frac{\partial \phi_m}{\partial t} \right|^2 \\
\leq C(v_0, F_0, \phi_0, \mu_0), \tag{82}
\]
where we used Assumptions \( A_2, A_3 \) and \( A_4 \) Bis. The constant in the right hand side of \( [82] \) depends only on the initial data and not on the discretization parameter \( m \) and on the regularization parameters \( \gamma, \theta, \delta \). Thanks to the a priori estimate \( [82] \), we may extend by continuity the local solution of system \( [34] \) to the interval \( [0, T] \). Next, taking \( \xi = 1 \) (which is a multiple of \( \xi_0 \)) in \( [33] \) and \( [31] \), we obtain, using the facts that \( \text{div} v_m = 0, v_m = 0 \) on \( \partial \Omega \) and integrating by parts in the second term, that
\[
(\partial_t \phi_m, 1) = -\theta (\partial_t \mu_m, 1). \tag{83}
\]
Integrating in time both sides of \( [83] \) and using Assumption \( A_4 \) Bis and \( [82] \), we get that
\[
|\phi_m(t), 1| = |(\phi_m(0), 1) + \theta (\mu_m(0), 1) - \theta (\mu_m(t), 1)| \leq C(v_0, F_0, \phi_0, \mu_0), \tag{84}
\]
for all \( t \in [0, T] \). Hence, from \( [82], [31] \) and the Poincaré–Wirtinger inequality we deduce that
\[
\|\phi_m\|_{L^\infty(0, T; H^1(\Omega))} \leq C(v_0, F_0, \phi_0, \mu_0). \tag{85}
\]
Now, taking \( \chi = 1 \) in \( [30]_4 \), we obtain, using Assumptions \( A_2, A_3, [35] \) and the uniform boundedness of \( F_m \) in \( L^\infty(0, T; L^2(\Omega, \mathbb{R}^{d \times d})) \) (cf. \( [32] \)), that
\[
|\mu_m, 1| = \left| \int_\Omega \psi' (\phi_m) + \int_\Omega \frac{f'(\phi_m)}{2} (F_m : F_m - d) + \delta \int_\Omega \partial_t \phi_m \right| \\
\leq C \left( \|\phi_m\|_{H^1(\Omega)}^p + 1 \right) + C \|F_m\|_{L^2(\Omega, \mathbb{R}^{d \times d})} + |\|\mu_m\|_{H^1(\Omega)} + C,
\]
where \( p \) is as in Assumption \( A_2 \). Hence, \( |\mu_m, 1| \) is bounded in \( L^2(0, T) \) and consequently, by the Poincaré–Wirtinger inequality and \( [32] \),
\[
\|\mu_m\|_{L^2(0, T; H^1(\Omega))} \leq C(v_0, F_0, \phi_0, \mu_0). \tag{87}
\]
Before studying the convergence properties of the discrete solution of system \( [30] \) to a continuous solution, identifying its limit as the discretization parameter \( m \) tends to infinity, we identify preliminarily its limit at the discrete level as the regularization parameters \( \gamma, \theta \to 0 \).
Indeed, as described at the beginning of Section 4, we want to identify the limit problem of (80) in the case \( \gamma = \theta = 0 \), with \( m \in \mathbb{N} \) and \( \delta > 0 \) being fixed in this limit procedure. We thus multiply the equations in (80) by a function \( \omega \in C_0^\infty([0, T]) \) and integrate in time over the interval \([0, T]\), letting \( \gamma, \theta \to 0 \). From the a priori estimate \((82)\), from (86) and (58), which are uniform in the parameters \( \gamma, \theta \), we have that, at least for a subsequence which we still label by the index \( m \) without reporting the dependence on \( \gamma, \theta \),

\[
\begin{align*}
\sqrt{\gamma} v_m \xrightarrow{\ast} \hat{\mathbf{v}}_m, & \quad \text{in } L^\infty(0, T; \text{span} \{ \eta_0, \eta_1, \ldots, \eta_m \}), \\
v_m \rightharpoonup \mathbf{v}_m, & \quad \text{in } L^2(0, T; \text{span} \{ \eta_0, \eta_1, \ldots, \eta_m \}), \\
\sqrt{\theta} \mu_m \rightharpoonup \hat{\mu}_m, & \quad \text{in } L^\infty(0, T; \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \}), \\
\mu_m \rightharpoonup \bar{\mu}_m, & \quad \text{in } L^2(0, T; \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \}), \\
\phi_m \xrightarrow{\ast} \hat{\phi}_m, & \quad \text{in } L^\infty(0, T; \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \}), \\
\frac{\partial \phi_m}{\partial t} \xrightarrow{\ast} \frac{\partial \hat{\phi}_m}{\partial t}, & \quad \text{in } L^2(0, T; \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \}), \\
F_m \xrightarrow{\ast} \hat{F}_m & \quad \text{in } L^\infty \left( 0, T; L^2(\Omega; \mathbb{R}^{d \times d}) \right) \cap L^2 \left( 0, T; H^1(\Omega; \mathbb{R}^{d \times d}) \right), \\
\frac{\partial F_m}{\partial t} \xrightarrow{\ast} \frac{\partial \hat{F}_m}{\partial t} & \quad \text{in } L^2 \left( 0, T; H^1(\Omega; \mathbb{R}^{d \times d}) \right)'.
\end{align*}
\]

Hence,

\[
\begin{align*}
\sqrt{\gamma} \int_0^T \omega(t) \int_\Omega \sqrt{\gamma} \partial_t v_m \cdot \eta &= -\sqrt{\gamma} \int_0^T \frac{d}{dt} \omega(t) \int_\Omega \sqrt{\gamma} v_m \cdot \eta \to 0, \\
\sqrt{\theta} \int_0^T \omega(t) \int_\Omega \sqrt{\theta} \partial_t \mu_m \xi &= -\sqrt{\theta} \int_0^T \frac{d}{dt} \omega(t) \int_\Omega \sqrt{\theta} \mu_m \xi \to 0,
\end{align*}
\]

as \( \gamma, \theta \to 0 \). Moreover, note that, as a consequence of the second and fourth convergence properties in (88), it turns out that \( \hat{\mathbf{v}}_m \equiv 0 \) and \( \hat{\mu}_m \equiv 0 \). It’s easy to identify the limit of the remaining terms in (80), as \( \gamma, \theta \to 0 \), thanks to (88) and exploiting the regularity in space of \( \phi_m, \mu_m, \mathbf{v}_m \). We finally obtain the following system, where we do not report the tilde notation for the limit point for ease of notation,

\[
\begin{align*}
\nu \int_\Omega \nabla v_m : \nabla \eta &= \int_\Omega \mu_m \nabla \phi_m \cdot \eta - \int_\Omega \frac{f'(\phi_m)}{2} (F_m : F_m - 2) \nabla \phi_m \cdot \eta - \int_\Omega f(\phi_m) F_m F_m^\top : \nabla \eta, \\
\langle \partial_t F_m, \Sigma \rangle &= \int_\Omega (v_m : \nabla) F_m : \Sigma - \int_\Omega (\nabla v_m) F_m : \Sigma + \lambda \int_\Omega \nabla (f(\phi_m) F_m) : \nabla \Sigma = 0, \\
\int_\Omega \partial_t \phi_m \xi &= \int_\Omega (v_m : \nabla \phi_m) \xi + \int_\Omega b(\phi_m) \nabla \mu_m \cdot \nabla \xi = 0, \\
\int_\Omega \mu_m \chi &= \int_\Omega \nabla \phi_m : \nabla \chi + \int_\Omega \psi'(\phi_m) \chi + \int_\Omega \frac{f'(\phi_m)}{2} (F_m : F_m - 2) \chi + \delta \int_\Omega \partial_t \phi_m \chi,
\end{align*}
\]

for a.e. \( t \in [0, T] \), with \( \eta \in \text{span} \{ \eta_0, \eta_1, \ldots, \eta_m \} \), \( \xi, \chi \in \text{span} \{ \xi_0, \xi_1, \ldots, \xi_m \} \) and \( \forall \Sigma \in H^1(\Omega; \mathbb{R}^{2 \times 2}) \).

We now study the convergence properties of the discrete solution of system (91), identifying its limit as the discretization parameter \( m \) tends to infinity, starting from (82), which is valid also for the limit case \( \gamma, \theta \to 0 \). Note that in the latter case the constant in the right hand side of (82) depends only on the initial data \( F_0 \) and \( \phi_0 \). Since this study will be different in the cases of 2 or 3 space dimensions, we separate the two cases in two different paragraphs.
4.7 Limit problem in the 2-d case

We derive the necessary regularity results to study the limit point of (91), as \( m \to \infty \) and \( \delta \to 0 \). From the Poincaré inequality and from (52) (with \( \gamma = 0 \)), we have that

\[
v_m \text{ is uniformly bounded in } L^2(0, T; \mathcal{H}_1^{0,\text{div}}(\Omega; \mathbb{R}^2)) \to L^2(0, T; \mathcal{L}^p_{\text{div}}(\Omega; \mathbb{R}^2)),
\]

with \( p \geq 1 \). Moreover, from (52) and Assumption A3, we have that

\[
f(\phi_m)F_m \text{ is uniformly bounded in } L^\infty(0, T; L^2(\Omega; \mathbb{R}^{2 \times 2})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{2 \times 2})),
\]

which implies

\[
\|F_m\|_{L^\infty(0, T; L^2(\Omega; \mathbb{R}^{2 \times 2}))} \leq C.
\]

We recall (53) and take \( \chi = -\Delta \phi_m \) in (91). Integrating in time over the interval \([0, T]\) and using the Cauchy–Schwarz and Young inequalities and Assumptions A2 and A3, we get

\[
\int_0^T \|\Delta \phi_m\|^2 + \int_0^T \psi''_\phi(\phi_m) |\nabla \phi_m|^2 + \frac{\delta}{2} |\nabla \phi_m(T)|^2 \leq \int_0^T \|\nabla \mu_m\|_{L^2(\Omega; \mathbb{R}^2)} \|\nabla \phi_m\|_{L^2(\Omega; \mathbb{R}^2)} + \int_0^T \int_{\Omega} \frac{f'(\phi_m)}{2} (F_m - 2) \Delta \phi_m + \frac{\delta}{2} |\nabla \phi_m(0)|^2
\]

\[
\leq \frac{1}{2} \int_0^T \|\nabla \mu_m\|_{L^2(\Omega; \mathbb{R}^2)}^2 + \frac{1}{2} \int_0^T \|\nabla \phi_m\|_{L^2(\Omega; \mathbb{R}^2)}^2 + C \int_0^T \int_{\Omega} (1 + |\phi_m|^q) |\nabla \phi_m|^2
\]

\[
+ \frac{1}{2} \int_0^T \|\Delta \phi_m\| \|F_m\|_{L^2(\Omega; \mathbb{R}^{2 \times 2})}^2 + \frac{1}{6} \int_0^T \|\Delta \phi_m\|^2 + C.
\]

We use (52), elliptic regularity and the Young inequality, observing that \( \frac{2}{\theta} > 1 \) when \( q < \frac{2}{\theta} \), which complies with Assumption A2 since \( \theta \) can be taken arbitrarily small, to write

\[
\int_0^T \int_{\Omega} \phi_m^q |\nabla \phi_m|^2 \leq \int_0^T \|\phi_m\|_{L^\infty(\Omega)}^q \|\nabla \phi_m\|_{L^2(\Omega; \mathbb{R}^2)}^2
\]

\[
\leq C \int_0^T \|\phi_m\|_{L^2(\Omega; \mathbb{R}^2)}^{2+q(1-\theta)} \left( \|\phi_m\|_{H^1(\Omega; \mathbb{R}^2)}^q + \|\Delta \phi_m\|_{H^1(\Omega; \mathbb{R}^2)}^q \right)
\]

\[
\leq C \|\phi_m\|_{L^\infty(0, T; H^1(\Omega; \mathbb{R}^2))}^q + \|\phi_m\|_{L^2(0, T; H^1(\Omega; \mathbb{R}^2))}^q + \frac{1}{6} \int_0^T \|\Delta \phi_m\|^2.
\]

Choosing \( h = 2 \) in (91), then

\[
f(\phi_m)F_m \text{ is uniformly bounded in } L^\infty(0, T; L^2(\Omega; \mathbb{R}^{2 \times 2})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{2 \times 2})) \to L^4(0, T; L^4(\Omega; \mathbb{R}^{2 \times 2})),
\]

which implies \( \|F_m\|_{L^4(0, T; L^4(\Omega; \mathbb{R}^{2 \times 2}))} \leq C \).

Using the preceding results in (93), using moreover the Young inequality, (52) and Assumption A1, we obtain that

\[
\int_0^T \|\Delta \phi_m\|^2 \leq C + C \|F_m\|_{L^4(0, T; L^4(\Omega; \mathbb{R}^{2 \times 2}))}^2 + \frac{1}{2} \int_0^T \|\Delta \phi_m\|^2,
\]

which implies that

\[
\int_0^T \|\Delta \phi_m\|^2 \leq C.
\]
Hence, from (85) and (97) we obtain that

\[ \phi_m \text{ is uniformly bounded in } L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^2(\Omega)). \]  

(98)

Note that, thanks again to (49) with \( h = 2 \),

\[ ||\nabla \phi_m||_{L^4(0,T;L^4(\Omega;\mathbb{R}^2))} \leq C. \]  

(99)

In the 2-d case, thanks to (96) and (99), \( \sqrt{f(\phi_m)}F_m \in L^2(0, T; H^1(\Omega; \mathbb{R}^2 \times \mathbb{R}^2)) \) implies that

\[ ||F_m||_{L^2(0,T;H^1(\Omega;\mathbb{R}^2 \times \mathbb{R}^2))} \leq C. \]  

(100)

Indeed, writing

\[ \int_0^T \int_{\Omega} \nabla (f(\phi_m)F_m) : \nabla (f(\phi_m)F_m) = \int_0^T \int_{\Omega} f(\phi_m)^2 |\nabla F_m|^2 + \int_0^T \int_{\Omega} f'(\phi_m)^2 |F_m \otimes \nabla \phi_m|^2 \]

\[ + 2 \int_0^T \int_{\Omega} f(\phi_m) f'(\phi_m) \nabla F_m : (F_m \otimes \nabla \phi_m), \]

and, due to (82), we have that

\[ \int_0^T \int_{\Omega} f(\phi_m)^2 |\nabla F_m|^2 + \int_0^T \int_{\Omega} f'(\phi_m)^2 |F_m \otimes \nabla \phi_m|^2 \]

\[ + 2 \int_0^T \int_{\Omega} f(\phi_m) f'(\phi_m) \nabla F_m : (F_m \otimes \nabla \phi_m) \leq C, \]

from which we infer, using Assumption A3, (96) and (99), the Cauchy-Schwarz and Young inequalities,

\[ f_{\min} \int_0^T \int_{\Omega} |\nabla F_m|^2 \leq \int_0^T \int_{\Omega} f(\phi_m)^2 |\nabla F_m|^2 \]

\[ \leq C + 2 f_1 \int_0^T ||\nabla F_m||_{L^2(\Omega;\mathbb{R}^2 \times \mathbb{R}^2)} ||F_m \otimes \nabla \phi_m||_{L^2(\Omega;\mathbb{R}^2 \times \mathbb{R}^2)} \]

\[ \leq C + \frac{f_{\min}}{2} \int_0^T ||\nabla F_m||_{L^2(\Omega;\mathbb{R}^2 \times \mathbb{R}^2)}^2 + C \int_0^T ||F_m||_{L^4(\Omega;\mathbb{R}^2 \times \mathbb{R}^2)}^2 ||\nabla \phi_m||_{L^4(\Omega;\mathbb{R}^2)}^2 \]

\[ \leq C + \frac{f_{\min}}{2} \int_0^T ||\nabla F_m||_{L^2(\Omega;\mathbb{R}^2 \times \mathbb{R}^2)}^2 + C ||F_m||_{L^4(0,T;L^4(\Omega;\mathbb{R}^2 \times \mathbb{R}^2))}^2 ||\nabla \phi_m||_{L^4(0,T;L^4(\Omega;\mathbb{R}^2))}^2, \]

which implies that

\[ \frac{f_{\min}}{2} \int_0^T \int_{\Omega} |\nabla F_m|^2 \leq C. \]  

(102)

We now deduce a priori estimates, uniform in \( m \) and \( \delta \), for the time derivatives of \( F_m \) and \( \phi_m \) in (11), which are needed to obtain compactness results for the sequence of discrete solutions of the system. We start from the second equation of (11). We rewrite the second term on the left hand side, integrating by parts and considering the properties of the variable \( v_m \), as

\[ \int_{\Omega} (v_m \cdot \nabla) F_m : \Sigma = \underbrace{\int_{\partial \Omega} (F_m : \Sigma) v_m \cdot n - \int_{\Omega} \text{div } v_m F_m : \Sigma - \int_{\Omega} F_m \otimes v_m : \nabla \Sigma}_{=0}. \]  

(103)
which is valid, for a fixed $m$, thanks to (51) and the regularity of $v_m$. We multiply (104) by a time function $\zeta \in L^{2+h}(0,T)$, with $h > 0$, and integrate in time over the interval $(0,T)$, to infer that

$$\int_0^T \int_\Omega (v_m \cdot \nabla) F_m : \Sigma = - \int_0^T \int_\Omega F_m \otimes v_m : \nabla \Sigma \tag{104}$$

$$\leq \int_0^T \|F_m\|_{L^{2+h}(\Omega;\mathbb{R}^{2\times2})} \|v_m\|_{L^{\frac{2(2+h)}{h}}(\Omega;\mathbb{R}^2)} \|\nabla \Sigma\|_{L^2(\Omega;\mathbb{R}^{2\times2})} |\zeta|$$

$$\leq C \|F_m\|_{L^{\frac{2(2+h)}{h}}(0,T;L^{2+h}(\Omega;\mathbb{R}^{2\times2}))} \|v_m\|_{L^2(0,T;L^{\frac{2(2+h)}{h}}(\Omega;\mathbb{R}^2)} \|\nabla \Sigma\|_{L^2(\Omega;\mathbb{R}^{2\times2})} |\zeta|_{L^{2+h}(0,T)}.$$ 

Then, thanks to (104) and Sobolev embedding, we have that

$$\text{(v}_m \cdot \text{nabla)} F_m \text{ is uniformly bounded in } L^{2-\frac{2h}{2+h}}(0,T;L^2(\Omega;\mathbb{R}^2)). \tag{105}$$

for arbitrary $h > 0$. Using (105), multiplying (91) by a time function $\zeta \in L^{2+h}(0,T)$, with $h > 0$, and integrating in time over the interval $(0,T)$, we get

$$\int_0^T \langle \partial_t F_m, \Sigma \rangle \zeta \leq \int_0^T \|F_m\|_{(H^1(\Omega;\mathbb{R}^{2\times2})')} \|\Sigma\|_{H^1(\Omega;\mathbb{R}^{2\times2})} |\zeta| \tag{106}$$

$$+ \int_0^T \|\nabla v_m\|_{L^2(\Omega;\mathbb{R}^2)} \|F_m\|_{L^{2+h}(\Omega;\mathbb{R}^{2\times2})} \|\Sigma\|_{L^{\frac{2(2+h)}{h}}(\Omega;\mathbb{R}^{2\times2})} |\zeta|$$

$$+ \lambda \int_0^T \|\nabla (f(\phi_m)F_m)\|_{L^1(\Omega;\mathbb{R}^{2\times2})} \|\Sigma\|_{L^2(\Omega;\mathbb{R}^{2\times2})} |\zeta| \leq C \|\Sigma\|_{H^1(\Omega;\mathbb{R}^{2\times2})} |\zeta|_{L^{2+h}(0,T)}$$

$$+ C \|\nabla v_m\|_{L^2(0,T;L^2(\Omega;\mathbb{R}^2))} \|F_m\|_{L^{\frac{2(2+h)}{h}}(0,T;L^{2+h}(\Omega;\mathbb{R}^{2\times2})))} \|\Sigma\|_{H^1(\Omega;\mathbb{R}^{2\times2})} |\zeta|_{L^{2+h}(0,T)}.$$ 

Hence, we have that

$$\partial_t F_m \text{ is uniformly bounded in } L^{2-\frac{2h}{2+h}}(0,T;L^2(\Omega;\mathbb{R}^2)). \tag{107}$$

We now consider the third equation of (91). For what concerns the advective term, thanks to (98) and (92), we have the estimate

$$\int_0^T \left( \int_\Omega |v_m \cdot \nabla \phi_m|^{2-h} \right)^{\frac{1}{2-h}} \leq \int_0^T \|v_m\|^2_{L^{\frac{2(2-h)}{h}}(\Omega;\mathbb{R}^2)} \|\nabla \phi_m\|_{L^2(\Omega;\mathbb{R}^2)} \leq C, \tag{108}$$

hence

$$\|v_m \cdot \nabla \phi_m\|_{L^2(0,T;L^{2-h}(\Omega))} \leq C, \tag{109}$$

for $h \in (0,1]$. Multiplying (91)_3 by a time function $\zeta \in L^2(0,T)$, integrating in time over the interval $(0,T)$ and choosing $\xi = P_m^L(\pi)$, with generic $\pi \in H^1(\Omega)$, using (109), (82) and Assumption A1, we get

$$\int_0^T \int_\Omega \partial_t \phi_m \pi \zeta = \int_0^T \int_\Omega \partial_t \phi_m \left( \pi + (P_m^L(\pi) - \pi) \right) \zeta$$

$$\leq \int_0^T \|v_m \cdot \nabla \phi_m\|_{L^{2-h}(\Omega)} \|P_m^L(\pi)\|_{L^{2+\frac{2-h}{h}}(\Omega)} |\zeta|$$

$$+ \int_0^T \|b(\phi_m) \nabla \mu_m\|_{L^2(\Omega;\mathbb{R}^2)} \|\nabla P_m^L(\pi)\|_{L^2(\Omega;\mathbb{R}^2)} |\zeta| \leq C \|\pi\|_{H^1(\Omega)} |\zeta|_{L^2(0,T)}.$$
Hence, we have that
\[ ||\partial_t \phi_m||_{L^2(0,T;H^1(\Omega)'')} \leq C. \] (110)

Collecting the estimates (92), (93), (94), (100), (98), (87), (107) and (110), which are uniform in \( m \) and \( \delta \), from the Banach–Alaoglu and the Aubin–Lions lemma, we finally obtain the convergence properties, up to subsequences of the solutions, which we still label by the index \( m \),
\[ v_m \rightharpoonup v \quad \text{in} \quad L^2(0,T;H^1_0(\Omega;\mathbb{R}^2)), \] (111)
\[ f(\phi_m)F_m \rightharpoonup \beta \quad \text{in} \quad L^\infty(0,T;L^2(\Omega;\mathbb{R}^{2\times 2})) \cap L^2(0,T;H^1(\Omega;\mathbb{R}^{2\times 2})), \] (112)
\[ F_m \rightharpoonup F \quad \text{in} \quad L^\infty(0,T;L^2(\Omega;\mathbb{R}^{2\times 2})) \cap L^2(0,T;H^1(\Omega;\mathbb{R}^{2\times 2})), \] (113)
\[ \partial_t F_m \rightharpoonup \partial_t F \quad \text{in} \quad L^{2-h}(0,T;(H^1(\Omega;\mathbb{R}^{2\times 2}))'), \quad h \in (0,1), \] (114)
\[ F_m \to F \quad \text{in} \quad L^2(0,T;L^p(\Omega;\mathbb{R}^{2\times 2})), \quad p \geq 1, \quad \text{and a.e. in } \Omega_T, \] (115)
\[ \phi_m \rightharpoonup \phi \quad \text{in} \quad L^\infty(0,T;H^1(\Omega)) \cap L^2(0,T;H^2(\Omega)), \] (116)
\[ \partial_t \phi_m \rightharpoonup \partial_t \phi \quad \text{in} \quad L^2\left(0,T,(H^1(\Omega))'\right), \] (117)
\[ \phi_m \to \phi \quad \text{in} \quad C^0(0,T;L^p(\Omega)) \cap L^2(0,T;W^{1,p}(\Omega)), \quad p \geq 1, \quad \text{and a.e. in } \Omega_T, \] (118)
\[ \mu_m \to \mu \quad \text{in} \quad L^2(0,T;H^1(\Omega)), \] (119)

as \( m \to \infty, \delta \to 0 \), for some limit function \( \beta \) in \( L^\infty(0,T;L^2(\Omega;\mathbb{R}^{2\times 2})) \cap L^2(0,T;H^1(\Omega;\mathbb{R}^{2\times 2})) \), which may be identified as \( \beta = f(\phi)F \) thanks to (115) and (118) (see the later calculations). Moreover, from (82), we have the convergence result
\[ \sqrt{\delta} \partial_t \phi_m \rightharpoonup \alpha \quad \text{in} \quad L^2(\Omega_T), \] (120)

as \( m \to \infty, \delta \to 0 \), for some function \( \alpha \in L^2(\Omega_T) \), which should be zero as a consequence of (117).

With the convergence results (111)–(119), we can pass to the limit in the system (91) as \( m \to \infty \) and \( \delta \to 0 \). Let’s take \( \eta = \eta_m = P^S_m(u) \), for arbitrary \( u \in H^1_0(\Omega;\mathbb{R}^2) \), \( \xi = \xi_m = P^L_m(q) \), for arbitrary \( q \in H^1(\Omega) \), \( \chi = \chi_m = P^p_m(r) \), for arbitrary \( r \in H^1(\Omega) \), multiply the
equations by a function $\omega \in C_0^\infty([0, T])$ and integrate over the time interval $[0, T]$. This gives

\[
\begin{aligned}
&\nu \int_0^T \int_\Omega \nabla v_m : \nabla \eta_m = \int_0^T \int_\Omega \mu_m \nabla \phi_m \cdot \eta_m - \int_0^T \int_\Omega \mu \frac{f'(\phi_m)}{2} (F_m : F_m - 2) \nabla \phi_m \cdot \eta_m \\
&- \int_0^T \int_\Omega \omega \int_\Omega f'(\phi_m) F_m F_m^T : \nabla \eta_m,
\end{aligned}
\]

\[
\int_0^T \int_\Omega \nu (\partial_t F_m, \Sigma) + \int_0^T \int_\Omega (\nu_m \cdot \nabla) F_m : \Sigma - \int_0^T \int_\Omega (\nabla v_m) F_m : \Sigma
\]

\[
+ \lambda \int_0^T \int_\Omega \nabla (f(\phi_m) F_m) : \nabla \Sigma = 0,
\]

\[
\int_0^T \int_\Omega \partial_t \phi_m \xi_m + \int_0^T \int_\Omega (\nu_m \cdot \nabla \phi_m) \xi_m + \int_0^T \int_\Omega b(\phi_m) \nabla \mu_m \cdot \nabla \xi_m = 0,
\]

\[
\int_0^T \int_\Omega \mu_m \chi_m = \int_0^T \int_\Omega \nabla \phi_m \cdot \nabla \chi_m + \int_0^T \int_\Omega \psi'(\phi_m) \chi_m + \int_0^T \int_\Omega \omega \int_\Omega \partial_t \phi_m \chi_m.
\]

(121)

Thanks to (111), we have

\[
\nu \int_0^T \int_\Omega \nabla v_m : \nabla \eta_m \to \nu \int_0^T \int_\Omega \nabla v : \nabla u,
\]

as $m \to \infty$, $\delta \to 0$. Thanks to (118) and the fact that $P_m^S(u)$ converges strongly to $u$ in $H^1(\Omega; \mathbb{R}^2)$, we have that $\omega \nabla \phi_m \cdot \eta_m \to \omega \nabla \phi \cdot u$ strongly in $L^2(0, T; L^p(\Omega))$, with arbitrary $p \geq 1$. Indeed,

\[
\int_0^T \left( \int_\Omega \left| \omega \nabla \phi_m \cdot \eta_m - \omega \nabla \phi \cdot u \right|^p \right)^{\frac{2}{p}} = \int_0^T \left( \int_\Omega \left| \omega (\nabla \phi_m - \nabla \phi) \cdot \eta_m + \omega \nabla \phi \cdot (\eta_m - u) \right|^p \right)^{\frac{2}{p}}
\]

\[
\leq C \int_0^T \| \omega \|^2 \| \nabla \phi_m - \nabla \phi \|^2_{L^2(\Omega; \mathbb{R}^2)} \| \eta_m \|^2_{L^2(\Omega; \mathbb{R}^2)}
\]

\[
+ C \int_0^T \| \omega \|^2 \| \nabla \phi \|^2_{L^2(\Omega; \mathbb{R}^2)} \| \eta_m - u \|^2_{L^2(\Omega; \mathbb{R}^2)} \to 0,
\]

as $m \to \infty$, $\delta \to 0$. Hence, using (119), which implies that $\mu_m \to \mu$ in $L^2(0, T; L^p(\Omega))$, with arbitrary $p \geq 1$, by the product of weak–strong convergence we have that

\[
\int_0^T \int_\Omega \mu_m \nabla \phi_m \cdot \eta_m \to \int_0^T \int_\Omega \mu \nabla \phi \cdot u,
\]

as $m \to \infty$, $\delta \to 0$. For what concerns the second term on the right hand side of the first equation of (121), we observe that $f'(\phi_m) F_m : F_m \to f'(\phi) F : F$ strongly in $L^2(0, T; L^{2-h}(\Omega))$, for arbitrary $h \in (0, 1]$. Indeed, using an inequality similar to (108), using moreover Assumption
\[A3\] and \[(117)\], we get
\[
\int_0^T \left( \int_\Omega |f'(\phi_m) F_m - f'(\phi) F|^{2-h} \right)^{\frac{2}{2-h}} \, dt
\]
\[
= \int_0^T \left( \int_\Omega f'(\phi_m) \left( (F_m - F) : (F_m + F) \right) + (f'(\phi_m) - f'(\phi)) F : F \right)^{\frac{2}{2-h}} \, dt
\]
\[
\leq f_1 \int_0^T \|F_m - F\|^2_{L^{2(2-h)}(\Omega; \mathbb{R}^{2 \times 2})} \|F_m + F\|^2_{L^2(\Omega; \mathbb{R}^{2 \times 2})}
\]
\[
+ c_f \int_0^T \|\phi_m - \phi\|^2_{L^{2(2-h)}(\Omega)} \|F_m : F\|^2_{L^2(\Omega; \mathbb{R}^{2 \times 2})} \, dt \rightarrow 0,
\]

as \(m \to \infty, \delta \to 0\), where \(c_f\) is the Lipschitz constant of \(f'\) and where we used \[(113), (115), (118)\] and \[(96)\], which implies that \(F_m : F \in L^2(0, t; L^2(\Omega; \mathbb{R}^{2 \times 2}))\). Then, considering the strong convergence of \(\eta_m = P_m^S(u)\) to \(u\) in \(H^1(\Omega)\) and making similar calculations to \[(122)\], we have that \(f'(\phi_m) (F_m : F_m - 2) \eta_m \to f'(\phi) (F : F - 2) u\) strongly in \(L^2(0, T; L^{2-h_1}(\Omega; \mathbb{R}^2))\), with \(0 < h < h_1 \leq 1\), where we also used Assumption \(A3, (118)\) and the Lebesgue convergence theorem to obtain \(f'(\phi_m) \to f'(\phi)\) strongly in \(L^2(0, T; L^2(\Omega))\). Hence, using \[(116)\] and the product of weak–strong convergence we have that
\[
\int_0^T \int_\Omega \nabla \phi_m \cdot \eta_m \to \int_0^T \int_\Omega \nabla \phi \cdot u,
\]
as \(m \to \infty, \delta \to 0\). For what concerns the third term on the right hand side of the first equation of \[(121)\], we observe that, thanks to Assumption \(A3\) and to \[(118)\], \(f(\phi_m) \to f(\phi)\) a.e. in \(\Omega_T\) and is uniformly bounded. Hence, due to \[(115)\], a generalized version of the Lebesgue convergence theorem (see e.g. [3, Theorem 3.25, p. 60]) gives that \(f(\phi_m) F_m \to f(\phi) F\) strongly in \(L^2(0, T; L^p(\Omega; \mathbb{R}^{2 \times 2}))\), for arbitrary \(p \geq 1\), and a.e. in \(\Omega_T\). In particular, thanks to the uniqueness of the weak limit and the a.e. convergence,
\[
\beta = f(\phi) F.
\]
Then, considering again the strong convergence of \(\eta_m = P_m^S(u)\) to \(u\) in \(H^1(\Omega)\), we have that \(f(\phi_m) \nabla \eta_m F_m \to f(\phi) \nabla u F\) strongly in \(L^2(0, T; L^{2-h}(\Omega; \mathbb{R}^2))\), for arbitrary \(h \in (0, 1]\). Hence, using \[(113)\] and the product of weak–strong convergence we have that
\[
\int_0^T \int_\Omega f(\phi_m) F_m F_m^T : \nabla \eta_m \to \int_0^T \int_\Omega f(\phi) F F^T : \nabla u,
\]
as \(m \to \infty, \delta \to 0\).

Now, if we consider the second equation in \[(121)\], since
\[
\omega \Sigma \in C^0(0, T; H^1(\Omega; \mathbb{R}^{2 \times 2})) \rightarrow L^{2+h}(0, T; H^1(\Omega; \mathbb{R}^{2 \times 2}))
\]
we get from \[(114)\] that
\[
\int_0^T \omega \langle \partial_t F_m, \Sigma \rangle \to \int_0^T \omega \langle \partial_t F, \Sigma \rangle,
\]
as \(m \to \infty, \delta \to 0\). Due to the fact that we only have weak convergence for both \(v_m\) and \(\nabla F_m\) in \[(111)-(115)\], we rewrite the second term in the second equation of \[(121)\] employing the formula \[(103)\]. Thanks to \[(115)\] and the fact that \(\nabla \Sigma \in L^2(\Omega; \mathbb{R}^{2 \times 2})\), we have that
\begin{align*}
\omega \langle \nabla \Sigma \rangle^T F_m & \rightarrow \omega \langle \nabla \Sigma \rangle^T F \text{ strongly in } L^2(0,T; L^{2-h}(\Omega; \mathbb{R}^2)), \text{ for arbitrary } h \in (0,1]. \text{ Hence, using (111) and the product of weak–strong convergence we have that} \\
\int_0^T \omega \int_\Omega (v_m \cdot \nabla) F_m : \Sigma = -\int_0^T \omega \int_\Omega F_m \otimes v_m : \nabla \Sigma & \rightarrow -\int_0^T \omega \int_\Omega F \otimes v : \nabla \Sigma, \\
\end{align*}

as } m \rightarrow \infty, \delta \rightarrow 0. \text{ Moreover, thanks to (115) and the fact that } \Sigma \in H^1(\Omega; \mathbb{R}^{2 \times 2}) \rightarrow L^p(\Omega; \mathbb{R}^{2 \times 2}), \text{ for arbitrary } p \geq 1, \text{ we have that } \omega \Sigma F_m^T \rightarrow \omega \Sigma F^T \text{ strongly in } L^2(0,T; L^p(\Omega; \mathbb{R}^2)), \text{ for arbitrary } p \geq 1. \text{ Hence, using (111) and the product of weak–strong convergence we have that} \\
\int_0^T \omega \int_\Omega (\nabla v_m) F_m : \Sigma & \rightarrow \int_0^T \omega \int_\Omega (\nabla v) F : \Sigma,

\text{as } m \rightarrow \infty, \delta \rightarrow 0. \text{ Finally, given (112) and (123),} \\
\lambda \int_0^T \omega \int_\Omega \nabla (f(\phi_m) F_m) : \nabla \Sigma & \rightarrow \lambda \int_0^T \omega \int_\Omega \nabla (f(\phi) F) : \nabla \Sigma,

\text{as } m \rightarrow \infty, \delta \rightarrow 0.

\text{We now consider the third equation of (121). Since} \\
\omega \xi_m = \omega P^L_m(q) \in C^0(0,T; H^1(\Omega)) \rightarrow L^2(0,T; H^1(\Omega)), \\
\text{we get from (117) that} \\
\int_0^T \omega \int_\Omega \partial_t \phi_m \xi_m & \rightarrow \int_0^T \omega \xi_m < \partial_t \phi, q >,

\text{as } m \rightarrow \infty, \delta \rightarrow 0. \text{ Thanks to (113) and the fact that } \xi_m = P^L_m(q) \text{ converges strongly to } q \text{ in } H^1( \Omega), \text{ with similar considerations as in (122) we have that} \\
\omega \nabla \phi_m \xi_m & \rightarrow \omega \nabla q \text{ strongly in } L^2(0,T; L^p(\Omega)), \text{ with arbitrary } p \geq 1. \text{ Hence, using (111), by the product of weak–strong convergence we have that} \\
\int_0^T \omega \int_\Omega (v_m \cdot \nabla \phi_m) \xi_m & \rightarrow \int_0^T \omega \int_\Omega (v \cdot \nabla \phi) q,

\text{as } m \rightarrow \infty, \delta \rightarrow 0. \text{ Finally, considering (118) and Assumption A1, } b(\phi_m) \rightarrow b(\phi) \text{ a.e. in } \Omega_T \text{ and is uniformly bounded, hence by applying a generalized form of the Lebesgue convergence theorem, considering also that } P^L_m(q) \text{ converges strongly to } q \text{ in } H^1(\Omega), \text{ we may obtain that} \\
b(\phi_m) \nabla \xi_m & \rightarrow b(\phi) \nabla q \text{ strongly in } L^2(0,T; L^2(\Omega; \mathbb{R}^2)). \text{ Then, by (119) and the product of weak–strong convergence we have that} \\
\int_0^T \omega \int_\Omega b(\phi_m) \nabla \mu_m \cdot \nabla \xi_m & \rightarrow \int_0^T \omega \int_\Omega b(\phi) \nabla \mu \cdot \nabla q,

\text{as } m \rightarrow \infty, \delta \rightarrow 0. \text{ As for (121), from the convergence properties (116) and (119), we obtain that} \\
\int_0^T \omega \int_\Omega \mu_m \chi_m & \rightarrow \int_0^T \omega \int_\Omega \mu r,

\int_0^T \omega \int_\Omega \nabla \phi_m \cdot \nabla \chi_m & \rightarrow \int_0^T \omega \int_\Omega \nabla \phi \cdot \nabla r,

\text{as } m \rightarrow \infty, \delta \rightarrow 0. \text{ Moreover, using (118) and the continuity of } \psi', \text{ we have that } \psi'(\phi_m) \rightarrow \psi'(\phi) \text{ a.e. in } \Omega_T. \text{ Then, thanks to Assumption A2, in particular to the growth law } |\psi'(\phi_m)| \leq 37
Then, using the same reasoning as in [6], we obtain from the convexity of $\psi'(\phi_m)$, $\frac{f'(\phi_m)}{2} F_m : F_m \to f'(\phi) F : F$ strongly in $L^2(0, T; L^{2-h}(\Omega))$ and $f'(\phi_m) \to f'(\phi)$ strongly in $L^2(0, T; L^2(\Omega))$, which we previously derived, we conclude that
$$
\int_0^T \omega \int_\Omega \psi'_m(\phi_m) \chi_m \to \int_0^T \omega \int_\Omega \psi'(\phi) r,
$$
as $m \to \infty$, $\delta \to 0$. Using the properties that $\phi_m \to \phi$ strongly in $C^0([0, T]; L^2(\Omega))$ and $f'(\phi_m) \to f'(\phi)$ strongly in $L^2(0, T; L^2(\Omega))$, we previously derived, we get that
$$
\delta \int_0^T \omega \int_\Omega \sqrt{\delta} \partial_\delta \phi_m \chi_m \to 0,
$$
as $m \to \infty$, $\delta \to 0$.

We need finally to prove that the initial conditions hold. Due to [118], in particular to the fact that $\phi_m \to \phi$ strongly in $C^0([0, T]; L^2(\Omega))$, and the fact that $\phi_m(0) = P_m^\delta(\phi_0) \to \phi_0$ strongly in $L^2(\Omega)$, we have that $\phi(0) = \phi_0$ a.e. in $\Omega$. Moreover, due to [113] and [114],
$$
F \in C^0 \left( [0, T]; \left( H^1(\Omega; \mathbb{R}^{2 \times 2}) \right)' \right) \cap L^\infty (0, T; L^2(\Omega; \mathbb{R}^{2 \times 2})) \to C^0_w \left( [0, T]; L^2(\Omega; \mathbb{R}^{2 \times 2}) \right).
$$
Then, using the same reasoning as in [6], we obtain from the convexity of $w(\phi, \cdot)$ and from the energy estimate [82] that $F(\cdot, t) \to F_0$ strongly in $L^2(\Omega; \mathbb{R}^{2 \times 2})$ as $t \to 0^+$.

All the aforementioned results prove Theorem 4.1.

4.8 Limit problem in the 3-d case

As we will see in the following calculations, in the 3-d case the viscous regularization term $\delta \frac{\partial \phi_m}{\partial t}$ will be needed to enhance the regularity of $\partial_\delta \phi_m$ and to recover a compactness result for the sequence $F_m$, without disposing of a direct control on $\nabla F_m$ in some Bochner space. Hence, the limit problem of [55] in 3 space dimension will be identified in the case $\gamma = \theta = 0$. We thus consider system [91] with $\delta > 0$.

We now derive the necessary regularity results to study the limit point of [91], as $m \to \infty$, starting from [82]. From the Poincaré inequality and from [82] (with $\gamma = 0$), we have that
$$
v_m \text{ is uniformly bounded in } L^2(0, T; H^1_{0, \text{div}}(\Omega; \mathbb{R}^3)) \hookrightarrow L^2(0, T; L^p_{\text{div}}(\Omega; \mathbb{R}^3)),
$$
with $p \in [1, 6]$. Moreover, from [82] and Assumption A3, we have that
$$
f(\phi_m) F_m \text{ is uniformly bounded in } L^\infty(0, T; L^2(\Omega; \mathbb{R}^{3 \times 3})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{3 \times 3})),
$$
which implies
$$
\|F_m\|_{L^\infty(0, T; L^2(\Omega; \mathbb{R}^{3 \times 3}))} \leq C.
$$
Taking $h = 2$ in [51],
$$
f(\phi_m) F_m \text{ is uniformly bounded in } L^\infty(0, T; L^2(\Omega; \mathbb{R}^{3 \times 3})) \cap L^2(0, T; H^1(\Omega; \mathbb{R}^{3 \times 3})) \hookrightarrow L^2(0, T; L^4(\Omega; \mathbb{R}^{3 \times 3})),
$$
which implies
$$
\|F_m\|_{L^2(0, T; L^4(\Omega; \mathbb{R}^{3 \times 3}))} \leq C.
$$
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Taking $\chi = -\Delta \phi_m$ in the fourth equation of (91), using the Cauchy–Schwarz and Young inequalities and Assumptions A2 and A3, we get

$$||\Delta \phi_m||^2 + \int_\Omega \psi''(\phi_m)|\nabla \phi_m|^2 \leq ||\nabla \mu_m||_{L^2(\Omega;\mathbb{R})}||\nabla \phi_m||_{L^2(\Omega;\mathbb{R}^3)} - \int_\Omega \psi''(\phi_m)|\nabla \phi_m|^2$$

(128)

$$+ \int_\Omega \frac{f_1(\phi_m)}{2}(F_m:F_m - 2) \Delta \phi_m + \delta ||\partial_t \phi_m||^2 ||\Delta \phi_m|| \leq \frac{1}{2}||\nabla \mu_m||_{L^2(\Omega;\mathbb{R}^3)}^2 + \frac{1}{2}||\nabla \phi_m||_{L^2(\Omega;\mathbb{R}^3)}^2$$

$$+ C \int_\Omega (1 + |\phi_m|^q)|\nabla \phi_m|^2 + \frac{f_1}{2}||\Delta \phi_m|| ||F_m||_{L^3(\Omega;\mathbb{R}^3)}^2 + \frac{1}{6}||\Delta \phi_m||^2 + C||\partial_t \phi_m||^2 + C.$$ 

We use (53), elliptic regularity and the Young inequality, observing that $\frac{1}{q} > 1$ when $q < 4$, to write

$$\int_\Omega |\phi_m|^q|\nabla \phi_m|^2 \leq ||\phi_m||_{L^\infty(\Omega)}^q ||\nabla \phi_m||_{L^2(\Omega;\mathbb{R}^3)}^2 \leq C||\phi_m||_{H^1(\Omega;\mathbb{R}^3)}^2 + ||\Delta \phi_m||_{H^1(\Omega;\mathbb{R}^3)}^2$$

$$\leq C||\phi_m||_{H^1(\Omega;\mathbb{R}^3)}^2 + \frac{1}{6}||\Delta \phi_m||^2.$$ 

Using this inequality in (128), together with the Young inequality, we obtain that

$$||\Delta \phi_m||^2 \leq \frac{1}{2}||\nabla \mu_m||_{L^2(\Omega;\mathbb{R}^3)}^2 + C||\phi_m||_{H^1(\Omega;\mathbb{R}^3)}^2 + C||\phi_m||_{H^1(\Omega;\mathbb{R}^3)}^{2+q} + ||\phi_m||_{H^1(\Omega;\mathbb{R}^3)}^{2q+4}$$

(129)

$$+ C||F_m||_{L^4(\Omega;\mathbb{R}^3)}^2 + \frac{1}{6}||\Delta \phi_m||^2 + C||\partial_t \phi_m||^2 + C.$$ 

Taking the power $\frac{2}{3}$ of both sides of (129), integrating in time over the interval $(0, T)$, using (52), Assumption A1 and (127), we infer that

$$\int_0^T ||\Delta \phi_m||^\frac{2}{3} \leq C + C||F_m||_{L^\frac{8}{3}(0,T;L^4(\Omega;\mathbb{R}^3))}^\frac{2}{3} \leq C,$$ 

(130)

from which we have, considering also (50) and (130), that

$$\phi_m \text{ is uniformly bounded in } L^\infty(0,T;H^1(\Omega)) \cap L^{\frac{2}{3}}(0,T;H^2(\Omega)).$$ 

(131)

We observe that, taking the Gagliardo–Nirenberg inequality (45), specified for $j = 0, m = 1, p = 2 + h, r = 2, q = 2$, to the power of $\frac{2}{3}$ and integrating over $(0, T)$, thus obtaining (50) with the integrands to the power of $\frac{2}{3}$, choosing $h = 2$, we get

$$||\nabla \phi_m||_{L^\frac{8}{3}(0,T;L^4(\Omega;\mathbb{R}^3))} \leq C,$$ 

(132)

and choosing $h = 1$,

$$||\nabla \phi_m||_{L^\frac{8}{3}(0,T;L^4(\Omega;\mathbb{R}^3))} \leq C.$$ 

(133)

Note that, unlike the 2-d case, in the 3-d case, given (127) and (132), we cannot use the arguments in (102) to deduce (100), which is not valid in 3 space dimensions.

We now deduce a priori estimates, uniform in $m$, for the time derivative of $F_m$ in (91). We note that, from the energy estimate (52), with $\delta > 0$, we already have

$$||\partial_t \phi_m||_{L^2(0,T;L^2(\Omega))} \leq C.$$ 

(134)
Hence, we deduce that
\[
\partial_t \Pi \in L^2(0,T;L^2(\Omega;\mathbb{R}^{3\times3}))
\]
and from the bound (50) with \( h = 1 \) and (124), we get
\[
\int_0^T \int_\Omega (v_m \cdot \nabla) F_m : \Sigma \zeta = - \int_0^T \int_\Omega F_m \otimes v_m \cdot \nabla \Sigma \zeta \leq \int_0^T \|F_m\|_{L^2(\Omega;\mathbb{R}^3)} \|v_m\|_{L^6(\Omega;\mathbb{R}^3)} \|\nabla \Sigma\|_{L^2(\Omega;\mathbb{R}^{3\times3})} |\zeta| \\
\leq C \|F_m\|_{L^4(0,T;L^2(\Omega;\mathbb{R}^3))} \|v_m\|_{L^6(0,T;L^5(\Omega;\mathbb{R}^3))} \|\nabla \Sigma\|_{L^2(\Omega;\mathbb{R}^{3\times3})} ||\zeta||_{L^4(0,T)}.
\]

Then, we have that
\[
|| (v_m \cdot \nabla) F_m ||_{L^\frac{2}{3}(0,T; (H^1(\Omega;\mathbb{R}^{3\times3})))} \leq C.
\]

Using (136), multiplying (91) by a time function \( \zeta \in L^4(0,T) \) and integrating in time over the interval \( (0,T) \), using moreover (82), we get
\[
\int_0^T \langle \partial_t F_m, \Sigma \rangle \zeta \leq \int_0^T \| (v_m \cdot \nabla) F_m \|_{(H^1(\Omega;\mathbb{R}^{3\times3}))'} \|\Sigma\|_{H^1(\Omega;\mathbb{R}^{3\times3})} |\zeta| \\leq C \|F_m\|_{L^4(0,T;L^2(\Omega;\mathbb{R}^{3\times3}))} \|\Sigma\|_{H^1(\Omega;\mathbb{R}^{3\times3})} ||\zeta||_{L^4(0,T)}.
\]

Hence, we deduce that
\[
||\partial_t F_m||_{L^\frac{2}{3}(0,T; (H^1(\Omega;\mathbb{R}^{3\times3})))} \leq C.
\]

Given (138) and (134), we can infer that
\[
||\partial_t (f(\phi_m) F_m)||_{L^\frac{2}{3}(0,T; (H^1(\Omega;\mathbb{R}^{3\times3})))} \leq C.
\]

The latter result is fundamental to study the limit problem of (91), in particular to deduce compactness results for the sequence \( F_m \) from a compactness result for the sequence \( f(\phi_m) F_m \), which can be obtained from (125) and (130). In order to prove (139), let us take generic functions \( \Pi \in H^2_N(\Omega;\mathbb{R}^{3\times3}) \) and \( \zeta \in L^4(0,T) \), and consider the integral in time over \( (0,T) \) of the dual product \( <\partial_t (\phi_m F_m), \Pi> \) multiplied by \( \zeta \). We get, using Assumption A3,
\[
\int_0^T \zeta <\partial_t (f(\phi_m) F_m), \Pi> \geq \int_0^T \int_\Omega f'(\phi_m) (\partial_t \phi_m) F_m : \Pi \zeta + \int_0^T \zeta <\partial_t F_m, f(\phi_m) \Pi> \\leq C \|\partial_t \phi_m\|_{L^2(\Omega;\mathbb{T})} \|F_m\|_{L^4(0,T;L^2(\Omega;\mathbb{R}^{3\times3}))} ||\zeta||_{L^4(0,T)} \|\Pi\|_{H^1(\Omega;\mathbb{R}^{3\times3})} \\
+ C \|\partial_t F_m\|_{L^\frac{2}{3}(0,T; (H^1(\Omega;\mathbb{R}^{3\times3})))} \|f(\phi_m) \Pi\|_{L^\infty(0,T;H^1(\Omega;\mathbb{R}^{3\times3}))} ||\zeta||_{L^4(0,T)},
\]

and from the bound
\[
\|f(\phi_m) \Pi\|_{L^\infty(0,T;H^1(\Omega;\mathbb{R}^{3\times3}))} \\
= \text{ess.sup}_{0,T} \left( \int_\Omega (|f(\phi_m) \Pi|^2 + |\Pi \otimes \nabla f(\phi_m)|^2 + |f(\phi_m) \nabla \Pi|^2) + 2 f(\phi_m) \nabla \Pi : \Pi \otimes \nabla f(\phi_m) \right)^\frac{1}{2} \leq C (1 + ||\phi_m||_{L^\infty(0,T;H^1(\Omega))} ||\Pi||_{H^2_N(\Omega;\mathbb{R}^{3\times3})}),
\]
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where we used the embedding $H^s_2(\Omega; \mathbb{R}^{3×3}) \hookrightarrow L^\infty(\Omega; \mathbb{R}^{3×3})$, we obtain \textbf{[139]}.

Collecting the estimates \textbf{[124], [125], [126], [131], [57], [139] and [133]}, which are uniform in $m$, from the Banach–Alaoglu and the Aubin–Lions lemma, we finally obtain the convergence properties, up to subsequences of the solutions, which we still label by the index $m$,

\begin{align}
\mathbf{v}_m & \to \mathbf{v} \quad \text{in} \quad L^2(0,T; H^{1,0,\text{div}}_0(\Omega; \mathbb{R}^3)), \tag{140} \\
f(\phi_m)F_m & \xrightarrow{s} \beta \quad \text{in} \quad L^\infty(0,T; L^2(\Omega; \mathbb{R}^{3×3})) \cap L^2(0,T; H^1(\Omega; \mathbb{R}^{3×3})), \tag{141} \\
F_m & \xrightarrow{s} F \quad \text{in} \quad L^\infty(0,T; L^2(\Omega; \mathbb{R}^{3×3})), \tag{142} \\
\partial_t F_m & \rightharpoonup \partial_t F \quad \text{in} \quad L^{\frac{4}{3}} \left(0,T; (H^1(\Omega; \mathbb{R}^{3×3}))'\right), \tag{143} \\
\partial_t (f(\phi_m)F_m) & \rightharpoonup \partial_t \beta \quad \text{in} \quad L^{\frac{4}{3}} \left(0,T; (H^2_N(\Omega; \mathbb{R}^{3×3}))'\right), \tag{144} \\
f(\phi_m)F_m & \to \beta \quad \text{in} \quad L^2(0,T; L^p(\Omega; \mathbb{R}^{3×3})), \quad p \in [1,6], \quad \text{and a.e. in } \Omega_T, \tag{145} \\
\phi_m & \rightharpoonup \phi \quad \text{in} \quad L^\infty(0,T; H^1(\Omega)) \cap L^\frac{4}{3}(0,T; H^2(\Omega)), \tag{146} \\
\partial_t \phi_m & \rightharpoonup \partial_t \phi \quad \text{in} \quad L^2(\Omega_T), \tag{147} \\
\phi_m & \to \phi \quad \text{in} \quad C^0(0,T; L^p(\Omega)) \cap L^\frac{4}{3}(0,T; W^{1,p}(\Omega)), \quad p \in [1,6], \quad \text{and a.e. in } \Omega_T, \tag{148} \\
\mu_m & \rightharpoonup \mu \quad \text{in} \quad L^2(0,T; H^1(\Omega)), \tag{149}
\end{align}

for some limit function $\beta$ in $L^\infty(0,T; L^2(\Omega; \mathbb{R}^{3×3})) \cap L^2(0,T; H^1(\Omega; \mathbb{R}^{3×3}))$, which will be identified as $\beta = f(\phi)F$ in the following calculations. Moreover, thanks to \textbf{[148]}, the Assumption $\textbf{A3}$ and the Lebesgue dominated convergence theorem,

\begin{equation}
f(\phi_m) \to f(\phi), \quad \frac{1}{f(\phi_m)} \to \frac{1}{f(\phi)}, \quad f'(\phi_m) \to f'(\phi) \quad \text{in} \quad L^p(\Omega_T), \quad \forall p \geq 1. \tag{150}
\end{equation}

We now derive a useful interpolation result for $\phi_m$ from \textbf{[146] and [148]}, which will be used to identify the limit of system \textbf{[51]} as $m \to \infty$. From \textbf{[51]} with $s = 2, q = 6$ we have that

\begin{equation}
L^\infty(0,T; L^2(\Omega, \mathbb{R}^3)) \cap L^\frac{4}{3}(0,T; L^6(\Omega, \mathbb{R}^3)) \hookrightarrow L^{\frac{26}{9}}(0,T; L^{\frac{26}{3}}(\Omega, \mathbb{R}^3)),
\end{equation}

hence, from \textbf{[146] and [148]} we have that

\begin{equation}
\nabla \phi_m \to \nabla \phi \quad \text{in} \quad L^p(0,T; L^p(\Omega, \mathbb{R}^3)), \quad p \in [1,26/9]. \tag{151}
\end{equation}

We also observe that, from \textbf{[141] and [51]} with $q = 6$ we have that

\begin{equation}
f(\phi_m)F_m \to \beta \quad \text{in} \quad L^p(0,T; L^p(\Omega, \mathbb{R}^{3×3})), \quad p \in [1,10/3], \tag{152}
\end{equation}

and from \textbf{[50]} with $h \leftarrow 4 - h$,

\begin{equation}
\beta \in L^{2+\frac{2}{2-h}}(0,T; L^{6-h}(\Omega, \mathbb{R}^{3×3})). \tag{153}
\end{equation}

We prove now a compactness result for the sequence $F_m$. Given \textbf{[145], [153], [150]} and writing $F_m$ as

\begin{equation}
F_m = \frac{1}{f(\phi_m)} f(\phi_m) F_m,
\end{equation}

for some limit function $\beta$ in $L^\infty(0,T; L^2(\Omega; \mathbb{R}^{3×3})) \cap L^2(0,T; H^1(\Omega; \mathbb{R}^{3×3}))$, which will be identified as $\beta = f(\phi)F$ in the following calculations. Moreover, thanks to \textbf{[148]}, the Assumption $\textbf{A3}$ and the Lebesgue dominated convergence theorem,
we have, for arbitrary small $h \in (0, 5/2]$, using also Assumption A3,

$$
\int_0^T \left( \int_{\Omega} \left| F_m - \frac{\beta}{f(\phi)} \right|^{6-2h} \right)^{\frac{2}{6-2h}} \leq \int_0^T \left( \int_{\Omega} \left| \frac{1}{f(\phi_m)} (f(\phi_m) F_m - \beta) \right|^{6-2h} \right)^{\frac{2}{6-2h}} \leq C \left\| f(\phi_m) F_m - \beta \right\|^2_{L^2(0,T; L^{6-2h}(\Omega; \mathbb{R}^{3\times 3}))}
$$

as $m \to \infty$. Hence,

$$
F_m \to \frac{\beta}{f(\phi)} \quad \text{strongly in} \quad L^2(0,T; L^{6-h}(\Omega; \mathbb{R}^{3\times 3})) \quad \text{and a.e. in} \quad \Omega_T,
$$

with $h \in (0, 5]$. From (155), (152) and and the uniqueness of the weak limit and the a.e. convergence, $F = \frac{\beta}{f(\phi)}$, whence

$$
\beta = f(\phi) F.
$$

Analogously to (152), we thus have that

$$
F_m \to F \quad \text{in} \quad L^p(0,T; L^p(\Omega, \mathbb{R}^{3\times 3})), \quad p \in [1, 10/3).
$$

With the convergence results (140), (151), (155), (156), and (158), we can pass to the limit in the system (91) as $m \to \infty$. We proceed in a different way with respect to the $2 - d$ case. We fix $0 \leq i \leq m$, and take $\eta = \eta_i$, $\xi = \xi_i$, $\chi = \xi_i$, multiply the equations by a function $\omega \in C^0_\infty ([0, T])$ and integrate over the time interval $[0, T]$. This gives

$$
\begin{aligned}
\left\{ & \nu \int_0^T \omega \int_{\Omega} \nabla v_m : \nabla \eta_i = \int_0^T \omega \int_{\Omega} \mu_m \nabla \phi_m \cdot \eta_i - \int_0^T \omega \int_{\Omega} \frac{f'(\phi_m)}{2} (F_m : F_m - 3) \nabla \phi_m : \eta_i \\
& - \int_0^T \omega \int_{\Omega} f(\phi_m) F_m^T : \nabla \eta_i, \\
& \int_0^T \omega \int_{\Omega} \nabla (f(\phi_m) F_m) : \nabla \Sigma = 0, \\
& \int_0^T \omega \int_{\Omega} \nabla b(\phi_m) \nabla \mu_m : \nabla \xi_i = 0, \\
& \int_0^T \omega \int_{\Omega} \nabla \phi_m \cdot \nabla \xi_i + \int_0^T \omega \int_{\Omega} \nabla \phi_m : \nabla \xi_i = 0, \\
& \int_0^T \omega \int_{\Omega} \psi'(\phi_m) \xi_i + \int_0^T \omega \int_{\Omega} \nabla \phi_m : \nabla \xi_i = 0, \\
& \int_0^T \omega \int_{\Omega} \nabla \phi_m : \nabla \xi_i + \int_0^T \omega \int_{\Omega} \nabla \phi_m : \nabla \xi_i = 0,
\end{aligned}
$$

Thanks to (140), we have

$$
\nu \int_0^T \omega \int_{\Omega} \nabla v_m : \nabla \eta_i \to \nu \int_0^T \omega \int_{\Omega} \nabla v : \nabla \eta_i,
$$
as \( m \to \infty \). Thanks to (151) and the fact that \( \eta_i \in H^2(\Omega; \mathbb{R}^3) \to L^\infty(\Omega; \mathbb{R}^3) \), we have that \( \omega \nabla \phi_m \cdot \eta_i \to \omega \nabla \phi \cdot \eta_i \) strongly in \( L^2(0,T; L^2(\Omega)) \). Hence, using (149), by the product of weak–strong convergence we have that

\[
\int_0^T \omega \int_\Omega \mu_m \nabla \phi_m \cdot \eta_i \to \int_0^T \omega \int_\Omega \mu \nabla \phi \cdot \eta_i,
\]

as \( m \to \infty \). For what concerns the second term on the right hand side of the first equation of (158), we observe that \( f'(\phi_m)F_m : F_m \to f'(\phi)F : F \) strongly in \( L^{\frac{4}{3}-h}(0,T; L^2(\Omega)) \), with \( h \in (0,1/3) \). In order to prove this convergence result, we recall the following regularity result,

\[
F_m, F \in L^{\frac{4}{3}-\frac{1}{2+\frac{3}{2}}} (0,T; L^{4+h}(\Omega; \mathbb{R}^{3 \times 3})) \cap L^{\frac{20}{9}-\frac{3}{2}} (0,T; L^{5+\frac{9h}{4-3h}}(\Omega, \mathbb{R}^{3 \times 3})),
\]

with \( h \in [0,1/3] \), which are obtained from (125) and (50) with \( h \leftarrow 2 + h \) and \( h \leftarrow 3 + \frac{9h}{4-3h} \).

Introducing the parameter \( k := \frac{4}{3} h \), with \( h \in (0,2/3) \to k \in (0,1/3) \), using Assumption A3, (77), (151) and (159), we have that

\[
\int_0^T \left( \int_\Omega \left| f'(\phi_m) F_m : F_m - f' (\phi) : F \right|^2 \right)^{\frac{4-3k}{6}} \leq f_1 \int_0^T \left( \int_\Omega \left| f'(\phi_m) ((F_m - F) : (F_m + F)) + (f'(\phi_m) - f'(\phi)) : F \right|^2 \right)^{\frac{4-3k}{6}} \\
\leq f_1 \int_0^T \| F_m - F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \| F_m + F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \\
+ \int_0^T \| f'(\phi_m) - f'(\phi) \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \| F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \\
\leq f_1 \int_0^T \| F_m - F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \| F_m + F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \\
+ \int_0^T \| f'(\phi_m) - f'(\phi) \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \| F \|_{L^{\frac{4-k}{6}}(\Omega; \mathbb{R}^{3 \times 3})} \to 0,
\]

as \( m \to \infty \), where we used the fact that \( \frac{2}{3}k < \frac{k(14-3k)}{6} \) for \( k \in (0,1/3) \). Then, considering again that \( \eta_i \in L^\infty(\Omega; \mathbb{R}^3) \) we have that \( f'(\phi_m)(F_m : F_m - 3) \eta_i \to f'(\phi)(F : F - 3) \eta_i \) strongly in \( L^{\frac{4}{3}-h}(0,T; L^2(\Omega; \mathbb{R}^3)) \), where we also used Assumption A3, (148) and the Lebesgue convergence theorem to obtain \( f'(\phi_m) \to f'(\phi) \) strongly in \( L^{\frac{4}{3}-h}(0,T; L^2(\Omega)) \). Hence, using (146) and the product of weak–strong convergence we have that

\[
\int_0^T \omega \int_\Omega \left( f'(\phi_m) F_m : F_m - 3 \right) \nabla \phi_m \cdot \eta_i \to \int_0^T \omega \int_\Omega \left( f'(\phi) F : F - 3 \right) \nabla \phi \cdot \eta_i,
\]

as \( m \to \infty \). For what concerns the third term on the right hand side of the first equation of (158), since, from (145), \( f(\phi_m)F_m \to f(\phi)F \) strongly in \( L^2(0,T; L^{6-h}(\Omega; \mathbb{R}^{3 \times 3})) \), \( h \in (0,5] \), and considering that \( \eta_i \in H^2(\Omega; \mathbb{R}^3) \to W^{1,6}(\Omega; \mathbb{R}^3) \), we have that \( f(\phi_m) \nabla \eta_i F_m \to f(\phi) \nabla \eta_i F \) strongly in \( L^2(0,T; L^{3-h}(\Omega; \mathbb{R}^{3 \times 3})) \). Hence, using (142) and the product of weak–strong convergence we have that

\[
\int_0^T \omega \int_\Omega \left( f(\phi_m) F_m F_m^T : \nabla \eta_i \right) \to \int_0^T \omega \int_\Omega \left( f(\phi) FF^T : \nabla \eta_i \right),
\]

as \( m \to \infty \).
Now considering the second equation in (158), since
\[ \omega \Sigma \in C^0(0, T; H^1(\Omega; \mathbb{R}^{3 \times 3})) \hookrightarrow L^4(0, T; H^1(\Omega; \mathbb{R}^{3 \times 3})) , \]
we get from (143) that
\[ \int_0^T \omega \langle \partial_t F_m, \Sigma \rangle \to \int_0^T \omega \langle \partial_t F, \Sigma \rangle , \]
as \( m \to \infty \). Thanks to (155) and the fact that \( \nabla \Sigma \in L^2(\Omega; \mathbb{R}^{3 \times 2 \times 3}) \), we have that \( \omega (\nabla \Sigma)^T F_m \to \omega (\nabla \Sigma)^T F \) strongly in \( L^2(0, T; L^2(\Omega; \mathbb{R}^3)) \). Hence, using (140) and the product of weak–strong convergence we have that
\[ \int_0^T \omega \int_\Omega (v_m \cdot \nabla) F_m : \Sigma = - \int_0^T \omega \int_\Omega F_m \otimes v_m : \nabla \Sigma \to - \int_0^T \omega \int_\Omega F \otimes v : \nabla \Sigma , \]
as \( m \to \infty \).
Moreover, thanks to (155), we have that \( \omega \Sigma F_m^T \to \omega \Sigma F^T \) strongly in \( L^2(0, T; L^{3-h}(\Omega; \mathbb{R}^{3 \times 3})) \). Hence, using (140) and the product of weak–strong convergence we have that
\[ \int_0^T \omega \int_\Omega (\nabla v_m) F_m : \Sigma \to \int_0^T \omega \int_\Omega (\nabla v) F : \Sigma , \]
as \( m \to \infty \). Finally, given (141) and (156),
\[ \lambda \int_0^T \omega \int_\Omega \nabla (f(\phi_m) F_m) : \nabla \Sigma \to \lambda \int_0^T \omega \int_\Omega \nabla (f(\phi) F) : \nabla \Sigma , \]
as \( m \to \infty \).

The limit forms of the terms in the third and fourth equations of (121) can be identified with similar calculations as in the 2-d case, given the convergence properties obtained in the 3-d case. Hence, we omit the details. Also, the same arguments as in the \( 2 - d \) case can be used to verify the attainment of the initial conditions.

We have just shown that the limit point \((v, F, \phi, \mu)\) satisfies the same weak formulation as (10), with the addition of the viscous term in the equation for \( \mu \), with \( u = \eta_i \), \( q = \xi_i \), \( r = \xi_i \), for all \( i \geq 0 \).
Observing that \( \{\eta_i\}_{i \in \mathbb{N}} \) is a Hilbert basis of \( H^2(\Omega; \mathbb{R}^3) \cap H^1_{0,\text{div}}(\Omega; \mathbb{R}^3) \), with \( H^2(\Omega; \mathbb{R}^3) \cap H^1_{0,\text{div}}(\Omega; \mathbb{R}^3) \) dense in \( H^1_{0,\text{div}}(\Omega; \mathbb{R}^3) \), and also that \( \{\xi_i\}_{i \in \mathbb{N}} \) is a Hilbert basis of \( H^2_N(\Omega) \), with \( H^2_N(\Omega) \) dense in \( H^1(\Omega) \), we have proved Theorem 4.2.

5 Conclusion
In this paper we have proposed a class of phase field models of Cahn–Hilliard type coupled with finite viscoelasticity, which considers the microscopic coupling between the mixture constituents, their viscoelastic behaviour and the friction between the phases, with a general compressible polyconvex elastic energy which depends on both the elastic deformation and the phase field variable within a nonlinear coupling. The model was formulated in the Eulerian configuration and it was derived by imposing the mass balance for the mixture components and the momentum balance implied by a generalized form of the principle of virtual powers, given constitutive assumptions complying with a mechanical version of the second law of thermodynamics in isothermal situations. We then studied analytically a simplified and regularized incompressible version of the model, where the regularization substantially depends on the coupling between the phase field variable and the elastic deformation gradient in the elastic energy density. Through a Galerkin approximation of the model equations and the definition of a fixed point problem,
where the velocity field is approximated in terms of basis functions of the Stokes operator, the phase field variables are approximated in terms of basis functions of the Laplace operator, and the transport equation for the elastic deformation gradient is solved in a continuous space, we proved existence of a global in time weak solution in two and three space dimensions by studying the limit problem of the Galerkin approximation. In the case of three space dimensions, we added a viscous regularization for the partial time derivative of the phase field variable in the chemical potential in order to obtain the necessary compactness results to study the limit problem of the Galerkin approximation. Future developments of the present work will investigate the inclusion in the elasticity dynamics of plasticity and growth, together with the design of stable and convergent numerical approximations and the investigation of numerical simulations of related image-informed models for neurological diseases and tumor growth models. Also, future developments will concern the analysis for the polyconvex case.
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