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Abstract. Generative Adversarial Networks (GANs) are powerful generative models that achieved strong results, mainly in the image domain. However, the training of GANs is not trivial, presenting some challenges tackled by different strategies. Evolutionary algorithms, such as COEGAN, were recently proposed as a solution to improve the GAN training, overcoming common problems that affect the model, such as vanishing gradient and mode collapse. In this work, we propose an evaluation method based on t-distributed Stochastic Neighbour Embedding (t-SNE) to assess the progress of GANs and visualize the distribution learned by generators in training. We propose the use of the feature space extracted from trained discriminators to evaluate samples produced by generators and from the input dataset. A metric based on the resulting t-SNE maps and the Jaccard index is proposed to represent the model quality. Experiments were conducted to assess the progress of GANs when trained using COEGAN. The results show both by visual inspection and metrics that the Evolutionary Algorithm gradually improves discriminators and generators through generations, avoiding problems such as mode collapse.
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1 Introduction

Generative Adversarial Networks (GANs) [12] gained relevance in the past years for producing impressive results in the context of images. The GAN model uses adversarial training to achieve strong discriminative and generative components. The typical model is comprised of two neural networks: a generator and a discriminator. These networks compete in a unified training process where the generator uses its neural network to produce samples and the discriminator tries to classify these samples as fake or real (i.e., drawn from the input dataset). Although the discriminator trained by a GAN also represents an important outcome of the training process, GANs are mostly used as a generative model to produce innovative samples based on an input distribution.

Despite the progress regarding generative models, the training of GANs is challenging and is affected by some well-known issues, such as the vanishing gradient and mode collapse [6,10]. Therefore, a trial-and-error approach is usually
applied to obtain the expected results, making the training of GANs an uncertain process. The vanishing gradient and the mode collapse problems are related to the balance between the discriminator and the generator. Vanishing gradient occurs when the discriminator or generator becomes much more powerful than the other, leading to stagnation of training. Mode collapse occurs when the generator captures only a small fraction of the input distribution.

Several improvements were proposed for the initial GAN model. These proposals aim not only to improve the GAN training but also to produce more realistic results, focusing on two aspects of GANs: loss functions and architectural mechanisms of the neural networks. Therefore, more efficient loss functions and architectural improvements were proposed, such as WGAN [2], BEGAN [5], LSGAN [21], SN-GAN [23], StyleGAN [16], and DCGAN [24]. However, stability issues in GAN training are still present.

Neuroevolution is an approach used to design and optimize neural networks through the application of evolutionary algorithms [22,28,33]. These algorithms are based on the evolutionary mechanism found in nature, evolving a population of individuals through selective pressure, leading to the discovery of efficient solutions for a certain problem [27]. Recently, a combination of evolutionary algorithms and GANs were proposed to improve the original model. Progress was made in both the resulting quality of the outcome and the stability of the GAN training. Methods such as E-GAN [31], Pareto GAN [11], Lipizzaner [1], Mustangs [30], and COEGAN [7,9] use different approaches to apply Evolutionary Algorithms on the training of GANs.

Coevolutionary GAN (COEGAN) [7,9] combines neuroevolution and coevolution on the orchestration of the GAN training. Namely, competitive coevolution is used to design the algorithm in order to produce evolutionary pressure and overcome the stability issues affecting the training of GANs. The authors showed through experimental analysis that the method was able to discover efficient models for GANs in different datasets [7].

We propose in this paper a new method to evaluate the progress of GANs during the training process. Therefore, we design an evaluation method that uses t-distributed Stochastic Neighbour Embedding (t-SNE) [20] to visualize and quantify the performance of discriminators and generators during the evolutionary process. For this, we use the feature space produced by discriminators to analyze images produced by generators and drawn from the input dataset. The t-SNE algorithm was fed with this feature space in order to distribute those images in a two-dimensional grid. A metric based on the Jaccard index in the resulting t-SNE maps was proposed to quantify the performance achieved by GAN models.

This evaluation method was applied to analyze the evolution of discriminators and generators in COEGAN. The experiments evidenced that the distribution of samples produced by our evaluation method is able to create a consistent visualization of the evolutionary process in COEGAN. The results provide additional evidence of the evolution of generators and discriminators achieved by COEGAN.
The remainder of this paper is organized as follows: Section 2 introduces t-SNE, GANs, and neuroevolution, presenting state-of-the-art works using these concepts; Section 3 summarizes the COEGAN algorithm; Section 4 presents the method proposed in this work to evaluate the progress of discriminators and generators; Section 5 displays the experimental results of COEGAN using our evaluation method; finally, Section 6 presents our conclusions and future work.

2 Background and Related Works

In this section, we present the concepts used in this work to develop the evaluation method and apply it in Evolutionary Algorithms. Therefore, we will introduce concepts of neuroevolution and GANs. We will also describe works proposed to use Evolutionary Algorithms in the training of GANs. Finally, we describe the t-SNE algorithm and show works using it to represent and evaluate data distributions.

2.1 Neuroevolution

Evolutionary Algorithms find inspiration in nature to design mechanisms based on biological evolution [27]. Several strategies to apply these evolution mechanisms were proposed in the literature, offering new perspectives to solve a variety of problems. In general, Evolutionary Algorithms use a population of potential solutions to solve a defined problem, using variation operators and selective pressure to adapt individuals toward the target. Thus, each solution is an individual represented through an abstraction called genotype. The genotype transformation derives the concrete solution, called phenotype.

Neuroevolution is the application of Evolutionary Algorithms to the evolution of neural networks. In this case, the genotype represents an abstraction for the implementation of a neural network. This representation can be direct, i.e., all nodes and connections of the neural architecture are encoded [22,28], or indirect, i.e., rules are specified to derive the concrete implementation of neural networks, such as in structured grammatical evolution [3,19].

Weights, topology, and hyperparameters can be evolved through neuroevolution [33]. Thus, the manual process used by researchers to discover efficient models can be transformed into an automatic process. It is important to note that the training of neural networks is a time-consuming task, impacting the performance of neuroevolution algorithms.

NeuroEvolution of Augmenting Topologies (NEAT) [28] is a well-known model that uses neuroevolution in the evolution of both weights and topologies of neural networks. The genotype is a direct representation of the neural network, where NEAT defines two lists for the genome of individuals: a list of neurons and a list of connections between these neurons. A further expansion of NEAT was proposed to enable larger search spaces in DeepNEAT and CoDeepNEAT [22]. In these models, the genes composing a genome are abstractions of entire layers,
enabling the representation of deep neural networks. Deep neural networks became popular and achieved strong performance in several tasks. Thus, the need for automation became relevant to improve progress on deeper models [22].

### 2.2 Generative Adversarial Networks

In Generative Adversarial Networks (GANs) [12], two neural networks are used in an adversarial way in a unified training process. These networks are represented by one generator and one discriminator. The discriminator is trained with some input dataset and has to classify samples as originated from this dataset (i.e., real samples) or samples produced by the generator (i.e., fake samples). Thus, the discriminator outputs a probability of each sample belonging to the input dataset. On the other hand, the generator receives a probability distribution as input and transforms this input into fake samples similar to the input dataset. These fake samples are also used as input to the discriminator to evaluate their quality. This adversarial model leads to the creation of strong generative and discriminative models, taking advantage of these adversarial characteristics to progressively improve their performance. Generators trained by GANs produce high-quality results without losing the characteristics of the input data.

Figure 1 describes the interaction between discriminators and generators in a GAN when using a dataset such as Fashion MNIST [32].

![Image](image.png)

Fig. 1: Interaction between the components of a GAN during the training process.

The GAN training algorithm works iteratively. At each iteration, backpropagation is applied for training the discriminator and the generator with their respective loss functions in order to update their network parameters. The loss function of the discriminator ($\mathcal{L}_D^{GAN}$) is defined as follows:

$$
\mathcal{L}_D^{GAN} = -\mathbb{E}_{x \sim p_d}[\log D(x)] - \mathbb{E}_{z \sim p_z}[\log(1 - D(G(z)))].
$$

(1)

For the generator, the non-saturating version of the loss function ($\mathcal{L}_G^{GAN}$) is defined by:

$$
\mathcal{L}_G^{GAN} = -\mathbb{E}_{z \sim p_z}[\log(D(G(z)))].
$$

(2)
In Eq. (1), \( p_d \) represents the input dataset and \( x \) represents its samples. In Eq. (1) and Eq. (2), \( p_z \) is the distribution used for the generator, \( z \) is the latent space drawn from \( p_z \), \( G \) is the generator, and \( D \) represents the discriminator.

GANs lead to relevant progress for generative models. However, the training of GANs is challenging, and stability issues frequently affect the process. Two common issues that impact training are the vanishing gradient and the mode collapse problem. The vanishing gradient occurs when the capacities of the generator and the discriminator are not in equilibrium, making one of them too powerful when compared to the other. Thus, the gradient does not properly improve the performance and the training progress stagnates. The mode collapse issue occurs when the generator fails to capture the input distribution used on training. In this case, samples created by the generator will partially represent this distribution. For example, the mode collapse occurs in a digits dataset when only some digits are represented in the set of created samples.

The Fréchet Inception Distance (FID) [14] is frequently used to evaluate the performance of GANs. FID uses the outcome of the last hidden layer in Inception Net [29] (trained on ImageNet [25]) to transform images from the input dataset and created by generators into a feature space. This feature space is interpreted as a continuous multivariate Gaussian, and the mean and covariance of the two resulting Gaussians are used to calculate the Fréchet distance as:

\[
FID(x, g) = ||\mu_x - \mu_g||^2_2 + Tr(\Sigma_x + \Sigma_g - 2(\Sigma_x \Sigma_g)^{1/2}),
\]

with \( \mu_x, \Sigma_x, \mu_g, \) and \( \Sigma_g \) representing the mean and covariance estimated for the input dataset \( x \) and fake samples \( g \), respectively. FID is able to quantify the quality and diversity of the generative model, outperforming other metrics such as the Inception Score [26].

Several improvements over the original GAN model were proposed to minimize these issues and leverage the quality of the results. In this context, new loss functions were proposed to replace the original losses (Eq. (1) and Eq. (2)), such as in WGAN [2], LSGAN [21], and SN-GAN [23]. Besides loss functions, architectural improvements were proposed for the GAN model. In DCGAN [24], a reference architecture for the discriminator and the generator was proposed. In [15], the authors propose a predefined strategy to progressively grow a GAN during the training process. SAGAN [34] uses self-attention modules to model the relationship between spatial regions of the input sample.

These alternative loss functions and architectural improvements minimize some problems and produce better results, but issues still affect the training of GANs [2][13][26]. Besides, efficient models designed for a specific task are not guaranteed to work properly in other tasks. Thus, the discovery of efficient models and hyperparameters is not trivial, requiring recurrent empirical validation depending on the underlying problem.

2.3 Evolutionary Algorithms and GANs

Recently, Evolutionary Algorithms were proposed to train and evolve GANs. These solutions make use of different mechanisms of evolutionary computation
not only to minimize stability problems in GANs but also to produce better outcomes concerning the quality of created samples.

E-GAN \cite{31} proposes a variation operator that switches the loss functions of generators. The architectures of generators and the discriminator are fixed and based on DCGAN \cite{24}. In \cite{11}, neuroevolution was used in combination with Pareto set approximations to evolve GANs. In this case, the architecture is not fixed and evolves through generations. Lipizzaner \cite{1} uses spatial coevolution to train GANs. The architectures of generators and discriminators are fixed. A mixture of weights is used to compose generators through an evolution strategy based on their spatial neighborhood. In Mustangs \cite{30}, the Lipizzaner model was extended to combine the E-GAN dynamic loss function with the spatial coevolution mechanism from Lipizzaner. COEGAN \cite{7,9} designs an algorithm that combines competitive coevolution and neuroevolution with the GAN training process. We provide an overview of the method in Section 3. A comparison between these algorithms can be seen in \cite{8}.

### 2.4 t-SNE

t-distributed Stochastic Neighbour Embedding (t-SNE) \cite{20} is a technique used to produce a map (two or three dimensions) that represents the data distribution. Therefore, t-SNE is useful to provide the visualization of complex distributions by revealing the structure of the data. t-SNE was applied in a variety of problems from different fields \cite{4,18}. It was also used to visualize the distribution of images produced by GANs in \cite{35}.

The t-SNE algorithm works iteratively. A set of pairwise affinities is calculated for the input data and the solution is randomly initialized using a probabilistic distribution. At each iteration, the gradient is calculated based on the Kullback-Leibler divergence between the high-dimensional input space and the corresponding lower-dimensional representation. The gradient is used to update the solution. After all iterations, t-SNE outputs the final solution, representing points in a two or three-dimensional grid for the input data.

The number of iterations and perplexity are two important parameters for the t-SNE algorithm. Perplexity defines how the neighborhood of each data point is handled. The range $[5, 50]$ is recommended for perplexity. The number of iterations limits the number of steps used to update the final solution.

Principal Components Analysis (PCA) can be used as a preprocessing step to reduce the dimensionality of the data, suppress noise, and achieve a faster computation \cite{18,20}. For example, PCA was used to reduce the dimensionality of the data to 30 and 50 in \cite{20} and \cite{18}, respectively.

### 3 COEGAN

Coevolutionary Generative Adversarial Networks (COEGAN) algorithm combines neuroevolution and competitive coevolution on the training and evolution of GANs \cite{7,9}. COEGAN was initially inspired by NEAT \cite{28} and DeepNEAT.
to develop a representation for neural networks. Nevertheless, COEGAN adapts the evolutionary model to the context of GANs. In this section, we describe the fundamental aspects of the algorithm. More details of the algorithm can be found in [70].

In COEGAN, a population of discriminators and another of generators are used in a competitive coevolution setup. At each generation, generators and discriminators are paired for the application of the original GAN training algorithm, using backpropagation to learn internal weights and bias of neural networks. COEGAN can be used with different pairing strategies. One simple strategy is the all vs. all pairing, which defines all possible pairs between generators and discriminators in the current population. Another possibility is to take only the best individuals for pairing. This strategy defines the all vs. k-best pairing, using the top k individuals from each population for the GAN training. For performance reasons, each pair in COEGAN is trained with a limited set of data at each generation. However, COEGAN reuses the weights and bias of individuals in the breeding process, resembling a transfer learning mechanism to obtain a full representation of the input distribution. The fitness of each individual is derived from the results of these matches between generators and discriminators.

3.1 Representation

In COEGAN, individuals use a genotype composed of a sequential array of genes. These genes are directly transformed into sequential layers in a neural network and can represent a linear (fully connected), convolution, or deconvolution (transpose convolution) layer. Each type of gene has internal parameters, such as the activation function and the number of output features, that are subject to the variation operators. Some internal parameters are dynamically defined at the phenotype transformation phase, making use of the setup of the genome to form a valid neural network for the application of backpropagation. Therefore, the number of input channels, stride, and kernel size are parameters adjusted based on the configuration of the previous layer for convolution layers.

Figure 2 illustrates the genotypes of a discriminator and a generator. In Figure 2(a), the discriminator contains a convolutional section with two layers, followed by a linear section of a single output layer. This output layer returns the probability of samples to be real or fake. In Figure 2(b), the generator starts with a linear layer followed by two deconvolutional layers. The last layer returns synthetic samples with the same characteristics (i.e., shape and number of color channels) as samples from the input dataset.

3.2 Fitness

COEGAN uses specific fitness functions for discriminators and generators. The fitness of discriminators is based on the loss function of the original GAN model (Eq. (1)). The fitness of generators is based on the FID score (Eq. (3)). These fitness functions were chosen to produce selection pressure on the evolution of better individuals.
3.3 Selection

The selection mechanism in COEGAN is based on the speciation originally proposed on NEAT [28]. In COEGAN, a distance function based on the genome similarity is used to subdivide each population into species. Thus, individuals with similar neural networks have a tendency to belong to the same group. On the other hand, individuals modified by mutation can form new species, making use of speciation to protect their innovation.

In the selection phase, COEGAN uses the speciation strategy to select individuals for asexual reproduction. Individuals from each population are selected in proportion to the average fitness of their species. Tournament is also applied inside each species to finally determine the survivors.

3.4 Variation Operators

COEGAN uses only mutations as variation operators. Three types of mutations were defined with the purpose of adding, removing, and modifying layers. The addition operator randomly initializes a new layer and inserts it into the genotype. The removal operator randomly removes a layer from the genotype. The change operator modifies the internal attributes of a randomly selected gene (e.g., the activation function, number of channels, and number of features).

An adaptive step is executed after reproduction to ensure the transference of the learned internal parameters between compatible individuals through generations. Thus, when possible, COEGAN copies the weights and bias of the parent into the offspring. However, parameters are reinitialized when architectures are incompatible.
4 Evaluation Method

We proposed in this work a new method to visualize and evaluate the progress of discriminators and generators in GANs. We applied this method in COEGAN to provide further evidence of the evolutionary contribution of the model to the creation of strong generators and discriminators. Nevertheless, this method can also be applied in regular GANs (e.g., the original GAN model or WGAN).

![Diagram](image)

**Fig. 3:** Overview of the evaluation method proposed in this work to analyze the progress of generators and discriminators in GANs.

Figure 3 presents an overview of the evaluation method. We initially train COEGAN with the input dataset. After training, we use snapshots of the best discriminators and generators from different generations to visualize the performance through t-SNE. For the t-SNE calculation, we provide to discriminators samples from the input dataset and samples created by generators, using the output of the last hidden layer to construct a high-dimensional features matrix. To improve the performance, we apply Principal Components Analysis (PCA) to reduce the number of features and use the resulting matrix to fed t-SNE.

This matrix contains data from the input dataset and also from all evaluated generators. Thus, the resulting data of all inputs are jointly used for creating a lower-dimensional representation of the data through the t-SNE algorithm. Then, the output of t-SNE is transformed into a two-dimensional grid that spatially distributes the input images. This grid represents a map revealing the distribution of samples according to their inner characteristics. Thus, we can visualize problems such as mode collapse by inspecting the grid and ensuring that the distribution of samples is not concentrated in a single region. We can also visually compare the distribution of samples from the input dataset with samples from the generator to assess the completeness of the generative model. Furthermore, by using discriminators to transform images into a feature space, we also assess their capacity to classify samples.
Besides these visualizations, we also propose a metric to quantify the performance of the model. For this, given a map $M^G$ of samples produced by a generator (in a specific generation) and a map $M^d$ produced by the input dataset, we calculate the Euclidean distances $D_{i,j}$ between all samples in $M^G$ and $M^d$:

$$D_{i,j} = \|M^G_i - M^d_j\|.$$  

(4)

Samples in $M^G$ and $M^d$ are not perfectly equal and distances in $D_{i,j}$ are not zeroed. Thus, we use these distances to define a threshold for the similarity between samples. A global threshold $\tau$ is defined by the median of the minimum distances in $D_i$ for maps $M^G$ related to the last generation. This threshold defines the set of samples in $M_G$ with corresponding samples in $M_d$ as:

$$I^G = \{M^G_i | \exists j, D_{i,j} < \tau\}.$$  

(5)

The set $I^G$ contains the samples in $M_G$ that were successfully approximated by a sample in $M_d$, evidencing that this part of the input distribution was captured by the model. Thus, we consider this set as the intersection between these two grids and calculate the Jaccard index as:

$$J^G = \frac{|I^G|}{|M^G \cup M^d|}.$$  

(6)

In this work, we use Eq. (6) to quantify the quality of models. A high $J^G$ indicates that the generator was able to capture the input distribution successfully. On the other hand, a perfect score in this metric indicates that the generative model is not able to produce innovative samples.

5 Experiments

Experiments were conducted to assess the evolution of generators and discriminators in COEGAN using the evaluation method proposed in this work. The Fashion MNIST dataset was used in COEGAN training to gauge the characteristics of the proposed evaluation method.

5.1 Experimental Setup

Table I describes the parameters used in COEGAN, chosen based on previous experiments [7,9]. We train COEGAN for 100 generations in a population of generators and discriminators of 10 individuals using the all vs. all pairing strategy. The probabilities for mutations to add, remove, or change genes are 30%, 10%, and 10%, respectively. The genome was limited to four genes, representing a network of four layers in the maximum allowed setup. Only convolution and transpose convolution were used as options when creating new layers. This setup was sufficient to discover efficient solutions in the experiments with Fashion MNIST.
Table 1: Experimental Parameters

| Evolutionary Parameters                          | Value  |
|-------------------------------------------------|--------|
| Number of generations                           | 100    |
| Population size (generators and discriminators) | 10, 10 |
| Probabilities (add, remove, change)             | 30%, 10%, 10% |
| Output channels range                           | [32, 512] |
| Tournament $k_t$                                 | 2      |
| FID samples                                     | 5000   |
| Genome Limit                                     | 4      |
| Species                                          | 3      |

| GAN Parameters                                   | Value   |
|-------------------------------------------------|---------|
| Batch size                                       | 64      |
| Batches per generation                           | 10      |
| Optimizer                                        | Adam    |
| Learning rate                                    | 0.003   |

| Evaluation Parameters                            | Value   |
|-------------------------------------------------|---------|
| PCA dimensions                                   | 50      |
| t-SNE Perplexity                                 | 30      |
| t-SNE Iterations                                 | 1000    |
| Samples per model                                | 1000    |

We use three species in each population of generators and discriminators. The FID score was applied with 5000 samples to evaluate generators. For each training pair where the GAN training is applied, we use 10 batches of 64 images and the Adam optimizer \[17\] with 0.003 as the learning rate.

In Table 1, we also list the parameters used in the evaluation method. PCA was applied to reduce the dimensionality of the data to 50. For the t-SNE algorithm, 30 and 1000 were used as perplexity and number of iterations, respectively. We use 1000 samples for each model and from the input dataset to obtain the two-dimensional map through t-SNE.

5.2 Results

First, we show the results of a single execution of COEGAN using the parameters defined in Table 1. Figure 4 presents the resulting map of images after the application of t-SNE with the feature map of the best discriminator at the last generation. In Figures 4(a), 4(b) and 4(c), we can see the distribution of samples created by the best generators at generation 5, 10 and 100, respectively. Figure 4(d) represents the distribution of the input dataset. Initially, at generation 5, samples are concentrated in a compact region of the grid, indicating that
the distribution was not successfully captured yet. The distribution of samples improves at generation 10. At the final generation, we can see that the distribution of samples is similar to the input dataset. Therefore, Figures 4(c) and 4(d) presents similar structure regarding the two-dimensional grid. Furthermore, the distribution of samples shows that the mode collapse issue does not affect the GAN model in this experiment.

![Fig. 4: Two-dimensional grid revealing the distribution of images after applying t-SNE for generations 5 (a), 10 (b), 100 (c), and for the input dataset (d).](image)

We use the outcome of t-SNE to extract some metrics to quantify and represent the observations we made by visual inspection. For this, we calculate the distances between each sample created at generations 5, 10, and 100 with the samples from the input dataset.

We show in Figure 5 examples of created samples and their respective nearest and farthest samples from the input dataset concerning the t-SNE map. We can see that the t-SNE map, calculated through the features trained for discriminators, is able to aggregate images based on the similarity. Thus, the neighborhood of a sample in the t-SNE grid contains images with similar characteristics.
Demonstrating the Evolution of GANs through t-SNE

Fig. 5: Comparison of samples created by the generator and samples from the input dataset using t-SNE. First row shows samples created by generators from the last generation. Second and third rows display the nearest and farthest samples from Fashion MNIST using distances from the resulting t-SNE grid.

(a) Histogram of distances
(b) Boxplot of distances

Fig. 6: Minimum distances between samples from the input dataset and samples created by generators at the last generation.

Figure 6 shows the distribution of the minimum distances between each generated sample in the last generation and samples from the input dataset. This distribution is used to calculate the threshold for the next step. In this case, we use the value of the median (0.0394) as the threshold.

This threshold is applied to get the intersection between the map of the input dataset and maps of generations 5, 10, and 100. We use the number of samples in this intersection to calculate the metric to quantify the progress of the model.

Figure 7 shows the Jaccard index (Eq. 6) between created samples and the input dataset for generators and discriminators at generations 5, 10, and 100 for ten executions. The results evidenced that discriminators in all three generations were able to identify poor samples produced by generators in generation 5. This is evidenced by the low Jaccard index, revealing that samples do not have strong similarities with the input dataset. For samples created at generation 10, we can see that more evolved discriminators are slightly more capable of identifying fake samples. Finally, all three discriminators were able to successfully distribute samples when evaluated with samples created at the final generation. Besides, more evolved discriminators are better on the distribution of samples, leading to better results concerning the proposed metric. As expected, the metric for
Fig. 7: Average Jaccard index (10 executions) for generators when comparing created samples with samples drawn from the input dataset.

generators in the last generation is smaller than 1 ($0.753 \pm 0.112$), evidencing that generators are not only capable of capturing the input distribution but also to produce innovative samples.

6 Conclusions

In this paper, we propose a new evaluation method to assess the progress of generators and discriminators in Generative Adversarial Networks (GANs). For this, we propose a method based on t-SNE to visually inspect the quality of discriminators and generators in GANs. Furthermore, a metric based on the Jaccard index between t-SNE maps was designed to quantitatively represent the aspects of the model.

This evaluation method was applied to a GAN trained by an Evolutionary Algorithm to validate our proposal. COEGAN combines competitive coevolution and neuroevolution on the evolution of GANs and is capable of avoiding stability issues on training, using selective pressure to guide the progress of generators and discriminators. Therefore, we use this model in experiments to show the evolution of discriminators and generators through our evaluation method, providing further evidence of the evolutionary aspects of COEGAN.

Results demonstrate both by visual inspection and the proposed metric that COEGAN is able to gradually evolve GANs, avoiding problems such as mode collapse. We also show that the use of t-SNE proposed in this work can aggregate similar samples and provide their efficient distribution in a two-dimensional grid.

For future work, we intend to expand the experiments to analyze the results in more complex datasets, such as CelebA and CIFAR10. Furthermore, we expect to incorporate new mechanisms proposed for GANs into an Evolutionary Algorithm to assess the contributions of them when evaluated with our method.
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