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Abstract

The inclusion of covariates in the model often affects not only the estimates of meaningful variables of interest but also its statistical significance. Such gap between statistical and subject-matter significance is a critical issue in huge sample studies. A popular huge sample study, the sample cohort data from Korean National Health Insurance Service, showed such gap of significance in the inference for the effect of obesity on cause of mortality, requiring careful consideration. In this regard, this paper proposes a sample size calibration method based on a Monte Carlo \(t\) (or \(z\))-test approach without Monte Carlo simulation, and also proposes a test procedure for subject-matter significance using this calibration method in order to complement the deflated \(p\)-value in the huge sample size. Our calibration method shows no subject-matter significance of the obesity paradox regardless of race, sex, and age groups, unlike traditional statistical suggestions based on \(p\)-values.
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1. Introduction

The Korean National Health Insurance Service released a sample cohort database Lee \textit{et al.} (2016) that includes more than one million people from 2002 to 2013. Using this cohort data, we evaluated the effect of waist circumference (WC) and body mass index (BMI) on mortality, respectively. The Cox’s proportional hazard regression model, with age as a covariate, showed that the hazard ratio of WC significantly decreased as WC increased; however, the hazard ratio significantly increased in the model without age. The model with age showed a U-shaped effect of BMI on mortality but the model without age revealed a significant decreasing effect of BMI as BMI increased, implying no obesity paradox by the first model, but an obvious obesity paradox in the second model.

The natural questions are as follows. Why do these contradictory results arise from huge samples? How do we identify which model reveals the correct effect of WC or BMI? In this paper, as an answer for the second question, we propose a new testing approach to have a consistent result that is not sensitive to the inclusion or omission of some covariates in the model.

One may answer the first question with the omitted variable bias (lurking variable bias) or multicollinearity problem. However, we may not distinguish whether bias occurs due to omitting a significant covariate or adding an unnecessary variable. Moreover, we cannot filter these biases with the significance test especially in a huge sample, because statistical inference based on \(p\)-value depends on...
variance, and the variance then decreases as the sample size increases. For a huge sample, the resulting variance and p-value are small enough to reject the null hypothesis even when a consistent estimate is negligibly different from the value specified in the null. Such a deflated p-value associated with the huge sample in statistical inference has been criticized by showing that the p-value approaches to 1 or 0 when the estimate approaches the value specified in the null hypothesis (or not), respectively (Johnson, 1999; Lin et al., 2013; Halsey et al., 2015; Wellek, 2017).

The deflated p-value problem can cause controversy between statistical significance and subject-matter significance. Different from the statistical significance determined simply by p-value, subject-matter significance is concerned with the interpretation and meaningfulness of the results in the real world. Such controversy has been discussed in several studies using the terms of practical significance (Kirk, 1996; Harlow et al., 2016) and analytical significance (Altman, 2004) which are similar to the subject-matter significance (Johnson, 1999).

Some suggestions for the huge sample problem have been to make the alpha level much smaller than the traditional 0.01 or 0.05 (Leamer, 1978; DeGroot and Schervish, 2002; Greene, 2003) and to replace the single value in the null hypothesis by an interval (DeGroot and Schervish, 2002; Hubbard and Armstrong, 2006). A standardized p-value by a small sample size was also suggested to resolve the deflated p-value (Good, 1980, 1982). Bayesian approaches such as the conditional probability or the p-value calibration (Sellke et al., 2001; Bayarri and Berger, 1999, 2000) were proposed but suffered from the same p-value problem related to the huge sample size (Bayarri and Berger, 2000; Gelman et al., 1996). Some actions in huge sample studies were suggested to mitigate the p-value problem (Ghose et al., 2006; Ghose and Yang, 2009); however, these were not developed for use in practical applications and cannot be a solution for the model selection in our huge sample.

As a solution for the p-value problem of a huge sample, we propose a Monte Carlo simulation approach to calculate sample size calibrated t (or z)-values which are used to provide a test procedure for a subject-matter significant test. The Monte Carlo simulation, however, is not needed because the average of sample size calibrated t (or z)-values converges to a straight line over the square root of the sample size with the slope, called a calibration factor, which is easily obtained from the original huge sample. The calibration factor approaches for resolving the problem in statistical inference due to sample size are also discussed in Tsao (2001, 2004), Emerson (2009).

The sample size calibration test procedure we propose for subject-matter significance is now applied to five sets of real data. The first data set is the Korea sample cohort data from which we estimate the effects of WC and BMI on mortality to show that the results vary in statistical significance depending on inclusion or omission of some covariates in the model. Three sample size calibrated t-values, however, provide consistent significant results regardless of inclusion or omission of covariates in the model.

The remaining four datasets are actually unknown except for the estimation results in literature for the effects of BMI on all causes of mortality. Their sample sizes range from 0.15 to 1.46 million and study subjects are quite different: White adults (Berrington de Gonzalez et al., 2010), 50–71 years aged Americans (Adams et al., 2006), East Asians, Indians and Bangladeshis (Zheng et al., 2011), and Koreans (Kim et al., 2015). Our new test procedure can be applied to these four datasets as the procedure requires only total sample size, total number of deaths, and estimates and their standard error. Our sample size calibration test procedure suggests no subject-matter significance of the obesity paradox regardless of race, sex, and age, unlike traditional statistical suggestions based on p-values.

The rest of the paper is organized as follows. In Section 2, we investigate the reason why contradictory results in a huge sample arise between the regression models that include or exclude relevant covariates and illustrate p-value problems using a simple simulation. In Section 3, we introduce a
sample size calibration test procedure with the calibration factor. In Section 4, we apply the new test procedure to five sets of real data to compare the traditional statistical significance with subject-matter significance based on our test procedure. Some concluding remarks are included in Section 5.

2. P-value problem in linear models

Consider the following two regression models to investigate the p-value problem arising from huge samples. For $i = 1,\ldots,n$,

$$y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \epsilon_i, \quad \text{and} \quad y_i = \alpha_0 + \beta_{10} x_{i1} + \epsilon_i,$$  \hspace{1cm} (2.1)

where all errors are assumed to be iid. When there are more explanatory variables other than $x_1$ and $x_2$, we assume that they are partialled-out to equally estimate the regression coefficients in the two models given in (2.1) (Qian and Schmidt, 2003).

Denote $r_{x_1z_2}$ to be the sample correlation of $z_1$ and $z_2$. We then have the following relationship between the ordinary least squares (OLS) estimators of $\beta_1$ and $\beta_{10}$.

**Lemma 1.** The OLS estimates of $\beta_1$ and $\beta_{10}$ in (2.1) satisfy

$$\hat{\beta}_1 = (1 - r_{x_1z_2}^2)^{-1} \hat{\beta}_{10} \left(1 - r_{x_1z_2} \frac{r_{x_2y}}{r_{x_2y}}\right).$$

Lemma 1 shows the well-known fact that the OLS coefficient of $x_1$ in the multiple regression model is the same as the coefficient from the simple regression model when $x_1$ and $x_2$ are uncorrelated. When $r_{x_1x_2} \neq 0$ and $r_{x_2y} = 0$ in Lemma 1, the true model is the simple regression model of (2.1) (i.e., $\beta_1 = 0$) and the multiple regression model produces $\hat{\beta}_1$ which is close to zero but might be significant because of large sample size as discussed in Example 1. The multiple regression model produces $\hat{\beta}_1 = (1 - r_{x_1z_2}^2)^{-1} \hat{\beta}_{10}$ where $s_1$ and $s_{x_1}$ are the standard deviations of $y$ and $x_1$, respectively. However, when $r_{x_1x_2} \neq 0$ and $r_{x_2y} \neq 0$, the multiple regression model of (2.1) is true (i.e., $\beta_1 \neq 0$). The simple regression model produces a biased coefficient of $x_1$ because $x_{i1}$ and $\epsilon_i$ are correlated, which violates the basic requirement of OLS estimation (Fomby et al., 1984; Johnston, 1984).

**Example 1.** (Regression coefficients in simple vs multiple regression)

We generate $y_i$, $x_{i1}$, and $x_{i2}$ from a multivariate normal distribution with zero means and unit variances along with correlations, $r_{x_1x_2} = 0.5$, $r_{x_2y} = 0.05$, and $r_{x_3y} = 0.3$. This is equivalent to $y_i = -0.133 x_{i1} + 0.367 x_{i2} + \epsilon_i$ with $\epsilon_i$ from iid $N(0, 1)$ where $r_{x_1x_2} = 0.5$. Observe that although $r_{x_1x_2}$ is close to zero (equivalently, $\beta_{10} = 0.05$ in a simple regression $y_i = \hat{\beta}_{10} x_{i1} + \epsilon_i$), the coefficient of $x_1$ is $-0.133$ which is large in absolute value and the opposite sign to $\beta_{10}$ because of a much larger correlation between $y$ and $x_2$ than between $y$ and $x_1$. We repeat this sample generation 1,000 times for each sample size of 30 to 100,000 and depict p-values along with sample size (Figure 1).

Figure 1 shows that $\hat{\beta}_{10}$ and $\hat{\beta}_1$ are significantly different from zero for the sample size more than 3,000, and their p-values and upper 2.5% percentiles are close to zero from the sample size of 10,000. Due to this deflated p-value, the $\hat{\beta}_{10}$ obtained from the wrong model $y_i = \hat{\beta}_{10} x_{i1} + \epsilon_i$ is strongly significant and leads to the wrong positive association between $x_1$ and $y$ as long as the sample size is more than 10,000. However, the significant $\beta_{10}$ might not be acceptable in real application as the coefficient of determination in $y_i = 0.05 x_{i1} + \epsilon_i$ is only $R^2 = 0.0025$. This requires an evaluation method whether or not $\hat{\beta}_{10}$ estimated by using a huge sample (e.g., $n = 100,000$) is still an effective magnitude in a much smaller sample (e.g., $n = 100$) to comply with a subject-matter significance.
The likelihood function for the proportional hazard model and the partial likelihood function for the Cox’s proportional hazard model are the same as the Poisson regression model by letting $\mu_i = \exp(\beta' x_i)$. The likelihood function for the proportional hazard model and the partial likelihood function for the Cox’s proportional hazard model are consistent under some regular conditions (Greene, 2003).

The maximum likelihood (ML) estimates of $\beta$ can be found by iterating the following steps. At step $k$, update $\mu_i^{(k)} = \exp(x_i' \beta^{(k-1)})$ and then update the parameter $\beta$ to step $k$ by $\beta^{(k)} = (\sum_{i=1}^n \mu_i^{(k)} x_i x_i' - \sum_{i=1}^n \mu_i^{(k)} x_i w_i^{(k)})/\sum_{i=1}^n \mu_i^{(k)}$. This is the GLS for a generalized regression model of modified $w_i$ with variance $\mu_i^{-1}$ on regressors $x_i$.

The likelihood function for the proportional hazard model and the partial likelihood function for the Cox’s proportional hazard model are the same as the Poisson regression model by letting $\mu_i = t_i e^{\beta' x_i}$ for the proportional hazard model (Bolstad, 2009) and $\mu_i = \exp(\beta' x_i)/\sum_{j=1}^n y_j \exp(\beta' x_j)$ for the Cox’s proportional hazard model (Whitehead, 1980) where $t_i$ is the time of death of the $i$th individual, $y_j = 1$ if $t_j$ is the time of death and 0, otherwise, and $y_j = 1$ if $t_j \geq t_i$ and 0 if not. Therefore, the maximum likelihood estimator for $\beta$ in the generalized linear model suffers from the similar deflated $p$-value problem for a huge sample.

3. Sample size calibration test

We propose the following Monte Carlo approach to avoid the deflated $p$-value problem arising from the big data world. First, calculate the $t$ (or $z$)-value under the null hypothesis $H_0: \beta_i = 0$ without loss of generality for the $i^{th}$ regression coefficient in a regression model by using a small sample sized $n_i$ that is randomly chosen from the original sample. To reduce the sampling error in such a small sample, repeat the same sampling procedure to have the mean of the $t$ (or $z$)-values. This is repeated until the full original dataset is used in order to draw the trajectory of the means of the $t$ (or $z$)-values over the sample size.

The same Monte Carlo approach for the parameter estimate of interest and its $p$-value was pro-
posed to reveal the deflated \( p \)-value problem from the huge sample (Lin et al., 2013). However, this Monte Carlo method is not only computationally intensive but also provides no general rule for the sample size threshold for which the deflated \( p \)-value problem becomes an issue.

First of all, the Monte Carlo method for \( t \)-values can be conducted out without Monte Carlo simulations, meaning that our Monte Carlo method has no computational burden. To show this, we break down the \( t \)-value into two parts by

\[
t = \frac{\hat{\beta}_i}{\sqrt{n\sigma^2}} = \frac{\hat{\beta}_i}{\sqrt{n\hat{\sigma}^2}} \sqrt{\frac{n}{1}}
\]

where \( n \) is the original sample size and \( \hat{x}^i \) is the \( i \)-th diagonal term of \( (X' \Omega X)^{-1} \). Note that \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \) is a standardized statistic over both standard deviations of \( x_i \) and the error term. It is an indication of sensitivity of the standardized dependent variable for one unit standardized change of \( x_i \). \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \) converges to a constant in probability as \( \hat{\beta}_i \) and \( \hat{\sigma}^2 \) are consistent estimators and \( n\hat{\sigma}^2 \) converges a finite constant. We define a sample size as ‘huge’ when the sample size is as many as \( \hat{x}^i \) unit change of standardized \( \beta_i \) converges to a constant in probability as \( \hat{\beta}_i \) and \( \sigma^2 \) are consistent estimators and \( n\hat{\sigma}^2 \) converges a finite constant. We define a sample size as ‘huge’ when the sample size is as many as \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \) converges. Since \( |\hat{\beta}_i / \sqrt{n\hat{\sigma}^2}| < t_{n/2} / \sqrt{n} \) is 100(1-\( \alpha \))% confidence interval for \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \), one can take \( n \approx 40,000 \) as a huge sample so that 95% confidence interval of \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \) is \( \pm 0.01 \).

We call such \( \hat{\beta}_i / \sqrt{n\hat{\sigma}^2} \) a calibration factor (CF) and denote it by \( CF(\beta_i) \). Therefore, when the original sample is huge, the mean of the \( t \)-values calculated from Monte-Carlo simulations, as described above, is close to \( CF(\beta_i) \sqrt{\hat{\sigma}_i} \) by the law of large numbers where \( n_i \) is a sample size used in Monte Carlo simulation. Summarizing this, we have

**Theorem 1.** *If the original \( n \) samples are huge with the calibration factor \( CF(\beta_i) \), the mean \( \bar{t} \) of Monte Carlo \( t \)-values with sample size \( n_i \) approaches \( CF(\beta_i) \sqrt{\hat{\sigma}_i} \) where \( n_i \leq n \).*

This states that the expected \( t \)-value is on a straight line of \( \sqrt{\hat{\sigma}_i} \) with slope \( CF(\beta_i) \) passing through the origin. The \( CF(\beta_i) \) is calculated by \( t / \sqrt{n} \) where \( t \) is the \( t \)-statistic for \( \hat{\beta}_i \) estimated by using the original huge sample.

\( CF(\beta_i) \) is interpreted as the amount of change in the standardized dependent variable per one unit change of standardized \( x_i \); therefore, the larger the \( CF(\beta_i) \) the higher the possibility to reject \( H_0 : \beta_i = 0 \). To find a significant level of \( CF(\beta_i) \), we calculate the \( t \)-value at sample size \( n_i \) by \( CF(\beta_i) \times \sqrt{\hat{\sigma}_i} \), denoted by \( t_{c,n_i} \), which increases as \( n_i \) increases and is called a sample size calibrated \( t \)-value. This means that \( CF(\beta_i) \) becomes stronger evidence to reject \( H_0 \) when \( t_{c,n_i} \) is significant in a smaller \( n_i \) while it becomes stronger evidence not to reject \( H_0 \) when \( t_{c,n_i} \) is not significant in a larger \( n_i \).

For example, one may take three sample sizes, \( n_1 = 50, n_2 = 100, \) and \( n_3 = 300 \) as a small, moderately large, and a large sample size, respectively. We then set a testing criterion as given by: \( CF(\beta_i) \) strongly supports to reject \( H_0 \) if \( t_{c,50} \) is significant, weakly supports to reject \( H_0 \) if only \( t_{c,100} \) and \( t_{c,300} \) are significant, weakly supports not to reject \( H_0 \) if only \( t_{c,300} \) is significant, and strongly supports not to reject \( H_0 \) if all three \( t \)-values are not significant. One may also take more than three sample sizes, different values of \( n_1, n_2, \) and \( n_3 \), and different testing criteria depending on the accuracy and seriousness of hypothesis testing with regard to the subject-matter.

When a variable of interest is categorical, however, the sample size should be chosen based on cell size with the smallest cell probability. For example, in the Korean National Health Insurance Sample, the death rate is 1.37% (i.e., 6,378 deaths among 466,345 people during 5 years) and the risk of death associated with the three groups of BMI indicated are one of our interests. In this case, we take \( n_1 = 10,949 \) as a small sample to include 150 deaths (i.e., 50 average deaths in each BMI
group), \( n_2 = 21.898 \) for 300 deaths (100 deaths in each BMI group) as a moderately large sample, and \( n_3 = 65,693 \) for 900 deaths (300 deaths in each BMI group) as a large sample.

It is similar to Good’s \( p \)-value (Good, 1980, 1982) in that it calibrates the sample size effect. Note that our method calibrated test statistic \( t \) instead of \( p \)-value. With following simulation, we compare our method with Good’s \( p \)-value denoted by Good_{\text{50}}, \( \hat{p} \), and \( \hat{\beta}_{\text{50}} \), depending on the sample size.

**Example 1 (continue)**

Two regression models, \( y = \beta_1 x_1 + \beta_2 x_2 + \epsilon \) and \( y = \beta_{10} x_1 + \epsilon \), are applied to the sample size from 1,000 to 100,000 generated from the multivariate normal distribution given in Example 1. In each sample size, we simulate 1,000 hypothetical data sets.

Table 1 shows that Good’s \( p \)-values give different significances for \( \hat{\beta}_{10} \), depending on the sample size as the traditional \( p \)-values of \( t \)-statistics do. Good’s \( p \)-value may be works in a moderately sample size, but not in huge samples that are now commonplace. However, CF(\( \beta_1 \)) remains the same over different sample sizes as Theorem 1 says and hence the calibrated \( t_{c,n} \) gives consistent results regardless of sample sizes for significances of \( \hat{\beta}_{10}, \hat{\beta}_1, \) and \( \hat{\beta}_2 \). That is, \( \hat{\beta}_{10} \) is strongly insignificant by insignificant \( t_{c,300}, \hat{\beta}_1 \) is weakly insignificant by insignificant \( t_{c,50} \) and \( t_{c,100} \) but significant \( t_{c,300} \), and \( \hat{\beta}_2 \) is strongly significant by significant \( t_{c,50} \). This implies that \( x_1 \) has no subject-matter effect on \( y \) in both simple and multiple regression models.

| Parameter | Estimate | CF(\( \beta_1 \)) | \( t_{c,50} \) | \( t_{c,100} \) | \( t_{c,300} \) | Good_{\text{50}} | Good_{100} | Good_{300} |
|------------|----------|------------------|----------------|---------------|---------------|----------------|------------|------------|
| \( \beta_{10} \) |           |                  |                |               |               |                |            |            |
| \( \beta_{1} \) |           |                  |                |               |               |                |            |            |
| \( \beta_{2} \) |           |                  |                |               |               |                |            |            |

**Table 1: Comparison of statistical and subject-matter significances**

\( \hat{\beta} \) is the estimate of \( \beta \) and \( \hat{p} \) is the \( p \)-value.
4. Real data analysis

Obesity and overweight are two of the most important risk factors related to health problems and mortality (Renehan et al., 2008; Larsson and Wolk, 2008; Torloni et al., 2009). BMI and WC have been commonly utilized by researchers as measures of individual obesity (Lam et al., 2015; Nyamdorj et al., 2008).

Obesity (a BMI of 30 or more) and overweight (a BMI of 25–29.9) are associated with an increased risk of death among several populations (Katzmarzyk et al., 2003; Ogden et al., 2006; Adams et al., 2006; Berrington de Gonzalez et al., 2010; Zheng et al., 2011). Some studies suggest that overweight is either beneficial or has little effect on mortality (Adams et al., 2006; Flegal et al., 2007; Orpana et al., 2010; Zheng et al., 2011). These inconsistencies are not established; however, they could be due to confounding by a covariate such as smoking and disease related weight loss, different populations, and other BMI related factors (Berrington de Gonzalez et al., 2010). To address these inconsistencies, we evaluate the relationship between BMI and the risk of death by our sample size calibration method applied to five different populations.

We use three sample size calibrated $t$-values denoted by $t_{c,n_1}$, $t_{c,n_2}$, and $t_{c,n_3}$ calculated from small, moderately large, and large samples, respectively. Our interest is in the effects of WC and BMI on mortality; therefore, we define the samples that include an average of 50, 100, and 300 deaths for each WC and BMI group to be small, moderately large, and large. For example, 6,378 deaths occurred in a group of 466,345 Korean people who received a health screening at least one time between 2008 and 2013. Thus, the small, moderately large, and large sample sizes are 10,949, 21,898, and 65,693, respectively when WC or BMI is categorized into three groups, whereas 36,496, 72,992, and 218,978, respectively when categorized into 10 groups. We denote the corresponding sample size calibrated $t$-values in this section by $t_{c,50}$, $t_{c,100}$, and $t_{c,300}$ to stress the average number of deaths included in each group of WC or BMI.

4.1. The effects of WC and BMI on mortality with different covariates

National health insurance in Korea is mandatory for all citizens and contains all data related to the history of individual medical treatments including health screening data. Since WC has been included in health screening since 2008 and the people who had cancer or CVD in 2006 or 2007 are excluded from the data, our data analysis for the effects of WC and BMI on mortality includes 466,345 Korean people who received a health screening between 2008 and 2013, during which 6,378 (1.37%) deaths were observed.

WC and BMI are divided into three groups: low (WC < 73.9cm, BMI < 21.5), middle (73.9 ≤ WC < 92.2cm, 21.5 ≤ BMI < 28), and high (WC ≥ 92.2, BMI ≥ 28). Five Cox’s proportional hazard regression models are considered to investigate the effects of WC and BMI on the risk of death. Model 1 includes only WC without age, and Model 2 includes WC with age. These two models are adjusted by gender with males as the reference. Model 3 and 4 include only BMI without age and with age, respectively where both models are adjusted by gender. Model 5 includes both WC and BMI with gender and age; however, WC and BMI are highly correlated with correlation coefficient 0.8 for both genders. Here, the effects of WC and BMI are estimated based on the middle groups as references.

Table 2 presents five Cox regression models with $p$-values for statistical significance and CF($\beta_i$) and $t_{c,n}$ for subject-matter significance where the convergence of CF($\beta_i$) is confirmed using 90% of the original 466,345 samples, selected at random. Based on the traditional $p$-value, the effects of WC on mortality are considerably different from model to model. Model 1 shows clear positive association between WC and mortality, whereas, in Model 2 where age is additionally included, the
situation is completely overturned. In Model 5 where WC are adjusted BMI, sex, and age, WC
high is not significant. All of these inconsistent results are caused by big data. A similar problem occurs in
the case of BMI as shown in Model 3, 4, and 5. Model 3 and 5 show a negative association between
BMI and mortality, addressing the obesity paradox, a phenomenon where mortality decreases as BMI
increases in a certain BMI range such as overweight or obesity (Carnethon et al., 2012; Kalantar-
Zadeh et al., 2004, 2012; Uretsky et al., 2007), while no such an obesity paradox in Model 4.

However, based on \( t_{c,50} \), WC has no effect on mortality in Model 1, 2, and 3 except for WC
low in Model 2 because its \( t_{c,100} \) and \( t_{c,300} \) are greater than 2 (weakly significant). For BMI, BMI
low is strongly significant but BMI
high is strongly insignificant in all Model 3, 4, and 5, showing concordant results of no obesity paradox. Thus, the sample size calibrated test for subject-matter
significance provides consistent results for WC and BMI regardless of the adjusting factors included
in model. The obesity paradox of BMI is further discussed with four huge data sets in the following
section.

4.2. The effect of BMI on mortality in four different populations

We note that an obesity paradox exists when overweight (a BMI of 25–27.9) or moderately obese (29–
29.9) is associated with a lower risk of death than normal (a BMI of 22.5–24.9). The study investigated
BMI (Berrington de Gonzalez et al., 2010) in relation to the risk of death from any cause by using
1.46 million white (non-Hispanic) adults and 160,087 deaths and their main results are summarized in
the first row of Table 3. For women, overweight (a BMI of 25–29.9) and obesity (a BMI of 30 or more)
are associated with increased mortality. However, for men, overweight has a significantly lower risk
of death than normal, although the hazard ratio of a BMI of 25.0–27.4, 0.97, is slightly lower than 1.

Using 527,265 Americans (313,047 men and 214,218 women) who were 51 to 71 years old in
1995–1996 and among whom 61,317 (42,173 men and 19,144 women) died during a maximum

| Models | Variables | Estimates | \( t \) | \( p \)-value | \( CF(\bar{t}) \) | \( t_{c,50} \) | \( t_{c,100} \) | \( t_{c,300} \) |
|--------|-----------|-----------|----------|-------------|----------------|--------------|--------------|--------------|
| Model 1 | WC
low | -0.126 | -3.64 | 0.0003 | -0.0053 | -0.550 | -0.780 | -1.360 |
| | WC
high | 0.110 | 2.74 | 0.006 | 0.0040 | 0.420 | 0.590 | 1.030 |
| | Sex
female | -0.495 | -17.59 | <2e-16 | -0.0258 | -2.700 | -3.820 | -6.610 |
| Model 2 | WC
low | 0.414 | 12.53 | <2e-16 | 0.0183 | 1.910 | 2.710 | 4.690 |
| | WC
high | -0.078 | -1.93 | 0.053 | -0.0028 | -0.290 | -0.410 | -0.720 |
| | Sex
female | -0.862 | -32.39 | <2e-16 | -0.0474 | -4.960 | -7.010 | -12.100 |
| | Age | 0.109 | 106.13 | <2e-16 | 0.1554 | 16.260 | 23.000 | 39.800 |
| Model 3 | BMI
low | 0.698 | 26.00 | <2e-16 | 0.0381 | 3.990 | 5.640 | 9.770 |
| | BMI
high | -0.204 | -3.98 | 0.000068 | -0.0058 | -0.610 | -0.860 | -1.490 |
| | Sex
female | -0.679 | -25.62 | <2e-16 | -0.0375 | -3.920 | -5.550 | -9.610 |
| Model 4 | BMI
low | 0.681 | 25.60 | <2e-16 | 0.0375 | 3.920 | 5.550 | 9.610 |
| | BMI
high | 0.010 | 0.20 | 0.84 | 0.0003 | 0.031 | 0.044 | 0.077 |
| | Sex
female | -0.799 | -30.60 | <2e-16 | -0.0448 | -4.190 | -6.620 | -11.500 |
| | Age | 0.104 | 102.60 | <2e-16 | 0.1502 | 15.700 | 22.200 | 38.500 |
| Model 5 | BMI
low | 0.691 | 22.53 | <2e-16 | 0.0330 | 3.450 | 4.880 | 8.460 |
| | BMI
high | -0.048 | -0.85 | 0.395 | -0.0012 | -0.126 | -0.180 | -0.310 |
| | WC
low | 0.007 | 0.19 | 0.85 | 0.0003 | 0.031 | 0.044 | 0.077 |
| | WC
high | 0.113 | 2.47 | 0.013 | 0.0036 | 0.377 | 0.533 | 0.924 |
| | Sex
female | -0.792 | -29.39 | <2e-16 | -0.0430 | -4.500 | -6.360 | -11.000 |
| | Age | 0.104 | 101.57 | <2e-16 | 0.1487 | 11.560 | 22.000 | 38.100 |

\( CF = \text{calibration factor}; \ WC = \text{waist circumference}; \ BMI = \text{body mass index}. \)
Table 3: Tests for the effect of BMI on all cause mortality in four populations

| Population   | Sex | Hazard ratios(> 1: more risky than reference group, < 1: less risky than reference group) | Sample size calibration test significance of BMI hazard ratio |
|--------------|-----|--------------------------------------------------------------------------------------|------------------------------------------------------------|
| Adults       | F   | 15–18.4 18.5–19.9 20–22.4 22.5–24.9 25–27.4 27.5–29.9 30–34.9 35–39.9 40–49.9 | 1.03 1.11 1.25* 1.59* 1.99* |
| M            |     | 0.97* 1.03* 1.16* 1.44* 1.93* | 0.95* 0.95* 1.1* 1.35* 1.83* |
| 50–79 years  < 18.5 18.5–20.9 21–23.4 23.5–24.9 25–26.4 26.5–27.9 28–29.9 30–34.9 35–39.9 40–49.9 | 2.03* 1.3* 1.07* 1.06* 1.07* 1.15* 1.49* 1.94* |
| old          F   |     | 1.97* 1.54* 1.14* 1.09* reference 0.95* 0.95* 1.1* 1.35* 1.83* |
| Americans    |     | ≤ 15 15.1–17.5 17.6–20.0 20.1–22.5 22.6–25.0 25.1–27.5 27.6–30.0 30.1–32.5 32.6–35.0 35.1–50 | 2.76* 1.84* 1.35* 1.09* reference 0.98 1.07* 1.2* 1.5* 1.49* |
| East Asian   |     | ≤ 15 15.1–17.5 17.6–20.0 20.1–22.5 22.6–25.0 25.1–27.5 27.6–30.0 30.1–32.5 32.6–35.0 35.1–50 | 2.14* 1.59* 1.26* 1.09 reference 0.98 0.94 1.03 0.86 1.27 |
| Indian&Bangla|     | ≤ 15 15.1–17.5 17.6–20.0 20.1–22.5 22.6–25.0 25.1–27.5 27.6–30.0 30.1–32.5 32.6–35.0 35.1–50 | 2.31* 1.73* 1.25* 1.23* reference 0.86* 0.88 0.95 1.12 1.25 |

*: stands for p-value < 0.05. For sample size calibration test, strong significance is represented by +++, weak significance by ++, weak insignificance by ++, and strong insignificance by −−−. follow-up of 10 years through 2005 (Adams et al., 2006), the obesity and underweight were shown to be associated with increasing mortality for both men and women but overweight was not in relation to excess risk of death. These are displayed in the second row of Table 3. Overweight is significantly associated with the lowest risk of death for men, showing the obesity paradox.

A total of 19 cohorts from the Asia Cohort Consortium BMI project in 2008 was used to investigate the association of BMI and mortality among 1.141,609 Asian people yielding 120,700 deaths (Zheng et al., 2011). Underweight was associated with an increasing mortality in all Asians, and an excess risk of death was associated with a high BMI in East Asians but not in Indians and Bangladeshis. The third row of Table 3 provides these results with the lowest hazard ratios at overweight with a BMI of 25.1–27.5 among East Asians and overweight with a BMI of 27.5–30.0 among Indians and Bangladeshis, indicating the obesity paradox.

The Korean National Health Insurance Service released a national sample cohort (from 2002–2010) consisting of 1,025,340 Koreans among whom 153,484 received a health screening in 2002 or 2003. During 7.91 ± 0.59 mean years follow-up until 2010, 3,937 deaths occurred among the 153,484 Koreans. The study based on this data (Kim et al., 2015) showed that overweight was associated with a lower risk of death than normal, underweight, and obesity, as presented in the fourth row of Table 3.

For the sample size calibrated test, we use representative symbols as given by a + sign if $|t_{c,n}| > 1.96$ and a − sign if not, so that we represent strong significance by ++ + for $|t_{c,50}| > 1.96$, $|t_{c,100}| > 1.96$, and $|t_{c,300}| > 1.96$, weak significance by −++ for $|t_{c,50}| \leq 1.96$ but $|t_{c,100}| > 1.96$ and $|t_{c,300}| > 1.96$, weak significance by −−+ for only $|t_{c,300}| > 1.96$, and finally strong insignificance by −−− when all of the three values are 1.96 or less.

Note that the sample sizes to calculate $t_{c,n}$ are different for different populations. For example, the
moderately large sample sizes for \( t_{c,100} \) are 9,274 for men among 1.46 million white adults (Berrington de Gonzalez et al., 2010) to include a total of 900 deaths for 9 BMI groups and 18,649 for Indians and Bangladeshis among 1 million Asians (Zheng et al., 2011) to include a total of 1,000 deaths for 10 BMI groups. The subject-matter significance results based on \( t_{c,n} \) are presented in the second table of Table 3.

In the populations of 1.46 million white adults and 0.53 million 50–71 years old Americans, the sample size calibrated test reveals a wide U-shape with a BMI of 22.5–29.9 or 23.5–34.9, associated with the lowest risk of death for men, whereas, for women, an apparent wide U-shape with a BMI of 20–29.9 or 21–29.9 associated with the lowest risk of death and high hazard ratios are at underweight (a BMI of 15–19.9 or less than 20.9) and obese (35–39.9) or morbidly obese (40–49.9).

However, in the populations of Asian origin (Zheng et al., 2011; Kim et al., 2015), the sample size calibration tests show no effect of BMI on all causes of mortality for East Asians, and a lying L-shape with no higher risk of death associated with overweight and obese for Indians, Bangladeshis, and Koreans.

There is no subject-matter significance of the obesity paradox regardless of race, sex, and age groups; however, the existence of a statistically significant obesity paradox and the range of BMI associated with the statistically lowest risk of death depend on study populations.

5. Conclusion

The deflated \( p \)-value problem arising from the large sample world makes the usual statistical testing results unreliable when the null hypothesis is false, even if it is negligible. We decomposed the \( t \)-statistic calculated from a huge sample into a calibration factor and the square root of the sample size in general linear models. The calibration factor remains the same over Monte Carlo simulations; therefore, we proposed the sample size calibration test as an evaluation of subject-matter significance to resolve the deflated \( p \)-value problem. Simulation and real data analysis showed that the sample size calibration method might be useful when a null hypothesis is rejected and the significance is due to an artifact of the large sample, producing a too narrow confidence interval, and that it is less sensitive to inclusion and omission of some covariates in the model.

The sample size calibration method can be easily extended to an \( \chi^2 \) test (\( F \) test) in the way that we evaluate a calibration \( \chi^2 \) factor (\( F \) factor) by dividing the \( \chi^2 \) (\( F \)) value by the sample size of the huge sample and then calculate the sample size calibrated \( \chi^2 \) (\( F \)) value by the calibration \( \chi^2 \) (\( F \)) factor using appropriate smaller samples than the original huge sample size.
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Appendix: Proof of Lemma 1

Proof: It is well known that the OLS estimates of regression coefficients are \( r_{x_2}(s_y/s_{x_1}) \) for \( y = \beta_2 x_2 + \epsilon_2, r_{x_2,x_1}(s_{x_1}/s_{x_2}) \) for \( x_1 = a_1 x_2 + \eta_1, \) and \( r_{x_3}(s_{x_2}/s_{x_3}) \) for \( x_2 = b_1 x_3 + \eta_2 \) where we assume that
\[ y, x_1, x_2 \text{ are all centered by the respective mean. Thus, the OLS of } \beta_1 \text{ is} \]

\[
\hat{\beta}_1 = \left( \sum_{i=1}^{n} \tilde{\eta}_{i1}^2 \right)^{-1} \sum_{i=1}^{n} \tilde{\eta}_{i1} \tilde{e}_{2i} = \left( \sum_{i=1}^{n} (x_{i1} - \tilde{a}_1 x_{i2})^2 \right)^{-1} \sum_{i=1}^{n} (x_{i1} - \tilde{a}_1 x_{i2}) (y_i - \hat{\beta}_2 x_{i2})
\]

\[
= \left( \sum_{i=1}^{n} (x_{i1}^2 - 2\tilde{a}_1 x_{i1} x_{i2} + \tilde{a}_1^2 x_{i2}^2) \right)^{-1} \sum_{i=1}^{n} x_{i1}^2 \left( \sum_{i=1}^{n} x_{i1}^2 \right)^{-1} \sum_{i=1}^{n} (x_{i1} y_i - \hat{\beta}_2 x_{i1} x_{i2} - \tilde{a}_1 x_{i2} y_i + \tilde{a}_1 \hat{\beta}_2 x_{i2}^2).
\]

Note that \( \bar{a}_1 (\sum_{i=1}^{n} x_{i1}^2)^{-1} \sum_{i=1}^{n} x_{i1} x_{i2} = \bar{a}_2 \bar{b}_1 = r_{x_{1,2}}^2 \) and \( \bar{a}_1^2 (\sum_{i=1}^{n} x_{i2}^2)^{-1} = \bar{a}_1^2 (s_{x_{2}}/s_{x_{1}})^2 = r_{x_{1,2}}^2. \) Thus, we have

\[
\sum_{i=1}^{n} \left( x_{i1}^2 - 2\bar{a}_1 x_{i1} x_{i2} + \bar{a}_1^2 x_{i2}^2 \right) \left( \sum_{i=1}^{n} x_{i1}^2 \right)^{-1} = 1 - r_{x_{1,2}}^2.
\]

(A.1)

Observe that \( \hat{\beta}_2 (\sum_{i=1}^{n} x_{i1}^2)^{-1} \sum_{i=1}^{n} x_{i1} x_{i2} = \hat{\beta}_2 \hat{b}_1 = \hat{\beta}_2 r_{x_{1,2}} (s_{x_{2}}/s_{x_{1}}), \bar{a}_1 (\sum_{i=1}^{n} x_{i1}^2)^{-1} \sum_{i=1}^{n} x_{i2} y_i = r_{x_{1,2}} \bar{b}_2 (s_{x_{2}}/s_{x_{1}}), \) and \( \bar{a}_1 \hat{\beta}_2 (\sum_{i=1}^{n} x_{i1}^2)^{-1} \sum_{i=1}^{n} x_{i2}^2 = r_{x_{1,2}} \hat{\beta}_2 (s_{x_{2}}/s_{x_{1}}). \) This gives

\[
\left( \sum_{i=1}^{n} x_{i1}^2 \right)^{-1} \sum_{i=1}^{n} \left( x_{i1} y_i - \hat{\beta}_2 x_{i1} x_{i2} + \tilde{a}_1 x_{i2} y_i + \tilde{a}_1 \hat{\beta}_2 x_{i2}^2 \right) = \hat{\beta}_0 - r_{x_{1,2}} \hat{\beta}_2 \frac{s_{x_{2}}}{s_{x_{1}}},
\]

(A.2)

The claim is completed by (A.1) and (A.2). \( \square \)
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