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ABSTRACT

Spatio-temporal event data are becoming increasingly available in a wide variety of applications, such as electronic transaction records, social network data, and crime data. How to efficiently detect anomalies in these dynamic systems using these streaming event data? We propose a novel anomaly detection framework for such event data combining the Long short-term memory (LSTM) and marked spatio-temporal point processes. The detection procedure can be computed in an online and distributed fashion via feeding the streaming data through an LSTM and a neural network-based discriminator. We study the false-alarm-rate and detection delay using theory and simulation and show that it can achieve weak signal detection by aggregating local statistics over time and networks. Finally, we demonstrate the good performance using real-world datasets.

Index Terms— Anomaly detection, adversarial learning, long short-term memory, marked spatio-temporal point processes.

1. INTRODUCTION

Data recording spatio-temporal events exist ubiquitously in our daily life. These spatio-temporal data range from electronic transaction records at large chain department stores, earthquake records, to criminal history records by the police. In many cases when an abnormal incident takes place, it will result in anomalies in the recorded sequence (Figure 1). Such sequential anomaly data usually have a distinctive pattern compared to normal data, and they are difficult to obtain. Therefore, it has been a challenge to capture the anomalous pattern and detect such anomalies in the dynamic systems efficiently and accurately, especially using only insufficient one-class anomaly data.

In this work we propose a novel anomaly detection framework for streaming event data leveraging the power of adversarial learning [1, 2, 3]. The anomaly events are modeled using marked spatio-temporal point processes, where the historical information is specified as the last hidden state of the Long Short-Term Memory (LSTM). The neural network-based discriminator in the adversarial framework can be naturally used as an anomaly detector. The detection procedure can be carried out in an online and distributed fashion via feeding the streaming data through the LSTM and the discriminator.

The major contribution of this work is two-fold: (1) The work has obtained a robust anomaly detector based on a limited amount of training real data. It is proposed to generate “realistic” fake samples using an adversarial framework to improve the discriminator; (2) The work has proposed modeling the event sequence data by integrating the versatile point process framework with LSTM. This gives the model better interpretability and flexibility in capturing the true underlying pattern.

We focus on the prediction accuracy and detection delay from application data and simulations. Our study shows the proposed approach is capable to achieve weak signal sequential anomaly detection by aggregating local statistics over time and networks over time, location, and mark space. Finally, we demonstrate the satisfactory performance using data from real-world applications.

Fig. 1: An example of anomaly detection for marked spatio-temporal streaming data.

Related work. There have been a number of attempts in integrating the idea of General Adversarial Network (GAN) and anomaly detection. Several existing methods are analyzed in [4]. These methods discussed stem directly from the structure of GAN without modeling of the streaming data. In the work
of [5], Long Short Term-Reccurrent Neural Network (LSTM-RNN) is applied in GAN to capture the distribution of multivariate time series of streaming data for cyber-physical systems. The work of [6] uses a GAN-based approach to carry out anomaly detection for medical image scans, taking advantage of discriminator feature information. Similarly looking into image anomaly detection, it attempts to obtain the latent space representation from the generator of GAN to identify anomalies in [7].

Typical adversarial problems draw attention to obtaining a high-quality fake data generator using the adversarial network. This aims to detect anomalies when normal data pattern is available and can be exploited for a traditional two-class change detection. However, in the setting of this work, only anomaly data are available, which calls for a one-class classification problem, but it is limited to images only. A few pieces of more recent research are closely related to this work in the effort of exploiting the LSTM structure or adversarial learning setting. In [8, 9], Hawkes process is adapted from the neural Hawkes model in [8, 9, 12, 13]. The model represents the historical information of a sequence \( x \) using the final hidden state \( h_{N+1} \) after feeding the data sequentially into the LSTM.

We characterize the anomaly behavior of events in a sequence using a conditional intensity function \( \lambda(t, s, m|H_t) \), which is the probability of observing an event in the marked spatio-temporal space \([0, T] \times S \times \Omega^* \) given the history of past events \( H_t: \lambda(t, s, m|H_t) dt ds dm = P\{x_{i+1} \in [t, t + dt] \times [B(s, \Delta s)] \times [B(m, \Delta m)]|H_t \} \), where \( B(\nu, \Delta \nu) \) are the Lebesgue measure of the ball \( B(\nu, \Delta \nu) \) with radius \( \Delta \nu \).

We model the nonlinear dependency of current event from past events using the LSTM. As shown in Figure 2, for the \( i \)th event occurring at the time \( t_i \), the data tuple \((t_i, s_i, m_i)\) is fed as input into the LSTM unfolded up to the \( i + 1 \)th event. The embedding \( h_i \in \mathbb{R}^p \) represents the memory effect, which is the influence from the past events. The LSTM updates \( h_{i-1} \) to \( h_i \) by taking into account the impact of the current event \( x_i \). Finally, we use \( h_t \) to represent the influence of the history up to time \( t \), \( \forall t : t_i < t < t_{i+1} \).

Given the \( i \)th input \( x_i \) and the last hidden state \( h_{i-1} \), we can obtain the hidden state \( h_i \) of LSTM \((p \) is the dimension of the hidden state\), which is defined as

\[
    h_i = o_i(c_i(x_i)) \sigma_h(h_{i-1}(x_i)),
\]

where \( o_i \) is the hyperbolic tangent function, \( c_i \) is the current output gate’s activation state, and \( c_i \) is the current cell state. Both of \( o_i \) and \( c_i \) depend on the last hidden state \( h_{i-1} \), and take \( x_i \) as the current input. It differs from the conventional LSTM structure because the external input of hidden state is the LSTM’s output at the last moment. For more details of the LSTM structure, please refer to Appendix A.

Since we have assumed the mark is conditionally independent of location and time of events, the conditional intensity function is defined as

\[
    \lambda(t, s, m|H_t) \approx \lambda(t, s, m|h_t) = \lambda_g(t, s|h_t) \cdot p(m|h_t),
\]

where \( \lambda_g \) is the conditional intensity parameterized with \( h_t \), and \( p(m|h_t) \) is the probability of mark \( m \) given the hidden state \( h_t \).
where \( \lambda_g(t, s|h_i) \) is the spatio-temporal conditional intensity and \( f(m|h_i) \) is the conditional probability density of marks. 

**Spatio-temporal representation.** The spatio-temporal conditional intensity function \( \lambda_g(t, s|h_i) \) can be specified as:

\[
\lambda_g(t, s|h_i) = f(W_h^i h_i(t, s) + b_h),
\]

where \( f(\cdot) \) is the softplus function. \( h_i(t, s) \) is the hidden state with partial input \( t, s \) (see Appendix A). Weights \( W_h \) and bias \( b_h \) are the trainable parameters. To attain more expressiveness for the conditional intensity function, it can also be extended to multi-layers structure without too much efforts.

For simplicity of notation, we denote the conditional intensity \( \lambda(\cdot|h_i), \lambda_g(\cdot|h_i) \) as \( \lambda(\cdot), \lambda_g(\cdot) \). Let \( f^*(t, s) \) be the corresponding conditional spatio-temporal probability density. Note the conditional spatio-temporal intensity \( \lambda_g^*(t, s) \).

The conditional probability density \( f_g^*(t, s) \) is defined as:

\[
f_g^*(t, s) = \lambda_g^*(t, s) \cdot \exp \left( - \int_{t_{n-1}}^{t} \int_{S} \lambda_g^*(\tau, \nu) d\tau d\nu \right).
\]

Then we can estimate the time and location for the next event using the expectation:

\[
[t_{i+1}, s_{i+1}] = \left[ \int_{t_i}^{\infty} \int_{S} f_g^*(\tau, \nu) d\tau d\nu, \int_{t_i}^{\infty} \int_{S} f_g^*(\tau, \nu) d\tau d\nu \right].
\]

In general, the integration above cannot be obtained analytically. Therefore, numerical integration techniques which are commonly utilized are applied here to compute the expectation.

**Mark representation.** Given the hidden representation \( h_i \) up to the \( i \)th event, we consider each type of the marks conditional independent of each other, i.e., \( p(m|h_i) = \prod_{\ell=0}^{d} p(m[\ell]|h_i) \). For the categorical mark \( m[0] \in \{1, \ldots, K\} \), we model the conditional probability of mark \( m[0] \) as a multinomial distribution defined as:

\[
p(m[0] = k|h_i) = \frac{\exp(V_k h_i + b_k)}{\sum_{k=1}^{K} \exp(V_k h_i + b_k)}.
\]

where weights \( V = \{V_k\} \) and bias \( b_k \) are the trained parameters.

For continuous marks \( m[\ell] \in \mathbb{R} \), we model their conditional probability density \( m[\ell] \) as a Gaussian distribution defined by:

\[
m[\ell]|h_i \sim N(U_{\ell} h_i + b_{\ell}, \sigma),
\]

where weights \( U = \{U_{\ell}\} \) and bias \( b_{\ell} \) are the trained parameters.

### 3. ADVERSARIAL ANOMALY DETECTION

The anomaly data is assumed to be generated by a real data distribution denoted by \( \rho_d \). The fake data is generated by a fake data distribution denoted by \( \rho_f \). Denote \( G(z) \) the LSTM generator and \( D(x) \) the discriminator. The generator \( G \) implicitly defines a probability distribution \( z \sim \rho_f \) as the distribution of fake trajectories obtained by \( G(z) \) when \( z \) is a random initialization of the LSTM state. The discriminator \( D \) is a fully connected multi-layer neural network where the input layer of \( D \) is the last LSTM hidden state with external input \( x \), and the output layer is a softmax which yields the probability that the sequence is an anomaly trajectory.

To learn the discriminator while improving the generator, we follow [2, 3] to play an adversarial game by minimax the following objective function as shown in Figure 3.

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim \rho_d(x)} [\log D(x)] + \mathbb{E}_{z \sim \rho_f(z)} [\log (1 - D(G(z)))]
\]

Performing the anomaly detection, we feed the data points of an unknown sequence \( x \) into our well-trained LSTM one at a time. Denote the first \( i \) events in \( x \) as \( x_i \). The alarm would be raised at step \( i \) once \( D(x_i) \) is larger than a preset threshold \( b \). A general threshold of \( b = 0.5 \) can be adopted here.
4. NUMERICAL EXAMPLES

To evaluate the performance of the proposed anomaly detection approach, we apply it to two real applications as below: 

**Earthquake event data.** The Northern California Earthquake Data Center (NCEDC) provides data [14] which comes from broadband, short period, strong motion seismic sensors, GPS, and other geophysical sensors. This dataset contains 16,401 major earthquake records with magnitudes larger than 3 from 1978 to 2018 in the Northern California area.

**Credit card fraud transaction data.** The records of identified fraudulent credit card transactions contain date and location of transaction, transaction amount, and loss type. Each case is associated with a sequence of frauds on a specific card. There are in total 534 different locations, 641,071 fraud transactions observed, and 30,078 credit cards involved.

Comparing the proposed approach (AdvLSTM) with three other baseline methods, its efficacy can be understood. These baselines are briefly introduced as follow: (1) **PCA.** Principle component analysis is carried out and the principle feature components are obtained. Then the event sequences of various lengths are compared with the features. If a specific testing sequence corresponds to an outlier from the principle features, then it is determined that such sequence should not be considered as an anomaly. PCA does not take the order of events in the sequence into account; (2) **PCA + CUSUM.** PCA-based detection with CUSUM has a similar structure to the standard PCA method. The major difference is the introduction of CUSUM statistics to the method as the trigger for detection. This takes the sequence of events into consideration. (3) **MLE–LSTM.** Using the LSTM framework only to find representations of events by Maximum Likelihood Estimation as shown in Appendix B. Detection is declared if the event is sufficiently dissimilar to these representations.

All approaches are applied to both the credit card fraudulent transactions and NCDEC earthquake event data. The desired performance is that anomalies can be correctly detected as quickly as possible at a considerable level of accuracy. On the other hand, if random noise data is fed towards the detection metric, ideally they should not be picked up by the detector as anomalies.

Following the experiments, the performance of these methods can be obtained in terms of the accuracy of detecting anomaly and erroneously identify noise data as anomalies. It is observed in Fig.4 that for the method proposed in our work, the detection probability of correctly detecting the anomaly data in both cases is high. For the credit card fraud, the probability of detection reaches 80% within the first 5 events of a sequence, whilst for the earthquake case, the same level of detection is reached within the first 40 events. Simultaneously the probabilities of identifying random noise as anomalies in both cases are significantly lower. This indicates the proposed method is able to detect the anomalies while being resistant to random noise, indicating the power of adversarial learning.

On the contrary, the baselines are not performing as well. They have generally failed to differentiate between the noise data and genuine anomaly data. Therefore they are not as accurate in anomaly detection as the devised method in this work.

5. CONCLUSIONS

This paper has proposed a novel anomaly detection approach leveraging the power of adversarial learning. The anomaly data is modeled using marked spatio-temporal point processes framework where historical information is specified as the final hidden embedding of an LSTM. Using real credit card frauds and earthquake records, it is shown that this approach outperforms other baseline methods in terms of prediction accuracy.
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A. LSTM CELL STRUCTURE

The equations defined in the following makes an one-step update to the LSTM hidden state $h_i$:

$$f_i = \sigma(W_f x_i + U_f c_{i-1} + b_f)$$

$$u_i = \sigma(W_u x_i + U_u c_{i-1} + b_u)$$

$$o_i = \sigma(W_o x_i + U_o c_{i-1} + b_o)$$

$$c_i = f_i \odot c_{i-1} + u_i \odot \sigma(h(W_c x_i + b_c))$$

$$h_i = o_i \odot \sigma(h(c_i))$$

(4)

where $\{W_f, W_u, W_o, W_c, U_f, U_u, U_o\}$ is the set of weights, $\{b_f, b_u, b_o, b_c\}$ is the set of bias. $\sigma_h$ is the hyperbolic tangent function and $\sigma$ is the sigmoid function. The vector $x_i \in [0, T) \times S \times \Omega^*$ is the $i$th input, which consists of time $t_i$, location $s_i$, and marks $m_i$.

To represent the spatio-temporal conditional intensity $\lambda_g(t, s|h_i)$ defined in (2), we also need to evaluate the past influence on given time $t$ and location $s$ without marks, i.e., $h_i(t,s)$. As shown in Figure 5, any one of the weight matrices (denoted as $W_* \in \mathbb{R}^{p \times (3+d)}$) in the LSTM cell can be decomposed into two separate parts $W^{t,3}_{*} \in \mathbb{R}^{p \times 3}$ and $W^{m}_{*} \in \mathbb{R}^{p \times d}$. To obtain $h_i(t,s)$, we only utilize one part of the weight matrix and substitute $W_{*} \cdot x_i$ with $W^{t,3}_{*} \cdot [t,s]$ in (4).

![Fig. 5: The difference between $h_i(x_{i+1})$ and $h_i(t,s)$, where $W_*$ represents weight matrices $W_f, W_u, W_o, W_c$ in the LSTM cell.](image)

B. MAXIMUM LIKELIHOOD ESTIMATION

As the conditional intensity of the marked spatio-temporal point process is defined as in (1), the log-likelihood is written in terms of the ground process, and has an extra mark term [15]:

$$\ell_g(x) = \sum_{i=1}^{N_T} \log (\lambda^*_i(t_i, s_i)) + \sum_{i=1}^{n} \log (p^*(m_i))$$

$$- \int_0^T \int_S \lambda^*_g(t,s)dsdt.$$

(5)