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Abstract. Motivated by topologically protected states in wave physics, we study localised eigenmodes in one-dimensional periodic media with defects. The Su-Schrieffer-Heeger model (the canonical example of a one-dimensional system with topologically protected localised defect states) is used to demonstrate the method. Our approach can be used to describe two broad classes of perturbations to periodic differential problems: those caused by inserting a finite-sized piece of arbitrary material and those caused by creating an interface between two different periodic media. The results presented here characterise the existence of localised eigenmodes in each case and, when they exist, determine their eigenfrequencies and provide concise analytic results that quantify the decay rate of these modes. These results are obtained using both high-frequency homogenisation and transfer matrix analysis, with good agreement between the two methods.
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1. Introduction. A powerful tool for manipulating waves in periodic media is the principle that if a defect is introduced to an otherwise crystalline structure, then it is possible to create eigenmodes that are strongly localised in a neighbourhood of the defect [8, 18, 33]. These localised eigenmodes (often known as defect modes) have eigenfrequencies that are within a stop band of the spectrum of the unperturbed periodic structure and typically decay exponentially fast away from the defect. This phenomenon is similar to the localised states that exist in the neighbourhood of an impurity in a semiconductor [46] and can be used to build powerful waveguides, capable of guiding waves of specific frequencies both along straight lines and around corners [25, 29, 35].

A significant breakthrough in this field has been the development of topologically protected localised eigenmodes [25, 35]. Many traditional defect modes, often created by local compact perturbations of a periodic medium, suffer from being very sensitive to the material’s properties and their strong localisation quickly breaks down when random imperfections are introduced (see e.g. Figure 9 of [5]). Topologically protected modes, however, exploit the topological properties of the underlying periodic structure to create localised defect modes that are robust with respect to random imperfections [7, 25]. This significant development has been inspired by the creation of topological insulators [7, 24] and has greatly increased waveguides’ efficacy by giving them enhanced robustness.

Media supporting localised defect modes have previously been studied using various asymptotic methods. Defects where the periodic medium is only changed locally can be studied concisely using approaches based on the method of fictitious sources [3, 40, 43]. These studies have been based, for example, on multiple scattering formulations [40] and asymptotic expansions in terms of material parameters [3]. There is also a growing body of theory providing rigorous foundations for the existence of
topologically protected defect modes in terms of multi-scale expansions [15, 16, 26].

In this work, we study one-dimensional models and develop an approach for describing localised eigenmodes induced by a broad class of perturbations. In particular, two types of defects are considered in this work: the first are perturbations caused by inserting a finite piece of one material into another periodic material, while the second is those caused by sticking together two different periodic materials. In the latter case, it is required that the two materials have the same spectral band gaps, so that the localised mode can have an eigenfrequency lying in stop bands of both media. This is a setting that often occurs in the study of topological insulators, particularly when the interface is created by making different perturbations to a periodic medium on either side of the defect [5, 29].

The examples we will use to demonstrate our method will be versions of the Su-Schrieffer-Heeger model [38, 21]. Arising in the study of electron localisation in polymers, the Su-Schrieffer-Heeger model (often abbreviated to ‘SSH’) is commonly cited as the simplest periodic structure with non-trivial topology and has led to many subsequent studies in settings including acoustics [48], photonics [45], elastic plates [10] and mechanical systems [23]. Much of this work has studied Hamiltonians under tight-binding approximations, but there have also been attempts to reconcile this theory in analogous differential systems. A spectral analysis of a three-dimensional Helmholtz formulation of this problem was conducted in [4, 5] using boundary integral analysis, including showing the robustness of the eigenfrequency of the localised eigenmode. Here, we study one-dimensional versions of these problems and are able to extend the theory in this case, particularly by quantifying the rate at which the localised eigenmode decays away from the defect.

In this work, we use both transfer matrices and high-frequency homogenisation to characterise the modes. Transfer matrices are a popular and long-standing approach for modelling the propagation of waves in periodic media [31, 39]. The multi-scale homogenisation method used here operates at “high-frequency” in the sense that we describe localised eigenmodes as perturbations of standing wave solutions with non-zero frequency. This is in contrast to the low-frequency asymptotics that is classically employed in homogenisation theory. This method was introduced in [11] and developed to discrete systems in [12]. It is closely related to other prominent two-scale homogenisation methods [1, 34] and $k \cdot p$ theory [44]. The advantage of the homogenised approach for our problems is that, while transfer matrices are a fundamentally one-dimensional approach, high-frequency homogenisation can be easily generalised to multi-dimensional structures [11]. Our new approach extends previous work on high-frequency homogenisation of discrete systems with defects [27] to continuous differential problems. It also extends previous homogenisation results for homogeneous background media [30] and generalises results for local perturbations to periodic potentials [22]. The results presented here build on work characterising the existence of topologically protected edge modes [15, 16, 26] by providing a means to quantify their most important properties.

The paper is split into two parts, corresponding to the two classes of perturbations we consider: perturbations caused by inserting a finite section of material are considered in Section 2, while the juxtaposition of two different media is considered in Section 3. In each case, we start by presenting the general theory, first characterising the localised eigenmodes in terms of transfer matrices before computing approximations using high-frequency homogenisation. We then demonstrate the theory on some tangible examples, including several examples based on the Su-Schrieffer-Heeger model. Finally, in Section 4, we demonstrate the value of this theory by using it to
Fig. 1: We study transmission in a medium that is symmetric and periodic outside of some finite defect region. Two examples of suitable media are depicted above the coordinate mesh.

design a custom rainbow filtering device.

2. Bounded defects in periodic media. We will begin by studying the problem of creating a defect in a periodic medium by inserting a finite-sized piece of another material. A perturbation of this kind is typically compact, meaning it is only a local perturbation and does not affect the underlying spectral band structure. Two examples are sketched in Figure 1. The theory developed here does not need the length of the defect region to be equal to the periodicity length (or an integer multiple of it).

2.1. Problem formulation. Let $h > 0$ and define a mesh of points $\{x_n : n \in \mathbb{Z}\}$ which is such that

$$x_{n+1} - x_n = h \quad \text{for all } n \in \mathbb{Z} \setminus \{0\}. \quad (2.1)$$

The distance $x_1 - x_0$ need not be equal to $h$. Suppose that $c : \mathbb{R} \to \mathbb{R}$ is a piecewise smooth function which is strictly positive and is periodic on $\mathbb{R} \setminus (x_0, x_1)$, in the sense that

$$c(x_n + t) = c(x_m + t) \quad \text{for any } t \in [0, h) \text{ and any } n, m \in \mathbb{Z} \setminus \{0\}. \quad (2.2)$$

Additionally, in order to simplify the analysis, we will assume that $c$ is symmetric in the regions where it is periodic, in the sense that

$$c(x_n + t) = c(x_{n+1} - t) \quad \text{for any } t \in [0, h) \text{ and any } n \in \mathbb{Z} \setminus \{0\}. \quad (2.3)$$

This symmetry assumption is not essential, and our analysis can be generalised easily, but it will make the formulas much more concise and illuminating, while still allowing us to explore the interesting topological examples, based on the Su-Schrieffer-Heeger model. Within the defect region $(x_0, x_1)$, $c$ can be any strictly positive and piecewise smooth function. An example of the mesh $\{x_n : n \in \mathbb{Z}\}$ is shown in Figure 1, along with two suitable suitable functions.

We are interested in finding solutions $(u, \omega) \in C^2(\mathbb{R}^2) \times \mathbb{C}$ such that $u \neq 0$ and

$$\frac{d^2 u}{dx^2} + \frac{\omega^2}{c^2(x)} u = 0. \quad (2.4)$$

We are interested in two types of solutions: propagating modes, which are elements of the space $L^2_\alpha(\mathbb{R}) := \{u \in L^2_{loc}(\mathbb{R}) : u(x + h) = e^{i\omega h} u(x)\}$, and localised modes, which
decay and are elements of \( L^2(\mathbb{R}) \). We will refer to the set of \( \omega \) such that \((u, \omega)\) is a solution to (2.4) as the spectrum associated to the geometry described by \( c(x) \) and will denote it by \( \sigma(c) \).

**Lemma 2.1.** The spectrum \( \sigma(c) \) associated to any strictly positive \( c(x) \) contains only real values.

**2.2. Periodic media.** We begin by exploring the case of a periodic medium with no defect. This corresponds to \( x_0 = x_1 \) in our setting and we will use the notation \( c_0 \) to denote the fact that there is no defect region in \( c \). We define the transfer matrix \( T(\omega) \in \mathbb{R}^{2 \times 2} \), for any \( \omega \in \mathbb{R} \), to be such that any solution \( u \) to (2.4) satisfies

\[
\begin{pmatrix}
  u(x_{n+1}) \\
  u'(x_{n+1})
\end{pmatrix} = T(\omega) \begin{pmatrix}
  u(x_n) \\
  u'(x_n)
\end{pmatrix},
\]

for \( n \in \mathbb{Z} \setminus \{0\}, \omega \in \mathbb{R} \). Under our assumption of symmetry (2.3), we also have that

\[
\begin{pmatrix}
  u(x_{n-1}) \\
  u'(x_{n-1})
\end{pmatrix} = ST(\omega)S \begin{pmatrix}
  u(x_n) \\
  u'(x_n)
\end{pmatrix},
\]

where \( S = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \),

for \( n \in \mathbb{Z} \setminus \{0\}, \omega \in \mathbb{R} \).

**Lemma 2.2.** For any periodic medium satisfying (2.2) and (2.3), the corresponding transfer matrix satisfies \( \det(T(\omega)) = 1 \) for all \( \omega \in \mathbb{R} \).

**Proof.** From the composition of (2.5) and (2.6) we have that \( T(\omega)ST(\omega)S = I \), from which the result follows. \( \square \)

For periodic media \( c_0 \), the spectrum \( \sigma(c_0) \) can be found using Floquet–Bloch theory. That is, any element of \( \sigma(c_0) \) will also be in the spectrum of (2.4) posed on the elementary cell \([0, h]\) with quasiperiodic boundary conditions: \( u(0) = \exp(ih\alpha)u(h) \) and \( u'(0) = \exp(ih\alpha)u'(h) \), where \( \alpha \in \mathbb{R} \) is the Bloch wavenumber. This leads to the problem

\[
(T(\omega_\alpha) - e^{ih\alpha} I) \begin{pmatrix}
  u(x_n) \\
  u'(x_n)
\end{pmatrix} = 0.
\]

From which, we can see that \( \omega_\alpha \) and \( \alpha \) are related by the dispersion relation given by \( \det(T(\omega_\alpha) - e^{ih\alpha} I) = 0 \). The spectrum \( \sigma(c_0) \) is then given by the union of all such \( \omega_\alpha \), for \( \alpha \in [0, 2\pi/h] \). This theory will be useful for finding the spectrum of the background periodic medium. We are interested in studying localised eigenmodes whose eigenfrequencies satisfy \( \omega \in \mathbb{R} \setminus \sigma(c_0) \). With this in mind, the decay of localised eigenmodes can be foreseen by the following result about \( \omega \in \mathbb{R} \setminus \sigma(c_0) \):

**Lemma 2.3.** If \( \omega \in \mathbb{R} \setminus \sigma(c_0) \), then \( T(\omega) \) has real-valued eigenvalues satisfying \( |\lambda_1| < 1 \) and \( |\lambda_2| > 1 \).

**Proof.** Since \( T(\omega) \) has \( \det(T(\omega)) = 1 \), it must be the case that its eigenvalues are either a complex conjugate pair with \( |\lambda_1| = |\lambda_2| = 1 \) or they are real and satisfy \( |\lambda_1| < 1 \) and \( |\lambda_2| > 1 \). In the former case, there exists some \( \alpha \in \mathbb{R} \) such that \( \lambda_1 = \exp(ih\alpha) \) so it must hold that \( \det(T(\omega) - e^{ih\alpha} I) = 0 \), contradicting the fact that \( \omega \notin \sigma(c_0) \). \( \square \)

**2.3. Defect modes.** Consider a medium with some defect in the region \((x_0, x_1)\), where \( x_1 > x_0 \). Define the matrix \( D^L \in \mathbb{R}^{2 \times 2} \) in terms of the solution of two initial
value problems on the defect region \([x_0, x_1]\):

\[
\begin{aligned}
\begin{cases}
\frac{d^2}{dx^2} + \frac{\lambda^2}{c^2(x)} \psi_{1,\lambda} = 0, \\
\psi_{1,\lambda}(x_0) = 1, \\
\psi_{1,\lambda}'(x_0) = 0,
\end{cases}
\quad \text{and} \quad
\begin{cases}
\frac{d^2}{dx^2} + \frac{\lambda^2}{c^2(x)} \psi_{2,\lambda} = 0, \\
\psi_{2,\lambda}(x_0) = 0, \\
\psi_{2,\lambda}'(x_0) = 1,
\end{cases}
\end{aligned}
\]

(2.8) we define \(D^L := \begin{pmatrix} \psi_{1,\lambda}(x_1) & \psi_{2,\lambda}(x_1) \\ \psi_{1,\lambda}'(x_1) & \psi_{2,\lambda}'(x_1) \end{pmatrix}\).

The matrix \(D^L\) is the transfer matrix associated to the material in the defect region. We have that

\[
\left( \begin{array}{c}
u(x_{n+1}) \\ \nu'(x_{n+1}) \end{array} \right) = T \left( \begin{array}{c}
u(x_n) \\ \nu'(x_n) \end{array} \right) + \delta_{n,0} (D^L - T) \left( \begin{array}{c}
u(x_n) \\ \nu'(x_n) \end{array} \right),
\]

for all \(n \in \mathbb{Z}\). It is a standard result in transfer matrix theory to characterise the eigenfrequencies of localised defect eigenmodes using the defect matrix \(D^L(\omega)\) and the eigenvectors of \(T(\omega)\), see e.g. \([37]\). We present a version of this result, for completeness:

**Theorem 2.4.** The eigenfrequency \(\omega\) of a localised eigenmode of the Helmholtz problem (2.4) posed on a medium with a bounded defect must satisfy

\[
\begin{pmatrix}
-V_{21}(\omega) \\ V_{11}(\omega)
\end{pmatrix}
D^L(\omega)
\begin{pmatrix}
V_{11}(\omega) \\ -V_{21}(\omega)
\end{pmatrix} = 0,
\]

where \(D^L(\omega)\) is the defect matrix, defined in (2.8), and \((V_{11}(\omega), V_{21}(\omega))^\top\) is the eigenvector of \(T(\omega)\) associated to the eigenvalue \(|\lambda_1| < 1\). Furthermore, the localised eigenmode satisfies \(V_{21}\nu(x_0) = -V_{11}\nu'(x_0)\).

**Proof.** We start with the values of the solution and its derivative at \(x_0\), which we denote by \(U_0\) and \(U_0'\), and then use (2.9) to find a solution that decays in the far field in either direction. We use the methods of \([37]\) to handle the semi-infinite structures. We have that

\[
\left( \begin{array}{c}
u(x_n) \\ \nu'(x_n) \end{array} \right) = T^{n-1} D^L \begin{pmatrix} U_0 \\ U_0' \end{pmatrix} = V \begin{pmatrix} \lambda_1^{-n} & 0 \\ 0 & \lambda_2^{-n} \end{pmatrix} V^{-1} D^L \begin{pmatrix} U_0 \\ U_0' \end{pmatrix},
\]

for \(n \in \mathbb{Z}^{>0}\), and similarly

\[
\left( \begin{array}{c}
u(x_n) \\ \nu'(x_n) \end{array} \right) = ST^{-n} S \begin{pmatrix} U_0 \\ U_0' \end{pmatrix} = SV \begin{pmatrix} \lambda_1^{-n} & 0 \\ 0 & \lambda_2^{-n} \end{pmatrix} V^{-1} S \begin{pmatrix} U_0 \\ U_0' \end{pmatrix},
\]

for \(n \in \mathbb{Z}^{\leq0}\), where \(|\lambda_1(\omega)| < 1\) and \(|\lambda_2(\omega)| > 1\) are the eigenvalues of \(T(\omega)\) and \(V(\omega)\) is the matrix of associated eigenvectors. We are looking for localised eigenmodes which satisfy \(\lim_{n \to \pm\infty} \nu(x_n) = 0\) and \(\lim_{n \to \pm\infty} \nu'(x_n) = 0\). Since \(\lim_{n \to \pm\infty} \lambda_1(\omega)^n = 0\) but \(\lim_{n \to \pm\infty} \lambda_2(\omega)^n \neq 0\), we want to find \(\omega, U_0\) and \(U_0'\) such that

\[
\begin{pmatrix}
-V_{21} \\ V_{11}
\end{pmatrix}
D^L \begin{pmatrix} U_0 \\ U_0' \end{pmatrix} = 0 \quad \text{and} \quad
\begin{pmatrix}
-V_{21} \\ V_{11}
\end{pmatrix}
S \begin{pmatrix} U_0 \\ U_0' \end{pmatrix} = 0.
\]

The second of these equations gives us that \((U_0, U_0')\) is proportional to \((V_{11}, -V_{21})\), which we can substitute into the first equation to obtain the desired formula.
As well as identifying the eigenfrequency of localised eigenmodes, which is determined by the formula in Theorem 2.4, we want to quantify the rate at which the mode decays away from the defect. Since Theorem 2.4 gives the values for \( u(x_0) \) and \( u'(x_0) \), we can use the transfer matrix \( T(\omega) \) to propagate the solution any integer number of steps away from the defect.

**Corollary 2.5.** A localised eigenmode \( u \) of (2.4), posed on a medium with a bounded defect, and its associated eigenfrequency \( \omega \) must satisfy

\[
    u(x_n) = O\left(|\lambda_1(\omega)|^{|n|}\right) \quad \text{and} \quad u'(x_n) = O\left(|\lambda_1(\omega)|^{|n|}\right)
\]

as \( n \to \pm\infty \), where \( \lambda_1(\omega) \) is the eigenvalue of \( T(\omega) \) satisfying \( |\lambda_1(\omega)| < 1 \).

**Proof.** From Theorem 2.4 we can see that \( (u(x_0), u'(x_0))^\top \) is proportional to \( (V_{11}, -V_{21})^\top \). Using the fact that \( D^L(V_{11}, -V_{21})^\top \) is proportional to \( (V_{11}, V_{21})^\top \), the equations (2.11) and (2.10) can be rewritten as

\[
(2.13) \quad \begin{pmatrix} u(x_n) \\ u'(x_n) \end{pmatrix} = \lambda_1(\omega)^{n-1} \begin{pmatrix} V_{11} \\ V_{21} \end{pmatrix} \quad \text{for} \quad n \in \mathbb{Z}^>,
\]

and similarly

\[
(2.14) \quad \begin{pmatrix} u(x_n) \\ u'(x_n) \end{pmatrix} = \lambda_1(\omega)^{-n} S \begin{pmatrix} V_{11} \\ V_{21} \end{pmatrix} \quad \text{for} \quad n \in \mathbb{Z}^<,
\]

from which the result follows.

### 2.4. Homogenisation of localised defect modes

The rate at which localised eigenmodes decay away from the defect region can be bounded using the eigenvalues of transfer matrices, as shown in Corollary 2.5. We will now use high-frequency homogenisation to build on this by computing an asymptotic approximation for the envelope of the localised eigenmode. As well as verifying the sharpness of the bound from Corollary 2.5, it will establish an approach that can be developed to multidimensional systems.

Since the defect region is not assumed to be symmetric, we start by formulating a version of (2.9) from the other direction. We define the matrix \( D^R \in \mathbb{R}^{2 \times 2} \) in terms of the solutions of the two initial value problems on \((x_0, x_1)\):

\[
\begin{align*}
\text{Given} \quad & \begin{cases} 
\left(\frac{d^2}{dx^2} + \frac{\lambda^2}{c^2(x)}\right) \psi_{1,\lambda} = 0, \\
\psi_{1,\lambda}(x_1) = 1, \\
\psi'_{1,\lambda}(x_1) = 0,
\end{cases} \\
\text{we define} \quad & D^R := \begin{pmatrix} \psi_{1,\lambda}(x_0) & \psi_{2,\lambda}(x_0) \\ \psi'_{1,\lambda}(x_0) & \psi'_{2,\lambda}(x_0) \end{pmatrix},
\end{align*}
\]

and then we have that

\[
(2.16) \quad \begin{pmatrix} u(x_{n-1}) \\ u'(x_{n-1}) \end{pmatrix} = STS \begin{pmatrix} u(x_n) \\ u'(x_n) \end{pmatrix} + \delta_{n,1}(D^R - STS) \begin{pmatrix} u(x_n) \\ u'(x_n) \end{pmatrix},
\]

for all \( n \in \mathbb{Z} \).

Adding (2.9) and (2.16), we find that

\[
(2.17) \quad \begin{pmatrix} u(x_{n+1}) + u(x_{n-1}) \\ u'(x_{n+1}) - u'(x_{n-1}) \end{pmatrix} = 2T \begin{pmatrix} u(x_n) \\ 0 \end{pmatrix} + \delta_{n,0}(D^L - T) \begin{pmatrix} u(x_n) \\ u'(x_n) \end{pmatrix} + \delta_{n,1}(SD^R S - T) \begin{pmatrix} u(x_n) \\ -u'(x_n) \end{pmatrix}.
\]
The difference equation (2.17) can be viewed as the discrete version of (2.4) and will be studied using high-frequency homogenisation in a similar way to the approach used in [12, 27] for the study of discrete lattices. Within this discrete framework, it does not make sense to think of $u'(x_n)$ as the derivative of $u(x_n)$. Rather, we should think of $u'(x_n)$ as a discrete quantity that is related to $u(x_n)$ by (2.17). To avoid confusion with other derivatives, we will relabel $v(x_n) = u'(x_n)$ from here onwards.

We will apply a high-frequency homogenisation ansatz to (2.17) in the case that the perturbation is small. In particular, we introduce a small parameter $0 < \epsilon \ll 1$ which captures the magnitude of the perturbation, in the sense that $\|D^L - T\| = O(\epsilon)$. In particular, we suppose that $\epsilon$ is such that we can write

\begin{equation}
\epsilon P^L = D^L - T \quad \text{and} \quad \epsilon P^R = SD^R S - T,
\end{equation}

for some matrices $P^L, P^R \in \mathbb{R}^{2 \times 2}$, whose entries are $O(1)$ as $\epsilon \to 0$. In addition to the discrete variable, we introduce the continuous long-scale variable $\eta = \epsilon n$. This long scale $\eta$ will capture the growth and decay of eigenmodes, while they oscillate on the discrete short scale $n$. This short scale is discrete as the value of $u$ and its derivative at each mesh point fully determines the field within each periodic unit (and the discrete values can be propagated using transfer matrices). We follow [12, 27] and seek an asymptotic characterisation of localised eigenmodes as perturbations of standing waves (i.e. the solutions at the edges of the band gap). The reference to “high” frequencies in the name of this approach connotes the fact that such waves exist at non-zero frequencies (which are “high” in comparison to the low-frequency asymptotic analysis typically performed in classical homogenisation theory). With this in mind, we express the short-scale variable relative to a single reference mass and set

\begin{equation}
\begin{aligned}
&u(x_{n+1}) = u(\eta + \epsilon, 1) = -u(\eta + \epsilon, 0), \\
&u(x_n) = u(\eta, 0) = u(\eta, 0), \\
&u(x_{n-1}) = u(\eta - \epsilon, -1) = -u(\eta - \epsilon, 0), \\
&u(x_{n+1}) = u(\eta + \epsilon, 1) = -u(\eta + \epsilon, 0),
\end{aligned}
\end{equation}

where we have assumed anti-periodicity between adjacent mesh points, since we are searching for localised eigenmodes near to the edges of the bands in the Bloch dispersion diagram, where $\alpha = \pi$ in the examples considered here (this can be easily adapted for the periodic case). The choice to impose the anti-periodicity for $\eta \to \eta + \epsilon$ in (2.19) means that $\delta = x_{n+1} - x_n = \epsilon$. This choice is somewhat arbitrary and could be modified to suit different relations between the perturbation size and the periodicity length (for example, [12] treats a perturbation that is proportional to the square of the periodicity length). We adopt a similar ansatz for the derivative $v$. Inserting this multi-scale approach into the difference equation (2.17) gives

\begin{equation}
\begin{aligned}
&(-2u - e^2 u \eta) = 2T u(S) + \epsilon^2 \delta(\eta) P^L u + \epsilon^2 \delta(\eta - \epsilon) P^R u + O(\epsilon^3),
\end{aligned}
\end{equation}

where $u = u(\eta, 0)$, $v = v(\eta, 0)$, subscripts are used to denote derivatives and where we have used $\delta_{n,0} = \epsilon \delta(\eta)$ to move the defects to the long scale.

To analyse the solutions to the multi-scale problem (2.20), we adopt the ansatz

\begin{equation}
\begin{aligned}
u = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \ldots, \\
v = v_0 + \epsilon v_1 + \epsilon^2 v_2 + \ldots.
\end{aligned}
\end{equation}

We similarly assume that the frequency $\omega$ of a localised eigenmode can be expanded in terms of $\epsilon$, where the leading-order term in the expansion is the value of $\omega$ at one of the edges of the band gap. This is consistent with the anti-periodicity condition
that was asserted in (2.19). Substituting this expansion into $T(\omega)$ gives an expansion of the form

$$T(\omega) = T_0 + \epsilon T_1 + \epsilon^2 T_2 + \ldots.$$  

Likewise, we have that $P^L(\omega) = P^L_0 + O(\epsilon)$ and $P^R(\omega) = P^R_0 + O(\epsilon)$ for some matrices $P^L_0$ and $P^R_0$. In each case, the leading-order term in the expansion is the value at the edge of the band gap. Substituting this into (2.20) gives a hierarchy of equations to be solved. At leading order, we find that $-2u_0 = 2(T_0)_{11} u_0$, so $(T_0)_{11} = -1$, corresponding to the fact that the solution is anti-periodic at leading order. We also conclude from this that $u_0$ depends only on the long-scale variable $\eta$, so we can write that

$$u_0(\eta, 0) = f(\eta)$$

for some function $f : \mathbb{R} \to \mathbb{R}$. This function $f(\eta)$ describes how the amplitude of the localised eigenmode varies on the long scale; it captures the envelope of the eigenmode and solving for it is the main aim of the analysis in this section. The order-$\epsilon$ terms reveal that $-2u_1 = 2(T_0)_{11} u_1 + 2(T_1)_{11} u_0$, from which we conclude that $(T_1)_{11} = 0$ and that $u_1$ is an arbitrary multiple of $u_0$, which we absorb into $u_0$ without any loss of generality. They also tell us that $-2(u'_0)_{\eta} = (T_1)_{21} u_0$. Finally, the second-order terms reveal that

$$0 = \frac{d^2 f}{d\eta^2} - T^2 f + \delta(\eta) \left((P^L_{01})_{11} f + (P^L_{02})_{12} v_0\right) + \delta(\eta-\epsilon) \left((P^R_{01})_{11} f - (P^R_{02})_{12} v_0\right),$$

where we have defined the constant $T_f := \sqrt{-2(T^2)_{11}}$. To solve equations of the form (2.24), we have the following lemma:

**Lemma 2.6.** Let $k \in \mathbb{R}$, $\alpha \in (0, \infty)$ and $g : \mathbb{R} \to \mathbb{R}$ be some continuous function. Then, the function

$$f(\eta) = \frac{g(k)}{2\alpha} e^{-\alpha|\eta-k|}, \quad \eta \in \mathbb{R},$$

is a solution to the second-order ordinary differential equation

$$0 = \frac{d^2 f}{d\eta^2} - \alpha^2 f(\eta) + \delta(\eta-k)g(\eta),$$

which decays as $\eta \to \pm\infty$.

Using Lemma 2.6, we see that (2.24) has a localised solution given by

$$f(\eta) = \frac{(P^L_{01})_{11} f(0) + (P^L_{02})_{12} v_0(0)}{2T_f} e^{-T_f \eta} + \frac{(P^R_{01})_{11} f(\epsilon) - (P^R_{02})_{12} v_0(\epsilon)}{2T_f} e^{-T_f |\eta-\epsilon|}.$$

In the case that the defect is symmetric, we have that $P^L = P^R$ and expanding the terms in (2.25) about the point $\eta = \epsilon/2$ gives the following concise result:

**Theorem 2.7.** Suppose that a periodic, symmetric material has a bounded defect that is symmetric in the sense that $c(x_0 + t) = c(x_1 - t)$ for all $t \in (0,x_1-x_0)$. Then, under the homogenisation ansatz (2.21), a localised eigenmode must satisfy

$$|u(x_n)| = \exp \left(-((D^L_0)_{11} - (T_0)_{11}) n - 1/2\right) + O(\epsilon) \quad \text{for } n \in \mathbb{Z},$$

when normalised such that $\max_n |u(x_n)| = 1$. 
\textbf{Proof.} Expanding (2.25) about the point \( \eta = \epsilon/2 \) and using the fact that \( P^L_0 = P^R_0 \) gives that
\[
(2.26) \quad f(\eta) = \frac{(P^L_0)_{11}f(\epsilon/2)}{T_f} e^{-T_f|\eta-\epsilon/2|} + O(\epsilon),
\]
from which we can see that \((P^L_0)_{11} = T_f\). Swapping coordinates back to the discrete short-scale variable and substituting the definition of \( P^L \) gives the result. \( \square \)

In the case that the defect is not symmetric, it is slightly harder to find the constants in (2.25) as the coefficients of \( v_0 \) do not generally cancel each other out when the two terms are expanded about \( \eta = \epsilon/2 \). However, this can be overcome by repeating the above analysis to find the leading-order part of the derivative \( v_0 \). Subtracting (2.16) from (2.9) gives the difference equation
\[
\begin{bmatrix}
  u(x_{n+1}) - u(x_{n-1}) \\
v(x_{n+1}) + v(x_{n-1})
\end{bmatrix} = 2T
\begin{bmatrix}
  0 \\
v(x_n)
\end{bmatrix}
+ \delta_{n,0}P^L
\begin{bmatrix}
u(x_n) \\
v(x_n)
\end{bmatrix}
+ \delta_{n,1}P^R
\begin{bmatrix}
u(x_n) \\
v(x_n)
\end{bmatrix}.
\]
Repeating the homogenisation method used above, we see that \((T_0)_{22} = -1\) and that we can write \( v_0(\eta,0) = g(\eta) \) for some function \( g : \mathbb{R} \to \mathbb{R} \). Continuing to higher orders, we find that \((T_0)_{22} = 0\) and, subsequently, that
\[
(2.27) \quad 0 = \frac{d^2g}{d\eta^2} - T_2^2 g + \delta(\eta) \left( (P^L_0)_{21}f + (P^L_0)_{22}g \right) + \delta(\eta - \epsilon) \left( -(P^R_0)_{21}f + (P^R_0)_{22}g \right),
\]
where \( T_2 := \sqrt{-2(T_2)_{22}} \). We use Lemma 2.6 to find that the localised solution is given by
\[
(2.28) \quad g(\eta) = \frac{(P^L_0)_{21}f(0)+(P^L_0)_{22}g(0)}{2T_2} e^{-T_2|\eta|} + \frac{-(P^R_0)_{21}f(\epsilon)+(P^R_0)_{22}g(\epsilon)}{2T_2} e^{-T_2|\eta-\epsilon|}.
\]
Finally, we can then use (2.25) and (2.28) to formulate a matrix eigenvalue problem for \((f(0), g(0), f(\epsilon), g(\epsilon))^\top\), which we can solve to find \( T_f \) and \( T_2 \) in terms of \( P^L_0 \) and \( P^R_0 \).

\textbf{2.5. Example: local perturbation.} The simplest examples which can be handled using the methods developed in this work are those of local defects (often known as point defects in discrete settings). In this case, the defect region has the same width as the repeating unit cell (\textit{i.e.} \( x_1 - x_0 = h \)). This means that the defect medium can be obtained from the periodic medium by only changing the material within defect region. This is a compact perturbation which preserves the underlying band structure.

To demonstrate the method, we study an example of a locally perturbed piecewise constant medium, given by
\[
(2.29) \quad c_{R-r}(x) = \begin{cases}
\frac{1}{r} & 2n + \frac{1}{2} \leq x < 2n + \frac{3}{2}, n \in \mathbb{Z} \setminus \{0\}, \\
\frac{1}{R} & \frac{1}{2} \leq x < \frac{3}{2}, \\
1 & 2n - \frac{1}{2} \leq x < 2n + \frac{1}{2}, n \in \mathbb{Z},
\end{cases}
\]
for some positive constants \( r \) and \( R \). This is depicted in Figure 2. This was studied previously by \cite{17, 18} and can be viewed as a continuous version of the discrete model studied in \cite{27} and as a one-dimensional version of the two-dimensional model studied using boundary integral analysis in \cite{3}. Further to these existing results, we can use our methods to calculate the (leading-order) envelope of the localised mode.
We can compute the transfer matrix explicitly as

\[ T(\omega) = T_c(1, \frac{1}{2}, \omega) T_c(r, 1, \omega) T_c(1, \frac{1}{2}, \omega), \]

where the matrix \( T_c \in \mathbb{R}^{2 \times 2} \) is used to describe each piecewise constant section and is given by

\[ T_c(r, l, \omega) := \begin{pmatrix} \cos(rl\omega) & \frac{1}{r} \sin(rl\omega) \\ -r\omega \sin(rl\omega) & \cos(rl\omega) \end{pmatrix}. \]

This gives that

\[ T = \begin{pmatrix} \cos(\omega) \cos(\omega r) - \frac{r^2 + 1}{2r} \sin(\omega) \sin(\omega r) & T_{12}(\omega) \\ -\omega^2 T_{12}(\omega) + \omega \frac{1-r}{2} \sin(\omega) & \cos(\omega) \cos(\omega r) - \frac{r^2 + 1}{2r} \sin(\omega) \sin(\omega r) \end{pmatrix}, \]

where \( T_{12}(\omega) = \frac{1}{\omega} \left( \sin(\omega) \cos(\omega r) + \left( \frac{1-r^2}{2r} + \frac{1+r^2}{2r} \cos(\omega) \right) \sin(\omega) \right). \)

The defect matrix \( D^L \) can be found by replacing \( r \) with \( R \) in the expression for \( T \). With this in hand, we use (2.4) to find the frequencies of localised eigenmodes when \( R = r \pm \epsilon \) for some \( 0 < \epsilon \ll 1 \). This can be done explicitly, thanks to (2.30), however the expressions are too arduous to include here. The outcome of solving the equation derived in Theorem 2.4 numerically is shown in Figure 3a. We see that localised eigenmodes exist in both the \( R < r \) and \( R > r \) cases. When \( R < r \), the localised eigenmode is a perturbation of the first mode of the system and is shown in Figures 3b and 3c. When \( R < r \), the localised eigenmode is a perturbation of the second mode of the system and is shown in Figures 3d and 3e. The reason for the different frequency values for the localised eigenmodes in the two cases is the requirement from Theorem 2.7 that \( (D^L_0)_{11}(\omega) - (T_0)_{11}(\omega) > 0 \). We have that

\[ (D^L_0)_{11}(\omega) - (T_0)_{11}(\omega) = \cos(\omega) \cos(\omega R) - \frac{R^2 + 1}{2R} \sin(\omega) \sin(\omega R) \]

\[ - \cos(\omega) \cos(\omega r) - \frac{r^2 + 1}{2r} \sin(\omega) \sin(\omega r). \]

In Figure 4 we show how \( (D^L_0)_{11}(\omega) - (T_0)_{11}(\omega) \) varies as a function of \( \omega \) in the band gap of the periodic medium. We see that if \( R < r \) then \( (D^L_0)_{11}(\omega) - (T_0)_{11}(\omega) > 0 \) for \( \omega \) at the lower end of the band gap, whereas the condition is satisfied at the upper end of the band gap if \( R < r \).

We can use Corollary 2.5 to use the eigenvalues of the transfer matrix \( T \) to estimate the rate at which the localised eigenmodes decay away from the defect region.
Fig. 3: The localised eigenmodes of the locally perturbed medium (2.29). The spectrum of the unperturbed periodic medium is shown in (a), along with the frequencies of the localised eigenmodes that exist for $R < r$ and $R > r$. The localised eigenmodes are shown in (b) and (c) for $R < r$ and in (d) and (e) for $R > r$. In (b) and (d), envelope functions are computed using transfer matrix eigenvalues (Corollary 2.5) and the homogenised envelopes are shown in (c) and (e). Here, $R = r \pm 0.1$ and $r = 10$.

This is shown in Figures 3b and 3d, where the circles depict the decaying sequence of discrete values and the dotted line is an interpolated exponential envelope. Similarly, since the medium is symmetric within the defect region, we can use Theorem 2.7 to estimate the envelope function using high-frequency homogenisation. This is shown in Figures 3c and 3e. There is good agreement between the two approaches, with the
Fig. 4: For a localised eigenmode to exist, the defect must be such that \((D^L_0)_{11} - (T_0)_{11} > 0\) at the frequency of the defect mode. Here, we show how \((D^L_0)_{11} - (T_0)_{11}(\omega)\) varies for \(\omega\) in the first band gap of the locally perturbed medium (2.29) with \(R = r \pm 0.1\) and \(r = 10\).

transfer matrix slightly underestimating the rate of decay, as expected: for \(R < r\) the homogenised envelope gives a coefficient \(T_f = 1.23\) and the interpolated transfer matrix eigenvalues give \(T_f = 1.13\), when \(\epsilon = 0.1\). For \(R > r\), the homogenised envelope gives a coefficient \(T_f = 2.57\) and the interpolated transfer matrix eigenvalues give \(T_f = 2.34\), again for \(\epsilon = 0.1\).

2.6. Example: topological perturbation. In this section, we study a periodic medium that is composed of alternating short and long gaps between material inclusions. This is inspired by the Su-Schrieffer-Heeger model, which has alternating coupling parameters between atoms. The periodic medium is defined as

\[
c_0(x) = \begin{cases} 
\frac{1}{2} & x \in [n + \frac{1-d-a}{2}, n + \frac{1-d+a}{2}) \cup [n + \frac{1+d-a}{2}, n + \frac{1+d+a}{2}], n \in \mathbb{Z}, \\
1 & \text{otherwise}, 
\end{cases}
\]

for some parameters \(r \neq 1, 0 < a < \frac{1}{2}\) and \(a < d < 1 - a\). This medium is periodic and symmetric so can be handled using the theory developed here. Since it is piecewise constant, the transfer matrix \(T\) can be written as

\[
T = T_c(1, \frac{1-d-a}{2}, \omega)T_c(r, a, \omega)T_c(1, d - a, \omega)T_c(r, a, \omega)T_c(1, \frac{1-d+a}{2}, \omega),
\]

where the matrix \(T_c\) was defined in (2.31). When \(d = 1/2\) the first two bands stick together but for \(d \neq 1/2\) a band gap opens, as depicted in Figure 5.

It turns out that the band gap depicted in Figure 5 is topologically non-trivial, in the sense that associated topological indices can take non-trivial values for certain values of \(d\). In the context of these one-dimensional models, the natural topological quantity to consider is the Zak phase \([47]\), defined as

\[
\varphi_x = \frac{1}{h} \int_{-\pi/h}^{\pi/h} \langle u_\alpha, \frac{\partial}{\partial \alpha} u_\alpha \rangle \, d\alpha,
\]

where \(\langle \cdot, \cdot \rangle\) is the \(L^2([0,h])\) inner product and \(u_\alpha \in L^2_0(\mathbb{R})\) is the solution to (2.4) with the dependence on the Bloch parameter \(\alpha\) added for emphasis. It can be shown for this example that \(\varphi_x = 0\) when \(d < 1/2\) whereas \(\varphi_x = \pi\) when \(d > 1/2\). It is in this sense that the band gap that opens when \(d > 1/2\) is said to be topologically non-trivial.
ASYMPTOTIC CHARACTERISATION OF LOCALISED DEFECT MODES

Fig. 5: The spectral bands of the Su-Schrieffer-Heeger medium (2.33), for (a) $d = 1/2$ and (b) $d \neq 1/2$. If $d \neq 1/2$, there is a band gap between the first two spectral bands.

Fig. 6: Dislocating the Su-Schrieffer-Heeger medium yields a symmetric and piecewise constant periodic medium, as defined in (2.29), which is locally perturbed within the defect region and supports localised eigenmodes which can be described using this theory.

The crucial principle of topological localised modes is that localised eigenmodes typically exist at interfaces between two materials that are associated to different values of a topological index. Extensive theory supporting this principle and proving the existence of these topological localised modes has been developed, particularly in one-dimensional systems, for example by [15, 16, 26]. In Section 3, we will study the typical Su-Schrieffer-Heeger interface problem, where a material with $d < 1/2$ (meaning $\varphi_z = 0$) is joined to one with $d > 1/2$ (meaning $\varphi_z = \pi$). In this section, the dislocated Su-Schrieffer-Heeger structure can also be interpreted in terms of this theory as it can be viewed as two semi-infinite materials with $d > 1/2$ (meaning $\varphi_z = \pi$) that are separated by a homogeneous piece of material with length $l$ (which, trivially, has $\varphi_z = 0$). See e.g. [5, 16, 25, 26] for more details on the notion of topological protection and developments to multi-dimensional systems.

We introduce a defect to (2.33) by introducing a dislocation of length $l > 0$ to the centre of one of the unit cells. This gives the medium

\begin{equation}
(2.36) \quad c_l(x) = \begin{cases} 
\frac{1}{r} & x \in [n + \frac{1-d-a}{2}, n + \frac{1-d+a}{2}) \cup [n + \frac{1+d-a}{2}, n + \frac{1+d+a}{2}), n \in \mathbb{Z}^<0, \\
\frac{1}{r} & x = (\frac{1-d-a}{2}, \frac{1-d+a}{2}), x - l \in [\frac{1-d-a}{2}, \frac{1+d+a}{2}], \\
\frac{1}{r} & x - l \in [n + \frac{1-d-a}{2}, n + \frac{1+d+a}{2}) \cup [n + \frac{1+d-a}{2}, n + \frac{1+d+a}{2}), n \in \mathbb{Z}^>0, \\
1 & \text{otherwise},
\end{cases}
\end{equation}

which is depicted in Figure 6. If the dislocation $d$ is not equal to an integer multiple of the periodicity $h$, then the perturbation is non-compact since the periodic material is shifted on either side to accommodate the defect. A three-dimensional version of this material was studied in [4], where it was shown that two localised eigenmodes
Fig. 7: Localised eigenmodes are created when a dislocation is introduced to the Su-Schrieffer-Heeger medium (2.33). The shaded regions are the spectrum of the unperturbed medium. As the dislocation length $l$ increases, each mode's eigenfrequency crosses the band gap. Here, $r = 10$, $d = 0.25$ and $a = 0.1$.

Fig. 8: The localised eigenmode of the dislocated Su-Schrieffer-Heeger medium (2.36) for dislocation length $l = 0.1$. The mode has eigenfrequency $\omega = 0.609$ and is shown with the transfer matrix eigenvalue envelope in (a) and the homogenised envelope in (b). The parameter values $r = 10$, $d = 0.25$ and $a = 0.1$ are used.

are introduced with eigenfrequencies in the first band gap and these eigenfrequencies converge to a point in the middle of the band gap as the dislocation becomes arbitrarily large. Similar dislocated media have also been studied in the setting of Schrödinger operators [15, 20].

When the medium is perturbed by the introduction of a dislocation, we can use Theorem 2.4 to find the eigenfrequencies of the localised eigenmodes. The result of solving the resulting equation is shown in Figure 7. We see that successive localised eigenmodes are created, with eigenfrequencies lying within the first spectral band gap.

For small dislocation lengths $l$, we can use $\epsilon = l$ as the small parameter to use the high-frequency homogenisation results from Subsection 2.4. In particular, since the defect region is symmetric, we can use Theorem 2.7 to find the homogenised envelope of the localised eigenmode. For $\epsilon = 0.1$ the localised eigenmode is shown in Figure 8. Both the envelope interpolated from the transfer matrix eigenvalues and the homogenised envelope approximate the decay rate well.

To understand the nature of the curves in Figure 7, it is informative to examine the localised eigenmodes that exist at larger dislocation lengths. What we find is that each
successive curve of localised eigenmodes in Figure 7 has an additional oscillation within the defect region. At the dislocation length \( l = 22 \), for example, the third, fourth and fifth curves persist in Figure 7, so we expect the modes to have three, four and five oscillations within the defect region. This is confirmed by the plots in Figure 9. In this case, since the perturbation to the medium is very large, we do not generally expect the the homogenisation to accurately predict the decay rate (the transfer matrix eigenvalues will work regardless, as shown in Figure 9). However, the crucial distance that we require to be small in order for the high-frequency homogenisation to work is the distance of the localised frequency from the edge of the band gap. Since, in the \( l = 22 \) case, the third eigenmode (\( \omega = 0.58 \)) has a frequency that is relatively close to the edge of the band gap (at \( \omega = 0.60 \)) the homogenised envelope still approximates the rate of decay well, as shown in Figure 9d. To study the modes whose eigenfrequencies are far from the edge of the band gap, a Wentzel-Kramers-Brillouin (WKB) ansatz can be used, as shown in [36].

3. Interfacial defects in periodic media. With some of the recent breakthroughs in topological waveguides in mind, we now explore a related setting where two different periodic media are stuck together to create an interface. We will present
an approach to study the case where the two media are distinct but have the same spectral band structure. A convenient way to obtain such a material is to start with a periodic medium and make ‘equal but opposite’ perturbations on either side of the defect. This approach was used in \[28, 29\] to design tunable topological waveguides. We will achieve a similar effect by starting with a Su-Schrieffer-Heeger medium, as studied in Subsection 2.6, with \(d = 1/2\) so that the first two bands stick together to close the first band gap (as shown in Figure 5). We then perturb \(d \mapsto 1/2 - \epsilon\) on the left of the interface and \(d \mapsto 1/2 + \epsilon\) on the right of the interface, to give the medium depicted in Figure 10, which satisfies our requirements.

3.1. Problem setting. Suppose we have two media, labelled \(A\) and \(B\), which are both periodic, symmetric and which have the same associated spectra. Consider the material with a defect at \(x = x_0\), which is equal to material \(A\) for \(x < x_0\) and equal to material \(B\) for \(x > x_0\). That is, if \(h > 0\) we have a mesh of points \(\{x_n : n \in \mathbb{Z}\}\) which is such that

\[
x_{n+1} - x_n = h \quad \text{for all } n \in \mathbb{Z},
\]

and a piecewise smooth function \(c : \mathbb{R} \to \mathbb{R}\) which is periodic on \(\mathbb{R}^+\) and \(\mathbb{R}^-\), in the sense that

\[
c(x_n + t) = c(x_m + t) \quad \text{for any } t \in [0, h) \text{ and any } \begin{cases} n, m \in \mathbb{Z}^-, \\ n, m \in \mathbb{Z}^+. \end{cases}
\]

Additionally, \(c\) is symmetric in the sense that

\[
c(x_n + t) = c(x_{n+1} - t) \quad \text{for any } t \in [0, h) \text{ and any } n \in \mathbb{Z}.
\]

An example of the mesh \(\{x_n : n \in \mathbb{Z}\}\) is shown in Figure 10, along with the exemplar medium that we will study here. This medium is a Su-Schrieffer-Heeger interface medium with \(d = 1/2 \pm \epsilon\) on either side of the interface, and is defined precisely as

\[
c_c(x) = \begin{cases} \frac{1}{2} & x \in \left[\frac{2n+1-d-\epsilon-a}{2}, \frac{2n+1-d-\epsilon+a}{2}\right) \cup \left[\frac{2n+1+d-\epsilon-a}{2}, \frac{2n+1+d-\epsilon+a}{2}\right], n \in \mathbb{Z}^- \\ 1 & x \in \left[\frac{2n+1-d-\epsilon-a}{2}, \frac{2n+1-d-\epsilon+a}{2}\right) \cup \left[\frac{2n+1+d-\epsilon-a}{2}, \frac{2n+1+d-\epsilon+a}{2}\right], n \in \mathbb{Z}^+ \\ 1 & \text{otherwise.} \end{cases}
\]

3.2. Defect modes. Defining the associated transfer matrices \(T_A\) and \(T_B\), as in (2.5), we see that solutions to the wave transmission problem (2.4) with this choice of medium \(c_c\) must satisfy

\[
\begin{bmatrix} u(x_{n+1}) \\ u'(x_{n+1}) \end{bmatrix} = \mathbb{1}_{\{n \geq 0\}} T_B \begin{bmatrix} u(x_n) \\ u'(x_n) \end{bmatrix} + \mathbb{1}_{\{n < 0\}} T_A \begin{bmatrix} u(x_n) \\ u'(x_n) \end{bmatrix},
\]

Fig. 10: Perturbing the Su-Schrieffer-Heeger medium on either side of an interface yields a symmetric and piecewise constant periodic medium, as defined in (3.4), which has an semi-infinite defect and supports localised eigenmodes which can be described using this theory.
for \( n \in \mathbb{Z} \). Under our assumption of symmetry \((3.3)\), we also have that
\[
\begin{pmatrix}
    u(x_{n-1}) \\
    u'(x_{n-1})
\end{pmatrix} = \mathbb{1}_{\{n>0\}} ST_B S \begin{pmatrix}
    u(x_n) \\
    u'(x_n)
\end{pmatrix} + \mathbb{1}_{\{n\leq 0\}} ST_A S \begin{pmatrix}
    u(x_n) \\
    u'(x_n)
\end{pmatrix},
\]
for \( n \in \mathbb{Z} \).

We can, first, prove an analogous result to Theorem 2.4, determining the eigenfrequency of localised eigenmodes.

**Theorem 3.1.** The eigenfrequency \( \omega \) of a localised eigenmode of the Helmholtz problem \((2.4)\) posed on a medium with a semi-infinite defect must satisfy
\[
\begin{pmatrix}
    V^A_{21}(\omega) & V^A_{11}(\omega)
\end{pmatrix} \begin{pmatrix}
    V^B_{11}(\omega) \\
    V^B_{21}(\omega)
\end{pmatrix} = 0,
\]
where \( (V^A_{11}(\omega), V^A_{21}(\omega))^T \) is the eigenvector of the transfer matrix \( T_A(\omega) \) associated to the eigenvalue \( |\lambda^A_1| < 1 \) and \( (V^B_{11}(\omega), V^B_{21}(\omega))^T \) is the eigenvector of \( T_B(\omega) \) associated to the eigenvalue \( |\lambda^B_1| < 1 \). Furthermore, the localised eigenmode satisfies \( V^B_{21}(\omega) u(x_0) = V^B_{11}(\omega) u'(x_0) \).

*Proof.* This is similar to the proof of Theorem 2.4: use transfer matrices to propagate the solution and its derivative at \( x = x_0 \) in either direction and force non-decaying terms to vanish.

We can, similarly, replicate Corollary 2.5 in this setting, to yield an upper bound on the decay of the localised eigenmode away from the defect.

**Corollary 3.2.** A localised eigenmode \( u \) of \((2.4)\), posed on a medium with a semi-infinite defect, and its associated eigenfrequency \( \omega \) must satisfy
\[
\begin{align*}
    u(x_n) &= O\left(|\lambda^A_1(\omega)|^{-n}\right) \quad \text{and} \quad u'(x_n) = O\left(|\lambda^A_1(\omega)|^{-n}\right) \quad \text{as} \quad n \to -\infty, \\
    u(x_n) &= O\left(|\lambda^B_1(\omega)|^{-n}\right) \quad \text{and} \quad u'(x_n) = O\left(|\lambda^B_1(\omega)|^{-n}\right) \quad \text{as} \quad n \to \infty,
\end{align*}
\]
where \( \lambda^A_1(\omega) \) is the eigenvalue of \( T_A(\omega) \) satisfying \( |\lambda^A_1(\omega)| < 1 \) and \( \lambda^B_1(\omega) \) is the eigenvalue of \( T_B(\omega) \) satisfying \( |\lambda^B_1(\omega)| < 1 \).

**3.3. Homogenisation of semi-infinite defect modes.** If the perturbation is small, we can use the method from Subsection 2.4 to compute the homogenised envelope of the localised eigenmode. In particular, we introduce the matrix \( P \) which is such that
\[
\epsilon P = T_B - T_A.
\]

We make some useful observations about \( T_A(\omega) \), \( T_B(\omega) \) and \( P(\omega) \), for the specific choice of medium \( c_\epsilon \) from \((3.4)\):

**Lemma 3.3.** For any \( \omega \in \mathbb{R} \), it holds that
\[
(T_A)_{1,1} = (T_A)_{2,2} \quad \text{and} \quad (T_B)_{1,1} = (T_B)_{2,2}.
\]

*Proof.* We have that
\[
T_A = T_\epsilon \left(1, \frac{1-d+\epsilon-a}{2}, \omega\right) T_\epsilon (r, a, \omega) T_\epsilon (1, d-\epsilon-a, \omega) T_\epsilon (1, \frac{1-d+\epsilon-a}{2}, \omega),
\]
where \( T_\epsilon \) was defined in \((2.31)\). Since \((T_\epsilon)_{11} \equiv (T_\epsilon)_{22} \), it follows that the symmetric product of these matrices retains this property.

\[\square\]
Lemma 3.4. For any \( \omega \in \mathbb{R} \), if \( d = \frac{1}{4} \pm \epsilon \) on either side of the interface, then it holds that

\[
P_{1,1} = P_{2,2} = 0.
\]

Proof. We will show that \( (T_A)_{1,1} = (T_B)_{1,1} \). That \( (T_A)_{2,2} = (T_B)_{2,2} \) follows from similar calculations. Expanding the formula (3.8), gives that

\[
(T_A)_{11} = \frac{1}{2\pi^2} \left[ 2r^2 \cos((\frac{1}{2} - \epsilon - a)\omega) \cos((\frac{1}{2} + \epsilon - a)\omega) \cos(2r\omega) \\
- 2r^2 \sin((\frac{1}{2} - \epsilon - a)\omega) \sin((\frac{1}{2} + \epsilon - a)\omega) \cos(r\omega)^2 \\
+ \sin((\frac{1}{2} - \epsilon - a)\omega) \sin((\frac{1}{2} + \epsilon - a)\omega) \sin(r\omega)^2 \\
+ r^4 \sin((\frac{1}{2} - \epsilon - a)\omega) \sin((\frac{1}{2} + \epsilon - a)\omega) \sin(r\omega)^2 \\
- r \cos((\frac{1}{2} + \epsilon - a)\omega) \sin((\frac{1}{2} - \epsilon - a)\omega) \sin(2r\omega) \\
- r \cos((\frac{1}{2} - \epsilon - a)\omega) \sin((\frac{1}{2} + \epsilon - a)\omega) \sin(2r\omega) \\
- r^3 \cos((\frac{1}{2} + \epsilon - a)\omega) \sin((\frac{1}{2} - \epsilon - a)\omega) \sin(2r\omega) \\
- r^3 \cos((\frac{1}{2} - \epsilon - a)\omega) \sin((\frac{1}{2} + \epsilon - a)\omega) \sin(2r\omega) \right].
\]

(3.9)

To find \( (T_B)_{11} \) from (3.9) we must make the substitution \( \epsilon \mapsto -\epsilon \). Under this alteration, the first four terms in (3.9) are unchanged while the 5th and 6th terms swap values, as do the 7th and 8th.

We now proceed as in Subsection 2.4, relabelling \( v = u' \) and then adding and subtracting (3.5) and (3.6). We reach the two discrete equations

\[
\begin{align*}
(u(x_{n+1}) + u(x_{n-1})) & = 2T_A \left( \frac{u(x_n)}{v(x_n)} \right) + \mathbb{1}_{n > 0} 2\epsilon P \left( \frac{u(x_n)}{v(x_n)} \right) + \delta_{n,0} \epsilon P \left( \frac{u(x_n)}{v(x_n)} \right), \\
(u(x_{n+1}) - u(x_{n-1})) & = 2T_A \left( 0 \frac{v(x_n)}{v(x_n)} \right) + \mathbb{1}_{n > 0} 2\epsilon P \left( 0 \frac{v(x_n)}{v(x_n)} \right) + \delta_{n,0} \epsilon P \left( 0 \frac{v(x_n)}{v(x_n)} \right).
\end{align*}
\]

(3.10) and (3.11)

Using the same high-frequency homogenisation ansatz as in (2.19) and (2.21), we find that the leading-order terms are given in terms of the long-scale variable \( \eta = \epsilon n \) as \( u_0(\eta,0) = f(\eta) \) and \( v_0(\eta,0) = g(\eta) \), where \( f \) and \( g \) are solutions of

\[
\begin{align*}
0 = \frac{d^2 f}{d\eta^2} - T_{f} f + \delta(\eta)(P_{0})_{12} g(0) & \quad \text{and} \quad 0 = \frac{d^2 g}{d\eta^2} - T_{g} g + \delta(\eta)(P_{0})_{21} f(0),
\end{align*}
\]

(3.12)

which decay as \( \eta \to \pm \infty \). Here, we have defined \( T_f := \sqrt{-2(T_T)_{11}} \) and have used Lemma 3.3 to deduce that \( T_f = \sqrt{-2(T_T)_{22}} \) also. Lemma 3.4 has been crucial to guarantee that several terms from (3.10) and (3.11) vanish. We can solve the coupled equations (3.12) using Lemma 2.6 to deduce the following result:

Theorem 3.5. Under the homogenisation ansatz (2.21), a localised eigenmode of (2.4) posed on the medium \( c_c \), which has a semi-infinite defect, must satisfy

\[
|u(x_n)| = \exp \left( -\frac{1}{2} \sqrt{(T_B)_{12} - (T_A)_{12}} ((T_B)_{21} - (T_A)_{21}) |n| \right) + O(\epsilon) \quad \text{for } n \in \mathbb{Z},
\]

when normalised such that \( \max_n |u(x_n)| = 1 \).
ASYMPTOTIC CHARACTERISATION OF LOCALISED DEFECT MODES

Proof. Using Lemma 2.6, we can solve (3.12) to find that

\[
(3.13) \quad f(\eta) = \frac{(P_0)_{12}(P_0)_{21}g(0)}{4T_f^2}e^{-T_f|\eta|} \quad \text{and} \quad g(\eta) = \frac{(P_0)_{12}(P_0)_{21}f(0)}{4T_f^2}e^{-T_f|\eta|}.
\]

For consistency, we must have that \( T_f = \frac{1}{2}\sqrt{(P_0)_{12}(P_0)_{21}} \). Swapping coordinates to the discrete short-scale variable and substituting the definition of \( P \) gives the result. \( \square \)

3.4. Example: Su-Schrieffer-Heeger interface modes. The theory developed for semi-infinite perturbations in this section has been specifically developed for the case of the Su-Schrieffer-Heeger interface structure \( c_\epsilon \) defined in (3.4); in particular, Lemma 3.3 and Lemma 3.4 hold specifically for this medium. Theorem 3.1 can be used to find the eigenfrequency of the localised eigenmode that exists within the band gap that is opened for \( \epsilon > 0 \). This is shown in Figure 11a for the case of \( \epsilon = 0.05 \). We can, subsequently, use Corollary 3.2 and Theorem 3.5 to estimate the rate at which the localised eigenmode decays away from the interface. This is shown in Figures 11b and 11c.

4. Application to design problems. The value of the results developed in this work, compared to existing approaches including direct numerical simulation for example, is that they describe the crucial properties of localised eigenmodes very con-
The results of this work can be used to design a simple rainbow filtering device that has multiple defects to separate the corresponding frequencies. Here, the periodic medium has two defects and two corresponding localised eigenmodes with eigenfrequencies $\omega = 0.300$ and $\omega = 0.200$.

cisely. This means they can be used to very efficiently tune and optimise materials for applications. As a demonstrative example, we would like to design a simple rainbow filtering device that localises specific frequencies at different positions, thereby separating a wave into its corresponding frequency components. These devices have been used for many significant applications including energy harvesting [10], machine hearing [2, 14] and metamaterial spectrometry [41].

The periodic medium that was studied in Subsection 2.5 has a band gap for $\omega \in (0.173, 0.316)$ (the spectral band structure is shown in Figure 3a). Suppose that we wish to design a device that separates the frequencies $\omega = 0.2$ and $\omega = 0.3$. We can use Theorem 2.4 to find the perturbed material parameters that give localised eigenmodes with these eigenfrequencies. We find that $R = 11.54$ gives a localised eigenmode with frequency $\omega = 0.2$ and $R = 6.61$ gives $\omega = 0.3$ (the unperturbed periodic structure has $r = 10$). We can then create a simple rainbow filtering device by introducing two defects, with $R = 11.54$ and $R = 6.61$. In Figure 12 we show the two localised eigenmodes for this rainbow filtering device (in this case, there are ten unperturbed unit cells between the two defects). In spite of the fact that the appropriate defects were calculated using theory for just a single defect, the eigenfrequencies are not changed significantly by the interactions between the two defects in this case.

The Su-Schrieffer-Heeger periodic material defined in (2.33) could also be used to design tunable rainbow filtering devices. In this case, the localised eigenmodes would be topologically protected. In particular, we saw in Subsection 2.6 that when a dislocation is introduced to the medium, a localised eigenmode is created and its frequency crosses the band gap as the dislocation length increases. This means that for any frequency within the band gap we can find a localised eigenmode having that eigenfrequency.

5. Conclusions. We have developed an approach that takes advantage of the convenient theory of transfer matrices and extends previous work on high-frequency homogenisation of discrete systems with defects [27, 12] to continuous differential problems. This also extends previous homogenisation results for homogeneous background media [30] and builds on work characterising the existence of topologically protected edge modes [16, 26, 20] by providing a means to quantify their most important properties. Given the huge importance of topologically protected states in wave physics we chose to study localised defect modes in media based on the
Su-Schrieffer-Heeger model, which supports one-dimensional topologically protected eigenmodes. Since high-frequency homogenisation has been used previously to model multi-dimensional periodic media [11, 12], this work offers an analytic approach to studying the rich variety of topological waveguides that have been developed [25, 28, 29]. The concise formulas developed in this work both deepen understanding and facilitate efficient design optimisation, without the need for expensive simulations (as was done for the rainbow filtering device in Section 4).

An interesting direction for future investigation would be to explore the creation of localised eigenmodes due to defects in non-periodic structures. For example, it has been shown that introducing symmetries to quasicrystalline materials can create localised eigenmodes [6, 13, 32]. Some crude estimates for the decay rates of these modes were computed by the present authors in [13]. However, the classical homogenisation theory that has been developed for quasicrystals, e.g. by [9, 19, 42], is yet to be extended away from low frequencies.
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