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Abstract. Motivated by the study of algebraic classes in mixed characteristic, we define a countable subalgebra of $\mathbb{Q}_p$ which we call the algebra of André’s $p$-adic periods. The classical tannakian formalism cannot be used to study these new periods. Instead, inspired by ideas of Drinfel’ on the Plücker embedding and further developed by Haines, we produce an adapted tannakian setting which allows us to bound the transcendence degree of André’s $p$-adic periods and to formulate the $p$-adic analog of the Grothendieck period conjecture. We exhibit several examples where special values of classical $p$-adic functions appear as André’s $p$-adic periods and we relate these new conjectures to some classical problems on algebraic classes.
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1. Introduction

1.1. Motivation. As Tate himself pointed out, the Tate conjecture predicts the existence of algebraic classes but does not predict which cohomological classes should be algebraic [Mil07, Aside 6.5]. More precisely, let $X$ be a smooth projective variety over a field of finite type. Denote by $\text{CH}(X)$ the Chow group of $X$ and by $H_\ell(X)$ the $\ell$-adic cohomology of $X$. Then we have the cycle class map

$$\text{cl}_X : \text{CH}(X) \rightarrow H_\ell(X),$$
and the prediction is that the $\mathbb{Q}_\ell$-vector space $\text{Im}(\text{cl}_X \otimes \mathbb{Q}_\ell)$ should coincide with the Galois invariant part of the $\ell$-adic cohomology $H_*(X)$. However, it does not describe the $\mathbb{Q}$-vector space $\text{Im}(\text{cl}_X \otimes \mathbb{Q}) \subset H_*(X)$ and actually the inclusion

$$\text{Im}(\text{cl}_X \otimes \mathbb{Q}) \subset \text{Im}(\text{cl}_X \otimes \mathbb{Q}_\ell)$$

is very mysterious.

For example, in the proof of the fact that when $A$ is an abelian variety over a finite field, the natural injection $\text{End}(A) \otimes \mathbb{Q}_\ell \hookrightarrow \text{End}_{\text{Gal}}(H^1_*(A))$ is also surjective [Tat66], the crucial elements in $\text{End}(A) \otimes \mathbb{Q}_\ell$ that Tate constructed are actually $\ell$-adic limits of endomorphisms that do not belong to $\text{End}(A) \otimes \mathbb{Q}$. In fact, even though Tate’s theorem says that abelian varieties over finite fields have plenty of endomorphisms, it is in general very hard to construct explicit ones besides the Frobenius.

Another example of the subtle difference between $\text{Im}(\text{cl}_X \otimes \mathbb{Q})$ and $\text{Im}(\text{cl}_X \otimes \mathbb{Q}_\ell)$ appears also in the study of the Kuga–Satake construction for the proof of the Tate conjecture for K3 surfaces over finite fields. There, one would like to construct sufficiently many divisors on the K3 surface $S$ by reducing modulo $p$ the divisors on several liftings $\mathcal{S}$. To do so, the key point is to understand the position, inside the cohomology of $S$, of the Hodge filtration induced by a given lifting with respect to $\text{Im}(\text{cl}_X \otimes \mathbb{Q})$, where $X$ is the Kuga–Satake variety associated with $S$.

As a very concrete instance of this subtlety, notice that one can find in $\ell$-adic (or crystalline) cohomology plenty of Galois-invariant lines without fundamental classes of subvarieties. For example, consider a surface $S$ over a finite field which admits two line bundles $L_1$ and $L_2$ on $S$ such that their classes $\text{cl}_S(L_1)$ and $\text{cl}_S(L_2)$ in $\ell$-adic cohomology are linearly independent and whose intersection product is non zero (for example, $S$ is an abelian surface). Take a non rational scalar $\alpha \in \mathbb{Q}_\ell$. Then the $\mathbb{Q}_\ell$-line generated by $\text{cl}_S(L_1) + \alpha \cdot \text{cl}_S(L_2)$ is Galois-invariant but it cannot contain the class of a line bundle as the intersection product between classes of line bundles is a rational number.

In characteristic zero there is a clear candidate for the $\mathbb{Q}$-vector subspace $\text{Im}(\text{cl}_X \otimes \mathbb{Q})$. Namely, the Artin comparison theorem gives an isomorphism between $\ell$-adic cohomology and singular cohomology, and $\text{Im}(\text{cl}_X \otimes \mathbb{Q})$ is described by the Hodge conjecture. Again in [Mil07, Aside 6.5], Tate suggests that the absence of a conjectural description of $\text{Im}(\text{cl}_X \otimes \mathbb{Q})$ in positive characteristic is one reason for which algebraic classes are less understood there, even in codimension one (in contrast to the characteristic zero situation where we have the Lefschetz $(1,1)$ theorem). This paper is intended as a first step towards such a description. The setup that we study is the case where the variety has a lifting to characteristic zero and the cohomology is the crystalline one (the $\ell$-adic setting is discussed in Section 10 but our investigation is less satisfying).

1.2. From algebraic classes to periods. For simplicity in this introduction, let $X_0$ be a smooth projective variety over $\mathbb{Q}$ and let $p$ be a prime number of good reduction. Fix a model $X$ of $X_0$ over some localization of $\text{Spec}(\mathbb{Z})$ and let $X_p$ be the fiber of $X$ over the prime $p$ which we assume moreover to be smooth. In order to describe the $\mathbb{Q}$-vector subspace $\text{Im}(\text{cl}_{X_p} \otimes \mathbb{Q}) \subset H_\text{crys}(X_p, \mathbb{Q}_p)$, one can use the Berthelot comparison theorem [Ber74, Theorem V.2.3.2] between the de Rham
cohomology of $X_0$ and the crystalline cohomology of $X_p$:

$$H^\ast_{\text{dR}}(X_0/\mathbb{Q}) \otimes \mathbb{Q}_p \simeq H^\ast_{\text{cris}}(X_p, \mathbb{Q}_p)$$

(1.1) and deduce a natural map

$$\text{Im}(\text{cl}_p \otimes \mathbb{Q}) \hookrightarrow H^\ast_{\text{dR}}(X_0/\mathbb{Q}) \otimes \mathbb{Q}_p.$$  

(1.2)

This map relates two different $\mathbb{Q}$-vector spaces: algebraic classes in characteristic $p$ with rational coefficients and de Rham cohomology in characteristic zero. Our original task to describe the position of $\text{Im}(\text{cl}_p \otimes \mathbb{Q})$ inside $H^\ast_{\text{cris}}(X_p, \mathbb{Q}_p)$ is equivalent, in this mixed characteristic setting, to describing the position of $\text{Im}(\text{cl}_p \otimes \mathbb{Q})$ with respect to $H^\ast_{\text{dR}}(X_0/\mathbb{Q})$. For example, one can fix a $\mathbb{Q}$-basis of $H^\ast_{\text{dR}}(X_0/\mathbb{Q})$ and try to write the coordinates of the elements of $\text{Im}(\text{cl}_p \otimes \mathbb{Q})$ with respect to this basis. Note that these coordinates are numbers in $\mathbb{Q}_p$ and if we change the fixed basis of $H^\ast_{\text{dR}}(X_0/\mathbb{Q})$, the $\mathbb{Q}$-span of these coordinates in $\mathbb{Q}_p$ does not change.

Our investigations led us to think that these coordinates behave like periods, both for their transcendental properties and for their relations to special values. Our evidence is the following:

a) Special values of the $p$-adic logarithm, products of special values of the $p$-adic Gamma function and the $p$-adic hypergeometric functions appear as such coordinates (see Examples 5.13, 5.16 and 9.6).

b) The transcendence degree of these coordinates can be bounded in terms of motivic Galois groups (Section 6) and it is possible to state an analog of the Grothendieck period conjecture (Section 8), which for elliptic curves appears to be related to a conjecture of André (Remark 7.3).

These coordinates for all possible $X$ span a countable $\mathbb{Q}$-subalgebra of $\mathbb{Q}_p$ which, in light of the above properties, seems to be a $p$-adic analogue of classical periods. This algebra is unrelated to Fontaine’s ring of $p$-adic periods, which has several spectacular cohomological properties but for which the naive Grothendieck period conjecture [And90] does not hold. More precisely, it is shown in loc. cit. that its veracity depends on the choice of an embedding $\mathbb{Q} \hookrightarrow \mathbb{Q}_p$. However, more recently André has proved (see [And23, Theorem 3.5]) that for a generic such embedding, the surjectivity in the Tate conjecture implies the $p$-adic Grothendieck conjecture (for Fontaine’s periods). As we will explain in §1.5, other attempts to construct such a subalgebra of $\mathbb{Q}_p$ of $p$-adic periods appeared in the literature. Our approach not only includes and generalizes the previous ones but, more importantly, it is the first one providing a sharp bound of the transcendence degree and which allows a formulation of a $p$-adic analog of the Grothendieck period conjecture.

1.3. Classical periods. In the classical setting, periods are complex numbers which can be written as integrals of algebraic differential forms on simplices of algebraic varieties defined over a number field. The cohomological interpretation is the following. Following de Rham and Grothendieck, for a variety $X$ over $\mathbb{Q}$ we have that integration gives a functorial isomorphism

$$H^\ast_{\text{dR}}(X/\mathbb{Q}) \otimes \mathbb{C} \simeq H^\ast_{\text{Betti}}(X, \mathbb{Q}) \otimes \mathbb{C}$$

(1.3) and the coordinates of one $\mathbb{Q}$-structure with respect to the other are precisely the periods $\mathcal{P}_\mathbb{C}(X)$ associated with $X$. 
Many interesting complex numbers appear as periods, such as $2\pi i$, special values of the logarithm, products of special values of the Gamma function, and one would like to be able to control their transcendence degree. To do so, the idea of Grothendieck was to consider all possible functorial isomorphisms

$$H^*_{\text{dR}}(X/\mathbb{Q}) \otimes R \simeq H^*_{\text{Betti}}(X, \mathbb{Q}) \otimes R,$$

for all commutative $\mathbb{Q}$-algebras $R$, which are moreover compatible with the Künneth formula. The general tannakian formalism will ensure that there is a variety $\mathcal{T}_X$ over $\mathbb{Q}$ representing all such comparison isomorphisms. Notice that the isomorphism (1.3) corresponds to a $\mathbb{C}$-point of $\mathcal{T}_X$ with residue field equal to the field generated by $P_C(X)$, hence the transcendence degree of the algebra generated by $P_C(X)$ is at most the dimension of $\mathcal{T}_X$. Grothendieck has conjectured that they should be equal, i.e., that such a bound is optimal. It turns out that this bound, together with all the tannakian interpretation that we sketched above, is at the heart of several recent advances in the arithmetic study of multizeta-values, as for example in [Bro12].

In order to make the transcendence bound useful, one needs to compute the dimension of $\mathcal{T}_X$. To do so, Grothendieck has considered all possible functorial automorphisms

$$H^*_{\text{dR}}(X/\mathbb{Q}) \otimes R \simeq H^*_{\text{dR}}(X/\mathbb{Q}) \otimes R,$$

for all commutative $\mathbb{Q}$-algebras $R$, which are compatible with the Künneth formula. This turns out to be representable by an algebraic group $G(X)$, called the motivic Galois group of $X$, whose natural action on $\mathcal{T}_X$ by right composition makes $\mathcal{T}_X$ a $G(X)$-torsor. In particular, $\mathcal{T}_X$ and $G(X)$ have the same dimension. Moreover, the group $G(X)$ can be explicitly calculated in numerous cases providing thus explicit bounds for the transcendence degree of the algebra generated by the classical periods $P_C(X)$.

1.4. **Main results.** In our setting we would like to study

$$\text{Im}(\text{cl}_X \otimes \mathbb{Q}) \otimes \mathbb{Q}_p \hookrightarrow H^*_{\text{dR}}(X_0/\mathbb{Q}) \otimes \mathbb{Q}_p$$

induced by the Berthelot comparison isomorphism (1.2). Our $p$-adic periods $\mathcal{P}_p(X)$ are defined as the coordinates of the left $\mathbb{Q}$-structure with respect to the right one. In order to study their transcendence properties one would like to imitate Grothendieck’s construction we sketched above, with the isomorphism (1.3) replaced by the injection (1.4). The fact that this injection is not in general an isomorphism does not allow one to use the same tannakian constructions and let us think for a longtime that such a tannakian framework adapted to $p$-adic periods could not exist. This is probably also the reason why all the previous approaches to $p$-adic periods in the literature have considered only settings where (1.4) is an isomorphism (see §1.5).

The tannakian interpretation of the Plücker embedding and a generalization of it due to Drinfel’d (see [Hai] for a detailed account), inspired us to think that such a construction might also apply in our setting, namely considering injections instead of isomorphisms. We believe that this psychological step, as natural as it can appear afterwards, is a real contribution of our work. More precisely, consider all possible functorial injections

$$\text{Im}(\text{cl}_X \otimes \mathbb{Q}) \otimes R \hookrightarrow H^*_{\text{dR}}(X_0/\mathbb{Q}) \otimes R.$$
for all commutative $\mathbb{Q}$-algebras $R$, which are compatible with the tensor structures (see Definition 6.1 for a precise definition) and show that there is a variety $\mathcal{H}_X$ over $\mathbb{Q}$ representing all such injections (Theorem 6.3). As in the classical case, the map (1.4) is a $\mathbb{Q}_p$-point of $\mathcal{H}_X$ and one deduces the following result:

**Theorem 1.1.** The transcendence degree of the algebra generated by $p$-adic periods satisfies the bound

$$\text{trdeg}_\mathbb{Q}(\mathcal{P}_p(X)) \leq \dim \mathcal{H}_X. \quad (1.5)$$

A second difference with the classical case comes from the fact that the algebra generated by the $p$-adic periods of $X$ does not contain, in general, all the $p$-adic periods of all powers of $X$. This comes from the fact that the Künneth formula holds for cohomology groups but does not hold for algebraic classes (as in general powers of $X$ have more algebraic classes than just products of algebraic classes on $X$). For this reason one should also consider the larger algebra $\mathcal{P}_p(\langle X \rangle)$ generated by the $p$-adic periods of all powers $X^n$ and the tannakian constructions we described above actually give the following inequalities

$$\text{trdeg}_\mathbb{Q}(\mathcal{P}_p(X)) \leq \text{trdeg}_\mathbb{Q}(\mathcal{P}_p(\langle X \rangle)) \leq \dim \mathcal{H}_X. \quad (1.6)$$

We also construct a finer tannakian object which gives a sharper bound for the $p$-adic periods of $X$; see Definition 6.11 for details. All these bounds improve the previous ones and give conceptual explanations to several known relations on $p$-adic special values; see Section 1.5.

As for classical periods Section 1.3, one needs to be able to compute the dimension of $\mathcal{H}_X$ in order for the bound to be useful. To do so we consider the motivic Galois group $G(X_0)$ introduced in §1.3. It has again a natural action on $\mathcal{H}_X$ by right composition. Now there is the third difference with respect to the classical case: $\mathcal{H}_X$ is not in the general a $G(X_0)$-torsor but we show that it is always a $G(X_0)$-homogeneous space.

In order to compute $\dim \mathcal{H}_X$, one has to describe a stabilizer. We compute the stabilizer precisely of the $\mathbb{Q}_p$-point induced by (1.4). It turns out that such a $\mathbb{Q}_p$-algebraic subgroup is the motivic Galois group $G(X_p)$ associated with crystalline cohomology\(^1\), namely the $\mathbb{Q}_p$-algebraic group representing all functorial, tensor automorphisms $H^*_\text{crys}(X_p, \mathbb{Q}_p) \otimes R \simeq H^*_\text{crys}(X_p, \mathbb{Q}_p) \otimes R$, for all $\mathbb{Q}_p$-algebras $R$. To sum up we obtain

$$\dim \mathcal{H}_X = \dim G(X_0) - \dim G(X_p). \quad (1.6)$$

The $p$-adic analog of the Grothendieck period conjecture predicts that the inequality $\text{trdeg}(\mathcal{P}_p(\langle X \rangle)) \leq \dim \mathcal{H}_X$ should actually be an equality (Conjecture 8.3). An analogous conjecture is formulated for the subalgebra $\mathcal{P}_p(X) \subset \mathcal{P}_p(\langle X \rangle)$ (see Proposition 6.15 and Conjecture 8.1). To be precise, these conjectures are formulated only under a minor condition, called ramification condition, which is briefly discussed in §1.5 and detailed in Section 7. As already mentioned, our setting is the first where the Grothendieck period conjecture has a $p$-adic analog; see §1.5.

As particular cases, these conjectures predict the precise transcendence degree of some special values (logarithm, hypergeometric, Gamma function, ...) which will hopefully be useful to number theorists. As pointed out in §1.3, tannakian

\(^1\)Note that $G(X_p)$ is indeed a subgroup of $G(X_0) \otimes \mathbb{Q}_p$, through the isomorphism (1.1).
techniques have been at the heart of several recent advances on rationality questions on special values (for example multiple zeta values as in [Bro12]) and we hope that the basis built in this paper might play the same role in the study of $p$-adic special values.

1.5. **Related work.** This paper suggests that there should be a bridge between algebraic classes in characteristic $p$ and a $p$-adic analog of classical periods.

During our work we discovered that a similar bridge was crossed by André in the opposite direction: the motivation and the conclusion are reversed [And95]. His aim was to find a canonical $\mathbb{Q}$-structure of $H^*_{\text{crys}}(X_p, \mathbb{Q}_p)$ and he realized that, when $X_p$ is a supersingular abelian variety, this is possible using algebraic classes. He made a conjecture in this setting which is implied by our analog of the Grothendieck period conjecture (it is a special case of the weak version of our conjecture, as presented in Section 3). He realized afterwards that in order for this conjecture to be reasonable one needs to impose some ramification condition above $p$ [And03, I.5.3]. We propose a generalization of it and show that for a given variety $X_0/\mathbb{Q}$ this condition is satisfied for all but finitely many primes $p$ (Section 7). As it appears clear, André’s work became a great source of inspiration for us and for this reason we would like to call the periods we introduce in this paper André’s $p$-adic periods.

In the setting of mixed Tate motives analogous constructions already exist [Fur07, Bro17]. These works considered the action of the Frobenius on the crystalline realization and defined the $p$-adic periods of the motive as the coefficients of this action with respect to a rational basis induced by (1.1). It turns out that André’s $p$-adic periods for mixed Tate motives come indeed from those coefficients. However, for general motives, the coefficients of the Frobenius matrix are only special examples of André’s $p$-adic periods; see Remarks 5.17 and 9.7. Moreover, even just for the coefficients of the Frobenius matrix our definition of $p$-adic periods seems to be the right one for several reasons; see Remark 9.8 for details. Probably the most important one is the following: the coefficients of the Frobenius matrix satisfy some algebraic relations due to the fact that the characteristic polynomial of the Frobenius has integral coefficients. Those relations have a motivic interpretation in our setting (Proposition 9.9) whereas they do not have one in the setting of [Fur07, Bro17]; see Remark 9.10 for more details. In particular, there is no reasonable $p$-adic Grothendieck period conjecture in their setting.

After a conversation between Joseph Ayoub and the authors, the three of us think that the algebra of motivic $p$-adic periods we construct in this paper should be related to the algebra of abstract $p$-adic periods constructed in [Ayo20]. In that article Ayoub conjectured that his algebra should be the algebra of functions on a homogeneous motivic space but not on a motivic torsor. It is exactly what happens in our constructions. A precise relation between these two algebras will be studied in the future. This would be the $p$-adic analogue of [Ayo15, Fait 1.4], namely a comparison between the algebra of motivic periods coming from the tannakian setting and the algebra of motivic periods constructed in the triangulated setting.

1.6. **Organization of the paper.** The weak version of the classical Grothendieck period conjecture allows one to formulate concrete conditions predicting the existence of algebraic classes. We start the paper with its $p$-adic analog and discuss the relation between this new conjecture and some classical ones (Section 3).
For the strong version of the conjecture we need to introduce the motivic framework (Section 4). In this setting we can construct the algebra of André’s $p$-adic periods associated to a motive (Section 5). In Section 6 we construct the homogeneous space $H_X$ and show that it is representable.

As already mentioned, a ramification condition is needed in order to have a reasonable Grothendieck period conjecture. This is discussed in Section 7. The ramification condition and the construction of the torsor space allow us to define the $p$-adic analog of the Grothendieck period conjecture (Section 8).

The paper is written in the language of pure motives but most of the work applies also to the mixed setting. In Section 9, we briefly outline which changes are needed in this context. Finally, in Section 10 we discuss the $\ell$-adic version of these questions, where (1.1) is replaced by Artin’s comparison theorem between singular and $\ell$-adic cohomology. In this case, despite some positive results, the general picture is less satisfying.
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2. Conventions

Throughout the paper we will work with the following notation and conventions.

(1) **Base fields.** We fix a prime number $p$ and an algebraic closure $\overline{\mathbb{Q}}_p$ of $\mathbb{Q}_p$.

Let $\mathbb{Z}_p \subset \overline{\mathbb{Q}}_p$ be the ring of algebraic $p$-adic integers. Define $\overline{\mathbb{Q}} \subset \overline{\mathbb{Q}}_p$ to be the algebraic closure of $\mathbb{Q}$ in $\overline{\mathbb{Q}}_p$. We write $\mathcal{O}$ for the ring of algebraic integers. The inclusion $\mathcal{O} \subset \mathbb{Z}_p$ induces a maximal ideal $\mathfrak{p}$ of $\mathcal{O}$ above the ideal $(p)$ of $\mathbb{Z}$. We denote by $\mathcal{O}_\mathfrak{p}$ the localization of $\mathcal{O}$ at $\mathfrak{p}$ and by $\overline{\mathbb{F}}_p$ the residue field.

(2) **Crystalline cohomology.** Fix a smooth projective variety $X_p$ defined over $\overline{\mathbb{F}}_p$. The usual crystalline cohomology of $X_p$ has coefficients in (the ring of integers of) $\mathbb{Q}^{ur}_p$ the completion of $\mathbb{Q}^{ur}_p$, the maximal unramified extension of $\mathbb{Q}_p$ in $\mathbb{Q}_p$. We will work instead with crystalline cohomology with $\mathbb{Q}_p$ coefficients, which is defined as follows. First, consider the limit of the crystalline cohomology of all models of $X_p$ defined over finite fields. Such a limit defines a Weil cohomology with coefficients in $\mathbb{Q}^{ur}_p$. Then, one extends the coefficients from $\mathbb{Q}^{ur}_p$ to $\overline{\mathbb{Q}}_p$ and obtains a Weil cohomology with coefficients in $\overline{\mathbb{Q}}_p$. (The construction of such a Weil cohomology is analogous to [D’A23, §2.2, §3] and is implicit in [And03, I.5.3.5].)

Assume moreover that $X_p$ is the reduction modulo $p$ of a smooth projective scheme $X$ over $\mathcal{O}_p$ with generic fiber $X_0$. Then one has a canonical
comparison

\[ H^*_\text{dR}(X_0/\overline{\mathbb{Q}}) \otimes \overline{\mathbb{Q}}_p \simeq H^*_\text{crys}(X_p, \overline{\mathbb{Q}}_p) \]  

which is obtained from [Ber74, Theorem V.2.3.2] through the analogous limit process.

(3) Motives. We will work with homological motives defined over \( \mathcal{O}_p \) and their restriction to \( \mathbb{Q} \) and to \( \mathbb{F}_p \). More precisely, for a base \( S = \mathcal{O}_p, \mathbb{Q}, \text{ or } \mathbb{F}_p \) and a field of coefficients of characteristic zero \( L \), we let \( \text{Mot}(S)_L \) denote the category of homological motives over \( S \) with coefficients in \( L \) with respect to a Weil cohomology with coefficients containing \( L \). For generalities see [And04, IV].

The category \( \text{Mot}(S)_L \) depends a priori on the chosen Weil cohomology. In characteristic zero all classical Weil cohomologies (singular, de Rham, \( \ell \)-adic) give rise to the same category because of the existence of comparison theorems. In positive characteristic we will always work with one given cohomology, which will be crystalline (except in Section 10).

In order to have realization functors with values in usual vector spaces (not super-vector spaces with the Koszul sign commutativity) we will work only with motives verifying the sign Künneth conjecture (see [And04, Section 6] for details). We abuse notation and still denote by \( \text{Mot}(S)_L \) the category of motives with the commutativity constraint modified.

In this paper we will work with \( L = \overline{\mathbb{Q}} \) up to Section 6 and with \( L = \mathbb{Q} \) from Section 7 on. When \( L = \overline{\mathbb{Q}} \) we drop it from the notation and we simply write

\[ \text{Mot}(S) = \text{Mot}(S)_{\overline{\mathbb{Q}}}. \]

(4) Cycle class map. For a motive \( M \), we think of the vector space

\[ \text{Hom}_{\text{Mot}(S)}(1, M) \]

as the space of algebraic classes on \( M \). Indeed, if \( F \) are the coefficients of the cohomology and \( R \) is the associated realization functor any map \( f \in \text{Hom}_{\text{Mot}(S)}(1, M) \) is characterized by the image of \( 1 \in R(1) = F \) in \( R(M) \). When \( M \) is the motive of a variety, this element is an algebraic class in the usual sense. The map

\[ c_M: \text{Hom}_{\text{Mot}(S)}(1, M) \to R(M) \quad f \mapsto R(f)(1) \]

is in this case the usual cycle class map.

(5) Specialization functor. There are two restriction functors

\[ \begin{array}{ccc}
\text{Mot}(\mathcal{O}_p)_L & \xrightarrow{M \to M_p} & \text{Mot}(\mathbb{F}_p)_L \\
M \to M_0 & \xrightarrow{M \to M_0} & \text{Mot}(\overline{\mathbb{Q}})_L
\end{array} \]

which are faithful (again by comparison theorems). The right hand side functor is moreover full (because any algebraic cycle is the restriction of its closure). This allows us to identify \( \text{Mot}(\mathcal{O}_p)_L \) with a full subcategory of \( \text{Mot}(\overline{\mathbb{Q}})_L \) which we denote by

\[ \text{Mot}(\overline{\mathbb{Q}})_L^W \subset \text{Mot}(\overline{\mathbb{Q}})_L \]
and call it the category of motives with good reduction. Again, when $L = \mathcal{O}$ we drop the subscript from the notation.

The left hand functor above induces then a specialization functor

$$\text{sp}: \text{Mot}(\mathcal{O})_L^\text{gr} \rightarrow \text{Mot}(\mathcal{O}_p)_L.$$  

(6) **hom=\text{num}**. Since it is not known that homological motives form an abelian category, we will work only with motives satisfying the standard conjecture $\sim_{\text{hom}} = \sim_{\text{num}}$ both in characteristic 0 and $p$; see Remark 4.6. For instance, motives generated by products of elliptic curves do verify all these conjectures [Lie68, Spi99].

This hypothesis guarantees that the categories of motives that we consider are abelian and hence tannakian. It implies as well the Lefschetz standard conjecture for those motives [Smi97], hence it implies the Künneth standard conjecture.

For a variety $X$ we will write $\mathfrak{h}(X)$ for its motive and

$$\mathfrak{h}(X) = \bigoplus_i \mathfrak{h}^i(X)$$

for its Künneth decomposition. It is intended that the realization of $\mathfrak{h}^i(X)$ is concentrated in cohomological degree $i$.

We refer to [And04, Section 6] for details on these conjectures and their implications.

(7) **Tannakian subcategories.** Given an object $X$ in a tannakian category we denote by $\langle X \rangle$ the full tensor subcategory generated by $X$, closed under direct sums, subquotients and duals. We call it the tannakian category generated by $X$. If $X_1, \ldots, X_n$ are objects in a tannakian category then we put $\langle X_1, \ldots, X_n \rangle := \langle X_1 \oplus \cdots \oplus X_n \rangle$ and call it the tannakian category generated by the objects $X_1, \ldots, X_n$.

(8) **Extending scalars.** The extension of scalars for tannakian categories $C \mapsto C \otimes_K L$ is a little technical and we will not give the definition here since it is not essential to the main body of our work. The interested reader could consult the following references for details [Del89, §4].

For example, if $G$ is an affine algebraic group over $K$ and $L$ is a field extension of $K$, then we have $\text{Rep}(G) \otimes_K L \simeq \text{Rep}(G_L)$ ([Del89, 4.6]). Under the hypothesis we work on, i.e., (6), the categories of motives we consider are of the above type.

The only properties that we will use are the following. If $C$ is a tannakian category over $K$ and $L$ is a field extension of $K$, then the scalar extension $C \otimes_K L$ comes with a functor

$$\iota: C \rightarrow C \otimes_K L$$

verifying

$$\text{Hom}_C(X, Y) \otimes_K L \simeq \text{Hom}_{C \otimes_K L}(\iota(X), \iota(Y)).$$

Moreover, for any $X \in C$, we have an equivalence $\langle X \rangle \otimes_K L \simeq \langle \iota(X) \rangle$.

3. **Some questions on algebraic classes in mixed characteristic**

In this section we would like to raise some new questions on algebraic classes in mixed characteristic and relate them to classical conjectures.
We let $X$ be a smooth projective scheme over an open subset of the ring of integers of some number field. We denote the generic fiber by $X_0$ (it is a smooth projective variety over a number field $K$) and by $X_p$ the fiber above a fixed place $p$ (it is a smooth projective variety over a finite field).

Berthelot [Ber74, Theorem V.2.3.2] has defined a natural isomorphism between the de Rham cohomology of $X_0$ and the crystalline cohomology of $X_p$:

$$H^*_{dR}(X_0/K) \otimes K_p \cong H^*_{crys}(X_p, K_p)$$

(3.1)

where $K_p$ is the $p$-adic completion of $K$. The left hand side has a $K$-structure, namely $H^*_{dR}(X_0/K)$. The right hand side contains a natural $\mathbb{Q}$-vector space $H^*_{alg}(X_p)$ the algebraic classes (with rational coefficients) on $X_p$. These do not, in general, span the whole crystalline cohomology.

**Question 3.1.** (pGPCw) With the above assumptions, let $\gamma \in H^*_{alg}(X_p)$ be an algebraic class in the crystalline cohomology of $X_p$ living in the subspace $H^*_{dR}(X_0/K) \subset H^*_{dR}(X_0/K) \otimes K_p$ under Berthelot’s isomorphism (3.1). Does then $\gamma$ lift to an algebraic class in characteristic zero? Namely, is it true that $\gamma$ is in the image of the specialization map $H^*_{alg}(X_0) \to H^*_{alg}(X_p)$?

**Remark 3.2.** Let us compare now Question 3.1, which will be denoted (pGPCw), with three classical conjectures which we recall here in an informal way (see [And04, VII] for more details). These three conjectures are the Hodge conjecture (HC), the weak form of the Grothendieck period conjecture (GPCw) and the Fontaine–Messing $p$-adic variational Hodge conjecture (pHC).

(HC) A rational class in singular cohomology is algebraic if and only if it is in the right step of the de Rham filtration.

(GPCw) A rational class in de Rham cohomology is algebraic if and only if it is rational for singular cohomology.

(pHC) An algebraic class in crystalline cohomology lifts to characteristic zero if and only if it is in the right step of the de Rham filtration.

The above three conjectures together with Question 3.1 naturally fit into a table

| (pGPCw) | (GPCw) |
|--------|--------|
| (pHC)  | (HC)   |

The right part of the table is the characteristic zero part, the left part is the mixed characteristic one, the bottom part is the filtration part and the top part is the rationality part.

The conjecture (GPCw) is implied by the strong form of the Grothendieck period conjecture (concerning transcendence of periods); see [And04, Proposition 7.5.2.2]. (Notice that loc. cit. applies under our hypothesis; see §2(6).) Its $p$-adic counterpart is discussed in Section 8.

Using the motivic language one can reformulate Question 3.1 as follows:

**Question 3.3.** Does an algebraic correspondence defined over a finite field lift to characteristic zero as soon as its action on de Rham cohomology is rational?

The following is a special case.
Question 3.4. Does an endomorphism of an abelian variety over a finite field lift (up to isogeny) to characteristic zero as soon as its action on de Rham cohomology is rational?

Here is a little evidence.

Proposition 3.5. Let $E$ be a non CM elliptic curve defined over a quadratic number field $K$. Consider a place of good reduction over an inert prime $p$ and suppose that the reduction is a supersingular elliptic curve $E_p$ over $\mathbb{F}_p^2$. Then there is at least one endomorphism of $E_p$ whose action on the de Rham cohomology is not rational.

Proof. Let us argue by contradiction and suppose that the algebra $\text{End} E_p$ acts on $H^1_{\text{dR}}(E/K)$. We will construct a non trivial endomorphism of $E$ and thus contradict the non CM property.

First notice that since $E_p$ is supersingular, the algebra $\text{End} E_p \otimes K$ has dimension four over $K$ and this forces it to be equal to $\text{End}(H^1_{\text{dR}}(E/K)) \simeq M_2(K)$. In this matrix algebra the elements that respect the de Rham filtration form a $K$-subalgebra $A$ of codimension one. Let $\alpha$ be a $K$-linear form on $\text{End} E_p \otimes K$ such that $\ker(\alpha) = A$.

Second, consider the $\mathbb{Q}$-algebra $B := A \cap \text{End} E_p \otimes \mathbb{Q}$ and let us show that it is of dimension at least two. Indeed, as $K$ is quadratic, the restriction of $\alpha$ to $\text{End} E_p \otimes \mathbb{Q}$ is equivalent to the datum of two $\mathbb{Q}$-linear forms on $\text{End} E_p \otimes \mathbb{Q}$. Their common kernel is precisely $B$ and therefore the dimension of $B$ is at least $4 - 2 = 2$.

In conclusion there is an endomorphism $f \in \text{End} E_p \otimes \mathbb{Q}$ which is not a multiple of the identity and whose action respects the de Rham filtration. By [BO83, Theorem 3.15] such an $f$ lifts to characteristic zero. This gives a contradiction as we supposed that $E$ was not CM.

Remark 3.6. Question 3.4 already appeared in some form and is due to André [And95, Remark in §5]. As he observed later [And03, I.4.6.4 and Conjecture I.5.3.10], a ramification condition on $p$ is necessary to avoid some counterexamples (we briefly outline his argument in Example 7.1). In particular, a similar condition is needed for Question 3.1 to be reasonable; we discuss it in Section 7. Let us just mention here that a variety over $\overline{\mathbb{Q}}$ verifies this condition for all but finitely many primes. The corrected version of Question 3.4 is Conjecture 8.6.

4. Tannakian categories of motives

We recall here generalities on the tannakian formalism for categories of motives and their fiber functors. We keep notation from Section 2; in particular we work with homological motives with coefficients in $\overline{\mathbb{Q}}$ (unless otherwise specified) and the fiber functors take values in vector spaces.

We work only with motives satisfying the standard conjecture $\sim_{\text{hom}} = \sim_{\text{num}}$ in order to have tannakian categories (see Section 2(6) and Remark 4.6).
Notation 4.1. Consider the following functors and natural transformations (see also Section 2(4)).

\[
\begin{align*}
R_{dR} & : \mathcal{Mot}(\overline{\mathbb{Q}}) \to \text{Vect}_{\overline{\mathbb{Q}}} & M \mapsto H^*_{dR}(M, \overline{\mathbb{Q}}) \\
R_{\text{crys}} & : \mathcal{Mot}(\overline{\mathbb{F}}_p) \to \text{Vect}_{\overline{\mathbb{Q}}_{\text{p}}} & M \mapsto H^*_{\text{crys}}(M, \overline{\mathbb{Q}}_{\text{p}}) \\
R_B & : \mathcal{Mot}(\mathbb{Q})_{\text{Q}} \to \text{Vect}_{\mathbb{Q}} & M \mapsto H^*_{\text{Betti}}(M, \mathbb{Q}) \\
Z_0 & : \mathcal{Mot}(\overline{\mathbb{Q}}) \to \text{Vect}_{\overline{\mathbb{Q}}} & M \mapsto \text{Hom}_{\mathcal{Mot}(\overline{\mathbb{Q}})}(\mathbb{I}, M) \\
Z_p & : \mathcal{Mot}(\overline{\mathbb{F}}_p) \to \text{Vect}_{\mathbb{Q}} & M \mapsto \text{Hom}_{\mathcal{Mot}(\overline{\mathbb{F}}_p)}(\mathbb{I}, M) \\
c_0 & : Z_0 \to R_{dR} & f \mapsto R_{dR}(f)(1) \\
c_p & : Z_p \to R_{\text{crys}} & f \mapsto R_{\text{crys}}(f)(1)
\end{align*}
\]

(4.1)

where the functor \(R_B\) depends on the choice of an embedding \(\overline{\mathbb{Q}} \hookrightarrow \mathbb{C}\).

Definition 4.2. A lax-monoidal functor between two monoidal categories is the data of a functor \(\mathcal{F} : (\mathcal{C}, \otimes) \to (\mathcal{D}, \otimes)\) together with morphisms

\[
\mu_{X,Y} : \mathcal{F}(X) \otimes \mathcal{F}(Y) \to \mathcal{F}(X \otimes Y), \quad \text{for all objects } X, Y \in \mathcal{C}
\]

satisfying the usual conditions of associativity and unity. If moreover \(\varepsilon\) and \(\mu_{X,Y}\) are isomorphisms for all \(X, Y \in \mathcal{C}\), then we call \(\mathcal{F}\) a strong-monoidal functor (or simply monoidal).

A natural transformation between two lax-monoidal functors is required to be compatible with the extra structure.

Remark 4.3. The functors \(R_B, R_{\text{dR}}, R_{\text{crys}}\) are monoidal, whereas \(Z_0\) and \(Z_p\) are only lax-monoidal because in general, for \(X\) and \(Y\) varieties, the product \(X \times Y\) has more cycles than the product of cycles from \(X\) and \(Y\). Moreover the functors \(R_B, R_{\text{dR}}\) and \(R_{\text{crys}}\) are exact and faithful, hence they define realization functors (or fiber functors) of their respective source categories turning them into tannakian categories. Notice that \(R_{\text{dR}}\) and \(R_B\) make the tannakian category neutral whereas \(R_{\text{crys}}\) does not. On the other hand, \(Z_0\) and \(Z_p\) are not faithful as there are non zero motives without cycles (e.g. \(\mathfrak{h}^1(X)\)).

Recall the notation \(\langle \cdot \rangle\) from Section 2(7). The following is a special case of [Del90, Théorème 1.12].

Theorem 4.4. Let \(M \in \mathcal{Mot}(\overline{\mathbb{Q}})^{\otimes}\) be a motive with good reduction (see Section 2(5)) and consider the specialization functor \(\text{sp} : \mathcal{Mot}(\overline{\mathbb{Q}})^{\otimes} \to \mathcal{Mot}(\overline{\mathbb{F}}_p)\). Then the following holds true.

1. There is a reductive algebraic group \(G_{\text{dR}}(M)\) over \(\overline{\mathbb{Q}}\) and an equivalence of tensor categories induced by \(R_{\text{dR}}\)

\[
\langle M \rangle \simeq \text{Rep}_{\overline{\mathbb{Q}}}(G_{\text{dR}}(M)).
\]

2. The functor \(R_{\text{crys}}\) factorizes (non uniquely) through \(\text{Vect}_{\overline{\mathbb{Q}}}\) and there exists a reductive algebraic group \(G_{\text{crys}}(M) = G_{\text{crys}}(\text{sp}(M))\) over \(\overline{\mathbb{Q}}\) such that \(R_{\text{crys}}\) induces an equivalence of tensor categories:

\[
\langle \text{sp}(M) \rangle \simeq \text{Rep}_{\overline{\mathbb{Q}}}(G_{\text{crys}}(M)).
\]

3. The specialization functor together with a choice of factorization of \(R_{\text{crys}}\) as in (2) induce a morphism of algebraic groups \(G_{\text{crys}}(M) \to G_{\text{dR}}(M)\) exhibiting \(G_{\text{crys}}(M)\) as a closed subgroup of \(G_{\text{dR}}(M)\).
Proof. The functors $R_{dR}$ and $R_{crys}$ restrict to fiber functors on $\langle M \rangle$, respectively on $\langle \text{sp}(M) \rangle$. Then (1) follows from tannakian reconstruction [Del90, Théorème 1.12]. For the second point, we also have that $R_{crys}$ is a realization functor but the rings of coefficients do not match. In this situation, Deligne shows in [Del90, Corollaire 6.20] that the realization functor, in our case $R_{crys}$, can be factorized through a finite extension of the field of coefficients of the source, hence over $\overline{\mathbb{Q}}$. This is highly non canonical since it corresponds to the choice of a closed point in a scheme but it will be of no importance to our purpose.

The reductivity of the groups $G_{dR}(M)$ and $G_{crys}(M)$ comes from the fact that, since we work with motives satisfying the standard conjecture $\sim_{num}=\sim_{hom}$, Janssen’s semisimplicity theorem [Jan92] implies that the tannakian category is semisimple.

To prove (3) we will use the criterion from [DM82, Proposition 2.21]. We need to check that any object of $\langle \text{sp}(M) \rangle$ is a subquotient of an object coming from $\langle M \rangle$. This is clear because the functor $\text{sp}$ sends the generator $M$ of the latter to the generator $\text{sp}(M)$ of the former. □

Remark 4.5. As in the classical situation, we could define $T_M$, the torsor of $dR$-crys «periods» of $M$, as the functor of points associated to tensor isomorphisms:

$$T_M := \text{Isom}^\otimes(R_{crys} \circ \text{sp}|_{\langle M \rangle}, R_{dR}|_{\langle M \rangle} \otimes_{\mathbb{Q}} \overline{\mathbb{Q}}_p).$$

Using Theorem 4.4(2) this variety has a (non canonical) $\overline{\mathbb{Q}}$-structure.

The Berthelot isomorphism (3.1) gives an element $c \in T_M(\overline{\mathbb{Q}}_p)$. However, the position of the point $c \in T_M(\overline{\mathbb{Q}}_p)$ will depend on this non canonical $\overline{\mathbb{Q}}$-structure and therefore it will not have any special properties.

In order to have correct periods, one has to find a second canonical $\overline{\mathbb{Q}}$-structure. We will see in the sequel that algebraic classes furnish it although several subtleties appear related to the fact that $Z_p$ is not, in general, a fiber functor (see Remark 4.3).

Remark 4.6. (Technical remark, not needed in the sequel.) There are traditionally three techniques to define tannakian categories of motives which allow one to work with varieties for which $\sim_{hom}=\sim_{num}$ is not known. All of them are perfectly fine for the study of classical complex periods but none of them is suitable to our context.

The first is the construction of motives avoiding algebraic cycles due to Nori. The problem here, among other things, is that we do not know yet how to express algebraic classes in Nori’s category of motives. This presents an impediment to finding a $\overline{\mathbb{Q}}$-structure to crystalline cohomology.

The second is André’s category of motivated cycles. Here the field of coefficients of the category, which is conjecturally $\mathbb{Q}$, may a priori be too large (for example, it might contain transcendental numbers).

Finally, one could work with numerical motives and use André–Kahn’s section [And04, Section 9]). In this case it is not clear if one can define the specialization map $\text{sp}: \text{Mot}(\overline{\mathbb{Q}})^{gr} \to \text{Mot}(\overline{\mathbb{F}}_p)$. Also, the analogous of Question 3.1 would not be reasonable. For example, let $X$ be a hypothetical variety which verifies $\sim_{hom}=\sim_{num}$ in positive characteristic but not in characteristic zero. We have the following
diagram

\[
\begin{array}{c}
Z_0^\text{hom}(X_0) \xrightarrow{s_0} Z_0^\text{num}(X_0) \\
\downarrow \alpha_0 \\
Z_p^\text{hom}(X_p) \xrightarrow{\alpha_p} Z_p^\text{num}(X_p) \xleftarrow{s_p}
\end{array}
\]

where \( s_0 \) and \( s_p \) are the André–Kahn sections. The inclusion

\[
s_0(Z_0^\text{num}(X_0)) \subset s_p(Z_p^\text{num}(X_p)) \cap H^\text{DR}(X/\overline{\mathbb{Q}})
\]

is strict as the latter contains at least \( Z_0^\text{hom}(X_0) \).

\section{André’s \( p \)-adic periods}

We define in this section a class of \( p \)-adic periods (not related to Fontaine’s ring \( \mathcal{B}_\text{crys} \)) which form a countable subring of \( \overline{\mathbb{Q}}_p \). We state a bound (whose proof is given in Proposition 6.10) on the transcendence degree of the periods of a given motive and spell out some examples.

Throughout the section \( M \in \mathcal{M}(\overline{\mathbb{Q}})^{gr} \) is a motive with good reduction (see Section 2(5)), \( G_\text{crys}(M) \) and \( G_\text{dR}(M) \) are the tannakian groups constructed in Theorem 4.4 and

\[
Z_p(\text{sp}(M)) = \text{Hom}_{\mathcal{M}(\overline{\mathbb{Q}})_p}(\mathbb{I}, \text{sp}(M))
\]

is the \( \overline{\mathbb{Q}} \)-vector space of algebraic classes modulo \( p \) (Notation 4.1).

\begin{definition}
Fix a basis \( \mathcal{B} \) of the \( \overline{\mathbb{Q}} \)-vector space \( Z_p(\text{sp}(M)) \) and a basis \( \mathcal{B}' \) of the \( \overline{\mathbb{Q}} \)-vector space \( R_\text{dR}(M) \).

Identify \( \mathcal{B} \) with a list of linearly independent vectors in \( R_\text{crys}(\text{sp}(M)) \) (via \( \text{cl}_p(\text{sp}(M)) \); see Notation 4.1) and \( \mathcal{B}' \) with a basis of the \( \overline{\mathbb{Q}}_p \)-vector space \( R_\text{crys}(\text{sp}(M)) \) (through Berthelot’s comparison isomorphism (3.1)).

Define \( \text{Mat}(M) = \text{Mat}_{\mathcal{B},\mathcal{B}'}(M) \), the matrix of André’s \( p \)-adic periods of \( M \) (with respect to the bases \( \mathcal{B} \) and \( \mathcal{B}' \)), as the (vertical rectangular) matrix with coefficients in \( \overline{\mathbb{Q}}_p \) containing the coordinates of \( \mathcal{B} \) with respect to \( \mathcal{B}' \) (written in columns).
\end{definition}

\begin{remark}
The elements of \( \mathcal{B} \) are linearly independent in \( R_\text{crys}(\text{sp}(M)) \) because homological and numerical equivalence coincide on \( M \) by hypothesis (see Section 4). In general, they do not span the whole space, this is why the matrix is only rectangular (contrary to the classical case of complex periods where it is a square matrix).

The matrix \( \text{Mat}_{\mathcal{B},\mathcal{B}'}(M) \) depends on the chosen bases \( \mathcal{B} \) and \( \mathcal{B}' \) but its \( \overline{\mathbb{Q}} \)-span inside \( \overline{\mathbb{Q}}_p \) does not.
\end{remark}

\begin{definition}
Fix a motive \( M \in \mathcal{M}(\overline{\mathbb{Q}})^{gr} \), a vector \( v \in Z_p(\text{sp}(M)) \) and a covector \( \xi \in R_\text{dR}(M)^\vee \). To such a triple we associate a number

\[
[M, v, \xi] \in \overline{\mathbb{Q}}_p,
\]

where

\[
\overline{\mathbb{Q}}_p = \text{Hom}_{\mathcal{M}(\overline{\mathbb{Q}})_p}(\mathbb{I}, \text{sp}(M))
\]

is the \( \overline{\mathbb{Q}} \)-vector space of algebraic classes modulo \( p \) (Notation 4.1).
\end{definition}
called the $p$-adic period associated with the triple, defined as $[M, v, \xi] = \xi(v)$, where we see $v$ as a vector in $R_{\text{crys}}(\text{sp}(M))$ via $\text{cl}_p(\text{sp}(M))$ and $\xi$ as a vector in $R_{\text{crys}}(\text{sp}(M))^v$ through Berthelot’s comparison isomorphism.

**Remark 5.4.** All coordinates of the matrix $\text{Mat}_{B'B'}(M)$ are examples of such $[M, v, \xi]$. Conversely, as soon as $v$ and $\xi$ are non-zero, one can find bases $B$ and $B'$ such that $[M, v, \xi]$ appears as an entry in $\text{Mat}_{B'B'}(M)$.

**Definition 5.5.** Consider $\text{Mat}(M)$ as in Definition 5.1 and define $\mathcal{P}_p(M) \subset \overline{\mathbb{Q}}_p$ as the smallest $\mathbb{Q}$-algebra in $\overline{\mathbb{Q}}_p$ containing the coordinates of the matrix $\text{Mat}(M)$.

Equivalently, $\mathcal{P}_p(M)$ is the $\mathbb{Q}$-subalgebra of $\overline{\mathbb{Q}}_p$ generated by the numbers $[M, v, \xi] \in \overline{\mathbb{Q}}_p$ for all possible choices of $v$ and $\xi$.

The algebra $\mathcal{P}_p(M)$ is called the algebra of André’s $p$-adic periods of $M$. Any element in this algebra will be called a $p$-adic period of $M$.

**Remark 5.6.** ($p$-adic periods contain coefficients of Frobenius) Some authors usually call $p$-adic periods the coefficients of the Frobenius matrix [Fur07, Bro17] acting on the de Rham cohomology. Let us explain that André’s $p$-adic periods include these ones.

Consider a variety $X$ over $\mathbb{Q}$ (or a number field) with good reduction $X_p$ at $p$. Through Berthelot’s comparison isomorphism (1.1), one can consider the Frobenius of $X_p$ acting on $H^i_{\text{dR}}(X/\mathbb{Q}) \otimes \mathbb{Q}_p$ and take its matrix with respect to a basis coming from $H^i_{\text{dR}}(X/\mathbb{Q})$ for various $i \geq 1$. The coefficients of this matrix, or the $\mathbb{Q}$-algebra they generate, are called the $p$-adic periods of $X$ in [Fur07, Bro17]. Let us call them Frobenius periods.

In order to see them as special cases of André’s $p$-adic periods, consider for various $i \geq 1$ the internal End motive $M := \text{End}(\mathfrak{h}(X), \mathfrak{h}(X))$. Then the Frobenius of $X_p$ gives a natural element $\gamma_{\text{Frob}} \in Z_p(M)$. Notice that the realization $R_{\text{dR}}(M)$ coincides with $\text{End}(H^i_{\text{dR}}(X/\mathbb{Q}))$ and the coefficients of $\gamma_{\text{Frob}}$ in a basis of $R_{\text{dR}}(M)$ are precisely the Frobenius periods that we introduced above.

In general, as we point out in Remark 5.17, the motive $M_p$ could have many more cycles than the Frobenius endomorphism and all of them give $p$-adic periods as we defined them.

**Remark 5.7.** Contrary to the classical situation of complex periods, it is not true that the $p$-adic periods of $M$ contain the $p$-adic periods of every object $N \in \langle M \rangle$.

For singular and de Rham cohomology, all classes on $N$ are polynomials on classes on $M$ due to the Küneth formula. A slightly different way of saying this is that taking singular cohomology is a fiber functor. This is false for algebraic classes and intimately related to Remark 4.3. Similarly, one can see this as the failure of algebraic classes to provide a fiber functor.

For instance, it could happen that $M$ has no algebraic cycles whereas the motive $M \otimes M^\vee \in \langle M \rangle$ always has at least one algebraic class, namely the identity of $M$. But even if a motive has algebraic classes, it is not true in general that they generate all the algebraic classes of objects in $\langle M \rangle$ (see Example 6.19).

**Definition 5.8.** We define $\mathcal{P}_p(\langle M \rangle) \subset \overline{\mathbb{Q}}_p$ to be the $\mathbb{Q}$-subalgebra generated by the $p$-adic periods of all objects $N \in \langle M \rangle$. It is called the algebra of André’s $p$-adic periods of $\langle M \rangle$ or simply the algebra of $p$-adic periods of $\langle M \rangle$. 
Remark 5.9. Clearly the algebra $\mathcal{P}_p(M)$ is finitely generated by construction. It is shown in Remark 6.9 that the bigger algebra $\mathcal{P}_p(\langle M \rangle)$ is also finitely generated. It follows that the $\mathbb{Q}$-subalgebra of $\mathbb{Q}_p$ generated by all $\mathcal{P}_p(\langle M \rangle)$, with $M$ varying in $\text{Mot}(\mathbb{Q})$, is countable. Hence not all $p$-adic numbers are periods.

Theorem 5.10. We have the inequalities
\begin{equation}
(5.1) \quad \text{trdeg}_{\mathbb{Q}}(\mathcal{P}_p(M)) \leq \text{trdeg}_{\mathbb{Q}}(\mathcal{P}_p(\langle M \rangle)) \leq \dim G_{\text{dR}}(M) - \dim G_{\text{crys}}(M).
\end{equation}

Proof. The first inequality follows from the inclusion $\mathcal{P}_p(M) \subset \mathcal{P}_p(\langle M \rangle)$. For the second use Theorem 6.3 and Proposition 6.10. \qed

Remark 5.11. In the classical case of complex periods $\mathcal{P}_C(M)$ one has the inequality $\text{trdeg}_{\mathbb{Q}}(\mathcal{P}_C(M)) \leq \dim G_{\text{dR}}(M)$. (This inequality is expected to be an equality by the Grothendieck period conjecture.) In Theorem 5.10, the upper bound is instead $\dim G_{\text{dR}}(M) - \dim G_{\text{crys}}(M)$. One may interpret this difference as related to the fact that the $p$-adic period matrix is only rectangular (Remark 5.2).

Remark 5.12. As in the classical case, the dimensions of $G_{\text{dR}}(M)$ and $G_{\text{crys}}(M)$ are sometimes computable because they are (expected to be) related to tannakian groups of purely cohomological nature.

Indeed, if $M$ comes from a motive with coefficients in $\mathbb{Q}$, then the Hodge conjecture predicts the equality $\dim G_{\text{dR}}(M) = \dim \text{MT}(M)$, where $\text{MT}(M)$ is the Mumford–Tate group of $M$. Similarly, the Tate conjecture predicts the equality $\dim G_{\text{crys}}(M) = \dim (\varphi | R_{\text{crys}}(M))$, where $(\varphi | R_{\text{crys}}(M)) \leq \text{GL}(R_{\text{crys}}(M)$ is the Zariski closure of the subgroup generated by the Frobenius morphism $\varphi$ acting on $R_{\text{crys}}(M)$, for a suitable model of $M$ defined over a finite field. (Note that the groups $\text{MT}(M)$ and $(\varphi | R_{\text{crys}}(M)$ are often computable.)

These conjectures are widely open, but known in some already interesting cases, for example products of elliptic curves (see [Imai76] over $\mathbb{C}$ and [Spi99] over finite fields).

Let us give some examples.

In all but one case, $E$ is an elliptic curve over $\mathbb{Q}$ with good reduction $E_p$ at $p$ and $M = \text{End}(\mathfrak{h}^1(E))$. Notice that in this situation a cycle $\gamma \in Z_p(M_p)$ is the same thing as an endomorphism $f$ of $E_p$ and its $p$-adic periods are precisely the coefficients of $f$ with respect to a basis of $H^1_{\text{dR}}(E/\mathbb{Q})$.

Example 5.13. Let $E/\mathbb{Q}$ be a CM elliptic curve and denote by $E_p$ its reduction modulo $p$. We denote by $L$ its CM field. The motive $\mathfrak{h}(E) \in \text{Mot}(\mathbb{Q})$ of $E$ decomposes as $\mathfrak{h}(E) = \mathfrak{h}^0(E) \oplus \mathfrak{h}^1(E) \oplus \mathfrak{h}^2(E)$.

It is known that $G_{\text{dR}}(\mathfrak{h}^1(E))$ is isomorphic to $\mathbb{G}_m^2$. Essentially, this amounts to checking that the commutator of the CM field $L$ inside $\text{Mat}_2(\mathbb{Q})$ is $L \otimes_{\mathbb{Q}} \mathbb{Q} \simeq \mathbb{Q} \times \mathbb{Q}$. Choosing a basis of $H^1_{\text{dR}}(E)$ provides us with an equivalence $(\mathfrak{h}^1(E)) \simeq \text{Rep}(\mathbb{G}_m^2)$ and this can be done in such a way that $\mathfrak{h}^1(E)$ corresponds to the representation $\mathbb{Q}(1,0) \oplus \mathbb{Q}(0,1)$.

Under the chosen equivalence, the motive $M := \text{End}(\mathfrak{h}(E)) = \text{End}(\mathfrak{h}^1(E))$ corresponds to the representation $\mathbb{Q}(1,-1) \oplus \mathbb{Q}(-1,1) \oplus \mathbb{Q}(0,0)^{\oplus 2}$ of $\mathbb{G}_m^2$. In

\footnote{The Tannakian group of the Hodge structure $R_B(M)$.}
The division algebra $D$ where $d$ and there is a similar, but more complicated, formula worked out by Coleman transcendental (see Conjecture 8.1). Gross–Koblitz formula. In the supersingular case we expect this number to be algebraic numbers. This can also be seen in the above explicit description using the hypothesis, the significant entry of the $Q$ by $ε$ $Q$ discriminant such that the elliptic curve $p$ this shows that the trace of $3$ find $M_{dR}^{\epsilon}$. Let us describe such an entry following [And03, I.4.6] which $p$-adic period matrix. Let us describe such an entry following [And03, I.4.6] which $p$-adic Gamma function. As we explained above, only one entry matters in the $−$. Finally, we consider the function $H_{dR}^{1}(E_{p}/Q_p)$ written in a basis of $H_{dR}^{1}(E/Q)$. This is a $2 \times 2$ matrix and we need to find 3 relations between the 4 coefficients. These are given by the determinant and the trace of $d$, which are rational numbers and the relation $fd = −df$. Altogether this shows that $\text{trdeg} (\mathcal{P}(\langle M \rangle)) \leq 4 − 3 = 1$.

The $p$-adic periods of $M$ are generated by the matrix of the action of $d$ on $H_{dR}^{1}(E_{p}/Q_p)$ written in a basis of $H_{dR}^{1}(E/Q)$. This is a $2 \times 2$ matrix and we need to find 3 relations between the 4 coefficients. These are given by the determinant and the trace of $d$, which are rational numbers and the relation $fd = −df$. Altogether this shows that $\text{trdeg} (\mathcal{P}(\langle M \rangle)) \leq 4 − 3 = 1$.

The $p$-adic periods appearing in this example are products of special values of the $p$-adic Gamma function. As we explained above, only one entry matters in the $p$-adic period matrix. Let us describe such an entry following [And03, I.4.6] which is based on [Ogu90, Col90].

We start by introducing some notation. Let $d \in \mathbb{N}$ be the fundamental discriminant such that the elliptic curve $E$ has CM by $Q(\sqrt{-d})$. The embedding $Q(\sqrt{-d}) \subset Q(ζ_d)$ induces a map of Galois groups $(\mathbb{Z}/d)^{\times} \to \mathbb{Z}/2$ which we denote by $ε$. Let $h$ be the class number of $Q(\sqrt{-d})$ and $w$ the number of roots of unity in $Q(\sqrt{-d})$. Finally, we consider the function

$$\left\langle \frac{u}{d} \right\rangle : (\mathbb{Z}/d)^{\times} \to (0, 1] \cap \mathbb{Q}$$

characterized by $d\left\langle \frac{u}{d} \right\rangle = u$.

**Unramified case.** We assume that $p$ does not ramify in $Q(\sqrt{-d})$. Under this hypothesis, the significant entry of the $p$-adic periods matrix is

$$\prod_{u \in (\mathbb{Z}/d)^{\times}} \Gamma_p \left( \left\langle \frac{u}{d} \right\rangle \right)^{-ε(u)w/4h}.$$

As we explained above, in the ordinary case the $p$-adic periods are algebraic numbers. This can also be seen in the above explicit description using the Gross–Koblitz formula. In the supersingular case we expect this number to be transcendental (see Conjecture 8.1).

**Ramified case.** If $p$ ramifies in $Q(\sqrt{-d})$, the curve $E_p$ is still supersingular and there is a similar, but more complicated, formula worked out by Coleman.
[Col90, 6.5]. We give here some simplification of it in a special case following André ([And03, I.4.6.4]).

Let $p = 3$ and $d = 3n$ for $n \in \mathbb{N}$ coprime with $p$. Then the relevant $p$-adic period is of the form

$$
\kappa := \prod_{u \in \langle 2/n \rangle^\times} \Gamma_p \left( \left( \frac{u}{n} \right) \right)^{(2w/2h)}
$$

where $\left( \frac{a}{n} \right)$ is the Jacobi symbol.

If $\left( \frac{p}{n} \right) = 1$ André shows that $\kappa \in \overline{\mathbb{Q}}$ as a consequence of the Gross–Koblitz formula. He furthermore points out that for $n = 8$ one has $\left( \frac{p}{n} \right) = -1$ and $\kappa$ is still algebraic. This time the argument is based on the functional equation of $\Gamma_p$.

**Example 5.14.** Let $E/\overline{\mathbb{Q}}$ be a non CM elliptic curve and consider the endomorphism motive $M := \mathcal{E}_{\text{End}}(h^1(E))$. It is known that the tannakian group $G_{\text{dR}}(h^1(E))$ is $\text{GL}(H^1_{\text{dR}}(M))$ and so isomorphic to $\text{GL}(2)$. We can fix an equivalence of categories $\langle h^1(E) \rangle \simeq \text{Rep}(\text{GL}(2))$ such that the motive $h^1(E)$ corresponds to the natural representation.

The motive $M$ corresponds to the adjoint representation of $\text{GL}(2)$ on the Lie algebra $\mathfrak{gl}(2) = \text{End}(\overline{\mathbb{Q}}^2)$. Since the action of $\text{GL}(2)$ on $\mathfrak{gl}(2)$ factors through a faithful representation of $\text{PGL}(2)$, we deduce that the subcategory generated by $M$ is equivalent to $\text{Rep}(\text{PGL}(2))$. (Here we have used that for an algebraic group, any faithful representation tensor-generates the whole category of representations of this group; see for example [Wat12, §3.5 Theorem].)

As a consequence, we get $G_{\text{dR}}(M) \simeq \text{PGL}(2)$. Now we consider two cases:

- **$E_p$ supersingular.** By definition, we have $\text{sp}(M) \simeq \mathbb{I}^\times 4$ and we therefore get $G_{\text{cryst}}(M) = 1$. On the other hand we have $\mathcal{P}_p(M) = \mathcal{P}_p(\langle M \rangle)$, the reason being that matrix coefficients for a faithful representation of a reductive group generate the matrix coefficients of all representations. In conclusion Theorem 5.10 gives us the bound $\text{trdeg}(\mathcal{P}_p(\langle M \rangle)) \leq 3$.

The same bound can be deduced in an elementary way similarly to the argument from Example 5.13. The division algebra $D := \text{End}(E_p)$ is generated by two elements, say $f$ and $g$, satisfying the relations $fg = -gf$. Each of them has four matrix coefficients. The trace and the determinant give two conditions per endomorphism. Moreover, the above relation $fg = -gf$ gives a fifth, independent condition. In total we therefore have that the transcendence degree is bounded by $4 + 4 - 2 - 2 - 1 = 3$. We conjecture that there are no further algebraic relations (see Conjecture 8.1).

- **$E_p$ not supersingular.** Then the same argument as in Example 5.13 proves that $G_{\text{cryst}}(M) \simeq \mathbb{G}_m$. We can see it as the maximal torus $T$ in $\text{PGL}(2)$. Theorem 5.10 gives the bound $\text{trdeg}(\mathcal{P}_p(\langle M \rangle)) \leq 2$. We conjecture that this should be an equality (see Conjecture 8.1).

Here as well, we have the equality $\mathcal{P}_p(M) = \mathcal{P}_p(\langle M \rangle)$; see Example 6.17 for more details.

**Example 5.15.** Let $X/\overline{\mathbb{F}}_p$ be a smooth projective variety and consider two lifts $\overline{X}/\overline{\mathbb{Q}}$ and $\overline{X}'/\overline{\mathbb{Q}}$. The Berthelot comparison theorem (3.1) gives

$$
H_{\text{dR}}^{*}(\overline{X}/\overline{\mathbb{Q}}) \otimes \overline{\mathbb{Q}}_p \simeq H_{\text{cryst}}^{*}(X, \overline{\mathbb{Q}}_p) \simeq H_{\text{dR}}^{*}(\overline{X}'/\overline{\mathbb{Q}}) \otimes \overline{\mathbb{Q}}_p.
$$
Through this identification one can write the coordinates of vectors in $H^1_{dR}(\tilde{X}/\overline{\mathbb{Q}})$ with respect to a $\overline{\mathbb{Q}}$-basis of $H^1_{dR}(\tilde{X}'/\overline{\mathbb{Q}})$.

These coordinates are special cases of the $p$-adic periods we defined. In order to see this consider the motive $M := \mathcal{H}om(h(\tilde{X}), h(\tilde{X}'))$ and notice that $\text{sp}(M) = \mathcal{H}om(h(X), h(X))$ and hence it contains the identity morphism. In Definition 5.1 one can choose a basis $\mathcal{B}$ of $Z_p(\text{sp}(M))$ containing, among its elements, the identity morphism. The coefficients of this vector in a basis of $R_{dR}(M)$ are the aforementioned coordinates. Below we make this more explicit for elliptic curves.

**Example 5.16.** As a special case of the above example, we will consider the Legendre family of elliptic curves where the $p$-adic periods are computed by Katz in [Kat80, IV].

Fix a prime $p$ and let $E : y^2 = x(x-1)(x-\lambda)$ be the Legendre family over $\mathbb{A}^1$. Consider $C_0$ such that $E := E_{C_0}$ has complex multiplication and its reduction $E_p$ modulo $p$ is ordinary. For $C$ sufficiently close $p$-adically to $C_0$, we denote by $E(C)$ the fiber of $\mathcal{E}$ at $C$. Katz describes the $p$-adic periods appearing in the identification (through Berthelot’s comparison isomorphism)

$$H^1_{dR}(E) \otimes \mathbb{Q}_p \simeq H^1_{dR}(E(C)) \otimes \mathbb{Q}_p$$

by interpreting it as the identification induced by the horizontal solutions of the Gauss–Manin connection.

To do so, consider $\omega = dx/2y \in H^1_{dR}(E(C))$ and $\nabla$ the connection on the de Rham vector bundle. We have $\nabla \omega = (x-\lambda)dx/2y$ and $\omega, \nabla \omega$ form a basis of $H^1_{dR}(E(C))$ for all $\lambda$. For $\lambda = C_0$ we choose a basis of $H^1_{dR}(E)$ formed by eigenvectors for the CM action. This can be chosen to be of the form $u = \omega|_{C_0}$ and $v = (\nabla \omega - e\omega)|_{C_0}$ for some algebraic constant $e$.

Consider the hypergeometric equation

$$D^2f = -\lambda(\lambda - 1)f$$

where $D = \lambda(\lambda - 1)d/d\lambda$. Let $\alpha, \beta$ be the solutions normalized by

$$\alpha(C_0) = 1, \quad D(\alpha)(C_0) = e \quad \beta(C_0) = 0, \quad D(\beta)(C_0) = 1.$$ 

Then the horizontal translate of the basis $(u, v)$ of $H^1_{dR}(E)$ to $H^1_{dR}(E(C))$ is

$$U = D(\beta)\omega - \beta \nabla \omega$$

$$V = -D(\alpha)\omega + \alpha \nabla \omega.$$

which gives us the sought for $p$-adic periods as the coefficients of the matrix

$$\begin{pmatrix} D(\beta)(\lambda) & -D(\alpha)(\lambda) \\ -\beta(\lambda) & \alpha(\lambda) \end{pmatrix}$$

Let us compute the tannakian groups for the motive $M(C) = \mathcal{H}om(E, E(C))$. First, we have $G_{\text{cris}}(M(C)) = \mathbb{G}_m$ as $\text{sp}(M(C))$ is simply $\mathcal{E}nd(E_p)$ whose tannakian group has been computed in Example 5.14.

Second, let us show that $G_{dR}(M(C)) = \text{GL}(2)$. Let $G(C)$ be the tannakian group of the category $(\mathfrak{h}^1(E), \mathfrak{h}^1(E(C)))$. Since the determinants of $\mathfrak{h}^1(E)$ and
$h^1(E(\lambda))$ are isomorphic, we deduce that $G(\lambda)$ fits in the pullback diagram:

$$
\begin{array}{ccc}
G(\lambda) & \longrightarrow & \mathbb{G}_m^2 \\
\downarrow & & \downarrow \det \\
\text{GL}(2) & \longrightarrow & \mathbb{G}_m.
\end{array}
$$

Explicitly, we have

$$
G(\lambda) = \{(a, b, A) \mid ab = \det(A)\} < \mathbb{G}_m^2 \times \text{GL}(2).
$$

The tannakian group $G_{\text{dR}}(M(\lambda))$ is the quotient of $G(\lambda)$ by the diagonal subgroup $\mathbb{G}_m = \{(a, a, aI_2)\} \leq \mathbb{G}_m^2 \times \text{GL}(2)$ and as such it is isomorphic to $\text{GL}(2)$. One can also check that the image of $G_{\text{crys}}(M(\lambda))$ in $G_{\text{dR}}(M(\lambda)) \simeq \text{GL}(2)$ is given by $t \mapsto \text{diag}(1, t)$.

Notice that $Z_p(M(\lambda))$ is generated by $\text{id}$ and $\text{Frob}$ and $\dim H^1_{\text{dR}}(M(\lambda)) = 4$. Hence the $p$-adic period matrix is of size $4 \times 2$. The first column is given by the four entries in the matrix (5.3). As $\text{Frob}$ lifts to an endomorphism of $E$, we have that the coefficients of the second column are a $\mathbb{C}$-linear combination of the above four entries.

In conclusion, Theorem 5.10 gives us the bound $\text{trdeg}(\mathcal{P}_p(M(\lambda))) \leq 3$. It follows that the coefficients of the matrix (5.3) satisfy one algebraic relation. An explicit one can be given using the Wronskian of the solutions of the hypergeometric equation (5.2). This is a reflection of the tannakian constraints defining $G(\lambda)$. We conjecture that there are no further algebraic relations (see Conjecture 8.1).

**Remark 5.17.** (Frobenius matrix vs $p$-adic periods) We showed in Remark 5.6 that André’s $p$-adic periods contain the coefficients of Frobenius. Let us further argue that this inclusion should be strict.

Consider $M = \text{End}(h^1(E))$ where $E$ is a non CM elliptic curve with supersingular reduction $E_p$ as in the above example. Recall that a cycle $\gamma \in Z_p(M_p)$ is the same thing as an endomorphism $f$ of $E_p$ and its $p$-adic periods are precisely the coefficients of $f$ with respect to a basis of $H^1_{\text{dR}}(E/\mathbb{Q})$. Arguing as in Example 5.13, we have that the transcendence degree of its periods is at most 2. In particular, the coefficients of the Frobenius endomorphism have transcendence degree at most 2. On the other hand, Conjecture 8.1 predicts that the inequality $\text{trdeg}(\mathcal{P}_p(M)) \leq 3$ is actually an equality. In particular, there should be more $p$-adic periods than just the coefficients of the Frobenius matrix.

See also Remark 9.8 for a detailed comparison between Frobenius coefficients and André’s $p$-adic periods.

### 6. The homogeneous space of periods

In this section we establish the tannakian framework for studying $p$-adic periods. As a consequence, we will prove Theorem 5.10.

Recall that in the classical situation of comparing de Rham and singular cohomology of a smooth projective variety $X$ defined over a number field, one defines a torsor $\mathcal{P}_X$ called the torsor of periods of $X$. It is a torsor over the de Rham tannakian group as well as over the Betti tannakian group. The comparison isomorphism given by integration defines a $\mathbb{C}$-point of this torsor.
In the mixed characteristic situation, for a smooth projective scheme $X$ over $\mathbb{O}_p$, we cannot define a torsor but we can define a homogeneous space $\mathcal{H}_X$ for the de Rham tannakian group that we will call the homogeneous space of $p$-adic periods of $X$. The Berthelot comparison isomorphism between de Rham and crystalline cohomologies provides a $\mathbb{Q}_p$-point of $\mathcal{H}_X$.

Throughout the section $M \in Mot(\mathbb{Q})^{gr}$ is a motive with good reduction (see Section 2(5)) and $\langle M \rangle$ is the category it generates (see Conventions in Section 2 (7)). We will make use of the reductive tannakian groups $G_{cris}(M)$, $G_{dR}(M)$ constructed in Theorem 4.4 and of the functors $Z_p, cl, R_{cris}$ and $R_{dR}$ from Notation 4.1.

**Definition 6.1.** We define the following set-valued functors on the category of $\mathbb{Q}$-algebras

\[
\mathcal{H}_M := \text{Emb}^{\otimes}(Z_p \circ sp|\langle M \rangle, R_{dR}|\langle M \rangle) \subseteq \mathcal{H}_M' := \text{Nat}^{\otimes}(Z_p \circ sp|\langle M \rangle, R_{dR}|\langle M \rangle)
\]

where Nat$^{\otimes}$ stands for lax-monoidal natural transformations and Emb$^{\otimes}$ stands for those that are injective.

We call $\mathcal{H}_M$ the space of $p$-adic periods of the category $\langle M \rangle$.

**Remark 6.2.**

1. In the above definition we did not use any $\mathbb{Q}$-structure of crystalline cohomology, for example the one coming from Theorem 4.4(2), hence this object is canonically associated to $M$.

2. The spaces $\mathcal{H}_M$ and $\mathcal{H}_M'$ are endowed with a natural action of $G_{dR}(M)$.

**Theorem 6.3.** The inclusion $\mathcal{H}_M \subseteq \mathcal{H}_M'$ is actually an equality

$\mathcal{H}_M = \mathcal{H}_M'$.

Moreover, the space $\mathcal{H}_M$ is representable by an affine variety of finite type over $\mathbb{Q}$ (still denoted $\mathcal{H}_M$) which is a homogeneous space under $G_{dR}(M)$.

Finally, we have

$$\dim \mathcal{H}_M = \dim G_{dR}(M) - \dim G_{cris}(M).$$

A more precise (but non canonical) version of this statement is the following.

**Theorem 6.4.** Fix a (non canonical) factorisation of $R_{cris}$ through $\mathbb{Q}$ as in Theorem 4.4(2) and consider the induced inclusion $G_{cris}(M) \subset G_{dR}(M)$ from Theorem 4.4(3). Then the spaces $\mathcal{H}_M$ and $\mathcal{H}_M'$ are both representable by the affine variety $G_{dR}(M)/G_{cris}(M)$. Moreover the identification

$$\mathcal{H}_M = \mathcal{H}_M' = G_{dR}(M)/G_{cris}(M)$$

is compatible with the action of $G_{dR}(M)$.

**Proof.** In light of Theorem 4.4, the functor $Z_p$ corresponds to taking invariants

$$\text{Rep}_\mathbb{Q}(G_{dR}(M)) \to \text{Vect}_\mathbb{Q} \quad V \mapsto V^{G_{cris}(M)}.$$ 

Moreover, the space $\mathcal{H}_M'$ can now be described as

$$\mathcal{H}_M' = \text{Nat}^{\otimes}((-)^{G_{cris}(M)}, \text{Forg})$$

where Forg: $\text{Rep}_\mathbb{Q}(G_{dR}(M)) \to \text{Vect}_\mathbb{Q}$ is the forgetful functor.
In this context we can use the following theorem of T. Haines. To state it, let us recall that if $G$ is a linear algebraic group and $H$ is a subgroup of $G$, then the affine closure of $G/H$ is defined to be $\overline{G/H} := \text{Spec}(\mathcal{O}(G/H))$. It comes equipped with a natural action of $G$ and a $G$-equivariant map $G \to \overline{G/H}$.

**Theorem 6.5** ([Hai, Proposition 2.3, Claim 2.4, Lemma 5.2], [HJ]). Let $G$ be a linear algebraic group over an algebraically closed field $k$ and let $H \leq G$ be a closed subgroup. The space of lax-monoidal natural transformations $\text{Nat}^\otimes((-)_H, \text{Forg})$ between the two functors $(-)_H, \text{Forg}: \text{Rep}_k(G) \to \text{Vect}_k$ is representable by $G/H = \text{Spec}(\mathcal{O}(G/H))$, the affine closure of $G/H$.

Moreover, the space of embeddings $\text{Emb}^\otimes((-)_H, \text{Forg})$ corresponds to the image of the canonical map $G \to \overline{G/H}$.

This result implies that the space $\mathcal{H}_M$ is representable by the affine closure $G_{\text{dR}}(M)/G_{\text{crys}}(M)$ and that the space $\mathcal{H}_M$ is representable by the image of $G_{\text{dR}}(M)$ in it.

On the other hand, the linear group $G_{\text{crys}}(M)$ is reductive hence the quotient $G_{\text{dR}}(M)/G_{\text{crys}}(M)$ is already affine. In particular it coincides with its affine closure, hence $\mathcal{H}_M = G_{\text{dR}}(M)/G_{\text{crys}}(M)$. Moreover, the image of $G_{\text{dR}}(M)$ in this quotient is the whole space, so that $\mathcal{H}_M = G_{\text{dR}}(M)/G_{\text{crys}}(M)$ as well. □

**Remark 6.6.** In order to prove representability of $\mathcal{H}_M$ we needed to factorize $R_{\text{crys}}$ through $\mathbb{Q}$ (as in Theorem 4.4(2)). It would be nice to bypass it and prove the representability directly.

If one starts with a motive defined over a subfield $K \subset \overline{\mathbb{Q}}$, one might be interested to know whether also the space of periods can be defined over $K$. In the realm of classical periods, this is true and it has important applications (e.g., for multiple zeta values). In the $p$-adic context we show that this is also possible. For completeness, we sketch a proof of this result here but it will not be used in the rest of the paper.

**Corollary 6.7.** Let $M \in \mathcal{Mot}(K)^{gr}_K$ be a motive with good reduction defined over $K \subset \overline{\mathbb{Q}}$ with coefficients in $K$. Define $\mathcal{H}_M$ as in (6.1). Then $\mathcal{H}_M$ is representable by a variety over $K$.

**Proof.** In the proof of Theorem 6.4 we never used the fact that $M$ was a motive defined over $\overline{\mathbb{Q}}$, only that the coefficients were $\mathbb{Q}$. In particular, denoting by $\overline{M}$ the motive $M$ viewed as a motive with coefficients in $\overline{\mathbb{Q}}$, we have a variety

$$\mathcal{H}_{\overline{M}} := \text{Emb}^\otimes(Z_p \circ \text{sp}|_{\mathcal{M}}, R_{\text{dR}}|_{(\mathcal{M})})$$

over $\text{Spec}(\overline{\mathbb{Q}})$. The goal is to show that this variety descends to $K$.

Consider the following functor of points

$$\mathcal{H}_{M,K} := \text{Emb}^\otimes(Z_p \circ \text{sp}|_{(M)}, R_{\text{dR}}|_{(M)})$$

There is a natural transformation

$$\mathcal{H}_{M,K} \times_K \text{Spec}(\overline{\mathbb{Q}}) \to \mathcal{H}_{\overline{M}}.$$ 

^3Beware though that the groups $G_{\text{dR}}$ and $G_{\text{crys}}$ are sensitive to the field of definition and so is the space of periods $\mathcal{H}_M$ (think of a CM elliptic curve defined over $\mathbb{Q}$ where the Galois group is either a non split torus or its normalizer; see [And04, 7.6.4.1]).
It can be checked that this is an isomorphism when evaluated at any \( \mathbb{Q} \)-algebra using the two basic properties of the extension of scalars recalled in Section 2(8).

By Galois descent we can conclude that \( \mathcal{H}_{M,K} \) is also representable by a variety over \( K \). □

**Definition 6.8.** We define the Berthelot point

\[ \epsilon_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p) \]

as the point corresponding to the following natural transformation

\[ \text{cl}_p(\text{sp}(\cdot)): \mathbb{Z}_p(\text{sp}(\cdot)) \otimes \overline{\mathbb{Q}}_p \rightarrow R_{\text{crys}}(\text{sp}(\cdot)) \simeq R_{\text{dR}}(\cdot) \otimes \overline{\mathbb{Q}}_p \]

where the last identification is the Berthelot comparison isomorphism (3.1).

We define the algebra of motivic André’s \( p \)-adic periods of \( \langle M \rangle \) as

\[ \mathcal{P}_{p}^{\text{mot}}(\langle M \rangle) := \mathcal{O}(\mathcal{H}_M). \]

Evaluating functions at the point \( \epsilon_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p) \) gives a map of algebras

\[ \text{eval}_B: \mathcal{P}_{p}^{\text{mot}}(\langle M \rangle) \rightarrow \overline{\mathbb{Q}}_p. \]

**Remark 6.9.** (1) The map \( \text{eval}_B \) is the \( p \)-adic analog of the integration

\[ \int_{\mathbb{C}}: \mathcal{P}_{p}^{\text{mot}}(M) \rightarrow \mathbb{C} \]

from the classical complex case.

(2) By its very construction, the image of \( \text{eval}_B \) is the algebra \( \mathcal{P}_p(\langle M \rangle) \) from Definition 5.8 which shows that \( \mathcal{P}_p(\langle M \rangle) \) is finitely generated.

**Proposition 6.10.** Let \( \mathcal{P}_p(\langle M \rangle) \) be the algebra introduced in Definition 5.8. Then we have the inequality

\[ (6.2) \quad \text{trdeg}_{\mathbb{Q}}(\mathcal{P}_p(\langle M \rangle)) \leq \dim(\mathcal{H}_M). \]

**Proof.** As explained in Remark 6.9, \( \mathcal{O}(\mathcal{H}_M) \) surjects onto \( \mathcal{P}_p(\langle M \rangle) \), which immediately gives the statement.

Alternatively, notice that the fraction field of \( \mathcal{P}_p(\langle M \rangle) \) is the smallest subfield \( L \) of \( \overline{\mathbb{Q}}_p \) for which the map ensuing from Berthelot’s comparison isomorphism,

\[ \epsilon_{\text{Bert}}(N): \mathbb{Z}_p(N) \otimes \overline{\mathbb{Q}}_p \rightarrow R_{\text{dR}}(N) \otimes \overline{\mathbb{Q}}_p, \]

is defined for all \( N \in \langle M \rangle \). In other words, it is the field of definition of the point \( \epsilon_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p) \) and therefore it is also the residue field of the point \( \epsilon_{\text{Bert}} \). We conclude using the fact that the residue field of any point of \( \mathcal{H}_M \) has transcendence degree bounded above by the dimension of its Zariski closure in \( \mathcal{H}_M \). □

The above constructions give a tannakian framework for the study of the algebra \( P_{p}(\langle M \rangle) \). Keeping Remark 5.7 in mind our next task is to establish such a framework for \( \mathcal{P}_p(M) \), the algebra of André’s \( p \)-adic periods of \( M \), introduced in Definition 5.5. To do so we will start by giving a motivic interpretation of the numbers \([M,v,\xi]\), introduced in Definition 5.3, as matrix coefficients.
**Definition 6.11.** Fix a motive $N \in \langle M \rangle$, a vector $v \in \mathbb{Z}_p(\text{sp}(N))$ and a covector $\xi \in R_{\text{dR}}(N)^\vee$. To such a triple we associate a function $[N, v, \xi]_{\text{mot}} \in \mathcal{O}(\mathcal{H}_M)$, called the motivic $p$-adic period associated with the triple, defined on $A$-points, where $A$ is a $\overline{\mathbb{Q}}$-algebra, as

$$
\mathcal{H}_M(A) := \text{Emb}^\otimes(\mathbb{Z}_p \circ \text{sp} \langle (M), R_{\text{dR}}(M) \rangle(A) \rightarrow A \quad c \mapsto \xi(c(v)).
$$

The algebra $\mathcal{P}_p^{\text{mot}}(N)$ of motivic $p$-adic periods of $N$ is defined as the subalgebra

$$
\mathcal{P}_p^{\text{mot}}(N) \subset \mathcal{O}(\mathcal{H}_M)
$$

generated by the functions $[N, v, \xi]_{\text{mot}}$, for all possible choices of $v$ and $\xi$.

**Remark 6.12.** Consider the map of algebras

$$
\text{eval}_B: \mathcal{P}_p^{\text{mot}}(M) \rightarrow \overline{\mathbb{Q}}
$$
given by evaluating functions at the point $c_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p)$. Then one has

$$
\text{eval}_B([N, v, \xi]_{\text{mot}}) = [N, v, \xi]
$$

by its very construction; see Definition 5.3. In particular we have

$$
\text{eval}_B(\mathcal{P}_p^{\text{mot}}(N)) = \mathcal{P}_p(N),
$$

see Definition 5.5.

Notice also that the algebra $\mathcal{P}_p^{\text{mot}}(N)$ is finitely generated. Indeed it is generated by the functions $[N, v, \xi]_{\text{mot}}$ with $v$ and $\xi$ varying respectively in two fixed basis of the vector spaces $\mathbb{Z}_p(\text{sp}(N))$ and $R_{\text{dR}}(N)^\vee$.

**Proposition 6.13.** Let $N$ be a motive in $\langle M \rangle$. Consider the natural map

$$
\mathcal{H}_M \rightarrow \mathcal{H}_N
$$

induced by restricting $\text{Emb}^\otimes(\mathbb{Z}_p \circ \text{sp} \langle (M), R_{\text{dR}}(M) \rangle)$ from the category $\langle M \rangle$ to the category $\langle N \rangle$. Then this map is surjective and in particular the induced map on functions

$$
\mathcal{O}(\mathcal{H}_N) \hookrightarrow \mathcal{O}(\mathcal{H}_M)
$$

is an injection of algebras.

**Proof.** The inclusion $\langle N \rangle \subset \langle M \rangle$ corresponds to a surjective map of de Rham tannakian groups $G_{\text{dR}}(M) \rightarrow G_{\text{dR}}(N)$ and the natural map $\mathcal{H}_M \rightarrow \mathcal{H}_N$ is equivariant with respect to it. By Theorem 6.3 these spaces are homogenous under these actions, hence we have the surjectivity. □

**Remark 6.14.** The function $[N, v, \xi]_{\text{mot}}$ introduced in Definition 6.11 makes sense both in $\mathcal{O}(\mathcal{H}_N)$ and in $\mathcal{O}(\mathcal{H}_M)$. By construction the natural map $\mathcal{O}(\mathcal{H}_N) \hookrightarrow \mathcal{O}(\mathcal{H}_M)$ sends $[N, v, \xi]_{\text{mot}} \in \mathcal{O}(\mathcal{H}_N)$ to $[N, v, \xi]_{\text{mot}} \in \mathcal{O}(\mathcal{H}_M)$. For this reason we did not put any symbol $M$ in the definition of $[N, v, \xi]_{\text{mot}} \in \mathcal{O}(\mathcal{H}_M)$. Notice also that the injectivity of the natural map $\mathcal{O}(\mathcal{H}_N) \hookrightarrow \mathcal{O}(\mathcal{H}_M)$ implies that the relations between the motivic $p$-adic periods do not vary if we enlarge the category.

**Proposition 6.15.** We have an inequality

$$
\text{trdeg}_\mathbb{Q}(\mathcal{P}_p(M)) \leq \text{trdeg}_\mathbb{Q}(\mathcal{P}_p^{\text{mot}}(M)) = \dim \text{Spec}(\mathcal{P}_p^{\text{mot}}(M)).
$$

**Proof.** The argument is analogous to the one in the proof of Proposition 6.10. □

We end the section with some examples continuing those discussed in Section 5.
Example 6.16. (Continuing Example 5.13.) Let \( E/\mathbb{Q} \) be a CM elliptic curve with supersingular reduction \( E_p \) modulo \( p \). Denote by \( L \) its CM field. Consider the motive \( M := \mathcal{E}(E) \).

We have \( G_{\text{dR}}(E) \simeq \mathbb{G}_m^2 \), \( G_{\text{dR}}(M) = \mathbb{G}_m \) and \( G_{\text{crys}}(M) = 1 \). The space of periods is \( \mathcal{H}_M \simeq \mathbb{G}_m \). The matrix coefficients of \( M \) generate \( \mathcal{O}(\mathcal{H}_M) \) because \( M \) corresponds to the natural representation of \( G_{\text{dR}}(M) \simeq \mathbb{G}_m \). As such we get that \( \mathcal{P}_p^{\text{mot}}(M) = \mathcal{O}(\mathcal{H}_M) \simeq \mathbb{Q}[t, t^{-1}] \) and hence that \( \mathcal{P}_p(M) = \mathcal{P}_p(\langle M \rangle) \), i.e., the periods of \( M \) generate the periods of \( \langle M \rangle \).

Example 6.17. (Continuing Example 5.14.) Let \( E/\mathbb{Q} \) be a non CM elliptic curve and consider the endomorphism motive \( M := \mathcal{E}(E) \). We have \( G_{\text{dR}}(M) \simeq \text{PGL}(2) \).

Now consider two cases:

- \( E_p \) supersingular. We have \( G_{\text{crys}}(M) = 1 \) hence \( \mathcal{H}_M \simeq \text{PGL}(2) \). Moreover, we have \( \mathcal{P}_p^{\text{mot}}(M) = \mathcal{O}(\mathcal{H}_M) \) the reason being that matrix coefficients for a faithful representation of a reductive group generate the matrix coefficients of all representations. In particular, we obtain \( \mathcal{P}_p(M) = \mathcal{P}_p(\langle M \rangle) \).
- \( E_p \) not supersingular. Here we have \( G_{\text{crys}}(M) \simeq \mathbb{G}_m \) (we can see it as the maximal torus \( T \) in \( \text{PGL}(2) \)) hence we have \( \mathcal{H}_M \simeq \text{PGL}(2)/\mathbb{G}_m \). Here too, by computing the matrix coefficients map

\[
V^T \otimes V^* \to \mathcal{O}(\text{PGL}(2)/T)
\]

for \( V \) the adjoint representation of \( \text{PGL}(2) \), one can check the equality \( \mathcal{P}_p^{\text{mot}}(M) = \mathcal{O}(\mathcal{H}_M) \). In particular, one has \( \mathcal{P}_p(M) = \mathcal{P}_p(\langle M \rangle) \), i.e., the periods of \( M \) generate the periods of \( \langle M \rangle \).

Remark 6.18. We briefly interrupt the series of examples to highlight a particular point about matrix coefficients which might clarify the difference between the algebras \( \mathcal{P}_p^{\text{mot}}(M) \) and \( \mathcal{P}_p^{\text{mot}}(\langle M \rangle) \).

Let \( G \) be a reductive group over \( k \), an algebraically closed field of characteristic zero. For any representation \( V \) of \( G \) we have the matrix coefficients map

\[
m_V : V \otimes V^\vee \to \mathcal{O}(G)
\]

\[
v \otimes \xi \mapsto (g \mapsto \xi(gv)).
\]

The Peter–Weyl theorem gives an isomorphism of \( G \times G \)-modules

\[
\bigoplus_{V \text{ irr}} V \otimes V^\vee \simeq \mathcal{O}(G)
\]

where \( V \) runs over all irreducible representations of \( G \). Moreover, for any faithful irreducible representation \( V \), the summand \( V \otimes V^\vee \) generates \( \mathcal{O}(G) \) as an algebra (see [Wat12, §3.5 Theorem]).

Now let \( H \leq G \) be a closed subgroup. The map (6.4) restricts to an isomorphism of \( G \)-modules

\[
\bigoplus_{V \text{ irr}} V^H \otimes V^\vee \simeq \mathcal{O}(G/H).
\]

However, now a summand \( V^H \otimes V^\vee \) might not generate the algebra \( \mathcal{O}(G/H) \). An extreme example is for irreducible representations \( V \) of \( G \) such that \( V^H = \{0\} \). This is the case for \( \mathbb{G}_m \leq \text{SL}(2) \) and any even dimensional irreducible representation. A less extreme example is mentioned below for \( \mathbb{G}_m \leq \text{PGL}(2) \) and \( \text{Sym}^4 k^2 \).
not know for which irreducible representations \( V \) the matrix coefficients of \( V^H \otimes V^\vee \) generate the algebra \( \mathcal{O}(G/H) \).

In the motivic setting, the algebra \( P^\text{mot}_p((M)) \) is of the form \( \mathcal{O}(G/H) \) whereas \( P^\text{mot}_p(M) \) corresponds to the subalgebra generated by \( V^H \otimes V^\vee \) where \( V = R_{\text{dR}}(M) \) viewed as a \( G = G_{\text{dR}}(M) \)-module (see Definition 6.11).

This phenomenon does not happen in the classical case of complex periods because \( P^\text{mot}_\mathbb{C}_p((M)) \) is of the form \( \mathcal{O}(G) \).

**Example 6.19.** Let \( E \) be a non CM elliptic curve with ordinary reduction modulo \( p \). Consider the motive \( N := (\text{Sym}^4 h^1(E))(2) \in \langle M \rangle \) where \( M = \text{End}(E) \). We recall that \( G_{\text{dR}}(M) = \text{PGL}(2) \) and \( G_{\text{crys}}(M) = \mathbb{G}_m \). It is also the case that \( \langle N \rangle = \langle M \rangle \) and so \( H_N = H_M \simeq \text{PGL}(2)/T \). By a direct, cumbersome computation of the matrix coefficients map

\[
V^T \otimes V^* \to \mathcal{O}(\text{PGL}(2)/T)
\]

for \( V = \text{Sym}^4(\mathbb{Q}^2) \) we find that \( P^\text{mot}_p(N) \subset \mathcal{O}(H_N) = P^\text{mot}_p((N)) \).

If the analog of the Grothendieck period conjecture holds, namely if the evaluation map \( \text{eval}_E: P^\text{mot}_p((N)) \to P_p((N)) \) is an isomorphism (see Proposition 8.4), then we would have \( P_p(N) \subset P_p((N)) \).

### 7. The ramification condition

We start this section by recalling an example (see Example 7.1), due to André, which in particular shows that the Berthelot point \( c_{\text{Bert}} \in H_M(\overline{\mathbb{Q}}_p) \) from Definition 6.8 is not always a generic point of the space \( H_M \) introduced in Definition 6.1.

Following again André, who studied similar questions for the \( H^1 \) of abelian varieties, one can hope that this kind of examples is sporadic; see Remark 7.3. He formulated a ramification condition for the \( H^1 \) which allows one to avoid this pathological example.

The goal of this section is to find a generalization of this ramification condition which makes sense for any motive (Definition 7.6). We show that such a condition is generically satisfied (Corollary 7.9).

In order to formulate this ramification condition we need to work with coefficients in \( \mathbb{Q} \) (contrary to the previous sections, where the field of coefficients was \( \overline{\mathbb{Q}} \)).

**Example 7.1** ([And03, I.4.6.4]). Let \( E \) be a CM elliptic curve over \( \overline{\mathbb{Q}} \) with \( \text{End}(E) \otimes_{\mathbb{Z}} \mathbb{Q} = \mathbb{Q}[\sqrt{-3}] \). Let \( p \) be a place above 3. Then the reduction modulo \( p \) of \( E \) is supersingular. Consider the motive \( M := \mathcal{E}\text{nd}(h^1(E)) = h^1(E) \otimes h^1(E)^\vee \) and its reduction modulo \( p \). In loc. cit., André shows that all the \( p \)-adic periods of \( M \) are algebraic numbers (see the ramified case of Example 5.13 for more details). On the other hand, the homogeneous space \( H_M \) has dimension one (Example 6.16). This means that the transcendence degree of the algebra generated by the periods is strictly smaller than the dimension of \( H_M \) (equivalently, the Berthelot point does not live on the generic point of \( H_M \)).

In the above example the prime number 3 ramifies in the number field \( \mathbb{Q}[\sqrt{-3}] = \text{End}(E) \otimes_{\mathbb{Z}} \mathbb{Q} \). André conjectures that this ramification condition should be the only situation where all the periods of the motive \( M := \mathcal{E}\text{nd}(h^1(E)) \) are algebraic (see Remark 7.3 for more details).
Remark 7.2. (Relation to Gamma functions.) In the classical complex setting, periods of abelian CM motives are related to products of special values of the Gamma function (the Gross–Deligne conjecture [G78, p.209]). There are explicit relations between such special values [Del79, Appendix] which are conjectured to be the only ones. Such a prediction is coherent with the Grothendieck period conjecture.

In the $p$-adic context the situation is more subtle as Example 7.1 shows. There seems to be a discrepancy between the ramified and the unramified case, namely in the ramified situation the algebricity of the $p$-adic periods is not fully explained by motives. The reason seems to boil down to the fact that the $p$-adic periods have different expressions in terms of special values of the $p$-adic gamma function in the two cases (see Example 5.13 for the two expressions).

Remark 7.3. (André’s Betti lattices and ramification.) In [And95] (and later [And03, I.5.3]), André investigated the possibility of constructing a second $\mathbb{Q}$-structure to crystalline cohomology – especially for the $H^1_{\text{crys}}(A)$, with $A$ an abelian variety – to be compared to the $\mathbb{Q}$-structure given by the de Rham cohomology $H^1_{\text{dR}}(\tilde{A})$ of a given lifting $\tilde{A}$. Such a canonical structure should be called ‘Betti’, and denoted $H^1_B$. It should come with two properties: first the endomorphisms of $A$ should act on $H^1_B$ and second any algebraic classes on any power of $A$ should be rational with respect to this Betti structure. He proposed a construction in two cases:

1. If $A$ is ordinary [And95, §5]. In this case one can take the de Rham cohomology of the Serre–Tate lifting. (This is interesting if one started with a non CM lift $\tilde{A}$ – in particular not the Serre–Tate lifting itself).
2. If $A$ is supersingular. In this case he shows that there exists a unique Betti structure $H^1_B(A)$ with the property that the endomorphisms of $A$ preserve it and that $\wedge^2 H^1_B(A)(1) \subset H^2_{\text{crys}}(A)(1)$ is the space of algebraic classes [And03, Proposition I.5.3.3].

The proposed $\mathbb{Q}$-structure $H^1_B$ is related to the one we are studying in an indirect way; see Example 5.14 for the supersingular reduction case and Example 5.16 for the ordinary reduction case.

In [And95, Remark in §5] André speculates (at least in the case of elliptic curves) that the two $\mathbb{Q}$-structures of $H^1_{\text{crys}}(A)$, Betti and de Rham, should not coincide. In loc. cit. he pointed out that if $A$ is supersingular and $\tilde{A}$ is CM then these two $\mathbb{Q}$-structures are related through values of the $p$-adic Gamma function (by [Ogu90], based on computations of Coleman [Co90]).

On the other hand, as he afterwards noticed, those special values of the Gamma function might turn out to be algebraic by the Gross–Koblitz formula [And03, I.4.6.4]. He conjectured that this phenomenon should be pathological and formulated the following conjecture [And03, Conjecture I.5.3.10] (the section of the conjecture is written for elliptic curves ‘for simplicity’, as the author says in loc. cit.). If $A$ is supersingular and $\tilde{A}$ is not CM (or if the prime number $p$ does not ramify in the CM field) then the two $\mathbb{Q}$-structures of $H^1_{\text{crys}}(A)$, Betti and de Rham, should not coincide.

Definition 7.4. A motive $N \in \mathcal{M}(\mathbb{Q})$ is called CM if $\text{End}(N)$ is a number field of degree equal to the rank of $N$. 
The name CM is justified by the remark below. Those motives are needed in order to generalize André’s ramification condition from abelian varieties to general motives; see the definition which follows.

**Remark 7.5.** (Not needed in the sequel.) The standard conjectures predict that if the motive \( N \) is a CM motive with the above definition, then \( \text{End}(N) \) has a positive involution, hence it should indeed be a CM number field.

**Definition 7.6.** Let \( M \in \mathcal{M}(\mathbb{Q})_\mathbb{Q} \) be a motive, let \( \langle M \rangle \) be the tannakian category it generates and let \( p \) be a prime number. We say that \( p \) ramifies in \( \langle M \rangle \) if there exists a CM motive \( N \in \langle M \rangle \) such that the prime \( p \) ramifies in the number field \( \text{End}(N) \). If \( p \) does not ramify in \( \langle M \rangle \) we say that the motive \( M \) is unramified above \( p \).

**Remark 7.7.** In the Examples 5.14 and 5.16 the prime \( p \) is not ramified in \( \langle M \rangle \). The reason is that the tannakian groups are PGL(2) and GL(2) and so the only CM objects in \( \langle M \rangle \) are the Tate twists (see for example the proof of the next proposition). For Tate twists the ramification condition is empty as \( \text{End}(1(n)) = \mathbb{Q} \).

**Proposition 7.8.** Let \( M \in \mathcal{M}(\mathbb{Q})_\mathbb{Q} \) be a motive. Then there exists a number field \( L_M \) such that for all CM objects \( N \in \langle M \rangle \) we have \( \text{End}(N) \hookrightarrow L_M \).

*Proof.* We consider the Betti realization \( R_B \) (Notation 4.1) restricted to \( \langle M \rangle \) and denote the corresponding tannakian group by \( G_B(M) \). It is an algebraic group over \( \mathbb{Q} \) and the analog of Theorem 4.4 says that \( R_B \) induces an equivalence of tensor categories \( R_B : \langle M \rangle \to \text{Rep}_\mathbb{Q}(G_B(M)) \). Therefore we can place ourselves in the representation category \( \text{Rep}_\mathbb{Q}(G_B(M)) \) and, to ease the notation, we will write \( G \) instead of \( G_B(M) \).

Let \( V \in \text{Rep}_\mathbb{Q}(G) \) be a CM object, i.e., \( K := \text{End}_G(V) \) is a number field of degree equal to \( \dim(V) \). This turns \( V \) into a \( K \)-vector space of dimension 1 and moreover the action of \( G \) on \( V \) commutes with \( K \). Since \( \text{End}_K(V) \) is abelian, we deduce that the action of \( G \) on \( V \) factorizes through its abelianization \( G/[G,G] \). We can therefore assume from now on that \( G \) is an abelian algebraic group.

One can write \( G \) as a direct product \( U \times S \) where \( U \) is unipotent (abelian) and \( S \) is a diagonalizable group, possibly disconnected if \( G \) is. (For pure motives, \( G \) is reductive and hence \( U = \{ 1 \} \). We do not assume it here so it applies also in the context of mixed motives in Section 9.)

Since \( U \) is abelian it is isomorphic to \( \mathbb{G}_m^r \) for some \( r \geq 0 \). Let \( L \) be a finite extension of \( \mathbb{Q} \) such that \( S \) splits over it, i.e., \( S_L \simeq \mathbb{G}_m^s \times \Gamma \) for some \( s \in \mathbb{N} \) and some finite group \( \Gamma \). Extend the group \( G \) to \( L \) and notice that all its irreducible representations on \( L \)-vector spaces are of dimension 1.

Put \( V_L := V \otimes \mathbb{Q} L \) and note that \( V_L \) is semisimple as a representation of \( G_L \) (see [CR81, Theorem 7.5]). All simple representations of \( G_L \) are of dimension one over \( L \), therefore \( V_L \) splits as a direct sum of representations of dimension one. Using the equalities \( \text{End}_{G_L}(V_L) = \text{End}_G(V) \otimes \mathbb{Q} L = K \otimes \mathbb{Q} L \) we deduce that \( \text{End}_{G_L}(V_L) \) is commutative, hence isomorphic to \( L^m \) for some \( m \in \mathbb{N} \). It follows that \( \text{End}_G(V) \) embeds in the field \( L \) and this concludes the proof. \( \square \)

**Corollary 7.9.** For \( M \in \mathcal{M}(\mathbb{Q})_\mathbb{Q} \) there exists a field \( L_M \) such that if \( p \) does not ramify in \( L_M \), then it does not ramify in \( \langle M \rangle \). In particular there are only finitely many prime numbers that ramify in \( \langle M \rangle \).
8. The $p$-adic analog of the Grothendieck period conjecture

We now have all the ingredients to formulate the $p$-adic analog of the Grothendieck period conjecture. In analogy to the classical case we will give the strong and the weak formulation. On the other hand, contrary to the classical case, the strong version has itself two non equivalent versions, each of those regarding a different algebra of André’s $p$-adic periods (this difference with the classical case is discussed in Remark 5.7).

Throughout the section, we work with a motive with good reduction with rational coefficients $M \in \Mot(\mathbb{Q})_{gr}$ (see Section 2). Rational coefficients are crucial here because we want to ask $M$ to be unramified above $p$ (Definition 7.6).

By extending the scalars from $\mathbb{Q}$ to $\overline{\mathbb{Q}}$ (in the sense of Section 2(8)) we deduce a motive, still denoted by $M$, in the category $\Mot(\overline{\mathbb{Q}})_{gr} = \Mot(\overline{\mathbb{Q}})_{gr}$. To such a motive we can attach two algebras of André’s $p$-adic periods $\mathcal{P}_p(M) \subset \mathcal{P}_p(\langle M \rangle)$ (see Definition 5.1 and Definition 5.8), the space of motivic $p$-adic periods $\mathcal{H}_M$ (Definition 6.1) and the algebras of motivic $p$-adic periods $\mathcal{P}_p^{\text{mot}}(M) \subset \mathcal{O}(\mathcal{H}_M)$ of $M$ (Definition 6.11).

**Conjecture 8.1.** Suppose that $M \in \Mot(\overline{\mathbb{Q}})_{\mathbb{Q}}$ is unramified above $p$. Then we conjecture that $\text{Spec}(\mathcal{P}_p^{\text{mot}}(M))$ is an irreducible variety and that the inequality

$$\text{trdeg}_{\mathcal{O}}(\mathcal{P}_p(M)) \leq \dim \text{Spec}(\mathcal{P}_p^{\text{mot}}(M))$$

from Proposition 6.15 is in fact an equality.

**Remark 8.2.** We do not know if the ramification condition is optimal but it makes sense to impose it in order to avoid the situation from Example 7.1.

**Conjecture 8.3.** Suppose that $M \in \Mot(\overline{\mathbb{Q}})_{\mathbb{Q}}$ is unramified above $p$. Then we conjecture that $\mathcal{H}_M$ is an irreducible variety and that the inequality

$$\text{trdeg}_{\mathcal{O}}(\mathcal{P}_p(\langle M \rangle)) \leq \dim(\mathcal{H}_M)$$

from Proposition 6.10 is in fact an equality.

Let us give some equivalent formulations of Conjecture 8.1 and Conjecture 8.3 and study their relation.

Recall from Definition 6.8 that we have the Berthelot point $c_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p)$ and the evaluation map $\text{eval}_B : \mathcal{O}(\mathcal{H}_M) \to \overline{\mathbb{Q}}_p$ which, by Remark 6.12, verifies

$$\text{eval}_B(\mathcal{P}_p^{\text{mot}}(M)) = \mathcal{P}_p(M).$$

**Proposition 8.4.** Let $M \in \Mot(\overline{\mathbb{Q}})_{\mathbb{Q}}$.

1. The following are equivalent:
   (a) Conjecture 8.3 holds for $M$,
   (b) $\text{eval}_B : \mathcal{O}(\mathcal{H}_M) \to \overline{\mathbb{Q}}_p$ is injective,
   (c) $\mathcal{H}_M$ is irreducible and the point $c_{\text{Bert}} \in \mathcal{H}_M(\overline{\mathbb{Q}}_p)$ lives above the generic point.
2. The following are equivalent:
   (a) Conjecture 8.1 holds for $M$,
   (b) $\text{eval}_B : \mathcal{P}_p^{\text{mot}}(M) \to \overline{\mathbb{Q}}_p$ is injective.
Proof. We only prove the equivalence between (a) and (b) in the first part. The proof of the second is analogous. The equivalence between (a) and (c) in the first part is standard.

Put $I := \ker(\text{eval}_B: \mathcal{O}(\mathcal{H}_M) \to \overline{\mathbb{Q}}_p)$ and consider the isomorphism of algebras

$$\mathcal{O}(\mathcal{H}_M)/I \simeq \mathcal{P}_p(\langle M \rangle).$$

As $\mathcal{P}_p(\langle M \rangle)$ is an integral $\overline{\mathbb{Q}}$-algebra, $I$ must be a prime ideal.

If $I = (0)$, then $\mathcal{O}(\mathcal{H}_M)$ is integral. Since $\dim(\text{Spec}(A)) = \text{trdeg}_{\overline{\mathbb{Q}}}(A)$ for any integral $\overline{\mathbb{Q}}$-algebra, we deduce the equality $\text{trdeg}_{\overline{\mathbb{Q}}}(\mathcal{P}_p(\langle M \rangle)) = \dim \mathcal{H}_M$.

Conversely, since $I$ is a prime ideal, the assumption (a) implies that $I$ must be of height 0 in an integral algebra, so equal to (0).

\[\square\]

Corollary 8.5. Conjecture 8.3 holds for $M$ if and only if Conjecture 8.1 holds for all $N \in \langle M \rangle$.

Proof. We use the description (1b) of the conjectures coming from Proposition 8.4. It is clear that the injectivity of

$$\text{eval}_B: \mathcal{O}(\mathcal{H}_M) \to \overline{\mathbb{Q}}_p$$

implies the same for its restriction to $\mathcal{P}_p^{\text{mot}}(M)$.

Conversely, recall that $\mathcal{H}_M \simeq G/H$ where $G = G_{\text{dR}}(M)$ and $H = G_{\text{crys}}(M)$ and that $G$ is a reductive group. The algebra $\mathcal{O}(G)$ of regular functions on $G$, viewed as a $G \times G$-representation, decomposes as

$$\mathcal{O}(G) = \bigoplus_{V \text{ irr}} V \boxtimes V^\vee$$

which implies the decomposition of $\mathcal{O}(\mathcal{H}_M)$ as a $G$-representation:

$$\mathcal{O}(\mathcal{H}_M) \simeq \bigoplus_{V \text{ irr}} V^H \boxtimes V^\vee.$$ 

The map $V^H \boxtimes V^\vee \to \mathcal{H}(\mathcal{H}_M)$ is precisely the matrix coefficients map that we considered in Definition 6.11.

In our setting this implies that $\mathcal{O}(\mathcal{H}_M)$ is generated by $\mathcal{P}_p^{\text{mot}}(N)$ for $N \in \langle M \rangle$ (actually finitely many $N$ suffice since $\mathcal{O}(\mathcal{H}_M)$ is a finitely generated algebra). We can deduce that the injectivity of $\text{eval}_B$ when restricted to $\mathcal{P}_p^{\text{mot}}(N)$ for sufficiently many $N \in \langle M \rangle$ implies the injectivity of $\text{eval}_B$ on $\mathcal{O}(\mathcal{H}_M)$.

\[\square\]

We now turn to the weak version of the $p$-adic Grothendieck period conjecture. Recall the inclusion $Z_p(\text{sp}(M)) \subset R_{\text{crys}}(\text{sp}(M))$ induced by $\text{cl}_p(\text{sp}(M))$ (Notation 4.1) and the inclusion $R_{\text{dR}}(M) \subset R_{\text{crys}}(\text{sp}(M))$ induced by the Berthelot comparison isomorphism (3.1).

Conjecture 8.6. Suppose that $M \in \text{Mot}(\overline{\mathbb{Q}})^{\text{gr}}_Q$ is unramified above $p$. Then we conjecture that the inclusion of $\overline{\mathbb{Q}}$-vector spaces

$$Z_0(M)_{\overline{\mathbb{Q}}} \subset R_{\text{dR}}(M) \cap Z_p(\text{sp}(M))_{\overline{\mathbb{Q}}}$$

is in fact an equality.

In Question 3.1 we were interested in the above equality with coefficients in $\mathbb{Q}$. Here we give a simple argument which allows one to go from $\overline{\mathbb{Q}}$ to $\mathbb{Q}$. 


**Proposition 8.7.** Fix a motive $M \in \Mot(\overline{\mathbb{Q}})^{gr}_Q$ that is unramified over $p$ and that satisfies Conjecture 8.6.

Then the inclusion of $\mathbb{Q}$-vector spaces

$$Z_0(M)_Q \subset R_{dR}(M) \cap Z_p(\text{sp}(M))_Q$$

is an equality.

**Proof.** Consider the commutative diagram

$$
\begin{array}{ccc}
Z_0(M)_Q \otimes \overline{\mathbb{Q}} & \subset & (R_{dR}(M) \cap Z_p(\text{sp}(M))_Q) \otimes \overline{\mathbb{Q}} \\
\downarrow & & \downarrow \\
Z_0(M)_{\overline{\mathbb{Q}}} & = & R_{dR}(M) \cap Z_p(\text{sp}(M))_{\overline{\mathbb{Q}}}
\end{array}
$$

The first vertical arrow is an isomorphism because extending coefficients commutes with numerical equivalence [And04, Proposition 3.2.7.1] or alternatively it commutes with homological equivalence for classical cohomologies in characteristic zero (one reduces to singular cohomology through comparison theorems).

The second vertical arrow is injective because it is even injective when one extends to $\overline{\mathbb{Q}}_p$-coefficients. This comes from the Berthelot comparison isomorphism (3.1) and again the fact that extending coefficients commutes with numerical equivalence.

Hence, by passing through the first vertical arrow we deduce that the diagonal composition is an isomorphism, whereas by passing through the second vertical map we have that the diagonal is a composition of injective maps. We deduce that all arrows are isomorphisms and therefore the inclusion is an equality. □

**Remark 8.8.** Conjecture 8.6 with Proposition 8.7 corrects Question 3.1. Notice that when we discussed Question 3.1 the ramification condition was not yet introduced. The relation of this conjecture with other classical conjectures is sketched in Remark 3.2.

**Proposition 8.9.** The validity of Conjecture 8.3 for $M$ implies the validity of Conjecture 8.6 for all $N \in \langle M \rangle$.

**Proof.** Let us make a tannakian translation of the problem, as in the proof of Theorem 6.4.

Let $G$ be an algebraic group over an algebraically closed field $k$ and let $H \leq G$ be a closed reductive subgroup of $G$. We consider the diagram of categories

$$
\begin{array}{ccc}
\text{Rep}_k(G) & \overset{\text{Forg}}{\longrightarrow} & \text{Vect} \\
\downarrow \text{sp} & & \downarrow \langle-\rangle^H \\
\text{Rep}_k(H) & &
\end{array}
$$

where sp is the restriction functor. Consider the functor

$$\mathcal{H} := \text{Nat}^\otimes(\langle-\rangle^H \circ \text{sp}, \text{Forg})$$

and a point $\alpha \in \mathcal{H}(K)$, where $K$ is an algebraically closed field extension of $k$. (Recall that $\mathcal{H}$ is representable by the variety $G/H = \overline{G/H}$; see Theorems 6.4 and 6.5.)
In the case we are interested in we want to apply this abstract setting to 
\[ G = G_{\text{dR}}(M), \quad H = G_{\text{crys}}(M), \quad k = \overline{\mathbb{Q}}, \quad K = \overline{\mathbb{Q}}_p, \quad \text{and} \quad \alpha = \epsilon_{\text{Bert}} \text{ the Berthelot point.} \]

With this tannakian translation, the contents of Conjecture 8.3 and Conjecture 8.6 become, respectively:

1. \( \alpha \) is generic in \( \mathcal{H} \)
2. for all representations \( V \in \text{Rep}_k(G) \) we have that the natural inclusion
   \[ V^G \subset \alpha(V^H) \cap V \]
   is an equality (the intersection is considered inside \( V \otimes_k K \)).

We now prove that (1) implies (2). For that, suppose that there exists a representation \( V \in \text{Rep}(G) \) for which (2) fails, i.e., that there exists \( v \in V^H \) such that \( \alpha v \notin V \setminus V^G \).

Since \( \alpha \in \mathcal{H}(k) = (G/H)(k) \) we can lift it (non canonically) to an element \( \alpha \in G(k) \). Notice now that there exists a \( g_0 \in G(k) \) such that \( g_0 v \neq \alpha v \) otherwise we would have \( v = \alpha v \in V^G \). Pick moreover a linear function \( \lambda \in V^\vee \) such that 
\[ \lambda(g_0 v - \alpha v) \neq 0 \]
We define the function 
\[ f : G \to k \quad f(g) := \lambda(g_0 v - \alpha v). \]

By construction, \( f \) is regular and also right \( H \)-invariant because \( v \in V^H \). Moreover it is not zero as the value \( f(g_0) \) is not zero. Hence \( f \) descends to a non zero regular function \( f \in \mathcal{O}(G/H) = \mathcal{O}(\mathcal{H}) \). On the other hand, again by construction, we have \( f(\alpha) = 0 \) which implies that \( \alpha \) is not generic in \( \mathcal{H} \). \( \square \)

**Remark 8.10.** As for classical periods, there is no converse of the above proposition. Namely, in the abstract tannakian setting of the proof, (2) does not imply (1) in general.

For an example, consider the trivial subgroup \( H = 1 \subset \text{GL}(2)(k) \). Notice that \( \mathcal{H} = G \). Consider \( a, b \in K \) algebraically independent over \( k \) and consider the matrix
\[ \alpha := \begin{pmatrix} a & 1 \\ 1 & b \end{pmatrix} \in G(K). \]

We claim that for all representations \( V \in \text{Rep}_k(G) \) we have
\[ \alpha(V) \cap V = \{0\} \text{ inside } V \otimes_k K. \]

Notice first that it is enough to check it on irreducible representations. For \( \text{GL}(2) \) they are all of the form \( \text{det}^s \otimes \text{Sym}^r k^2 \). A non enlightening computation shows that for such representations the claim is true. Thus (2) holds in this example.

However, \( \alpha \) is not generic in \( G \) as its Zariski closure has dimension two, hence (1) does not hold.

**Remark 8.11.** Proposition 8.9 has an analog for classical periods; see for example [And04, Proposition 7.5.2.2]. (Notice that loc. cit. applies under our hypothesis; see Section 2(6).) The standard way of showing it is to consider the de Rham–Betti realization, which lands in the category of triples \( (V, W, c) \) where \( V \) and \( W \) are \( \mathbb{Q} \)-vector spaces and \( c \) is a comparison isomorphism \( V \otimes C \simeq W \otimes C \). A key point is that this category is tannakian.

In the \( p \)-adic setting one would like to consider the category of triples \( (V, W, i) \) where \( V \) and \( W \) are \( \overline{\mathbb{Q}} \)-vector spaces and \( i \) is an injection \( V \otimes \overline{\mathbb{Q}}_p \hookrightarrow W \otimes \overline{\mathbb{Q}}_p \). However,
this new category fails to be tannakian (it is not even abelian because cokernels do not exist), hence the classical approach does not apply to Proposition 8.9.

9. Mixed case

In this section we sketch how to adapt the constructions of the paper in the setting of mixed motives as developed by Voevodsky et al. \([Voe00, Ayo07, CD19]\).

There are two subtleties of different level. The first is that for a non proper scheme over \(O_p\) the Berthelot comparison theorem (3.1) does not hold in general (e.g., the special fiber by \(X_p\) can be empty). This problem is solved considering the subcategory of motives verifying this property, which contains for instance the extensions of motives of smooth proper varieties.

The second issue is more serious; we need to work with a subcategory of Voevodsky’s motives \(DM(O_p)\) which is tannakian and for which the realization functors are fiber functors. But in the mixed context, the only case where this is known is for mixed Tate motives over the ring of integers of a number field.

On the other hand, the case of mixed motives seems to be a setting where plenty of interesting periods should appear. This comes from the fact that over \(\mathbb{Q}\) there are lots of non trivial extensions of motives, whereas over \(\mathbb{F}_p\) all extensions conjecturally split, giving rise to non liftable maps and, in particular, to non liftable algebraic classes (see Remark 9.7).

**Remark 9.1.** There exists a triangulated tensor subcategory \(DM^B(O_p)\) of \(DM(O_p)\) containing the motives of smooth proper schemes and for which the Berthelot comparison theorem (3.1) holds. Indeed by \([Vez22, Remark 4.5]\) there is a natural monoidal transformation (denoted by \(\alpha\) in loc. cit.) between the crystalline and de Rham realization functors. In particular the subcategory of \(DM(O_p)\) on which the transformation is invertible is indeed a tensor triangulated subcategory. The fact that it contains motives of smooth proper schemes is again in \([Vez22, Remark 4.5]\).

**Notation 9.2.** Consider from now on \(D \subset DM^B(O_p)\) a sub-triangulated category endowed with a \(t\)-structure for which the realization functors are \(t\)-exact. Write \(A \subset D\) for the heart and suppose that the realization functors are fiber functors making \(A\) a tannakian category. Suppose moreover that the restriction of \(A\) to the special fiber forms a semisimple abelian category.

**Remark 9.3.** An example of \(A\) as in Notation 9.2 is the category of mixed Tate motives \([Lev93]\). It is conjectured that the whole \(DM\) should be the derived category of an abelian category and that the realization functors should be exact \([And04, 21.1]\). It is also conjectured that such an abelian category should be semisimple over finite fields.

**Theorem 9.4.** Let \(A\) be a category of mixed motives as in Notation 9.2 and let \(M\) be a motive in \(A\). Then all the constructions we made in the previous sections can be adapted to this context, in particular:

1. The functors and natural transformations \(R_{dR}, R_{crys}, Z_0, Z_p, c_0, cl_p\) (see Notation 4.1).
2. The algebras of André’s \(p\)-adic periods \(\mathcal{P}_p(M) \subset \mathcal{P}_p(\langle M \rangle)\) (see Definition 5.5 and Definition 5.8).
3. The tannakian groups \(G_{crys}(M)\) and \(G_{dR}(M)\) (constructed in Theorem 4.4).
(4) The homogenous space $\mathcal{H}_M$ (see Definition 6.1).

Moreover, the homogenous space $\mathcal{H}_M$ is representable and the following inequality holds

$$\text{trdeg}_Q(\mathcal{P}_p((M))) \leq \dim(\mathcal{H}_M).$$

(see Theorem 5.10).

Finally the ramification condition makes sense in this setting (Definition 7.6) and the $p$-adic analogues of (the different versions of) the Grothendieck period conjecture can be formulated (Section 8).

Remark 9.5. The definitions and the proofs in Theorem 9.4 are identical to the pure case. Let us just mention that in the proof of Theorem 6.4 we used that $G_{\text{crys}}(M)$ is reductive. Notice that it is again the case here (even though $G_{\text{dr}}(M)$ will not be reductive in general) because the category of mixed motives over $\mathbb{F}_p$ is semisimple (under our assumptions from Notation 9.2).

Example 9.6. (Based on [Del89, §2.9-2.10] and [Yam10, Examples 2 and 3]) Let $a$ be a rational number and $K_a$ be the Kummer motive $K_a = H^1(G_m, \{1, a\})$. When $a \neq 0, 1, -1$, it fits in an exact sequence

$$0 \to 1 \to K_a \to 1(-1) \to 0,$$

which is not split as these extensions are classified by $a \in Q^\times \otimes_\mathbb{Z} Q$.

This motive has an algebraic class whereas its dual $K_a^\vee$ does not have algebraic classes (otherwise the exact sequence would split). For this reason one expects the $p$-adic periods of $K_a^\vee$ to be interesting numbers. In what follows we compute them and we make a comparison with the classical ones.

The matrix of complex periods is

$$\mathcal{P}_C(K_a^\vee) := \begin{pmatrix} 2\pi i \log(a) & 0 \\ 0 & 1 \end{pmatrix},$$

where we chose bases for Betti and de Rham realizations adapted to the weight and the Hodge filtrations.

Let us now compute the $p$-adic periods. (To have a prime of good reduction, $a$ must be invertible modulo $p$.) First, the specialization $\text{sp}(K_a^\vee)$ splits canonically

$$\text{sp}(K_a^\vee) = 1(1) \oplus 1$$

hence the space of algebraic classes

$$Z_p(\text{sp}(K_a^\vee)) = \text{Hom}(1, \text{sp}(K_a^\vee)) = \text{Hom}(\text{sp}(K_a), 1)$$

has dimension one and has a canonical generator given by $(0, \text{id})$. This corresponds to the unique map $f : \text{sp}(K_a) \to 1$ that is Frobenius equivariant and is the identity when restricted to $1$.

On the other hand, the action of the absolute Frobenius on crystalline cohomology can be computed. Its matrix (with respect to the same basis of the de Rham cohomology used above) is

$$\varphi(K_a) := \begin{pmatrix} 1 & \log(a^{1-p}) \\ 0 & p \end{pmatrix}.$$
This means that the unique map \( f \) written in the same basis is

\[
f = \begin{pmatrix} 1 & \log(a^{1-p}) \\ 1-p & 1 \end{pmatrix}.
\]

By dualizing back (and reordering the basis with respect to the weight filtration) one gets the \( p \)-adic periods

\[
\mathcal{P}_p(K_a^\vee) = \begin{pmatrix} \log(a^{1-p}) \\ 1-p \end{pmatrix}.
\]

It is amusing to notice that the \( p \)-adic logarithm is not defined at \( a \) in general (except if \( a \) is 1 modulo \( p \)) so that the \( p \)-adic number \( \log(a^{1-p}) \) is the best analog of the complex number \( \log(a) \); i.e., passing from \( \varphi(K_a) \) to \( \mathcal{P}_p(K_a^\vee) \) corrects the entries and gives the "right" \( p \)-adic period. (The correction from \( \log(a^{1-p}) \) to \( \log(a^{1-p}) \) might also be obtained by an ad hoc change of basis, but recall that the above computations are made with respect to a canonical basis.)

Finally, the groups \( G_{dR}(K_a^\vee) \) and \( G_{crys}(K_a^\vee) \) are respectively \( \mathbb{G}_a \times \mathbb{G}_m \) and \( \mathbb{G}_m \). In particular the \( p \)-adic Grothendieck period conjecture predicts that the transcendence degree of the \( p \)-adic periods of \( K_a^\vee \) is 1, i.e., that \( \frac{\log(a^{1-p})}{1-p} \) is transcendental. This is the only non trivial case that we are aware of where the conjecture is actually known as it follows from a theorem of Mahler [Mah33] (see also Bertrand [Ber77, Theorem 1]).

**Remark 9.7.** (Pure vs mixed periods.) In the conjectural abelian category of mixed motives, any motive is expected to have a weight filtration which should split over finite fields. In particular, there should be plenty of non trivial extensions

\[
0 \to N \to M \to \mathbb{1} \to 0
\]

(with \( N \) being a motive of negative weight) that split when reduced modulo \( p \). This leads to algebraic classes modulo \( p \) that are not liftable, just as the example above, hence they provide a source of non trivial \( p \)-adic periods. In the same spirit as the Kummer example, they are related to the coefficients of the matrix of the absolute Frobenius acting on crystalline cohomology.

Let us give another concrete example along these lines. Let \( E \) be an elliptic curve over \( \mathbb{Q} \), \( O \) be its origin and \( P \) be a rational non torsion point. The localization triangle in the triangulated category of motives gives a non trivial extension that should correspond in the abelian category of motives to a short exact sequence

\[
0 \to \mathbb{1} \to H^1(E, \{O, P\}) \to H^1(E) \to 0,
\]

which we dualize

\[
0 \to H^1(E)^\vee \to H^1(E, \{O, P\})^\vee \to \mathbb{1} \to 0,
\]

to have the suited form as above (with \( N = H^1(E)^\vee \) and \( M = H^1(E, \{O, P\})^\vee \)).

The Frobenius matrix is of the shape

\[
\varphi(H^1(E, \{O, P\})^\vee) = \begin{pmatrix} a & b & c \\ d & e & f \\ 0 & 0 & 1 \end{pmatrix}
\]
and the $p$-adic period matrix is a vector of the shape

$$
\mathcal{P}_p(H^1(E, \{O, P\})^\vee) = \begin{pmatrix} \alpha \\ \beta \\ 1 \end{pmatrix}.
$$

The relation between the two is given by

$$
\begin{pmatrix} a & b \\ d & e \end{pmatrix} \cdot \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} c \\ f \end{pmatrix}.
$$

The general picture would be the following. Let $M$ be a motive and, for all integers $n$, let $M_n$ be its associated $n$-th graded piece for the weight filtration. As all extensions split modulo $p$, one has

$$
\text{sp}(M) = \bigoplus_n \text{sp}(M_n).
$$

Moreover, for weight reasons, one has $Z_p(\text{sp}(M)) = Z_p(\text{sp}(M_0))$.

Fix a basis for each $R_{dR}(M_n)$ and a splitting of the weight filtration of $R_{dR}(M)$ and consider the induced basis of $R_{dR}(M)$. For a given cycle $\gamma \in Z_p(\text{sp}(M))$, its coordinates with respect to this basis have the form

$$
\mathcal{P}_p(\gamma) = \begin{pmatrix} \vdots \\ v_n \\ \vdots \end{pmatrix}
$$

where $v_n$ is a vector living in weight $n$.

Notice that the coordinates of $v_0$ are the pure $p$-adic periods of $\gamma$ seen as an element in $Z_p(\text{sp}(M_0))$ and the total vector $\mathcal{P}_p(\gamma)$ is the only Frobenius invariant vector whose zeroth coordinate is precisely $v_0$.

In particular, mixed $p$-adic periods are generated by pure $p$-adic periods and the coefficients of the matrix of the Frobenius. (Recall also that there are more pure $p$-adic periods than just the coefficients of the Frobenius matrix; see Remark 5.17 and Example 5.16.)

**Remark 9.8.** (Frobenius matrix vs $p$-adic periods.) As the above remarks and examples explained, the coefficients of the Frobenius matrix are intimately related to André’s $p$-adic periods. Some authors, especially in the context of mixed Tate motives, usually call $p$-adic periods those coefficients [Fur07, Bro17]. Let us explain why André’s $p$-adic periods are actually better $p$-adic analogues of classical complex periods.

First, Example 9.6 shows that the $p$-adic numbers appearing as André’s $p$-adic periods have a more striking analogy with the corresponding complex ones than the coefficients of the Frobenius have.

Second, recall that for motives other than mixed Tate motives there are more André $p$-adic periods than just the coefficients of the Frobenius matrix (Remark 5.17).

Third, and more important, the motivic interpretation of André’s $p$-adic periods seems to behave as in the complex case, contrary to the coefficients of the Frobenius. Indeed we expect that the evaluation map $\text{eval}_B : \mathcal{O}(H_M) \to \mathcal{O}_p$ is injective; see Proposition 8.4. This is the analogous of the fact that the classical evaluation map
for complex periods $O(\text{Isom}(R_{\text{dR}}, R_B)) \to \mathbb{C}$ is expected to be injective. On the other hand the evaluation map $O(\text{Aut}(R_{\text{dR}})) \to \mathbb{Q}_p$ considered by [Fur07, Bro17] is well known to be non injective at least because the characteristic polynomial of the Frobenius has integral coefficients and this gives relations between the entries of the Frobenius that cannot be seen in $\text{Aut}(R_{\text{dR}})$. For example if one takes a non CM elliptic curve, the group $\text{Aut}(R_{\text{dR}})$ has dimension 4 whereas the four coefficients of the Frobenius are related at least by trace and determinant; see Example 5.14. In our setting we do not know if $\text{eval}_B : O(\mathcal{H}_M) \to \overline{\mathbb{Q}}_p$ is injective but we do know at least that the relations induced by the characteristic polynomial have motivic origins as shown in the following proposition.

**Proposition 9.9.** Let $M$ be a motive and $f : \text{sp}(M) \to \text{sp}(M)$ be an endomorphism of its specialization. We will see $f$ as an algebraic class in positive characteristic, more precisely as an element of $Z_p(M \otimes M^\vee)$.

Suppose that the realization of $M$ is concentrated in one cohomological degree, hence that the characteristic polynomial of $f$ has algebraic coefficients [Kle68, Proposition 2.7]. Fix a basis $\{v_i\}$ of $R_{\text{dR}}(M)$ and let $\{v_i^\vee\}$ be the dual basis. Consider the $p$-adic periods $c_{ij} = [M \otimes M^\vee, f, v_i \otimes v_j^\vee] \in \overline{\mathbb{Q}}_p$ and the motivic $p$-adic periods $c^\text{mot}_{ij} = [M \otimes M^\vee, f, v_i \otimes v_j^\vee]^\text{mot} \in \mathcal{P}^\text{mot}(M \otimes M^\vee)$ introduced in Definitions 5.3 and 6.11.

Then the characteristic polynomial
\[ \det([c_{ij}^\text{mot}] - T \cdot \text{id}) \in \mathcal{P}^\text{mot}(M \otimes M^\vee)[T] \supset \overline{\mathbb{Q}}[T] \]
actually lies in $\overline{\mathbb{Q}}[T]$ and is equal to $\det([c_{ij}] - T \cdot \text{id})$, the characteristic polynomial of $f$.

**Proof.** By definition of $\mathcal{P}^\text{mot}(M \otimes M^\vee)$ we need to prove relations between the functions $c^\text{mot}_{ij}$ on the variety $\mathcal{H}_{M \otimes M^\vee}$ from Definition 6.1 and Theorem 6.3. In particular it is enough to show that these relations hold after evaluating at each point of the variety. If we evaluate at the Berthelot point $c_{\text{Bert}}$ from Definition 6.8, then the evaluation of $\det([c_{ij}^\text{mot}] - T \cdot \text{id})$ is exactly $\det([c_{ij}] - T \cdot \text{id})$ because of Remark 6.12. If we now evaluate at another point we can use that the action of the tannakian group $G_{\text{dR}}(M)$ is transitive on $\mathcal{H}_{M \otimes M^\vee}$ by Theorem 6.3. This action sends the matrix $\{c_{ij}\}$ to a conjugate matrix, hence the characteristic polynomial is the same. \qed

**Remark 9.10.** (Continuing Remark 9.8.) In the same vein as the above proposition and remark notice that our constructions give a much better bound to the transcendence degree of the coefficients of the Frobenius matrix than the classical ones. If $M$ is a motive and $d_M$ is the transcendence degree of the algebra generated by those coefficients, one gets $d_M \leq \dim G_{\text{dR}}(M)$ from the constructions in [Fur07, Bro17] whereas one gets
\begin{equation}
(9.1) \quad d_M \leq \dim G_{\text{dR}}(M \otimes M^\vee) - \dim G_{\text{cris}}(M \otimes M^\vee) \leq \dim G_{\text{dR}}(M) - \dim G_{\text{cris}}(M) \leq \dim G_{\text{dR}}(M)
\end{equation}
from Theorem 5.10. All the above inequalities are, in general, strict. The first one is an equality if and only if the $p$-adic periods of the graded pieces of the weight filtration of $M$ are trivial (see Remark 9.7). The last one is an equality when $\dim G_{\text{cris}}(M) = 0$, namely if and only if $M$ becomes, modulo $p$, a sum of copies...
of the unit motive. The second inequality is more subtle: the motive \( M \otimes M^\vee \) corresponds to a representation of \( G_{\text{dR}}(M) \) which might not be faithful. If its kernel is \( K \), then we have
\[
G_{\text{dR}}(M \otimes M^\vee) = G_{\text{dR}}(M)/K \quad \text{and} \\
G_{\text{crys}}(M \otimes M^\vee) = G_{\text{crys}}(M)/(K \cap G_{\text{crys}}(M)).
\]
Hence we have equality if and only if the kernel \( K \) is included in \( G_{\text{crys}}(M) \).

10. \( \ell \)-adic version

The aim of this section is to investigate \( \ell \)-adic versions of the \( p \)-adic questions we raised before. Let us immediately say that these \( \ell \)-adic counterparts turn out to be false in general. We will still give also some positive results.

The arguments for the negative results are inspired by [And90].

We will consider the functors from Notation 4.1 as well as the following ones.

**Definition 10.1.** (cf. Definition 5.1.) Define the following functors on \( \mathcal{M}ot(\overline{\mathbb{Q}})_{\mathbb{Q}}^{gr} \):

1. (Betti realization) Given a field embedding \( \sigma : \overline{\mathbb{Q}} \hookrightarrow \mathbb{C} \) define the Betti realization as \( \text{R}_B = H_{\text{Betti}}(\sigma^*(-), \mathbb{Q}) \),
2. (\( \ell \)-adic realization) \( \text{R}_\ell := H_{\text{et}}(-, \mathbb{Q}_\ell) \),
3. (Comparison) \( \text{c}(M) : \text{R}_B(M) \otimes \mathbb{Q}_\ell \simeq \text{R}_\ell(M) \simeq \text{R}_\ell(\text{sp}(M)) \) where the first isomorphism is Artin’s comparison and the second is smooth proper base change.

Given a motive \( M \in \mathcal{M}ot(\overline{\mathbb{Q}})_{\mathbb{Q}} \) fix a basis \( B \) of the \( \mathbb{Q} \)-vector space \( Z_p(\text{sp}(M)) \) and a basis \( B' \) of the \( \mathbb{Q} \)-vector space \( R_B(M) \).

We will write \( \mathcal{P}_{\ell,\sigma}(M) \) for the \( \mathbb{Q}_\ell \)-matrix containing the coordinates of \( B \) with respect to \( B' \) and call its entries the \( \ell \)-adic periods of \( M \).

The \( \ell \)-adic analogs of Question 3.1 and Conjecture 8.1 are:

**Question 10.2.** For which \( M, \sigma \) and \( \ell \) is the inclusion
\[
Z_0(M) \subset Z_p(M) \cap R_B(M)
\]
an equality?

**Question 10.3.** For which \( M, \sigma \) and \( \ell \) is the inequality
\[
\text{trdeg}(\mathcal{P}_{\ell,\sigma}(M)) \leq \text{dim}(G_B(M)) - \text{dim}(G_{\ell}(\text{sp}(M)))
\]
an equality?

**Remark 10.4.** One main difference between these questions and their complex or \( p \)-adic counterparts is the presence of the choice of \( \sigma \). In particular the left hand side in the inclusion in Question 10.2 and in the inequality in Question 10.3 depend a priori on \( \sigma \) whereas the right hand sides do not depend. As we will see below, beside some exceptional cases, the left hand sides will actually depend on \( \sigma \) which will force the above questions to have negative answers in some cases.
Proposition 10.5. Let $A$ be a simple CM abelian variety over a number field with good reduction modulo $p$ and assume moreover that the reduction $A_p$ is simple. Then an endomorphism of $A_p$ whose action on $H^1_v(A_p) \cong H^1_v(A) \cong H^1_B(A) \otimes \mathbb{Q}_\ell$ preserves the rational singular cohomology $H^1_B(A)$ lifts to an endomorphism of $A$.

Remark 10.6. Given a simple CM abelian variety over a number field, the set of prime numbers $p$ such that its reduction modulo $p$ is simple has density one [MP08, Theorem 3.1].

Proof. Denote by $A_p$ the reduction modulo $p$ of $A$. By hypothesis, there is a CM number field $F \subset \text{End}(A) \otimes \mathbb{Z} \mathbb{Q}$ acting transitively on $H^1_{\text{Betti}}(A, \mathbb{Q}) \setminus \{0\}$.

Let $g$ be an endomorphism of $A_p$. Let us suppose that $g$ acts rationally on $H^1_{\text{Betti}}(A, \mathbb{Q})$. Pick a non-zero vector $v$ in $H^1_{\text{Betti}}(A, \mathbb{Q})$. Because of the transitivity of the action of $F$, there is an $f \in F$ such that $g(v) = f(v)$. This means that $g - f$ has non-zero kernel on $H^1_{\text{Betti}}(A, \mathbb{Q})$. Hence, as an endomorphism of $A_p$, $g - f$ has a non-zero kernel. Such a kernel defines a subabelian variety of $A_p$ which was assumed to be simple. Therefore we deduce that $g - f = 0$, hence $g$ lifts to characteristic zero. 

Corollary 10.7. Let $A$ be an abelian variety as in Proposition 10.5 and $M$ be the motive $h^1(A) \otimes h^1(A)^\vee$ or the motive $h^2(A)(1)$. Then Question 10.2 has a positive answer for $M$ (independently of $\sigma$ and $\ell$).

Proposition 10.8. Question 10.2 has a positive answer for surfaces with maximal Picard rank (independently of $\sigma$ and $\ell$).

Proof. Let $S$ be the surface in characteristic zero and let $S_p$ be its reduction to characteristic $p$. The motive $h^2(S)(1)$ is endowed with a quadratic form that is realized in singular and $\ell$-adic cohomology as the cup product and in algebraic cycles as the intersection product, compatible under the class morphism and the comparison isomorphisms.

From [KMP07, 14.2.3] we have an orthogonal motivic decomposition 

$$h^2(S)(1) = 1^{\otimes p} \oplus M$$

where $M$ is a motive whose realization is the transcendental part of the Betti cohomology and $\rho = \rho(S) = \dim(H^2(S, \mathbb{Q}) \cap H^{2,1}(S, \mathbb{C}))$ is the Picard rank. The assumption $\rho(S) = h^{1,1}(S)$ implies that $H_{\text{Betti}}(M) \otimes \mathbb{C} = H^{2,0}(S, \mathbb{C}) \oplus H^{0,2}(S, \mathbb{C})$ and moreover that the latter $\mathbb{C}$-vector space is defined over $\mathbb{Q}$ (see for example [Bea14, Proposition 1]).

The statement we need to prove reduces to the fact that an algebraic class on $\text{sp}(M)$ cannot be in $H_{\text{Betti}}(M)$, i.e., that $Z_p(\text{sp}(M)) \cap H_{\text{Betti}}(M) = \{0\}$, where the comparison isomorphism and the class morphism are used implicitly.

To show this fact we will use the above quadratic form restricted to $M$. The vector space $H^{2,0}(S, \mathbb{C}) \oplus H^{0,2}(S, \mathbb{C})$ is defined over $\mathbb{R}$ and the Hodge–Riemann relations say that the quadratic form is positive definite on it and therefore also on $H_{\text{Betti}}(M)$.

On the other hand, the Hodge index theorem for $S_p$ tells us that this quadratic form has signature $(1, \rho_p - 1)$ on the algebraic classes on $h^2(S_p)(1)$, i.e. on $Z_p(1^{\otimes p} \oplus M)$. However, the positive part is already realized from algebraic
cycles in $\Gamma^\oplus\mathbb{P}$ (for instance, by a hyperplane section) hence the quadratic form is negative definite on $\mathbb{Z}_p(\text{sp}(M))$.

The $\mathbb{Q}$-vector space $H_{\text{Betti}}(M) \cap \mathbb{Z}_p(\text{sp}(M))$ has a quadratic form which is both positive and negative definite, this forces the intersection to be zero. □

**Proposition 10.9.** Question 10.2 has a positive answer for polarized motives of rank two and of Hodge type $(-i, i), (i, -i)$ with $i$ odd and it has a positive answer for the Fermat cubic fourfold (independently of $\sigma$ and $\ell$).

*Proof.* The proof goes as in Proposition 10.8. The Hodge index theorem is replaced by the main result of [Anc21]. For the example of the Fermat cubic fourfold; see [Anc21, Proposition A.9]. □

We end the section with some negative answers to Question 10.2 and to Question 10.3 in the case of elliptic curves.

**Proposition 10.10.** Let $E$ be an elliptic curve without CM and $p$ be a prime of good reduction. Let $f$ be an endomorphism of $E$ modulo $p$ which does not lift to characteristic zero. Then there exist an $\ell$ and a $\sigma$ such that the action of $f$ on $H^1_\ell(E)$ preserves the rational structure coming from singular cohomology.

Hence, for such an $\ell$ and $\sigma$ and for the motive $M = \mathfrak{h}^1(E) \otimes \mathfrak{h}^1(E)^\vee$, Question 10.2 has a negative answer.

*Proof.* Let $K$ be a number field over which $E$ is defined and let $G$ be its absolute Galois group. For each $g$, write $g^*$ for the action of $g$ on the $\ell$-adic Tate module $T_\ell(E)$. For each field embedding $\sigma : \overline{\mathbb{Q}} \rightarrow \mathbb{C}$ write $\sigma^*$ for the identification $T_\ell(E) = \Lambda \otimes_{\mathbb{Z}} \mathbb{Z}_\ell$ of the $\ell$-adic Tate module with singular homology $\Lambda := H_1(E, \mathbb{Z})$. Notice that we have the relation

$$ (\sigma \circ g)^* = \sigma^* \circ g^*.$$

By a theorem of Serre [Ser72, (5) page 260], for all but finitely many primes $\ell$, the group $G$ acts on $T_\ell(E)$ through $\text{GL}(T_\ell(E))$. In particular, given such an $\ell$, for any $\mathbb{Z}_\ell$-basis $v, w$ of $T_\ell(E)$ there exists a $\sigma$ such that $v, w$ live in $\Lambda$. Hence, to conclude, it is enough to choose a suitable basis $v, w$ for which the matrix of $f$ is rational.

Now $v, w$ form a $\mathbb{Z}_\ell$ basis of $T_\ell(E)$ if and only if their reduction modulo $\ell$, denoted $\bar{v}, \bar{w}$, form an $\mathbb{F}_\ell$-basis of $T_\ell(E) \otimes_{\mathbb{Z}_\ell} \mathbb{F}_\ell$. For all but finitely many $\ell$ the determinant of $f$ is invertible modulo $\ell$. Moreover, the minimal polynomial of $f$ has rational coefficients and it is independent of $\ell$. By considering its discriminant we can choose moreover $\ell$ such that the minimal polynomial has distinct roots modulo $\ell$ (this is possible since $f$ does not lift hence it is not a multiple of the identity). For such a choice of $\ell$, pick any vector $v$ such that $\bar{v}$ is not an eigenvector of $f$ modulo $\ell$. Then $v, f(v)$ form a $\mathbb{Z}_\ell$ basis of $T_\ell(E)$. With respect to this basis, $f$ acts as a companion matrix therefore it has rational coefficients. □

**Proposition 10.11.** Let $E$ be an elliptic curve with CM and $p$ be a prime of supersingular reduction. Let $D$ be the endomorphism algebra of $E$ modulo $p$. Then there exist an $\ell$ and a $\sigma$ such that the action of $D$ on $H^1_\ell(E)$ is through matrices whose entries are algebraic with respect to the rational structure coming from singular cohomology.
In particular, for such an ℓ and σ and for the motive \( M = h^1(E) \otimes h^1(E)^{\vee} \), Question 10.3 has a negative answer.

Proof. Write \( F \) for the CM quadratic number field. Write the quaternion algebra \( D = (f, h) \) with \( f \in F \) satisfying \( f^2 = b \in \mathbb{Z}_{\geq 0} \) and \( h^2 = a \in \mathbb{Q}^\times \setminus \mathbb{Q}^\times 2 \) with the relation \( fh = -hf \).

Consider the action of \( D \) on \( T_\ell(E) \). The minimal polynomial of \( h \) is \( T^2 - a \). We know that for half of the primes \( \ell \) this polynomial splits over \( \mathbb{F}_\ell \) and hence over \( \mathbb{Z}_\ell \). Let \( \ell \) be such a prime and let \( v \in T_\ell(E) \) be an eigenvector for \( h \). Due to the relation \( fh = -hf \), the vector \( f(v) \) is also an eigenvector for \( h \) but for the other eigenvalue. In particular, \( f(v) \) is a \( \mathbb{Q}_\ell \) basis of \( T_\ell(E) \mathbb{Q}_\ell \). In this basis, the action of \( D \) on \( T_\ell(E) \mathbb{Q}_\ell \) is through the following matrices:

\[
\begin{align*}
(10.2) \quad f \mapsto \begin{pmatrix} 0 & b \\ 1 & 0 \end{pmatrix} \\
 h \mapsto \begin{pmatrix} \alpha & 0 \\ 0 & -\alpha \end{pmatrix}
\end{align*}
\]

where \( \alpha \in \mathbb{Z}_\ell \) is a square root of \( a \), hence an algebraic number.

We now claim that there exists \( \sigma \) (and a suitable \( \ell \)) such that \( v \) lives inside the lattice of singular cohomology \( \Lambda \) (and hence \( f(v) \) does as well). This will conclude the proof as the algebra \( D \) will act on \( T_\ell(E) \) with respect to a basis of \( \Lambda \) through algebraic numbers (more precisely, numbers in \( \mathbb{Q}[\sqrt{a}] \)).

To show the claim, we argue as in the proof of Proposition 10.10. Fix a \( \sigma \) and consider the identification \( T_\ell(E) = \Lambda \otimes \mathbb{Z}_\ell \). We want to modify this \( \sigma \) to obtain the one with the desired property using the group \( G = \text{Gal}(K) \) and the relation (10.1).

Recall that \( T_\ell(E) \) is a free module of rank one over \( F \otimes \mathbb{Z}_\ell \) and that, moreover, for all but finitely many \( \ell \), the group \( G = \text{Gal}(K) \) acts on \( T_\ell(E) \) through \( (F \otimes \mathbb{Z}_\ell)^{\times} \) (this is due to Deuring; see [Ser72, §4.5] and the references therein). For such an \( \ell \), there will be an element of \( G \) that sends the vector \( v \) to an element of \( \Lambda \). \( \square \)

Remark 10.12. In conclusion, despite some positive results, it does not seem reasonable to expect the existence of an \( \ell \)-adic analogue of the Grothendieck period conjecture, or at least one independent of the embedding \( \sigma : \mathbb{Q} \hookrightarrow \mathbb{C} \) as in Questions 10.2 and 10.3. Following the spirit of [And90, Proposition 2], it seems reasonable to expect that for a generic choice of \( \sigma \) these questions should have positive answer and that they should be consequences of the Mumford–Tate conjecture.
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