I. INTRODUCTION

A dynamical system is contractive if all trajectories converge to one another [1]. Contractive systems enjoy strong asymptotic properties, e.g. any equilibrium or periodic orbit is globally asymptotically stable. Provocatively, these global results can sometimes be obtained by analyzing local (or infinitesimal) properties of the system’s dynamics. In smooth differential (or difference) equations, for instance, a bound on a matrix measure (or induced norm) of the derivative of the equation can be used to prove global contractivity [1], [2], [3], [4], [5], [6]; this approach has been successfully applied to biological [7], [8], [9], mechanical [10], [11], and transportation [12], [13] systems.

At its core, the infinitesimal approach to contractivity leverages local dynamical properties of continuous–time flow (or discrete–time reset) to bound the time rate of change of the distance between trajectories. We generalize infinitesimal contraction analysis to hybrid systems, leveraging local dynamical properties of continuous–time flow and discrete–time reset to bound the time rate of change of the intrinsic distance between trajectories. The intrinsic distance metric we employ is defined in a natural way based on the idea that the distance between a point in a guard and the point it resets to should be zero.

This idea was proven in [14] to yield a (pseudo) distance metric that assigns finite distance to states in distinct discrete modes (so long as there exist trajectories connecting the modes). The intrinsic distance metric is distinct from the Skorohod [15] or Tavernini [16] trajectory metrics [14, Sec. V-A] and from the distance function introduced in [17]; it is a particular instantiation of the distance function defined in [18].

The conditions we obtain for infinitesimal contraction have intuitive appeal: the derivative of the vector field, which captures the infinitesimal dynamics of continuous–time flow, must be infinitesimally contractive with respect to the matrix measure determined by the vector norm used in each discrete mode; the salutation matrix, which captures the infinitesimal dynamics of discrete–time reset, must be contractive with respect to the induced norm determined by the vector norms used on either side of the reset. If upper and lower bounds on dwell time are available, we can bound the intrinsic distance between trajectories, whether this distance is expanding or contracting in continuous– or discrete– time. We present several examples to illustrate these theoretical contributions.

II. NOTATION

Given a collection of sets \( \{S_\alpha\}_{\alpha \in A} \) indexed by \( A \), the disjoint union of the collection is defined \( \bigcup_{\alpha \in A} S_\alpha = \bigcup_{\alpha \in A} \{ \alpha \} \times S_\alpha \). Given \( (a, x) \in \bigcup_{\alpha \in A} S_\alpha \), we will simply write \( x \in \bigcup_{\alpha \in A} S_\alpha \) when \( a \) is clear from context. For a function \( \gamma \) with scalar argument, we denote limits from the left and right by \( \gamma(t^-) = \lim_{\sigma \uparrow t} \gamma(\sigma) \) and \( \gamma(t^+) = \lim_{\sigma \downarrow t} \gamma(\sigma) \). Given a smooth function \( f : X \times Y \to Z \), we let \( D_x f : TX \times Y \to TZ \) denote the derivative of \( f \) with respect to \( x \in X \) and \( Df = (D_x f, D_y f) : TX \times TY \to TZ \) denote the derivative of \( f \) with respect to both \( x \in X \) and \( y \in Y \). Here, \( TX \) denotes the tangent bundle of \( X \); when \( X \in \mathbb{R}^d \) we have \( TX = X \times \mathbb{R}^d \). The induced norm of a linear function \( M : \mathbb{R}^n \to \mathbb{R}^m \) is

\[
\|M\|_{j,j'} = \sup_{x \in \mathbb{R}^n} \frac{|Mx_j|}{|x|_{j'}}
\]

where \( |\cdot|_j \) and \( |\cdot|_{j'} \) denote the vector norms on \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively; when the norms are clear from context, we omit the subscripts. The matrix measure of \( A \in \mathbb{R}^{n \times n} \), denoted \( \mu(A) \), is

\[
\mu(A) = \lim_{h \to 0} \frac{(\|I + hA\| - 1)}{h}.
\]

III. PRELIMINARIES

A hybrid system is a tuple \( \mathcal{H} = (\mathcal{D}, \mathcal{F}, \mathcal{G}, \mathcal{R}) \) where:

\( \mathcal{D} = \bigcup_{j \in \mathcal{J}} D_j \) is a set of states where \( \mathcal{J} \) is a finite index set and \( D_j = \mathbb{R}^{n_j} \) is equipped with a norm \( |\cdot|_j \) for some \( n_j \in \mathbb{N} \) in each domain \( j \in \mathcal{J} \);

\( \mathcal{F} : [0, \infty) \times \mathcal{D} \to T\mathcal{D} \) is a vector field that we interpret as \( \mathcal{F}(t, x) = (D_x f, D_y f) : TX \times TY \to TZ \) for each \( j \in \mathcal{J} \);

\( \mathcal{G} = \bigcup_{j \in \mathcal{J}} G_j \) is a guard set with \( G_j \subset D_j \) for all \( j \in \mathcal{J} \);

\( \mathcal{R} : \mathcal{G} \to \mathcal{D} \) is a reset map.
We have assumed that $\mathcal{D}_j = \mathbb{R}^{n_j}$ for all $j \in \mathcal{J}$ for ease of exposition. In practice, the domains of the hybrid system may be restricted to subsets of Euclidean space, as in the examples below. In full generality, hybrid systems exhibit a wide range of behaviors; our theoretical results require that we restrict the class of hybrid systems under consideration to those satisfying the following assumptions. First, we assume that the guard does not intersect the image of the reset to preclude multiple simultaneous discrete transitions.

**Assumption 1** (isolated discrete transitions). $\mathcal{R}(\mathcal{G}) \cap \mathcal{G} = \emptyset$.

Informally, an execution of a hybrid system is a right–continuous function of time that satisfies the continuous–time dynamics specified by $\mathcal{F}$ and the discrete–time dynamics specified by $\mathcal{G}$ and $\mathcal{R}$: Formally, a function $\chi : [\tau, \infty) \rightarrow \mathcal{D}$ with $\tau \geq 0$ is an execution of the hybrid system if:

1. $D \chi(t) = F(t, \chi(t))$ for almost all $t \geq \tau$;
2. $\chi(t^+) = \chi(t)$ for all $t \geq \tau$;
3. $\chi(t^-) = \chi(t)$ if and only if $\chi(t) \not\in \mathcal{G}$;
4. Whenever $\chi(t^-) \neq \chi(t)$, then $\chi(t^-) \in \mathcal{G}$ and $\chi(t) = R(\chi(t^-))$.

**Assumption 2** (existence and uniqueness). For any initial condition $x \in \mathcal{D} \setminus \mathcal{G}$ and any initial time $\tau \geq 0$, there exists a unique execution $\chi : [\tau, \infty) \rightarrow \mathbb{R}$ satisfying $\chi(\tau) = x$; for $x \in \mathcal{G}$, we consider the execution from $x$ to be the unique execution initialized at $\mathcal{R}(x) \in \mathcal{D} \setminus \mathcal{G}$.

Assumption 2 implies that for each $x \in \mathcal{D}$ and all $\tau \geq 0$ there exists exactly one execution $\chi$ initialized at $\chi(x) = \tau$ that exists for all time $t \geq \tau$, that is, the hybrid system is deterministic, nonblocking, and does not exhibit finite escape time. We denote this unique execution as $\phi(t, \tau, x) = \chi(t)$; the function $\phi$ defined in this way is the flow of the hybrid system; we adopt the convention that $\phi(\tau^-, \tau, x) = x$ for all $x \in \mathcal{D}$ and all $\tau \in \mathbb{R}$. If $\phi(\sigma, \tau, x) \in \mathcal{D}_j$ for all $\sigma \in [\tau, \tau']$ for some $t \geq \tau$, $j \in \mathcal{J}$, and $x \in \mathcal{D}_j$, we write $\phi_j(t, \tau, x) = \phi(t, \tau, x)$ to emphasize that the execution restricted to $[\tau, \tau']$ lies entirely within $\mathcal{D}_j$.

**Assumption 3** (smooth vector field). For all $j \in \mathcal{J}$, $\mathcal{F}_j$ is a smooth vector field.

**Assumption 4** (no Zeno executions). No execution undergoes an infinite number of resets in finite time.

We define $\mathcal{G}_{j,j'} = \mathcal{R}^{-1}(\mathcal{D}_{j'}) \cap \mathcal{G}_j$ for each $j, j' \in \mathcal{J}$ and make the following assumptions on guards and resets.

**Assumption 5** (differentiability of guards and resets). For each $j, j' \in \mathcal{J}$, whenever $\mathcal{G}_{j,j'} \neq \emptyset$, there exists continuously differentiable and nondegenerate$^3$ $g_{j,j'} : \mathcal{D}_j \rightarrow \mathbb{R}$ such that $\mathcal{G}_{j,j'} \subseteq \{x \in \mathcal{D}_j : g_{j,j'}(x) \leq 0\} \subseteq \mathcal{G}_j$. Further, there exists continuously differentiable $\mathcal{R}_{j,j'} : \{x \in \mathcal{D}_j : g_{j,j'}(x) \leq 0\} \rightarrow \mathcal{D}_{j'}$ such that $\mathcal{R}_{j,j'} g_{j,j'} = \mathcal{R}(g_{j,j'})$.

In each domain $j \in \mathcal{J}$, we do not allow executions to graze the guard set $\mathcal{G}_j$ and thus impose a transversality property on the vector field $\mathcal{F}_j$.

**Assumption 6** (vector field transverse to guard). For all $j, j' \in \mathcal{J}$, $t \geq 0$, and $x \in \mathcal{G}_{j,j'}$:

$$D g_{j,j'}(x) : \mathcal{F}_j(t, x) < 0.$$ (3)

The reset map $\mathcal{R}$ induces an equivalence relation $\sim$ on $\mathcal{D}$ defined as the smallest equivalence relation containing $\{a, b \in \mathcal{G} \times \mathcal{D} : (a, b) \in \mathcal{D} \times \mathcal{D}, \text{ for which we write } a \sim b \text{ to indicate } a \text{ and } b \text{ are related.}$ The equivalence class for $x \in \mathcal{D}$ is defined as $[x]_R = \{y \in \mathcal{D} : x \sim y\}$. The quotient space induced by the equivalence relation is denoted $\mathcal{M} = \{[x]_R | x \in \mathcal{D}\}$

endowed with the quotient topology [19, Appendix A].

We now consider paths that will be used to define a distance function on the quotient $\mathcal{M}$. To that end, a countable partition of the interval $[0, 1]$ is a countable collection $\{r_i\}_{i=0}^k \subset [0, 1]$ with possibly $k = \infty$ satisfying $0 = r_0 \leq r_1 \leq r_2 \leq \cdots$ and $r_k = 1$ if $k$ is finite or $\lim_{i \to \infty} r_i = 1$ if $k = \infty$. A path $\gamma : [0, 1] \rightarrow \mathcal{D}$ is $\mathcal{R}$-connected if there exists a countable partition $\{r_i\}_{i=0}^k$ of $[0, 1]$ such that $\gamma|_{[r_i, r_{i+1}]}$ is continuous for each $i \in \{0, 1, \ldots, k-2\}$ and $\gamma|_{[r_{i-1}, r_i]}$ is continuous whenever $k$ is finite and additionally $\lim_{i \to \infty} \gamma(r) \sim \gamma(r_{i+1})$ for all $i \in \{1, \ldots, k-1\}$.

Because each section $\gamma|_{[r_i, r_{i+1}]}$ is continuous, it must necessarily belong to a single $\mathcal{D}_j$ for $j \in \mathcal{J}$. We further say that $\gamma$ is piecewise–differentiable if each section $\gamma|_{[r_i, r_{i+1}]}$ is piecewise–differentiable. Intuitively, an $\mathcal{R}$-connected path $\gamma$ is a path through the domains $\{\mathcal{D}_j\}_{j \in \mathcal{J}}$ of the hybrid system that jumps through the reset map $\mathcal{R}$ (forward or backward) a countable number of times. With a slight abuse of notation$^4$ we consider $\gamma$ a path in $\mathcal{M}$. With this identification, all $\mathcal{R}$-connected paths are (more precisely: descend to) continuous paths in the quotient space $\mathcal{M}$.

The length of a piecewise–differentiable path $\gamma_j : [0, 1] \rightarrow \mathcal{D}_j$ completely contained in a domain $\mathcal{D}_j$ is computed in the usual way using the norm $\cdot$ on $\mathcal{D}_j$: $L_j(\gamma_j) = \int_0^1 |D \gamma_j(r)| dr$. We drop the subscript for $L$ when the domain is clear from context and instead write $L(\gamma)$.

Let $\Gamma$ denote the set of $\mathcal{R}$-connected and piecewise–differentiable paths in $\mathcal{M}$, and let

$$\Gamma(a, b) = \{\gamma \in \Gamma : \gamma(0) = a \text{ and } \gamma(1) = b, a, b \in \mathcal{D}\}.$$ (5)

We use the norm–induced length of each domain to define a length structure [20, Ch. 2] on $\mathcal{M}$ from which we derive a distance metric. To that end, for $\gamma \in \Gamma$, let $\{r_i\}_{i=0}^k$ be a countable partition of $[0, 1]$ such that $\gamma|_{[r_i, r_{i+1}]}$ is piecewise–differentiable for all $i \in \{0, 1, \ldots, k-1\}$. With the length of $\gamma$ defined as

$$L(\gamma) = \sum_{i=1}^k L(\gamma|_{[r_i, r_{i+1}]})$$ (6)
the function \( d : \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}_{\geq 0} \) defined by
\[
d(x,y) = \inf_{\gamma \in \Gamma(x,y)} L(\gamma)
\] is a distance metric on \( \mathcal{M} \) compatible with the quotient topology [14, Thm. 13].

The final required technical assumption is closely related to continuity of \( \phi \) with respect to initial conditions \( x \), as claimed in Proposition [1] below (some proofs omitted due to page constraints).

**Assumption 7** (forward-invariance of \( \mathcal{R} \)-connected paths).

For all \( t \geq \tau \) and all piecewise-differentiable \( \mathcal{R} \)-connected paths \( \gamma \in \Gamma, \phi(t, \tau, \gamma(r)) \), interpreted as a function of \( r \), is a piecewise-differentiable \( \mathcal{R} \)-connected path.

**Proposition 1.** Under Assumptions 1-7 the flow \( \phi(t, \tau, x) \) varies continuously with respect to \( x \) for all \( t \geq \tau \) such that \( \phi(t^-, \tau, x) \notin \mathcal{G} \).

It is well-known [21] that Assumptions 1-7 together ensure that the flow \( \phi \) is differentiable almost everywhere and, moreover, its derivative can be computed by solving a jump-linear-time-varying differential equation as in the following Proposition.

**Proposition 2.** Under Assumptions 1-7, given an initial time \( \tau \geq 0 \) and a piecewise-differentiable \( \mathcal{R} \)-connected path \( \gamma \in \Gamma \), let \( \psi(t, \tau) = \phi(t, \tau, \gamma(r)) \) for all \( t \geq \tau \) and define
\[
w(t, \tau) = D_\tau \psi(t, \tau)
\] whenever the derivative exists. Then \( w(t^-, \tau) = D_\tau \gamma(r) \) and \( w(-, \tau) \) satisfies a linear-time-varying differential equation
\[
D_\tau w(t, \tau) = D_\tau \mathcal{F}(t, \psi(t, \tau)) w(t, \tau), \quad \psi(t^-, \tau) \in \mathcal{D} \setminus \mathcal{G},
\] with jumps
\[
w(t, \tau) = \Xi(t, \psi(t^-)) w(t^-, \tau), \quad \psi(t^-, \tau) \in \mathcal{G},
\] where \( \Xi(t, x) \) is a saltation matrix given by
\[
\Xi(t, x) = \left( \frac{\mathcal{F}_j(t, \mathcal{R}(x)) - D\mathcal{R}(x)}{Dg_j(x)} \cdot \mathcal{F}_j(t, x) \right) + D\mathcal{R}(x)
\] for all \( t \geq 0 \) and all \( x \in \mathcal{G}_j \cap \mathcal{R}^{-1}(\mathcal{D}) \).

**IV. Main Result**

The main contribution of this paper is to provide local conditions under which the distance between any pair of trajectories in a hybrid system (as measured by the intrinsic metric defined in (7)) is globally bounded by an exponential envelope. These conditions are made precise in Theorem [1] and Corollary [1]. In the case when the system satisfies a continuous contraction condition within each domain of the hybrid system as well as a discrete nonexpansion condition through the reset map between domains, this exponential envelope is decreasing in time so that the intrinsic distance between trajectories decreases exponentially in time, i.e., the system is contractive.

**Example 1.** Consider a hybrid system with two domains in the positive orthant of the plane so that \( \mathcal{D} = \mathcal{D}_L \sqcup \mathcal{D}_R \) with \( \mathcal{D}_L = \mathcal{D}_R = \{ x \in \mathbb{R}^2 | x_1 \geq 0 \} \) and \( \mathcal{D}_L = \mathcal{D}_R \) when \( x_1 < 0 \). Assume the reset map \( \mathcal{R} \) is the identity map and \( \dot{x} = \mathcal{F}_j(x) = A_j x \) for \( j \in \{ L, R \} \) with
\[
A_j = \begin{bmatrix} -a_j & 0 \\ 0 & -b_j \end{bmatrix}, \quad a_j, b_j > 0 \quad \text{for } j \in \{ L, R \}.
\]

All executions initialized in \( \mathcal{D}_L \) flow to \( \mathcal{D}_R \) and converge to the origin. Equip both domains with the standard Euclidean 2-norm so that \( |x|_L = |x|_R = |x|_2 \) and consider two executions \( x(t) = \phi(t, 0, \xi), \ z(t) = \phi(t, 0, \zeta) \) with initial conditions \( \xi, \zeta \in \mathcal{D} \). Then \( d(x(t), z(t)) = |x(t) - z(t)|_2 = |e(t)|_2 \) for \( e(t) = x(t) - z(t) \). When both executions are in the same domain so that \( x, z \in \mathcal{D}_j \) for some \( j \in \{ L, R \} \), the error dynamics obey the dynamics of that domain. It therefore follows that \( D_j d(x, z) \leq \max(-a_j, -b_j) d(x, z) \) so that the distance decreases at exponential rate \( \max(-a_j, -b_j) \).

Now suppose \( x \) and \( z \) are in different domains at some time \( t \) and, without loss of generality, assume \( x \in \mathcal{D}_L \) and \( z \in \mathcal{D}_R \). Writing
\[
x = \begin{bmatrix} 1 - \epsilon_L x_2 \\ 0 \end{bmatrix}, \quad z = \begin{bmatrix} 1 + \epsilon_R x_2 \\ 0 \end{bmatrix}
\] for some \( \epsilon_L, \epsilon_R > 0 \) and \( \delta \in \mathbb{R} \), we have
\[
D_L d(x, z)^2 = D_L (x - z)^T (x - z) = 2(\epsilon_L + \epsilon_R)(a_L - a_R) + 2\delta x_2 (b_1 - b_2) + \text{H.O.T.}
\]
where the higher order terms H.O.T. are quadratic in \( \epsilon_L, \epsilon_R \), \( \delta \). Then \( D_L d(x, z)^2 < 0 \) for all \( x_2 \geq 0 \) and all sufficiently small \( \epsilon_L > 0, \epsilon_R > 0, \delta \in \mathbb{R} \) if and only if \( a_L < a_R \) and \( b_L = b_R \). In other words, contraction between any two arbitrarily close executions transitioning from \( \mathcal{D}_R \) to \( \mathcal{D}_L \) occurs only if executions “slow down” in the direction normal to the guard surface when transitioning domains, and the dynamics orthogonal to the guard are unaffected. This example is illustrated in Figure [1].

We now generalize the intuition of Example [1].

**Theorem 1.** Under Assumptions 1-7 if there exists \( c \in \mathbb{R} \) such that
\[
\mu_j (D_\tau \mathcal{F}_j(t, x)) \leq c
\]
for all \( j \in \mathcal{J} \), \( x \in \mathcal{D}_j \mathcal{G}_j, t \geq 0 \), and
\[
\| \Xi(t, x) \|_{j,j'} \leq 1
\]
for all \( j \in \mathcal{J} \), \( x \in \mathcal{G}_j \), \( t \geq 0 \), then
\[
d(\phi(t, 0, \xi), \phi(t, 0, \zeta)) \leq c^t d(\xi, \zeta)
\]
for all \( t \geq 0 \) and \( \xi, \zeta \in \mathcal{D} \).

**Proof.** Given \( x(0) = \xi \) and \( z(0) = \zeta \), for fixed \( \epsilon > 0 \), let \( \gamma : [0, 1] \rightarrow \mathcal{D} \) be a piecewise-differentiable \( \mathcal{R} \)-connected
Consider some fixed time $t$ where executions is the Euclidean length of $\| t \|$ decreases over a short time window $[t, t + \tau]$ if and only if $a_L < a_R$ and $b_L = b_R$, that is, the horizontal component of $x$ decreases at a slower rate than the horizontal component of $\varepsilon$ and the rates of change of the vertical components are equal.

path satisfying $\gamma(0) = \xi$, $\gamma(1) = \zeta$, and $L(\gamma) < d(\xi, \zeta) + \epsilon$, and let $\psi(t, r) = \phi(t, 0, \gamma(r))$. Since $\phi(t, 0, \cdot)$ is piecewise–differentiable, it follows from Assumption \ref{assumption} that $\psi(t, \cdot)$ is a piecewise–differentiable $R$-connected path for all $t \geq 0$. Let $w(t, r) = D_r \psi(t, r)$ whenever the derivative exists. By Proposition 1, $w(t, r)$ satisfies the jump–linear–time–varying

\begin{equation}
\dot{w}(t, r) = \frac{\partial f}{\partial x}(t, \psi(t, r)) w(t, r), \quad \psi(t, r) \in D \setminus G, \quad (19)
\end{equation}

\begin{equation}
w(t^+, r) = \Xi(t, \psi(t^-, r)) w(t^-, r), \quad \psi(t^-, r) \in G. \quad (20)
\end{equation}

We claim that

\begin{equation}
|w(t, r)| \leq e^{ct} |w(0^-, r)|
\end{equation}

for all $t \geq 0$ and for all $r \in [0, 1]$ whenever $w(t, r)$ exists. To prove the claim, for fixed $r$, let $\{t_i\}_{i=1}^{k} \subset [0, \infty)$ with $t_0 \leq t_1 \leq \cdots$ and possibly $k = \infty$ be the set of times at which the hybrid execution $\phi(t, 0, \gamma(r))$ intersects a guard so that $\psi(t_i, r)|_{[t_i, t_{i+1}]}$ is continuous for all $i \in \{0, 1, \ldots, k-1\}$ where $t_0 = 0$ by convention, and, additionally, $\psi(t, r)|_{[t_k, \infty)}$ is continuous if $k < \infty$. Note that if $k = \infty$ then $\lim_{t \to \infty} t_i = \infty$ since Zeno executions are not allowed. Consider some fixed time $T > 0$. If $k < \infty$ and $t_k \leq T$, let $i = k$; otherwise, let $i$ be such that $t_i \leq T < t_{i+1}$. Let $j$ be the active domain of the system during the interval $[t_i, t_{i+1}]$, i.e., $\psi(t, r) \in D_j$ for all $t \in [t_i, t_{i+1}]$. With $J(t) = D_x F_j(\psi(t, r))$ for $t \in [t_i, t_{i+1}]$ we have

\begin{equation}
|w(T, r)| \leq e^{c(T-t_i)} \max_j |w(t_i^+, r)|
\end{equation}

\begin{equation}
\leq e^{c(T-t_i)} |w(t_i^+, r)|
\end{equation}

\begin{equation}
\leq e^{c(T-t_i)} |\Xi(t, \psi(t_i^-, r))| |w(t_i^-, r)|
\end{equation}

\begin{equation}
\leq e^{c(T-t_i)} |w(t_i^-, r)|
\end{equation}

where $22$ follows by Coppel’s inequality applied to $19$, and $24$ follows from $16$. $23$ follows from $20$, and $25$ follows from $17$. Since $22, 24, 25$ holds for any $T < t_{i+1}$, we further conclude that

\begin{equation}
|w(t_{i+1}, r)| \leq e^{c(T-t_i)} |w(t_i^-, r)|
\end{equation}

whenever $i \leq k$. Then, by recursion, $|w(T, r)| \leq e^{cT} |w(0^-, r)|$. Since $T$ was arbitrary, (21) holds.

Again fix $T > 0$. Because $\psi(T, \cdot)$ is a piecewise–differentiable $R$-connected path, there exists a finite collection $\{r_i\}_{i=0}^k \subset [0, 1]$ with $0 = r_0 \leq r_1 \leq \cdots \leq r_k = 1$ such that $\psi(T, \cdot)|_{[r_i, r_{i+1}]}$ is piecewise–differentiable for all $i \in \{0, 1, \ldots, k-1\}$ and $\psi(T, \cdot)|_{[r_k, 1]}$ is piecewise–differentiable. It follows that

\begin{equation}
L(\psi(T, \cdot)|_{[r_i, r_{i+1}]} ) = \int_{r_{i+1}}^{r_i} |w(T, s)| ds.
\end{equation}

Then

\begin{equation}
L(\psi(T, \cdot)) = \sum_{i=0}^{k-1} L(\psi(T, \cdot)|_{[r_i, r_{i+1}]})
\end{equation}

\begin{equation}
\leq \int_{0}^{1} |w(T, s)| ds
\end{equation}

\begin{equation}
\leq e^{cT} \int_{0}^{1} |w(0^-, s)| ds
\end{equation}

\begin{equation}
= e^{cT} L(\gamma)
\end{equation}

\begin{equation}
\leq e^{cT} (1 + \epsilon) d(\xi, \zeta)
\end{equation}

where (29) follows from (21), and (30) follows because $w(0^-, r) = D_r \gamma(r)$. In addition, observe

\begin{equation}
d(\phi(T, 0, \xi), \phi(T, 0, \zeta)) \leq L(\psi(T, \cdot)).
\end{equation}

Since $T$ was arbitrary and $\epsilon$ can be chosen arbitrarily small, (18) holds. \hfill $\Box$

Suppose that global upper and lower bounds on the dwell time between successive resets are known. Then, over a given time window, the number of domain transitions is upper and lower bounded, and the proof of Theorem 1 can be adapted to derive an exponential bound on the intrinsic distance between any pair of trajectories as in the following Corollary.

\textbf{Corollary 1.} Under Assumptions 1 \cite{assumption} suppose the dwell time between resets is at most $\tau \in (0, \infty)$ and at least $\underline{\tau} \in [0, \infty)$.

\begin{equation}
\mu_j(D_x F_j(t, x)) \leq c
\end{equation}

for some $c \in \mathbb{R}$ for all $j \in J, x \in D_j \setminus G_j, t \geq 0$, and

\begin{equation}
||\Xi(t, x)||_{j, j'} \leq K
\end{equation}

for some $K \in \mathbb{R}_{\geq 0}$ and all $j \in J, x \in G_{j, j'}, t \geq 0$. Then

\begin{equation}
d(\phi(t, 0, \xi), \phi(t, 0, \zeta)) \leq \max\{K^{1/[j]}, K^{1/[\tau]}\} e^{ct} d(\xi, \zeta).
\end{equation}

In particular, if \max\{Ke^{c\underline{\tau}}, Ke^{c\tau}\} < 1 then

\begin{equation}
\lim_{t \to \infty} d(\phi(t, 0, \xi), \phi(t, 0, \zeta)) = 0
\end{equation}

for all $\xi, \zeta \in D$.

We now address an important special case, namely, when domains have the same dimension, are equipped with the same norm, and resets are simple translations (e.g. identity resets). Proposition \ref{proposition} establishes that the induced norm of the saltation matrix is lower bounded by unity; In the particular case of the standard Euclidean 2–norm, Proposition \ref{proposition} shows that the induced norm of the saltation matrix is equal to...
Proposition 3. Under Assumptions [1] [2] [3] and 6 for some $j,j' \in \mathcal{J}$, suppose $D\mathcal{R}_{j,j'}(x) = I$ for all $x \in \mathcal{G}_{j,j'}$, that is, $\mathcal{R}_{j,j'}$ is a translation. Suppose also that $|\cdot|_j = |\cdot|_{j'}$. Then

$$||\Xi(t,x)||_{j,j'} \geq 1 \text{ for all } x \in \mathcal{G}_{j,j'}, \ t \geq 0. \quad (37)$$

Proof. Under the hypotheses of the proposition, we have that

$$\Xi(t,x) = I + \frac{(\mathcal{F}_{j'}(t,\mathcal{R}(x)) - \mathcal{F}_{j}(t,x)) \cdot Dg_{j,j'}(x)}{Dg_{j,j'}(x) \cdot \mathcal{F}_{j}(t,x)}. \quad (38)$$

Fix $x \in \mathcal{G}_{j,j'}$ and let $z \in \text{Null}(Dg_{j,j'}(x))$. Then $\Xi(t,x)z = z$ so that always $||\Xi(t,x)||_{j,j'} \geq 1$. \hfill \square

Proposition 4. Under Assumptions [1] [2] [3] and 6 for some $j,j' \in \mathcal{J}$, suppose $D\mathcal{R}_{j,j'}(x) = I$ for all $x \in \mathcal{G}_{j,j'}$, that is, $\mathcal{R}_{j,j'}$ is a translation. Suppose also that $|\cdot|_j = |\cdot|_{j'} = |\cdot|_2$ where $|\cdot|_2$ denotes the standard Euclidean 2-norm. Then $||\Xi(t,x)||_{j,j'} \leq 1$ if and only if $||\Xi(t,x)||_{j,j'} = 1$ if and only if

$$\mathcal{F}_{j'}(t,\mathcal{R}(x)) - \mathcal{F}_{j}(t,x) = \alpha(t,x)Dg_{j,j'}(x)^T \quad (39)$$

for all $t \geq 0$ and all $x \in \mathcal{G}_{j,j'}$, for some $\alpha : [0, \infty) \times \mathcal{G}_{j,j'} \rightarrow \mathbb{R}$ satisfying

$$0 \leq \alpha(t,x) \leq \frac{-2Dg_{j,j'}(x) \cdot \mathcal{F}(t,x)}{|Dg_{j,j'}(x)|^2_{2}} \quad (40)$$

V. Examples

A. A planar piecewise-linear system

Consider a piecewise-linear system with states in the left- and right-half plane,

$$\mathcal{D} = \mathcal{D}_{-} \bigcup \mathcal{D}_{+}, \quad \mathcal{D}_{\pm} = \{x = (x_1, x_2) \in \mathbb{R}^2 : \pm x_1 \geq 0\} \quad (41),$$

whose continuous dynamics are given by $\dot{x} = A_{\pm}x$, $x \in \mathcal{D}_{\pm}$, where

$$A_{\pm} = \begin{bmatrix} \alpha_{\pm} & -\beta_{\pm} \\ \beta_{\pm} & \alpha_{\pm} \end{bmatrix} \quad (42)$$

so that $\text{spec} A_{\pm} = \alpha_{\pm} \pm j\beta_{\pm}$ and hence the standard Euclidean matrix measure $\mu_2(A_{\pm}) = \sigma_{\text{max}}(\frac{1}{2}A_{\pm}^T + A_{\pm}) = \alpha_{\pm}$. Supposing $\beta_{\pm} > 0$, all trajectories in $\mathcal{D}_{\pm}$ will eventually reach the set $G_{\pm} = \{(x_1, x_2) \in \mathbb{R}^2 : \pm x_1 \leq 0, \pm x_2 > 0\}$, where a reset will be applied that scales the second coordinate by $c_{\pm} > 0$.

$$\forall x \in G_{\pm} \subseteq \mathcal{D}_{\pm} : x^+ = \mathcal{R}_{\pm}(x^-) = (x_1, c_{\pm}x_2^\pm) \in \mathcal{D}_{\pm}. \quad (43)$$

This yields a saltation matrix

$$\Xi_{\pm} = D_{\pm}R_{\pm} + (F^\pm - D_{\pm}R_{\pm} \cdot F^\pm) \frac{D_{\pm}g_{\pm}}{D_{\pm}g_{\pm} \cdot F^\pm} \quad (44)$$

where

$$\Xi_{\pm} = \begin{bmatrix} \beta_{\pm} & 0 \\ \beta_{\pm} & \alpha_{\pm}c_{\pm} - \alpha_{\pm} \end{bmatrix} \quad (45)$$

with singular values

$$\sigma(\Xi) = \text{spec} \frac{1}{2}(\Xi^T + \Xi) = \frac{1}{2}((c+1) \pm \sqrt{d^2 + (c-1)^2}) \quad (46)$$

unless $c = 1$ (i.e. $c_+ = c_- = 1$ so $\mathcal{R}_{\pm} = \text{id}_{\mathbb{R}^2}$) and $d = 0$ (i.e. $\alpha_+ = \alpha_-$ so $A_+ = A_-$), one of these singular values is larger than unity.

B. Traffic flow with capacity drop

Consider a length of freeway divided into two segments or links. The state of the system is the traffic density on the two links. Traffic flows from the first segment to the second. The second link has a finite jam density $x_{\text{jam}}^2 > 0$, and we consider link 1 to have infinite capacity so that always the state $x$ satisfies $x \in \mathcal{X} = [0, \infty) \times [0, x_{\text{jam}}^2] \subset \mathbb{R}^2$.

The system has two modes, an uncongested (resp., congested) mode for which the flow between the two links depends only on the density of the upstream (resp., downstream) link. The dynamics of the uncongested mode is

$$\dot{x}_1 = u(t) - \Delta_1(x_1) \quad (47)$$

$$\dot{x}_2 = \Delta_1(x_1) - \Delta_2(x_2) \quad (48)$$

for which we write $\dot{x} = F_{\text{uncon}}(x, t)$ assuming a fixed $u(t)$, and for the congested mode is

$$\dot{x}_1 = u(t) - S_2(x_2) \quad (49)$$

$$\dot{x}_2 = S_2(x_2) - \Delta_2(x_2) \quad (50)$$

for which we write $\dot{x} = F_{\text{con}}(x, t)$ where $\Delta_1$ and $\Delta_2$ are continuously differentiable and strictly increasing demand functions satisfying $\Delta_1(0) = \Delta_2(0) = 0$, and $S_2$ is a continuously differentiable and strictly decreasing supply function satisfying $S_2(x_{\text{jam}}^2) = 0$; see [12] for further details of the model.

The system is in the congested mode only (but not necessarily) if $\Delta_1(x_1) \geq S_2(x_2)$. Moreover, empirical studies suggest that traffic flow exhibits a hysteresis effect such that traffic remains in the uncongested mode until $x_2 \geq \bar{x}_2$ for some $\bar{x}_2$ and does not return to the uncongested mode until $x_2 \leq \bar{x}_2$ for some $\bar{x}_2$ [22], [23]. Here, we assume $\bar{x}_2 \in [0, x_{\text{jam}}^2]$ where $x_{\text{jam}}^2$ is the unique density satisfying $\Delta_2(x_2) = S_2(x_2)$; see Figure 2. This effect is called capacity drop.
We model the traffic flow as a hybrid system with four domains $D_{sc}, D_{se}, D_{sc}, D_{se}$ where

\[
\begin{align*}
D_{sc} &= \mathcal{X} \cap \{ x : \Delta_1(x_1) \leq S_2(x_2) \} \cap \{ x : x_2 \geq \bar{x}_2 \}, \\
D_{se} &= \mathcal{X} \cap \{ x : \Delta_1(x_1) \leq S_2(x_2) \} \cap \{ x : x_2 \leq \bar{x}_2 \}, \\
D_{sc} &= \mathcal{X} \cap \{ x : \Delta_1(x_1) \leq S_2(x_2) \} \cap \{ x : x_2 \leq \bar{x}_2 \}, \\
D_{se} &= \mathcal{X} \cap \{ x : \Delta_1(x_1) \leq S_2(x_2) \} \cap \{ x : x_2 \leq \bar{x}_2 \}
\end{align*}
\]}

and the index set is given by $\mathcal{J} = \{ \mathcal{SC}, \mathcal{SC}, \mathcal{SC}, \mathcal{SC} \}$. Furthermore, $F_{sc} = F_{se} = F_{se} = F_{con}$ and $F_{sc} = F_{con}$. As a mnemonic, $S$ indicates that $\Delta_1(x_1) \leq S_2(x_2)$ so that adequate downstream supply is available, and $\bar{S}$ indicates the opposite. Similarly, $C$ indicates the status of the hysteresis effect so that the congestion mode is only possible for domains with $C$, and impossible for domains with $\bar{C}$.

Define the guard functions

\[
\begin{align*}
g_{sc,sc}(x) &= g_{sc,se}(x) = S_2(x_2) - \Delta_1(x_1), \\
g_{sc,sc}(x) &= g_{sc,sc}(x) = \Delta_1(x_1) - S_2(x_2), \\
g_{sc,sc}(x) &= g_{sc,se}(x) = \bar{x}_2 - x_2, \\
g_{sc,sc}(x) &= g_{se,se}(x) = x_2 - \bar{x}_2.
\end{align*}
\]

If no guard function is specified between two domains, then no transition is possible between those domains. For all $j, j' \in \mathcal{J}$ such that $g_{j,j'}$ is defined, let $\mathcal{G}_{j,j'} = \{ x : g_{j,j'}(x) \leq 0 \} \cap D_j$, and let $\mathcal{G}_j = \bigcup_{j' \in \mathcal{J}} \mathcal{G}_{j,j'}$ for each $j \in \mathcal{J}$.

We have that

\[
J_{\text{uncon}}(x) = D_x F_{\text{uncon}}(x, t) = \begin{bmatrix} -D \Delta_1'(x_1) & 0 \\ D \Delta_1'(x_1) & -D \Delta_2(x_2) \end{bmatrix},
\]

\[
J_{\text{con}}(x) = D_x F_{\text{con}}(x, t) = \begin{bmatrix} 0 & -D S_2(x_2) \\ D S_2(x_2) - D \Delta_2(x_2) \end{bmatrix}.
\]

Let $\| \cdot \|$ be the standard one-norm and $\mu_1$ the corresponding matrix measure. It can be verified that

\[
\mu_1(J_{\text{uncon}}(x)) \leq 0 \forall x \in \mathcal{X}, \quad \text{and} \quad \mu_1(J_{\text{con}}(x)) \leq 0 \forall x \in \mathcal{X}.
\]

Now consider a trajectory in domain $D_{\bar{S}C}$ transitioning to $D_{SC}$ so that $S_2(x_2) \leq \Delta_1(x_1)$ and the system experiences a capacity drop so that the dynamics transition from uncongested to congested. Computing the saltation matrix $\Xi$ for $x$ such that $g_{\bar{S}C,SC}(x) = 0$, we have

\[
\Xi_{\bar{S}C,SC}(t, x) = I + \frac{(F_{\text{con}}(t, x) - F_{\text{uncon}}(t, x)) \cdot D_x g_{\bar{S}C,SC}(x)}{D_x g_{\bar{S}C,SC}(x) \cdot F_{\text{uncon}}(t, x)}
\]

\[
= I + \frac{-1}{\Delta_1(x_1) - \Delta_2(\bar{x}_2)} \begin{bmatrix} \Delta_1(x_1) - S_2(\bar{x}_2) \\ S_2(\bar{x}_2) - \Delta_1(x_1) \end{bmatrix} \cdot \begin{bmatrix} 0 & -1 \end{bmatrix}
\]

for all $x \in \{ x : x_2 = \bar{x}_2 \}$. Let $\rho(x_1) = \frac{\Delta_1(x_1) - S_2(\bar{x}_2)}{\Delta_1(x_1) - \Delta_2(\bar{x}_2)}$ so that

\[
\Xi_{\bar{S}C,SC}(t, x) = \begin{bmatrix} 1 & \rho(x_1) \\ 0 & 1 - \rho(x_1) \end{bmatrix}
\]

for all $x \in \{ x : x_2 = \bar{x}_2 \}$. Because $\bar{x}_2 < S_{\text{crit}}$, it holds that $\Delta_2(\bar{x}_2) < S_2(\bar{x}_2)$ and therefore

\[
0 \leq \rho(x_1) < 1 \forall x_1 \in \{ x : \Delta_1(x_1) \geq S_2(\bar{x}_2) \}.
\]

Therefore, $\| \Xi_{\bar{S}C,SC}(t, x) \|_1 = 1$ for all $x \in \{ x : x_2 = \bar{x}_2 \} = \mathcal{G}_{\bar{S}C,SC}$.

For all $(j, j') \neq (\bar{S}C, SC)$ such that $G_{j,j'}$ is nonempty, it can be verified that $F_{j'}(x) = F_{j}(x)$ for all $x \in \mathcal{G}_{j,j'}$ so that $\Xi_{j,j'}(t, x) = I$ and trivially $\| \Xi_{j,j'}(t, x) \|_1 = 1$. Applying Theorem $[\text{I}]$ we conclude that

\[
|y(t) - x(t)|_1 \leq |y(0) - x(0)|_1
\]

for any pair of trajectories $x(t), y(t)$ of the traffic flow system with initial conditions $y(0), x(0)$ subject to any input $u(t)$, that is, the system is nonexpansive.

In fact, it is possible to conclude that $\lim_{t \to \infty} |x(t) - x(t)|_1 = 0$ for any initial condition $x(0)$ using an approach analogous to that used in [24, Example 4], which considers contraction in traffic flow without modeling capacity drop. In particular, if the derivatives of $\Delta_1$, $\Delta_2$, and $S_2$ are bounded away from zero, and $u(t)$ is periodic with period $T$ and is such that there exists a periodic orbit $\gamma(t)$ of the hybrid system such that $\gamma(t^*) \in \text{int}(D_j \setminus \mathcal{D}_{SC})$ for some $t^*$, then the system is strictly contracting towards $\gamma(t)$ for a portion of each period $T$. This implies that eventually, each trajectory converges to $\gamma(t)$. Figure $[\text{I}]$ shows simulation results for
several initial conditions where \( u(t) = 1500 + 800 \cos(2\pi t) \), 
\[ \Delta_1(x_1) = 2400(1 - e^{-x_1/33}), \Delta_2(x_2) = 1900(1 - e^{-x_2/33}), \]
\[ S_2(x_2) = 20(160 - x), \Delta_2 = 60, \Delta_2 = 55, \text{ and time is in hours.} \]

VI. Conclusion

We generalized infinitesimal contraction analysis to hybrid systems by leveraging local dynamical properties of continuous-time flow and discrete-time reset to bound the rate time of change of the intrinsic distance between trajectories. In addition to expanding the toolkit for analysis of hybrid systems, our dwell time assumptions provide a novel bound for the intrinsic distance metric.
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