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ABSTRACT
A frequent theme in regional science is exploring the determinants of business establishment locations. We briefly review the theoretical perspectives motivating several frameworks underpinning locational determinant analyses. We summarize and review trade-offs involved in established and emerging econometric techniques that researchers use to analyse locational determinants. We conclude with opportunities for future research, including understudied frameworks, potential data sources and methodological developments.
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INTRODUCTION
A theme of regional economic research is the determinants of business location, relocation, creation, attraction, retention, expansion or ‘firm demography’ (Pellenbarg et al., 2002). In the United States, studies document the decline in establishments’ birth rates since the 1990s and examine the negative effects on economic growth therefrom (Gourio et al., 2016; Haltiwanger et al., 2013). In other high-income economies, inward investment policy, also known as industrial recruitment, is an area of active research (Raganowicz, 2018; Rutherford et al., 2018; Tewdwr-Jones & Phelps, 2000; Xu et al., 2020). While reviews have been published (Dicken & Lloyd, 1990; Iammarino & McCann, 2013; Krugman, 1995; McCann, 2002a; McCann & Sheppard, 2003; Pellenbarg et al., 2002; Shaffer et al., 2004) on the empirical results of industrial location studies (Arauzo-Carod et al., 2010; Blair & Premus, 1987; Daniels, 1985), and on broader combinations thereof (Balbontin & Hensher, 2019; Fujita et al., 1999; Goetz,...
et al., 2009; Hayter, 1997), the present article provides a review of empirical methods for assessing business locational determinants. It offers a practical guide on the choice of empirical methods under different data options. Though the article includes a brief overview of locational theoretical perspectives and their underlying frameworks, the purpose of the theory section is only to provide a contextual framework in which the empirical methods operate.

Regarding data, this article highlights that most of the business location literature, particularly from the demand threshold perspective, measures industry size by the number of establishments within an industry and region (Goetz et al., 2009). While this approach is logical for some service industries where establishments function as nodes of service, the consolidation of other industries supports the argument that more detailed measures, such as employment or payroll, could be more accurate.

Although this article focuses on empirical approaches and data issues relevant to business location research, analytical frameworks can inform those approaches; hence, the next section briefly reviews the theoretical perspectives and frameworks on locational determinants, providing a taxonomy of the frameworks and underpinning theory. Next, informed by the interacting data issues (in the third section), this article reviews the evolution of empirical methods (in the fourth section). Concluding with opportunities for future research, we highlight underused data sources that may facilitate improvements in locational determinant research: the analysis of understudied frameworks, enhanced measurement of industry size and development of spatial count data models.

ANALYTICAL PERSPECTIVES ON LOCATIONAL DETERMINANTS

Analytical perspectives include: (1) demand thresholds and (2) spatial monopsony, which both stem from central place theory (Berry & Garrison, 1958a, 1958b; Christaller, 1966; Lösch, 1954); (3) classical and neoclassical location–production models (Weber, 1909); (4) New Economic Geography (NEG) (Krugman, 1991a, 1991b, 1995); and (5) firm demography (van Dijk & Pellenbarg, 2000), which includes the (5.1) random profit maximization (McFadden, 1973), (5.2) behavioural and (5.3) institutional frameworks. 2 While the latter two frameworks receive less attention, we include them because new data and empirical techniques make implementation increasingly feasible (Conroy et al., 2016; McCann, 2002a; Pellenbarg et al., 2002).

Demand threshold framework
Demand threshold analysis relies on Central Place Theory (CPT), which predicts that the determinants of a good’s range are both the cost of supplying the good and the demand for the good (Christaller, 1966; Lösch, 1954). A demand threshold is the minimum market size required to support a type of service business that still yields a rate of return greater than the owner’s reservation wage (Berry & Garrison, 1958b, 1958a; Harris et al., 1996; Parr & Denike, 2016; Shaffer et al., 2004). Spatial equilibrium occurs when the revenue under the demand structure covers operating costs and allow an acceptable rate of return. Past research confirms differences in demand thresholds across industries (Shonkwiler & Harris, 1996), and can advise decision-makers on the potential feasibility of new establishments in an area (Wensley & Stabler, 1998). We provide the classic graphical representation of demand thresholds in Figure 1 (see also Carpenter et al., 2021a).

Spatial monopsony framework
Spatial monopsony also draws on CPT. Under spatial monopsony, competition of an establishment handling dispersed raw material input occurs on the edges of the market shed, rather than within a central place. The spatial monopsonist faces an upward-sloping cost curve as it expands its territory, classically due to transportation costs associated with bringing raw product to a
processing facility. Parr and Swales (1999) show an array of circular markets with spaces of the familiar CPT honeycomb network unserved, except at the points where the service area circle is tangent to the edge of the hexagon, and the outer radius of the adjoining competitor’s market shed. The question of spatial price competition is an important theme in agricultural markets (Li et al., 2018; Sesmero et al., 2015).

Location–production models
Also involving profit maximization, location–production models analyse the relationship between geography and production behaviour, specifically how optimal input levels are related to spatial costs (McCann, 1995). The classical location–production model (Weber, 1909) emphasizes the roles of the input–output structure of a firm’s production function and transportation costs on the firm’s optimal location. This model is generalizable to allow for input substitution (allowing a role for input prices) in the co-determination of input combinations and firm locational choice (Moses, 1958). McCann (1996) further expands this framework to allow for market prices, revenue and distance costs to play a role. These frameworks do not allow spatial variation in local land and labour prices (McCann, 2002b).

New Economic Geography (NEG)
NEG (Krugman, 1991a, 1991b, 1993, 1995) starts with industrial agglomeration stemming from a trade-off between external economies of scale and transportation costs, but also analyses agglomeration effects as developing into a system of cities as an endogenous process. That is, the economy is divided into $n$ possible locations and two industries: one industry is immobile in production and the other can choose its optimal location. With labour as the production factor, labour supply fixed and workers as the consumers, the geographical distribution of labour over the locations equals that of production. A long-run equilibrium is reached when real wages in all locations have become equal and no more migration of manufacturing workers occurs. The model tends toward self-reinforcing agglomeration. As Krugman (1993, 293) writes, ‘the eventual locations of cities tend to have a roughly central-place pattern’. As noted above, Mulligan et al. (2012) remark that CPT’s multiple regional concepts and interplay between consumer choice, agglomeration, and a functional hierarchy of places make it a complement to NEG models, rather than a competitor.
Firm demography

The firm demography perspective accounts for a firm’s birth (start-up), merger, splitting, migration (relocation) and death (closure) (Hoogstra & van Dijk, 2004; Pellenbarg et al., 2002; van Dijk & Pellenbarg, 2000). Firm demography accommodates neoclassical, behavioural and institutional approaches (Machlup, 1967).

Neoclassical profit maximization

Firm demography is an analytical framework in which we place neoclassical profit maximization, but the classical approach dates back to Adam Smith (Isard, 1956). Modelling a firm’s locational choice has a long history spawning from McFadden’s (1973) discrete choice work, with ongoing work examining the effect of various local factors influencing profitability (Bartik, 1985; Carlton, 1983). Manufacturing location decisions do not typically rely on the demand-side considerations central to CPT, but rather on the profit maximization (and cost minimization) (McCann, 2002a).³

The neoclassical conception of locational choice follows McFadden (1973) and considers the relative profits, \( \pi_{ij} \), for establishment \( i \in \{ 1, 2, \ldots, I \} \) resulting from locating in geography \( j \in \{ 1, 2, \ldots, J \} \). An establishment’s profit results from a linear combination of a deterministic term, \( \tilde{\pi}_{ij} \), and stochastic term, \( \epsilon_{ij} \), such that:

\[
\pi_{ij} = \tilde{\pi}_{ij} + \epsilon_{ij}.
\]

Modelling \( \tilde{\pi}_{ij} \) as a linear combination of the explanatory variables:

\[
\tilde{\pi}_{ij} = X\beta + Z\delta
\]

where \( X \) is a matrix of location-specific variables (e.g., amenities, taxes, local institutions, other local policies); and \( Z \) is a matrix of industry location-specific variables (e.g., labour costs, other input costs, agglomeration economies). If modelling multiple industries simultaneously, the linear combination can include an additional vector of industry-specific variables (e.g., entry barriers).⁴

Geography \( j \) is thus chosen by establishment \( i \) if:

\[
\pi_{ij} > \pi_{ik}, \ \forall k \neq j.
\]

The stochastic nature of \( \pi_{ij} \) produces the probability of establishment \( i \) locating in geography \( j \):

\[
P_{ij} = P(\pi_{ij} > \pi_{ik}), \ \forall k, \ k \neq j.
\]

Assuming independent and identically (extreme value Type I) distributed errors leads to the conditional logit model form:

\[
P_{ij} = \frac{e^{\tilde{\pi}_{ij}}}{\sum_{k=1}^{K} e^{\tilde{\pi}_{ik}}}. 
\]

We provide the classical graphical representation of random profit maximization in Figure 2.

Behavioural framework

The behavioural framework, where profit maximization is not the goal (Cyert & March, 1963; Simon, 1955), is less studied. Apart from alternative goals in the decision-making process, there are four elements in behavioural location theory: (1) the role of limited information; (2) the ability to use information; (3) perception and mental maps; and (4) uncertainty (McCann, 2002a). Nonetheless, this is an important area for future research; with inequity among race, ethnicity, gender and other business-owner characteristics affecting numerous business outcomes (Carpenter & Loveridge, 2018, 2019, 2020). It stands to reason that locational determinants
would also be affected. Hence, leaving entrepreneur idiosyncrasies to \( e_{ij} \), as in the random profit maximization framework, may bias estimates, or make estimates only representative for majority groups.

**Institutional framework**

The institutional framework (McNee, 1958) emphasizes the role of existing institutions, such as governments, real estate brokerage services, small business development centres or regional economic development organizations, among others. Both the institutional approach and the neo-classical approach are more applicable to large companies possessing negotiating power, because a decision to move is viewed as a result of negotiations with the community, local government and suppliers, as well as other economic and social actors (Brouwer et al., 2004; Conroy et al., 2016). Factors most relevant to the institutional framework are difficult to quantify, which has limited the development of a well-established empirical literature; nonetheless, there are exceptional articles using the institutional framework (Guimarães et al., 1998; Lee, 2008; Oukarfi & Baslé, 2009) and more detailed reviews (Hayter, 1997; Scott, 2000).

**DATA SUMMARY**

This section reviews data issues and data sources before the methodology section because data limitations informed the evolution of methods in the locational determinant literature. For example, geography–industry-aggregated data are commonly released by statistical organizations to prevent improper disclosure. Thus, researchers often measure industry size in a location with establishment counts, which includes numerous zeros and is a non-negative integer count, \( y \in \{0, 1, 2, 3, \ldots \} \). Resultantly, modelling efforts often draw on ‘corner response at zero’ estimators, conditional logit and count data estimators (Wooldridge, 2010). Limitations on these approaches result from disclosure issues and because a local count of establishments is an imprecise proxy for local industry size. More detailed measures of industry size, such as employment, may change the results (Carpenter et al., 2021a; Van Sandt et al., 2021a). Referring to Figure 1, these errors or ambiguous measures of industry size create ambiguous demand thresholds which may be visually depicted as wide bands rather than a line pertaining to a point estimate. Further, establishments of ambiguous size may be characterized by banded spatial demand cones and ambiguous market radii.

Similarly, for cost-centric industries and referring to Figure 2, the estimated marginal effects of \( X \) and \( Z \) become uncertain, leading to banded Marginal Cost (MC) curves, a range of optimal industry sizes for each location and less confidence in the preferred location. This issue is
particularly relevant for consolidating industries where total employment has been stable. Examining employment or payroll as alternative measures of industry size is thus an area for future research.

With public US county-level data, researchers often resort to imputing suppressed cells or using proprietary datasets of unknown accuracy and methods; imputation methods vary widely and include simply using the midpoint of size classes (Autor et al., 2013; Glaeser et al., 1992; Porter, 2003). Given the unknown error with suppressed-cell estimated datasets (SCEDs), there is a history of efforts to improve SCEDs over the midpoint technique (Isserman & Westervelt, 2006; Orr & Buongiorno, 1989). Researchers who use SCEDs often do not document methods used to produce the estimates (Anselin et al., 1997; Gerking & Isserman, 1981; Isserman, 2001; Markusen, 1996), which may substantially bias coefficient estimates (Carpenter et al., 2021b). Additionally, researchers often resort to using relatively aggregated industries due to disclosure limitations, which can cause aggregation bias (Carpenter et al., 2021c).

Detailed unsuppressed microdata are available in the United States in the Federal Statistical Research Data Center (FSRDC) system. In Europe, Eurostat similarly offers detailed longitudinal data (Eurostat, 2020). Researchers are already using many of these sources of detailed longitudinal establishment-level data to examine firm establishment location decisions (Arauzo-Carod & Viladecans-Marsal, 2009; Devereux et al., 2007; Figueiredo et al., 2002; Holl, 2004; Van Sandt et al., 2021a).

In the United States, the Longitudinal Business Database (LBD) is an annual Census Bureau series (Jarmin & Miranda, 2002). The LBD is a valuable dataset for researching the determinants of entry, growth and exit at the establishment, firm and industry levels (Carpenter & Loveridge, 2019; Haltiwanger et al., 2013). The LBD is commonly used in business research generally, but has not been used as often when examining the determinants of business locational choice (Becker & Henderson, 2000). The LBD combined with the Annual Business Survey (formerly the Survey of Business Owners) has potential to greatly strengthen behavioural research that includes interest in characteristics of the owner.

Georeferenced data also provide opportunities for more geographically nuanced analyses into establishment location decisions by pairing them with other similarly georeferenced data (e.g., raster-level data) or using geostatistical software to create covariates such as distances to transportation infrastructure, or a function of some specific metric within a defined spatial radius (e.g., count, average, minimum, etc.). For example, the LBD may be linked with the parent Business Register dataset to access every business’ street address; however, geostatistical software options are limited in the FSRDC environment, limiting the utility of georeferenced micro-data. As a related example, in Europe, Bureau van Dijk offers datasets such as Amadeus and Orbis, georeferenced datasets of companies (e.g., Chen & Moore, 2010; Holl & Mariotti, 2018). There are many other purchasable private micro-datasets in Europe, North America and elsewhere, but such geographically rich data can be costly. Examples of business location research using georeferenced datasets include location choices of franchises in Brazil (Bitti et al., 2019), retail co-location in Sweden (Larsson et al., 2014) and a discrete-choice model of business location decisions in Canada (Dubé et al., 2016).

**EMPIRICAL METHODS**

Data availability informs the choice of empirical method (Figure 3), which has evolved with advances in estimation techniques. Carlton (1983) and Bartik (1985) were among the early adopters of using the multinomial logit procedure (McFadden, 1973; see also Carpenter et al., 2021a). However, researchers noted that the using multinomial logit is imperfect in cases of an excessive number of alternatives, as well as the likelihood that the independence of irrelevant alternatives (IIA) assumption does not hold, given the location alternatives are
likely correlated, even when conditioning on observables. Efforts to address these limitations include aggregating alternatives reduce the number of alternatives and introducing spatial group indicator variables (Bartik, 1985). Nonetheless, these limitations led to the use of nested logit with a smaller alternatives set randomly drawn from the full alternatives set (Friedman et al., 1992; Hansen, 1987). The nested logit still faces limitations both in the imposition of an arbitrarily limited and hierarchical choice set on firms, and the loss in sample size more generally. Finally, both approaches still rely on the IIA assumption within subsets of the alternatives for consistency. Nonetheless, with increasing computing power, logit approaches may be useful for studies using the institutional or behavioural frameworks and microdata.

**Corner response models**

While the nature of establishment and employment data, \( y \in \{0, 1, 2, 3, \ldots \} \), indicates the use of count data models might be preferable for empirical estimation, a linear model would estimate the average partial effects consistently. That is, consistency holds even though \( y_i \geq 0 \) and \( P(y_i = 0) > 0 \) (Wooldridge, 2010). However, practical problems with estimating a linear model for non-negative count data include negative fitted values and the assumption of a mean linear in \( x \) because \( E(y|x) \) cannot truly be linear in \( x \).

One could also use non-count corner response at zero estimators, in which the dependent variable is non-negative, continuous above zero and has a lot of observations at zero (Wooldridge, 2010). For example, some research uses the Type I Tobit (T1T), that is, the standard censored regression model (Tobin, 1958), for firm locational choice analysis (Hastings & Goode, 1982; Hines, 1996), and demand threshold analysis (Harris & Shonkwiler, 1997;...
However, the partial effects of an explanatory variable on $P(y_i > 0|x)$ and $E(y|x, y > 0)$ must have the same signs in T1T (Wooldridge, 2010). It is easy to imagine scenarios in which this does not hold. For example, a region with low population may increase the likelihood of some industries locating there, but further reducing the population may decrease the size of that industry in a particular area. Additionally, the ratio of the partial effects of explanatory variables on $P(y_i > 0|x)$ and $E(y|x, y > 0)$ must be equal (Wooldridge, 2010). Neither CPT nor random profit maximization justify this assumption.

The truncated normal hurdle (TNH) and lognormal hurdle (LNH) are more flexible because the participation and amount decisions are separate (Cragg, 1971). Thus, the conditional expectation has the same form as the T1T, but now the partial effects $P(y_i > 0|x)$ (potential participation decision) can be different than partial effect on $E(y|x, y > 0)$ (amount decision). This approach assumes that the participation distribution and the amount distribution are conditionally independent, and thus that all zeros are created in the singular decision. One can include covariates in the selection equation to describe differences between structural and non-structural zeros, but some variables may describe both structural and non-structural zeros. Finally, the TNH and LNH do not allow for conditional correlation between the participation distribution and the amount distribution.

The Exponential Type II Tobit (ET2T) modifies the LNH to allow conditional correlation between the participation and amount distributions (Cragg, 1971; Heckman, 1979), which is valuable for locational choice research because unobserved factors may affect both the participation and amount distributions (Devereux et al., 2007).

Count data models
The ET2T can be imperfect for some industries, however, because it does not allow for two zero-generating processes and does not leverage the count nature of the data (only the cornered at zero nature of the data). Given these and the aforementioned limitations, other researchers model firm location by using count data models to examine the number of businesses locating to a particular area. Guimarães et al. (2003, 2004) show that the Poisson count model presents a more tractable approach than conditional logit, and that the Poisson model coefficients can have an economic interpretation compatible with the random utility (profit) maximization framework.

Thus, count data models are compatible with both the CPT and demand threshold theoretical perspectives. Additionally, count data regressions can be preferred when dealing with large sets of alternatives because each spatial alternative is represented as an observation and thus the excessive choice set problem faced by logit models becomes an advantage. However, the potential location or ‘participation’ decision $\{0, 1\}$ and the establishment count/size or ‘amount’ decision $\{0, 1, 2, 3, \ldots\}$ is separate for some industries and understanding marginal effects thereon may be of interest. Hence, an estimator that models both decisions can be preferred (see also Carpenter et al., 2021a). Further, participation and amount decision marginal effects may have different partial effects, and there may be conditional correlation between these distributions. For establishment location data, this may imply two zero types: (1) structural zeros – locations lacking a vital characteristic (e.g., a natural resource input) and will never be chosen for participation; and (2) non-structural zeros – locations that could be chosen, but are not. Alternatively, industries may only have one zero type, in the case of no vital local characteristic, but rather a coalescence of factors (and chance) resulting in zero establishments. Table A1 in Appendix A in the supplemental data online systematically reviews the literature intersecting common estimators and geographical level of analysis.

The Poisson model remains useful at least as a starting point for comparison with other potential models. Researchers are often concerned that the Poisson model’s assumption that the conditional variance of the dependent variable is equal to the conditional mean is often violated in practice due to overdispersion. If the conditional distribution is overdispersed, negative
binomial (NB) will be more efficient than Poisson. However, though overdispersion may increase with $E(y_i|x_i)$ when modelling some industries’ employment (e.g., in the case of rare large establishments), often overdispersion may be decreasing in $E(y_i|x_i)$ when using establishment count data due to zeros driving the overdispersion. Resultantly, researchers of use zero-inflated and hurdle versions of the count data models to account for excess zeros. Additionally, zero-inflated Poisson (ZIP) allows for two types (structural and non-structural) of zeros in the data. On the other hand, hurdle Poisson (HP) only allows for structural zeros by truncating the Poisson distribution after the zero-generating process. Such a restriction (i.e., that all zeros are structural zeros) is difficult to justify theoretically for many industries. Finally, researchers often fail to account for overdispersion remaining after the zero-inflation. This remaining overdispersion may result from unobserved heterogeneity between subjects and high firm concentration, which itself increases in economies of scale and agglomeration (Carpenter et al., 2021a). In this case, zero-inflated negative binomial (ZINB) may be preferred. Importantly, however, researchers often neglect to note that NB is not ‘more general’ than Poisson quasi-maximum likelihood estimation (MLE). Rather, it requires that the NB distribution be fully correct, including a specific variance/mean relationship, while the Poisson quasi-MLE is consistent for any variance assumption because it is in the linear exponential family (Gourieroux et al., 1984). Thus, more than a starting point, Poisson quasi-MLE may be a preferable estimation method in many cases, unless researchers are interested in decoupling the participation and amount marginal effects with zero-inflated models.

Table 1 summarizes aspects of corner response and count data estimators. Comparing results and model diagnostics from the Poisson, NB and their zero-inflated counterparts can provide a flexible approach that takes advantage of the count data.

To choose among the various count data models empirically, much work incorrectly uses Vuong’s statistic (Wilson, 2015). For a consistent comparison to evaluate the various count data models, researchers can employ graphical distribution analysis and comparison of Bayesian (BIC) and Akaike information criteria (AIC) (Greene, 1994), though newer testing options are becoming available (Wilson & Einbeck, 2019).

Spatial regression models

In addition to corner response and count data options, spatial regression models deserve consideration. Spatial models are relatively rare despite the likelihood that spatial lag count estimators might reduce bias over the aspatial versions. One constraint is the lack of spatial count and spatial corner response estimators in statistical programmes (Lambert et al., 2010; Brown & Lambert, 2016). For a review of main methodological issues and solutions in spatial non-linear modelling, see Billé and Arbia (2019). Nonetheless spatial models may be of interest to researchers because incorporation of spatial spillovers improves model performance in the presence of excess of zeros in highly heterogeneous areas (Buczkowska & de Lapparent, 2014). Thus, particularly in cases in which there is not concern of separating participation and amount decisions, and when there is interest in spatial spillovers of a policy (or institution) or concerns of spatially correlated omitted variables, spatial econometric models can be useful to researchers.

The motivation of a particular spatial econometric model can stem from a priori theoretical interest and empirical testing. For example, a spatial lag model (SLM) relationship can arise from time dependence of decisions by economic agents located at various points in space when decisions depend on those neighbours (Elhorst, 2010; Lesage, 2014b; LeSage & Pace, 2009). We can interpret the observed relationship as the outcome or expectation of a long-run equilibrium or steady state, providing a dynamic motivation for the data generating process of the SLM. Alternatively, the profit maximization framework, which consigns entrepreneur idiosyncrasies to the error term, might a priori motivate the use of the spatial error model (SEM) and the spatial Durbin model (SDM), which account for spatially correlated omitted
variables. However, if examining locational ‘choice’ and exogeneity is a goal, then the Spatial lag of X (SLX) model may be preferable (Gibbons & Overman, 2012; Vega & Elhorst, 2015).

Table 2 summarizes the trade-offs in the use of some linear spatial econometric models. There are also researcher-written programmes (spatial Tobit, spatial Probit and spatial Poisson models), which combine the benefits of corner response models with spatial models (Autant-Bernard & Lesage, 2011; Lambert et al., 2010; LeSage, 2000, 2014a; LeSage & Pace, 2009). Finally, in addition to a priori theoretical considerations emphasized herein, there are also empirical options for model comparison, such as information criteria or Bayesian methods for model comparison (Amaral & Anselin, 2014; LeSage, 2015).

**OPPORTUNITIES FOR FUTURE RESEARCH**

Despite the acceptance of these frameworks, they are still typically treated as disparate approaches, which leads to their relative importance and interaction being understudied.

---

**Table 1.** Aspatial estimators in business locational determinant research.

| Corner response estimators | Separate participation and amount decisions | Allows opposite participation and amount partial effects | Allows participation and amount correlation | Multiple zero creation processes |
|----------------------------|---------------------------------------------|-----------------------------------------------------|-------------------------------------------|---------------------------------|
| Type I Tobit (T1T)        | No                                          | No                                                  | No                                        | No                              |
| Truncated normal hurdle (TNH) | Yes                                         | Yes                                                 | No                                        | No                              |
| Lognormal hurdle model (LNH) | Yes                                         | Yes                                                 | No                                        | No                              |
| Exponential Type II Tobit (ET2T) | Yes                                         | Yes                                                 | Yes                                       | No                              |

**Count data estimators**

| Poisson                  | No                                          | No                                                  | No                                        | No                              |
| Negative binomial (NB)   | No                                          | No                                                  | No                                        | No                              |
| Hurdle Poisson (HP)      | Yes                                         | Yes                                                 | Yes                                       | No                              |
| Zero-inflated Poisson (ZIP) | Yes                                         | Yes                                                 | Yes                                       | Yes                            |
| Zero-inflated negative binomial (ZINB) | Yes                                         | Yes                                                 | Yes                                       | Yes                            |

Note: T1T, also known as ‘standard censored regression’ (Tobin, 1958); TNH, also known as ‘two-tier’, ‘two-stage’ or ‘double-hurdle’ (Cragg, 1971); LNH (Cragg, 1971); ET2T (Cragg, 1971; Duan et al., 1984; Heckman, 1979); HP, also known as ‘hurdle model’ (Mullahy, 1986) or ‘zero-altered Poisson’ (Heilbron, 1989); ZIP (Greene, 1994; Lambert, 1992); and ZINB (Greene, 1994).
Although some studies leverage administrative data to examine fine-grained details with various frameworks, most only access one agency’s data, which fit into only one of the frameworks. More specifically, these studies do not match business data, geographical data and business owner demographic data. While this article does not provide a review of research topics and specific findings, Tables A1 and A2 in Appendix A in the supplemental data online systematically review the literature intersecting specific locational determinants and the industry under analysis. As they show, there are under-studied topic–industry pairs.

The increasing availability of and ability to process administrative data provides additional possibilities for locational research. Models employing these data sources could not only inform public policy, but also help businesses avoid costly mistakes in their location decisions. While large corporations may have sufficient information and reach to make precise location decisions, smaller companies may lack internal data and analytical capacity to make full use of available tools. There is a role for the academic and consulting analysts to help inform these decisions through provision and interpretation of better tools.

There is also scope for work to erase artificial boundaries across sectors. Industrial classification systems are necessary for understanding broad trends in the economy, but firm-level data unleash more potential for using these models. The analyst could aggregate a particular firm based on what it produces or the types of customers it serves instead of relying on a potentially arbitrary output classification. Better linking of output and input customers in models will increase accuracy in future models. Similarly, with microdata, internal borders could be re-examined in models, with market shed playing a strong role relative to local government or administrative boundaries. Disparities in geographical size at the low levels of government create challenges in current models and could be addressed through further division of those territories that are large. A similar strategy could be employed in areas that are economically disparate within their boundaries. Microdata also open the door to more behavioural framework analysis in which researchers can examine the effects of business owner characteristics on locational choice to delve into demographic inequities.

Table 2. Spatial estimators in demand threshold and business locational research.

| Theoretical framework typical a priori expectation | Dependent variable spillover | Explanatory variable spillover | Error spillover |
|---------------------------------------------------|------------------------------|--------------------------------|----------------|
| Demand threshold                                  | Yes                          | Yes                            |                |
| Spatial monopsony                                  | Yes                          |                                |                |
| Random profit max                                 | Yes                          | Yes                            |                |
| Behavioural                                       | Yes                          | Yes                            |                |
| Compatibility with regression models              |                              |                                |                |
| Spatial lag of X (SLX)                            | Yes                          |                                |                |
| Spatial autoregressive models (SAR)                | Yes                          |                                |                |
| Spatial error model (SEM)                         |                              | Yes                            |                |
| Spatial autocorrelation model (SAC)               | Yes                          |                                |                |
| Spatial Durbin error model (SDEM)                 | Yes                          |                                |                |
| Spatial Durbin model (SDM)                        | Yes                          | Yes                            |                |
| Spatial Tobit or Probit                           | Yes                          | Yes                            |                |
| Spatial Poisson                                   |                              |                                |                |

Note: SAR is also known as the spatial lag model (SLM). The theoretical framework a priori expectations listed are those that are often made by researchers; of course, exceptional works exist.

Although some studies leverage administrative data to examine fine-grained details with various frameworks, most only access one agency’s data, which fit into only one of the frameworks. More specifically, these studies do not match business data, geographical data and business owner demographic data. While this article does not provide a review of research topics and specific findings, Tables A1 and A2 in Appendix A in the supplemental data online systematically review the literature intersecting specific locational determinants and the industry under analysis. As they show, there are under-studied topic–industry pairs.

The increasing availability of and ability to process administrative data provides additional possibilities for locational research. Models employing these data sources could not only inform public policy, but also help businesses avoid costly mistakes in their location decisions. While large corporations may have sufficient information and reach to make precise location decisions, smaller companies may lack internal data and analytical capacity to make full use of available tools. There is a role for the academic and consulting analysts to help inform these decisions through provision and interpretation of better tools.

There is also scope for work to erase artificial boundaries across sectors. Industrial classification systems are necessary for understanding broad trends in the economy, but firm-level data unleash more potential for using these models. The analyst could aggregate a particular firm based on what it produces or the types of customers it serves instead of relying on a potentially arbitrary output classification. Better linking of output and input customers in models will increase accuracy in future models. Similarly, with microdata, internal borders could be re-examined in models, with market shed playing a strong role relative to local government or administrative boundaries. Disparities in geographical size at the low levels of government create challenges in current models and could be addressed through further division of those territories that are large. A similar strategy could be employed in areas that are economically disparate within their boundaries. Microdata also open the door to more behavioural framework analysis in which researchers can examine the effects of business owner characteristics on locational choice to delve into demographic inequities.
In summary, we may be at the dawn of a new era in modelling locational determinants, and the empirical approaches we summarize in this review will surely develop further with increased data availability, and as spatial count models evolve.

NOTES

1 Following Carpenter et al. (2021b), this article uses ‘establishment’ to refer to a physical location or ‘address’ where business activity takes place, and ‘firm’ is used to refer to a collection of establishments under a common ownership structure.

2 ‘Firm demography’ is variously termed industrial demography, demography of the firm or enterprise, or economic demography (McCann, 2002a; van Wissen, 2005).

3 Nonetheless, Carpenter et al. (2021b) uses manufacturing industries to develop the ‘profit pool’ concept, which takes advantage of the microfoundations of profit maximization, but maintains the demand threshold framework’s intuitive nature.

4 If multiple industries are included, then the Poisson estimation should include an industry indicator variable for interpretation comparability with the conditional logit model.

5 For example, although versions of county business patterns, quarterly workforce indicators, non-employer statistics, quarterly census of employment and wages, and Bureau of Economic Analysis data are available publicly, the exact county-level employment, payroll and (less often) establishment data within a particular industry are often suppressed to avoid improper disclosure of business information by statistical collection agencies. Even seemingly narrow publicly available employment size classes (e.g., 10–19 employees) can be substantial in rural areas, and the ranges increase up to, for example, in the 2016 County Business Patterns, ‘500 to 999 employees’ and ‘1,000 employees or more’.

6 For example, US researchers often aggregate alternatives to the state level, arguing that US state aggregations represent true alternatives considered by firms, and add regional census or similar regional variables to control for otherwise unobserved regional correlation.

7 The ‘Type I’ and related corner response terminology presented herein follows Amemiya (1985) and Wooldridge (2010), while the count data terminology follows Greene (1994, p. 2012).

8 That is, the partial effect of population size decreases the probability of a hypothetical establishment locating in an area, such that \( \frac{\partial P(y>0|x)}{\partial x_i} < 0 \), where \( x_i \) is population, while increasing the partial effect of population size on the industry size in an area, such that \( \frac{\partial E(y|x, y>0)}{\partial x_i} > 0 \).

9 That is, for continuous variables \( x_i \) and \( x_j \), \( \frac{\partial P(y>0|x)}{\partial x_i} = \frac{\partial E(y|x, y>0)}{\partial x_i} \).

10 The negative binomial is derived from a Poisson model with unobserved heterogeneity between subjects and implies overdispersion, but where the amount of overdispersion increases with \( E(y|x_i) \) (Wooldridge, 2010).
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