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Abstract - The worldwide web is an extraordinary resource for gaining access to information of all kinds. Each day a greater number of resources become available online. The advantages that internet offers researchers are tremendous; so much that some may be tempted to bypass the library entirely and conduct all their research on the web. In spite of this, the enquirers are being confronted with information overloaded with noise which the conventional search methods lack the capability to tackle. Existing search engines such as Google, Yahoo and Bing often return a long list of results which forces users to sift through it to find relevant documents; thereby making search for information difficult. This paper takes a critical study of document tracking and classification systems and presents a Neuro-fuzzy based model for classification of search results based on the strength of words in the query. The structured systems analysis and design methodology and the neuro-fuzzy clustering technique were employed to study and classify the documents into groups of similar topics for specific knowledge. The work built an adaptive intelligent information retrieval system which will cluster internet documents into similar topic using an unsupervised machine learning techniques to reduce the percentage of irrelevant documents that are retrieved and presented to users.
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I. INTRODUCTION

a. Background
Searching for information on the internet to study state of the art for research purpose to a large extent depends on our ability to track all related topics and classify them into groups of similar topics. As information grows rapidly over the web, it becomes difficult for researcher to find the information they are looking for. After providing a query to a conventional search engine, a long list of search results divided into a lot of pages is presented: similar results are scattered in the list, appearing in different pages. Without a proper arrangement of search results, finding the desired query result among ranked list of document snippets is usually difficult for most users as a result of information overload which conventional search methods do not seem to be able to tackle. The problem is further aggravated when query belongs to a general topic which contains documents from a variety of subtopics. This has led to the need for the development of a novel technique using the combination of neural network and fuzzy logic tagged neuro-fuzzy to assists users to effectively navigate, trace and organize the available web documents, with the ultimate goal of finding those best matching their topic needs.

This work is further motivated by the limitations in the following reviews:

The focus of this work was to build an intelligent agent that learn to retrieve and extract information, development of an information retrieval (IR) sub-engine, as well as information extractor (IE) sub-engine.

II. DOCUMENT CLUSTERING

Cluster analysis is an unsupervised learning method aiming to group instances into different subsets, or clusters, such that each subset contains similar observations with respect to some predefined criterion. Clustering has been subjected to intensive studies in different fields, including statistics, machine learning, data mining, image analysis and information retrieval. However, the clustering paradigm has known a fast development in both theoretical and practical domains of computer science due mainly to the ability of computers to cluster huge amounts of data in a short lap of time. Most clustering, approaches fall into three different categories: similarity-based, projection-based and density-based clustering methods [27].

Projection-based clustering approaches make, generally, use of the set of the eigenvalues of a similarity matrix of data to perform dimensionality reduction for clustering in fewer dimensions [16].

Density-based clustering techniques estimate the probability distributions of clusters and then assign each instance to its most probable cluster [5, 2, 17]. Among
There are many document clustering approaches proposed in the literature. They differ in many parts such as the types of attributes they use to characterize the documents, the similarity measure used, the representation of the clusters etc. Based on the characteristics or attributes of the documents that are used by the clustering algorithm, the different approaches can be categorized into:

i. Text-based, in which the clustering is based on the content of the document.

ii. Link-based, based on the link structure of the pages in the collection.

iii. Hybrid ones, which take into account both the content and the links of the document.

Most algorithms in the first category were developed for use in static collections of documents that were stored and could be retrieved from a database and not for collections of web pages, although they are used for the latter case too. But, contrary to traditional document retrieval systems, the World Wide Web is a directed graph. This means that apart from its content, a web page contains other characteristics that can be very useful to clustering.

i. Text-based Clustering

The text-based web document clustering approaches characterise each document according to its content, i.e. the words (or sometimes phrases) contained in it. The basic idea is that if two documents contain many common words then it is likely that the two documents are very similar. The text-based approaches can be further classified according to the clustering method used into the following categories:

ii. Partitional Clustering

The partitional or non-hierarchical document clustering approaches attempt a flat partitioning of a collection of documents into a predefined number of disjoint clusters. Partitional clustering algorithms are divided into iterative or reallocation methods and single pass methods. Most of them are iterative and the single pass methods are usually used in the beginning of a reallocation method, in order to produce the first partitioning of the data. The partitional clustering algorithms use a feature vector matrix and produce the clusters by optimising a criterion function. Such criterion functions are the following:

(i) maximize the sum of the average pairwise cosine similarities between the documents assigned to a cluster;

(ii) minimize the cosine similarity of each cluster centroid to the centroid of the entire collection etc.

Zhao and Karypis (2001) compared eight criterion functions and concluded that the selection of a criterion function can affect the clustering solution and that the overall quality depends on the degree to which they can correctly operate when the dataset contains clusters of different densities and the degree to which they can produce balanced clusters.

Finally, the single pass method [19] is another approach to partitional clustering which is based on the assignment of each document to the cluster with the most similar representative which is above a threshold. The clusters are formed after only one pass of the data and no iteration takes place. Consequently, the order in which the documents are processed influences the clustering.

The advantages of these algorithms consist in their simplicity and their low computational complexity. The disadvantage is that the clustering is rather arbitrary since it depends on many parameters, like the values of the target number of clusters, the selection of the initial cluster centroids and the order of processing the documents.

iii. Hierarchical Clustering

Hierarchical clustering algorithms produce a sequence of nested partitions. Usually the similarity between each pair of documents is stored in a $(n \times n)$ similarity matrix. At each stage, the algorithm either merges two clusters (agglomerative methods) or splits a cluster in two (divisive methods). The result of the clustering can be displayed in a tree-like structure, called a dendrogram, with one cluster at the top containing all the documents of the collection and many clusters at the bottom with one document each. By choosing the appropriate level of the dendrogram we get a partitioning into as many clusters as we wish. The dendrogram is a useful representation when considering retrieval from a clustered set of documents, since it indicates the paths that the retrieval process may follow [19].

**Single link**: The similarity between a pair of clusters is calculated as the similarity between the two most similar documents, one of which is in each cluster. This method
tends to produce long, loosely-bound clusters with little internal cohesion (chaining effect). The single link method incorporates useful mathematical properties and can have small computational complexity. There are many algorithm based on this method. Their complexities vary from O(nlogn) to O(n²).

**Complete link:** The similarity between a pair of clusters is taken to be the similarity between the least similar documents, one of which is in each cluster. This definition is much stricter than that of the single link method and thus, the clusters are small and tightly bound. Implementations of this method are the CLINK algorithm [5] which is a variation of the SLINK algorithm, and the algorithm proposed by Villmann [23].

**Group average:** This method produces clusters such that each document in a cluster has greater average similarity with the other documents in the cluster than with the documents in any other cluster. All the documents in the cluster contribute in the calculation of the pairwise similarity and thus, this method is a mid-point between the above two methods. Usually the complexity of the group average algorithm is higher than 0(n²). Voorhees proposed an algorithm for the group average method that calculates the pairwise similarity as the inner product of two vectors with appropriate weights. Steinbach et al. (2000) used UPGMA for the implementation of the group average method and obtained very good results.

**Ward’s method:** In this method the cluster pair to be merged is the one whose merger minimizes the increase in the total within-group error in which sum of the squares based on the distance between the cluster centroids (i.e. the sum of the distances from each document to the centroid of the cluster containing it). This method tends to result in spherical, tightly bound clusters and is less sensitive to outliers. Ward’s method can be implemented using the reciprocal-nearest neighbour (RNN) algorithm which was modified for document clustering by [7].

**Centroid/Median Methods:** Each cluster as it is formed is represented by the group centroid/median. At each stage of the clustering, the pair of clusters with the most similar mean centroid/median is merged. The difference between the centroid and the median is that the second is not weighted proportionally to the size of the cluster.

**iv Neural Network based Clustering**

The Kohonen’s Self-Organizing feature Maps (SOM) [11] is a widely used unsupervised neural network model. It consists of two layers: the input layer with n input nodes, which correspond to the n documents, and an output layer with k output nodes, which correspond to k decision regions (i.e. clusters). The input units receive the input data and propagate them onto the output units. Each of the k output units is assigned a weight vector. During each learning step, a document from the collection is associated with the output node, which has the most similar weight vector. The weight vector of that ‘winner’ node is then adapted in such a way that it will become even more similar to the vector that represents that document, i.e. the weight vector of the output node ‘moves closer’ to the feature vector of the document. This process runs iteratively until there are no more changes in the weight vectors of the output nodes. The output of the algorithm is the arrangement of the input documents in a 2-dimensional space in such a way that the similarity between the input documents is mirrored in terms of topographic distance between the k decision regions.

**v Fuzzy Clustering**

All the aforementioned approaches produce clusters in such a way that each document is assigned to one and only one cluster. Fuzzy clustering approaches, on the other hand, are non-exclusive, in the sense that each document can belong to more than one cluster. Fuzzy algorithms usually try to find the best clustering by optimizing a certain criterion function. The fact that a document can belong to more than one cluster is described by a membership function. The membership function computes for each document a membership vector, in which the i-th element indicates the degree of membership of the document in the i-th cluster.

**vi Neuro-Fuzzy**

In the field of artificial intelligence, neuro-fuzzy refers to combinations of artificial neural networks and fuzzy logic. It is a hybridization which results in a hybrid intelligent system that synergizes the two techniques by combining the human-like reasoning style of fuzzy systems with the learning and connectionist structure of neural networks. This combination is widely termed as Fuzzy Neural Network (FNN) or Neuro-Fuzzy Systems (NFS) in the literature. Neuro-Fuzzy system incorporates the human-like reasoning style of fuzzy systems through the use of fuzzy sets and a linguistic model consisting of a set of IF – THEN Fuzzy rules.

IV. RELATED WORK

Varlamis et al. (2000), proposed a system called THESUS, which clusters web documents that are characterized by weighted keywords of an ontology. The ontology used is a tree of terms connected according to the IS-A relationship. Given this ontology and a set of document characterized by keywords, the algorithm proposes a clustering scheme based on a novel similarity measure between sets of terms that are hierarchically related. Firstly, the keywords that characterize each document are mapped onto terms in the ontology. Then, the similarity between the documents is
calculated based on the proximity of their terms in the ontology. In order to do that, an extension of the Wu and Palmer similarity measure is used [24]. The algorithms described above, most often rely on exact keyword matching, and do not take into account the fact that the keywords may have some semantic proximity between each other. This is, for example, the case with synonyms or words that are part of other words (whole-part relationship). For instance, a document might be characterized by the words “camel, desert” and another with the word “animal, Sahara”. By using traditional techniques, these documents would be judged unrelated. Using an ontology can help capture this semantic proximity of the documents. Ontology, in this context, is a structure (a lexicon) that organizes words in a net connected according to the semantic relationship that exists between them. More on ontologies can be found in [5]. The advantage of using ontology in clustering is that it provides a very useful structure not only for the calculation of document similarity, but also for dimensionality reduction by abstracting the keywords that characterize the documents to terms in the ontology.

Kleingberg (1997) developed a link-based clustering model which takes into account information extracted by the link structure of the collection. The underlying idea is that when two documents are connected via a link, there exist semantic relationships between them, which can be the basis for the partitioning of the collection into clusters.

The use of the link structure for clustering a collection is based on citation analysis from the field of bibliometrics [25]. Citation analysis assumes that if a person creating a document cites two other documents then, these documents must be somehow related in the mind of that person. In this way, the clustering algorithm tries to incorporate the human judgment when characterizing the documents. Two measures of similarity between two documents p and q based on citation analysis that are widely used are: co-citation, which is the number of documents that co-cite p and q and bibliographic coupling, which is the number of documents that are cited by both p and q. The greater the value of these measures the stronger the relationship between the documents p and q is. Also, the length of the path that connects two documents is sometimes considered when calculating the document similarity.

Page et al. (1998) also proposed an algorithm for the ranking of the search results. Their approach, PageRank, assigns at each web page a score, which denotes the importance of that page and depends on the number and importance of pages that point to it. According to Kleinberg (1997), this algorithm is used for the identification of mutually reinforcing communities called hubs and authorities. Pages with many incoming links are called authorities and are considered very important. The hubs are pages that point to many important pages.

Botafogo and Shneiderman (1993) also proposed another link-based algorithm which approached was based on a graph theoretic algorithm that found strongly connected components in a hypertext’s graph structure. The algorithm uses a compactness measure, which indicates the interconnectedness of the hypertext, and is a function of the average link distance between the hypertext nodes. The higher that compactness the more relevant the nodes are. The algorithm identifies clusters as highly connected sub-graphs of the hypertext graph. Later, Botafogo (1993) extended his idea to include also the number of the different paths that connect two nodes in the calculation of the compactness. This extended algorithm produces more discriminative clusters, with reasonable size and with highly related nodes.

Larson (1996), applied co-citation analysis to a collection of web documents. Co-citation analysis begins with the construction of a co-citation frequency matrix, whose j-th entry contains the number of documents citing both documents i and j. Then, correlation analysis is applied to convert the raw frequencies into correlation coefficients. The last step is the multivariate analysis of the correlation matrix using multidimensional scaling techniques (SAS MDS), which mirrors the data onto a 2-dimensional map. The interpretation of the ‘map’ can reveal interesting relationships and groupings of the documents. The complexity of the algorithm is O(n³/2-n).

Pirolli et al., (1996) proposed a method that represents the pages as vectors containing information from the content, the linkage, the usage data and the meta-information attached to each document. The method uses spreading activation techniques to cluster the collection. These techniques start by ‘activating’ a node in the graph (giving a starting value to it) and ‘spreading’ the value across the graph through its links. In the end, the nodes with the highest values are considered much related to the starting node. The problem with the algorithm proposed by Pirolli et al., is that there is no scheme for combining the different information about the documents. Instead, there is a different graph for each attribute (text, links etc.) and the algorithm is applied to each one, leading to many different clustering solutions.

The text similarity is computed as the normalized dot product of the term vectors representing the documents. The link similarity is a linear combination of three parameters:

(i) the number of Common Ancestors (i.e. common incoming links):
(ii) the number of Common Descendants (i.e. common outgoing links) and;
(iii) the number of Direct Paths between the two documents.

The strength of the relationship between the documents is also proportional to the length of the shortest paths between the two documents and between the documents and their common ancestors and common descendants.

V. DOCUMENT CLUSTERING FOR INFORMATION RETRIEVAL

Document clustering has initially been investigated in Information Retrieval mainly as a means of improving the performance of search engines by pre-clustering the entire corpus [20; 3]. The cluster hypothesis [23] stated that similar documents will tend to be relevant to the same queries, thus the automatic detection of clusters of similar documents can improve recall by effectively broadening a search request. However, this approach has not been shown to be superior to standard near-neighbour searches.

Teufel and Moens (2002) and Siddharthan and Teufel (2007) introduced a scientific attribution task which tries to attribute scientific work to citations. They describe Argumentative Zoning which is a discourse analysis technique that labels sentence according to their role in the authors’ argument for example contrasting, background. The aim in this case is to identify the novel claim or contribution of a cited paper by analysing its citations using this technique. Their experiments were conducted on conference articles in computational linguistics and their evaluation which used comparison to human-annotated attribution that showed a very high agreement (around 80%) with human gold standard annotation. Another interesting work based on citation contexts is introduced [6]. They provided a quantitative analysis of the benefits of citation contexts with regards to other applications such as summarization and information retrieval. In particular, they examined the relationship between the abstract and citation contexts of a given scientific paper.

Table 1: Features of a conventional search engine over Software agent

| Search Engine Features | Improvement(s) Intelligent Software Agent can offer: |
|------------------------|-----------------------------------------------------|
| 1 An information search is done, based on one or more keywords given by a user. This presupposes that the user is capable of formulating the right set of keywords to retrieve the wanted information. | Agents are capable of searching information more intelligently, for instance because too (such as a thesaurus) enable them to search a related term as well, or even on concepts. |
| 2 Information mapping is done by gathering (meta-) | Individual user agents can create their own knowledge about information and documents that are available on the internet. This is a very time-consuming method that causes a lot of data traffic, it lacks efficiency base about available information sources on the Internet, which is updated an expanded after every search. When information (i.e. documents) has moved to another location agents will be able to find them, and update their knowledge base accordingly. |

Table 2: The Evaluation Parameters of search engines from “searching features” perspective

| Evaluation Parameter | Description |
|----------------------|-------------|
| Default search | How does the engine put the keywords together, for example ‘AND’ between the words (inclusive), or ‘OR’ between them (alternative). |
| Keyword/Concept default | Concept searching occurs when the engine not only search for the exact character string, but also for word forms, and even synonyms and other words that statistically appear with the |

a. Experimental Observations with Search Engines

Since different search engines provide different services and features, comparison among them is an important matter for users and the parameters that can be used to compare search engines are experimentally reviewed in details in table 2, 3 and 4 respectively.
The existing system in Lee and Kim (2012) is a fuzzy Web Information Retrieval System. In their work, a fuzzy web information retrieval system was developed using many of the tools and methods involved in fuzzy logic and fuzzy set theory, along with standard algorithms involving information retrieval on the web. Along with the fuzzy inference engine, the other subsystems of a search engine are also developed. A crawler is developed that adheres to standard internet etiquette rules. An inverted index database is used to store the internet document information retrieved by the crawler and an interface is also provided to allow users to search for gathered information located within the database. The results of the ranking algorithm used the fuzzy relational BK-products, fuzzy thesauri, and fuzzy closure properties for purposes of retrieving relevant documents to a user query. These results of the developed system were compared with existing search engines. The benefits of using a fuzzy information retrieval system are discussed, along with the issues that arise from using these techniques. The goal of the existing system was to rank documents retrieved from the internet that are more relevant to a user query with a higher value than those documents that are less relevant to a user query. The system used new tools to rank documents within a repository to retrieve better search results. The belief was that using the tools in fuzzy information retrieval would aid

| Evaluation parameter | Description |
|----------------------|-------------|
| **Content size**     | How big is its database, i.e. how many web pages are indexed in its database. |
| **Search parts**     | If they search full text of web page or a specific part of it such as keywords, titles, headings, links of web pages, … |
| **Various Kind of web resources indexing** | Indexing the document from other internet sources such as Usenet, peoples, emails texts, … |
| **Focused topic**    | Whether the search engine focuses on a specific or document type or it is a general-purpose one. |
| **Web crawling strategy** | The manner that search traverses the web link’s graph, for example breadth-first-search, according to priority queue and some parameters, such as Hub and authority score of page, page-ranking. |
in the retrieval and ranking of relevant documents from the web.

VII. ARCHITECTURE OF THE EXISTING SYSTEM

The Existing System was divided into four individual components. These components are the crawler, the indexer, the fuzzy ranking settings, and the user's search component. The crawler allowed for a maximum link retrieval count. This enables the user to stop the crawler after it has retrieved up to a specific amount of web documents from a particular seed URL. The crawler will also adhere to standard web etiquette defined by the robots.txt standard.

- The steps involved in the indexing of documents and terms within this system are to retrieve a URL from the list of valid URLs from the database, extraction of document information, removal of insignificant words, insertion of document in relation to specific terms into the inverted index, and update inverted index with new weights on documents. This portion of the system is dedicated primarily to the flow of query evaluation and document ranking. This subsystem has two primary functions—the generation of the fuzzy relational matrix of terms to documents, and the generation of the fuzzy thesaurus which gives relationship from search terms to other terms, and the ranking of documents. These matrices are the primary tools used to rank documents in relation to a user query. The steps involved in defining the ranking of the fuzzy information retrieval system are as follows:

- The matrix defining the associations between terms and documents is generated from the information gathered by the indexer that is stored in the database.
- The thesaurus that defined the relationships from terms to terms is generated based on information gathered from the database. The user chooses the implication type used in generating this matrix, along with the fuzzy criteria used to evaluate the results of the fuzzy product. A transitive function can be chosen to compute the transitive closure of the search.
- The fuzzy implication, criteria, and product are chosen to define how the association between the two matrices is computed.
- The results are flattened into a single membership relation from the user query to the documents within the database.
- An α-Cut is applied to the list of retrieved documents to retrieve only relevant documents. An α-cut is a chosen value where any membership value of a document that is less than the α-cut is unrelated, and any membership value equal to or greater than that the α-cut is considered relevant to the user query. The remaining documents are ordered by rank and displayed to the user.

VIII. CHALLENGES OF THE EXISTING SYSTEM

The system in Lee and Kim (2012) above suffers the following limitations:

- Using fuzzy relational methods and fuzzy logic in information retrieval on the web is the magnitude of the terminology base, and the scope of the documents to search from on the web. The concepts in fuzzy information retrieval are deeply involved with the use of matrix computations. This implies expensive spatial and temporal calculations which may not always be feasible in certain computing environments. High performance computing is mandatory for larger volumes of terms and documents.
- Tests that are limited in size however, can still be performed and evaluated on machines with fewer resources and good result sets can still be generated.
- The existing system make use of Fuzzy Logic (FL), and FL lacks the capability to learn from previous data.
- There was no ANFIS architecture or well define neuro-fuzzy based model to enhance the search, training of data as well as well as classification of the web document.
There was no hybrid intelligent search system based on neuro-fuzzy paradigm that can enhance effective tracking and classification of the documents.

IX. COMPONENTS ANALYSIS OF INTELLIGENT BASE SEARCH AND CLASSIFICATION SYSTEMS

Table 5 shows the components analysis of available intelligent base document tracking, clustering and classification systems. The analysis is based on the type of work, intelligent tool(s), author, as well as limitation(s).

Table 5: Table of analysis of available intelligent Base Search and classification Systems and their intelligent tools

| Work                          | Author /Date | Intelligent Tools | Limitations                                                                 |
|-------------------------------|--------------|-------------------|----------------------------------------------------------------------------|
| Classification of Arabic      | Taher et al., 2010 | Fuzzy Proximity with Radial Basis Function | Inability to learn from training data                                     |
| Arab Document                 |              |                   |                                                                             |
| Classification of Web Documents | George et al., 2010 | Fuzzy Logic Categorical Data Clustering | Inability to effectively track the required Document                      |
| Text classification           | Mohan et al., 2012 | Novel Fuzzy based Clustering Algorithm Fuzzy Logic | The aim of classifying text not met                                        |
| Arabic Document Classification | Ali & Adnan 2014 |                   | Challenges on how the feature can be selected, reduced and weight. And limited number of available clusters. |
| Text-Based Information Retrieval System | Hamed, 2008 | Fuzzy Logic |                                                                                   |
| Classification Techniques for Sentiment Analysis | Soundarya and Manjula, 2015 | Neuro-Fuzzy | No hybrid intelligent paradigm to enhance effective tracking and classification of documents |
| Information Retrieval          | Mokriš and  | Neural Network Model | The paradigm was not suitable                                               |
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X. ANALYSIS OF THE PROPOSED SYSTEM

The proposed system is a neuro-fuzzy based model for searching and classification of document using library of e-books as a case study. FL lacks the capability to learn from previous data and NN equally lacks the capability to handle imprecise and incomplete data. This makes Neuro-Fuzzy systems one of the best option for document tracking and classification as the weakness of Fuzzy Logic and Neural Network are complimented whilst the strength of the individual components are enhanced. The document that shall be used as case study is collected from TREC of 2011. The system shall have a four (4) input variables and two (2) outputs. The input variables to be considered are: File size, Search Words (keywords), search index and multiplicity. The system shall be made up of two sections; that is, the fuzzy Logic section and then the neural network section. The fuzzy section shall handle the tracking while the neural network will do the classification and retrieval and as well optimized fuzzy retrieval system.
XI. BENEFITS OF THE PROPOSE SYSTEM

The propose system have the following benefits:

- The system has the capability of handling imprecise, incomplete and vague information, as well as ability to represent partial truth.
- The system has the capabilities of fault tolerance, parallelism, learning from training data, recalling memorized information and generalizing to the unseen patterns.
- The hybridization will help, the weakness of Fuzzy Logic and Neural Network are complimented whilst the strength of the individual components are enhanced to enhanced an effective and efficient tracking and classification of web document.
- The system has an inbuilt hybrid intelligent search model based on neuro-fuzzy paradigm that has the capability to cluster internet documents into similar topic using an unsupervised machine learning techniques to reduce the percentage of irrelevant documents that are retrieved and presented to users.
- There is available ANFIS architecture and well-defined neuro-fuzzy based mathematical models to enhance the intelligent searching, tracking, clustering, ranking and classification of the relevant web documents.
- Availability of a vector model that enhances feature selection, reduction and weighting.
- It has the ability to classify documents into similar group for domain knowledge.
- It has the ability to automatically infer plausible training e.g. by observing users’ normal use of the browsers.
- The system is able to support advanced search needs.
- It has the ability to automatically expand user query without user intervention.

XII. CONCLUSION

The document that was used as case study were retrieved from Information Retrieval Conference (TREC) of 2011 INFILE collections. Data such as Term Weighting, Lexical Density, represent Similarity Vector and Word Ratio respectively which represent the dataset was divided into three parts; training, validation and testing dataset in the ratio of 3:5:1 respectively and translates to 300 records for training, 484 data points for validation and 107 records for testing of the system. The system is made up of two sections; that is, the fuzzy Logic section and then the neural network section. The fuzzy section shall handle the tracking while the neural network will do the classification and retrieval and as well optimized fuzzy retrieval system. The essence of applying the neuro-fuzzy techniques is to build an adaptive intelligent information retrieval system which will cluster electronics library documents into similar topic using an unsupervised machine learning technique to reduce the percentage of irrelevant documents that are retrieved and presented to users.
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