An existence result for dissipative nonhomogeneous hyperbolic equations via a minimization approach
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Abstract

We discuss a purely variational approach to the study of a wide class of second order nonhomogeneous dissipative hyperbolic PDEs. Precisely, we focus on the wave-like equations that present also a nonzero source term and a first-order-in-time linear term. The paper carries on the research program initiated in [14], and developed in [15, 20], on the De Giorgi approach to hyperbolic equations.

AMS Subject Classification: 35L70, 35L71, 35L75, 35L76, 35L90, 35L15, 49J45.
Keywords: minimization, nonhomogeneous hyperbolic equations, dissipation, De Giorgi conjecture.

1 Introduction

In this paper, we extend some recent recults on the De Giorgi approach to nonhomogeneous hyperbolic PDEs (see [20]) to the dissipative case.

Precisely, we present a version of this method that allows to study equations having the formal structure:

$$w''(t,x) = -\nabla W(w(t))(x) - \nabla G(w'(t))(x) + f(t,x), \quad (t,x) \in \mathbb{R}^+ \times \mathbb{R}^n,$$

(1)

with two prescribed initial conditions

$$w(0,x) = w_0(x), \quad w'(0,x) = w_1(x), \quad x \in \mathbb{R}^n,$$

(2)

where $\nabla W$ and $\nabla G$ are the Gâteaux derivatives of two given functionals $W : W \to [0, \infty)$ and $G : G \to [0, \infty)$ ($W$ and $G$ being some Banach spaces of functions in $\mathbb{R}^n$ – typically Sobolev spaces).
The central idea of the De Giorgi (or variational, or minimization) approach is that of finding solutions of hyperbolic Cauchy problems as limits of the minimizers of a proper sequence of functionals of the Calculus of Variations. The original conjecture (see [4, 5] for the statement and [13, 14, 15, 19] for some clarifications) concerned the defocusing NLW equation

\[ w'' = \Delta w - |w|^p w \quad (p \geq 2), \]

namely (1) with

\[ W = \int_{\mathbb{R}^n} \left( \frac{1}{2} |\nabla v|^2 + \frac{1}{p} |v|^p \right) \, dx, \quad G \equiv 0 \quad \text{and} \quad f \equiv 0, \]

and claimed that the minimizers \((w_\varepsilon)\) of the functionals

\[ F_{\varepsilon}^h(w) := \int_0^\infty e^{-t/\varepsilon} \left( \varepsilon^2 \int_{\mathbb{R}^n} |w''(t,x)|^2 \, dx + W(w(t,\cdot)) \right) \, dt, \]

subject to the boundary conditions (2), converge to a solution of the Cauchy problem (3)-(2).

This conjecture has been (essentially) proved in [14] (see also [16]) and then generalized in two consecutive steps: in [15] is discussed an abstract version of the problem where (3) is replaced by (1) for some general functionals \(W\) and \(G\), but still in the homogeneous case \(f \equiv 0\); in [20], on the other hand, is discussed the case of a nonzero source term \(f\), but without dissipative effects (i.e., \(G \equiv 0\)). In view of this, our paper presents a novelty both with respect to [15] and with respect to [20], thus representing (in some sense) a conclusion of the research program initiated in [14].

It is clear that in the case of the complete equation (1), \(F_{\varepsilon}^h\) is no longer the appropriate functional. To this aim we define

\[ F_{\varepsilon}(w) := F_{\varepsilon}^h(w) + F_{\varepsilon}^d(w) - F_{\varepsilon}^s(w), \]

with

\[ F_{\varepsilon}^d(w) := \varepsilon \int_0^\infty e^{-t/\varepsilon} G(w'(t,\cdot)) \, dt \]

(as in [15]) and

\[ F_{\varepsilon}^s(w) := \int_0^\infty \int_{\mathbb{R}^n} e^{-t/\varepsilon} f_\varepsilon(t,x) w(t,x) \, dx \, dt \]

(as in [20]), where \((f_\varepsilon)\) is a suitable sequence of approximations of \(f\) (for details about the reason of the approximating sequence, we refer the reader to [20]). Such a choice has an immediate heuristic justification: if \(w_\varepsilon\) is a minimizer of \(F_{\varepsilon}\) subject to (2), then the Euler-Lagrange equations of \(F_{\varepsilon}\) turn out to be

\[ \varepsilon^2 w_{\varepsilon}'''(t,x) - 2\varepsilon w_{\varepsilon}''(t,x) + w_{\varepsilon}''(t,x) = -\nabla W(w_\varepsilon(t,\cdot))(x) + f_\varepsilon(t,x) + \nabla G(w_\varepsilon(t,\cdot))(x) + \varepsilon (\nabla G(w_\varepsilon(t,\cdot))(x)). \]

Hence, the link with (1) is immediate: as \(\varepsilon \downarrow 0\), supposing that \(f_\varepsilon \to f\) and \(w_\varepsilon \to w\), one formally obtains (1) (and (2)) in the limit.

A first comment is in order. The paper provides a purely variational method for proving existence of (weak) solutions to second order hyperbolic PDEs with dissipation, that is, wave-like
equations that display extra first-order-in-time terms. This represents a further credit of the De Giorgi approach since (to the best of our knowledge) there is no direct variational method that applies to this type of equations (even though the existence of weak solutions for equations like (1) is not new in several concrete examples, as one can see for instance in [3, 8, 9, 10, 17, 18] and references therein). For the sake of completeness, we recall that in the original formulation of De Giorgi ([4]) there is no mention to the possibility of extending the conjecture to dissipative equations, while this idea has been first introduced in [15].

**Remark 1.1.** Suitable variants of the variational approach of De Giorgi have been developed in the last years in order to study other evolutions equations. For the applications to parabolic equations we mention e.g. [1, 2, 11], while for the applications to ODE systems we mention [7] (and references therein). We also quote some new extensions to the Navier-Stokes equation due to [12].

The main results of the paper are stated in Theorem 2.5, which naturally extends the outcomes both of [15] and of [20], under the same assumptions on $W$, $G$ and $f$. In particular, if we let $f \equiv 0$ in Theorem 2.5, then we obtain all the results of [15]; whereas, setting $G \equiv 0$, we recover [20, Theorem 2.3]. Some interesting examples of dissipative nonhomogeneous equations covered by Theorem 2.5 are present in Section 6, which can be seen therefore as an appendix of this introduction.

In [14, 15, 20], the main ingredient to obtain the required a-priori estimates on the minimizers $w_{\varepsilon}$ is the control (uniform in $\varepsilon$) of the *approximate energy*, i.e.

$$
\mathcal{E}_{\varepsilon}(t) := \frac{1}{2} \int_{\mathbb{R}^n} |w_{\varepsilon}'(t, x)|^2 \, dx + \varepsilon^{-2} \int_0^\infty s e^{-s/\varepsilon} W(w_{\varepsilon}(t+s)) \, ds,
$$

that is an approximation (see [20]) of the energy usually associated with the solutions of (1), i.e.

$$
\mathcal{E}(t) := \frac{1}{2} \int_{\mathbb{R}^n} |w'(t, x)|^2 \, dx + W(w(t))
$$

(which is formally preserved when $f \equiv 0$ and $G \equiv 0$). The main feature of $\mathcal{E}_{\varepsilon}$ is the *acausality* (meant as in [18]). Indeed, the second term of (5) depends on all the values of $w_{\varepsilon}(\tau)$, for every $\tau \geq t$. The meaning and the implications of this property, especially in the case $f \not\equiv 0$ and $G \equiv 0$, are extensively explained in [20]. Here we limit ourselves to recall that the key point that allows to establish the required causal estimates on $(w_{\varepsilon})$ is the detection of suitable approximations $f_{\varepsilon}$ of the forcing term $f$ (while in the homogeneous cases discussed by [14, 15], this is not necessary due to the monotonicity of $\mathcal{E}_{\varepsilon}$).

The main difference in the discussion of the complete equation (1), with both dissipation and a source term, is that $\mathcal{E}_{\varepsilon}$ is no more the crucial quantity. It is necessary to define the modification of $\mathcal{E}_{\varepsilon}$ given by

$$
\mathcal{E}_{\varepsilon}^d(t) := \mathcal{E}_{\varepsilon}(t) + \frac{1}{\varepsilon^2} \int_0^t \left( \int_0^\infty e^{-\tau/\varepsilon} \frac{e^{-\tau/\varepsilon} (\varepsilon + \tau)}{\varepsilon^2} G(\varepsilon w_{\varepsilon}'(\tau + s)) \, d\tau \right) \, ds,
$$

which coincides with $\mathcal{E}_{\varepsilon}$ at $t = 0$, but takes into account the dissipative effects. It is clear that such a quantity is not an approximation of the energy $\mathcal{E}$. Nevertheless, if we consider the natural correction of the energy that includes dissipation, namely

$$
\mathcal{E}^d(t) := \mathcal{E}(t) + \frac{1}{\varepsilon^2} \int_0^t \left( \int_0^\infty e^{-\tau/\varepsilon} \frac{e^{-\tau/\varepsilon} (\varepsilon + \tau)}{\varepsilon^2} G(\varepsilon w'(\tau + s)) \, d\tau \right) \, ds,
$$

3
then (exploiting (9) and arguing as in [20]) one formally obtains that $E^d_\varepsilon(t) \to E^d(t)$, as $\varepsilon \downarrow 0$ (whenever $w_\varepsilon \to w$). In addition, since in the dissipative case $E^d$ is a preserved quantity (up to the action of the external source), namely
\[
E^d(t) = E^d(0) + \int_0^t \int_{\mathbb{R}^n} f(s,x)w'(s,x) \, dx \, ds, \quad \forall t \geq 0,
\]
then we see that, as in non-dissipative case, the central question is the investigation of a suitable approximation of the energy-type quantity which is actually preserved along the flow.

We also point out that $E^d_\varepsilon$ (as well as $E_\varepsilon$ in the nondissipative case) does not display any a-priori monotonicity when $f \neq 0$. Consequently, the main point of the paper is showing how to adapt the techniques developed in [20] to establish suitable growth estimates on $E^d_\varepsilon$. For the sake of simplicity, in our proofs, we will discuss only the new aspects, referring to [20] (and [15]) for those results which do not require significant modifications.

Finally, we recall that (as in [15, 20]) the full strength of Theorem 2.5 is obtained under assumption (18), which forces (1) to be semilinear (even though of arbitrary order in space). In addition, we highlight that (as in [15]) Theorem 2.5 works in the assumption that the functional $G$ be quadratic, thus implying that we can manage only hyperbolic equations with linear dissipative terms, albeit, again, without any prescription on the order in space (see Section 6).

**Remark on Notation.** If $g = g(t,x)$, we use $g(t)$, or equivalently $g(t,\cdot)$, to denote the function of $x$ obtained fixing $t$. We also write $g'$, $g''$ etc. to denote partial differentiation with respect to $t$, while differential operators like $\nabla$, $\Delta$ etc. are referred to the sole space variables. Concerning function spaces, we agree that $L^p = L^p(\mathbb{R}^n)$, $H^m = H^m(\mathbb{R}^n)$ etc., the domain $\mathbb{R}^n$ being understood. Finally, $\langle \cdot, \cdot \rangle$ denotes duality pairing (function spaces being clear from the context), while $\langle \cdot, \cdot \rangle_H$ denotes the inner product in a Hilbert space $H$.
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## 2 Functional setting and main results

The abstract equation (1) and the functional (4) are defined in terms of the general functionals $W$ and $G$. As in [15, 20], they have to meet the following properties.

**Assumption 2.1.** The functional $W : L^2 \to [0, \infty]$ is weakly lower semicontinuous and its domain, i.e. the set of functions
\[
W := \{ v \in L^2 : W(v) < \infty \},
\]
is a Banach space such that $C^\infty_0 \hookrightarrow W \hookrightarrow L^2$ (with dense embeddings). Moreover, $W$ is Gâteaux differentiable on $W$ and its derivative $\nabla W : W \to W'$ satisfies
\[
\| \nabla W(v)\|_{W'} \leq C(1 + W(v)^\theta), \quad \forall v \in W,
\]
for some suitable constants $C \geq 0$ and $\theta \in (0,1)$.

\[\square\]
**Assumption 2.2.** The functional $\mathcal{G} : L^2 \to [0, \infty]$ is defined by

$$
\mathcal{G}(v) = \begin{cases} 
\frac{1}{2} a(v, v) & \text{if } v \in G \\
+\infty & \text{if } v \in L^2 \setminus G,
\end{cases}
$$

where $a : G \times G \to \mathbb{R}$ is a symmetric, nonnegative, bounded bilinear form on a Hilbert space $G$ endowed with the norm

$$
\|v\|_G^2 := \|v\|_{L^2}^2 + 2\mathcal{G}(v)
$$

and such that $C_0^\infty \hookrightarrow G \hookrightarrow L^2$ (with dense embeddings).

**Remark 2.3.** Assumption 2.1 is typical of Dirichlet-type functionals like $W(v) = \|\nabla^k v\|_{L^p}^p$ (with $p > 1$). We refer to Section 6 for some examples. Here we just recall that Assumption 2.1 is additively stable, i.e. if two functionals satisfy Assumption 2.1, then so does their sum (for more details on this assumption, see [15]).

**Remark 2.4.** Assumption 2.2 is additively stable, as well as Assumption 2.1. In addition, due to its particular form, one can easily check that $\mathcal{G}$ is Fréchet differentiable and weakly lower semicontinuous (for further remarks, we refer again the reader to [15]).

Now, we can state the main result of the paper.

**Theorem 2.5.** Let $W, \mathcal{G}$ be functionals satisfying Assumptions 2.1 and 2.2 (respectively). Let also $w_0 \in W$, $w_1 \in W \cap G$ and $f \in L^2_{\text{loc}}((0, \infty); L^2)$. Then, there exists a sequence $(f_{\varepsilon})$, converging to $f$ in $L^2_{\text{loc}}((0, \infty); L^2)$ such that:

(a) **Minimizers.** For every $\varepsilon \in (0, 1)$, the functional $F_{\varepsilon}$ defined by (4) has a minimizers $w_{\varepsilon}$ in the class of functions in $H^1_{\text{loc}}((0, \infty); L^2)$ satisfying (2).

(b) **Estimates.** For every $T > 0$ and $\tau \geq 0$, there exist two constants $C_T, C_{\tau, T} > 0$, independent of $\varepsilon$, such that

$$
\sup_{t \in [0,T]} \int_{\mathbb{R}^n} (|w_{\varepsilon}(t, x)|^2 + |w_{\varepsilon}(s, x)|^2) \, dx \leq C_T, 
$$

$$
\int_0^{\tau + T} W(w_{\varepsilon}(t)) \, dt \leq C_{\tau, T}, \quad \forall T > \varepsilon, 
$$

$$
\int_0^T \mathcal{G}(w_{\varepsilon}'(t)) \, dt \leq C_T, 
$$

and

$$
\|w_{\varepsilon}''\|_{L^2([0,T];W')} + L^2([0,T];G') \leq C_T.
$$

(c) **Convergence.** Every sequence $w_{\varepsilon_i}$ (with $\varepsilon_i \downarrow 0$) admits a subsequence which is convergent in the weak topology of $H^1_{\text{loc}}((0, \infty); L^2)$ to a function $w$ that satisfies (2) (where the latter is meant as an equality in $(W \cap G)'$). In addition,

$$
w' \in L^2_{\text{loc}}((0, \infty); L^2), \quad w'' \in L^2_{\text{loc}}((0, \infty); W') + L^2_{\text{loc}}((0, \infty); G')
$$

and (up to subsequences)

$$
w_{\varepsilon_i} \rightharpoonup w' \quad \text{in} \quad L^2([0,T]; G).
$$


(d) Energy inequality. Letting

$$\mathcal{E}^d(t) := \frac{1}{2} \int_{\mathbb{R}^n} |w'(t,x)|^2 \, dx + \mathcal{W}(w(t)) + 2 \int_0^t \mathcal{G}(w'(s)) \, ds,$$

there holds

$$\mathcal{E}^d(t) \leq \left(\sqrt{\mathcal{E}^d(0)} + \sqrt{\frac{t}{2} \int_0^t \int_{\mathbb{R}^n} |f(s,x)|^2 \, dx \, ds}\right)^2, \quad \text{for a.e.} \ t \geq 0. \quad (17)$$

(e) Solution of (1). Assuming, furthermore, that for some real numbers $m > 0$, $\lambda_k \geq 0$ and $p_k > 1$ the functional $\mathcal{W}$ takes the form

$$\mathcal{W}(v) = \frac{1}{2} \|v\|_{H^m}^2 + \sum_{0 \leq k < m} \frac{\lambda_k}{p_k} \int_{\mathbb{R}^n} |\nabla^k v(x)|^{p_k} \, dx, \quad (18)$$

then the limit function $w$ satisfies

$$\int_0^\infty \int_{\mathbb{R}^n} w'(t,x) \varphi'(t,x) \, dx \, dt = \int_0^\infty (\langle \nabla \mathcal{W}(w(t)), \varphi(t) \rangle + \langle \nabla \mathcal{G}(w'(t)), \varphi(t) \rangle) \, dt + \int_0^\infty \int_{\mathbb{R}^n} f(t,x) \varphi(t,x) \, dx \, dt, \quad (19)$$

for every $\varphi \in C^\infty_0(\mathbb{R}^+ \times \mathbb{R}^n)$, namely is a variational solution of (1).

Remark 2.6. The functional defined in (18) satisfies Assumption 2.1 with $\mathcal{W} = \{v \in H^m : \nabla^k v \in L^{p_k}, \ 0 \leq k < m\}$ (for details see [15]). Recall also that $\|v\|_{H^m}$ is the $L^2$ norm of $|\xi|^m \hat{v}(\xi)$, where $\hat{v}$ is the Fourier transform of $v$. The typical case is $m \in \mathbb{N}$ when $\|v\|_{H^m}$ reduces to $\|\nabla^m v\|_{L^2}$.

Some comments are in order. There are several possible variants of Theorem 2.5 that one could prove as well (e.g. nonconstant coefficients in (18), more general lower-order terms, $\mathbb{R}^n$ replaced by domains with Dirichlet or Neumann boundary conditions). For more details we refer the reader to [14, 15, 20].

In addition, we highlight that it is still an open problem if the assumption on the quadraticity of the highest order term of $\mathcal{W}$ can be removed. Furthermore, it is clear that Assumption 2.2 entails that only linear dissipative terms are allowed in (1) (although with no prescription on the space order).

On the other hand, we note that (as in [20]) Theorem 2.5 holds under the sole assumption $f \in L^2_{\text{loc}}([0,\infty);L^2)$ on the source term (which is the natural assumption if one seeks solutions of (1) with finite energy – see e.g. [3, 10, 20]).

Finally, estimate (17) deserves some remarks. As we pointed out in Section 1, $\mathcal{E}^d$ is formally preserved along the flow. In other words, this means that the actual energy $\mathcal{E}$ is balanced at each time by the action of the external sources, i.e. $\int_0^t \int_{\mathbb{R}^n} f(s,x)w'(s,x) \, dx \, ds$, and the dissipation, i.e. $2 \int_0^t \mathcal{G}(w'(s)) \, ds$. However, we are not able at the moment to prove enough regularity on $w$, in order to show the conservation of $\mathcal{E}^d$ in general (a longstanding problem in the theory of second order hyperbolic equations). Nevertheless, the estimate that we establish in (17) is “close to being optimal”, in the sense that, if one applies a formal Grönwall-type argument and Jensen inequality to (7), then obtains exactly (17).
3 Minimizers

As we mentioned in Section 1, the first step of the De Giorgi approach is the search of the minimizers of (4). However, in order to drop the \( \varepsilon \) dependence in the weight of the integrals (and thus simplify the problem) it is convenient to minimize the auxiliary functional

\[
J_\varepsilon(u) := H_\varepsilon(u) + \Delta_\varepsilon(u) - S(u),
\]

where

\[
H_\varepsilon(u) := \int_0^\infty e^{-t} \left( \frac{1}{2\varepsilon^2} \int_{\mathbb{R}^n} |u''(t,x)|^2 \, dx + W(u(t)) \right) \, dt,
\]

\[
\Delta_\varepsilon(u) := \frac{1}{\varepsilon} \int_0^\infty e^{-t} \mathcal{G}(u'(t)) \, dt,
\]

\[
S(u) := \int_0^\infty \int_{\mathbb{R}^n} e^{-t} \phi(t,x)u(t,x) \, dx \, dt
\]

(\( \phi \) being a fixed function on \([0, \infty) \times \mathbb{R}^n \)), which is equivalent to \( F_\varepsilon \) in the sense that, setting \( \phi(t,x) = f_\varepsilon(\varepsilon t,x) \), there results

\[
F_\varepsilon(w) = \varepsilon J_\varepsilon(u),
\]

whenever \( u(t,x) = w(\varepsilon t,x) \). In other words, with a proper dilation of the boundary conditions (see e.g., (25)) the existence of minimizers \( w_\varepsilon \) for \( F_\varepsilon \) is equivalent to the existence of minimizers \( u_\varepsilon \) for \( J_\varepsilon \).

In addition, following [20], we define the weighted \( L^2 \)-norm

\[
\|v\|^2_{L_\varepsilon^2} := \int_0^\infty \int_{\mathbb{R}^n} e^{-t} |v(t,x)|^2 \, dx \, dt
\]

(with values in \([0, +\infty]\)) and, for fixed \( \varepsilon \), we make the following assumptions on \( \phi(t,x) \):

\[
\exists T^* \in (0, \varepsilon^{-3/2}] \quad \text{such that} \quad \phi(t,x) = 0, \quad \forall t > T^*,
\]

\[
\|\phi\|_{L_\varepsilon^2} \leq \varepsilon,
\]

\[
\varepsilon \int_0^t A^2 \|\phi(\cdot)\|^2_{L_2^2}(s) \, ds \leq \gamma(\varepsilon t + t_\varepsilon) + \varepsilon^2, \quad \forall t \geq 0,
\]

where \( t_\varepsilon > 0 \) satisfies \( \lim_{\varepsilon \downarrow 0} t_\varepsilon = 0 \), while

\[
\gamma(t) := \int_0^t \|f(s)\|^2_{L^2} \, ds, \quad t \geq 0
\]

(which is well defined since the forcing term \( f \) of (1) belongs to \( L^2_{\text{loc}}([0, \infty); L^2) \)).

**Proposition 3.1.** Let \( w_0 \in W, w_1 \in W \cap G \) (with \( W \) and \( G \) defined by (8) and (9), respectively) and \( \varepsilon \in (0,1) \). Then, under Assumptions 2.1 and 2.2, \( J_\varepsilon \) admits a minimizer \( u_\varepsilon \) in the class of functions \( u \in H^2_{\text{loc}}([0, \infty); L^2) \) subject to the boundary conditions

\[
u(0) = w_0, \quad v'(0) = \varepsilon w_1.
\]

In addition,

\[
H_\varepsilon(u_\varepsilon) + \Delta_\varepsilon(u_\varepsilon) \leq W(w_0) + \varepsilon C.
\]
Proof. Let \( M \) be the set of functions in \( H^2_{loc}([0, \infty); L^2) \) satisfying (25). If \( u \in M \), then \( S(u) \) is finite by (21), and thus \( J_\varepsilon(u) \) is well defined (possibly equal to \(+\infty\)). In addition, whenever \( J_\varepsilon(u) \) is finite, arguing as in [20, proof of Proposition 4.1] (and recalling that \( G \geq 0 \), as well as \( W \)), there results
\[
|S(u)| \leq \|\phi\|_L \|u\|_L \leq \varepsilon C \left(1 + \|u''\|_L\right)
\]
with \( C \) depending on (25). As a consequence, plugging into the definition of \( J_\varepsilon \),
\[
J_\varepsilon(u) \geq \frac{1}{2\varepsilon^2}\|u''\|_L^2 + \int_0^\infty e^{-t}\left[\mathcal{W}(u(t)) + \frac{1}{\varepsilon}G(u'(t))\right] dt - \varepsilon C \left(1 + \|u''\|_L\right) \tag{27}
\]
and thus, using [20, Eqs. (33) & (34)], \( J_\varepsilon \) is coercive in \( M \) with respect to the topology of \( H^2_{loc}([0, \infty); L^2) \). Hence, every minimizing sequence has a subsequence weakly convergent in \( H^2_{loc}([0, \infty); L^2) \), that preserves (25). Finally, by the weak semicontinuity of \( H_\varepsilon \) and \( \Delta_\varepsilon \) (consequences of Assumptions 2.1 and 2.2) and the weak continuity of \( S(u) \), one finds a minimizer \( u_\varepsilon \in M \) of \( J_\varepsilon \).

Now, letting \( \psi(t,x) := w_0(x) + \varepsilon tw_1(x) \), and observing that \( \psi \in M \) and \( \psi'' \equiv 0 \), following [15, proof of Lemma 3.1] and [20, proof of Proposition 4.2], one obtains that
\[
H_\varepsilon(\psi) + \Delta_\varepsilon(\psi) \leq \mathcal{W}(w_0) + \varepsilon C,
\]
and that
\[
-S(\psi) \leq \left(\|w_0\|_{L^2} + \sqrt{2}\varepsilon\|w_1\|_{L^2}\right) \|\phi\|_L \leq \varepsilon C.
\]
Thus, \( J_\varepsilon(\psi) \leq \mathcal{W}(w_0) + \varepsilon C \), whence
\[
J_\varepsilon(u_\varepsilon) \leq \mathcal{W}(w_0) + \varepsilon C. \tag{28}
\]
Moreover, combining \( J_\varepsilon(u_\varepsilon) \leq C \) with (27) and Young’s inequality, one finds that \( \|u''_\varepsilon\|_L \leq \varepsilon C \), which entails (plugging into (27))
\[
J_\varepsilon(u_\varepsilon) \geq \frac{1}{2\varepsilon^2}\|u''_\varepsilon\|_L^2 + \int_0^\infty e^{-t}\left[\mathcal{W}(u(t)) + \frac{1}{\varepsilon}G(u'(t))\right] dt - \varepsilon C.
\]
Finally, recalling (28), one easily obtains (26). \( \square \)

Some notation is required in the sequel. First, we assume throughout that \( \varepsilon \in (0,1) \), as in Proposition 3.1. Furthermore, given a minimizer \( u_\varepsilon \) of \( J_\varepsilon \), we define for every \( t \geq 0 \):
\[
\mathcal{W}_\varepsilon(t) := \mathcal{W}(u_\varepsilon(t)), \tag{29}
\]
\[
D_\varepsilon(t) := \frac{1}{2\varepsilon^2}\|u''_\varepsilon(t)\|_{L^2}^2,
\]
\[
G_\varepsilon(t) := G(u'_\varepsilon(t)), \tag{30}
\]
\[
L_\varepsilon(t) := D_\varepsilon(t) + \mathcal{W}_\varepsilon(t) + \frac{1}{\varepsilon}G_\varepsilon(t), \tag{31}
\]
\[
\Phi_\varepsilon(t) := (\phi(t), u'_\varepsilon(t))_{L^2},
\]
\[
K_\varepsilon(t) := \frac{1}{2\varepsilon^2}\|u''_\varepsilon(t)\|_{L^2}^2. \tag{32}
\]
Note that \( D_\varepsilon \) and \( L_\varepsilon \) are actually defined almost everywhere.
Proposition 3.2. Let \( w_0, w_1 \) and \( \mathcal{W} \) satisfy the assumptions of Proposition 3.1 and let \( u_\varepsilon \) be a minimizer of \( J_\varepsilon \). Then, for every \( g \in C^2([0, \infty)) \) constant for large \( t \) and with \( g(0) = 0 \),

\[
\int_0^\infty e^{-t} (g'(t) - g(t)) L_\varepsilon(t) \, dt + \int_0^\infty e^{-t} g(t) \Phi_\varepsilon(t) \, dt + \int_0^\infty e^{-t} \left( 4g'(t)D_\varepsilon(t) + g''(t)K'_\varepsilon(t) + \frac{2}{\varepsilon} g'(t)G_\varepsilon(t) \right) \, dt = g'(0)R(u_\varepsilon),
\]

where the residual term

\[
R(u_\varepsilon) := \varepsilon \int_0^\infty e^{-t} \left[ t \left( -\langle \nabla \mathcal{W}(u_\varepsilon(t)), w_1 \rangle + \langle \phi(t), w_1 \rangle_{L^2} \right) - \frac{\varepsilon}{2} \langle \nabla \mathcal{G}(u_\varepsilon'(t)), w_1 \rangle \right] \, dt
\]

satisfies the estimate

\[
|R(u_\varepsilon)| \leq C\sqrt{\varepsilon}.
\]

Proof. The proof consists mainly in a combination between [15, proof of Proposition 4.4] and [20, proof of Proposition 4.4]. For small \( \delta \), let \( \varphi_\delta(t) := t - \delta g(t) \) and \( U_\delta(t) := u_\varepsilon(\varphi_\delta(t)) + t\varepsilon \delta g'(0)w_1 \), which is an admissible competitor of \( u_\varepsilon \) in the minimization of \( J_\varepsilon \), since it satisfies (25). Moreover, as \( u_\varepsilon \) is a minimizer and \( U_{\delta=0} = u_\varepsilon \),

\[
\frac{\partial}{\partial \delta} J_\varepsilon(U_\delta) \bigg|_{\delta=0} = \frac{\partial}{\partial \delta} H_\varepsilon(U_\delta) \bigg|_{\delta=0} + \frac{\partial}{\partial \delta} \Delta_\varepsilon(U_\delta) \bigg|_{\delta=0} - \frac{\partial}{\partial \delta} S(U_\delta) \bigg|_{\delta=0} = 0.
\]

The first two derivatives are computed in [15, proof of Proposition 4.4], while the last one in [20, proof of Proposition 4.4], and combining these results one gets (suitably rearranging terms) (33).

It is then left to prove an estimate for \( R(u_\varepsilon) \). Arguing again as in [20, proof of Proposition 4.4] one has

\[
\left| \int_0^\infty e^{-t} \left( -\langle \nabla \mathcal{W}(u_\varepsilon(t)), w_1 \rangle + \langle \phi(t), w_1 \rangle_{L^2} \right) \, dt \right| \leq C(1 + \varepsilon),
\]

and

\[
\left| \int_0^\infty e^{-t} \langle \phi(t), w_1 \rangle_{L^2} \, dt \right| \leq C\varepsilon,
\]

whereas, on the other hand, using the definition of \( \mathcal{G} \), (22) and (26),

\[
\left| \int_0^\infty e^{-t} \langle \nabla \mathcal{G}(u_\varepsilon'(t)), w_1 \rangle \, dt \right| \leq C \int_0^\infty e^{-t} \sqrt{G_\varepsilon(t)} \, dt \leq C(\varepsilon \Delta_\varepsilon(u_\varepsilon))^{1/2} \leq C\sqrt{\varepsilon}(1 + \varepsilon).
\]

Summing up, (34) is satisfied and this completes the proof.

\( \Box \)

Remark 3.3. Estimate (34) is weaker than the analogous for the nondissipative case (see [20, Eq. (40)]) by a factor \( \sqrt{\varepsilon} \). However, we will prove that this does not affect the variational approach.

Before showing the consequences of Proposition 3.2, we have to recall the definition of the average operator (for details, we refer the reader to [20, Section 3]).

Definition 3.4. The average operator is the operator that associates any measurable function

\( h : [0, \infty) \to [0, \infty) \) with the function \( A_h \), defined by

\[
A_h(t) := \int_t^\infty e^{-(s-t)} h(s) \, ds, \quad t \geq 0.
\]
Note in addition that $Ah$ is well defined even when $h$ is a changing sign function, provided that it satisfies $|h(0)| < \infty$. Furthermore, we define the operator $A^2$ as
\[ A^2 h(t) := A(Ah)(t) = \int_t^\infty e^{-(s-t)} (s-t) h(s) \, ds. \]

**Corollary 3.5.** Under the assumptions of Proposition 3.2, there results
\[ A^2 L_\varepsilon (0) + 4 A D_\varepsilon (0) + 2 \varepsilon A G_\varepsilon (0) - A L_\varepsilon (0) = A^2 \Phi_\varepsilon (0) - R(u_\varepsilon) \]  
and
\[ A^2 L_\varepsilon (t) + 4 A D_\varepsilon (t) + \frac{\varepsilon}{2} A G_\varepsilon (t) - A L_\varepsilon (t) = A^2 \Phi_\varepsilon (t) - K'_\varepsilon (t), \quad \text{for a.e. } t > 0. \]

**Proof.** The proof of (35) is immediate if one sets $g(t) = t$ in (33). However, since such a $g$ does not satisfy the assumptions of Proposition 3.2, it is necessary to approximate it from below by a suitable sequence $(g_k)$ fulfilling the requirements of Proposition 3.2 and such that $g'_k(0) = 1$, and pass to the limit in (33). This can be done arguing exactly as in [15, proof of Corollary 4.5] and managing the term involving $\Phi_\varepsilon$ as suggested by [20, proof of Corollary 4.5] (namely, using (21), (22) and dominated convergence).

Concerning (36), the proof follows exactly [15, proof of Corollary 4.7] (namely, one finds a suitable approximation in order to make rigorous the position $g(s) = (s-t)^+$, treating again the term with $\Phi_\varepsilon$ as in [20, proof of Corollary 4.5].

4 Energy estimates

Following [15, 20], the next step is the study of the approximate energy. However, as we pointed out in Section 1, here we actually investigate a variant of this quantity which takes into account the effect of the dissipation.

Recall that the approximate energy associated with a minimizer $u_\varepsilon$ of $J_\varepsilon$ (obtained by Proposition 3.1) is given by
\[ E_\varepsilon(t) := \frac{1}{2\varepsilon^2} \int_{\mathbb{R}^n} |u'_\varepsilon(t,x)|^2 \, dx + \int_t^\infty e^{-(s-t)} (s-t) W(u_\varepsilon(s)) \, ds. \]

Then, we define its dissipative correction as follows.

**Definition 4.1.** The dissipative (correction of the) approximate energy is defined as
\[ E^d_\varepsilon(t) := E_\varepsilon(t) + \int_0^t \int_s^\infty e^{-(\tau-s)} (1 + \tau - s) G(u'_\varepsilon(\tau)) \, d\tau \, ds. \]  

**Remark 4.2.** Note that, by (29), (30) and (32), (37) reads
\[ E^d_\varepsilon(t) = K_\varepsilon(t) + \frac{A^2 W_\varepsilon(t)}{\varepsilon} + \frac{1}{\varepsilon} \int_0^t (A G_\varepsilon(s) + A^2 G_\varepsilon(s)) \, ds. \]  

In addition, we observe that $E^d_\varepsilon(0) = E_\varepsilon(0)$ and that, in view of (6), $E^d_\varepsilon(t) = E^d_\varepsilon(t/\varepsilon)$. 
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Now, exploiting the fact that \( E^d_\varepsilon \geq E_\varepsilon \) and arguing as in [20], we can establish an upper bound for the time evolution of the approximate energy. First, we estimate its value at \( t = 0 \).

**Lemma 4.3** (Estimate for \( E^d_\varepsilon(0) \)). We have that
\[
\Lambda_\varepsilon := E^d_\varepsilon(0) + \frac{1}{\varepsilon}(A^2 G_\varepsilon(0) + 2AG_\varepsilon(0)) \leq \frac{1}{2} \| w_1 \|^2_{L^2} + W(w_0) + C\sqrt{\varepsilon}. \tag{39}
\]

**Proof.** From (25), \( E^d_\varepsilon(0) = E_\varepsilon(0) = \frac{1}{2} \| w_1 \|^2_{L^2} + A^2 W_\varepsilon(0) \). Since \( A^2 W_\varepsilon(0) \leq A^2 L_\varepsilon(0) - \frac{1}{\varepsilon}(A^2 G_\varepsilon(0) + 2AG_\varepsilon(0)) \), from (35) we obtain
\[
A^2 W_\varepsilon(0) \leq A^2 \Phi_\varepsilon(0) + A^2 L_\varepsilon(0) - \frac{1}{\varepsilon}(A^2 G_\varepsilon(0) + 2AG_\varepsilon(0)) + W(w_0) + C\sqrt{\varepsilon}.
\]

Recalling that \( A^2 L_\varepsilon(0) = H_{\varepsilon}(u_\varepsilon) \) and combining with (26) and (34),
\[
A^2 W_\varepsilon(0) \leq A^2 \Phi_\varepsilon(0) - \frac{1}{\varepsilon}(A^2 G_\varepsilon(0) + 2AG_\varepsilon(0)) + W(w_0) + C\sqrt{\varepsilon}.
\]

Moreover, arguing as in [20, proof of Lemma 5.3], we find that \(|A^2 \Phi_\varepsilon(0)| \leq C\sqrt{\varepsilon}\) and, hence, suitably rearranging terms, (39) is proved. \( \Box \)

**Proposition 4.4** (Dissipative approximate energy estimate). For every \( \beta > 1 \), there exists a constant \( C_\beta > 0 \) such that for every \( T \geq 0 \)
\[
\sqrt{E^d_\varepsilon(T/\varepsilon)} \leq \sqrt{E^d_\varepsilon(0)} + \left( \sqrt{\varepsilon C_\beta} + \sqrt{T \beta/2} \right) \sqrt{\gamma (T + t_\varepsilon)} + \varepsilon^2, \quad \forall \varepsilon \in (0,1). \tag{40}
\]

In particular, for every \( T \geq 0 \) there exists \( C_T \) such that
\[
E^d_\varepsilon(t/\varepsilon) \leq C_T, \quad \forall \varepsilon \in (0,1), \quad \forall t \in [0, T]. \tag{41}
\]

**Proof.** First, using the properties of \( A \) (precisely, [15, Eq. (47)]), (31) and (36), there results
\[
\frac{d}{dt} E^d_\varepsilon(t) = -3AD_\varepsilon(t) - A^2 D_\varepsilon(t) + A^2 \Phi_\varepsilon(t), \quad \text{for a.e. } t \geq 0.
\]

Consequently, recalling that \( E^d_\varepsilon \geq E_\varepsilon \) and arguing exactly as in [20, proof of Proposition 5.4] (with \( E_\varepsilon(t) \) replaced by \( E^d_\varepsilon(t) \)), one obtains that for every \( \beta > 1 \) there exists a \( C_\beta > 0 \) such that
\[
\sqrt{E^d_\varepsilon(t)} \leq \sqrt{E^d_\varepsilon(0)} + \sqrt{\varepsilon C_\beta} + \sqrt{T \beta/2} \sqrt{\gamma (T + t_\varepsilon)} + \varepsilon^2 \int_0^t A^2 \| \phi(s) \|^2_{L^2} (s) \, ds.
\]

Then, exploiting assumption (23) and setting \( t = T/\varepsilon \), we obtain (40). Finally, one easily gets (41), observing that the right hand side of (40) is increasing with respect to \( T \), that \( t_\varepsilon \downarrow 0 \), that \( \beta \) can be fixed (e.g. \( \beta = 2 \)) and that \( E^d_\varepsilon(0) \leq C \) by (39). \( \Box \)

Proposition 4.4 has an immediate consequence, which is crucial for proving (13), (14) and (17).
Corollary 4.5. For every $\beta > 1$, there exists a constant $C_\beta > 0$ such that for every $T \geq 0$

$$E_\varepsilon(T/\varepsilon) + \frac{2}{\varepsilon} \int_0^{T/\varepsilon} G_\varepsilon(t) \, dt \leq \left( \sqrt{\Lambda_\varepsilon} + \left( \sqrt{\varepsilon C_\beta} + \sqrt{T \beta / 2} \right) \sqrt{\gamma(T + t_\varepsilon) + \varepsilon^2} \right)^2, \quad \forall \varepsilon \in (0, 1).$$

(42)

In particular, for every $T \geq 0$ there exists $C_T$ such that

$$E_\varepsilon(t/\varepsilon) + \frac{2}{\varepsilon} \int_{t/\varepsilon}^{t/\varepsilon} G_\varepsilon(s) \, ds \leq C_T, \quad \forall \varepsilon \in (0, 1), \quad \forall t \in [0, T].$$

(43)

Proof. From [20, Lemma 3.2] one has

$$\frac{1}{\varepsilon} \int_0^t (A G_\varepsilon(s) + A^2 G_\varepsilon(s)) \, ds = \frac{2}{\varepsilon} \int_0^t G_\varepsilon(s) \, ds + \frac{1}{\varepsilon} \left( A^2 G_\varepsilon(t) - A^2 G_\varepsilon(0) + 2AG_\varepsilon(t) - 2AG_\varepsilon(0) \right),$$

so that

$$E_\varepsilon(t) + \frac{2}{\varepsilon} \int_0^t G_\varepsilon(s) \, ds \leq E_d^\varepsilon(t) + \frac{1}{\varepsilon} \left( A^2 G_\varepsilon(0) + 2AG_\varepsilon(0) \right).$$

Hence, combining the previous inequality with (40) and recalling that $\Lambda_\varepsilon \geq E_d^\varepsilon(0)$, one easily obtains (42). Finally, (43) follows from the same argument at the end of the proof of Proposition 4.4. \qed

Remark 4.6. It is straightforward that also $E_\varepsilon(t/\varepsilon) + \frac{2}{\varepsilon} \int_{t/\varepsilon}^{t/\varepsilon} G_\varepsilon(s) \, ds$ is a formal approximation of the dissipative correction of the mechanical energy $E^d$, as well as $E^\varepsilon_d(t/\varepsilon)$.

5 Proof of Theorem 2.5

Before showing the proof we recall some facts. From [20, Lemma 6.1], for every function $f \in L^2_{\text{loc}}([0, \infty); L^2)$ there exists a sequence $(f_\varepsilon) \subset L^2_{\text{loc}}([0, \infty); L^2)$ satisfying the following properties:

(i) as $\varepsilon \downarrow 0$, $f_\varepsilon \to f$ in $L^2([0, T]; L^2)$ and $\|f_\varepsilon\|_{L^2([0, T]; L^2)} \uparrow \|f\|_{L^2([0, T]; L^2)}$, for every $T > 0$;

(ii) supp{$f_\varepsilon$} $\subset [t_\varepsilon, T_\varepsilon] \times \mathbb{R}^n$, with $t_\varepsilon > 0$ and $T_\varepsilon < \infty$;

(iii) as $\varepsilon \downarrow 0$, $t_\varepsilon \downarrow 0$ and $T_\varepsilon \uparrow \infty$, and moreover $\varepsilon T_\varepsilon \leq \sqrt{\varepsilon}$ and $e^{-T_\varepsilon/\varepsilon} \leq 1 + T_\varepsilon$;

(iv) for every $\varepsilon \in (0, 1)$, \begin{equation*}
\int_{t_\varepsilon}^{T_\varepsilon} \|f_\varepsilon(t)\|_{L^2}^2 \, dt \leq 1/\varepsilon \quad \text{and} \quad \int_0^\infty e^{-t} \|f_\varepsilon(\varepsilon t)\|_{L^2}^2 \, dt \leq \varepsilon^3.
\end{equation*}

In addition, from [20, Corollary 6.2], if $f \in L^2_{\text{loc}}([0, \infty); L^2)$ and $(f_\varepsilon)$ is a sequence satisfying (i)–(iv), then for every fixed $\varepsilon \in (0, 1)$ the function

$$\phi(t, x) := f_\varepsilon(\varepsilon t, x), \quad t \geq 0, \quad x \in \mathbb{R}^n,$$

satisfies (21)–(23).

Now, we have all the ingredients to prove Theorem 2.5.
**Proof of Theorem 2.5: item (a).** If we let \((f_\varepsilon)\) be a sequence satisfying (i)–(iv) and set (44) in (20), then assumptions (21)–(23) and all the hypothesis of Proposition 3.1 are fulfilled, so that we have a minimizer \(u_\varepsilon\), in the class of functions \(u \in H^{2}_{loc}([0,\infty);L^{2})\) subject to (25), that satisfies (26). Since

\[
F_\varepsilon(w) = \varepsilon J_z(u) \quad \text{whenever} \quad u(t,x) = w(\varepsilon t,x),
\]

if we set

\[
w_\varepsilon(t,x) := u_\varepsilon(t/\varepsilon,x), \quad t \geq 0, \quad x \in \mathbb{R}^n, \tag{45}
\]

then \(w_\varepsilon\) is the required minimizer.

**Proof of Theorem 2.5: item (b).** We split the proof in three steps.

**Step (i): Euler-Lagrange equation of \(u_\varepsilon\).** Let \(\eta(t,x) := \varphi(t)h(x)\), where \(h \in W \cap G\), and \(\varphi \in C^{0,1}([0,\infty))\) and satisfies \(\varphi(0) = \varphi'(0) = 0\). If we define \(g(\delta) := J_z(u_\varepsilon + \delta \eta)\) and observe that \(g'(0) = 0\), then we obtain

\[
\frac{1}{\varepsilon^2} \int_{0}^{\infty} e^{-t} (u''_\varepsilon(t),\eta''(t))_{L^2} dt = \int_{0}^{\infty} e^{-t} \left( -\langle \nabla W(u_\varepsilon(t)), \eta(t) \rangle + (f_\varepsilon(\varepsilon t), \eta(t))_{L^2} \right) dt + \frac{1}{\varepsilon} \int_{0}^{\infty} e^{-t} \langle \nabla G(u'_\varepsilon(t)), \eta'(t) \rangle dt \tag{46}
\]

(exploiting the same arguments of [20, Lemma 6.4] for the non dissipative terms and dominated convergence for the dissipative term). Moreover, the same relation holds if \(\eta \in C^\infty_0(\mathbb{R}^+ \times \mathbb{R}^n)\) by a classical density argument (see [15, proof of Lemma 5.1] for more details).

**Step (ii): representation formula for \(u''_\varepsilon\).** As in [15, proof of Eqs. (2.11)\&(2.16)] and [20, proof of Lemma 6.5], for every \(\tau > 0\) fixed, one can check that setting \(\eta_k(t,x) = h(x)\phi_k(t)\), with \(h \in W \cap G\) and \((\phi_k)\) a sequence of \(C^{1,1}\) functions suitably approximating \((t-\tau)^+\), then (46) holds for every \(\eta_k\) and passes to the limit (at every Lebesgue point \(\tau\) of \((u''_\varepsilon(\tau),h)_{L^2}\)) yielding

\[
\frac{1}{\varepsilon^2} (u''_\varepsilon(\tau),h)_{L^2} = -A^2\omega_1(\tau) + A^2\omega_2(\tau) - \frac{1}{\varepsilon} A\omega_3(\tau), \quad \text{for a.e.} \quad \tau > 0, \tag{47}
\]

where \(\omega_1(\tau) := \langle \nabla W(u_\varepsilon(\tau)), h \rangle\), \(\omega_2(\tau) := (f_\varepsilon(\varepsilon \tau), h)_{L^2}\) and \(\omega_3(\tau) := \langle \nabla G(u'_\varepsilon(\tau)), h \rangle\).

**Step (iii): proof of (11)–(14).** The proof of (11) and (12) is simply the repetition of the arguments developed in the first part of [20, Proof of Theorem 2.3: part (b)]. Concerning (13), this is an immediate consequence of (43) in view of (45) and (9). Hence, it is left to show (14). By (47), \(u''_\varepsilon/\varepsilon^2\) can be written as \(\Psi_1 + \Psi_2\), with

\[
(\Psi_1(t),h)_{L^2} = -A^2\omega_1(t) + A^2\omega_2(t), \quad \text{for a.e.} \quad t > 0, \quad \forall h \in W \cap G,
\]

and

\[
(\Psi_2(t),h)_{L^2} = -\frac{1}{\varepsilon} A\omega_3(t), \quad \text{for a.e.} \quad t > 0, \quad \forall h \in W \cap G.
\]

Arguing as in the second part of [20, Proof of Theorem 2.3: part (b)], we find that for every \(T > 0\)

\[
\int_{0}^{T} \|\Psi_1(t/\varepsilon)\|_{W^*}^2 dt \leq C_T.
\]
On the other hand, by [15, Eq. (33)] (note that in [15] \(G\) and \(G\) are denoted by \(H\) and \(H\), respectively),
\[
|\omega_3(t)| \leq C\|h\|_G \sqrt{G_\varepsilon(t)}
\]
and then, with easy computations,
\[
\|\Psi_2(t/\varepsilon)\|_{G'} \leq \frac{C}{\varepsilon} (A G_\varepsilon(t/\varepsilon))^{1/2}.
\]
Squaring the inequality and integrating over \([0,T]\), from (38) and (41) we find that
\[
\int_0^T \|\Psi_2(t/\varepsilon)\|_{G'}^2 \, dt \leq \frac{C}{\varepsilon} \int_0^{T/\varepsilon} A G_\varepsilon(t) \, dt \leq C T.
\]
Consequently, observing that \(w''_\varepsilon(t) = \Psi_1(t/\varepsilon) + \Psi_2(t/\varepsilon)\), we obtain (14). \(\square\)

Before showing the remaining part of the proof, we point out that, in the sequel, we deal with a sequence of minimizers \(w_{\varepsilon_i}\) and we will tacitly extract several subsequences. However, for ease of notation, we denote by \(w_{\varepsilon}\) the original sequence, as well as the subsequences we extract. The same holds for all the other quantities depending on \(\varepsilon\).

**Proof of Theorem 2.5: item (c).** First we note that by (11) and (14)
\[
\|w_{\varepsilon}\|_{H^1([0,T];L^2)} \leq C T, \quad \|w'_\varepsilon\|_{L^\infty([0,T];L^2)} \leq C T, \quad \|w''_\varepsilon\|_{H^1([0,T];(W \cap G)')} \leq C T
\]
and, arguing as in [15, proof of Theorem 2.5], one obtains convergence in \(H^1([0,T];L^2)\), (2) (with the latter meant as an equality in \((W \cap G)')\) and (15). On the other hand, (10), (11) and (13) imply
\[
\int_0^T \|w''_\varepsilon(t)\|_G^2 \, dt \leq C T,
\]
which proves (16), by a standard Banach-Alaoglu argument. \(\square\)

**Proof of Theorem 2.5: item (d).** From Corollary 4.5, for every \(\beta > 1\), there exists \(C_\beta > 0\) such that: letting \(l(t) := W_\varepsilon(t)\) and
\[
m(t) := -K_\varepsilon(t) - \frac{2}{\varepsilon} \int_0^t \left( \sqrt{\Lambda_\varepsilon + \left( \sqrt{\varepsilon C_\beta + \sqrt{\varepsilon t \beta/2}} \right) \sqrt{\gamma(\varepsilon t + t_\varepsilon) + \varepsilon^2} } \right)^2 \, dt
\]
the assumptions of [15, Lemma 6.1] are satisfied, so that for every \(a > 0\), \(\delta \in (0,1)\) and \(T > 0\),
\[
Y(\delta a) \int_{T+\delta a}^{T+a} W_\varepsilon(t) \, dt + \int_T^{T+a} K_\varepsilon(t) \, dt + \frac{2}{\varepsilon} \int_T^{T+a} \int_0^t G_\varepsilon(s) \, ds \, dt \leq \int_T^{T+a} \left( \sqrt{\Lambda_\varepsilon + \left( \sqrt{\varepsilon C_\beta + \sqrt{\varepsilon t \beta/2}} \right) \sqrt{\gamma(\varepsilon t + t_\varepsilon) + \varepsilon^2} } \right)^2 \, dt,
\]
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where \( Y(z) := \int_0^z e^{-s} s \, ds \). Replacing \( a \) with \( a/\varepsilon \) and \( T \) with \( T/\varepsilon \), and recalling (9), with a change of variable the previous inequality reads
\[
Y\left( \frac{\delta a}{\varepsilon} \right) \int_{T + \delta a}^{T + a} W(w_\varepsilon(t)) \, dt + \frac{1}{2} \int_T^{T + a} \|w'_\varepsilon(t)\|_{L^2}^2(t) \, dt + 2 \int_T^{T + a} \int_0^t G(w'_\varepsilon(s)) \, ds \, dt \\
\leq \int_T^{T + a} \left( \sqrt{\Lambda} + (\sqrt{\varepsilon C_{\beta}} + \sqrt{t/2}) \sqrt{\gamma(t + t_\varepsilon) + \varepsilon^2} \right)^2 \, dt.
\]
Furthermore, as \( \varepsilon \downarrow 0 \), by definition \( Y\left( \frac{\delta a}{\varepsilon} \right) \to 1 \), whereas by (39) and (24)
\[
\int_T^{T + a} \left( \sqrt{\Lambda} + (\sqrt{\varepsilon C_{\beta}} + \sqrt{t/2}) \sqrt{\gamma(t + t_\varepsilon) + \varepsilon^2} \right) \, dt \to \int_T^{T + a} \left( \sqrt{E(0)} + \sqrt{T\gamma(t)\beta/2} \right) \, dt.
\]
Hence, arguing as in [15, proof of Theorem 2.4],
\[
\int_{T + \delta a}^{T + a} W(w(t)) \, dt + \frac{1}{2} \int_T^{T + a} \|w'(t)\|_{L^2}^2(t) \, dt + 2 \int_T^{T + a} \int_0^t G(w'(s)) \, ds \, dt \leq \\
\leq \int_T^{T + a} \left( \sqrt{E(0)} + \sqrt{T\gamma(t)\beta/2} \right)^2 \, dt.
\]
and, letting \( \delta \downarrow 0 \) and, subsequently, dividing by \( a \) and letting \( a \downarrow 0 \), we obtain
\[
W(w(T)) + \frac{1}{2} \|w'(T)\|_{L^2}^2 + 2 \int_0^T G(w'(t)) \, dt \leq \left( \sqrt{E(0)} + \sqrt{T\gamma(T)\beta/2} \right)^2, \quad \text{for a.e. } T \geq 0.
\]
Since the inequality is valid for every \( \beta > 1 \), letting \( \beta \downarrow 1 \), (17) follows.

**Proof of Theorem 2.5: item (e).** Arguing as in [15, proof of Lemma 6.2], from (46) one obtains that for every function \( \varphi \in C_0^\infty(\mathbb{R}^+ \times \mathbb{R}^n) \)
\[
\int_0^\infty (w'_\varepsilon(t), \varepsilon^2 \varphi''(t) + 2\varepsilon \varphi''(t) + \varphi'(t))_{L^2} \, dt = \int_0^\infty (\nabla W(w_\varepsilon(t)), \varphi(t)) \, dt + \\
+ \int_0^\infty (\nabla G(w'_\varepsilon(t)), \varphi(t) + \varepsilon \varphi'(t)) \, dt - \int_0^\infty (f_\varepsilon(t), \varphi(t))_{L^2} \, dt. \tag{48}
\]
On the other hand, clearly
\[
\int_0^\infty (w'_\varepsilon(t), \varepsilon^2 \varphi''(t) + 2\varepsilon \varphi''(t) + \varphi'(t))_{L^2} \, dt \to \int_0^\infty (w'(t), \varphi'(t))_{L^2} \, dt,
\]
whereas, by construction,
\[
\int_0^\infty (f_\varepsilon(t), \varphi(t))_{L^2} \, dt \to \int_0^\infty (f(t), \varphi(t))_{L^2} \, dt.
\]
On the other hand, by (11), (12), (18) and [10, Theorem 5.1] (arguing as in [15]),
\[
\int_0^\infty \langle \nabla W(w_\varepsilon(t)), \varphi(t) \rangle \, dt \to \int_0^\infty \langle \nabla W(w(t)), \varphi(t) \rangle \, dt,
\]
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while, by [15, Eq. (33)] and (16),
\[ \int_0^\infty \langle \nabla G(w'(t)), \varphi(t) + \varepsilon \varphi'(t) \rangle \, dt \rightarrow \int_0^\infty \langle \nabla G(w'(t)), \varphi(t) \rangle \, dt. \]

Summing up, as \( \varepsilon \downarrow 0 \), equation (48) tends to (19), which concludes the proof. \( \square \)

6 Examples

For the sake of completeness we show some examples of second order nonhomogeneous dissipative hyperbolic equations that satisfy the assumptions of Theorem 2.5.

1. **Telegraph equation.** One of the classical wave equations with dissipation is the nonlinear Telegraph equation
\[ w'' = \Delta w - |w|^{p-2} w - w' + f \quad (p > 1). \] (49)

Here, the proper choices of \( W \) and \( \mathcal{G} \) are
\[ W(v) = \int_{\mathbb{R}^n} \left( \frac{1}{2} |\nabla v|^2 + \frac{1}{p} |v|^p \right) \, dx \quad \text{and} \quad \mathcal{G}(v) = \frac{1}{2} \int_{\mathbb{R}^n} |v|^2 \, dx, \] (50)

with \( W = H^1 \cap L^p \) (and \( \theta = 1 - 1/\max\{2, p\} \)) and \( G = L^2 \).

2. **Telegraph with \( p \)-Laplacian.** Another example is the \( p \)-Laplacian version of (49), namely
\[ w'' = \Delta_p w - |w|^{q-2} w - w' + f \quad (p, q > 1, p \neq 2), \] which is obtained setting
\[ W(v) = \int_{\mathbb{R}^n} \left( \frac{1}{p} |\nabla v|^p + \frac{1}{q} |v|^q \right) \, dx \] (51)

and \( \mathcal{G} \) as in (50) in (1). However, in this case, letting \( W = \{ v \in L^2 : \nabla v \in L^p, v \in L^q \} \) (and \( \theta = 1 - 1/\max\{p, q\} \)) and \( G = L^2 \), Assumptions 2.1 and 2.2 are satisfied, but (18) is not. Hence, Theorem 2.5 is valid except for item (e).

3. **Strongly damped wave equations.** These equations are characterized by the presence of the term \( \Delta w' \) (see, for more, [6]). For instance, in
\[ w'' = \Delta w - |w|^{p-2} w + \Delta w' + f \quad (p > 1), \]
the suitable choice of \( W \) and \( \mathcal{G} \) is
\[ W(v) = \int_{\mathbb{R}^n} \left( \frac{1}{2} |\nabla v|^2 + \frac{1}{p} |v|^p \right) \, dx \quad \text{and} \quad \mathcal{G}(v) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla v|^2 \, dx, \] (52)

with \( W = H^1 \cap L^p \) (and \( \theta = 1 - 1/\max\{2, p\} \)) and \( G = H^1 \). On the other hand, for
\[ w'' = \Delta_p w - |w|^{q-2} w + \Delta w' + f \quad (p, q > 1, p \neq 2), \]
setting \( W \) as in (51) and \( \mathcal{G} \) as in (52), with \( W = \{ v \in L^2 : \nabla v \in L^p, v \in L^q \} \) (and \( \theta = 1 - 1/\max\{p, q\} \)) and \( G = H^1 \), again Theorem 2.5 holds except for item (e), since (18) is not satisfied.
4. Other damped wave equations. These equations originates when one adds terms like $-\Delta^2 w' + \Delta w' - w'$ to equations presenting arbitrary nonlinear terms $W$ (see, for instance, the previous examples or [20, Section 8]). In these cases, the proper choice to recover Theorem 2.5 (except, possibly, item (e)) is

$$ G(v) = \frac{1}{2} \int_{\mathbb{R}^n} (|\Delta v|^2 + |\nabla v|^2 + |v|^2) \, dx \quad \text{with} \quad G = H^2. $$
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