MULTISCALE IOU: A METRIC FOR EVALUATION OF SALIENT OBJECT DETECTION WITH FINE STRUCTURES
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ABSTRACT

General-purpose object-detection algorithms often dismiss the fine structure of detected objects. This can be traced back to how their proposed regions are evaluated. Our goal is to renegotiate the trade-off between the generality of these algorithms and their coarse detections. In this work, we present a new metric that is a marriage of a popular evaluation metric, namely Intersection over Union (IoU), and a geometrical concept, called fractal dimension. We propose Multiscale IoU (MIoU) which allows comparison between the detected and ground-truth regions at multiple resolution levels. Through several reproducible examples, we show that MIoU is indeed sensitive to the fine boundary structures which are completely overlooked by IoU and f1-score. We further examine the overall reliability of MIoU by comparing its distribution with that of IoU on synthetic and real-world datasets of objects. We intend this work to re-initiate exploration of new evaluation methods for object-detection algorithms.

Index Terms— object-detection, metric, iou, segmentation, evaluation

1. INTRODUCTION

The object-detection problem has been one of the primary targets of the computer vision field with a large variety of applications [1][2][3][4][5][6]. During the past decade, with the hardware’s power catching up with the need of compute-intensive deep neural networks (and some other reasons [7]) the computer vision field flourished at an unprecedented speed. In 2012, the classification performance exhibited by AlexNet [8] in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [9] outperformed humans and paved the road for more advanced algorithms [10][11]. In the course of only six years (2012-2017) researchers managed to push the limits from highly accurate image classification to real-time localization of objects, and even better, to pixel-level region annotation (see [12] and the references therein). The achieved success has been made possible, at least partially, by the exuberant and popular competitions such as PASCAL VOC (2005-2012) [13], ILSVRC (2010-2016), COCO (2015-present) [14], and RVC (2018-present), and the excitement and directions they brought to the community.

One side effect of such a fast growth, however, is the underlying assumption these general-purpose competitions impose to the object-detection task; that although the objective is to accurately localize (and classify) each object, a pixel-level precise detection is not of high priority. Each of the three components of a competition, i.e., dataset, ground-truth annotations, and evaluation metrics, enforces this assumption: (1) datasets often contain everyday objects (e.g., cars, pedestrians, ships, dogs), (2) objects are annotated coarsely (polygons used instead of drawing tools), and most importantly, (3) area-based metrics, e.g., Intersection over Union (IoU), are chosen for evaluating the algorithms. This intrinsic assumption is important for being able to easily rank the competing algorithms, as more complex methods may put many algorithms in gray areas. It is also critical that the chosen metric be able to handle the general purposes well, e.g., be effective even when only coarse annotations are available. That being said, as a consequence of such settings, the new algorithms manage to optimize their cost functions without a precise spatial estimate of objects, and become less sensitive to the fine boundary structures. Such an objective may not be relevant or even appropriate for many real-world problems. This realization is the first step in closing the gap between competitions’ objective and the real challenges. We wish to contribute to this realization by introducing an alternative evaluation metric for general-purpose object-detection algorithms.

Many of the object-detection evaluation metrics are borrowed from the segmentation evaluation task. They either are very task-specific or have a large tolerance for the discrepancies between the ground-truth and detected regions’ boundary. IoU is arguably the most popular measure in the second category. It quantifies the degree of which the ground-truth region is detected, i.e., intersection, relative to the area occupied by both of the ground-truth and detected regions, i.e., union. It is a simple, intuitive, and effective metric, but insensitive to details that should not be overlooked in many cases. In its simplest form, this undesirable tolerance is depicted in Fig.1-A, where two very different proposed regions, \( dt_1 \) and \( dt_2 \), are compared against a ground-truth region, \( gt \). According to IoU (as well as Precision, Recall, and F1-score), \( dt_1 \) and \( dt_2 \) are equally good estimates for \( gt \), notwithstanding the evident fundamental differences; \( dt_2 \) perfectly captures the jagged structure of \( gt \)’s boundary, whereas \( dt_1 \) only gives
Fig. 1. Examples from different domains showing the metrics IoU, Precision, Recall, and F1-score fail to capture prominent differences between the proposed regions, $dt_1$ and $dt_2$, when compared with the ground-truth region, $gt$. Example A, depicts the issue in its simplest form. Example B and C illustrate the same issue using the mask of a solar filament and the mask of a leaf sample of the Metasequoia Glyptostroboides tree.

a bounding box for $gt$. We will introduce our proposed metric (MIoU) in Section 3 and explain how it can capture this discrepancy and puts $dt_2$ above $dt_1$ in its ranked list.

IoU is just one of the metrics in the family of pixel-level errors. Others examples include false-alarm and missing-rate pixel percentages [15] which are inspired by the concept of contingency table. Similarly, Precision and Recall are used in many studies, e.g., in benchmarking of image segmentation algorithms [16]. Whether computed on the regions’ area or boundary, their binary view of ‘match or no-match’ of pixels does not adequately quantify fine structural differences. Dice Similarity Coefficient (DSC) is yet another area-based measure, that is only slightly different than IoU (by one intersection). But DSC easily approaches its upper bound [17], and to remedy this, Logit Transformation of DSC (LTD) is often used instead. Inherently, LTD does not work well to quantify fine structural differences either. There are two other metrics which are also very popular, especially in medical image analyses, namely Global and Local Consistency Errors (GCE, LCE). They were used in preparation of the Berkeley Segmentation Dataset [18]. But they are designed to judge between human-made segmentations, based on the needed refinements, which is automated in recent salient object detection algorithms, such as Mask R-CNN [19].

There exist a number of other metrics that solely focus on the boundary structure of regions. A popular example of such class is LB Keogh Shape Indexing [20]; a contour mapping measure that utilizes Dynamic Time Warping distance function. Despite its proven application, it cannot be used for evaluation of general-purpose object-detection algorithms because it disregards the area of objects, and moreover, it is a rotation invariant metric, which is not an appropriate assumption for all object detection problems. While many of these metrics have their strengths in specific use cases, we find two metrics most relevant to this study: IoU; because our metric is inspired by it, and F1-score; because it summarizes Precision and Recall which are the basics of any area-based metrics.

2. REAL-WORLD APPLICATIONS

In heliophysics, the spatial information of solar filaments can be used to determine the magnetic field orientation in a potentially associated coronal mass ejection (CME). This orientation understanding is critical, as this can help predict its impact on Earth’s magnetic field and consequently our technology-dependant lives. The key information in the observed filaments is inferred from the angle of their ‘barbs’ against filament’s spine. The example illustrated in Fig. 1-B shows a filament (captured by the Big Bear Solar Observatory [21] at 2012-02-21 19:12:50 (UTC)) and two proposed regions; one with the barbs and the other without any. If one were to evaluate the proposed regions with any of the previously listed metrics, only our proposed metric (MIoU) would provide a preference towards the example with barbs over the example with none.

Our second example is from botany in the form of a plant species identification problem. It can be tedious and error-prone to use the classic method of manually parsing a (binary) tree of species, following a list of written features. Computer vision has made it much simpler these days to a degree that a mobile app can automatically extract the visual features of an arbitrary leaf sample and retrieve the most similar species [22]. One of the key features that is needed for construction of such a content-based image retrieval system is the leaves’ shapes. Fig 1-C gives an example of a leaf’s shape, $gt$, (from LeafSnap dataset [22], with ID ‘ny1041-04-1’), and two proposed shapes, $dt_1$ and $dt_2$. As the plot shows, similar to the previous examples, none of the listed metrics (except MIoU) differentiate between $dt_1$ and $dt_2$, and they fail to see the similarity that $dt_1$ exhibits to the ground-truth region, relative to $dt_2$. 
3. MULTISCALE IOU (MIOU)

The object-detection evaluation metric that we propose is the marriage of two concepts: IoU and fractal dimension. The former is a similarity measure discussed in Section 1. The latter is a classic measure that quantifies the complexity of fractals’ structure and their lacunarity. In the following, we first review fractal dimension and a method for computing it, and then introduce our metric.

Fractal Dimension and Box Counting Method. Introduced in Fractal Geometry, fractal dimension gives a more general definition of ‘dimension’, that quantifies the complexity of self-similar shapes, i.e., fractals. A number of different methods have been proposed to compute fractal dimension [23, 24, 25] among which box counting is the most popular because it can be easily calculated on digital images. Using this method, fractal dimension \( D \) of an object \( o \) can be calculated by the limit

\[
\lim_{\delta \to 0} \frac{\log(n(o, \delta))}{\log(1/\delta)}
\]

where \( \delta \) is the cell size of an evenly spaced grid, and \( n(o, \delta) \) is the number of grid cells that overlap with the shape \( o \). In practice, the fractal dimension of the object \( o \) is calculated in three steps: (1) superimpose \( o \) on a grid of square cells of side length \( \delta \). (2) For each \( \delta \), using box counting method, count the number of grid cells that overlap with \( o \) (or its contour). (3) Estimate the slope of the regression line of \( \log(n(o, \delta_i)) \) versus \( \log(\delta_i) \), as \( \delta_i \) decreases and produces finer grids, i.e., higher resolution. The estimated slope is the fractal dimension of \( o \), that depending on the subject of study, can be computed on either its area or contour.

MIOU. To fuse the multi-resolution concept of fractal dimension with IoU, we need a few definitions. Let \( \Delta \subset \mathbb{N} \) be the set of all needed cell sizes, and \( O \) be the set of all regions (of salient objects). Given an arbitrary region \( o \in O \), and a cell size \( \delta_i \in \Delta \), we define \( s, s : O \times \mathbb{N} \to \Delta \), to be a function that reduces the resolution of \( o \) by replacing each \( \delta_i \)-by-\( \delta_i \) cell with a single binary value \( b \), and returns a new (lower resolution) region. The value of \( b \) is 1, if its corresponding cell overlaps with \( o \), and is 0, otherwise. For every \( \delta_i \), this process can be carried out on both of the ground-truth \( o \) and detected \( \hat{o} \in O \) regions. Furthermore, let \( n, n : O \to \mathbb{N} \) be another function that simply counts the number of cells a region spans over. This is equivalent to the number of pixels that form the given region after it is downsampled by \( s \). Therefore, it does not depend on \( \delta_i \).

With the above tools, we can now define the intersection ratio denoted by \( r \), \( r : O^2 \times \Delta \to [0, 1] \), as shown in Eq. 1. For a given ground-truth region \( o \), a detected region \( \hat{o} \), and a cell size \( \delta_i \), \( r \) measures the ratio of the number of cells \( o \) and \( \hat{o} \) have in common, over the number of cells they should have in common if they perfectly align.

\[
r(o, \hat{o}, \delta_i) = \frac{n(s(o, \delta_i) \cap s(\hat{o}, \delta_i))}{n(s(o, \delta_i))}
\]  

Note that for a given pair of regions, \( r \) is a function of cell size, \( \delta_i \). That is, intersection ratio can measure the alignment at any desired resolution level determined by \( \delta_i \). In other words, if two regions of interest are well-aligned, i.e., their area and boundary pixels almost perfectly match, their subtle miss-alignment can still be captured in higher resolution levels. And if they are not well-aligned, either spatially or structurally, their slight alignments (if at all) can still be captured in lower resolution levels. Therefore, a proper similarity assessment can be made with a multiscale comparison. This observation explains our final step in defining MIOU. Given two detected regions, \( \hat{o} \) and \( \hat{o}' \), for the ground-truth region \( o \), assuming that \( \hat{o} \) is a much better estimate for \( o \), than \( \hat{o}' \), it is expected that, on average, \( r(o, \hat{o}, \delta_i) \geq r(o, \hat{o}', \delta_i) \), for all \( \delta_i \in \Delta \). Therefore, we propose the area under the curve of \( r(o, \hat{o}, \delta) \) for all \( \delta \in \Delta \) as a measure of alignment for two arbitrary regions, \( o \) and \( \hat{o} \). This can be formulated by the integral \( \text{MIOU}(o, \hat{o}) = \int_0^1 r(o, \hat{o}, \delta) \, d\delta \). By choosing \( d\delta = \frac{1}{|\Delta|} \), and transforming \( \delta \) to the range of \([0, 1]\), the metric MIOU will also be limited to the interval \([0, 1]\), where 1 implies the perfect alignment of \( o \) and \( \hat{o} \), and 0 indicates the opposite.

Although MIOU can technically be computed on either of the regions’ areas or boundaries, we find the use of boundaries more appropriate. This is simply due to the fact that objects’ area grows faster than their perimeter. Therefore, the dissimilarities between objects’ boundaries can be overshadowed by the large number of pixels their areas span over. This renders the intersection ratio \( r \) ineffective. To avoid this, we only take into account the contour of objects in all of the above-mentioned definitions. Our implementation of MIOU, as well as all experiments in Section 4, are made publicly available.

4. EXPERIMENTS AND RESULTS

In this section, we present three experiments to verify the advantage of MIOU over IoU, and its reliability. The first experiment is conducted on a set of synthetic samples, and the two other ones utilize a larger set of everyday objects.

On Synthetic Regions. In order to evaluate the sensitivity of MIOU, compared to other metrics, we need to control for the confounding factors, i.e., the random misalignments of the detected regions with respect to the ground-truth regions. Therefore, we generate sets of synthetic regions, as follows: each set corresponds to one ground-truth object, and contains several proposed regions and one region that perfectly aligns with the ground-truth region. For brevity, from several experiments that we ran, we present only one here. In this experiment, as illustrated in Fig. 2, a table of 28 proposed regions are generated resulting from a systematic deviation from the ground-truth region, by means of linear scaling (mid-to-tail rows), translation (mid-to-head rows), and smoothing (left to right). The goal is to examine the sensitivity of IoU and MIOU to the jagged patterns, in the presence of different transforma-
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Fig. 2. Comparison of area-based metrics on the 28 estimates (shown on top) for the ground-truth region, indexed 3-1.

Comparisons. Comparing each of these regions with the ground-truth region, i.e., mask 3-1, the measured similarity is expected to decrease from left to right (in the table of samples), as the proposed regions lose their jagged structure. Following this expectation, a metric that is sensitive to the boundary structure of regions must show a periodically decreasing pattern, peaking at the beginning of each row. As the line plot shows, although all other metrics capture the between-row differences (periodically plateaued), only MIoU is sensitive enough to reflect the within-row differences, hence the periodically decreasing pattern.

On Real Regions. To compare the distribution of MIoU with that of IoU, on real objects, we randomly sample a total of 2500 instances of COCO dataset [14], equally collected from five categories (cars, bicycles, boats, dogs, and persons). We then apply some minimal manipulations to the ground-truth regions to generate two groups of proposed regions: The first group contains copies of the ground-truth regions which are randomly rotated (±10 deg.) and/or translated (±10 px). The second group is made of the smoothened duplicates of the ground-truth regions, using Gaussian smoothing followed by thresholding to obtain binary masks. In both experiments we set $\Delta = \{2^n, n < 10\}$. The box plots of the results are shown in Fig. 3 where plot A corresponds to the first group, and plot B, to the second group. Overall, despite the fundamental differences between the two metrics’ definitions, their reported quantities agree with each other. We observed this in several other experiments, which makes MIoU a reliable alternative.

Moreover, in plot A, MIoU’s distributions are centered at the median, across categories, with a significantly smaller variance than that of IoU. This is, we believe, the result of MIoU’s intended sensitivity to the regions’ boundary structure, rather than just the area of intersection. The pairs of distributions in plot B are also very similar while MIoU’s median remains slightly below IoU’s across all five categories. This consistent difference confirms the sensitivity of MIoU to the details that were smoothened out in this experiment.

5. CONCLUSION

For the general-purpose object-detection algorithms to be utilized on scientific computer vision tasks, fine segmentation of objects is needed. In this work, we highlighted the insensitivity of popular evaluation metrics to fine structure of the detected objects, and proposed a new metric to alleviate this issue. Our experiments showed that not only this is a reliable metric with a distribution consistent with IoU, but also exhibits sensitivity to the fine boundary structure of regions. We hope this study opens up the door for similar efforts to readjust our research horizon towards a smaller gap between the competitions’ objectives and real-world challenges.
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