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We study the effects of entanglement and control parameters on the energy landscape and optimization performance of the variational quantum circuit. Through a systematic analysis of the Hessian spectrum, we characterize the local geometry of the energy landscape at a random point and along an optimization trajectory. We argue that decreasing the entangling capability and increasing the number of circuit parameters have the same qualitative effect on the Hessian eigenspectrum. Both the low-entangling capability and the abundance of control parameters increase the curvature of non-flat directions, contributing to the efficient search of area-law entangled ground states as to the optimization accuracy and the convergence speed.

I. INTRODUCTION

The variational quantum algorithm (VQA) is arguably the most promising framework to achieve the near-term quantum advantage [1, 2]. The structure of typical VQA computation consists of three parts: First, the quantum processor constructs the wavefunction $|\psi(\theta)\rangle$ by acting a sequence of unitary gate operations, which often depend on randomly chosen control parameters $\theta$, on the initial product state $|0\rangle^{\otimes n}$. Second, the quantum processor measures the variational wavefunction, where outputs of the repeated measurements, e.g., $\langle \psi(\theta) | Z_i | \psi(\theta) \rangle$ for $1 \leq i \leq n$, are passed to the classical processor for quantum state tomography. Third, the classical processor estimates the energy function $\mathcal{L}(\theta) \equiv \langle \psi(\theta) | H | \psi(\theta) \rangle$, where $H$ is the Hamiltonian that encodes a given problem, and searches an optimal parameter $\theta^* = \arg \min_{\theta} \mathcal{L}(\theta)$ that minimizes it. Such optimization is typically done by the local gradient search that requires the iterative evaluation of the energy function and the updated parameter. See [3, 4] for the recent reviews on the VQA algorithms.

At the heart of these VQA approaches lies the variational circuit ansatz that generates quantum wavefunctions depending on a set of control parameters stored and manipulated in classical devices. Common choices of unitary gates are usually limited to one-qubit rotation gates and two-qubit entangling gates acting only upon adjacent qubit pairs for the feasibility of hardware implementation [5]. There are numerous ways to design the variational circuits even within this limited class. In most applications, we rely on the heuristic approach to find an effective circuit ansatz whose expected performance is not a priori known. The goal of this paper is to bring design principles for an efficient variational ansatz concerning its entangling capability and number of control parameters, by measuring how these factors influence the quantum energy landscape defined by $\mathcal{L}(\theta)$ and the performance of parameter optimization.

The overwhelming majority of the Hilbert space is occupied by highly entangled generic quantum states that exhibit the volume-law scaling of entanglement entropies, i.e., proportional to the number of subsystem qubits. As a result, the broader range of states the circuit ansatz $|\psi(\theta)\rangle$ can express, the higher the mean entanglement entropy over randomly sampled states $\{ |\psi(\theta_s)\rangle \}_s$ becomes. In this regard, the average entanglement entropy $R(k)$ of the circuit generated states can represent the expressibility of the variational ansatz.

There is, however, a negative correlation between the average entanglement entropy and the optimization success of the circuit parameters $\theta$ towards the ground states [6, 7]. The area law scaling of the entanglement entropy is a commonly expected correlation pattern of the ground states of local gapped Hamiltonians [8]. In contrast, most of the circuit parameter space is associated with highly-entangled typical quantum states, especially if the mean entanglement entropy of the variational circuit is close to the maximum. That makes the local parameter search of a highly expressible ansatz less likely to succeed in finding a trajectory towards the low-entangled ground states.

A closely related geometric statement is known as the barren plateau theorem: Assuming the 2-design characteristic of the random circuit ensemble, the gradient of the energy function $\mathcal{L}(\theta)$ with respect to the circuit variables $\theta$ is zero on average, with the variance exponentially suppressed for the growing system size $n$ [9]. This has been shown in [10] to be equivalent to the exponential decay of $\text{Var}_\theta [\mathcal{L}(\theta + \alpha) - \mathcal{L}(\theta)]$ with respect to $n$, indicating how generically flat the quantum energy landscape of the highly expressible variational circuit is. In this work, we will further investigate how flatness of the quantum landscape is correlated with the entangling capability of the circuit, by examining the local geometry near generic random points as well as certain special points extracted from the parameter optimization trajectory.

Since the quantum states generated by the circuit are controlled by continuous variables $\theta$ stored and manipulated in the classical computer, the number of classical parameters can also be a crucial factor that affects the energy landscape and optimization performance. One extreme case was studied in [11]: The local gradient search for the over-parameterized circuit can approximate the Hamiltonian ground state very precisely, in both cases where the ground state entanglement entropy follows the volume-law scaling and the area-law scaling, despite the high expressibility of the variational circuit ansatz. More
systematically, given a fixed amount of the average entanglement entropies, one can vary the number of control variables by adding single-qubit Pauli rotation gates. We will quantify how it affects the flatness of the energy landscape and the optimization performance.

Our study will be conducted by investigating the Hessian matrix of the energy function, \( H_{ab}(\theta) = \partial_a \partial_b \mathcal{L}(\theta) \), evaluated at random initial points [12], final convergence points [11], and multiple intermediate points chosen from the optimization trajectory [13]. The Hessian eigenvalue spectrum reveals the information about the shape of the quantum energy landscape and how the local parameter search works. We will characterize an important relationship between its eigenvalues and the entangling capability of the circuit: low-entangling circuits give a massive bulk of small Hessian eigenvalues and a few large outliers. Such spectral pattern is often observed in classical deep neural networks with over-parameterization [14–16]. We will indeed observe the close similarity between the spectral evolution caused by adding more circuit parameters and by reducing the circuit entangling capability.

The rest of the paper is organized as follows: Section II introduces the basic form of the variational circuit used in this paper and analyzes correlation functions of the circuit density matrices. Section III systematically studies how stochastic dropout of two-qubit entangling gates affects the VQA performance of the variational circuit and the quantum energy landscape through the numerical evaluation of the Hessian matrix. It includes theorems on the top Hessian eigenvalue as well as the optimization rate. The impact of the control parameters on the VQA performance and the shape of the quantum energy landscape is studied by adding single-qubit rotation gates in Section IV. Finally, Section V summarizes and provides suggestions for future research.

II. VARIATIONAL CIRCUIT ANSATZ

A. Circuit Architecture

The parametrized quantum circuit used in this paper for various numerical experiments is a hardware-efficient ansatz [5], made of 1-qubit Pauli-Y rotations and 2-qubit CZ entanglers acting on qubit pairs,

\[
R_{y,i}(\varphi) = \left[ e^{i \varphi y^2} \right]_i, \\
CZ_{i,j} = \text{diag}(1, 1, 1, -1)_{i,j}.
\]

The basic building block of our unitary circuit in its primary form is the 2-qubit unitary operator of Figure 1b,

\[
U_{i,j}(\varphi_a, \varphi_b) = CZ_{i,j} \cdot (R_{y,i}(\varphi_a) \otimes R_{y,j}(\varphi_b)),
\]

acting on the 4-dimensional hyperplane spanned for the \((i, j)\) qubit pair, embedded in the \(n\)-qubit Hilbert space.

The operators (2) acting on consecutive \((i, i+1)\) qubits compose together the following layer unitary operators:

\[
U_\ell = \begin{cases} 
\bigotimes_{m=1}^{\lfloor n/2 \rfloor} U_{2m-1,2m}(\varphi_{\ell,2m-1}, \varphi_{\ell,2m}) & \text{odd } \ell \\
\bigotimes_{m=1}^{\lfloor n/2 \rfloor} U_{2m,2m+1}(\varphi_{\ell,2m}, \varphi_{\ell,2m+1}) & \text{even } \ell
\end{cases}
\]

where the periodic boundary condition \(i \simeq i + n\) is imposed on the \(n\)-qubit lattice. It is convenient to use the collective notation \(U_\ell(\varphi)\) where \(\varphi\) denotes all \(\{\varphi_{\ell,1}\}_{\ell=1}^n\).

The variational circuit states (see Figure 1a for an illustration of the circuit architecture) are then generated by sequentially acting \(L\) instances of the layer unitary operators on the initial product state \(|0\rangle^\otimes n\), i.e.,

\[
|\psi(\theta)\rangle = U_L(\varphi_L) \cdots U_1(\varphi_1)|0\rangle^\otimes n = U(\theta)|0\rangle^\otimes n,
\]

where \(\theta = \{\varphi_\ell\}_{\ell=1}^L\). We will index the \(nL\) components of the circuit parameter \(\theta\) by \(1 \leq a, b, \cdots \leq nL\).

B. Circuit Density Matrix

The variational circuit generates a pure quantum state (4) whose corresponding density matrix is given by \(\rho_{\alpha\beta}(\theta) = U_{a1}(\theta)U_{b1}(\theta)\) for all \(1 \leq \alpha, \beta \leq 2^n\). In particular, the circuit unitary matrix \(U_{a\beta}(\theta)\) of Figure 1 is real-valued and orthogonal, being parameterized by \(nL\) circular variables \(\{\theta_i\}_{i=1}^{nL}\) that have the period of \(\pi\) [17]. The associated parameter space is therefore the compact torus \(T^{nL}\). We find that the density matrix \(\rho_{\alpha\beta}(\theta)\) can be written as follows in its Fourier expansion form:

\[
\rho_{\alpha\beta} = \frac{\delta_{\alpha\beta}}{2^n} + \sum_q c_q \prod_{a=1}^{nL} \left( \sin(2\theta_a) \right)^{q_{2a-1}} \left( \cos(2\theta_a) \right)^{q_{2a}}
\]

where the sum is taken over the set of \((2nL)\)-dimensional discrete vectors, \(q \in \{0, 1\}^{2nL}\), except the zero \(\{0^{2nL}\}\).

The expectation value of the density matrix \(\rho_{\alpha\beta}(\theta)\) with respect to the uniform measure on \(\theta \in T^{nL}\) reads:

\[
\mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)] = \delta_{\alpha\beta}/2^n,
\]

where we used the orthogonality of the sine and cosine functions. Consequently, the expectation values of the energy function \(\mathcal{L}(\theta)\) and its derivatives are given by:

\[
\mathbb{E}_\theta[\mathcal{L}(\theta)] = \text{Tr}(\mathcal{H})/2^n,
\]

\[
\mathbb{E}_\theta[\partial_\alpha \mathcal{L}(\theta)] = \mathbb{E}_\theta[\partial_\beta \partial_\alpha \mathcal{L}(\theta)] = \cdots = 0.
\]

Figure 1. The variational quantum circuit used in this paper.
Computation of the second-order correlation functions of the energy function $\mathcal{L}(\theta)$ and its derivatives requires the knowledge of two-point functions, $\mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)\rho_{\rho\sigma}(\theta)]$, of the density matrices.

**Theorem 1.** The two-point correlation function of the density matrix $\rho_{\alpha\beta}(\theta)$ satisfies:

$$
\mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)\rho_{\rho\sigma}(\theta)] = A_{\alpha\beta}(\delta_{\alpha\rho}\delta_{\beta\sigma} + \delta_{\alpha\sigma}\delta_{\beta\rho}) + A_{\alpha\rho}\delta_{\alpha\sigma}\delta_{\beta\rho}.
$$

(9)

There is no summation over repeated indices in (9).

**Proof.** For real symmetric matrices $\rho_{\alpha\beta}$, the general form of the two-point functions reads:

$$
\mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)\rho_{\rho\sigma}(\theta)] = A_{\alpha\beta}(\delta_{\alpha\rho}\delta_{\beta\sigma} + \delta_{\alpha\sigma}\delta_{\beta\rho}) + B_{\alpha\rho}\delta_{\alpha\sigma}\delta_{\beta\rho}.
$$

(10)

It should satisfy the following relations:

$$
\mathbb{E}_\theta[\rho_{\alpha\alpha}(\theta)\rho_{\beta\beta}(\theta)] = \mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)\rho_{\beta\alpha}(\theta)],
$$

(11)

$$
\sum_{\beta=1}^{2^n} \mathbb{E}_\theta[\rho_{\alpha\beta}(\theta)\rho_{\beta\beta}(\theta)] = \mathbb{E}_\theta[\rho_{\alpha\sigma}(\theta)]
$$

(12)

where the second equality (12) reflects the purity of the density matrix. By substituting (10) into (11), we obtain the relation $A_{\alpha\beta} = B_{\alpha\beta}$ for $\alpha \neq \beta$. There is a redundancy in keeping both $A_{\alpha\alpha}$ and $B_{\alpha\alpha}$, because only the combination $2A_{\alpha\alpha} + B_{\alpha\alpha}$ appears independently for $\alpha = \beta$. Without loss of generality, we can rewrite (10) as (9) for which (12) becomes equivalent to

$$
(3A_{\alpha\alpha} + \sum_{\beta \neq \alpha} A_{\alpha\beta})\delta_{\alpha\sigma} = 2^{-n}\delta_{\alpha\sigma}.
$$

(13)

One can analytically derive the coefficients $A_{\alpha\beta}$ in two limiting cases. When two-qubit entanglers are completely omitted from the circuit ansatz (4), the coefficients are

$$
A_{\alpha\beta} = \begin{cases} 
3\bar{c}_{(\alpha_2^2\beta_2)} + c_{(\alpha_2^2\beta_2)} / 2^{3n} & \text{for } \alpha \neq \beta \\
3^{n-1}2^{3n} & \text{for } \alpha = \beta,
\end{cases}
$$

(14)

where the subscripts 2 in $\alpha_2$ and $\beta_2$ indicate that $\alpha$ and $\beta$ are in their binary representation. The function $c_{(s_2)}$ gives the number of 0/1’s in the input binary string $s_2$. We also have checked that (14) satisfies (13) by manipulating symbolic expressions in Mathematica.

Another case that allows the exact analysis is when the circuit distribution is the Haar orthogonal ensemble, for which one can replace the integration over $T^nL$ with the Haar integral over the orthogonal group $O(2^n)$. The one-point and two-point functions are obtained by the Weingarten calculus [18] as:

$$
\mathbb{E}_{\rho \in O(2^n)}[\rho_{\alpha\beta}] = 2^{-n}\delta_{\alpha\beta},
$$

(15)

$$
\mathbb{E}_{\rho \in O(2^n)}[\rho_{\alpha\beta}\rho_{\rho\sigma}] = \frac{\delta_{\alpha\beta}\delta_{\rho\sigma} + \delta_{\alpha\rho}\delta_{\beta\sigma} + \delta_{\alpha\sigma}\delta_{\beta\rho}}{2^n(2^n + 2)}.
$$

(16)

Note that (16) implies the existence of the barren plateau problem [9] for the orthogonal 2-design ensemble. When the variational circuit (4) behaves as an approximate orthogonal 2-design, the variance of random energy gradients decays exponentially with the system size $n$ as:

$$
\var_{\rho \in O(2^n)}[\partial_\theta \mathcal{L}] \sim \frac{\text{Tr}(\mathcal{H}^2)}{4^n} \sim \mathcal{O}(2^{-n}),
$$

(17)

assuming the scaling behavior $\text{Tr}(\mathcal{H}^2) \sim \mathcal{O}(2^n)$ of various 1d spin-chain Hamiltonian systems.

In Section III, we will explore systematic reduction of the average entanglement entropy in the circuit states (4) by randomly and repeatedly removing the CZ entanglers with the probability $p$. Given sufficient circuit depth, the case with $p = 0$ corresponds to (16) that follows the Haar orthogonal ensemble, while the case with $p = 1$ leads to the $n$-qubit product state for which we find (14). We can interpolate these two extreme cases through numerical estimation of $\var[\partial_\theta \mathcal{L}]$ and $\mathbb{E}_{\rho \in O(2^n)}[\rho_{\alpha\beta}\rho_{\beta\alpha}]$ for $0 \leq p < 1$. Specifically in the $L = 56$ case, the results are summarized in Figure 2.

---

**III. ENTANGLEMENT, ENERGY LANDSCAPE AND OPTIMIZATION**

This section will explore how the shape of the quantum energy landscape varies with different levels of entangling capability. We will consider the average geometry at random generic parameters [9, 12] as well as the local geometry around optimization trajectories [13]. We will fix the number of the circuit control parameters and systematically vary the entangling capability of the circuit. That can be done by dropping out the CZ entanglers contained in the two-qubit operator (2) with probability $p$.

**A. Circuit State Entanglement**

We define the entangling capability of the variational circuit as the average entanglement entropy over the cir-
circuit state ensemble, \( \{|\psi(\theta)\} : \theta \in [0, 2\pi)^{\otimes nL} \} \), estimated through the sample average over \( M \) circuit states:

\[
\frac{1}{M} \sum_{q=1}^{M} R^{(k)}(|\psi(\theta_q)\rangle) \quad \text{where} \quad \theta_q \sim \mathcal{U}(0, 2\pi)^{\otimes nL} \quad \text{(18)}
\]

As typical quantum states that comprise an exceedingly large portion of the Hilbert space are highly-entangled, it represents how expressible the variational ansatz is, i.e., how various quantum states \( |\Phi\rangle \) can be closely approximated by the circuit ansatz within tolerance \( \varepsilon \),

\[
|||\Phi \rangle - |\psi(\theta^*)\rangle|| < \varepsilon, \quad \text{(19)}
\]

at a certain parameter \( \theta^* \in [0, 2\pi)^{\otimes nL} \).

It was shown in [7] that the average entanglement entropy of the dense circuit at \( p = 0 \) grows linearly for an increasing circuit depth \( L \), then saturates to a maximum possible value \( n_A - c_k \) beyond a critical depth \( L_s \) for \( L \). \( n_A \) and \( c_k \) denote the subsystem size and a non-negative constant that depends on the circuit architecture and the order \( k \) of the entanglement entropy \( R^{(k)} \), respectively. Since the saturation depth \( L_s \) itself also scales linearly with the system size \( n \) [7], the number of two-qubit CZ gates introduced until the saturation of the entangling capability is roughly \( m_s = O(n^2) \). We will choose the circuit depth \( L^* \) such that the mean number of the CZ gates in the stochastic circuit \( m = \frac{1}{2}nL^*(1 - p) \) can be

\[
\begin{cases}
  m \geq m_s & \text{for } p \to 0 \\
  m < m_s & \text{for } p \to 1.
\end{cases} \quad \text{(20)}
\]

Specifically, \( L^* = 56 \) will be sufficient for our purposes.

B. Optimization Accuracy and Speed

To reveal the connection between the entangling capability and VQA performance of the variational circuit, we consider solving the ground state of the most prototypical system, i.e., the 1d transverse-field Ising model:

\[
\mathcal{H} = J \sum_{\langle i,j \rangle} Z_i Z_j + g \sum_i X_i \quad \text{with} \quad J = 1, \ g = 1, \quad \text{(21)}
\]

and measure the deviation of the circuit energy from the exact ground-level energy,

\[
\Delta E = \langle \psi(\theta) | \mathcal{H} | \psi(\theta) \rangle - E_g. \quad \text{(22)}
\]

Figure 3 is the collection of 50 independent optimization results for the \( L = 56 \) circuits with \( p \in \{0, 0.1, \cdots, 0.9\} \). The curves in Figures 3a and 3b are respectively the energy gap \( \Delta E \) and Renyi-2 entanglement entropy \( R^{(2)} \) evaluated under an equal partitioning of \( n = 12 \) qubits. The blue/orange colors indicate whether the displayed values are before/after applying the gradient descent (27) to circuit parameters \( \tau = 5000 \) times. When the average entanglement entropy of the pre-optimization states saturates to the maximum possible value, as the cases for \( p \leq 0.1 \), Figure 3a exhibits the formulation of orange dot clusters around \( \Delta E \sim 9 \). It means the failure of many circuit instances in reducing \( \Delta E \) via the local gradient search (27). The gradient descent fails to make a trajectory towards the Ising ground state, while stopping at a suboptimal extremum in the quantum energy landscape. It happens because for the circuit with maximum entangling capability, finding the desired parameter \( \theta^* \) such that \( |\psi(\theta^*)\rangle \simeq |\Psi\rangle \) is roughly as hard as searching the Ising ground state \( |\Psi\rangle \) over the entire Hilbert space. In contrast, the circuit with less entangling capability limits the local search to a subregion of the Hilbert space consisting of low-entangled states, which may still include the ground state, thereby facilitating its discovery [7, 19].

Figures 3c and 3d display two complementary metrics about the circuit performance with respect to the VQA optimization, representing how difficult the local gradient descent is to find the circuit parameter \( \theta^* \). When the entangling capability of the circuit is too low or too high, the VQA optimization may fail to approximate the ground state, and \( \Delta E \) does not fall within a tolerance range. Figure 3c shows the sample success rate of VQA trials lying within an acceptable error margin \( \Delta E < 0.1 \).
It not only confirms the failure of maximally entangling circuits in finding the ground state, but also displays the dropping VQA performance of the low-entangling circuits with \( p > 0.8 \). Also consistent is the minimum number of parameter updates for each successful circuit instance to satisfy \( \Delta E < 0.1 \), as summarized in Figure 3d. Its mean and variance are minimized at \( p = 0.7 \), while being larger as \( p \) approaches the boundary value of 0.1 or 0.9. These results highlight that the VQA optimization works most efficiently with variational circuits in an intermediate range of the entangling capability [7].

A specific value of the optimal \( p \) may vary for a different choice of the depth \( L \) or target state \( |\psi\rangle \) that follows the area-law entanglement. Nevertheless, the basic shape of the curves will remain the same, and the circuit with medium expressibility will be most outperforming.

### C. Hessian Eigenspectrum and Landscape Geometry

We recall from (16) that high entangling capability incurs the barren plateau phenomenon [9, 12, 20] that any partial derivative of the energy function \( L(\theta) \) becomes statistically zero (8) on average over \( \theta \in T^{nL} \) with an exponentially decaying variance (17) as to the system size \( n \). Since an initial gradient at arbitrarily chosen \( \theta \) vanishes with exponentially large probability, the gradient-based optimization typically cannot even start moving towards local minima in the large \( n \) limit.

However, the systematic control of \( p \) can make the circuit ansatz move from the high entangling limit and dramatically improve the VQA performance, as evident in Figure 3. Thus we want to further characterize the geometric implication of entangling capability, i.e., how exactly it eases the barren plateau problem and makes a large impact on the VQA performance. We will compare side-by-side the Hessian eigenspectra of the circuits with a fixed number of parameters and different values of \( p \).

The repeated application of the parameter-shift rule allows us to express a higher-order derivative of the energy function as a combination of the first-order gradients. As a result, [12] found a probabilistic inequality for the second-order derivatives, which in turn leads to the following probabilistic bound on the Hessian eigenvalues.

**Theorem 2.** The largest absolute eigenvalue of the Hessian, \( H_{ab} = \partial_a \partial_b L(\theta) \), is probabilistically bounded as

\[
\Pr(|h_{\max}| \geq c) \leq \frac{2n^2 L^2 \text{Var}_\theta(\partial_a L(\theta))}{c^2}.
\]

*Proof.* Let us denote the Hessian eigenvalues by \( h_a \) where \( 1 \leq a \leq nL \). Since \( \text{Tr}(H^2) = \sum_{a,b} H_{ab}^2 = \sum_a h_a^2 \),

\[
|h_{\max}| \leq \left( \sum_a h_a^2 \right)^{1/2} = \left( \sum_{a,b} H_{ab}^2 \right)^{1/2} \leq nL \max_{a,b} \{|H_{ab}|\},
\]

where \( \max_{a,b} \{|H_{ab}|\} \) is the largest absolute value of the Hessian matrix elements. Using the inequality that holds for every \( 1 \leq a, b \leq nL \) [12],

\[
\Pr(|H_{ab}| \geq c) \leq \frac{2 \text{Var}_\theta(\partial_a L(\theta))}{c^2},
\]

we arrive at the probabilistic bound (23) from (24). \( \square \)

Figure 4a visualizes a collection of Hessian eigenspectra evaluated at 50 independent random circuit parameters for each \( p \). Its horizontal axis denotes the eigenvalues, and the vertical axis extends across 500 sample Hessians distinguished by colors according to their \( p \) values. Their top/bottom eigenvalues are also depicted in Figure 5a as a function of \( p \). The consequence of the inequality (23) is apparent in both Figures 4a and 5a: While the largest absolute eigenvalues rapidly grow as \( p \to 1 \), all absolute eigenvalues at \( p = 0 \) are bounded above as \( |h_a| < 5 \). Such robust concentration of the Hessian spectrum towards 0 by moving \( p \) closer to 0 shows that enhanced entangling capability causes a geometric crossover that smooths all the steepest directions in the quantum energy landscape.

Notably, the tighter concentration of Hessian eigenvalues as \( p \to 0 \) does not indicate higher degeneracy at zero eigenvalues. Let us count the number of stringent flat directions whose corresponding Hessian eigenvalues satisfy \( |h_a| < 0.2 \) and denote by \( P_{\text{small}} \) the flat subspace spanned by them. Figure 5c summarizes, for each different \( p \), the average percentage between the dimensionality of \( P_{\text{small}} \) and that of the entire parameter space. Initially at \( p = 0 \), the flat subspace \( P_{\text{small}} \) makes up only 20% of the full dimensionality of the circuit parameter \( \theta \). This percentage steadily increases as \( p \) moves towards 1, i.e., reducing the entangling capability of the circuit. It shows that the energy landscape of low-entangling circuits is surprisingly similar to that of over-parameterized systems where most of the variables are used up to parameterize the flat directions. We will observe this geometric resemblance also in the local geometry of intermediate points on the VQA.
parameter trajectory, serving as the ground for the optimization efficiency of low-entangling circuits. See [21] for how efficiently the gradient descent performs the energy optimization in over-parameterized systems.

It is also informative to examine how aligned an initial gradient vector $\nabla L(\theta)$ is with $P_{\text{small}}$. For each different $p$, we estimate the overlap by projecting the normalized gradient vector onto the subspace $P_{\text{small}}$ and computing the norm, written as

$$\frac{1}{\|\nabla L(\theta)\|}\sqrt{\sum_{v \in P_{\text{small}}} (v \cdot \nabla L(\theta))^2},$$

where the sum is over the orthonormal basis of the space $P_{\text{small}}$. Figure 5d exhibits that the lower the entangling capability of the circuit, the smaller the overlap between $\nabla L(\theta)$ and $P_{\text{small}}$ despite higher dimensionality of $P_{\text{small}}$. It is another characteristic of the low-entangling circuits, which is also found in over-parameterized classical deep learning systems [16, 22], contributing to the fast convergence of the gradient descent minimization of the energy.

**D. Optimization Trajectory**

Initial circuit states generated at random parameters, $\theta_0 \sim \mathcal{U}(0, 2\pi)^{nL}$, can typically be well described by the average characteristics of the quantum energy landscape studied so far. We now turn to investigate the properties of those intermediate circuit states $|\psi(\theta_\tau)\rangle$ obtained after $\tau$ steps of the gradient descent update.

Unlike the initial circuit energy $L(\theta_0)$ that cannot differ much from the ensemble average (7), the energy $L(\theta_\tau)$ at an intermediate time $\tau$ should significantly deviate almost by definition (27) of the steepest descent method. It indicates how distinctive the intermediate states $|\psi(\theta_\tau)\rangle$ are from initial states, thus requiring independent exploration of their geometric properties.

1. **Optimization Rate**

The gradient descent aims to solve the task of minimizing the energy function by reaching $\theta^* = \arg \min L(\theta)$ through the iterative and discrete parameter updates,

$$v_{\tau+1} = \beta v_{\tau} + \eta \nabla L(\theta_\tau),$$
$$\theta_{\tau+1} = \theta_\tau + v_{\tau+1},$$

where we set the learning rate $\eta$ and momentum coefficient $\beta$ to be $(\eta, \beta) = (0.9, 0.01)$ throughout all numerical experiments in the paper. Taking the continuum limit, (27) turns into the gradient flow equation, written as [23]

$$(1 - \beta) \frac{d\theta_a}{d\tau} = -\partial_a L(\theta).$$

Any operator in the system shows no explicit dependence on $\tau$. Therefore, the chain rule implies that

$$(1 - \beta) \frac{d}{d\tau} = (1 - \beta) \sum_{a=1}^{nL} \frac{d\theta_a}{d\tau} \frac{\partial}{\partial \theta_a} = - (\nabla L(\theta) \cdot \nabla).$$

As a consequence, the average rate of an operator $\mathcal{O}$ along the optimization trajectory is

$$\mathbb{E}_{\theta} \left[ \frac{d\mathcal{O}}{d\tau} \right] = \mathbb{E}_{\theta} \left[ \frac{\nabla L(\theta) \cdot \nabla \mathcal{O}}{\beta - 1} \right] = \mathbb{E}_{\theta} \left[ \frac{\mathcal{O} \nabla^2 L(\theta)}{1 - \beta} \right].$$

Note that the last equality is obtained after the integration by parts, where the averaging integral over the compact space $\theta \sim T^{nL}$ cannot produce a boundary term.

**Theorem 3.** The following statements hold along the optimization trajectory $\{\theta_\tau\}_\tau$ parameterized by discrete integer steps $\tau$:

(i) The optimization rate satisfies:

$$\Pr \left( \left| \frac{d\theta}{d\tau} \right| \geq c \right) \leq \frac{\text{Var}_{\theta}(\nabla L(\theta))}{c^2(1 - \beta)^2}.$$
(ii) The average rate of the energy function is:
\[
E_\theta \left[ \frac{d\mathcal{L}(\theta)}{d\tau} \right] = - \frac{1}{1 - \beta} \sum_{a=1}^{nL} \text{Var}_\theta (\partial_a \mathcal{L}(\theta)) .
\] (32)

(iii) The average rate of the energy gradient vanishes:
\[
E_\theta \left( \frac{d\nabla \mathcal{L}(\theta)}{d\tau} \right) = 0 .
\] (33)

(iv) The average rates of the Hessian and the higher-order energy derivatives \( T_{a_1 \ldots a_k}(\theta) = \partial_{a_1} \cdots \partial_{a_k} \mathcal{L}(\theta) \) are:
\[
E_\theta \left[ \frac{dH_{ab}(\theta)}{d\tau} \right] = E_\theta \left[ \frac{\sum_{c=1}^{nL} H_{ac}(\theta) H_{cb}(\theta)}{1 - \beta} \right] ,
\] (34)
\[
E_\theta \left[ \frac{dT_{a_1 \ldots a_k}(\theta)}{d\tau} \right] = E_\theta \left[ \frac{\sum_{c=1}^{nL} T_{a_1 \ldots a_k,c}(\theta) H_{ca_k}(\theta)}{1 - \beta} \right] .
\] (35)

Proof. (i) The inequality follows from the gradient flow equation (28) inserted into the Chebyshev inequality:
\[
\Pr(\lvert \partial_a \mathcal{L}(\theta) \rvert \geq c) \leq \frac{\text{Var}_\theta (\partial_a \mathcal{L}(\theta))}{c^2} .
\] (36)

(ii) Along the optimization curve,
\[
\frac{d\mathcal{L}(\theta)}{d\tau} = \nabla \mathcal{L}(\theta) \cdot \nabla \mathcal{L}(\theta) \frac{1}{\beta - 1} .
\] (37)

By taking the expectation value \( E_\theta \) on both sides of (37), we arrive at (32) thanks to (8) that \( E_\theta [\partial_a \mathcal{L}(\theta)] = 0 \).

(iii) Along the optimization curve,
\[
\frac{d\partial_a \mathcal{L}(\theta)}{d\tau} = \frac{1}{2} \sum_{b=1}^{nL} \partial_a (\partial_b \mathcal{L}(\theta))^2 .
\] (38)

The RHS of (38) vanishes upon taking the expectation value \( E_\theta \), as it is a total derivative on the compact torus.

(iv) Along the optimization curve,
\[
\frac{dH_{ab}}{d\tau} = \frac{\nabla H_{ab} \cdot \nabla \mathcal{L}}{\beta - 1} ,
\] (39)
\[
\frac{dT_{a_1 \ldots a_k}}{d\tau} = \frac{\nabla T_{a_1 \ldots a_k} \cdot \nabla \mathcal{L}}{\beta - 1} .
\]

By taking the expectation value \( E_\theta \) on both sides of (39) and doing the integration by parts, we find (34) and (35), for which the integral over the torus \( \theta \sim T^{nL} \) does not make a boundary contribution.

Alongside the exponential decay (17) of \( \text{Var}_\theta [\partial_a \mathcal{L}(\theta)] \) in highly expressible circuits [9] and the consequent suppression (25) of the Hessian elements [12], these theorems (32), (34), and (35) highlight the issue of trainability at initial steps \( \tau \) when circuit-generated states \( \{ |\psi(\theta_\tau)\rangle \}_\tau \) are similar to the average Haar-random states.

2. Geometry at Endpoints

We now characterize the local geometry near the optimization endpoint \( \theta_{5000} \) by collecting 260 sample Hessian eigenspectra evaluated after 5000 steps of the parameter update (27). They are visualized in Figure 4b at a glance, whose horizontal and vertical directions extend across the spectral values and circuit instances, being distinguished by 10 different colors according to the \( p \) values. Besides, their top/bottom eigenvalues are also plotted in Figure 6a as a function of \( p \). Having inspected these spectral data, we make the following observations:

First, all negative eigenvalues in the Hessian spectrum are, if not zero, negligible in their absolute values. This illustrates that the local geometry around \( \theta_{5000} \) no longer contains a concave direction because the gradient descent has already converged to a local extremum.

Second, the Hessian spectrum at \( \theta_{5000} \) distributes more widely as the circuit entangling capability decreases, i.e., \( p \to 1 \). All the top eigenvalues at \( p = 0 \) are upper bound
by 25, while the top eigenvalues for $p \geq 0.1$ are frequently greater than 100. Such widespread/concentration of the Hessian spectrum correlated to the entangling capability was also observable at the initial points $\theta_0$.

Third, the top Hessian eigenvalues across all $0 \leq p < 1$ can be roughly classified into two clusters, i.e., $h_{\text{top}} \sim 20$ and $h_{\text{top}} \gtrsim 100$, connected to the success/failure of the VQA optimization in approximating the ground state. It is a notable distinction from the initial Hessian spectrum where the top eigenvalues gradually increase from $h_{\text{top}} \sim 5$ to $h_{\text{top}} \gtrsim 70$ as $p$ approaches to 1.

One can also infer the geometric structure of the trajectory endpoint $\theta_{5000}$ by examining the percentages of small and large eigenvalues in the Hessian eigenspectrum. We regard a Hessian eigenvalue $h_a$ as small if $|h_a| < 0.2$ and large if $|h_a| > 25$, such that no eigenvalue at $p = 0$ can be classified as large. The corresponding fractions of large/small eigenvalues are depicted in Figures 6b and 6c. We again find two clusters therein according to the success/failure of VQA samples.

Some circuit instances with high entangling capability, i.e., $p \leq 0.1$, converge to non-optimal extrema, whose local Hessian spectrum contains no large and only a few small values. Hence, the shape of non-optimal extrema is mildly convex and nearly isolated, as there are no steep directions and only a handful of flat directions.

We notice the similarity in the geometric structure near the optimization endpoints between the quantum energy landscape with low-entangling capability, i.e., $p \rightarrow 1$, and classical over-parameterized systems such as deep neural networks [14]. It is tempting to speculate that the variational circuit with lower entanglement capability can effectively enter the over-parameterized regime with fewer parameters, which explains why the local gradient search can quickly reach the optimal parameter $\theta^*$ that corresponds to the Hamiltonian ground state $|\psi(\theta^*)\rangle \simeq |\Psi\rangle$ [11, 21]. Somewhat tangentially, the effect of adding more circuit parameters while keeping the same amount of the entangling capability will be considered in Section IV.
3. Evolution of the Geometry

We extend the investigation on the Hessian spectrum to various intermediate points along the optimization trajectory \( \{\theta_\tau\}_{\tau=1}^{5000} \) at different steps \( \tau \). Figure 7 illustrates the evolution of the local geometry shown through a sample collection of 26 Hessian eigenspectra for each \( 0 \leq p < 1 \) at \( \tau \in \{a \times 10^b : a \times 10^b \leq 5000 \text{ and } 0 \leq a, b \leq 9\} \). Besides reconfirming how the entangling capability affects the local energy landscape around initial/final points, we also make the following new observations from that:

First, Figures 7a and 7b exhibit the abrupt rise of top eigenvalues followed by the slow adjustment and also the regular convergence of bottom eigenvalues to 0, especially for those successful VQA instances with \( \mathcal{L}(\theta_{5000}) \approx E_g \). It corresponds to the rapid movement of \( \theta \), rolling down into an attractor basin and then fine-tuning itself to minimize the energy \( \mathcal{L}(\theta_{\tau}) \) inside the basin.

Second, Figures 7a shows that the surge of top eigenvalues occurs sooner with the lower entangling capability. For example, the average number of steps \( \tau \) until the rise of \( h_{\text{top}} \) reduces from a few hundreds down to a few tens as \( p \) grows from 0.2 to 0.7. We remark that the rapid convergence of the gradient descent is another resemblance between the low-entangling circuits and over-parametrized systems [21].

Third, Figures 7c and 7d show the gradual crossover of the landscape geometry into either a steep canyon or a convex bowl along the optimization trajectory, depending on whether the energy at the convergence point \( \mathcal{L}(\theta_{5000}) \) is sufficiently close to or far from the ground energy \( E_g \).

Fourth, Figures 7e and 7f display a sharp transition in the alignment of the gradient vector \( \nabla \mathcal{L}(\theta_{\tau}) \) through

\[
\frac{1}{\|\nabla \mathcal{L}(\theta)\|} \sum_{v \in \mathcal{P}_{\text{small/large}}} (v \cdot \nabla \mathcal{L}(\theta))^2,
\]

which is the norm of the unit gradient projected onto the subspaces \( \mathcal{P}_{\text{small/large}} \) spanned by the small/large Hessian eigenvectors. The parameter update only makes \( \nabla \mathcal{L}(\theta_{\tau}) \) more aligned with \( \mathcal{P}_{\text{large}} \) during the initial stage. Afterwards, the gradient overlap with \( \mathcal{P}_{\text{small/large}} \) surges/drops suddenly around the transition point \( \tau_\tau \approx 100 \), indicating the initial phase of the gradient descent is over, and the parameter \( \theta_{\tau \geq \tau_\tau} \) has been already confined to an attractor basin. We comment that such existence of two phases means the gradient descent is not always aligned with the subspace \( \mathcal{P}_{\text{large}} \), not as for the deep neural networks [22].

IV. CONTROL PARAMETERS

This section studies the effect of the number of control parameters on the quantum energy landscape and VQA performance. To run controlled experiments with a fixed degree of the entangling capability, we will always start with the \( L^* = 56 \) circuits in Figure 1 and introduce extra parameters by randomly sandwiching between the \( L^* \) layers \( n \) copies of the Pauli-\( y \) rotation gate acting on every qubit \( (L - L^*) \) times. The total number of circuit parameters is therefore \( nL = nL^* + n(L - L^*) \). Notice that the additional parameters are redundant as Pauli-\( y \) rotations can commute, i.e.,

\[
R_{y,i}(\varphi_1)R_{y,i}(\varphi_2) = R_{y,i}(\varphi_2)R_{y,i}(\varphi_1) = R_{y,i}(\varphi_1 + \varphi_2)
\]  

(41)

To see if the enlarged parameter space significantly impacts the VQA performance, we start with 50 random circuit instances and minimize the mean energy \( \mathcal{L}(\theta) \) of the Ising Hamiltonian (21) by the gradient descent method. All the VQA optimization results for \( n = 12 \) qubits are summarized in Figure 8 as a function of the total number of layers \( L \). We check that more control parameters, despite their redundancy (41), can still facilitate the local gradient search of the optimal parameters: A cluster of orange dots near \( \Delta E \sim 9 \), which represents unsuccessful attempts in reaching the ground-level energy \( E_g \), becomes less populated as \( L \) increases. Getting deeper not only increases the rate of optimization success, defined by \( \Delta E < 0.1 \), but also reduces the parameter update steps \( \tau \) required for it. Moreover, with exceedingly many
parameters, such as \( L \geq 200 \), the variational circuit can often achieve a high precision approximation that even satisfies \( \Delta E \lesssim 10^{-2} \) and \( \Delta R^{(2)} \sim 0 \) [11].

Having found the redundant parameters can positively impact the VQA optimization performance, we look into the geometric changes of the quantum energy landscape driven by increasing the parameter space dimension. Let us compute sample collections of 26 Hessian eigenspectra for each \( L \in \{56, 64, \ldots, 112, 120, 144, 168\} \) before/after 5000 steps of the gradient descent update. Figure 9 show all the Hessian spectra at a glance, whose horizontal and vertical axes extend over the values and circuit instances, colored differently according to their \( L \) values. Some supplementary characteristic curves on the sample Hessian spectra are also presented in Figures 10 and 11, where the upper bounds 5 and 25 of absolute eigenvalues at \( L = 56 \) are respectively referred to distinguish large eigenvalues before and after the optimization.

The main observation that follows from the data is that the overall patterns of Figures 4–6 and Figures 9–11 are analogous, demonstrating the qualitative similarity between reducing entanglement capability and adding control parameters. The low-entangling circuits behave under the gradient descent as if they are over-parameterized since they represent only a limited subset in the Hilbert space. Hence, the implied principle for designing the variational circuit is to avoid both the high entangling capability and over-parameterization if the VQA task involves searching for low-entangled target states. One should rely on the highly-expressible over-parameterized quantum circuits otherwise.

V. DISCUSSION

Throughout this work, we addressed the design principles for quantum variational circuits by proving some theorems and conducting systematic experiments. We demonstrated how the circuit entanglement and the parameter space dimension affect the local geometry of the energy landscape and thus the VQA optimization performance. Our central object of study was the Hessian of the energy function in the parameter space, which shows the curvature eigenspectrum, evaluated at a random initial point and along the optimization trajectory.

Several analyses on the landscape geometry illustrated that the efficiency of the low-entangling circuits under the VQA optimization is related to their resemblance with an over-parameterized system, despite having a relatively small number of variables. Fewer parameters than \( 2^n \) may be sufficient to parameterize a subset of Hilbert space that the circuit with limited expressibility can represent. This leaves us with the following question: How many circuit parameters are optimal for a given amount of entangling capability under the gradient descent?

Another important question unexplored in this paper is the effect of the Hamiltonian on the energy landscape and optimization accuracy. We recall that the low-entangling circuits are not successful in simulating volume-law entangled ground states [7], whose entanglement scaling is actually determined by the Hamiltonian. Generally, we would like to characterize how certain defining properties of the Hamiltonian, e.g., locality or degree of spin interactions, can steepen/flatten the energy landscape and thus influence the VQA performance.

Finally, we would like to understand how various types of noise can change the quantum energy landscape [17, 28, 29], which may lead to suitable error mitigation schemes for noisy VQA optimization.
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1 An analysis of [24] that identifies the parameter redundancy can be useful. See also [25–27] for expressibility-related discussions.
Figure 10. Characteristic plots for the Hessian eigenspectrum with 56 entangling and \((L - 56)\) rotation layers, based on 26 instances for each \(L \in \{56, 64, \ldots, 112, 120, 144, 168\}\), at randomly initialized circuit parameters. Adding control parameters with a fixed amount of the entanglement capability has qualitatively the same effect as fixing the number of control parameters and reducing the entanglement capability. See Figure 5 that looks qualitatively analogous.

Figure 11. Characteristic plots for the Hessian eigenspectrum with 56 entangling and \((L - 56)\) rotation layers, based on 26 VQA instances for each \(L \in \{56, 64, \ldots, 112, 120, 144, 168\}\), after 5000 steps of the parameter update. They are qualitatively similar to Figure 6.
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