Abstract

Disease-gene association through Genome-wide association study (GWAS) is an arduous task for researchers. Investigating single nucleotide polymorphisms (SNPs) that correlate with specific diseases needs statistical analysis of associations, considering the huge number of possible disease mutations. The most important drawback of GWAS analysis in addition to its high cost is the large number of false-positives. Thus, researchers search for more evidence to cross-check their results through different sources. To provide the researchers with alternative low-cost disease-gene association evidence, computational approaches come into play. Since molecular networks are able to capture complex interplay among molecules in diseases, they become one of the most extensively used data for disease-gene association prediction. In this survey, we aim to provide a comprehensive and an up-to-date review of network-based methods for disease gene prediction. We also conduct an empirical analysis on 14 state-of-the-art methods. To summarize, we first elucidate the task definition for disease gene prediction. Secondly, we categorize existing network-based efforts into network diffusion methods, traditional machine learning methods with handcrafted graph features and graph representation learning methods. Thirdly, an empirical analysis is conducted to evaluate the performance of the selected methods across seven diseases. We also provide distinguishing findings about the discussed methods based on our empirical analysis. Finally, we highlight potential research directions for future studies on disease gene prediction.
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Potential disruptions on the biological pathways due to the disease-causing factors. As such, they have been extensively used by the computational approaches to complement and enrich existing linkage analysis and GWAS studies.

Currently, there are several molecular networks available to describe relationships between genes, such as protein-protein interaction (PPI) networks, gene regulatory networks, gene co-expression and metabolic interaction (MI) networks. Among these networks, PPI networks are the most extensively leveraged for disease-gene association prediction. One key reason is that proteins perform a vast array of critical functions to sustain an organism’s well-being. Some of these functions include biochemical reactions, metabolic reaction catalysis, DNA replication, transmission of signals between cells, and maintaining structure for cells and tissues. More specifically, proteins collaborate and interact with each other to perform biological functions, leading to many protein interactions, which can be integrated and modelled as a graph/network data structure. Given a protein interaction, a corresponding gene mutation from one of the two proteins could make the existing interaction impossible, and thus loses certain important biological functions and causes diseases. Another reason is, several studies using a PPI network embody the assumption that the position of a protein is not random. Proteins associated with a common set of biological properties tend to have common topological properties in the network such as node degree and centrality [3]. Therefore, PPI networks can be employed in revealing protein-disease associations through the useful network-based features for proteins. However, existing PPI networks are incomplete, i.e., only a fraction of real protein interactions are detected through high-throughput experiments. Likewise they are noisy due to biased experimental evidence towards much studied disease genes [3]. Thus, an integrative approach covering various aspects of proteins such as GWAS, gene-expression, gene ontology, and other domain knowledge is both important and necessary.

In this survey, we focus on reviewing the computational methods leveraging network/graph data for disease gene prediction. First, we introduce the problem definition (i.e., node classification and link prediction) for disease gene prediction with different types of graph inputs. Second, we classify the network-based methods into three categories and provide a brief introduction for these methods. Third, we select representative methods from each category and conduct a comprehensive empirical study on them. The three categories are listed in the following:

- **Network diffusion methods.** The diffusion methods employ random walk techniques for influence propagation in different networks (e.g., PPI networks or phenotype-gene networks) for disease gene prediction.
- **Machine learning methods with handcrafted graph features.** Various features for diseases and genes are first extracted from input graph data, and then fed into traditional machine learning models (e.g., Random Forest) for predicting disease-gene associations.
- **Graph representation learning methods.** Instead of using handcrafted features for disease gene prediction, graph representation learning methods automatically learn the latent features or embeddings for diseases and genes by matrix factorization, graph embedding and graph neural network techniques.

Former surveys on network-based methods [1][2][3], which were published about ten years ago, present pioneering endeavours on network analysis and trying to highlight the importance of network data for disease gene prediction. Nowadays, we witness the usefulness of incorporating network data in several areas ranging from drug discovery to disease gene identification through novel network-based algorithms. In this survey, we aim to bring together up-to-date methods for disease gene prediction and provide a wider perspective to this important problem. In addition, there are two recent surveys which review the recent network embedding efforts on biomedical networks [4][5]. In [5], the authors present an overview of the existing network embedding methods and their applications in biomedical data science, e.g., pharmacetical data analysis, multi-omics data analysis and clinical data analysis. However, they do not conduct any empirical evaluation for the introduced methods. In [4], the authors introduce the recent graph embedding methods and their applications in biomedical networks. In particular, they further select 11 graph embedding methods and perform a systematic evaluation on 5 different tasks, i.e., drug-disease association prediction, drug-drug interaction prediction, PPI prediction, protein function prediction and medical term semantic type classification.

Yet, they do not touch the task on disease gene prediction and its various state-of-the-art approaches. In this survey, we aim to conduct an empirical analysis on disease gene prediction task using different methods from the above three categories. Besides, we further apply and evaluate recent graph embedding methods including heterogeneous network embedding and multi-view network embedding for disease gene prediction.

The rest of this survey is organized as follows. In Section ‘Problem Definition for Disease Gene Prediction’, we cast the task of disease gene prediction as an instance of node classification or link prediction based on different graph inputs. Then, we introduce various network-based disease-gene prediction methods in details in Section ‘Network-based Methods for Disease Gene Prediction’. Next, in Section ‘Empirical Comparison’, we perform a comprehensive empirical evaluation for 14 representative methods. Finally, in Section ‘Future Perspectives’, we discuss potential future research directions in disease-gene association prediction problem and we conclude this paper in Section ‘Conclusion’.

**Problem Definition for Disease Gene Prediction**

Network-based disease gene prediction leverages graph/network data as inputs to predict disease-causing genes. In particular, different types of graphs have been exploited for this purpose, including homogeneous graphs, heterogeneous graphs and multi-view/multiplex graphs. A homogeneous graph refers to a graph with a single type of nodes and a single type of edges, while a heterogeneous graph contains different types of nodes and edges. In addition, a multi-view or multiplex graph is a collection of graphs with the same set of nodes and different types of edges (e.g., edges from different views). Figure 1(a) shows the examples of different types of graph inputs. PPI network in Figure 1(a) is a homogeneous graph, while phenotype-gene network in Figure 1(b) is a heterogeneous graph. Figure 1(c) shows a multi-view graph for proteins, containing three views from the perspectives of PPI, GO similarity and gene expression.

Based on the above graph inputs, network-based disease gene prediction can be treated as a node classification or link prediction task. Node classification aims to infer the disease label of the unlabelled genes by utilizing the known disease genes, whereas link prediction aims to predict disease causing genes by utilizing gene-disease associations. Next, we give a formal definition for these two tasks from the perspective of disease gene prediction.

**Node Classification**

Figure 2(a) shows the node classification tasks, which is to predict the label of the genes of which disease associations are unknown, given known labels on some genes/nodes.

More formally, assume that we have a homogeneous graph \( G = (V, E) \), where \( V \) is the set of nodes/genes and \( E \) shows relationships between nodes. A subset of genes \( V_{\text{known}} \subseteq V \) represents known disease-causing genes, while \( V_{\text{unknown}} = V \setminus V_{\text{known}} \) represents the set of genes of which disease associations are unknown. The formulation of node classification on \( G \) is to predict the labels for the nodes in \( V_{\text{unknown}} \).

Figure 2(b) shows the link prediction tasks, which aims to infer the interaction of unknown gene pairs by using known interactions between genes. More formally, given a heterogeneous graph \( G = (V, E) \), where \( V \) is the set of nodes/genes and \( E \) shows relationships between nodes, the task is to predict the existence of edges in \( E \) for a subset of nodes \( U = \{ u, v \} \), where \( u, v \in V \). The formulation of link prediction on \( G \) is to predict the existence of edges in \( E \) for the nodes in \( U \).

**Link Prediction**

Figure 2(c) shows the link prediction tasks, which aims to infer the interaction of unknown gene pairs by using known interactions between genes. More formally, given a heterogeneous graph \( G = (V, E) \), where \( V \) is the set of nodes/genes and \( E \) shows relationships between nodes, the task is to predict the existence of edges in \( E \) for a subset of nodes \( U = \{ u, v \} \), where \( u, v \in V \). The formulation of link prediction on \( G \) is to predict the existence of edges in \( E \) for the nodes in \( U \).

**Problem Definition for Disease Gene Prediction**

Network-based disease gene prediction leverages graph/network data as inputs to predict disease-causing genes. In particular, different types of graphs have been exploited for this purpose, including homogeneous graphs, heterogeneous graphs and multi-view/multiplex graphs. A homogeneous graph refers to a graph with a single type of nodes and a single type of edges, while a heterogeneous graph contains different types of nodes and edges. In addition, a multi-view or multiplex graph is a collection of graphs with the same set of nodes and different types of edges (e.g., edges from different views). Figure 1(a) shows the examples of different types of graph inputs. PPI network in Figure 1(a) is a homogeneous graph, while phenotype-gene network in Figure 1(b) is a heterogeneous graph. Figure 1(c) shows a multi-view graph for proteins, containing three views from the perspectives of PPI, GO similarity and gene expression.

Based on the above graph inputs, network-based disease gene prediction can be treated as a node classification or link prediction task. Node classification aims to infer the disease label of the unlabelled genes by utilizing the known disease genes, whereas link prediction aims to predict disease causing genes by utilizing gene-disease associations. Next, we give a formal definition for these two tasks from the perspective of disease gene prediction.

**Node Classification**

Figure 2(a) shows the node classification tasks, which is to predict the label of the genes of which disease associations are unknown, given known labels on some genes/nodes.

More formally, assume that we have a homogeneous graph \( G = (V, E) \), where \( V \) is the set of nodes/genes and \( E \) shows relationships between nodes. A subset of genes \( V_{\text{known}} \subseteq V \) represents known disease-causing genes, while \( V_{\text{unknown}} = V \setminus V_{\text{known}} \) represents the set of genes of which disease associations are unknown. The formulation of node classification on \( G \) is to predict the labels for the nodes in \( V_{\text{unknown}} \).

**Link Prediction**

Figure 2(b) shows the link prediction tasks, which aims to infer the interaction of unknown gene pairs by using known interactions between genes. More formally, given a heterogeneous graph \( G = (V, E) \), where \( V \) is the set of nodes/genes and \( E \) shows relationships between nodes, the task is to predict the existence of edges in \( E \) for a subset of nodes \( U = \{ u, v \} \), where \( u, v \in V \). The formulation of link prediction on \( G \) is to predict the existence of edges in \( E \) for the nodes in \( U \).
Network-based Methods for Disease Gene Prediction

In this section, we present a comprehensive review of network-based methods for disease gene prediction, namely diffusion-based methods, traditional feature-based methods and graph representation learning methods as illustrated in Figure 3.

Network Diffusion Methods

Diffusion-based methods working on biological networks are mostly adopted from pioneer graph-based semi-supervised algorithms such as 

In disease gene prediction problem, they are widely exploited in the analysis of the biological pathways especially the pathways that are closest to the known disease genes. Starting from known disease genes, they diffuse along the biological network through random walks. Next, we introduce diffusion methods by walking in different networks.

Random Walk in PPI Network

Random walk with restart (RWR) is the most extensively used algorithm especially in prioritization of disease genes. Differently than a basic random walk, it is able to jump back to any seed node with probability \( r \) at each iteration. Formally, it is defined as follows:

\[
p^{t+1} = (1 - r)Wp^t + rp^0,
\]

where \( W \) is the column-wise normalized adjacency matrix of the network. In particular, \( p_i \) is the probability vector of being at node \( i \) at time step \( t \) in its \( i \)-th entry and \( p^0 \) is the initial probability vector holding the probabilities of being at known disease nodes (seeds) \( \{ s_i \} \). Initially, each known disease protein has a uniformly distributed probability as the sum of the probabilities equal to 1. Total number of iterations is determined by the condition which satisfies the L1 norm difference between \( p^t \) and \( p^{t+1} \) smaller than a pre-defined threshold (e.g., \( 10^{-6} \)).

PRINCE [14] adopts RWR to a weighted PPI network through a weight function and also utilizes the disease similarities as prior probabilities. On an unweighted PPI network, PRINCE basically performs random walk with restart (Eq. 4) with adjusted prior probabilities based on the disease similarity scores.

VAVIEN [13] is proposed to measure the topological similarity of proteins by formulating their interactions with Pearson correlation coefficient as a topological profile. To compute this profile, they employ the random walk proximity as a feature between seed and candidate proteins, so that the proteins with similar interactions will have a similar topological profile. Then, they prioritize the candidate disease genes based on the topological profile scores. In [15], the authors introduce a method called ORIENT, which prioritizes the candidate disease genes with RWR. They perform RWR on the adjacency matrix where the weights of interactions close to the known disease genes are properly reinforced by computing the shortest path distance to the disease genes. In [16], the authors introduce a method called DPLCC to construct diffusion profiles for the disease genes and the candidate genes separately based on their RWR on the PPI and the phenotype similarity network. Candidate genes are prioritized according to their diffusion profile similarities with the query disease. NPDE [17] utilizes non-disease essential proteins by formulating a dual flow network propagation method to prioritize candidate disease genes.
genes. It uses the assumption that if non-disease essential proteins exist as neighbors of a candidate protein, the protein is unlikely to cause a disease. Eventually it formulates this assumption as the negative flow in the prior information of the network propagation and the positive flow is allocated for the disease proteins.

Random Walk in Heterogeneous Network

For diffusion methods in heterogeneous networks, we further divide them into two categories with respect to their task as node classification or link prediction. We start with node classification methods. BioGraph, [19], is a data integration and data mining platform. It utilizes stochastic model of random walks with restarts for a given candidate gene prioritization query as incorporating multiple data sources such as disease, pathway and GO annotation. In [20], two methods, CrossRank and CrossRankStar, formulate disease gene prioritization problem as optimization problems based on network propagation. They model two types of networks, network of networks (NoN) for CrossRank and networks of star networks (NoSN) model for CrossRankStar and both models incorporate tissue specific molecular networks. In SLN-SRW [21], the authors first aim to integrate biomedical data from heterogeneous sources including multiple ontologies and databases. For this propose, a simplified Laplacian normalization based supervised random walk algorithm is employed to learn the edge weights of the integrated network. RWR is then performed on this integrated network for disease gene prediction.

Link prediction methods aim to predict disease-gene associations in heterogeneous phenotype-gene network, where PPI network and phenotype network are connected through known phenotype-gene relationships. RWRH [22] aims to prioritize proteins based on their relevance to disease proteins. Basically, RWRH extends RWR algorithm to the heterogeneous phenotype-gene network through inter and intra transitions between PPI network and phenotype network. It is performed for a given query disease and corresponding disease genes are considered as seed nodes. In [23], a RWRH-based method called RWPCN is proposed to predict and prioritize disease genes on an integrated network comprising human protein complexes, protein interaction network, and phenotype similarity network. The basic difference from RWRH is that RWPCN operate random walks in an additional protein-complex networks. Likewise, a RWRH-based approach to predict malaria-associated genes on an integrated network by integrating human-human, parasite-parasite and human-parasite protein interactions in [24]. BiRW [25], aims to capture circular bigraph patterns based on the assumption that the relation among phenotype-gene associations can be characterized by these patterns. For this purpose, they employ a bi-random walk algorithm and aim to

Table 1. Various network diffusion methods for disease gene prediction.

| Categories                  | Methods          | Method descriptions                                      |
|-----------------------------|------------------|---------------------------------------------------------|
| RW in PPI network (Node classification) | PRINCE [14]     | Network propagation on a PPI network.                   |
|                             | VAVIEN [15]     | Random walk and correlation on a PPI network.           |
|                             | ORIENT [16]     | Neighbor-favoring RWR on a PPI network.                 |
|                             | DP-LCC [17]     | RWR-based diffusion profiles based on PPI and phenotype similarity network. |
|                             | NPDE [18]       | Network propagation with dual flow on a PPI network.    |
| RW in heterogeneous network (Node classification) | BioGraph [19]     | Stochastic RW on an integrated network containing 21 publicly available curated databases. |
|                             | CrossRank [20]  | Optimization based on network propagation on a heterogeneous network with various aspects. |
|                             | SLN-SRW [21]    | Supervised RW to learn edge weights of the integrated network and RWR for prediction. |
| RW in heterogeneous network (Link prediction) | RWRH [22]       | RWR on a heterogeneous phenotype-gene network.          |
|                             | RWPCN [23]      | RWR on a heterogeneous network with phenotypes, genes and protein complexes. |
|                             | RWRH-Malaria [24]| RWR on cross-species PPI networks for human and parasite. |
|                             | BiRW [25]       | RWR on a heterogeneous network with a phenotype, gene and the phenotype-gene associations. |
|                             | RWRMH [26]      | RWR on a multiplex heterogeneous network of protein interactions and disease networks. |
Machine Learning Methods with Handcrafted Features

**Supervised machine learning methods**

Supervised machine learning methods employ features and/or kernels to integrate various biological concepts, which have been extensively studied in disease gene prediction. In [27], DERanking is proposed to benchmark four different strategies and prioritize candidate genes according to network analysis of their differential expression. The reason of incorporating differential expression as prior knowledge is based on the assumption that the strong disease candidates tend to be surrounded by differentially expressed neighbors. Three of the four benchmarking strategies are distinct random walk-based strategies from exponential diffusion kernel approach and one of them is direct neighborhood analysis. These strategies are performed on four networks comprising functional or psychical interactions of proteins for disease gene prediction. In [23], a method called BRIDGE is introduced for prioritization of disease genes by integrating various gene aspects including PPI, protein sequence data, gene expression data, KEGG database and GO, through a weighting scheme. This scheme is attained through a multiple linear regression model with lasso penalty, which determines the phenotypic similarity between two diseases based on the functional similarities between their associating genes. Accordingly, the model is capable of identifying genes associated with the diseases whose genetic bases are completely unknown. In [29], multiple aspects of proteins including known gene-disease associations, protein complexes, PPIs, pathways and gene expression profiles are integrated by Markov random field (MRF) and Bayesian analysis for disease gene prioritization. Initial prior probability of the MRF is set by Gibbs sampling. Metagraph representations [30] are proposed for disease gene prediction, which utilize both PPI network and biological annotations called keywords through heterogeneous subgraphs. By counting the occurrences of proteins within a specific subgraph type in terms of connectivity patterns, feature vectors of proteins are constructed, so that the proteins, which are functionally similar but located far away in a PPI network still have a chance to have similar representations in case they co-occur within the same subgraph type. In [31], the authors employ a multimodal deep belief net named dgMDL to predict disease-gene associations for all known diseases instead of predicting associated genes for a specific disease. This could alleviate the risk of overfitting due to the small number of positives and a large number of features in disease gene prediction problem. They first train two multi-modal DBN, one on PPI network and the other on GO-based similarity network, and then they train a final joint DBN for prediction based on the outputs of the initial DBNs.

**PU learning methods**

Supervised models in disease gene prediction may suffer due to all provided evidence serves as positive samples and the negative samples remain unlabeled. Thus, positive-unlabeled (PU) methods arise to tackle this problem. They are usually based on weighting the positive samples and unlabeled samples to promote the prediction performance during the learning. ProDBGe [32] is a PU learning method for prioritization of candidate genes by enabling multiple data source integration such as PPI network and phenotype similarities through multitask learning strategy. In this way, scoring of the genes for prioritization is performed by considering disease-gene pairs instead of the individual genes. PUDS [33] partitions unlabeled set (i.e., negatives) into four sets namely, reliable negative set RN, likely positive set LP, likely negative set LN and weak negative set WN based on features extracted from PPI, GO terms and protein domain. The weighted support vector machines are then used to build a multi-level classifier based on these sets and positive training set. CATAPULT [35] performs a biased SVM to classify gene-phenotype pairs on a combined heterogeneous gene-phenotype interactions across multiple species. Features for SVM are derived from walks in the network. EPU [27] is an ensemble-based PU learning method, which integrates data from multiple biological sources for training PU learning classifiers consists of weighted KNN, weighted naive Bayes and multi-level support vector machine. It starts with individual label propagation on gene expression network, PPI network and GO similarity network. Then, the obtained gene weights are combined and fed into the ensemble learner. PEGPUL [37] is an ensemble PU learning model to combine a multi-level SVM, a weighted KNN and a weighted decision tree for disease gene prediction. First, it extracts reliable negative genes by utilizing a co-training algorithm. Then, it constructs a similarity graph through metric learning by using PPI, protein domain and GO terms and performs a multi-rank-walk on the constructed graph to propagate labels prior to feeding the genes into the ensemble. A summary of supervised methods and PU learning methods is presented in Table 2.

| Categories         | Methods       | Method descriptions |
|--------------------|---------------|---------------------|
| Supervised learning| DERanking [23]| A ranking strategy based on whether a gene is surrounded by highly differentially expressed genes. |
|                    | BRIDGE [23]   | A regression model with lasso penalty to weight 5 genomic data sources. |
|                    | IMRF [25]     | An improved MRF method on multiple networks, e.g., PPI, pathways, protein complexes, etc. |
|                    | Metagraphs [30]| Using metagraph features extracted from a heterogeneous network with PPI and gene keywords. |
|                    | dgMDL [31]    | Multi-modal deep belief nets on PPI network and gene network based on GO similarities. |
| PU learning        | ProDBGe [32]  | Biased SVM using features derived from multiple data sources [33] including PPI. |
|                    | PUDS [33]     | Multi-level classification with biased SVM on features extracted from PPI, protein domain and GO. |
|                    | CATAPULT [35] | Biased SVM with features derived from walks in a heterogeneous phenotype-gene network. |
|                    | EPU [27]      | Ensemble PU learning using various features derived from PPI and GO similarity networks. |
|                    | PEGPUL [37]   | A perceptron ensemble of graph-based PU learning from 3 base classifiers SVM, KNN and CART. |

Graph representation learning methods

Recall that we need to manually extract various features for the methods introduced in Table 2 which is tedious and requires domain knowledge. Recently, graph representation learning methods [38, 39], which can automatically learn the latent features/representations for the nodes, have acclaimed wide attentions in bioinformatics and biomedical applications.
In this section, we review graph representation learning methods designed for disease gene prediction. In particular, we divide them into four categories, namely, matrix factorization, graph embedding, graph neural network and hybrid methods as shown in Figure 6.

Matrix factorization
Matrix factorization (MF) techniques have been widely used for link prediction in bioinformatics, e.g., PPI prediction, drug-target prediction, miRNA-disease association prediction, drug-pathway association prediction, etc. Here, we introduce various MF methods developed for disease-gene association prediction. Basically, MF methods in gene-disease association prediction, such as matrix completion (MC) [24], probability-based collaborative filtering (PCFM) [11] and manifold learning [13], aim to learn the latent factors for diseases and genes from the gene-disease association matrix. In addition, they can also specify the factorization process by including additional constraints into the objective function and thus MF techniques are useful for revealing important associations between diseases and genes.

In [25], IMC constructs gene and disease features using different sources including human gene, disease associations, gene-expression from different tissue samples, functional interactions between genes, gene-phenotype associations of other species, disease similarities and disease-related textual data from OMIM database. Then, they form the general disease association matrix using these features and formulate an optimization problem to recover unknown low-rank matrix using observations from the constructed associations matrix. Their inductive approach is capable of making predictions for a query disease with no previously known gene associations. In [12], PCFM exploits the gene-gene, gene-disease relationships, gene-disease linkages between orthologous genes and eight non-human species diseases and disease-gene similarity associations. They propose two probability-based collaborative filtering models, one with an average heterogeneous regularization and another with personal heterogeneous regularization using vector space similarity to predict gene-disease associations. The advantage of PCFM than the collaborative filtering is that PCFM enables probabilistic consideration in gene-disease associations instead of binary evaluation. Manifold learning [23] uses gene-disease association data for prediction and assumes that the geodetic distance between any associated gene-disease pairs is shorter than non-associated gene-disease pairs in a lower dimensional manifold. An optimization function is defined based on this assumption and singular value decomposition is employed to solve the optimization problem. Collage [23] applies collective matrix factorization (CMF) to combine a wide range of 14 data sets including RPKM-normalized RNA-seq transcriptional profiles and phenotype ontology annotations. Then, it performs chaining on the learned latent matrices to obtain gene profiles for prioritizing bacterial response genes in Dictyostelium. Similarly, Medusa [59] also builds a collective matrix factorization model for data fusion of a large-scale collections of heterogeneous data and performs chaining on the learned latent matrices to establish connections between non-neighboring nodes in the fusion graph. It formulates the growing of the modules as a sub-modular optimization program. The proposed method is capable of both associating genes with diseases and detecting disease modules. In [31], an unsupervised learning model based on matrix tri-factorization (tri-NMF) framework is proposed to detect disease causing genes from pan-cancer data. In particular, it exploits both the similarities of mutation profiles of different cancer types and gene interaction network. A method called GeneHound [52] adopts Bayesian probabilistic matrix factorization (BPMF) for disease gene prioritization problem. GeneHound uses gene-disease associations as partially observed data and a raw fusion is employed to integrate multiple genomic data sources including literature-based phenotypic and literature-based genomic information. Then, the Bayesian data fusion model jointly learns gene and disease latent factors and corresponding gene and disease-association matrices for disease-gene association prediction.

Graph embedding methods
Graph embedding methods learn low-dimensional and continuous vector representations of nodes through a neural network. For example, SkipGram [53] architecture is an extensively used architecture to construct associations between the node and its neighborhood. The neighborhood of the node is extracted through the random walks. Endeavours [54], [55], such as DeepWalk [55] and node2vec [54], generate node representations such that the nodes lying within the short random walk distance have similar embeddings. There are also several random-walk based embedding methods proposed for disease gene prediction as follows.

SmuDEG [57] combines disease-gene, phenotype and gene-gene, phenotype associations with interactions between genes to generate a corpus for SkipGram-based representation learning. Then, it builds an artificial neural network (ANN) to predict gene-gene disease associations. In [56], HereWalk builds a weighted heterogeneous network by joining six public data sources including PPI, miRNA similarity network, and disease phenotype similarity network and then performs SkipGram based network embedding. It further applies meta-path selection to eliminate potential redundant and misleading information caused by the heterogeneous walks with multiple entities. HerGePred [59] also performs SkipGram-based graph embedding on a heterogeneous network consisting of a PPI, disease-protein associations, protein-GO associations, and gene-disease associations. Eventually, HerGePred predicts novel disease-gene associations in two different manners. It can directly calculate the cosine similarity between the embedding vectors of the query disease and the proteins. It can also perform random walk on disease-gene network, which is reconstructed based on the calculated cosine similarities between embeddings.

Graph neural networks
Graph neural network (GNN) is an advanced deep learning model for graph data [9] and has been applied for various bioinformatics tasks [9,23]. Graph convolutional network (GCN), graph attention network (GAT) and graph auto-encoder (GAE) are representative GNN models. For example, GCN aims to learn node embeddings by implementing the convolution operation on a graph based on the properties of neighborhood nodes. Here, we will have a quick review on GNN models for disease gene prediction as follows.

In [24], the authors introduce GCAS, which is an adaptation of graph convolutional network for disease gene prioritization. First, they construct a heterogeneous network consisting of ontological associations as well as curated associations including genes, diseases and pathways from multiple sources. They then perform direct spectral convolution to successively propagate the influence to the neighborhood and infer novel disease-gene associations. In [41], a graph convolutional network-based disease gene prioritization method called PGCN exploits a heterogeneous phenotype-gene network and the additional information for the nodes (e.g., disease ontology similarity, gene expression data, etc) for disease gene prioritization. In [42], the authors introduce the variational graph auto-encoder (VGAE) for gene-disease association prediction in a heterogeneous disease-gene network.

Hybrid methods
Here, we denote the methods, which combine the representation learning methods with other techniques to derive features, as hybrid methods. A number of methods combine graph embedding (e.g., node2vec) with other methods for feature engineering. In [43], a method called N2V
build a graph using the similarity between proteins based on G-SESAME on GO terms [74]. In particular, we first calculate the pairwise functional IntAct database [73] and a protein functional similarity network based We collect two networks for proteins, namely, a PPI network from the Datasets for various network-based methods for disease gene prediction. In this section, we conduct experiments to evaluate the performance of prediction. Table 3 summarizes various graph representation learning models for disease-gene associations.

Table 3. Graph representation learning methods for predicting disease-gene associations.

| Categories            | Methods               | Method descriptions                                                                 |
|-----------------------|-----------------------|-------------------------------------------------------------------------------------|
| Matrix factorization   | IMC [60]              | Inductive matrix completion incorporating gene and disease features from multiple data sources. |
|                       | PCFM [61]             | Probability-based collaborative filtering models with different regularization terms. |
|                       | Collage [29]          | Collective matrix factorization using 14 datasets including genes, GO terms, KEGG pathways, etc. |
|                       | Medusa [59]           | Collective matrix factorization on a data fusion graph with 16 data matrices. |
|                       | Tri-NMF [31]          | Matrix tri-factorization on mutation profile similarities for different cancer types and PPI network. |
|                       | GeneHound [57]        | Bayesian matrix factorization on OMIM associations with genomic and phenotypic data sources. |
| Graph embedding        | SmoGDL [62]           | RW-based embedding and an ANN on pair of disease and gene feature vectors. |
|                       | HetGePred [59]        | RW-based embedding on a heterogeneous network with diseases, symptoms, genes and GO terms. |
| Graph neural networks  | GCAS [29]             | Graph convolution on heterogeneous association network for rare diseases (HANRD). |
|                       | PGCN [61]             | GCN to learn the embeddings for phenotypes and genes in a disease-gene heterogeneous network. |
|                       | VGAE [62]             | VGAE to learn embeddings for diseases and genes in disease-gene networks for gene prioritization. |
| Hybrid methods         | N2VGKo [63]           | Combines node2vec embeddings and handcrafted features. |
|                       | N2A-SVM [64]          | Combines node2vec embeddings with an autoencoder on a PPI network. |
|                       | N2Vmotif [65]         | High-order PPI structures combining node2vec embeddings and network motifs. |
|                       | GCN-MF [66]           | Combines GCN with matrix factorization using both gene similarities and disease similarities. |
|                       | HNEEM [67]            | An ensemble of 6 graph embedding methods in a disease-gene-chemical heterogeneous network. |
|                       | DW-GCN [68]           | Integrates graph embedding (DeepWalk) and graph convolutional network. |

integrates the node2vec embeddings extracted from PPI network with the biological annotations for disease-gene association prediction. In [63], the proposed method N2A-SVM employs node2vec embedding of the genes from a PPI network and then performs dimension reduction with auto-encoder to predict Parkinsonism [79]’s disease genes. In [65], the authors propose to combine graphlet representations with node2vec embeddings for disease gene prediction. [66] builds a network-based framework for gene-disease association prediction, which exploits disease similarity and gene similarity graphs to construct two GCNs separately for diseases and genes. Then, GCNs are trained by using corresponding disease and gene features and optimized with label information with matrix factorization. In [67], the authors propose a heterogeneous network embedding method, HNEEM, for gene-disease association prediction by ensemble learning. The constructed heterogeneous network consists of gene-disease associations, gene-chemical associations ans disease-chemical associations. HNEEM first extracts graph embeddings with six embedding methods and then feeds these embeddings into a random forest classifier for disease gene prediction. DW-GCN [68] is proposed to combine DeepWalk and GCN for gene-disease association prediction on a heterogeneous disease-gene network. Final predictions are derived using the output of a GCN decoder and the probability distribution derived from DeepWalk. Table 4 summarizes various graph representation learning models for disease gene prediction.

Emirical Comparison

In this section, we conduct experiments to evaluate the performance of various network-based methods for disease gene prediction.

Experimental Setup

Datasets

We collect two networks for proteins, namely, a PPI network from the IntAct database [29] and a protein functional similarity network based on GO terms [29]. In particular, we first calculate the pairwise functional similarity between proteins based on G-SESAME [47], and subsequently build a graph using the K nearest neighbor (KNN) algorithm and we set $K = 10$ in all of our experiments. Overall, there are a total of 12,901 nodes (i.e., proteins) in both networks, with 96,845 edges in the PPI network and 107,308 edges in protein functional similarity network. There are several publicly available databases for gene-disease associations as shown in Table 4. In our experiments, we acquired the associations from the OMIM database. Given a specific disease/phenotype (e.g., Alzheimer’s disease), we extract MIM IDs from OMIM Morbid Map and retrieve their corresponding protein IDs from the UniProt [76] conversion tool. Each protein node is subsequently assigned a binary label to represent whether it is a causative protein for this disease. In our experiments, we focus on seven diseases, namely, Alzheimer’s disease (11), breast cancer (24), colorectal cancer (34), diabetes mellitus (37), obesity (19), lung cancer (15) and prostate cancer (17). Note that the number of positive proteins for each disease is included in the parentheses. The data and supplementary materials are available at https://github.com/seiminah/SurveyDGP.

Table 4. Publicly available databases for gene-disease associations.

| Name       | URL                                      | Latest Update |
|------------|------------------------------------------|---------------|
| OMIM       | https://omim.org                          | July, 2020    |
| DoGeNet    | https://www.disgenet.org                  | June, 2020    |
| COSMIC     | https://cancer.sanger.ac.uk               | April, 2020   |
| GyGeNET    | http://www.gygenet.org                    | January, 2018 |
| CTDBase    | http://ctdbase.org                        | July, 2020    |

Selected methods for evaluation

We select a subset of methods from different categories for evaluation. For example, we select RWRH [22] from network diffusion methods and IMC [46] from matrix factorization methods. For machine learning methods with hand-crafted features, we select Metagraphs [60] from supervised methods, and Catapult [15] and ProDiGe [32] from PU learning methods. Furthermore, we select a graph embedding method node2vec [54] and a hybrid method N2VGKo [63]. Table 4 shows the availability of the source codes of these methods.

As aforementioned, disease gene prediction is a typical node classification or link prediction task. Therefore, the state-of-the-art social
network analysis methods for node classification or link prediction can be exploited for disease gene prediction. In our experiments, we also include HIN2Vec [83], HeGAN [84], MVE [85], mvn2vec [86], DMNE [87] and MANE [88] in our evaluation study. These methods are introduced as follows and Table 5 shows the availability of their source codes.

- **HIN2Vec** [83]: A heterogeneous network embedding approach, which samples heterogeneous paths called meta-paths and feeds them into a neural network. We combined PPI network (PPI view) and functional similarity network (GO view) to form a single heterogeneous graph, where edges from different views are assigned to a different type of relation.

- **HeGAN** [84]: A heterogeneous network embedding approach, which utilizes the adversarial principle. We perform it on the constructed single network as described in HIN2Vec.

- **MVE** [85]: A state-of-the-art multi-view network embedding approach which maintains the collaboration between views by regularizing the Euclidean norm between view-specific embeddings and the final embeddings. The parameter $\gamma$ is used to control the weight of regularization. Since we conduct our experiments on unsupervised models, we adopt the unsupervised version.

- **mvn2vec** [86]: A state-of-the-art multi-view embedding approach. There are two proposed versions. Since they both have similar results we report only mvn2vec-v1 version which regularizes the Euclidean norm between view-specific embeddings, controlled by a hyperparameter $\gamma$. When $\gamma$ is set to zero, it becomes equivalent to node2vec performed on a single view.

- **DMNE** [87]: A multi-view network embedding algorithm which is also capable of generating embeddings for many-to-many node mappings across views. Note that in our dataset only one-to-one mappings exist. We adopt their proximity disagreement formulation, due to its flexible assumption and better empirical performance.

- **MANE** [88]: A random-walk sampling-based multi-view embedding algorithm, which unifies diversity, first-order collaboration and novel second-order collaboration principles in a framework. There are two hyperparameters $\alpha$ and $\beta$ to regularize the contribution of the principles.

The datasets that we utilize for the studied methods in this survey are as follows. node2vec and RWR are simply performed on the PPI network. In IMC, Catapult, ProDiGe and RWRH we use the PPI network, phenotype similarity network [89] and the protein-phenotype associations. Metagraph and N2VKO leverage the PPI network and protein-keyword associations retrieved from Uniprot [77], HIN2Vec, HeGAN, MVE, mvn2vec-r, DMNE and MANE utilize GO and PPI networks described in Datasets section. For methods using protein-phenotype associations, we eliminate the test data associations to prevent data leakage. All methods are performed using the implementations provided by their respective authors unless stated otherwise, and we apply their suggested parameter settings for the hyperparameters. For multi-view graph embedding models (i.e., MVE, mvn2vec-r, DMNE and MANE) we set walk length to 10, number of walks per node to 5, negative sampling size to 10, windows size to 3 and random walk parameters of node2vec $(p,q)$ to 1. All methods have $D = 128$ as the dimension of the final embedding. Differently, for heterogeneous graph embedding model HIN2Vec we set walk length to 30 and number of walks per node to 10. For graph embedding methods (i.e., HIN2Vec, HeGAN, MVE, mvn2vec-r, DMNE and MANE), the learned final embeddings are fed into the logistic regression model and for all methods five-fold cross-validation is performed for training.

Table 5. Selected methods for disease gene prediction and their source codes.

| Methods   | Source Code Availability                                      |
|-----------|--------------------------------------------------------------|
| IMC       | https://bio.data.oden.utexas.edu/project/gene-disease       |
| Catapult  | http://www.marcotte.lab.org/index.php/Catapult              |
| ProDiGe   | http://chao.enst.fr/prodigie                                |
| RWRH      | https://github.com/alberto-valdeolivas/RWR-RH               |
| Metagraph | https://github.com/sezinata/Metagraph                       |
| node2vec  | https://github.com/aditya-grover/node2vec                   |
| N2VKO     | https://github.com/sezinata/N2VKO                           |

Table 6. Graph embedding methods proposed for social network analysis and their availability.

| Methods   | Source Code Availability                                      |
|-----------|--------------------------------------------------------------|
| HIN2Vec   | https://github.com/ciesheep/hin2vec                          |
| HeGAN     | https://github.com/librahau/HeGAN                            |
| MVE       | https://github.com/impse/MVE                                 |
| mvn2vec-r | https://github.com/sezinata/mvn2vec-code                     |
| DMNE      | https://github.com/njingchaol/dmne                           |
| MANE      | https://github.com/sezinata/MANE                             |

Results and Discussion

We demonstrate the performance comparison of 14 state-of-the-art methods in Table 1 in terms of AUC. In particular, we group these methods into three groups based on their input data for easy comparison, namely homogeneous graph, heterogeneous graph and multi-view graph. In addition, we also performed over-sampling with SMOTE [92] for the network embedding methods. The over-sampling results as well as the comparison results in terms of ranking-aware metrics are provided in our supplementary materials. Based on the results in Table 1 we can have the following observations.

Firstly, we can observe that RWR and node2vec working on a homogeneous PPI network achieve low performance as expected. Therefore, we are motivated to integrate different data sources into a heterogeneous network or multi-view network to improve the prediction performance.

Secondly, various methods working on a heterogeneous network perform well for disease gene prediction. ProDiGe and Catapult, as PU learning methods, are very promising to address the imbalanced data issue for disease gene prediction and both incorporate the phenotype similarity network and phenotype-gene associations. In particular, ProDiGe achieves an AUC of 0.7763 and is the second best performer among these 14 methods. N2VKO and Metagraph first work on feature extraction/selection in a PPI and keyword network, and then undergo an oversampling procedure. Both of the methods achieve a decent performance. Note that the random walk parameters of node2vec $(p,q)$ in N2VKO are not tuned to maintain consistency with random walk sampling based embedding methods. Heterogeneous graph embedding methods including HIN2Vec and HeGAN hinge on different principles and perform very well. HIN2Vec utilizes random walks and negative sampling with a neural network model, while HeGAN utilizes adversarial learning principle in which a discriminator and a generator compete with each other as in a mini-max game. In particular, HeGAN’s performance highly depends on the used pre-trained embeddings as inputs and thus careful initialization is critical in this model. RWRH also performs very well and it is a good alternative to the network embeddings methods. However, its performance depends on the tuning process, e.g., the setting of the restart probability.

Lastly, multi-view methods are also robust and useful tools for disease gene prediction. mvn2vec-r and MANE are two random walk-based embedding methods employing Skip-gram for learning the final
The model to focus on more important neighbours. Due to the self-attention layers, in particular, this self-attention operation enables networks to assign different weights to different neighbours with masked Attention Mechanisms and Data Integration learning or oversampling for disease gene prediction in the future. It would be very interesting to see the efforts that combine GAN with PU learning and oversampling techniques. For example, PU learning methods are also common strategies to address this challenge. However, both oversampling of minority class samples (e.g., SMOTE [32, 35, 34]) select likely-positive samples from the unlabeled data to tackle the problem. Oversampling of minority class samples (e.g., SMOTE) is also a common strategy to address this challenge. However, both strategies might need a tremendous tuning effort for difficult scenarios to attain a satisfactory performance. Developing more efficient and accurate models leveraging these strategies could be a promising direction.

Recently, generative adversarial networks (GAN) have been successfully applied to augment the data for various tasks, e.g., image classification [23, 24], speech recognition [25], etc. It is thus worth investigating GAN-based techniques for disease gene prediction with limited labels in the graph data. In addition, researchers also employ GAN to boost the PU learning [26] and oversampling processes [27]. Therefore, it would be very interesting to see the efforts that combine GAN with PU learning or oversampling for disease gene prediction in the future.

Attention Mechanisms and Data Integration

Graph Attention Networks (GAT) [29], as an extension of graph convolutional networks, assign different weights to different neighbours with masked self-attention layers. In particular, the self-attention operation enables the model to focus on more important neighbours. Due to the attention mechanism, GAT have been applied to generate accurate graph embeddings for various tasks in recommendation systems [29, 30] and bioinformatics [29]. Therefore, it is also promising to develop node-level attention mechanisms for diseases and genes in different types of graph inputs for network-based disease gene prediction. Moreover, it is common to integrate different graph data sources through multi-view techniques [90]. In these multi-view techniques, it is important to reveal the contributions of each network to the final prediction performance, so that it would be possible to prioritize the networks based on their significance. Graph-level attention mechanisms [31] can be useful in multi-view graphs for this purpose. In addition, hierarchical attention mechanisms [30] can also be applied for disease gene prediction by combining both node-level and graph-level attentions.

FUTURE PERSPECTIVES

In this section, we present possible future directions that may address current challenging issues for more accurately predicting disease genes.

Learning with Limited Labeled Data

Learning with limited labelled data has been a challenging task in disease gene prediction. Existing efforts to overcome this difficulty include PU learning and oversampling techniques. For example, PU learning methods [32, 33] select likely-positive samples from the unlabelled data to tackle the problem. Oversampling of minority class samples (e.g., SMOTE [32]) is also a common strategy to address this challenge. However, both strategies might need a tremendous tuning effort for difficult scenarios to attain a satisfactory performance. Developing more efficient and accurate models leveraging these strategies could be a promising direction.

Sampling Strategies for Multi-View Inference

The study N2VKO [63] demonstrates that node2vec embeddings achieve an inferior prediction performance on some diseases such as the obesity and prostate cancer. The reason is that the disease-associated proteins are scattered in the network with a greater hop-distance between them, which limits the prediction power of a RW-based sampling method (e.g., node2vec). In these cases, it is good to develop models that can utilize other structures in the network. Specifically, this problem can be tackled by sampling strategies which may not consider only the local neighborhood of a node in a network. For example, we can adopt a collaborative sampling strategy, which can consider all the views of multi-view networks or utilize the attributed nodes during the sampling procedure. It would thus minimize the effect of local neighborhoods and help to increase the prediction performance.

Single-cell Data

Recently, single-cell RNA-seq (scRNA-seq) techniques become popular with the advancements in next-generation sequencing. Compared to traditional bulk RNA-seq analysis, they enable cell-level sequencing to capture cell-to-cell heterogeneity. In particular, several methods have been developed to infer gene relationships [40] and gene regulatory networks from single-cell gene expression data. Disease gene prediction can thus benefit from such inferred gene relationships and gene regulatory networks.

In addition, precise identification of cell states and types is crucial to understand the disease related mechanisms so the scientists can detect correlated expression levels of genes across a homogeneous population of cells. Community detection algorithms such as louvain [41] and its similar version leiden [42] are very popular tools to identify cell clusters.
Furthermore, it is possible to model single-cell gene expression data as graphs and we can thus employ graph embedding methods for cell type identification through graph clustering.\cite{10}

Explainable Machine Learning Models

Decision trees, linear regressions and logistic regressions are commonly used explainable machine learning models. The rise of the neural networks and deep learning in many areas such as video, speech and text processing comes with the need for explanation for the “black box” nature of these models. As we know, it is very important for medical disease-related predictions to provide information on why the model performs a certain prediction. However, the graph representation learning methods covered in this review are also lack of interpretability. We are thus highly motivated to develop explainable machine learning models for disease gene prediction.

Recently, knowledge graphs (KG) have been integrated with user-item graphs for accurate and explainable recommendation.\cite{9,10} A recent work\cite{10} adopts KG and graph neural networks for explainable drug-drug interaction (DDI) prediction. Similarly, we can also construct knowledge graphs for diseases and genes using various side information. For example, we can obtain the medical KG with diseases, drugs and symptoms, and gene ontology KG with genes and their functional annotations. By integrating advanced graph neural network techniques (e.g., GAT) and knowledge graphs, we expect to achieve accurate and explainable predictions for novel disease-gene associations.

Conclusion

Discovering disease causing genes and analyzing their roles in the disease are not only critical for understanding disease formation mechanism, but also extremely important for designing appropriate drugs for corresponding clinical therapies. Linkage analysis and genome-wide association studies (GWAS) form the basis of disease gene prediction. However, they generate a large number of false positives in their statistical analysis of biomarkers. Computational approaches are efficient and complementary tools to help biologists filter out noisy false positives and provide a list of genes which are worth for further clinical study. In this survey, we focus on network-based research, leveraging various networks in their problem formulation for disease gene prediction. We provide an organized, up-to-date overview of state-of-the-art network-based approaches. We also perform an empirical comparison study on different computational methods based on different graph inputs.

Generally, the methods in both heterogeneous network and multi-view network perform very well for disease gene prediction. In particular, multi-view methods with Skip-gram architecture can serve as robust and useful tools, not only for disease gene prediction but also for visualization and clustering purposes. Its low computational cost with a minimal tuning necessity and high prediction performance, make it a good alternative to the other learning methods. These techniques could be further investigated by considering attention mechanisms or different network sampling strategies instead of random walks. Moreover, for network-based disease gene prediction analysis, constructing reliable networks is critical, so future research need to focus on predicting novel interactions and removing noisy interactions. The ultimate success of the disease gene prediction will depend on the parallel improvements both in the experimental techniques by biologists and clinicians to provide rich and reliable biological data sets, and in the advanced computational techniques by computer scientists to provide efficient and robust ways to discover novel knowledge and insights from the biological data.

Key Points

- Uncovering disease-causing genes is a fundamental objective of human genetics, while computational prediction of disease-genes provides a low-cost alternative.
- We classified and reviewed state-of-the-art network-based approaches for disease gene prediction with different types of graph inputs.
- We empirically evaluated various selected methods, including some advanced methods for social network analysis, for disease gene prediction.
- We also discussed possible future directions that may address current challenging issues for more accurately predicting disease genes.
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