Abstract: For each partition $p$ of an integer $N \geq 2$, consisting of $r$ parts, an integrable hierarchy of Lax type Hamiltonian PDE has been constructed recently by some of us. In the present paper we show that any tau-function of the $p$-reduced $r$-component KP hierarchy produces a solution of this integrable hierarchy. Along the way we provide an algorithm for the explicit construction of the generators of the corresponding classical $\mathcal{W}$-algebra $\mathcal{W}(\mathfrak{gl}_N, p)$, and write down explicit formulas for evolution of these generators along the commuting Hamiltonian flows.

1. Introduction

Let $N \geq 2$ be an integer and let $p$ be a partition of $N$ in $r$ parts. Let $f$ be the nilpotent element of $\mathfrak{gl}_N$ in Jordan form corresponding to the partition $p$. As a special case of a general construction for a reductive Lie algebra $\mathfrak{g}$ and its nilpotent element $f$, we have the corresponding Poisson vertex algebra $\mathcal{W}(\mathfrak{gl}_N, p)$, called the classical affine $\mathcal{W}$-algebra, see e.g. [DSKV13]. In the paper [DSKV16b] for all these classical affine $\mathcal{W}$-algebras an integrable hierarchy of Hamiltonian PDE was constructed. This construction was extended to all classical Lie algebras $\mathfrak{g}$ and all their nilpotent elements in [DSKV18].

In the case of an arbitrary reductive Lie algebra $\mathfrak{g}$ and its principal nilpotent element $f$ the classical affine $\mathcal{W}$-algebra, or rather the corresponding algebra of local Poisson brackets, was constructed long ago in the seminal paper of Drinfeld and Sokolov [DS85], where the associated integrable hierarchy of Hamiltonian PDE was constructed as well. It was also shown there that in the case $\mathfrak{g} = \mathfrak{gl}_N$ one gets along these lines the Gelfand-Dickey $N$-KdV hierarchy of Lax equations, constructed in [GD76], using the method
of fractional powers of differential operators. The case $N = 2$ is the classical KdV hierarchy.

The principal nilpotent element in $gl_N$ corresponds to the partition of $N$ in $r = 1$ parts. It was shown in [DJKM82] that the $N$-KdV hierarchy of Gelfand-Dickey is obtained by a simple reduction of the $(r = 1$ component) KP hierarchy introduced in [Sato81]. The key discovery of the Kyoto school was the notion of the tau-function, which encodes a solution of the KP hierarchy (and has a beautiful geometric meaning as a point in an infinite-dimensional Grassmann manifold). A tau-function $\tau$ of the KP hierarchy is a function in infinitely many variables $t_1, t_2, \ldots$, and its reduction to the $N$-KdV hierarchy is given by the simple constraint

$$\frac{\partial \tau}{\partial t_N} = \text{const.} \tau.$$  \hspace{1cm} (1.1)

In [Sato81,DJKM82] and subsequent papers, polynomial, soliton type, and theta-function type tau-functions were constructed, which led to the construction of solutions of the $N$-KdV hierarchy.

The $r$-component KP hierarchy was introduced in [Sato81] and [DJKM81], and its theory was further developed in subsequent works, including [KvdL03] and [Dic03]. A tau-function of this hierarchy is a collection of functions $\tau$ in the variables $t^{(a)}_j$, where $j \in \mathbb{Z}_{>1}$ and $a = 1, 2, \ldots, r$. In the paper [KvdL03] the following reduction of the tau-functions of the $r$-component KP hierarchy was attached to any partition $p = (p_1 \geq \cdots \geq p_r > 0)$, consisting of $r$ parts:

$$\sum_{a=1}^{r} \frac{\partial \tau}{\partial t^{(a)}_{p_a}} = \text{const.} \tau.$$ \hspace{1cm} (1.2)

These are tau-functions of a hierarchy of evolution PDE, called the $p$-reduced $r$-component KP hierarchy (or the $p$-KdV hierarchy). Recently, in [KvdL19] all polynomial tau-functions of this hierarchy were constructed, see Theorem 2.4 below. The goal of the present paper is to link the $p$-reduced $r$-component KP hierarchy to the hierarchy of Hamiltonian PDE, attached to the $\mathcal{W}$-algebra $\mathcal{W}(gl_N, p)$. Namely, starting with a tau-function of the $r$-component KP hierarchy satisfying the constraint (1.2), we construct a solution of the hierarchy of Hamiltonian equations (6.22) attached to the $\mathcal{W}$-algebra $\mathcal{W}(gl_N, p)$, see Theorem 7.1, which is the first main result of this paper.

The first step in the proof of Theorem 7.1 is the construction of the Lax operator corresponding to the tau-function satisfying (1.2), which is given by formula (7.1). Proposition 8.1 states that this Lax operator satisfies the hierarchy of Lax equations (6.23). On the other hand, the Lax operator constructed in [DSKV16b] satisfies Eq. (6.23) as well, and it turns out that it is a generic pseudodifferential operator of the same shape as the one given by (7.1). This implies that any solution of the $p$-reduced $r$-component KP hierarchy is a solution of the Lax equations (6.23).

However, though the Lax equations (6.23) are implied by the Hamiltonian equations (6.22), a priori the former do not imply the latter. The second step in the proof of Theorem 7.1 is Theorem 12.1, which states that indeed the Lax equations (6.23) do imply, for an operator of the correct shape, the full hierarchy of Hamiltonian equations (6.22).
According to [DSKV16b], the generators of the $W$-algebra $W(\mathfrak{gl}_N, p)$ are naturally encoded into the $r \times r$ matrix differential operator

$$W(\partial) = \begin{pmatrix} W_{11}(\partial) & W_{12}(\partial) \\ W_{21}(\partial) & W_{22}(\partial) \end{pmatrix},$$

with blocks of sizes $r_1 \times r_1, r_1 \times (r-r_1), (r-r_1) \times r_1$ and $(r-r_1) \times (r-r_1)$, where $r_1$ is the multiplicity of the largest part $p_1$ of the partition $p$ (see (6.16)–(6.17)). The coefficients of its entries are all the (free) generators of $W(\mathfrak{gl}_N, p)$. The key point in the proof of Theorem 12.1 is Corollary 11.5, which states that the differential operator $W_{22}(\partial)$ does not evolve along the Hamiltonian flow (6.22). Moreover Theorem 12.1 provides explicit evolution Eqs. (12.1)–(12.3) for all generators of $W(\mathfrak{gl}_N, p)$; in particular, we obtain that all these equations are Hamiltonian and the corresponding Hamiltonian flows commute. This is the second main result of the paper.

Along the way we obtain, in Sect. 10, a new, algorithmic way, to construct the generators of the $W$-algebra $W(\mathfrak{gl}_N, p)$. In Sect. 14 we consider in more detail two simplest examples of the $p$-reduced $r$-component KP hierarchies beyond the $r = 1$ Gelfand-Dickey case, corresponding to the partitions in $r$ parts: $N = p+1+\ldots+1$ with $p > 1$, $r > 1$, and $N = p+2$ with $p > 2$, $r = 2$. We show that a reduction of the first hierarchy is the well-known $p$-constrained $r-1$ vector KP hierarchy, see e.g. [Zhang99], while the second hierarchy seems to be new. We construct polynomial tau-functions for these two examples, and soliton type tau-functions for general $p$-reduced $r$-component KP hierarchies in Sect. 15.

A variation of a special case of the reduction (1.2) of the $r$-component KP hierarchy was considered in [Zhang99] and applied to the construction of solutions of the $p$-constrained KP hierarchies.

Throughout the paper the base field is the field of complex numbers $\mathbb{C}$.

2. Review of the $p$-KdV Bilinear Equations

Let $r$ be a positive integer. We will use the following notation. For $m = (m_1, m_2, \ldots, m_r) \in \mathbb{Z}^r$ we let

$$|m|_0 = 0, \quad |m|_a = \sum_{i=1}^{a} m_i, \quad 1 \leq a \leq r, \quad |m| = |m|_r.$$

Let $e_a = (\delta_{ia})_{i=1}^r$, for $1 \leq a \leq r$, be the standard basis of $\mathbb{Z}^r$.

Let $\underline{p}$ be a partition of a positive integer $N$, consisting of $r$ parts, i.e. $\underline{p} = (p_1, p_2, \ldots, p_r) \in \mathbb{Z}_{>0}^r$, where $p_1 \geq p_2 \geq \cdots \geq p_r > 0$, and $N = \sum_{i=1}^{r} p_i$.

Let $\underline{t} = (t^{(1)}, \ldots, t^{(r)})$ be an $r$-tuple of infinite sequences $t^{(a)} = (t_j^{(a)})_{j \in \mathbb{Z}_{>0}}$ of independent variables (times). We also denote $\partial_{\underline{t}} = (\partial_{t_j^{(a)}})_{1 \leq a \leq r, j \in \mathbb{Z}_{>0}}$. Consider the following operators

$$e_+^{(a)}(\underline{t}, z) = \exp \left( \sum_{j=1}^{\infty} z^j t_j^{(a)} \right), \quad e_-^{(a)}(\partial_{\underline{t}}, z) = \exp \left( -\sum_{j=1}^{\infty} z^{-j} \frac{\partial}{\partial t_j^{(a)}} \right).$$
A tau-function of charge $k \in \mathbb{Z}$ is a collection of functions of the time variables $t$, parameterized by the elements $m \in \mathbb{Z}^r$ such that $|m| = k$: 

$$\hat{\tau}(t) = \{ \tau^m(t) \}_{|m|=k} \subset \mathcal{F}.$$ (2.1)

Throughout the paper we shall assume, unless otherwise specified, that all functions that we shall consider are smooth in all the time variables and lie in a certain differential field $\mathcal{F}$. The $p$-KdV bilinear equation on the tau-function $\hat{\tau}(t)$ of charge $k$ is defined as the following system of bilinear equations [KvdL03], [KvdL19, Eq.(41)]:

$$\text{Res}_z \sum_{a=1}^r (-1)^{|m'|+m''} z^{|m'|} \tau^{m'+m''+\ell p_a} e(a) \left( t' - t'', z \right) = 0,$$ (2.2)

for $\ell \in \mathbb{Z}_{\geq 0}$, and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = k + 1$ and $|m''| = k - 1$. Here and further $\text{Res}_z$ denotes, as usual, the coefficient of $z^{-1}$.

**Remark 2.1.** Note that Eq. (2.2), as stated, is not well defined since the coefficient of each power of $z$ inside the residue is an infinite sum and it may lead to divergences (indeed, $e(a)$ expands as an infinite series in $z$ while $e(a)$ expands as an infinite series in $z^{-1}$). Thus, Eq. (2.2), in order to make sense, has to be correctly interpreted as follows. For each collection of integers $\{ n_{j,a}^{(a)} \in \mathbb{Z}_{\geq 0} \mid j \in \mathbb{Z}_{>0}, a = 1, \ldots, r \}$, all but finitely many equal to zero, we get the corresponding (meaningful) equation “coming from (2.2)” by formally applying the derivatives

$$\prod_{j,a} \left( \frac{\partial}{\partial t_j^{(a)}} \right)^{n_{j,a}^{(a)}}$$ (2.3)

inside the residue in the LHS and then setting $t' = t'' (= t)$. In doing so, only a finite number of terms survive from the expansion of $e(a)$ and we thus get a meaningful collection of equations, which are known as the Hirota bilinear equations [DJKM81, KvdL03].

**Remark 2.2.** If $\hat{\tau}(t)$ solves the $p$-KdV bilinear equation (2.2) with charge $k$, then, for arbitrary $q \in \mathbb{Z}^r$, we obtain a solution $T_q \hat{\tau}(t)$ of charge $k - |q|$ by shifting all upper indices by $q$:

$$(T_q \hat{\tau})^m(t) := \tau^{m+q}(t).$$ (2.4)

**Remark 2.3.** Equation (2.2) for $\ell = 0$ is the equation on the tau-function of the $r$-component KP hierarchy. Let

$$D_\ell = \sum_{a=1}^r \frac{\partial}{\partial t_j^{(a)}}, \quad \ell \in \mathbb{Z}_{>0}, \quad D = D_1.$$ (2.5)

One can show [KvdL03] that Eq. (2.2) for all $\ell \in \mathbb{Z}_{\geq 0}$ for the tau-function $\hat{\tau}(t)$ are equivalent to the equation for the tau-functions of the $r$-component KP-hierarchy ($\ell = 0$) with the constraints:

$$D_\ell \tau^m(t) = c_\ell \tau^m(t), \quad \ell \in \mathbb{Z}_{>0}, \quad c_\ell \in \mathbb{C},$$ (2.5)
and that these constraints with $\ell > 0$ are equivalent to that with $\ell = 1$. Note that, if all the tau-functions $\tau^m(t)$ are polynomial, Eq. (2.5) can hold only when all constants $c_j$ vanish, and hence all functions $\tau^m(t)$ are in the kernel of all operators $D_\ell$, $\ell \in \mathbb{Z}_{>0}$.

One can describe all polynomial solutions of Eq. (2.2) as follows. Fix the following data: an integer $s \in \{1, \ldots, N\}$ and, for every $1 \leq i \leq s$ and $1 \leq a \leq r$,

$$n_i(a) \in \mathbb{Z}_{>0}, \quad b_i(a) \in \mathbb{C}, \quad c_i(a) = (c_{ij}^{(a)} \in \mathbb{C})_{j \in \mathbb{Z}_{>0}}.$$  

(2.6)

Define the integers:

$$k_i := \max \left\{ \left\lceil \frac{n_i(a)}{p_a} \right\rceil - 1 \mid 1 \leq a \leq r \right\}, \quad 1 \leq i \leq s,$$

(2.7)

and

$$k := s + \sum_{i=1}^{s} k_i,$$

(2.8)

where $\lceil x \rceil$ denotes the upper integer part of $x \in \mathbb{Q}$. Consider the following functions associated to the data (2.6):

$$h_i(t) = \sum_{a=1}^{r} b_i(a) S_{n_i(a)}(t) + c_i^{(a)}, \quad 1 \leq i \leq s,$$

(2.9)

where $S_n(t)$ are the elementary Schur polynomials. Then, for each choice of the data (2.6), we have a tau-function $\tau(t)$ of charge $k$, solution of the $p$-KdV bilinear equation (2.2), defined by letting $\tau^m(t) = 0$ unless $m \in \mathbb{Z}_{>0}^r$ and $|m| = \overline{k}$, in which case we let

$$\tau^m(t) = \det(M),$$

(2.10)

where $M$ is the $k \times k$ matrix written in block form as

$$M = (M_{ai})_{1 \leq a \leq r} \quad 1 \leq i \leq s,$$

(2.11)

with the $m_a \times (k_i + 1)$-block $M_{ai}$ given by

$$M_{ai} = \left( \begin{array}{c}
\delta^{m_a+1-a} D^\beta h_i \\
\theta(t_1^{(a)})^{m_a+1-a} 0 \leq \beta \leq k_i
\end{array} \right).$$

(2.12)

(Since the $h_i$ are linear combinations of shifted elementary Schur polynomials, one can replace $D^\beta$ in (2.12) by $D_\beta$.)

**Theorem 2.4.** ([KvdL19, Thm.7]). For all choices of the data (2.6), the tau-function $\tau(t)$ defined by (2.10)–(2.12) is a polynomial solution of the $p$-KdV bilinear equation (2.2), of charge $k$ as in (2.8). All other polynomial solutions of (2.2) (of arbitrary charge) are obtained by a shift as in (2.4).
3. The $p$-KdV as a Dynamical System

Now we rewrite Eq. (2.2) on the tau-functions in the form of evolution equations [DSKV13, KvdL03, Sato81]. First, we turn Eq. (2.2) to $r \times r$-matrix equations. Given a tau-function $\tau(t)$, define the matrices $P_{ab}(m, t, z) = (P_{ab}(m, t, z))_{a,b=1}^r$, where

$$P_{ab}(m, t, \pm z) = (-1)^{|a|b-1} \frac{\partial^{\pm 1}}{\partial t_0} e_b(t) (\pm \frac{\partial}{\partial t}, z) \tau_{m\pm} \varepsilon_0 \varepsilon_{0z}(t), \text{ if } \tau_m(t) \neq 0$$

and $P_{ab}(m, t, z) = 0$ otherwise. Note that, if $\tau_m(t) \neq 0$, we have

$$P^\pm(m, t, z) = \mathbb{I}_{r \times r} + O(z^{-1}).$$

We also let

$$R(m, z) = \sum_{a=1}^r (-1)^{|m|a-1} z^m a e_{aa}.$$  

Then, the $p$-KdV bilinear equation (2.2) on $\tau(t)$ turns into the following system of equations on the collection of matrices $\{P^\pm(m, t, z)\}_{|m|=k}$:

$$\text{Res}_z P^+(m', t', z)R(m' - m'', z) \left( \sum_{a=1}^r z^{tpa} e_+^{(a)}(t' - t'', z) E_{aa} \right) P^-(m'', t'', -z)^T = 0,$$  

for all $\ell \in \mathbb{Z}_{\geq 0}$ and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = |m''| = k$. Indeed, if $\tau_{m'}(t')$, $\tau_{m''}(t'') \neq 0$, then the $(i, j)$-entry of the LHS of (3.4) coincides with the LHS of (2.2) with $m' + \varepsilon_j$ in place of $m'$ and $m'' - \varepsilon_j$ in place of $m''$. Hereafter $A^T$ stands for the transpose of the matrix $A$ and $E_{ab}$ denotes the standard basis elements of the space of matrices. Note that Eq. (3.4) has the same divergence issues as Eq. (2.2) and it has to be correctly interpreted, as explained in Remark 2.1.

Introduce a new variable $x$ and replace in (3.4) all $t_1^{(a)}$ by $t_1^{(a)} + x$ for all $1 \leq a \leq r$. Hence, the translated times are $t + x e_1$, where $e_1^{(a)} = \delta_{a1}$. We denote by $\tau(t + x e_1) := \tau(t)\tau(x, t)$ the resulting “translated” tau-function, and by

$$P^\pm(m, t, z) = (P_{ab}(m, t, x, z))_{a,b=1}^r := P^\pm(m, t + x e_1, z),$$

the resulting translated matrices $P^\pm$. Then, the system of Eq. (3.4), with $t'$ translated by $x'$ and $t''$ translated by $x''$, can be equivalently rewritten, using this new notation, as follows:

$$\text{Res}_z P^+(m', x', t', z)R(m' - m'', z) \left( \sum_{a=1}^r z^{tpa} e_+^{(a)}(t' - t'', z) E_{aa} \right) P^-(m'', x'', -z)^T e^{z(x' - x'')} = 0,$$

for all $\ell \in \mathbb{Z}_{\geq 0}$ and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = |m''| = k$.

In order to rewrite Eq. (3.12) in a nicer form, we need some simple results on pseudodifferential operators. For a scalar pseudodifferential operator $a(\partial)$, we denote by
a^*(\partial)$ its formal adjoint, and by $a(z)$ its symbol. Also, for a matrix pseudodifferential operator $A(\partial) = \sum_j A_j \partial_j$, we denote by $A^*(\partial) = \sum_j (-\partial)^j \cdot A_j^\ast$ be its formal adjoint and by $A(z) = \sum_j A_j z^j$ its symbol. Here $\circ$ is the product of matrix pseudodifferential operators. We shall also denote, as usual, by $A(\partial)_+$ the differential part of the matrix pseudodifferential operator $A(\partial)$, and let $A(\partial)_- = A(\partial) - A(\partial)_+$. We shall drop the sign $\circ$ if no confusion may arise.

**Lemma 3.1.** For every matrix pseudodifferential operators $P(\partial), Q(\partial)$, we have

$$\text{Res}_z P(z) Q^\ast(-z) = \text{Res}_z (P \circ Q^T)(z).$$

**Proof.** In the scalar case it is stated and proved in [DSKV16a, Lem.2.1(a)], putting $\lambda = 0$ there and using [DSKV16a, Eq.(2.1)]. The matrix case is obtained from the scalar case looking at each matrix entry. \qed

**Lemma 3.2.** For every matrix pseudodifferential operators $A(x, \partial), B(x, \partial)$, where $\partial = \partial_x$, we have

$$\text{Res}_z A(x, z)(e^{xz} \partial^{-1} \circ e^{-xz}) \circ B(x, -z)^T = (A(x, \partial) \circ B(x, \partial)^*)_-.$$  

**Proof.** Note that $e^{xz} \partial^{-1} \circ e^{-xz} = \iota_{\partial,z}(\partial - z)^{-1}$, where $\iota_{\partial,z}$ denotes the geometric expansion in non-negative powers of $z$. We then apply Lemma 3.1 to the matrix operators with symbols $P(z) = A(x, z)$ and $Q(z) = (B^\ast)^T(x, z) \iota_{\partial,z}(\partial - z)^{-1}$, so that $Q^\ast(-z) = \iota_{\partial,z}(\partial - z)^{-1} B^T(x, -z)$. We thus get

$$\text{Res}_z A(x, z)e^{xz} \partial^{-1} \circ e^{-xz}B(x, -z)^T = \text{Res}_z (A \circ B^\ast)(z) \iota_{\partial,z}(\partial - z)^{-1}$$

$$= (A(x, \partial) \circ B(x, \partial)^*)_-.$$

\qed

**Lemma 3.3.** Let $f_i(x), g_i(x), i = 1, \ldots, n$, be smooth functions in the variable $x$, and assume that they lie in a domain. Then,

$$\sum_{i=1}^n f_i(x') g_i(x'') = 0, \quad (3.9)$$

as a function in two variables $x', x''$, if and only if

$$\sum_{i=1}^n f_i(x') \partial^{-1} \circ g_i(x) = 0, \quad (3.10)$$

as a pseudodifferential operator.

**Proof.** By replacing the domain containing all our functions with its field of fractions, we see that it is enough to prove the claim over a function field $\mathcal{F}$. We can identify the function in two variables $\sum_{i=1}^n f_i(x') g_i(x'')$ with the corresponding element $\sum_{i=1}^n f_i \otimes g_i \in \mathcal{F} \otimes_{\mathbb{C}} \mathcal{F}$ (the tensor product being over the subfield of constants $\mathbb{C}$). Hence, the lemma reduces to proving that the linear map

$$\mathcal{F} \otimes \mathcal{F} \to \mathcal{F} \partial^{-1} \circ \mathcal{F} \subset \mathcal{F}((\partial^{-1})),$$

$$f \otimes g \mapsto f \partial^{-1} \circ g,$$
is injective. Suppose that (3.10) holds; we want to prove that
\[\sum_{i=1}^{n} f_i \otimes g_i = 0 \text{ in } \mathcal{F} \otimes \mathcal{F}.\]  
(3.11)

We prove the claim by induction on \(n \geq 1\). Suppose, by contradiction, that (3.11) fails, and assume, without loss of generality, that the functions \(g_1, \ldots, g_n\) are linearly independent over \(\mathbb{C}\), and all the functions \(f_1, \ldots, f_n\) are non-zero. For \(n = 1\), Eq. (3.10) implies, looking at the order \(-1\) term in \(\mathcal{F}((\partial^{-1}))\), \(f_1 g_1 = 0\), so that either \(f_1 = 0\) or \(g_1 = 0\), a contradiction. For \(n \geq 2\), we have, by (3.10)
\[f_n \partial^{-1} \circ g_n = -\sum_{i=1}^{n-1} f_i \partial^{-1} g_i.\]

Dividing both sides by \(f_n \neq 0\), and multiplying by \(\partial\) on the left of both sides, we get
\[g_n = -\frac{1}{f_n} \sum_{i=1}^{n-1} f_i g_i \text{ and } \sum_{i=1}^{n-1} \left(\frac{f_i}{f_n}\right)' \partial^{-1} g_i = 0.\]

By assumption, the functions \(g_i\) are linearly independent over the constants. Hence, by the inductive assumption, the functions \(\left(\frac{f_i}{f_n}\right)'\) are all zero, i.e. \(f_i = \alpha_i f_n, i = 1, \ldots, n - 1\), for some non-zero constants \(\alpha_1, \ldots, \alpha_{n-1} \in \mathbb{C}\). Hence, (3.10) can be rewritten as
\[f_n \partial^{-1} \circ \left(\sum_{i=1}^{n} \alpha_i g_i\right) = 0,
\]
where we set \(\alpha_n = 1\). Dividing by \(f_n\) and multiplying on the left by \(\partial\), we get \(\sum_{i=1}^{n} \alpha_i g_i = 0\), contradicting the linear independence assumption. □

By Lemma 3.3, Eq. (3.6) is equivalent to
\[
\text{Res}_{z} P^+(m', x, t', z)R(m' - m'', z)\left(\sum_{a=1}^{r} z^\ell p_a e_+^{(a)} (t' - t'', z)E_{aa}\right) e^{zx} \partial^{-1} \circ e^{-zx} P^- (m'', x, t'', -z)^T = 0,
\]
where \(\partial = \partial_x\). Then, applying Lemma 3.2, we rewrite the above equation as
\[
\left( P^+(m', x, t', \partial) \circ R(m' - m'', \partial) \circ \left(\sum_{a=1}^{r} \partial^\ell p_a \circ e_+^{(a)} (t' - t'', \partial) \circ E_{aa}\right) \right) \circ P^- (m'', x, t'', \partial)^* = 0.
\]
(3.12)

This equation holds for every \(\ell \in \mathbb{Z}_{\geq 0}\) and \(m', m'' \in \mathbb{Z}'\) such that \(|m'| = |m''| = k\). Note that also Eq. (3.12), as (2.2), has to be correctly interpreted as it may involve diverging sums. As explained in Remark 2.1, the way to give a meaningful sense to it, is to apply arbitrary derivatives (2.3) w.r.t. \(t'\) to the LHS and then set \(t' = t''\). In this way, all divergences disappear.
Next, we set $\ell = 0, m' = m'' (= m)$ and $t' = t'' (= t)$ in Eq. (3.12), to get

$$
\left( P^+(m, x, t, \partial) \circ P^-(m, x, t, \partial) \right)_- = 0 .
$$

This, combined with (3.2), implies

$$
P^-(m, x, t, \partial)^* = \left( P^+(m, x, t, \partial) \right)^{-1},
$$

(3.13)

if $\tau^m(t) \neq 0$ (so that $P^+(m, x, t, \partial)$ is invertible).

If instead we first apply $\frac{\partial}{\partial t'_j}$ to both sides of (3.12) and then set $\ell = 0, m' = m'' (= m)$ and $t' = t'' (= t)$, we get

$$
\left( \frac{\partial P^+}{\partial t'_j}(m, x, t, \partial) \circ P^-(m, x, t, \partial) \right)_+ + \left( P^+(m, x, t, \partial) \circ P^-(m, x, t, \partial) \right)_- = 0 .
$$

This, combined with (3.13) and (3.2), gives the Sato–Wilson equation for $P^+(m, x, t, \partial)$, [KvdL03, Lem.4.2]:

$$
\frac{\partial}{\partial t'_j}(L_a(m, x, t, \partial)) = \left[ \left( L_j \right)^b_a + L_a \right]_{1 \leq a, b \leq r, j \in \mathbb{Z}_{>0}},
$$

(3.14)

for all $1 \leq a \leq r$ and $j \in \mathbb{Z}_{>0}$, and $m$ such that $\tau^m(t) \neq 0$.

For $m \in \mathbb{Z}^r$ such that $|m| = k$, let

$$
L_a = L_a(m, x, t, \partial) = P^+(m, x, t, \partial) \circ E_{aa} \circ P^+(m, x, t, \partial)^{-1},
$$

(3.15)

if $\tau^m(x, t) \neq 0$, and $L_a = 0$ otherwise. Clearly, we have

$$
L_a L_b = 0 \text{ if } a \neq b .
$$

(3.16)

Moreover, setting $\ell = 1, m' = m'' (= m)$ and $t' = t'' (= t)$ in Eq. (3.12), we obtain the following constraint for the operators $L_a$:

$$
\left( \sum_{a=1}^r L_a^a \right)_- = 0 .
$$

(3.17)

Finally, the Sato–Wilson equation (3.14) implies that the operators $L_a$ evolve according to the Lax equations (see e.g. [KvdL03, Lem.4.3]):

$$
\frac{\partial L_a}{\partial t'_j} = [(L_j)^b_a, L_a] , \quad 1 \leq a, b \leq r, j \in \mathbb{Z}_{>0} .
$$

(3.18)

Note that, even though (3.14) holds only (in fact makes sense) for $m$ such that $\tau^m(x, t) \neq 0$, the Lax equation (3.18) holds for every $m$. 
4. The $p_1$-reduction

Recall the partition $p = (p_1, p_2, \ldots, p_r)$ from Sect. 2. We will assume from now on that $p_1 > 1$. Let $r_1$ be the multiplicity of the largest part $p_1$.

The $p_1$-reduction consists of putting in (3.4) all times $t_j^{(a)}$ and $t_j''^{(a)}$ equal zero for all $j \in \mathbb{Z}_{>0}$ and $r_1 < a \leq r$. Namely, we let

$$Q^\pm(m, t, z) = P^\pm(m, t, z) \bigg|_{t_j^{(a)} = 0 \text{ for } a > r_1}.$$  

(4.1)

By Eq. (3.2) we immediately have

$$Q^\pm(m, t, z) = 1_{r \times r} + O(z^{-1}) \text{ if } \tau^m(t) \neq 0.$$  

(4.2)

Setting $t_j^{(a)} = t_j''^{(a)} = 0$ for $a > r_1$ in Eq. (3.4), we get

$$\text{Res}_z Q^+(m', t', z) R(m' - m'', z) \left( \sum_{a=1}^{r_1} e_1^{(a)} (t' - t'', z) E_{aa} + \sum_{a=r_1+1}^r z^{\ell_p a} E_{aa} \right)$$

$$Q^-(m'', t'', -z)^T = 0,$$  

(4.3)

for all $\ell \in \mathbb{Z}_{\geq 0}$ and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = |m''| = k$.

Next, in analogy with what we did in Sect. 3, we shift $t_j^{(a)}$ by $x$ for all $1 \leq a \leq r_1$. We denote by

$$Q^\pm(m, x, t, z) = Q^\pm(m, t + x e_1, z),$$  

(4.4)

the resulting translated matrices $Q^\pm$, where now $e_1^{(a)} = \delta_{j,1} \delta_{a \leq r_1}$. Note that $Q^\pm(m, x, t, z)$ is not the restriction of $P^\pm(m, x, t, z)$ at $t_j^{(a)} = 0$ for $a > r_1$, since, first restricting and then shifting by $x$ is not the same as first shifting and then restricting.

The system of Eq. (4.3), with $t'$ translated by $x'$ and $t''$ translated by $x''$, can be equivalently rewritten, using this new notation, as follows:

$$\text{Res}_z Q^+(m', x', t', z) R(m' - m'', z) \left( \sum_{a=1}^{r_1} e_1^{(a)} (t' - t'', z) E_{aa} \right) z^{\ell_p 1} Q^-(m'', x'', t'', -z)^T e^{\tau(x' - x'')}$$

$$+ \text{Res}_z Q^+(m', x', t', z) R(m' - m'', z) \left( \sum_{a=r_1+1}^r z^{\ell_p a} E_{aa} \right) Q^-(m'', x'', t'', -z)^T = 0,$$  

(4.5)

for all $\ell \in \mathbb{Z}_{\geq 0}$ and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = |m''| = k$.

Next, in the same way as we derived Eq. (3.12) starting from (3.6), we use Lemmas 3.2 and 3.3 to get from Eq. (4.5)

$$\left( Q^+(m', x, t', \partial) \circ R(m' - m'', \partial) \circ \left( \sum_{a=1}^{r_1} e_1^{(a)} (t' - t'', \partial) E_{aa} \right) \partial^{\ell_p 1} \circ Q^-(m'', x, t'', \partial)^* \right)$$

$$+ \text{Res}_z Q^+(m', x, t', z) R(m' - m'', z) \left( \sum_{a=r_1+1}^r z^{\ell_p a} E_{aa} \right) \partial^{-1} \circ Q^-(m'', x, t'', -z)^T = 0.$$  

(4.6)
The above equation holds for every $\ell \in \mathbb{Z}_{\geq 0}$ and $m', m'' \in \mathbb{Z}^r$ such that $|m'| = |m''| = k$. We observe once more that Eq. (4.6), as written, makes no sense as it may have diverging series. As explained in Remark 2.1, it has to be correctly interpreted as the collection of equations obtained by applying the derivatives (2.3) to the LHS and then setting $t' = t''$. In doing so, all diverging series disappear.

It is convenient to write the matrices $Q^\pm$ in block form as

$$Q^\pm(m, x, t, z) = \begin{pmatrix} Q_{11}^\pm(m, x, t, z) & Q_{12}^\pm(m, x, t, z) \\ Q_{21}^\pm(m, x, t, z) & Q_{22}^\pm(m, x, t, z) \end{pmatrix},$$

where

$$Q_{11}^\pm = (Q_{ab}^\pm)_{1 \leq a, b \leq r_1}, \quad Q_{12}^\pm = (Q_{ab}^\pm)_{r_1 < b \leq r_1},$$

$$Q_{21}^\pm = (Q_{ab}^\pm)_{1 < a \leq r} \quad Q_{22}^\pm = (Q_{ab}^\pm)_{1 < a, b \leq r}.$$  

Note that, by (4.2), we have

$$Q_{ab}^\pm(m, x, t, z) = \delta_{a, b}^\pm + \sum_{j=1}^{\infty} Q_{ab, j}^\pm(m, x, t) z^{-j}, \quad \text{if} \quad \tau^m(t) \neq 0. \quad (4.8)$$

Equation (4.6) can be rewritten as the set of four equations, depending on $a, b \in \{1, 2\}$:

$$\left( Q_{a1}^+ (m', x, t', \partial) \circ \left( \sum_{a=1}^{r_1} (-1)^{|m''| - |m''| - 1} \hat{a}_{m'a} - m''(t' - t'' \partial) E_{aa} \right) \hat{a}^{(t)} \circ Q_{b1}^- (m'', x, t'', \partial) \right)$$

$$+ \text{Res}_t Q_{a2}^+ (m', x, t', z) \left( \sum_{a=r_1+1}^{r} (-1)^{|m''| - |m''| - 1} \hat{a}_{m'a} - m''(t' - t'' \partial) E_{aa} \right) \hat{a}^{-1} \circ Q_{b2}^- (m', x, t'', -z)^T = 0. \quad (4.9)$$

Following the same path as in Sect. 3 starting from (3.12), taking various special cases of Eq. (4.9) we derive all the “reduced analogues” of the inversion formula (3.13), the Sato–Wilson equation (3.14), the constraint condition (3.17) for the Lax operators $L_a$, and the Lax equations (3.18).

First, we set $\ell = 0$, $m' = m'' (= m)$, and $t' = t'' (= t)$ in (4.9). As a result, we get,

$$\left( Q_{a1}^+ (m, x, t, \partial) \circ Q_{b1}^- (m, x, t, \partial)^* \right)$$

$$+ \text{Res}_t Q_{a2}^+ (m, x, t, z) \hat{a}^{-1} \circ Q_{b2}^- (m, x, t, -z)^T = 0.$$

Using (4.8), this leads to

$$Q_{a1}^+ (m, x, t, \partial) \circ Q_{b1}^- (m, x, t, \partial)^* - \delta_{a, 1} \delta_{b, 1}^* + \delta_{a, 2} Q_{a2, 1}^+ (m, x, t) \hat{a}^{-1} - \delta_{a, 2} \hat{a}^{-1}$$

$$\circ Q_{b2, 1}^- (m, x, t)^T = 0. \quad (4.10)$$

This is the “reduced analogue” of the inversion formula (3.13). It specializes, for the various choices of the indices $a, b$ to four equations, which hold whenever $\tau^m(t) \neq 0$. For $a = b = 1$, we get
Finally, for which, after applying \( \ast \) to both sides, leads to
\[
Q_{21}^+ (m, x, t, \partial) = \partial^{-1} \circ Q_{12;1}^+ (m, x, t) Q_{11}^+ (m, x, t, \partial)^{-1}.
\] (4.12)

For \( a = 2, b = 1 \), we get
\[
Q_{21}^+ (m, x, t, \partial) \circ Q_{11}^+ (m, x, t, \partial)^* - \partial^{-1} \circ Q_{12;1}^- (m, x, t)^T = 0,
\]
which, by (4.11), leads to
\[
Q_{21}^+ (m, x, t, \partial) = \partial^{-1} \circ Q_{12;1}^+ (m, x, t)^T Q_{11}^+ (m, x, t, \partial).
\] (4.13)

Finally, for \( a = b = 2 \), we get
\[
Q_{22;1}^+ (m, x, t, \partial) \circ Q_{21}^- (m, x, t, \partial) + Q_{22;1}^- (m, x, t) \partial^{-1} - \partial^{-1} \circ Q_{22;1}^- (m, x, t)^T = 0,
\]
which, by (4.11), (4.12) and (4.13), leads to
\[
\partial^{-1} \circ Q_{12;1}^- (m, x, t)^T Q_{12;1}^+ (m, x, t, \partial)^{-1} = Q_{22;1}^+ (m, x, t, \partial)^{-1} - \partial^{-1} \circ Q_{22;1}^- (m, x, t)^T
\]
or, multiplying both sides on the left and on the right by \( \partial \) and comparing coefficients, we get
\[
\begin{align*}
Q_{22;1}^+ (m, x, t) &= Q_{22;1}^- (m, x, t)^T, \\
Q_{12;1}^- (m, x, t)^T Q_{12;1}^+ (m, x, t) &= \frac{\partial Q_{22;1}^+ (m, x, t)}{\partial x}.
\end{align*}
\] (4.14)

Next, we apply \( \frac{\partial}{\partial t_j^{(a)}} \), for \( 1 \leq a \leq r_1 \) and \( j \in \mathbb{Z}_{>0} \), to both sides of (4.9) and then set \( \ell = 0, m' = m'' (= m) \) and \( t' = t'' (= t) \). As a result we get
\[
\begin{align*}
&\left( \frac{\partial Q_{a1}^+}{\partial t_j^{(a)}} (m, x, t, \partial) \circ Q_{b1}^- (m, x, t, \partial)^* \right) \\
&+ \left( Q_{a1}^+ (m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{b1}^- (m, x, t, \partial)^* \right) \\
&+ \operatorname{Res}_z \frac{\partial Q_{a2}^+}{\partial t_j^{(a)}} (m, x, t, z) \partial^{-1} \circ Q_{b2}^- (m, x, t, -z)^T = 0.
\end{align*}
\]
Using (4.8), this equation can be rewritten as
\[
\begin{align*}
&\frac{\partial Q_{a1}^+}{\partial t_j^{(a)}} (m, x, t, \partial) \circ Q_{b1}^- (m, x, t, \partial)^* \\
&+ \left( Q_{a1}^+ (m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{b1}^- (m, x, t, \partial)^* \right) \\
&+ \delta_{b,2} \frac{\partial Q_{a2;1}^+}{\partial t_j^{(a)}} (m, x, t) \partial^{-1} = 0.
\end{align*}
\] (4.15)
This is the “reduced analogue” of the Sato–Wilson equation (3.14). Let us write down explicitly the four equations that we get for the various choices of $a, b \in \{12, \}$. Setting $a = b = 1$ in (4.15) and using (4.11), we get

$$\frac{\partial Q_{11}^+}{\partial t_j^{(a)}}(m, x, t, \partial) = -\left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1}\right)_- \circ Q_{11}^+(m, x, t, \partial).$$

(4.16)

Setting $a = 1, b = 2$ in (4.15) we get

$$\frac{\partial Q_{12:1}^+}{\partial t_j^{(a)}}(m, x, t, \partial) \circ Q_{21}^-(m, x, t, \partial)^* + \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{21}^-(m, x, t, \partial)^*\right)_- + \frac{\partial Q_{12:1}^+}{\partial t_j^{(a)}}(m, x, t) \partial^{-1} = 0.

Using (4.12) and (4.16), this equation becomes

$$\frac{\partial Q_{12:1}^+}{\partial t_j^{(a)}}(m, x, t) = \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} Q_{12:1}^+(m, x, t, \partial)^{-1}\right)_- \partial$$

$$- \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1}\right)_- \circ Q_{12:1}^+(m, x, t)$$

$$= \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1}\right)_+ \circ Q_{12:1}^+(m, x, t)$$

$$- \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1}\right)_+ \circ Q_{12:1}^+(m, x, t) \partial^{-1}\right)_{+} \partial,$$

which is equivalent to

$$\frac{\partial Q_{12:1}^+}{\partial t_j^{(a)}}(m, x, t) = \left(Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1}\right)_{+} \left(Q_{12:1}^+(m, x, t) \right).$$

(4.17)

Note that in the RHS of (4.17) the differential operator is applied to $Q_{12:1}^+$. Next, setting $a = 2, b = 1$ in (4.15), we get

$$\frac{\partial Q_{21}^+}{\partial t_j^{(a)}}(m, x, t, \partial) \circ Q_{11}^+(m, x, t, \partial)^*$$

$$+ \left(Q_{21}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^*\right)_- = 0.$$
which, by (4.11), becomes

\[
\frac{\partial Q_{21}^2}{\partial t_j}(m, x, t, \partial) = - \left( Q_{21}^2(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_- \circ Q_{11}^+(m, x, t, \partial).
\tag{4.18}
\]

By Eqs. (4.13) and (4.16), this equation can be rewritten as

\[
\left( \frac{\partial Q_{12;1}^-}{\partial t_j}(m, x, t) \right)^T = Q_{12;1}^-(m, x, t) \left( Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_- \\
- \partial \circ \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T \circ Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_+ \\
+ \partial \circ \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T \circ Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_+,
\]

or, taking adjoint of both sides,

\[
\frac{\partial Q_{12;1}^-}{\partial t_j}(m, x, t) = - \left( Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_+^* \circ Q_{12;1}^-(m, x, t) \\
+ \left( (Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1})_+ \circ Q_{12;1}^-(m, x, t, \partial)^{-1} \right)_+^* \partial ,
\]

which is equivalent to

\[
\frac{\partial Q_{12;1}^-}{\partial t_j}(m, x, t) = - \left( Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{11}^+(m, x, t, \partial)^{-1} \right)_+^* \left( Q_{12;1}^-(m, x, t) \right) . \tag{4.19}
\]

Finally, we set \( a = b = 2 \) in (4.15) to get

\[
\frac{\partial Q_{21}^+}{\partial t_j}(m, x, t, \partial) \circ Q_{21}^-(m, x, t, \partial)^* + \left( Q_{21}^+(m, x, t, \partial) \circ E_{aa} \partial^j \circ Q_{21}^-(m, x, t, \partial) \right)_-^* \\
+ \frac{\partial Q_{22;1}^+}{\partial t_j}(m, x, t) \partial^{-1} = 0 .
\]

Using Eqs. (4.13), (4.12) and (4.18), we get

\[
\frac{\partial Q_{22;1}^+}{\partial t_j}(m, x, t) = - \left( \partial^{-1} \circ Q_{12;1}^- \right) Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j
\]
\[ \circ Q_{11}^+(m, x, t, \partial)^{-1} \circ Q_{12;1}^+(m, x, t) + \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \right) \]

\[ \circ Q_{11}^+(m, x, t, \partial)^{-1} \circ Q_{12;1}^+(m, x, t) \partial^{-1} \circ Q_{12;1}^-(m, x, t) \partial^{-1} \right) \partial \]

\[ = \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \right) \circ Q_{11}^+(m, x, t, \partial)^{-1} \circ Q_{12;1}^+(m, x, t) \]

which is equivalent to

\[ \frac{\partial Q_{22;1}^{(a)}}{\partial t_j^a} (m, x, t) = \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial^j \right) \circ Q_{11}^+(m, x, t, \partial)^{-1} \left( Q_{12;1}^+(m, x, t) \right). \quad (4.20) \]

Next, we introduce the reduced Lax operators (cf. (3.15)). For \( m \in \mathbb{Z}^r \) such that \( |m| = k \) and \( 1 \leq a \leq r_1 \), let

\[ \mathcal{L}_a(m, x, t, \partial) = Q_{11}^+(m, x, t, \partial) \circ E_{aa} \partial \circ Q_{11}^+(m, x, t, \partial)^{-1} \in \text{Mat}_{r_1 \times r_1} \mathcal{F}((\partial^{-1})), \quad (4.21) \]

if \( \tau^m(x, t) \neq 0 \), and \( \mathcal{L}_a = 0 \) otherwise. Clearly,

\[ \mathcal{L}_a(m, x, t, \partial) \circ \mathcal{L}_b(m, x, t, \partial) = 0 \text{ if } 1 \leq a \neq b \leq r_1, \quad (4.22) \]

and they satisfy the “reduced analogue” of the constraint (3.17), obtained by setting \( \ell = 1 \), \( m' = m'' = (m) \), \( t' = t'' = (t) \) and \( a = b = 1 \) in (4.9):

\[ \left( \sum_{a=1}^{r_1} \mathcal{L}_a^p (m, x, t, \partial) \right)_- = \sum_{a=r_1+1}^r \sum_{i=1}^{p_a} (-1)^{p_a+i} Q_{12;1}^+(m, x, t) E_{aa} \partial^{-1} \circ Q_{12;1}^-(m, x, t)^T \quad (4.23) \]

where we used the expansions (4.8). We can also rewrite all Eqs. (4.16), (4.17), (4.19) and (4.20) in terms of the operators \( \mathcal{L}_a \), to get the “reduced analogue” of the Lax equation (3.18). Equation (4.16) gives the Lax equation

\[ \frac{\partial \mathcal{L}_a}{\partial t_j^a} (m, x, t, \partial) = [(\mathcal{L}_b(m, x, t, \partial)^j)_+, \mathcal{L}_a(m, x, t, \partial)] , \quad 1 \leq a, b \leq r_1, \quad j \in \mathbb{Z}_{>0}. \quad (4.24) \]
Equations (4.17) and (4.19) become, respectively,
\[
\frac{\partial Q_{12;1}^+}{\partial t_j^{(a)}}(m, x, t) = \left( \mathcal{L}_a(m, x, t, \partial) \right)_+ (Q_{12;1}^+(m, x, t)),
\]
(4.25)
and
\[
\frac{\partial Q_{12;1}^-}{\partial t_j^{(a)}}(m, x, t) = -\left( \mathcal{L}_a(m, x, t, \partial) \right)_-(Q_{12;1}^-(m, x, t)).
\]
(4.26)

These equations mean that \( Q_{12;1}^+ \) is a matrix eigenfunction for \( \mathcal{L}_a \), while \( Q_{12;1}^- \) is an adjoint eigenfunction for \( \mathcal{L}_a \). Equation (4.20) becomes
\[
\frac{\partial Q_{12;1}^+}{\partial t_j^{(a)}}(m, x, t) = \left( \partial^{-1} \circ Q_{12;1}^-(m, x, t) \right)^T \mathcal{L}_a(m, x, t, \partial) \left( Q_{12;1}^+(m, x, t) \right),
\]
(4.27)

5. The Constrained Lax Operator and Solution to the Lax Equation

Let
\[
\tilde{\mathcal{L}}(m, x, t, \partial) := \sum_{a=1}^{r_1} \mathcal{L}_a(m, x, t, \partial)^{p_1} \in \text{Mat}_{r_1 \times r_1} \mathcal{F}(\partial^{-1}),
\]
(5.1)
where, as usual, \( \mathcal{F} \) denotes the differential field containing all functions (in the space and time variables) that we consider. In the present section, we use the constraint equation (4.23) to show that the operator (5.1) has the same form as the \( \mathcal{W} \)-algebra Lax operator for \( \mathcal{W}(gl_N, p) \) defined in [DSKV16b] (which we shall review in the next Sect. 6). Equation (4.23) can be rewritten, in terms of the operator (5.1), as
\[
\tilde{\mathcal{L}}(m, x, t, \partial)_- = - \text{Res}_z Q_{12}^+(m, x, t, z) \left( \sum_{a=r_1+1}^{r} z^{p_a} E_{aa} \right) \partial^{-1} \circ Q_{12}^-(m, x, t, -z)^T.
\]
(5.2)

In order to rewrite the RHS of (5.2), we shall use the following alternative version of Lemma 3.2:

**Lemma 5.1.** For every \( A(x, \partial) \in \text{Mat}_{h \times k} \mathcal{F}(\partial)^{-m}, B(x, \partial) \in \text{Mat}_{h' \times k} \mathcal{F}(\partial)^{-n} \), with symbols \( A(x, z), B(x, z) \in \text{Mat} \mathcal{F}(\partial) \), we have
\[
\text{Res}_z A(x, z) \partial^{-1} \circ B(x, -z)^T = \sum_{i,j=0}^{m+n-1} \left( \frac{(-x)^j}{i!} A(x, \partial) \partial^{i+j} \circ B(x, \partial)^* \circ \frac{x^j}{j!} \right).
\]
(5.3)
Proof. Equation (3.8) holds for every matrix pseudodifferential operators \( A(x, \partial), B(x, \partial) \). In particular, for “Laurent” differential operators \( A(x, \partial), B(x, \partial) \in \text{Mat} \mathcal{F}[\partial, \partial^{-1}] \). Let then set

\[
\tilde{A}(x, z) = A(x, z)e^{xz}, \quad \tilde{B}(x, z) = B(x, z)e^{xz},
\]

so that

\[
\tilde{B}(x, -z)^T = e^{-xz}B(x, -z)^T.
\]

Note that, for pseudodifferential operators \( A \) and \( B \), Eqs. (5.4) and (5.5) do not make sense, as they involve diverging series. For “Laurent” differential operators there are no divergence problems, hence \( \tilde{A}(x, z), \tilde{B}(x, z) \) are well defined elements in \( \text{Mat} \mathcal{F}(zz) \). By inverting formulas (5.4) and taking the corresponding (infinite order) pseudodifferential operators, we get

\[
A(x, \partial) = \tilde{A}(x, z)e^{-xz}\big|_{z=\partial} = \sum_{i=0}^{\infty} \frac{(-x)^i}{i!} \tilde{A}(x, \partial)\partial^i \in \text{Mat}_{h \times k} \mathcal{F}(\partial),
\]

and

\[
B(x, \partial)^* = \big|_{z=\partial} e^{xz} \tilde{B}(x, -z)^T = \sum_{j=0}^{\infty} \partial^j \circ \tilde{B}(x, \partial)^* \frac{x^j}{j!} \in \text{Mat}_{k \times h'} \mathcal{F}(\partial).
\]

By (5.4), (5.5), (5.6) and (5.7), Eq. (3.8) gives

\[
\text{Res}_z \tilde{A}(x, z)\partial^{-1} \circ \tilde{B}(x, -z)^T = \sum_{i,j=0}^{\infty} \left( \frac{(-x)^i}{i!} \tilde{A}(x, \partial)\partial^{i+j} \circ \tilde{B}(x, \partial)^* \circ \frac{x^j}{j!} \right).
\]

So far, we only proved Eq. (5.8) for \( \tilde{A}(x, z), \tilde{B}(x, z) \) of the form (5.4), with \( \tilde{A}(x, z), \tilde{B}(x, z) \) Laurent polynomials in \( z \). On the other hand, if the powers of \( z \) in \( \tilde{A}(x, z) \) and \( \tilde{B}(x, z) \) are bounded from below by \(-m\) and \(-n\) respectively, only the coefficients of \( z^{\leq n-1} \) in \( \tilde{A}(x, z) \), and of \( z^{\leq m-1} \) in \( \tilde{B}(x, z) \), give possibly non zero contribution to either side of Eq. (5.8). It follows that Eq. (5.8) actually holds for every Laurent polynomials \( \tilde{A}(x, z), \tilde{B}(x, z) \), and therefore for every Laurent series \( \tilde{A}(x, z), \tilde{B}(x, z) \in \text{Mat} \mathcal{F}(zz) \). Moreover, only the terms with \( i + j \leq m + n - 1 \) give a non-zero contribution to the RHS of (5.8). The claim follows. \( \square \)

As a consequence of Eq. (5.2) and Lemma 5.1, we can write the operator \( \tilde{Z}(m, x, t, \partial) \), defined in (5.1), in a form similar to [DSKV16b, Eq.(5.16)]. For this, introduce the matrices

\[
\tilde{W}_{12}(m, x, t, \partial) = \left( \tilde{W}_{ab}(m, x, t, \partial) \right)_{1 \leq a \leq r_1, \ 1 \leq b \leq r}, \quad \tilde{W}_{21}(m, x, t, \partial) = \left( \tilde{W}_{ab}(m, x, t, \partial) \right)_{1 \leq b \leq r_1, \ 1 \leq a \leq r},
\]

where
\( \widetilde{W}_{ab}(m, x, t, \partial) = \sum_{j=0}^{p_b-1} \sum_{i=0}^{j} \frac{(-x)^i}{i!} Q_{ab; j-i+1}^+(m, x, t) \partial^i \) if \( 1 \leq a \leq r_1, r_1 < b \leq r \),

\begin{equation}
\tag{5.10}
\end{equation}

and

\[ \widetilde{W}_{ab}(m, x, t, \partial) = - \sum_{j=0}^{p_a-1} \sum_{i=0}^{j} (-\partial)^i \circ Q_{ba; j-i+1}^-(m, x, t) \frac{(-x)^i}{i!} \]

if \( r_1 < a \leq r, 1 \leq b \leq r_1 \).

\begin{equation}
\tag{5.11}
\end{equation}

Notice that these are differential operators of order bounded from above by \( \min\{p_a, p_b\} - 1 \), as in [DSKV16b, Eq.(5.5)]. By the definition (5.1) of the operator \( \widetilde{L}(m, x, t, \partial) \), Eq. (4.21) and the expansion (4.8), we have

\[ \widetilde{L}(m, x, t, \partial) = Q_{11}^+ (m, x, t, \partial) \partial^{p_1} \circ Q_{11}^+ (m, x, t, \partial)^{-1} = 1_{r_1} \partial^{p_1} + \text{terms of order} < p_1. \]

Moreover, by (5.11) and (5.11), the matrix

\[ \widetilde{W}_{12}(m, x, t, \partial) \left( \sum_{a=r_1+1}^{r} E_{aa} \partial^{-p_a} \right) \circ \widetilde{W}_{21}(m, x, t, \partial) \]

is a pseudodifferential operator of order strictly less than \( p_1 \). Set then

\[ \widetilde{W}_{11}(m, x, t, \partial) = \widetilde{L}(m, x, t, \partial)_+ - 1_{r_1} \partial^{p_1} + \left( \widetilde{W}_{12}(m, x, t, \partial) \left( \sum_{a=r_1+1}^{r} E_{aa} \partial^{-p_a} \right) \circ \widetilde{W}_{21}(m, x, t, \partial) \right)_+ \]

\begin{equation}
\tag{5.12}
\end{equation}

which is an \( r_1 \times r_1 \)-matrix differential operator of order bounded from above by \( p_1 - 1 \), as in [DSKV16b, Eq.(5.5)].

**Theorem 5.2.** The operator \( \widetilde{L}(m, x, t, \partial) \) defined in (5.1) has the following form

\[ \widetilde{L}(m, x, t, \partial) = 1_{r_1} \partial^{p_1} + \widetilde{W}_{11}(m, x, t, \partial) - \widetilde{W}_{12}(m, x, t, \partial) \]

\[ \circ \left( \sum_{a=r_1+1}^{r} E_{aa} \partial^{-p_a} \right) \circ \widetilde{W}_{21}(m, x, t, \partial), \]

\begin{equation}
\tag{5.13}
\end{equation}

where the matrices \( \widetilde{W}_{12}(m, x, t, \partial) \in \text{Mat}_{r_1 \times (r-r_1)} \mathcal{F}[\partial], \widetilde{W}_{21}(m, x, t, \partial) \in \text{Mat}_{(r-r_1) \times r_1} \mathcal{F}[\partial], \) and \( \widetilde{W}_{11}(m, x, t, \partial) \in \text{Mat}_{r_1 \times r_1} \mathcal{F}[\partial], \) are as in (5.9)–(5.12).

**Proof.** In order to prove Eq. (5.13), we would like to apply Lemma 5.1 to rewrite Eq. (5.2). Note, though, that Eq. (5.3) cannot be applied directly in the RHS of (5.2), since \( Q_{12}^- (m, x, t, z) \) are formal power series in \( z^{-1} \), and not Laurent series in \( z \), as required by Lemma 5.1. In order to apply Lemma 5.1 we therefore replace \( z \) by \( z^{-1} \) by using the obvious identity

\[ \text{Res}_z f(z) = \text{Res}_{z^{-1}} z^{-2} f(z^{-1}). \]
Hence, Eq. (5.2) becomes
\[ \tilde{L}(m, x, t, \partial) = -\text{Res}_z Q^+_i(m, x, t, z^{-1}) \left( \sum_{a=r_1+1}^r z^{-p_a} E_{aa} \right) \partial^{-1} \]
\[ \circ Q^-_i(m, x, t, -z^{-1})^T. \]

We then apply Lemma 5.1 with \((r_1 + 1 \leq a \leq r)\)
\[ A(x, z) = Q^+_i(m, x, t, z^{-1}) z^{-p_a} E_{aa} \in \text{Mat}_{r_1 \times (r-r_1)} V[[z]] z^{-p_a-1} \]
and
\[ B(x, z) = Q^-_i(m, x, t, z^{-1}) \in \text{Mat}_{r_1 \times (r-r_1)} V[[z]]. \]
(Here we are using expansions (4.8).) As a result, we get
\[
\tilde{L}(m, x, t, \partial) = -\sum_{a=r_1+1}^r \sum_{i,j=0}^{p_a-1} \left( \frac{(-x)^j}{i!} Q^+_i(m, x, t, \partial^{-1}) \circ E_{aa} \partial^{i+j-p_a-2} \circ Q^-_i(m, x, t, \partial^{-1})^* \frac{x^j}{j!} \right)_-. \tag{5.14}
\]

By expansions (4.8), Eq. (5.14) becomes
\[
\tilde{L}(m, x, t, \partial) = -\sum_{a=r_1+1}^r \sum_{i,j=0}^{p_a-1} \sum_{h,k=1}^{p_a} \left( \frac{(-x)^j}{i!} Q^+_i(m, x, t, \partial) E_{aa} \partial^{i+j+h+k-p_a-2} \circ (-1)^k Q^-_i(m, x, t, \partial) \frac{x^j}{j!} \right)_-. \tag{5.15}
\]

Recalling definition (5.9) of the matrices \(\tilde{W}_i(m, x, t, \partial)\) and \(\tilde{W}_2(m, x, t, \partial)\), we can rewrite Eq. (5.15) as
\[ \tilde{L}(m, x, t, \partial) = -\left( \tilde{W}_1(m, x, t, \partial) \left( \sum_{a=r_1+1}^r E_{aa} \partial^{-p_a} \circ \tilde{W}_2(m, x, t, \partial) \right) \right)_-. \tag{5.16}
\]
Combining (5.16) and (5.12), we finally get Eq. (5.13), completing the proof. \(\square\)

Next, we use the evolution Eq. (4.24) for the operators \(L_a(m, x, t, \partial), a = 1, \ldots, r_1\), to derive an evolution equation for the Lax operator (5.1). For this, we need to set
\[ t^{(a)}_j = t_j \text{ for all } a = 1, \ldots, r_1. \tag{5.17} \]
In other words, we let \(t = (t_j)_{j \in \mathbb{Z}_{>0}}\), and
\[ \tilde{L}(m, x, t, \partial) := \tilde{L}(m, x, t, \partial)|_{t^{(a)}_j = t \forall a = 1, \ldots, r_1}. \tag{5.18} \]

**Theorem 5.3.** The operator \(\tilde{L}(m, x, t, \partial)\) defined by (5.18) and (5.1) evolves according to the Lax equations
\[ \frac{\partial \tilde{L}}{\partial t_j}(m, x, t, \partial) = \left[ (\tilde{L}(m, x, t, \partial) \frac{\partial}{\partial t_j} \right) \tilde{L}(m, x, t, \partial), \tilde{L}(m, x, t, \partial) \right], \quad j \in \mathbb{Z}_{\geq 1}. \tag{5.19} \]
Proof. By Eqs. (5.1) and (4.22), we immediately have

\[
\tilde{\mathcal{L}}(m, x, t, \partial)^{j \in \mathbb{Z}_{\geq 1}} = \sum_{a=1}^{r_1} \mathcal{L}_a(m, x, t, \partial)^{j} \quad j \in \mathbb{Z}_{\geq 1}.
\]

(5.20)

Moreover, since both \( \frac{\partial}{\partial t_j} \) and the adjoint action of \((\mathcal{L}_b(m, x, t, \partial)^{j})_{+}\) are derivations of the product of pseudodifferential operators, we immediately get from (4.24) that

\[
\frac{\partial (\mathcal{L}_a)^n}{\partial t_j^{(b)}}(m, x, t, \partial) = [(\mathcal{L}_b(m, x, t, \partial)^{j})_{+}, (\mathcal{L}_a)^n(m, x, t, \partial)], \quad n \in \mathbb{Z}_{\geq 0}, \quad j \in \mathbb{Z}_{\geq 1}.
\]

(5.21)

Hence, setting (5.17), we can use Eqs. (5.20) and (5.21) to get

\[
\frac{\partial \tilde{\mathcal{L}}}{\partial t_j}(m, x, t, \partial) = \sum_{b=1}^{r_1} \frac{\partial \tilde{\mathcal{L}}}{\partial t_j^{(b)}}(m, x, t, \partial) = \sum_{a,b=1}^{r_1} \frac{\partial (\mathcal{L}_a)^{p_1}}{\partial t_j^{(b)}}(m, x, t, \partial)
\]

\[= \sum_{a,b=1}^{r_1} [(\mathcal{L}_b(m, x, t, \partial)^{j})_{+}, (\mathcal{L}_a)^{p_1}(m, x, t, \partial)]
\]

= [(\tilde{\mathcal{L}}(m, x, t, \partial)^{j \in \mathbb{Z}_{\geq 1}}), \tilde{\mathcal{L}}(m, x, t, \partial)].

\[\Box\]

6. The \(\mathcal{W}\)-algebra Lax Operator for \(\mathcal{W}(\mathfrak{gl}_N, p)\) and the Associated Integrable Hamiltonian Hierarchy

In the present section we briefly review the theory of classical \(\mathcal{W}\)-algebras, the construction of the Lax operator \(\mathcal{L}(\partial)\) for the \(\mathcal{W}\)-algebra \(\mathcal{W}(\mathfrak{gl}_N, p)\), and the associated integrable hierarchy of Hamiltonian equations in Lax form. The interested reader is referred to [BDSK09, DSKV13, DSKV16a, DSKV16b, DSKV16c, DSKV18].

6.1. Poisson vertex algebras and integrable Hamiltonian equations. Recall from [BDSK09] that a Poisson vertex algebra (PVA) is a differential algebra, i.e. a unital commutative associative algebra with a derivation \(\partial\), endowed with a \(\lambda\)-bracket, i.e. a bilinear (over \(\mathbb{C}\)) map \(\{\cdot, \cdot\}: \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{V}[\lambda]\), satisfying the following axioms \((a, b, c \in \mathcal{V})\):

(i) sesquilinearity: \(\{\partial a, b\} = -\lambda \{a, b\}, \{\lambda, b\} = (\lambda + \partial)\{a, b\}\);

(ii) skewsymmetry: \(\{b, a\} = -\{a, b\}\), where \(\partial\) in the RHS is moved to the left and acts on the coefficients;

(iii) Jacobi identity: \(\lambda \{\lambda \{b, c\}\} - \{b, \lambda \{a, c\}\} = \{\lambda \{a, b\}, c\} - [\lambda, b]_{\lambda + \mu}c\};

(iv) left Leibniz rule: \(\{a, bc\} = \{a, b\}c + \{a, c\}b\).

Applying skewsymmetry to the left Leibniz rule we get

(v) right Leibniz rule: \(\{ab, c\} = \{a_{\lambda + \beta} \} \rightarrow b + \{b_{\lambda + \alpha} \} \rightarrow a\), where \(\rightarrow\) means that \(\partial\) is moved to the right.
For example, given a Lie algebra $\mathfrak{g}$ with a symmetric invariant bilinear form $\langle \cdot, \cdot \rangle$, we have the corresponding classical affine PVA. It is defined as the algebra $\mathcal{V}(\mathfrak{g}) = S(\mathbb{C}[\partial]\mathfrak{g})$ of differential polynomials over $\mathfrak{g}$, with the PVA $\lambda$-bracket given by

$$\{a, b\} = [a, b] + (a|b)\lambda \quad \text{for} \quad a, b \in \mathfrak{g},$$

and extended to $\mathcal{V}(\mathfrak{g})$ by the sesquilinearity axiom and the Leibniz rules.

As usual, we denote by $\int : \mathcal{V} \to \mathcal{V}/\partial \mathcal{V}$ the canonical quotient map of vector spaces. Recall that, if $\mathcal{V}$ is a Poisson vertex algebra, then $\mathcal{V}/\partial \mathcal{V}$ carries a well defined Lie algebra structure given by $\{\int f, \int g\} = \int \{f, g\}_{\lambda=0}$, and we have a representation of the Lie algebra $\mathcal{V}/\partial \mathcal{V}$ on $\mathcal{V}$ given by $\{\int f, g\} = \{f_{\lambda}g\}_{\lambda=0}$. A Hamiltonian equation on $\mathcal{V}$ associated to a Hamiltonian functional $\int h \in \mathcal{V}/\partial \mathcal{V}$ is the evolution equation

$$\frac{du}{dt} = \{\int h, u\}, \quad u \in \mathcal{V}.$$  

The minimal requirement for integrability is to have an infinite collection of linearly independent integrals of motion in involution:

$$\int h_0 = \int h, \int h_1, \int h_2, \ldots \quad \text{s.t.} \quad \{\int h_i, \int h_j\} = 0 \quad \text{for all} \quad i, j \geq 0.$$  

In this case, we have the integrable hierarchy of Hamiltonian equations

$$\frac{du}{dt_j} = \{\int h_j, u\}, \quad j \in \mathbb{Z}_{\geq 0}.$$  

6.2. Classical $\mathcal{W}$-algebras. Let $\mathfrak{g}$ be a reductive Lie algebra, with a non-degenerate invariant symmetric bilinear form $\langle \cdot, \cdot \rangle$, and consider the classical affine PVA $\mathcal{V}(\mathfrak{g})$ with $\lambda$-bracket defined by (6.1). Given an $\mathfrak{sl}_2$-triple $(e, f, \chi)$ in $\mathfrak{g}$, such that $\{e, f\} = \chi$, $[\chi, e] = e$, $[\chi, f] = -f$, we have the corresponding Dynkin grading of $\mathfrak{g}$, namely the $\text{ad} \chi$-eigenspace decomposition

$$\mathfrak{g} = \bigoplus_{k \in \frac{1}{2}\mathbb{Z}} \mathfrak{g}_k, \quad \mathfrak{g}_k = \{a \in \mathfrak{g} \mid [\chi, a] = ka\}. \quad (6.4)$$

It is well known that this grading depends, up to conjugation, only on the adjoint orbit of $f$.

For a subspace $\mathfrak{p} \subset \mathfrak{g}$, we will denote by $\mathcal{V}(\mathfrak{p})$ the differential subalgebra $S(\mathbb{C}[\partial]\mathfrak{p})$ of $\mathcal{V}(\mathfrak{g})$. Consider the differential subalgebra $\mathcal{V}(\mathfrak{g}_{\geq \frac{1}{2}})$ of $\mathcal{V}(\mathfrak{g})$, and denote by $\rho : \mathcal{V}(\mathfrak{g}) \to \mathcal{V}(\mathfrak{g}_{\geq \frac{1}{2}})$, the differential algebra homomorphism defined on generators by

$$\rho(a) = \pi_{\frac{1}{2}}(a) + (f|a), \quad a \in \mathfrak{g},$$

where $\pi_{\frac{1}{2}} : \mathfrak{g} \to \mathfrak{g}_{\frac{1}{2}} := \bigoplus_{k \leq \frac{1}{2}} \mathfrak{g}_k$ denotes the projection with kernel $\mathfrak{g}_{\geq 1}$. The classical $\mathcal{W}$-algebra $\mathcal{W}(\mathfrak{g}, f)$ is, by definition, the differential algebra

$$\mathcal{W}(\mathfrak{g}, f) = \{w \in \mathcal{V}(\mathfrak{g}_{\frac{1}{2}}) \mid \rho(a|w) = 0 \quad \text{for all} \quad a \in \mathfrak{g}_{\frac{1}{2}}\}, \quad (6.6)$$
endowed with the following PVA $\lambda$-bracket [DSKV13, Lemma 3.2]

$$\{ v_\lambda, w \}^\mathcal{W} = \rho \{ v_\lambda, w \}, \quad v, w \in \mathcal{W}. \quad (6.7)$$

We can describe explicitly the classical $\mathcal{W}$-algebra as an algebra of differential polynomials. For this, fix a subspace $U \subset g_{\geq -\frac{1}{2}}$ complementary to $[f, g_{\geq \frac{1}{2}}]$ and compatible with the grading (6.4). Obviously, the orthogonal complement of $[f, g_{\geq \frac{1}{2}}]$ in $g_{\geq -\frac{1}{2}}$ w.r.t. the bilinear form $(\cdot | \cdot)$ is $g^f \subset g_{\leq \frac{1}{2}}$, the centralizer of $f$ in $g$. Hence, we have the “dual” direct sum decompositions [DSKV18, Eq.(3.6)–(3.7)]

$$g_{\geq -\frac{1}{2}} = [f, g_{\geq \frac{1}{2}}] \oplus U, \quad g_{\leq \frac{1}{2}} = U^\perp \oplus g^f. \quad (6.8)$$

As a consequence, we have the decomposition in a direct sum of subspaces

$$\mathcal{V}(g_{\leq \frac{1}{2}}) = \mathcal{V}(g^f) \oplus \langle U^\perp \rangle, \quad (6.9)$$

where $\langle U^\perp \rangle$ is the differential algebra ideal of $\mathcal{V}(g_{\leq \frac{1}{2}})$ generated by $U^\perp$. Let $\pi_g^f : \mathcal{V}(g_{\leq \frac{1}{2}}) \to \mathcal{V}(g^f)$ be the canonical quotient map, with kernel $\langle U^\perp \rangle$.

**Theorem 6.1.** ([DSKV16c, Cor.4.1]) The map $\pi_g^f$ restricts to a differential algebra isomorphism

$$\pi := \pi_g^f |_{\mathcal{W}(g, f)} : \mathcal{W}(g, f) \xrightarrow{\sim} \mathcal{W}(g^f),$$

hence we have the inverse differential algebra isomorphism

$$w : \mathcal{V}(g^f) \xrightarrow{\sim} \mathcal{W}(g, f),$$

which associates to every element $q \in g^f$ the (unique) element $w(q) \in \mathcal{W}$ of the form $w(q) = q + r$, with $r \in \langle U^\perp \rangle$.

### 6.3. Generators for the classical $\mathcal{W}$-algebra $\mathcal{W}(gl_N, p)$

Consider the Lie algebra $g = gl_N$, with the trace form $(a, b) = \text{tr}(ab)$. Associated to the partition $p = (p_1, \ldots, p_r)$ of $N$, is the index set of cardinality $N$

$$I = \{(a, i) \text{ with } 1 \leq a \leq r, 1 \leq i \leq p_a\}, \quad (6.10)$$

which we order lexicographically. We then let $V$ be the vector space with basis $\{e_a\}_{a \in I}$, and we identify $gl_N = gl(V)$. Let $f \in gl_N$ be the nilpotent element in Jordan form associated to the partition $p$, i.e.

$$f(e_{(a,i)}) = e_{(a,i+1)} \text{ for } i < p_a, \quad \text{and } f(e_{(a,p_a)}) = 0. \quad (6.11)$$

Let also $\chi \in gl_N$ be the diagonal matrix with eigenvalues

$$\chi(a,i) = \frac{p_a + 1}{2} - i \in \frac{1}{2} \mathbb{Z}. \quad (6.12)$$

Note that the adjoint action of $\chi$ defines a Dynkin grading (6.4) of $g$. We then consider the corresponding classical $\mathcal{W}$-algebra (6.6), which we denote $\mathcal{W}(gl_N, p)$. 

By [DSKV16b, Prop.5.2], the following elements form a basis for $g^f$, the centralizer of $f$ in $g$,
\[ f_{ab;i} = \sum_{j=0}^{i} E(a, p_a + j - i), (b, j+1) \ , \ 1 \leq a, b \leq r, \ 0 \leq i \leq \min\{p_a, p_b\} - 1 , \]
(6.13)
where $E_{\alpha, \beta}$, $\alpha, \beta \in I$, denote the standard matrices: $E_{\alpha, \beta}(e_\gamma) = \delta_{\beta, \gamma}e_\alpha$. Moreover, by [DSKV16b, Prop.5.1] the following is a subspace of $g$ complementary to $[f, g]$:
\[ U = \text{Span} \{ E(b, 1), (a, p_a - i) \mid 1 \leq a, b \leq r, \ 0 \leq i \leq \min\{p_a, p_b\} - 1 \} \]
(6.14)
Equivalently, it is a subspace of $g_{\geq \frac{1}{2}}$ complementary to $[f, g_{\geq \frac{1}{2}}]$, and it is obviously compatible with the grading (6.4). In fact, the basis (6.13) of $g^f$ and (6.14) of $U$ are dual to each other:
\[ \left( \sum_{j=0}^{i} E(a, p_a + j - i), (b, j+1) \right| E(b', 1), (a', p_a - i') \) = \delta_{a, a'} \delta_{b, b'} \delta_{i, i'} . \]

With this choice, Theorem 6.1, provides a differential algebra isomorphism $w : \mathcal{V}(g^f) \xrightarrow{\sim} \mathcal{W}(gl_N, p)$, and we get a set of generators for the $\mathcal{W}$-algebra, viewed as an algebra of differential polynomials, corresponding to the basis (6.13) of $g^f$:
\[ w_{ab;k} = w(f_{ab;k}) \in W(gl_N, p) . \]
(6.15)

6.4. The lax operator for $\mathcal{W}(gl_N, p)$ and associated integrable Hamiltonian hierarchy. Following [DSKV16b], we encode all the $\mathcal{W}$-algebra generators (6.15) into the $r \times r$-matrix differential operator
\[ W(\partial) = \left( \sum_{i=0}^{\min\{p_a, p_b\} - 1} w_{ba;i} (-\partial)^i \right)_{a,b=1}^{r} \in \text{Mat}_{r \times r} \mathcal{W}(gl_N, p) [\partial] , \]
(6.16)
which we write in block form, cf. (4.7),
\[ W(\partial) = \begin{pmatrix} W_{11}(\partial) & W_{12}(\partial) \\ W_{21}(\partial) & W_{22}(\partial) \end{pmatrix} , \]
(6.17)
with blocks of sizes $r_1 \times r_1$, $r_1 \times (r - r_1)$, $(r - r_1) \times r_1$ and $(r - r_1) \times (r - r_1)$. By [DSKV16b, Eq.(5.16)], the Lax operator $\mathcal{L}(\partial) \in \text{Mat}_{r_1 \times r_1} \mathcal{W}(gl_N, p)((\partial^{-1}))$ is obtained as the quasideterminant of the matrix $-(-\partial)^L + W(\partial)$ w.r.t. the first $r_1$ rows and columns, where
\[ (-\partial)^L := \sum_{a=1}^{r} E_{aa} (-\partial)^{p_a} . \]
(6.18)
Explicitly,
\[ \mathcal{L}(\partial) = -\frac{1}{r_1}(-\partial)^{p_1} + W_{11}(\partial) - W_{12}(\partial) \circ \left( -(-\partial)^{\mathcal{L}} + W_{22}(\partial) \right)^{-1} \circ W_{21}(\partial), \]

(6.19)

where \( q \) is obtained from the partition \( p \) by removing the \( r_1 \) parts of maximal size \( p_1 \), so that

\[ (-\partial)^{\mathcal{L}} = \sum_{a=r_1+1}^{r} E_{aa} (-\partial)^{p_a}. \]

(6.20)

**Theorem 6.2.** ([DSKV16b, Sec.6.4]) Given a partition \( p \) of \( N \), consider the \( r_1 \times r_1 \)-matrix pseudodifferential operator \( \mathcal{L}(\partial) \in \text{Mat}_{r_1 \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)((\partial^{-1})) \) defined by (6.19), and let \( \mathcal{L}(\partial)^{\frac{1}{p_1}} \) be an arbitrary \( p_1 \)-root of \( \mathcal{L}(\partial) \). The local functionals

\[ \int h_j = \frac{p_1}{j} \int \text{Res}_\partial \text{tr} \left( \mathcal{L}(\partial)^{\frac{1}{p_1}} \right) \in \mathcal{W}(\mathfrak{gl}_N, p), \quad j \in \mathbb{Z}_{\geq 1}, \]

(6.21)

are in involution w.r.t. the \( \mathcal{W} \)-algebra \( \lambda \)-bracket:

\[ \{ \int h_i, \int h_j \}^\mathcal{W} = 0 \text{ for all } i, j \in \mathbb{Z}_{\geq 1}. \]

Hence, we have the corresponding integrable hierarchy of Hamiltonian equations

\[ \frac{\partial w}{\partial t_j} = \{ \int h_j, w \}^\mathcal{W} \text{ for all } j \in \mathbb{Z}_{\geq 1}. \]

(6.22)

Furthermore, the hierarchy (6.22) implies the hierarchy of Lax equations for \( \mathcal{L}(\partial) \):

\[ \frac{\partial \mathcal{L}(\partial)}{\partial t_j} = \left[ (\mathcal{L}(\partial)^{\frac{1}{p_1}})^+, \mathcal{L}(\partial) \right], \quad j \in \mathbb{Z}_{\geq 1}. \]

(6.23)

**Proof.** By [DSKV16b, Thm.4.6], the matrix pseudodifferential operator \( \mathcal{L}(\partial) \) is of Adler type w.r.t. the \( \mathcal{W} \)-algebra \( \lambda \)-bracket. Then, the claim is a special case of [DSKV16a, Thm.5.1]. \( \Box \)

The main goal of the present paper is to construct tau-functions of the Hamiltonian hierarchy (6.22), which are exhibited in Theorem 7.1 below.

### 7. Tau-functions for the Hamiltonian Hierarchy Associated to \( \mathcal{W}(\mathfrak{gl}_N, p) \)

Theorem 5.3 provides tau-functions solutions \( \mathcal{\tilde{L}}(m, x, t, \partial) \) to the hierarchy of Lax equations (5.19). On the other hand, according to Theorem 6.2, a solution to the Hamiltonian hierarchy (6.22) automatically provides a solution to the hierarchy of Lax equations (6.23) (which is the same as (5.19)). It is therefore natural to ask whether the matrix \( \mathcal{\tilde{W}}(m, x, t, \partial) \) constructed in Sect. 5 also solves the “full” Hamiltonian hierarchy (6.22). This is essentially true, and it is the content of Theorem 7.1 below, which is the main result of the paper.

Unfortunately, the forms of the operator \( \mathcal{\tilde{L}}(m, x, t, \partial) \) in (5.13) and of the operator \( \mathcal{L}(\partial) \) in (6.19) do not quite match, due to a different choice of signs (this is the reason for the tilde-notation). To pass from (5.13) to (6.19) we need to change the sign of \( \partial \) and
of \( \mathcal{L} \). On the other hand, if, after these changes of signs, we want that the Lax equations (5.19) and (6.23) correspond to each other, we need to change sign of the space variable \( x \) and multiply the time variables \( t_j \) by a factor \((-1)^{\frac{j}{p_1}} \) \((-1)^{\frac{j}{p_1}} \) being an arbitrary \( p_1 \)-root of \(-1\). So we let

\[
\mathcal{L}(m, x, t, \partial) = -\tilde{\mathcal{L}}(m, -x, \tilde{t}, -\partial) \quad \text{were} \quad \tilde{t} = ((-1)^{\frac{j}{p_1}}, t_j)_{j \in \mathbb{Z}_{>0}}.
\]

(7.1)

Equation (5.13) then can be rewritten as

\[
\mathcal{L}(m, x, t, \partial) = -\mathbb{I}_{r_1}(-\partial)^{p_1} + W_{11}(m, x, t, \partial) + W_{12}(m, x, t, \partial) \\
\circ(-\partial)^{-\frac{p_2}{2}} \circ W_{21}(m, x, t, \partial),
\]

(7.2)

where

\[
W_{ab}(m, x, t, \partial) = -\tilde{W}_{ab}(m, -x, \tilde{t}, -\partial) \quad \text{for} \quad (a, b) \neq (2, 2).
\]

(7.3)

Note that (7.2) has the same form as (6.19), if we set

\[
W_{22}(m, x, t, \partial) = 0.
\]

(7.4)

Recalling (5.11), (5.11) and (5.12), we can find explicit formulas for the matrix entries of \( \tilde{W}(m, x, t, \partial) \) in terms of the wave operators \( Q^\pm(m, x, t, \partial) \) constructed in Sect. 4. Let, as in (6.16)–(6.17),

\[
W(m, x, t, \partial) = (W_{ab}(m, x, t, \partial))_{a, b \in [1, 2]}
\]

\[
= \left( \sum_{i=0}^{\min\{p_a, p_b\} - 1} w_{ba}^i (m, x, t) (-\partial)^i \right)_{1 \leq a, b \leq r},
\]

(7.5)

with coefficients \( w_{ba}^i (m, x, t) \) \( \in \mathcal{F} \). By (7.3) with \( a = 1, b = 2 \), and by (5.11), we get

\[
\sum_{j=0}^{p_b-1} w_{ba}^j (m, x, t) (-\partial)^j = \sum_{j=0}^{p_a-1} \sum_{i=0}^{j} \frac{x^i}{i!} Q_{ab;j-i+1}^+(m, -x, \tilde{t}) (-\partial)^j,
\]

for \( 1 \leq a \leq r_1, r_1 \leq b \leq r \),

(7.6)

or, equivalently,

\[
w_{ba}^j (m, x, t) = -\sum_{i=0}^{j} \frac{x^i}{i!} Q_{ab;j-i+1}^+(m, -x, \tilde{t}),
\]

for \( 1 \leq a \leq r_1, r_1 \leq b \leq r, 0 \leq j \leq p_b - 1 \),

(7.7)

where the RHS is evaluated at the times \( t \) as in (5.17) and (7.1). Similarly, by (7.3) with \( a = 2, b = 1 \), and by (5.11), we get

\[
\sum_{j=0}^{p_a-1} w_{ba}^j (m, x, t) (-\partial)^j = \sum_{j=0}^{p_a-1} \sum_{i=0}^{j} \partial^i \circ Q_{ba;j-i+1}^-(m, -x, \tilde{t}) \frac{x^i}{i!},
\]

for \( r_1 < a \leq r, 1 \leq b \leq r_1 \),

(7.8)
from which the coefficients \( w_{ba,j}(m, x, t) \in \mathcal{F} \), with \( r_1 < a < r, \ 1 \leq b \leq r_1, \ 0 \leq j \leq p_a - 1 \), can be easily computed by expanding the RHS. Next, if we combine (7.3) with \( a = b = 1 \) with (5.12) and (7.1), we just end up with Eq. (7.2). In order to get formulas for the remaining functions \( w_{ba,j}(m, x, t) \in \mathcal{F} \), with \( 1 \leq a, b \leq r_1 \) and \( 0 \leq j \leq p_1 - 1 \), we need to use Eqs. (4.21) and (5.1). As a result, we get

\[
\left( \sum_{j=0}^{p_1-1} w_{ba,j}(m, x, t) (-\partial)^j \right)_{a,b=1}^{r_1} = W_{11}(m, x, t, \partial) = -\tilde{W}_{11}(m, -x, \tilde{t}, -\partial)
\]

\[
= -\tilde{\mathcal{L}}(m, -x, \tilde{t}, -\partial)_* + \mathbb{I}_{r_1}(-\partial)^{p_1} \phi_{11}(m, -x, \tilde{t}, -\partial)
\]

\[
= -\left( Q_{11}(m, -x, \tilde{t}, -\partial) \circ \mathbb{I}_{r_1}(-\partial)^{p_1} \circ Q_{11}(m, -x, \tilde{t}, -\partial)^{-1} \right)_+ + \mathbb{I}_{r_1}(-\partial)^{p_1} - \left( W_{12}(m, x, t, \partial) \circ (-\partial)^{-q} \circ W_{21}(m, x, t, \partial) \right)_+, \tag{7.9}
\]

from which the coefficients \( w_{ba,j}(m, x, t) \in \mathcal{F} \), with \( 1 \leq a, b \leq r_1, \ 0 \leq j \leq p_1 - 1 \), can be explicitly derived, by computing the matrix entries in the RHS and expanding them as differential operators. Finally, recalling (7.4), we set

\[
w_{ba,j}(m, x, t) = 0, \text{ for } r_1 < a, b \leq r, \ 0 \leq j \leq \min\{p_a, p_b\} - 1. \tag{7.10}
\]

We can now state the first main result of the paper.

**Theorem 7.1.** Let \( k \in \mathbb{Z} \) and \( m \in \mathbb{Z}^r \) be such that \( |m| = k \). Let \( \tau_{\mathfrak{t}}(\mathfrak{t}) = \{\tau^m(\mathfrak{t})|_{\mathfrak{m}} = k\} \) be a tau-function of the \( p \)-KdV hierarchy such that \( \tau^m(\mathfrak{t}) \neq 0 \). Then the functions \( w_{ba,j}(m, x, t) \in F, 1 \leq a, b \leq r, 0 \leq j \leq \min\{p_a, p_b\} - 1 \), defined by (7.7), (7.8), (7.9) and (7.10), form a solution of the integrable hierarchy (6.22) associated to the classical \( \mathcal{W} \)-algebra \( \mathcal{W}(\mathfrak{g}_N, p) \).

The remainder of the paper is devoted to the proof of Theorem 7.1. First, we observe, in Sect. 8, that the operator \( \mathcal{L}(m, x, t, \partial) \in \text{Mat}_{r_1 \times r_1} \mathcal{F}((\partial)^{-1}) \) associated by Eq. (7.2) to the functions \( w_{ba,j}(m, x, t) \in \mathcal{F}, 1 \leq a, b \leq r, 0 \leq j \leq \min\{p_a, p_b\} - 1 \), indeed solves the hierarchy of Lax equations (6.23). This unfortunately does not suffice to prove Theorem 7.1, as the Lax equations (6.23) are implied by the hierarchy of Hamiltonian equations (6.22), but a priori (6.23) does not imply (6.22). Only in Sect. 12 we will prove that, in fact, the Lax equations (6.23) do indeed imply the full hierarchy of Hamiltonian equations (6.22), see Theorem 12.1 below. In order to prove this fact, a key point is the observation that, along the Hamiltonian flow (6.22), the submatrix \( W_{22}(\partial) \) does not evolve. This fact will be proved in Corollary 11.5 in Sect. 11. Before stating and proving the crucial point, that \( W_{22}(\partial) \) does not evolve, we shall review in Sect. 9 some notation and preliminary results on the classical \( \mathcal{W} \)-algebra \( \mathcal{W}(\mathfrak{g}_N, p) \), and we will provide in Sect. 10 a new, algorithmic way, to construct the generator matrix \( \mathcal{W}(\partial) \in \text{Mat}_{r \times r} \mathcal{W}(\mathfrak{g}_N, p)[\partial] \) defined in (6.16), see Corollary 10.10 below. The proof of Corollary 11.5, i.e. that \( W_{22}(\partial) \) does not evolve, will be then based on this algorithmic construction of the matrix \( W(\partial) \).
8. Tau-function Solutions for the Lax Equations (6.23)

Proposition 8.1. Let \( k \in \mathbb{Z}, m \in \mathbb{Z}^r \) and \( \tau(t) \) be as in Theorem 7.1. Consider the functions \( w_{ia; j}(m, x, t) \in \mathcal{F}, 1 \leq a, b \leq r, 0 \leq j \leq \min\{p_a, p_b\} - 1 \), defined by (7.7), (7.8), (7.9) and (7.10). Then the matrix pseudodifferential operator \( \mathcal{L}(m, x, t, \partial) \in \text{Mat}_{r \times r}(\mathcal{F}(\partial^{-1})) \) given by (7.2) (with the notation (7.5)) solves the hierarchy of Lax equations (6.23).

Proof. By the constructions of Sect. 7, Eq. (7.1) holds. The claim is then an immediate consequence of Theorem 5.3. \( \square \)

9. Some Preliminaries on PV A’s and \( \mathcal{W} \)-algebras

9.1. Notational conventions. Given a finite-dimensional vector space \( V \), consider the associative algebra \( \text{End} V \), the Lie algebra \( \mathfrak{g} = \text{gl}(V) \), and the classical affine PVA \( \mathcal{V}(\mathfrak{g}) \) defined by (6.1). Even though the two spaces \( \text{gl}(V) \) and \( \text{End} V \) are canonically identified, we will keep them distinct. For this, we shall usually denote the elements of the Lie algebra \( \mathfrak{g} \) by lowercase letters \( a, b, \ldots, \) and the same elements, viewed as elements of the associative algebra \( \text{End} V \), by the corresponding uppercase letters \( A, B, \ldots \). Also, we shall usually drop the tensor product sign for the elements of \( \mathcal{V}(\mathfrak{g}) \otimes \text{End} V \); hence, for example, \( aB \) will denote the monomial of \( \mathcal{V}(\mathfrak{g}) \otimes \text{End} V \), with \( a \in \text{gl}(V) \) and \( B \in \text{End} V \).

A \( \lambda \)-bracket between an element in \( \mathcal{V}(\mathfrak{g}) \) and element in \( \mathcal{V}(\mathfrak{g}) \otimes \text{End} V \) has to be interpreted as

\[
[a \lambda b]C = (a \lambda b)C \in \mathcal{V}(\mathfrak{g})[\lambda] \otimes \text{End} V,
\]

while a \( \lambda \)-bracket between two elements of \( \mathcal{V}(\mathfrak{g}) \otimes \text{End} V \) has to be interpreted as

\[
[a B \lambda c]D = (a B \lambda c)D \in \mathcal{V}(\mathfrak{g})[\lambda] \otimes \text{End} V \otimes \text{End} V.
\]

On \( \mathcal{V}(\mathfrak{g})(\partial^{-1}) \otimes \text{End} V \) we also have a natural associative product, defined componentwise:

\[
(a(\partial)B)(c(\partial)D) = (a(\partial) \circ c(\partial))(BD) \in \mathcal{V}(\mathfrak{g})(\partial^{-1}) \otimes \text{End} V.
\]

Similarly, we have a natural associative product, defined componentwise, on \( \mathcal{V}(\mathfrak{g})(\partial^{-1}) \otimes \text{End} V \otimes \text{End} V \).

In Sect. 9.2, given an element \( A(\partial) = a(\partial)B \in \mathcal{V}(\mathfrak{g})(\partial^{-1}) \otimes \text{End} V \), we denote by \( A^{*,-1}(\partial) \) its adjoint with respect to the first factor of the tensor product, i.e. \( A^{*,-1}(\partial) = a^*(\partial)B \).

9.2. Some PVA \( \lambda \)-bracket computations. Let \( \{u_i\}_{i \in I} \) be a basis of \( \mathfrak{g} \) compatible with the grading (6.4), and let \( \{u^i\}_{i \in I} \) be the dual basis w.r.t. the trace form. According to the notational convention described in Sect. 9.1, we let \( \{U_i\}_{i \in I} \) and \( \{U^i\}_{i \in I} \) be the same dual bases, viewed as bases of the associative algebra \( \text{End} V \). Consider the matrix differential operator

\[
A(\partial) = 1 V \partial + \sum_{i \in I} u_i U^i \in \mathcal{V}(\mathfrak{g})[\partial] \otimes \text{End} V.
\]

(9.1)
Let also $\Omega_V \in \text{End } V \otimes \text{End } V$ be the operator of permutation of the two factors: $\Omega_V(u \otimes v) = v \otimes u, u, v \in V$. In terms of basis elements: $\Omega_V = \sum_{i,j} U_i \otimes U^j$. The operator $A(\partial)$ satisfies the following Adler identity, see [DSKV16, Eq.(5.25)],

$$
[A(z)\lambda A(w)] = (1 \otimes A(w + \lambda + \partial))(z - w - \lambda - \partial)^{-1}(A^{*-1}(\lambda - z) \otimes 1)\Omega_V
$$

$$
- \Omega_V (A(z) \otimes (z - w - \lambda - \partial)^{-1}A(w)) \in \mathcal{V}(g)[\lambda] \otimes \text{End } V \otimes \text{End } V.
$$

(9.2)

Here the expression $(z - w - \lambda - \partial)^{-1}$ is assumed to be expanded in negative powers of $z$ (or of $w$, since the RHS will be the same). The verification of (9.2) is a straightforward computation. The LHS is obviously independent of $z$ and $w$, hence the RHS is independent of $z$ and $w$ as well.

We shall need in Sect. 10 a formula for $[A(z)\lambda A^{-1}(w)]$, where $A^{-1}(w)$ is the symbol of the inverse of the operator (9.1) in $\mathcal{V}(g)((\partial)^{-1}) \otimes \text{End } V$. Recall, from [DSKV18, Lem.2.3(g)] that, if $A(\partial)$ and $B(\partial)$ are matrix pseudodifferential operators with coefficients in a PVA $\mathcal{V}$ and if $B(\partial)$ is invertible, then

$$
[A(z)\lambda B^{-1}(w)] = -(1 \otimes B^{-1}(w + \lambda + \partial))[A(z)\lambda B(w + x)](1 \otimes |_{x=\partial} B^{-1}(w)).
$$

(9.3)

Here and further we use the following notation: given a pseudodifferential operator $a(\partial) = \sum_{n=-\infty}^{N} a_n \partial^n \in \mathcal{V}((\partial)^{-1})$ and elements $b, c \in \mathcal{V}$, we let:

$$
a(z + x)|_{x=\partial} b c = \sum_{n=-\infty}^{N} a_n ((z + \partial)^n b) c \in \mathcal{V},
$$

(9.4)

where in the RHS we expand, for negative $n$, in the domain of large $z$. As a consequence of the Adler identity (9.2) and Eq. (9.3), we have (cf. [DSKV16b, Eq.(A.1)])

$$
[A(z)\lambda A^{-1}(w)] = \Omega_V \left( A^{-1}(w + \lambda + \partial)A(z) \otimes 1 \right) (z - w - \lambda)^{-1}
$$

$$
- (z - w - \lambda - \partial)^{-1}\left( A^{*-1}(\lambda - z)A^{-1}(w) \otimes 1 \right) \Omega_V.
$$

(9.5)

9.3. Some formulas for the classical $\mathcal{W}$-algebras. Consider the classical affine $\mathcal{W}$-algebra $\mathcal{W}(g, f)$ defined by (6.6)-(6.7). Recall from [DSKV13, Lem.3.1(b),Cor.3.3(d)] that, for $a \in g_{\geq \frac{1}{2}}$ and $g \in \mathcal{V}(g)$, we have

$$
\rho[a, \rho(g)] = \rho[a, g],
$$

(9.6)

while for $g, h \in \mathcal{V}(g)$ such that $\rho(g), \rho(h) \in \mathcal{W}$, we have

$$
\{\rho(g), \rho(h)\}^{\mathcal{W}} = \rho(g, h).
$$

(9.7)
9.4. Notation for $\mathfrak{gl}_N$. Fix, as in the previous sections, a partition $p = (p_1, \ldots, p_r)$ of $N$, with $p_1 \geq \cdots \geq p_r > 0$, $p_1 + \cdots + p_r = N$. Let $I$ be the corresponding index set (6.10) of cardinality $N$, and let $V$ be the vector space with basis $\{e_\alpha\}_{\alpha \in I}$. We depict the basis elements $e_\alpha$, $\alpha \in I$, as the boxes of a symmetric, with respect to the $y$-axis, pyramid, with $r$ rows of length, from bottom to top, $p_1, \ldots, p_r$. For example, for the partition $p = (4, 4, 4, 2, 1, 1)$ of $N = 16$, the corresponding pyramid is

According to this pictorial description, the basis elements $e_{(a,h)}$, $(a, h) \in I$, are labeled by the row index $a$, counting from bottom to top, and the column index $h$, counting from right to left. In particular, the $x$ coordinate of the center of the box $e_{(a,h)}$ is $\chi(a,h)$ as in (6.12). Let $r_1$ be the number of rows of the pyramid of maximal length $p_1$, $r_2$ the number of rows of second maximal length, and so on, up to $r_s$, the number or rows of minimal length. We also let

$$ R_0 = 0 \text{ and } R_i = r_1 + \cdots + r_i \text{ for } 1 \leq i \leq s. $$

(9.8)

In particular, $R_s = r$. Note that the pyramid attached to $p$ consists of $s$ rectangles, of sizes $p_{R_i} \times r_i$, $i = 1, \ldots, s$. In the example of Fig. 1, we have $s = 3$, $r_1 = 3$, $r_2 = 1$, $r_3 = 2$, $R_1 = 3$, $R_2 = 4$ and $R_3 = 6 = r$.

According to the notational convention described in Sect. 9.1, we denote by $f \in \mathfrak{g} = \mathfrak{gl}(V)$ the nilpotent element (6.11) of shift to the left, and by $F \in \text{End } V$ the same endomorphism, when viewed as an element of the associative algebra $\text{End } V$. We also let $F^T \in \text{End } V$ be the shift to the right, and $X \in \text{End } V$ be the diagonalizable operator with eigenvalues (6.12); in formulas

$$ F(e_{(a,h)}) = \begin{cases} e_{(a,h+1)} & \text{if } h < p_a \\ 0 & \text{if } h = p_a \end{cases}, \quad F^T(e_{(a,h)}) = \begin{cases} 0 & \text{if } h = 1 \\ e_{(a,h-1)} & \text{if } h > 1 \end{cases}, $$

(9.9)

$$ X(e_{(a,h)}) = \chi(a,h)e_{(a,h)}. $$

Recall the $\text{ad } \chi$-eigenspace decomposition (6.4) of $\mathfrak{g}$. Analogously, we have the $X$-eigenspace decomposition of the vector space $V$:

$$ V = \bigoplus_{k \in \frac{1}{2}\mathbb{Z}} V[k], \quad V[k] = \{ v \in V \mid X(v) = kv \}, $$

(9.10)
and the corresponding ad $X$-eigenspace decomposition of $\text{End} V$:

$$\text{End} V = \bigoplus_{k \in \frac{1}{2} \mathbb{Z}} (\text{End} V)[k], \quad (\text{End} V)[k] = \{ A \in \mathfrak{g} \mid [X, A] = kA \}. \quad (9.11)$$

With a slight abuse of terminology, we shall say that an element $A \in (\text{End} V)[\geq k]$ has ad $X$-eigenvalue greater than or equal to $k$, similarly for the elements of $(\text{End} V)[\leq k]$. In the pictorial description of Fig. 1, the endomorphisms in $\text{End} V$ of positive ad $X$ eigenvalue move the blocks of the diagram to the right, while the endomorphisms of negative ad $X$ eigenvalue move them to the left.

Let $V_+ = \ker(F^T)$ and $V_- = \ker(F)$, which are spanned, respectively, by the rightmost and leftmost boxes of the pyramid. In particular $\dim(V_-) = \dim(V_+) = r$. They decompose as $V_\pm = \bigoplus_{i=1}^r V_{\pm,i}$, where $V_{\pm,i}$ is the $r_i$-dimensional vector space spanned by the right/leftmost boxes in the $i$-th rectangle, counting from bottom to top (see Fig. 1):

$$V_{+,i} = \text{Span} \{ e(a,1) \}_{R_{i-1} < a \leq R_i}, \quad V_{-,i} = \text{Span} \{ e(a,p_a) \}_{R_{i-1} < a \leq R_i}. \quad (9.12)$$

9.5. The matrix differential operators $W(\partial)$ and $Z(\partial)$. Recall the matrix differential operator $W(\partial)$ defined in (6.16). Once we fix the bases (9.12) of $V_\pm$, we can identify $V_+ \simeq V_- \simeq \mathbb{C}^r$, and hence

$$\text{Hom}(V_-, V_+) \simeq \text{Mat}_{r \times r} \mathbb{C}. \quad (9.13)$$

Under this identification, (6.18) becomes

$$(-\partial)^p := \sum_{a=1}^r E_{(a,1),(a,p_a)} (-\partial)^{p_a}, \quad (9.14)$$

while (6.16) becomes the following differential operator

$$W(\partial) = \sum_{a,b=1}^r \sum_{i=0}^{\min(p_a,p_b)-1} w_{ba;i} (-\partial)^{i} E_{(a,1),(b,p_b)} \in \mathcal{W}(\mathfrak{gl}_N, \mathfrak{p})[\partial] \otimes \text{Hom}(V_-, V_+). \quad (9.15)$$

It is a matrix differential operator encoding all $\mathcal{W}$-algebra generators (6.15). We have $W(\partial) = w(Z(\partial))$ and $Z(\partial) = \pi(W(\partial))$, where $w$ and $\pi$ are the differential algebra isomorphisms between $\mathcal{W}(\mathfrak{gl}_N, \mathfrak{p})$ and $\mathcal{V}(\mathfrak{g}_f^\perp)$ given by Theorem 6.1 (associated to the complementary subspace (6.14) of $[\mathfrak{f}, \mathfrak{g}]$), and $Z(\partial)$ is the following differential operator, encoding the $\mathfrak{g}_f^\perp$-basis (6.13):

$$Z(\partial) = \sum_{a,b=1}^r \sum_{i=0}^{\min(p_a,p_b)-1} f_{ba;i} (-\partial)^{i} E_{(a,1),(b,p_b)} \in \mathcal{V}(\mathfrak{g}_f^\perp)[\partial] \otimes \text{Hom}(V_-, V_+). \quad (9.16)$$
9.6. The “identity” notation. Let $U \subset V$ be a subspace of $V$, and assume that there is “natural” splitting $V = U \oplus U'$. (Usually, $U$ is spanned by some basis elements $\{e_\alpha\}_{\alpha \in I_0}$, for some subset $I_0 \subset I$; in this case $U'$ is the span of the remaining basis elements $\{e_\alpha\}_{\alpha \in I \setminus I_0}$.) We shall denote, with an abuse of notation, by $\mathbb{1}_U$ both the identity map $U \xrightarrow{\sim} U$, the inclusion map $U \hookrightarrow V$, and the projection map (with kernel $U'$) $V \twoheadrightarrow U$; the correct meaning of $\mathbb{1}_U$ should be clear from the context. Likewise, if we further have a subspace $U_1 \subset U$ with a “natural” splitting $U = U_1 \oplus U_1'$, the same symbol $\mathbb{1}_{U_1}$ can mean not only the three maps identity $U_1 \xrightarrow{\sim} U_1$, inclusion $U_1 \hookrightarrow V$, and projection (with kernel $U_1' \oplus U_1''$) $V \twoheadrightarrow U_1$, but also the inclusion $U_1 \hookrightarrow U$, and the projection (with kernel $U_1''$) $U \twoheadrightarrow U_1$; again, the correct meaning of $\mathbb{1}_{U_1}$ should be clear from the context. For example, $V_\pm \subset V$ come with the natural splittings

$$V = V_+ \oplus FV = V_- \oplus FT V,$$

(9.17)

and, with the notation described above, we have the obvious identities

$$FF^T = \mathbb{1}_V - \mathbb{1}_{V_+} = \mathbb{1}_{FV} \quad \text{and} \quad FT F = \mathbb{1}_V - \mathbb{1}_{V_-} = \mathbb{1}_{FT V}. \quad (9.18)$$

9.7. Generalized quasi-determinants and the lax operator $\mathcal{L}(\partial)$ . Let $R$ be a unital associative algebra and let $V$ be a finite-dimensional vector space, with direct sum decompositions $V = U \oplus U' = W \oplus W'$. Assume that $A \in R \otimes \text{End}(V)$ is invertible. Then, according to [DSKV16a, Prop.4.2], $\mathbb{1}_W A^{-1} \mathbb{1}_U \in R \otimes \text{Hom}(U, W)$ is invertible (with inverse in $R \otimes \text{Hom}(W, U)$) if and only if $\mathbb{1}_{U'} A \mathbb{1}_W \in R \otimes \text{Hom}(W', U')$ is invertible (with inverse in $R \otimes \text{Hom}(U', W')$), and, in this case, we have

$$|A|_{U,W} := (\mathbb{1}_W A^{-1} \mathbb{1}_U)^{-1} = \mathbb{1}_U A \mathbb{1}_W - \mathbb{1}_U A \mathbb{1}_W (\mathbb{1}_{U'} A \mathbb{1}_W)^{-1} \mathbb{1}_{U'} A \mathbb{1}_W \quad \in R \otimes \text{Hom}(W, U), \quad (9.19)$$

which is called the (generalized) quasi-determinant of $A$ w.r.t. $U$ and $W$, cf. [GGRW05, DSKV16a]. Recall also that, given direct sum decompositions $U = U_1 \oplus U_1'$ and $W = W_1 \oplus W_1'$, we have the following hereditary property of quasi-determinants:

$$||A||_{U_1,W_1} = |A|_{U_1,W_1}, \quad (9.20)$$

provided that all quasi-determinants exist.

9.8. The lax operator $\mathcal{L}(\partial)$ as a quasideterminant. If we apply the map $\rho(=\rho \otimes \mathbb{1})$, defined in (6.5), to the matrix differential operator $A(\partial)$, defined in (9.1), we get

$$\rho A(\partial) = \mathbb{1}_V \partial + F + \sum_{i \in J} u_i U^i \in \mathcal{V}(\mathfrak{g}_{\leq 1/2})[\partial] \otimes \text{End}(V), \quad (9.21)$$

where $u_i, i \in J_{\leq 1/2},$ are the basis elements of $\text{ad} \chi$-eigenvalue less than or equal to $\frac{1}{2}$.

Consider the spaces $V_{\pm,1} \subset V$ defined in Sect. 9.4. They are both $r_1$-dimensional and, once we fix their bases (9.12), we can identify $V_{+,1} \simeq V_{-,1} \simeq \mathbb{C}^{r_1}$, and (cf. (9.13))

$$\text{Hom}(V_{-,1}, V_{+,1}) \simeq \text{Mat}_{r_1 \times r_1} \mathbb{C}. \quad (9.22)$$
According to [DSKV16b, Thm. 5.8], the matrix pseudodifferential operator $L(\partial)$, defined in (6.19), can be obtained, under the identification (9.22), as the quasideterminant of $\rho A(\partial)$ with respect to $V_{+,1}$ and $V_{-,1}$:

$$L(\partial) = |\rho A(\partial)|_{V_{+,1},V_{-,1}} \in \mathcal{W}(gl_N,p)((\partial^{-1})) \otimes \text{Hom}(V_{-,1}, V_{+,1}).$$  \hspace{1cm} (9.23)

This result also follows from Proposition 10.8(b).

10. Algorithmic Construction of the Generator Matrix $W(\partial)$

10.1. The matrix $T(\partial)$.

**Proposition 10.1.** The following quasideterminant exists and it is a differential operator:

$$T(\partial) = |\rho A(\partial)|_{V_{+,1},V_{-,1}} \in \mathcal{V}(g_{\leq \frac{1}{2}})[\partial] \otimes \text{Hom}(V_{-,1}, V_{+,1}).$$  \hspace{1cm} (10.1)

Moreover, if we expand it in the standard basis $\{E_{(a,1),(b,p_b)}\}_{a,b=1}^r$ of $\text{Hom}(V_{-,1}, V_{+,1})$ as $T(\partial) = \sum_{a,b=1}^r t_{a,b}(\partial) E_{(a,1),(b,p_b)}$, then

$$t_{ab}(\partial) = -\delta_{a,b} (-\partial)^{p_a} + \left(\text{order} < \frac{p_a + p_b}{2}\right).$$  \hspace{1cm} (10.2)

**Proof.** By (9.21), $\rho A(\partial)$ is a monic differential operator of order 1, hence its inverse can be computed by geometric series expansion in $\mathcal{V}(g_{\leq \frac{1}{2}})((\partial^{-1})) \otimes \text{End} V$. In order to compute the quasideterminant (10.1), we use the RHS of Eq. (9.19):

$$T(\partial) = 1_{V_{+,1}} \rho A(\partial) 1_{V_{-,1}} - 1_{V_{+,1}} \rho A(\partial) 1_{F_{TV}} (1_{F_{TV}} \rho A(\partial) 1_{F_{TV}})^{-1} 1_{F_{TV}} \rho A(\partial) 1_{V_{-,1}}.$$  \hspace{1cm} (10.3)

and, for its existence, we need to prove that $1_{F_{TV}} \rho A(\partial) 1_{F_{TV}}$ is invertible. Let $\{E_{a,\beta}\}_{\alpha,\beta \in I}$, where $I$ is as in (6.10), be the standard basis of $\text{End} V$ w.r.t. the basis of $V$ described in Sect. 9.4, and, according to the notational convention described in Sect. 9.1, let $\{e_{a,\beta}\}_{\alpha,\beta \in I}$ be the same collection of elements, viewed in $\mathcal{V}(g)$. In terms of these bases, (9.21) becomes, recalling (6.12),

$$\rho A(\partial) = \sum_{a=1}^r \sum_{i=1}^{p_a} E_{(a,i),(a,i)} \partial + \sum_{a=1}^r \sum_{i=1}^{p_a-1} E_{(a,i+1),(a,i)}$$

$$+ \sum_{a,b=1}^r \sum_{1 \leq i \leq p_a \land 1 \leq j \leq p_b \land j-i \geq \frac{p_b-p_a-1}{2}} e_{(b,j),(a,i)} E_{(a,i),(b,j)}.$$
Hence,

\[ \mathbb{1}_{F_\nu} \rho A(\partial) \mathbb{1}_{V_-} = \sum_{a \mid p_a = 1} E(a,1),(a,1) \partial + \sum_{a,b=1}^{r} \rho \sum_{j=1}^{p_b-1} e(b,j),(a,1) E(a,1),(b,j) + \sum_{a,b=1}^{r} \rho \sum_{i=2}^{p_a-1} E(a,i),(a,i) \partial \]

\[ \mathbb{1}_{F_\nu} \rho A(\partial) \mathbb{1}_{F T V} = \sum_{a \mid p_a > 1} E(a,1),(a,1) \partial + \sum_{a,b=1}^{r} \rho \sum_{j=1}^{p_b-1} e(b,j),(a,1) E(a,1),(b,j) \]

\[ \mathbb{1}_{F V} \rho A(\partial) \mathbb{1}_{V_-} = \sum_{a \mid p_a > 1} E(a,p_a),(a,p_a) \partial + \sum_{a,b=1}^{r} \rho \sum_{i=2}^{p_a-1} \sum_{2 \leq i \leq p_a - 1} E(a,i),(a,i) \partial \]

\[ \mathbb{1}_{F V} \rho A(\partial) \mathbb{1}_{F T V} = \mathbb{1}_{F V} (F \mathbb{1}_{V} \partial + \sum_{i,j \in J} u_i U^j) \mathbb{1}_{F T V} = \sum_{a=1}^{r} \sum_{i=1}^{p_a-1} E(a,i),(a,i) \partial \]

\[ + \sum_{a=1}^{r} \sum_{i=2}^{p_a-1} E(a,i),(a,i) \partial \]

\[ + \sum_{a,b=1}^{r} \rho \sum_{i=2}^{p_a-1} \sum_{2 \leq i \leq p_a - 1} E(a,i),(a,i) \partial \]

(10.4)

Clearly, \( \mathbb{1}_{F V} F \mathbb{1}_{F T V} \in \text{Hom}(F^T V, F V) \) is invertible, with inverse

\[ (\mathbb{1}_{F V} F \mathbb{1}_{F T V})^{-1} = \mathbb{1}_{F T V} F^T \mathbb{1}_{F V} = \sum_{a=1}^{r} \sum_{i=1}^{p_a-1} E(a,i),(a,i+1) \in \text{Hom}(F V, F^T V). \]

(10.5)

Also, note that the differential operator

\[ N(\partial) := (\mathbb{1}_{F V} F \mathbb{1}_{F T V})^{-1} \mathbb{1}_{F V} (\mathbb{1}_{V} \partial + \sum_{i \in J} u_i U^j) \mathbb{1}_{F T V} \]

\[ = \sum_{a,b=1}^{r} \sum_{1 \leq i \leq p_a - 1, 1 \leq j \leq p_b - 1} (\delta_{a,b} \delta_{j,i+1} \partial + e(b,j),(a,i+1) E(a,i),(b,j)) \]

\[ \in \mathcal{V}(\mathfrak{g}_{\leq 1})[\partial] \otimes \text{End}(F^T V) \]

has strictly positive ad \( X \)-eigenvalue, hence it is nilpotent. As a result, \( \mathbb{1}_{F V} \rho A(\partial) \mathbb{1}_{F T V} \) is invertible, and its inverse can be computed via a (finite) geometric series expansion,
\[(1_{\mathcal{F}V} \rho A(\partial) 1_{\mathcal{F}T V})^{-1} \]
\[
= \sum_{\ell = 0}^{\infty} (-1)^{\ell} N(\partial)^{\ell} (1_{\mathcal{F}V} F 1_{\mathcal{F}T V})^{-1} 
\]
\[
= \sum_{\ell = 0}^{\infty} (-1)^{\ell} \sum_{a_{0},\ldots,a_{\ell} = 1}^{r} \sum_{i_{0} < p_{a_{0}},\ldots,i_{\ell} < p_{a_{\ell}}} (\delta_{a_{1},a_{0}} \delta_{i_{1},i_{0}+1} \partial + e_{(a_{1},i_{1}),(a_{0},i_{0}+1)}) \ldots \(
\delta_{a_{\ell},a_{\ell-1}} \delta_{i_{\ell},i_{\ell-1}+1} \partial + e_{(a_{\ell},i_{\ell}),(a_{\ell-1},i_{\ell-1}+1)}) E_{(a_{0},i_{0}),(a_{\ell},i_{\ell}+1)}.
\]

Note that the above sum is finite since the conditions on \(i_{0}, \ldots, i_{\ell}\) imply
\[
i_{\ell} - i_{0} \geq \frac{p_{a_{\ell}} - p_{a_{0}} + \ell}{2},
\]
which becomes an empty condition for \(\ell\) large enough. This proves, in particular, the existence of the quasideterminant (10.1), which is the first claim of the proposition. Combining Eqs. (10.3), (10.4) and (10.6), we get
\[
t_{ab}(\partial) = \delta_{a,b} \delta_{pa_{1} \partial + e_{(b,p_{b}),(a,1)}} - \sum_{\ell = 0}^{\infty} (-1)^{\ell} \sum_{a_{0},\ldots,a_{\ell} = 1}^{r} \sum_{i_{0} < p_{a_{0}},\ldots,i_{\ell} < p_{a_{\ell}}} \mathcal{I}_{\ell} (\delta_{a_{1},a_{0}} \delta_{i_{1},i_{0}+1} \partial + e_{(a_{1},i_{1}),(a_{0},i_{0}+1)}) \ldots \(
\delta_{a_{\ell},a_{\ell-1}} \delta_{i_{\ell},i_{\ell-1}+1} \partial + e_{(a_{\ell},i_{\ell}),(a_{\ell-1},i_{\ell-1}+1)}) (\delta_{a_{\ell},b} \delta_{i_{\ell}+1,p_{b} \partial + e_{(b,p_{b}),(a_{\ell},i_{\ell}+1)}) = \mathcal{I}_{\ell},
\]
where \(\mathcal{I}_{\ell}\) is the set of \(\ell\)-tuples of positive integers \((i_{0}, \ldots, i_{\ell})\) such that \(i_{j} < p_{a_{j}}\) for all \(j = 0, \ldots, \ell\), and
\[
i_{0} \geq \frac{p_{a_{0}} - p_{a} + 1}{2}, \quad i_{j} - i_{j-1} \geq \frac{p_{a_{j}} - p_{a_{j-1}} + 1}{2} \quad \forall \quad j = 1, \ldots, \ell, \quad p_{b} - i_{\ell} \geq \frac{p_{b} - p_{a_{\ell}} + 1}{2}.
\]

The contribution to the coefficient of \(\partial^{n}\) in (10.7) comes from the summands with \(\ell + 2 \geq n\) and with at least \(n\) of the indices \((a_{j}, i_{j})\) such that \(a_{j} = a_{j-1}\) and \(i_{j} = i_{j-1} + 1\), \(j = 0, \ldots, \ell + 1\), where we let \((a_{-1}, i_{-1}) = (a, 0)\) and \((a_{\ell+1}, i_{\ell+1}) = (b, p_{b})\). In this case, summing the remaining \(\ell + 2 - n\) inequalities in (10.8) we get
\[
p_{b} - n \geq \frac{p_{b} - p_{a} + \ell + 2 - n}{2}.
\]

This implies, in particular, that \(n \leq \frac{p_{a} + p_{b}}{2}\). Moreover, the contribution to the coefficient of \(\partial^{n}\) for \(n = \frac{p_{a} + p_{b}}{2}\) can only come from the summand with \(\ell + 2 = n\) and \(a_{j} = a = b\), \(i_{j} = j + 1\), for all \(j = 0, \ldots, \ell = p_{a} - 2\), which gives \(-\delta_{a,b}(-\partial)^{pa}\). This proves (10.2). □
Lemma 10.2 For every $\phi \in \mathfrak{g}$, we have
\[ \{ \phi, A(z) \} = A(z + \lambda) \Phi - \Phi A(z), \] 
(10.9)
where, according to the convention introduced in Sect. 9.1, $\Phi$ is the element $\phi \in \mathfrak{g}$, viewed as an element of $\text{End} \ V$.

Proof. By the definition (6.1) of the $\lambda$-bracket on the classical affine PVA $\mathcal{V}(\mathfrak{g})$ and the definition (9.1) of the matrix differential operator $A(\partial)$, we have
\[
\{ \phi, A(z) \} = \sum_{i \in J} \{ \phi, u_i \} U^i = \sum_{i \in J} \left( [\phi, u_i] + (\phi | u_i) \lambda \right) U^i
\]
\[
= \sum_{i \in J} u_i [U^i, \Phi] + \Phi \lambda = A(z + \lambda) \Phi - \Phi A(z).
\]
\[ \square \]

Lemma 10.3 We have.
\[ X(\partial) := \mathbb{1}_{F \mathcal{V}} (\rho A)^{-1}(\partial) \mathbb{1}_{V_+} T(\partial) \in \mathcal{V}(\mathfrak{g}_{\leq \frac{1}{2}})[\partial] \otimes (\text{Hom}(V_-, F^T V))[\geq \frac{1}{2}], \] 
(10.10)
and
\[ Y(\partial) := T(\partial) \mathbb{1}_{V_-} (\rho A)^{-1}(\partial) \mathbb{1}_{F \mathcal{V}} \in \mathcal{V}(\mathfrak{g}_{\leq \frac{1}{2}})[\partial] \otimes (\text{Hom}(F V, V_+))[\geq \frac{1}{2}], \]
(10.11)
i.e., they are both differential operators of strictly positive ad $X$-eigenvalues.

Proof. We start from the obvious identity $\mathbb{1}_V = \rho A(\partial) (\rho A)^{-1}(\partial)$. Recalling the splittings (9.17), we get
\[
0 = \mathbb{1}_{F \mathcal{V}} \rho A(\partial) (\rho A)^{-1}(\partial) \mathbb{1}_V = \mathbb{1}_{F \mathcal{V}} \rho A(\partial) (\mathbb{1}_{V_-} + \mathbb{1}_{F \mathcal{V}}) (\rho A)^{-1}(\partial) \mathbb{1}_V
\]
\[
= \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{V_-} (\rho A)^{-1}(\partial) \mathbb{1}_V + \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}} (\rho A)^{-1}(\partial) \mathbb{1}_V
\]
\[
= \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{V_-} T(\partial)^{-1} + \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}} (\rho A)^{-1}(\partial) \mathbb{1}_V.
\]
Hence,
\[ X(\partial) = \mathbb{1}_{F \mathcal{V}} (\rho A)^{-1}(\partial) \mathbb{1}_V T(\partial) = - (\mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}})^{-1} \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_V. \]
By (10.6), we have $(\mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}})^{-1} \in \mathcal{V}(\mathfrak{g}_{\leq \frac{1}{2}})[\partial] \otimes \text{Hom}(F V, F^T V)[\geq 1]$. On the other hand, we obviously have $\mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{V_-} \rho A(\partial) \in \mathcal{V}(\mathfrak{g}_{\leq \frac{1}{2}})[\partial] \otimes \text{Hom}(V_-, F V)[\geq -\frac{1}{2}]$. Claim (10.10) follows. Similarly, by the obvious identity $\mathbb{1}_V = (\rho A)^{-1}(\partial) \rho A(\partial)$ we have
\[
0 = \mathbb{1}_{V_-} (\rho A)^{-1}(\partial) \rho A(\partial) \mathbb{1}_{F \mathcal{V}} = T(\partial)^{-1} \mathbb{1}_{V_+} \rho A(\partial) \mathbb{1}_{F \mathcal{V}}
\]
\[
+ \mathbb{1}_{V_-} (\rho A)^{-1}(\partial) \mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}},
\]
from which we get
\[ Y(\partial) = T(\partial) \mathbb{1}_{V_-} (\rho A)^{-1}(\partial) \mathbb{1}_{F \mathcal{V}} = - \mathbb{1}_{V_+} \rho A(\partial) \mathbb{1}_{F \mathcal{V}} \mathbb{1}_{F \mathcal{V}} (\mathbb{1}_{F \mathcal{V}} \rho A(\partial) \mathbb{1}_{F \mathcal{V}})^{-1}. \]
Claim (10.11) follows again by (10.6). $\square$
Proposition 10.4 For every $\phi \in \mathfrak{g}_{\geq \frac{1}{2}}$, the following identity holds:

$$\rho \{ \phi_T(z) \} = T(z + \lambda + \partial) \mathbb{I}_{V_{-}} \Phi (\mathbb{I}_{V_{-}} + X(z)) - (\mathbb{I}_{V_{+}} + Y(z + \lambda + \partial)) \Phi \mathbb{I}_{V_{+}} T(z),$$

(10.12)

where $X(z)$ and $Y(z)$ are the symbols of the differential operators (10.10) and (10.11).

Proof. Applying formula (9.3) twice, we get, by the definition (10.1) of $T(z)$,

$$\{ \phi_T(z) \} = -T(z + \lambda + \partial) \{ \phi_T^{-1}(z + x) \} \mid_{x = \partial} T(z)$$

$$= -T(z + \lambda + \partial) \mathbb{I}_{V_{-}} \{ \phi_T^{-1}(z + x) \} \mathbb{I}_{V_{+}} \mid_{x = \partial} T(z)$$

$$= T(z + \lambda + \partial) \mathbb{I}_{V_{-}} (\partial A)^{-1}(z + \lambda + \partial)$$

$$\{ \phi_T A(z + x) \} \mid_{x = \partial} A^{-1}(z + \lambda + \partial) \mathbb{I}_{V_{+}} T(z).$$

We then apply Eq. (9.6) and Lemma 10.2 to get

$$\rho \{ \phi_T(z) \} = T(z + \lambda + \partial) \mathbb{I}_{V_{-}} (\partial A)^{-1}(z + \lambda + \partial) \rho \{ \phi_T A(z + x) \}$$

$$\mid_{x = \partial} A^{-1}(z + \partial) \mathbb{I}_{V_{+}} T(z)$$

$$= T(z + \lambda + \partial) \mathbb{I}_{V_{-}} (\partial A)^{-1}(z + \lambda + \partial) \bigg( \rho A(z + \lambda + \partial) \Phi - \Phi \rho A(z + \partial) \bigg)$$

$$\rho A^{-1}(z + \lambda + \partial) \mathbb{I}_{V_{+}} T(z)$$

$$= T(z + \lambda + \partial) \mathbb{I}_{V_{-}} \Phi \rho A^{-1}(z + \partial) \mathbb{I}_{V_{+}} T(z)$$

$$- T(z + \lambda + \partial) \mathbb{I}_{V_{-}} (\partial A)^{-1}(z + \lambda + \partial) \Phi \mathbb{I}_{V_{+}} T(z).$$

Equation (10.12) follows by the definitions (10.10) and (10.11) of $X(\partial)$ and $Y(\partial)$ and the definition (10.1) of $T(\partial)$.

Proposition 10.5 We have: $\pi_{\mathfrak{g}/f} T(\partial) = -(\partial)^{L} + Z(\partial)$, where $-(\partial)^{L}$ is as in (9.14), and $Z(\partial)$ is the differential operator (9.16).

Proof. Since $\pi_{\mathfrak{g}/f} : \mathcal{V}(\mathfrak{g}) \to \mathcal{V}(\mathfrak{g}/f)$ is a differential algebra homomorphism, we have, by the definition (10.1) of $T(\partial)$ and Eq. (9.21):

$$\pi_{\mathfrak{g}/f} T(\partial) = |\rho A(\partial)|_{V_{+}, V_{-}} \in \mathcal{V}(\mathfrak{g}_{\geq \frac{1}{2}})[\partial] \otimes \text{Hom}(V_{-}, V_{+}),$$

(10.13)

where

$$\rho f A(\partial) := \pi_{f} (\rho A(\partial)) = \mathbb{I}_{V_{\partial}} + F + \sum_{a, b = 1}^{r} \min[p_{a}, p_{b}] - 1 \sum_{i = 0}^{\min[p_{a}, p_{b}]} f_{a, b, i} E_{(a, 1), (b, p_{b}, i)}. $$

(10.14)
Here we used the dual bases (6.13) of $g^f$ and (6.14) of $U$. By (10.14) we immediately get (cf. (10.4))

\[ \prod_{V_+} \rho f A(\partial) \prod_{V_-} = \sum_{a \mid p_a = 1} E_{(a,1),(a,1)} \partial + \sum_{a,b = 1} f_{ba;0} E_{(a,1),(b,p_b)}, \]

\[ \prod_{V_+} \rho f A(\partial) \prod_{FT V} = \sum_{a \mid p_a > 1} E_{(a,pa),(a,pa)} \partial + \sum_{a,b = 1} f_{ba} E_{(a,1),(b,p_b-i)} \]

\[ \prod_{FV} \rho f A(\partial) \prod_{V_-} = \sum_{a \mid p_a > 1} E_{(a,pa),(a,pa)} \partial, \]

\[ \prod_{FV} \rho f A(\partial) \prod_{FT V} = \sum_{a=1}^{r} \sum_{i=1}^{p_a-1} E_{(a,i+1),(a,i)} + \sum_{a=1}^{r} \sum_{i=2}^{p_a-1} E_{(a,i),(a,i)} \partial. \]

Recalling (10.5), we can easily invert the last operator in (10.15) by geometric series expansion:

\[ \left( \prod_{FV} \rho f A(\partial) \prod_{FT V} \right)^{-1} = \sum_{a=1}^{r} \sum_{1 \leq i < j \leq p_a} E_{(a,i),(a,j)} (-\partial)^{j-i-1}. \]

We then use Eqs. (10.15) and (10.16), and the formula (9.19) for the quasideterminant (with $U = V_+$, $W = V_-$, and the complementary subspaces $U' = FV$ and $W' = F^T V$), to get

\[ \pi g f T(\partial) = \prod_{V_+} \rho f A(\partial) \prod_{V_-} - \prod_{V_+} \rho f A(\partial) \prod_{FT V} \left( \prod_{FV} \rho f A(\partial) \prod_{V_-} \right)^{-1} \prod_{FV} \rho f A(\partial) \prod_{FT V} \]

\[ = - \sum_{a=1}^{r} E_{(a,1),(a,pa)} (-\partial)^{p_a} + \sum_{a,b = 1} f_{ba} E_{(a,1),(b,p_b)} (-\partial)^{i} \]

\[ = - (-\partial)^{L} + Z(\partial). \]

10.2. Motivational interlude. The present section gives just a motivation for the recursive construction described in Sect. 10.3; the Bourbakist reader can decide to skip it without any harm.

Our main goal it to find an explicit construction for the matrix differential operator $W(\partial) \in \mathcal{W}(g[l_N, p]) \otimes \text{Hom}(V_-, V_+)$ defined in (6.16) (or, equivalently, (9.15)), encoding all the $\mathcal{W}$-algebra generators. Note that Eq. (6.19) can be rewritten, in terms of a quasideterminant (9.19), using the new form (9.15) of $W(\partial)$, as

\[ \mathcal{L}(\partial) = | - (-\partial)^{L} + W(\partial)|_{V_+,1,V_-}. \]

Recall also, from Sect. 9.5 that

\[ \pi g f W(\partial) = Z(\partial). \]

(10.17)
In fact, this equation defines $W(\partial)$ uniquely, due to the Structure Theorem 6.1.

On the other hand, in Sect. 10.1 we introduced the matrix differential operator $T(\partial) \in \mathcal{V}(\mathfrak{g}_{\leq 2})[\partial] \otimes \text{Hom}(V_-, V_+)$. By its definition (10.1) and the hereditary property (9.20) of quasideterminants, we have

$$L(\partial) = \left. |T(\partial)|_{V_+, V_-} \right.,$$

while by Proposition 10.5 we have

$$\pi_{\mathfrak{g},T} T(\partial) = -(-\partial)^L + Z(\partial).$$

Comparing Eqs. (10.17) and (10.19), and Eqs. (10.18) and (10.20), the naive reader could guess that $T(\partial)$ coincides with $-(-\partial)^L + W(\partial)$. Of course this is not true, and there are two obstructions to it. The first, theoretical, obstruction is that $T(\partial)$ does NOT have coefficients in the $\mathcal{V}$-algebra $\mathcal{V}(\mathfrak{g}_{\leq 2})$. The second, more practical, obstruction is that the entries of the matrix $T(\partial)$, as differential operators, do not have the same orders as the corresponding entries of the matrix $-(-\partial)^L + W(\partial)$. Indeed, if we expand both $T(\partial)$ and $-(-\partial)^L + W(\partial)$ it in the standard basis $\{E_{(a,1),(b,pb)}\}_{a,b=1}^{22}$ of $\text{Hom}(V_-, V_+)$, the coefficient of $E_{(a,1),(b,pb)}$ in $T(\partial)$ is as in (10.2), while, recalling (6.16), the same coefficient in $-(-\partial)^L + W(\partial)$ is of the form

$$-\delta_{a,b} (-\partial)^{p_a} + \left(\text{order } \leq \min\{p_a, p_b\} - 1\right).$$

Of course the second obstruction can be easily solved by Gauss elimination, via a recursive construction described in Sect. 10.3. The good news is that, in solving the second obstruction, the first obstruction is resolved too, and, as a result, we end up with the matrix $-(-\partial)^L + W(\partial)$. This will be proved in Sect. 10.4.

To see how to remove the second obstruction, let us consider a “toy example”. Consider a $2 \times 2$-matrix differential operator

$$M(\partial) = \begin{pmatrix} M_{11}(\partial) & M_{12}(\partial) \\ M_{21}(\partial) & M_{22}(\partial) \end{pmatrix} \in \text{Mat}_{2 \times 2} \mathcal{V}[\partial],$$

with monic diagonal entries $M_{11}(\partial)$ and $M_{22}(\partial)$. We want to perform a Gauss elimination to end up with a new matrix $\tilde{M}(\partial)$ with the off-diagonal entries of order strictly less than $M_{22}(\partial)$. We perform divisions with reminders in the ring $\mathcal{V}[\partial]$:

$$M_{12}(\partial) = Q_{12}(\partial)M_{22}(\partial) + \tilde{M}_{12}(\partial), \quad M_{21}(\partial) = M_{22}(\partial)Q_{21}(\partial) + \tilde{M}_{21}(\partial),$$

with $\tilde{M}_{12}(\partial)$ and $\tilde{M}_{21}(\partial)$ of order strictly less than $M_{22}(\partial)$. Since, by assumption, $M_{22}(\partial)$ is monic, it is invertible in $\mathcal{V}((\partial^{-1}))$, and the above equations give

$$M_{12}(\partial)M_{22}(\partial)^{-1} = Q_{12}(\partial) + \tilde{M}_{12}(\partial)M_{22}(\partial)^{-1}, \quad M_{22}(\partial)^{-1}M_{21}(\partial) = Q_{21}(\partial) + M_{22}(\partial)^{-1}\tilde{M}_{21}(\partial).$$

Note that $\tilde{M}_{12}(\partial)M_{22}(\partial)^{-1}$ and $M_{22}(\partial)^{-1}\tilde{M}_{21}(\partial)$ lie in $\mathcal{V}[[\partial^{-1}]]\partial^{-1}$. Hence, we get

$$Q_{12}(\partial) = (M_{12}(\partial)M_{22}(\partial)^{-1})_+, \quad Q_{21}(\partial) = (M_{22}(\partial)^{-1}M_{21}(\partial))_+, \quad M_{12}(\partial)M_{22}(\partial)^{-1}.$$

and therefore

$$\tilde{M}_{12}(\partial) = M_{12}(\partial) - (M_{12}(\partial)M_{22}(\partial)^{-1})_+M_{22}(\partial).$$
\[ \tilde{M}_{21}(\partial) = M_{21}(\partial) - M_{22}(\partial) \left( M_{22}(\partial)^{-1} M_{21}(\partial) \right)_+ . \]

In conclusion, we can get the desired matrix \( \tilde{M}(\partial) \) by the following elementary row and column operations:

\[
\tilde{M}(\partial) = \begin{pmatrix}
1 & - \left( M_{12}(\partial) M_{22}(\partial)^{-1} \right)_+ \\
0 & 1
\end{pmatrix} M(\partial) \begin{pmatrix}
1 & 0 \\
\left( M_{22}(\partial)^{-1} M_{21}(\partial) \right)_+ & 1
\end{pmatrix} \tag{10.22}
\]

### 10.3 Inductive construction of \( T^{(k)}(\partial) \) and \( W^{(k)}(\partial) \)

Starting with the operator \( T(\partial) \) in (10.1), we define recursively, by downward induction, two sequences of operators \( T^{(k)}(\partial) \) and \( W^{(k)}(\partial) \), \( k = 1, \ldots, s \), where \( s \) is defined in Sect. 9.4, as follows. We let \( T^{(s)}(\partial) = T(\partial) \), \( W^{(s)}(\partial) = \mathbb{1}_{V_+} T(\partial) \mathbb{1}_{V_-} \), and, for \( 1 \leq k \leq s - 1 \), we let, inspired by (10.22),

\[
T^{(k)}(\partial) = E^{(k)}(\partial) T^{(k+1)}(\partial) F^{(k)}(\partial) \in \mathcal{V}(g_{\leq 1})[\partial] \otimes \text{Hom}(V_-, V_+) ,
\]

\[
W^{(k)}(\partial) = \mathbb{1}_{V_+} T^{(k)}(\partial) \mathbb{1}_{V_-} \in \mathcal{V}(g_{\leq 1})[\partial] \otimes \text{Hom}(V_+, V_-) ,
\]

where

\[
E^{(k)}(\partial) = \mathbb{1}_{V_+} \mp \sum_{k \geq k} (T^{(k+1)}(\partial) W^{(k+1)}(\partial)^{-1})_+ \in \mathcal{V}(g_{\leq 1})[\partial] \otimes \text{End}(V_+) ,
\]

\[
F^{(k)}(\partial) = \mathbb{1}_{V_-} \pm (W^{(k+1)}(\partial)^{-1} T^{(k+1)}(\partial))_+ \mathbb{1}_{V_-} \in \mathcal{V}(g_{\leq 1})[\partial] \otimes \text{End}(V_-) .
\]

In order to prove that the above operators are well defined, we need to show that \( W^{(k)}(\partial) \) is invertible as a pseudodifferential operator. This is stated in the following proposition.

**Proposition 10.6.** (a) If we expand \( T^{(k)}(\partial) \) and \( W^{(k)}(\partial) \) in the standard basis \{\( E_{(a,1),(b,p_b)} \)\} of \( \text{Hom}(V_-, V_+) \) as

\[
T^{(k)}(\partial) = \sum_{a, b = 1}^{r} t_{ab}^{(k)}(\partial) E_{(a,1),(b,p_b)} \quad \text{and} \quad W^{(k)}(\partial) = \sum_{a, b = R_{k-1} + 1}^{r} t_{ab}^{(k)}(\partial) E_{(a,1),(b,p_b)} ,
\]

then (cf. (10.2))

\[
t_{ab}^{(k)}(\partial) = - \delta_{a,b} (-\partial)^{p_a} + \text{ (order } \leq \frac{p_a + p_b}{2} \text{) ,} \tag{10.25}
\]

and

\[
t_{ab}^{(k)}(\partial) = - \delta_{a,b} (-\partial)^{p_a} + \text{ (order } \leq \min\{p_a, p_b\} - 1 \text{) if } a, b \geq R_{k-1} + 1 . \tag{10.26}
\]

(b) \( W^{(k)}(\partial) \) is invertible, with inverse in \( \mathcal{V}(g_{\leq 1})(\partial^{-1}) \otimes \text{Hom}(V_+, V_-) \). If we expand its inverse in the standard basis of \( \text{Hom}(V_+, V_-) \) as

\[
W^{(k)}(\partial)^{-1} = \sum_{a, b = R_{k-1} + 1}^{r} \omega_{ab}^{(k)}(\partial) E_{(a,p_a),(b,1)} ,
\]

then

\[
\omega_{ab}^{(k)}(\partial) = - \delta_{a,b} (-\partial)^{-p_a} + \text{ (order } \leq - \max\{p_a, p_b\} - 1 \text{) .} \tag{10.27}
\]
Proof. We prove the proposition by downward induction on \( k \). For \( k = s \), we have \( T^{(s)}(\partial) = T(\partial) \), hence condition (10.25) is the same as (10.2), and condition (10.26) is the same as (10.25) since, for \( a, b \geq R_s + 1 \), we have \( p_a = p_b (= p_r) \). As a consequence, \( W^{(s)}(\partial) \), in matrix form (cf. (9.13)), has leading term \(-1_{r_s}(-\partial)^p_s\), hence its inverse has leading term \(-1_{r_s}(-\partial)^{-p_s}\), proving condition (10.27) for \( k = s \).

Next, assume that conditions (a) and (b) hold for \( T^{(k+1)}(\partial) \) and \( W^{(k+1)}(\partial) \), and we will prove them for \( T^{(k)}(\partial) \) and \( W^{(k)}(\partial) \). In some sense, if we recall the motivation behind the recursive formulas (10.23), explained in Sect. 10.2, these conditions hold by construction. We give here a formal proof. If \( a, b \not\in \{R_{k-1} + 1, \ldots, R_k\} \), we have \( t^{(k)}_{ab}(\partial) = t^{(k+1)}_{ab}(\partial) \), hence (10.25) and (10.26) hold by inductive assumption. If \( a \in \{R_{k-1} + 1, \ldots, R_k\} \) and \( b \not\in \{R_{k-1} + 1, \ldots, R_k\} \), we have, by (10.23),

\[
t^{(k)}_{ab}(\partial) = t^{(k+1)}_{ab}(\partial) - \sum_{c,d=R_k+1}^r \left(t^{(k+1)}_{ac}(\partial)\omega^{(k+1)}_{cd}(\partial)\right) + t^{(k+1)}_{db}(\partial). \tag{10.28}
\]

By inductive assumption, \( t^{(k+1)}_{ab}(\partial) \) has order strictly bounded from above by \( \frac{p_a + p_b}{2} \), and each other summand in the RHS of (10.28) has order strictly bounded from above by \( \frac{p_a + p_b}{2} - \max\{p_c, p_d\} + \frac{p_a + p_b}{2} \leq \frac{p_a + p_b}{2} \), proving condition (10.25). Moreover, if \( b \geq R_k + 1 \), we have

\[
\sum_{d=R_k+1}^r \omega^{(k+1)}_{cd}(\partial)t^{(k+1)}_{db}(\partial) = \delta_{cb},
\]

hence Eq. (10.28) can be rewritten as

\[
t^{(k)}_{ab}(\partial) = t^{(k+1)}_{ab}(\partial) - \sum_{c,d=R_k+1}^r \left(t^{(k+1)}_{ac}(\partial)\omega^{(k+1)}_{cd}(\partial)\right) - t^{(k+1)}_{db}(\partial), \tag{10.29}
\]

which, by the inductive assumption, has order strictly bounded from above by \( \min\{p_d, p_b\} \leq p_b = \min\{p_a, p_b\} \), proving condition (10.25). If \( a \not\in \{R_{k-1} + 1, \ldots, R_k\} \) and \( b \in \{R_{k-1} + 1, \ldots, R_k\} \), we have, by (10.23),

\[
t^{(k)}_{ab}(\partial) = t^{(k+1)}_{ab}(\partial) - \sum_{c,d=R_k+1}^r t^{(k+1)}_{ac}(\partial)\left(\omega^{(k+1)}_{cd}(\partial)t^{(k+1)}_{db}(\partial)\right)_+, \tag{10.30}
\]

and conditions (10.25) and (10.26) are proved in the same way. Finally, if \( a, b \in \{R_{k-1} + 1, \ldots, R_k\} \) Eq. (10.23) gives

\[
t^{(k)}_{ab}(\partial) = t^{(k+1)}_{ab}(\partial) + \sum_{c,d,c',d'=R_k+1}^r \left(t^{(k+1)}_{ac}(\partial)\omega^{(k+1)}_{cd}(\partial)\right) + t^{(k+1)}_{db}(\partial)\left(\omega^{(k+1)}_{cd}(\partial)t^{(k+1)}_{db}(\partial)\right)_+ \tag{10.31}
\]

\[- \sum_{c,d=R_k+1}^r \left(t^{(k+1)}_{ac}(\partial)\omega^{(k+1)}_{cd}(\partial)\right) + t^{(k+1)}_{db}(\partial)\left(\omega^{(k+1)}_{cd}(\partial)t^{(k+1)}_{db}(\partial)\right)_+, \]

\[- \sum_{c,d=R_k+1}^r t^{(k+1)}_{ac}(\partial)\left(\omega^{(k+1)}_{cd}(\partial)t^{(k+1)}_{db}(\partial)\right)_+. \]
In this case, \( p_a = p_b \), hence, by inductive assumption, \( t_{ab}^{(k+1)}(\partial) = -\delta_{a,b}(\partial)^{p_a} + \text{order} \leq p_a - 1 \), and all other summands in the RHS of (10.31) have order strictly bounded by \( p_a \), proving (10.26). Next, let us prove claim (b). The matrix

\[
- \sum_{a=K_{-1}+1}^{r} (-\partial)^{p_a} E(a,1),(a,p_a) \in \mathbb{C}[\partial] \otimes \text{Hom}(V_{-\geq k}, V_{+\geq k})
\]

is clearly invertible, with inverse

\[
- \sum_{a=K_{-1}+1}^{r} (-\partial)^{-p_a} E(a,p_a),(a,1) \in \mathbb{C}((\partial^{-1})) \otimes \text{Hom}(V_{+\geq k}, V_{-\geq k})
\]

The inverse of \( W^{(k)}(\partial) \) in \( \mathcal{W}(g_{\leq 2})((\partial^{-1})) \otimes \text{Hom}(V_{+\geq k}, V_{-\geq k}) \) can thus be computed by the geometric series expansion, and the conditions (10.27) on the order of the matrix elements are immediate consequence of this geometric expansion and of condition (10.26).

\( \square \)

**Remark 10.7.** In the context of finite \( \mathcal{W} \)-algebras, the matrix \( T(\partial) \) defined in (10.1) appeared in [BK06] (see also [DSFV19] for further details). The inductive construction described in Sect. 10.3 is analogue to the construction of generators of finite \( \mathcal{W} \)-algebras in type \( A \) using Gauss factorization of the matrix \( T(\partial) \) performed in [BK06].

### 10.4. Properties of \( T^{(k)}(\partial) \) and \( W^{(k)}(\partial) \)

**Proposition 10.8.** (a) If \( k \leq \ell \), we have \( \mathbb{1}_{V_{+\geq \ell}} T^{(k)}(\partial) \mathbb{1}_{V_{-\geq \ell}} = W^{(\ell)}(\partial) \).

(b) For every \( k = 1, \ldots, s \), we have \( |T^{(k)}(\partial)|_{V_{+1},V_{-1}} = \mathcal{L}(\partial) \).

(c) For every \( k = 1, \ldots, s \), we have \( \pi_{g'} T^{(k)}(\partial) = -(-\partial)^{E} + Z(\partial) \).

**Proof.** Claim (a) for \( k = \ell \) holds by construction. For \( k < \ell \), note that \( \mathbb{1}_{V_{+\geq \ell}} = \mathbb{1}_{V_{+\geq k+1}} \mathbb{1}_{V_{-\geq k+1}} \), hence it suffices to prove the claim for \( \ell = k + 1 \). For this, we have, by (10.23)

\[
\mathbb{1}_{V_{+\geq k+1}} T^{(k)}(\partial) \mathbb{1}_{V_{-\geq k+1}} = \mathbb{1}_{V_{+\geq k+1}} E^{(k)}(\partial) T^{(k+1)}(\partial) F^{(k)}(\partial) \mathbb{1}_{V_{-\geq k+1}}
\]

\[
= \mathbb{1}_{V_{+\geq k+1}} T^{(k+1)}(\partial) \mathbb{1}_{V_{-\geq k+1}} = W^{(k+1)}(\partial),
\]

since, obviously, \( \mathbb{1}_{V_{+\geq k+1}} E^{(k)}(\partial) = \mathbb{1}_{V_{+\geq k+1}} \) and \( F^{(k)}(\partial) \mathbb{1}_{V_{-\geq k+1}} = \mathbb{1}_{V_{-\geq k+1}} \).

Next, we prove claim (b) by downward induction on \( k \). For \( k = s \) it holds by (10.19). For \( k = 1, \ldots, s - 1 \), we have, by the definition (9.19) of quasideterminant and by (10.23),

\[
|T^{(k)}(\partial)|_{V_{+1},V_{-1}} = \left( \mathbb{1}_{V_{-1}} T^{(k)}(\partial)^{-1} \mathbb{1}_{V_{+1}} \right)^{-1} = \left( \mathbb{1}_{V_{-1}} F^{(k)}(\partial) T^{(k+1)}(\partial)^{-1} E^{(k)}(\partial) \mathbb{1}_{V_{+1}} \right)^{-1} = \left( \mathbb{1}_{V_{-1}} T^{(k+1)}(\partial)^{-1} \mathbb{1}_{V_{+1}} \right)^{-1} = \left| T^{(k+1)}(\partial) \right|_{V_{+1},V_{-1}} = \mathcal{L}(\partial),
\]

by the inductive assumption. For the third equality we used the obvious identities

\[
\mathbb{1}_{V_{-1}} W^{(k+1)}(\partial)^{-1} = 0 = W^{(k+1)}(\partial)^{-1} \mathbb{1}_{V_{+1}}.
\]
Finally, we prove claim (c). For $k = s$ it holds by Proposition 10.5. Let $k = 1, \ldots, s - 1$. By the inductive assumption, $\pi_{g}(T^{(k+1)}(\partial)) = -(\partial)^{L} + Z(\partial)$. Recalling the matrix form (9.14)-(9.16) of $-(\partial)^{L} + Z(\partial)$ and the matrix form (10.27) of $W^{(k+1)}(\partial)^{-1}$, we immediately have that $-(\partial)^{L} + Z(\partial)W^{(k+1)}(\partial)^{-1}$ and $W^{(k+1)}(\partial)^{-1}(-(\partial)^{L} + Z(\partial))$ have negative order in $\partial$. Hence

$$\pi_{g}(T^{(k+1)}(\partial)W^{(k+1)}(\partial)^{-1})_{+} = 0 \quad \text{and} \quad \pi_{g}(W^{(k+1)}(\partial)^{-1}T^{(k+1)}(\partial))_{+} = 0,$$

so that, by (10.24), $\pi_{g}E_{\pm}^{(k)}(\partial) = 1_{V_{+}}$ and $\pi_{g}F_{\pm}^{(k)}(\partial) = 1_{V_{-}}$. As a consequence, by (10.23)

$$\pi_{g}T^{(k)}(\partial) = \pi_{g}T^{(k+1)}(\partial) = -(\partial)^{L} + Z(\partial),$$

proving claim (c). \(\Box\)

For every $\phi \in g_{1,2}$, we introduce two auxiliary sequences of operators. Recalling (10.10), (10.11) and (10.12), we let

$$X^{(s)}(\lambda, \partial) = 1_{V_{-}}\Phi(1_{V_{-}} + X(\partial)) \in \mathcal{V}(g_{1,2})[\lambda, \partial] \otimes \text{End}(V_{-}),$$

$$Y^{(s)}(\lambda, \partial) = -(1_{V_{+}} + Y(\lambda + \partial))\Phi 1_{V_{+}} \in \mathcal{V}(g_{1,2})[\lambda, \partial] \otimes \text{End}(V_{+}),$$

and, for $1 \leq k \leq s - 1$, we let, by downward induction on $k$,

$$X^{(k)}(\lambda, \partial) = F^{(k)}(\lambda + \partial)X^{(k+1)}(\lambda, \partial)1_{V_{-},<k} \in \mathcal{V}(g_{1,2})[\lambda, \partial] \otimes \text{End}(V_{-}),$$

$$Y^{(k)}(\lambda, \partial) = 1_{V_{+,<k}}Y^{(k+1)}(\lambda, \partial)E^{(k)}(\partial) \in \mathcal{V}(g_{1,2})[\lambda, \partial] \otimes \text{End}(V_{+}).$$

Proposition 10.9. (a) For every $\phi \in g_{1,2}$ and $k = 1, \ldots, s$, the operators $X^{(k)}(\partial)$ and $Y^{(k)}(\partial)$ have positive ad $X$-eigenvalues.

(b) The following identity holds

$$\rho(\phi_{2}T^{(k)}(z)) = T^{(k)}(\lambda + z + \partial)X^{(k)}(\lambda, z) + Y^{(k)}(\lambda, z + \partial)T^{(k)}(z).$$

(c) We have $W^{(k)}(\partial) \in \mathcal{W}(g_{1,N}, p)[\partial] \otimes \text{Hom}(V_{-,\geq k}, V_{+,\geq k}).$

Proof. First, we prove all three claims for $k = s$. By assumption, $\Phi$ has positive ad $X$-eigenvalue, and, by Lemma 10.3, $X(\partial)$ and $Y(\partial)$ have positive ad $X$-eigenvalues. As a consequence, $X^{(s)}(\partial)$ and $Y^{(s)}(\partial)$ have positive ad $X$-eigenvalues as well, proving (a). By the definition (10.32) of $X^{(s)}(\lambda, \partial)$ and $Y^{(s)}(\lambda, \partial)$, Eq. (10.34) for $k = s$ is the same as (10.12), i.e. claim (b) holds. For (c), note that $X^{(s)}(\lambda, \partial)1_{V_{-,s}} = 0$ and $1_{V_{+,s}}Y^{(s)}(\lambda, \partial) = 0$, since $X^{(s)}(\lambda)$ and $Y^{(s)}(\lambda)$ have positive ad $X$-eigenvalues. Hence, by (10.34) with $k = s$, we get $\rho(\phi_{2}W^{(s)}(z)) = 1_{V_{-,s}}\rho(\phi_{2}T^{(s)}(z))1_{V_{-,s}} = 0$, proving claim (c) for $k = s$.

Next, we fix $k = 1, \ldots, s - 1$. We prove claims (a), (b) and (c) by downward induction. By the inductive assumption, $X^{(k+1)}(\partial)$ and $Y^{(k+1)}(\partial)$ have positive ad $X$-eigenvalues. On the other hand, recalling (10.24), $E^{(k)}_{\pm}(\partial)$ and $F^{(k)}_{\pm}(\partial)$ have non-negative ad $X$-eigenvalues, since, obviously, $\text{Hom}(V_{+}, V_{-,\geq k+1}) \subset (\text{End} V)[>
0]. As a result, $X_{\phi}^{(k)}(\partial)$ and $Y_{\phi}^{(k)}(\partial)$ have strictly positive ad $X$-eigenvalues as well, proving claim (a). Next, we prove claim (b). By (10.23) and the PVA axioms, we have

$$\rho\{\phi_{\lambda}T^{(k)}(z)\} = \rho\{\phi_{\lambda}E_{-}^{(k)}(z + x)T^{(k+1)}(z + \partial)F_{-}^{(k)}(z)\} = \rho\{\phi_{\lambda}E_{-}^{(k)}(z + x)\}(|_{x=\partial}T^{(k+1)}(z + \partial)F_{-}^{(k)}(z)) + E_{-}^{(k)}(\lambda + z + \partial)\rho\{\phi_{\lambda}T^{(k+1)}(z + x)\}(|_{x=\partial}F_{-}^{(k)}(z)) + E_{-}^{(k)}(\lambda + z + \partial)T^{(k+1)}(\lambda + z + \partial)\rho\{\phi_{\lambda}F_{-}^{(k)}(z)\}.$$

(10.35)

Note that the operators $E_{\pm}^{(k)}(\partial)$ are inverse to each other, and the operators $F_{\pm}^{(k)}(\partial)$ are inverse to each other. We then use the inductive assumption (10.34) on $\rho\{\phi_{\lambda}T^{(k+1)}(z)\}$ and Eq. (10.23) to rewrite the RHS of (10.35) as

$$\rho\{\phi_{\lambda}T^{(k)}(z)\} = \rho\{\phi_{\lambda}E_{-}^{(k)}(z + x)\}(|_{x=\partial}E_{+}^{(k)}(z + \partial)T^{(k)}(z)) + T^{(k)}(\lambda + z + \partial)F_{+}^{(k)}(\lambda + z + \partial)X_{\phi}^{(k+1)}(\lambda, z + \partial)F_{-}^{(k)}(z) + E_{-}^{(k)}(\lambda + z + \partial)Y_{\phi}^{(k+1)}(\lambda, z + \partial)E_{+}^{(k)}(z)T^{(k)}(z) + T^{(k)}(\lambda + z + \partial)F_{+}^{(k)}(\lambda + z + \partial)\rho\{\phi_{\lambda}F_{-}^{(k)}(z)\}.$$

(10.36)

Note that Eq. (10.36) has the form (10.34) with

$$X_{\phi}^{(k)}(\lambda, \partial) = F_{+}^{(k)}(\lambda + \partial)X_{\phi}^{(k+1)}(\lambda, \partial)F_{-}^{(k)}(\partial) + F_{+}^{(k)}(\lambda + \partial)\rho\{\phi_{\lambda}F_{-}^{(k)}(\partial)\},$$

(10.37)

$$Y_{\phi}^{(k)}(\lambda, \partial) = \rho\{\phi_{\lambda}E_{-}^{(k)}(\partial)\}E_{+}^{(k)}(\partial) + E_{-}^{(k)}(\lambda + \partial)Y_{\phi}^{(k+1)}(\lambda, \partial)E_{+}^{(k)}(\partial) .$$

In order to complete the proof, we are left to show that (10.33) and (10.37) coincide. Equivalently, we need to prove the following two identities

$$X_{\phi}^{(k+1)}(\lambda, \partial)F_{-}^{(k)}(\partial) + \rho\{\phi_{\lambda}E_{-}^{(k)}(\partial)\} = X_{\phi}^{(k+1)}(\lambda, \partial)1_{V_{-,k}},$$

(10.38)

$$\rho\{\phi_{\lambda}E_{-}^{(k)}(\partial)\} + E_{-}^{(k)}(\lambda + \partial)Y_{\phi}^{(k+1)}(\lambda, \partial) = 1_{V_{+,k}}Y_{\phi}^{(k+1)}(\lambda, \partial) .$$

By the inductive assumption (10.33), we have $X_{\phi}^{(k+1)}(\lambda, \partial)1_{V_{-,k+1}} = 0$ and $1_{V_{-,k+1}}Y_{\phi}^{(k+1)}(\lambda, \partial) = 0$. On the other hand, we obviously have $W^{(k+1)}(\partial)^{-1} = 1_{V_{-,k+1}}W^{(k+1)}(\partial)^{-1}1_{V_{+,k+1}}$. Hence

$$X_{\phi}^{(k+1)}(\lambda, \partial)W^{(k+1)}(\partial)^{-1} = 0$$

and

$$W^{(k+1)}(\partial)^{-1}Y_{\phi}^{(k+1)}(\lambda, \partial) = 0 .$$

(10.39)

Hence, by the definition (10.24) of $E_{-}^{(k)}(\partial)$ and $F_{-}^{(k)}(\partial)$, we have

$$X_{\phi}^{(k+1)}(\lambda, \partial)F_{-}^{(k)}(\partial) = X_{\phi}^{(k+1)}(\lambda, \partial)$$

and

$$E_{-}^{(k)}(\lambda + \partial)Y_{\phi}^{(k+1)}(\lambda, \partial) = Y_{\phi}^{(k+1)}(\lambda, \partial) .$$

(10.40)

Furthermore, by the definition (10.24) of $E_{-}^{(k)}(\partial)$, and the left Leibniz rule, we have

$$\rho\{\phi_{\lambda}E_{-}^{(k)}(\partial)\} = -1_{V_{+,k}}\rho\{\phi_{\lambda}T^{(k+1)}(\partial)W^{(k+1)}(\partial)^{-1}\} = -1_{V_{+,k}}Y_{\phi}^{(k+1)}(\lambda, \partial)T^{(k+1)}(\partial)W^{(k+1)}(\partial)^{-1} .$$

(10.41)
For the first equality in (10.41) we used the fact that, by the inductive assumption (c), \( W^{(k+1)}(\partial) \) has coefficients in the \( \mathcal{W} \)-algebra \( \mathcal{W}(\mathfrak{gl}_N, \rho) \). For the second equality in (10.41) we used the inductive assumption (10.34) and the first Eq. (10.39). For the last equality in (10.41) we used the facts that, by (a), \( Y^{(k+1)}(\lambda, \partial) \) has positive \( \text{ad} \) \( X \)-eigenvalues, so that
\[
\| V_{r,k} Y^{(k+1)}(\lambda, \partial) = \| V_{r,k} Y^{(k+1)}(\lambda, \partial) \| V_{r,\leq k} ,
\]
and that, by the definition (10.23) of \( W^{(k+1)}(\partial) \),
\[
\| V_{r,k} T^{(k+1)}(\partial) W^{(k+1)}(\partial)^{-1} = W^{(k+1)}(\partial) W^{(k+1)}(\partial)^{-1} = \| V_{r,\leq k} .
\]
Similarly,
\[
\rho(\phi, F^{(k)}_{-}(\partial)) = - (W^{(k+1)}(\lambda + \partial)^{-1} \rho(\phi, T^{(k+1)}(\partial))) | V_{r,\leq k} = - (W^{(k+1)}(\lambda + \partial)^{-1} T^{(k+1)}(\lambda + \partial) X^{(k+1)}_{\phi}(\lambda, \partial) | V_{r,\leq k}) = - X^{(k+1)}_{\phi}(\lambda, \partial) = V_{r,\leq k} .
\]
Combining (10.40) and (10.42), we get the first equation in (10.38), while combining (10.40) and (10.41), we get the second equation in (10.38). This proves claim (b). Finally, we prove claim (c). By (10.33), we have \( X^{(k)}_{\phi}(\lambda, \partial) | V_{r,\geq k} = 0 \) and \( \| V_{r,\geq k} X^{(k)}_{\phi}(\lambda, \partial) = 0 \). Hence, by (10.34),
\[
\rho(\phi, W^{(k)}(\partial)) = \| V_{r,\geq k} \rho(\phi, T^{(k)}(\partial)) | V_{r,\geq k} = \| V_{r,\geq k} T^{(k)}(\lambda + z + \partial) X^{(k)}_{\phi}(\lambda, z) | V_{r,\geq k}
\]
\[
+ \| V_{r,\geq k} Y^{(k)}_{\phi}(\lambda, z + \partial) T^{(k)}(\partial) | V_{r,\geq k} = 0 .
\]

**Corollary 10.10.** \( W^{(1)}(\partial) = - (\partial)^2 + W(\partial) \).

**Proof.** By construction \( W^{(1)}(\partial) = T^{(1)}(\partial) \). By Proposition 10.9(c), \( W^{(1)}(\partial) \) has coefficients in the \( \mathcal{W} \)-algebra \( \mathcal{W}(\mathfrak{gl}_N, \rho) \). By Proposition 10.8(c), we have \( \pi_{\mathfrak{gl}} T^{(1)}(\partial) = - (\partial)^2 + Z(\partial) \). Hence, by the Structure Theorem 6.1,
\[
W^{(1)}(\partial) = w(\pi(W^{(1)}(\partial))) \quad w(\pi_{\mathfrak{gl}} T^{(1)}(\partial)) = - (\partial)^2 + w(Z(\partial)) = - (\partial)^2 + W(\partial) .
\]

**11. The Matrix \( W_{22}(\partial) \) Does Not Evolve**

Recalling the basis \( \{ e_{\alpha} \}_{\alpha \in I} \) of \( V \) defined in Sect. 9.4, we have the direct sum decompositions
\[
V = V_{\pm,1} \oplus V'_{\pm,1} ,
\]
where \( V'_{\pm,1} = \text{Span} \{ e_{(a,h)} \mid (a,h) \in I \text{ s.t. } h \neq 1 \text{ if } a \leq r_1 \} \), and \( V_{\pm,1} = \text{Span} \{ e_{(a,h)} \mid (a,h) \in I \text{ s.t. } h \neq p_a \text{ if } a \leq r_1 \} \). Consider the subspace
Hom($V'_{+,1}$, $V'_{-,1}$) ⊂ End $V$, and let $g' \subset g = \mathfrak{gl}(V)$ be the same subspace, viewed as a subspace of the Lie algebra $g$, and hence of the differential algebra $\mathcal{V}(g)$:

$$g' := \text{Hom}(V'_{+,1}, V'_{-,1}) \subset \mathcal{V}(g).$$

We also denote

$$g'_{\leq \frac{1}{2}} = g' \cap g_{\leq \frac{1}{2}} \subset \mathcal{V}(g_{\leq \frac{1}{2}}).$$

Recalling the definition (9.1) of the differential operator $A(\partial)$, it is immediate to see that a basis of $g'$ is provided by the matrix entries of the constant term of the operator

$$1_{V'_{+,1}} A(\partial) 1_{V'_{-,1}} \in \mathcal{V}(g')[\partial] \otimes \text{Hom}(V'_{-,1}, V'_{+,1}).$$

**Lemma 11.1.** For every $v \in \mathcal{V}(g')$, we have $\{v_{\lambda} 1_{V_{-,1}} A^{-1}(w) 1_{V_{+,1}}\} = 0$.

**Proof.** By Eq. (9.5), we have

$$\{1_{V'_{+,1}} A(z) 1_{V'_{-,1}}\} = 1_{V'_{+,1}} \{A(z)\} 1_{V'_{-,1}} = 0,$$

since, obviously, $1_{V'_{+,1}} 1_{V'_{-,1}} = 0$. The claim follows since, as observed in (11.4), the coefficients of the entries of $1_{V'_{+,1}} A(z) 1_{V'_{-,1}}$ span $g'$. □

**Proposition 11.2.** An element $v \in \mathcal{V}(g'_{\leq \frac{1}{2}}) \cap \mathcal{W}(\mathfrak{gl}^N, p)$ does not evolve w.r.t. the time evolution given by the Hamiltonian flows (6.22): $\frac{\partial v}{\partial t_j} = 0$, for all $j \in \mathbb{Z}_{\geq 1}$.

**Proof.** By the definition (6.7) of the $\mathcal{W}$-algebra $\lambda$-bracket and Eq. (9.23), we have

$$\{v_{\lambda} A^{-1}(z)\}_{\mathcal{W}} = \{v_{\lambda} 1_{V_{-,1}} (\rho A)^{-1}(z) 1_{V_{+,1}}\}_{\mathcal{W}} = \rho \{v_{\lambda} 1_{V_{-,1}} A^{-1}(z) 1_{V_{+,1}}\} = 0.$$

For the first equality we used the definition (9.19) of quasideterminant, for the second equality we used Eq. (9.7), and the last equality is due to Lemma 11.1. It follows, by the PVA axioms, that $v_{\lambda}(\mathcal{L}(z))_{\mathcal{W}} = 0$, and therefore

$$\frac{\partial v}{\partial t_j} = \left\{\int h_j, v\right\}_{\mathcal{W}} = \frac{p_1}{p} \text{Res}_{z} \text{ tr} \left\{\mathcal{L}^{\frac{1}{p}}(z)_{\lambda} v\right\}_{\lambda=0} = 0.$$

□

**Lemma 11.3.** We have $1_{V_{+, \geq 2}} T(\partial) 1_{V_{-, \geq 2}} \in \mathcal{V}(g'_{\leq \frac{1}{2}})[\partial] \otimes \text{Hom}(V_{-, \geq 2}, V_{+, \geq 2})$. 
Proof. Note that $V_{+,\geq 2}, FV \subset V'_{+,1}$ and $V_{-,\geq 2}, F^T V \subset V'_{-,1}$. As a consequence, all the operators
\[
\mathbb{1}_{V_{+,\geq 2}} \rho A(\partial) \mathbb{1}_{V_{-,\geq 2}}, \quad \mathbb{1}_{V_{+,\geq 2}} \rho A(\partial) \mathbb{1}_{F^T V}, \quad \mathbb{1}_{FV} \rho A(\partial) \mathbb{1}_{V_{-,\geq 2}}, \quad \mathbb{1}_{V_{-,\geq 2}} \rho A(\partial) \mathbb{1}_{F^T V},
\]
have coefficients of the entries in $\mathcal{V}(g'_{\leq 2})$. The claim follows since, by the definition (9.19) of quasideterminant, and the definition (10.1) of $T(\partial)$,
\[
\mathbb{1}_{V_{+,\geq 2}} T(\partial) \mathbb{1}_{V_{-,\geq 2}} = \mathbb{1}_{V_{+,\geq 2}} \rho A(\partial) \mathbb{1}_{V_{-,\geq 2}} - \mathbb{1}_{V_{+,\geq 2}} \rho A(\partial) \mathbb{1}_{F^T V} \mathbb{1}_{FV} \rho A(\partial) \mathbb{1}_{F^T V}^{-1} \mathbb{1}_{FV} \rho A(\partial) \mathbb{1}_{V_{-,\geq 2}}.
\]

□

**Proposition 11.4.** We have $\mathbb{1}_{V_{+,\geq 2}} T^{(k)}(\partial) \mathbb{1}_{V_{-,\geq 2}} \in \mathcal{V}(g'_{\leq 2})[\partial] \otimes \text{Hom}(V_{-,\geq 2}, V_{+,\geq 2})$, for every $k = 1, \ldots, s$.

Proof. We prove the proposition by downward induction on $k$. For $k = s$ the claim holds by Lemma 11.3. For $k = 2, \ldots, k - 1$ we have, by (10.23) and (10.24),
\[
\mathbb{1}_{V_{+,\geq 2}} T^{(k)}(\partial) \mathbb{1}_{V_{-,\geq 2}} = \left( \mathbb{1}_{V_{+,\geq 2}} - \mathbb{1}_{V_{+,k}} \left( T^{(k+1)}(\partial) W^{(k+1)}(\partial)^{-1} \right)_+ \mathbb{1}_{V_{+,\leq 2}} \right) \times \left( \mathbb{1}_{V_{-,\geq 2}} - \left( W^{(k+1)}(\partial)^{-1} T^{(k+1)}(\partial) \right)_+ \mathbb{1}_{V_{-,\leq 2}} \right).
\]

Since, obviously, $W^{(k+1)}(\partial)^{-1} = \mathbb{1}_{V_{-,\geq 2}} W^{(k+1)}(\partial)^{-1} \mathbb{1}_{V_{+,\geq 2}}$ and $\mathbb{1}_{V_{+,\leq 2}} = \mathbb{1}_{V_{+,k}} \mathbb{1}_{V_{+,\leq 2}}$, we can use the inductive assumption to conclude that RHS has coefficients in $\mathcal{V}(g'_{\leq 2})$, as claimed. Finally, the claim for $k = 1$ holds since, by Proposition 10.8(a), we have $\mathbb{1}_{V_{+,\geq 2}} T^{(1)}(\partial) \mathbb{1}_{V_{-,\geq 2}} = \mathbb{1}_{V_{+,\geq 2}} T^{(2)}(\partial) \mathbb{1}_{V_{-,\geq 2}}$. □

**Corollary 11.5.** The coefficients of the entries of the operator $\mathbb{1}_{V_{+,\geq 2}} W(\partial) \mathbb{1}_{V_{-,\geq 2}}$ do not evolve w.r.t. the time evolution given by the Hamiltonian flows (6.22):
\[
\frac{\partial}{\partial t_j} \mathbb{1}_{V_{+,\geq 2}} W(z) \mathbb{1}_{V_{-,\geq 2}} = 0 \text{ for all } j \in \mathbb{Z}_{\geq 1}.
\]

Proof. By Corollary 10.10 and Eq. (10.23), $W(\partial) = (\partial)^2 + T^{(1)}(\partial)$. Hence, the claim is an immediate consequence of Propositions 11.2 and 11.4. □

**Remark 11.6.** Note that, under the identification (9.13), the submatrix $W_{22}(\partial)$ of $W(\partial)$ defined in (6.17) coincides with $\mathbb{1}_{V_{+,\geq 2}} W(\partial) \mathbb{1}_{V_{-,\geq 2}}$. Hence, Corollary 11.5 can be restated by saying that the coefficients of the entries of $W_{22}(\partial)$ do not evolve.

12. Lax Equations Versus Hamiltonian Equations Associated to the $\mathcal{W}$-algebra $\mathcal{W}(\mathfrak{gl}_N, p)$

The present section is devoted to the proof of the following second main result of the paper.
\textbf{Theorem 12.1.} Consider the classical \( \mathcal{W} \)-algebra \( \mathcal{W}(\mathfrak{gl}_N, p) \) associated to the partition \( p \) of \( N \). Let \( W(\partial) \in \text{Mat}_{r \times r} \mathcal{W}(\mathfrak{gl}_N, p)[\partial] \) be the matrix differential operator \((6.16)\) encoding all the \( \mathcal{W} \)-algebra generators, which we write in block form as in \((6.17)\). Let \( \mathcal{L}(\partial) \in \text{Mat}_{r_1 \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)((\partial^{-1})) \) be the Lax operator defined in \((6.19)\). Then the Hamiltonian evolution equations \((6.22)\) on the \( \mathcal{W} \)-algebra are equivalent to the Lax equations \((6.23)\) for the operator \( \mathcal{L}(\partial) \) together with the condition that the generators in the submatrix \( W_{22}(\partial) \) do not evolve:

\[
\frac{\partial}{\partial t_j} W_{22}(\partial) = 0 \quad \text{for all} \quad j \in \mathbb{Z}_{\geq 1}.
\]

In fact, we can write explicitly the evolution of all other generators as follows \((j \in \mathbb{Z}_{\geq 1})\):

\[
\frac{\partial}{\partial t_j} W_{12}(\partial) = R_{12}^{(j)}(\partial), \quad \frac{\partial}{\partial t_j} W_{21}(\partial) = -R_{21}^{(j)}(\partial),
\]

\[
\frac{\partial}{\partial t_j} W_{11}(\partial) = [(\mathcal{L}(\partial)^{\frac{j}{2}})_{+}, W_{11}(\partial)] + Q_{12}^{(j)}(\partial)W_{21}(\partial) - W_{12}(\partial)Q_{21}^{(j)}(\partial).
\]

where the matrix differential operators \( R_{12}^{(j)}(\partial), R_{21}^{(j)}(\partial), Q_{12}^{(j)}(\partial), Q_{21}^{(j)}(\partial) \), are uniquely determined by

\[
(\mathcal{L}(\partial)^{\frac{j}{2}})_{+}W_{12}(\partial) = Q_{12}^{(j)}(\partial)(-(\partial)^2 + W_{22}(\partial)) + R_{12}^{(j)}(\partial),
\]

\[
W_{21}(\partial)(\mathcal{L}(\partial)^{\frac{j}{2}})_{+} = (-(\partial)^2 + W_{22}(\partial))Q_{21}^{(j)}(\partial) + R_{21}^{(j)}(\partial),
\]

and the conditions that the matrix entries of \( R_{12}^{(j)}(\partial) = (R_{ab}^{(j)}(\partial))_{1 \leq a \leq r_1 < b \leq r} \) and of \( R_{21}^{(j)}(\partial) = (\tilde{R}_{ab}^{(j)}(\partial))_{1 \leq b \leq r_1 < a \leq r} \) have the following bounds on their differential orders:

\[
\text{ord}(R_{ab}^{(j)}(\partial)) \leq \min\{p_a, p_b\} - 1.
\]

\textbf{12.1. A preliminary result on pseudodifferential operators.}

\textbf{Lemma 12.2.} Let \( \mathcal{W} \) be a differential algebra with no zero divisors, and assume that its subalgebra of constants coincides with the base field \( \mathbb{C} \). Let \( \mathcal{V} \) be a subspace of \( \mathcal{W} \) such that \( \mathcal{V} \cap \partial \mathcal{W} = 0 \). Consider the following vector subspaces of \( \mathcal{W}((\partial^{-1})) \)

\[
V_1 = \text{Span}\\{a \partial^{-1}b \mid a, b \in \mathcal{W}\}, \quad V_2 = \text{Span}\\{a \partial^{-1}b \partial^{-1}c \mid a, c \in \mathcal{W}, \ b \in \mathcal{V}\}.
\]

(a) We have a vector space isomorphism \( \mathcal{W} \otimes \mathcal{W} \sim V_1 \), given by \( a \otimes b \mapsto a \partial^{-1}b \).

(b) We have a vector space isomorphism \( \mathcal{W} \otimes \mathcal{V} \otimes \mathcal{W} \sim V_2 \), given by \( a \otimes b \otimes c \mapsto a \partial^{-1}b \partial^{-1}c \).

(c) \( V_1 \cap V_2 = 0 \).

\textbf{Proof.} Claim (a) is the same as [Car17, Lem.4.4]. The proof of [Car17, Lem.4.8] implies (b) and (c), which are stronger versions of that lemma. Note also that claim (a) is an alternative version of Lemma 3.3 of the present paper.  \( \square \)
12.2. Notation for differential order and polynomial degree. We introduce some notation that we shall use throughout the remainder of Sect. 12. Consider a matrix differential operator \( A(\partial) \in \text{Mat} \mathcal{V}(\mathfrak{g}_N, p)[\partial] \), which we can expand as \( A(\partial) = \sum_{i \in \mathbb{Z}_{\geq 0}} A_i \partial^i \), with \( A_i \in \text{Mat} \mathcal{V}(\mathfrak{g}_N, p) \). We say that \( \text{ord} A(\partial) = n \) if \( A_n \neq 0 \) and \( A_i = 0 \) for all \( i > n \); we also denote
\[
\text{ord}_i A(\partial) = A_i , \quad i \in \mathbb{Z}_{\geq 0} .
\]
(12.5)

Next, recall, by Theorem 6.1, that \( \mathcal{V}(\mathfrak{g}_N, p) \) is an algebra of differential polynomials, and let \( \{w_\alpha\}_{\alpha \in I} \) be a set of differential generators (with \( |I| = \dim(\mathfrak{g}^f) \)). Denote by \( w_\alpha^{(n)} = \partial^n w_\alpha \), for all \( \alpha \in I \) and \( n \in \mathbb{Z}_{\geq 0} \), and let \( \deg(w_\alpha^{(n)}) = 1 \), which we call the polynomial degree on the \( \mathcal{V} \)-algebra. We can expand each coefficient \( A_i \) in homogeneous components with respect to the polynomial degree: \( A_i = \sum_{j \in \mathbb{Z}_{\geq 0}} A_i^j \), where \( A_i^j \) is a matrix whose entries are homogeneous polynomials of degree \( j \). Then, we denote
\[
\deg^j A(\partial) = \sum_{i=0}^{n} A_i^j \partial^i , \quad j \in \mathbb{Z}_{\geq 0} .
\]
(12.6)

the homogeneous component of \( A(\partial) \) of degree \( j \) w.r.t. the polynomial degree of \( \mathcal{V}(\mathfrak{g}_N, p) \). For example, \( \deg^0 A(\partial) \in \mathbb{C}[\partial] \) is the constant term of \( A(\partial) \), while \( \deg^1 A(\partial) \) has the form
\[
\deg^1 A(\partial) = \sum_{i \in \mathbb{Z}_{\geq 0}} \sum_{\alpha \in I} \sum_{n \in \mathbb{Z}_{\geq 0}} \gamma_{i, \alpha, n} w_\alpha^{(n)} \partial^i , \quad \gamma_{i, \alpha, n} \in \text{Mat} \mathbb{C} .
\]

Finally, using the above notation, we set
\[
\overline{\deg}^1 A(\partial) := \sum_{\alpha \in I} \sum_{i \in \mathbb{Z}_{\geq 0}} \gamma_{i, \alpha, 0} w_\alpha \partial^i \in \text{Mat} \left( \bigoplus_{\alpha \in I} \mathbb{C} w_\alpha \right)[\partial] .
\]

In other words, \( \overline{\deg}^1 A(\partial) \) is the projection of \( A(\partial) \) on the vector space spanned by the generators \( \{w_\alpha\}_{\alpha \in I} \) of \( \mathcal{V}(\mathfrak{g}_N, p) \). As an example, by the definition (6.16) of the matrix \( W(\partial) \in \text{Mat}_{r \times r} \mathcal{V}(\mathfrak{g}_N, p)[\partial] \), we have that
\[
\deg^j W(\partial) = 0 \text{ for } j \neq 1 , \quad \text{and } \deg^1 W(\partial) = \overline{\deg}^1 W(\partial) = W(\partial) .
\]
(12.7)

12.3. Existence and uniqueness of the Euclidean division (12.3)–(12.4).

**Lemma 12.3.** (a) For every matrix differential operator \( B_{12}(\partial) \in \text{Mat}_{r_1 \times (r - r_1)} \mathcal{V}(\mathfrak{g}_N, p)[\partial] \) there exist unique \( Q_{12}(\partial) \in \text{Mat}_{r_1 \times (r - r_1)} \mathcal{V}(\mathfrak{g}_N, p)[\partial] \) such that
\[
B_{12}(\partial) = Q_{12}(\partial)(-(-\partial)^2 + W_{22}(\partial)) + R_{12}(\partial) ,
\]
(12.8)
and the matrix entries of \( R_{12}(\partial) = (R_{ab}(\partial))_{1 \leq a \leq r_1, b \leq r} \) are such that \( \text{ord} (R_{ab}(\partial)) \leq p_b - 1 \).
(b) For every matrix differential operator $B_{21}(\partial) \in \text{Mat}_{(r-r_1) \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$ there exist unique $Q_{21}(\partial), R_{21}(\partial) \in \text{Mat}_{(r-r_1) \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$ such that

$$B_{21}(\partial) = (-(-\partial)^2 + W_{22}(\partial))Q_{21}(\partial) + R_{21}(\partial),$$

(12.9)

and the matrix entries of $R_{21}(\partial) = (R_{ab}(\partial))_{1 \leq b \leq r_1 < a \leq r}$ are such that $\text{ord}(R_{ab}(\partial)) \leq p_a - 1$.

Proof. We prove claim (a); the proof of (b) is similar. First, we prove uniqueness. Suppose that

$$Q_{12}(\partial)(-(-\partial)^2 + W_{22}(\partial)) + R_{12}(\partial) = \tilde{Q}_{12}(\partial)(-(-\partial)^2 + W_{22}(\partial)) + \tilde{R}_{12}(\partial),$$

with both $R_{12}(\partial)$ and $\tilde{R}_{12}(\partial)$ satisfying the stated bounds on the orders of their matrix entries:

$$\text{ord}(R_{ab}(\partial)), \text{ord}(\tilde{R}_{ab}(\partial)) \leq p_b - 1. \quad (12.11)$$

Suppose, by contradiction, that $(Q_{12}(\partial), R_{12}(\partial)) \neq (\tilde{Q}_{12}(\partial), \tilde{R}_{12}(\partial))$, and let $n$ be the smallest degree at which they do not match:

$$(\text{deg}^n Q_{12}(\partial), \text{deg}^n R_{12}(\partial)) \neq (\text{deg}^n \tilde{Q}_{12}(\partial), \text{deg}^n \tilde{R}_{12}(\partial)), \quad (12.12)$$

and

$$(\text{deg}^j Q_{12}(\partial), \text{deg}^j R_{12}(\partial)) = (\text{deg}^j \tilde{Q}_{12}(\partial), \text{deg}^j \tilde{R}_{12}(\partial)) \quad \text{if} \quad j < n. \quad (12.13)$$

Taking the $n$-degree components of both sides of Eq. (12.10) we get, recalling (12.7),

$$\text{deg}^n(Q_{12}(\partial))(-(-\partial)^2) + \text{deg}^{n-1}(Q_{12}(\partial))W_{22}(\partial) + \text{deg}^n R_{12}(\partial)$$

$$= \text{deg}^n(\tilde{Q}_{12}(\partial))(-(-\partial)^2) + \text{deg}^{n-1}(\tilde{Q}_{12}(\partial))W_{22}(\partial) + \text{deg}^n \tilde{R}_{12}(\partial).$$

Hence, using (12.13), we get

$$\text{deg}^n(Q_{12}(\partial))(-(-\partial)^2) + \text{deg}^n R_{12}(\partial) = \text{deg}^n(\tilde{Q}_{12}(\partial))(-(-\partial)^2) + \text{deg}^n \tilde{R}_{12}(\partial).$$

Taking the $(a,b)$-entry of both sides of the above equation, we get

$$(-1)^{p_b+1}\text{deg}^n(Q_{ab}(\partial))\partial^{p_b} + \text{deg}^n R_{ab}(\partial) = (-1)^{p_b+1}\text{deg}^n(\tilde{Q}_{ab}(\partial))\partial^{p_b} + \text{deg}^n(\tilde{R}_{ab}(\partial)),$$

which clearly implies

$$\text{deg}^n Q_{ab}(\partial) = \text{deg}^n \tilde{Q}_{ab}(\partial) \quad \text{and} \quad \text{deg}^n R_{ab}(\partial) = \text{deg}^n \tilde{R}_{ab}(\partial),$$

by the assumption (12.11). This contradicts (12.12).

Next, we prove the existence of $Q_{12}(\partial)$ and $R_{12}(\partial)$ by induction on $m = \text{ord} B_{12}(\partial)$. First note that, if $\text{ord} B_{ab}(\partial) \leq p_b - 1$ for all $1 \leq a \leq r_1 < b \leq r$, we can set $Q_{12}(\partial) = 0$ and $R_{12}(\partial) = B_{12}(\partial)$. Otherwise, for each $a,b$, we can uniquely decompose

$$B_{ab}(\partial) = (-1)^{p_b+1}Q_{ab}(\partial)\partial^{p_b} + R_{ab}^0(\partial), \quad (12.14)$$

where

$$\text{ord}(R_{ab}^0(\partial)) \leq p_b - 1 \quad \text{and} \quad \text{ord}(Q_{ab}^0(\partial)) \leq \text{ord} B_{ab}(\partial) - p_b \leq m - p_b. \quad (12.15)$$
Let $Q_{12}^0(\partial)$ and $R_{12}^0(\partial)$ be the $r_1 \times (r - r_1)$-matrices with entries $Q_{ab}^0(\partial)$ and $R_{ab}^0(\partial)$ respectively, so that Eq. (12.14) can be written in matrix form as

$$B_{12}(\partial) = Q_{12}^0(\partial)(-(-\partial)^2) + R_{12}^0(\partial).$$  \hfill (12.16)

Next, consider the matrix differential operator

$$C_{12}(\partial) := Q_{12}^0(\partial)W_{22}(\partial).$$  \hfill (12.17)

By (6.16) and the second inequality in (12.15), its $(a, b)$-entry has differential order

$$\ord C_{ab}(\partial) \leq \max \{ \ord Q_{ac}^0(\partial) + \ord W_{cb}(\partial) \}_{c=r_1+1}^r \leq \max \{ m - p_c + \min\{ p_c, p_b \} - 1 \}_{c=r_1+1}^r \leq m - 1.$$

Hence, $\ord C_{12}(\partial) \leq m - 1$, and we can apply the inductive assumption to get matrices $Q_{12}^1(\partial)$ and $R_{12}^1(\partial)$ such that

$$C_{12}(\partial) = Q_{12}^1(\partial)(-(-\partial)^2 + W_{22}(\partial)) + R_{12}^1(\partial),$$  \hfill (12.18)

with $\ord R_{ab}^1(\partial) \leq p_b - 1$. Combining Eqs. (12.16), (12.17) and (12.18), we get that Eq. (12.8) holds with

$$Q_{12}(\partial) = Q_{12}^0(\partial) - Q_{12}^1(\partial) \quad \text{and} \quad R_{12}(\partial) = R_{12}^0(\partial) - R_{12}^1(\partial).$$

Remark 12.4. As a special case of Lemma 12.3, applied to $B_{12}(\partial) = (\mathcal{L}(\partial)_{\partial_1})_+W_{12}(\partial)$ and $B_{21}(\partial) = W_{21}(\partial)(\mathcal{L}(\partial)_{\partial_1})_+$, we get that the matrix differential operators $R_{12}^{(j)}(\partial)$, $R_{21}^{(j)}(\partial)$, $Q_{12}^{(j)}(\partial)$, and $Q_{21}^{(j)}(\partial)$, in Theorem 12.1 exist and are unique.

12.4. Unique decomposition of certain operators.

Lemma 12.5. Let $b \in \mathcal{W}(gl_N, \underline{\partial})\backslash (\underline{\mathbb{C}} \oplus \partial \mathcal{W}(gl_N, \underline{p}))$, and let $a(\partial), \bar{a}(\partial), c(\partial), \bar{c}(\partial) \in \mathcal{W}(gl_N, \underline{p})[\partial]$ be such that

$$a(\partial)\partial^{-m}b\partial^{-n}c(\partial) = \bar{a}(\partial)\partial^{-m}\bar{b}\partial^{-n}\bar{c}(\partial) \text{ in } \mathcal{W}(gl_N, \underline{p})((\partial^{-1})).$$  \hfill (12.19)

for some integers

$$m > \ord a(\partial), \ord \bar{a}(\partial) \quad \text{and} \quad n > \ord c(\partial), \ord \bar{c}(\partial).$$  \hfill (12.20)

Then

$$a(\partial) \otimes c(\partial) = \bar{a}(\partial) \otimes \bar{c}(\partial) \text{ in } \mathcal{W}(gl_N, \underline{p})[\partial] \otimes \mathcal{W}(gl_N, \underline{p})[\partial].$$  \hfill (12.21)
Proof. Expand the differential operators $a(\partial)$, $c(\partial)$, $\tilde{a}(\partial)$, $\tilde{c}(\partial)$ as

$$a(\partial) = \sum_{i=0}^{m-1} a_i \partial^i, \quad \tilde{a}(\partial) = \sum_{i=0}^{m-1} \tilde{a}_i \partial^i, \quad c(\partial) = \sum_{j=0}^{n-1} \partial^j c_j, \quad \tilde{c}(\partial) = \sum_{j=0}^{n-1} \partial^j \tilde{c}_j.$$  

Then, Eq. (12.19) reads

$$\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left( a_i \partial^{-(m-i)} b \partial^{-(n-j)} c_j - \tilde{a}_i \partial^{-(m-i)} b \partial^{-(n-j)} \tilde{c}_j \right) = 0 \text{ in } \mathcal{W}(\mathfrak{gl}_N, p)((\partial^{-1})).$$  

(12.22)

For any integer $n \geq 1$ we have the following identity of pseudodifferential operators, which can be easily proved by induction on $n$:

$$\partial^{-n} = \sum_{k=0}^{n-1} (-1)^k \frac{1}{k!(n-1-k)!} x^{n-1-k} \partial^{-1} \circ x^k, \text{ where } \partial = \frac{\partial}{\partial x}. \quad (12.23)$$  

Using (12.23), Eq. (12.22) becomes

$$\sum_{i,h \in \mathbb{Z}_{\geq 0}} \sum_{j,k \in \mathbb{Z}_{\geq 0}} (-1)^{h+k+j+1} \frac{h!k!(m-h-i-1)!(n-k-j-1)!}{(i+h \leq m-1) (j+k \leq n-1)} \times \left( a_i x^{m-h-i-1} \partial^{-1} b x^{h+k} \partial^{-1} c_j x^{n-k-j-1} - \tilde{a}_i x^{m-h-i-1} \partial^{-1} b x^{h+k} \partial^{-1} \tilde{c}_j x^{n-k-j-1} \right) = 0.$$  

We then apply Lemma 12.2 for the differential algebra $\mathcal{W} = \mathcal{W}(\mathfrak{gl}_N, p)[x]$ to deduce that

$$\sum_{i,h \in \mathbb{Z}_{\geq 0}} \sum_{j,k \in \mathbb{Z}_{\geq 0}} (-1)^{h+k+j+1} \frac{h!k!(m-h-i-1)!(n-k-j-1)!}{(i+h \leq m-1) (j+k \leq n-1)} \times \left( a_i x^{m-h-i-1} \int b x^{h+k} \otimes c_j x^{n-k-j-1} - \tilde{a}_i x^{m-h-i-1} \int b x^{h+k} \otimes \tilde{c}_j x^{n-k-j-1} \right) = 0,$$

in the space $\mathcal{W} \otimes (\mathcal{W}/\partial \mathcal{W}) \otimes \mathcal{W}$. Next, we observe that, under the assumption that $b \notin \mathbb{C} \oplus \partial \mathcal{W}(\mathfrak{gl}_N, p)$, the elements $\left\{ \int b x^\ell \right\}_{\ell \in \mathbb{Z}_{\geq 0}} \subset \mathcal{W}(\mathfrak{gl}_N, p)[x]/\partial (\mathcal{W}(\mathfrak{gl}_N, p)[x])$ are linearly independent over $\mathbb{C}$. Indeed, it is not hard to check that a relation of linear dependence $\alpha_0 \int b + \alpha_1 \int b x + \cdots + \alpha_n \int b x^n = 0$, with $\alpha_0, \ldots, \alpha_n \in \mathbb{C}$ and $\alpha_n \neq 0$, is possible only if $b \in \mathbb{C} \oplus \partial^{-1} \mathcal{W}(\mathfrak{gl}_N, p))$. Hence, the term with $h = k = 0$ in the above equation must vanish:

$$\left( \sum_{i=0}^{m-1} a_i \frac{x^{m-i-1}}{(m-i-1)!} \right) \otimes \left( \sum_{j=0}^{n-1} c_j \frac{(-x)^{n-j-1}}{(n-j-1)!} \right) = \left( \sum_{i=0}^{m-1} \tilde{a}_i \frac{x^{m-i-1}}{(m-i-1)!} \right) \otimes \left( \sum_{j=0}^{n-1} \tilde{c}_j \frac{(-x)^{n-j-1}}{(n-j-1)!} \right).$$
in the space $\mathcal{W}(\mathfrak{gl}_N, p)[x] \otimes \mathcal{W}(\mathfrak{gl}_N, p)[x]$. This is of course equivalent to saying that $a(\partial) \otimes c(\partial) = \tilde{a}(\partial) \otimes \tilde{c}(\partial)$ in the space $\mathcal{W}(\mathfrak{gl}_N, p)[\partial] \otimes \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$. □

Given two (matrix) pseudodifferential operators $A(\partial)$ and $B(\partial)$, we shall write $A(\partial) \equiv B(\partial)$ if they differ by a (matrix) differential operator.

**Lemma 12.6** Let $\tilde{W}_{12}(\partial) = (\tilde{W}_{ab}(\partial))_{1 \leq a \leq r_1 \leq b \leq r} \in \text{Mat}_{r_1 \times (r-r_1)} \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$ and $\tilde{W}_{21}(\partial) = (\tilde{W}_{\bar{a}b}(\partial))_{1 \leq b \leq r_1 \leq a \leq r} \in \text{Mat}_{(r-r_1) \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$ be such that

$$\text{ord } \tilde{W}_{ab}(\partial) \leq \min\{p_a, p_b\} - 1 \text{ for all } a, b.$$  \hspace{1cm} (12.24)

Then

$$W_{12}(\partial)(-\partial)^q + W_{22}(\partial))^{-1} \tilde{W}_{21}(\partial) \equiv W_{12}(\partial)(-\partial)^q + W_{22}(\partial))^{-1} W_{21}(\partial).$$  \hspace{1cm} (12.25)

if and only if there exists $\alpha \in \mathbb{C}$ such that

$$\tilde{W}_{12}(\partial) = \alpha W_{12}(\partial), \quad \tilde{W}_{21}(\partial) = \alpha W_{21}(\partial).$$  \hspace{1cm} (12.26)

**Proof.** Clearly, (12.26) implies (12.25), so we only have to prove the “only if” part. We then fix $a, b \in \{1, \ldots, r_1\}$ and we equate the $(a, b)$-entry of both sides of (12.25). As a result, we get

$$W_{a2}(\partial)(-\partial)^q + W_{22}(\partial))^{-1} \tilde{W}_{b2}(\partial) \equiv W_{a2}(\partial)(-\partial)^q + W_{22}(\partial))^{-1} W_{b2}(\partial).$$  \hspace{1cm} (12.27)

Next, we take the homogeneous component of degree 1 (w.r.t. the polynomial degree of $\mathcal{W}(\mathfrak{gl}_N, p)$) in both sides of (12.27). Recalling (12.7), we get

$$W_{a2}(\partial)(-\partial)^q \deg^0(\tilde{W}_{b2}(\partial)) \equiv \deg^0(\tilde{W}_{a2}(\partial))(-\partial)^q W_{b2}(\partial),$$

which can be expanded in terms of matrix coefficients as

$$\sum_{c=r_1+1}^r \sum_{i, j \in \mathbb{Z}_{\geq 0}} \sum_{i+j \leq p_c-1} (w_{ca; i}(\partial)^{-p_c+i+j} \deg^0(\tilde{w}_{bc; j}) - \deg^0(\tilde{w}_{ca; i})\partial^{-p_c+i+j} w_{bc; j}) = 0.$$  \hspace{1cm} (12.28)

Using formula (12.23), and applying Lemma 12.2(a) for the differential algebra $\mathcal{W} = \mathcal{W}(\mathfrak{gl}_N, p)[x]$, we get

$$\sum_{c=r_1+1}^r \sum_{i, j \in \mathbb{Z}_{\geq 0}} \sum_{i+j \leq p_c-1} \frac{(-1)^{p_c-i-j-k}}{k!(p_c-i-j-k-1)!} \times (w_{ca; i} x^{p_c-i-j-k-1} \otimes \deg^0(\tilde{w}_{bc; j}) x^k - \deg^0(\tilde{w}_{ca; i}) x^{p_c-i-j-k-1} \otimes w_{bc; j} x^k) = 0,$$

in the space $\mathcal{W} \otimes \mathcal{W}$. Since, obviously, $w_{ca; i} x^{\ell}$, for $c = r_1 + 1, \ldots, r$ and $\ell \in \mathbb{Z}_{\geq 0}$, and $x^{\ell}$, for $\ell \in \mathbb{Z}_{\geq 0}$, are all linearly independent in $\mathcal{W}(\mathfrak{gl}_N, p)[x]$, the above equation immediately implies $\deg^0(\tilde{w}_{bc; j}) = \deg^0(\tilde{w}_{ca; i}) = 0$, for all $c, i, j$. Hence,

$$\deg^0(\tilde{W}_{a2}(\partial)) = 0, \quad \deg^0(\tilde{W}_{2b}(\partial)) = 0.$$


Next, we take the homogeneous component of degree 3 in both sides of (12.27):

\[
W_{a2}(\partial)(-\partial)^{-q} \deg^2(\tilde{W}_{2b}(\partial)) + W_{a2}(\partial)(-\partial)^{-q} W_{22}(\partial)(-\partial)^{-q} \deg^1(\tilde{W}_{2b}(\partial))
\]

\[
\equiv \deg^2(\tilde{W}_{a2}(\partial))(-\partial)^{-q} W_{2b}(\partial) + \deg^1(\tilde{W}_{a2}(\partial))(-\partial)^{-q} W_{22}(\partial)(-\partial)^{-q} W_{2b}(\partial).
\]

(12.28)

Consider as above the differential domain \(\mathcal{V} = \mathcal{V}(\mathfrak{g}[N, p])\). Let \(\mathcal{V}\) be the subspace of \(\mathcal{V}(\mathfrak{g}[N, p])\) spanned by the coefficients of the entries of \(W_{22}(\partial)\). It is clear that \(\mathcal{V}[x] \cap \partial \mathcal{V} = 0\) since the elements that span \(\mathcal{V}\) are some of the generators of the differential algebra \(\mathcal{V}(\mathfrak{g}[N, p])\). Recall the spaces \(V_1\) and \(V_2\) defined in Lemma 12.2. Using formula (12.23), we see that the first terms in both the LHS and the RHS of (12.28) are in \(V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])\). Therefore

\[
W_{a2}(\partial)(-\partial)^{-q} W_{22}(\partial)(-\partial)^{-q} \deg^1(\tilde{W}_{2b}(\partial))
\]

\[
\equiv \deg^1(\tilde{W}_{a2}(\partial))(-\partial)^{-q} W_{22}(\partial)(-\partial)^{-q} W_{2b}(\partial) \mod V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial].
\]

(12.29)

Let us pick \(r_1 + 1 \leq c, d \leq r\). Let \(\tilde{\mathcal{V}}\) be the subspace of \(\mathcal{V}\) spanned by the elements \(w_{ef;ik}\) for \((e, f, k) \neq (d, c, 0)\). By construction \(\mathcal{V} = \tilde{\mathcal{V}} \oplus C w_{dc;0}\). Let \(V_3\) and \(V_4\) be the following subspaces of \(V_2\):

\[
V_3 = \{ u \partial^{-1} v \partial^{-1} w \mid u, w \in \mathcal{V}(\mathfrak{g}[N, p])[x], v \in \tilde{\mathcal{V}}[x]\},
\]

\[
V_4 = \{ u \partial^{-1} v \partial^{-1} w \mid u, w \in \mathcal{V}(\mathfrak{g}[N, p])[x], v \in w_{dc;0} C[x]\}.
\]

It follows from part (b) of Lemma 12.2 that \(V_2 = V_3 \oplus V_4\). The Eq. (12.29) is an equation in \(V_2 \oplus V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial]\) modulo \(V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial]\). We can project it on \(V_4 \oplus V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial]\) modulo \(V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial]\) using the decomposition \(V_2 = V_3 \oplus V_4\). It is clear by definition of \(V_3\) and \(V_4\) and formula (12.23) that we thus obtain

\[
W_{ac}(\partial)(-\partial)^{-p_c} w_{dc;0}(\partial)^{-p_d} \deg^1(\tilde{W}_{db}(\partial))
\]

\[
\equiv \deg^1(\tilde{W}_{ac}(\partial))(-\partial)^{-p_c} w_{dc;0}(\partial)^{-p_d} W_{db}(\partial) \mod V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial].
\]

(12.30)

The differential order of \(W_{ac}(\partial)\) and \(\deg^1(\tilde{W}_{ac}(\partial))\) (resp. \(W_{db}(\partial)\) and \(\deg^1(\tilde{W}_{db}(\partial))\) is strictly less than \(p_c\) (resp. \(p_d\)) hence both sides of (12.30) are in \(V_4\), which means we can remove \(\mod V_1 \oplus \mathcal{V}(\mathfrak{g}[N, p])[\partial]\):

\[
W_{ac}(\partial)(-\partial)^{-p_c} w_{dc;0}(\partial)^{-p_d} \deg^1(\tilde{W}_{db}(\partial)) = \deg^1(\tilde{W}_{ac}(\partial))(-\partial)^{-p_c} w_{dc;0}(\partial)^{-p_d} W_{db}(\partial).
\]

(12.31)

It follows from Lemma 12.5 that there exists a constant \(\alpha_{abcd} \in \mathbb{C}\) such that

\[
\deg^1(\tilde{W}_{ac}(\partial)) = \alpha_{abcd} W_{ac}(\partial), \quad \deg^1(\tilde{W}_{db}(\partial)) = \alpha_{abcd} W_{db}(\partial).
\]

We deduce from these identities, valid for all \(1 \leq a, b \leq r_1\) and all \(r_1 + 1 \leq c, d \leq r\), that the constants \(\alpha_{abcd}\) are equal to the same constant \(\alpha\). Indeed, one can see from the first identity that \(\alpha_{abcd}\) does not depend on the pair \((b, d)\) and from the second one that it does not depend on the pair \((a, c)\). Therefore we have proved that

\[
\deg^1(\tilde{W}_{12}(\partial)) = \alpha W_{12}(\partial), \quad \deg^1(\tilde{W}_{21}(\partial)) = \alpha W_{21}(\partial).
\]
Finally, to remove the $\deg^1$ above, we let

$$\widehat{W}_{12}(\partial) = \widehat{W}_{12}(\partial) - \alpha W_{12}(\partial), \quad \widehat{W}_{21}(\partial) = \widehat{W}_{21}(\partial) - \alpha W_{21}(\partial).$$

By construction we have $\deg^0(\widehat{W}_{12}(\partial)) = \deg^1(\widehat{W}_{12}(\partial)) = \deg^0(\widehat{W}_{21}(\partial)) = \deg^1(\widehat{W}_{21}(\partial)) = 0$. Moreover, the pair $(\widehat{W}_{12}(\partial), \widehat{W}_{21}(\partial))$ also satisfies (12.27). Let $n \geq 2$ be the smallest integer such that the pair $(\deg^n(\widehat{W}_{12}(\partial)), \deg^n(\widehat{W}_{21}(\partial)))$ is non-zero. Taking the $(n+1)$-th homogeneous component of (12.27) with $(\widehat{W}_{12}(\partial), \widehat{W}_{21}(\partial))$, we obtain a contradiction: $\deg^n(\widehat{W}_{12}(\partial)) = \deg^n(\widehat{W}_{21}(\partial)) = 0$ by exactly the same argument used above to prove that $\deg^0(\widehat{W}_{12}(\partial)) = \deg^0(\widehat{W}_{21}(\partial)) = 0$. $\square$

12.5. Evolution of $W(\partial)$.

**Proposition 12.7** In the same setting and notation as of Theorem 12.1, suppose that we have time evolution in the $\mathcal{W}$-algebra, with time denoted $t_j$, for which $W_{22}(\partial)$ does not evolve, i.e. (12.1) holds. Then, $L(\partial)$ evolves according to the Lax equation (6.23) if and only if there exists $\alpha \in \mathbb{C}$ such that

$$\frac{\partial}{\partial t_j} W_{12}(\partial) = R^{(j)}_{12}(\partial) + \alpha W_{12}(\partial), \quad \frac{\partial}{\partial t_j} W_{21}(\partial) = -R^{(j)}_{21}(\partial) - \alpha W_{21}(\partial),$$

$$\frac{\partial}{\partial t_j} W_{11}(\partial) = \left[(L(\partial)\frac{j}{\partial \partial})(\partial) + W_{11}(\partial)\right] + Q^{(j)}_{12}(\partial)W_{21}(\partial) - W_{12}(\partial)Q^{(j)}_{21}(\partial), \quad (12.32)$$

where $R^{(j)}_{12}(\partial), R^{(j)}_{21}(\partial), Q^{(j)}_{12}(\partial), Q^{(j)}_{21}(\partial)$, are defined by (12.3)–(12.4) (cf. Lemma 12.3).

**Proof.** By (6.19) and the assumption (12.1), we have

$$\frac{\partial}{\partial t_j} L(\partial) = \frac{\partial}{\partial t_j} W_{11}(\partial) - \frac{\partial}{\partial t_j} W_{12}(\partial) \circ (-(\partial)^2 + W_{22}(\partial))^{-1} \circ W_{21}(\partial)$$

$$- W_{12}(\partial) \circ (-(\partial)^2 + W_{22}(\partial))^{-1} \circ \frac{\partial}{\partial t_j} W_{21}(\partial). \quad (12.33)$$

It is immediate to check that Eqs. (12.32) and (12.33) imply the Lax equation (6.23), proving the “if” part. Conversely, by the Lax equation (6.23), we have

$$\frac{\partial}{\partial t_j} L(\partial) = \left[(L(\partial)\frac{j}{\partial \partial})(\partial) + \frac{\partial}{\partial t_j} W_{11}(\partial)\right] - \left[(L(\partial)\frac{j}{\partial \partial})(\partial) + W_{12}(\partial)\right] \circ (-(\partial)^2 + W_{22}(\partial))^{-1}$$

$$\circ W_{21}(\partial) + W_{12}(\partial) \circ (-(\partial)^2 + W_{22}(\partial))^{-1} \circ W_{21}(\partial)(L(\partial)\frac{j}{\partial \partial})(\partial) \quad (12.34)$$

Combining Eqs. (12.33) and (12.34), and using (12.3), we get

$$W_{12}(\partial) \circ (-(\partial)^2 + W_{22}(\partial))^{-1} \left(\frac{\partial}{\partial t_j} W_{21}(\partial) + R^{(j)}_{21}(\partial)\right)$$

$$\equiv - \left(\frac{\partial}{\partial t_j} W_{12}(\partial) - R^{(j)}_{12}(\partial)\right)(-(\partial)^2 + W_{22}(\partial))^{-1} W_{21}(\partial),$$

modulo $\text{Mat}_{r_1 \times r_1} \mathcal{W}(\mathfrak{gl}_N, p)[\partial]$. The claim follows by Lemma 12.6. $\square$
12.6. Proof that $\alpha = 0$ in (12.32).

**Lemma 12.8.** In any $\mathcal{W}$-algebra $\mathcal{W}(g, f)$, we have:

(a) if $u, v \in \mathcal{W}(g, f)$ are homogeneous of polynomial degree 1, then $\deg^0\{u_\lambda v\}_\mathcal{W}|_{\lambda = 0} = 0$;

(b) if $u \in \mathcal{W}(g, f)$ is homogeneous of polynomial degree 1 and $v \in \mathcal{W}(g, f)$ is homogeneous of polynomial degree 2, then $\deg^1\{u_\lambda v\}_\mathcal{W}|_{\lambda = 0} = 0$ and $\deg^1\{v_\lambda u\}_\mathcal{W}|_{\lambda = 0} = 0$;

(c) $\deg^1\{u_\lambda v\}_\mathcal{W}|_{\lambda = 0} = \deg^1\{\deg^1(u), \deg^1(v)\}_\mathcal{W}|_{\lambda = 0}$ for every $u, v \in \mathcal{W}$;

(d) $\deg^1\{w(p)_\lambda w(q)\}_\mathcal{W}|_{\lambda = 0} = w([p, q])$, for every $p, q \in g^f$, where $w : g^f \to \mathcal{W}(g, f)$ is the isomorphism defined in Theorem 6.1.

**Proof.** Recall the conformal weight $\Delta$ on $\mathcal{V}(g, f)$, defined by $\Delta(a^{(n)}) = 1 - j + n$ if $a \in w(g^f_j)$ ($j \geq 0$), $\Delta(ab) = \Delta(a)\Delta(b)$; then $\Delta(a_k b) = \Delta(a) + \Delta(b) - k - 1$ [DSKV14]. We have $\Delta(u_0 v) = \Delta(u) + \Delta(v) - 1 \geq 1$, proving (a).

For claim (b), let, without loss of generality, $v = v_1 v_2$, with $v_1, v_2 \in \mathcal{W}(g, f)$ of degree 1. Hence, by the Leibniz rule,

$$\deg^1\{u_\lambda v\}_\mathcal{W} = \deg^0(\{u_\lambda v_1\}_\mathcal{W})v_2 + \deg^0(\{u_\lambda v_2\}_\mathcal{W})v_1.$$  

Setting $\lambda = 0$ the RHS vanishes, by claim (a). On the other hand, by the right Leibniz rule,

$$\deg^1\{v_\lambda u\}_\mathcal{W} = \deg^0(\{v_1\lambda + \vartheta u\}_\mathcal{W})v_2 + \deg^0(\{v_2\lambda + \vartheta u\}_\mathcal{W})v_1.$$  

Setting $\lambda = 0$ and applying $\overline{\deg^1}$, which amounts to setting $\vartheta = 0$, we get 0, again by claim (a).

Next, we prove claim (c). Every element $v \in \mathcal{V}$ can be expanded as $v = \deg^0 v + \deg^1 v + \deg^2 v + \cdots$. Since $\mathbb{C}$ is central w.r.t. the $\lambda$-bracket, $\deg^0 u$ and $\deg^0 v$ do not contribute to $\{u_\lambda v\}_\mathcal{W}$. Moreover, by the Leibniz rules, for $i, j \geq 1$, $\{\deg^i u_\lambda \deg^j v\}_\mathcal{W}$ contributes only to degrees greater than or equal to $i + j - 2$. Hence,

$$\deg^1\{u_\lambda v\}_\mathcal{W} = \deg^1\{\deg^1 u_\lambda \deg^1 v\}_\mathcal{W} + \deg^1\{\deg^2 u_\lambda \deg^1 v\}_\mathcal{W} + \deg^1\{\deg^1 u_\lambda \deg^2 v\}_\mathcal{W}.$$  

As a consequence, using claim (b), we get

$$\overline{\deg^1\{u_\lambda v\}_\mathcal{W}}|_{\lambda = 0} = \overline{\deg^1\{\deg^1 u_\lambda \deg^1 v\}_\mathcal{W}}|_{\lambda = 0} = \overline{\deg^1\{\deg^1 u_\lambda \deg^1 v\}_\mathcal{W}}|_{\lambda = 0},$$  

by sesquilinearity.

Finally, we prove claim (d). We need to distinguish the polynomial degree (12.6) in the $\mathcal{W}$-algebra $\mathcal{W}(g, f)$, which, just for this proof, we denote $\deg_\mathcal{W}$, from the polynomial degree in the algebra $\mathcal{V}(g)$, which we denote $\deg_\mathcal{V}$. Recall from [DSKV14] that

$$\deg_\mathcal{V} w(p) = 0 \text{ and } \overline{\deg_\mathcal{V}} w(p) = p \text{ for all } p \in g^f.$$  

As a consequence,

$$\overline{\deg_\mathcal{V} v} = \overline{\deg_\mathcal{W} \deg_\mathcal{V} v} \text{ for all } v \in \mathcal{W}(g, f).$$
for every \( v \in \mathcal{W}(g, f) \). Moreover, it follows by Theorem 6.1 and Eq. (12.35) that
\[
\overline{\deg}_V^1 v = w(\overline{\deg}_V^1 \deg_W^1 v) = w(\overline{\deg}_V^1 v) \text{ for all } v \in \mathcal{W}(g, f).
\] (12.36)

Then,
\[
\overline{\deg}_V^1 \{w(p)_\lambda w(q)\}^\mathcal{W}_{|\lambda=0} = w\left(\overline{\deg}_V^1 \{w(p)_\lambda w(q)\}^{\mathcal{W}}|_{\lambda=0}\right) = w\left(\overline{\deg}_V^1 \rho\{w(p)_\lambda w(q)\}|_{\lambda=0}\right).
\]

For the first equality we used Eq. (12.36), and for the second equality we used the definition (6.7) of the \( \mathcal{W} \)-algebra \( \lambda \)-bracket. To conclude the proof of claim (d), we need to show that
\[
\overline{\deg}_V^1 \rho\{w(p)_\lambda w(q)\}|_{\lambda=0} = [p, q].
\] (12.37)

This can be easily checked using (12.35) and the axioms of Poisson vertex algebras.

\[\square\]

**Lemma 12.9.** If \( \{f_{ab}; |1 \leq a, b \leq r, 0 \leq i \leq \min\{p_a, p_b\} - 1\} \) is the basis of \( g^f \) defined in (6.13), then
\[
[f_{ab}; i, f_{cd}; 0] = \delta_{b,c} \delta_{i, p_b-1} f_{ad}; 0 - \delta_{a,d} \delta_{i, p_a-1} f_{cb}; 0.
\] (12.38)

**Proof.** Straightforward. \[\square\]

**Lemma 12.10.** If \( L(\partial) \) is the Lax operator (6.19), we have
\[
\deg^0(L(\partial)^{\frac{j}{p_1}}) = (-1)^{\frac{j}{p_1}} \mathbb{I}_{r_1}(-\partial)^j,
\] (12.39)

and
\[
\overline{\deg}^1(L(\partial)^{\frac{j}{p_1}}) = (-1)^{\frac{j-p_1}{p_1}} \frac{j}{p_1} W_{11}(\partial)(-\partial)^{j-p_1}.
\] (12.40)

**Proof.** Applying \( \deg^0 \) to both sides of (6.19) and using (12.7), we get
\[
-\mathbb{I}_{r_1}(-\partial)^{p_1} = \deg^0 L(\partial) = \left(\deg^0 L(\partial)^{\frac{1}{p_1}}\right)^{p_1},
\]
so that
\[
\deg^0 \left( L(\partial)^{\frac{1}{p_1}} \right) = (-1)^{\frac{1}{p_1}} \mathbb{I}_{r_1}(-\partial).
\] (12.41)

Equation (12.39) is an immediate consequence of (12.41). Next, applying \( \deg^1 \) to both sides of (6.19), we get, by (12.41),
\[
W_{11}(\partial) = \deg^1 L(\partial) = \deg^1 \left(\left(L(\partial)^{\frac{1}{p_1}}\right)^{p_1}\right)
\]
\[
= \deg^1 \left(\left((-1)^{\frac{1}{p_1}} \mathbb{I}_{r_1}(-\partial) + \deg^1 \left(L(\partial)^{\frac{1}{p_1}}\right)\right)^{p_1}\right)
\]
\[
= \sum_{i=0}^{p_1-1} (-1)^{\frac{p_1-1}{p_1}} (-\partial)^{p_1-1-i} \deg^1 \left(L(\partial)^{\frac{1}{p_1}}\right)(-\partial)^i.
\]
Hence, further applying $\overline{\deg_1}$, we get
\[
W_{11}(\partial) = (-1)^{p_1-1} p_1 \overline{\deg_1} \left( L(\partial)^{\frac{1}{p_1}} \right)(-\partial)^{p_1-1},
\]
so that
\[
\overline{\deg_1} \left( L(\partial)^{\frac{1}{p_1}} \right) = \frac{(-1)^{1-p_1}}{p_1} W_{11}(\partial)(-\partial)^{1-p_1}, \tag{12.42}
\]
which is the same as (12.40) for $j = 1$. Then, using (12.41) and (12.42), we get
\[
\overline{\deg_1} \left( L(\partial)^{\frac{j}{p_1}} \right) = \overline{\deg_1} \left( L(\partial)^{\frac{1}{p_1}} \right)^j = \overline{\deg_1} \left( (-1)^{\frac{j}{p_1}} R_1(\partial) + \overline{\deg_1} L(\partial)^{\frac{1}{p_1}} \right)^j
\]
\[
= \overline{\deg_1} \left( \sum_{i=0}^{j-1} (-1)^{\frac{j-i}{p_1}} (-\partial)^{j-i-1} \overline{\deg_1} L(\partial)^{\frac{1}{p_1}} (-\partial)^i \right)
\]
\[
= j(-1)^{\frac{j-1}{p_1}} \overline{\deg_1} \left( L(\partial)^{\frac{1}{p_1}} \right)(-\partial)^{j-1} = (-1)^{\frac{j-p_1}{p_1}} \overline{\deg_1} \left( L(\partial)^{\frac{j}{p_1}} \right)(-\partial)^{j-p_1}.
\]

**Proposition 12.11.** In Eq. (12.32) it must be $\alpha = 0$.

**Proof.** We start from the first equation in (12.32), which defines the constant $\alpha \in \mathbb{C}$:
\[
\frac{\partial}{\partial t_j} W_{12}(\partial) = R_{12}^{(j)}(\partial) + \alpha W_{12}(\partial). \tag{12.43}
\]
We take the order 0 and linear (in the polynomial degree of $\mathcal{W}(\mathfrak{gl}_N, p)$) contribution in both sides of (12.43). For this, denote
\[
W_{12;0} = \text{ord}^0 W_{12}(\partial) = (w_{ba;0})_{1 \leq a \leq r_1, b \leq r} \quad \text{and} \quad R_{12;0}^{(j)} = \text{ord}^0 R_{12}^{(j)}(\partial).
\]
Then, we get, recalling (12.7),
\[
\overline{\deg_1} \left( \frac{\partial}{\partial t_j} W_{12;0} \right) = \overline{\deg_1} R_{12;0}^{(j)} + \alpha W_{12;0}. \tag{12.44}
\]
We compute separately the two terms $\overline{\deg_1} \left( \frac{\partial}{\partial t_j} W_{12;0} \right)$ and $\overline{\deg_1} R_{12;0}^{(j)}$. For the first one we have, for $1 \leq a \leq r_1 < b \leq r$,
\[
\overline{\deg_1} \left( \frac{\partial w_{ba;0}}{\partial t_j} \right) = \overline{\deg_1} \left( \left\{ \int h_j, w_{ba;0} \right\}^\mathcal{W} \right) = \frac{p_1}{j} \overline{\deg_1} \left\{ \text{Res}_\lambda \left( L(\partial)^{\frac{j}{p_1}} \right)_\lambda w_{ba;0} \right\}^\mathcal{W} \big|_{\lambda = 0}
\]
\[
= \frac{p_1}{j} \overline{\deg_1} \left\{ \text{Res}_\lambda \left( L(\partial)^{\frac{j}{p_1}} \right)_\lambda w_{ba;0} \right\}^\mathcal{W} \big|_{\lambda = 0}
\]
\[
= (-1)^{\frac{j-p_1}{p_1}} \overline{\deg_1} \left\{ \text{Res}_\lambda \left( W_{11}(\partial)(-\partial)^{j-p_1} \right)_\lambda w_{ba;0} \right\}^\mathcal{W} \big|_{\lambda = 0}.
\]
For the first equality we used the definition of the Hamiltonian equations (6.22), for the second equality we used the definition (6.21) of the Hamiltonian densities $h_j$, for the third equality we used Lemma 12.8(c), and for the fourth equality we used Eq. (12.40).
The RHS above obviously vanishes for \( j \geq p_1 \), while, for \( 1 \leq j \leq p_1 - 1 \), it is, by Eq. (6.15) and Lemma 12.8(d),

\[
-(-1)^{j-p_1} \sum_{c=1}^{p_1} \deg \left\{ w_{cc;p_1-j-1,1} w_{ba;0} \right\}_{\lambda=0}^{\mathcal{W}L} = -(-1)^{j-p_1} \sum_{c=1}^{p_1} w [f_{cc;p_1-j-1,1}, f_{ba;0}],
\]

which vanishes by Lemma 12.9, since \( j \neq 0 \). Hence,

\[
\overline{\deg}^1 (\frac{\partial}{\partial t_j} W_{12;0}) = 0. \tag{12.45}
\]

Next, we compute \( \overline{\deg}^1 R_{12;0}^{(j)} \). If we take the degree 0 contribution of both sides of the first equation in (12.3), we get, recalling (12.7),

\[
0 = \deg^0 Q_{12}^{(j)} (\partial) (-(-\partial)^2) + \deg^0 R_{12}^{(j)} (\partial),
\]

from which we immediately conclude, by (12.4), that

\[
\deg^0 Q_{12}^{(j)} (\partial) = 0 \quad \text{and} \quad \deg^0 R_{12}^{(j)} (\partial) = 0.
\]

We then use this and Eq. (12.39) to compute the degree 1 contribution of both sides of the first equation in (12.3):

\[
(-1)^{j-p_1} (\partial)^j W_{12} (\partial) = \deg^1 Q_{12}^{(j)} (\partial) (-(-\partial)^2) + \deg^1 R_{12}^{(j)} (\partial).
\]

Taking the order 0 contribution of both sides, we get

\[
\deg^1 R_{12;0}^{(j)} = (-1)^{j} (-1)^{j-p_1} (W_{12;0})^{\prime \prime \prime \prime},
\]

where in the RHS we are taking \( j \) derivatives. As an immediate consequence, we get

\[
\overline{\deg}^1 R_{12;0}^{(j)} = 0. \tag{12.46}
\]

Combining (12.44), (12.45) and (12.46), we conclude that \( \alpha = 0 \), proving the claim. \( \square \)

12.7. Proof of Theorem 12.1. By the last assertion in Theorem 6.2, the Hamiltonian equation (6.22) implies the Lax equation (6.23). Moreover, by Corollary 11.5 (see also Remark 11.6), Eq. (6.22) also implies (12.1). Conversely, by Propositions 12.7 and 12.11, the Lax equation (6.23) and Eq. (12.1) uniquely determine the evolution of all generators of the \( \mathcal{W} \)-algebra, given by Eq. (12.2). Hence, by uniqueness, this evolution must coincide with the Hamiltonian equation (6.22). The claim follows.
13. Proof of Theorem 7.1

By Proposition 8.1 the matrix pseudodifferential operator $L(m, x, t, \partial) \in \text{Mat}_{r \times r} \mathcal{F}((\partial^{-1}))$ given by (7.2) solves the Lax equations (6.23). Note that Eq. (7.2) is the same as Eq. (6.19), since, by (7.4), we set $W_{22}(m, x, t, \partial) = 0$; in particular, Eq. (12.1) obviously holds. We can thus apply Theorem 12.1 to conclude that $W(m, x, t, \partial) \in \text{Mat}_{r \times r} \mathcal{F}[\partial]$ evolves according to the Hamiltonian equations (6.22), as claimed.

14. Examples

As a direct application of Theorem 6.2 and Theorem 12.1 we give the integrable hierarchies associated to the partitions $(p, 1, \ldots, 1)$ where $p > 1$ and $(p, 2)$ where $p > 2$. In the second case, we only consider the first equation of the hierarchy, so that the explicit evolution of the generators of the $\mathcal{W}$-algebra can be given.

Example 14.1. Consider the partition $p = (p, 1, \ldots, 1)$ with $r > 1$ parts, where $p > 1$. The generators of the $\mathcal{W}$-algebra $\mathcal{W}(\text{gl}_N, p)$ are given by the coefficients of the (square) matrix differential operator $W(\partial)$ of size $r$, composed of four blocks $W_{11}(\partial)$, $W_{12}(\partial)$, $W_{21}(\partial)$ and $W_{22}(\partial)$ of size $1 \times 1$, $1 \times (r - 1)$, $(r - 1) \times 1$ and $(r - 1) \times (r - 1)$, such that all $W_{ij}$’s are order 0 differential operators except for $W_{11}(\partial)$, which is of order $p - 1$. Since $W_{12}(\partial)$, $W_{21}(\partial)$ and $W_{22}(\partial)$ do not depend on $\partial$ in this example, we will simply denote them by $W_{12}$, $W_{21}$ and $W_{22}$. Let $n \geq 1$. Consider the evolutionary derivations $d/dt_n$ of $\mathcal{W}(\text{gl}_N, p)$ (i.e. commuting with $\partial$) given by the Hamiltonians

$$
\int h_n = \int \text{res}_{\partial} \frac{p}{n} L(\partial)^{n/p}, \quad \text{where } L(\partial) = -(-\partial)^p + W_{11}(\partial) - W_{12}(1 - \partial) W_{22}^{-1} W_{21}.
$$

We know by Theorem 6.2 that $L(\partial)$ evolves according to the Lax equation

$$
\frac{dL}{dt_n}(\partial) = [B_n(\partial), L(\partial)],
$$

(14.1)

where $B_n(\partial) = (L(\partial)^{n/p})_+$. Let $C_n(\partial)$, $D_n(\partial)$, $R_n$ and $S_n$ be the unique matrix differential operators such that

$$
B_n(\partial) W_{12} = C_n(\partial)(\partial + W_{22}) + R_n,
$$

$$
W_{21} B_n(\partial) = (\partial + W_{22}) D_n(\partial) + S_n,
$$

(14.2)

where $R_n$ and $S_n$ are zero order row and column differential operators (no dependence of $\partial$). Then, by Theorem 12.1, we can describe explicitly the evolution of the generators of $\mathcal{W}(\text{gl}_N, p)$ as follows:

$$
\frac{dW_{11}}{dt_n}(\partial) = [B_n(\partial), I_{r-1}(-\partial)^p + W_{11}(\partial)] - C_n(\partial) W_{21} + W_{12} D_n(\partial),
$$

$$
\frac{dW_{12}}{dt_n} = R_n,
$$

$$
\frac{dW_{21}}{dt_n} = -S_n,
$$

$$
\frac{dW_{22}}{dt_n} = 0.
$$

(14.3)
The zero order differential operators $C_1$, $D_1$, $R_1$ and $S_1$ are given by

$$C_1 = W_{12}, \quad R_1 = W'_{12} + bW_{12} - W_{12}W_{22},$$
$$D_1 = W_{21}, \quad S_1 = -W'_{21} + W_{21}b - W_{22}W_{21}.$$  

Note that the set of Eq. (14.3) can be reduced by letting $W_{22} = 0$, in which case we have

$$\frac{dW_{11}}{dt_n} = \left[ B_n(\partial), (-\partial)^P + W_{11}(\partial) \right] - C_n(\partial)W_{21} + W_{12}D_n(\partial),$$
$$\frac{dW_{12}}{dt_n} = B_n(W_{12}),$$
$$\frac{dW_{21}}{dt_n} = -B_n^*(W_{21}).$$

Equations (14.1), (14.5) and (14.6) are precisely the equations of the well-known $p$-constrained $(r - 1)$-vector KP hierarchy (see e.g. [Zhang99]).

**Example 14.2.** Consider the partition $p = (p, 2)$ where $p > 2$. The corresponding $\mathcal{W}$-algebra is generated, as a differential algebra, by the coefficients of the entries of a $2 \times 2$ matrix $W(\partial)$ such that the orders of the differential operators $W_{11}(\partial), W_{12}(\partial), W_{21}(\partial)$ and $W_{22}(\partial)$ are respectively $p - 1, 1, 1$ and 1. Explicitly

$$W_{12}(\partial) = -w_{21;1}\partial + w_{21;0},$$
$$W_{21}(\partial) = -w_{12;1}\partial + w_{12;0} = \partial \circ w_{12;1} + w_{12;0} + w_{12;1},$$
$$W_{22}(\partial) = -w_{22;1}\partial + w_{22;0},$$
$$W_{11}(\partial) = w_{11;p-1}(-\partial)^{p-1} + \cdots + w_{11;0}.$$  

Let $d/dt$ be the evolutionary derivation of $\mathcal{W}(\mathfrak{gl}_N, p)$ associated to the Hamiltonian $\int h = p \int \text{res}_{\partial} \mathcal{L}(\partial)^{1/p}$, where

$$\mathcal{L}(\partial) = -(-\partial)^P + W_{11}(\partial) - W_{12}(\partial)(-\partial^2 + W_{22}(\partial))^{-1}W_{21}(\partial).$$

We know by Theorem 6.2 that the pseudodifferential operator $\mathcal{L}(\partial)$ evolves according to the Lax equation

$$\frac{d\mathcal{L}}{dt}(\partial) = [B(\partial), \mathcal{L}(\partial)],$$

where $B(\partial) = -\alpha(\partial + \frac{1}{p}w_{11;\partial-1})$ is the differential part of $\mathcal{L}(\partial)^{1/p}$. Note that $\alpha$ is a $p$-th root of $-1$. Let $c, d$ be the unique elements of $\mathcal{W}(\mathfrak{gl}_N, p)$ and $R(\partial), S(\partial)$ be the unique differential operators of order 1 such that

$$B(\partial)W_{12}(\partial) = c(-\partial^2 + W_{22}(\partial)) + R(\partial),$$
$$W_{21}(\partial)B(\partial) = (-\partial^2 + W_{22}(\partial))d + S(\partial).$$

By Theorem 12.1, we can describe the evolution of the generators of $\mathcal{W}(\mathfrak{gl}_N, p)$ as follows:

$$\frac{dW_{11}}{dt}(\partial) = [B(\partial), (-\partial)^P + W_{11}(\partial)] - cW_{21}(\partial) + W_{12}(\partial)d,$$
$$\frac{dW_{12}}{dt}(\partial) = R(\partial), \quad \frac{dW_{21}}{dt}(\partial) = -S(\partial), \quad \frac{dW_{22}}{dt}(\partial) = 0.$$
Explicitly, $R(\partial) = d\partial + e$ and $S(\partial) = \partial \circ f + g$ are given by

\[
d = \alpha \left( \frac{1}{p} w_{11; p-1} w_{21;1} + w_{21;1}' - w_{21;0} - w_{21;1} w_{22;1} \right),
\]
\[
e = -\alpha \left( \frac{1}{p} w_{11; p-1} w_{21;0} + w_{21;0}' + w_{21;1} w_{22;0} \right),
\]
\[
f = \alpha \left( \frac{1}{p} w_{11; p-1} w_{12;1} - 2 w_{12;1}' + w_{12;0} - w_{12;1} w_{22;1} \right),
\]
\[
g = \alpha \left( -\frac{1}{p} w_{11; p-1} (w_{12;0} + w_{12;1}') + w_{12;1}'' + w_{12;0}' + w_{12;1} (w_{22;0} + w_{22;1}') \right).
\]

Moreover, $c = -\alpha w_{21;1}$ and $d = -\alpha w_{12;1}$, hence $c W_{21}(\partial) - W_{12}(\partial) d = \alpha (w_{12;1} w_{21;0} - w_{21;1} w_{12;0})$. Note that the Eq. (14.10) can be reduced by letting $W_{22}(\partial) = 0$, in which case they can be rewritten as

\[
d = \alpha \left( \frac{1}{p} w_{11; p-1} w_{21;1} + w_{21;1}' - w_{21;0} \right),
\]
\[
e = -\alpha \left( \frac{1}{p} w_{11; p-1} w_{21;0} + w_{21;0}' \right),
\]
\[
f = \alpha \left( \frac{1}{p} w_{11; p-1} w_{12;1} - 2 w_{12;1}' + w_{12;0} \right),
\]
\[
g = \alpha \left( -\frac{1}{p} w_{11; p-1} (w_{12;0} + w_{12;1}') + w_{12;1}'' + w_{12;0}' \right).
\]

which imply the four evolution equations

\[
\frac{d w_{21;1}}{dt_{red}} = -\alpha \left( \frac{1}{p} w_{11; p-1} w_{21;1} + w_{21;1}' - w_{21;0} \right),
\]
\[
\frac{d w_{21;0}}{dt_{red}} = -\alpha \left( \frac{1}{p} w_{11; p-1} w_{21;0} + w_{21;0}' \right),
\]
\[
\frac{d w_{12;1}}{dt_{red}} = \alpha \left( \frac{1}{p} w_{11; p-1} w_{12;1} - 2 w_{12;1}' + w_{12;0} \right),
\]
\[
\frac{d (w_{12;0} + w_{12;1}')}{dt_{red}} = -\alpha \left( -\frac{1}{p} w_{11; p-1} (w_{12;0} + w_{12;1}') + w_{12;1}'' + w_{12;0}' \right).
\]

In particular,

\[
\frac{d}{dt_{red}} (w_{21;1} + w_{21;0}) = B(-w_{21;1} + w_{21;0}),
\]
\[
\frac{d}{dt_{red}} (w_{12;1} + (w_{12;1}' + w_{12;0}) = -B^* (w_{12;1} + (w_{12;1}' + w_{12;0}))
\]
15. Solutions

15.1. Polynomial tau-functions.

Example 15.1. To construct a tau-function for Example 14.1, we let, cf. (2.9),

\[ h = h_1 = S_{(r+1)p+1}(t^{(1)}) + \sum_{i=2}^{r} S_{r+1}(t^{(i)} + c^{(i)}). \]

To construct the corresponding Lax equation we let \( m = (2, 1, 1, \ldots, 1) \), and calculate the following \( 2r - 1 \) tau-functions

\[
\tau^{(2,1,\ldots,1)}(t) = \begin{vmatrix}
S_{r-1}(t^{(1)}) & S_{r-1}(t^{(1)}) & \cdots & S_{r-1}(t^{(1)}) & 0 \\
S_{r}(t^{(1)}) & S_{r}(t^{(1)}) & \cdots & S_{r}(t^{(1)}) & 1 \\
S_{r}(t^{(2)} + c^{(2)}) & S_{r-1}(t^{(2)} + c^{(2)}) & \cdots & S_{r-1}(t^{(2)} + c^{(2)}) & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_{r}(t^{(r)} + c^{(r)}) & S_{r-1}(t^{(r)} + c^{(r)}) & \cdots & S_{r-1}(t^{(r)} + c^{(r)}) & 1
\end{vmatrix}
\]

\[
\tau^{(3,1,\ldots,1,0,\ldots,1)}(t) = \begin{vmatrix}
S_{r-2}(t^{(1)}) & S_{r-1}(t^{(1)}) & \cdots & S_{r-1}(t^{(1)}) & 0 \\
S_{r-1}(t^{(1)}) & S_{r-1}(t^{(1)}) & \cdots & S_{r-1}(t^{(1)}) & 0 \\
S_{r}(t^{(1)}) & S_{r}(t^{(1)}) & \cdots & S_{r}(t^{(1)}) & 1 \\
S_{r}(t^{(i-1)} + c^{(i-1)}) & S_{r-1}(t^{(i-1)} + c^{(i-1)}) & \cdots & S_{r-1}(t^{(i-1)} + c^{(i-1)}) & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_{r}(t^{(r)} + c^{(r)}) & S_{r-1}(t^{(r)} + c^{(r)}) & \cdots & S_{r-1}(t^{(r)} + c^{(r)}) & 1
\end{vmatrix}
\]

\[
\tau^{(1,1,\ldots,2,1,\ldots,1)}(t) = \begin{vmatrix}
S_{r}(t^{(1)}) & S_{r}(t^{(1)}) & \cdots & S_{r}(t^{(1)}) & 1 \\
S_{r}(t^{(2)} + c^{(2)}) & S_{r-1}(t^{(2)} + c^{(2)}) & \cdots & S_{r-1}(t^{(2)} + c^{(2)}) & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_{r}(t^{(i-1)} + c^{(i-1)}) & S_{r-1}(t^{(i-1)} + c^{(i-1)}) & \cdots & S_{r-1}(t^{(i-1)} + c^{(i-1)}) & 1 \\
S_{r}(t^{(i+1)} + c^{(i+1)}) & S_{r-1}(t^{(i+1)} + c^{(i+1)}) & \cdots & S_{r-1}(t^{(i+1)} + c^{(i+1)}) & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
S_{r}(t^{(r)} + c^{(r)}) & S_{r-1}(t^{(r)} + c^{(r)}) & \cdots & S_{r-1}(t^{(r)} + c^{(r)}) & 1
\end{vmatrix}
\]

In the latter two cases we have 0, respectively 2, in the \( i \)-th place in the upper index of the tau-function. Following the procedure of Sect. 4, let \( S_{k}(e^{(i)}) = \alpha_{i,k} \in \mathbb{C} \), \( T(t) = \tau^{(2,1,\ldots,1)}(t, 0, \ldots, 0) \), \( q(t) = \tau^{(3,1,\ldots,1,0,\ldots,1)}(t, 0, \ldots, 0) \), and calculate

\[
T(t) = \tau^{(2,1,\ldots,1)}(t, 0, \ldots, 0), \quad q(t) = \frac{T^{(i)}(t)}{T(t)}, \quad r(t) = -\frac{T^{(-i)}(t)}{T(t)},
\]

where \( T^{(i)}(t) = \tau^{(3,1,\ldots,1,0,\ldots,1)}(t, 0, \ldots, 0) \) and \( T^{(-i)}(t) = \tau^{(1,1,\ldots,2,1,\ldots,1)}(t, 0, \ldots, 0) \). Then
Next (cf. (4.1)), \( Q_{11}^+ (m, t, z) = \frac{1}{T(t)} \times \)

\[
\begin{pmatrix}
\sum_{k=0}^{p-1} S_{r_p-k-1}(t) z^{-k} \\
\sum_{k=0}^{p} S_{r_p-k}(t) z^{-k}
\end{pmatrix}
\begin{pmatrix}
\sum_{k=0}^{p-1} S_{r_p-k-1}(t) z^{-k} \\
\sum_{k=0}^{p} S_{r_p-k}(t) z^{-k}
\end{pmatrix}^{-1}
\begin{pmatrix}
S_{r_p-1}(t) S_{r_p}(t) \cdots S_{r_p}(t) \\
S_{r_p-1}(t) S_{r_p}(t) \cdots S_{r_p}(t)
\end{pmatrix}
\begin{pmatrix}
0 \\
1
\end{pmatrix}
\]

and \( Q_{11}^-(m, t, -z) = \frac{1}{T(t)} \times \)

\[
\begin{pmatrix}
S_{r_p-1}(t) - S_{r_p-2}(t) z^{-1} \\
S_{r_p}(t) - S_{r_p-1}(t) z^{-1}
\end{pmatrix}
\begin{pmatrix}
S_{r_p-1}(t) - S_{r_p-2}(t) z^{-1} \\
S_{r_p}(t) - S_{r_p-1}(t) z^{-1}
\end{pmatrix}^{-1}
\begin{pmatrix}
S_{r_p-1}(t) S_{r_p}(t) \cdots S_{r_p}(t) \\
S_{r_p-1}(t) S_{r_p}(t) \cdots S_{r_p}(t)
\end{pmatrix}
\begin{pmatrix}
0 \\
1
\end{pmatrix}
\]

Let \( Q_{11}^\pm (m, x, t, z) \), \( q^{(i)}(x, t) \) and \( r^{(i)}(x, t) \) be defined as in (4.4) by replacing \( t_1 \) by \( t_1 + x \). Then

\[
\tilde{\tilde{\mathcal{L}}}(m, x, t, \partial)^j = Q_{11}^+(m, x, t, \partial) \circ \partial^j \circ Q_{11}^-(m, x, t, \partial)^* .
\]
and
\[ \tilde{L}(m, x, t, \partial) = \sum_{i=2}^{r} q^{(i)}(x, t) \partial^{-1} \circ r^{(i)}(x, t) \]
\[ = (q^{(2)}(x, t), \ldots, q^{(r)}(x, t)) \partial^{-1} \circ (r^{(2)}(x, t), \ldots, r^{(r)}(x, t))^T. \]

**Example 15.2.** To construct a tau-function for Example 14.2, we let, cf. (2.9), where \( a \in \mathbb{C} \) is non-zero,
\[ h_1 = S_{p+3}(t^{(1)}) + S_4(t^{(2)} + c_1), \]
\[ h_2 = S_{p+2}(t^{(1)}) + aS_4(t^{(2)} + c_2). \]
We will give three tau-functions which are non-zero, viz.
\[ \tau^{(2,2)} = \begin{vmatrix}
S_{p+1}(t^{(1)}) & S_1(t^{(1)}) & S_p(t^{(1)}) & 1 \\
S_{p+2}(t^{(1)}) & S_2(t^{(1)}) & S_{p+1}(t^{(1)}) & S_1(t^{(1)}) \\
S_2(t^{(2)} + c_1) & 1 & aS_2(t^{(2)} + c_2) & a \\
S_3(t^{(2)} + c_1) & S_1(t^{(2)} + c_1) & aS_3(t^{(2)} + c_2) & aS_1(t^{(2)} + c_2)
\end{vmatrix}, \]
\[ \tau^{(3,1)} = \begin{vmatrix}
S_p(t^{(1)}) & 1 & S_{p-1}(t^{(1)}) & 0 \\
S_{p+1}(t^{(1)}) & S_1(t^{(1)}) & S_p(t^{(1)}) & 1 \\
S_{p+2}(t^{(1)}) & S_2(t^{(1)}) & S_{p+1}(t^{(1)}) & S_1(t^{(1)}) \\
S_1(t^{(2)} + c_1) & 0 & aS_1(t^{(2)} + c_2) & 0 \\
S_3(t^{(2)} + c_1) & S_1(t^{(2)} + c_1) & aS_3(t^{(2)} + c_2) & aS_1(t^{(2)} + c_2)
\end{vmatrix}, \]
\[ \tau^{(1,3)} = \begin{vmatrix}
S_{p+2}(t^{(1)}) & S_2(t^{(1)}) & S_{p+1}(t^{(1)}) & S_1(t^{(1)}) \\
S_1(t^{(2)} + c_1) & 0 & aS_1(t^{(2)} + c_2) & 0 \\
S_3(t^{(2)} + c_1) & S_1(t^{(2)} + c_1) & aS_3(t^{(2)} + c_2) & aS_1(t^{(2)} + c_2)
\end{vmatrix}. \]

Now let \( m = (2, 2) \), and define \( \alpha_i, \beta_i \in \mathbb{C} \) (1 ≤ i ≤ 3), by
\[ \alpha_i = S_i(c_1), \quad \beta_i = S_i(c_2), \]
and let \( T(t) = \tau^{(2,2)}(t^{(1)} = t, t^{(2)} = 0) \), then
\[ T(t) = \begin{vmatrix}
S_{p+1}(t) & S_1(t) & S_p(t) & 1 \\
S_{p+2}(t) & S_2(t) & S_{p+1}(t) & S_1(t) \\
\alpha_2 & 1 & a\beta_2 & a \\
\alpha_3 & \alpha_1 & a\beta_3 & a\beta_1
\end{vmatrix}, \]
and (cf. (4.1)):
\[ Q_1^+(2, 2, t, z) \]
\[ = \frac{1}{T(t)} \begin{vmatrix}
\sum_{k=0}^{p+1} s_{p+1-k}(t)z^{-k} & S_1(t) + \frac{1}{z} & \sum_{k=0}^{p} s_{p-k}(t)z^{-k} & 1 \\
\sum_{k=0}^{p+2} s_{p+2-k}(t)z^{-k} & S_2(t) + S_1(t)z^{-1} + \frac{1}{z^2} & \sum_{k=0}^{p+1} s_{p+1-k}(t)z^{-k} & S_1(t) + \frac{1}{z}
\end{vmatrix}, \]
\[ Q_1^-(2, 2, t, -z) \]
\[Q_{12}^+(2, 2, t, z) = \frac{1}{T(t)} \begin{vmatrix}
S_{p+1}(t) - S_p(t)z^{-1} & S_1(t) - \frac{1}{z} & S_p(t) - S_{p-1}(t)z^{-1} & 1 \\
S_{p+2}(t) - S_{p+1}(t)z^{-1} & S_2(t) - S_1(t)z^{-1} & S_{p+1}(t) - S_p(t)z^{-1} & S_1(t) - \frac{1}{z} \\
\alpha_2 & 1 & \alpha_3 & a \\
\alpha_3 & \alpha_1 & \alpha_3 & a \beta_1 \\
\end{vmatrix}, \]

\[Q_{12}^-(2, 2, t, z) = \frac{-\zeta^{-1}}{T(t)} \begin{vmatrix}
S_{p+2}(t) & S_2(t) & S_{p+1}(t) & S_1(t) \\
\alpha_1 - \frac{1}{z} & 0 & a(\beta_1 - \frac{1}{z}) & 0 \\
\alpha_3 - \frac{\alpha_1}{z} & 1 & a(\beta_2 - \frac{\beta_1}{z}) & a \\
\alpha_3 - \frac{\alpha_2}{z} & \alpha_1 - \frac{1}{z} & a(\beta_3 - \frac{\beta_2}{z}) & a(\beta_1 - \frac{1}{z}) \\
\end{vmatrix}. \]

Let \(S_p(x, t)\) and \(Q^\pm_{ab}(2, 2, x, t, z)\) be defined as in (4.4) by replacing \(t_1\) by \(t_1 + x\). Then

\[\tilde{\mathcal{L}}((2, 2), x, t, \partial)^\frac{j}{2} = Q^+_1((2, 2), x, t, \partial) \circ \partial^j \circ Q^-_{11}((2, 2), x, t, \partial)^* \]

and

\[\tilde{\mathcal{L}}((2, 2), x, t, \partial)_- = q_1(x, t) \partial^{-1} \circ r_1(x, t) + q_2(x, t) \partial^{-1} \circ r_2(x, t), \]

where

\[q_1(x, t) = Q^+_{12;1}(2, 2, x, t), \quad q_2(x, t) = Q^+_{12;2}(2, 2, x, t), \]

\[r_1(x, t) = -Q^-_{12;2}(2, 2, x, t), \quad r_2(x, t) = Q^-_{12;1}(2, 2, x, t). \]

Explicitly:

\[q_1(x, t) = -\frac{1}{T(x, t)}((\alpha_1 S_1(x, t) - a \beta_1 S_2(x, t)) S_p(x, t))^2 + a \alpha_3 S_{p+1}(x, t) + a \beta_3 S_1(x, t) S_{p+1}(x, t) + a S_p(x, t) - a \beta_1 S_{p+1}(x, t)^2 - a \beta_3 S_{p+2}(x, t) + S_p(x, t)(-\alpha_3 S_1(x, t) - a \beta_3 S_1(x, t)^2 + a \beta_3 S_2(x, t) + (-a \alpha_1 + a \beta_1 S_1(x, t)) S_{p+1}(x, t) + a \beta_1 S_{p+2}(x, t)) + S_{p-1}(x, t)(\alpha_3 S_1(x, t)^2 - S_2(x, t)) + (-\alpha_1 S_1(x, t) + a \beta_1 S_2(x, t)) S_{p+1}(x, t) + (\alpha_1 - a \beta_1 S_1(x, t)) S_{p+2}(x, t)), \]

\[q_2(x, t) = -\frac{1}{T(x, t)}(S_1(x, t) - a S_2(x, t)) S_p(x, t)^2 + a \alpha_2 S_{p+1}(x, t) + a \beta_2 S_1(x, t) S_{p+1}(x, t) - a S_{p+1}(x, t)^2 - a \beta_2 S_{p+2}(x, t) + S_p(x, t)(-a \beta_2 S_1(x, t) - a \beta_2 S_1(x, t)^2 + a \beta_2 S_2(x, t) + (-1 + a S_1(x, t)) S_{p+1}(x, t) + a S_{p+2}(x, t)) \]
\[ r_1(x, t) = \frac{a}{T(x, t)}((\alpha_1 \alpha_2 - \alpha_3 - \alpha_1 \beta_2 + \beta_3)S_1(x, t) \]
\[ + \alpha(\alpha_3 - \alpha_2 \beta_1 + \beta_1 \beta_2 - \beta_3)S_2(x, t) \]
\[ + (\alpha_1 - \beta_1)S_{p+1}(x, t) + a(\beta_1 - \alpha_1)S_{p+2}(x, t)), \]
\[ r_2(x, t) = \frac{a}{T(x, t)}((\alpha_3 \beta_1 + \alpha_2 \beta_2 - \alpha_1 \beta_3 - \alpha_1 \alpha_2 \beta_1)S_1(x, t) \]
\[ - a(\alpha_3 \beta_1 + \alpha_2 \beta_2^2 - \alpha_1 \beta_1 \beta_2 + \alpha_1 \beta_3)S_2(x, t) \]
\[ + \alpha_1(\beta_1 - \alpha_1)S_{p+1}(x, t) + a(\beta_1 - \beta_1)S_{p+2}(x, t)). \]

15.2. Soliton type tau-functions. In [KvdL03], Sect. VI, soliton type tau-functions were constructed for the multicomponent KP hierarchy. They are not tau-functions of the $p$-reduced multicomponent KP hierarchy since the modes of the following expression

\[ G_{ij}(z, w) = (z - w)^{\delta_{ij}} Q_i Q_j^{-1} \frac{1}{a_0} w^{-a_0^0} e^{(i)}(t, z) e^{(j)}(t, w) e^{-(i)}(\frac{\partial}{\partial t}, z) e^{-(j)}(\frac{\partial}{\partial t}, w), \]

where $Q_{i}^{\pm1}(\tau_{j}^{m}(t)) = \tau_{j}^{m+\epsilon_{i}}(t)$, do not lie in the affine Lie algebra of type $A_{p_1+p_2+\ldots+p_r}^{(1)}$. One can fix this by replacing $z$ and $w$ by $\omega_{i}^{k}z$, respectively $\omega_{j}^{l}z$, where $\omega_{a} = e^{\frac{2\pi}{q}}$, $1 \leq k \leq p_i$, $1 \leq \ell \leq p_j$, and $k \neq \ell$ when $i = j$. The modes of $G_{ij}(\omega_{i}^{k}z, \omega_{j}^{l}z)$ are elements of this affine Lie algebra (see [KvdL03], Sect. VII), hence exponentials of such elements lie in the corresponding completed loop group. This produces $N$-solitary type solutions of the $p$-reduced multicomponent KP hierarchy. See [KvdL03], Sects. VI and VII, for some more details. Introduce triples $(h, i, j)$, where $1 \leq h \leq N$, $1 \leq i, j \leq r$. Let $s = (h, i, j)$ be such a triple and $a_{s} = a_{hij} \in \mathbb{C}$. Let $\sigma$ be the number of inversions of a tuple of positive integers $(i_1, i_2, \ldots, i_{2m})$, i.e. $\sigma(i_1, i_2, \ldots, i_{2m})$ is the number of pairs $(i_p, i_q)$ such that $p < q$ but $\rho_p > \rho_q$. Introduce the following constants:

\[ c(s_1, \ldots, s_m) \]
\[ = (-1)^{\sigma(i_1, i_2, \ldots, i_{2m}, \ldots, i_{2m})} \prod_{p=1}^{m} a_{s_p} ((\omega_{i_p}^{k_p} - \omega_{j_p}^{\ell_p})z_{h_p})^{-\delta_{i_p, j_p}} \prod_{q=p+1}^{m} (\omega_{i_q}^{k_q}z_{k_q} - \omega_{i_q}^{\ell_q}z_{h_q})^{-\delta_{i_p, j_q}} \]
\[ \times (\omega_{i_p}^{k_p}z_{k_p} - \omega_{i_q}^{\ell_q}z_{k_q})^{-\delta_{i_p, j_q}} (\omega_{i_p}^{k_q}z_{h_p} - \omega_{i_q}^{\ell_q}z_{h_q})^{-\delta_{i_p, j_q}} (\omega_{i_p}^{k_q}z_{h_p} - \omega_{i_q}^{k_q}z_{h_q})^{-\delta_{i_p, j_q}} \]

Then the $N$-soliton type tau-functions $\tau(t)$ of charge 0 are:

\[ \left\{ c(s_1, \ldots, s_m) \right\}^0 + \sum_{m=1}^{N} \sum_{1 \leq h_1 < \cdots < h_m \leq N} \sum_{1 \leq i_p, j_p \leq r} \sum_{1 \leq l_{m}, j_{m} \leq l_{r}} \exp \left( \sum_{p=1}^{m} \sum_{q=1}^{\infty} (a_{s_p}^{q}z_{i_p}^{m} - a_{s_p}^{q}z_{j_p}^{m})z_{h_p}^{q} \right) c_{1}^{m_1} c_{2}^{m_2} \cdots c_{m}^{m_m}. \]
Here the notation \[ \{ \}^m \] means that this expression is the \( \tau^m \) part of the tau-function. (A correction to [KvdL03], formula (219): \( r \) should run from 1 to \( N \), and the triples \( s_a(p_a, l_a, j_a) \) should satisfy the condition \( a < a' \) implies \( p_a < p_{a'} \).)
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