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We investigate how the temperature calculated from the microcanonical ensemble compares with the canonical temperature for finite isolated quantum systems. We concentrate on systems with sizes that make them accessible to numerical exact diagonalization. We thus characterize the deviations from ensemble equivalence at finite sizes. We describe multiple ways to compute the microcanonical entropy and present numerical results for the entropy and temperature computed in these various ways. We show that using an energy window whose width has a particular energy dependence results in a temperature with minimal deviations from the canonical temperature.

I. INTRODUCTION

In recent years, there has been considerable interest in understanding how statistical mechanics emerges from the quantum dynamics of isolated many-body systems. Such considerations invariably require a correspondence between energy, a quantity well-defined in quantum mechanics, and temperature, which is necessary for a statistical-mechanical description. Since temperature is not a priori defined in quantum mechanics, assigning temperatures to energies is a nontrivial issue.

Ideas regarding thermalization in isolated quantum systems, e.g., the eigenstate thermalization hypothesis (ETH) \cite{deutsch1991quantum, srednicki1994chaos, barnes2013probability, barnes2014ergodic, barnes2014ergodic, barnes2017ergodic, barnes2018ergodic, barnes2019ergodic, barnes2020ergodic} and its extensions or variants are often tested or verified using numerical “exact diagonalization” calculations \cite{f狆rsky1995quantum, barnes2013probability, barnes2014ergodic, barnes2014ergodic, barnes2017ergodic, barnes2018ergodic, barnes2019ergodic, barnes2020ergodic, barnes2021ergodic}. As a result, quantum systems with Hilbert space dimensions between $\sim 10^3$ and $\sim 10^5$ have acquired particular relevance. It is therefore important to ask how meaningful various definitions of thermodynamic quantities like temperature or entropy are for finite systems, particularly systems of sizes typically treated by full numerical diagonalization. In this work, we critically examine different ways of calculating entropy from the energy eigenvalues of finite systems and compare the temperature derived from the entropy with the so-called ‘canonical’ temperature.

The most common definition of temperature for finite isolated quantum systems is the canonical temperature. This is obtained for any energy $E$ by inverting the canonical equation

$$E = \langle H \rangle = \frac{\text{tr}(e^{-\beta H} H)}{\text{tr}(e^{-\beta H})} = \sum_n e^{-\beta E_n} E_n / \sum_n e^{-\beta E_n}. \tag{1}$$

If the eigenvalues $\{E_n\}$ of a system are known, then this relationship provides a map between energy and the canonical temperature $T = (k_B \beta c)^{-1}$. (Here $k_B$ is the Boltzmann constant.) The relationship (1) originates in statistical mechanics from the context of a system with a bath. However, it is widely used in the study of thermalization of isolated (bath-less) quantum systems, to obtain an energy-temperature correspondence \cite{f狆rsky1995quantum, barnes2013probability, barnes2014ergodic, barnes2014ergodic, barnes2017ergodic, barnes2018ergodic, barnes2019ergodic, barnes2020ergodic, barnes2021ergodic}.

An alternate way to define temperature is to use the thermodynamic relation \cite{landau1980statistical}

$$T = \left( \frac{\partial E}{\partial S} \right)_X = \left( \frac{\partial S}{\partial E} \right)^{-1}_X. \tag{2}$$

Here $S$ is the (thermal) entropy, and the subscript $X$ denotes the system parameters that should be held constant. For an isolated (i.e. microcanonical) quantum system, defining the entropy $S(E)$ at a particular energy $E$ involves counting the number of eigenstates (‘microstates’) within an energy window $\Delta E$ around that energy $E$. This raises the question of how to choose the width $\Delta E$, or possibly avoiding an explicit choice of $\Delta E$ and instead estimating the density of states. In the large-size (thermodynamic) limit, these choices can be shown to become inconsequential. This paper aims to explore the consequences of these choices for finite sizes, focusing on systems of Hilbert space dimensions $\sim 10^4$ typical for full numerical diagonalization studies.

Motivated by the analysis of Ref. \cite{mehta2017thermodynamic}, we consider four choices for defining the entropy. In each case, we compare the resulting temperature obtained using Eq. (2) with the canonical temperature obtained directly from inverting Eq. (1).

First, we consider counting eigenstates in an arbitrarily chosen but constant (energy-independent) width window, as illustrated in Figure 1(top). This is the most obvious choice but turns out to be far from optimal — the resulting temperature deviates strongly at finite sizes from the canonical temperature.

Second, noting that the leading correction to the large-size limit can be made to disappear by choosing $\Delta E \propto \sqrt{T^2 C_c}$ \cite{mehta2017thermodynamic}, we examine the result of using such an energy-dependent window width. (Here $C_c$ is the heat capacity.) Such an energy-dependent window is illustrated in Figure 1(bottom). We show that this choice works extremely well for the sizes of interest, modulo some caveats regarding the proportionality constant.

Finally, we can compute the microcanonical entropy using standard numerical estimation procedures for the d.o.s. via approximations to the integrated d.o.s. or cumulative spectral function. We first formulate the defi-
nition without reference to a specific energy window $\Delta E$ and show that this choice is sub-optimal. We analyze the reason for the strong finite-size mismatch in this case. Secondly, we show that using the energy-dependent $\Delta E \propto \sqrt{T/C}$, designed to account for finite-size effects, results in excellent agreement between the temperatures even at the small sizes investigated, without any fine-tuning of proportionality constants.

This article is organized as follows. Section II recounts the definitions and saddle-point expressions that lead to the various choices for calculating the microcanonical entropy. We also provide details (II C) of the quantum many-body systems that we use for numerical exploration — we provide results for multiple systems with different geometries, to ensure that the resulting conclusions are not artifacts of a particular lattice or Hamiltonian. In the next three sections, we describe the procedures for, and the results of, the four ways of calculating entropy. First, Section III describes counting eigenstates in a constant-width energy window $\Delta E$. Second, Section IV describes counting eigenstates in an energy-dependent window $\Delta E(E)$, designed to cancel out the explicit $\Delta E$-dependence of the resultant temperature, following/extend the suggestion of Ref. [62]. Third, Section V outlines using a smoothened cumulative d.o.s. $\Omega(E)$ to calculate the d.o.s. $g(E)$. We can then choose either to neglect $\Delta E$, which we explain leads to deviations, or make use of the derived energy dependent $\Delta E(E)$ designed to account for these deviations. Section VI provides concluding discussion and some context.

II. PRELIMINARIES

We first recall the standard definition of microcanonical entropy and highlight the roles of the density of states $g(E)$ and of the energy window $\Delta E$ (subsection II A). We then recall (II B) the saddle-point formulation often used to show the equivalence of microcanonical and canonical ensembles in the large-size limit [62], and extend beyond the leading order in order to analyze the effect of $\Delta E$ at finite sizes. Subsection II C describes the quantum systems to be used in subsequent sections to provide numerical examples.

A. Entropy, density of states, and the energy window

The microcanonical entropy $S(E)$ of a system at energy $E$ is [57–62]

$$S(E) = k_B \ln \Gamma(E), \quad (3)$$

where $\Gamma(E)$ is the statistical weight, which is the number of microstates at energy $E$. For a quantum system, microstates are to be interpreted as eigenstates. For a quantum system with a discrete spectrum, counting the number of eigenstates is problematic because at any particular energy there is usually zero or one eigenstate, or perhaps a handful if there are degeneracies. Thus, $S(E)$ would be $= -\infty$ for all values of energy except at a countable number of discrete energy values. This issue is usually resolved [59, 60, 62] by taking $\Gamma(E)$ to be the number of eigenstates in an energy window $\Delta E$ around $E$, rather than the number of eigenstates exactly at energy $E$. Thus we define

$$\Gamma(E) = \int_{E-\Delta E/2}^{E+\Delta E/2} g(E') dE'$$

$$= \int_{E-\Delta E/2}^{E+\Delta E/2} \sum_n \delta(E' - E_n) dE', \quad (4)$$

where the sum is understood to include all the eigenvalues of the system Hamiltonian that lie in the window, i.e., all $E_n$ satisfying $E_n \in (E - \Delta E/2, E + \Delta E/2)$ [63]. It is then common to approximate this integral [62, 64–67] via

$$\Gamma(E) \approx \Delta E g(E) = \Delta E \sum_n \delta(E - E_n). \quad (5)$$

Here, $g(E)$ is the density of states — the number of many-body eigenstates per unit energy interval. Although defined as a sum over delta functions, the density of states can be thought of as a smooth function of energy over energy scales much larger than the typical level spacing. In numerical work, this is often achieved by broadening the delta functions into Gaussians or Lorentzians of finite width [24, 68–75]. Alternatively, we can define $\Omega(E)$ as the number of eigenstates with energy less than $E$, i.e., the integrated density of states. Fitting a smooth function to the staircase form of $\Omega(E)$, one can obtain a smooth density of states as the derivative; $g(E) = \Omega'(E)$.

The entropy now depends on an energy window $\Delta E$, so we are thus faced with choosing an appropriate $\Delta E$. The purpose of introducing a finite energy width was to
smooth out the discreteness of the energy spectrum, so \( \Delta E \) should be large enough to include a large number of eigenstates. On the other hand, we want \( \Delta E \) to be sufficiently small so that the density of states (regarded as a smooth function of energy) does not vary appreciably within the window, i.e., \( \Delta E \) should be much smaller than the scale of the bandwidth of the system. Other than these general principles, we have the freedom to choose \( \Delta E \), and in general, the entropy \( S \) will depend on the choice.

As we will explain next (II B), the sub-leading contributions to the entropy, which contain \( \Delta E \), vanish in the large system size limit. So, for infinite systems, it will generally not matter what \( \Delta E \) is, but the choice can drastically affect the entropy and resultant temperature for finite quantum systems. This paper aims to investigate and clarify the effect of this choice for finite systems whose Hilbert space sizes make them accessible to full numerical diagonalization.

### B. Saddle point expressions

To understand the role of \( \Delta E \), it is helpful to express the entropy as an integral over (complex) inverse temperature and perform saddle-point approximations [56, 58, 62], extending the order beyond what is necessary in the thermodynamic limit, to account for finite sizes.

Replacing the delta function in Eq. (5) with \( \delta(x) = \int_{-\infty}^{\infty} (2\pi)^{-1} e^{i\beta x} d\beta \), and defining the free energy as \( F(\beta) = -\beta^{-1} \ln(\sum_n e^{-\beta E_n}) \), we can write the entropy as

\[
e^{S/k_B} = \Gamma(E) = \Delta E \int_{-i\infty}^{i\infty} \frac{d\beta}{2\pi} e^{\beta(E-F(\beta))}.
\]

To apply the saddle-point approximation, one first finds the critical point of the exponent \( h(\beta) = \beta(E-F(\beta)) \). The condition is

\[
E - F(\beta) - \beta \frac{\partial F}{\partial \beta} = 0,
\]

which is equivalent to Eq. (1) defining the canonical temperature. Thus the saddle point is at \( \beta = \beta_c \), the canonical inverse temperature. The leading order saddle-point approximation is thus

\[
\frac{S}{k_B} = \beta_c E - \beta_c F(\beta_c)
\]

with \( \beta_c \) being the solution of Eq. (7) or Eq. (1). This matches the standard thermodynamic relation, and is consistent with the energy derivative of \( S \) being the inverse temperature \( \beta_c \).

To examine the effect of \( \Delta E \), one needs to extend the calculation to the next order. One expands \( h(\beta) \) as a Taylor series about \( \beta_c \), up to second order, as the first order term is zero by definition. Introducing the heat capacity \( C = \frac{\partial E}{\partial T} = -T \frac{\partial^2 F}{\partial T^2} \), one obtains [62]

\[
e^{S/k_B} \approx \frac{\Delta E}{2\pi} e^{\beta_c(E-F(\beta_c))} \int_{-\infty}^{\infty} dy e^{-k_B T_c^2 C_c y^2/2}.
\]

Here, \( T_c \) and \( C_c \) are the values at the saddle point \( \beta_c \). Evaluating the Gaussian integral, one obtains

\[
\frac{S}{k_B} = \beta_c E - \beta_c F(\beta_c) + \ln \Delta E - \ln \sqrt{2\pi k_B T_c^2 C_c}.
\]

Here \( \beta_c \) is determined by the energy, and hence so are \( T_c \) and \( C_c \). The two leading terms are both extensive in system size. The first correction term \( \ln \Delta E \) is sub-extensive as long as \( \Delta E \) is not chosen to grow exponentially or faster with system size. The second correction term grows logarithmically with system size, as the heat capacity is extensive. However, as it appears in the argument of a logarithm, its dependence on \( L \) disappears when differentiated with respect to \( E \). This means that when differentiating Eq. (10) to obtain \( \beta \), the contribution from the last term does not grow with \( L \), not even logarithmically. Thus, at large enough sizes, the leading-order saddle-point approximations suffice, and the choice of energy window \( \Delta E \) plays no role.

However, the two correction terms should be considered when calculating the entropy at finite sizes. From Eq. (10), we see that choosing \( \Delta E \) to be an energy-independent constant (the most obvious choice, explored in Section III) would leave an energy-dependent correction term, causing deviations from the canonical temperature. We also see (as pointed out in Ref. [62] and explored below in Section IV) that the energy dependence of the correction terms could be canceled by a judicious choice of energy dependence for the width \( \Delta E \).

### C. Hamiltonians and numerics

To investigate the effect of different choices for defining the microcanonical entropy in finite systems, we use several spin-1/2 lattice systems consisting of \( L \) spins, \( N \) of which are up. The spins interact via \( XXZ \) interactions, which have a \( U(1) \) symmetry conserving \( N \). We check all results and show data for 1D, 2D, and fully-connected geometries, to demonstrate that our results are very general and not particular to any model. In the case of the 1D chain, we also include magnetic fields in the \( z \) and \( x \) directions; the latter break the \( U(1) \) symmetry. The Hilbert space dimension is \( D = \left( \frac{L}{2} \right) \) when \( N \) is conserved and \( D = 2^L \) otherwise.

The system parameters are always chosen such that the level spacing statistics match that expected of chaotic quantum systems. This ensures there are no complications due to proximity to integrability or localization.

**Staggered field XXZ chain:** Starting with the open-
boundary XXZ chain (anisotropic Heisenberg chain)

\[ H_H = J \sum_{j=1}^{L-1} (S^x_j S^x_{j+1} + S^y_j S^y_{j+1}) + \Delta \sum_{j=1}^{L-1} S^z_j S^z_{j+1} \]  

(11)

we introduce magnetic fields in both the transverse \((x)\) and longitudinal \((z)\) directions. To remove symmetries in the model we stagger the two fields along the even and odd sites respectively, and in addition, we break the staggered pattern at the start of the chain by inserting \(x\) and \(z\) fields on the first and second sites respectively:

\[ H_S = H_H + \sum_j h_x S^x_{2j+1} + \sum_j h_z S^z_{2j} + h_x S^x_{1} + h_z S^z_{2}. \]

(12)

Square Lattice: This model is a two-dimensional square lattice with open boundary conditions and XXZ interactions:

\[ H_{SQ} = \sum_{(j,k)} J_{jk}(S^x_j S^x_k + S^y_j S^y_k) + \Delta_{jk} S^z_j S^z_k \]  

(13)

where \(\langle \rangle\) means that we restrict the summation to nearest-neighbor pairs. In order to remove any symmetries, we draw the values \(J_{jk}, \Delta_{jk}\) from the uniform distributions \([0, 2], [0, 1]\) respectively.

Fully connected Lattice: This model consists of a network of spins, where each spin \(j\) is connected to every other spin \(k\):

\[ H_{FC} = \sum_j \sum_{k \neq j} J_{jk}(S^x_j S^x_k + S^y_j S^y_k) + \Delta_{jk} S^z_j S^z_k \]  

(14)

We draw the values \(J_{jk}, \Delta_{jk}\) from the uniform distribution \([-0.4, 0.4]\) and \([-0.1, 0.1]\) respectively.

Units: For numerical work, we use \(k_B = 1\). We express energies in units of spin couplings. Thus, if the coupling \(J\) (or \(J_{jk}\)) is set to 1, when we plot energy values, they are \(E/J\); whereas if the couplings have other values, then the energy is to be thought of as the energy divided by a hypothetical coupling equal to 1. In this way, the units of all energies, temperatures, and entropies presented in the figures are determined.

III. CONSTANT WIDTH WINDOW

We start by discussing the obvious choice for defining entropy — counting eigenstates in a constant energy-independent width \(\Delta E\). Eq. (10) implies that an energy-independent \(\Delta E\) acts as an energy-independent shift of the entropy, and hence does not affect the temperature. However, the last term in Eq. (10) is energy-dependent, hence the temperature will differ from the canonical temperature which corresponds to the leading (first two) terms. This deviation should vanish in the large-size limit, but the extent of this deviation for finite sizes is not a priori clear. We show below using explicit numerical examples that using an energy-independent width is a poor choice for the system sizes under study here (sizes accessible to exact diagonalization), as the resulting temperature deviates significantly from the canonical temperature.

Examples of entropy found by counting the number of eigenvalues within the window \([E - \Delta E/2, E + \Delta E/2]\), are shown in Figure 2(A) for an open-boundary square spin-\(\frac{1}{2}\) lattice with random XXZ interactions. Here and in later figures, we plot one point for each eigenvalue, so that there is at least one eigenvalue in each window — the minimum value of entropy is \(\ln 1 = 0\) and we thus avoid the possibility of obtaining entropy \(\ln 0 = -\infty\).

To calculate the temperature from the entropy, we fit a polynomial to the \(S(E)\) points and then take the derivative of the polynomial; results are shown in Figure 2(B).
Increasing $\Delta E$ by a factor approximately increases the number of eigenvalues in each window by that factor, so that the $S(E)$ curve undergoes an approximately constant upward shift. This leaves the temperature $[S'(E)]^{-1}$ approximately unchanged. Accordingly, for moderate $\Delta E$, the calculated $\beta(E)$ curves are robust to changes in $\Delta E$. For the largest $\Delta E(=4.5)$ shown, this argument does not work as the window is significant compared to the variation scale of the density of states $g(E)$, so that $g(E)$ cannot be considered constant within each window. This leads to a markedly different $\beta(E)$ curve for the very large $\Delta E$ case. This effect is not captured by the saddle-point analysis or Eq. (10).

Even for moderate $\Delta E$, the deviation from the canonical $\beta_C(E)$ curve is considerable. This shows that using a constant energy window width is not a feasible approach to defining entropy for finite quantum systems having Hilbert space dimensions $\sim O(10^4)$. The results of Figure 2(B) provide a visual presentation of the extent of the discrepancy for such sizes. In Figure 2(C) we show the root-mean-square deviation of the inverse temperatures obtained with a constant $\Delta E$ from the canonical $\beta_C(E)$ values, as a function of Hilbert space dimension. (We show data for a spin chain, for which finite size scaling is numerically more convenient than for a square lattice.) The deviation decreases with increasing size, as expected, but very slowly.

A remark on the edges of the spectrum is in order. In the edge regions, as there are only a few eigenvalues in each window, the values of entropy are noticeably discrete, $\ln n$ where $n$ is a small integer. For a regime with such discrete behavior, statistical-mechanical considerations are not meaningful — we expect entropy to be a continuous function of energy. We therefore omit the edges from the polynomial fit to $S(E)$. In Figure 2 we have omitted 25 eigenstates from each edge of the spectrum. This is approximately the energy region for which $S(E) \lesssim \ln 10$ for the $\Delta E = 0.5$ case. Later in the paper, the same criterion will be used to exclude the spectral edges.

IV. ENERGY DEPENDENT WINDOW

We now describe counting eigenstates in an energy-dependent $\Delta E \propto \sqrt{T_c^2 C_c}$.

A. Rationale

In Eq. (10), the leading-order terms (first two terms) yield the canonical temperature upon differentiation by energy, but there are two correction terms, in $\Delta E$ and $-\ln \sqrt{2\pi k_B T_c C_c}$. Ref. [62] suggests choosing the two terms to be equal so that the corrections vanish and the canonical temperature is recovered.

We note, however, that the correction terms need not cancel exactly — they will not affect the temperature $[S'(E)]^{-1}$ as long as they sum to an energy-dependent constant. Thus we could choose

$$\Delta E(E) \equiv \alpha^{-1}\sqrt{2\pi k_B T_c^2 C_c}. \quad (15)$$

with $\alpha$ being some constant. The window $\Delta E$ is then energy-dependent because $T_c$ and $C_c$ are energy-dependent. The proposal of Ref. [62] corresponds to $\alpha = 1$.

The energy-dependent $\Delta E$ can also be motivated by the physical idea that the energy window should be determined by the fluctuation of energy in the canonical ensemble, as suggested, e.g., in Refs. [64, 65]. It turns out [58] that the distribution in energy in the canonical ensemble has width $\propto \sqrt{T_c C}$. Thus, choosing the energy uncertainty as the energy window leads to the same prescription as Eq. (15).

Labeling the number of states in an energy-dependent energy window $\Delta E(E)$ as $\tilde{\Gamma}(E)$, the entropy is obtained as

$$\tilde{S}(E) = k_B \ln \left( \tilde{\Gamma}(E) \right). \quad (16)$$

Differentiation gives the corresponding inverse temperature $\tilde{\beta}$. In the following subsection we will describe doing this numerically, and discuss the results obtained.

We do not know of a principle guiding the choice of $\alpha$. We will show that, for the sizes of primary interest to us, $\alpha$ needs to be larger than 1.

The reason is that for $\alpha = 1$, the energy window $\Delta E(E)$ turns out to be too broad, exceeding the energy scale at which the density of states varies, leading to poor results similar to the large constant $\Delta E$ case in Figure 2. This is clear from Eq. (15); the right-hand side scales like $\sqrt{L}$ as $C_c$ is extensive, while the variance of the density of states typically scales linearly with $L$. Thus, for the system sizes under consideration here, $\sqrt{L}$ can not be considered negligible compared with $L$. For larger system sizes, the acceptable range of $\alpha$ broadens, compatible with our expectation that the choice of $\Delta E$ should be less important for larger sizes.

B. Numerical calculation and results

In order to obtain $\Delta E(E)$ as defined in Eq. (15), we first need to calculate the heat capacity $C_c$ and the canonical temperature. We start by numerically computing the energy $E$ as a function of $\beta$ (or of $T$) via Eq. (1), using the numerically calculated eigenvalues of the Hamiltonian $H$. This leaves us with a (numerical approximation to a) smooth injective function $E(T)$. As usual, inverting this numerically provides the canonical temperature $T_c$ as a function of $E$. In addition, estimating the derivative of $E(T)$ provides us with the heat capacity $C = \partial E/\partial T$, which we evaluate at the canonical value $T_c$. Figure 3(A) shows an example of $C_c$ as a function of energy, calculated in this way. The function is non-monotonic, going to zero at both zero and infinite temperatures.
We can now calculate $\Delta E(E)$ via (15) for all energies. Figure 3(B) shows an example.

At the center of the spectrum, $T_c \to \infty$ and $C_c \to 0$, leading to a finite $\Delta E(E) \propto \sqrt{T_c^2 C_c}$. Due to the numerical discreteness of computed $E$ and $T$ functions, the computed $\Delta E(E)$ acquires a spurious divergence at this point. This effect can be confined to a smaller energy region by using a finer grid of $T$ or $E$ values. We avoid the effect by fitting a polynomial, excluding points within the direct vicinity of the discontinuity. An example is shown in Figure 3(B). The fitted polynomial is then used as $\Delta E(E)$.

We are now equipped to compute the entropy using an energy dependent energy window, $\Delta E(E) = \alpha^{-1} \sqrt{2\pi k_B T^2 C_c}$. In Figure 4(A,C), we show the numerically computed entropy $\tilde{S}$. The data shown is for a chaotic square lattice of spins-1/2’s with XXZ-like connections between nearest neighbor spins, and also for a fully connected lattice with XXZ-like connections between every pair of sites. We used $\alpha = 5$ and $\alpha = 4$ in the two cases.

As before, we numerically fit a polynomial to our entropy data, excluding values at the edge of the spectrum, and then take its derivative to obtain a temperature. The resultant inverse temperature $\tilde{\beta}$ are shown in Figures 4(B,D). For $\alpha \sim 5$, the temperature matches the canonical temperature remarkably well.

We found that the procedure provides an excellent match between $\tilde{\beta}$ and $\beta_c$ when $\alpha$ is larger than some minimum value, as shown by the vanishing root-mean-square deviation in Figure 4(E). Beyond this minimal $\alpha$ the exact choice is somewhat arbitrary, as long as the window is not made ultra-small. Figure 4(E) shows that this minimal value (the value of $\alpha$ at which the deviation drops to zero) is smaller for larger systems. This is consistent with the expectation that the exact choice of the window $\Delta E$ is increasingly irrelevant as the system size is increased.

To summarize: this numerical analysis shows that using an energy-dependent window is a very successful strategy for defining entropy in a finite-size system. We observed good agreement between the resultant temperature and the canonical temperature for all systems we checked, including various 1D chaotic spin chains, and a handful of 2D lattices, including that presented in Figure 4.
V. USING THE INTEGRATED DENSITY OF STATES

Here, we formulate the entropy in terms of the integrated d.o.s. $\Omega(E)$ and describe how to numerically obtain a smoothened approximation to the d.o.s. $g(E) = \Omega'(E)$. First, we approximate the entropy by neglecting the $\Delta E$ contribution, and explain that this leads to finite-size deviations. Second, we use the smoothened $\Omega'(E)$ with the energy-dependent $\Delta E(E)$ designed to account for the finite size deviations, and show that it leads to excellent agreement with the canonical temperature.

### A. Formulation

An alternative to counting eigenstates in an explicit energy window is to use the expression for the entropy in terms of the (integrated) density of states:

$$S = k_B \ln \Gamma(E) = k_B \ln \left( g(E) \Delta E \right)$$

$$S = k_B \ln g(E) + k_B \ln \Delta E$$

$$S = k_B \ln \left( \frac{\partial \Omega(E)}{\partial E} \right) + k_B \ln \Delta E. \quad (17)$$

Here,

$$\Omega(E) = \sum_{n=1}^{D} \Theta(E - E_n) \quad (18)$$

is the number of eigenstates $|E_n\rangle$ with energy less than $E$, i.e., the integrated d.o.s. or cumulative d.o.s., also known as the cumulative level density [76–87] or the cumulative spectral function [13, 39, 85, 88–96].

From the eigenvalue spectrum of the system Hamiltonian, computed numerically using exact diagonalization, the integrated d.o.s. $\Omega(E)$ can be obtained as a function of $E$. It is a series of steps with constant integer values between eigenvalues and a step to the next integer at every eigenvalue. In order to obtain a derivative of this non-smooth function, we will fit an analytic function to the computed $\Omega(E)$ data, and then simply take its derivative. Fitting an analytic function to $\Omega(E)$ is common practice in the unfolding procedure utilized for computing level spacing statistics [39, 69, 92, 97–99].

We found that using a function of the form

$$\frac{D}{2} [1 + \tanh(f(E))] \quad (19)$$

works remarkably well to fit the numerical $\Omega(E)$ data, where $f(E)$ is some polynomial in $E$. If $f(E)$ is a monotonically increasing polynomial, then the form of the function automatically imposes the correct low-energy and high-energy behavior of the smoothened $\Omega(E)$. This functional form was inspired by its use in [93] to unfold a many-body spectrum. Once the fitting function $f(E)$ is determined, the density of states is obtained as the derivative:

$$g(E) = \Omega'(E) = \frac{D}{2} \operatorname{sech}^2(f(E))f'(E) \quad (20)$$

An example of numerically calculated $\Omega(E)$ and the fitted function are shown in Figure 5 (top). The resulting derivative $\Omega'(E)$ is compared with the histogram (distribution) of eigenvalues, $P(E_n)$. Data for $7 \times 4$ square XXZ lattice, Eq. (13), with $N = 5$. 

![Figure 5](image)

**FIG. 5.** **Upper:** Cumulative density of states $\Omega(E)$ (normalized by Hilbert space dimension), fitted by a polynomial $f(E)$ of degree 10. Inset: zoom. **Lower:** $\Omega'(E)/D$ from derivative of fitted function, compared with histogram (distribution) of eigenvalues, $P(E_n)$. Data for $7 \times 4$ square XXZ lattice, Eq. (13), with $N = 5$.

### B. Using the integrated D.O.S. while avoiding $\Delta E$

The density of states increases exponentially with the system size; hence the first term in Eq. (17) is extensive. On the other hand, $\ln \Delta E$ is presumably either constant or at most weakly increasing with system size. Thus, at sufficiently large system sizes the second term can be neglected so that the first term approximates the entropy:

$$S \approx S_1 = k_B \ln g(E) = k_B \ln \left( \frac{\partial \Omega(E)}{\partial E} \right). \quad (21)$$

One can thus use a continuous approximation for $\Omega(E)$ to define a continuous $S_1(E)$, without choosing an explicit energy window $\Delta E$.

$S_1$ is the logarithm of $g(E) = \Omega'(E)$, and $\beta_1$ is thus the derivative of this. For the analytical approximation
We now discuss two ways of understanding this finite-size deviation. First, using Eq. (21) for the entropy temperatures to be considered ‘close’. It would take very large system sizes for the two temperatures, versus Hilbert space dimension $D$.

The extent of the deviation is shown quantitatively in Figure 6(E) by plotting the root-mean-square (RMS) deviations from the canonical curves are clearly visible. The numerical results shown are for a 1D spin chain, and a square lattice, both with nearest neighbor XXZ-like connections and open boundary conditions. The resultant inverse temperatures $\beta$ are shown in panels (B,D). While $\beta$ has the correct overall form, the deviations from the canonical curves are clearly visible.

The extent of the deviation is shown quantitatively in Figure 6(E) by plotting the root-mean-square (RMS) distance between the canonical and resultant temperature, versus Hilbert space dimension $D$, for an $L$-site spin chain ($D = 2^L$). The deviation decreases very slowly — it would take very large system sizes for the two temperatures to be considered ‘close’.

We now discuss two ways of understanding this finite size deviation. First, using Eq. (21) for the entropy means omitting the $\ln \Delta E$ term from the definition, Eq. (17), which can be written as

$$S = S_\Omega + k_B \ln \Delta E.$$  

Since we avoided making an explicit choice for $\Delta E$, it is not obvious what the effect of dropping the second term is, but we can analyze different cases:

- If we consider $\Delta E$ to be energy-independent, then $S_\Omega$ will lead to the same temperature as obtained from the full microcanonical entropy $S$. However, we know from Section III that $S$ obtained using an energy-independent $\Delta E$ leads to considerable finite-size deviations in the temperature.

- On the other hand, if $\Delta E$ were to be energy-dependent, e.g., if it were designed to cancel the sub-leading deviations from the canonical ensemble as in Section IV, then $S'_\Omega(E)$ will differ from $S'(E)$, and we would again get finite-size deviations.

Thus, it appears that $S'_\Omega(E)$ can be expected to deviate from $\beta_c$ in either case.

Second, we note that Eq. (21) applies the logarithm to a dimensionful quantity, which strictly speaking is not allowed. For consistency, one needs to multiply the argument of the logarithm in Eq. (21) by a quantity having the dimensions of energy; let us call this quantity $\epsilon$. Then Eq. (21) should really have the form

$$S_\Omega = \ln \left[ g(E) \epsilon \right] = \ln \left[ \Omega'(E) \epsilon \right].$$  

One can then carry out the same saddle point approximation as previously performed (subsection II B) with the original definition of $S$, leading to

$$S_\Omega \approx \beta_c E - \beta_c F(\beta_c) + \ln \epsilon - \ln \sqrt{T_c^2 C_c}.$$  

Unless $\epsilon$ is carefully chosen (as we did for $\Delta E$ in Section IV), the last term will lead to finite-size deviations. The procedure in this section avoids specifying $\Delta E$ and ignores the need for the quantity $\epsilon$. Thus, one would expect deviations due to the $-\ln \sqrt{T_c^2 C_c}$ term, essentially of the same type as that encountered in III when using an explicit energy-independent value of $\Delta E$.

C. Using the integrated D.O.S. with an energy dependent window

Now, rather than neglect $\Delta E$ in Eq. (17), we retain the term, i.e., we consider the entropy in terms of the integrated d.o.s. as

$$S(E) = k_B \ln (g(E) \Delta E) = k_B \ln \left( \frac{\partial \Omega(E)}{\partial E} \Delta E \right).$$  

We have a smooth approximation to $\Omega'(E)$, and as proposed in Section IV, we could choose an energy-dependent $\Delta E(E) \propto \sqrt{T_c^2 C_c}$ to account for the finite

\[ \text{FIG. 6. Entropy and temperature using a continuous approximation to the cumulative density of states. (A,C) } S_\Omega = \ln \Omega'(E). \]  

\[ \text{(B,D) Resultant inverse temperature } \beta = \partial E S_\Omega \text{ compared with the canonical temperature } \beta_c. \]  

\[ \text{Several examples of the computed entropy } S_\Omega \text{ are shown in the left panels (A,C). The numerical results shown are for a 1D spin chain, Eq. (12), with the same parameters as in (A,B) and variable } L. \]  

\[ \text{The procedure in this section avoids specifying } \Delta E \text{ in either case.} \]  

\[ \text{Second, we note that Eq. (21) applies the logarithm to a dimensionful quantity, which strictly speaking is not allowed. For consistency, one needs to multiply the argument of the logarithm in Eq. (21) by a quantity having the dimensions of energy; let us call this quantity } \epsilon. \]  

\[ \text{Then Eq. (21) should really have the form} \]  

\[ S_\Omega = \ln \left[ g(E) \epsilon \right] = \ln \left[ \Omega'(E) \epsilon \right]. \]  

\[ \text{One can then carry out the same saddle point approximation as previously performed (subsection II B) with the original definition of } S, \text{ leading to} \]  

\[ S_\Omega \approx \beta_c E - \beta_c F(\beta_c) + \ln \epsilon - \ln \sqrt{T_c^2 C_c}. \]  

\[ \text{Unless } \epsilon \text{ is carefully chosen (as we did for } \Delta E \text{ in Section IV), the last term will lead to finite-size deviations. The procedure in this section avoids specifying } \Delta E \text{ and ignores the need for the quantity } \epsilon. \]  

\[ \text{Thus, one would expect deviations due to the } -\ln \sqrt{T_c^2 C_c} \text{ term, essentially of the same type as that encountered in III when using an explicit energy-independent value of } \Delta E. \]
size deviations. Here, the constants of proportionality will only result in a shift in entropy, as we are not counting eigenstates in an energy window of width $\Delta E(E)$ around $E$. In that case, we had to choose a constant $\alpha$, such that the window width was not comparable to the bandwidth of the spectrum.

Here, rather than count the number of eigenstates, we use the derivative of our smoothed approximation to the integrated d.o.s. to compute $g(E)$. The proportionality constants in this case are arbitrary, thus our entropy can now be written as

$$S_\Omega(E) = \ln \left( \Omega'(E) \sqrt{T_c^2 C_c} \right).$$  \hfill (27)

Again, we use $\Omega'(E) = \frac{\beta}{2} \cosh^2(f(E)) f'(E)$. Determining the canonical temperature $T_c$ and heat capacity $C_c$ numerically has been previously discussed (subsection IV B). Thus we can calculate the entropy (27) and by fitting a polynomial to the resulting curve, we can derive the inverse temperature.

Examples of the computed entropy $S_\Omega(E)$ are shown in Figure 7(A,C). The numerical results shown are for a 1D spin chain and a square lattice, both with nearest neighbor XXZ-like connections and open boundary conditions. The resultant inverse temperatures $\beta_\Omega(E)$ are shown in panels (B,D). We see that $\beta_\Omega(E)$ aligns very well with the canonical temperature $\beta_c$. A pleasing aspect of this method is that it requires no fine-tuning of constants, as they only result in a shift of entropy.

VI. CONCLUDING DISCUSSION & CONTEXT

The equivalence of microcanonical and canonical ensembles emerges in the infinite-size limit. Since statistical mechanics in isolated systems is being intensively discussed through finite-size examples obtained by numerical diagonalization, it is important to understand deviations from ensemble equivalence in systems of such sizes. In this work, we contribute to this question by investigating and comparing various ways of computing the microcanonical entropy, and then comparing the resultant temperatures (via Eq. (2)) to the canonical temperature (Eq. (1)).

The microcanonical entropy $S(E)$ is defined as in Eqs. (3) and (5). Inspired by the discussion of Ref. [62], we explored four ways of calculating $S(E)$ numerically: in terms of a constant-width energy window (Section III), using an energy-dependent window with the energy-dependence designed to cancel sub-leading terms (Section IV), and using the integrated density of states, first with an approximation that avoids the energy window altogether, and alternatively, in combination with an energy-dependent window (Section V).

We have demonstrated that counting eigenstates using the energy-dependent window, $\Delta E(E) = \alpha^{-1} \sqrt{2\pi k_B T_c^2 C_c}$, works extremely well for the sizes under consideration. The use of this energy-dependent window was suggested by Ref. [62] with $\alpha = 1$, designed to exactly cancel the sub-leading terms in Eq. (10). We have shown (Figure 4) that, for the sizes under question, a larger $\alpha$ is required, because for $\alpha = 1$ the windows exceed the energy scale of variation of the density of states. A consequence of this result is that, since we have no further criterion for fixing $\alpha$, the microcanonical entropy is only defined up to an arbitrary additive constant. The constant is sub-extensive (and thus unimportant in the infinite-size limit), and an additive constant does not affect the temperature. In fact, a pleasing aspect of the suggestion of Ref. [62] was a reasonable criterion for defining entropy without such an arbitrary constant. For the size ranges under consideration in this work, the $\alpha = 1$ prescription is not usable, so we are forced to accept an arbitrary shift.

However, using the entropy $S_\Omega(E)$ in Section VC, combining the use of an energy-dependent $\Delta E(E)$ with an approximation to the d.o.s. constructed from the integrated d.o.s. $\Omega$, we observed excellent agreement between the resulting temperature and the canonical temperature. Here, the constants in $\Delta E(E)$ do not affect the resulting temperature, as they simply shift the entropy; this method is thus free from any fine-tuning of constants.

The other two procedures (counting eigenstates in an energy-independent $\Delta E$ and $S \approx S_\Omega$) both lead to very noticeable finite-size deviations. The deviations in the constant-$\Delta E$ case are expected from the sub-leading corrections. For the procedure in Section V using $S \approx k_B \ln(\Omega '(E))$, we have argued that the deviations are essentially of the same type as that in the constant-$\Delta E$
describes the finite-size behavior of the deviation of the
in this work are derived from eigenenergies. Ref. [36]
states, whereas the entropies and temperatures studied
matrices [35, 36, 53, 55, 104–106]. It is amusing to note
than half the system should resemble thermal density
matrices [35, 36, 38, 53, 55, 104–106]. It is amusing to note
that the reduced density matrix of subsystems smaller
of a subsystem is often discussed as representing the ther-
mal entropy [36, 54, 55, 102, 103]. The reason is that, in
For finite quantum systems, the entanglement entropy
of a subsystem is often discussed as representing the ther-
mal entropy [36, 54, 55, 102, 103]. The reason is that, in
a chaotic (thermalizing) quantum system, it is expected
that the reduced density matrix of subsystems smaller
than half the system should resemble thermal density
matrices [35, 36, 53, 55, 104–106]. It is amusing to note
that the entanglement entropy is obtained from eigen-
states, whereas the entropies and temperatures studied
in this work are derived from eigenenergies. Ref. [36]
describes the finite-size behavior of the deviation of the
entanglement entropy from the canonical entropy for a
particular spin chain. The behavior of the temperature
derived using Eq. (2) from the entanglement entropy (in-
terpreted as the entropy) would be interesting to examine
in future work.
It has been argued that entropy for finite-size systems
should be defined as $S \approx \ln \Omega(E)$ [107–112], instead of
the more common $S \approx \ln \Omega'(E)$ examined here. This
approach avoids the appearance of negative temperatures
even in systems with finite Hilbert space dimension. It
may be interesting to ask how the deviations from ensemble
equivalence behave under this alternate definition.
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