Experimental constraint on axion-like particle coupling over seven orders of magnitude in mass
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We use our recent electric dipole moment (EDM) measurement data to constrain the possibility that the HIF⁺ EDM oscillates in time due to interactions with candidate dark matter axion-like particles (ALPs). We employ a Bayesian analysis method which accounts for both the look-elsewhere effect and the uncertainties associated with stochastic density fluctuations in the ALP field. We find no evidence of an oscillating EDM over a range spanning from 27 mHz to 400 mHz, and we use this result to constrain the ALP-gluon coupling over the mass range 10⁻²² – 10⁻¹⁵ eV. This is the first laboratory constraint on the ALP-gluon coupling in the 10⁻¹⁷ – 10⁻¹⁵ eV range, and the first laboratory constraint to properly account for the stochastic nature of the ALP field.

A measurement of the permanent electric dipole moment of the electron (eEDM, $d_e$) well above the standard model prediction of $|d_e| \lesssim 10^{-38}$ e cm would be evidence for new physics. We search for permanent EDMs of fundamental particles was launched by Purcell and Ramsey in the 1950s, but it was not until recently that physicists began to consider the possibility of time-varying EDMs inspired in large part by hypothetical axion-like particles (ALPs). Coupling to ALPs can cause EDMs of paramagnetic atoms and molecules to vary, due to variations in $d_e$ or the scalar-pseudoscalar nucleon-electron coupling $C_S$. In this paper, we extend our analysis of the EDM data we collected in 2016 and 2017 to place a limit on the possibility that $C_S$ oscillates in time. This allows us to put a constraint on the hypothetical ALP-gluon coupling over seven orders of magnitude in mass.

Dark matter is one of the largest unsolved mysteries in modern physics: the microscopic nature of 84% of our universe’s cosmic matter density remains inscrutable. A family of candidate dark matter particles, referred to as axion-like particles, are pseudoscalar fields favored for their potential role in solving problems such as the strong CP problem, baryogenesis, the cosmological constant, and small-scale cosmic structure formation. ALPs can be anything from the QCD axion to ultralight axions from string theory, with different models favouring different mass ranges. In this paper, we will consider ultralight spin-0 bosonic fields whose mass $m_a$ can range from $10^{-24} - 10^1$ eV (or $10^{-10} - 10^{15}$ Hz) in the low end of this mass range would solve some issues pertaining to small scale structure raised by astrophysical results. Ultralight dark matter particles such as these must be bosonic — the observed matter density can’t be reproduced with light fermions because their Fermi velocity would exceed the galactic escape velocity. The result is a field with high mode occupation, well described classically as a wave, oscillating primarily at the Compton frequency $\nu = m_a c^2 / h$. Astrophysical observations tell us that a quasi-Maxwellian dark matter velocity distribution would have, near earth, a dispersion of $\delta v \sim 10^{-3} c$, which in turn leads to a coherence for the dark matter (DM) wave of about $10^6$ cycles. This finite linewidth ultimately limits the sensitivity of any experiment whose total observation time approaches or exceeds the coherence time.

Several distinct couplings to ALP fields can result in an oscillating CP-odd quantity such as $d_e$ or $C_S$, which amounts to an oscillating molecular EDM signal in our data. The most straightforward effect is the derivative coupling of the ALP field to the pseudovector electron current operator — in other words, a direct coupling between ALP and electron. Unfortunately, in an atomic or molecular system the observable effect scales linearly with $m_a$, leading to a large suppression for the mass range we explore. A second potential coupling is from the ALP-induced modification of the electron-nucleon Coulomb interaction. Regrettably, the nature of this effect has not been elucidated in detail, but it is also expected to scale linearly with $m_a$. Finally, there are two distinct effects due to the coupling of ALPs to gluons. The first leads to a partially screened nuclear EDM, which would be enhanced in polar molecules but scales linearly with $m_a$, which again is problematic in the mass range we probe. The second effect will result in an oscillating $C_S$ and this is independent of $m_a$. In this paper, we use the hypothesized oscillation in $C_S$ to constrain the ALP-gluon coupling.

To understand the analysis discussed herein, the reader should be familiar with a few key details from the original measurement. Complete details can be found in
Our experimental signal is a count of Hf$^+$ ions generated by state-selective dissociation of the HfF$^+$ + molecule. From this signal we generate an asymmetry $A'_i = \pm N_i^{Hf^+}$. Here, $N_i$ is the Hf$^+$ count in a single shot (run) of the experiment and $\langle Hf^+ \rangle$ is the mean Hf$^+$ count for the data point (set of shots, averaged) to which the shot belongs.

The sign of $A'_i$ is given by the spin preparation/readout conditions. A set of asymmetries, taken by sandwiching a variable free-evolution time $t_R$ between 2 coherent $m_F$ mixing pulses, generates a Ramsey fringe. The frequency of the Ramsey fringe is directly proportional to the energy difference between the $m_F = \pm 3/2$ states in a given doublet.

The Ramsey fringe frequency has multiple contributions:

$$f_R = \frac{3g_F\mu_B B_{rot}}{h} + 3\alpha_f f_{rot} R\bar{B} - 2W_S C_S \bar{D} \bar{B} + \ldots,$$

where $g_F$ is the $F = 3/2$ state g-factor, $\mu_B$ is the Bohr magneton, $B_{rot}$ is the magnitude of the rotating bias magnetic field, $f_{rot}$ is the frequency of rotation, $\bar{B}$ is the sign of the magnetic field, $D$ is the populated Stark doublet, $\bar{R}$ is the sense of the electric bias field rotation, and $\alpha'$ is a parameter describing Berry’s phase [35]. For any given measurement, the experiment will be in a given switch state, characterized by the values of $\{\bar{B}, \bar{D}, \bar{R}\} = \{\pm 1, \pm 1 \pm 1\}$. To isolate the CP-violating energy $2hW_SC_S$, we repeat our spin precession measurement in each of the $2^3$ unique states at varying free-evolution times to form eight different Ramsey fringes and respective switch frequency measurements $f(\bar{B}\bar{D}\bar{R})$.

From each set of eight fringes (called a block) we form linear combinations of our measured switch frequencies to form parity frequencies: $f_{\text{parity}} = M^{-1}f(\bar{B}\bar{D}\bar{R})$, where $M^{-1}$ is a transformation matrix and $f$ indicates the set of parity or switch frequencies. One of these linear combinations isolates, to first order, the CP-violating $C_S$ term

$$f^{C_S} = 2W_SC_S.$$

Because we collect our data in blocks, this analysis is broken into two parts: ‘low frequency’ (27 nHz $- 126 \mu$Hz) and ‘high frequency’ (126 $\mu$Hz $- 400$ mHz) [40, 41]. In the low frequency analysis, we simply take the $f^{C_S}$ measurement from each block as a function of block acquisition time (see [41], Figure 1) and reanalyze the data to check for oscillations in our signal. In the high frequency analysis we break apart each block and fringe to extract a (potentially) time-varying $C_S$ signal from each shot of the experiment, allowing us to extend the bandwidth of our search over an additional three orders of magnitude.

The low frequency analysis begins with least-squares spectral analysis (LSSA) on our set of $f^{C_S}$ measurements as a function of block acquisition time. We minimize

$$\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left[ A \cos(\omega T_i) + B \sin(\omega T_i) - f^{C_S}(T_i) \right]^2$$

over $A$ and $B$ for every potential ALP oscillation frequency $\nu = \omega/(2\pi)$ of interest, where $\sigma_i$ is the standard error on a given $f^{C_S}$ measurement and $T_i$ is the block acquisition time in seconds with respect to the temporal center of the dataset. This equation is analytically solvable, so we directly compute the minima of the resulting quadratic equation to obtain the “best fit” values of $A$ and $B$: $A_0(\nu)$ and $B_0(\nu)$.

For our high frequency analysis we want to perform LSSA directly on the set of asymmetry measurements as a function of shot acquisition time $T$. It may be helpful at this point to emphasize that we have two different time streams: the free-evolution time $t_R$ (often $\sim 0.5 - 0.7$ seconds) which is an entirely distinct parameter from the shot/data acquisition time $T$ (which ranges between $\pm 2 \cdot 10^5$ seconds). The asymmetry measurements already oscillate as a function of free-evolution time ($t_R$), and for a static (DC) EDM measurement it is assumed this oscillation frequency is constant (for a given switch state, up to experimental noise). In the presence of an oscillating $f^{C_S}(T)$, however, we expect the already-present oscillation in $t_R$ to be frequency modulated in $T$, and we need to determine the form of this frequency modulation. We begin with the fits generated from our DC analysis in [14]: the asymmetry points $A'(t_R)$ from each fringe in a given switch state were fit to $A'(t_R) = -Ce^{-\gamma t_R} \cos(2\pi f_R t_R + \phi) + O$, where $C$ is the fringe contrast, $f_R$ is the fringe frequency, $\phi$ is the initial phase, $O$ is the offset, and $\gamma$ is the coherence decay rate. As mentioned earlier, the frequency $f_R$ measured in a given fringe does not provide a direct measurement of $C_S$; it contains multiple contributions. The frequency
due to non-$C_S$ terms is $f_0 = f_R - M^* f^{C_S}$, where $M^*$ are the matrix elements used to transform between switch and parity bases and $f^{C_S}$ is the frequency component due to $C_S$. Since we are only interested in the potentially time-varying $C_S$ component (and we assume it has a mean of zero [44]) we write

$$f_R(T) = f_0 + M^* f^{C_S}(T),$$

$$f^{C_S}(T) = A \cos(\omega T) + B \sin(\omega T).$$

(3)

If we include this frequency modulation (which we assume is very small), we can expand our fit asymmetry $A^\text{fit}$ to second order in $f^{C_S}(T)$ to obtain

$$A^{osc}(T) = -Ce^{-t\nu} \cos(2\pi(f_0 + M^* f^{C_S}(T))t + \phi) + O \sim -Ce^{-t\nu} \cos(2\pi f_0 t + \phi) + O$$

$$+ Ce^{-t\nu} (2\pi M^* f^{C_S}(T) \sin(2\pi f_0 t + \phi)$$

$$+ Ce^{-t\nu} 2(\pi R M^* f^{C_S}(T))^2 \cos(2\pi f_0 t + \phi),$$

(4)

which is our desired expression for the $f^{C_S}(T)$-induced frequency modulation. With this, we perform LSSA on the difference between $A^{osc}(T)$ and $A^\text{fit}(T)$,

$$\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} |A^{osc}_i - A^\text{fit}_i|^2,$$

(5)

where the subscripts indicate the $i^{th}$ acquisition time point in our dataset.

Combined with the results for the low frequency analysis, we obtain a measure of the “best fit” oscillation amplitude over seven orders of magnitude (Figure 7). Now we can ask: to what extent do our fit values convince us that $C_S$ is actually oscillating, given experimental noise and the look-elsewhere effect [22]? To answer this question we used the Bayesian Power Measured (BPM) analysis framework developed by Palken et al. [43].

The essence of the BPM framework is a comparison between the probability of measuring a given oscillation amplitude assuming the existence of an ALP with a specified mass and coupling and the probability of measuring the same amplitude assuming it doesn’t exist. This means we need probability distributions for both cases at each frequency $\nu$, which we can evaluate at the actual measured values $A_0, B_0$. For the case where ALPs do not exist, we get the distributions by generating simulated data which by construction has no coherent $C_S$ oscillation in it. For the low frequency data we generate a single point of ‘noise’ at each acquisition time in the real dataset. Each point of noise is drawn from a Gaussian distribution with mean of zero and a variance which matches that of the real dataset. For the high frequency analysis we randomly shuffle the timestamps of the actual asymmetry measurements in such a manner as to effectively erase any coherent oscillation which may be present in the $C_S$ channel while preserving both the basic structure of the data (including the general coherent oscillation present in each fringe) and the technical noise (see [41] for more details).

Once we have this simulated data we perform LSSA on it to get “best fit” values for $A, B$ at each frequency $\nu$ of interest. We repeat this process 1000 times. The resultant distribution of $A_0, B_0$ at each frequency $\nu$ represents what we would expect to find in a universe where ALPs do not exist. Each distribution is bivariate normal with some rotation angle. We rotate each distribution into the primary axes $A', B'$ where the variance of the distribution is maximized along $A'$ and minimized along $B'$, to define the no-ALP distribution (see [41] for more details):

$$\mathcal{N} = \frac{1}{2\pi \sigma_{A'} \sigma_{B'}} e^{-\frac{1}{2}(\frac{A^2}{\sigma_{A'}^2} + \frac{B^2}{\sigma_{B'}^2})}.$$  

(6)

We still need to determine the probability distributions in the case that ALPs do exist. Note that $A'$ and $B'$ are still random variables in this case due to the stochastic nature of the ALP field: different spatio-temporal modes of the field interfere with each other (the ALP field at any point in space is a sum over many contributions with random phases), so the field amplitude is stochastic over timescales longer than the coherence time [44, 45]. Except at the very high end of our analysis range, the ALP coherence time is much larger than the duration of our measurement, so we resolve only a single mode of the ALP field. In this limit the local ALP field may be written in the form

$$a(T) = \alpha \sqrt{\rho_{DM}/m_a} \cos(\omega T + \phi),$$

(7)

where $\rho_{DM} = 0.4$ GeV/cm$^3$ is the mean local dark matter density [46], $\omega$ includes a small contribution from the ALP kinetic energy, $\phi \in [0, 2\pi]$ is a uniform-distributed random variable, and $\alpha \geq 0$ is a Rayleigh-distributed random variable: $P(\alpha) = \alpha e^{-\alpha^2/2}$. The modifications to our analysis due to the decoherence of the ALP field are discussed in our Supplemental Information [41], otherwise we assume $\alpha$ and $\phi$ are constant over the entire data collection time. The oscillating $C_S$ term in the Ramsey fringe frequency is then written as

$$f^{C_S}(T) = 2W_S \eta C_G/f_0 \alpha \cos(T),$$

(8)

where $C_G/f_0$ is the ALP-gluon coupling and $\eta \approx 0.03$ is a coefficient relating $C_S$ induced in a generic heavy nucleus to the QCD theta angle [32, 47]. The quadrature amplitudes of the ALP signal are then

$$A' = 2W_S \eta C_G/f_0 \alpha \sqrt{\rho_{DM}/m_a} \cos(\phi)$$

$$B' = -2W_S \eta C_G/f_0 \alpha \sqrt{\rho_{DM}/m_a} \sin(\phi).$$

(9)

As mentioned earlier, $A'$ and $B'$ must still be treated as random variables even in the absence of noise; the fact that $\alpha$ is Rayleigh-distributed implies that $A'$ and $B'$ are each Gaussian distributed with mean zero and variance

$$\sigma^2 = (2W_S \eta C_G/f_0 \sqrt{\rho_{DM}/m_a})^2.$$  

(10)
The equal quadrature variances reflect our ignorance of the local phase of the ALP field oscillations. The fact that $A'$ and $B'$ can simultaneously be small reflects the possibility that the earth may have been near a null in ALP density during our data collection time. We can now construct the expected ‘ALP distribution’ by adding the variance $\sigma_X^2$ to our no-ALP variances (the no-ALP variances characterize the experimental noise). This defines a new bivariate normal distribution

$$\mathcal{X} = \frac{1}{2\pi\sigma_{AX}\sigma_{BX}} e^{-\frac{1}{2} \left( \frac{A'^2}{\sigma_{AX}^2} + \frac{B'^2}{\sigma_{BX}^2} \right)},$$ (11)

which we call our ‘ALP distribution’. Here, $\sigma_{AX}^2 = \sigma_X^2 + \zeta\sigma_{\nu}^2$ and $\sigma_{BX}^2 = \sigma_{\nu}^2 + \zeta\sigma_X^2$. We encapsulate sources of attenuation, including decoherence of the ALP field due to the finite linewidth, in the frequency-dependent factor $\zeta$ which we discuss in detail in the Supplemental Information [41].

Now we can compare probabilities for the ALP vs no-ALP case. For each hypothesized coupling strength $C_G/(f_a m_a)$ and frequency $\nu$ of interest we take the ratio of the probability distributions $N$ and $\mathcal{X}$ evaluated at our actual measured amplitudes $A'_0$ and $B'_0$:

$$U_i(\nu_i, C_G/(f_a m_a)) = \frac{N(A'_0(\nu_i), B'_0(\nu_i), \nu_i, C_G/(f_a m_a))}{\mathcal{X}(A'_0(\nu_i), B'_0(\nu_i), \nu_i)},$$ (12)

which we call the prior update: the number $U_i$ is a multiplicative factor which, when multiplied with our logarithmically-uniform priors, updates our prior belief to our post-experimental (or posterior) belief (see Figure 2). A 95% exclusion corresponds to the prior update dropping to 0.05 [43].

So far, our analysis has not taken into account the look-elsewhere effect. The colormap of $U$ in Figure 2 simply shows how our belief in the existence of ALPs has changed as a function of frequency and coupling. To account for the look-elsewhere effect, owing to the fact that we are looking at more than $10^6$ frequencies, we generate the aggregate prior update:

$$U(C_G/(f_a m_a)) = \frac{\text{aggregate posterior}}{\text{aggregate prior}} = \frac{\sum_i U_i \epsilon/\nu_i}{\sum_i \epsilon/\nu_i},$$ (13)

where $\epsilon/\nu_i$ is our prior belief (for an ALP of frequency $\nu_i$), using logarithmically-uniform priors ($\epsilon$ being constant). We can sub-aggregate over any subset of the analysis range we like. The aggregate prior update taken over the entire set of frequencies analyzed represents the fractional change in our belief that an ALP of a given coupling strength exists anywhere in the full analysis range, which appropriately accounts for the look-elsewhere effect. The aggregate prior update as a function of coupling strength is plotted in Ref. [41].

Our results yield no strong indication of a dark matter signal over the range $10^{-22} - 10^{-15}$ eV, so we use the above procedure to exclude $C_G/f_a m_a > 1.72 \times 10^{16}$ GeV$^{-2}$ at 95% confidence. If we assume the density of the ALP field is held constant at its mean value, we can convert our exclusion back to frequency modulation amplitude in Hz via eq (7) and (8) which gives us an exclusion of 37 mHz. This is considerably less impressive-seeming than the limit of 1.2 mHz which we extracted from our original DC analysis [14]. This relaxation of
the exclusion is an unavoidable consequence of correctly accounting for the stochastic nature of the ALP field and the look-elsewhere effect associated with setting a limit across seven orders of magnitude in frequency.

Our constraint on the ALP-gluon coupling \( C_G / f_a \) is plotted in Figure 2 along with existing direct and indirect limits. Our results are the first laboratory constraints on the ALP-gluon coupling in the mass range \( 10^{-17} - 10^{-15} \) eV.

The analysis techniques applied herein are general enough to apply to most time-series datastreams, and in particular will be applied to our next-generation EDM measurement which we expect to be about an order of magnitude more sensitive.
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FREQUENCY RANGES

Our analysis was broken into two regimes: ‘low frequency’ (27 nHz – 126 µHz) and ‘high frequency’ (126 µHz – 400 mHz). The fundamental limits of the low frequency analysis were set by the inverse timespan of the entire dataset (27 nHz, see Figure 1a) and the ‘Nyquist’ limit for the ‘block’ collection (each block took 22 minutes to collect, so this is 378 µHz). The fundamental lower limit of the high frequency analysis was set by the inverse timespan of the most sensitive data, which was taken over an 11-day period in 2017 (1.12 µHz, see Figure 1b). The upper limit is slightly below the ‘Nyquist’ limit – each point took about 1 second to collect and we chose 400 mHz. Our data is not evenly spaced in time, so we are using the term ‘Nyquist limit’ in a loose sense: with unevenly spaced data, the Nyquist frequency is often higher than one might expect [1]. The frequency ranges above have considerable overlap,

FIG. 1. (Top) Individual $C_S$ measurements plotted as a function of their acquisition time since August 15 2016 (the temporal ‘center’ of our dataset). (Bottom) Our most sensitive $C_S$ measurements were collected over 11 days in 2017. For the low frequency analysis we used the entire dataset (top), and for the high frequency analysis we used only the most sensitive 11 days (bottom).

and we used this overlap to validate our high frequency analysis. We analyzed the same dataset using both the ‘low frequency’ and ‘high frequency’ methods and found virtually the same LSSA result in both cases. Taken together, the entire dataset was enormous, so we chose to truncate both datasets to eliminate overlap and reduce the size of the dataset, which made computing slightly less resource-intensive.

TIMESTAMP SHUFFLING

As described in the main text, our statistical analysis requires simulated data which, by construction, contains no coherent oscillations in the $f^{C_S}$ channel. For the low-frequency analysis this is a rather simple procedure which relies
on our knowledge that each block-based $f^{Cs}$ measurement is drawn from a Gaussian distribution with mean zero and well-characterized variance $\sigma^2$. For the high-frequency analysis our simulation technique warrants further discussion.

The challenge is to simulate shot-by-shot data which preserves the basic structure of the fringes and blocks as well as the inherent noise of the measurements. The fringes themselves have a coherent oscillation in them, and each block contained eight fringes – each of which may oscillate at a slightly different frequency depending on the switch state. The fringes also had a limited coherence time, which varied throughout the dataset as we changed experimental parameters. While generating simulated data that faithfully preserves these features is in principle possible, the most difficult part for our purposes was preserving the noise. There were a number of technical noise sources which were not easily characterized, i.e. they didn’t conform to some known distribution, and were transient, i.e. they were present or absent to different degrees through the dataset.

We found that the most effective way to preserve the qualitative features of the noise and the specific details of the fringes and blocks while erasing any real-time coherent oscillation in the $f^{Cs}$ channel was to randomly shuffle the timestamps of the data by block. As described in the main text, a block of data formed one single $f^{Cs}$ measurement and was composed of eight Ramsey fringes, which together comprise 96 data points, or 1536 shots. When we collected a block of data we would not collect each Ramsey fringe one at a time, slowly increasing the free-evolution time until completion then changing the switch state to collect the next fringe. Instead, we would increase the Ramsey time while scrambling the various switch states, effectively collecting points from each fringe in random order. In other words, we randomized the order in which we collected the 96 data points corresponding to each block, such that there is no fixed relationship between either the switch state or Ramsey time of adjacent data points. When we shuffle the timestamps by block, that means we take all timestamps of the data points belonging to a given block and swap them with timestamps for data points belonging to some other block. One can imagine this as swapping whole blocks around in time. Since a block corresponds to a $f^{Cs}$ measurement, this will eliminate any coherent oscillation in the $f^{Cs}$ channel which may have been present.

It is clear why shuffling the timestamps by block should erase any oscillations on the timescale of the block itself or longer, but it may not be clear why the technique works for oscillations with a higher frequency. The reason this works is due to the manner in which the data was collected – the random scrambling of when we collected the Ramsey times and switch states is unique to every block, so the shuffle introduces phase jumps into the data on the timescale of single data points – in other words, it effectively shuffles the data on the data point (16 second) timescale.

One might ask: why not just shuffle the timestamps by data point? The reason is that shuffling by data point, while very effective at erasing any coherent oscillation present, also appears to drastically change the spectral structure of the noise in our dataset. One might then ask why we don’t simply simulate the data directly, and again we find that assuming a specific noise model (such as shot noise in the HIF$^+$ count) is insufficient for simulating the real noise we had present. It should go without saying that arbitrarily increasing the noise in the simulated data led to the risk of hiding any real oscillation which would otherwise be detected, has no real scientific basis, and should be avoided.

To confirm that our simulation method really did sufficiently attenuate coherent oscillations while preserving the spectral structure of the noise in our dataset, we performed least-squares spectral analysis (LSSA) on simpler versions of simulated datasets which by construction contained a coherent oscillation as well as noise. The simulated data was sampled at the same times as our real dataset, and we performed simulations at frequencies throughout the bandwidth analyzed. In each case we found that the detected amplitude of the oscillation was significantly attenuated while the noise at other frequencies was not affected. Conversely, when we shuffled by data point or shot we found that while any coherent oscillation would be erased, the noise at other frequencies would also be attenuated.

ESTIMATING THE NO-ALP DISTRIBUTION

Our analysis hinges on having a good estimate of the no-ALP distribution, which itself relies on knowing the variances $\sigma^2_A$ and $\sigma^2_B$. Because we are searching over such a large frequency range, and examining so many different frequencies, there are many upward fluctuations in the oscillation amplitudes obtained from LSSA. Small fluctuations in the estimated variances can result in large changes in the apparent significance of these amplitudes. If our estimates of $\sigma^2_A$ and $\sigma^2_B$ are poor, our exclusion will reflect that.

One might think that the best way to ensure we have good estimates of the variances would be to do many more simulations. Unfortunately, especially for the high frequency data, the simulations were very computationally expensive so running more simulations was not an option. Because we only ran 1000 simulations our error in estimating the variances is dominated by statistical noise. To account for this, we chose to adjust the raw variances obtained from the simulated data to better match what we know to be true.

In the low frequency range, we made no adjustments to the variances. We know that there will be some phases
and frequencies which are favoured due to the temporal structure of the data (see Figure 1 top), so we wanted to preserve any structure in the variances which we found via simulation (including significant differences between the two quadratures $A', B'$), even if it was a bit more noisy than desired due to the limited number of simulations.

In contrast, for the high frequency range we have no reason to believe there would be any meaningful difference between the two quadratures thanks to the near-continuous temporal spacing of the data we analyze (see Figure 1, bottom). In addition, we know that statistical fluctuations are independent, bin-to-bin. So to attenuate the effect of statistical fluctuations we smoothed the data using a 36-bin running average (this is 6 times our spectral resolution) and then averaged the the two quadratures $A', B'$. We chose 36 bins as we would expect a real fluctuation to span about 6 bins, so it would be roughly maintained over a 36 bin average, while a fake (statistical) fluctuation would only span 1 bin, so it would be strongly attenuated with a 36 bin average. We believe these are well-justified methods to prevent random fluctuations from affecting our analysis.

## SOURCES OF ATTENUATION

To reduce the risk of artificially over-constraining the axion-like particle (ALP) coupling it was important to account for all the known sources of attenuation present in our experimental signal. To date we are aware of three possible sources of attenuation:

1. When the total observation time $T$ is smaller than the coherence time $\tau_c$, i.e. $T < \tau_c$, the ALP field is built from a sum over many phases of a freely oscillating bosonic field in three dimensions, resulting in a random distribution of the field amplitude. We must account for the probability that the local ALP field amplitude is significantly smaller than its RMS value throughout the galaxy. For example it is possible that when we took the data we could have been, by sheer bad luck, be sitting near a null of the field [3].

2. When the total observation time $T$ is comparable to the coherence time $\tau_c$, i.e. $T \sim \tau_c$, decoherence due to the finite linewidth of the ALP field will decrease the measured signal amplitude [4].

3. When the observation time for a given sample (i.e. a block in the low frequency analysis or a shot in the high frequency analysis) is not small compared to the period of the ALP-induced oscillation, we are effectively averaging over some portion of the wave, leading to attenuation of the signal.

### Effect 1: Random distribution of the ALP field amplitude

This effect is dealt with automatically in the Bayesian Power Measured analysis framework. When we generate the ALP distribution $X$ from the no-ALP distribution $N$ we we increase the variance of both quadratures without increasing the mean. See the main text between equations (7)-(11) for more details.

### Effect 2: Decoherence

To quantify the effect of decoherence we compared a realistic (finite linewidth) ALP field to an infinitely narrow linewidth field at several possible mass values. We built the realistic field from its constituent parts as described in Ref. [4], implementing eqs (3) – (10) numerically. The result is an expression for the local ALP field, which we can ‘fit’ using LSSA as described in the main text. To generate the ‘infinitely narrow’ ALP distribution, we follow the same steps but instead sample the velocity distribution only once, then build up the full field. We ‘fit’ this field with LSSA as well, then repeat the process hundreds of times to get distributions for the quadrature amplitudes $A_0, B_0$ in both cases. We call the amplitudes $A, B$ and $A_{\text{narrow}}, B_{\text{narrow}}$. We rotate these distributions into the primary axes where the variance is maximized along one axis, then define the attenuation due to decoherence in each quadrature $\zeta_d$ as the ratio of the variances: $\zeta_{d,A} = \sigma_A^2 / \sigma_{A,\text{narrow}}^2$, $\zeta_{d,B} = \sigma_B^2 / \sigma_{B,\text{narrow}}^2$. In practice we find $\zeta_{d,A} \sim \zeta_{d,B}$, so we define $\zeta_d = (\zeta_{d,A} + \zeta_{d,B})/2$. Unsurprisingly we see no decoherence effect in our low frequency band, but we do at the extreme high end of the high frequency band. We fit the results using a second-order polynomial to obtain a functional form for the attenuation due to decoherence over the entire analysis band: $\zeta_d(\nu)$ (Figure 2).
Effect 3: Finite sample time

At the high end of each analysis regime, we are analyzing frequencies high enough that there is a non-negligible change in the signal during the sample time $t_R$. This results in an ‘averaging’ of the oscillation over the sample time and an effective attenuation in perceived signal amplitude. For instance, at the upper end of our high frequency range we analyze 0.4 Hz but each sample takes about one second to acquire. We have a similar issue at the high frequency end of the low frequency analysis. To quantify this attenuation, we generated artificial sinusoidal data sampled more finely than the timestamps in our real dataset, then averaged the signal over the actual intervals of data collection. We did this for a number of frequencies spaced through our analysis band, then averaged these results over phases spanning $[0, 2\pi)$. We then perform LSSA on both the original simulated data and the averaged simulated data and define the attenuation due to finite sample time $\zeta_{s,i}$ in each quadrature as $\zeta_{s,A} = \sigma_A^2 / \sigma_A'^2$, $\zeta_{s,B} = \sigma_B^2 / \sigma_B'^2$, where $A, B$ are from the averaged signal and $A', B'$ are from the original signal. We average the two quadrature attenuation factors to determine the attenuation due to finite sample time $\zeta_s$. We did this for both the high frequency analysis and the low frequency analysis, and used the fits to the data to generate a piecewise function describing the attenuation due to this effect as a function of frequency (Figure 3).

Finally, our overall attenuation factor over the entire analysis band is given by the product of the attenuation factors for the two effects: $\zeta(\nu) = \zeta_d(\nu)\zeta_s(\nu)$. This is the quantity introduced below Eq. (7) in the main text.
AGGREGATE PRIOR UPDATE

As described in the main text, the aggregate prior update (Figure 4) describes the fractional change in our belief that an ALP of a given coupling strength exists anywhere in the full analysis range, which accounts for the look-elsewhere effect.

FIG. 4. Aggregate prior update $U$ (equivalently, exclusion) as a function of ALP-gluon coupling $C_G/(f_a m_a)$. The horizontal dotted line indicates 95% exclusion, while the vertical dotted line indicates the lower limit of $C_G/(f_a m_a)$ which is excluded at 95% confidence over the entire analysis band. Had our data presented us with strong affirmative evidence for the existence of an ALP in our frequency range, the curve of $U$ vs $C_G/(f_a m_a)$ might have peaked not at $U = 2.5$ but for instance at $U = 1,000$ or higher.
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