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Abstract
Accurate measurement of post-flame temperatures can significantly improve combustion efficiency and reduce harmful emissions, for example, during the development phase of new internal combustion engines and gas turbine combustors. Non-perturbing optical diagnostic techniques are capable of measuring temperatures in such environments but are often technically complex and validation is challenging, with correspondingly large uncertainties, often as large as 2% to 5% of temperature. This work aims to reduce these uncertainties by developing a portable flame temperature standard, calibrated via the Rayleigh scattering thermometry technique, traceable to ITS-90, with an uncertainty of 0.5% of temperature (k = 1). By suitable burner selection and accurate gas flow control, a stable, square, flat flame with uniform post-flame species and temperature is realised. Following development, the standard flame is used to validate two IR emission spectroscopy systems, both measuring the line-integrated emission spectra in the post-flame region. The first utilises a Hyperspectral imaging FTIR spectrometer capable of measuring 2D species and temperature maps and the second, a high-precision single line-of-sight FTIR spectrometer. In the central post-flame region, the agreement between the Rayleigh and FTIR temperatures is within the combined measurement uncertainties and amounts to 1% (k = 1) of temperature.
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1 Introduction

The accurate measurement and control of flame and combustion gas temperatures can lead to increased combustion efficiency, reduced fuel consumption and minimisation of harmful pollutants—for example, NH$_3$/urea solutions added to combustion gases at an optimum temperature can significantly reduce NOx content. Due to the high temperature and hostile nature of the combustion environment, optical diagnostics are the preferred option. The current state-of-the-art favours active probing using laser-based techniques and passive techniques such as gas emission spectroscopy. These techniques have been used in applications such as spark-ignition engines, burner optimisation, high-temperature gas furnaces and incinerators, in an effort to improve process efficiencies and reduce pollutant levels [1–3]. However, due to both the complexity of the diagnostic techniques themselves and the harsh environments found in combustion, uncertainties are difficult to assess. Thus, conservative estimates are often used and typically amount to between 2% and 5% of the process temperature [1–3] and currently, traceability of combustion thermometry to the International Temperature Scale of 1990 (ITS-90) [4] does not exist. In addition to the excellent contemporary reviews of combustion optical diagnostic techniques of Ehn et al. [5] and Hanson [6], we draw the readers’ attention to the work of Goldenstein et al. [7] that describes the advances in Infrared Laser Absorption Spectroscopy (IR-LAS) techniques over the past 15 years. Goldenstein et al. highlight key technological advances that have significantly improved measurement accuracy: the availability of new Mid-infrared sensors and fibres, the development of wavelength modulation techniques and ability to measure at high-repetition rates (up to 100 kHz). In their work, they conclude that limits to the absolute accuracy are primarily due to unsatisfactory accuracy of the spectroscopic databases need to infer temperature and species concentrations from the measurements.

Characterised standard flames can be used for the calibration and verification of optical temperature and concentration measurement techniques. One such artefact [8] employs a commercially available flat flame burner [9] with a sintered porous bronze disk used to stabilise a premixed H$_2$/air flame. Temperatures for various equivalence ratios, flow rates and heights above the burner disk were measured using Coherent Anti-Stokes Raman Scattering (CARS) spectroscopy. An uncertainty of approximately 2.5% is reported, the accuracy of the CARS measurements being the dominant error contribution. The same system has been used to calibrate Raman scattering apparatus [10, 11] and laser induced fluorescence (LIF) apparatus [12]. Temperatures in the range 1000 °C to 1900 °C were accessible by this method, and the use of chemical equilibrium codes were shown to be in qualitative agreement with the measured CARS values. With measurements made at various heights along the burner axis, a stable temperature region of approximately 10 mm was found to exist. The authors also found that careful selection of the flow rates and equivalence ratio was essential to avoid large heat losses to the water-cooled burner plate. Several other identical burners were also investigated, with the results being the identical within the uncertainty of
the measurements. Other investigations of an identical burner [13], using CARS and LIF to characterise the flame, report a temperature uncertainty of approximately the 3 %. A high-pressure burner has also been reported [14] in which the flame is used as a spectroscopic calibration standard. Thermometry performed on this flame is reported to have an accuracy of 1–8 % depending on the fuel/flow conditions. A novel approach to improving both the stability and flatness of a standard flame is reported by Hartung et al. [15], with the development of a pre-mixed flame burner with the ability to support two flames, an inner flat flame that can additionally be seeded with atomic species, such as sodium, for line reversal measurements and an outer flat flame ‘ring’ that can be controlled independently from the inner flame. In conjunction with an embedded water-cooled tube on the circumference of the inner flame region, it was possible to minimise radial differences in flame temperature and improve the uniformity of the inner flame. CARS and sodium line reversal temperature are reported with post-flame temperature uncertainties of less than 1 % claimed, with excellent agreement with chemical kinetic code PREMIX [16].

More recently, Kearney [17] describes a hybrid femto/pico second pulse pure-rotational CARS measurement scheme and reports temperature and oxygen species concentration measurements on a McKenna premixed flame burner for both H2/air and C2H4/air combustion. Due to the short laser pulse duration, a number of difficulties associated with CARS measurements are reduced: the need for detailed modeling of the collisional broadening of the Raman linewidthis not required and signal contamination from non-resonant background (e.g. soot) is minimised. This results in a claimed single-shot temperature measurement precision of 1 % to 2 %, although an overall uncertainty budget combining the random and systematic uncertainty components is not given.

Several advantages of using these stabilized flames are apparent: (1) the temperature field is reproducible from one burner to another, (2) operation is simple and safe, (3) optical access is unrestricted, (4) the spatial uniformity of the post-flame region is good and (5) a wide range of temperatures and gas compositions are possible by simple variation of the equivalence ratio, flow rate and fuel. To date, standard flames have been predominantly used to calibrate optical diagnostic techniques used in fundamental research activities. However, there is considerable interest in making use of the technology for the calibration and validation of industrial sensors [18].

This work represents a deliverable from the European Metrology Programme for Innovation and Research (EMPIR) project EMPRESS—Enhancing process efficiency through improved temperature measurement [18]. Its objective is to reduce the uncertainty of optical combustion thermometry by developing and characterising a portable standard flame with known and reproducible temperature and species concentrations and demonstrate its utility by validating two independent FTIR emission spectroscopy systems. Both systems measure the line-integrated emission spectra in the post-flame region, with the first at the University of Carlos III Madrid (UC3M) using a moderate resolution hyperspectral imaging FTIR spectrometer, capable of measuring 2D species and temperature maps, and the second, at the Technical University of Denmark (DTU) utilising a high-resolution single line-of-sight FTIR spectrometer. First, we present temperature measurements made in the post-flame region of the NPL portable standard
flame using laser Rayleigh scattering [19], traceable to ITS-90 with a relative uncertainty \((k = 1)\) of 0.5 %. Second, we describe FTIR emission spectroscopy measurements made on the standard flame by two independent research groups and discuss the level of agreement between the three independent measurements. Finally, we discuss conclusions and prospects for future work.

2 The NPL Standard Flame

The standard flame system comprises a Hencken flat-flame diffusion burner (model #RD1.5X1.5 [20]) and associated gas flow and mixing control. The burner is provided with dry air and propane \((C_3H_8)\) gas of 95 % purity via Bronkhorst [21] mass flow controllers (MFCs), calibrated with an uncertainty of less than 1 %. Using high-accuracy, stable mass flow controllers, suitably calibrated with the actual process gas (i.e., propane), the stability and reproducibility of the burner is significantly improved. Additionally, the system is portable allowing for easy installation in situ, where in many instances, the optical diagnostic system to be calibrated is not portable. The burner produces a two-dimensional array of small diffusion flamelets stabilized above it, which produces a homogeneous post-flame exhaust gas zone of uniform temperature. By not premixing the fuel and air, the flame is stabilized higher above the burner surface than for a premixed flame [1, 8] reducing heat loss and producing a flame/post-flame temperature close to the theoretical maximum adiabatic flame temperature.

The post-flame temperature depends critically on the height at which the flamelet sheet stabilises above the burner. This height can be controlled by adjusting the airflow rate delivered to the burner (i.e., higher airflow rate, higher stabilisation height). Preliminary tests with two nominally identical Hencken burners identified an airflow rate of 23 SLPM as giving both a flat flamelet sheet and good agreement between the two burners \((dT < 0.1 \%)\). This flow rate was used throughout this work. A UV-TRON [22] flame detection sensor observes the burner at all times and triggers a fuel cut-out switch on the propane line 10 s after the flame out condition is detected—this safety feature gives sufficient time to ignite the burner when propane flows but does not allow significant release of flammable gas into the laboratory environment. Additionally, the atmospheric pressure and inlet gas temperatures are monitored and the burner’s position can be adjusted via a motorised XYZ translation stage. LabView [23] software is used to monitor and control the burner system including the facility to programmatically adjust or ramp the airflow rate from 1 to 30 standard litres per minute and the flame equivalence ratio \((\phi)\) from 0.5 to 2.5. Figure 1 shows the burner under laser interrogation and a schematic of the gas metering and burner control system.

3 Rayleigh Scattering Thermometry

Rayleigh scattering is the elastic scattering of light from atoms, molecules or very small particles—the wavelength of the scattered light is unchanged and the scattering amplitude is proportional to the weighted sum of the number of scatterers in
the observation volume. In this work, two Rayleigh scattering signals are measured by observing a high-intensity laser beam passing above the burner. First, a calibration measurement is made by flowing dry air at ambient temperature $T_1$ through the burner giving a signal $S(T_1)$. Second, the signal for the post-flame species at an unknown flame temperature $T_2$ is measured giving $S(T_2)$. Assuming the solid angle of collection $\Delta \Omega$ is small and the entire width of the incident laser beam is included in the observation area, the signals so measured are given by:

$$ S(T_1) = \eta I N_1 V \left( \frac{\partial \sigma}{\partial \Omega} \right)_{\text{air}} \Delta \Omega \quad S(T_2) = \eta I N_2 V \left( \frac{\partial \sigma}{\partial \Omega} \right)_{\text{f}} \Delta \Omega $$

(1)

where $\eta$ is an instrument factor, $I$ is the incident laser intensity and $V$ is the observation volume. $N_1$ and $N_2$ are the number density of scatters present during the air calibration and post-flame measurements, respectively. $(\partial \sigma/\partial \Omega)_{\text{air}}$ and $(\partial \sigma/\partial \Omega)_{\text{f}}$ are the Rayleigh differential scattering cross-sections of the air and post-flame gases, respectively. For atmospheric pressure flames, the ideal gas law can be applied, leading to:

$$ N_1 k T_1 = N_2 k T_2 \Rightarrow T_2 = \frac{N_1}{N_2} T_1 $$

(2)
where \( k \) is the Boltzmann constant. By combining Eqs. 1 and 2 it is possible to write:

\[
T_2 = \delta \frac{S(T_1)}{S(T_2)} T_1
\]  

(3a)

with

\[
\delta = \frac{(d\sigma/d\Omega)_f}{(d\sigma/d\Omega)_{\text{air}}}
\]  

(3b)

\( T_1 \) is measured with a calibrated PT100 sensor traceable to ITS-90 prior to the flame measurement. \( \delta \) accounts for the difference in the scattering cross-section between the air calibration and flame measurements. To obtain \( T_2 \), accurate knowledge of \( \delta \) is required. To achieve the lowest uncertainty in the flame temperature measurements, the species and temperature dependence of \( \delta \) are taken into account. A complete description of how the Rayleigh scattering cross-section, its temperature dependence and the species concentrations in the post-flame region are determined is given in Appendix A and additionally, we refer the reader to our earlier work [1, 2, 19] for more information.

### 3.1 Experimental Setup

The precision laser Rayleigh scattering thermometry system is shown in Fig. 2. A CW laser beam produced by a Coherent Verdi G10 [24], operating at 532 ± 2 nm, passes above the burner and the Rayleigh scattered light is collected perpendicular to it via a temperature-stabilized silicon trap detector.

To minimise the amount of background laser light collected by the detector, a number of adjustable irises and apertures are used. To determine the remaining background level, air, nitrogen (99.99 % purity) and helium (99.999 % purity) were respectively flowed through the burner and the Rayleigh signals measured. By assuming that the signals contain a constant background component and a component proportional to the Rayleigh scattering cross-section of each gas, it was possible to determine the background scatter level relative to one of the three gases. The final level of background scatter was 0.026 % of the measured Rayleigh signal for air. This is equivalent to 0.17 % of the typical flame Rayleigh signal, which is bordering on being a significant systematic error—for this reason, the background scatter was re-determined regularly and subtracted from the measured signals prior to further processing.

### 3.2 Measurements

Rayleigh scattering signals are small—for these experiments, they amounted to approximately 4 nW and 0.6 nW for measurements in ambient air and flames, respectively. It is, therefore, important to use a detector with high gain and stability, and low noise. We chose to use a trap detector, consisting of three Hamamatsu
1331 [25] (10 mm × 10 mm) silicon photodiodes. The photocurrent is amplified by a transimpedance amplifier utilising an OPA128LM integrated circuit with a gain of \(10^9\) V·A\(^{-1}\). The detector-amplifier combination is thermally insulated, and temperature stabilized to within ±25 mK at around 30 K. Temperature stabilisation minimises gain changes in the amplifier and offset drifts.

The probe laser beam was focussed to a beam waist of 0.1 mm, 20 mm above the centre of the burner and then captured by a high-efficiency beam dump. The Rayleigh scattered light was collected perpendicular to the probe beam, over a 0.1 sr solid angle (defined by two knife-edged imaging apertures) via a 1:1 imaging system with a 75 mm diameter lens doublet. It was then focused on to a laser-line filter (\(\lambda = 532 ± 2\) nm, 10 ± 2 nm FWHM) and on to a 3 mm × 3 mm precision square defining aperture on the front of the of the trap detector.

Software written in Labview 2015 [23] was used to control the laser power, detector and laser shutters, and the data acquisition process. For each data point, the Rayleigh, ambient background and detector zero signals were measured and when required (i.e., during air calibration), the temperature of a calibrated PT100 was also measured. Through a network connection to the burner control system, the air flow rate, propane flow rate, equivalence ratio, gas inlet temperatures and the position of the XYZ-stage were also captured. Following each measurement, all data were saved to file for later processing.

The raw detector voltages were captured by a 16-bit National Instruments PCIe-6321 data acquisition card. A single capture consisted of measuring 100 k samples at 100 kHz sample rate (1 s acquisition time), removing any spikes and
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**Fig. 2** Experimental setup: the laser Rayleigh scattering thermometry system
then averaging all remaining points. These measurements identified a minor ‘flicker’ in the Rayleigh signal intensity with a frequency of approximately 12 Hz, resulting in an equivalent temperature variation of approximately ± 10 °C. This variation is minimised by averaging over 1 s and could be further reduced by averaging repeated measurements.

The measurement sequence consisted of: (1) detector and laser shutters closed—measure the detector zero, (2) detector shutter open, laser shutter closed—measure the ambient background, (3) detector and laser shutters open—measure the Rayleigh+ambient background signal and (4) determine the absolute Rayleigh signal by subtracting the ambient background signal. In all cases, the detector zero offset was small due to good thermal control of the trap detector, but any such errors were removed by this process. Post-processing of the captured data was performed with Labview 2015 to determine the post-flame temperature $T_2$ according to the method described in Appendix A.

Prior to igniting the flame, the air calibration measurement is made. A PT100 sensor is placed adjacent the burner surface while air flows through it and the Rayleigh signal measured. This constitutes the air calibration measurement $[T_1, P_{\text{atm}}, S(T_1)]$. The PT100 sensor is then moved away from the burner and the burner flame ignited. After a period of 60 min, the burner has warmed up and the flame temperature is stable. The Rayleigh signal $S(T_2)$ is then measured in the post-flame region. Two sets of measurements were made:

### 3.2.1 Medium-Term Temperature Measurements

To establish the medium-term stability and reproducibility of the standard flame, measurements were made of the post-flame temperature for propane/air equivalence ratios of $\phi = \{0.8 – 1.4\}$ in 0.1 steps. These measurements were then repeated a further nine times on separate days, over a 3-month period. All measurements were performed in the region 20 mm above the burner centre.

### 3.2.2 Temperature Profiles

To establish the spatial variation in the temperature field above the burner, a series of profiles in the x and y-directions were measured at heights of 10 mm, 20 mm and 30 mm above the burner surface. The temperature profiles were measured from $R_x = -20$ mm to $R_x = +20$ mm and from $R_y = -20$ mm to $R_y = +20$ mm, i.e., $R_x$ is the position in the x-direction relative to the burner centre. These measurements were then repeated with the addition of a nitrogen ($N_2$) gas co-flow. The co-flow was delivered through a mesh surrounding the central flame/air tubes. During the measurements, the $N_2$ output regulator was held at a gauge pressure of 0.5 bar, this gave a co-flow rate of approximately 100 SLPM. Figure 3 shows the burner, the scan orientations and the $N_2$ co-flow region.
3.3 Results

3.3.1 Medium-Term Temperature Measurements

Figure 4a shows the mean temperature $T_2$ measured 20 mm above the burner centre for $\{0.8 < \phi < 1.4\}$ over a 3-month period (10 days measurements). The adiabatic flame temperature $T_{ad}$ is also shown and represents the theoretical maximum temperature the flame can attain if there are no heat losses. This is never achieved in
practice since there are always heat losses to the burner surface and the external environment. For all $\phi$, the temperature is lower than $T_{ad}$ by between 1% and 2%. Additionally, the measurement data sits symmetrically below the $T_{ad}$ curve, indicating that the mass flow controllers used to meter the air and propane are operating within their calibration uncertainty. If this had not been the case, a systematic offset would be clearly evident.

The standard deviation of the temperature measurements is shown in Fig. 4b). Depending on $\phi$, it ranges from 2.4 K to 4.6 K (0.12 % to 0.2 % of $T_2$). This is a remarkable level of reproducibility and demonstrates the suitability of the Hencken burner and associated gas flow and control system as a standard flame. Additionally, there is no apparent correlation between the post-flame temperature $T_2$ and the air calibration temperature $T_1$, the inlet air/propane temperatures, or the atmospheric pressure during the measurement. The overall uncertainty in each temperature measurement is estimated to be $U_r(T) = 0.5\%$. An uncertainty budget can be found in Appendix B1.

### 3.3.2 Temperature Profiles

Figure 5 shows the horizontal temperature profiles for $\phi = 1.0$, based on the mean of ten measurements. $(R_x, R_y, R_z)$ is the measurement location relative to a point 20 mm above the burner centre (see Fig. 3), and negative $R_z$ are further away from the burner. The profiles are given for (a) no co-flow and (b) N$_2$ co-flow. We confirm that the temperature in the post-flame region is relatively uniform, at least, over the central ± 10 mm horizontal region. We also see that the extent of the ‘flat’ region reduces as we move further away from the burner surface—this is also evident visually in Fig. 1a). Additionally, in the central ± 10 mm (vertically and horizontally), the temperature range is no greater than ± 1 %. We also note that, in this case, the addition of the co-flow (Fig. 5b) improves the uniformity of the post-flame temperature. For a full description and interpretation of the results for $\phi = (0.8, 1.0, 1.4)$, the reader is directed to our earlier publication [19].

### 3.3.3 Long-Term Temperature Reproducibility

The standard flame was initially calibrated in May 2016. Over the following 2½ years, it was moved to three combustion research groups: UC3M (Madrid, Spain), Oxford University—UOX (Oxford, UK) and DTU (Roskilde, Denmark), returning for calibration checks in May 2017, Jan 2018 and Nov 2018, respectively. Figure 6 shows the shift in flame temperature (20 mm above the burner centre) measured during these calibration checks. We see that, although chronologically, a minor upward drift is apparent, the temperatures are still within the expected calibration uncertainty—i.e., for our claimed uncertainty of $U_r(T) = \pm 0.5\%$ (68 % confidence interval), it would be reasonable to expect variations of at least $U_r(T) = \pm 1\%$ (95 % confidence interval). We regard this as compelling evidence for the suitability of the standard flame as a calibration source.
Temperature measurements were made using two independent FTIR emission spectroscopy systems. Both systems measured the line-integrated emission spectra in the post-flame region, with the first at the University of Carlos III Madrid (UC3M) using a moderate resolution hyperspectral imaging FTIR spectrometer capable of measuring 2D species and temperature maps, and the second at the Technical University of Denmark (DTU) utilising a high-resolution, high-precision single line of site FTIR spectrometer.

**Fig. 5** Temperature profiles for $\phi=1.0$, with (a) no co-flow, (b) N$_2$ co-flow. $(R_x, R_y, R_z)$ is the measurement location relative to a point 20 mm above the burner centre (see Fig. 3), and negative $R_z$ are further away from the burner.

### 4 FTIR Emission Spectroscopy Measurements Made on the Standard Flame

Following calibration of the standard flame, temperature measurements were made using two independent FTIR emission spectroscopy systems. Both systems measured the line-integrated emission spectra in the post-flame region, with the first at the University of Carlos III Madrid (UC3M) using a moderate resolution hyperspectral imaging FTIR spectrometer capable of measuring 2D species and temperature maps, and the second at the Technical University of Denmark (DTU) utilising a high-resolution, high-precision single line of site FTIR spectrometer.
4.1 Principle of Measurement

The spectral intensity along a line-of-sight as seen by the FTIR spectrometer at \( s = L \) is given by [26]:

\[
I(\eta) = I_{0\eta} e^{-\int_0^L \kappa_\eta \, ds} + \int_0^L \kappa_\eta I_{b\eta} e^{-\int_s^L \kappa_\eta \, ds'} \, ds
\]  

(4)

where \( \eta \) is the wavenumber, \( \kappa_\eta \) is the absorption coefficient, \( I_{b\eta} \) is the blackbody spectral intensity (which depends on both temperature and wavenumber), and \( I_{0\eta} \) is the spectral intensity at \( s = 0 \) (background).

For numerical calculations, we assume that over a small path length \( \Delta s \), both the temperature \( T \) and absorption coefficient \( \kappa_\eta \) are constant. Equation 4 can then be discretised, and written as:

\[
I_i(\eta) = I_{i-1}(\eta)e^{-\Delta \kappa_\eta \Delta s_i} + I_{bi}(1 - e^{-\Delta \kappa_\eta \Delta s_i})
\]  

(5)

Where \( I_i(\eta) \) is the spectral intensity leaving the ith sub-path and \( \kappa_\eta \) is the absorption coefficient for the temperature and gas concentration of the ith sub-path.

By making use of Eq. 5 and the HITEMP2010 spectral database [27] for CO\(_2\), H\(_2\)O and CO spectral lines over the range 1500 cm\(^{-1}\) to 2400 cm\(^{-1}\) (4.2 \(\mu\)m–6.7 \(\mu\)m), and an initial estimate of the post-flame temperature and composition, an emission spectrum can be synthesised. By minimizing the difference between the measured and synthesised spectra iteratively, the flame temperature can be determined.
4.2 Instrumentation and Measurements

4.2.1 UC3M

The UC3M hyperspectral imager, described in detail in [28, 29], is a FTIR hyperspectral Imaging System (Telops Hypercam IFTS) operating in the extended MIR region, from 1800 cm$^{-1}$ to 5000 cm$^{-1}$. This system has a Michelson interferometer coupled to an InSb focal plane array (FPA), with 320 $\times$ 256 pixel resolution, with an instantaneous (pixel) field of view of 0.35 mrad and a maximum resolution of 0.25 cm$^{-1}$. To reduce acquisition time, in this work, all spectra have been measured at 0.5 cm$^{-1}$ in a sub window of 160 $\times$ 256 pixels. Additionally, low-frequency fluctuations in the raw interferograms due to flame flickering were corrected for [30]. Interferogram processing included triangular apodization, phase correction to remove small sampling asymmetries in the interferogram, and off-axis wavenumber correction [28, 29].

To enable the system to measure in radiance units, it was radiometrically calibrated at Centro Español de Metrología (CEM). Two blackbodies were used with an aperture large enough to cover the whole field of view of the 160 $\times$ 256 sub window (70 mm diameter). Calibration temperatures were 180 °C and 400 °C. Since the spectral emission of the flame is concentrated in a narrow band in comparison to the full spectral range of the instrument, these blackbody temperatures were sufficient to calibrate the instrument for flame temperatures up to 2400 °C [31]. The calculated emissivity of these BBs is 0.981 and 0.985, respectively. The BBs temperature has been measured with a RT HEITRONICS TRTII working at 3.9 μm, traceable to the national standards.

During measurements, the imager was placed 1.55 m away from the standard flame and a correction applied for absorption in the intervening path. Since the temperature needs to be determined for each pixel in the image, the computational requirement would be prohibitive if detailed temperature/species profile were fitted. To reduce this overhead and aid simplicity, flat temperature/species profiles were assumed throughout this aspect of the work and the measurements should be regarded as effective line-of-sight averages. The experimental setup is shown in Fig. 7a) with the imager viewing the standard flame.

A first set of measurements were made for $\phi = \{0.8, 1.0, 1.4\}$, with the data extracted for heights above the burner (HAB) of 10 mm, 20 mm and 30 mm; in each case, with and without N$_2$ co-flow. For each experimental condition, four interferograms were acquired and averaged, with an integration time of 25 μs. Three months later, a second set of measurements were made under the same conditions but with $\phi = \{0.9, 1.0, 1.2\}$ and additionally, the $\phi = 1.0$ measurements were repeated a second time with the burner rotated by 90°. The repeat measurements and those with the burner rotated were in good agreement. An uncertainty budget for the UC3M measurements can be found in Appendix B2.
4.2.2 DTU

The DTU FTIR-spectrometer, shown in its measurement configuration in Fig. 7b), is an Agilent model 660, equipped with a liquid nitrogen cooled narrow band high-sensitivity linearized mercury-cadmium-telluride (MCT) detector and KBr beamsplitter, which is capable of conducting measurements in the spectral range of 650–8000 cm$^{-1}$ with a highest nominal spectral resolution of 0.09 cm$^{-1}$. The spectrometer was operated in fast scanning mode to reduce flame flickering effects on measured interferograms. All optical paths (from A1 to A4 and the FTIR itself) are purged with N$_2$ (99.999%) during the measurements and the purge flow was adjusted to avoid cooling effects on the flame edge. A silver reflection screen along the flame height was used to reduce the effects of flame radiation on the FTIR’s thermal stability. Raw interferograms were obtained during the measurements and a triangular apodization function was used for calculations of a single beam. The system was calibrated in radiance units with a portable calibrated blackbody at 796 °C and was re-calibrated after each measurement sequence. Background measurements (without blackbody and standard flame) were also taken, which were subtracted from the corresponding flame/blackbody measurements to eliminate background emission effects. Unlike the UC3M measurements, a flat temperature/species profile was not assumed for the DTU measurements. This allowed for an extra degree of freedom when minimizing the differences between the synthesized and measured spectra and improved agreement between the DTU and NPL results.

Measurements were made for $\phi = \{0.8, 1.0, 1.4\}$ for HAB of 10 mm, 20 mm and 30 mm viewing in the $R_x$ direction, scanning in the $R_y$ direction, with the majority...
of measurements being performed with no N$_2$ co-flow. In some cases, it was possible to reduce the differences between the synthesized and measured spectra further by adjusting the temperature profile at the horizontal extremities of the burner, a region where uncertainty in the Rayleigh scattering temperature measurements is largest. A discussion of the uncertainty budget for the DTU measurements can be found in Appendix B3.

4.3 Results—UC3M

Figure 8 shows an example of the measured temperature and species maps of the standard flame for stoichiometric ($\phi = 1.0$) conditions without co-flow. The final result after full processing of the experimental data is a set of images that map temperatures $T$ [K] and column densities $Q$ [ppm·m]. Temperatures are the line-of-sight averages for the flame, whereas a column density map is obtained for each chemical species studied [32] (in this case, CO$_2$, CO and atmospheric CO$_2$). The imaging capability of the hyperspectral imager allows us to clearly identify the flame geometry—including the uniform temperature region and CO production region close to the burner-stabilized flat-flame boundary. Figure 9 shows a comparison of the mean post-flame temperature (average of the central 10 mm region) of the standard flame for $HAB = \{10\text{ mm}, 20\text{ mm}, 30\text{ mm}\}$. UC3M—hyperspectral imaging (solid markers), NPL—Rayleigh scattering (hollow markers). The inset shows the temperature differences: $T(\text{UC3M}) - T(\text{NPL})$ for selected $\phi$. Where comparison data exist ($\phi = \{0.8, 1.0, 1.4\}$), there is excellent agreement between the two independent measurements, with the worst level of agreement for $\phi = 1.4$ being at most 1 %, which is still within the combined uncertainty of the two measurements.

![Fig. 8 Temperature (left) and column density maps (middle—CO$_2$, right—CO) for the standard flame under stoichiometric conditions ($\phi = 1.0$)
Figure 10 shows a comparison of the temperature profiles measured in the post-flame region of the standard flame for $HAB = \{10 \text{ mm, } 20 \text{ mm, } 30 \text{ mm}\}$. UC3M—hyperspectral imaging (solid markers), NPL—Rayleigh scattering (hollow markers). Several trends are apparent: (a) agreement is very good for lean ($\phi = 0.8$) and
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**Figure 9** Comparison of the mean post-flame temperature of the standard flame for $HAB = \{10 \text{ mm, } 20 \text{ mm, } 30 \text{ mm}\}$: UC3M—hyperspectral imaging (solid markers), NPL—Rayleigh scattering (hollow markers). The inset shows the temperature differences: $T(\text{UC3M}) - T(\text{NPL})$ for selected $\phi$.
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**Figure 10** Standard flame temperature profiles measured for $HAB = \{10 \text{ mm, } 20 \text{ mm, } 30 \text{ mm}\}$, and $\phi = \{0.8, 1.0, 1.4\}$: UC3M—hyperspectral imaging (solid lines), NPL—Rayleigh scattering (markers).
stoichiometric ($\phi = 1.0$) flames and (b) agreement is poorer for increasing height above the burner and for rich flames ($\phi = 1.4$).

The overall agreement in temperatures between NPL and UC3M is within the combined measurement uncertainties (1 % of $T$) for lean and stoichiometric flames. However, discrepancies appear for rich flames ($\phi = 1.4$), where agreement between the two techniques, at the outer edges of the post-flame region ($R_x > 10$ mm), is poorer. This is clearly seen for $HAB = 20$ mm and 30 mm, where the Rayleigh temperatures are systematically lower than the hyperspectral imaging temperatures. It is not clear why this should be the case, however, we speculate that it may be due to

![Graph](image1.png)

**Fig. 11** Relative change in DTU measured spectra of standard flame over 1 h. $\phi = 1.0$, $HAB = 20$ mm. The difference is due to a small change in the CO$_2$ concentration and not a temperature change

![Graph](image2.png)

**Fig. 12** Comparison of DTU measured and synthesized (via HITEMP2010, with NPL measured temperature profile) emission spectra for $\phi = 1.0$, $HAB = 22$ mm. Species concentrations have been obtained from fitting the measurements, assuming a constant concentration and NPL’s provided temperature profile. The solid black lines indicate the limits to the spectral ranges used
several factors. First, for larger heights above the burner, the exhaust gas may mix with ambient air. This would reduce the actual temperature but also change the Rayleigh scattering cross-section, resulting in larger uncertainties in the derived Rayleigh temperatures at the extremities of the exhaust gas region. Second, the hyperspectral imaging measurements integrate the emission over a defined path length. This path length is defined by the width of the exhaust gas region and is one of the parameters needed in the model to extract the temperature. For larger heights above the burner, this width reduces and the precision with which it can be determined may increase, leading to temperature errors.

### 4.4 Results—DTU

The temperature stability of the STD flame is examined in Fig. 11, where the relative difference between two measured emission spectra for $HAB = 20$ mm and $\phi = 1$, taken an hour apart is shown. The difference is consistent over the range considered and amounts to 1.4 % or 1.8 % when considering the line average or integral difference, respectively. Because of this consistency, the difference is most likely due to a small change in the CO$_2$ concentrations (due to a change in ambient pressure) rather than the gas temperature. Typically, the reproducibility of the measurements, e.g. at $\phi = 1$, $HAB = 20$ mm in the 2200–2400 cm$^{-1}$ and 3200–3700 cm$^{-1}$ spectral ranges, are better than 2 % and 5 %, respectively, for time spans from minutes to days.

Because analysis of the experimental data relies on modeling with the HITEMP2010 database, it is important to investigate the spectral limits where the database can be used. In Fig. 12 the emission spectrum for $HAB = 22$ mm and $\phi = 1.0$ is shown. The spectrum is measured along the burner centerline, where one can expect the most stable and reliable temperature profile data from NPL, and a comparison is made between calculations and measurements based on the integrated signals (i.e., area under the curve). Species concentrations have been obtained from fitting the measurements, assuming a constant concentration across the flame and the NPL provided temperature profile.

We see from the figure that the overall difference between measured and modelled spectra in 1500–2400 cm$^{-1}$ range (CO$_2$, H$_2$O, CO lines) is 1.25 %. For the H$_2$O lines (with a small CO contribution) in the range 1500–2000 cm$^{-1}$, the difference is 0.63 % whereas for CO$_2$ (with a small CO contribution) in 2160–2400 cm$^{-1}$ the difference is $-0.17 \%$. This CO$_2$ band has highest intensity in the overall emission spectrum (600–6000 cm$^{-1}$) and is most sensitive to variations in the temperature profile, whereas, the H$_2$O band is less sensitive. Therefore the CO$_2$ band 2160–2400 cm$^{-1}$ was used for the validation of NPL’s temperature profiles that are presented next.
### (a) $\phi = 0.8$

- **Measured**
- **Fit**
- **Residuals**

| Species | Measured | Equilibrium |
|---------|----------|-------------|
| CO$_2$  | 8.50     | 9.33        |
| H$_2$O  | 12.80    | 12.43       |
| CO      | 0.09     | 0.09        |

### (b) $\phi = 1.0$

- **Measured**
- **Fit**
- **Residuals**

| Species | Measured | Equilibrium |
|---------|----------|-------------|
| CO$_2$  | 10.20    | 10.33       |
| H$_2$O  | 15.60    | 14.85       |
| CO      | 1.17     | 1.17        |

### (c) $\phi = 1.4$

- **Measured**
- **Fit**
- **Residuals**

| Species | Measured | Equilibrium |
|---------|----------|-------------|
| CO$_2$  | 7.20     | 5.63        |
| H$_2$O  | 17.50    | 14.57       |
| CO      | 8.00     | 9.01        |
Figure 13 shows a comparison of the DTU measured and fitted flame spectra (using the NPL temperature profiles) for \(HAB = 20\) mm, for (a) \(\phi = 0.8\), (b) \(\phi = 1.0\), and (c) \(\phi = 1.4\). The fitting residuals are shown in red. For \(\phi = 1.0\) and \(\phi = 1.4\), the CO contribution is shown separately (grey). The inset tables show a comparison of the measured species concentrations with those from chemical equilibrium calculations (\(\text{GasEq [33]}\)). We do not expect perfect agreement between the two, since the latter assume adiabatic conditions, however, we would expect the level of agreement to be reasonable as the flame temperatures are only a few percent cooler that the adiabatic case. As previously, the species concentrations were assumed constant along the line of sight of the measurement. The agreement between the measured and fitted spectra are excellent, and the corresponding fitting residuals are small. Additionally, as mentioned earlier, the fitting was performed by minimizing the differences in the region of strongest emission of the CO\(_2\) band (2160–2400 cm\(^{-1}\)), which has the strongest sensitivity to temperature. As a result it can be seen that there is a systematic offset in the residuals in the region 2000–2160 cm\(^{-1}\). This is a region where \(\text{HITEMP2010}\) is known to have poorer accuracy. Thus, our measurements may offer the potential to improve spectroscopic parameters, although this is outside the scope of this current work.

During the FTIR spectral fitting process, it became apparent that in the case of \(\phi = 0.8\) and \(\phi = 1.0\), the magnitude of the fitting residuals could be further reduced if the assumed NPL Rayleigh temperature profiles were adjusted slightly. Figure 14 shows examples of this, with the Rayleigh measurements shown with blue circles for both \(\phi\). By iteratively adjusting the assumed temperatures, close to the flame boundary (\(|x| > 1\) cm), where the uncertainty in the Rayleigh temperatures is largest, it was possible to reduce the FTIR fitting residuals and improve the quality of the temperature profiles.

The spectral region 2160–2400 cm\(^{-1}\) was identified as being most sensitive to changes in flame temperature, with agreement between the measured emission spectra and that calculated from \(\text{HITEMP2010}\) using the NPL Rayleigh temperature profiles being better than 0.2 % in terms of the absolute band-integrated signal. Measurements for \(\phi = \{0.8, 1.0, 1.4\}\) also show excellent agreement with the spectroscopic model/NPL temperature profile. This may be regarded as confirmation that the temperatures measured by the two independent techniques are in good agreement. By iteratively adjusting the NPL Rayleigh temperature profiles for \(\phi = \{0.8, 1.0\}\), for regions of the flame close to the flame/air boundary (\(|x| > 1\) cm), we were able to further minimise the differences between the measured and modelled spectra. In this region, the Rayleigh temperature measurements have the largest uncertainty due to poorer flame stability and poorer knowledge of the gas composition.

It is worthy of note that the optical thickness of the NPL post-flame region is low (\(kL \ll 1\) in the maximum of the CO\(_2\) emission band at 2300 cm\(^{-1}\), \(k =\) absorption coefficient, \(L =\) post-flame dimension) meaning that the CO\(_2\) emission band does not reach the blackbody continuum level. The later can, however, happen when the \(L\) is more than 15 cm at CO\(_2\) concentrations typical for propane combustion.
Summary and Conclusions

A portable flame temperature standard has been developed and calibrated traceably to ITS-90 using the Rayleigh scattering thermometry technique. By taking into account the variation in the differential Rayleigh scattering cross-section with both species and temperature, it has been possible to measure the post-flame temperature (for the default measurement position—20 mm above the burner centre) with a relative uncertainty of 0.5 %. For the same measurement position, the medium-term temperature reproducibility (over a 3-month period) was found to be 0.2 % of $T$. Additionally, by careful control of the equivalence ratio $\phi$, the standard flame system was also capable of realising a number of fixed post-flame temperatures in the range 2040 K–2255 K with known species concentrations. Post-flame temperature profiles indicate a uniform

Fig. 14 Comparison of NPL Rayleigh and DTU FTIR boundary correct temperature profiles for $HAB=20$ mm, for (a) $\phi = 0.8$ and (b) $\phi = 1.0$. By systematically adjusting the assumed temperatures close to the flame boundary ($|x| > 1$ cm), where the uncertainty in the Rayleigh temperatures is largest, it was possible to reduce the FTIR fitting residuals and improve the temperature profiles

5 Summary and Conclusions

A portable flame temperature standard has been developed and calibrated traceably to ITS-90 using the Rayleigh scattering thermometry technique. By taking into account the variation in the differential Rayleigh scattering cross-section with both species and temperature, it has been possible to measure the post-flame temperature (for the default measurement position—20 mm above the burner centre) with a relative uncertainty (1σ) of 0.5 %. For the same measurement position, the medium-term temperature reproducibility (over a 3-month period) was found to be 0.2 % of $T$. Additionally, by careful control of the equivalence ratio $\phi$, the standard flame system was also capable of realising a number of fixed post-flame temperatures in the range 2040 K–2255 K with known species concentrations. Post-flame temperature profiles indicate a uniform
region where the temperature varies horizontally and vertically by at most ±0.5% and 
±1.0% respectively for any point within 10 mm of the default measurement position. Over a 2½ year period, following three off-site trials, the long-term stability of the standard flame system was found to be better than 0.5% of temperature, further demonstrating the suitability of the system as a temperature standard.

Measurements made on the standard flame using a hyperspectral FTIR imager and single line-of-sight FTIR spectrometers have been presented and demonstrate excellent agreement within the combined uncertainties of the measurement systems (1% of \(T_{(k=1)}\)). In the case of the single line-of-sight measurements, it has been possible to refine the reported Rayleigh temperatures close to the flame/air boundary (where uncertainty in the temperature measurement is largest) by iterative adjustment and minimisation of the differences between measured and modelled emission spectra. Additionally, measurements made by both spectrometers have confirmed the quality of the HITEMP2010 database in the 1500–2400 cm\(^{-1}\) spectral range: if the database contained significant errors, it would not have been possible to generate synthetic spectral that were in such good agreement with measured spectra over the entire spectral range. Similarly, if the Rayleigh temperature measurements contained significant errors, it would not have been possible to match synthesised and measured spectra. The level of agreement between the three measurement systems may be attributed the fact that they were all made under laboratory conditions. We would expect significantly larger differences under non-ideal conditions. We aim to address this in the project EMPRESS2 [34] where NPL, UC3M/CEM and DTU will develop two practical FTIR instruments to facilitate flame temperature measurements in challenging industrial environments. This work will be reported in the future.
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Appendix A: Rayleigh Scattering Thermometry Theory

Principle of Measurement

In this work, two Rayleigh scattering signals are measured by observing a high-intensity laser beam passing above the burner. First, a calibration measurement is made by flowing dry air at ambient temperature \(T_1\) through the burner giving a signal \(S(T_1)\). Second, the signal for the post-flame species at an unknown flame

\[\frac{S(T)}{S(T_1)} = \frac{T}{T_1} \]

The level of agreement between the three measurement systems may be attributed the fact that they were all made under laboratory conditions. We would expect significantly larger differences under non-ideal conditions. We aim to address this in the project EMPRESS2 [34] where NPL, UC3M/CEM and DTU will develop two practical FTIR instruments to facilitate flame temperature measurements in challenging industrial environments. This work will be reported in the future.
temperature $T_2$ is measured giving $S(T_2)$. Assuming the solid angle of collection $\Delta \Omega$ is small and the entire width of the incident laser beam is included in the observation area, the signals so measured are given by:

$$S(T_1) = \eta I N_1 V \left( \frac{\partial \sigma}{\partial \Omega} \right)_{air} \Delta \Omega \quad S(T_2) = \eta I N_2 V \left( \frac{\partial \sigma}{\partial \Omega} \right)_f \Delta \Omega$$  

(6)

where $\eta$ is an instrument factor, $I$ is the incident laser intensity and $V$ is the observation volume. $N_1$ and $N_2$ are the number density of scatters present during the air calibration and post-flame measurements, respectively. $(\partial \sigma / \partial \Omega)_{air}$ and $(\partial \sigma / \partial \Omega)_f$ are the Rayleigh differential scattering cross-sections of the air and post-flame gases, respectively. For atmospheric pressure flames, the ideal gas law can be applied with negligible error, leading to:

$$N_1 k T_1 = N_2 k T_2 \Rightarrow T_2 = \frac{N_1}{N_2} T_1$$  

(7)

where $k$ is the Boltzmann constant. By combining Eqs. 6 and 7 it is possible to write:

$$T_2 = \delta \frac{S(T_1)}{S(T_2)}$$  

(8)

with

$$\delta = \frac{(d\sigma/d\Omega)_f}{(d\sigma/d\Omega)_{air}}$$  

(9)

with $T_1$ measured with a calibrated PT100 sensor prior to the flame measurement. $\delta$ accounts for the difference in the scattering cross-section between the air calibration and flame measurements. To obtain $T_2$, accurate knowledge of $\delta$ is required.

**Essential Theory**

The total Rayleigh scattering cross-section for a single species can be written as [35]:

$$\sigma(\lambda) = \frac{24\pi^3}{\lambda^4 N^2} \left( \frac{n(\lambda)^2 - 1}{n(\lambda)^2 + 2} \right)^2 \left( \frac{6 + 3p_0(\lambda)}{6 - 7p_0(\lambda)} \right)$$  

(10)

where $n(\lambda)$ is the refractive index of the species at the laser wavelength $\lambda$, $N$ is the number density of the species and $p_0(\lambda)$ is the depolarisation ratio, which is given by:

$$p_o = \frac{6\gamma^2}{45\alpha^2 + 7\gamma^2}$$  

(11)
with $\gamma$ and $\alpha$ the molecular anisotropy and mean molecular volume polarizability respectively. These are also wavelength dependent but for clarity we do not show this here. The depolarisation ratio $p_0(\lambda)$ is the ratio of horizontally to vertically polarised light scattered into the perpendicular observation direction for an unpolarised laser beam. The last term in brackets in Eq. 10 is often called the King Correction Factor, $F_K$ [35]. For this work, the probe laser propagates along the y-axis, is polarised along the z-axis and scattered light is collected at 90° along the x-axis. This is shown schematically in Fig. 15. Under these conditions the Rayleigh differential scattering cross-section—i.e., the scattering cross-section per unit solid angle is given by:

$$\frac{d\sigma(\lambda)}{d\Omega} = \frac{3\sigma(\lambda)}{8\pi} \left( \frac{2}{2 + p_0(\lambda)} \right)$$  \hspace{1cm} (12)

Leading to

$$\frac{d\sigma(\lambda)}{d\Omega} = \frac{9\pi^2}{\lambda^4 N^2} \left( \frac{n(\lambda)^2 - 1}{n(\lambda)^2 + 2} \right)^2 \left( \frac{6}{6 - 7p_0(\lambda)} \right)$$ \hspace{1cm} (13)

To simplify and remove the density dependence $N$, we make use of the molar refractivity $R_L(\lambda)$ [36] (with units of cm$^3$·mol$^{-1}$) given by:

$$R_L(\lambda) = \left( \frac{n(\lambda)^2 - 1}{n(\lambda)^2 + 2} \right) \frac{1}{\rho}$$ \hspace{1cm} (14)

where $\rho$ is the molar density $N/N_A$ in units of mol·cm$^{-3}$ at the pressure and temperature at which $n(\lambda)$ is measured. Substituting Eq. 14 into Eq. 13 gives a simplified working equation:

$$\frac{d\sigma(\lambda)}{d\Omega} = \frac{9\pi^2}{\lambda^4 N_A^2} R_L(\lambda) \left( \frac{6}{6 - 7p_0(\lambda)} \right)$$ \hspace{1cm} (15)

![Fig. 15 Rayleigh scattering measurement configuration used in this work](image)
It is important to re-iterate that $p_0(\lambda)$ is the depolarisation ratio for an unpolarised probe beam and that $d\sigma/d\Omega(\lambda)$ is the Rayleigh differential scattering cross-section for a linearly polarised probe beam measured perpendicular to both the probe beam’s direction and polarisation. In this work, we use a probe beam operating at $\lambda = 532$ nm. Values for $R_L$ and $p_0$ at this wavelength and STP conditions (0 °C, 1 atm.) are tabulated in [36, 37], respectively, for all significant hydrocarbon/air combustion products. Together with the Rayleigh differential scattering cross-section, these are tabulated in Table 1.

The OH radical has been omitted from this study, since at chemical equilibrium it amounts to approximately 0.3 % by mole fraction, and calculations show that the net contribution to the Rayleigh scattering cross-section amounts to at most 0.1 % (and significantly less either side of stoichiometric). It is worthy of note that other flame radicals such as NO and H have significantly smaller scattering cross-sections than OH and tend to counterbalance the small rise in cross-section from OH.

The molar refractivity for air is a special case and is needed to determine the difference in the scattering cross-section of the combustion gases relative to that of air, where an initial calibration measurement is made at known temperature. Table 2 shows how this is obtained from the mole fraction weighted sum of $R_L$ for the major species present in air.

By making use of Eq. 15 and Table 1, the Rayleigh differential scattering cross-section can be calculated for air and any relevant combustion species at STP conditions.

### Determination of $\delta$

#### Definition: Equivalence Ratio $\phi$

For any combustion reaction, the equivalence ratio is defined as the ratio of the volume of fuel to the volume of air (oxidiser) divided by the same ratio for stoichiometric conditions.
Stoichiometric conditions occur when the ratio of fuel to air is such that there is no excess oxygen after combustion, so a value of $\phi = 1$ corresponds to complete balanced combustion and generally produces close to the maximum post-flame temperature. For the propane fuel used in this work, when $\phi = 1$, $V_{\text{fuel}}/V_{\text{air}} = 0.0419$, i.e., the volume of fuel burned is 4.19% the volume of the air consumed.

To calculate the flame temperature $T_2$, the value of $\phi$ must be determined and although the value of $(d\sigma/d\Omega)_{\text{air}}$ is known (and can be taken from Table 1), the value of $(d\sigma/d\Omega)_i$ depends strongly on the equivalence ratio $\phi$ and weakly on $T_2$. This leads to a difficulty in solving Eqs. 8, 9. A strategy developed to overcome this difficulty follows.

Since the Rayleigh differential scattering cross-section of the post-flame gas is given by the mole-fraction weighted sum of the individual scattering cross-sections of each species present, i.e., $(d\sigma/d\Omega)_i = \sum X_i (d\sigma/d\Omega)_i$, we need to determine the temperature dependence of each species separately and then combine the contributions. We can recast Eq. 15 by making use of Eq. 11 and the relationship between $\phi$ and $R_L$ given by:

$$\phi = \frac{(V_{\text{fuel}}/V_{\text{air}})}{(V_{\text{fuel}}/V_{\text{air}})_{ST}}$$

(16)

Table 2 Calculation of the Molar refractivity of air at STP conditions

| Species | $X_i$ | $R_i$/cm$^3$·mol$^{-1}$ | $R_L$ (532 nm, Air)/cm$^3$·mol$^{-1}$ |
|---------|------|----------------|-------------------------------------|
| $N_2$   | 0.78 084 | 4.4840 | $R_L = \sum_i X_i R_L(532\text{nm}, i) = 4.3922$ |
| $O_2$   | 0.20 946 | 4.0650 | |
| $Ar$    | 0.00 934 | 4.2290 | |
| Tot:    | 0.99 964 | |

All values are for a wavelength of $\lambda = 532$ nm

Stoichiometric conditions occur when the ratio of fuel to air is such that there is no excess oxygen after combustion, so a value of $\phi = 1$ corresponds to complete balanced combustion and generally produces close to the maximum post-flame temperature. For the propane fuel used in this work, when $\phi = 1$, $V_{\text{fuel}}/V_{\text{air}} = 0.0419$, i.e., the volume of fuel burned is 4.19% the volume of the air consumed.

To calculate the flame temperature $T_2$, the value of $\phi$ must be determined and although the value of $(d\sigma/d\Omega)_{\text{air}}$ is known (and can be taken from Table 1), the value of $(d\sigma/d\Omega)_i$ depends strongly on the equivalence ratio $\phi$ and weakly on $T_2$. This leads to a difficulty in solving Eqs. 8, 9. A strategy developed to overcome this difficulty follows.

Since the Rayleigh differential scattering cross-section of the post-flame gas is given by the mole-fraction weighted sum of the individual scattering cross-sections of each species present, i.e., $(d\sigma/d\Omega)_i = \sum X_i (d\sigma/d\Omega)_i$, we need to determine the temperature dependence of each species separately and then combine the contributions. We can recast Eq. 15 by making use of Eq. 11 and the relationship between $\phi$ and $R_L$ given by:

$$\alpha = \frac{3R_L}{4\pi N_A}$$

(17)

This leads to an expression that defines the differential Rayleigh scattering cross-section of species $i$, in terms of $\alpha_i$ and $\gamma_i$ only:

$$\left( \frac{d\sigma}{d\Omega} \right)_i = \frac{16\pi^4}{\lambda^4} \left( \alpha_i^2 + \frac{7}{45} \gamma_i^2 \right)$$

(18)

Thus, the temperature dependence of $(d\sigma/d\Omega)_i$ can be determined completely by finding the temperature dependence of $\alpha_i$ and $\gamma_i$, given by $(\Delta\alpha_i/\alpha_i)$ and $(\Delta\gamma_i/\gamma_i)$, the absolute change in $(d\sigma/d\Omega)_i$ can be written as:

$$\Delta \left( \frac{d\sigma}{d\Omega} \right)_i = \frac{\partial}{\partial \alpha} \left( \frac{d\sigma}{d\Omega} \right)_i \alpha_i \left( \frac{\Delta\alpha_i}{\alpha_i} \right) + \frac{\partial}{\partial \gamma} \left( \frac{d\sigma}{d\Omega} \right)_i \gamma_i \left( \frac{\Delta\gamma_i}{\gamma_i} \right)$$

(19)

By substituting in the partial derivatives, we arrive at the result:
The temperature dependence of $\alpha$ for typical combustion species [38, 39] varies between 0.2 % and 1.4 % for a temperature rise of 1000 K, depending on species. In [38] the temperature dependence for Ar, O$_2$, H$_2$ and N$_2$ is given over the limited temperature range 300 K to 1100 K. We fit a linear trend to this data, calculate the expected change due to a 1000 K temperature rise and assume that the trend will be the same at higher temperatures. In [39], the temperature dependence is given for N$_2$, Ar, O$_2$, CO$_2$, CO, H$_2$ and H$_2$O for excitation wavelengths of 266 nm and 355 nm up 1525 K. We estimate the equivalent temperature dependence at 532 nm for this work by assuming a linear dependence with measurement wavelength.

The temperature dependence of the molecular anisotropy, $\gamma$, has not been established experimentally. However, it is possible to use theoretical arguments to assess the appropriate trend. Ab initio calculations of the polarizability of H$_2$ reveal a larger relative increase in the anisotropy than in the polarizability with increasing internuclear distance [40]. For typical combustion species the increase is estimated to be of the order of 2 % per 1000 K rise in temperature. This seems reasonable since we see from Eq. 18 that the contribution to the differential scattering cross-section of the anisotropy term is weighted by a factor $7/45$. An increase in the anisotropy of 2 %/ 1000 K is thus assumed for this work. The uncertainty in the flame temperature due to this approximation is less than $\pm 0.15$ % [1].

Table 3 shows a summary of the calculated parameters needed to determine the Rayleigh differential scattering cross-section at 532 nm for all significant combustion species at any temperature. The first six rows show the parameters used in the cross-section calculations, and the final four rows show results of these calculations. Row 7 shows the baseline scattering cross-sections for each species at 300 K and Rows 8, 9 and 10, respectively, show the fractional changes in $\alpha_i$, $\gamma_i$ and Rayleigh differential scattering cross-section per 1000 K temperature rise.

The procedure to calculate $\Delta(\phi, T_2)$ is now described:

First, the Rayleigh differential scattering cross-section for all major combustion species over the possible range of flame temperatures is calculated. The temperature range of interest for propane/air combustion is $\{1600 \, \text{K} < T_2 < 2400 \, \text{K}\}$. This is achieved by making use of Rows 7 and 10 in Table 3 as follows:

$$
\Delta(\frac{d\sigma}{d\Omega})_i(T_2) = \left(\frac{d\sigma}{d\Omega}\right)_i(\text{STP}) \left(1 + \Delta(\frac{d\sigma}{d\Omega})_i(\text{STP})/\left(\frac{d\sigma}{d\Omega}\right)_i\left(\frac{T_2 - 300}{1000}\right)\right)
$$

(21)

Table 4 shows a summary of these calculations.

Second, the equilibrium species concentrations for propane/air combustion over the full range of equivalence ratios and possible flame temperatures is calculated using chemical the equilibrium software $GasEq$ [33]. The range over which calculations have been made are: $\{0.5 < \phi < 2.0\}$ and $\{1600\, \text{K} < T_2 < 2400\, \text{K}\}$. The software provides an option to calculate the equilibrium mole-fraction species concentrations at a defined pressure and temperature and this is used here.
For the Hencken burner used in this work, a flame with a temperature of up to 10% below the adiabatic flame temperature $T_{ad}$ can be stabilized for $0.7 < \phi < 1.4$. Thus, the ranges over which the species concentrations have been calculated in both $T_2$ and $/u_1D719$ are more than adequate. The adiabatic flame temperature is the maximum possible flame temperature achievable if there are no heat loses from the flame i.e., to the burner surface or radiated to its surroundings. This is never achieved in practice and is why we need to measure the flame temperature and not rely on calculations. Table 5 shows an example of these calculations for $/u_1D719 = 1.0$ and Fig. 16 shows the major and minor species concentrations versus $/u_1D719$ for $T_2 = T_{ad}$. The inlet gas temperature $T_0$ is assumed to be 64 °C which was the mean burner surface temperature during operation and it is assumed that the gases acquire this temperature before they leave the burner.

| Row | Parameter | $N_2$ | $O_2$ | $CO_2$ | $H_2O$ | $H_2$ | CO | Ar | Air |
|-----|-----------|-------|-------|--------|--------|-------|----|----|-----|
| 1   | $R_l$ [cm$^3$ mol$^{-1}$] | 4.4840 | 4.0650 | 6.6900 | 3.7820 | 2.0860 | 5.0340 | 4.2290 | 4.3922 |
| 2   | $\alpha_i \times 10^{24}$ [cm$^3$] | 1.7776 | 1.6115 | 2.6521 | 1.4993 | 0.8269 | 1.9956 | 1.6765 | 1.7412 |
| 3   | $P_0 \times 10^{5}$ | 2.0194 | 5.2580 | 7.5257 | 0.6000 | 1.7839 | 1.0702 | 0.0000 | 2.8430 |
| 4   | $\gamma_i \times 10^{25}$ [cm$^3$] | 7.0009 | 10.4453 | 20.8621 | 1.0060 | 3.0568 | 5.6896 | 0.0000 | 8.1771 |
| 5   | $\alpha_i / \gamma_i$ | 2.539 | 1.543 | 1.271 | 14.904 | 2.705 | 3.508 | – | 2.129 |
| 6   | $F_K$ | 1.0345 | 1.0934 | 1.1375 | 1.0010 | 1.0304 | 1.0181 | 1.0000 | 1.0490 |
| 7   | $(d\sigma/d\Omega)_i \times 10^{28}$ [cm$^2$] | 6.2965 | 5.3831 | 15.003 | 4.3768 | 1.3589 | 7.8469 | 5.4688 | 6.1014 |
| 8   | $\Delta \alpha_i / \alpha_i \times 100$ [1000 K rise] | 0.2 | 0.7 | 1.1 | 0.5 | 1.4 | 0.4 | 0.0 | – |
| 9   | $\Delta \gamma_i / \gamma_i \times 100$ [1000 K rise] | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 0.0 | – |
| 10  | $\Delta (d\sigma/d\Omega)_i \times 100$ [1000 K rise] | 0.5 | 1.6 | 2.4 | 1.0 | 2.8 | 0.8 | 0.0 | – |

| $T_j$/K | $(d\sigma/d\Omega)_i \times 10^{28} @ T_j$/cm$^2$ | $N_2$ | $O_2$ | $CO_2$ | $H_2O$ | $H_2$ | CO | Ar |
|---------|-----------------------------------------------|-------|-------|--------|--------|-------|----|----|
| 1600    | 6.3362 | 5.4922 | 15.4629 | 4.4339 | 1.4088 | 7.9326 | 5.4688 |
| 1700    | 6.3392 | 5.5006 | 15.4982 | 4.4383 | 1.4126 | 7.9392 | 5.4688 |
| 1800    | 6.3423 | 5.5090 | 15.5336 | 4.4426 | 1.4164 | 7.9458 | 5.4688 |
| 1900    | 6.3453 | 5.5174 | 15.5690 | 4.4470 | 1.4203 | 7.9523 | 5.4688 |
| 2000    | 6.3484 | 5.5258 | 15.6044 | 4.4514 | 1.4241 | 7.9589 | 5.4688 |
| 2100    | 6.3515 | 5.5342 | 15.6397 | 4.4558 | 1.4280 | 7.9655 | 5.4688 |
| 2200    | 6.3545 | 5.5426 | 15.6751 | 4.4602 | 1.4318 | 7.9721 | 5.4688 |
| 2300    | 6.3576 | 5.5510 | 15.7105 | 4.4646 | 1.4356 | 7.9787 | 5.4688 |
| 2400    | 6.3606 | 5.5593 | 15.7459 | 4.4690 | 1.4395 | 7.9853 | 5.4688 |
Thirdly, the mole-fraction weighted Rayleigh differential scattering cross-section of the combustion gas at $T_2$ is calculated and $\delta(\phi, T_2)$ determined using the following equations:

$$
\left( \frac{d\sigma}{d\Omega} \right)_f(T_2) = \sum_i X_i(T_2) \left( \frac{d\sigma}{d\Omega} \right)_i(T_2)
$$

(22)

$$
\delta(\phi, T_2) = \left( \frac{d\sigma}{d\Omega} \right)_f(T_2)/\left( \frac{d\sigma}{d\Omega} \right)_{air}(STP)
$$

(23)

Table 6 and Fig. 17 show the value of $\delta(\phi, T_2)$ for the range of interest in this work and we see that it varies by up to 20 % with $\phi$ (ranging from 0.97 when $\phi=2.0$, to 1.17 when $\phi=1.0$) and up to 3 % with $T_2$. If we had assumed the scattering cross-section remained unchanged between the air calibration and flame measurements, the temperature could be in error by up to $\approx 17 \%$. 

**Table 5** Equilibrium species concentrations $X_i$ versus $T_2$ for $\phi = 1.0$ for major combustion species

| $T_f/K$ | $N_2$  | $O_2$  | $CO_2$ | $H_2O$ | $H_2$  | $CO$  | $Ar$   |
|--------|--------|--------|--------|--------|--------|--------|--------|
| 1600   | 0.720 381 | 0.000 119 | 0.115 753 | 0.154 505 | 0.000 093 | 0.000 209 | 0.008 856 |
| 1700   | 0.720 209 | 0.000 262 | 0.115 457 | 0.154 351 | 0.000 190 | 0.000 483 | 0.008 855 |
| 1800   | 0.719 880 | 0.000 530 | 0.114 883 | 0.154 067 | 0.000 358 | 0.001 012 | 0.008 851 |
| 1900   | 0.719 302 | 0.000 991 | 0.113 863 | 0.153 579 | 0.000 631 | 0.001 954 | 0.008 845 |
| 2000   | 0.718 345 | 0.001 734 | 0.112 176 | 0.152 783 | 0.001 052 | 0.003 511 | 0.008 835 |
| 2100   | 0.716 853 | 0.002 855 | 0.109 566 | 0.151 547 | 0.001 672 | 0.005 919 | 0.008 820 |
| 2200   | 0.714 642 | 0.004 448 | 0.105 766 | 0.149 704 | 0.002 549 | 0.009 417 | 0.008 797 |
| 2300   | 0.711 514 | 0.006 581 | 0.100 550 | 0.147 062 | 0.003 747 | 0.014 205 | 0.008 764 |
| 2400   | 0.707 282 | 0.009 267 | 0.093 797 | 0.143 403 | 0.005 334 | 0.020 376 | 0.008 720 |

**Fig. 16** Propane/air equilibrium combustion products at $T_{ad}$ versus equivalence ratio: (a) major species and (b) selected minor species. In both cases $T_0=64 \, ^\circ C$, $P=1 \, atm$.


Table 6  The value of $\delta(\phi, T_2)$ for propane/air combustion over the range of interest in this work

| $T_2$ $K$ | $\delta(\phi, T_2)$ |
|-----------|---------------------|
|           | $\phi = 0.5$       | 0.6     | 0.7     | 0.8     | 0.9     | 1       | 1.1     | 1.2     | 1.3     | 1.4     | 1.5     | 1.6     | 1.7     | 1.8     | 1.9     | 2.0     |
| 1600      | 1.08 691           | 1.10 235 | 1.11 756 | 1.13 257 | 1.14 740 | 1.16 205 | 1.18 439 | 1.19 730 | 1.19 966 | 1.20 378 | 0.99 885 | 0.98 477 | 0.97 151 |          |
| 1700      | 1.08 702           | 1.10 257 | 1.11 791 | 1.13 305 | 1.14 805 | 1.16 266 | 1.18 475 | 1.19 905 | 1.20 601 | 1.20 521 | 1.04 626 | 1.02 886 | 1.01 277 |          |
| 1800      | 1.08 680           | 1.10 248 | 1.11 795 | 1.13 325 | 1.14 842 | 1.16 276 | 1.18 517 | 1.19 897 | 1.20 557 | 1.20 453 | 1.04 545 | 1.02 801 | 1.01 193 | 0.99 700 | 0.98 306 | 0.96 999 |
| 1900      | 1.08 615           | 1.10 195 | 1.11 757 | 1.13 301 | 1.14 832 | 1.16 204 | 1.18 558 | 1.19 897 | 1.20 525 | 1.20 401 | 1.04 482 | 1.02 733 | 1.01 125 | 0.99 637 | 0.98 249 | 0.96 949 |
| 2000      | 1.08 490           | 1.10 081 | 1.11 654 | 1.13 209 | 1.14 741 | 1.16 008 | 1.18 581 | 1.19 893 | 1.20 496 | 1.20 354 | 1.04 426 | 1.02 673 | 1.01 066 | 0.99 581 | 0.98 199 | 0.96 905 |
| 2100      | 1.08 282           | 1.09 879 | 1.11 456 | 1.13 010 | 1.14 517 | 1.15 635 | 1.18 547 | 1.19 866 | 1.20 455 | 1.20 366 | 1.04 365 | 1.02 610 | 1.01 004 | 0.99 522 | 0.98 144 | 0.96 856 |
| 2200      | 1.07 959           | 1.09 550 | 1.11 116 | 1.12 644 | 1.14 085 | 1.15 025 | 1.13 376 | 1.10 778 | 1.08 375 | 1.06 219 | 1.04 282 | 1.02 527 | 1.00 923 | 0.99 445 | 0.98 072 | 0.96 788 |
| 2300      | 1.07 475           | 1.09 040 | 1.10 569 | 1.12 037 | 1.13 360 | 1.14 118 | 1.12 935 | 1.10 559 | 1.08 213 | 1.06 076 | 1.04 148 | 1.02 400 | 1.00 802 | 0.99 329 | 0.97 961 | 0.96 682 |
| 2400      | 1.06 773           | 1.08 283 | 1.09 739 | 1.11 102 | 1.12 263 | 1.12 859 | 1.12 075 | 1.10 090 | 1.07 891 | 1.05 817 | 1.03 921 | 1.02 192 | 1.00 607 | 0.99 144 | 0.97 784 | 0.96 513 |
Finally, since \(T_2\) is close to \(T_{ad}\), we make an initial estimate of \(\delta(\phi, T_2)\) by assuming \(T_2 = T_{ad}\), where \(T_{ad}\) is calculated using the chemical equilibrium software GasEq [33].

**Determination of \(T_2\)**

To determine the post-flame temperature \(T_2\) we employ an iterative procedure:

1. An initial estimate of the post-flame temperature is made using Eq. 8:

\[
\langle T_2(0) \rangle = \delta(\phi, T_{ad}) \frac{S(T_1)}{S(T_2)} T_1
\]

where \(S(T_1)\) and \(S(T_2)\) are the Rayleigh scattering signals measured in air (calibration point) and the post-flame regions, respectively, and \(T_1\) is measured via a calibrated PT100 sensor.

2. A new value of \(\delta(\phi, \langle T_2(0) \rangle)\) is calculated.

3. A new estimate of \(T_2\) is then calculated:

\[
\langle T_2(n+1) \rangle = \delta(\phi, \langle T_2(n) \rangle) \frac{S(T_1)}{S(T_2)} T_1
\]

4. Steps 2 and 3 are repeated until convergence is achieved.

For a given \(\phi, \delta\) is a monotonic decreasing function of \(T\) and only changes by at most 4 % over the full range of possible flame temperatures. For this reason, the iterative procedure described above converges to the true flame temperature quickly—within three iterations. The difference between \(\langle T_2(0) \rangle\) and \(\langle T_2(3) \rangle\) is at most 1 %, so it is necessary to iterate to obtain the required 0.5 % uncertainty but the change in \(T_2\) is not large.

![Fig. 17 \(\delta(\phi, T_2)\) for the range of interest in this work: (a) full range of calculation, (b) reduced range showing variation of \(\delta\) with \(T_2\) in detail](image-url)
Appendix B1: Uncertainty Budget—Rayleigh Scattering Thermometry (NPL)

Table 7 shows the uncertainty budget for the temperature measured 20 mm above the centre of the burner ($R_z = 0$ mm) using Rayleigh scattering Thermometry. For regions closer to the burner surface, where thermal and chemical equilibrium may not have been reached, and beyond ±10 mm horizontally from the central position, where the gas composition is uncertain, the uncertainties will be significantly larger.

In accordance with the Guide to the expression of uncertainty in measurement [41], the Multiplier (column 5) is used to convert a rectangular uncertainty contribution (Type-B) into the equivalent normal uncertainty contribution and is equal to $1/\sqrt{3}$. The Sensitivity coefficient (column 6) describes how the output estimate (in this case flame temperature) varies with changes in the input estimate (i.e., it is the partial derivative of the output estimate with respect to the input estimate).

For example, considering the Flow-meter uncertainty (+)—this has a rectangular uncertainty distribution of ±1 %, indicating that the indicated flow could be expected to be anywhere within ±1 % of the true value. We convert this to the equivalent normal distribution by multiplying it by $1/\sqrt{3}$ giving ±0.58 % and then by the sensitivity factor of 0.4 (determined by offsetting the propane flow by +1 % and determining the new flame temperature) yielding an overall uncertainty of 0.23 % in flame temperature.

| Source                                      | Type | Distr. | Size/± % | Multiplier | Sensitivity coefficient | Size (1σ)/± % |
|---------------------------------------------|------|--------|----------|------------|------------------------|---------------|
| Molar refractivity data                     | B    | Rect   | 0.20     | 0.58       | 1.00                   | 0.12          |
| Polarisability temperature dependence       | B    | Rect   | 0.20     | 0.58       | 1.00                   | 0.12          |
| Flow-meter uncertainty (+)                  | B    | Rect   | 1.00     | 0.58       | 0.40                   | 0.23          |
| Chemical equilibrium assumption             | B    | Rect   | 0.30     | 0.58       | 1.00                   | 0.17          |
| Air calibration PRT                         | A    | Norm   | 0.05     | 1.00       | 1.00                   | 0.05          |
| Background scattered signal                 | A    | Norm   | 0.10     | 1.00       | 0.50                   | 0.05          |
| Laser stability                             | A    | Norm   | 0.20     | 1.00       | 1.00                   | 0.20          |
| Inlet air temperature (15–25 °C)            | B    | Rect   | 3.00     | 0.58       | 0.10                   | 0.17          |
| Atmospheric pressure                        | B    | Rect   | 5.00     | 0.58       | 0.05                   | 0.15          |
| Gas purity                                  | B    | Rect   | 2.50     | 0.58       | 0.05                   | 0.07          |
| Flame temperature reproducibility           | A    | Norm   | 0.20     | 1.00       | 1.00                   | 0.20          |
| Total uncertainty (combined in quadrature)  | A    | Norm   | 0.20     | 1.00       | 1.00                   | 0.50          |
Uncertainty estimation has been divided in two parts [28]: (1) the uncertainty in the measured radiance, and (2) the propagation of this uncertainty into the retrieved values of temperature, $T$ and species column density $Q$, which determines the respective sensitivity coefficients. This approach is essentially the same as that in [32]. This second stage has been carried out by Monte Carlo simulation of a large number of noisy spectra, representative of the experimental conditions, and the associated noise in the calculated ($T, Q$) values. The uncertainty in the measured radiance has two main sources: calibration errors and measurement errors. Their values are estimated, respectively, by the uncertainties in emissivity and temperature of the references used for calibration, propagated to obtain a spectral standard deviation $\sigma_c(\nu)$ due to calibration for the radiance of the measured spectra, and by the Noise Equivalent Spectral Radiance of the measurement system (which was found to be negligible compared to $\sigma_c$). Additional uncertainties in spectral radiance are included to take into account the reproducibility of measurements and the typical fitting errors, to obtain a total spectral variance $\sigma_T^2(\nu)$ of radiance. Then the Monte Carlo simulation is applied, constructed from a theoretical spectrum $L_0(\nu)$, a population of 1000 spectra, whose average and variance are $L_0(\nu)$ and $\sigma_T^2(\nu)$ respectively. The default spectrum corresponded to $T=2000$ K, $Q_{CO_2}=1000$ ppm·m, and $Q_{CO}=200$ ppm·m. Applying these calculations, and taking into account uncertainties in the HITEMP2010 database, leads to uncertainty estimates of ±5 K for temperature, ±10 ppm·m for CO$_2$ column density and ±1 ppm·m for CO column density. Table 8 summarizes the error budget.

### Appendix B3: Uncertainty Budget—FTIR Thermometry (DTU)

The reproducibility of the DTU emission spectra measurements in 1800–2500 cm$^{-1}$ and 3000–4200 cm$^{-1}$ is less than 2 % and 5 % respectively, for time spans from minutes to days. The source of this variability is a combination of variation in both
species (CO$_2$/H$_2$O) and flame temperature. It should be noted that emission intensity in the range 3000–4200 cm$^{-1}$ is approximately seven times smaller than that in the range 1800–2500 cm$^{-1}$. Considering 2% as a maximum scaling factor, overall reproducibility in the 1800–2500 cm$^{-1}$ range is better than 0.5%. Uncertainty in the FTIR stability over a single measurement is 0.1%. Uncertainty in black body calibration is 0.2%. Quality of the HITEMP2010 database is 0.17% in 2150–2500 cm$^{-1}$ (this range has the most “weight” in the retrievals). Therefore, overall uncertainty in the temperature profiles retrievals from forward Radiative heat transfer (RHT) calculations (Eq. 5) is approximately 0.2%. Table 9 summarizes the error budget.

**Table 9** Uncertainty budget for the FTIR thermometry of the NPL standard flame

| Source                                    | Type | Distr. | Size/± % | Multiplier | Sensitivity coefficient | Size (1σ)/± % |
|-------------------------------------------|------|--------|----------|------------|--------------------------|---------------|
| Reproducibility of spectral measurements  | A    | Norm   | 0.50     | 1.00       | 0.24                     | 0.12          |
| FTIR stability over a single measurement  | A    | Norm   | 0.10     | 1.00       | 0.50                     | 0.05          |
| Black body calibration                    | A    | Norm   | 0.20     | 1.00       | 0.50                     | 0.10          |
| HITEMP2010 database quality               | B    | Rect   | 0.17     | 0.58       | 1.00                     | 0.10          |
| Total uncertainty (combined in quadrature)|      |        |          |            |                          | 0.20          |
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