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Abstract—A ray optical methodology based on the uniform theory of diffraction is proposed to model electromagnetic field scattering from curved metasurfaces. The problem addressed is the illumination of a purely reflective uniform cylindrical metasurface by a line source, models the surface with susceptibilities and employs a methodology previously used for cylinders coated in thin dielectric layers [1]. The approach is fundamentally based on a representation of the metasurface using the General Sheet Transition Conditions (GSTCs) which characterizes the surface in terms of susceptibility dyadics. An eigenfunction description of the metasurface problem is derived considering both tangential and normal surface susceptibilities, and used to develop a ray optics (RO) description of the scattered fields; including the specular geometrical optical field, surface diffraction described by creeping waves and a transition region over the shadow boundary. The specification of the fields in the transition region is dependent on the evaluation of the Pekersi caret function integral and the method follows [1]. The proposed RO-GSTC model is then successfully demonstrated for a variety of cases and is independently verified using a rigorous eigenfunction solution (EF-GSTC) and full-wave Integral Equation method (IE-GSTC), over the entire domain from the deep lit to deep shadow.

Index Terms—Electromagnetic Metasurfaces, Generalized Sheet Transition Conditions, High-Frequency Methods, Uniform Theory of Diffraction, Periodic Structures, Creeping Waves, Cylindrical Metasurface.

I. INTRODUCTION

Electromagnetic (EM) metasurfaces (MS) have been introduced as a possible solution to a wide range of applications at many frequencies from microwave to optical [2]–[6]. Applications include: 5G routing [7]–[9], the creation of holograms, cloaking, and possible camouflaging of objects [3], [10], [11]. Metasurfaces are sub-wavelength periodically tiled surfaces forming an array of scattering elements. The surface is thin (sub-wavelength) and transforms the incident radiation into scattered and transmitted waves. This transformation can be controlled by the design of the scattering unit (unit-cell) and is capable of creating a large array of magnitude, phase and polarization responses for specified incident fields.

Although the detailed structure of the MS is sub-wavelength (thickness and periodicity) applications generally require an electrically large surface, placed in an extensive environment. A good example of this is the use of MS to route 5G signals within a workplace, in which surfaces, which extend over 100 of wavelengths ($\lambda$), could be strategically placed inside a building, steering, splitting and spreading the signal carriers for optimal signal propagation and covering blind spots.

This design of MS systems therefore has a multi-scale nature, which poses challenges. The detailed design of the unit-cell to achieve a particular transformation such as beam forming will need to be done in a full-wave simulator assuming periodic boundary conditions. However, such approaches are very limited, by computational factors, for the simulation of surfaces comprised of many unit-cells or when placed in a large environment.

A very productive approach to simulation on a larger scale is the introduction of the Generalized Sheet Transition Conditions (GSTC) to model field scattering off the surface. In such an approach the surface is assumed to be zero thickness and is represented by four homogenized surface susceptibility dyadics ($\mathcal{T}$) [12]–[14]. For a MS that is deeply sub-wavelength in thickness and unit-cell size, the GSTCs provide a rigorous macroscopic field solution for a given incident field, allowing for the determination of the propagating reflected and transmitted fields. Full wave unit-cell simulations can be used to extracted the susceptibilities needed to correctly model the surface [15], [16].

The GSTCs can be used for analytical solutions and have been incorporated into volumetric techniques using a Yee cell discretization or finite elements [16]–[21]. The analytical techniques are limited by various fundamental assumptions and simplifications and the volumetric numerical techniques become cumbersome if the domain is more then a few hundreds of wavelengths in size. The incorporation of the GSTCs into a surface integral approach to model scattering problems [11], [22], [23] enables a larger scale length to be addressed, but again as the domain size is increased this will become challenging and impractical.

To simulate MS systems accurately at very large scale lengths, an approximate method of analysis needs to be used. Traditionally the use of geometrical optics (GO) and ray tracing (RT) enhanced by a theory of diffraction have been used for many decades to solve similar scattering problems. The incorporation of a uniform theory of diffraction (UTD) creates a ray optics (RO) infrastructure and has enabled the accurate prediction of scattering in a wide variety of situations; including, radio propagation modeling [24], analysis of EM structures such as impenetrable gratings and diffusers [25], conventional curved surfaces [26], and diffraction gratings with slowly varying parameters [27].

Very limited work has been done to develop ray optical
methods for metasurfaces [28]–[30]. Work on the use of RT and UTD for planar modulated MS is presented in [28] and [29]. In this work, a UTD formulation is developed for scattering off a non-uniform planar finite MS represented by a locally periodic variation in the susceptibilities. The work uses a high frequency approximation to incorporate planar and edge effects into a RO model, comparing the resultant fields to a full wave simulator based on integral equations. The non-uniformity of the MS allows for modeling complex field transformations.

An obvious, and a needed, extension of this work is to model curved surfaces, where electrically thin metasurface architectures may be envisioned to conform to non-planar surfaces for greater wave control. The introduction of a curved surface into a UTD framework has a long history [31]–[34] and has been primarily concerned with analysis of the “canonical” problem of a cylindrical surface illuminated by either a line source (cylindrical waves) or a plane wave. The introduction of a curved surface considerably complicates the RO picture of the fields due to surface diffraction creating field components in the shadowed region. Initially this was analysed by Keller who characterized these field components as “creeping” waves — these waves hug the surface, shedding field rays as they propagate [31], [35]. The rays that represent the creeping waves can be derived from a rigorous solution to the cylindrical problem using a summation of eigenfunctions. This work was then expanded upon by Pathak, and many others [32], [33], to correctly model the transition between the lit region and shadowed region.

Indeed, a key factor in the development of this work is a requirement for a smooth transition from the lit region, where GO optics provides an accurate solution, to the deep shadow region, where a solution based on creeping waves is appropriate. The analysis of this transition region is complex and requires the development of a surface reflection characterized by an appropriate version of the Pekeris caret function — a Fock-Type integral. The nature of this integral is dependent on the boundary condition present at the cylindrical surface and approaches have been developed for canonical cases of perfectly conducting, scalar impedance, coated and dielectric surfaces [32], [36], [37].

In this work, to initiate the development of an RO framework for cylindrical metasurfaces, we propose for the first time, a UTD based RO approach to model a uniform purely reflective MS cylinder in 2D. The uniform cylindrical metasurface is described using both tangential and normal surface susceptibilities and conditions are provided for perfectly reflecting surfaces. Unlike a perfect electrical conductor surface (PEC) which depends on only the tangential field components, a fully reflective metasurface provides a very rich scattering behaviour. Such surfaces have been successfully modelled using the GSTCs with both tangential and normal surface susceptibility components, and prove to be accurate when compared to volumetric unit cell simulations of the same surface [38].

The applicability of the homogenous surface susceptibility description of the metasurface for curved topographies has been studied in [39], where the GSTCs have proven to accurately capture the scattering behaviour of a physical curved metasurface. In addition to the novelty of developing the RO-GSTC model for the cylindrical metasurface, the proposed work naturally extends the previous works on UTD focusing on specific canonical structures only to generalized boundary conditions via the GSTCs.

The paper is structured as follows. In Sec. II the canonical problem will be described. First the GSTC formulation for the cylinder and the conditions for a purely reflective MS are provided. The appropriate eigenfunction (EF) solution for the MS cylinder is then developed. This analytical solution will be used to develop the RO approach and can be used as a base-line result for comparison. The final part of this section will present two alternative Greens’ functions for the problem under analysis. The first representation of the Greens’ function is based on an integral form in a complex plane. The second is based on a summation of eigenfunctions and is essentially the EF solution for the line source. These Greens’ functions will be used to develop the UTD approach for the transition region. Section III provides the UTD approach to the problem, describing the GO fields present in the lit region, the creeping waves in the deep shadowed region and developing the transition equations in terms of a Pekeris caret function. The approach to dealing with this integral for the MS is presented in Sec. IV. The integral is solved using a heuristic approach presented in [1] which results in an efficient and a pragmatic solution. Finally, in Sec. V, RO-GSTC simulations of three different cases are presented and compared with baseline results to verify their accuracy. The first two cases are for TMz (Ez, Hφ, Hz) polarization and the third for a TEz (Hz, Ez, Eφ) polarization. For the TMz example two surfaces are used; the first with only tangential components and the second with a normal component included. The TEz surface has both tangential and normal components present.

In this section the RO results are verified by comparison to both the original EF solution and a boundary element method (BEM) simulator.

II. PROBLEM STATEMENT

The problem under consideration is shown in Fig. 1. A metasurface is configured into a circular cylinder of radius b centered around the z-axis. A line source, which produces either a TMz or TEz polarized electromagnetic field, is oriented parallel to the cylinder axis and located at (ρ′ = r > b, φ′ = π). This electromagnetic field interacts with the cylinder and produces a scattered field. This field is determined by the boundary conditions of the cylinder, as prescribed by the surface susceptibilities, and the position of the source.

A few simplifying assumptions will be made to make this problem more tractable. Firstly, the MS is assumed to be purely reflective throughout this work, i.e. fields inside the cylinder are identically zero. Transmissive cylinders on the other hand, such as the simpler case of a dielectric cylinder, experience more complicated field effects such as internal refraction and interior creeping waves due to fields being present in the interior of the cylinders [37]. Replicating these effects in a UTD formulation is involved and will be left for future consideration.
polarization densities, \( P \) and \( M \) respectively, which are given by

\[
P = \epsilon \chi_{ee} E_{av} \quad + \quad \sqrt{\mu} \chi_{em} H_{av} \quad (2a) \]

\[
M = \mu \chi_{mm} H_{av} \quad + \quad \sqrt{\epsilon} \mu \chi_{me} E_{av} \quad (2b) \]

where

\[
(E_{av}, H_{av}) = \frac{1}{2} (E^+ + E^-, H^+ + H^-) \]

are the average fields across the surface.

In general, the surface susceptibilities \( \chi_{ab} \), with \( a, b \in \{e, m\} \), are full dyadic tensors, which may introduce an arbitrary polarization rotation to the scattered fields. For the case of a circular cylindrical metasurface, the problem may be conveniently formulated in a cylindrical co-ordinate system so that the surface’s normal can be defined as \( \hat{n} = \hat{\rho} \) for the entire arc of the surface. Therefore in cylindrical coordinates, the surface susceptibilities take the form

\[
\chi_{ab} = \begin{bmatrix}
\chi_{\rho\rho} & \chi_{\rho\phi} & \chi_{\rho z} \\
\chi_{\phi\rho} & \chi_{\phi\phi} & \chi_{\phi z} \\
\chi_{z\rho} & \chi_{z\phi} & \chi_{zz}
\end{bmatrix}.
\]

There are four sets of tensors, which when combined together gives a total of 36 terms. The number of unique terms can be reduced depending on the properties of the analyzed surface, such as reciprocity and energy conservation [41], [42]. In this paper, we are dealing specifically with metasurfaces that do not induce a polarization rotation in the scattered fields which, when combined with reciprocity, simplifies the tensors to [16]

For the TM polarization densities, we will now develop the conditions on the susceptibilities

\[
\chi_{ee} = \begin{bmatrix}
\chi_{ee} & 0 & 0 \\
0 & \chi_{ee} & 0 \\
0 & 0 & \chi_{ee}
\end{bmatrix}
\]

\[
\chi_{mm} = \begin{bmatrix}
\chi_{mm} & 0 & 0 \\
0 & \chi_{mm} & 0 \\
0 & 0 & \chi_{mm}
\end{bmatrix}
\]

\[
\chi_{em} = \begin{bmatrix}
\chi_{em} & 0 \\
0 & \chi_{em} \\
0 & 0 & \chi_{em}
\end{bmatrix}
\]

\[
\chi_{me} = \chi_{ee}^T
\]

This gives a total of eight possible non-zero surface susceptibility terms which are complex in general for lossy surface.

### B. Purely Reflective Metasurfaces

As in this paper we will be dealing with purely reflective MSs, we will now develop the conditions on the susceptibilities which ensure zero transmission across the surface for all angles of incidence. For a non-polarizing metasurface cylinder, the transmission and reflection coefficients, \( S_{11}^{(TE, TM)} \) and \( S_{21}^{(TE, TM)} \), respectively, for a plane wave incident on the exterior of the cylinder at an angle of incidence of \( \theta \) are given by [16]

\[
S_{11}^{(TE)} (\theta) = \frac{2 j k}{\gamma_{TE}} (\zeta_{TE} + 2 \chi_{em}^z \cos \theta - \chi_{ee}^z \cos^2 \theta) \quad (4a)
\]

\[
S_{21}^{(TE)} (\theta) = \frac{\cos \theta}{\gamma_{TE}} \left( 4 + k^2 \left( \chi_{em}^z + \chi_{ee}^z \zeta_{TE} \right) \right) \quad (4b)
\]

\[
S_{11}^{(TM)} (\theta) = \frac{2 j k}{\gamma_{TM}} (\zeta_{TM} + 2 \chi_{em}^\phi \cos \theta - \chi_{ee}^\phi \cos^2 \theta) \quad (4c)
\]

\[
S_{21}^{(TM)} (\theta) = \frac{\cos \theta}{\gamma_{TM}} \left( 4 + k^2 \left( \chi_{em}^\phi + \chi_{ee}^\phi \zeta_{TM} \right) \right) \quad (4d)
\]
where
\[ \gamma_{(TE, TM)} = -4 \cos \theta - 2jk \left( \zeta_{(TE, TM)} + \chi_{(m,ee,mm)} \cos^2 \theta \right) + k^2 \cos \theta \left( \zeta_{(TE, TM)} \chi_{(m,mm)} + \chi_{(m,ee)}^2 \right) \]
\[ \zeta_{(TE, TM)} = \chi_{(ee,mm)}^{zz} + \chi_{(mm,ee)}^{zz} \sin^2 \theta. \]

In order to synthesize a non-transmissive surface, the transmission coefficient must be zero at all angles and for both polarizations. This can be done by careful removal of the angular dependence and then a simple rearrangement of (4). From the above equations, it can be seen that this occurs for two different cases:

1) When \( \zeta_{(TE, TM)} = 0 \) which requires,
\[ \chi_{ee}^{zz} = \chi_{mm}^{zz} = \chi_{ee}^{op} = \chi_{mm}^{op} = 0 \]
and,
\[ \chi_{em}^{zz} = -\chi_{me}^{zz} = \pm \frac{2j}{k}. \]
This leaves only the tangential susceptibilities \( \chi_{ee}^{\phi \phi}, \chi_{mm}^{\phi \phi} \) as free and arbitrary.

2) When \( \chi_{ee}^{\phi \phi} = \chi_{mm}^{\phi \phi} = 0 \) which again requires,
\[ \chi_{em}^{\phi \phi} = -\chi_{me}^{\phi \phi} = \pm \frac{2j}{k}, \]
and leaves \( \chi_{ee}^{op}, \chi_{mm}^{op}, \chi_{em}^{op}, \chi_{me}^{op} \) free and arbitrary.

One can also synthesize a zero-transmission metasurface by applying \( \zeta_{(TE, TM)} \to \infty \); because the resulting reflection profiles as a function of \( \theta \) are considered trivial, this case is not explored in this paper.

C. Eigenfunction Solution

The development of the ray optics formulation for the canonical problem starts from a rigorous solution of Maxwell’s equations for the problem and the definition of an appropriate Greens function. In this section we will develop an eigenfunction (EF) solution for the MS cylinder. This solution helps formulate the problem for an RO analysis and can be used as a test of the RO implementation as it is a completely rigorous solution of the problem containing all scattered field components.

Any electromagnetic field must be able to be represented as a sum of eigenfunctions that satisfies the given boundary conditions of the problem. For the case of a two dimensional field (using \( e^{j\omega t} \) time convention), the spatial dependence of the eigenfunction \( u(\rho, \phi) \) satisfies the following partial differential wave equation:
\[ \frac{1}{u(\rho, \phi)} \left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial u}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 u}{\partial \phi^2} \right] = -k^2 \]
where \( k \) is the wavenumber of the field in the given region.

By applying separation of variables, the radial and angular dependence can be separated. The angular dependence must be periodic such that \( u(\rho, \phi) = u(\rho, \phi + 2\pi) \). The radial dependence is characterized as a sum of either the Bessel functions of the first and second kind, \( J_n(x) \) and \( Y_n(x) \) respectively, or of the Hankel functions of the first and second kind (otherwise known as the Bessel functions of the third kind), \( H_n^{(1)}(x) \) and \( H_n^{(2)}(x) \) respectively, defined as
\[ H_n^{(1)}(x) = J_n(x) + jY_n(x) \]
\[ H_n^{(2)}(x) = J_n(x) - jY_n(x) \]
where \( n \in \mathbb{Z} \) is the order of the function. While \( J_n(x) \) and \( Y_n(x) \) are most useful for standing waves, \( H_n^{(1)}(x) \) and \( H_n^{(2)}(x) \) are used to describe radially outgoing and incoming waves, respectively. As such, a linear combination of two Bessel functions of any kind can be used to describe a given order’s radial dependence. Because of the constant radius \( b \) of the cylinder under analysis, the eigenfunction for a given order can thus be written as
\[ u_n(\rho, \phi) = j^{n\phi} \left( a_n J_n(k\rho) + b_n H_n^{(2)}(k\rho) \right) \]
where \( a_n, b_n \) are constant coefficients.

There are two separate regions that are under consideration:

1) When \( \rho < b \) the case of the fields inside \( \rho < b \) of the cylinder and the fields outside \( \rho > b \) of the cylinder. The total field in either case can be represented as a sum of all of the eigenfunctions, with different coefficients depending on the boundary conditions. For the interior fields, the fields must be resolvable at \( \rho = 0 \); because \( H_n^{(2)}(k\rho) \) becomes singular as \( \rho \) approaches 0, the eigenfunction of the interior fields must only consist of \( J_n(k\rho) \) terms. Meanwhile, the exterior scattered fields have to follow the radiation condition and go towards zero as \( \rho \to \infty \), which is satisfied by \( H_n^{(2)}(k\rho) \). Therefore, the total field in the exterior region can in general be represented as a sum of \( J_n(k\rho) \) (exclusively for incident fields) and \( H_n^{(2)}(k\rho) \) terms (for both incident and scattered fields).

Because there is no cross-coupling of the TE \(_2\) and TM \(_z\) fields for the considered metasurfaces, the effects of the two polarizations can be considered separately. For the case of the TM \(_z\) polarization, the electric field in the \( z \)-direction in each region is given as a sum over all possible eigenfunctions, given by:
\[ E_z|_{\rho>b} = E_z^+ = \sum_{n=-\infty}^{\infty} e^{j n \phi} \left( A_n J_n(k\rho) + B_n H_n^{(2)}(k\rho) \right) \]
\[ E_z|_{\rho<b} = E_z^- = \sum_{n=-\infty}^{\infty} e^{j n \phi} C_n J_n(k\rho) \]
where \( E_z^+/E_z^- \) is the field of the interior/exterior region. Note, for the case of purely reflective MS and an exterior source \( C_n = 0 \) by construction.

To complete the eigenfunction solution for the case of a metasurface, the GSTCs have to be applied as the boundary conditions at \( \rho = b \). As metasurfaces relate both the electric and magnetic fields across the surface, expressions for the magnetic field in both regions are also required. Applying

\(^1\)For the general case which is not necessarily reflective only.
Maxwell’s equations to (10a) and (10b), these fields are given by:

\[ H^+_\phi = \sum_{n=-\infty}^{\infty} \frac{k_n \rho \phi}{\mu \omega} \left( A_n J'_n(kp) + B_n H^{(2)'}_n(kp) \right) \]  
(11a)

\[ H^-_\phi = \sum_{n=-\infty}^{\infty} \frac{k_n \rho \phi}{\mu \omega} C_n J'_n(kp) \]  
(11b)

\[ H^+_\rho = \sum_{n=-\infty}^{\infty} -\frac{n \rho e \phi}{\mu \rho^2} \left( A_n J_n(kp) + B_n H^{(2)}_n(kp) \right) \]  
(11c)

\[ H^-_\rho = \sum_{n=-\infty}^{\infty} -\frac{n \rho e \phi}{\mu \rho^2} C_n J_n(kp) \]  
(11d)

where the total magnetic field is given by \( \mathbf{H}^\pm = \hat{\rho} H^\pm_\rho + \hat{\phi} H^\pm_\phi \) and the presence of a prime indicates a derivative with respect to the argument of the function. These expressions can be substituted into (1) and (2) and, after some rearranging, the relationships between the total field coefficients are given by:

\[
B_n = -A_n \frac{\Upsilon^{z}_0}{\Upsilon^{z}_C} \frac{\Upsilon^{\phi}_C}{\Upsilon^{\phi}_0} - \frac{\Upsilon^{\phi}_C}{\Upsilon^{\phi}_0} \frac{\Upsilon^{z}_0}{\Upsilon^{z}_C} B_n / A_n
\]  
(12a)

\[
C_n = A_n \frac{\Upsilon^{\phi}_0}{\Upsilon^{\phi}_C} - \frac{\Upsilon^{\phi}_C}{\Upsilon^{\phi}_0} \frac{\Upsilon^{z}_0}{\Upsilon^{z}_C} C_n / A_n
\]  
(12b)

where the auxiliary variables \( \Upsilon \) are given by

\[
\Upsilon^{z}_B = -\frac{k}{2} J^{z}_n \left( \frac{2}{\mu \omega} \right) H^{(2)'}_n(kb) + \left( \frac{j k}{2 \lambda_{\text{me}}} + 1 \right) H^{(2)}_n(kb)
\]
\( \Upsilon^{c}_C = \frac{k}{2} \phi^{\phi}_n + \left( \frac{j k}{2 \lambda_{\text{me}}} - 1 \right) J_n(kb) \)
\( \Upsilon^{\phi}_0 = \left( \frac{j k}{2 \lambda_{\text{me}}} + 1 \right) J'_n(kb) \)
\( \Upsilon^{\phi}_C = \left( \frac{j k}{2 \lambda_{\text{me}}} - 1 \right) J'_n(kb) + \left( \frac{k \lambda_{\text{me}}}{2 \beta} + \frac{n^2}{2 k^2 \beta} \right) J_n(kb) \)
\( \Upsilon^{\phi}_C = \left( \frac{j k}{2 \lambda_{\text{me}}} + 1 \right) J'_n(kb) + \left( \frac{k \lambda_{\text{me}}}{2 \beta} + \frac{n^2}{2 k^2 \beta} \right) J_n(kb) \)

For future use in the development of the ray optics, it is helpful to rewrite the \( B_n \) coefficient in terms of a linear operator \( Q \) which operates on the Bessel functions \( J_n \) and \( H^{(2)}_n \) [32], [35]. By rearranging the numerator and denominator of (12a), this operator for the TM\(_z\) polarized field of the metasurface takes the form,

\[
b(n) = Q J_n(kb) = J'_n(kb) + q'_n(n) J_n(kb)
\]  
(13a)

\[
d(n) = Q H^{(2)}_n(kb) = H^{(2)'}_n(kb) + q'_n(n) H^{(2)}_n(kb)
\]  
(13b)

with,

\[
q'_n(n) = \frac{\Upsilon^{z}_C}{\Upsilon^{z}_{CC} + \frac{n^2}{2 k^2 \beta} \lambda_{\text{mm}}} - \frac{\Upsilon^{\phi}_C}{\Upsilon^{\phi}_{CC} + \frac{j k}{2 \lambda_{\text{mm}}} + 1}
\]
(14)

These expressions give a compact final form for the total electric field outside of the cylinder, which is of the form

\[
E^+_\rho = \sum_{n=-\infty}^{\infty} e^{jn\phi} A_n \left( J_n(kp) - \frac{b(n)}{d(n)} H^{(2)}_n(kp) \right)
\]
(15)

In (15) the total field outside of the metasurface is calculated by a set of weighted Bessel and Hankel functions. Because \( H^{(2)}_n(kp) \) represents a radially outgoing wave, these terms can be assumed to encompass the scattered fields from the metasurface cylinder. As a result, the \( J_n(kp) \) terms represent only the incident field interacting with the cylinder. If a known incident field interacting with the metasurface is decomposed into a series of \( J_n(kp) \) terms, it is possible to extract the relative weights of the unknown coefficients \( A_n \), which allows the calculation of the total/scattered fields using the eigenfunction method. For the case of a line source excitation at \( r' = \{ r' = x_0, \phi' = 0 \} \) we have [43],

\[
E^+_\rho(r, \phi) = -U_0 H^{(2)}_0(k \rho - r') = \sum_{n=-\infty}^{\infty} J_n(kp) \left[ -U_0 H^{(2)}_0(k x_0) \right] e^{jn\phi}
\]
(16)

This solution \( \rho < x_0 \) is appropriate as the line source is exterior to the cylinder. This gives after some manipulation,

\[
A_n = -\frac{U_0}{2} H^{(2)}_0(k x_0) j^{-n}
\]

It should be noted that this process can be repeated for the case of an incident TE\(_z\) polarized field. For this instance, the \( q'_n(n) \) variable in (13) can be replaced by

\[
q'_m(n) = \frac{\beta^\phi_C}{\beta^\phi_C + \beta^z_C} \left( -\frac{j k}{2 \lambda_{\text{me}}} + 1 \right) J_n(kb) + \left( \frac{n^2}{2 k^2 \beta} \right) J_n(kb)
\]
(17)

where the auxiliary variables \( \beta \) are given by

\[
\beta^\phi_C = \left( \frac{j k}{2 \lambda_{\text{me}}} + 1 \right) J_n(kb) + \left( \frac{n^2}{2 k^2 \beta} \right) J_n(kb)
\]  
(18a)

\[
\beta^z_C = \left( \frac{j k}{2 \lambda_{\text{me}}} + 1 \right) J_n(kb) + \left( \frac{n^2}{2 k^2 \beta} \right) J_n(kb)
\]  
(18b)

D. Green’s Function Representation

An alternative representation of the fields scattering from a cylinder is through the use of the two-dimensional Green’s function [1]. For the same canonical problem defined previously, consider the case of the cylinder excited by a line source of electric (TM\(_z\)) and/or magnetic (TE\(_z\)) currents parallel to the cylinder’s axis at a location \( Q'(r' > b, \phi' = 0) \). Instead of performing a discrete sum of Bessel functions of order \( n \),
the Green’s function is found by performing a contour integral over the continuous, complex order \( \nu \). The contour path is an infinite semicircle in the lower half of the \( \nu \)-plane.

The authors in [1] use this formulation to produce a form of the Green’s function that is the sum of characteristic radial Greens’ function and a residue sum of the poles present in the lower half of the complex plane, resulting in an expression that is rapidly convergent for large values of \( kb \) but valid for any cylinder radius:

\[
G(\rho; \rho') = \frac{1}{2\pi} \sum_{\nu=0}^{\infty} g_\nu(\rho, \rho'; \gamma)e^{-j\nu|\phi - \phi'|}d\nu \\
+ \frac{\pi}{2} \sum_{l=0}^{\infty} \sum_{\nu_p} \frac{b(\nu_p)}{d(\nu)|\nu_p|^l} H^{(2)}_{\nu_p}(k\rho')H^{(2)}_{\nu_p}(k\rho)e^{-j\nu_p|\phi - \phi'|},
\]

(19)

where the notation \( \rho = (\rho, \phi) \) indicates a radial and angular position, \( \phi' = \phi' + 2l\pi \), and \( \nu_p \) are defined by \( d(\nu_p) = 0 \). The above Green’s function is suitable for all values of \( |\phi - \phi'| \leq \pi \).

The function \( g_\nu(\rho, \rho'; \gamma) \) is the radial characteristic Green’s function, which is given as

\[
g_\nu(\rho, \rho'; \gamma) = \frac{-j\pi}{2} \left[ J_\nu(k\rho) - \frac{b(\nu)}{d(\nu)} H^{(2)}_{\nu}(k\rho) \right] H^{(2)}_{\nu}(k\rho').
\]

(20)

where \( \nu = \sqrt{\lambda^2 - k^2} \), \( \rho < \) stands for the smaller of the two radial terms \( \rho \) and \( \rho' \), and \( \rho_> \) is the larger of the two terms. The prime on the sum over \( l \) denotes the omission of the \( l = 0 \) term in the summation. Due to the exponential dependence on the quantity \( |\phi - \phi'| \), the sum over \( l \) converges very quickly. The summation over \( \nu_p \) represents the contributions of all of the poles \( \nu_p \), and is dependent on the boundary conditions of the given cylinder through \( d(\nu) \). This sum captures the creeping wave contributions. For large cylinders, this contribution is dominated by a few poles, which reduces the computational complexity.

A second form of the two-dimensional Green’s function is given in terms of angular eigenfunctions [1]. These have a form similar to the total field eigenfunction solution of (15), and is expressed as:

\[
G(\rho; \rho') = G_0(\rho, \rho') + G_s(\rho, \rho')
\]

(21a)

where

\[
G_0(\rho, \rho') = -\frac{j}{4} H^{(2)}_0(k|\rho - \rho'|)
\]

(21b)

and

\[
G_s(\rho, \rho') = \frac{-j}{4} \sum_{n=-\infty}^{\infty} \left[ \frac{b(n)}{d(n)} \right] H^{(2)}_n(k\rho')H^{(2)}_n(k\rho)e^{-jn|\phi - \phi'|}.
\]

(21c)

It can be seen that \( G_0(\rho, \rho') \) is the free-space Green’s function for the incident field and \( G_s(\rho, \rho') \) represents the scattered field from the cylinder.

Both of the presented Green’s functions (19) and (21) make no assumptions regarding the boundary conditions present on the surface and are equally valid for the problem being discussed. However, the two representations are useful as they represent the scattering system in two slightly different ways. Later on, these two separate representations will be used together in order to describe the complicated field behavior in the transition region around the shadow boundary.

III. UNIFORM THEORY OF DIFFRACTION (UTD) FIELDS

In ray optics the field from a set of scattering elements interacting with an incident field is not calculated using a rigorous full-wave description of the system. Instead, in the high frequency limit \( (k \to \infty) \) the wavefronts of the fields scattering from the objects can be described using a ray description. By summing up the contributions of the discrete rays that converge to some position \( P \), the total field can be obtained.

For the case of 2D simulations of planar metasurfaces, which was covered in-depth in [29], two types of critical points contribute to the scattered fields. Critical points of the first kind lie in the interior of the surface and are associated with reflected and transmitted specular fields. For metasurfaces with uniform surface susceptibilities, the locations of these scattering points on the surface satisfy Snell’s law of reflection, and can thus be found using Fermat’s principle [45]. Critical points of the second kind lay on the edges of the surface and give rise to edge-diffracted fields. These two types of ray interactions provide a uniform description of the field across the shadow boundary for the planar surface.

For a fully reflective cylinder there are four types of UTD rays: incident rays generated by the source, and scattered rays of three types – 1) surface reflected, 2) those that generate the shadow; and 3) surface diffraction rays. Fig. 2 shows the general ray diagram of a set of rays interacting with a fully reflective cylinder. The incident ray and the shadow ray are straight-forward to determine: the incident ray can be determined from the source description and the distance \( s_i \) to a point of interest; and the shadow ray is simply determined by extending the ray intersecting the surface by a distance \( s_h \) and negating the field to cancel the incident field for regions
behind the surface [28] as would be the case for the points \( \rho_s \) and \( \rho_o \).

The characteristics of the two scattered rays (reflected and surface diffracted) are calculated differently for the various locations of the field point, being determined by their relation to the incident field and the shadow boundary created by the cylinder. For Region I and III, the field is sufficiently far away from the shadow boundary and can be calculated using the standard General Theory of Diffraction (GTD) which includes the creeping waves generated by surface diffraction [35]. Therefore the total field in Region I is evaluated using the incident and reflected rays of geometrical optics, in addition to contributions from the creeping waves that occur when an incident ray interacts with the cylinder at a point of tangency (\( Q_2 \) in the figure). Because the metasurface cylinder is impenetrable, the shadow region of Region III does not receive contributions directly from the GO rays and the field is composed of creeping wave contributions only.

Region II has the most complicated behavior; if the field point is sufficiently close to the shadow boundary, the description of the fields using GTD does not converge towards an accurate description of the fields in this transition region. The remainder of this section goes through the equations required to calculate the total field in each of the regions discussed above. It should be noted that the formulas developed in the section are for fields far away from the surface; those close to the cylinder will not necessarily be accurate. Moreover, the GSTC description of the surface is only applicable for describing macroscopic (and not microscopic) fields. As we are interested in a large scale analysis of the metasurface scattered fields, the high frequency approximations are thus justified.

### A. Specular Geometrical Optics Fields

For the situation under consideration the incident field is generated by a line source with a distribution prescribed by (16). The ray is characterized by the propagating radial field \( E_i(\rho) \) and the distance travelled \( (s_i) \) to a point of interest: typically an intersection with the surface or the direct illumination of a point in the lit region.\(^2\)

An incident ray interacting with the fully reflective metasurface cylinder at a point \( Q_2(\rho_s) \) within the lit region gives rise to specular scattering components \( E_{s,a} \), with \( a \in \{h, r\} \), whose scattering directions are given by \( \mathbf{k}_s \). The case of \( a = h \) creates the shadow field for the cylinder, the scattering direction \( \mathbf{k}_h \) is the same as that of the incident ray’s, and the contribution from this ray is equal in magnitude but opposite in sign to the incident field at the point of the detector, or in other words

\[
E_{s,h}(\rho_r) = -E_i(\rho_r) \sqrt{\frac{\rho_i}{\rho_i + s_h}} e^{-j k \mathbf{n} \cdot \mathbf{k}_h}, \tag{22}
\]

\(^2\)A more general ray formulation of the incident field could be constructed by obtaining the field over a source surface and constructing a set of rays described by an intensity, direction and curvature.

where \( \rho_i \) is the radius of curvature of the incident ray at the point of the surface, and \( s_h \) is the distance from the critical point to the detector at \( \rho_h = \rho_i + s_h \mathbf{k}_i \). This field cancels out the incident field both within the cylinder as well as behind the cylinder, creating the shadow region.

If sufficiently away from the shadow boundaries, the case of reflection (\( a = r \)) can also be described using GO rays. The scattering direction of the reflected specular rays is determined by Snell’s law of reflection, which mathematically is evaluated using

\[
\mathbf{k}_r \parallel = (\mathbf{k}_i)\parallel, \tag{23a}
\]

\[
\mathbf{k}_r \perp = - (\mathbf{k}_i)\perp. \tag{23b}
\]

The field amplitude corresponding to the specularly reflected ray is evaluated as,

\[
E_{s,r}(\rho_r) = E_i(\rho_r) \cdot R(\rho_r) \sqrt{\frac{\rho_r}{\rho_r + s_r}} e^{-j k s_r} \tag{24}
\]

where \( R(\rho_r) \) is the reflection coefficient, and \( \rho_r \) is the radius of curvature of the reflected wavefront. The reflection coefficient is dependent on the metasurface parameters, the polarization of the incident ray, as well as the angle of incidence between the surface and the incident ray, the latter of which is given by \( \theta_i = - \cos^{-1} (\hat{n} \cdot \mathbf{k}_i) \). The calculation of \( R \) has been discussed in various literature, and was studied in a ray optics framework in [29].

For planar surfaces, except when a modulation of the local surface parameters occurs [28], the term \( \rho_r \) would be the same as that of the incident ray’s. However, the addition of a smooth curved topology causes a shift in the location of the reflected ray’s caustic, resulting in \( \rho_r \) taking the form [44], [46]

\[
\frac{1}{\rho_r} = \frac{1}{\rho_i(Q_r)} + \frac{2}{b \cos \theta_i} \tag{25}
\]

For the case of a general metasurface there is also a transmitted scattered field component: this would take the form of scattered rays that would travel in the interior of the cylinder, repeatedly scattering off of the concave interior and emitting further scattered fields outside. While the GO component could be modeled in a straightforward fashion, the contributions of other scattering effects such as the surface diffracted field is more complicated. Therefore the metasurfaces that will be studied here are limited to the case of non-transmissive metasurfaces for simplicity.

### B. Creeping Waves

When an incident ray interacts with a convex surface at a point of tangency \( Q_1 \), or in other words with an incident angle of \( |\theta_i| = \pi/2 \) (see Fig. 2), some of the energy of the incident ray excites a surface ray that travels along the arc of the surface. Originally described by Keller in [31], [35], these surface rays emit a portion of their energy while following the convex surface in the form of diffracted rays, which travel tangentially from where they leave the surface, at \( Q_2 \). If the surface that the excited ray is traveling on is a closed convex surface the ray will continue to loop around the entirety of the
surface, shedding rays with progressively lower energy until it is considered negligible.

These “creeping waves” have multiple modes that can be excited, each of which contain a different proportion of the energy from the initial incident ray and each with a different azimuthal propagation constant. The waves are captured in the Greens function representation given by (19) with the creeping wave modes characterized by poles in a plane described by the complex Hankel order $\nu$. Each mode corresponds to a root $s_{\nu}$ of the characteristic equation of the boundary conditions, $d(\nu)$, and the contribution of a single ray for a given mode is given by [1]:

$$
E_{d,p}(\rho_d) \approx E_i(Q_1) \cdot D_p(Q_1) \cdot e^{-j v_r t/b} \cdot D_p(Q_2) \cdot e^{-j k s_d} / \sqrt{s_d} \tag{26}
$$

where $t$ is the arc length between $Q_1$ and $Q_2$ that the ray has travelled on the surface, $s_d$ is the distance from where the ray leaves the surface to the field point $\rho_d$, and $D_p$ is the diffraction coefficient, which is given by

$$
D_p(Q_1) = D_p(Q_2) = \left[ \left( \frac{2}{\pi k b} \right)^4 H_4^{(2)} (k b) \frac{\partial}{\partial \rho} d(\nu) \right] e^{-j 3\pi/4} \right]^{1/2} \tag{27}
$$

Due to the cylinder under analysis being a uniform circular cylinder, the principle of reciprocity states that the diffraction coefficients at the points of incidence and emission are the same. The total field from the creeping waves resulting from a single point of diffraction is the sum of all modal contributions and those rays with multiple encirclements of the surface. Mathematically, this is given by

$$
E_d = E_i(Q_1) \sum_{\nu_p} \sum_{m=0}^{\infty} D_p^2 e^{-j v_{r p}(t/b + 2\pi m)} e^{-j k s_d} / \sqrt{s_d} \tag{28}
$$

For most applications, the dominant mode of the creeping waves is sufficient, as the relative values of $D_p$ decreases the higher the mode is. Similarly, the $e^{-j v_{r p}(t/b)}$ term causes significant attenuation of the surface ray as it travels around the cylinder, which makes large values of $m$ corresponding to $m$ full encirclements produce a negligible contribution.

The approximations in the literature used to derive the above creeping wave formulation do introduce some limitations. This ray picture of the surface diffracted fields is most valid for plane-wave incidence and far-zone scattering [1], [31]. When the field point is close to the shadow boundary, however, this formulation breaks down; for this situation, a more sophisticated evaluation of the fields is required.

C. Transition Region

In the previous sections the Geometrical Optics solutions to the lit and shadow regions were discussed. The GTD solution, which encompasses the specular reflected and creeping wave rays, is valid for most regions, however it breaks down when sufficiently close to the shadow boundary, otherwise known as the transition region. This region, which spans an angular range on either side of the shadow boundary on the order of $(2/k b)^{1/3}$ [32], requires a more rigorous evaluation of the fields.

The asymptotic high-frequency analysis of the canonical problem in this transition region has been studied in several papers, most notably by Pathak in [32], who outlines the process for calculating these fields for a plane wave scattered by a perfectly conducting circular cylinder. This process has since been extended for other boundary conditions, such as impedance boundaries [1] and dielectric coated cylinders [36], as well as for non-circular cylinders with incident fields that are not plane waves [45].

There are two separate regions in the transition region: the lit region and the shadow region. The evaluation of the fields in either transition region differ from one another, but provide a uniform transition of the fields across the shadow boundary. The requisite equations are given below.

1) Lit Region: For a field in the lit transition region, the surface diffracted field takes the form of a reflected field. The UTD expression for this reflected field at an observation point $\rho$ is given by

$$
E_r(\rho) = E_i(Q_r) R_g(\xi_p) \sqrt{\frac{\rho_r}{\rho_r + s_r}} e^{-j k s_r} \tag{29}
$$

where the reflection point $Q_r$ on the cylinder is determined using the law of reflection in the same manner as the specular GO fields. The reflected ray caustic $\rho_r$ and the reflected path distance $s_r$ are also calculated in the same way. The main difference between the GO rays and fields in the lit transition region is the generalized reflection coefficient, which is given by [32], [45]

$$
R_g(\xi_p) = -\frac{4}{\xi_p} \left( \frac{e^{-j \pi/4}}{2 \xi_p \sqrt{\pi}} \left[ 1 - F(X_p) \right] + \hat{P}_g(\xi_p) \right) \tag{30}
$$

where $F(x)$ is the UTD transition function [32], which is used commonly in standard edge diffraction [28] and whose argument is given by $X_p = 2k L_p \cos^2 \theta_2$, where $L_p = (s_r s_i)/(s_r + s_i)$ is the distance parameter, $s_i = \rho_i$ is the distance from the presumed cylindrical source to the diffraction point,

$$
\xi_p = -2m \cos \theta_i
$$

is the form of the Fock parameter $\xi$ for the lit transition region, and $m = (kh)^{1/3}$ is the curvature parameter. Because $m$ is always positive for convex surfaces, the parameter $\xi = \xi_p$ is always negative in the lit transition region. Both $X_p$ and $\xi_p$ are larger when away from the shadow boundary and are zero at the shadow boundary.

Equations (29) and (30) are a generalization of (24) which was formulated in terms of a local reflectivity of the surface. In the deep lit region for sufficiently large cylinders (29) and (30) will converge to the GO result predicted by the direct use of (24). The use of (24) when appropriate can be of practical use as the computational cost will be significantly lower than using the generalized formulation.

The function $\hat{P}_g(\xi)$ is the Pekeris caret function, otherwise known as the Fock-Type integral function, which is denoted as such for notational consistency. The function is parameterized

$^3$The caret does not imply that the result of the function is a vector quantity.
by the boundary conditions of the cylinder. Evaluation of this function must be handled with care and will be discussed specifically in the subsequent section.

2) Shadow Region: The surface diffracted field for a field point \( \rho_d \) in the shadow transition region is given by

\[
E_d(\rho_d) = E_i(\mathcal{Q}_1) T_g e^{-jks_d \rho_d} \sqrt{s_d} \tag{31}
\]

The field point \( \rho_d \) is the incident ray diffraction point \( Q_1 \) and the distance \( s_d \) is defined in the same way as for the creeping waves; the only change in these parameters is that \( \rho_d \) can be any point within the shadow transition region, even on the shadow boundary itself, provided that it is some distance away from the surface. The UTD surface diffraction coefficient \( T_g \) is given by [32], [45]

\[
T_g = -m \sqrt{\frac{\pi}{k}} e^{-j\frac{\pi}{4}} \left\{ \frac{e^{-j\frac{\pi}{4}}}{2\xi_d} \left[ 1 - F(X_d) \right] + \hat{P}_i(\xi_d) \right\} \tag{32}
\]

where \( X_d = \frac{k Q_d \xi_d^2}{2\pi m^2}, \quad L_d = \frac{s_d x_1}{s_d r_1 + 1} \), is the distance parameter, \( s_1 \) is the distance from the source to \( Q_1 \), and

\[
\xi_d = \frac{m t}{b}
\]

is the Fock parameter associated with the shadow zone. The parameters \( t \) and \( s_d \) are defined in the same way as in the creeping waves. Similar, but opposite, to the lit transition region, the terms \( X_d \) and \( \xi_d \) are always positive in the shadow region and are zero at the surface boundary.

To summarize, the process of calculating the ray contributions anywhere around the metasurface is depicted in Fig. 3 for a number of illustrative situations:

1) Lit or Lit Transition: If the detector, i.e. a field observation point, is in the lit or the lit transition region, the total field is calculated as the sum of the incident ray (16) at the detector, the reflected ray resulting from the critical point through (24) or (29), and the creeping wave contribution from the diffraction point on the opposite side through (26).

2) Shadow Transition: If within a shadow transition region the total field is the sum of the surface diffraacted field from the closest diffraction point plus the creeping wave contribution from the other diffraction point, using (31) and (26), respectively.

3) Deep Shadow: If within the shadow boundary, but not within a transition region, the total field is the sum of the creeping wave contributions (26) from both diffraction points.

This procedure can be simply extended to find the fields in any 2D region and construct the scattered fields in a desired region of space.

IV. TRANSITION INTEGRAL

A. Evaluation of the Fock-Type integral function \( \hat{P}_g(\xi) \)

The remaining task to complete the RO formulation is to evaluate the Fock-Type integral function \( \hat{P}_g(\xi) \) which depends on the boundary condition of the convex surface as well as the input argument \( \xi \), which was shown in the previous section to be related to the relative proximity of the field point to the shadow boundary. If the characteristic operator of the surface is given by (13), then the Fock-Type integral function is written as [32]

\[
\hat{P}_g(\xi) = E_i(\mathcal{Q}_1) T_g e^{-jks_d \rho_d} \sqrt{s_d} \tag{31}
\]

where \( q_{e,m}(\tau) = m q_{e,m}(\nu) \). The functions \( V(\tau) \) and \( W_2(\tau) \) are the Fock-type Airy functions, and the transition integral \( p^{\ast}(\xi) \), which factors out the singular term found at \( \xi = 0 \), is commonly used. The relationship between the order \( \nu \) and the integration variable \( \tau \) is through a change of variables \( \nu = k b + m \tau \), which is required to relate the Bessel functions to the Fock-type Airy functions under certain approximations [32]. A direct evaluation of this integral is numerically difficult. While the integrand tends towards zero as \( \tau \to \infty \), for negative \( \tau \) values the integrand oscillates with a variable amplitude, and these oscillations only increase in frequency as \( \tau \to -\infty \) with no reduction in average amplitude.

A number of approaches to evaluate this integral for a variety of surfaces have been reported. One of the more consistent methods is to deform the contour of the integral in the complex \( \tau \) plane to perform the integral over discrete intervals, which is used for different types of impedance cylinders [47], [48]. This method is most accurate with surfaces that have a constant \( q_{e,m} \) value; which is not the case for metasurfaces.

Fig. 3. Illustration indicating the different field detection calculations due to overlapping shadow boundary transition regions. Zones correspond to the different methods given in Sec. III-C to calculate the fields. Shadow rays have been omitted for clarity.
and using the method for non-constant values of \( q_{e,m} \) results in erroneous calculations of the fields. These errors become apparent in the lit region, where the fields calculated using (29) do not properly converge to the specular fields for large negative values of \( \xi_p \).

More rigorous approaches of deforming the contour path of the integral do exist [49], but are tedious to implement for a general metasurface. Without a detailed analysis of the poles of the surface integral, and an appropriate deformation of the contour integral path to account for these poles, it is challenging to compute the integral directly. Considering these complexities, a simpler and more heuristic approach to calculate the transition integral will be used instead, which will be shown to work well for the metasurfaces considered.

### B. Heuristic Approach to \( e^{-j\pi/4}p^* (\xi, q) \)

The approach found in [1] to calculate the transition integral is based on using a Green’s function representation of the system. The two alternative representations of the Green’s function, (19) and (21), are used together to obtain

\[
G_\infty (\rho, \rho') = \left[ G_0 (\rho, \rho') + G_s (\rho, \rho') \right] - \frac{\pi}{2} \sum_{i=-\infty}^{\infty} \sum_{\nu_p} \frac{b (v_p)}{\Omega^2 d (\nu)} H_2^{(2)} (k \rho') H_2^{(2)} (k \rho) e^{-j \nu |\phi - \phi'|} \\
\equiv D.
\]

(34)

The above Green’s function contains all the geometrical-optical, transition, and dominant diffraction effects [1], except for the creeping waves which have been removed, and is dependent on the cylinder radius \( b \), the metasurface’s surface susceptibilities, and the pair of field and source reference positions, \( \rho \) and \( \rho' \) respectively.

In the lit transition region the field without the creeping waves present is also prescribed by (29) and in the shadow transition region by (31). Using (34) the expressions (29) and (31) can be inverted to solve for the transition integrals, respectively:

\[
e^{-j\pi/4}p^* (\xi) = \frac{D - E_i (\rho)}{A} + \frac{e^{-j\pi/4}}{2\xi^{\kappa}} F (X_P); \quad \xi = -2m \cos \theta_i < 0 \quad (35a)
\]

\[
e^{-j\pi/4}p^* (\xi) = \frac{D}{B} + \frac{e^{-j\pi/4}}{2\xi^{\kappa}} F (X_D); \quad \xi = \frac{mt}{b} > 0 \quad (35b)
\]

where

\[
E_i (\rho_d) = G_0 (\rho_d, \rho')
\]

\[
A = - E_i (Q_R) \sqrt{\frac{\rho_r}{\rho_r + \rho_d}} e^{-j k s_r} \sqrt{\frac{4}{x}} \frac{e^{-j (\xi / 12)}}{x}
\]

\[
B = - E_i (Q_m) \sqrt{\frac{2}{k}} e^{-j k t} \frac{e^{-j k s_d}}{\sqrt{\delta d}}
\]

Equation (35a) is used for field points in the lit region of the transition region and \( \xi \) is determined by the angle of incidence \( \theta_i \). On the other hand, in the shadow transition region (35b) is used and \( \xi \) is related to the arc length \( t \).

### V. NUMERICAL DEMONSTRATION

#### A. Numerical Setup

In order to test the accuracy of the formulation for the surface diffracted fields, a UTD simulation (i.e. RO-GSTC) was developed in MATLAB and compared to an equivalent 2D Boundary Element Method (BEM) simulation based on an Integral Equations Solver (i.e. BEM-GSTC) [10], [11]. The UTD results are also compared to the eigenfunction solution (i.e. EF-GSTC) given by (15), which represents the actual rigorous field solution of the problem.

Each simulation has three primary components: the surface itself, one or more sources, and multiple field detectors. The metasurface \( S \) of constant radius \( b \) is placed in the \( \rho - \phi \) plane centered at the origin, and its surface susceptibilities \( \chi_{ab} \) are known and uniform across the surface. Cylindrical waves are radiated from a source \( T_x \) at \( (\rho', \phi' = \pi) \), and interact with the surface; to simulate the effect of a plane wave incidence, the line source is moved far away from the origin \( (\rho' \rightarrow \infty) \) such that the cylindrical waves appear planar at the surface. In order to capture the scattered field as a function of angle, several numerical field detectors are placed evenly around the metasurface at locations \( (\rho, \phi) \) with an angular separation of \( \Delta \phi \) between detectors. Based on each detector’s position relative to the shadow boundaries (see Fig. 3), the evaluation of the field at the detector is calculated using a summation of the scattering and diffraction effects.

To analyze the scattered fields from the metasurface cylinder, the detectors are first divided into those that are directly illuminated and those that are shadowed by the cylinder. For each detector in the lit region, the specular reflection point \( \rho_s \) is calculated by applying Fermat’s principle of least time. The transition integral is calculated based on the approach outlined in Sec. IV-B for the desired metasurface and polarization being analyzed. For the synthesis, a source reference position \( \rho'_{\text{ref}} = (\rho'_{\text{ref}} > b, \phi'_{\text{ref}} = \pi) \) is used with a set of field reference positions \( \rho_{\text{ref}} = (\rho_{\text{ref}} > b, \phi_{\text{ref}}) \), where \( \phi_{\text{ref}} \in [0, 2\pi] \) is a set of equally spaced discrete angular points. Once the transition integral \( p^* (\xi) \) is found for a range of \( \xi \) values, the surface diffracted field for a given diffraction point can be calculated by first determining \( \xi \) based on its position relative to the shadow boundary and then using linear interpolation to find \( p^* (\xi) \) utilizing the numerically calculated values.

For points in the transition or shadow region the two diffraction points on the cylinder are found by determining the incident points of tangency in relation to the source. The scattering points of tangency for each detector is then calculated, which are used to determine the \( \xi \) parameter for both diffraction points for each ray. The total field is then calculated for each detector based on their positions relative to the two shadow boundaries.

Fig. 4 presents the transition integral as a function of \( \xi \) for the three example surfaces considered below to illustrate the proposed method. Two surfaces are illuminated by a TM\(_z\) polarization; the first surface has only tangential susceptibility components (TM\(_{z,\parallel}\)), however, for the second a normal component is present (TM\(_{z,\perp}\)). The third surface is for a TE\(_z\) polarization and uses both normal and tangential susceptibility components.
components. Details on the surface descriptions are found in the next section.

Shown in the first plot is the magnitude of \( p^*(\xi) \) for the three surfaces with the transition integral synthesized using \( \rho_{ref} = 2b \) and \( \rho_{ref} = 3b \). As can be seen the procedure outlined in Sec. IV-B provides a clean and smooth transition from the lit to shadow region. In the second plot (Fig. 4b) the variation in \( p^*(\xi) \) is presented for three different cylinder radii for the TM\(_{x\parallel}\) surface. Again we see a smooth transition from then lit to the shadow region. These two plots show the need to characterize \( p^*(\xi) \) for a specific surface configuration defined by the susceptibilities and curvature. The final plot shows the independence of the method to the choice of the synthesis parameters \( \rho'_{ref} \) and \( \rho_{ref} \) by plotting \( p^*(\xi) \) for three different configurations. This last result is important as it shows that the transition integral is insensitive to the nature of the incident field. The overall accuracy and applicability of the method will be addressed in the following sections.

B. Results

To illustrate the proposed formulation and address its accuracy, several examples will be presented. In all cases, the simulations are performed in free-space at a frequency of \( f = 60 \) GHz with a metasurface radius of \( b = 0.03 \) m, i.e., approximately \( 6\lambda \) or \( \approx 38\lambda \) in circumference. To validate the computed field solution, the results are compared to two different methods: the first method is the eigenfunction solution of the fields, which was presented in Sec. II-C. This method is a rigorous analytical method only limited by the number of expansion terms taken and accurately captures all of the scattering effects from the metasurface interacting with a given incident field, and is thus assumed to be a base-line solution.

The second method that is used for comparison is a well-established 2D BEM-GSTC numerical tool [10], [11], which rigorously solves for the scattered fields from arbitrarily shaped conformal metasurfaces with a specified surface susceptibility profile. This simulation tool has been verified against both analytical approaches and full-wave simulations of detailed unit-cell level simulations from commercial simulators [23], as well as for surfaces with modulated parameters that affect the curvature of the scattered fields [29]. The primary source of error in the BEM simulations is the level of surface discretization and a surface mesh density of 30 divisions per wavelength was found to be sufficient for the fields external to the cylinder for proper convergence.

Figure 5 shows the scattering profile of the three metasurfaces that will be considered in this section, as a function of the angle of incidence of the illumination. These scattering profiles are calculated using the synthesized susceptibilities with (4a) and (4c). As seen from the amplitude and phase profiles, the scattering behavior of each metasurface varies with the angle of incidence of an interacting ray, and differs considerably between the examples.

We will now proceed with a detailed comparison for the three surfaces.

1) TM\(_x\). Case using Tangential \( \chi \): The first example is the case of a reflective metasurface whose susceptibilities feature only tangential components and is case 1 in Sec. II-B. For this case we set \( \chi_{zz} = \chi_{\min} = \chi_{\phi\phi} = \chi_{\phi\phi} = 0 \) and the bian-isotropic terms are prescribed to be \( \chi_{\phi\phi} = -\chi_{\phi\phi} = 2j/k_0 \). We have two free and arbitrary parameters \( \chi_{\phi\phi} \) and \( \chi_{\phi\phi} \).

Let us start with a metasurface that is characterized by a finite transmission and reflection at normal incidence. The surface susceptibilities of a planar surface with a transmission coefficient of \( T \) and a reflection coefficient of \( R \) at normal incidence can be synthesized using the method from [15], and
are given by
\[
\chi_{zz}^z = \frac{2j}{k} \left( \frac{T + R - 1}{T + R + 1} \right)
\]
\[
\chi_{\phi\phi}^z = \frac{2j}{k} \left( \frac{T - R - 1}{T - R + 1} \right).
\]

To make the metasurface fully reflective at all angles, the remaining surface susceptibility terms were chosen following Sec. II-B. The values for the constructing scattering coefficients were chosen arbitrarily as \( T = 0.5j \) and \( R = 0.5\sqrt{j} \) to provide a surface with a rich reflective response (See Fig. 5). These synthesized values provide realistic values of the surface susceptibility terms assuming plane-wave incidence, and thus the reflectance is expected to be different when the surface is conformed to a cylinder and excited with an arbitrary incident field.

Figure 6 shows the computed total fields for this case in the presence of a line source at the exterior of the surface. Shown here are the results for the RO and EF simulations, where the RO results are presented as two separate sets of data: 1) the contribution of only the GO rays, and 2) the GO + surface diffracted rays in addition to the previous contributions. These results are normalized with respect to the incident field at the leading edge of the metasurface cylinder \( \rho = (b, \pi) \).

In Fig. 6a) which presents the RO fields over a 2D region, we can see the importance of the surface diffracted fields, which causes fields to diffract into the shadow region behind the cylinder and provides a smooth transition between the lit and shadow regions. Figure 6b) then compares both of these fields to the EF solution on a circle of radius \( 3b \). Here it is seen that the GO fields alone are sufficient to model the scattering behavior of the cylinder when in the deep lit region. However when close enough to the shadow boundary the GO solution alone is not enough, and the complete RO solution matches the expected results. When looking in the deep shadow region, the interference pattern that is caused by the two diffraction points of the cylinder is the same for the RO and EF simulations, which further confirms the formulation’s accuracy.

The same simulation is then compared to the BEM, and the results are compiled in Fig. 7. To illustrate the effect of the MS compared to more traditional boundary conditions, an EF simulation for a PEC surface with the same cylindrical dimensions is also shown [43]. In Fig. 7c) we can see that the BEM simulation, which is formulated using a different methodology, matches the scattered fields of the RO simulation very well exterior to the cylinder. There is a bit of a discrepancy in the fields within the deep shadow region, however this occurs below -40dB and can be considered acceptable with the current discretization of the BEM. As can be further seen, the BEM solution for the interior of the cylinder is not precisely zero, which it is by construction for both the RO and EF formulations. This is due the quantization of the surface currents and was found to reduce for finer surface elements.

There is also a small discrepancy between the EF solution and the RO solution in the deep shadow region right behind the metasurface (Fig. 7 a and b). This is due to the presented UTD solution not including the formulation for fields close to the surface of the cylinder.

2) \( TM_z \) Case using Normal \( \chi \): The second example utilizes a metasurface that has normal susceptibilities in addition to the tangential susceptibilities (case 2 in Sec. II-B). For this surface we have \( \chi_{\phi\phi}^\psi = -\chi_{\phi\phi}^\epsilon = -2j/k \) and we choose the tangential components \( \chi_{zz}^z \) and \( \chi_{\phi\phi}^z \) by setting \( T = 0.5j \) and \( R = 0.5\sqrt{j} \). In addition we have two other free susceptibilities to specify and we set \( \chi_{\psi\phi}^\epsilon = -10\chi_{\psi\phi}^\psi \) and \( \chi_{\psi\psi}^\psi = 5\chi_{\phi\phi}^z \). all other susceptibility parameters are 0. This produces the reflectivity response shown in Fig. 5.

Figure 8 shows the simulation results of the metasurface
cylinder interacting with a TM\textsubscript{2} polarized plane wave travelling in the \(+z\) direction. Figure 8a) presents 2D field depictions for the RO and BEM simulations showing a close match in the lit and transition regions. In Fig. 8b), we can see that the RO simulation matches very well with the EF solution for the entire angular extent 2\(b\) away from the surface of the cylinder. In the inset, which gives a better look at the interference pattern in the shadow region, the BEM simulation diverges slightly from the RO/EF solution. This can be seen more clearly in Fig. 8a), where a small leakage field passes through the, in principle, non-transmissive surface, causing a resonance in the interior and subsequently distorting the region behind the metasurface. As before this effect can be reduced by increasing the discretization of the BEM surface. It should be noted that this example has used a planewave excitation (which is very different then the excitation used to characterize the normal and tangential surface susceptibilities. This work may be seen as an extension of the previous work in [29] on the creation of ray optical infrastructure for metasurface systems. That work only dealt with planar surfaces and consequently

\begin{align}
\phi (^\circ) & \quad \text{dB} \\
\|E\|/\|E\text{,i}\| & \quad \text{dB} \\
\|H\|/\|H\text{,i}\| & \quad \text{dB}
\end{align}

Fig. 7. Normalized total electric field due to a metasurface cylinder of radius \(b = 0.03\) m, illuminated by a line source at \(\rho^\prime = (0.06, \pi)\). Shown are the 2D fields for the same metasurface parameters using a) the EF, b) the RO and c) the BEM methods, with the metasurface cylinder outlined in yellow. d) shows the total fields for the BEM, RO, metasurface EF, and PEC EF simulations along an arc of \(\rho = 0.09\) m.

3) TE\textsubscript{2} Case using Tangential and Normal \(\chi\): The final example is the same metasurface as the second example, instead excited with a TE\textsubscript{2} polarized line source at the exterior of the surface. Fig. 9a) shows the simulation results comparing the 2D fields of the RO simulation with the BEM. Similar to the previous examples, the RO matches the BEM quite well visually in the lit and transition regions, whereas there is some discrepancy when observing the diffraction pattern behind the cylinder. This is further emphasized in Fig. 9b); here the RO simulation results match the EF solution very well for the entire arc of the circle, including the shadow region. However, the BEM results diverge more apparently for this example in the shadow region, where the calculated fields are small (less than -20 dB) compared to the fields in the lit region.

Fig. 8. Normalized total electric field due to a metasurface cylinder of radius \(b = 0.03\) m, illuminated by a plane wave source. a) 2D fields for the same metasurface parameters using the RO method (left) and BEM (right), with the metasurface cylinder outlined in yellow. b) The total fields for the BEM, RO, and EF simulations along an arc of \(\rho = 0.09\) m, with the inset figure showing the transition and shadow regions.

Fig. 9. Normalized total magnetic field due to a metasurface cylinder of radius \(b = 0.03\) m, illuminated by a line source at \(\rho^\prime = (0.06, \pi)\). a) 2D fields for the same metasurface parameters using the RO method (left) and BEM (right), with the metasurface cylinder outlined in yellow. b) The total fields for the BEM, RO, and EF simulations along an arc of \(\rho = 0.09\) m, with the inset figure showing the transition and shadow regions.

VI. Conclusion
A ray optical methodology based on the uniform theory of diffraction has been proposed to model electromagnetic field scattering from uniform curved metasurfaces with both normal and tangential surface susceptibilities. This work may be seen as an extension of the previous work in [29] on the creation of ray optical infrastructure for metasurface systems.
only specular reflection and edge diffraction. The work in this paper develops a methodology for the incorporation of curved surfaces and the resultant need to incorporate “creeping wave” diffraction and transition effects across the shadow boundary. The paper addresses the issue of illumination of a purely reflective uniform cylindrical MS illuminated by a line source, dealing with both polarizations, but not a MS that produces cross-polarized reflections, for simplicity. This canonical problem has a long history in UTD development for a wide variety of surfaces, and the extension to a MS provided here exploits a methodology previously used for cylinders coated in thin dielectric layers [1].

The formulation has been fundamentally based on a representation of the MS using the GSTCs which characterizes the surface in terms of susceptibilities. After establishing the conditions for a fully reflective surface the characteristic eigenfunction description of the MS problem has been developed. This rigorous analytical solution to the problem is then used to develop a RO-GSTC description of the scattered fields; including the specular GO field, surface diffraction described by creeping waves and a transition region over the shadow boundary. The specification of the fields in the transition region is dependent on the evaluation of the Pekeris caret function integral – a traditionally challenging problem. The approach taken in the paper follows [1] using a pragmatic method which allows for a smooth transition across the shadow boundary.

It should be noted that unlike the EF solution, the proposed RO-GSTC method can be integrated inside a more sophisticated RT framework where multiple scattering objects may be present. Traditional RO tracing has been applied extensively to electrically large scattering problems, and commercial software developed, as there was a clear need for methods able to handle problems that were too intensive for full-wave simulations [50]. In this paper a well established BEM full-wave simulation method was also used as a base-line for comparison of the predicted fields. However, the use of the BEM method for large problems results in the solution of a very large sparse matrix and even 2D simulations would be restricted to problems not significantly larger than presented here – primarily due to memory limitations. On the other hand, traditional ray tracing has been used successfully for much larger problems [51] and the methodology presented here would be appropriate for these scale lengths.

In conclusion the approach presented here is found to work well for the reflective MS considered here. The effectiveness of the RO approach is confirmed in the final section where three surfaces are used to demonstrate that the RO-GSTC fields very closely match the analytical solution over the entire domain of deep lit to deep shadow. The fields are also compared to an integral based numerical approach and a good match is found. The addition of surface diffraction effects to the RO-GSTC framework for a fully reflective metasurface will provide a basis for the continued development of ray optics approaches incorporating metasurfaces. The need for very large scale simulation of metasurface systems within complex environments motivates the extension of this work to non-uniform curved surfaces and transparent metasurfaces, which will be a topic of future investigation.
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