Research on the Region-Growing and Segmentation Technology of Micro-Particle Microscopic Images Based on Color Features
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Abstract: Silkworm microparticle disease is a legal quarantine standard in the detection of silkworm disease all over the world. The current common detection method, the Pasteur manual microscopy method, has a low detection efficiency all over the world. The low efficiency of the current Pasteur manual microscopy detection method makes the application of machine vision technology to detect microparticle spores an important technology to advance silkworm disease research. For the problems of the low contrast, different illumination conditions and complex image background of microscopic images of the ellipsoidal symmetrical shape of silkworm microparticle spores collected in the detection solution, a region growth segmentation method based on microparticle color and grayscale information is proposed. In this method, the fuzzy contrast enhancement algorithm is used to enhance the color information of micro-particles and improve the discrimination between the micro-particles and background. In the HSV color space with stable color, the color information of micro-particles is extracted as seed points to eliminate the influence of light and reduce the interference of impurities to locate the distribution area of micro-particles accurately. Combined with the neighborhood gamma transformation, the highlight feature of the micro-particle target in the grayscale image is enhanced for region growing. Meanwhile, the accurate and complete micro-particle target is segmented from the complex background, which reduces the background impurity segmentation caused by a single feature in the complex background. In order to evaluate the segmentation performance, we calculate the IOU of the microparticle sample image segmented by this method with its corresponding true value image, and the experiments show that the combination of color and grayscale features using the region growth technique can accurately and completely segment the microparticle target in complex backgrounds with a segmentation accuracy IOU as high as 83.1%.
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1. Introduction

Bombyx mori particulate disease is one of the five major infectious diseases of Bombyx mori. It causes devastating harm to Bombyx mori and is listed as a quarantine object by silkworm-breeding countries around the world [1]. Currently, manual microscopic examination is the main detection method for the prevention and control of silkworm micro-particle disease in China. The use of computer image processing technology to realize the rapid identification and detection of microscopic images of micro-particles is an inevitable choice to promote the industrialization of the sericulture industry.

The image of Bombyx mori micro-particles is an image obtained by grinding silkworm moths, centrifugally separating them and then placing them under a microscope. There is a large number of silkworm moth fragments, green pulp spores, bubbles, moth powder and other complex image backgrounds in the grinding fluid. Aimed at the segmentation technology of the microscopic image of silkworm micro-particles, in a pure sample and...
combined with the shape characteristics of micro-articles, Huang Honghua [2] used morphological segmentation to segment the image of micro-particles from the pure samples with the combination of shape features of micro-particles, resulting in a high segmentation rate of 88% in 50 samples. Zhang Xiangqin [3] used the histogram equalization method for contrast enhancement processing and used the fast two-dimensional OTSU thresholding method for image binarization to achieve the separation of micro-particles and impurities. The above methods are all based on a certain feature of micro-particles and combined with specific theories to complete the segmentation. Currently, there are few available data on silkworm micro-particle segmentation technology based on machine vision. Nevertheless, there are many examples of research in other fields of microscopic image segmentation, and most of them involve medical cell image segmentation. The methods used in medical cell image segmentation can be divided into four categories: threshold-based segmentation, edge-based segmentation, region-based segmentation and specific theory-based segmentation.

For threshold segmentation, Amer and Aimi [4] converted malaria cells and blood cells from the RGB space to the HSV space with the method of color conversion and then compared the cell images under each component to the segment cells in combination with the OTSU algorithm. In this article, the green component segmentation with the use of the RGB color space has been found to be the best method for segmenting leukemia images, reaching an accuracy rate of 83.84%. By the method of improving the limitations of OTSU’s single threshold, combined with the characteristics of white blood cell images, EP Mandyartha et al. [5] set multi-level automatic thresholds to segment the blood cell images. Through this method, the average Zijdenbos similarity index (ZSI) and recall accuracy reached 92.5% and 94.03%, respectively. These methods all rely on accurate threshold selection and do not have good adaptability.

For edge segmentation, Caya et al. [6] used the Canny edge extraction algorithm to segment red blood cells in urine, and the percentage error produced by automatic counting of this method was 9.561% compared with manual counting by medical technicians. Wang Y.L. and Y.Y. Pan [7] used a custom convolution kernel for edge extraction of images in cancer cell diagnosis and an enhanced edge to extract cancer cells combined with the top-hat method, reaching a result of a higher edge closure of 30%, at least compared with other edge detection algorithms (e.g., Roberts, Log, Canny and Prewitt). These methods require relatively high contrast cell images, and the edge segmentation is poor in low-contrast cell microscopic images.

For region segmentation, Kim Tae Hoon et al. [8] used the color information of stained cells and the watershed algorithm of distance transformation to accurately extract white blood cells, achieving an accuracy of about 94% for the single-cell segmentation of 47 DAPI-stained MKN-28 images, an improvement of about 6% over the existing algorithms. Monteiro A. et al. [9] used the color difference between red and white blood cells to segment them and then used the watershed algorithm to segment the red and white blood cells separately. The article used 30 blood picture samples, and the accuracy of detecting red and white blood cells was 73% and 60%, respectively, and had good timeliness. Before using the watershed algorithm, this method needs to build a suitable “dam”. When the background is not pure, it is easy to segment a similar part of the background into the targets.

In terms of specific theoretical segmentation, Pan et al. [10] used the bacterial foraging optimization algorithm to optimize the cell image after edge detection, highlight the strong edge and inhibit the weak edge to segment the cell images. In this method, the whole image needs to be solved iteratively, and the memory overhead is large.

Although the above segmentation techniques use different methods, they are all designed to improve the segmentation accuracy of the microscopic images. However, in cell image segmentation, the image is obtained after staining the specimens made of pure samples, which is not suitable for complex background image segmentation. In order to solve the problem of microscopic image segmentation in complex backgrounds,
through the color characteristics and grayscale characteristics of silkworm micro-particles, an algorithm based on color space conversion and fuzzy contrast enhancement is proposed in this paper. The micro-particle targets in the image are extracted by color information, and the segmentation result is further optimized by a region-growing algorithm with gray information.

2. Characteristic Analysis of the Micro-Particle Image

The micro-particle spores are ellipsoidal and symmetrical with a size of 3–4 × 1.5–2.5 µm, are light green when observed under a microscope at 600 times magnification and have a certain refractive index [11]. The images collected by the micro-particles under the microscope are shown in Figure 1.

![Figure 1. Micro-particle image in a complex background.](image)

It can be seen from Figure 1 that the micro-particle image has the following characteristics: (1) under the microscope, the image background is green as a whole, and the difference from the target color is not obvious; (2) the micro-particle image contains many impurities; (3) under different extraction layers, the light is uneven, and the color is different; and (4) the micro-particles have refractive properties, and the brightness in the image is high.

In light of the above characteristics, combined with the actual situation of the micro-particle image, the algorithm flow chart is shown in Figure 2. In the segmentation process, considering the problem that the particles are not clearly distinguished from the background in the image, the image needs to be color-enhanced before segmentation. The color information is enhanced by the contrast enhancement method to make the target stand out in the image. In order to make full use of the color characteristics of the micro-particles, the HSV color space with stable color information is selected to carry out color pre-segmentation of the image. After the micro-particle color feature segmentation, the micro-particle target segmentation may not be complete, and the impurities cannot be completely removed. Therefore, according to the high-brightness characteristics of micro-particles in the image, the particle grayscale image is grayscale. The color information is used to find the seed points, and the grayscale image is grown in the grayscale image to segment the complete micro-particle target from the complex background.

![Figure 2. Segmentation flowchart.](image)
3. Pre-Segmentation of Micro-Particle Images Based on the Color Features

3.1. Fuzzy Enhancement Preprocessing of Color Micro-Particle Images

In light of the problem that the color difference between the micro-particle target and the background is not obvious, the color information is used to initially extract the particle target to distinguish the foreground and background colors in the color image. This requires image enhancement to some degree. According to the fuzzy theory proposed by Pal and King [12], the fuzzy contrast enhancement algorithm is used to process the image.

The membership function defined by the traditional fuzzy enhancement algorithm is as follows:

\[ \mu_{ij} = G(X_{ij}) = \left(1 + \frac{X_{ij} - X_{c}}{F_{d}}\right)^{-F_{e}} \]  
\[ \mu_{c} = G(X_{c}) = \left(1 + \frac{X_{max} - X_{c}}{F_{d}}\right)^{-F_{e}} = 0.5 \]  
\[ F_{d} = \frac{X_{max} - X_{c}}{2^{F_{e}} - 1} \]

where \( X_{c}, F_{d} \) and \( F_{e} \) are the fuzzy function crossing point, exponential fuzzification factor greater than zero and denominator fuzzification factor, respectively.

From Equations (1)–(3), the traditional fuzzy enhancement algorithm does not specify the value scheme for the crossing point \( X_{c} \) during the enhancement process. The selection of exponential fuzzification factor \( F_{d} \) and denominator fuzzification factor \( F_{e} \) in the defined membership degree also need to be based on the crossing point. However, in the micro-particle image, the background of the image is similar to the target color, and it is difficult to select the crossing point. Thus, a global fuzzy contrast enhancement algorithm is adopted in this experiment. The algorithm steps are as follows:

1. Determination of the fuzzy membership function.
   
   Aimed at the problem that the crossing point of the traditional fuzzy membership function is not clear, the log membership function is used to map each spatial domain to the fuzzy domain. The defined log membership function is as follows:

\[ \mu_{ij} = G(X_{ij}) = \log_{2}\left(1 + \frac{X_{ij} - X_{min}}{X_{max}}\right) \]  

where \( \overline{X}_{ij} \) is the image pixel neighborhood average and \( \mu_{ij} \) is the membership degree corresponding to pixel \( X_{ij} \).

2. Enhancement processing of fuzzy domain images.
   
   Use the defined function to stretch the membership function \( \mu_{ij} \):

\[ T(\mu_{ij}) = \begin{cases} 
2(\mu'_{ij})^2, & 0 \leq \mu_{ij} \leq 0.5 \\
1 - 2(1 - \mu'_{ij})^2, & 0.5 \leq \mu_{ij} \leq 1 
\end{cases} \]

\[ \mu'_{ij} = T(\mu_{ij}), T^{k}(\mu'_{ij}) = T^{k-1}(\mu'_{ij}) \]

3. Restore the fuzzy domain to the spatial domain:

\[ X'_{ij} = G^{-1}(\mu'_{ij}) = X_{min} + X_{max}(2^{\mu'_{ij}} - 1), 0 \leq \mu'_{ij} \leq 1 \]

According to the above results, the following can be seen:

(1) When using the fuzzy contrast enhancement algorithm, the light green color feature of the micro-particles can be effectively enhanced in the image compared with the original image Figure 3a.
(2) When using traditional contrast enhancement, the background color of Figure 3b is also enhanced during the enhancement process. Using color information for image segmentation processing can easily cause mis-segmentation of the background impurity images.

(3) When using the global fuzzy contrast enhancement algorithm (as shown in Figure 3c), the background color also changes greatly while the particle color information is enhanced. Compared with Figure 3b, it has better discrimination and is convenient for extracting the micro-particle target image by using the color features to prepare for subsequent image segmentation.

![Figure 3. Micro-particle blur enhancement pretreatment: (a) original image collected under the microscope; (b) the image enhanced by traditional contrast; and (c) the image enhanced by global fuzzy contrast.](image)

3.2. Color Target Extraction from Silkworm Micro-Particle Images

3.2.1. Color Feature Space Selection of Micro-Particle Images

In micro-particle images, the color information of the micro-particles is an important basis for segmentation. Therefore, the correct selection of the color space is crucial for achieving accurate micro-particle segmentation.

When analyzing color images, the commonly used color models include the RGB color model and HSV color model. The RGB color space model is composed according to the principle of three primary colors, and it has three channels. These three channels are highly correlated and sensitive to light. Therefore, when the color features of the micro-particles are segmented, due to different depths in the extraction liquid layer, and different color depths easily affected by the light of some micro-particles, the RGB color model is not considered first in the segmentation process.

However, the HSV (the $H$ component represents hue, $S$ component represents saturation, and $V$ component represents brightness) color space conforms to the color model of the human perception of color [13]. The three channels in the HSV color space model are independent from each other. When one dimension is processed, the other two dimensions will not be disturbed.

In this paper, the color characteristics of the micro-particle target in the image are used to carry out preliminary segmentation of the micro-particle target. The HSV color model with stable color information should be selected. The collected RGB image is converted to HSV space, and the color information is extracted by using the $H$ and $S$ components of the color dimension in HSV space. This can effectively avoid the influence of unstable illumination and the problem of different color depths of micro-particles in different layers.
The model for converting the RGB color space to HSV color space is as follows:

\[
V = \max(R, G, B) \\
S = \begin{cases} 
V - \min(R, G, B) \times \frac{255}{V}, & \text{if } v \neq 0 \\
0, & \text{if } V = 0 
\end{cases} \\
H = \begin{cases} 
(G - B) \times \frac{60}{S}, & \text{if } V = R \\
180^\circ + \frac{(B - R) \times 60}{S}, & \text{if } V = G \\
240^\circ + \frac{(R - G) \times 60}{S}, & \text{if } V = B 
\end{cases} \\
\text{if } H < 0^\circ, \text{then } H = H + 360^\circ
\]  

(8)

where \( H \) is the tone, \( S \) is the saturation, \( V \) is the brightness, \( R \) is the red component, \( G \) is the green component and \( B \) is the blue component.

According to the color conversion model, the image color space is converted. Figure 4a is the HSV color space image after color conversion. Figure 4b is a color component diagram after the original image is converted to the HSV color space and the brightness component \( V \) is removed. Figure 4c is the color component diagram with the removal of the brightness component \( V \) after the original image is converted to the HSV color space with fuzzy contrast enhancement.

![Image](image_url)

**Figure 4.** HSV space picture: (a) HSV space, (b) original HS component and (c) enhanced HS component.

The results in Figure 4 show the following:

1. In the HSV space, as shown in Figure 3a, the color of the micro-particle target is significantly different from the background, indicating that the color feature can effectively segment the micro-particle target.
2. From Figures 3b and 4c, in the HSV space, in the micro-particle image with the removal of the V component, the green feature of the micro-particles is dark. The edge information is not very different from the background and the edge information is blurred.
3. In the image with enhanced color information (Figure 4c), the color of the micro-particle target is well distinguished from the background, and the particle target is complete and has clear edges.

3.2.2. Determination of the Color Feature Extraction Criterion of Micro-Particle Images

After the color space is determined, the determination of the micro-particle color extraction criteria is also the key to accurately segmenting the micro-particles. According to the color characteristics of the micro-particles, a statistical method is used to process the collected images of some typical silkworm micro-particles. The experiment selected 50 micro-particle targets, transformed them to the HSV color space after enhancement and then counted the average value of the corresponding color components in the HSV color space in turn. In order to facilitate the calculation, each component was uniformly normalized to (0–255) for the statistics. The statistical results are shown in Figure 5.

Figure 5. Color component distribution: (a) $H$-component range; (b) $S$-component range; (c) $V$-component range.
According to the statistical results of the HSV color space components of some typical target objects, the following can be seen:

1. In the HSV space, as long as the $H$ component fluctuated up and down at 65, the variation of the $S$ component was mainly $60 < S < 140$. The numerical values were relatively concentrated, and it was feasible to extract micro-particle images by using the color features.

2. The value of the brightness component $V$ fluctuated stably above 200, indicating that the high gray feature brought about by particle refraction was reliable.

3. Since the luminance component $V$ had nothing to do with the micro-particle color information, the range of the $V$ component was not set when formulating the color extraction criteria.

Based on the above results, the color extraction results were as follows. The corresponding range of the $H$ component was 50–80, and the corresponding range of the $S$ component was 60–140. According to the color distribution, the micro-particle target could be extracted preliminarily:

$$f(i,j) = \begin{cases} f(i,j), & (H,S,V) \in D \\ 0, & (H,S,V) \notin D \end{cases}$$

$$D = \{50 \leq H \leq 80, 60 \leq S \leq 140, 0 \leq V \leq 255\}$$

4. Research on the Improved Micro-Particle Image Segmentation Algorithm Based on Region Growing

The basic idea of the region-growing algorithm is to combine pixels with similar characteristics. For each region, a seed point is first specified as the starting point of growing, and then the pixels in the neighborhood of the seed point are compared with the seed point. Finally, the points are combined with similar properties and continue to grow outward until all qualified pixels are included [14].

The key to segment the image using the region growing method is the selection of seed points and the determination of the growing criterion [15–17]. In light of the random distribution of micro-particles in the entire image and the complex backgrounds, the key to correctly and efficiently segmenting the image of the micro-particles is to select seed points automatically and accurately. Furthermore, the key to complete micro-particle segmentation is the reliability and stability of the growing criteria. In the traditional area growing algorithm, the selection of seed points is generally manual. Although manual selection can ensure the effectiveness of seed points, the detection efficiency is low. The growing criterion is usually based on the comparison of the gray values between the seed point and field to construct a threshold. It does not consider the shape, size or other parameters of the target, which often leads to over-segmentation and cannot meet the precise segmentation of the micro-particles. Therefore, this paper redefines the selection criteria from the selection of seed points and the growing criteria.

4.1. Automatic Selection of Multiple Sub-Points

According to the color features of the micro-particles in the complex background, and using the incomplete segmented images extracted from the color information of the micro-particles, the morphological method was used to remove the small speckle impurity images whose color features were not completely removed. The target area of the micro-particles was accurately located as a seed point.

The flow chart is shown in Figure 6.
4.2. Improved Growing Criteria

The traditional region growing method generally uses the same image to grow the target image and uses the set growing criteria to grow. When selecting seed points, they have been screened for a certain feature of the image. If the same image is used for region growing, it is easy to repeat the operation of a certain feature of the image, and the effect is not ideal. Therefore, this paper adopted the HSV image of the micro-particles for preliminary segmentation. It selected the seed points automatically and combined the refraction of micro-particles (i.e., the high gray characteristics of the micro-particles in the gray image) to carry out gamma transformation to enhance the gray information of the micro-particle targets. Meanwhile, an appropriate growing threshold was selected to grow the image. During the growing process, it was necessary not only to ensure the accuracy of the two-dimensional features of the color and the gray level of the micro-particles but also to ensure the integrity of the target image of the micro-particles. The pixel size of the micro-particle target in the image should have also been considered to ensure over-segmentation during the growing process.

![Image](image-url)
4.2.1. Growing Image Determination Based on the G Component

In order to solve the problem of inconsistent micro-particle graying in the micro-particle image, gamma transformation was used because it could improve the image quality, correct the image graying effectively and was simple to calculate [18]. The micro-particles were light green in the image and had a certain degree of refraction; thus, in the RGB color model, the G component had richer gray information than the B and R components. The micro-particle target had a better degree of discrimination relative to the background. Therefore, in the RGB space, the grayscale image of the G component was selected to carry out gamma transformation on the image, and the image was pulled as the image to be grown for region growing. The RGB component diagram is shown in Figure 7.

![Figure 7. RGB component diagram: (a) R component, (b) G component and (c) B component.](image)

Assuming that the pixel neighborhood is $U$, the formulas for calculating the gray mean $ar{f}$ and the standard deviation $\sigma^2$ in the neighborhood are

$$\bar{f} = \frac{1}{n} \sum_{(i,j) \in U} f(i,j)$$  \hspace{1cm} (11)$$

$$\sigma = \sqrt{\frac{1}{n} \sum_{(i,j) \in U} |f(i,j) - \bar{f}|^2}$$  \hspace{1cm} (12)$$

where $f(i,j)$ is the gray value of the pixels in $U$ and $n$ is the number of pixels in $U$.

Based on the above two formulas, the improved gamma transformation function is

$$f(i,j) = 255 \times \left( \frac{\bar{f}}{f_{\text{max}}} \right)^{2.5 \pm \frac{2}{7}}$$  \hspace{1cm} (13)$$

where $f_{\text{max}}$ is the image maximum (usually 255).

We selected the $3 \times 3$ size neighborhood to perform the above operations on the $G$ component, and the effect diagram was as follows.

As shown in Figure 8a,b, the improved gamma transformation not only enhanced the high-brightness features of the micro-particles but also processed the gray information in the neighborhood. Using the average value in the neighborhood to replace the original pixels could reduce the image noise and improve the dispersion of the global enhanced gray level. By combining the mean and standard deviation, the stretch index was adjusted accordingly to make the image smoother, and it was convenient to set the threshold to grow the image area.
4.2.2. Determination of the Growing Criteria Based on the Grayscale Enhanced Images

Let \( R \) be the seed point area and \( A \) be the mapping of \( R \) on the image after grayscale enhancement. The average gray value of region \( A \) is \( \bar{f} \). Based on the gray level of the area to be grown, set the seed point threshold to eliminate color-based background impurities. Set the growing threshold \( T_a \), and compare the gray value of the point to be grown \((x', y')\) with the gray average value of the area, namely:

\[
\begin{align*}
& f(x', y') \geq T_s \\
& |f(x', y') - \bar{f}| \leq T_a
\end{align*}
\]

where, \( f(x', y') \) is the gray value of the pixel to be grown in \( A \); \( \bar{f} \) is the grayscale of the grown area in \( A \), and \( T_a \) is the growing threshold. If the above formula is true (i.e., the region-growing condition is satisfied), then the point is merged into the growing region. Meanwhile, \( \bar{f} \) is updated after each growing; otherwise, it will not grow.

Since the microparticle targets were small in the image (only about 10 pixels wide and high) and close to the background, it was considered that only the grayscale criteria could not avoid incorrect segmentation of the background region during segmentation. Therefore, an area determination criterion for determining the micro-particle size in combination with the particle area was used; that is, the pixel coordinate \((x', y')\) was compared with the seed coordinate \((x, y)\) during growing:

\[
\begin{align*}
& |x' - x| \leq 10 \\
& |y' - y| \leq 10
\end{align*}
\]
Based on the above two points, the modified growing criterion was as follows:

\[
\begin{align*}
    f(x', y') & \geq T_s \\
    |f(x', y') - T| & \leq T_a \\
    |x' - x| & \leq 10 \\
    |y' - y| & \leq 10
\end{align*}
\]  

(16)

When all the neighboring pixels of the seed point do not have a pixel point that meets the requirements, the growing is stopped, and the image segmentation is completed. Due to the limited area, the threshold \( T_a \) can be appropriately increased to prevent the under-segmentation caused by grayscale changes. For an image with a gray level of \((0,255)\), since the micro-particle target gray level is larger, \( T_s \) is taken as 0.8 times the maximum pixel value, and the reasonable value range of \( T_a \) is in (50,70).

5. Experimental Results and Analysis

In order to verify the effectiveness of the color feature-based micro-particle microscopic image region-growing segmentation algorithm proposed in this paper, this experiment was divided into two parts: (1) micro-particle color pre-segmentation based on enhanced color, and (2) combined with gray information, the pre-segmented image is grown in regions. Based on the above two points, this paper selected the collected micro-particle images under different visual fields (Figure 9) to compare and analyze the experimental results of the segmentation.

![Figure 9](image)

**Figure 9.** Micro-particle images in different visual fields: (a) visual field 1, (b) visual field 2 and (c) visual field 3.

Figure 9 is the original micro-particle images with a complex background under different visual fields, collected under a 60× objective lens and 10× eyepiece. The images contain many impurities, and the background is complex. Aimed at the above processing methods, this experiment compared them with color pre-segmentation and the growing algorithms. These two aspects verify the proposed complex background micro-particle segmentation method based on the joint color gray information and region growing method, respectively.

1. Comparison of Color Pre-Segmentation Effects

As shown in Figure 10, Figure 10a-c shows the micro-particle image enhancement images collected under different visual fields. Figure 10d-f is a pre-segmented image after color enhancement, and Figure 10g-i is a color pre-segmentation result of an unenhanced image.
**Figure 10.** Color pre-segmentation effect: (a) color enhancement map of visual field 1, (b) color enhancement map of visual field 2, (c) color enhancement map of visual field 3, (d) enhanced color pre-segmentation of visual field 1, (e) enhanced color pre-segmentation of visual field 2, (f) enhanced color pre-segmentation of visual field 3, (g) original color pre-segmentation of visual field 1, (h) original color pre-segmentation of visual field 2 and (i) original color pre-segmentation of visual field 3.

The results of Figure 10d–i show the following:

1. For microscopic micro-particle images with uneven illumination, low contrast and complex backgrounds, HSV-based color information extraction could effectively extract micro-particle targets.
2. After color enhancement, the micro-particle image segmented according to the color range can remove a large number of impurity targets compared with the original image, and the effect is better and more accurate.
3. There was a performance comparison of the improved area-growing algorithm. Based on the above color pre-segmentation results, an incomplete image of the micro-particles in the image could be obtained. Region growth of the existing results was carried out, and the impurities in the seeds were removed according to the gray threshold to supplement the complete shape of the micro-particles. In this experiment, the traditional region-growing method and the automatic region-growing method proposed in [14] were used to segment the experimental image. The accuracy of the automatic selection of multi-seed points and micro-particle segmentation were compared and verified. The number of single micro-particle pixels was used to measure the integrity of the segmentation, and the growing time was used to verify the performance of the algorithm.
Comparison of Different Region-Growing Algorithms

In the experiment, when using the traditional region-growing method and the algorithm in [14], the growing image was the original gray image without gamma transformation. The difference between the target and the background was small, and the initial threshold was set to $T = 25$. The segmentation effect of the traditional region-growing method, the automatic region-growing method from [14] and the algorithm in this paper are shown in Figure 11a–f. In this experiment, the growing image was set as a grayscale image after neighborhood gamma transformation, and the growing threshold was $T = 60$. The experimental results are shown in Figure 11g–i.

Figure 11. Comparison of segmentation effects: (a) traditional regional growing of visual field 1, (b) traditional regional growing of visual field 2, (c) traditional regional growing of visual field 3, (d) self-growing from [14] of visual field 1, (e) self-growing from [14] of visual field 2, (f) self-growing from [14] of visual field 3, (g) algorithm in this paper for visual field 1, (h) algorithm in this paper for visual field 2 and (i) algorithm in this paper for visual field 3.

It can be seen from Figure 11a–c,e–g that when the neighborhood gamma image was not used for the area’s growth, because the micro-particle target was too close to the background gray level, misjudgment occurred when judging the seed threshold. As a result, visual field 1 and visual field 3 had background mis-segmentation during region growing, as shown in Figure 11a,c,d.
Growing Algorithm Comparison

The comparison between the method in this paper and the other two algorithms is shown in Tables 1 and 2.

Table 1. Growing region pixel and IOU.

| Algorithm                | Visual Field 1 | Visual Field 2 | Visual Field 3 |
|--------------------------|----------------|----------------|----------------|
| Traditional algorithm    | Total points: 1318 | 1113          | 906            |
|                          | Average points: 94   | 92            | 100            |
|                          | Average IOU: 81.76% | 83.69%        | 83.81%         |
| Algorithm from [14]      | Total points: 717   | 628           | 471            |
|                          | Average points: 51  | 52            | 52             |
|                          | Average IOU: 74.11% | 77.39%        | 78.6%          |
| This paper’s algorithm   | Total points: 1037  | 1067          | 723            |
|                          | Average points: 74  | 88            | 80             |
|                          | Average IOU: 80.58% | 83.31%        | 85.41%         |

Table 2. Algorithm performance comparison.

| Algorithm                | Growing Image       | Growing Time |
|--------------------------|---------------------|--------------|
| Traditional algorithm    | Original grayscale  | 0.087 s      |
| Algorithm from [14]      | Original grayscale  | 2.416 s      |
| This paper’s algorithm   | Enhanced grayscale  | 0.792 s      |

It can be seen from Table 1 that the traditional algorithm used region growth due to the background and microparticle target being too close to each other, resulting in too many growth points, the microparticle edge distinction not being obvious, and the average IOU accuracy being 83.0%. Meanwhile, the algorithm from [14] used the aberration coefficient calculated by the standard deviation and seed mean to adjust the growth threshold and an additional gradient threshold to limit the growth conditions, and more restrictions in the growth process led to the average IOU accuracy being 76.7%. The algorithm in this paper had a better growth effect and clear edges due to the use of enhanced grayscale images for region growth and increased growth region restriction, and the average IOU accuracy was 83.1%, which was the highest among the three algorithms.

It can be seen from Table 2 that when performing region growing, the real-time performance of this algorithm was not much different from the traditional region-growing algorithm. The algorithm from [14] needed to update the gray mean value and standard deviation of the growing area frequently, which led to a prolonged algorithm time and failed to meet the real-time requirements.

Generally, the algorithm in this paper could independently and efficiently determine the particle target and the suspected target in the segmented image, saving the time of selecting seed points. It could also segment the size and shape of the micro-particle target more accurately, and it was not easy to be under-segmented or over-segmented. The reliability and accuracy of the algorithm were verified.

6. Conclusions

In this paper, we proposed a micro-particle image segmentation method based on combined color features and region growth by combining the characteristics of the microparticle images under a microscope, and we found the following:

1. In the extraction of color information, the use of global fuzzy contrast enhancement can improve the problem of microparticle targets not clearly being distinguished in the
image, and the extraction of microparticle targets combined with the color-stabilized HSV color space can filter out most of the impurity target points.

2. After the results of color pre-segmentation, the subsequent segmentation of the image using the joint improved the gamma transform-enhanced grayscale image using the region growth algorithm was able to segment the complete and clear microparticle targets. The growth time for an image was only 0.792 s, and the IOU accuracy was 83.1%.

The disadvantage of this paper is that the original image line segmentation of microparticle adherent spores was not obtained in the segmentation follow-up. In future work, we will collect segmentation images of the adherent spores for study and develop a fast and sensitive focusing system for the acquisition of microparticle images.
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