Which experimental procedures influence the apparent proximal femoral stiffness? A parametric study
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Abstract

Background: Experimental validation is the gold standard for the development of FE predictive models of bone. Employing multiple loading directions could improve this process. To capture the correct directional response of a sample, the effect of all influential parameters should be systematically considered. This study aims to determine the impact of common experimental parameters on the proximal femur’s apparent stiffness.

Methods: To that end, a parametric approach was taken to study the effects of: repetition, pre-loading, re-adjustment, re-fixation, storage, and $\mu$CT scanning as random sources of uncertainties, and loading direction as the controlled source of variation in both stand and side-fall configurations. Ten fresh-frozen proximal femoral specimens were prepared and tested with a novel setup in three consecutive sets of experiments. The neutral state and 15-degree abduction and adduction angles in both stance and fall configurations were tested for all samples and parameters. The apparent stiffness of the samples was measured using load-displacement data from the testing machine and validated against marker displacement data tracked by DIC cameras.

Results: Among the sources of uncertainties, only the storage cycle affected the proximal femoral apparent stiffness significantly. The random effects of setup manipulation and intermittent $\mu$CT scanning were negligible. The 15° deviation in loading direction had a significant effect comparable in size to that of switching the loading configuration from neutral stance to neutral side-fall.

Conclusion: According to these results, comparisons between the stiffness of the samples under various loading scenarios can be made if there are no storage intervals between the different load cases on the same samples. These outcomes could be used as guidance in defining a highly repeatable and multi-directional experimental validation study protocol.
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Validation of numerical predictive and monitoring models is carried out against experimental results. This validation process determines how accurate a model can mimic reality [1, 2]. Image-based methods, such as CT-based finite element (FE) models, have become state-of-the-art in biomechanical bone research, with clinical use cases [3–7]. Using these models, the risk of fracture in patients with underlying conditions, such as osteoporosis, can be non-invasively estimated to guide treatment efforts and lessen the consequent immobilization burden.

The most prevalent site in orthopedic biomechanics studies is the hip or proximal femur. Hip fractures account for the majority of fracture-related disabilities [8, 9]. Osteoporosis and fall are the two leading causes of hip fractures [10, 11]. Many biomechanical experiments done on femur are based on single tests per sample [12–18]. To measure the strength of the bone, samples are loaded until failure. FE models validated against such experimental data are at risk of being biased towards those specific experimental load cases.

There has been growing evidence that considering multiple loading directions in the experimental and numerical studies might improve the predictive ability of FE models [5, 19–21]. In one study [19], using nonlinear CT-FE models, the effect of loading direction on the fracture load and location of the proximal femur was investigated. However, the employed FE model was only validated against a single stance load case [22]. In other studies [23, 24], samples were loaded in multiple fall load cases to determine the accuracy of the FE-predicted strains related to the sideways fall incidents. Although one FE technique [23] was previously validated against quasi-axial load cases as well [2, 7, 25], the two studies were done on different sample groups, one for stance and one for the fall. To our knowledge, there are no studies with multiple loading directions applied in both stance and fall configurations on the same samples.

In order to perform multiple mechanical tests on each sample, structural damages should be avoided through non-destructive loading regimes. This imposes two restrictions: First, the load amplitude should be restricted to much lower values compared to fracture loads. Second, a surrogate measure for the sample strength should be employed. A widely used criterion to address the former is conducting non-destructive tests on the femur by applying a fraction (75%) of the donor’s body weight as the maximum load [26]. With regards to the latter, the apparent stiffness, a frequently reported surrogate bone strength measure, can be used as the outcome variable [27]. Despite the above-mentioned restrictive circumstances, using elastic structural metrics (i.e., apparent stiffness) might still seem like a step backward. However, if the apparent stiffness shows significant alterations, it will point to the direction of a change in the tested material itself, which in turn would affect the strength [28, 29].

To compare the apparent stiffness of the samples under different loading conditions, other unwanted experimental sources of alteration in sample stiffness must be determined. These uncertainties often arise from simplifications introduced during the experimental procedures and can be investigated using a parametric approach. This study design is a powerful tool to isolate the influence of all players and compare their relative significance systematically [30, 31]. Most studies have only reported the repeatability measures of the experiments via repeating each test case multiple times [2, 32] or by re-orienting and re-installing the setup between each test [26]. Others have studied the effect of FE modeling methodological determinants on predicted femoral strength [3]. To our knowledge, there are no studies investigating the effect of typical experimental parameters on the structural properties of the samples using a systematic approach.

The aim of this study was to parametrically determine the influence of common steps involved in an experimental validation study on the apparent stiffness of the proximal femur under multiple loading directions, namely: repetition, pre-loading, re-adjustment, re-fixation, storage, μCT scanning, and loading direction (15° deviation from neutral alignment) in stance and side-fall configurations. To our knowledge, this is the first study in which both stance and fall configurations have been tested on every sample. These results could add an aggregated reference to the currently scattered pool of data required for planning experimental protocols with reduced uncertainties affecting the measured structural properties of bone samples.

Methods & materials

Samples

Ten proximal femoral samples from five donors (Table 1) were harvested and kept frozen in -23° (Center for Anatomy and Cell Biology, Medical University of Vienna). The specimens originated from voluntary body donations for scientific and teaching purposes to the Center (According to protocol accepted by the ethics committee of Karl Landsteiner University of Health Sciences). Samples were screened for lack of any pathological disease. All procedures were performed in accordance with relevant guidelines.

Experimental setup

To perform a parametric study, we developed a new femoral experimental setup based on two main criteria: 1. possess fully defined boundary conditions, and 2. provide the means for fast multiple non-destructive tests in stance and fall configurations with variable loading direction. The test setup was comprised of the following main
components: Alignment setup, embedding components, testing apparatus, scan chambers, and DIC setup.

Alignment setup: A custom-made alignment setup was used to maintain the femur’s physiological neutral stance alignment in the final prepared sample. It was comprised of two cross lasers, in-house 3D printed holder devices, and manufactured POM (Polyoxymethylene) supports (Fig. 1). The intact femur was laid down on two distal and proximal supports. The bone was axially tilted until the neck axis, passing through the femoral head center and middle of the femoral neck, was coincident with the horizontal line of a cross laser (Fig. 1a). Metal spacers with various thicknesses were placed between the condyles of the femur and the distal support to maintain the torsional alignment. Then, the proximal support was elevated using a screw mechanism so that the femoral head center and the distal mid-condylar line were coincident with the horizontal laser line (Fig. 1b). Finally, using the second cross laser mounted above the dissection table, a 3° adduction angle with the reference line of the alignment supports was formed. The femoral head center and the femoral intercondylar fossa, hence the mechanical axis, were aligned with the laser line (Fig. 1c). Once all angles were determined, a custom-made C-shaped device was used to fix the alignment on the proximal portion of

![Fig. 1](image_url)
the bone making it ready for the cutting and potting steps. This device was fixed 105 mm below the bounding plane coincident to the most proximal point of the femoral head (Fig. 1e). The proximal portion of the bone was cut using a bone saw 45 mm below the fixed device, resulting in a total sample length of 150 mm (Fig. 1f). The total sample length was restricted by the maximum field of view from the µCT scanner, which was necessary for future studies using the micro-FE models of the samples.

**Embedding components:** The proximal femoral samples were held in their neutral stance alignment on the potting block, and their shaft was embedded in a 50 mm diameter cylinder. A 5-mm gap was left between the bottom of the sample and block to account for uneven cutting surfaces. Two pins were attached to the walls of the potting block to prevent the shaft from rotating in the holder (Fig. 2a). The trochanter and the head were embedded in spherical segments to provide defined boundary conditions at the contact points and avoid local crushing. The alignment was done using 3D printed adapters (Fig. 2). Using printed holders and pins, 4-marker clusters were later attached to the femoral head, major trochanter, and shaft of the samples for displacement tracking.

**Testing apparatus:** A 25 kN load cell with 6 degrees of freedom (DOF) (Hottinger Baldwin Messtechnik (HBM) GmbH, Germany) was mounted on the 30 kN electromechanical axial testing machine (Z030, ZwickRoell Ulm, Germany). Hardened iron disks were manufactured and used with ring ball-bearings to apply a purely axial load (Fig. 3). A rotating milling machine table was equipped with a hinge bearing to hold the shaft of the sample and allow for 5 degrees of freedom for the sample alignment (X, Y, Rx, Ry, Rz). An additional uni-axial 25 kN load cell (see Fig. 3) was used in the fall configuration to support the head while the trochanter is loaded (HBM, Germany). In the stance configuration, the shaft block was fixed on the rotating table. The abduction/adduction angle was adjusted on the table. The table was fixed on the testing machine. In the fall configuration, the shaft block was free to rotate in the abduction/adduction direction while the head was resting on the support load cell. The table was fixed on the machine as well (Fig. 3).

**Scan chambers:** µCT: A custom-made chamber was manufactured using POM (Polyoxymethylene) and Plexiglas (Fig. 4). The cylindrical chamber was 15 cm in diameter and 17 cm inner height. A clamping mechanism was fitted in the chamber so that the femur could be stood upright and fixed to avoid movement artifacts during the scan. A sealing cap with a pressure valve was used to make sure the sample is not dehydrated during the scan while the heated air can escape the chamber.

CT: To mimic the clinical conditions in which two legs with surrounding soft tissues are present in scanner’s field of view, we modified a rectangular translucent storage box (polypropylene) using embedding material, 3D printed adapters, and ready-made PVC holders. Each pair of samples were fixed side-by-side, in their neutral alignment, 20 cm apart, and fully submerged in saline solution (Fig. 4).

**DIC setup:** Digital Image Correlation (DIC) system (ARAMIS 3D Camera, GOM GmbH, Braunschweig, Germany) with two CCD cameras was used for optical displacement tracking. The 6-megapixel cameras were 150
Fig. 3 The testing apparatus allowed for multiple loading directions in both stance and fall configurations.
mm apart and positioned at a perpendicular distance of 350 mm from the sample, capturing images at a 10 Hz rate from a measurement volume of 160 x 130 x 95 mm (LxWxD). All measurements were done according to the manufacturer’s standard protocol (GOM GmbH, Braunschweig, Germany). The system was calibrated before beginning of each session using the standard calibration plate and according to the manufacturer’s protocol keeping the calibration deviation below 0.05 pixels. Clusters of markers comprised of four markers (GOM GmbH, Braunschweig, Germany) attached to a 3D printed holder were placed on the head, trochanter, and shaft of the samples in order to measure the apparent stiffness of the bone (Fig. 2). Additional markers were placed on the loading plate and holder block in order to be able to measure the apparent stiffness of the full specimen as well (Fig. 5). All markers were covered within the measurement volume at all time. There was a 1 micron displacement noise in the marker displacement data at zero load.

Parameters
While all steps involved in our experimental validation study are described below, not all the acquired data were relevant and hence presented in this manuscript’s scope (e.g., scan data acquired for the FE modeling phase elsewhere). The following parameters were tested for stance and side-fall configurations:

- **Repetition**: Repeating a test five times without touching any parts of the setup or sample.
- **Pre-loading**: Testing a load case once right after fixing the sample into the desired place and alignment and comparing the results with the average of the immediately following five repetitions, without touching the sample or setup in between.
- **Re-adjustment**: Distorting the sample configuration and placement on the machine and re-adjusting it back to the initial condition without taking the sample out of the setup.
- **Re-fixation**: Taking out the sample and distorting the setup adjustments, then putting everything back to their initial condition.
- **Storage**: Storing samples in a -23°C freezer for four weeks.
- **μCT scanning**: μCT scanning the sample.
- **Loading direction**: Tilting the samples for ± 15 degrees along the abduction-adduction axis from their neutral stance or fall alignments.

Study design
Three sets of biomechanical testing were carried out according to the following plan (Fig. 6). For each test, samples were loaded up to 75% of the donor’s body weight (BW) to avoid any damage or destruction [26]. Loading was applied at a 5 mm/sec rate. There was a minimum of 1-minute pause between each consecutive tests (3 or 6 minutes for tests requiring switching between the direction or configuration of the sample, respectively):

1. Fresh frozen samples were taken from the freezer one-by-one, and the excess muscle and fat tissue was cut from their proximal half using a knife and scalpel. The periosteum was carefully scraped from the femoral neck region as well as the shaft using bone scraper. The greater trochanter surface was scraped...
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Fig. 5 Stiffness of the machine ($K_m$) and the embedding ($K_e$) could be calculated based on the stiffness of the whole assembly ($K_z$), the bone ($K_b$), and full specimen ($K_s$) measured using markers (depicted in blue). These values were used to verify the methodology and the outcome variable.

3. Set I: Frozen samples were thawed in a room temperature PBS solution bath for 4 hours. The posterior femoral neck area was pat dried and degreased using ethanol pads. Speckle pattern was sprayed. Each sample was tested in stance and side-fall configurations for each of the three loading directions (neutral, 15° abduction, 15° adduction). These six load cases were repeated twice to examine the effect of re-adjustment for all samples. Additionally, for one sample all 6 load cases were repeated once more to check the re-fixation effect (due to the time consuming nature of removing the sample from the setup for every test, this parameter was limited to only 1 sample).

4. Samples were wrapped in soaked towels and stored for four weeks in a -23°C freezer.

5. Set II: Frozen samples were fully thawed in room temperature PBS bath. Marker clusters were pinned on the head, trochanter, and shaft of the sample on the posterior side. Each sample was tested in stance and side-fall configurations for each of the three loading directions. Tests were done only once. Markers were tracked using stereo cameras.

6. μCT scanning: Samples were taken out of the testing setup, submerged in PBS solution bath for re-hydration, clamped in the scan chamber, with soaked towels placed at the bottom of the sealed (with a pressure valve) chamber to avoid dehydration. The full sample length was scanned in a 5-hour session (Skyscan 1173, Bruker, Belgium) (field of view: 120 x 150 mm, resolution: 30 μm, voltage: 130 kV, current: 60 mA, exposure: 580 ms, filter: Al 1.0 mm).

7. Set III: It was done immediately after the μCT scanning and on the same day as set II. Each sample was tested in stance and side-fall configurations for all three loading directions. Each test was repeated 6 times (with a one-minute resting period in between) to examine the repeatability of the tests as well as the pre-loading effect. Samples were frozen at the end.

A total of 180 tests (and an additional 66 and 300 repetitions in set I and set III, respectively) were performed. Data was captured at 100 Hz and 10 Hz by the testing machine and stereo cameras, respectively.

Data analysis

Collected raw data was comprised of: axial and shear loads as well as moments at the load introduction site, femoral head support force in side-fall load cases, vertical displacement of the machine head, and marker displacements at the five locations of: loading plate, femoral head, major trochanter, shaft, holder block. The support load, shear loads, and moments were used to check the boundary conditions of the setup. Analytically, we should to remove cartilaginous tissues, but the femoral head cartilage was kept intact to avoid damaging the thin cortex at that region. The clean sample was then aligned, cut, and embedded in a span of 3 hours, and stored back in the freezer until all samples were processed. The process was done on frozen samples since the soft tissue removal was easier than the thawed bone, and the bone marrow could be sealed inside the bone, avoiding large air cavities in the bone for better scan qualities.

2. On the day of the CT scanning, all samples were submerged in 0.9% PBS (Phosphate-buffered saline) solution filled plastic bags and placed in the vacuum-desiccator (Trivac D8B; OC Oerlikon Management AG, Pfäffikon, Switzerland) for 30 minutes at room temperature to thaw and extract the air bubbles. The samples were then carefully transferred in their submerged condition into their corresponding room-temperature PBS-filled CT chambers and fixed. After scanning (Toshiba Aquilion Prime, res: 0.625x0.625x0.25 mm²), samples were wrapped in soaked towels and stored at -23°C for one week. CT data is necessary for the CT-based FE modeling phase following this study. Given the relatively short scan time (13 secs compared to 5 hrs for μCT) and ideal submerged sample conditions throughout the process, it was not included as a parameter in the study (to reduce the number of test rounds).
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Fig. 6 1. Fresh frozen specimens aligned, cut, and potted in neutral stance position, 2. Clinical CT scan of the samples (data not presented, acquired for another study), 3. The first set of mechanical tests (set I): 10 samples x 2 configurations x 3 directions x 2 tests per load case (*a third test per load case was done on one sample for re-fixation), collecting apparent stiffness and surface strain data, evaluating re-fixation and re-adjustment, 4. Samples stored at -23°C for four weeks, 5. The second set of tests (set II): 10 samples x 2 configurations x 3 directions x 1 test per load case, collecting apparent stiffness and marker data, evaluating storage, 6. μCT scan of the full sample (5 hours per scan), 7. The third set of tests (set III): 10 samples x 2 configurations x 3 directions x 6 repeated tests per load case, collecting apparent stiffness and marker data, evaluating repetition, pre-loading, μCT scanning, and loading configuration and direction

expect zero shear forces at the load introduction location to match the free horizontal translation DoFs. Furthermore, the maximum moment at the loading plate should match the values calculated using the maximum load and the distance between the center of contact surface between the femoral head/trochanter cap (in stance and side-fall configurations, respectively), and the center of the load cell. A significant difference between the experimental and analytic results would point into direction of unwanted bending moment on the femoral head, negating free rotational DoFs. Finally, the reaction force at the support plate in side-fall configuration is calculated using the distances between the loading and support contact points and the shaft bearing axis. Significant deviation from this value would contradict with free rotation DoF at the shaft (Fig. 3a).

Outcome variables: The apparent stiffness was defined as the slope of the linear section of the load-displacement curve (Fig. 7). Based on some preliminary tests, the linear section was defined between 200N and 400N. The load came from the axial component recorded by the 6 DOF load cell. Depending on the stiffness measurement criteria, displacement was based on (Fig. 5):

- Sample stiffness($K_z$): the moving head of the mechanical testing machine.
- Bone stiffness($K_b$): the relative vertical displacement of the femoral head and shaft (for stance) or trochanter and femoral head (for fall) markers.

The stiffness of the embedding segments and the machine components ($K_e$ and $K_m$, respectively) were calculated using the spring theory.

Markers were tracked by the DIC cameras and load-displacement plots were evaluated. Tests with highly linear load-displacement plots ($R^2 > 0.95$) were considered for further analysis. $K_z$ was validated against the corresponding $K_b$ data and used as the main outcome variable (Fig. 8).

Statistical Analysis: To report the tests’ repeatability, we used the coefficient of variation or CV% by dividing the standard deviation by the average of the five repeated measurements of each load case in set 3:

$$CV\% = \frac{\text{Standard Deviation}}{\text{Average}}$$

Based on the normality test on the data sets, either the Wilcoxon t-test or Student’s t-test were used to determine the significance of the difference between paired groups,
Fig. 7 a) Load-displacement plots from the testing machines showing the full loading and unloading cycles for all six load cases of a sample. b) The overall stiffness of the sample for each test was defined as the slope of the linear section of the plot, which was set between 200 N and 400 N for all samples.

Results
Boundary conditions: No substantial peak shear forces (< 2 N) at the load introduction site were recorded across all tests. The calculated and measured support reaction forces for the fall configuration were matching. These findings validated the defined boundary conditions of the setup.

Repeatability parameters: The average repetition error (CV%) in $K_z$ measurements for all load cases was 1.53% (95% confidence interval [0.32, 2.75]). Re-fixation, Pre-loading, and Re-adjustment did not affect the $K_z$ significantly (Table 2).

Sample manipulation effects: The storage cycle significantly reduced the $K_z$ of the samples ($p$-value < 0.01, avg. % Diff ≈ 25%). The $K_z$ showed no significant effect from performing μCT scanning on the samples ($p$-value = 0.92).

Test configurations: The measured $K_z$ for the neutral stance alignment was 27% larger compared to the neutral fall ($p$ < 0.01). The samples were, on average, 33% and 13% less stiff when abducted for 15 degrees in the stance and fall cases, respectively ($p$ < 0.02) (Table 2). Deviation of the load direction by 15 degrees in the adduction direction did not alter the apparent stiffness significantly. The overall trend of stiffness values for each load configuration can be seen in Fig. 9.

Stiffness measurement: To validate the $K_z$ values, which are based on the machine displacement data, we plotted load-displacement graphs using marker tracking data (Fig. 8). Among all load cases, stance-abduction configuration produced highly linear results ($R^2 > 0.95$) for all ten samples followed by stance-neutral with 7 viable data points. There were a total of 11 fall configuration tests falling into this criteria as well. There was a strong correlation with an $R^2 \approx 0.92$ and $0.82$ between the machine and marker data for stance and fall, respectively (Fig. 8(d,e)). Furthermore, the sample stiffness, $K_z$, was decomposed into its constituent elements using the spring theory (Fig. 5). The bone and full specimen values, $K_b$ and $K_s$, were measured using marker tracking. The machine and embedding stiffness values, $K_m$ and $K_e$, were calculated accordingly (Fig. 10):

$$\frac{1}{K_e} = \frac{1}{K_s} - \frac{1}{K_b}$$

$$\frac{1}{K_m} = \frac{1}{K_z} - \frac{1}{K_s}$$

Looking at the percent coefficients of variation (CV%), the variation in $K_z$ appears to be mostly stemming from the relatively high variability of $K_b$, with the mechanical components showing fairly consistent stiffness measurements. In the given load case, the $K_s$ was three times softer than the $K_b$, influenced largely by the $K_e$.

Discussion
In this study, we aimed at using a systematic approach to find which experimental parameters affect the apparent stiffness of the proximal femur. Our results indicate that among the sources of uncertainties, the storage of the samples significantly alters their apparent stiffness. Moreover, controlled parameters, i.e., loading direction, also has significant effects on the apparent stiffness of the proximal femoral samples. Other sources of random
Fig. 8 The 75% BW peak load resulted in relatively small displacements in the bone. Depending on the configuration, direction, and stiffness of the sample, the recorded values for marker displacements had different qualities. The example plots show instances with $R^2$ values of the regression line of (a) 1.00 (0.9997), (b) 0.98, and (c) 0.02 corresponding to stance abduction, stance adduction, and fall abduction load cases of one sample, respectively. Applying a $R^2 > 0.95$ threshold for the marker load-displacement data to be considered viable, apparent stiffness measures of $K_b$ and $K_z$ showed good correlation in (d) stance ($R^2 = 0.92$) and (e) fall ($R^2 = 0.82$) configurations.

According to our findings, a freezing and storage cycle would significantly affect the apparent stiffness ($p < 0.05$). A 25% alteration in the $K_z$ was measured. A cycle included storing wrapped and sealed samples in a -23°C freezer for four weeks. This could potentially mean that comparisons between stiffness measurements before and after a storage cycle might be critically compromised and should be ideally avoided in experimental validation studies. Our results are different from previous reports on the subject. Some earlier research on the effect of storage methods on trabecular bone [33] or skull [34] reported no change in the stiffness of their specimens after several freezing and storage cycles. The inconsistencies between these outcomes might have roots in the sample choices. We have tested full proximal femur samples, meaning the embedding caps and cartilage layers were also frozen and tested attached to the bone, while the aforementioned studies used bare bone samples. Among possible pathways...
Table 2: Effect of tested parameters on the apparent stiffness (Kz) of the proximal femoral samples

| Parameter         | Avg. %Diff | SigMethod | P     | EffectSize |
|-------------------|------------|-----------|-------|------------|
| Re-fixation       | -3.74      | NA        | NA    | NA         |
| Pre-loading       | 0.70       | Wilx.T    | 0.45  | NA         |
| Re-adjustment     | -5.35      | Std.T     | 0.38  | 0.15       |
| Storage           | 25.46      | Wilx.T    | 0.00  | NA         |
| μCT scanning      | -3.92      | Std.T     | 0.92  | 0.02       |
| Stance-Adduction  | 10.92      | Std.T     | 0.11  | 0.55       |
| Stance-Abduction  | -33.22     | Std.T     | 0.00  | 2.54       |
| Fall-Adduction    | -4.90      | Wilx.T    | 0.17  | NA         |
| Fall-Abduction    | 12.91      | Wilx.T    | 0.02  | NA         |

The first half of the table pertains to the unwanted sources of uncertainties, while the second half contains the controlled alteration of the test conditions. Based on the normality test results for the samples, either Student’s or Wilcoxon T-test was used for the significance test. Significant results are highlighted by green background. For the re-fixation parameter, due to lack of sufficient sample size, only the average % Diff is reported. The average repetition error (CV%) for all load cases was 1.53% (95% confidence interval [0.32, 2.75]).

The observed structural behavior, incomplete thawing or dehydration of the samples during the tests could be readily rejected given the insignificant difference between set II and set III and the samples’ hydrated conditions throughout storage and tests. Another hypothesis is that the freezing cycle might affect the embedding-cartilage or cartilage-bone conjunctions rather than the bone structure. To check the effect of similar storage cycles on the embedding material, three groups of 10 standard tensile test specimens (DIN ISO 527-2 b) were produced using a 3D printed cast. They were stored a) in a dry container, b) submerged in 0.9% PBS bath, and c) wrapped in soaked paper towels and sealed in the -23°C freezer for 10 days. Afterwards, frozen samples were thawed in room temperature PBS bath and all samples were tested to measure their tensile E-modulus (DIN ISO 527-2). Student’s T test was used for comparing the groups. There was no significant difference between the dry-frozen and wet-frozen groups. There was an 8% decrease in E-modulus of the wet samples compared to the dry group (Fig. 11). Since according to the average stiffness values in Fig. 10, a 40% increase in Kz is required to account for the observed 25% increase in the Kz post storage cycle, the embedding material seems an unlikely candidate. Based on the available data from these experiments, we are unable to confidently pinpoint the mechanism through which the stiffness of the samples were affected.

There was a significant alteration in the Kz following tilting the loading direction for 15°. The significantly lower stiffness of the samples in 15° abduction load cases is in line with reported lower fracture loads under similar conditions [22–24]. An interesting observation is that switching the loading configuration between neutral stance and neutral fall affects the Kz to the same extent as the 15° abduction. More importantly, this effect is comparable to that of the storage cycle. Aside from its more obvious implications in multi-directional mechanical testings, it is also noteworthy that sample misalignment of this range might significantly jeopardize the mechanical test outcomes.

Our results show that all other experimental sources of uncertainties, i.e., re-fixation, re-adjustment, pre-loading, and μCT imaging had insignificant effects on the Kz. In other words, replacing the samples or reassembling the testing setup are safe for the stiffness measurements. Furthermore, in the absence of standard protocols for pre-loading regimes and the possible damage they might induce in the sample, using a well-constrained setup with fully defined boundary conditions could reduce the effect of initial maladjustment between the sample and setup components, as the common reason for pre-loading cycles, and potentially alleviate the need for them. Lastly, since the popularity of μCT imaging as a strong tool for hierarchical tracking of the effectiveness of in-vivo and in-vitro studies is constantly on the rise, this result could be taken as a safety indicator in terms of preservation of the structural integrity of scanned bones. It should be noted that the negligible scanning effect comes despite the 4-hour long scanning time and a moderate rise in the temperature of the chamber and sample.

Choosing the apparent sample stiffness, Kz, as the main outcome variable instead of more prevalent measures of strength is adequately justifiable. Direct measurement of the bone strength, a.k.a. failure load, involves destroying the samples per test. The non-destructive alternative outcome variable to characterize a mechanical structure is its apparent stiffness (K) [27]. There has been...
shown to be a strong correlation between the stiffness and the strength of bone samples [28, 29, 35, 36]. The apparent stiffness of the bone is calculated based on the deformation of the region of interest. Strain gauges can only measure local strains, and their preparation requires substantial time and treatment of the site with possible structural damages. Full-field surface strain measurements with DIC techniques are favorable alternatives. However, with the selected maximum load threshold of 75% BW [26], at the chosen region of interest of posterior femoral neck, the noise levels proved to be high enough to prevent us from having a viable strain measurement. The same limitation resulted in limiting the number of successful marker tracking measurements and the resultant $K_b$ values. This is in line with the reported results regarding the better performance of the DIC method in higher loading regimes and fracture tests on longer samples and at superior or inferior regions of the femoral neck, compared to <1 BW loading cases [13, 37]. Nevertheless, there was a significant correlation between the $K_b$ and $K_z$ for all viable tests spanning across all load cases to merit relying on the statistical analyses of the $K_z$ ($R^2 \approx 0.92$ and 0.82 for stance and fall, respectively) (Fig. 8). Given the higher sensitivity of the stiffness to structural alterations compared to the strength, which can be inferred from the lower predictive ability of models for $K$ [14, 29, 38, 39], deduced conclusions on parameters with significant effects could even be considered as “conservative”.

There are limitations in this study that require discussion. The sample size of 10 specimens from 5 donors is relatively small. Although smaller sample sizes have been used in various studies [13, 22–24, 40], it might limit our ability to generalize the outcomes of this study to broader cases. Furthermore, pure isolation of the effects of single parameters proved to be challenging. In between the testing sets, the samples had to be taken out of the setup and put back in, resulting in the potential compound influence of the re-fixation and re-adjustment parameters in addition to those of the storage and $\mu$CT scanning. However, the order-of-magnitude difference between the effect size of the storage parameter compared to those two and the similarly insignificant effect of the $\mu$CT scanning leads us to deem our derived conclusions unchallenged by the interaction effect. Finally, the 5 mm/s loading rate is not representative of physiological side-fall scenarios. Although repeatedly used in relevant studies [23, 24, 41], the effect size of different studied parameters could differ under higher rates and requires further investigation.

In conclusion, the loading direction, as well as intermediary storage of the frozen samples, affect the apparent stiffness of proximal femoral samples significantly. Using a highly repeatable parametric approach, we showed that the random effects of setup manipulation and intermittent


**Consent for publication**

Not Applicable.

---

**Competing interests**

We declare that the authors have no competing interests as defined by BMC, or other interests that might be perceived to influence the results and/or discussion reported in this paper.

**Author details**

1. Institute of Lightweight Design and Structural Biomechanics, TU Wien, Getreidemarkt 9, 1060 Vienna, Austria.
2. Division Biomechanics, Karl Landsteiner University of Health Sciences, Dr.-Karl-Dorrek-Straße 30, 3500 Krems an der Donau, Austria.
3. Center for Anatomy and Cell Biology, Medical University of Vienna, Währinger Straße 13, 1090 Vienna, Austria.

Received: 16 April 2021 Accepted: 26 August 2021

Published online: 23 September 2021

---

**References**

1. Viceconti M, Olsen S, Nolte L-P. Burton K. Extracting clinically relevant data from finite element simulations. Clin Biomech. 2005;20(5):451–4.
2. Taddei F, Cristofolini L, Martelli S, Gill H, Viceconti M. Subject-specific finite element models of long bones: an in vitro evaluation of the overall accuracy. J Biomech. 2006;39(13):2457–67.
3. Qasim M, Farinella G, Zhang J, Li X, Yang L, Eastell R, Viceconti M. Patient-specific finite element estimated femur strength as a predictor of the risk of hip fracture: the effect of methodological determinants. Osteoporos Int. 2016;27(9):2815–22.
4. Varghese B, Short D, Hangartner T. Development of quantitative computed-tomography-based strength indicators for the identification of low bone-strength individuals in a clinical environment. Bone. 2012;50(1):357–63.
5. Viceconti M, Qasim M, Bhattacharya P, Li X. Are ct-based finite element model predictions of femoral bone strengthening clinically useful? Curr Osteoporos Rep. 2018;16(3):216–23.
6. Benca E, Synek A, Amini M, Kainberger F, Hirtler L, Windhager R, Mayr W, Pahr DH. Qct-based finite element prediction of pathologic fractures in proximal femora with metastatic lesions. Sci Rep. 2019;9(1):1–9.
7. Schileo E, Taddei F, Malandrino A, Cristofolini L, Viceconti M. Subject-specific finite element models can accurately predict strain levels in long bones. J Biomech. 2007;40(13):2982–9.
8. Cummings SR, Melton LJ. Epidemiology and outcomes of osteoporotic fractures. Lancet. 2002;359(9319):1761–7. https://doi.org/10.1016/S0140-6736(02)08657-9.
9. WHO. Scientific group on the assessment of osteoporosis at primary health care level. 2007. Report of the World Health Organization: http://www.who.int/chp/topics/Osteoporosis.pdf.
10. Berry SD, Miller RR. Falls: epidemiology, pathophysiology, and relationship to fracture. Curr Osteoporos Rep. 2008;6(4):149–54.
11. Parkkari J, Kannus P, Palvanen M, Natri A, Vainio J, Aho H, Vuori I, Järvinen M. The risk of hip fractures occurs as a result of a fall and impact on the greater trochanter of the femur: a prospective controlled hip fracture study with 206 consecutive patients. Calcif Tissue Int. 1999;65(3):183–7.
12. Katz Y, Lubovsky O, Yosibash Z. Patient-specific finite element analysis of femurs with cemented hip implants. Clin Biomech. 2018;58:74–89. https://doi.org/10.1016/j.clinbiomech.2018.06.012.
13. Katz Y, Yosibash Z. New insights on the proximal femur biomechanics using digital image correlation. J Biomech. 2020;109599. https://doi.org/10.1016/j.jbiomech.2020.109599.
14. Enns-Bray WS, Ariza O, Gilchrist S, Widmer Soyka RP, Vogt PJ, Palsson H, Boyd SK, Guy P, Cripton PA, Ferguson SJ, Helgason B. Morphology-based anisotropic finite element modeling of the proximal femur validated with experimental data. Med Eng Phys. 2016;38(11):1339–47. https://doi.org/10.1016/j.medengphy.2016.08.010.
15. Helgason B, Gilchrist S, Ariza O, Chak J, Zheng G, Widmer R, Ferguson S, Guy P, Cripton PA. Development of a balanced experimental-computational approach to understanding the mechanics of proximal femur fractures. Med Eng Phys. 2014;36(6):793–8.
16. Gilchrist S, Nishiyama K, De Bakker P, Guy P, Boyd S, Oxland T, Cripton P. Proximal femur elastic behaviour is the same in impact and constant displacement rate fall simulation. J Biomech. 2014;47(15):3744–9.
17. Fuji M. Experimental study on the mechanism of femoral neck fractures. Nihon Seikeigeka Gakkai zasshi. 1987;61(5):531–41.
18. Pinilla T, Boardman K, Bouxein M, Myers E, Hayes W. Impact direction from a fall influences the failure load of the proximal femur as much as age-related bone loss. Calcif Tissue Int. 1996;58(4):231–5.

19. Bessho M, Odnishi I, Matsumoto T, Ohashi S, Matsuyama J, Tobita K, Kaneko M, Nakamura K. Prediction of proximal femur strength using a ct-based nonlinear finite element model: differences in predicted fracture load and site with changing load and boundary conditions. Bone. 2009;45(2):226–31.

20. Falcinelli C, Schileo E, Baltzle J, Baruffaldi F, Bordini B, Viceconti M, Albisinni U, Ceccarelli F, Milandri L, Toni A, et al. Multiple loading conditions analysis can improve the association between finite element bone strength estimates and proximal femur fractures: a preliminary study in elderly women. Bone. 2014;67:71–80.

21. Keyak J, Sigurdsson S, Karlsson G, Oksnesdotir A, Orn J, Harris T, Sigurdsson G, Jonsson B, Siggeirsdottir K, et al. Effect of finite element model loading condition on fracture risk assessment in men and women: the ages-reykjavik study. Bone. 2013;57(1):18–29.

22. Bessho M, Odnishi I, Matsuyama J, Matsumoto T, Imai K, Nakamura K. Prediction of strength and strain of the proximal femur by a ct-based finite element method. J Biomech. 2007;40(8):1745–53. https://doi.org/10.1016/j.jbiomech.2006.08.003.

23. Grassi L, Schileo E, Tedde F, Zani L, Juszczyk M, Cristofolini L, Viceconti M. Accuracy of finite element predictions in sideways load configurations for the proximal human femur. J Biomech. 2012;45(2):394–9.

24. Zani L, Cristofolini L, Juszczyk MM, Grassi L, Viceconti M. A new paradigm for the in vitro simulation of sideways fall loading of the proximal human femur. J Mech Med Biol. 2014;14(1):1450005.

25. Schileo E, Tedde F, Cristofolini L, Viceconti M. Subject-specific finite element models implementing a maximum principal strain criterion are able to estimate failure risk and fracture location on human femurs tested in vitro. J Biomech. 2008;41:356–67.

26. Zani L, Farin P, Grassi L, Tedde F, Cristofolini L. Strain distribution in the proximal human femur during in vitro simulated sideways fall. J Biomech. 2015;48(10):2130–43.

27. Basso T, Klaskovic J, Syversen U, Foss OA. Biomechanical femoral neck fracture experiments—a narrative review. Injury. 2012;43(10):1633–9.

28. Patton DM, Bigelow EMR, Schlecht SH, Kohn DH, Reddenbener TL, Jepsen KJ. The relationship between whole bone stiffness and strength is age and sex dependent. J Biomech. 2019;83:125–33.

29. Dall’Ara E, Eastell R, Viceconti M, Pahr D, Yang L. Experimental validation of dxa-based finite element models for prediction of femoral strength. J Mech Behav Biomed Mater. 2016;63:17–25.

30. Amini M, Reisinger A, Pahr D. Effect of selected scan parameters on QCT-based BMD estimations of a femur. In: Thumer PJ, Pahr D, Hellmich Ch, editors. Book of Abstracts of the 25th Congress of the European Society of Biomechanics (ESB 2019). Vienna; TU Verlag, 2019. p. 314.

31. Amini M, Reisinger A, Pahr DH. Influence of processing parameters on mechanical properties of a 3d-printed trabecular bone microstructure. J Biomed Mater Res B Appl Biomater. 2020;108(1):38–47. https://doi.org/10.1002/jbm.b.34363.

32. Trabelsi N, Yosibash Z, Wutte C, Augat P, Eberle S. Patient-specific finite element analysis of the human femur—a double-blinded biomechanical validation. J Biomech. 2011;44(9):1666–72.

33. Linde F, Sørensen HCF. The effect of different storage methods on the mechanical properties of trabecular bone. J Biomech. 1993;26(10):1249–52.

34. Torimitsu S, Nishida Y, Takano T, Koizumi Y, Hayakawa M, Yajima D, Inokuchi G, Makino Y, Motomura A, Chiba F, Iwase H. Effects of the freezing and thawing process on biomechanical properties of the human skull. Legal Med. 2014;16(2):102–5. https://doi.org/10.1016/j.legalmed.2013.11.005.

35. Cody DD, Gross GJ, Hou FJ, Spencer HJ, Goldstein SA, Fyhrie DP. Femoral strength is better predicted by finite element models than qct and dxa. J Biomech. 1999;32(10):1013–20.

36. Op De Buijs J, Dragomir-Daescu D. Validated finite element models of the proximal femur using two-dimensional projected geometry and bone density. Comput Methods Prog Biomed. 2011;104(2):168–74. https://doi.org/10.1016/j.cmpb.2010.11.008. 7th IFAC Symposium on Modelling and Control in Biomedical Systems.

37. Grassi L. Femoral strength prediction using finite element models. Lund: Department of Biomedical Engineering, Lund University; 2016.

38. Iori G, Schneider J, Reisinger A, Heyer F, Peralta L, Wyers C, Gräsel M, Barkmann R, Glüer CC, van den Bergh JP, Pahr D, Raum K. Large cortical bone pores in the tibia are associated with proximal femur strength. PLOS ONE. 2019;14(4):1–18. https://doi.org/10.1371/journal.pone.0215405.

39. Dragomir-Daescu D, Op De Buijs J, McEligot S, Dai Y, Entwistle RC, Salas C, Melton LI, Bennett KE, Khalosa S, Amin S. Robust qct/fea models of proximal femur stiffness and fracture load during a sideways fall on the hip. Ann Biomed Eng. 2011;39(2):742–55.

40. Haider IT, Speirs AD, Feei H. Effect of boundary conditions, impact loading and hydraulic stiffening on femoral fracture strength. J Biomech. 2013;46(13):2115–21. https://doi.org/10.1016/j.jbiomech.2013.07.004.

41. Cristofolini L, Counti G, Juszczyk M, Cremonini S, Sint Jan SV, Viceconti M. Structural behaviour and strain distribution of the long bones of the human lower limbs. J Biomech. 2010;43(5):826–35. https://doi.org/10.1016/j.jbiomech.2009.11.022.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.