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Abstract: Energy loss in anisotropic hot dense QGP in external magnetic field is studied within holographic approach. Energy loss is calculated by estimation of behaviour of the spatial Wilson loops using the effective potential technique. We examine the dependence of the effective potential on the spatial Wilson loops orientation in fully anisotropic background. For this purpose we obtain general formulas for the effective potential and study appearance of the effective potential dynamical wall. We consider particular fully anisotropic model [1] supported by Einstein-Dilaton-three-Maxwell action. The effective potential strongly depends on the parameters of anisotropy and magnetic field, therefore the energy loss depends on physical parameters – \( T \), \( \mu \), \( c_B \) and orientation. Orientation is determined by angles between the moving heavy quark velocity, the axis of heavy ions collision and their impact parameter vector.
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1 Introduction

Nowadays holographic approach to study quark-gluon plasma (QGP) is actively developed [2–7] (and refs therein). Holography is one of the most effective tools to investigate the ultrarelativistic heavy-ion collisions (HIC). Different experimental data such as transport coefficients, thermalization time, multiplicity, direct-photon spectra etc. can be described within holographic QCD (HQCD). It is also expected that holography predicts more detailed form of QCD phase diagram. Different isotropic and anisotropic models holographic models to describe QGP were considered in [1–62].

One of HQCD models’ classes is based on the Einstein-dilaton-Maxwell action, where the Maxwell field supports chemical potential. Choice of the warp factor in the metrics strongly influences the phase transition structure of HQCD. This choice should be done with correspondence to lattice results (Columbia plot) [63, 64].

It is important to add anisotropy into the holographic theory [17] as QGP is an anisotropic media just after the HIC. To deal with anisotropic HQCD one considers
Einstein-dilaton-two Maxwell model with additional Maxwell field to support the anisotropy in metrics. Such anisotropic model was considered in \cite{39, 41} to reconstruct heavy quarks scenario and in \cite{58} for the light quarks case. In these models anisotropy is defined by a parameter $\nu$. The value $\nu = 4.5$ gives an accordance with the experimental data for the energy dependence of the total multiplicity of particles created in HIC. Isotropic holographic models had not been able to reproduce this experimental dependence (\cite{22} and refs therein). The model \cite{39} describes smeared confinement/deconfinement phase transitions, as the position of the confinement/deconfinement phase transition line depends on orientation of quark pair in respect to the HIC line \cite{41}. That model also indicates the relations of the fluctuations of the multiplicity, i.e. the entanglement entropy, with the background phase transitions \cite{53}. The anisotropy of the background metric also influences on corresponding jet quenching \cite{17, 29, 38}.

In this paper we calculated spatial Wilson loops (SWL) in a fully anisotropic holographic model for heavy quarks. It is known that for isotropic models the string tension of SWL is proportional to the corresponding drag force \cite{65, 66}. This relation with a small modification takes place also for anisotropic models \cite{7}. Therefore we can calculate SWL to estimate the drag forces for a quark moving in QGP. Drag forces defining energy loss are the subject of intensive studies in holographic approach \cite{66–81}. In this paper the SWLs are calculated in the model set up by Einstein-dilaton-three-Maxwell action and describe two different types of anisotropy: anisotropy for producing the multiplicity dependence on energy and anisotropy associated with the magnetic field \cite{1}.

This paper is organised as follows. In Subsect.2.1 the Born-Infeld action for SWL in fully anisotropic background is presented. In Subsect.2.2 the large $\ell$ asymptotic of the Born-Infeld action for SWL are calculated. In Subsect.2.3 explicit forms of dynamical wall (DW) equations are defined and asymptotics for particular cases of orientations of SWL are presented. In Subsect.2.4 Einstein-dilaton-three-Maxwell holographic anisotropic model \cite{1} and its thermodynamic properties are described. In Sect.3 SWL are considered in the metric supported by Einstein-dilaton-three-Maxwell action and effective potentials’ dependence on magnetic field and HIC anisotropy are studied. The conclusion is given in Sect.4. Some formulas describing the model \cite{1} are presented in Appendix A.
2 Setup. Spatial Wilson loops in fully anisotropic background

2.1 Arbitrary Orientation

We consider fully anisotropic background

\[ ds^2 = G_{\mu\nu} dx^\mu dx^\nu = \frac{L^2 b(z)}{z^2} \left[ -g(z) dt^2 + g_1 dx^2 + g_2 dy_1^2 + g_3 dy_2^2 + \frac{dz^2}{g(z)} \right] \] (2.1)

and are going to calculate differently oriented SWLs in this background.

Following the holographic approach we have to calculate the value of the Nambu-Goto action for test string in the background (2.1):

\[ S = \frac{1}{2\pi\alpha'} \int d\xi^1 d\xi^2 \sqrt{-\det h_{\alpha\beta}}, \] (2.2)

where the induced metric

\[ h_{\alpha\beta} = G_{\mu\nu} \partial_\alpha X^\mu \partial_\beta X^\nu. \] (2.3)

depends on the orientation. Here we use the same parametrization of the orientation of Wilson rectangle as specified the entanglement rectangular parallelepiped in [53]. In 3-dimensional space the parameters specifying orientations of both objects, the rectangle in 3D space and rectangular parallelepiped, were the same. There is obvious difference in parametrizations of the world surface for the Wilson rectangle and world volume of rectangular parallelepiped.

To get the parametrization of the world sheet we use the representation of the rotation matrix \( M(\phi, \theta, \psi) \) in 3-dimensional space

\[ x^i = \sum_{j=1,2,3} a_{ij}(\phi, \theta, \psi) \xi^j, \quad i = 1, 2, 3, \] (2.4)

in terms of the Euler angles \( \phi, \theta, \psi \):

\[ M(\phi, \theta, \psi) = \begin{pmatrix} a_{11}(\phi, \theta, \psi) & a_{12}(\phi, \theta, \psi) & a_{13}(\phi, \theta, \psi) \\ a_{21}(\phi, \theta, \psi) & a_{22}(\phi, \theta, \psi) & a_{23}(\phi, \theta, \psi) \\ a_{31}(\phi, \theta, \psi) & a_{32}(\phi, \theta, \psi) & a_{33}(\phi, \theta, \psi) \end{pmatrix} \] (2.5)

where

\[ a_{11}(\phi, \theta, \psi) = \cos \phi \cos \psi - \cos \theta \sin \phi \sin \psi, \]
\[ a_{12}(\phi, \theta, \psi) = -\cos \psi \sin \phi - \cos \phi \cos \theta \sin \psi, \]
\[ a_{13}(\phi, \theta, \psi) = \sin \theta \sin \psi, \]
\[ a_{21}(\phi, \theta, \psi) = \cos \theta \cos \psi \sin \phi + \cos \phi \sin \psi, \]
\[ a_{22}(\phi, \theta, \psi) = \cos \phi \cos \theta \cos \psi - \sin \phi \sin \psi, \]
\[ a_{23}(\phi, \theta, \psi) = -\cos \psi \sin \theta, \]
\[ a_{31}(\phi, \theta, \psi) = \sin \phi \sin \theta, \]
\[ a_{32}(\phi, \theta, \psi) = \cos \phi \sin \theta, \]
\[ a_{33}(\phi, \theta, \psi) = \cos \theta. \] (2.6)
Here \( \phi \) is the angle between \( \zeta^1 \)-axis and the node line \((N)\), \( \theta \) is the angle between \( \zeta^3 \) and \( x^3 \)-axes, \( \psi \) is the angle between the node line \( N \) and \( x^1 \)-axis.

To describe the nesting of the 2-dimensional world sheet in 5-dimensional spacetime we use

\[
X^0(\xi) = \text{const},
X^i(\xi) = \sum_{\alpha=1,2} a_{i\alpha}(\phi, \theta, \psi) \xi^\alpha, \quad i = 1, 2, 3, \quad \alpha = 1, 2,
\]

\[
X^4(\xi) = z(\xi^1),
\]

where \( x^i \) are spatial coordinates and \( a_{ij}(\phi, \theta, \psi) \) are entries of the rotation matrix.

We write the line element of the induced metric for the arbitrary oriented spatial Wilson loop as

\[
ds^2 = g_{\alpha\beta} d\xi^\alpha d\xi^\beta, \quad \alpha, \beta = 1, 2
\]

and substitute the differentials \( dx^M \) following from the embedding relations (2.7):

\[
ds^2 = \frac{L^2 b_s(z)}{z^2} \left( \sum_{i=1,2,3} g_i(z) d(x^i)^2 + \frac{d(x^4)^2}{g} \right)
= \frac{L^2 b_s(z)}{z^2} \left( \sum_{i=1,2,3} g_i(z) \left( \sum_{j=1,2} a_{ij}(\phi, \theta, \psi) d\xi^j \right)^2 + z'^2 \frac{d(\xi^1)^2}{g(z)} \right).
\]

We have

\[
g_{\alpha\beta} = \frac{L^2 b_s(z)}{z^2} \bar{g}_{\alpha\beta},
\]

\[
\bar{g}_{11}(z, \phi, \theta, \psi) = g_1 a_{11}^2 + g_2 a_{21}^2 + g_3 a_{31}^2 + \frac{z'^2}{g},
\]

\[
\bar{g}_{22}(z, \phi, \theta, \psi) = g_1 a_{12}^2 + g_2 a_{22}^2 + g_3 a_{32}^2,
\]

\[
\bar{g}_{12}(z, \phi, \theta, \psi) = g_1 a_{11} a_{12} + g_2 a_{21} a_{22} + g_3 a_{13} a_{32},
\]

\[
\bar{g}_{21} = \bar{g}_{12}.
\]

Determinant of the induced metric for SWL is

\[
\det g_{\alpha\beta} = \left( \frac{L^2 b_s}{z^2} \right)^2 \left( \left( g_1 a_{11}^2 + g_2 a_{21}^2 + g_3 a_{31}^2 + \frac{z'^2}{g} \right) (g_1 a_{12}^2 + g_2 a_{22}^2 + g_3 a_{32}^2) -
\right.
\]

\[
\left. - \left( g_1 a_{11} a_{12} + g_2 a_{21} a_{22} + g_3 a_{13} a_{32} \right)^2 \right).
\]

The Nambu-Goto action for SWL is given by integration over the world sheet \( \mathcal{W} \)

\[
S_{SWL} = \int_{\mathcal{W}} \left( \frac{L^2 b_s}{z^2} \right) \sqrt{\left( g_1 g_2 a_{33}^2 + g_1 g_3 a_{23}^2 + g_2 g_3 a_{13}^2 + g_3 a_{23}^2 (a_{31}^2 - a_{11}^2) + \frac{z'^2}{g} \bar{g}_{22} \right) d\xi^1 d\xi^2}.
\]

\[\text{(2.13)}\]
The effective potential is
\[ V(z(\xi)) = \left( \frac{L^2 b_s}{z^2} \right) \sqrt{\mathbf{g}_1 \mathbf{g}_2 a_{33}^2 + \mathbf{g}_1 \mathbf{g}_3 a_{23}^2 + \mathbf{g}_2 \mathbf{g}_3 a_{13}^2 + \mathbf{g}_3^2 a_{32}^2 (a_{31}^2 - a_{13}^2)}. \] (2.14)

The effective potential and the action depend on the angles and anisotropy. This result can be compared with the action and the effective potential for holographic entanglement entropy (HEE) [53]:
\[ S_{\text{HEE}} = \int \left( \frac{L^2 b_s}{z^2} \right)^{3/2} \sqrt{\mathbf{g}_1 \mathbf{g}_2 \mathbf{g}_3 + \frac{z^2}{g} (\mathbf{g}_{22} \mathbf{g}_{33} - \mathbf{g}_{23}^2)} \, d\xi d\xi^3 d\xi^3, \] (2.15)
\[ V_{\text{HEE}}(z) = \left( \frac{L^2 b_s}{z^2} \right)^{3/2} \sqrt{\mathbf{g}_1 \mathbf{g}_2 \mathbf{g}_3}, \] (2.16)
where \( g, \mathbf{g}_1, \mathbf{g}_2, \mathbf{g}_3 \) are functions of \( z \) and \( \mathbf{g}_{22}, \mathbf{g}_{33}, \mathbf{g}_{23} \) are functions of \( z \) and the Euler angles. Note that the effective potential for HEE does not depend on the angles.

### 2.2 Born-Infeld type action and large \( \ell \) asymptotics

The considered actions for SWL, temporal WL and HEE [6, 49, 53] are the particular cases of the BI action:
\[ S = \int_{-\ell/2}^{\ell/2} M(z(\xi)) \sqrt{F(z(\xi)) + (z'(\xi))^2} \, d\xi. \] (2.17)
This action defines the dynamical system with a dynamic variable \( z = z(\xi) \) and time \( \xi \). The effective potential is
\[ V(z(\xi)) \equiv M(z(\xi)) \sqrt{F(z(\xi))}. \] (2.18)
This system has the first integral:
\[ \frac{M(z(\xi))}{\sqrt{F(z(\xi)) + (z'(\xi))^2}} = I. \] (2.19)
From (2.19) we can find the “top” point \( z_\ast \) (the closed position of the minimal surface to the horizon), where \( z'(\xi) = 0 \):
\[ M(z_\ast) \sqrt{F(z_\ast)} = I. \] (2.20)
Finding \( z' \) from (2.19) one gets representations for the length \( \ell \) and the action \( S \) (2.17):
\[ \ell = \int_0^{z_\ast} \frac{1}{\sqrt{F(z)}} \frac{dz}{\sqrt{\frac{V^2(z)}{V(z_\ast)^2} - 1}}, \] (2.21)
\[ S = \int_{z_\ast}^{z_\ast} \frac{M(z)}{\sqrt{1 - \frac{V^2(z)}{V^2(z_\ast)}}} dz, \] (2.22)
We have two options to have \( \ell \to \infty \).
The existence of a stationary point of $V(z)$

$$V'_{|_{z_{DW}}} = 0.$$  \hfill (2.23)

This point is called a dynamical wall (DW) point. One takes the top point $z_*$ equal to the dynamical wall position. Since near the top point

$$\sqrt{\frac{V^2(z)}{V^2(z_{DW})}} - 1 = \sqrt{\frac{V''(z_{DW})}{V'(z_{DW})}} (z - z_*) + O((z - z_*)^2),$$  \hfill (2.24)

one gets

$$\ell \sim \frac{1}{\sqrt{F(z_{DW})}} \sqrt{\frac{V(z_{DW})}{V'(z_{DW})}} \log(z - z_*),$$  \hfill (2.25)

$$S \sim M(z_{DW}) \sqrt{\frac{V(z_{DW})}{V'(z_{DW})}} \log(z - z_*).$$  \hfill (2.26)

Hence

$$S \sim M(z_{DW}) \cdot \sqrt{F(z_{DW})} \cdot \ell,$$  \hfill (2.27)

$$\sigma_{DW} = M(z_{DW}) \sqrt{F(z_{DW})}.$$  \hfill (2.28)

There is no stationary point of $V(z)$ in the region $0 < z < z_h$, and we suppose it to be near horizon

$$F(z) = \overline{\Phi}(z_h)(z - z) + O((z_h - z)^2),$$  \hfill (2.29)

i.e. near horizon (the sting streach on the horizon). In this case we take $z_* = z_h$ and there are the following options:

- if $M(z_h) \neq \infty$, we have
  $$\ell \to \infty,$$  \hfill (2.30)
  $$S \to 0;$$  \hfill (2.31)

- if $M(z) \to \infty$ as $z \to z_h$
  $$M(z) \sim \frac{m(z_h)}{\sqrt{z - z_h}},$$  \hfill (2.32)

we have

$$\ell \sim \frac{1}{\overline{\Phi}(z_h)} \sqrt{\frac{1}{2V'(z_h) \sqrt{V(z_h)}}} \log(z - z_h),$$  \hfill (2.33)

$$S \sim m(z_h) \frac{1}{\sqrt{\frac{2V'(z_h)}{V(z_h)}}} \log(z - z_h)$$  \hfill (2.34)

and therefore

$$\sigma_h = m(z_h) \overline{\Phi}^{1/2}(z_h).$$  \hfill (2.35)
2.3 Particular cases and DW equations

Let us consider particular cases of (2.14) and (2.13) to understand the picture with SWLs in fully anisotropic background more instructively.

1) \( \phi = 0, \theta = 0, \psi = 0; a_{11} = a_{22} = a_{33} = 1, a_{12} = a_{21} = a_{31} = a_{32} = a_{23} = 0: \)

\[
S_{xY_1} = \int p \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_1 g_2 + \frac{z'^2}{g} g_2} \, d\xi^1 d\xi^2, \tag{2.36}
\]

\[
V_{xY_1}(z(\xi)) = \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_1 g_2}; \tag{2.37}
\]

2) \( \phi = \pi/2, \theta = 0, \psi = 0; a_{21} = a_{33} = -a_{12} = 1, a_{11} = a_{13} = a_{22} = a_{23} = a_{31} = a_{32} = 0: \)

\[
S_{xY_2} = \int_{x_{12}} p \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_1 g_3 + \frac{z'^2}{g} g_3} \, d\xi^1 d\xi^2, \tag{2.38}
\]

\[
V_{xY_2}(z(\xi)) = \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_1 g_3}; \tag{2.39}
\]

3) \( \phi = 0, \theta = \pi/2, \psi = 0; a_{11} = -a_{23} = a_{32} = 1, a_{12} = a_{13} = a_{21} = a_{22} = a_{31} = a_{33} = 0: \)

\[
S_{xY_2} = \int_{x_{12}} p \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_2 g_3 + \frac{z'^2}{g} g_3} \, d\xi^1 d\xi^2, \tag{2.40}
\]

\[
V_{xY_2}(z(\xi)) = \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_2 g_3}; \tag{2.41}
\]

4) \( \phi = \pi/2, \theta = \pi/2, \psi = -\pi/2; a_{22} = a_{31} = -a_{13} = 1, a_{11} = a_{12} = a_{21} = a_{23} = a_{32} = a_{33} = 0: \)

\[
S_{yY_2} = \int_{y_{12}} p \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_2 g_3 + \frac{z'^2}{g} g_3} \, d\xi^1 d\xi^2, \tag{2.42}
\]

\[
V_{yY_2}(z(\xi)) = \left( \frac{L^2 b_s}{z^2} \right) \sqrt{g_2 g_3}. \tag{2.43}
\]

These results correspond to [7]. The general form of the DW equation (if DW exists): \( V'(z) = 0 \) [5, 8].
The equations for the DW for SWL in particular cases for different potentials:

\[
\begin{align*}
\mathcal{DW}_{x_1} &= \mathcal{DW}_{x_1} = \frac{2b'_s(z)}{b_s(z)} + \frac{g'_1(z)}{g_1(z)} + \frac{g'_2(z)}{g_2(z)} - \frac{4}{z} \bigg|_{z=\hat{z}} &= 0, \quad (2.44) \\
\mathcal{DW}_{x_2} &= \frac{2b'_s(z)}{b_s(z)} + \frac{g'_1(z)}{g_1(z)} + \frac{g'_3(z)}{g_3(z)} - \frac{4}{z} \bigg|_{z=\hat{z}} &= 0, \quad (2.45) \\
\mathcal{DW}_{y_1} &= \frac{2b'_s(z)}{b_s(z)} + \frac{g'_2(z)}{g_2(z)} + \frac{g'_3(z)}{g_3(z)} - \frac{4}{z} \bigg|_{z=\hat{z}} &= 0. \quad (2.46)
\end{align*}
\]

Let us take the metric in the string frame that supported by Einstein-dilaton-three Maxwell action that was obtained in [1]:

\[
ds^2 = \frac{L^2 b_s(z)}{z^2} \left[ - g(z) dt^2 + dx^2 + \left( \frac{z}{L} \right)^2 dy_1^2 + e^{c_B z^2} \left( \frac{z}{L} \right)^2 dy_2^2 + \frac{dz^2}{g(z)} \right], \quad (2.47)
\]

\[
b_s(z) = e^{2A(z)+\sqrt{\frac{2}{3}}\phi(z,z_0)}, \quad (2.48)
\]

where \( L \) is the AdS-radius, \( b_s(z) \) is the warp-factor, \( \phi(z,z_0) \) is the dilaton field, \( z_0 \) is the point at which \( \phi(z_0) = 0 \) (the boundary condition for dilaton field), \( g(z) \) is the blackening function, \( \nu \) is the parameter of HIC anisotropy and \( c_B \) is the coefficient of secondary anisotropy related to the external magnetic field \( F_{\mu\nu}^{(B)} \). Note that choice of \( A(z) \) determines the heavy/light quarks description of the model, so we follow previous works and consider \( A(z) = - cz^2/4 \) for heavy quarks [39] and \( A(z) = - a \ln(bz^2 + 1) \) for light quarks [58]. Therefore for the solution [1] we can get \( g_1 = 1, \ g_2 = (z/L)^{2-2/\nu}, \ g_3 = (z/L)^{2-2/\nu} e^{c_B z^2} \). For this particular case:

\[
\sigma_{x_1} = \sigma_{x_1} = \left( \frac{L^2 b_s(z)}{z^2} \right) \sqrt{g_1 g_2} = \left( \frac{L^{1+1/\nu} b_s(z)}{z^{1+1/\nu}} \right), \quad (2.49)
\]

\[
\sigma_{x_2} = \left( \frac{L^2 b_s(z)}{z^2} \right) \sqrt{g_1 g_3} = \left( \frac{L^{1+1/\nu} b_s(z)}{z^{1+1/\nu}} \right) e^{c_B z^2/2}, \quad (2.50)
\]

\[
\sigma_{y_1} = \left( \frac{L^2 b_s(z)}{z^2} \right) \sqrt{g_2 g_3} = \left( \frac{L^{2/\nu} b_s(z)}{z^{2/\nu}} \right) e^{c_B z^2/2}, \quad (2.51)
\]

where \( z = z_h \) or \( z = z_{DW} \) (if the dynamical wall exists).

Note that drag forces for metric (2.1) with \( g_1 = 1 \) have been calculated directly in [7] with the result:

\[
p_x = v_x \frac{b_s(z)}{z^2} \quad (2.52)
\]

\[
p_{y_1} = v_{y_1} \frac{b_s(z)}{z^2} g_2(z) \quad (2.53)
\]

\[
p_{y_2} = v_{y_2} \frac{b_s(z)}{z^2} g_3(z), \quad (2.54)
\]
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that reproduce (2.49), (2.50) and (2.51) for $g_1 = 1$ if we identify

$$v_x = v \sqrt{g_2},$$

$$v_y = v \sqrt{g_3},$$

$$v_y = v \sqrt{g_2} \sqrt{g_3},$$

with some constant $v$.

### 2.4 Model and its thermodynamical properties

In the next sections we calculate the string tensions (2.49)-(2.51) and their dependence on the thermodynamic parameters and magnetic field. Most of the quantities we dealt with in the previous sections depend explicitly on $z_h$, while we need the temperature dependence. As we deal with the model considered in [1], we remind here its main features and specifically the behavior of temperature as function of $z_h$, $c_B$ and $\mu$.

We take the action in Einstein frame and the metric ansatz

$$S = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \times$$

$$\times \left[ R - \frac{f_1(\phi)}{4} F^{(1)}_\mu F^{(1)}_\mu - \frac{f_2(\phi)}{4} F^{(2)}_\mu F^{(2)}_\mu - \frac{f_B(\phi)}{4} F^{(B)}_\mu F^{(B)}_\mu - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi) \right],$$

$$F^{(1)}_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, \text{ i.e. } A^{(1)}_\mu = A_\mu \delta^0_\mu,$$

$$F^{(2)}_{\mu \nu} = q dy_1 \wedge dy_2, \text{ i.e. } F^{(2)}_{y_1 y_2} = q,$$

$$F^{(B)}_{\mu \nu} = q_B dx \wedge dy_1, \text{ i.e. } F^{(B)}_{x y_1} = q_B,$$

$$ds^2 = \frac{L^2}{z^2} b(z) \left[ - g(z) dt^2 + dx^2 + \left( \frac{z}{L} \right)^{2-\tilde{\nu}} dy_1^2 + e^{\nu z^2} \left( \frac{z}{L} \right)^{2-\tilde{\nu}} dy_2^2 + \frac{dz^2}{g(z)} \right],$$

$$b(z) = e^{2A(z)},$$

(2.58)

(2.59)

(2.60)

(2.61)

where $\phi = \phi(z)$ is the scalar field, $f_1(\phi)$, $f_2(\phi)$ and $f_B(\phi)$ are the coupling functions associated with the Maxwell fields $A_\mu$, $F^{(2)}_{\mu \nu}$ and $F^{(B)}_{\mu \nu}$ correspondingly, $q$ and $q_B$ are constants and $V(\phi)$ is the scalar field potential, $L$ is the AdS-radius, $b(z)$ is the warp factor in Einstein frame and $A(z)$ is related with $b(z)$ according (2.61), $g(z)$ is the blackening function, $\nu$ is the parameter of primary anisotropy, caused by non-symmetry of heavy-ion collision (HIC), and $c_B$ is the coefficient of secondary anisotropy related to the external magnetic field $F^{(B)}_{\mu \nu}$. Choice of $A(z)$ determines the heavy/light quarks description of the model, so we follow previous works and consider $A(z) = -cz^2/4$ and $f_1 = z^{-2+\frac{\nu}{2}}$ for heavy quarks [39]. The EOM solution can be found in Appendix A.
Temperature and entropy can be written as:

\[
T = \frac{\left| g' \right|}{4\pi} \bigg|_{z = z_h} = \frac{1}{2\pi} - e^{\frac{1}{4}(3c - 2c_B)z_h^2} (2c_B - c) z_h^{1 + \frac{2}{\nu}} \frac{\mu^2 e^{\frac{1}{4}(c - 2c_B)z_h^2}}{4L^2 \left(1 - e^{\frac{1}{4}(c - 2c_B)z_h^2}\right)^2} + \\
+ \left(\frac{3}{4}\right)^{1 + \frac{1}{\nu}} \frac{(2c_B - c)^{\frac{1}{\nu}}}{\Gamma\left(1 + \frac{1}{\nu}; 0\right) - \Gamma\left(1 + \frac{1}{\nu}; \frac{3}{4}(2c_B - c)z_h^2\right)} \times \\
\times \left[1 - \frac{\mu^2 (2c_B - c)^{-\frac{1}{\nu}}}{4L^2 \left(1 - e^{\frac{1}{4}(c - 2c_B)z_h^2}\right)^2 \left(\Gamma\left(1 + \frac{1}{\nu}; 0\right) - \Gamma\left(1 + \frac{1}{\nu}; (2c_B - c)z_h^2\right)\right)}\right]\bigg|^{1 + \frac{1}{\nu}}_{z = z_h}
\]

\[s = \frac{1}{4} \left(\frac{L}{z_h}\right)^{1 + \frac{1}{\nu}} e^{-\frac{1}{4}(3c - 2c_B)z_h^2}.\]

For zero chemical potential and zero magnetic field in holographic models describing heavy quarks behavior [39, 41] temperature is a two-valued function of horizon having a local minimum (Fig.1, 2). Increasing branch with larger \(z_h\) values is unstable, so the phase transition (collapse) to the decreasing (stable) branch with smaller \(z_h\) values along any isotherm \(T > T_{\text{min}}\) is possible. Because of the local minimum temperatures \(0 \leq T < T_{\text{min}}\) can’t be reached thus limiting the possibility of the system cool-down.

Turning magnetic field or chemical potential on makes temperature a three-valued function due to a local maximum appearance (Fig.1A, B). Thus magnetic field and chemical potential reinforce each other’s effect on the temperature behavior. Here the BH collapse and therefore the 1-st order phase transition are possible for \(T_{\text{min}} < T < T_{\text{max}}\) where \(T(z_h)\) is three-valued. Both decreasing branch with larger \(z_h\) (right) and increasing branch (middle) are unstable, and the collapse occurs from decreasing unstable branch to the decreasing stable one (left) bypassing through the increasing unstable interval between the local minimum and the local maximum. For \(T > T_{\text{max}}\) and \(0 \leq T < T_{\text{min}}\) phase transition doesn’t happen but any temperatures are available.

As chemical potential and magnetic field have similar effect on the temperature there are rather narrow intervals of \(\mu\) and \(c_B\) for which collapse is still possible. As we can see on plots of Fig.1A, even for \(c_B = -0.015\) or \(\mu = 0.1\) temperature is monotonic already. So the BH collapse and the 1-st order phase transition corresponding to it become very fragile in the magnetic field, and non-zero chemical potential only exacerbates this situation.

The other factor that becomes significant is the primary spatial anisotropy parametrized by the coefficient \(\nu\). It makes temperature extremes more pronounced and inhibits their smoothing longer (Fig.1C). This tendency keeps for non-zero \(\mu\)
Figure 1. Temperature dependence on $z_h$ for different $c_B$, $\mu = 0, 0.1$, $\nu = 1$ (A) and $\nu = 4.5$ (B); for $\nu = 1, 4.5$, $\mu = 0$ (C) and $\mu = 0.1$ (D).

Figure 2. Temperature dependence on $z_h$ for different $c_B$, $\nu = 2$, $\mu = 0, 0.2$.

(Fig.1D), thus making phase transition more resistant to stronger coupling with magnetic field and to increase in chemical potential. On Fig.2 intermediate case of small primary anisotropy is presented.

On Fig.4 temperature as a function of $z_h$, $\mu$ and $c_B$ is presented. At small values temperature is rather sensitive to chemical potential and magnetic field presence
Figure 3. Contour plots of temperature depending on $z_h, -c_B$ and $\mu$ for $\nu = 1$ (A) and $\nu = 4.5$ (B). Dependence of temperature on $z_h$ and $\mu$ for different $c_B$ shown by different colors for $\nu = 1$ (C) $\nu = 4.5$ (D).

(Fig.4.A). The larger absolute value of $\mu$ or $c_B$ leads to smaller $z_h$ for the fixed temperature. But their influence significantly weakens with increasing temperature. Isotherm surfaces for large $T$ are almost flat and parallel to $\mu - c_B$ plane, i.e. they are determined mainly by horizon, so that contribution of magnetic field and chemical potential are minor. For $\nu = 4.5$ (Fig.4.B) this process is faster than for $\nu = 1$ as influence of $\mu$ and $c_B$ is weakened from the start.

On Fig.4C,D $T(z_h, \mu)$ for different $c_B$ and $\nu = 1, 4.5$ is presented. Here we see the effects discussed above in relation to Fig.1, 2. Each colored surface corresponds to some $c_B$ value, and the surfaces corresponding to larger absolute values of $c_B$ lie below. For $\nu = 1$ (Fig.4C) surface for fixed $c_B$ is flatter than for $\nu = 4.5$ (Fig.4D).
Figure 4. Domains of physical parameters of AHM (anisotropic holographic matter). Dependence of the temperature on $z_h$ for $0 \leq \mu \leq 0.2$ and $-0.025 \leq c_B \leq 0$ for $\nu = 1$ (A) and for $\nu = 4.5$ (B). Fixed $c_B$ values are shown by different colors.

On Fig.4 possible temperature values depending on magnetic field influence and chemical potential are shown. Planes corresponding to some fixed (discrete) values of $c_B$ are highlighted as levels for clarity. Empty spaces mean regions with unattainable temperature values.
3 Numerical Results

The main ingredient of our calculations is a finding position of the dynamical wall for effective potentials. The effective potentials depend on the orientation. In particular cases for orientations $xY_1$, $xY_2$ and $y_1Y_2$ the effective potentials are given by equations (2.49), (2.50) and (2.51). We denote the corresponding potentials as $V_1$, $V_2$ and $V_3$ for simplicity. In the next subsections we present the forms of these potentials. The effective potentials depend on $c$, $z_0$, $z_h$ and $c_B$. Note that effective potential does not depend on $\mu$.

3.1 Wilson loop $W_{xY_1}$

The behavior of the effective potential $V_1$ that corresponds to the Wilson loop $W_{xY_1}$ on the magnetic field is presented on Fig.5.

![Figure 5](image)

**Figure 5.** The dependence of the effective potential $V_1$ on the magnetic field for $\nu = 1$ (A) and $\nu = 4.5$ (B).

We see that $V_1$ has local minimums, i.e. has dynamical walls where $V'(z) = 0$ for $0 < c_B < c_{B,cr}$. At $c_{B,cr} = 0.2$ for $\nu = 1$ the effective potential has an inflection point and for $c_B > c_{B,cr}$ the dynamical walls disappear. Locations of the dynamical walls depends on the value of $c_B$ and are given in the Tables 1 and 2.

To get the string tension of the spatial Wilson loop we have to find the minimal value of effective potential at the dynamical wall and at the horizon. We show both values of effective potential in following plots. In Fig.6 and Fig.7 dependence of $\sigma_1$ on temperature for different values $c_B$ and $\mu$ is presented in primary isotropic case.

| $V_1$ | $\nu = 1$ |
|-------|------------|
| $-c_B$ | 0.05 0.1 0.138 |
| $z_{DW}$ | 2.969 2.899 2.849 3.579 |

**Table 1.** Locations of DW for $V_1$ at $\nu = 1$. 

![Table 1](image)
Green lines depict the dependence of \( \sigma(z_h) \) on temperature, cyan lines depict the dependence of \( \sigma(z_{DW}) \) on temperature. In Fig.9 and Fig.10 dependence of \( \sigma_1 \) on temperature for different values \( c_B \) and \( \mu \) is presented in primary anisotropic case (\( \nu = 4.5 \)). Blue lines depict the dependence of \( \sigma(z_h) \) on temperature, cyan lines depict the dependence of \( \sigma(z_{DW}) \) on temperature. We see the phase transition between two connected string configuration with different values of string tension: \( \sigma(z_{DW}) \) and \( \sigma(z_h) \) (see also Sect.2.2). For this phase transition the second derivative of string tension \( \partial^2 \sigma/\partial T^2 \) undergoes a jump. In Fig.11 transparent surfaces correspond to the configurations touching the horizon, and less transparent ones to the configurations touching the dynamic wall. The phase transition corresponds to the transition from the DW configuration to the horizon configuration and is located at boundaries between light and dark surfaces. In Fig.12 locations of phase transition of \( \sigma_1 \) is presented for \( \nu = 1 \) and for \( \nu = 4.5 \).

| \( V_1 \) | \( \nu = 4.5 \) |
|---|---|
| \( -c_B \) | 0 | 0.02 | 0.05 | 0.1 | 0.15 | 0.2 | 0.25 |
| \( z_{DW} \) | 1.131 | 1.083 | 1.031 | 0.952 | 0.896 | 0.841 | 0.798 |

Table 2. Locations of DW for \( V_1 \) at \( \nu = 4.5 \).

**Figure 6.** Dependence of \( \sigma_1 \) on temperature for different values of \( c_B \) for \( \mu = 0 \) (A), \( \mu = 0.1 \) (B) and \( \mu = 0.5 \) (C); \( \nu = 1 \).
Figure 7. Dependence of $\sigma_1$ from Fig. 6 in larger scale. Plot legends are the same for all plots.

Figure 8. Phase transitions in details for $\mu = 0$ (A) and $\mu = 0.01$ (B); $c_B = 0$. 
Figure 9. Dependence of $\sigma_1$ on temperature and magnetic field for $\mu = 0$ (A), $\mu = 0.1$ (B) and $\mu = 0.5$ (C); $\nu = 4.5$.

Figure 10. Dependence of $\sigma_1$ from Fig.9 in larger scale. Plot legends are the same for all plots.
Figure 11. Transparent surfaces show the configurations touching the horizon, and less transparent ones – the configurations touching the dynamic wall for $\nu = 1$ (A) and $\nu = 4.5$ (B). The phase transition corresponds to the transition from the DW configuration to the horizon configuration and is located at boundaries between light and dark surfaces.

Figure 12. Locations of phase transition of $\sigma_1$ corresponding to the transition from the DW configuration to the horizon configuration for $\nu = 1$ (A) and $\nu = 4.5$ (B).

3.2 Wilson loop $W_{xY_2}$

In Fig.13 the effective potential $V_2$ is presented as function of $z$ for different $c_B$ in primary isotopic ($\nu = 1$) and primary anisotropic ($\nu = 4.5$) cases.

In Fig.14 and Fig.15 dependence of $\sigma_2$ on temperature is presented for different values of chemical potentials $\mu$ and $c_B$ in primary isotropic case. In Fig.16 more detailed pictures with indications of thermodynamically unstable phases are shown. In Fig.17 and Fig.18 dependence of $\sigma_2$ on temperature is presented for different values of chemical potentials $\mu$ and $c_B$ in primary anisotropic case ($\nu = 4.5$). In both cases
we can see that there are two values of $\sigma$ for some temperature values. This is the consequence of a multi-valued dependence of temperature on the size of horizon and two-valued dependence of sigma on the size of horizon for some sets of parameters $c_B$, $\nu$ and $\mu$. In Fig. 16 the situation with phase transitions is depicted in details for $\mu = 0$, $\mu = 0.01$, $c_B = 0$ in both cases. The result for $\mathcal{V}_2$ is qualitatively similar to results for $\mathcal{V}_1$. Dynamic wall positions are presented in Tables 3 and 4.

Figure 13. Effective potential $\mathcal{V}_2$ as function of $z$ for different $c_B$: $\nu = 1$ (A) and $\nu = 4.5$ (B). Locations of DW are indicated by dots. We see that for $\mu = 0$ at large $c_B$ DW disappears. Here $c_{B,DW} \approx 0.2$ for $\nu = 1$ and $c_{B,DW} \approx 0.3$ for $\nu = 4.5$.

| $\mathcal{V}_2$       | $\nu = 1$          |
|-----------------------|--------------------|
| $-c_B$                | 0.05 0.1 0.15      |
| $z_{DW}$              | 2.952 3.110 3.238 3.465 |

Table 3. Locations of DW for $\mathcal{V}_2$ at $\nu = 1$
Table 4. Locations of DW for $V_2$ at $\nu = 4.5$

| $V_2$ | $\nu = 4.5$ |
|-------|-------------|
| $-c_B$ | 0.02 | 0.05 | 0.1 | 0.15 | 0.21 | 0.265 |
| $z_{DW}$ | 1.130 | 1.126 | 1.124 | 1.124 | 1.142 | 1.178 | 1.192 |

Figure 14. Dependence of $\sigma_2$ on temperature and $c_B$ for $\mu = 0$ (A), 0.001 (B), 0.01 (C), 0.1 (D), 0.3 (E) and 0.5 (F); $\nu = 1$. Plot legends are the same for all plots.
Figure 15. Dependence of $\sigma^2$ from Fig.14 in larger scale. Plot legends are the same for all plots.

Figure 16. Phase transitions in details for $\mu = 0$ (A) and $\mu = 0.01$ (B); $c_B = 0$. 

$\mu = 0, \nu = 1$

$\mu = 0.01, \nu = 1$

$\mu = 0.001, \nu = 1$

$\mu = 0.01, \nu = 1$

$\mu = 0.1, \nu = 1$

$\mu = 0.3, \nu = 1$

$\mu = 0.5, \nu = 1$

$\sigma^2 \mu = 0, \nu = 4.5$

$\sigma^2 \mu = 0, \nu = 4.5$
Figure 17. Dependence of $\sigma^2$ on temperature and $c_B$ for $\mu = 0$ (A), 0.1 (B) and 0.5 (C); $\nu = 4.5$. Plot legends are the same for all plots.

Figure 18. Dependence of $\sigma^2$ from Fig.17 in larger scale. Plot legends are the same for all plots.
Finally, we get the surfaces that depict phase transition presented at Fig.19 and Fig.20. These results can be compared with $\nu_1$ consideration from previous subsection.

**Figure 19.** Phase transitions for $\nu = 1$ (A) and $\nu = 4.5$ (B,C).

**Figure 20.** Phase transitions of $\nu_2$ for $\nu = 1$ (A) and $\nu = 4.5$ (B). Light line represents the set of parameters where phase transitions disappear.
3.3 Wilson loop $W_{y_1y_2}$

In Fig.21 the effective potential dependence on $z$ is presented. The form of the potential $V_3$ depends on $c_B$ and $\nu$. The DW disappears with increasing $c_B$. The effective potential changes its behavior due to the dilation field asymptotic on the boundary $z = \epsilon$, so that $V(0) = \infty$ for $\nu < \nu_{cr}$ and $V(0) = 0$ for $\nu > \nu_{cr}$, $\nu_{cr} = 2.48$. This fact is demonstrated also in Fig.22, where the effective potential dependence on $z$ is presented for $\nu = 2$ and $\nu = 4.5$. This behavior of the effective potential means that for large values of anisotropic parameter $\nu$ the connected string configuration disappears in the considered background.

In Fig.23.A the effective potential $V_3$ is presented for different values of $c_B$ and $\nu = 2$. The DW exists for all considered $c_B$ values. In Fig.23.B $\sigma_3$ dependence on temperature $T$ is presented. Blue lines depict the $\sigma(z_{DW})$. Dynamical wall positions for $V_3$ are listed in Table 5.

We can also see the phase transition like it was in previous cases for $V_1$ and $V_2$. In Fig.24.A the domain of acceptable physical parameters $T$, $\mu$, $c_B$ at $\nu = 2$ is depicted. In Fig.24.B phase transition is presented for $\nu = 2$ and different values of $c_B$. These results can be compared with $V_1$ and $V_2$ cases with previous subsections.

![Figure 21](image)

**Figure 21.** Effective potential $V_3$ for $c_B = 0, 0.05, 0.1, 0.2, 0.5$ (line’s thickness increases with increasing $c_B$) for $\nu = 1$ (green), 1.5 (red), 2 (cyan), 2.48 (gray), 4.5 (blue).

| $V_3$ | $\nu = 1$ |
|-------|-----------|
| $-c_B$ | 0         | 0.01 | 0.02 |
| $z_{DW}$ | 3.030 | 3.352 | 3.978 |

**Table 5.** Locations of DW for $V_3$ at $\nu = 1$
Figure 22. Effective potential $V_3$ for different $c_B$ values, $\nu = 2$ (A) and $\nu = 4.5$ (B).

$$
\mu = 0, \nu = 2
$$

Figure 23. Dependence of $\sigma_3$ on temperature for different $c_B$ values. Blue lines depict $\sigma_3$ calculated on the DW.
4 Conclusion

In this work expressions for the string tension $\sigma$ describing differently oriented SWL in the fully anisotropic background are obtained. Dependence of $\sigma$ for three particular orientations of SWL, $\sigma_i$, $i = 1, 2, 3$, on the anisotropy and external magnetic field parameters are studied. The considered orientations correspond to drag forces acting on heavy quarks moving along different directions.

Under variation of thermodynamic parameters – temperature $T$, chemical potential $\mu$ and magnetic field – the string tensions $\sigma_i$ undergo the phase transition. Their phase transitions are related to the appearance/disappearance of dynamical walls for these effective potentials. Existence of the DW strongly depends on the parameters of anisotropy. The disappearance of DW means that we should calculate $\sigma$ at the

![Figure 24](image_url)

**Figure 24.** The domain of acceptable physical parameters $T$, $\mu$, $c_B$; $\nu = 2$ (A). Phase transition for $\sigma_3$ for different $c_B$ values; $\nu = 2$ (B).

![Figure 25](image_url)

**Figure 25.** Phase transitions of $\mathcal{V}_1$ (A) and $\mathcal{V}_2$ (B) for $\nu = 1, 4.5$. 
horizon only. In primary isotropic case, i.e. when the only source of anisotropy is the magnetic field, the DW exists for all values of $z_h$, so we have $\sigma(z_{DW})$ and $\sigma(z_h)$ for all $z_h$ and the configuration with the minimal effective potential is realized. In fully anisotropic case the DW exists for $\nu < \nu_{cr}$ and $|c_B| < |c_{B,cr}|$. The DW can disappear at the point $z_{DW}(z_h, \nu, c_B)$, reached with $\nu = \nu_{cr}$, $c_B = c_{B,cr}$. Values of $\nu_{cr}$ and $c_{B,cr}$ depend on the orientation. With a slight increasing of anisotropy near $\nu = \nu_{cr}$ and $c_B = c_{B,cr}$ the DW disappears and the string tension is calculated at the horizon, therefore the phase transition between two configurations disappears too. Phase transition planes in the three dimensional space of physical parameters $T, \mu, c_B$ for $\sigma_1$ and $\sigma_2$ are presented in Fig.25 by green and blue lines for $\nu = 1$ and $\nu = 4.5$ respectively. The light green and blue lines represent to the end of the phase transitions.

It is interesting to consider SWLs and drag forces in the fully anisotropic case for different warp factors $b_s$, including factor corresponding light quarks, as well as the hybrid factors [58], and study the influence of the DW and anisotropy on the drag forces. Also it would be interesting to study the same problem in other anisotropic models [60, 62].
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Appendix

A EOM solution

The EOM system corresponding to action (2.58) and metric (2.60) has the solution

\[ A_t = \mu \frac{e^{4(c-2\nu)z^2} - e^{4(c-2\nu)z^2_h}}{1 - e^{4(c-2\nu)z^2_h}}, \]  

\[ g = e^{cz^2} \left\{ 1 - \frac{\Gamma (1 + \frac{1}{\nu}; 0)}{\Gamma (1 + \frac{1}{\nu}; 0) - \Gamma (1 + \frac{1}{\nu}; \frac{3}{4}(2cB - c)^2z^2_h)} - \frac{\mu^2 (2cB - c)^{-\frac{1}{2}}}{4L^2 \left( 1 - e^{4(c-2\nu)z^2_h} \right)^{\frac{3}{4}}} \left( \Gamma \left( 1 + \frac{1}{\nu}; 0 \right) - \Gamma \left( 1 + \frac{1}{\nu}; \frac{3}{4}(2cB - c)^2z^2_h \right) \right) \times \left[ 1 - \frac{\Gamma (1 + \frac{1}{\nu}; 0)}{\Gamma (1 + \frac{1}{\nu}; 0) - \Gamma (1 + \frac{1}{\nu}; \frac{3}{4}(2cB - c)^2z^2_h)} \Gamma (1 + \frac{1}{\nu}; 0) - \Gamma (1 + \frac{1}{\nu}; (2cB - c)^2z^2_h) \right] \right\}, \]  

\[ f_B = -2 \left( \frac{z}{L} \right)^{-\frac{1}{2}} e^{-4cz^2} \frac{c_Bz^2}{q^2} g \left( \frac{3cz^2}{2} + \frac{2}{\nu z} - c_Bz^2 - \frac{g'}{g} \right), \]  

\[ f_2 = 4 \left( \frac{z}{L} \right)^{-\frac{1}{2}} e^{-4cz^2} \frac{\nu - 1}{q^2} g \left( \frac{\nu + 1}{\nu z} + \frac{3c - 2cB}{4} z - \frac{g'}{2g} \right), \]  

\[ \phi = \frac{\sqrt{2}}{4\nu} \left\{ 2\sqrt{2} \sqrt{\nu - 1} \left[ \log \left( \frac{z^2}{z_0^2} \right) - \log \left( 8(\nu - 1) + 4c_Bz^2 + 3(3c - 2c_B)\nu^2z^2 \right) + \log \left( 8(\nu - 1) + 4c_Bz^2 + 3(3c - 2c_B)\nu^2z^2 \right) + 2\sqrt{2} \sqrt{\nu - 1} \sqrt{8(\nu - 1) + 8c_B\nu z^2 + 6(3c - 2c_B)\nu^2z^2 + (3c^2 - 4c^2_B)\nu^2z^2} \right] + \sqrt{8(\nu - 1) + 8c_B\nu z^2 + 6(3c - 2c_B)\nu^2z^2 + (3c^2 - 4c^2_B)\nu^2z^2} \right\} + \frac{\sqrt{8(\nu - 1) + 8c_B\nu z^2 + 6(3c - 2c_B)\nu^2z^2 + (3c^2 - 4c^2_B)\nu^2z^2}}{\sqrt{3c^2 - 4c^2_B}} \times \log \left( \frac{4c_B + 3(3c - 2c_B)\nu z^2}{3c^2 - 4c^2_B} \sqrt{8(\nu - 1) + 8c_B\nu z^2 + 6(3c - 2c_B)\nu^2z^2 + (3c^2 - 4c^2_B)\nu^2z^2} \right) \right\}, \]
\[ V = -\frac{e^\frac{1}{2}v^2}{4L^2\nu^2} \left\{ \left[ 8(1 + 2\nu)(1 + \nu) + 2(3 + 2\nu)(3c - 2c_B)\nu z^2 + (3c - 2c_B)^2\nu^2 z^4 \right] g - \right. \\
\left. - \left[ 2(1 + 5\nu) + 3(3c - 2c_B)\nu z^2 \right] g' + 2g''\nu^2 z^2 \right\}. \] (A.6)

Here \( z_0 \) is the point specifying the boundary condition for the dilaton field, \( \phi(z_0) = 0 \) \([48, 58]\).
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