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Abstract

We study meta-learning for adversarial multi-armed bandits. We consider the online-within-online setup, in which a player (learner) encounters a sequence of multi-armed bandit episodes. The player’s performance is measured as regret against the best arm in each episode, according to the losses generated by an adversary. The difficulty of the problem depends on the empirical distribution of the per-episode best arm chosen by the adversary. We present an algorithm that can leverage the non-uniformity in this empirical distribution, and derive problem-dependent regret bounds. This solution comprises an inner learner that plays each episode separately, and an outer learner that updates the hyper-parameters of the inner algorithm between the episodes. In the case where the best arm distribution is far from uniform, it improves upon the best bound that can be achieved by any online algorithm executed on each episode individually without meta-learning.

1 Introduction

Meta-learning is an important area of recent research, which considers the possibility to improve the performance of a machine learning algorithm by applying it to many similar tasks. This includes both practical applications [17, 27] and theoretical analysis. One particular setting for which new performance guarantees has been recently provided is online-within-online meta-learning [13, 18]. In this setting the learner (player) performs a sequence of tasks (episodes), each constituting a sequence of rounds. On each round the learner makes a decision and suffers the corresponding loss, after which the loss function is revealed. The performance is measured be the regret, comparing to the best static decision per task.

The assumption that the whole loss function becomes known to the player is referred to as the full-information setting. However, in many applications this assumption is not realistic. In the partial information setting only the value of the loss function at the decision made by the player (i.e. the incurred loss) is revealed. This work considers online-within-online meta-learning with partial information, specifically the adversarial multi-armed bandit (MAB).

The MAB is a well-established framework to analyze sequential decision making with partial feedback. It is formulated as a game that consists of $T$ rounds. In each round the player chooses one out of $d$ arms (actions). Each arm has a loss associated with it on the current round, and the player
incurs the loss of the arm that he has chosen. This loss is then revealed to the player, but not the loss of the other arms. This work focuses on adversarial MAB [5], in which the losses are chosen by an adversary. Other variants of MAB exist, such as the stochastic version in which each arm has an associated stationary distribution from which the losses are sampled. We refer the reader to [20] for a comprehensive introduction to MAB.

A practical motivation for the online-within-online MAB setting is the domain of online medicine, and particularly mobile health, where bandits are becoming increasingly used in order to facilitate effective decision making based on continually incoming data from personal devices [26]. One of the major challenges in this domain is the proper initialization of decision policies. We believe such issues could be alleviated within the meta-learning context we present, since decision making initialization is improved by our approach, as information is acquired across episodes.

To the best of our knowledge, this is the first work that considers online-within-online meta-learning for adversarial multi-armed bandit, and develops performance guarantees for them. We formulate the online-within-online multi-armed bandit setting, including the quantification of meta-learning difficulty. We propose an algorithm that takes advantage of task similarity in this setting. We derive a problem-dependent bound on the expected regret of this algorithm. Under some assumptions on the problem size, and on the non-uniformity of the best arm’s empirical distribution, it improves upon the best bound that can be achieved by any online algorithm executed on each episode individually without meta-learning.

To showcase the benefit of our approach consider a setting with $d$ arms, where the tasks are similar in the following sense: the empirical distribution of the best-arm-per-episode is concentrated (with high probability) among a small group of $k \ll d$ arms. In this case we are able to show that asymptotically\(^1\) the total regret bound of our method is smaller by a factor of $d^{1/4}$ compared to a standard online learner that does not apply meta-learning. Our method achieves this improvement without any prior knowledge regarding the empirical distribution of the best arms, but rather meta-learns to exploit this structure throughout the learning process.

2 Related work

Several recent works [13, 18, 22] introduce algorithms for online-within-online meta-learning with provable regret bounds. Each of these approaches consists of an inner algorithm that is applied to each episode and an outer algorithm that updates hyper-parameters of the inner algorithm. Khodak et al. [18] propose to use the episode-specific regret bound of the inner algorithm as the loss function for the outer algorithm. This bound depends on the learning rate and the initialization point, and the outer algorithm treats each of these parameters as a separate online learning problem. They quantify the problem difficulty as the generalized empirical variance of the per-episode best-in-hindsight points. Meunier and Alquier [22] further generalize this idea and propose a unified way to treat all the hyper-parameters. Denevi et al. [13] propose to use a regularized empirical error as a performance measure instead of the regret, and their outer algorithm updates the initialization point based on the (sub-)gradient of this measure. However, these works consider full information feedback, which is not always available. Our work builds upon the framework of Khodak et al. [18], and extends it to the bandit setting.

The adversarial multi-armed bandit problem was introduced in the seminal work of Auer et al. [5]. They proposed the Exp3 algorithm, and proved that its regret bound meets the lower bound up to a logarithmic factor. This factor has been later eliminated by the implicitly normalized forecaster (INF) algorithm, that was first introduced in [3], and further analyzed in [2, 4, 23, 29].

A setting that bears some similarity to the online-within-online adversarial MAB is known as the switching bandit, or as tracking a sequence of best arms. In this problem, instead of using a static best arm as the comparator for regret calculation, a piecewise constant sequence of arms is used, with a limited number of arm switches. To cope with this setting, the Exp3.S algorithm [5] was proposed. The difficulty of the best arms sequence is quantified only as the number of switches. In contrast, in this work we add a measure of task similarity, which allows deriving a problem-dependent regret bound. Additionally, we assume that the learner knows when the task is switched. Such an assumption without the task similarity would degenerate the problem into a set of unrelated

---

\(^1\)Assuming a large enough number of episodes and rounds per episode.
adversarial MAB instances, which could be solved by repeated application of Exp3 or INF, and Exp3.S would have no benefit over this straightforward idea in this context.

A concurrent work [7] deals with a setting that is very similar to the one discussed in this work. It makes fewer assumptions and proposes ways to learn more hyper-parameters. However, their bound depends on the empirical distribution of arms estimated to be the best by the algorithm. Such distribution is not known prior to playing the game, and may have significantly higher entropy compared to the empirical distribution of best arms, as no guarantees are provided on the probability of correct best arm identification. In contrary, we make an additional assumption that allows us to bound the regret in terms of empirical distribution of true best arms, which is defined by the adversary and represents the difficulty of the problem.

Finally, there is an expanding recent literature on meta-learning for stochastic MABs (e.g. [6, 11, 19, 21, 24, 25, 28]). However, this problem differs significantly from the adversarial setting. An interesting direction for future work would be an algorithm that achieves optimal performance in online-within-online meta-learning for both stochastic and adversarial MAB (best of both worlds), similarly to [10, 29]. In the context of online-within-online learning, there are two behaviors that can be stochastic or adversarial: the losses inside each episode, and the change of loss pattern between the episodes, giving rise to at least four variants of the problem. Each of these variants is an interesting research direction, and so is a unified algorithms that simultaneously copes with all of them.

3 Problem formulation

3.1 Online-within-online adversarial MAB

We now define the protocol of online-within-online adversarial multi-armed bandit, and introduce metrics for quantification of the meta-learning difficulty.

Consider a repeated game between a learner and an adversary, that consists of $S$ episodes, with $T_s$ rounds in each episode $s$. In each round the player chooses one out of $d$ actions, and suffers a loss determined by the adversary for this action in this round. This loss is revealed to the player, but not the losses of other actions that she could choose. At the end of the episode, the loss accumulated by the player is compared to the loss of the best constant action for that episode, to yield the per-episode regret. At the end of the game, the total regret is calculated as a sum of all per-episode regrets. This setup extends the one in [18], where full information about the loss function is revealed to the learner at each round, to the case of bandit information.

We consider the case of an oblivious adversary, that decides upon the loss of each action in each round of each episode before the game begins. In this case the best action per episode is independent of the player’s actions, and the notions of expected regret and pseudo-regret coincide [9]. For simplicity, the number of rounds is assumed to be equal across episodes, $T_s = T$ for all $s$, and losses are bounded between $0$ and $1$.

**Definition 3.1.** Let $f_{s,t,i}$ be the loss of arm $i$ on round $t$ of episode $s$. The best arm in episode $s$ is $j^*_s \triangleq \arg\min_{i=1,...,d} \sum_{t=1}^T f_{s,t,i}$.

**Definition 3.2.** Let $y_{s,t}$ be the arm played by the learner in round $T$ of episode $s$. The total regret of the learner is $\Reg_{\text{tot}} \triangleq \sum_{s=1}^S \sum_{t=1}^T (f_{s,t,y_{s,t}} - f_{s,t,j^*_s})$.

In the worst case the adversary can choose the best arm uniformly at random, and there is not much motivation for meta-learning. Following [18], we derive a regret bound that depends on the variability of the best-in-hindsight points between episodes. We denote the empirical distribution of the best arm by $\psi$, and its non-uniformity can be quantified by the Tsallis entropy $\hat{H}_T^{(q)}(\psi)$ (see Definition 3.4 and the discussion that follows it). As we will see, the value of $\hat{H}_T^{(q)}(\psi)$ is not revealed to the learner, but affects its regret bound.

**Definition 3.3.** The empirical distribution of the best arm is $\psi_1 \triangleq \frac{1}{S} \sum_{s=1}^S \mathbb{I}_{\{i=j^*_s\}}, \ i = 1, \ldots, d$. 

Definition 3.4. The Tsallis entropy\(^2\) of a distribution \(x\) is
\[
\tilde{H}^{(q)}_T(x) \equiv \frac{1}{q(1-q)} \left( \sum_{i=1}^{d} x_i^q - 1 \right), \quad q \in (0, 1).
\]

Tsallis entropy can be seen as a generalization of the standard Shannon entropy, and converges to it for \(q \to 1\). It is used as the regularization function by the INF algorithm, which achieves the optimal regret bound on MAB for \(q = 1/2\). Subsequently [15, 23] it appears in regret bounds of derived algorithms either directly or as a Bregman divergence of negative Tsallis entropy \(-\tilde{H}^{(q)}_T(x)\), also known as beta-divergence \([8, 12]\).

Definition 3.5. Beta-divergence between distributions \(x, y\) is
\[
D^{(q)}_B(x\|y) \equiv \frac{1}{q(1-q)} \sum_{i=1}^{d} \left( (1-q) y_i^q + \frac{q x_i}{y_i^{1-q}} - x_i^q \right).
\]

In order to make use of the non-uniformity of \(\psi\), and hence facilitate meta-learning, the learner must be able to identify which arm was the best in hindsight, at least with some probability. The difficulty of such identification can be quantified by the gap between the average loss of the best arm and the average loss of any other arm. We assume that this gap is bounded from below by \(\Delta > 0\) in each episode, see Assumption 3.6.

Assumption 3.6. On each episode, the average loss of the best arm is lower than the average loss of any other arm by at least \(\Delta > 0\), \(\Delta \sum_{t=1}^{T} (f_{s,t,i} - f_{s,t,j^{*}}) \geq \Delta, \forall i \neq j^{*}, \forall s\).

For problems where this assumption does not hold (e.g., several arms have the same average loss), it might be possible to relax this requirement. However, in such cases the empirical distribution of the best arm \(\psi\) would not be informative or even not well-defined. Therefore, another way to describe the best arm choice and to quantify its non-uniformity is needed. For example, the relaxed assumption could be that the arms are divided into “good” and “bad” on each episode, and there is a gap between the average losses of these sets. Alternatively, a certain structure of gaps between each pair of arms can be assumed, and some weighted version of entropy can be used to quantify the non-uniformity. We leave these refinements to future work.

3.2 Adversarial MAB with known prior

An auxiliary setting that we consider in this paper is the case of a known prior. A single episode of the MAB game is considered, but the adversary is forced to choose the best arm \(j^{*}\) randomly according to a distribution \(\tilde{\psi}\), i.e. \(j^{*} \sim \tilde{\psi}\). Moreover, \(\tilde{\psi}\) is known to the player before the game begins. This represents the best performance that one can hope to achieve with meta-learning, and is used for comparison in Section 4.5. Additionally, this setting is used in Appendix E.

We note two special cases of this setting. One is the uniform prior \(\tilde{\psi}_i = \frac{1}{d}, \forall i\). This represents the worst-case scenario, and provides no benefit over a MAB with unknown prior. Indeed, this case is used to construct the lower bound on the expected regret of any algorithm for adversarial MAB [5].

Another interesting case is an adversary that chooses the best arm from a small set of arms that does not grow with \(d\). Let this set constitute the first \(k\) arms, and assume that most of the probability weight is divided uniformly between them. A small probability \(\zeta\) is divided uniformly between all other arms, to prevent degenerate solutions that ignore those arms altogether. This will be referred to as few-good-arms case.

Definition 3.7. The “Few-good-arms” scenario with \(k\) good arms and \(\zeta > 0\) cumulative probability of bad arms, has prior distribution \(\tilde{\psi}_i = \frac{1-k}{k} \) if \(i \leq k\), \(\tilde{\psi}_i = \frac{\zeta}{d-k}\) otherwise.

4 Proposed algorithm

The proposed solution, called meta-INF, consists of three components: the inner algorithm \(A_{in}\) and two outer algorithms \(A_{init}, A_{init}^{tr}\). As described in Algorithm 1, at the beginning of each episode \(s\) the

\(^2\)Compared to the common definition of Tsallis entropy, this version is scaled by factor \(1/q\), which makes it 1-strongly convex w.r.t. \(\|\cdot\|_2\) for any \(q\), instead of \(q\)-strongly convex. This does not affect the regret bounds, because it can be compensated by the learning rate.
Algorithm 1 Meta-INF. The comments are references to appropriate lines in Algorithms 2 to 4.

1: **Parameters**: $\delta, \alpha$.
2: Initialize $A_{\text{out}}^\text{lr}, A_{\text{out}}^\text{init}$ with parameters $\delta, \alpha$. $\triangleright$ 3.1, 4.1
3: for $s = 1, \ldots, S$ do
4: Use $A_{\text{out}}^\text{lr}, A_{\text{out}}^\text{init}$ to set $\phi_s, \eta_s$. $\triangleright$ 3.4, 4.3
5: Initialize $A_{\text{in}}$ with parameters $\phi_s, \eta_s, \delta$. $\triangleright$ 2.1
6: for $t = 1, \ldots, T$ do
7: Use $A_{\text{in}}$ to choose arm $y_{s,t}$ and play it. $\triangleright$ 2.4
8: Update $A_{\text{in}}$ with loss $f_{s,t,y_{s,t}}$. $\triangleright$ 2.5
9: end for
10: Use $A_{\text{in}}$ to estimate the best arm $j_s$. $\triangleright$ 2.9
11: Update $A_{\text{out}}^\text{lr}, A_{\text{out}}^\text{init}$ with $j_s$. $\triangleright$ 3.5, 4.4
12: end for

Algorithm 2 $A_{\text{in}}$: INF with $q = 1/2$ and guaranteed exploration.

1: **Parameters**: $\phi_s, \eta_s, \delta$.
2: Initialize, $x_{s,1} = \phi_s$.
3: for $t = 1, \ldots, T$ do
4: Choose (sample) arm $y_{s,t} \sim x_{s,t}$.
5: Observe loss $f_{s,t,y_{s,t}}$.
6: Construct unbiased loss estimate: $\hat{f}_{s,t,i} = f_{s,t,y_{s,t}} \cdot \mathbb{E}[i=y_{s,t}]$.
7: Update decision point:
   $$x_{s,t+1} = \arg\min_{x \in K_s} \eta_s \langle \hat{f}_{s,t}, x \rangle + D_{H}^{(1/2)}(x\|x_{s,t})$$
8: end for
9: Estimate best arm in hindsight: $\hat{j}_s = \arg\min_{i=1,\ldots,d} \sum_{t=1}^T \hat{f}_{s,t,i}$.

The algorithms $A_{\text{out}}^\text{lr}, A_{\text{out}}^\text{init}$ determine the learning rate $\eta_s > 0$ and the initialization point $\phi_s$ respectively. The algorithm $A_{\text{in}}$, with hyper-parameters $(\eta_s, \phi_s)$, is then used by the player during episode $s$. At the end of the episode the outer algorithms are updated using an upper bound on the regret of $A_{\text{in}}$ as the loss function.

In contrast to the full information setting [18], $A_{\text{in}}$ does not observe the true losses and therefore cannot compute the true best arm in hindsight to be used in its regret upper bound. Instead, the best arm is estimated based on the unbiased estimate of the losses. In Section 4.2 we show that by enforcing enough exploration, the estimated best arm can be used to construct an estimate of the regret upper bound. This estimated bound is then used by $A_{\text{out}}^\text{lr}, A_{\text{out}}^\text{init}$ to update $\eta$ and $\phi$. Next we describe and analyze the building blocks of our approach.

### 4.1 Inner algorithm

A typical approach [15, 23] to a single-episode MAB problem is to estimate the full loss vector based on observed partial losses, and then run a full-information online algorithm on the estimated losses. This full-information algorithm is usually a variant of follow the regularized leader (FTRL) or online mirror descent (OMD) with an appropriate regularization function. In each round it outputs a decision point on the simplex, and the arm to play is sampled according to this distribution.

When negative Tsallis entropy is used as regularization, this becomes an algorithm known as implicitly normalized forecaster (INF), first introduced by Audibert et al. [3]. Its per-episode regret bound is given in Lemma 4.1. The bound and the proof are not novel; the proof in our notations is given in Appendix C for convenience. Note that for $q \to 1$ the algorithm converges to the Exp3 [5] algorithm.

**Lemma 4.1.** Algorithm INF with Tsallis parameter $q$, initialization point $\phi$, and learning rate $\eta$, guarantees the following regret on a single episode against a static comparator $u$:

$$\mathbb{E}\text{Reg}^\text{inner}(u) \leq \frac{1}{\eta} D_{H}^{(q)}(u\|\phi) + \frac{\eta}{2}Td^q.$$
Algorithm 3 $A_{\text{out}}^\alpha$: α-EWOO.

1: Parameters: $\delta, \alpha$.
2: Initialize. $D = \sqrt{\frac{\alpha^2}{\gamma}}$, $\gamma = \frac{2}{\alpha^2} \min\left\{ \frac{\alpha^2}{\beta \gamma}, 1 \right\}$.
3: for $s = 1, \ldots, S$ do
4: Set $\eta_s = \sigma \frac{\int_{0}^{\sqrt{D^2 + \alpha^2}} v \exp\left( -\gamma \sum_{t=1}^{s-1} \hat{f}_s^t(v) \right) dv}{\int_{0}^{\sqrt{D^2 + \alpha^2}} \exp\left( -\gamma \sum_{t=1}^{s-1} \hat{f}_s^t(v) \right) dv}$.
5: Observe the initialization point $\phi_s$ chosen by $A_{\text{init}}$ and the estimated best arm $\hat{j}_s$.
6: Construct the regularized loss $\hat{f}_s^t(v) = \sigma \left( \left( \frac{1}{1 - d \epsilon_s} D_B^{(1/2)} (c^d_{\hat{j}_s} \| \phi_s) + \alpha^2 \right) \frac{1}{v} + v \right)$.
7: end for
8: Note: For $s = 1$ the decision is $\eta_s = \frac{1}{2} \sigma \left( \sqrt{D^2 + \alpha^2} + \alpha \right)$.

In this paper we use INF with $q = 1/2$ in the inner algorithm $A_{\text{in}}$, which is the optimal parameter in the worst case of a uniform prior [3]. Further motivation for this choice is provided in Appendix E. We leave other choices of $q$ and meta-learning the optimal $q$ for future work. The inner algorithm is summarized in Algorithm 2, which includes an exploration-ensuring modification explained next.

4.2 Best arm identification

The cornerstone of our meta-learning scheme is the ability to identify the best arm of each episode in hindsight. In the full information settings, such as [18, 22], this is simply the point that minimizes the sum of loss functions. In the bandit setting it has to be estimated based on the observed partial losses.

Based on the analysis in [1], high-probability identification of the best arm can be performed if the sampling probability of each arm on each round is bounded from below (Lemma 4.3). To ensure this property, the inner algorithm is modified to take decisions on the truncated simplex. We refer to this as “guaranteed exploration”. The best arm is then estimated as the one with the lowest cumulative estimated loss. The resulting inner algorithm is summarized in Algorithm 2.

Definition 4.2. For $\delta \in [0, 1/d]$ the truncated simplex is $\mathcal{K}_\delta \triangleq \left\{ x : x_i \geq \delta, \forall i, \sum_{i=1}^{d} x_i = 1 \right\}$.

Lemma 4.3. Let $\{x_{s,t}\}_{t=1}^{T}$ be decision points of an inner algorithm in episode $s$, such that $x_{s,t} \in \mathcal{K}_\delta$, $\forall t, s$. Let the true losses $f_{s,t}$ satisfy Assumption 3.6. Let $\hat{f}_{s,t}$ be the unbiased estimate of the losses, used to compute the estimated best arm $\hat{j}_s$ (see Lines 6 and 9 of Algorithm 2). Then the probability of correct estimation is bounded from below by

$$\mathbb{P}\left( \hat{j}_s = j^*_s \right) \geq 1 - d \epsilon_s, \quad \epsilon_s \triangleq \exp\left( -\frac{3}{28} \Delta^2 T \right).$$

Proof sketch. The proof for a specific choice of $\delta$ can be found in [1, Appendix F]. Using similar ideas, the general case is shown in Appendix H. \hfill $\square$

This bound is only meaningful when $d \epsilon_s < 1$. In order to simplify the analysis we consider a stronger requirement $d^2 \epsilon_s \leq 1$, which holds when Assumption 4.4 is satisfied.

Assumption 4.4. Problem parameters $T, d, \Delta$, and algorithmic parameter $\delta$, ensure that

$$\frac{56 \log d}{3 \Delta^2 T} \leq \delta \leq \frac{1}{d}.$$

Taking decisions on the truncated simplex induces additional regret, compared to the unmodified INF algorithm. But the resulting high probability of correct best arm estimation allows us to bound
Algorithm 4. $\mathcal{A}_{\text{init.}}^{\text{out}}$: FTL.

1. **Parameters:** $\delta$.
2. **for** $s = 1, \ldots, S$ **do**
3. 

\begin{align*}
\text{Set } \phi_s &= \text{argmin}_\phi \sum_{\tau=1}^{s-1} D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi \right) = \frac{1}{s-1} \sum_{\tau=1}^{s-1} e_{j_s}^\delta.
\end{align*}

4. **Observe** the estimated best arm $j_s$.
5. **end for**
6. **Note:** For $s = 1$ the decision is $\phi_s = \frac{1}{d} \mathbf{1}$.

the regret against the true best arm using the estimated best arm, as shown in Lemma 4.5. Such a bound can then be used as the loss function of the outer algorithms.

We use the following notations throughout the rest of the paper. The vector $e_j^\delta$ denotes a mixture between one-hot and uniform distributions with weight $\delta d$, and $\sigma$ denotes the problem’s scale,

$$e_j^\delta \triangleq (1 - \delta d) e_j + \delta \mathbf{1}, \quad \sigma \triangleq \frac{1}{\sqrt{2}} \sqrt{T \sqrt{d}}. \quad (1)$$

Lemma 4.5. The expected regret on episode $s$ using INF with $q = \frac{1}{2}$ and guaranteed exploration (Algorithm 2) is bounded from above as

$$\mathbb{E} \text{Reg}^{\text{inner}}(e_j^\delta_t) \leq \frac{1}{\eta_s (1 - d \epsilon)} \mathbb{E} D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi_s \right) + \sigma^2 \eta_s + U_{\text{cost}}^{\text{expl}}$$

where $U_{\text{cost}}^{\text{expl}}$ is the cost of guaranteed exploration $U_{\text{cost}}^{\text{expl}} = \delta T (d - 1)$.

**Proof sketch.** The regret is bounded in two steps:

$$\mathbb{E} \text{Reg}^{\text{inner}}(e_j^\delta_t) \leq \frac{D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi_s \right)}{\eta_s} + \sigma^2 \eta_s + U_{\text{cost}}^{\text{expl}} \leq \frac{\mathbb{E} D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi_s \right)}{\eta_s (1 - d \epsilon)} + \sigma^2 \eta_s + U_{\text{cost}}^{\text{expl}}$$

Inequality (a) follows from considering the algorithm’s decisions and the comparator to belong to $\hat{K}_\delta$, and adding the regret between this limited comparator and the true one. Inequality (b) is an application of Lemma 4.3 to the expectation. See Appendix G for details.

The bound in Lemma 4.5 relies on computing the expectation of the beta-divergence with respect to best arm estimation, and this cannot be performed by the player. Instead, a single sample is used as an unbiased estimator of the bound,

$$\frac{1}{\eta_s (1 - d \epsilon)} D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi_s \right) + \sigma^2 \eta_s + U_{\text{cost}}^{\text{expl}}. \quad (2)$$

4.3 **Meta-learning the learning rate**

The estimate of the single-episode regret bound (2) is used as the loss to be minimized by the outer algorithms. It depends (indirectly) on $j_s^*$ that is chosen by the adversary. Additionally, it is affected by the noise of the best arm estimation, according to Lemma 4.3. However it is important to note that these functions become known to the outer learner after each step, i.e. this is full information setting. We will treat these losses as if they were just generated by an adversary (that randomized its decision). Following [18], the meta-learning is divided into two separate problems: $\mathcal{A}_{\text{out}}^{\text{br}}$ treats the learning rate and $\mathcal{A}_{\text{out}}^{\text{init.}}$ treats the initialization point.

After variable change $\eta = \sigma v$ the losses of $\mathcal{A}_{\text{out}}^{\text{br}}$ are

$$f_s^{\text{br}}(v) = \sigma \left( \frac{1}{1 - d \epsilon} D^{(1/2)}_B \left( e_{j_s}^\delta \| \phi_s \right) \frac{1}{v} + v \right). \quad (3)$$

Similarly to [18], we use the $\alpha$-regularized exponentially-weighted online-optimization ($\alpha$-EWOO) algorithm, shown in Algorithm 3. The addition of $\frac{\alpha^2}{v^2}$ term makes the loss well-behaved and suitable to be used with the EWOO algorithm [16], which is a one-dimensional continuous version of the exponentiated weights method.
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Lemma 4.6. The regret of $\alpha$-EWO (Algorithm 3) on the loss function defined in (3) is bounded as
\[
\mathbb{E}\text{Reg} \leq O \left( \frac{\alpha^2}{\nu} \sigma^2 \min \left\{ \frac{\sigma^2}{\nu}, \alpha \right\} + \frac{\sigma \log(S)}{\alpha^2(1 - d\epsilon)^{\gamma/4}} \right).
\]
Proof sketch. As shown in Appendix H, the beta-divergence on the truncated simplex can be bounded as $D_B^{(1/2)}(e^j_s, \alpha || \phi_s) \leq \frac{\sigma^2}{\sqrt{\nu}}$, allowing us to use the $\alpha$-EWO regret bound [18] with the appropriate parameters. \qed

4.4 Meta-learning the initialization point

The loss of $A_{\text{init}}$ is the part of (2) that depends on $\phi_s$,
\[
j^\text{init}(\phi) = D_B^{(1/2)}(e^j_s, \alpha || \phi),
\]
(4)
We use follow the leader (FTL) to cope with these non-convex losses.

Lemma 4.7. The regret of FTL (Algorithm 4) w.r.t. the loss sequence (4) is bounded as
\[
\mathbb{E}\text{Reg} \leq O \left( \frac{\sqrt{d}}{\sqrt{\nu} \log S} \right).
\]
Proof sketch. These losses are not convex. However, they comprise a sequence of Bregman divergences of 1-strongly convex functions, and therefore a strongly convex coupling argument [18, Proposition B.1] can be applied. See Appendix I for details. \qed

The overall regret bound (see Section 4.5) additionally depends on the loss associated with the best initialization point in hindsight. In the full information setting that would just be the entropy of the empirical distribution of the best arms. On the other hand, the losses in (4) depend on $j_s$, which is an estimator constructed by the player. The expected entropy of the estimated best arm’s distribution can be higher than the entropy of the empirical distribution of the true best arms. In Lemma 4.8 we show that the difference between these entropies is bounded, and the bound does not depend on specific player actions.

Lemma 4.8. The expected loss of the best-in-hindsight point of the loss functions defined in (4) is bounded as
\[
\mathbb{E} \min_{\phi \in \mathcal{K}_s} \sum_{s=1}^S D_B^{(1/2)}(e^j_s, \alpha || \phi) \leq U_{\text{expl}}^\psi + \tilde{H}_T^{(1/2)}(\psi)S \leq O \left( \frac{\sqrt{d}}{\sqrt{\nu}} S + \tilde{H}_T^{(1/2)}(\psi)S \right).
\]
Proof sketch. We consider the expected loss of the best initialization under the worst-case distribution of the best arm estimation, which satisfies Lemma 4.3. We then use convexity of negative Tsallis entropy to bound the difference from the empirical distribution of true best arms. See Appendix J. \qed

4.5 Total regret upper bound

The overall algorithm, described in Algorithms 1 to 4, achieves a problem-dependent bound on the total regret, as shown in Theorem 4.9. Its proof follows from Lemmas 4.5 to 4.8 and is detailed in Appendix K.

Theorem 4.9 (Regret upper bound). Under Assumptions 3.6 and 4.4, the expected total regret guaranteed by meta-INF is
\[
\mathbb{E}\text{Reg} \leq \min_{\nu} \left[ U_{\text{expl}}^\nu S + U_{\text{reg}}^\nu \nu + \frac{\sigma}{1 - d\epsilon} \left( U_{\text{init}}^\nu + U_{\text{cost}}^\nu + \tilde{H}_T^{(1/2)}(\psi)S \right) \right].
\]
Here $U_{\text{cost}}^\nu$ is the cost associated with guaranteed exploration (see Lemma 4.5). $U_{\text{reg}}^\nu$ is an upper bound on the regret of meta-learning the learning-rate (see Lemma 4.6). $U_{\text{init}}^\nu$ is an upper bound on the regret of meta-learning the initialization point (see Lemma 4.7). $U_{\text{cost}}^\nu$ is an upper bound on the difference between the entropy of empirical distribution of the true best arms, and the expected estimated entropy (see Lemma 4.8).
Table 1: Asymptotic regret bounds for different problem size regimes.

| ALGORITHM   | S          | T          | \(\tilde{H}_T^{(1/2)}(\psi)\) | TOTAL REGRET BOUND |
|-------------|------------|------------|-------------------------------|--------------------|
| INF         | any        | any        | any                          | \(O(S\sqrt{Td})\) |
| INF + prior | any        | any        | any                          | \(O(S\sqrt{Td})\) |
| INF + prior | any        | any        | any                          | \(O(1)\)          |
| Meta-INF    | \(\Omega(T)\) | \(\Omega(\frac{d\log d}{\Delta^{1/3}})\) | any              | \(O(S\sqrt{Td})\) |
| Meta-INF    | \(\Omega(T)\) | \(\Omega(\frac{d^{3/2}}{2\Delta^2})\) | any              | \(O(S\sqrt{Td})\) |
| Meta-INF    | \(\Omega(T)\) | \(\Omega(\frac{d^{3/2}}{2\Delta^2})\) | \(O(1)\)        | \(O(S\sqrt{Td})\) |

The bound depends on the algorithmic parameters \(\alpha\) and \(\delta\), and also on the parameter \(v\) which is used in the analysis but does not affect the algorithm’s behavior. For known \(\Delta\), the asymptotic bound achieved by optimizing these parameters is given in Corollary 4.10. The bound for unknown \(\Delta\) is provided in Appendix L.

**Corollary 4.10.** Let Assumptions 3.6 and 4.4 hold, and additionally assume \(T \geq \Omega(\frac{d\log d}{\Delta^{1/3}})\).

For parameter values \(\alpha = \Theta\left(\frac{\sqrt{\log S}}{\sqrt{3} \sqrt{\frac{1}{\log_d S}}/\sqrt{\delta}}\right)\), \(\delta = \Theta\left(\frac{1}{\Delta^{1/2}T^{1/14}d^{1/4}}\right)\), the expected total regret of meta-INF satisfies the asymptotic bound

\[
\mathbb{E} \text{Reg}_{\text{tot}} \leq O\left(S\sqrt{Td} \left(\frac{\sqrt{\tilde{H}_T^{(1/2)}(\psi)}}{\sqrt{d}} + \frac{d^{1/4}}{\Delta^{7/14}} + \frac{\sqrt{\log S} T^{1/7}}{\sqrt{d^{1/14}}} + \frac{\sqrt{\log S} T^{1/7}d^{1/18}}{\sqrt{S}}\right)\right).
\]

**Proof sketch.** For simplicity, during parameter optimization we consider \(\alpha\) instead of \(\min\left\{\frac{\alpha^2}{v}, \alpha\right\}\) in \(U^\text{expl}_{\text{cost}}\). We then optimize \(\alpha\) and \(v\) separately. Optimization of \(v\) produces a square root of a sum of several terms, which is bounded by the sum of square roots. Finally, out of all terms that depend on \(\delta\) we minimize the sum of those that originate from \(U^\text{expl}_{\text{cost}}\) and \(U^\text{cost}_{\text{expl}}\). See Appendix L for details. 

Compared to the bound of INF in the known prior setting (as shown in (5), derived in Appendix E), there are additional terms added. The term \(\frac{d^{1/4}}{\Delta^{7/14}}\) originates from \(U^\text{expl}_{\text{cost}}\) and \(U^\text{cost}_{\text{expl}}\), being the optimal point in the trade-off between the cost of exploration and the cost of incorrect best arm identification. The two last terms originate from \(U^\text{expl}_{\text{expl}} \text{ and } \text{U}_{\text{reg}}^\text{reg}\) respectively.

In Table 1 we show a few special cases of assumptions on the problem parameters and the resulting simplified bound. The regret bound of resetting INF before each episode is presented as a baseline. Note that since INF meets the single-episode lower bound, this is also the best bound that can be achieved by any online algorithm executed on each episode individually without meta-learning.

Another baseline that we considered is the Exp3.S algorithm [5]. In a game of \(T'\) rounds, its regret against a comparator sequence with up to \(S'\) switches is \(O\left(\sqrt{ST'd\log(T'd)}\right)\). In our setting \(T' = ST, S' = S\), resulting in the bound \(O\left(S\sqrt{Td\log(STd)}\right)\), which is worse than INF. It is not surprising, since Exp3.S is designed for a different setting, in which the task similarity is not quantified and the transitions between the episodes are not revealed to the player.

The known prior rows in the table represent the ideal case that the distribution of the best arm per-episode is known in advance, and does not need to be meta-learned. Its bound is multiplied by \(S\), to fit the number of rounds of meta-learning. It can be seen, that for sufficiently large \(T\) and \(S\), the regret bound of meta-INF behaves asymptotically like the known prior case.

\[3\]This represents the few-good-arms case (Definition 3.7) with constant \(k \ll d\) and \(\zeta \leq O(1/d)\)
5 Summary

We presented a framework for meta-learning in an episodic adversarial bandit setting, where an adversary selects the best arm in each episode, and a player, lacking any prior knowledge, aims to minimize its regret w.r.t. the unknown best arms. We introduced an online-within-online framework, comprised of an inner algorithm that operates within episodes based on parameters it obtains from the outer algorithm. The outer algorithm works across episodes, based on a loss function constructed within each episode. We present problem-dependent regret bounds for the algorithm, and demonstrate its merits compared to a non-meta-learning approach. As far as we are aware this is the first regret bound for such a setting, extending previous results from the full information case. Open questions include adaptively estimating optimal parameter values for the Tsallis regularizer, generalizing the gap structure of the per-episode arm losses, and developing regret bounds that hold simultaneously for both the adversarial and stochastic settings. Further research may consider other partial information settings, such as contextual bandits, or bandit convex optimization.

References

[1] Yasin Abbasi-Yadkori, Peter Bartlett, Victor Gabillon, Alan Malek, and Michal Valko. Best of both worlds: Stochastic & adversarial best-arm identification. In Conference on Learning Theory, pages 918–949. PMLR, 2018.

[2] Jacob Abernethy, Chansoo Lee, and Ambuj Tewari. Fighting bandits with a new kind of smoothness. arXiv preprint arXiv:1512.04152, 2015.

[3] Jean-Yves Audibert, Sébastien Bubeck, et al. Minimax policies for adversarial and stochastic bandits. In COLT, volume 7, pages 1–122, 2009.

[4] Jean-Yves Audibert, Sébastien Bubeck, and Gábor Lugosi. Minimax policies for combinatorial prediction games. In Proceedings of the 24th Annual Conference on Learning Theory, pages 107–132. JMLR Workshop and Conference Proceedings, 2011.

[5] Peter Auer, Nicolò Cesa-Bianchi, Yoav Freund, and Robert E Schapire. The nonstochastic multiarmed bandit problem. SIAM journal on computing, 32(1):48–77, 2002.

[6] MohammadJavad Azizi, Thang Duong, Yasin Abbasi-Yadkori, András György, Claire Vernade, and Mohammad Ghavamzadeh. Non-stationary bandits and meta-learning with a small set of optimal arms. arXiv preprint arXiv:2202.13001, 2022.

[7] Maria-Florina Balcan, Keegan Harris, Mikhail Khodak, and Zhiwei Steven Wu. Meta-learning adversarial bandits. arXiv preprint arXiv:2205.14128, 2022.

[8] Ayanendranath Basu, Ian R Harris, Nils L Hjort, and MC Jones. Robust and efficient estimation by minimising a density power divergence. Biometrika, 85(3):549–559, 1998.

[9] Sébastien Bubeck and Nicolò Cesa-Bianchi. Regret analysis of stochastic and nonstochastic multi-armed bandit problems. arXiv preprint arXiv:1204.5721, 2012.

[10] Sébastien Bubeck and Aleksandrs Slivkins. The best of both worlds: Stochastic and adversarial bandits. In Conference on Learning Theory, pages 42–1. JMLR Workshop and Conference Proceedings, 2012.

[11] Leonardo Cella, Alessandro Lazaric, and Massimiliano Pontil. Meta-learning with stochastic linear bandits. In International Conference on Machine Learning, pages 1360–1370. PMLR, 2020.

[12] Andrzej Cichocki and Shun-ichi Amari. Families of alpha-beta-and gamma-divergences: Flexible and robust measures of similarities. Entropy, 12(6):1532–1568, 2010.

[13] Giulia Denevi, Dimitris Stamos, Carlo Ciliberto, and Massimiliano Pontil. Online-within-online meta-learning. Advances in Neural Information Processing Systems, 32:13110–13120, 2019.
[14] Xiequan Fan, Ion Grama, and Quansheng Liu. Hoeffding’s inequality for supermartingales. *Stochastic Processes and their Applications*, 122(10):3545–3559, 2012.

[15] Elad Hazan. Introduction to online convex optimization. *arXiv preprint arXiv:1909.05207*, 2019.

[16] Elad Hazan, Amit Agarwal, and Satyen Kale. Logarithmic regret algorithms for online convex optimization. *Machine Learning*, 69(2-3):169–192, 2007.

[17] Timothy Hospedales, Antreas Antoniou, Paul Micaelli, and Amos Storkey. Meta-learning in neural networks: A survey. *arXiv preprint arXiv:2004.05439*, 2020.

[18] Mikhail Khodak, Maria-Florina F Balcan, and Ameet Talwalkar. Adaptive gradient-based meta-learning methods. In *Advances in Neural Information Processing Systems*, pages 5917–5928, 2019.

[19] Branislav Kveton, Mikhail Konobeev, Manzil Zaheer, Chih-wei Hsu, Martin Mladenov, Craig Boutilier, and Csaba Szepesvari. Meta-thompson sampling. *arXiv preprint arXiv:2102.06129*, 2021.

[20] Tor Lattimore and Csaba Szepesvári. *Bandit algorithms*. Cambridge University Press, 2020.

[21] Francis Maes, Louis Wehenkel, and Damien Ernst. Meta-learning of exploration/exploitation strategies: The multi-armed bandit case. In *International Conference on Agents and Artificial Intelligence*, pages 100–115. Springer, 2012.

[22] Dimitri Meunier and Pierre Alquier. Meta-strategy for learning tuning parameters with guarantees. *arXiv preprint arXiv:2102.02504*, 2021.

[23] Francesco Orabona. A modern introduction to online learning. *arXiv preprint arXiv:1912.13213v3*, 2019.

[24] Pedro A Ortega, Jane X Wang, Mark Rowland, Tim Genewein, Zeb Kurth-Nelson, Razvan Pascanu, Nicolas Heess, Joel Veness, Alex Pritzel, Pablo Sprechmann, et al. Meta-learning of sequential strategies. *arXiv preprint arXiv:1905.03030*, 2019.

[25] Amit Peleg, Naama Pearl, and Ron Meir. Meta-learning linear bandits by prior update. In *International Conference on Artificial Intelligence and Statistics*, pages 2885–2926. PMLR, 2022.

[26] Ambuj Tewari and Susan A Murphy. From ads to interventions: Contextual bandits in mobile health. In *Mobile Health*, pages 495–517. Springer, 2017.

[27] Joaquin Vanschoren. Meta-learning: A survey. *arXiv preprint arXiv:1810.03548*, 2018.

[28] Jiaqi Yang, Wei Hu, Jason D Lee, and Simon S Du. Provable benefits of representation learning in linear bandits. *arXiv preprint arXiv:2010.06531*, 2020.

[29] Julian Zimmert and Yevgeny Seldin. Tsallis-inf: An optimal algorithm for stochastic and adversarial bandits. *Journal of Machine Learning Research*, 22:1–49, 2021.
A Notations

Table 2: List of notations

| Symbol | Description | Definition |
|--------|-------------|------------|
| 1      | Vector of ones | Algorithm 2 |
| $e_i$  | Vector with component $i$ equal to 1 and all other components equal to 0 | |
| $S$    | Number of episodes | |
| $T$    | Number of rounds per episode | |
| $d$    | Number of arms | |
| $A_{\text{in}}$ | The inner algorithm | Algorithm 2 |
| $A_{\text{out}}^{lr}$ | The outer algorithm for learning rate | Algorithm 3 |
| $A_{\text{out}}^{\text{init}}$ | The outer algorithm for initialization point | Algorithm 4 |
| $f_{s,t,i}$ | Loss of arm $i$ at round $t$ of episode $s$ | Line 6 of Algorithm 2 |
| $\hat{f}_{s,t,i}$ | Estimated loss of arm $i$ at round $t$ of episode $s$ | |
| $j^*$ | Best arm on episode $s$ | Definition 3.1 |
| $\hat{j}_s$ | Estimated best arm on episode $s$ | Line 9 of Algorithm 2 |
| $\psi$ | Empirical distribution of best arms | Definition 3.3 |
| $H^q_T(x)$ | Tsallis entropy with parameter $q$ of distribution $x$ | Definition 3.4 |
| $D_B^{(q)}(x||y)$ | Beta-divergence with parameter $q$ between distributions $x$, $y$ | Definition 3.5 |
| $\Delta$ | Minimal gap across all arms and episodes | Assumption 3.6 |
| $\tilde{\psi}$ | Distribution of best arms in the known prior setting | Section 3.2 |
| $k$ | Number of “good” arms in the few-good-arms case | Definition 3.7 |
| $\zeta$ | Total probability of “bad” arms in the few-good-arms case | Definition 3.7 |
| $u$ | Comparator for regret of the inner algorithm | |
| $\eta$ | Learning rate of the inner algorithm (hyper-parameter) | Algorithm 2 |
| $\phi$ | Initialization point of the inner algorithm (hyper-parameter) | Algorithm 2 |
| $\alpha$ | Regularization parameter for learning rate meta-learning | Algorithm 3 |
| $\delta$ | Lower limit on arm sampling probability | Definition 4.2 |
| $K_{\delta}$ | Truncated simplex that ensures arm sampling probability at least $\delta$ | Definition 4.2 |
| $e_i$ | Mixture between one-hot and uniform distributions with weight $\delta d$ | (1) |
| $\sigma$ | The problem scale factor | (1) |
| $\epsilon_{\text{expl}}$ | Upper bound on probability of wrong identification of best arm | Lemma 4.3 |
| $U_{\text{cost}}^{\text{expl}}$ | The cost associated with guaranteed exploration | Lemma 4.5 |
| $U_{\text{lr}}^{\text{expl}}$ | The upper bound on the regret of meta-learning the learning-rate | Lemma 4.6 |
| $U_{\text{init}}^{\text{expl}}$ | The upper bound on the regret of meta-learning the initialization point | Lemma 4.7 |
| $U_{\tilde{\psi}}^{\text{cost}}$ | The upper bound on the difference between the entropy of empirical distribution of the true best arms, and the expected estimated entropy | Lemma 4.8 |

B Acronyms

$\alpha$-EWOO  $\alpha$-regularized exponentially-weighted online-optimization. 6–8, 18, 19

EWOO  exponentially-weighted online-optimization. 7, 18

FTL  follow the leader. 7, 8, 20

FTRL  follow the regularized leader. 5

INF  implicitly normalized forecaster. 2–7, 9, 11–14, 17

MAB  multi-armed bandit. 1–5, 11–13

meta-INF  implicitly normalized forecaster with meta-learning. 4, 5, 8, 9, 27, 28

OMD  online mirror descent. 5, 11

OMD  online mirror descent. 5, 11
Algorithm 5 INF algorithm.

1: **Parameters**: $\phi, \eta, q$.
2: **Initialize**: $x_1 = \phi$.
3: **for** $t = 1, \ldots, T$ **do**
4: **Choose** (sample) arm $y_t \sim x_t$.
5: **Observe** loss $f_{t,y_t}$.
6: Construct unbiased loss estimate:

$$\hat{f}_{t,i} = \begin{cases} f_{t,i} & i = y_t \\ 0, & \text{otherwise} \end{cases}$$

7: Update decision point:

$$x_{t+1} = \arg\min_{x \geq 0, \sum_i x_i = 1} \eta \langle \hat{f}_t, x \rangle + D_B^{(q)}(x\|x_t)$$

8: **end for**

C Regret bound of INF

We follow [23, Section 10.1.2] to prove the regret bound of INF algorithm on a single episode of MAB. They analyze INF as OMD with negative Tsallis entropy as regularizer, that operates on unbiased estimate of the loss. Other ways to analyze it exist as well [2–4, 29]. The differences between the analysis presented here and [23] are:

- We use Tsallis entropy as defined in Definition 3.4, which is scaled by the factor $\frac{1}{q}$ compared to the common definition. This does not affect the regret bounds, because it can be compensated by the learning rate.
- The Tsallis parameter $q$ is kept as a free parameter, instead of being set to $\frac{1}{2}$ in the last step.
- The initialization point $\phi$ is kept as a free parameter, instead of being set to uniform ($\frac{1}{d}1$).
- The comparator $u$ is kept as a free parameter, instead of assuming one-hot ($e_j^*$).
- The learning rate $\eta$ is kept as a free parameter, instead of being optimized.

**Lemma C.1** (Lemma 4.1). Algorithm INF (Algorithm 5) with Tsallis parameter $q$, initialization point $\phi$, and learning rate $\eta$, guarantees the following expected regret bound on a single episode of oblivious adversarial MAB against a static comparator $u$:

$$\mathbb{E} \text{Reg}^{\text{inner}}(u) = \mathbb{E} \sum_{t=1}^{T} f_{t,y_t} - \sum_{t=1}^{T} \sum_{i=1}^{d} f_{t,i} u_i \leq \frac{1}{\eta} D_B^{(q)}(u\|\phi) + \frac{\eta}{2} T d^q.$$ 

**Proof.** The regularizer is negative scaled Tsallis entropy:

$$\varphi_q(x) \triangleq -H_T^{(q)}(x) = \frac{1}{q(1-q)} \left(1 - \sum_{i=1}^{d} x_i^q \right)$$

(6)

Its first and second derivatives are (Hessian is diagonal and we only state the values on the diagonal):

$$\frac{\partial \varphi_q(x)}{\partial x_i} = -\frac{1}{1-q} x_i^{q-1}$$

(7)

$$\frac{\partial^2 \varphi_q(x)}{\partial x_i^2} = x_i^{q-2}$$

(8)

By [23, Lemma 6.14] the regret bound of OMD with this regularizer is:

$$\sum_{t=1}^{T} \langle \hat{f}_t, (x_t - u) \rangle \leq \frac{1}{\eta} D_B^{(q)}(u\|\phi) + \frac{\eta}{2} \sum_{t=1}^{T} \sum_{i=1}^{d} \hat{f}_{t,i}^2 x_i^{2-q}$$

(9)
Similar to [23, Theorem 10.3] but with parametric $q$, we need to calculate:

$$\mathbb{E}\left[ \sum_{i=1}^{d} f_{t,i}^2 x_{t,i}^{1-q} \right] = \mathbb{E}\left[ \sum_{i=1}^{d} f_{t,i}^2 x_{t,i}^{1-q} \right]$$

$$\leq \mathbb{E}\left[ \left( \sum_{i=1}^{d} (f_{t,i}^2)^{+} \right) \left( \sum_{i=1}^{d} (x_{t,i}^{1-q})^{1/\eta} \right) \right]$$

$$\leq \mathbb{E}\left[ \left( \sum_{i=1}^{d} \psi_{t,i}^{q} \right)^{q} \left( \sum_{i=1}^{d} \psi_{t,i} \right)^{1-q} \right]$$

$$= \mathbb{E}\left[ (d)^{q} (1)^{1-q} \right]$$

$$= d^{q} \tag{10}$$

The result follows.

\[\square\]

## D INF with known prior

**Lemma D.1 ((13)).** Let the adversary choose the best arm according to the prior distribution $\tilde{\psi}$, known to the player: $\mathbb{P}(j^* = j) = \tilde{\psi}_{j}$. Then the INF algorithm (Algorithm 5) with Tsallis parameter $q$ and optimal $(\phi, \eta)$, guarantees the following expected regret bound on a single episode of oblivious adversarial MAB:

$$\mathbb{E}\text{Reg}_{\text{prior}}^{\text{INF}}(\tilde{\psi}) \leq \sqrt{2 \bar{H}_T^{(q)}(\tilde{\psi}) T d^q}.$$ 

**Proof.** We set the initialization point to be equal to the prior: $\phi = \tilde{\psi}$.

Then we apply Lemma C.1 and calculate expectation w.r.t. the prior.

$$\mathbb{E}\text{Reg}_{\text{prior}}^{\text{INF}}(\tilde{\psi}) \leq \mathbb{E}_{j^* \sim \tilde{\psi}} \left[ \frac{1}{\eta} \sum_{j=1}^{d} D_{B}^{(q)}(e_{j^*} \parallel \tilde{\psi}) + \frac{\eta}{2} T d^q \right]$$

$$= \frac{1}{\eta} \sum_{j=1}^{d} \tilde{\psi}_{j} D_{B}^{(q)}(e_{j} \parallel \tilde{\psi}) + \frac{\eta}{2} T d^q$$

$$= \frac{1}{\eta} \sum_{j=1}^{d} \tilde{\psi}_{j} \left( \frac{1}{q(1-q)} \sum_{i=1}^{d} \left( \psi_{i}^{q} \left( e_{j} - \psi_{i} \right) \right) \frac{1}{q} \sum_{i=1}^{d} \tilde{\psi}_{i} \right) + \frac{\eta}{2} T d^q$$

$$= \frac{1}{\eta} \left( \frac{1}{q(1-q)} \sum_{i=1}^{d} \tilde{\psi}_{i} - \frac{1}{q(1-q)} \sum_{i=1}^{d} \tilde{\psi}_{i} \right) + \frac{\eta}{2} T d^q \tag{11}$$

$$= \frac{1}{\eta} \left( \sum_{i=1}^{d} \psi_{i}^{q} \sum_{i=1}^{d} \tilde{\psi}_{i} + \frac{1}{q} \sum_{i=1}^{d} \tilde{\psi}_{i} \sum_{j=1}^{d} \psi_{j} \right) + \frac{\eta}{2} T d^q$$

$$= \frac{1}{\eta} \bar{H}_T^{(q)}(\tilde{\psi}) + \frac{\eta}{2} T d^q$$

$$= \sqrt{2 \bar{H}_T^{(q)}(\tilde{\psi}) T d^q}$$
In the last line we set 
\[ \eta = \sqrt{\frac{2 \tilde{H}^q_T(\tilde{\psi})}{Td^q}}. \] (12)

E Choice of q motivation

The known-prior setting (see Section 3.2) will be used to guide the choice of \( q \). In this case \( u = e_{j^*} \), \( j^* \sim \tilde{\psi} \). The regret can then be bounded by setting \( \phi = \tilde{\psi} \), and calculating expectation w.r.t. both the randomization of the learner and the choice of \( j^* \) (see Appendix D). We abuse the notation to indicate that the expected regret depends on the prior distribution \( \tilde{\psi} \),

\[ \mathbb{E} \text{Reg}^{\text{prior}}(\tilde{\psi}) \leq \frac{1}{2} \tilde{H}^q_T(\tilde{\psi}) + \frac{\eta}{2} Td^q \leq \eta \sqrt{2 \tilde{H}^q_T(\tilde{\psi})Td^q}. \] (13)

If the prior is uniform (worst case setting), and \( d \to \infty \), the optimal value of the Tsallis parameter is \( q = 1/2 \). For comparison, in this case \( q = 1 \) (Exp3) gives a bound \( O(\sqrt{td \log d}) \). On the other hand, \( q = 1/2 \) guarantees \( O(\sqrt{\tilde{d}}) \) and meets the lower bound.

In the few-good-arms scenario (Definition 3.7) with constant \( k \ll d \) and \( \zeta \leq O(1/d) \), the bounds for \( q = 1 \) and \( q = 1/2 \) become \( O(\sqrt{Td}) \), and \( O(\sqrt{T\sqrt{d}}) \) respectively. It can be shown that \( q = 1/2 \) is approximately optimal for the case \( \zeta = O(1/d) \):

\[ \tilde{H}^q_T(\tilde{\psi})d^q = \frac{1}{q(1-q)} (k^{1-q}(1-\zeta)^q + (d-k)^{1-q}\zeta^q - 1)d^q \]

\[ \approx \frac{1}{q(1-q)} (d^q + d^{1-q}) \] (14)

For smaller \( \zeta \) it should be possible to achieve better dependence of the bound on \( d \). For example, for \( \zeta = 0 \), the optimal bound is \( O(\sqrt{Tk}) \), since this is a degenerate case where bad arms can be discarded a priori. However, we should remember that the known prior setting is not practical and is only used as guidance. The proposed meta-learning architecture incorporates best-arm identification, which requires exploration, and its cost depends on \( d \). Therefore, even in the optimal case the regret bound will still grow with \( d \), though perhaps slower than \( \sqrt{d} \).

In this paper we use INF with \( q = 1/2 \) in the inner algorithm \( A_{\text{in}} \). This choice is based on the fact that it is optimal in the worst-case scenario, and performs much better compared to using Shannon Entropy (\( q = 1 \)) in the few-good-arms case. We leave other choices of \( q \) and meta-learning the optimal \( q \) for future work.

F Best arm identification analysis (proof of Lemma 4.3)

Definition F.1. The per-arm loss gap is

\[ \Delta_i = \frac{1}{T} \left| \sum_{t=1}^T f_{t,i} - \min_{j \neq i} \sum_{t=1}^T f_{t,j} \right|, \quad \forall i \in \{1, \ldots, d\}. \] (15)

Note that this allows an alternative definition of the overall gap (Assumption 3.6) as

\[ \Delta = \min_{i \in \{1, \ldots, d\}} \Delta_i. \] (16)

Lemma F.2 (Lemma 4.3). Let \( \{x_t\}_{t=1}^T \) be decision points of an inner algorithm, such that \( x_t \in K_{\delta} \), \( \forall t \). Let the true losses \( f_t \) satisfy Assumption 3.6. Let \( j^* \) be the arm with the lowest cumulative loss. Let \( \hat{f}_t \) be the unbiased estimate of the losses, used to compute the estimated best arm \( \hat{j} \) (see Lines 6 and 9 of Algorithm 2). Then the probability of correct estimation is bounded from below by

\[ \mathbb{P}(\hat{j}_s = j^*_s) \geq 1 - d \epsilon \delta, \]
\[
\epsilon_\delta \triangleq \exp\left( -\frac{3}{28} \Delta^2 \delta T \right).
\]

**Proof.** Following [1] we will derive a bound on probability of best arm identification in the adversarial MAB.

We use the standard unbiased loss estimation \( \hat{f}_{t,i} \triangleq \frac{f_{t,i}}{x_{t,i}} I_{\{y_t = i\}} \) to declare the observed best arm. Note that a different estimation might have been used by the algorithm that decided on \( x_{t,i} \).

Now, following [1, Appendix B,F], we have:

\[
0 \leq \hat{f}_{t,i} \leq \frac{1}{\delta} f_{t,i}
\]

\[
-\frac{1}{\delta} \leq -f_{t,i} \leq \hat{f}_{t,i} - f_{t,i} \leq \left( \frac{1}{\delta} - 1 \right) f_{t,i} \leq \frac{1}{\delta}
\]

\[
|\hat{f}_{t,i} - f_{t,i}| \leq \frac{1}{\delta}
\]

\[
\text{Var}(\hat{f}_{t,i} - f_{t,i}) = \text{Var}(\hat{f}_{t,i}) = \text{scaled Bernoulli scaled Bernoulli} \times_{t,i}(1 - x_{t,i}) \left( \frac{1}{x_{t,i}} f_{t,i} \right)^2 \leq \frac{1}{x_{t,i}} f_{t,i}^2 \leq \frac{1}{\delta}
\]

We now prepare to use the martingale concentration inequality from [14, Corollary 2.1]. For this we define a bounded martingale difference sequence

\[
-\delta \leq \delta \left( \hat{f}_{t,i} - f_{t,i} \right) \leq 1
\]

And then

\[
P\left( \sum_{t=1}^{T} (\hat{f}_{t,i} - f_{t,i}) \geq \frac{T \Delta_i}{2} \right) = P\left( \sum_{t=1}^{T} \delta (\hat{f}_{t,i} - f_{t,i}) \geq \frac{\delta T \Delta_i}{2} \right) \]

\[
\leq P\left( \max_{\tau \in [T]} \sum_{t=1}^{\tau} \delta (\hat{f}_{t,i} - f_{t,i}) \geq \frac{\delta T \Delta_i}{2} \right) \]

\[
\leq \exp\left( -\frac{2 \left( \frac{\delta T \Delta_i}{2} \right)^2}{\min\{T(1+\delta)^2, 4(\delta T + \frac{1}{3} \delta T \Delta_i)\}} \right) \]

\[
\leq \exp\left( -\frac{2 \left( \frac{\delta T \Delta_i}{2} \right)^2}{4(\delta T + \frac{1}{4} \delta T \Delta_i)} \right) \]

\[
= \exp\left( -\frac{3 \delta T \Delta_i^2}{4(6 + \Delta_i)} \right) \leq \exp\left( -\frac{3 \delta T \Delta_i^2}{28} \right)
\]

We can also define a symmetric sequence:

\[
-\frac{1}{\delta} \leq (f_{t,i} - \hat{f}_{t,i}) \leq 1
\]
And then

\[
\mathbb{P}\left(\sum_{t=1}^{T}(\hat{f}_{t,i} - f_{t,i}) \leq -\frac{T\Delta_i}{2}\right) = \mathbb{P}\left(\sum_{t=1}^{T}(f_{t,i} - \hat{f}_{t,i}) \geq \frac{T\Delta_i}{2}\right) \\
\leq \exp\left(-\frac{2\left(\frac{T\Delta_i}{2}\right)^2}{4\left(\frac{T}{2} + \frac{T\Delta_i}{2}\right)}\right) \\
= \exp\left(-\frac{3\delta T\Delta_i^2}{4(6 + \Delta_i \delta)}\right) \\
\leq \exp\left(-\frac{3\delta T\Delta_i^2}{28}\right)
\]  

(22)

Overall, we can bound the probability of error, i.e. declaring an arm different from \(j^*\) as the best.

\[
\mathbb{P}(\hat{j} \neq j^*) = \mathbb{P}\left(\exists i \neq j^*: \sum_{t=1}^{T}\hat{f}_{t,i} \leq \sum_{t=1}^{T}\hat{f}_{t,j^*}\right) \\
\leq \mathbb{P}\left(\sum_{t=1}^{T}\hat{f}_{t,j^*} \geq \sum_{t=1}^{T}f_{t,j^*} + \frac{T\Delta_j^*}{2}\right) \\
\leq \mathbb{P}\left(\sum_{t=1}^{T}(\hat{f}_{t,j^*} - f_{t,j^*}) \geq \frac{T\Delta_j^*}{2}\right) + \sum_{i \neq j^*} \mathbb{P}\left(\sum_{t=1}^{T}(\hat{f}_{t,i} - f_{t,i}) \leq \frac{T\Delta_i}{2}\right) \\
\leq \exp\left(-\frac{3\delta T\Delta_j^2}{28}\right) + \sum_{i \neq j^*} \exp\left(-\frac{3\delta T\Delta_i^2}{28}\right)
\]

(20)

\[
\mathbb{P}(\hat{j} \neq j^*) \leq d \exp\left(-\frac{3\delta T\Delta_i^2}{28}\right)
\]

(23)
Similarly we can bound the probability of a specific arm to be wrongly chosen as the best:

\[
\forall i \neq j^*: \quad \mathbb{P}(\hat{j} = e_i) = \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,i} \leq \sum_{t=1}^{T} \hat{f}_{t,j^*}\right)
\leq \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,j^*} \geq \sum_{t=1}^{T} f_{t,j^*} + \frac{T\Delta_{j^*}}{2}\right) \quad \text{or} \quad \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,i} \leq \sum_{t=1}^{T} f_{t,i} - \frac{T\Delta_i}{2}\right)
\leq \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,j^*} \geq \sum_{t=1}^{T} f_{t,j^*} + \frac{T\Delta_{j^*}}{2}\right) + \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,i} - f_{t,i} \leq -\frac{T\Delta_i}{2}\right)
\leq \exp\left(-\frac{3\delta T \Delta_{j^*}^2}{28}\right) + \mathbb{P}\left(\sum_{t=1}^{T} \hat{f}_{t,i} - f_{t,i} \leq -\frac{T\Delta_i}{2}\right)
\leq \exp\left(-\frac{3\delta T \Delta_{j^*}^2}{28}\right) + \sum_{i \neq j^*} \exp\left(-\frac{3\delta T \Delta_{i}^2}{28}\right)
\Delta \leq \Delta_i \leq 2 \exp\left(-\frac{3\delta T \Delta_{i}^2}{28}\right)
\]

(24)

## G INF on truncated simplex (proof of Lemma 4.5)

### Lemma G.1 (Lemma 4.5). The expected regret on episode \(s\) using INF with \(q = \frac{1}{2}\) and guaranteed exploration (Algorithm 2) is bounded from above as

\[
\mathbb{E}\text{Reg}_{\text{inner}}(e_{j^*}) \leq \frac{\mathbb{E}D_{\mathcal{B}}^{(\frac{1}{2})}(e_{j^*}^\delta, \phi_s)}{\eta_s(1 - d\epsilon)} + \sigma^2 \eta_s + U_{\text{expl}}^{\text{expl}}
\]

where \(U_{\text{cost}}^{\text{expl}}\) is the cost of guaranteed exploration

\[
U_{\text{cost}}^{\text{expl}} = \delta T(d - 1)
\]

### Proof. Inspired by the FKM algorithm analysis in [15, Lemma 6.3, Theorem 6.9], we consider the algorithm’s decisions and the comparator to belong to truncated simplex \(K_\delta\), and then add the regret between this limited comparator and the true one. The true comparator is \(e_{j^*}\). Its projection on to the truncated simplex is \(e_{j^*}^\delta = (1 - \delta d)e_{j^*} + \delta \mathbf{1}\). The maximal loss difference between the true and the projected comparator is,

\[
\langle f_{1:T}, e_{j^*}^\delta \rangle - \langle f_{1:T}, e_{j^*} \rangle \leq \delta(d - 1)T \Delta \triangleq U_{\text{cost}}^{\text{expl}}.
\]

(25)
And then
\[
E \left[ \sum_{t=1}^{T} (f_{t,y_t} - f_{t,j}) \right] \leq E \left[ \sum_{t=1}^{T} f_{t,y_t} - \langle f_{1:T}, e_{j^*} \rangle \right] \\
\leq E \left[ \sum_{t=1}^{T} f_{t,y_t} - \langle f_{1:T}, e_{j^*} \rangle \right] + \delta(d - 1)T \\
\leq E \left[ \sum_{t=1}^{T} \left( f_{t,x_t} - \langle f_{1:T}, e_{j^*} \rangle \right) \right] + \delta(d - 1)T \\
\leq \left(9\right) \frac{1}{\eta} D_B^{(1/2)} \left( \phi \right) + \frac{1}{2} \sum_{t=1}^{T} \sum_{j=1}^{d} f_{t,x_t,j}^2 + \delta(d - 1)T \\
\leq \left(10\right) \frac{1}{\eta} D_B^{(1/2)} \left( \phi \right) + \frac{T}{2} \delta + \delta(d - 1)T \\
= \frac{D_B^{(1/2)} \left( e_{j^*}^\phi \right)}{\eta} + \sigma^2 \eta + U_{\text{expl}}
\]

Now we need to bound $D_B^{(1/2)} \left( e_{j^*}^\phi \right)$ in an observable way.
\[
D_B^{(1/2)} \left( e_{j^*}^\phi \right) = \sum_{i=1}^{d} \mathbb{E} \left[ j_{s,i} D_B^{(1/2)} \left( e_{i}^\phi \right) \right] \\
\leq \sum_{i=1}^{d} \mathbb{E} \left[ \mathbb{E} \left[ j_{s,i} D_B^{(1/2)} \left( e_{i}^\phi \right) \right] \right] \\
= \frac{1}{1 - d \epsilon} \sum_{i=1}^{d} \mathbb{E} \left[ j_{s,i} D_B^{(1/2)} \left( e_{i}^\phi \right) \right]
\]

The regret is then bounded in two steps:
\[
E \text{Reg}_{\text{inner}} \left( e_{j^*} \right) \leq \frac{D_B^{(1/2)} \left( e_{j^*}^\phi \right)}{\eta_s} + \sigma^2 \eta_s + U_{\text{expl}}
\]
\[
\leq \frac{E D_B^{(1/2)} \left( e_{j^*}^\phi \right)}{\eta_s \left( 1 - d \epsilon \right)} + \sigma^2 \eta_s + U_{\text{expl}}
\]

**H Regret of learning-rate meta-learning (proof of Lemma 4.6)**

For convenience, we state [18, Corollary C.2] in our notations:

**Lemma H.1.** Let $\{ f_{s}^{lr} : \mathbb{R}^+ \rightarrow \mathbb{R} \}_{s=1}^{S}$ be a sequence of functions of form $f_{s}^{lr}(x) = \sigma_s \left( B_s \frac{x}{2} + x \right)$ for any positive scalars $\sigma_s \in \mathbb{R}^+$ and adversarially chosen $B_s \in [0, D]$. Then the $\alpha$-EWOO algorithm, which for $\alpha > 0$ uses the actions of EWOO [16] run on the functions $f_{s}^{lr}(x) = \sigma_s \left( B_s^2 + \alpha^2 \right) \frac{x}{2} + x$ over the domain $[\alpha, \sqrt{D^2 + \alpha^2}]$, i.e. sets
\[
x = x_s = \frac{\int_{\alpha}^{\sqrt{D^2 + \alpha^2}} x \exp \left( -\gamma f_{1:s-1}^{lr} \right) \, dx}{\int_{\alpha}^{\sqrt{D^2 + \alpha^2}} \exp \left( -\gamma f_{1:s-1}^{lr} \right) \, dx}
\]
for \( \gamma = \frac{2}{\sigma_{\text{max}} B} \min \left\{ \frac{\alpha^2}{v}, 1 \right\} \), achieves cumulative regret

\[
\text{Reg}(x^*) \leq \min \left\{ \frac{\alpha^2}{v}, \alpha \right\} \sigma_{1:S} + \frac{1}{2} \sigma_{\text{max}} D \max \left\{ \frac{D^2}{\alpha^2}, 1 \right\} (1 + \log(S + 1))
\]

for any \( x^* > 0 \).

**Lemma H.2 (Lemma 4.6).** The regret of \( \alpha\text{-EWOO} \) (Algorithm 3) on the loss function defined in (3) is bounded as

\[
\mathbb{E} \text{Reg}^l(v) \leq \text{U}^l_{\text{reg}}(v)
\]

\[
\leq O \left( \sigma S \min \left\{ \frac{\alpha^2}{v}, \alpha \right\} + \frac{\sigma \log(S)}{\alpha^2(1 - d\epsilon \delta)^{3/2}\delta^{3/4}} \right)
\]

**Proof.** Note: the expectation here is taken w.r.t. the estimated best arm.

The loss functions of meta-learner are:

\[
f_{\text{lr}}^s(v) = \alpha \left( \frac{D_B^{1/2} \left( \frac{e^s_{\delta, s} \| \phi_s}{1 - d\epsilon \delta} \right)}{v} + v \right)
\]

We assume \( \phi_s \in \mathcal{K}_{\delta} \) and bound the beta-divergence using the worst case \( \phi_s = e^s_{j \neq j_s} \):

\[
D_B^{1/2} \left( e^s_{j_s} \| \phi_s \right) \leq D_B^{1/2} \left( e^s_{j_s} \| e^s_{j \neq j_s} \right)
\]

\[
= 2 \sum_{i=1}^{d} \left( -2 \sqrt{(e^s_{j_s})_i} + \sqrt{(e^s_{j})_i} \right)
\]

\[
= 2(d - 2) \left( -2\sqrt{\delta} + \sqrt{\delta} + \frac{\delta}{\sqrt{\delta}} \right)
\]

\[
= 2 \left( 1 - (d - 1)\delta \right) + \frac{\delta}{\sqrt{1 - (d - 1)\delta}} - \sqrt{\delta} - \sqrt{1 - (d - 1)\delta}
\]

\[
= 2 \left( \frac{1 - d\delta + \delta - \delta}{\sqrt{\delta}} - \frac{1}{\sqrt{1 - (d - 1)\delta}} \right)
\]

\[
\leq \frac{2}{\sqrt{\delta}}
\]

The conditions of Lemma H.1 are satisfied with \( \sigma_s = \sigma \), \( D = \sqrt{\frac{2}{1 - d\epsilon \delta}} \), and therefore

\[
\text{Reg}^l(v) \leq \min \left\{ \frac{\alpha^2}{v}, \alpha \right\} \sigma \sigma_{1:S} + \frac{\sigma}{\sqrt{2} \sqrt{1 - d\epsilon \delta} \sqrt{\delta}} \max \left\{ \frac{2}{\alpha^2(1 - d\epsilon \delta) \sqrt{\delta}}, 1 \right\} (1 + \log(S + 1))
\]

(30)

The bound is independent of the estimated best arm, and therefore

\[
\mathbb{E} \text{Reg}^l(v) \leq \min \left\{ \frac{\alpha^2}{v}, \alpha \right\} \sigma \sigma_{1:S} + \frac{\sigma}{\sqrt{2} \sqrt{1 - d\epsilon \delta} \sqrt{\delta}} \max \left\{ \frac{2}{\alpha^2(1 - d\epsilon \delta) \sqrt{\delta}}, 1 \right\} (1 + \log(S + 1))
\]

(31)
To simplify the max expression we use:

\[
\frac{2}{\alpha^2(1 - d\epsilon)\sqrt{\delta}} = \frac{2\sqrt{S}}{(1 - d\epsilon)\sqrt{\delta}} \geq \sqrt{\delta}
\]

Overall,

\[
\text{EReg}^{\text{lr}}(v) \leq \min \left\{ \frac{\alpha^2}{v}, \alpha \right\} S\sigma + \frac{\sqrt{2}\sigma}{\alpha^2(1 - d\epsilon)^{\gamma^2/2}} \left( 1 + \log(S + 1) \right)
\]

(33)

Additionally, the following rearrangement will be used later. The expected meta-learner regret is:

\[
\text{EReg}^{\text{lr}}(v) \triangleq \mathbb{E} \sum_{s=1}^{S} \left( \frac{1}{v_s(1 - d\epsilon\delta)} D_B^{(1/2)} \left( \phi_s \parallel \phi_s \right) + v_s \right) \sigma
\]

(34)

implying

\[
\forall v : \mathbb{E} \sum_{s=1}^{S} \left( \frac{1}{v_s(1 - d\epsilon\delta)} D_B^{(1/2)} \left( \phi_s \parallel \phi_s \right) + v_s \right) \sigma
\]

(35)

I Regret of initialization-point meta-learning (proof of Lemma 4.7)

**Lemma I.1** (Lemma 4.7). The regret of FTL (Algorithm 4) w.r.t. the loss sequence (4) is bounded as

\[
\text{EReg}^{\text{init}}(\phi) \leq \text{U}_{\text{reg}}^{\text{init}} \leq O \left( \frac{\sqrt{d}}{\sqrt{\delta}} \log S \right).
\]

**Proof.** The losses are a sequence of beta-divergences. They are not convex in the second argument. However, they are Bregman divergences of negative Tsallis entropy regularizer \(\varphi_{1/2}\) (see (6)), which is 1-strongly convex w.r.t. \(\| \cdot \|_2\) over \(\mathcal{K}_d\) (see (8)).
For $x \in \mathcal{K}_\delta$ we have $\delta \leq x_i \leq 1 - (d - 1)\delta$, and therefore

$$
\left\| \nabla_x \varphi_{1/2}(x) \right\|_2 \leq \sqrt{\sum_{i=1}^{d} \left( \frac{\partial \varphi_{1/2}(x)}{\partial x_i} \right)} \leq \sqrt{\frac{4d}{\delta}} \quad \text{(36)}
$$

Implying that the regularizer is $\sqrt{\frac{4d}{\delta}}$-Lipschitz w.r.t. $\|\cdot\|_2$.

The diameter of decision set is

$$
D = \max_{x, y \in \mathcal{K}_\delta} \|x - y\|_2 \\
\leq \max_{x, y \in \Delta_d} \|x - y\|_2 \\
= \sqrt{2} \quad \text{(37)}
$$

Therefore we can apply strongly convex coupling [18, Proposition B.1], and get

$$
\text{Reg}^{\text{init}} = \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j_s}^\delta \| \phi_s \right) - \min_{\phi \in \mathcal{K}_\delta} \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j_s}^\delta \| \phi \right) \\
\leq 2\sqrt{2} \sqrt{\frac{4d}{\delta} \sum_{s=1}^{S} \frac{1}{1 + 2(s - 1)}} \\
\leq 4\sqrt{2} \sqrt{\frac{d}{\delta} \sum_{s=1}^{S} \frac{1}{s}} \\
\leq 4\sqrt{2} \sqrt{\frac{d}{\delta} (\log S + 1)} \\
\triangleq U_{\text{reg}}^{\text{init}} \\
\leq O \left( \frac{\sqrt{d}}{\sqrt{\delta}} \log S \right) \quad \text{(38)}
$$

\[ \square \]

J  Loss of best initialization in hindsight (proof of Lemma 4.8)

Lemma J.1 (Lemma 4.8). The expected loss of the best-in-hindsight point of the loss functions defined in (4) is bounded as

$$
\mathbb{E} \min_{\phi \in \mathcal{K}_\delta} \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j_s}^\delta \| \phi \right) \leq U_{\text{cost}}^{\hat{\psi}} + \tilde{H}_T^{(1/2)}(\hat{\psi}) S, \\
\leq O \left( \frac{d \epsilon}{\sqrt{\delta}} S + \tilde{H}_T^{(1/2)}(\hat{\psi}) S \right),
$$
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Proof. We consider the expected loss of the best initialization under the worst-case distribution of best arm estimation, which satisfies Lemma 4.3 and (24).

\[
\begin{align*}
\mathbb{E} \min_{\phi \in \mathcal{K}_d} \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j_s}^d \| \phi \right) & \leq \min_{\phi \in \mathcal{K}_d} \mathbb{E} \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j_s}^d \| \phi \right) \\
& = \min_{\phi \in \mathcal{K}_d} \sum_{s=1}^{S} \sum_{i=1}^{d} P \left( \hat{j}_s = i \right) D_B^{(1/2)} \left( e_{i}^d \| \phi \right) \\
& \leq \max_{\left( p_{s,i} \right) s \in \left[ S \right], i \in \left[ d \right]} \min_{\phi \in \mathcal{K}_d} \sum_{s=1}^{S} \sum_{i=1}^{d} p_{s,i} D_B^{(1/2)} \left( e_{i}^d \| \phi \right)
\end{align*}
\]

(39)

Finding the optimal \( \phi \). We will first find optimal \( \phi \) as function of \( \left\{ p_{s,i} \right\}_{s \in \left[ S \right], i \in \left[ d \right]} \).
We will denote weighted mixture with uniform distribution as $\mathcal{U}^\beta(p) \triangleq (1 - \beta)p + \frac{\beta}{d} 1$, and one element of such mixture as $\mathcal{U}^\beta_i(p) \triangleq (1 - \beta)p_i + \beta \frac{1}{d}$.

\[
\begin{align*}
\min_{\phi \in \mathcal{K}_d} \sum_{s=1}^S \sum_{i=1}^d p_{s,i} D_B^{(1/2)}(e_i^s \| \phi) \\
= 2 \min_{\phi \in \mathcal{K}_d} \sum_{s=1}^S \sum_{i=1}^d p_{s,i} \sum_{k=1}^d \left( -2 \sqrt{(e_i^s)_k} + \sqrt{\phi_k} + \frac{(e_i^s)_k}{\sqrt{\phi_k}} \right) \\
= -4 \sum_{s=1}^S \sum_{i=1}^d p_{s,i} \sum_{k=1}^d \sqrt{(e_i^s)_k} \\
+ 2 \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( \sqrt{\phi_k} S + \frac{1}{\sqrt{\phi_k}} \sum_{s=1}^S \sum_{i=1}^d p_{s,i}(e_i^s)_k \right) \\
= -4 \sum_{s=1}^S \left( (d-1)\sqrt{\delta} + \sqrt{1 - (d-1)\delta} \right) \\
+ 2S \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( \sqrt{\phi_k} S + \frac{1}{\sqrt{\phi_k}} \left( \delta S + (1 - d\delta) \sum_{s=1}^S p_{s,k} \right) \right) \\
= -4S \left( (d-1)\sqrt{\delta} + \sqrt{1 - (d-1)\delta} \right) \\
+ 2S \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( \sqrt{\phi_k} S + \frac{1}{\sqrt{\phi_k}} (\delta + (1 - d\delta)\bar{p}_k) \right) \\
= -4S \sum_{k=1}^d \sqrt{\tilde{U}_k^\delta(e_1)} \\
+ 2S \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( \sqrt{\phi_k} S + \frac{1}{\sqrt{\phi_k}} \tilde{U}_k^\delta(\bar{p}) \right) \\
= -4S \sum_{k=1}^d \sqrt{\tilde{U}_k^\delta(e_1)} + 4S \sum_{k=1}^d \sqrt{\tilde{U}_k^\delta(\bar{p})} \\
+ 2S \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( -2\sqrt{\tilde{U}_k^\delta(\bar{p})} + \sqrt{\phi_k} + \frac{1}{\sqrt{\phi_k}} \tilde{U}_k^\delta(\bar{p}) \right) \\
= -4S \sum_{k=1}^d \left( \sqrt{\tilde{U}_k^\delta(e_1)} - 1 \right) + 4S \sum_{k=1}^d \left( \sqrt{\tilde{U}_k^\delta(\bar{p})} - 1 \right) \\
+ 2S \min_{\phi \in \mathcal{K}_d} \sum_{k=1}^d \left( -2\sqrt{\tilde{U}_k^\delta(\bar{p})} + \sqrt{\phi_k} + \frac{1}{\sqrt{\phi_k}} \tilde{U}_k^\delta(\bar{p}) \right) \\
= -S \tilde{H}_T^{(1/2)}(\mathcal{U}^\delta(e_1)) + S \tilde{H}_T^{(1/2)}(\mathcal{U}^\delta(\bar{p})) + S \min_{\phi \in \mathcal{K}_d} D_B^{(1/2)}(\mathcal{U}^\delta(\bar{p}) \| \phi) \\
= -S \tilde{H}_T^{(1/2)}(\mathcal{U}^\delta(e_1)) + S \tilde{H}_T^{(1/2)}(\mathcal{U}^\delta(\bar{p}))
\end{align*}
\]
We now proceed to bound the second term for the worst case of $\bar{p}$. The last equality follows from the fact that $U^{\delta d}(\bar{p}) \in \mathcal{K}_{\delta}$, allowing us to set $\phi = U^{\delta d}(\bar{p})$ and achieve $D^{(1/2)}_{B}(U^{\delta d}(\bar{p}) \parallel \phi) = 0$.

**Bounding the optimization of $p$.** Now we develop a bound for the worst-case $p$.

$$
\mathbb{E} \min_{\phi \in \mathcal{K}_{\delta}} \sum_{s=1}^{S} D^{(1/2)}_{B}(e_s^d \parallel \phi)
\leq \max_{\{p_{s,i}\}_{i \in [d], s \in [S]}} \min_{\phi \in \mathcal{K}_{\delta}} \sum_{s=1}^{S} \sum_{i=1}^{d} p_{s,i} D^{(1/2)}_{B}(e_s^d \parallel \phi)
= \max_{\{p_{s,i}\}_{i \in [d], s \in [S]}} \left( -S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(e_1)) + S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(\bar{p})) \right)
= -S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(e_1)) + S \cdot \max_{\{p_{s,i}\}_{i \in [d], s \in [S]}} \tilde{H}^{(1/2)}_{T}(U^{\delta d}(\bar{p}))
\leq -S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(e_1)) + S \cdot \max_{\{p_{s,i}\}_{i \in [d], s \in [S]}} \tilde{H}^{(1/2)}_{T}(U^{\delta d}(\bar{p}))
= -S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(e_1)) + S \cdot \max_{\{\bar{p}_{s,i}\}_{i \in [d], s \in [S]}} \tilde{H}^{(1/2)}_{T}(U^{\delta d}(\bar{p}))
= -S\tilde{H}^{(1/2)}_{T}(U^{\delta d}(e_1)) - S \cdot \min_{\bar{p}} \left( -\tilde{H}^{(1/2)}_{T}(U^{\delta d}(\bar{p})) \right)
$$

We now proceed to bound the second term for the worst case of $\bar{p}$. The function $h(\cdot) \triangleq -\tilde{H}^{(1/2)}_{T}(U^{\delta d}(\cdot))$ is convex, and therefore

$$
h(x) \geq h(y) + \langle \nabla h(y), (x - y) \rangle
$$

$$
\frac{\partial h(x)}{\partial x_i} = -2 \frac{1 - \delta d}{\sqrt{(1 - \delta d)x_i + \delta}}
$$

$$
\| \nabla h(x) \|_{\infty} \leq 2 \max_i \left| \frac{1 - \delta d}{\sqrt{(1 - \delta d)x_i + \delta}} \right|
= \frac{\delta}{2} \max_i \left| \frac{1 - \delta d}{\sqrt{(1 - \delta d)x_i + \delta}} \right|
\leq \frac{2}{\sqrt{\delta}}
(44)
$$
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We will need to bound from above the \( l_1 \) distance between \( \bar{p} \) and \( \psi \). A very coarse way to do it is to count contributions of each coordinate as if they simultaneously attain the lower and upper limit of their range:

\[
\max_{\bar{p}} \left\| \bar{p} - \psi \right\|_1 = \max_{a} \left\| a \right\|_1
\]

\[
\text{s.t. } \sum_{i \in [d]} \bar{p}_i = 1 \quad \sum_{i \in [d]} a_i = 0 \quad a_i \geq - d \epsilon \psi_i, \forall i \quad a_i \leq 2 \epsilon (1 - \psi_i), \forall i
\]

\[
\leq \sum_{i=1}^d d \epsilon \psi_i + \sum_{i=1}^d 2 \epsilon (1 - \psi_i) = d \epsilon + 2 \epsilon (d - 1) = (3d - 2) \epsilon
\]

\[
\leq 3d \epsilon
\]

And then

\[
\min_{\bar{p}} \left( - \tilde{H}_T^{(1/2)} \left( U^{bd} (\bar{p}) \right) \right)
\]

\[
\text{s.t. } \sum_{i \in [d]} \bar{p}_i = 1 \quad \bar{p}_i \geq (1 - d \epsilon) \psi_i, \forall i \quad \bar{p}_i \leq 2 \epsilon + (1 - 2 \epsilon) \psi_i, \forall i
\]

\[
= \min_{\bar{p}} \left( h(\bar{p}) - \left\| \nabla h(\bar{p}) \right\|_1 \left\| (\bar{p} - \psi) \right\|_1 \right)
\]

\[
\geq h(\psi) - \left\| \nabla h(\psi) \right\|_1 \quad \max_{\bar{p}} \left\| (\bar{p} - \psi) \right\|_1
\]

\[
\geq h(\psi) - 3d \epsilon \left\| \nabla h(\psi) \right\|_1
\]

\[
= - \tilde{H}_T^{(1/2)} \left( U^{bd} (\psi) \right) - 6d \epsilon \frac{1}{\sqrt{\delta}}
\]

Substituting into (41) we get:

\[
E \min_{\phi \in K_d} \sum_{s=1}^S D_B^{(1/2)} (\phi, \epsilon, \delta, \left\| \phi \right\|_1) \leq - S \tilde{H}_T^{(1/2)} \left( U^{bd} (e_1) \right)
\]

\[
- S \left( - \tilde{H}_T^{(1/2)} \left( U^{bd} (\bar{p}) \right) \right)
\]

\[
\leq - S \tilde{H}_T^{(1/2)} \left( U^{bd} (e_1) \right) + S \tilde{H}_T^{(1/2)} \left( U^{bd} (\psi) \right) + 6d \epsilon \frac{1}{\sqrt{\delta}}
\]

\[
(47)
\]
Simplifying dependence on \( \delta \). We now look at the component:

\[
\tilde{H}_T^{(1/2)}(U^{\delta d}(\psi)) - \tilde{H}_T^{(1/2)}(U^{\delta d}(e_1)) = 4 \sum_{i=1}^{d} (\sqrt{(1 - \delta d)\psi_i + \delta} - \sqrt{(1 - \delta d)(e_1)_i + \delta})
\]  (48)

Derivative of the shrunk entropy w.r.t. \( \delta \) is

\[
\frac{1}{2} \frac{\partial}{\partial \delta} \left( \tilde{H}_T^{(1/2)}(U^{\delta d}(p)) \right) = \sum_{i=1}^{d} \left( \frac{1 - dp_i}{(1 - \delta d)p_i + \delta} \right)
\]

\[
= \sum_{i=1}^{d-1} \left( \frac{1 - dp_i}{(1 - \delta d)p_i + \delta} \right) + \frac{1 - dp_d}{(1 - \delta d)p_d + \delta}
\]

\[
\sum p_i = \sum_{i=1}^{d-1} \left( \frac{1 - dp_i}{(1 - \delta d)p_i + \delta} \right) + \frac{1 - d(1 - \sum p_i^d)}{(1 - \delta d)p_d + \delta}
\]

\[
= \sum_{i=1}^{d-1} \left( \frac{1 - dp_i}{(1 - \delta d)p_i + \delta} \right) - \sum_{i=1}^{d-1} \left( \frac{1 - dp_i}{(1 - \delta d)p_d + \delta} \right)
\]

\[
= \sum_{i=1}^{d-1} \left( \frac{1 - dp_i}{(1 - \delta d)p_i + \delta} \right)
\]

And then the derivative of this component is:

\[
\frac{1}{2} \frac{\partial}{\partial \delta} \left( \tilde{H}_T^{(1/2)}(U^{\delta d}(\psi)) - \tilde{H}_T^{(1/2)}(U^{\delta d}(e_1)) \right)
\]

\[
= \sum_{i=1}^{d-1} (1 - dp_i) \left( \frac{1}{(1 - \delta d)p_i + \delta} - \frac{1}{(1 - \delta d)p_d + \delta} \right)
\]

\[
- \sum_{i=1}^{d-1} \left( \frac{1}{(1 - \delta d) \cdot p_i + \delta} - \frac{1}{(1 - \delta d) \cdot p_d + \delta} \right)
\]

\[
= \sum_{i=1}^{d-1} \left( \frac{1}{(1 - \delta d)p_i + \delta} - \frac{1}{(1 - \delta d)p_d + \delta} \right)
\]

\[
+ \sum_{i=1}^{d-1} \left( \frac{1}{(1 - \delta d) \cdot p_i + \delta} - \frac{1}{(1 - \delta d) \cdot p_d + \delta} \right)
\]

\[
+ d \sum \psi_i \left( \frac{1}{(1 - \delta d)p_i + \delta} - \frac{1}{(1 - \delta d)p_d + \delta} \right)
\]

(50)

If we assume, without loss of generality, that \( \psi_1 \leq \psi_2 \leq \cdots \leq \psi_d \), then each of the summands above become non-positive. So for \( \delta \in (0, 1/d] \) the derivative is non-positive, and for \( \delta \to 0^+ \) it goes to \( -\infty \). Thus this function is monotonically non-increasing in \( \delta \) for \( \delta \in [0, 1/d] \).

For \( \delta = 0 \) we have \( \tilde{H}_T^{(1/2)}(U^{\delta d}(\psi)) - \tilde{H}_T^{(1/2)}(U^{\delta d}(e_1)) = \tilde{H}_T^{(1/2)}(\psi) \), and therefore for any \( \delta \in [0, 1/d] \):

\[
\tilde{H}_T^{(1/2)}(U^{\delta d}(\psi)) - \tilde{H}_T^{(1/2)}(U^{\delta d}(e_1)) \leq \tilde{H}_T^{(1/2)}(\psi)
\]  (51)

27
Substituting into (47), we get:

\[\mathbb{E} \min_{\phi \in \mathcal{K}_s} \sum_{s=1}^{S} D_{\mathcal{B}}^{(1/2)} \left( e_{J_s}^\delta \parallel \phi \right) \leq -S \tilde{H}_T^{(1/2)} (U^{\delta d}(e_1)) + S \tilde{H}_T^{(1/2)} (U^{\delta d}(\psi)) + 6Sd\varepsilon_{\delta} \frac{1}{\sqrt{\delta}}\]

\[\leq S \tilde{H}_T^{(1/2)} (\psi) + 6Sd\varepsilon_{\delta} \frac{1}{\sqrt{\delta}}\]

\[\triangleq \tilde{H}_T^{(1/2)} (\psi) S + U_{\text{cost}}^\psi\]

\[\leq O \left( \frac{\tilde{H}_T^{(1/2)} (\psi) S}{\sqrt{\delta}} \right)\]

(52)

\[\square\]

K Proof of Theorem 4.9

Theorem K.1 (Regret upper bound, Theorem 4.9). Under Assumptions 3.6 and 4.4, the expected total regret guaranteed by meta-INF is

\[\mathbb{E} \text{Reg}^{\text{tot}} \leq \min_v \left[ U_{\text{expl}}^v S + U_{\text{reg}}^v (v) + \sigma S v \right.\]

\[\left. + \frac{\sigma}{1 - d\varepsilon_\delta} \left( U_{\text{init}}^v + U_{\text{cost}}^\psi + \tilde{H}_T^{(1/2)} (\psi) S \right) \frac{1}{v} \right].\]

Here \(U_{\text{expl}}^v\) is the cost associated with guaranteed exploration (see Lemma 4.5). \(U_{\text{reg}}^v\) is an upper bound on the regret of meta-learning the learning-rate (see Lemma 4.6). \(U_{\text{init}}^v\) is an upper bound on the regret of meta-learning the initialization point (see Lemma 4.7). \(U_{\text{cost}}^\psi\) is an upper bound on the difference between the entropy of empirical distribution of the true best arms, and the expected estimated entropy (see Lemma 4.8).
Proof. The total expected regret over all episodes can be bounded as follows:

\[
\mathbb{E}\text{Reg}_{\text{tot}} = \sum_{s=1}^{S} \mathbb{E} \sum_{t=1}^{T} (f_{s,t,y_{s,t}} - f_{s,t,j^*_s})
\]

\[
= \sum_{s=1}^{S} \mathbb{E}\text{Reg}_{\text{inner}}(e_{j^*_s})
\]

By Lemma 4.5 and Lemma 4.6:

\[
\leq \sum_{s=1}^{S} \left( \mathbb{E}L_{\phi_s}^{(1/2)} \left( \frac{e_{j^*_s} \| \phi_s}{\eta_s(1 - d\delta)} \right) + \sigma^2 \eta_s + U_{\text{expl}} \right)
\]

\[
(35) \quad \text{and Lemma 4.6} \leq \min_v \left[ U_{\text{expl}}^S + U_{\text{reg}}(v) + \sigma S v + \frac{\sigma}{v(1 - d\delta)} \mathbb{E} \sum_{s=1}^{S} D_B^{(1/2)} \left( e_{j^*_s} \| \phi_s \right) \right]
\]

By Lemma 4.7 and Lemma 4.8:

\[
\leq \min_v \left[ U_{\text{expl}}^S + U_{\text{reg}}(v) + \sigma S v + \frac{\sigma}{v(1 - d\delta)} \left( U_{\text{init}}^S + U_{\text{expl}}^S + \hat{H}_T^{(1/2)}(\psi) S \right) \right]
\]

(53)

L Parameter optimization (proof of Corollary 4.10)

Corollary L.1 (Corollary 4.10). Let Assumptions 3.6 and 4.4 hold, and additionally assume \( T \geq \Omega \left( \frac{d(\log d)^{1/3}}{\Delta^{1/3}} \right) \). For parameter values

\[
\alpha = \Theta \left( \frac{\sqrt{\log S}}{\sqrt{S} \sqrt{1 - d\delta} \sqrt{\delta}} \right), \quad \delta = \Theta \left( \frac{1}{\Delta^{1/7} T^{1/7} d^{1/7}} \right),
\]

the expected total regret of meta-INF satisfies the asymptotic bound

\[
\mathbb{E}\text{Reg}_{\text{tot}} \leq O \left( S \sqrt{T} \sqrt{d} \left( \sqrt{H_T^{(1/2)}(\psi)} \sqrt{d} + \frac{d^{1/4}}{\Delta^{1/4} T^{1/4}} + \frac{\sqrt{\log S T^{1/7}}}{\sqrt{d^{1/7}}} + \sqrt{\log S T^{1/7} d^{1/28}} \right) \right).
\]
Proof. For simplicity, during parameter optimization we consider $\alpha$ instead of $\min\{\frac{\alpha^2}{v^2}, \alpha\}$ in $U_{\text{lr}}$. We then optimize $\alpha$ and $v$ separately.

\[
\begin{align*}
\text{EReg}^{\text{tot}} & \leq \min_v \left[ U_{\text{expl}} + U_{\text{lr}}(v) + \sigma v + \frac{\sigma}{1 - d \epsilon} \left( U_{\text{reg}} + U_{\text{cost}} + \hat{H}_{T}^{(1/2)}(\psi) S \frac{1}{v} \right) \right] \\
& = \min_v \left[ \min \left\{ \frac{\alpha^2}{v^2}, \alpha \right\} \frac{S \sqrt{T} \sqrt{d}}{\sqrt{2}} + \frac{\sqrt{T} \sqrt{d}}{\alpha^2(1 - d \epsilon)^{3/2} \delta^{3/4}} (\log(S + 1) + 1) \right. \\
& \quad + \left. \frac{\sqrt{T} \sqrt{d}}{\sqrt{2}} \left( \frac{1}{1 - d \epsilon} \left( U_{\text{reg}} + U_{\text{cost}} + \hat{H}_{T}^{(1/2)}(\psi) S \frac{1}{v} + S v \right) \right) + U_{\text{expl}} \right] \\
& \leq \min_v \left[ \alpha \frac{S \sqrt{T} \sqrt{d}}{\sqrt{2}} + \frac{\sqrt{T} \sqrt{d}}{\alpha^2(1 - d \epsilon)^{3/2} \delta^{3/4}} (\log(S + 1) + 1) \right. \\
& \quad + \left. \frac{\sqrt{T} \sqrt{d}}{\sqrt{2}} \left( \frac{1}{1 - d \epsilon} \left( U_{\text{reg}} + U_{\text{cost}} + \hat{H}_{T}^{(1/2)}(\psi) S \frac{1}{v} + S v \right) \right) + U_{\text{expl}} \right] \\
& = S \frac{\sqrt{T} \sqrt{d}}{\sqrt{2}} \left( \alpha + \sqrt{2} (\log(S + 1) + 1) \right. \\
& \quad + \left. \min \left[ \frac{1}{1 - d \epsilon} \left( U_{\text{reg}} + U_{\text{cost}} + \hat{H}_{T}^{(1/2)}(\psi) S \frac{1}{v} + S v \right) \right] + U_{\text{expl}} \right) + U_{\text{expl}} S + U_{\text{cost}} S \quad (54)
\end{align*}
\]

Setting

\[
\alpha = \sqrt[3]{\frac{2 \sqrt{2} (\log(S + 1) + 1)}{S(1 - d \epsilon)^{3/2} \delta^{3/4}}} \quad (55)
\]
\[
E^{\text{Reg tot}} \leq S \sqrt{T \sqrt{d}} \left( \frac{3\sqrt{2}}{2} \sqrt{\frac{\log(S + 1) + 1}{S(1 - d\epsilon)}} \right) \\
+ \frac{2}{\sqrt{1 - d\epsilon}} \left( \sqrt{\frac{U^{\text{init}}}{S}} + \sqrt{\frac{U^\psi}{S}} + \sqrt{\tilde{H}_T^{(1/2)}(\psi)} \right) + U^{\text{expl}} + S(1 - d\epsilon) \delta^{3/4} + 2 \sqrt{1 - d\epsilon} \delta^{3/4} \\
= \sqrt{2}S \sqrt{T \sqrt{d}} \left( \frac{3\sqrt{2}}{4} \sqrt{\frac{\log(S + 1) + 1}{\sqrt{S}} (1 - d\epsilon)^{3/4}} \right) \\
+ \frac{1}{\sqrt{1 - d\epsilon}} \left( \sqrt{\frac{U^{\text{init}}}{S}} + \sqrt{\frac{U^\psi}{S}} + \sqrt{\tilde{H}_T^{(1/2)}(\psi)} \right) + U^{\text{expl}} + S(1 - d\epsilon) \delta^{3/4} \\
= \sqrt{2}S \sqrt{T \sqrt{d}} \left( \frac{3\sqrt{2}}{4} \sqrt{\frac{\log(S + 1) + 1}{\sqrt{S}} (1 - d\epsilon)^{3/4}} \right) \\
+ \frac{1}{\sqrt{1 - d\epsilon}} \left( 2 \sqrt{\frac{\log S + 1 \sqrt{d}}{\sqrt{S \sqrt{\delta}}} + \sqrt{\tilde{H}_T^{(1/2)}(\psi)} + \sqrt{6 \frac{d\epsilon}{\sqrt{\delta}}} \right) + \sqrt{T \delta^{3/4} d} 
\]

Now we use the following simplifications:

\[
\frac{1}{\sqrt{1 - d\epsilon}} = \sqrt{1 + \frac{d\epsilon}{1 - d\epsilon} \leq 1 + \sqrt{\frac{d\epsilon}{1 - d\epsilon}} \tag{57}
\]

\[
\sqrt{\frac{d\epsilon}{1 - d\epsilon}} = \sqrt{\frac{1}{d^{-1} - 1} = \sqrt{\frac{1}{\Delta^\alpha - 1} = \sqrt{\frac{1}{\Delta^\alpha - 1}} \leq \sqrt{\frac{1}{\Delta^\alpha - 1}} \leq \frac{1}{\Delta^{2/3} \sqrt{\Delta \sqrt{\delta}}} \leq \frac{56}{3 \Delta^{2/3} \sqrt{\Delta \sqrt{\delta}}} \tag{58}
\]

And then:

\[
E^{\text{Reg tot}} \leq \sqrt{2}S \sqrt{T \sqrt{d}} \left( \frac{3\sqrt{2}}{4} \sqrt{\frac{\log(S + 1) + 1}{\sqrt{S}} (\frac{1}{\delta^{3/4}} + \sqrt{\frac{56}{3}} \frac{1}{\Delta^{2/3} \sqrt{\delta^{3/4}}}} \right) \\
+ \left( 1 + \sqrt{\frac{56}{3} \Delta^{2/3} \sqrt{\delta}} \right) \left( 2 \sqrt{2 \frac{\log S + 1 \sqrt{d}}{\sqrt{S \sqrt{\delta}}} + \sqrt{\tilde{H}_T^{(1/2)}(\psi)} \right)} \\
+ 4 \sqrt{7} \frac{1}{\Delta^{2/3} \sqrt{\delta^{3/4}}} + \sqrt{T \delta^{3/4} d} \tag{59}
\]

Out of all terms that depend on \( \delta \) we minimize the sum of those that originate from \( U^\psi \) and \( U^{\text{expl}} \):

\[
4 \sqrt{7} \frac{1}{\Delta^{2/3} \sqrt{\delta^{3/4}}} + \sqrt{T \delta^{3/4} d}. \] For simplicity, since we care only for the asymptotic bound, we ignore
Another measure of complexity should be defined, fitting the problem. For example, instead of declaring one arm as the best (per episode) and characterizing their empirical distribution, one may use $\psi$ becomes $T$ the constants and use $\delta = \frac{1}{\Delta^{\gamma/T^{1/4}}}$. And then

$$
\mathbb{E}Reg^{\text{tot}} \leq \sqrt{2S} \sqrt{T} \frac{\sqrt{d}}{\sqrt{S}} \left( \frac{3\sqrt{2}}{4} \sqrt{\log(S + 1)} + \frac{1}{\sqrt{S}} \left( \frac{\Delta^{1/4}T^{1/4}}{d^{1/2}} + \sqrt{\frac{56}{3} \Delta^{1/4}T^{1/4}} \right) \right)
$$

$$
+ \left( 1 + \frac{\sqrt{56}}{3 \Delta^{1/2}T^{1/4}} \right) \left( 2\sqrt[3]{2} \log S + T \Delta^{1/4}T^{1/4} \frac{d^{1/2}}{\sqrt{S}} \right) \frac{\sqrt{d}}{\sqrt{S}}
$$

$$
+ 4\sqrt{7} \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}} + \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}}
$$

$$
= \sqrt{2S} \sqrt{T} \frac{\sqrt{d}}{\sqrt{S}} \left( \frac{3\sqrt{2}}{4} \sqrt{\log(S + 1)} + \frac{1}{\sqrt{S}} \left( \frac{\Delta^{1/4}T^{1/4}}{d^{1/2}} + \sqrt{\frac{56}{3} \Delta^{1/4}T^{1/4}} \right) \right)
$$

$$
+ \left( 1 + \frac{\sqrt{56}}{3 \Delta^{1/2}T^{1/4}} \right) \left( 2\sqrt[3]{2} \log S + T \Delta^{1/4}T^{1/4} \frac{d^{1/2}}{\sqrt{S}} \right) \frac{\sqrt{d}}{\sqrt{S}}
$$

$$
+ \left( 4\sqrt{7} + 1 \right) \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}}
$$

$$
\leq O \left( \frac{\sqrt{\log S}}{\sqrt{S}} \left( \frac{\Delta^{1/2}T^{1/4}}{d^{1/2}} + \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}} \right) \right)
$$

$$
+ \left( 1 + \frac{\sqrt{56}}{3 \Delta^{1/2}T^{1/4}} \right) \left( \frac{\sqrt{\log S} \Delta^{1/4}T^{1/4} d^{1/2}}{\sqrt{S}} + \frac{\sqrt{\psi} H_{\psi}^{(1/2)}(\psi)}{\sqrt{d}} + \frac{d^{1/4}}{\Delta^{1/4}T^{1/4}} \right)
$$

$$
\leq O \left( \frac{\sqrt{\log S}}{\sqrt{S}} \left( \frac{\Delta^{1/2}T^{1/4}}{d^{1/2}} + \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}} \right) \right)
$$

$$
+ \left( 1 + \frac{\sqrt{56}}{3 \Delta^{1/2}T^{1/4}} \right) \left( \frac{\sqrt{\log S} \Delta^{1/4}T^{1/4} d^{1/2}}{\sqrt{S}} + \frac{\sqrt{\psi} H_{\psi}^{(1/2)}(\psi)}{\sqrt{d}} + \frac{d^{1/4}}{\Delta^{1/4}T^{1/4}} \right)
$$

$$
\leq O \left( \frac{\sqrt{\log S}}{\sqrt{S}} \left( \frac{\Delta^{1/2}T^{1/4}}{d^{1/2}} + \frac{d^{1/2}}{\Delta^{1/2}T^{1/4}} \right) \right)
$$

$$
+ \left( 1 + \frac{\sqrt{56}}{3 \Delta^{1/2}T^{1/4}} \right) \left( \frac{\sqrt{\log S} \Delta^{1/4}T^{1/4} d^{1/2}}{\sqrt{S}} + \frac{\sqrt{\psi} H_{\psi}^{(1/2)}(\psi)}{\sqrt{d}} + \frac{d^{1/4}}{\Delta^{1/4}T^{1/4}} \right)
$$

\begin{equation}
\tag{60}
\end{equation}

In the last inequation we used the following considerations:

$$
\frac{\Delta^{1/4}T^{1/4}}{d^{1/2}} \leq O(1)
$$

$$
T \geq \Omega \left( \frac{\sqrt{\log S}}{\Delta^{1/2}} \right) \implies \sqrt{\log S} \leq O(1)
$$

$$
\frac{\Delta^{1/2}T^{1/4}}{d^{1/2}} \leq O(1)
$$

\begin{equation}
\tag{61}
\end{equation}

Remark L.2. If $\Delta = \Theta \left( \frac{1}{d^{1/3}} \right)$ for some $\alpha \geq 0$, $\beta \geq 0$, then the requirement on $T$ in Corollary L.1 becomes $T \geq \Omega \left( \frac{\sqrt{\log d}}{\Delta^{1/2}T^{1/4}} \right)$, and it implies $\alpha < 3/10$. To try and cope with gap that goes to zero with $T$ at a quicker rate, we can consider the research directions mentioned in Section 3.1. Specifically, if the minimal gap is too small to allow reliable best-arm identification, than the empirical distribution of best arms $\psi$ is not a good measure of the problem complexity. Another measure of complexity should be defined, fitting the problem. For example, instead of declaring one arm as the best (per episode) and characterizing their empirical distribution, one may
collect contributions of several arms on each episode with weight depending on the per-arm per-
episode gap. The corresponding algorithm would then perhaps use soft decision incorporating the
likelihood each arm to be the best, instead of the hard decision used currently. However, defining the
aforementioned complexity measure in a concise way (without explicit dependence on the per-arm
gaps) does not seem trivial.

Remark L.3. In Corollary L.1 the value of \( \delta \) depends on the gap \( \Delta \). If \( \Delta \) is unknown, we can use
\( \delta = \Theta \left( \frac{1}{T^{3/4} d^{3/7}} \right) \). In order to satisfy Assumption 4.4, the requirement now is
\( T \geq \Omega \left( \frac{d \log d}{\Delta^{3/14}} \right) \), instead of \( T \geq \Omega \left( \frac{d \log d}{\Delta^{8/21}} \right) \). The bound in this case is:

\[
\mathbb{E} \text{Reg}^{\text{tot}} \leq \sqrt{2S} \sqrt{T} \sqrt{d} \left( \frac{3\sqrt{2}}{4} \sqrt[\log(S+1)+1]{S} \left( \frac{T^{3/7}}{d^{3/28}} + \sqrt{\frac{56 d^{1/14} \sqrt{d}}{3 T^{3/14}}} \right) \right.
\]

\[
+ \left( 1 + \sqrt{\frac{56}{3} \Delta T^{3/14}} \right) \left( 2 \sqrt{2} \sqrt{\log(S+1)T^{3/7}d^{3/28}} \sqrt{d} + \sqrt{\hat{H}_T^{\text{1/2}}(\psi)} \right)
\]

\[
+ 4 \sqrt{7} \frac{d^{1/14} \sqrt{d}}{T^{1/14}} + \frac{d^{1/14} \sqrt{d}}{T^{1/14}} \right)
\]

\[
= \sqrt{2S} \sqrt{T} \sqrt{d} \left( \frac{3\sqrt{2}}{4} \sqrt[\log(S+1)+1]{S} \left( \frac{T^{3/7}}{d^{3/28}} + \sqrt{\frac{56 d^{1/14} \sqrt{d}}{3 T^{3/14}}} \right) \right.
\]

\[
+ \left( 1 + \sqrt{\frac{56}{3} \Delta T^{3/14}} \right) \left( 2 \sqrt{2} \sqrt{\log(S+1)T^{3/7}d^{3/28}} \sqrt{d} + \sqrt{\hat{H}_T^{\text{1/2}}(\psi)} \right)
\]

\[
+ \left( 4 \sqrt{7} \Delta + 1 \right) \frac{d^{1/14}}{T^{1/14}} \right) \right)
\]

\[
\leq O \left( S \sqrt{T} \sqrt{d} \left( \frac{\sqrt{\log(S+1)+1}}{\sqrt{S} d^{3/7}} \right)
\]

\[
+ \left( 1 + \frac{d^{1/14}}{\Delta T^{3/14}} \left( \frac{\sqrt{\log(S+1)T^{3/7}d^{3/28}} \sqrt{d}}{\sqrt{S}} + \frac{\sqrt{\hat{H}_T^{\text{1/2}}(\psi)}}{\sqrt{d}} \right) + \frac{d^{1/14}}{\Delta T^{3/14}} \right) \right)
\]

This bound becomes \( O \left( S \sqrt{T} \sqrt{d} \right) \) when \( S \geq \Omega(T) \), \( T \geq \Omega \left( \frac{d^{3/2}}{\Delta^{2/7}} \right) \) and \( \hat{H}_T^{\text{1/2}}(\psi) \leq O(1) \). So
the dependence of \( T \) on \( \Delta \) is worse compared to the case that \( \Delta \) is known (in which case the
corresponding condition is \( T \geq \Omega \left( \frac{d^{3/2}}{\Delta^{2/7}} \right) \), as shown in Table 1).