Multivariate Spectral Multipliers

PhD thesis by

Błażej Wróbel

Advisors:
prof. Fulvio Ricci (Scuola Normale Superiore di Pisa)
prof. dr hab. Krzysztof Stempak (Politechnika Wrocławska)
Contents

1 Introduction

1.1 Motivation and informal overview ........................................ 1
1.2 Summary of known results .................................................. 5
1.3 Setting ............................................................................. 8
1.4 Notation and terminology .................................................... 10
1.5 Outline of the thesis ............................................................ 14

2 A general multivariate multiplier theorem .................................. 16

3 Systems of operators having Marcinkiewicz functional calculus .... 25
  3.1 A Marcinkiewicz type multiplier theorem ................................ 26
  3.2 Examples of systems with Marcinkiewicz joint functional calculus . 30
  3.3 $L^p$ bounds of the imaginary powers of the Jacobi operator .......... 33
  3.4 Hörmander type multipliers for the Hankel transform .................. 39
  3.5 Marcinkiewicz type multipliers for the Dunkl transform ............... 54

4 Systems of operators having $H^\infty$ functional calculus ............ 67
  4.1 A Marcinkiewicz type multiplier theorem ............................... 67
  4.2 Examples of systems with $H^\infty$ joint functional calculus ........... 71
  4.3 A multivariate holomorphic extension theorem ........................ 77
5 An application of Corollary 4.1.2 to Riesz transforms ........................................... 84
  5.1 Riesz transforms for classical orthogonal expansions ........................................... 88
  5.2 Riesz transforms on products of discrete groups ............................................... 93

6 Combinations of Marcinkiewicz and $H^\infty$ functional calculi .................................. 99
  6.1 A Marcinkiewicz type multiplier theorem .............................................................. 99
  6.2 The system (OU, $A$) .............................................................................................. 102

Appendix A ......................................................................................................................... 134
  A.1 Joint spectral measure and integration ................................................................. 134
    A.1.1 Resolutions of the identity ............................................................................... 134
    A.1.2 Spectral integration ......................................................................................... 135
    A.1.3 Multivariate spectral theorem ........................................................................ 136
    A.1.4 Strong $L^p$ continuity of $u \mapsto L^{iu}$ ......................................................... 138
  A.2 Tensor products of operators .................................................................................. 139
  A.3 The Mellin transform .............................................................................................. 143
    A.3.1 Definition and properties ............................................................................... 143
    A.3.2 Measurability of $u \mapsto \sup_{t \in \mathbb{R}^d_+} |M(m_N,t)(u)|$ ................................. 144

References ......................................................................................................................... 146
List of symbols

$\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ the sets of integer, rational, real and complex numbers

$\mathbb{N}$ the set of positive integers

$\mathbb{N}_0$ the set of non-negative integers

$\mathbb{N}^d$ the $d$-fold Cartesian product of $\mathbb{N}$

$\mathbb{N}_0^d$ the $d$-fold Cartesian product of $\mathbb{N}_0$

$\mathbb{R}_+$ the set of positive real numbers

$\mathbb{R}_+^d$ the $d$-fold Cartesian product of $\mathbb{R}_+$

$\mathbb{T}$ the 1-dimensional torus

$\mathbb{T}^d$ the $d$-dimensional torus

$\text{Arg}(z)$ the principal argument of $z \in \mathbb{C}$

$\partial_j^n f$ the $n$-th partial derivative of $f(x_1, \ldots, x_d)$ with respect to $x_j$

$\partial^\alpha f = \partial_1^{\alpha_1} \cdots \partial_d^{\alpha_d} f$

$\nabla f$ the gradient of $f$, i.e. the vector $(\partial_1 f, \ldots, \partial_d f)$

$f * g$ the convolution of $f$ and $g$

$G_1 \cong G_2$ a group isomorphism between $G_1$ and $G_2$

$V^c$ the complement of a set $V \subseteq X$ i.e. the set $X \setminus V$

$\mathcal{B}(X)$ the $\sigma$-algebra of all Borel sets in $X$

$l^p(X)$ the space of $p$-th power summable sequences on $X$

$L^p(X, \nu)$ the Lebesgue space over the measure space $(X, \nu)$

$L^{p,\infty}(X, \nu)$ the Lorentz space $L^{p,\infty}$ over $(X, \nu)$, by convention $L^{\infty,\infty} = L^\infty$

$C_c(X)$ the space of continuous compactly supported functions on $X$

$C^1(X)$ the space of functions with continuous first derivative

$\mathcal{S}(\mathbb{R}^d)$ the Schwartz space on $\mathbb{R}^d$

$C_c^\infty(X)$ the space of smooth compactly supported functions on $X$

$H^\infty(U)$ the space of bounded holomorphic functions on an open $U \subset \mathbb{C}^d$
Multivariate spectral multipliers

Abstract

This thesis is devoted to the study of multivariate (joint) spectral multipliers for systems of strongly commuting non-negative self-adjoint operators, $L_1, \ldots, L_d$, on $L^2(X, \nu)$, where $(X, \nu)$ is a measure space. By strong commutativity we mean that the operators $L_r$, $r = 1, \ldots, d$, admit a joint spectral resolution $E(\lambda)$. In that case, for a bounded function $m: [0, \infty)^d \to \mathbb{C}$, the multiplier operator $m(L)$ is defined on $L^2(X, \nu)$ by

$$m(L) = \int_{[0, \infty)^d} m(\lambda) dE(\lambda).$$

By spectral theory, $m(L)$ is then bounded on $L^2(X, \nu)$. The purpose of the dissertation is to investigate under which assumptions on the multiplier function $m$ it is possible to extend $m(L)$ to a bounded operator on $L^p(X, \nu)$, $1 < p < \infty$.

The crucial assumption we make is the $L^p(X, \nu)$, $1 \leq p \leq \infty$, contractivity of the heat semigroups corresponding to the operators $L_r$, $r = 1, \ldots, d$. Under this assumption we generalize the results of [61] to systems of strongly commuting operators. As an application we derive various multivariate multiplier theorems for particular systems of operators acting on separate variables. These include e.g. Ornstein-Uhlenbeck, Hermite, Laguerre, Bessel, Jacobi, and Dunkl operators. In some particular cases, we obtain presumably sharp results. Additionally, we demonstrate how a (bounded) holomorphic functional calculus for a pair of commuting operators, is useful in the study of dimension free boundedness of various Riesz transforms.
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Chapter 1

Introduction

1.1 Motivation and informal overview

The classical examples of multiplier operators are the ones connected with the Fourier series and the Fourier transform. In the context of the Fourier transform, an operator $T_m$ is called a multiplier operator (or multiplier for short), if it is of the form

$$
\mathcal{F}(T_m f) = m \mathcal{F} f; \quad \mathcal{F} f(x) = \int_{\mathbb{R}^d} e^{-i(x, y)} f(y) \, dy.
$$

Initially, we only assume that the function $m$ in the definition (which is called a multiplier function or simply a multiplier) is measurable and bounded. Due to Plancherel’s identity this implies of course the boundedness of $T_m$ on $L^2(\mathbb{R}^d, dx)$. Much more complicated is one of the classical problems of harmonic analysis to study the boundedness of $T_m$ on $L^p(\mathbb{R}^d, dx)$, $1 \leq p \leq \infty$, $p \neq 2$. In fact, except for the cases $p = 1$ and $p = 2$, even in this classical setting, there is no complete description of the multiplier spaces

$$
\mathcal{M}_p = \{ m : m \text{ is bounded and Borel measurable, } T_m \text{ is bounded on } L^p(\mathbb{R}^d, dx) \}.
$$

On the other hand there are many results which give sufficient conditions on $m$, under
which \( m \in \mathcal{M}_p \). These are called multiplier theorems. The two most famous multiplier theorems are associated with the names of Hörmander and Marcinkiewicz.

We first recall the Hörmander multiplier theorem [47, Theorem 2.5] (see also [48, Theorem 7.9.5, p.243]).

**Theorem 1.1.1.** Assume \( m : \mathbb{R}^d \to \mathbb{C} \) is a bounded Borel measurable function such that for every \( \gamma \) satisfying \( |\gamma| \leq [d/2] + 1 \) we have

\[
\sup_{0 < R < \infty} R^{-d} \int_{R \leq |\xi| \leq 2R} |\partial^{\gamma} m(\xi)|^2 d\xi < \infty. \tag{1.1.1}
\]

Then the operator \( T_m \) is of weak type \((1, 1)\) and bounded on \( L^p(\mathbb{R}^d, dx) \), \( 1 < p < \infty \).

**Remark.** Condition (1.1.1) is implied by the Mikhlin (Mikhlin-Hörmander) condition

\[
\sup_{\xi \in \mathbb{R}^d} \lambda^{||\gamma||} |\partial^{\gamma} m(\xi)| < \infty, \quad |\gamma| \leq [d/2].
\]

Observe that (1.1.1) is rotation invariant. Thus, one can guess that the multiplier functions admitted by the Hörmander multiplier theorem should be somewhat close to being radial. Indeed, it is clear that we can take \( m(\xi) \) to be e.g.

\[
e^{-t|\xi|^2}, \quad t > 0 \text{ (heat semigroup)}, \quad |\xi|^v, \quad v \in \mathbb{R} \text{ (imaginary powers)},
\]

\[
\frac{\xi_r}{|\xi|}, \quad r = 1, \ldots, d \text{ (Riesz transforms)}, \quad \chi_{|\xi| \leq 1}(1 - |\xi|^2)^\delta \text{ (Bochner-Riesz means)}; \tag{1.1.2}
\]

in the case of Bochner-Riesz means we take \( \delta > 0 \) large enough. Moreover, Theorem 1.1.1 also gives a weak type \((1, 1)\) result. On the other hand, the Hörmander multiplier theorem does not apply if the function \( m \) is a product function or a function which depends only on some of the variables \( \xi_r, \quad r = 1, \ldots, d \).

The other famous multiplier theorem is associated with the name of Marcinkiewicz. In modern terminology, the Marcinkiewicz multiplier theorem for the Fourier transform may be stated in the following way.
Theorem 1.1.2. Assume \( m: \mathbb{R}^d \to \mathbb{C} \) is a bounded Borel measurable function such that for \( \gamma_r = 0,1, r = 1,\ldots,d \), we have

\[
(R_1 \cdots R_d)^{-1} \int_{R_1 < |\xi_1| < 2R_1} \cdots \int_{R_d < |\xi_d| < 2R_d} |R_1 \xi_1|^{2\gamma_1} \cdots |R_d \xi_d|^{2\gamma_d} |\partial^{\gamma} m(\xi)|^2 d\xi \leq C, \tag{1.1.3}
\]

uniformly in \( R = (R_1, \ldots, R_d) \in \mathbb{R}^d_+ \). Then \( T_m \) is bounded on \( L^p(\mathbb{R}^d, dx) \), \( 1 < p < \infty \).

Remark. As with the Hörmander multiplier theorem, condition (1.1.3) is implied by the Mikhlin (Mikhlin-Marcinkiewicz) condition

\[
\sup_{\xi \in \mathbb{R}^d} |\xi_1|^{\gamma_1} \cdots |\xi_d|^{\gamma_d} |\partial^{\gamma} m(\xi)| < \infty, \quad \gamma_r = 0,1, \quad r = 1,\ldots,d.
\]

Note that, for \( d > 1 \), neither Theorem 1.1.1 is stronger than Theorem 1.1.2 nor vice versa. Indeed, on the one hand, the Hörmander multiplier is better suited for radial multipliers, in which case it may require less smoothness than the Marcinkiewicz multiplier theorem. For example, for some values of \( \delta > 0 \), Theorem 1.1.1 is applicable to the Bochner-Riesz means given in (1.1.2), whereas Theorem 1.1.2 is not. On the other hand, the Marcinkiewicz multiplier theorem is valid for product multipliers, which is not true in general for the Hörmander multiplier theorem. For instance, the product imaginary powers \( m_u(\xi) = |\xi_1|^{iu_1} \cdots |\xi_d|^{iu_d}, \quad u \in \mathbb{R}^d \), satisfy (1.1.3) but do not satisfy (1.1.1). Moreover, Theorem 1.1.2 is applicable in all the other cases listed in (1.1.2), however, it does not give weak type \( (1,1) \) results.

Let us now look at the Fourier multipliers from a slightly different perspective. If \( m: \mathbb{R}^d \to \mathbb{C} \) is a Borel measurable function, the formal identity

\[
i \partial_r f = \mathcal{F}^{-1}(\xi_r \mathcal{F}) f, \quad r = 1,\ldots,d,
\]

leads to

\[
m(i \partial) f = m(i \partial_1, \ldots, i \partial_d) f = \mathcal{F}^{-1}(m \mathcal{F}) f.
\]

The above says that Fourier multipliers are precisely the 'joint' multipliers for the system of
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partial derivatives $i\partial = (i\partial_1, \ldots, i\partial_d)$. Put in other words, Fourier multipliers provide a way to define a joint functional calculus for the system $i\partial$. Thus, both Theorems 1.1.1 and 1.1.2 give in fact sufficient conditions for the $L^p(\mathbb{R}^d, dx)$ boundedness of joint multipliers for the system $i\partial$. Note that $i\partial$ consists of symmetric (in fact essentially self-adjoint) and pairwise commuting operators in $L^2(\mathbb{R}^d, dx)$.

At this point a question arises: can we replace the system of partial derivatives by some other system of commuting operators? An attempt to answer this question is the main theme of this dissertation. We study joint (in other words: multivariate) multipliers for other systems of pairwise (strongly) commuting, self-adjoint operators on some space $L^2(X, \nu)$. Due to the use of the technique of imaginary powers, we often assume that the considered operators are non-negative.

If $L = (L_1, \ldots, L_d)$ is a system of self-adjoint non-negative operators on $L^2(X, \nu)$, such that their spectral projections commute pairwise, then the multivariate spectral theorem postulates the existence of the joint spectral measure $E$ for the system $L$, defined by the identity

$$L_rf = \int_{[0, \infty)^d} \lambda_r dE(\lambda), \quad \lambda = (\lambda_1, \ldots, \lambda_d),$$

for each $r = 1, \ldots, d$. Then, for a bounded Borel measurable function $m$ on $[0, \infty)^d$, we define the multiplier operator $m(L)$ on $L^2(X, \nu)$ by

$$m(L) = m(L_1, \ldots, L_d) = \int_{[0, \infty)^d} m(\lambda) dE(\lambda).$$

From the multivariate spectral theorem it follows that this operator is bounded on $L^2(X, \nu)$. The problems we study in this dissertation concern the boundedness of $m(L)$ on some other $L^p(X, \nu)$ spaces, $1 < p < \infty$. We are trying to understand, under which assumptions on $L$, can one obtain Marcinkiewicz type or Hörmander type multiplier theorems.

Throughout a most part of the thesis we work in a rather broad generality. We are pursuing multiplier theorems that can be proved by only assuming something on the oper-
1.2 Summary of known results

This section is an overview of existing multiplier results for systems of commuting operators.

Before proceeding further a comment on the spectral multiplier problem for a single self-adjoint operator is in order. This topic has been already explored in a great variety of contexts, see e.g. [4], [5], [13], [15], [19], [22], [25], [26], [43], [47], [59], [61], [65], [92], and the references within; we shall not give a detailed historical exposition. Let us only briefly describe these results for a single operator which pertain to the material presented in our thesis.

Results contained in [92] are among the first general multiplier theorems. Under the assumption that the heat semigroup of a general non-negative self-adjoint operator $L$ is Markovian, Stein proved that Laplace transform type multipliers defined by $m(\lambda) = \lambda \int_0^\infty e^{-\lambda t} \kappa(t) dt$, were $\|\kappa\|_{L^\infty} < \infty$, give rise to operators $m(L)$, which are bounded on all $L^p$, $1 < p < \infty$. This theorem was then improved by Coifman, Rochberg and Weiss, see [15]. Their approach relies on the so called transference methods and allows one to reduce the assumption in Stein’s theorem to the requirement that $L$ generates a (not necessarily Markovian) contraction semigroup on all $L^p$, $1 \leq p \leq \infty$. Note that Laplace transform
type multipliers are holomorphic functions in the right complex half-plane $S_{\pi/2}$, that are uniformly bounded in every proper subsector $S_\varphi$ of $S_{\pi/2}$.

In [19], by enhancing the transference methods, Cowling proved that, in order to obtain the boundedness of $m(L)$ on $L^p$, for some $1 < p < \infty$, it is enough to assume that $m$ is holomorphic and uniformly bounded in a certain proper subsector $S_{\varphi_p} \subset S_{\pi/2}$, enclosing the positive real half-line. Moreover, the sector $S_{\varphi_p}$ approaches $(0, \infty)$, as $p \to 2$. Using Mellin transform techniques, in [61] Meda was able to further generalize Cowling’s theorem. In particular, assuming a polynomial growth in $v$ for the $L^p$, $1 < p < \infty$, norms of the imaginary power operators $L^{iv}$, he proved a general Marcinkiewicz type multiplier theorem, see [61, Theorem 4].

Many of the results and techniques presented in this thesis, see e.g. Chapter 2 and Section 3.1, are multi-dimensional generalizations of Meda’s [61].

As for the joint spectral multipliers for a system of commuting self-adjoint operators there are relatively fewer results. Below we describe some of them in more details.

The case of the system of partial derivatives on $L^2(\mathbb{R}^d, dx)$ has been already presented as a model example in the previous section. We should however remember that one of the first multivariate multiplier results, the Marcinkiewicz multiplier theorem, was about double Fourier series. From our point of view this result concerns the boundedness of joint spectral multipliers for the system of partial derivatives on $L^2([0,2\pi)^2, dx)$. Indeed, for a bounded double sequence $\{m(j)\}_{j \in \mathbb{Z}^2}$, the multiplier operator for the Fourier series given by

$$T_m(f)(x) = \frac{1}{4\pi^2} \sum_{j \in \mathbb{Z}^2} m(j) \langle f, e^{-i(j, \cdot)} \rangle_{L^2([0,2\pi)^2, dy)} e^{i(j,x)},$$

$$f \in L^2([0,2\pi)^2, dx),$$

(1.2.1)

coincides with $m(i\partial_1, i\partial_2)$ as an operator on $L^2([0,2\pi)^2, dx)$.

The Marcinkiewicz multiplier theorem, see [55] Théorème 2, in its original form (yet written to fit into modern terminology) states the following.

**Theorem 1.2.1.** Let $\{m(j)\}_{j \in \mathbb{Z}^2}$ be a bounded complex valued double sequence. For $k \in \mathbb{N}_0^d$
1.2. Summary of known results

set $I_k = I_{k_1}^1 \times I_{k_2}^2$, where $I_{k_r}^r = \{j_r \in \mathbb{Z}: 2^{k_r} - 1 \leq |j_r| < 2^{k_r}\}$, $r = 1, 2$. If

$$\sup_{k \in \mathbb{N}_0} \sum_{j \in I_k} |m(j) - m(j_1 + 1, j_2) - m(j_1, j_2 + 1) + m(j + 1)| < \infty,$$

(1.2.2)

$$\sup_{k_1 \in \mathbb{N}_0, j_2 \in \mathbb{Z}} \sum_{j_1 \in I_{k_1}^1} |m(j_1 + 1, j_2) - m(j_1)| < \infty,$$

(1.2.3)

$$\sup_{k_2 \in \mathbb{N}_0, j_1 \in \mathbb{Z}} \sum_{j_2 \in I_{k_2}^2} |m(j_1, j_2 + 1) - m(j_1)| < \infty,$$

(1.2.4)

then $T_m$, given by (1.2.1) is bounded on all $L^p([0, 2\pi]^2, dx)$ spaces, $1 < p < \infty$.

Remark. Observe that the conditions (1.2.2), (1.2.3), and (1.2.4) are discrete $l^1$ versions of (1.1.3) for $\partial_1 \partial_2 m$, $\partial_1 m$ and $\partial_2 m$, respectively. In fact these conditions are equivalent to the following: there exists an extension $\tilde{m}$ of $m$ to $\mathbb{R}^2_+$, such that $\tilde{m}$ satisfies the $L^1$ variant of (1.1.3) (i.e. with $2\gamma_r$ and $|\partial^{\gamma} \tilde{m}(\xi)|^2$ replaced by $\gamma_r$ and $|\partial^{\gamma} \tilde{m}(\xi)|$, respectively).

One of the first general cases of commuting operators, investigated in the context of a joint functional calculus, was that of sectorial operators (see [51, Definition 1.1]). In [1] and [2] Albrecht et al. studied the existence of an $H^\infty$ joint functional calculus for a pair $L = (L_1, L_2)$ of commuting sectorial operators defined on a Banach space $B$. From their results it follows that, if each $L_r$, $r = 1, 2$, has an $H^\infty$ functional calculus in a certain sector (containing the positive real half-line) in the complex half-plane, then the system $L$ has an $H^\infty$ joint functional calculus in a product of slightly bigger sectors. This fact, for $B = L^p$, $1 < p < \infty$, is employed in several places in the thesis, see e.g. Chapter 5. For some other results concerning holomorphic functional calculus for a pair of sectorial operators see [51].

Marcinkiewicz type multivariate multiplier theorems for specific commuting operators (i.e sublaplacians and central derivatives) on the Heisenberg (and related) groups were investigated in [31], [32], [33], [69], and [70] among others.

In [88] Sikora proved a Hörmander type multiplier theorem for a pair of non-negative

\footnote{That is, $\|m(L_r)\| \leq C\|m\|_{H^\infty(S_{\varphi_r})}$, where $S_{\varphi_r}$, $r = 1, 2$, are these sectors, $\|\cdot\|$ is the operator norm on $B$, while $\|m\|_{H^\infty(U)}$ denotes the supremum norm on the space of holomorphic functions on $U$.}
1.3 Setting

Let us now define rigorously the main objects of our interest. We study joint (or multivariate) spectral multipliers for systems of strongly commuting non-negative self-adjoint operators \( L = (L_1, \ldots, L_d), \ d \geq 1, \) on \( L^2(X, \nu) \) for some \( \sigma \)-finite measure space \((X, \nu)\). Our methods are also applicable for \( d = 1, \) in which case we merely consider a single operator. By strong commutativity we mean that the spectral projections \( E_{L_r} \) of the operators \( L_r, \ r = 1, \ldots, d, \) commute pairwise. In this case one can define the joint spectral measure \( E(\lambda) \) on \([0, \infty)^d\), which, for every \( r = 1, \ldots, d, \) satisfies

\[
L_r = \int_{[0, \infty)^d} \lambda_r \, dE(\lambda) = \int_{[0, \infty)} \lambda_r \, dE_{L_r}(\lambda_r), \quad \lambda = (\lambda_1, \ldots, \lambda_d).
\]

Then, for a Borel measurable function \( m, \) we define the spectral multiplier for the system \( L \) by

\[
m(L) = m(L_1, \ldots, L_d) = \int_{[0, \infty)^d} m(\lambda) \, dE(\lambda) = \int_{\sigma(L)} m(\lambda) \, dE(\lambda), \quad (1.3.1)
\]

on the natural domain

\[
\text{Dom}(m(L)) = \left\{ f \in L^2(X, \nu) : \int_{[0, \infty)^d} |m(\lambda)|^2 \, dE_{f, f}(\lambda) < \infty \right\}. \quad (1.3.2)
\]

---

2Then, the tensor product operators \( L_1 \otimes I \) and \( I \otimes L_2 \) commute strongly on \( L^2(X_1 \times X_2, \mu_1 \otimes \mu_2) \)
The symbol $\sigma(L)$ in (1.3.1) denotes the joint spectrum of the system $L$, i.e. the support of the joint spectral measure $E(\lambda)$. The reader is kindly referred to Appendix A.1 for more details on the joint spectral measure and integration, and the multivariate spectral theorem.

The particular choices of $m, m = m_{r,t_r}, t_r > 0, r = 1, \ldots, d$, with $m_{r,t_r}(\lambda) = e^{-t_r \lambda}$, lead to the corresponding heat semigroups $\{\exp(-t_r L_r)\}_{t_r > 0}, r = 1, \ldots, d$, being contractions on $L^2(X, \nu)$.

In this thesis we always assume that the heat semigroups for the operators $L_r, r = 1, \ldots, d$, satisfy the contraction property

$$\|\exp(-t_r L_r) f\|_{L^p(X,\nu)} \leq \|f\|_{L^p(X,\nu)}, \quad f \in L^2(X,\nu) \cap L^p(X,\nu),$$

(CTR)

for all $t_r > 0$ and $p \in [1, \infty]$. In many places, what we really need is the fact that each of the operators $L_r, r = 1, \ldots, d$, has an $H^\infty$ functional calculus in every proper subsector of the right half-plane $S_{\pi/2}$. This property is shared by the operators satisfying (CTR), see [19, Theorem 3]. Restricting to operators generating $L^p$ contraction semigroups makes the presentation clearer. Moreover, all the exemplary operators we consider do satisfy (CTR).

The other assumption we often impose is the atomlessness condition

$$E_{L_r}({\{0}\}) = 0, \quad r = 1, \ldots, d.$$  

(ATL)

In particular, we always impose (ATL) when considering general operators, for instance in Chapter 2, Section 3.1, Section 4.1 and Section 6.1. Note that, assuming (ATL), we can rewrite (1.3.1) as $m(L) = \int_{\mathbb{R}^d} m(\lambda) dE(\lambda)$, where $\mathbb{R}^d_+ = (0, \infty)^d$. The assumption (ATL) is a purely technical one, making it easier to state our main results.
1.4 Notation and terminology

For a vector of angles \( \varphi = (\varphi_1, \ldots, \varphi_d) \in (0, \pi/2]^d, \ r = 1, \ldots, d \), denote by \( S_\varphi \) the polysector (contained in the product of the right complex half-planes)

\[
S_\varphi = \{ z \in \mathbb{C}^d : z_r \neq 0, \ |\text{Arg}(z_r)| < \varphi_r, \ r = 1, \ldots, d \}.
\]

If, instead of a vector of angles, we just consider a single angle \( \varphi \in (0, \pi/2) \), then, slightly abusing the notation, we continue writing \( S_\varphi \) instead of \( S_{(\varphi, \ldots, \varphi)} \). In particular, \( S_{\pi/2} \) means the \( d \)-fold product of the right half-planes. In the case when only one complex variable is considered we write \( S_\varphi, S_{\pi/2} \) instead of \( S_{(\varphi, \ldots, \varphi)}, S_{(\pi/2, \ldots, \pi/2)} \), respectively. For an arbitrary \( V \subseteq \mathbb{C}^d \) the symbol \( V \) denotes the closure of \( V \).

If \( U \) is an open subset of \( \mathbb{C}^d \), the symbol \( H^\infty(U) \) stands for the vector space of bounded functions on \( U \) which are holomorphic. We equip this space with the supremum norm.

If \( \gamma \) and \( \rho \) are real vectors (e.g. multi-indices), by \( \gamma < \rho \) \((\gamma \leq \rho)\) we mean that \( \gamma_r < \rho_r \) \((\gamma_r \leq \rho_r)\), for \( r = 1, \ldots, d \). For any real number \( x \) the symbol \( x \) denotes the vector \((x, \ldots, x) \in \mathbb{R}^d \).

For two vectors \( z, w \in \mathbb{C}^d \) we set \( z^w = z_1^{w_1} \cdots z_d^{w_d} \), whenever it makes sense. In particular, for \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}_+^d \) and \( u = (u_1, \ldots, u_d) \in \mathbb{R}^d \), by \( \lambda^u \) we mean \( \lambda_1^{u_1} \cdots \lambda_d^{u_d} \); similarly, for \( N = (N_1, \ldots, N_d) \in \mathbb{N}^d \), by \( \lambda^N \) we mean \( \lambda_1^{N_1} \cdots \lambda_d^{N_d} \). This notation is also used for operators, i.e. for \( u \in \mathbb{R}^d \) and \( N \in \mathbb{N}^d \) we set

\[
L^u = L_1^{u_1} \cdots L_d^{u_d}, \quad L^N = L_1^{N_1} \cdots L_d^{N_d}.
\]

Note that, due to the assumption on the strong commutativity, the order of the operators in the right hand sides of the above equalities is irrelevant.

By \( \langle z, w \rangle \), \( z, w \in \mathbb{C}^d \) we mean the usual inner product on \( \mathbb{C}^d \). Additionally, if instead of \( w \in \mathbb{C}^d \) we take a vector of self-adjoint operators \( L = (L_1, \ldots, L_d) \), then, by \( \langle z, L \rangle \) we mean \( \sum_{r=1}^d z_r L_r \).
The symbol \( \frac{d\lambda}{\lambda} \) (in some places we write \( \frac{dt}{t} \) instead) stands for the product Haar measure on \((\mathbb{R}^d_+, \cdot)\), i.e.
\[
\frac{d\lambda}{\lambda} = \frac{d\lambda_1}{\lambda_1} \cdots \frac{d\lambda_d}{\lambda_d}.
\]
For a function \( m \in L^1(\mathbb{R}^d_+, \frac{d\lambda}{\lambda}) \), we define its \( d \)-dimensional Mellin transform by
\[
\mathcal{M}(m)(u) = \int_{\mathbb{R}^d_+} \lambda^{-iu} m(\lambda) \frac{d\lambda}{\lambda}, \quad u \in \mathbb{R}^d.
\]
In Appendix A.3 we list properties of the Mellin transform needed in our thesis.

Throughout the thesis we use the variable constant convention, i.e. the constants (such as \( C, C_p \) or \( C(p) \), etc.) may vary from one occurrence to another. In most cases we shall however keep track of the parameters on which the constant depends, (e.g. \( C \) denotes a universal constant, while \( C_p \) and \( C(p) \) denote constants which may also depend on \( p \)).

Additionally, the symbol \( a \lesssim b \) means that \( a \leq Cb \), with a constant \( C \) independent of significant quantities. We also write \( a \approx b \), whenever \( a \leq Cb \) and \( b \leq Ca \). Note that using the latter symbols results in hiding the track of the parameters on which the constant \( C \) depends.

Let \( B_1, B_2 \) be Banach spaces and let \( F \) be a dense subspace of \( B_1 \). We say that a linear operator \( T: F \to B_2 \) is bounded, if it has a (unique) bounded extension to \( B_1 \).

We shall need the following definition.

**Definition 1.4.1.** We say that \( m: \mathbb{R}^d_+ \to \mathbb{C} \) satisfies a Marcinkiewicz condition of order \( \rho = (\rho_1, \ldots, \rho_d) \in \mathbb{N}^d_0 \), if \( m \) is a bounded function having partial derivatives up to order \( \rho \) and for all multi-indices \( \gamma = (\gamma_1, \ldots, \gamma_d) \leq \rho \)
\[
\|m\|_{(\gamma)} := \left( \sup_{R_1, \ldots, R_d > 0} \int_{R_1 < \lambda_1 < 2R_1} \cdots \int_{R_d < \lambda_d < 2R_d} |\lambda^{\gamma} \partial^{\gamma} m(\lambda)|^2 \frac{d\lambda}{\lambda} \right)^{1/2} < \infty. \quad (M)
\]
\[\text{3.i.e. } \partial^{\gamma}(m) \text{ exist for } \gamma = (\gamma_1, \ldots, \gamma_d) \leq \rho\]
If \( m \) satisfies a Marcinkiewicz condition of order \( \rho \), then we set
\[
\|m\|_{Mar,\rho} := \sup_{\gamma \leq \rho} \|m\|_{\gamma}.
\]

Throughout the thesis we employ the following useful terminology. We say that a single operator \( L \) has a Marcinkiewicz functional calculus\(^4\) of order \( \rho > 0 \), whenever the following holds: if the multiplier function \( m \) satisfies the one-dimensional (i.e. with \( d = 1 \)) Marcinkiewicz condition (\( M \)) of order \( \rho \), then the multiplier operator \( m(L) \) is bounded on \( L^p(X,\nu) \), \( 1 < p < \infty \), and
\[
\|m(L)\|_{L^p(X,\nu) \to L^p(X,\nu)} \leq C_p \|m\|_{Mar,\rho}.
\]
Additionally, we say that \( L \) has an \( H_{\infty} \) functional calculus, whenever the following holds: for each \( 1 < p < \infty \), there is a sector \( S_{\varphi_p}, \varphi_p < \pi/2 \), such that, if \( m \) is a bounded holomorphic function on \( S_{\varphi_p} \), then
\[
\|m(L)\|_{L^p(X,\nu) \to L^p(X,\nu)} \leq C_p \|m\|_{H_{\infty}(S_{\varphi_p})}.
\]

An analogous terminology is used when considering a system of operators \( L = (L_1, \ldots, L_d) \) instead of a single operator. To say that the system \( L \) has a Marcinkiewicz joint functional calculus of order \( \rho = (\rho_1, \ldots, \rho_d) \in \mathbb{R}^d_+ \), we require the following condition to be true: if the multiplier function \( m \) satisfies the \( d \)-dimensional Marcinkiewicz condition (\( M \)) of order \( \rho = (\rho_1, \ldots, \rho_d) \), then the multiplier operator \( m(L) \) is bounded on \( L^p(X,\nu) \), \( 1 < p < \infty \), and
\[
\|m(L)\|_{L^p(X,\nu) \to L^p(X,\nu)} \leq C_p \|m\|_{Mar,\rho}.
\]
Similarly, we say that \( L \) has an \( H_{\infty} \) joint functional calculus, whenever the following holds: for each \( 1 < p < \infty \) there is a polysector \( S_{\varphi_p}, \varphi_p < \pi/2 \), such that if \( m \) is a bounded holomorphic function in several variables on \( S_{\varphi_p} \), then
\[
\|m(L)\|_{L^p(X,\nu) \to L^p(X,\nu)} \leq C_p \|m\|_{H_{\infty}(S_{\varphi_p})}.
\]

Note that every system which has a Marcinkiewicz joint functional calculus of finite order, also has an \( H_{\infty} \) joint functional calculus. Indeed, by the (multivariate) Cauchy’s integral formula, every function which is holomorphic in a polysector \( S_{\varphi_p}, 0 < \varphi < \pi/2 \), satisfies the Marcinkiewicz condition (\( M \)) of arbitrary order \( \rho \in \mathbb{N}_0^d \). Moreover, we have
\[
\|m\|_{Mar,\rho} \leq C_p \|m\|_{H_{\infty}(S_{\varphi_p})}.
\]

From [19, Theorem 3] it follows that each \( L_r, r = 1, \ldots, d, \) satisfying (CTR), has an

\(^4\)In the single operator case it might seem better to use the term 'Hörmander functional calculus', cf. [61, Section 2]. We use the name of Marcinkiewicz to accord with the naming of the multi-dimensional condition.
However, there are examples of operators which obey \text{(CTR)} yet do not have a Marcinkiewicz functional calculus. Indeed, the $H^\infty$ functional calculus is the strongest possible for the Ornstein-Uhlenbeck and Laguerre operators (connected with Laguerre polynomial expansions), see Section 4.2. Thus, general operators $L_r$, $r = 1, \ldots, d$, for which \text{(CTR)} and \text{(ATL)} hold may:

I) all have a Marcinkiewicz functional calculus (this case is studied in Chapter 3),

II) all have only an $H^\infty$ functional calculus (this case is studied in Chapter 4),

III) some of them have Marcinkiewicz while others $H^\infty$ functional calculi (this case is studied in Chapter 5).

When considering general operators which may only satisfy II) we use the letter $L$. When considering general operators which additionally have a Marcinkiewicz functional calculus we use the letter $A$.

In many instances in the thesis the measure space $(X, \nu)$ is in fact a product space $(X_1 \times \cdots \times X_d, \nu_1 \otimes \cdots \otimes \nu_d)$. Assume that $T$ is a self-adjoint or bounded operator on $L^2(X_r, \nu_r)$, for some $r = 1, \ldots, d$. Then, one can define the tensor product operators

$$T \otimes I_{(r)} = I_{L^2(X_1, \nu_1)} \otimes \cdots \otimes I_{L^2(X_{r-1}, \nu_{r-1})} \otimes T \otimes I_{L^2(X_{r+1}, \nu_{r+1})} \otimes \cdots \otimes I_{L^2(X_d, \nu_d)},$$

(1.4.1)

as, respectively, self-adjoint or bounded operators on $L^2(X, \nu)$. If $T$ is bounded on $L^2(X_r, \nu_r)$, then, for $f \in L^2(X, \nu)$, the operator $(T \otimes I_{(r)})f$ may be regarded as acting only on the $x_r$-th variable of $f$ with the other variables being fixed. Moreover, when $T$ is also bounded on $L^p(X_r, \nu_r)$, for some $1 \leq p < \infty$, then, by Fubini’s theorem $T \otimes I_{(r)}$ is a bounded operator on $L^p(X, \nu)$ and

$$\|T\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)} = \|T \otimes I_{(r)}\|_{L^p(X, \nu) \to L^p(X, \nu)}.$$

(1.4.2)

When we are in the product setting we often do not distinguish between $T$ and $T \otimes I_{(r)}$. 
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1.5 Outline of the thesis

Assume that the system $L = (L_1, \ldots, L_d)$ consists of self-adjoint non-negative operators acting on separate variables, that is, each $L_r$ acts on $\text{Dom}(L_r) \subset L^2(X_r, \nu_r)$, $r = 1, \ldots, d$. Then the operators $L_r \otimes I_r$, $r = 1, \ldots, d$, are non-negative self-adjoint and strongly commuting on $L^2(X, \nu)$. Moreover, $E_{L_r} \otimes I_r$ is the spectral measure of the operator $L_r \otimes I_i$, $r = 1, \ldots, d$. From this observation it follows that, if, for some $r = 1, \ldots, d$, the operator $L_r$ satisfies the atomlessness condition [ATL], then the same is true for $L_r \otimes I_i$. Additionally, using (1.4.2) it is not hard to deduce that, if the operator $L_r$ satisfies the contractivity condition [CTR] (with respect to $L^p(X_r, \nu_r)$), then $L_r \otimes I_i$ satisfies [CTR] as well (with respect to $L^p(X, \nu)$).

We kindly refer the reader to consult Appendix A.2 for all unexplained statements from the previous two paragraphs, and more details on tensor products of operators.

1.5 Outline of the thesis

The non-introductory part of the dissertation is divided into five chapters.

In Chapter 2 we prove a general multivariate multiplier theorem for strongly commuting operators. This theorem is then used to obtain the main results of Chapters 3, 4, and 6.

The subdivision of the material in these chapters corresponds to the three cases I), II), and III) above, respectively. Each of Chapters 3, 4, and 6 begins with a formulation of the following principle: a joint multiplier theorem can be deduced from separate multiplier theorems. The instances of this principle are the general Marcinkiewicz type multiplier theorems in each of the contexts I), II), and III). These theorems are proved by using the results of Chapter 2 and the complexity of the proofs increases with the number of the chapter.

In Chapter 3 we investigate systems of operators which satisfy I). After giving general results, we discuss: polynomial growth of the $L^p$ norms of imaginary powers (in particular for the Jacobi operator), Hörmander type multipliers for the multi-dimensional Hankel transform, and Marcinkiewicz type multipliers for the Dunkl transform (in the product set-
1.5. Outline of the thesis

Note that in the latter two topics we obtain sharper results than those given by the general theory. Moreover, in the case of the Hankel transform we also prove weak type \((1, 1)\) results.

Chapter 4 is devoted to studying systems of operators satisfying II). We prove a general holomorphic Marcinkiewicz type multiplier theorem and apply it to systems of Hermite and Laguerre operators (connected with Laguerre polynomial expansions). Additionally, we prove a general holomorphic extension theorem for multipliers connected with operators that do not have a Marcinkiewicz functional calculus.

Chapter 5 contains some applications of the \(H^\infty\) joint functional calculus from Chapter 4 to the study of dimension-free boundedness of certain Riesz transforms.

In Chapter 6 we consider systems of operators satisfying III). The dominant part of this chapter is devoted to obtaining weak type \((1, 1)\) results for a pair of operators consisting of the \(d\)-dimensional Ornstein-Uhlenbeck operator and an operator whose heat kernel satisfies certain Gaussian bounds.

Part of the material included in the thesis has already been published in \[104\], \[105\], \[106\], and in the joint paper \[28\] with Dziubański and Preisner.
Chapter 2

A general multivariate multiplier theorem

We present a complete proof of a certain multiplier theorem, which is a multivariate extension of Meda’s [61, Theorem 1]. Theorem 2.1 is among our basic tools in proving the results of Chapters 3, 4 and 6. The theorem we present here is an enhanced version of our previous result [104, Theorem 2.2]. The novelty lies in the fact that we only assume strong commutativity, and no product structure or discrete spectrum assumptions are needed, contrary to [104].

Throughout this chapter we consider a system \( L = (L_1, \ldots, L_d) \) of strongly commuting, non-negative, self-adjoint operators on some space \( L^2(X, \nu) \) as in Section 1.3. We impose that the system \( L \) satisfies the contractivity assumption (CTR) and the atomlessness condition (ATL). In this chapter, for the sake of brevity we write \( L^p \) and \( \| \cdot \|_p \) instead of \( L^p(X, \nu) \) and \( \| \cdot \|_{L^p(X, \nu)} \), \( 1 \leq p \leq \infty \). For a linear operator \( T \) the symbol \( \| T \|_{p \to p} \) shall denote the norm of \( T \) acting on \( L^p \).

Consider a bounded Borel measurable function \( m \) on \( \mathbb{R}^d_+ \). We associate with \( m \) the multivariate multiplier operator \( m(L) \) via (1.3.1). For \( N = (N_1, \ldots, N_d) \in \mathbb{N}^d, t = (t_1, \ldots, t_d) \in \mathbb{N}^d \),
$\mathbb{R}^d_+$ and $\lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d_+$, let
\[
m_{N,t}(\lambda) = \lambda^N t^N \exp \left( -2^{-1} \langle t, \lambda \rangle \right) m(\lambda).
\]

The main theorem of this chapter is the following.

**Theorem 2.1.** Let $1 < p < \infty$ be given. Assume $m: (0, \infty)^d \to \mathbb{C}$ is a bounded Borel measurable function such that for some $N \in \mathbb{N}^d$
\[
m(L, N, p) := \int_{\mathbb{R}^d} \|L^iu\|_{L^p} \sup_{t \in \mathbb{R}^d_+} |M(m_{N,t})(u)| \, du < \infty.
\]
Then the multiplier operator $m(L)$ is bounded on $L^p$ and
\[
\|m(L)\|_{p \to p} \leq C_{p, d, N} m(L, N, p).
\]

**Remark 1.** A comment on the measurability of the integrand in (2.1) is in order. Since $m$ is bounded, for each fixed $N \in \mathbb{N}^d$ and $u \in \mathbb{R}^d$, $|M(m_{N,t})(u)|$ is continuous in $t \in \mathbb{R}^d_+$. Hence, the supremum in (2.1) is a Borel measurable function of $u \in \mathbb{R}^d$, for a full proof see Appendix A.3.2. Moreover, it can be shown that the mapping $\mathbb{R}^d \ni u \to L^iu$ is continuous in the strong operator topology on $L^p$, see Appendix A.1.4. Thus, in order to be completely rigorous with regard to the measurability of the integrand in (2.1), we should assume
\[
\int_{\mathbb{R}^d} \|L^iu\|_p \sup_{t \in \mathbb{R}^d_+} |M(m_{N,t})(u)| \, du \leq C_{p, N, d} \|f\|_p, \quad f \in L^2 \cap L^p.
\]

**Remark 2.** The proof of Theorem 2.1 we present here is modeled over the original proof of [61, Theorem 1] for the one-operator case. In [21, Theorem 2.1] the authors gave a simpler proof of [61, Theorem 1]. However, a closer look at their method reveals that it does not carry over to our multivariate case. The reason is that we initially do not know whether multivariate multipliers of Laplace transform type $\mathbb{R}^d_+ \ni \lambda \mapsto \lambda^1 \lambda^{2-1} \exp(-\langle t, \lambda \rangle) \kappa(t) \, dt$, with $\kappa$ being a bounded function on $\mathbb{R}^d_+$ that may not have a product form, produce bounded multiplier
operators on $L^p$.

The key ingredient in the proof of Theorem 2.1 is the $L^p$ boundedness of some auxiliary $g$-function $g_N$. For any fixed $N \in \mathbb{N}^d$ let

$$g_N(f) = \left( \int_{\mathbb{R}^d_+} \left| t^N L^N \exp(-\langle t, L \rangle) f \right|^2 \frac{dt}{t} \right)^{1/2}, \quad f \in L^2. \quad (2.2)$$

Note that for each fixed $f \in L^2$ we have

$$\partial_{t_1}^{N_1} \cdots \partial_{t_d}^{N_d} \exp(-\langle t, L \rangle) f = (-1)^{|N|} L^N \exp(-\langle t, L \rangle) f,$$  \quad (2.3)

where the left hand side of (2.3) is the Fréchet (partial) derivative in $L^2$ of the function $\mathbb{R}^d_+ \ni t \mapsto \exp(-\langle t, L \rangle) f$; to justify (2.3) we just use the multivariate spectral theorem. Thus we may also express $g_N$ as

$$g_N(f) = \left( \int_{\mathbb{R}^d_+} \left| t^N \left( \partial_{t_1}^{N_1} \cdots \partial_{t_d}^{N_d} \exp(-\langle t, L \rangle) f \right) \right|^2 \frac{dt}{t} \right)^{1/2} \quad (2.4)$$

In many particular cases (2.4) can be also understood pointwise.

It is not hard to see that $g_N$ is, up to a multiplicative constant, a well defined isometry on $L^2$. Indeed, using Fubini’s theorem (the first, third and fourth equality below) and the multivariate spectral theorem (the second and fourth equality below) we obtain

$$\|g_N(f)\|_2^2 = \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d} \left| t^N L^N \exp(-\langle t, L \rangle) f(x) \right|^2 \frac{dt}{t} d\nu(x),$$

$$= \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d} \left| t^N \lambda^N \exp(-\langle t, \lambda \rangle) \right|^2 dE_{f,f}(\lambda) \frac{dt}{t}$$

$$= \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d} \left| t^N \lambda^N \exp(-\langle t, \lambda \rangle) \right|^2 \frac{dt}{t} dE_{f,f}(\lambda) = C_N \|f\|_2.$$  \quad (2.5)

Moreover, for fixed $\lambda \in \mathbb{R}^d_+$, we have

$$\mathcal{M}(\cdot)^N \lambda^N \exp(-\langle \cdot, \lambda \rangle))(u) = \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) \lambda^iu, \quad u \in \mathbb{R}^d.$$
Thus, using the multivariate spectral theorem and Plancherel’s formula for the Mellin transform we rewrite $g_N(f)$ as

$$g_N(f) = \frac{1}{(2\pi)^{d/2}} \left( \int_{\mathbb{R}^d} \left| \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d)L^{iu}f \right|^2 du \right)^{1/2}. \quad (2.6)$$

The following theorem expresses the crucial $L^p$ norm preserving property of $g_N$.

**Theorem 2.2.** Let $1 < p < \infty$. Then, there exists a constant $C_{p,d,N} > 0$ such that

$$(C_{p,d,N})^{-1} \|f\|_p \leq \|g_N(f)\|_p \leq C_{p,d,N} \|f\|_p, \quad f \in L^p \cap L^2. \quad (2.7)$$

**Remark.** The formulae for $g_N(f)$, (2.2) and (2.6), are easily extendable beyond $N \in \mathbb{N}^d$, to complex parameters $\alpha = (\alpha_1, \ldots, \alpha_d)$ with $\text{Re}(\alpha_r) > 0$, $r = 1, \ldots, d$. Then, by using methods similar to those employed in this thesis, it can be proved that the generalized $g$-function $g_\alpha$ also satisfies (2.7).

Theorem 2.2 can be derived from results of [2]. The proof we present here is more direct. It follows the scheme originated in [62] and generalized in [104]. Here we also need the following multi-dimensional randomization lemma (cf. [2, Lemma 5.2] and [62, Lemma 1.3]). The proof of Lemma 2.3 is based on a standard application of Khintchine’s inequality and Minkowski’s integral inequality, hence we omit it.

**Lemma 2.3.** Fix $1 < p < \infty$. Then, for each sequence $\{f_j\}_{j \in \mathbb{Z}^d}$ of functions in $L^p$, we have

$$\left\| \left( \sum_{j \in \mathbb{Z}^d} |f_j|^2 \right)^{1/2} \right\|_p \leq C_p \sup_{|a_{j_1}| \leq 1, \ldots, |a_{j_d}| \leq 1} \left\| \sum_{j \in \mathbb{Z}^d} a_{j_1} \cdots a_{j_d} f_j \right\|_p.$$

**Proof of Theorem 2.2.** Using (2.5) and a polarization argument we see that it suffices to prove the right hand side of (2.7). Recall that $f \in L^2$, so that (by Fubini’s theorem and the multivariate spectral theorem) all the formulae appearing in the proof make sense $\nu$-a.e.
Let $N \in \mathbb{N}^d$ be fixed. Take a smooth function $h$ on $\mathbb{R}$, supported in $[-\pi, \pi]$, and such that
\[
\sum_{l \in \mathbb{Z}} h(x - \pi l) = 1, \quad x \in \mathbb{R}.
\] (2.8)

Then, for $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$, we set
\[
h_k(x) = h_{k_1}(x_1) \cdots h_{k_d}(x_d) = h(x_1 - \pi k_1) \cdots h(x_d - \pi k_d), \quad x = (x_1, \ldots, x_d) \in \mathbb{R}^d.
\]

Next, for each $j \in \mathbb{Z}^d$ we define the functions $b_{j,k}$ on $\mathbb{S}_{\pi/2}$ by
\[
b_{j,k}(z) = \int_{\mathbb{R}^d} h_k(u) \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) e^{-i \langle j, u \rangle} z^{iu} du
\]
\[
= \prod_{r=1}^d \int_{\mathbb{R}} h_{k_r}(u_r) \Gamma(N_r - iu_r) e^{-i \langle j_r, u_r \rangle} z_r^{iu_r} du_r \equiv \prod_{r=1}^d b_{j_r,k_r}(z_r).
\]

It is not hard to see that the functions $b_{j,k}$ are bounded on $[0, \infty)^d$, thus it makes sense to consider $b_{j,k}(L)$. Moreover, due to the product structure of $b_{j,k}$, we have
\[
b_{j,k}(L) = b_{j_1,k_1}(L_1) \cdots b_{j_d,k_d}(L_d), \quad j, k \in \mathbb{Z}^d.
\] (2.9)

From Parseval’s formula for the multiple Fourier series it follows that, for each $k \in \mathbb{Z}^d$, the set $\{(2\pi)^{-d/2} e^{-i \langle j, u - \pi k \rangle} \}_{j \in \mathbb{Z}^d}$ forms an orthonormal basis in the space $L^2(Q_k, du)$, with $Q_k = [k_1 \pi - \pi, k_1 \pi + \pi] \times \cdots \times [k_d \pi - \pi, k_d \pi + \pi]$. Therefore, since supp$(h_k) \subset Q_k$ and $|e^{i \pi \langle j, k \rangle}| = 1$, for each fixed $z \in \mathbb{S}_{\pi/2}$ we have
\[
\int_{\mathbb{R}^d} \left| h_k(u) \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) z^{iu} \right|^2 du
\]
\[
= \frac{1}{(2\pi)^{d/2}} \sum_{j \in \mathbb{Z}^d} \int_{\mathbb{R}^d} \left| h_k(u) \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) e^{-i \langle j, u \rangle} z^{iu} \right|^2 du.
\] (2.10)

Now, using (2.6), (2.8) and Minkowski’s integral inequality, followed by the multivariate
spectral theorem and (2.10), we obtain
\[ g_N(f)(x) \leq (2\pi)^{-d} \sum_{k \in \mathbb{Z}^d} \left[ \int_{\mathbb{R}^d} \left| h_k(u) \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) L^iu f(x) \right|^2 du \right]^{1/2} \]
\[ = (2\pi)^{-d} \sum_{k \in \mathbb{Z}^d} \left[ \sum_{j \in \mathbb{Z}^d} \left| \int_{\mathbb{R}^d} h_k(u) \Gamma(N_1 - iu_1) \cdots \Gamma(N_d - iu_d) e^{-i(j,u)} L^iu f(x) du \right|^2 \right]^{1/2} \]
\[ = (2\pi)^{-d} \sum_{k \in \mathbb{Z}^d} \left( \sum_{j \in \mathbb{Z}^d} |b_{j,k}(L)(f)(x)|^2 \right)^{1/2}, \]
and consequently,
\[ \|g_N(f)\|_p \leq (2\pi)^{-d} \sum_{k \in \mathbb{Z}^d} \left\| \left( \sum_{j \in \mathbb{Z}^d} |b_{j,k}(L)f|^2 \right)^{1/2} \right\|_p. \]

Then from Lemma 2.3 and (2.9) it follows that
\[ (2\pi)^d \|g_N(f)\|_p \leq \sum_{k \in \mathbb{Z}^d} \sup_{|a_{j_1}| \leq 1, \ldots, |a_{j_d}| \leq 1} \left\| \left( \sum_{j_1 \in \mathbb{Z}} a_{j_1} b_{j_1,k_1}(L_1) \right) \cdots \left( \sum_{j_d \in \mathbb{Z}} a_{j_d} b_{j_d,k_d}(L_d) \right) f \right\|_p \]
\[ := \sum_{k \in \mathbb{Z}^d} \sup_{|a_{j_1}| \leq 1, \ldots, |a_{j_d}| \leq 1} \left\| m_{k_1}^{a_1}(L_1) \cdots m_{k_d}^{a_d}(L_d) f \right\|_p. \]  

We shall now focus on estimating the \( L^p \) operator norm of each of the operators \( m_{k_r}^{a_r}(L_r) \), \( r = 1, \ldots, d \), defined in (2.11). We claim that each of the functions
\[ m_r(z_r) := m_{k_r}^{a_r}(z_r) = \sum_{j_r \in \mathbb{Z}} a_{j_r} b_{j_r,k_r}(z_r) \]
is holomorphic on the right half-plane \( S_{\pi/2} \) and has the following property: for every angle \( 0 < \varphi < \pi/2 \) there exist \( C_\varphi > 0, c_\varphi > 0 \), independent of \( a_r \) and \( k_r \), such that
\[ \|m_r\|_{H^\infty(S_\varphi)} \leq C_\varphi e^{-c_\varphi |k_r|}. \]  

If the claim is true, then coming back to (2.11) and using [19, Theorem 3] we finish the
proof of Theorem 2.2. Note that the bound in [19, Theorem 3] does not depend on the considered operator.

Thus we focus on proving (2.12). Since this inequality is one-dimensional, till the end of the proof of the claim we consider \( j, k \in \mathbb{Z}, z \in S_{\pi/2}, u \in \mathbb{R} \) and \( N \in \mathbb{N} \). We use the following estimate, valid for each \( \varepsilon > 0 \),

\[
|\Gamma(N - iu)| + |\Gamma'(N - iu)| + |\Gamma''(N - iu)| \leq C_{\varepsilon,N} e^{-|u|((\pi/2-\varepsilon)}, \quad u \in \mathbb{R}.
\] (2.13)

Observe that \( z = e^w \in S_\varphi \) if and only if \( |\text{Im}(w)| < \varphi \). In view of (2.13) and the fact that \( \text{supp} h_k \subseteq [k\pi - \pi, k\pi + \pi] \), for \( \varepsilon \) small enough (say, \( \varepsilon < \pi/2 - |\varphi| \)), we have

\[
|b_{j,k}(e^w)| \leq \int_{\mathbb{R}} |h_k(u)| e^{-|u|((\pi/2-\varepsilon-|\varphi|)} du \leq C_\varphi e^{-c_\varphi|k|}.
\] (2.14)

Moreover, using integration by parts in

\[
b_{j,k}(e^w) = \int_{\mathbb{R}} [h_k(u) \Gamma(N - iu)] e^{iu(w-j)} du, \quad |\text{Im}(w)| < \varphi,
\]

together with (2.13) and the fact that \( h_k, h_k' \) and \( h_k'' \) are all supported in \([k\pi - \pi, k\pi + \pi]\), we see that

\[
|b_{j,k}(e^w)| \leq C_\varphi \frac{e^{-c_\varphi|k|}}{|w-j|^2}.
\] (2.15)

Hence, combining (2.14) and (2.15), for \( |\text{Im}(w)| < \varphi \) we arrive at

\[
|m_k(e^w)| = \left| \sum_{|j-w|<1/2} a_j b_{j,k}(e^w) + \sum_{|j-w|\geq1/2} a_j b_{j,k}(e^w) \right| \leq C_\varphi e^{-c_\varphi|k|}.
\]

The proof of (2.12) is finished, thus also the proof of Theorem 2.2 is completed.

We are now ready to prove Theorem 2.1.

Proof of Theorem 2.1. Take \( f \in L^2 \cap L^p \). From the inversion formula for the Mellin trans-
form and the multivariate spectral theorem we see that

$$t^N L^N \exp(-2^{-1} \langle t, L \rangle) m(L)f = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{M}(m_{N,t})(u)L^{iu}f \, du. \quad (2.16)$$

Consequently, since $t^1 L^1 \exp(-2^{-1} \langle t, L \rangle)$ is bounded on $L^2$, we have

$$t^{N+1} L^{N+1} \exp(-\langle t, L \rangle) m(L)f = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{M}(m_{N,t})(u)t^1 L^1 \exp(-\frac{1}{2} \langle t, L \rangle)(L^{iu}f) \, du. \quad (2.17)$$

Note that, for each fixed $t \in \mathbb{R}_+^d$, both the integrals in (2.16) and (2.17) can be considered as Bochner integrals of (continuous) functions taking values in $L^2$.

Then, at least formally, from Theorem 2.2 followed by (2.17), we obtain

$$(C_{p,d,N+1})^{-1} \|m(L)f\|_p \leq \|g_{N+1}(m(L)(f))\|_p$$

$$= \left\| \left( \int_{\mathbb{R}_+^d} \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{M}(m_{N,t})(u)tL \exp(-2^{-1} \langle t, L \rangle)(L^{iu}f) \, du \right)^2 \frac{dt}{t} \right\|^{1/2}_p. \quad (2.18)$$

Hence, using Minkowski’s integral inequality, it follows that $\|m(L)f\|_p$ is bounded by

$$(2\pi)^{-d} C_{p,d,N+1} \int_{\mathbb{R}^d} \sup_{t \in \mathbb{R}_+^d} |\mathcal{M}(m_{N,t})(u)| \left( \int_{\mathbb{R}_+^d} \left| tL \exp(-2^{-1} \langle t, L \rangle)(L^{iu}f) \right|^2 \frac{dt}{t} \right)^{1/2} \|f\|_p \, du.$$

Now, observing that

$$\left( \int_{\mathbb{R}_+^d} tL \exp(-2^{-1} \langle t, L \rangle)(L^{iu}f) \frac{dt}{t} \right)^{1/2} = 2^d g_1(L^{iu}f)$$

and using once again Theorem 2.2 (this time with $N = 1$), we arrive at

$$\|m(L)f\|_p \leq (2\pi)^{-d} C_{p,d,N+1} \int_{\mathbb{R}^d} \|g_1(L^{iu}f)\|_p \sup_{t \in \mathbb{R}_+^d} |\mathcal{M}(m_{N,t})(u)| \, du$$

$$\leq (2\pi)^{-d} C_{p,d,N+1} C_{p,d,1} \int_{\mathbb{R}^d} \|L^{iu}\|_{p \to p} \sup_{t \in \mathbb{R}_+^d} |\mathcal{M}(m_{N,t})(u)| \, du \|f\|_p. \quad (2.18)$$
Thus, the proof of Theorem 2.1 is finished, provided we justify the formal steps above.

We proceed almost exactly as in [61, p. 642]. By (2.1) the last expression in (2.18) converges. Therefore

$$\int_{\mathbb{R}^d} \mathcal{M}(m_{N,t})(u) t^1 L^1 \exp(-2^{-1} \langle t, L \rangle) (L \!^{iu} f) \, du$$

converges as an $L^p((X, \nu); L^2(\mathbb{R}^d, \frac{dt}{t}))$-valued Bochner integral, provided the map

$$\mathbb{R}^d \ni u \mapsto \mathcal{M}(m_{N,t})(u) t^1 L^1 \exp(-2^{-1} \langle t, L \rangle) (L \!^{iu} f)$$

is measurable. In fact, using an argument similar to the one from [61, p. 642] (recall that also in our case $u \mapsto L \!^{iu}$ is strongly continuous on $L^p$), we show that this map is continuous, hence concluding the proof of Theorem 2.1. \qed
Chapter 3

Systems of operators having
Marcinkiewicz functional calculus

In this chapter we consider systems of operators which have a finite order Marcinkiewicz functional calculus.

We start with a short overview. In Section [3.1] we prove a general Marcinkiewicz type multiplier theorem, see Theorem [3.1.1] Here we use Theorem [2.1] Section [3.2] provides a list of operators which have polynomially growing norms of imaginary powers. Then in Section [3.3] we show how to obtain polynomial bounds for the imaginary powers of the Jacobi operator. The last two sections of Chapter [3] do not rely on Theorem [3.1.1] and can be read independently. In Section [3.4] we present a multivariate Hörmander type multiplier theorem for the Hankel transform. Finally, in Section [3.5] we provide a multivariate Marcinkiewicz type multiplier theorem for the Dunkl transform corresponding to the reflection group $G$ isomorphic to $Z_2^d$. In particular, as a corollary, we obtain analogous results for the multivariate Hankel transform.
Consider a general system of self-adjoint, non-negative, strongly commuting operators $A = (A_1, \ldots, A_d)$, on some space $L^2(X, \nu)$. Recall that we impose that the operators $A_r$, $r = 1, \ldots, d$, satisfy the assumptions of Section 1.3, in particular (CTR) and (ATL). We keep the brief notation of Chapter 2, i.e. we write $L^p$, $\| \cdot \|_p$, and $\| \cdot \|_{p \to p}$ instead of $L^p(X, \nu)$, $\| \cdot \|_{L^p(X, \nu)}$, and $\| \cdot \|_{L^p(X, \nu) \to L^p(X, \nu)}$, $1 \leq p \leq \infty$, respectively.

Throughout the present section, we additionally assume that all the operators $A_r$, $r = 1, \ldots, d$, have a Marcinkiewicz functional calculus. More precisely, we impose that there is a vector of positive real numbers $\sigma = (\sigma_1, \ldots, \sigma_d)$, such that for every $1 < p < \infty$, 

$$\| A^i u \|_{p \to p} \leq C(p, A_r)(1 + |v|)^{\sigma_r |1/p - 1/2|}, \quad v \in \mathbb{R}. \quad (3.1.1)$$

In view of [61, Theorem 4], for each $r = 1, \ldots, d$, the condition (3.1.1) implies that $A_r$ has a Marcinkiewicz functional calculus of every order $\rho_r > \sigma_r / 2 + 1$. Conversely, if $A_r$ has a Marcinkiewicz functional calculus of order $\rho_r$ then (3.1.1) holds with any $\sigma_r > 2 \rho_r$.

Observe also that (3.1.1) implies that for every $1 < p < \infty$

$$\| A^i u \|_{p \to p} \leq C(p, A) \prod_{r=1}^d (1 + |u_r|)^{\sigma_r |1/p - 1/2|}, \quad u = (u_1, \ldots, u_d) \in \mathbb{R}^d. \quad (3.1.2)$$

Note that the constants $C(p, A_r)$ in (3.1.1) and $C(p, A)$ in (3.1.2) are written in the calligraphic font, so that we can keep track of them in Theorem 3.1.1.

The main theorem of this section, Theorem 3.1.1, is a multivariate generalization of Meda’s [61, Theorem 4]. It is also an enhancement of our previous result, [104, Theorem 4.1]. As in Theorems 2.1 and 2.2 from Chapter 2, the novelty of Theorem 3.1.1 in comparison with our previous result lies in the fact that we only assume strong commutativity. Recall that the operators $A_r$, $r = 1, \ldots, d$, satisfy all the assumptions of Section 1.3, $m(A)$ is defined by (1.3.1), while $\sigma = (\sigma_1, \ldots, \sigma_d)$ appears in (3.1.2).

**Theorem 3.1.1.** Fix $1 < p < \infty$ and assume that $m$ satisfies the Marcinkiewicz condition where

$$m(A)$$

represents the Marcinkiewicz multiplier condition.
of order $\rho > |1/p - 1/2|\sigma + 1$. Then $m(A)$ is bounded on $L^p$ and

$$\|m(A)\|_{p \to p} \leq C_{p,d} C(p,A) \|m\|_{Mar,\rho}.$$ 

In particular, if $\rho > \sigma/2 + 1$, then $m(A)$ is bounded on all $L^p$ spaces, $1 < p < \infty$.

Before proving Theorem 3.1.1 let us first state and prove a seemingly interesting corollary. Recall that the phrase 'has a Marcinkiewicz (joint) functional calculus' was explained in Section 1.4. The corollary below implies that a system $A = (A_1, \ldots, A_d)$ has a Marcinkiewicz joint functional calculus of a finite order if and only if each $A_r$, $r = 1, \ldots, d$, has a Marcinkiewicz functional calculus of a finite order.

**Corollary 3.1.2.** We have the following:

(i) If, for each $r = 1, \ldots, d$, the operator $A_r$ has a Marcinkiewicz functional calculus of order $\rho_r$, then the system $A = (A_1, \ldots, A_d)$ has a Marcinkiewicz joint functional calculus of every order greater than $\rho + 1$.

(ii) If the system $A = (A_1, \ldots, A_d)$ has a Marcinkiewicz joint functional calculus of order $\rho$, then, for each $r = 1, \ldots, d$, the operator $A_r$ has a Marcinkiewicz functional calculus of order $\rho_r$.

**Proof (sketch).** To prove item (i), note that having a Marcinkiewicz functional calculus of order $\rho_r$ implies satisfying (3.1.1) with $\sigma_r = 2\rho_r$. This observation, together with Theorem 3.1.1 implies the desired conclusion. The proof of item (ii) is even more straightforward, we just need to consider a function $m$ which depends only on some of the variables $\lambda_r$, $r = 1, \ldots, d$. □

**Proof of Theorem 3.1.1.** The proof mimics the proofs of [61, Theorem 4] and [104, Theorem 4.1]. However, for the sake of completeness, we present it in details. We shall prove that $m$ satisfies (2.1). Then, the desired conclusion follows from Theorem 2.1.
Let $N \in \mathbb{N}^d$, $N > \rho$, and $\psi$ be a nonnegative, $C^\infty$ function supported in $[1/2, 2]$ and such that
\[
\sum_{k=-\infty}^{\infty} \psi(2^k v) = 1, \quad v > 0.
\]
Then, for $\Psi_j(\lambda) = \psi(2^j_1 \lambda_1) \cdots \psi(2^j_d \lambda_d)$,
\[
\sum_{j \in \mathbb{Z}^d} \Psi_j(\lambda) = 1, \quad \lambda \in \mathbb{R}_+^d.
\]
Set
\[
c_{N, \rho, u} = \frac{(-1)^\rho}{(N_r - i u_r) \cdots (N_r - i u_r + \rho - 1)} \quad \text{and} \quad c_{N, \rho, u} = \prod_{r=1}^{d} c_{N, \rho_r, u_r}.
\]
Integrating by parts $\rho_r$ times in the $r$-th variable, $r = 1, \ldots, d$, we see that
\[
\mathcal{M}(m_{N,t})(u) = c_{N, \rho, u} t^{iu} \sum_j \int_{\mathbb{R}_+^d} \lambda^{N+\rho-i u} \partial^\rho \left( e^{-2^{-1}(1,\lambda)} m(\lambda_1/t_1, \ldots, \lambda_d/t_d) \Psi_j(\lambda) \right) \frac{d\lambda}{\lambda}.
\]
Leibniz’s rule allows us to express the derivative $\partial^\rho$ as a weighted sum of derivatives of the form
\[
E_{\gamma, \delta, t}^j(\lambda) = e^{-2^{-1}(1,\lambda)} t^{-\gamma} (\partial^\gamma m)(\lambda_1/t_1, \ldots, \lambda_d/t_d) 2^{(j, \delta)} \prod_{r=1}^{d} \left( \frac{d\delta_r}{d\lambda_r} \psi(2^j \lambda_r) \right),
\]
where $\gamma = (\gamma_1, \ldots, \gamma_d)$ and $\delta = (\delta_1, \ldots, \delta_d)$ are multi-indices such that $\gamma + \delta \leq \rho$. Proceeding further as in the proof of [61, Theorem 4], we denote
\[
I_{j, N, \gamma, \delta}(t, u) \equiv \int_{\mathbb{R}_+^d} \lambda^{N+\rho-i u} E_{\gamma, \delta, t}^j(\lambda) \frac{d\lambda}{\lambda}.
\]
Define $p_j = p_{j_1} \cdots p_{j_d}$ with $p_{j_r}, r = 1, \ldots, d$, given by

$$p_{j_r} = \begin{cases} 2^{-j_r \rho_r}, & \text{if } j_r > 0, \\ 2^{-j_r (N_r + \rho_r)} \exp(-2^{-j_r-1}), & \text{if } j_r \leq 0. \end{cases}$$

We claim that

$$|I_{j,N,\gamma,\delta}(t,u)| \leq C_{N,\gamma,\delta} \|m\|_{\text{Mar}, \rho} p_j, \quad j \in \mathbb{Z}^d,$$  \hspace{1cm} (3.1.3)

uniformly in $t \in \mathbb{R}^d_+$ and $u \in \mathbb{R}^d$.

Assuming (3.1.3), we obtain

$$\sup_{t \in \mathbb{R}^d_+} |\mathcal{M}(m_{N,t})(u)| \leq C_N \prod_{r=1}^d (1 + |u_r|)^{-\rho_r} \sum_{\gamma + \delta \leq \rho} C_{\gamma, \delta, \rho} \sum_{j \in \mathbb{Z}^d} \sup_{t \in \mathbb{R}^d_+} |I_{j,N,\gamma,\delta}(t,u)|$$

$$\leq C_{N,\rho} \|m\|_{\text{Mar}, \rho} \prod_{r=1}^d (1 + |u_r|)^{-\rho_r},$$  \hspace{1cm} (3.1.4)

and consequently, with the aid of (3.1.2),

$$\int_{\mathbb{R}^d} \|A^{\mu u}\|_{p \rightarrow p} \sup_{t \in \mathbb{R}^d_+} |\mathcal{M}(m_{N,t})(u)| \, du$$

$$\leq C_{N,\rho} \mathcal{C}(p, A) \|m\|_{\text{Mar}, \rho} \int_{\mathbb{R}^d} \prod_{r=1}^d (1 + |u_r|)^{-\rho_r + \sigma_r |1/p - 1/2|} \, du \leq C_{\rho} \mathcal{C}(p, A) \|m\|_{\text{Mar}, \rho}.$$

Thus, to finish the proof of Theorem 3.1.1 it remains to show (3.1.3).

From the change of variable $2^j \lambda \rightarrow \lambda$ it follows that

$$|I_{j,N,\gamma,\delta}(t)| = 2^{-j(N + \rho - \gamma - \delta)} \int_{[1/2,2]^d} \lambda^{N + \rho - \gamma - \mu u} \exp(-2^{-1}(2^{-j}, \lambda))$$

$$\times \left( \frac{\lambda_1}{2^{j_1 t_1}}, \ldots, \frac{\lambda_d}{2^{j_d t_d}} \right)^\gamma \partial^\gamma (m) \left( \frac{\lambda_1}{2^{j_1 t_1}}, \ldots, \frac{\lambda_d}{2^{j_d t_d}} \right) \partial^\delta (\Psi)(\lambda) \frac{d\lambda}{\lambda}.$$
Thus, applying Schwarz’s inequality we obtain
\[
|I_{j, N, \gamma, \delta}(t)| \leq C_\Psi 2^{-\langle j, N + \rho - \gamma - \delta \rangle} \left( \int_{[1/2, 2]^d} \left| \lambda^{N + \rho - \gamma} \exp(-2^{-1} \langle 2^{-j}, \lambda \rangle) \right|^2 \frac{d\lambda}{\lambda} \right)^{1/2} 
\times \left( \int_{[1/2, 2]^d} \left| \left( \frac{\lambda_1}{2^{j_1} t_1}, \ldots, \frac{\lambda_d}{2^{j_d} t_d} \right)^\gamma \partial^\gamma(m) \left( \frac{\lambda_1}{2^{j_1} t_1}, \ldots, \frac{\lambda_d}{2^{j_d} t_d} \right) \right|^2 \frac{d\lambda}{\lambda} \right)^{1/2}.
\]

(3.1.5)

Moreover, it is not hard to see that
\[
\left( \int_{[1/2, 2]^d} \left| \lambda^{N + \rho - \gamma} \exp(-2^{-1} \langle 2^{-j}, \lambda \rangle) \right|^2 \frac{d\lambda}{\lambda} \right)^{1/2} = \left( \prod_{r=1}^d \int_{[1/2, 2]} \left| \lambda_r^{N_r + \rho_r - \gamma_r} \exp(-2^{-j_r-1} \lambda_r) \right|^2 \frac{d\lambda_r}{\lambda_r} \right)^{1/2}
\leq C_{N, \rho, \gamma} \prod_{r=1}^d \begin{cases} 1, & \text{if } j_r > 0, \\ \exp(-2^{-j_r-1}), & \text{if } j_r \leq 0. \end{cases}
\]

(3.1.6)

Now, coming back to (3.1.5), we use the assumption that \( m \) satisfies the Marcinkiewicz condition of order \( \rho \) together with (3.1.6) (recall that \( \gamma + \delta \leq \rho < N \)) to obtain (3.1.3). The proof of Theorem 3.1.1 is thus finished.

3.2 Examples of systems with Marcinkiewicz joint functional calculus

We shall now focus on particular examples of systems of operators, which have a Marcinkiewicz functional calculus. The present section is not completely formal and can rather be regarded as a collection of these systems.

In view of Theorem 3.1.1 and Corollary 3.1.2 a system \( A = (A_1, \ldots, A_d) \) has a Marcinkiewicz functional calculus if and only if the imaginary powers \( A_r^{iu_r}, u_r \in \mathbb{R}, r = 1, \ldots, d, \) are growing at most polynomially in \( L^p \) norm, i.e. satisfy (3.1.1) for every \( 1 < p < \infty \). Thus we start by seeking operators which have polynomially growing imaginary powers.
The classical example of this type is the Laplacian, $-\Delta = -\sum_{r=1}^{d} \partial_r^2$. It is well known that the imaginary powers $(-\Delta)^{iv}$, $v \in \mathbb{R}$, are Calderón-Zygmund operators. Moreover, from the Calderón-Zygmund theory, it is not hard to deduce that

$$\|(-\Delta)^{iv}\|_{L^p(\mathbb{R}^d, dx) \to L^p(\mathbb{R}^d, dx)} \leq C_p(1 + |v|)^{d/2+1}, \quad v \in \mathbb{R}. \quad (3.2.1)$$

In fact, by varying the level of the Calderón-Zygmund decomposition and optimizing (see [89]), it is possible to improve the above inequality, obtaining

$$\|(-\Delta)^{iv}\|_{L^p(\mathbb{R}^d, dx) \to L^p(\mathbb{R}^d, dx)} \leq C_p(1 + |v|)^{d/2}, \quad v \in \mathbb{R}. \quad (3.2.1)$$

Using (3.2.1) (for $d = 1$), together with the boundedness of the Hilbert transform and Theorem 3.1.1, we can reobtain Theorem 1.1.2 (though without the sharp smoothness threshold).

In [89] the authors proved that a bound similar to (3.2.1) remains true in a much broader generality. Namely, assume that $(X, \mu, \zeta)$ is a space of homogenous type, with $\zeta$ being a (quasi) metric, and let $A$ be a self-adjoint non-negative operator on $L^2(X, \mu)$. Then, from [89] Theorems 1 and 2 it follows that under certain assumption on the Gaussian bounds for the heat semigroup $\{e^{-tA}\}_{t>0}$, for every $1 < p < \infty$ we have

$$\|A^{iv}\|_{L^p(X, \mu) \to L^p(X, \mu)} \leq C(1 + |v|)^{d[1/p-1/2]}, \quad v \in \mathbb{R}. \quad (3.2.2)$$

Here we also need to assume that the measure of a ball $B_\zeta(x, R), R > 0,$ is proportional to $R^d$, uniformly with respect to $x \in X$.

Using the Feynman-Kac formula it can be shown that the Gaussian bounds needed in [89] Theorem 2] are valid for the heat kernels of Schrödinger operators with non-negative potentials. Thus, from (3.2.2) it follows that the imaginary powers $(-\Delta + V)^{iv}$, $v \in \mathbb{R}$, with $V \geq 0$, satisfy

$$\|(-\Delta + V)^{iv}\|_{L^p(\mathbb{R}^d, dx) \to L^p(\mathbb{R}^d, dx)} \leq (1 + |v|)^{d[1/p-1/2]}, \quad v \in \mathbb{R}. \quad (3.2.3)$$
3.2. Examples of systems with Marcinkiewicz joint functional calculus

From (3.2.3) and Theorem 3.1.1 we obtain multiplier theorems for systems of one-dimensional Schrödinger operators on $L^2(\mathbb{R}^d, dx)$, given by $A_r = -\partial_r^2 + V_r(x_r)$, $V_r \geq 0$, $r = 1, \ldots, d$. In particular, this applies to the system of harmonic oscillators $-\partial_r^2 + x_r^2$, $r = 1, \ldots, d$, thus giving a multivariate generalization of Thangavelu’s multiplier theorem in the framework of Hermite expansions, [98, Theorem 1].

Another consequence of Theorem 3.1.1 and [89, Theorem 2] is a multivariate multiplier theorem for Laguerre expansions of Hermite type. The relevant operators in this setting are self-adjoint extensions of the commuting operators

$$
-\partial_r^2 + x_r^2 + (\alpha_r^2 - 1/4)x_r^{-2}, \quad r = 1, \ldots, d, \tag{3.2.4}
$$

defined on $C^\infty_c(\mathbb{R}^d_+) \subseteq L^2(\mathbb{R}^d_+, dx)$; here we assume $\alpha = (\alpha_1, \ldots, \alpha_d) \in [-1/2, \infty)^d$. Note that if $\alpha_r \in (-1/2, 1/2)$, $r = 1, \ldots, d$, the potential term in (3.2.4) is not positive. However, the relevant gaussian bounds for the heat semigroup are still valid, see [79, Proposition 2.1], thus it is possible to apply [89, Theorem 2].

In some cases, even though the results of [89] are not applicable, it is possible to obtain polynomial bounds for the $L^p$ norms of the imaginary powers of certain operators simply by enhancing existing estimates. This method is used in Section 3.3 to study the imaginary powers of the Jacobi operator.

A different way to obtain multivariate multiplier theorems is to use directly Corollary 3.1.2. For example, from Corollary 3.1.2 together with [39, Theorem 1.1] we obtain a multivariate Marcinkiewicz type multiplier theorem for the Hankel transform (this setting is connected with the system of Bessel operators). Similarly, using Corollary 3.1.2 and [6, Theorem 3.1], we prove a multivariate Marcinkiewicz type multiplier theorem for the Dunkl transform in the simplest setting of a reflection group $G$ isomorphic to $\mathbb{Z}_2^d$. The two just announced multiplier results are not sharp. We shall see how to improve them in Section 3.5.
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We prove polynomial bounds for the norms on \( L^p \) of the imaginary powers of the Jacobi operator. This is achieved by improving some estimates from [73]. Since, for the most part, we use the notation from [73], we refer the reader to the latter article for all symbols that are not properly explained here. Combining the bounds from this section with Theorem 3.1.1 immediately leads to a multivariate multiplier theorem for the expansions in Jacobi trigonometric polynomials. The results presented in this section are contained in [104, Section 4].

Analogous methods were also used to prove a multivariate multiplier theorem for the system of Dunkl harmonic oscillators, see [106, Section 4]. Since the ideas of the proofs of Proposition 3.3.1 and [106, Lemma 4.2] are similar, and the proof of the latter is more technical, we decided not to include the results for the system of Dunkl harmonic oscillators in this thesis.

For parameters \( \alpha, \beta > -1 \), the Jacobi operator is defined on \( C_c^\infty(0, \pi) \) by

\[
J^{\alpha,\beta} = -\frac{d}{d\theta^2} - \frac{x - \beta + (x + \beta + 1) \cos \theta}{\sin \theta} \frac{d}{d\theta} + \left(\frac{x + \beta + 1}{2}\right)^2.
\]

Then \( J^{\alpha,\beta} \) is symmetric on \( L^2((0, \pi), \mu_{\alpha,\beta}) \), with the measure

\[
d\mu_{\alpha,\beta}(\theta) = \left(\frac{\sin \theta}{2}\right)^{2\alpha+1} \left(\frac{\cos \theta}{2}\right)^{2\beta+1} d\theta.
\]

Note that the results of [89] cannot be applied for the Jacobi operator, as the measure \( \mu_{\alpha,\beta} \) does not satisfy the assumptions of [89, Theorem 2].

Till the end of this section we assume that \( \alpha + \beta > -1 \). Then the operator \( J^{\alpha,\beta} \) has a natural self-adjoint positive extension given in terms of Jacobi trigonometric polynomials. Indeed, let \( \{P_k^{\alpha,\beta}\}_{k \in \mathbb{N}_0} \) be the system of \( L^2((0, \pi), \mu_{\alpha,\beta}) \)-normalized Jacobi trigonometric
polynomials, as defined in [72] pp. 4-5. Then, for each \( k \in \mathbb{N}_0 \),

\[
J^{\alpha,\beta} P_k^{\alpha,\beta} = \lambda_k^{\alpha,\beta} P_k^{\alpha,\beta}, \quad \lambda_k^{\alpha,\beta} = \left( k + \frac{\alpha + \beta + 1}{2} \right)^2.
\]  

(3.3.1)

The above equation allows us to define, for a bounded function \( m \) on \( \{\lambda_k^{\alpha,\beta} : k \in \mathbb{N}_0\} \), the multiplier operator \( m(J^{\alpha,\beta}) \) in terms of the discrete spectral series

\[
m(J^{\alpha,\beta}) f = \sum_{k \in \mathbb{N}_0} m(\lambda_k^{\alpha,\beta}) \langle f, P_k^{\alpha,\beta} \rangle_{L^2((0,\pi),\mu_{\alpha,\beta})} P_k^{\alpha,\beta}, \quad f \in L^2((0,\pi),\mu_{\alpha,\beta}).
\]  

(3.3.2)

In particular, putting \( m_v(\lambda) = \lambda^{iv}, v \in \mathbb{R} \), in (3.3.2), we obtain the imaginary powers

\[
I_v^{\alpha,\beta} f := \sum_{k \in \mathbb{N}_0} \left( k + \frac{\alpha + \beta + 1}{2} \right)^{2iv} \langle f, P_k^{\alpha,\beta} \rangle_{L^2((0,\pi),\mu_{\alpha,\beta})} P_k^{\alpha,\beta}, \quad f \in L^2((0,\pi),\mu_{\alpha,\beta}).
\]  

(3.3.3)

In this case, for quite a long time, one of the few information on the Jacobi-heat semigroup \( \{\exp(-tJ^{\alpha,\beta})\}_{t>0} \), was the fact that it is positivity preserving and contractive on all \( L^p((0,\pi),\mu_{\alpha,\beta}), 1 \leq p \leq \infty \), i.e. it satisfies \((CTR)\). There were no useful estimates for the kernel of the Jacobi-heat semigroup; in fact Gaussian bounds for this kernel were obtained only recently, see [18] and [73]. However, as far as the imaginary powers are concerned, it is perfectly enough to use the Jacobi-Poisson semigroup \( \{\exp(-t(J^{\alpha,\beta})^{1/2})\}_{t>0} \) instead of the Jacobi-heat semigroup. Indeed, for \( v \in \mathbb{R} \), we formally have

\[
(J^{\alpha,\beta})^{-iv} = \frac{1}{\Gamma(iv)} \int_0^\infty \exp \left( -tJ^{\alpha,\beta} \right) t^{iv} dt = \frac{1}{\Gamma(2iv)} \int_0^\infty \exp \left( -t(J^{\alpha,\beta})^{1/2} \right) t^{2iv} dt.
\]

Due to the non linearity of the eigenvalues in (3.3.1), in the case of the Jacobi operator it is easier to work with the Poisson semigroup than with the heat semigroup. Note however, that in the case of the Dunkl harmonic oscillator it is better to use its heat semigroup instead.

For \( \alpha = \beta = (d-3)/2, d \geq 2 \), using the connection between the Jacobi (Gegenbauer) polynomials and the spherical Laplacian on the \( d \)-dimensional unit sphere, we can obtain
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Polynomial bounds for the norms of the Jacobi imaginary power operators, see the remarks at the end of [89]. Denote \( \log_+(x) = 1 + \max(\log(x), 0) \), \( x > 0 \). In the general case, we have the following.

**Proposition 3.3.1.** Assume that \( \alpha \geq -1/2, \beta \geq -1/2, \) and \( \alpha + \beta > -1 \). Let \( I^{\alpha,\beta}_v, v \in \mathbb{R}, v \neq 0, \) be the imaginary powers of \( J^{\alpha,\beta} \), given by (3.3.3). Then, for every \( 1 < p < \infty \),

\[
\| I^{\alpha,\beta}_v \|_{L^p((0,\pi),\mu_{\alpha,\beta})} \to L^p((0,\pi),\mu_{\alpha,\beta}) \leq C_{\alpha,\beta,p}(\log_+(|v|))^{2/p-1/(1+2(4\alpha+\beta+11))^{1/p-1/2}},
\]

uniformly in \( v \in \mathbb{R} \).

**Proof.** To prove the proposition we will use the subtle estimates obtained by Nowak and Sjögren in [72] and some complex variable techniques as in [34].

In [72] the authors proved that the operator \( I^{\alpha,\beta}_v \) is a Calderón-Zygmund operator associated with the kernel

\[
K^{\alpha,\beta}_v(\theta,\varphi) = c_{\alpha,\beta} \frac{1}{\Gamma(2iv)} \int_0^\infty t^{2iv-1} \sinh \frac{t}{2} \iint \frac{d\Pi_\alpha(s_1)d\Pi_\beta(s_2)}{(\cosh \frac{t}{2} - 1 + q)^{\alpha+\beta+2}} dt,
\]

see [72] (21) p. 21. Here \( q := q(\theta,\varphi,s_1,s_2) \) with

\[
q(\theta,\varphi,s_1,s_2) = 1 - s_1 \sin \frac{\theta}{2} \sin \frac{\varphi}{2} - s_2 \cos \frac{\theta}{2} \cos \frac{\varphi}{2},
\]

for \( \theta,\varphi \in (0,\pi) \) and \( s_1,s_2 \in [-1,1] \); while \( \Pi_\alpha \) denotes the probability measure

\[
d\Pi_\alpha(u) = \frac{\Gamma(\alpha+1)}{\sqrt{\pi}\Gamma(\alpha+1/2)}(1-u^2)^{\alpha-1/2}, \quad u \in [-1,1],
\]

if \( \alpha > -1/2 \), or the sum of Dirac deltas \( (\delta_{-1} + \delta_1)/2 \), if \( \alpha = -1/2 \). For further reference, we note that \( 0 \leq q \leq 2 \) (see [72] (21) p. 21) and \( |\partial_\theta q| \leq 2 \).

Thus, by referring to the Calderón-Zygmund theory and the Marcinkiewicz interpolation theorem we see that it suffices to show that the Calderón-Zygmund constant \( D_v \) in the smoothness condition for the kernel \( K^{\alpha,\beta}_v(\theta,\varphi) \), is less than a constant times \( \log_+(|v|)(1+\ldots
Since the function \( v \rightarrow \frac{1}{\Gamma(2iv)} \) is continuous, looking closely at the proof of the smoothness bound from [72, p. 25] we see that it suffices to focus on \( |v| > 2 \). For symmetry reasons we may consider only the derivatives with respect to the variable \( \theta \). From (3.3.4) it follows that

\[
\Gamma(2iv) \frac{\partial}{\partial \theta} I_v^\alpha,\beta = \int_0^\infty t^{2iv-1} \sinh \frac{t}{2} \int d\Pi_\alpha(s_1) d\Pi_\beta(s_2) \frac{\partial q}{(\cosh \frac{t}{2} - 1 + q)^{\alpha+\beta+3}} dt \equiv J_v.
\]

Assume \( v > 1 \) and set \( \frac{\pi}{3} < \phi < \frac{\pi}{2} \). We consider the function

\[
h(z) := z^{2iv-1} \sinh \frac{z}{2} \int d\Pi_\alpha(s_1) d\Pi_\beta(s_2) \frac{\partial q}{(\cosh \frac{z}{2} - 1 + q)^{\alpha+\beta+3}},
\]

which is holomorphic in the right half-plane. Then we change the contour of integration in the integral formula for \( J_v \) to \((e^{i\phi}0, e^{i\phi}\infty)\) (the other integrals can be easily seen to vanish), where for an angle \( \phi \), by \((0e^{i\phi}, \infty e^{i\phi})\) we mean the ray \( \{te^{i\phi} : t \geq 0\} \). Of course \( h \) is not holomorphic at zero, but this difficulty can be easily overcome by a limiting process. Using the parametrization \( \gamma(t) = te^{i\phi}, \gamma'(t) = e^{i\phi} \), we get

\[
|J_v| \leq e^{-2v\phi} \int_0^\infty t^{-1} \sinh \frac{\gamma(t)}{2} \int d\Pi_\alpha(s_1) d\Pi_\beta(s_2) \frac{|\partial q|}{(\cosh \frac{\gamma(t)}{2} - 1 + q)^{\alpha+\beta+3}} dt
\]

\[
= e^{-2v\phi} \left( \int_0^1 \ldots + \int_1^{\frac{2}{\cos \phi}} \ldots + \int_\frac{2}{\cos \phi}^\infty \right) \equiv e^{-2v\phi}(J_1 + J_2 + J_3).
\]

In the reasoning below the symbol \( \lesssim \) indicates that the constant in the inequality is independent of both \( v \) and \( \phi \); it may however depend on \( \alpha \) or \( \beta \).

We start by estimating \( J_1 \). Let

\[
A(t) = \cosh \frac{\gamma(t)}{2} = \cosh \frac{t \cos \phi}{2} \cos \frac{t \sin \phi}{2} + i \sinh \frac{t \cos \phi}{2} \sin \frac{t \sin \phi}{2},
\]

and let \( B(t) = A(t) - 1 + q \). Clearly, since \( \sin \phi > 1/2 \) and \( \sin x > \frac{1}{2}x \), \( \sin x > \frac{1}{2}x \), for \( 0 < x \leq 1 \), we see that \( \text{Im}(B(t)) \geq (\cos \phi) t^2/4 \), for \( 0 < t \leq 1 \). Consequently, if
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$t^2/16 > \frac{1}{2}q$, then $\cos\phi(t^2 + q) \lesssim |B(t)|$. On the other hand, if $t^2/16 \leq \frac{1}{2}q$, then since $1 - x^2 \leq \cos x$ and $(\sin \phi)^2 \geq 1/2$, we see that $\Re(B(t)) \geq -t^2/16 + q \geq \frac{1}{2}q$. Hence, in either case $\cos\phi(t^2 + q) \lesssim |B(t)|$. From the latter inequality, together with the bound $|\gamma(t) \sinh(\gamma(t)/2)| \lesssim 1$, $0 < t < 1$, we get

$$J_1 \lesssim (\cos \phi)^{-\alpha-\beta-3} \int_0^1 \int \Pi_\alpha(s_1) \Pi_\beta(s_2) \frac{\partial q}{(t^2 + q)^{\alpha+\beta+3}} dt.$$  \hspace{1cm} (3.3.6)

Now we pass to the estimation of $J_2$. Let $\sigma^2 = \cosh(\cos \phi/2)$. From (3.3.5), the inequality $| - 1 + q | \leq 1$ and the fact that $1 + (\cos \phi/2)^2/2 \leq \sigma^2 \approx 1$, we see that if $\cos(t \sin \phi/2) \geq 1/\sigma$, then $|\Re(B(t))| \geq C(\cos(\phi))^2$; whereas if $\cos(t \sin \phi/2) < 1/\sigma$, then $|\Im(B(t))| \geq C(\cos(\phi))^2$. In either case, $|B(t)| \geq C(\cos \phi)^2$, so that since $|\sinh(\gamma(t)/2)| \lesssim 1$, for $t \in (1, \frac{2 \cos \phi}{\sqrt{2}})$, and $q$, $\partial q$ are bounded we obtain

$$J_2 \lesssim -\log(\cos \phi)(\cos \phi)^{-2\alpha-2\beta-6} \int \Pi_\alpha(s_1) \Pi_\beta(s_2) \frac{\partial q}{q^{\alpha+\beta+2}}.$$  \hspace{1cm} (3.3.7)

We now focus on $J_3$. Since, $|A(t)|^2 = (\cosh(t \cos \phi/2))^2 - (\sin(t \sin \phi/2))^2$ we see that for $t \geq \frac{2}{\cos \phi}$, $|B(t)| \geq Ce^{t \cos \phi/2}$. Similarly, for such $t$ we have

$$|\sinh(\gamma(t)/2)|^2 = (\sinh(t \cos \phi/2))^2 + (\sin(t \sin \phi/2))^2 \lesssim e^{t \cos \phi}.$$  

Combining the latter two inequalities together with the boundedness of $q$, $\partial q$, and the change of variable $t \cos \phi \rightarrow t$, we obtain

$$J_3 \lesssim \int_1^\infty e^{-t/(\alpha+\beta+2)} \int \Pi_\alpha(s_1) \Pi_\beta(s_2) \frac{\partial q}{q^{\alpha+\beta+2}} dt.$$  \hspace{1cm} (3.3.8)

From the estimates (3.3.6), (3.3.7) and (3.3.8), proceeding as in [72, Section 4] (in the case of the bound (3.3.6) we need to refer to [72, Lemma 4.5]), for $\frac{\pi}{4} < \phi < \frac{\pi}{2}$, we derive
the bound independent of \( v > 1 \),

\[
|J_v| \lesssim - \log(\cos \phi)(\cos \phi)^{-2\alpha-2\beta-6} \int \frac{d\Pi_\alpha(s_1)d\Pi_\beta(s_2)}{q^{\alpha+\beta+2}}.
\]

Now, from [72, Lemma 4.3] it follows that the Calderón-Zygmund constant \( D_v \) in the smoothness condition for the kernel \( K_{v}^{\alpha,\beta} \) satisfies

\[
D_v \lesssim - \frac{e^{-2v\phi}}{\Gamma(2iv)} \log(\cos \phi)(\cos \phi)^{-2\alpha-2\beta-6}. \tag{3.3.9}
\]

Since \((1 + v)^{1/2}e^{-\pi v} \lesssim |\Gamma'(2iv)|\) (see for instance [52, Chapter 1]), taking \( \phi = \arctan(v) \) and using (3.3.9) we finally arrive at

\[
D_v \lesssim \log(v)(1 + v)^{2\alpha+2\beta+\frac{11}{2}} \exp \left(v(\pi - 2\arctan v)\right),
\]

which easily produces the desire bound in the case \( v > 0 \). The reasoning in the case \( v < -2 \) is analogous, we need only to replace the ray \((0e^{i\phi}, \infty e^{i\phi})\) by \((0e^{-i\phi}, \infty e^{-i\phi})\).

In the end of this section we briefly introduce the multivariate multiplier theorem for the Jacobi expansions which is a consequence of Proposition 3.3.1. Let

\[
\mathcal{P}^{\alpha,\beta}_k(\theta) = \mathcal{P}^{\alpha_1,\beta_1}_k(\theta_1) \cdots \mathcal{P}^{\alpha_d,\beta_d}_k(\theta_d), \quad \theta = (\theta_1, \ldots, \theta_d) \in (0, \pi)^d, \quad k \in \mathbb{N}_0^d,
\]

with \( \alpha = (\alpha_1, \ldots, \alpha_d), \beta = (\beta_1, \ldots, \beta_d), \alpha + \beta > -1 \), be the system of \( d \)-dimensional Jacobi trigonometric polynomials. Then \( \{\mathcal{P}^{\alpha,\beta}_k\}_{k \in \mathbb{N}_0^d} \) forms an orthonormal basis in \( L^2 := L^2(((0, \pi)^d, d\mu_{\alpha,\beta})) \), with \( d\mu_{\alpha,\beta}(\theta) := d\mu_{\alpha_1,\beta_1}(\theta_1) \times \cdots \times d\mu_{\alpha_d,\beta_d}(\theta_d) \). For a bounded function \( m \) on \( \mathbb{R}_+^d \) we define the multiplier operator \( m(\mathcal{J}^{\alpha,\beta}) \) of the system of the one-dimensional Jacobi operators \( \mathcal{J}^{\alpha,\beta} = (\mathcal{J}^{\alpha_1,\beta_1}, \ldots, \mathcal{J}^{\alpha_d,\beta_d}) \) by

\[
m(\mathcal{J}^{\alpha,\beta})f = \sum_{k \in \mathbb{N}_0^d} m(\mathcal{P}^{\alpha_1,\beta_1}_k(\theta_1), \ldots, \mathcal{P}^{\alpha_d,\beta_d}_k(\theta_d)) \langle f, \mathcal{P}^{\alpha,\beta}_k \rangle_{L^2} \mathcal{P}^{\alpha,\beta}_k, \quad f \in L^2. \tag{3.3.10}
\]
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Using Proposition 3.3.1 together with Theorem 3.1.1 we get the following.

**Corollary 3.3.2.** Let $\alpha + \beta > -1$. Assume that $m$ satisfies the Marcinkiewicz condition $\langle M \rangle$ of order $\rho > |1/p - 1/2| (4\alpha + 4\beta + 11) + 1$, with $1 < p < \infty$. Then the multiplier operator $m(J^{\alpha,\beta})$ given by (3.3.10) is bounded on $L^p((0, \pi)^d, d\mu_{\alpha,\beta})$. In particular, if $\rho > 2\alpha + 2\beta + \frac{13}{2}$, then $m(J^{\alpha,\beta})$ is bounded on all $L^p((0, \pi)^d, d\mu_{\alpha,\beta})$ spaces, $1 < p < \infty$.

**Remark.** Note that the joint spectrum $\sigma(J^{\alpha,\beta})$ of the system $J^{\alpha,\beta}$ equals the discrete set $\{((\lambda^{\alpha_1,\beta_1}_k, \ldots, \lambda^{\alpha_d,\beta_d}_k) : k \in \mathbb{N}_0^d\}$. Thus, in order to be rigorous, in Corollary 3.3.2 we should assume that $m$ is initially defined on $\sigma(J^{\alpha,\beta})$, and extends to a function defined on all of $\mathbb{R}_+^d$, that satisfies an appropriate Marcinkiewicz condition.

### 3.4 Hörmander type multipliers for the Hankel transform

We prove a multivariate Hörmander type multiplier theorem for the multi-dimensional Hankel transform. The present section together with Section 6.2 are the only ones in the thesis in which weak type (1,1) results are given. Note that we heavily exploit here the translation and dilation structure connected with the Hankel transform setting. The results presented in this section constitute a part of our joint article with Dziubański and Preisner, [28]. The paper contains also $H^1$ results, however for the sake of homogeneity of the exposition we decided not to include them in the thesis.

Throughout this section for a multi-index $\alpha = (\alpha_1, \ldots, \alpha_d)$, $\alpha_r > -1/2$, we consider the measure space $X = (\mathbb{R}_+^d, d\nu_{\alpha})$, where

$$d\nu_{\alpha}(x) = d\nu_{\alpha_1}(x_1) \cdots d\nu_{\alpha_d}(x_d), \quad d\nu_{\alpha_r}(x_r) = x_r^{2\alpha_r} dx_r, \quad r = 1, \ldots, d.$$  

The space $X$ equipped with the Euclidean distance is a space of homogeneous type. For the sake of brevity we write $L^p$ and $\| \cdot \|_p$ instead of $L^p(X)$ and $\| \cdot \|_{L^p(X)}$, $1 \leq p \leq \infty$. If $T$ is a linear operator, the symbol $\|T\|_{p \to p}$ denotes the norm of $T$ acting on $L^p$. 
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For a function $f \in L^1$, the multi-dimensional (modified) Hankel transform is defined by

$$\mathcal{H}_\alpha(f)(x) = \int_{\mathbb{R}_+^d} f(\lambda) E_x(\lambda) d\nu_\alpha(\lambda),$$

(3.4.1)

where

$$E_x(\lambda) = \prod_{r=1}^d (x_r \lambda_r)^{-\alpha_r+1/2} J_{\alpha_r-1/2}(x_r \lambda_r) = \prod_{r=1}^d E_{x_r}(\lambda_r).$$

Here $J_s$ is the Bessel function of the first kind of order $s > -1$, see [52, Chapter 5]. For the sake of brevity we usually write $\mathcal{H}$ instead of $\mathcal{H}_\alpha$ and $\nu$ instead of $\nu_\alpha$. The system $\{E_x\}_{x \in \mathbb{R}_+^d}$ consists of the eigenvectors of the Bessel operator

$$L_B = -\Delta - \sum_{r=1}^d \frac{2\alpha_r}{\lambda_r^2} \frac{\partial}{\partial \lambda_r};$$

that is, $L_B(E_x) = |x|^2 E_x$. Also, the functions $E_{x_r}$, $r = 1, \ldots, d$, are eigenfunctions of the one-dimensional Bessel operators

$$L_r = -\frac{\partial^2}{\partial \lambda_r^2} - \frac{2\alpha_r}{\lambda_r} \frac{\partial}{\partial \lambda_r},$$

namely, $L_r(E_{x_r}) = x_r^2 E_{x_r}$.

It is known that $\mathcal{H}$ is an isometry on $L^2$ that satisfies $\mathcal{H}^{-1} = \mathcal{H}$ (see, e.g., [101, Chapter 8]). Moreover, for $f \in L^2$, we have

$$L_r(f) = \mathcal{H}(\lambda_r^2 \mathcal{H} f).$$

(3.4.2)

For $y \in X$ let $\tau^y$ be the $d$-dimensional generalized Hankel translation given by

$$\mathcal{H}(\tau^y f)(x) = E_y(x) \mathcal{H} f(x).$$

Clearly, $\tau^y f(x) = \tau^{y_1} \cdots \tau^{y_d} f(x)$, where for each $r = 1, \ldots, d$, the operator $\tau^{y_r}$ is the one-dimensional Hankel translation acting on a function $f$ as a function of the $x_r$ variable with
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the other variables fixed. It is also known that, if \( \alpha_r > 0 \), for \( r = 1, \ldots, d \), then \( \tau^y \) is a contraction on all \( L^p \) spaces, \( 1 \leq p \leq \infty \), and that

\[ \tau^y f(x) = \tau^x f(y). \]

For two reasonable functions \( f \) and \( g \) define their Hankel convolution as

\[ f \natural g(x) = \int_X \tau^x f(y) g(y) \, d\nu(y). \]

It is not hard to check that \( f \natural g = g \natural f \) and

\[ \mathcal{H}(f \natural g)(x) = \mathcal{H}f(x) \mathcal{H}g(x). \] (3.4.3)

As a consequence of the contractivity of \( \tau^y \), for \( \alpha \in \mathbb{R}^d_+ \), we also have

\[ \|f \natural g\|_1 \leq \|f\|_1 \|g\|_1, \quad f \in L^1, \quad g \in L^1. \] (3.4.4)

For details concerning translation, convolution, and transform in the Hankel setting we refer the reader to, e.g., [41], [101], and [103].

For a function \( f \in L^1 \) and \( t > 0 \), let \( f_t \) denote the \( L^1 \)-dilation of \( f \) given by

\[ (f_t)(x) = t^Q f(tx), \]

where \( Q = \sum_{r=1}^d (2\alpha_r + 1) \). Then we have:

\[ \mathcal{H}(f_t)(x) = \mathcal{H}(t^{-1} f)(x), \quad \tau^y(f_t)(x) = (\tau^y f)_t(x). \] (3.4.5)

Notice that \( Q \) represents the dimension of \( X \) at infinity, that is, \( \nu(B(x, R)) \sim R^Q \) for large \( R \).

Let \( m: \mathbb{R}^d_+ \to \mathbb{C} \) be a bounded measurable function. Define the multiplier operator \( T_m \)
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by

\[ T_m^H(f) = T_m(f) = H(mHf). \]  \hspace{1cm} (3.4.6)

Clearly, \( T_m \) is bounded on \( L^2 \). Also note that if \( m(\lambda_1, \ldots, \lambda_d) = n(\lambda^2_1, \ldots, \lambda^2_d) \), for some bounded, measurable function \( n \) on \( \mathbb{R}^d \), then from (3.4.2) it can be deduced that the Hankel multiplier operator defined by (3.4.6) coincides with the joint spectral multiplier operator of the system \((L_1, \ldots, L_d)\) given by \( n(L_1, \ldots, L_d) \). The smoothness requirements on \( m \) that guarantee the boundedness of \( T_m \) on \( L^p \) will be stated in terms of appropriate Sobolev space norms.

For \( z \in \mathbb{C}, \text{Re} \, z > 0 \), let

\[ G_z(x) = \Gamma(z/2)^{-1} \int_0^\infty (4\pi t)^{-d/2} e^{-|x|^2/4t} e^{-tz/2} \frac{dt}{t} \]

be the kernels of the Bessel potentials. Then

\[ \|G_z\|_{L^1(\mathbb{R}^d)} \leq \Gamma(\text{Re} \, z/2) \|F G_z(\xi)\|_{L^2(\mathbb{R}^d)} \]

and

\[ F G_z(\xi) = (1 + |\xi|^2)^{-z/2}, \]  \hspace{1cm} (3.4.7)

where \( F G_z(\xi) = \int_{\mathbb{R}^d} G_z(x)e^{-i<x,\xi>} \, dx \) is the Fourier transform.

By definition, a function \( f \in W^s_2(\mathbb{R}^d), s > 0 \), if and only if there exists a function \( h \in L^2(\mathbb{R}^d) \) such that \( f = h * G_s \), and \( \|f\|_{W^s_2(\mathbb{R}^d)} = \|h\|_{L^2(\mathbb{R}^d)}. \) For \( s > 0 \) denote \( w^s(x) = (1 + |x|)^s, x \in \mathbb{R}^d. \) Then the space \( W^s_2(\mathbb{R}^d) \) can be equivalently characterized as the space of those functions \( f \in L^2(\mathbb{R}^d, dx) \) such that \( w^s F(f) \in L^2(\mathbb{R}^d, dx). \) Moreover, we have

\[ \|f\|_{W^s_2} \approx \|w^s F(f)\|_{L^2(\mathbb{R}^d, dx)}. \]

Similarly, a function \( f \) belongs to the potential space \( L^\infty_s(\mathbb{R}^d), s > 0, \) if there is a function \( h \in L^\infty(\mathbb{R}^d) \) such that \( f = h * G_s \) (see [93, Chapter V]). Then \( \|f\|_{L^\infty_s(\mathbb{R}^d)} = \|h\|_{L^\infty(\mathbb{R}^d)}. \)

Denote \( A_{R_1,R_2} = \{x \in \mathbb{R}^d : R_1 \leq |x| \leq R_2\}. \) The main result of this section are Theorems 3.4.1 and 3.4.2. In the statement of these theorems by \( \psi \) we denote a \( C_c(\mathbb{R}_{1/2,2}) \)
function such that
\[ \sum_{j \in \mathbb{Z}} \psi(2^{-j} \lambda) = 1, \quad \lambda \in \mathbb{R}^d \setminus \{0\}. \tag{3.4.8} \]

**Theorem 3.4.1.** Assume that \( \alpha_r \geq 1/2 \) for \( r = 1, \ldots, d \). Let
\[ m(\lambda) = n(\lambda_1^2, \ldots, \lambda_d^2), \tag{3.4.9} \]
where \( n \) is a bounded function on \( \mathbb{R}^d \) such that, for certain real number \( \beta > Q/2 \) and for some (equivalently, for every) non-zero radial function \( \eta \in C_c^\infty(A_{1/2,2}) \), we have
\[ \sup_{j \in \mathbb{Z}} \| \eta(\cdot) n(2^j \cdot) \|_{W^\beta_{2,2}(\mathbb{R}^d)} < \infty. \tag{3.4.10} \]

Then the multiplier operator \( T_m^H \) defined by \( (3.4.6) \) is a Calderón-Zygmund operator associated with the kernel
\[ K(x, y) = \sum_{j \in \mathbb{Z}} \tau^y \mathcal{H}(\psi(2^{-j} (\lambda_1^2, \ldots, \lambda_d^2)) m(\lambda))(x). \]

As a consequence \( T_m^H \) extends to the bounded operator from \( L^1 \) to \( L^{1,\infty}(X) \) and from \( L^p \) to itself for \( 1 < p < \infty \).

**Theorem 3.4.2.** If we relax the conditions on \( \alpha_r \) assuming only that \( \alpha_r > 0 \), then the conclusion of Theorem 3.4.1 holds provided there is \( \beta > Q/2 \) such that
\[ \sup_{j \in \mathbb{Z}} \| \eta(\cdot) n(2^j \cdot) \|_{L^\infty_{2,2}(\mathbb{R}^d)} < \infty. \tag{3.4.11} \]

The weak type \((1,1)\) estimate under assumption \((3.4.11)\) could be proved by applying a general multiplier theorem of Sikora [88, Theorem 2.1]. However, in the case of the Hankel transform Theorem 3.4.2 has a simpler proof based on Lemmata 3.4.3 and 3.4.5.

Hankel multipliers, mostly in one variable, attracted attention of many authors, see, e.g. [10], [27], [37], [38], [39], and references therein.
In [9] the authors considered multidimensional Hankel multipliers $m$ of Laplace transform type, that is,

$$m(\lambda) = |\lambda|^2 \int_0^\infty e^{-t|\lambda|^2} \kappa(t) \, dt, \quad \lambda \in \mathbb{R}^d_+,$$

where $\kappa \in L^\infty(0, \infty)$ (see [92]). To see that $m(\lambda)$ satisfies the assumptions of Theorems 3.4.1 and 3.4.2 we set

$$n(\lambda) = \Xi(\lambda)(\lambda_1 + \ldots + \lambda_d) \int_0^\infty e^{-t(\lambda_1+\ldots+\lambda_d)} \phi(t) \, dt,$$

where $\Xi \in C^\infty(\mathbb{R}^d \setminus \{0\})$, $\Xi(t\lambda) = \Xi(\lambda)$ for $t > 0$, $\Xi(\lambda) = 1$ for $\lambda \in \mathbb{R}^d_+$, $\Xi(\lambda) = 0$ for $\lambda_1 + \ldots + \lambda_d < |\lambda|/d$. Then, clearly $m$ and $n$ are related by (3.4.9). Moreover, we easily check that $n(\lambda)$ satisfies the Mikhlin condition, that is, $|\lambda|^{|\gamma|} |\partial^\gamma n(\lambda)| \leq C_\gamma$, for $\lambda \in \mathbb{R}^d$ and all multi-indices $\gamma$. Hence, (3.4.10) and (3.4.11) hold with every $\beta > 0$.

A typical example of multipliers of Laplace transform type are the imaginary powers $m_u(y) = |y|^{2iu}$, $u \in \mathbb{R}$, which correspond to $\kappa_u(t) = (\Gamma(1 - iu))^{-1}t^{-iu}$. In this case the resulting operators $\mathcal{T}_{m_u}$ coincide with $(L_B)^{iu}$. It is worth to remark that thanks to Theorem 3.4.2 we can prove substantially better bounds on $L^p(X)$, $1 < p < \infty$, than

$$\|L^{iu}\|_{L^p(X) \to L^p(X)} \leq C_pe^{\pi|u|\frac{1}{2} - \frac{1}{p}}\|f\|_{L^p(X)}, \quad f \in L^p(X), \quad u \in \mathbb{R},$$

which were obtained in [9] Corollary 1.2]. Namely, for arbitrary small $\varepsilon > 0$ we have

$$\|L^{iu}\|_{L^p(X) \to L^p(X)} \leq C_{p,\varepsilon}(1 + |u|^{(Q+2\varepsilon)\frac{1}{2} - \frac{1}{p}})\|f\|_{L^p(X)}, \quad f \in L^p(X), \quad u \in \mathbb{R}. \quad (3.4.12)$$

The proof of (3.4.12) can be found in [28] Appendix.

It is perhaps worth to point out that in $d = 1$ the assumptions (3.4.10) and (3.4.11) could be given in terms of function $m$ instead of $n$. However, in the multivariate case we assume in (3.4.10) a $W^\beta_2$-Sobolev regularity of a function $n(\lambda)$ which is related with $m(\lambda)$ by (3.4.9). It can be shown, see [28] Appendix, that even for the classical Fourier multipliers...
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supported in $A_{1/2,2}$ the Sobolev norms of $n(\lambda)$ and $m(\lambda)$ are not comparable when we apply the change of variables $3.4.9$.

We start with proving some basic estimates. Throughout this section the symbol $\lesssim$ means that the constant in the inequality is independent of significant quantities; however it may depend on $s$, $\beta$, $\varepsilon$, $d$ or $\alpha$. Recall that $w^s(x) = (1 + |x|)^s$.

**Lemma 3.4.3.** For every $s, \varepsilon > 0$ there exists a constant $C(s, \varepsilon, d, \alpha)$ such that if $m(\lambda) = n(\lambda_1^2, \ldots, \lambda_d^2)$, supp $n \subseteq A_{1/4}$, then

$$\|H (n) w^s\|_2 \leq C(s, \varepsilon, d, \alpha) \|n\|_{W^{s+d/2+\varepsilon} (\mathbb{R}^d)}.$$  

**Proof.** Since $m(\lambda) = g(\lambda_1^2, \ldots, \lambda_d^2) e^{-|\lambda|^2}$, with $g(\lambda) = n(\lambda) e^{\lambda_1 + \ldots + \lambda_d}$, using the Fourier inversion formula for $g$, we get

$$(2\pi)^d m(\lambda) = e^{-|\lambda|^2} \int_{\mathbb{R}^d} F(g)(y) e^{iy_1 \lambda_1^2 + \cdots + iy_d \lambda_d^2} dy = \int_{\mathbb{R}^d} F(g)(y) e^{(-1+iy_1)\lambda_1^2 + \cdots + (-1+iy_d)\lambda_d^2} dy.$$  

Applying the Hankel transform and changing the order of integration, we obtain

$$H(m)(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} F(g)(y) H(e^{1-iy})(x) dy,$$  

where for $z = (z_1, \ldots, z_d) \in \mathbb{C}^d$, $e_z(\lambda) = \prod_{r=1}^d e_{z_r}(\lambda_r)$ with $e_{z_r}(\lambda_r) = e^{-z_r \lambda_r^2}$.

Clearly,

$$H(e^{1-iy})(x) = \prod_{r=1}^d H_r(e^{1-iy_r})(x_r),$$  

with $H_r$ denoting the one-dimensional Hankel transform acting on the $r$-th variable. It is well known that for $t > 0$, $H_r(e_t)(x_r) = C_{\alpha_r} t^{-(2\alpha_r+1)/2} \exp \left(-x_r^2/4t\right)$, see [52, p. 132]. Moreover, for fixed $x_r$, the functions

$$z_r \mapsto H_r(e_{z_r})(x_r) \quad \text{and} \quad z_r \mapsto C_{\alpha_r} z_r^{-(2\alpha_r+1)/2} \exp \left(-\frac{x_r^2}{4z_r}\right)$$  

are holomorphic on \( \{ z_r \in \mathbb{C} : \text{Re} \, z_r > 0 \} \) (provided we choose an appropriate holomorphic branch of the power function \( z_r^{-(2\alpha_r + 1)/2} \)). Hence, by the uniqueness of the holomorphic extension, we obtain

\[
\mathcal{H}_r(e_1 - iy_r)(x_r) = C_{\alpha_r} (1 - iy_r)^{-2\alpha_r/2} \exp \left( -\frac{x_r^2}{4(1 - iy_r)} \right).
\]

Since \( \text{Re} \left[ \frac{x_r^2}{4(1 - iy_r)} \right] = \frac{x_r^2}{4(1 + y_r^2)} \), the change of variable \( x_r = (1 + y_r^2)^{1/2} u_r \) leads to

\[
\int_{(0, \infty)} |x_r^s \mathcal{H}(e_1 - iy_r)(x_r)|^2 \, d\nu_r(x_r) \lesssim (1 + y_r^2)^s, \quad s \geq 0. \tag{3.4.15}
\]

Now, observing that \( (1 + |x|)^{2s} \approx 1 + x_1^{2s} + \ldots + x_d^{2s} \) and using (3.4.15) we arrive at

\[
\|w^s(\cdot) \mathcal{H}(e_1 - iy)(\cdot)\|_{L^2} \lesssim \sum_{r=1}^d (1 + y_r^2)^s/2 \approx (1 + |y|)^s.
\]

The latter bound together with (3.4.14), Minkowski’s integral inequality, and the Schwarz inequality give

\[
\|\mathcal{H}(m)w^s\|_2 \lesssim \int_{\mathbb{R}^d} |\mathcal{F}(g)(y)|(1 + |y|)^s \, dy
\]

\[
\lesssim \left( \int_{\mathbb{R}^d} |\mathcal{F}(g)(y)|^2 (1 + |y|)^{2s + d + 2\varepsilon} \, dy \right)^{1/2} \left( \int_{\mathbb{R}^d} (1 + |y|)^{-d - 2\varepsilon} \, dy \right)^{1/2} \lesssim \|g\|_{W^{s+d/2+\varepsilon}_2(\mathbb{R}^d)}
\]

for any fixed \( \varepsilon > 0 \). Since \( g(\lambda) = n(\lambda)e^{\lambda_1+\ldots+\lambda_d} = n(\lambda)(e^{\lambda_1+\ldots+\lambda_d} \eta_0(\lambda)) \), for some \( \eta_0 \in C_c^\infty(A_{1/8,8}) \), we see that \( \|g\|_{W^{s+d/2+\varepsilon}_2(\mathbb{R}^d)} \leq C_{\eta_0} \|n\|_{W^{s+d/2+\varepsilon}_2(\mathbb{R}^d)} \), which implies (3.4.13).  

Using ideas of Mauceri and Meda [59] combined with the fact that the Hankel transform is an \( L^2 \)-isometry we can improve Lemma 3.4.3 in the following way.

**Lemma 3.4.4.** Assume that \( \alpha_r \geq 1/2 \) for \( r = 1, \ldots, d \). Then for every \( s, \varepsilon > 0 \), there is a constant \( C(s, \varepsilon, d, \alpha) \) such that if \( m(\lambda) = n(\lambda_1^2, \ldots, \lambda_d^2) \), \( \text{supp} \, n \subseteq A_{1/2,2} \), then

\[
\|\mathcal{H}(m)w^s\|_2 \leq C(s, \varepsilon, d, \alpha) \|n\|_{W^{s+\varepsilon}_2(\mathbb{R}^d)}.
\]
Proof. Let \( h \in L^2(\mathbb{R}^d) \) be such that \( n = h * G_{s+\varepsilon} \). Set \( s' = (s + \varepsilon)(6 + d)/2\varepsilon \), \( \theta = 2\varepsilon/(6 + d) \), so that \((s' - 3 - d/2)\theta = s\). Define \( n_z \) by

\[
\mathcal{F}(n_z)(\xi) = \mathcal{F}h(\xi)(1 + |\xi|^2)^{-s'z/2}, \quad 0 \leq \text{Re } z \leq 1.
\]

Clearly, \( n_z = h * G_{s'z} \), \( \text{Re } z > 0 \), and \( n = n_\theta \). Let \( \eta_0 \) be a \( C_c^\infty \) function supported in \( A_{1/4,4} \), equal to 1 on \( A_{1/2,2} \), and let \( N_z(\lambda) = n_z(\lambda)\eta_0(\lambda) \). Then \( \text{supp } N_z \subseteq A_{1/4,4} \) and \( \mathcal{F}(N_z) = \mathcal{F}(n_z) * \mathcal{F}(\eta_0) \). Define

\[
m_z(\lambda) = n_z(\lambda_1^2, ..., \lambda_d^2) \quad \text{and} \quad M_z(\lambda) = N_z(\lambda_1^2, ..., \lambda_d^2).
\]

Since \( \alpha_r \geq 1/2 \) for every \( r = 1, ..., d \), we have that \( M_z \in L^2 \) and \( \|M_z\|_2 \leq C_\alpha\|N_z\|_{L^2(\mathbb{R}^d, dx)} \).

Let \( g \) be an arbitrary \( C_c^\infty(X) \) function with \( \|g\|_2 = 1 \). Set

\[
F(z) = \int_X \mathcal{H}(M_z)(x)(1 + |x|)((s' - 3 - d/2)z)g(x) \, d\nu(x). \tag{3.4.16}
\]

Then \( F \) is holomorphic in the strip \( \Sigma = \{ z : 0 < \text{Re } z < 1 \} \) and also continuous and bounded on its closure \( \bar{\Sigma} \). Using Plancherel’s formula and the facts that \( \text{supp } N_z \subseteq A_{1/4,4} \) and \( \mathcal{F}(\eta_0) \in \mathcal{S}(\mathbb{R}^d) \), for \( \text{Re } z = 0 \), we get

\[
|F(z)| \leq \|\mathcal{H}(M_z)\|_2 = \|M_z\|_2 \leq C_\alpha\|N_z\|_{L^2(\mathbb{R}^d, dx)} \approx \|\mathcal{F}N_z\|_{L^2(\mathbb{R}^d, d\xi)} \leq C_{\eta_0, s', \theta}\|n\|_{W^{s+\varepsilon}_2(\mathbb{R}^d)}.
\]

If \( \text{Re } z = 1 \), then applying in addition Lemma 3.4.3 we obtain

\[
|F(z)| \leq \|\mathcal{H}(M_z)w^{s' - 3 - d/2}\|_2 \lesssim \|N_z\|_{W^{s'}_2(\mathbb{R}^d)} \lesssim C_{\eta_0}\|n_z\|_{W^{s'}_2(\mathbb{R}^d)} = C\|h\|_{L^2(\mathbb{R}^d)} = C\|n\|_{W^{s+\varepsilon}_2(\mathbb{R}^d)}.
\]

From the Phragmén-Lindelöf principle we get \( |F(\theta)| \lesssim \|n\|_{W^{s+\varepsilon}_2(\mathbb{R}^d)} \). Taking the supremum
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over all such \( g \) we arrive at

\[
\|H(M_\theta)w^{(s'-3-d/2)\theta}\|_2 \lesssim \|n\|_{W^s_{2+\epsilon}(\mathbb{R}^d)}.
\]

Recall that \( n = n_\theta = N_\theta \), so that also \( m = m_\theta = M_\theta \), hence, in view of \( (s'-3-d/2)\theta = s \), we get the desired conclusion.

Notice, that the assumption \( \alpha_r \geq 1/2 \) was crucial to get \( \|M_z\|_2 \leq C_\alpha \|N_z\|_{L^2(\mathbb{R}^d,ds)} \) in the proof of Lemma 3.4.4. This was due to the fact that, in the case \( d > 2 \), \( \lambda \in \text{supp } N_z \subseteq A_{1/4,4} \) no longer implies that each \( \lambda_r \neq 0 \). In the full range of \( \alpha \)'s we can overcome this difficulty, but with different Sobolev condition.

**Lemma 3.4.5.** If we relax the conditions on \( \alpha_r \) in Lemma 3.4.4 by assuming that \( \alpha_r > -\frac{1}{2} \), then

\[
\|H(m)w^{s}\|_2 \leq C(s,\varepsilon, d, \alpha)\|n\|_{L^\infty_{2+\epsilon}(\mathbb{R}^d)}.
\]

**Proof.** We argue similarly to the proof of Lemma 3.4.4. Indeed, write \( n = h * G_{s+\varepsilon} \), where \( h \in L^\infty(\mathbb{R}^d) \). Since \( \text{supp } n \subset A_{1/2,2} \), one can prove that \( h \in L^2(\mathbb{R}^d) \) and \( \|h\|_{L^2(\mathbb{R}^d)} \leq C_{s+\epsilon}\|n\|_{L^\infty_{2+\epsilon}} \).

Set \( s' = (2s + \varepsilon)(6 + d)/2\varepsilon \), \( \theta = 2\varepsilon/(6 + d) \) and define

\[
N_z(\lambda) = \eta_0(\lambda) h * G_{s'+\varepsilon}/2(\lambda), \quad \lambda \in \mathbb{R}^d, \quad 0 \leq \text{Re } z \leq 1.
\]

Then for every \( z \in \hat{\Sigma} \) the function \( N_z(\lambda) \) is continuous and supported in \( A_{1/4,4} \). Let \( M_z(\lambda) = N_z(\lambda_1^2, \ldots, \lambda_d^2) \). Clearly, \( M_\theta = m \). Moreover, by (3.4.7),

\[
\|M_z\|_2 \lesssim \|M_z\|_{L^\infty} \lesssim \|N_z\|_{L^\infty(\mathbb{R}^d)} \lesssim \|h\|_{L^\infty(\mathbb{R}^d)} = \|n\|_{L^\infty_{2+\epsilon}(\mathbb{R}^d)}.
\]

We now use the new functions \( M_z \) to define a bounded holomorphic function \( F(z) \) by the formula (3.4.16). Obviously \( |F(z)| \lesssim \|n\|_{L^\infty_{2+\epsilon}} \) for \( \text{Re } z = 0 \). To estimate \( F(z) \) for \( \text{Re } z = 1 \)
we utilize Lemma 3.4.3 and obtain

\[ |F(z)| \leq \|H(M_2)w^{\delta - 3 - d/2}\|_2 \lesssim \|N_2\|_{W^s_2(\mathbb{R}^d)} \lesssim C_{\rho_0}\|h\|_{L^2(\mathbb{R}^d)} \lesssim \|n\|_{L^\infty_{s+\epsilon}(\mathbb{R}^d)}. \]

An application of the Phragmén-Lindelöf principle for \( z = \theta \) finishes the proof.

We will also need the following off-diagonal estimate (see [27, Lemma 2.7]).

**Lemma 3.4.6.** Assume that \( \alpha \in \mathbb{R}^d_+ \) and let \( \delta > 0 \). Then there is \( C_d > 0 \) such that for every \( y \in X \) and \( R, t > 0 \), we have

\[ \int_{|x-y| > R} |\tau^y(f_t)(x)| \, d\nu(x) \leq C_d(rt)^{-\delta}\|f\|_{L^1(X, w^\delta(x) d\nu(x))}. \]

**Proof.** By homogeneity it suffices to prove the lemma for \( t = 1 \). Let \( B \) be the left-hand side of the inequality from the lemma. If \( |x - y| > R \) then there is \( k \in \{1, \ldots, d\} \) such that \( |x_k - y_k| > R/\sqrt{d} \). Hence,

\[ B \leq \sum_{r=1}^d \int_{|x_r - y_r| > R/\sqrt{d}} \|\tau^y(f)(x)| \, d\nu(x) = \sum_{r=1}^d B_r. \]

It is known that the generalized translations can be also expressed as

\[ \tau^y f(x) = \int_{|x_1 - y_1|}^{x_1 + y_1} \ldots \int_{|x_d - y_d|}^{x_d + y_d} f(z_1, \ldots, z_d) \, dW_{x_1, y_1}(z_1) \ldots dW_{x_d, y_d}(z_d), \tag{3.4.17} \]

with \( W_{x_r, y_r} \) being a probability measure supported in \([|x_r - y_r|, x_r + y_r]\) (see [11]). Thus,

\[ B_r = \int_{|x_r - y_r| > R/\sqrt{d}} \int_{|x_1 - y_1|}^{x_1 + y_1} \ldots \int_{|x_d - y_d|}^{x_d + y_d} f(z_1, \ldots, z_d) \, dW_{x_1, y_1}(z_1) \ldots dW_{x_d, y_d}(z_d) \, d\nu(x). \]

Then, introducing the factor \( z_r^\delta z_r^{-\delta} \) to the inner integral in the above formula and denoting
3.4. Hörmander type multipliers for the Hankel transform

\( g(x) = |f(x)|x^\delta, \) we see that

\[
B_r \leq CR^{-\delta} \int_X \int_{|x_1-y_1|}^{x_1+y_1} \cdots \int_{|x_d-y_d|}^{x_d+y_d} g(z) \, dW_{x_1,y_1}(z_1) \cdots dW_{x_d,y_d}(z_d) \, d\nu(x)
\]

\[
\leq CR^{-\delta} \|\tau^y g\|_1 \leq CR^{-\delta} \|f\|_{L^1(X,w^\delta d\nu)},
\]

where in the last inequality we have used the fact that \( \tau^y \) is a contraction on \( L^1. \)

Let \( T_t(x, y) = \tau^y \mathcal{H}(e^{-t|x|^2})(x) \) be the integral kernels of the heat semigroup corresponding to \( L = \sum_{r=1}^d L_r. \) Clearly,

\[
T_t(x, y) = T_t^{(1)}(x_1, y_1) \cdots T_t^{(d)}(x_d, y_d),
\]

where \( T_t^{(r)}(x_r, y_r) \) is the one-dimensional heat kernel associated with the operator \( L_r. \)

**Lemma 3.4.7.** There is a constant \( C > 0 \) such that

\[
\int_X |T_t(x, y) - T_t(x, y')| \, d\nu(x) \leq C_{d,\alpha}|y - y'|, \quad y, y' \in X.
\]

**Proof.** The proof is a direct consequence of the one-dimensional result, see [39, Theorem 2.1], together with the equality

\[
\int_0^\infty T_t^{(r)}(x_r, y_r) \, d\nu_r(x_r) = 1, \quad r = 1, \ldots, d.
\]

We are now ready to prove Theorem 3.4.1. The scheme of the proof takes ideas from [47].

Assume that (3.4.10) holds for some \( \beta > Q/2. \) Fix \( \psi \in \mathcal{C}_c^\infty(A_{1/2,2}) \) satisfying (3.4.8). Let

\[
K(x, y) = \sum_{j \in \mathbb{Z}} K_j(x, y) = \sum_{j \in \mathbb{Z}} \tau^y \mathcal{H}(m_j)(x),
\]
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where

\[ m_j(\lambda) = \psi(2^{-j}(\lambda_1^2, \ldots, \lambda_d^2))m(\lambda) = (\psi(2^{-j}\cdot)n(\cdot))(\lambda_1^2, \ldots, \lambda_d^2). \]

To prove that \( T_m \) is indeed a Calderón-Zygmund operator associated with the kernel \( K(x, y) \) we need to verify that it satisfies the Hörmander integral condition, i.e.

\[
\sup_{y, y' \in X} \int_{|x-y|>2|y-y'|} |K(x, y) - K(x, y')| \, d\nu(x) < \infty, \tag{3.4.18}
\]

and the association condition

\[
T_m f(x) = \int_X K(x, y) f(y) \, d\nu(y) \tag{3.4.19}
\]

for compactly supported \( f \in L^\infty(X) \) such that \( x \notin \text{supp} \, f \).

We start by proving (3.4.18). It suffices to show that

\[
D_j(y, y') = \int_{|x-y|>2|y-y'|} |K_j(x, y) - K_j(x, y')| \, d\nu(x) \leq C_j := C(j, d, \alpha),
\]

with \( \sum_{j \in \mathbb{Z}} C_j < \infty \).

Let \( R = 2|y - y'| \) and assume first \( j > -2 \log_2 R \). Define

\[
\tilde{m}_j(\lambda) = m_j(2^{j/2}\lambda) = (\psi(\cdot)n(2^j\cdot))(\lambda_1^2, \ldots, \lambda_d^2).
\]

Note that \( \text{supp} (\psi(\cdot)n(2^j\cdot)) \subseteq A_{1/2, 2} \). From (3.4.5) we see that

\[
\mathcal{H}(m_j)(x) = 2^{jQ/2} \mathcal{H}(\tilde{m}_j)(2^{j/2}x) = (\mathcal{H}(\tilde{m}_j))_{2^{j/2}}(x).
\]

From Schwarz’s inequality, Lemma 3.4.4, and the assumption (3.4.10) we get

\[
\int_X |\mathcal{H}(\tilde{m}_j)| \omega^\delta \, d\nu \leq \left( \int_X |\mathcal{H}(\tilde{m}_j)|^2 \omega^{Q+4\delta} \, d\nu \right)^{1/2} \left( \int_X \omega^{-Q-2\delta} \, d\nu \right)^{1/2}
\]

\[
\lesssim C_\delta \|\psi(\cdot)n(2^j\cdot)\|_{W^{\delta}_2(T^d)} \lesssim C_\delta, \tag{3.4.20}
\]
for sufficiently small $\delta > 0$. Consequently, from Lemma 3.4.6 it follows that

\[
D_j(y, y') \lesssim \int_{|x-y|>R} |\tau^y(\mathcal{H}(\tilde{m}_j))|_{2j/2}(x) \, d\nu(x) + \int_{|x-y'|>R/2} |\tau^y(\mathcal{H}(\tilde{m}_j))|_{2j/2}(x) \, d\nu(x)
\]

\[
\lesssim (2^{j/2}R)^{-\delta} \int_X |\mathcal{H}(\tilde{m}_j)| w_\delta \, d\nu \lesssim C_\delta (2^{j/2}R)^{-\delta},
\]

so that $\sum_{j>-2\log_2 R} D_j(y, y') \leq C(\beta, d, \alpha)$.

Assume now $j \leq -2 \log_2 R$. Decompose $\tilde{m}_j(\lambda) = \tilde{\theta}_j(\lambda)e^{-|\lambda|^2}$, so that we have $\tilde{\theta}_j(\lambda) = (\psi(\cdot) \exp(1 + \ldots + d))n(2^{j/2} \lambda_1, \ldots, 2^{j/2} \lambda_d)$. Clearly, $\psi(\lambda)e^{\lambda_1 + \ldots + \lambda_d}$ is a $C^\infty_c$ function supported in $A_{1/2}$. Denote $\tilde{\Theta}_j(x) = \mathcal{H}(\tilde{\theta}_j)(x)$. Since $\mathcal{H}(m_j) = (\mathcal{H}(\tilde{m}_j))_{2j/2}$ and $\mathcal{H}(\tilde{m}_j) = \tilde{\Theta}_j \mathcal{H}(e^{-|\lambda|^2})$ (which is a consequence of (3.4.3)), by using (3.4.5), we get

\[
K_j(x, y) - K_j(x, y') = (\tau^{2j/2y} \mathcal{H}(\tilde{m}_j))_{2j/2}(x) - (\tau^{2j/2y'} \mathcal{H}(\tilde{m}_j))_{2j/2}(x)
\]

\[
= (\tilde{\Theta}_j)(T_1(\cdot, 2^{j/2}y) - T_1(\cdot, 2^{j/2}y')).
\]

Proving (3.4.20) with $\tilde{m}_j$ replaced by $\tilde{\theta}_j$ and $\delta = 0$ poses no difficulty. Hence, from Lemma 3.4.7 and (3.4.4) we obtain

\[
D_j(y, y') \leq \|\tilde{\Theta}_j\|_{1}\|T_1(\cdot, 2^{j/2}y) - T_1(\cdot, 2^{j/2}y')\|_1 \lesssim 2^{j/2}|y - y'|.
\]

Consequently, $\sum_{j>-2\log_2 R} D_j(y, y') \leq C(\beta, d, \alpha)$ and the proof of (3.4.18) is finished.

Now we turn to the proof of (3.4.19). Let $f \in L^\infty$ be a compactly supported function and $x \not\in \text{supp } f$. Then, there are $R_2 > R_1 > 0$ such that

\[
\int_X K_j(x, y)f(y) \, d\nu(y) = \int_{R_2>|x-y|>R_1} K_j(x, y)f(y) \, d\nu(y).
\]

Since $\tau^y(\mathcal{H}(m_j))(x) = \tau^x(\mathcal{H}(m_j))(y)$, proceeding as in the first part of the proof of (3.4.18) we can easily check that $\sum_{j>-2\log_2 R} |K_j(x, y)|$ is integrable over $\{y \in X : |x-y| >$
Hence, using the dominated convergence theorem (recall that $f \in L^\infty$),

$$\sum_{j > -2 \log_2 R} \int_X K_j(x, y) f(y) \, d\nu(y) = \int_X \sum_{j > -2 \log_2 R} K_j(x, y) f(y) \, d\nu(y).$$

(3.4.21)

From (3.4.3) it follows that

$$T_{m_j} f(x) = H(m_j) f(x) = \int_X K_j(x, y) f(y) \, d\nu(y),$$

(3.4.22)

with $T_{m_j}$ defined as in (3.4.6). Since the Hankel transform is an $L^2$-isometry, from the dominated convergence theorem we conclude that $\sum_{j > -2 \log_2 R} T_{m_j} f = T_{m[^\infty]} f$, where the sum converges in $L^2$ and $m[^\infty] = \sum_{j > -2 \log_2 R} m_j$. Hence, combining (3.4.21) and (3.4.22), we obtain

$$T_{m[^\infty]} f(x) = \int_X \sum_{j > -2 \log_2 R} K_j(x, y) f(y) \, d\nu(y),$$

for a.e. $x$ outside supp $f$.

The function $m[^0] = m - m[^\infty]$ is bounded and compactly supported. Consequently, from (3.4.3) we get $T_{m[^0]} f(x) = H(m[^0]) f(x)$. Moreover, we see that $\sum_{j \leq -2 \log_2 R} |m_j(\lambda)| \leq C|m(\lambda)| \leq C$. Hence, from (3.4.17) we conclude

$$\tau_y(Hm[^0])(x) = \sum_{j \leq -2 \log_2 R} \tau_y(Hm_j)(x),$$

so that

$$T_{m[^0]} f(x) = \int_X \sum_{j \leq -2 \log_2 R} K_j(x, y) f(y) \, d\nu(y).$$

Then $T_m f(x) = T_{m[^0]} f(x) + T_{m[^\infty]} f(x) = \int_X K(x, y) f(y) \, d\nu(y)$, as desired. The proof of Theorem 3.4.1 is thus finished.

Let us finally comment that the proof of Theorem 3.4.2 goes in the same way as that of Theorem 3.4.1. The only difference is that we use Lemma 3.4.5 instead of Lemma 3.4.4.
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We prove a Marcinkiewicz type multiplier theorem for the Dunkl transform in the setting of the reflection group $G$ isomorphic to $\mathbb{Z}_2^d$. The results presented in this section are taken from [106, Section 3]. As in the previous section we heavily rely here on the concrete translation structure associated with the Dunkl transform introduced below.

Consider the system of Dunkl operators,

$$T_r f(x) = T_r^{\alpha} f(x) = \partial_{x_r} f(x) + \alpha_r \frac{f(x) - f(\sigma_r x)}{x_r}, \quad f \in C^1(\mathbb{R}^d),$$

associated with the reflection group $G$ isomorphic to $\mathbb{Z}_2^d$. Here $\sigma_r x$ is the reflection of $x$ in the hyperplane orthogonal to $e_r$ (the $r$-th coordinate vector in $\mathbb{R}^d$), while the parameter $\alpha = (\alpha_1, \ldots, \alpha_d) \in [0, \infty)^d$. It is known, and in fact easily verifiable in our case, that $T_r, r = 1, \ldots, d$, commute. Moreover, they are anti-symmetric in $L^2(\mathbb{R}^d, \nu_{\alpha})$. The measure $\nu_{\alpha}$ is the one from the previous section, however this time regarded on $\mathbb{R}^d$, specifically, $\nu_{\alpha} = \nu_{\alpha_1} \otimes \cdots \otimes \nu_{\alpha_d}$, with $d\nu_{\alpha_r}(x_r) = |x_r|^{2\alpha_r} dx_r, r = 1, \ldots, d$.

Throughout this section we write briefly $L^p$, $\| \cdot \|_p$, and $\| \cdot \|_{p \rightarrow p}$ instead of $L^p(\mathbb{R}^d, \nu_{\alpha})$, $\| \cdot \|_{L^p(\mathbb{R}^d, \nu_{\alpha})}$, and $\| \cdot \|_{L^p(\mathbb{R}^d, \nu_{\alpha}) \rightarrow L^p(\mathbb{R}^d, \nu_{\alpha})}$, $1 \leq p \leq \infty$, respectively. By $\lesssim$ we indicate that the constant in the inequality is independent of significant quantities, however, not necessarily of $\alpha$ or $d$.

The Dunkl transform is defined by

$$D_{\alpha} f(x) = \frac{1}{c_{\alpha}} \int_{\mathbb{R}^d} E_{\alpha}(-ix, y) f(y) d\nu_{\alpha}(y) dy, \quad f \in \mathcal{S}(\mathbb{R}^d),$$

where

$$c_{\alpha} = \int_{\mathbb{R}^d} e^{-|x|^2/2} d\nu_{\alpha}(x) = 2^{-|\alpha|-d/2} \prod_{r=1}^d \frac{1}{\Gamma(\alpha_r + 1/2)},$$

while $E_{\alpha}(z, w)$, $z = (z_1, \ldots, z_d)$, $w = (w_1, \ldots, w_d)$, $z, w \in \mathbb{C}^d$, is the so called Dunkl kernel. Note that in the general setting of Dunkl operators $E_{\alpha}$ does not have an explicit expression.
In our case the Dunkl kernel has a product form $E_{\alpha}(z,w) = \prod_{r=1}^{d} E_{\alpha_r}(z_r,w_r)$, from which it follows that the Dunkl transform is a composition of one-dimensional Dunkl transforms acting on separate variables, i.e. $D_\alpha = D_{\alpha_1} \cdots D_{\alpha_d}$. Moreover, each one-dimensional Dunkl kernel $E_{\alpha_r}$ does have an explicit expression in terms of Bessel functions, see [76, p. 1604].

The operator $D_\alpha$ extends to an $L^2(\nu_\alpha)$ isometry such that

$$D_\alpha^{-1} f = D_\alpha(f^\vee), \quad f \in \mathcal{S}(\mathbb{R}^d),$$

(3.5.1)

where $f^\vee(x) = f(-x)$. We also have $D_\alpha(f(\sigma \cdot))(\cdot) = (D_\alpha f)(\sigma \cdot)$, $\sigma \in G$, i.e., the Dunkl transform commutes with the action of $G$.

In addition, $D_\alpha$ diagonalizes simultaneously the Dunkl operators $T_r$, i.e.

$$T_r D_\alpha f = -D_\alpha(iy_r f), \quad D_\alpha T_r f = ix_r D_\alpha f.$$

Therefore multivariate spectral multipliers for the Dunkl transform

$$\mathcal{T}_m^D f = \mathcal{T}_m f = D_\alpha^{-1} m D_\alpha f$$

(3.5.2)

coincide with the multivariate spectral multipliers for the system $(-iT_1, \ldots, -iT_d)$. Note that the particular choices of $m$, $m = m_r(x) = x_r/|x|$, $r = 1, \ldots, d$, lead to the Riesz-Dunkl transforms

$$R_r^D f = D_\alpha^{-1} m_r D_\alpha f.$$

(3.5.3)

In this section the smoothness requirement will be stated in terms of appropriate Sobolev space norms. For a vector $s = (s_1, \ldots, s_d) \in \mathbb{R}^d$ define the $L^2$ Sobolev (Euclidean) space with dominating mixed smoothness of order $s$, by

$$W_s = \{ f \in L^2(\mathbb{R}^d, dx) : \mathcal{F} f \in L^2(\mathbb{R}^d, w_{2s}(y) dy) \},$$
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with the norm

\[ \| f \|^2_{W^s} = \int_{\mathbb{R}^d} |\mathcal{F} f(y)w_s(y)|^2 dy, \]

where \( \mathcal{F} \) is the Fourier transform and \( w_s(y) = \prod_{r=1}^d (1 + y_r^2)^{s_r/2} \). The main theorem we prove in this section is Theorem 3.5.1. In the statement of this theorem, by \( \psi \) we denote a non-zero \( C^\infty_c([-2,-1/2] \cup [1/2,2]) \) function such that \( \sum_{l \in \mathbb{Z}} |\psi(2^{-l} \xi)|^2 = 1, \xi \neq 0 \). We also set \( \Psi(y_1,\ldots,y_d) = \psi(y_1)\cdots\psi(y_d) \).

**Theorem 3.5.1.** Let \( m \) be a bounded measurable function on \( \mathbb{R}^d \). If for some \( s > \alpha + \frac{1}{2} \)

\[ \|m\|_{W^s,\text{loc}} \equiv \sup_{j \in \mathbb{Z}^d} \|\Psi m(2^j_1 \xi_1,\ldots,2^j_d \xi_d)\|_{W^s} < \infty, \quad (3.5.4) \]

then the multiplier operator \( T^D_m \) defined by (3.5.2) is bounded on all the \( L^p \) spaces, \( 1 < p < \infty \).

**Remark 1.** The theorem is true if we replace \( \Psi \) by any non-zero function \( \Phi \in C^\infty(\mathbb{R}^d) \) supported in \( ([-2,-1/2] \cup [1/2,2])^d \) and such that

\[ \sum_{j \in \mathbb{Z}^d} |\Phi(2^{-j_1} \xi_1,\ldots,2^{-j_d} \xi_d)|^2 = C, \quad \xi \neq 0. \]

We consider \( \Psi \) having a tensor product structure because the proofs are simpler in this case.

**Remark 2.** It is perhaps worth mentioning that if \( \alpha = 0 \), then Theorem 3.5.1 coincides with the Marcinkiewicz multiplier theorem for the Fourier transform, with the sharp smoothness threshold.

In [6, Theorem 3.1] the authors obtained a one-dimensional version of Theorem 3.5.1 assuming \( m \) satisfies certain Hörmander’s type condition of integer order greater than \( \alpha + 1/2 \). It is not hard to verify that, for \( d = 1 \), their condition implies condition (3.5.4) of our Theorem 3.5.1. Thus, even in dimension \( d = 1 \) our result is a generalization of [6, Theorem 3.1]. In [91, Theorem 3] the author obtained a one-dimensional version of the Hörmander multiplier theorem for the Dunkl transform assuming Sobolev regularity of order
$\alpha + 1/2$. The difference between this result and Theorem 3.5.1 in $d = 1$ is that we allow the multiplier function $m$ to be more irregular near zero. Perhaps the simplest example of a function $m$ which fails to satisfy the assumption of [91, Theorem 3] but (trivially) satisfies our assumption (3.5.4) is $m(x) = \text{sgn}(x)$. We should also mention that some results for the (general) multipliers for the Dunkl transform were proved in [23, Theorem 3.1]. These however are obtained for radial multiplier functions $m$, whereas in our case $m$ does not need to be radial.

To prove Theorem 3.5.1 we need several lemmata. The lemma below is a variant of [76, Lemma 1.1], relating the Dunkl transform to the (modified) Hankel transform.

**Lemma 3.5.2 (cf. [76, Lemma 1.1]).** Let $d = 1$ and let $\mathcal{H}_\alpha$ be the (modified) Hankel transform as defined by (3.4.1) in the previous section. Then

$$D_\alpha f(x) = \mathcal{H}_\alpha(f_e)(|x|) - ix\mathcal{H}_{\alpha+1}\left(\frac{f_o}{y}\right)(|x|), \quad f \in \mathcal{S}(\mathbb{R}),$$

(3.5.5)

where $f_e$ is the even part, while $f_o$ is the odd part of $f$.

Using Lemma 3.5.2 we obtain a comparison of the norms on the $L^2$ Dunkl-Sobolev space with dominating mixed smoothness and $W_s$.

**Lemma 3.5.3.** Let $s \in \mathbb{R}_+$ and let $m_0 \in W_s$ be a bounded function supported in $([-2, -1/2] \cup [1/2, 2])^d$. Then

$$\|w_s D_\alpha^{-1} m_0\|_2 \leq C_s \|m_0\|_{W_s}.$$  

(3.5.6)

**Proof.** Recalling (3.5.1) we see that it is enough to prove a version of (3.5.6) with $D_\alpha^{-1}$ replaced by $D_\alpha$. Note that in our case the $d$-dimensional Dunkl transform is a composition of the one-dimensional transforms acting on separate variables. Therefore, since the weight $w_s$ has a product form it suffices to prove Lemma 3.5.3 in the one-dimensional case. From
we obtain

\[
\|w_s D_\alpha m_0\|_{L^2(\mathbb{R}, \nu_\alpha)} \leq \|w_s D_\alpha ((m_0)e)\|_{L^2(\mathbb{R}, \nu_\alpha)} + \|w_s D_\alpha ((m_0)o)\|_{L^2(\mathbb{R}, \nu_\alpha)}
\]

\[
= \sqrt{2} \left( \int_{\mathbb{R}^+} |w_s(x) H_\alpha((m_0)e)(x)|^2 d\nu_\alpha(x) \right)^{1/2}
\]

\[
+ \sqrt{2} \left( \int_{\mathbb{R}^+} |w_s(x) x H_{\alpha+1}((m_0)o)(x/y)|^2 d\nu_\alpha(x) \right)^{1/2}
\]

\[
= \sqrt{2} \left( \|w_s H_\alpha ((m_0)e)\|_{L^2(\mathbb{R}^+, \nu_\alpha)} + \|w_s H_{\alpha+1}((m_0)o)(x/y)\|_{L^2(\mathbb{R}^+, \nu_{\alpha+1})} \right).
\]

By using, for instance, \cite[Lemma 2.9]{27} the latter quantity is bounded by

\[
C_s'(\|m_0\|_{W_s} + \|(m_0)o)/y\|_{W_s}) \leq C_s(\|m_0\|_{W_s} + \|m_0/y\|_{W_s}).
\]

Since \( m \) is supported outside 0, we further have \( \|m_0/y\|_{W_s} \leq C_s\|m_0\|_{W_s} \), as desired. \( \square \)

The proof of Theorem 3.5.1 requires also using the translation/dilation structure connected with Dunkl operators. Let \( \tau^y, y \in \mathbb{R}^d \) be the \( d \)-dimensional generalized Dunkl translation\(^1\) given by \( \tau^y f(x) = \tau^{y_1} \cdots \tau^{y_d} f(x) \), see \cite{83} or \cite{100} Theorem 7.1. Each one-dimensional component of the generalized translation, \( \tau^s f(t) \), is in fact the translation \( \delta_{-s} * \delta_t(f) \) in the associated signed hypergroup on \( \mathbb{R} \). Moreover,

\[
\tau^s f(t) = \frac{1}{2} \int_{-1}^{1} f(\sqrt{t^2 + s^2 - 2stu}) \left( 1 + \frac{t-s}{\sqrt{t^2 + s^2 - 2stu}} \right) \Phi_{\alpha_r}(u) \, du
\]

\[
+ \frac{1}{2} \int_{-1}^{1} f(-\sqrt{t^2 + s^2 - 2stu}) \left( 1 - \frac{t-s}{\sqrt{t^2 + s^2 - 2stu}} \right) \Phi_{\alpha_r}(u) \, du,
\]

where \( \Phi_{\alpha_r}(u) = b_{\alpha_r} (1 + u)(1 - u^2)^{\alpha_r - 1} \). Here \( b_{\alpha_r} \) is a certain normalizing constant. Note that the formula (3.5.7) is in fact valid only for \( \alpha_r > 0 \). If some \( \alpha_r = 0 \) we end up with the usual translation, for which the properties stated in Lemmata 3.5.4 and 3.5.5 are trivial.

\(^1\)This notation coincides with the one for the Hankel translation from the previous section. Since neither of the two translations is used outside their respective sections, this collision of symbols should not cause any confusion.
Thus, in the proofs of those lemmata we assume $\alpha_r > 0$, $r = 1, \ldots, d$.

It is now convenient to introduce the following terminology, cf. [77, p. 6]. We say that a function on $\mathbb{R}^d$ is $\varepsilon$-symmetric, $\varepsilon \in \{0, 1\}^d$, if for each $r = 1, \ldots, d$, $f$ is either even or odd with respect to the $r$-th coordinate according to whether $\varepsilon_r = 0$ or $\varepsilon_r = 1$, respectively. In short, $f$ is $\varepsilon$-symmetric if and only if $f(\sigma_r x) = (-1)^{\varepsilon_r} f(x)$, $r = 1, \ldots, d$. Any function $f$ on $\mathbb{R}^d$ can be split into a sum of $\varepsilon$-symmetric functions $\varepsilon$, $f = \sum_{\varepsilon \in \{0, 1\}^d} f_{\varepsilon}$ in such a way that

$$\max_{\varepsilon \in \{0, 1\}^d} \|f_{\varepsilon}\|_p \leq \|f\|_p \leq \sum_{\varepsilon \in \{0, 1\}^d} \|f_{\varepsilon}\|_p, \quad f \in L^p.$$  \hspace{1cm} (3.5.8)

Note that in the case $d = 1$ the above procedure simply reduces to considering the even and odd parts of a function on $\mathbb{R}$.

We will also need the following modification of $\tau^y$. We set $\tau_{\varepsilon}^s t = \tau^s t$, if $\varepsilon_r = 0$ and

$$\tau_{\varepsilon}^s f(t) = b_{\alpha_r} \int_{-1}^{1} f(\sqrt{t^2 + s^2 - 2stu})(1 - u^2)^{\alpha_r - 1} du,$$

if $\varepsilon_r = 1$. Note that $\tau_1^s t$ is positivity preserving, contrary to the translation $\tau_0^s t = \tau^s t$ (which preserves positivity only on even functions). Now we define $\tau_y f(x) = \tau_{\varepsilon_1} y_1 \cdots \tau_{\varepsilon_d} y_d f(x)$. Observe that if a function $f_{\varepsilon}$ on $\mathbb{R}^d$ is $\varepsilon$-symmetric, then $|f_{\varepsilon}|^2$ is 0-symmetric and, consequently, $\tau_y (|f_{\varepsilon}|^2) \geq 0$.

**Lemma 3.5.4.** Let $f_{\varepsilon} \in \mathcal{S}(\mathbb{R}^d)$ be an $\varepsilon$-symmetric function, $\varepsilon \in \{0, 1\}^d$. Then

$$|\tau_y f_{\varepsilon}(x)|^2 \lesssim \tau_y (|f_{\varepsilon}|^2)(x).$$  \hspace{1cm} (3.5.9)

**Proof.** It suffices to prove the one-dimensional version of (3.5.9). Assume first that $f$ is even. Then from (3.5.7) it follows that $\tau^s f(t) = \int f(z) \Phi_{\alpha, s, t}(z) dz$, where for each $s, t$, $\Phi_{\alpha, s, t}$ is a probability density. Consequently,

$$|\tau^s f(t)|^2 = \left| \int f(z) \Phi_{\alpha, s, t}(z) dz \right|^2 \leq \int |f(z)|^2 \Phi_{\alpha, s, t}(z) dz = \tau^s (|f|^2)(t).$$
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Assume now that \( f \) is odd. Then, using (3.5.7) we have

\[
\tau^s f(t) = \int_{-1}^{1} f \left( \sqrt{t^2 + s^2 - 2stu} \right) \frac{t - s}{\sqrt{t^2 + s^2 - 2stu}} \Phi_\alpha(u) \, du.
\]

Observing that

\[
\frac{|t - s|}{\sqrt{t^2 + s^2 - 2stu}} \leq 2(1 + u)^{-1}, \quad t, s \in \mathbb{R}, \quad u \in (-1, 1),
\]

see [100, Theorem 7.7], we obtain \(|\tau^s f(t)| \leq \tau_1^s |f|(t) = \int |f(z)| \tilde{\Phi}_{\alpha, s, t} \, \Phi_\alpha(u) \, du \). Here \( \{\tilde{\Phi}_{\alpha, s, t}\}_{s,t} \) is a family of measures with uniformly bounded total variation. Consequently, \(|\tau^s f(t)|^2 \leq \tau_1^s |f|^2(t)\), as desired. \( \square \)

It is known that \( 3^{-1} \tau^y \) is a contraction on all the \( L^p \) spaces, \( 1 \leq p \leq \infty \). For any two suitable functions \( f, g \) define the Dunkl convolution \( f \ast g \) by

\[
f \ast g(x) = \int_{\mathbb{R}^d} f(y) \tau^x g^\vee(y) \, d\nu_\alpha(y).
\]

Then we have \( \|f \ast g\|_p \leq 3^d \|f\|_1 \|g\|_p \). Moreover, as in the Fourier or Hankel transform case, the Dunkl transform turns convolution into multiplication, i.e. \( D_\alpha(f \ast g) = D_\alpha f D_\alpha g \). For \( f \in L^1 \) and \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d_+ \) define the \( L^1 \)-dilation of \( f \) by

\[
(\delta_\lambda f)(x) = \lambda^{-2\alpha - 1} f(\lambda^{-1} x_1, \ldots, \lambda^{-1} x_d).
\]

Then \( D_\alpha(\delta_\lambda f)(x) = D_\alpha f(\lambda x) \).

Combining Lemmata 3.5.3 and 3.5.4 gives the following key lemma.

**Lemma 3.5.5.** Assume that \( \text{supp} m_0 \subseteq ([-1/2, 2] \cup [1/2, 2])^d \) and that \( m_0 \in W_s \) for some \( s > \alpha + \frac{1}{2} \). Fix \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d_+ \) and define

\[
T_\lambda f(x) = D_\alpha^{-1}(m_0(\lambda_1 \xi_1, \ldots, \lambda_d \xi_d) D_\alpha f(\xi))(x), \quad f \in \mathcal{S}(\mathbb{R}^d).
\]
Theorem

\[ |T_\lambda f(x)|^2 \leq C_{s,\alpha} \|m_0\|_{W_s}^2 \int_{\mathbb{R}^d} \tau_0^y \delta_\lambda(w_{-2s})(x) d\nu_\alpha(y), \]

where \( f = \sum_{\varepsilon \in \{0,1\}} f_\varepsilon \), with \( f_\varepsilon \) being the \( \varepsilon \)-symmetric part of \( f \).

Proof. We prove the lemma in the case \( d = 2 \). For \( d > 2 \) the proof is analogous. The operator \( T_\lambda f \) can be represented as a generalized convolution

\[ T_\lambda f(x) = D_\alpha^{-1}(m_0(\lambda_1, \lambda_2))(y) \tau_0^y f(x) d\nu_\alpha(y) \]

\[ = \int_{\mathbb{R}^2} \lambda^{-2\alpha-1} D_\alpha^{-1}(m_0)(\lambda_1 y_1, \lambda_2 y_2) \tau_0^y f(x) d\nu_\alpha(y). \]

Introducing the factor \( w_s(\lambda_1^{-1} y_1, \lambda_2^{-1} y_2) \times \tau_0^y \delta_\lambda(w_{-2s})(y) \) under the integral and applying Schwarz’s inequality together with the change of variable \((y_1, y_2) \rightarrow (\lambda_1^{-1} y_1, \lambda_2^{-1} y_2)\) we get

\[ |T_\lambda f(x)|^2 \leq \|w_s D_\alpha^{-1} m_0\|_{W_s}^2 \int_{\mathbb{R}^2} \tau_0^y f(x)^2 \delta_\lambda(w_{-2s})(y) d\nu_\alpha(y). \]

Using Lemmata 3.5.3 and 3.5.4 we obtain.

\[ |T_\lambda f(x)|^2 \leq C_{s,\alpha} \|m_0\|_{W_s}^2 \int_{\mathbb{R}^2} \tau_0^y f(x)^2 \delta_\lambda(w_{-2s})(y) d\nu_\alpha(y) \]

\[ \leq C_{s,\alpha} \|m_0\|_{W_s}^2 \sum_{\varepsilon \in \{0,1\}} \int_{\mathbb{R}^2} \tau_0^y (|f_\varepsilon|^2)(x) \delta_\lambda(w_{-2s})(y) d\nu_\alpha(y). \]

At this point, the product structures of the (modified) Dunkl convolution and the measure \( \nu_\alpha \) allow us to focus only on the one-dimensional situation. First, for \( f_e \), the even part of \( f \), we have

\[ \int_{\mathbb{R}} \tau_0^y (|f_e|^2)(x) \delta_\lambda(w_{-2s})(y) d\nu_\alpha(y) = \int_{\mathbb{R}} |f_e|^2(y) \tau_0^y \delta_\lambda(w_{-2s})(x) d\nu_\alpha(y), \]

as desired. Consider now \( f_o \), the odd part of \( f \). Let \( g \in L^1(\mathbb{R}, \nu_\alpha) \) be a radial (in our case
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An even function. Then, the change of variable \( y \to -y \), gives

\[
b_\alpha \int_{\mathbb{R}} g(y) \int_{-1}^{1} |f_o|^2(\sqrt{x^2 + y^2 - 2xyu}) u (1 - u^2)^{\alpha - 1} \, du \, dy = 0.
\]

Consequently,

\[
\int_{\mathbb{R}} g(y) \tau^y(|f_o|^2)(x) \, d\nu(x) = \int_{\mathbb{R}} g(y) b_\alpha \int_{-1}^{1} |f_o|^2(\sqrt{x^2 + y^2 - 2xyu})(1 + u) (1 - u^2)^{\alpha - 1} \, du \, dy
\]

\[
= \int_{\mathbb{R}} g(y) \tau^y(|f_o|^2)(x) \, d\nu(x).
\]

Taking \( g(y) = \delta_{\lambda}(w_{-2s})(y) \) we are done.

The next ingredient we need is a specific maximal function. For \( r = 1, \ldots, d \), let

\[
M_r f(x) = \sup_{\tau > 0} \left| \int_{\mathbb{R}} f(x_1, \ldots, x_{r-1}, y_r, x_{r+1}, \ldots, x_d) \tau^{x_r} \chi_{[-\tau, \tau]}(y_r) \, d\nu_{\alpha_r}(y) \right|
\]

i.e., \( M_r \) is the one-dimensional maximal function in the \( \mathbb{Z}_2 \) context (as studied in \[100\]), applied to \( f \) as a function of variable \( y_r \). Let \( M_P f(x) = M_1 \circ \cdots \circ M_d(|f|)(x) \). From the product structure of \( M_P \) and \[100\, Theorem 6.1\] (in the one-dimensional case) it follows that \( M_P \) is bounded on \( L^p \), \( 1 < p < \infty \). Moreover, the following is true.

**Lemma 3.5.6.** Let \( s > \alpha + 1/2 \), so that \( w_{-2s} \in L^1 \). Then, for a.e. \( x \in \mathbb{R}^d \),

\[
|\delta_{\lambda}(w_{-2s}) \ast h(x)| \leq C_s M_P(|h|)(x), \quad h \in L^p, \quad 1 \leq p < \infty
\]

with a constant \( C_s \) independent of \( \lambda \in \mathbb{R}^d_+ \).

**Proof.** Observe first that in the one-dimensional case \((3.5.10)\) is a consequence of \[100\, Theorem 7.5\] (here \( 2\lambda_k + 2 = 2\alpha + 1 \)). Indeed, if \( s > \alpha + 1/2 \), then taking \( \phi_0(|x|) = w_{-2s}(x) \) we see that all the assumptions of \[100\, Theorem 7.5\] are satisfied (note that due to a
slight misprint in the statement of [100, Theorem 7.5] we should actually assume that
\[ \int_0^\infty R^{2\lambda k+2}|\phi_0'(R)|dR < \infty, \] which is in fact precisely what we have).

In the multi-dimensional case we use the one-dimensional version together with the
product structure of the measure \( \nu_\alpha \), and the Dunkl translation and convolution.

The last component we need in order to prove Theorem 3.5.1 is a multivariate Littlewood-
Paley theory for the Dunkl transform expressed in the following.

**Theorem 3.5.7.** Fix \( 1 < p < \infty \) and let \( \psi \in C_c^\infty(\mathbb{R}) \) be a function supported in \([-4, -1/4] \cup [1/4, 4]\). Define \( S_j, j \in \mathbb{Z}^d \), by

\[ D_\alpha(S_j f)(y) = \psi(2^{-j_1}y_1) \cdots \psi(2^{-j_d}y_d)D_\alpha f(y). \]

Then

\[ \|f\|_p \lesssim \left( \sum_{j \in \mathbb{Z}^d} |S_j f|^2 \right)^{1/2} \lesssim \|f\|_p, \] (3.5.11)

where the left hand side of the above inequality holds under the additional assumption
\( \sum_{j_r \in \mathbb{Z}} |\psi(2^{-j_r}\xi)|^2 = C, \xi \neq 0. \)

**Proof (sketch).** For a moment let \( n \in \{1, \ldots, d\} \) be fixed. We claim that for \( f \in L^p(\mathbb{R}, \nu_\alpha) \), and arbitrary \( \varepsilon_{j_r} \in \{-1, 1\} \)

\[ \left\| \sum_{j_r \in \mathbb{Z}} \varepsilon_{j_r} S_{j_r} f \right\|_{L^p(\mathbb{R}, \nu_{\alpha_r})} \leq C_{p,\alpha_r} \|f\|_{L^p(\mathbb{R}, \nu_{\alpha})}, \] (3.5.12)

where \( D_{\alpha_r}(S_{j_r} f)(y_r) = \psi(2^{-j_r}y_r)D_{\alpha_r} f(y_r) \) and the constant \( C_{p,\alpha_r} \) is independent of \( \{\varepsilon_{j_r}\}_{j_r \in \mathbb{Z}} \). If (3.5.12) holds, then since \( S_j = S_{j_1} \cdots S_{j_d} \), the standard Rademacher function (Khintchine’s inequality) trick (see Lemma 2.3) together with Fubini’s theorem easily imply the right hand side of (3.5.11). Then, the left hand side follows by using the polarization method.

Coming back to (3.5.12) we observe that it is a consequence of [6, Theorem 3.1].

Note that in Theorem 3.5.7 we are interested in 'product' functions \( \Psi = \psi \otimes \cdots \otimes \psi \)
and multi-parameter dilations $\Psi(2^{-j_1}y_1, \ldots, 2^{-j_d}y_d)$, $j = (j_1, \ldots, j_d) \in \mathbb{Z}^d$. Therefore the results of [63], which assume that $\Psi$ is radial and deal with one-parameter dilations $\Psi(2^{-l}y)$, $l \in \mathbb{Z}$, are not applicable in our case.

Having collected Lemmata 3.5.5, 3.5.6 and Theorem 3.5.7 we proceed to the rather standard proof of Theorem 3.5.1.

**Proof of Theorem 3.5.1.** Once again, for simplicity, we take $d = 2$. In view of (3.5.8), with no loss of generality we may assume that $f$ is $\varepsilon$-symmetric, for some $\varepsilon \in \{0, 1\}^2$. By a density argument we can further restrict to $f \in \mathcal{S}(\mathbb{R}^d)$. Let $\psi$ be the function from Theorem 3.5.1 and set $D_\alpha(S_{j,k}f) = \psi(2^{-j}y_1)\psi(2^{-k}y_2)D_\alpha f(y_1, y_2)$. Let $\tilde{\psi}$ be a non-zero even $C_\infty^\infty(\mathbb{R})$ function supported in $[-4, -1/4] \cup [1/4, 4]$ and equal to 1 on $[-2, -1/2] \cup [1/2, 2]$. Defining

$$D_\alpha(\tilde{S}_{j,k}f)(y_1, y_2) = \tilde{\psi}(2^{-j}y_1)\tilde{\psi}(2^{-k}y_2)D_\alpha f(y_1, y_2)$$

we easily see that $S_{j,k}\tilde{S}_{j,k} = S_{j,k}$. Indeed, the operator $S_{j,k}$ is defined by means of the given function $\psi$, which is supported in $[-2, -1/2] \cup [1/2, 2]$. Now, from the left hand side of (3.5.11) applied to the family $\{S_{j,k}\}$

$$\|T_m f\|_p \lesssim \left( \sum_{j,k \in \mathbb{Z}} |S_{j,k} T_m f|^2 \right)^{1/2} \| \left( \sum_{j,k \in \mathbb{Z}} |S_{j,k} T_m \tilde{S}_{j,k} f|^2 \right)^{1/2} \|_p.$$

Let $g_{j,k} = \tilde{S}_{j,k} f$. Observe that $g_{j,k} \in \mathcal{S}(\mathbb{R}^d)$, $j, k \in \mathbb{Z}$. Moreover, $(g_{j,k})_\varepsilon = g_{j,k}$, i.e. $g_{j,k}$ is $\varepsilon$-symmetric. The latter is clear once we recall that $f$ is $\varepsilon$-symmetric, $\tilde{\psi} \otimes \tilde{\psi}$ is 0-symmetric and the Dunkl transform commutes with the action of $G$. Assume for a moment that $p > 2$ and let $1/(p/2) + 2/p = 1$. Then there exists $h \in L^{(p/2)'}(\nu_\alpha)$ with norm 1 such that

$$\left\| \left( \sum_{j,k \in \mathbb{Z}} |S_{j,k} T_m g_{j,k}|^2 \right)^{1/2} \right\|_p = \left( \sum_{j,k \in \mathbb{Z}} \int_{\mathbb{R}^2} |S_{j,k} T_m g_{j,k}(x)|^2 h(x) \, d\nu_\alpha(x) \right)^{1/2}.$$  

Since the multiplier associated with $S_{j,k} T_m$ is $\Psi(2^{-j}y_1, 2^{-k}y_2)m(y)$ and $g_{j,k}$ is an $\varepsilon$-symmetric...
function from $\mathcal{S}(\mathbb{R}^d)$, using Lemma 3.5.5 we have
\[
\int_{\mathbb{R}^2} |S_{j,k} T_m g_{j,k}(x)|^2 |h(x)| d\nu_\alpha(x) \leq \|m\|_{W_{s,loc}}^2 \int_{\mathbb{R}} \int_{\mathbb{R}} |g_{j,k}(y)|^2 \tau^y (\delta_{2^{-j,2^{-k}}} (w_{-2s}))(x) d\nu_\alpha(y) |h(x)| d\nu_\alpha(x).
\]
From the above inequality, using Fubini’s theorem and Lemma 3.5.6 we get
\[
\left( \sum_{j,k \in \mathbb{Z}} \int_{\mathbb{R}^2} |S_{j,k} T_m g_{j,k}(x)|^2 h(x) d\nu_\alpha(x) \right)^{1/2} \lesssim \left( \int_{\mathbb{R}} \sum_{j,k \in \mathbb{Z}} |g_{j,k}(y)|^2 |h| \tau_{2^{-j,2^{-k}}} (w_{-2s})(y) d\nu_\alpha(y) \right)^{1/2} \lesssim \left( \int_{\mathbb{R}} \sum_{j,k \in \mathbb{Z}} |g_{j,k}(y)|^2 M_P(h)(y) d\nu_\alpha(y) \right)^{1/2}.
\]
Hence, applying Hölder’s inequality together with the $L^p$ boundedness of $M_P$ we arrive at
\[
\|T_m f\|_p \lesssim \left\| \left( \sum_{j,k \in \mathbb{Z}} |S_{j,k} f|^2 \right)^{1/2} \right\|_p.
\]
Observing that, by Theorem 3.5.7 the family $\{S_{j,k}\}$ satisfies the right hand side inequality in (3.5.11) we get the desired conclusion. Now, for $1 < p < 2$, a duality argument completes the proof.

Finally, as a corollary of Theorem 3.5.1 and Lemma 3.5.2 we obtain the following Marcinkiewicz type multiplier theorem for the Hankel transform from Section 3.4. Note that Theorem 3.5.8 was proved earlier in [104, Appendix] without using the link with the Dunkl transform setting. Throughout the statement and proof of Theorem 3.5.8 by $\psi$ we denote a non-zero $C_c^\infty((0, \infty))$ function supported in $[1/2, 2]$ and such that $\sum_{t \in \mathbb{Z}} |\psi(2^{-t}\xi)|^2 = 1$, $\xi > 0$. We also set $\Psi(y_1, \ldots, y_d) = \psi(y_1) \cdots \psi(y_d)$. 
Theorem 3.5.8. Let $m$ be a bounded measurable function on $\mathbb{R}^d_+$. Assume that

$$\sup_{j \in \mathbb{Z}^d} \| \Psi m(2^{j_1}, \ldots, 2^{j_d} \cdot) \|_{W_s} < \infty, \quad (3.5.13)$$

for some $s > \alpha + \frac{1}{2}$. Then the multiplier operator for the Hankel transform $T^H_m$, given by (3.4.6), is bounded on all the $L^p(\mathbb{R}^d_+, \nu_\alpha)$ spaces, $1 < p < \infty$.

Proof. For a given $1 < p < \infty$ take a function $f \in L^2(\mathbb{R}^d_+, d\nu_\alpha) \cap L^p(\mathbb{R}^d_+, d\nu_\alpha)$. Consider the $0$-symmetric extensions of $f$, $m$, and $\Psi$, i.e. the functions $\tilde{f}$, $\tilde{m}$ and $\tilde{\Psi}$ on $\mathbb{R}^d$ satisfying the identities $\tilde{f}(x) = f(|x_1|, \ldots, |x_d|)$, $\tilde{m}(x) = m(|x_1|, \ldots, |x_d|)$ and $\tilde{\Psi}(x) = \psi(|x_1|) \cdots \psi(|x_d|)$, for $x \in \mathbb{R}^d$.

Then, the function $T^D_{\tilde{m}}(\tilde{f})$ is also $0$-symmetric, and from Lemma 3.5.2 it follows that $T^H_m(f)(x) = T^D_{\tilde{m}}(\tilde{f})(x)$, $x \in \mathbb{R}^d_+$. Now, it is not hard to verify that

$$C_{d,s}^{-1} \| \Psi m(2^{j_1}, \ldots, 2^{j_d} \cdot) \|_{W_s} \leq \| \tilde{\Psi} \tilde{m}(2^{j_1}, \ldots, 2^{j_d} \cdot) \|_{W_s} \leq C_{d,s} \| \Psi m(2^{j_1}, \ldots, 2^{j_d} \cdot) \|_{W_s}.$$

Thus, using the assumption (3.5.13) and Theorem 3.5.1 with $\tilde{m}$ and $\tilde{\Psi}$ in place of $m$ and $\Psi$, we obtain the boundedness of the operator $T^D_{\tilde{m}}$ on $L^p$. Consequently,

$$2^{d/p} \| T^H_m(f) \|_{L^p(\mathbb{R}^d_+, \nu_\alpha)} = \| T^D_{\tilde{m}}(\tilde{f}) \|_p \leq C_{p, \tilde{m}, \tilde{\Psi}} \| \tilde{f} \|_p \leq C_{p, m, \Psi} 2^{d/p} \| f \|_{L^p(\mathbb{R}^d_+, \nu_\alpha)},$$

and the proof is finished. \qed
Chapter 4

Systems of operators having $H^\infty$ functional calculus

In the present chapter we turn our attention to systems of operators which only have $H^\infty$ functional calculus.

In Section 4.1 using Theorem 2.1 and modifying the proof of Theorem 3.1.1 we prove a Marcinkiewicz type multiplier theorem, see Theorem 4.1.1. Then, in Section 4.2 we focus on particular examples of the Ornstein-Uhlenbeck and the Laguerre operators (in the setting of Laguerre polynomial expansions). Finally, in Section 4.3 we prove a fairly general multivariate holomorphic extension theorem, see Theorem 4.3.1. As an application of this theorem, in Corollary 4.3.2 we obtain some multivariate holomorphic extension properties for joint multipliers of the Ornstein-Uhlenbeck and the Laguerre operators.

4.1 A Marcinkiewicz type multiplier theorem

Consider a general system of self-adjoint non-negative strongly commuting operators $L = (L_1, \ldots, L_d)$ on some space $L^2(X, \nu)$. The assumptions of Section 1.3 are still in force. We also keep the short notation of Chapter 2 and Section 3.1 for the $L^p$ space, $L^p$ norm and $L^p$ operator norm. Recall that, for a Borel measurable function $m$ on $\mathbb{R}_+^d$, the multiplier
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operator \( m(L) \) is given by (1.3.1).

As a consequence of Cowling’s result, \cite[Corollary 1]{20}, for each \( 1 < p < \infty \) and \( r = 1, \ldots, d \), we have

\[
\| L^iv_r \|_{p \to p} \leq C_p (1 + |v|)^{4/[p-1]/2} \exp(\pi|1/p - 1/2||v|), \quad v \in \mathbb{R}, \quad (4.1.1)
\]

where the constant \( C_p \) is independent of the system \( L \).

On the other hand, if \( L \) is the self-adjoint extension of the \( d \)-dimensional Ornstein-Uhlenbeck operator, then from \cite[Theorem 3.5]{44} and \cite[Theorem 1.2]{60} it follows that, for every \( 1 < p < \infty \) and \( J > 1 \),

\[
C_{p,d}^{-1} e^{\phi_p^*[v]} \leq \|(L + I)^iv_r \|_{p \to p} \leq C_{p,d,J} (1 + |v|)^{J} e^{\phi_p^*[v]}, \quad v \in \mathbb{R}, \quad (4.1.2)
\]

where \( \phi_p^* = \arcsin |2/p - 1| \). Note that the left hand side inequality above implies that the operator \( L + I \) cannot have a Marcinkiewicz functional calculus. Since \( \phi_p^* < \pi|1/p - 1/2| \), the right hand side inequality in (4.1.2) shows that the bound (4.1.1) can be improved for particular operators satisfying the assumptions of Section 1.3 even when they do not have a Marcinkiewicz functional calculus.

Throughout this section we assume that there exist \( \theta = (\theta_1, \ldots, \theta_d) \in [0, \infty)^d \) and, for each \( 1 < p < \infty \), \( \phi_p = (\phi_p^1, \ldots, \phi_p^d) \in (0, \pi/2)^d \), such that

\[
\| L^iv_r \|_{p \to p} \leq C(p, \Lambda_r)(1 + |v|)^{\theta_r |1/p-1/2|} \exp(\phi_r^*[v]), \quad v \in \mathbb{R}, \quad r = 1, \ldots, d. \quad (4.1.3)
\]

In view of \cite[Section 5]{20}, for each fixed \( r = 1, \ldots, d \), the condition (4.1.3) is equivalent to the fact that the operator \( L_r \) has an \( H^\infty \) functional calculus in a sector slightly larger than

\footnote{Carbonaro and Dragičević \cite{12} have recently shown that a dimension free bound close to the right hand side of (4.1.2) holds for all non-negative self-adjoint operators \( L_r \) which satisfy (CTR).}
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Moreover, (4.1.3) clearly implies that for each $1 < p < \infty$

$$\|L^u\|_{p \to p} \leq C(p, L) \prod_{r=1}^{d} (1 + |u_r|)^{\theta_r |1/p - 1/2|} \exp(\theta_r |u_r|), \quad u = (u_1, \ldots, u_d) \in \mathbb{R}^d. \quad (4.1.4)$$

As in Section 3.1, we write the constants $C(p, L_r)$ in (4.1.3) and $C(p, L)$ in (4.1.4) in the calligraphic font because we need to keep track of them in Theorem 4.1.1.

In order to state the main result of this section we need some more notation. For a function $m: S_{\phi_p} \to \mathbb{C}, \phi_p = (\phi^1_p, \ldots, \phi^d_p)$, and $\varepsilon \in \{-1, 1\}^d$, set

$$m(e^{i\varepsilon \phi_p} \lambda) = m(e^{i\varepsilon_1 \phi^1_p \lambda_1}, \ldots, e^{i\varepsilon_d \phi^d_p \lambda_d}), \quad \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d.$$  

Note that by (multivariate) Fatou’s theorem, every $m \in H^\infty(S_{\phi_p})$ admits a non-tangential limit a.e. on the boundary of $S_{\phi_p}$. Slightly abusing the notation we continue writing $m$ for this extension.

The main result of this section, Theorem 4.1.1, is close to a previous result of Albrecht et al. [2, Theorem 5.4]. The difference is that we assume less on the multiplier function $m$ (it does not need to be holomorphic in a larger polysector), but more on the operators $L_r, r = 1, \ldots, d$ (they are contractions on all $L^p$ spaces). Theorem 4.1.1 is also a multivariate generalization of a result of García-Cuerva’s et al., [34, Theorem 2.2]. Recall that the operators $L_r, r = 1, \ldots, d$, satisfy all the assumptions of Section 1.3, $m(L)$ is defined by (1.3.1), while $\theta = (\theta_1, \ldots, \theta_d)$ appears in (4.1.4).

**Theorem 4.1.1.** Let $1 < p < \infty$ be given. Assume $m \in H^\infty(S_{\phi_p})$ is such that the boundary value functions $m(e^{i\varepsilon \phi_p} \lambda), \varepsilon \in \{-1, 1\}^d$, satisfy the Marcinkiewicz condition (M) of some order $\rho > |1/p - 1/2| \theta + 1$. Then the multiplier operator $m(L)$ is bounded on $L^p$ and

$$\|m(L)\|_{p \to p} \leq C_{p,d} C(p, L) \max_{\varepsilon \in \{-1, 1\}^d} \|m(e^{i\varepsilon \phi_p} \cdot)\|_{\text{Mar},p}.$$  

**Proof.** The proof is a multivariate modification of the proof of [34 Theorem 2.2] (cf. also
the proof of [105, Theorem 4.2]). We shall demonstrate that $m$ satisfies the assumption (2.1) from Theorem 2.1. Clearly, it is enough to obtain, for some $N \in \mathbb{N}$, $N > \rho$, the uniform in $u = (u_1, \ldots, u_d) \in \mathbb{R}^d$ bound

$$\sup_{t \in \mathbb{R}_+^d} |\mathcal{M}(m_{N,t})(u)| \leq C_{N,d} \prod_{r=1}^d (1 + |u_r|)^{-p_r[1/p-1/2]} \exp(-\phi_p^r |u_r|)) \max_{\varepsilon \in \{-1,1\}^d} \|m(e^{i\varepsilon \varphi_p})\|_{\text{Mar},\rho}.$$  \hspace{1cm} (4.1.5)

We focus on proving (4.1.5). Defining $\mathbb{R}^d_\varepsilon = \{x \in \mathbb{R}^d : \varepsilon_r x_r \geq 0, r = 1, \ldots, d\}$, with $\varepsilon \in \{-1,1\}^d$, we see that it suffices to obtain (4.1.5) separately on each $\mathbb{R}^d_\varepsilon$. Observe that, for each fixed $N \in \mathbb{N}$, $t \in \mathbb{R}^d_+$ and $u \in \mathbb{R}^d$,

$$S_{\varphi_p} \ni z \mapsto m_{N,t}(z) z^{-iu-1} = t^N \lambda^{N-1} \exp(-2^{-1}(z,t))m(z)$$

is a bounded holomorphic function on $S_{\varphi_p}$, which is rapidly (exponentially) decreasing when $\text{Re}(z_r) \to \infty$, $r = 1, \ldots, d$. Thus, for each $\varepsilon \in \{-1,1\}^d$, we can use (multivariate) Cauchy’s integral formula to change the path of integration in the integral defining $\mathcal{M}(m_{N,t})(u)$ to the poly-ray $\{(e^{i\varepsilon_1 \varphi^1_{\rho} \lambda_1}, \ldots, e^{i\varepsilon_d \varphi^d_{\rho} \lambda_d}) : \lambda \in \mathbb{R}^d_+\}$. Then we obtain

$$e^{-u,(\varepsilon \varphi_p)} \mathcal{M}(m_{N,t})(u) = e^{i(N,(\varepsilon \varphi_p))} \int_{\mathbb{R}^d_+} t^N \lambda^N \exp(-2^{-1}(e^{i\varepsilon_1 \varphi^1_{\rho} t_1}, \ldots, e^{i\varepsilon_d \varphi^d_{\rho} t_d}, \lambda))m(e^{i\varepsilon \varphi_p} \lambda) \lambda^{-iu} d\lambda, \hspace{1cm} (4.1.6)$$

where $\varepsilon \varphi_p = (\varepsilon_1 \varphi^1_{\rho}, \ldots, \varepsilon_d \varphi^d_{\rho})$. Using (4.1.6), we can essentially repeat the proof of Theorem 3.1 (cf. (3.1.4)) with $m$ replaced by $m(e^{i\varepsilon \varphi_p})$, thus proving (4.1.5) for $-u \in \mathbb{R}^d_\varepsilon$. \hspace{1cm} □

**Remark.** From (multivariate) Cauchy’s integral formula we see that if $m \in H^\infty(S_{\varphi_p})$, for some $\varphi_p = (\varphi^1_{\rho}, \ldots, \varphi^d_{\rho}) > \varphi_p$, then $\|m(e^{i\varepsilon \varphi_p})\|_{\text{Mar},\rho} \leq C(\rho, \varepsilon, \varphi_p)\|m\|_{H^\infty(S_{\varphi_p})}$, for arbitrary

4.1. A Marcinkiewicz type multiplier theorem

70
4.2. Examples of systems with $H^\infty$ joint functional calculus

$\rho \in \mathbb{N}^d$. Consequently, we have

$$\|m(L)\|_{p\to p} \leq C_{p,d} C(p, L) \|m\|_{H^\infty(S_{\varphi_p})}.$$ 

By referring to (4.1.1) instead of (4.1.3) we also obtain the following seemingly weaker corollary. The applicability of Corollary 4.1.2 lies in the fact that it is independent of the particular choice of the system of operators $L = (L_1, \ldots, L_d)$, as long as it satisfies all the assumptions of Section 1.3.

**Corollary 4.1.2.** Let $1 < p < \infty$ be given and take $\varphi_p > \pi|1/p - 1/2|1$. If $m \in H^\infty(S_{\varphi_p})$, then the operator $m(L)$ is bounded on $L^p$ and

$$\|m(L)\|_{p\to p} \leq C_{p,d} \|m\|_{H^\infty(S_{\varphi_p})}.$$ 

Moreover, the constant $C_{p,d}$ is independent of the particular system $L$ we consider.

**Proof.** We just need to use the Remark following the proof of Theorem 4.1.1 and (4.1.1) instead of (4.1.3). The crucial fact is that the constant $C_p$ in (4.1.1) does not depend on the operator $L_r$, $r = 1, \ldots, d$. 

**Remark.** The corollary can be also deduced from a variant of [2, Theorem 5.4] (with $d$ operators) combined with [19, Theorem 3].

4.2 Examples of systems with $H^\infty$ joint functional calculus

We present two particular examples of systems of operators which are known to have only an $H^\infty$ functional calculus. The results from this section are contained in [105].

The first of these systems is that of the one-dimensional Ornstein-Uhlenbeck operators on $L^2(\mathbb{R}^d, \gamma)$, where $\gamma(x) = \pi^{-d/2}e^{-|x|^2}$. The operators $\mathcal{L}_r$ are given by

$$\mathcal{L}_r = -\frac{1}{2} \frac{\partial^2}{\partial x_r^2} + x_r \frac{\partial}{\partial x_r}, \quad r = 1, \ldots, d.$$
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Then, for each $r = 1, \ldots, d$, the operator $L_r$ is symmetric and non-negative on $C_c^\infty(\mathbb{R}^d)$, with respect to the inner product on $L^2(\mathbb{R}, \gamma_r)$; here $\gamma_r$ is the Gaussian probability measure $\gamma_r(x_r) = \pi^{-1/2}e^{-x_r^2}$.

Moreover, the classical one-dimensional Hermite polynomials $H_{k_r}$ in the variable $x_r$, see [97], are eigenfunctions of $L_r$ corresponding to the eigenvalues $k_r \in \mathbb{N}_0$, i.e. $L_r H_{k_r} = k_r H_{k_r}$. Then, for each $r = 1, \ldots, d$, a standard procedure allows us to consider a self-adjoint extension of $L_r$ (still denoted by the same symbol) defined by

$$L_r f(x_r) = \sum_{k_r = 0}^\infty k_r \langle f, \tilde{H}_{k_r} \rangle_{L^2(\mathbb{R}, \gamma_r)} \tilde{H}_{k_r}(x_r),$$

on the usual domain

$$\text{Dom}(L_r) = \{ f \in L^2(\mathbb{R}, \gamma_r) : \sum_{k_r = 0}^\infty k_r^2 |\langle f, \tilde{H}_{k_r} \rangle_{L^2(\mathbb{R}, \gamma_r)}|^2 < \infty \}.$$ 

Here $\tilde{H}_{k_r} = \tilde{H}_{k_1} \otimes \cdots \otimes \tilde{H}_{k_d}$. The operator given by (4.2.1) is self-adjoint on the domain

$$\text{Dom}(L_r) = \{ f \in L^2(\mathbb{R}^d, \gamma) : \sum_{k \in \mathbb{N}_0^d} k_r^2 |\langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)}|^2 < \infty \}.$$ 

Moreover, $(L_1, \ldots, L_d)$ is a system of strongly commuting self-adjoint operators on $L^2(\mathbb{R}^d, \gamma)$. 

In this case, for $m: \mathbb{N}_0^d \to \mathbb{C}$, the joint spectral multiplier operator defined by (1.3.1) is

$$m(\mathcal{L}_1, \ldots, \mathcal{L}_d)f = \sum_{k \in \mathbb{N}_0^d} m(k_1, \ldots, k_d) \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k, \quad f \in L^2(\mathbb{R}^d, \gamma). \quad (4.2.2)$$

It is known that the operators $\mathcal{L}_r$, $r = 1, \ldots, d$, do not have a Marcinkiewicz functional calculus. This can be seen as a consequence of a holomorphic extension theorem, see [44, Theorem 3.5]. Another way to justify this fact is to refer to the lower bound

$$e^{\phi_p^*|u|} \leq C_p \|(\mathcal{L}_{r,+})^{iu_r}\|_{L^p(\mathbb{R}_r, \gamma) \to L^p(\mathbb{R}_r, \gamma)}, \quad u_r \in \mathbb{R}, \quad (4.2.3)$$

where

$$\phi_p^* = \arcsin |2/p - 1|, \quad (4.2.4)$$

while $\mathcal{L}_{r,+}$ is given by (4.2.2) with $m(k) = m_r(k) = k_r \chi_{\{k_r \in \mathbb{N}\}}$, $r = 1, \ldots, d$. The bound (4.2.3) is implicit in [34] and restated in [60, p. 448].

For the system $(\mathcal{L}_1, \ldots, \mathcal{L}_d)$ we have the following multivariate multiplier theorem, which is a generalization of [34, Theorem 1] and, to some extent, [60, Theorem 1.2].

**Theorem 4.2.1.** Assume that $m \in H^\infty(\mathbb{S}_{\phi_p^*})$, for some $p \in (1, \infty) \setminus \{2\}$. Assume also that the boundary value functions $\mathbb{R}^d_+ \ni \lambda \mapsto m(e^{ie\phi_p^*} \lambda), \varepsilon = (\varepsilon_1, \ldots, \varepsilon_d) \in \{-1, 1\}^d$, satisfy the $d$-dimensional Marcinkiewicz condition (M) of some order $\rho > 1$, and that all the lower dimensional operators $m(\omega_1 \mathcal{L}_1, \ldots, \omega_d \mathcal{L}_d)$ with $\omega = (\omega_1, \ldots, \omega_d) \in \{0, 1\}^d$, $\omega \neq 1$, are bounded on $L^p(\mathbb{R}^d, \gamma)$. Then $m(\mathcal{L}_1, \ldots, \mathcal{L}_d)$ is bounded on $L^p(\mathbb{R}^d, \gamma)$.

**Remark.** There are several ways to ensure the $L^p$ boundedness of the lower dimensional operators. One is to assume that $m$ is continuous on $[0, \infty)^d$. Another is to assume that it satisfies appropriate lower dimensional Marcinkiewicz conditions of some orders greater than 1. The sufficiency of the continuity condition is indicated in the proof of Theorem 4.2.1. To see that satisfying lower dimensional Marcinkiewicz conditions is enough, one needs to use an easy inductive argument.
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Proof of Theorem 4.2.1. Let $1 < p < \infty$ be fixed. We start by showing that the bound

$$
\| (L_r + \delta I)^{iu_r} \|_{L^p(\mathbb{R},\gamma_r) \rightarrow L^p(\mathbb{R},\gamma_r)} \leq C_p e^{\varepsilon_{r,0} |u_r|}, \quad u_r \in \mathbb{R},
$$

(4.2.5)

holds uniformly in $\delta > 0$.

Applying the case $d = 1$ of [60, Theorem 4.3] with $b = 0$ we see that the lower bound in (4.2.3) is in fact sharp, i.e. we have

$$
\| (L_r^{+} + \delta I)^{iu_r} \|_{L^p(\mathbb{R},\gamma_r) \rightarrow L^p(\mathbb{R},\gamma_r)} \leq C_p e^{\varepsilon_{r,0} |u_r|}, \quad u_r \in \mathbb{R}.
$$

(4.2.6)

For each $r = 1, \ldots, d$, let $P_0^r f(x) = \langle f, \tilde{H}_0 \rangle_{L^2(\mathbb{R},\gamma_r)} \tilde{H}_0(x_r)$ (that is $P_0^r$ is the projection onto the subspace spanned by $\tilde{H}_0$ applied to $f$ as a function of the variable $x_r$) and let $P_1^r = I - P_0^r$ (that is $P_1^r$ is the projection onto the subspace spanned by $\{\tilde{H}_{k_r}\}_{k_r \in \mathbb{N}}$). Then, from the definition of $L_{r,+}$ it follows that $L_{r,+} = L_r P_1^r$, and consequently,

$$
(L_r + \delta I)^{iu_r} = (L_r + \delta I)^{iu_r} P_1^r + \delta^{iu_r} P_0^r = (L_{r,+} + \delta I)^{iu_r} P_1^r + \delta^{iu_r} P_0^r.
$$

Hence, recalling (4.2.6) and applying [82, Theorem 3], together with the boundedness on $L^p(\mathbb{R},\gamma_r)$ of the projections $P_\omega^r$, $\omega_r \in \{0,1\}$, we obtain the desired bound (4.2.5).

Now, from Theorem 4.1.1 together with (4.2.5), we see that under our assumptions on $m$ the operator $m(L_1 + \delta, \ldots, L_d + \delta)$ is bounded on $L^p(\mathbb{R}^d,\gamma)$. Moreover,

$$
\| m(L_1 + \delta, \ldots, L_d + \delta) \|_{L^p(\mathbb{R}^d,\gamma) \rightarrow L^p(\mathbb{R}^d,\gamma)} \leq C(p, d, m),
$$

(4.2.7)

independently of $\delta > 0$.

Note that, if we additionally assume that $m$ is continuous on $[0, \infty)^d$, then

$$
\lim_{\delta \to 0^+} m(L_1 + \delta, \ldots, L_d + \delta) f = m(L_1, \ldots, L_d) f, \quad f \in L^2(\mathbb{R}^d,\gamma),
$$
strongly in $L^2(\mathbb{R}^d, \gamma)$. Hence, (4.2.7) together with a density argument give the boundedness of $m(\mathcal{L}_1, \ldots, \mathcal{L}_d)$. In particular, using the fact that each $\mathcal{L}_r$, $r = 1, \ldots, d$, vanishes on functions not depending on the $r$-th variable, we can also obtain the boundedness of all the lower dimensional operators.

In the general case we proceed as follows. Since the projections $\mathcal{P}_r^\omega$, $r = 1, \ldots, d$, are bounded on $L^p(\mathbb{R}^d, \gamma)$, the same is true for the operator $\mathcal{P}_1^1 \cdots \mathcal{P}_d^d$. Consequently, from (4.2.7) it follows that

$$\|m(\mathcal{L}_1 + \delta, \ldots, \mathcal{L}_d + \delta)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f\|_{L^p(\mathbb{R}^d, \gamma) \to L^p(\mathbb{R}^d, \gamma)} \leq C(p, d, m). \quad (4.2.8)$$

Observe now that

$$m(\mathcal{L}_1 + \delta, \ldots, \mathcal{L}_d + \delta)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f = \sum_{k \in \mathbb{N}^d} m(k + \delta) \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k,$$

$$m(\mathcal{L}_1, \ldots, \mathcal{L}_d)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f = \sum_{k \in \mathbb{N}^d} m(k) \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k.$$

Since $m$ is continuous and bounded on $\mathbb{R}^d$, we have

$$\lim_{\delta \to 0^+} m(\mathcal{L}_1 + \delta, \ldots, \mathcal{L}_d + \delta)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f = m(\mathcal{L})\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f, \quad f \in L^2(\mathbb{R}^d, \gamma),$$

strongly in $L^2(\mathbb{R}^d, \gamma)$. Now, from the above equality and (4.2.8) we conclude that

$$\|m(\mathcal{L}_1, \ldots, \mathcal{L}_d)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d f\|_{L^p(\mathbb{R}^d, \gamma) \to L^p(\mathbb{R}^d, \gamma)} \leq C(p, d, m)\|f\|_{L^p(\mathbb{R}^d, \gamma)}.$$

Using the decomposition $I = \mathcal{P}_1^1 \cdots \mathcal{P}_d^d + \sum_{\omega \in \{0,1\}^d, \omega \neq 1} \mathcal{P}_{\omega_1}^1 \cdots \mathcal{P}_{\omega_d}^d$, we see that

$$m(\mathcal{L}_1, \ldots, \mathcal{L}_d) = m(\mathcal{L}_1, \ldots, \mathcal{L}_d)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d + \sum_{\omega \in \{0,1\}^d, \omega \neq 1} m(\omega_1 \mathcal{L}_1, \ldots, \omega_d \mathcal{L}_d)\mathcal{P}_{\omega_1}^1 \cdots \mathcal{P}_{\omega_d}^d$$

$$= m(\mathcal{L}_1, \ldots, \mathcal{L}_d)\mathcal{P}_1^1 \cdots \mathcal{P}_d^d + \text{lower dimensional operators.}$$
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Since the projections $P_{\omega_1}^1 \cdots P_{\omega_d}^d$ are bounded on all $L^p(\mathbb{R}^d, \gamma)$, $1 < p < \infty$, it follows that $m(\mathcal{L}_1, \ldots, \mathcal{L}_d)$ is indeed bounded under the imposed assumptions.

The other system of operators considered in this section consists of the one-dimensional Laguerre operators. These are defined by

$$L_{\alpha r} = -x_r \frac{\partial^2}{\partial x_r^2} + \left( \alpha_r + 1 - x_r \right) \frac{\partial}{\partial x_r}, \quad r = 1, \ldots, d.$$ 

The Laguerre operators are symmetric on $C_0^\infty(\mathbb{R}^d_+)$, with respect to the inner product in $L^2(\mathbb{R}^d_+, \mu_{\alpha r}^+)$; where, for $\alpha_r > -1$

$$d\mu_{\alpha r}^+(x_r) = \frac{x_r^{\alpha_r} e^{-x_r}}{\Gamma(\alpha_r + 1)} dx_r, \quad x_r > 0, \quad r = 1, \ldots, d.$$ 

Additionally, the classical one-dimensional Laguerre polynomials $L_{k_r}^\alpha$ in the variable $x_r$, see [97], are eigenfunctions of $L_{\alpha r}^r$ corresponding to the eigenvalues $k_r \in \mathbb{N}_0$, i.e. $L_{\alpha r}^r L_{k_r}^\alpha = k_r L_{k_r}^\alpha$. Then, as in the case of the system of Ornstein-Uhlenbeck operators, for each $r = 1, \ldots, d$, a standard argument allows us to consider a self-adjoint extension of $L_{\alpha r}^r$ given by

$$L_{\alpha r}^r f(x_r) = \sum_{k_r=0}^\infty k_r \langle f, \tilde{L}_{k_r}^r \rangle L_{k_r}^\alpha(x_r), \quad (4.2.9)$$

on the domain

$$\text{Dom}(L_{\alpha r}^r) = \{ f \in L^2(\mathbb{R}^d_+, \mu_{\alpha r}^+) : \sum_{k_r=0}^\infty k_r^2 |\langle f, \tilde{L}_{k_r}^r \rangle L_{k_r}^\alpha|^2 < \infty \}.$$ 

Here by $\tilde{L}_{k_r}^\alpha = \| L_{k_r}^\alpha \|_{L^2(\mathbb{R}^d_+, \mu_{\alpha r}^+)}^{-1} L_{k_r}^\alpha$ we denote the $L^2(\mathbb{R}^d_+, \mu_{\alpha r}^+)$ normalized one-dimensional Laguerre polynomial of degree $k_r$ and order $\alpha_r$ in the $x_r$ variable.

A tensor product reasoning, similar to the one presented in the first part of this section for the system of Ornstein-Uhlenbeck operators $\mathcal{L}_r$, leads us to define the joint spectral
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multipliers $m(\mathcal{L}^\alpha)$ of the system $\mathcal{L}^\alpha = (\mathcal{L}_{1}^{\alpha_1}, \ldots, \mathcal{L}_{d}^{\alpha_d})$, $\alpha = (\alpha_1, \ldots, \alpha_d)$, as

$$m(\mathcal{L}^\alpha)f = \sum_{k \in \mathbb{N}_0^d} m(k_1, \ldots, k_d) \langle f, \hat{\mathcal{L}}_{k}^\alpha \rangle_{L^2(\mathbb{R}_+^d, \mu_\alpha)} \tilde{\mathcal{L}}_{k}^\alpha, \quad f \in L^2(\mathbb{R}_+^d, \mu_\alpha). \quad (4.2.10)$$

Here $m$ is a function on $\mathbb{N}_0^d$ and $\mu_\alpha = \mu_1^{\alpha_1} \otimes \cdots \otimes \mu_d^{\alpha_d}$, $\hat{\mathcal{L}}_k = \tilde{\mathcal{L}}_{k_1}^\alpha \otimes \cdots \otimes \tilde{\mathcal{L}}_{k_d}^\alpha$.

Just as the Ornstein-Uhlenbeck operators, the Laguerre operators $\mathcal{L}_{r}^{\alpha_r}$, $r = 1, \ldots, d$, also do not have a Marcinkiewicz functional calculus. This can be easily deduced from [86, Theorem 2].

The counterpart of Theorem 4.2.1 for the Laguerre system is Theorem 4.2.2. This theorem is to some extent a multivariate generalization of [86, Theorem 1].

**Theorem 4.2.2.** Fix a parameter $\alpha \in [0, \infty)^d$. Assume that $m \in H^\infty(S_{\phi_r^*})$, for some $p \in (1, \infty) \setminus \{2\}$. Assume also that the boundary value functions $\mathbb{R}_+^d \ni \lambda \mapsto m(e^{i\phi_r^*} \lambda)$, $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_d) \in \{-1, 1\}^d$, satisfy the $d$-dimensional Marcinkiewicz condition $[\mathbb{M}]$ of some order $\rho > 3$, and that all the lower dimensional operators $m(\omega_1 \mathcal{L}_{1}^{\alpha_1}, \ldots, \omega_d \mathcal{L}_{d}^{\alpha_d})$ with $\omega = (\omega_1, \ldots, \omega_d) \in \{0, 1\}^d$, $\omega \neq 1$, are bounded on $L^p(\mathbb{R}_+^d, \mu_\alpha)$. Then $m(\mathcal{L}^\alpha)$ is bounded on $L^p(\mathbb{R}_+^d, \mu_\alpha)$.

**Proof (sketch).** The proof uses Theorem 4.1.1 and is almost the same as the proof of Theorem 4.2.1. The only difference is that instead of (4.2.5) we use the bounds

$$\|((\mathcal{L}^\alpha_r + \delta I)^{2\varepsilon_r})\|_{L^p(\mathbb{R}_+^d, \mu_\alpha^{\varepsilon_r}) \to L^p(\mathbb{R}_+^d, \mu_\alpha^{\varepsilon_r})} \leq C_p(1 + |u_r|)^{1/2} e^{\phi_r^*[u_r]}, \quad u_r \in \mathbb{R},$$

see [86] Proposition 2. We omit the details.

4.3 A multivariate holomorphic extension theorem

In this section we consider a system of operators $L = (L_1, \ldots, L_d)$, such that each $L_r$ is self-adjoint and non-negative on $L^2(X_r, \nu_r)$, $r = 1, \ldots, d$. We impose neither (CTR) nor
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(ALT), however we assume that the spectra of \( L_r, r = 1, \ldots, d \), are discrete. The results of this section are also contained in [105].

Let \( \{ e_k \}_{k \in \mathbb{N}_0^d} \), \( e_k = e_{k_1}^1 \otimes \cdots \otimes e_{k_d}^d \) be an orthonormal basis of some space \( L^2(X, \nu) \), which is linearly dense in all the \( L^p(X, \nu), 1 < p < \infty \), spaces. Here \( X = X_1 \times \cdots \times X_d \), \( \nu = \nu_1 \otimes \cdots \otimes \nu_d \), while \( k = (k_1, \ldots, k_d) \) is a multi-index. We assume that for each \( r = 1, \ldots, d \), \( \{ e^r_k \}_{k_r=0,1,...} \) is an eigenfunction decomposition of \( L_r \) in \( L^2(X_r, \nu_r) \) with eigenvalues \( 0 \leq \lambda^r_0 < \lambda^r_1 < \ldots \), i.e.

\[
L_r f = \sum_{k_r=0}^{\infty} \lambda^r_{k_r} \langle f, e^r_{k_r} \rangle L^2(X_r, \nu_r) e^r_{k_r}
\]

on the domain

\[
\text{Dom}(L_r) = \{ f \in L^2(X_r, \nu_r) : \sum_{k_r=0}^{\infty} (\lambda^r_{k_r})^2 |\langle f, e^r_{k_r} \rangle L^2(X_r, \nu_r)|^2 < \infty \}.
\]

In this setting, for a Borel measurable function \( m_r : [0, \infty) \to \mathbb{C} \) the spectral multipliers of the operators \( L_r \) are

\[
m_r(L_r)f = \sum_{k_r=0}^{\infty} m_r(\lambda^r_{k_r}) \langle f, e^r_{k_r} \rangle L^2(X_r, \nu_r) e^r_{k_r}, \quad f \in L^2(X_r, \nu_r), \quad r = 1, \ldots, d.
\]

Similarly to the previous section, a tensor product reasoning allows us to regard \( L_r, r = 1, \ldots, d \), as strongly commuting operators acting on the full space \( L^2(X, \nu) \). Then, for a Borel measurable function \( m : [0, \infty)^d \to \mathbb{C} \), the joint spectral multipliers of the system \( L \) defined with accordance to (1.3.1) are given by

\[
m(L) = m(L_1, \ldots, L_d) = \sum_{k \in \mathbb{N}_0^d} m(\lambda^1_{k_1}, \ldots, \lambda^d_{k_d}) \langle f, e_k \rangle L^2(X, \nu) e_k, \quad f \in L^2.
\]

In the main theorem of this section we show that, if, for each \( L_r, r = 1, \ldots, d \), their \( L^p \), \( p > 1 \), uniform spectral multipliers have a certain holomorphic extension property, then the same is true for the \( L^p \), \( p > 1 \), uniform joint spectral multipliers of the system \( L \).
Theorem 4.3.1. Fix $p > 1$. Assume that for each $r = 1, \ldots, d$, there is a sector $S_{\phi^r_p}$, $0 < \phi^r_p < \pi/2$, with the following property: if $m_r : [0, \infty) \to \mathbb{C}$ is a function which is bounded on $[0, \infty)$, continuous on $\mathbb{R}_+$, and such that $\sup_{t_r > 0} \|m_r(t_r L_r)\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)} < \infty$, then $m_r$ extends to a bounded holomorphic function in $S_{\phi^r_p}$, and

$$\|m_r\|_{H^\infty(S_{\phi^r_p})} \leq \sup_{t_r > 0} \|m_r(t_r L_r)\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)}. \quad (4.3.1)$$

Then the following is true: every function $m : [0, \infty)^d \to \mathbb{C}$ which is bounded on $[0, \infty)^d$, continuous on $\mathbb{R}_+^d$ and such that

$$A^L_p := \sup_{t \in \mathbb{R}_+^d} \|m(t_1 L_1, \ldots, t_d L_d)\|_{L^p(X, \nu) \to L^p(X, \nu)} < \infty, \quad (4.3.2)$$

extends to a bounded holomorphic function of several variables in $S_{\phi_p}$, $\phi_p = (\phi^1_p, \ldots, \phi^d_p)$; moreover

$$\|m\|_{H^\infty(S_{\phi_p})} \leq \sup_{t \in \mathbb{R}_+^d} \|m(t_1 L_1, \ldots, t_d L_d)\|_{L^p(X, \nu) \to L^p(X, \nu)}. \quad (4.3.3)$$

Remark 1. The theorem is also true under the slightly weaker assumption that each $S_{\phi^r_p}$ is a not necessarily symmetric sector around $\mathbb{R}_+^r$. Note that in the original paper, see [105, Theorem 3.1], we did not impose any constraints on the set $S_{\phi^r_p}$. However, as the assumption on $m_r$ is dilation invariant, the restriction to non-symmetric sectors is in fact no loss of generality.

Remark 2. If we additionally assume that each of the operators $L_r$ preserves the class of real-valued functions, then we lose nothing by considering only symmetric sectors. This follows from a version of the Schwarz reflection principle. Moreover, under this assumption, using the self-adjointness of $L_r$ it can be shown that we may take $S_{\phi_p} = S_{\phi_q}$, whenever $1/p + 1/q = 1$.

Proof of Theorem 4.3.1. Recall that by Hartog’s theorem (see [50]) a function $f : U \to \mathbb{C}$, where $U$ is an open subset of $\mathbb{C}^d$, is holomorphic in several variables if and only if it is
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holomorphic in each variable \( z_r, r = 1, \ldots, d \), while the other variables are held constant. 

The key ingredient of the proof here is the bound [4.3.1]. The reasoning we present has 
been indicated to us by prof. Fulvio Ricci. We use induction on \( d \). When \( d = 1 \), there is 
nothing to do. Assume that we proved the theorem for some \( d - 1 \) and let \( m : [0, \infty)^d \to \mathbb{C} \) 
be a bounded continuous function on \([0, \infty)^d\), such that [4.3.2] holds.

Fix \( \ell(1) = (t_2, \ldots, t_d) \in \mathbb{R}^{d-1} \) and 

\[
f, g \in \text{span}\{e_{k_2}^2 \otimes \cdots \otimes e_{k_d}^d : k_r \in \mathbb{N}, r = 2, \ldots, d\}.
\]

Note that by our assumptions the latter set is dense in every \( L^q(X^{(1)}, \nu^{(1)}) \), \( 1 < q < \infty \), 
where \( X^{(1)} = X_2 \times \cdots \times X_d \), \( \nu^{(1)} = \nu_2 \otimes \cdots \otimes \nu_d \). Indeed, it can be easily verified that 
\( \{e_{k_2}^2 \otimes \cdots \otimes e_{k_d}^d\} \) satisfies the condition from [46 Corollary 2.5]. Set 

\[
\tilde{m}_{\ell(1), f, g}(t_1) = \langle m(t_1, t_2L_2, \ldots, t_dL_d)f, g \rangle_{L^2(X^{(1)}, \nu^{(1)})}, \quad t_1 \in [0, \infty).
\]

Then, it is not hard to see that for \( f_1, g_1 \in L^p(\nu_1) \cap L^{p'}(\nu_1) \) we have 

\[
\langle \tilde{m}_{\ell(1), f, g}(t_1 L_1)f_1, g_1 \rangle_{L^2(X_1, \nu_1)} = \langle m(t_1 L_1, t_2L_2, \ldots, t_dL_d)(f_1 \otimes f), g_1 \otimes g \rangle_{L^2(X, \nu)}.
\]

Consequently, from the assumption that \( m \) satisfies [4.3.2], we obtain 

\[
\|\tilde{m}_{\ell(1), f, g}(t_1 L_1)\|_{L^p(X_1, \nu_1) \to L^{p'}(X_1, \nu_1)} \leq A_p \|f\|_{L^p(X^{(1)}, \nu^{(1)})} \|g\|_{L^{p'}(X^{(1)}, \nu^{(1)})}.
\]

Clearly, \( \tilde{m}_{\ell(1), f, g}(\cdot) \) is a bounded continuous function on \([0, \infty)\), hence from [4.3.1] it follows 
that \( \tilde{m}_{\ell(1), f, g}(t_1) \) extends to \( H^\infty(S_{\phi_1}) \) and (denoting this extension by the same symbol) 

\[
\|\tilde{m}_{\ell(1), f, g}(\cdot)\|_{H^\infty(S_{\phi_1})} \leq A_p \|f\|_{L^p(X^{(1)}, \nu^{(1)})} \|g\|_{L^{p'}(X^{(1)}, \nu^{(1)})}.
\]

Since in particular \( \tilde{m}_{(t_2^2, \ldots, t_d^2)}(t_1) = m(t_1, t_2^2, \ldots, t_d^2) \), where
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\[ e_1^{(1)} = e_1^2 \otimes \cdots \otimes e_1^d, \]

we have the bounded holomorphic extension \( m(z_1, t_2 \lambda_2, \ldots, t_d \lambda_d) \).

Moreover, for \( f, g \in \text{span}\{ e_k^2 \otimes \cdots \otimes e_k^d : k_r \in \mathbb{N}_0, r = 2, \ldots, d \} \) we see that

\[ z_1 \mapsto \tilde{m}_{t^{(1)}, f, g}(z_1) \quad \text{and} \quad z_1 \mapsto \langle m(z_1, t_2 L_2, \ldots, t_d L_d) f, g \rangle_{L^2(X^{(1)}, \nu^{(1)})} \]

are two holomorphic functions which agree on the positive real half-line. By uniqueness of the analytic continuation

\[ \tilde{m}_{t^{(1)}, f, g}(z_1) = \langle m(z_1, t_2 L_2, \ldots, t_d L_d) f, g \rangle_{L^2(X^{(1)}, \nu^{(1)})}, \]

i.e. (4.3.4) still holds for the extension of \( \tilde{m}_{t^{(1)}, f, g} \). Hence, from (4.3.5) we infer that

\[ \sup_{t_2, \ldots, t_d > 0} \| m(z_1, t_2 L_2, \ldots, t_d L_d) \|_{L^p(X^{(1)}, \nu^{(1)}) \rightarrow L^p(X^{(1)}, \nu^{(1)})} \leq A^L, \]

uniformly in \( z_1 \in S^{(1)}_{\phi^1_p} \).

Denote \( S^{(1)} = S_{\phi^2_p} \times \cdots \times S_{\phi^d_p} \). Then, from the inductive hypothesis applied separately for each \( z_1 \in S_{\phi^1_p} \), we obtain the holomorphic function \( S^{(1)} \ni (z_2, \ldots, z_d) \mapsto m(z_1, z_2, \ldots, z_d) \), which satisfies

\[ \| m(z_1, \cdot) \|_{H^\infty(S^{(1)})} \leq A^L, \quad z_1 \in S_{\phi^1_p}. \]  

(4.3.6)

In summary, for each \( z_1 \in S_{\phi^1_p} \), the function \( m(z_1, z_2, \ldots, z_d) \) is holomorphic in \( S^{(1)} \), and satisfies the desired bound (4.3.3). We also know that for each \( t^{(1)} = (t_2, \ldots, t_d) \in \mathbb{R}^{d-1}_+ \), the function \( m(z_1, t^{(1)}) \) is holomorphic on \( S_{\phi^1_p} \).

It remains to prove that for each \( z^{(1)} = (z_2, \ldots, z_d) \in S^{(1)} \), the function \( m(z_1, z^{(1)}) \) is holomorphic in \( S_{\phi^1_p} \). The rest of the proof of Theorem 4.3.1 is devoted to justifying this statement.

We begin by showing that for each \( t^{(1)} \in \mathbb{R}^{d-1}_+ \) and \( k = (k_2, \ldots, k_d) \in \mathbb{N}^{d-1}_0 \), the derivative \( \partial_{t^{(1)}}^k m(z_1, t^{(1)}) = \partial_{t_2}^{k_2} \cdots \partial_{t_d}^{k_d} m(z_1, t^{(1)}) \) is holomorphic on \( S_{\phi^1_p} \). It is enough to focus on the case \( k = (0, \ldots, 1, \ldots, 0) \), with 1 on the \((i-1)\)-th component, \( i = 2, \ldots, d \), as
the general argument is an iteration of the one used in this particular case.

Let \( t^{(1)} \in \mathbb{R}^{d-1}_+ \) be fixed. Then, from Taylor’s theorem we have

\[
m_{n,t^{(1)}}(z_1) := n \left( m(z_1, t_2, \ldots, t_i + \frac{1}{n}, \ldots, t_d) - m(z_1, t^{(1)}) \right)
\]

\[
= \partial_i m(z_1, t^{(1)}) + \frac{1}{n} \partial_i^2 m(z_1, t_2, \ldots, \xi_i(n), \ldots, t_d) := \partial_i m(z_1, t^{(1)}) + R_{n,t^{(1)}}(z_1),
\]

where \( \xi_i(n) \in [t_i, t_i + 1/n] \). Fix \( z_1 \in S_{\phi_1^p} \) for a moment and recall that \( m(z_1, \cdot) \) is a holomorphic function of \( d-1 \) variables on \( S^{(1)} \). Thus, using the uniform bound (4.3.6) together with multivariate Cauchy’s integral formula (applied to \( \partial_i^2 m(z_1, \cdot) \)), we see that the sequence \( R_{n,t^{(1)}}(z_1) \) converges to zero, uniformly in \( z_1 \in S_{\phi_1^p} \). Consequently, \( \{m_{n,t^{(1)}}(z_1)\}_n \) is a Cauchy sequence in \( H^\infty(S_{\phi_1^p}) \), and its limit \( \partial_i m(z_1, t^{(1)}) \) is a holomorphic function on \( S_{\phi_1^p} \).

Since \( m(z_1, \cdot) \) is holomorphic on \( S^{(1)} \), for each fixed \( z_1 \in S_{\phi_1^p} \) and \( t^{(1)} \in \mathbb{R}^{d-1}_+ \), it can be expanded into a power series (in several variables) in a poly-disc around \( t^{(1)} \). Specifically we have

\[
m(z_1, z^{(1)}) = \sum_{k \in \mathbb{N}^{d-1}_0} \frac{\partial_i^k m(z_1, t^{(1)})}{k! \cdots k_d!} (z^{(1)} - t^{(1)})^k,
\]

as long as

\[
z^{(1)} \in D(t_2, t_2 \sin \phi_2^d) \times \cdots \times D(t_d, t_d \sin \phi_d^d) := D(t^{(1)}),
\]

where, for \( w_r \in \mathbb{C} \) and \( R_r > 0 \) we denote \( D(w_r, R_r) = \{z_r \in \mathbb{C}: |z_r - w_r| < R_r\} \). Moreover, from (4.3.6) and (multivariate) Cauchy’s integral formula, it follows that for each fixed \( z^{(1)} \in D(t^{(1)}) \), the series given by (4.3.7) converges uniformly in \( z_1 \in S_{\phi_1^p} \). Thus, we conclude that for each \( t^{(1)} \in \mathbb{R}^{d-1}_+ \) and \( z^{(1)} \in D(t^{(1)}) \), the function \( m(\cdot, z^{(1)}) \) is holomorphic in \( S_{\phi_1^p} \).

Noting that \( \bigcup_{t^{(1)} \in \mathbb{R}^{d-1}_+} D(t) = S^{(1)} \) we are done.

\[\square\]

As an immediate corollary from Theorem [4.3.1] we obtain the following holomorphic extension theorem for multipliers connected with the systems of Ornstein-Uhlenbeck and Laguerre operators considered in Section [4.2]. In the statement of Corollary [4.3.2] the sym-
bol \((X, \nu)\) denotes \((\mathbb{R}^d, \gamma)\) in the case of the system of Ornstein-Uhlenbeck operators, or \((\mathbb{R}_+, \mu_\alpha)\), in the case of the system of Laguerre operators. Recall that \(\phi_p^*\) is given by (4.2.4).

**Corollary 4.3.2.** Let \(L = (L_1, \ldots, L_d)\) be either the system of Ornstein-Uhlenbeck operators or the system of Laguerre operators from Section 4.2. Fix \(p \in (1, \infty) \setminus \{2\}\) and assume that \(m : [0, \infty)^d \to \mathbb{C}\) is bounded on \([0, \infty)^d\) continuous on \(\mathbb{R}^d_+\) and

\[
\sup_{t \in \mathbb{R}^d_+} \|m(t_1 L_1, \ldots, t_d L_d)\|_{L^p(X,\nu) \to L^p(X,\nu)} < \infty.
\]

Then \(m\) extends to a bounded holomorphic function in \(S_{\phi_p^*}\) and

\[
\|m\|_{H^\infty(S_{\phi_p^*})} \leq \sup_{t \in \mathbb{R}^d_+} \|m(t_1 L_1, \ldots, t_d L_d)\|_{L^p(X,\nu) \to L^p(X,\nu)} < \infty.
\]

**Proof.** We use Theorem 4.3.1 together with [44, Theorem 3.5 (i)] (in the case of the system \((L_1, \ldots, L_d)\)) or [86, Theorem 2 (i)] (in case of the system \(L^\alpha\)). Note that in the both cases \(\phi_p^r = \phi_p^*, r = 1, \ldots, d\).

It is worth to remark that, in the case of both systems there are results for \(p = 1\), see [105, Theorem 3.8 (ii)] and [105, Theorem 5.2 (ii)]. Moreover, at least in the case of the system \(L\), it is possible to obtain various other holomorphic extension theorems, see [105, Corolarry 3.24]. However, these results require using some specific properties of the Ornstein-Uhlenbeck or Laguerre operators and thus we decided not to include them in the thesis.
Chapter 5

An application of Corollary 4.1.2 to Riesz transforms

In the present chapter we demonstrate how the $L^p$ boundedness of certain one-dimensional Riesz transforms implies the $L^p$ boundedness of appropriate $d$-dimensional Riesz transforms. Moreover, the $L^p$ bound we obtain is independent of the dimension. The key trick here is to use the $H^\infty$ joint functional calculus for commuting operators from Corollary 4.1.2.

The crucial result in this chapter is Theorem 5.1. In the statement of this theorem and throughout its proof we keep the setting and notation of Sections 1.3 and 4.1. Recall that various operators $m(L)$ built on $L$ are defined by the multivariate spectral theorem via (1.3.1). In particular, each $m(L)$ is defined on the domain given by (1.3.2); for example, the domain of the operator $L_1 + \ldots + L_d$ is the subspace

$$\{ f \in L^2(X, \nu) : \int_{[0,\infty)^d} (\lambda_1 + \ldots + \lambda_d)^2 dE_{f,f}(\lambda) \}.$$  

All the formalities that are not properly explained in the proof of Theorem 5.1 can be easily derived from Proposition A.1.1. We decided not to write them explicitly in the proof in order not to obscure its idea.
Theorem 5.1. Let \( L = (L_1, \ldots, L_d) \) be a general system of non-negative self-adjoint strongly commuting operators on \( L^2(X, \nu) \) satisfying all the assumptions of Section 1.3. Fix \( \sigma \in (0, \infty) \). Then the operators \( L^\sigma_r(\sum_{r=1}^d L_r)^{-\sigma}, r = 1, \ldots, d, \) are bounded on all \( L^p(X, \nu) \) spaces, \( 1 < p < \infty, \) and

\[
\|L^\sigma_r(L_1 + \cdots + L_d)^{-\sigma}\|_{p \to p} \leq C_{p, \sigma}, \tag{5.1}
\]

where the constant \( C_{p, \sigma} \) is independent of both \( r = 1, \ldots, d \) and the (‘dimension’) \( d \).

Proof. Clearly, by the multivariate spectral theorem, the operator \( L^\sigma_r(\sum_{r=1}^d L_r)^{-\sigma} \) is bounded on \( L^2(X, \nu) \).

Denote \( L_r = \sum_{s \neq r} L_s \), so that \( \sum_{r=1}^d L_r = L_r + L_r \). Then \( (L_r, L_r) \) is a pair of strongly commuting self-adjoint non-negative operators on \( L^2(X, \nu) \), which satisfy all the assumptions of Section 1.3. Indeed, the \( L^p \) contractivity property \( \text{(CTR)} \) of \( \exp(-tL_r) \) follows from the identity \( e^{-tL_r} = \prod_{s \neq r} e^{-tL_s}, t > 0 \); while \( \text{(ATL)} \) is immediate once we note that \( 0 \leq E_{L_r}({\{0}\}) \leq E_{L_s}({\{0}\}) = 0, s = 1, \ldots, d, s \neq r \).

Consequently, from Corollary 4.1.2 it follows that if

\[
m \in H^\infty(S_{(\varphi_1, \varphi_2)}), \quad \varphi_r > \pi|1/p - 1/2|, \quad r = 1, 2,
\]

then

\[
\|m(L_r, L_r)\|_{p \to p} \leq C_p \|m\|_{H^\infty(S_{(\varphi_1, \varphi_2)})}. \tag{5.2}
\]

Moreover, the constant \( C_p = C_{p, 2} \) in (5.2) is independent of \( (L_r, L_r) \). Taking \( m_\sigma(z_1, z_2) = z_1^\sigma(z_1 + z_2)^{-\sigma} \) (here we consider the principal branch of the complex power function) it is not hard to see that \( m_\sigma \) is holomorphic in \( S_{\pi/2} \) and uniformly bounded in every \( S_\phi, \phi = (\phi_1, \phi_2) \in (0, \pi/2)^2 \). Thus, putting \( m_\sigma \) and \( \varphi = (\pi|1/p - 1/2| + \varepsilon_p, \pi|1/p - 1/2| + \varepsilon_p) \) in (5.2) (here we take \( \varepsilon_p \) small enough so that \( \pi|1/p - 1/2| + \varepsilon_p < \pi/2 \)), we obtain (5.1), finishing the proof.

Now we consider systems of operators \( L = (L_1, \ldots, L_d) \) such that each \( L_r \) is non-negative.
and self-adjoint on some $L^2(X_r, \nu_r)$, where $(X_r, \nu_r)$, $r = 1, \ldots, d$, is a $\sigma$-finite measure space. We assume that each $L_r$, $r = 1, \ldots, d$ satisfies the contractivity condition $\text{(CTR)}$ (with respect to $L^p(X_r, \nu_r)$) and the atomlessness condition $\text{(ATL)}$. Denote $X = X_1 \times \cdots \times X_d$, $\nu = \nu_1 \otimes \cdots \otimes \nu_d$ and, for $1 \leq p \leq \infty$, $L^p = L^p(X, \nu)$, $\| \cdot \|_p = \| \cdot \|_{L^p}$ and $\| \cdot \|_{p \to p} = \| \cdot \|_{L^p \to L^p}$.

Recalling the discussion in the last paragraphs of Section 1.4, we know that the operators $L_r$, $r = 1, \ldots, d$, can be also regarded as non-negative self-adjoint strongly commuting operators on $L^2$, that satisfy $\text{(CTR)}$ (with respect to $L^p$) and $\text{(ATL)}$.

Let us now see how Theorem 5.1 formally implies dimension free bounds of certain Riesz transforms. A multi-dimensional Riesz transform of order $j_r \in \mathbb{N}$ associated to the system $L = (L_1, \ldots, L_d)$ is an operator of the form $\delta_{j_r}^j (\sum_{s=1}^d L_s)^{-j_r/2}$. Here $\delta_r$ is a certain operator acting on a dense subspace of $L^2(X_r, \nu_r)$ (hence, by a tensorization argument also on a dense subspace of $L^2$). Often $\delta_r$ and $L_r$ are related by $L_r = \delta_r^* \delta_r + a_r$, with $a_r \geq 0$; in particular this is the case in Theorem 5.1.1 and Corollary 5.2.2. The following corollary of Theorem 5.1 is rather informal, though, as we shall soon see, it can be easily formalized in many concrete cases.

**Corollary 5.2.** Let $r = 1, \ldots, d$, be fixed. Assume that, for some $j_r \in \mathbb{N}$, the one-dimensional Riesz transform $\delta_r^{j_r} L_r^{-j_r/2}$ of order $j_r$ is bounded on $L^p(X_r, \nu_r)$. Then the multi-dimensional Riesz transform of order $j_r$ is bounded on $L^p$ and

$$
\| \delta_r^{j_r} (L_1 + \cdots + L_d)^{-j_r/2} \|_{p \to p} \leq C_{p,j_r} \| \delta_r^{j_r} L_r^{-j_r/2} \|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)}.
$$

**Proof.** We decompose

$$
\delta_r^{j_r} (L_1 + \cdots + L_d)^{-j_r/2} = (\delta_r^{j_r} L_r^{-j_r/2})(L_1^{j_r/2}(L_1 + \cdots + L_d)^{-j_r/2}).
$$

Since the system $L$ satisfies the assumptions of Section 1.3, using Theorem 5.1 with $\sigma = j_r/2$ and the fact that $\| \delta_r^{j_r} L_r^{-j_r/2} \|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)} = \| \delta_r^{j_r} L_r^{-j_r/2} \|_{p \to p}$ (cf. (1.4.2)), we obtain the desired bound (5.3).
Remark 1. In some cases we need a variant of the corollary that allows the operators $L_r$ to violate the atomlessness condition (ATL). Then, we need to add appropriate projections in the definitions of Riesz transforms. More details are provided in the specific cases when we use such a variant.

Remark 2. The argument used in the proof of the corollary bears a resemblance with the method of rotations by Calderón and Zygmund, see [11] or [24, Corollary 4.8]. Indeed, when applied to the classical (multi-dimensional) Riesz transforms on $\mathbb{R}^d$, this method allows us to deduce their $L^p$ boundedness from the $L^p$ boundedness of the (one-dimensional) directional Hilbert transforms. However, the method of rotations does not give a dimension free bound for the classical Riesz transforms.

Till the end of this chapter we focus on rigorous applications in particular cases of Corollary 5.2 or its variations.

First observe that Corollary 5.2 implies a dimension free estimate for the norms on $L^p(\mathbb{R}^d, dx)$, $1 < p < \infty$, of the classical Riesz transforms $R_r$, $r = 1, \ldots, d$, cf. [94]. In this case $L_r$ coincides with the self-adjoint extensions on $L^2(\mathbb{R}^d, dx)$ of the operators $-\partial^2_r$, $r = 1, \ldots, d$, initially defined on $C^\infty_c(\mathbb{R}^d)$. Then $L = (L_1, \ldots, L_d)$ is a system of strongly commuting operators on $L^2(\mathbb{R}^d, dx)$, satisfying all the assumptions of Section 1.3. The one-dimensional Riesz transforms $\delta_r L_r^{-1/2} = \partial_r (-\partial^2_r)^{-1/2}$ of order 1 and the operators $L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2}$, $r = 1, \ldots, d$, are defined as the Fourier multipliers

$$\mathcal{F}(\delta_r L_r^{-1/2} f)(\xi) = \text{sgn} \xi_r \mathcal{F} f(\xi) = \frac{\xi_r}{|\xi|} \mathcal{F} f(\xi), \quad f \in L^2(\mathbb{R}^d, dx)$$

and

$$\mathcal{F}(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} f)(\xi) = \frac{|\xi_r|}{|\xi|} \mathcal{F} f(\xi), \quad f \in L^2(\mathbb{R}^d, dx),$$

respectively. Since the multi-dimensional Riesz transform $R_r$ is given by the Fourier multiplier

$$\mathcal{F}(R_r f)(\xi) = \frac{\xi_r}{|\xi|} \mathcal{F} f, \quad f \in L^2,$$
we see that, for \( r = 1, \ldots, d \),

\[
R_r f = (\delta_r L_r^{-1/2})(L_1^{1/2}(L_1 + \cdots + L_d)^{-1/2})f, \quad f \in L^2(\mathbb{R}^d, dx).
\]

In order to obtain the desired dimension free bounds, it suffices to note that \( \delta_r L_r^{-1/2} \) is a constant times the Hilbert transform in the \( x_r \) variable and to apply (5.3) with \( j_r = 1 \).

An argument completely analogous to the one from the preceding paragraph can be also used for the Riesz-Dunkl transforms defined by (3.5.3) in Section 3.5. Observe that Theorem 5.3 below improves [7, Theorem 3.1] in the case \( G \sim \mathbb{Z}^d_2 \). Indeed, the bound from [7, Theorem 3.1] is clearly dependent on the dimension, as it uses the underlying structure of the space of homogenous type.

**Theorem 5.3.** Fix \( r \in \mathbb{N} \) and let \( R^D_r \) be the \( r \)-th d-dimensional, \( d \geq r \), Riesz-Dunkl transform defined by (3.5.3). Then,

\[
\|R^D_r\|_{L^p(\mathbb{R}^d, \nu_\alpha) \to L^p(\mathbb{R}^d, \nu_\alpha)} \leq C(p, \alpha_r), \quad 1 < p < \infty,
\]

where the constant \( C(p, \alpha_r) \) is independent of the dimension \( d \).

**Proof.** We apply Corollary 5.2. The proof is a repetition of the argument given for the classical Riesz transforms. We just need to replace the Fourier transform by the Dunkl transform in the context of \( G \sim \mathbb{Z}^d_2 \). The boundedness of the one-dimensional Riesz-Dunkl (Hilbert-Dunkl) transform follows from Theorem 3.5.1. To see that the one-dimensional Dunkl heat semigroups \( \{e^{-t_r T^2_r}\}_{t_r > 0}, r = 1, \ldots, d \), satisfy (CTR) and (ATL) we refer to [84, Section 4].

**5.1 Riesz transforms for classical orthogonal expansions**

The next corollary of Theorem 5.1 focuses on Riesz transforms connected with various classical orthogonal expansions. A perfect setting for the present section is the one given
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by Nowak and Stempak in [75].

In order not to introduce a separate notation for each case of the orthogonal expansions, for precise definitions we kindly refer the reader to the list of examples in [75, Section 7]. In Theorem 5.1.1 we consider first order multi-dimensional Riesz transforms $R_r$ in one of the following settings from [75]:

a) Hermite polynomial expansions $\{H_k\}_{k \in \mathbb{N}_0^d}$, see [75, Section 7.1];

b) Laguerre polynomial expansions $\{L^\alpha_k\}_{k \in \mathbb{N}_0^d}$, $\alpha \in (-1, \infty)^d$, see [75, Section 7.2];

c) Jacobi polynomial expansions $\{P^{\alpha,\beta}_k\}_{k \in \mathbb{N}_0^d}$, $\alpha, \beta \in (-1, \infty)^d$, see [75, Section 7.3];

d) Hermite function expansions $\{h_k\}_{k \in \mathbb{N}_0^d}$, see [75, Section 7.4];

e) Laguerre expansions of Hermite type $\{\varphi_k^\alpha\}_{k \in \mathbb{N}_0^d}$, $\alpha \in (-1, \infty)^d$, see [75, Section 7.5];

f) Laguerre expansions of convolution type $\{\ell_k^\alpha\}_{k \in \mathbb{N}_0^d}$, $\alpha \in (-1, \infty)^d$, see [75, Section 7.6];

g) Jacobi function expansions $\{\phi_k^{\alpha,\beta}\}_{k \in \mathbb{N}_0^d}$, $\alpha, \beta \in (-1, \infty)^d$, see [75, Section 7.7];

h) Fourier-Bessel expansions $\{\psi_k^v\}_{k \in \mathbb{N}_0^d}$, $v \in (-1, \infty)^d$, with the Lebesgue measure, see [75, Section 7.8] (there $\nu$ is used in place of $v$).

As showed in [75], each of the operators $R_r$, $r = 1, \ldots, d$, is bounded on an appropriate $L^2(X, \nu)$ (in the terminology of [75] $\mu$ is used instead of $\nu$).

Moreover, in all the settings a)-h) the operators $R_r$, $r = 1, \ldots, d$, are in fact bounded on $L^p$, for $1 < p < \infty$. Additionally, in the settings a) - e), it is known that their norms as operators on $L^p$ are independent of the dimension $d$, and on their respective parameters (appropriately restricted in some cases). In the setting a) this is a consequence of [64], see also [40] and [81]. For the dimension free bounds in the settings b) and c), see [71], and [74], respectively. In the setting d) the dimension free boundedness is proved in [42], while in the setting e) in [96].

Theorem 5.1.1 below is a fairly general result giving dimension free boundedness for the norms on $L^p$ of first order Riesz transforms connected with the orthogonal expansions
listed in items a)-h. In fact the theorem is a tool for reducing the problem of proving dimensionless and parameterless bounds to proving parameterless bounds in one dimension. Note that, in the cases f) - h), it seems that the obtained results are new. Additionally, in the cases b) and e), we improve the range of the admitted parameters. In the statement of Theorem 5.1.1 by $r$ we denote the $r$-th parameter in one of the cases b)-c), e)-h). By convention, in the cases a) and d), the symbol $C(p, \diamond_r)$ denotes a constant depending only on $p$.

**Theorem 5.1.1.** Fix $r \in \mathbb{N}$, and let $R_r$ be the $r$-th first order $d$-dimensional, $d \geq r$, Riesz transform in one of the settings a)-h), as defined in [75, Sections 7.1-7.8]. Then, $R_r$ is bounded on $L^p$ and

$$
\|R_r\|_{p \rightarrow p} \leq C(p, \diamond_r), \quad 1 < p < \infty, 
$$

(5.1.1)

where the constant $C(p, \diamond_r)$ is independent of both the dimension $d$ and all the other parameters $\diamond_{r'}, r' \neq r$. The bound (5.1.1) in the following settings below holds for:

b) parameter $\alpha \in (-1, \infty)^d$, the constant $C(p, \alpha_r)$ is independent of $\alpha_r$;

c) parameters $\alpha, \beta \in [-1/2, \infty)^d$, the constant $C(p, (\alpha_r, \beta_r))$ is independent of $\alpha_r, \beta_r$;

e) parameter $\alpha \in (\{-1/2\} \cup [1/2, \infty))^d$, the constant $C(p, \alpha_r)$ is independent of $\alpha_r$;

f) parameter $\alpha \in (-1, \infty)^d$;

g) parameters $\alpha, \beta \in (\{-1/2\} \cup [1/2, \infty))^d$;

h) parameter $\nu \in (\{-1/2\} \cup [1/2, \infty))^d$.

Proof. We focus on proving one particular model case of the theorem, namely the case b). The proofs in the other settings are similar to the one presented below. Whenever we are in one of the settings a)-h), the symbol $L = (L_1, \ldots, L_d)$ denotes the system of operators considered in this setting. Note that each $L_r, r = 1, \ldots, d$, is self-adjoint and non-negative.

\[ \text{Recently Forzani et al. obtained dimension free } L^p \text{ estimates for Riesz transforms connected with polynomial expansions, see the presentation } [30]. \text{ Their results overlap with our Theorem 5.1.1 in the settings a)-c).} \]
on $L^2(X,r,\nu_r)$. It may happen however that some of the operators $L_r$ does not satisfy one or both of the conditions \(\text{CTR}\) or \(\text{ATL}\). Throughout the proof we do not distinguish between $L_r$ and $L_r \otimes I_{(r)} = I \otimes \cdots \otimes L_r \otimes \cdots \otimes I$.

Since the operators $L_r$, $r = 1,\ldots,d$, act on separate variables, they (or rather their tensor product versions) commute strongly. Hence, by the multivariate spectral theorem, we can define the projections $\Pi_0 = \chi\{\lambda_1+\cdots+\lambda_d>0\}(L)$ and $\Pi_{0,r} = \chi\{\lambda_r>0\}(L)$, $r = 1,\ldots,d$, via (1.3.1). Note that in some of the cases a)-h) or for some values of the parameters the operators $\Pi_0$ or $\Pi_{0,r}$ are trivial, i.e. equal to the identity operator.

We prove formally the case b) of Theorem 5.1.1. The proof is a minor variation on Corollary 5.2. In this case we show that the constant $C(p,\alpha_r)$ in (5.1.1) is also independent of $\alpha_r \in (-1,\infty)$. The notation used here is the one introduced in the second part of Section 4.2. In particular the operators $L_r = L_\alpha^r$ are given by (4.2.9) and $L^p = L^p(\mathbb{R}^d_+,\mu_\alpha)$. In this case the operator $\delta_r = \sqrt{x_r}\partial_r$ from [75, p. 690] acts on the Laguerre polynomial $\tilde{L}_k^\alpha$, $k \in \mathbb{N}_0^d$ by

$$\delta_r(\tilde{L}_k^\alpha) = -\sqrt{k_r}\sqrt{x_r}\tilde{L}_{k-e_r}^{\alpha+e_r};$$

here $e_r$ is the $r$-th coordinate vector and, by convention, $\tilde{L}_{k-e_r}^{\alpha+e_r} = 0$, if $k_r = 0$. The (d-dimensional) Riesz transform $R_r$ and the one-dimensional Riesz transform are then well defined on finite linear combinations of Laguerre polynomials by $R_r = \delta_r(\sum_{r=1}^d L_r)^{-1/2}\Pi_0$ and $\delta_r L_r^{-1/2}\Pi_{0,r}$, respectively. Here the operators $(\sum_{r=1}^d L_r)^{-1/2}\Pi_0$ and $L_r^{-1/2}\Pi_{0,r}$ are given by (4.2.10), with the appropriate functions $m$.

Observe that the Riesz transform $R_r$ can be written as

$$R_rf = (\delta_r L_r^{-1/2}\Pi_{0,r})(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2}\Pi_{0,r})f; \quad (5.1.2)$$

whenever $f$ is a finite linear combination of Laguerre polynomials. To show (5.1.2), first note that for such $f$,

$$R_rf = (\delta_r L_r^{-1/2}\Pi_{0,r})(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2}\Pi_0)f + \delta_r(I - \Pi_{0,r})(L_1 + \cdots + L_d)^{-1/2}\Pi_0).$$
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Then, since $\delta_r$ vanishes on

\[ \text{Ran}(I - \Pi_{0,r}) = \{ (I - \Pi_{0,r})g : g \in L^2(X, \nu) \} = \{ g \in L^2(X, \nu) : g \text{ is independent of } x_r \} \]

and $\Pi_{0,r} \Pi_0 = \Pi_{0,r}$, we obtain (5.1.2).

In the case b) the boundedness on $L^p(X_r, \nu_r)$ of the one-dimensional Riesz transform $\delta_r L_r^{-1/2} \Pi_{0,r}$ follows from [67, Theorem 3 (b)]. Moreover, the bound is also independent of the parameter $\alpha_r \in (-1, \infty)$. Additionally, the operator $\Pi_{0,r}$ is also bounded on all $L^p(X_r, \nu_r)$, $1 < p < \infty$, with a bound independent of $\alpha_r$. Thus, since finite combinations of Laguerre polynomials are dense in $L^p$, $1 < p < \infty$, coming back to (5.1.2) we see that it suffices to prove the dimension and parameter free $L^p$ boundedness of the operator $(L_r^{1/2} (\sum_{r=1}^d L_r)^{-1/2} \Pi_{0,r})$. Note that the operators $L_r$, $r = 1, \ldots, d$, satisfy the assumption (CTR) from Section 1.3, see [78, Section 2]. However, we cannot directly apply Theorem 5.1 since none of these operators satisfies the assumption (ATL).

To overcome this obstacle we consider the auxiliary systems

\[ L_\varepsilon = (L_1 + \varepsilon, \ldots, L_d + \varepsilon), \quad \varepsilon > 0. \]

Using Theorem 5.1 for the systems $L_\varepsilon$ we obtain

\[ \|(L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2}\|_{p \to p} \leq C_p, \quad 1 < p < \infty, \quad (5.1.3) \]

with a constant $C_p$ independent both of the dimension $d$ and $\varepsilon > 0$. Now, since $L_r$ has discrete spectrum, the set $\sigma(L_r) \setminus \{0\}$ is separated from 0. Consequently, from the multivariate spectral theorem,

\[ L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_{0,r} = \lim_{\varepsilon \to 0^+} (L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2} \Pi_{0,r}, \quad (5.1.4) \]

in the strong $L^2$ sense. Using the above equality together with (5.1.3) and the fact that the
operator $\Pi_{0,r}$ is bounded on $L^p(X_r, \nu_r)$, $1 < p < \infty$, we obtain the desired dimension free bound for $L^{1/2} (\sum_{r=1}^d L_r)^{-1/2} \Pi_{0,r}$.

We do not give proofs for the cases a) and c)-h). Note that in some of these settings the proofs are simpler then in the setting b). That is because we can apply directly Corollary \[5.2\] without using the auxiliary systems $L_\varepsilon$.

We finish the proof by pointing out exemplary references for the boundedness of appropriate one-dimensional Riesz transforms and for the $L^p$ contractivity of appropriate semigroups.

For the first of these topics the references are e.g.: \[66\] for the case a), \[74\] for the case c) (the bound being independent of the parameters), \[99\] for the case d), \[80\] for the case f), \[68\] Theorem 1.14, Corollary 17.11] for the case g), and \[14\] for the case h). In the case e), a combination of the proof of \[79\] Theorem 3.3 from \[79\] Sections 5,7] (for small $\alpha_r$), and \[96\] Theorem 3.1 and Theorem 5.1] (for large $\alpha_r$), gives a bound independent of $\alpha_r \in \{-1/2\} \cup [1/2, \infty)$.

For the $L^p$ contractivity property of appropriate semigroups the reader can consult e.g.: \[84\] Proposition 1.1. i)] for the case a); \[78\] for the cases b), e), and f); \[73\] Section 2] for the cases c) and g); \[42\] for the case d). In the case h) the $L^p$ contractivity follows from the Feynman-Kac formula.

In those references in which multi-dimensional expansions are considered, we only need to use the one-dimensional case $d = 1$.

\[ \square \]

5.2 Riesz transforms on products of discrete groups with polynomial volume growth

We shall now see how Corollary \[5.2\] applies to the context introduced in the title of the present section.

Let $G$ be a discrete group. Assume that there is a finite set $U$ containing the identity
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and generating $G$. We impose that $G$ has polynomial volume growth, i.e., there is $\alpha \in \mathbb{N}_0$, such that $|U^n| \leq Cn^\alpha$, where $|F|$ denotes the counting measure (Haar measure) of $F \subset G$. Throughout this section by $l^p$, $\| \cdot \|_p$, and $\| \cdot \|_{p \to p}$, we mean $l^p(G)$, $\| \cdot \|_{l^p(G)}$, and $\| \cdot \|_{l^p(G) \to l^p(G)}$, respectively.

Fix a finitely supported symmetric probability measure $\mu$ on $G$, such that supp $\mu$ generates $G$. Then the operator

$$ P_f(x) = P_\mu f(x) = f * \mu(x) = \sum_{y \in G} \mu(x^{-1}y) f(y) = \sum_{y \in G} \mu(y) f(xy), $$

is a contraction on all $l^p$, $1 \leq p \leq \infty$. Since $\mu$ is symmetric, $P$ is self-adjoint on $l^2$, thus $L = (I - P)$ is self-adjoint and non-negative on $l^2$. Moreover, $L$ satisfies $\text{CTR}$. Indeed, we have $e^{-tL} = e^{-t} \sum_{n=0}^\infty \frac{P^n}{n!}$, so that

$$ \|e^{-tL}\|_{p \to p} \leq e^{-t} \sum_{n=0}^\infty \frac{\|P\|_{p \to p}^n}{n!} \leq 1, \quad 1 \leq p \leq \infty. $$

Additionally, since supp $\mu$ generates $G$, it can be shown that, if $Pf = f$ for some $f \in l^2$, then $f$ is a constant. For the sake of completeness we give a short prove of this observation.$^2$

Since the measure $\mu$ is real-valued it suffices to focus on real-valued $f \in l^2$. Then, either $f$ or $-f$ attains a maximum on $G$. Assume the former holds (the proof in the latter case is analogous) and let $x \in G$ be such that $\sup_{y \in G} f(y) \leq f(x)$. Since $f(x) = Pf(x) = \sum_{y \in \text{supp} \mu} \mu(y) f(xy)$, we thus have $f(x) = f(xy)$, for all $y \in \text{supp} \mu$. Now, an inductive argument shows that $f(x) = f(xy^n)$, for all $y \in \text{supp} \mu$ and every $n \in \mathbb{N}$. Thus, using the assumption that supp $\mu$ generates $G$, we obtain that $f$ is constant on $G$.

From the previous paragraph it follows that, in the case $|G| = \infty$, if $Pf = f$ and $f \in l^2$, then $f = 0$. Hence, if $G$ is infinite, then $L$ satisfies $\text{ATL}$, i.e. $E_L(\{0\}) = 0$.

For fixed $g_0 \in G$ denote $\partial_{g_0} f(x) = f(xg_0) - f(x)$. Then $\partial_{g_0}$ is a bounded operator on all $l^p$, $1 \leq p \leq \infty$. Let $R$ be the discrete Riesz transform considered in [3] (see also [45]).

$^2$We thank Gian Maria Dall’Ara for showing us this argument.
From \cite{3} Theorem 2.4 (or \cite{45} Section 8) it follows that $R$ is bounded on all $l^p$, $1 < p < \infty$ and of weak type $(1,1)$. Note that, if $G$ is infinite, then $E_L(\{0\}) = 0$ and the formula $R = \partial_{g_0} L^{-1/2} = \partial_{g_0} (I - P)^{-1/2}$ holds on a dense subset of $l^2$. If $|G| = K$, for some $K \in \mathbb{N}$, then, for all $f \in l^2$ we have $R = \partial_{g_0} L^{-1/2} \pi_0$, where $\pi_0$ is the projection onto the orthogonal complement of the constants given by $\pi_0 f = f - |G|^{-1} \sum_{y \in G} f(y)$.

Now we consider multi-dimensional Riesz transforms on direct products $G^d$. Let $P_r = P \otimes I_{(r)}$ be given by (1.4.1). Set $L_r = L \otimes I_{(r)} = (I - P_r)$ and, in the case of finite $G$, denote

$$\Pi_0 f = f - \frac{1}{|G|^d} \sum_{y = (y_1, \ldots, y_d) \in G^d} f(y).$$ (5.2.1)

The $d$-dimensional Riesz transform $R_r$ is then defined by

$$R_r = \begin{cases} 
(\partial_{g_0} \otimes I_{(r)})(L_1 + \cdots + L_d)^{-1/2}, & \text{if } |G| = \infty, \\
(\partial_{g_0} \otimes I_{(r)})(L_1 + \cdots + L_d)^{-1/2} \Pi_0, & \text{if } |G| < \infty.
\end{cases}$$ (5.2.2)

Recall that the measure $\mu$ in the definition of $P_r = P \otimes I_{(r)} = P_{\mu} \otimes I_{(r)}$, $r = 1, \ldots, d$, is a symmetric probability measure, such that supp $\mu$ is finite and generates $G$.

By using Corollary 5.2 (or its variation) we prove the following.

**Theorem 5.2.1.** Let $G$ be a discrete group of polynomial volume growth. Then the $d$-dimensional Riesz transforms $R_r$, given by (5.2.2), are bounded on all $l^p(G^d)$, $1 < p < \infty$. Moreover, for each $r = 1, \ldots, d$,

$$\|R_r\|_{l^p(G^d) \to l^p(G^d)} \leq C_p, \quad 1 < p < \infty,$$ (5.2.3)

where the constant $C_p$ is independent of $d$. Consequently,

$$\left\| \left( \sum_{r=1}^d |R_r f|^2 \right)^{1/2} \right\|_{l^p(G^d)} \leq C_p d \|f\|_{l^p(G^d)}, \quad 1 < p < 2,$$ (5.2.4)
\[
\left\| \sum_{r=1}^{d} |R_r f|^2 \right\|_{L^p(G^d)}^{1/2} \leq C_p \sqrt{d} \|f\|_{L^p(G^d)}, \quad 2 < p < \infty. \tag{5.2.5}
\]

**Remark.** In [8] and [85] Badr and Russ studied discrete Riesz transforms on graphs. Applying Corollary 5.2, Theorem 5.2.1 can be generalized to products of graphs that were studied in [8] and [85].

**Proof of Theorem 5.2.1.** The proof of (5.2.3) is just another application of Corollary 5.2 (or its variants).

We start with showing (5.2.3) in the case \(|G| = \infty\). After decomposing

\[
R_r = \left( (\partial g_0 \otimes I_{(r)}) L_{r}^{-1/2} \right) \left( L_{r}^{1/2} (L_1 + \cdots + L_d)^{-1/2} \right)
\]

it suffices to use the boundedness of the one-dimensional Riesz transform, see [3, Theorem 2.4], together with Corollary 5.2. Note that \(L\) satisfies (CTR) and (ATL), hence the same is true for the operators \(L_r, r = 1, \ldots, d\).

To obtain (5.2.3) in the case \(|G| < \infty\), we proceed similarly as in the proof of case b) of Theorem 5.1.1. Denoting

\[
\Pi_{0,r} f(x) = (\pi_0 \otimes I_{(r)}) f(x) = f - \frac{1}{|G|} \sum_{y_r \in G} f(x_1, \ldots, x_{r-1}, y_r, x_{r+1}, \ldots, x_d),
\]

we see that \(\Pi_{0,r} \Pi_0 = \Pi_0 \Pi_{0,r} = \Pi_{0,r}\). Since \((\partial g_0 \otimes I_{(r)}) (I - \Pi_{0,r}) = 0\), we rewrite \(R_r\) as

\[
R_r = \left( (\partial g_0 \otimes I_{(r)}) L_{r}^{-1/2} \Pi_0 \right) \left( L_{r}^{1/2} (\right. \left. L_1 + \cdots + L_d)^{-1/2} \Pi_0 \right) \Pi_{0,r}
\]

\[
= (R \otimes I_{(r)}) (L_{r}^{1/2} (L_1 + \cdots + L_d)^{-1/2} \Pi_{0,r}).
\]

Using the boundedness of \(R \otimes I_{(r)}\) on \(L^p(G^d)\) we are left with showing that the operator \(L_{r}^{1/2} (L_1 + \cdots + L_d)^{-1/2} \Pi_{0,r}\) is bounded on \(L^p(G^d)\), uniformly in \(d\). This can be done exactly as in the proof of case b) of Theorem 5.1.1. Namely, we apply Theorem 5.1 to the auxiliary systems \(L_\varepsilon = (L_1 + \varepsilon, \ldots, L_d + \varepsilon)\), to get a uniform in \(\varepsilon > 0\) and \(d\) bound for the
$l^p(G^d)$ norms of the operators $(L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2}$. Using the identity

$$L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2}\Pi_{0,r} = \lim_{\varepsilon \to 0^+} (L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2}\Pi_{0,r},$$

cf. (5.1.4), together with the dimension free $l^p(G^d)$ boundedness of $\Pi_{0,r}$, we thus obtain the desired dimension free boundedness of $L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2}\Pi_{0,r}$.

Now we focus on proving (5.2.4) and (5.2.5). The former inequality is a simple consequence of the fact that the $l^2$ norm of $(R_1, \ldots, R_d)$ is smaller than its $l^1$ norm. To prove (5.2.5) we use Minkowski’s integral inequality (first inequality below, note that here we need $p/2 > 1$) together with (5.2.3) (second inequality below), obtaining

$$\left\| \sum_{r=1}^d |R_r f|^2 \right\|_{l^p(G^d)}^{1/2} = \left\| \sum_{r=1}^d |R_r f|^2 \right\|_{l^{p/2}(G^d)}^{1/2} \leq \left( \sum_{r=1}^d \|R_r f\|_{l^p(G^d)}^2 \right)^{1/2} \leq C_p \sqrt{d} \|f\|_{l^p(G^d)}.$$

We finish this section by showing how Theorem 5.2.1 can be used to prove a version of [53] Theorem 2.8] by Lust-Piquard, that applies to all cyclic groups. Till the end of this section we assume that $G$ is a cyclic group, that is, there exists $g_0 \in G$ such that \{$g_0, g_0^{-1}$\} generates $G$. In this case $G$ is abelian and isomorphic to either $(\mathbb{Z}, +)$ or $\mathbb{Z}_K = \{0, \ldots, K-1\}, +_K$, where $+_K$ denotes addition modulo $K$. Note that the results of [53] include only the cases $G \cong \mathbb{Z}_3$, $G \cong \mathbb{Z}_4$, $G \cong \mathbb{Z}$, whereas the case $G \cong \mathbb{Z}_2$ is studied in [54].

Defining $\mu = \mu_{g_0} = (\delta_{g_0} + \delta_{g_0^{-1}})/2$, we see that $\mu$ is a symmetric probability measure with supp $\mu = \{g_0, g_0^{-1}\}$ generating $G$. Moreover,

$$\partial_{g_0} \partial_{g_0}^* = \partial_{g_0}^* \partial_{g_0} = 2(I - P),$$
where, as we recall, \( Pf = P_r f = \mu * f \). Consequently, we have

\[
\frac{1}{\sqrt{2}} R_r = \begin{cases} 
(\partial g_0 \otimes I_r)(\sum_{r=1}^d (\partial g_0 \otimes I_r)(\partial g_0 \otimes I_r)^*)^{-1/2}, & \text{if } |G| = \infty, \\
(\partial g_0 \otimes I_r)(\sum_{r=1}^d (\partial g_0 \otimes I_r)(\partial g_0 \otimes I_r)^*)^{-1/2} \Pi_0, & \text{if } |G| < \infty,
\end{cases}
\]

with \( \Pi_0 \) given by (5.2.1). Thus, for the specific choice of \( \mu = \mu_{g_0} \), our Riesz transform \( R_r \) coincides with \( \sqrt{2} \) times the Riesz transform considered in [53, p. 307]. Since, the group \( G \) clearly has polynomial volume growth, we obtain the following Corollary of Theorem 5.2.1, which is a generalization of [53, Theorem 2.8] to all cyclic groups.

**Corollary 5.2.2.** Let \( G \) be a cyclic group. Then the discrete Riesz transforms \( 2^{-1/2} R_r \) considered in [53] and given by (5.2.6), satisfy (5.2.3), (5.2.4), and (5.2.5).

Remark 1. Our method, contrary to the one used in [53], does not prove dimension free estimates for the vector of Riesz transforms. Note that, under the assumptions that \( G \) is a locally compact abelian group, such that \( g_0 \) spans an infinite subgroup, by [53, Theorem 2.8] the inequality (5.2.5) holds with a constant independent of \( d \). However, the counterexample given in [53, Proposition 2.9], shows that, even for \( G = \mathbb{Z} \), the constant in (5.2.4) is dependent on \( d \).

Remark 2. The constant \( C_p \) in (5.2.3), (5.2.4), and (5.2.5), is also independent on the considered cyclic group \( G \). To see this we apply transference methods due to Coifman and Weiss. Namely, from [17, Corollary 3.16], it is not hard to deduce that the norms of the one-dimensional Riesz transform on \( l^p(\mathbb{Z}_K) \) and \( l^p(\mathbb{Z}) \) are related by \( \| R \|_{l^p(\mathbb{Z}_K) \to l^p(\mathbb{Z}_K)} \leq 2 \| R \|_{l^p(\mathbb{Z}) \to l^p(\mathbb{Z})} \). Since every cyclic group \( G \) is isomorphic to either \( \mathbb{Z} \) or \( \mathbb{Z}_K \) we thus have \( \| R \|_{l^p(G) \to l^p(G)} \leq 2 \| R \|_{l^p(\mathbb{Z}) \to l^p(\mathbb{Z})} \). Hence, recalling that \( C_p \) is of the form \( C'_p \| R \|_{l^p(G) \to l^p(G)} \), where \( C'_p \) depends only on \( p \) and not on \( G \), we obtain the desired \( G \) independence of \( C_p \).
Chapter 6

Combinations of Marcinkiewicz and $H^\infty$ functional calculi

Here we investigate 'mixed' systems of operators $(L, A)$, with $L$ consisting of operators having $H^\infty$ functional calculi and $A$ consisting of operators having Marcinkiewicz functional calculi. In Section 6.1 we provide a general Marcinkiewicz type multiplier theorem in this setting. Then, in Section 6.2 we focus on a specific situation of the system $(\mathcal{L}, A)$, with $\mathcal{L}$ being the $d$-dimensional Ornstein-Uhlenbeck operator and $A$ being an operator whose heat semigroup has a kernel satisfying certain Gaussian bounds.

6.1 A Marcinkiewicz type multiplier theorem

Throughout this section we consider a system of $d = n + l$ operators

$$(L, A) := ((L_1, \ldots, L_n), (A_1 \ldots, A_l)),$$

which are positive, self-adjoint and strongly commuting on some space $L^2(X, \nu)$. We also impose that the system $(L, A)$ satisfies the assumptions of Section 1.3, i.e. all the operators $L_r, r = 1, \ldots, n$, and $A_r, r = 1, \ldots, l$, satisfy the conditions (CTR) and (ATL). Then, if $m$
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is a Borel measurable function on \( \mathbb{R}_+^d \), the multivariate spectral theorem allows us to define \( m(L, A) \) via (1.3.1). As earlier, for the sake of brevity, we write \( L^p \) instead of \( L^p(X, \nu) \) and \( \| \cdot \|_p \) instead of \( \| \cdot \|_{L^p(X, \nu)} \). The symbol \( \| T \|_{p \rightarrow p} \) denotes the operator norm of \( T \) acting on \( L^p \).

We impose that, for each fixed \( 1 < p < \infty \), the imaginary powers \( L_{i u_r}^r, u_r \in \mathbb{R}, r = 1, \ldots, n \), satisfy (4.1.4). Strictly speaking, we assume that there exist \( \theta = (\theta_1, \ldots, \theta_n) \in [0, \infty)^n \) and \( \phi_p = (\phi_p^1, \ldots, \phi_p^n) \in (0, \pi/2)^n \), such that

\[
\| L^{i(u_1, \ldots, u_n)} \|_{p \rightarrow p} \leq C(p, L) \prod_{r=1}^n (1 + |u_r|^{\theta_r} |1/p|^{1/2}) \exp(\phi_p^r |u_r|), \quad (u_1, \ldots, u_n) \in \mathbb{R}_+^n.
\]

(6.1.1)

Using Theorem [4.1.1] it is not hard to see that (6.1.1) is equivalent to the fact that the system \( L \) has an \( H^\infty \) joint functional calculus.

For the operators \( A_r, r = 1, \ldots, l \), we assume (3.1.2), i.e. that there is a vector of positive real numbers \( \sigma = (\sigma_1, \ldots, \sigma_l) \), such that for every \( 1 < p < \infty \) and \( r = 1, \ldots, l \)

\[
\| A_r^{i(u_{n+1}, \ldots, u_d)} \|_{p \rightarrow p} \leq C(p, A) \prod_{r=n+1}^d (1 + |u_r|^{\sigma_r} |1/p|^{1/2}), \quad (u_{n+1}, \ldots, u_d) \in \mathbb{R}_+^l.
\]

(6.1.2)

Recall that, by Corollary [3.1.2] the condition (6.1.2) is equivalent to the fact that the system \( A \) has a Marcinkiewicz joint functional calculus.

Note that, since the constants in (6.1.1) and (6.1.2) appear in Theorem [6.1.1], similarly to Sections [3.1] and [4.1], they are written in the calligraphic font.

Modifying slightly the notation from Section [4.1] for a function \( m: \mathbb{S}_{\phi_p} \times \mathbb{R}_+^l \rightarrow \mathbb{C} \), \( \phi_p = (\phi_p^1, \ldots, \phi_p^n) \), and \( \varepsilon \in \{-1, 1\}^n \) we set

\[
m(e^{i\varepsilon \phi_p \lambda, \lambda}) = m(e^{i\varepsilon_1 \phi_p^1 \lambda_1, \ldots, e^{i\varepsilon_n \phi_p^n \lambda_n, \lambda_{n+1}}, \ldots, \lambda_d}),
\]

with \( \lambda = (\lambda_1, \ldots, \lambda_n), (\lambda_{n+1}, \ldots, \lambda_d) = (\lambda, \lambda) \in \mathbb{R}_+^n \times \mathbb{R}_+^l \).

The following theorem is a generalization of Theorems [3.1.1] and [4.1.1].
Theorem 6.1.1. Fix $p > 1$ and let $m : S_{\phi_p} \times \mathbb{R}^l_+ \to \mathbb{C}$ be a bounded function with the following property: for each fixed $\lambda \in \mathbb{R}^l_+$, $m(\cdot, \lambda) \in H^\infty(S_{\phi_p})$ and the boundary value functions

$m(e^{i\varepsilon \phi_p} \Delta, \lambda), \varepsilon \in \{-1, 1\}^n,$

satisfy the $d$-dimensional Marcinkiewicz condition (M) of some order $\rho > |1/p - 1/2|(\theta, \sigma) + 1$. Then the multiplier operator $m(L, A)$ is bounded on $L^p$ and

$$\|m(L, A)\|_{p \to p} \leq C_{p,d} C(p, L) C(p, A) \sup_{\varepsilon \in \{-1, 1\}^n} \|m(e^{i\varepsilon \phi_p} \Delta, \lambda)\|_{Mar, \rho}.$$  

Outline of the proof. The proof is a combination of the techniques used in the proofs of Theorems 3.1.1 and 4.1.1. Once again we show that $m$ satisfies (2.1) from Theorem 2.1. As previously, it is enough to obtain, for some $N \in \mathbb{N}^d, N > \rho,$ the bound

$$\sup_{t \in \mathbb{R}^d} |\mathcal{M}(m_N, t)(u)| \leq C_{N, \rho} \sup_{\varepsilon \in \{-1, 1\}^n} \|m(e^{i\varepsilon \phi_p} \Delta, \lambda)\|_{Mar, \rho}$$

$$\times \prod_{r=1}^n (1 + |u_r|)^{-\rho_r|1/p - 1/2|} \exp(-\phi^* u_r) \prod_{r=n+1}^d (1 + |u_r|)^{-\rho_r|1/p - 1/2|},$$  

(6.1.3)

uniformly in $u \in \mathbb{R}^d$; recall that

$$\mathcal{M}(m_N, t)(u) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^l_+} t^N \lambda^N \exp(-\langle t, \lambda \rangle) m(\lambda) \lambda^{-iu} \frac{d\lambda}{\lambda}.$$  

The proof of (6.1.3) is similar to the proof of Theorem 4.1.1 when we consider the first $n$ integrals defining $\mathcal{M}(m_{N,t})$ and similar to the proof of Theorem 3.1.1 when we consider the last $l$ integrals defining $\mathcal{M}(m_{N,t}).$ We omit the details.}

They exist by (multivariate) Fatou’s theorem
6.2 The system \((\text{OU, } A)\) with \(A\) having a Marcinkiewicz functional calculus

Here we consider a pair of operators \((L, A)\), where \(L\) is the \(d\)-dimensional Ornstein-Uhlenbeck (OU) operator, while \(A\) is an operator having certain Gaussian bounds on its heat kernel (which implies that \(A\) has a Marcinkiewicz functional calculus). We also assume that \(A\) acts on a space of homogenous type \((Y, \zeta, \mu)\). The main theorem of this section is Theorem 6.2.1. It states that Laplace transform type multipliers of \((L, A)\) are bounded from the \(H^1(Y, \mu)\)-valued \(L^1(\mathbb{R}^d, \gamma)\) to \(L^1, \infty(\gamma \otimes \mu)\). Here \(H^1(Y, \mu)\) is the atomic Hardy space in the sense of Coifman and Weiss \([16]\), while \(\gamma\) is the Gaussian measure on \(\mathbb{R}^d\) given by 
\[
d\gamma(x) = \pi^{-d/2} e^{-|x|^2} dx.
\]
We finish this section by showing that the considered weak type \((1, 1)\) property interpolates well with the boundedness on \(L^2\), see Theorem 6.2.12.

In what follows we denote by \(L\) the \(d\)-dimensional Ornstein-Uhlenbeck operator 
\[
-\frac{1}{2} \Delta + \langle x, \nabla \rangle.
\]
Note that \(L\) is then a sum \(\sum_{r=1}^{d} L_r\) of the one-dimensional Ornstein-Uhlebbeck operators \(L_r\) considered in Section 4.2. It is easily verifiable that \(L\) is symmetric on \(C^\infty_c(\mathbb{R}^d)\) with respect to the inner product on \(L^2(\mathbb{R}^d, \gamma)\). The operator \(L\) is also essentially self-adjoint on \(C^\infty_c(\mathbb{R}^d)\), and we continue writing \(L\) for its unique self-adjoint extension.

It is well known that \(L\) can be expressed in terms of Hermite polynomials by 
\[
Lf = \sum_{k \in \mathbb{N}_0^d} |k| \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k = \sum_{j=0}^{\infty} j P_j f,
\]
on the natural domain 
\[
\text{Dom}(L) = \{f \in L^2(\mathbb{R}^d, \gamma) : \sum_{k \in \mathbb{N}_0^d} |k|^2 \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} < \infty\}.
\]
Here \(|k| = k_1 + \ldots + k_d\) is the length of a multi-index \(k \in \mathbb{N}_0^d\), \(\tilde{H}_k\) denotes the \(L^2(\mathbb{R}^d, \gamma)\) normalized \(d\)-dimensional Hermite polynomial of order \(k\), while

\[
P_j f = \sum_{|k| = j} \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k, \quad j \in \mathbb{N}_0,
\]

is the projection onto the eigenspace of \(L\) with eigenvalue \(j\).

For a bounded function \(m : \mathbb{N} \to \mathbb{C}\), the spectral multipliers of \(L\) are defined by \(m(L) = m(L_1 + \cdots + L_d) = \tilde{m}(L_1, \ldots, L_d)\), where \(\tilde{m}(k) = m(|k|)\). Thus, using (4.2.2), for \(f \in L^2(\mathbb{R}^d, \gamma)\) we have

\[
m(L)f = \sum_{k \in \mathbb{N}_0^d} m(|k|) \langle f, \tilde{H}_k \rangle_{L^2(\mathbb{R}^d, \gamma)} \tilde{H}_k = \sum_{j=0}^{\infty} m(j) P_j f.
\]

Let \(m\) be a function, which is bounded on \([0, \infty)\) and continuous on \(\mathbb{R}_+\). We say that \(m\) is an \(L^p(\mathbb{R}^d, \gamma)\)-uniform multiplier of \(L\), whenever

\[
\sup_{t > 0} \|m(tL)\|_{L^p(\mathbb{R}^d, \gamma) \to L^p(\mathbb{R}^d, \gamma)} < \infty.
\]

Observe that by the spectral theorem the above bound clearly holds for \(p = 2\). Using Theorem 3.5 (i)] it follows that, if \(m\) is an \(L^p(\mathbb{R}^d, \gamma)\)-uniform multiplier of \(L\) for some \(1 < p < \infty, p \neq 2\), then \(m\) necessarily extends to a holomorphic function in the sector \(S_{\phi_p}^*\) (recall that \(\phi_p^* = \arcsin |2/p - 1|\)). Assume now that \(m(tL)\) is of weak type \((1, 1)\) with respect to \(\gamma\), with a weak type constant which is uniform in \(t > 0\). Then, since the sector \(S_{\phi_p}^*\) approaches the right half-plane \(S_{\pi/2}\) when \(p \to 1^+\), using the Marcinkiewicz interpolation theorem we see that the function \(m\) is holomorphic (but not necessarily bounded) in \(S_{\pi/2}\).

An example of such an \(m\) is a function of Laplace transform type in the sense of Stein [92, pp. 58, 121], i.e. \(m(z) = z \int_0^\infty e^{-zt} \kappa(t) \, dt\), with \(\kappa \in L^\infty(\mathbb{R}_+, dt)\).

Let now \(A\) be a non-negative, self-adjoint operator defined on a space \(L^2(Y, \mu)\), where

\[\text{Taking } \kappa(t) = e^{-it}, \text{ so that } m(z) = z/(z + i), \text{ we see that these multipliers may be unbounded on } S_{\pi/2}.\]
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Y is equipped with a metric ζ such that \((Y, ζ, μ)\) is a space of homogenous type, i.e., μ is a doubling measure. For simplicity we assume that \(μ(Y) = ∞\), and that for all \(x_2 ∈ Y\), the function \((0, ∞) ⊃ R \mapsto μ(B_ζ(x_2, R))\) is continuous and \(\lim_{R → 0} μ(B_ζ(x_2, R)) = 0\). We further impose on A the assumptions \((CTR)\) and \((ATL)\) of Section 1.3. Throughout this section we also assume that the heat semigroup \(e^{-tA}\) has a kernel \(e^{-tA}(x_2, y_2)\), \(x_2, y_2 ∈ Y\), which is continuous on \(R^+ × Y × Y\), and satisfies the following Gaussian bounds.

\[
0 ≤ e^{-tA}(x_2, y_2) ≤ \frac{C}{μ(B(x_2, \sqrt{t}))} \exp(-cζ(x_2, y_2)^2/t), \quad (6.2.1)
\]

We also impose that for some \(δ > 0\), if \(2ζ(y_2, y_2′) ≤ ζ(x_2, y_2)\), then

\[
|e^{-tA}(x_2, y_2) − e^{-tA}(x_2, y_2′)| ≤ \left(\frac{ζ(y_2, y_2′)}{\sqrt{t}}\right)^δ \frac{C}{μ(B(x, \sqrt{t}))} \exp(-cζ(x_2, y_2)^2/t), \quad (6.2.2)
\]

while in general,

\[
|e^{-tA}(x_2, y_2) − e^{-tA}(x_2, y_2′)| ≤ \left(\frac{ζ(y_2, y_2′)}{\sqrt{t}}\right)^δ \frac{C}{μ(B(x, \sqrt{t}))}. \quad (6.2.3)
\]

From [88, Theorem 2.1] (or rather its version for a single operator), it follows that, under (6.2.1), the operator \(A\) has a finite order Marcinkiewicz functional calculus on \(L^p(Y, μ)\), \(1 < p < ∞\). Examples of operators \(A\) satisfying (6.2.1), (6.2.2), and (6.2.3) include, among others, the Laplacian \(−Δ\) and the harmonic oscillator \(−Δ + |x|^2\) on \(L^2(\mathbb{R}^d, dx)\), or the Bessel operator \(L_B\) considered in Section 3.4 (see [28, Lemma 4.2]).

Denote by \(H^1 = H^1(Y, ζ, μ)\) the atomic Hardy space in the sense of Coifman-Weiss [16]. More precisely, we say that a measurable function \(b\) is an \(H^1\)-atom, if there exists a ball \(B = B_ζ ⊆ Y\), such that \(\text{supp } b ⊂ B\), \(∥b∥_{L^∞(Y, μ)} ≤ 1/μ(B)\), and \(\int_Y b(x_2)dμ(x_2) = 0\). The space \(H^1\) is defined as the set of all \(g \in L^1(Y, μ)\), which can be written as \(g = ∑_{j=1}^∞ c_j b_j\), where \(b_j\) are atoms and \(∑_{j=1}^∞ |c_j| < ∞\), \(c_j ∈ \mathbb{C}\). We equip \(H^1\) with the norm \(∥f∥_{H^1} = \inf ∑_{j=1}^∞ |c_j|\), where the infimum runs over all absolutely summable \(\{c_j\}_{j ∈ \mathbb{N}}\), for which \(g = ∑_{j=1}^∞ c_j b_j\), with \(b_j\) being \(H^1\)-atoms. Note that from the very definition of \(H^1\) we have \(∥g∥_{L^1(Y, μ)} ≤ ∥g∥_{H^1}\).
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It can be shown that under (6.2.1), (6.2.2), and (6.2.3), the space

\[ H_{\text{max}}^1 = \{ g \in L^1(Y, \mu) : \sup_{t > 0} |e^{-tA}g| \in L^1(Y, \mu) \} \]

coincides with the atomic \( H^1 \), i.e., there is a constant \( C_\mu \) such that

\[ C_\mu^{-1} \| g \|_{H^1} \leq \| \sup_{t > 0} |e^{-tA}g| \|_{L^1(Y, \mu)} \leq C_\mu \| g \|_{H^1}, \quad g \in H^1(Y). \]  \hspace{1cm} (6.2.4)

The proof of (6.2.4) is similar to the proof of [28, Proposition 4.1 and Lemma 4.3]. The main trick is to replace the metric \( \zeta \) with the measure distance (see [16])

\[ \tilde{\zeta}(x_2, y_2) = \inf \{ \mu(B) : B \text{ is a ball in } Y, x_2, y_2 \in B \}, \]

change the time \( t \) via

\[ \mu(B(y, \sqrt{t})) = s, \quad y \in Y, \quad t, s > 0, \]

and apply Uchiyama’s Theorem, see [102, Corollary 1']. We omit the details. Note that taking \( r = e^{-t} \), we can restate (6.2.4) as

\[ C_\mu^{-1} \| g \|_{H^1} \leq \| \sup_{0 < r < 1} |r^{-A}g| \|_{L^1(Y, \mu)} \leq C_\mu \| g \|_{H^1}, \quad g \in H^1(Y). \] \hspace{1cm} (6.2.5)

For fixed \( 0 < \varepsilon < 1/2 \), define

\[ M_{A, \varepsilon}(g)(x) = \int_Y \sup_{0 < r < 1-\varepsilon} |r^{-A}(x_2, y_2)||g(y_2)| \, d\mu(y_2). \]

Then, a short reasoning using the Gaussian bound (6.2.1) and the doubling property of \( \mu \) gives

\[ \| M_{A, \varepsilon}(g) \|_{L^1(Y, \mu)} \leq C_{\mu, \varepsilon} \| g \|_{L^1(Y, \mu)}, \quad g \in L^1(Y, \mu). \] \hspace{1cm} (6.2.6)

Denote by \( L^1_\gamma(H^1) \) the Banach space of those Borel measurable functions \( f \) on \( \mathbb{R}^d \times Y \) such that the norm

\[ \| f \|_{L^1_\gamma(H^1)} = \int_{\mathbb{R}^d} \| f(x_1, \cdot) \|_{H^1} \, d\gamma(x), \] \hspace{1cm} (6.2.7)

is finite. In other words \( L^1_\gamma(H^1) \) is the \( L^1(\gamma) \) space of \( H^1 \)-valued functions. Moreover, it is
the closure of
\[ L_1^1(\mathbb{R}^d) \odot H^1 := \left\{ f \in L_1^1(H^1) : f = \sum_j f_1^j \otimes f_2^j, \quad f_1^j \in L_1^1(\mathbb{R}^d), \ f_2^j \in H^1 \right\} \]
in the norm given by (6.2.7).

In place of \( L \) and \( A \) we now consider the tensor product operators \( L \otimes I \) and \( I \otimes A \). For the sake of brevity we write \( L^p, \|\cdot\|_p \) and \( \|\cdot\|_{L^p} \rightarrow_{L^p} \), instead of \( L^p(\mathbb{R}^d \otimes Y, \gamma \otimes \mu), \|\cdot\|_{L^p}, \) and \( \|\cdot\|_{L^p \rightarrow L^p}, \) respectively. We shall also use the space \( L_1^1, \infty := L_1^1(\mathbb{R}^d \times Y, \gamma \otimes \mu), \) equipped with the quasinorm
\[ \|f\|_{L_1^1, \infty} = \sup_{s>0} s(\gamma \otimes \mu)(\mathbb{R}^d \times Y : |f(x)| > s). \] (6.2.8)

Let \( S \) be an operator which is of weak type \((1, 1)\) with respect to \( \gamma \otimes \mu \). Then, \( \|S\|_{L^1 \rightarrow L_1^1, \infty} = \sup_{\|f\|_1 = 1} \|Sf\|_{L_1^1, \infty} \) is the best constant in its weak type \((1, 1)\) inequality.

Let \( m \) be a bounded function defined on \([0, \infty) \times \sigma(A)\), and let \( m(\mathcal{L}, A) \) be a joint spectral multiplier of \((\mathcal{L}, A)\), as in (1.3.1). Assume that for each \( t > 0 \), the operator \( m(t\mathcal{L}, A) \) is of weak type \((1, 1)\) with respect to \( \gamma \otimes \mu \), with a weak type \((1, 1)\) constant uniformly bounded with respect to \( t \). Then, from what was said before, we may conclude\(^3\) that for each fixed \( a \in \sigma(A) \) the function \( m(\cdot, a) \) has a holomorphic extension to the right half-plane. We limit ourselves to \( m \) being of the following Laplace transform type:
\[ m(\lambda, a) = m_{\kappa}(\lambda, a) := \lambda \int_0^\infty e^{-\lambda t} e^{-at} \kappa(t) dt, \quad (\lambda, a) \in [0, \infty) \times \mathbb{R}_+, \] (6.2.9)
with \( \kappa \in L^\infty(\mathbb{R}_+, dt) \). In what follows we denote \( \|\kappa\|_{\infty} = \|\kappa\|_{L^\infty(\mathbb{R}_+, dt)} \).

Observe that under the assumptions we made on \( A \), the function \( m_{\kappa} \) gives a well defined bounded operator \( m_{\kappa}(\mathcal{L}, A) \) on \( L^2 \). Indeed, since \( \chi_{\{a=0\}}(\mathcal{L}, A) = 0 \), we have
\[ m_{\kappa}(\mathcal{L}, A) = m_{\kappa}(\mathcal{L}, A) \chi_{\{a>0\}}(\mathcal{L}, A). \]
\(^3\)At least in the case when \( A \) has a discrete spectrum.
Moreover, \( m_\kappa(0, a) = 0 \) for \( a > 0 \), and, consequently, the function \( m_\kappa(\lambda, a) \chi_{(a>0)} \) is bounded on \([0, \infty) \times \mathbb{R}_+\). Now, using the multivariate spectral theorem we see that \( m_\kappa(\mathcal{L}, A) \) is bounded on \( L^2 \).

The operator \( m_\kappa(\mathcal{L}, A) \) is also bounded on all \( L^p \) spaces, \( 1 < p < \infty \). Indeed, after decomposing

\[
m_\kappa(L, A) = \frac{L}{L+A} (L+A) \int_0^\infty e^{-t(L+A)} \kappa(t) \, dt,
\]

we may apply Theorem 3.1 (with \( \sigma = 1 \)) and the general Stein’s multiplier theorem [92, Corollary 3, p.121]. Moreover, we have \( \|m\|_{p \to p} \leq C_p \), with universal constants \( C_p \), \( 1 < p < \infty \). The boundedness of \( m_\kappa(\mathcal{L}, A) \) on \( L^p \) follows also directly from Theorem 6.1.1.

However, the following question is left open: is \( m_\kappa(\mathcal{L}, A) \) also of weak type \((1,1)\)? The main theorem of this section is a positive result in this direction.

**Theorem 6.2.1.** Let \( \mathcal{L} \) be the Ornstein-Uhlenbeck operator on \( L^2(\mathbb{R}^d, \gamma) \) and let \( A \) be a non-negative self-adjoint operator on \( L^2(Y, \zeta, \mu) \), satisfying all the assumptions of Section 1.3 and such that its heat kernel satisfies (6.2.1), (6.2.2) and (6.2.3), as described in this section. Let \( \kappa \) be a bounded function on \( \mathbb{R}_+ \) and let \( m_\kappa \) be given by (6.2.9). Then the multiplier operator \( m_\kappa(\mathcal{L}, A) \) is bounded from \( L^1_\gamma(\mathcal{H}^1) \) to \( L^{1,\infty}_\gamma(\mathcal{H}^1) \), i.e.

\[
(\gamma \otimes \mu)((\{x \in \mathbb{R}^d \times Y : |m_\kappa(\mathcal{L}, A)f(x)| > s\}) \leq \frac{C_{d,\mu} \|\kappa\|_\infty}{s} \|f\|_{L^1_\gamma(\mathcal{H}^1)}, \quad s > 0.
\]

(6.2.10)

**Remark.** Observe that \( L^2 \cap L^1_\gamma(\mathcal{H}^1) \) is dense in \( L^1_\gamma(\mathcal{H}^1) \). Thus, it is enough to prove (6.2.10) for \( f \in L^2 \cap L^1_\gamma(\mathcal{H}^1) \).

Altogether, the proof of Theorem 6.2.1 is rather long and technical, thus for the sake of the clarity of the presentation we do not provide all details. We use a decomposition of the kernel of the operator \( T := m_\kappa(\mathcal{L}, A) \) into the global and local parts with respect to the Gaussian measure in the first variable. The local part will turn out to be of weak type \((1,1)\) (with respect to \( \gamma \otimes \mu \)) in the ordinary sense. For both the local and global parts we use ideas and some estimates from García-Cuerva’s et al. [35] and [36].
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Set \(\kappa^\varepsilon = \kappa\chi_{[\varepsilon, 1/\varepsilon]}\), \(0 < \varepsilon < 1\). Then, using the multivariate spectral theorem together with the fact that \(A\) satisfies (ATL), we see that \(\lim_{\varepsilon \to 0^+} m_{\kappa^\varepsilon}(\mathcal{L}, A) = m_{\kappa}(\mathcal{L}, A)\), strongly in \(L^2\). Consequently, we also have convergence in the measure \(\gamma \otimes \mu\). Since, clearly \(\|\kappa^\varepsilon\|_{L^\infty} \leq \|\kappa\|_{\infty}\), it suffices to prove (6.2.10) for \(\kappa\) such that \(\text{supp } \kappa \subseteq [\varepsilon, 1/\varepsilon]\). Thus, throughout the proof of Theorem 6.2.1 we assume (often without further mention) that \(\kappa\) is supported away from \(0\) and \(\infty\). Additionally, the symbol \(\lesssim\) denotes that the estimate is independent of \(\kappa\).

In the proof of Theorem 6.2.1 the variables with subscript 1, e.g. \(x_1, y_1\), are elements of \(\mathbb{R}^d\), while the variables with subscript 2, e.g. \(x_2, y_2\), are taken from \(Y\).

We start with introducing some notation and terminology. Define

\(L_c^\infty = \{f \in L^\infty : \text{supp } f \text{ is compact} \} = \{f \in L^\infty(\mathbb{R}^d \times Y, \Lambda \otimes \mu) : \text{supp } f \text{ is compact} \},\)

where \(\Lambda\) is Lebesgue measure on \(\mathbb{R}^d\). Denoting \(L^p(\mathbb{R}^d \times Y, \Lambda \otimes \mu) := L^p(\Lambda \otimes \mu)\), we see that for each \(1 \leq p < \infty\), \(L_c^\infty\) is a dense subspace of both \(L^p\) and \(L^p(\Lambda \otimes \mu)\). In particular, any operator which is bounded on \(L^2\) or \(L^2(\Lambda \otimes \mu)\) is well defined on \(L_c^\infty\). We also need the weak space \(L^{1,\infty}(\Lambda \otimes \mu) := L^{1,\infty}(\mathbb{R}^d \times Y, \Lambda \otimes \mu)\) equipped with the quasinorm given by (6.2.8) with \(\gamma\) replaced by \(\Lambda\). An operator \(S\) is of weak type \((1, 1)\) precisely when

\[\|S\|_{L^1(\Lambda \otimes \mu) \to L^{1,\infty}(\Lambda \otimes \mu)} = \sup_{\|f\|_{L^1(\Lambda \otimes \mu)} = 1} \|Sf\|_{L^{1,\infty}(\Lambda \otimes \mu)} < \infty.\]

Let \(\eta\) be the product metric on \(\mathbb{R}^d \times Y\),

\[\eta(x, y) = \max(|x_1 - y_1|, \zeta(x_2, y_2)), \quad x, y \in \mathbb{R}^d \times Y.\] (6.2.11)

Then it is not hard to see that the triple \((\mathbb{R}^d \times Y, \eta, \Lambda \otimes \mu)\) is a space of homogenous type.

**Definition 6.2.2.** We say that a function \(S(x, y)\) defined on the product \((\mathbb{R}^d \times Y) \times (\mathbb{R}^d \times Y)\)
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is a kernel of a linear operator \( S \) defined on \( L_c^\infty \) if, for every \( f \in L_c^\infty \) and a.e. \( x \in \mathbb{R}^d \times Y \),

\[
S f(x) = \int_{\mathbb{R}^d} \int_Y S(x, y) f(y) \, d\mu(y_2) \, dy_1.
\]

**Remark 1.** We do not restrict to \( x \notin \text{supp} \, f \); the operators we consider later on are well defined in terms of their kernels for all \( x \). This is true because of the assumption that \( \kappa \) is supported away from 0 and \( \infty \).

**Remark 2.** The reader should keep in mind that the inner integral defining \( S f(x) \) is taken with respect to the Lebesgue measure \( dy_1 \) rather than the Gaussian measure \( d\gamma(y_1) \). The reason for this convention is the form of Mehler’s formula we use, see (6.2.13).

Let \( \mathcal{M}_r(x_1, y_1), x_1, y_1 \in \mathbb{R}^d, 0 < r < 1 \), denote Mehler’s kernel in \( \mathbb{R}^d \), i.e. the kernel of the operator \( r^L = e^{-tL} \), with \( r = e^{-t} \). It is well known that, for \( 0 < r < 1 \),

\[
\mathcal{M}_r(x_1, y_1) = \pi^{-d/2}(1 - r^2)^{-d/2} \exp\left(-\frac{|r x_1 - y_1|^2}{1 - r^2}\right), \quad x_1, y_1 \in \mathbb{R}^d. \tag{6.2.12}
\]

and that, for all \( g \in L^P(\mathbb{R}^d, \gamma) \) with \( 1 \leq p \leq \infty \),

\[
r^L g(x_1) = \int_{\mathbb{R}^d} \mathcal{M}_r(x_1, y_1) g(y_1) \, dy_1, \quad x_1 \in \mathbb{R}^d. \tag{6.2.13}
\]

In particular, using (6.2.13) it can be deduced that \( \{e^{-tL}\}_{t>0} \) satisfies the contractivity condition \((CTR)\). Additionally, a short computation using (6.2.12) gives

\[
\partial_r \mathcal{M}_r(x_1, y_1) = \pi^{-d/2} \left( dr - 2r \frac{|r x_1 - y_1|^2}{1 - r^2} - \langle r x_1 - y_1, x_1 \rangle \right) (1 - r^2)^{-d/2-1} \\
\times \exp\left(-\frac{|r x_1 - y_1|^2}{1 - r^2}\right). \tag{6.2.14}
\]

From the above we see that, if \( \varepsilon < r < 1 - \varepsilon \), for some \( 0 < \varepsilon < 1/2 \), then

\[
|\partial_r \mathcal{M}_r(x_1, y_1)| \lesssim C_{\varepsilon}(1 + |x_1|). \tag{6.2.15}
\]
Note that, since \( \kappa \) is supported away from 0 and infinity, the function \( \kappa_{\log}(r) = \kappa(-\log r) \), \( 0 < r < 1 \), is supported away from 0 and 1, say in an interval \( [\varepsilon, 1 - \varepsilon] \), \( 0 < \varepsilon < 1/2 \). In what follows, slightly abusing the notation, we keep the symbol \( \kappa \) for the function \( \kappa_{\log} \).

The change of variable \( r = e^{-t} \) leads to the formal equality

\[
T = \int_0^1 \kappa(r) \mathcal{L} r^A \frac{dr}{r} = \int_0^1 \kappa(r) \partial_r r^A \frac{dr}{r}.
\]

Suggested by the above we define the kernel

\[
K(x, y) = \int_0^1 \partial_r \mathcal{M}_r(x_1, y_1) r^A(x_2, y_2) \kappa(r) \, dr, \quad x_1, y_1 \in \mathbb{R}^d, \ x_2, y_2 \in Y,
\]

with \( r^A(x_2, y_2) = e^{(-\log r)A}(x_2, y_2) \). Then we have.

**Lemma 6.2.3.** The function \( K \) is a kernel of \( T \) in the sense of Definition 6.2.2.

**Proof (sketch).** It is enough to show that for \( f, h \in L_c^\infty \) we have

\[
\langle Tf, h \rangle = \int_{\mathbb{R}^d \times Y} \int_{\mathbb{R}^d \times Y} K(x, y)f(y)h(x) \, d(\Lambda \otimes \mu)(y) \, d(\gamma \otimes \mu)(x). \tag{6.2.16}
\]

From the multivariate spectral theorem together with Fubini’s theorem we see that

\[
\langle m(\mathcal{L}, A)f, g \rangle_{L^2} = \int_0^1 \kappa(r) \langle \mathcal{L} r^{A-1} r^A f, h \rangle_{L^2} \, dr, \quad f, h \in L^2. \tag{6.2.17}
\]

Now, by the multivariate spectral theorem \( \mathcal{L} r^{A-1}(r^A f) = (\partial_r r^A)(r^A f) \), where on right hand side we have the Fréchet derivative in \( L^2 \). Thus, \( \langle \mathcal{L} r^{A-1} r^A f, h \rangle_{L^2} \) is the limit (as \( \delta \to 0 \)) of

\[
\delta^{-1} \langle ((r + \delta)^A - r^A)r^A f, h \rangle_{L^2} \tag{6.2.18}
\]

\[
= \int_{\mathbb{R}^d \times Y} \int_{\mathbb{R}^d \times Y} \mathcal{M}_{r+\delta}(x_1, y_1) - \mathcal{M}_r(x_1, y_1) \begin{array}{c} x_2, y_2 \end{array} \begin{array}{c} f(y) \end{array} h(x) \, d(\Lambda \otimes \mu)(y) \, d(\gamma \otimes \mu)(x).
\]

We kindly refer the reader to Proposition A.1.1 for details on the above applications of the multivariate spectral theorem.
Since $f, g \in L^\infty$, using (6.2.6), (6.2.15), and the dominated convergence theorem we justify taking the limit inside the integral in (6.2.18) and obtain

\[
(\mathcal{L}_f^r - 1)^r f, h)_{L^2} = \int_{\mathbb{R}^d \times Y} \int_{\mathbb{R}^d \times Y} \partial_r M_r(x_1, y_1) r^A(x_2, y_2) f(y) h(x) d(\Lambda \otimes \mu)(y) d(\gamma \otimes \mu)(x).
\]

Plugging the above formula into (6.2.17), and using Fubini’s theorem (which is allowed by (6.2.6), (6.2.15) and the fact that \( \text{supp} \, \kappa \subseteq [\varepsilon, 1 - \varepsilon] \)), we arrive at (6.2.16), as desired.

Let \( N_s, s > 0 \), be given by

\[
N_s = \{(x_1, y_1) \in \mathbb{R}^d \times \mathbb{R}^d : |x_1 - y_1| \leq \frac{s}{1 + |x_1| + |y_1|}\}.
\]

We call \( N_s \) the local region with respect to the Gaussian measure \( \gamma \) on \( \mathbb{R}^d \). This set (or its close variant) is very useful when studying maximal operators or multipliers for \( \mathcal{L} \). After being applied by Sjögren in [90], it was used in [34], [35], [36], and [60], among others.

The local and global parts of the operator \( T \) are defined, for \( f \in L^\infty_c \), by

\[
T^{\text{glob}} f(x) = \int_{\mathbb{R}^d} \int_Y (1 - \chi_{N_2}(x_1, y_1))K(x, y)f(y) d\mu(y_2) dy_1,
\]

and

\[
T^{\text{loc}} f(x) = Tf(x) - T^{\text{glob}} f(x),
\]

respectively. The estimates from Proposition 6.2.4 demonstrate that the integral (6.2.19) defining \( T^{\text{glob}} \) is absolutely convergent for a.e. \( x \), whenever \( f \in L^1 \).

Note that the cut-off considered in (6.2.19) is the rough one from [35, p. 385] (though only with respect to \( x_1, y_1 \)) rather than the smooth one from [36, p. 288]. In our case, using a smooth cut-off with respect to \( \mathbb{R}^d \) does not simplify the proofs. That is because, even a smooth cut-off with respect to \( x_1, y_1 \) may not preserve a Calderón-Zygmund kernel in the full variables \( (x, y) \). Consequently, a scheme based on [36] may not work in our setting, thus to prove Theorem [6.2.1] we use methods similar to those from [34].
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We begin with proving the desired weak type \((1,1)\) property for \(T_{\text{glob}}\). Since

\[
T_{\text{glob}} f(x) = \int_0^1 \int_{\mathbb{R}^d} \partial_r \mathcal{M}_r(x_1, y_1) \chi_{N_2}(x_1, y_1) r^A(f(y_1, \cdot))(x_2) \, dy_1 \, \kappa(r) \, dr
\]

and \(\text{supp } \kappa \subseteq [\varepsilon, 1 - \varepsilon]\) we have

\[
|T_{\text{glob}} f(x)| \leq \|\kappa\|_\infty \int_0^{1-\varepsilon} \int_{\mathbb{R}^d} |\partial_r \mathcal{M}_r(x_1, y_1) \chi_{N_2}(x_1, y_1)| r^A(f(y_1, \cdot))(x_2) \, dy_1 \, dr
\]

\[
\leq \|\kappa\|_\infty \int_0^{1} \int_{\mathbb{R}^d} |\partial_r \mathcal{M}_r(x_1, y_1) \chi_{N_2}(x_1, y_1) \sup_{\varepsilon < r < 1 - \varepsilon} |r^A(f(y_1, \cdot))(x_2)| \, dy_1 \, dr
\]

\[
:= \|\kappa\|_\infty T_{\text{glob}}^* f(x).
\]

Moreover, the following proposition holds.

**Proposition 6.2.4.** The operator \(T_{\text{glob}}^*\) is well defined on \(L^1\) and bounded from \(L^1(\gamma \otimes \mu)\) to \(L^{1,\infty}(\gamma \otimes \mu)\), with a bound independent of \(0 < \varepsilon < 1/2\). Thus, \(T_{\text{glob}}\) is also well defined on \(L^1\) and we have

\[
(\gamma \otimes \mu)(\{x \in \mathbb{R}^d \times Y : |T_{\text{glob}} f(x)| > s\}) \leq C_{d, \mu} \frac{\|\kappa\|_\infty}{s} \|f\|_{L^1(\gamma \otimes \mu)}, \quad s > 0.
\]

**Proof.** Clearly, from (6.2.20) it follows that it suffices to focus on \(T_{\text{glob}}^*\).

Using the finite sign change argument, i.e. the inequality (2.3) from the proof of [36] Lemma 2.1, we see that

\[
T_{\text{glob}}^* f(x) \leq C \int_{\mathbb{R}^d} \sup_{0 < r < 1} \mathcal{M}_r(x_1, y_1) \chi_{N_2}(x_1, y_1) f^*_2(y_1, x_2) \, dy_1,
\]

where \(f^*_2(x_1, x_2) = \sup_{\varepsilon < r < 1 - \varepsilon} |r^A(f(x_1, \cdot))(x_2)|\). Moreover, from [36] Theorem 3.8 and [90] Lemma 2 it follows that the operator

\[
L^1(\mathbb{R}^d, \gamma) \ni g \mapsto \int_{\mathbb{R}^d} \sup_{0 < r < 1} \mathcal{M}_r(x_1, y_1) \chi_{N_2}(x_1, y_1)|g(y_1)| \, dy_1 := T_1^* g(x_1),
\]
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is of weak type \((1,1)\) with respect to \(\gamma\). Hence, using Fubini’s theorem we have

\[
(\gamma \otimes \mu)(\{x \in \mathbb{R}^d \times Y: |T_x^{\text{glob}} f(x)| > s\}) = \int_Y \gamma(\{x_1 \in \mathbb{R}^d: |T_x^{\text{glob}} f(x_1)| > s\}) \, d\mu(x_2)
\]

\[
\leq \int_Y \gamma(\{x_1 \in \mathbb{R}^d: |T_x^{\text{glob}} f^*_x(x_1)| > s\}) \, d\mu(x_2) \leq \int_Y \frac{C_d}{s} \int_{\mathbb{R}^d} f^*_x(x_1, x_2) \, d\gamma(x_1) \, d\mu(x_2)
\]

\[
= \frac{C_d}{s} \int_{\mathbb{R}^d} \int_{Y} \sup_{0 < r < 1 - \varepsilon} |r^A(f(x_1, \cdot))(x_2)| \, d\mu(x_2) \, d\gamma(x_1).
\]

(6.2.21)

Now, from (6.2.6) we see that, for each fixed \(0 < \varepsilon < 1/2\), the operator \(T_x^{\text{glob}}\) is of weak type \((1,1)\) with respect to \(\gamma \otimes \mu\); in particular, it is well defined for \(f \in L^1\). Finally, using (6.2.21) and (6.2.5), we obtain the (independent of \(\varepsilon\)) boundedness of \(T_x^{\text{glob}}\) from \(L^1_\gamma(H^1)\) to \(L^{1,\infty}(\gamma \otimes \mu)\).

Proposition 6.2.5. The operator \(T^{\text{loc}}\) is of weak type \((1,1)\) with respect to \(\gamma \otimes \mu\), and

\[
\|T^{\text{loc}}\|_{L^1 \rightarrow L^{1,\infty}} \lesssim \|\kappa\|_{\infty}. \quad \text{Thus, } T^{\text{loc}} \text{ is also bounded from } L^1_\gamma(H^1) \text{ to } L^{1,\infty}(\gamma \otimes \mu), \text{ and}
\]

\[
(\gamma \otimes \mu)(\{x \in \mathbb{R}^d \times Y: |T^{\text{loc}} f(x)| > s\}) \leq \frac{C_{d,\mu}\|\kappa\|_{\infty}}{s} \|f\|_{L^1_\gamma(H^1)}, \quad s > 0.
\]

From now on we focus on the proof of Proposition 6.2.5. The key ingredient is a comparison (in the local region) of the kernel \(K\) with a certain convolution kernel \(\tilde{K}\) in the variables \((x_1, y_1)\), i.e. depending on \((x_1 - y_1, x_2, y_2)\). We also heavily exploit the fact that in the local region \(N_2\) the measure \(\gamma \otimes \mu\) is comparable with \(\Lambda \otimes \mu\).

For further reference we restate [36] Lemma 3.1.

Lemma 6.2.6. There exists a family of balls on \(\mathbb{R}^d\)

\[
B_j = B \left( y_j, \frac{1}{20(1 + |x_j^2|)} \right),
\]

such that:
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i) the family \( \{ B_j : j \in \mathbb{N} \} \) covers \( \mathbb{R}^d \);

ii) the balls \( \{ \frac{1}{4} B_j : j \in \mathbb{N} \} \) are pairwise disjoint;

iii) for any \( \beta > 0 \), the family \( \{ \beta B_j : j \in \mathbb{N} \} \) has bounded overlap, i.e.; \( \sup \sum_j \chi_{\beta B_j}(x_1) \leq C \);

iv) \( B_j \times 4B_j \subseteq N_1 \) for all \( j \in \mathbb{N} \);

v) if \( x_1 \in B_j \), then \( B(x_1, \frac{1}{20(1+|x_1|)}) \subseteq 4B_j \);

vi) for any measurable \( V \subseteq 4B_j \), we have \( \gamma(V) \approx e^{-|x_1|^2} \Lambda(V) \).

The next lemma we need is a two variable version of [36, Lemma 3.3] (see also the following remark). The proof is based on Lemma 6.2.6 and proceeds as in [36]. The only ingredient we need to add is an appropriate use of Fubini’s theorem. In Lemma 6.2.7 by \( \nu \) we denote one of the measures \( \gamma \) or \( \Lambda \).

**Lemma 6.2.7.** Let \( S \) be a linear operator defined on \( L_c^\infty \) and set

\[
S_1 f(x) = \sum_j \chi_{B_j}(x_1) S(\chi_{4B_j}(y_1)) f(x),
\]

where \( B_j \) is the family of balls from Lemma 6.2.6. We have the following:

i) If \( S \) is of weak type \((1,1)\) with respect to the measure \( \nu \otimes \mu \), then \( S_1 \) is of weak type \((1,1)\) with respect to both \( \gamma \otimes \mu \) and \( \Lambda \otimes \mu \); moreover,

\[
\|S_1\|_{L^1 \to L^{1,\infty}} + \|S_1\|_{L^1(\Lambda \otimes \mu) \to L^{1,\infty}(\Lambda \otimes \mu)} \approx \|S\|_{L^1(\nu \otimes \mu) \to L^{1,\infty}(\nu \otimes \mu)}.
\]

ii) If \( S \) is bounded on \( L^p(\mathbb{R}^d \times Y, \nu \otimes \mu) \), for some \( 1 < p < \infty \), then \( S_1 \) is bounded on both \( L^p \) and \( L^p(\Lambda \otimes \mu) \); moreover,

\[
\|S_1\|_{p \to p} + \|S_1\|_{L^p(\Lambda \otimes \mu) \to L^p(\Lambda \otimes \mu)} \approx \|S\|_{L^p(\nu \otimes \mu) \to L^p(\nu \otimes \mu)}.
\]
We proceed with the proof of Proposition 6.2.5. Decompose $T = D + \tilde{T}$, where,

$$Df = \int_0^1 \kappa(r) \partial_r [r^C - e^{\frac{1}{4}(1-r^2)\Delta}] r^A f dr,$$

$$\tilde{T}f = \int_0^1 \kappa(r) \partial_r e^{\frac{1}{4}(1-r^2)\Delta} r^A f dr,$$

with $\Delta$ being the self-adjoint extension of the Laplacian on $L^2(\mathbb{R}^d, \Lambda)$. Observe that, by the multivariate spectral theorem applied to the system $(-\Delta, A)$, the operator $\tilde{T}$ is bounded on $L^2(\Lambda \otimes \mu)$. Consequently, $\tilde{T}$ and thus also $D = T - \tilde{T}$, are both well defined on $L^\infty_c$.

We start with considering the operator $\tilde{T}$. First we demonstrate that

$$\tilde{T} = \int_0^1 \kappa(r) \partial_r e^{\frac{1}{4}(1-r^2)\Delta} r^A dr$$

is a Calderón-Zygmund operator on the space of homogenous type $(\mathbb{R}^d \times Y, \eta, \Lambda \otimes \mu)$; recall that $\eta$ is defined by (6.2.11). In what follows $\tilde{K}$ is given by

$$\tilde{K}(x, y) = \int_0^1 \kappa(r) \partial_r \mathcal{W}_r(x_1 - y_1) r^A(x_2, y_2) dr,$$

with

$$\mathcal{W}_r(x_1, y_1) = \pi^{-d/2}(1 - r^2)^{-d/2} \exp\left(-\frac{|x_1 - y_1|^2}{1 - r^2}\right).$$  \hspace{1cm} (6.2.22)

In the proof of Lemma 6.2.8 we often use the following simple bound

$$\int_0^\infty t^{-\alpha} \exp(-\beta t^{-1}) dt \lesssim \beta^{-\alpha+1}, \hspace{1cm} \alpha > 1, \hspace{1cm} \beta > 0,$$

cf. [95, Lemma 1.1], without further mention.

**Lemma 6.2.8.** The operator $\tilde{T}$ is a Calderón-Zygmund operator associated with the kernel $\tilde{K}$. More precisely, $\tilde{T}$ is bounded on $L^2(\mathbb{R}^d \times Y, \eta, \Lambda \otimes \mu)$, with

$$\|\tilde{T}\|_{L^2(\Lambda \otimes \mu) \to L^2(\Lambda \otimes \mu)} \lesssim \|\kappa\|_{\infty},$$  \hspace{1cm} (6.2.23)
and its kernel satisfies standard Calderón-Zygmund estimates, i.e. the growth estimate

\[ |\tilde{K}(x, y)| \lesssim \frac{\|\kappa\|_{\infty}}{(\Lambda \otimes \mu)(B(x, \eta(x, y)))}, \quad x \neq y, \quad (6.2.24) \]

and, for some \( \delta > 0 \), the smoothness estimate

\[ |\tilde{K}(x, y) - \tilde{K}(x, y')| \lesssim \left( \frac{\eta(y, y')}{\eta(x, y)} \right)^{\delta} \frac{\|\kappa\|_{\infty}}{(\Lambda \otimes \mu)(B(x, \eta(x, y)))}, \quad 2\eta(y, y') \leq \eta(x, y). \quad (6.2.25) \]

Consequently \( \tilde{T} \) is of weak type \((1, 1)\) with respect to \( \Lambda \otimes \mu \), and

\[ (\Lambda \otimes \mu)(x \in \mathbb{R}^d \times Y : |\tilde{T}f(x)| > s) \leq \frac{C_{d, \mu}\|\kappa\|_{\infty}}{s} \|f\|_{L^1(Y, \mu)}, \quad s > 0. \]

**Proof.** As we have already remarked, by spectral theory \( \tilde{T} \) is bounded on \( L^2(\Lambda \otimes \mu) \), and we easily see that (6.2.23) holds. Additionally, an argument similar to the one used in the proof of Lemma 6.2.3 shows that \( \tilde{T} \) is associated with the kernel \( \tilde{K} \) even in the sense of Definition 6.2.2.

We now pass to the proofs of the growth and smoothness estimates and start with demonstrating (6.2.24). An easy calculation shows that

\[ \partial_r \mathcal{W}_r(x_1 - y_1) = \pi^{-d/2} r (1 - r^2)^{-d/2 - 1} \exp \left( -\frac{|x_1 - y_1|^2}{1 - r^2} \right) \left( d - 2 \frac{|x_1 - y_1|^2}{1 - r^2} \right). \quad (6.2.26) \]

Hence, we have for \( x_1, y_1 \in \mathbb{R}^d \)

\[ |\partial_r \mathcal{W}_r(x_1 - y_1)| \lesssim r (1 - r)^{-d/2 - 1} \exp \left( -\frac{|x_1 - y_1|^2}{4(1 - r)} \right), \quad 0 < r < 1. \quad (6.2.27) \]

For further use we remark that the above bound implies

\[ \int_0^1 |\partial_r \mathcal{W}_r(x_1 - y_1)| \, dr \lesssim |x_1 - y_1|^{-d}, \quad x_1, y_1 \in \mathbb{R}^d, \quad x_1 \neq y_1. \quad (6.2.28) \]
From \((6.2.27)\) we see that

\[
|\partial_t W_t(x_1 - y_1)|_{r=e^{-t}} \leq \begin{cases} 
C t^{-d/2-1} \exp\left(-\frac{|x_1-y_1|^2}{ct}\right), & t \leq 1, \\
C e^{-t} \exp\left(-c|x_1-y_1|^2\right), & t > 1.
\end{cases} \tag{6.2.29}
\]

Thus, coming back to the variable \(t = -\log r\) and then using \((6.2.1)\), we arrive at

\[
|\tilde{K}(x, y)| \lesssim \|\kappa\|_{\infty} \left( \int_0^\infty t^{-d/2-1} \exp\left(-\frac{|x_1-y_1|^2}{ct}\right) \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp\left(-\frac{\zeta^2(x_2, y_2)}{ct}\right) dt. \right.
\]

A standard argument using the doubling property of \(\mu\) (cf. \((6.2.31)\)) shows that we can further estimate

\[
|\tilde{K}(x, y)| \lesssim \frac{\|\kappa\|_{\infty}}{\mu(B(x_2, \eta(x, y)))} \int_0^\infty t^{-d/2-1} \exp\left(-\frac{\eta^2(x, y)}{2ct}\right) dt.
\]

The last integral is bounded by a constant times \(\eta^d(x, y)\), which equals \(C_d \Lambda(B_{|\cdot|}(x_1, \eta(x, y)))\).

Thus, \((6.2.24)\) follows once we note that

\[
\frac{1}{\Lambda(B_{|\cdot|}(x_1, \eta(x, y)))\mu(B_{\zeta}(x_2, \eta(x, y)))} = \frac{1}{(\Lambda \otimes \mu)(B(x, \eta(x, y)))}.
\]

We now focus on the smoothness estimate \((6.2.25)\), which is enough to obtain the desired weak type \((1, 1)\) property of \(\tilde{T}\). We decompose the difference in \((6.2.25)\) as

\[
\tilde{K}(x, y) - \tilde{K}(x, y') = [\tilde{K}(x, y) - \tilde{K}(x, y', y_2)] + [\tilde{K}(x, y', y_2) - \tilde{K}(x, y')] \equiv I_1 + I_2.
\]

Till the end of the proof of \((6.2.25)\) we assume \(\eta(x, y) \geq 2\eta(y, y')\), so that \(\eta(x, y) \approx \eta(x, y')\).

We start with estimating \(I_2\) and consider two cases. First, let \(|x_1 - y_1| \leq \zeta(x_2, y_2)\). Then, \(\eta(x, y) = \zeta(x_2, y_2) \geq 2\eta(y, y') \geq 2\zeta(y_2, y'_2)\) and consequently, \(\zeta(x_2, y'_2) \approx \zeta(x_2, y_2)\).
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Now, coming back to the variable \( t = -\log r \) and using (6.2.29) we have

\[
|I_2| \lesssim \|\kappa\|_{\infty} \int_0^\infty t^{-d/2-1} \exp \left( - \frac{|x_1 - y_1'|^2}{ct} \right) |e^{-tA}(x_2, y_2) - e^{-tA}(x_2, y_2')| \, dt.
\]

Hence, from (6.2.2) it follows that

\[
|I_2| \lesssim \|\kappa\|_{\infty} \zeta(y_2, y_2') \int_0^\infty t^{-d/2-1-\delta/2} \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( - \frac{\eta^2(x, y)}{ct} \right) \, dt
\]

Using the doubling property of \( \mu \) it is not hard to see that

\[
\frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( - \frac{\eta^2(x, y)}{ct} \right) \lesssim \frac{1}{\mu(B(x_2, \eta(x, y)))} \exp \left( - \frac{\eta^2(x, y)}{2ct} \right),
\]

and consequently,

\[
|I_2| \lesssim \|\kappa\|_{\infty} \zeta(y_2, y_2') \int_0^\infty t^{-d/2-1-\delta/2} \exp \left( - \frac{\eta^2(x, y)}{3ct} \right) \, dt
\]

\[
\lesssim \|\kappa\|_{\infty} \zeta(y_2, y_2') \eta(x, y)^{-\delta} \int_0^\infty \frac{1}{\mu(B(x_2, \eta(x, y)))} \left( \frac{\eta^2(x, y)}{3ct} \right)^{-d/2},
\]

thus proving that

\[
|I_2| \lesssim \left( \frac{\zeta(y_2, y_2')}{\eta(x, y)} \right)^\delta \frac{\|\kappa\|_{\infty}}{(\Lambda \otimes \mu)(B(x, \eta(x, y)))}.
\]

Assume now that \( \zeta(x_2, y_2) \leq |x_1 - y_1| \). In this case \( \eta(x, y) = |x_1 - y_1| > 2\eta(y, y') \geq 2|y_1 - y_1'| \), so that \( |x_1 - y_1| \approx |x_1 - y_1'| \). Hence, proceeding similarly as in the previous case (this time we use (6.2.3) instead of (6.2.2)), we obtain

\[
|I_2| \lesssim \|\kappa\|_{\infty} \zeta(y_2, y_2') \int_0^\infty t^{-d/2-1-\delta/2} \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( - \frac{\eta^2(x, y)}{ct} \right) \, dt.
\]

The latter quantity has already appeared in (6.2.30) and has been estimated by the right hand side of (6.2.32).
Now we pass to $I_1$. A short computation based on (6.2.26) gives

$$\pi^{d/2} \partial_z \partial_r W_r(z) = -2r(1-r^2)^{-d/2} z_j \left( d + 2 - \frac{|z|^2}{1-r^2} \right) \exp \left( \frac{-|z|^2}{1-r^2} \right), \quad z \in \mathbb{R}^d.$$ 

From the above inequality it is easy to see that

$$|\partial_z \partial_r W_r(z)| \lesssim r(1-r)^{-d/2-3/2} \exp \left( \frac{-|z|^2}{2(1-r^2)} \right),$$

and consequently, after the change of variable $e^{-t} = r$,

$$|\partial_z \partial_r W_r(z)|_{r=e^{-t}} \lesssim t^{-d/2-3/2} \exp \left( \frac{-|z|^2}{ct} \right), \quad 0 < t < \infty.$$

Hence, from the mean value theorem it follows that for $|x_1 - y_1| \geq 2|y_1 - y'_1|$,

$$|[\partial_r W_r(x_1 - y_1) - \partial_r W_r(x_1 - y'_1)]_{r=e^{-t}}| \lesssim \frac{|y_1 - y'_1|}{\sqrt{t}} t^{-d/2-1} \exp \left( \frac{-|x_1 - y_1|^2}{ct} \right), \quad (6.2.33)$$

while for arbitrary $x_1, y_1$,

$$|[\partial_r W_r(x_1 - y_1) - \partial_r W_r(x_1 - y'_1)]_{r=e^{-t}}| \lesssim \frac{|y_1 - y'_1|}{\sqrt{t}} t^{-d/2-1}. \quad (6.2.34)$$

Moreover, at the cost of a constant in the exponent, the expression $|y_1 - y'_1|/\sqrt{t}$ from the right hand sides of (6.2.33) and (6.2.34) can be replaced by $(|y_1 - y'_1|t^{-1/2})^\delta$, for arbitrary $0 < \delta \leq 1$. If $|y_1 - y'_1| \leq \sqrt{t}$, this is a consequence of (6.2.33) and (6.2.34), while if $|y_1 - y'_1| \geq \sqrt{t}$ it can be deduced from (6.2.33) and (6.2.29). Similarly as it was done for $I_2$, to estimate $I_1$ we consider two cases.

Assume first $|x_1 - y_1| \geq \zeta(x_2, y_2)$, so that $\eta(x, y) = |x_1 - y_1| > 2\eta(y, y') \geq 2|y_1 - y'_1|$ and $|x_1 - y_1| \approx |x_1 - y'_1|$. Therefore, using (6.2.1) and the version of (6.2.33) with $(|y_1 - y'_1|t^{-1/2})^\delta$
in place of $|y_1 - y'_1|/\sqrt{t}$, we obtain

$$|I_1| \lesssim \|\kappa\|_\infty |y_1 - y'_1| \int_0^\infty t^{-d/2-\delta/2} \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( -\frac{\eta^2(x, y)}{ct} \right) dt.$$  

Almost the same quantity appeared already in (6.2.30), thus employing once again previous techniques, we end up with

$$|I_1| \lesssim \|\kappa\|_\infty |y_1 - y'_1| \frac{\delta}{\eta(x, y)} \int_0^\infty t^{-d/2-\delta/2} \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( -\frac{\eta^2(x, y)}{ct} \right) dt. \tag{6.2.35}$$

Assume now that $|x_1 - y_1| < \zeta(x_2, y_2)$, so that $\eta(x, y) = \zeta(x_2, y_2) > 2\eta(y, y') \geq 2\zeta(y_2, y'_2)$ and $\zeta(x_2, y_2) \approx \zeta(x_2, y'_2)$. This time, from (6.2.1) and the $\delta$ version of (6.2.34) we have

$$|I_1| \lesssim \|\kappa\|_\infty |y_1 - y'_1| \frac{\delta}{\eta(x, y)} \int_0^\infty t^{-d/2-\delta/2} \frac{1}{\mu(B(x_2, \sqrt{t}))} \exp \left( -\frac{\eta^2(x, y)}{ct} \right) dt,$$

which has been already estimated by the right hand side of (6.2.35).

Finally, (6.2.25) follows after collecting the bounds (6.2.32) and (6.2.35), thus finishing the proof of Lemma 6.2.8. \qed

Now we focus on the operator $D = T - \tilde{T}$. Since $T$ and $\tilde{T}$ are associated with the kernels $K$ and $\tilde{K}$, respectively, $D$ is associated with

$$D(x, y) = \int_0^1 \int_0^1 \kappa(r) \partial_r [r^c(x_1, y_1) - e^{\frac{1}{4}(1-r^2)} \Delta(x_1 - y_1)] r^A(x_2, y_2) dr.$$  

Using (6.2.6), (6.2.27), and the fact that $\text{supp} \kappa \subseteq [\varepsilon, 1 - \varepsilon]$, it is not hard to see that

$$\tilde{T}^{\text{glob}} f(x) = \int_{\mathbb{R}^d} \int_Y \chi_{N_2} \tilde{K}(x, y) f(y) d\mu(y_2) dy_1,$$

is a well defined and bounded operator on $L^1(\Lambda \otimes \mu)$. Thus,

$$D^{\text{glob}} f(x) := T^{\text{glob}} f(x) - \tilde{T}^{\text{glob}} f(x) = \int_{\mathbb{R}^d} \int_Y \chi_{N_2} D(x, y) f(y) d\mu(y_2) dy_1,$$
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is a well defined operator on \(L^\infty_c\). Consequently, \(D^{\text{loc}} f(x) := Df(x) - D^{\text{glob}} f(x)\) is also a.e. well defined for \(f \in L^\infty_c\). Moreover, we have \(D^{\text{loc}} = T^{\text{loc}} - \hat{T}^{\text{loc}}\), where \(\hat{T}^{\text{loc}} := \hat{T} - \hat{T}^{\text{glob}}\).

We shall need two auxiliary lemmata. Recall that \(M_r\) and \(W_r\) are given by (6.2.12) and (6.2.22), respectively.

**Lemma 6.2.9.** If \((x_1, y_1) \in N_2\), then we have

\[
D_I(x_1, y_1) := \int_0^1 |\partial_r M_r(x_1, y_1) - \partial_r W_r(x_1 - y_1)| dr 
\leq \begin{cases} 
C \frac{1+|x_1|}{|x_1 - y_1|^d}, & \text{if } d > 1, \\
C(1 + |x_1|) \log \frac{C}{|x_1 - y_1|}, & d = 1.
\end{cases} 
\tag{6.2.36}
\]

**Proof.** We proceed similarly to the proof of [15, Lemma 3.9]. Since for \((x_1, y_1)\) from the local region \(N_2\) we have

\[
|x_1 - y_1|^2 + (r-1)^2|x_1|^2 - C(1-r) \leq |rx_1 - y_1|^2 \leq (r-1)^2|x_1|^2 + |x_1 - y_1|^2 + C(1-r), \tag{6.2.37}
\]

therefore

\[
\frac{|rx_1 - y_1|^2}{1-r^2} \exp \left( - \frac{|rx_1 - y_1|^2}{2(1-r^2)} \right) \lesssim \exp \left( - \frac{|x_1 - y_1|^2}{2(1-r^2)} \right), 
\]

and

\[
|\langle rx_1 - y_1, x_1 \rangle| \exp \left( - \frac{|rx_1 - y_1|^2}{2(1-r^2)} \right) \lesssim |rx_1 - y_1| \exp \left( - \frac{|x_1 - y_1|^2}{4(1-r)} \right) |x_1| \exp \left( - c(1-r)|x_1|^2 \right) \lesssim 1. \tag{6.2.38}
\]

Thus, using (6.2.14) we obtain for \((x_1, y_1) \in N_2\),

\[
|\partial_r M_r(x_1, y_1)| \lesssim (1-r)^{-d/2-1} \exp \left( - \frac{|x_1 - y_1|^2}{4(1-r)} \right), \quad 0 < r < 1. \tag{6.2.39}
\]
Note that the above inequality implies

$$\int_0^1 |\partial_r \mathcal{M}_r(x_1, y_1)| \lesssim |x_1 - y_1|^{-d}, \quad (x_1, y_1) \in N_2. \quad (6.2.40)$$

Using (6.2.39) and (6.2.27) we easily see that

$$\int_{0}^{1/2} |\partial_r \mathcal{M}_r(x_1, y_1) - \partial_r \mathcal{W}_r(x_1 - y_1)| \, dr \lesssim 1, \quad (x_1, y_1) \in N_2$$

which is even better than the estimate we want to prove.

Now we consider the integral over \((1/2, 1)\). Denoting \(r(x_1) = \max(1/2, 1 - |x_1|^2)\) and using once again (6.2.39) and (6.2.27) we obtain

$$\int_{1/2}^{r(x_1)} |\partial_r \mathcal{M}_r(x_1, y_1) - \partial_r \mathcal{W}_r(x_1 - y_1)| \, dr \lesssim \int_{1/2}^{r(x_1)} (1 - r)^{-d/2-1} e^{-\frac{|x_1-y_1|^2}{4(1-r)}} \, dr.$$

The above quantity is exactly the one estimated by the right hand side of (6.2.36) in the second paragraph of the proof of [35, Lemma 3.9]. It remains to estimate the integral taken over \((r(x_1), 1)\). Using the formulae (6.2.14) and (6.2.26) together with (6.2.38) we write

$$\int_{r(x_1)}^{1} |\partial_r \mathcal{M}_r(x_1, y_1) - \partial_r \mathcal{W}_r(x_1 - y_1)| \, dr \lesssim J_1 + J_2,$$

with

$$J_2 = \int_{r(x_1)}^{1} (1 - r)^{-d/2-1} \left[ d - \frac{2|x_1 - y_1|^2}{1 - r^2} \right] \exp \left( -\frac{|x_1 - y_1|^2}{(1 - r^2)} \right) \left[ d - \frac{2|x_1 - y_1|^2}{1 - r^2} \right] \exp \left( -\frac{|x_1 - y_1|^2}{1 - r^2} \right) \, dr,$$

$$J_2 = |x_1| \int_{r(x_1)}^{1} (1 - r)^{-d/2-1/2} \exp \left( -\frac{|x_1 - y_1|^2}{8(1-r)} \right) \, dr.$$

The quantity \(J_2\) has been already estimated in the proof of [35, Lemma 3.9, p.12], thus we
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focus on \( J_1 \). For fixed \( r, x_1, y_1 \) denote

\[
\varphi(s) = \phi_{r,x_1,y_1}(s) = \left( d - \frac{2|sx_1 - y_1|^2}{1 - r^2} \right) \exp \left( - \frac{|sx_1 - y_1|^2}{1 - r^2} \right),
\]

so that

\[
J_1 = \int_{r(x_1)}^1 (1 - r)^{-d/2-1} |\phi_{r,x_1,y_1}(1) - \phi_{r,x_1,y_1}(r)| \, dr.
\]

Since

\[
\varphi'(s) = 2 \left( -\frac{(d + 2)(sx_1 - y_1, x_1)}{1 - r^2} + \frac{(sx_1 - y_1, x_1)|sx_1 - y_1|^2}{(1 - r^2)^2} \right) \exp \left( - \frac{|sx_1 - y_1|^2}{1 - r^2} \right),
\]

by using (6.2.37) and (6.2.38) with \( r \) replaced by \( s \), we obtain

\[
|\varphi'(s)| \lesssim |x_1|(1 - r)^{-1/2} \exp \left( - \frac{|x_1 - y_1|^2}{8(1 - r)} \right).
\]

Thus, by the mean value theorem

\[
|J_1| \lesssim |x_1| \int_{r(x_1)}^1 (1 - r)^{-d/2-1/2} \exp \left( - \frac{|x_1 - y_1|^2}{8(1 - r)} \right) \, dr = J_2.
\]

Recalling that \( J_2 \) was estimated before, we conclude the proof. \( \Box \)

The following shows that the local parts of \( T \) and \( \tilde{T} \) inherit their boundedness properties.

**Lemma 6.2.10.** Let \( S \) denote one of the operators \( T \) or \( \tilde{T} \), and let \( \nu \) be any of the measures \( \gamma \) or \( \Lambda \). Then \( S^{\text{loc}} \) is bounded on \( L^2(\nu \otimes \mu) := L^2(\mathbb{R}^d \times Y, \nu \otimes \mu) \), and

\[
\|S^{\text{loc}}\|_{L^2(\nu \otimes \mu) \to L^2(\nu \otimes \mu)} \lesssim \|\kappa\|_{\infty}. \tag{6.2.41}
\]

Moreover, \( \tilde{T}^{\text{loc}} \) is of weak type \((1, 1)\) with respect to \( \nu \otimes \mu \), with \( \nu = \gamma \) or \( \nu = \Lambda \), and

\[
(\nu \otimes \mu)(x \in \mathbb{R}^d \times Y : |\tilde{T}^{\text{loc}} f(x)| > s) \leq \frac{C_{d,\mu}}{s} \|f\|_{L^1(\nu \otimes \mu)}. \tag{6.2.42}
\]
Proof. In what follows $S(x, y)$ denotes either the kernel $K(x, y)$ of $T$, or the kernel $\tilde{K}(x, y)$ of $\tilde{T}$. Recall that in both the cases the integral defining $S_{\text{glob}}(x)$ is absolutely convergent.

The proof is analogous to the proof of [36, Proposition 3.4]. Let $B_j$ be the family of balls in $\mathbb{R}^d$ from Lemma 6.2.6. Take $f \in L_c^\infty$ and, for $x_1 \in B_j$, decompose

\[
S_{\text{loc}}^j f(x) = S f(x) - S_{\text{glob}}^j f(x)
\]

\[
= S(f \chi_{4B_j}(y_1))(x) + S(f \chi_{4B_j}(y_1)) - \int_{\mathbb{R}^d} \int_Y \chi_{N_2} S(x, y)(x_1, y_1) f(y) d\mu(y_2) dy_1
\]

\[
= S(f \chi_{4B_j}(y_1))(x) + \int_{\mathbb{R}^d} \int_Y \chi(4B_j)(y_1) - \chi_{N_2}(x_1, y_1)) S(x, y)(y) f(y) d\mu(y_2) dy_1.
\]

Multiplying by $\chi_{B_j}(x_1)$ and summing over $j$, we arrive at the inequality

\[
S_{\text{loc}} f(x) \leq \int_{\mathbb{R}^d} \sum_j \chi_{B_j}(x_1)|\chi_{N_2}(x_1, y_1) - \chi_{4B_j}(y_1)| \int_Y |S(x, y)||f(y)| d\mu(y_2) dy_1
\]

\[
+ \sum_j \chi_{B_j}(x_1)|S(f(y)\chi_{4B_j}(y_1))(x)| := S_2(f) + S_1(f),
\]

Recall that $T$ is bounded on $L^2$, while $\tilde{T}$ is bounded on $L^2(\Lambda \otimes \mu)$. Hence, both for $S = T$ and $S = \tilde{T}$, using Lemma 6.2.7 we see that $S_1$ is bounded on $L^2(\nu \otimes \mu)$, and $\|S_1\|_{L^2(\nu \otimes \mu) \to L^2(\nu \otimes \mu)} \lesssim \|\kappa\|_\infty$. Moreover, from Lemma 6.2.8 we know that $\tilde{T}$ is of weak type $(1, 1)$ with respect to $\Lambda \otimes \mu$, and $\|\tilde{T}\|_{L^1(\Lambda \otimes \mu) \to L^{1, \infty}(\Lambda \otimes \mu)} \lesssim \|\kappa\|_\infty$. Hence, using once again Lemma 6.2.7 we see that in the case $S = \tilde{T}$, we have $\|S_1\|_{L^1(\nu \otimes \mu) \to L^{1, \infty}(\nu \otimes \mu)} \lesssim \|\kappa\|_\infty$.

It remains to consider $S_2$, for which we show boundedness on both $L^1(\nu \otimes \mu)$ and $L^\infty(\nu \otimes \mu)$. Here we need the following estimate, valid for $(x_1, y_1) \in N_2$, and $f \in L_c^\infty$,

\[
\int_Y \int_Y |S(x, y)f(y_1, y_2)| d\mu(y_2) d\mu(x_2) \lesssim \|\kappa\|_\infty |x_1 - y_1|^{-\delta\|f(y_1, \cdot)\|_{L^1(Y, \mu)}}.
\]  

(6.2.43)

Recall that $r^A$ is a contraction on $L^1(Y, \mu)$. Thus, for $S = T$ the above follows from (6.2.40), while, for $S = \tilde{T}$ it is a consequence of (6.2.28).

We start with the boundedness on $L^1(\nu \otimes \mu)$ and denote $g(y_1) = \|f(y_1, \cdot)\|_{L^1(Y, \mu)}$. From
Lemma 6.2.6 iv) it follows that \( \sum_j \chi_{B_j}(x_1)|\chi_{N_2}(x_1, y_1) - \chi_{4B_j}(y_1)| \) is supported in \( N_2 \). Hence, using Fubini’s theorem and (6.2.43), we obtain

\[
\|S_2(f)(x_1, \cdot)\|_{L^1(Y, \mu)} \lesssim \|\kappa\|_{\infty} \int_{\mathbb{R}^d} \sum_j \chi_{B_j}(x_1)|\chi_{N_2}(x_1, y_1) - \chi_{4B_j}(y_1)||x_1 - y_1|^{-d} |g(y_1)| \, dv(y_1).
\]

From that point we proceed exactly as in the \( T^2 \) part of the proof of [36, Proposition 3.4], arriving at

\[
\|S_2(f)\|_{L^1(\nu \otimes \mu)} \lesssim \int_{\mathbb{R}^d} g(y_1) \, dv(y_1) = \|f\|_{L^1(\nu \otimes \mu)}.\]

The proof of the \( L^\infty(\nu \otimes \mu) \) boundedness of \( S_2 \) is similar.

Applying Lemmata 6.2.9 and 6.2.10 we now prove the following.

**Lemma 6.2.11.** The operator \( D^{loc} \) is bounded on all the spaces \( L^p(\Lambda \otimes \mu) \). Moreover,

\[
\|D^{loc}\|_{L^p(\Lambda \otimes \mu) \to L^p(\Lambda \otimes \mu)} \lesssim \|\kappa\|_{\infty}, \quad 1 \leq p \leq \infty. \tag{6.2.44}
\]

**Proof.** Observe that \( D^{loc} \) may be expressed as

\[
D^{loc} f(x) = \int_{\mathbb{R}^d} \chi_{N_2}(x_1, y_1) \int_{0}^{1} \kappa(r) [\partial_r M_r(x_1, y_1) - \partial_r W_r(x_1 - y_1)] (r^A f)(y_1, x_2) \, dr \, dy_1,
\]

at least for \( f \in L^\infty_c \). Moreover, the estimates below imply that the integral defining \( D^{loc} \) is actually absolutely convergent, whenever \( f \in L^p(\Lambda \otimes \mu) \), for some \( 1 \leq p \leq \infty \).

Using Fubini’s theorem, and the \( L^1(Y, \mu) \) contractivity of \( r^A \),

\[
\|\kappa\|_{\infty}^{-1} \|D^{loc} f\|_{L^1(\Lambda \otimes \mu)} \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \chi_{N_2} \int_{0}^{1} [\partial_r M_r(x_1, y_1) - \partial_r W_r(x_1 - y_1)] \int_{Y} (|r^A f|(y_1, x_2)) \, d\mu(x_2) \, dr \, dy_1 \, dx_1 \\
\leq \int_{Y} \int_{\mathbb{R}^d} \chi_{N_2} D_I(x_1, y_1) |f(y_1, x_2)| \, dy_1 \, dx_1 \, d\mu(x_2).
\]

Now, using Lemma 6.2.9 it can be shown that the singularity of \( \chi_{N_2} D_I(x_1, y_1) \) is integrable in \( x_1 \). Moreover, \( \int_{\mathbb{R}^d} \chi_{N_2} D_I(x_1, y_1) \, dx_1 \leq C \), where \( C \) is independent of \( y_1 \). Thus, applying
Fubini’s theorem we obtain $\|D^{loc}\|_{L^1(\Lambda \otimes \mu) \to L^1(\Lambda \otimes \mu)} \leq C\|\kappa\|_{\infty}$. Since in the local region $|x_1| \leq 2 + |y_1| \leq 4 + |x_2|$ and $\chi_{N_2}(x_1, y_1) = \chi_{N_2}(y_1, x_1)$, the singularity of $\chi_{N_2}D_I(x_1, y_1)$ is also integrable in $y_1$. Hence, using Fubini’s theorem and the $L^\infty(Y, \mu)$ contractivity of $r^A$, we have $\|D^{loc}\|_{L^\infty(\Lambda \otimes \mu) \to L^\infty(\Lambda \otimes \mu)} \leq C\|\kappa\|_{\infty}$. Interpolating between the $L^1(\Lambda \otimes \mu)$ and $L^\infty(\Lambda \otimes \mu)$ bounds for $D^{loc}$ we finish the proof of (6.2.44).

Recalling that $T^{loc} = \tilde{T}^{loc} + D^{loc}$, and using Lemmata 6.2.10 and 6.2.11 we see that the local part $T^{loc}$ is of weak type $(1, 1)$ with respect to $\Lambda \otimes \mu$. Moreover, the weak type $(1, 1)$ constant is less than or equal to $C_{d, \mu}\|\kappa\|_{\infty}$. Thus, repeating the proof of (6.2.42) in Lemma 6.2.10 with $\tilde{T}$ replaced by $T$, we finish the proof of Proposition 6.2.5. After combining Propositions 6.2.4 and 6.2.5 the proof of Theorem 6.2.1 is completed.

As we observed before, besides being bounded from $L^1_{\gamma}(H^1)$ to $L^{1, \infty}(\gamma \otimes \mu)$ and on $L^2$, the operator $m_\kappa(L, A)$ is also bounded on all the $L^p$ spaces, $1 < p < 2$. Till the end of this section we focus on showing that this interpolation property remains true for general operators.

**Theorem 6.2.12.** Let $S$ be an operator which is bounded from $L^1_{\gamma}(H^1)$ to $L^{1, \infty}(\gamma \otimes \mu)$, and from $L^2$ to $L^2$. Then $S$ is bounded on all $L^p$ spaces, $1 < p < 2$.

The main ingredient of the proof is a Calderón-Zygmund decomposition of a function $f(x_1, x_2)$, with respect to the variable $x_2$, when $x_1$ is fixed, see Lemma 6.2.13. For the decomposition we present it does not matter that we consider $\mathbb{R}^d$ with the measure $\gamma$. The important assumption is that $(Y, \zeta, \mu)$ is a space of homogenous type. Therefore till the end of the proof of Lemma 6.2.13 we consider a more general space $L^1 := L^1(X \times Y, \nu \otimes \mu)$. Here $\nu$ is an arbitrary $\sigma$-finite Borel measure on $X$. Recall that, by convention, elements of $X$ are denoted by $x_1, y_1$, while elements of $Y$ are denoted by $x_2, y_2$.

It is known that in every space of homogenous type in the sense of Coifman-Weiss there exists a family of disjoint ‘dyadic’ cubes, see [49, Theorem 2.2]. Here we use [49, Theorem 2.2] to $(Y, \zeta, \mu)$. Let $Q_l$ be the set of all dyadic cubes of generation $l$ in the space $(Y, \zeta, \mu)$. Note that $l \to \infty$ corresponds to ‘small’ cubes, while $l \to -\infty$ to ‘big’ cubes. We define the
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\(l\)-th generation dyadic average and the dyadic maximal function with respect to the second variable, by

\[ E_l f(x) = \sum_{Q \in Q_l} \frac{1}{\mu(Q)} \int_Q f(x_1,y_2) \, d\mu(y_2) \, \chi_Q(x_2), \]

and

\[ D f(x) = \sup_l E_l |f|(x), \quad (6.2.45) \]

respectively.

We prove the following Calderón-Zygmund type lemma.

**Lemma 6.2.13.** Fix \(s > 0\) and let \(f \in L^1\) be a continuous non-negative function on \(X \times Y\). Then there exist Borel measurable functions \(g\) (‘good’) and \(\{b_j\}\) (‘bad’) such that \(f = g + b := g + \sum_j b_j\), and:

(i) \(\|g\|_{L^1} + \sum_j \|b_j\|_{L^1} \leq 4\|f\|_{L^1}\);

(ii) \(|g(x)| \leq C\mu s\), for \(x = (x_1,x_2) \in X \times Y\);

(iii) each function \(b_j\) is associated with unique dyadic cube \(Q_j\). Moreover, the functions \(b_j\) are supported in disjoint measurable sets \(S_j = F_j \times Q_j\) such that for each fixed \(x_1 \in X\), we have \(\sum_j \mu(S_j(x_1)) \leq s^{-1} \int_Y f(x) \, d\mu(x_2)\), where \(S_j(x_1) = \{x_2 : x \in S_j\}\). Additionally, for each fixed \(j \in \mathbb{Z}\) and \(x_1 \in X\), \(\int_Y b_j(x) \, d\mu(x_2) = 0\), and either, there exists a ‘cube’ such that \(Q_{j(x_1)} = S_j(x_1)\) and \(\text{supp}(b_j(x_1,\cdot)) \subset Q_{j(x_1)}\), or \(S_j(x_1) = \emptyset\) and \(b_j(x_1,\cdot) \equiv 0\);

(iv) If, for fixed \(x_1 \in X\) the set \(S_j(x_1)\) is non empty (hence in view of (3) \(S_j(x_1) = Q_{j(x_1)}\)), then

\[ C^{-1}_\mu s \leq \frac{1}{\mu(Q_{j(x_1)})} \int_{Q_{j(x_1)}} f(x) \, d\mu(x_2) \leq C\mu s; \]

(v)

\[ \{x \in X \times Y : D(f)(x) > s\} = \bigcup_j F_j \times Q_j = \bigcup S_j. \]
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Proof. In part the lemma is intuitively quite clear. The fact we do need to prove is that the decomposition can be done in a 'measurable' way.

Since $f$ is continuous $E_l f$ is measurable on $X \times Y$. Therefore

$$\Omega_l = \{ x \in X \times Y : E_l f(x) > s, \ E_{l'} f(x) \leq s \text{ for } l' < l \}$$

are measurable subsets of $X \times Y$. Moreover, the sets $\Omega_l$ are pairwise disjoint and satisfy

$$\Omega := \bigcup_l \Omega_l = \{ x \in X \times Y : D(f)(x) > s \} \quad (6.2.46)$$

Setting $\Omega = \bigcup_{l} \Omega_l$ we see that if $x \in \Omega^c$, then $f(x) \leq s$.

Observe now that for each fixed $x_1 \in X$, if $z_{Q_{\alpha}^l}$ denotes the center of the cube $Q_{\alpha}^l$, then $E_l f(x) = E_l f(x_1, z_{Q_{\alpha}^l})$, for all $x_2 \in Q_{\alpha}^l$. Therefore, a short reasoning shows that $\Omega_l = \bigcup_{\alpha} F_{\alpha,l} \times Q_{\alpha}^l \equiv \bigcup_{\alpha} S_{\alpha,l}$, where

$$F_{\alpha,l} = \{ x_1 \in X : E_l f(x_1, z_{Q_{\alpha}^l}) > s, \ E_{l'} f(x_1, z_Q) \leq s \text{ for } Q \supset Q_{\alpha}^l, \ Q \in \mathcal{Q}_{l'}, \ l' < l \}.$$ 

From the continuity of $f$ it follows that the sets $S_{\alpha,l}$ are $\nu \otimes \mu$ measurable. Moreover, $\Omega = \bigcup_{\alpha,l} S_{\alpha,l}$, where the sum runs over $(\alpha,l)$ corresponding to all cubes and the sets $S_{\alpha,l}$ are pairwise disjoint. Hence, recalling $\text{(6.2.46)}$, we obtain (v).

Note that some of the sets $S_{\alpha,l}$ may be empty, as well as the sets $S_{\alpha,l}(x_1) = \{ x_2 : x \in S_{\alpha,l} \}$. However, if for some $x_1 \in X$ the set $S_{\alpha,l}(x_1)$ is not empty, then $S_{\alpha,l}(x_1)$ coincides with a cube $Q_{\alpha}^l(x_1)$. In fact the just presented construction may be phrased as follows: $x_1 \in F_{\alpha,l}$ is and only if the cube $Q_{\alpha}^l$ has been chosen as one of the cubes for the Calderón-Zygmund decomposition of the function $f(x_1, \cdot)$.

Since the set of pairs $(\alpha,l)$ is countable from now on we associate with each $j$ a pair
From the above we obtain

\[ \sum_{j} \int_{S_{j}(x_{1})} \frac{1}{\mu(Q_{j})} \int_{Q_{j}} f(x_{1}, y_{2}) \, d\mu(y_{2}) \, \chi_{S_{j}(x)} \, d\mu(x_{2}) = \sum_{j} \int_{Q_{j}(x_{1})} \frac{1}{\mu(Q_{j})} \int_{Q_{j}} f(x_{1}, y_{2}) \, d\mu(y_{2}) \, d\mu(x_{2}) \leq \int_{Y} f(x) \, d\mu(x_{2}) \]

and consequently, since \( \chi_{S_{j}(x)} = \chi_{S_{j}(x_{1})}(x_{2}) \), using Fubini's theorem we obtain

\[ \int_{X \times Y} \sum_{j} \frac{1}{\mu(Q_{j})} \int_{Q_{j}} f(x_{1}, y_{2}) \, d\mu(y_{2}) \, \chi_{S_{j}(x)} \, d\mu(x_{2}) \chi_{S_{j}(x)}(x) \, d\nu(x_{1}) \, d\mu(x_{2}) \]

\[ = \int_{X} \left( \sum_{j} \int_{S_{j}(x_{1})} \frac{1}{\mu(Q_{j})} \int_{Q_{j}} f(x_{1}, y_{2}) \, d\mu(y_{2}) \, \chi_{S_{j}(x)}(x_{2}) \, d\mu(x_{2}) \right) \, d\nu(x_{1}) \]

\[ \leq \int_{X \times Y} f(x_{1}, y_{2}) \, d\mu(y_{2}) \, d\nu(x_{1}) = \| f \|_{L^{1}}. \]

From the above we obtain \( \| g \|_{L^{1}} \leq 2 \| f \|_{L^{1}} \) and \( \sum_{j} \| b_{j} \|_{L^{1}} \leq 2 \| f \|_{L^{1}} \), thus proving (i).

Now we pass to (ii). Since \( |f(x)| \leq s \), for \( x \in \Omega^{c} \) and the sets \( S_{j} \) are disjoint it suffices to show that,

\[ \frac{1}{\mu(Q_{j})} \int_{Q_{j}} f(x_{1}, y_{2}) \, d\mu(y_{2}) \chi_{S_{j}(x)}(x) \leq Cs, \quad \text{for } x_{2} \in S_{j}(x_{1}). \quad (6.2.47) \]

If \( x_{2} \in S_{j}(x_{1}) \), then \( S_{j}(x_{1}) = Q_{j}(x_{1}) \), for some \( Q_{j}(x_{1}) \in Q_{l} \). Moreover, there exists \( \tilde{Q}_{j}(x_{1}) \supset
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\( Q_j(x_1) \), with \( \tilde{Q}_j(x_1) \in Q_{l-1} \). Then, since \( x_2 \in S_j(x_1) \),

\[
\frac{1}{\mu(\tilde{Q}_j(x_1))} \int_{\tilde{Q}_j(x_1)} f(x_1, y_2) \, d\mu(y_2) = E_0 f(x) \leq s.
\]

Therefore, a standard argument, based on the doubling property of \( \mu \), gives

\[
\frac{1}{\mu(\tilde{Q}_j(x_1))} \int_{\tilde{Q}_j(x_1)} f(x) \, d\mu(y_2) \leq \frac{C\mu}{\mu(\tilde{Q}_j(x_1))} \int_{\tilde{Q}_j(x_1)} f(x_1, y_2) \, d\mu(y_2) \leq C\mu s.
\]

Hence, (6.2.47) and thus also (2) is proved.

Observe that from the very definition of the sets \( S_j \) we have

\[
\frac{1}{\mu(\tilde{Q}_j(x_1))} \int_{\tilde{Q}_j(x_1)} f(x_1, y_2) \, d\mu(y_2) \chi_{S_j}(x) > s, \quad \text{for} \ x_2 \in S_j(x_1).
\]

(6.2.48)

Combining the above with (6.2.47) we obtain item (iv).

It remains to prove the property (iii). The inequality \( \sum_j \mu(S_j(x_1)) \leq s^{-1} \int_Y f(x) \, d\mu(x_2) \) follows from (6.2.48). If \( S_j(x_1) = \emptyset \) then obviously, \( b_j(x_1, \cdot) = 0 \). If \( S_j(x_1) \) is not empty, then \( S_j(x_1) = Q_j(x_1) \), for some \( j(x_1) \), so that \( \supp b_j(x_1, \cdot) \subset Q_j(x_1) \). In either case

\[
\int_Y b_j(x) \, d\mu(x_2) = \int_{S_j(x_1)} b_j(x) \, d\mu(x_2) = 0.
\]

Using Lemma 6.2.13 we now prove Theorem 6.2.12. The proof follows the scheme from [16, Theorem D, pp. 596, 635–637] by Coifman and Weiss.

Proof of Theorem 6.2.12. Fix \( 1 < q < p \) and set \( D^q(f) = (D(|f|^q))^{1/q} \), with \( D \) given by (6.2.45). Then, since \( D \) is bounded on \( L^p \) and \( 1 < q < p \), the same is true for \( D^q \).

Fix a continuous function \( 0 \leq f \in L^p \) and let

\[
\Theta^s = \{ x : D^q(f) > s \} = \{ x : D(f^q) > s^q \}.
\]

(6.2.49)
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From item (v) of Lemma 6.2.13 it follows that

$$\Theta^* = \bigcup_j F_j \times Q_j = \bigcup_j S_j,$$

where the sets $S_j$ satisfy properties (i)-(iv) from Lemma 6.2.13 with $s^q$ in place of $s$ and $f^q$ in place of $f$. In particular

$$\frac{1}{\mu(Q_j)} \int_{Q_j} f^q \, d\mu(x_2) \approx s^q, \quad x_1 \in F_j. \quad (6.2.50)$$

Decompose $f = g_s + b_s = g_s + \sum_j b_{j,s}$ with

$$g_s = g = f(1 - \chi_{\Theta^*}) + \sum_j \frac{1}{\mu(Q_j)} \int_{Q_j} f(x) \, d\mu(x_2) \chi_{S_j},$$

$$b_{j,s} = b_j = \left( f(x) - \frac{1}{\mu(Q_j)} \int_{Q_j} f(x_1, y_2) \, d\mu(y_2) \right) \chi_{S_j}.$$

If we fix $x_1 \in F_j$, then because $|b_j| \leq |f| + \frac{1}{\mu(Q_j)} \int_{Q_j} f(x_1, y_2) \, d\mu(y_2) \chi_{S_j}$, using (6.2.50) and Hölder’s inequality, we obtain

$$\left( \int_{Q_j} |b_j|^q \, d\mu(x_2) \right)^{1/q} \leq \left( \int_{Q_j} |f|^q \, d\mu(x_2) \right)^{1/q} + \left( \int_{Q_j} \left| \frac{1}{\mu(Q_j)} \int_{Q_j} f(x_1, y_2) \, d\mu(y_2) \right|^q \chi_{Q_j} \, d\mu(x_2) \right)^{1/q} \quad (6.2.51)$$

$$\lesssim s \mu(Q_j)^{1/q} + \left( \int_{Q_j} \frac{1}{\mu(Q_j)} \int_{Q_j} f^q(x_1, y_2) \, d\mu(y_2) + \chi_{Q_j} \, d\mu(x_2) \right)^{1/q} \lesssim s \mu(Q_j)^{1/q}.$$

Let $B(Q_j)$ be the ball included in $Q_j$ from [49 Theorem 2.2 (2.8)], i.e. satisfying

$$B(Q_j) \subset Q_j, \quad \mu(Q_j) \leq C\mu(B(Q_j)).$$
6.2. The system \((OU, A)\)

Then, from \((6.2.51)\) it follows that

\[
\left( \frac{1}{\mu(B(Q_j))} \int_{B(Q_j)} |b_j|^q \, d\mu(x_2) \right)^{1/q} \leq C_\mu s.
\]

Consequently, for each fixed \(x_1 \in F_j\), the function

\[
c_j(x_1, \cdot) = \frac{b_j(x_1, \cdot)}{C_\mu s \mu(B(Q_j))}
\]

is supported in \(B(Q_j)\) and satisfies

\[
\|c_j(x_1, \cdot)\|_{L^q(Y, \frac{1}{\mu(B(Q_j))} \, d\mu)} \leq \frac{1}{\mu(B(Q_j))}. \tag{6.2.52}
\]

The above inequality is also trivially satisfied if \(x_1 \not\in F_j\), since then \(c_j(x_1, \cdot) \equiv 0\).

From \((6.2.52)\) it follows that for each fixed \(x_1 \in \mathbb{R}^d\) the functions \(c_j(x_1, \cdot)\) are \(H^{1,q}(Y, \mu)\)-atoms in the sense of Coifman-Weiss [16, p. 591], and thus \(\|c_j\|_{H^{1,q}(Y, \mu)} = 1\). Moreover, from the decomposition \(b = \sum_j C_\mu s \mu(B(Q_j))c_j\) we obtain

\[
\|b(x_1, \cdot)\|_{H^{1,q}(Y, \mu)} \leq C_\mu s \sum_{j: x_1 \in F_j} \mu(Q_j) = c_\mu s \sum_j \mu(S_j(x_1)).
\]

Since the spaces \(H^{1,q}(Y, \mu)\) and \(H^1(Y, \mu) = H^{1,\infty}(Y, \mu)\) coincide, cf. [16, Theorem A], using Fubini’s theorem and the disjointness of \(S_j\) we obtain

\[
\|b\|_{L^1(H^1)} = \int_{\mathbb{R}^d} \|b(x_1, \cdot)\|_{H^1(Y, \mu)} \, d\gamma(x_1) \lesssim s \sum_j (\gamma \otimes \mu)(S_j) = C s (\gamma \otimes \mu)(\Theta^s). \tag{6.2.53}
\]

By the layer-cake formula we have

\[
p^{-1}\|Sf\|_{L^p} = \int_0^\infty s^{p-1}(\gamma \otimes \mu)(x: |Sf(x)| > s) \, ds,
\]
and, consequently,

\[ \|Sf\|_{L^p} \lesssim \int_0^\infty s^{p-1}(\gamma \otimes \mu)(x: |Sb_s(x)| > s/2) \, ds + \int_0^\infty s^{p-1}(\gamma \otimes \mu)(x: |Sg_s(x)| > s/2) \, ds \]

:= E_1 + E_2.

To estimate \( E_1 \) we use the weak type property of \( S \) and \( 6.2.53 \), obtaining

\[ E_1 \lesssim \int_0^\infty s^{p-2}\|b_s\|_{L^1(H^1)} \, ds \lesssim \int_0^\infty s^{p-1}(\gamma \otimes \mu)(\Theta^s) \, ds = \|D^q(f)\|_p^p \lesssim \|f\|_p^p. \quad (6.2.54) \]

Passing to \( E_2 \), the layer-cake formula together with the \( L^2 \) boundedness of \( S \) and Chebyshev’s inequality produce

\[
p^{-1}E_2 \lesssim C \int_0^\infty s^{p-3}\|g_s\|_2^2 \, ds \\
= \int_0^\infty s^{p-3} \int_{\Theta^s} |g_s|^2 \, d\gamma \, d\mu \, ds + \int_0^\infty s^{p-3} \int_{(\Theta^s)^c} |g_s|^2 \, d\gamma \, d\mu \, ds := E_{2,1} + E_{2,2}.
\]

From \( 6.2.49 \), \( 6.2.50 \) and the definition of \( g_s \) we see that \( |g_s| \leq Cs \), and consequently,

\[ E_{2,1} \lesssim \int_0^\infty s^{p-1}(\gamma \otimes \mu)(\Theta^s) \, ds. \]

The above quantity has already been estimated, see \( 6.2.54 \). Now we focus on \( E_{2,2} \). Since \( g_s = f \) outside of \( \Theta^s \) and \( f \leq D^q(f) \), using Fubini’s theorem we have

\[
E_{2,2} \lesssim \int_{\mathbb{R}^d \times Y} |f(x)|^2 \int_f^\infty s^{p-3} \, ds \, d(\gamma \otimes \mu) \lesssim \int_{\mathbb{R}^d \times Y} |f(x)|^p \, d(\gamma \otimes \mu),
\]

thus obtaining the desired estimate for \( E_2 \) and hence, finishing the proof of Theorem 6.2.12.

\[ \square \]
Appendix A

A.1 Joint spectral measure and integration

We provide the definitions and briefly list the properties of the joint spectral measure and integration. In particular, in Section A.1.3 we state the multivariate spectral theorem. We finish this appendix by proving the strong $L^p$, $1 < p < \infty$, continuity of $u \mapsto L^{iu}$. The exposition in Sections A.1.1 - A.1.3 is based on the neat and comprehensive presentation in Martini’s thesis [56, Appendix A.3], to which we refer the reader for more details and further references.

A.1.1 Resolutions of the identity

Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ be a Hilbert space and let $\Omega$ be a locally compact second-countable Hausdorff topological space (in fact we are interested in $\Omega = \mathbb{R}^d$, $d \geq 1$). A resolution of the identity of $\mathcal{H}$ on $\Omega$ is a mapping $E$ which sends Borel subsets $\omega$ of $\Omega$ to orthogonal projections $E(\omega)$ on $\mathcal{H}$ (called spectral projections), and which satisfies the following properties

- $E(\Omega) = I$;
- $E(\omega_1 \cup \omega_2) = E(\omega_1) + E(\omega_2)$, whenever $\omega_1 \cap \omega_2 = \emptyset$;
- $E(\omega) = \lim_n E(\omega_n)$ (strong limit), whenever $\omega = \bigcup \omega_n$ (increasing union);
- $E(\omega_1 \cap \omega_2) = E(\omega_1)E(\omega_2) = E(\omega_2)E(\omega_1)$. 
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If $E$ is a resolution of the identity of $\mathcal{H}$ on $\Omega$, then for every $x, y \in \mathcal{H}$ the equality

$$E_{x,y}(\omega) = \langle E(\omega)x, y \rangle_{\mathcal{H}}$$

defines a complex-valued Borel measure $E_{x,y}$ on $\Omega$, which satisfies

$$|E_{x,y}(\Omega)| \leq \|x\| \|y\|.$$  

If $x = y$, then $E_{x,x}$ is a positive Borel measure such that

$$E_{x,x}(\Omega) = \|x\|^2.$$ 

The support $\text{supp} E$ of $E$ on $\Omega$ is defined by

$$\text{supp} E = \Omega \setminus \bigcup \{\omega \subseteq \Omega: \omega \text{ is open and } E(\omega) = 0\}.$$ 

Since we assume that $\Omega$ is second-countable we always have $E(\text{supp} E) = I$.

A.1.2 Spectral integration

Let $B(\Omega)$ be the vector space of complex-valued bounded Borel functions on a locally compact second-countable Hausdorff topological space $\Omega$ equipped with the norm $\|f\| = \sup_{\lambda \in \Omega} |f(\lambda)|$. The space $B(\Omega)$ is a $C^*$ algebra with pointwise multiplication. If $E$ is a resolution of the identity of $\mathcal{H}$ on $\Omega$, then there is a unique continuous linear map $B(\Omega) \to B(\mathcal{H})$ which, for every Borel set $\omega \subseteq \Omega$, maps $\chi_\omega$ to $E(\omega)$. The image of a function $f \in B(\Omega)$ via this map is denoted by

$$\int_\Omega f dE \quad \text{or} \quad E[f]$$
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and is called the spectral integral of the function of $f$ with respect to $E$. Then, for every $f \in B(\Omega)$ we have

$$\langle E[f] x, y \rangle_{\mathcal{H}} = \int_{\Omega} f d E_{x,y}, \quad x, y \in \mathcal{H}.$$  

The definition of $E[f]$ can be extended to general Borel functions $f$ on $\Omega$, leading to (possibly unbounded) operators $E[f] = \int_{\Omega} f d E$. These are given for $x \in \text{Dom}(E[f])$,

$$\text{Dom}(E[f]) = \left\{ x \in \mathcal{H} : \int_{\Omega} |f|^2 d E_{x,x} < \infty \right\},$$

by the condition

$$\langle E[f] x, y \rangle_{\mathcal{H}} = \int_{\Omega} f d E_{x,y}, \quad y \in \mathcal{H}.$$  

In fact it can be shown that for every Borel function $f : \Omega \to \mathbb{C}$, the set $\text{Dom}(E[f])$ is a dense subspace of $\mathcal{H}$ and

$$\|E[f] x\|^2 = \int_{\Omega} |f|^2 d E_{x,x}, \quad x \in \text{Dom}(E[f]).$$

Moreover, if $f$ is real-valued, then $E[f]$ is self-adjoint on $\text{Dom}(E[f])$.

A.1.3 Multivariate spectral theorem

Consider a system $T = (T_1, \ldots, T_d)$ of self-adjoint operators on a Hilbert space $\mathcal{H}$ (the most interesting instance for us being $\mathcal{H} = L^2(X, \nu)$). By the spectral theorem each $T_r$, $r = 1, \ldots, d$, has an associated unique resolution of the identity $E_{T_r}$ of $\mathcal{H}$ on $\mathbb{R}$. For each $r = 1, \ldots, d$, $E_{T_r}$ is also called the spectral measure or the spectral resolution of $T_r$.

We say that the operators $T_r$, $r = 1, \ldots, d$, commute strongly if their spectral projections commute pairwise. In this case the multivariate spectral theorem states that there exists a unique resolution of the identity $E$ on $\mathbb{R}^d$ such that

$$E(\omega_1 \times \cdots \times \omega_d) = E_{T_1}(\omega_1) \cdots E_{T_d}(\omega_d).$$
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and

\[ T_r = \int_{\mathbb{R}^d} \lambda_r \, dE(\lambda) = \int_{\mathbb{R}} \lambda_r \, dE_{T_r}(\lambda_r), \quad \lambda = (\lambda_1, \ldots, \lambda_d), \]

see [56, Appendix A.4.4] and [87, Theorem 4.10 and Theorems 5.21, 5.23]. The resolution of the identity \( E(\lambda) \) is called the joint spectral measure for the system \( T \). Additionally, we have

\[ \text{supp} E \subseteq \text{supp} E_1 \times \cdots \times \text{supp} E_d, \quad \text{(A.1.1)} \]

see [87, Proposition 5.24 (ii)], however it may happen that the inclusion is sharp. The set \( \text{supp} E \) is also denoted by \( \sigma(L) \) and called the joint spectrum of the system \( T \). Since \( \text{supp} E_r = \sigma(T_r) \), where \( \sigma(T_r) \) denotes the spectrum of \( T_r, r = 1, \ldots, d \), the inclusion (A.1.1) can be also restated as

\[ \sigma(T) \subseteq \sigma(T_1) \times \cdots \times \sigma(T_d). \]

For a Borel measurable complex-valued function \( m \) on \( \mathbb{R}^d \) we define the spectral multiplier for the system \( T \) by

\[ m(T) = m(T_1, \ldots, T_d) = \int_{\mathbb{R}^d} m(\lambda) \, dE(\omega) = \int_{\sigma(L)} m(\lambda) \, dE(\lambda), \]

on the domain

\[ \text{Dom}(m(T)) = \left\{ x \in \mathcal{H} : \int_{\mathbb{R}^d} |m(\lambda)|^2 dE_{x,x}(\lambda) < \infty \right\}. \]

In particular, if \( T = L = (L_1, \ldots, L_d) \), where \( L_r, r = 1, \ldots, d \), are self-adjoint, non-negative operators on \( L^2(X, \nu) \) from Section 1.3 then \( m(L) \) is given by

\[ m(L) = m(L_1, \ldots, L_d) = \int_{[0, \infty)^d} m(\lambda) \, dE(\lambda) = \int_{\sigma(L)} m(\lambda) \, dE(\lambda), \quad \text{(A.1.2)} \]
on the domain

\[ \text{Dom}(m(L)) = \left\{ f \in L^2(X, \nu) : \int_{[0,\infty]^d} |m(\lambda)|^2 dE_{f,f}(\lambda) < \infty \right\}. \ \ (A.1.3) \]

If we assume additionally (ATL), then the first integral in (A.1.2) may be taken over \( \mathbb{R}_+^d \) instead of \([0, \infty)^d \).

We finish this appendix by summarizing properties of the functional calculus given by (A.1.2). Here \( \overline{m} \) denotes the complex conjugate of a function \( m \).

**Proposition A.1.1** (cf. [87, Theorem 4.16]). For Borel measurable functions \( m, m_1, m_2 \) on \([0, \infty)^d \) and \( z_1, z_2 \in \mathbb{C} \) we have:

i) The adjoint of the (possibly unbounded) operator \( m(L) \) is the operator \( \overline{m}(L) \), consequently, if \( m \) is real, then \( m(L) \) is self-adjoint;

ii) If \( m \) is non-negative, then \( m(L) \) is non-negative with the spectral measure given by \( E_{m(L)}(\omega) = \chi_{m^{-1}(\omega)}(L) \), where \( \omega \) is a Borel subset of \([0, \infty)\);

iii) \( m(L) \) is a closed normal operator on \( L^2(X, \nu) \);

iv) If \( f \in \text{Dom}(m(L)) \), then \( \|m(L)f\|_{L^2(X, \nu)} = \int_{[0,\infty)^d} |m(\lambda)|^2 dE_{f,f}(\lambda) \);

v) If \( m \) is bounded, then \( \langle m(L)f, g \rangle_{L^2(X, \nu)} = \int_{[0,\infty)^d} m(\lambda)dE_{f,g}(\lambda) \), for \( f, g \in L^2(X, \nu) \);

vi) The operator \( (z_1m_1 + z_2m_2)(L) \) is the closure of \( z_1m_1(L) + z_2m_2(L) \);

vii) If \( m_1, m_2 \) are non-negative, then \( m_1(L) + m_2(L) = (m_1 + m_2)(L) \);

viii) The operator \( (m_1m_2)(L) \) is the closure of \( m_1(L)m_2(L) \), consequently, if \( m_1, m_2 \) are bounded, then the operators \( m_1(L) \) and \( m_2(L) \) commute.

**A.1.4 Strong \( L^p \) continuity of \( u \mapsto L^{iu} \)**

In this subsection we prove the strong \( L^p \), \( 1 < p < \infty \), continuity of \( u \mapsto L^{iu} \), postulated on p. 17. Recall that the operator \( L^{iu}, u \in \mathbb{R}^d \), is given by (A.1.2) with \( m(\lambda) = m_u(\lambda) = \lambda^{iu} \),
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\[ \lambda \in \mathbb{R}^d. \]

We show that under (CTR) and (ATL), for every \( 1 < p < \infty \) and \( u_0 \in \mathbb{R}^d \),

\[ \lim_{u \to u_0} \| L^u f - L^{u_0} f \|_p = 0, \quad f \in L^p. \quad (A.1.4) \]

Since the operators \( L^{u_0}, r = 1, \ldots, d \), commute and \( \| L_1^{u_0} \cdots L_d^{u_0} \|_{p \to p} \) is locally bounded, see (4.1.1) (cf. [19, Corollary 1 and Theorem 3]), it is enough to prove (A.1.4) for \( d = 1 \) and a single operator \( L \).

Let \( d = 1 \) and fix \( 1 < p < \infty \). Since \( \{L^{u_0}\}_{u \in \mathbb{R}} \) is a group of bounded operators on \( L^p \), by [29, Theorem 1.6] the notions of weak and strong convergence coincide for \( \{L^{u_0}\}_{u \in \mathbb{R}} \). Thus, it suffices to prove that \( \lim_{u \to u_0} L^u f = L^{u_0} f \), weakly in \( L^p \). The weak convergence is a consequence of the strong \( L^2 \) continuity of \( L^u \) (which follows from the spectral theorem), the local boundedness of \( \|L^{u_0}\|_{p \to p} \), and the density of \( L^2 \cap L^p', 1 = \frac{1}{p} + \frac{1}{p'} \), in \( L^p \).

**A.2. Tensor products of operators**

Throughout this section the \( \sigma \)-finite measure space \( (X, \nu) \) has a product form \( (X_1 \times \cdots \times X_d, \nu_1 \otimes \cdots \otimes \nu_d) \). We study properties of tensor products of operators on \( L^2(X, \nu) \) or, in some cases, \( L^p(X, \nu), 1 \leq p < \infty \). For functions \( f_r \in L^2(X_r, \nu_r), r = 1, \ldots, d \), we always identify \( f_1 \otimes \cdots \otimes f_d \) with the pointwise product \( f(x_1) \cdots f(x_d), x = (x_1, \ldots, x_d) \in X \). We say that \( f \) is a tensor product function, whenever \( f = f_1 \otimes \cdots \otimes f_d \). By simple functions we mean finite sums of characteristic functions of measurable sets.

Assume that for each \( r = 1, \ldots, d \), we have an operator \( T_r \) which is linear and defined on a dense domain \( \text{Dom}(T_r) \) in the Hilbert space \( L^2(X_r, \nu_r) \). Let \( T_1 \circ \cdots \circ T_d \) be the operator given by \( (T_1 \circ \cdots \circ T_d)(f) = \sum_j T_1(f_{1j}^1) \cdots T_d(f_{dj}^d) \) on

\[ \text{Dom}(T_1 \circ \cdots \circ T_d) = \left\{ f \in L^2(X, \nu) : f = \sum_j f_{1j}^1 \otimes \cdots \otimes f_{dj}^d \text{ (finite sum), } f_{ij}^j \in \text{Dom}(T_r) \right\}. \]

Then, a short Hilbert space argument shows that \( T_1 \circ \cdots \circ T_d \) is a well defined linear
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operator on \( \text{Dom}(T_1 \odot \cdots \odot T_d) \), cf. [87, Proposition 7.20(i)]. In the case when all but one of the operators \( T_r \) are identities we also set

\[
T \odot I_r = I_{L^2(X_1,\nu_1)} \odot \cdots \odot I_{L^2(X_{r-1},\nu_{r-1})} \odot T \odot I_{L^2(X_{r+1},\nu_{r+1})} \cdots \odot I_{L^2(X_d,\nu_d)}.
\]  

(A.2.1)

The following proposition contains (1.4.2) as a special case.

**Proposition A.2.1.** Fix \( 1 \leq p < \infty \), and assume that each \( T_r \) is bounded on \( L^2(X_r,\nu_r) \) and \( L^p(X_r,\nu_r) \). Then \( T_1 \odot \cdots \odot T_d \) extends (uniquely) to a bounded operator \( T_1 \odot \cdots \odot T_d \) on both \( L^2(X,\nu) \) and \( L^p(X,\nu) \). Moreover, we have

\[
\prod_{r=1}^d \| T_r \|_{L^p(X_r,\nu_r) \to L^p(X_r,\nu_r)} = \| T_1 \odot \cdots \odot T_d \|_{L^p(X,\nu) \to L^p(X,\nu)}. 
\]  

(A.2.2)

**Proof.** In what follows \( q \) denotes either \( p \) or \( 2 \).

Observe that \( T_1 \odot \cdots \odot T_d \) acts on a function \( f \in \text{Dom}(T_1 \odot \cdots \odot T_d) \) by applying each of the operators \( T_r \) only to the \( r \)-th variable of \( f \). Thus, using Fubini’s theorem several times we obtain for such an \( f \),

\[
\| (T_1 \odot \cdots \odot T_d)(f) \|_{L^q(X,\nu) \to L^q(X,\nu)} \leq \prod_{r=1}^d \| T_r \|_{L^q(X_r,\nu_r) \to L^q(X_r,\nu_r)} \| f \|_{L^q(X,\nu)}.
\]

Additionally, the above bound can be extended to all of \( L^q(X,\nu) \). Indeed, since the operators \( T_r \) are defined on \( L^q(X_r,\nu_r) \), the set \( \text{Dom}(T_1 \odot \cdots \odot T_d) \) is dense in \( L^q(X,\nu) \), as it contains finite sums of tensor product functions of measurable sets.

Thus, we have the desired extension \( T_1 \odot \cdots \odot T_d \), and we proved that the right hand side of (A.2.2) is less than or equal to its left hand side. The opposite inequality follows once we apply \( T_1 \odot \cdots \odot T_d \) to \( f = f_1 \otimes \cdots \otimes f_d \), such that \( \| f_r \|_{L^q(X_r,\nu_r)} = 1 \), for \( r = 1, \ldots, d \), and \( \| T_r(f_r) \|_{L^q(X_r,\nu_r)} \) is almost \( \| T_r \|_{L^q(X_r,\nu_r)} \).

\[ \square \]

Assume now that for each \( r = 1, \ldots, d \), we have a non-negative self-adjoint operator \( L_r \).
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defined on a dense domain \( \text{Dom}(L_r) \subseteq L^2(X_r, \nu_r) \). The next proposition allows us to lift the operators \( L_r \) to the space \( L^2(X, \nu) \).

Proposition A.2.2. The operators \( L_r \odot I(r) \), \( r = 1, \ldots, d \), given by (A.2.1) are essentially self-adjoint on \( \text{Dom}(L_r \odot I(r)) \). Moreover, their closures \( L_r \otimes I(r) \) are non-negative.

Proof (sketch). We proceed similarly as in the proof of [87, Theorem 7.23]. Throughout the proof we fix \( r = 1, \ldots, d \).

The fact that the operator \( L_r \odot I(r) \) is symmetric follows from an easy computation. The proof of its essential self-adjointness is based on an application of Nelson’s theorem, which says that a symmetric operator having dense set of analytic vectors is essentially self-adjoint, see [87, Theorem 7.16]. We omit the details here.

Since \( L_r \odot I(r) \) is symmetric and essentially self-adjoint, its closure, which we denote by \( L_r \otimes I(r) \), is a self-adjoint operator defined on a dense domain in \( L^2(X, \nu) \). It remains to prove that it is non-negative.

Clearly, by a density argument it is enough to show that \( L_r \odot I(r) \) is non-negative on its domain. Take \( f = \sum_j f_j^1 \otimes \cdots \otimes f_j^d \), \( f \in \text{Dom}(L_r \odot I(r)) \), and note that \( L_r \) is self adjoint on the finite-dimensional vector space \( G \) spanned by \( \{g_r^1, \ldots, g_r^s\} \). Hence, there exists an orthonormal basis \( \{g_r^1, \ldots, g_r^s\} \) of \( G \) such that \( \langle L_r g_i^r, g_i^r \rangle_{L^2(X_r, \nu_r)} = 0 \), for \( i \neq i' \), and

\[
 f = \sum_{i,j} \langle f_j^r, g_i^r \rangle_{L^2(X_r, \nu_r)} g_i^r \otimes f_j^r = \sum_i g_i^r \otimes \left( \sum_j \langle f_j^r, g_i^r \rangle_{L^2(X_r, \nu_r)} f_j^r \right) = \sum_i g_i^r \otimes h_i, 
\]

with \( f_j^r \) denoting the tensor product function of \( f_j^1 \) up to \( f_j^d \), excluding \( f_j^r \).

Thus, setting \( X^{(r)} = X_1 \times \cdots \times X_{r-1} \times X_{r+1} \times \cdots \times X_d \) and \( \nu^{(r)} = \nu_1 \otimes \cdots \otimes \nu_{r-1} \otimes \nu_{r+1} \otimes \cdots \otimes \nu_d \), and using the fact that \( L_r \geq 0 \), we obtain

\[
 \langle (L_r \odot I(r)) f, f \rangle_{L^2(X, \nu)} = \sum_{i,i'} \langle L_r g_i^r, g_i^r \rangle_{L^2(X_r, \nu_r)} \langle h_i, h_i \rangle_{L^2(X^{(r)}, \nu^{(r)})} 
= \sum_i \langle L_r g_i^r, g_i^r \rangle_{L^2(X_r, \nu_r)} \langle h_i, h_i \rangle_{L^2(X^{(r)}, \nu^{(r)})} \geq 0.
\]
We now proceed somewhat differently by first considering the spectral measure $E_{L_r}$ of $L_r$. Observe that the map $E_{L_r} \otimes I_{(r)}$, sending $\omega_r \subseteq [0, \infty)$ to $E_{L_r}(\omega_r) \otimes I_{(r)}$, is a resolution of the identity of $L^2(X, \nu)$ on $[0, \infty)$. This is easily seen when $f$ is a sum of tensor product functions, while for general $f$ we use a density argument. The following holds.

**Proposition A.2.3.** For each $r = 1, \ldots, d$, the spectral measure $E_{L_r} \otimes I_{(r)}$ of the operator $L_r \otimes I_{(r)}$ coincides with $E_{L_r} \otimes I_{(r)}$. Moreover, the operators $L_r \otimes I_{(r)}$ commute strongly, and, for a bounded function $m$ on $[0, \infty)$ we have

$$m(L_r \otimes I_{(r)})f = (m(L_r) \otimes I_{(r)})f, \quad f \in L^2(X, \nu). \quad (A.2.3)$$

**Proof (sketch).** We start with proving the first part of the proposition. Let $r = 1, \ldots, d$, be fixed. By uniqueness of the spectral representation of a self-adjoint operator it is enough to show that

$$L_r \otimes I_{(r)} = \int \lambda_r d(E_{L_r} \otimes I_{(r)})(\lambda_r) := (E_{L_r} \otimes I_{(r)})[\lambda_r]. \quad (A.2.4)$$

Approximating $\lambda_r$ by simple functions, it can be verified that (A.2.4) holds for tensor product functions, hence also on $\text{Dom}(L_r \otimes I_{(r)})$. Note that both $L_r \otimes I_{(r)}$ and $(E_{L_r} \otimes I_{(r)})[\lambda_r]$ are closed (because they are self-adjoint) and $\text{Dom}(L_r \otimes I_{(r)})$ is a core of $L_r \otimes I_{(r)}$. Consequently, the operator $(E_{L_r} \otimes I_{(r)})[\lambda_r]$ is an extension $L_r \otimes I_{(r)}$. Since both of these operators are self-adjoint also $L_r \otimes I_{(r)}$ is an extension of $(E_{L_r} \otimes I_{(r)})[\lambda_r]$. The proof of (A.2.4) is thus finished.

Observe that if $T_r$ are bounded operators on $L^2(X_r, \nu_r)$, $r = 1, \ldots, d$, then $T_r \otimes I_{(r)}$ commute. Hence, using the first part of the proposition we obtain the desired strong commutativity of the operators $L_r \otimes I_{(r)}$.

Now we focus on (A.2.3). Assume first that $f = \sum_j f_j^1 \otimes \cdots \otimes f_j^d$. Then, if $m$ is a characteristic function, (A.2.3) follows directly form the first part of the proposition. Since every bounded function can be approximated by simple functions, passing to the limit we
obtain (A.2.3) for all bounded $m$. Finally, for general $f$ we use a density argument.

Using Proposition A.2.3 we can easily prove the statements from the second to the last paragraph of Section 1.4.

Indeed, directly from the identity $E_{L_r \otimes I(r)} = E_{L_r \otimes I(r)}$ it follows that if $L_r$ satisfies the atomlessness condition (ATL), then the same is true for $L_r \otimes I(r)$. Moreover, using Proposition A.2.1 and (A.2.3), we see that if $L_r$ satisfies the contractivity condition (CTR) (with respect to $L^p(X, \nu_r)$), then $L_r \otimes I(r)$ satisfies the same condition (with respect to $L^p(X, \nu)$).

### A.3 The Mellin transform

#### A.3.1 Definition and properties

Recall that for a function $m \in L^1(\mathbb{R}^d_+, \frac{d\lambda}{\lambda})$ the $d$-dimensional Mellin transform of $m$ is defined by

$$
\mathcal{M}(m)(u) = \int_{\mathbb{R}^d_+} \lambda^{-iu} m(\lambda) \frac{d\lambda}{\lambda}, \quad u \in \mathbb{R}^d.
$$

The Mellin transform is precisely the Fourier transform on the product multiplicative group $(\mathbb{R}^d_+, \cdot)$, which is in fact isomorphic with $(\mathbb{R}^d, +)$ via the map

$$
\mathbb{R}^d_+ \ni \lambda = (\lambda_1, \ldots, \lambda_d) \mapsto h(\lambda) = (\log \lambda_1, \ldots, \log \lambda_d) \in \mathbb{R}^d.
$$

Therefore (A.3.1) can be reexpressed as

$$
\mathcal{M}(m)(u) = \mathcal{F}(m \circ h^{-1})(u);
$$

here $\mathcal{F}$ denotes the classical Fourier Transform, which is defined for $f \in L^1(\mathbb{R}^d, dx)$ by

$$
\mathcal{F}(f)(\xi) = \int_{\mathbb{R}^d} f(x) e^{-i(x, \xi)} dx, \quad \xi \in \mathbb{R}^d.
$$
Formula (A.3.2) allows to transfer all properties of the Fourier transform to the new context; e.g. we have Plancherel’s formula,

\[ \int_{\mathbb{R}^d} |m(\lambda)|^2 \frac{d\lambda}{\lambda} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |\mathcal{M}(m)(u)|^2 du, \]  

(A.3.3)

and the inversion formula for the Mellin transform,

\[ m(\lambda) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{M}(m)(u) \lambda^u du, \quad \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d_+. \]  

(A.3.4)

These formulae are valid pointwise if \( m \) is nice enough, e.g. in (A.3.3) it suffices to take \( m \in L^1(\mathbb{R}^d_+, \frac{d\lambda}{\lambda}) \cap L^2(\mathbb{R}^d_+, \frac{d\lambda}{\lambda}) \), while in (A.3.4) any \( m \) such that \( m \in L^1(\mathbb{R}^d_+, \frac{d\lambda}{\lambda}) \) and \( \mathcal{M}(m) \in L^1(\mathbb{R}^d, du) \).

### A.3.2 Measurability of \( u \mapsto \sup_{t \in \mathbb{R}^d_+} |\mathcal{M}(m_{N,t})(u)| \)

We shall now justify the first statement in Remark 1 after Theorem 2.1. Namely, we show that, if \( m \) is a bounded Borel measurable function on \( \mathbb{R}^d_+ \), then, for each fixed \( N \in \mathbb{N}^d \), the function

\[ \mathbb{R}^d_+ \ni u \mapsto \sup_{t \in \mathbb{R}^d_+} |\mathcal{M}(m_{N,t})(u)| \]  

(A.3.5)

is Borel measurable, where, we recall \( m_{N,t}(\lambda) = t^N \lambda^N \exp(-\langle t, \lambda \rangle) m(\lambda), \lambda \in \mathbb{R}^d_+ \). In fact we prove that, for each fixed \( N \in \mathbb{N}^d \) and \( u \in \mathbb{R}^d \), the function \( \mathbb{R}^d_+ \ni t \mapsto h_{N,u}(t) := \mathcal{M}(m_{N,t})(u) \) is continuous on \( \mathbb{R}^d_+ \). Thus, the supremum in (A.3.5) can be taken over a countable set, and since, clearly, \( \mathbb{R}^d_+ \ni u \mapsto \mathcal{M}(m_{N,t})(u) \) is continuous, we obtain that \( \mathbb{R}^d_+ \ni u \mapsto \sup_{t \in \mathbb{R}^d_+} |\mathcal{M}(m_{N,t})(u)| \) is measurable.

We focus on showing the continuity of \( h_{N,u}(t) \). Since \( t \to t_0 \in \mathbb{R}^d_+ \) we may assume that \( t < t < \bar{t} \), for some \( \bar{t}, \bar{t} \in \mathbb{R}^d_+ \), so that

\[ |t^N \lambda^N \exp(-\langle t, \lambda \rangle)| \leq |(\bar{t})^N \exp(-\langle \bar{t}, \lambda \rangle)|, \quad \lambda \in \mathbb{R}^d_+. \]
A.3. The Mellin transform

Since $m$ is bounded, using the dominated convergence theorem we obtain

$$
\lim_{t \to t_0} h_{N,u}(t) = \lim_{t \to t_0} \int_{\mathbb{R}^d_+} \lambda^{-iu} t^N \lambda^N \exp(-\langle t, \lambda \rangle) m(\lambda) \frac{d\lambda}{\lambda} \\
= \int_{\mathbb{R}^d_+} \lambda^{-iu} \lim_{t \to t_0} \left[ t^N \lambda^N \exp(-\langle t, \lambda \rangle) \right] m(\lambda) \frac{d\lambda}{\lambda} \\
= h_{N,u}(t_0),
$$

as desired.
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