NERVES AND CONES OF “FREE LOOP-FREE” $\omega$-CATEGORIES
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Abstract. We show that the complicial nerve construction is homotopically compatible with two flavors of cone constructions when starting with an $\omega$-category that is suitably free and loop-free. An instance of the result recovers the fact that the standard $m$-simplex is equivalent to the complicial nerve of the $m$-oriental.
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Several flavors of higher categories have proven to be the mathematical structure governing interesting phenomena in geometry and theoretical physics. One of the most general setups is to study higher categories which consist of objects and morphisms in each dimension with a composition along lower dimensional morphisms that satisfies some version of the usual axioms.

Most examples occurring in nature are weak $\omega$-categories, in which the axioms – such as the associativity axioms – are only satisfied up to a higher invertible cell. However, in order to develop a sound theory it is crucial to be able to recover also the examples of strict higher categories, referred to as “strict $\omega$-categories” or just $\omega$-categories, in which the axioms are satisfied on the nose. On the one hand, strict $\omega$-categories classify most relevant features of weak $\omega$-categories; on the other hand, it is extremely complicated to formalize the combinatorics of weak $\omega$-categories, and the strict framework provides a first highly non-trivial playground.

The realization of a strict higher category $D$ as a weak higher category is often implemented by some kind of nerve construction $N\mathcal{D}$. Efforts towards defining homotopical nerve constructions include work by different groups of authors and for different models and flavors of weak higher categories, e.g. [Ver08a, OR21, Cam20, GHL19, Mos20, Lou21].

Despite the potentially different frameworks, those nerve constructions are usually right adjoint functors by nature, and are therefore well-behaved with respect to constructions involving limits and right adjoints. Instead, they in general have an ill behaviour with respect to constructions involving colimits or left adjoint functors.

It is notably a hard problem to understand which colimit-related constructions for strict $\omega$-categories commute with the nerve construction at least up to homotopy, even when restricting one’s attention to strict $n$-categories for low values of $n$. A few results in this direction, which treat primarily the compatibility of nerves of 1- and 2-categories with certain pushouts, include [Tho80, Joy02, OR20a, HORR21]. But, otherwise, very little is currently known for $n$-categories and more generally $\omega$-categories.

In this paper we address the compatibility of the complicial nerve of $\omega$-categories with two types of cone constructions, which can be understood as specific types of colimit constructions, and play a role in detecting oplax limits and lax colimits of $D$-valued diagrams, respectively.

Given a weak or strict $\omega$-category $\mathcal{D}$, the cone constructions are obtained by adding an extra point that maps to or from every object of $\mathcal{D}$, and by filling in higher morphisms that point towards the composites, as is illustrated in the picture below for the small case of $\mathcal{D} = [1]$ being the walking
morphism category.\footnote{There are two other types of cone constructions, in which the 2-cells are reversed (see [AM20, Remark 6.37] and [GHL20, §4.2] for more details on how to construct them in \(\infty\)-categories and in scaled simplicial sets), that would detect lax limits and oplax colimits, but they are not as easy to construct and the techniques from this paper cannot be employed on the nose to cover those cases.}

\[
\mathcal{D} \star [0] = \begin{array}{c}
x \\
\downarrow \\
y
\end{array} \quad \mathcal{D} = \begin{array}{c}
x \\
\downarrow \\
y
\end{array} \quad [0] \star \mathcal{D} = \begin{array}{c}
x \\
\downarrow \\
y
\end{array}
\]

More precisely, the two cone constructions, \(\mathcal{D} \star [0]\) and \([0] \star \mathcal{D}\), arise as instances of a join construction \(\star\), which can be understood as a functor cocontinuous in each variable on connected diagrams. This was studied by Ara–Maltsevniotis [AM20] in the context of strict \(\infty\)-categories, and by Verity [Ver08b] in the context of weak \(\infty\)-categories modelled by complicial sets.

As our main result, we prove that these two cone constructions are compatible with the nerve construction for particularly nice \(\infty\)-categories. The precise niceness condition on the \(\infty\)-category \(\mathcal{D}\) is that of being a “strong Steiner \(\infty\)-category”, which is designed to encode the fact that \(\mathcal{D}\) is freely generated and does not contain any loop.

**Theorem** (Theorems 5.2 and 5.5). If \(\mathcal{D}\) is a suitably free and loop-free \(\infty\)-category, there are equivalences of weak \(\infty\)-categories

\[
\text{N}(\mathcal{D} \star [0]) \simeq \text{N}\mathcal{D} \star \text{N}[0] \quad \text{and} \quad \text{N}([0] \star \mathcal{D}) \simeq \text{N}[0] \star \text{N}\mathcal{D}.
\]

Examples of interest include \(\mathcal{D}\) being the \(n\)-oriental \(\mathcal{O}[n]\), the \(n\)-disk \(\mathcal{D}[n]\), and more generally all objects of Joyal’s [Joy97] cell category \(\Theta_n\) for \(n \geq 0\). Furthermore, the class of strong Steiner \(\infty\)-categories is closed under join and lax Gray tensor product of \(\infty\)-categories [AM20]. Originally, strong Steiner \(\infty\)-categories are defined using algebraic models [Ste04, AM20], and an explicit characterization of strong Steiner \(\infty\)-categories in terms of their categorical structure is the subject of [GOR21].

The focus on this particular class of \(\infty\)-categories is due to the fact that we make use of Steiner’s machinery from [Ste12] and Ara–Maltsevniotis’ join construction from [AM20]. These tools allow one to recognize \(m\)-simplices of the nerve of \(\mathcal{D} \star \mathcal{D}\) as suitable chain maps \(\mathcal{O}[m] \to \mathcal{D} \star \overline{\mathcal{D}}\), and use the rich structure of the category of (augmented directed) chain complexes. Here, \(\mathcal{O}[m]\) is the normalized chain complex of the standard \(m\)-simplex, \(\star\) is the join of (augmented directed) chain complexes and \(\mathcal{D}\) is Steiner’s algebraic model of the \(\infty\)-category \(\mathcal{D}\).

\footnote{The second statement cannot be formally obtained from the first one, the obstruction being that the “op-dual” \(\mathcal{D}^{op}\) of a strong Steiner \(\infty\)-category is not generally strong Steiner. See Digression 3.3 for more details on this.}
The theorem is proven in the model structure for (non-saturated) complicial sets, which was intensively developed by Verity [Ver08b], and the nerve is the one introduced by Roberts and further studied by Street [Str88] and Verity [Ver08a]. In this model, a weak $\omega$-category consists of a simplicial set in which the simplices that should be thought of as identity cells or invertible cells are marked. Unlike in other models of weak higher categories, it is easy to implement explicitly the two desired cone constructions.

The theorem is valuable on at least two fronts. On the one hand, it is one of the few theorems asserting compatibility of a construction between strict $\omega$-categories and weak $\omega$-categories, in the form of complicial sets. On the other hand, even when $n = 1$, the theorem is a crucial ingredient to understand whether lax limits of diagrams of 1-categories can be equivalently computed in the 2-category or in the $(\infty, 2)$-categories of 1-categories. Even more generally, it helps treat the same question for colimits in an $n$-category and colimits computed in the $(\infty, n)$-category given by its nerve.

Furthermore, the theorem provides an explicit fibrant replacement of a cone $\Delta[0] \ast N\mathcal{D}$. As a special case, when $\mathcal{D} = \mathcal{O}[n - 1]$ is an oriental $\omega$-category, the theorem also specializes to the following corollary.

**Corollary** (Corollary 5.4). For $n \geq 0$, there is an equivalence of weak $\omega$-categories

$$\Delta[n] \simeq N\mathcal{O}[n].$$

This case was treated independently – with different techniques that do not apply to the general case – by Maehara and appeared in [Mae21] during the preparation of this article.

**Acknowledgements.** We are thankful to Léonard Guetta for clarifying the relation between the different notions of freeness for $\omega$-categories, and to Georges Maltsiniotis for pointing out that strong Steiner categories are not closed under op-duality. The first-named author gratefully acknowledges the support of Praemium Academiae of M. Markl and RVO:67985840.

### 1. Strict and weak $\omega$-categories

In this section we briefly recap for the reader the notion of a strict $\omega$-category, with a particular focus on strong Steiner categories, and present a model of weak $\omega$-categories in terms of complicial sets.

**1.1. Strict $\omega$-categories.** While we refer the reader to e.g. [Str87] for a traditional approach to the definition of an $\omega$-category, we briefly recall the main features here.

The data of an $\omega$-category $\mathcal{C}$ consists of a collection of sets $\mathcal{C}_q$, $q \geq 0$, where $\mathcal{C}_0$ is called the set of objects of $\mathcal{C}$ and $\mathcal{C}_q$, $q > 0$, is the set of $q$-cells or $q$-arrows or cells of dimension $q$ of $\mathcal{C}$, together with:

---

3The theorem is proven in the model structure for (non-saturated) complicial sets, and holds a fortiori in any localization of it, in particular for the model structure of saturated complicial sets.
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- **source** and **target** operators \( s_q, t_q : C_p \to C_q \) for all \( p > q \geq 0 \);
- **identity** operators \( \text{id}_q : C_p \to C_q \) for all \( q > p \geq 0 \);
- **composition** operators \( *_p : C_q \times_{C_p} C_q \to C_q \) defined for all \( q > p \geq 0 \) and all pairs of \( q \)-cells \( (g, f) \) such that \( s_p(g) = t_p(f) \).

Notice that this is equivalent to endow every pair \( (C_p, C_q) \), \( q > p \geq 0 \), with the structure (but not the axioms, yet) of a category. For all \( r > q > p \geq 0 \), we ask that the triple \( (C_p, C_q, C_r) \) together with all the relevant source, target, identity and composition operators is a 2-category.

An \( \omega \)-functor \( F : C \to C' \) between \( \omega \)-categories \( C \) and \( C' \) is a collection of maps \( F_q : C_q \to C'_q \) for \( q \geq 0 \) that preserves source, target, identity, and composition. We denote by \( \omega \text{Cat} \) the category of (small) \( \omega \)-categories and \( \omega \)-functors.

A cell in an \( \omega \)-category \( C \) which is the identity of a lower dimensional cell is said to be **trivial**. An \( \omega \)-category in which all \( q \)-cells are trivial for \( q > n \) is an \( n \)-category, and an \( \omega \)-functor between \( n \)-categories reduces to an \( n \)-functor. We denote by \( n \text{Cat} \) the (full) subcategory of \( \omega \text{Cat} \) given by \( n \)-categories and \( n \)-functors.

**Remark 1.1.** The canonical inclusion \( n \text{Cat} \hookrightarrow \omega \text{Cat} \) for \( n \geq 0 \) admits a right adjoint \( \varpi_n : \omega \text{Cat} \to n \text{Cat} \), called the \( n \)-truncation functor and treated e.g. in [AM20, §1.2], which produces an \( n \)-category \( \varpi_n C \) by forgetting all non-trivial \( q \)-cells of \( C \) for \( q > n \) and does not change the underlying \( n \)-category of \( C \).

Ara and Maltsiniotis [AM20] introduced a join monoidal structure for \( \omega \)-categories, whose monoidal unit is the empty \( \omega \)-category. More details on how to construct the join \( D \star D' \) of two \( \omega \)-categories \( D \) and \( D' \) are postponed until Section 2.3. For now, we mention the following instances of \( \omega \)-categories obtained as an iterated join construction: Street’s orientals from [Str87].

**Example 1.2.** For \( n \geq 0 \), the \( n \)-th oriental \( O[n] \) is an \( n \)-category. The first few orientals can be depicted as follows.

\[
\begin{align*}
O[0] &= \begin{array}{c}
\bullet
\end{array} \\
O[1] &= \begin{array}{c}
\bullet \\
\longrightarrow \\
\bullet
\end{array} \\
O[2] &= \begin{array}{c}
\bullet \\
\longrightarrow \\
\bullet
\end{array} \\
O[3] &= \begin{array}{c}
\bullet \\
\longrightarrow \\
\bullet \\
\longleftarrow \\
\bullet \\
\longrightarrow \\
\bullet \\
\longleftarrow \\
\bullet
\end{array}
\end{align*}
\]

For a precise account, we refer the reader to Street’s original construction of \( O[n] \) from [Str87]. Alternatively, following [AM20] §7 or [BG16], the \( n \)-oriental can be understood as the \( \omega \)-category obtained as the iterated join...
of \( n + 1 \) copies of the terminal \((\omega\text{-})\)category \([0]\) with itself, that is
\[
\mathcal{O}[n] \cong [0] \ast \cdots \ast [0],
\]
which happens to be an \( n \)-category.

The \( n \)-th oriental \( \mathcal{O}[n] \) should be thought as “the free \( n \)-category over an \( n \)-simplex” and a consequence of the main theorem, Corollary 5.4, will formalize the fact that it is also “the free \((\infty, n)\)-category over an \( n \)-simplex”.

For \( n \geq 0 \), another important family of examples of \( n \)-categories is the collection of objects of Joyal’s cell category \( \Theta_n \subseteq n\text{Cat}\) from [Joy97].

### 1.2. Complicial sets and weak \( \omega \)-categories.

In this paper, we consider a model of weak higher categories due to Verity based on the following mathematical object, considered by Verity in [Ver08a, §5.1] under the name of “stratified simplicial set”.

**Definition 1.3.** A simplicial set with marking is a simplicial set endowed with a subset of simplices of strictly positive dimensions – called thin or marked – that contains all degenerate simplices.

We denote by \( ms\text{Set} \) the category of simplicial sets with marking and marking-preserving simplicial maps.

The category of simplicial sets with marking hosts a model structure (in fact more a priori than one) for the homotopy theory of \((\infty, n)\)-categories.

**Theorem 1.4.** Let \( n \in \mathbb{N} \cup \{\infty\} \). The category \( ms\text{Set} \) supports a model structure where the fibrant objects are precisely the \((\infty, n)\)-categories and the cofibrations are precisely the monomorphisms (of underlying simplicial sets).

The definition of an \((\infty, n)\)-category will not be needed in this paper, but we nevertheless provide a little context for the interested reader.

For \( n \in \mathbb{N} \), one can define an \((\infty, n)\)-category to be a simplicial set with marking

1. that is a weak complicial set, as in [Ver08b, Definition 15],
2. in which all simplices are marked in dimension higher than \( n \), and
3. that satisfies a saturation condition up to dimension \( n \), as in [Rie18, §3.2].

In technical terms, this is referred to as an “\( n \)-trivial saturated weak complicial set”, or an \( n \)-complicial set for short. The interpretation is that, in a saturated \( n \)-complicial set, \( k \)-simplices represent \( k \)-morphisms with a specified boundary decomposition, and according to this correspondence the marked \( k \)-simplices are precisely the \( k \)-equivalences. We refer the reader e.g. to [Rie18] for further elaboration on this viewpoint. The model structure for \( n \in \mathbb{N} \) is the one from [OR20b, Theorem 1.28].

The case \( n = \infty \) is subtle, as there are a few (a priori non-equivalent!) ways to make sense of an \((\infty, \infty)\)-category, each of them coming with a
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supporting (different!) model structure. Comparing with the definition of an \((\infty, n)\)-category for finite \(n\), an \((\infty, \infty)\)-category consists of

1. a weak complicial set
2. without any analog of the second condition, and
3. potentially with an analog of the third condition.

Three popular choices for how to replace the third condition are: to not include any, to request the saturation condition for every dimension \(n\), or to request a stronger saturation condition that strictly generalizes all finite dimensional ones at once. The three choices lead respectively to Verity’s model of \((\infty, \infty)\)-categories from [Ver08b], to an inductive model of \((\infty, \infty)\)-categories, and to a coinductive model of \((\infty, \infty)\)-categories, using the terminology from [JF18]. In the first case, the supporting model structure is the one from [Ver08b, Example 104], and in the second and third case the model structures are further (left Bousfield) localizations of this one.

We recall for the reader the terminology that will be needed throughout the paper.

**Definition 1.5** ([Ver08a, Notation 101]). A sub-simplicial set with marking \(X\) of a simplicial set with marking \(Y\) is regular if a simplex of \(X\) is marked in \(X\) precisely when it is marked in \(Y\).

**Notation 1.6** ([Ver08a, Notation 105, Definition 120]). We denote

- by \(\Delta^k[m]\), for \(0 \leq k \leq m\), the standard \(m\)-simplex in which a non-degenerate simplex is marked if and only if it contains the vertices \(\{k−1, k, k+1\} \cap [m]\);
- by \(\Delta^k[m]'\), for \(0 \leq k \leq m\), the standard \(m\)-simplex with marking obtained from \(\Delta^k[m]\) by additionally marking the \((k−1)\)-st and \((k+1)\)-st face of \(\Delta[m]\);
- by \(\Delta^k[m]''\), for \(0 \leq k \leq m\), the standard \(m\)-simplex with marking obtained from \(\Delta^k[m]'\) by additionally marking the \(k\)-th face of \(\Delta[m]\);
- by \(\Lambda^k[m]\), for \(0 \leq k \leq m\), the regular sub-simplicial set of \(\Delta^k[m]\) with marking whose simplicial set is the \(k\)-horn \(\Lambda^k[m]\).

We fix the following terminology (cf. [Ver08b, Definition 15]).

**Definition 1.7.** A map of simplicial sets with marking \(X \to Y\) is a complicial inner anodyne extension if it can be written as a retract of a transfinite composition of pushouts of maps of the following form:

1. complicial inner horn extensions
   \[\Lambda^k[m] \to \Delta^k[m]\] for \(m > 1\) and \(0 < k < m\),
2. complicial thinness extensions
   \[\Delta^k[m]' \to \Delta^k[m]''\] for \(m \geq 2\) and \(0 < k < m\).

We will produce several acyclic cofibrations using the following one.
Lemma 1.8 ([OR20a, Lemma 1.12]). For \( m \geq 2 \) and \( 0 < k < m \), let \( \Lambda^k[m]' \) denote the regular subset of \( \Delta^k[m]' \) whose underlying simplicial set is given by the \( k \)-horn \( \Lambda^k[m] \). The inclusion
\[
\Lambda^k[m]' \rightarrow \Delta^k[m]'' \quad \text{for} \quad m \geq 2, \quad 0 < k < m
\]
is a complicial inner anodyne extension.

Remark 1.9. One can prove with standard model categorical techniques the following formal properties of complicial inner anodyne extensions.

1. Any complicial inner anodyne extension is an acyclic cofibration in the model structure(s) from Theorem 1.4.
2. The underlying simplicial map of a complicial inner anodyne extension is an inner anodyne extension of simplicial sets.
3. The class of complicial inner anodyne extensions is closed under transfinite composition and pushouts.

1.3. Join of simplicial sets with marking. Given simplicial sets \( X \) and \( \overline{X} \), the join is the simplicial set \( X \star \overline{X} \) with set of \( q \)-simplices given by
\[
(X \star \overline{X})_q = \coprod_{\begin{array}{c} k+1+k=q \\ k \geq -1, k \geq -1 \end{array}} X_k \times \overline{X}_k,
\]
assuming that in degree \(-1\) we have the singletons \( X_{-1} = \overline{X}_{-1} = \{\emptyset\} \), and simplicial structure for which faces and degeneracies of a simplex \((\sigma, \tau) \in X_k \times \overline{X}_k \subseteq (X \star \overline{X})_q\) are given by
\[
d_i(\sigma, \tau) = \begin{cases} (d_i \sigma, \tau) & \text{if } 0 \leq i \leq k, \\ (\sigma, d_{i+k-k} \tau) & \text{if } k+1 \leq i \leq q = k+1+k, \end{cases}
\]
and
\[
s_i(\sigma, \tau) = \begin{cases} (s_i \sigma, \tau) & \text{if } 0 \leq i \leq k, \\ (\sigma, s_{i+k-k} \tau) & \text{if } k+1 \leq i \leq q = k+1+k. \end{cases}
\]

We will care about the situation when \( \overline{X} = \Delta[\top] \), resp. \( X = \Delta[\bot] \), is a simplicial set no non-degenerate simplices and a unique 0-simplex denoted \( \top \), resp. \( \bot \). In this case, the non-degenerate simplices of \( X \star \Delta[\top] \), resp. \( \Delta[\bot] \star X \), are either of the form \((\sigma, \emptyset)\) or \((\sigma, \top)\), resp. of the form \((\emptyset, \sigma)\) or \((\bot, \sigma)\).

Definition 1.10 ([Ver08b, §3.1]). Given simplicial sets with marking \( X \) and \( \overline{X} \), the join is the simplicial set \( X \star \overline{X} \) endowed with the marking in which a simplex \((\sigma, \overline{\sigma})\) is marked in \( X \star \overline{X} \) if and only if either \( \sigma \) is marked in \( X \) or \( \overline{\sigma} \) is marked in \( \overline{X} \) (or both).

1.4. Complicial nerve of \( \omega \)-categories. The geometry of orientals is such that the construction \( m \mapsto O[m] \) defines a cosimplicial object \( O[-] \) in \( \omega \text{Cat} \), and in particular it makes sense to define the following nerve construction
\[
N : \omega \text{Cat} \rightarrow s \text{Set} \text{ originally due to Street [Str87]. The Street nerve } N \mathcal{D} \text{ of an}
\]
An $\omega$-category $\mathcal{D}$ is the simplicial set in which the set of $m$-simplices is the set of $\omega$-functors $\mathcal{O}[m] \to \mathcal{D}$, namely

$$N_m \mathcal{D} = \omega \text{-Cat}(\mathcal{O}[m], \mathcal{D}),$$

and the simplicial structure is induced by the geometry of orientals.

The Street nerve can be endowed with the following marking, originally considered by Roberts in unpublished work and Street in [Str 87], further studied by Verity in [Ver08a], and later discussed by Riehl in [Rie18], obtaining a functor $N^{RS} : \omega \text{-Cat} \to m \text{sSet}$.

**Definition 1.11.** Let $\mathcal{D}$ be an $\omega$-category. The *Roberts–Street nerve* is the simplicial set with marking $N^{RS} \mathcal{D}$, in which the underlying simplicial set is the Street nerve $N \mathcal{D}$, and an $m$-simplex of $N \mathcal{D}$ is marked in $N^{RS} \mathcal{D}$ if and only if the corresponding $\omega$-functor $\mathcal{O}[m] \to \mathcal{D}$ sends the unique non-trivial $m$-cell of $\mathcal{O}[m]$ to a trivial $m$-cell of $\mathcal{D}$.

In particular, in the Street nerve of an $n$-category $\mathcal{D}$ all simplices in dimension at least $n + 1$ are marked.

**Remark 1.12.** Let $n \in \mathbb{N} \cup \{\infty\}$. As a consequence of work by Loubaton [Lon21], for any $n$-category $\mathcal{D}$ that does not contain any equivalences (in the sense of [LMW10 §4.2]) the Roberts–Street nerve $N^{RS} \mathcal{D}$ is fibrant in the model structure(s) from Theorem 1.4, and is therefore an $(\infty, n)$-category.

**Remark 1.13.** Given $\omega$-categories $\mathcal{D}$ and $\mathcal{D}$, there is a canonical inclusion of simplicial sets with marking

$$N^{RS} \mathcal{D} \star N^{RS} \mathcal{D} \hookrightarrow N^{RS}(\mathcal{D} \star \mathcal{D})$$

given by regarding a pair of $\omega$-functors $\alpha : \mathcal{O}[k] \to \mathcal{D}$ and $\alpha : \mathcal{O}[k] \to \mathcal{D}$ for $k + 1 + k = m$ as a functor

$$\mathcal{O}[m] \cong \mathcal{O}[k] \star \mathcal{O}[k] \xrightarrow{\alpha \star \alpha} \mathcal{D} \star \mathcal{D}.$$

This inclusion is natural in $\mathcal{D}$ and $\mathcal{D}$. When $\mathcal{D} = [0]$, resp. $\mathcal{D} = [0]$, the construction specializes to inclusion of simplicial sets with marking

$$N^{RS} \mathcal{D} \star \Delta[0] \hookrightarrow N^{RS}([0] \star [0]), \; \text{resp.} \; \Delta[0] \star N^{RS} \mathcal{D} \hookrightarrow N^{RS}([0] \star [0]).$$

Iterating either of the constructions above, one also obtains an inclusion of simplicial sets with marking

$$\Delta[m] \cong \Delta[0] \star \cdots \star \Delta[0] \hookrightarrow N^{RS}([0] \star \cdots \star [0]) \cong N^{RS} \mathcal{O}[m].$$

---

4When starting with an arbitrary $\omega$-category $\mathcal{D}$, the Roberts–Street nerve is not generally an $(\infty, n)$-category, but can be made into one by modifying suitably the marking, which is also treated in Loubaton’s work.
The main goal of this paper is to show that inclusions from (1.14) are weak equivalences when \( D \), resp. \( \overline{D} \), is a strong Steiner \( \omega \)-category, and that the inclusion from (1.15) is a weak equivalence for every \( m \geq 0 \).

To this end, we will take a detour to obtain a handy algebraic description of the simplicial sets \( N(D \star D) \) and \( NO[m] \), generalizing and recovering ideas from [Ste04, Ste12].

2. Steiner’s algebraic models

We briefly recall the main notation and results from Steiner’s theory that will be needed in the rest of the paper.

2.1. Augmented directed chain complexes. By chain complex \( C \) we will always mean an \( N \)-graded chain complex of abelian groups with homological indexing, that is a family \( (C_q)_{q \geq 0} \) of abelian groups \( C_q \) for \( q \geq 0 \), together with homomorphisms \( \partial_q : C_{q+1} \to C_q \) satisfying \( \partial_q \partial_{q+1} = 0 \).

Given chain complexes \( C \) and \( \overline{C} \), a chain map or morphism of chain complexes \( \phi : C \to \overline{C} \) consists of a family of homomorphisms \( (\phi_q : C_q \to \overline{C}_q)_{q \geq 0} \) such that for every \( q \geq 0 \) the homomorphism \( \phi_q \) commutes with the differentials, namely \( \overline{C}_q \phi_{q+1} = \phi_q \partial_q \) for every \( q \geq 0 \).

An augmented chain complex is a pair \( (C, \epsilon) \) of a chain complex \( C \) and an augmentation, namely a homomorphism \( \epsilon : C_0 \to \mathbb{Z} \) such that \( \epsilon \partial_0 = 0 \).

An augmented chain map \( \phi : (C, \epsilon) \to (\overline{C}, \overline{\epsilon}) \) between augmented chain complexes \( (C, \epsilon) \) and \( (\overline{C}, \overline{\epsilon}) \) consists of a chain map \( \phi : C \to \overline{C} \) that is moreover compatible with the augmentations, namely such that \( \overline{\epsilon} \phi_0 = \epsilon \).

Definition 2.1 ([Ste04, Definition 2.2]). An augmented directed complex is a triple \((C, C^+, \epsilon)\) where \( (C, \epsilon) \) is an augmented chain complex and \( C^+ = (C_q^+)_{q \geq 0} \) is a collection of commutative monoids, where \( C_q^+ \) is a submonoid of \( C_q \) called the positivity submonoid of \( C_q \).

A morphism of augmented directed chain complexes, or an augmented directed chain map \( \phi : (C, C^+, \epsilon) \to (\overline{C}, \overline{C^+}, \overline{\epsilon}) \) between augmented directed chain complexes \( (C, C^+, \epsilon) \) and \( (\overline{C}, \overline{C^+}, \overline{\epsilon}) \) is an augmented chain map \( \phi : (C, \epsilon) \to (\overline{C}, \overline{\epsilon}) \) that moreover respects the positivity submonoids \( (C_q^+) \subseteq \overline{C}_q \) for all \( q \geq 0 \).

We denote by \( adCh \) the category of augmented directed chain complexes and augmented directed chain maps.

We now introduce an important example of augmented directed chain complexes, based on standard simplices.

Notation 2.2. Let \( n \geq -1 \) and \( q \geq 0 \). We denote

\[ N(D \star D) \] and \( NO[m] \].
• by $\Delta[n]_q = \Delta([q], [n])$ the set of $q$-simplices of the standard simplex $\Delta[n]$. A generic $q$-simplex in $\Delta[n]$ is of the form

$$[\mathbf{a}] = [a_0, a_1, \ldots, a_q], \quad 0 \leq a_0 \leq a_1 \leq \ldots \leq a_q \leq n.$$  

• by $B[n]_q \subseteq \Delta[n]_q$ the set of non-degenerate $q$-simplices of $\Delta[n]$. A generic $q$-simplex in $\Delta[n]$ is of the form

$$[\mathbf{a}] = [a_0, a_1, \ldots, a_q], \quad 0 \leq a_0 < a_1 < \ldots < a_q \leq n.$$  

• by $O[n]_q = \mathbb{Z}[B[n]_q]$ the abelian group freely generated by non-degenerate $q$-simplices of $\Delta[n]$. The generic element of $O[n]_q$ is a formal sum

$$c = \sum_{[\mathbf{a}] \in B[n]_q} c_{[\mathbf{a}]} \cdot [\mathbf{a}], \quad c_{[\mathbf{a}]} \in \mathbb{Z}$$

where finitely many coefficients $c_{[\mathbf{a}]}$ are non-zero.

• by $O[n]_q^+ = \mathbb{N}[B[n]_q]$ the commutative monoid freely generated by non-degenerate $q$-simplices of $\Delta[n]$. The generic element of $O[n]_q^+$ is a formal sum

$$c = \sum_{[\mathbf{a}] \in B[n]_q} c_{[\mathbf{a}]} \cdot [\mathbf{a}], \quad c_{[\mathbf{a}]} \in \mathbb{N}$$

where only finitely many coefficients $c_{[\mathbf{a}]}$ are non-zero.

There are canonical inclusions $\Delta[n]_q \supseteq B[n]_q \subseteq O[n]_q^+ \subseteq O[n]_q$.

The augmented directed chain complex $O[n]$ is the algebraic model of the $n$-oriental $\mathcal{O}[n]$, in a sense that will be made precise in Example 2.19.

**Example 2.3 ([Ste04, Example 3.8]).** For $n \geq -1$, we define an augmented directed chain complex $(O[n], O[n]^+, \epsilon)$. Here, the chain complex $O[n]$ is given in dimension $q$ by $O[n]_q$ and with differential maps $\partial_q : O_q[n] \to O_{q-1}[n]$ defined on a basis element $[\mathbf{a}] \in B[n]_q$ by

$$\partial_q : [\mathbf{a}] = [a_0, \ldots, a_q] \mapsto \sum_{i=0}^q (-1)^i \cdot [a_0, \ldots, \hat{a}_i, \ldots, a_q] \in O[n]_{q-1}.$$  

The chain complex $O[n]$ comes with an augmentation map $\epsilon : O[n]_0 \to \mathbb{Z}$ defined on a basis element $[a] \in B[n]_0$ by

$$\epsilon[a] = 1 \in \mathbb{Z}.$$  

2.2 **Strong Steiner complexes.** We introduce a class of particularly nice augmented directed chain complexes, that will turn out to be algebraic models for certain $\omega$-categories.

**Definition 2.4 ([Ste04, Definition 3.1]).** Let $(C, C^+, \epsilon)$ be an augmented directed chain complex, and $B = (B_q)_{q \geq 0}$ a family of subsets $B_q \subseteq C_q$ for $q \geq 0$. The $\mathbb{N}$-graded set $B$ is a basis for $C$ if for every $q \geq 0$ the set $B_q \subseteq C_q$ is a basis of the abelian group $C_q$, namely $C_q \cong \mathbb{Z}[B_q]$, and

\footnote{We follow the convention that $[-1]$ is the empty category, and $\Delta[-1]$ is the initial simplicial set, which is levelwise empty.}
• is a basis of the commutative monoid \( C_q^+ \), namely \( C_q^+ \cong \mathbb{N}[B_q] \).

If \( C \) has a basis \( B \), there are inclusions \( B_q \subseteq C_q^+ \subseteq C_q \).

**Definition 2.5** ([Ste04 §2], [AM20 §2.7]). Let \( (C, C^+, \epsilon) \) be an augmented directed chain complex with basis \( B \). For \( q \geq 0 \), an element \( c \) in \( C_q \) has a canonical decomposition

\[
    c = \sum_{b \in B_q} c_b \cdot b, \quad c_b \in \mathbb{Z}.
\]

The **positive support**, resp. **negative support**, of \( c \) is the finite subset of \( B_q \) given by

\[
    \text{supp}^+ c = \{ c_b : c_b > 0 \}, \quad \text{resp.} \quad \text{supp}^- c = \{ c_b : c_b < 0 \}.
\]

The support \( \text{supp}(c) \) is the union of the positive and negative support, that is the set of generators appearing in the linear expansion of \( c \) under the basis \( B_q \). The **positive part**, resp. **negative part**, of \( c \) is

\[
    c^+ = \sum_{b \in B_q} c_b \cdot b \in C_q^+, \quad \text{resp.} \quad c^- = \sum_{b \in B_q} c_b \cdot b \in C_q^+.
\]

We denote

\[
    \partial^+ c := (\partial c)^+ \quad \text{and} \quad \partial^- c := (\partial c)^-.
\]

The following symbol keeps track of the iterated positive and negative parts of the boundaries of a chain.

**Notation 2.6** ([AM20 §2.8]). Let \( (C, C^+, \epsilon) \) be an augmented directed chain complex. For \( \alpha = +, - \) and \( c \in C_q \), the symbol \( \langle c \rangle_\alpha^p \) is defined inductively on \( p = q, \ldots, 0 \) by

\[
    \langle c \rangle_\alpha^p = \begin{cases} 
        c & p = q \\
        \partial^\alpha(\langle c \rangle_\alpha^{p+1}) & 0 \leq p < q.
    \end{cases}
\]

**Definition 2.7** ([Ste04 Definition 3.4], [AM20 §2.8]). Let \( (C, C^+, \epsilon) \) be an augmented directed chain complex with basis \( B = (B_q)_{q \geq 0} \) The basis \( B \) of \( C \) is said to be **unital** if

\[
    \epsilon(\langle c \rangle_0^-) = 1 = \epsilon(\langle c \rangle_0^+)
\]

for all \( c \) in \( B_q \) and \( q \geq 0 \).

**Lemma 2.8** ([Ste04 §3]). If an augmented directed chain complex \( C \) admits a basis \( B \), then the basis is uniquely determined.

In particular, it makes sense to say that \( C \) admits a (unital) basis, without further specification.

**Notation 2.9** ([Ste04 Definition 3.6]). Let \( C \) be an augmented directed chain complex with basis \( B \). We denote by \( \leq_N \) the preorder relation on \( \coprod_{q \geq 0} B_q \) generated by the condition

\[
    a \leq_N b \quad \text{if} \quad a \in B_p, b \in B_q, \quad \text{and} \quad a \in \text{supp}(\partial_q^- (b)) \quad \text{or} \quad b \in \text{supp}(\partial_p^+ (a)).
\]
**Definition 2.10** ([Ste04] §3.6). Let \( C \) be an augmented directed chain complex with a unital basis \( B \). If the preorder relation \( \leq_N \) is a partial order, we say that \( C \) admits a strongly loop-free unital basis.

**Definition 2.11** ([AM20] §2.15). An augmented directed chain complex \( C \) with a strongly loop-free unital basis is a strong Steiner complex.

**Example 2.12** ([Ste07a] Theorems 3.1-3.2]). For \( n \geq 0 \), the augmented directed chain complex \( O[n] \) is a strong Steiner complex.

The next subsection is devoted to explaining the connection between augmented directed chain complexes and \( \omega \)-categories.

### 2.3. Steiner’s functors.

Steiner constructs a pair of adjoint functors

\[
\lambda : \omega \text{Cat} \rightleftharpoons \text{adCh} : \nu,
\]

so that for any \( \omega \)-category \( C \) and any augmented directed chain complex \( C' \) there is a natural bijection

\[
\text{adCh}(\lambda C, C') \cong \omega \text{Cat}(C, \nu C').
\]

To give a bit of context, we recall the basic data of these constructions, and refer the reader to the original sources for more details.

For \( C \) an augmented directed chain complex, the set of \( q \)-cells of the \( \omega \)-category \( C := \nu C \) for \( q \geq 0 \) is given by

\[
(\nu C)_q = \{ x : x \text{ Steiner table in } C \},
\]

where a Steiner table in \( C \) is a matrix

\[
x = \begin{pmatrix}
x_0^- & \ldots & x_{q-1}^- & x_q^- \\
x_0^+ & \ldots & x_{q-1}^+ & x_q^+
\end{pmatrix}
\]

such that, for \( \alpha = +, - \) and \( 0 \leq p \leq q \), the following hold:

1. \( x_p^\alpha \) belongs to \( C^\alpha_p \);
2. \( \partial(x_p^\alpha) = x_{p-1}^+ - x_{p-1}^- \) for \( 0 < p \leq q \);
3. \( \epsilon(x_0^-) = 1 \);
4. \( x_q^- = x_q^+ \).

We refer to [Ste04] Definition 2.8] or to [AM20] §2.4 for a full description of the \( \omega \)-categorical structure of \( \nu C \).

For \( C \) an \( \omega \)-category, the abelian group \( (\lambda C)_q \) of \( q \)-chains of \( \lambda C \) is the quotient of \( Z[C] \) given by

\[
(\lambda C)_q = \frac{Z[C]}{[x \ast_p y]_q - [x]_q - [y]_q : x, y \in C_p; p < q}.
\]

The positivity submonoid \( (\lambda C)_q^+ \) is the submonoid of \( (\lambda C)_q \) generated by the collection of elements \( [f]_q \) for \( f \) a \( q \)-cell of \( C \). The differential map \( \partial_{q-1} : (\lambda C)_q \to (\lambda C)_{q-1} \) is determined by the condition on generators \( f \in C_q \) given by

\[
\partial_{q-1}([f]_q) = [t_q(f)]_{q-1} - [s_q(f)]_{q-1},
\]
and the augmentation map \( \epsilon: (\lambda \mathcal{C})_0 \to \mathbb{Z} \) by the condition on generators \( x \in \mathcal{C}_0 \) given by

\[ \epsilon([x]_0) = 1. \]

Let’s illustrate a couple of general phenomena about the construction \( \lambda \mathcal{D} \) by exploring an explicit example.

**Example 2.15.** Consider the \( \omega \)-category \( \mathcal{O}[3] \).

\[
\mathcal{O}[3] = \begin{array}{ccc}
& y & z \\
f & h & \\
x & w & \\
\end{array}
\begin{array}{ccc}
x & k & w \\
\alpha & \beta & \gamma \\
\end{array}
\]

(1) Although \([f]_1 \neq 0 \in (\lambda \mathcal{O}[3])_1\), we have \([\text{id}_2(f)]_2 = 0 \in (\lambda \mathcal{O}[3])_2\). This illustrates a general principle: if a \( q \)-cell \( x \) in \( \mathcal{C} \) is trivial the the class \([x]_q\) vanishes in \( (\lambda \mathcal{C})_q \).

(2) We have \([\beta]_2 = [\text{id}_2(h) \ast_0 \beta]_2\). More generally, if two \( q \)-cells of \( \mathcal{C} \) differ by a \((q-1)\)-dimensional whisker, they represent the same class in \( (\lambda \mathcal{C})_q \).

(3) We have \([([\text{id}_2(h) \ast_0 \beta] \ast_1 \alpha]_2 = [\beta]_2 + [\alpha]_2\). Roughly speaking, in \( \lambda \mathcal{C} \) composition becomes addition.

The core result of Steiner’s theory that we need is the following.

**Theorem 2.16 ([Ste04, Theorem 5.11]).** The functor \( \nu \) is an equivalence of categories when restricted to the full subcategory of strong Steiner complexes and corestricted to its essential image. In particular, it induces a natural bijection

\[
adCh(C, C') \cong \omega \mathcal{C}(\nu C, \nu C')
\]

for any strong Steiner complexes \( C \) and \( C' \).

2.4. **Strong Steiner \( \omega \)-categories.** Theorem 2.16 motivates the study of the following class of \( \omega \)-categories, which are modelled by strong Steiner complexes.

**Definition 2.17 ([AM20 §2.15]).** An \( \omega \)-category \( \mathcal{C} \) is a **strong Steiner \( \omega \)-category** if there exists a strong Steiner complex \( \mathcal{C} \) such that

\[
\mathcal{C} \cong \nu \mathcal{C}.
\]

This means that the adjunction \( \lambda: \omega \mathcal{C} \rightleftarrows \text{adCh}: \nu \) restricts to an equivalence of categories

\[
(2.18) \quad \lambda: \{ \mathcal{C} \text{ strong Steiner } \omega \text{-category} \} \simeq \{ C \text{ strong Steiner complex} \}: \nu
\]

between the full subcategory of strong Steiner complexes and the full subcategory of strong Steiner \( \omega \)-categories.

So we may regard \( C \) as an algebraic model of the categorical object \( \mathcal{C} \). As an important instance, according to this identification, \( \mathcal{O}[m] \) corresponds to \( \mathcal{O}[m] \).
Example 2.19 ([Ste07a, Theorem 3.2]). For \( n \geq 0 \), there are isomorphisms of \( n \)-categories and of augmented directed chain complexes:

\[
\nu O[n] \cong O[n] \quad \text{and} \quad O[n] \cong \lambda O[n].
\]

In particular, we can use Steiner’s correspondence (2.18) to describe nerves of strong Steiner \( \omega \)-categories, a task that is in general highly nontrivial, given the complicated geometry of \( O[n] \), as opposed to \( O[n] \).

Remark 2.20. For any strong Steiner \( \omega \)-category – or more generally any \( \omega \)-category of the form \( \mathcal{C} = \nu \mathcal{C} \) – there are natural bijections

\[
N_m \mathcal{C} = \omega \text{Cat}(O[m], \mathcal{C}) \quad \text{Definition 1.11}
\]

\( \cong \omega \text{Cat}(O[m], \nu \mathcal{C}) \)

\( \cong \text{adCh}(\lambda O[m], \mathcal{C}) \quad (\text{2.13})
\]

\( \cong \text{adCh}(O[m], \mathcal{C}) \). Example 2.19

One could verify (cf. [Ste13b, §3]) that, under this identification, a simplex \( x: O[m] \to \mathcal{C} \), regarded as an augmented directed chain map \( x: O[m] \to \mathcal{C} \), is marked if and only if

\[
x[0,1,\ldots,m] = 0 \in C_m.
\]

The class of strong Steiner \( \omega \)-categories contains many other examples of interest.

Remark 2.21. Examples of strong Steiner \( \omega \)-categories include:

- the \( n \)-disk \( D[n] \) and the \( n \)-th sphere \( S[n] \) for \( n \geq 0 \);
- the \( n \)-th oriental \( O[n] \) for \( n \geq 0 \), as shown in [Ste04, Example 3.8] and recalled in Example 1.2;
- the object \( [m|k_1,\ldots,k_m] \) of Joyal’s [Joy97] cell category \( \Theta_n \) for \( n \geq 0 \), \( m \geq 0 \), \( i = 1,\ldots,m \) and \( k_i \geq 0 \), as shown in [Ste07b];
- the join \( D \star \overline{D} \) of two strong Steiner \( \omega \)-categories \( D \) and \( \overline{D} \), as a direct consequence of how the join is constructed in [AM20, Théorème 6.29] and recalled in Theorem 2.32;
- the lax Gray tensor product \( D \otimes \overline{D} \) of two strong Steiner \( \omega \)-categories \( D \) and \( \overline{D} \), as a direct consequence of how the join is constructed in [AM20, Théorème A.15].

However, there are various interesting phenomena which cannot be captured by strong Steiner \( \omega \)-categories.

Remark 2.22. Examples of \( \omega \)-categories that are not strong Steiner \( \omega \)-categories include:

- any \( \omega \)-category \( \mathcal{C} \) that contains non-trivial endomorphisms;
- any \( \omega \)-category \( \mathcal{C} \) that is not freely generated by a polygraph in the sense of [Bur93] (or a computad in the sense of [Str76, Bat98]).

\[\text{One could also take Example 2.19 as a definition of the } n\text{-th oriental } O[n].\]
the odd dual $C^\text{op}$ (in the sense of [AM20 §1.8]) of the $\omega$-category $C$ from [AM20 Exemple 2.16], as was pointed out to us by Maltsiniotis; in particular, the op-dual of a strong Steiner $\omega$-category is generally not a strong Steiner $\omega$-category.

Remark 2.23. In virtue of the equivalence of categories (2.18), if $C$ is a strong Steiner $\omega$-category then necessarily $C \cong \nu C$ where $C = \lambda C$. In particular, determining whether a given $\omega$-category is a strong Steiner category involves a priori understanding the associated augmented directed chain complex $\lambda C$. A detailed analysis of what it means for an $\omega$-category $C$ to be strong Steiner purely in terms of its $\omega$-categorical structure – and without explicit mention of $\lambda C$ – is the subject of our paper [GOR21].

2.5. Join of chain complexes and of $\omega$-categories. Given chain complexes $(D, \varepsilon)$ and $(\overline{D}, \overline{\varepsilon})$, we recall the construction, from [AM20 §6.5], of the join augmented chain complex $(D \star \overline{D}, \tilde{\varepsilon})$.

The abelian group $(D \star \overline{D})_q$ of $q$-chains is given by

$$ (D \star \overline{D})_q = \bigoplus_{k+1+\overline{k}=q; k \geq -1, \overline{k} \geq -1} D_k \otimes \overline{D}_{\overline{k}}, $$

following the convention that $D_{-1} = \overline{D}_{-1} = \mathbb{Z}[\emptyset]$, which is the free group generated by one element denoted $\emptyset$.

The differential map $\tilde{\partial}_q: (D \star \overline{D})_{q+1} \to (D \star \overline{D})_q$ is defined on elements of the form $d \star \overline{d} \in D_k \star \overline{D}_{\overline{k}} \subseteq (D \star \overline{D})_q$ by

$$ \tilde{\partial}(d \star \overline{d}) = \begin{cases} 
\partial d \star \overline{d} + (-1)^{k+1} \cdot d \star \overline{\partial d} & k, \overline{k} > 0 \\
\varepsilon d \star \overline{d} - d \star \overline{\epsilon d} & k = 0, \overline{k} > 0 \\
\partial d \star \overline{\partial d} + (-1)^{k+1} \cdot d \star \overline{\epsilon d} & k > 0, \overline{k} = 0 \\
\emptyset \star \overline{\partial d} & k = -1, \overline{k} = 0 \\
\partial d \star \emptyset & k = 0, \overline{k} = -1.
\end{cases} $$

Here, we use the fact that the join, being an instance of a tensor product, is linear in each variable, namely we have $(a + b) \star c = a \star c + b \star c$.

The augmentation map $\overline{\epsilon}: (D \star \overline{D})_0 \to \mathbb{Z}$ is given on elements of the form $d \star \emptyset \in D_0 \star \mathbb{Z}[\emptyset]$ and $\emptyset \star \overline{d} \in \mathbb{Z}[\emptyset] \star \overline{D}_0$ by

$$ \overline{\epsilon}(d \star \emptyset) = \varepsilon d \quad \text{and} \quad \overline{\epsilon}(\emptyset \star \overline{d}) = \overline{\epsilon d}. $$

The join construction extends to the context of augmented directed chain complexes.

Definition 2.25 ([AM20 §6.7]). Given augmented directed chain complexes $D = (D, D^+, \epsilon)$ and $\overline{D} = (\overline{D}, \overline{D}^+, \overline{\epsilon})$, the join augmented directed chain

More precisely, Steiner [Ste04] shows that $C$ is a strong Steiner $\omega$-category if and only if $C$ admits a strongly loop-free atomic basis, where all the involved notions are defined in terms of $\lambda C$. 

NERVES AND JOINS OF “FREE LOOP-FREE” \(\omega\)-CATEGORIES

The augmented chain complex \((D \star D, \tilde{\varepsilon})\) is the augmented chain complex \((D \star \overline{D}, \tilde{\varepsilon})\) endowed with the positivity submonoid given by

\[
(D \star D)^+_q = \{ d \star \tilde{d} : d \in D^+_k, \tilde{d} \in \overline{D}^+_\overline{k}, k, \overline{k} \geq -1, k + 1 + \overline{k} = q \},
\]

following the convention that \(D^{+}_{-1} = \overline{D}^{+}_{-1} = \mathbb{N}[\emptyset]\), which is the free monoid generated by one element denoted \(\emptyset\).

The join construction defines a functor \(\star : \text{adCh} \times \text{adCh} \to \text{adCh}\), which gives a monoidal structure on \(\text{adCh}\) whose monoidal unit is \(O[-1]\), the trivial chain complex with trivial augmentation from Example 2.23.

For the main result of this paper, we will be interested in the case of one of the two factors of the join being a copy of \(O[0]\). More precisely, we will consider the situation where \(D = O[\top]\), resp. \(D = O[\bot]\), is the (unique) strong Steiner complex with no non-zero chains of positive dimension and generated in dimension 0 by a unique positive chain denoted \(\top\), resp. \(\bot\).

When \(\overline{D} = O[\top]\), resp. \(D = O[\bot]\), the formula from (2.24) specializes to

\[
(D \star O[\top])_q \sim = \bigoplus_{k=0}^q (D_k \otimes \mathbb{Z}[\emptyset]) \oplus (D_{k-1} \otimes \mathbb{Z}[\top]),
\]

resp. \((O[\bot] \star \overline{D})_q \sim = \bigoplus_{\overline{k}=0}^q (\mathbb{Z}[\bot] \otimes \overline{D}_{\overline{k}-1}) \oplus (\mathbb{Z}[\emptyset] \otimes \overline{D}_{\overline{k}}).

Example 2.26 ([AM20, Lem. 7.6]). For any \(n \geq 0\), there is an isomorphism

\[O[n] \cong O[0] \star \cdots \star O[0].\]

It follows that, for any \(k \geq -1\) and \(\overline{k} \geq -1\) for which \(k + 1 + \overline{k} = m\), there is a canonical isomorphism of augmented directed chain complexes

\[O[k] \star O[\overline{k}] \cong O[m].\]

Theorem 2.27 ([AM20, Corollary 6.22]). The join \(D \star \overline{D}\) of two strong Steiner complexes \(D\) and \(\overline{D}\) is a strong Steiner complex.

If \(D\) and \(\overline{D}\) are two strong Steiner complexes with bases \(B\) and \(\overline{B}\), then the basis of \(D \star \overline{D}\) is given by the set

\[B \star \overline{B} = \{ d \star \emptyset : d \in B \} \cup \{ d \star \tilde{d} : d \in B, \tilde{d} \in \overline{B} \} \cup \{ \emptyset \star d : d \in \overline{B} \},\]

or, under the convention \(B_{-1} = \overline{B}_{-1} = \emptyset\), by the set

\[B \star \overline{B} = \{ d \star \tilde{d} : d \in B, \tilde{d} \in \overline{B} \}.\]

The following fact is a crucial property of the join of strong Steiner complexes. Recall that there is a copy of \(D\) that lives inside the join \(D \star \overline{D}\), namely \(D \cong D \star O[-1] \subseteq D \star \overline{D}\), and similarly for \(\overline{D}\). Roughly speaking, the proposition formalizes the fact that in a join of strong Steiner complexes \(D \star \overline{D}\) if a chain map \(x\) “ends” in the copy of \(D\) then it must fully take values there.
Lemma 2.29. Let \( \partial \) argument for Proposition 2.28. We prove that
\[
\text{Proof of Lemma } 2.29. \quad (\text{positive } x \text{ and finite set } B) \text{ we obtain}
\]
\[b \text{ be a strong Steiner complex, } D \ast O[\ast] \to D \ast D \ast \text{ an augmented directed chain map.}
\]
- If \( x[\ast] \) – namely the value of \( x \) on the last 0-chain of \( O[\ast] \) – belongs to \( D \ast O[-1] \subset D \ast D \ast D \ast \), then so does \( x[a] \) for every \( [a] \in B[\ast] \).
- If \( x[0] \) – namely the value of \( x \) on the first 0-chain of \( O[\ast] \) – belongs to \( O[-1] \ast D \ast D \ast \), then so does \( x[a] \) for every \( [a] \in B[\ast] \).

To prove the proposition, we need a preliminary lemma.

Lemma 2.29. Let \( C \) be a strong Steiner complex, \( q \geq 0 \) and \( c \in C_{q+1}^+ \) a positive \((q+1)\)-chain in \( C \). Then we have
\[
\partial^+_q c \neq 0 \in C_q \quad \text{and} \quad \partial^-_q c \neq 0 \in C_q.
\]

Proof of Lemma 2.29. We prove that \( \partial^+ c \neq 0 \) arguing by contradiction. The argument for \( \partial^- c \neq 0 \) is analogous.

If \( c \in B_{q+1} \) is a basis element of \( C \), we see looking at Notation 2.6 that \( \partial^+ c = 0 \) would imply that \((c)^+_0 = 0\), contradicting the unitality of the basis \( B \) of \( C \). So the statement holds for \( c \) being a basis element.

Now we turn to the general case. Let \( b_0 \) be a maximal element of the finite set \( \text{supp}^+ c \) with respect to the partial order \( \leq_N \). By the first part of the proof, there exists at least one \( b'_0 \in \text{supp}^+ (\partial b_0) \), so in particular \( b_0 \leq_N b'_0 \), while \( b_0 \neq b'_0 \) for dimension reasons.

If the expression of \( c \) is
\[
c = c^+ = \sum_{b \in \text{supp}^+ c} c_b \cdot b, \quad c_b \geq 0,
\]
we obtain
\[
\partial c = \sum_{b \in \text{supp}^+ c} c_b \cdot \partial b = \sum_{b \in \text{supp}^+ c} c_b \cdot (\partial^+ b - \partial^- b) = \sum_{b \in \text{supp}^+ c} c_b \cdot \partial^+ b - \sum_{b \in \text{supp}^+ c} c_b \cdot \partial^- b.
\]
Since we assumed \( \partial^+ c = 0 \), all the summands of the first sum need to be cancelled by summands in the second sum. In particular, there has to be a \( b_1 \in \text{supp}^+ c \) with \( b'_0 \in \text{supp}(\partial^- b_1) \) in order to cancel the summand corresponding to \( b'_0 \) of the first sum. This implies in particular \( b'_0 \leq_N b_1 \) and so by transitivity \( b_0 \leq_N b'_0 \leq_N b_1 \) while \( b_1 \neq b_0 \), contradicting the maximality of \( b_0 \). This shows that \( \partial^+ c \neq 0 \), as desired.

With the notation of the proof above, it is not true in general that
\[
\text{supp}(\partial^+ b_0) \subseteq \text{supp}(\partial^+ c),
\]
since some cancelling might occur if \( b_0 \) is not maximal.

Remark 2.30. Consider the augmented directed chain complex \( C = \lambda \mathcal{C} \), where \( \mathcal{C} \) is the 1-category
\[
\mathcal{C} = \begin{array}{ccc}
x & \xrightarrow{f} & y \\
\wedge & \wedge & \wedge \\
y & \xrightarrow{g} & z
\end{array}
\]
Let $c = [g]_1 + [f]_1 = [g \circ f]_1$ and $b_0 = [f]_1$, which is a non-maximal element of $\text{supp}^+(\partial c)$. In this situation, we have that

$$\text{supp}^+(\partial [f]_1) = \{[y]_0\}, \quad \text{supp}^+(\partial ([f]_1 + [g]_1)) = \{[z]_0\},$$

and in particular

$$[y]_0 \in \text{supp}^+(\partial [f]_1) \setminus \text{supp}^+(\partial ([f]_1 + [g]_1)).$$

**Proof of Proposition 2.28.** The statement is trivial for $m = 0$ and for $m = 1$ it follows immediately by the fact that there is no basis element $b$ of $D \star D$ of dimension 1 such that $\partial_0^+ b$ is in $D_0$ and $\partial_0^- f$ is in $D_0$ by definition.

Assume $q > 1$ is the smallest dimension in which we have a basis element $[a]$ of the left-hand side mapped to a chain in $D \star D \setminus D \star \emptyset$, say,

$$x[a] = \sum_{i \in I} \lambda_i \cdot c_i \star \overline{c}_i,$$

with at least one $\lambda_i > 0$ for some corresponding $\overline{c}_i$ of dimension $\geq 0$. Let $0 \leq p \leq q$ be the maximal dimension of such $\overline{c}_i$, and let $I' \subseteq I$ be the subset corresponding to all summands for which the dimension of their $\overline{c}_i$ is exactly $p$.

Then on the one hand, the chain $\partial x[a] = x \partial [a]$ is in $D \star \emptyset$ by minimality of $q$. Thus, the sum

$$\partial \left( \sum_{i \in I} \lambda_i \cdot c_i \star \overline{c}_i \right) = \sum_{i \in I} \lambda_i \cdot (\partial c_i) \star \overline{c}_i + \sum_{i \in I} (-1)^{|c_i|+1} \lambda_i \cdot c_i \star (\partial \overline{c}_i),$$

turns out to be in $D \star \emptyset$.

(2.31) \[ \sum_{i \in I'} \lambda_i \cdot (\partial c_i) \star \overline{c}_i = 0 \]

has to vanish. Indeed, by the maximality of $p$ such terms cannot be canceled out by any other term of the sum above. Now, fix a $\overline{c}_j$ for some $j$ in $I'$ and denote by $I_j$ the subset of $I'$ consisting of the indices $i$ such that $\overline{c}_i = \overline{c}_j$; said otherwise, if $\overline{c}_* : I' \rightarrow D_0$ denotes the indexing function, let $I_j$ be $(\overline{c}_*)^{-1}(\overline{c}_j)$. As a consequence of the vanishing of the sum (2.31), we must have that

$$\sum_{i \in I_j} \lambda_i \cdot (\partial c_i) \star \overline{c}_j = 0,$$

which is equivalent to saying that

$$\sum_{i \in I_j} \lambda_i \cdot (\partial c_i) = 0.$$

But this last sum is precisely the boundary of the positive chain $\sum_{i \in I'} \lambda_i \cdot c_i$ of $D$ and the fact that it must vanish contradicts Lemma 2.29. This completes the proof. \qed
Given Steiner’s equivalence from (2.18), the join construction for strong Steiner complexes,
\[ \star: \{\text{strong Steiner cpx}\} \times \{\text{strong Steiner cpx}\} \to \{\text{strong Steiner cpx}\}, \]
can be used to define a join construction for strong Steiner \(\omega\)-categories,
\[ \star: \{\text{strong Steiner }\omega\text{-cat}\} \times \{\text{strong Steiner }\omega\text{-cat}\} \to \{\text{strong Steiner }\omega\text{-cat}\}. \]
Ara and Maltsiniotis showed that we can extend this join construction to the whole category \(\omega\text{Cat}\) in an essentially unique fashion.

**Theorem 2.32** ([AM20, Theorem 6.29]). There exists a unique – up to unique monoidal isomorphism – monoidal structure \(\star: \omega\text{Cat} \times \omega\text{Cat} \to \omega\text{Cat}\) on \(\omega\text{Cat}\), called the join of \(\omega\)-categories, such that
- for any strong Steiner complexes \(D \text{ and } \overline{D}\) there is a natural isomorphism of \(\omega\)-categories
  \[ \nu D \star \nu \overline{D} \cong \nu(D \star \overline{D}); \]
- the functor \(- \star -\) commutes with colimits in each variable.

The functor \(\nu\) provides us with the following algebraic descriptions for nerves of joins of strong Steiner \(\omega\)-categories.

**Remark 2.33.** By Theorem 2.32, for any strong Steiner \(\omega\)-categories \(D = \nu D\) and \(\overline{D} = \nu \overline{D}\), there are natural bijections
\[ N_m(D \star \overline{D}) = \omega\text{Cat}(O[m], D \star \overline{D}) \]
\[ \cong \omega\text{Cat}(O[m], \nu D \star \nu \overline{D}) \]
\[ \cong \omega\text{Cat}(\nu O[m], \nu(D \star \overline{D})) \]
\[ \cong \text{ad} \text{Ch}(O[m], D \star \overline{D}), \]
with a similar description of the marking as the one from Remark 2.20.

When \(\overline{D} = O[\top]\), resp. \(D = O[\bot]\), is the terminal category with a single object \(\top\), resp. \(\bot\), we obtain the bijections
\[ N_m(D \star O[\top]) \cong \text{ad} \text{Ch}(O[m], D \star O[\top]), \]
resp. \(N_m(\bot \star D) \cong \text{ad} \text{Ch}(O[m], O[\bot] \star D). \)

Finally, when \(D = O[n - 1]\), using Example 2.26 we obtain the bijection
\[ N_m O[n] \cong N_m(O[n - 1] \star O[\top]) \]
\[ \cong \text{ad} \text{Ch}(O[m], O[n - 1] \star O[\top]) \]
\[ \cong \text{ad} \text{Ch}(O[m], O[n]). \]

### 3. Features of simplices of nerves of cones

Throughout the document, let \(D = \nu D\) be a strong Steiner \(\omega\)-category. We introduce important features and constructions based on simplices of \(N_m(D \star O[\top])\), which can be identified using Remark 2.20 and Theorem 2.27 with augmented directed chain maps
\[ x: O[m] \to D \star O[\top]. \]
Most constructions and results are inspired by and generalize Steiner’s constructions from [Ste12], that focuses on the case of \( D = \mathcal{O}[n] \) being an oriental.

An analogous analysis applies to simplices of \( N_m(\mathcal{O}[\bot] \ast \mathcal{D}) \), which have been identified with chain maps
\[
3.2 \quad x : \mathcal{O}[m] \to \mathcal{O}[\bot] \ast D.
\]

For most constructions and results in the paper we leave it to the reader to adapt the statements for this case, but we will point out when there are subtleties in adapting constructions, statements or proofs.

**Digression 3.3.** If \( D \) is such that its odd dual \( D^{\text{op}} \), in the sense of [AM20, §2.18], is a strong Steiner complex, then all constructions and results for a simplex of the form (3.2) can be obtained by applying the odd dual \((-)^{\text{op}}\) to the corresponding statements for (3.1), and using the compatibility of the op-dual construction with the join construction with swapped factors. However, in general the odd dual of a strong Steiner \( \omega \)-category is not a strong Steiner \( \omega \)-category.\(^\text{10}\) Thus, all properties of simplices of the form (3.2) and the proof of Theorem 5.5 need to be treated on their own, and cannot be deduced formally from the properties of simplices of the form (3.1) and from the proof of Theorem 5.2.

3.1. **Faces and degeneracies of a simplex.** Let \( J \) be an augmented directed chain complex, and we consider chain maps of the form \( x : \mathcal{O}[m] \to J \), having in mind the relevant situation where \( J \) is of the form \( J = D \ast \mathcal{O}[\top] \) or \( J = \mathcal{O}[\bot] \ast D \), for \( D \) any augmented directed chain complex.

As we let \( m \) vary, one can define the following structure maps. Let \( s^i : [m] \to [m - 1] \) and \( d^i : [m] \to [m + 1] \) with usual ranges denote coface and codegeneracy maps in \( \Delta \).

**Definition 3.4.** Let \( x : \mathcal{O}[m] \to J \) be a chain map.

(1) For \( m \geq 1 \) and \( 0 \leq i \leq m \), the \( i \)-th face of \( x \) is the chain map
\[
d_i x : \mathcal{O}[m - 1] \to J
\]
given on basis elements by
\[
(d_i x)[a] = x[d^i(a)].
\]
Alternatively,
\[
(d_i x)[a_{<i}, a_{\geq i}] = x[a_{<i}, a_{\geq i} + 1],
\]
where \( a_{<i} \subseteq \{0, \ldots, i - 1\} \) and \( a_{\geq i} \subseteq \{i, \ldots, m - 1\} \).

(2) For \( m \geq 0 \) and \( 0 \leq i \leq m \), the \( i \)-th degeneracy of \( x \) is the chain map
\[
s_i x : \mathcal{O}[m + 1] \to J
\]

---

\(^\text{10}\) An example of this phenomenon, which was pointed out by Maltsiniotis, is the odd dual \( C^{\text{op}} \) of the \( \omega \)-category \( C \) from [AM20 Exemple 2.16].
Remark 3.5. Let \( x, y: O[m] \to J \) be chain maps.

1. For \( m \geq 1 \) and \( 0 \leq i \leq m \), we have \( d_i(x + y) = d_i x + d_i y \).
2. For \( m \geq 0 \) and \( 0 \leq i \leq m \), we have \( s_i(x + y) = s_i x + s_i y \).

Remark 3.6. Let \( x: O[m] \to J \) be an augmented directed chain map.

1. For \( m \geq 1 \) and \( 0 \leq i \leq m \), the map \( d_i x \) is an augmented directed chain map.
2. For \( m \geq 0 \) and \( 0 \leq i \leq m \), the map \( s_i x \) is an augmented directed chain map.

Since the assignment \( m \mapsto O[m] \) defines a cosimplicial augmented directed chain complex \( O[\bullet] \), we know that \( \text{adCh}(O[\bullet], J) \) is a simplicial set, whose face and degeneracy maps are precisely those described explicitly in Definition 3.4. In particular, these face and degeneracy maps satisfy the usual simplicial identities, which we recall for the reader’s convenience.

**Proposition 3.7.** Let \( x: O[m] \to J \) be a chain map, and \( 0 \leq i, j \leq m \). The following identities hold.

- \( s_i s_j x = s_{j+1} s_i x \) if \( 0 \leq i \leq j \leq m \)
- \( d_i s_j x = \begin{cases} s_{j-1} d_i x & \text{if } 0 \leq i < j \leq m \\ x & \text{if } i \in \{j, j+1\} \\ s_j d_{i-1} & \text{if } 1 \leq j+1 < i \leq m \end{cases} \)
- \( d_i d_j x = d_{j-1} d_i x \) if \( 0 \leq i < j \leq m \).

We will also make use of the following “iterated” simplicial identities, which can be easily deduced.

**Remark 3.8.** Let \( x: O[m] \to J \) be a chain map. The following identities hold.

- \( s_j^\ell x = s_{j+\ell-1} s_{j+\ell-2} \ldots s_{j+1} s_j x \), for \( 0 \leq j \leq m \), \( \ell \geq 1 \),
- \( d_j^\ell x = d_j d_{j+1} \ldots d_{j+\ell-1} x \), for \( 0 \leq j < m \), \( 1 \leq \ell \leq m - j + 1 \),
- \( s_j^{\ell+1} x = s_j^{\ell+1} x \) for \( 0 \leq j \leq m \), \( \ell \geq 0 \),
- \( d_j s_k x = s_k^{\ell-1} x \) for \( 0 \leq k \leq m \), \( k \leq j \leq \ell + k \),
- \( d_k^\ell d_j x = d_k^{\ell+1} x \) for \( 0 \leq k + \ell \leq m \), \( k \leq j \leq \ell + k \),
- \( s_j s_k^\ell x = s_k^{\ell+1} x \) for \( 0 \leq k \leq m \), \( k < j \leq m + \ell \), \( \ell \geq 0 \)
3.2. The last factor of a simplex. Throughout this subsection, let \( D \) be a strong Steiner complex. We introduce in detail constructions \( \gamma x \) and \( \beta x \) based on simplices \( x \) of the form \((3.1)\), which mostly generalize Steiner’s from \cite{Ste04} §4, and indicate briefly in Section 3.2.1 how the analogous constructions work for the case of simplices \( x \) of the form \((3.2)\).

Recall there are canonical inclusions
\[
D \simeq D \star O[-1] \hookrightarrow D \star O[\top] \hookrightarrow O[-1] \star O[\top] \cong O[\top]
\]
of \( D \) and \( O[\top] \) into the join \( D \star O[\top] \). The following definition generalizes \cite{Ste04} Definition 4.2 in the relevant cases.\(^\text{[1]}\)

**Definition 3.9.** Let \( x : O[m] \to D \star O[\top] \) be an augmented directed chain map.

- The rank of \( x \) is the number \( r \) of elementary 0-chains \([a] \) in \( O[m] \) such that \( x[a] \in D \subseteq D \star O[\top] \), namely
  \[
  r := \#\{0 \leq a \leq m : x[a] \in D \subseteq D \star O[\top]\}.
  \]

- The corank \( s \) is one less than the number of elementary 0-chains \([a] \) in \( O[m] \) such that \( x[a] \in O[\top] \subseteq D \star O[\top] \), namely
  \[
  s := \#\{0 \leq a \leq m : x[a] \in O[\top] \subseteq D \star O[\top]\} - 1.
  \]

By definition, one always has \( r + s = m \), with \( 0 \leq r \leq m + 1 \) and \( -1 \leq s \leq m \).

**Remark 3.10.** Given an augmented directed chain map \( x : O[m] \to D \star O[\top] \), the rank of \( x \) can also be understood as
\[
r = \begin{cases} 
\min\{0 \leq a \leq m : x[a] = \top\} & \text{if } \{0 \leq a \leq m : x[a] = \top\} \neq \emptyset \\
m + 1 & \text{otherwise}.
\end{cases}
\]

**Remark 3.11.** The map \( x \) factors through \( O[\top] \) if and only if it is totally degenerate, by which we mean \( x \) is an iterated degeneracy of the 0-simplex.

**Remark 3.12.** The map \( x \) factors through \( O[\top] \) if and only if it has rank \( r = 0 \) and \( s = m \). Instead, \( x \) factors through \( D \) if and only if it has rank \( r = m + 1 \) and corank \( s = -1 \).

**Remark 3.13.** If \( x : O[m] \to D \star O[\top] \) is an augmented directed chain map of rank \( r \) and corank \( s \geq 0 \), then for any \( r < i \leq m \) we have that \( d_i x : O[m - 1] \to D \star O[\top] \) has still rank \( r \) but corank \( s - 1 \).

**Definition 3.14.** Let \( x : O[m] \to D \star O[\top] \) be an augmented directed chain map with rank \( r \leq m \) and corank \( s \geq 0 \) which is given on a basis element \([a,r] \) for \([a] \in B[m]_q \) by
\[
x[a,r] = \sum_{b \in B_{q+1}} x'_{a,b} \cdot b \star \emptyset + \sum_{b \in B_q} x''_{a,b} \cdot b \star \top.
\]
\(^{\text{[1]}\text{More precisely, our definition of rank agrees with Steiner’s when } x \text{ does not factor through } D.\)
• The last factor of \( x \) is the augmented directed chain map
\[
\gamma x: O[r] \to D \ast O[\top]
\]
given on basis elements by
\[
(\gamma x)[r] = \emptyset \ast \top, \quad (\gamma x)[a, r] = \sum_{b \in B_q} x''_{a, b} \ast b \ast \top, \quad (\gamma x)[a] = \sum_{b \in B_q} x''_{a, b} \ast b \ast \emptyset,
\]
for \([a]\) in \( B[r-1]q \subseteq B[m]q \), and \( q \geq 0 \).

• The normalized last factor of \( x \) is the augmented directed chain map
\[
\beta x: O[m] \to D \ast O[\top]
\]
given by
\[
\beta x = s^x \gamma x.
\]

**Lemma 3.15.** Let \( D \) be a strong Steiner complex. For \( x: O[m] \to D \ast O[\top] \) with rank \( r \leq m \), the formula above defines an augmented directed chain map \( \gamma x: O[r] \to D \ast O[\top] \) with rank \( r \) and corank 0.

In order to prove the lemma, it is handy to rewrite the formulas for \( \gamma x \) in a slightly more abstract way.

Let \( J := D \ast O[\top] \) denote the join and \( q \geq 0 \). Denote by \( J(\top)_q \) the subgroup of \( J_q \) generated by all basis elements of the form \( b \ast \top \) with \( b \in B_{q-1} \subseteq D_{q-1} \), and by \( J(\neg \top)_q \) the subgroup of \( J_q \) generated by all basis elements of the form \( b = b \ast \emptyset \) with \( b \in B_q \subseteq D_q \). Denote by
\[
\text{pr}_\top: J_q \to J(\top)_q \quad \text{and} \quad \text{pr}_{\neg \top}: J_q \to J(\neg \top)_q
\]
the canonical projections. In this language, we observe that the formulas for \( \gamma x \) can be rewritten to
\[
\gamma x[r] = \emptyset \ast \top, \quad \gamma x[a, r] = \text{pr}_\top x[a, r], \quad \gamma x[a] = (-1)^q \text{pr}_{\neg \top} \partial \text{pr}_\top x[a, r],
\]
for \([a]\) in \( B[r-1]q \subseteq B[m]q \), and \( q \geq 0 \).

Before proving the lemma, we need the following auxiliary fact.

**Lemma 3.16.** Let \( q \geq 0 \). With the notation above, the following holds:
\[
\partial_q \text{pr}_{\neg \top} \partial_{q+1} \text{pr}_\top = - \text{pr}_{\neg \top} \partial_q \text{pr}_\top \partial_{q+1}: J_{q+2} \to J(\neg \top)_q.
\]

**Proof.** Under the canonical isomorphism \( J_{q+1} \cong J(\top)_{q+1} \oplus J(\neg \top)_{q+1} \), the differential \( \partial_{q+1}: J_{q+2} \to J_{q+1} \) can be represented as a matrix operator
\[
\begin{pmatrix}
  u'_{\top, \top} & u'_{\top, \neg \top} \\
  u'_{\neg \top, \top} & u'_{\neg \top, \neg \top}
\end{pmatrix}: J(\top)_{q+1} \oplus J(\neg \top)_{q+1} \to J(\top)_q \oplus J(\neg \top)_q,
\]
and similarly we write
\[
\begin{pmatrix}
  u_{\top, \top} & u_{\top, \neg \top} \\
  u_{\neg \top, \top} & u_{\neg \top, \neg \top}
\end{pmatrix}
\]
for the matrix operator representing \( \partial_q \). By definition, one may verify that
\[
u'_{\top, \neg \top} = 0 \quad \text{and} \quad u_{\top, \neg \top} = 0,
\]
so the expression above simplifies to
\[
\begin{pmatrix}
u'_{\tau,T} & 0 \\
u'_{\tau,T} & u'_{\tau,-\tau} \end{pmatrix} : J(\tau)_{q+1} \oplus J(\neg \tau)_{q+1} \rightarrow J(\tau)_q \oplus J(\neg \tau)_q.
\]
Next, the condition \(0 = \partial q \partial q + 1\) reads as
\[
\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} u_{\tau,T} & 0 \\ u_{\tau,T} & u_{\tau,-\tau} \end{pmatrix} \begin{pmatrix} u'_{\tau,T} & 0 \\ u'_{\tau,T} & u'_{\tau,-\tau} \end{pmatrix} = \begin{pmatrix} u_{\tau,T} u'_{\tau,T} & 0 \\ u_{\tau,T} u'_{\tau,T} + u_{\tau,-\tau} u'_{\tau,-\tau} & u_{\tau,-\tau} u'_{\tau,-\tau} \end{pmatrix},
\]
so in particular
\[(3.17) \quad 0 = u_{\tau,T} u'_{\tau,T} + u_{\tau,-\tau} u'_{\tau,-\tau}.
\]

The matrix corresponding to the left hand side \(\partial q \text{pr}_{\neg \tau} \partial q + 1 \text{pr}_{\tau}\) is
\[
\begin{pmatrix} u_{\tau,T} & 0 \\ u_{\tau,T} & u_{\tau,-\tau} \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & \text{id} \end{pmatrix} \begin{pmatrix} u'_{\tau,T} & 0 \\ u'_{\tau,T} & u'_{\tau,-\tau} \end{pmatrix} \begin{pmatrix} \text{id} & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} u_{\tau,T} u'_{\tau,T} & 0 \\ u_{\tau,T} u'_{\tau,T} & u_{\tau,-\tau} u'_{\tau,-\tau} \end{pmatrix},
\]
and the matrix corresponding to the right hand side \(\text{pr}_{\neg \tau} \partial q \text{pr}_{\tau} \partial q + 1\) is
\[
-\begin{pmatrix} 0 & 0 \\ 0 & \text{id} \end{pmatrix} \begin{pmatrix} u_{\tau,T} & 0 \\ u_{\tau,T} & u_{\tau,-\tau} \end{pmatrix} \begin{pmatrix} \text{id} & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} u'_{\tau,T} & 0 \\ u'_{\tau,T} & u'_{\tau,-\tau} \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & u_{\tau,-\tau} u'_{\tau,-\tau} \end{pmatrix},
\]
so the desired identity follows using (3.17). \(\square\)

We are now ready to prove that \(\gamma x\) is a chain map with the desired properties.

**Proof of Lemma 3.15.** To prove that \(\gamma x\) is a map of chain complexes, it suffices to check that \(\gamma x \partial = \partial \gamma x\) on each element of the basis in degree \(q\), so we distinguish three cases.

- Consider the chain \([a]\) with \(a_q < r\). On the one hand, using Lemma 3.16, we obtain that
  \[
  \partial(\gamma x)[a] = \partial(-1)^{q+1} \text{pr}_{\neg \tau} \partial \text{pr}_{\tau} x[a,r] = (-1)^q \text{pr}_{\neg \tau} \partial \text{pr}_{\tau} \partial x[a,r].
  \]
  On the other hand, if
  \[
  \partial[a] = \sum_{a' \in B_{q-1}[r-1]} \lambda_{a'} \cdot [a'],
  \]
  where \(\lambda_{a'} \in \mathbb{Z}\), we can write
  \[
  \partial[a,r] = (-1)^{q+1} \cdot [a] + \partial[a] \ast [r] = (-1)^q \cdot [a] + \sum_{a' \in B_{q-1}[r-1]} \lambda_{a'} \cdot [a',r].
  \]
  Thus
  \[
  (\gamma x) \partial[a] = (-1)^q \sum_{a' \in B_{q-1}[r-1]} \lambda_{a'} \cdot \text{pr}_{\neg \tau} \partial \text{pr}_{\tau} x[a',r].
  \]
Moreover, since $x$ is of rank $r$, by Proposition 2.28 we know that $\text{pr}_- x[a^q] = 0$ for any $q$-dimensional $[a^q]$ with $a^q_q < r$. In particular, we can insert

$$0 = (-1)^{q+1} \text{pr}_+ x[a]$$

in the equation above, so that

$$\begin{align*}
(\gamma x) \partial[a] &= (-1)^q \text{pr}_- \partial \left((-1)^{q+1} \text{pr}_+ x[a] + \text{pr}_- \sum_{a' \in B[r]} \lambda a' \cdot x[a', r]\right) \\
&= (-1)^q \text{pr}_- \partial \text{pr}_+ x \left((-1)^{q+1} \cdot [a] + \sum_{a' \in B[r]} \lambda a' \cdot [a', r]\right) \\
&= (-1)^q \text{pr}_- \partial \text{pr}_+ x \partial[a, r].
\end{align*}$$

Since $x$ was a chain map, we have $\partial x[a, r] = x \partial[a, r]$, thus yielding the desired claim.

- Consider the chain $[a, r] / a_q < r$ and $q > 0$. On the one hand we have that

$$\partial(\gamma x)[a, r] = \partial \text{pr}_+ x[a, r].$$

On the other hand, using a similar reasoning to the previous case, we have that

$$\begin{align*}
(\gamma x) \partial[a, r] &= (\gamma x) \left((-1)^{q+1} [a] + \sum_{a' \in B[r]} \lambda a' \cdot [a', r]\right) \\
&= (-1)^{q+1} (-1)^{q+1} \text{pr}_- \partial (\text{pr}_+ x[a, r]) + \\
&\quad + \sum_{a' \in B[r]} \lambda a' \cdot \text{pr}_+ x[a', r].
\end{align*}$$

Using that $x$ is a chain map once again, we have

$$\partial x[a, r] = (-1)^{q+1} \cdot x[a] + \sum_{a' \in B[r]} \lambda a' x[a', r].$$

Inserting this into the previous formula yields

$$\begin{align*}
(\gamma x) \partial[a, r] &= \text{pr}_- \partial (\text{pr}_+ x[a, r]) + \text{pr}_+ (\partial x[a, r] - (-1)^{q+1} x[a])
\end{align*}$$

Using once again that $x$ is of rank $r$ and Proposition 2.28 we have

$$\text{pr}_+ \left((-1)^{q+1} x[a]\right) = 0.$$

Next, we can observe

$$\text{pr}_+ \partial x[a, r] = \text{pr}_+ \partial (\text{pr}_+ x[a, r] + \text{pr}_- x[a, r]).$$

Since $J(\neg \cap) \cong D$ is a sub-chain complex, this simplifies to

$$\text{pr}_+ \partial x[a, r] = \text{pr}_+ \partial (\text{pr}_+ x[a, r]).$$

Inserting this into last expression for $(\gamma x) \partial[a, r]$, we obtain

$$\begin{align*}
(\gamma x) \partial[a, r] &= \text{pr}_- \partial (\text{pr}_+ x[a, r]) + \text{pr}_+ \partial (\text{pr}_+ x[a, r]) \\
&= \partial \text{pr}_+ x[a, r],
\end{align*}$$

as desired.
Consider the chain \([a, r]\) with \(0 \leq a < r\) and \(q = 0\). On the one hand, we have that

\[(\gamma x) \partial (a, r) = (\gamma x)([r] - [a]) = \emptyset \star \top - (\gamma x)[a].\]

By definition we have

\[(\gamma x)[a] = (-1)^1 \text{pr}_{-\top}(\partial(\text{pr}_\top x[a, r])).\]

Since \(x\) is of rank \(r \leq m\)

\[\top = \text{pr}_\top \partial(\text{pr}_\top x[a, r]).\]

So we obtain

\[(\gamma x)\partial (a, r) = \text{pr}_\top \partial(\text{pr}_\top x[a, r]) + \text{pr}_{-\top}(\partial(\text{pr}_\top x[a, r])).\]

On the other hand, by definition we have

\[\partial (\gamma x)[a, r] = \partial \text{pr}_\top (x[a, r]),\]

as desired.

The fact that the chain map \(\gamma x\) is directed is by construction, and we now prove that \(\gamma x\) respects the augmentation, i.e., that any elementary 0-chain of \(O[m]\) is sent to an element of the basis of \(B_0\) or to \(\top\). By definition, this holds for \([r]\), so it is enough to check it for \([i]\), with \(0 \leq i < r\). We claim that for any 1-chain \([i, r]\) of \(O[m]\), the element \(\gamma x[i, r]\) is a basis element of \(D \star O[\top]\). Indeed, write

\[x[i, r] = \sum_{b \in B_1} x'_{a, b} \cdot b \star \emptyset + \sum_{b \in B_0} x''_{a, b} \cdot b \star \top.\]

We wish to show that there is exactly one summand in the second sum. This follows from the fact that the differential of every 1-chain of the type \(b \star \top\) with \(b \in B_0\) has \(\top\) as summand, while the differential of an element \(b' \in B_1\) has of course no summand of the form \(\top\). Hence the differential of \(x[i, r]\) has a summand of the form \(q \cdot \top\), where \(q\) is the sum of all \(x''_{a, b}\). As \(x\) respects the positivity submonoids, all the \(x''_{a, b}\) are non-negative and so \(q\) is a non-negative number. Since \(x\) is a chain map, we have that the differential of \(x[i, r]\) is equal to \(x\partial[i, r] = x[r] - x[i] = \top - x[i]\) and therefore we must have \(q = 1\). Thus, only one of the \(x''_{a, b}\) is 1 and all the others vanish. If this summand is \(b_0 \star \top\), then by definition \(\gamma x[i] = b_0 \star \emptyset\), which proves that \(\gamma x\) respects the augmentation.

We record how the constructions \(\gamma\) and \(\beta\) behave with certain degeneracies.

**Lemma 3.18.** Let \(x: O[m] \to D \star O[\top]\) be an augmented directed chain map with rank \(0 < r \leq m\) and corank \(m > s \geq 0\). The following identities hold.

1. \(\gamma s_j^a \gamma x = \gamma x\),
2. \(\beta^2_j x = \beta x\),
3. \(\gamma s_j x = s_j \gamma x\) for \(j < r\),
4. \(\gamma s_j \gamma x = s_j \gamma x\) for \(j < r\),
5. \(\beta s_j x = s_j \beta x\) for \(j < r\),
(6) \( \gamma s_j x = \gamma x \) for \( j > r \).

**Proof of Lemma 3.18.** We begin by proving (1) and by observing that (1) implies (2). The map \( s_r^\ast \gamma x \) has source \( O[m] \), has rank \( r > 0 \) and corank \( k \), so that the map \( \gamma s_r^\ast \gamma x \) has same rank \( r > 0 \) and has corank \( 0 \), but has source \( O[r] \). It follows then immediately from the definition that

\[
\gamma s_r^\ast \gamma [r] = \top = \gamma [r].
\]

Let \( B \) denote the basis of \( D \). For any \([a] \) in \( B[r - 1]_q \), we can write

\[
x[a, r] = \sum_{b \in B_q} x'_{a,b} \cdot b \ast \emptyset + \sum_{b \in B_q} x''_{a,b} \cdot b \ast \top,
\]

so that

\[
\gamma x[a] = \sum_{b \in B_q} x''_{a,b} \cdot b \ast \emptyset \quad \text{and} \quad \gamma x[a, r] = \sum_{b \in B_q} x''_{a,b} \cdot b \ast \top.
\]

Regarding \([a] \) as an element of \( B[m]_q \), we get by definition that

\[
s_r^\ast \gamma x[a] = \gamma x[a] \quad \text{and} \quad s_r^\ast \gamma x[a, r] = \gamma x[a, r].
\]

Applying \( \gamma \), we can conclude by its definition that \( \gamma s_r^\ast \gamma x = \gamma x \) as augmented directed chain maps from \( O[r] \) to \( D \ast O[\top] \). We remark that the normalizing factor \( s_r^\ast \) plays no role in the proof, so that in fact we have also proved the equality \( \gamma \gamma x = \gamma x \).

We now prove (3), (4) and (5), so we fix \( 0 \leq j < r \). Notice that the property (4) is a consequence of (1) and (3) as

\[
\gamma s_j \gamma x = s_j \gamma \gamma x = s_j \gamma x.
\]

As for equality (5), using (3) and Remark 3.8, we have

\[
\beta s_j x = s_{r+1} \gamma s_j x = s_j \gamma \gamma x = s_j \beta x.
\]

We now prove (3). Observe that

\[
s_j \gamma x[r + 1] = \gamma x[r] = \top = \gamma (s_j x)[r + 1],
\]

as \( s_j x \) has rank \( r + 1 \leq m + 2 \). Consider an element \([a] \) of \( B[r]_q \). We have to examine two cases. Suppose first that there is \( 0 \leq k < r \) such that \( a_k \leq j < j + 1 < a_{k+1} \) or \( a_k < j < j + 1 \leq a_{k+1} \) and set

\[
[c] = s^j[a] = [a_0, \ldots, a_k, a_{k+1} - 1, \ldots, a_q - 1].
\]

Notice that \( a_q - 1 < r \) and write

\[
x[c, r] = \sum_{b \in B_q} x'_{c,b} \cdot b \ast \emptyset + \sum_{b \in B_q} x''_{c,b} \cdot b \ast \top.
\]

Then

\[
\gamma(s_j x)[a] = \gamma x[c] = \sum_{b \in B_q} x''_{c,b} \cdot b \ast \emptyset
\]

and, since \( s_j x[a, r + 1] = x[c, r] \),

\[
\gamma(s_j x)[a] = \gamma x[c] = s_j(\gamma x)[a].
\]
A completely similar argument works for a basis element of $O[r+1]$ of the form $[a, r+1]$. Suppose now we are in the case where $a_k = j < j+1 = a_{k+1}$, so that we have $s_j(\gamma x)[a] = \gamma x(0) = 0$ and, since $s_j x[a] = x(0) = 0$, $\gamma(s_j x)[a] = \gamma(0) = 0$. The same holds for basis elements of the form $[a, r+1]$, so that in all the cases $s_j \gamma x = \gamma s_j x$.

For $r < j \leq m$, relation (6) follows from the definition of the last vertex operator $\gamma$, as $\gamma x$ is defined just on the basis elements $[a_0, \ldots, a_q]$ of $O[m]$ with $a_q \leq r$.

**Remark 3.19.** For a non-degenerate chain map $x: O[m] \to D \star O[\top]$, the following are equivalent:

- $x$ is $\beta$-invariant, by which we mean that $\beta x = x$
- $x$ can be expressed as $x = \rho(z): O[m] \cong O[m - 1] \star O[\top] \xrightarrow{z \star O[\top]} D \star O[\top]$.

If the equivalent conditions are met, we say that $x$ is conical, and we otherwise say it is non-conical.

### 3.2.1. The statements for the dual case.

We devote the rest of this subsection to providing guidelines on how to define the construction $\gamma x$ for an augmented directed chain map

$$x : O[m] \to O[\perp] \star D.$$  

The details can be filled in with similar techniques to those employed in the original case.

Recall there are canonical inclusions

$$D \cong O[-1] \star D \hookrightarrow O[\perp] \star D \hookleftarrow O[\perp] \star O[-1] \cong O[\perp]$$

of $D$ and $O[\perp]$ into the join $O[\perp] \star D$. The analogous definitions of rank and corank are as follows.

**Definition 3.20.** Let $x : O[m] \to O[\perp] \star D$ be an augmented directed chain map.

- The **rank** of $x$ is the number of elementary 0-chains $[a]$ in $O[m]$ such that $x[a] \in D \subseteq O[\perp] \star D$, namely
  $$r := \# \{0 \leq a \leq m : x[a] \in D \subseteq O[\perp] \star D \}.$$  

- The **corank** $s$ is one less than the number of elementary 0-chains $[a]$ in $O[m]$ such that $x[a] \in O[\perp]$, namely
  $$s := \# \{0 \leq a \leq m : x[a] \in O[\perp] \subseteq O[\perp] \star D \} - 1.$$  

By definition, one always has $r + s = m$, with $0 \leq r \leq m+1$ and $-1 \leq s \leq m$.

The construction $\gamma x$ in the dual context is as follows.
Definition 3.21. Let \( x : O[m] \to O[\perp] \ast D \) be an augmented directed chain map with rank \( r > 0 \) and corank \( s \geq 0 \) which is given on a basis element \([s, a + s]\) for \([a] \in B[m]_q\) by
\[
x[s, a + s] = \sum_{b \in B_{q+1}} x'_{a+s,b} \ast 0 + \sum_{b \in B_q} x''_{a+s,b} \ast \perp b.
\]
- The first factor of \( x \) is the augmented directed chain map \( \gamma x : O[r] \to O[\perp] \ast D \) given on basis elements by
\[
\gamma x[s] = \perp \ast 0 , \quad \gamma x[s, a + s] = \sum_{b \in B_{q+1}} x''_{a+s,b} \ast \perp \ast b , \quad \gamma x[a] = \sum_{b \in B_q} x''_{a+s,b} \ast 0 \ast b,
\]
for \([a] \) in \( B[r-1]_q \) and \( q \geq 0 \).
- The normalized first factor of \( x \) is the augmented directed chain map \( \beta x : O[m] \to O[\perp] \ast D \) given by
\[
\beta x = s_0^\perp \gamma x.
\]

We now prove that \( \gamma x \) is indeed a map of augmented direct chain complexes, building on some preliminary facts.

Lemma 3.22. Let \( D \) be a strong Steiner complex. For \( x : O[m] \to O[\perp] \ast D \) with rank \( r > 0 \), the formula above defines an augmented directed chain map \( \gamma x : O[r] \to O[\perp] \ast D \) with rank \( r > 0 \) and corank 0.

Again, it is handy to rewrite the formulas for \( \gamma x \) in a slightly more abstract way. Let \( J := O[\perp] \ast D \) and \( q \geq 0 \). Denote by \( J(\perp)_q \) the subgroup of \( J_q \) generated by all basis elements of the form \( \perp \ast b \) with \( b \in B_{q-1} \subseteq D_{q-1} \), and by \( J(\perp \perp)_q \) the subgroup of \( J_q \) generated by all basis elements of the form \( b = \perp \ast b \) with \( b \in B_q \subseteq D_q \). Denote by
\[
\text{pr}_\perp : J_q \to J(\perp)_q \quad \text{and} \quad \text{pr}_{\perp \perp} : J_q \to J(\perp \perp)_q
\]
the canonical projections. In this language, we observe that the formulas for \( \gamma x \) can be rewritten to
\[
(\gamma x)[s] = \perp \ast 0 , \quad (\gamma x)[s, a + s] = \text{pr}_\perp x[s, a + s] , \quad (\gamma x)[a + s] = \text{pr}_{\perp \perp} \partial \text{pr}_\perp x[s, a + s],
\]
for \([a] \) in \( B[r-1]_q \) and \( q \geq 0 \).

Lemma 3.23. Let \( q \geq 0 \). With the notation above, the following holds:
\[
\partial_q \text{pr}_{\perp \perp} \partial_{q+1} \text{pr}_\perp = - \text{pr}_{\perp \perp} \partial_q \text{pr}_\perp \partial_{q+1} : J_{q+2} \to J(\perp \perp)_q.
\]

We record how the constructions \( \gamma \) and \( \beta \) behave with certain degeneracies, analogously to what we did in Lemma 3.18.

Lemma 3.24. Let \( x : O[m] \to O[\perp] \ast D \) be an augmented directed chain map with rank \( 0 < r \leq m \) and corank \( 0 \leq s < m \). The following identities hold.
1. \( \gamma s_0^\perp \gamma x = \gamma x \),
\( \beta^2 x = \beta x, \)

(3) \( \gamma s_{m-j} x = s_{r-j} \gamma x \) for \( j < r, \)

(4) \( \gamma s_{r-j} \gamma x = s_{r-j} \gamma x \) for \( j < r, \)

(5) \( \beta s_{m-j} x = s_{m-j} \beta x \) for \( j < r, \)

(6) \( \gamma s_{m-j} x = \gamma x \) for \( m \geq j > r. \)

The two lemmas can be proven with arguments similar to Lemmas 3.16 and 3.18 respectively. Lemma 3.23 can be used to prove Lemma 3.22 by adapting the argument for Lemma 3.15.

Remark 3.25. For a non-degenerate chain map \( x: O[m] \to O[\perp] \star D, \) the following are equivalent:

- \( x \) is \( \beta \)-invariant, by which we mean that \( \beta x = x \)
- \( x \) can be expressed as
  \[ x = \rho(z): O[m] \cong O[\perp] \star O[m - 1] \xrightarrow{O[\perp] \star z} O[\perp] \star D. \]

If the equivalent conditions are met, we say that \( x \) is \textit{conical}, and we otherwise say it is \textit{non-conical}.

3.3. Interpolations of a simplex. Like before, let \( D \) be a strong Steiner complex. We introduce in detail constructions \( w_j x, v_j x \) and \( \alpha_j x \) based on simplices \( x \) of the form (3.1), which mostly generalize Steiner’s from \textup{[Ste04, \S4]}, and indicate briefly in Section 3.3.1 how the analogous constructions work for the case of simplices \( x \) of the form (3.2).

\textbf{Definition 3.26.} Let \( x: O[m] \to D \star O[\top] \) be an augmented directed chain map of rank \( r. \)

(1) For \( 0 < j \leq r, \) the \( j \)-th \textit{witness} of \( x \) is the chain map

\[ w_j x: O[m+1] \to D \star O[\top] \]

given by

\[ w_j x = s_{j+1}^r \alpha_{r-j}^ j (x - \beta x) + s_{j-1} \beta x. \]

(2) For \( 0 \leq j \leq r, \) the \( j \)-th \textit{interpolator} of \( x \) is the chain map

\[ v_j x: O[m] \to D \star O[\top] \]

given by

\[ v_j x = s_j^r \alpha_{r-j}^ j (x - \beta x) + \beta x. \]

(3) For \( 0 \leq j < r, \) the \( j \)-th \textit{approximator} is the chain map

\[ \alpha_j x: O[j+1+s] \to D \star O[\top] \]

given by

\[ \alpha_j x = \alpha_{j+1}^r \alpha_{r-j-1}^ j (x - \beta x) + s_j \alpha_{r-j}^ j \beta x. \]

These chain maps are actually augmented and directed chain maps.

\textbf{Proposition 3.27.} Consider \( x \) and \( j \) as in the situation of Definition 3.26.

(1) The \( j \)-th witness \( w_j x: O[m+1] \to D \star O[\top] \) is an augmented directed chain map.
To show that \( v_j : O[m] \to D \star O[\top] \) is an augmented directed chain map.

(3) The \( j \)-th approximator \( \alpha_j x : O[j + 1 + s] \to D \star O[\top] \) is an augmented directed chain map.

To prove the proposition, we make use of certain recursive formulas for \( v_j \) and \( w_j \) based on the wedge construction. These are the original formulas used by Steiner for \( v_j \) and \( w_j \) in the case \( D = O[n - 1] \), appearing in [Ste12, Proposition 4.11] and [Ste12, Proposition 5.3].

**Definition 3.28** ([Ste12, Definition 3.5]). Let \( C \) be a strong Steiner complex, and \( x, x' : O[m] \to C \) augmented directed chain maps with \( d_j x = d_j x' \).

The \( j \)-th wedge is the chain map

\[
x \wedge_j x' : O[m + 1] \to C
\]

given by

\[
x \wedge_j x' = s_{j+1} x - s_j^2 d_{j+1} x' + s_j x' = s_{j+1} x - s_j^2 d_j x + s_j x'.
\]

**Lemma 3.29.** Consider \( x \) and \( x' \) as in Definition 3.28. The chain map \( x \wedge_j x' : O[m + 1] \to C \) is an augmented directed chain map.

The case where \( C = O[n] \), for \( n \geq 0 \), is [Ste13a, Proposition 6.8].

**Proof.** To show that \( x \wedge_j x' \) preserves the augmentation and is therefore augmented, it suffices to compute its value on elementary 0-chains, which is as follows:

\[
(3.30) \quad (x \wedge_j x')[i] = \begin{cases} 
  x[i] = x'[i] & \text{if } j < i \\
  x[j] = x'[j] & \text{if } j = i \\
  x'[j + 1] = x'[j] & \text{if } j + 1 = i \\
  x'[j + 1] = x'[j - 1] & \text{if } j + 2 = i \\
  x[i - 1] = x'[i - 1] & \text{if } j + 2 < i.
\end{cases}
\]

To show that \( x \wedge_j x' \) is directed, we observe that for any elementary chain \([a] \), the chain \( x \wedge_j x'[a] \) is a linear combination of elementary chains with only non-negative coefficients.

- If \([a]\) contains at most one between \( j \) and \( j + 2 \), then \( x \wedge_j x'[a] \in C^+ \) is a positive chain because \( d_j(x \wedge_j x') = x' \) and \( d_{j+2}(x \wedge_j x') = x \).
- If \([a]\) contains \( j, j + 1 \) and \( j + 2 \), then \( x \wedge_j x'[a] = 0 \).
- If \([a]\) contains \( j \) and \( j + 2 \) but not \( j + 1 \), then \( s_j^2 d_j x[a] = d_j x[(s^j)^2 a] = 0 \), implying

\[
x \wedge_j x'[a] = s_{j+1} x[a] + s_j x'[a] = x[(s^{j+1}) a] + x'[s^j a],
\]

which only contains non-negative summands because \( x \) and \( x' \) are directed.

We now provide a geometric intuition on the wedge operation.
Remark 3.31. The condition $d_j x = d_{j+1} x'$ can be expressed by the commutativity of the following diagram of augmented directed chain complexes:

\[
\begin{array}{c}
O[m-1] \xrightarrow{O[d^{j+1}]} O[m] \\
O[d^j] \downarrow \quad \downarrow x' \\
O[m] \xrightarrow{x} C.
\end{array}
\]

Notice that

\[
\begin{array}{c}
O[m-1] \xrightarrow{O[d^{j+1}]} O[m] \\
O[d^j] \downarrow \quad \downarrow O[d^j] \\
O[m] \xrightarrow{O[d^{j+2}]} O[m+1]
\end{array}
\]

commutes, so that we get a map

$\varphi^j: O[m] \amalg O[m-1] \to O[m+1]$.

We also have a map

$(x, x'): O[m] \amalg O[m-1] \to C$.

It is possible to define a map

$\psi^j: O[m+1] \to O[m] \amalg O[m-1] O[m]$

which is a retraction of $\varphi^j$ and such that $x \wedge_j x' = (x, x') \psi^j$. The map $\psi^j$ is precisely $O[d^{j+2}] \wedge_j O[d^j]$.

Definition 3.32. Let $u: O[m-\ell+1] \to C$ and $v: O[m] \to C$ be augmented directed chain maps with $d_j u = d_{j+1}^\ell v$ for some $\ell \geq 1$ and $0 \leq j \leq m-\ell$. The $\ell$-fold $j$-th wedge is the chain map

$u \wedge_j^\ell v: O[m+1] \to C$

given by

$u \wedge_j^\ell v = s_j^\ell u - s_j^{\ell+1} d_{j+1}^\ell v + s_j v$.

Just as for the simple wedge, we can provide a geometric intuition of the $\ell$-fold wedge.

Remark 3.33. Let $u: O[m-\ell+1] \to C$ and $v: O[m] \to C$ be augmented directed chain maps with $d_j u = d_{j+1}^\ell v$ for some $\ell \geq 1$ and $0 \leq j \leq m-\ell$. The condition $d_j u = d_{j+1}^\ell v$ can be expressed by the commutativity of the following diagram of augmented directed chain complexes:

\[
\begin{array}{c}
O[m-\ell] \xrightarrow{O[d^{j+1}]^\ell} O[m] \\
O[d^j] \downarrow \quad \downarrow v \\
O[m-\ell+1] \xrightarrow{u} C.
\end{array}
\]
Notice that
\[
\begin{array}{ccc}
O[m - \ell] & \xrightarrow{O[(d+1)\ell]} & O[m] \\
O[d^\ell] & \downarrow & O[d^\ell] \\
O[m - \ell + 1] & \xrightarrow{O[(d+2)\ell]} & O[m + 1]
\end{array}
\]
commutes, so that we get a map
\[
\varphi^\ell_j : O[m - \ell + 1] \amalg O[m] \to O[m + 1].
\]

We also have a map
\[
(u, v) : O[m - \ell + 1] \amalg O[m] \to C.
\]

It is possible to define a map
\[
\psi^\ell_j : O[m + 1] \to O[m - \ell + 1] \amalg O[m]
\]
which is a retraction of \(\varphi^\ell_j\) and such that
\[
u \wedge^\ell_j \nu = (u, v) \psi^\ell_j.\]
The map \(\psi^\ell_j\) is precisely \(O[(d^{\ell+2})^\ell] \wedge^\ell_j O[d^\ell]\).

The following lemma formalizes the fact that an \(\ell\)-fold wedge can be seen as an iterated ordinary wedge. The intuition is that the description of the \(\ell\)-fold wedge as a retraction from Remark 3.33 is built up as an iterated single step retractions as in Remark 3.31 that correspond precisely to instances of the ordinary wedge.

The following lemma, of which we omit the details, can be proven borrowing some ideas from [Ste12, Proposition 4.10].

**Lemma 3.34.** Consider \(u\) and \(v\) as in Definition 3.32. The chain map
\[
u \wedge^\ell_j \nu : O[m + 1] \to C\]
can be written as an iterated wedge:
\[
u \wedge^\ell_j \nu = u \wedge^\ell_j d^{\ell-1}_{k+1} v \wedge^\ell_j d^{\ell-2}_{j+1} v \wedge^\ell_j \cdots \wedge^\ell_j d_{j+1} v \wedge^\ell_j v,
\]
and is in particular an augmented directed chain map.

**Lemma 3.35.** Consider \(x\) and \(j\) as in the situation of Definition 3.26. Then the following hold.

1. \(v_j x = d_j w_j x\).
2. \(d_j \alpha_j x = d^{\ell-1}_{j+1} v_j x\), so in particular \(\alpha_j x \wedge^\ell_j \nu\) exists.
3. \(w_{j+1} x = \alpha_j x \wedge^\ell_j \nu\).

**Proof of Lemma 3.35.** (1) follows from simplicial identities.

For (2), on the one hand we have that
\[
d_j \alpha_j x = d_j (d^{\ell-1}_{j+1} (x - \beta x) + s_j d_j^{\ell-1} \beta x) \quad \text{Definition 3.26}
\]
\[
d_j^{\ell-1} (x - \beta x) + d_j^{\ell-1} \beta x, \quad \text{Remark 3.8}
\]
and the other hand we have that
\[ d_{j+1}^{r-j}v_jx = d_{j+1}^{r-j}(s_j^{r-j}d_j^{r-j}(x - \beta x) + \beta x) \quad \text{Definition 3.26} \]
\[ = d_j^{r-j}(x - \beta x) + d_{j+1}^{r-j}\beta x, \quad \text{Proposition 3.7} \]
as desired.

For (3), we have that
\[
\alpha_jx \wedge_j^{r-j} v_jx = s_j^{r-j} \alpha_jx - s_j^{r-j+1}d_j^{r-j}v_jx + s_jv_jx \quad \text{Definition 3.32}
\]
\[ = s_j^{r-j}d_j^{r-j-1}(x - \beta x) + s_j^{r-j+1}d_j^{r-j}\beta x \quad \text{Definition 3.26}
\]
\[ - s_j^{r-j+1}d_j^{r-j}(x - \beta x) + s_j^{r-j+1}d_j^{r-j}\beta x \quad \text{Remark 3.8}
\]
\[ + s_j^{r-j}d_j^{r-j}(x - \beta x) + s_j\beta x \quad \text{Proposition 3.7}
\]
\[ = s_j^{r-j}d_j^{r-j-1}(x - \beta x) + s_j\beta x \]
\[ = w_{j+1}x \quad \text{Definition 3.26} \]
as desired. \(\square\)

We can now prove the proposition.

**Proof of Proposition 3.27** We want to show that the chain maps \(w_jx, v_jx\) and \(\alpha_jx\) preserve the augmentation and the positivity submonoids, i.e., are directed. Using Lemmas 3.35 and 3.34 we see that we proceed inductively: knowing that \(\alpha_jx\) and \(v_jx\) are augmentation-preserving and directed, so is \(w_{j+1}x\), as this is a \((r - j)\)-fold wedge of the former maps. Moreover, \(v_{j+1}x\) is a face of \(w_{j+1}\) and hence augmentation-preserving and directed itself. Thus, it is enough to show that \(v_0x\) and the \(\alpha_jx\), for \(0 \leq j < r\), are augmented directed chain maps.

Let \([a] = [a_0, \ldots, a_q]\) be an element in the basis of \(O[m]\). Applying \(s^0\) for \(r\) times we get \([a_0 - r, \ldots, a_q - r]\) where here by convention \(a_i - r = 0\) whenever \(a_i < r\). If we now apply \(d^0\) for \(r\) times we get a chain \([a'_0, \ldots, a'_q]\) where each component is greater or equal than \(r\) (with possibly repeated components). Therefore \(s_0^rd_0^r(x - \beta x)[a]\) always maps to 0 and we obtain that \(v_0x = \beta x\), which is an augmented directed chain map by Lemma 3.15.

Let us turn to \(\alpha_jx\). By inspecting the defining identity we find that
\[
\alpha_jx[i] = \begin{cases} 
  x[i] & 0 \leq i \leq j \\
  \beta x[j] & i = j + 1 \\
  T & j + 1 < i \leq j + s + 1
\end{cases}
\]
This entails that \(\alpha_jx\) is augmentation-preserving. The argument that Steiner gives to prove the first part of [Ste12, Proposition 4.8] generalizes verbatim to prove that \(\alpha_jx\) is a directed map, thereby finishing the proof of the lemma. \(\square\)

The following lemma records certain features of \(\alpha_jx\).
Lemma 3.36. Let \( x : O[m] \to D \ast O[\top] \) be an augmented directed chain map that has rank \( r \leq m \) and corank \( s \), and let \( 0 \leq j < r \). Then \( \alpha_j x \) has rank \( j + 2 \) and corank \( s - 1 \).

**Proof.** The argument that Steiner gives to prove the second part of [Ste12, Proposition 4.8] generalizes verbatim to prove the current statement. □

The following lemma records the value of certain constructions on \( d_i x \).

Lemma 3.37. Let \( x : O[m] \to D \ast O[\top] \) be an augmented directed chain map with rank \( r \). Let \( 0 \leq i < r \). The following hold.

- \( d_i x \) has rank \( r - 1 \).
- \( \gamma d_i x = d_i \gamma x \).
- \( \beta d_i x = d_i \beta x \).
- \( \alpha_j d_i x = \begin{cases} \alpha_j x & \text{for } 0 \leq j < i \\ d_i \alpha_{j+1} x & \text{for } i \leq j < r - 1. \end{cases} \)

**Proof.** If \( r = 0 \) or \( r = 1 \), the first point is trivial. Otherwise by Remark 3.10 \( x[r] = \top \) and \( x[r - 1] \in D_0 \) imply \( d_i x[r - 1] = \top \) and \( d_i x[r - 2] \in D_0 \), so that \( d_i x \) has rank \( r - 1 \). The argument that Steiner gives to prove [Ste12, Proposition 5.1] generalizes verbatim to prove the second and the fourth point.

Finally, we prove the third point. By the second point we have that \( \gamma d_i x = d_i \gamma x \). Taking the rank considerations from the first point into account as well as the simplicial identities from Proposition 3.7, we obtain that

\[
\beta d_i x = s_{r-1}^* \gamma d_i x = s_{r-1}^* d_i \gamma x = d_i s_{r}^* \gamma x = d_i \beta x.
\]

The following lemma records certain features of \( w_j x \) and \( v_j x \).

Lemma 3.38. Let \( x : O[m] \to D \ast O[\top] \) be an augmented directed chain map that has rank \( r \leq m \), and \( 0 < j \leq r \). Then \( w_j x \) and \( v_j x \) have the same corank as \( x \).

**Proof.** The argument that Steiner gives to prove [Ste12, Proposition 5.3] generalizes verbatim to prove the current statement. □

The following justifies the terminology of “interpolator” for \( v_j x \).

Lemma 3.39. Consider \( x \) as in the situation of Definition 3.26. The following hold.

1. \( v_0 x = \beta x \).
2. \( v_r x = x \).
3. If \( v_j x = x \) then \( v_{j+1} x = x \).

This means that the sequence \( (v_j x)_{j \geq 0} \) starts at \( \beta x \), will at some point become \( x \), and never change anymore. So it makes sense to regard \( v_j x \) as an interpolation between \( \beta x \) and \( x \) in \( \text{adCh}(O[m], D \ast O[\top]) \).
Proof. Statement (1) is a consequence of the simplicial identities and of Remark 3.11 and was already treated while proving Proposition 3.27, and Statement (2) can be obtained by direct computation.

For (3), we assume \( v_j x = x \) with \( j < r \) and will show then \( v_{j+1} x = x \). Since \( x = v_j x \), by definition of \( v_j x \) we obtain that

\[
(3.40) \quad x - \beta x = v_j x - \beta x = s_j r^{-j} d_j r^{-j} (x - \beta x).
\]

This implies that

\[
\begin{align*}
\alpha_j x &= d_j^{-1} (x - \beta x) + s_j d_j^{-1} \beta x & \text{Definition 3.26} \\
&= d_j^{-1} s_j r^{-j} d_j r^{-j} (x - \beta x) + s_j d_j^{-1} \beta x & \text{Formula (3.40)} \\
(3.41) &= s_j d_j r^{-j} (x - \beta x) + s_j d_j^{-1} \beta x & \text{Proposition 3.7} \\
&= s_j d_j (d_j^{-1} (x - \beta x) + s_j r^{-j} \beta x) & \text{Remark 3.3} \\
&= s_j d_j \alpha_j x. & \text{Definition 3.26}
\end{align*}
\]

It follows that

\[
\begin{align*}
v_{j+1} x &= d_{j+1} w_{j+1} x & \text{Lemma 3.35} \\
&= d_{j+1} (\alpha_j x \wedge r^{-j} x) & \text{Lemma 3.35} \\
&= d_{j+1} (s_{j+1} r^{-1} \alpha_j x - s_j r^{-j} d_{j+1} r^{-j} x + s_j x) & \text{Definition 3.32} \\
&= s_{j+1} r^{-j} (x - \alpha_j x - r^{-j} d_{j+1} r^{-j} x + x) & \text{Assumption} \\
&= s_{j+1} r^{-j} (s_j d_j \alpha_j x - s_j r^{-j} d_{j+1} r^{-j} x + x) & \text{Definition 3.41} \\
&= s_{j+1} r^{-j} (s_j d_j \alpha_j x - s_j r^{-j} d_{j+1} r^{-j} x + x) & \text{Lemma 3.35} \\
&= x & \text{Proposition 3.7}
\end{align*}
\]

as desired. \( \square \)

3.3.1. The statements for the dual case. We devote the rest of this section to providing guidelines on how to define the constructions \( w_j x \), \( v_j x \) and \( \alpha_j x \) for an augmented directed chain map

\[
x: O[m] \to O[\perp] \ast D.
\]

The details can be filled in with similar techniques to those employed in the original case.

**Definition 3.42.** Let \( x: O[m] \to O[\perp] \ast D \) be an augmented directed chain map of rank \( r \).

1. For \( 0 < j \leq r \), the \( j \)-th witness of \( x \) is the chain map

\[
w_j x: O[m+1] \to O[\perp] \ast D
\]

given by

\[
w_j x = s_{m-r} r^{-j} d_{m-r+1} r^{-j} (x - \beta x) + s_{m-j+1} \beta x.
\]

2. For \( 0 \leq j \leq r \), the \( j \)-th interpolator of \( x \) is the chain map

\[
v_j x: O[m] \to O[\perp] \ast D
\]
given by
\[ v_j x = s^{r-j}_{m-r} d^{r-j}_{m-r+1} (x - \beta x) + \beta x. \]

(3) For \( 0 \leq j < r \), the \( j \)-th approximator is the chain map
\[ \alpha_j x : O[s + j + 1] \rightarrow O[\perp] \ast D \]
given by
\[ \alpha_j x = d^{r-j-1}_{m-r+1} (x - \beta x) + s_{m-r} d^{r-j}_{m-r} \beta x. \]

These chain maps are actually augmented and directed chain maps.

**Proposition 3.43.** Consider \( x \) and \( j \) as in the situation of Definition 3.42.

1. The \( j \)-th witness \( w_j x : O[m+1] \rightarrow O[\perp] \ast D \) is an augmented directed chain map.
2. The \( j \)-th interpolator \( v_j x : O[m] \rightarrow O[\perp] \ast D \) is an augmented directed chain map.
3. The \( j \)-th approximator \( \alpha_j x : O[s + j + 1] \rightarrow O[\perp] \ast D \) is an augmented directed chain map.

Like in the original case treated earlier, to prove the proposition we make use of certain recursive formulas for \( v_j \) and \( w_j \) based on a variant of the wedge construction.

**Definition 3.44.** Let \( u : O[m - \ell + 1] \rightarrow C \) and \( v : O[m] \rightarrow C \) be augmented directed chain maps with \( d_{m-\ell-j+1} = d^\ell_{m-\ell-j} v \) for some \( 1 \leq \ell \leq m \) and \( 0 \leq j \leq m - \ell \). The dual \( \ell \)-fold \( j \)-th wedge is the chain map
\[ u_j^\ell \wedge v : O[m+1] \rightarrow D \]
given by
\[ u_j^\ell \wedge v = s^\ell_{m-\ell-j} u - s^{\ell+1}_{m-\ell-j} d^\ell_{m-\ell-j} v + s_{m-j} v. \]

As for the iterated \( \ell \)-fold wedge, also the dual iterated \( \ell \)-fold wedge can be seen as an iterated ordinary wedge, with a similar underlying geometric intuition. Notice that if \( u \) and \( v \) are as in the previous definition, then we have the identities \( d_{m-j+1}(u_j^\ell \wedge v) = v \) and \( d^\ell_{m-j-1}(u_j^\ell \wedge v) = u \).

**Lemma 3.45.** Consider \( u \) and \( v \) as in Definition 3.44. The chain map \( u_j^\ell \wedge v : O[m+1] \rightarrow C \) can be written as an iterated wedge:
\[ u_j^\ell \wedge v = v \wedge_{m-j-1} (d_{m-j-1} v \wedge_{m-j-2} (\ldots \wedge_{m-\ell-j+2} (d^{\ell-2}_{m-\ell-j+2} \wedge_{m-\ell-j+1} (d^{\ell-1}_{m-\ell-j+1} v \wedge_{m-\ell-j} u) \ldots)), \]
and is in particular an augmented directed chain map.

The following lemma is the analog of Lemma 3.35.

**Lemma 3.46.** Consider \( x \) and \( j \) as in the situation of Definition 3.42. Then the following hold.
1. \( v_j x = d_{m+1-j} w_j x \).
2. \( d_{m-r+1} \alpha_j x = d_{m-r}^{r-j} v_j x \), so in particular \( \alpha_j x^{r-j} \wedge v_j x \) exists.
(3) \( w_{j+1}x = \alpha_j x^{r-j} \wedge v_j x \).

The following lemma is the analog of Lemma 3.36.

**Lemma 3.47.** Let \( x : O[m] \to O[\emptyset] \star D \) be an augmented directed chain map with rank \( r \) and corank \( s \geq 0 \), and let \( 0 \leq j < r \). Then \( \alpha_j x \) has rank \( j + 2 \) and corank \( s - 1 \geq 0 \).

The following lemma, which is the analog of Lemma 3.37, records the value of certain constructions on \( d_i x \).

**Lemma 3.48.** Let \( x : O[m] \to O[\emptyset] \star D \) be an augmented directed chain map with rank \( r \). Let \( s = m - r < i \leq m \). Then \( \alpha_j d_i x \) has rank \( r - 1 \).

The following holds.

- \( d_i x \) has rank \( r - 1 \).
- \( \gamma d_i x = d_{i+r-m} \gamma x \).
- \( \beta d_i x = d_i \beta x \).
- \( \alpha_j d_i x = \begin{cases} \alpha_j x & \text{for } 0 \leq j < m - i \\ d_{i-r+j+2} \alpha_j x & \text{for } m - i \leq j < r - 1 \end{cases} \).

The following lemma, which is the analog of Lemma 3.38, records certain features of \( w_j x \) and \( v_j x \).

**Lemma 3.49.** Let \( x : O[m] \to O[\emptyset] \star D \) be an augmented directed chain map with rank \( r \) and corank \( s \geq 0 \), and \( 0 < j \leq r \). Then \( w_j x \) and \( v_j x \) have corank \( s \).

The following lemma is the analog of Lemma 3.39.

**Lemma 3.50.** Consider \( x \) as in the situation of Definition 3.42. The following hold.

1. \( v_0 x = \beta x \).
2. \( v_r x = x \).
3. If \( v_j x = x \) then \( v_{j+1} x = x \).

4. **Pairing of simplices in nerves of cones**

The goal of this section is to build a pairing on the set of simplices of \( N^{RS}(D \star O[\emptyset]) \) that do not belong to \( N^{RS}D \star \Delta[1] \), where \( D = \nu D \) is a strong Steiner \( \omega \)-category. This pairing will play a crucial role in the proof of the main theorem in Section 5.

Each “suspect” simplex will be paired up with a “non-suspect” simplex, which we now define.

**Definition 4.1.** The suspect index of a chain map \( x : O[m] \to D \star O[\emptyset] \) is the minimal integer \( p \) for which \( v_p x = x \). Alternatively, using Lemma 3.39, it is any integer \( p \) for which

\[ v_p x = x \quad \text{and} \quad v_{p-1} x \neq x. \]

Note that \( 0 \leq p \leq r \).
The intuition is that, roughly speaking, the suspect index \( p \) of a simplex \( x \) counts how many factors are needed to express \( x \) as a composite of generating cells.

**Remark 4.2.** A non-degenerate augmented directed chain map \( x : O[m] \to D \star O[\top] \) has suspect index 0 if and only if it is conical, as can be deduced combining Remark 3.19 and Lemma 3.39.

**Definition 4.3.** Let \( y : O[M] \to D \star O[\top] \) be a non-degenerate non-conical augmented directed chain map of suspect index \( p \). The chain map \( y \) is said to be a *suspect* simplex of \( N^{\text{RS}}(D \star [0]) \) if \( v_{p-1} y \) is degenerate at \( p-1 \), and it is said to be a *non-suspect* simplex of \( N^{\text{RS}}(D \star [0]) \) otherwise.

**Lemma 4.4.** Let \( y : O[M] \to D \star O[\top] \) be a suspect simplex with rank \( R \) and suspect index \( p \). Then

1. \( R > 1 \),
2. \( R > p \).

**Proof.** For (1), we prove that \( R \neq 0, 1 \). If \( R = 0 \), then \( y \) would be conical by Remark 4.2, and in particular non-suspect, contradicting the assumption. If \( R = 1 \), then \( p = 0 \) or \( p = 1 \). If \( p = 0 \) then 
\[
y = v_0 y = \beta y = s_1^{M-1} \gamma y
\]
would be conical, contradicting the hypothesis. If \( p = 1 \), on the one hand by Definition 4.3 \( v_0 y \) is degenerate at 0, which implies 
\[
v_0 y[0] = v_0 y[1]
\]
On the other hand (using Lemma 3.39) we have 
\[
v_0 y = \beta y = s_1^{M-1} \gamma y,
\]
which implies 
\[
v_0 y[1] = v_0 y[2] = \cdots = v_0 y[M].
\]
As a consequence, all vertices of \( \beta y \) coincide, meaning the rank of \( v_0 y \) is 0, meaning that \( \beta y \) is a degeneracy of a 0-simplex using Remark 3.11. In particular, also \( \gamma y \) must be totally degenerate, and therefore has rank 0. This contradicts Lemma 3.15 as we know that the rank of \( y \) is 1.

For (2), we show that \( p = R \) leads to a contradiction. The assumption that \( p = R \) means that we have 
\[
y = v_R y \quad \text{and} \quad v_{R-1} y = s_{R-1} z
\]
with \( z = d_{R-1} v_{R-1} y \). It follows that 
\[
y = v_R y = d_R v_R y = d_R(\alpha_{R-1} y \land_{R-1} v_{R-1} y) = d_R(\alpha_{R-1} y \land_{R-1} s_{R-1} z) = d_R(s_{R} \alpha_{R-1} y - s_{R-1}^2 d_R s_{R-1} z + s_{R-1}^2 z) = \alpha_{R-1} y.
\]

**Lemma 3.35**
By [Ste12, Proposition 4.8], the corank of $\alpha_{R-1}y$ must be strictly smaller than the corank of $y$. This contradicts the fact that $y = \alpha_{R-1}y$. \hfill $\Box$

4.0.1. The statements for the dual case. One can develop a similar argument to the one from the previous section to build a pairing on the set of simplices of $N^{RS}(O[\perp] * D)$ that do not belong to $\Delta[\perp] * N^{RS}D$. This can be done using the following variants of the definitions we just introduced.

**Definition 4.5.** The *suspect index* of a chain map $x: O[m] \to O[\perp] * D$ is the minimal integer $p$ for which $v_p x = x$. Alternatively, using Lemma 3.50, it is any integer $p$ for which $v_p x = x$ and $v_{p-1} x \neq x$.

Note that $0 \leq p \leq r$.

**Remark 4.6.** A non-degenerate augmented directed chain map $x: O[m] \to O[\perp] * D$ has suspect index 0 if and only if it is conical, as can be deduced combining Remark 3.25 and Lemma 3.50.

**Definition 4.7.** Let $y: O[M] \to O[\perp] * D$ be a non-degenerate non-conical augmented directed chain map of suspect index $p$. The chain map $y$ is said to be a *suspect* simplex of $N^{RS}(O[\perp] * D)$ if $v_{p-1} y$ is degenerate at $M-p$, and it is said to be a *non-suspect* simplex of $N^{RS}(O[\perp] * D)$ otherwise.

**Lemma 4.8.** Let $y: O[M] \to O[\perp] * D$ be a suspect simplex with rank $R$ and suspect index $p$. Then

1. $R > 1$,
2. $R > p$.

4.1. Features of $w_p x$. The goal of this subsection is to collect and prove all the relevant properties and features of $w_p x$ we need, when $x$ is a non-suspect simplex of suspect index $p$ of the form

\[
\text{(4.9)} \quad x: O[m] \to D * O[\top] \quad \text{or} \quad x: O[m] \to O[\perp] * D
\]

We provide the proofs for the first case, and leave the details of the second case to the reader, indicating the relevant statements in Section 4.1.1.

**Proposition 4.10.** Let $x: O[m] \to D * O[\top]$ be a non-degenerate non-suspect simplex with suspect index $p$. The following hold.

1. If $x$ has dimension $m$, the simplex $w_p x$ has dimension $m + 1$.
2. The simplex $w_p x$ is non-degenerate.
3. If $x$ has non-negative corank, the simplex $w_p x$ has non-negative corank.
4. If $x$ is non-conical, then $w_p x$ is also non-conical.
5. If $x$ has rank $r$, the simplex $w_p x$ has rank $r + 1$.
6. The simplex $w_p x$ has suspect index $p$.
7. The simplex $w_p x$ is a suspect simplex.

Proof of (W1). This is by definition of the witness construction $w_p$. \hfill $\Box$
A careful but straightforward analysis shows the following lemma, of which we omit the proof, which will be used to prove (W2).

Lemma 4.11. Let \( x, x' \) be augmented directed chain maps of the form (4.9) with \( d_i x = d_{i+1} x' \). The wedge simplex \( x \wedge_i x' \) is degenerate at \( i+1 \) if and only if \( x' = s_i d_i x' \).

Proof of (W2) Let \( x: O[m] \to D \star O[\top] \) be an augmented directed chain map. We can write

\[
(4.12) \quad w_p x = \alpha_{p-1} x \wedge_{p-1} v_{p-1} x = \eta_{p-1} x \wedge_{p-1} v_{p-1} x,
\]

where

\[
\eta_{p-1} x := \alpha_{p-1} x \wedge_{p-1} d_p^{-1} v_{p-1} x \wedge_{p-1} \ldots \wedge_{p-1} d_p v_{p-1} x.
\]

Assume by contradiction that \( w_p x \) were degenerate at \( k \). If \( k \notin \{p, p-1\} \), then \( x = v_p x = d_p w_p x \) would also be degenerate, contradicting the assumption. If \( k = p \), by Lemma 4.11 we would have that \( v_{p-1} x \) is degenerate at \( p-1 \), which is excluded by assumption. If \( k = p-1 \), then \( x = v_p x = d_p w_p x = d_{p-1} w_p x = v_{p-1} x, \) contradicting the minimality of \( p \). \( \square \)

Proof of (W3). This is a consequence of Lemma 3.38. \( \square \)

Proof of (W4). Let \( x: O[m] \to D \star O[\top] \) be an augmented directed chain map. If we assume by contradiction that \( w_p x = \rho z \) is conical, then using the fact that \( p < m + 1 \) we would have that

\[
x = v_p x = d_p w_p x = d_p \rho z = \rho d_p z,
\]

which contradicts the fact that \( x \) is non-conical. \( \square \)

Proof of (W5). Let \( x: O[m] \to D \star O[\top] \) be an augmented directed chain map. Using Lemmas 3.15 and 3.38 and Remark 3.19 we can conclude that the rank of \( w_p x \) is \( r + 1 \) and the corank is \( s \). \( \square \)

To prove (W6) and (W7) we use the following lemma.

Lemma 4.13. Let \( x: O[m] \to D \star O[\top] \) be an augmented directed chain map of rank \( r \) and corank \( s = m - r \). Then the following holds:

1. For all \( 1 \leq j \leq r \), we have \( \beta w_j x = s_{j-1} \beta x \).
2. For all \( 0 \leq j \leq r \), we have \( \beta v_j x = \beta x \).
3. For all \( 0 \leq j \leq r \), we have \( v_j v_j x = v_j x \).

The proof of this lemma makes use of the following observation.

Remark 4.14. Let \( s^j: [m] \to [m-1] \) and \( d^j: [m] \to [m+1] \) with usual ranges denote coface and codegeneracy maps in \( \Delta \). The following identities hold.

- For any \( 0 \leq a \leq m + k, 0 \leq j \leq m, 0 < k \) have

\[
(s^j)^k(a) = \begin{cases} 
a, & \text{if } 0 \leq a \leq j, 
\end{cases}
\]

\[
\begin{cases} 
j, & \text{if } j \leq a \leq j + k, 
a - k, & \text{if } j + k \leq a \leq m + k. 
\end{cases}
\]
For any $0 \leq a \leq m$, $0 \leq j \leq m$, $0 < k$ have

$$\left((d^j)^k(a) = \begin{cases} a, & \text{if } 0 \leq a \leq j - 1, \\ a + k, & \text{if } j \leq a \leq m. \end{cases} \right.$$ 

• Combining the two yields for $0 \leq a \leq m$, $0 \leq k$, $0 \leq j \leq m - k - 1$:

$$\left((d^j)^k(s^j)^{k+1}(a) = \begin{cases} a, & \text{if } 0 \leq a \leq j - 1, \\ j + k, & \text{if } j \leq a \leq j + k + 1, \\ a - 1, & \text{if } j + k + 1 \leq a \leq m. \end{cases} \right.$$ 

Proof of Lemma 4.13

As a first auxiliary step, we show that (4.15)

$$\gamma_wjx = \gamma s_{j-1} \beta x.$$ 

For this, by definition of $\gamma$ and using that $\gamma \beta = \gamma$ by Lemma 3.18(1), it is enough to argue that the chain $s_j^{r-j+1}d_j^{r-j}(x - \beta x)[a, r + 1]$, where $a \in B[r]$, does not contain terms of the form $b \star \top$.

If we set $\bar{a} = (d^p)^{r-p}(s^p)^{r-p+1}[a]$, we obtain that

$$s_j^{r-j+1}d_j^{r-j}(x - \beta x)[a, r + 1] = \begin{cases} (x - \beta x)[(d^j)^{r-j}(s^j)^{r-j+1}(a), r] = (x - \beta x)[\bar{a}, r] - (\beta x)[\bar{a}, r] \\ = (x \bar{a}, r) - (\gamma x)[s^r(\bar{a}), r] \\ = x[\bar{a}, r] - (\gamma x)[\bar{a}, r] \end{cases}$$

which by definition does not contain any summands of the form $b \star \top$, as desired. Thus we have shown $\gamma w_jx = \gamma s_{j-1} \beta x$ for all $1 \leq j \leq r$.

Next, recalling that the rank of $\beta x$ is exactly $r$ (explained in Definition 3.14) we show that $\gamma w_jx = s_{j-1} \gamma x$. For this, we have that

$$\gamma w_jx = \gamma s_{j-1} \beta x = s_{j-1} \gamma \beta x = s_{j-1} \gamma s_r^\gamma x = s_{j-1} \gamma x,$$

as desired.

Finally, we prove (1) by showing that $\beta w_jx = s_{j-1} \beta x$. For this, we have that

$$s_{j-1} \beta x = s_{j-1} s_r^\gamma x = s_{r+1} s_{j-1} \gamma x = s_r^\gamma s_{j-1} \gamma x = \beta w_jx,$$

so done with (1).
For (2), the statement for \( j = 0 \) and \( j = r \) is an immediate consequence of Lemmas 3.18 and 3.39. For \( 1 \leq j < r \), we have
\[
\beta v_j x = s_w^j \gamma v_j x \quad \text{Lemma 3.38}
\]
\[
= s_w^j \gamma d_j w_j x \quad \text{Lemma 3.35}
\]
\[
= s_w^j d_j \gamma w_j x \quad \text{Lemma 3.37}
\]
\[
= d_j s_{r+1} \gamma w_j x \quad \text{Proposition 3.7}
\]
\[
= d_j \beta w_j x \quad \text{Lemma 3.38}
\]
\[
= d_j s_{j-1} \beta x \quad \text{Part (1)}
\]
\[
= \beta x \quad \text{Proposition 3.7}
\]

For (3), use Lemma 3.38 to obtain
\[
v_j v_j x = s_j^{r-j} d_j^{r-j} (v_j x - \beta v_j x) + \beta v_j x \quad \text{Definition 3.26}
\]
\[
= s_j^{r-j} d_j^{r-j} (v_j x - \beta x) + \beta x \quad \text{Part (2)}
\]
\[
= s_j^{r-j} d_j^{r-j} (s_j^{r-j} d_j^{r-j} (x - \beta x) + \beta x - \beta x) + \beta x \quad \text{Definition 3.26}
\]
\[
= s_j^{r-j} d_j^{r-j} s_j^{r-j} d_j^{r-j} (x - \beta x) + \beta x \quad \text{Proposition 3.7}
\]
\[
= s_j^{r-j} d_j^{r-j} (x - \beta x) + \beta x \quad \text{Proposition 3.26}
\]
\[
\because \beta w_j x = v_j x
\]
as desired.

\[\square\]

\[\text{Proof of [W6] and [W7]}\] Let \( x: O[m] \rightarrow D \ast O[\top] \) be an augmented directed chain map. We show that the simplex \( v_{p-1} w_p x \) is degenerate (at \( p-1 \)) while the simplex \( x \) is non-degenerate, so in particular \( v_{p-1} w_p x \neq x \). We have that
\[
v_{p-1} w_p x = s_{p-1}^{r+1-p} d_{p-1}^{r+1-p} (w_p x - s_{p-1} \beta x) + \beta w_p x \quad \text{Definition 3.26}
\]
\[
= s_{p-1}^{r+1-p} d_{p-1}^{r+1-p} (w_p x - s_{p-1} \beta x) + s_{p-1} \beta x \quad \text{Lemma 4.13}
\]
\[
= s_{p-1}^{r+1-p} d_{p-1}^{r+1-p} (w_p x - s_{p-1} \beta x) + \beta x \quad \in \text{im } s_{p-1},
\]
as desired. We already argued that \( v_{p-1} w_p x \) is degenerate at \( p-1 \), so it only remains to show that \( v_p w_p x = w_p x \). For this, we have that
\[
v_p w_p x = s_p^{r+1-p} d_p^{r+1-p} (w_p x - \beta w_p x) + \beta w_p x \quad \text{Definition 3.26}
\]
\[
= s_p^{r+1-p} d_p^{r+1-p} (w_p x - s_{p-1} \beta x) + \beta w_p x \quad \text{Lemma 4.13}
\]
\[
= s_p^{r+1-p} d_p^{r+1-p} (w_p x - \beta x) + s_{p-1} \beta x \quad \text{Proposition 3.7}
\]
\[
= s_p^{r+1-p} d_p^{r+1-p} (w_p x - \beta x) + \beta x \quad \text{Lemma 3.35}
\]
\[
= s_p^{r+1-p} d_p^{r+1-p} (w_p x - \beta x) + s_{p-1} \beta x
\]
\[
= w_p x. \quad \text{Definition 3.26}
\]

In conclusion, the second chain of equalities shows that the suspect index of \( w_p x \) is at most \( p \) while the first chain of equalities shows at the same time that the suspect index is exactly \( p \) and furthermore that \( w_p x \) is a suspect simplex.

\[\square\]

This completes the proof of Proposition 4.10, showing in particular that \( w_p \) assigns a suspect simplex to any non-suspect simplex of \( N^{RS}(D \ast O[\top]) \).
4.1.1. The statements for the dual case. We state what are the features of \( w_p x \) for an augmented directed chain map

\[ x : O[m] \to O[\perp] \ast D. \]

The following is the analog of Proposition 4.10. It is almost identical to the original statement, with the only exception of the item that describes the suspect index.

**Proposition 4.16.** Let \( x : O[m] \to O[\perp] \ast D \) be a non-degenerate non-suspect simplex with suspect index \( p \). The following hold.

(W1) If \( x \) has dimension \( m \), the simplex \( w_p x \) has dimension \( m + 1 \).
(W2) The simplex \( w_p x \) is non-degenerate.
(W3) If \( x \) has non-negative corank, the simplex \( w_p x \) has non-negative corank.
(W4) If \( x \) is non-conical, then \( w_p x \) is also non-conical.
(W5) If \( x \) has rank \( r \), the simplex \( w_p x \) has rank \( r + 1 \).
(W6) The simplex \( w_p x \) has suspect index \( m + 1 - p \).
(W7) The simplex \( w_p x \) is a suspect simplex.

The details of the proof can be filled in with similar techniques to those employed in the original case.

For the proof of (W2) it is useful to observe that applying Lemma 3.45 to Lemma 3.46, we have

\[ w_p x = v_{p-1} x \land_{m-p} \tilde{\eta}_{p-1} x \]

for some \( \tilde{\eta}_{p-1} x \), a formula that plays a similar role to that of (4.12).

The proofs of (W6) and (W7) make use of the following lemma, which is the analog of Lemma 4.13.

**Lemma 4.17.** Let \( x : O[m] \to O[\perp] \ast D \) be an augmented directed chain map of rank \( r \) and corank \( s = m - r \). Then the following holds:

1. For all \( 1 \leq j \leq r \), we have \( \beta w_j x = s_{m-j+1} \beta x \).
2. For all \( 0 \leq j \leq r \), we have \( \beta v_j x = \beta x \).
3. For all \( 0 \leq j \leq r \), we have \( v_j v_j x = v_j x \).

To prove this lemma, the auxiliary formula replacing (4.15) is

\[ \gamma w_j x = \gamma s_{m-j+1} \beta x = s_{r-j+1} \gamma x. \]

4.2. Proof of \( w_p d_p y = y \).

**Lemma 4.18.** If a suspect simplex \( y : O[M] \to D \ast O[\top] \) has rank \( R \geq 1 \) and suspect index \( p \), then \( d_p y \) has rank \( R - 1 \).

**Proof.** Since \( y \) is a suspect simplex, we know by Lemma 4.3 that its suspect index \( p \) is strictly smaller than \( R \). Thus we can apply Lemma 3.37 to deduce that the rank of \( d_p y \) is \( R - 1 \) (and the corank is \( s = (M - 1) - (R - 1) = M - R \)). \( \Box \)
We obtain for free using Lemma 3.35 that \( d_p w_p x = x \), so \( d_p \) and \( w_p \) define partially inverse functions. The following lemma addresses the other composite. Note that \( p \leq R - 1 \), and the latter is the rank of \( d_p y \) by Lemma 4.18, so the claim makes sense.

**Proposition 4.19.** If \( y: O[M] \to D \star O[\top] \) is a suspect simplex of rank \( R \) and suspect index \( p \), then
\[
w_p d_p y = y.
\]

Before proving the proposition, we give a lemma.

**Lemma 4.20.** Let \( y: O[M] \to D \star O[\top] \) be a suspect simplex of rank \( R \) and suspect index \( p \). Then the following hold.

1. \( \beta d_p y = d_p \beta y \).
2. \( \beta y = s_p^{-1} d_p \beta y \).

**Proof of Lemma 4.20.** For (1), we know by Lemma 4.4 that \( p < R \). Then the statement follows from Lemma 3.37.

We now show (2). On the one hand, by Definition 3.26 we have that:
\[
v_p^{-1} y = s_p^{-1} d_p v_p^{-1} y = s_p^{-1} d_p (s_p^{-1} d_p v_p^{-1} y).
\]

On the other hand, by Definition 3.26 and using the fact that \( y \) is a suspect simplex of index \( p \) and rank \( R \), we have that:
\[
v_p^{-1} y = s_p^{-1} d_p (s_p^{-1} d_p v_p^{-1} y) = s_p^{-1} d_p (s_p^{-1} d_p v_p^{-1} y).
\]

Since the first summands in the two expressions of \( v_p^{-1} y \) we obtained are equal, we conclude that the second summands are equal, namely:
\[
\beta y = s_p^{-1} d_p \beta y,
\]
as desired.

We can now prove the proposition.

**Proof of Proposition 4.19.** Recall from Lemma 4.18 that the rank of \( d_p y \) is \( R - 1 \), and that its corank is \( s \). We have that:
\[
w_p d_p y = s_p^{-1} d_p w_p R^{-1} y = s_p^{-1} d_p (y - \beta d_p y) + s_p^{-1} \beta d_p y = s_p^{-1} d_p (y - \beta d_p y) + s_p^{-1} \beta d_p y
\]
as desired.
Proof. To compute the suspect index of $d_p y$, we first have to show that $v_p d_p y = d_p y$. For this, we observe that

\[
v_p d_p y = d_p w_p d_p y \quad \text{Lemma 3.35}
\]

\[
= d_p y, \quad \text{Proposition 4.19}
\]

as desired. It remains to show that $v_p-1 d_p y \neq d_p y$.

As an auxiliary fact, we show that $d_p v_p-1 y = v_p-1 d_p y$. For this, we observe that

\[
s_p-1 v_p-1 d_p y = s_p-1(s_p-1 d_p y + \beta d_p y) + \beta d_p y \quad \text{Definition 3.26}
\]

\[
= s_p-1 R^{-p+1} d_p y + s_p-1 \beta d_p y \quad \text{Lemma 4.20}
\]

\[
= s_p-1 R^{-p+1} d_p y + s_p-1 \beta d_p y + s_p-1 \beta y \quad \text{Lemma 4.20}
\]

\[
= s_p-1 R^{-p+1} d_p y + s_p-1 \beta y + \beta y \quad \text{Remark 3.8}
\]

\[
= v_p-1 y, \quad \text{Definition 3.26}
\]

which implies

\[
d_p v_p-1 y = s_p-1 v_p-1 d_p y = v_p-1 d_p y,
\]

as desired.

Next, in order to show that $v_p-1 d_p y \neq d_p y$, we assume that $v_p-1 d_p y = d_p y$ and obtain a contradiction. By what we have just shown, we obtain that

\[
v_p-1 y = s_p-1 v_p-1 d_p y \quad \text{Previous formula}
\]

\[
= s_p-1 d_p y. \quad \text{Assumption}
\]

Next, we obtain that

\[
y = v_p y \quad \text{Assumption}
\]

\[
= d_p w_p y \quad \text{Lemma 3.35 (1)}
\]

\[
= d_p (\alpha p-1 y) \wedge v_p-1 y \quad \text{Lemma 3.35 (3)}
\]

\[
= d_p (s_p R^{-p+1} \alpha p-1 y - s_p R^{-p+2} d_p v_p-1 y + s_p-1 v_p-1 y) \quad \text{Definition 3.32}
\]

\[
= s_p R^{-p} \alpha p-1 y - d_p R^{-p+1} d_p y + s_p-1 d_p y \quad \text{Proposition 3.7}
\]

\[
= s_p R^{-p} \alpha p-1 y - d_p R^{-p+1} d_p y + s_p-1 d_p y \quad \text{Formula above}
\]

\[
= s_p R^{-p} \alpha p-1 y - d_p R^{-p+1} d_p y + s_p-1 d_p y, \quad \text{Proposition 3.7}
\]

so that we have the relation

\[
y = s_p R^{-p} \alpha p-1 y - d_p R^{-p+1} d_p y + s_p-1 d_p y.
\]

By applying $d_p$ we obtain that

\[
d_p y = s_p R^{-p} \alpha p-1 y - s_p-1 d_p R^{-p+1} y + d_p y.
\]

By cancellation of $d_p y$ in this last formula, we get that

\[
s_p R^{-p-1} \alpha p-1 y = s_p-1 d_p R^{-p+1} y.
\]
Substituting this back into (4.22) we obtain that
\[ y = s_{p-1}^R d_{p-1} y - s_{p-1}^{R-p+1} d_p^{R-p+1} y + s_{p-1} d_p y \]
\[ = s_{p-1}^{R-p} d_p^{R-p+1} y - s_{p-1}^{R-p+1} d_p^{R-p+1} y + s_{p-1} d_p y \]
\[ = s_{p-1}^{R-p} d_p^{R-p+1} y - s_{p-1}^{R-p+1} d_p^{R-p+1} y + s_{p-1} d_p y \]
\[ = s_{p-1}^{R-p} d_p^{R-p+1} y - s_{p-1}^{R-p+1} d_p^{R-p+1} y + d_p y \]
\[ \in \text{im } s_{p-1}, \]
which contradicts the assumption that \( y \) is non-degenerate. \( \Box \)

4.2.1. The statements for the dual case. The following lemma is the analog of Lemma 4.18

**Lemma 4.23.** If a suspect simplex \( y: O[M] \to O[\perp] \star D \) has rank \( R \geq 1 \) and suspect index \( p \), then \( d_{M-p} y \) has rank \( R - 1 \).

We obtain for free using Lemma 3.46 that \( d_{n+1-p} w_p x = x \), so \( d_{n+1-p} \) and \( w_p \) define partially inverse functions. The following proposition addresses the other composite. Note that \( p \leq R - 1 \), and the latter is the rank of \( d_{M-p} y \) by Lemma 4.23, so the claim makes sense.

The following is the analog of Proposition 4.19

**Proposition 4.24.** If \( y: O[M] \to O[\perp] \star D \) is a suspect simplex of rank \( R \) and suspect index \( p \), then
\[ w_p d_{M-p} y = y. \]

The proposition relies on the following lemma, which is the analog of Lemma 4.20

**Lemma 4.25.** Let \( y: O[M] \to O[\perp] \star D \) be a suspect simplex of rank \( R \) and suspect index \( p \). Then the following hold.

1. \( \beta d_{M-p} y = d_{M-p} \beta y. \)
2. \( \beta y = s_{M-p} d_{M-p} \beta y. \)

The following is the analog of Lemma 4.21

**Lemma 4.26.** If a suspect simplex \( y: O[M] \to O[\perp] \star D \) has suspect index \( p \), then \( d_{M-p} y \) has suspect index \( p \).

4.3. Features of \( d_p y \). The goal of this subsection is to collect and prove all the relevant properties and features of \( d_p y \) we need, when \( y \) is a suspect simplex. We include the relevant statements for the dual case in Proposition 4.31.

**Proposition 4.27.** For any suspect simplex \( y: O[M] \to D \star O[\perp] \) with suspect index \( p \), the following hold.

1. If \( y \) has dimension \( M \), the simplex \( d_p y \) has dimension \( M - 1 \).
2. \( d_p y \) is non-degenerate.
3. If \( y \) has non-negative corank, the simplex \( d_p y \) has non-negative corank.
4. \( d_p y \) is non-conical.
5. If \( y \) has rank \( R \), the simplex \( d_p y \) has rank \( R - 1 \).
(D6) $d_p y$ has suspect index $p$.
(D7) $d_p y$ is a non-suspect simplex.

**Proof of (D1).** This is by definition of the face map $d_p$. □

**Proof of (D5).** This was done in Lemma 4.18 □

**Proof of (D2).** Let $R = r + 1$ be the rank of $y$, so that by Lemma 4.18 the rank of $d_p y$ is $r$. Notice that by Lemma 4.3 we have $p < R$. We assume that $d_p y = s_j z$ for some $(M - 2)$-dimensional simplex $z$ and some $j \leq M - 2$ and deduce that $y$ is degenerate, contradicting the assumption.

We first treat the case $j < r$. For this, we observe that

$$y = w RD_p y = w p s_j z$$

$$= sp^{-p + 1} d_p^{-p}(s_j z - \beta s_j z) + s_{p-1} \beta s_j z \quad \text{Definition 3.26}$$

$$= sp^{-p + 1} d_p^{-p} s_j (z - \beta z) + s_{p-1} s_j \beta z. \quad \text{Lemma 3.18}$$

If furthermore $j < p - 1$, we obtain that

$$y = sp^{-p - 1} d_p^{-p} p s_{p-1} (z - \beta z) + s_{p-1} s_{p-1} \beta z$$

$$= sp^{-p - 1} d_p^{-p} p s_{p-1} (z - \beta z) + s_{p-1} \beta z \quad \text{Proposition 3.7}$$

$$= s_p p^{-p} d_p^{-p} p s_{p-1} (z - \beta z) + s_{p-1} \beta z \quad \text{Proposition 3.7}$$

$$\in \text{im } s_j,$$ implying that $y$ is degenerate. If instead $j = p - 1$, then we obtain that

$$y = sp^{-p - 1} d_p^{-p} p s_{p-1} (z - \beta z) + s_{p-1} s_{p-1} \beta z$$

$$= sp^{-p - 1} d_p^{-p} p s_{p-1} (z - \beta z) + s_{p-1} \beta z \quad \text{Proposition 3.7}$$

$$= s_j s_{p-1} d_p^{-p} (z - \beta z) + s_{p-2} \beta z \quad \text{Remark 3.8}$$

$$\in \text{im } s_p,$$ implying that $y$ is degenerate. If instead $j > p - 1$, we obtain that

$$y = sp^{-p + 1} d_p^{-p} s_j (z - \beta z) + s_{p-1} s_j \beta z$$

$$= sp^{-p + 1} d_p^{-p} s_j (z - \beta z) + s_{p-1} s_{p-1} \beta z \quad \text{Proposition 3.7}$$

$$= s_j s_{p-1} d_p^{-p} (z - \beta z) + s_{p-2} \beta z \quad \text{Remark 3.8}$$

$$\in \text{im } s_{j+1},$$ implying that $y$ is degenerate.

Next, we treat the case $j \geq r$. Notice that we have $r \leq j \leq M - 2 < M - 1 = p + s$, where $s$ is the corank of $d_p y$, so that necessarily $s > 0$. Observe that

$$y = wRD_p y = w p s_j z$$

$$= sp^{-p + 1} d_p^{-p} (s_j z - \beta s_j z) + s_{p-1} \beta s_j z \quad \text{Definition 3.26}$$

$$= sp^{-p + 1} d_p^{-p} (s_j z - \beta s_j z) + s_{p-1} s_j \gamma s_j z \quad \text{Definition 3.14}$$

$$= sp^{-p + 1} d_p^{-p} (s_j z - s_j \gamma s_j z) + s_{p-1} s_j \gamma s_j z \quad (*)$$

$$= sp^{-p + 1} d_p^{-p} (s_j z - s_j \gamma s_j z) + s_{p-1} s_j \gamma s_j z$$

$$= sp^{-p + 1} d_p^{-p} (s_j z - s_j \gamma s_j z) + s_{j+1} s_{p-1} s_j \gamma s_j z \quad \text{Remark 3.8}$$

$$= s_j s_{p-1} d_p^{-p} (z - s_{p-1} \gamma s_j z) + s_{j+1} s_{p-1} s_{p-1} \gamma s_j z \quad \text{Remark 3.8}$$

$$= s_j s_{p-1} d_p^{-p} (z - s_{p-1} \gamma s_j z) + s_{p-1} s_{p-1} \gamma s_j z$$

$$\in \text{im } s_{j+1},$$
where the equality (*) uses Remark 3.8 if \( s > 1 \) and otherwise follows from the fact that \( s = 1 \) implies \( j = r \). This entails that \( y \) is degenerate, finishing the proof.

**Proof of (D3).** We know from Lemma 1.4 that the rank of \( y \) must be strictly higher than \( p \). This implies that, if \( y \) is of dimension \( M \), then \( d_p y[M - 1] = y[M] \). In particular, \( y \) is valued in \( D \) if and only if \( d_p y \) does.

**Proof of (D4).** Assuming that \( d_p y \) is a conical simplex, we obtain that

\[
y = w_p d_p y = w_p \beta d_p y = s_p^{R-1-p+1} d_p^{R-1-p} (\beta d_p y - \beta^2 d_p y) + s_{p-1} \beta^2 d_p y \quad \text{Definition 3.26}
\]

\[
= s_{p-1} \beta d_p y, \quad \text{Lemma 3.18}
\]

contradicting the assumption that \( y \) is a non-degenerate simplex.

**Proof of (D6).** This was proven as Lemma 4.21.

**Proof of (D7).** We have to show that \( v_{p-1} d_p y \) is not degenerate at \( p - 1 \). For this, we assume that \( v_{p-1} d_p y = s_{p-1} z \) with \( z = d_{p-1} v_{p-1} d_p y \) and obtain a contradiction.

As a preliminary observation, we have that

\[
s_{p-1} = v_{p-1} d_p y = s_{p-1}^{R-1-p+1} d_p^{R-1-p} (d_p y - \beta d_p y) + d_p \beta y \quad \text{Definition 3.26}
\]

\[
= s_{p-1} d_p^{R-p} (d_p y - \beta d_p y) + d_p \beta y. \quad \text{Lemma 4.20}
\]

Solving for \( d_p \beta y \), the last formula implies that

\[
(4.28) \quad d_p \beta y = s_{p-1} z',
\]

where \( z' = z - s_{p-1}^{R-p-1} d_p^{R-p} (d_p y - \beta d_p y) \). We can then express \( \beta y \) as follows:

\[
\beta y = s_{p-1} d_p \beta y = s_{p-1} s_{p-1} z' = s_p z'.
\]

Finally, we can express \( y \) as follows:

\[
y = v_p y = s_p^{R-p} d_p^{R-p} (y - \beta y) + \beta y = s_p^{R-p} d_p^{R-p} (y - s_p s_{p-1} z') + s_p s_{p-1} z' \quad \text{Definition 3.26}
\]

\[
= s_p (s_p^{R-p-1} d_p^{R-p} (y - s_p s_{p-1} z') + s_{p-1} z') \in \text{im } s_p,
\]

which would imply that \( y \) is a degenerate simplex, contradicting the fact that \( y \) is a suspect simplex and in particular non-degenerate.

**Lemma 4.29.** Let \( y = w_p x : O[M] \to D \cdot O[T] \) be a suspect \( M \)-simplex of rank \( R = r + 1 \) and suspect index \( p \). The \( i \)-th face of \( y \), unless it is degenerate
or conical, has the property that

\[
\begin{align*}
d_i y \text{ is } & \begin{cases} 
\text{suspect of dimension } M - 1 & \text{if } i < p - 1 \\
\text{of suspect index at most } p - 1 & \text{if } i = p - 1 \\
\text{suspect of dimension } M - 1 & \text{if } i = p + 1 \\
\text{of rank } r + 1 & \text{if } i \geq r + 1.
\end{cases}
\end{align*}
\]

Proof. We treat all cases by distinguishing in terms of the value of \(i\).

- We suppose \(i < p - 1\). Then using that \(\beta d_i y = d_i \beta y\) by Lemma 3.37 for \(i \leq r\) we obtain the following auxiliary formula:

\[
d_i y = d_i w_p x
\]

\[
= d_i s_p^{r-p+1} d_p^{r-p} (x - \beta x) + d_i s_{p-1} \beta x \quad \text{Definition 3.26}
\]

\[
= s_p^{r-p+1} d_p^{r-p} (d_i x - d_i \beta x) + s_{p-2} d_i \beta x \quad \text{Proposition 3.7}
\]

\[
= s_p^{r-p+1} d_p^{r-p} (d_i x - \beta d_i x) + s_{p-2} \beta d_i x \quad \text{Lemma 3.37}
\]

\[
= w_{p-1} d_i x \quad \text{Definition 3.26}
\]

The chain of equalities

\[
v_{p-1} d_i y = s_p^{r-p+1} d_p^{r-p} (d_i x - \beta d_i y) + \beta d_i y \quad \text{Definition 3.26}
\]

\[
= d_i s_p^{r-p+1} d_p^{r-p} (y - \beta y) + d_i \beta y \quad \text{Proposition 3.7}
\]

\[
= d_i \beta y \quad \text{Definition 3.26}
\]

shows that the suspect index of \(d_i y\) is at most \(p - 1\).

The chain of equalities

\[
v_{p-2} d_i y = s_p^{r-p+2} d_p^{r-p+2} (d_i x - \beta d_i y) + \beta d_i y \quad \text{Definition 3.26}
\]

\[
= s_p^{r-p+2} d_p^{r-p+2} (d_i y - \beta d_i y) + \beta w_{p-1} d_i x \quad \text{Formula above}
\]

\[
= s_p^{r-p+2} d_p^{r-p+2} (d_i y - \beta d_i y) + s_{p-2} \beta d_i x \quad \text{Lemma 4.13}
\]

shows that \(v_{p-2} d_i y\) is degenerate at \(p - 2\).

If \(v_{p-2} d_i y\) equals \(d_i y\), then this face is degenerate, and otherwise, we have shown that \(d_i y\) is a suspect simplex of suspect index \(p - 1\) and of dimension \(m\), as desired.

- We suppose \(i = p - 1\). Then we obtain that

\[
d_{p-1} y = d_{p-1} w_p x
\]

\[
= d_{p-1} \alpha_{p-1} x \wedge_{p-1} v_{p-1} x \quad \text{Lemma 3.35}
\]

\[
= v_{p-1} x
\]

(4.30)

Next, we observe that

\[
v_{p-1} d_{p-1} y = v_{p-1} v_{p-1} x \quad \text{Formula (4.30)}
\]

\[
= v_{p-1} x \quad \text{Lemma 4.13}
\]

proving that the suspect index of \(d_{p-1} y\) is at most \(p - 1\).
• We suppose \( i = p + 1 \). Then we obtain the following auxiliary formula using Lemma 3.37:

\[
d_{p+1}y = d_{p+1}w_{p,x}
\]

\[
= d_{p+1}s_{p}r^{-p+1}d_{p}^{r-p}(x - \beta x) + d_{p+1}s_{p-1}\beta x
\]

\[
= s_{p}r^{-p}d_{p}^{r-p}(x - \beta x) + s_{p-1}d_{p}\beta x
\]

\[
= s_{p}r^{-p+1}d_{p}^{r-p+1}(x - \beta x) + s_{p-1}d_{p}\beta x
\]

\[
= s_{p}r^{-p+1}d_{p}^{r-p+1}(d_{p}x - \beta d_{p}x) + s_{p-1}d_{p}\beta x
\]

\[
= w_{p}d_{p}x
\]

Now we give an upper bound for the suspect index of \( d_{p+1}y \).

\[
v_{p}d_{p+1}y = s_{p}r^{-p}d_{p}^{r-p}(d_{p+1}y - \beta d_{p+1}y) + \beta d_{p+1}y
\]

\[
= s_{p}r^{-p}d_{p}^{r-p+1}(y - \beta y) + \beta d_{p+1}y
\]

\[
= d_{p+1}s_{p}r^{-p+1}d_{p}^{r-p+1}(y - \beta y) + \beta d_{p+1}y
\]

\[
= d_{p+1}s_{p}r^{-p+1}d_{p}^{r-p+1}(y - \beta y) + d_{p+1}\beta y
\]

\[
= d_{p+1}v_{p}y
\]

\[
= d_{p+1}y,
\]

showing that the suspect index of \( d_{p+1}y \) is at most \( p \). Next, we compute

\[
v_{p-1}d_{p+1}y = s_{p-1}r^{-p+1}d_{p}^{r-p+1}(d_{p+1}y - \beta d_{p+1}y) + \beta d_{p+1}y
\]

\[
= s_{p-1}r^{-p+1}d_{p}^{r-p+1}(d_{p+1}y - \beta d_{p+1}y) + \beta w_{p}d_{p}x
\]

\[
= s_{p-1}r^{-p+1}d_{p}^{r-p+1}(d_{p+1}y - \beta d_{p+1}y) + s_{p-1}d_{p}\beta x
\]

This shows that \( v_{p-1}d_{p+1}y \) is degenerate at \( p - 1 \). If \( v_{p-1}d_{p+1}y \) equals \( d_{p+1}y \), then this face is degenerate, and otherwise, we have shown that \( d_{p+1}y \) is a suspect simplex of suspect index \( p \) and of dimension \( m \), as desired.

• We suppose \( i > p + 1 \). Then we obtain the following auxiliary formula using Lemma 3.37:

\[
d_{i}y = d_{i}w_{p,x}
\]

\[
= d_{i}s_{p}r^{-p+1}d_{p}^{r-p}(x - \beta x) + d_{i}s_{p-1}\beta x
\]

\[
= d_{i}s_{p}r^{-p+1}d_{p}^{r-p}(x - \beta x) + s_{p-1}d_{i-1}\beta x
\]

\[
= s_{p}r^{-p}d_{p}^{r-p}(x - \beta x) + s_{p-1}d_{i-1}\beta x
\]

\[
= s_{p}r^{-p}d_{p}^{r-p-1}(d_{i-1}x - \beta d_{i-1}x) + s_{p-1}d_{i-1}\beta x
\]

\[
= w_{p}d_{p}x
\]

Now we give an upper bound for the suspect index of \( d_{i}y \).

\[
v_{p}d_{i}y = s_{p}r^{-p}d_{p}^{r-p}(d_{i}y - \beta d_{i}y) + \beta d_{i}y
\]

\[
= d_{i}s_{p}r^{-p+1}d_{p}^{r-p+1}(y - \beta y) + \beta d_{i}y
\]

\[
= d_{i}s_{p}r^{-p+1}d_{p}^{r-p+1}(y - \beta y) + d_{i}\beta y
\]

\[
= d_{i}v_{p}y
\]

\[
= d_{i}y,
\]
showing that the suspect index of $d_{p+1}y$ is at most $p$. Next, we compute
\[
v_{p-1}d_iy = s_{p-1}^{-r-p+1}d_{p-1}^{-r-p+1}(d_iy - \beta d_iy) + \beta d_iy \quad \text{Definition 3.26}
\]
\[
= s_{p-1}^{-r-p+1}d_{p-1}^{-r-p+1}(d_iy - \beta d_iy) + \beta w y d_{i-1}x \quad \text{Formula above}
\]
\[
= s_{p-1}^{-r-p+1}d_{p-1}^{-r-p+1}(d_iy - \beta d_iy) + s_{p-1}^{-p-1}\beta d_{i-1}x \quad \text{Lemma 4.13}
\]
This shows that $v_{p-1}d_iy$ is degenerate at $p - 1$. If $v_{p-1}d_iy$ equals $d_iy$, then this face is degenerate, and otherwise, we have shown that $d_iy$ is a suspect simplex of suspect index $p$ and of dimension $m$, as desired.

- We suppose $i > r$. Then the rank of $d_iy$ equals the rank of $y$ (see Remark 3.13), namely $r + 1$, as desired.

4.3.1. The statements for the dual case. The goal of this subsection is to collect the statements describing the features of $d_{M-p}y$ we need, when $y$ is a suspect simplex of the form $y: O[M] \to O[\perp] \ast D$.

The following is the analog of Proposition 4.27.

**Proposition 4.31.** For any suspect simplex $y: O[M] \to O[\perp] \ast D$ with suspect index $p$, the following hold.

(D1) If $y$ has dimension $M$, the simplex $d_{M-p}y$ has dimension $M - 1$.

(D2) $d_{M-p}y$ is non-degenerate.

(D3) If $y$ has non-negative corank, the simplex $d_{M-p}y$ has non-negative corank.

(D4) $d_{M-p}y$ is non-conical.

(D5) If $y$ has rank $R$, the simplex $d_{M-p}y$ has rank $R - 1$.

(D6) $d_{M-p}y$ has suspect index $p$.

(D7) $d_{M-p}y$ is a non-suspect simplex.

The following is the analog of Lemma 4.29.

**Lemma 4.32.** Let $y = wy: O[M] \to O[\perp] \ast D$ be a suspect $M$-simplex of rank $R = r + 1$ and suspect index $p$. The $i$-th face of $y$, unless it is degenerate or conical, has the property that

\[
d_iy \text{ is } \begin{cases} 
\text{of suspect index at most } p - 1 & \text{if } m - p + 2 < i \leq m + 1 \\
\text{of suspect index at most } p - 1 & \text{if } i = m - p + 1 \\
\text{of rank } r + 1 & \text{if } m - r < i \leq m - p \\
\text{of dimension } M - 1 & \text{if } i \leq m - r.
\end{cases}
\]

5. Proof of the theorem

We are finally ready to prove the main result(s): Theorems 5.2 and 5.3. We treat the former in detail, and briefly indicate in Section 5.0.1 how to treat the latter.

After having understood $N_m(D \ast O[\perp])$ (resp. $N_m(O[\perp] \ast D)$) as the set of augmented directed chain maps $x: O[m] \to D \ast O[\perp]$ (resp. $x: O[m] \to O[\perp] \ast D$), and having defined what it means for one such simplex to be a suspect or not, we can show that there is a pairing between suspect simplices and non-suspect simplices, as follows.
Lemma 5.1. Let $\mathcal{D}$ be a strong Steiner category, and recall the inclusion $N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}] \hookrightarrow N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$ from Remark 1.13. Let $d \geq 1$.

1. The non-degenerate $d$-simplices in $N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}]$, regarded as $d$-simplices of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$, are precisely the conical simplices and the simplices contained in $N^{\text{RS}}\mathcal{D}$.

2. The $p$-th face defines a bijective correspondence between the (necessarily non-degenerate and non-conical) suspect $(d+1)$-simplices of $N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}]$ and the non-degenerate non-conical non-suspect $d$-simplices of $N^{\text{RS}}\mathcal{D}$.

Proof. We leave the verification of (1) to the reader and we now show (2). For this, the collection of results from the previous section allows us to conclude that the $p$-th face and the construction $w_p$ define inverse bijections

$$w_p: \begin{cases} \text{non-degenerate} & \text{with } x \\ \text{non-conical} & \text{suspect index } p \\ \text{non-suspect} & \end{cases} \cong \begin{cases} y \text{ suspect index } p \\ \end{cases}: d_p.$$ 

Indeed, we showed that $d_p$ is well-defined in Proposition 4.27 that $w_p$ is well-defined in Proposition 4.10 that the composite $d_p w_p$ is an identity in Lemma 3.35 and finally that the composite $w_p d_p$ is an identity in Proposition 4.19.

We are now able to prove the first case of the main theorem of the paper.

Theorem 5.2. Let $\mathcal{D}$ be a strong Steiner $\omega$-category. The inclusion

$$N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}] \hookrightarrow N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$$

from Remark 1.13 is a complicial inner anodyne extension, and in particular an acyclic cofibration in the model structure(s) from Theorem 1.4.

The strategy of the proof consists in adding all simplices of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$ missing from $N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}]$ inductively on their (ascending) dimension $d$, their (descending) rank $r$, and their (ascending) suspect index $p$. This provides us with encapsulated chains of inner anodyne extensions. For each choice of dimension $d$, rank $r$ and suspect index $p$, the inner anodyne extension in question is constructed by filling $p$-horns where the principal simplices are $(d+1)$-dimensional suspects of index $p$ and rank $r$ and so the corresponding missing $p$-faces are given by the bijection established in the previous lemma.

Proof. In order to show that the inclusion $N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}] \hookrightarrow N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$ is a complicial inner anodyne extension, we will realize it as a transfinite composite of intermediate complicial inner anodyne extensions

$$N^{\text{RS}}\mathcal{D} \star \Delta[\mathbb{T}] =: X_0 \hookrightarrow X_1 \hookrightarrow X_2 \hookrightarrow \cdots \hookrightarrow X_{d-1} \hookrightarrow X_d \hookrightarrow \cdots \hookrightarrow N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}]).$$

For $d \geq 1$, we let $X_d$ be the smallest regular subsimplicial set of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$ containing $X_{d-1}$, all $d$-simplices of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$, as well as the $d$-simplices of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$. Note that $X_0$ already contains all 0-simplices of $N^{\text{RS}}(\mathcal{D} \star \mathcal{O}[\mathbb{T}])$ and that there are no non-degenerate suspect
1-simplices by Lemma 4.14. We see that the difference between $X_{d-1}$ and $X_d$ are the non-degenerate non-suspect $d$-simplices of rank at most $d$ and the non-degenerate suspect $(d+1)$-simplices of rank at most $d+1$.

In order to show that the inclusion $X_{d-1} \hookrightarrow X_d$ is a complicial inner anodyne extension for all $d \geq 1$, we realize it as a composite of intermediate complicial inner anodyne extensions

$$X_{d-1} =: Y_{d+1} \hookrightarrow Y_d \hookrightarrow \ldots \hookrightarrow Y_{r+1} \hookrightarrow Y_r \hookrightarrow \ldots \hookrightarrow Y_1 = X_d.$$ 

For $1 \leq r \leq d$, let $Y_{r}$ be the smallest regular subset of $X_{d-1}$ containing $Y_{r+1}$ as well as all (necessarily non-degenerate) suspect $(d+1)$-simplices $y$ of $N^{RS}(D \ast O[\top])$ of rank $r+1$ and all non-degenerate non-suspect $d$-simplices of rank $r$.

We see using Lemmas 4.29 and 5.1 that the difference between $Y_r$ and $Y_{r+1}$ are the non-degenerate suspect $(d+1)$-simplices of rank $r$ and possibly some of their faces (precisely those that are neither suspect nor of rank $r$ or higher).

In order to show that the inclusion $Y_{r+1} \hookrightarrow Y_r$ is a complicial inner anodyne extension for $1 \leq r \leq d$, we realize it as a filtration made by intermediate complicial inner anodyne extensions

$$Y_{r+1} =: W_0 \hookrightarrow W_1 \hookrightarrow \ldots \hookrightarrow W_{p-1} \hookrightarrow W_p \hookrightarrow \ldots \hookrightarrow W_r = Y_r.$$ 

For $0 < p \leq r$, let $W_p$ be the smallest regular simplicial subset of $Y_{r+1}$ containing $W_{p-1}$ as well as all suspect $(d+1)$-simplices of $N^{RS}(D \ast O[\top])$ of rank $r$ and suspect index $p$. Note that any $d$-simplex of suspect index 0 is either degenerate or conical and thus are already in $X_{d-1} \subseteq W_0$. We see using Lemmas 4.29 and 5.1 and Lemma 4.21 that the difference between $W_{p-1}$ and $W_p$ are the non-degenerate suspect $(d+1)$-simplices $y$ of rank $r$ and suspect index $p$ and the non-degenerate non-suspect $d$-simplices $x$ of rank $r-1$ and suspect index $p$. There is a bijective correspondence between the $(d+1)$- and $d$-simplices mentioned above, as shown in Lemma 5.1.

We now record some relevant properties of the $(d+1)$-simplices $y$ as above.

- We use Lemma 4.29 to argue that the $p$-horn of $y$ belongs to $W_{p-1}$; in particular, the $p$-horn defines a map of (underlying) simplicial sets

$$\Lambda^P[d + 1] \rightarrow W_{p-1}.$$ 

Indeed, using Lemma 4.29, we see that the $i$-th face of $y$ is already in $W_{p-1}$ for $i \neq p$ since:

- if $0 \leq i \leq p-2$, the face $d_i y$ is a suspect $d$-simplex, and in particular it belongs to $X_{d-1} \subseteq W_{p-1}$.
- if $i = p-1$, the face $d_i y$ has suspect index at most $p-1$, and in particular it belongs to $W_{p-1}$ (even in $X_{d-1}$ if $p = 1$).
- if $p+1 \leq i \leq r+1$, the face $d_i y$ is a suspect $d$-simplex, and in particular it belongs to $X_{d-1} \subseteq W_{p-1}$.
- if $r+1 \leq i \leq d+1$, the face $d_i y$ is of rank $r+1$, and in particular it belongs to $Y_{r+1} \subseteq W_{p-1}$. 


We argue that the $r$-th horn of $y$ defines a map of simplicial sets
\[ \Lambda^p[d + 1] \to W_{p-1} \]
with marking. To this end, we need to show that any face of $\Delta[d + 1]$ containing $\{p - 1, p, p + 1\}$ is mapped to a marked simplex of $W_{p-1}$. Evoking Remark 2.20, it is enough to show that $y$ maps any basis element $[a] = [a_{<p-1}, p-1, p, p+1, a_{>p-1}]$ of $O[d+1]$ to 0. Using the closed formula for $w_p$ from Definition 3.26 and the alternative description of degeneracies in Definition 3.4, we obtain that
\[ y[a_{<p-1}, p-1, p, p+1, a_{>p-1}] = (w_p d_p y)[a_{<p-1}, p-1, p, p+1, a_{>p-1}] = 0 \]
as desired.

If furthermore $d_p y$ is marked, we argue that the $p$-th horn of $y$ defines a map of simplicial sets with marking
\[ \Lambda^p[d + 1]' \to W_{p-1}, \]
with the simplicial set with marking $\Lambda^p[d + 1]'$ defined in Lemma 1.8.

To this end, we need to show that the $(p-1)$-st and $(p+1)$-faces of the top $(d+1)$-dimensional simplex are mapped to a marked simplex of $W_{p-1}$.

As an auxiliary fact, we observe that
\[ y[0, 1, \ldots, d + 1] = (w_p d_p y)[0, 1, \ldots, d + 1] = 0 \]
so the top $(d+1)$-dimensional simplex is mapped to a marked simplex of $W_{p-1}$. Moreover we have already shown that for all $j \notin \{p-1, p, p+1\}$ the face $d_j y$ is marked, namely $(d_j y)[0, 1, 2, \ldots, d] = 0$, and we additionally assumed that $d_p y$ is marked, namely $(d_p y)[0, 1, 2, \ldots, d] = 0$. It then follows that
\[ 0 = \partial y[0, 1, 2, \ldots, d + 1] = y \partial[0, 1, 2, \ldots, d + 1] = (-1)^{p+1} (d_{p+1} y)[0, 1, 2, \ldots, d] + (-1)^p (d_{p-1} y)[0, 1, 2, \ldots, d]. \]
(5.3)

Since both faces $d_{p+1} y$ and $d_{p-1} y$ are directed chain maps, it must be that
\[ (d_{p+1} y)[0, 1, 2, \ldots, d] = (d_{p-1} y)[0, 1, 2, \ldots, d] = 0. \]

This means precisely that both faces $d_{p-1} y$ and $d_{p+1} y$ are marked, as desired.

By filling all $p$-horns of suspect $(d+1)$-simplices $y$ of $W_p$, we then obtain their $p$-th face $x$, which was missing in $W_{p-1}$, as well as the suspect $(d+1)$-simplex $y$ itself. This can be rephrased by saying that there is a pushout
Since the involved horn inclusions are in fact inner horn inclusions, the inclusions of simplicial sets with marking \( \Lambda_p^{d+1} \hookrightarrow \Delta_p^{d+1} \) and \( \Lambda_p^{d+1}' \hookrightarrow \Delta_p^{d+1}'' \) are complicial inner anodyne extensions by Lemma 1.8.

It follows that the inclusion \( W_{p-1} \hookrightarrow W_p \) for any \( 1 \leq p \leq r \), the inclusion \( Y_{r+1} \hookrightarrow Y_r \) for any \( 1 \leq r \leq d \), the inclusion \( X_{d-1} \hookrightarrow X_d \) for any \( d \geq 1 \), and the inclusion \( N^{RS}(D \star \Delta[\top]) \hookrightarrow N^{RS}(D \star O[\top]) \) are complicial inner anodyne extensions, as desired. \( \square \)

We conclude with two interesting consequences of the main theorem. The first one recovers a case treated by Maehara in [Mae21].

**Corollary 5.4.** For every \( m \geq 0 \), the canonical inclusion

\[
\Delta[n] \hookrightarrow N^{RS}O[n]
\]

from Remark 1.13 is a complicial inner anodyne extension, and in particular an acyclic cofibration in the model structure(s) from Theorem 1.4.

**Proof.** We prove the statement by induction on \( n \geq 0 \). For \( n = 0 \) the map in question is the isomorphism of simplicial sets with marking

\[
\Delta[\top] \cong N^{RS}O[\top].
\]

We now prove the statement for \( m > 0 \). By induction hypothesis, the canonical map

\[
\Delta[n-1] \hookrightarrow N^{RS}O[n-1]
\]

is a complicial inner anodyne extension. Since [Ver08B] implies that the join construction \( \star : ms\text{Set} \times ms\text{Set} \to ms\text{Set} \) preserves complicial inner anodyne extensions in each variable, we then obtain that the canonical map

\[
\Delta[n-1] \star \Delta[\top] \hookrightarrow N^{RS}(O[n-1] \star O[\top]) \cong N^{RS}O[n]
\]

is a complicial inner anodyne extension. By Theorem 5.2 we then obtain that the canonical inclusion

\[
\Delta[n] \cong \Delta[n-1] \star \Delta[\top] \hookrightarrow N^{RS}(O[n-1] \star O[\top]) \cong N^{RS}O[n].
\]

is a complicial inner anodyne extension, as desired. \( \square \)
5.0.1. The statements for the dual case. Finally, with techniques similar to those employed in Theorem 5.2 and using all the adjusted preliminary results that we described along the way, one can prove the following theorem.

**Theorem 5.5.** Let $\mathcal{D}$ be a strong Steiner $\omega$-category. The inclusion

$$\Delta[\perp] \star N^\text{RS}\mathcal{D} \hookrightarrow N^\text{RS}(O[\perp] \star \mathcal{D})$$

from Remark 1.12 is a complicial inner anodyne extension, and in particular an acyclic cofibration in the model structure(s) from Theorem 1.4.
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