Towards Trustworthy Healthcare AI: Attention-Based Feature Learning for COVID-19 Screening With Chest Radiography

Abstract
Building AI models with trustworthiness is important especially in regulated areas such as healthcare. In tackling COVID-19, previous work uses convolutional neural networks as the backbone architecture, which has shown to be prone to over-caution and overconfidence in making decisions, rendering them less trustworthy—a crucial flaw in the context of medical imaging. In this study, we propose a feature learning approach using Vision Transformers, which use an attention-based mechanism, and examine the representation learning capability of Transformers as a new backbone architecture for medical imaging. Through the task of classifying COVID-19 chest radiographs, we investigate into whether generalization capabilities benefit solely from Vision Transformers’ architectural advances. Quantitative and qualitative evaluations are conducted on the trustworthiness of the models, through the use of “trust score” computation and a visual explainability technique. We conclude that the attention-based feature learning approach is promising in building trustworthy deep learning models for healthcare.

1. Introduction
COVID-19 has affected lives around the world and continues with Omicron XE variant and possible future mutants, variants or recombinants. Screening and monitoring of patients regarding the virus have never been more important. In dealing with the pandemic, building AI models with trust is an important topic for researchers, clinicians, and patients. The medical image analysis field has been dominated by deep Convolutional Neural Networks (CNN). A drawback of deep CNNs is that they are often overly cautious for correct predictions of the minority class, while exhibiting over-confidence for incorrect predictions of the majority class (Esposito et al., 2021). This problem is significant in medical image analysis, considering that results with low trust may lead to serious medical consequences.

Recent innovations in computer vision (CV) have shown that Vision Transformer models can outperform CNNs. The models are based on an attention mechanism, first introduced for natural language processing (NLP) (Vaswani et al., 2017). In (Dosovitskiy et al., 2020), the authors introduced the original Vision Transformer named ViT, which yielded modest performance when trained on ImageNet (Deng et al., 2009), with limited generalization capabilities (Touvron et al., 2020). Based on this architecture, a hierarchical variant named Swin Transformer (Liu et al., 2021b) was proposed to compute representations with shifted windows. The hierarchical architecture allows flexibility to model at various scales besides computational efficiency. The Swin Transformer has achieved state-of-the-art (SOTA) performance on tasks including image classification, object detection, and semantic segmentation. It can therefore serve as a general-purpose backbone for computer vision.

There is potential for applying Transformers to medical image analysis. CNNs have inductive biases, such as locality and translational equivariance, baked into their architectures; however, Transformers use self-attention to establish relationships between long-range elements and can attend over different regions of an image, leading to the integration of information across the entire image. When radiologists or doctors read chest X-rays, they tend to read different parts of the images and combine features for reporting and diagnosis (Cleverley et al., 2020), which is analogous to a Transformer’s self-attention. Furthermore, the attention mechanism used in Transformers has an improved ability to preserve spatial information, which can lead to improved performance and trust in models (Raghu et al., 2021). In this study, we propose an attention-based model architecture to improve model trustworthiness, through leveraging the unique strength of Vision Transformers. For validations, we choose ResNet-50 (He et al., 2015) and DenseNet-121...
We study model trustworthiness with quantitative measures. Vision Transformers (ViT) were first introduced in (Dosovitskiy et al., 2020), using image patches with positional embeddings. The key mechanism behind the architecture is known as “attention”, which aims to emphasize important parts of input data while diminishing others for the purpose of imitating human cognitive attention. With the inaugural success of the ViT models, several variations have followed. A notable development is the Swin Transformer (Liu et al., 2021b), which uses a shifted windowing scheme: by attention to local windows, it allows for cross-window connections and implements a merging layer to combine image patches. It has therefore achieved high efficiency and exceptional performance, surpassing SOTA CNNs.

Other developments, including CoAtNet (Dai et al., 2021), MaxViT (Tu et al., 2022), and SwinV2 (Liu et al., 2021a), have consistently shown high performance on ImageNet benchmarks, beating previous approaches. These models are available in different versions, while pre-trained on different datasets. For example, the Swin Transformer has variants pre-trained on either ImageNet-1K or ImageNet-22K (Deng et al., 2009), base version Swin-B, small versions Swin-T and Swin-S, and large version Swin-L (Liu et al., 2021b)), as well as using different image sizes.

COVID-19 causes the density of the lungs to increase, often presenting as whiteness in the lungs when seen in chest radiographs. This may obscure normal lung markings, resulting in a “ground glass” pattern (Cleverley et al., 2020). In severe cases, lung markings can be completely lost due to whiteness, which is called “consolidation”. Furthermore, coarse, horizontal white lines can appear, which are termed “peripheral linear opacities”. When examining chest radiographs for COVID-19, radiologists review images systematically, including examining the heart, lungs, ribs, diaphragm, and mediastinum for evidence of ground glass opacity, peripheral linear opacities, or consolidation. While these are commonly used as evidence for diagnosis, changes due to COVID-19 can be subtle or even absent.

Deep learning metrics are well-documented for evaluating performance, efficiency, and explainability (Lin et al., 2019; Canziani et al., 2016; Wong, 2018). In contrast, model trustworthiness is a relatively new area of interest. Most approaches focus on quantifying trust for a prediction made on a single data sample, using uncertainty estimations (Titenisky et al., 2018; Geifman et al., 2018) or agreement with a modified nearest-neighbour classifier (Jiang et al., 2018). However, these methods are often difficult to interpret and have high complexity (Kendall & Gal, 2017).

To address the above issue, authors in (Wong et al., 2020) introduced the concept of “question-answer trust”, where the trustworthiness of a deep neural network is determined by its behaviour under correct and incorrect answer scenarios. To that end, the question-answer trust fundamentally penalizes undeserved confidence while rewarding well-placed confidence. A simple scalar “trust score” metric is introduced to put question-answer trust to practice — a higher trust score indicates a more trustworthy model. This trust score method was tested experimentally with ImageNet, achieving insightful results; furthermore, it has been adopted for medical applications (Meng et al., 2022; Parra et al., 2021), showing its validity and applicability to the task at hand.

For model explainability, a common approach is to locate regions in a given input image that are used by the model for classifications. There is existing literature on this topic for Transformers in the context of medical imaging (Chetoui & Akhloufi, 2022); however, the authors use attention maps based on self-attention score, which is specific to Transformers and does not apply to CNNs, and no comparison is done between the two.

We aim to use an approach that is applicable to both CNNs and Transformers. One example approach for producing localization maps is Grad-CAM (Selvaraju et al., 2016), which uses gradients flowing into the final layer. Due to this focus on the final layer, Grad-CAM can be ineffective for Transformer architectures, which have relatively uniform representations across all layers (Raghu et al., 2021). Furthermore, Grad-CAM can be prone to low-quality visualizations as a result of gradient saturation (Desai & Ramaswamy, 2020). Instead, another approach named Ablation-CAM (Desai & Ramaswamy, 2020) solves these problems by us-
ing ablation analysis instead of gradients, resulting in immunity to saturation. As such, Ablation-CAM is able to provide visualizations that are more complete and trustworthy, and suitable for both Transformers and CNNs, demonstrating better performance than Grad-CAM for our purposes.

3. Methodology

Our methodology is motivated by the unique architecture of Vision Transformers and their capability of creating models with improved trustworthiness. In particular, Swin Transformer (Liu et al., 2021b) was introduced to prove its capability of serving as a general-purpose backbone for computer vision. It is a hierarchical transformer which computes representations with shifted windows, bringing efficiency by limiting self-attention computation to non-overlapping local windows. Its key design element lies in the shift of the window partitions between consecutive self-attention layers.

3.1. Model Architecture

We propose the model architecture in Fig. 1, where we follow a transfer learning approach (Kolesnikov et al., 2019). We first conduct attention-based representation learning to build the backbone transformer model. We then freeze the encoder part and only fine-tune the classifier parts of the Swin Transformer models using the COVIDx data set. We specifically use the Swin-Base Transformer model, henceforth referred to as “Swin-B”. Models are created using TorchVision (Paszke et al., 2019), then modified such that the final fully connected layer is replaced with a single output neuron for binary classification. To produce probability distributions, a sigmoid layer is applied over the raw logits.

Validation is conducted after each training epoch and a classification threshold is calculated by maximizing validation F1-score. The model achieving the best validation accuracy is saved and then evaluated on the unseen test split. Finally, trustworthiness of the saved model is evaluated by calculating a “trust score” for the positive class according to the method described in (Wong et al., 2020). This metric expresses model trustworthiness by rewarding well-placed confidence and penalizing undeserved overconfidence. A higher trust score indicates that a model is more trustworthy.

3.2. Trust Score Computation

Trust scores are computed using the method introduced in (Wong et al., 2020). Given a question $x$, an answer $y$ given by a model $M$, such that $y = M(x)$, and $z$ representing the correct answer to $x$, we use $R_{y=z|M}$ to denote the space of all questions where the answer $y$ given by model $M$ matches the correct answer $z$. Similarly, $R_{y\neq z|M}$ is used to denote the space of all questions where $y$ does not match the correct answer. The confidence of $M$ in an answer $y$ to question $x$ is denoted as $C(y \mid x)$. Thus, the question-answer trust of an answer $y$ given by model $M$ for a question $x$, with
knowledge of the correct answer $z$, is defined as

$$Q_z(x, y) = \begin{cases} C(y \mid x) ^ \alpha, & \text{if } x \in R_{y=z|M} \\ (1 - C(y \mid x)) ^ \beta, & \text{if } x \in R_{y\neq z|M} \end{cases},$$

with $\alpha$ and $\beta$ denoting reward and penalty coefficients.

In practical usage with our models, we first calculate an optimal threshold value by maximizing F1-score on the validation split. Samples are individually passed through the model; outputs below the threshold are predicted to be negative, while outputs above the threshold are predicted to be positive. We then normalize outputs, such that negative predictions are scaled between 0 and 0.5 and positive predictions are scaled between 0.5 and 1. This allows us to represent model confidence, which is then used to compute a trust score according to the method introduced above. To equally reward well-placed confidence and undeserved overconfidence, we use $\alpha = \beta = 1$. Finally, an overall positive class trust score for the model is determined by calculating the mean of all individual scores for all of the positive samples in the unseen test split.

4. Experimental Results

4.1. Dataset

For a fair comparison, all the models are pre-trained on the same dataset ImageNet-1K (Deng et al., 2009). We fine-tune the models on COVIDx (Version 9B) (Wang et al., 2020), which consists of 30,482 chest radiographs with annotations on having COVID-19 or not (Table 1). The dataset has a defined testing subset of 400 images, which is used for evaluating the fine-tuned models. Within the training split, 10% of the images are sampled for validations.

| SPLIT | NEGATIVE | POSITIVE | TOTAL |
|-------|----------|----------|-------|
| TRAIN | 13,992   | 15,950   | 30,482|
| TEST  | 200      | 200      | 400   |

Table 1. Data split for COVIDx V9B

4.2. Experiment Setups

Input images are resized and center cropped to $224 \times 224$ and normalized, with random horizontal flipping as the only data augmentation being implemented. More data augmentations, while being effective for improving model performance (Touvron et al., 2020), will complicate the strict architecture-based comparison we are conducting. Cross-entropy loss with SGD optimizer is used with a weight decay of $1e-4$ and momentum of 0.9. Initial learning rates are set for the different number of training epochs (Table 2). Cosine annealing learning rate decay is used.

$$\text{Table 2. Initial learning rates by number of training epochs}$$

| EPOCHS | 30  | 50  | 100 | 200 |
|--------|-----|-----|-----|-----|
| INITIAL LR | 5e-4 | 5e-4 | 3e-4 | 1e-4 |

4.3. Model Performance and Trust

To establish a baseline result for the dataset, we fine-tune ResNet-50 and DenseNet-121 for 200 epochs and compute trust scores. Our best model fine-tuned on the Swin Transformer backbone is trained with 200 epochs. In Tables 3, 4, and 5, we also include the precision, sensitivity, and trust scores of models trained with less epochs.

$$\text{Table 3. Precision scores on the unseen COVIDx V9B test split. The best results in each class are bolded.}$$

| MODEL | NEGATIVE | POSITIVE |
|-------|----------|----------|
| ResNet (200 EPOCHS) | 0.952 | 1.000 |
| DenseNet (200 EPOCHS) | 0.948 | 0.995 |
| Swin-B (30 EPOCHS) | 0.926 | 1.000 |
| Swin-B (50 EPOCHS) | 0.935 | 1.000 |
| Swin-B (100 EPOCHS) | 0.930 | 1.000 |
| Swin-B (200 EPOCHS) | 0.952 | 1.000 |

$$\text{Table 4. Sensitivity scores on the unseen COVIDx V9B test split. The best results in each class are bolded.}$$

| MODEL | NEGATIVE | POSITIVE |
|-------|----------|----------|
| ResNet (200 EPOCHS) | 1.000 | 0.950 |
| DenseNet (200 EPOCHS) | 0.995 | 0.945 |
| Swin-B (30 EPOCHS) | 1.000 | 0.920 |
| Swin-B (50 EPOCHS) | 1.000 | 0.930 |
| Swin-B (100 EPOCHS) | 1.000 | 0.925 |
| Swin-B (200 EPOCHS) | 1.000 | 0.950 |

From the results in Tables 3 and 4, we see that the Swin-B models are consistently matching ResNet-50 and surpassing DenseNet-121 for the precision metric of the positive class and the sensitivity metric of the negative class. These metrics are especially meaningful in the context of medical imaging: a higher sensitivity score in the negative class implies that there are less false-positives. Moreover, the Swin-B model (200-epoch) was able to match the baseline ResNet-50 model in both classes for precision and sensitivity. This highly successful fine-tuned Swin-B model will be made publicly available upon acceptance of this work.

While the ResNet-50 model outperforms some Swin-B models (trained for less than 200 epochs) in terms of precision
Table 5. Trust scores calculated from each experiment on the positive class. The best result is bolded.

| MODEL               | TRUST SCORE |
|---------------------|-------------|
| ResNet (200 epochs) | 0.923       |
| DenseNet (200 epochs) | 0.922     |
| Swin-B (30 epochs)  | 0.943       |
| Swin-B (50 epochs)  | 0.959       |
| Swin-B (100 epochs) | 0.954       |
| Swin-B (200 epochs) | **0.963**   |

and recall, the results presented in Table 5 indicate that Swin-B models consistently achieve significantly higher trust scores than both ResNet-50 and DenseNet-121. The aforementioned Swin-B model (200-epoch) achieved the highest trust score out of all models. Thus, it is shown that Swin Transformers can achieve competitive performance to ResNet-50 and surpass DenseNet-121 while being significantly more trustworthy.

We conducted additional experiments to study representation learning capabilities of vanilla Swin Transformers. Specifically, fine-tuning was performed on a smaller variant of the Swin Transformer, the Swin-Tiny (Swin-T), and it is compared with the Swin-B model when both are fine-tuned for 50 epochs. Results are listed in Tables 6, 7, and 8. Although the Swin-T model is lackluster in terms of model performance, it achieved a trust score similar to Swin-B model, which is much higher than the ResNet-50 and DenseNet-121 baselines. This strengthens our conclusion that the Transformer architecture itself can contribute to model trustworthiness.

Table 6. Precision scores on the unseen COVIDx V9B test split.

| MODEL | NEGATIVE | POSITIVE |
|-------|----------|----------|
| Swin-T | 0.913    | 1.000    |
| Swin-B | 0.935    | 1.000    |

Table 7. Sensitivity scores on the unseen COVIDx V9B test split.

| MODEL | NEGATIVE | POSITIVE |
|-------|----------|----------|
| Swin-T | 1.000    | 0.905    |
| Swin-B | 1.000    | 0.930    |

4.4. Localization Map Analysis

We produce localization maps by computing Ablation-CAMs for our models, applied to over 100 images from the COVIDx test split. These maps highlight image regions deemed important by the model for classifications. Figures 2a and 2b show three example COVID-positive images and localization maps computed on the Swin-B model (200-epoch). Figure 2c shows corresponding maps produced by the ResNet-50 baseline model on the same images.

The localization maps produced by Swin Transformers highlight the lung area, successfully focusing on the ground glass pattern, consolidation and peripheral linear opacities used by human doctors for diagnosis (Cleverley et al., 2020). In contrast, maps produced by the ResNet-50 are less successful, highlighting irrelevant areas such as shoulders and arms, sometimes missing the lungs entirely.

5. Conclusion

In the context of building healthcare AI models, we propose an attention-based model architecture to improve model trustworthiness, an important topic for researchers, clinicians, and patients. We have compared the effectiveness of Transformer and CNN models used as backbone architectures for screening COVID-19 patients using chest X-ray
images. Through quantitative and qualitative evaluations, we demonstrate that the attention-based models are capable of matching CNN models in performance, while achieving significantly higher trustworthiness. This advantage is further validated through localization maps, which highlight regions deemed important by the models. The Transformers are shown to be better at identifying medically relevant lung regions than CNNs. We conclude that the trustworthiness and performance obtained by the Transformers are due to their architecture improvements over the CNN counterparts; therefore, models built upon attention-based backbone architectures are promising for medical imaging tasks, including COVID-19 and other healthcare applications.

For further improvement, our future work includes fine-tuning with the larger “Swin-L” Transformer model. Moreover, experiments with different loss functions instead of standard cross-entropy loss, such as those designed for medical image analysis (Yuan et al., 2020), will be further studied to improve performance and trust. To test the generalization capability of the proposed approach, we plan to validate the pipeline on other datasets including SIIM-FISABIO-RSNA (Lakhani et al., 2021). Finally, while Transformer-based models are currently popular in the field of computer vision, innovations have not stopped for CNN models. We are interested in comparing Transformers to newer CNN models, such as ConvNeXt (Liu et al., 2022), which has achieved excellent results by incorporating Transformer-like characteristics into CNN architectures.
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