ALEXANDER INVARIANTS AND COHOMOLOGY JUMP LOCI IN GROUP EXTENSIONS

ALEXANDER I. SUCIU

Abstract. We study the integral, rational, and modular Alexander invariants, as well as the cohomology jump loci of groups arising as extensions with trivial algebraic monodromy. Our focus is on extensions of the form $1 \to K \to G \to Q \to 1$, where $Q$ is an abelian group acting trivially on $H_1(K; \mathbb{Z})$, with suitable modifications in the rational and mod-$p$ settings. We find a tight relationship between the Alexander invariants, the characteristic varieties, and the resonance varieties of the groups $K$ and $G$. This leads to an inequality between the respective Chen ranks, which becomes an equality in degrees greater than 1 for split extensions.

1. Introduction

1.1. Overview. The Alexander invariants and the characteristic varieties of spaces and groups have their origin in the study of the Alexander polynomials of knots and links. The basic topological idea in defining these invariants is to take the homology of the universal abelian cover of a cellular complex $X$ and view it as a module over the group ring of $H_1(p; \mathbb{Z})$. One then studies the support loci of these modules, or, alternatively, the characteristic varieties, which are the jump loci for homology with coefficients in rank 1 local systems on $X$.

From a group-theoretical point of view, one looks at the fundamental group, $G = \pi_1(X)$, and its derived series, $G \triangleleft G' \triangleleft G'' \triangleleft \cdots$. Since all the successive quotients of this series are abelian, and since $G_{ab} = G'/G''$ naturally acts on the group $B(G) = G'/G''$, one may view $B(G)$ as a module over the group ring $\mathbb{Z}[G_{ab}]$, filtered by the powers of the augmentation ideal. The group $G$ is also filtered by its lower central series, $G \triangleleft [G, G] \triangleleft [G, [G, G]] \triangleleft \cdots$, whose successive quotients are again abelian, and whose associated graded object, $\text{gr}(G)$, inherits the structure of a graded Lie algebra. As noted by Massey in [48], when $G_{ab}$ is finitely generated, the ranks of the associated graded module of $B(G)$ determine the Chen ranks of $G$, that is, the ranks of its Chen Lie algebra, $\text{gr}(G'/G'')$.
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The Alexander invariant, $B(G)$, determines the characteristic varieties, $\mathcal{V}^r_k(G)$, which live inside the character group, $\text{Hom}(G, \mathbb{C}^*)$. The infinitesimal version of this theory starts from the low-degrees cup-product map in group cohomology, $\cup_G : H^1(G; \mathbb{Z}) \wedge H^1(G; \mathbb{Z}) \to H^2(G; \mathbb{Z})$, and builds from it the infinitesimal Alexander invariant $\mathfrak{B}(G)$ and the resonance varieties $\mathcal{R}^r_k(G)$, which live inside the affine space $H^1(G; \mathbb{C})$. As shown in [26], under a formality assumption, there is a strong relationship between the modules $B(G)$ and $\mathfrak{B}(G)$, on the one hand, and the characteristic and resonance varieties (collectively known as the cohomology jump loci) of $G$, on the other hand.

We revisit here these classical topics from three main directions. First, we broaden the study of the Alexander invariants to include their rational and modular versions, based on the maximal torsion-free abelian cover and the mod-$p$ congruence covers of a space, or, alternatively, on the rational and mod-$p$ variants of the derived series. Second, we analyze the behavior of the Alexander-type invariants in short exact sequences of the form $1 \to K \to G \to Q \to 1$, where the quotient group $Q$ is abelian and the sequence stays exact upon abelianization, with suitable modifications in the rational and modular settings. Thirdly, we establish a tight relationship between the cohomology jump loci and the Chen ranks of the groups $G$ and $K$ in such sequences. We proceed now to give a more detailed account of the main results of this paper.

1.2. Lower central series and derived series. Among all the descending series of subgroups associated to a group $G$, the most prominent are the lower central series, $\{\gamma_n(G)\}_{n \geq 1}$, and the derived series, $\{G^{(r)}\}_{r \geq 0}$. Following [4, 12, 13, 14, 15, 35, 67, 68], we also consider the rational and mod-$p$ variants of these series. All these series start at $G$, and obey the following recursion formulas:

1. $\gamma_{n+1}(G) = [G, \gamma_n(G)]$
2. $G^{(r)} = [G^{(r-1)}, G^{(r-1)}]$
3. $\gamma_{n+1}^p(G) = (\gamma_n^p(G))^p [G, \gamma_n^p(G)]$
   $G^{(r)}_p = (G^{(r-1)}_p)^p [G^{(r-1)}_p, G^{(r-1)}_p].$

Here, for a subset $S \subseteq G$, we let $\sqrt{S}$ denote the set of elements $g \in G$ such that $g^m \in S$ for some $m > 0$, and for a subgroup $H \leq G$, we let $H^p = \{g^p \mid g \in H\}$ denote the subgroup generated by the $p$-powers of elements in $H$ (see also [36, 43, 44]). Moreover, the notation $HK$ in (3) is shorthand for the subgroup of $G$ generated by $H$ and $K$. The successive quotients of all these series are abelian groups, which are torsion-free in case (2) and elementary $p$-groups in case (3). In particular, $G/G'_G = G_{ab}$ is the abelianization of $G$, while $G/G'_G = G_{ab}$ is its maximal torsion-free abelian quotient and $G/G'_G = H_1(G; \mathbb{Z}_p)$ is the maximal elementary $p$-abelian quotient of $G$.

The direct sum of the lower central series quotients, $\text{gr}(G) = \bigoplus_{n \geq 1} \gamma_n(G)/\gamma_{n+1}(G)$, acquires the structure of a graded Lie algebra, with addition induced from the group multiplication and Lie bracket induced from the group commutator. The associated graded Lie algebra $\text{gr}(G)$ is generated by its degree 1 piece, $\text{gr}_1(G) = G_{ab}$. Thus, if the first Betti number $b_1(G) = \dim H_1(G, \mathbb{Q})$ is finite, the LCS ranks $\phi_n(G) = \dim_{\mathbb{Q}} \text{gr}_n(G) \otimes \mathbb{Q}$ are also
finite. The graded Lie algebras $\text{gr}^{q}(G)$ and $\text{gr}^{p}(G)$ and their graded ranks are defined in like manner. Moreover, if $b_{1}(G) < \infty$, then $\phi^{q}_{n}(G) = \phi_{n}(G)$, and if $\beta^{q}_{n}(G) = \dim_{\mathbb{Z}_{p}} H_{1}(G; \mathbb{Z}_{p})$ is finite, then so are the mod-$p$ LCS ranks, $\phi^{q}_{n}(G)$.

Replacing in this construction the group $G$ by its maximal metabelian quotient, $G/G''$, leads to the Chen Lie algebra, $\text{gr}(G/G'')$, studied in [9, 47, 48, 53, 78]. We also consider the Lie algebras $\text{gr}^{q}(G/G''_q)$ and $\text{gr}^{p}(G/G''_p)$. The graded ranks of all these Lie algebras, $\theta_{n}(G) = \theta^{q}_{n}(G)$ and $\theta^{p}_{n}(G)$, are bounded above by the corresponding LCS ranks.

1.3. Alexander invariants. We are primarily interested here in the Alexander-type invariants associated with the three kinds of derived series from (1)–(3), and how these modules relate to other group invariants. As mentioned in §1.1, the classical Alexander invariant of $G$ is the abelian group

$$B(G) = G'/G'' 
\tag{4}$$

viewed as a module over the group-ring $\mathbb{Z}[G_{ab}]$. We introduce and study here two variations thereof: the rational Alexander invariant is the quotient $B^{\mathbb{Q}}(G) = G^{\mathbb{Q}}/G''$, viewed as a module over $\mathbb{Z}[G_{ab}]$, while the mod-$p$ Alexander invariant is the quotient $B_{p}(G) = G^{p}/G''$, viewed as a module over $\mathbb{Z}_{p}[H_{1}(G; \mathbb{Z}_{p})]$. In the process, we define analogues of the Crowell exact sequence, relating the the Alexander invariant, the Alexander module, and the augmentation ideal of the group ring. Important to our analysis are the naturality properties of these constructions. For instance, every homomorphism $\alpha: G \to H$ gives rise to a morphism of modules, $B(\alpha): B(G) \to B(H)$, which covers the ring map $\alpha_{ab}: \mathbb{Z}[G_{ab}] \to \mathbb{Z}[H_{ab}]$. In turn, $B(\alpha)$ factors through a $\mathbb{Z}[G_{ab}]$-linear map from $B(G)$ to the module $B(H)_{\alpha}$ obtained from $B(H)$ by restriction of scalars along $\alpha_{ab}$.

In [48], Massey uncovered a very fruitful connection between the Alexander invariant of a group and the lower central series of its maximal metabelian quotient. Due to the importance of this connection to the further development of the subject, we provide in §6 a complete account of the result (part (1) of the theorem below), and establish rational and modular analogues of Massey’s correspondence. We summarize these results, as follows.

**Theorem 1.1.** For a group $G$, the following hold, for all $n \geq 0$.

1. $\beta^{q}_{n}(G) = \gamma_{n+2}(G/G'')$, where $I$ is the augmentation ideal of $\mathbb{Z}[G_{ab}]$.
2. $\beta^{p}_{n}(B^{\mathbb{Q}}(G) \otimes \mathbb{Q}) = \gamma_{n+2}(G/G''_{q}) \otimes \mathbb{Q}$, where $I$ is the augmentation ideal of $\mathbb{Q}[G_{abf}]$.
3. $\beta^{p}_{n}(B_{p}(G)) = \gamma_{n+2}(G/G''_{p})$, where $I$ is the augmentation ideal of $\mathbb{Z}_{p}[H_{1}(G; \mathbb{Z}_{p})]$.

This theorem proves to be very useful, in a variety of contexts. For instance, when $G$ is finitely generated, it allows us to express the generating series for the three flavors of Chen ranks in terms of the Hilbert series for the corresponding Alexander invariants.

We also relate in this work the integral and rational versions of the Alexander invariant. To start with, we show in Proposition 3.5 that the inclusion $G' \hookrightarrow G''_{q}$ induces a functorial morphism, $\kappa: B(G) \to B^{\mathbb{Q}}(G)$. When $\text{Tors}(G_{ab})$ is finite, the map $\kappa \otimes \mathbb{Q}: B(G) \otimes \mathbb{Q} \to B^{\mathbb{Q}}(G) \otimes \mathbb{Q}$ is surjective, but in general it is not an isomorphism. Nevertheless, if $b_{1}(G) < \infty$, we prove in Theorem 6.9, that $\kappa \otimes \mathbb{Q}$ induces isomorphisms on $I$-adic completions and
associated graded modules. This theorem partly overlaps with a result from [21], where the group \( G' \) is called the Johnson kernel of \( G \), due to the role it plays in D. Johnson’s study of the Torelli group of a surface and of the Johnson homomorphism.

1.4. **Group extensions.** Our main focus in this paper is on how the algebraic and geometric invariants of groups mentioned above behave under group extensions. Given a short exact sequence of groups,

\[
1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1,
\]

we relate—under suitable assumptions—the Alexander invariants, the characteristic varieties, the associated graded Lie algebras, and the Chen Lie algebras of the group \( G \) to those of its subgroup \( K \). The assumptions we make are tailored to the three versions (integral, rational, and modular) under consideration, and are basically of two types.

One type of constraint is on the group \( Q \): we require it to be abelian, specializing to torsion-free in the \( Q \)-version and elementary \( p \)-abelian in the mod-\( p \) version. The other type of constraint is on the exactness of the sequence obtained from the given one by applying the functors sending \( G \) to \( G_{\text{ab}} \), \( G_{\text{abf}} \), and \( G_{\text{ab}} \otimes \mathbb{Z}_p \), respectively; when that happens, we say (5) is an \( ab \)-exact, \( abf \)-exact, or \( p \)-exact sequence, respectively. When the given sequence splits, these conditions amount to the triviality of the action of \( Q \) on \( K_{\text{ab}} \), \( K_{\text{abf}} \) (or \( K_{\text{ab}} \otimes \mathbb{Q} \) if \( K_{\text{abf}} \) is finitely generated), and \( K_{\text{ab}} \otimes \mathbb{Z}_p \), respectively. In the split case, our study relies on work of [5, 31, 32, 62] and our recent results from [74] regarding the several types of lower central series and associated graded Lie algebras of split extensions.

Examples of (split) \( ab \)-exact extensions include the right angled Artin groups \( G \) associated to finite, connected graphs, with subgroup \( K \) the corresponding Bestvina–Brady group (Examples 8.5, 13.8, 17.8) or certain Artin kernels (Example 9.6); the fundamental groups of complements of arrangements of transverse planes through the origin of \( \mathbb{R}^4 \) (Examples 8.6, 13.12, 17.5); other types of link groups (Example 8.7); and the pure braid groups \( P_n \) (Example 13.10).

1.5. **Alexander invariants in group extensions.** We are now in a position to summarize our main results connecting the aforementioned algebraic invariants of a group \( G \) and a normal subgroup \( K \triangleleft G \). The first result deals with the integral case, and is proved in Theorem 8.9 and Corollary 8.10, where more detailed statements can be found.

**Theorem 1.2.** Suppose \( 1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1 \) is an \( ab \)-exact sequence of groups, and \( Q \) is abelian. Then,

1. The induced map on Alexander invariants, \( B(i) : B(K) \rightarrow B(G) \), factors through a \( \mathbb{Z}[K_{\text{ab}}] \)-linear isomorphism, \( B(K) \rightarrow B(G) \).
2. If \( G_{\text{ab}} \) is finitely generated, then \( \theta_n(K) \leq \theta_n(G) \) for all \( n \geq 1 \).
3. If the sequence is split exact, then \( i \) induces isomorphisms of graded Lie algebras, \( \text{gr}_{\geq 2}(K) \xrightarrow{\cong} \text{gr}_{\geq 2}(G) \) and \( \text{gr}_{\geq 2}(K/K') \xrightarrow{\cong} \text{gr}_{\geq 2}(G/G') \). Consequently, if \( b_1(G) < \infty \), then \( \phi_n(K) = \phi_n(G) \) and \( \theta_n(K) = \theta_n(G) \) for all \( n \geq 2 \).
When $G = G_{\Gamma}$ is the right-angled Artin group associated to a finite simple graph $\Gamma$ and $K = N_{\Gamma}$ is the corresponding Bestvina–Brady group from [7], the above theorem recovers in a slightly stronger form several results from [55]. The next result deals with the rational case, and is proved in Theorem 9.8 and Corollary 9.9.

**Theorem 1.3.** Suppose (5) is an abf-exact sequence and $Q$ is torsion-free abelian. Then,

1. The map $\iota$ induces a $\mathbb{Z}[K_{ab}]$-linear isomorphism, $B_{q}(K) \rightarrow B_{q}(G)$.
2. If $G_{ab}$ is finitely generated, then $\theta_{n}(K) \leq \theta_{n}(G)$ for all $n \geq 1$.
3. If the sequence is split exact, then $\iota$ induces isomorphisms of graded Lie algebras, $\text{gr}_{\neq 2}^{q}(K) \xrightarrow{\cong} \text{gr}_{\neq 2}^{q}(G)$ and $\text{gr}_{\neq 2}^{q}(K/K'') \xrightarrow{\cong} \text{gr}_{\neq 2}^{q}(G/G'')$. Consequently, if $b_{1}(G) < \infty$, then $\phi_{n}(K) = \phi_{n}(G)$ and $\theta_{n}(K) = \theta_{n}(G)$ for all $n \geq 2$.

One instance where this theorem applies is the case when $K$ is the fundamental group of a connected CW-complex $X$ with $b_{1}(X) < \infty$ and $G$ is the fundamental group of the mapping torus of a map $f: X \rightarrow X$ inducing the identity on $H_{1}(X; \mathbb{Q})$; see Corollary 9.10.

The last result of this type deals with the modular case, and is proved in Theorem 10.4 and Corollary 10.5.

**Theorem 1.4.** Suppose (5) is a $p$-exact sequence and $Q$ is an elementary abelian $p$-group. Then

1. The map $\iota$ induces a $\mathbb{Z}_{p}[K_{ab}] \otimes \mathbb{Z}_{p}$-linear isomorphism, $B_{p}(K) \rightarrow B_{p}(G)$.
2. If $b_{1}^{p}(G) < \infty$, then $\theta_{n}^{p}(K) \leq \theta_{n}^{p}(G)$ for all $n \geq 1$.
3. If the sequence is split exact, then $\iota$ induces isomorphisms of graded Lie algebras, $\text{gr}_{\neq 2}^{p}(K) \xrightarrow{\cong} \text{gr}_{\neq 2}^{p}(G)$ and $\text{gr}_{\neq 2}^{p}(K/K'') \xrightarrow{\cong} \text{gr}_{\neq 2}^{p}(G/G'')$. Moreover, if $b_{1}^{p}(G) < \infty$, then $\phi_{n}^{p}(K) = \phi_{n}^{p}(G)$ and $\theta_{n}^{p}(K) = \theta_{n}^{p}(G)$ for all $n \geq 2$.

1.6. **Characteristic varieties.** For a finitely generated group $G$, the set of complex-valued characters, $\mathcal{T}_{G} = \text{Hom}(G, \mathbb{C}^{*})$, is a complex algebraic variety, with coordinate ring $\mathbb{C}[G_{ab}]$, and also an abelian group, with multiplication given by $(\rho \cdot \rho')(g) := \rho(g)\rho'(g')$ for characters $\rho, \rho': G \rightarrow \mathbb{C}^{*}$. In fact, since the group operations are regular maps, $\mathcal{T}_{G}$ is a complex algebraic group; as such, it is isomorphic to $(\mathbb{C}^{*})^{r} \times \text{Tors}(G_{ab})$, where $r = b_{1}(G)$. This group may be thought of as the moduli space of rank 1 local systems, $\mathbb{C}_{p}$, on a connected CW-complex $X$ with fundamental group $G$. Taking homology with coefficients in such local systems carves out subvarieties $\mathcal{V}_{k}(G) \subset \mathcal{T}_{G}$ where the $\mathbb{C}$-vector space $H_{1}(X, \mathbb{C}_{p})$ has dimension at least $k$.

The geometry of these characteristic varieties is intimately related to the homological and finiteness properties of normal subgroups $K \triangleleft G$ with abelian quotient $Q = G/K$ and of regular, abelian covers of spaces $X$ with $\pi_{1}(X) = G$. For instance, the stratification of the character group by the varieties $\mathcal{V}_{k}(G)$ determines the first Betti number of any finite abelian cover $Y$ as above, see e.g. [45, 52]. The characteristic varieties also carry precise information regarding the homological and geometric finiteness properties of infinite abelian covers, see e.g. [25, 27, 58, 70], and provide powerful obstructions to formality and quasi-projectivity of spaces and groups, see e.g. [25, 26, 57].
The characteristic varieties of a group $G$ are controlled by its Alexander invariant in a manner that is crucial to our analysis. More precisely, $\mathcal{V}_k(G)$ coincides (at least away from the identity character 1), with the support of the $k$-th exterior power of the $\mathbb{C}[G_{ab}]$-module $B(G) \otimes \mathbb{C}$. Furthermore, letting $\mathcal{W}_k(G)$ be the intersection of $\mathcal{V}_k(G)$ with the identity component of the character group, we have that

\begin{equation}
\mathcal{W}_k(G) = \text{supp}(\bigwedge^k B_{Q}(G) \otimes \mathbb{C}),
\end{equation}

at least away from 1. Although results along these lines have been known for a long time (see e.g. [25, 38, 45, 52]), there does not appear to be a complete proof in the literature, at least not in the generality posited here; therefore, we supply full details in Theorems 12.6 and 12.9.

1.7. Characteristic varieties in group extensions. We are now in a position to summarize our main results connecting the characteristic varieties of groups $G$ and $K$ as above.

**Theorem 1.5.** Let $1 \to K \to G \to Q \to 1$ be an exact sequence of finitely generated groups.

1. If the sequence is $ab$-exact and $Q$ is abelian, then the map $i^* : \mathcal{V}_k(G) \to \mathcal{V}_k(K)$ for all $k \geq 1$; furthermore, $i^* : \mathcal{V}_1(G) \to \mathcal{V}_1(K)$ is a surjection.

2. If the sequence is $ab$-exact and $Q$ is torsion-free abelian, then the map $i^* : \mathcal{W}_k(G) \to \mathcal{W}_k(K)$ for all $k \geq 1$; furthermore, $i^* : \mathcal{W}_1(G) \to \mathcal{W}_1(K)$ is a surjection.

This result is proved in Theorem 13.3. As a corollary, we show the following: If $\mathcal{V}_1(G)$ is finite (in the first case), or $\mathcal{W}_1(G)$ is finite (in the second case), then the Chen ranks $\theta_n(K)$ vanish for all sufficiently large $n$.

In upcoming work [75], we will apply Theorem 1.5 to the study of Milnor fibrations of complex hyperplane arrangements. Given an arrangement $\mathcal{A} = \{H_1, \ldots, H_s\}$ in $\mathbb{C}^d$, where each hyperplane $H_i$ is the kernel of a linear form $\alpha_i : \mathbb{C}^d \to \mathbb{C}$, the product of these forms, $f$, is a polynomial of degree $n$ in $d$ variables. Letting $M = \{f \neq 0\}$ be the complement of the arrangement in $\mathbb{C}^d$, the polynomial map $f : \mathbb{C}^d \to \mathbb{C}$ restricts to a map $f : M \to \mathbb{C}^s$. The latter map was shown by Milnor to be a smooth fibration, with fiber $F = \{f = 1\}$ and monodromy $h : F \to F$ given by $h(z) = e^{2\pi i/n}z$. Setting $G = \pi_1(M)$ and $K = \pi_1(F)$, we may apply parts (1) or (2) of the theorem, under the hypothesis that $h_*$ acts trivially on $H_1(K; \mathbb{Z})$ or $H_1(K; \mathbb{Q})$, respectively. Examples from [72, 75] show that the maps $i^* : \mathcal{V}_k(G) \to \mathcal{V}_k(K)$ and $i^* : \mathcal{W}_k(G) \to \mathcal{W}_k(K)$ may fail to be surjective for $k > 1$, even in this very special context. This phenomenon leads to subtle invariants that can distinguish the homotopy types of the Milnor fibers of certain arrangements whose complements are homotopy equivalent.

1.8. Holonomy, formality, and resonance. There are two other important Lie algebras associated to a finitely generated group $G$. The first one is the holonomy Lie algebra, $h(G)$, which was defined by Chen [10] as the quotient of the free Lie algebra on $G_{abf}$ by the Lie
ideal generated by the image of the dual of the cup-product map $\cup_G$. This is a quadratic Lie algebra which maps surjectively to $\text{gr}(G)$. The graded ranks of its second derived quotient, $\bar{\theta}_n(G)$—known as the holonomy Chen ranks—are bounded below by the usual Chen ranks. Following [53], we use the holonomy Lie algebra to construct an infinitesimal version of the Alexander invariant, 

\[(\mathfrak{B}_n(G) = b(G)'/b(G)''),\]

which is a graded module over the symmetric algebra $\text{Sym}(G_{abf})$, whose graded ranks coincide with the holonomy Chen ranks, after a shift of 2.

From a rational homotopy point of view, most important is the Malcev Lie algebra, $m(G)$, defined by Quillen in [65] as the (complete, filtered) Lie algebra of primitive elements in the $I$-adic completion of $\mathbb{Q}[G]$. The associated graded Lie algebra with respect to this filtration, $\text{gr}(m(G))$, is isomorphic to $\text{gr}(G) \otimes \mathbb{Q}$. The group $G$ is said to be graded formal if the canonical surjection $b(G) \otimes \mathbb{Q} \twoheadrightarrow \text{gr}(G) \otimes \mathbb{Q}$ is an isomorphism; it is 1-formal if, in addition, $m(G)$ is isomorphic, as a filtered Lie algebra, to the completion of $\text{gr}(G) \otimes \mathbb{Q}$ with respect to the bracket-length filtration.

The resonance varieties of $G$ are infinitesimal analogues of the characteristic varieties, defined purely in terms of cohomological data. More precisely, let $H^* = H^*(G; \mathbb{C})$ be the cohomology algebra of $G$. For each $k \geq 1$, the depth $k$ resonance variety $\mathcal{R}_k(G)$ consists of all elements $a \in H^1$ for which there exist $u_1, \ldots, u_k \in H^1$ such that $au_i = 0$ in $H^2$ and $\{a, u_1, \ldots, u_k\}$ are linearly independent. These sets are homogeneous algebraic subvarieties of the affine space $H^1 = \mathbb{C}^r$ which are controlled by the infinitesimal Alexander invariant; more exactly,

\[(8) \quad \mathcal{R}_k(G) = \text{supp} \left( \bigwedge^k \mathfrak{B}(G) \otimes \mathbb{C} \right),\]

at least away from 0. This was proved in [23, 24] in the case when $G$ is finitely generated; we give in Theorem 16.2 a different proof—valid for all groups with $b_1(G) < \infty$—based on the BGG correspondence and an infinitesimal version of the Crowell exact sequence.

The resonance varieties capture deep information about qualitative properties and numerical invariants of a finitely generated group $G$. When compared to the characteristic varieties via the Tangent Cone theorem of [26], they obstruct $G$ from being 1-formal, or being realizable as the fundamental group of a quasi-projective or Kähler manifold. In favorable situations, they do allow for the computation of the Chen ranks $\theta_n(G)$ in terms of the dimensions of the irreducible components of $\mathcal{R}_1(G)$; see [1, 3, 16, 69]. Finally, they have applications to the study of homological finiteness properties in the Johnson filtration of mapping class groups and automorphism groups of free groups, and to Green’s conjecture on free resolutions of canonical curves; see [2, 21, 23, 59, 61].

1.9. Resonance varieties in extensions. Our final result relates the resonance varieties of a group $G$ to those of a normal subgroup $K \triangleleft G$, under suitable assumptions on the quotient $Q = G/K$ and its action on the first homology of $K$, as well as on the formality properties of $G$ and $K$. In Theorems 17.2 and 17.6, we establish the following result, which is one of the main results of this paper.
Theorem 1.6. Let \( 1 \to K \to G \to Q \to 1 \) be an exact sequence of finitely generated groups. Suppose that either one of the following set of conditions is satisfied.

1. The sequence is split exact, \( G \) is graded formal, \( Q \) is abelian, and \( Q \) acts trivially on \( H_1(K; \mathbb{Q}) \).

2. The sequence is ab-exact, \( G \) and \( K \) are 1-formal, and \( Q \) is abelian.

3. The sequence is abf-exact, \( G \) and \( K \) are 1-formal, and \( Q \) is torsion-free abelian.

Then the homomorphism \( \iota^*: H^1(G, \mathbb{C}) \to H^1(K, \mathbb{C}) \) restricts to maps \( \iota^*: \mathcal{B}_k(G) \to \mathcal{B}_k(K) \) for all \( k \geq 1 \); furthermore, the map \( \iota^*: \mathcal{B}_1(G) \to \mathcal{B}_1(K) \) is a surjection.

In particular, if any one of the above conditions is satisfied and if \( \mathcal{B}_1(G) \subseteq 0 \), then we infer from the above theorem that \( \mathcal{B}_1(K) \subseteq 0 \), which in turn implies that the \( \mathbb{Q} \)-vector space \( \mathcal{B}(K) \otimes \mathbb{Q} \) is finite-dimensional. Under the 1-formality assumptions from either (2) or (3), we conclude that \( \theta_n(G) \) and \( \theta_n(K) \) vanish for sufficiently large \( n \).

When \( G = G_\Gamma \) and \( K = N_\Gamma \) are the right-angled Artin group and the Bestvina–Brady group associated to a connected graph \( \Gamma \), the theorem recovers one of the main results from [55] and extends it further. In [75] we will apply Theorem 1.6 in the case when \( G \) is a complex arrangement group, \( K \) is the group of its Milnor fiber, and the monodromy of the Milnor fibration acts trivially on \( H_1(K; \mathbb{Q}) \).

1.10. Organization. The paper is organized in four parts of roughly equal length.

Part I deals with the Alexander invariants, the derived series, and the lower central series of a group. We concentrate in §2 on the classical derived series and the associated Alexander invariant. In §3 we turn to the rational version of these objects, while in §4 we study the mod-\( p \) version. We conclude in §5 with a quick review of the corresponding lower central series, associated graded Lie algebras, and Chen Lie algebras.

Part II explores group extensions of the form \( 1 \to K \to G \to Q \to 1 \), focussing on the relationship between the Alexander invariants and the lower central series of those groups. We start in §6 with Massey’s correspondence between the filtration of the Alexander invariant of \( K \) by powers of the augmentation ideal of \( Q \) and the lower central series of the maximal metabelian quotient of \( G \). We continue in §7 with an overview of the lower central series and associated graded algebras of split extensions of groups. In §8 we explore ab-exact sequences, and establish our results on the way the Alexander invariants and the Chen ranks behave under such extensions. We prove analogous results for abf-exact sequences in §9 and for \( p \)-exact sequences in §10.

Parts III and IV contain a detailed study of the cohomology jump loci of a finitely generated group, and the way these loci behave under the aforementioned types of group extensions. We start in §11 with the characteristic varieties, and continue in §12 with the Alexander varieties, focussing on the relationship between the two. In §13 we establish our structural results relating the characteristic varieties of a group \( G \) to those of a normal subgroup \( K \) under appropriate assumptions. After discussing in §14 the Malcev and holonomy Lie algebras of a group and the resulting notion of 1-formality, we provide in §15 and §16 detailed information on the infinitesimal Alexander invariant and the resonance
varieties. Finally, we establish in §17 our results on the way resonance behaves in ab- and abf-exact group extensions, under suitable formality hypothesis.

**Part I. Alexander invariants**

2. **Derived series and the Alexander invariant**

We start with a review of the derived series and the Alexander invariant of a group, and discuss some of their basic properties.

2.1. **Derived series.** Let $G$ be a group. If $H$ and $K$ are subgroups of $G$, then $[H, K]$ denotes the subgroup of $G$ generated by all elements of the form $[a, b] = aba^{-1}b^{-1}$ with $a \in H$ and $b \in K$. If both $H$ and $K$ are normal subgroups, then their commutator $[H, K]$ is again a normal subgroup. Moreover, if $\alpha : G \to H$ is a homomorphism, then

$$\alpha([H, K]) \subseteq [\alpha(H), \alpha(K)]. \quad (9)$$

The derived series of $G$, denoted $\{G^{(r)}\}_{r \geq 0}$, is defined inductively by (1); in particular, $G^{(1)} = G'$ is the derived subgroup and $G^{(2)} = G''$. Using (9) and induction on $r$, it is readily seen that the terms of the derived series are fully invariant subgroups; that is, if $\alpha : G \to H$ is a group homomorphism, then $\alpha(g) \in H$ for all $g \in G$. Consequently, the derived series is a normal series, i.e., $G^{(r)} \triangleleft G$, for all $r$. Moreover, since $G^{(r-1)}/G^{(r)} = (G^{(r-1)})_{ab}$, all the successive quotients of the series are abelian groups.

A group $G$ is said to be **solvable** if its derived series of $G$ terminates in finitely many steps; that is, $G^{(\ell)} = \{1\}$ for some integer $\ell \geq 0$. The smallest such integer, $\ell(G)$, is then called the derived length of $G$. Clearly, $\ell(G) \leq 1$ if and only if $G$ is abelian, while $\ell(G) \leq 2$ if and only if $G$ is metabelian. The maximal solvable quotient of $G$ of length $r$ is $G/G^{(r)}$; in particular, the maximal metabelian quotient is $G/G''$.

2.2. **Alexander invariant and Alexander module.** Among the successive quotients of the derives series of a group $G$, the second one plays a special role. The Alexander invariant of $G$ is the abelian group

$$B(G) := G'/G'' \quad (10)$$

viewed as a module over the group-ring $\mathbb{Z}[G_{ab}]$; alternatively, $B(G) = G_{ab} = H_1(G_{ab}; \mathbb{Z})$. Addition in $B(G)$ is induced from multiplication in $G$, to wit, $(xG') + (yG'') = xyG''$ for all $x, y \in G'$, while scalar multiplication is induced from conjugation in the maximal metabelian quotient, $G/G''$, via the exact sequence

$$1 \longrightarrow G'/G'' \longrightarrow G/G'' \longrightarrow G/G' \longrightarrow 1. \quad (11)$$

That is, $gG' \cdot xG'' = gxG''$ for all $g \in G$ and $x \in G'$, with the action of $G/G' = G_{ab}$ extended $\mathbb{Z}$-linearly to the whole of $\mathbb{Z}[G_{ab}]$. 

The augmentation map, \( \varepsilon : \mathbb{Z}[G] \to \mathbb{Z} \), is the linear extension to group rings of the trivial homomorphism, \( G \to \{1\} \); let \( I(G) = \ker(\varepsilon) \) be the augmentation ideal. Closely related to the Alexander invariant is the **Alexander module** of \( G \),

\[
A(G) = \mathbb{Z}[G_{ab}] \otimes_{\mathbb{Z}[G]} I(G),
\]

with \( \mathbb{Z}[G_{ab}] \)-module structure coming from multiplication on the left factor.

In order to better understand the \( \mathbb{Z}[G_{ab}] \)-modules \( A(G) \) and \( B(G) \), we will look at them next from a topological point of view, following the approach of Massey from [48].

### 2.3. **Topological interpretation.**

Let \( X \) be a connected CW-complex with \( \pi_1(X, x_0) = G \). (We may assume \( X \) has a single 0-cell, which we then take as the basepoint \( x_0 \).) Lifting the cell structure of \( X \) to the maximal abelian cover, \( q : X^{ab} \to X \), we obtain an augmented chain complex of free \( \mathbb{Z}[G_{ab}] \)-modules,

\[
\cdots \to C_2(X^{ab}; \mathbb{Z}) \xrightarrow{\partial_2} C_1(X^{ab}; \mathbb{Z}) \xrightarrow{\partial_1} C_0(X^{ab}; \mathbb{Z}) \xrightarrow{\varepsilon} \mathbb{Z} \to 0,
\]

where \( C_0(X^{ab}; \mathbb{Z}) = \mathbb{Z}[G_{ab}] \) and \( \varepsilon \) is the augmentation map. Since \( \pi_1(X^{ab}) = G' \), the Alexander invariant \( B(G) = (G')_{ab} \) is isomorphic to \( H_1(X^{ab}; \mathbb{Z}) \), the first homology group of the chain complex (13), with module structure induced by the action of \( G_{ab} \) by deck transformations. In other words, \( B(G) = H_1(X; \mathbb{Z}[G_{ab}]) \).

**Example 2.1.** Let \( X = \bigvee^n S^1 \) be a wedge of \( n \) circles. Identify \( \pi_1(X) \) with the free group \( F_n = \langle x_1, \ldots, x_n \rangle \) and \((F_n)_{ab} \) with \( \mathbb{Z}^n \). The chain complex \((C_i((T^n)^{ab}; \mathbb{Z}), \partial_i^{ab})\) of the universal (abelian) cover of the \( n \)-torus \( T^n = K(\mathbb{Z}^n, 1) \) may be viewed as the Koszul complex on elements \( t_1-1, \ldots, t_n-1 \) over the ring \( \mathbb{Z}[\mathbb{Z}^n] = \mathbb{Z}[t_1^{\pm 1}, \ldots, t_n^{\pm 1}] \). The Alexander invariant \( B(F_n) \), then, equals the \( \mathbb{Z}[\mathbb{Z}^n] \)-module \( \coker(\partial_3^{ab}) \); in particular, \( B(F_2) = \mathbb{Z}[\mathbb{Z}^2] \), while \( B(F_3) = \coker \left( \left( 1 - t_3 \quad t_2 - 1 \quad 1 - t_1 \right) : \mathbb{Z}[\mathbb{Z}^3] \to \mathbb{Z}[\mathbb{Z}^3] \right) \).

Consider now the fiber \( F = q^{-1}(x_0) \), and fix a basepoint \( \tilde{x}_0 \in F \). The homology long exact sequence for the pair \((X^{ab}, F)\) yields an exact sequence of \( \mathbb{Z}[G_{ab}] \)-modules,

\[
0 \to H_1(X^{ab}; \mathbb{Z}) \to H_1(X^{ab}, F; \mathbb{Z}) \to H_0(F; \mathbb{Z}) \to H_0(X^{ab}; \mathbb{Z}) \to 0.
\]

As noted previously, the first term is the Alexander invariant \( B(G) \). The second term is the Alexander module \( A(G) \); indeed, sending an element \( g - 1 \in I(G) \) to the path in \( X^{ab} \) from \( \tilde{x}_0 \) to \( g\tilde{x}_0 \) obtained by lifting the loop \( g \) at \( \tilde{x}_0 \) induces an isomorphism \( A(G) \cong H_1(X^{ab}, F; \mathbb{Z}) \). Finally, the homomorphism \( H_0(F; \mathbb{Z}) \to H_0(X^{ab}; \mathbb{Z}) \) may be identified with the augmentation map, \( \varepsilon : \mathbb{Z}[G_{ab}] \to \mathbb{Z} \). Therefore,

\[
A(G) = \coker(\partial_2^{ab}),
\]

and the sequence (14) yields an exact sequence of \( \mathbb{Z}[G_{ab}] \)-modules,

\[
0 \to B(G) \to A(G) \to I(G_{ab}) \to 0,
\]

known as the **Crowell exact sequence** of the group, cf. [19, 48]. When \( G_{ab} \) is finitely generated, the ring \( \mathbb{Z}[G_{ab}] \) is Noetherian. In this case, the Alexander module \( A(G) \) is
finitely generated, and hence the presentation (15) may be reduced to a finite presentation. Thus, by (16), the Alexander invariant \( B(G) \) may also be finitely presented.

If \( G \) admits a finite presentation, say, \( G = \langle x_1, \ldots, x_m \mid r_1, \ldots, r_f \rangle \), the \( \mathbb{Z}[G_{ab}] \)-linear map \( \tilde{c}_{ab} : \mathbb{Z}[G_{ab}]^{f} \to \mathbb{Z}[G_{ab}]^{m} \) from (13) may be identified with the classical Alexander matrix, whose entries are the abelianized Fox derivatives of the relators, \( \alpha b(\partial r_i/\partial x_j) ; \) hence, the module \( \Lambda(G) \) is presented by the Alexander matrix. When \( G_{ab} \) is torsion-free, a method for finding a presentation for \( B(G) \) is outlined in [48]; an explicit presentation is not known even in the case when \( G \) is a link group, but there is an algorithm for producing such a presentation in the case when \( G \) is an arrangement group, see [17].

2.4. Functoriality properties. The assignments \( G \leadsto G_{ab} \) and \( G \leadsto B(G) \) are functorial and compatible with one another, in a sense that we now make precise. For more background information on some of this material, we refer to [8, Ch. III].

First consider a ring map, \( \varphi : R \to S \). We say that a map \( \psi : M \to N \) from an \( R \)-module \( M \) to an \( S \)-module \( N \) covers \( \varphi \) (or, for short, that \( \psi \) is a \( \varphi \)-morphism) if \( \psi(rm) = \varphi(r)\psi(m) \) for all \( r \in R \) and \( m \in M \). Such a map \( \psi \) can be viewed as the composite

\[
M \longrightarrow N_{\varphi} \longrightarrow N,
\]

where \( N_{\varphi} \) is the \( R \)-module obtained from \( N \) by restriction of scalars via \( \varphi \), the first arrow is the set map \( \psi \) viewed as an \( R \)-linear map, and the second arrow is the identity map of \( N \), thought of as covering the ring map \( \varphi \).

Now let \( \alpha : G \to H \) be a group homomorphism. Then \( \alpha \) extends linearly to a ring map, \( \tilde{\alpha} : \mathbb{Z}[G] \to \mathbb{Z}[H] \). The assignment \( G \leadsto \mathbb{Z}[G] \), \( \alpha \leadsto \tilde{\alpha} \) is functorial, and takes injections to injections and surjections to surjections.

The map \( \alpha \) also restricts to homomorphisms \( G' \to H' \) and \( G'' \to H'' \), and thus induces homomorphisms \( G/G' \to H/H' \) and \( G'/G'' \to H'/H'' \), which we will denote by \( \alpha_{ab} : G_{ab} \to H_{ab} \) and \( B(\alpha) : B(G) \to B(H) \), respectively. If \( \beta : H \to K \) is another homomorphism, then clearly \( \beta_{ab} \circ \alpha_{ab} = (\beta \circ \alpha)_{ab} \) and \( B(\beta) \circ B(\alpha) = B(\beta \circ \alpha) \). If \( \alpha \) is surjective, then \( B(\alpha) \) is also surjective, but if \( \alpha \) is injective, \( B(\alpha) \) need not be injective.

**Example 2.2.** Let \( G = \langle x_1, x_2 \mid x_1x_2x_1 = x_2x_1x_2 \rangle \), so that \( G_{ab} = \mathbb{Z} \). We then have \( G' = F_2 \) and \( B(G') = \mathbb{Z}[\mathbb{Z}^2] \), whereas \( B(G) = \mathbb{Z}[t^{-1}]/(t^2 - t + 1) \). Thus, if \( \alpha : G' \to G \) is the inclusion, the map \( B(\alpha) \) is not injective.

Given a homomorphism \( \alpha : G \to H \), let \( \tilde{\alpha}_{ab} : \mathbb{Z}[G_{ab}] \to \mathbb{Z}[H_{ab}] \) be the linear extension of \( \alpha_{ab} \) to group rings. The map \( B(\alpha) : B(G) \to B(H) \) can then be interpreted as a map of modules covering \( \tilde{\alpha}_{ab} \). Alternatively, let \( B(H)_{\alpha} \) be the \( \mathbb{Z}[G_{ab}] \)-module obtained from \( B(H) \) by restriction of scalars via \( \tilde{\alpha}_{ab} \). The map \( B(\alpha) \) can then be viewed as the composite \( B(G) \to B(H)_{\alpha} \to B(H) \), where the first arrow is a \( \mathbb{Z}[G_{ab}] \)-linear map and the second arrow is the identity map of \( B(H) \), viewed as covering the ring map \( \tilde{\alpha}_{ab} \).

Here is a topological interpretation. Let \( f : X \to Y \) be a continuous maps between connected CW-complexes; without loss of essential generality, we may assume \( f \) is cellular and basepoint-preserving. Let \( f_1 : \pi_1(X, x_0) \to \pi_1(Y, y_0) \) be the induced homomorphism
on fundamental groups, and let \( f^\text{ab}: X^\text{ab} \to Y^\text{ab} \) be the lift to universal abelian covers. It is readily seen that the morphism \( B(f^\text{ab})_\ast: B(\pi_1(X)) \to B(\pi_1(Y)) \) coincides with the induced homomorphism in first homology, \( f_\ast: H_1(X^\text{ab}; \mathbb{Z}) \to H_1(Y^\text{ab}; \mathbb{Z}) \).

Likewise, there is an induced morphism on Alexander modules, \( A(\alpha): A(G) \to A(H) \), which covers \( \tilde{\alpha}^\text{ab} \) and admits a similar topological interpretation. The restriction of \( A(\alpha) \) to \( B(G) \) coincides with \( B(\alpha) \), and induces the map \( \tilde{\alpha}^\text{ab} \) on augmentation ideals, thereby showing that the Crowell exact sequence (16) is natural with respect to group homomorphisms.

3. The rational derived series and the rational Alexander invariant

In this section we discuss the rational versions of the derived series and of the Alexander invariant.

3.1. The rational derived series. For a subset \( S \) of a group \( G \), we let \( \sqrt{S} = \{ g \in G \mid g^n \in S \text{ for some } n \in \mathbb{N} \} \) be its isolator. Clearly, \( S \subseteq \sqrt{S} \) and \( \sqrt{\sqrt{S}} = \sqrt{S} \); moreover, if \( \alpha: G \to H \) is a homomorphism, then \( \alpha(\sqrt{S}) \subseteq \sqrt{\alpha(S)} \). The isolator of a subgroup need not be a subgroup; for instance, \( \sqrt{[1]} = \text{Tors}(G) \), the set of torsion elements in \( G \), which is not a subgroup in general. On the other hand, if \( G \) is nilpotent, then the isolator of any subgroup of \( G \) is again a subgroup. The theory of isolators was initiated by P. Hall [34] in the context of \( p \)-groups; we refer to [44, §2.3] for more on this subject.

The following notion was introduced by Harvey in [35], and further studied by Cochran and Harvey in [12, 13]. The rational derived series of a group \( G \), denoted \( \{G^r_q\}_{r \geq 0} \), is defined inductively by setting \( G^0_q = G \) and

\[
G^r_q = \sqrt{[G^r_q, G^{r-1}_q]}.
\]

Using induction on \( r \) and the fact that homomorphisms preserve commutators and isolators, it is readily seen that the terms of this series are fully invariant subgroups. In particular, the rational derived series is a normal series, a property also noted in [35, Lemma 3.2]. Furthermore, the successive quotients, \( G^r_q / G^{r+1}_q \), are torsion-free abelian groups; in fact, as shown in [35, Lemma 3.5],

\[
G^r_q / G^{r+1}_q \cong (G^r_q)^\text{abf}.
\]

In particular, \( G / G'_q \) is equal to \( G^\text{abf} = G / \text{Tors}(G^\text{abf}) \), the maximal torsion-free abelian quotient of \( G \), showing that \( G'_q \) is the kernel of the projection map \( abf: G \to G^\text{abf} \). Since \( G' = \ker(ab: G \to G^\text{abf}) \), we obtain a short exact sequence,

\[
1 \to G' \to G'_q \to \text{Tors}(G^\text{abf}) \to 1.
\]

In particular, if \( G^\text{abf} \) is torsion-free, then \( G' = G'_q \).

Remark 3.1. In [21, 23], the group \( G'_q = \ker(ab: G \to G^\text{abf}) \) is called the Johnson kernel of \( G \), and is denoted by \( K_G \). The motivation for this terminology is that, in the case when
\( G = \mathcal{T}_g \) is the Torelli group of a surface of genus \( g \geq 3 \), the subgroup \( K_G \triangleleft \mathcal{T}_g \) is the subgroup generated by Dehn twists along separating simple closed curves—a subgroup introduced and studied by D. Johnson in the 1980s; see [11] for more on this.

It is also known that the quotient groups \( G/G^{(r+1)}_q \) are poly-torsion-free-abelian (PTFA) groups, see [35, Corollary 3.6]. Cleary, \( G^{(r)} \leq G^{(r+1)}_q \) for all \( r \), but the inclusions are strict in general. Nevertheless, if all the quotients \( G^{(r)}/G^{(r+1)}_q \) are torsion-free—which is the case when \( G \) is a finitely generated free group, or a knot group—then \( G^{(r)} \approx G^{(r)}_q \) for all \( r \), cf. [35, Corollary 3.7].

### 3.2. The rational Alexander invariant

By analogy with the classical definition, we define the rational Alexander invariant of a group \( G \) to be the quotient
\[
B_q(G) := G'_q/G''_q,
\]
viewed as a module over \( \mathbb{Z}[G_{\text{abf}}] \), where recall \( G'_q = \sqrt{G} \) and \( G''_q = \sqrt[2]{\sqrt{G} / \sqrt{G}} \triangleleft G'_q \).

The module structure on \( B_q(G) \) is induced by conjugation in the maximal torsion-free metabelian quotient, \( G/G''_q \), via the exact sequence
\[
1 \rightarrow G'_q/G''_q \rightarrow G/G''_q \rightarrow G/G'_q \rightarrow 1.
\]
That is, \( gG'_q \cdot xG''_q = gxg^{-1}G''_q \) for all \( g \in G \) and \( x \in G'_q \), with the action of \( G/G'_q = G_{\text{abf}} \) extended \( \mathbb{Z} \)-linearly to the whole of \( \mathbb{Z}[G_{\text{abf}}] \).

Given a group homomorphism \( \alpha : G \rightarrow H \), the maps \( \alpha' : G'_q \rightarrow H'_q \) and \( \alpha'' : G''_q \rightarrow H''_q \) induce a morphism \( B_q(\alpha) : B_q(G) \rightarrow B_q(H) \) between rational Alexander invariants. It is readily seen that the assignments \( G \mapsto G_{\text{abf}} \) and \( G \mapsto B_q(G) \) are functorial and compatible with one another, in a sense similar to the one described in §2.2.

Pursuing our analogy with the classical situation, we also define the rational Alexander module of \( G \) to be the \( \mathbb{Z}[G_{\text{abf}}] \)-module \( A_q(G) := \mathbb{Z}[G_{\text{abf}}] \otimes_{\mathbb{Z}[G]} I(G) \).

### 3.3. Topological interpretation

Let \( X \) be a connected CW-complex with \( \pi_1(X) = G \), and let \( q_0 : X_{\text{ab}} \rightarrow X \) be the maximal torsion-free abelian cover of \( X \). We then have a commuting diagram of regular covers,
\[
\begin{array}{ccc}
X_{\text{ab}} & \xrightarrow{s} & X_{\text{abf}} \\
\downarrow q & & \downarrow q_0 \\
X & \xleftarrow{q_0} & X_{\text{abf}}
\end{array}
\]
where \( s : X_{\text{ab}} \rightarrow X_{\text{abf}} \) is an abelian cover with deck group \( \text{Tors}(G_{\text{ab}}) \). Clearly, if \( G_{\text{ab}} \) is finitely generated, then \( s \) is a finite cover. Note that \( H_*(X_{\text{abf}}, \mathbb{Z}) \) is a module over \( \mathbb{Z}[G_{\text{abf}}] \), with module structure induced by the action of \( G_{\text{abf}} \) on \( X_{\text{abf}} \) by deck transformations.

**Lemma 3.2.** With notation as above,
(1) $B_q(G) \cong H_1(X_{abf}; \mathbb{Z})/\mathbb{Z}$-Tors, as $\mathbb{Z}[G_{abf}]$-modules.
(2) $B_q(G) \otimes \mathbb{Q} \cong H_1(X_{abf}; \mathbb{Q})$, as $\mathbb{Q}[G_{abf}]$-modules.
(3) If $G_{ab}$ is torsion-free, then $B_q(G) \cong B(G)/\mathbb{Z}$-Tors, as $\mathbb{Z}[G_{ab}]$-modules.

Proof. From definition (21) and formula (19), we have that $B_q(G) = (G'_{abf})$. Since $G'_{abf} = \pi_1(X_{abf})$, the first claim follows. Tensoring both sides with $\mathbb{Q}$ yields the second claim. The third claim follows at once from the first one. □

Remark 3.3. In view of Lemma 3.2, part (1) and the discussion from Remark 3.1, the rational Alexander invariant $B_q(G)$ may be viewed as the torsion-free abelianization of the Johnson kernel $K_G$. In a related vein, we considered in [61] the $\mathbb{Q}[G_{abf}]$-module $\tilde{B}(G) := H_1(G; \mathbb{Q})$, which was called there the reduced Alexander invariant of $G$. In view of Lemma 3.2, part (2), this module is isomorphic to $B_q(G) \otimes \mathbb{Q}$.

Let $(C_\ast(X_{abf}; \mathbb{Z}), \partial_{abf})$ be the $\mathbb{Z}[G_{ab}]$-equivariant chain complex of $X_{abf}$ from (13). We denote by $\nu: G_{ab} \to G_{abf}$ the projection map, and we let $\tilde{\nu}: \mathbb{Z}[G_{ab}] \to \mathbb{Z}[G_{abf}]$ be its linear extension to group rings. The $\mathbb{Z}[G_{abf}]$-equivariant chain complex of $X_{abf}$, denoted $(C_\ast(X_{abf}; \mathbb{Z}), \partial_{abf})$, may be obtained from (13) by extension of scalars, via the ring map $\tilde{\nu}$; in particular, $\partial_{abf} = \partial_{ab} \otimes \mathbb{Z}[G_{ab}] \mathbb{Z}[G_{abf}]$.

Let also $F_0 = q_0^{-1}(x_0)$ be the fiber of the cover $q_0: X_{abf} \to X$ over a basepoint $x_0 \in X$, and let $I_0(G)$ be the kernel of the augmentation map $\varepsilon: \mathbb{Z}[G_{abf}] \to \mathbb{Z}$. Proceeding as in §2.3, we obtain the following lemma, which summarizes the properties of the rational Alexander module, and its relationship to the rational Alexander invariant.

Lemma 3.4. With notation as above,

(1) $A_q(G) \otimes \mathbb{Q} = H_1(X_{abf}, F_0; \mathbb{Q})$.
(2) $A_q(G) \otimes \mathbb{Q}$ is the cokernel of the map $\partial_{abf} \otimes \mathbb{Q}: C_2(X_{abf}; \mathbb{Q}) \to C_1(X_{abf}; \mathbb{Q})$.
(3) The homology exact sequence of the pair $(X_{abf}, F_0)$ yields a short exact sequence of $\mathbb{Q}[G_{abf}]$-modules,

(24) $0 \to B_q(G) \otimes \mathbb{Q} \to A_q(G) \otimes \mathbb{Q} \to I_0(G) \otimes \mathbb{Q} \to 0$.

Sequence (24) may be viewed as the rational analogue of Crowell’s exact sequence (16), and enjoys a similar naturality property with respect to group homomorphisms.

3.4. Relating the Alexander invariants. We conclude this section with a comparison between the two kinds of Alexander invariants defined so far: $B(G)$, viewed as a $\mathbb{Z}[G_{ab}]$-module, and $B_q(G)$, viewed as a $\mathbb{Z}[G_{abf}]$-module. The comparison is done via the natural projection $\nu: G_{ab} \to G_{abf}$ and its extension to a ring map, $\tilde{\nu}: \mathbb{Z}[G_{ab}] \to \mathbb{Z}[G_{abf}]$.

Proposition 3.5. For a group $G$, the following hold.

(1) The inclusion $G' \hookrightarrow G_{ab}$ induces a functorial $\tilde{\nu}$-morphism, $\kappa: B(G) \to B_q(G)$.
(2) Suppose $\text{Tors}(G_{ab})$ is finite. Then the map $\kappa \otimes \mathbb{Q}: B(G) \otimes \mathbb{Q} \to B_q(G) \otimes \mathbb{Q}$ is surjective.
(3) Suppose \( G_{ab} \) is torsion-free. Then the map \( \kappa \otimes \mathbb{Q} : B(G) \otimes \mathbb{Q} \to B_{\mathbb{Q}}(G) \otimes \mathbb{Q} \) is an isomorphism.

**Proof.** (1) The inclusion \( G' \hookrightarrow G_{\mathbb{Q}}' \) restricts to a map \( G'' \hookrightarrow G_{\mathbb{Q}}'' \), and thus induces a group homomorphism, \( G'/G'' \to G'_{\mathbb{Q}}/G''_{\mathbb{Q}} \), \( gG'' \to gG''_{\mathbb{Q}} \), which is functorial in \( G \). This homomorphism can be viewed as a map \( \kappa : B(G) \to B_{\mathbb{Q}}(G) \) which covers the ring map \( \tilde{\nu} \) and satisfies \( \kappa^H \circ B(\alpha) = B_{\mathbb{Q}}(\alpha) \circ \kappa^G \), for all homomorphisms \( \alpha : G \to H \). We may also view \( \kappa \) as the composite \( B(G) \to B_{\mathbb{Q}}(G) \to B_{\mathbb{Q}}(G) \), where the first arrow is a \( \mathbb{Z}[G_{ab}] \)-linear map and the second arrow is the identity map of \( B_{\mathbb{Q}}(G) \), viewed as covering the map \( \tilde{\nu} \).

Alternatively, recall from (23) that the cover \( q : X^{ab} \to X \) factors through a cover \( s : X^{ab} \to X^{ab'} \), so that \( q_0 \circ s = q \). The composite

\[
H_1(X^{ab'}, \mathbb{Z}) \overset{s_\ast}{\longrightarrow} H_1(X^{ab'}, \mathbb{Z}) \longrightarrow H_1(X^{ab'}, \mathbb{Z})/\mathbb{Z}\text{-Tors}
\]

then coincides with the morphism \( \kappa \) defined above.

(2) From the last description, it follows that the homomorphism \( s_\ast \otimes \mathbb{Q} : H_1(X^{ab'}, \mathbb{Q}) \to H_1(X^{ab'}, \mathbb{Q}) \) coincides with \( \kappa \otimes \mathbb{Q} \). Now, if \( Tors(G_{ab}) \) is finite, then \( s : X^{ab} \to X^{ab'} \) is a finite cover, and so the transfer map, \( \tau : H_1(X^{ab'}, \mathbb{Q}) \to H_1(X^{ab}, \mathbb{Q}) \), provides a splitting for \( s_\ast \). Therefore, \( \kappa \otimes \mathbb{Q} \) is surjective.

(3) If \( G_{ab} \) is torsion-free, then \( \ker s_\ast = 0 \), and so \( \kappa \otimes \mathbb{Q} = s_\ast \otimes \mathbb{Q} \) is an isomorphism.  \( \Box \)

If \( G \) is a finitely generated free group, or a knot group, then, by the discussion in §3.1, the map \( \kappa : B(G) \to B_{\mathbb{Q}}(G) \) is a \( \tilde{\nu} \)-isomorphism. On the other hand, as Example 3.6 below shows, the condition that \( G_{ab} \) be torsion-free is necessary for part (3) of Proposition 3.5 to hold. Moreover, as Example 3.7 shows, the map \( \kappa : B(G) \to B_{\mathbb{Q}}(G) \) itself need not be an isomorphism, even when \( G_{ab} \) is torsion-free.

**Example 3.6.** Let \( G = \mathbb{Z}_2 * \mathbb{Z}_2 = \langle x_1, x_2 \mid x_1^2, x_2^2 \rangle \). Then \( G' = \mathbb{Z} = \langle [x_1, x_2] \rangle \) and \( G'' = \{1\} \), whence \( B(G) = \mathbb{Z} \), whereas \( G'_{\mathbb{Q}} = G''_{\mathbb{Q}} = G \), whence \( B_{\mathbb{Q}}(G) = 0 \).

**Example 3.7.** Let \( G = \langle x_1, x_2 \mid [x_1, x_2]^n \rangle \). Then \( B(G) = \mathbb{Z}[x_1^{\pm 1}, x_2^{\pm 1}]/(n) \cong \mathbb{Z}_n[x_1^{\pm 1}, x_2^{\pm 1}] \) is non-zero if \( n \geq 2 \), whereas \( B_{\mathbb{Q}}(G) = 0 \).

4. The derived \( p \)-series and the \( \text{mod-} p \) Alexander invariant

We now review the \( \text{mod-} p \) version of the derived series and introduce the corresponding \( \text{mod-} p \) Alexander invariant.

4.1. The derived \( p \)-series. Fix a prime \( p \). Following Stallings [68], Cochran and Harvey [14, 15], and Lackenby [41], we define the derived \( p \)-series of \( G \), denoted \( \{G_p^{(r)}\}_{r \geq 0} \), by

\[
G_p^{(0)} = G, \quad G_p^{(r)} = \left\langle (G_p^{(r-1)})^p, [G_p^{(r-1)}, G_p^{(r-1)}] \right\rangle.
\]

Using induction on \( r \), it is readily seen that the terms of this series are fully invariant subgroups. Moreover, each subgroup \( G_p^{(r)} \) is a normal subgroup of \( G \) of index a power of
$p$, see [68], and $G^{(r-1)}/G^{(r)}_p \approx H_1(G^{(r-1)}_p; \mathbb{Z}_p)$, see [41]. In particular, $G/G'_p = H_1(G; \mathbb{Z}_p)$ is the maximal elementary $p$-abelian quotient of $G$.

**Example 4.1.** Suppose $G$ is abelian. Then clearly $G^{(r)}_p = G'$. In particular, if $G$ is elementary $p$-abelian, then $G^{(r)}_p = \{1\}$ for all $r \geq 1$.

**Example 4.2.** Suppose $G$ is a $p$-group. Then $G^p = \Phi(G)$ is the agemo subgroup of $G$, while $G'_p = \Phi(G)$ is the Frattini subgroup (see [36, 43] for a more general context).

The derived $p$-series can be characterized as the fastest descending normal (and even subnormal) series for which the successive quotients are $\mathbb{Z}_p$-vector spaces, cf. [68]. The next result captures some of the salient features of this series.

**Lemma 4.3 ([14]).** For a group $G$, a prime $p$, and an integer $r \geq 1$, the following hold.

1. $G^{(r)}_p = \ker (G^{(r-1)}_p \to (G^{(r-1)}_p)_{ab} \otimes \mathbb{Z}_p)$.
2. $G^{(r-1)}_p/G^{(r)}_p \cong H_1(G; \mathbb{Z}_p[G/G^{(r-1)}_p])$, as right $\mathbb{Z}_p[G/G^{(r-1)}_p]$-modules.
3. If $G$ is finitely generated, then $G/G^{(r)}_p$ is a finite $p$-group, with all elements having order dividing $p^r$.

4.2. **The mod-$p$ Alexander invariant.** The first two $p$-derived subgroups of $G$ are given by $G'_p = \langle G^p, G' \rangle$ and $G''_p = \langle G^{p^2}, (G')^p, [G^p, G'], [G^p, G'], G'' \rangle$; moreover, $G'_p \vartriangleleft G''_p$. We define the mod-$p$ Alexander invariant of $G$ to be the quotient of these two subgroups,

$$B_p(G) := G'_p/G''_p,$$

and view it as a module over the group-ring $\Lambda_p := \mathbb{Z}_p[H_1(G; \mathbb{Z}_p)]$. The module structure is induced by conjugation in the maximal metabelian $p$-quotient, $G/G''_p$, via the exact sequence $1 \to G'_p/G''_p \to G/G''_p \to G/G'_p \to 1$. By Lemma 4.3, we have that

$$B_p(G) = (G'_p)_{ab} \otimes \mathbb{Z}_p = H_1(G'_p; \mathbb{Z}_p) \cong H_1(G; \Lambda_p)$$

as a $\Lambda_p$-module. Let $b^i_p(G) := \dim_{\mathbb{Z}_p} H_i(G; \mathbb{Z}_p)$ be the $i$-th mod-$p$ Betti number of $G$. If $G$ is finitely generated, then the $\mathbb{Z}_p$-vector space $B_p(G)$ is finite-dimensional, of dimension equal to $b^1_p(G'_p)$.

We also define the mod-$p$ Alexander module of $G$ as $A_p(G) = \Lambda_p \otimes_{\mathbb{Z}[G]} I(G)$, with $\Lambda_p$-module structure given by multiplication on the left factor. Given a group homomorphism $\alpha: G \to H$, we let $B_p(\alpha): B_p(G) \to B_p(H)$ be the morphism between mod-$p$ Alexander invariants induced by the restriction $\alpha': G'_p \to H'_p$. It is readily seen that the assignments $G \leadsto H_1(G; \mathbb{Z}_p)$ and $G \leadsto B_p(G)$ are functorial and compatible with one another, in a manner similar to the one described in §2.2.

4.3. **Topological interpretation.** The mod-$p$ Alexander invariant admits the following interpretation in terms of covering spaces. Let $X$ be a connected CW-complex with $\pi_1(X) = \Lambda_p$.
Proof. Let \( G \) be a group, let \( q_p : X^{(p)} \to X \) be the \( p \)-congruence cover of \( X \); that is, the regular \( H_1(X; \mathbb{Z}_p) \)-cover classified by the composite

\[
\pi_1(X) \xrightarrow{ab} H_1(X; \mathbb{Z}) \xrightarrow{\nu_p} H_1(X; \mathbb{Z}_p),
\]

where \( \nu_p \) is the coefficient homomorphism induced by the projection \( \mathbb{Z} \to \mathbb{Z}_p \). We then have a commuting diagram of regular covers,

\[
\begin{array}{ccc}
X^{ab} & \xrightarrow{s_p} & X^{(p)} \\
\downarrow q & & \downarrow q_p \\
X & & \\
\end{array}
\]

(30)

By construction, \( \pi_1(X^{(p)}) = G'_p \); therefore, \( B_p(G) \cong H_1(X^{(p)}; \mathbb{Z}_p) \), with \( \Lambda_p \)-module structure induced by the action of \( H_1(X; \mathbb{Z}_p) \) by deck transformations. Proceeding as in §2.3, we may identify the mod-\( p \) Alexander invariant of \( G \) with the \( \Lambda_p \)-module structure induced by the projection \( \mathbb{Z} \to \mathbb{Z}_p \). Clearly, the map \( I_p(G) = H_1(X; \mathbb{Z}_p) \), where \( F_p = q_p^{-1}(x_0) \). The \( \mathbb{Z}_p \)-homology exact sequence of the pair \( (X^{(p)}, F_p) \) now yields a natural short exact sequence of \( \Lambda_p \)-modules,

\[
0 \to B_p(G) \to \Lambda_p(G) \to I_p(G) \to 0,
\]

(31)

where \( I_p(G) = \ker(\varepsilon : \Lambda_p \to \mathbb{Z}_p) \) is the augmentation ideal. This sequence is natural, and may be viewed as the mod-\( p \) analogue of Crowell’s exact sequence (16).

4.4. A comparison map. The next lemma provides a functorial comparison map between the reduction mod-\( p \) of the usual Alexander invariant and its mod-\( p \) version. Let \( \tilde{\nu}_p : \mathbb{Z}[H_1(G; \mathbb{Z})] \to \mathbb{Z}[H_1(G; \mathbb{Z}_p)] \) be the linear extension of the coefficient homomorphism \( \nu_p : H_1(G; \mathbb{Z}) \to H_1(G; \mathbb{Z}_p) \) to group rings.

Lemma 4.4. The inclusion \( G' \hookrightarrow G'_p \) induces a functorial \( \tilde{\nu}_p \)-morphism, \( \kappa_p : B(G) \otimes \mathbb{Z}_p \to B_p(G) \).

Proof. The inclusion \( G' \hookrightarrow G'_p \) restricts to a map \( G'' \hookrightarrow G''_p \), and thus induces a group homomorphism, \( G'/G'' \to G'_p/G''_p \). This map factors through a homomorphism, \( G'/G'' \otimes \mathbb{Z}_p \to G'_p/G''_p \), which can be viewed as a \( \tilde{\nu}_p \)-morphism, \( \kappa_p := \kappa_p^G : B(G) \otimes \mathbb{Z}_p \to B_p(G) \).

Clearly, \( \kappa_p^G \circ B(\alpha) = B_p(\alpha) \circ \kappa_p^G \), for all homomorphisms \( \alpha : G \to H \).

We may interpret the map \( \kappa_p \) as the homomorphism \( (s_p)_*: H_1(X^{ab}; \mathbb{Z}_p) \to H_1(X^{(p)}; \mathbb{Z}_p) \) induced in first homology by the cover \( s_p \) from diagram (30). As illustrated in the two examples below, the map \( \kappa_p \) is neither injective nor surjective, in general.

Example 4.5. Let \( X = \bigvee^n S^1 \) be a wedge of \( n \geq 2 \) circles. Then \( X^{(p)} \simeq \bigvee^m S^1 \), where \( m = p^n(n - 1) + 1 \). Identifying \( F_n = \pi_1(X) \), we find that \( B_p(F_n) = H_1(X^{(p)}; \mathbb{Z}_p) = \mathbb{Z}_p^m \).
On the other hand, we infer from Example 4.6 that $B(F_2) \otimes \mathbb{Z}_p = \mathbb{Z}_p[\mathbb{Z}^2]$; hence, the map $\kappa_p : B(F_2) \otimes \mathbb{Z}_p \to B_p(F_2)$ is not injective.

**Example 4.6.** Suppose $G$ is abelian. Then $B(G) = B_2(G) = 0$, yet $B_p(G) = G^p/G^{p^2}$, which is non-trivial in general; for instance, $B_p(\mathbb{Z}^n) = \mathbb{Z}_p^n$. In fact, the mod-$p$ Alexander invariant may be able to distinguish groups for which the other two kinds of Alexander invariants coincide; for example, $B_p(\mathbb{Z}_p \oplus \mathbb{Z}_p) = 0$, yet $B_p(\mathbb{Z}_p^2) = \mathbb{Z}_p$.

5. Associated graded Lie algebras

In this section we consider three types of graded Lie algebras associated to a group $G$—the usual one, its rational version, and its mod-$p$ version—and review some of their salient features.

5.1. Lower central series and associated graded Lie algebra. The lower central series (LCS) of a group $G$, denoted $\gamma(G) = \{\gamma_n(G)\}_{n \geq 1}$, was introduced by P. Hall in [34]. Defined inductively by formula (1), this is an N-series, in the sense of Lazard [42]; that is to say, $[\gamma_m(G), \gamma_n(G)] \subseteq \gamma_{m+n}(G)$, for all $m, n \geq 1$, see for instance [43, 46, 63]. In particular, the LCS is a central series, i.e., $[G, \gamma_n(G)] \subseteq \gamma_{n+1}(G)$ for all $n$. Moreover, its terms are fully invariant subgroups of $G$. By definition, the LCS terminates in finitely many steps if the group is nilpotent, and the intersection of the terms of the series is trivial if and only if $G$ is residually nilpotent.

Note that $G^{(n-1)} \subseteq \gamma_n(G)$, with equality for $n = 1$ and 2. Consequently, every nilpotent group is solvable. As another consequence of this observation, the Alexander invariant $B(G) = G'/G''$ surjects onto the quotient group $\gamma_2(G)/\gamma_3(G)$.

The associated graded Lie algebra of $G$ is the direct sum of the successive quotients of the lower central series. The addition in $\text{gr}(G)$ is induced from the group multiplication, while the Lie bracket is induced from the group commutator; furthermore, this bracket is compatible with the grading. By construction, the Lie algebra $\text{gr}(G)$ is generated by its degree 1 piece, $\text{gr}_1(G) = G_{ab}$; thus, if $G_{ab}$ is finitely generated, then so are the LCS quotients of $G$. Likewise, the $\mathbb{Q}$-Lie algebra $\text{gr}(G) \otimes \mathbb{Q}$ is generated in degree 1 by the $\mathbb{Q}$-vector space $G_{ab} \otimes \mathbb{Q} = H_1(G; \mathbb{Q})$. Assume now that the first Betti number, $b_1(G) = \dim_\mathbb{Q} H_1(G; \mathbb{Q})$, is finite; we may then define the LCS ranks of $G$ as

$$\phi_n(G) := \dim_\mathbb{Q} \text{gr}_n(G) \otimes \mathbb{Q}.$$  

If $\alpha : G \to H$ is a group homomorphism, then $\alpha(\gamma_n(G)) \subseteq \gamma_n(H)$, and thus $\alpha$ induces a map $\text{gr}(\alpha) : \text{gr}(G) \to \text{gr}(H)$. It is readily seen that this map preserves Lie brackets and that the assignment $\alpha \mapsto \text{gr}(\alpha)$ is functorial.

The associated graded Lie algebra of a group $G$ may be approximated by the associated graded Lie algebras of its solvable quotients. For each $r \geq 2$, the quotient map, $G \to G/G^{(r)}$, induces a surjective morphism, $\text{gr}_n(G) \to \text{gr}_n(G/G^{(r)})$, which is an isomorphism for $n \leq 2^r - 1$, see [77]. In the case when $r = 2$, originally studied by K.-T. Chen in [9], the corresponding Lie algebra, $\text{gr}(G/G'')$, is called the Chen Lie algebra of $G$. Assuming
that the Lie algebra \( gr \) is defined
\[
\theta_n(G) := \phi_n(G/G'') = \dim_\mathbb{Q} gr_n(G/G'') \otimes \mathbb{Q}.
\]
In view of the above discussion, we have that \( \theta_n(G) \leq \phi_n(G) \), with equality for \( n \leq 3 \). We refer to [53, 77, 78] for detailed treatments of this subject.

5.2. The rational lower central series. The rational version of the lower central series of a group \( G \), denoted \( \gamma(G) = \{ \gamma_n(G) \}_{n \geq 1} \), was introduced by Stallings in [67], and further studied in [4, 13, 49, 63, 74]. The series is defined inductively by
\[
\gamma_1(G) = G \text{ and } \gamma_{n+1}(G) = \sqrt{[G, \gamma_n(G)]}.
\]
The terms of this series are fully invariant subgroups of \( G \). Moreover, as shown in [74], we have that \( \gamma_n(G) = \sqrt{\gamma_n(G)} \), for all \( n \geq 1 \). This implies that \( \gamma(G) \) is an N-series (see [49, 63]), and thus, a central series. In fact, the rational LCS is the most rapidly descending central series whose successive quotients are torsion-free abelian groups. This series terminates in finitely many steps if the group is a torsion-free nilpotent. Moreover, the intersection of the terms of the rational LCS is trivial if and only if \( G \) is residually torsion-free nilpotent (see [4]). Also note that we have inclusions \( G_{n-1} \subset \gamma_n(G) \), with equality for \( n = 1 \) and 2. Consequently, the rational Alexander invariant, \( B_q(G) = G_q'/G_q'' \), maps surjectively onto the group \( \gamma_2(G)/\gamma_3(G) \).

The direct sum of the successive quotients of \( \gamma(G) \),
\[
gr_q(G) = \bigoplus_{n \geq 1} \gamma_n(G)/\gamma_{n+1}(G),
\]
with Lie bracket induced from the group commutator, constitutes the rational associated graded Lie algebra of \( G \). If \( \alpha : G \to H \) is a group homomorphism, then \( \alpha \) induces a functorial morphism of graded Lie algebras, \( \Phi^q : gr^q(G) \to gr^q(H) \).

Clearly \( \gamma_n(G) \leq \gamma_n^q(G) \) for all \( n \). We thus have an induced map between associated graded Lie algebras, \( \Phi = \Phi^q : gr(G) \to gr^q(G) \), which is functorial with respect to group homomorphisms. In degree 1, this map is simply the projection \( G_{ab} \to G_{ab} \), with kernel \( \text{Tors}(G_{ab}) \). In [4, Proposition 7.2], Bass and Lubotzky prove the following result.

**Proposition 5.1 ([4]).** For a group \( G \), the following hold.

1. The map \( \Phi : gr(G) \to gr^q(G) \) has torsion kernel and cokernel in each degree.
2. The map \( \Phi \otimes \mathbb{Q} : gr(G) \otimes \mathbb{Q} \to gr^q(G) \otimes \mathbb{Q} \) is an isomorphism of graded Lie algebras.

Recall from §5.1 that the Lie algebra \( gr(G) \) is generated by its degree 1 piece, \( gr_1(G) = G_{ab} \). It follows from Proposition 5.1, part (2) that the \( \mathbb{Q} \)-Lie algebra \( gr^q(G) \otimes \mathbb{Q} \) is also generated in degree 1, this time by the \( \mathbb{Q} \)-vector space \( G_{ab} \otimes \mathbb{Q} = H_1(G; \mathbb{Q}) \).

Assume now that \( b_1(G) < \infty \). In this case, we may define the rational LCS ranks by \( \phi_n^q(G) := \dim_\mathbb{Q} gr_n^q(G) \otimes \mathbb{Q} \) and the rational Chen ranks by \( \theta_n^q(G) := \phi_n^q(G/G''_q) \). With this setup, Proposition 5.1, part (2) has the following immediate corollary.
Corollary 5.2. Suppose \( b_1(G) < \infty \). Then \( \phi_n^G(G) = \phi_n(G) \) and \( \theta_n^G(G) = \theta_n(G) \) for all \( n \geq 1 \).

5.3. The mod \( p \) lower central series. Now fix a prime \( p \). The mod-\( p \) lower central series, denoted \( \{ \gamma_n^p(G) \}_{n \geq 1} \), was introduced by Stallings in [67], and further studied in many works, including [5, 13, 41, 62, 74]. The series is defined inductively, as follows:

\[
\gamma_1^p(G) = G \quad \text{and} \quad \gamma_{n+1}^p(G) = \langle \gamma_n^p(G) \rangle^p, \quad [G, \gamma_n^p(G)].
\]

This is a \( p \)-torsion series, meaning that \( (\gamma_n^p(G))^p \subseteq \gamma_{n+1}^p(G) \) for all \( n \geq 1 \); it is also an \( N \)-series, cf. [62]. Therefore, the successive quotients, \( \text{gr}_n^p(G) := \gamma_n^p(G)/\gamma_{n+1}^p(G) \), are \( p \)-torsion abelian groups, and thus can be viewed as \( \mathbb{Z}_p \)-vector spaces; in particular, \( G/\gamma_2^p(G) = H_1(G; \mathbb{Z}_p) \). The mod-\( p \) LCS is the fastest-descending central series whose successive quotients are \( \mathbb{Z}_p \)-vector spaces. Clearly, the terms of the series are fully invariant subgroups.

Remark 5.3. A sequence \( K = \{ K_n \}_{n \geq 1} \) of subgroups of \( G \) is said to be an \( N_p \) series if \( K \) is an \( N \)-series and \( K_n^p \subseteq K_{pn} \) for all \( n \geq 1 \). An \( N_p \)-series is both an \( N \)-series and a \( p \)-torsion series, but the converse does not hold. The Stallings series \( \gamma^p(G) \) is not in general an \( N_p \) series. Rather, the canonical \( N_p \) series associated to \( G \), denoted \( \gamma^{[p]}(G) \), is the one introduced by H. Zassenhaus in 1939, whose terms are given inductively by \( \gamma_{1}^{[p]}(G) = G \) and

\[
\gamma_{n}^{[p]}(G) = \prod_{m \geq n, j \geq 0} \left( \gamma_{n}^{[p]}(G) \right)^{p^j},
\]

see for instance [43, p. 17]. As noted in [18], the two filtrations, \( \gamma^p(G) \) and \( \gamma^{[p]}(G) \), are cofinal, though they may differ significantly at a granular level. For instance, if \( G \) is abelian, then \( \gamma_n^p(G) = G^{p^n-1} \), whereas \( \gamma_{n}^{[p]}(G) = G^{p^j} \), where \( j = [\log_p(n)] \).

As observed in [41], each term \( G^{(r)}_p \) of the derived \( p \)-series contains \( \gamma_n^p(G) \) as a normal subgroup, for all \( n \) sufficiently large. The reason for this is that the \( p \)-lower central series of any finite \( p \)-group (in particular, the quotient \( G/G^{(r)}_p \)), terminates at \( 1 \). Moreover, \( G'_p = \gamma_2^p(G) \) and \( G''_p \subseteq \gamma_3^p(G) \). Consequently, we have a surjective homomorphism from the mod-\( p \) Alexander invariant, \( B_p(G) = G'_p/G''_p \), to \( \text{gr}_2^p(G) = \gamma_3^p(G)/\gamma_2^p(G) \).

Example 5.4. If \( G \) is abelian, then \( \gamma_n^p(G) = G^{p^{(n-1)}} = G^{p^n-1} \). For instance, if \( G = \mathbb{Z} = \langle a \rangle \), then \( \gamma_n^p(G) = \langle a^{p^{n-1}} \rangle \cong \mathbb{Z} \) for all \( n \geq 1 \). On the other hand, if \( G = \mathbb{Z}_p \) is an elementary \( p \)-abelian group, then \( \gamma_n^p(G) = \{ 1 \} \) for all \( n \geq 2 \).

The associated graded Lie algebra, \( \text{gr}^p(G) := \bigoplus_{n \geq 1} \text{gr}_n^p(G) \), with addition and Lie bracket defined as before, can be viewed as a Lie algebra over the field \( \mathbb{Z}_p \). The assignment \( G \sim \text{gr}^p(G) \) is functorial. The Lie algebra \( \text{gr}^p(G) \) supports additional operations, \( \text{gr}_n^p(G) \rightarrow \text{gr}_{n+1}^p(G) \), which are induced by the \( p \)-th power map, \( g \mapsto g^p \). As observed in
[4, §12], this Lie algebra is generated through Lie brackets and power operations by its degree 1 piece, \( \text{gr}^1_b(G) = H_1(G; \mathbb{Z}_p) \).

Assume now that \( b^0_p(G) = \dim_{\mathbb{Z}_p} H_1(G; \mathbb{Z}_p) \) is finite. By the observation we just made, all homogeneous pieces of \( \text{gr}^p(G) \) are also finite-dimensional. Hence, we may define the mod-\( p \) LCS ranks of \( G \) by setting \( \phi^p_n(G) := \dim_{\mathbb{Z}_p} \text{gr}^p_n(G) \) and the mod-\( p \) Chen ranks as \( \theta^p_n(G) := \dim_{\mathbb{Z}_p} \text{gr}^p_n(G/G^p_n) \). Clearly, \( \phi^p_n(G) \geq \theta^p_n(G) \) for all \( n \geq 1 \).

Finally, suppose \( G \) is finitely generated; a previous remark then gives \( \dim_{\mathbb{Z}_p} B_p(G) \geq \phi^2_1(G) \). If \( b^2_1(G) \) is also finite, work of Shalen and Wagreich [66] (see also Lackenby [40]) shows that \( \phi^2_1(G) \geq \left( b^1_2(G) \right) + b^1_2(G) - b^2_2(G) \). Putting these inequalities together yields a lower bound on the dimension of the \( \mathbb{Z}_p \)-vector space \( B_p(G) \), solely in terms of the first two mod-\( p \) Betti numbers of \( G \).

**Example 5.5.** If \( G \) is the fundamental group of a closed 3-manifold (assumed to be orientable if \( p \) is odd), then Poincaré duality gives \( \dim_{\mathbb{Z}_p} B_p(G) \geq \phi^2_1(G) \). For \( G = \mathbb{Z}^3 \) this is an equality, but in general the inequality is strict. For instance, if \( G \) is the Heisenberg nilmanifold group of \( 3 \times 3 \) upper diagonal integral matrices with 1’s down the diagonal, then \( b^1_1(G) = 2 \), yet \( B_p(G) = \mathbb{Z}_p \oplus \mathbb{Z}_p \).

**Part II. Group extensions**

6. **Massey’s correspondence**

We now switch our focus to group extensions. After a brief discussion of the monodromy action of an extension \( 1 \rightarrow K \rightarrow G \rightarrow Q \rightarrow 1 \), we present a detailed overview of Massey’s correspondence between the filtration of the Alexander invariant of \( K \) by powers of the augmentation ideal of \( Q \) and the lower central series of the maximal metabelian quotient of \( G \). Finally, we extend this correspondence to the rational and mod-\( p \) settings.

6.1. **Monodromy action.** We start with a quick review of group extensions; for more on this topic, we refer to [8, Ch. IV] and [37, Ch. VI]. Consider a short exact sequence of groups,

\[
1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1.
\]

Let \( \text{Aut}(K) \) be the group of *right* automorphisms of \( K \), with group operation \( \alpha \cdot \beta = \beta \circ \alpha \). Choosing a set-theoretic section of the projection map \( \pi \), i.e., a function \( \sigma: Q \rightarrow G \) such that \( \pi \circ \sigma = \text{id}_Q \), defines a function \( \varphi: Q \rightarrow \text{Aut}(K) \) by setting \( \varphi(x)(a) = \sigma(x) a \sigma(x)^{-1} \) for \( x \in Q \) and \( a \in K \).

In general, this function (which does depend on the choice of section) is not a homomorphism. Nevertheless, if we post-compose it with the projection from \( \text{Aut}(K) \) to the outer automorphism group \( \text{Out}(K) := \text{Aut}(K)/\text{Inn}(K) \), the resulting map, \( \bar{\varphi}: Q \rightarrow \text{Out}(K) \), is a group homomorphism, which does not depend on the choice of section used to define it. The map sending an automorphism of \( K \) to the induced automorphism of \( K_{ab} \) factors
through a homomorphism, \( \nu: \text{Out}(K) \to \text{Aut}(K_{ab}) \). We call the composite \( \nu \circ \tilde{\phi}: Q \to \text{Aut}(K_{ab}) \) the monodromy representation of the extension (38).

Assume now that the exact sequence (38) splits, i.e., there is a homomorphism \( \sigma: Q \to G \) such that \( \pi \circ \sigma = \text{id}_Q \). In this case, the corresponding function, \( \varphi: Q \to \text{Aut}(K) \), is a well-defined homomorphism. This approach realizes the group \( G \) as a split extension, \( G = K \rtimes_{\varphi} Q \). That is, \( G \) equals \( K \times Q \) as a set, and its group operation can be expressed as \( (x_1, y_1) \cdot (x_2, y_2) = (x_1 \varphi(y_1)(x_2), y_1y_2) \). In what follows, we will identify the group \( Q \) with its image under the splitting, \( \sigma(Q) \leq G \), and thus view \( Q \) as a subgroup of \( G \); likewise, we will identify \( K \) with \( \iota(K) \), and thus view it as a normal subgroup of \( G \). With these identifications, the action of \( Q \) on \( K \) is simply the restriction of the conjugation action in \( G \); that is, \( \varphi(y)(x) = yxy^{-1} \).

6.2. Massey’s correspondence. Suppose now that the normal subgroup \( K \triangleleft G \) from (38) is abelian. In that case, Massey established in [48] a simple, yet very fruitful connection between \( B(K) \), the Alexander invariant of \( K \), and the lower central series of \( G/G'' \), the maximal metabelian quotient of \( G \). Since the original reference contains only sketches of proofs, we provide complete details, which will also serve as a blueprint for the rational and modular extensions of this correspondence that will be given below.

Since the group \( K \) is assumed to be abelian, the monodromy of the extension, \( \varphi = \nu \circ \tilde{\phi}: Q \to \text{Aut}(K) \), is a well-defined homomorphism, which puts the structure of a \( \mathbb{Z}[Q] \)-module on \( K \). For a group \( G \) and a coefficient ring \( \kappa \), we denote by \( \text{I}_\kappa(G) \) the augmentation ideal of \( \kappa[G] \), that is, the kernel of the ring map \( \varepsilon: \kappa[G] \to \kappa \) defined by \( \varepsilon(\sum n_gg) = \sum n_g \).

**Lemma 6.1 ([48]).** Let \( 1 \to K \to G \to Q \to 1 \) be an extension of groups, and assume \( K \) is abelian. Define a filtration \( \{K_n\}_{n \geq 0} \) on \( K \) inductively, by setting \( K_0 = K \) and \( K_{n+1} = [G, K_n] \), and let \( I = I_{\mathbb{Z}}(Q) \). Then \( K_n = I^n K \) for all \( n \geq 0 \).

**Proof.** We write the group operation in \( K \) multiplicatively when viewing it as a subgroup of \( G \), and additively when viewing it as a \( \mathbb{Z}[Q] \)-module. Fix a set-section \( \sigma: Q \to G \) of the projection \( \pi: G \to Q \), and let \( \varphi: Q \to \text{Aut}(K) \) be the corresponding monodromy. An element \( h \in Q \) then acts on \( K \) by sending an element \( k \in K \) to \( h \cdot k = \varphi(h)(k) = gkg^{-1} \in K \), where \( g = \sigma(h) \in G \).

The claim is now proved by induction on \( n \), with the base case \( n = 0 \) being obvious. So assume \( K_n = I^n K \). Consider a commutator \( gkg^{-1}k^{-1} \in K_{n+1} = [G, K_n] \) with \( g \in G \) and \( k \in K_n \). In view of the above observations, such a commutator corresponds in one-to-one fashion to the element \( (h - 1)k \in IK_n \), where \( h = \pi(g) \). By the induction hypothesis, \( IK_n = I^{n+1} K \); thus, \( K_{n+1} = I^{n+1} K \), and we are done. \( \square \)

**Theorem 6.2 ([48]).** Let \( G \) be a group, and let \( I = I_{\mathbb{Z}}(G_{ab}) \). Then \( I^n B(G) = \gamma_{n+2}(G/G'') \), for all \( n \geq 0 \).

**Proof.** Consider the extension \( 1 \to G'/G'' \to G/G' \to G/G' \to 1 \) from (11), and recall that the Alexander invariant \( B(G) \) is the (abelian) group \( G'/G'' \), viewed as a module over \( \mathbb{Z}[G_{ab}] \). Let \( \{G'/G''\}_n \) be the filtration of the subgroup \( K = G'/G'' \) defined in Lemma 6.1; the lemma then gives \( (G'/G'')_n = I^n B(G) \) for all \( n \geq 0 \).
It remains to show that \((G'/G'')_n = \gamma_{n+2}(G/G'')\) for all \(n \geq 0\). (Note that \(\gamma_{n+2}(G/G'')\) is a subgroup of \(\gamma_2(G/G'') = G'/G''\), and thus is an abelian group.) We prove this claim by induction, with the base case \(n = 0\) clearly holding. For the induction step, we have that \((G'/G'')_{n+1} = [G, (G'/G'')_n] = [G, \gamma_{n+2}(G/G'')] = \gamma_{n+3}(G/G'')\), and the proof is complete. \(\Box\)

6.3. **Completion and associated graded of** \(B(G)\). Recall that the ring \(R = \mathbb{Z}[G_{ab}]\) admits a filtration by powers of the augmentation ideal \(I = I_{\mathbb{Z}}(G_{ab})\). Let \(\hat{R} = \varprojlim R/I^n\) be the completion of \(R\) with respect to this filtration, and let \(\text{gr}(R) = \text{gr}(\hat{R}) = \bigoplus_{n \geq 0} I^n/I^{n+1}\) be the associated graded object. Both \(\hat{R}\) and \(\text{gr}(R)\) acquire in a natural way a ring structure, which is compatible with the filtration, respectively, the grading.

Let \(\hat{B} = \varprojlim B/I^nB\) be the \(I\)-adic completion of the Alexander invariant \(B = B(G)\), viewed as a module over \(\hat{R}\), and let \(\text{gr}(\hat{B}) = \text{gr}(B)\) be the associated graded object, viewed as a (graded) module over \(\text{gr}(R)\). As such, \(\text{gr}(B)\) is generated by its degree 0 piece, \(B/IB\). It follows from Theorem 6.2 that the \(\text{gr}(R)\)-generators of \(\text{gr}(B)\) correspond to a generating set for \(\text{gr}_2(G)\); moreover, the theorem has the following immediate corollary.

**Corollary 6.3 ([48]).** \(\text{gr}_n(B(G)) \cong \text{gr}_{n+2}(G/G'')\), for all \(n \geq 0\).

Now suppose that \(b_1(G) < \infty\). Then \(\text{gr}(B(G) \otimes \mathbb{Q})\) is a finitely generated graded module over the graded ring \(\text{gr}(\mathbb{Q}[G_{ab}]\)). Let \(\theta_n(G) = \dim_{\mathbb{Q}} \text{gr}_n(G/G'') \otimes \mathbb{Q}\) be the Chen ranks of \(G\), starting with \(\theta_1(G) = b_1(G)\). As a consequence of Corollary 6.3, the Hilbert series of the rationalization of \(\text{gr}(B(G))\) determines the Chen ranks of \(G\), as follows,

\[
\text{Hilb}(\text{gr}(B(G) \otimes \mathbb{Q}), t) = \sum_{n \geq 0} \theta_{n+2}(G)t^n.
\]  

(39)

Let \(\alpha: G \to H\) be a group homomorphism. Recall from §2.4 that \(\alpha\) induces a map of modules, \(B(\alpha): B(G) \to B(H)\), which covers the ring map \(\tilde{\alpha}_{ab}: R \to S\), where \(S = \mathbb{Z}[H_{ab}]\). Clearly, the map \(B(\alpha)\) preserves \(I\)-adic filtrations, and thus induces a morphism \(B(\alpha): \hat{B}(G) \to \hat{B}(H)\) which covers the ring map \(\hat{\alpha}_{ab}: \hat{R} \to \hat{S}\). Passing to associated graded objects, we obtain the morphism \(\text{gr}(B(\alpha)): \text{gr}(B(G)) \to \text{gr}(B(H))\), which covers the ring map \(\text{gr}(\hat{\alpha}_{ab}): \text{gr}(R) \to \text{gr}(S)\). For future reference, we record a fact regarding this last map.

**Lemma 6.4.** Suppose \(G_{ab}\) is finitely generated and the map \(\alpha_{ab}: G_{ab} \to H_{ab}\) is injective. Then the map \(\text{gr}(\hat{\alpha}_{ab}): \text{gr}(R) \to \text{gr}(S)\) is also injective.

**Proof.** Our assumptions imply that \(G_{ab}\) is also finitely generated. Letting \(r\) and \(s\) denote the minimum number of generators of \(G_{ab}\) and \(H_{ab}\), respectively, the map \(\alpha_{ab}\) lifts to an injective \(\mathbb{Z}\)-linear map, \(\mathbb{Z}^r \to \mathbb{Z}^s\), given by multiplication with a matrix \(M\).

The ring \(\text{gr}(R)\) can be described as the quotient of the polynomial ring \(\mathbb{Z}[x_1, \ldots, x_r]\) by a monomial ideal determined by \(\text{Tors}(G_{ab})\), and likewise for \(\text{gr}(S)\). The ring map \(\text{gr}(\hat{\alpha}_{ab}): \text{gr}(R) \to \text{gr}(S)\) lifts to a map between polynomial rings, \(\mu: \mathbb{Z}[x_1, \ldots, x_r] \to \mathbb{Z}[y_1, \ldots, y_s]\), which may be identified with the linear change of variables defined by \(M\). Clearly, the map \(\mu\) is injective, and thus the map \(\text{gr}(\hat{\alpha}_{ab})\) is also injective. \(\Box\)
6.4. A rational Massey correspondence. The next two results are rational analogues of Massey’s correspondence. Both the statements and the proofs are similar to the integral case, though they do require some modifications, which we record below.

**Lemma 6.5.** Let $1 \to K \to G \to Q \to 1$ be an extension of groups, and assume $K$ is abelian. Define a filtration $\{K_n^Q\}_{n \geq 0}$ on $K$ inductively, by setting $K_0^Q = K$ and $K_{n+1}^Q = \sqrt{[G, K_n^Q]}$. Letting $I = I^Q(Q)$, we have $K_n^Q \otimes Q = I^n(K \otimes Q)$, for all $n \geq 0$.

**Proof.** Recall that the action of $h \in Q$ on $k \in K$ is given by $h \cdot k = gkg^{-1}$, where $g = \sigma(h) \in G$. By definition, an element $x \in K$ belongs to $\sqrt{[G, K]}$ if there is an integer $m > 0$ such that $x^m$ can be written as a product of commutators of the form $gkg^{-1}k^{-1} \in [G, K]$. Viewing now the $Q$-vector space $\sqrt{[G, K]} \otimes Q$ as a module over $Q[Q]$, the element $x$ corresponds to a sum of elements of the form $\frac{1}{m}(h - 1) \cdot k \in I(K \otimes Q)$. This shows that $\sqrt{[G, K]} \otimes Q = I(K \otimes Q)$, proving the claim for $n = 1$. The general case follows by induction on $n$, as in the proof of Lemma 6.1. □

**Theorem 6.6.** Let $G$ be a group and let $I = I^Q(G_{ab})$. Then $I^n(B_{\ast}(G) \otimes Q) = \gamma_{n+2}^Q(G/G^n_{\ast}Q) \otimes Q$, for all $n \geq 0$.

**Proof.** Consider the extension $1 \to G'/G'' \to G/G'' \to K \to 1$ from (22), and recall that the rational Alexander invariant $B_{\ast}(G)$ is equal to $G'/G''$, viewed as a module over $\mathbb{Z}[G_{ab}]$. Let $\{(G'/G'')_{\ast}^Q\}_{n \geq 0}$ be the filtration on $G'/G''$ defined in Lemma 6.5; the lemma then gives $(G'/G'')_{\ast}^Q \otimes Q = I^n(B_{\ast}(G) \otimes Q)$ for all $n \geq 0$.

To complete the proof, we show by induction that $(G'/G'')_{\ast}^Q = \gamma_{n+2}^Q(G/G^n_{\ast}Q)$ for all $n \geq 0$. (Note that $\gamma_{n+2}^Q(G/G^n_{\ast}Q)$ is a subgroup of $\gamma_{n+2}^Q(G/G^n_{*}Q)$, and thus is a torsion-free abelian group.) The base case $n = 0$ is immediate. For the induction step, we have that

$$(G'/G'')_{n+1}^Q = \sqrt{[G, (G'/G'')_{n}^Q]} = \sqrt{[G, \gamma_{n+2}^Q(G/G^n_{\ast}Q)]} = \gamma_{n+3}^Q(G/G^n_{\ast}Q),$$

and we are done. □

**Corollary 6.7.** $\text{gr}_n(B_{\ast}(G) \otimes Q) \cong \text{gr}_{n+2}(G/G^n_{\ast}Q) \otimes Q$, for all $n \geq 0$.

**Proof.** Follows from Theorem 6.6 by taking associated graded groups with respect to the $I$-adic filtration on $B_{\ast}(G) \otimes Q$ and the $\gamma_{n}^Q(G/G^n_{\ast}Q)$ filtration on $G/G^n_{\ast}Q$, respectively. □

**Corollary 6.8.** If $b_1(G) < \infty$, then, for all $n \geq 2$,

$$\theta_n(G) = \theta_n^Q(G) = \dim_Q \text{gr}_{n-2}(B_{\ast}(G) \otimes Q) = \dim_Q \text{gr}_{n-2}(B_{\ast}(G) \otimes Q).$$

**Proof.** The first equality follows from Corollary 5.2. By formula (39) we have $\theta_n(G) = \dim_Q \text{gr}_{n-2}(B_{\ast}(G) \otimes Q)$, while by Corollary 6.7 we have $\theta_n^Q(G) = \dim_Q \text{gr}_{n-2}(B_{\ast}(G) \otimes Q)$ for all $n \geq 2$, and we are done. □
6.5. **An isomorphism between completions.** Set $R_0 = \mathbb{Z}[G_{abf}]$ and $I_0 = I_\mathbb{Z}(G_{abf})$. Let $\hat{R}_0$ be the completion of $R_0$ with respect to the $I_0$-adic filtration, and let $\hat{B}_\mathbb{Q}$ be the $I_0$-adic completion of the rational Alexander invariant $B_\mathbb{Q} = B_\mathbb{Q}(G)$, viewed as a module over $\hat{R}_0$.

The projection map $\nu: G_{ab} \rightarrow G_{abf}$ induces a surjective ring map, $\bar{\nu}: R \rightarrow R_0$. By Proposition 3.5, the inclusion $G' \hookrightarrow G'_\mathbb{Q}$ induces a $\bar{\nu}$-morphism, $\kappa: B \rightarrow B_\mathbb{Q}$, which becomes a surjection upon tensoring with $\mathbb{Q}$, but not necessarily an isomorphism. The next proposition shows that, upon completion, the map $\kappa \otimes \mathbb{Q}$ does become an isomorphism. This result overlaps with [21, Proposition 2.4], which is both slightly more general (in that it replaces $G'$ with an arbitrary subgroup $H \triangleleft G$ containing $G'$ as a finite-index normal subgroup), and less general (in that it assumes $G$ to be finitely generated, which we don’t). Our proof, though, is very much different.

**Theorem 6.9.** Let $G$ be a group with $b_1(G) < \infty$. Then the map $\kappa: B(G) \rightarrow B_\mathbb{Q}(G)$ yields

1. An isomorphism $\hat{\kappa} \otimes \mathbb{Q}: \hat{B}(G) \otimes \mathbb{Q} \cong B_\mathbb{Q}(G) \otimes \mathbb{Q}$ of filtered modules covering the filtered ring map $\hat{\nu} \otimes \mathbb{Q}: \hat{R} \otimes \mathbb{Q} \rightarrow \hat{R}_0 \otimes \mathbb{Q}$.

2. An isomorphism $\text{gr}(\kappa) \otimes \mathbb{Q}: \text{gr}(B(G) \otimes \mathbb{Q}) \cong \text{gr}(B_\mathbb{Q}(G) \otimes \mathbb{Q})$ covering the map of graded rings $\text{gr}(\hat{\nu}): \text{gr}(R) \otimes \mathbb{Q} \rightarrow \text{gr}(R_0) \otimes \mathbb{Q}$.

**Proof.** The ring epimorphism $\bar{\nu}: R \rightarrow R_0$ preserves augmentation ideals; therefore, it induces a filtration-preserving ring map, $\hat{\nu}: \hat{R} \rightarrow \hat{R}_0$. Likewise, the map $\kappa: B \rightarrow B_\mathbb{Q}$ is compatible with the $I$-adic and $I_0$-adic filtrations in source and target, and thus induces a filtration-preserving $\hat{\nu}$-morphism on completions, $\hat{\kappa}: \hat{B} \rightarrow \hat{B}_\mathbb{Q}$.

This morphism induces a morphism between the corresponding associated graded modules, $\text{gr}(\kappa): \text{gr}(B) \rightarrow \text{gr}(B_\mathbb{Q})$, covering the ring map $\text{gr}(\hat{\nu}): \text{gr}(R) \rightarrow \text{gr}(R_0)$. On the other hand, we have by Proposition 5.1 a morphism of graded Lie algebras, $\Phi: \text{gr}(G) \rightarrow \text{gr}_\mathbb{Q}(G)$, which induces an isomorphism $\Phi \otimes \mathbb{Q}: \text{gr}(G) \otimes \mathbb{Q} \rightarrow \text{gr}_\mathbb{Q}(G) \otimes \mathbb{Q}$.

For each $n \geq 0$ we have a commuting diagram,

$$
\begin{array}{ccc}
\text{gr}_n(B(G) \otimes \mathbb{Q}) & \xrightarrow{\text{gr}(\kappa) \otimes \mathbb{Q}} & \text{gr}_n(B_\mathbb{Q}(G) \otimes \mathbb{Q}) \\
\downarrow{\cong} & & \downarrow{\cong} \\
\text{gr}_{n+2}(G) \otimes \mathbb{Q} & \xrightarrow{\Phi \otimes \mathbb{Q}} & \text{gr}_{n+2}(G) \otimes \mathbb{Q},
\end{array}
$$

(40)

where the vertical arrows are the isomorphisms provided by Corollaries 6.3 and 6.7. It follows that the top arrow is an isomorphism, for each $n \geq 0$. Hence, the map $\text{gr}(\kappa) \otimes \mathbb{Q}: \text{gr}(B \otimes \mathbb{Q}) \rightarrow \text{gr}(B_\mathbb{Q} \otimes \mathbb{Q})$ is an isomorphism. A standard argument (see e.g. [80, Lemma 2.4]) now implies that the map $\hat{\kappa} \otimes \mathbb{Q}: \hat{B} \otimes \mathbb{Q} \rightarrow \hat{B}_\mathbb{Q} \otimes \mathbb{Q}$ is an isomorphism, too.

**Remark 6.10.** Setting $r = b_1(G)$ and picking a generating set $t_1, \ldots, t_r$ for $G_{abf}$ allows us to identify the ring $\mathbb{Z}[G_{abf}]$ with the ring of Laurent polynomials $\mathbb{Z}[t_1^{\pm 1}, \ldots, t_r^{\pm 1}]$ and the ring $\text{gr}(\mathbb{Z}[G_{abf}])$ with the polynomial ring $\mathbb{Z}[x_1, \ldots, x_r]$, where $x_i$ corresponds to $t_i - 1$. This permits direct computation of the Hilbert series of $\text{gr}(B(G) \otimes \mathbb{Q}) \cong \text{gr}(B_\mathbb{Q}(G) \otimes \mathbb{Q})$, and
thus of the Chen ranks $\theta_n(G) = \theta_n^p(G)$, too, via standard methods of commutative algebra, based on the use of Gröbner bases. We refer to [16, 17, 69, 79] for detailed explanations and examples on how this algorithm works in various settings.

6.6. **A modular Massey correspondence.** For the rest of this section, we fix a prime $p$. The next two results are mod-$p$ analogues of Massey’s correspondence.

**Lemma 6.11.** Let $1 \to K \to G \to Q \to 1$ be an extension of groups, and assume $K$ is an elementary abelian $p$-group. Define a filtration $\{K_n\}_{n\geq 0}$ on $K$ inductively, by setting $K_0 = K$ and $K_{n+1} = [G, K_n]$, and let $I = I_{\mathbb{Z}_p}(H_1(Q; \mathbb{Z}_p))$. Then $K_n = I^n K$ for all $n \geq 0$.

**Proof.** By assumption, $K$ is the underlying additive group of a $\mathbb{Z}_p$-vector space. Thus, the monodromy action of the extension defines the structure of a $\mathbb{Z}_p[H_1(Q; \mathbb{Z}_p)]$-module on $K$. The argument now proceeds as in the proof for Lemma 6.1.

**Theorem 6.12.** Let $G$ be a group, and let $I = I_{\mathbb{Z}_p}(H_1(G; \mathbb{Z}_p))$. Then $I^n B_p(G) = \gamma_{n+2}^p(G) G^p / G_p^n$, for all $n \geq 0$.

**Proof.** Consider the extension $1 \to G^p / G_p^p \to G / G_p^n \to G / G_p^p \to 1$, and recall that the mod-$p$ Alexander invariant $B_p(G)$ is equal to $G^p / G_p^n$, an elementary abelian $p$-group. Using now Lemma 6.11, the conclusion follows as in the proof of Theorem 6.2.

Finally, assume that $\dim_{\mathbb{Z}_p} H_1(G; \mathbb{Z}_p)$ is finite, and let $\theta^p_n(G) = \dim_{\mathbb{Z}_p} \text{gr}^p_n(G / G_p^n)$ be the mod-$p$ Chen ranks of $G$. Also let $S = \text{gr}(\mathbb{Z}_p[H_1(G; \mathbb{Z}_p)])$ be the associated graded ring with respect to the $I$-adic filtration on $\mathbb{Z}_p[H_1(G; \mathbb{Z}_p)]$, and let $\text{gr}(B_p(G))$ be the associated graded $S$-module with respect to the $I$-adic filtration on $B_p(G)$. As a corollary to Theorem 6.12, we obtain the following formula relating the Hilbert series of this graded module to the generating series for the mod-$p$ Chen ranks of $G$:

\begin{equation}
\text{Hilb}(\text{gr}(B_p(G)), t) = \sum_{n\geq 0} \theta^p_{n+2}(G) t^n.
\end{equation}

7. **Split extensions and lower central series**

In this section we restrict our attention to split extensions, $G = K \rtimes \varphi Q$, and discuss the relationship between the lower central series of the factors and those of the extension.

7.1. **A generalized Falk–Randell theorem.** We start with a recent result of Guaschi and Pereira [32], which expresses the lower central series of a split extension in terms of the lower central series of the factors, as well as the extension data.

**Theorem 7.1 ([32]).** Let $G = K \rtimes \varphi Q$ be a split extension of groups. For each $n \geq 1$ there is a split extension, $\gamma_n(G) = L_n \rtimes \varphi \gamma_n(Q)$, where $L_1 = K$ and $L_n \leq K$ is the subgroup generated by $[K, L_{n-1}]$, $[K, \gamma_{n-1}(Q)]$, and $[L_{n-1}, Q]$.
In [74] we give a more streamlined proof of this theorem, which exploits the fact (proved there) that the series \( L = \{ L_n \}_{n \geq 1} \) is an N-series for the group \( K \).

Following Falk and Randell [31], we say that a split extension \( G = K \rtimes \varphi Q \) is an almost direct product if \( Q \) acts trivially on \( K_{ab} = H_1(K; \mathbb{Z}) \). This condition is equivalent to \( \varphi(x)(a) \cdot a^{-1} \in K' \), for all \( x \in Q \) and \( a \in K \). Viewing \( K \) and \( Q \) as subgroups of \( G \) as explained in §6.1, the condition can be written as \( [K, Q] \subseteq \gamma_2(K) \). As shown in [6, Proposition 6.3], the property of being an almost direct product does not depend on the choice of a splitting for the extension.

When \( Q \) acts trivially on \( K_{ab} \), we prove in [74] that \( L_n = \gamma_n(K) \). In view of Theorem 7.1, this recovers the following well-known result of Falk and Randell [31].

**Theorem 7.2 ([31]).** Suppose \( G = K \rtimes \varphi Q \) is an almost direct product of groups. Then,

1. \( \gamma_n(G) = \gamma_n(K) \rtimes \varphi \gamma_n(Q) \), for all \( n \geq 1 \).
2. \( \text{gr}(G) = \text{gr}(K) \rtimes \varphi \text{gr}(Q) \).

Under additional assumptions, we have the following corollary, which will be needed in the proof of Theorem 8.9.

**Corollary 7.3.** Let \( G = K \rtimes \varphi Q \) be an almost direct product, and assume \( Q \) is abelian. Then,

1. \( \gamma_n(K) = \gamma_n(G) \) for all \( n \geq 2 \) and \( \text{gr}_{\geq 2}(K) = \text{gr}_{\geq 2}(G) \).
2. If, moreover, \( b_1(G) < \infty \), then \( \phi_n(K) = \phi_n(G) \) for all \( n \geq 2 \).

**Proof.** Since \( Q \) is abelian, we have that \( \gamma_n(K) = \{1\} \) for all \( n \geq 2 \). Thus, \( \text{gr}_1(Q) = Q \) and \( \text{gr}_{\geq 2}(Q) = 0 \). The first claim now follows from Theorem 7.2.

By part (1), we have that \( \gamma_n(K) \otimes Q \cong \text{gr}_n(G) \otimes Q \) for \( n \geq 2 \). Since \( b_1(G) < \infty \), the discussion from §5.1 shows that all these vector spaces are finite-dimensional. The second claim now follows from the definition (32) of the LCS ranks.

### 7.2. A rational Falk–Randell theorem.

Returning to the general case of a split extension, \( G = K \rtimes \varphi Q \), we exploit in [74] the fact that the sequence of subgroups \( L = \{ L_n \}_{n \geq 1} \) defined above is an N-series for \( K \) in order to show (using [49]) that the series \( \sqrt{L} = \{ \sqrt{L_n} \}_{n \geq 1} \) is also an N-series for \( K \). Building on this observation, and adapting the method of proof of Theorems 7.1 and 7.2 to this situation, we establish in [74] a rational version of the aforementioned results, as follows.

**Theorem 7.4 ([74]).** Let \( G = K \rtimes \varphi Q \) be a split extension of groups.

1. For each \( n \geq 1 \), there is a split extension \( \gamma_n^\omega(G) = \sqrt{L_n} \rtimes \varphi \gamma_n^\omega(Q) \).
2. If \( Q \) acts trivially on \( K_{ab} \), then \( \sqrt{L} = \gamma^\omega(K) \), and \( \gamma_n^\omega(G) = \gamma_n^\omega(K) \rtimes \varphi \gamma_n^\omega(Q) \), for all \( n \geq 1 \); moreover, \( \text{gr}^\omega(G) = \text{gr}^\omega(K) \rtimes \varphi \text{gr}^\omega(Q) \).

Under additional assumptions, we have the following corollary, which will be needed in the proof of Theorem 9.8.

**Corollary 7.5.** Let \( G = K \rtimes \varphi Q \) be a split extension. Assume \( Q \) is torsion-free abelian and acts trivially on \( K_{ab} \). Then,
(1) \( \gamma_n^p(K) = \gamma_n^p(G) \) for all \( n \geq 2 \) and \( \text{gr}_n^p(K) = \text{gr}_n^p(G) \).

(2) If, moreover, \( b_1(G) < \infty \), then \( \phi_n(K) = \phi_n(G) \) for all \( n \geq 2 \).

**Proof.** Since \( Q \) is torsion-free abelian, \( \gamma_2^p(Q) = \{1\} \), and so \( \gamma_n^p(Q) = \{1\} \) for all \( n \geq 2 \). The first claim now follows from Theorem 7.4.

Next, assume that \( b_1(G) < \infty \). Then, by the discussion in §5.2, all the graded pieces of \( \text{gr}^p(G) \otimes \mathbb{Q} \) are finite-dimensional. Moreover, by Corollary 5.2, \( \phi_n(G) = \phi_n^p(G) = \dim_{\mathbb{Q}} \text{gr}_n^p(G) \otimes \mathbb{Q} \), and the second claim now follows from the first one. \( \square \)

7.3. **A mod-\( p \) Falk–Randell theorem.** Finally, we also prove in [74] mod-\( p \) versions of the above theorems, recovering in the process a result of Bellingeri and Gervais from [5]. Given a split extension of groups, \( G = K \rtimes_{\varphi} Q \), and a prime \( p \), we define a sequence of subgroups of \( K \), denoted \( \{L_n^p\}_{n \geq 1} \), by setting \( L_1^p = K \) and letting

\[
L_{n+1}^p = \langle (L_n^p)^p, [K, L_n^p], [K, \gamma_n^p(Q)], [L_n^p, Q] \rangle .
\]

Clearly, the series \( L^p = \{L_n^p\}_{n \geq 1} \) is a \( p \)-torsion series, in the sense that \( (L_n^p)^p \subseteq L_{n+1}^p \) for all \( n \geq 1 \). Moreover, we show in [74] that this is an \( N \)-series for \( K \).

**Theorem 7.6** ([74]). Let \( G = K \rtimes_{\varphi} Q \) be a split extension of groups and let \( p \) be a prime. For each \( n \geq 1 \), there is then a split extension, \( \gamma_n^p(G) = L_n^p \rtimes_{\varphi} \gamma_n^p(Q) \).

When \( Q \) acts trivially on \( H_1(K; \mathbb{Z}_p) \), we show in [74] that \( L^p = \gamma^p(K) \). The next result (originally proved in [5]) then follows from Theorem 7.6.

**Theorem 7.7** ([5]). Let \( G = K \rtimes_{\varphi} Q \) be a split extension, and assume \( Q \) acts trivially on \( H_1(K; \mathbb{Z}_p) \). Then,

1. \( \gamma_n^p(G) = \gamma_n^p(K) \rtimes_{\varphi} \gamma_n^p(Q) \), for all \( n \geq 1 \).
2. \( \text{gr}^p(G) = \text{gr}^p(K) \rtimes_{\varphi} \text{gr}^p(Q) \).

Under additional assumptions, we have the following corollary, which will be needed in the proof of Theorem 10.4.

**Corollary 7.8.** Let \( G = K \rtimes_{\varphi} Q \) be a split extension of groups. Assume \( Q \) is an elementary abelian \( p \)-group which acts trivially on \( H_1(K; \mathbb{Z}_p) \). Then,

1. \( \gamma_n^p(K) = \gamma_n^p(G) \) for all \( n \geq 2 \) and \( \text{gr}_n^p(K) = \text{gr}_n^p(G) \).
2. If, moreover, \( b_1^p(G) < \infty \), then \( \phi_n^p(K) = \phi_n^p(G) \) for all \( n \geq 2 \).

**Proof.** Since \( Q \) is an elementary abelian \( p \)-group, Example 5.4 shows that \( \gamma_n^p(Q) = \{1\} \) for all \( n \geq 2 \). The first claim now follows from Theorem 7.7.

Next, assume that \( b_1^p(G) < \infty \). Then, by the discussion from §5.3, all the graded pieces of \( \text{gr}^p(G) \) are finite-dimensional \( \mathbb{Z}_p \)-vector spaces. Recalling that \( \phi_n^p(G) = \dim_{\mathbb{Z}_p} \text{gr}_n^p(G) \), the second claim now follows from claim (1). \( \square \)
8. Ab-exact sequences

We now return to the general setting of not necessarily split extensions, and extend the notion of almost direct product to this broader context. For the resulting extensions, we prove one of our main results, which relates the Alexander invariant of a normal subgroup $K \triangleleft G$ to that of $G$, under suitable assumptions on the quotient group, $Q = G/K$.

8.1. Ab-exact sequences. Let $H_*(G; \mathbb{Z})$ denote the integral homology groups of $G$. As is well-known, $H_1(G, \mathbb{Z}) \cong G_{ab}$, while $H_2(G; \mathbb{Z})$, also known as the Schur multiplier of $G$, may be identified via the Hopf formula with $R \cap [F,F]/[R,F]$, where $G = F/R$ is a free presentation for $G$; see [8, 37, 39, 43].

A useful tool in the homological study of group extensions is the 5-term exact sequence of Stallings [67], which may be derived from the exact sequence of low-degree terms in the Lyndon–Hochschild–Serre spectral sequence. Given an extension such as (38), there is an associated exact sequence,

\[(43) \quad H_2(G; \mathbb{Z}) \overset{\pi_*}{\longrightarrow} H_2(Q; \mathbb{Z}) \overset{\delta}{\longrightarrow} H_1(K; \mathbb{Z})_Q \overset{\iota_*}{\longrightarrow} H_1(G; \mathbb{Z}) \overset{\pi_*}{\longrightarrow} H_1(Q; \mathbb{Z}) \longrightarrow 0,\]

where $H_1(K; \mathbb{Z})_Q = K/[G,K]$ denotes the coinvariants under the action of $Q$ on $K_{ab}$ described in §6.1. When this action is trivial, the group in the middle coincides with $H_1(K; \mathbb{Z})$, and $t_\iota$ may be identified with $t_{ab}: K_{ab} \rightarrow G_{ab}$. Since conjugation by an element of $G$ acts trivially on $G_{ab}$, and therefore on $K_{ab}$ if $t_{ab}$ is injective, the next lemma follows.

**Lemma 8.1.** For a group extension, $1 \rightarrow K \overset{\iota}{\rightarrow} G \overset{\pi}{\rightarrow} Q \rightarrow 1$, the following two conditions are equivalent.

1. The group $Q$ acts trivially on $K_{ab}$ and the map $\delta: H_2(Q; \mathbb{Z}) \rightarrow H_1(K; \mathbb{Z})$ is zero.
2. The sequence $0 \rightarrow K_{ab} \overset{t_{ab}}{\rightarrow} G_{ab} \overset{\pi_{ab}}{\rightarrow} Q_{ab} \rightarrow 0$ is exact.

Following [20], we say that a sequence $1 \rightarrow K \rightarrow G \rightarrow Q \rightarrow 1$ is ab-exact if any one of the two equivalent conditions of Lemma 8.1 is satisfied.

**Remark 8.2.** Suppose the extension is central, i.e, $K$ lies in the center of $G$. Then $Q$ acts trivially on $K = K_{ab}$, and the connecting homomorphism $\delta: H_2(Q; \mathbb{Z}) \rightarrow K$ corresponds via the universal coefficients theorem to the cohomology class $\tilde{\delta} \in H^2(Q; \mathbb{Z})$ that classifies the central extension. Consequently, if a central extension is non-trivial, then the map $\delta$ is not zero, and so the extension is not ab-exact. For instance, if $G$ is the Heisenberg group from Example 5.5, then $G = F_2/\gamma_3 F_2$, and so $G$ is a central extension of $G_{ab} \cong \mathbb{Z}^2$ by $G' \cong \mathbb{Z}$, with extension class $\tilde{\delta}$ a generator of $H^2(\mathbb{Z}^2; \mathbb{Z}) = \mathbb{Z}$.

Next, we give an example of a non-central, non-split, ab-exact extension. We thank Thomas Koberda for help with finding this example.

**Example 8.3.** Let $K_i = \langle x_i, y_i, z_i \mid [x_i, y_i] = z_i, [x_i, z_i] = [y_i, z_i] = 1 \rangle$ be two copies of the Heisenberg group, and let $G = K_1 \circ K_2$ be their central product, obtained from $K_1 \times K_2$ by identifying the corresponding centers, $Z(K_i) = \langle z_i \rangle$. We then have a short exact sequence, $1 \rightarrow K_1 \rightarrow G \rightarrow \mathbb{Z}^2 \rightarrow 1$. It is readily seen that this is a non-central, non-split extension.
Moreover, $H_2(\mathbb{Z}^2; \mathbb{Z}) = \bigwedge^2 \mathbb{Z}^2 = \mathbb{Z}$, generated by $x_2 \wedge y_2$, and $H_1(K_1; \mathbb{Z}) = \mathbb{Z}^2$, generated by $x_1, y_1$; thus, the map $\delta: H_2(\mathbb{Z}^2; \mathbb{Z}) \to H_1(K_1; \mathbb{Z})$ is the zero map.

For split exact sequences, we have the following criterion for determining ab-exactness.

**Proposition 8.4.** A split exact sequence $1 \to K \to G \to Q \to 1$ is ab-exact if and only if $Q$ acts trivially on $K_{ab}$; that is, $G = K \rtimes Q$ is an almost direct product.

**Proof.** The forward implication follows at once from Lemma 8.1, part (1). For the backwards implication, Theorem 7.2, part (2) yields a (split) exact sequence of abelian groups, $0 \to \text{gr}_1(K) \to \text{gr}_1(G) \to \text{gr}_1(Q) \to 0$, and this sequence clearly coincides with the one from Lemma 8.1, part (2). □

It is easy to build split extensions which are not ab-exact; the fundamental group of the Klein bottle, $G = \langle t, a \mid tat^{-1} = a^{-1} \rangle$, is of this sort. Here are two constructions that produce large classes of extensions which are both split exact and ab-exact.

**Example 8.5.** Let $G_\Gamma = \langle v \in V \mid [v, w] = 1 \text{ if } \{v, w\} \in E \rangle$ be the right-angled Artin group associated to a finite (simple) graph $\Gamma$ on vertex set $V$ and edge set $E$. To avoid trivialities, we will always assume that $|V| > 1$. Consider the homomorphism $\pi: G_\Gamma \to \mathbb{Z}$ that sends each generator $v \in V$ to $1 \in \mathbb{Z}$, and let $N_\Gamma = \ker(\pi)$ be the corresponding Bestvina–Brady group. We then have a split exact sequence,

$$1 \longrightarrow N_\Gamma \longrightarrow G_\Gamma \longrightarrow \mathbb{Z} \longrightarrow 1. \tag{44}$$

As shown in [7], the group $N_\Gamma$ is finitely generated if and only if $\Gamma$ is connected; likewise, $N_\Gamma$ is finitely presented if and only if the flag complex $\Delta_\Gamma$ is simply connected. Furthermore, as shown in [55, Proposition 5.3], if $\Gamma$ is connected, then the group $\mathbb{Z}$ acts trivially on $H_1(N_\Gamma; \mathbb{Z})$, and so this sequence is ab-exact.

**Example 8.6.** Let $\mathcal{A} = \{H_1, \ldots, H_n\}$ be an arrangement of transverse planes through the origin of $\mathbb{R}^4$. Its complement, $X = \mathbb{R}^4 \setminus \bigcup_{i=1}^n H_i$, deform-retracts onto the complement of the singularity link of $\mathcal{A}$ (a link of $n$ great circles in $S^3$). Moreover, as noted in [50, Proposition 4.4], $X$ is homotopy equivalent to the total space of a bundle over $S^1$ with fiber $D^3 \setminus \{n - 1 \text{ points}\}$ and monodromy given by a pure braid automorphism. Thus, the arrangement group, $G = \pi_1(X)$, fits into a split extension, $1 \to F_{n-1} \to G \to \mathbb{Z} \to 1$, with monodromy given by an element of the pure braid group $P_{n-1}$. Since pure braids act trivially on $H_1(F_{n-1}, \mathbb{Z})$, the extension is ab-exact.

**Example 8.7.** Another class of links in $S^3$ with trivial algebraic monodromy is given by Eisenbud and Neumann in [30, §16]. The simplest example is the 3-component singularity link of the analytic function $f: \mathbb{C}^2 \to \mathbb{C}$, $f(z, w) = \bar{w}(z^3 + \bar{y}^3)$. The link is fibered, with fiber a thrice punctured sphere; since the monodromy acts trivially on $H_1$, the link group is an ab-exact split extension of the form $G = F_2 \rtimes \mathbb{Z}$. 
8.2. Ab-exact sequences and Alexander invariants. We now relate the Alexander invariant and the derived subalgebra of the associated graded Lie algebra of a group $G$ with those of a normal subgroup $K < G$, under suitable assumptions. We start with a lemma.

Lemma 8.8. If $1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1$ is an ab-exact sequence, then its restriction to derived subgroups, $1 \rightarrow K' \xrightarrow{i'} G' \xrightarrow{\pi'} Q' \rightarrow 1$, is an exact sequence.

Proof. Follows from the exactness of the sequence $0 \rightarrow K_{ab} \xrightarrow{i_{ab}} G_{ab} \xrightarrow{\pi_{ab}} Q_{ab} \rightarrow 0$ and the Nine Lemma in the category of groups. □

For a homomorphism $\psi: G \rightarrow H$, we let $\bar{\psi}: G/G'' \rightarrow H/H''$ be the induced homomorphism on maximal metabelian quotients.

Theorem 8.9. Let $1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1$ be an ab-exact sequence. Assuming $Q$ is abelian, the following hold.

1. The inclusion $i: K \hookrightarrow G$ restricts to an equality, $K' = G'$.
2. The induced map on Alexander invariants, $B(i): B(K) \rightarrow B(G)$, gives rise to a $\mathbb{Z}[K_{ab}]$-linear isomorphism, $B(K) \rightarrow B(G)$.
3. The sequence $1 \rightarrow K/K'' \xrightarrow{i} G/G'' \xrightarrow{\bar{\pi}} Q \rightarrow 1$ is also ab-exact.
4. If, moreover, $G_{ab}$ is finitely generated, then $\theta_n(K) \leq \theta_n(G)$ for all $n \geq 1$.

Proof. (1) By Lemma 8.8, we have an exact sequence, $1 \rightarrow K' \xrightarrow{i'} G' \xrightarrow{\pi'} Q' \rightarrow 1$. But $Q' = \{1\}$ by assumption, and so $K' = G'$.

(2) Since $K' = G'$, we must also have $(K')' = (G')'$. Hence, $K'/K'' = G'/G''$, showing that the map $B(K) \rightarrow B(G)$, is indeed a $\mathbb{Z}[K_{ab}]$-linear isomorphism.

(3) As we just saw, $K'' = G''$; hence, the map $\bar{i}$ is injective, and so the sequence in question is exact. Under the identifications $(K/K'')_{ab} = K_{ab}$, $(G/G'')_{ab} = G_{ab}$, and $Q_{ab} = Q$, the maps $\bar{i}_{ab}$ and $\bar{\pi}_{ab}$ coincide with $i_{ab}$ and $\pi_{ab}$, respectively, and the claim follows.

(4) By our ab-exactness assumption, the homomorphism $i_{ab}: K_{ab} \rightarrow G_{ab}$ is injective; therefore, $\theta_1(K) \leq \theta_1(G)$ and $\bar{i}_{ab}$ is also injective. It follows from part (2) that the map $B(i): B(K) \rightarrow B(G)$ factors as an isomorphism of $\mathbb{Z}[K_{ab}]$-modules, $B(K) \cong B(G)$, followed by the identity map of $B(G)$, viewed as covering the ring map $\bar{i}_{ab}$. Passing to associated graded modules, the morphism $\text{gr}(B(i)): \text{gr}(B(K)) \rightarrow \text{gr}(B(G))$ factors as an isomorphism of $\text{gr}(\mathbb{Z}[K_{ab}])$-modules, followed by the identity map of $\text{gr}(B(G))$, viewed as covering the ring map $\text{gr}(\bar{i}_{ab})$. By Lemma 6.4, $\text{gr}(\bar{i}_{ab})$ is injective; therefore, $\text{gr}(B(i))$ is also injective, and so the rank of $\text{gr}_n(B(K))$ is less or equal to the rank of $\text{gr}_n(B(G))$ for $n \geq 0$. Formula (39) now implies that $\theta_n(K) \leq \theta_n(G)$ for $n \geq 2$, and we are done. □

When the above ab-exact sequence splits, more can be said.

Corollary 8.10. Let $1 \rightarrow K \xrightarrow{i} G \xrightarrow{\pi} Q \rightarrow 1$ be a split, ab-exact sequence, and assume $Q$ is abelian. Then
(1) The map \( \iota \) induces isomorphisms of graded Lie algebras, \( \text{gr}_{\geq 2}(K) \cong \text{gr}_{\geq 2}(G) \) and \( \text{gr}_{\geq 2}(K/K'') \cong \text{gr}_{\geq 2}(G/G'') \).

(2) If, moreover, \( b_1(G) < \infty \), then \( \phi_n(K) = \phi_n(G) \) and \( \theta_n(K) = \theta_n(G) \) for all \( n \geq 2 \).

Proof. Let \( \sigma : Q \to G \) be a splitting of \( \pi \). By Theorem 8.9, part (3), the extension \( 1 \to K/K'' \to G/G'' \to Q \to 1 \) is ab-exact; it also admits a splitting, obtained by composing the projection \( G \to G/G'' \) with \( \sigma \). Thus, by Proposition 8.4, both extensions are almost direct products. Since \( Q \) is assumed to be abelian, both claims now follow from Corollary 7.3. \( \square \)

Remark 8.11. For extensions of the form \( 1 \to N_\Gamma \to G_\Gamma \to \mathbb{Z} \to 1 \), with \( G_\Gamma \) the right-angled Artin group and \( N_\Gamma \) the Bestvina–Brady group associated to a finite connected graph \( \Gamma \) as in Example 8.5, Theorem 8.9, parts (1)–(3) and Corollary 8.10 recover Propositions 4.2 and 5.4 and Theorem 5.6 from [55].

9. Abf-exact sequences

In this section we give analogues of the above results for the rational lower central series, the rational derived series, and the rational Alexander invariant.

9.1. Abf-exact sequences. We start with a lemma/definition, the proof of which is exactly similar to that of Lemma 8.1.

Lemma 9.1. For an exact sequence \( 1 \to K \xrightarrow{\iota} G \xrightarrow{\pi} Q \to 1 \), the following two conditions are equivalent.

1. The group \( Q \) acts trivially on \( K_{abf} \) and the composite \( \delta_0 : H_2(Q; \mathbb{Z}) \xrightarrow{\delta} H_1(K; \mathbb{Z}) \to H_1(K; \mathbb{Z})/\text{Tors} \) is zero.

2. The sequence \( 0 \to K_{abf} \xrightarrow{\iota_{abf}} G_{abf} \xrightarrow{\pi_{abf}} Q_{abf} \to 0 \) is exact.

We say that the sequence \( 1 \to K \to G \to Q \to 1 \) is abf-exact if any one of the above two conditions is satisfied. Evidently, abf-exactness implies abf-exactness, though the converse is not true, as illustrated by the infinite dihedral group, \( D_\infty = \mathbb{Z} \rtimes \mathbb{Z}_2 \).

Let \( \delta_Q : H_2(Q; \mathbb{Q}) \to H_1(K; \mathbb{Q}) \) be the connecting homomorphism in the 5-term exact sequence (43) with \( \mathbb{Q} \)-coefficients. In the case when \( K_{abf} \) has finite rank, we have the following, more convenient criterion for abf-exactness.

Lemma 9.2. Let \( 1 \to K \to G \to Q \to 1 \) be a group extension, and suppose \( K_{abf} \) is finitely generated. Then the extension is abf-exact if and only if \( Q \) acts trivially on \( H_1(K; \mathbb{Q}) \) and the map \( \delta_Q : H_2(Q; \mathbb{Q}) \to H_1(K; \mathbb{Q}) \) is zero.

Proof. First note that \( H_1(K; \mathbb{Q}) = K_{abf} \otimes \mathbb{Q} \) and the action of \( Q \) on \( H_1(K; \mathbb{Q}) \) is obtained by extension of scalars from the action of \( Q \) on \( K_{abf} \). Likewise, the map \( \delta_Q \) is obtained by extension of scalars from \( \delta_0 \). The forward implication follows at once (for any \( K \)).

For the reverse implication, note that our assumption on \( K_{abf} \) implies that this group is a (maximal rank) lattice in the finite-dimensional \( \mathbb{Q} \)-vector space \( H_1(K; \mathbb{Q}) = K_{abf} \otimes \mathbb{Q} \).
Thus, if $Q$ acts trivially on $H_1(K; \mathbb{Q})$, it must also act trivially on $K_{abf}$, and likewise, if $\delta_Q = 0$, then $\delta_0 = 0$.

Without the finite generation assumption on $K_{abf}$, the triviality of the action of $Q$ on $H_1(K; \mathbb{Q})$ does not insure triviality of the action on $K_{abf}$. We illustrate this phenomenon with an example.

**Example 9.3.** For each $n \geq 2$, let $G = \text{BS}(1, n)$ be the metabelian Baumslag–Solitar group with presentation $G = \langle t, a \mid tat^{-1} = a^n \rangle$. In the extension $1 \to G' \to G \to G_{ab} \to 1$, the abelianization is isomorphic to $\mathbb{Z}$, generated by the image of $t$, while the derived subgroup is isomorphic to $\mathbb{Z}[1/n]$, normally generated by $a$. Thus, the extension is split exact, with monodromy given by $a \mapsto a^n$. Clearly, $\mathbb{Z}$ acts trivially on $\mathbb{Z}[1/n] \otimes \mathbb{Q} = \mathbb{Q}$, though it acts non-trivially on the torsion-free, yet non-finitely generated abelian group $G_{ab}$.

Nevertheless, we have the following criteria that insure abf-exactness of a split exact sequence.

**Proposition 9.4.** Let $1 \to K \to G \to Q \to 1$ be a split exact sequence.

1. The sequence is abf-exact if and only if $Q$ acts trivially on $K_{abf}$.
2. If $K_{abf}$ is finitely generated, then the sequence is abf-exact if and only if $Q$ acts trivially on $H_1(K; \mathbb{Q})$.

**Proof.** The proof of the first claim is similar to the one of Proposition 8.4, using Theorem 7.4, part (2), instead. The second claim now follows from Lemma 9.2.

We call semidirect products $G = K \rtimes \varphi Q$ that satisfy condition (1) from above, *rational almost-direct products*. Clearly, any split extension $G = K \rtimes Q$ with $K$ finite is of this type. Using Proposition 5.1 and Theorem 7.4, we obtain the following corollary.

**Corollary 9.5.** Let $G = K \rtimes \varphi Q$ be a split extension such that $K_{abf}$ is finitely generated and $Q$ acts trivially on $H_1(K; \mathbb{Q})$. Then $\text{gr}(G) \otimes \mathbb{Q} = \text{gr}(K) \otimes \mathbb{Q} \rtimes \varphi \text{gr}(Q) \otimes \mathbb{Q}$.

**Example 9.6.** Let $\Gamma$ be a connected, finite simple graph, and let $\chi : G_{\Gamma} \to \mathbb{Z}$ be an arbitrary epimorphism. The subgroup $N_\chi := \ker(\chi)$ is called an *Artin kernel*; it generalizes the Bestvina–Brady construction, and fits into a split exact sequence,

\begin{equation}
1 \to N_\chi \to G_{\Gamma} \xrightarrow{\chi} \mathbb{Z} \to 1.
\end{equation}

Suppose $\mathbb{Z}$ acts trivially on $H_1(N_\chi; \mathbb{Q})$—a condition which can efficiently be tested by means of [56, Theorem 6.2]. Then, as shown in [56, Lemma 9.1(1)], the group $N_\chi$ is finitely generated; thus, by Proposition 9.4, part (2), the above sequence is abf-exact. Furthermore, as shown in [56, Lemma 9.1(3)], the group $\mathbb{Z}$ also acts trivially on $H_1(N_\chi; \mathbb{Z})$, and so the sequence (45) is actually ab-exact. Applying Corollary 8.10 in this setting recovers Proposition 9.2 from [56].

As we just saw, for extensions of type (45), there is no difference between ab-exactness and abf-exactness. In general, though, the two concepts are different, even when the group

$\mathbb{K}$ is torsion-free. An example is provided by $G = \mathbb{K} \times \mathbb{Z}$ with $K = \langle t, a \mid tat^{-1} = a^{-1} \rangle$ and $\mathbb{Z} = \langle \bar{u} \rangle$ acting by $utu^{-1} = ta$ and $uau^{-1} = a$, which is a rational almost direct product, but not an almost direct product.

9.2. Abf-exact sequences and Alexander invariants. We now relate the rational Alexander invariant and the derived rational associated graded Lie algebra of a group to those of a normal subgroup, under suitable assumptions. We start with a lemma, whose proof is similar to that of Lemma 8.8.

**Lemma 9.7.** If $1 \to K \xrightarrow{\iota} G \xrightarrow{\pi} Q \to 1$ is an abf-exact sequence, then its restriction to $\mathbb{Q}$-derived subgroups, $1 \to K_1 \xrightarrow{\iota^*} G_1 \xrightarrow{\pi^*} Q_1 \to 1$, is an exact sequence.

**Theorem 9.8.** Let $1 \to K \xrightarrow{\iota} G \xrightarrow{\pi} Q \to 1$ be an abf-exact sequence, and assume that $Q$ is a torsion-free abelian group. Then,

1. The inclusion $\iota : K \hookrightarrow G$ restricts to an equality $K_1 = G_1$.
2. The induced map on rational Alexander invariants, $\beta_1(\iota) : \beta_1(K) \to \beta_1(G)$, gives rise to a $\mathbb{Z}[K_{abf}]$-linear isomorphism, $\beta_1(K) \to \beta_1(G)$.
3. The sequence $1 \to K/K_{abf} \xrightarrow{\iota^*} G/G_{abf} \xrightarrow{\pi^*} Q \to 0$ is also abf-exact.
4. If, moreover, $G_{abf}$ is finitely generated, then $\theta_n(K) \leq \theta_n(G)$ for all $n \geq 1$.

**Proof.** (1) Lemma 9.7, together with the assumption that $Q_{abf} = \{1\}$, shows that $K_{abf} = G_{abf}$.

(2) It follows that $K_{abf} = G_{abf}$, and so $K_{abf}/K_{abf} = G_{abf}/G_{abf}$, whence the claim.

(3) Since $K_{abf} = G_{abf}$, the map $\iota$ is injective, and so the sequence in question is exact.

Under the identifications $(K/K_{abf})_{abf} = K_{abf}$ and $(G/G_{abf})_{abf} = G_{abf}$, the map $\iota_{abf}$ coincides with $\iota_{abf}$, and the claim follows.

(4) By assumption, the map $\iota_{abf} : K_{abf} \to G_{abf}$ is injective; therefore, $\iota_{abf} : \mathbb{Z}[K_{abf}] \to \mathbb{Z}[G_{abf}]$ is also injective, and $\theta_1(K) \leq \theta_1(G)$. It follows from part (2) that the map $\beta_1(\iota) : \beta_1(K) \to \beta_1(G)$ factors as an isomorphism of $\mathbb{Z}[K_{abf}]$-modules, $\beta_1(K) \to \beta_1(G)$, followed by the identity map of $\beta_1(G)$, viewed as covering the ring map $\iota_{abf}$. Hence, the morphism $\text{gr}(\beta_1(\iota)) : \text{gr}(\beta_1(K)) \to \text{gr}(\beta_1(G))$ factors as an isomorphism of $\text{gr}(\mathbb{Z}[K_{abf}])$-modules, followed by the identity map of $\text{gr}(\beta_1(G))$, viewed as covering the ring map $\text{gr}(\iota_{abf})$. The proof of Lemma 6.4 shows that $\text{gr}(\iota_{abf})$ is injective; thus, $\text{gr}(\beta_1(\iota))$ is also injective. Corollary 6.8 now implies that $\theta_n(K) \leq \theta_n(G)$ for all $n \geq 1$, and we are done. □

**Corollary 9.9.** Let $1 \to K \xrightarrow{\iota} G \xrightarrow{\pi} Q \to 1$ be a split, abf-exact sequence, and assume $Q$ is torsion-free abelian. Then

1. The map $\iota$ induces isomorphisms of graded Lie algebras, $\text{gr}_n(K) \cong \text{gr}_n(G)$ and $\text{gr}_n^+(K/K_{abf}) \cong \text{gr}_n^+(G/G_{abf})$.
2. If $b_1(G) < \infty$, then $\phi_n(K) = \phi_n(G)$ and $\theta_n(K) = \theta_n(G)$ for all $n \geq 2$.

**Proof.** By assumption, the given extension is abf-exact and admits a splitting, say, $\sigma : Q \to G$. By Theorem 9.8, part (3), the extension $1 \to K/K_{abf} \to G/G_{abf} \to Q \to 1$ is abf-exact; it
is also split exact, with splitting obtained by composing the projection $G \to G''$ with $\sigma$. Thus, by Proposition 9.4, both extensions are $\mathbb{Q}$-almost direct products. Since the group $Q$ is assumed to be torsion-free abelian, both claims now follow from Corollary 7.5. □

The above corollary has the following topological consequence. Given a space $X$ and a map $f: X \to X$, we let $T_f = X \times [0, 1]/(x, 0) \sim (f(x), 1)$ be the mapping torus of $f$.

**Corollary 9.10.** Let $X$ be a connected CW-complex such that $b_1(X) < \infty$, let $f: X \to X$ be a map inducing the identity on $H_1(X; \mathbb{Q})$. Then $\phi_n(\pi_1(X)) = \phi_n(\pi_1(T_f))$ and $\theta_n(\pi_1(X)) = \theta_n(\pi_1(T_f))$ for all $n \geq 2$.

**Proof.** The projection map $\text{pr}_1: X \times [0, 1] \to X$ induces a bundle map, $T_f \to S^1$, with fiber $X$ and monodromy $f$. The homotopy long exact sequence for the fibration $X \to T_f \to S^1$ yields a short exact sequence, $1 \to \pi_1(X) \to \pi_1(T_f) \to \mathbb{Z} \to 1$. Clearly, all the assumptions of Corollary 9.9 are satisfied for this sequence, and the claim follows. □

10. **$p$-Exact sequences**

In this section we give analogues of the results from the previous two sections for the mod-$p$ lower central series, the derived $p$-series, and the mod-$p$ Alexander invariant. We start with a lemma/definition. Let $\delta_p: H_2(Q; \mathbb{Z}_p) \to H_1(K; \mathbb{Z}_p)$ be the connecting homomorphism in the 5-term Stallings exact sequence (43) with $\mathbb{Z}_p$-coefficients.

**Lemma 10.1.** For an exact sequence $1 \to K \xrightarrow{i} G \xrightarrow{\pi} Q \to 1$ and a prime $p$, the following two conditions are equivalent.

1. The group $Q$ acts trivially on $H_1(K; \mathbb{Z}_p)$ and the homomorphism $\delta_p: H_2(Q; \mathbb{Z}_p) \to H_1(K; \mathbb{Z}_p)$ is zero.
2. The sequence $0 \to H_1(K; \mathbb{Z}_p) \xrightarrow{i*} H_1(G; \mathbb{Z}_p) \xrightarrow{\pi*} H_1(Q; \mathbb{Z}_p) \to 0$ is exact.

We say that the sequence $1 \to K \to G \to Q \to 1$ is $p$-exact if any one of the above two conditions is satisfied. A non-example is given by the central, non-split extension $0 \to \mathbb{Z}_p \to \mathbb{Z}_p^2 \to \mathbb{Z}_p \to 0$; the split exact sequence $1 \to \mathbb{Z}_3 \to S_3 \to \mathbb{Z}_2 \to 1$ is $2$-exact but not $3$-exact. Entirely similar arguments as before yield the following results.

**Lemma 10.2.** If $1 \to K \to G \to Q \to 1$ is a $p$-exact sequence, then its restriction to $p$-derived subgroups, $1 \to K'_p \to G'_p \to Q'_p \to 1$, is an exact sequence.

**Proposition 10.3.** A split exact sequence $1 \to K \to G \to Q \to 1$ is $p$-exact if and only if $Q$ acts trivially on $K_{ab} \otimes \mathbb{Z}_p = H_1(K; \mathbb{Z}_p)$.

We call semidirect products $G = K \rtimes Q$ such as these mod-$p$ almost-direct products. Every almost direct product is a mod-$p$ almost-direct product (for any prime $p$), but the converse is not true. For instance, take again the Klein bottle group, $G = \langle t, a \mid tat^{-1} = a^{-1} \rangle$; then $\mathbb{Z} = \langle t \rangle$ acts non-trivially on $\mathbb{Z} = \langle a \rangle$, but acts trivially on $\mathbb{Z} \otimes \mathbb{Z}_2 = \mathbb{Z}_2$.

**Theorem 10.4.** Let $1 \to K \to G \to Q \to 1$ be a $p$-exact sequence. Assume $Q$ is an elementary abelian $p$-group. Then,
(1) The inclusion \( \iota: K \hookrightarrow G \) restricts to an equality \( K' = G' \).

(2) The induced map on \( p \)-Alexander invariants, \( B_p(K) \to B_p(G) \), gives rise to a \( \mathbb{Z}_p[H_1(K; \mathbb{Z}_p)] \)-linear isomorphism, \( B_p(K) \to B_p(G) \).

(3) The sequence \( 1 \to K/K'' \overset{\iota}{\to} G/G'' \overset{\theta}{\to} Q \to 0 \) is also \( p \)-exact.

(4) If, moreover, \( b^p(K) < \infty \), then \( \theta_n^p(K) \leq \theta_n^p(G) \) for all \( n \geq 1 \).

**Proof.** (1) By Lemma 10.2, the given sequence induces an exact sequence at the level of \( p \)-derived subgroups, \( 1 \to K' \to G' \to Q' \to 1 \). Since \( Q_p' = \langle Q^p_p, Q^l_p \rangle \), our assumption on \( Q \) implies that \( Q_p' = \{1\} \), and the claim is proved.

(2) It follows from part (1) that \( K_1'' = G_1'' \), too; hence, \( K'_1/K''_1 = G'_1/G''_1 \).

(3) Since \( K''_1 = G''_1 \), the map \( \iota \) is injective, and so the sequence in question is exact. Upon identifying \( H_1(K/K''_1; \mathbb{Z}_p) = H_1(K; \mathbb{Z}_p) \), \( H_1(G/G''_1; \mathbb{Z}_p) = H_1(G, \mathbb{Z}_p) \), and \( H_1(Q; \mathbb{Z}_p) = Q \), the maps \( \iota \) and \( \pi \) coincide with \( \iota \) and \( \pi \), respectively, and the claim follows.

(4) By assumption, the map \( \iota_s: H_1(K; \mathbb{Z}_p) \to H_1(G; \mathbb{Z}_p) \) is injective; therefore, its extensions to groups rings, \( \iota_s \), is also injective and \( \theta_0^p(K) \leq \theta_0^p(G) \). By part (2), the map \( \theta_1^p(K): B_1^p(K) \to B_1^p(G) \) factors as an isomorphism of \( \mathbb{Z}_p[H_1(K; \mathbb{Z}_p)] \)-modules, \( B_1^p(K) \cong B_1^p(G) \), followed by the identity map of \( B_1^p(G) \), viewed as covering the ring map \( \iota_s \). Proceeding as before, we infer from (41) that \( \theta_n^p(K) \leq \theta_n^p(G) \) for \( n \geq 2 \), and we are done. \( \Box \)

**Corollary 10.5.** Let \( 1 \to K \to G \to Q \to 1 \) be a split, \( p \)-exact sequence. Assume \( Q \) is an elementary abelian \( p \)-group. Then,

(1) The inclusion \( \iota: K \hookrightarrow G \) induces isomorphisms of graded Lie algebras over \( \mathbb{Z}_p \),

\[
\text{gr}_{\geq 2}^p(K) \cong \text{gr}_{\geq 2}^p(G) \text{ and } \text{gr}_{\geq 2}^p(K/K'') \cong \text{gr}_{\geq 2}^p(G/G'').
\]

(2) If \( b^p(K) < \infty \), then \( \phi_n^p(K) = \phi_n^p(G) \) and \( \theta_n^p(K) = \theta_n^p(G) \) for all \( n \geq 2 \).

**Proof.** By Theorem 10.4, part (3), the extension \( 1 \to K/K'' \to G/G'' \to Q \to 1 \) is \( p \)-exact; it is also split exact, with splitting obtained by composing the projection \( G \to G/G'' \), with a splitting \( Q \to G \) of the extension \( 1 \to K \to G \to Q \to 1 \). Thus, by Proposition 10.3, both extensions are \( p \)-almost direct products. Since \( Q \) is an elementary abelian \( p \)-group and acts trivially on \( H_1(K; \mathbb{Z}_p) \), both claims now follow from Corollary 7.8. \( \Box \)

**Part III. Characteristic varieties**

11. JUMP LOCI FOR RANK 1 LOCAL SYSTEMS

We now switch our attention to the cohomology jump loci associated to a finitely generated group. We start with a quick review of some of the basic theory of the characteristic varieties.

11.1. A stratification of the character group. Throughout this section, \( G \) will be a finitely generated group. The character group, \( \Gamma_G = \text{Hom}(G, \mathbb{C}^*) \), is an abelian, complex algebraic group, with identity \( 1 \) the trivial representation. The coordinate ring of \( \Gamma_G \) is the group algebra \( \mathbb{C}[G_{ab}] \); thus, we may identify \( \Gamma_G \) with \( \text{Spec}_m(\mathbb{C}[G_{ab}]) \), the maximal
spectrum of this $\mathbb{C}$-algebra. Since each character $\rho : G \to \mathbb{C}^*$ factors through the abelianization $G_{ab}$, the map $ab : G \to G_{ab}$ induces an isomorphism, $ab^* : T_{G_{ab}} \cong T_G$.

Let $X$ be a connected CW-complex with finite 1-skeleton and with $\pi_1(X) = G$. Upon identifying a point $\rho \in T_G$ with a rank one local system $\mathbb{C}_\rho$ on $X$, we define for each $k \geq 1$ the depth $k$ characteristic variety of $G$ as

$$\mathcal{V}_k(G) := \{ \rho \in T_G \mid \dim_{\mathbb{C}} H_1(X, \mathbb{C}_\rho) \geq k \}. \tag{46}$$

Clearly, $1 \in \mathcal{V}_k(G)$ if and only if $b_1(G) \geq k$. Furthermore, we have a descending filtration of the character group,

$$T_G \supsetneq \mathcal{V}_1(G) \supsetneq \mathcal{V}_2(G) \supsetneq \cdots \supsetneq \mathcal{V}_k(G) \supsetneq \cdots. \tag{47}$$

Since a classifying space $K(G, 1)$ may be constructed by attaching to $X$ cells of dimension 3 and higher, it is straightforward to verify that the sets $\mathcal{V}_k(G)$ do not depend on the choice of a space $X$ as above. Furthermore, since $H_1(X, \mathbb{C}_\rho) \cong H^1(X, \mathbb{C}_{\rho^{-1}})$, we may replace in (46) homology with cohomology and obtain the same sets.

Denoting by $T^0_G$ the identity component of $T_G$, we have an isomorphism $abf^* : T_{G_{ab}} \cong T^0_G$. It is readily seen that $T^0_G$ is a complex affine torus of dimension $r = \text{rank } G_{ab}$, and that $T_G$ is a disjoint union of such tori, indexed by the finite group $\text{Tors}(G_{ab})$. We define the restricted characteristic varieties to be the traces of the depth-$k$ characteristic varieties on this complex torus,

$$\mathcal{W}_k(G) := \mathcal{V}_k(G) \cap T^0_G. \tag{48}$$

By construction, we have an inclusion $\mathcal{W}_k(G) \subseteq \mathcal{V}_k(G)$, which becomes an equality if $G_{ab}$ is torsion-free. The inclusion may be strict, in general.

**Example 11.1.** Suppose $b_1(G) = 0$; then $T_G$ is a finite set, in bijection with $G_{ab}$, while $T^0_G = \{ 1 \}$. Although in this case $1 \notin \mathcal{V}_1(G)$, and so $\mathcal{W}_1(G) = \emptyset$, the set $\mathcal{V}_1(G)$ may be non-empty. For instance, if $G = \mathbb{Z}_2 \ast \mathbb{Z}_2$, then $T_G = \{(\pm 1, \pm 1)\}$ and $\mathcal{V}_1(G) = \{(-1, -1)\}$.

### 11.2. Alexander matrices and Fitting ideals.

In Lemma 2.2.3 and Corollary 2.4.3 from [38], E. Hironaka showed that the characteristic varieties of a finitely presented group $G$ are Zariski closed subsets of the character group $T_G$. For completeness, we provide a shorter proof of this important result, in the more general context that we have adopted here (see also [25, Proposition 2.4] for a related argument).

Given a finitely generated module $M$ over a commutative ring $R$, we let $\text{Fitt}_k(M)$ denote the Fitting ideal of codimension $k - 1$ minors in a presentation matrix for $M$. In the next lemma, $M$ will be the Alexander module $A(G) = \mathbb{Z}[G_{ab}] \otimes_{\mathbb{Z}[G]} I(G)$ from (12), viewed as a module over the ring $R = \mathbb{Z}[G_{ab}]$. For an ideal $\alpha$ of $\mathbb{C}[G_{ab}] = R \otimes \mathbb{C}$, we denote by $V(\alpha) \subseteq T_G$ its zero-set.

**Lemma 11.2** ([38]). Let $G$ be a finitely generated group. Then, for all $k \geq 1$,

$$\mathcal{V}_k(G) = V(\text{Fitt}_{k+1}(A(G) \otimes \mathbb{C})),$$

at least away from $1 \in T_G$, with equality at $1$ for $k < b_1(G)$.
Proof. Pick a presentation for $G$ with generators $x_1, \ldots, x_m$; let $X$ be the corresponding presentation 2-complex, and let $(C_*(X^{ab}; \mathbb{Z}), \partial^{ab})$ be the $\mathbb{Z}[G^{ab}]$-equivariant chain complex of the maximal abelian cover $X^{ab}$, as displayed in (13). By definition, a character $\rho: G^{ab} \to \mathbb{C}^*$ belongs to $\mathscr{V}_k(G)$ precisely when $\partial_2^a(\rho) + \partial_1^a(\rho) \leq m - k$, where the evaluation of $\partial_1^a$ at $\rho$ is obtained by applying the ring morphism $\mathbb{Z}[G^{ab}] \to \mathbb{C}$, $g \mapsto \rho(g)$ to each entry. Hence, $\mathscr{V}_k(X)$ is the zero-set of the ideal of size $m - k + 1$ of the block-matrix $\partial_2^a \oplus \partial_1^a$.

Now, $\partial_1^a(\rho) = 0$ if and only if $\rho = 1$. Therefore, if $\rho$ is a non-trivial character, then $\rho \in \mathscr{V}_k(G)$ if and only if $\partial_2^a(\rho) \leq m - k - 1$, or, equivalently, all codimension $k$ minors of $\partial_2^a$ vanish when evaluated at $\rho$. But we know from (15) that $A(G)$ is the cokernel of $\partial_2^a$, and so the claim is proved for $\rho \neq 1$. Finally, the evaluation of the chain complex (13) at $\rho = 1$ is simply $C_*(X; \mathbb{Z})$, and the last claim follows.

A similar result holds for the restricted characteristic varieties, with the Alexander module replaced by its rational counterpart, $A_{\mathbb{Q}}(G) = \mathbb{Z}[G^{ab}] \otimes \mathbb{Q}[G] I(G)$.

Lemma 11.3. Let $G$ be a finitely generated group. Then, for all $k \geq 1$,
$$\mathscr{V}_k(G) = V(\text{Fitt}_{k+1}(A_{\mathbb{Q}}(G) \otimes \mathbb{C})),$$
at least away from $1 \in \mathbb{T}_G^0$, with equality at 1 for $k < b_1(G)$.

Proof. Recall from §3.3 that $\mathcal{R}^{abf} = \mathcal{R}^{abf} \otimes \mathbb{Z}[G^{ab}] \mathbb{Z}[G^{ab}]$. Therefore, for a character $\rho: G^{abf} \to \mathbb{C}^*$, we have that $\mathcal{R}^{abf}(\rho) = \mathcal{R}^{ab}(\rho)$. Hence, $\rho$ belongs to $\mathscr{V}_k(G)$ precisely when $\text{rank} \mathcal{R}^{abf}(\rho) + \text{rank} \mathcal{R}^{ab}(\rho) \leq m - k$.

On the other hand, we know from Lemma 3.4 that $A_{\mathbb{Q}}(G) \otimes \mathbb{Q} = \text{coker}(\mathcal{R}^{abf} \otimes \mathbb{Q})$.

Proceeding as in the proof Lemma 11.2 yields the desired conclusions. \qed

12. Alexander varieties

We now relate the characteristic varieties of a finitely generated group $G$ with the support loci of the exterior powers of the Alexander invariant of $G$.

12.1. Support loci of Alexander invariants. We start with some basic notions from commutative algebra. Let $R$ be a commutative ring, and let $M$ be an $R$-module. The support of $M$, denoted $\text{supp}(M)$, consists of those maximal ideals $m \in \text{Spec}_m(R)$ for which the localization $M_m$ is non-zero. Supports are additive, in the following sense: If $0 \to M \to N \to P \to 0$ is an exact sequence of $R$-modules, then $\text{supp}(N) = \text{supp}(M) \cup \text{supp}(P)$. We denote by $\text{ann}_R(M)$ the annihilator ideal of $M$. The following lemma is well-known; see e.g. [28].

Lemma 12.1. Suppose $M$ is a finitely generated $R$-module. Then

1. $\text{supp}(M) = V(\text{ann}_R(M))$.
2. $V(\text{ann}_R(\bigwedge^k M)) = V(\text{Fitt}_k(M))$.
In order to analyze in more depth the characteristic varieties \( \mathcal{Y}_k(G) \), it is useful to consider the complexified Alexander invariant \( B(G) \otimes \mathbb{C} \), viewed as a module over the ring \( \mathbb{C}[G_{ab}] \), and its exterior powers, \( \bigwedge^k B(G) \otimes \mathbb{C} \). The support loci of these modules,
\begin{equation}
\mathcal{Y}_k(G) = \text{supp} \left( \bigwedge^k B(G) \otimes \mathbb{C} \right),
\end{equation}
are called the Alexander varieties of \( G \). By construction, these sets form a descending filtration by Zariski closed subsets of the character group, \( \mathbb{T}_G = \text{Spec}_m(\mathbb{C}[G_{ab}]) \).

Likewise, the study of the restricted characteristic varieties \( \mathcal{Y}_k(G) \) is related to the \( \mathbb{C}[G_{abr}] \)-module \( B_{\psi}(G) \otimes \mathbb{C} \) and its exterior powers. The support loci of these modules,
\begin{equation}
\mathcal{Z}_k(G) = \text{supp} \left( \bigwedge^k B_\psi(G) \otimes \mathbb{C} \right),
\end{equation}
are subvarieties of the character torus, \( \mathbb{T}_G^0 = \text{Spec}_m(\mathbb{C}[G_{abr}]) \). The next lemma will be useful in analyzing these support loci.

**Lemma 12.2.** Let \( M \) and \( N \) be modules over commutative rings \( R \) and \( S \), respectively, and let \( \psi: M \to N \) be a surjective morphism covering a surjective ring map, \( \varphi: R \to S \). Then the induced morphism on maximal spectra, \( \varphi^*: \text{Spec}_m(S) \to \text{Spec}_m(R) \), restricts to embeddings \( \text{supp}(\bigwedge^k N) \hookrightarrow \text{supp}(\bigwedge^k M) \) for all \( k \geq 1 \).

**Proof.** By (17), the map \( \psi \) factors as a composite, \( M \to N_\varphi \to N \). Taking exterior powers of the first map, we obtain epimorphisms \( \bigwedge^k_R M \to \bigwedge^k_R N_\varphi \). Since the ring map \( \varphi: R \to S \) is surjective, the module \( \bigwedge^k_R N_\varphi \) is obtained from \( \bigwedge^k_S N \) by restriction of scalars. Therefore, the map \( \varphi \) restricts to a surjection, \( \text{ann}_R \left( \bigwedge^k_R M \right) \to \text{ann}_S \left( \bigwedge^k_S N \right) \), and the claim follows. \( \square \)

By Proposition 3.5, we have an epimorphism \( \kappa \otimes \mathbb{C}: B(G) \otimes \mathbb{C} \to B_\psi(G) \otimes \mathbb{C} \) which covers the ring map \( \tilde{\nu}: \mathbb{C}[G_{ab}] \to \mathbb{C}[G_{abr}] \). Applying the previous lemma, we obtain the following corollary.

**Corollary 12.3.** For a finitely generated group \( G \), the inclusion \( \mathbb{T}_G^0 \hookrightarrow \mathbb{T}_G \) restricts to inclusions \( \mathcal{Z}_k(G) \hookrightarrow \mathcal{Y}_k(G) \), for all \( k \geq 1 \).

If \( G_{ab} \) is torsion-free, the map \( \kappa \otimes \mathbb{C} \) is an isomorphism, and so \( \mathcal{Z}_k(G) = \mathcal{Y}_k(G) \). As illustrated by the next example, this equality may not hold when \( \text{Tors}(G_{ab}) \neq 0 \).

**Example 12.4.** Consider again the group \( G = \mathbb{Z}_2 * \mathbb{Z}_2 \), with character group \( \mathbb{T}_G = \{(\pm 1, \pm 1)\} \). Then \( B(G) = \mathbb{Z}[x_1^\pm, x_2^\pm]/(1 + x_1, 1 + x_2) \), and so \( \mathcal{Y}_1(G) = \{(-1, -1)\} \), whereas \( B_\psi(G) = 0 \), and so \( \mathcal{Z}_1(G) = \emptyset \).

12.2. **Exterior powers in exact sequences.** The next lemma is the key algebraic ingredient in our analysis of the higher-depth Alexander varieties. The lemma is well-known in the case when \( R = \mathbb{k} \) is a field and the modules are finite-dimensional \( \mathbb{k} \)-vector spaces. Nevertheless, we could not find a reference in the generality that we need here; thus, we provide a detailed proof.
Lemma 12.5. Let $0 \to M \xrightarrow{\alpha} N \xrightarrow{\beta} P \to 0$ be an exact sequence of modules over a commutative ring $R$. For each $k \geq 1$, the exterior power $\bigwedge^k N$ admits a decreasing filtration by $R$-submodules,

\[(51) \quad \bigwedge^k N = F_0^k \supseteq F_1^k \supseteq \cdots \supseteq F_{k+1}^k = 0,\]

such that

\[(52) \quad F_i^k / F_{i+1}^k \cong \bigwedge^i M \otimes \bigwedge^{k-i} P \]

for $0 \leq i \leq k$.

Proof. For $k \geq 1$ and $0 \leq i \leq k$, define an $R$-linear map $\alpha_i^k : \bigwedge^i M \otimes \bigwedge^{k-i} N \to \bigwedge^k N$ by $\alpha_i^k(u \otimes v) = \bigwedge^i \alpha(u) \wedge v$, and set $F_i^k := \text{im}(\alpha_i^k)$. Clearly, this defines a filtration on the module $\bigwedge^k N$ such that (51) holds. To show that (52) does also hold, we use [28, Proposition A.2.2(d)], from which we extract the following statement: for each $j \geq 1$, there is an exact sequence

\[(53) \quad M \otimes \bigwedge^{j-1} N \xrightarrow{\alpha_i^{j-1}} \bigwedge^j N \xrightarrow{\bigwedge^j \beta} \bigwedge^j P \to 0.\]

(For $j = 1$, this is the original exact sequence.) Now fix $i \geq 0$ and set $j = k - i$; tensoring the sequence (53) with $\bigwedge^i M$, we obtain the exact sequence at the top of the following diagram.

\[
\begin{array}{cccccc}
\bigwedge^i M \otimes M \otimes \bigwedge^{k-i-1} N & \xrightarrow{\text{id} \otimes \alpha_i^{k-i-1}} & \bigwedge^i M \otimes \bigwedge^{k-i} N & \xrightarrow{\text{id} \otimes \bigwedge^i \beta} & \bigwedge^i M \otimes \bigwedge^{k-i} P & \to 0 \\
0 & \xrightarrow{\alpha_i^{k-i+1}} & F_{i+1}^k & \xrightarrow{\alpha_i^k} & F_i^k & \xrightarrow{\rho_i^k} \bigwedge^i M \otimes \bigwedge^{k-i} P & \to 0 .
\end{array}
\]

In this diagram, the map $\text{id} \otimes \bigwedge^{k-i} \beta$ factors through the map $\rho_i^k$ which sends $\bigwedge^i \alpha(u) \wedge v$ to $u \otimes \bigwedge^{k-i} \beta(v)$, while $\alpha_i^{k-i+1} = \alpha_i^{k+1} \circ \pi_i$, where $\pi_i : \bigwedge^i M \otimes M \to \bigwedge^{i+1} M$ is the canonical projection. It is readily seen that diagram (54) commutes, and therefore $\rho_i^k$ induces an isomorphism $F_i^k / F_{i+1}^k \cong \bigwedge^i M \otimes \bigwedge^{k-i} P$. This completes the proof. \qed

12.3. Characteristic varieties and support loci. It has been known for a long time that the characteristic varieties and the Alexander varieties of spaces and groups are intimately related. For instance, it was shown in [20, 58] that $\mathcal{V}_1(G) = \mathcal{B}_1(G)$ and $\mathcal{W}_1(G) = \mathcal{Z}_1(G)$, at least away from 1. Those proofs, based on a change-of-rings spectral sequence argument, are very specific to depth $k = 1$ and do not generalize to higher depths. We give here a proof valid in all depths $k \geq 1$. The proof is modeled on the proof of [45, Proposition 0.2]; since the argument given there is not complete (a proof of Lemma 12.5 is missing) and not quite in the generality we need (it assumes $G$ is finitely presented), we provide full details.

Theorem 12.6. Let $G$ be a finitely generated group. Then, for all $k \geq 1$,

\[(55) \quad \mathcal{V}_k(G) = \text{supp} \left( \bigwedge^k B(G) \otimes \mathbb{C} \right),\]
at least away from the identity 1 ∈ \mathbb{T}_G.

\textit{Proof.} Let \( B = B(G) \) and \( A = A(G) \), viewed as modules over \( R = \mathbb{Z}[G_{ab}] \), and let \( I = \mathbb{Z}(G_{ab}) \) be the augmentation ideal. By (16), we have an exact sequence of \( R \)-modules, 

\[ 0 \to B \to A \to I \to 0. \]

By Lemma 12.5, there is a filtration by \( R_m \)-submodules, \( \bigwedge^k A_m = F^k_0 \supseteq F^k_1 \supseteq \cdots \), with successive quotients \( F^k_i / F^k_{i+1} \cong \bigwedge^i B_m \otimes_R \bigwedge^{k-i} I_m \).

On the other hand, localizing at \( m \) the exact sequence \( 0 \to I \to R \xrightarrow{\lambda} \mathbb{Z} \to 0 \), we get the exact sequence \( 0 \to I_m \to R_m \to \mathbb{Z}_m \to 0 \). Assuming \( m \neq I \), we have that \( \mathbb{Z}_m = 0 \), and so \( I_m = R_m \). Hence, \( \bigwedge^j I_m \) is isomorphic to \( R_m \) if \( j = 0 \) or 1 and is equal to 0 if \( j > 1 \).

Putting things together, we infer the following: for every \( k \geq 1 \) and for every maximal ideal \( m \neq I \), we have an exact sequence

\[ 0 \to \bigwedge^k B_m \to \bigwedge^k A_m \to \bigwedge^{k-1} B_m \to 0. \]

By additivity of supports, it follows that \( \text{supp}(\bigwedge^k A \otimes \mathbb{C}) = \text{supp}(\bigwedge^{k-1} B \otimes \mathbb{C}) \), at least away from \( \text{supp}(I) = \{ 1 \} \). On the other hand, by Lemma 12.1, we have that \( \text{supp}(\bigwedge^k A \otimes \mathbb{C}) = V(\text{Fitt}_k (A \otimes \mathbb{C})) \). Applying now Lemma 11.2 completes the proof. \( \square \)

The next corollary sharpens a result that goes back to the work of Dwyer and Fried [27], and was further developed in [58, 70, 81]. In all those results, only the depth \( k = 1 \) was considered; the novelty here is that we work with arbitrary depth.

**Corollary 12.7.** Let \( G \) be a finitely generated group. For each \( k \geq 1 \), the following conditions are equivalent.

1. The characteristic variety \( \mathcal{V}_k(G) \) is a finite subset of \( \mathbb{T}_G \).
2. The \( \mathbb{C} \)-vector space \( \bigwedge^k (B(G) \otimes \mathbb{C}) \) is finite-dimensional.

\textit{Proof.} As is well-known (see e.g. [27, 60, 81]), a finitely generated module \( M \) over an affine \( \mathbb{C} \)-algebra \( R \) has finite support if and only if \( \text{dim}_{\mathbb{C}} M < \infty \). Letting \( M = \bigwedge^k B(G) \otimes \mathbb{C} \), viewed as a module over the \( \mathbb{C} \)-algebra \( R = \mathbb{C}[G_{ab}] \), the claim follows from Theorem 12.6. \( \square \)

**Example 12.8.** Let \( K \) be a tame knot in \( S^3 \), and let \( G \) be the fundamental group of the knot complement. Since \( G_{ab} = \mathbb{Z} \), we may identify \( \mathbb{T}_G = \mathbb{C}^* \). The variety \( \mathcal{V}_1(G) \) consists of 1, together with the roots of the Alexander polynomial of the knot, \( \Delta_K \in \mathbb{Z}[t^{\pm 1}] \); in particular, \( \mathcal{V}_1(G) \) is finite. By the above corollary, the \( \mathbb{C} \)-vector space \( B(G) \otimes \mathbb{C} \) is finite-dimensional; in fact, as is well-known, its dimension is equal to \( \text{deg} \Delta_K \).
12.4. **Restricting to the character torus.** We now restrict our attention to the identity component of the character group, \( \mathbb{T}_G \), and prove analogous results for the restricted characteristic varieties, \( \mathcal{V}_k(G) = \mathcal{V}^k(G) \cap \mathbb{T}_G \), and the corresponding support loci, \( \mathcal{Z}_k(G) = \text{supp} \left( \bigwedge^k B_3(G) \otimes \mathbb{C} \right) \).

**Theorem 12.9.** Let \( G \) be a finitely generated group. Then, for all \( k \geq 1 \),

\[
\mathcal{V}_k(G) = \text{supp} \left( \bigwedge^k B_3(G) \otimes \mathbb{C} \right),
\]

at least away from the identity \( 1 \in \mathbb{T}_G \).

**Proof.** Let \( B_3 = B_3(G) \otimes \mathbb{C} \) and \( A_3 = A_3(G) \otimes \mathbb{C} \), and let \( I_0 \) be the augmentation ideal of \( \mathbb{C}[G_{abf}] \). By Lemma 3.4, part (3), we have an exact sequence of \( \mathbb{C}[G_{abf}] \)-modules,

\[
0 \to B_3 \to A_3 \to I_0 \to 0.
\]

Continuing as in the proof of Theorem 12.6, we find that \( \text{supp} \left( \bigwedge^k A_3 \right) = \text{supp} \left( \bigwedge^k B_3 \right) \), at least away from \( \{1\} \). On the other hand, by Lemma 12.1, we have that \( \text{supp} \left( \bigwedge^k A_3 \right) = V(\text{Fitt}_k(A_3)) \). Applying now Lemma 11.3 completes the proof. \( \square \)

It follows at once from Theorems 12.6 and 12.9 that \( \mathcal{Z}_k(G) = \mathcal{V}_k(G) \cap \mathbb{T}_G \). Moreover, we have the following corollary, which, in view of Lemma 3.2, part (2), sharpens results from [27, 58, 70, 81].

**Corollary 12.10.** Let \( G \) be a finitely generated group. For each \( k \geq 1 \), the following conditions are equivalent.

1. The characteristic variety \( \mathcal{V}_k(G) \) is a finite subset of \( \mathbb{T}_G \).
2. The \( \mathbb{Q} \)-vector space \( \bigwedge^k B_3(G) \otimes \mathbb{Q} \) is finite-dimensional.

**Proof.** Follows from Theorem 12.9 using the same argument as in the proof of Corollary 12.7, applied this time to the vector space \( M = \bigwedge^k B_3(G) \otimes \mathbb{Q} \), viewed as a module over the \( \mathbb{C} \)-algebra \( R = \mathbb{C}[G_{abf}] \). \( \square \)

As an application, we obtain the following corollary.

**Corollary 12.11.** Let \( G \) be a finitely generated group, and suppose \( \mathcal{V}_1(G) \) is finite. Then the Chen ranks \( \theta_n(G) \) vanish for \( n \gg 0 \).

**Proof.** By Corollary 6.8, we have that \( \theta_n(G) = \dim_{\mathbb{Q}} \text{gr}_{n-2} (B_3(G) \otimes \mathbb{Q}) \) for all \( n \geq 2 \). On the other hand, since \( \mathcal{V}_1(G) \) is finite, Corollary 12.10 implies that \( B_3(G) \otimes \mathbb{Q} \) is finite-dimensional. Hence, the associated graded vector space \( \text{gr}(B_3(G) \otimes \mathbb{Q}) \) is also finite-dimensional; thus, its graded pieces must vanish in sufficiently high degrees. \( \square \)

13. **Characteristic varieties in group extensions**

We exhibit in this section several relationships between the characteristic varieties of a finitely generated group \( G \), of a normal subgroup \( K \), and of the quotient group \( Q = G/K \).
13.1. Homomorphisms and jump loci. Let \( \alpha : G \to H \) be a homomorphism between two finitely generated groups. Letting \( \alpha_{ab} : G_{ab} \to H_{ab} \) be the induced map on abelianizations, its linear extension to group algebras, \( \bar{\alpha} : \mathbb{C}[G_{ab}] \to \mathbb{C}[H_{ab}] \), defines a morphism between the corresponding maximal spectra. Under our previous identifications, this morphism coincides with the induced map on character groups, \( \alpha^*: \mathcal{T}_H \to \mathcal{T}_G \), given by \( \alpha^*(\rho)(g) = \alpha(\rho(g)) \). In general, this morphism may not send \( \mathcal{Y}_k(H) \) to \( \mathcal{Y}_k(G) \), even when \( \alpha \) is injective. Here is a simple example.

Example 13.1. Let \( F_n \) be the free group of rank \( n \geq 2 \), and let \( \mathbb{Z} < F_n \) be a cyclic subgroup. The inclusion \( \iota : \mathbb{Z} \to F_n \) induces a surjective morphism on character tori, \( \iota^*: (\mathbb{C}^*)^n \to \mathbb{C}^* \). This morphism sends \( \mathcal{Y}_1(F_n) = \cdots = \mathcal{Y}_{n-1}(F_n) = (\mathbb{C}^*)^n \) onto \( \mathbb{C}^* \) and \( \mathcal{Y}_n(F_n) = \{1\} \) to \( \{1\} \); on the other hand, \( \mathcal{Y}_1(\mathbb{Z}) = \{1\} \) while \( \mathcal{Y}_k(\mathbb{Z}) = \emptyset \) for \( k > 1 \), so the map \( \iota^* \) does not preserve characteristic varieties, for any depth \( k \leq n \).

Under certain assumptions, though, the characteristic varieties are preserved. We present now one such situation, and will return to this issue in Theorem 13.3, where a completely different situation will be analyzed.

Suppose \( \pi: G \to Q \) is surjective; then clearly \( \pi^*: \mathcal{T}_Q \to \mathcal{T}_G \) is injective. Moreover, \( \pi^* \) sends the characteristic varieties of \( Q \) to those of \( G \). We proved this assertion in [70, Lemma 2.13], starting from the jump loci definition (46) of the characteristic varieties, and using an spectral sequence argument. We give here another, self-contained proof of this result, based on the support loci interpretation from the previous section.

Proposition 13.2 ([70]). Let \( G \) be a finitely generated group, and let \( \pi: G \to Q \) be a surjective homomorphism. Then the induced morphism between character groups, \( \pi^*: \mathcal{T}_Q \to \mathcal{T}_G \), restricts to embeddings \( \mathcal{Y}_k(Q) \to \mathcal{Y}_k(G) \) for all \( k \geq 1 \).

Proof. The homomorphism \( \pi_{ab} : G_{ab} \to Q_{ab} \) extends linearly to a ring map, \( \bar{\pi}_{ab} : R \to S \), between the (commutative) rings \( R = \mathbb{Z}[G_{ab}] \) and \( S = \mathbb{Z}[Q_{ab}] \). Moreover, the map \( \pi: G \to Q \) induces an epimorphism \( B(\pi) : B(G) \to B(Q) \) which covers the map \( \bar{\pi} \). The claim now follows from Lemma 12.2 and Theorem 12.6 upon complexifying all these rings and modules and taking supports of exterior powers. \( \square \)

13.2. Jump loci in ab-exact and abf-exact sequences. Let \( K \triangleleft G \) be a normal subgroup, and assume both \( G \) and \( K \) are finitely generated. The inclusion map \( \iota : K \to G \) induces a surjective algebraic morphism between character groups, \( \iota^*: \mathcal{T}_G \to \mathcal{T}_K \), which restricts to a surjective map between the identity components of those groups, \( \iota^*: \mathcal{T}_G^{0} \to \mathcal{T}_K^{0} \). The next theorem shows that, under appropriate triviality assumptions on the monodromy of the resulting extension, these maps preserve the respective characteristic varieties.

Theorem 13.3. Let \( 1 \to K \xrightarrow{\iota} G \to Q \to 1 \) be an exact sequence of finitely generated groups.

1. If the sequence is ab-exact and \( Q \) is abelian, then the map \( \iota^*: \mathcal{T}_G \to \mathcal{T}_K \) restricts to maps \( \iota^*: \mathcal{Y}_k(G) \to \mathcal{Y}_k(K) \) for all \( k \geq 1 \); furthermore, the map \( \iota^*: \mathcal{Y}_1(G) \to \mathcal{Y}_1(K) \) is a surjection.
(2) If the sequence is abf-exact and \( Q \) is torsion-free abelian, then the map \( \iota^* : \mathcal{V}_G^0 \rightarrow \mathcal{V}_K^0 \) restricts to maps \( \iota^* : \mathcal{V}_i(G) \rightarrow \mathcal{V}_i(K) \) for all \( k \geq 1 \); furthermore, the map \( \iota^* : \mathcal{V}_i(G) \rightarrow \mathcal{V}_i(K) \) is a surjection.

Proof. Let \( R = \mathbb{Z}[K_{ab}] \) and \( S = \mathbb{Z}[G_{ab}] \). The induced map between Alexander invariants, \( B(\iota) : B(K) \rightarrow B(G) \), covers the ring map \( \bar{\iota}_{ab} : R \rightarrow S \) obtained from \( \iota_{ab} : K_{ab} \rightarrow G_{ab} \) by linear extension to group rings. Furthermore, \( B(\iota) \) may be viewed as the composite \( B(K) \rightarrow B(G)_i \rightarrow B(G) \), where the first arrow is a map of \( R \)-modules and the second arrow is the identity map of \( B(G) \), thought of as a map covering \( \bar{\iota}_{ab} \). Taking exterior \( k \)-powers, we may realize the map \( \bigwedge^k B(\iota) \) as the composite

\[
\bigwedge^k_R B(K) \longrightarrow \bigwedge^k_R B(G)_i \longrightarrow \bigwedge^k_S B(G).
\]

To prove claim (1), first note that the map \( \iota_{ab} \) is injective, since the given sequence is ab-exact. Thus, the map \( \bar{\iota}_{ab} \) is also injective, and the induced map between character groups, \( \iota^* : \mathcal{V}_G \rightarrow \mathcal{V}_K \), is surjective. Furthermore, since \( Q \) is abelian, Theorem 8.9, part (2) shows that the map \( B(K) \rightarrow B(G)_i \) is an \( R \)-isomorphism. Therefore, the map \( \bar{\iota}_{ab} \) restricts to a map \( \text{ann}_R(\bigwedge^k_R B(K)) \rightarrow \text{ann}_S(\bigwedge^k_S B(G)) \). Applying Theorem 12.6, we obtain a map \( \mathcal{V}_i(K) \rightarrow \mathcal{V}_i(G) \) after tensoring with \( \mathbb{C} \) and taking zero-sets. By a previous remark, this map coincides with the restriction of \( \iota^* \) to \( \mathcal{V}_i(G) \).

When \( k = 1 \), the map \( B(G)_i \rightarrow B(G) \) is injective; the argument above then shows that the map \( \iota^* : \mathcal{V}_i(G) \rightarrow \mathcal{V}_i(K) \) is surjective, and the proof of the first claim is complete.

To prove claim (2), first note that the map \( \iota_{abf} \) is injective, since by assumption our sequence is abf-exact. Thus, the induced morphism, \( \iota^* : \mathcal{V}_G^0 \rightarrow \mathcal{V}_K^0 \), is surjective. Moreover, Theorem 12.9 insures that \( \mathcal{V}_i(K) \) coincides, at least away from 1, with the support of the \( \mathbb{C}[G_{abf}] \)-module \( \bigwedge^k (B_{\bar{\iota}}(G) \otimes \mathbb{C}) \). Since \( Q \) is torsion-free abelian, Theorem 9.8, part (2) yields a \( \mathbb{Z}[K_{abf}] \)-isomorphism, \( B_{\bar{\iota}}(K) \rightarrow B_{\bar{\iota}}(G)_i \). The second claim now follows as above. \( \square \)

It is clear that, in the above theorem, we need to make some triviality assumptions on the action of \( Q \) in first homology, for otherwise we may well have \( b_1(K) > b_1(G) \). When this happens, the map \( \iota^* : \mathcal{T}_G \rightarrow \mathcal{T}_K \) is not surjective, making it unlikely that it would restrict to a surjection from \( \mathcal{V}_i(G) \) to \( \mathcal{V}_i(K) \). We illustrate this point with a simple example, and will expand on this issue in §13.4.

Example 13.4. Let \( G = F_n \) be a free group of rank \( n > 1 \); as observed previously, \( \mathcal{V}_i(G) = \mathcal{T}_G \) in this case. Now let \( \pi : F_n \rightarrow \mathbb{Z}_m \) be an epimorphism \( (m > 1) \); then \( K = \ker(\pi) \) is isomorphic to \( F_{nm-m+1} \). Thus, the inclusion \( \iota^* : \mathcal{T}_G \rightarrow \mathcal{T}_K \) is not surjective, and neither is its restriction to the characteristic varieties, \( \iota^* : \mathcal{V}_i(G) \rightarrow \mathcal{V}_i(K) \).

Corollary 13.5. Let \( 1 \rightarrow K \rightarrow G \rightarrow Q \rightarrow 1 \) be an ab-exact sequence of finitely generated groups. Suppose \( Q \) is abelian and \( \mathcal{V}_i(G) \) is finite. Then \( \dim_Q B(K) \otimes Q < \infty \) and \( \theta_n(K) = 0 \) for \( n \gg 0 \).
Proof. By Theorem 13.3, part (1), the inclusion \( \iota: K \to G \) induces a surjective morphism, \( \iota^*: \mathcal{V}_i(G) \to \mathcal{V}_i(K) \). Since \( \mathcal{V}_i(G) \) is a finite set, the same must be true for \( \mathcal{V}_i(K) \), and the first claim follows from Corollary 12.7. Now note that \( \mathcal{V}_i(K) = \mathcal{V}_i(K) \cap T^0_K \) is also finite, and so the second claim follows from Corollary 12.11; alternatively, the second claim follows from the first one and Corollary 6.8.

\[ \square \]

**Corollary 13.6.** Let \( 1 \to K \to G \to Q \to 1 \) be an abf-exact sequence of finitely generated groups. Suppose \( Q \) is torsion-free abelian and \( \mathcal{V}_i(G) \) is finite. Then \( \dim Q B_q(K) \oplus Q < \infty \) and \( \theta_n(K) = 0 \) for \( n > 0 \).

**Proof.** This is proved in like fashion: the first claim follows from Theorem 13.3, part (2) and Corollary 12.10, while the second claim follows again from Corollary 12.11 (or from the first one and Corollary 6.8).

\[ \square \]

### 13.3. Jump loci in split-exact sequences.

For split extensions, Theorem 13.3 admits a slightly more convenient formulation.

**Corollary 13.7.** Let \( 1 \to K \xrightarrow{\iota} G \to Q \to 1 \) be a split exact sequence of finitely generated groups.

1. If \( Q \) is abelian and acts trivially on \( H_1(K; \mathbb{Z}) \), then the map \( \iota^*: \mathbb{T}_G \to \mathbb{T}_K \) restricts to maps \( \iota^*: \mathcal{V}_i(G) \to \mathcal{V}_i(K) \) for all \( k \geq 1 \); furthermore, the map \( \iota^*: \mathcal{V}_i(G) \to \mathcal{V}_i(K) \) is a surjection.

2. If \( Q \) is torsion-free abelian and acts trivially on \( H_1(K; \mathbb{Q}) \), then the map \( \iota^*: \mathbb{T}_G^0 \to \mathbb{T}_K^0 \) restricts to maps \( \iota^*: \mathcal{V}_i(G) \to \mathcal{V}_i(K) \) for all \( k \geq 1 \); furthermore, the map \( \iota^*: \mathcal{V}_i(G) \to \mathcal{V}_i(K) \) is a surjection.

**Proof.** Both claims follow from Theorem 13.3, together with Proposition 8.4 for the first one, and Proposition 9.4, part (2) for the second one.

\[ \square \]

Here is a large class of examples where Corollary 13.7 applies.

**Example 13.8.** Let \( \Gamma \) be a connected, finite graph, and let \( 1 \to N_\Gamma \xrightarrow{\iota} G_\Gamma \to \mathbb{Z} \to 1 \) be the ab-exact exact sequence from (44). In [55, Lemma 8.3(i)], it was shown that the map \( \iota^*: \mathbb{T}_{G_\Gamma} \to \mathbb{T}_{N_\Gamma} \) restricts to a surjection \( \iota^*: \mathcal{V}_i(G_\Gamma) \to \mathcal{V}_i(N_\Gamma) \), provided \( \pi_1(\Delta_\Gamma) = 0 \). Corollary 13.7 recovers this result, without this additional assumption.

### 13.4. Discussion.

For the rest of this section, we discuss the necessity of the assumptions we made in Corollary 13.7, and thus, implicitly, in Theorem 13.3, too. The first example shows why it is necessary to assume that the action of \( Q \) on \( H_1(K; \mathbb{Z}) \) ought to be trivial, even when \( Q = \mathbb{Z} \) and \( b_1(K) = b_1(G) \).

**Example 13.9.** Let \( G = \langle t, a \mid tat^{-1} = a^{-1} \rangle \) be the fundamental group of the Klein bottle. Then \( G = \mathbb{Z} \times_{\varphi} \mathbb{Z} \), where the monodromy automorphism \( \varphi \) acts by inversion on the subgroup \( K = \mathbb{Z} = \langle a \rangle \), and \( G_{ab} = \mathbb{Z} \oplus \mathbb{Z}_2 \). The inclusion \( \iota: K \to G \) induces a surjection \( \iota^*: \mathbb{T}_G \to \mathbb{T}_K \), where \( \mathbb{T}_G = \mathbb{C}^* \times \{\pm 1\} \) and \( \mathbb{T}_K = \mathbb{C}^* \). This map sends \( \mathcal{V}_i(G) = \{(1, 1), (-1, 1)\} \) onto \( \{\pm 1\} \subset \mathbb{C}^* \), but \( \{\pm 1\} \) is not contained in \( \mathcal{V}_i(K) = \{1\} \).
The next example shows that the condition requiring $Q$ to be abelian is crucial for Corollary 13.7 to hold, even when $Q$ acts trivially on abelianization.

**Example 13.10.** Let $P_n$ be the Artin pure braid group on $n \geq 4$ strands. We then have a split exact sequence, $1 \to F_{n-1} \to P_n \to P_{n-1} \to 1$, with monodromy given by the Artin embedding, $P_{n-1} \to \text{Aut}(F_{n-1})$. Since pure braids act trivially on $H_1(F_{n-1};\mathbb{Z})$, the sequence is ab-exact; moreover, both $P_n$ and $F_{n-1}$ are finitely generated, though of course $P_{n-1}$ is not abelian. It is known that $\dim(V_1 P_n) = 2$ (see e.g. [71] and references therein), whereas $\dim(V_1 F_{n-1}) = n - 1$. Thus, the morphism $\iota^*: T_{P_n} \to T_{F_{n-1}}$ does not restrict to a surjection $V_1 P_n \to V_1 F_{n-1}$.

**Remark 13.11.** Given an ab-exact sequence as in Corollary 13.7, part (1), the morphisms $\iota^*: \mathcal{Y}_k(G) \to \mathcal{Y}_k(K)$ may fail to be surjective for $k > 1$. The reason is that exterior powers do not necessarily commute with restriction of scalars, and so the map $\bigwedge_R^k B(K) \to \bigwedge_R^k B(G)$ may fail to be injective.

Computations done in [72, Example 6.5] may be used to show that the phenomenon mentioned in the above remark occurs in the context of Milnor fibrations of complex hyperplane arrangements. This topic will be discussed in more detail in [75]. We give here a different kind of example; we will return to it in §17.3 in order to illustrate a related point regarding the higher-depth resonance varieties.

**Example 13.12.** Let $\mathcal{A} = \mathcal{A}(2134)$ be the arrangement of transverse planes through the origin of $\mathbb{R}^4$ defined in complex coordinates by the function $f(z, w) = zw(z - w)(z - 2\bar{w})$. As noted in Example 8.6, the arrangement group, $G$, fits into an ab-exact sequence, $1 \to F_3 \to G \to \mathbb{Z} \to 1$, and so all the hypothesis of Corollary 13.7, part (1) are satisfied. As shown in [50, 52], the variety $\mathcal{Y}_1(G)$ consists of two codimension 1 subtori in $(\mathbb{C}^*)^4$, which are sent by $\iota^*$ onto $\mathcal{Y}_1(F_3) = (\mathbb{C}^*)^3$, as predicted. On the other hand, $\mathcal{Y}_2(G)$ consists of two 1-dimensional subtori and a 2-dimensional translated subtorus; thus, its image under $\iota^*$ is strictly contained in $\mathcal{Y}_2(F_3) = (\mathbb{C}^*)^3$.

**Part IV. Holonomy and resonance**

14. **Holonomy Lie algebras and formality properties**

In this section we review some basic notions regarding the holonomy Lie algebra and the Malcev Lie algebra of a finitely generated group $G$, and discuss the graded formality and 1-formality properties of such groups.

14.1. **The holonomy Lie algebra of a group.** Let $G$ be a group such that the maximal torsion-free abelian quotient $G_{\text{abf}}$ is finitely generated. There is then another graded Lie algebra that can be associated to it, besides the ones already mentioned in §5. This Lie algebra is much easier to understand, in that it uses only information about the cohomology ring of $G$ encoded in the cup-product map $\cup_G: H^1(G) \wedge H^1(G) \to H^2(G)$. 

More precisely, let $L = \text{Lie}(G_{abf})$ be the free Lie algebra on $G_{abf}$. This is a (positively) graded Lie algebra, with grading given by bracket length. Writing $L = \bigoplus_{n \geq 1} L_n$, we have $L_1 = G_{abf}$ and $L_2 = G_{abf} \wedge G_{abf}$. Taking the dual of the cup-product map and writing $H^\vee := \text{Hom}(H, \mathbb{Z})$, we obtain the comultiplication map,

\begin{equation}
\cup_G^\vee : H^2(G)^\vee \longrightarrow (H^1(G) \wedge H^1(G))^\vee \cong G_{abf} \wedge G_{abf}.
\end{equation}

Following [10, 47, 53, 54, 77], we define the holonomy Lie algebra of $G$, denoted by $\mathfrak{h}(G)$, as the quotient

\begin{equation}
\mathfrak{h}(G) = \text{Lie}(G_{abf})/(\text{im}(\cup_G^\vee))
\end{equation}

of the free Lie algebra $L = \text{Lie}(G_{abf})$ by the Lie ideal generated by the image of $\cup_G^\vee$, viewed as a subgroup of $L_2$. The holonomy Lie algebra inherits a natural grading from the free Lie algebra, which is compatible with the Lie bracket. By construction, $\mathfrak{h}(G)$ is a quadratic Lie algebra: it is generated in degree 1 by $G_{abf}$, and all the relations are in degree 2. In particular, the derived Lie subalgebra, $\mathfrak{h}(G)'$, coincides with $\mathfrak{h}_{\geq 2}(G)$. As noted in [77], the projection map $G \twoheadrightarrow G/\gamma_n(G)$ induces an isomorphism $\mathfrak{h}(G) \cong \mathfrak{h}(G/\gamma_n(G))$ for all $n \geq 3$. Consequently, the holonomy Lie algebra of $G$ depends only on its second nilpotent quotient, $G/\gamma_3(G)$.

This construction is functorial. Indeed, let $\alpha : G \twoheadrightarrow H$ be a homomorphism between two groups as above; then the induced homomorphism $\alpha_{abf} : G_{abf} \twoheadrightarrow H_{abf}$ extends to a morphism $L(\alpha_{abf}) : L(G_{abf}) \twoheadrightarrow L(H_{abf})$ between the respective free Lie algebras. The map $\alpha$ also induces a morphism between cohomology rings, and thus sends $\text{im}(\cup_G^\vee)$ to $\text{im}(\cup_H^\vee)$. Consequently, $L(\alpha_{abf})$ induces a morphism of graded Lie algebras, $\mathfrak{h}(\alpha) : \mathfrak{h}(G) \twoheadrightarrow \mathfrak{h}(H)$; it is easily checked that $\mathfrak{h}(\beta \circ \alpha) = \mathfrak{h}(\beta) \circ \mathfrak{h}(\alpha)$.

A notable fact about the holonomy Lie algebra is its relationship to the associated graded Lie algebra, as embodied in the next theorem.

**Theorem 14.1** ([47, 53, 77]). For every group $G$ such that $G_{abf}$ is finitely generated, there exists a natural epimorphism of graded Lie algebras, $\Psi : \mathfrak{h}(G) \twoheadrightarrow \text{gr}(G)$, which induces isomorphisms in degrees 1 and 2 and descends to epimorphisms $\Psi^{(r)} : \mathfrak{h}(G)/\mathfrak{h}(G)^{(r)} \twoheadrightarrow \text{gr}(G/G^{(r)})$ for all $r \geq 2$.

This result is stated and proved in the references cited, in various degrees of generality. Essentially the same proof works in the slightly more general context adopted here.

It follows from the above theorem that the Lie algebra $\mathfrak{h}(G)/\mathfrak{h}(G)^{\omega}$ maps surjectively onto the Chen Lie algebra $\text{gr}(G/G^{\omega})$. Thus, if we define the holonomy Chen ranks of $G$ as $\tilde{\theta}_n(G) := \text{rank } (\mathfrak{h}(G)/\mathfrak{h}(G)^{\omega})_n$, we have that $\tilde{\theta}_n(G) \geq \theta_n(G)$, for all $n \geq 1$.

**14.2. Graded formality.** Suppose now that $G$ is a group with $b_1(G) < \infty$, and let $\mathbb{k}$ be a field of characteristic 0. We may then define in a completely analogous fashion the holonomy Lie algebra of $G$ with coefficients in $\mathbb{k}$, denoted $\mathfrak{h}(G; \mathbb{k})$, as the free Lie algebra on $H_1(G; \mathbb{k})$, modulo the ideal generated by the image of the comultiplication map, $H_2(G; \mathbb{k}) \to H_1(G; \mathbb{k}) \wedge H_1(G; \mathbb{k})$. 


An analogue of Theorem 14.1 holds over \( k \) even when \( b_1(G) < \infty \): There exists a natural epimorphism of graded Lie algebras, \( \Psi_k: \mathfrak{h}(G; k) \rightarrow \text{gr}(G) \otimes k \), which induces isomorphisms in degrees 1 and 2 and descends to epimorphisms \( \Psi^{(r)}_k: \mathfrak{h}(G; k)/\mathfrak{h}(G; k)^{(r)} \rightarrow \text{gr}(G/G^{(r)}) \otimes k \) for all \( r \geq 2 \). Thus, if we set \( \bar{\theta}_n(G) := \dim_k (\mathfrak{h}(G; k)/\mathfrak{h}(G; k)^{(r)})_n \), we have that \( \bar{\theta}_n(G) \geq \theta_n(G) \), for all \( n \geq 1 \). When \( G_{\text{ab}} \) is finitely generated, \( \mathfrak{h}(G; k) = \mathfrak{h}(G) \otimes k \), and the holonomy Chen ranks \( \bar{\theta}_n(G) \) defined here coincide with the ones from §14.1.

Following [77, 78], we say that a finitely generated group \( G \) is \textit{graded formal} if the map \( \Psi_k: \mathfrak{h}(G; k) \rightarrow \text{gr}(G) \otimes k \) is an isomorphism. This condition is equivalent to \( \text{gr}(G) \otimes k \) being a quadratic Lie algebra. As shown in [78, Theorem 5.11], if \( K \leq G \) is a retract of a graded formal group, then \( K \) is also graded formal. The next theorem gives another condition insuring that graded formality is inherited by a subgroup.

**Theorem 14.2.** Let \( G = K \rtimes Q \) be a split extension of finitely generated groups, and assume \( Q \) acts trivially on \( H_1(K; k) \). If \( G \) is graded formal, then \( K \) is also graded formal.

**Proof.** An analogous result was proved in [78, Theorem 5.12], under the more restrictive assumption that \( Q \) should act trivially on \( K_{\text{ab}} \). Starting from the hypothesis that the map \( \Psi_k: \mathfrak{h}(G; k) \rightarrow \text{gr}(G) \otimes k \) is an isomorphism, the proof uses the splitting \( \text{gr}(G) \rightarrow \text{gr}(K) \) provided by Falk and Randell’s Theorem 7.2 to conclude that the map \( \Psi_k: \mathfrak{h}(K; k) \rightarrow \text{gr}(K) \otimes k \) is also an isomorphism.

In our more general setting, Proposition 9.4 insures that \( Q \) acts trivially on \( K_{\text{ab}} \). Therefore, the same proof works here, using instead the splitting \( \text{gr}(G) \otimes k \rightarrow \text{gr}(K) \otimes k \) induced by the splitting \( \text{gr}^\infty(G) \rightarrow \text{gr}^\infty(K) \) from Theorem 7.4. \( \square \)

14.3. **Malcev completion.** In [65], Quillen associated to every group \( G \) a filtered Lie algebra over the rationals, \( m(G) \), called the \textit{Malcev Lie algebra} of \( G \). Let \( I = I_Q(G) \) be the augmentation ideal of the group algebra of \( G \), and let

\[
\hat{Q}[G] = \lim_{\rightarrow} Q[G]/I^n
\]

be the completion of \( Q[G] \) with respect to the \( I \)-adic filtration. The usual Hopf algebra structure on the group algebra extends to the completion, making \( \hat{Q}[G] \) into a complete Hopf algebra. By definition, \( m(G) \) is the Lie algebra of primitive elements in \( \hat{Q}[G] \), endowed with the induced filtration and the (compatible) Lie bracket \([x, y] = xy - yx\). It is readily seen that this construction is functorial.

Let \( \text{gr}(m(G)) \) be the associated graded Lie algebra with respect to the lower central series filtration of \( m(G) \). Quillen then showed in [64] that

\[
\text{gr}(m(G)) \cong \text{gr}(G) \otimes \mathbb{Q}.
\]

For more on this topic, we refer to [21, 26, 53, 57, 78, 80]. We will only recall here two results which will prove to be useful to us. The first result, proved in [33] and recorded in [21], is a filtered version of a celebrated result of Stallings ([67, Theorem 7.3]).
Theorem 14.3 ([21, 33, 67]). Let \( \alpha : G \to H \) be a homomorphism that induces an isomorphism \( H_1(G; \mathbb{Q}) \xrightarrow{\cong} H_1(H; \mathbb{Q}) \) and an epimorphism \( H_2(G; \mathbb{Q}) \twoheadrightarrow H_2(H; \mathbb{Q}) \). Then \( \alpha \) induces an isomorphism of filtered Lie algebras, \( \mathfrak{m}(G) \xrightarrow{\cong} \mathfrak{m}(H) \), and thus, an isomorphism of graded Lie algebras, \( \text{gr}(G) \otimes \mathbb{Q} \xrightarrow{\cong} \text{gr}(H) \otimes \mathbb{Q} \).

Let \( I \) be the augmentation ideal of the ring \( R = \mathbb{Q}[G_{ab}] \). The second result, proved in [26, Proposition 5.4], relates the \( I \)-adic completion of the rationalized Alexander invariant, \( B(G) \otimes \mathbb{Q} \), viewed as a module over \( \hat{R} \), to the Malcev Lie algebra of \( G \). For a subset \( a \subset \mathfrak{m}(G) \), we denote by \( \overline{a} \) its closure in the topology defined by the filtration on \( \mathfrak{m}(G) \).

Theorem 14.4 ([26]). For a finitely generated group \( G \), there is a filtration-preserving \( \hat{R} \)-linear isomorphism, \( B(G) \otimes \mathbb{Q} \cong \overline{\mathfrak{m}(G)/\mathfrak{m}(G)^{\prime \prime}} \).

The following is an immediate corollary of the above two theorems.

Corollary 14.5. Let \( \alpha : G \to H \) be a homomorphism between two finitely generated groups. Suppose \( \alpha \) induces an isomorphism \( H_1(G; \mathbb{Q}) \xrightarrow{\cong} H_1(H; \mathbb{Q}) \) and an epimorphism \( H_2(G; \mathbb{Q}) \twoheadrightarrow H_2(H; \mathbb{Q}) \). Then \( \alpha \) induces a filtration-preserving isomorphism \( B(G) \otimes \mathbb{Q} \xrightarrow{\cong} B(H) \otimes \mathbb{Q} \), and thus, a degree-preserving isomorphism \( \text{gr}(B(G) \otimes \mathbb{Q}) \xrightarrow{\cong} \text{gr}(B(H) \otimes \mathbb{Q}) \).

In particular, as noted in [21], if \( G \) is finitely generated, \( K \leq G \) has finite index, and the inclusion map \( \iota : K \to G \) induces an isomorphism on \( H_1(\_; \mathbb{Q}) \), then it also induced an isomorphism between completed Alexander invariants (over \( \mathbb{Q} \)).

14.4. The 1-formality property. A finitely generated group \( G \) is said to be 1-formal if \( \mathfrak{m}(G) \) is isomorphic (as a filtered Lie algebra) to \( \overline{\mathfrak{h}(G; \mathbb{Q})} \), the completion of the rational holonomy Lie algebra of \( G \) with respect to its lower central series filtration.

Now let \( \Psi_{Q} : \mathfrak{h}(G; \mathbb{Q}) \to \text{gr}(G) \otimes \mathbb{Q} \) and \( \Psi_{Q}^{(r)} : \mathfrak{h}(G; \mathbb{Q})/\mathfrak{h}(G; \mathbb{Q})^{(r)} \to \text{gr}(G/G^{(r)}) \otimes \mathbb{Q} \) be the functorial morphisms of graded Lie algebras from §14.2. If \( G \) is a 1-formal group, then all these morphisms are isomorphisms; this basic result follows from [65] and [53], respectively (see also [57, 77, 78]). Consequently, \( G \) is 1-formal if and only if \( G \) is graded formal and \( \mathfrak{m}(G) \) is isomorphic to the completion of its associated graded Lie algebra ([78]). It is still an open question as to when the 1-formality property propagates through group extensions. Here is one instance when formality is inherited by (normal) subgroups.

Theorem 14.6 ([22]). Let \( K \triangleleft G \) be a normal subgroup. Suppose \( G \) is 1-formal, the quotient \( Q = G/K \) is finite, and \( Q \) acts trivially on \( H_1(K; \mathbb{Q}) \). Then \( K \) is also 1-formal.

More generally, one may consider the 1-formality problem for short exact sequences of the form \( 1 \to K \to G \to Q \to 1 \), where both \( G \) and \( K \) are finitely generated groups. If \( K \) is 1-formal, the group \( G \) does not have to be 1-formal, as illustrated by the Heisenberg group \( G = \mathbb{Z}^{2} \times \mathbb{Z} \) (see Example 17.4). Likewise, if \( G \) is 1-formal, the group \( K \) need not be 1-formal; in fact, \( K \) is need not be 1-formal, even if \( Q = G/K \) is finite, see for instance [22, 71]. On the other hand, we have the following positive result.

Theorem 14.7 ([78]). Let \( G \) be a 1-formal group, and let \( K \triangleleft G \) be a normal subgroup. If \( K \) is a retract of \( G \), then \( K \) is also 1-formal.
15. Infinitesimal Alexander invariants and the BGG correspondence

We now use the holonomy Lie algebra to construct a graded module over a symmetric algebra which can be viewed as the infinitesimal version of the Alexander invariant. Using the BGG correspondence, we also construct an infinitesimal version of the Alexander module, and relate the two modules via a Crowell-type exact sequence.

15.1. Infinitesimal Alexander invariant. Let $G$ be a group and assume that $G_{abf}$ is finitely generated. We will denote by $\text{Sym}(G_{abf})$ the symmetric algebra on this free abelian group of finite rank. Note that $\text{Sym}(G_{abf})$ is naturally isomorphic to $\text{gr}(\mathbb{Z}[G_{abf}])$. In concrete terms, if we identify $G_{abf}$ with $\mathbb{Z}^r$, where $r = b_1(G)$, then $\text{Sym}(G_{abf})$ gets identified with the polynomial ring $\mathbb{Z}[x_1, \ldots, x_r]$.

A homomorphism $\alpha : G \to H$ between two groups as above induces a homomorphism $\alpha_{abf} : G_{abf} \to H_{abf}$, which extends to a ring map, $\tilde{\alpha}_{abf} : \text{Sym}(G_{abf}) \to \text{Sym}(H_{abf})$. If we indentify these symmetric algebras with the corresponding polynomial rings, the map $\tilde{\alpha}_{abf}$ is the linear change of variables defined by the matrix of $\alpha_{abf}$. Consequently, if $\alpha_{abf}$ is injective (respectively, surjective), then $\tilde{\alpha}_{abf}$ is also injective (respectively, surjective).

Now let $\mathfrak{h}(G)$ be the holonomy Lie algebra of $G$. Following the approach from [53] (see also [23, 59, 61, 76, 79]), we define the infinitesimal Alexander invariant of $G$ to be the quotient group

$$\mathfrak{b}(G) := \mathfrak{h}(G)' / \mathfrak{h}(G)'', \tag{64}$$

viewed as a graded module over $\text{Sym}(G_{abf})$. The module structure comes from the exact sequence

$$0 \to \mathfrak{h}(G)' / \mathfrak{h}(G)'' \to \mathfrak{h}(G) / \mathfrak{h}(G)'' \to \mathfrak{h}(G) / \mathfrak{h}(G)' \to 0 \tag{65}$$

via the adjoint action of $\mathfrak{h}(G) / \mathfrak{h}(G)' = \mathfrak{h}_1(G) = G_{abf}$ on $\mathfrak{h}(G)' / \mathfrak{h}(G)''$ given by $g \cdot \xi = [g, x]$ for $g \in \mathfrak{h}_1(G)$ and $x \in \mathfrak{h}(G)'$, and with the grading inherited from the one on $\mathfrak{h}(G)$. When $G$ admits a finite, commutator-relators presentation, this module is isomorphic to the “linearization” of $B(G)$, cf. [53, Proposition 9.3].

The above construction is functorial. More precisely, if $\alpha : G \to H$ is a homomorphism between two groups as above, then $\alpha$ induces a morphism of graded Lie algebras, $\mathfrak{h}(\alpha) : \mathfrak{h}(G) \to \mathfrak{h}(H)$, which preserves the respective derived series. Hence, the restriction $\mathfrak{h}(\alpha)' : \mathfrak{h}(G)' \to \mathfrak{h}(H)'$ induces a map $\mathfrak{B}(\alpha) : \mathfrak{B}(G) \to \mathfrak{B}(H)$. A routine check shows that $\mathfrak{B}(\alpha)$ is a morphism of modules covering the ring map $\tilde{\alpha}_{abf} : \text{Sym}(G_{abf}) \to \text{Sym}(H_{abf})$, and that $\mathfrak{B}(\beta \circ \alpha) = \mathfrak{B}(\beta) \circ \mathfrak{B}(\alpha)$.

Denoting by $\mathfrak{B}(H)_\alpha$ the module obtained from $\mathfrak{B}(H)$ by restriction of scalars along $\tilde{\alpha}_{abf}$, we may view the map $\mathfrak{B}(\alpha)$ as the composite $\mathfrak{B}(G) \to \mathfrak{B}(H)_\alpha \to \mathfrak{B}(H)$, where the first arrow is a $\text{Sym}(G_{abf})$-linear map and the second arrow is the identity map of $\mathfrak{B}(H)$, thought of as covering the ring map $\tilde{\alpha}_{abf}$.

Consider now the canonical element, $\omega_G \in G_{abf}^\vee \otimes G_{abf}^\vee$; by definition, this tensor corresponds to the identity automorphism of $G_{abf}$ under the tensor-hom adjunction. Identifying $G_{abf}^\vee$ with $H^1(G; \mathbb{Z})$ and $G_{abf}$ with the degree 1 piece of $S = \text{Sym}(G_{abf})$, multiplication by
The BGG correspondence. All these notions may be extended to the more general context of groups \( G \) with \( b_1(G) < \infty \), provided we work over a field \( \k \) of characteristic 0. Specifically, let us define the infinitesimal Alexander invariant with coefficients in \( \k \) as the quotient

\[
\mathcal{B}(G; \k) = h(G; \k) / h(G; \k)^0,
\]

viewed as a graded module over the \( \k \)-algebra Sym\((H_1(G; \k))\). By a previous remark, when \( G_{abf} \) is finitely generated we have that \( h(G; \k) = h(G) \otimes \k \), and so \( \mathcal{B}(G; \k) = \mathcal{B}(G) \otimes \k \). In the particular case when \( G \) itself is finitely generated, the module \( \mathcal{B}(G; \C) \) coincides with the Koszul module introduced in [61], and further studied in [1, 2, 3].

We write \( H^* = H^*(G; \k) \) for the cohomology algebra of \( G \) with coefficients in \( \k \), and \( H_i = H_i(G; \k) \) for the dual \( \k \)-vector spaces. So let \( S = \text{Sym}(H_1) \) be the symmetric \( \k \)-algebra on \( H_1 \), viewed as the coordinate ring of \( H^1 \). Let \( E^* = \bigwedge H^1 \) be the exterior algebra on \( H^1 \); the identification \( E^1 = H^1 \) extends to a map of graded rings, \( E \to H \), which turns \( H \) into an \( E \)-module. The Bernstein–Gelfand–Gelfand correspondence (see [29, §7B]) yields a cochain complex of free \( S \)-modules,

\[
(H^* \otimes_k S, \delta) : H^0 \otimes_k S \xrightarrow{\delta^0_H} H^1 \otimes_k S \xrightarrow{\delta^1_H} H^2 \otimes_k S \xrightarrow{} \cdots.
\]

Upon identifying \( H_1 \) with \( S_1 \), the differentials in (68) are given by multiplication by the canonical element, \( \omega \in H^1 \otimes_k H_1 \). For \( i \geq 1 \), let \( \overline{\partial}_i^H : H_i \otimes_k S \to H_{i-1} \otimes_k S \) be the map \( S \)-dual to \( \delta^i_H \). Much as before, we define the infinitesimal Alexander module of \( G \) over \( \k \) to be the \( S \)-module

\[
\mathcal{A}(G, \k) := \text{coker} (\overline{\partial}^H_2).
\]

Clearly, \( \mathcal{A}(G; \k) = \mathcal{A}(G) \otimes \k \), provided \( G_{abf} \) is finitely generated.

Finally, if \( \alpha : G \to H \) is a homomorphism, we define as before morphisms \( \mathcal{B}(\alpha; \k) \) and \( \mathcal{A}(\alpha; \k) \) covering the ring map \( \tilde{\alpha}_{abf} : \text{Sym}(H_1(G; \k)) \to \text{Sym}(H_1(H; \k)) \). When \( G_{abf} \) and \( H_{abf} \) are finitely generated, \( \mathcal{B}(\alpha; \k) = \mathcal{B}(\alpha) \otimes \k \) and \( \mathcal{A}(\alpha; \k) = \mathcal{A}(\alpha) \otimes \k \).

15.3. An infinitesimal Crowell exact sequence. Pursuing our analogy with the classical theory of Alexander invariants and modules, we now set up the infinitesimal counterpart (over a field \( \k \) of characteristic 0) of Crowell’s exact sequence (16).
Theorem 15.1. Let $G$ be a group with $b_1(G) < \infty$. Set $S = \text{Sym}(H_1(G; \mathbb{k}))$, and let $\mathfrak{Z}(G; \mathbb{k})$ be the maximal ideal of $S$ at 0. There is then a natural exact sequence of $S$-modules,

$$
0 \longrightarrow \mathfrak{B}(G; \mathbb{k}) \longrightarrow \mathfrak{A}(G; \mathbb{k}) \longrightarrow \mathfrak{Z}(G; \mathbb{k}) \longrightarrow 0.
$$

Proof. As noted in §15.2, the BGG correspondence yields cochain complexes of free $S$-modules, $(H^* \otimes \mathbb{k}, \delta^H)$ and $(E^* \otimes \mathbb{k}, \delta^E)$. Dualizing these complexes and setting $E_i = (E^i)^\vee$ and $\hat{\delta}_{i+1} = (\delta^E)^{*}$, the functoriality of the correspondence gives a commuting diagram,

$$
\begin{array}{cccc}
H_2 \otimes \mathbb{k} & \longrightarrow & H_1 \otimes \mathbb{k} & \longrightarrow & H_0 \otimes \mathbb{k} \\
\downarrow \nabla_H \otimes S & & & & \\
E_3 \otimes \mathbb{k} & \longrightarrow & E_2 \otimes \mathbb{k} & \longrightarrow & E_1 \otimes \mathbb{k} & \longrightarrow & E_0 \otimes \mathbb{k},
\end{array}
$$

where the bottom row is the beginning of the standard Koszul complex, while $\nabla_H : H_2 \rightarrow E_2 = H_1 \wedge H_1$ is the comultiplication map $\cup_G \otimes \mathbb{k}$ from (60). As shown in [53, Theorem 6.2], the $S$-module $\mathfrak{B}(G; \mathbb{k})$ admits the presentation

$$
(E_3 \oplus H_2) \otimes \mathbb{k} \longrightarrow E_2 \otimes \mathbb{k} \longrightarrow \mathfrak{B}(G; \mathbb{k}) \longrightarrow 0.
$$

By definition, $\mathfrak{A}(G; \mathbb{k})$ is equal to $\text{coker}(\hat{\delta}^H_2)$. We infer from (71) that the Koszul differential $\hat{\delta}^E_2$ descends to a map $\mathfrak{B}(G; \mathbb{k}) \rightarrow \mathfrak{A}(G; \mathbb{k})$. Noting that $E_0 \otimes \mathbb{k} = S$, we may identify $\mathfrak{Z}(G; \mathbb{k})$ with $\text{im}(\hat{\delta}^E_1)$. A diagram chase now yields the exact sequence (70).

Finally, let $\alpha : G \rightarrow H$ be a group homomorphism. It is readily checked that the restriction of $\mathfrak{A}(\alpha; \mathbb{k})$ to $\mathfrak{B}(G; \mathbb{k})$ coincides with $\mathfrak{B}(\alpha; \mathbb{k})$, and induces the map $\tilde{\alpha}_{abf}$ on augmentation ideals. This verifies the naturality of (70), and completes the proof. \hfill $\Box$

15.4. Chen ranks and 1-formality. Recall we defined in §14.2 the holonomy Chen ranks of a group $G$ with $b_1(G) < \infty$ as $\bar{\theta}_n(G) = \dim_{\mathbb{k}} (b(G; \mathbb{k})/b(G; \mathbb{k})^n)_n$, where $\mathbb{k}$ is a field of characteristic 0. The proof of [76, Proposition 8.1]—adapted to our slightly more general setting—shows that the following infinitesimal version of Massey’s correspondence holds.

Proposition 15.2 ([76]). Let $G$ be a group with $b_1(G) < \infty$. Then

$$
\bar{\theta}_n(G) = \dim_{\mathbb{k}} \mathfrak{B}_{n-2}(G; \mathbb{k}), \text{ for all } n \geq 2.
$$

Recall also that the Chen ranks $\theta_n(G)$ satisfy the inequality $\theta_n(G) \leq \bar{\theta}_n(G)$. As we shall see below, when the group $G$ is 1-formal, this becomes an equality for all $n$. The key result towards establishing this fact (proved in [26, Theorem 5.6] and further enhanced in [76]) uses the 1-formality hypothesis to construct a functorial isomorphism between the Alexander invariant and its infinitesimal version, at the level of completions (over $\mathbb{Q}$).

Theorem 15.3 ([26]). Let $G$ be a 1-formal group. There is then a natural, filtration-preserving isomorphism of completed modules, $B(G) \otimes \mathbb{Q} \cong \mathfrak{B}(G) \otimes \mathbb{Q}$.
Passing to associated graded modules, we obtain as an immediate corollary the following result.

**Corollary 15.4.** If $G$ is 1-formal, then $\text{gr}(B(G) \otimes \mathbb{Q}) \cong \mathcal{B}(G) \otimes \mathbb{Q}$, as graded modules over $\text{gr}(\mathbb{Q}[G_{ab}]) \cong \text{Sym}(H_1(G; \mathbb{Q}))$.

The next corollary was first proved in [53, Theorem 4.2]; we provide here a short proof, based on the above results.

**Corollary 15.5 ([53]).** If $G$ is 1-formal, then $\theta_n(G) = \tilde{\theta}_n(G) = \dim_{\mathbb{Q}} \mathcal{B}_{n-2}(G; \mathbb{Q})$ for all $n \geq 2$.

**Proof.** The classical Massey correspondence, as summarized in formula (39), implies that $\theta_n(G)$ is equal to $\dim_{\mathbb{Q}} \text{gr}_{n-2}(B(G) \otimes \mathbb{Q})$. In turn, Corollary 15.4 allows us to replace the dimension of this vector space by the dimension of $\mathcal{B}_{n-2}(G; \mathbb{Q})$, which we know from Proposition 15.2 is equal to $\tilde{\theta}_n(G)$. \hfill $\square$

16. Resonance varieties

The resonance varieties of a group are a different kind of jump loci, built solely from cohomological information in low degrees. In this section, we relate these varieties to the support loci of the infinitesimal Alexander invariant, and discuss some of their properties.

16.1. A stratification of the first cohomology group. Let $G$ be a group, and let $H^* = H^*(G; \mathbb{C})$ be its cohomology algebra over $\mathbb{C}$. For our purposes here, we will only consider the truncated algebra $H^{\leq 2}$; moreover, we will assume that $b_1(G) = \dim_{\mathbb{C}} H^1$ is finite. For each element $a \in H^1$, we have $a^2 = 0$, and so left-multiplication by $a$ defines a cochain complex,

$$\langle H, \delta_a \rangle: \quad H^0 \xrightarrow{\delta_a^0} H^1 \xrightarrow{\delta_a^1} H^2,$$

with differentials $\delta_a^u(u) = a \cdot u$ for $u \in H^u$. It is readily checked that the specialization of the cochain complex (68) at $a$ coincides with (74); see for instance [20, 73].

The resonance varieties witness the extent to which this complex fails to be exact in the middle. More precisely, for each $k \geq 1$, the **depth $k$ resonance variety** of $G$ is defined as

$$\mathcal{R}_k(G) := \{a \in H^1 \mid \dim_{\mathbb{C}} H^1(H, \delta_a) \geq k\}.$$

These sets are homogeneous algebraic subvarieties of the affine space $H^1 = H^1(G; \mathbb{C})$. Clearly, $0 \in \mathcal{R}_k(G)$ if and only if $k \leq b_1(G)$; in particular, $\mathcal{R}_1(G) = \emptyset$ if and only if $b_1(G) = 0$. Furthermore, we have a descending filtration,

$$H^1(G; \mathbb{C}) \supseteq \mathcal{R}_1(G) \supseteq \mathcal{R}_2(G) \supseteq \cdots \supseteq \mathcal{R}_r(G) \supseteq \mathcal{R}_{r+1}(G) = \emptyset,$$

where $r = b_1(G)$. A linear subspace $U \subset H^1$ is said to be isotropic if the restriction of $\cup_G: H^1 \wedge H^1 \rightarrow H^2$ to $U \wedge U$ vanishes; that is, $ab = 0$ for all $a, b \in U$. As noted in [73, Lemma 2.2], the variety $\mathcal{R}_k(G)$ contains every isotropic subspace of $H^1$ whose dimension is at most $k + 1$; moreover, $\mathcal{R}_1(G)$ is the union of all isotropic planes in $H^1$. 
The following (well-known) lemma shows that the resonance varieties are determinantal varieties of the infinitesimal Alexander module, and thus, Zariski closed subsets of the affine space $H^1$. Proofs in various levels of generality have been given, for instance, in [51, 60, 73]. We give here a quick proof, in a slightly greater generality, along the lines of the proof of Lemma 11.2.

**Lemma 16.1.** Let $G$ be a group with $b_1(G) < \infty$. Then, for all $k \geq 1$,

$$\mathcal{R}_k(G) = V(\text{Fitt}_{k+1}(\mathfrak{A}(G; \mathbb{C}))),$$

at least away from $0 \in H^1(G; \mathbb{C})$, with equality at 0 for $k < b_1(G)$.

**Proof.** Let $a \in H^1$. By the above discussion, we have that $\delta^i_H(a) = \delta^i_a$. Thus, $a$ belongs to $\mathcal{R}_k(G)$ if and only if rank $\partial^H_2(a) + \text{rank } \partial^H_1(a) \leq b_1(G) - k$. But $H_0 = \mathbb{C}$ and $\partial^H_1(a) = 0$ if and only if $a = 0$. Since $\mathfrak{A}(G, \mathbb{C}) = \text{coker}(\partial^H_2)$, the lemma follows. □

**16.2. Resonance and exterior powers.** The next result identifies the depth-$k$ resonance variety of a group as the support locus of the $k$-th exterior power of its infinitesimal Alexander invariant. The result was first proved in [24, Lemma 4.2] for finitely presented groups, using a specialization argument; in fact, the same proof works for finitely generated groups, see [23, Lemma 5.1]. We offer here a completely different proof, in greater generality, using the BGG correspondence and the localization approach from the proof of Theorem 12.6.

**Theorem 16.2** ([23, 24]). Let $G$ be a group with $b_1(G) < \infty$. Then

$$\mathcal{R}_k(G) = \text{supp}\left(\bigwedge^k \mathfrak{B}(G) \otimes \mathbb{C}\right)$$

for all $k \geq 1$, at least away from $0 \in H^1(G; \mathbb{C})$.

**Proof.** Let $0 \to \mathfrak{B} \to \mathfrak{A} \to \mathfrak{Z} \to 0$ be the infinitesimal Crowell exact sequence from Theorem 15.1, over $k = \mathbb{C}$. Localizing at a maximal ideal $m \in \text{Spec}_m(S)$, we obtain an exact sequence of $S_m$-modules, $0 \to \mathfrak{B}_m \to \mathfrak{A}_m \to \mathfrak{Z}_m \to 0$. On the other hand, localizing at $m$ the exact sequence $0 \to \mathfrak{Z} \to S \to \mathbb{C} \to 0$, we get the exact sequence $0 \to \mathfrak{Z}_m \to S_m \to \mathbb{C}_m \to 0$. Assuming $m \neq 0$, we have that $\mathbb{C}_m = 0$, and so $\mathfrak{Z}_m = S_m$. Hence, $\bigwedge^j S_m$ is isomorphic to $S_m$ if $j = 0, 1$ and is equal to 0 if $j > 1$.

Lemma 12.5 yields an exact sequence, $0 \to \bigwedge^{k+1} \mathfrak{B}_m \to \bigwedge^{k+1} \mathfrak{A}_m \to \bigwedge^k \mathfrak{B}_m \to 0$, from which we deduce that $\text{supp}\left(\bigwedge^k \mathfrak{A}\right) = \text{supp}\left(\bigwedge^{k-1} \mathfrak{B}\right)$, at least away from $\text{supp}(\mathfrak{Z}) = \{0\}$. On the other hand, by Lemma 12.1, we have that $\text{supp}\left(\bigwedge^k \mathfrak{A}\right) = V(\text{Fitt}_k(\mathfrak{A}))$. Applying now Lemma 16.1 completes the proof. □

As a consequence of Theorem 16.2, we infer that the resonance varieties only depend on the holonomy Lie algebra of the group. More precisely, let $G_1$ and $G_2$ be two groups with finite first Betti number, and suppose that $b(G_1; \mathbb{C}) \cong b(G_2; \mathbb{C})$, as graded Lie algebras. There is then a linear isomorphism, $H^1(G_1; \mathbb{C}) \cong H^1(G_2; \mathbb{C})$, restricting to isomorphisms $\mathcal{R}_k(G_1) \cong \mathcal{R}_k(G_2)$ for all $k \geq 1$. 
16.3. **The Tangent Cone formula.** Let us identify the tangent space to the character group $\mathbb{T}_G = H^1(G; \mathbb{C}^*)$ with the linear space $H^1(G; \mathbb{C})$. We denote by $TC_1(\gamma_k(G))$ the tangent cone at the identity to the characteristic variety $\gamma_k(G)$; clearly, this set coincides with $TC_1(\gamma_k(G))$. It is known that $TC_1(\gamma_k(G))$ is always a (homogeneous) subvariety of the resonance variety $\mathcal{R}_k(G)$. The basic relationship between the characteristic and resonance varieties in the 1-formal setting is encapsulated in the “Tangent Cone formula” from [26, Theorem A], which we recall next.

**Theorem 16.3** ([26]). *If $G$ is a 1-formal group, then $TC_1(\gamma_k(G)) = \mathcal{R}_k(G)$, for all $k \geq 1$.*

Far-reaching generalizations of this theorem are now known, but this is all we will need for our purposes here.

16.4. **Vanishing resonance.** Particularly interesting—and important for many applications—is the case when the resonance vanishes. In fact, as shown in [60, Theorem 3.3] and [61, Propositions 2.6 and 2.7], the case when $\mathcal{R}_1(G) = \{0\}$ is generic, in a sense that can be made very precise.

The next result generalizes [23, Theorem 5.2], which is only valid in depth $k = 1$, and is only proved there for finitely generated groups $G$ (as is [61, Lemma 2.4], too).

**Corollary 16.4.** *Let $G$ be a group with $b_1(G) < \infty$. For each $k \geq 1$, the following conditions are equivalent.*

1. The resonance variety $\mathcal{R}_k(G)$ is empty or equal to $\{0\}$.
2. The $\mathbb{Q}$-vector space $\bigwedge^k \mathbb{B}(G; \mathbb{Q})$ is finite-dimensional.

**Proof.** The claim follows from Theorem 16.2 using the same argument as in the proof of Corollary 12.7, applied this time to the vector space $M = \bigwedge^k \mathbb{B}(G; \mathbb{C})$, viewed as a module over the $\mathbb{C}$-algebra $S = \text{Sym}(H_1(G; \mathbb{C}))$, and taking into the account the homogeneity of $\mathcal{R}_k(G)$. □

**Corollary 16.5.** *Let $G$ be a group with $b_1(G) < \infty$, and suppose $\mathcal{R}_1(G) = \{0\}$. Then the holonomy Chen ranks $\bar{\theta}_n(G)$ vanish for $n$ sufficiently large $(n \gg 0)$.*

**Proof.** By Proposition 15.2, we have that $\bar{\theta}_n(G) = \dim_{\mathbb{Q}} \mathbb{B}_{n-2}(G; \mathbb{Q})$ for all $n \geq 2$. The claim now follows from Corollary 16.4, in the case when $k = 1$. □

**Corollary 16.6.** *Let $G$ be a 1-formal group, and suppose $\mathcal{R}_1(G) = \{0\}$. Then the Chen ranks $\theta_n(G)$ vanish for $n \gg 0$.*

**Proof.** Follows at once from Corollaries 15.5 and 16.5. □

**Remark 16.7.** The range where those Chen ranks vanish has been made precise in [1]: If $G$ is 1-formal, $\mathcal{R}_1(G) = \{0\}$, and $b_1(G) \geq 3$, then $\theta_n(G) = 0$ for $n \geq b_1(G) - 1$. Generalizations of this result to the setting where the resonance does not necessarily vanish will be given in [3].

**Remark 16.8.** By [23, Theorem C] and [60, Corollary 6.3], the following holds for any finitely generated group $G$: If $\mathcal{R}_1(G) \subseteq \{0\}$, then $\dim_{\mathbb{Q}} B(G) \otimes \mathbb{Q} < \infty$. The converse is not true in general, but it is valid in the case when $G$ is 1-formal.
17. Resonance varieties in group extensions

In this final section we investigate the behavior of the resonance varieties under certain kinds of group extensions.

17.1. Maps between resonance varieties. Let $\alpha: G \to H$ be a homomorphism between two finitely generated groups. The induced homomorphism in first cohomology, $\alpha^*: H^1(H; \mathbb{C}) \to H^1(G; \mathbb{C})$, may not preserve the resonance varieties. For instance, take a cyclic subgroup $\mathbb{Z} < F_n$ ($n \geq 2$) as in Example 13.1. The inclusion $\iota: \mathbb{Z} \to F_n$ induces a surjective morphism in first cohomology, $\iota^*: \mathbb{C}^n \to \mathbb{C}$; this morphism sends $\mathcal{R}_1(F_n) = \mathbb{C}^n$ onto $\mathbb{C}$, which strictly contains $\mathcal{R}_1(\mathbb{Z}) = \{0\}$. We will further illustrate this phenomenon in Example 17.4.

Nevertheless, the resonance varieties enjoy a partial naturality property similar to the one possessed by the characteristic varieties.

**Proposition 17.1** ([54, 71]). Let $G$ be a finitely generated group, and let $\pi: G \to Q$ be a surjective homomorphism. Then the induced homomorphism, $\pi^*: H^1(Q, \mathbb{C}) \to H^1(G, \mathbb{C})$, is injective, and restricts to embeddings $\mathcal{R}_k(Q) \hookrightarrow \mathcal{R}_k(G)$ for all $k \geq 1$.

Starting directly from definition (75), a proof for $k = 1$ was given in [54, Lemma 5.1], while the general case was proved in [71, Proposition A.1]. Alternatively, the proof of Proposition 13.2 can be readily adapted to this context, with the $\mathbb{Z}[G_{ab}]$-module $B(G)$ replaced by the $\text{Sym}[G_{ab}]$-module $\mathcal{B}(G)$, and with $\mathcal{R}_k(G)$ defined as in (77).

17.2. Resonance in split-exact sequences. Our main goal in this section is to relate the infinitesimal Alexander invariants and the resonance varieties of a group $G$ to those of a normal subgroup $K$, under suitable hypothesis. We start with the case when $G = K \rtimes Q$ is a semidirect product.

**Theorem 17.2.** Let $1 \to K \to G \to Q \to 1$ be a split exact sequence of finitely generated groups such that $Q$ acts trivially on $H_1(K; \mathbb{Q})$ and $G$ is graded formal. Then,

1. $0 \to h(K) \otimes \mathbb{Q} \xrightarrow{b(i) \otimes \mathbb{Q}} h(G) \otimes \mathbb{Q} \xrightarrow{b(\pi) \otimes \mathbb{Q}} h(Q) \otimes \mathbb{Q} \to 0$ is a split exact sequence of graded Lie algebras.

2. Suppose $Q$ is abelian. Then
   
   (a) The map $\mathcal{B}(i): \mathcal{B}(K) \to \mathcal{B}(G)$ gives rise to a $\text{Sym}(H_1(K; \mathbb{Q}))$-linear isomorphism, $\mathcal{B}(K) \otimes \mathcal{B}(Q) \cong \mathcal{B}(G)$.
   
   (b) $\bar{\theta}_n(K) \leq \bar{\theta}_n(G)$ for all $n \geq 1$.
   
   (c) The morphism $\iota^*: H^1(G; \mathbb{C}) \to H^1(K; \mathbb{C})$ restricts to maps $\iota^*: \mathcal{R}_k(G) \to \mathcal{R}_k(K)$ for all $k \geq 1$; moreover, the map $\iota^*: \mathcal{R}_1(G) \to \mathcal{R}_1(K)$ is a surjection.

**Proof.** Since $K$ is finitely generated and $Q$ acts trivially on $H_1(K; \mathbb{Q})$, Proposition 9.4 insures that the sequence $1 \to K \to G \to Q \to 1$ is abf-exact; in particular, $\ell_{abf}$ is injective and $\bar{\ell}_1(K) = \text{rank } K_{abf}$ is less or equal to $\bar{\ell}_1(G) = \text{rank } G_{abf}$. By Corollary...
the given sequence yields a split exact sequence of associated graded \( \mathbb{Q} \)-Lie algebras, \( 0 \to \text{gr}(K) \otimes \mathbb{Q} \to \text{gr}(G) \otimes \mathbb{Q} \to \text{gr}(Q) \otimes \mathbb{Q} \to 0 \).

The assumption that \( G \) is graded formal means that the natural morphism \( h(G) \otimes \mathbb{Q} \to \text{gr}(G) \otimes \mathbb{Q} \) is an isomorphism. By \( [78, \text{Theorem } 5.11] \), \( Q \) is graded formal, since it is a retract of \( G \), a graded formal group. Likewise, \( \text{Theorem } 14.2 \) implies that \( K \) is graded formal. Putting things together shows that the sequence from (1) is also a split exact sequence of graded \( \mathbb{Q} \)-Lie algebras.

Assume now that \( Q \) is abelian. We then have \( \text{gr}_n(Q) = 0 \) for all \( n \geq 2 \), and so \( h_n(Q) \otimes \mathbb{Q} = 0 \) for all \( n \geq 2 \). Using part (1), we infer that \( h(K)' \otimes \mathbb{Q} \cong h(G)' \otimes \mathbb{Q} \). Therefore, we also have \( h(K)'' \otimes \mathbb{Q} \cong h(G)'' \otimes \mathbb{Q} \). Thus, the induced map, \( \mathfrak{B}(K) \otimes \mathbb{Q} \to \mathfrak{B}(G) \otimes \mathbb{Q} \), is an isomorphism of modules over \( \text{Sym}(H_1(K; \mathbb{Q})) \), and claim (2a) is established.

By Proposition 15.2, we have that \( \tilde{h}_n(G) = \dim_{\mathbb{Q}} \mathfrak{B}_{n-2}(G) \otimes \mathbb{Q} \) for \( n \geq 2 \), and likewise for \( \tilde{h}_n(K) \). Therefore, claim (2b) for \( n \geq 2 \) follows from part (2a), using the injectivity of the map \( \tilde{t}_{\text{abf}} : \text{Sym}(K_{\text{abf}}) \to \text{Sym}(G_{\text{abf}}) \) and a reasoning similar to the proof of Theorem 9.8, part (4).

By Theorem 16.2, we have that \( \mathfrak{R}_k(G) = \text{supp} \left( \text{gr} \mathfrak{B}(G) \otimes \mathbb{C} \right) \) and similarly for \( \mathfrak{R}_k(K) \), at least away from 0. Claim (2c) now follows from part (2a), in a manner similar to the proof of Theorem 13.3.

**Corollary 17.3.** Let \( 1 \to K \to G \to Q \to 1 \) be a split exact sequence of finitely generated groups. Assume \( Q \) is abelian and acts trivially on \( H_1(K; \mathbb{Q}) \), while \( G \) is graded formal and \( \mathfrak{R}_1(G) \subseteq \{0\} \). Then,

1. \( \dim_{\mathbb{Q}} \mathfrak{B}(K) \otimes \mathbb{Q} < \infty \) and \( \mathfrak{R}_1(K) \subseteq \{0\} \).
2. \( \tilde{h}_n(K) \leq \tilde{h}_n(G) \) for all \( n \geq 1 \) and \( \tilde{h}_n(K) = 0 \) for \( n > 0 \).

**Proof.** All claims follow directly from Theorem 17.2, part (2), and from Corollaries 16.4 and 16.5. □

### 17.3. Discussion and examples

Let us discuss the necessity of some of the assumptions we made in Theorem 17.2. The extension \( 1 \to F_n \to P_n \to P_{n-1} \to 1 \) \( (n \geq 4) \) from Example 13.10 can be used again to show that in part (2) we need to assume \( Q \) to be abelian. In the next example, \( Q \) is abelian but acts non-trivially on \( H_1(K; \mathbb{Q}) \), while \( G \) is not graded-formal.

**Example 17.4.** Let \( G \) be the Heisenberg group from Example 5.5 and Remark 8.2. This group can be realized as a split extension of the form \( \mathbb{Z}^2 \rtimes \mathbb{Z} \), with monodromy given by the matrix \( \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \). The inclusion \( \iota : \mathbb{Z}^2 \to G \) induces a homomorphism \( \iota^* : H^1(G; \mathbb{C}) \to H^1(\mathbb{Z}^2; \mathbb{C}) \) which can be identified with the linear map \( \iota^* : \mathbb{C}^2 \to \mathbb{C}^2 \) with matrix \( \left( \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array} \right) \).

Since \( \cup_G = 0 \), we have that \( \mathfrak{R}_1(G) = \mathbb{C}^2 \); thus, \( \iota^* \) does not take \( \mathfrak{R}_1(G) \) to \( \mathfrak{R}_1(\mathbb{Z}^2) = \{0\} \). For comparison, though, note that the map \( \iota^* : T_G \to T_{\mathbb{Z}^2} \) does take \( \mathcal{V}_1(G) = \{1\} \) to \( \mathcal{V}_1(\mathbb{Z}^2) = \{1\} \); the discrepancy is due to the fact that \( G \) is not 1-formal.

Given an exact sequence as in Theorem 17.2 (or as in Theorem 17.6 below), the morphisms \( \iota^* : \mathfrak{R}_k(G) \to \mathfrak{R}_k(K) \) may fail to be surjective for \( k > 1 \). The reason is the same as
the one given in Remark 13.11: exterior powers do not necessarily commute with restriction of scalars, and so the map $\bigwedge^k \mathfrak{B}(K) \otimes \mathbb{Q} \to \bigwedge^k \mathfrak{B}(G) \otimes \mathbb{Q}$ may fail to be injective for $k > 1$. We illustrate this phenomenon with an example.

**Example 13.5.** Let $G$ be the arrangement group from Example 13.12. As noted previously, this group fits into a split, ab-exact sequence, $1 \to F_3 \to G \to \mathbb{Z} \to 1$. Moreover, the group $G$ is graded formal, see [77, Theorem 7.6]. Thus, all the hypothesis of Theorem 17.2 are satisfied. Now, as shown in [51, Example 6.3], the variety $\mathcal{R}_1(G)$ consists of two hyperplanes in $\mathbb{C}^4$, while $\mathcal{R}_2(G)$ consists of two lines. It is readily seen that $t^*$ sends $\mathcal{R}_1(G)$ onto $\mathcal{R}_1(F_3) = \mathbb{C}^3$, as predicted; by dimension reasons, though, $t^*(\mathcal{R}_2(G))$ is strictly contained in $\mathcal{R}_2(F_3) = \mathbb{C}^3$.

17.4. **Resonance in ab-exact and abf-exact sequences.** We now relax the split exactness assumption from the preceding theorem at the price of making a more stringent formality assumption. Due to its rather broad scope, the next theorem is one of the main results of this paper.

**Theorem 17.6.** Let $1 \to K \to G \to Q \to 1$ be an exact sequence of groups, and assume the following hold.

(i) Either the sequence if ab-exact and $Q$ is abelian, or the sequence is abf-exact and $Q$ is torsion-free abelian.

(ii) Both $G$ and $K$ are 1-formal.

Then

1. The map $\mathfrak{B}(\iota): \mathfrak{B}(K) \to \mathfrak{B}(G)$ gives rise to a $\text{Sym}(H_1(K; \mathbb{Q}))$-linear isomorphism, $\mathfrak{B}(K) \otimes \mathbb{Q} \cong \mathfrak{B}(G) \otimes \mathbb{Q}$.

2. $\theta_n(K) \leq \theta_n(G)$ for all $n \geq 1$.

3. The morphism $t^*: H^1(G, \mathbb{C}) \to H^1(K, \mathbb{C})$ restricts to maps $t^*: \mathcal{R}_k(G) \to \mathcal{R}_k(K)$ for all $k \geq 1$; moreover, the map $t^*: \mathcal{R}_1(G) \to \mathcal{R}_1(K)$ is a surjection.

**Proof.** Assumption (i) says that the hypothesis of either Theorem 8.9 or Theorem 9.8 are satisfied. In either case, we infer that the map $B(\iota): B(K) \to B(G)$ gives rise to a $\mathbb{Q}[H_1(K; \mathbb{Q})]$-linear isomorphism, $B(K) \otimes \mathbb{Q} \cong B(G) \otimes \mathbb{Q}$. On the other hand, the formality assumption (ii) and Corollary 15.4 yield functorial isomorphisms $\text{gr}(B(K)) \otimes \mathbb{Q} \cong \mathfrak{B}(K) \otimes \mathbb{Q}$ and $\text{gr}(B(G)) \otimes \mathbb{Q} \cong \mathfrak{B}(G) \otimes \mathbb{Q}$. Claim (1) readily follows.

Under assumption (i), claim (2) follows directly from Theorem 8.9, part (4) in the ab-exact case, or from Theorem 9.8, part (4) in the abf-exact case. Alternatively, the claim follows from part (1), using the formality assumption (ii) and Corollary 15.5.

Assumption (i) also says that the hypothesis of Theorem 13.3—from either part (1) or part (2)—are satisfied. In both cases, the map $t^*: T_{\mathbb{C}} \to T_{\mathbb{C}}$ restricts to maps $t^*: \mathcal{H}_k(G) \to \mathcal{H}_k(K)$ for all $k \geq 1$, with the map $t^*: \mathcal{H}_1(G) \to \mathcal{H}_1(K)$ being a surjection. Taking tangent cones at the identities of $T_{\mathbb{C}}$ and $T_{\mathbb{C}}$, respectively, we infer that the homomorphism $t^*: H^1(G; \mathbb{C}) \to H^1(K; \mathbb{C})$ restricts to maps $TC_1(\mathcal{H}_k(G)) \to TC_1(\mathcal{H}_k(K))$ for $k \geq 2$ and to a surjection $TC_1(\mathcal{H}_1(G)) \to TC_1(\mathcal{H}_1(K))$. 


Finally, by virtue of our 1-formality assumptions on $G$ and $K$, Theorem 16.3 allows us to replace $TC_1(\pazocal{W}_k(G))$ with $\pazocal{B}_k(G)$ and $TC_1(\pazocal{W}_k(K))$ with $\pazocal{B}_k(K)$ for each $k \geq 1$. This proves claim (3).

Corollary 17.7. With the notation and assumptions of Theorem 17.6, suppose $\pazocal{B}_1(G) \subseteq \{0\}$. Then,

1. $\dim_\mathbb{Q} \pazocal{B}(K) \otimes \mathbb{Q} < \infty$ and $\pazocal{B}_1(K) \subseteq \{0\}$.
2. $\theta_n(K) \leq \theta_n(G)$ for all $n \geq 1$ and $\theta_n(K) = 0$ for $n > 0$.

Proof. All claims follow from the theorem and from Corollaries 16.4 and 16.6. □

We conclude with a general class of examples where Theorem 17.6 applies.

Example 17.8. For a finite, connected graph $\Gamma$, the right-angled Artin group $G_\Gamma$ is always 1-formal (see [54]), whereas the Bestvina–Brady group $N_\Gamma$ is 1-formal whenever $\pi_1(\Delta_\Gamma) = 0$ (see [55]), or, more generally, $H_1(\Delta_\Gamma; \mathbb{Q}) = 0$ (see [56]). When $\Delta_\Gamma$ is simply-connected, Theorem 17.6, part (2) recovers Lemma 8.3(ii) from [55]. In the broader setting when $b_1(\Delta_\Gamma) = 0$ yet $\pi_1(\Delta_\Gamma) \neq 0$ (for instance, when $\Gamma$ is the 1-skeleton of a flag triangulation of $\mathbb{R}P^2$), our theorem still applies, although in this case $N_\Gamma$ is finitely generated yet not finitely presented.
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