Development of an inventory management system using association rule
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ABSTRACT

Stores today still make use of manual approaches to keeping inventory which could be cumbersome. Having a computerized inventory system would make inventory management more efficient and effective. In this chapter, an Inventory Management System using Association Rule was developed which will ensure proper record keeping and keep items in stocks updated. ANGULARJS, a JavaScript framework, was used for the implementation of the system, PHP (hypertext pre-processor) was used for the backend of the system development as well as the database management, HTML was used alongside CSS for the system interface design and NoSQL database was the database used for this research. In conclusion, a computerized inventory system that had been improved using the association rule method was the resulting product useful for creating transactions, updating items in stock, record keeping, generating reports for decision making, and lastly, the system will make the stores more effective.
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1. INTRODUCTION

Inventory management system is a computer-based system meant for stalking inventory intensities [1-5], requisition (demands), transactions, and supplies. This can as well be used in the manufacturing businesses to bring about a work request, invoice of resources together with different interrelated manufacturing records. Inventory management software is an instrument that is used for consolidating inventory information [6-10] that previously was collected in hard copies format or spreadsheets. To maintain account records competently, firm owners are required to implement an excellent inventory management system. Stock in business constitutes a huge part of the investment which has to be organized in sequence to maximize to yield financial gain. Inventories are undependable and incompetent except they are well coordinated [11].

Data Mining is a concept which also refers to as knowledge discovery in database (KDD) is one of the fastest-growing fields in computer science which meets the rapidly increasing needs of information and knowledge discovery. Data mining operates with multidisciplinary domains such as database technology, information retrieval, pattern recognition, machine learning, statistics, artificial intelligence, data visualization, and high-performance computing [12, 13]. Association techniques function by obtaining a set

Journal homepage: http://ijeecs.iaescore.com
of robust association rules that will come up with specific designs in an unsupervised knowledge system [14, 15]. Market basket investigation operates with association rule which assists in making better inventory management systems.

The authors used ANGULARJS, PHP, HTML, CSS, and NoSQL database for the design and implementation of the inventory management system. HTML was used mainly in designing the interface of the inventory system and structuring it to be well defined. CSS was also used alongside HTML in the design of the inventory system. ANGULARJS was used for the entire development of the application while PHP was applied for the development of the entire backend of the system for the database management and APIs. NoSQL database is the database that was made use of in storing all the data that was utilized during the development of the inventory system. Lastly, the data mining approach [16-18] was used to improve the inventory management system and the approach used is the association rule which was also used for the discovery of interesting relations between variables and also used for predicting the demand for goods future. Apriori algorithm was also used for the association rule approach [19-22].

Apriori is a fundamental algorithm for mining recurring item sets in enormous databases, numerous variants of the Apriori concentrate on making better the competency of the earliest algorithm as well as the development of the algorithm for other investigated subject area. Many excellent publications summarize this topic, for example [23-29, 17] and some related works are discussed as follows:

Pragya, Madan & Nupur [30] researched the apriori algorithm which was developed in java and was an association driving mining application. Their method could be applied to manage merchandising dealings which deliver merchants with details concerning the forecasting of product sales trends as well as consumer attitudes. Apriori algorithm was enhanced in the aspect of the time complexity, number of databases scanned, usage of memory, and the curiosity of the rules over the classical apriori algorithm. The recurring item sets revealed relies on the value of facts such as support and the number of transactions being read at a particular time, therefore, the implementation time of the algorithm relies on the transactional data group and the minimum support value.

Kharwar, Kapadia, Prajapati, & Patel [31] utilized association rule mining usually to identify the supermarket or management of inventory strategy. Association rule mining was applied for web usage mining. Web usage mining and association rule mining were merged to enhance the substance of the serve log data. The authors made use of the Apriori algorithm as well as generated association Rule from server log which was useful in many applications such as cache for web pages, marketing, targeted advertising, and a lot more.

Oladipupo & Oyelade [19] examined educational data mining with the use of the association rule mining method for recognizing students’ failure patterns. The study recognizes the concealed correlation between the failed course of studies and recommended appropriate sources for the failure of students to increase the low capacity of students’ performances. An observation was deduced that the time of implementation of the method was contrariwise proportionate to the least support because it increases as the least support diminishes were therefore established an increment in the system complexity and reaction periods just as the least support reduces. The are 19 recurring item sets and 114 rules were produced. The author, therefore, concluded that every single one of the rules with confidence 1 is a very strong rule. This invariably implies, if a student failed the determinant course of study, such student will surely fail the dependent course(s). The authors thus suggested that this rule should be enlisted in the curriculum structure. Furthermore, if the rule support is higher, this means all the courses of study being associated with the students were all failed together by most especially the studied students. Lastly, the suggested method assisted in the curriculum structure as well as in modification to improve students’ academic performance and to trim down the failure rate Adewole et al, [27].

AL-Zawaiadah, Ibara & Abu-Zanona [32] postulated an association rule mining technique that could competently ascertain the association rules in enormous databases. This postulated technique was originated from the orthodox Apriori method with several additional qualities to increase the performance of data mining. Comprehensive experimentations were implemented and the algorithm performances that is both the existing algorithm and the new algorithm were compared and the comparison showed that the study suggested method outperformed the existing methods and it could speedily discover frequent itemsets and effectively mine potential association rules.

In summary, this session had been able to cover various topics which include inventory management systems. Inventory was simply defined as stock taking and an inventory management system is a computer-based system for tracking inventory levels, sales, orders, and deliveries. The importance of the application of data mining was also pointed out. Data mining was defined as simply the process of analyzing data from different perspectives and summarizing it into useful information. Various techniques used in data mining, which include: association, forecasting, classification, and clustering, to mention a few were also discussed. Also, various algorithms have been considered, such as Apriori, SVM, K-means, and so on. Having fully
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considered those topics, it can therefore be said that application of data mining to inventory management is very important and very helpful. The world is becoming more advanced every day and it is also becoming a computerized world, extracting knowledge for already available information plays a vital role in the development of the world.

2. RESEARCH METHOD

In the same way that it was earlier discussed, this research focused on the development of an inventory management system and the inventory system would be able to carry out various functions such as: getting update of items in stock, keeping adequate records of product in stock, carrying out proper calculation of product sold, placing orders to suppliers via electronic-mail (e-mail), sending a notification to a user when a product is about to be sold out completely, generate report either daily report, weekly report, monthly report, yearly report or report for specific days that do not fall between those categories (for example it can be decided to generate report between Monday and Tuesday alone and so on). The system starts with a login page, where it prompts the user to input the username and password, if the username and password correspond with that already saved in the database it proceeds and is connected otherwise it stays on the login page and informs the user that a wrong username or password has been inputted, but if the user hasn’t been created at all, the user would then just create an account or add a user. The login page is needed as a measure of security, so no one except authorized persons would access the inventory system. If the login is successful the user can now decide whether to add new stock, delete stock, update stock, see the goods available, purchase or sell goods or even view the sales report (either daily, weekly, monthly, or yearly).

Algorithm for the Inventory Management System

1. Start.
2. Check if the user exists.
3. If the user exists go to 6.
4. Else
5. Create user
6. Login into the account
7. Select the desired operation.
8. If the operation selected is product go to 14.
9. Else if the operation selected is sales go to 25.
10. Else if the operation selected is supplier go to 35.
11. Else if the operation selected orders to go to 41.
12. Else Generate report.
13. Go to 43.
14. Select the desired operation for a product.
15. If the operation selected is Add product go to 22.
16. Else Manage Sales
17. Compute the total cost of purchase
The total cost of purchase = amount of product * Quantity to be purchased
18. Manage purchase.
19. Go to 43.
20. Else Manage product.
21. Go to 43.
22. Enter product details.
23. Add product.
24. Go to 43.
25. Select the desired operation from sales.
26. If the operation selected is Add sales go to 29.
27. Else Manage Sales
28. Go to 43
29. Search for a product.
30. Input the description of the product
31. Input the quantity to be sold.
32. Compute the total cost of sales
The total cost of sales=amount of product*quantity sold
33. Make sales.
34. Go to 42.
35. Select the desired operation for supplier operation.
36. If the operation selected is Add supplier go to 38.
37. Else manage supplier go to 43.
38. Enter supplier details.
39. Add supplier go to 43.
40. Enter the details of the product to be ordered.
41. Make order go to 43.
42. Application of apriori algorithm.
43. Stop.

Figure 1 shows the developed system flowchart which explains the functionality of the system. Figure 2 shows the use case diagram for the developed application which shows all the entities involved in the development of the system and their various actions.

Figure 1. Program flowchart
3. RESULTS AND DISCUSSION

This session discussed the implementation of the inventory management system, the various pages included in the system, the various operations carried out in the system, and also screenshots of the entire system and explanations of how they operate. The login page is needed as a measure of security. The login page is shown in Figure 3. It ensures that only authorized personnel can access the inventory system. It prompts the user for their username and password and if an account has not been created yet, the user creates an account and logs in.
The Registration Page is shown in Figure 4. Once the login process is successful, the user can proceed to carry out any operation required of them. Also, in creating the account the personnel would be prompted to select if he/she is a user or an admin. The user has limited features. The only thing the user can do is make sales, generate the report, and make orders. In other words, the user is like the salesperson. While the admin on the other hand serves more like the manager or business owner. The admin can do everything the user does, but with additional responsibility.

The add product page is for adding a new product to the system as shown in Figure 5. The product to be added doesn’t necessarily have to be new. Also, the data mining association rule comes on the add page, after getting the frequent itemsets and generating the strong association rules, the system alerts the user or the admin personnel of products that are frequently bought together when a particular product is entered (for example, when the customer buys bread, and it is entered into the system, the system alerts the user that the customer might also be interested in buying milk and so on). The alert of frequently bought items is shown in Figure 6.

![Registration page of the inventory system](image1)

![Add product page](image2)
Figure 7 displays all the order that has ever been placed. The admin personnel or the manager could decide to view the report of sales or the report of purchase. The inventory system can generate a report, either daily, weekly, monthly, or even yearly. All the admin as to do is to select the start and end date of the report they would like to generate as shown in Figure 8.

Once the date range has been selected, the system generates both the sales and purchase transactions that have been carried out between those dates with the start and end date inclusive as shown in Figure 9. The system lets the admin select the dates, instead of manually typing the dates in. Also, if the report has been generated, the system allows it to be printed if needed as shown in Figure 9.
4. CONCLUSION

In this study, a computerized inventory system was developed and was also improved with the association rule. The system has been developed to get updates of an item in stock, to ensure proper record taking of products both to be sold and to be purchased, to know when to order for products, to make an order for products, and to generate reports from time to time when required to aid decision making process and progress of the store. The system would ensure proper inventory management and improve business performance. There will be a great improvement in inventory valuation management and control, which would lead to profit maximization. This work can still be improved by using more association rule techniques and algorithms.

5. RECOMMENDATION

It is advised or recommended that this project work be adopted or implemented in stores, including mini marts and supermarkets. The computerized system should replace all the manual systems in stores for stock keeping and other processes to make the stores more effective and to aid and hasten managerial decisions and update of records.
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