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Abstract

Recent years have witnessed a great success of supervised deep learning, where predictive models were trained from a large amount of fully labeled data. However, in practice, labeling such big data can be very costly and may not even be possible for privacy reasons. Therefore, in this paper, we aim to learn an accurate classifier without any class labels. More specifically, we consider the case where multiple sets of unlabeled data and only their class priors, i.e., the proportions of each class, are available. Under this problem setup, we first derive an unbiased estimator of the classification risk that can be estimated from the given unlabeled sets and theoretically analyze the generalization error of the learned classifier. We then find that the classifier obtained as such tends to cause overfitting as its empirical risks go negative during training. To prevent overfitting, we further propose a partial risk regularization that maintains the partial risks with respect to unlabeled datasets and classes to certain levels. Experiments demonstrate that our method effectively mitigates overfitting and outperforms state-of-the-art methods for learning from multiple unlabeled sets.

1 Introduction

Supervised deep learning approaches are very successful but data-hungry (8). As it is very expensive and time-consuming to collect full labels for big data, it is desirable for machine learning techniques to work with weaker forms of supervision (37, 28).

In this paper, we consider a challenging weakly supervised multi-class classification problem: instead of fully labeled data, we are given multiple sets of only unlabeled (U) data for classifier training. We assume that each available unlabeled dataset varies only in class-prior probabilities, and these class priors are known (19, 20). Our problem setting traces back to a classical problem of learning with label proportions (LLP) (25); however, there are two key differences between our work and previous LLP studies. First, most of the existing LLP papers consider U sets sampled from the identical distribution (18, 29); while in our case, the U sets are generated from distributions with different class priors. Second, for the solution, the majority
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of deep LLP methods are based on the empirical proportion risk minimization (EPRM) \cite{35,36} principle, which aims at predicting accurate label proportions for the U sets; while our method is based on the ordinary empirical risk minimization (ERM) \cite{31} principle, which is superior to EPRM as the consistency of learning can be guaranteed.

Such a framework of learning from multiple unlabeled datasets can find applications in various real-world scenarios. For example, in politics, predicting the demographic information of users in social networks is critical to policy making \cite{4}; however, labeling individual users according to their demographic information may violate data privacy, and thus the traditional supervised learning methods cannot be applied. Fortunately, multiple unlabeled datasets can be obtained from different time points or geographic locations, and their class priors can be collected from pre-existing census data, which suffices for our learning framework.

Under this problem setup, the first challenge is to estimate the classification risk from only unlabeled datasets and their class priors, since the typical ERM approach used in supervised learning cannot be directly applied to this unlabeled setting. A promising direction to solve the problem is risk rewriting \cite{28}, i.e., rewrite the classification risk into an equivalent form that can be estimated from the given data. Existing risk rewriting results on learning from multiple U sets focused on binary classification \cite{19,20}. In this paper, we extend them and derive an unbiased risk estimator for multi-class classification from multiple U sets. In this way, ERM is enabled and statistical consistency \cite{23} is guaranteed, i.e., the risk of the learned classifier converges to the risk of the optimal classifier in the model, as the amount of training data approaches infinity.

However, in practice, with only finite training data, we found that the risk rewriting method suffers from severe overfitting, which is another challenge we are facing. For tackling overfitting, a common practice is to use regularization techniques to limit the flexibility of the model. Unfortunately, we also observed that these general-purpose regularization techniques cannot mitigate this overfitting. Based on another observation that the empirical training risks can go negative during training, we conjecture that the overfitting is due to the negative terms included in the rewritten risk function: when unbounded loss functions, e.g., the cross-entropy loss, are used, the empirical training risk can even diverge to negative infinity. Therefore, it is necessary to fix this negative risk issue.

Recently, \cite{13} proposed the flooding regularization to combat overfitting in supervised learning, which intentionally prevents further reduction of the empirical training risk when it reaches a reasonably small value called the flood level. We could naively apply the flooding regularization in our unlabeled setting and observed that overfitting can be mitigated to some extent. However, its effect was still on the same level as naive early stopping \cite{24}.

To further improve the performance, we propose a fine-grained partial risk regularization inspired by the flooding method. Specifically, we decompose the rewritten risk into partial risks, i.e., the risks regarding all data in each U set being in same class, and then maintain each partial risk to a certain level as flooding does. We find that under some idealistic conditions, the optimal levels can be determined by the class priors, which serves as a guidance for selecting the hyper-parameters of these levels. Experimental results show that our proposed partial risk regularization approach can successfully mitigate overfitting and outperform existing methods for learning from multiple U sets.

The rest of the paper is organized as follows. In Section \cite{2} we formulate the problem of learning from multiple U sets, and in Section \cite{3} we propose an ERM method and analyze its
estimation error. The partial risk regularizer is proposed in Section 4, and experimental results are discussed in Section 5. Finally, conclusions are given in Section 6.

2 From Supervised Learning to Learning from Multiple Unlabeled Datasets

To begin with, let us consider a multi-class classification task with the input feature space $\mathcal{X} \subset \mathbb{R}^d$ and the output label space $\mathcal{Y} = \{1, 2, \ldots, K\} =: [K]$, where $d$ is the input dimension and $K$ is the number of classes. Let $x \in \mathcal{X}$ and $y \in \mathcal{Y}$ be the input and output random variables following an underlying joint distribution with density $p(x, y)$, which can be decomposed using the class priors $\{\pi_k = \Pr(y = k)\}_{k=1}^K$ and the class-conditional densities $\{p_k(x) = p(x \mid y = k)\}_{k=1}^K$ as $p(x, y) = \sum_{k=1}^K \pi_k p_k(x)$. The goal of multi-class classification is to learn a classifier $g : \mathcal{X} \to \mathbb{R}^K$ that minimizes the following classification error, also known as the risk:

$$R(g) := \mathbb{E}_{(x,y) \sim p(x,y)} [\ell(g(x), y)],$$

(1)

where $\mathbb{E}$ denotes the expectation, and $\ell : \mathbb{R}^K \times \mathcal{Y} \to \mathbb{R}_+$ denotes a real-valued loss function that measures the discrepancy between the true label $y$ and its prediction $g(x)$. Typically, the predicted label is given by $\hat{y} = \arg\max_{k \in [K]} g_k(x)$, where $g_k(x)$ is the $k$-th element of $g(x)$. Note that when (1) is used for evaluation, $\ell$ is often chosen as the zero-one loss $\ell_{01}(g(x), y) = I(\hat{y} \neq y)$, where $I$ is the indicator function; when (1) is used for training, $\ell_{01}$ is replaced by a surrogate loss due to its difficulty for optimization, e.g., by the softmax cross-entropy loss.

As the density $p(x, y)$ in (1) remains unknown, in traditional supervised learning, we normally require a vast amount of fully labeled training data $\mathcal{D} := \{(x_i, y_i)\}_{i=1}^n$ (where $n$ is the training sample size and is assumed to be a sufficiently large number) drawn independently from $p(x, y)$ to learn an accurate classifier $\{g(x)\}_{i=1}^n$. With such supervised data, empirical risk minimization (ERM) (31) is a common practice that approximates (1) by replacing the expectation with the average over the training data: $\hat{R}(g) = \frac{1}{n} \sum_{i=1}^n [\ell(g(x_i), y_i)]$; then we minimize then minimize the empirical risk $\hat{R}(g)$ over a class of functions, also known as the model $\mathcal{G}$: $\hat{g} = \arg\min_{g \in \mathcal{G}} \hat{R}(g)$.

However, in practice, collecting massive fully labeled data may be difficult due to the high labeling cost. In this paper, we consider a challenging setting of learning from multiple unlabeled datasets where no explicit labels are given. More specifically, assume that we have access to $M$ sets of unlabeled samples $\mathcal{D}_U := \bigcup_{m=1}^M \mathcal{X}_m$, and each unlabeled set $\mathcal{X}_m = \{x_{m,i}\}_{i=1}^{n_m}$ is a collection of $n_m$ data points drawn from a mixture of class-conditional densities $\{p_k = p(x \mid y = k)\}_{k=1}^K$:

$$x_{m,i} \overset{i.i.d.}{\sim} q_m(x) = \sum_{k=1}^K \theta_{m,k} p_k,$$

(2)

where $\theta_{m,k} \geq 0$ denotes the $k$-th class prior of the $m$-th unlabeled set, and we assume that these class priors form a full column rank matrix $\Theta := (\theta_{m,k}) \in \mathbb{R}^{M \times K}$ with the constraint that $\sum_{k=1}^K \theta_{m,k} = 1$. Through the paper, we assume that the class priors of each unlabeled
set are given, including training class priors \( \Theta \) and test class priors \( \pi_k \). Our goal is the same as standard supervised learning where we wish to learn a classifier \( g \) that generalizes well with respect to \( p(x, y) \), despite the fact that it is unobserved and we can only access unlabeled training sets \( \{X_m\}_{m=1}^M \).

### 3 Learning from Multiple Unlabeled Datasets

In this section, we derive an unbiased estimator of the classification risk in learning from multiple unlabeled datasets and analyze its estimation error.

#### 3.1 Estimation of the Multi-Class Risk

Unbiased risk estimator based approaches have shown promising results in many weakly-supervised learning scenarios \cite{6, 5, 12, 19, 30}, most of which mainly focused on binary classification problems. In what follows, we extend the results of unbiased risk estimation in their papers to multi-class classification from multiple unlabeled datasets.

The key technique for deriving unbiased risk estimators is risk rewriting, which enables the risk to be calculated only from observable distributions. In the context of our setting, risk rewriting means to evaluate the risk using \( \{q_m\}_{m=1}^M \) instead of unknown \( \{p_k\}_{k=1}^K \). Formally, we extend the definition of rewritability of the risk introduced in \cite{19} to our setting and show that \( R(g) \) is rewritable as follows.

**Definition 3.1.** We say that \( R(g) \) is rewritable given \( \{q_m\}_{m=1}^M \), if and only if there exist constants \( \{w_{m,k}\}_{m \in \{M\}, k \in \{K\}} \) such that for any model \( g \) it holds that

\[
R(g) = \sum_{m=1}^{M} \mathbb{E}_{x \sim q_m} \left[ \tilde{\ell}_m(g(x)) \right],
\]

where \( \tilde{\ell}_m(z) = \sum_{k=1}^{K} w_{m,k} \ell(z, k) \).

**Theorem 1.** Assume that \( \Theta \) has full column rank. Then \( R(g) \) is rewritable by letting

\[
W = (\Pi \Theta^\dagger)^\top,
\]

where \( W := (w_{m,k}) \in \mathbb{R}^{M \times K}, \Pi := \text{diag}\{\pi_1, \pi_2, \ldots, \pi_K\}, \) and \( \dagger \) denotes the Moore–Penrose generalized inverse.

Based on Theorem 1, we can immediately obtain a rewritten risk function as

\[
R_U(g) = \sum_{m=1}^{M} \sum_{k=1}^{K} w_{m,k} \mathbb{E}_{q_m}[\ell(g(x), k)],
\]

Later in Section 5.3, we will experimentally show that the use of approximate class-priors is sufficient to obtain an accurate classifier.
and its unbiased risk estimator

\[ \hat{R}_U(g) = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{n_m} \sum_{k=1}^{K} \sum_{i=1}^{n_m} \ell(g(x_{m,i}), k), \]  

(6)

where \( w_{m,k} \)'s are given by (4). Then, any off-the-shelf optimization algorithms, such as stochastic gradient descent (26) and Adam (14), can be applied for minimizing the empirical risk given by (6).

3.2 Theoretical Analysis

Here, we establish an estimation error bound for the unbiased risk estimator. The following Theorem 2 shows that as \( n \to \infty \), the risk of the learned classifier \( \hat{g}_U := \arg \min_{g \in \mathcal{G}} \hat{R}_U(g) \) converges to the risk of the optimal classifier in the given model class \( \arg \min_{g \in \mathcal{G}} R(g) \).

Theorem 2. Let \( \mathbb{R}_{n_m}(\mathcal{H}_k) \) be the Rademacher complexity of \( \mathcal{H}_k \) over \( q_m(x) \) (23), i.e.,

\[ \mathbb{R}_{n_m}(\mathcal{H}_k) = \mathbb{E}_{q_m(x)} \mathbb{E}_{\sigma} \sup_{h \in \mathcal{H}_k} \frac{1}{n_m} \sum_{i=1}^{n_m} \sigma_i h(x_i), \]

where \( \sigma_i \)'s are independent uniform random variables taking values in \{+1, -1\} and \( \mathcal{H}_k = \{ h : x \mapsto (g(x))_k | g \in \mathcal{G} \} \). Assume the loss function \( \ell(g(x), y) \) is \( L \)-Lipschitz with respect to \( g(x) \) for all \( y \in \mathcal{Y} \) and upper-bounded by \( C_{\ell} \), i.e., \( C_{\ell} = \sup_{g \in \mathcal{G}, x \in X, y \in \mathcal{Y}} \ell(g(x), y) \). Then, for any \( \delta > 0 \), with probability at least \( 1 - \delta \),

\[ R(\hat{g}_U) - R(g^*) \leq 4 \sqrt{2} LKC_w \sum_{m=1}^{M} \sum_{k=1}^{K} \mathbb{R}_{n_m}(\mathcal{H}_k) + 2C_{w}KC_{\ell} \sqrt{\frac{M \ln \frac{2}{\delta}}{2N_{\min}}}, \]  

(7)

where \( C_w = \max_{m \in [M], k \in [K]} |w_{m,k}| \) and \( N_{\min} = \min_{m \in [M]} n_m \).

The proof of Theorem 2 is provided in Appendix B. Generally, \( \mathbb{R}_{n_m}(\mathcal{H}_k) \) can be bounded by \( C_{\mathcal{G}} / \sqrt{N_{\min}} \) for a positive constant \( C_{\mathcal{G}} \) (7, 33).

4 Partial Risk Regularization

In this section, we empirically analyze the unbiased risk estimator in a finite-sample case, and then propose partial risk regularization for further boosting its performance.

4.1 Overfitting of the Unbiased Risk Estimator

So far, we have obtained an unbiased risk estimator for learning from unlabeled datasets and derived an estimation error bound which guarantees the consistency of learning. However, we find that in practice, with only finite training data, the unbiased method tends to overfit especially when flexible models are used (see Figure 1 (a)).

For reducing overfitting, a common method is to use regularization techniques to limit the flexibility of the model. Popular choices of general-purpose regularization techniques are dropout and weight decay (8). In Figure 1 (b) and (c) show the results of applying them on...
Figure 1: The negative training risk and overfitting problem on test data are shown in (a). A 5-layer multi-layer perception (MLP) was trained by Adam \cite{14} using the cross-entropy loss as a surrogate loss function. And the test error was calculated by zero-one loss. The results of general-propose regularization techniques dropout and weight decay are presented in (b) and (c), respectively. Each method was trained for 500 epochs.

For the dropout experiment, we fixed the weight decay parameter to be $1 \times 10^{-5}$ and changed the dropout probability from 0 to 0.8. For the weight decay experiment, we fixed the dropout probability to be 0 and changed the weight decay parameter from $1 \times 10^{-5}$ to $1 \times 10^{1}$. The results show that general-propose regularization techniques cannot mitigate the overfitting of the unbiased risk estimation method in learning from multiple unlabeled datasets.

To further analyze this phenomenon, let us take a close look at the unbiased risk estimator \cite{6}. We find that the coefficients $w_{m,k}$’s given by Theorem \cite{1} are not necessarily non-negative, some of which are exactly negative numbers. These negative terms may lead the empirical training risk to go negative during training (see Figure \ref{fig:1}(a)). When overparameterized models, e.g., deep neural networks, and unbounded loss functions, e.g., the cross-entropy loss, are used, the empirical training risk may even diverge to negative infinity; the model can memorize all training data and become overly confident. This may be the reasons why severe overfitting occurs here and why general-propose regularizations cannot solve it.

4.2 Partial Risk Regularization

Based on the analysis in Section \ref{sec:4.1}, the issue that the empirical training risk goes negative and may even diverge should be fixed. Flooding \cite{13} is a regularization method dedicated to maintaining a fixed-level empirical training risk, which has been shown to effectively mitigate overfitting in the supervised setting. This method seems promising to solve our problem, however, it is based on supervised learning and needs full labels to calculate the risk. Thanks to the unbiased risk estimator derived in Section \ref{sec:3.1} we can straightforwardly apply the flooding method to it as follows:

\begin{equation}
R_{U\text{-flood}}(g) = |R_{U}(g) - b| + b,
\end{equation}

\footnote{This phenomenon is also observed in other weakly supervised learning settings using the unbiased risk estimator method, for example, in learning from positive and unlabeled data \cite{15} and learning from two unlabeled datasets \cite{20}.}
where \( b \geq 0 \) is a hyperparameter called the flood level. The experimental results in Section 5 show this simple method relieves overfitting to some extent, but only performs on the same level of early stopping.

To further boost performance, we decompose the total risk \( R_U(g) \) into partial risks:

\[
R_{q_m,k}(g) := \mathbb{E}_{q_m} [\ell(g(x), k)],
\]

that is, the risk of considering all data in one unlabeled dataset to belong to the same class. Then we propose a fine-grained partial risk regularization (PRR) approach that maintains each partial risk in the rewritten risk function (5) to a certain level:

\[
R_{U,PRR}(g) = \alpha R_U(g) + (1 - \alpha) R_{reg}(g),
\]

where

\[
R_{reg}(g) = \sum_{m=1}^{M} \sum_{k=1}^{K} \lambda_{m,k} |R_{q_m,k}(g) - b_{m,k}|,
\]

0 ≤ \( \alpha \) ≤ 1 and \( \lambda_{m,k} \)'s are trade-off parameters, and \( b_{m,k} \)'s are the flood levels for the corresponding partial risks. To select the flood levels, we provide the following lemma which studies the relationship between them and the Bayes optimal classifier \( g^* \) where \( R(g^*) = \inf_g R(g) \).

**Lemma 3.** Let \( R_{p,k}(g) = \mathbb{E}_p [\ell(g(x), k)] \) where \( p \) is any probability density function, \( k = 1, \ldots, K \), and \( m = 1, \ldots, M \). We have \( R_{q_m,k}(g^*) = \sum_{i=1}^{K} \theta_{m,i} R_{p,i,k}(g^*) \). When all classes are separable, we have \( R_{q_m,k}^{01}(g^*) = 1 - \theta_{m,k} \), where \( R_{q_m,k}^{01}(g) \) denotes \( R_{q_m,k}(g) \) calculated by the zero-one loss.

Guided by Lemma 3 in order to push \( g \) towards the optimal classifier \( g^* \), we propose to choose \( b_{m,k} = 1 - \theta_{m,k} \) as the flood level of \( R_{q_m,k}^{01}(g) \), and replace \( R_{q_m,k}(g) \) by \( R_{q_m,k}^{01}(g) \) in equation (11). Therefore, the empirical learning objective of PRR approach is

\[
\hat{R}_{U,PRR}(g) = \alpha \hat{R}_U(g) + (1 - \alpha) \hat{R}_{reg}(g),
\]

where

\[
\hat{R}_{reg}(g) = \sum_{m=1}^{M} \sum_{k=1}^{K} \lambda_{m,k} |\hat{R}_{q_m,k}^{01}(g) - (1 - \theta_{m,k})|,
\]

and

\[
\hat{R}_{q_m,k}^{01}(g) = \frac{1}{n_m} \sum_{i=1}^{n_m} \hat{\ell}_{01}(g(x_{m,i}), k).
\]

In the implementation (see Algorithm 1), we use the zero-one loss for determining the sign of the term in the absolute function and use a surrogate loss in calculating the gradients due to the difficulty of optimizing the zero-one loss. For dealing with absolute functions, when the term in it is greater than 0, we perform gradient descent as usual; when the term is less than 0, we perform gradient ascent instead and add a hyperparameter \( s_{GA} \) in the gradient ascent process.

In addition, we have to determine hyperparameters \( \lambda_{m,k} \) in the regularization part. Here, we set them as \( \lambda_{m,k} = |w_{m,k}| \) since choosing such a large number of hyperparameters separately is not straightforward. This choice means that the term that receives more attention in the unbiased risk estimator also receives more attention in partial risk regularization.
Algorithm 1 Partial risk regularization approach of learning from multiple U datasets

**Input**: $M$ sets of U training data $D_U = \bigcup_{m=1}^{M} X_m$ with known class prior $\Theta$

**Output**: model parameter $\gamma$ for classifier $g$

1: Initialize $\gamma$
2: Let $\mathcal{A}$ be an SGD-like optimizer working on $\gamma$
3: for $t = 0; t < \text{number of epochs}; t += \text{do}$
4: Shuffle $D_U$
5: for $i = 0; i < \text{number of mini-batches}; i += \text{do}$
6: Let $D_U = \bigcup_{m=1}^{M} X_m$ be the current mini-batch
7: Compute $\hat{R}_U(g)$ followed Eq. (6)
8: Compute $\hat{R}_{\text{reg}}(g)$:
9: if $\mathbb{E}_{X_m} [\ell_{01}(g(x), k)] \geq (1 - \theta_{m,k})$ then
10: $\mathbb{E}_{X_m} [\ell(g(x), k)] - (1 - \theta_{m,k}) \leftarrow \mathbb{E}_{X_m} [\ell(g(x), k)] - (1 - \theta_{m,k})$
11: else
12: $\mathbb{E}_{X_m} [\ell(g(x), k)] - (1 - \theta_{m,k}) \leftarrow -s_{GA}(\mathbb{E}_{X_m} [\ell(g(x), k)] - (1 - \theta_{m,k}))$
13: end if
14: Compute $\hat{R}_{U\text{-PRR}}(g)$ followed Eq. (12)
15: Compute gradient $\nabla_\gamma \hat{R}_{U\text{-PRR}}(g)$
16: Update $\gamma$ by $\mathcal{A}$
17: end for
18: end for

Table 1: Specification of datasets and corresponding models.

| Dataset       | Feature | Class | Training Data | Test Data | Model               |
|---------------|---------|-------|---------------|-----------|---------------------|
| Pendigits     | 16      | 10    | 7,494         | 3,498     | FC with ReLU (depth 3) |
| USPS          | 16*16   | 10    | 7,291         | 2,007     | FC with ReLU (depth 3) |
| MNIST         | 28*28   | 10    | 60,000        | 10,000    | FC with ReLU (depth 5) |
| Fashion-MNIST | 28*28   | 10    | 60,000        | 10,000    | FC with ReLU (depth 5) |
| Kuzushiji-MNIST | 28*28  | 10    | 60,000        | 10,000    | FC with ReLU (depth 5) |
| CIFAR-10      | 32*32*3 | 10    | 50,000        | 10,000    | ResNet (depth 20)    |

5 Experiments

In this section, we verify the effectiveness of the proposed method on various datasets. We also show the robustness against noisy class priors of the proposed method.

5.1 Experimental Setup

We describe the details of the experimental setup as follows.

Datasets We used widely adopted benchmarks: Pendigits (1), USPS (11), MNIST (17), Fashion-MNIST (34), Kuzushiji-MNIST (3) and, CIFAR-10 (16). Table 1 briefly summaries the benchmark datasets.
The \( m \)-th U set contains \( n_m \) samples where \( \theta_{m,k} \) proportion of them were randomly chosen from class \( k \) for \( k = 1, \ldots, K \). The size of each unlabeled dataset \( n_m \) is set to \( 1/M \) of the total number of training datasets in all these settings.

**Baselines** To better analyze the performance of the proposed unbiased risk estimator (6) (Unbiased) and partial risk regularization approach (12) (U-PRR), we compared them with following baseline methods:

- **Biased proportion (Biased):** We consider the label of the largest category in each unlabeled dataset as the label of all samples in it, and perform supervised learning from such pseudo label samples.

- **Proportion Loss (Prop) (36):** It uses class priors of each unlabeled dataset as weak supervision and aims to minimize the difference between true class priors and the predicted class priors.

- **Corrected unbiased risk estimator (U-correct):** We apply a corrected risk estimation method (20), which aims to correct partial risks corresponding to each class to be non-negative, to the unbiased risk estimator. The learning objective is \( \hat{R}_{U-correct}(g) = \sum_{k=1}^{K} \sum_{m=1}^{M} w_{m,k} \sum_{i=1}^{n_m} \ell(g(x_{m,i}), k) \).

- **Unbiased risk estimator with early stopping (U-stop):** We apply the early stopping on the proposed unbiased risk estimator, and stop the training when the empirical risk goes negative since (20) showed a high co-occurrence between overfitting and negative empirical risk.

- **Unbiased risk estimator with flooding (U-flood) (13):** We directly apply the flooding method to the unbiased risk estimator. The learning objective is \( \hat{R}(g) = |\hat{R}_{U}(g) - b| + b \). We choose \( b \) from \( \{0, 0.05, 0.1\} \) and report the best test error.

**Training Details** The models are described in Table 1, where FC refers to the fully connected neural network and ResNet refers to the residual network (10). As a common practice, Adam (14) with the cross-entropy loss was used for optimization. We ran each experiment five times, and we trained the model for 500 epochs on all datasets except that CIFAR-10 only used 200 epochs since 200 epochs were sufficient for convergence. The classification error rate was evaluated as the test performance. The learning rates were chosen from \( \{5 \times 10^{-3}, 1 \times 10^{-4}, 2 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3}\} \) and the batch sizes were chosen from \( \{\frac{n}{500}, \frac{n}{200}, \frac{n}{100}, \frac{n}{50}, \frac{n}{20}, \frac{n}{10}\} \), where \( n \) is the size of the training dataset. In the PRR method, \( \alpha \)'s were chosen from \( \{0.1, 0.3, 0.5, 0.7, 0.9\} \) and \( s_{GA} \)'s were chosen from \( \{0.1, 0.2, 0.5, 1, 2, 5, 10\} \). Note that for fair comparison, we used the same model and the same hyperparameters for the implementation of all methods in each benchmark. The implementation in our experiments was based on PyTorch\(^4\) and conducted the experiments on a NVIDIA Tesla P100 GPU.

**5.2 Comparison with Baseline Methods**

Here, we report the final test error (Err) and the test error drop (\( \Delta_E \)), which is the difference between the smallest test error among all training epochs and the test error at the end of training.

\(^4\)See [https://pytorch.org](https://pytorch.org)
Table 2: Experimental results with a symmetric class-prior matrix. Means (standard deviations) of the classification error (Err) and the drop ($\Delta E$) over five trials in percentage. The best and comparable methods based on the paired t-test at the significance level 5% are highlighted in boldface.

| Dataset  | a,b | Biased Err $\Delta E$ | Prop Err $\Delta E$ | Unbiased Err $\Delta E$ | U-correct Err $\Delta E$ | U-stop Err $\Delta E$ | U-flood Err $\Delta E$ | U-PRR Err $\Delta E$ |
|----------|-----|------------------------|---------------------|--------------------------|-------------------------|---------------------|------------------------|---------------------|
| Pendigits | 0.5, 0.05 | 11.54 (1.19) | 7.42 (0.05) | 5.80 (1.08) | 17.99 (1.88) | 5.58 (0.48) | 7.80 (1.13) | 5.29 (0.99) |
|          | 0.1, 0.09 | 61.30 (1.50) | 41.27 (0.24) | 57.97 (1.30) | 19.45 (2.24) | 36.25 (1.68) | 20.12 (0.79) | 12.64 (0.59) |
| USPS     | 0.5, 0.05 | 23.23 (1.30) | 14.73 (0.15) | 7.92 (0.15) | 26.98 (2.51) | 11.14 (0.25) | 9.39 (0.51) | 6.01 (0.25) |
|          | 0.1, 0.09 | 70.42 (3.14) | 37.39 (3.28) | 66.97 (1.50) | 37.28 (1.44) | 69.97 (0.70) | 22.32 (0.90) | 11.15 (0.12) |
| MNIST    | 0.5, 0.05 | 25.19 (0.06) | 19.02 (0.11) | 5.56 (0.49) | 31.14 (0.94) | 5.59 (0.29) | 6.67 (0.25) | 2.99 (0.10) |
|          | 0.1, 0.09 | 78.19 (1.60) | 35.31 (1.38) | 66.21 (0.52) | 82.51 (0.52) | 53.16 (2.98) | 20.95 (0.72) | 0.58 (0.19) |
| Fashion-MNIST | 0.5, 0.05 | 32.57 (0.81) | 17.79 (0.36) | 14.75 (0.36) | 36.03 (0.73) | 15.14 (0.36) | 14.88 (0.31) | 13.09 (0.17) |
|          | 0.1, 0.09 | 79.28 (1.50) | 41.39 (1.50) | 56.34 (0.64) | 82.85 (0.62) | 39.45 (2.95) | 23.39 (0.72) | 21.91 (0.76) |
| Kuzushiji-MNIST | 0.5, 0.05 | 39.35 (0.55) | 15.84 (0.35) | 20.07 (0.53) | 43.39 (0.70) | 20.05 (0.40) | 21.94 (0.60) | 14.33 (0.14) |
|          | 0.1, 0.09 | 81.26 (2.54) | 17.19 (2.15) | 73.10 (2.54) | 84.57 (2.15) | 61.77 (1.83) | 46.57 (1.13) | 31.17 (0.70) |
| CIFAR-10 | 0.5, 0.05 | 51.41 (3.10) | 7.65 (1.87) | 65.24 (1.87) | 57.44 (3.20) | 57.72 (5.93) | 51.94 (2.64) | 44.75 (1.85) |
|          | 0.1, 0.09 | 84.67 (2.83) | 16.66 (0.37) | 72.73 (1.71) | 86.82 (1.91) | 76.46 (2.19) | 69.99 (2.15) | 69.24 (1.55) |

for the baseline methods and proposed methods. We designed different $\Theta$ for evaluating the proposed methods in various scenarios:

- **Symmetric square class-prior matrix.** It is defined as
  $$\theta_{m,k} = \begin{cases} 
  a + b & m = k, \\
  b & m \neq k,
  \end{cases}$$
  where $a > 0$ and $b > 0$ are constants satisfying $a + 10b = 1$. We tested our proposed methods under two different training class-prior settings: $(a, b)$ was chosen as $(0.5, 0.05)$ and $(0.1, 0.09)$. The experimental results are reported in Table 2.

- **Asymmetric diagonal-dominated square class-prior matrix.** In this setting, the values on the diagonals of the matrix $\Theta$ are larger than the other values, and they can be different from each other. We randomly and uniformly generated the class priors $\theta_{m,k}$ from range $[0, 1/M]$ when $m \neq k$, and set $\theta_{k,k} = 1 - \sum_{m \neq k} \theta_{m,k}$. The experimental results are shown in Table 3.

- **Non-square class-prior matrix.** We also conduct experiments when the number of unlabeled datasets $M$ is more than the number of classes $K$. Here, we set $M = 2K$. The class-prior matrix $\Theta$ is a concatenation of two asymmetric diagonal-dominated square matrices. Compared with the previous experiments, this setting is more in line with
Table 3: Experimental results on diagonal-dominated square class-prior matrix. Means (standard deviations) of the classification error (Err) and the drop (ΔE) over five trials in percentage. The best and comparable methods based on the paired t-test at the significance level 5% are highlighted in boldface.

| Dataset   | Biased Err    | Prop ΔE | Unbiased Err | U-correct Err | U-stop ΔE | U-flood Err | U-PRR Err |
|-----------|---------------|---------|--------------|---------------|-----------|-------------|-----------|
| Pendigits | 15.19 (5.35)  | 6.75 (0.59) | 27.06 (7.82) | 9.75 (3.87)  | 10.29 (2.89) | 7.92 (1.75) | 5.57 (1.78) |
| USPS      | 27.85 (8.12)  | 10.90 (3.45) | 46.06 (14.14) | 26.14 (7.42) | 11.27 (1.86) | 14.70 (4.25) | 7.31 (1.02) |
| MNIST     | 28.42 (0.60)  | 5.70 (0.17)  | 43.36 (2.01)  | 5.96 (0.44)  | 6.62 (0.24)  | 6.10 (0.30)  | 3.65 (0.08)  |
| Fashion-MNIST | 35.27 (0.23) | 14.75 (0.20) | 45.09 (0.89)  | 15.35 (0.41) | 15.10 (0.18) | 15.60 (0.11) | 14.25 (0.19) |
| Kuzushiji-MNIST | 38.49 (0.63) | 20.77 (0.60) | 52.17 (0.97)  | 20.18 (0.33) | 23.89 (1.24) | 20.50 (0.47) | 17.15 (0.71) |
| CIFAR-10  | 50.05 (1.64)  | 64.96 (2.09) | 61.45 (7.26)  | 56.04 (2.42) | 53.32 (0.95) | 57.49 (1.91) | 45.02 (1.85) |

(a) Symmetric(a=0.5) (b) Symmetric(a=0.1) (c) Asymmetric (d) Non-square

Figure 2: Experiments of the robustness of the proposed method to different (1%, 3%, and 5%) noise rate. The class-prior matrices in experiments are symmetric matrix with $a = 0.5$ and $a = 0.1$, asymmetric diagonal dominated matrix, and non-square matrix. Means (standard deviations) of the classification error over five trials in percentage.

real-world situations since it is rare that the number of unlabeled datasets is exactly equal to the number of classes. The experimental results are reported in Table 4.

The experimental results show: the unbiased risk estimator suffers severe overfitting and this issue is significantly alleviated by correction methods (U-correct, U-stop, U-flood and U-PRR) across various scenarios and datasets; the performance of directly applying flooding on the unbiased risk estimator can only reached the same level as early stopping; the partial risk regularization method outperformed all baseline methods and achieved the best performance for all the datasets and class prior settings.

5.3 Robustness against Noisy Class Priors

Hitherto, we have assumed that the values of the class priors were accurately accessible, which may not be true in practice. We designed experiments where random noise was added to each class prior in order to simulate real-world situations. In the experiment, we added different
Table 4: Experimental results on non-square class-prior matrix. Means (standard deviations) of the classification error (Err) and the drop ($\Delta E$) over five trials in percentage. The best and comparable methods based on the paired t-test at the significance level 5% are highlighted in boldface.

| Dataset   | Biased | Prop | Unbiased | U-correct | U-stop | U-flood | U-PRR |
|-----------|--------|------|----------|-----------|--------|---------|-------|
|           | Err    | $\Delta E$ | Err    | $\Delta E$ | Err    | $\Delta E$ | Err    | $\Delta E$ | Err    | $\Delta E$ | Err    | $\Delta E$ | Err    | $\Delta E$ |
| Pendigits | 14.03  | 9.65 | 5.04 | 0.46 | 23.37 | 17.68 | 6.51 | 1.46 | 9.51 | 0 | 6.90 | 2.04 | 4.75 | 0.68 |
|           | (3.69) | (2.79) | (0.85) | (0.18) | (6.59) | (5.58) | (1.27) | (0.63) | (2.44) | (0) | (1.81) | (1.49) | (1.22) | (0.77) |
| USPS      | 30.05 | 19.59 | 13.38 | 4.47 | 45.04 | 34.82 | 21.02 | 6.95 | 10.89 | 0.03 | 6.90 | 2.04 | 4.75 | 0.68 |
|           | (4.94) | (3.71) | (0.59) | (0.50) | (2.00) | (2.31) | (1.15) | (1.51) | (0.65) | (0.04) | (0.74) | (0.88) | (0.30) | (0.22) |
| MNIST     | 36.15 | 26.56 | 7.00 | 0.69 | 51.55 | 43.82 | 9.80 | 1.19 | 8.03 | 0 | 6.31 | 0.60 | 3.32 | 0.22 |
|           | (0.43) | (0.41) | (0.40) | (0.39) | (1.45) | (1.57) | (0.68) | (0.78) | (0.30) | (0) | (0.56) | (0.44) | (0.13) | (0.09) |
| Fashion-  | 37.93 | 20.60 | 16.01 | 0.55 | 54.78 | 38.31 | 19.51 | 2.44 | 16.64 | 0.02 | 17.21 | 0.95 | 16.43 | 2.01 |
| MNIST     | (0.90) | (0.78) | (0.21) | (0.28) | (2.69) | (2.37) | (0.47) | (0.53) | (0.25) | (0.04) | (0.85) | (0.88) | (0.86) | (0.97) |
| Kuzushiji- | 46.61 | 19.04 | 25.87 | 0.49 | 57.52 | 30.68 | 27.39 | 2.21 | 27.53 | 0 | 23.33 | 1.12 | 26.40 | 2.95 |
| MNIST     | (0.98) | (0.90) | (0.68) | (0.81) | (1.49) | (1.78) | (0.44) | (0.49) | (0.74) | (0) | (0.91) | (0.70) | (0.74) | (1.15) |
| CIFAR-10  | 55.84 | 7.47 | 63.45 | 0.21 | 71.46 | 15.30 | 63.98 | 9.82 | 59.53 | 7.05 | 59.90 | 7.32 | 47.18 | 1.95 |
|           | (2.04) | (2.04) | (2.02) | (0.17) | (11.81) | (11.97) | (2.55) | (2.60) | (6.53) | (5.84) | (1.40) | (0.45) | (2.20) | (0.86) |

levels (1%, 3%, and 5%) of perturbation to each element of $\Theta$ to obtain $\Theta'$, and the noisy $\Theta'$ was treated as the true $\Theta$ during the whole learning process.

The results on the MNIST dataset with different class priors are shown in Fig. 2, where 0% noise rate means that we used the true class priors. This figure shows that the proposed method is is not strongly affected by noise in the class priors and thus it may be safely applied in the real world.

6 Conclusion

In this work, we focused on the problem of multi-class classification from multiple unlabeled datasets. We established an unbiased risk estimator and provided a generation error bound for it. Based on our empirical observations, the negative empirical training risk was a potential reason why the unbiased risk estimation suffers severe overfitting. To overcome overfitting, we proposed a partial risk regularization approach customized for learning from multiple unlabeled datasets. Experiments demonstrated the superiority of our proposed partial risk regularization approach.
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A Proof of Theorem [1]

Notice that
\[
R(g) = \sum_{k=1}^{K} \pi_k \mathbb{E}_{p_k} [\ell(g(x), k)] = \sum_{i=1}^{K} \sum_{j=1}^{K} (\Pi)_{i,j} \mathbb{E}_{p_i} [\ell(g(x), j)]. \tag{15}
\]

If the classification risk is rewritable, i.e.,
\[
R(g) = \sum_{m=1}^{M} \mathbb{E}_{q_m} \left[ \sum_{k=1}^{K} w_{m,k} \ell(g(x), k) \right] = \sum_{m=1}^{M} \sum_{k'=1}^{K} \theta_{m,k'} \mathbb{E}_{p_{k'}} \left[ \sum_{k=1}^{K} w_{m,k} \ell(g(x), k) \right] = \sum_{i=1}^{K} \sum_{j=1}^{K} (W^T \Theta)_{i,j} \mathbb{E}_{p_i} [\ell(g(x), j)],
\]
then comparing the coefficients with (15), we have \(W^T \Theta = \Pi\). Therefore, \(R(g)\) is rewritable by letting \(W = (\Pi \Theta^j)^\top\).
B Proof of Theorem 2

Our proof of the estimation error bound is based on Rademacher complexity (2). First, we show the uniform deviation bound, which is useful to derive the estimation error bound.

**Lemma 4.** For any $\delta > 0$, we have the probability at least $1 - \delta$,

$$
\sup_{\mathbf{g} \in \mathcal{G}} |\hat{R}_U(\mathbf{g}) - R(\mathbf{g})| \leq 2\sqrt{2}LK \sum_{m=1}^{M} \sum_{y=1}^{K} \mathcal{R}_{n_{m}}(\mathcal{H}_y) + 2C_wKC\ell \sqrt{\frac{M \ln \frac{2}{\delta}}{2N_{min}}}.
$$

where the probability is over repeated sampling of data for evaluating $\hat{R}_U(\mathbf{g})$.

**Proof.** Consider the one-side uniform deviation $\sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g})$. The change of it will be no more than $C \frac{K\ell}{\mathcal{R}}$ if some $\mathbf{x} \in \mathcal{X}_m$ ($1 \leq m \leq M$) is replaced by $x'$. Subsequently, McDiarmid’s inequality (22) tells us that

$$
\Pr \left\{ \sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g}) - E[\sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g})] \geq \epsilon \right\} \leq \exp\left(-\frac{2\epsilon^2}{(\sum_{m} \frac{1}{n_{m}})(C_wKC\ell)^2}\right),
$$

or equivalently, with probability at least $1 - \delta/2$,

$$
\sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g}) \leq E[\sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g})] + \sqrt{\frac{(\sum_{m} \frac{1}{n_{m}})(C_wKC\ell)^2 \ln \frac{2}{\delta}}{2}}.
$$

By symmetrization (31) and using the same trick in (21), it is a routine work to show that

$$
E[\sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g}) - R(\mathbf{g})] \leq 2\sqrt{2}L \sum_{m=1}^{M} \sum_{k=1}^{K} |w_{m,k}| \sum_{k'=1}^{K} \mathcal{R}_{n_{m}}(\mathcal{H}_{k'}) \leq 2\sqrt{2}LK \sum_{m=1}^{M} \sum_{k=1}^{K} \mathcal{R}_{n_{m}}(\mathcal{H}_{k}).
$$

The one-side uniform deviation $R(\mathbf{g}) - \sup_{\mathbf{g} \in \mathcal{G}} \hat{R}_U(\mathbf{g})$ can be bounded similarly.  

Based on Lemma 4, the estimation error bound (7) is proven through

$$
R(\hat{g}_U) - R(\mathbf{g}^*) = (\hat{R}_U(\hat{g}_U) - \hat{R}_U(\mathbf{g}^*)) + \left( R(\hat{g}_U) - \hat{R}_U(\hat{g}_U) \right) + \left( \hat{R}_U(\mathbf{g}^*) - R(\mathbf{g}^*) \right) \leq 0 + 2 \sup_{\mathbf{g} \in \mathcal{G}} |\hat{R}_U(\mathbf{g}) - R(\mathbf{g})| \leq 4\sqrt{2}LK \sum_{m=1}^{M} \sum_{k=1}^{K} \mathcal{R}_{n_{m}}(\mathcal{H}_{k}) + 2C_wKC\ell \sqrt{\frac{M \ln \frac{2}{\delta}}{2N_{min}}}.
$$

where $\hat{R}_U(\hat{g}_U) \leq \hat{R}_U(\mathbf{g}^*)$ by the definition of $\hat{g}_U$. 
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C Proof of Lemma 3

By the relationship of distributions $p_k$ and $q_m$, we have

$$b_{m,k} = \sum_{i=1}^{K} \theta_{m,i} R_{p_{i,k}}^{01}(g^*) = R_{\sum_{i=1}^{K} \theta_{m,i} p_{i,k}}^{01}(g^*) = R_{q_{m,k}}^{01}(g^*).$$

When $g^*$ is the Bayes optimal classifier and all classes are separable, we have

$$R_{p_{i,k}}^{01}(g^*) = \begin{cases} 
0 & \text{if } i = k, \\
1 & \text{otherwise}.
\end{cases}$$

Then

$$b_{m,k} = \sum_{i=1}^{K} \theta_{m,i} R_{p_{i,k}}^{01}(g^*) = \sum_{i \neq k} \theta_{m,i} = 1 - \theta_{m,k}$$

holds.