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This study concerns finite basis set \( \{ \chi_k \} \) calculations of resonances based on real scaling, \( \chi_k(x) \to \chi_k(xe^{-\eta}) \). I demonstrate that resonance width is generally influenced by several neighboring quasi-discrete continuum states. Based on this finding I propose a new method to calculate the complex resonance energy together with several states of complex rotated continuum. The theory is introduced for a one-dimensional model, then it is applied for helium doubly excited resonance \( 2\Sigma^+ \). The new method requires the real spectrum (“stabilization graph”) for a sufficiently large interval of the parameter \( \eta \) on which the potential curve of the sought resonance gradually meets several different quasi-continuum states. Diabatic Hamiltonian which comprehends the resonance and the several quasi-continuum states participating at the avoided crossings is constructed. As \( \eta \) is taken to complex plane, \( \eta \to i\theta \), the corresponding part of the complex scaled spectrum is obtained.

I. INTRODUCTION

Resonance state represents quantum particle which is temporarily trapped within a confined space therefore resonance wavefunction resembles bound state wavefunction with an outgoing wave. The norm of the captured quantum particle drops down in time according to the first order kinetics, which inherently brings about a diverging character of the outgoing wave and also explains complex energy eigenvalue of resonance state with imaginary part given by half decay rate. Wherefore resonances do not belong to \( L^2 \) space.

Different computational approaches to calculate resonances (auto-ionizing states) have been developed. Perhaps the most famous method is represented by complex scaling and exterior complex scaling of Hamiltonian (or interchangeably basis set), which effectively transforms resonances onto \( L^2 \) space. These methods enable to construct non-Hermitian Hamiltonian which provides complex energies of resonances and rotated continuum.

Another approach to resonances is represented by stabilization methods. These methods are often used for ab initio calculations of molecular resonances as their main advantage is that they rely on Hermitian calculations. Resonances are derived from real energies obtained for states above ionization threshold, namely from stabilization graph, which is represented by above-threshold potential energy curves obtained as the problem is parametrized in various ways, e.g. real scaling of the basis set, or adding a binding potential. Complex resonance energies are obtained via extrapolation of the free parameter to complex plane.

Yet another method, popular for its relatively simple implementation to quantum chemistry packages, is represented by complex absorbing potential. Basic idea here is enforcing outgoing boundary conditions via additional artificial imaginary potential term which is localized in the asymptotic region.

Apart of these three types of methods, there are also approaches based on projection operators, or Siegert state expansion available to calculate resonances.

In this paper I propose a new method with the unique feature to calculate partial complex scaling spectrum, resonances and rotated continuum, using stabilization graph. The ability to calculate discretized rotated continuum is important for a subsequent implementation of strong field interactions. Future intended use of the proposed method is particularly for ab initio simulations of laser-atom interactions phenomena such as high-order harmonics generation using standard quantum chemistry packages. The paper is organized as follows.

First, in Section II, I discuss the relationship between stabilization method, complex coordinate scaling, and complex absorbing potential, where the argument is backed up by illustrative calculations for a one-dimensional model potential. It is shown that avoided crossings found at stabilization graph continue to complex plane of the free parameter, where they end up in exceptional points (EPs). Such EPs designate the transition between adiabatic and diabatic regimes where resonance decouples from quasi-continuum states.

In Section III, I suggest a diabatic Hamiltonian for a set of avoided crossings in the stabilization graph, where the diabatic states include the resonance state defined by constant real energy, and several close states of discretized continuum, which are analytically dependent on the free real parameter. Their analytical dependence is derived from the known behavior of the free particle confined in a large box. The new diabatic Hamiltonian is complex scaled by taking the parameter \( \eta \) to complex plane, \( \eta \to i\theta \), which provides partial complex scaling spectrum, namely the complex resonance energy and few states of the complex rotated continuum. It is shown that the obtained complex energies correspond one-to-one with a direct application of the complex scaling method when using the same system and basis set.

In Section IV, the new method is implemented for a typi-
II. THEORY

A. Methods based on a scaling of the box size

Let me start with a discussion of logical connections between the methods of complex scaling, stabilization graph, and complex absorbing potential.

First, the idea of the stabilization method is achieving a variable box size, for which different strategies are used. The most straightforward way is represented by scaling a finite basis set \( \{ \chi(x) \} \) directly (for a reason that will be explained later we choose the exponential form of the scaling parameter), \( \{ \chi(x) \} \rightarrow \{ \chi(xe^{-i}) \} \), \( \eta \in \mathbb{R} \). The box size is defined indirectly by the finite phase space, which is associated with the \( \mathcal{L}^2 \) basis set used, and effectively varied by the scaling. Adding a binding potential to the physical Hamiltonian has the same effect. For example, a binding Coulomb term was added to an electronic Hamiltonian to get stabilization graphs for molecules \(^{13}\), namely, the ionized states in the true system were replaced by the Coulomb states of the added Coulomb cone (functioning as the “box”) and as the artificial “charge” was varied, the width of the Coulomb cone (the “box”) has been effectively changed.

The real scaling of the basis set turns to complex scaling of the Hamiltonian if only the parameter \( \eta \) is taken imaginary. This is the basic idea of the stabilization method: an analytical continuation of energy to complex plane of \( \eta \) is usually done using Padé approximants. If the real potential is added, the principle of analytical continuation is applicable supposed a removal of the non-physical potential via extrapolation.

In the complex absorbing potential method, an imaginary term \((-iV(x), V(x) > 0)\) is added near edges of the phase-space area covered by the basis set \((x > x_0)\). This idea, based on quantum dynamics, is that the imaginary term suppresses outgoing wavefunctions; resonances, including outgoing but not incoming wave, thus become part of the \( \mathcal{L}^2 \) space. One can find here a connection to the coordinate scaling, too. Let me give an example of adding a real quadratic barrier, \( V(x > x_0) = \eta^2(x-x_0)^2 \). A variation of \( \eta \) represents a real scaling of the outer part of the basis set, namely for \( x > x_0 \), and would allow for a construction of a stabilization graph. The complex absorbing potential is obtained as \( \eta^2 \rightarrow -|\eta|^2 \sqrt{\eta} \).

B. Decoupling of a resonance and quasi-continuum at an exceptional point

Energy spectrum using any type of scalable box size allows one to distinguish between different types of energy levels which are among the states of quasi-continuum. But let me start with the bound states by pointing out that their energies are not affected by the scaling parameter, as one scales only the outer box but not the inner (e.g. nuclear) potential. The first type of the quasi-continuum states are the quasi-free states, where the particle is out of the physical potential. The quasi-free spectrum obviously depends on the box size. The second type of the quasi-continuum states are the quasi-bound states, where the particle is temporarily trapped in the physical potential, however, it might be released via the tunneling phenomenon or others. Now, the presence of the outer box creates an artificial situation where the quasi-bound particle is forced to stay bound, unless there exists a quasi-free state with a similar energy to which it can couple. Such a situation is intentionally created by varying the scaling parameter (whether \( \eta \), or the charge in the case of an additional Coulomb potential, etc.). The obtained picture is of course the stabilization graph, where the spectrum is plotted in the form of potential energy curves as functions of the scaling parameter. The graph includes regions of stability, where the quasi-bound state appears as a constant energy curve, disrupted by avoided crossings as a quasi-free state approaches its energy.

Let me introduce a simple example to illustrate the ideas just mentioned – a one-dimensional model potential,

\[
V = -v_0 e^{-\frac{x^2}{\sigma_0^2}} + v_1 \left[ e^{-\frac{(x-\eta)^2}{\sigma_1^2}} + e^{-\frac{(x+\eta)^2}{\sigma_1^2}} \right],
\]

where \( v_0 = 7.1 \) a.u., \( v_1 = 4.5 \) a.u., \( \sigma_0 = 4 \) a.u., \( \sigma_1 = 2 \) a.u., which supports bound states and shape-type resonances, Fig. 1. By scaling the basis set with the real scaling parameter \( \exp(-\eta) \), which is here represented by the box states

\[
\chi_n(x; \eta) = L_\eta^{-1/2} \sin \left( \frac{x+L_\eta n \pi}{2L_\eta} \right), \quad L_\eta = L_0 e^\eta,
\]

one obtains the stabilization graph shown in Fig. 2.

Formally, the complex scaling method corresponds to taking an imaginary value of the scaling parameter \( \eta \). It is thus basic to understand what happens to the spectrum as \( \eta \) is taken to the complex plane. It is known since the stabilization method has been proposed that each avoided crossing on the real axis is associated with an exceptional (branching) point singularity (EP) in the complex plane, see Refs. \(^{22,23}\). Two selected avoided crossings and EPs are demonstrated for our model in Fig. 3. EPs often indicate a boundary between different qualitative modes of the system studied. \(^{22,23}\) The present case is no different. Before reaching an EP, we find avoided crossings created due to mixing of two adiabatic states, but after the EP there are two diabatic-like states crossing each other, where one is clearly the resonance while the other is a detached quasi-bound state. Apparently, the EP is associated
FIG. 1. Model one-dimensional potential, Eq. 1, used for present demonstrations, supports bound states and resonances shown by the energy levels.

FIG. 2. (a) Stabilization graph near the energy of the first resonance $E_r = 1.5388$ a.u. These results are based on the box size of $L_0 = 50$ a.u. and the number of basis functions $\max(n) = 500$, Eq. 2. (b) Non-adiabatic coupling elements $\langle \psi_1 | d/d\eta | \psi_2 \rangle$ corresponding to the avoided crossings. $N_c(\eta)$ are later used in a diabatization procedure to construct $2 \times 2$ diabatic Hamiltonians corresponding to the avoided crossings.

with a adiabatic to diabatic spectral transition, which takes place in the complex plane of the scaling parameter $\eta$.

III. COMPLEX SCALING APPLIED EX POST TO HERMITIAN SPECTRUM

A. Basic assumptions

In the second part of the article I will show how all this can be used to calculate the complex resonance energy. The method starts from the stabilization diagram. First note that the avoided crossings are relatively far apart, so that in a good approximation a contribution of only two states can be assumed.

Another important observation is that the EPs are located relatively near the real axis (the value of $\text{Im}\eta$ to find the EP is in fact an order of magnitude smaller than values of the same quantity where the resonance width has converged to $\Gamma$ (see Fig. 3b)). Thus the first premise of the new method is that the avoided crossing of the real energies belongs to the immediate vicinity of the near EP; the EP determines the parameters of the avoided crossing and vice versa these parameters can be used to determine the EP.

As discussed above, the complex resonance energy is found on the opposite side of the EP. Not only that, but even at a relatively large distance from it (see Fig. 3b). Two things are learnt from this circumstance. First, it is necessary to cor-
rectly design the dependence of the quasi-continuum energy on the scaling parameter $\eta$. For example, if a linear dependence was used as the simplest option, a linear decrease of the resonance width instead of its stabilization with $\text{Im}\eta$ would be the wrong result. Second, the area where the complex resonance energy is stabilized is so distant that the widths of the continuum states far exceed the separations of the EPs; thus the area belongs to the common neighborhood and influence of a number of EPs.

B. From avoided crossings to EPs

Avoided crossings are found in the stabilization diagram for certain real values of $\eta = \{\eta_1, \eta_2, \ldots\}$. Clearly, a diabatic crossing (when no coupling is present) would occur exactly at a state from where the degenerate complex energy is given by a particular problem to this formula, where it is found that $E_\eta$ dependence on $\eta$ is nearly linear:

$$E_\eta = E_r - a \cdot (\eta - \eta_c),$$

whereas the other parameters $E_r$ and $\delta$ are more or less constant within the range of the crossing. The solutions of the diabatic Hamiltonian, Eq. 3, are given by

$$\varepsilon_{\pm} = E_r + \frac{E_\eta - E_r}{2} \left[ 1 \pm \sqrt{1 + \left( \frac{\delta}{E_\eta - E_r} \right)^2} \right].$$

Clearly, the potential curves are at the closest attachment on the real axis for $E_\eta = E_r$, where

$$\varepsilon_{+} - \varepsilon_{-} |_{\eta = \eta_c} = \delta.$$

The exceptional point occurs for complex $\eta = \eta_{EP}$, where

$$E_\eta - E_r = -i\delta,$$

from where the degenerate complex energy is given by

$$\varepsilon_{\pm} |_{\eta = \eta_{EP}} = E_r - \frac{i\delta}{2}.$$  

C. Dependence of quasi-continuum on the axis scaling parameter $\eta$

As long as the box is small, we find out distinct avoided crossings in the stabilization graph, where the resonance state is represented by a nearly constant (real defined) energy $E_r$. On the other hand, the intersecting curve of $E_\eta$, which is decreasing with $\eta$, represents a particle freely moving outside of the potential, within the box. We find the dependence on $\eta$ using the Schröedinger free particle equation:

$$-\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial x^2} \psi(x) = E_0 \psi(x),$$

where upon the scaling the wavefunction is changed such as $\psi(x) \rightarrow \psi(xe^\eta)$. Expectably, this would also bring about the energy change, $E \rightarrow E_\eta$:

$$-\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial x^2} \psi(xe^\eta) = E_\eta \psi(xe^\eta).$$

By changing the variable $x' = xe^\eta$ we get:

$$-\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial x'^2} \psi(x') = e^{2\eta} E_\eta \psi(x').$$

By comparing Eqs. 2 and 11 we get the dependence of the free particle states upon the scaling parameter,

$$E_\eta = E_0 e^{-2\eta}.$$

To match the dependence of Eq. 4 with that of Eq. 12 as close as possible, I make use of the approximation

$$E_\eta = E_r \left[ 1 - \frac{a}{E_r} (\eta - \eta_c) \right] \approx E_r e^{-\frac{a}{E_r} (\eta - \eta_c)}. $$

As one would find empirically, the exponent $a/E_r$ is not given exactly by 2, see Fig. 5 calling into question the validity of Eq. 12. This discrepancy is perhaps explained by the influence of non-zero potential even if the particle is moving outside of the potential trap, which is the case especially if the box is small (small values of $\eta_c$).
It is possible to construct the diabatic Hamiltonian from several avoided crossings as a single matrix

$$H(\eta) = \begin{pmatrix}
E_r(\Re\eta) & \delta_{1,1}/2 & \ldots & \delta_{c,n}/2 \\
\delta_{1,1}/2 & E_r e^{-\alpha_1(\eta_r-\eta_c)} & \ldots & \\
\ldots & \ldots & \ldots & \ldots \\
\delta_{c,n}/2 & \ldots & E_r e^{-\alpha_n(\eta_r-\eta_c)}
\end{pmatrix},$$

(14)

where $\alpha_j$ are defined as

$$\alpha_j = \frac{a_{c,j}}{E_{r,j}}.$$

(15)

This Hamiltonian is based on the $2 \times 2$ diabatic Hamiltonians for the individual avoided crossings on the real axis (Eqs. [3] and [13]). The spectrum of the Hamiltonian $H(\eta)$ corresponds to that of the usual complex scaled Hamiltonian, see Fig. 4. The difference is that now only one resonance is obtained in the non-Hermitian spectrum. This method can be understood as a complex scaling applied onto the real spectrum, i.e. ex post the Hermitian calculation.

A sufficient number of the quasi-continuum states must be included in Eq. (14) to accurately reproduce the resonance energy. The plots in Fig. 7 show how the resonance energy is changed as the quasi-continuum states are added one by one starting from the avoided crossing for the smallest size of the box $L \approx 20$ a.u. up to the largest box of $L \approx 130$ a.u., which correspond to the interval of the scaling parameter $-1 < \eta_c < 1$.

The most significant change of the result occurs when the states participating on the avoided crossings for the box size of $L \approx 50$ a.u. are included. Fig. 7 This value corresponds to the box size when no scaling is used, $\eta = 0$. These particular states participate on the EPs which are the nearest to

As discussed earlier, the EPs are located near the real axis of the scaling parameter $\eta$ and thus they can be determined by using the avoided crossings in the stabilization graph. To find the complex resonance energies, however, it is necessary to explore the behavior of the complex energies beyond the EPs, far in the complex plane of the scaling parameter $\eta$.

Let me remind now that some stabilization methods rely on a very precise and fine fitting of the region near a single EP to get a good approximation for the distant regions where the resonance energy gets stabilized. Some other works rely on a fine fitting of the region between the avoided crossings. As one can see in Fig. 3 that both approaches are justified due to the principle of analytical continuation.

Here we introduce a different approach. While it is based on a physically justified dependence for the diabatic states near avoided crossings, Eq. (13) the analytical form is too simple to suffice for an application of the analytical continuation principle.

Clearly, as $\eta$ is taken into complex plane, the width of the quasi-continuum states is increased, Eq. (13) One can view these states (taken to the complex plane), as a number of energy intervals which overlap. In this picture, many quasi-continuum states overlap near the resonance energy $E_r$, and therefore are bound to have some contributions to the resonance. In order to take into account more states of the quasi-continuum, it is possible to construct the diabatic Hamiltonian

$$E_r(\eta) = \begin{pmatrix}
E_r(\Re\eta) & \delta_{1,1}/2 & \ldots & \delta_{c,n}/2 \\
\delta_{1,1}/2 & E_r e^{-\alpha_1(\eta_r-\eta_c)} & \ldots & \\
\ldots & \ldots & \ldots & \ldots \\
\delta_{c,n}/2 & \ldots & E_r e^{-\alpha_n(\eta_r-\eta_c)}
\end{pmatrix}.$$
the calculated point in the complex plane, which is defined by \( \eta = 0.01i \).

A stabilization of the resonance energy with the increasing complex scaling parameter \( \theta \equiv -i\eta \) is demonstrated in Fig. 8, where it is compared with the result of the usual complex scaling method for the same box size (\( L = 50 \) a.u.) and basis set (\( N = 500 \)).

Notably, the error of the resonance width (imaginary value of its complex energy) linearly increases with \( \theta \) where it should be stabilized according to the benchmark calculation. This is a convergence problem, where for larger values of \( \theta \), a larger size of the diabatic Hamiltonian is required, namely it is necessary to include more avoided crossings corresponding to large values of \( \eta_c \).

The real part of the resonance energy is stabilized for large values of \( \theta \), however it includes a constant error. This error is decreased as more quasi-continuum states are added for the large box sizes. This indicates that also this error is a matter of convergence.

Should a full convergence be obtained, the avoided crossings for large boxes are necessary. This in turn requires using more basis functions for the Hermitian calculations. Using extrapolation to obtain parameters for the distant avoided crossings (\( \eta_c \gg 1 \)) may help to meet this requirement in practical applications to quantum chemistry.

FIG. 7. Dependence of the resonance energy on the size of the Hamiltonian (Eq. 14, \( \eta = 0.01i \)), as the contributions of subsequent EPs (which correspond to the avoided crossings in the stabilization graph) are added. The horizontal axis shows the box size at which the EP, which was added, is found. So the first point has been obtained for a \( 2 \times 2 \) Hamiltonian using one EP (\( L_c = 19.3 \) a.u.), the second for a \( 3 \times 3 \) Hamiltonian using 2 EPs (\( L_{c1} = 19.3 \) a.u., \( L_{c2} = 21.1 \) a.u.), etc.

FIG. 8. Complex resonance energy which has been obtained using the diabatic Hamiltonian (Eq. 14) constructed from several EPs corresponding to the avoided crossings in the stabilization graph for \(-1 < \eta_c < 1\). The diabatic Hamiltonian has been complex scaled by using \( \eta = i\theta \) (blue ‘+’). As a benchmark, the result from the usual complex scaling method is plotted (red ‘×’). The insets show the difference between the approximate and benchmark calculations.

IV. APPLICATION FOR HELIUM DOUBLY EXCITED STATES

A. Summary of the new methodology

Let me demonstrate how the described findings can be used as a method for calculation of atomic resonances.

The proposed method is based on using a large scaling interval. It is therefore necessary to choose a basis set which enables this without a significant precision loss. Here I show full-CI calculation of doubly excited \( 2s^2 \) state of helium using exponentially tempered primitive Gaussian basis sets ExTG5S and ExTG5P optimized for up to four excited bound states at seven digits of accuracy.

In the case of one-dimensional model a standard diabatization procedure, based on integrating over the non-adiabatic coupling element, has been used. Its application to atomic calculations would be cumbersome. Below I propose a suitable diabatization procedure which avoids calculations of non-adiabatic coupling elements, being based solely on a precise
fitting the potential energy curves.

I improve the procedure in several other aspects such as: (i) I suggest to find a correct analytical fit for the quasi-continuum by including parts of the potential energy curves of decoupled quasi-continuum states. (ii) As in the case of the one-dimensional model potential, also in atomic application, the complex resonance energy for large values of $\theta$ sort of drifts out of the correct value, which requires a backward extrapolation to $\theta \to 0$. (iii) It is found that the real part of complex resonance energy is quite underestimated where the error corresponds to the shift of the ionization potential due to the finite size of the basis set.

B. Diabatization procedure using ab initio energies

Let us start our discussion with the $s$-limit, which means that the atomic basis set is represented only by the $s$-type functions. The corresponding calculations are very fast and allow us to calculate a large scale stabilization graph, which is shown and described in Fig. 9.

The next goal is to construct the diabatic Hamiltonian defined in Eq. [4] for a selected helium resonance. We will study the resonance $2s^2$, which is the lowest metastable state above the first ionization threshold near the energy $-0.8 E_h$, see Fig. 9. The real Hermitian calculations led to thirteen avoided crossings with different quasi-continuum states as the real scaling parameter $\eta$ varied in the interval $-1.75 \leq \eta \leq 2$.

As the first step we determine two-by-two diabatic Hamiltonians (Eq. [5]) corresponding with the individual avoided crossings. Let us present here a summary of a robust algorithm suitable for this task.

At first we select points in the potential energy curves defined by a confined energy interval near the resonance energy. In our case, we used the interval of $\pm 0.1 E_h$ around the resonance energy $-0.723 E_h$, which we could estimate from the stable parts of the stabilization graph, Fig. 9. This step allows us split individual avoided crossings which are processed individually in the next steps.

Real resonance energy $E_r$ and coupling element $\delta$ are obtained in two steps of the predictor-corrector type.

1. Predictor

For each avoided crossing we calculate a first estimate of $\delta$ and $E_r$, which define the diabatic Hamiltonian Eq. [3]. For this sake we use definition of $\delta$ as the minimum energy split, Eq. [6]. In practice we use spline interpolation for the split $(\varepsilon_+ - \varepsilon_-)$ on the axis of $\eta$ between the known $\text{ab initio}$ points, and find $\delta$ as the interpolated minimum at $\eta = \eta_c$.

Based on Eq. [6] we get the relation between the sums of adiabatic and diabatic energies,

$$\varepsilon_+ + \varepsilon_- = E_r + E_\eta,$$

(16)

We use the fact that the diabatic energies $E_r$ and $E_\eta$ are equal at the point $\eta = \eta_c$, i.e.,

$$E_r = \left. \frac{\varepsilon_+ + \varepsilon_-}{2} \right|_{\eta=\eta_c},$$

(17)

to get $E_r$. Namely, we calculate the mean adiabatic energy $(\varepsilon_+ + \varepsilon_-)/2$ for the $\text{ab initio}$ points within the avoided crossing interval, and then we use the spline interpolant to get the estimate of $E_r$ at the point $\eta_c$ obtained before.

As a matter of fact, the algorithm described here as predictor is not robust, as the precision of $\eta_c$ largely relies on the spline interpolation. Yet the above obtained parameters $\delta$ and $E_r$ provide a well needed estimate for the precision procedure described as corrector.

2. Corrector

We determine the values of $E_r$ and $\delta$ in a robust way by fitting them to all $\text{ab initio}$ points within the avoided crossing. We use the fact that $E_r$ and $\delta$ must represent constants along the examined interval of $\eta$. $\delta$ and $E_r$ are expressed using the adiabatic energies such that,

$$\delta = \sqrt{\Delta^2 - 4(\bar{\varepsilon} - E_r)^2},$$

$$E_r = \text{sign}(\bar{\varepsilon} - E_r) \cdot \sqrt{\Delta^2 - \delta^2} + \bar{\varepsilon},$$

(18)

where we define

$$\bar{\varepsilon} = \frac{\varepsilon_+ + \varepsilon_-}{2}, \quad \Delta \varepsilon = \varepsilon_+ + \varepsilon_- .$$

(19)
We substitute $\Delta E(\eta_k)$ and $\delta(\eta_k)$ for each \textit{ab initio} point $\eta_k$ within the avoided crossing. Using the estimated values of $E_r$ and $\delta$ on the right hand sides of the equations we obtain the values $\delta(\eta_k), E_r(\eta_k)$. These values should be $\eta$ independent supposed that the values for $\delta$ and $E_r$ on the right hand side were correct. In reality, they are not, which may be used to get the right values by imposing the requirement of constancy in a minimization procedure. We define a quantity $\sigma$ based on the standard deviation from the mean values of $\delta(\eta_k), E_r(\eta_k)$ such that,

$$\sigma = \sqrt{\sigma_1^2 + \sigma_2^2},$$

$$\sigma_1^2 = \frac{1}{N} \sum_k \left[ E_r(\eta_k) - \frac{\sum_k E_r(\eta_k)}{N} \right]^2,$$

$$\sigma_2^2 = \frac{1}{N} \sum_k \left[ \delta(\eta_k) - \frac{\sum_k \delta(\eta_k)}{N} \right]^2. \quad (20)$$

Then we find parameters $\delta$ and $E_r$ associated with the minimum value of $\sigma$ using a standard minimization procedure. The algorithm described as \textit{predictor} is useful for getting an initial estimate for the numerical calculation.

3. \textbf{Improving \textit{ab initio} data}

Parameter $\delta$ (and also $\eta_c$, see below) should form a regular series as obtained for the set of neighboring avoided crossings. If this is not the case, calculations must be improved by adding \textit{ab initio} data. In practice, we take the calculated new values of $\eta_c$ (see below) for which we run additional \textit{ab initio} calculations. After repeating the whole procedure three to four times, well converged parameters $(E_r, \delta, \text{and } \eta_c)$ are finally obtained.

C. \textbf{Fitting form for quasi-discrete continuum}

Finally, we need to determine the parameters which characterize the diabatized quasi-continuum state, $\alpha_c$ and $E_0$, as involved in each avoided crossing.

Let us propose a new form for the continuum states given by

$$E_{\eta,k} = (E_r - E_0) e^{-\alpha_c (\eta - \eta_c)} - \beta_c (\eta - \eta_c)^2 + E_0,$$

which differs from Eq. (13) which was suggested above for the one-dimensional testing case, in the following aspects.

First, Eq. (21) reflects the fact that the first ionization continuum is not zero but it is given by the energy of ground state $He^+$ ion, $E_0 = -2 ~ E_h$. In fact, due to the variational principle, the energy of the helium ion for the particular basis set should exceed the infinite basis set limit of $-2 ~ E_h$. In the case of a Gaussian finite basis set, apparently, the quasi-continuum state always ends up below the threshold as it is transformed into a highly excited Rydberg state for $\eta \to \infty$, see Fig. [9]. Here, for simplicity, we will use the true limiting value, $E_0 = -2 ~ E_h$, in Eq. (21). Within the fitting procedure used for the quasi-continuum, which will be described below, there will be a need to exclude the area where the quasi-continuum state has changed to the Rydberg state.

The second aspect where Eq. (21) has been modified from Eq. (13) is represented by the quadratic dependence of the exponent on $\eta$. In Section III.C we derived the exponential dependence for the case of a finite box supposed that the discrete basis set is infinitely large, where we found also the value of the linear coefficient, $\alpha_c = 2$. It was found empirically that when the box size is finite, $\alpha_c$ deviates from 2, see Fig. [5]. Additionally, the Gaussian basis set used for the present case fills the phase space in a subtle way which differs from the box basis sets. The ab initio data displayed in Fig. [9] confirm the general exponential dependence of the energy of the quasi-continuum, see the curves between the first ionization threshold ($-2 ~ E_h$) and the first resonance ($-0.72 ~ E_h$). Yet, these curves cannot be fitted precisely enough to a linear exponential, therefore a quadratic polynomial has been introduced empirically for the exponent.

1. \textbf{Using quasi-discrete continuum outside and within avoided crossings}

To obtain the best fit of quasi-continuum, we need a large portion of the curve defined by \textit{ab initio} data. The ab initio curve constitutes from the \textit{isolated quasi-continuum} (see Fig. [5] in the interval $-1.75 ~ E_h > E_\eta > -0.8 ~ E_h$). Note that we excluded energies below $-1.75 ~ E_h$. The reason is that the quasi-continuum states change to Rydberg states as their energies drop down near the threshold energy.

The next part of the quasi-continuum curve, beyond $E_\eta = 0.8 ~ E_h$, is \textit{embedded in the avoided crossing}. In the area of avoided crossing, $E_\eta$ can be determined based on the mean value of the crossing curves, using the known value for $E_r$, as given in Eq. (16).

2. \textbf{Fitting procedure for quasi-discrete continuum}

We start by determining the parameter $\eta_c$ in Eq. (21) for which we use only the part of the quasi-continuum curve which was originally embedded in the avoided crossing. We use a simple parabolic fit for $E_\eta(\eta_c)$ such that

$$E_\eta(\eta_c) \approx a_2 \eta^2 + a_1 \eta + a_0, \quad (22)$$

from which we determine the value of $\eta_c$ such that

$$E_\eta(\eta_c) = E_r, \quad (23)$$

The next step is to determine $\alpha_c$ and $\beta_c$ in Eq. (21) for which we use the full quasi-continuum curve composed of the isolated and embedded parts as discussed above. We apply the
weighted least square fitting of
\[ f_i = \log \frac{E_\eta(\eta_i) - E_0}{E_r - E_0} \]  
(24)
to the second order polynomial
\[ f_i \approx -\alpha_c(\eta_i - \eta_c) - \beta_c(\eta_i - \eta_c)^2, \]  
(25)
where the weights are given by,
\[ w_i = \frac{E_r - E_0}{E_\eta(\eta_i) - E_0}. \]  
(26)

D. Complex scaling – stabilization for \( \theta \gg 0 \) and backward extrapolation to \( \theta \to 0 \)

At this point we have all parameters needed to construct the Hamiltonian according to Eq. 14 having in mind the modification concerning the \( \eta \)-dependence of the quasi-continuum, Eq. 21. The complex scaled Hamiltonian is obtained by setting
\[ \eta = i\theta + \Delta_\eta, \quad 0 < \theta < \frac{\pi}{4}. \]  
(27)
\( \Delta_\eta \) is a small real parameter which will allow us to see the dependence of results on a real scaling of the basis set. By diagonalizing the complex scaled Hamiltonian, we obtain the typical picture including the rotated quasi-discrete continuum, and the resonance. Let us discuss the dependence of the obtained complex resonance energy on the complex scaling parameter \( \theta \), which is displayed in Fig. 10.

The complex energies demonstrate high instability for \( \theta < 0.4 \), where they largely depend on \( \Delta_\eta \). This is due to the fact that \( \Delta_\eta \) effectively changes the position with respect to the branch points along the real axis in Fig. 8.

According to the theory in Section III, which was also approved by the one-dimensional numerical experiment, the complex resonance energy should be constant as \( \theta \) is large enough. In fact, the one-dimensional calculation shows that the imaginary part of the resonance energy is mildly linearly dependent on \( \theta \) is the stable part of the complex plane, however the first derivative of this dependence can be pushed down to zero when increasing the basis set.

Here, Fig. 10 the stable part is characteristically almost independent on the real scaling shift \( \Delta_\eta \). However, the complex energy, both real and imaginary components of it, show a low order polynomial dependence on \( \theta \). We explain this artifact as a result of the finite size of the basis set. Namely, the only states which depend on the scaling \( \eta \) in the diabatic Hamiltonian, are represented by the quasi-continuum, but we could see above that the quasi-discrete continuum has a specific dependence on \( \eta \) which is different from the finite basis set, see Eq. 21.

In other words, the finite Gaussian basis set, optimized for calculations of the atomic states as is, deteriorates by the application of real scaling which apparently brings in a systematic error as the scaling parameter is analytically continued to the complex plane. This error must be removed by an extrapolation from the stable region \( \theta > 0.4 \) as if back to \( \theta = 0 \) as shown by the solid lined in Fig. 10.

The complex resonance energy which is obtained for \( \Delta_\eta = 0 \) is given by \( E_{2s} = (-0.7213 - 1.2 \times 10^{-3}i) \ E_h \). The value which is obtained via direct application of the complex scaling with the same basis set is given by \( E_{2s} = (-0.7228358 - 1.199 \times 10^{-3}i) \ E_h \), which also represents the true \( s \)-limit for this state, see Ref. 32 and references therein. Clearly, the real scaling method provides a correct result yet with much larger error bars compared to a direct application of complex scaling when using the same high quality Gaussian basis set.
Up to now we used only the \( s \)-type Gaussians to calculate the \( 2s^2 \) doubly excited resonance of the helium atom. It is known however that including also the \( p \)-type functions leads to a significant increase of the resonance width, see Ref.\(^{22} \) and a notable decrease of the resonance energy. This is in harmony with the present findings demonstrated in the comparison of the stabilization graphs for the \( s \) and \( p \)-limits, Fig. 11. While the decrease of the real part of the resonance energy with including the \( p \) symmetry is obvious, in particular the increase of the resonance width can be anticipated from the larger split of the avoided crossings.

Calculation of massive data when including the \( p \) symmetry is still computationally feasible and fast, at least in this system. However, as the rotational basis set is more increased, the calculations become costly. Therefore we propose using the following computational strategy. The positions \( \eta \) calculated for the \( s \) limit serve as the initial guess for the higher \( p \) limit, where we calculate small sets of ab initio points near every avoided crossing. Then we use again the predictor-corrector method described in Section IV B to calculate \( \delta^p, E^p, \eta^p \), now in the precision of the \( p \)-limit. After the parameters in the \( p \)-limit are known, we proceed in the same manner to the \( d \)-limit to get \( \delta^d, E^d, \eta^d \), and the same could be done also even for higher rotational numbers.

To construct the Hamiltonian Eq. 14, we need to include the diagonal terms for the continuum states as well. We proceed according to Section IV C where the continuum is fitted to Eq. 21 using two parts of the quasi-continuum curve – isolated quasi-continuum, and quasi-continuum embedded in the avoided crossing. Now, we use the fact that the isolated part of the quasi-continuum curve is intact by adding the higher rotational symmetries, see Fig. 11 thus the ab initio data obtained for the \( s \)-limit can be used for this part.

We calculated the complex resonance energy \( p \)-limit using the above indicated algorithm and algorithms discussed for the \( s \)-limit. The results are shown in Fig. 12. The calculations were repeated for an interval of the real basis set scaling \( \Delta \eta \), Fig. 12, showing a mild dependence on this parameter. The obtained resonance energy is given by \(-0.775 - 2.37 \times 10^{-3} i \) \( E_h \), which must be compared with the benchmark value \(-0.777296 - 2.332 \times 10^{-3} i \) \( E_h \) obtained for the same basis set when the Hamiltonian is complex scaled directly, Ref.\(^{22} \).

The error of the present calculation is given by \(+0.002 - 0.00004i \) \( E_h \), which shows that the error of the real part is two orders of magnitude larger then the error of the imaginary part. Note that the same discrepancy occurs for the complex resonance energy in the \( s \)-limit above. Interestingly, the real shift of the resonance energy is comparable with the energy depth (below the ionization threshold) of the last Rydberg state which can obtained within the used basis set. If the energy depth of the last Rydberg state is substracted from the real part of the resonance energy, we obtain the “corrected” resonance energy \(-0.77728 - 2.37 \times 10^{-3} i \) where the error of the resonance position is given by 0.00002 \( E_h \), now comparable with the precision of the width. The corrections differ for different values of \( \Delta \eta \), Fig. 12, corresponding to the last Rydberg state within the real scaled basis set defined by the scaling parameter \( \eta = \Delta \eta \).

V. CONCLUSIONS

Hermitian (stabilization) methods for calculations of resonances all boil down to manipulations with the box size controlled by a “scaling” parameter \( \eta \). The result is represented by the stabilization graph, which includes the energy spectrum as dependent on the scaling parameter \( \eta \). The potential energy curves near an energy of a quasi-bound state include intervals of \( \eta \) where the energy is stable. The intervals of stability are interrupted with avoided crossings due to an interaction with the quasi-free states of the “box”. Each of the avoided crossings corresponds to an exceptional point (EP) in the complex plane of the box scaling parameter \( \eta \).

I suggest that the EPs can be interpreted as marking a transition between two qualitatively different descriptions of the problem, where on one side the resonance and the quasi-continuum are coupled (which is reflected in the presence of the avoided crossings), while on the other side of the EP, the resonance state is decoupled from the quasi-continuum (the potential energy curves of the resonance and quasi-continuum cross each other).

I suggest a new method to calculate the complex resonance energy from the stabilization graph. Its main idea is represented by appreciating the fact that the resonance energy is stabilized deep in the complex plane of \( \eta \) where energies of quasi-continuum states are characterized by large imaginary parts, in other words, the quasi-continuum states have large energy widths and therefore many such states overlap near the position of the resonance. Therefore all these states must be included in a diabatic basis set for the resonance.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure11.png}
\caption{Effect of increasing of the rotational basis set – comparison of stabilization graphs in the \( s \) and \( p \)-limits. The energy of the \( 2s^2 \) resonance is decreased upon adding the \( p \) symmetry, while the energy split of the avoided crossings is increased about twice. On the other hand, the quasi-continuum states are almost intact by adding the \( p \) symmetry, as they correspond to the \( \text{He}^+ \) 1s state which has the pure \( s \) symmetry.}
\end{figure}
In accord with this I proposed a diabatic Hamiltonian which is constructed using multiple avoided crossings, where each crossing brings in another quasi-continuum state. The diabatic Hamiltonian, which is constructed, is parametrized by the real scaling parameter $\eta$. The diabatic Hamiltonian is then analytically continued to the complex plane through $\eta \rightarrow i\theta + \Delta \eta$. Diagonalization of such a Hamiltonian leads to the complex energy spectrum which includes both the resonance and the rotated quasi-continuum; it is in fact directly comparable with the result obtained via the usual complex scaling method with the same basis set.

The new method is developed using a one-dimensional model potential where a semi-complete basis set is used. Let me summarize the pros and cons of the new method.

(i) In contrast to other similar methods based on stabilization graph, this method does not provide a single resonance energy, rather it provides a whole part of the complex scaled spectrum including the resonance plus several quasi-continuum states. As such it lends itself directly for calculations of photoionization resonances (and cross-sections) via methods such as $(t,t')^{25,27}$ where inclusion of quasi-continuum states is unavoidable.

As another advantage of handling with a portion of the spectrum, it is well thinkable to extend the diabatic Hamiltonian to include even several resonances and bound states. Such extension would allow to calculate complex transition dipole moments between resonances and bound states which are experimentally measurable via absorption Fano profiles$^{32}$. The transition dipole moments between bound and resonance states also play a major role in a realization of a recently described phenomenon of Rabi-to-RAP (Rapid Adiabatic Passage) transition within dynamical encircling of exceptional point in the frequency-laser amplitude plane$^{34,35}$.

(ii) Interestingly, the application of complex scaling on the diabatic Hamiltonian which was obtained via fitting on the real scaled basis set does not inherit numerical problems which are typical for large values of complex scaling parameter $\theta$ when the system Hamiltonian is complex scaled directly. Such errors were observed in corresponding complex scaling calculations of helium atom (Ref. $^{32}$, Fig. 4) and were explained in a general detailed study of the complex scaling method$^{32}$. Here within the present method, a stable complex spectrum is obtained even up to the limit $\theta \rightarrow \pi/4$ (Fig. 10).

(iii) The present method requires calculation of several avoided crossings on the stabilization graph which of course requires a sufficiently large basis set. Additionally, a precision of the obtained results itself highly depends on using semi-complete basis sets. Compared to a direct application of complex scaling on the Hamiltonian, I obtained two orders of magnitude smaller precision of the calculated complex resonance energy for the helium doubly excited resonance $2^2s$ when using the same semi-complete basis set (yet the precision up to $4 \times 10^{-5} E_h$ has been achieved).

Despite of this disadvantage I believe that the present method may be useful especially for describing laser-atom interactions typically in situations where a direct application of complex scaling of Hamiltonian would represent a technical or numerical problem.
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