Inverse scattering transform and soliton solutions for the modified matrix Korteweg-de Vries equation with nonzero boundary conditions
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Abstract

The theory of inverse scattering is developed to study the initial-value problem for the modified matrix Korteweg-de Vries (mmKdV) equation with the $2m \times 2m$ $(m \geq 1)$ Lax pairs under the nonzero boundary conditions at infinity. In the direct problem, by introducing a suitable uniform transformation we establish the proper complex z-plane in order to discuss the Jost eigenfunctions, scattering matrix and their analyticity and symmetry of the equation. Moreover the asymptotic behavior of the Jost functions and scattering matrix needed in the inverse problem are analyzed via Wentzel-Kramers-Brillouin expansion. In the inverse problem, the generalized Riemann-Hilbert problem of the mmKdV equation is first established by using the analyticity of the modified eigenfunctions and scattering coefficients. The reconstruction formula of potential function with reflection-less case is derived by solving this Riemann-Hilbert problem and using the scattering data. In addition the dynamic behavior of the solutions for the focusing mmKdV equation including one- and two- soliton solutions are presented in detail under the the condition that the potential is scalar and the $2 \times 2$ symmetric matrix. Finally, we provide some detailed proofs and weak version of trace formulas to show that the asymptotic phase of the potential and the scattering data.
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1 Introduction

The theory of nonlinear dynamics has aroused considerable interest and has established a connection with some directions in the field of soliton theory. It is well known that the Korteweg-de Vries (KdV) equation, the Sasa-Satsuma equation, the nonlinear Schrödinger (NLS) equation are the important typical and fully studied nonlinear integrable equation, which can describe a series of nonlinear wave phenomena in dispersive physical structures. One of the examples is the modified KdV equation

\[ q_t + q_{xxx} - 6\epsilon q^2 q_x = 0, \]  

(1.1)
where the subscripts denote the corresponding partial derivatives, $q$ is the real scalar function, $(x, t) \in \mathbb{R}^2$, and $\epsilon = -1, 1$ denote the focusing and defocusing modified KdV equation, respectively.

The Eq. (1.1) can be applied to many fields, including Alfvén waves in collisionless plasmas [1], hyperbolic surfaces [2], and thin elastic rods [3] etc. There are also lots of results about the focusing or defocusing modified KdV Eq. (1.1) [4–12] due to its simple expression and rich physical application. In addition, the more extensive form of KdV equation has also been studied in detail by some authors, such as coupled modified KdV [13], multi-component form [14, 15] and matrix form [16].

In this work, we consider the modified matrix KdV (mmKdV) equation read as [12]

$$Q_t + Q_{xxx} - 3\epsilon (Q, Q^\dagger Q + QQ^\dagger Q) = 0,$$

(1.2)

where the potential function $Q(x, t)$ is a $p \times q$ matrix function, the superscript $\dagger$ represents the Hermitian conjugate, and the symbol $\epsilon = -1, 1$ denote the focusing and defocusing mmKdV, respectively. The multi-soliton solutions of the Eq. (1.2) have been derived in [12] via the inverse scattering method (ISM) proposed by Gardner, Greene, Kruskal and Miura [17]. In Ref. [18], they have studied in detail the Eq. (1.2) with sufficient smooth potential by the ISM and Riemann-Hilbert (RH) problem. Since the ISM was proposed, it has become a powerful tool for the analysis of nonlinear partial differential equations (PDEs). Many valuable results have been obtained by using the ISM, such as the general coupled NLS equation [19], coupled mKdV system [20], the mixed coupled NLS equation [21], the Fokas-Lenells equation [22, 23], the Sasa-Satsuma equation [24, 25], Gerdjikov-Ivanov type of derivative NLS equation [26], the quartic NLS equation [27], the Hirota equation [28], three-component coupled NLS equation [29], the Kundu-Eckhaus equation [30–34] etc.

When the matrix potential function $Q(x, t)$ is a $2 \times 2$ and symmetric matrix:

$$Q(x, t) = \begin{pmatrix} q_1(x, t) & q_0(x, t) \\ q_0(x, t) & q_2(x, t) \end{pmatrix},$$

(1.3)

then the Eq. (1.2) can be written in the form of the following components

$$q_{1,t} + q_{1,xxx} - 6\epsilon \left| q_1 \right| ^2 \left( |q_1|^2 + |q_0|^2 \right) + q_{0,xx} \left( q_1 q_0^* + q_0 q_1^* \right) = 0,$$

$$q_{0,t} + q_{0,xxx} - 3\epsilon \left( |q_0|^2 + 2|q_0|^2 \right) + q_{1,xx} \left( q_0 q_1^* + q_2 q_0^* \right) + q_{2,xx} \left( q_1 q_0^* + q_2 q_2^* \right) = 0,$$

$$q_{2,t} + q_{2,xxx} - 6\epsilon \left| q_2 \right| ^2 \left( |q_2|^2 + |q_0|^2 \right) + q_{0,xx} \left( q_0 q_1^* + q_2 q_0^* \right) = 0,$$

where the asterisk ‘*’ represents complex conjugation. The coupled modified KdV has been studied by Geng [35] with a rapidly decaying potential $Q(x, t)$. The non-zero
boundary conditions (NZBCs) of the modified KdV equation has been given by Yan [36]. However, there are no work to study the NZBCs in the multi-component case of the modified KdV equation. For multi-component nonlinear equations, Biondini, Kraus, Ieda et al. have established the frame of NZBCs for the Schrödinger equation [37–42]. Inspired by this, the purpose of this work is to establish a fundamental frame of NZBCs for the mKdV equation with a general case $Q(x,t)$ is an $m \times m$ symmetric matrix ($m \geq 1$). It’s noted that we consider the system Eq.(1.2) under the NZBCs as $x \to \pm \infty$

\[ Q(x,t) \to Q_{\pm}, \]  

(1.4)

and assume the constraints

\[ Q_{\pm} Q_{\pm}^\dagger = Q_{\pm}^\dagger Q_{\pm} = k_0^2 I_m, \]  

(1.5)

where $k_0$ is a real, positive constant, and the $I_m$ denotes the unit matrix of order $m$. For the special case Eq. (1.3), the Eq. (1.5) implies

\[ |q_{0,\pm}|^2 + |q_{1,\pm}|^2 = |q_{0,\pm}|^2 + |q_{2,\pm}|^2 = k_0^2, \quad q_{1,\pm}^* q_{0,\pm} + q_{0,\pm}^* q_{2,\pm} = 0, \quad |q_{1,\pm}|^2 = |q_{2,\pm}|^2. \]

The outline of the work is arranged as: In section 2, we consider the direct scattering problem of the spectrum problem of Eq.(1.2), including the analytical, asymptotic and symmetric properties of the Jost eigenfunctions and scattering matrix, and analyze the discrete spectrum and residue conditions. In section 3, a generalized RH problem is established based on the modified eigenfunctions, from which the potential can be reconstructed. In section 4, we discuss two special cases in combination with the focusing mKdV equation, one is that the potential function is a scalar, and the other is that the potential function is a $2 \times 2$ symmetric matrix, and the propagation behavior corresponding to the solution of one- and two-soliton solutions are given by the appropriate parameters. In section 5, some detailed proofs are presented in the appendix, and the relationship between potential function and scattering data is analyzed. Finally some conclusions and discussions are presented in the last section.

2. Direct scattering problem with NZBCs

2.1. Lax pairs

In this section, we give the Lax pairs of the system Eq.(1.2) and analyze what form the Lax pairs will become under the condition of NZBCs Eq.(1.4), which provides convenience for constructing the Jost functions later.
From the Ref. [12], the Lax pairs of Eq. (1.2) read
\[
\begin{align*}
\varphi_x &= M \varphi, \\
\varphi_t &= N \varphi,
\end{align*}
\] (2.1)
where
\[
M = -ik \sigma_3 + Q, \quad \sigma_3 = \begin{pmatrix} 1 & 0_m \\ 0_m & 1 \end{pmatrix}, \quad Q = \begin{pmatrix} 0_m & Q \\ \epsilon Q & 0_m \end{pmatrix},
\] (2.2)
\[
N = -4ik^3 \sigma_3 + 4k^2 Q - 2ik(Q^2 + Q_\epsilon) \sigma_3 - 2Q^3 + Q_\epsilon Q - QQ_\epsilon,
\] (2.3)
and $0_m$ represents the $m \times m$ zero matrix. The Eq. (2.1) with $x$ derivative is called scattering problem, and the Eq. (2.1) with $t$ derivative is called time-dependent problem.

It is easy to verify that Lax pairs satisfy the compatibility condition
\[
M_t - N_x + [M, N] = 0,
\]
where $[A, B] = AB - BA$.

Under nonzero boundary conditions Eq. (1.4), the Eq. (2.1) is transformed into
\[
\begin{align*}
\varphi_x &= M_\pm \varphi = (-ik \sigma_3 + Q_\pm) \varphi, \\
\varphi_t &= N_\pm \varphi = (4k^2 + 2k^2_0)M_\pm \varphi,
\end{align*}
\] (2.4)
which means that there is a reversible matrix to diagonalize $M_\pm$ and $N_\pm$. It’s noted that
\[
Q_\pm Q^\dagger_\pm = Q^\dagger_\pm Q_\pm = k^2_0 I_m.
\] (2.5)

2.2. Riemann surface and uniformization coordinate

In order to discuss the analytic region of Jost functions, we need to discuss it on the proper complex plane. Note that the eigenvalues of scattering problem $M_\pm$ are $\pm i \sqrt{k^2 - \epsilon k^2_0}$, each with multiplicity $2m$. A two-sheeted Riemann surface is introduced to handle the branching of the eigenvalues, namely
\[
\lambda^2 = k^2 - \epsilon k^2_0,
\] (2.6)
the branch points can be easily derived by $k^2 - k^2_0 = 0$, i.e., $k = \pm \sqrt{\epsilon} k_0$. Note that $\epsilon = -1, 1$ present focusing and defocusing case, respectively.

For the focusing case ($\epsilon = -1$), the Riemann surface determined by the equation $\lambda^2 = k^2 + k^2_0$ is composed of two complex $k$-planes $S_1$ and $S_2$ cut along the branch points $\pm ik_0$. At the same time, on the Riemann surface, the function $\lambda$ is a single-valued function of $k$, which is composed of two single-valued analytic branches. The
value of the function differs by one symbol, so local polar coordinates are introduced in
the sheet $S_1$. More precisely, letting $k + ik_0 = r_1 e^{i\theta_1}$, $k - ik_0 = r_2 e^{i\theta_2}$ for $-\frac{\pi}{2} < \theta_1, \theta_2 < \frac{\pi}{2}$, we can derive that

$$\lambda(k) = \begin{cases} 
(r_1 r_2) \frac{e^{i\frac{\theta_1 + \theta_2}{2}}}{z}, & \text{on } S_1, \\
-(r_1 r_2) \frac{e^{i\frac{\theta_1 + \theta_2}{2}}}{z}, & \text{on } S_2.
\end{cases}$$

(2.7)

Similarly, for the defocusing case ($\epsilon = 1$), the Riemann surface $S$ determined by the
equation $\lambda^2 = k^2 - k_0^2$ with the branch points $\pm k_0$, where the complex plane $S_1$ and
$S_2$ are glued together along the cut $(-\infty, -k_0) \cup (k_0, +\infty)$. We also introduce polar
coordinates in the complex plane, i.e., $k - k_0 = r_1 e^{i\theta_1}$, $k + k_0 = r_2 e^{i\theta_2}$ for the angles
$0 \leq \theta_1 < 2\pi$ and $-\pi \leq \theta_2 < \pi$. Then the single-valued functions Eq. (2.7) can be
obtained similarly.

Resorting to [43]-[45], we define a uniformization variable $z$

$$z = \lambda + k,$$  

(2.8)

from Eq. (2.6), one has the following inverse transformation

$$k(z) = \frac{1}{2} \left( z + \frac{k_0^2}{z} \right), \quad \lambda(z) = \frac{1}{2} \left( z - \epsilon \frac{k_0^2}{z} \right).$$

(2.9)

In combination with these definitions, we will use $z$-plane instead of $k$-plane. The
advantage of this is that it solves the multi-valued problem. For the focusing case,
from the mapping Eq. (2.7), the Riemann surface $\text{Im}k > 0$ of $S_1$ and $\text{Im}k < 0$ of $S_2$ are
mapped to $\text{Im}\lambda > 0$ of the $\lambda$-plane, the Riemann surface $\text{Im}k < 0$ of $S_1$ and $\text{Im}k > 0$
of $S_2$ are mapped to $\text{Im}\lambda < 0$ of the $\lambda$-plane. In additional, based on the Joukowsky
transformation, one has

$$\text{Im}\lambda = \frac{1}{2|z|^2} \left( |z|^2 - k_0^2 \right) \text{Im}z.$$

As a consequence, the region $\text{Im}\lambda > 0$ and $\text{Im}\lambda < 0$ are mapped to

$$D^+ = \left\{ z \in \mathbb{C} : \left( |z|^2 - k_0^2 \right) \text{Im}z > 0 \right\},$$

$$D^- = \left\{ z \in \mathbb{C} : \left( |z|^2 - k_0^2 \right) \text{Im}z < 0 \right\},$$

(2.10a)

(2.10b)

where $\mathbb{C}$ denotes the complex plane, then we take the focusing equation as an example
to show the transformation between different complex planes in Fig. 1.
2.3. Jost functions and its analyticity

As the simultaneous solution of two parts of Lax pairs Eq.(2.1), the Jost eigenfunctions are usually defined according to the eigenvectors of the asymptotic scattering problem Eq.(2.4) \( M_\pm \). By calculation, the eigenvectors of \( M_\pm \) can be written as

\[
E_\pm(k) = \begin{pmatrix} I_m & -iQ_\pm \\ i\varepsilon Q_\pm^* & I_m \end{pmatrix} = I_{2m} - \frac{i}{z}Q_\pm \sigma_3.
\]  

(2.11)

It follows that Eq.(2.4) implies \([M_\pm, N_\mp] = 0\) under the NZBCs Eq.(1.4) at infinity, which means that \( N_\pm \) and \( M_\pm \) are of the same eigenvectors. Thus one has

\[
M_\pm = -i\lambda E_\pm \sigma_3,
\]

(2.12a)

\[
N_\pm = -i(4k^2 + 2k_0^2)\lambda E_\pm \sigma_3.
\]

(2.12b)

Obviously

\[
\begin{align*}
\det E_\pm(z) &= \left(\frac{2\lambda}{k + \lambda}\right)^m \pm \gamma^m, \quad \gamma = 1 - \varepsilon \frac{k_0^2}{z}, \\
E^{-1}_\pm &= \frac{1}{\gamma} \left(I_{2m} + \frac{i}{z}Q_\pm \sigma_3\right).
\end{align*}
\]

(2.13)
Note that the inverse matrices $E^{-1}_\pm$ satisfy all $z$ values such that $\det E_\pm \neq 0$, specifically speaking, in the focusing case $z \neq \pm ik_0$, and $z \neq \pm k_0$ in the defocusing case.

The general continuous spectrum $\Sigma$ is composed of all $k$-values satisfying $\lambda(k) \in R$, namely $\Sigma = R \cup [-ik_0, ik_0]$ in the focusing case, and $\Sigma = R \setminus [k_0, k_0]$ in the defocusing case. These sets $\Sigma$ are mapped to $\Sigma_z = R \cup C_0$ and $\Sigma_z = R$ in the complex $z$-plane, respectively. The set $C_0$ denotes a circle of radius $k_0$ shown in Fig.1. For convenience, we omit the subscript from the context. Now we can obtain the Jost eigenfunctions $\Phi(x, t; z)$ and $\Psi(x, t; z)$ of the Lax pairs

$$\Phi(x, t; z) = (\phi(x, t; z), \phi(x, t; z)) = E_{-}(z)e^{-ik(x-t)z} + o(1), \quad x \to -\infty,$$

$$\Psi(x, t; z) = (\psi(x, t; z), \psi(x, t; z)) = E_{+}(z)e^{-ik(x-t)z} + o(1), \quad x \to +\infty,$$

with

$$\theta(x, t; z) = \lambda(z) \left(4k^2(z) + 2k_0^2t\right)$$

where the elements of the functions $\Phi(x, t; z)$ and $\Psi(x, t; z)$ are $2m \times m$ matrices. As usual, the Lax pairs Eq.(2.14) can be written as

$$\varphi_{\pm, t} = M_{\pm} \varphi_{\pm} + \Delta Q_{\pm} \varphi_{\pm},$$

$$\varphi_{\pm, t} = N_{\pm} \varphi_{\pm} + \Delta \hat{Q}_{\pm} \varphi_{\pm},$$

with

$$\Delta Q_{\pm} = Q - Q_{\pm},$$

$$\Delta \hat{Q}_{\pm} = 2ik\hat{Q}_{\pm}^2\sigma_3 + 2Q_{\pm}^3 - 2i(kQ_{\pm}^2 + Q_{\pm})\sigma_3 - Q_{\pm} + 2Q_{\pm}^3 + Q_{\pm} Q_{\pm} - Q_{\pm} Q_{\pm}.$$
Theorem 2.1. It is assumed that \( Q(x, t) - Q_+ \in L^1(a, +\infty) \) and \( Q(x, t) - Q_- \in L^1(-\infty, a) \) hold for any constant \( a \in \mathbb{R} \), all \( t > 0 \), and that the matrix potential function \( Q(x, t) \) is the \( m \times m \) symmetric matrix as well as satisfies the boundary conditions Eq. (2.5). Then the modified eigenfunctions of the scattering problem determined by Eq. (2.16) satisfy that the functions \( \tilde{W}(x, t; z) \) and \( \tilde{V}(x, t; z) \) are analytic in the region \( D^+ \) of \( z \)-plane, which are continuous up to \( \partial D^+ \); the functions \( \tilde{W}(x, t; z) \) and \( \tilde{V}(x, t; z) \) are analytic in the region \( D^- \) of \( z \)-plane, which are continuous up to \( \partial D^- \).

Proof. For a matrix \( M \) with the product
\[
e^{-i(x-y)\sigma_3}Me^{i(x-y)\sigma_3} = \begin{pmatrix} m_{11} & e^{-2i(x-y)m_{12}} \\ e^{2i(x-y)m_{21}} & m_{22} \end{pmatrix},
\]
Taking the first column as an example, there is of following equation
\[
e^{2i(x-y)} = e^{2i(Re\lambda+Im\lambda)(x-y)} = e^{2iRe\lambda(x-y)}e^{-2Im\lambda(x-y)},
\]
note that \( x - y > 0 \), then we can derive that \( \tilde{W}(x, t; z) \) is analytic in the region \( Im\lambda > 0 \), i.e., \( D^+ = \{ z \in \mathbb{C} : (|z|^2 - k_0^2)Imz > 0 \} \). The analyticity of the second column can be similarly proved. \( \square \)

2.4. Scattering matrix

Because the trace of \( M \) and \( N \) in Lax pairs Eq. (2.1) are zero, resorting to Liouville formula [46], the relationship can be derived
\[
\partial_x (\det M) = \partial_t (\det N) = 0,
\]
and for all \( z \in \Sigma \), Eq. (2.14) implies that \( \lim_{x \to +\infty} \Phi(x, t; z)e^{im\sigma_3} = E_- \) and \( \lim_{x \to -\infty} \Psi(x, t; z)e^{im\sigma_3} = E_+ \), then we have
\[
\det \Psi(x, t; z) = \det \Phi(x, t; z) = \det E_\pm(z) = e^{im}(z), \quad z \in \Sigma. \tag{2.18}
\]

It is noted that the scattering problem is a first order homogeneous differential equation (ODE), and because both \( \Psi(x, t; z) \) and \( \Phi(x, t; z) \) are the solutions of the ODE for all \( z \in \Sigma_0 \), there is obviously a \( 2m \times 2m \) constant matrix \( S(z) \) which is independent of the variable \( x \) and \( t \) satisfying
\[
\Phi(x, t; z) = \Psi(x, t; z)S(z), \quad z \in \Sigma_0, \tag{2.19}
\]
where \( \Sigma_0 = \Sigma \setminus \{ \pm \sqrt{k_0} \} \), \( S(z) = \begin{pmatrix} a(z) & \tilde{b}(z) \\ b(z) & \tilde{a}(z) \end{pmatrix} \), and the functions \( a(z), b(z), \tilde{b}(z), \) and \( \tilde{a}(z) \) are the \( m \times m \) of the scattering matrix. In additional, the elements in the scattering
matrix $S(z)$ play an important role in the construction of Riemann-Hilbert problem, so their analytical regions need to be further determined. It follows from the Eqs. (2.14) and (2.19) that

$$
\phi(x, t; z) = \psi(x, t; z)b(z) + \bar{\psi}(x, t; z)a(z),
$$

$$
\bar{\phi}(x, t; z) = \psi(x, t; z)\bar{a}(z) + \bar{\psi}(x, t; z)\bar{b}(z).
$$

Combining with Eqs. (2.18), (2.19), one can obtain

$$
det a(z) = \frac{W_r[\phi(x, t; z), \psi(x, t; z)]}{W_r[\bar{\psi}(x, t; z), \bar{\psi}(x, t; z)]} = \frac{W_r[\phi(x, t; z), \psi(x, t; z)]}{\gamma^m},
$$

(2.21a)

$$
det \bar{a}(z) = \frac{W_r[\bar{\psi}(x, t; z), \bar{\phi}(x, t; z)]}{W_r[\psi(x, t; z), \bar{\phi}(x, t; z)]} = \frac{W_r[\bar{\psi}(x, t; z), \bar{\phi}(x, t; z)]}{\gamma^m},
$$

(2.21b)

where the notation $W_r[\cdot, \cdot]$ represents the Wronskian determinant. In the case of scalars, similar to Ref. [45], the analytical region of the diagonal elements $a(z)$ and $\bar{a}(z)$ of the scattering matrix can be obtained directly from Eq. (2.21), but only the analytical region of the diagonal elements determinant $det a(z)$ and $det \bar{a}(z)$ can be derived instead of the analytical region of the diagonal elements.

**Theorem 2.2.** If $Q(x, t) - Q_+ \in L^1(a, +\infty)$ and $Q(x, t) - Q_- \in L^1(-\infty, a)$ hold for any constant $a \in \mathbb{R}$, all $t > 0$, and the potential function $Q(x, t)$ satisfies constraint condition (2.5), the scattering matrix $S(z)$ (2.19) defined according to the eigenfunctions of the scattering problem satisfies that: the block $a(z)$ is analytic in the region $D^+$ of the $z$-plane, and continuous up to $\Sigma_0 = \partial D^+ \setminus \{\pm \sqrt{\epsilon k_0}\}$; the block $\bar{a}(z)$ is analytic in the region $D^-$ of the $z$-plane, and continuous up to $\Sigma_0 = \partial D^- \setminus \{\pm \sqrt{\epsilon k_0}\}$; the off-diagonal blocks of the matrix $S(z)$ are nowhere analytic in general.

**Remark 2.3.** For brevity, the proof of **Theorem 2.2** will be explained when discussing symmetries.

In order to establish a suitable Riemann-Hilbert problem, we need to properly arrange the modified eigenfunctions and the scattering coefficients so that they are analytic in the same region. Note that from Eqs. (2.16) and (2.20), one has

$$
\hat{W}(x, t; z)\alpha^{-1}(z) = \hat{V}(x, t; z) + e^{2i\theta(x, t; z)}\hat{V}(x, t; z)\rho(z),
$$

(2.22a)

$$
\hat{W}(x, t; z)\bar{\alpha}^{-1}(z) = \hat{V}(x, t; z) + e^{-2i\theta(x, t; z)}\hat{V}(x, t; z)\bar{\rho}(z),
$$

(2.22b)

where $\hat{W}(x, t; z)\alpha^{-1}(z)$ and $\hat{W}(x, t; z)\bar{\alpha}^{-1}(z)$ are meromorphic in the region $D^+$ and $D^-$, respectively. Finally the reflection coefficients are introduced by

$$
\rho(z) = b(z)\alpha^{-1}(z), \quad \bar{\rho}(z) = \bar{b}(z)\bar{\alpha}^{-1}(z), \quad z \in \Sigma_0.
$$

(2.23)
2.5. Symmetries

When using the Riemann-Hilbert method to solve the initial value problem, it is often necessary to consider the symmetry of the potential function in Lax pairs. This is because the symmetries of the eigenfunctions can be obtained by analyzing the symmetries of the potential function. Finally, the symmetries of the scattering data are obtained, which is also the basis of the discrete spectral distribution. The symmetries of the non-zero boundary value problem is more complicated because of the fact that the Riemann surface is introduced, which causes the $\lambda(k)$ to change sign from one side of the Riemann surface to the other. It follows that from the uniformization variable $z$ Eq. (2.8):

- $z \mapsto z^*$ implies $(k, \lambda) \mapsto (k', \lambda')$;
- $z \mapsto \epsilon k_0^2/z$ implies $(k, \lambda) \mapsto (k, -\lambda)$.

It is worth noting the symmetries of the scattering problem corresponding to the above transformation, one of which is the conjugate symmetry that depends on the potential function $Q(x, t)$ (i.e., $Q^T = \epsilon Q$), and the other is due to the branching of the scattering parameter $k$-plane. In addition, we also discuss the third symmetry in combination with the assumption $Q^T = Q$. It is easy to verify that

$$Q = -\sigma_2 Q^T \sigma_2,$$

where $\sigma_2 = i \begin{pmatrix} 0_m & I_m \\ -I_m & 0_m \end{pmatrix}$ as a generalization of the $2 \times 2$ Pauli matrix $\sigma_2$.

2.5.1. The first symmetry

In Ref. [18], Ablowitz and his co-authors studied the relationship of the scattering data and eigenfunctions for the matrix potential function with zero boundary value condition when the above transformation is involved. We will extend their method to nonzero boundary conditions. Now introducing the functions which are independent of the variable $x$ for $z \in \Sigma$

$$\mathcal{A}(x, t; z) = \Phi^\dagger(x, t; z^*) L_x \Phi(x, t; z), \quad \mathcal{B}(x, t; z) = \Psi^\dagger(x, t; z^*) L_x \Psi(x, t; z),$$

one can obtain as $x \to \pm \infty$

$$\Phi^\dagger(x, t; z^*) L_x \Phi(x, t; z) = \Psi^\dagger(x, t; z^*) L_x \Psi(x, t; z) = \gamma(z) L_x,$$

where \( \gamma(z) \) is a generalization of the $2 \times 2$ Pauli matrix $\sigma_2$.\[2.24\]
where \( \mathcal{L}_e = \begin{pmatrix} I_m & 0_m \\ 0_m & -\epsilon I_m \end{pmatrix} \), and the value of \( \epsilon \) represents the focusing and defocusing case. It follows from Eqs. (2.1) and (2.14) that

\[
\frac{\partial}{\partial z} \hat{S}(x, t; z) = \Phi_i^\dagger(x, t; z^*) \mathcal{L}_e \Phi(x, t; z) + \Phi_i^\dagger(x, t; z^*) \mathcal{L}_e \Phi_i(x, t; z) = \\
\left( ik\sigma_x + \epsilon Q \right) \Phi_i^\dagger(x, t; z^*) \mathcal{L}_e \Phi(x, t; z) + \Phi_i^\dagger(x, t; z^*) \mathcal{L}_e \left( -ik\sigma_x + Q \right) \Phi(x, t; z) = 0,
\]

the other can be proved in the same way, and Eq. (2.26) can be directly calculated.

Obviously Eq. (2.26) is equivalent to

\[
\Phi^{-1}(x, t; z) = \frac{1}{\gamma(z)} \mathcal{L}_e \Phi(x, t; z^*) \mathcal{L}_e, \quad \Psi^{-1}(x, t; z) = \frac{1}{\gamma(z)} \mathcal{L}_e \Psi(x, t; z^*) \mathcal{L}_e. \tag{2.27}
\]

**Proposition 2.4.** The elements of the scattering matrix \( S(z) \) can be specifically expressed according to the Jost eigenfunctions as

\[
\begin{align*}
\gamma(z) a(z) &= (\tilde{\phi}^{up}(x, t; z^*))^\dagger \phi^{up}(x, t; z) - \epsilon (\tilde{\phi}^{dn}(x, t; z^*))^\dagger \phi^{dn}(x, t; z), \tag{2.28a} \\
\gamma(z) \tilde{a}(z) &= (\phi^{up}(x, t; z^*))^\dagger \tilde{\phi}^{up}(x, t; z) - \epsilon (\phi^{dn}(x, t; z^*))^\dagger \tilde{\phi}^{dn}(x, t; z), \tag{2.28b} \\
\gamma(z) b(z) &= (\tilde{\phi}^{up}(x, t; z^*))^\dagger \phi^{dn}(x, t; z) - \epsilon (\tilde{\phi}^{dn}(x, t; z^*))^\dagger \phi^{up}(x, t; z), \tag{2.28c} \\
\gamma(z) \tilde{b}(z) &= (\phi^{up}(x, t; z^*))^\dagger \tilde{\phi}^{dn}(x, t; z) - \epsilon (\phi^{dn}(x, t; z^*))^\dagger \tilde{\phi}^{up}(x, t; z), \tag{2.28d}
\end{align*}
\]

where \( a(z) \) and \( \tilde{a}(z) \) are analytic in the region \( D^+ \) and \( D^- \) of \( z \)-plane, respectively.

**Proof.** For simplicity, we take the following blocks for the eigenfunctions

\[
\Phi(x, t; z) = \begin{pmatrix} \phi^{up} & \tilde{\phi}^{up} \\ \phi^{dn} & \tilde{\phi}^{dn} \end{pmatrix}, \quad \Psi(x, t; z) = \begin{pmatrix} \phi^{up} & \tilde{\phi}^{up} \\ \tilde{\phi}^{dn} & \phi^{dn} \end{pmatrix},
\]

where \( \Lambda^{up/dn} \) denote an \( m \times m \) matrix. It follows based on Eqs. (2.19) and (2.27) that

\[
S(z) = \Psi^{-1}(x, t; z) \Phi(x, t; z) = \frac{1}{\gamma(z)} \mathcal{L}_e \Psi(x, t; z^*) \mathcal{L}_e \Phi(x, t; z), \tag{2.29}
\]

with

\[
\mathcal{L}_e \Psi(x, t; z^*) \mathcal{L}_e \Phi(x, t; z) = \\
\begin{pmatrix} (\tilde{\phi}^{up}(z^*))^\dagger (\phi^{up}(z)) - \epsilon (\tilde{\phi}^{dn}(z^*))^\dagger (\phi^{dn}(z)) - (\phi^{up}(z^*))^\dagger (\tilde{\phi}^{up}(z)) - \epsilon (\phi^{dn}(z^*))^\dagger (\tilde{\phi}^{dn}(z)) \\
(\phi^{dn}(z^*))^\dagger (\phi^{up}(z)) - \epsilon (\phi^{up}(z^*))^\dagger (\phi^{dn}(z)) - (\phi^{dn}(z^*))^\dagger (\tilde{\phi}^{up}(z)) - \epsilon (\phi^{up}(z^*))^\dagger (\tilde{\phi}^{dn}(z)) \end{pmatrix}.
\]

Obviously the Eqs. (2.26) can be derived. In fact, the analyticity of the Eqs. (2.28a) and (2.28b) can be obtained from Theorem (2.2). \( \square \)

**Remark 2.5.** Theorem (2.2) is the direct result of Proposition (2.4).
Theorem 2.6. Assume that $Q(x, t) - Q_+ \in L^1(a, +\infty)$ and $Q(x, t) - Q_- \in L^1(-\infty, a)$ hold for any constant $a \in \mathbb{R}$, all $t > 0$, and also assume that the scattering coefficients $a(z)$, $b(z)$, $\tilde{a}(z)$ have simple zeros at branch points $z = \pm \sqrt{\epsilon k_0}$, the following residue conditions can be written as

$$\text{Res} \ a(z) = \pm \frac{k_0}{2} \left[ \left( \tilde{\phi}^m(x, t; \pm k_0) \right)^\dagger \phi^m(x, t; \pm k_0) - \epsilon \left( \tilde{\phi}^m(x, t; \pm k_0) \right)^\dagger \phi^{\text{dn}}(x, t; \pm k_0) \right],$$

$$\text{Res} \ \tilde{a}(z) = \pm \frac{k_0}{2} \left[ \left( \phi^m(x, t; \pm k_0) \right)^\dagger \tilde{\phi}^m(x, t; \pm k_0) - \epsilon \left( \phi^m(x, t; \pm k_0) \right)^\dagger \tilde{\phi}^{\text{dn}}(x, t; \pm k_0) \right],$$

$$\lim_{z \to \pm k_0} (z \mp k_0) b(z) = \pm \frac{k_0}{2} \left[ \left( \phi^{\text{dn}}(x, t; \pm k_0) \right)^\dagger \phi^{\text{dn}}(x, t; \pm k_0) - \epsilon \left( \phi^{\text{dn}}(x, t; \pm k_0) \right)^\dagger \phi^m(x, t; \pm k_0) \right],$$

$$\lim_{z \to \pm k_0} (z \mp k_0) \tilde{b}(z) = \pm \frac{k_0}{2} \left[ \left( \tilde{\phi}^{\text{dn}}(x, t; \pm k_0) \right)^\dagger \tilde{\phi}^{\text{dn}}(x, t; \pm k_0) - \epsilon \left( \tilde{\phi}^{\text{dn}}(x, t; \pm k_0) \right)^\dagger \tilde{\phi}^m(x, t; \pm k_0) \right]$$

in the defocusing case and

$$\text{Res} \ a(z) = \pm \frac{ik_0}{2} \left[ \left( \tilde{\phi}^m(x, t; \mp ik_0) \right)^\dagger \phi^m(x, t; \pm ik_0) + \epsilon \left( \tilde{\phi}^m(x, t; \mp ik_0) \right)^\dagger \phi^{\text{dn}}(x, t; \pm ik_0) \right],$$

$$\text{Res} \ \tilde{a}(z) = \pm \frac{ik_0}{2} \left[ \left( \phi^m(x, t; \mp ik_0) \right)^\dagger \tilde{\phi}^m(x, t; \pm ik_0) + \epsilon \left( \phi^m(x, t; \mp ik_0) \right)^\dagger \tilde{\phi}^{\text{dn}}(x, t; \pm ik_0) \right],$$

$$\lim_{z \to \pm ik_0} (z \mp ik_0) b(z) = \pm \frac{ik_0}{2} \left[ \left( \phi^{\text{dn}}(x, t; \mp ik_0) \right)^\dagger \phi^{\text{dn}}(x, t; \pm ik_0) + \epsilon \left( \phi^{\text{dn}}(x, t; \mp ik_0) \right)^\dagger \phi^m(x, t; \pm ik_0) \right],$$

$$\lim_{z \to \pm ik_0} (z \mp ik_0) \tilde{b}(z) = \pm \frac{ik_0}{2} \left[ \left( \tilde{\phi}^{\text{dn}}(x, t; \mp ik_0) \right)^\dagger \tilde{\phi}^{\text{dn}}(x, t; \pm ik_0) + \epsilon \left( \tilde{\phi}^{\text{dn}}(x, t; \mp ik_0) \right)^\dagger \tilde{\phi}^m(x, t; \pm ik_0) \right],$$

in the focusing case. The reflection coefficients $\rho(z)$ and $\tilde{\rho}(z)$ determined by Eq. (2.28) are of a removable singularity under the conditions $\det a(z) \neq 0$ and $\det \tilde{a}(z) \neq 0$ for all $z \in \Sigma$.

Proof. Taking the focusing case ($\epsilon = -1$) as example, we have from Eq. (2.28a)

$$a(z) = \frac{(\tilde{\phi}^m(x, t; z^*)^\dagger \phi^m(x, t, z) - \epsilon (\tilde{\phi}^{\text{dn}}(x, t, z^*)^\dagger \phi^{\text{dn}}(x, t, z))}{\gamma(z)} \pm \frac{f(z)}{\gamma(z)},$$

thus

$$\text{Res} a(z) = \text{Res} \left. \frac{f(z)}{\gamma(z)} \right|_{z = ik_0} = \frac{f(ik_0)}{2}.$$
On the other hand, the symmetry of the reflection coefficients can be obtained from Eq. (2.34c). Taking the conjugate transpose of Eq. (2.34c) yields

\[
\begin{align*}
\phi^{sp}(x,t;z^*) = \epsilon \left( \phi^{dp}(x,t;z^*) \right)^\dagger \tilde{\phi}^{dp}(x,t;z), \\
\psi^{sp}(x,t;z^*) = \epsilon \left( \psi^{dp}(x,t;z^*) \right)^\dagger \tilde{\psi}^{dp}(x,t;z).
\end{align*}
\]  

(2.31a, 2.31b)

Moreover, using Eq. (2.29) one has

\[
\begin{align*}
S^{-1}(z) &= \gamma(z) \Phi^{-1}(x,t;z) \mathcal{L}_c \left( \Psi^\dagger \right)^{-1} (x,t;z^*) \mathcal{L}_c, \\
S^\dagger(z^*) &= \frac{1}{\gamma(z)} \Phi^\dagger(x,t;z) \mathcal{L}_c \Psi(x,t;z) \mathcal{L}_c.
\end{align*}
\]  

(2.32a, 2.32b)

Combining with Eq. (2.29), we have

\[
\mathcal{L}_c S^{-1}(z) = \frac{1}{S(z)} \Phi^\dagger(x,t;z^*) \mathcal{L}_c \Psi(x,t;z) = S^\dagger(z^*) \mathcal{L}_c,
\]

namely

\[
S^\dagger(z^*) \mathcal{L}_c S^{-1}(z) = \mathcal{L}_c, \quad z \in \Sigma,
\]  

(2.33)

which in turn yields

\[
\begin{align*}
a^\dagger(z^*) a(z) - \epsilon b^\dagger(z^*) b(z) &= I_m, \\
a^\dagger(z^*) \tilde{b}(z) - \epsilon b^\dagger(z^*) \tilde{a}(z) &= 0_m, \\
b^\dagger(z^*) a(z) - \epsilon \tilde{a}^\dagger(z^*) b(z) &= 0_m, \\
b^\dagger(z^*) \tilde{b}(z) - \epsilon \tilde{a}^\dagger(z^*) \tilde{a}(z) &= -\epsilon I_m.
\end{align*}
\]  

(2.34a, 2.34b, 2.34c, 2.34d)

On the other hand, the symmetry of the reflection coefficients can be obtained from Eq. (2.34c). Taking the conjugate transpose of Eq. (2.34c) yields

\[
a^\dagger(z) \tilde{b}(z^*) = \epsilon b^\dagger(z) \tilde{a}(z^*),
\]

then

\[
a^\dagger(z^*) \tilde{b}(z) = \epsilon b^\dagger(z^*) \tilde{a}(z) = \epsilon a^\dagger(z^*) \tilde{b}(z) \tilde{a}^{-1}(z) = b^\dagger(z^*).
\]

Therefore we have the symmetry

\[
\epsilon \rho^\dagger(z^*) = \epsilon \left( a^\dagger(z^*) \right)^\dagger \epsilon a^\dagger(z^*) \tilde{b}(z) \tilde{a}^{-1}(z) = \tilde{\rho}(z),
\]  

(2.35)

as well as

\[
a(z) a^\dagger(z^*) = \left[ I_m - \rho^\dagger(z^*) \rho(z) \right], \quad \tilde{a}(z) \tilde{a}^\dagger(z^*) = \left[ I_m - \tilde{\rho}^\dagger(z^*) \tilde{\rho}(z) \right].
\]  

(2.36)
Note that Eq. (2.33) can be written as
\[
S^{-1}(z) = \mathcal{L}_+ S^1(z^*) \mathcal{L}_-,
\]
where \( S^{-1}(z) = \begin{pmatrix} \bar{c}(z) & d(z) \\ d(z) & c(z) \end{pmatrix} \).
(2.37)

According to the properties of the matrix, Eq. (2.37) is equivalent to the elements the matrix \( S^{-1}(z) \). We can get
\[
\bar{c}(z) = a^\dagger (z^*), \quad c(z) = \bar{a}(z^*),
\]
(2.38a)
\[
d(z) = -\epsilon b^\dagger (z^*), \quad \bar{d}(z) = -\epsilon \bar{b}(z^*).
\]
(2.38b)

Similar to the method of solving Eq. (2.21), we can get
\[
det c(z) = \frac{\text{Wr}[\phi, \psi]}{\text{Wr}[\phi, \phi]} = \frac{\text{Wr}[\phi, \psi]}{\gamma^m},
\]
(2.39a)
\[
det \bar{c}(z) = \frac{\text{Wr}[\bar{\psi}, \bar{\phi}]}{\text{Wr}[\phi, \phi]} = \frac{\text{Wr}[\bar{\psi}, \bar{\phi}]}{\gamma^m}.
\]
(2.39b)

It is worth noting that according to the analyticity of the eigenfunctions, \( det c(z) \) and \( det \bar{c}(z) \) are analytic on regions \( D^+ \) and \( D^- \), respectively. On the other hand, it can be summarized
\[
det c(z) = \det a(z), \quad z \in D^+, \quad \det \bar{c}(z) = \det \bar{a}(z), \quad z \in D^-,
\]
(2.40)
and from Eq. (2.38) the proposition 2.7 is proved. □

2.5.2. The second symmetry

The process of discussing the first symmetries of nonzero boundary values is the same as the symmetries of zero boundary values, but the discussion of the second symmetry is more complicated due to the fact that Riemann surface is introduced under NZBCs. Because the Jost functions and the scattering coefficients depend on the function \( \lambda(k) \) (it changes sign on the Riemann surface), we need to establish their relationships on different sheet of the Riemann surface.

**Proposition 2.8.** The eigenvectors \( E_\pm \) satisfy the following relationship
\[
E_\pm(z) = -\frac{i}{z} E_\pm \left( \frac{ek_0^2}{z} \right) \mathcal{L}_- Q_\pm.
\]
(2.41)

**Proof.** Recalling the Eqs. (2.2), (2.9) and (2.15), it is easy to check that
\[
\begin{align*}
\lambda(ek_0^2/z) &= \lambda(z), \\
\theta(ek_0^2/z) &= -\theta(z), \\
Q_\pm e^{-i\theta(z)\gamma_5} &= e^{i\theta(z)\gamma_5} Q_\pm.
\end{align*}
\]
(2.42)
The Eq. (2.41) is equivalent to
\[ E_k(z) = - ie \left( \frac{e k_\theta^2}{z} \right) e^{-i \theta z} e^{-i k_\theta z}, \]

note that
\[ - ie \left( \frac{e k_\theta^2}{z} \right) e^{-i \theta z} e^{-i k_\theta z} = - i \left( e^{-i \theta z} e^{-i k_\theta z} - i \frac{e k_\theta^2}{z} e^{-i \theta z} e^{-i k_\theta z} \right) e^{-i \theta z} = - i \left( e^{-i \theta z} Q e^{-i k_\theta z} \right) e^{-i \theta z}. \]

Proposition 2.9. The Jost eigenfunctions satisfy that for \( z \in \Sigma \)
\[ \Phi(x, t; z) = \frac{1}{iz} \Phi(x, t; e k_0^2/z) Q, \quad \Psi(x, t; z) = \frac{1}{iz} \Psi(x, t; e k_0^2/z) Q. \tag{2.43} \]

Proof. Using the Eq. (2.14) implies that
\[ \Phi(x, t; e k_0^2/z) = E_-(e k_0^2/z) e^{-i \theta (e k_0^2/z)} = E_-(e k_0^2/z) e^{-i \theta (e k_0^2/z)}, \]
and that
\[ \Phi(x, t; z) = E_-(z) e^{-i \theta (z)} = - ie \left( \frac{e k_0^2}{z} \right) e^{-i \theta (z)} Q = - i e \left( \frac{e k_0^2}{z} \right) e^{-i \theta (z)} Q = \frac{1}{iz} \Phi(x, t; e k_0^2/z) Q. \]
The other can be proved in the same way. □

Expanding the Eq. (2.43), one has
\[ \phi(x, t; z) = ie \Phi(x, t; e k_0^2/z) Q, \quad \tilde{\phi}(x, t; z) = - ie \Phi(x, t; e k_0^2/z) Q, \tag{2.44a} \]
\[ \tilde{\psi}(x, t; z) = ie \Psi(x, t; e k_0^2/z) Q, \quad \psi(x, t; z) = - ie \Psi(x, t; e k_0^2/z) Q. \tag{2.44b} \]

Proposition 2.10. The scattering matrix \( S(z) \) defined by the Eq. (2.19) admits
\[ S(e k_0^2/z) = \sigma z Q z S(z) Q^{-1} = e \sigma z Q z S(z) Q. \tag{2.45} \]

Proof. The Eqs. (2.19) and (2.43) mean that
\[
\begin{align*}
S(z) &= \Psi^{-1}(z) \Phi(z), \\
\Psi^{-1}(k_0^2/z) &= - i e z \sigma z Q z \Psi^{-1}(z), \\
\Phi(k_0^2/z) &= i e \Phi(z) (\sigma z Q z)^{-1}.
\end{align*}
\]
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Based on the Eq. (2.10), one has
\[ S(k_0^2/z) = \Psi^{-1}(k_0^2/z)\Phi(k_0^2/z) = -\frac{i}{z}\sigma_3 Q^{-1}(-iz\Phi(z)\left(\sigma_3 Q^{-1}\right)^{-1}} = \sigma_3 Q^{-1}\Psi^{-1}(z)\Phi(z)\sigma_3 = \frac{\epsilon}{k_0^2} \sigma_3 Q S(z) \sigma_3. \]

Note that \( Q^{-1} = \frac{\epsilon}{k_0^2} Q \).

Combining with the Eq. (2.19) and expanding the Eq. (2.45) we have
\[
\begin{align*}
    a(k_0^2/z) &= \frac{1}{k_0^2} Q_+ a(z) Q_+^{-1}, & \tilde{a}(k_0^2/z) &= \frac{1}{k_0^2} Q_+^\dagger a(z) Q_-, & (2.46a) \\
    b(k_0^2/z) &= -\frac{2}{k_0^2} Q_+ b(z) Q_+^{-1}, & \tilde{b}(k_0^2/z) &= -\frac{2}{k_0^2} Q_+ b(z) Q_. & (2.46b)
\end{align*}
\]

Based on the Eq. (2.46), the reflection coefficient \( \rho(z) \) satisfies the following symmetry for \( z \in \Sigma \)
\[ \rho(k_0^2/z) = -\varepsilon Q_+^\dagger \rho(z) Q_+^{-1} = -\frac{\varepsilon}{k_0^2} Q_+^\dagger \rho(z) Q_. \] (2.47)

2.5.3. The third symmetry

The third symmetry is based on our assumption that the potential function \( Q(x, t) \) is a symmetric matrix. We next analyze the properties of the scattering data \( S(z) \) under this condition, i.e., \( Q = Q^T \). Similar to the first symmetric process, we first introduce two functions \( \tilde{f}(x, t; z) \) and \( \tilde{g}(x, t; z) \) that are independent of the variable \( x \) by using the Jost eigenfunctions of the Lax pairs to further derive the relationship of the matrix scattering data, i.e.,
\[
\begin{align*}
    \tilde{f}(x, t; z) &= \Phi^T(x, t; z) \sigma_3 \Phi(x, t; z), & \tilde{g}(x, t; z) &= \Psi^T(x, t; z) \sigma_3 \Psi(x, t; z). & (2.48)
\end{align*}
\]

From Eq. (2.11), one has
\[
\begin{align*}
    \partial_x \tilde{f}(x, t; z) &= \Phi^T(x, t; z) \sigma_3 \Phi(x, t; z) + \Phi^T(x, t; z) \sigma_3 \Phi_x(x, t; z) \\
    &= \Phi^T(x, t; z) \left(-i k \sigma_3 \sigma_3 + Q^T \sigma_3 - i k \sigma_3 \sigma_3 + \sigma_3 Q \right) \Phi_x(x, t; z) = 0_{2m},
\end{align*}
\]

which shows that the function \( \tilde{f}(x, t; z) \) is independent with the variable \( x \).

**Proposition 2.11.** The scattering matrix \( S(z) \) admits
\[ S^T(z) \sigma_3 S(z) = \sigma_3, \quad z \in \Sigma. \] (2.49)

**Proof.** The relationship can be obtained by the Eqs. (2.14) and (2.15)
\[ \Phi(z) = E_-(z)e^{-i0_t \sigma_3}, \quad \Psi(z) = E_+(z)e^{-i0_t \sigma_3}. \]
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Moreover, one has

\[ \Phi^T(x, t; z)\sigma_x^2 \Phi(x, t; z) = e^{-i\theta(z)}\sigma_3 \Phi^T(z)\sigma_x \Phi(z) e^{-i\theta(z)}\sigma_x = \gamma(z)\sigma_x, \] (2.50)

as \( x \to \pm \infty \), namely

\[ \Phi^T(x, t; z)\sigma_x^2 \Phi(x, t; z) = \gamma(z)\sigma_x, \quad (2.51a) \]

\[ \Psi^T(x, t; z)\sigma_x^2 \Psi(x, t; z) = \gamma(z)\sigma_x. \quad (2.51b) \]

The Eq.(2.51b) can be derived in the same way. On the other hand, the Eq.(2.19) implies

\[ \Phi^T(z) = S^T(z)\Psi^T(z). \] (2.52)

Combining with Eq.(2.52) we have

\[ S^T(z)\Psi^T(z)\sigma_x^2 \Psi(z)S(z) = S^T(z)\gamma(z)\sigma_x S(z) = \gamma(z)\sigma_x \Rightarrow S^T(z)\sigma_x S(z) = \sigma_x. \] (2.53)

Expanding Eq.(2.49) yields

\[ b^T(z)a(z) = a^T(z)b(z), \quad (2.54a) \]

\[ \tilde{b}^T(z)\tilde{a}(z) = \tilde{a}^T(z)\tilde{b}(z), \quad (2.54b) \]

\[ \tilde{a}^T(z)\tilde{a}(z) - \tilde{b}^T(z)\tilde{b}(z) = I_m, \quad (2.54c) \]

which in turn imply for the reflection coefficients

\[ \rho(z) = \rho^T(z), \quad \tilde{\rho}(z) = \tilde{\rho}^T(z), \quad z \in \Sigma. \] (2.55)

In addition, we can derive

\[ a(z)a^T(z) = (I_m - \tilde{\rho}(z)\rho(z))^{-1}, \quad z \in \Sigma. \] (2.56)

A brief proof is given below

\[ a(z)a^T(z) (I_m - \tilde{\rho}(z)\rho(z)) = a(z)a^T(z) - a(z)a^T(z)\tilde{b}(z)\tilde{a}^{-1}(z)b(z)a^{-1}(z) \]

\[ = a(z)a^T(z) - a(z)(a^T(z)a(z) - I_m)a^{-1}(z) = I_m, \]

which is equivalent to the Eq.(2.56). Finally, we give the relationship between the elements of the inverse scattering matrix \( S^{-1}(z) \) and the elements of the scattering matrix \( S(z) \), i.e.,

\[ S^{-1}(z) = \sigma_x S^T(z)\sigma_x, \quad z \in \Sigma, \] (2.57)
which in particular means that
\[
\begin{align*}
\bar{c}(z) &= a^T(z), \\
c(z) &= a^T(z), \\
d(z) &= -\bar{b}^T(z), \\
\bar{d}(z) &= -b^T(z),
\end{align*}
\] (2.58a)
and that
\[
\begin{align*}
\bar{a}(z) &= a^*(z^*), \\
b(z) &= eb^*(z^*), \\
z \in \Sigma.
\end{align*}
\] (2.59)

Based on the analysis of the above three symmetries, we summarize the scattering data as follows

**Theorem 2.12.** Assume that \( Q(x, t) - Q_+ \in L^1(a, +\infty) \) and \( Q(x, t) - Q_- \in L^1(-\infty, a) \) hold for any constant \( a \in \mathbb{R} \), all \( t > 0 \). The reflection coefficients \( \rho(z) \) and \( \bar{\rho}(z) \) admit that
\[
\rho(z) = \epsilon \bar{\rho}(z^*), \\
\rho(ek_0^2/z) = -\frac{\epsilon}{k_0^2} Q_+^* \bar{\rho}(z) Q_+^T, \\
z \in \Sigma.
\] (2.60)

In addition, the transmission coefficients satisfy the symmetry for \( z \in D^- \cup \Sigma_0 \)
\[
\det \bar{a}(z) = \det \bar{a}(z^*), \\
\det \bar{a}(z) = \frac{k_0^{2m}}{\det Q_+ (\det Q_-)} \det a(ek_0^2/z).
\] (2.61)

If the potential \( Q(x, t) \) is a symmetric matrix, the reflection coefficients are also the symmetric matrix, i.e.,
\[
\rho(z) = \rho^T(z), \\
\bar{\rho}(z) = \bar{\rho}^T(z), \\
z \in \Sigma_0.
\] (2.62)

and
\[
\bar{a}(z) = a^*(z^*), \\
z \in D^- \cup \Sigma_0.
\] (2.63)

It is worth noting that when \( Q(x, t) - Q_+ \in L^1(a, +\infty) \) and \( Q(x, t) - Q_- \in L^1(-\infty, a) \) hold for any constant \( a \in \mathbb{R} \), all \( t > 0 \), the symmetry discussed above can also be extended to the branch point, so it is equally valid in region \( z \in \Sigma \) and region \( z \in D^- \cup \Sigma \).

2.6. Asymptotic behavior

The asymptotic behaviors of eigenfunctions and scattering matrix need to be given further, which determine the establishment of an appropriate RH problem. At the same time, we can reconstruct the potential function \( Q(x, t) \) according to the asymptotic behaviors of the eigenfunctions. Moreover, \( k \to \infty \) in the \( k \)-plane, which corresponds to
Proposition 2.13. The modified eigenfunctions satisfy the following equations of the modified eigenfunctions Eq. (2.16), we get the following proposition, i.e.,

\[ \partial_x \mathcal{H} = \left( -ik \sigma + \frac{Q}{z} \right) \mathcal{H} + i \mathcal{V} \sigma, \]  

(2.64)

where \( \phi \) is the solution of scattering problem for the Lax pair. Recalling the definition of the modified eigenfunctions Eq. (2.16), we get the following proposition, i.e.,

**Proposition 2.13.** The modified eigenfunctions satisfy the following equations

\[
\begin{align*}
\partial_x \tilde{\mathcal{W}}^m(x, t; z) &= -\frac{i e k^2}{z} \tilde{\mathcal{W}}^m(x, t; z) + Q \tilde{\mathcal{W}}^h(x, t; z), \\
\partial_x \tilde{\mathcal{W}}^h(x, t; z) &= e Q^1 Q \tilde{\mathcal{W}}^m(x, t; z) + i z \tilde{\mathcal{W}}^h(x, t; z), \\
\partial_x \tilde{\mathcal{W}}^m(x, t; z) &= -iz \tilde{\mathcal{W}}^m(x, t; z) + Q \tilde{\mathcal{W}}^m(x, t; z), \\
\partial_x \tilde{\mathcal{W}}^h(x, t; z) &= e Q^1 \tilde{\mathcal{W}}^m(x, t; z) + \frac{i e k^2}{z} \tilde{\mathcal{W}}^h(x, t; z). 
\end{align*}
\]

(2.65a-d)

**Proposition 2.14.** The asymptotic behavior of the modified eigenfunctions satisfy the following relations

\[
\begin{align*}
\tilde{\mathcal{W}}(x, t; z) &= \left\{ I_m + \frac{\zeta}{z} \int_{-\infty}^\infty \left( Q(\zeta, t) Q^1(\zeta, t) - \frac{k_0^2}{\zeta^2} I_m \right) d\zeta + O(\frac{1}{z^2}) \right\}, \\
\tilde{\mathcal{W}}(x, t; z) &= \left\{ I_m - \frac{\zeta}{z} \int_{-\infty}^\infty \left( Q(\zeta, t) Q^1(\zeta, t) - \frac{k_0^2}{\zeta^2} I_m \right) d\zeta + O(\frac{1}{z^2}) \right\}, \\
\tilde{\mathcal{V}}(x, t; z) &= \left\{ I_m + \frac{4}{z} \int_{-\infty}^\infty \left( Q(\zeta, t) Q^1(\zeta, t) - \frac{k_0^2}{\zeta^2} I_m \right) d\zeta + O(\frac{1}{z^2}) \right\}, \\
\tilde{\mathcal{V}}(x, t; z) &= \left\{ I_m - \frac{4}{z} \int_{-\infty}^\infty \left( Q(\zeta, t) Q^1(\zeta, t) - \frac{k_0^2}{\zeta^2} I_m \right) d\zeta + O(\frac{1}{z^2}) \right\}. 
\end{align*}
\]

(2.66a-d)

Note that the conditions Eqs. (2.66a) and (2.66d) hold for \( z \to \infty \) and \( z \in D^+ \), moreover the conditions Eqs. (2.66b) and (2.66c) hold for \( z \to \infty \) and \( z \in D^- \).

**Proof.** Using Eq. (2.66a) as an example, the rest can be proved similarly. Taking the WKB expansion one has

\[
\begin{align*}
\tilde{\mathcal{W}}^m(x, t; z) &= I_m + i \mathcal{A}_1(x, t) / z + \text{h.o.t.}, \\
\tilde{\mathcal{W}}^h(x, t; z) &= i \mathcal{A}_1(x, t; z) / z + \mathcal{A}_2(x, t; z) / z^2 + \text{h.o.t.},
\end{align*}
\]

(2.67)

where h.o.t represents higher order terms, and \( \mathcal{A}_1(x, t; z), \mathcal{A}_1(x, t; z) \) as well as \( \mathcal{A}_2(x, t; z) \) are the \( m \times m \) matrix. Substituting Eq. (2.67) into Eq. (2.66a) and comparing the coeffi-
The asymptotic behavior of the modified eigenfunctions as $z \to 0$ such that

\[
\begin{align*}
\mathcal{W}(x, t; z) &= \begin{pmatrix} Q \frac{Q_+}{k_0^2} + O(z) \\ \frac{i \epsilon}{Q} Q_+ + O(1) \end{pmatrix}, \\
\mathcal{V}(x, t; z) &= \begin{pmatrix} -i \frac{Q_-}{z} + O(1) \\ \frac{Q^2}{Q_0^2} + O(z) \end{pmatrix},
\end{align*}
\]

(2.72a)

\[
\begin{align*}
\mathcal{W}(x, t; z) &= \begin{pmatrix} Q \frac{Q_+}{k_0^2} + O(z) \\ \frac{i \epsilon}{Q} Q_+ + O(1) \end{pmatrix}, \\
\mathcal{V}(x, t; z) &= \begin{pmatrix} -i \frac{Q_-}{z} + O(1) \\ \frac{Q^2}{Q_0^2} + O(z) \end{pmatrix},
\end{align*}
\]

(2.72b)

Finally, according to the definition of scattering matrix Eq. (2.19), we get

**Proposition 2.16.** The asymptotic behavior of scattering matrix $S(z)$ in a suitable region can be given

\[
S(z) = \begin{cases} 
I_{2m} + O(1/z), & z \to \infty, \\
\frac{1}{k_0^2} \begin{pmatrix} Q_+ Q_+^\dagger & 0_m \\ 0_m & Q_+^\dagger Q_+ \end{pmatrix} + O(z), & z \to 0.
\end{cases}
\]

(2.73)

Note that for $z \to \infty$, the asymptotic behavior for the elements $a(z)$ and $\bar{a}(z)$ of the scattering matrix $S(z)$ hold respectively in the region $\text{Im}z \geq 0$ and $\text{Im}z \leq 0$, as well as $z \in \Sigma$ for $b(z)$ and $\bar{b}(z)$. For the case $z \to 0$, there is a similar result, i.e., the elements $a(z)$ and $\bar{a}(z)$ can be extended to $D^+$ and $D^-$ respectively, while the asymptotic behavior for $b(z)$ and $\bar{b}(z)$ hold for $z \in \Sigma$.

It is easy to prove **Proposition 2.16** by combining **Proposition 2.14** and (2.15) and the Eqs. (2.16), (2.28a).
2.7. Discrete spectrum and residue conditions

The set of the discrete spectrum for the scattering problem consists of all the value \( z \in \mathbb{C} \setminus \Sigma \) satisfying that the scattering problem admits eigenfunctions in \( L^2(\mathbb{R}) \). Similar to Refs. [47]-[49], these discrete spectral points are the zeros of the function \( \det a(z) \) in the region \( D^+ \), and the zeros of the function \( \det \bar{a}(z) \) in the region \( D^- \). Assume that \( \det a(z) \) has \( N \) simple zeros \( z_1, \cdots, z_N \) in \( D^+ \cap \{ z \in \mathbb{C} : \text{Im}z > 0 \} \), where simple zeros \( z_j \) represent \( \det a(z_j) = 0 \), but \( (\det a)'(z_j) \neq 0 \) for \( 1, \cdots, N \). Note that from the Eqs. (2.30) and (2.46), we have a quartet of discrete eigenvalues

\[
\det a(z_j) = 0 \Leftrightarrow \det \bar{a}(z_j^*) = 0 \Leftrightarrow \det (\epsilon k_0^2/z_j) = 0 \Leftrightarrow \det (\epsilon k_0^2/z_j^*) = 0,
\]

which imply that the discrete spectrum is defined by the quartet of discrete eigenvalues

\[
P = \{ z_j, \epsilon k_0^2/z_j^*, \epsilon k_0^2/z_j \}^N_{j=1}.
\]

Remark 2.17. For the defocusing case, the self-adjointness of the scattering problem shows that the discrete spectrum is real in the \( k \)-plane. In Ref. [43], the authors presented that the discrete spectral points are simple. Moreover, they shown that the finite number of discrete eigenvalues belong to the circle \( \{ z : |z| = k_0 \} \) in Ref. [50].

Based on the above analysis, we can give the discrete spectrum set of focusing case and defocusing case

- focusing case  \( \epsilon = -1 : P = \{ z_j, \epsilon k_0^2/z_j^*, \epsilon k_0^2/z_j \} \),
- defocusing case  \( \epsilon = 1 : P = \{ \xi_j, \xi_j^* \} \),

where \( j = 1, \cdots, N \) and we suppose \( \text{Im}z_j > 0 \) in the \( D^+ \).

Now assume that \( \det a(z) \) has \( N \) simple zeros \( z_n \) (\( n = 1, \cdots, N \)), i.e., \( \det a(z_n) = 0 \), which in turn implies that from Eq. (2.21a) the Jost eigenfunctions \( \psi(x, t; z_n) \) and \( \phi(x, t; z_n) \) are linearly dependent. Thus there is a nonzero constant \( b_n \) that satisfies the following equation

\[
\psi(x, t; z_n) = \psi(x, t; z_n)b_n,
\]

where \( b_n \) is a \( m \times m \) constant matrix and the zeros \( z_n \in D^+ \). Similarly for the zeros \( z_n^* \in D^- \) of \( \det \bar{a}(z) \), according to the symmetry Eq. (2.74) we know that the number of zeros is \( N \). There is also a \( m \times m \) constant matrix \( \bar{b}_n \) such that the Jost eigenfunctions \( \bar{\psi}(x, t; z_n) \) and \( \bar{\phi}(x, t; z_n) \) are linearly dependent from Eq. (2.21b) for \( z_n^* \in D^- \), i.e.,

\[
\bar{\phi}(x, t; z_n^*) = \bar{\phi}(x, t; z_n^*)\bar{b}_n,
\]
note that Eqs. (2.77) and (2.78) are some stronger relationships of the Jost eigenfunctions, and we will discuss the generalized case in section 2.8.

In what follows, we derive the residue conditions required to solve the RH problem in the inverse problem. Note that from the Eqs. (2.16) and (2.77), one has \( \hat{W}(z) = e^{2i\theta(z)}V(z)b_n \). Then the residue condition can be obtained for the zeros \( z_n \in D^+ \)

\[
\text{Res}_{z=z_n} \left[ \hat{W}(x,t;z)\hat{a}^{-1}(z) \right] = e^{2i\theta(z_n)}V(z_n)C_n, \quad C_n = \frac{1}{(\det a)'(z_n)}b_n\text{cofa}(z_n), \quad (2.79)
\]

where cofa is the cofactor matrix for all matrix \( A \in C^{m \times m} \), i.e., \( A(z)\text{cofa}(z) = (\text{cof}(A(z)) \) \( A(z) = \det A(z)I_m \). Similarly for the zeros \( z_n^* \in D^- \), using the Eqs. (2.16) and (2.78) yield that

\[
\text{Res}_{z=z_n^*} \left[ \hat{W}(x,t;z)\tilde{a}^{-1}(z) \right] = e^{2i\theta(z_n^*)}V(z_n^*)\tilde{C}_n, \quad \tilde{C}_n = \frac{1}{(\det \tilde{a})'(z_n^*)}\tilde{b}_n\text{cofa}(z_n^*). \quad (2.80)
\]

It is worth noting that for any matrix \( A \in C^{m \times m} \) we have

\[
\det(\text{cofa}) = (\det A)^{m-1},
\]

which in turn implies

\[
\det(\text{cofa}(z)) = \det a(z), \quad (2.81)
\]

for the special case \( m = 2 \). The purpose is that function \( \det(\text{cofa}(z)) \) and \( \det a(z) \) have zeros of the same order for all \( z_n \in D^+ \cap P \), and function \( \det \text{cofa}(z) \) and \( \det \tilde{a}(z) \) have zeros of the same order for all \( z_n^* \in D^- \cap P \).

For the simple eigenvalues \( z_n \) and \( z_n^* \), obviously we have

\[
\mathcal{G} \doteq \text{Res}_{z=z_n} a^{-1}(z) = \frac{\text{cofa}(z_n)}{(\det a)'(z_n)}, \quad \tilde{\mathcal{G}} \doteq \text{Res}_{z=z_n^*} \tilde{a}^{-1}(z) = \frac{\text{cofa}(z_n^*)}{(\det \tilde{a})'(z_n^*)}, \quad (2.82)
\]

and \( \det \mathcal{G} = \det \tilde{\mathcal{G}} = 0 \), which implies that the residue conditions are the matrix with rank \( m - 1 \). Recalling the Eqs. (2.79) and (2.80), one has

\[
C_n = b_n\mathcal{G}, \quad \tilde{C}_n = \tilde{b}_n\tilde{\mathcal{G}}. \quad (2.83)
\]

For the simple eigenvalues, we also know that

\[
\det C_n = \det \tilde{C}_n = 0. \quad (2.84)
\]

Further generalization, it is assumed that the function \( \det a(z) \) has second order zeros at point \( z_n \), i.e., \( (\det a)''(z) \neq 0 \), then \( \det(\text{cofa}(z)) \) has zero of order \( 2(m - 1) \) at \( z_n \). In a neighborhood of \( z_n \), we have

\[
a^{-1}(z) = \frac{1}{(z - z_n^2)}\mathcal{G}_2 + \frac{1}{z - z_n}\mathcal{G}_1 + \tilde{a}(z), \quad (2.85)
\]
note that \( \bar{a}(z) \) is analytic at \( z_n \), then

\[
G_2 = \lim_{z \to z_n} (z - z_n)^2 a^{-1}(z) = \frac{2}{(\det a)''(z_n)} \cofa(z_n),
\]  
(2.86)

\[
G_1 = \lim_{z \to z_n} d \left( (z - z_n)^2 a^{-1}(z) \right) = \frac{2 \cofa'(z_n)}{(\det a)''(z_n)} - \frac{2}{3} \left( (\det a)''(z_n) \right)^2 \cofa(z_n).
\]  
(2.87)

Similar to the analysis in Refs.\[37, 47\], we finally get for the second zero \( z_n \) and \( z^*_n \)

\[
R \text{es}_{z=\zeta_n} \left[ \bar{W}(x, t; z) a^{-1}(z) \right] = e^{2i\theta(z_n)} \bar{V}(z_n) C_n, \quad C_n = \frac{2}{(\det a)''(z_n)} b_n \cof \bar{a}'(z_n),
\]  
(2.88)

\[
R \text{es}_{z=\zeta_n} \left[ \bar{W}(x, t; z) \bar{a}^{-1}(z) \right] = e^{-2i\theta(z_n)} \bar{V}(z_n^*) \bar{C}_n, \quad \bar{C}_n = \frac{2}{(\det \bar{a})''(z_n^*)} \bar{b}_n \cof \bar{a}'(z_n^*). \quad (2.89)
\]

The norming constants are given in the above analysis. Next, we will discuss the symmetry relationship between these norming constants \( C_n \) and \( \bar{C}_n \), i.e.,

\[
\bar{C}_n = e C_n^\dagger,
\]  
(2.90)

which is proved later in Eq.\(3.20\). In addition, the third symmetry restricts the norming constants \( C_n \) and \( \bar{C}_n \) to satisfy the following symmetry

\[
C_n = C_n^T, \quad \bar{C}_n = \bar{C}_n^\dagger.
\]  
(2.91)

For the focusing case, because it has quartet discrete eigenvalues, only two of them were discussed earlier, so the remaining two are discussed next. Similarly the Eqs.\(2.77\) and \(2.78\), we introduce

\[
\phi(x, t; z_n) = \psi(x, t; z_n) \bar{b}, \quad z_n = \epsilon k_0^2 / z_n^*,
\]  
(2.92a)

\[
\bar{\phi}(x, t; z_n^*) = \bar{\psi}(x, t; z_n^*) \bar{b}, \quad z_n^* = \epsilon k_0^2 / z_n^*,
\]  
(2.92b)

where \( \bar{b} \) and \( \bar{\bar{b}} \) are the \( m \times m \) constant matrices. Recalling the Eqs.\(2.44a\) and \(2.92a\) we have

\[
\phi(x, t; z_n) = \frac{i \epsilon}{z_n} \bar{\phi}(x, t; z_n^*) \bar{Q}_n^\dagger = \frac{i \epsilon}{z_n} \bar{\psi}(x, t; z_n^*) \bar{b}_n \bar{Q}_n^\dagger,
\]  
(2.93)

in addition, using the Eqs.\(2.77\) and \(2.44b\) one has

\[
\phi(x, t; z_n) = \psi(x, t; z_n) b_n = -\frac{i}{z_n} \bar{\phi}(x, t; z_n^*) \bar{Q}_n b_n.
\]  
(2.94)

Combining with the Eqs.\(2.44b\) and \(2.92a\), we can derive that \( \epsilon \bar{b}_n^{-1} Q_n^\dagger = -Q_n \bar{b}_n^{-1} \), which in turn implies that the nonzero constants \( \bar{b}_n \) and \( \bar{b}_n \) satisfy

\[
\bar{b}_n = -\frac{\epsilon}{k_0^2} Q_n^\dagger \bar{b}_n Q_n^\dagger.
\]  
(2.95)
Similarly from the Eqs. (2.93) and (2.94), we obtain
\[ \hat{b}_n = -\frac{\epsilon}{k_0^2} Q_n b_n Q_\pm. \] (2.96)

In addition, we need to derive the residue conditions at zeros \( \bar{z}_n \) and \( \bar{z}_n^* \). According to the specific expression of the norming constants defined by Eqs. (2.79) and (2.80), we first introduce from the Eq. (2.46a)
\[ \text{cofa}(sk_0^2/z_n) = \frac{1}{k_0^2} \text{cof}(Q_\pm) \text{cofa}(z_n^*) \text{cof}(Q_\pm), \] (2.97a)
\[ \text{cofa}(sk_0^2/z_n) = \frac{1}{k_0^2} \text{cof}(Q_\pm) \text{cofa}(z_n^*) \text{cof}(Q_\pm), \] (2.97b)
and then differentiating Eq. (2.46a) with respect to \( z \) and calculating at \( z = z_n \) or \( z = z_n^* \), one has
\[ (\det a)'(sk_0^2/z_n) = -\epsilon \left( \frac{z_n}{k_0^2} \right)^2 \frac{\det Q_+ \det Q_-}{k_0^2 m} (\det \hat{a})'(z_n^*), \] (2.98a)
\[ (\det \hat{a})'(sk_0^2/z_n) = -\epsilon \left( \frac{z_n}{k_0^2} \right)^2 \frac{\det Q_+ \det Q_-}{k_0^2 m} (\det a)'(z_n^*). \] (2.98b)
Therefore we get
\[ \text{Res}_{z=z_n=sk_0^2/z_n} \left[ \hat{W}(x,t;z) a^{-1}(z) \right] = e^{2i\phi(z_n)\epsilon} \hat{V}(z_n) \hat{C}_n, \] (2.99a)
\[ \text{Res}_{z=z_n=sk_0^2/z_n} \left[ \hat{W}(x,t;z) \hat{a}^{-1}(z) \right] = e^{-2i\phi(z_n)\epsilon} \hat{V}(z_n^*) \hat{\bar{C}}_n, \] (2.99b)
where the norming constants \( \hat{C}_n \) and \( \hat{\bar{C}}_n \) admit that
\[ \hat{C}_n = \frac{1}{(z_n^*)^2} Q_+ C_n Q_+, \quad \hat{\bar{C}}_n = \frac{1}{z_n^2} Q_+ C_n Q_+, \quad \hat{\bar{C}}_n = \epsilon \hat{\bar{C}}_n. \] (2.100)

Summarizing the discussion in this section, we can get some discrete data needed in the inverse problem including discrete eigenvalues, reflection coefficients, norming constants, and the symmetry they satisfy.

**Proposition 2.18.** The discrete eigenvalues defined by Eq. (2.75) are given
\[ \text{focusing case} \quad \epsilon = -1 : P = \{z_j, \epsilon k_0^2/z_j, z_j^*, \epsilon k_0^2/z_j\}, \] (2.101a)
\[ \text{defocusing case} \quad \epsilon = 1 : P = \{\xi_j, \xi_j^*\}. \] (2.101b)
The residue conditions and the norming constants such that

\[
\text{Res}_{z=zn} \left[ \hat{W}(x, t; z) \alpha^{-1}(z) \right] = e^{2i\theta(x, t; zn)} \hat{V}(x, t; zn) C_n, \quad \text{(2.102a)}
\]

\[
\text{Res}_{z=zn} \left[ \hat{W}(x, t; z) \tilde{\alpha}^{-1}(z) \right] = e^{-2i\theta(x, t; zn)} \hat{V}(x, t; zn) \hat{C}_n, \quad \text{(2.102b)}
\]

\[
\text{Res}_{z=zn \in C \setminus \{0\}} \left[ \hat{W}(x, t; z) n^{-1}(z) \right] = e^{2i\theta(x, t; zn)} \hat{V}(x, t; zn) \hat{C}_n, \quad \hat{C}_n = \frac{1}{(zn)^2} Q_n C_n Q_n^T, \quad \text{(2.102c)}
\]

\[
\text{Res}_{z=zn \in C \setminus \{0\}} \left[ \hat{W}(x, t; z) \tilde{n}^{-1}(z) \right] = e^{-2i\theta(x, t; zn)} \hat{V}(x, t; zn) \hat{C}_n, \quad \hat{n}_n = \frac{1}{zn} Q_n C_n Q_n^T. \quad \text{(2.102d)}
\]

It is worth noting that for the defocusing case, Eqs. (2.102a) and (2.102b) are not considered. In general, when the discrete eigenvalues are simple zeros, for the specific case \( m = 2 \), which means that the norming constants are a matrix with rank one.

2.8. The norming constants

Based on the strategy in the Ref. [47], we discuss the relationships between the norming constants and the rank of the following \( 2m \times 2m \) matrices

\[
\mathcal{P}(x, t; z) = (\phi(x, t; z), \psi(x, t; z)), \quad \mathcal{P}(x, t; z) = (\bar{\psi}(x, t; z), \bar{\phi}(x, t; z)), \quad \text{(2.103)}
\]

which are analytic in the region \( D^+ \) and \( D^- \), respectively. Now considering that \( z_n \in D^+ \) is the simple zero of the \( \det \alpha(z) \), we obviously have the \( \det \tilde{\alpha}(z_n) = 0 \) with \( (\det \tilde{\alpha}(z_n)) \neq 0 \) from the first symmetry Eq. (2.30). Then assume that \( \Xi_n \in \mathbb{C}^{2m} \setminus \{0\} \) is a right null vector of \( \mathcal{P}(x, t; z_n) \) for the arbitrary constant \( m \), that is \( \Xi_n \in \ker \mathcal{P}(x, t; z_n) \), and introducing the vector

\[
\Xi_n = \begin{bmatrix}
\Xi_n^{up} \\
\Xi_n^{dn}
\end{bmatrix}, \quad \Xi_n^{up}, \Xi_n^{dn} \in \mathbb{C}^m, \quad \text{(2.104)}
\]

obviously we have from Eq. (2.103) of \( \mathcal{P}(x, t; z_n) \)

\[
\phi(x, t; z_n) \Xi_n^{up} + \psi(x, t; z_n) \Xi_n^{dn} = 0_{2m \times m}, \quad \text{(2.105)}
\]

which denotes that there are two non-zero vectors \( \eta_n \) and \( \xi_n \) satisfying

\[
\phi(x, t; z) \eta_n = \psi(x, t; z) \xi_n, \quad \text{and} \quad z \in D^+, \quad \text{(2.106)}
\]

with \( \eta_n = \Xi_n^{up} \) and \( \xi_n = -\Xi_n^{dn} \). It is worth noting that the reason why \( \eta_n, \xi_n \neq 0 \) is that the first \( m \) column and the last \( m \) column of matrix \( \mathcal{P}(x, t; z_n) \) are linearly independent. Vice versa, for the nonzero vector \( \eta_n \) and \( \xi_n \) defined by Eq. (2.105), then the \( 2m \times 1 \) vector \( \Xi_n = (\eta_n, -\xi_n)^T \) belongs to \( \ker \mathcal{P}(x, t; z_n) \).
Clearly the nonzero vectors \( \det A \) and \( \bar{\det} \) of the \( \det A \), we have similar results for the function \( \hat{\mathcal{P}}(x, t; z_n^*) \).

In addition, for \( \eta_n, \xi_n \in \mathbb{C}^m \setminus \{0\} \), we know that \( \Xi_n = (\eta_n, -\xi_n)^T \) is the kernel of \( T(z_n) = \hat{\mathcal{P}}(x, t; z_n^*) \), which yields that

\[
a(z_n)\eta_n = 0_{mx1}, \quad \bar{a}(z_n^*)\xi_n = 0_{mx1}. \tag{2.107}
\]

From Eq.\( \text{(2.107)} \), we clearly know that \( \eta_n \) and \( \xi_n \) are the right null vectors of the \( a(z_n) \) and \( \bar{a}(z_n^*) \), respectively. In the same way, the \( \ker(\hat{\mathcal{P}}(x, t; z_n^*) \) can be obtained, i.e., the nonzero vector \( \tilde{\eta}_n = (\eta_n, -\xi_n)^T \), moreover

\[
a^\dagger(z_n)\tilde{\eta}_n = 0_{mx1}, \quad \bar{a}(z_n^*)\eta_n = 0_{mx1}. \tag{2.108}
\]

Clearly the nonzero vectors \( \tilde{\xi}_n \) and \( \tilde{\eta}_n \) are the kernel of the \( a^\dagger(z_n) \) and \( \bar{a}(z_n^*) \).

Note that for the arbitrary \( n \times n \) matrix \( A \), then \( A(z)\cof A(z) = (\cof A(z))A(z) = \det A(z)I_n \), where \( \cof A \) is defined as before. It follows that for \( m = 2 \), \( \det a(z) = \det \cof a(z) \), which implies that they have a zero of the same order for the eigenvalue \( z_n \).

Note that the matrices \( a(z) \) and \( \cof a(z) \) are \( 2 \times 2 \) matrices, we have \( \text{rank}(a(z)) = \text{rank}(\cof a(z)) = 1 \). In addition, the expressions \( a(z)\cof a(z) = 0_{4 \times 4} \) and \( \bar{a}(z^*)\cof a(z^*) = 0_{4 \times 4} \) denote that the each column of the \( \cof a(z) \) is the left and right null vectors of \( a(z) \) and each column of the \( \cof a(z^*) \) is the left and right null vectors of \( \bar{a}(z^*) \). Thus choosing the special case one has

\[
0_{4 \times 2} = \mathcal{P}(x, t; z_n) \left( \begin{array}{c}
\cof a(z_n) \\
-C_n
\end{array} \right) \Rightarrow \phi(x, t; z_n)\cof a(z_n) = \psi(x, t; z_n)C_n. \tag{2.109}
\]

Similarly, we have

\[
0_{4 \times 2} = \mathcal{P}(x, t; z_n^*) \left( \begin{array}{c}
-C_n \\
\cof a(z_n^*)
\end{array} \right) \Rightarrow \phi(x, t; z_n^*)\cof a(z_n^*) = \psi(x, t; z_n^*)C_n. \tag{2.110}
\]

3. Inverse scattering problem with NZBCs

The analytical, symmetry, and asymptotic properties of the Jost functions and the scattering data are obtained based on the above analysis. Therefore we can build a generalized Riemann-Hilbert problem for the modified matrix KdV equation with non-zero boundary value conditions.

**Proposition 3.1.** Introducing the sectionally meromorphic matrices

\[
Q(x, t; z) = \begin{cases}
Q^+(x, t; z) = \left( \hat{W}(x, t; z)\bar{a}^{-1}(z), \hat{V}(x, t; z) \right), & z \in D^+,
Q^-(x, t; z) = \left( \hat{V}(x, t; z), \hat{W}(x, t; z)\bar{a}^{-1}(z) \right), & z \in D^-,
\end{cases} \tag{3.1}
\]
then we can get the generalized Riemann-Hilbert problem:

- **Analyticity:** $Q(x, t; z)$ is an analytic function in $C \setminus \Sigma$.
- **Jump condition:**

\[
Q^-(x, t; z) = Q^+(x, t; z)(I_{2m} - G(x, t; z)), \quad z \in \Sigma,
\]  

where the jump matrix and the counter are presented in the Figure 2

\[
G(x, t; z) = \begin{pmatrix}
0_m & -e^{-2i\theta(x,t,z)\hat{y}(z)} \\
e^{2i\theta(x,t,z)\hat{y}(z)} & 0_m
\end{pmatrix},
\]  
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**Figure 2.** Left/Right: Based on the relationships Eq.(2.101), the distribution of discrete eigenvalues for the defocusing and focusing cases can be shown in the complex $z$-plane. As shown in this figure, the red counter is the jump conditions about the Riemann-Hilbert.

- **Asymptotic behaviors:**

\[
\begin{cases}
Q^+(x, t; z) = I_{2m} + O(1/z), & z \to \infty, \\
Q^+(x, t; z) = -(i/z)\sigma_3 Q + O(1), & z \to 0.
\end{cases}
\]  

**Proof.** From Eq.(2.22), one has

\[
\dot{\hat{V}}(x, t; z) = \hat{W}(x, t; z)a^{-1}(z) - e^{2i\theta(x,t,z)\hat{y}(z)}\hat{V}(x, t; z)\rho(z),
\]  

\[
\dot{\hat{W}}(x, t; z)a^{-1}(z) = \hat{V}(x, t; z) + e^{-2i\theta(x,t,z)\hat{y}(z)}\hat{W}(x, t; z)a^{-1}(z)\bar{\rho}(z).
\]  

(3.5a)

(3.5b)

Inserting Eq. (3.5b) into Eq. (3.5a) yields that

\[
\dot{\hat{W}}(x, t; z)a^{-1}(z) = (I_m - \rho(z)\bar{\rho}(z))\hat{V}(x, t; z) + e^{-2i\theta(x,t,z)\hat{y}(z)}\hat{W}(x, t; z)a^{-1}(z)\bar{\rho}(z).
\]  

(3.6)

The Eqs. (3.5a) and (3.6) are written in matrix form

\[
\begin{pmatrix}
\dot{\hat{V}}(x, t; z) \\
\dot{\hat{W}}a^{-1}(z)
\end{pmatrix} = \begin{pmatrix}
I_m & -e^{-2i\theta(x,t,z)\hat{y}(z)} \\
e^{2i\theta(x,t,z)\hat{y}(z)} & I_m - \rho(z)\bar{\rho}(z)
\end{pmatrix} \begin{pmatrix}
\hat{V}(x, t; z) \\
\hat{W}(x, t; z)a^{-1}(z)
\end{pmatrix},
\]  

(3.7)

which leads to the jump condition (3.2). Based on the asymptotic behavior of the modified eigenfunctions and scattering matrix, the condition Eq.(3.4) can be derived.

\[\square\]
3.1. Reconstruction formula

In this section, we will solve the RH problem \((3.2)\), and then use the obtained solution to establish a relationship with the modified eigenfunctions, that is, obtain the expression of the modified eigenfunctions. Finally, we will combine the asymptotic behavior of the modified eigenfunctions to restore the potential \(Q(x,t)\), the solution of the modified KdV equation.

**Lemma 3.2.** Supposing that the functions \(f_\pm(z)\) are the analytic functions in the upper and lower half planes of \(z\), and as \(|z| \to \infty\), then \(f_\pm(z) \to 0\). Considering the Cauchy projection operator

\[
P^\pm f(z) = \frac{1}{2\pi i} \int_{\Sigma} \frac{f(\zeta)}{\zeta - (z \pm i0)} d\zeta,
\]

one has

\[
P^\pm (f_\pm(z)) = \mp f(z), \quad P^\pm (f_\mp(z)) = 0.
\]

where \(\int_{\Sigma}\) represents the integral along the counters shown in Fig. 2.

**Proposition 3.3.** The solution of the RH problem \((3.2)\) under the simple zeros case for the focusing modified KdV equation can be written as

\[
Q(x,t;z) = I_{2m} - \frac{i}{z} \sigma_3 Q + \sum_{n=1}^{2N} \frac{\text{Res} Q^+}{z - \zeta_n} + \sum_{n=1}^{2N} \frac{\text{Res} Q^-}{z - \zeta_n^*} + \frac{1}{2\pi i} \int_{\Sigma} \frac{(Q^\dagger G)(x,t;\xi)}{\xi - z} d\xi,
\]

(3.10)

where \(\zeta_n = z_n\) and \(\zeta_{n+N} = e^{\frac{2}{N}} z_n^*\) for \(n = 1, 2, \ldots, N\).

**Proof.** Subtracting out the asymptotic behaviors and the pole contributions, we can get

\[
Q^+ - I_{2m} + (i/z)\sigma_3 Q^+ - \sum_{n=1}^{2N} \frac{\text{Res} Q^+}{z - \zeta_n} - \sum_{n=1}^{2N} \frac{\text{Res} Q^-}{z - \zeta_n^*} = Q^+ - I_{2m} + (i/z)\sigma_3 Q^+ - \sum_{n=1}^{2N} \frac{\text{Res} Q^+}{z - \zeta_n} - \sum_{n=1}^{2N} \frac{\text{Res} Q^-}{z - \zeta_n^*} - Q^* G,
\]

(3.11)

note that the first four terms on the left side of the Eq.\((3.11)\) are analytic in the region \(D^-\), and the zero point of the fifth term is \(\zeta_n \in D^-\), so the left side of Eq.\((3.11)\) is analytic in \(D^-\), and is \(O(1/z)\) as \(z \to \infty\). Similarly the first four terms on the right side of Eq.\((3.11)\) are analytic in the region \(D^+\), and is \(O(1/z)\) as \(z \to \infty\). Combining with the Lemma \((3.2)\), and applying the projection operator \(P^-\) and \(P^+\) to both ends of the Eq.\((3.11)\), we can get the solution Eq.\((3.10)\). \(\square\)
According to the above analysis, the formal solution of RH problem is obtained. Combining with the definition of the meromorphic function $Q$, we can further recover the modified eigenfunctions by using the asymptotic property of the modified eigenfunctions. Finally, we can get the formal solution of the modified KdV equation (1.2). Also note that Eq. (3.10) depends on the residue conditions at zeros $z = z_n$ and $z = \epsilon k_0^2/z_n^*$ in $D^+$, as well as $z = z_n^*$ and $z = \epsilon k_0^2/z_n$ in $D^-$. Therefore using Eqs. (2.79) and (2.80) yield the following relationships

\[ \text{Res}_{z = z_n} Q^+ = \left( e^{2i(\zeta_n)} \hat{V}(z_n) C_n, \quad 0_{2m \times m} \right), \quad n = 1, 2, \cdots, 2N, \]  
\[ \text{Res}_{z = z_n^*} Q^- = \left( 0_{2m \times m}, \quad e^{-2i(\zeta_n^*)} \hat{V}(z_n^*) \hat{C}_n \right), \quad n = 1, 2, \cdots, 2N. \]  

Substituting Eqs. (3.12a) and (3.12b) into the solution Eq. (3.10) and evaluating the last $m$ columns of the Eq. (3.10) at the points $z = z_n$ and $z = \epsilon k_0^2/z_n^*$, we can get the following equation by comparing with the last $m$ columns of $Q$

\[ \hat{V}(x, t; \zeta_n) = \frac{-iQ_+ / \zeta_n}{I_m^*} + \sum_{j=1}^{2N} \frac{e^{-2i(\zeta, \zeta_j \zeta_n)}}{\zeta - \zeta_j} \hat{V}(x, t; \zeta_j \zeta_n) \hat{C}_j + \frac{1}{2\pi i} \int_\Sigma (Q^+ G)_2(\zeta) \frac{d\zeta}{\zeta - \zeta_n}, \]  

\[ \hat{V}(x, t; \zeta_n^*) = \frac{iQ_+ / \zeta_n^*}{I_m^*} + \sum_{j=1}^{2N} \frac{e^{-2i(\zeta, \zeta_j \zeta_n^*)}}{\zeta^* - \zeta_j} \hat{V}(x, t; \zeta_j \zeta_n^*) C_j + \frac{1}{2\pi i} \int_\Sigma (Q^+ G)_2(\zeta) \frac{d\zeta}{\zeta - \zeta_n^*}, \]  

where $C_i = \hat{C}_i$, for $i = N + 1, N + 2, \cdots, 2N$. Similarly the first $m$ columns of Eq. (3.10) at the points $z = z_n^*$ and $z = \epsilon k_0^2/z_n$ can be obtained by

\[ \hat{V}(x, t; \zeta_n) = \frac{-iQ_+ / \zeta_n}{I_m^*} + \sum_{j=1}^{2N} \frac{e^{-2i(\zeta, \zeta_j \zeta_n)}}{\zeta - \zeta_j} \hat{V}(x, t; \zeta_j \zeta_n) \hat{C}_j + \frac{1}{2\pi i} \int_\Sigma (Q^+ G)_2(\zeta) \frac{d\zeta}{\zeta - \zeta_n}, \]  

where $n = 1, 2, \cdots, N$, $(Q^+ G)_{ij}$ $(j = 1, 2)$ denote the first and last $m$ columns of the product respectively, and $C_i = \hat{C}_i$, for $i = N + 1, N + 2, \cdots, 2N$.

**Proposition 3.4.** The potential $Q(x, t)$ can be determined by

\[ Q(x, t) = Q_+ + i \sum_{n=1}^{2N} e^{-2i(\zeta, \zeta_n \zeta_n^*)} \hat{V}(x, t; \zeta_n) C_n + \frac{1}{2\pi i} \int_\Sigma e^{-2i(\zeta, \zeta_n \zeta_n^*)} \hat{V}(x, t; \zeta_n \zeta_n^*) \hat{C}_n \frac{d\zeta}{\zeta - \zeta_n}. \]  

(3.15)

**Proof.** Taking $Q = Q^+$ and combining with the expression $Q^+(x, t; z) = \left( \hat{W}(x, t; z) \alpha^{-1}(z), \hat{V}(x, t; z) \right)$, one has

\[ Q_+ = \hat{V} \begin{pmatrix} 0_m \\ I_m \end{pmatrix} + \frac{1}{\zeta} \left( \begin{pmatrix} -iQ_+ \\ 0_m \end{pmatrix} + \sum_{n=1}^{2N} e^{-2i(\zeta, \zeta_n \zeta_n^*)} \hat{V}(x, t; \zeta_n) C_n - \frac{1}{2\pi i} \int_\Sigma (Q^+ G)_2(\zeta) \frac{d\zeta}{\zeta - \zeta_n} \right) \]  

(3.16)
as $z \to \infty$, and comparing with the asymptotic behavior Eq. (2.66d) yields

$$Q = Q_+ + i \sum_{n=1}^{2N} e^{-2i\theta(x,t;\zeta_n)}\hat{\mathcal{V}}^{mp}(x,t;\zeta_n)\tilde{C}_n - \frac{1}{2\pi i} \int_{\Sigma} (Q^+G)_{\zeta}(\zeta) \, d\zeta. \quad (3.17)$$

Note from Eqs. (2.22a), (3.1) and the jump matrix (3.3), one has

$$(Q^+G)_{\zeta}(\zeta) = -e^{-2i\theta(x,t;\zeta)}\hat{W}(x,t;\zeta)\alpha^{-1}(\zeta)\rho(\zeta) + \hat{V}(x,t;\zeta)\rho(\zeta)\tilde{\rho}(\zeta). \quad (3.18)$$

Inserting Eq. (3.18) into Eq. (3.17), one has the potential $Q(x,t)$ Eq. (3.15).

Taking a similar approach to $Q = Q^-$, we get

$$Q^+(x,t) = Q_+ - ie \sum_{n=1}^{2N} e^{2i\theta(x,t;\zeta_n)}\hat{\mathcal{V}}^{ln}(x,t;\zeta_n)C_n + \frac{e}{2\pi} \int_{\Sigma} e^{2i\theta(x,t;\zeta)}\hat{\mathcal{V}}^{ln}(x,t;\zeta)\rho(\zeta) \, d\zeta, \quad (3.19)$$

where $(QG)_{\zeta}(\zeta) = e^{2i\theta(x,t;\zeta)}\hat{\mathcal{V}}^{ln}(x,t;\zeta)\rho(\zeta).$ \hfill \(\square\)

According to the construction of the above potential functions $Q(x,t)$ and $Q^+(x,t)$, and considering the asymptotic behavior of the eigenfunctions Eqs. (2.66c) and (2.66d), i.e., $\hat{\mathcal{V}}^{mp} \sim I_m$ and $\hat{\mathcal{V}}^{ln} \sim I_m$ as $x \to \infty$ for $z \in D^-$ and $z \in D^+$, we get the result by comparing the Hermite conjugation of the Eq. (3.15) with Eq. (3.19)

$$\tilde{C}_n = e\bar{C}_n^t, \quad n = 1, 2, \cdots, 2N. \quad (3.20)$$

In addition, the symmetry of potential function also requires that the norming constants satisfy the symmetries

$$C_n^T = C_n, \quad \tilde{C}_n^T = \tilde{C}_n, \quad n = 1, 2, \cdots, 2N. \quad (3.21)$$

3.2. The formal solution of focusing KdV with Reflection-less potential

In this section we will consider soliton solutions of the focusing modified KdV equation with reflection-less potential, i.e., the reflection coefficients $\rho(z) = 0$ and $\tilde{\rho}(z) = 0$ for $z \in \Sigma$. Note for $\rho(z) = \tilde{\rho}(z) = 0$, from the jump condition Eq. (3.2) one has $Q^+ = Q^-$, and then the inverse problem can be transformed to a closed algebraic system. Finally the soliton solutions of the modified KdV equation (1.2) can be derived.

**Proposition 3.5.** The $N$-soliton solutions of the focusing modified KdV equation with reflection-less potential can be written as

$$Q(x,t) = Q_+ + i \sum_{n=1}^{2N} e^{-2i\theta(x,t;\zeta_n)}X_n\bar{C}_n, \quad (3.22)$$

where $X_n$ is determined by Eq. (3.28a).
Proof. Recall that the discrete eigenvalues for the focusing case (2.76a), with \( \zeta_{N+j} = -k_0^2/\zeta_j \) and the symmetries about the norming constants (2.91) and (2.100)

\[
C_0 = -C_0^\dagger, \quad C_N+i = \frac{Q_i^\dagger \tilde{C}_j Q_j^\dagger}{(\zeta_j^*)^2}, \quad (3.23)
\]

for \( j = 1, 2, \ldots, N \) and \( n = 1, 2, \ldots, 2N \). For simplicity, taking the notation

\[
c(x, t; z) = \frac{C_j}{z - \zeta_j}, \quad j = 1, 2, \ldots, 2N.
\]

Note that from the Eq.(3.13), we need to derive the expression of the modified eigenfunctions. Using the Eqs.(3.13) and (3.14) yield that

\[
\hat{V}(x, t; \zeta_n) = \left( \begin{array}{c} -iQ_n/\zeta_n \end{array} \right) + \sum_{j=1}^{2N} e^{-2i(x, t; \zeta_j)} \hat{V}(x, t; \zeta_j) C_j, \quad (3.25a)
\]

\[
\hat{V}(x, t; \zeta_n) = \left( \begin{array}{c} I_m \end{array} \right) + \sum_{j=1}^{2N} e^{-2i(x, t; \zeta_j)} \hat{V}(x, t; \zeta_j) C_j, \quad (3.25b)
\]

which in turn imply that

\[
\hat{V}_p(x; \zeta_j) = -iQ_n/\zeta_j - \sum_{j=1}^{2N} \hat{V}_p(x; \zeta_j) c_j^*(\zeta_j), \quad j = 1, 2, \ldots, 2N, \quad (3.26a)
\]

\[
\hat{V}_p(x; \zeta_n) = I_m + \sum_{j=1}^{2N} \hat{V}_p(x; \zeta_j) c_j(x_n), \quad n = 1, 2, \ldots, 2N, \quad (3.26b)
\]

for brevity, the subscript \( x \) and \( t \) are omitted. Inserting Eq.(3.26a) into Eq.(3.26b), one has

\[
\hat{V}_p(x; \zeta_n) = I_m - iQ_n \sum_{j=1}^{2N} c_j(x_n)/\zeta_j - \sum_{j=1}^{2N} \sum_{l=1}^{2N} \hat{V}_p(x; \zeta_n) c_l^*(\zeta_l) c_j(x_n), \quad n = 1, 2, \ldots, 2N.
\]

(3.27)

In order to get the eigenfunction \( \hat{V}_p(x; \zeta_n) \), we transform Eq.(3.27) into the matrix form. Assume that

\[
X = (X_1, X_2, \ldots, X_{2N})^T, \quad X_n = \hat{V}_p(x; \zeta_n), \quad (3.28a)
\]

\[
Y = (Y_1, Y_2, \ldots, Y_{2N})^T, \quad Y_n = I_m - iQ_n \sum_{j=1}^{2N} c_j(x_n)/\zeta_j, \quad (3.28b)
\]

\[
\Omega = (\Omega_{l,j}), \quad \Omega_{l,j} = \sum_{j=1}^{2N} c_l^*(\zeta_j) c_j(x_n), \quad (3.28c)
\]

32
for \( n, j = 1, 2, \cdots, 2N \). Based on these notations, Eq. (3.27) can be written as

\[
KX = Y, \quad K = I_p + \Omega,
\]

where \( I_p \) is the unity matrix and \( p = 2mN \). The solution (3.22) is proved by substituting the solution obtained from solving Eq. (3.28a) by Cramer’s law into Eq. (3.15) without the reflection-less potential.

In addition, we observe that even if discrete eigenvalues are quartets in the nonzero boundary conditions, the potential function \( Q(x, t) \) is still expressed by \( 2N \) unknowns determined by Eq. (3.27). Moreover, we have

\[
\hat{V}_{up}(x, t; \zeta_n) = -i\zeta_n \bar{V}_{up}(x, t; \zeta_{n+N})Q, \quad \hat{V}_{up}(x, t; \zeta_{n+N}) = -i\zeta_n^* k_0^2 \bar{V}_{up}(x, t; \zeta_n^*) Q, \quad (3.30a)
\]

for all \( n = 1, 2, \cdots, N \).

4. Soliton solutions

In this section, we will give the soliton solutions of the focusing modified KdV equation under the condition that the potential function \( Q(x, t) \) is a scalar and \( 2 \times 2 \) symmetric matrix.

**Theorem 4.1.** Assume that the eigenvalue \( \zeta_1 \in D^+ \) in the upper half plane, namely \( |\zeta_1| > k_0 \) and \( \text{Im} \zeta_1 > 0 \). The potential \( Q(x, t) \) can be given by for \( m = 2 \) and \( N = 1 \)

\[
Q(x, t) = Q_+ - iX_1 e^{-2i\theta(x, t, \zeta_1^*)} C_1^\dagger + \frac{iX_2 e^{-2i\theta(x, t, \zeta_1^*)} Q_+ C_1}{\zeta_1^2} Q_+, \quad (4.1)
\]

where \( X_i \) (\( i = 1, 2 \)) are determined by Eq. (3.28a).

In what following, we will use the residue conditions, discrete eigenvalues and arbitrary norming constants to give the specific expressions of \( X_1 \) and \( X_2 \), and then the potential function \( Q(x, t) \) can also be represented by these data, so as to select the appropriate parameters to study the propagation behavior of the solution. Note that for \( m = 2 \), from Eq. (3.28a) one has

\[
X_1 \left( I_2 + \frac{i}{(\zeta_1^*)^2 + k_0^2} C_1^\dagger Q_+ e^{-2i\theta(\zeta_1)} \right) = I_2 - \frac{i}{\zeta_1} X_2 Q_+ C_1 (\zeta_1^*), \quad (4.2a)
\]

\[
X_2 \left( I_2 - \frac{i}{\zeta_1 + k_0^2} Q_+ C_1 e^{2i\theta(\zeta_1)} \right) = I_2 + \frac{i\zeta_1^*}{k_0} X_1 Q_+ C_2 (\zeta_2^*), \quad (4.2b)
\]
and with the notation Eq. (3.24), \( \xi_{N+j} = -k_0^2/\xi_j^* \) as well as the associated norming constant such that \( C_{N+j} = Q_1^j \tilde{c}_j Q_1^j \). From the Eq. (2.102a) for \( j = 1, 2, \ldots, N \), we have

\[
c_1(\xi_1^*) = \frac{C_1}{\xi_1^* - \xi_1} e^{2i\theta(x,t,\xi_1)}, \quad c_2(\xi_2^*) = \frac{\xi_1}{\xi_1^* k_0^2 (\xi_1^* - \xi_1)} Q_1^j Q_1^j e^{-2i\theta(x,t,\xi_1)}. \tag{4.3}
\]

Obviously the expression of \( X_1 \) and \( X_2 \) can be derived by the Eqs. (4.2)

\[
X_1 = \left[ i - \frac{\xi_1^*}{\xi_1 k_0^2} A_2^{-1} Q_+ c_1(\xi_1^*) \right] \left[ A_1 - \frac{\xi_1}{\xi_1^* k_0^2} Q_+ c_2(\xi_2^*) A_2^{-1} Q_+ c_1(\xi_1^*) \right]^{-1}, \tag{4.4a}
\]

\[
X_2 = \left[ i + \frac{\xi_1^*}{k_0^2} A_2^{-1} Q_+ c_2(\xi_2^*) \right] \left[ A_2 - \frac{\xi_1}{\xi_1^* k_0^2} Q_+ c_1(\xi_1^*) A_2^{-1} Q_+ c_2(\xi_2^*) \right]^{-1}, \tag{4.4b}
\]

where

\[
A_1 = I_2 + \frac{i}{\xi_1^*} Q_1^j e^{2i\theta(\xi_1^*)}, \tag{4.5a}
\]

\[
A_2 = A_1^\dagger = I_2 - \frac{i}{\xi_1^*} Q_+ C_1 e^{2i\theta(\xi_1)}, \tag{4.5b}
\]

and the norming constant \( C_1 \) is

\[
C_1 = \left( \begin{array}{ccc} \xi_1 & \xi_0 & \phi_1 \\ \xi_0 & \xi_2 & \phi_0 \end{array} \right), \tag{4.6}
\]

with \( \phi_i \in \mathbb{C} \) for \( i = 0, 1, 2 \).

4.1. The scalar focusing modified KdV equation

For scalar case, i.e., the \( Q(x,t) = q(x,t) \), then from Eq. (4.1), the NZBCs (1.4) and (1.5), the solution of the focusing modified KdV equation (1.2) can be written as for \( N = 1 \)

\[
q(x,t) = q_+ - i X_1 e^{-2i\theta(\xi_1^*)} q_1^+ + i X_2 e^{2i\theta(\xi_2)} q_1^+ q_2^+, \tag{4.7}
\]

where

\[
X_1 = \left[ 1 - i \frac{A_2^{-1} q_+ c_1(\xi_1^*)}{\xi_1} \right] \left[ A_1 - \frac{\xi_1}{\xi_1^* k_0^2} q_+ c_2(\xi_2^*) A_2^{-1} q_+ c_1(\xi_1^*) \right]^{-1}, \tag{4.8a}
\]

\[
X_2 = \left[ 1 + \frac{i \xi_1^*}{k_0^2} A_2^{-1} q_+ c_2(\xi_2^*) \right] \left[ A_2 - \frac{\xi_1}{\xi_1^* k_0^2} q_+ c_1(\xi_1^*) A_2^{-1} q_+ c_2(\xi_2^*) \right]^{-1}, \tag{4.8b}
\]

\[
A_1 = 1 + \frac{i}{\xi_1^*} Q_1^j q_+ e^{2i\theta(\xi_1^*)}, \quad c_1(\xi_1^*) = \frac{\xi_1}{\xi_1^* - \xi_1} e^{2i\theta(x,t,\xi_1^*)}, \tag{4.8c}
\]

\[
A_2 = 1 - \frac{i}{\xi_1^*} Q_+ e^{2i\theta(\xi_1)}, \quad c_2(\xi_2^*) = \frac{\xi_1}{\xi_1^* k_0^2 (\xi_1^* - \xi_1)} q_1^{+\dagger} q_1^+ e^{-2i\theta(x,t,\xi_1^*)}. \tag{4.8d}
\]
Remark 4.2. Similar to the study of nonlinear Schrödinger equation [45], the Tajiri-Watanabe breather solution [51] will be obtained by taking the eigenvalue $\zeta_1 \in D^+$. When the eigenvalue $\zeta_1$ is on the imaginary axis ($\text{Im}\zeta_1 > k_0$), the Kuznetsov-Ma solution [52, 53] can be obtained. When the eigenvalue is on the circle $C_0$, the Akhmediev breather solution [54] can be obtained.

The dynamic behavior of the one-soliton solution can be expressed as Figure 3 by selecting appropriate parameters

\begin{align}
q(x, t) &= q_+ - ie^{-2i\theta(\zeta_1^*)X_1 C_1^\dagger} - ie^{-2i\theta(\zeta_2^*)X_2 C_2^\dagger} \\
&\quad + \frac{iq_x C_1 q_+}{\zeta_1^2} e^{2i\theta(\zeta_1)} X_3 + \frac{iq_x C_2 q_+}{\zeta_2^2} e^{2i\theta(\zeta_2)} X_4, 
\end{align}

(4.9)

Figure 3. (a1) The bright soliton solution with the parameters $k_0 = 1, z_1 = 2i, q_1 = 1$; (b1) The breather solution with the parameters $k_0 = 1, z_1 = 1 + \frac{3}{2}i, q_1 = 1$; (c1) The soliton solution with the parameters $k_0 = 1, z_1 = \frac{1}{2} + \frac{\sqrt{3}}{2}i, q_1 = 1$; (a1-c1) The propagation view of corresponding solution at different times.

For $N = 2$, the two-soliton solution can be given by the Eq.(3.22), i.e.,
where the $X_i$ ($i = 1, 2, 3, 4$) are determined by

$$X_1 \left( 1 - \frac{i q^2}{k_0^2} q_+ c_3 (\zeta^*_1) \right) = 1 - \frac{1}{\xi_1} X_3 q_+ c_1 (\zeta^*_1) - \frac{1}{\xi_2} X_4 q_+ c_2 (\zeta^*_1) + i \frac{\zeta_1^*}{k_0} X_2 q_+ c_4 (\zeta^*_1), \quad (4.10a)$$

$$X_2 \left( 1 - \frac{i q^2}{k_0^2} q_+ c_4 (\zeta^*_2) \right) = 1 - \frac{1}{\xi_1} X_3 q_+ c_1 (\zeta^*_2) - \frac{1}{\xi_2} X_4 q_+ c_2 (\zeta^*_2) + i \frac{\zeta_1^*}{k_0} X_1 q_+ c_3 (\zeta^*_2), \quad (4.10b)$$

$$X_3 \left( 1 + \frac{1}{\xi_1} q_+ c_1 (\zeta^*_3) \right) = 1 - \frac{1}{\xi_2} X_4 q_+ c_2 (\zeta^*_3) + \frac{i \zeta_1^*}{k_0} X_1 q_+ c_3 (\zeta^*_3) + i \frac{\zeta_2^*}{k_0} X_2 q_+ c_4 (\zeta^*_3), \quad (4.10c)$$

$$X_4 \left( 1 + \frac{1}{\xi_2} q_+ c_2 (\zeta^*_4) \right) = 1 - \frac{1}{\xi_1} X_3 q_+ c_1 (\zeta^*_4) + \frac{i \zeta_1^*}{k_0} X_1 q_+ c_3 (\zeta^*_4) + i \frac{\zeta_2^*}{k_0} X_2 q_+ c_4 (\zeta^*_4). \quad (4.10d)$$

The dynamic behavior of the two-soliton solution can be expressed as Figure 4 by selecting appropriate parameters.

![Figure 4](image)

**Figure 4.** Propagation of the two-soliton solution with the the parameters (a) $k_0 = 1, z_1 = 2i, z_2 = -2 + i/2, C_1 = C_2 = 1$. (b) the wave propagation of the two-soliton solution with $t = -2, t = 0, t = 2.$

4.2. The potential is the symmetric matrix

Similar to the scalar case, in order to obtain the soliton solution for the potential $Q$ is the $2 \times 2$ symmetric matrix, we need to accurately calculate the expressions of $X_1$ and $X_2$. Now for convenience, let’s assume $Q = k_0 I_2$, and from Eqs.(4.6) and (4.7) we have

$$X_1 = \Gamma_1 \Gamma^{-1}_1, \quad X_2 = \Gamma_2 \Gamma^{-1}_2, \quad (4.11a)$$

$$\Gamma_1 = I_2 - h_{11} C_1 - h_{12} I_2, \quad \Gamma_2 = I_2 + h_{21} C_1 - h_{22} I_2, \quad (4.11b)$$

$$\Gamma_1 = I_2 + e^{2i\theta_1} \left( g_{11} C_1 - g_{12} C_1^* C_1 \right), \quad (4.11c)$$

$$\Gamma_2 = I_2 + e^{2i\theta_2} \left( g_{21} C_1 - g_{22} C_1^* C_1 \right). \quad (4.11d)$$
where

\[ h_{11} = \frac{ik_0}{\zeta_1(\zeta_1^* - \zeta_1)} e^{2i\theta(\zeta_1)}, \quad h_{12} = \frac{k_0^2 \det C_1}{\zeta_1(\zeta_1^* - \zeta_1)} e^{4i\theta(\zeta_1)}, \]  
\[ (4.12a) \]

\[ h_{21} = \frac{i \zeta_1}{k_0(\zeta_1^* - \zeta_1)} e^{-2i\theta(\zeta_1)}, \quad h_{22} = \frac{\zeta_1 \det C_1}{(\zeta_1^* - \zeta_1)(\zeta_1^2 + k_0^2)} e^{-4i\theta(\zeta_1)}, \]  
\[ (4.12b) \]

\[ g_{11} = \frac{ik_0}{(\zeta_1^2 + k_0^2)} \left( 1 + \frac{(\zeta_1^*)^2 + k_0^2}{\zeta_1^* + k_0^2} det C_1 e^{4i\theta(\zeta_1)} \right), \]  
\[ (4.12c) \]

\[ g_{21} = -\frac{ik_0}{(\zeta_1^2 + k_0^2)} \left( 1 + \frac{(\zeta_1^*)^2 + k_0^2}{\zeta_1^* + k_0^2} det C_1^\dagger e^{-4i\theta(\zeta_1)} \right), \]  
\[ (4.12d) \]

\[ g_{12} = \frac{1}{(\zeta_1^2 - \zeta_1)^2} \frac{2i e^{2i\theta(\zeta_1)}}{\zeta_1^*}, \quad g_{22} = \frac{1}{(\zeta_1^2 - \zeta_1)^2} \frac{e^{-2i\theta(\zeta_1)}}{\zeta_1^*}, \]  
\[ (4.12e) \]

with

\[ A_1^{-1} = \frac{1}{\sigma_1} \left( I_2 + \frac{ik_0}{(\zeta_1^2 + k_0^2)} e^{-2i\theta(\zeta_1)} \text{cof}(C_1^\dagger) \right), \]  
\[ (4.13a) \]

\[ A_2^{-1} = \frac{1}{\sigma_1} \left( I_2 - \frac{ik_0}{(\zeta_1^2 + k_0^2)} e^{2i\theta(\zeta_1)} \text{cof}(C_1) \right), \]  
\[ (4.13b) \]

\[ \sigma_1 = \det A_1 = 1 + \frac{ik_0}{(\zeta_1^2 + k_0^2)} e^{-2i\theta(\zeta_1)} \text{trace}(C_1^\dagger) - \frac{k_0^2}{((\zeta_1^2 + k_0^2)} e^{-4i\theta(\zeta_1)} \det C_1^\dagger. \]  
\[ (4.13c) \]

Obviously when the matrix \( C_1 \) is rank 1, i.e., \( \det C_1 = 0 \), the above equations can be written as

\[ \Upsilon_1 = I_2 - h_{11} C_1, \quad \Upsilon_2 = I_2 + h_{21} C_1^\dagger, \]  
\[ (4.14a) \]

\[ \Gamma_1 = I_2 + e^{-2i\theta(\zeta_1)} \left( \frac{ik_0}{(\zeta_1^2 + k_0^2)} C_1^\dagger - g_{12} C_1 C_1^\dagger \right), \]  
\[ (4.14b) \]

\[ \Gamma_2 = I_2 + e^{2i\theta(\zeta_1)} \left( -\frac{ik_0}{(\zeta_1^2 + k_0^2)} C_1 - g_{22} C_1 C_1^\dagger \right). \]  
\[ (4.14c) \]

The various soliton solutions can be obtained by using the above expressions. In Fig. 5, for the general discrete eigenvalue \( \zeta_1 \in D^+ \), (\( a1 - c1 \)) show a soliton solution of Eq. (1.2) with the \( 2 \times 2 \) symmetric matrix \( Q \) Eq. (1.3) when the norming constant is a full rank matrix, and (\( a2 - c2 \)) are the propagation views of the corresponding soliton solution at different times. The difference between Fig. 6 and Fig. 5 is that the norming constant is not a full rank matrix but is equal to one. In Appendix D, we discuss the large \( x \) asymptotic behavior when the norming constant \( \det C_1 = 0 \) and \( \det C_1 \neq 0 \).
Figure 5. (a1-c1) The breather wave of the solution Eq.(4.1), i.e., three components \((q_0, q_1, q_2)\) with \(Q_s = I_2, \xi_1 = 1 + 3i/2, q_1 = r_0 \equiv 1, q_2 = 3\), then \(\det C_1 \neq 0\). (a2-c2) The propagation view of soliton solution in different time.

Figure 6. (a1-c1) The breather wave of the solution Eq.(4.1), i.e., three components \((q_0, q_1, q_2)\)
with \( Q_1 = L_2, \zeta_1 = 1 + 3i/2, \varphi_1 = 1, \varphi_0 = i, \varphi_2 = -1 \), then \( \det C_1 = 0 \). \( \text{(a2-c2)} \) the propagation view of soliton solution in different time.

In Figs 7 and 8, we present the soliton solutions when the discrete eigenvalue \( z_1 \in D^+ \) is purely imaginary \( (z_1 = iZ, Z > k_0) \). Similar to the Figs 5 and 6, the two cases are discussed including \( \det C_1 = 0 \) and \( \det C_1 \neq 0 \).

\textbf{Figure 7. (a1-b1)} The bright soliton solution, \( \text{(c1)} \) the bright-dark soliton solution i.e., three components \( (q_0, q_1, q_2) \) with \( Q_1 = L_2, \zeta_1 = 3i/2, \varphi_1 = 1, \varphi_0 = i, \varphi_2 = -1 \), then \( \det C_1 = 0 \). \( \text{(a2-c2)} \) the propagation view of soliton solution in different time.
Figure 8. (a1) The propagation view of soliton solution in different time.

In what follows, the soliton solution of Eq. (1.2) will be derived based on Eq. (4.9) for \( N = 2 \) shown in Figure 9. Note that the propagation view of soliton solution in different time.

\[
\begin{align*}
X_1 \left(1 - \frac{i\xi_1}{k_0} Q_+ c_3(\zeta^i)\right) &= 1 - \frac{X_3 Q_+}{\xi_1} c_1(\zeta^i) - \frac{X_4 Q_+}{\zeta_2} c_2(\zeta^i) + \frac{iX_3 Q_+}{k_0} c_4(\zeta^i), \quad (4.15a) \\
X_2 \left(1 - \frac{i\xi_2}{k_0} Q_+ c_1(\zeta^i)\right) &= 1 - \frac{X_4 Q_+}{\xi_2} c_1(\zeta^i) + \frac{iX_4 Q_+}{k_2} c_2(\zeta^i) + \frac{iX_3 Q_+}{k_0} c_3(\zeta^i), \quad (4.15b) \\
X_3 \left(1 + \frac{1}{\xi_1} Q_+ c_1(\zeta^i)\right) &= 1 - \frac{X_3 Q_+}{\xi_1} c_1(\zeta^i) - \frac{iX_3 Q_+}{k_0} c_3(\zeta^i) + \frac{iX_3 Q_+}{k_0} c_4(\zeta^i), \quad (4.15c) \\
X_4 \left(1 + \frac{1}{\xi_2} Q_+ c_2(\zeta^i)\right) &= 1 - \frac{X_3 Q_+}{\xi_2} c_1(\zeta^i) + \frac{iX_3 Q_+}{k_0} c_3(\zeta^i) + \frac{iX_3 Q_+}{k_2} c_4(\zeta^i). \quad (4.15d)
\end{align*}
\]

with

\[
\begin{align*}
c_1(\zeta^i) &= \frac{C_1}{\zeta^i - \xi_1} e^{2i\theta(\zeta^i)}, \quad c_1(\zeta^2) = \frac{C_1}{\zeta^2 - \xi_1} e^{2i\theta(\zeta^2)}, \\
c_1(\zeta^3) &= -\frac{\xi_1 C_1}{k_0^2 + \xi_1^2} e^{2i\theta(\zeta^3)}, \quad c_1(\zeta^4) = -\frac{\xi_2 C_1}{k_1^2 + \xi_1 \xi_2} e^{2i\theta(\zeta^4)}, \\
c_2(\zeta^i) &= \frac{C_2}{\zeta^i - \xi_2} e^{2i\theta(\zeta^i)}, \quad c_2(\zeta^2) = \frac{C_2}{\zeta^2 - \xi_2} e^{2i\theta(\zeta^2)}, \\
c_2(\zeta^3) &= \frac{\xi_1 C_2}{k_0^2 + \xi_1 \xi_2} e^{2i\theta(\zeta^3)}, \quad c_2(\zeta^4) = \frac{\xi_2 C_2}{k_1^2 + \xi_1 \xi_2} e^{2i\theta(\zeta^4)}, \\
c_3(\zeta^i) &= -\frac{Q_i^1 C_1^i Q_i^2}{\zeta^i [k_0^2 + (\zeta^i)^2]} e^{2i\theta(\zeta^i)}, \quad c_3(\zeta^2) = -\frac{Q_i^1 C_1^i Q_i^2}{\zeta^2 [k_0^2 + (\zeta^i)^2]} e^{2i\theta(\zeta^2)}, \\
c_3(\zeta^3) &= \frac{\xi_1 Q_i^1 C_1^i Q_i^2}{\zeta^3 [k_0^2 + (\zeta^i)^2]} e^{2i\theta(\zeta^3)}, \quad c_3(\zeta^4) = \frac{\xi_2 Q_i^1 C_1^i Q_i^2}{\zeta^4 [k_0^2 + (\zeta^i)^2]} e^{2i\theta(\zeta^4)},
\end{align*}
\]
Now we just discuss the special case for the norming constants $C_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $C_2 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$, and give the soliton solution $q_1$ as example for $N = 2$ shown in Fig 9 due to under the conditions $C_1$ and $C_2$, the solution of the equations about the $q_0$ and $q_2$ are not related to eigenvalue $z_2$, namely

Figure 9. Propagation of the solution with the the parameters $k_0 = 1, z_1 = -2i, z_2 = 2 + 2i$. (a) the two-soliton solution. (b) the wave propagation of the two-soliton solution with $t = 0$.

5. Conclusions and discussions

We have systematically established the inverse scattering theory of the focusing and defocusing mmKdV equation with nonzero boundary conditions at infinity. In the direct scattering problem, the properties of the Jost eigenfunctions and the scattering matrix have established, including analytical, asymptotic and symmetrical. According to the analysis of Jost eigenfunctions and scattering data, we have introduced the meromorphic functions to establish a suitable RH problem. We have used Cauchy projection operator and Plemelj’s formula to solve this RH problem to reconstruct the modified eigenfunction, and then used these results and the asymptotic behaviours of the modified eigenfunctions to construct the potential function of mmKdV equation. Finally, we have given the exact solution of the mmKdV equation with no reflection.

In order to study the dynamic behavior of the solution of the mmKdV equation, we have studied in detail in two cases, including the scalar form and the potential function is a $2 \times 2$ symmetric matrix. In addition, we have analyzed that the value of NZBCs at infinity can be arbitrarily selected under the condition that the Eq.(1.2) is satisfied.
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Appendix A. Proof of Eqs 4.11:

From the Eqs. (4.3a)-(4.5b), one has

\[ X_1 = \left[ I_2 - \frac{i}{\xi_1} A_2^{-1} Q_+ c_1(\zeta_1^+) \right] \left[ A_1 - \frac{\zeta_1^+}{\xi_1 k_0^2} Q_+ c_2(\zeta_2^+) A_2^{-1} Q_+ c_1(\zeta_1^+) \right]^{-1} \triangleq \Gamma_1 T_1^{-1}, \]

where

\[ \Gamma_1 = A_1 - \frac{\zeta_1^+}{\xi_1 k_0} Q_+ c_2(\zeta_2^+) A_2^{-1} Q_+ c_1(\zeta_1^+) \]

\[ = I_2 + \frac{ik_0^2 C_1}{(\zeta_1^+)^2 + k_0^2} e^{-2i\theta(\zeta_1^+)} I_2 - \frac{C_1^2}{(\zeta_1^+)^2} \frac{1}{\sigma_1} \left( I_2 - \frac{ik_0}{\zeta_1^+ + k_0^2} e^{2i\theta(\zeta_1^+)} \text{cof}(C_1) \right) \frac{1}{\zeta_1^+ - \xi_1} e^{2i\theta(\zeta_1^+)} \]

The \( X_2 \) can be proved in the same way.

Appendix B. The boundary condition \( Q_+ \)

In this Appendix, we will explain the reason why the boundary value condition \( Q_+ \) can be chosen \( k_0 I_m \) as \( x \to +\infty \) generally.
Note that whether the solution $Q(x, t)$ of the Eq. (1.2) is left-multiplication or right-multiplication by an arbitrary constant unitary matrix, it is still the solution of the Eq. (1.2). Thus for the potential $Q$ with an arbitrary condition $Q_+$ as $x \to +\infty$, without loss of generality we can introduce a new potential $\tilde{Q} = BQC$ satisfying $\tilde{Q} = k_0I_m$, where $B$ and $C$ are the arbitrary constant unitary matrix. It’s not difficult to verify that $\tilde{Q}$ is the solution of the Eq. (1.2) and means that $BQC = k_0I_m$. Obviously one has

$$\tilde{Q}(x, t) = BQ(x, t)(Q_+^\dagger/k_0)B^\dagger.$$  

In addition, the new potential $\tilde{Q}$ is symmetric matrix, which leads to

$$Q(x, t) = B^\dagger B^T(Q_+^\dagger/k_0)Q(x, t)B^T B(Q_+/k_0).$$  \hspace{1cm} (B1)

Note (B1) is satisfied when $B^T B = Q_+^\dagger/k_0$ and the Takagi’s factorization algorithm can guarantee the existence of $B$.

### Appendix C. The trace formula and theta condition

The so-called trace formula is to use the scattering data including the discrete eigenvalues and reflection coefficients to represent the scattering coefficients for the scalar equation as shown in Ref. [55]. Moreover, when under non-zero boundary conditions, the trace formula can also show the asymptotic phase difference of the potential function and the scattering data, that is, theta condition in Refs. [43, 45]. For vector or matrix type partial differential equations (PDE), there are similar trace formula and theta condition, but it should be noted that for matrix PDE, reconstruction of the scattering data $a(z)$ and $\bar{a}(z)$ is more difficult based on this fact the Eqs. (2.36) and (2.56) need to be decomposed. Therefore we next derive the trace formula for $\det a(z)$, which gives a weak version of theta condition for the focusing modified KdV equation. The defocusing modified KdV equation can be shown in a similar way.

**Simple zeros:** Assume that the set Eq. (2.76a) is the simple zeros of $\det a(z)$. Recalling the Proposition 2.4, one has that $z = z_n$ and $z = -k_0^2/z_n^*$ are the zeros of $\det a(z)$, which is analytic in $D^+$, and that $z = z_n^*$ and $z = -k_0^2/z_n$ are the zeros of $\det \bar{a}(z)$, which is analytic in $D^-$. Then we introduce

$$\theta^+(z) = \det a(z) \prod_{n=1}^N \frac{(z - z_n^*)(z + q_0^2/z_n)}{(z - z_n)(z + q_0^2/z_n^*)},$$  \hspace{1cm} (5.1)

$$\theta^-(z) = \det \bar{a}(z) \prod_{n=1}^N \frac{(z - z_n)(z + q_0^2/z_n^*)}{(z - z_n^*)(z + q_0^2/z_n)},$$  \hspace{1cm} (5.2)
which are analytic in $D^+$ and $D^-$ respectively, and have no zeros point in their respective regions $D^\pm$. Note that $\det S(z) = 1$ and the asymptotic behavior of $S(z)$ as $z \to \infty$ we have

$$\Theta^+(z)\Theta^-(z) = \det \left( I_m + \rho^i(z)\rho(z) \right)^{-1}, \quad z \in \Sigma,$$

which can be written as a scalar RH problem

$$\log \Theta^+(z) - \log(1/\Theta^+(z)) = -\log \det \left( I_m + \rho^i(z)\rho(z) \right), \quad z \in \Sigma.$$

Combining Lemma 3.2, we can get the solution of the RH problem

$$\log \Theta^+(z) = \pm \frac{1}{2\pi i} \int_{\Sigma} \frac{\det \left( I_m + \rho^i(z)\rho(z) \right)}{\zeta - z} d\zeta.$$

Then the trace formula can be given

$$\det a(z) = \exp \left( -\frac{1}{2\pi i} \int_{\Sigma} \frac{\det \left( I_m + \rho^i(z)\rho(z) \right)}{\zeta} \right) \prod_{n=1}^{N} \frac{1}{(z - z_n)(z + q_1^2/z_0)}.$$

Using the asymptotic behavior of the scattering matrix Eq. (2.73) as $z \to 0$ one has that

$$\det a(z) = \frac{1}{k_0} \det Q_+ \det Q^-,$$

and that

$$\det Q_+ \det Q^- = k_0^{2m} \exp \left( -\frac{1}{2\pi i} \int_{\Sigma} \frac{\det \left( I_m + \rho^i(z)\rho(z) \right)}{\zeta} d\zeta \right) \prod_{n=1}^{N} e^{i\delta_n},$$

where the $\delta_n$ represents the phase of $z_n$, namely $z_n = |z_n|e^{i\delta_n}$.

In addition from the condition Eq. (1.5), we known that $\det Q_+ = k_0^m$. When we take the notation

$$\det Q_+ = k_0^m e^{i\theta_+}, \quad \det Q_- = k_0^m e^{-i\theta_-},$$

then the $\Theta$-condition can be derived

$$\det Q_+ \det Q^- = k_0^{2m} e^{i\theta_+} e^{-i\theta_-} = k_0^{2m} \exp \left( -\frac{1}{2\pi i} \int_{\Sigma} \frac{\det \left( I_m + \rho^i(z)\rho(z) \right)}{\zeta} d\zeta \right) \prod_{n=1}^{N} e^{i\delta_n},$$

which can reduce to

$$\theta_+ - \theta_- = \frac{1}{2\pi} \int_{\Sigma} \det \left( I_m + \rho^i(z)\rho(z) \right) \frac{d\zeta}{\zeta} + 4 \sum_{n=1}^{N} \delta_n.$$
**Double zeros:** Assume that the discrete spectrum are the double zeros, which means that \( \det a(z_n) = \det a'(z_n) = 0 \) and \( \det a''(z_n) \neq 0 \). Similar to the simple zeros case, introducing two analytic functions \( \vartheta^\pm(z) \) which have no zero point in \( D^\pm \) respectively

\[
\vartheta^+(z) = \det a(z) \prod_{n=1}^{N} \frac{(z - z_n^+)^2(z + q_0^+/z_n^+)^2}{(z - z_n^-)^2(z + q_0^-/z_n^-)^2},
\]
\[
\vartheta^-(z) = \det a(z) \prod_{n=1}^{N} \frac{(z - z_n^-)^2(z + q_0^-/z_n^-)^2}{(z - z_n^+)^2(z + q_0^+/z_n^+)^2},
\]

we finally get the trace formula and \( \theta \)-condition

\[\det a(z) = \exp \left( -\frac{1}{2\pi i} \int_{\Sigma} \frac{\det (I_m + \rho(z)p(z))}{\xi - z} \, d\xi \right) \prod_{n=1}^{N} \frac{(z - z_n^+)^2(z + q_0^+/z_n^+)^2}{(z - z_n^-)^2(z + q_0^-/z_n^-)^2}\]

and

\[\theta_+ - \theta_- = \frac{1}{2\pi} \int_{\Sigma} \det (I_m + \rho(z)p(z)) \frac{d\xi}{\xi} + 8 \sum_{n=1}^{N} \delta_n\]

**Appendix D. Phase difference of one-soliton solution as \( x \to \pm \infty \)**

In this appendix, we will consider the asymptotic behavior of the one-soliton solution of the equation under the condition \( \det C_1 = 0 \) or \( \det C_1 \neq 0 \) as \( x \to \pm \infty \). Resorting to the Eq.(2.15) \( \theta(x, t; z) = \lambda(z) \left( x + (4k^2(z) + 2k_0^2)t \right) \), and the Eq.(7.9) for \( \epsilon = -1 \), one has

\[\lambda(z_n) = \frac{1}{2} \left( z_n + \frac{k_0^2}{z_n} \right) = \frac{1}{2} \frac{|z_n|^2 z_n + z_n^* k_0^2}{|z_n|^2} = \frac{1}{2} \left( z_n + \frac{z_n^* k_0^2}{|z_n|^2} \right)\]

\[\Rightarrow \Im \lambda(z_n) = \frac{1}{2} \left( \Im z_n \right) \left( 1 - \frac{k_0^2}{|z_n|^2} \right) = -\Im \lambda(z_n^*),\]

where \( z_n \in \Sigma \) and we know that \( e^{2i\lambda(z_n)} \) and \( e^{-2i\lambda(z_n^*)} \) grow exponentially as \( x \to -\infty \), and decay exponentially as \( x \to +\infty \). In addition, as \( x \to +\infty \) using the Eqs.(4.11), (4.12) and (4.13) yield that \( \sigma_1 \to 1 \), and that \( \Upsilon_1, \Upsilon_2, \Gamma_1, \Gamma_2, X_1 \) and \( X_2 \to I_2 \), so \( Q(x, t) \to Q_+ \). In what follows, we discuss the asymptotic behavior as \( x \to -\infty \). Note that there are two cases at this time, i.e., \( \det C_1 = 0 \), and \( \det C_1 \neq 0 \).
For the case $\det C_1 = 0$:

$$
\begin{align*}
\sigma_1 &= \frac{ik_0}{(\zeta_1^*)^2 + k_0^2} e^{-2i\theta(C_1^\dagger)} \trace(C_1^\dagger), \\
\Upsilon_1 &= I_2 + \frac{\zeta_1^* + k_0^2}{\zeta_1^* - \zeta_1} \trace(C_1^\dagger), \\
\Upsilon_2 &= I_2 + \frac{\zeta_1((\zeta_1^*)^2 + k_0^2)^2}{k_0^2(\zeta_1^* - \zeta_1) \trace(C_1^\dagger)}, \\
\Gamma_1 &= \frac{ik_0}{(\zeta_1^*)^2 + k_0^2} C_1^\dagger \left( I_2 - \frac{|\zeta_1^* + k_0^2|^2}{k_0^2(\zeta_1^* - \zeta_1) \trace(C_1^\dagger)} C_1^\dagger \right) e^{-2i\theta(C_1^\dagger)}, \\
\Gamma_2 &= \frac{ik_0}{\zeta_1^* + k_0^2} C_1^\dagger \left( I_2 - \frac{|\zeta_1^* + k_0^2|^2}{k_0^2(\zeta_1^* - \zeta_1) \trace(C_1^\dagger)} C_1^\dagger \right) e^{2i\theta(C_1^\dagger)}.
\end{align*}
$$

For the case $\det C_1 \neq 0$:

$$
\begin{align*}
\sigma_1 &= -\frac{k_0^2}{(\zeta_1^*)^2 + k_0^2} e^{-2i\theta(C_1^\dagger)} \det(C_1^\dagger), \\
\Upsilon_1 &= \frac{|\zeta_1^*|^2 + k_0^2}{\zeta_1^* - \zeta_1} I_2, \\
\Upsilon_2 &= \frac{\zeta_1^* |(\zeta_1^*)^2 + k_0^2|^2}{k_0^2(\zeta_1^* - \zeta_1)} I_2, \\
\Gamma_1 &= -\frac{i(|\zeta_1^*|^2 + k_0^2)^2}{k_0(\zeta_1^* - \zeta_1)^2(\zeta_1^*)^2 + k_0^2} C_1^\dagger e^{-2i\theta(C_1^\dagger)}, \\
\Gamma_2 &= \frac{i(|\zeta_1^*|^2 + k_0^2)^2}{k_0(\zeta_1^* - \zeta_1)^2(\zeta_1^*)^2 + k_0^2} C_1^\dagger e^{2i\theta(C_1^\dagger)}.
\end{align*}
$$

For the case $\det C_1 \neq 0$, according to the asymptotic property obtained above, we can deduce the asymptotic property of $X_1 = \Upsilon_1 \Gamma_1^{-1}$ and $X_2 = \Upsilon_2 \Gamma_2^{-1}$ and judge that they are exponentially decaying so as to further analyze the phase difference between potential function $Q(x, t)$ and boundary value condition $Q_\pm$ as $x \to -\infty$. From the Eq. (4.1)

$$
Q(x, t) = k_0 I_2 - i\Gamma_1 \Gamma_1^{-1} e^{-2i\theta(x, t, \zeta_1^*)} C_1^\dagger + \frac{ik_0^2}{\zeta_1} \Upsilon_2 \Gamma_2^{-1} C_1 e^{2i\theta(x, t, \zeta_1^*)}
$$

$$
= k_0 I_2 + I_2 \frac{k_0(\zeta_1^* - \zeta_1) \left[ (\zeta_1^*)^2 + k_0^2 + \zeta_1^{-1} \zeta_1^* (\zeta_1^*)^2 + k_0^2 \right]}{k_0(|\zeta_1^*|^2 + k_0^2)}
$$

$$
= e^{-4i\zeta_1} k_0 I_2,
$$

which in turn implies

$$
Q(x, t) \sim Q_\pm \sim e^{-4i\zeta_1} k_0 I_2,
$$
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where $\tau$ denotes the phase of the $\zeta_1$.

For the case $\det C_1 = 0$, from the Eqs. (4.11c) and (4.11d) we have

$$
\Gamma^{-1}_1 = \frac{1}{\Delta_i} \left[ I_2 + e^{-2i\theta(\zeta^*_1)} \text{cof} \left( \frac{ik_0}{(\zeta^*_1)^2 + k_0^2} I_2 - \frac{1}{(\zeta_1 - \zeta_1^*)^2} \frac{e^{2i\theta(\zeta_1)}}{\sigma_1} C_1 \text{cof}(C_1^\dagger) \right) \right], \\
\Gamma^{-1}_2 = \frac{1}{\Delta_i} \left[ I_2 + e^{-2i\theta(\zeta^*_1)} \text{cof} \left( \frac{ik_0}{\zeta_1^2 + k_0^2} I_2 - \frac{1}{(\zeta_1 - \zeta_1^*)^2} \frac{e^{2i\theta(\zeta_1)}}{\sigma_1} C_1 \text{cof}(C_1) \right) \right], \\
\Delta_1 = 1 + e^{-2i\theta(\zeta_1^*)} \text{trace} \left( \frac{ik_0}{(\zeta_1^*)^2 + k_0^2} C_1 - \frac{1}{(\zeta_1 - \zeta_1^*)^2} \frac{e^{2i\theta(\zeta_1)}}{\sigma_1} C_1 C_1^\dagger \right).
$$

Note that $\det C_1 = 0$ yields that $\text{cof}(C_1)C_1 = \text{cof}(C_1^\dagger)C_1^\dagger = 0$. Therefore as $x \to -\infty$, one has

$$
\sigma_1 \sim \frac{ik_0}{(\zeta_1^*)^2 + k_0^2} e^{-2i\theta(\zeta^*_1)} \text{trace}(C_1^\dagger), \\
\sigma_1^* \sim -\frac{ik_0}{\zeta_1^2 + k_0^2} e^{-2i\theta(\zeta^*_1)} \text{trace}(C_1),
$$

and then

$$
\Delta_1 \sim e^{-2i\theta(\zeta_1^*)} \text{trace} \left[ \frac{ik_0}{(\zeta_1^*)^2 + k_0^2} C_1^\dagger + \frac{1}{(\zeta_1^* - \zeta_1)^2} \frac{\zeta_1^2 + k_0^2}{ik_0 \text{trace}(C_1)} C_1 \right] \pm e^{-2i\theta(\zeta_1^*)} \Delta_1.
$$

As a consequence, the asymptotic behaviour of the one-soliton solution can be derived by as $x \to -\infty$ for $\det C_1 = 0$, i.e.,

$$
Q(x, t) = k_0 I_2 - i\Gamma_1 \Gamma_1^{-1} C_1 e^{-2i\theta(\zeta^*_1)} + \frac{ik_0^2}{\zeta_1^*} \Gamma_2 \Gamma_2^{-1} C_1 e^{2i\theta(\zeta^*_1)} \\
\sim Q_+ - \frac{1}{\Delta_1} \left[ I_2 + \frac{\zeta_1^2 + k_0^2 C_1}{\zeta_1^* (\zeta_1^* - \zeta_1)} C_1^\dagger e^{-2i\theta(\zeta^*_1)} + \frac{1}{\Delta_i} \left[ I_2 + \frac{\zeta_1^*(\zeta_1^*)^2 + k_0^2}{k_0^2 (\zeta_1^* - \zeta_1) \text{trace}(C_1^\dagger)} C_1^\dagger \right] \frac{k_0^2 C_1}{\zeta_1^*} e^{2i\theta(\zeta^*_1)} \right] \\
\sim Q_+ - \frac{ic_1^*}{\Delta_1} \frac{ik_0(\zeta_1^*)^2 + k_0^2}{\zeta_1^* (\zeta_1^* - \zeta_1) \text{trace}(C_1^\dagger) (\Delta_i)^*} (C_1) C_1^\dagger + C_1 C_1^\dagger + \frac{ik_0^2 C_1}{\zeta_1^*(\Delta_i)^*}.
$$
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