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I. INTRODUCTION

The proximity force approximation (PFA) is one of the basic methods for calculation of Casimir and van der Waals forces between non-planar surfaces. Although it appeared more than 70 years ago, corrections beyond PFA, which gives the leading order only, were not known. Only with the new method of the Casimir force calculation, based on the multiple scattering formalism in conjunction with Krein’s formula [1] or on a path integral quantization with a partial wave expansion [2], it became possible to calculate corrections beyond PFA. Using an asymptotic expansion, analytic corrections were calculated, first for a cylinder in front of a plane [3], later for a sphere in front of a plane [4, 5]. At the same time, numerical approximations to these corrections were obtained [6].

The method, used in [1, 2], results in a representation of the vacuum energy for a sphere in front of a plane (see Fig. 1),

$$E = \frac{1}{2\pi} \int_0^\infty d\xi \, \text{Tr} \ln (1 - M),$$

where $\xi$ is the imaginary frequency and $M$ is composed of the scattering T-matrix of the sphere (see below). In [1], the trace is over orbital momenta, $l = 0, 1, \ldots$ and $m = -l, \ldots, l$. In case the ratio

$$\varepsilon = \frac{d}{R}$$

of the separation to the radius of the sphere is not small, the sums and the integral in [1] converge rapidly allowing for an easy numerical evaluation of the vacuum energy and of the Casimir force. On the contrary, if $\varepsilon$ becomes small, i.e. for close separation, higher orders of the orbital momenta need to be accounted for. As a consequence, the numerical evaluation could be done down to $\varepsilon \sim 0.1$ only.

The analytic method [3, 4, 5] makes an asymptotic expansion of [1] for $\varepsilon \to 0$. This involves a substitution of the sums by integrals, a change of variables and an asymptotic expansion of $M$ (involving Bessel functions and Clebsch-Gordan coefficients).

For a cylinder in front of a plane, this method was verified independently in [7] (and generalized to finite temperature). Regrettably, for a sphere in front of a plane, for Neumann boundary conditions and for the electromagnetic case, the results of [4, 5] could not be confirmed. In fact, a sign error was found and it is the aim of the present paper, to point to the place where it occurred and to give the correct results following from this method.
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In the following two sections the corrections beyond PFA are recalculated for the scalar field and for the electromagnetic field. The last section contains the conclusions together with a comparison with further methods. Throughout the paper we use units with \( \hbar = c = 1 \).

II. SCALAR FIELD

![FIG. 1: The configuration of a sphere in front of a plane.](image)

Following [5], let the radius of the sphere be \( R \), and the distance from the center of the sphere to the plane be \( L \). Then the distance between the sphere and the plane is \( L - R \), which we denote by \( d \) (see Fig. 1).

For a scalar field \( \varphi \), the Casimir interaction energy is given by [2, 4, 5]:

\[
E^{XY} = \frac{1}{2\pi} \int_{0}^{\infty} d\xi \; \text{Tr} \ln \left( 1 - (-1)^x N^Y(\xi) \right).
\]

Here we follow the notations in [5]. The first index denotes the boundary conditions on the plane. For Dirichlet boundary conditions, \( X = D \) and \( x = 0 \). For Neumann boundary conditions, \( X = N \) and \( x = 1 \). The second index denotes the boundary conditions on the sphere. \( Y = D \), \( N \) and \( R \) for Dirichlet, Neumann and general Robin boundary conditions respectively. The trace \( \text{Tr} \) is the orbital momentum sum,

\[
\text{Tr} = \sum_{m=-\infty}^{\infty} \sum_{l=|m|}^\infty,
\]

and the matrix \( N^Y \) is given by

\[
N^Y_{l,l'}(\xi) = \sqrt{\frac{\pi}{4\xi L}} \sum_{l''=|l-l'|}^{l+l'} K_{l''+1/2}(2\xi L) H^{l''}_{ll'} d_l^Y(\xi R).
\]

Here,

\[
H^{l''}_{ll'} = \sqrt{(2l+1)(2l'+1)(2l''+1)} \begin{pmatrix} l & l' & l'' \\ 0 & 0 & 0 \\ m & -m & 0 \end{pmatrix},
\]

involves 3j-symbols and the function \( d_l^Y(\xi R) \) depends on the boundary conditions on the sphere. For Dirichlet boundary conditions, i.e., \( \varphi |_{r=R} = 0 \), it is given by

\[
d^D_l(\xi R) = \frac{I_{l+1/2}(\xi R)}{K_{l+1/2}(\xi R)}.
\]
whereas for general Robin boundary conditions with parameter $\alpha$, i.e., $r \partial_r \varphi + \alpha \varphi |_{r=R} = 0$, it is given by
\[
d_i^R(\xi R) = \frac{u I_{l+1/2}(\xi R) + \xi R I'_{l+1/2}(\xi R)}{u K_{l+1/2}(\xi R) + \xi R K'_{l+1/2}(\xi R)}.
\]
The parameter $u$ is related to the Robin parameter $\alpha$ by $u = \alpha - 1/2$. $\alpha = 0$ or equivalently, $u = -1/2$, corresponds to the Neumann boundary conditions. In these formulas, $I_{\nu}(z)$ and $K_{\nu}(z)$ are the modified Bessel functions.

The asymptotic expansion for the Casimir energy when $\varepsilon = d/R \ll 1$ can be computed in the same way as explained in [4-5]. First make a substitution $\xi \rightarrow \xi R$ and expand the logarithm in (6) to obtain
\[
E^{XY} = -\frac{1}{2\pi R} \sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{s+1} \int_0^\infty d\xi \sum_{m=-\infty}^{\infty} \sum_{l=|m|}^{\infty} \left( \prod_{j=1}^{s} \sum_{i_j=|m|-l}^{\infty} \right) \left( \prod_{i=0}^{s} N_{l+i,l+i+1}^{XY} \right).
\]
The main contribution to the energy comes from $l \sim l_1 \sim \ldots \sim l_s$. Replacing $l_i, i = 1, \ldots, s$ by $l + \tilde{l}_i$, one can rewrite (6) as
\[
E^{XY} = -\frac{1}{2\pi R} \sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{s+1} \int_0^\infty d\xi \sum_{m=-\infty}^{\infty} \sum_{l=|m|}^{\infty} \left( \prod_{j=1}^{s} \sum_{i_j=|m|-l}^{\infty} \right) \left( \prod_{i=0}^{s} N_{l+i,l+i+1}^{XY} \right),
\]
with the understanding that $\tilde{l}_0 = \tilde{l}_{s+1} = 0$. Using the Debye asymptotic expansions for the modified Bessel functions, one can show that the leading contribution comes from $l \sim \varepsilon^{-1}$, $l_i \sim \varepsilon^{-1/2}$, $m \sim \varepsilon^{-1/2}$, and $\xi \sim \varepsilon^{-1}$. This motivates to replace the summations by corresponding integrations, dropping only exponentially small contributions, and to make the substitutions,
\[
\xi = \frac{t}{\varepsilon} \sqrt{1 - \tau^2}, \quad l = \frac{t \tau}{\varepsilon}, \quad m = \sqrt{\frac{t \tau}{\varepsilon} \mu}, \quad \tilde{l}_i = \sqrt{\frac{4t}{\varepsilon} \mu} (i = 1, \ldots, s).
\]
One then obtains the following expression for the Casimir energy,
\[
E^{XY} = -\frac{R}{4\pi d^2} \sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{s+1} \int_0^\infty dt \int_0^1 \frac{d\tau}{\sqrt{1 - \tau^2}} \int_{-\sqrt{\frac{t}{\varepsilon} \mu}}^{\sqrt{\frac{t}{\varepsilon} \mu}} \int_{-\sqrt{\frac{t}{\varepsilon} \mu}}^{\sqrt{\frac{t}{\varepsilon} \mu}} \prod_{j=1}^{s} \int_{n_0}^{\infty} dn_j \left( \prod_{i=0}^{s} N_{l+i,l+i+1}^{XY} \right) Z^Y,
\]
where
\[
n_0 = -\frac{\tau}{2} \sqrt{\frac{t}{\varepsilon} + \frac{1}{\varepsilon^2} |\mu| \sqrt{\tau}},
\]
and
\[
Z^Y = \prod_{i=0}^{s} \left( \sqrt{4\pi t \varepsilon} N_{l+i,l+i+1}^{XY} \right).
\]
For the first two leading terms of the Casimir energy, one can set $\varepsilon \rightarrow 0^+$ directly in the integration limits for $\mu$ and $n_j$, and expand $Z$ up to terms of order $\varepsilon$. For the term $H_{l_i}^{(\nu)}$ defined by [5], it is nonzero only if $l + l' + l''$ is even. Using the substitution
\[
l'' = l + l' - 2\nu,
\]
the summation over $l''$ in (11) becomes summation over $\nu$ from $\nu = 0$ to $\nu = \min\{l,l'\}$. Since $l,l' \sim \varepsilon^{-1}$, the upper limit for the $\nu$-summation can be replaced by $\infty$. For the $3j$-symbols, the small $\varepsilon$ asymptotic expansion has been derived in [3]. For the modified Bessel functions, the small $\varepsilon$ asymptotic expansion can be obtained using the Debye asymptotic expansions. In the case of the sphere is imposed with Dirichlet boundary conditions, i.e., $Y = D$, the small $\varepsilon$ asymptotic expansion is given by
\[
N_{l,l'}^{(\nu)} \sim \sqrt{\frac{2\pi}{2\pi t(1 + \tau)}} e^{-2t - (n-n')^2} \int_{-\infty}^{\infty} \frac{d\eta}{\sqrt{\pi}} e^{-\eta^2/2 + i\eta \sqrt{2\mu + \mu'^2}} \sum_{\nu=0}^{\infty} \frac{2^{2\nu}}{\nu!} \left( \frac{1 - \tau}{1 + \tau} \right)^\nu (1 + \sqrt{\varepsilon} f_{n,n'}^{D}(\nu, \eta) + \varepsilon g_{n,n'}^{D}(\nu, \eta) + \ldots).
One can then sum over \( \nu \) and compute the Gaussian integration over \( \eta \), which give

\[
N_{1,t}^D \sim \sqrt{\frac{\varepsilon}{4\pi t}} e^{-2t-(n-n')^2-\mu^2/\tau} \left( 1 + a_{n,n'}^{(1/2),D} \sqrt{\varepsilon} + a_{n,n'}^{(1),D} \varepsilon + \ldots \right).
\]  

(11)

The functions \( a_{n,n'}^{(1/2),D} \) and \( a_{n,n'}^{(1),D} \) are given in [4]. Substituting (11) into (10), one can expand \( Z \) up to order \( \varepsilon \), which, upon substitution into (9) gives

\[
E^{XD} \sim \frac{R}{4\pi d^2} \sum_{s=0}^{\infty} \frac{(-1)^s(s+1)}{s+1} \int_0^\infty dt \int_0^1 d\tau \sqrt{\tau} \int_{-\infty}^{\infty} d\mu e^{-\mu^2(s+1)/\tau} \left( \sum_{j=1}^s \int_{-\infty}^{\infty} d\eta_j \right) \times e^{-\eta_1} \left( 1 + \left[ \sum_{i=0}^s a_{n_i,n_{i+1}}^{(1/2),D} \right] \sqrt{\varepsilon} + a^D \varepsilon + \ldots \right),
\]

(12)

where \( \eta_1 = \sum_{i=0}^s (n_i - n_{i+1})^2 \), and

\[
a^D = \sum_{0 \leq i < j \leq s} a_{n_i,n_{i+1}}^{(1/2),D} a_{n_j,n_{j+1}}^{(1/2),D} + \sum_{i=0}^s a_{n_i,n_{i+1}}^{(1),D}.
\]

(13)

The integrations over \( n_i, i = 1, \ldots, s \), can be performed in the same way as explained in [3], with the help of a machine. The term proportional to \( \sqrt{\varepsilon} \) drops out since it is odd in one of the \( n_i \)'s. The integrations over \( \mu, \tau \) and \( t \) are straightforward. In [4], the following result was obtained for the case where Dirichlet conditions are imposed on the plane and the sphere (XY = DD):

\[
E^{DD} = -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \frac{1}{(s+1)^4} \left( 1 + \frac{\varepsilon}{3} + \ldots \right) = -\frac{\pi^3 R}{1440d^2} \left( 1 + \frac{\varepsilon}{3} + \ldots \right).
\]

(14)

Here the known formula

\[
\sum_{s=0}^{\infty} \frac{1}{(s+1)^4} = \zeta(4) = \frac{\pi^4}{90}
\]

has been used. For the case where the plane is imposed with Neumann conditions and the sphere is imposed with Dirichlet conditions (XY = ND), we observe from (12) that the only difference is that now the summation over \( s \) is alternating in sign. Hence we obtain immediately

\[
E^{ND} = -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{(s+1)^4} \left( 1 + \frac{\varepsilon}{3} + \ldots \right) = -\frac{7\pi^3 R}{11520d^2} \left( 1 + \frac{\varepsilon}{3} + \ldots \right).
\]

(15)

where now the formula

\[
\sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{(s+1)^4} = -\frac{7\pi^4}{890}
\]

is used. The results (14) and (15) have been obtained in [4] and [3].

Next we consider the case where the sphere is imposed with general Robin boundary conditions. Following [3], we observe that the Debye asymptotic expansions give

\[
u I_\nu(\nu z) + \nu z I'_\nu(\nu z) = \nu \sqrt{1 + z^2} I_\nu(\nu z) = \nu \sqrt{1 + z^2} I_\nu(\nu z) \left( \frac{u}{\nu \sqrt{1 + z^2}} + 1 + \frac{\nu}{\nu} + O \left( \frac{1}{\nu^2} \right) \right)
\]

\[
= \nu \sqrt{1 + z^2} I_\nu(\nu z) \left( 1 + \frac{\nu - \nu}{\nu} + \frac{u}{\nu \sqrt{1 + z^2}} + O \left( \frac{1}{\nu^2} \right) \right),
\]

(16)

\[
u K_\nu(\nu z) + \nu z K'_\nu(\nu z) = -\nu \sqrt{1 + z^2} K_\nu(\nu z) = -\nu \sqrt{1 + z^2} K_\nu(\nu z) \left( \frac{-u}{\nu \sqrt{1 + z^2}} + 1 - \frac{\nu}{\nu} + O \left( \frac{1}{\nu^2} \right) \right)
\]

\[
= -\nu \sqrt{1 + z^2} K_\nu(\nu z) \left( 1 - \frac{\nu - \nu}{\nu} - \frac{u}{\nu \sqrt{1 + z^2}} + O \left( \frac{1}{\nu^2} \right) \right),
\]

(17)
where
\[ u_1 = \frac{1}{\sqrt{1 + z^2}} \left( \frac{1}{8} - \frac{5}{24(1 + z^2)} \right), \quad v_1 = \frac{1}{\sqrt{1 + z^2}} \left( -\frac{3}{8} + \frac{7}{24(1 + z^2)} \right). \] (18)

We remark that in eq. (16) of [4], which corresponds to eq. (17) here, there is a sign error in \( u \) which leads to results different from what we are going to obtain below. From (16) and (17), we have
\[ \frac{u I_\nu'(\nu z) + \nu z I_\nu'(\nu z)}{u K_\nu'(\nu z) + \nu z K_\nu'(\nu z)} = -\frac{I_\nu(\nu z)}{K_\nu(\nu z)} \left( 1 + \frac{\nu - u_1}{\nu \sqrt{1 + z^2} + O \left( \frac{1}{\nu} \right)} \right) = -\frac{I_\nu(\nu z)}{K_\nu(\nu z)} \left( 1 + \frac{2(v_1 - u_1)}{\nu} + \frac{2u}{\nu \sqrt{1 + z^2} + O \left( \frac{1}{\nu^2} \right)} \right). \]

Thus we obtain a dependence on the Robin parameter \( u \) which is missing in [4].

To proceed, we mention that passing from \( Y = D \) to \( Y = R \), one has a relative minus sign in front of \( N_{1,l'}^{R} \). The term \( a_{n_i,n_{i+1}}^{(1/2),R} \) is not changed, i.e., \( a_{n_i,n_{i+1}}^{(1/2),R} = a_{n_i,n_{i+1}}^{(1/2),D} \), and the term \( a_{n_i,n_{i+1}}^{(1)} \) is changed by
\[ a_{n_i,n_{i+1}}^{(1),R} - a_{n_i,n_{i+1}}^{(1),D} = \frac{(\tau^2 - 1)}{t} + \frac{2u}{t}. \]

Since the change in the sign of \( N_{1,l'} \) gives rise to a factor \((-1)^{s'+1}\) to \( Z \), it can be compensated by the change in sign of the term \((-1)^{s+1}\) when one passes from \( X = D \) to \( X = N \). Therefore we obtain from (12) that
\[ E_{NR} - E_{DD} \sim -\frac{R}{4\pi d^2} \sum_{s=0}^{\infty} \frac{1}{s + 1} \int_0^\infty dt e^{-2(it + 1)} \int_0^{\infty} \frac{d\tau}{\sqrt{1 - \tau^2}} \int_0^{\infty} \frac{du}{\sqrt{u}} e^{-\nu^2/\tau} \left( \prod_{j=1}^{\infty} \frac{d\nu_j}{\sqrt{\pi}} \right) e^{-\eta_1} \times \varepsilon \sum_{s=0}^{\infty} \left[ \frac{(\tau^2 - 1)}{t} + \frac{2u}{t} \right]. \]

This integral is easy to compute and we find that
\[ E_{NR} - E_{DD} \sim -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \frac{\varepsilon}{(s + 1)^2} \frac{2(6u - 1)}{3}. \]

Therefore,
\[ E_{NR} = -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \left( \frac{1}{(s + 1)^2} \left( 1 + \frac{\varepsilon}{3} \right) + \frac{\varepsilon}{(s + 1)^2} \frac{2(6u - 1)}{3} + \ldots \right) \]
\[ = -\frac{\pi^2 R}{1440 d^2} \left( 1 + \left[ \frac{1}{3} + \frac{10(6u - 1)}{\pi^2} \right] \varepsilon + \ldots \right), \]
where we have used
\[ \sum_{s=0}^{\infty} \frac{1}{(s + 1)^2} = \zeta(2) = \frac{\pi^2}{6}. \]

Similarly, we have
\[ E_{DR} - E_{ND} \sim -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \frac{\varepsilon(-1)^{s+1} 2(6u - 1)}{3}. \]

This implies that
\[ E_{DR} = -\frac{R}{16\pi d^2} \sum_{s=0}^{\infty} \left( (-1)^{s+1} \left( 1 + \frac{\varepsilon}{3} \right) + \frac{\varepsilon(-1)^{s+1} 2(6u - 1)}{(s + 1)^2} + \ldots \right) \]
\[ = \frac{7\pi^2 R}{11520 d^2} \left( 1 + \left[ \frac{1}{3} + \frac{40(6u - 1)}{7\pi^2} \right] \varepsilon + \ldots \right). \]
where the formula
\[
\sum_{s=0}^{\infty} \frac{(-1)^{s+1}}{(s+1)^2} = \frac{\pi^2}{24}
\]
has been applied.

The results in this section can be summarized as
\[
\begin{align*}
\frac{E^{DD}_{PFA}}{E^{ND}_{PFA}} &= 1 + \frac{\varepsilon}{3} + \ldots, \\
\frac{E^{DR}_{PFA}}{E^{ND}_{PFA}} &= 1 + \left(1 + \frac{80(3\alpha - 2)}{7\pi^2}\right) \varepsilon + \ldots, \\
\frac{E^{DR}_{PFA}}{E^{NR}_{PFA}} &= 1 + \left(1 + \frac{20(3\alpha - 2)}{\pi^2}\right) \varepsilon + \ldots.
\end{align*}
\]
(19)

Here, \(E^{XY}_{PFA}\) is the leading term which coincides with the proximity force approximation,
\[
E^{DD}_{PFA} = E^{ND}_{PFA} = \frac{\pi^3 R}{1440 d^2}, \quad E^{DR}_{PFA} = E^{NR}_{PFA} = \frac{7\pi^3 R}{1520 d^2}.
\]

Setting \(\alpha\) equal to zero, which corresponds to the Neumann case, we find that
\[
\begin{align*}
\frac{E^{DN}_{PFA}}{E^{ND}_{PFA}} &= 1 + \left(1 + \frac{160}{7\pi^2}\right) \varepsilon + \ldots \approx 1 - 1.98 \varepsilon + \ldots, \\
\frac{E^{NN}_{PFA}}{E^{ND}_{PFA}} &= 1 + \left(1 + \frac{40}{\pi^2}\right) \varepsilon + \ldots \approx 1 - 3.72 \varepsilon + \ldots.
\end{align*}
\]
(20)

We mention that the corrections involving Neumann boundary conditions on the sphere are still quite large.

### III. THE ELECTROMAGNETIC FIELD

For electromagnetic field, if the sphere and the plane are both perfectly conducting, the Casimir energy is given by
\[
E^{EM} = \frac{1}{2\pi} \int_0^\infty d\xi \, \text{Tr} \ln (1 - \mathbb{N}(\xi)).
\]
The trace \(\text{Tr}\) is
\[
\text{Tr} = \sum_{m=-\infty}^{\infty} \sum_{l=\max\{1,|m|\}}^{\infty} \text{tr},
\]
where the trace \(\text{tr}\) on the right hand side is the trace over 2 \times 2-matrices – the components of \(\mathbb{N}\) given by
\[
\mathbb{N}_{l,l'} = \sqrt{\frac{\pi}{4\xi L}} \sum_{l''=|l-l'|}^{l+l'} K_{l''+1/2} (2\xi L) H_{l''} (\Lambda_{l,l'}^{l''} \tilde{\Lambda}_{l,l'}^{l''} \left( \begin{array}{c} d^{TE}_{l}(\xi R) \\ 0 \end{array} \right) \left( \begin{array}{c} 0 \\ -d^{TM}_{l}(\xi R) \end{array} \right)),
\]
with
\[
\Lambda_{l,l'}^{l''} = \frac{1}{2} \frac{l''(l'' + 1) - l(l + 1) - l'(l' + 1)}{\sqrt{l(l + 1)l'((l' + 1))}}, \quad \tilde{\Lambda}_{l,l'}^{l''} = \frac{2m\xi L}{\sqrt{l(l + 1)l'((l' + 1))}}.
\]
and
\[
d^{TE}_{l}(\xi R) = \frac{I_{l+1/2}(\xi R)}{K_{l+1/2}(\xi R)}, \quad d^{TM}_{l}(\xi R) = \frac{\frac{1}{2}I_{l+1/2}(\xi R) + \xi RK_{l+1/2}(\xi R)}{\frac{1}{2}K_{l+1/2}(\xi R) + \xi RK_{l+1/2}(\xi R)}.
\]
Notice that $d^{\text{TE}}$ and $d^{\text{TM}}$ correspond, respectively, to $d^D$ and $d^R$ with $u = 1/2$ in the scalar case.

Proceeding as in the previous section, we find that the Casimir energy can be written in the same form as (9), with $Z$ now given by

$$Z = \text{tr} \prod_{i=0}^{s} \left( \frac{4\pi t}{\varepsilon} \mathcal{N}_{l_i + l_i + 1} \right).$$

(21)

To expand $Z$ up to terms of order $\varepsilon$, we only need, in addition to the scalar case, to expand the diagonal term $\Lambda''_{l,l'}$ up to terms of order $\varepsilon$, and the off-diagonal term $\tilde{\Lambda}_{l,l'}$ up to terms of order $\sqrt{\varepsilon}$. Using the substitutions (3), we have

$$\Lambda''_{l,l'} = 1 + \lambda_{n,n'}(\nu)\varepsilon + \ldots, \quad \lambda_{n,n'}(\nu) := -\frac{1}{t \tau} \frac{4\nu}{t \tau},$$

$$\tilde{\Lambda}_{l,l'} = \tilde{\lambda}_{n,n'}\varepsilon + \ldots, \quad \tilde{\lambda}_{n,n'} := \frac{2\mu\sqrt{1 - \tau^2}}{\sqrt{\tau^2 + 1}}.$$

Comparing to the scalar case, it is easy to see that the asymptotic expansion for $\mathcal{N}_{l,l'}$ is given by

$$\mathcal{N}_{l,l'} \sim \sqrt{\frac{t \tau}{4\pi t}} e^{-2\nu - (n-n')^2 - \mu^2/\tau} \left\{ \begin{array}{c} 1 \\ 0 \end{array} \right\} + \varepsilon \left\{ \begin{array}{c} a^{(1/2),\text{TE}}_{n,n'} \\ a^{(1/2),\text{TM}}_{n,n'} \end{array} \right\} + \varepsilon \left\{ \begin{array}{c} a^{(1),\text{TE}}_{n,n'} + \tilde{\lambda}_{n,n'} \\ a^{(1),\text{TM}} + \tilde{\lambda}_{n,n'} \end{array} \right\} + \ldots$$

where

$$a^{(i),\text{TE}}_{n,n'} = a^{(i),\text{D}}_{n,n'}, \quad a^{(i),\text{TM}}_{n,n'} = a^{(i),\text{R}}_{n,n'} \big|_{u=1/2}$$

for $i = 1/2$ or 1; and

$$\tilde{\lambda}_{n,n'} = \sqrt{\frac{2\tau}{1 + \tau}} \mu^2/\tau \int_{-\infty}^{\infty} d\eta \exp(-2n\tau + 2\mu \tau + \mu^2/\tau) \sum_{\nu=0}^{\infty} \frac{\eta^{2\nu}}{\nu!} \left( \frac{1 - \tau}{1 + \tau} \right)^\nu \lambda_{n,n'}(\nu).$$

(22)

The asterisks denote terms contributing to higher orders.

Substituting into (21) and taking the trace, we find that

$$Z = 2 + \sqrt{\varepsilon} \left( \sum_{i=0}^{s} \left[ a^{(1/2),\text{TE}}_{n_i,n_{i+1}} + a^{(1/2),\text{TM}}_{n_i,n_{i+1}} \right] \right) + \varepsilon \left( \begin{array}{c} a^{\text{TE}} + a^{\text{TM}} + 2 \sum_{i=0}^{s} \tilde{\lambda}_{n_i,n_{i+1}} + 2 \sum_{0 \leq i < j \leq s} \tilde{\lambda}_{n_i,n_{i+1}} \tilde{\lambda}_{n_j,n_{j+1}} \end{array} \right) + \ldots.$$

Here $a^{\text{TE}} = a^D$ (eq. (13)) and $a^{\text{TM}}$ is defined in the similar way. The term of order $\sqrt{\varepsilon}$ will drop out after integration with respect to $n_i$. Substituting into (21) and compare to (12), one finds that the first two leading terms of the electromagnetic Casimir energy can be written as

$$E^{\text{EM}} = \left\{ \right. \text{first two leading terms of } E^{\text{DD}} \left. \right\} + \left\{ \right. \text{first two leading terms of } E^{\text{NR}} \big|_{u=1/2} \left. \right\} + \Delta E,$$

where

$$\Delta E = -\frac{R}{4\pi d^2} \sum_{s=0}^{\infty} \frac{1}{s + 1} \int_{0}^{1} dt \tau e^{-2t(s+1)} \int_{0}^{1} \frac{d\tau}{\sqrt{1 - \tau^2}} \int_{-\infty}^{\infty} d\mu e^{-\mu^2/(s+1)/\tau} \left( \prod_{j=1}^{s} \int_{-\infty}^{\infty} \frac{dn_j}{\sqrt{\pi}} \right)$$

$$\times e^{-\eta n} \left( 2 \sum_{i=0}^{s} \tilde{\lambda}_{n_i,n_{i+1}} + 2 \sum_{0 \leq i < j \leq s} \tilde{\lambda}_{n_i,n_{i+1}} \tilde{\lambda}_{n_j,n_{j+1}} \right).$$

(23)

Up to this point, it seems that we haven’t done anything much different from the one presented in the paper (9). The major difference here is that we only keep the terms in $\Lambda''_{l,l'}$ and $\tilde{\Lambda}_{l,l'}$ that will contribute terms up to order $\varepsilon$ for $Z$. In the following, we are going to see that this simplifies the computations.

Using

$$\sum_{\nu=0}^{\infty} \frac{\nu^{2\nu}}{\nu!} \left( \frac{1 - \tau}{1 + \tau} \right)^\nu = \frac{1 - \tau}{1 + \tau} \exp \left( \frac{1 - \tau}{1 + \tau} \right)^2,$$
it is straightforward to compute $\hat{\lambda}_{n,n'}$ given by (22). We find that

$$\hat{\lambda}_{n,n'} = \frac{2(1 - \tau^2)}{t\tau^3} \mu^2 - \frac{1}{t\tau^2}.$$  

Then

$$2 \sum_{i=0}^{s} \hat{\lambda}_{n,n_i+1} + 2 \sum_{0 \leq i < j \leq s} \hat{\lambda}_{n_i,n_{i+1}} \hat{\lambda}_{n_j,n_{j+1}}$$

$$= 2(s + 1) \left( \frac{2(1 - \tau^2)}{t\tau^3} \mu^2 - \frac{1}{t\tau^2} \right) + s(s + 1) \left( \frac{2\mu\sqrt{1 - \tau^2}}{\sqrt{t\tau^3}} \right)^2$$

$$= \frac{4(s + 1)^2(1 - \tau^2)}{t\tau^3} \mu^2 - \frac{2(s + 1)}{t\tau^2}. \tag{24}$$

Substituting into (23) and carrying out the $\mu$-integration, it is seen that the singularity for $\tau \to 0$ cancels between both contributions in the last line in (24). This is equivalent to the compensation of the logarithms observed in [5] (see remark after eq.(135)), however now the remaining contributions come out different. We find that

$$\Delta E = \frac{R}{4\pi d^2} \sum_{s=0}^{\infty} \frac{\varepsilon}{(s + 1)^2} = \frac{R}{4\pi d^2} \frac{\pi^2}{6} \varepsilon.$$

Using the results for $E^{DD}$ and $E^{NR}|_{u=1/2}$ from the previous section, we finally obtain the first two leading terms for the electromagnetic Casimir energy as

$$E^{EM} = - \frac{\pi^3 R}{1440d^2} \left( 1 + \frac{\varepsilon}{3} \right) - \frac{\pi^3 R}{1440d^2} \left( 1 + \left[ \frac{1}{3} + \frac{20}{\pi^2} \right] \varepsilon \right) + \frac{R}{4\pi d^2} \frac{\pi^2}{6} \varepsilon + \ldots$$

$$= - \frac{\pi^3 R}{720d^2} \left( 1 + \left[ \frac{1}{3} - \frac{20}{\pi^2} \right] \varepsilon + \ldots \right) \tag{25}$$

$$\approx 1 - 1.69 \varepsilon + \ldots.$$  

This result agrees with that obtained recently in [8] using derivative expansion. As has been observed in [8], the first two leading terms of the EM Casimir energy for perfect conductors turns up to be the sum of the first two leading terms for the DD and the NN scalar Casimir energies.

### IV. CONCLUSIONS

The results from the calculation of the first correction beyond PFA are summarized in Eqs. (19), (20) for the scalar field and in (25) for the electromagnetic field. These formulas substitute the final formulas Eq. (3) in [4] and Eqs. (43) and (136) in [5]. It can be seen that the resulting numbers change to some extent and that the logarithmic contributions disappeared.

Very recently, in [10] and in [8], another method for obtaining analytic corrections beyond PFA was found. It consists of an expansion of $E$, which is perturbative in the gradients of the height profiles of the interacting surfaces. Intuition predicts that neglecting the derivatives, a resummation of the perturbative expansion in the height profiles, should reproduce PFA, while the inclusion of gradients should give the first corrections beyond PFA [10]. Indeed, in [10], the analytic result for Dirichlet boundary conditions was obtained confirming the first line in Eq. (19). All other cases were computed in [8] and coincide with Eqs. (19), (20) and (25). In [8], a Padé resummation of the asymptotic large distance expansion, matched with the first PFA correction, is performed and yields excellent agreement with the numerical results in [8] for DD, NN and EM boundary conditions. In addition, fits to the numerical data in [8], that take into account logarithmic corrections to PFA at second order (in distinction to [9]), yield results that are consistent with the results given here for the three types of boundary conditions.
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