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Abstract. A mathematical analysis is established for the weak Galerkin finite element methods for the Poisson equation with Dirichlet boundary value when the curved elements are involved on the interior edges of the finite element partition or on the boundary of the whole domain in two dimensions. The optimal orders of error estimates for the weak Galerkin approximations in both the $H^1$-norm and the $L^2$-norm are established. Numerical results are reported to demonstrate the performance of the weak Galerkin methods on general curved polygonal partitions.
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1. Introduction. We are concerned with the new developments of finite element methods for solving the Poisson equation by using the weak Galerkin (WG) finite element methods on the curved polygonal finite element partitions.

When the finite element methods are employed to solve the partial differential equation (PDE) problems, one of the steps is to partition the whole domain describing the original body or structure into finite elements (e.g., triangles, rectangles, etc.). The curved elements, a natural generalization of the polygonal elements, are applied for solving boundary value problems in the two-dimensional domain with an arbitrary/curved boundary. Although the engineers who conceive the matrix of finite element methods have used the curved finite elements for several decades, more research work needs to be done from the theoretical/mathematical point of view with regards to the error estimates of the numerical solution when the curved elements are concerned on the curved boundary of the domain and/or on the interior edges of the curved finite element partition. From the computational point of view, the curved elements make it possible to construct the finite-dimensional space for trial functions which is the subspace of the energy space of the boundary value problems in arbitrary/curved domain in two dimensions.

It is well-known that the numerical solutions of PDE problems with the curved boundaries by using the finite element methods may not be accurate [1, 2]. From a geometrical point of view, it is simple to replace the curved boundary by a polygon. The number of straight line segments can be increased until a desired geometrical accuracy is obtained. However, the geometrical accuracy may not always indicate the accuracy of the numerical approximation. Even if the piecewise polynomials of a higher degree are applied in the numerical scheme, the same accuracy may not be retained along the curved part of the original boundary as inside the domain or
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along the polygonal part of the boundary. This behavior is known as the “Babuška Paradox” in the literature \cite{1,2}. The numerical evidence was given in \cite{3} where the curved elements were proposed to be used along the curved part of the boundary.

The problem of accuracy of a finite element solution, near a curved boundary, has been investigated for several decades and some successful methods have been proposed to overcome it. The curved elements constructed in \cite{3} were closely associated with isoparametric elements, which were first introduced by Irons \cite{4} and were well-known in the technical literature \cite{5}. The numerical results given in \cite{3} were very promising and suggested that using them could arrive at the same order of accuracy as in the case when the original boundary is a polygon and the triangular elements are applied \cite{6,7}. \cite{8} proposed a finite element method which was applied for solving second order elliptic boundary value problems in domains with an arbitrary boundary, and the error bounds for a model problem were derived. Reader are referred to more references \cite{1,2,3,9,17,21,22,39,40,41,42,43}.

Weak Galerkin finite element method is a newly-developed numerical technique for PDEs where the differential operators in the variational formulation are reconstructed/approximated by using a framework that mimics the theory of distributions for piecewise polynomials. The usual regularity of the approximating functions is compensated by carefully-designed stabilizers. This WG method has been investigated for solving numerous model PDEs; see a limited list of references and references therein \cite{10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43}. The research results indicate that the WG method has shown its great potential as a powerful numerical tool/technique in scientific computing. The fundamental difference between the WG methods and other existing finite element methods is the use of weak derivatives and weak continuities in the design of numerical schemes based on conventional weak forms for the underlying PDE problems. Due to its great structural flexibility, WG methods are well suited to a wide class of PDEs by providing the needed stability and accuracy in approximations. A recent development of WG, named “Primal-Dual Weak Galerkin (PD-WG)” has been proposed for problems for which the usual numerical methods are difficult to apply \cite{15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43}. The essential idea of PD-WG is to interpret the numerical solutions as a constrained minimization of some functionals with constraints that mimic the weak formulation of the PDEs by using weak derivatives. The resulting Euler-Lagrange equation offers a symmetric scheme involving both the primal variable and the dual variable (Lagrange multiplier).

In the WG framework, the weak functions for second order elliptic equations possess the form of $v = \{v_0, v_b\}$ with $v = v_0$ representing the value of $v$ in the interior of each element and $v = v_b$ for the information of $v$ on the boundary of the element. Both $v_0$ and $v_b$ are approximated by polynomials of suitably-chosen degrees in the numerical approximation. To our best knowledge, all the existing results on WG were developed for finite element partitions with flat/straight sides. As most of the application problems involve physical domains with non-flat interfaces or boundaries, there is a great need of study for the WG method on curved elements.

For simplicity, we shall demonstrate the WG method on curved elements by using the Poisson equation with Dirichlet boundary condition. The model problem then seeks an unknown function $u \in H^1(\Omega)$ satisfying

\begin{align}
-\Delta u &= f, \quad \text{in } \Omega, \\
  u &= g, \quad \text{on } \partial \Omega,
\end{align}

where $\Omega$ is an open bounded domain in $\mathbb{R}^2$ with piecewise smooth and curved boundary.
weak gradient operator. In the interest of the gradient and its discrete version \([35, 36]\).

This section will review the weak gradient operator as well as the differential operator used in the weak formulation (1.3) of the second order model equation (1.1)-(1.2). This section will review the weak gradient operator as well as its discrete version \([35, 36]\).

In this paper, the curved edges are assumed to appear on the interior interfaces of the partition and/or on the boundary of the whole domain in the analysis of the \(H^1\)-norm error estimate for the WG solution. For the simplicity of analysis, when it comes to the \(L^2\)-norm error estimate for the WG approximation, the curved edges are assumed to appear only on the boundary of the whole domain while the interior edges of the finite element partition are assumed to be straight line segments.

The paper is organized as follows. In Section 2, we shall review the definition of the weak gradient operator and its discrete analogue. In Section 3, we describe some properties for curved finite element partitions. In Section 4, we shall state a weak projection of \(v\). Denote by \(W(T)\) the space of all weak functions on \(T\); i.e.,

\[
W(T) = \{v = \{v_0, v_b\} : v_0 \in L^2(T), v_b \in L^2(\partial T)\}.
\]

For any \(v \in W(T)\), the weak gradient of \(v\) is defined as a bounded linear functional \(\nabla_w v\) on \([H^1(T)]^2\) so that its action on each \(q \in [H^1(T)]^2\) is given by

\[
\langle \nabla_w v, q \rangle_T = -\langle v_0, \nabla \cdot q \rangle_T + \langle v_b, q \cdot n \rangle_{\partial T},
\]

where \(n\) is the outward normal direction on \(\partial T\), \(\langle v_0, \nabla \cdot q \rangle_T = \int_T v_0(\nabla \cdot q)dT\) is the inner product of \(v_0\) and \(\nabla \cdot q\) in \(L^2(T)\), and \(\langle v_b, q \cdot n \rangle_{\partial T}\) is the inner product of \(v_b\) and \(q \cdot n\) in \(L^2(\partial T)\).

Denote by \(P_r(T)\) the space of all polynomials on \(T\) with total degree no more than \(r\). A discrete weak gradient for \(v = \{v_0, v_b\}\), denoted by \(\nabla_{w,r} v\), is defined as an approximation of \(\nabla_w v\) in the vector polynomial space \([P_r(T)]^2\) satisfying

\[
\langle \nabla_{w,r} v, q \rangle_T = -(v_0, \nabla \cdot q)_T + \langle v_b, q \cdot n \rangle_{\partial T}, \quad \forall q \in [P_r(T)]^2.
\]
Assume the first component $v_0$ of $v = \{v_0, v_b\}$ is sufficiently regular such that $v_0 \in H^1(T)$. Applying the usual integration by parts to the first term on the right hand side of (2.2), we arrive at

$$\begin{equation}
(\nabla w, v)_T = (\nabla v_0, q)_T + \langle v_b - v_0, q \cdot n \rangle_{\partial T}, \quad \forall q \in [P_r(T)]^2.
\end{equation}$$

**Remark 2.1.** In practical computation/implementation, the integrals over $T$ and $\partial T$ must be computed by using some numerical integration formulas. We assume these integrals are evaluated exactly.

### 3. Finite Elements with Curved Edges.

A polygon with curved edges (PCE) is a bounded connected polygonal region in $\mathbb{R}^2$ bounded by a finite number of curved or straight edges. A curved polygonal partition of the domain $\Omega \subset \mathbb{R}^2$, denoted by $\mathcal{T}_h$, is defined as a family of PCEs, denoted by $\{T_j, j = 1, 2, \ldots\}$, satisfying two properties:

1. $\bigcup_{j=1,2,\ldots} T_j = \Omega$; and
2. for any $i, j \neq j$, $T_i \cap T_j$ is either empty, or a common edge, or the vertices of $T_i$ and $T_j$. Each partition cell $T_j \in \mathcal{T}_h (j = 1, 2, \ldots)$ is called a curved element. A curved polygonal partition with a finite number of curved elements is called a curved finite element partition of the domain $\Omega$.

Let $\mathcal{T}_h = \{T_j\}_{j=1,\ldots,N}$ be a curved finite element partition of the domain $\Omega$. Denote by $h_T$ the diameter of the element $T$, and $h = \max_T h_T$ the meshsize of the partition $\mathcal{T}_h$. Denote by $|T|$ the area of the element $T \in \mathcal{T}_h$. Denote by $\mathcal{E}_h$ the set of all edges in $\mathcal{T}_h$ such that each edge $e \in \mathcal{E}_h$ is either on the boundary of $\Omega$ or shared by two distinct elements. Denote by $\mathcal{E}_h^0 = \mathcal{E}_h \setminus \partial \Omega$ the set of all interior edges; i.e., for each edge $e \in \mathcal{E}_h^0$, there are two elements $T_j$ and $T_i$ ($i \neq j$) such that $e \subset T_j \cap T_i$. Denote by $|e|$ or $h_e$ the length of the edge $e \in \mathcal{E}_h$. Assume that each element $T \in \mathcal{T}_h$ is a closed and simply connected polygon (see Fig. 3.1).

The curved finite element partition $\mathcal{T}_h$ is said to be shape regular if the conditions (A1)-(A4) are satisfied [35, 18].

**A1:** For each element $T \in \mathcal{T}_h$, there exists a positive constant $\varrho_v$ such that

$$\varrho_v h_T^2 \leq |T|.$$
A2: For each element \( T \in \mathcal{T}_h \), there exist positive constants \( \kappa \) and \( \kappa^* \) such that
\[
\kappa h_T \leq h_e \leq \kappa^* h_T,
\]
for each edge \( e \subset \partial T \).

A3: For each element \( T \in \mathcal{T}_h \) and each edge \( e \subset \partial T \), there exists a “pyramid” \( P(e, T, A_e) \) contained in \( T \) such that its curved base is identical with \( e \), its apex is \( A_e \in T \), and its height is proportional to \( h_T \) with a proportionality constant \( \sigma_e \) bounded by a fixed positive number \( \sigma^* \) from below. In other words, the height of the “pyramid” is given by \( \sigma_e h_T \) such that \( \sigma_e \geq \sigma^* > 0 \). The “pyramid” is also assumed to stand up above the curved base \( e \) in the sense that the angle between the vector \( \vec{A}_e \times e \), for any \( e \in T \), and the outward normal direction of \( e \) (i.e., the vector \( n \) in Fig. 3.1) is strictly acute by falling into an interval \([0, \theta_0] \) with \( \theta_0 < \frac{\pi}{2} \).

A4: For each element \( T \in \mathcal{T}_h \), there is a simplex \( S(T) \) circumscribed in \( T \) that is shape regular and the diameter of \( S(T) \), denoted by \( h_{S(T)} \), is proportional to the diameter of \( T \); i.e., \( h_{S(T)} \leq \gamma_e h_T \) with a constant \( \gamma_e \) independent of \( T \). Furthermore, assume that each circumscribed simplex \( S(T) \) intersects with only a fixed and small number of such simplices for all other elements \( T \in \mathcal{T}_h \).

For the curved finite element partition \( \mathcal{T}_h \), we assume that each curved edge can be straightened through a local mapping that is sufficiently smooth. More precisely, for each curved edge \( e \subset \partial T, T \in \mathcal{T}_h \), assume that there exists a parametric representation
\[
(x, y) = (\phi(\hat{s}), \psi(\hat{s})), \quad \hat{s} \in [0, h_e],
\]
where \( \phi = \phi(\hat{s}) \in C^n \) and \( \psi = \psi(\hat{s}) \in C^n \) for some \( n \geq 1 \), and at least one of the derivatives \( \phi'(\hat{s}) \) and \( \psi'(\hat{s}) \) is different from zero for \( \hat{s} \in \hat{e} \). Assume that the mapping \( F_e := (\phi, \psi) \) from \( \hat{e} \) to \( e \) is globally invertible on the “reference” edge \( \hat{e} \), and both \( F_e \) and its inverse mapping \( \hat{F}_e := F_e^{-1} \) can be extended to the “pyramid” \( P(e, T, A_e) \) as \( \hat{F} \) and \( \hat{F} := F^{-1} \); see Fig. 3.2 for an illustration. We further assume that there exists a constant \( C \) such that
\[
\left| \frac{d^\alpha F}{d\hat{s}^\alpha} \right| \leq C,
\]
for all \( |\alpha| \leq n \).

Let \( e \) be a curved edge of the element \( T \in \mathcal{T}_h \) with a parametric representation given by
\[
x = F_e(\hat{s}), \quad \hat{s} \in [0, h_e],
\]
where \( x = (x, y) \in e \) and \( F_e(\hat{s}) = (\phi(\hat{s}), \psi(\hat{s})) \). With the mapping \( F_e \) and its inverse \( \hat{F}_e := F_e^{-1} \), any function \( \hat{w} \in L^2(\hat{e}) \) can be transformed into a function \( w \in L^2(e) \) as follows
\[
(3.2) \quad w(x) := \hat{w}(\hat{F}_e(x)), \quad x \in e.
\]
Likewise, any function \( w \in L^2(e) \) can be transformed into a function in \( L^2(\hat{e}) \) by
\[
(3.3) \quad \hat{w}(\hat{s}) := w(F_e(\hat{s})), \quad \hat{s} \in \hat{e}.
\]
The relations (3.2) and (3.3) are written respectively as
\[
w = \hat{w} \circ \hat{F}_e, \quad \hat{w} = w \circ F_e.
\]
4. Weak Galerkin Finite Element Schemes. For any integer \( \ell \geq 0 \), denote by \( P_\ell(\hat{e}) \) the space of polynomials of degree \( \ell \) on the straight reference edge \( \hat{e} \). With the mapping \( \hat{F}_e := F_e^{-1} \), the space of polynomials \( P_\ell(\hat{e}) \) can be transformed into \( V_\ell(e, \ell) = P_\ell(\hat{e}) \circ \hat{F}_e \) as follows:

\[
V_\ell(e, \ell) = \{ \phi = \hat{\phi} \circ \hat{F}_e : \hat{\phi} \in P_\ell(\hat{e}) \}.
\]

If the edge \( e \) is a straight line segment, the mapping \( F_e \) is required to be affine. Consequently, its inverse mapping \( \hat{F}_e \) is also affine so that \( V_\ell(e, \ell) = P_\ell(e) \) is the usual space of polynomials of degree \( \ell \) on \( e \).

Let \( k \geq 1 \) be a given integer. On each element \( T \in \mathcal{T}_h \), we define a local finite element space as

\[
W(k, T) = \{ v = \{ v_0, v_b \} : v_0 \in P_k(T), v_b|_e \in V_\ell(e, k - 1), \forall e \subset \partial T \}.
\]

By patching all the local finite element spaces \( W(k, T) \) together with a common value \( v_b \) on each interior edge in \( \mathcal{E}_h^0 \), we obtain a global finite element space, denoted by \( W_h \); i.e.,

\[
W_h = \{ v = \{ v_0, v_b \} : v|_T \in W(k, T), v_b|_{\partial T \cap e} = v_b|_{\partial T_j \cap e}, T \in \mathcal{T}_h, e \in \mathcal{E}_h^0 \},
\]

where \( v_b|_{\partial T \cap e} \) is the value of \( v_b \) on the edge \( e \) as seen from the element \( T_s, s = i, j \). Denoted by \( W_h^0 \) a subspace of \( W_h \) with vanishing value on \( \partial \Omega \); i.e.,

\[
W_h^0 = \{ v : v \in W_h, v_b = 0 \text{ on } \partial \Omega \}.
\]

For each element \( T \in \mathcal{T}_h \), denote by \( Q_0 \) the \( L^2 \) projection from \( L^2(T) \) to \( P_k(T) \). Denote by \( \hat{Q}_b \) the weighted \( L^2 \) projection from \( L^2(\hat{e}) \) to \( P_{k-1}(\hat{e}) \) with the corresponding Jacobian as the weight function. For each edge \( e \), we define a projection operator \( Q_b : L^2(e) \rightarrow V_\ell(e, k - 1) \) as follows

\[
Q_b w \circ F_e := \hat{Q}_b (w \circ F_e), \quad w \in L^2(e).
\]

Note that for the straight edge \( e \), the operator \( Q_b \) is easily seen to be the standard \( L^2 \) projection from \( L^2(e) \) to \( P_{k-1}(e) \). \( Q_0 \) and \( Q_b \) collectively define a projection operator onto the weak finite element space \( W_h \), denoted by

\[
Q_h = \{ Q_0, Q_b \}.
\]

Denote by \( Q_h \) the \( L^2 \) projection from \( [L^2(T)]^2 \) onto \( [P_{k-1}(T)]^2 \).
For all \( v, w \in W_h \), we introduce two bilinear forms as follows:

\[
\begin{align*}
    s(v, w) &= \rho \sum_{T \in T_h} h_T^{-1} \langle Q_b v_0 - v_b, Q_b w_0 - w_b \rangle_{\partial T}, \\
    a(v, w) &= \sum_{T \in T_h} \langle \nabla_w v, \nabla_w w \rangle_T + s(v, w),
\end{align*}
\]

where \( \rho \) is any positive number of unit size. For simplicity, we shall take \( \rho = 1 \) throughout the paper.

**Weak Galerkin Algorithm 1.** Find \( u_h = \{u_0, u_b\} \in W_h \) satisfying \( u_b = Q_b g \) on \( \partial \Omega \), such that

\[
(4.3) \quad a(u_h, v) = (f, v_0), \quad \forall v = \{v_0, v_b\} \in W_h^0.
\]

### 5. Existence and Uniqueness

The goal of this section is to examine the well-posedness of the weak Galerkin finite element scheme (4.3). Note that the bilinear form \( a(\cdot, \cdot) \) is symmetric and non-negative in the space \( W_h \times W_h \). Letting

\[
(5.1) \quad \|v\| = \sqrt{a(v, v)},
\]

we see that the functional \( \|\cdot\| \) defines a semi-norm in \( W_h \). Furthermore, the following result holds true.

**Lemma 5.1.** The functional \( \|\cdot\| \) given by (5.1) defines a norm in the subspace \( W_h^0 \), provided that the mesh size \( h \) is sufficiently small.

Proof. It suffices to check the positivity property for \( \|\cdot\| \). Assume that \( \|v\| = 0 \) for \( v \in W_h^0 \). It follows that

\[
(\nabla_w v, \nabla_w v) + \sum_{T \in T_h} h_T^{-1} \langle Q_b v_0 - v_b, Q_b v_0 - v_b \rangle_{\partial T} = 0,
\]

which implies that \( \nabla_w v = 0 \) on each element \( T \) and \( Q_b v_0 = v_b \) on each \( \partial T \). It follows from \( \nabla_w v = 0 \) and (2.3) that for any \( q \in [P_{k-1}(T)]^2 \),

\[
\begin{align*}
0 &= (\nabla_w v, q)_T \\
  &= (\nabla v_0, q)_T + (v_b - v_0, q \cdot n)_{\partial T} \\
  &= (\nabla v_0, q)_T + (Q_b v_0 - v_0, q \cdot n)_{\partial T},
\end{align*}
\]

which leads to

\[
(5.2) \quad (\nabla v_0, q)_T = (v_0 - Q_b v_0, q \cdot n)_{\partial T}.
\]

On each straight edge \( e \subset \partial T \), since \( Q_b \) is the usual \( L^2 \) projection onto the space \( P_{k-1}(e) \) and \( q \cdot n|_e \in P_{k-1}(e) \), then

\[
\langle v_0 - Q_b v_0, q \cdot n \rangle_e = 0.
\]

If \( e \subset \partial T \) is a curved edge, then the above identity is generally not valid. However, Lemma 7.1 can be used to show that there exists a constant \( C \) such that

\[
(5.3) \quad |\langle v_0 - Q_b v_0, q \cdot n \rangle_e| \leq Ch_e \|\nabla v_0\|_T \|q\|_T.
\]
By combining (5.2) with (5.3) we obtain
\[ |(\nabla v_0, q)_T| \leq C_h \|\nabla v_0\|_T \|q\|_T, \]
for all \( q \in [P_{k-1}(T)]^2 \). It follows that
\[ \|\nabla v_0\|_T \leq C_h \|\nabla v_0\|_T, \]
which shows that \( \nabla v_0 = 0 \) for sufficiently small meshsize \( h \). Thus, \( v_0 \) is a constant on each \( T \in T_h \) and hence \( Q_b v_0 \) is a constant on each \( \partial T \). Using the fact that \( Q_b v_0 = v_b \) and \( v_b = 0 \) on \( \partial \Omega \), we have \( v_0 = 0 \) and \( v_b = 0 \). This completes the proof of the lemma.

**Theorem 5.2.** Assume that the curved finite element partition \( T_h \) is shape-regular with sufficiently small meshsize \( h \). The weak Galerkin finite element scheme \( (4.3) \) has one and only one solution.

**Proof.** It suffices to prove the uniqueness. Assume that \( u^{(1)}_h \) and \( u^{(2)}_h \) are two different solutions of \( (4.3) \), then \( \epsilon_h = u^{(1)}_h - u^{(2)}_h \) would satisfy
\[ a(\epsilon_h, v) = 0, \quad \forall v \in W^0_h. \]
Note that \( \epsilon_h \in W^0_h \). Letting \( v = \epsilon_h \) in the above equation gives
\[ \|\epsilon_h\|^2 = a(\epsilon_h, \epsilon_h) = 0. \]
It follows that \( \epsilon_h \equiv 0 \), or equivalently, \( u^{(1)}_h \equiv u^{(2)}_h \). This completes the proof of the theorem.

**6. Error Equation.** We start this section by deriving a useful result for the discrete weak gradient operator.

**Lemma 6.1.** Let \( Q_h \) and \( Q_b \) be the \( L^2 \) projection operators defined in the previous sections. On each element \( T \in T_h \), we have that for any \( \phi \in H^1(T) \),
\[ (\nabla w Q_h \phi, \tau)_T = (\nabla \phi, \tau)_T + (Q_b \phi - \phi, \tau \cdot n)_{\partial T}, \quad \forall \tau \in [P_{k-1}(T)]^2. \]
Note that \( (Q_b \phi - \phi, \tau \cdot n)_{\partial T} \neq 0 \) when there is at least one curved segment on \( \partial T \).

**Proof.** Using (2.2), the integration by parts and the definitions of \( Q_h \) and \( Q_b \), we have for any \( \tau \in [P_{k-1}(T)]^2 \) that
\[ (\nabla w(Q_h \phi), \tau)_T = -(Q_b \phi, \nabla \cdot \tau)_T + (Q_b \phi - \phi, \tau \cdot n)_{\partial T} \]
\[ = -(\phi, \nabla \cdot \tau)_T + (\phi, \tau \cdot n)_{\partial T} + (Q_b \phi - \phi, \tau \cdot n)_{\partial T} \]
\[ = (\nabla \phi, \tau)_T + (Q_b \phi - \phi, \tau \cdot n)_{\partial T}, \]
which implies the desired identity (6.1).

**Lemma 6.2.** For any \( w \in H^1(\Omega) \cap H^{1+\gamma}(\Omega) \) with \( \gamma > \frac{1}{2} \), and \( v \in W_h \), the following identity holds true
\[ \sum_{T \in T_h} (\nabla w Q_h w, \nabla v)_T = \sum_{T \in T_h} (\nabla w, \nabla v)_T + \sum_{T \in T_h} (\nabla w \cdot n, v - v_0)_{\partial T} + \ell_1(w, v) + \ell_2(w, v), \]
(6.2)
where
\[ \ell_1(w, v) = \sum_{T \in T_h} \langle (\nabla w - Q_h \nabla w \cdot n, v_0 - v_b) \rangle_{\partial T}, \]
\[ \ell_2(w, v) = \sum_{T \in T_h} \langle Q_h w - w, \nabla w \cdot n \rangle_{\partial T}. \]

**Proof.** From (6.1) with \( \phi = w \) and \( \tau = \nabla w \) we obtain
\[ (\nabla w, \nabla w)_T = (Q_h \nabla w, \nabla w)_T + \langle Q_h w - w, \nabla w \cdot n \rangle_{\partial T}. \]
Using (7.3) with \( q = 0 \), we arrive at
\[ \sum_{T \in T_h} (\nabla w, \nabla v)_T = \sum_{T \in T_h} (\nabla w, \nabla v)_T + \sum_{T \in T_h} \langle Q_h w - w, \nabla w \cdot n \rangle_{\partial T} + \ell_1(w, v) + \ell_2(w, v), \]
which confirms the identity (6.2). \( \square \)

Let \( u_h = \{u_0, u_b\} \in W_h \) be the weak Galerkin finite element solution of (4.3) and \( u \) be the exact solution of (1.1)-(1.2). By error function, denoted by \( e_h \), we mean the difference of the \( L^2 \) projection of the exact solution \( u \) and its weak Galerkin finite element solution \( u_h \); i.e., \( e_h = Q_h u - u_h = \{e_0, e_b\} \) with
\[ e_0 = Q_0 u - u_0, \quad e_b = Q_b u - u_b. \]

We are ready to derive an error equation for the weak Galerkin finite element scheme (4.3) which the error function \( e_h \) will satisfy.

**Theorem 6.3.** Assume that the exact solution \( u \) of the model problem (1.1)-(1.2) is sufficiently regular such that \( u \in H^1(\Omega) \cap H^{1+\gamma}(\Omega), \gamma > \frac{1}{2} \). Let \( e_h \) be the error function of the weak Galerkin finite element scheme (4.3). Then, for any \( v \in W_h \), there holds
\[ a(e_h, v) = \ell_1(u, v) + \ell_2(u, v) + s(Q_h u, v). \]

**Proof.** By testing (1.1) with the first component \( v_0 \) of \( v = \{v_0, v_b\} \in W_h \), we have
\[ \sum_{T \in T_h} (\nabla u, \nabla v_0)_T - \sum_{T \in T_h} (\nabla u \cdot n, v_0 - v_b)_{\partial T} = (f, v_0), \]
where we have used the fact that $\sum_{T \in T_h} \langle \nabla u \cdot n, v_b \rangle_{\partial T} = 0$ since $v_b = 0$ on $\partial \Omega$. Next, from Lemma 6.2 we obtain

$$\sum_{T \in T_h} (\nabla_w Q_h u, \nabla_w v)_T = \sum_{T \in T_h} (\nabla u, \nabla v_b)_T + \sum_{T \in T_h} (\nabla u \cdot n, v_b - v_0)_{\partial T} + \ell_1 (u, v) + \ell_2 (u, v).$$

Combining (6.7) with (6.8) yields

$$\sum_{T \in T_h} (\nabla_w Q_h u, \nabla_w v)_T = (f, v_0) + \ell_1 (u, v) + \ell_2 (u, v).$$

Adding $s(Q_h u, v)$ to both sides of the above equation gives

$$(6.9) \quad a(Q_h u, v) = (f, v_0) + \ell_1 (u, v) + \ell_2 (u, v) + s(Q_h u, v), \quad \forall v \in W_h^0,$$

which completes the proof of the lemma. \Box

### 7. Some Technical Estimates.

For any function $\varphi \in H^1(T)$, we use the ideas presented in [36] to obtain the following trace inequality

$$(7.1) \quad \|\varphi\|^2_e \leq C \left( h_{T}^{-1} \|\varphi\|^2_T + h_T \|\nabla \varphi\|^2_T \right).$$

If $\varphi$ is a polynomial, using the inverse inequality, the trace inequality (7.1) becomes

$$(7.2) \quad \|\varphi\|^2_e \leq C h_{T}^{-1} \|\varphi\|^2_T.$$

In the weak finite element space $W_h$, we introduce the following discrete $H^1$-seminorm; i.e.,

$$\|v\|_{1,h} = \left( \sum_{T \in T_h} \|\nabla v_0\|^2_T + h_{T}^{-1} \|Q_b v_0 - v_b\|^2_{\partial T} \right)^{\frac{1}{2}}, \forall v = \{v_0, v_b\} \in W_h.$$

It is not hard to see that $\|\cdot\|_{1,h}$ indeed provides a norm for the subspace $W_h^0$ which consists of the weak finite element functions with vanishing boundary value.

**Lemma 7.1.** On each element $T \in T_h$, for any $\phi \in H^1(T)$ and $q \in [P_{k-1}(T)]^2$, there exists a positive constant $C$, such that

$$(7.4) \quad \langle (\phi - Q_b \phi) \cdot q, n \rangle_e \leq \begin{cases} \frac{C h_e}{2} \|\phi - Q_b \phi\|_{\partial T} \|q\|_T, & \text{for } k \geq 1, \\ \frac{C h_e}{3} \|\phi - Q_b \phi\|_{\partial T} (\|q\|_T + \|\nabla q\|_T), & \text{for } k \geq 2. \end{cases}$$

Moreover, taking $\phi = v_0 \in P_k(T)$, then for any $k \geq 1$, there holds

$$(7.5) \quad \langle v_0 - Q_b v_0, q \cdot n \rangle_e \leq C h_e \|\nabla v_0\|_T \|q\|_T.$$

**Proof.** For each straight edge $e \subset \partial T$, we have

$$\langle \phi - Q_b \phi, q \cdot n \rangle_e = 0,$$
since $Q_b$ is the usual $L^2$ projection onto the space $P_{k-1}(e)$ and $q \cdot n_e \in P_{k-1}(e)$. If $e \subset \partial T$ is a curved edge, then the identity (7.6) generally does not hold true. However, by mapping to the reference edge $\hat{e}$, we have

$$
\langle \phi - Q_b \phi, q \cdot n \rangle_e = \int_{\hat{e}} (\hat{\phi} - \hat{Q}_b \hat{\phi}) \hat{q} \cdot \hat{n} |J_e| d\hat{e}
= \int_{\hat{e}} (\hat{\phi} - \hat{Q}_b \hat{\phi}) (\hat{q} \cdot \hat{n} - \chi) |J_e| d\hat{e},
$$

where $J_e$ is the Jacobian of the mapping, and $\chi \in P_{k-1}(\hat{e})$ is any polynomial of degree $k-1$ on the reference edge $\hat{e}$. Thus, using the Cauchy-Schwarz inequality gives

$$(7.7) \quad |\langle \phi - Q_b \phi, q \cdot n \rangle_e| \leq Ch_e^k \left( \int_{\hat{e}} |\hat{\phi} - \hat{Q}_b \hat{\phi}|^2 |J_e| d\hat{e} \right)^{\frac{1}{2}} \left( \int_{\hat{e}} \left| \frac{d^k (\hat{q} \cdot n)}{ds^k} \right|^2 |J_e| d\hat{e} \right)^{\frac{1}{2}}.
$$

From the chain rule and the assumption 3.1 we have

$$
\left| \frac{d^k (\hat{q} \cdot n)}{ds^k} \right| \leq \sum_{|\alpha|=0}^{k} C_\alpha |\nabla^\alpha q| \leq \sum_{|\alpha|=0}^{k-1} C_\alpha |\nabla^\alpha q|,
$$

where we have used the fact that $\nabla^k q = 0$ as $q$ is a polynomial of degree $k-1$. By mapping back to the edge $e$ we have

$$(7.8) \quad \int_{e} \left| \frac{d^k (q \cdot n)}{d\bar{s}^k} \right|^2 |J_e| d\bar{e} \leq C \sum_{|\alpha|=0}^{k-1} |\nabla^\alpha q|^2 \leq Ch_e^{2-k} \|q\|_e^2 \leq Ch_e^{2-2k} \|q\|_T^2,
$$

where we have used the trace inequality (7.2). Substituting (7.8) into (7.7) yields

$$
|\langle \phi - Q_b \phi, q \cdot n \rangle_e| \leq Ch_e^\frac{k}{2} \|\phi - Q_b \phi\|_{\partial T} \|q\|_T,
$$

which verifies the estimate (7.4) for $k \geq 1$. In the case of $k \geq 2$, the inequality (7.8) can be replaced by

$$
\int_{\hat{e}} \left| \frac{d^k (\hat{q} \cdot n)}{ds^k} \right|^2 |J_e| d\hat{e} \leq C h_e^{3-2k} (\|q\|_T^2 + \|\nabla q\|_T^2),
$$

which, together with (7.7), verifies the second estimate in (7.4) for $k \geq 2$.

Finally, (7.5) stems from (7.4) with the following inequality

$$
\|v_0 - Q_b v_0\|_{\partial T} \leq Ch_e \|\nabla v_0\|_{\partial T} \leq Ch_e^\frac{5}{2} \|\nabla v_0\|_T,
$$

where we have used the trace inequality (7.2). This completes the proof of the lemma.

**Lemma 7.2.** For any $v = \{v_0, v_b\} \in W_h$, there holds

$$(7.9) \quad h_T^{-1} \|v_0 - v_b\|_T^2 \leq C (\|\nabla v_0\|_T^2 + h_T^{-1} \|Q_b v_0 - v_b\|_{\partial T}^2),$$

$$(7.10) \quad \|\nabla v_0\|_T^2 \leq C (\|\nabla v_0\|_T^2 + h_T^{-1} \|Q_b v_0 - v_b\|_{\partial T}^2),$$

$$(7.11) \quad \|\nabla w\|_T^2 \leq C (\|\nabla v_0\|_T^2 + h_T^{-1} \|Q_b v_0 - v_b\|_{\partial T}^2),$$

for all $w = \{w_0, w_b\} \in W_h$. 

\[\square\]
provided the meshsize $h$ is sufficiently small, where $C$ is a positive constant. Consequently, the discrete $H^1$-norm $\| \cdot \|_{1,h}$ is equivalent to the triple-bar norm $\| \cdot \|$ in the sense that there exist positive constants $\alpha_1$ and $\alpha_2$ such that

\[(7.12)\] \[\alpha_1 \|v\| \leq \|v\|_{1,h} \leq \alpha_2 \|v\|.

**Proof.** Note that on each edge $e \subset \partial T$ one has

\[(7.13)\] \[\|v_0 - Q_b v_0\|^2 = \int_e [v_0 - Q_b v_0]^2 J_e |d\vec{e}| \leq Ch \|\nabla v_0\|^2.

It follows from the triangle inequality that

\[\|v_0 - v_b\|^2_{\partial T} \leq 2\|v_0 - Q_b v_0\|^2_{\partial T} + 2\|Q_b v_0 - v_b\|^2_{\partial T}\]

\[\leq Ch_T \|\nabla v_0\|^2 + 2\|Q_b v_0 - v_b\|^2_{\partial T},\]

where we used (7.13). This implies the inequality (7.9).

For any $v = (v_0, v_b) \in W_h$, it follows from (2.3) that

\[(7.14)\] \[(\nabla v, q)_T = (\nabla v_0, q)_T + (v_b - v_0, q \cdot n)_{\partial T}\]

\[= (\nabla v_0, q)_T + (v_b - Q_b v_0, q \cdot n)_{\partial T} + (Q_b v_0 - v_0, q \cdot n)_{\partial T},\]

for all $q \in [P_{k-1}(T)]^2$. Thus, from the Cauchy-Schwarz inequality, the trace inequality (7.2), and the estimate (7.5), we obtain from (7.14) that

\[| (\nabla v_0, q)_T | \leq \|\nabla v_0\|_T \|q\|_T + \|Q_b v_0 - v_b\|_{\partial T} \|q\|_{\partial T} + Ch_T \|\nabla v_0\|_T \|q\|_T\]

\[\leq \|\nabla v_0\|_T \|q\|_T + Ch_T^{-\frac{1}{2}} \|Q_b v_0 - v_b\|_{\partial T} \|q\|_{\partial T} + Ch_T \|\nabla v_0\|_T \|q\|_T,\]

which leads to

\[\|\nabla v_0\|_T \leq C(\|\nabla v\|_T + h_T^{-\frac{1}{2}} \|Q_b v_0 - v_b\|_{\partial T} + h_T \|\nabla v_0\|_T).\]

This gives rise to the estimate (7.10) for sufficiently small $h_T$. The estimate (7.11) can be derived in a similar, but simpler fashion. (7.12) can be obtained easily using (7.9)-(7.11). \endproof

The following two Lemmas contain some useful estimates for the local $L^2$ projection operators.

**Lemma 7.3.** For any $w \in H^{m+1}(T)$, $m \in [0,k]$, there holds

\[(7.15)\] \[\|\nabla w - Q_b \nabla w\|_T + \|\nabla (w - Q_0 w)\|_T + h_T^{-1} \|w - Q_0 w\|_T \leq Ch_T^{m+\frac{1}{2}} \|w\|_{m+1,T}.\]

**Lemma 7.4.** There holds

\[(7.16)\] \[\|Q_0 w - w\|_{\partial T} \leq Ch_T^{m+\frac{1}{2}} \|w\|_{m+1,T}, \forall w \in H^{m+1}(T), m \in [0,k],\]

\[(7.17)\] \[\|Q_b w - w\|_{\partial T} \leq Ch_T^{m-\frac{1}{2}} \|w\|_{m,T}, \forall w \in H^m(T), m \in [1,k].\]
Proof. From the trace inequality (7.1) and the estimate (7.15) we have
\[
\|Q_0 w - w\|_{\partial T} \leq C(h_{T}^{-1}\|Q_0 w - w\|_{T}^2 + h_T\|\nabla(Q_0 w - w)\|_{T}^2)^{1/2} \\
\leq Ch_{T}^{m+2/3}\|w\|_{m+1,T},
\]
which verifies (7.16).

Next, for any edge \(e \subset \partial T\), using the mapping \(x = F_{e}(\hat{s})\) we arrive at
\[
\|Q_{b} w - w\|_{e}^2 = \int_{e}(Q_{b} w - w)^2 de = \int_{e}|(Q_{b} w - w) \circ F_{e}|^2 J_{e}d\hat{s},
\]
where \(J_{e}\) is the Jacobian of the mapping. Note that \(
\hat{w} = w \circ F_{e}, \ \ \hat{Q}_{b}\hat{w} = (Q_{b}w) \circ F_{e},
\)
where \(\hat{Q}_{b}\) is the \(|J_{e}|\)-weighted \(L^{2}(\hat{e})\) projection onto the polynomial space of degree \(\ell_{k} = k - 1\) on \(\hat{e}\). Thus, for \(m \in [1,k]\) we have
\[
(7.18) \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ |s(Q_{b}w, v)| \leq Ch_{T}^{k}\|w\|_{k+1}\|v\|,
\]
where \(\hat{T}\) is the image of the pyramid \(\hat{e}\) as its base. By mapping back to the element \(T\), we obtain the desired estimate (7.17).

Lemma 7.5. Assume that the curved finite element partition \(T_{h}\) is shape regular. For any \(w \in H^{k+1}(\Omega)\) and \(v = \{v_0,v_b\} \in W_{h},\) we have
\[
(7.19) \ \ \ \ \ \ \ \ \ \ \ \ \ |s(Q_{b}w, v)| \leq Ch_{T}^{k}\|w\|_{k+1}\|v\|, \\
(7.20) \ \ \ \ \ \ \ \ \ \ \ \ \ |\ell_{1}(w,v)| \leq Ch_{T}^{k}\|w\|_{k+1}\|v\|, \\
(7.21) \ \ \ \ \ \ \ \ \ \ \ \ \ |\ell_{2}(w,v)| \leq Ch_{T}^{k}\|w\|_{k}\|v\|.
\]

Proof. To derive (7.19), we use the definition of \(s(\cdot,\cdot)\), the Cauchy-Schwarz inequality, and the estimate (7.16) with \(m = k\) to obtain
\[
|s(Q_{b}w, v)| = \left|\sum_{T \in T_{h}} h_{T}^{-1}(Q_{b}(Q_0w) - Q_{b}w, Q_{b}v_0 - v_b)_{\partial T}\right| \\
= \left|\sum_{T \in T_{h}} h_{T}^{-1}(Q_{b}(Q_0w - w), Q_{b}v_0 - v_b)_{\partial T}\right| \\
\leq \left(\sum_{T \in T_{h}} h_{T}^{-1}\|Q_0 w - w\|_{\partial T}^2\right)^{1/2} \left(\sum_{T \in T_{h}} h_{T}^{-1}\|Q_{b}v_0 - v_b\|_{\partial T}^2\right)^{1/2} \\
\leq Ch_{T}^{k}\|w\|_{k+1}\|v\|.
\]

As to (7.20), from the Cauchy-Schwarz inequality, the trace inequality (7.1), and
the estimate (7.15) we have
\[ |\ell_1(w, v)| = \left| \sum_{T \in \mathcal{T}_h} ((\nabla w - Q_h \nabla w) \cdot n, v_0 - v_b)_{\partial T} \right| \]
\[ \leq \left( \sum_{T \in \mathcal{T}_h} h_T \| \nabla w - Q_h \nabla w \|_{\partial T}^2 \right)^{\frac{1}{2}} \left( \sum_{T \in \mathcal{T}_h} h_T^{-1} \| v_0 - v_b \|_{\partial T}^2 \right)^{\frac{1}{2}} \]
\[ \leq C h^k \| w \|_{k+1} \left( \sum_{T \in \mathcal{T}_h} h_T^{-1} \| v_0 - v_b \|_{\partial T}^2 \right)^{\frac{1}{2}}. \]

Note that (7.9) and (7.10) implies
\[ \sum_{T \in \mathcal{T}_h} h_T^{-1} \| v_0 - v_b \|_{\partial T}^2 \leq C \| v \|_T^2. \]

Substituting the above into (7.22) yields the estimate (7.20).

To establish (7.21), we use the estimate (7.4) and Cauchy-Schwarz inequality to obtain
\[ |\ell_2(w, v)| \leq \sum_{T \in \mathcal{T}_h} |(Q_h w - w, \nabla w \cdot n)_{\partial T}| \]
\[ \leq C \sum_{T \in \mathcal{T}_h} h_T^{-\frac{1}{2}} \| Q_h w - w \|_{\partial T} \| \nabla w \|_T \]
\[ \leq C h^{\frac{k}{2}} \left( \sum_{T \in \mathcal{T}_h} \| Q_h w - w \|_{\partial T}^2 \right)^{\frac{1}{2}} \left( \sum_{T \in \mathcal{T}_h} \| \nabla w \|_T^2 \right)^{\frac{1}{2}}. \]

Now using (7.17) with \( m = k \) we have the following estimate
\[ |\ell_2(w, v)| \leq C h^k \| w \|_k \| v \|. \]

This completes the proof of the lemma. \[ \square \]

8. Error Estimates. With the help of the error equation (6.6) and the technical estimates presented in the previous section, we are ready to present some optimal order error estimates for the weak Galerkin finite element solution in discrete \( H^1 \)-norm and \( L^2 \)-norm.

**Theorem 8.1.** Let \( u_h \in W_h \) be the weak Galerkin finite element solution of the problem (1.1)-(1.2) arising from (4.3). Assume the exact solution \( u \in H^{k+1}(\Omega) \) and meshsize \( h \) is sufficiently small. Then, there exists a constant \( C \) such that
\[ \| u_h - Q_h u \| \leq C h^k \| u \|_{k+1}. \]

**Proof.** By letting \( v = e_h \) in (6.6), we have
\[ \| e_h \|^2 = \ell_1(u, e_h) + \ell_2(u, e_h) + s(Q_h u, e_h). \]

It then follows from the estimates (7.19)-(7.21) that
\[ \| e_h \|^2 \leq C h^k \| u \|_{k+1} \| e_h \|. \]
which implies (8.1). This completes the proof of the theorem. \(\square\)

Using the norm equivalence (7.12) and the error estimate (8.1) we immediately obtain

\[
\| u_h - Q_h u \|_{1,h} \leq C h^k \| u \|_{k+1}.
\]

Furthermore, with the straightforward extension of \( \| \cdot \|_{1,h} \) to general weak functions we arrive at

\[
\| u_h - u \|_{1,h} \leq C h^k \| u \|_{k+1}.
\]

Now we turn to deriving an optimal order error estimate for the weak Galerkin finite element approximation in the \( L^2 \) norm by following the usual duality argument. To this end, consider the dual problem which seeks \( \Phi \in H^1_0(\Omega) \) satisfying

\[
-\Delta \Phi = e_0 \quad \text{in } \Omega.
\]

Recall that \( e_0 = Q_0 u - u_0 \) is the first component of the error function \( e_h \). Assume that the dual problem (8.4) has \( H^2 \)-regularity in the sense that there exists a constant \( C \) such that

\[
\| \Phi \|_2 \leq C \| e_0 \|_0.
\]

Throughout the following estimates, we assume that all the interior edges of the curved finite element partition \( T_h \) are straight line segments. In other words, the curved edges only appear on the boundary of the domain. This assumption is practically feasible and computationally preferable. In addition, we shall consider only the finite element solution of order \( k \geq 2 \), as no need is necessary for curved elements of lowest order \( k = 1 \).

**Theorem 8.2.** Let \( u_h \in W_h \) be the weak Galerkin finite element solution of the problem (1.1)-(1.2) arising from (4.3) with order \( k \geq 2 \). Assume that the exact solution of (1.1)-(1.2) is sufficiently regular such that \( u \in H^{k+1}(\Omega) \) and the meshsize \( h \) is sufficiently small. Then there exists a constant \( C \) such that

\[
\| u - u_h \| \leq C h^{k+1} \| u \|_{k+1}.
\]

**Proof.** By testing (8.4) against \( e_0 \) we obtain

\[
\| e_0 \|^2 = - (\Delta \Phi, e_0) = \sum_{T \in T_h} \langle \nabla \Phi, \nabla e_0 \rangle_T - \sum_{T \in T_h} \langle \nabla \Phi \cdot n, e_0 - e_b \rangle_{\partial T},
\]

where we have used the fact that \( e_b = 0 \) on \( \partial \Omega \). Next, by setting \( w = \Phi \) and \( v = e_h \) in (6.2) we arrive at

\[
\sum_{T \in T_h} \langle \nabla w Q_h \Phi, \nabla w e_h \rangle_T = \sum_{T \in T_h} \langle \nabla \Phi, \nabla e_0 \rangle_T + \sum_{T \in T_h} \langle \nabla \Phi \cdot n, e_b - e_0 \rangle_{\partial T}
\]

\[
+ \ell_1(\Phi, e_h) + \ell_2(\Phi, e_h).
\]

Substituting (8.8) into (8.7) gives

\[
\| e_0 \|^2 = (\nabla w e_h, \nabla w Q_h \Phi) - \ell_1(\Phi, e_h) - \ell_2(\Phi, e_h).
\]
Now using the error equation (6.6), we have
\[
\langle \nabla w e_h, \nabla w Q_h \Phi \rangle = \ell_1(u, Q_h \Phi) + \ell_2(u, Q_h \Phi) \\
+ s(Q_h u, Q_h \Phi) - s(e_h, Q_h \Phi).
\]
(8.10)
Combining (8.9) with (8.10) yields
\[
\|e_0\|^2 = \ell_1(u, Q_h \Phi) + \ell_2(u, Q_h \Phi) + s(Q_h u, Q_h \Phi) \\
- s(e_h, Q_h \Phi) - \ell_1(\Phi, e_h) - \ell_2(\Phi, e_h)
\]
(8.11)
where \(I_j\) are defined accordingly. The rest of the proof shall deal with the terms \(I_j (j = 1, \ldots, 6)\) one by one.

**Step 1:** Note that all the interior edges are straight line segments on which \(Q_b\) is the usual \(L^2\) projection onto \(P_{k-1}(e)\). Thus, we have
\[
\langle (\nabla u - Q_h \nabla u) \cdot n, \Phi - Q_b \Phi \rangle_{\partial T \cap e_h^0} = \langle \nabla u \cdot n, \Phi - Q_b \Phi \rangle_{\partial T \cap e_h^0},
\]
which, together with the fact that \(\Phi = 0\) and \(Q_b \Phi = 0\) on the boundary \(\partial \Omega\), leads to
\[
\sum_{T \in \mathcal{T}_h} \langle (\nabla u - Q_h \nabla u) \cdot n, \Phi - Q_b \Phi \rangle_{\partial T} = \sum_{T \in \mathcal{T}_h} \langle \nabla u \cdot n, \Phi - Q_b \Phi \rangle_{\partial T} = 0.
\]
It follows from Cauchy-Schwarz inequality that
\[
|I_1| = |\ell_1(u, Q_h \Phi)|
\]
\[
= \left| \sum_{T \in \mathcal{T}_h} \langle (\nabla u - Q_h \nabla u) \cdot n, Q_0 \Phi - Q_b \Phi \rangle_{\partial T} \right|
\]
\[
= \left| \sum_{T \in \mathcal{T}_h} \langle (\nabla u - Q_h \nabla u) \cdot n, Q_0 \Phi - \Phi \rangle_{\partial T} \right|
\]
\[
\leq \left( \sum_{T \in \mathcal{T}_h} \| \nabla u - Q_h \nabla u \|_{\partial T}^2 \right)^{1/2} \left( \sum_{T \in \mathcal{T}_h} \| Q_0 \Phi - \Phi \|_{\partial T}^2 \right)^{1/2}
\]
\[
\leq Ch^{k+1} \| u \|_{k+1} \| \Phi \|_2,
\]
(8.12)
where we have used the trace inequality (7.1) and the estimates (7.15) in the last line.

**Step 2:** To bound \(I_2 = \ell_2(u, Q_h \Phi)\), we use the second estimate in (7.4) to obtain
\[
|\ell_2(u, Q_h \Phi)|
\]
\[
= \left| \sum_{T \in \mathcal{T}_h} \langle u - Q_b u, (\nabla w Q_h \Phi) \cdot n \rangle_{\partial T} \right|
\]
\[
\leq Ch^{3/2} \sum_{T \in \mathcal{T}_h} \| u - Q_b u \|_{\partial T} (\| \nabla w Q_h \Phi \|_{1,T} + \| \nabla w Q_h \Phi \|_T)
\]
\[
\leq Ch^{k+1} \| u \|_k \left\{ \left( \sum_{T \in \mathcal{T}_h} \| \nabla w Q_h \Phi \|_{1,T}^2 \right)^{1/2} + \left( \sum_{T \in \mathcal{T}_h} \| \nabla w Q_h \Phi \|_T^2 \right)^{1/2} \right\},
\]
(8.13)
where we have employed Cauchy-Schwarz inequality and the estimate (7.17) with \( m = k \) in the last inequality. By assumption, all the interior edges are straight line segments. Using this and the fact that \( \Phi|_{\partial\Omega} = 0 \) and \( Q_b\Phi|_{\partial\Omega} = 0 \) we can see that the boundary integral on the right-hand side of (6.1) vanishes, and hence \( \nabla_w Q_b \Phi = Q_h \nabla \Phi \). It follows that

\[
\left( \sum_{T \in \mathcal{T}_h} \| \nabla_w Q_h \Phi \|_{T}^2 \right)^{\frac{1}{2}} = \left( \sum_{T \in \mathcal{T}_h} \| Q_h \nabla \Phi \|_{T}^2 \right)^{\frac{1}{2}} \leq C \| \Phi \|_2.
\]

Similarly,

\[
\left( \sum_{T \in \mathcal{T}_h} \| \nabla_w Q_h \Phi \|_{T}^2 \right)^{\frac{1}{2}} = \left( \sum_{T \in \mathcal{T}_h} \| Q_h \nabla \Phi \|_{T}^2 \right)^{\frac{1}{2}} \leq C \| \Phi \|_2.
\]

Substituting the above two estimates into (8.13) yields

\[
(8.14) \quad |\ell_2(u, Q_h \Phi)| \leq C h^{k+1} \| u \|_k \| \Phi \|_2.
\]

**Step 3:** As to the third term \( I_3 \), we use Cauchy-Schwarz inequality, the \( L^2 \)-boundedness of \( Q_b \) and the estimate (7.16) to obtain

\[
|s(Q_h u, Q_h \Phi)| \leq \sum_{T \in \mathcal{T}_h} h^{-1}_T |\langle Q_b Q_0 u - Q_b \Phi, Q_b Q_0 \Phi - Q_b \Phi \rangle_{\partial T}| \leq \left( \sum_{T \in \mathcal{T}_h} h^{-2}_T \| Q_0 u - u \|_{\partial T}^2 \right)^{\frac{1}{2}} \left( \sum_{T \in \mathcal{T}_h} \| Q_0 \Phi - \Phi \|_{\partial T}^2 \right)^{\frac{1}{2}} \leq C h^{k+1} \| u \|_{k+1} \| \Phi \|_2.
\]

**Step 4:** For the term \( |I_4| = |s(e_h, Q_h \Phi)| \), from the estimate (7.19) (with \( k = 1 \) and \( w = \Phi \)) we obtain

\[
(8.16) \quad |s(e_h, Q_h \Phi)| \leq C h \| e_h \| \| \Phi \|_2.
\]

As to the term \( |I_5| = |\ell_1(\Phi, e_h)| \), it follows from (7.20) with \( w = \Phi \) and \( k = 1 \) that

\[
(8.17) \quad |\ell_1(\Phi, e_h)| \leq C h \| e_h \| \| \Phi \|_2.
\]

Finally, for the term \( |I_6| = |\ell_2(\Phi, e_h)| \), we use the estimate (7.21) with \( w = \Phi \) and \( k = 1 \) to get

\[
(8.18) \quad |\ell_2(\Phi, e_h)| \leq C h \| e_h \| \| \Phi \|_2.
\]

Substituting the estimates (8.12) and (8.14)-(8.18) into (8.11) yields

\[
\| e_h \| \leq C (h^{k+1} \| u \|_{k+1} + h \| e_h \|) \| \Phi \|_2.
\]

which, combined with the regularity assumption (8.5) and the error estimate (8.1), gives the optimal order error estimate (8.6). \( \square \)
For any weak finite element function $v = \{v_0, v_b\} \in W_h$, we define the following semi-norm

$$\|v_b\|_{E_h} = \left( \sum_{T \in \mathcal{T}_h} h_T \|v_b\|_{\partial T}^2 \right)^{\frac{1}{2}}.$$ 

By combining the $L^2$ error estimate (8.6) with the $H^1$ error estimate (8.1), one can derive the following $L^2$ error estimate for the WG approximation on the boundary of each element. Details of the proof are left to interested readers as an exercise.

**Theorem 8.3.** Let $u_h \in W_h$ be the solution of the weak Galerkin Algorithm (4.3) with finite elements of order $k \geq 2$. Assume that the exact solution $u$ of (1.1)-(1.2) is sufficiently regular such that $u \in H^{k+1}(\Omega)$. Assume that curved edges in the finite element partition can only appear on the boundary of the domain. There exists a constant $C$ such that

$$\|Q_b u - u_b\|_{E_h} \leq C h^{k+1} \|u\|_{k+1}.$$ 

9. **Numerical Integration on a Curved Polygon.** Let $T$ be a curved element. For simplicity of implementation, assume that the boundary $\partial T$ of the curved element $T$ consists of one curved edge $e_1$ and the rest edges $e_i (i = 2, \ldots, N_E)$ being straight edges. For any given function $F(x, y)$ defined on the curved element $T$, it follows from the Taylor expansion that

$$F(x, y) = F(x_T, y_T) + \partial_x F(x_T, y_T) \cdot (x - x_T) + \partial_y F(x_T, y_T) \cdot (y - y_T) + \cdots + \frac{(x - x_T) \partial_x + (y - y_T) \partial_y}{k!} F(x_T, y_T) + O(h^{k+1}),$$

where $(x_T, y_T)$ is a given point on the curved element $T$. Thus, one arrives at

$$\int_T F(x, y) dT = F(x_T, y_T) \int_T 1 dT + \partial_x F(x_T, y_T) \int_T (x - x_T) dT + \partial_y F(x_T, y_T) \int_T (y - y_T) dT + \cdots + \frac{\int_T ((x - x_T) \partial_x + (y - y_T) \partial_y)^k}{k!} F(x_T, y_T) dT + O(h^{k+1}).$$

(9.1)

The number of terms you shall expand for the right hand side of (9.1) depends on the desired approximation accuracy.

For simplicity, we shall consider the first three terms on the right hand of (9.1) to calculate the approximation of the integral $\int_T F(x, y) dT$ with the approximation error $O(h^2)$. As to the first integral $\int_T 1 dT$, there exists a vector-valued function $\mathbf{f}_1(x, y)$ such that $\nabla \cdot \mathbf{f}_1(x, y) = 1$. Then, it follows from the divergence theorem that

$$\int_T 1 dT = \int_T \nabla \cdot \mathbf{f}_1(x, y) dT = \int_{\partial T} \mathbf{f}_1(x, y) \cdot \mathbf{n} d\Gamma$$

$$= \int_{e_1} \mathbf{f}_1(x, y) \cdot \mathbf{n}_1 d\Gamma + \sum_{i=2}^{N_E} \int_{e_i} \mathbf{f}_1(x, y) \cdot \mathbf{n}_i d\Gamma,$$

(9.2)
where \(\mathbf{n}_i\) represents the unit outward normal direction to edge \(e_i\) for \(i = 1, \ldots, N_E\).

Similarly, there exist two functions \(f_2(x, y)\) and \(f_3(x, y)\) such that \(\nabla \cdot f_2(x, y) = x - x_T\) and \(\nabla \cdot f_3(x, y) = y - y_T\). Thus, we arrive at

\[
\int_T (x - x_T) dT = \int_{e_1} f_2(x, y) \cdot \mathbf{n}_1 ds + \sum_{i=2}^{N_E} \int_{e_i} f_2(x, y) \cdot \mathbf{n}_i ds,
\]

\[
\int_T (y - y_T) dT = \int_{e_1} f_3(x, y) \cdot \mathbf{n}_1 ds + \sum_{i=2}^{N_E} \int_{e_i} f_3(x, y) \cdot \mathbf{n}_i ds.
\]

Recall that the parametric presentation for \(e_i\) is given by \((x, y) = (\phi(s), \psi(s))\). For any given point \((x, y) \in e_i\), there exists a vector \(\mathbf{b}\) starting from the given point to a point in the interior of the element \(T\). Then one arrives at the unit outward normal direction to \(e_i\) given by

\[
\mathbf{n}_i = \frac{\alpha \left( \frac{d\psi(ds)}{ds}; \frac{d\phi(ds)}{ds} \right)}{\sqrt{\left( \frac{d\psi(ds)}{ds} \right)^2 + \left( \frac{d\phi(ds)}{ds} \right)^2}}
\]

where the coefficient \(\alpha\) is set by

\[
\alpha = \begin{cases} 
1, & \text{if } \left( \frac{d\psi(ds)}{ds}; \frac{d\phi(ds)}{ds} \right) \cdot \mathbf{b} < 0, \\
-1, & \text{otherwise}.
\end{cases}
\]

Recall that the mapping \(\hat{F}_e\) maps a curved edge \(e\) to a straight edge \(\hat{e}\). Then, for any \(v_b, w_b \in V_b(e, k - 1)\), we have

\[
\int_e v_b w_b ds = \int_e \hat{v}_b \hat{w}_b \circ \hat{F}_e de
\]

\[
= \int_{\hat{e}} \hat{v}_b \hat{w}_b \cdot |J_e| d\hat{s}
\]

\[
= \int_{\hat{e}} \hat{v}_b \hat{w}_b \sqrt{(\phi'(\hat{s}))^2 + (\psi'(\hat{s}))^2} d\hat{s},
\]

which can be computed by using numerical integration with desired precision.

Substituting (9.2)–(9.4) into (9.1) gives rise to an approximation for the integral \(\int_T F(x, y) dT\) with the approximation error \(O(h^2)\), which will be further calculated by (9.5) and numerical integration with required precision.

**10. Numerical Experiments.** This section shall illustrate several numerical experiments to demonstrate the accuracy and efficiency of the curved elements in WG methods. For simplicity of implementation, we consider two types of WG element. One is called a curved WG element where one edge is curved and the rest edges are straight; the other is called a straight WG element where all edges are straight.

The curved WG element with degree \(k\) and the discrete weak gradient discretized by \([P_{k-1}(T)]^2\) is denoted by \(P_k(T) - V_b(\partial T, k - 1) - [P_{k-1}(T)]^2\) element. Analogously, the straight WG element with degree \(k\) is denoted by \(P_k(T) - P_{k-1}(\partial T) - [P_{k-1}(T)]^2\) element.
Test case 1 (curved quadrilateral domain) We consider a curved quadrilateral domain given by

\[ \Omega = \{(x, y) : 0 \leq x \leq 1, \ g_1(x) \leq y \leq g_2(x)\}, \]

where \( g_1(x) = \frac{1}{20} \sin(\pi x) \) and \( g_2(x) = 1 + \frac{1}{20} \sin(3\pi x) \). The exact solution is \( u = x(x - 1)(y - g_1(x))(y - g_2(x)) \) shown in Figure 10.3 (a). The finite element partition on the curved domain \( \Omega \) is constructed such that the mesh node \((x_\Omega, y_\Omega)\) is given by

\[
(x_{\Omega}, y_{\Omega}) = \begin{cases} 
(x_s, y_s + g_1(x_s)(1 - 2y_s)), & \text{if } y_s \leq \frac{1}{2}, \\
(x_s, 1 - y_s + g_2(x_s)(2y_s - 1)), & \text{otherwise},
\end{cases}
\]

where \((x_s, y_s)\) is the mesh point obtained by uniformly dividing the unit square domain \([0, 1]^2\) into \(n \times n\) sub-squares. The numerical tests are implemented on the curved uniform meshes and the straight uniform meshes respectively. The curved uniform meshes and straight uniform meshes are obtained by connecting the mesh nodes on the curved boundary edges \( y = g_1(x) \) and \( y = g_2(x) \) where \( 0 \leq x \leq 1 \) by curved segments and straight segments, respectively, while the interior mesh nodes are both connected by straight edges. The first level of straight uniform meshes is shown in Figure 10.1 (Left). The second level of the straight uniform meshes is refined by connecting the midpoints of the quadrilateral elements on the first level ending up with dividing each quadrilateral element on the first level into 4 sub quadrilateral elements as shown in Figure 10.1 (Right). Similarly, the first two levels of curved uniform meshes are shown in Figure 10.2.

We have observed from Table 10.1 that the optimal order of convergence for the numerical approximation on both the curved uniform meshes and the straight uniform meshes when the lowest order WG element \( k = 1 \) is employed, which is consist with what the theory predicts; in addition, the convergence order of the WG numerical approximation in various norms on the curved uniform meshes is better than that on the straight uniform meshes for the higher order WG elements \( k = 2 \) and \( k = 3 \) respectively. The WG numerical solution \( u_0 \) on the curved uniform meshes for \( k = 1, 2, 3 \) are illustrated in Figure 10.3.

Test case 2 (circular domain) Here is the configuration of the test: the exact solution is \( u = -(x^2 + y^2 - 1) \); the domain is an unit circle \( \Omega = \{(x, y) : x^2 + y^2 \leq 1\}; \)
Fig. 10.2. Level 1 (Left) and level 2 (Right) of curved uniform meshes in test case 1.

Fig. 10.3. (a) the exact solution $u$, (b) WG solution for $k = 1$, (c) WG solution for $k = 2$, (d) WG solution for $k = 3$.

the curved WG element $P_3(T) = V_b(\partial T, 1) - [P_1(T)]^2$ is used; and the curved uniform meshes on levels 1 & 2 are shown in Figure 10.4. The exact solution $u$ and WG solution $u_0$ are plotted in Figure 10.5. As we can see from Table 10.2, the error of the WG approximation in various norms on curved uniform meshes achieves an optimal order of convergence, which consists with our theory.

Test case 3 (circular disk) The configuration of the test is as follows: the
Table 10.1
Test case 1: Numerical errors and corresponding convergence rates.

| 1/h | $\|e_h\|$ | Rate | $\|e_0\|$ | Rate | $\|e_h\|_{\mathbb{C}}$ | Rate | $\|\nabla e_0\|$ | Rate |
|-----|---------|------|---------|------|----------------|------|----------------|------|
| P₁(T) − V₀(∂T, 0) − [P₀(T)]² element on the curved uniform meshes |
| 8   | 5.08e-02 | -    | 3.06e-03 | -    | 3.25e-03 | -    | 1.85e-02 | -    |
| 16  | 2.82e-02 | 0.85 | 7.94e-04 | 1.94 | 9.15e-04 | 1.83 | 5.86e-03 | 1.66 |
| 32  | 1.47e-02 | 0.94 | 2.02e-04 | 1.98 | 2.38e-04 | 1.94 | 2.10e-03 | 1.48 |
| 64  | 7.52e-03 | 0.97 | 5.07e-05 | 1.99 | 6.02e-05 | 1.98 | 8.55e-04 | 1.30 |
| 128 | 3.79e-03 | 0.99 | 1.27e-05 | 2.00 | 1.51e-05 | 2.00 | 3.85e-04 | 1.15 |

| P₁(T) − P₀(∂T) − [P₀(T)]² element on the straight uniform meshes |
| 8   | 5.08e-02 | -    | 3.04e-03 | -    | 3.22e-03 | -    | 1.87e-02 | -    |
| 16  | 2.85e-02 | 0.84 | 8.02e-04 | 1.92 | 9.27e-04 | 1.79 | 5.99e-03 | 1.64 |
| 32  | 1.50e-02 | 0.93 | 2.05e-04 | 1.97 | 2.43e-04 | 1.93 | 2.14e-03 | 1.49 |
| 64  | 7.64e-03 | 0.97 | 5.15e-05 | 1.99 | 6.17e-05 | 1.98 | 8.62e-04 | 1.31 |
| 128 | 3.86e-03 | 0.99 | 1.29e-05 | 2.00 | 1.55e-05 | 1.99 | 3.87e-04 | 1.16 |

| P₂(T) − V₀(∂T, 1) − [P₁(T)]² element on the curved uniform meshes |
| 8   | 1.24e-02 | -    | 3.43e-04 | -    | 1.01e-03 | -    | 9.41e-03 | -    |
| 16  | 3.24e-03 | 1.94 | 4.16e-05 | 3.00 | 2.38e-04 | 1.93 | 2.14e-03 | 1.49 |
| 32  | 8.37e-04 | 1.96 | 5.19e-06 | 3.00 | 1.90e-05 | 1.93 | 2.38e-04 | 1.49 |
| 64  | 2.12e-04 | 1.98 | 6.51e-07 | 3.00 | 1.59e-05 | 1.98 | 8.62e-04 | 1.31 |
| 128 | 5.35e-05 | 1.99 | 8.15e-08 | 3.00 | 1.12e-05 | 1.99 | 3.87e-04 | 1.16 |

| P₂(T) − P₁(∂T) − [P₁(T)]² element on the straight uniform meshes |
| 8   | 1.22e-02 | -    | 3.73e-04 | -    | 1.04e-03 | -    | 9.84e-03 | -    |
| 16  | 5.00e-03 | 1.94 | 4.16e-05 | 3.00 | 1.01e-04 | 1.93 | 2.38e-04 | 1.93 |
| 32  | 1.10e-03 | 1.96 | 5.19e-06 | 3.00 | 1.00e-05 | 1.93 | 2.38e-04 | 1.93 |
| 64  | 5.17e-04 | 1.98 | 6.51e-07 | 3.00 | 1.59e-05 | 1.98 | 8.62e-04 | 1.31 |
| 128 | 2.03e-04 | 1.99 | 8.15e-08 | 3.00 | 1.12e-05 | 1.99 | 3.87e-04 | 1.16 |

| P₃(T) − V₀(∂T, 2) − [P₂(T)]² element on the curved uniform meshes |
| 4   | 1.05e-02 | -    | 7.18e-04 | -    | 3.93e-04 | -    | 1.04e-02 | -    |
| 8   | 1.76e-03 | 2.57 | 7.19e-05 | 3.32 | 5.98e-05 | 2.71 | 1.70e-03 | 2.61 |
| 16  | 2.29e-04 | 2.94 | 4.67e-06 | 3.94 | 4.38e-06 | 3.77 | 2.18e-04 | 2.96 |
| 32  | 2.05e-05 | 2.97 | 3.02e-07 | 3.95 | 2.99e-07 | 3.87 | 2.77e-05 | 2.98 |
| 64  | 3.74e-06 | 2.97 | 2.03e-08 | 3.89 | 2.12e-08 | 3.82 | 3.49e-06 | 2.99 |
| 128 | 5.17e-07 | 2.97 | 3.02e-08 | 3.95 | 2.99e-07 | 3.87 | 2.77e-05 | 2.98 |

| P₃(T) − P₂(∂T) − [P₂(T)]² element on the straight uniform meshes |
| 4   | 1.03e-02 | -    | 7.63e-04 | -    | 5.50e-04 | -    | 1.00e-02 | -    |
| 8   | 3.12e-03 | 1.72 | 1.98e-04 | 1.95 | 2.01e-04 | 1.45 | 2.67e-03 | 1.91 |
| 16  | 1.15e-03 | 1.44 | 5.05e-05 | 1.97 | 5.63e-05 | 1.83 | 7.12e-04 | 1.91 |
| 32  | 5.17e-04 | 1.15 | 1.26e-05 | 2.01 | 1.49e-05 | 1.92 | 2.01e-04 | 1.83 |
| 64  | 2.52e-04 | 1.04 | 3.11e-06 | 2.01 | 3.83e-06 | 1.96 | 5.97e-05 | 1.75 |

domain is a circular disk defined by $\Omega = \{(x, y) : 0.16 \leq x^2 + y^2 \leq 1\}$; the exact solution is given by $u = -(x^2 + y^2 - 1)(x^2 + y^2 - 0.16)$; the curved WG element $P_2(T) - V_0(\partial T, 1) - [P_1(T)]^2$ is used; and the curved uniform meshes on levels 1 & 2 are shown in Figure 10.6. The plots of the exact solution $u$ and WG numerical approximation $u_0$ are demonstrated in Figure 10.7. We have observed from Table 10.3 that the error of WG solution in different norms on the curved uniform meshes achieves an optimal order of convergence. All numerical results are greatly consistent with the theory established in this paper.
Fig. 10.4. Level 1 (Left) and level 2 (Right) of curved uniform meshes in test case 2.

Fig. 10.5. $P_2(T) - V_0(\partial T, 1) - [P_1(T)]^2$ element on the curved uniform meshes; Left: exact solution; Right: WG solution.

Fig. 10.6. Level 1 (Left) and level 2 (Right) of curved uniform meshes in test case 3.

REFERENCES

[1] I. Babuška, *The stability of the domain of definition with respect to basic problems of the theory of partial differential equations especially with respect to the theory of elasticity I, II*, Czechoslovak Math. J., vol. 11 (86), pp. 76-105, 165-203, 1961.

[2] I. Babuška, *The rate of convergence for the finite element method*, SIAM J. Numer. Anal.,
Table 10.2

Test case 2: Numerical errors and corresponding convergence rates for $P_2(T) - V_h(\partial T, 1) - [P_1(T)]^2$ element on the curved uniform meshes.

| h   | $\|e_h\|$  | Rate | $\|e_0\|$  | Rate | $\|e_h\|/e_0$ | Rate | $\|\nabla e_0\|$ | Rate |
|-----|------------|------|------------|------|----------------|------|----------------|------|
| 0.3 | 2.96e-04   | -    | 3.47e-05   | -    | 5.79e-05       | -    | 2.40e-04       | -    |
| 0.15| 8.56e-05   | 1.79 | 4.43e-06   | 2.97 | 9.94e-06       | 2.54 | 6.27e-05       | 1.94 |
| 0.075| 1.84e-05  | 2.22 | 4.97e-07   | 3.16 | 1.15e-06       | 3.11 | 1.33e-05       | 2.23 |
| 0.0375| 4.50e-06 | 2.03 | 6.03e-08   | 3.04 | 1.46e-07       | 2.97 | 3.19e-06       | 2.06 |
| 0.01875| 1.13e-06 | 1.99 | 7.20e-09   | 3.07 | 1.75e-08       | 3.06 | 6.99e-07       | 2.19 |

Fig. 10.7. $P_2(T) - V_h(\partial T, 1) - [P_1(T)]^2$ element on the curved uniform meshes; Left: exact solution; Right: WG solution.
Table 10.3
Test case 3: Numerical errors and corresponding convergence rates for $P_2(T) - V_h(\partial T, 1) - \{P_1(T)\}^3$ element on the curved uniform meshes.

| $h$     | $\|e_h\|$ | Rate | $\|e_0\|$ | Rate | $\|e_b\|$ | Rate | $\|\nabla e_0\|$ | Rate |
|---------|------------|------|------------|------|------------|------|----------------|------|
| 0.3     | 8.43e-01   | -    | 5.21e-02   | -    | 3.80e-02   | -    | 8.33e-01       | -    |
| 0.15    | 2.01e-01   | 2.07 | 6.02e-03   | 3.11 | 4.15e-03   | 3.19 | 1.99e-01       | 2.06 |
| 0.075   | 5.00e-02   | 2.01 | 6.74e-04   | 3.16 | 4.48e-04   | 3.21 | 4.96e-02       | 2.01 |
| 0.0375  | 1.22e-02   | 2.04 | 7.79e-05   | 3.11 | 5.07e-05   | 3.14 | 1.21e-02       | 2.04 |
| 0.01875 | 3.02e-03   | 2.01 | 9.38e-06   | 3.05 | 6.04e-06   | 3.07 | 3.00e-03       | 2.01 |

Convection equations in non-divergence form, arXiv: 1910.14073, J. Comput. Appl. Math., accepted.

[16] D. Li and C. Wang, A simplified primal-dual weak Galerkin finite element method for Fokker-Planck type equations, arXiv:2004.13817

[17] H. C. Martin and G. F. Carey, Introduction to Finite Element Analysis, McGraw-Hill, New York, 1973.

[18] L. Mu, J. Wang and X. Ye, Weak Galerkin finite element method for second-order elliptic problems on polytopal meshes, Int. J. Numer. Anal. Model., vol. 12, pp. 31-53, 2015.

[19] L. Mu, J. Wang and X. Ye, Weak Galerkin finite element methods for the biharmonic equation on polytopal meshes, Numer. Methods Partial Differ. Equ., vol. 30, pp. 1003-1029, 2014.

[20] L. Mu, Weak Galerkin finite element with curved edges, J. Comput. Appl. Math., vol. 381, pp. 113038, 2021.

[21] A. K. Rao and K. Rajalal, Polygon circle paradox of simple supported thin plates under uniform pressure, AIAA J., vol. 6 (1), 1968.

[22] G. Strang and G. Fix, An analysis of the finite element method, Prentice-Hall, Englewood Cliffs, New Jersey, 1974.

[23] C. Wang, New discretization schemes for time-harmonic Maxwell equations by weak Galerkin finite element methods, J. Comput. Appl. Math., vol. 341, pp. 127-143, 2018.

[24] C. Wang, A new primal-dual weak Galerkin finite element method for ill-posed elliptic Cauchy problems, J. Comput. Appl. Math., vol. 371, 112629, 2020.

[25] C. Wang, Low regularity primal-dual weak Galerkin finite element methods for ill-posed elliptic Cauchy problems, Int. J. Numer. Anal. Model., vol. 19 (1), pp. 33-51, 2022.

[26] C. Wang, A modified primal-dual weak Galerkin finite element method for second order elliptic equations in non-divergence form, Int. J. Numer. Anal. Model., vol. 18 (4), pp. 500-523, 2021.

[27] C. Wang and J. Wang, A primal-dual weak Galerkin finite element method for Fokker-Planck type equations, SIAM. J. Numer. Anal., vol. 58 (5), pp. 2632-2661, 2020.

[28] C. Wang and J. Wang, A primal-dual finite element method for first-order transport problems, J. Comput. Phys., vol. 417, 109571, 2020.

[29] C. Wang and J. Wang, Primal-dual weak Galerkin finite element methods for elliptic Cauchy problems, Comput. Math. Appl., vol. 79 (3), pp. 746-763, 2020.

[30] C. Wang and J. Wang, A primal-dual weak Galerkin finite element method for second order elliptic equations in non-divergence form, Math. Comput., vol. 87, pp. 515-545, 2018.

[31] C. Wang and J. Wang, A hybridized formulation for weak Galerkin finite element methods for biharmonic equation on polygonal or polyhedral meshes, Int. J. Numer. Anal. Model., vol. 12, pp. 302-317, 2015.

[32] C. Wang and J. Wang, Weak Galerkin finite element methods for elliptic PDEs, Science China., vol. 45 (7), pp. 1061-1092, 2015.

[33] C. Wang and J. Wang, An efficient numerical scheme for the biharmonic equation by weak Galerkin finite element methods on polygonal or polyhedral meshes, Comput. Math. Appl., vol. 68 (12), pp. 2314-2330, 2014.

[34] C. Wang and J. Wang, R. Wang and R. Zhang, A locking-free weak Galerkin finite element method for elasticity problems in the primal formulation, J. Comput. Appl. Math., vol. 307, pp. 346-366, 2016.

[35] J. Wang and X. Ye, A weak Galerkin finite element method for second-order elliptic problems, J. Comput. Appl. Math., vol. 241, pp.103-115, 2013.

[36] J. Wang and X. Ye, A weak Galerkin mixed finite element method for second-order elliptic problems, Math. Comput., vol. 83, pp. 2101-2126, 2014.
[37] C. Wang and H. Zhou, *A weak Galerkin finite element method for a type of fourth order problem arising from fluorescence tomography*, J. Sci. Comput., vol. 71 (3), pp. 897-918, 2017.

[38] C. Wang and L. Zikatanov, *Low regularity primal-dual weak Galerkin finite element methods for convection-diffusion equations*, J. Comput. Appl. Math., vol. 394, 113543, 2021.

[39] M. Zlámal, *On the finite element method*, Numer. Math., vol. 12, pp. 394-409, 1968.

[40] M. Zlámal, *A finite element procedure of the second order of accuracy*, Numer. Math., vol. 14, pp. 394-402, 1970.

[41] M. Zlámal, *Finite element method in domains with curved boundaries*, Int. J. Numer. Method. Eng., vol. 5 (3), pp. 367-373, 1973.

[42] M. Zlámal, *Curved elements in the finite element method. I*, SIAM J. Numer. Anal., vol. 10 (1), 1973.

[43] M. Zlámal, *Curved elements in the finite element method. II*, SIAM J. Numer. Anal., vol. 11 (2), 1974.