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Abstract. Motivated by the work of Colin de Verdière and Saint-Raymond [CS-L20] on spectral theory for 0th order pseudodifferential operators on tori we consider viscosity limits in which 0th order operators, $P$, are replaced by $P + i\nu \Delta$, $\nu > 0$. By adapting the Helffer–Sjöstrand theory of scattering resonances [HeSj86], we show that, in a complex neighbourhood of the continuous spectrum, eigenvalues of $P + i\nu \Delta$ have limits as the viscosity, $\nu$, goes to 0. In the simplified setting of tori, this justifies claims made in the physics literature – see for instance [RGV01].

1. Introduction

Spectral properties of 0th order pseudo-differential operators arise naturally in the problems of fluid mechanics – for an early example see Ralston [Ra73]. Recently, Colin de Verdière and Saint-Raymond [CS-L20], [CdV19] investigated such operators under natural dynamical conditions motivated by the study of (linearized) internal waves – see the review article of Dauxois et al [D*18] and the introduction to [CS-L20] for a physics perspective and references. Dyatlov–Zworski [DyZw19b] provided proofs of the results of [CS-L20] based on the analogy to scattering theory – see Melrose–Zworski [MZ96], Hassell–Melrose–Vasy [HMV04] and [DyZw19a]. This analogy was developed further by Wang [Wa19] who defined and described a scattering matrix in this setting. Tao [Ta19] constructed an example of an embedded eigenvalue.

Motivated by the physics literature – see for instance Rieutord et al [RGV01] – we consider here operators with a viscosity term

$$P_\nu := P + i\nu \Delta,$$

where $P$ is a 0th order pseudodifferential operator on the torus (1.1) satisfying (1.2) and the dynamical assumption (1.3). The operator $\Delta$ is the usual Laplacian on the torus. The assumption (1.3) guarantees continuity of the spectrum at 0 [CS-L20], [DyZw19b]. We then show that as $\nu \to 0^+$ the eigenvalues of $P_\nu$ in a complex neighbourhood of 0 tend to a discrete set associated to $P$ alone – see Figure 1 for a numerical illustration. This justifies claims seen in related models of the physics literature†. Our approach is

†For example a claim from [RGV01]: “The aim of this paper is to present what we believe to be the asymptotic limit of inertial modes in a spherical shell when viscosity tends to zero.”
Figure 1. We display the resonances of $P$ as red stars (a full explanation using the deformed operator $P_\theta$ is given in Appendix B). The paths of the eigenvalues of $P + i\nu \Delta$ as $\nu \to 0+$ are shown by the green curves with the arrows denoting the direction of the path as $\nu$ decreases. $P$ is chosen as in (B.4) with $V_a = \frac{1}{2}(\xi^3 - 1)e^{-\xi^2}$ and $V_m = (1 + (e - 1)(\xi - 2)^2)e^{-(\xi-2)^2}$. For an animated version of this figure see https://math.berkeley.edu/~zworski/vis_dynam.mov.

again based on analogy to scattering theory, in this case to the general approach to scattering resonances due to Helffer–Sjöstrand [HeSj86].

To state our results precisely, we start with the class of pseudodifferential operators:

$$Pu(y) := \frac{1}{(2\pi h)^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{i\frac{1}{h}(y-y',\eta)} p(y,\eta) u(y') dy' d\eta$$  \hspace{1cm} (1.1)$$

where $p \in S^m(T^*\mathbb{T}^n)$, $\mathbb{T}^n := \mathbb{R}^n/2\pi\mathbb{Z}^n$, has an analytic continuation from $T^*\mathbb{T}^n$ satisfying

$$|p(z,\zeta)| \leq M, \ \text{for} \ |\text{Im} \ z| \leq a, \ |\text{Im} \ \zeta| \leq b \langle \text{Re} \ \zeta \rangle.$$  \hspace{1cm} (1.2)$$

The integral in the definition (1.1) of $Pu$ is considered in the sense of oscillatory integrals (see for instance [Zw12, §5.3]) and we extend both $y \mapsto u(y)$ and $y \mapsto p(y,\eta)$ to periodic functions on $\mathbb{R}^n$. 
The dynamical assumption is formulated using an escape function:

\[ \exists G \in S^1(T^*\mathbb{T}^n), \ C > 0 \ H_p G(x, \xi) > 0, \ \text{for} \ (x, \xi) \in \{p = 0\} \cap \{ |\xi| > C \}. \]  \hfill (1.3)

(For the definition of the symbol class \( S^1(T^*\mathbb{T}^n) \) see (3.1) and [DyZw19a, §E.1] and for a discussion of escape functions [DyZw19a, §6.4].) We make our assumption at \( p = 0 \) but the value 0 can be replaced by any real number \( \lambda \) by changing the operator to \( P - \lambda \). We could also replace \( p \) in (1.3) by the principal symbol of \( P \). Examples of operators satisfying our assumptions are given in Appendix B (see also [DyZw19b] and [Ta19]).

We denote by \( \Delta = \sum_{j=1}^n \partial^2_{x_j} \) the usual Laplacian on \( \mathbb{T}^n \) and state a precise version of our main result:

**Theorem 1.** Suppose that \( P \) is given by (1.1) with \( p \) satisfying (1.2) and (1.3). Then there exist an open neighbourhood of 0 in \( \mathbb{C} \), \( U \) and a set 

\[ \mathcal{R}(P) \subset \{ \text{Im} \omega \leq 0 \} \cap U \]

such that for every \( K \in U \), \( \mathcal{R}(P) \cap K \) is discrete, and 

\[ \text{spec}_{L^2}(P + i\nu \Delta) \longrightarrow \mathcal{R}(P), \ \nu \to 0^+, \]  \hfill (1.4)

uniformly on \( K \).

Numerical illustrations of this theorem are presented in Appendix B.

Another way to state the theorem is to say that \( \mathcal{R}(P) = \{ \omega_j \}_{j=1}^N \) (where \( N = \infty \) is allowed) and \( \text{spec}_{L^2}(P + i\nu \Delta) = \{ \omega_j(\nu) \}_{j=1}^\infty \) then (after suitable re-ordering)

\[ \omega_j(\nu) \to \omega_j, \ \nu \to 0^+, \]

uniformly on compact sets and with agreement of multiplicities. In fact, the proof gives a more precise statement implying smoothness of projectors acting on spaces \( \mathcal{X} \) of Theorem 2 – see [DyZw15, Proposition 5.3]. Since the statement is essentially the same we do not reproduce it here.

The Laplacian \( \Delta \) can be replaced by any second order (or any order) elliptic differential operator with analytic coefficients and the set \( \mathcal{R}(P) \) is independent of that choice. The next theorem shows that \( \mathcal{R}(P) \) is defined intrinsically for operators satisfying our assumptions:

**Theorem 2.** Suppose that \( P \) satisfies the assumptions of Theorem 1 and \( U \) is the open set presented there. Then there exists a Hilbert space \( \mathcal{X} \) such that for \( \omega \in U \),

\[ P - \omega : \mathcal{X} \to \mathcal{X} \]  \hfill (with inclusion

is a Fredholm operator,

and \( \mathcal{R}(\omega) := (P - \omega)^{-1} : \mathcal{X} \to \mathcal{X} \), forms a meromorphic family of operators with poles of finite rank. The set of these poles in \( U \) is the set \( \mathcal{R}(P) \) in Theorem 1 (with inclusion
according to multiplicity). Moreover,
\[ \mathcal{R}(P) \cap \mathbb{R} = \text{spec}_{pp,t^2}(P) \cap U. \]

The space \( \mathcal{X} = H_\Lambda \) is defined in \( \S 4 \) and for some \( \delta > 0 \),
\[ \mathcal{A}_\delta \subset \mathcal{X} \subset \mathcal{A}_{-\delta}, \]
where, for \( s \in \mathbb{R} \), the spaces \( \mathcal{A}_s \) is given by formal Fourier series with Fourier coefficients bounded by \( e^{-|n|s} \), \( n \in \mathbb{Z}^n \). Hence \( \mathcal{X} \) contains the space of analytic functions extending to a sufficiently large complex neighbourhood of \( \mathbb{T}^n \) and is contained in the dual of such space – see (4.2) for precise definitions.

We briefly recall similar results in different settings. Dyatlov–Zworski [DyZw15] showed that if \( X \) is the generator of an Anosov flow on a compact manifold and \( Q \) is a self-adjoint second order elliptic operator, then the eigenvalues of \( X + i\nu Q \) converge to the Pollicott–Ruelle resonances of the Anosov flow. These resonances appear in expansions of correlations – see [DyZw15] for a discussion and references. Drouot [Dr17] proved an analogue of this result for kinetic Brownian motion in which \( X \) is a generator of an Anosov geodesic flow and \( Q \) is the “spherical Laplacian” on the fibers. Dang–Riviére [DaRi17] showed that for Morse–Smale gradient flows, the eigenvalues of \( \mathcal{L}_{\nabla f} + i\nu \Delta_g \) (which agree with the eigenvalues of the Witten Laplacian) converge to the Pollicott-Ruelle resonance of the gradient flow. That generalized a result of Frenkel–Losev–Nekrasov [FLN11] who, motivated by quantum field theory, considered the case of the height function on the sphere.

The complex absorbing potential method (see [DyZw19a, \( \S 4.9 \)] for a description and references) is also related to viscosity limits: to obtain discrete complex spectrum a complex potential, say \(-i\varepsilon|x|^2\), is added to a Schrödinger operator. In cases where scattering resonances can be defined, the spectrum of this new operator converges to the resonances – see [Xi19], [Zw18].

The essential ingredient in the proof of Theorems 1 and 2 is the theory of complex microlocal deformations inspired by works of Sjöstrand [Sj82],[Sj96] and Helffer–Sjöstrand [HeSj86]. The starting object there is an FBI transform. In our case we need an FBI transform which respects the analytic structure of the underlying compact analytic manifold. Hence, if \( M \) is a compact analytic manifold, we define (using a measure on \( M \) coming from a real analytic metric)
\[ Tu(x,\xi,h) := h^{-\frac{3n}{2}} \int_M K(x,\xi,y,h)u(y)dy, \]
where
\[ (x,\xi,y) \to K(x,\xi,y,h) \]
is holomorphic in a fixed complex conic neighbourhood of $T^*M \times M$ and, uniformly in that neighbourhood,

\[
K(x, \xi, y, h) = \chi(x, y)a(x, \xi, y, h)e^{\frac{i}{h}\varphi(x, \xi, y, h)} + O(e^{-\langle \Re \xi \rangle / Ch}),
\]

\[
\varphi(x, \xi, x) = 0, \quad d_y \varphi(x, \xi, y)|_{y = x} = -\xi, \quad \Im d_y^2 \varphi(x, \xi, y)|_{y = x} \sim (\Re \xi) I.
\] (1.6)

Denoting by $\widetilde{M}$ a complex neighbourhood of $M$, $\chi$ satisfies

\[
\chi \in C^\infty(U), \quad \chi|_V \equiv 1, \quad V \subset U \subset \widetilde{M} \times \widetilde{M}
\]

and $a$ is analytic symbol of order $n/4$ in $\xi$. (Here $\Delta(\widetilde{M})$ denotes the diagonal $\{(x, x) : x \in \widetilde{M}\}$.)

Existence of such kernels $K$ can be obtained by choosing a real analytic metric with exponential map $T_x M \ni (x, v) \mapsto \exp_x(v)$, and then putting

\[
\varphi(x, \xi, y) = -\xi(\exp_x^{-1}(y)) + \frac{i}{2}(\xi)d(x, y)^2.
\]

We can then solve the $\bar{\partial}$-equation with the right hand side given by $\bar{\partial}_{x,y}$ applied to the first term on the right hand side of (1.6).

In this paper, in view of our applications and for the sake of clarity, we consider an explicit $K(x, \xi, y, h)$ available in the case of tori, $\mathbb{T}^n := \mathbb{R}^n/(2\pi \mathbb{Z})^n$:

\[
K(x, \xi, y, h) = c_n (\xi) \sum_{k \in \mathbb{Z}} e^{\frac{i}{h}(x-y-2\pi k, \xi)+\frac{i}{2}(\xi)(x-y-2\pi k)^2}. \quad (1.7)
\]

Although the analysis works in the more general setting of analytic compact manifolds and FBI transforms satisfying (1.5) and (1.6), we can avoid additional complications such as the study of analytic symbols when the inverse of $T$ is not exact (see Proposition 2.2) and of operators annihilating $Tu$ which do not commute exactly (see Proposition 5.1) by using (1.7). One motivation for this project was to present the theory of exponential weights which are not compactly supported – see §4. The expository article [GaZw19] is intended as an introduction to these methods in the simpler setting of compactly supported weights, see also Martinez [Ma02] and Nakamura [Na95] for a very clear approach to compactly supported weights in $\mathbb{R}^n$ (or more generally weights $\psi$ satisfying $\partial^\alpha \psi \in L^\infty$ for $|\alpha| > 0$).

In an independent development Guedes Bonthaonneau–Jézéquel [GeJe20] presented a similar theory in a more general setting of Gevrey regularity and arbitrary real analytic compact manifolds. Their motivation came from microlocal study of dynamical zeta functions and trace formulas for Anosov flows, see [DyZw16], [Je19] and references given there.

The paper is organized as follows:

- In §2 we define an FBI transform, $T$ on tori and construct its exact left inverse $S$. The FBI transform takes functions on $\mathbb{T}^n$ to functions on $T^*\mathbb{T}^n$. 

• The geometry of complex deformation and their relation to exponential weights is reviewed in §3. The complex deformation of our FBI transform, $T_\Lambda$, is then investigated in §4 where the space $\mathcal{X} = H_\Lambda$ is also defined. Here, $\Lambda$ is a complex deformation of $T^*\mathbb{T}^n$ associated to $G$ in (1.3) using (3.2).

• §5 is motivated by the study of Bergman kernels by Boutet de Monvel–Sjöstrand [BoSj76], [Sj96] and of Toeplitz operators by Boutet de Monvel–Guillemin [BoGu81]: we construct a parametrix for the orthogonal projector onto the image of $\mathcal{X}$ under $T_\Lambda$.

• The action of pseudo-differential operators of the form (1.1) on the space $\mathcal{X}$ is described in §6. We also present the compactness and trace class properties needed in our proofs of the Fredholm property and of the viscosity limit for $P$ and $P + i\nu\Delta$.

• Finally, §6 is devoted to the proofs of Theorems 1 and 2.

• Appendix A reviews some aspects almost analytic machinery of Melin–Sjöstrand [MeSj74], see also [GaZw19, §5]. In Appendix B we discuss the (very) special case of escape functions which are linear in $\xi$. In that case we can use an analogue of the method of complex scaling – see [DyZw19a, §§4.5,4.7] and references given there. This method lends itself to numerical experimentation and some results of that are presented in Appendix B as well.
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2. A semiclassical FBI transform on $\mathbb{T}^n = \mathbb{R}^n/2\pi\mathbb{Z}^n$

We start by defining an FBI transform on $\mathbb{T}^n$ which respects the real analytic structure of $\mathbb{T}^n$ and is invertible with error exponentially small in $h$ and in frequency.

As stated in §1 we achieve this with the following transform:

$$Tu(x,\xi) := h^{-\frac{3n}{4}} \int_{\mathbb{T}^n} \sum_{k \in \mathbb{Z}^n} e^{\frac{i}{\hbar}\varphi(x,y-2\pi k,\xi)} \langle \xi \rangle^\frac{3}{2} u(y) dy, \quad u \in C^\infty(\mathbb{T}^n),$$

(2.1)

$$\varphi(x,\xi,y) := \langle x - y, \xi \rangle + i\frac{1}{2} \langle \xi \rangle (x - y)^2.$$  

This sum is rapidly convergent since $\text{Im} \varphi \geq \langle \xi \rangle |x - y|^2/2$.

Remark. As already emphasized in §1, the crucial feature of $T$ is the structure of its integral kernel, $K(x,\xi,y)$, which is analytic in all variables and is given by

$$e^{\frac{i}{\hbar}\varphi(x,\xi,y)} a(x,\xi,y) \chi(d(x,y)) + \mathcal{O}(e^{-\langle \xi \rangle/\hbar}),$$

$$\varphi(x,\xi,y) = \langle \exp_y^{-1}(x), \xi \rangle + i\frac{1}{2} \langle \xi \rangle d(x,y)^2,$$
where \( a \) is a classical analytic symbol and \( \chi \in C_\infty^\infty(\mathbb{R}) \) is supported in a small neighbourhood of 0 and is equal to 1 near 0.

Extending \( u \) to \( \mathbb{R}^n \) as a \( 2\pi \mathbb{Z}^n \) periodic function, we observe that

\[
Tu(x, \xi) = h^{-\frac{3n}{2}} \int_{\mathbb{R}^n} \hat{e}^{\frac{i}{h}\varphi(x-y, \xi)} \langle \xi \rangle^\frac{n}{2} u(y) \, dy
\]

and, moreover, \( Tu(x, \xi) \) is \( 2\pi \mathbb{Z}^n \) periodic in \( x \).

**Lemma 2.1.** The operator \( T : C_\infty^\infty(\mathbb{T}^n) \to C_\infty^\infty(T^*\mathbb{T}^n) \) extends to an operator

\[
T : L^2(\mathbb{T}^n) \to L^2(T^*\mathbb{T}^n), \quad \|T\|_{L^2(\mathbb{T}^n) \to L^2(T^*\mathbb{T}^n)} \leq C,
\]

with \( C \) independent of \( h \).

**Proof.** Suppose that \( v \in C_\infty^\infty(T^*\mathbb{T}^n) \). We extend \( v \) periodically in \( x \) and consider

\[
TT^*v(x, \xi) = h^{-\frac{3n}{2}} \int_{\mathbb{R}^n} \langle \eta \rangle^\frac{n}{2} e^{\frac{i}{h}\Phi} v(y, \eta) \, dy \, d\eta \, dw,
\]

where

\[
\Phi := \langle x - w, \xi \rangle + \langle w - y, \eta \rangle + \frac{i}{2} \langle \xi \rangle (x - w)^2 + \langle \eta \rangle (y - w)^2.
\]

Completing the square and integrating in \( w \), we then obtain

\[
TT^*v(x, \xi) = h^{-n} \int_{T^*\mathbb{T}^n} \frac{\langle \xi \rangle^\frac{n}{2}}{(\langle \xi \rangle + \langle \eta \rangle)^\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} e^{\frac{i}{h}\Psi(x-y+2\pi k, \xi, \eta)} v(y, \eta) \, dy \, d\eta,
\]

where

\[
\Psi(z, \xi, \eta) := \frac{i}{2} (\xi - \eta)^2 + \frac{i}{2} \langle \xi \rangle \frac{z^2}{\langle \xi \rangle + \langle \eta \rangle} + \langle \eta \rangle \xi + \langle \xi \rangle \eta.
\]

Schur’s test for boundedness together with density of \( C_\infty^\infty(T^*\mathbb{T}^n) \) in \( L^2(T^*\mathbb{T}^n) \) complete the proof of the lemma. \( \square \)

Our next goal is to find an inverse for \( T \). To do this, we define

\[
Sv(y) = h^{-\frac{3n}{4}} \int_{T^*\mathbb{T}^n} \sum_{k \in \mathbb{Z}^n} e^{-\frac{i}{h}\varphi^*(x-2\pi k, \xi)} b(x - y - 2\pi k, \xi) v(x, \xi) \, dx \, d\xi
\]

(2.2)

\[
\varphi^*(x, \xi, y) = \varphi(x, \xi, y).
\]

Then, as before, extending \( v \) periodically in \( x \),

\[
Sv(y) = h^{-\frac{3n}{4}} \int_{T^*\mathbb{R}^n} e^{\frac{i}{h}\varphi^*(x,y, \xi)} b(x - y, \xi) v(x, \xi) \, dx \, d\xi.
\]

We then have

**Proposition 2.2.** Putting

\[
b(w, \xi) = 2\pi^\frac{n}{2} (2\pi)^{-\frac{3n}{2}} \langle \xi \rangle^\frac{n}{2} (1 + \frac{i}{2} \langle w, \xi/\langle \xi \rangle \rangle),
\]

(2.3)

in (2.2) gives

\[
STu = u, \quad u \in L^2(\mathbb{R}^n).
\]

(2.4)
Proof. Using definition (2.1) and (2.2) we have

\[ STu = h^{-\frac{3n}{2}} \int_{\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n} e^{\frac{i}{h}(x-y,\xi) + \frac{i}{2}\langle \xi \rangle (y-z)^2 + \frac{i}{2}\langle \xi \rangle (x-z)^2} \langle \xi \rangle^\eta b(x-z,\xi)u(y)dydzd\xi \]

\[ = h^{-n} \int_{\mathbb{R}^n \times \mathbb{R}^n} e^{\frac{i}{h}(x-y,\xi) - \frac{i\langle \xi \rangle}{4}(x-y)^2} a(x,y,\xi;h)u(y)dyd\xi. \]  

\[ (2.5) \]

For our choice of \( b \) we have

\[ a(x,y,\xi;h) = h^{-\frac{n}{2}} e^{\frac{i\langle \xi \rangle}{4}(x-y)^2} \int_{\mathbb{R}^n} e^{-\frac{i\langle \xi \rangle}{4}(x-z)^2 + (z-y)^2} \langle \xi \rangle^\eta b(x-z,\xi)dz 
\]

\[ = h^{-\frac{n}{2}} e^{\frac{i\langle \xi \rangle}{4}(x-y)^2} \int_{\mathbb{R}^n} e^{-\frac{i\langle \xi \rangle}{4}(w-w-y)^2 + w^2} \langle \xi \rangle^\frac{n}{2} b(x-w-y,\xi)dw 
\]

\[ = h^{-\frac{n}{2}} e^{\frac{i\langle \xi \rangle}{4}} \int_{\mathbb{R}^n} e^{-\frac{i\langle \xi \rangle}{4} w^2} b \left( \frac{i}{2} (x-y) - v, \xi, h \right) dv 
\]

\[ = (2\pi)^{-n} (1 + \frac{i}{4} \langle x-y, \xi / \langle \xi \rangle \rangle). \]

(2.6)

The proof is now concluded using (2.7) below. \( \square \)

For the reader’s convenience we include the derivation of Lebeau’s inversion formula used in the proof of Proposition 2.2 (see [HöI, (9.6.7)]):

Lemma 2.3. For \( u \in C^\infty_c(\mathbb{R}^n) \),

\[ u(x) = (2\pi h)^{-n} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-y,\xi + ia\langle \xi \rangle (x-y))} (1 + ia\langle x-y, \xi / \langle \xi \rangle \rangle) u(y)dyd\xi, \quad a > 0. \]  

(2.7)

Proof. For \( u \in C^\infty_c(\mathbb{R}^n) \) the Fourier inversion formula gives

\[ u(x) = (2\pi h)^{-n} \lim_{\epsilon \to 0+} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-y,\xi + i\epsilon\langle \xi \rangle)} u(y)dyd\xi, \]

where the integral converges absolutely for \( \epsilon > 0 \). We deform the contour of integration in \( \xi \) to \( \Gamma_a(x,y) \) given by

\[ \xi \mapsto \eta := \xi + ai\langle \xi \rangle (x-y), \quad \xi \in \mathbb{R}^n, \quad 0 < a \ll 1. \]

This deformation is justified since on \( \Gamma \),

\[ \text{Im}(x-y,\eta) \geq c\langle \eta \rangle (x-y)^2. \]
and for $a$ sufficiently small, $\langle \eta \rangle := (1 + \eta^2)^{\frac{1}{2}}$ has an analytic branch with positive real part. In particular, we have, using that $d\langle \xi \rangle = \sum_i \langle \xi \rangle^{-1} \xi_i d\xi_i$.

\[ u(x) = (2\pi h)^{-n} \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} e^{\frac{i}{h}((x-y,\eta) + i\epsilon \langle \eta \rangle)} u(y) dy d\eta_1 \wedge d\eta_2 \wedge \cdots \wedge d\eta_n \]

\[ = (2\pi h)^{-n} \lim_{\epsilon \to 0} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-y,\xi+ia(x-y)) + i\epsilon \langle \eta \rangle)} \det(\eta) u(y) dy d\xi \]

\[ = (2\pi h)^{-n} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-y,\xi+ia(x-y))}(1 + ia\langle x - y, \xi / \langle \xi \rangle \rangle) u(y) dy d\xi. \]

Since the right hand side is analytic in \( \{ a \in \mathbb{C} : \text{Re} a > 0 \} \) it follows that the formula remains valid for all $a > 0$. □

3. Geometry of complex deformations

Following [HeSj86] and [Sj96] we will study the FBI transform (2.1) when $T^*\mathbb{T}^n$ is replaced by an $I$-Lagrangian $\mathbb{R}$-symplectic manifold submanifold of $\overline{T^*\mathbb{T}^n} := \{(z, \zeta) \mid z \in \mathbb{C}^n/2\pi\mathbb{Z}^n, \zeta \in \mathbb{C}^n \} \simeq T^*(\mathbb{C}^n/2\pi\mathbb{Z}^n)$.

We recall that $\overline{T^*\mathbb{T}^n}$ is equipped with the complex symplectic form

\[ \sigma := d\zeta \wedge dz := \sum_{j=1}^{n} d\zeta_j \wedge dz_j = d(\zeta \cdot dz). \]

For a real $2n$-dimensional submanifold of $\overline{T^*\mathbb{T}^n}$, $\Lambda$, we say

\[ \Lambda \text{ is } I\text{-Lagrangian} \iff \text{Im}(\sigma|_\Lambda) \equiv 0, \]

and that

\[ \Lambda \text{ is } \mathbb{R}\text{-symplectic} \iff \text{Re}(\sigma|_\Lambda) \text{ is non-degenerate}. \]

The specific submanifolds used here are given as follows. For a function $G(x, \xi) \in C^\infty(T^*\mathbb{T}^n; \mathbb{R})$, assume that for some sufficiently small $\epsilon_0$ (to be chosen in the constructions below),

\[ \sup_{|\alpha| + |\beta| \leq 2} \langle \xi \rangle^{-1+|\beta|} |\partial^\alpha_x \partial^\beta_\xi G(x, \xi)| \leq \epsilon_0, \quad |\partial^\alpha_x \partial^\beta_\xi G(x, \xi)| \leq C_{\alpha\beta} \langle \xi \rangle^{1-|\beta|}. \quad (3.1) \]

(The second condition merely states that $G \in S^1(T^*\mathbb{T}^n)$ in the standard notation of [HoIII].) We then define

\[ \Lambda := \{(x + iG(\xi, x, \xi) - iG_x(x, \xi)) \mid (x, \xi) \in T^*\mathbb{T}^n \} \subset \overline{T^*\mathbb{T}^n}. \quad (3.2) \]

By considering $G(x, \xi)$ as a periodic function of $x$, we can also think of $\Lambda$ as a submanifold of $T^*\mathbb{C}^n$. 
A submanifold given by (3.2) is always I-Lagrangian:
\[
\zeta \cdot dz|_\Lambda = (\xi - iG_\xi) \cdot d(x + iG_x)
\]
\[
= \xi \cdot dx + G_\xi \cdot G_\xi d\xi + G_x \cdot G_\xi dx + i(-G_x \cdot dx + \xi \cdot dG_\xi),
\]
and
\[
d(-G_x \cdot dx + \xi \cdot dG_\xi) = d\xi \wedge G_\xi dx + dx \wedge G_x d\xi = 0.
\]
The smallness of \( \epsilon_0 \) enters for the first time in guaranteeing that \( \Lambda \) is \( \mathbb{R} \)-symplectic:
\[
d(\xi \cdot dx + G_\xi \cdot G_\xi d\xi + G_x \cdot G_\xi dx) = d\xi \wedge dx + G_{xx} dx \wedge G_\xi d\xi + G_{x\xi} d\xi \wedge G_\xi d\xi
\]
\[
+ G_{x\xi} d\xi \wedge G_\xi dx + G_{xx} dx \wedge G_\xi dx.
\]
The left hand side is non-degenerate if \( \epsilon_0 \) in (3.1) is small enough.

Since \( \text{Im} \zeta \cdot dz|_\Lambda \) is closed, there exists \( H \in C^\infty(\Lambda; \mathbb{R}) \) such
\[
dH = -\text{Im} \zeta dz|_\Lambda,
\]
with the normalization \( H \equiv 0 \) when \( G \equiv 0 \). Using the parametrization (3.2) we have the following explicit expression for
\[
H(x, \xi) = G(x, \xi) - \xi \cdot G_\xi(x, \xi).
\]

Any I-Lagrangian and \( \mathbb{R} \)-symplectic manifold is automatically maximally totally real in the sense that
\[
T_p\Lambda \cap iT_p\Lambda = \{0\}, \quad \rho \in \Lambda.
\]
In fact, suppose that \( X, iX \in T_p\Lambda \), then for all \( Y \in T_p\Lambda \), \( \text{Re} \sigma(Y, iX) = -\text{Im} \sigma(Y, X) = 0 \), as \( \text{Im} \sigma \) vanishes on \( T_p\Lambda \). But then the non-degeneracy of \( \text{Re} \sigma \) shows that \( X = 0 \).

The real symplectic form on \( \Lambda \) defines a natural volume form \( dm(\alpha) = (\sigma|_\Lambda)^n / n! \). If \( (z, \zeta) = (x + iG_x, \xi - iG_\xi) \) we sometimes write
\[
dm_\Lambda(\alpha) = dzd\xi = d\alpha, \quad \alpha = (z, \zeta) \in \Lambda, \quad \beta = \text{Re} \alpha.
\]

Let \( \Gamma \) be a small conic connected neighbourhood of \( T^*\mathbb{T}^n \) in \( T^*\mathbb{C}^n / \mathbb{Z}^n \) and let \( \tilde{G}(z, \zeta) \) be a symbolic almost analytic extension of \( G(x, \xi) \) supported in \( \Gamma \):
\[
|\check{\partial}_z \tilde{G}(z, \zeta)| + \langle \text{Re} \zeta \check{\partial}_\zeta \tilde{G}(z, \zeta) \rangle \leq \langle \text{Re} \zeta \rangle O(\text{Im} z)|^\infty + |\text{Im} \zeta| / \langle \text{Re} \zeta \rangle|^\infty,
\]
\[
\sup_{|\alpha| + |\beta| \leq 2} |\partial^\alpha \check{\partial}^\beta \tilde{G}(z, \zeta)| \leq C_\epsilon_0 \langle \text{Re} \zeta \rangle^{1-|\beta|}, \quad |\partial^\alpha \check{\partial}^\beta G(x, \xi)| \leq C_{\alpha\beta} \langle \text{Re} \zeta \rangle^{1-|\beta|},
\]
for \( (z, \zeta) \in \Gamma \) – see [MeSj74, Theorem 1.3] (for a brief review of basic concepts of almost analytic machinery see Appendix A).

We use an almost analytic change of variables in \( \Gamma \) to identify the totally real submanifold \( \Lambda \) with \( T^*\mathbb{R}^n \) (on \( \Lambda \) the differentials of that transformation are complex linear): it is the inverse of the map
\[
F : (z, \zeta) \mapsto (w, \omega) := (z + i\tilde{G}_{\zeta}(z, \zeta), \zeta - i\tilde{G}_{z}(z, \zeta)),
\]
Using this identification we define
\[ C_\Lambda(w, \omega) = F(F^{-1}(w, \omega)), \quad (w, \omega) \in \Gamma, \quad C_\Lambda|_\Lambda = I_\Lambda. \tag{3.7} \]

We also denote by \( \sigma_\Lambda \) the almost analytic extension of \( \sigma|_\Lambda \) to \( \Gamma \).

**Notation:** The different identifications lead to potentially confusing notational issues. We will typically use coordinates
\[ \alpha = (\alpha_x, \alpha_\xi) = (x, \xi) \mapsto \beta = (\beta_x, \beta_\xi) = (x + iG_\xi(x, \xi), \xi - iG_x(x, \xi)) \in \Lambda \]
and consider the complexification of \( \alpha \) using the identification (3.6). In that case for \( \alpha \in \Gamma \), \( \bar{\alpha} \) denotes \( C_\Lambda(\alpha) \). It is not given by taking \((z, \zeta) \mapsto (\bar{z}, \bar{\zeta})\) in the original coordinates on \( \tilde{T}^*T^n \) (for one thing, it would not be the identity on \( \Lambda \)). Sometimes it is convenient to use \( \beta \in \Lambda \) as the variable in formulae and integrations. The choice should be clear from the context.

4. **Complex deformations of the FBI transform**

For \( \Lambda \) given by (3.2) we define an operator \( T_\Lambda \) by prescribing its Schwartz kernel:
\[ T_\Lambda(z, \zeta, y) := T((z, \zeta), y)|_{(z, \zeta) \in \Lambda}. \]

We then define an operator \( S_\Lambda \) by
\[ S_\Lambda v(y) := \int_{\Lambda} S(x, \beta)v(\beta)d\beta, \quad \beta = (z, \zeta) \in \Lambda, \quad d\beta = dz \wedge d\zeta|_\Lambda, \]
where \( S(x, z, \zeta) \) is the kernel of the operator \( S \):
\[ S(x, z, \zeta) := h^{-\frac{3n}{4}} \sum_{k \in \mathbb{Z}^n} e^{-\frac{1}{\hbar}(z-2\pi k, x, \zeta)}b(z-x-2\pi k, \zeta), \tag{4.1} \]
with \( b \) given in (2.3).

Note that if we parametrize \( \Lambda \) as in (3.2) with \( \alpha = (x, \xi) \) we may also write
\[ S_\Lambda v(y) := \int_{T^*T^n} S_\Lambda(x, z(\alpha), \zeta(\alpha))v(\alpha)dm_\Lambda(\alpha), \]
where \( dz \wedge d\zeta|_\Lambda = dm_\Lambda(\alpha) \). Finally, we sometimes write \( \alpha_x = z(\alpha) \) and \( \alpha_\xi = \zeta(\alpha) \).

In order to make sense of the composition \( S_\Lambda T_\Lambda \), we start by analyzing \( T_\Lambda \) on a space of analytic functions on \( \mathbb{T}^n \). For \( \delta \geq 0 \) let
\[ \mathcal{A}_\delta = \{ u \in L^2(\mathbb{T}^n) : \| u \|^2_{\mathcal{A}_\delta} := \sum_{n \in \mathbb{Z}^n} |\hat{u}(n)|^2e^{4|n|\delta} < \infty \}, \]
\[ \hat{u}(n) := \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n} u(x)e^{-i(x,n)}dx. \tag{4.2} \]
Let also $A_\delta$ denote the dual space of $A_\delta$. Note that $A_\delta$ is a space of hyperfunctions but on tori it can be identified with formal Fourier series with coefficients satisfying
\[ \sum_{n \in \mathbb{Z}^n} |\hat{u}(n)|^2 e^{-4|n|\delta} < \infty. \]
(In that case $\hat{u}(n)$ can be defined using the pairing of the hyperfunction $u$ with the analytic function $x \mapsto e^{-i(x,n)/(2\pi)^n}$.) We note that $u \in A_\delta$ extends to a (periodic) holomorphic function in $|\text{Im} z| < 2\delta$ and (by the Fourier inversion formula and the Cauchy–Schwartz inequality),
\[ \forall \delta' < 2\delta \exists C' \text{ such that for } u \in A_\delta, \ \sup_{|\text{Im} z| < \delta'} |u(z)| \leq C\|u\|_{A_\delta}. \quad (4.3) \]

Lemma 4.1. Define
\[ \Omega_\delta := \{(z, \zeta) \in T^*(\mathbb{C}^n/2\pi\mathbb{Z}^n) : |\text{Im} \zeta| \leq \delta \langle \text{Re} \zeta \rangle, |\text{Im} z| \leq \delta, |\text{Re} \zeta| \geq 1\}. \]
There exist $c_0, \delta_0 > 0$ such that for $(z, \zeta) \in \Omega_\delta$ and $0 < \delta < \delta_0$,
\[ |Tu(z, \zeta)| \leq e^{-\delta c_0|\zeta|/h}\|u\|_A, \quad |S^t u(z, \zeta)| \leq e^{-\delta c_0|\zeta|/h} \|u\|_A. \quad (4.4) \]
where $S^t$ is defined by
\[ S^t u(z, \zeta) := \int_{\mathbb{T}} S(y, z, \zeta) u(y) dy \]
where the kernel $S$ is defined in (4.1).

Proof. Extended $u$ to a periodic function on $\mathbb{R}^n$ we write
\[ Tu(z, \zeta) = h^{-\frac{3n}{4}} \int_{\mathbb{R}^n} e^{i \langle (z-y, \zeta) + \frac{i}{2} \zeta(\zeta - y)^2 \rangle} \zeta^\frac{n}{2} u(y) dy. \]
Since $u$ is analytic on $|\text{Im} y| \leq \delta$, we may deform the contour in the $y$ integration to $\Gamma(z, \zeta)$ given by
\[ w \mapsto y(w) = w + z - i\delta \frac{\text{Re} \zeta}{\text{Re} \zeta}, \quad w \in \mathbb{R}^n. \]
Then,
\[ Tu(z, \zeta) = h^{-\frac{3n}{4}} \int_{\mathbb{R}^n} e^{i \langle (w-i\delta \frac{\text{Re} \zeta}{\text{Re} \zeta}, \zeta) + \frac{i}{2} \zeta(w-i\delta \frac{\text{Re} \zeta}{\text{Re} \zeta})^2 \rangle} \zeta^\frac{n}{2} u(y(w)) dw. \]

For $|\text{Im} \zeta| \leq \delta \langle \text{Re} \zeta \rangle$, $|\text{Re} \zeta| \geq 1$, with $\delta$ small enough,
\[ \text{Re} \langle \zeta \rangle \geq \frac{1}{2} |\zeta|, \quad |\text{Im} \langle \zeta \rangle| \leq \frac{1}{10} |\zeta|, \quad |\zeta| \geq \frac{1}{2}. \]
Hence for $w \in \mathbb{R}$ and $(z, \zeta) \in \Omega_\delta$ the real part of the phase in the integral above is bounded by
\[ -\frac{1}{2} \delta |\zeta| + \frac{1}{10} \delta |w||\zeta| - \frac{1}{4} (|w|^2 - \delta^2) |\zeta| + \frac{1}{16} \delta |\zeta| \leq -c_0 |\zeta| - c_0 |w|^2, \quad c_0 > 0. \]
In view of (4.3) the integrand is then bounded by \( \exp(-c_0(|\zeta| + |w|^2)/\hbar)||u||_{A\delta} \) which gives the first bound in (4.4). The proof for \( S_t \) is identical since the phase agrees with that of \( T \).

A natural Hilbert space on the FBI transform side is defined by the norm

\[
\|v\|^2_{L^2(\Lambda)} = \int_{\Lambda} |v(\alpha)|^2 e^{-2H(\alpha)/\hbar} d\alpha.
\]

The next lemma gives boundedness of \( S_\Lambda \) and \( T^*_\Lambda \) on exponentially decaying functions on \( \Lambda \):

**Lemma 4.2.** There exist \( \delta_0 > 0 \) and \( C_0 > 0 \) big enough such that for \( 0 < \epsilon_0 < \delta_0 \) in (3.1) we have

\[
S_\Lambda : e^{-C_0\delta(|\xi|)/\hbar}L^2(\Lambda) \to \mathcal{A}_\delta, \quad T^*_\Lambda : e^{-C_0\delta(|\xi|)/\hbar}L^2(\Lambda) \to \mathcal{A}_\delta.
\]

for all \( 0 < \delta < \delta_0 \), where the adjoint \( T^*_\Lambda \) is defined using the \( L^2(\Lambda, e^{-2H/\hbar}) \) inner product.

**Proof.** Let \( v \in e^{-c(|\xi|)/\hbar}L^2(\Lambda) \) and \( |\text{Im } y| \leq a\delta \). Then,

\[
S_\Lambda v(y) = h^{-\frac{3n}{2}} \int_{\Lambda} e^{\frac{1}{2}(y-\alpha_x, \alpha_x) + \frac{1}{2}(\alpha_x, y)^2} b(y - \alpha_x) v(\alpha) d\alpha.
\]

where \( b \) is given in (2.3). Therefore, by the Cauchy–Schwartz inequality,

\[
|S_\Lambda v(y)|^2 \leq C h^{-\frac{3n}{2}} J(y) \|e^{C_0\delta(|\xi|)/\hbar}v\|_{L^2(\Lambda)}^2,
\]

where

\[
J(y) := \int_{\Lambda} e^{-2\text{Im}(y-\alpha_x, \alpha_x) + \frac{1}{2}(\alpha_x, y)^2/\hbar + 2H(\alpha)/\hbar} (|y - \alpha_x| + 2C_0\delta|\alpha_x|/\hbar) d\alpha.
\]

Writing \( \beta = \text{Re } \alpha \) we now estimate

\[
- \text{Im} \langle y - \alpha_x, \alpha_x \rangle = \langle G_\xi - \text{Im } y, \beta_\xi \rangle - \langle \beta_x - \text{Re } y, G_x \rangle \\
\leq (a\delta + \epsilon_0)|\beta_\xi| + \epsilon_0|\beta_x| |\beta_x - \text{Re } y|.
\]

Similarly,

\[
\text{Re}(\langle \alpha_x \rangle)(\alpha_x - y)^2 \leq -(1 - C\epsilon_0)|\beta_\xi|^2|\beta_x - \text{Re } y|^2 - C\epsilon^2 - Ca^2 \delta^2,
\]

and \( 2H(\alpha) \leq C\epsilon_0|\beta_\xi| \) (see (3.4)). Hence for \( C_0 \gg C \), the phase in \( J(y) \) is bounded by

\[
-C_1 \delta|\beta_\xi| (\text{Re } y - \beta_x)^2, \quad C_1 > 0.
\]

That proves \( S_\Lambda v \) in analytic and uniformly bounded in \( |\text{Im } y| \leq a\delta \). In particular \( S_\Lambda v \in \mathcal{A}_\delta \). A similar argument applies to \( T^*_\Lambda \).

Together, Lemmas 4.1 and 4.2 imply that there are \( \delta_1, \delta_2 > 0 \) such that \( S_\Lambda T_\Lambda \) is well as an operator \( \mathcal{A}_{\delta_1} \to \mathcal{A}_{\delta_2} \) and as an operator \( \mathcal{A}_{-\delta_2} \to \mathcal{A}_{-\delta_1} \).

We can now show that \( S_\Lambda T_\Lambda \) is the identity on \( \mathcal{A}_\delta \) and \( \mathcal{A}_{-\delta} \) for \( \delta > 0 \) small enough.
Proposition 4.3. There is $\delta_1 > 0$ such that for all $0 < |\delta| < \delta_1$, $S_\Lambda$ and $T_\Lambda$ as above,

$$S_\Lambda T_\Lambda = I : \mathcal{A}_\delta \to \mathcal{A}_\delta.$$

Proof. Assume first that $\delta > 0$ and let $v \in \mathcal{A}_\delta$. Then, by Lemma 4.1 for $\delta > 0$ small enough, $T_\Lambda v \in e^{-C|\alpha|\xi} L^2(\Lambda)$ and is given by

$$T_\Lambda v(\alpha) = \int_{\mathbb{T}^n} T_\Lambda(\alpha, y) v(y) dy.$$

Then, again for $\delta > 0$ small enough, Lemma 4.2, shows that $S_\Lambda T_\Lambda v$ is well defined and given by

$$S_\Lambda T_\Lambda v(x) = \int_{\Lambda} \int_{\mathbb{T}^n} S_\Lambda(x, \alpha) T_\Lambda(\alpha, y) v(y) dy d\alpha. \tag{4.5}$$

The decay in $|\alpha|\xi$ allows a contour deformation in $\alpha$ in (4.5) and then an application of Proposition 2.2. This gives,

$$S_\Lambda T_\Lambda v(x) = \int_{T^* T^n} \int_{\mathbb{T}^n} T_\Lambda(\alpha, x) S_\Lambda(y, \alpha) u(y) dy d\alpha = v(y), \quad v \in \mathcal{A}_\delta.$$

To define $T_\Lambda v$ for $v \in \mathcal{A}_{-\delta}$, $\delta > 0$, we note that Lemma 4.2 shows that if $w \in e^{-C|\alpha|\xi \xi} L^2(\Lambda)$, then $T_\Lambda^* w \in \mathcal{A}_\delta$. Therefore,

$$\langle T_\Lambda v, w \rangle_{L^2(\Lambda)} := \langle v, T_\Lambda^* w \rangle_{L^2(\mathbb{T}^n)}$$

is well defined and $T_\Lambda : \mathcal{A}_{-\delta} \to e^{-C|\alpha|\xi \xi} L^2(\Lambda)$.

For $u \in \mathcal{A}_{c_1 \delta}$, $c_1 \gg 1$, $c_1 \delta < \delta_0$ (with $\delta_0$ of Lemma 4.1), we formally have

$$\langle S_\Lambda T_\Lambda v, u \rangle_{L^2(\mathbb{T}^n)} := \langle T_\Lambda v, S_\Lambda^* u \rangle_{L^2(\Lambda)} \tag{4.6}$$

Since $S_\Lambda^* u = S^t |\Lambda u| e^{2H(\alpha)/h}$, and $H(\alpha) \leq C_{\epsilon_0} (\Re \alpha), \xi$, Lemma 4.1 shows that

$$S_\Lambda^* u \in e^{C_{\epsilon_0} (|\alpha| \xi - c_0 c_1 \delta) / h} L^2(\Lambda).$$

and hence for $c_1 > 0$ large enough (and $\delta_1$ small enough so that $c_1 \delta_1 < \delta_0$), the pairing on the right hand side of (4.6) is well defined and

$$\langle S_\Lambda T_\Lambda v, u \rangle = \langle v, T_\Lambda^* S_\Lambda^* u \rangle.$$

We can now deform the contour in the $\alpha$ integral which gives

$$T_\Lambda^* S_\Lambda^* u(x) = \int_{\mathbb{T}^n} \int_{\Lambda} T_\Lambda(\alpha, x) S_\Lambda(y, \alpha) u(y) dy d\alpha = u(y).$$

Hence for $v \in \mathcal{A}_\delta$ and $u \in \mathcal{A}_{c_1 \delta}$, $\langle S_\Lambda T_\Lambda v, u \rangle_{L^2(\mathbb{T}^n)} = \langle v, u \rangle_{L^2(\mathbb{T}^n)}$. Since $\mathcal{A}_{c_1 \delta}$, $c_1 \geq 1$ is dense in $\mathcal{A}_\delta$, the claim follows. \qed
We now define natural spaces on which $T_A$, $S_A$ act:

**Definition.** Let $\delta_0$ be as in Lemma 4.1. We define the Sobolev space of order $t$ adapted to $\Lambda$ as

$$H^t_\Lambda := \mathcal{A}_0^{(t, \|H^m_\Lambda\|)}$$

$$\|u\|^2_{H^t_\Lambda} := \int_{\Lambda} \langle \text{Re } \alpha \xi \rangle^2 |T_A u(\alpha)|^2 e^{-2H(\alpha)/h} d\alpha$$  \hspace{1cm} (4.7)

where we used the notation from (3.5) and (3.3). We then have an isometry

$$T_A : H^t_\Lambda \to \langle \xi \rangle^{-t} L^2(\Lambda),$$

where the notation on the right hand side is the shorthand for $\langle \text{Re } \alpha \xi \rangle^{-t}$. \hspace{1cm} $\Box$

**Remarks:**

1. There exists $\delta > 0$ such that

$$\mathcal{A}_\delta \subset H^m_\Lambda \subset \mathcal{A}_{-\delta}.$$  

The left inclusion is immediate from the definition. On the other hand, for $u \in H^m_\Lambda$, $T_A u \in \langle \xi \rangle^m L^2(\Lambda)$ and in particular, by Lemma 4.2 $S_A T_A u \in \mathcal{A}_{-\delta}$ for some $\delta > 0$. But, $S_A T_A u = u$ and hence $u \in \mathcal{A}_{-\delta}$.

2. Let $\Pi_\Lambda$ denote the orthogonal projection from $L^2(\Lambda) \to T_A(H^0_\Lambda)$. The properties of $\Pi_\Lambda$ show that $T_A(H^0_\Lambda) = \Pi_\Lambda(\langle \xi \rangle^{-t} L^2(\Lambda))$.

Lemmas 4.1 and 4.2 show that (with $h$ dependent norms and changing $c_0$ to $c_0/2$),

$$T_A : \mathcal{A}_\delta \to e^{-\delta c_0(\xi)} L^2(\Lambda), \hspace{1cm} S_A : e^{-\delta c_0(\xi)} L^2(\Lambda) \to \mathcal{A}_\delta.$$  

This means that

$$T_A S_A : e^{-\delta c_0(\xi)} L^2(\Lambda) \to e^{-\delta c_0(\xi)} L^2(\Lambda).$$  \hspace{1cm} (4.8)

**Proposition 4.4.** The operator $T_A S_A$ in (4.8) extends to an operator

$$T_A S_A = O(1) : \langle \xi \rangle^m L^2(\Lambda) \to \langle \xi \rangle^m L^2(\Lambda).$$

Moreover, there are $k \in S^0(\Lambda \times \Lambda)$, $\alpha, \beta \in \Lambda$, $\chi \in C^\infty_c(\mathbb{R})$ such that for all $\delta > 0$, there is $\epsilon_1 > 0$ such that for $G$ satisfying (3.1) with $\epsilon_0 < \epsilon_1$,

$$T_A S_A = K_A + O_N(e^{-C_\delta/h}) \langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-N} L^2(\Lambda),$$

where the Schwartz kernel of $K_A$ is given by

$$K_A(\alpha, \beta) = h^{-n} e^{i \Psi(\alpha, \beta)} k(\alpha, \beta) \tilde{\chi}(\alpha, \beta)$$

$$\tilde{\chi}(\alpha, \beta) := \chi(\delta^{-1} d(\text{Re } \alpha \xi, \text{Re } \beta \xi)) \chi(\delta^{-1} \min(\langle \text{Re } \beta \xi \rangle, \langle \text{Re } \alpha \xi \rangle)^{-1} |\text{Re } \alpha \xi - \text{Re } \beta \xi|),$$  \hspace{1cm} (4.9)

and

$$\Psi = \frac{i}{2} \frac{(\alpha \xi - \beta \xi)^2}{\langle \alpha \xi \rangle + \langle \beta \xi \rangle} + \frac{i}{2} \frac{\langle \beta \xi \rangle \langle \alpha \xi - \beta \xi \rangle^2}{\langle \alpha \xi \rangle + \langle \beta \xi \rangle} + \frac{\langle \beta \xi \rangle \langle \alpha \xi \rangle + \langle \alpha \xi \rangle \beta \xi}{\langle \alpha \xi \rangle + \langle \beta \xi \rangle} \cdot (\alpha \xi - \beta \xi).$$  \hspace{1cm} (4.10)

We will prove the proposition in two lemmas which for future use are formulated in greater generality. We first study the kernel of the composition $T_A S_A$. 

Lemma 4.5. Let $\Lambda_{G_1}$ and $\Lambda_{G_2}$ be given by (3.2) with $G_1$ satisfying (3.1). Then, there are $\chi \in C_c^\infty(\mathbb{R})$ and $k \in S^0(\Lambda_{G_2} \times \Lambda_{G_1})$ such that for all $\delta > 0$, there is $\epsilon_1 > 0$ such that for $G_1$ and $G_2$ satisfying (3.1) with $\epsilon_0 < \epsilon_1$,

$$T_{\Lambda_{G_2}}S_{\Lambda_{G_1}} = K + O_N(e^{-C_{\delta}/h})\langle \xi \rangle^N L^2(\Lambda_1) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda_2),$$

where the Schwartz kernel of $K$ is given by

$$h^{-\frac{3n}{2}} \int_{\mathbb{R}^n} e^{\frac{i}{h}(\varphi(\alpha,y) - \varphi^*(\beta,y))} \langle \alpha \rangle^\frac{n}{2} b(\beta - y, \beta) dy,$$

where $\alpha \in \Lambda_{G_1}$, $\beta \in \Lambda_{G_2}$, and $b$ is given by (2.3). To analyse it, we first observe that for $\epsilon_0$ small enough

$$\text{Im} \varphi(\alpha, y) - \varphi^*(\beta, y) \geq \frac{1}{4} |\langle \alpha \rangle||\text{Re}(\alpha_x - y)|^2 - |\text{Im}(\alpha_x - y)|^2$$

$$+ \frac{1}{4} |\langle \beta \rangle||\text{Re}(\beta_x - y)|^2 - |\text{Im}(\beta_x - y)|^2 + \text{Im}\langle \alpha_x - y, \alpha \rangle + \text{Im}\langle \beta_x - y, \beta \rangle$$

Now, fix $\delta > 0$, and assume that $|\text{Im} y| \leq \delta$. Then for $\epsilon_0 \leq \delta$ in (3.1), we have

$$\text{Im} \varphi(\alpha, y) - \varphi^*(\beta, y) \geq c|\langle \alpha \rangle||\text{Re} \alpha_x - \text{Re} y|^2 + c|\langle \beta \rangle||\text{Re} \beta_x - \text{Re} y|^2 - C\delta^2(|\langle \alpha \rangle| + |\langle \beta \rangle|)$$

$$+ \text{Im}\langle \alpha_x - y, \alpha \rangle + \text{Im}\langle \beta_x - y, \beta \rangle.$$

Therefore, deforming the contour in $y$ using

$$y \mapsto y + \frac{i\delta(\beta - \alpha)}{\text{Re}(\beta - \alpha)}, \quad y \in \mathbb{R}^n,$$

we have (on the new contour)

$$\text{Im} \varphi(\alpha, y) - \varphi^*(\beta, y) \geq c|\langle \alpha \rangle||\text{Re} \alpha_x - \text{Re} y|^2 + c|\langle \beta \rangle||\text{Re} \beta_x - \text{Re} y|^2 + \frac{\epsilon_0^2}{\delta^2} \frac{|\alpha_x - \beta_x|^2}{\text{Re}(\beta - \alpha)}$$

$$- C\delta^2(|\langle \alpha \rangle| + |\langle \beta \rangle|) + \text{Im}\langle \alpha_x, \alpha \rangle - \text{Im}\langle \beta_x, \beta \rangle.$$

Using

$$|\text{Im} \beta_x| + |\text{Im} \alpha_x| + |\langle \alpha \rangle|^{-1} |\text{Im} \alpha | + |\langle \beta \rangle|^{-1} |\text{Im} \beta | \leq C\epsilon_0 \ll \delta,$$

we then obtain

$$\text{Im} \varphi(\alpha, y) - \varphi^*(\beta, y) \geq c|\langle \alpha \rangle||\text{Re} \alpha_x - y|^2 + c|\langle \beta \rangle||\text{Re} \beta_x - y|^2$$

$$+ c\delta \frac{|\alpha \beta|^2}{\text{Re}(\beta - \alpha)} - C\delta^2(|\langle \alpha \rangle| + |\langle \beta \rangle|)$$
In particular when
\[ |\Re \alpha_x - \Re \beta_x| \geq \delta \quad \text{or} \quad |\Re \alpha_x - \Re \beta_x| \geq 2c\delta \min(\langle \Re \alpha_x \rangle, \langle \Re \beta_x \rangle)/C, \]
the integrand is bounded by
\[ e^{-((\Re \alpha_x) + (\Re \beta_x))(1 + |\Re \alpha_x - \Re \beta_x|)/Ch}. \]

Therefore, modulo an \( O_N(e^{-C/h}) \langle \xi \rangle^N L^2(\Lambda_1) \to \langle \xi \rangle^{-N} L^2(\Lambda_2) \) error, the kernel is given by
\[
k(\alpha, \beta) := h^{-\frac{3n}{2}} \int_{\mathbb{R}^n} e^{\frac{\pi}{2} (\varphi(y) - \varphi^*(y))} h_{1}(\alpha, \beta, y) \tilde{\chi} dy
\]
\[ \tilde{\chi} := \chi(\delta^{-1} d(\alpha_x, \beta_x)) \chi(\delta^{-1} \min(\langle \Re \alpha_x \rangle, \langle \Re \beta_x \rangle)^{-1}|\alpha_x - \beta_x|), \]
where \( \chi \) is a suitable cut-off function and \( k_1 \in \langle \Re \alpha_x \rangle^{\frac{n}{2}} \langle \Re \beta_x \rangle^{\frac{n}{2}} S^0(\Lambda_{G_2} \times \Lambda_{G_1} \times \mathbb{R}^n) \), and the dependence on the last variable is periodic and holomorphic on \( |\Im y| \leq c \).

We claim that \( k(\alpha, \beta) \) is given by
\[
h^{-n} e^{\frac{\pi}{2} \Psi(\alpha, \beta)} k(\alpha, \beta) \tilde{\chi}, \tag{4.11} \]
where \( k \in S^0(\Lambda_{G_2} \times \Lambda_{G_2}) \). To see this we note that the critical point in \( y \) is given by
\[ y_c = \frac{i(\beta_x - \alpha_x) + \langle \alpha_x \rangle \alpha_x + \langle \beta_x \rangle \beta_x}{\langle \alpha_x \rangle + \langle \beta_x \rangle}. \]

We then deform the contour to \( y \mapsto y + y_c \). The phase becomes
\[ (\alpha_x - \beta_x) \left( \frac{\langle \alpha_x \rangle \beta_x + \langle \alpha_x \rangle \beta_x}{\langle \alpha_x \rangle + \langle \beta_x \rangle} + \frac{i(\alpha_x) + \langle \beta_x \rangle}{2} y^2 \right) + \frac{i(\alpha_x) + \langle \beta_x \rangle}{2} \beta_x + \frac{i(\alpha_x) + \langle \beta_x \rangle}{2} \alpha_x, \]
and the method of steepest descent gives (4.11). \( \square \)

The next lemma gives the first part of Proposition 4.4:

**Lemma 4.6.** For all \( m \in \mathbb{R} \), there are \( C, h_0 > 0 \) such that for \( 0 < h < h_0 \),
\[ \|T_\Lambda S_{\Omega} \|_{\langle \xi \rangle^m L^2(\Lambda) \to \langle \xi \rangle^m L^2(\Lambda)} \leq C. \]

**Proof.** By Lemma 4.5, we need to show uniform boundedness of \( K \) with the kernel given by
\[ K(\alpha, \beta) = h^{-n} e^{\frac{i\pi}{2} \Psi(\alpha, \beta)} k(\alpha, \beta) \chi(\delta^{-1} d(\Re \alpha_x, \Re \beta_x)) \chi\left( \frac{|\Re \alpha_x - \Re \beta_x|}{\delta \min(\langle \Re \alpha_x \rangle, \langle \Re \beta_x \rangle)} \right). \]
where \( \Psi \) is as in (4.10), \( k \in S^0 \).

In particular, conjugating by \( \langle \Re \alpha_x \rangle^m e^{iH(\alpha)/h} \), we need to show that the operator with the kernel
\[ h^{-n} e^{\frac{i\pi}{2} \Psi(\alpha, \beta) - iH(\beta) + iH(\alpha))} \tilde{k}(\alpha, \beta) \]

is bounded on $L^2(\Lambda, dm(\alpha))$ where
\[
\tilde{k}(\alpha,\beta) := \left(\frac{\langle \text{Re} \alpha \xi \rangle}{\langle \text{Re} \beta \xi \rangle}\right)^m k(\alpha,\beta) \chi(\delta^{-1}|\text{Re} \alpha_x - \text{Re} \beta_x|) \chi\left(\frac{|\text{Re} \alpha_x - \text{Re} \beta_x|}{\delta \min(\langle \text{Re} \alpha \xi \rangle, \langle \text{Re} \beta \xi \rangle)}\right).
\]

To establish this we define
\[
\Phi(\alpha,\beta) := \Psi(\alpha,\beta) - iH(\beta) + iH(\alpha),
\]
where we see that $\Phi(\alpha,\alpha) = 0$. Next, we note that
\[
d_{\alpha} \Phi|_{\alpha=\beta} = \alpha \xi d_{\alpha} x + i d_{\alpha} H.
\]
Therefore (see (3.3)), $\text{Im} d_{\alpha} \Phi|_{\alpha=\beta} = 0$. Similarly, $\text{Im} d_{\beta} \Phi|_{\alpha=\beta} = 0$ and hence $\text{Im} \Phi$ vanishes quadratically at $\alpha = \beta$.

In the case of no deformation (that is, for $\Lambda = T^*\mathbb{T}^n$)
\[
\text{Im} \Phi \geq c(\alpha_\xi)|\alpha_x - \beta_x|^2 + c(\alpha_\xi)^{-1}|\alpha_\xi - \beta_\xi|^2, \quad \alpha, \beta \in T^*\mathbb{T}^n.
\]
Since $\Lambda$ is a small conic perturbation of $T^*\mathbb{T}^n$, this remains true on $\Lambda$. Hence,
\[
|K(\alpha,\beta)| \leq Ch^{-n} e^{c(\text{Re} \alpha_\xi)|\text{Re} \alpha_x - \text{Re} \beta_x|^2 + c(\text{Re} \alpha_\xi)^{-1}|\text{Re} \alpha_x - \text{Re} \beta_x|^2}/h (\text{Re} \alpha_\xi)^\frac{c}{2} (\text{Re} \beta_\xi)^\frac{c}{2} \tilde{\chi},
\]
\[
\tilde{\chi} = \chi(\delta^{-1} d(\text{Re} \alpha_x, \text{Re} \beta_x)) \chi(\delta^{-1} \min(\langle \text{Re} \alpha_\xi \rangle, \langle \text{Re} \beta_\xi \rangle)^{-1}|\text{Re} \alpha_\xi - \text{Re} \beta_\xi|).
\]
The Schur’s test for boundedness on $L^2$ then shows that $K$ is uniformly bounded on $L^2(\Lambda)$. 

The following lemma shows that compact changes of the Lagrangian $\Lambda$ change the norm on $L^2(\Lambda)$ but not the elements in the space.

**Lemma 4.7.** Let $G_1$ and $G_2$ satisfy (3.1). Then, for all $M, N > 0$,
\[
\mathbb{1}_{|\xi| \leq M} T_{\Lambda_1 G_2 S_{\Lambda G_1}} = \mathcal{O}_h(1) : \langle \xi \rangle^N L^2(\Lambda G_1) \to \langle \xi \rangle^{-N} L^2(\Lambda G_2).
\]
**Proof.** By Lemma 4.5 we only need to show that the operator $\mathbb{1}_{|\xi| \leq M} K$ is bounded. However, the structure of the Schwartz kernel described in that lemma shows that the kernel of $\mathbb{1}_{|\xi| \leq M} K$ is smooth and compactly supported. Except for a loss in the constant due to different weights the boundedness follows. 

5. **Asymptotic description of the projector**

The main part of this section consists of a construction of a parametrix for the orthogonal projector onto the (closure of the) image of $T_{\Lambda}$. It is inspired by [Sj96, §1] which in turn followed ideas of [MeSj74], [BoSj76], [BoGu81] and [HeSj86]. A detailed presentation in a simpler case of compactly supported weights can be found in [GaZw19, §6] and it can be used as a guide to the more notationally involved case at hand. We then use the argument from [BoGu81] and [Sj96] to relate the parametrix to the exact projector.
5.1. The structure of the parametrix. We seek an operator of the following form

\[ B_\Lambda u(\alpha) = h^{-n} \int_{T^n} e^{i \psi(\alpha, \beta) / h} a(\alpha, \beta, h) u(\beta) dm_\Lambda(\beta), \]  

\[ dm_\Lambda(\beta) := (\sigma|_\Lambda)^n / n! = d\alpha, \quad \beta = \text{Re} \alpha, \quad \alpha \in \Lambda, \]

where \( \psi \) and \( a \) satisfy (for all \( k, k', \ell, \ell' \in \mathbb{N}^n \))

\[ \text{supp} \psi, \text{supp} a \subset \{(\alpha, \beta) : d(\alpha_x, \beta_x) \leq \epsilon, \quad |\alpha_\xi - \beta_\xi| \leq \langle \alpha_\xi \rangle \epsilon\}, \]

\[ \partial_{\alpha_\xi}^k \partial_{\beta_\xi}^\ell \partial_{\beta_\xi}^{\ell'} \psi(\alpha, \beta) = \mathcal{O}(\langle \alpha_\xi \rangle^{1-|\ell|-|\ell'|}), \quad \overline{\psi(\alpha, \beta)} = -\psi(\beta, \alpha), \]

and

\[ a(\alpha, \beta, h) \sim \sum_{j=0}^{\infty} (\langle \alpha_\xi \rangle^{-1} h)^j a_j(\alpha, \beta), \quad \overline{a(\alpha, \beta)} = a(\beta, \alpha), \]

\[ \partial_{\alpha_\xi}^k \partial_{\beta_\xi}^\ell \partial_{\beta_\xi}^{\ell'} a_j(\alpha, \beta) = \mathcal{O}(\langle \alpha_\xi \rangle^{-|\ell|-|\ell'|}). \]

The basic properties we need are self-adjointness and idempotence:

\[ B_\Lambda = B_\Lambda^*, \quad B_\Lambda \equiv B_\Lambda^2, \]

where \( A \equiv B \) means that \( A - B = \mathcal{O}(h^N)_{L^2(\Lambda) \to L^2(\Lambda)} \) for all \( N \).

The deeper requirement comes from relating the image of \( B_\Lambda \) to that of \( T_\Lambda \):

**Proposition 5.1.** Suppose that \( Z_j \), differential operators with holomorphic coefficients in \( \Gamma \), are defined by

\[ Z_j := \langle \zeta \rangle^{-1} (hD_j - \zeta_j) + \frac{i}{2} \langle \zeta \rangle^{-3} \zeta_j (hD_j - \zeta_j)^2 - i h D_{\zeta_j} - \frac{n}{4} h \langle \zeta \rangle^{-2} \zeta_j. \]

If

\[ Z_j^\Lambda = Z_j|_\Lambda \]

in the sense of restriction of holomorphic operators to totally real submanifolds, then for \( u \in \mathcal{A}_\Lambda \),

\[ Z_j^\Lambda T_\Lambda u(\alpha) = 0, \quad j = 1, \cdots, n. \]  

**Proof.** Putting

\[ W_j = \langle \zeta \rangle^{-\frac{n}{2}} Z_j \langle \zeta \rangle^\frac{n}{2} = \langle \zeta \rangle^{-1} (hD_j - \zeta_j) + \frac{i}{2} \langle \zeta \rangle^{-3} \zeta_j (hD_j - \zeta_j)^2 - i h D_{\zeta_j} - \frac{n}{4} h \langle \zeta \rangle^{-2} \zeta_j, \]

we check that

\[ W_j(e^{\frac{i}{n}(z-y+2\pi k, \zeta_j)+\frac{i}{2}(\zeta_j(z-y+2\pi k)^2)}) = 0, \]

for all \( y \in \mathbb{T}^n \) and \( k \in \mathbb{Z}^n \). The definition of \( T_\Lambda \) then immediately gives (5.6). \( \square \)

We note that \( Z_j \)'s commute and hence we also have

\[ [Z_j^\Lambda, Z_k^\Lambda] = 0. \]

We write

\[ z_j^\Lambda := \langle \zeta \rangle^{-1} (z_j^* - \zeta_j) + \frac{i}{2} \langle \zeta \rangle^{-3} (z_j^* - \zeta_j)^2 \zeta_j - i \zeta_j^*|_\Lambda, \quad \{z_j^\Lambda, z_k^\Lambda\} = 0 \]
for the principal symbol of $Z^\Lambda_j$ (in a sense which will be explained after the rescaling below). The vanishing of the Poisson bracket reflects the fact that $z^\Lambda_j$ vanish on the involutive manifold $\{ (\alpha, d_\alpha \varphi(\alpha, y) : \alpha \in \Lambda, \ y \in \mathbb{T}^n \}$ – see Lemma 5.3 below.

Since $B_\Lambda$ is supposed to be a parametrix for a self-adjoint projection onto the image $T_\Lambda$, Proposition 5.1 shows that we should have

$$Z^\Lambda_j B_\Lambda \equiv 0, \quad B_\Lambda (Z^\Lambda_j)^*,H \equiv 0,$$

where the definition of $\equiv$ is given in (5.10) below.

To explore the second condition in terms of the kernel of $B_\Lambda$ we denote by $A^*$ the formal adjoint of an operator $A$ on $L^2(\Lambda, dm_\Lambda)$ (no weight). We also define a transpose of $A$ by

$$\int_{\Lambda} A u(\alpha) v(\alpha) dm_\Lambda(\alpha) = \int_{\Lambda} u(\alpha) A^* v(\alpha) dm_\Lambda(\alpha).$$

We note the general fact $(A^*)^t = J \circ A \circ J$, $Ju := \bar{u}$. Then, with $K_\Lambda(\alpha, \beta) := h^{-n} e^{i\varphi(\alpha, \beta)/h} a(\alpha, \beta, h)$,

$$(AB_\Lambda)^*,H u(\alpha) = \int_{\Lambda} K_\Lambda(\alpha, \beta) A^* (e^{-2H(\bullet)/h} u(\bullet))(\beta) dm_\Lambda(\beta)$$

$$= \int_{\Lambda} (A^*)^t (K_\Lambda(\alpha, \bullet))(\beta) e^{-2H(\beta)/h} u(\beta) dm_\Lambda(\beta)$$

$$= \int_{\Lambda} (J \circ A \circ J) (K_\Lambda(\alpha, \bullet))(\beta) e^{-2H(\beta)/h} u(\beta) dm_\Lambda(\beta).$$

Using (5.7) and the above calculation with $A = Z^\Lambda_j$ gives

$$\tilde{Z}^\Lambda_j (K_\Lambda(\alpha, \bullet)) \equiv 0, \quad \tilde{Z}^\Lambda_j := J \circ Z^\Lambda_j \circ J. \quad Ju := \bar{u}, \quad (5.8)$$

The principal symbols are given by

$$\tilde{z}^\Lambda_j(\beta, \beta^*) = \tilde{z}^\Lambda_j(\beta, -\beta^*), \quad \tilde{z}^\Lambda_j := \tilde{z}^\Lambda_j(\beta, \beta^*), \quad (5.9)$$

and by almost analytic continuation are defined in $\Gamma$.

**Remark:** Here we recall that the complex conjugation of $\beta$ and $\beta^*$ is defined as in (3.7).

Lemma 5.3 will discuss some properties of $z^\Lambda_j$ and $\tilde{z}^\Lambda_j$ after a linear rescaling. Here we point out that $z^\Lambda_j$ is a restriction to $\Lambda$ of a holomorphic function in $\Gamma$ but $\tilde{z}^\Lambda_j(\alpha, \alpha^*) = \tilde{\zeta}^\Lambda_j(\alpha, \alpha^*), \ (\alpha, \alpha^*) \in T^* \Lambda$, is not.

### 5.2. A general construction

**Proposition 5.2.** Let $Z^\Lambda_j$ and $\tilde{Z}^\Lambda_j$ be given by (5.5) and (5.8) respectively. Suppose that $b = b(\alpha, h)$ satisfies (5.3) (with no dependence on $\beta$).
Then there exist \( \psi(\alpha, \beta) \) and \( a(\alpha, \beta, h) \) satisfying (5.2) and (5.3) and such that
\[
\psi(\alpha, \alpha) = -2iH(\alpha), \quad a_j(\alpha, \alpha) = b_j(\alpha),
\]
\[
e^{-\frac{i}{\hbar}\psi(\alpha, \beta)} Z_1^\Lambda(\alpha, hD_\alpha, h) \left( e^{\frac{i}{\hbar}\psi(\alpha, \beta)} a(\alpha, \beta, h) \right) = \mathcal{O}_\infty,
\]
\[
e^{-\frac{i}{\hbar}\psi(\alpha, \beta)} \tilde{Z}_1^\Lambda(\beta, hD_\beta, h) \left( e^{\frac{i}{\hbar}\psi(\alpha, \beta)} a(\alpha, \beta, h) \right) = \mathcal{O}_\infty
\]
where
\[
\mathcal{O}_\infty := \mathcal{O} \left( d(\alpha_x, \beta_x)^\infty + (\langle \alpha_\xi \rangle^{-1}|\alpha_\xi - \beta_\xi|)\infty + (\langle \alpha_\xi \rangle^{-1}h)\infty \right).
\]

The phase \( \psi(\alpha, \beta) \) and amplitudes \( a_j(\alpha, \beta) \) are uniquely determined by \( b_j(\alpha) \) up to \( \mathcal{O}_\infty \) and
\[
-H(\alpha) - \text{Im} \psi(\alpha, \beta) - H(\beta) \leq -(d(\alpha_x, \beta_x)^2 + \langle \alpha_\xi \rangle^{-1}|\alpha_\xi - \beta_\xi|^2)/C,
\]
for some \( C > 0 \).

We will see that \( a \) and \( \psi \) are essentially determined by their values on the diagonal in \( \Lambda \times \Lambda \). Therefore, the construction of \( \psi \) and \( a \) can be done locally and we now work near \( \alpha^0 = (x^0, \xi^0) \in \Lambda \), where we identify \( \Lambda \) with \( T^*\mathbb{T}^n \) as in (3.6).

For \( \alpha, \beta \) in a conic neighbourhood of \( \alpha^0 \) we rescale \( Z_j \) using the following change of variables:
\[
\begin{align*}
\tilde{\alpha}_x &:= \alpha_x - \alpha_x^0, \quad \tilde{\alpha}_\xi := \langle \alpha_\xi^0 \rangle^{-1}(\alpha_\xi - \alpha_\xi^0), \\
\tilde{\beta}_x &:= \beta_x - \alpha_x^0, \quad \tilde{\beta}_\xi := \langle \alpha_\xi^0 \rangle^{-1}(\beta_\xi - \alpha_\xi^0).
\end{align*}
\]
In this new coordinates the operators \( Z_j^\Lambda \) become
\[
Z_j^\Lambda = \zeta_j^\Lambda(\tilde{\alpha}, hD_{\tilde{\alpha}}) + \tilde{h}\zeta_j^1(\tilde{\alpha}, hD_{\tilde{\alpha}}) + \tilde{h}^2\zeta_j^2(\tilde{\alpha}), \quad \zeta_j^\Lambda = z_j|_\Lambda,
\]
\[
z_j(z, \zeta, z^*, \zeta^*) := \lambda(\zeta)(z^*_j - \zeta - \theta_j) + \frac{i}{2}\lambda(\zeta^3(z^* - \zeta - \theta)^2(\zeta_j + \theta_j) - i\zeta_j^0,
\]
\[
\tilde{h} := \frac{h}{\langle \alpha_\xi^0 \rangle}, \quad \lambda(\zeta) := \frac{\langle \alpha_\xi^0 \rangle}{\langle \alpha_\xi^0 \rangle(\zeta + \theta)}, \quad \theta := \frac{\alpha_\xi^0}{\langle \alpha_\xi^0 \rangle},
\]
where we still have \( \{\zeta_j^\Lambda, \zeta_k^\Lambda\} = 0 \). The operators \( \tilde{Z}_j^\Lambda \) are defined using (5.8).

We now define the rescaled phase and amplitudes:
\[
\bar{\psi}(\tilde{\alpha}, \tilde{\beta}) := \langle \alpha_\xi^0 \rangle^{-1}\psi(\alpha, \beta), \quad \tilde{H}(\tilde{\alpha}) := \langle \alpha_\xi^0 \rangle^{-1}H(\alpha), \quad \tilde{G}(\tilde{\alpha}) = \langle \alpha_\xi^0 \rangle^{-1}G(\alpha),
\]
\[
\bar{a}_j(\tilde{\alpha}, \tilde{\beta}) := \langle \alpha_\xi^0 \rangle^j a_j(\alpha, \beta), \quad \bar{b}_j(\tilde{\alpha}) := \langle \alpha_\xi^0 \rangle^j b_j(\alpha),
\]
so that
\[
a(\alpha, \beta) \sim \sum_{j=0}^{\infty} \tilde{h}^j \bar{a}_j(\tilde{\alpha}, \tilde{\beta}), \quad b(\alpha) \sim \sum_{j=0}^{\infty} \tilde{h}^j \bar{b}_j(\tilde{\alpha}).
\]
Hence (5.10) becomes
\[ e^{-\frac{i}{\hbar}\tilde{\psi}(\tilde{\alpha}, \tilde{\beta})} Z_j^\Lambda \left( e^{\frac{i}{\hbar}\tilde{\psi}(\tilde{\alpha}, \tilde{\beta})} \tilde{a}(\tilde{\alpha}, \tilde{\beta}, \tilde{h}) \right) (\tilde{\alpha}) = \mathcal{O}\left(|\tilde{\alpha} - \tilde{\beta}|^\infty \right), \] (5.15)
\[ e^{-\frac{i}{\hbar}\tilde{\psi}(\tilde{\alpha}, \tilde{\beta})} \tilde{Z}_j^{\Lambda} \left( e^{\frac{i}{\hbar}\tilde{\psi}(\tilde{\alpha}, \tilde{\beta})} \tilde{a}(\tilde{\alpha}, \tilde{\beta}, \tilde{h}) \right) (\tilde{\beta}) = \mathcal{O}\left(|\tilde{\alpha} - \tilde{\beta}|^\infty \right), \]
where now \( \tilde{\psi} \) and \( \tilde{a}_j \) are smooth functions in a neighbourhood of \( 0 \in \mathbb{R}^{2n} \times \mathbb{R}^{2n} \).

To simplify notation we now drop \( \hbar, \tilde{\psi}, \tilde{H}, \tilde{G} \) and \( \tilde{a} \). (5.16)

This will apply until the end of the construction of the phase and the amplitude.

5.2.1. Eikonal equations. Here we work in the coordinates (5.12) and use the convention (5.16). Hence we assume that \( \Lambda \) is a neighbourhood of \( 0 \) in \( T^*\mathbb{R}^n \).

Let \( \zeta_j^\Lambda \) and \( \tilde{\zeta}_j^\Lambda \) be the principal symbols of \( Z_j^\Lambda \) and \( \tilde{Z}_j^\Lambda \) respectively – see (5.13). The eikonal equations we want to solve are
\[ \zeta_j^\Lambda(\alpha, d_\alpha \psi(\alpha, \beta)) = \mathcal{O}(|\alpha - \beta|^\infty), \]
\[ \tilde{\zeta}_j^\Lambda(\beta, d_\beta \psi(\alpha, \beta)) = \mathcal{O}(|\alpha - \beta|^\infty), \]
for \( \alpha, \beta \in \Lambda \). We also put
\[ \tilde{\zeta}_j^\Lambda(\alpha, \alpha^*) := \tilde{\zeta}_j^\Lambda(\alpha, -\alpha^*), \]
see (5.8) and (5.9). We note that for \((\alpha, \alpha^*) \in T^*\Lambda \), \( \zeta_j^\Lambda(\alpha, \alpha^*) = \overline{\zeta_j^\Lambda(\alpha, \alpha^*)} \). The next lemma records the Poisson bracket properties of \( \zeta_j^\Lambda \) on \( \Lambda \):

**Lemma 5.3.** Let \( \{\bullet, \bullet\} \) denote the Poisson bracket on \( T^*\mathbb{R}^n \) defined using the (real) symplectic form \( \sigma_\Lambda := (\sigma_{T^*\mathbb{C}^n})|_\Lambda \) and coordinates (3.6). Let
\[ \Sigma := \{\zeta_j^\Lambda(\rho) = 0 : \rho \in T^*\mathbb{R}^{2n}, \ |x^* - \xi - \theta| < \lambda(\xi)^{-1}\}, \quad \rho = (x, \xi, x^*, \xi^*), \]
where \( \lambda \) is defined in (5.13).

Then, for \( \zeta_j^\Lambda \) defined above we have \( \{\zeta_j^\Lambda, \zeta_k^\Lambda\} = 0 \), and, for \( \|G\|_{C^2} \ll 1 \),
\[ \left( \frac{1}{2n} \{\zeta_j^\Lambda, \zeta_k^\Lambda\}(\alpha, \alpha^*) \right)_{1 \leq j, k \leq n} \gg cI, \quad c > 0, \]
for \((\alpha, \alpha^*) \in \Sigma \cap \text{nbhd}_{T^*\mathbb{R}^{2n}}(0) \).

The positivity condition in Lemma 5.3 will be used in two places. First, it is used to guarantee that the Lagrangian used to construct the phase solving (5.17) is strictly positive (see (A.16)). Next, when \( G \) is only smooth, this condition will be crucial when proving (5.30) (see also [GaZw19, (6.29)]) and hence that the Lagrangian we construct is almost analytic. The proof of the Lemma will also show that there are solutions to \( \zeta_j^\Lambda(\rho) = 0 \) with \( |x^* - \xi - \theta| \geq \lambda(\xi) \) (\( \lambda(\xi) \sim 1 \) for \( \xi \) in a neighbourhood of \( 0 \)). However, (5.18) may not be satisfied at these points and hence (at least not appropriately positive.
Proof. It is enough to check (5.18) for $G = 0$. In that case $\Sigma$ is contained in in $\{(x, \xi, \varphi_x, \varphi_\xi) : y \in \mathbb{C}^n, |\xi + \theta - \varphi_\xi| < 1, x, \xi \in \mathbb{R}^n\} \cap T^*\mathbb{R}^2n$

$$\Sigma := \{(x, \xi, \xi + \theta, 0)\}, \varphi = \varphi(x, \xi, \xi) := \langle x - y, \xi + \theta \rangle + \frac{i}{2}\lambda(\xi)^{-1}(x - y)^2,$$

(5.19)

where $\lambda$ was defined in (5.13). (We just check that if $x^* = \varphi_x(x, \xi, \xi), \xi^* = \varphi_\xi(x, \xi, \xi)$ then $y = x - i\lambda(\xi + \theta - x^*)$ and $\xi^* = i\lambda(\xi + \theta - x^*) + \frac{1}{2}i\partial_\xi \lambda(\xi + \theta - x^*)^2$. As $x^*$ and $\xi^*$ are real we obtain that either $x^* = \xi + \theta$ as claimed or

$$\lambda|\xi + \theta - x^*| = 2\lambda^2|\partial_\xi \lambda|^{-1} = 2\lambda^{-1}|\xi + \theta|^{-1} = \frac{2\langle R(\xi + \theta) \rangle}{R|\xi + \theta|} \geq 2$$

which contradicts the condition in (5.19). Hence $\xi = x^* - \theta$ and $y = x$.)

Since $\{\zeta_j^\Lambda, \zeta_k^\Lambda\} = 0$ we see that

$$\frac{1}{2\pi}\{\zeta_j^\Lambda, \bar{\zeta}_k^\Lambda\} = \{\text{Im} \zeta_j^\Lambda, \text{Re} \zeta_k^\Lambda\}$$

$$= -\partial_{\xi_j} (\lambda(\xi)(x_k^* - \xi_k - \theta_k) + \frac{1}{2}\lambda(\xi)^3(x^* - \xi - \theta)^2(\xi_k + \theta_k)) = \lambda(\xi)\delta_{jk},$$

when evaluated at $x^* = \xi + \theta$. Hence, for $G = 0$, the matrix is (5.18) is given by $\lambda(\xi)I$ and $\lambda(\xi) \sim 1$ for $\xi$ bounded. Hence for $G$ small the matrix stays positive definite. \hfill \qed

From the geometric point of view, the framework for construction of the phase is the same as in [GaZw19, §2.2] (see also [GaZw19, §6.1] for a presentation in a simpler case). It is convenient to remove the weight by putting

$$\psi_H(\alpha, \beta) := iH(\alpha) + \psi(\alpha, \beta) + iH(\beta).$$

We also define

$$\zeta_j^H(\alpha, \alpha^*) := \zeta_j^\Lambda(\alpha, \alpha^* - idH(\alpha)),$$

(5.20)

$$\zeta_j^\Lambda(\alpha, \alpha^*) := \zeta_j^\Lambda(\alpha, \alpha^* + idH(\alpha)) = \zeta_j^\Lambda(\bar{\alpha}, \bar{\alpha}^*).$$

(Here again the $\bar{\alpha}$ and $\bar{\alpha}^*$ are defined after an identification of $\Lambda$ with $T^*\mathbb{R}^n$.) Lemma 5.3 remains valid for $\zeta_j^H$.

The eikonal equations (5.17) become

$$\zeta_j^H(\alpha, d_\alpha \psi_H(\alpha, \beta)) = O(|\alpha - \beta|^{\infty}),$$

(5.21)

$$\zeta_j^H(\beta, -d_\beta \psi_H(\alpha, \beta)) = O(|\alpha - \beta|^{\infty}),$$

for $\alpha, \beta \in \Lambda$. Since we demand that $\psi(\alpha, \alpha) = -2iH(\alpha)$, it follows that $\psi_H(\alpha, \alpha) = 0$, and by differentiation,

$$0 = d_\alpha(\psi_H(\alpha, \alpha)) = d_\alpha \psi_H(\alpha, \beta)|_{\beta = \alpha} + d_\beta \psi_H(\alpha, \beta)|_{\beta = \alpha}, \quad \alpha \in \Lambda.$$
To construct $\psi_H$ we will construct $\mathcal{C}_H$, a Lagrangian relation for which $\psi_H$ will be the generating function:

$$\mathcal{C}_H = \{(\alpha, d_\alpha \psi_H(\alpha, \beta), -d_\beta \psi_H(\alpha, \beta)) : (\alpha, \beta) \in \text{nbhd}_{C^{4n}}(\text{Diag}(\Lambda \times \Lambda))\}.$$  
(5.23)

We first assume that $G$, and hence $H$, are real analytic and have holomorphic extensions.

Writing $\rho = (x, \xi, x^*, \xi^*)$, the eikonal equations require that we should have (up to equivalence of almost analytic manifolds and exactly on $T^*\Lambda$)

$$\mathcal{C}_H \subset S \times \bar{S}, \ S := \{\rho : \zeta^H_j(\rho) = 0, \rho \in \text{nbhd}_{C^{4n}}(\mathbb{R}^{4n}), |x^* - \xi - \theta| < 1\},$$

$$\bar{S} := \{\bar{\rho} : \rho \in S\} = \{\rho : \bar{\zeta}^H_\alpha(\rho) = 0, \rho \in \text{nbhd}_{C^{4n}}(\mathbb{R}^{4n}), |x^* - \xi - \theta| < 1\}. \quad (5.24)$$

The condition (5.22) means that

$$\mathcal{C}_H \cap \pi^{-1}(\Delta_{C^{2n} \times C^{2n}}) = \Delta((S \cap \bar{S}) \times (S \cap \bar{S})), \quad (5.25)$$

where $\Delta(A \times A) := \{(a, a) : a \in A\}$. In fact, (5.22) shows that this must be true for $\mathcal{C}_H \cap \pi^{-1}(\Delta_{\mathbb{R}^{2n} \times \mathbb{R}^{2n}})$ and then it follows by analytic continuation (or an equivalence of almost analytic manifolds once we move to the $C^\infty$ category). We have the following additional property which comes from the choice of the weight $H$:

**Lemma 5.4.** Let $S$ and $\bar{S}$ be defined in (5.24). The for $H$ satisfying (3.3) we have

$$(S \cap \bar{S})_R = S_R = \{(\alpha, \text{Re}(zd\zeta|_\Lambda) : \alpha \in \text{nbhd}_{\mathbb{R}^{2n}}(0)\}. \quad (5.26)$$

**Proof.** As in the proof of Lemma 5.3 it is useful to go to the origins of the symbols $\zeta^H_j$ (5.20): $Z^\Lambda_j$s, with symbols $\zeta^\Lambda_j$ annihilate the phase in $T_\Lambda$ and that shows that, after switching to $\zeta^H_j$,

$$S_\alpha := S \cap T^*_\alpha \Lambda^C = \{(\alpha, d_\alpha \varphi(\alpha, y) + idH(\alpha)) : y \in \mathbb{C}^n\},$$

$$\varphi(\alpha, y) := \langle z - y, \zeta + \theta \rangle + \frac{i}{2} \lambda^{-1}(\zeta)(z - y)^2,$n

$$z = \alpha_x + iG_y(\alpha_x, \alpha_\xi), \ \zeta = \alpha_\zeta - iG_x(\alpha_x, \alpha_\xi).$$

where $\lambda(\zeta)$ and $\theta$ were defined in (5.13).

In the case $G = 0$ (and hence $H = 0$), $S_\alpha$ and $\bar{S}_\alpha := \bar{S} \cap T^*_\alpha \Lambda^C$ intersect transversally in one point. This remains true for a small perturbation induced by $G$ with $\|G\|_{C^2} \ll 1$ (this corresponds to symbolic norms before rescaling). Hence we are looking for a solution to

$$d_\alpha \varphi(\alpha, y) + idH(\alpha) = d_\alpha \varphi(\alpha, y) - idH(\alpha). \quad (5.27)$$

Now, at $y = y' = \alpha_x$ we have $d_\alpha \varphi(\alpha, y) = \zeta d\zeta|_\Lambda$ and in view of the definition of $dH$ in (3.3), (5.27) holds. It follows that for $\alpha \in \Lambda$, that is for $\alpha$ real,

$$S_\alpha \cap \bar{S}_\alpha = \{(\alpha, \text{Re}(zd\zeta|_\Lambda) \} = S_\alpha \cap T^*\Lambda, \ \Lambda \simeq \text{nbhd}_{T^*\mathbb{R}^n}(0).$$

But this proves (5.26). \qed
Since

\[ \mathcal{E}_H \subset \bigcap_{j=1}^n (\pi_{\bar{H}}^j)^{-1}(0) \cap (\pi_{\bar{H}}^k)^{-1}(0), \quad \pi_L(\rho, \rho') := \rho, \quad \pi_R(\rho, \rho') := \rho', \]

it follows that the complex vector fields \( H_{\pi_{\bar{H}}^j} \) and \( H_{\pi_{\bar{H}}^k} \) are tangent to \( \mathcal{E}_H \). By checking the case of \( T^* \Lambda = T^*\mathbb{R}^n \) (no deformation and hence \( H \equiv 0 \)) we have (see [GaZw19, §2.2]) that \( S \cap \bar{S} \) is a symplectic submanifold (with respect to the complex symplectic form) of complex dimension \( 2n \). The independence of \( H_{\pi_{\bar{H}}^j} \), \( H_{\pi_{\bar{H}}^k} \), \( j, k = 1, \cdots n \) (again easily seen in the unperturbed case) shows that

\[ B_{\mathbb{C}^n}(0, \epsilon) \times B_{\mathbb{C}^n}(0, \epsilon) \times (S \cap \bar{S}) \ni (t, s, \rho) \mapsto (\exp(t, H_{\pi_{\bar{H}}^j}(\rho)), \exp(s, H_{\pi_{\bar{H}}^k}(\rho))) \in \mathbb{C}^{8n}, \]

is a bi-holomorphic map to an embedded (complex) \( 4n \) dimensional submanifold. This implies that

\[ \mathcal{E}_H = \left\{ (\exp(t, H_{\pi_{\bar{H}}^j}(\rho)), \exp(s, H_{\pi_{\bar{H}}^k}(\rho))) : \rho \in S \cap \bar{S}, \quad t, s \in B_{\mathbb{C}^n}(0, \epsilon) \right\}, \tag{5.28} \]

where \( (t, H_{\pi_{\bar{H}}^j}) := \sum_{k=1}^n t_k H_{\pi_{\bar{H}}^k}, \bullet = \zeta, \bar{\zeta} \). Checking again in the unperturbed case, we have that for \( \rho \in S \cap \bar{S} \)

\[ \pi_* : T_{\rho}(\mathcal{E}_H) \rightarrow T_{\rho}(\mathcal{C}_{4n}) \text{ is onto.} \tag{5.29} \]

We now explain how to use almost analytic extensions off \( \Lambda \) in the \( C^\infty \) case. We first identify \( \Lambda \) with \( T^*\mathbb{R}^n \) using (3.6) and extending \( G \) almost analytically to \( \mathbb{C}^{4n} \). The symplectic form is now the almost analytic extension of the symplectic form \( d\zeta \wedge dz|_{\Lambda} \). Hence we define (see the Appendix for the definitions)

\[ \mathcal{E}_H = \left\{ (\exp(t, H_{\pi_{\bar{H}}^j}(\rho)), \exp(s, H_{\pi_{\bar{H}}^k}(\rho)) : \rho \in S \cap \bar{S}, \quad t, s \in B_{\mathbb{C}^n}(0, \epsilon) \right\}. \]

We claim that

\[ |\text{Im} \exp(t, H_{\pi_{\bar{H}}^j}(\rho))| \geq |t|/C, \quad |\text{Im} \exp(s, H_{\pi_{\bar{H}}^k}(\rho))| \geq |s|/C, \quad \rho \in S \cap \bar{S}. \tag{5.30} \]

In fact, in view of Lemma 5.3 at \( \rho \in T^*\Lambda \cap S \) and for \( \|G\|_{C^2} \) small, we can assume \( \{\zeta_j^A, \bar{\zeta}_k^A\}(\rho)/2i \) is positive definite. The changes of variable leading to \( \zeta_j^A \) is a symplectomorphism and hence we have the same property for \( \zeta_j^H \). By changing \( \zeta_j^H \) by a linear transformation we can then assume that \( \{\zeta_j^H, \bar{\zeta}_k^H\}(\rho)/2i = \delta_{kj} \). Hence we can make a linear symplectic change of variables at any point of \( T^*\Lambda \) giving new variables \((x, y, \xi, \eta), x, y, \xi, \eta \in \mathbb{R}^n, \) centered at \( 0 \in \mathbb{R}^{4n} \), such that

\[ \zeta_j^H = c(\eta_j + iy_j) + \mathcal{O}(|x|^2 + |y|^2 + |\xi|^2 + |\eta|^2), \quad c > 0. \]

This continues to hold for the almost analytic continuations of \( \zeta_j^H \). That means that near \( 0 \)

\[ S \cap \bar{S} = \{(z, 0, \zeta, 0) + F(z, \zeta) : (z, \zeta) \in \text{nbhd}_{\mathbb{C}^{2n}}(0)\}, \quad F = \mathcal{O}(|z|^2 + |\zeta|^2), \tag{5.31} \]
We also note that for \((z, \zeta) \in \mathbb{R}^{2n}\) (which corresponds to the intersection with \(T^*\Lambda\)), \(S \cap \tilde{S}\) is real. This means that in (5.31),

\[
\text{Im } F(z, \zeta) = \mathcal{O}((|\text{Im } z| + |\text{Im } \zeta|)(|z| + |\zeta|)).
\]

Hence,

\[
|\text{Im } \exp \left(\frac{t}{H_{\zeta^H}}\right)\left((z, 0, \zeta, 0) + F(z, \zeta)\right)| = |\text{Im } z, c \text{Im } t, \text{Im } \zeta, c \text{Re } t| + \mathcal{O}((|\text{Im } z| + |\text{Im } \zeta| + |t|(|z| + |\zeta|) + |t|^2)
\]

\[
\geq |t|/C, \text{ if } |z|, |\zeta| \ll 1,
\]

with the corresponding estimate for \(\tilde{\zeta}^H\). Lemma A.1 and (5.30) now show the almost analyticity of \(\mathcal{C}_H\) and Lemma A.2 shows that \(\mathcal{C}_H\) is Lagrangian in the almost analytic sense:

\[
(\pi_L^* \omega_{T^*\mathcal{C}^2} - \pi_H^* \omega_{T^*\mathcal{C}^2})|_{\mathcal{C}_H} \sim 0.
\]

(See the appendix for the review of the almost analytic machinery and notation.)

Lemma 5.4 shows that \(\Delta((S \cap \tilde{S}_R) \times (S \cap \tilde{S}_R)) = (\mathcal{C}_H)_R\) is a submanifold, Lemma 5.3 shows that \(\mathcal{C}_H\) is therefore a strictly positive almost analytic Lagrangian submanifold and hence, using (5.29), Lemma A.4 now gives \(\psi_H = \psi_H(\alpha, \beta)\) such that,

\[
d_{\alpha, \beta} \psi_H(\alpha, \beta) = \mathcal{O}(|\text{Im } \alpha|^{\infty} + |\text{Im } \beta|^{\infty} + |\text{Im } \psi_H(\alpha, \beta)|^{\infty}),
\]

and (5.23) holds in the sense of equivalence of almost analytic manifolds (that is with \(\sim\) of (A.2) replacing the equality). In addition, in view of (5.26) and (5.30),

\[
d_{\alpha} \psi_H(\alpha, \beta)|_{\beta = \alpha} = \text{Re}(\zeta \cdot dz|_\Lambda),
\]

\[
d_{\beta} \psi_H(\alpha, \beta)|_{\beta = \alpha} = -\text{Re}(\zeta \cdot dz|_\Lambda), \quad \alpha \in \text{nbhd}_{\mathbb{R}^{2n}}(0),
\]

and \(d_{\alpha}(\psi_H(\alpha, \alpha)) \sim 0\). Hence we can choose \(\psi_H(\alpha, \alpha) = 0\). We also see that

\[
d_{\alpha} \text{Im } \psi_H(\alpha, \beta)|_{\beta = \alpha} = 0, \quad d_{\beta} \text{Im } \psi_H(\alpha, \beta)|_{\beta = \alpha} = 0, \quad \alpha \in \text{nbhd}_{\mathbb{R}^{2n}}(0),
\]

which means that \(\text{Im } \psi_H(\alpha, \beta) = \mathcal{O}(|\alpha - \beta|^2), \alpha, \beta \in \text{nbhd}_{\mathbb{R}^{2n}}(0),\) and the comparison with the case of \(G = 0\) shows that

\[
\text{Im } \psi_H(\alpha, \beta) \sim |\alpha - \beta|^2.
\]

Finally we return to (5.21): (recall that \(\zeta_j^H\) are the almost analytic extensions of \(\zeta_j^H\) from \(T^*\Lambda\) and that \(\{\zeta_j^H, \zeta_k^H\} \sim 0\):

\[
\langle s, H_{\pi_L^* \mathcal{C}_j^H} \rangle \pi_L^* \zeta_j^H = \sum_{k=1}^{n} (H_{s_k} \zeta_j^H + H_{s_k} \zeta_k^H) = \mathcal{O}(|\text{Im } Z|^{\infty}), \quad Z = (\alpha, \beta, \alpha^*, \beta^*),
\]

with similar estimates for \(\pi_R^* \tilde{\zeta}_j^H\)'s. Hence using the definition (A.2). This implies that

\[
\pi_L^* \zeta_j^H, \pi_R^* \tilde{\zeta}_j^H \sim 0 \text{ on } \mathcal{C}_H.
\]
In view of the discussion above ($\mathcal{C}_H$ equivalent to the right hand side of (5.23)) we obtain
\[ \zeta_j^H(\alpha, d_\alpha \psi_H(\alpha, \beta)) = \mathcal{O}(|\text{Im } \alpha|^\infty + |\text{Im } \beta|^\infty + |\text{Im } d_\alpha \psi_H|^\infty + |\text{Im } d_\beta \psi_H|^\infty), \]
with the same estimate for $\bar{\zeta}_j^H(\beta, -d_\beta \psi_H(\alpha, \beta))$. This and (5.33) give (5.17).

This completes the construction of the phase needed in Proposition 5.2. The construction of $\mathcal{C}_H$ satisfying (5.26), (5.25) and (5.24) is equivalent, in the almost analytic sense, to the construction of $\psi_H$ satisfying (5.33) and (5.22) that gives uniqueness of $\psi_H$.

We have achieved more as the definition of $\mathcal{C}_H$ shows that, in the analytic case (5.28), $\mathcal{C}_H \circ \mathcal{C}_H = \mathcal{C}_H$ (see [GaZw19, Lemma 2] for a simple linear algebra case). In general we have $\mathcal{C}_H \circ \mathcal{C}_H \sim \mathcal{C}_H$ which for real values of $\alpha$ and $\beta$ means that
\[ \text{c.v.}_\gamma (\psi_H(\alpha, \gamma) + \psi_H(\gamma, \beta)) = \psi_H(\alpha, \beta) + \mathcal{O}(|\alpha - \beta|^\infty). \]

We now return to our original $\psi$ in (5.1), $\psi(\alpha, \beta) = -iH(\alpha) + \psi_H(\alpha, \beta) - iH(\beta)$. Our construction shows that
\[ (5.17) \text{ holds, } \psi(\alpha, \alpha) = -2iH(\alpha), \quad \psi(\alpha, \beta) = -\psi(\beta, \alpha), \quad \alpha, \beta \in \Lambda. \] (5.34)
The value of $d_\alpha \psi$ on the diagonal, $\zeta \cdot dz|_\Lambda$ is determined by (3.3) and (5.32). In addition, $\psi$ is uniquely determined, up to $\mathcal{O}(|\alpha - \beta|^\infty)$, by (5.34).

Returning to the original problem of solving (5.17) we record our findings in

**Proposition 5.5.** With the convention of (5.16), suppose that $H$ is given by (3.3) and $\zeta_j^\Lambda$, $\bar{\zeta}_j^\Lambda$ are defined in (5.13). Then there exists $\psi \in C^\infty(\Lambda \times \Lambda)$, $\Lambda = \text{nbhd}_{\mathbb{R}^{2n}}(0)$, such that (5.17) hold and $\psi(\alpha, \alpha) = -2iH(\alpha)$. The function $\psi$ is uniquely determined modulo $\mathcal{O}(|\alpha - \beta|^\infty)$. Moreover we have,
\[ \text{c.v.}_\gamma (\psi(\alpha, \gamma) + 2iH(\gamma) + \psi(\gamma, \beta)) = \psi(\alpha, \beta) + \mathcal{O}(|\alpha - \beta|^\infty), \]
\[ -H(\alpha) - \text{Im } \psi(\alpha, \beta) - H(\beta) \leq -|\alpha - \beta|^2/C, \quad C > 0, \]
\[ (d_\alpha \psi)(\alpha, \alpha) = \zeta \cdot dz|_\Lambda. \] (5.35)

5.2.2. *Transport equations.* Keeping the convention (5.16) we now solve the transport equations arising from (5.15). We start with a formal discussion (valid when all the objects are analytic). We first note that in view of (5.17) and (5.35) for any $b(\alpha, \beta) \in$ analytic in a neighbourhood of 0 (in the notation of (5.13) and (5.16)),
\[ Z_j^\Lambda(\beta, hD_\alpha) \left( e^{\frac{i}{h} \psi(\alpha, \beta)} b(\alpha, \beta) \right) = he^{\frac{i}{h} \psi(\alpha, \beta)} ((V_j + c_j) b(\alpha, \beta) + \mathcal{O}(h)), \]
\[ \bar{Z}_j^\Lambda(\beta, hD_\alpha) \left( e^{\frac{i}{h} \psi(\alpha, \beta)} b(\alpha, \beta) \right) = he^{\frac{i}{h} \psi(\alpha, \beta)} ((\bar{V}_j + \bar{c}_j) b(\alpha, \beta) + \mathcal{O}(h)). \] (5.36)
Here,
\[
V_j := \langle V_j(\alpha, \beta), \partial_\alpha \rangle, \quad \tilde{V}_j(\alpha, \beta) := \partial_{\alpha^*} \zeta^A_j(\alpha, d_\alpha \psi(\alpha, \beta)),
\]
\[
c_j(\alpha, \beta) := \frac{i}{2} \sum_{k=1}^{2n} \partial_\alpha V_j(\alpha, \beta) + \zeta_{j1}(\alpha, d_\alpha \psi(\alpha, \beta)) - i \sum_{k=1}^{2n} \partial_{\alpha_k} \partial_\alpha \psi(\alpha, \beta) \partial_{\alpha^*_k} \zeta^A_j(\alpha, d_\alpha \psi(\alpha, \beta)),
\]
with similar expressions coming from the applications \( \tilde{Z}^A_j(\beta, hD_\beta) \): \( V_j, c_j \), replaced by \( \tilde{V}_j, \tilde{c}_j \), and with the roles of \( \alpha \) and \( \beta \) switched.

A key observation here is that the holomorphic vector fields \( H_{\zeta^A_j(\alpha)} \) and \( H_{\zeta^A_j(\beta)} \) are tangent to \( \mathcal{C} = \{ (\alpha, d_\alpha \psi(\alpha, \beta), \beta, d_\beta \psi(\alpha, \beta)) : \alpha, \beta \in \text{nbhd}_C 2^n(0) \} \), and that they commute. In the parametrization of \( \mathcal{C} \) by \( (\alpha, \beta) \), they are given by \( V_j \) and \( -\tilde{V}_j \), respectively. Hence,
\[
[V_j, V_k] = 0, \quad [V_j, \tilde{V}_k] = 0, \quad [\tilde{V}_k, \tilde{V}_k] = 0. \tag{5.37}
\]

Hence, we seek \( a \) of the form
\[
a(\alpha, \beta) \sim \sum_{k=0}^\infty h^k a_k(\alpha, \beta),
\]
where, we want to solve
\[
V_j a_k(\alpha, \beta) + c_j(\alpha, \beta) a_k(\alpha, \beta) = F^j_{k-1}(a_0, \cdots, a_{k-1})(\alpha, \beta), \quad F^j_{-1} \equiv 0, \tag{5.38}
\]
with the corresponding expression involving \( \tilde{V}_j \).

Solving (5.38) means that
\[
Z^A_j(\alpha, hD_\alpha) \left( e^{\frac{i}{h} \psi(\alpha, \beta)} \sum_{k=0}^{K-1} h^k a_k(\alpha, \beta) \right) = h^{K+1} e^{\frac{i}{h} \psi(\alpha, \beta)} F^j_{K-1}(\alpha, \beta),
\]
\[
\tilde{Z}^A_j(\beta, hD_\beta) \left( e^{\frac{i}{h} \psi(\alpha, \beta)} \sum_{k=0}^{K-1} h^k a_k(\alpha, \beta) \right) = h^{K+1} e^{\frac{i}{h} \psi(\alpha, \beta)} \tilde{F}^j_{K-1}(\alpha, \beta). \tag{5.39}
\]

Since
\[
[Z^A_j(\alpha, hD_\alpha), Z_k^A(\alpha, hD_\alpha)] = 0, \quad [\tilde{Z}^A_j(\beta, hD_\beta), \tilde{Z}_k^A(\beta, hD_\beta)] = 0,
\]
\[
[Z^A_j(\alpha, hD_\alpha), \tilde{Z}_k^A(\beta, hD_\beta)] = 0,
\]
we have from (5.37) and (5.36),
\[
V_j c_k = V_k c_j, \quad V_k \tilde{c}_j = \tilde{V}_j c_k, \quad \tilde{V}_k \tilde{c}_j = \tilde{V}_j \tilde{c}_k. \tag{5.40}
\]
Similarly, (5.39) gives
\[
(V_j + c_j) F^i_{K-1} = (V_k + c_k) F^j_{K-1}, \quad (\tilde{V}_j + \tilde{c}_j)\tilde{F}^i_{K-1} = (\tilde{V}_k + \tilde{c}_k)\tilde{F}^j_{K-1},
\]
\[
(V_j + c_j)\tilde{F}^i_{K-1} = (\tilde{V}_k + \tilde{c}_k)F^j_{K-1}. \tag{5.41}
\]
Equations (5.40) and (5.41) provide compatibility conditions for solving (5.38):
\[
(V_j + c_j)a_k = F^j_{k-1}, \quad (\tilde{V}_j + \tilde{c}_j)a_k = F^j_{k-1}, \quad a_k(\alpha,\alpha) = b_k(\alpha),
\]
where the $b_k$'s are prescribed. In fact, since the $V_j$'s and $\tilde{V}_j$'s are independent when $\alpha = \beta$ (as complex vectorfields),
\[
\mathbb{C}^{2n} \times \mathbb{C}^n \ni (\rho, t, s) \mapsto (\alpha, \beta) = \left( \exp(V, t)(\rho), \exp(\tilde{V}, s)(\rho) \right) \in \mathbb{C}^{2n} \times \mathbb{C}^n,
\]
\[
\langle V, t \rangle := \sum_{j=1}^n t_jV_j, \quad \langle \tilde{V}, s \rangle := \sum_{\ell=1}^n s_{\ell}\tilde{V}_\ell,
\]
is a local bi-holomorphic map onto of nbhd $\mathbb{C}^{2n} \ni \rho \mapsto \alpha, \beta$ (almost analytic in the general case). In view of this and of (5.37), (5.40), the following integrating factor, $g = g(\alpha, \beta)$, is well defined (in the analytic case) on nbhd $\mathbb{C}^{2n} \ni \rho \mapsto \alpha, \beta$:
\[
g(e^{\langle V, t \rangle}(\rho), e^{\langle \tilde{V}, s \rangle}(\rho)) := -\sum_{j=1}^n \int_0^1 (t_j c_j + s_j \tilde{c}_j)|_{(\alpha,\beta)=(e^{\tau\langle V, t \rangle}(\rho),e^{\tau\langle \tilde{V}, s \rangle}(\rho))} d\tau,
\]
and satisfies
\[
V_j g(\alpha, \beta) = c_j(\alpha, \beta), \quad \tilde{V}_j g(\alpha, \beta) = \tilde{c}_j(\alpha, \beta), \quad j = 1, \ldots, n.
\]
We then define $a_k(\alpha, \beta)$ inductively as follows: at $(\alpha, \beta) = (e^{\langle V, t \rangle}(\rho), e^{\langle \tilde{V}, s \rangle}(\rho))$,
\[
a_k(\alpha, \beta) = e^{g(\alpha, \beta)} b_k(\rho)
\]
\[
+ e^{g(\alpha, \beta)} \int_0^1 e^{-g(\gamma, \gamma')} (t_j \tilde{F}^j_{k-1}(\gamma, \gamma') + s_j \tilde{F}^j_{k-1}(\gamma, \gamma'))|_{(\gamma, \gamma')=(e^{\tau\langle V, t \rangle}(\rho),e^{\tau\langle \tilde{V}, s \rangle}(\rho))} d\tau.
\]
The compatibility relations (5.41) then show that (5.38) hold.

We now modify this discussion to the $C^\infty$ case using almost analytic extensions as in §A.3 and that provides solutions of (5.38) for $(\alpha, \beta) \in \Lambda \times \Lambda$ valid to infinite order at $\text{diag}(\Lambda \times \Lambda)$ with any initial data on the diagonal.

Hence we have solved (5.15) locally near $(\alpha, \beta) = (0,0)$. We now return to the original coordinates and note the uniqueness of the local construction gives us $\psi$ and $a$ in (5.10) satisfying (5.2) and (5.3). This completes the proof of Proposition 5.2.
5.3. **Projection property.** It remains to choose $a|_{\Delta}$ so that $B_{\Lambda}^2 \equiv B_{\Lambda}$. From (5.35) we already know that the phase in (5.1) has the correct composition property and hence we need to find the amplitude $a(\alpha, \beta)$. From Proposition 5.2 it is enough to determine $a$ on the diagonal. For that we consider the kernel of $B_{\Lambda}^2$ on the diagonal:

$$K_{B_{\Lambda}^2}(\alpha, \alpha) = h^{-2n} \int_{\Lambda} e^{i\frac{\pi}{2} \psi(\alpha, \beta) + 2ih(\beta) + \psi(\beta, \alpha)} a(\alpha, \beta, h) a(\beta, \alpha, h) dm_{\Lambda}(\beta).$$

(5.42)

We note that the support property of $a$ in (5.2) implies that the integration takes place over a bounded set $|\beta_\xi| \leq C \langle \alpha_\xi \rangle$. Application of complex stationary phase to (5.42) yields

$$K_{B_{\Lambda}^2} = h^{-n} e^{i\frac{\pi}{2} \psi(\alpha, \beta)} c(\alpha, \beta) \sim \sum_j h^j L_{2j} a(\alpha, \gamma, h) a(\gamma, \alpha, h)|_{\gamma=\alpha},$$

(5.43)

where $L_{2j}$ are differential operators of order $2j$ in $\gamma$ and

$$L_0|_{\Delta} = f(\alpha), \quad |f(\alpha)| > 0, \quad \Delta := \Delta(\Lambda \times \Lambda).$$

Since $\psi(\alpha, \beta) = -\overline{\psi(\beta, \alpha)}$, $f(\alpha) \in \mathbb{R}$. (Strictly speaking we should again proceed with the rescaling (5.12) and we are tacitly using the convention (5.16) here.)

Writing $a \sim \sum_j h^j a_j$, we have

$$c(\alpha, \beta) \sim \sum_j h^j c_j(\alpha, \beta), \quad c_j(\alpha, \alpha) = \sum_{k+\ell+m=j} L_{2k} a_\ell(\alpha, \gamma) a_m(\gamma, \alpha)|_{\gamma=\alpha}. $$

We note that if $a(\alpha, \beta) = \overline{a(\beta, \alpha)}$ then $B_{\Lambda}$ is self-adjoint and hence so is $B_{\Lambda}^2$. That means in particular that $c(\alpha, \alpha)$ is real. Hence if $a_\ell(\alpha, \beta) = \overline{a_\ell(\beta, \alpha)}$ for $\ell \leq M$, then $c_\ell|_{\Delta} \in \mathbb{R}$ for $\ell \leq M$. Since

$$b_M(\alpha, \alpha) = 2f(\alpha) a_0(\alpha, \alpha) a_M(\alpha, \alpha) + \sum_{k+\ell+m=M, \ell, m < M} L_{2k} a_\ell(\alpha, \gamma) a_m(\gamma, \alpha)|_{\gamma=\alpha},$$

it follows that

$$a_\ell(\alpha, \beta) = \overline{a_\ell(\beta, \alpha)}, \quad \ell < M \implies \sum_{k+\ell+m=M, \ell, m < M} L_{2k} a_\ell(\alpha, \gamma) a_m(\gamma, \alpha)|_{\gamma=\alpha} \in \mathbb{R}. \quad (5.44)$$

We iteratively solve the following sequence of equations

$$\sum_{k+\ell+m=j} L_{2k} a_\ell(\alpha, \gamma) a_m(\gamma, \alpha)|_{\gamma=\alpha} = a_j(\alpha, \alpha) \quad (5.45)$$

with $a_j|_{\Delta}$ real. Proposition 5.2 then gives us the desired $a(\alpha, \beta)$. First, let

$$a_0(\alpha, \alpha) = \frac{1}{f(\alpha)} \in C^\infty(T^*\mathbb{R}^n; \mathbb{R})$$
so that \( f(\alpha)a_0(\alpha, \alpha)^2 = a_0(\alpha, \alpha) \) (i.e. (5.45) is solved for \( j = 0 \)). The proof of Proposition 5.2 (see §5.2.2) shows that we can then find \( a_0(\alpha, \beta) \) so that (5.39) holds with \( K = 0 \) and \( a_0|_{\Delta} = 1/f(\alpha) \).

Assume now that (5.45) is solved for \( j \leq M - 1 \). Then, (5.45) with \( j = M \) reads
\[
a_M(\alpha, \alpha) = \sum_{k+\ell+m=M} L_{2k}a_\ell(\alpha, \gamma)a_m(\gamma, \alpha)|_{\gamma=\alpha} = 2a_M(\alpha, \alpha) + \sum_{k+\ell+m=M} L_{2k}a_\ell(\alpha, \gamma)a_m(\gamma, \alpha)|_{\gamma=\alpha}
\]
Putting
\[
a_M(\alpha, \alpha) = -\sum_{k+\ell+m=M} L_{2k}a_\ell(\alpha, \gamma)a_m(\gamma, \alpha)|_{\gamma=\alpha}
\]
we solve (5.45) for \( j = M \). From (5.44) we see that \( a_M(\alpha, \alpha) \) is real. The argument in §5.2.2 provides the construction of \( a_M \) from \( a_\ell, \ell < M \) and \( a_k|_{\Delta} \). Taking an almost analytic continuation with \( a_M(\alpha, \beta) = a_M(\beta, \alpha) \) then completes the construction of \( a_M \) and hence by induction and the Borel summation lemma we have, in the notation of Proposition 5.2,
\[
c = a + O_{\infty}.
\]
This gives the following

**Proposition 5.6.** There exists a unique choice of \( b_j(\alpha) \) in Proposition 5.2 for which the operator \( B_\Lambda \) defined by (5.1) satisfies
\[
B_\Lambda = B_\Lambda^{*H}, \quad B_\Lambda = B_\Lambda^2 + O(h_N)^{N_{L^2(\Lambda)} \to L^2(\Lambda)},
\]
for all \( N \).

**Proof.** In view of (5.46) we need to check that for \( r = O_{\infty} \) (in the notation of Proposition 5.2), for all \( N \),
\[
R = O(h_N)^{N_{L^2(\Lambda)} \to L^2(\Lambda)}, \quad Ru(\alpha) := h^{-n}\int_{\Lambda} r(\alpha, \beta, h) e^{i\psi(\alpha, \beta)} u(\beta) dm_\Lambda(\beta).
\]
But this is an immediate consequence of (5.11) and Schur’s criterion for boundedness on \( L^2 \).

### 5.4. Construction of the projector

We now show that the exact orthogonal projector \( \Pi_\Lambda : L^2(\Lambda) \to H(\Lambda) \) satisfies
\[
\Pi_\Lambda = B_\Lambda + O(h_{\infty})^{N_{L^2(\Lambda)} \to L^2(\Lambda)},
\]
for all \( N \). For that we follow the proof of [Sj96, Proposition 1.1, formula (1.46)] which is related to an earlier construction in [BoGu81, Step 3, Proof of Corollary A.4.6].
We start with the exact projector $P_\Lambda$: $$P_\Lambda(L^2_\Lambda(\Lambda)) = H(\Lambda), \quad P_\Lambda^2 = P_\Lambda, \quad P_\Lambda = \mathcal{O}(1)_{L^2(\Lambda) \rightarrow L^2(\Lambda)},$$
given by
$$P_\Lambda = T_\Lambda S_\Lambda.$$ 
For a real valued $f \in S(\Lambda),$ $f(\alpha) \sim \sum_{k=0}^\infty f_k(\alpha)(h/\langle \alpha\xi \rangle)^k, \quad f_0(\alpha) > 1/C,$
we define the following self-adjoint operator:
$$A_f := P_\Lambda f P_\Lambda^{\ast H}, \quad A_f u(\alpha) = h^{-n} \int_\Lambda e^{\xi \psi_1(\alpha,\beta)} a_f(\alpha,\beta,h) u(\beta) e^{-2H(\beta)/h} dm_\Lambda(\beta),$$
where $\psi_1$ and $a_f$ were obtained using the method of complex stationary phase (again it is justified using the rescaling (5.12)).

We claim that $\psi_1 = \psi + \mathcal{O}_\infty$ (in the notation of Proposition 5.2). Indeed, since $A_f^{\ast H} = A_f$ and $P_\Lambda = T_\Lambda S_\Lambda,$ the arguments leading to (5.17) apply and $\psi_1$ satisfies the same eikonal equations. Similarly, $a_f(\alpha,\beta,h)$ satisfies transport equations implied by (5.10). Arguing as in the proof of Lemma 4.6 we find the value of $\psi_1|_\Delta$ to be
$$\psi_1(\alpha,\alpha) + 2iH(\alpha) = c.v.\beta \left( \Psi(\alpha,\beta) - \overline{\Psi(\alpha,\beta)} \right) = 0.$$
We then invoke the uniqueness statement in Proposition 5.2.

If we can choose $f$ so that $a_f|_\Delta = a|_\Delta + \mathcal{O}((h/\langle \alpha\xi \rangle)^\infty),$ with $a$ in (5.1), then the same uniqueness statement shows that $a_f = a + \mathcal{O}_\infty.$ Hence
$$a_f|_\Delta = a|_\Delta + \mathcal{O}((h/\langle \alpha\xi \rangle)^\infty) \quad \Rightarrow \quad A_f = B_\Lambda + \mathcal{O}(h^\infty)_{\langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)},$$
determined by its value on the diagonal and we find that using $\Psi$ given in (4.10) and satisfying (4.13)
$$\psi_1(\alpha,\alpha) + 2iH(\alpha) = c.v.\beta \left( \Psi(\alpha,\beta) - \overline{\Psi(\alpha,\beta)} + 2iH(\alpha) - 2iH(\beta) \right) = 0.$$
But this means that (5.34) holds for $\psi_1$ and hence $\psi_1(\alpha,\beta) = \psi(\alpha,\beta) + \mathcal{O}(|\alpha - \beta|^\infty).$

We next choose $f$ so that $A_f = B_\Lambda + \mathcal{O}(h^\infty)_{\langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)}.$

Writing $a_f(\alpha,\beta) \sim \sum_{k=0}^\infty (h/\langle \alpha\xi \rangle)^k a_{f,j}(\alpha,\beta),$ we proceed as in §5.2.2: with different $L_{2k}$’s, $g := L_0|_\Delta \neq 0,$
$$a_{f,j}(\alpha,\alpha) = \sum_{k+\ell=j} L_{2k} f_\ell(\alpha) = g(\alpha) f_j(\alpha) + \sum_{k+\ell=j, \ell < j} L_{2k} f_\ell(\alpha).$$
(In our special case, the amplitude in $P$ is constant which is not the case in generalizations – but the argument works easily just the same.) Using this, solving
\( a_{f,j}(\alpha) = a_j(\alpha) \) for \( f \) is immediate. As in the construction of the amplitude of \( B_\Lambda \) in §5.2.2 we see that \( f \) is real valued and that \( f_0 \) is bounded from below.

We can now follow [Sj96] and complete the proof of (5.48). We record this statement as

**Proposition 5.7.** Suppose that \( \Pi_\Lambda \) is orthogonal projector from \( L^2(\Lambda) \) to \( H(\Lambda) \) and that \( B_\Lambda \) is given by Proposition 5.6. Then

\[
\Pi_\Lambda = B_\Lambda + \mathcal{O}(h^\infty)_{(\xi)^N L^2(\Lambda) \rightarrow (\xi)^{-N} L^2(\Lambda)},
\]

(5.50)

for all \( N \).

**Proof.** To start we observe that for \( u \in H(\Lambda), \|u\|_{L^2(\Lambda)} > 0, \)

\[
\langle A_f u, u \rangle_{L^2(\Lambda)} = \langle P_\Lambda f P_\Lambda^* u, u \rangle_{L^2(\Lambda)} = \langle f P_\Lambda^* u, P_\Lambda^* u \rangle_{L^2(\Lambda)}
\]

\[
\geq \min_{\alpha \in \mathbb{T}^n} f(\alpha) \|P_\Lambda^* u\|_{L^2(\Lambda)}^2 \geq \frac{|\langle P_\Lambda^* u, u \rangle|^2}{C \|u\|_{L^2(\Lambda)}^2} = \frac{\|u\|_{L^2(\Lambda)}^2}{C}.
\]

Hence,

\[
\|u\|_{L^2(\Lambda)}^2 \leq \|A_f u\|_{L^2(\Lambda)} \leq C \|u\|_{L^2(\Lambda)}, \quad u \in H(\Lambda),
\]

(5.51)

\[
A_f u = 0, \quad u \in H(\Lambda)^\perp, \quad A_f^* = A_f,
\]

and

\[
\Pi_\Lambda = \frac{1}{2\pi} \int_\gamma (\lambda - A_f)^{-1} d\lambda,
\]

(5.52)

where \( \gamma \) is a positively oriented boundary of an open set in \( \mathbb{C} \) containing \([1/C, C]\) and excluding 0. From (5.49) and Proposition 5.6 we know that

\[
A_f = A_f^2 + \mathcal{O}(h^\infty)_{(\xi)^N L^2(\Lambda) \rightarrow (\xi)^{-N} L^2(\Lambda)},
\]

(5.53)

and we want to use this property to show that \( \Pi_\Lambda \) is close to \( A_f \). For that we note that if \( A = A^2 \) then, at first for \( |\lambda| \gg 1, \)

\[
(\lambda - A)^{-1} = \sum_{j=0}^{\infty} \lambda^{-j-1} A^j = \lambda^{-1} + \lambda^{-1} \sum_{j=0}^{\infty} \lambda^{-j} A = \lambda^{-1} + A \lambda^{-1}(\lambda - 1)^{-1}.
\]

Hence, it is natural to take the right hand side as the approximate inverse in the case when \( A^2 - A \) is small:

\[
(\lambda - A_f)(\lambda^{-1} + A_f \lambda^{-1}(\lambda - 1)^{-1}) = I - (A_f^2 - A_f) \lambda^{-2}(\lambda - 1)^{-1}.
\]

In view of (5.53) and for \( h \) small enough, the right hand side is invertible for \( \lambda \in \gamma \) with the inverse equal to \( I + R, \quad R = \mathcal{O}(h^\infty)_{(\xi)^N L^2(\Lambda) \rightarrow (\xi)^{-N} L^2(\Lambda)} \). Hence for \( \lambda \in \gamma, \)

\[
(\lambda - A_f)^{-1} = \lambda^{-1} + \lambda^{-1}(\lambda - 1)^{-1} A_f + \mathcal{O}(h^\infty)_{(\xi)^N L^2(\Lambda) \rightarrow (\xi)^{-N} L^2(\Lambda)}.
\]

Inserting this identity into (5.52) and using Cauchy’s formula gives

\[
\Pi_\Lambda = A_f + \mathcal{O}(h^\infty)_{(\xi)^N L^2(\Lambda) \rightarrow (\xi)^{-N} L^2(\Lambda)},
\]
which combined with (5.49) implies (5.50).

\[ \square \]

6. Deformation of pseudodifferential operators

In this section we analyse pseudodifferential operators with analytic symbols acting on spaces $H^m_\Lambda$ defined in §4. That means describing the action on the FBI side of operators $P$:

\[ T_\Lambda Pu = (T_\Lambda PS_\Lambda)(T_\Lambda u) = (\Pi_\Lambda T_\Lambda PS_\Lambda \Pi_\Lambda)(T_\Lambda u). \]  

(6.1)

The class of pseudodifferential operators we consider is given by

\[ Pu(y) := \frac{1}{(2\pi h)^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{i\frac{h}{\pi}(y-y',\eta)} p(y,\eta) u(y') dy' d\eta \]  

(6.2)

where $p \in S^m(T^*\mathbb{T}^n)$ has an analytic continuation from $T^*\mathbb{T}^n$ satisfying

\[ |p(z,\zeta)| \leq M \langle \zeta \rangle^m, \quad \text{for} \quad |\text{Im} z| \leq a, \quad |\text{Im} \zeta| \leq b(\text{Re} \zeta). \]  

(6.3)

The integral in the definition (6.2) of $Pu$ is considered in the sense of oscillatory integrals (see for instance [Zw12, §5.3]) and we extend both $y \mapsto u(y)$ and $y \mapsto p(y,\eta)$ to periodic functions on $\mathbb{R}^n$.

6.1. Pseudodifferential operators as Toeplitz operators. We start with a lemma which describes the middle term in (6.1):

Lemma 6.1. Suppose $P$ is defined by (6.2) with $p$ satisfying (6.3). Then, for $G$ satisfying (3.1) with $\epsilon_0 > 0$ small enough, the Schwartz kernel of $T_\Lambda PS_\Lambda$ is given by

\[ K_P(\alpha,\beta) = c_0 h^{-n} e^{i\frac{h}{\pi}(\alpha,\beta)} a_P(\alpha,\beta) + r(\alpha,\beta) \]  

(6.4)

where $\Psi$ is as in (4.10),

\[ a_P \sim \sum_{j=0}^{\infty} h^j \langle \alpha,\xi \rangle^j a_j, \quad a_0(\alpha,\alpha) = p|_\Lambda(\alpha), \]  

(6.5)

$a_j \in S^0(\Lambda \times \Lambda)$ is supported in a conic neighbourhood of $\Delta(\Lambda \times \Lambda)$ and

\[ |r(\alpha,\beta)| \leq e^{-((\text{Re} \alpha\xi)+(\text{Re} \beta\xi)+|\text{Re} \alpha x-\text{Re} \beta x|)/Ch}. \]  

(6.6)

Proof. We first note that for each $\beta \in \Lambda$, $v_\beta(y') = e^{-i\frac{h}{\pi}(\beta,y')} b(\beta_y - y',\beta_\xi)$ is a Schwartz function and hence the integral

\[ h^{-\frac{3n}{4}} \frac{1}{(2\pi h)^n} \int_{\mathbb{R}^{2n}} e^{i\frac{h}{\pi}(y-y',\eta)-\varphi^*(\beta,y')) p(y,\eta) b(\beta_y - y',\beta_\xi) dy' d\eta \]

defines a Schwartz function of $y$. In particular, the kernel of $T_\Lambda PS_\Lambda$ is given by

\[ \frac{h^{-\frac{3n}{4}}}{(2\pi h)^n} \int_{\mathbb{R}^{2n}} e^{i\frac{h}{\pi}(\varphi(\alpha,y)+(y-y',\eta)-\varphi^*(\beta,y'))} p(y,\eta) b(\beta_y - y',\beta_\xi) dy' d\eta dy. \]
To obtain (6.4) we start by deforming the contour in \( \eta \): \( \eta \mapsto \eta + i \delta_1 \langle \eta \rangle \frac{y - y'}{y - y'} \). The phase \( \Phi \) is then given by

\[
\Phi = \langle \alpha_x - y, \alpha_\xi \rangle + \frac{i \langle \alpha_\xi \rangle}{2} (\alpha_x - y)^2 + \frac{i \langle \beta_\xi \rangle}{2} (\beta_x - y')^2 \\
+ \langle y' - \beta_x, \beta_\xi \rangle + \langle y - y', \eta \rangle + i \delta_1 \langle \eta \rangle \frac{(y - y')^2}{y - y'}.
\]

We then deform the contour in \( y, y' \) as follows

\[
y \mapsto y + i \delta_1 \frac{\eta - \alpha_\xi}{\langle \eta - \alpha_\xi \rangle}, \quad y' \mapsto y' + i \delta_1 \frac{\beta_\xi - \eta}{\langle \beta_\xi - \eta \rangle}.
\]

The phase \( \Phi \) becomes

\[
\Phi = \langle \alpha_x - y, \alpha_\xi \rangle + \frac{i \langle \alpha_\xi \rangle}{2} (\alpha_x - y)^2 + \frac{i \langle \beta_\xi \rangle}{2} (\beta_x - y')^2 + \langle y' - \beta_x, \beta_\xi \rangle + \langle y - y', \eta \rangle \\
+ i \delta_1 \left[ \frac{(\alpha_\xi - \eta)^2}{\langle \alpha_\xi - \eta \rangle} + \frac{(\beta_\xi - \eta)^2}{\langle \beta_\xi - \eta \rangle} + \langle \eta \rangle \frac{(y - y')^2}{y - y'} \right] \\
+ i \langle \alpha_\xi \rangle \frac{2}{2} \left[ - 2i \delta_1 \frac{(\alpha_\xi - \eta, \alpha_x - y)}{\langle \alpha_\xi - \eta \rangle} \right] - \delta_1^2 \langle \alpha_\xi - \eta \rangle^2 \\
+ i \langle \beta_\xi \rangle \frac{2}{2} \left[ - 2i \delta_1 \frac{(\eta - \beta_\xi, \beta_x - y')}{\langle \beta_\xi - \eta \rangle} \right] - \delta_1^2 \langle \beta_\xi - \eta \rangle^2 \\
+ \mathcal{O} \left( \delta_1^2 \langle \eta \rangle \frac{|y - y'|}{|y - y'|} \left[ \frac{|(\alpha_\xi - \eta, \beta_\xi - \eta) + (\eta - \beta_\xi, \alpha_\xi - \eta)|^2}{|(\alpha_\xi - \eta, \beta_\xi - \eta)|^2} \right] \right) \\
+ \mathcal{O} \left( \delta_1^3 \langle \eta \rangle \frac{|y - y'|}{|y - y'|} \left[ \frac{|(\alpha_\xi - \eta, \beta_\xi - \eta) + (\eta - \beta_\xi, \alpha_\xi - \eta)|^2}{|(\alpha_\xi - \eta, \beta_\xi - \eta)|^2} \right] \right)
\]

We first consider the case when \( \langle \text{Re } \alpha_\xi \rangle \geq 2 \langle \text{Re } \beta_\xi \rangle \). Then,

\[
|\text{Re } \alpha_\xi - \eta| + |\text{Re } \beta_\xi - \eta| \geq c(\langle \text{Re } \alpha_\xi \rangle + \langle \text{Re } \beta_\xi \rangle + \langle \eta \rangle).
\]

and in particular,

\[
\text{Im } \Phi \geq c(\langle \text{Re } \alpha_\xi \rangle + \langle \text{Re } \beta_\xi \rangle + \langle \text{Re } \eta \rangle) + c(|\text{Re } \alpha_x - y| + |\text{Re } \beta_x - y'| + |y - y'|),
\]

which produces a term which can be absorbed into \( r \) satisfying (6.6).

Similar arguments, show that we can assume that \( \langle \text{Re } \alpha_\xi \rangle, \langle \text{Re } \eta \rangle \), and \( \langle \text{Re } \beta_\xi \rangle \) are proportional.

We now suppose that

\[
|\text{Re } \alpha_\xi - \text{Re } \beta_\xi| \langle \text{Re } \alpha_\xi \rangle + \langle \text{Re } \beta_\xi \rangle + |\text{Re } \alpha_x - \text{Re } \beta_x| > \delta.
\]

Then, the imaginary part of the phase is bounded below by

\[
\text{Im } \Phi \geq c(\langle \text{Re } \alpha_\xi \rangle + \langle \text{Re } \beta_\xi \rangle)(1 + |\text{Re } \alpha_x - \text{Re } \beta_x|) \\
+ c(|\text{Re } \alpha_x - y| + |y - y'| + |\text{Re } \beta_x - y| + |\eta - \text{Re } \alpha_\xi| + |\eta - \text{Re } \beta_\xi|).
\]
In particular when
\[
\frac{|\text{Re } \alpha_\xi - \text{Re } \beta_\xi|}{\text{Re } \alpha_\xi + \text{Re } \beta_\xi} + |\text{Re } \alpha_x - \text{Re } \beta_x| > \delta.
\]
the integral is bounded by \(Ce^{-((\text{Re } \alpha_\xi + \text{Re } \beta_\xi))(1+|\text{Re } \alpha_x - \text{Re } \beta_x|)/h}\). Hence, we can insert a cutoff
\[
\chi \left( \delta^{-1} \left[ \frac{|\text{Re } \alpha_\xi - \text{Re } \beta_\xi|}{\text{Re } \alpha_\xi + \text{Re } \beta_\xi} + |\text{Re } \alpha_x - \text{Re } \beta_x| \right] \right)
\]
into the integral.

With this cutoff inserted, we deform in \(y, y'\) to the critical point
\[
y \mapsto y + y_c(\alpha, \beta), \quad y' \mapsto y' + y_c(\alpha, \beta),
\]
where
\[
y_c(\alpha, \beta) = \frac{\alpha_x \langle \alpha_\xi \rangle + \beta_x \langle \beta_\xi \rangle}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle} + i \frac{\beta_\xi - \alpha_\xi}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle}.
\]
This contour deformation is justified since the cutoff function guarantees that
\[
\text{Re} \left| \frac{\alpha_\xi - \beta_\xi}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle} \right| \leq C\delta.
\]
The phase is then given by
\[
\Phi = \frac{i}{2} \left( \frac{(\beta_\xi - \alpha_\xi)^2 + \langle \alpha_\xi \rangle \langle \beta_\xi \rangle (\alpha_x - \beta_x)^2}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle} + \langle \alpha_\xi \rangle y^2 + \langle \beta_\xi \rangle (y')^2 \right)
\]
\[
+ \left( \alpha_x - \beta_x, \frac{\alpha_\xi \beta_\xi + \beta_\xi \alpha_\xi}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle} \right) + (y - y', \eta - \eta_c(\alpha, \beta))
\]
with
\[
\eta_c(\alpha, \beta) = \frac{\alpha_\xi \beta_\xi + \beta_\xi \alpha_\xi}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle} + i \frac{\beta_\xi \alpha_\xi - \alpha_\xi \beta_\xi}{\langle \alpha_\xi \rangle + \langle \beta_\xi \rangle}.
\]

We would now like to shift the contour to \(\eta \mapsto \eta + \eta_c\). However, \(p\) only has an analytic continuation to \(|\text{Im } \eta| \leq b(\text{Re } \eta)|\) and \(\text{Im } \eta_c\) is not, in general, bounded. Therefore, when \(|\text{Re } \eta| \ll |\text{Re } \eta_c|\), we cannot make this deformation. To finish the proof, we consider two cases.

We first assume that \(|\eta_c(\alpha, \beta)| \leq b/2\). Then, the contour deformation \(\eta \mapsto \eta + \eta_c\) is justified, and we may perform complex stationary phase to complete the proof.

We now consider the more involved case when
\[
|\eta_c| \geq \frac{b}{2} \gg \epsilon_0 > 0
\]
where \(\epsilon_0\) is as in (3.1). In that case we use the deformation
\[
y \mapsto y + i\delta_1 \frac{(\eta - \eta_c)}{\langle \eta - \eta_c \rangle}, \quad y' \mapsto y' - i\delta_1 \frac{(\eta - \eta_c)}{\langle \eta - \eta_c \rangle}
\]
to obtain the phase
\[
\langle \alpha_x - \beta_x, \frac{\alpha\xi(\beta\xi) + \beta\xi(\alpha\xi)}{\langle \alpha\xi \rangle + \langle \beta\xi \rangle} \rangle + \frac{i}{2} \left[ \frac{(\beta\xi - \alpha\xi)^2 + \langle \alpha\xi \rangle \langle \beta\xi \rangle (\alpha_x - \beta_x)^2}{\langle \alpha\xi \rangle + \langle \beta\xi \rangle} + \langle \alpha\xi \rangle y^2 + \langle \beta\xi \rangle (y')^2 \right]
+ \left( y - y', (\eta - \eta_c) \left( 1 - \frac{\delta_1}{\langle \eta - (1 - \chi)\eta_c \rangle} \right) \right)
+ 2i\delta_1 \left( \eta - (1 - \chi)\eta_c \right) \left( 1 - \frac{\delta_1}{2\langle \eta - (1 - \chi)\eta_c \rangle} \right).
\]

Finally, let \( \chi \in C^\infty_c((1/2,2)) \) with \( \chi \equiv 1 \) on \( (3/4,3/2) \), and shift contours
\[
\eta \mapsto \eta + \eta_c \left( \frac{\text{Re} \eta}{\text{Re} \eta_c} \right).
\]

Note that this deformation is now justified since \( |\text{Re} \eta| \geq c |\text{Re} \eta_c| \) on the deformation and \( |\text{Im} \eta_c| \leq c \epsilon_0 |\text{Re} \eta_c| \). The phase is then given by
\[
\frac{i}{2} \left[ \frac{(\beta\xi - \alpha\xi)^2 + \langle \alpha\xi \rangle \langle \beta\xi \rangle (\alpha_x - \beta_x)^2}{\langle \alpha\xi \rangle + \langle \beta\xi \rangle} + \langle \alpha\xi \rangle y^2 + \langle \beta\xi \rangle (y')^2 \right]
+ \left( \alpha_x - \beta_x, \frac{\alpha\xi(\beta\xi) + \beta\xi(\alpha\xi)}{\langle \alpha\xi \rangle + \langle \beta\xi \rangle} \right)
+ \left( y - y', (\eta - (1 - \chi)\eta_c) \left( 1 - \frac{\delta_1}{\langle \eta - (1 - \chi)\eta_c \rangle} \right) \right)
+ 2i\delta_1 \left( \eta - (1 - \chi)\eta_c \right) \left( 1 - \frac{\delta_1}{2\langle \eta - (1 - \chi)\eta_c \rangle} \right).
\]

and, since on \( |\eta_c| \geq b/2 \gg \epsilon_0 \),
\[
C\epsilon_0 |\text{Re}(\eta - (1 - \chi)\eta_c)| \geq |\text{Im}(\eta - (1 - \chi)\eta_c)|,
\]
we have that the imaginary part of the phase satisfies
\[
\text{Im} \Phi \geq \text{Im} \Psi(\alpha, \beta) + c |\langle \alpha\xi \rangle| |y|^2 + |\langle \beta\xi \rangle| |y'|^2 + c\delta_1 |\eta - (1 - \chi)\eta_c|
- |y - y'||\text{Im}((1 - \chi)\eta_c)|
\geq \text{Im} \Psi(\alpha, \beta) + c (|\langle \alpha\xi \rangle| |y|^2 + |\langle \beta\xi \rangle| |y'|^2) + c\delta_1 |\eta - (1 - \chi)\eta_c| - C\epsilon_1 \frac{|(1 - \chi)\eta_c|^2}{|\langle \alpha\xi \rangle| + |\langle \beta\xi \rangle|}
\geq \text{Im} \Psi(\alpha, \beta) + c (|\langle \alpha\xi \rangle| |y|^2 + |\langle \beta\xi \rangle| |y'|^2) + c\delta_1 |\eta - (1 - \chi)\eta_c| - C\epsilon_1 (1 - \chi)^2 |\eta_c|
\geq \text{Im} \Psi(\alpha, \beta) + c (|\langle \alpha\xi \rangle| |y|^2 + |\langle \beta\xi \rangle| |y'|^2) + c\delta_1 |\eta - (1 - \chi)\eta_c|
\]
where we have used that \( \alpha\xi \) and \( \beta\xi \) are comparable and taken \( \epsilon_0 \ll \delta_1 \) small enough. Thus, we may apply the method of complex stationary phase to obtain the result. \( \square \)

The next result gives the description on the rightmost term in (6.1). For a simpler case capturing the idea of the proof see [GaZw19, Theorem 2].

**Proposition 6.2.** Suppose \( P \) is defined by (6.2) with \( p \) satisfying (6.3). Then, for \( G \) satisfying (3.1) with \( \epsilon_0 > 0 \) small enough,
\[
\Pi_{\Lambda} T_{\Lambda} P \Sigma_{\Lambda} \Pi_{\Lambda} = \Pi_{\Lambda} b_{\rho} \Pi_{\Lambda} + O(h^\infty)_{\langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)}
\]
where
\[ b_P \sim \sum_{j=0}^{\infty} h^j b_j, \quad b_j \in S^{m-j}, \quad b_0 = p|_\Lambda. \]

Proof. Lemma 6.1 shows that we need to prove
\[ \Pi_\Lambda K_P \Pi_\Lambda = \Pi_\Lambda b \Pi_\Lambda + O(h^\infty)_{\langle \xi \rangle^{N L^2(\Lambda)} \rightarrow \langle \xi \rangle^{N L^2(\Lambda)}}, \]
where \( K_P \) is given by (6.4). Propositions 5.6 and 5.7 show that, modulo negligible terms the Schwartz kernel of the left hand side is given by
\[ \int_\Lambda \int_\Lambda e^{i \frac{h}{\pi} (\psi(\alpha, \gamma) + \Psi(\gamma, \gamma') + \psi(\gamma', \beta) + 2iH(\gamma) + 2iH(\beta))} a(\alpha, \gamma) a_P(\gamma, \gamma') a(\gamma', \beta) d\gamma d\gamma'. \]
where the support property of \( a \) (see (5.2)) shows that integration is over a compact set. An application of complex stationary phase produces a phase (with critical values taken for almost analytic continuation – see [MeSj74, Theorem 2.3, p.148])
\[ \psi_1(\alpha, \beta) = c.v.\gamma, \gamma' (\psi(\alpha, \gamma) + \Psi(\gamma, \gamma') + \psi(\gamma', \beta) + 2iH(\gamma)). \]
If we show that \( \psi_1(\alpha, \alpha) = -2iH(\alpha) \) then the uniqueness part of Proposition 5.2 shows that (modulo negligible terms) we can take \( \psi_1 = \psi \). To see this we claim that for \( \alpha = \beta \) the critical point is given by \( \gamma = \gamma' = \alpha \), that is
\[ d_\gamma (\psi(\alpha, \gamma) + \Psi(\gamma, \gamma') + \psi(\gamma', \alpha) + 2iH(\gamma))|_{\gamma = \gamma' = \alpha = 0} = 0, \]
\[ d_{\gamma'} (\psi(\alpha, \gamma) + \Psi(\gamma, \gamma') + \psi(\gamma', \alpha) + 2iH(\gamma))|_{\gamma = \gamma' = \alpha = 0} = 0. \]
To see this, we first use the formula (4.10) for \( \Psi \) to obtain
\[ d_\gamma \Psi(\gamma, \gamma')|_{\gamma = \gamma' = \alpha} = \zeta d\varepsilon|_\Lambda = -d_{\gamma'} \Psi(\gamma, \gamma')|_{\gamma = \gamma'}. \]
This immediately gives the second equation in (6.8).

We then consider
\[ d_\gamma (\psi(\alpha, \gamma) + \Psi(\gamma, \gamma') + \psi(\gamma', \beta) + 2iH(\gamma))|_{\gamma' = \alpha} = \]
\[ d_\gamma (\psi(\alpha, \gamma) + 2iH(\gamma) + \psi(\gamma, \gamma') - \psi(\gamma, \gamma') + \Psi(\gamma, \gamma'))|_{\gamma' = \alpha}. \]
The last line in (5.35) and (6.9) give
\[ d_\gamma (-\psi(\gamma, \gamma') + \Psi(\gamma, \gamma'))|_{\gamma = \gamma'} = 0. \]
Therefore to obtain the first equation in (6.8), it is enough to have
\[ d_\gamma (\psi(\alpha, \gamma) + 2iH(\gamma) + \psi(\gamma, \gamma'))|_{\gamma = \gamma' = \alpha} = 0, \]
which follows from the first line of (5.35) together with \( \psi(\alpha, \alpha) = -2iH(\alpha) \). Since \( \psi(\alpha, \alpha) = -2iH(\alpha) \) the critical value is given by \( \psi_1(\alpha, \alpha) = \psi(\alpha, \alpha). \)
It follows that
\[
\Pi_A K_P \Pi_A u(\alpha) = h^{-n} \int_{\Lambda} e^{\frac{i}{h} \psi(\alpha, \beta)} c(\alpha, \beta, h) e^{-2H(\beta)} u(\beta) d\beta + O(h^\infty \|u\|_{L^2(\Lambda)\langle \xi \rangle^{-\infty} L^2(\Lambda)}),
\]
where \( c \) satisfies (5.3) (and the support property in (5.2)). Arguing as in (5.7)–(5.8) we see that the terms in the expansion of \( c \) satisfy transport equations of (5.38) and hence are determined by their values on the diagonal.

Assume that we have obtained \( b_j \), \( j = 0, \ldots, J - 1 \) (the case of \( J = 0 \), that is no \( b_j \)’s is also allowed as the first step) so that
\[
\Pi_A K_P \Pi_A = \Pi_A \left( \sum_{j=0}^{J-1} \langle \alpha_\xi \rangle^{-j} h^j b_j \right) \Pi_A + R^I_A,
\]
where
\[
R^I_A u(\alpha) = h^{J-n} \langle \alpha_\xi \rangle^{-J} \int_{\Lambda} e^{\frac{i}{h} \psi(\alpha, \beta)} a^J(\alpha, \beta) e^{-2H(\beta)/h} u(\beta) d\beta, \quad a^J \sim a_0^J + h \langle \alpha_\xi \rangle^{-1} a_1^J + \cdots,
\]
with \( a_j^J \) satisfying the transport equations of §5.2.2. If we apply the method of stationary phase to the kernel of the first term on right hand side of (6.10) we obtain, by the inductive hypothesis, a kernel with the expansion
\[
e^{\frac{i}{h} \psi(\alpha, \beta)} (a_0 + \cdots + h^{J-1} \langle \alpha_\xi \rangle^{-J+1} a_{J-1} + h^J \langle \alpha_\xi \rangle^{-J} r_0^J + h^{J+1} \langle \alpha_\xi \rangle^{-J-1} r_1^J + \cdots),
\]
where \( a_j \)’s are the same as in (6.5). Again all the terms satisfy transport equations and hence are uniquely determined from their values on the diagonal. Hence, if we put
\[
b_J(\alpha) := r_0^J(\alpha, \alpha) + a_0^J(\alpha, \alpha),
\]
we obtain (6.10) with \( J \) replaced by \( J + 1 \). When \( J = 0 \), \( b_J(\alpha) = a_0(\alpha, \alpha) = p|_\Lambda(\alpha) \). \( \square \)

**Proposition 6.3.** Suppose \( p_1 \in S^{m_1} \) and \( p_2 \in S^{m_2} \). Then, for \( G \) satisfying (3.1) with \( \epsilon_0 > 0 \) small enough,
\[
\Pi_A p_1 \Pi_A p_2 \Pi_A = \Pi_A b \Pi_A + O(h^\infty \|u\|_{L^2(\Lambda)\langle \xi \rangle^{-\infty} L^2(\Lambda)}),
\]
where
\[
b \sim \sum_{j=0}^\infty h^j b_j, \quad c_j \in S^{m_1+m_2-\cdot}, \quad b_0 = p_1 p_2.
\]

**Proof.** Propositions 5.6 and 5.7 show that, modulo negligible terms the Schwartz kernel of \( \Pi_A b_1 \Pi_A b_2 \Pi_A \) is given by
\[
h^{-3n} \int_{\Lambda} \int_{\Lambda} e^{\frac{i}{h} \psi(\alpha, \gamma) + 2iH(\gamma) + \psi(\gamma, \gamma') + 2H(\sigma) + \psi(\gamma', \beta) + 2iH(\beta)}
\]
\[
p_1(\gamma) a(\alpha, \gamma) a(\gamma, \gamma') p_2(\gamma') a(\gamma', \beta) d\gamma d\gamma'.
\]
where the support property of $a$ (see (5.2)) shows that integration is over a compact set. As in the proof of Proposition 6.2, we apply complex stationary phase to the integral resulting in the phase

$$
\psi_1(\alpha, \beta) = c_v e^{i \alpha_0, \gamma, \gamma'}(\psi(\alpha, \gamma) + \psi(\gamma, \gamma') + \psi(\gamma', \beta) + 2iH(\gamma) + 2iH(\gamma')).
$$

Then, it follows from (5.35) that, modulo negligible terms, we may take $\psi_1(\alpha, \beta) = \psi(\alpha, \beta)$ and that, when $\alpha = \beta$, the critical point given by $\gamma = \gamma' = \alpha$ and hence that

$$
\Pi_\Lambda K_P \Pi_\Lambda u(\alpha) = h^{-n} \int_{\Lambda} e^{i \frac{1}{h} \psi(\alpha, \beta) c(\alpha, \beta, h) e^{-2H(\beta)} u(\beta) d\beta}
$$

$$
+ O(h^\infty \| \langle \xi \rangle^N L^2(\Lambda), \langle \xi \rangle^{-N} L^2(\Lambda),
$$

where $c$ satisfies (5.3) (and the support property in (5.2)). Arguing as in (5.7)–(5.8) we see that the terms in the expansion of $c$ satisfy transport equations of (5.38) and hence are determined by their values on the diagonal. Arguing as in the last paragraph of the proof of Proposition 6.2 then completes the proof.

\[\square\]

### 6.2. Compactness properties of the spaces $H^s(\Lambda)$.

We next study the compactness and trace class properties for operators the spaces $H^m(\Lambda)$.

We start with

**Lemma 6.4.** There is $h_0 > 0$ such that for all $s \in \mathbb{R}$ and $0 < h < h_0$

$$
(hD_\alpha)^s \Pi_\Lambda = O(1) : \langle \xi \rangle^{s-|\gamma|} L^2(\Lambda) \to \langle \xi \rangle^s L^2(\Lambda),
$$

and

$$
t > s \implies H^t(\Lambda) \hookrightarrow H^s(\Lambda) \text{ is compact.}
$$

**Proof.** To prove (6.11) we show the equivalent fact that the operator

$$
\langle \xi \rangle^{-s} (hD_\alpha)^s \Pi_\Lambda \langle \xi \rangle^{s-|\gamma|} : L^2(\Lambda) \to L^2(\Lambda)
$$

is uniformly bounded. By Proposition 4.4, the kernel of this operator is given, modulo acceptable errors, by

$$
h^{-n} e^{\frac{1}{h} \psi(\alpha, \beta)} \left( (\partial_\alpha \Psi)^{\gamma} k(\alpha, \beta) + O(\Re(\alpha_\xi)^{|\gamma|-1}) \right) \langle \Re(\beta_\xi)^{s-|\gamma|} \Re(\alpha_\xi)^{-s} \tilde{\chi},
$$

$$
\tilde{\chi} := \chi(|\Re(\alpha_\xi) - \Re(\beta_\xi)|) \chi(\min(\Re(\beta_\xi), \Re(\alpha_\xi))^{-1} |\Re(\alpha_\xi) - \Re(\beta_\xi)|), \chi \in C_c^\infty(\mathbb{R}),
$$

where, $\Psi$ is defined in (4.10). Now, on the support of the integrand, $c(\Re(\alpha_\xi) \leq \Re(\beta_\xi) \leq C(\Re(\beta_\xi) \text{ and therefore, } |\partial_\alpha | \leq C(\Re(\beta_\xi)).$ In particular, after conjugation by $e^{H/h}$, the kernel is bounded by

$$
Ch^{-n} e^{c(|\Re(\alpha_\xi)| \Re(\alpha_\xi) - \Re(\beta_\xi)^2 + (|\Re(\alpha_\xi)|^{-1} |\Re(\alpha_\xi) - \Re(\beta_\xi|^2)/h \tilde{\chi}}
$$

and hence, by Schur’s test, for boundedness on $L^2$ is uniformly bounded on $L^2$. 


To see (6.12) we prove a slightly stronger statement, namely that \( T_\Lambda(H^t(\Lambda)) \hookrightarrow \langle \xi \rangle^{-s}L^2(\Lambda) \) is compact. For that we observe that for \( u \in T_\Lambda(H^t(\Lambda)) \), \( u = \Pi_\Lambda u \) and (6.11) shows that for \( m \in \mathbb{Z} \) and \( k \in \mathbb{N} \),

\[
\Pi_\Lambda : \langle \xi \rangle^{-m}L^2(\Lambda) \to H^{k,m-k}(\Lambda), \quad H^{r,s}(\Lambda) := \langle hD_{x,\xi} \rangle^{-r} \langle \xi \rangle^{-s}L^2(\Lambda).
\]

Hence, by interpolation,

\[
\Pi_\Lambda : \langle \xi \rangle^{-t}L^2(\Lambda) \to H^{r,t-r}(\Lambda), \quad r \geq 0, \quad t \in \mathbb{R}.
\]

Setting \( r = (t-s)/2 > 0 \) we obtain continuity of \( T_\Lambda(H^t(\Lambda)) \hookrightarrow H^{r,\frac{t-s}{2}}(\Lambda) \). The lemma then follows from Rellich’s theorem: \( H^{r,s+r}(\Lambda) \hookrightarrow \langle \xi \rangle^{s}L^2(\Lambda), r > 0 \), is compact.  

The next lemma provides trace class properties needed in the study of determinants:

**Lemma 6.5.** For \( t > 3n + s \) the inclusion \( H^t(\Lambda) \hookrightarrow H^s(\Lambda) \) is of trace class.

**Proof.** First, note that for all \( r \in \mathbb{R} \), \( m_r(\alpha, \alpha^*) := \langle \alpha_\xi \rangle^{\frac{r}{2}} \langle \alpha^* \rangle^r \) is an order function in the sense of [Zw12, Section 4.4.1] and for \( r < -2n \)

\[
\int_{T^*\Lambda} m_r(\alpha, \alpha^*) d\alpha d\alpha^* < \infty.
\]

Therefore (see [Zw12, (C.3.6)] or [DiSj99, Chapter 8]) if \( \langle \xi \rangle^{-s}A(\xi)^s \in \Psi(m_r) \) for \( r < -2n \), then \( A : \langle \xi \rangle^{-s}L^2(\Lambda) \to \langle \xi \rangle^{-s}L^2(\Lambda) \) is of trace class.

On the other hand, Lemma 6.4 shows that

\[
A := \langle \alpha_\xi \rangle^{-\frac{s}{2}} \langle hD_\alpha \rangle^{-\frac{s}{2}} = O(1) : T(H^t(\Lambda)) \to \langle \xi \rangle^{-s}L^2(\Lambda), \quad r = \frac{2(s-t)}{3}.
\]

Also, \( A \in \Psi(m_{-r}) \) is elliptic and invertible and hence \( A^{-1} \in \Psi(m_r) \). Therefore \( A^{-1} \) is of trace if \( r = \frac{2(s-t)}{3} < -2n \), that is when \( t > 3n + s \). We conclude that

\[
\| I \|_{L^1(T(H^t(\Lambda)), \langle \xi \rangle^{-s}L^2(\Lambda))} \leq \| A^{-1} \|_{L^1(\langle \xi \rangle^{-s}L^2(\Lambda), \langle \xi \rangle^{-s}L^2(\Lambda))} \| A \|_{T(H^t(\Lambda)) \to \langle \xi \rangle^{-s}L^2(\Lambda)} < \infty,
\]

where \( L^1 \) denotes the trace class.  

7. 0th order operators and viscosity limits

Recall that the constructions in the previous sections depend only on finitely many \( S^1 \) norms of \( G \) determining

\[
\Lambda = \Lambda_G = \{(x + iG_\xi, \xi - iG_x) \mid (x, \xi) \in T^*\mathbb{T}^n\}.
\]

(Unless we worked with different \( G \)’s, we suppress the dependence on \( G \) in \( \Lambda_G \).) Therefore, we start by fixing \( h > 0, \epsilon_0 > 0 \) small enough and \( N_0 > 0 \) large enough such that if

\[
\sup_{|\alpha| + |\beta| \leq N_0} \langle \xi \rangle^{1-|\beta|} |\partial_\xi^\alpha \partial_x^\beta G| \leq \epsilon_0,
\]

(7.1)
the constructions of $T_\Lambda$, $S_\Lambda$, are valid and

$$B_\Lambda - \Pi_\Lambda : \langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-N} L^2(\Lambda).$$

7.1. **Elliptic regularity in deformed spaces.** We begin with the following preliminary elliptic regularity lemma.

**Lemma 7.1.** Suppose that $G \in S^1(T^*\mathbb{T}^n)$ satisfies (7.1) and

$$\sup_{|\alpha| + |\beta| \leq 1} |\langle \xi \rangle^{1-|\beta|} \partial_\alpha \partial_\beta G| \leq \epsilon_1,$$

(7.2)

for a fixed $\epsilon_1$. Suppose also that $E$ is given by (6.2) with $e$ (replacing $p$) satisfying (6.3) and

$$|e(z, \zeta)| \geq c_1|\zeta|^m, \ |\zeta| \geq C, \ |\text{Im } z| \leq \epsilon_1, \ |\text{Im } \zeta| \leq \epsilon_1 \langle \zeta \rangle.$$

Then $E : H^s_\Lambda \to H^{s-m}_\Lambda$ is a Fredholm operator and there exists $C_1 = C_1(s, \epsilon_1, E, N) > 0$ such that

$$\frac{1}{2}c_1 \|u\|_{H^s_\Lambda} \leq \|Eu\|_{H^{s-m}_\Lambda} + C_1 \|u\|_{H^{-N}_\Lambda}.$$

**Proof.** The assumptions on $e$ guarantee that

$$|e|_\Lambda(\alpha) \geq c_1|\alpha\xi|^m, \ |\alpha| \geq C, \ \alpha \in \Lambda.$$

Proposition 6.2 then shows

$$\Pi_\Lambda T_\Lambda ES_\Lambda \Pi_\Lambda = \Pi_\Lambda b_E \Pi_\Lambda + R'$$

with

$$\tilde{b}_E \sim \sum_j \tilde{b}_j, \quad \tilde{b}_j \in S^{m-j}, \quad \tilde{b}_0 = e|\Lambda$$

and

$$\|R'\|_{\langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-s+m} L^2(\Lambda)} \leq C'_2 = C'_2(s, \epsilon_1, E, N).$$

Next, by Proposition 6.3,

$$\Pi_\Lambda \overline{b}_E \Pi_\Lambda \tilde{b}_E \Pi_\Lambda = \Pi_\Lambda b_E \Pi_\Lambda + R''$$

with

$$b_E \sim \sum_j b_j, \quad b_j \in S^{m-j}, \quad b_0 = |e|_\Lambda^2$$

and

$$\|R''\|_{\langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-s+m} L^2(\Lambda)} \leq C''_2 = C''_2(s, \epsilon_1, E, N).$$

Since $|b_0| \geq c_2^2|\alpha\xi|^{2m}$ on $|\alpha\xi| \geq C$, there is $b_\infty \in S^{-\infty}$ such that with $b := b_E + b_\infty$

$$|b| \geq \frac{2}{3} c_1^2 (|\alpha\xi|)^{2m},$$

$$\|R''\|_{\langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-s+m} L^2(\Lambda)} \leq C''_2 = C''_2(s, \epsilon_1, E, N).$$

Since $|b_0| \geq c_2^2|\alpha\xi|^{2m}$ on $|\alpha\xi| \geq C$, there is $b_\infty \in S^{-\infty}$ such that with $b := b_E + b_\infty$

$$|b| \geq \frac{2}{3} c_1^2 (|\alpha\xi|)^{2m},$$

$$\|R''\|_{\langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-s+m} L^2(\Lambda)} \leq C''_2 = C''_2(s, \epsilon_1, E, N).$$

Since $|b_0| \geq c_2^2|\alpha\xi|^{2m}$ on $|\alpha\xi| \geq C$, there is $b_\infty \in S^{-\infty}$ such that with $b := b_E + b_\infty$

$$|b| \geq \frac{2}{3} c_1^2 (|\alpha\xi|)^{2m},$$

$$\|R''\|_{\langle \xi \rangle^N L^2(\Lambda) \to \langle \xi \rangle^{-s+m} L^2(\Lambda)} \leq C''_2 = C''_2(s, \epsilon_1, E, N).$$
Using (7.4), we obtain

\[ \|R\|_{\mathcal{L}^2(\Lambda)} \leq C_2(\epsilon_1, E, N). \]

For \( u \in H^s(\Lambda) \) we compute

\[
\|Eu\|_{H^{s-m}}^2 = \langle \Pi_\Lambda T_\Lambda E \Sigma \Pi_\Lambda, \Pi_\Lambda T_\Lambda E \Sigma \Pi_\Lambda u, \Pi_\Lambda T_\Lambda E \Sigma \Pi_\Lambda T_\Lambda u \rangle_{\mathcal{L}^{s,m}} \\
= \langle \Pi_\Lambda (b + R) T_\Lambda u, T_\Lambda u \rangle_{\mathcal{L}^{s,m}} \\
\geq \langle bT_\Lambda u, T_\Lambda u \rangle_{\mathcal{L}^{s,m}} - C_2 \|u\|_{H^{s-N}}^2 \\
\geq \frac{1}{4} c_1^2 \|u\|_{H^s}^2 - C_1^2 \|u\|_{H^{s-N}}^2
\]

with \( C_1 = C_1(\epsilon_1, E, N) \). Therefore,

\[
\frac{1}{2} c_1 \|u\|_{H^s} \leq \|Eu\|_{H^{s-m}} + C_1 \|u\|_{H^{s-N}}. \tag{7.3}
\]

We now note that for all \( s \),

\[
\langle E^* u, v \rangle_{H^{s-m}_\Lambda} = \langle u, Ev \rangle_{H^{s-m}_\Lambda} = \langle T_\Lambda u, \Pi_\Lambda T_\Lambda E \Sigma \Pi_\Lambda T_\Lambda v \rangle_{\mathcal{L}^{s,m}} \\
= \langle T_\Lambda u, (b + R) T_\Lambda v \rangle_{\mathcal{L}^{s,m}} \\
= \langle (b + R^*) T_\Lambda u, T_\Lambda v \rangle_{\mathcal{L}^{s,m}}. \tag{7.4}
\]

Using (7.4), we obtain

\[
\|E^* u\|_{H^{s-m}_\Lambda}^2 = \langle E^* u, E^* u \rangle_{H^{s-m}_\Lambda} = \langle (b + R^*) T_\Lambda u, T_\Lambda u \rangle_{\mathcal{L}^{s,m}} \\
\geq \frac{1}{4} c_1^2 \|u\|_{H^s}^2 - C_1 \|u\|_{H^{s-N}}^2.
\]

Therefore

\[
\frac{1}{2} c_1 \|u\|_{H^s} \leq \|E^* u\|_{H^{s-m}_\Lambda} + C_1 \|u\|_{H^{s-N}}. \tag{7.5}
\]

Combining (7.3) and (7.5) with \( s \) replaced by \( m - s \), and applying Lemma 6.4, we have for \( N > m - s \) that \( H^{s-m}_\Lambda \to H^{s-N}_\Lambda \) is compact. Thus, we have proved that \( E : H^s_\Lambda \to H^{s-m}_\Lambda \) is a Fredholm operator. \( \square \)

### 7.2. Zeroth order operators on deformed spaces.

We now work in the setting of Theorem 2. Let \( P \in \Psi^0 \) satisfy the assumptions there, \( G_0 \in S^1(T^*\mathbb{T}^n) \) and \( C > 0 \) such that

\[
H_p G_0 > 0, \quad \{ |\xi| > C \} \cap \{ p = 0 \}. \tag{7.6}
\]

Define the \( \mathbb{R} \)-symplectic \( I \)-Lagrangian submanifold \( \Lambda_\theta \subset \overline{T^*\mathbb{T}^n} \) by

\[
\Lambda_\theta = \{ (x + i\theta \partial_\xi G_0, \xi - i\theta \partial_\xi G_0) | (x, \xi) \in T^*\mathbb{T}^n \}.
\]

We work with the spaces \( H^{s-n}_{\Lambda_\theta} \) as defined in (4.7). Observe that for \( |\theta| \) small enough, \( \theta G_0 \) satisfies (7.1). To avoid cumbersome notation, we will suppress the dependence of \( \Lambda_\theta \) on \( \theta \).
For $u \in H^m$ we have $T_A Pu = \Pi_A T_A P S_A T_A u$. By Proposition 6.2
\[ \Pi_A T_A P S_A \Pi_A = \Pi_A b_P \Pi_A + R_1, \quad \Pi_A T_A \Delta S_A \Pi_A = \Pi_A a_{\Delta} \Pi_A + R_2, \] (7.7)
where $R_i : \langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)$,
\[ b_P - p|_\Lambda \in S^{-1}, \quad a_{\Delta} + (\zeta)^2|_\Lambda \in S^{-1}. \]
Now,
\[ p|_\Lambda = p(x, \xi) - i\theta H_p G_0 + O(\theta^2)S^\theta. \]
In particular, by (7.6), there are $c, C > 0$ such that for $\theta > 0$ small enough,
\[ \text{Im} p|_\Lambda \leq (-c + C(\zeta)^{-1})\theta, \quad \text{on } |\text{Re} p|_\Lambda| \leq c. \]
In particular, there exists $b_\infty \in S^{-\infty}$ such that for $\varepsilon_0 := b_P + b_\infty$, there are $c_0, C_0 > 0$ satisfying
\[ |\varepsilon_0| > c_0 \theta > 0, \quad \text{Im} \varepsilon_0 \leq -c_0 \theta \quad \text{on } |\text{Re} \varepsilon_0| < c_0, \quad |\text{Im} \varepsilon_0| \leq C_0(\theta + (\zeta)^{-1}) \] (7.8)
By (7.7), we also have
\[ \Pi_A T_A P S_A \Pi_A = \Pi_A e_0 \Pi_A + R_0 \] (7.9)
with $R_0 : \langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)$ uniformly over $0 \leq \theta \leq \theta_0$.
To analyse the contribution of the Laplacian we note that
\[ \text{Re}(\zeta)^2|_\Lambda \geq (1 - C\theta^2)|\xi|^2, \quad |\text{Im}(\zeta)^2|_\Lambda| \leq C\theta|\xi|^2. \]
Therefore, for $\theta > 0$ small enough, we can find $a_\infty \in S^{-\infty}$ such that
\[ \text{Re}(a_{\Delta} + a_\infty) \geq \frac{1}{2}(\zeta)^2, \quad |\text{Im}(a_{\Delta} + a_\infty)| \leq C\theta|\xi|^2 + C|\xi|, \] (7.10)
and we have
\[ \Pi_A T_A(P + i\nu \Delta) S_A \Pi_A = \Pi_A e_\nu \Pi_A + R_\nu, \quad e_\nu := e_0 - i\nu(a_{\Delta} + a_\infty) \] (7.11)
where, by (7.7) and (7.9), $R_\nu : \langle \xi \rangle^N L^2(\Lambda) \rightarrow \langle \xi \rangle^{-N} L^2(\Lambda)$ uniformly in $0 \leq \nu \leq 1$, $0 \leq \theta \leq \theta_0$.

The next lemma gives us crucial properties of $e_\nu$:

**Lemma 7.2.** There exist $c_1, \theta_0, \nu_0 > 0$ such that for all $0 \leq \nu \leq \nu_0$ and $0 < \theta \leq \theta_0$
\[ |e_\nu| > c_1 \theta(1 + \nu|\xi|^2) > 0, \]
\[ \text{Im} e_\nu \leq -c_1 \theta(1 + \nu|\xi|^2) \quad \text{on } |\text{Re} e_\nu| < c_1(1 + \nu|\xi|^2). \] (7.12)

**Proof.** We consider two cases. First, suppose $|\xi| \geq M\nu^{-1/2}$. Then, by (7.10) and (7.8), there are $c_2, C_2 > 0$ such that
\[ \text{Im} e_\nu \leq -c_2(M^2 + \nu|\xi|^2) + C_2(\theta + M^{-1}\nu^{1/2}). \]
Therefore, setting
\[ M = \max \left( 1, 2\sqrt{C_2/c} \right), \]
(7.12) holds on \(|\xi| \geq M\nu^{-1/2}\) (uniformly in \(0 \leq \nu \leq 1\) and \(0 \leq \theta \leq 1\)).

We next consider the case \(|\xi| \leq M\nu^{-1/2}\). If \(c_0 \geq 2|\text{Re} \, e_\nu|\), then
\[
\frac{c_0}{2} \geq |\text{Re} \, e_\nu| \geq |\text{Re} \, e_0| - C\theta M^2 - C\nu^{1/2}M.
\]
Choosing \(\theta_0\) and \(\nu_0\) small enough, we obtain \(|\text{Re} \, e_0| \leq c_0\) and hence
\[
\text{Im} \, e_\nu \leq \text{Im} \, e_0 \leq -c_0\theta,
\]
which completes the proof of (7.12).

\[ \square \]

7.3. Fredholm properties and meromorphy of the resolvent. We add a localized absorbing potential to \(P + i\nu \Delta\) to obtain invertibility. That is, for \(q \in C^\infty_c(\Lambda; [0, \infty))\) we define
\[
P_{q,\nu} := P + i\nu \Delta - iQ, \quad Q := S_\Lambda \Pi_\Lambda q \Pi_\Lambda T_\Lambda. \tag{7.13}
\]
This family includes the operator \(P = P_{0,0}\) and the viscous operator \(P + i\nu \Delta = P_{0,\nu}\).

We note that
\[
\Pi_\Lambda T_\Lambda Q S_\Lambda \Pi_\Lambda = \Pi_\Lambda T_\Lambda S_\Lambda \Pi_\Lambda q \Pi_\Lambda T_\Lambda S_\Lambda \Pi_\Lambda
= \Pi_\Lambda P_\Lambda \Pi_\Lambda q \Pi_\Lambda P_\Lambda \Pi_\Lambda = \Pi_\Lambda q \Pi_\Lambda, \tag{7.14}
\]
where we recall that \(P_\Lambda = T_\Lambda S_\Lambda\) satisfies \(\Pi_\Lambda = P_\Lambda \Pi_\Lambda\). We record the following Lemma for use later.

**Lemma 7.3.** The adjoint of \(P : H^s(\Lambda) \to H^s(\Lambda)\) satisfies
\[
\langle P^* u, v \rangle_{H^s(\Lambda)} = \langle (\Pi_\Lambda \bar{e}_0 \Pi_\Lambda + R_0^* \Pi_\Lambda T_\Lambda S_\Lambda \Pi_\Lambda + R_\nu^* \Pi_\Lambda T_\Lambda \Pi_\Lambda \rangle_{(\xi)_{L^2(\Lambda)}},
\]
and the adjoint of \(P_{q,\nu} : H^{s+2}(\Lambda) \to H^s(\Lambda), \nu > 0\) satisfies
\[
\langle P_{q,\nu}^* u, v \rangle_{H^s(\Lambda)} = \langle (\Pi_\Lambda (\bar{e}_\nu - iq) \Pi_\Lambda + R_\nu^* \Pi_\Lambda T_\Lambda S_\Lambda \Pi_\Lambda + R_\nu^* \Pi_\Lambda T_\Lambda \Pi_\Lambda \rangle_{(\xi)_{L^2(\Lambda)}}.
\]

**Proof.** The lemma follows from (7.4). \( \square \)

We start by proving that \(P - \omega\) is Fredholm on \(H^s_\Lambda\). In particular, the next lemma proves the first part of Theorem 2 with \(X = H^s_\Lambda\).

**Lemma 7.4.** There is \(\omega_0 > 0\) such that for \(\text{Im} \, \omega > -\omega_0\theta\) and \(|\text{Re} \, \omega| < \omega_0\),
\[
P - \omega : H^s_\Lambda \to H^s_\Lambda
\]
is a Fredholm operator. For \(\text{Im} \, \omega \gg 1\), \(P - \omega\) is invertible with inverse \(R(\omega)\) satisfying
\[
\|R(\omega)\|_{H^s_\Lambda \to H^s_\Lambda} \leq \frac{C}{\text{Im} \, \omega}, \quad \text{Im} \, \omega \geq C, \quad |\text{Re} \, \omega| < \omega_0.
\]
In particular, \(R(\omega) : H^s_\Lambda \to H^s_\Lambda\) is a meromorphic family of operators for \(\omega \in (-\omega_0, \omega_0) + i(-\omega_0\theta, \infty)\).
Proof. First, observe that by (7.11) with $\nu = 0$, and using Proposition 6.3

$$
\Pi_\Lambda \langle \xi \rangle^{2s}(\Pi_\Lambda T_\Lambda(P - \omega)S_\Lambda \Pi_\Lambda)\ast \langle \xi \rangle^{-2s}(\Pi_\Lambda T_\Lambda(P - \omega)S_\Lambda \Pi_\Lambda) = \Pi_\Lambda |e_0 - \omega|^2 \Pi_\Lambda + \tilde{R}_0
$$

where

$$
\tilde{R}_1 : \langle \xi \rangle^s L^2(\Lambda) \to \langle \xi \rangle^{s+1} L^2(\Lambda).
$$

By (7.12), there is $c_1 > 0$ such that $\Im e_0 \leq -c_1 \theta$ on $|\Re e_0| \leq c_1$. Therefore, on $|\Re e_0| \geq c_1$, we have taken $\omega = \frac{q}{4}$ and $|\Im \omega| \geq -\omega_0 \theta$. Then, using $|\Re e_0| \leq c_1$, on $|\Re e_0| \geq c_1$, there is $C > 0$ such that

$$
|e_0 - \omega|^2 \geq \frac{c_1^2 \theta^2}{4} + \max(\Im \omega, 0)^2,
$$

where we have taken $\omega_0 = \frac{q}{4}$ and $|\Im \omega| \geq -\omega_0 \theta$. Then, using $|\Re e_0| \leq c_1$, on $|\Re e_0| \geq c_1$, there is $C > 0$ such that

$$
|e_0 - \omega|^2 \geq \frac{c_1^2 \theta^2}{4} + \min(|\Im \omega|^2 - C, 0) \geq c_1(1 + |\Im \omega|^2).
$$

In particular, for $u \in H^s_\Lambda$, we have

$$
||(P - \omega)u||_{H^s_\Lambda}^2 = ||(P - \omega)u, (P - \omega)u||_{H^s_\Lambda}^2
$$

$$
= ||\Pi_\Lambda T_\Lambda(P - \omega)S_\Lambda \Pi_\Lambda T_\Lambda u, \Pi_\Lambda T_\Lambda(P - \omega)S_\Lambda \Pi_\Lambda T_\Lambda u||_{\langle \xi \rangle^{-s} L^2}^2
$$

$$
\geq ||(e_0 - \omega)^2 T_\Lambda u, T_\Lambda u||_{\langle \xi \rangle^{-s} L^2}^2 - ||(\tilde{R}_0 T_\Lambda u, T_\Lambda u)||_{\langle \xi \rangle^{-s} L^2}^2
$$

$$
\geq c_1(1 + |\Im \omega|^2) - C||u||_{H^{s-1}_\Lambda}^2.
$$

In particular, iterating this argument, we have for any $N$, there is $C_N > 0$ such that

$$
||u||_{H^s_\Lambda} \leq C(1 + |\Im \omega|^2)^{-1}[||(P - \omega)u||_{H^s_\Lambda}^2 + C_N||u||_{H^{s-N}_\Lambda}^2]. \tag{7.15}
$$

By almost exactly the same argument, using Lemma 7.3, we obtain

$$
||u||_{H^s_\Lambda} \leq C(1 + |\Im \omega|^2)^{-1}[||(P^* - \bar{\omega})u||_{H^s_\Lambda}^2 + C_N||u||_{H^{s-N}_\Lambda}^2]. \tag{7.16}
$$

Next, by Lemma 6.4, for $N > -s$, the embedding $H^s_\Lambda \to H^{-N}_\Lambda$ is compact. Therefore, $P - \omega : H^s_\Lambda \to H^{-N}_\Lambda$ is Fredholm.

Finally, taking $\Im \omega \gg 1$, we may absorb the $H^{-N}_\Lambda$ error into the left hand sides of (7.15) and (7.16) to obtain that $P - \omega : H^s_\Lambda \to H^s_\Lambda$ is invertible with the desired estimate. The meromorphic Fredholm theorem (see e.g [DyZw19a, Theorem C.9]) then shows that $\mathcal{R}(\omega)$ is a meromorphic family of operators on $(-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$. \hfill \Box

We next study the meromorphy of the inverse of $P_{q, \nu} - \omega$, where $P_{q, \nu}$ is given in (7.13):

**Lemma 7.5.** There exists $\epsilon_0 > 0$ such that the following holds. For all $s \in \mathbb{R}$, $K \in \mathbb{N}$, $\omega \in \mathbb{C}$, $q \in C^\infty_c(T^*\mathbb{T}^n)$ and $\nu > 0$ there are $C_0 = C_{s, \nu, K}$, and $C_1 = C_{s, \nu, K, N}$ such that for all $G$ satisfying (7.1),

$$
(P_{q, \nu} - \omega)^K : H^s_\Lambda \to H^{s-2K}_\Lambda
$$
is a Fredholm operator and 

\[ \|u\|_{H^s_\Lambda} \leq C_0 \|(P_{q,\nu} - \omega)^K u\|_{H^{s-2K}_\Lambda} + C_1 \|u\|_{H^{-N}_\Lambda}. \]  

(7.17)

Moreover, \( P_{q,\nu} - \omega : H^s_\Lambda \to H^{s-2K}_\Lambda \) is invertible for \( \text{Im} \omega \gg 1 \) with inverse \( \mathcal{R}_{q,\nu}(\omega) \) satisfying 

\[ \|\mathcal{R}_{q,\nu}(\omega)\|_{H^{s}_\Lambda \to H^{s+2}_\Lambda} \leq C \nu^{-1}, \quad \text{Im} \omega \geq C(1 + \nu). \]

In particular, for all \( \nu > 0 \), \( \mathcal{R}_{q,\nu}(\omega) : H^s_\Lambda \to H^{s+2}_\Lambda \) is a meromorphic family of operators for \( \omega \in \mathbb{C} \).

**Proof.** We first note that 

\[ |\sigma(\Delta)(z, \zeta)| = |\zeta^2| \geq |\text{Re} \zeta|^2 - |\text{Im} \zeta|^2 \]

and hence \( \Delta^K \) satisfies the hypotheses of Lemma 7.1 for any \( \epsilon_1 < 1 \). In particular, by that lemma \((i\nu \Delta)^K : H^s_\Lambda \to H^{s-2K}_\Lambda \) is a Fredholm operator and satisfies 

\[ \|u\|_{H^s_\Lambda} \leq C^K \nu^{-K} \|(i\nu \Delta)^K u\|_{H^{s-2K}_\Lambda} + \nu^{-K} C_{s,N,K} \|u\|_{H^{-N}_\Lambda}, \]  

(7.18)

for any \( G \) satisfying (7.1).

Next, observe that \((P_{q,\nu} - \omega)^K - (i\nu \Delta)^K : H^s_\Lambda \to H^{s-2K}_\Lambda \) is compact by Lemma 6.4. Therefore, \((P_{q,\nu} - \omega)^K : H^s_\Lambda \to H^{s-2K}_\Lambda \) is a Fredholm operator.

Finally, using (7.18), 

\[ \|u\|_{H^{s-2K}_\Lambda} \leq C_{\nu,K} \|(i\nu \Delta)^K u\|_{H^{s-2K}_\Lambda} + C_{s,\nu,N,K} \|u\|_{H^{-N}_\Lambda}, \]

Estimating \( \|u\|_{H^{s-2K}_\Lambda} \) by \( \|(P_{q,\nu} - \omega)^K u\|_{H^{s-2K}_\Lambda} \) and iterating we obtain (7.17).

For invertibility, let \( \text{Im} \omega \gg 1 \) and consider 

\[ \|(P_{q,\nu} - \omega)u\|_{H^{s-2K}_\Lambda}, \leq C_{\nu,K} \|(P_{q,\nu} - \omega)u\|_{H^{s-2K}_\Lambda} + C_{s,\nu,N,K} \|u\|_{H^{-N}_\Lambda}. \]  

(7.19)

where \( a = a_\Delta + a_\infty \) is as in (7.10). In particular, for \( \text{Im} \omega > 0 \), 

\[ \text{Im} i\nu a - i\nu - \omega \leq -c\nu |\xi|^2 + C\nu |\xi| - \text{Im} \omega, \]

and for \( \text{Im} \omega \geq C_N + 1 + C\nu, \)

\[ \text{Im} i\nu a - i\nu - \omega \leq -C_N - 1 - c\nu |\xi|^2. \]

Using this in (7.19), we obtain 

\[ \|(P_{q,\nu} - \omega)u\|_{H^{s-2K}_\Lambda} \geq C\nu \|u\|_{H^{s}_\Lambda}. \]

This same argument implies that 

\[ \|(P_{q,\nu} - \omega)u\|_{H^{s-2K}_\Lambda} \geq C\nu \|u\|_{H^{s}_\Lambda}. \]
and hence $P_{q,\nu} - \omega$ is invertible with inverse as claimed. The meromorphic Fredholm theorem (see e.g [DyZw19a, Theorem C.9]) then shows that $R_{q,\nu}(\omega)$ is a meromorphic family of operators for $\omega \in \mathbb{C}$.

7.4. A parametrix for the resolvent of $P_{0,\nu} - \omega$. We next find $q$ so that the compact perturbation $P_{q,\nu}$ of $P_{0,\nu}$ is invertible. This inverse will be used to approximate the inverse of $P_{0,\nu}$.

**Lemma 7.6.** There are $\omega_0, \nu_0, \theta_0 > 0$ so that for all $\epsilon > 0$ and $\theta \in (0, \theta_0)$, there is $q = q(\epsilon, \theta) \in C^\infty_c(\Lambda; [0, \infty))$ such that for all $\nu \in (0, \nu_0)$, and $\omega \in (-\omega_0, \omega_0) + i(-\omega_0, \omega_0)$, the operators

$$P_{q,\nu} - \omega : H^s_{\lambda} \rightarrow H^s_{\lambda}, \quad \text{and} \quad P_{q,0} - \omega : H^s_{\lambda} \rightarrow H^s_{\lambda}$$

are invertible with inverse $R_{q,\nu}(\omega) := (P_{q,\nu} - \omega)^{-1}$ satisfying

$$\|R_{q,\nu}(\omega)\|_{H^s_{\lambda} \rightarrow H^s_{\lambda} - \epsilon} \leq 1$$

**Proof.** We assume without loss of generality that $\epsilon < \frac{1}{2}$. Observe that by (7.11) and (7.14)

$$\Pi_{\lambda} T_{\lambda} P_{q,\nu} S_{\lambda} \Pi_{\lambda} = \Pi_{\lambda} (e_{\nu} - iq) \Pi_{\lambda} + R_{\nu}$$

and thus, by Proposition 6.3,

$$\Pi_{\lambda} \langle \xi \rangle^{2s} (\Pi_{\lambda} T_{\lambda} (P_{q,\nu} - \omega) S_{\lambda} \Pi_{\lambda})^* \langle \xi \rangle^{-2s} \Pi_{\lambda} T_{\lambda} (P_{q,\nu} - \omega) S_{\lambda} \Pi_{\lambda} = \Pi_{\lambda} |e_{\nu} - iq - \omega|^2 \Pi_{\lambda} + \tilde{R}_{\nu}$$

where for all $s \in \mathbb{R}$,

$$\|\tilde{R}_{\nu} v\|_{H^s_{\lambda}} \leq C_0(\|v\|_{H^{s-1}_{\lambda}} + \nu \|v\|_{H^{s+1}_{\lambda}} + \nu^2 \|v\|_{H^{s+3}_{\lambda}}), \quad 0 \leq \nu \leq 1.$$
Then, let \( q = M\chi_{\epsilon} \) for \( M \) to be chosen later and \( \omega_0 \leq c_1/2 \). On \( \text{supp}(1 - \chi_{\epsilon}) \),
\[
\langle \xi \rangle^{2\epsilon}|e_{\xi} - i\xi - \omega|^2 \geq \langle \xi \rangle^{2\epsilon}(\text{Re} e_{\xi} - \text{Re} \omega|^2 + |\text{Im} e_{\xi} - q - \text{Im} \omega|^2)
\geq \langle \xi \rangle^{2\epsilon}(\min((c_1(1 + \nu|\xi|^2) - |\text{Re} \omega|)^2, |c_1\theta(1 + \nu|\xi|^2) + \text{Im} \omega|^2)
\geq \frac{1}{4}\langle \xi \rangle^{2\epsilon}c_1^2 \min(1, \theta^2)(1 + \nu|\xi|^2)^2
\geq (1 + C_0)(1 + \nu|\xi|^2)^2
\]

On \( \chi_{\epsilon} \equiv 1 \), we have
\[
\langle \xi \rangle^{2\epsilon}|e_{\xi} - i\xi - \omega|^2 \geq \langle \xi \rangle^{2\epsilon}(M^2 - 4(\omega_0\theta + |e_{\xi}|)^2) \geq \frac{1}{4}(M^2 - C)
\]
for some \( C > 0 \) independent of \( \nu, \omega_0, \theta \in [0, 1] \). Therefore, for \( \omega_0 := \min(c_1/2, 1) \) and
\[
M^2 := C + 4(1 + C_0)
\]
we have
\[
\inf_{\Lambda}(\langle \xi \rangle^{2\epsilon}|e_{\xi} - i\xi - \omega|^2 \geq (1 + C_0)(1 + \nu|\xi|^2)^2, \quad 0 \leq \nu \leq 1.
\]
In particular, using this in (7.20) yields
\[
||u||_{H^{s-\epsilon}_\Lambda} \leq ||(P_{q,\nu} - \omega)u||_{H^{s}_\Lambda}.
\]
As in the proofs of Lemma 7.4, an identical argument using \( ||(P^*_{q,\nu} - \bar{\omega})u||_{H^s_\Lambda} \) implies
\[
||u||_{H^{s-\epsilon}_\Lambda} \leq ||(P^*_{q,\nu} - \bar{\omega})u||_{H^s_\Lambda}.
\]
Since, \( P_{0,\nu} - P_{q,\nu} : H^{s+\epsilon}_\Lambda \rightarrow H^{N}_\Lambda \) for any \( N \), \( P_{q,\nu} - \omega \) is a Fredholm operator. In particular, (7.21) and (7.22) imply that \( \mathcal{R}_{0,\nu}^{s}(\omega) \) exists and satisfies the requisite bounds.  \( \square \)

### 7.5. Convergence of the poles of \( \mathcal{R}_{0,\nu}(\omega) \).
We now finish the proof of Theorem 1.

**Proof of Theorem 1.** First, observe that by Lemma 7.6 for \( \omega \in (-\omega_0, \omega_0) + i(-\omega_0\theta, \infty) \), and \( \nu \in [0, \nu_0] \) the inverse \( \mathcal{R}_{q,\nu} : H^{s}_\Lambda \rightarrow H^{s}_\Lambda \) exists and satisfies
\[
(I + i\mathcal{R}_{q,\nu}(\omega)Q) = \mathcal{R}_{q,\nu}(\omega)(P_{0,\nu} - \omega).
\]
Moreover, by Lemmas 7.4 and 7.5, there is \( C_{\nu} > 0 \) such that for \( \omega \in (-\omega_0, \omega_0) + i(C_{\nu}, \infty) \), \( \mathcal{R}_{0,\nu}(\omega) : H^{s}_\Lambda \rightarrow H^{s}_\Lambda \) exists. Therefore, for \( \omega \) in this region, the inverse
\[
(I + i\mathcal{R}_{q,\nu}(\omega)Q)^{-1} = \mathcal{R}_{0,\nu}(\omega)(P_{q,\nu} - \omega) : H^{s}_\Lambda \rightarrow H^{s}_\Lambda
\]
eexists.

Now, for any \( N > 0 \), \( Q : H^{s}_\Lambda \rightarrow H^{s+N}_\Lambda \) and \( \mathcal{R}_{q,\nu}(\omega) : H^{s+N}_\Lambda \rightarrow H^{s+N}_\Lambda \), with uniform bounds in \( \nu \geq 0 \). Therefore, Lemma 6.5 implies that for any \( s \)
\[
\mathcal{R}_{q,\nu}(\omega)Q : H^{s}_\Lambda \rightarrow H^{s}_\Lambda,
\]
is trace class with uniformly bounded trace class norm. In particular, for $\omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$ the operator

$$I + iR_{q,\nu}(\omega)Q : H^s_\Lambda \to H^s_\Lambda,$$

is Fredholm with index 0. Thus, by the meromorphic version of Fredholm analyticity (see for instance [DyZw19a, Theorem C.10])

$$(I + iR_{q,\nu}(\omega)Q)^{-1} : H^s_\Lambda \to H^s_\Lambda$$

is a meromorphic family of operators satisfying

$$R_{0,\nu}(\omega) = (I + iR_{q,\nu}(\omega)Q)^{-1}R_{q,\nu}(\omega).$$

(7.23)

For $q$ chosen in Lemma 7.6, $R_{q,\nu}(\omega)$ is analytic in $(-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$. Hence, the eigenvalues of $P_{0,\nu}$ on $H^0_\Lambda$ agree, with multiplicity, with the zeroes of

$$f_\nu(\omega) := \det_{H^0_\Lambda}(I + iR_{q,\nu}(\omega)Q).$$

Lemma 7.7. We have

$$f_\nu(\omega) \xrightarrow{\nu \to 0} f_0(\omega)$$

uniformly on compact subsets of $\omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$.

Proof. First, note that

$$\nu^{-1}[(R_{q,\nu}(\omega) - R_{q,0}(\omega))Q] = -iR_{q,\nu}(\omega)\Delta R_{q,0}(\omega)Q.$$ 

Since $Q : H^s_\Lambda \to H^{s+N}_\Lambda$ for any $N$, and, by Lemma 7.6, $R_{q,\nu}(\omega)\Delta R_{q,0}(\omega)Q : H^s_\Lambda \to H^{s+N}_\Lambda$ is uniformly bounded in $\nu$ for any $N$. In particular, Lemma 6.5 implies

$$\nu^{-1}\|(R_{q,\nu}(\omega) - R_{q,0}(\omega))Q\|_{L^1(H^s_\Lambda \to H^s_\Lambda)} \leq C.$$ 

By [DyZw19a, Proposition B.29]

$$|\det_{H^s_\Lambda}(I + A) - \det_{H^s_\Lambda}(I + B)| \leq \|A - B\|_{L^1(H^s_\Lambda \to H^s_\Lambda)}e^{1 + \|A\|_{L^1(H^s_\Lambda \to H^s_\Lambda)} + \|B\|_{L^1(H^s_\Lambda \to H^s_\Lambda)}}.$$ 

Therefore, since $R_{q,\nu}Q : H^s_\Lambda \to H^N_\Lambda$ is uniformly bounded in $\nu$ for any $N$, the lemma is proved. \qed

Finally, we show that the eigenvalues of $P_{0,\nu}$ on $H^s_\Lambda$ agree with those on $L^2$. Together with Lemma 7.7, this will complete the proof of Theorem 1.

Lemma 7.8. Let $\nu > 0$, and $G_0, G_1$ satisfy (7.1). Suppose that $u \in H^s_{\Lambda G_1}$ and

$$(P_{0,\nu} - \omega)^K u = 0$$

(7.24)

Then $u \in H^k_{\Lambda G_0}$ for any $k$. In particular, the spectrum of $P_{0,\nu}$ on $L^2(\mathbb{T}^n)$ agrees with that on $H^s_\Lambda$. 
Proof. Let \( G_\epsilon = (1 - \chi(\epsilon |\xi|))G_1 + \chi(\epsilon |\xi|)G_0 \) with \( \chi \in C_c^\infty(\mathbb{R}) \), \( \chi \equiv 1 \) on \([-1/2, 1/2]\) and \( \text{supp} \chi \subset (-1, 1) \). Note that \( G_\epsilon \) satisfies (7.1) and \( \lim_{\epsilon \to 0} G_\epsilon = G_0 \) pointwise. In particular, \( G_\epsilon \equiv G_0 \) on \( 2|\xi| < \epsilon^{-1} \) and \( G_\epsilon \equiv G_1 \) on \( |\xi| > \epsilon^{-1} \).

Suppose that \( u \in H^s_{\Lambda_G} \) satisfies (7.24). Then,

\[
\|u\|_{H^s_{\Lambda_G}} = \|\langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
\leq \|1_{|\xi| \leq \epsilon^{-1}} \langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)} + \|1_{|\xi| > \epsilon^{-1}} \langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
\leq \|1_{|\xi| \leq \epsilon^{-1}} \langle \xi \rangle^s T_{\Lambda_G} S_{\Lambda_G} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} + \|1_{|\xi| > \epsilon^{-1}} \langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
\leq C \|\langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)},
\]

where in the last line we use Lemma 4.7. In particular, \( u \in H^s(\Lambda_G) \) for each fixed \( \epsilon > 0 \).

Since \( u \in H^s_{\Lambda_G} \), we can apply (7.17) together with (7.24) to obtain

\[
\|u\|_{H^k_{\lambda_{\Lambda_G}}} \leq C_{k,N,\nu} \|u\|_{H^{k-N}_{\Lambda_G}},
\]

where \( C_{s,N,\nu} \) does not depend on \( \epsilon \). Writing this on the FBI transform side, we have

\[
\|\langle \xi \rangle^k T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \leq C_{k,N,\nu} \|\langle \xi \rangle^{-N} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
\leq C_{k,N,\nu}\left(\|1_{|\xi| \leq M} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} + M^{k-N} \|\langle \xi \rangle^k T_{\Lambda_G} u\|_{L^2(\Lambda_G)}\right).
\]

Now, choosing \( M \geq (2C_{k,N,\nu})^{\frac{1}{k-N}} \) large enough, and subtracting the last term to the left hand side, we obtain

\[
\|\langle \xi \rangle^k T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \leq C_{k,N,\nu}\|1_{|\xi| \leq M} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} = C_{k,N,\nu}\|1_{|\xi| \leq M} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
= C_{k,N,\nu}\|1_{|\xi| \leq M} T_{\Lambda_G} S_{\Lambda_G} T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \\
\leq C_{k,N,\nu}\|\langle \xi \rangle^s T_{\Lambda_G} u\|_{L^2(\Lambda_G)},
\]

where in the last line we apply Lemma 4.7.

In particular, sending \( \epsilon \to 0^+ \), we have that

\[
\limsup_{\epsilon \to 0} \|\langle \xi \rangle^k T_{\Lambda_G} u\|_{L^2(\Lambda_G)} \leq C \|u\|_{H^s_{\Lambda_G}}.
\]

Finally, by Fatou’s lemma together with the fact that \( G_\epsilon \to G_0 \), this implies

\[
\|u\|_{H^k_{\Lambda_{G_0}}} = \|\langle \xi \rangle^k T_{\Lambda_G} u\|_{L^2(\Lambda_{G_0})} \leq C \|u\|_{H^s_{\Lambda_{G_0}}},
\]

and in particular, \( u \in H^k_{\Lambda_{G_0}} \) as claimed.

This completes the proof of Theorem 1. □
7.6. Poles of the resolvent $R_{0,0}(\omega)$ in the upper half plane. Finally, we study
the behavior of $R_{0,0}(\omega) = R(\omega)$ for $\text{Im} \omega \geq 0$ and complete the proof of Theorem 2.
(That resolvent was defined in Lemma 7.4.)

**Lemma 7.9.** Suppose that
\[ \omega_1 \in \{ |\text{Re} \omega| < \omega_0, \text{Im} \omega \geq 0 \} \setminus \text{spec}_{\text{pp},L^2}(P). \]
Then, $R(\omega)$ is analytic near $\omega_1$. Moreover, for $s \in \mathbb{R}$, $\text{Im} \omega > 0$ and $u \in L^2(\mathbb{T}^n) \cap H^s_\Lambda$, $R(\omega)u = R^{L^2}(\omega)u$ where $R^{L^2}$ denotes the $L^2$ resolvent for $P$.

Conversely, if $\omega_1 \in (-\omega_0, \omega_0) \cap \text{spec}_{\text{pp},L^2}(P)$, then $\omega_1$ is a pole of $R(\omega)$ and
\[ R(\omega) = A(\omega) + \frac{\Pi_{\omega_1}}{\omega - \omega_1}, \]
where $A(\omega) : H^s_\Lambda \to H^s_\Lambda$ is analytic near $\omega_1$ and $\Pi_{\omega_1}$ is the orthogonal projection onto
the $L^2$ eigenspace of $P$ at $\omega_1$.

**Proof.** For $\text{Im} \omega > 0$, the spectral theorem shows that the resolvent of $P$,
\[ R^{L^2}(\omega) := (P - \omega)^{-1} : L^2(\mathbb{T}^n) \to L^2(\mathbb{T}^n) \]
exists and is analytic. Also, Lemma 7.4 shows that $R(\omega) = R_{0,0}(\omega)$ is a meromorphic family of operators in $(-\omega_0, \omega_0) + i(-\epsilon_0, \infty)$.

Lemma B.5 implies that for $u \in \mathcal{A}_\delta$ (defined in (4.2)) and $\text{Im} \omega \gg 1$, $R^{L^2}(\omega)u \in \mathcal{A}_\delta$
Since $P : H_\Lambda \to H_\Lambda$ and $\mathcal{A}_\delta \subset H_\Lambda$, $R(\omega)(P - \omega)|_{\mathcal{A}_\delta} = I_{\mathcal{A}_\delta}$. Therefore, for $u \in \mathcal{A}_\delta$,
\[ R^{L^2}(\omega)u = [R(\omega)(P - \omega)] R^{L^2} u = R(\omega) [(P - \omega)R^{L^2}(\omega)] u = R(\omega)u. \]
Since $\mathcal{A}_\delta$ are dense in both $L^2(\mathbb{T}^n)$ and $H^s_\Lambda$,
\[ R(\omega)u = R^{L^2}(\omega)u, \ \text{Im} \omega > 0, \ \text{Re} \omega \in (-\omega_0, \omega_0), \ u \in L^2(\mathbb{T}^n) \cap H^s_\Lambda. \]
This proves the first part of the lemma.

To prove the second part, let $\omega_1 \in (-\omega_0, \omega_0)$ and $\Pi_{\omega_1} : L^2(\mathbb{T}^n) \to L^2(\mathbb{T}^n)$ be the
orthogonal projection onto the $\omega_1$ eigenspace for $P$ (possibly the zero operator if $\omega_1$ is
not an embedded eigenvalue for $P$). By [DyZw19b, Lemma 3.2], the $\omega_1$ eigenfunctions
of $P$ are smooth and hence $\tilde{P} = P + \Pi_{\omega_1}$ has the same symbol as $P$ and no embedded
eigenvalue at $\omega_1$. Moreover, we may choose $\epsilon > 0$ so small that $\omega_1$ is the only embedded
eigenvalue for $P$ in $|\omega - \omega_1| < \epsilon$. Then, for $0 < |\omega - \omega_1| < \epsilon$, $\text{Im} \omega > 0$,
\[ R^{L^2}(\omega) = (\tilde{P} - \omega)^{-1} + (P - \omega)^{-1}\Pi_{\omega_1}(\tilde{P} - \omega)^{-1} \]
\[ = (\tilde{P} - \omega)^{-1} + \frac{\Pi_{\omega_1}}{(\omega_1 - \omega)(1 + \omega_1 - \omega)}. \]
Note that by [DyZw19b, Lemma 3.3] for $\omega \in (\omega_1 - \epsilon, \omega_1 + \epsilon)$, the limiting absorption
resolvent $(\tilde{P} - \omega - i0)^{-1} : H^{1/2+0} \to H^{-1/2-0}$ exists.
The meromorphy of $\mathcal{R}(\omega) : H^s_\Lambda \to H^s_\Lambda$ (Lemma 7.4) gives

$$\mathcal{R}(\omega) = A(\omega) + \sum_{j=1}^{K} \frac{B_j}{(\omega - \omega_1)^j}$$

(7.25)

where $A : H^s_\Lambda \to H^s_\Lambda$ is holomorphic near $\omega_1$. Therefore, for $|\omega - \omega_1| < \epsilon, \text{Im} \omega > 0$, and $u \in L^2(\mathbb{T}^n) \cap H^s_\Lambda$,

$$(\omega - \omega_1)^K A(\omega) u + \sum_{j=1}^{K} (\omega - \omega_1)^{K-j} B_j u$$

$$= (\omega - \omega_1)^K \left[ \left( \tilde{P} - \omega \right)^{-1} - \frac{\Pi_{\omega_1}}{1 + \omega_1 - \omega} \right] u - (\omega - \omega_1)^{K-1} \Pi_{\omega_1} u.$$  

(7.26)

Let $u \in \mathcal{A}_\delta \subset H^s_\Lambda \cap H^{\frac{1}{2}+0}_\Lambda$. Then, using (7.26) with $\omega = \omega_1 + i\rho$, we obtain

$$B_K u = \lim_{r \to 0^+} \left[ (i\rho)^K A(\omega_1 + i\rho) u + \sum_{j=1}^{K} (i\rho)^{K-j} B_j u \right]$$

$$= \lim_{r \to 0^+} (i\rho)^K \left[ \left( \tilde{P} - \omega_1 - i\rho \right)^{-1} - \frac{\Pi_{\omega_1}}{1 - i\rho} \right] u - (i\rho)^{K-1} \Pi_{\omega_1} u$$

$$= \delta_{K1} \Pi_{\omega_1} u$$

Since $\mathcal{A}_\delta$ is dense in both $H^{\frac{1}{2}+0}$ and $H^s_\Lambda$, $B_K = \delta_{K1} \Pi_{\omega_1}$. In particular, we may write (7.25) with $K = 1$ and by the same argument obtain $B_1 = \Pi_{\omega_1}$. \hfill $\Box$

**Appendix A. Review of some almost analytic constructions**

Here we include some facts about almost analytic functions and manifolds. For an in-depth presentation see [MeSj74, §1-3] and [Tr81, Chapter X].

**A.1. Almost analytic manifolds.** Let $U$ be an open subset of $\mathbb{C}^m$ and let $U_\mathbb{R} := U \cap \mathbb{R}^m$. We define an almost analytic function as follows:

$$f \in C^{\text{aa}}(U) \iff \partial_z f(z) = \mathcal{O}_K(|\text{Im} z|^{\infty}), \quad z \in K \subset U.$$

This definition is non-trivial only for $U_\mathbb{R} \neq \emptyset$. We write $f \sim 0$ in $U$ if $f(z) = \mathcal{O}_K(|\text{Im} z|^{\infty})$, $z \in K \subset U \subset \mathbb{C}^m$. We note that (see [Tr81, Lemma X.2.2]) that for $f \in C^{\infty}$ that implies $\partial^\alpha f \sim 0$ in $U$.

We also need the notion of an almost analytic manifold. Let $\Lambda \subset \mathbb{C}^m$ be a smooth manifold and $\Lambda_\mathbb{R} := \Lambda \cap \mathbb{R}^m$. We say that $\Lambda$ is almost analytic if near any point $z_0 \in \Lambda_\mathbb{R}$, there exist a neighourhood $U$ of $z_0$ in $\mathbb{C}^m$ and functions $f_1, \ldots, f_k \in C^{\infty}(\mathbb{C}^m)$
such that:
\[
\Lambda \cap U = \{ z : f_j(z) = 0, 1 \leq j \leq k \}, \quad \partial_z f_j(z_0) \text{ are linearly independent,}
\]
\[
|\partial_z f_j(z)| = O(|\text{Im } z|^{\infty} + |\sup_{1 \leq \ell \leq k} f_\ell(z)|^{\infty}),
\]
see [MeSj74, Theorem 1.4].

A special case is given by
\[
f_j(z) = z_j - h_j(z'), \quad z' := (z_{k+1}, \cdots, z_n).
\] (A.1)

Equivalence of two almost analytic manifolds can be defined as follows (see [MeSj74, Definition 1.6, Proposition 1.7]): suppose \( \Lambda_1 \cap \mathbb{R}^m = \Lambda_2 \cap \mathbb{R}^m \) and that \( \Lambda_k \) is defined by (A.1) with \( h = h_k \), \( k = 1, 2 \), respectively. Then

\( \Lambda_1 \) and \( \Lambda_2 \) are equivalent as almost analytic submanifolds (denoted \( \Lambda_1 \sim \Lambda_2 \)) if and only if, on compact subsets,
\[
|h_1(z') - h_2(z')| = O(|\text{Im } h_1(z')|^{\infty})
\]
or, equivalently,
\[
|h_1(z') - h_2(z')| = O(|\text{Im } z'|^{\infty} + |\text{Im } h_1(z')|^{\infty}).
\] (A.2)

We now consider almost analytic vector fields:
\[
V = \sum_{j=1}^{m} a_j(z) \partial_{z_j}, \quad a_j \in C^{aa}(\mathbb{C}^n),
\]
which we identify with real vector fields \( \hat{V} \) such that for \( u \) holomorphic \( \hat{V} f = V \):
\[
\hat{V} := V + \bar{V} = 2 \text{Re } V
\]
\[
= \sum_{j=1}^{m} \text{Re } a_j(z)(\partial_{z_j} + \partial_{\bar{z}_j}) + i \text{Im } a_j(z)(\partial_{z_j} - \partial_{\bar{z}_j})
\]
\[
= \sum_{j=1}^{m} \text{Re } a_j(z)\partial_{\text{Re } z_j} + \text{Im } a_j(z)\partial_{\text{Im } z_j}.
\]

**Example.** Suppose \( M \subset \mathbb{C}^m \), \( \dim_{\mathbb{R}} M = 2k \) is almost analytic. Then vector fields tangent to \( M \) are spanned by almost analytic vector fields, \( V_j = a_j(z) \cdot \partial_z, \partial_z a_j(z) = O(|\text{Im } z|^{\infty}), z \in M, j = 1, \cdots, k \). In fact, using [MeSj74, Theorem 1.4, 3°] we can write \( M \) locally near any \( z \in M \cap \mathbb{R}^m \) as \( \{(z', h(z')) : z' \in \mathbb{C}^k\}, h = (h_{k+1}, \cdots, h_m) : \mathbb{C}^k \to \mathbb{C}^{m-k}, \partial_z h = O(|\text{Im } z'|^{\infty} + |\text{Im } h(z')|^{\infty}). \) We then put
\[
V_j = \partial_{z_j} + \sum_{\ell=k+1}^{m} \partial_{z_j} h_\ell(z') \partial_{z_\ell}.
\] (A.3)

The real vector fields \( \hat{V}_j \) then span the vector fields tangent to \( M \). \( \square \)
Following [MeSj74] and [Sj74] we define the (small complex time) flow of $V$ as follows for $s \in \mathbb{C}$, $|s| \leq \delta$
\[ \Phi_s(z) := \exp \hat{sV}(z). \] (A.4)
The right hand side is the flow out at time 1 of the real vector field $\hat{sV}$. Unless the coefficients in $V$ are holomorphic $[\hat{V}, \hat{iV}] \neq 0$ which means that $\exp(s + t)V \neq \exp sV \exp tV$ for $s, t \in \mathbb{C}$. However, we still have $[i\hat{V}, \hat{V}] \sim 0$.

**Lemma A.1.** Suppose that $\Gamma \subset \mathbb{C}^m$ is an embedded almost analytic submanifold of real dimension $2k$ and $V$ is an almost analytic vector field. Assume that, $[\hat{V}, \hat{iV}]$ are linearly independent with span transversal to $\Gamma$, (A.5) and that, in the notation of (A.4),
\[ |\text{Im} \Phi_t(z)| \geq |t|/C_K, \quad z \in K \subset \Gamma. \] (A.6)
Then for any $U \subset \mathbb{C}^m$, there exists $\delta$ such that
\[ \Lambda := \left\{ \exp \hat{tV}(\rho) : \rho \in \Gamma \cap U, \quad |t| < \delta, \ t \in \mathbb{C} \right\} \]
is an almost analytic manifold, $\Lambda_\mathbb{R} = \Gamma_\mathbb{R}$ and $\dim_{\mathbb{R}} \Lambda = 2k + 2$.

We will use the following geometric lemma:

**Lemma A.2.** Suppose $Z_j \in C^\infty(\mathbb{R}^m; T^*\mathbb{R}^m)$, $j = 1, \cdots, J$, are smooth vector fields and, for $s \in \mathbb{R}^J$,
\[ \langle s, Z \rangle := \sum_{j=1}^J s_j Z_j \in C^\infty(\mathbb{R}^m; T^*\mathbb{R}^m). \]
Then for $f \in C^\infty(\mathbb{R}^m)$
\[ f(e^{\langle s, Z \rangle}(\rho)) = \sum_{p=1}^P \frac{1}{p!} (\langle s, Z \rangle)^k f(\rho) + O_K(|s|^{P+1}), \quad \rho \in K \subset \mathbb{R}^m. \] (A.7)
while for $Y \in C^\infty(\mathbb{R}^m; T^*\mathbb{R}^m)$,
\[ e_s^{\langle s, Z \rangle} Y(\rho) = \sum_{p=1}^P \frac{1}{p!} \text{ad}_{\langle s, Z \rangle}^k Y(\rho) + O_K(|s|^{P+1}), \quad \rho \in K \subset \mathbb{R}^m. \] (A.8)

For a proof see for instance [Je14, Appendix A]. We recall that $F_*Y(F(\rho)) := dF(\rho)Y(\rho)$.

**Proof of Lemma A.1.** Let $\iota : \Gamma \hookrightarrow \mathbb{C}^m$ be the inclusion map. Then
\[ \partial \exp(t_1 \hat{V} + t_2 \hat{iV}) \circ \iota(\rho) : T_{(0, \rho)}(\mathbb{R}_2^2 \times \Gamma) \to T_\rho \mathbb{C}^m \]
is given by \((T, X) \mapsto T_1 \hat{V} + T_2 i \hat{V} + t_* X\), which, thanks to our assumptions, is surjective onto a \(2k + 2\) (real) dimensional subspace of \(T^* \mathbb{C}^m\). Hence, by the implicit function theorem \(\Lambda\) is a \(2k + 2\) dimensional embedded submanifold of \(\mathbb{C}^m\).

To fix ideas we start with the simplest case of \(\Gamma = \{0\} \subset \mathbb{C}^n\). In that case \(\Lambda = \{\Phi_t(0) : t \in \mathbb{C}, |t| < \delta\}\), and from our assumption \(|\text{Im } \Phi_t(0)| \sim |t_1 \hat{V} + t_2 i \hat{V}| \sim |t|\). The tangent space is given by

\[
T_{\Phi_t(0)} \Lambda = \{ \partial_t \Phi_t(0) T + \partial_t \Phi_t(0) \bar{T} : T \in \mathbb{C} \} \subset \mathbb{C}^2.
\]

If we show that

\[
\partial_t \Phi_t(0) = O(|t|^{\infty})
\]  

then \(d(T_{\Phi_t(0)} \Lambda, iT_{\Phi_t(0)} \Lambda) = O(t^{\infty})\) and almost analyticity of \(\Lambda\) follows from [MeSj74, Theorem 1.4, 1°]. The estimate \((A.9)\) will follow from showing that for any holomorphic function \(f\), \(\partial_{t_1}^{\alpha_1} \partial_{t_2}^{\alpha_2} \partial_t f(\Phi_t(0))|_{t=0} = 0\). But this follows from \((A.7)\) and the fact that \([\hat{V}, i \hat{V}] \sim 0\) at 0. Indeed,

\[
\partial_{t_1}^{\alpha_1} \partial_{t_2}^{\alpha_2} \partial_t f(\Phi_t(0))|_{t=0} = \partial_{t_1}^{\alpha_1} \partial_{t_2}^{\alpha_2} \partial_t \left( \sum_{k=0}^{\infty} \frac{1}{k!} \left(t_1 \hat{V} + t_2 i \hat{V}\right)^k f(0) \right)|_{t=0} \\
= \partial_{t_1}^{\alpha_1} \partial_{t_2}^{\alpha_2} \left( \sum_{k=0}^{\infty} \frac{1}{k!} \left(t_1 \hat{V} + t_2 i \hat{V}\right)^k (\hat{V} + i i \hat{V}) f(0) \right)|_{t=0} \\
= \hat{V}^{\alpha_1} i \hat{V}^{\alpha_2} (\hat{V} + i i \hat{V}) f(0) = \hat{V}^{\alpha_1} i \hat{V}^{\alpha_2} (V - V) f(0) = 0.
\]  

The fact that \(\hat{V}\) and \(i i \hat{V}\) commute to infinite order at 0 was crucial in this calculation. Holomorphy of \(f\) was used to have \(\hat{W} f = W f\).

We now move the general case. For \(z \in \Gamma\), \(T_{\Phi_t(z)} \Lambda\) is spanned by

\[
\partial_t \Phi_t(z) T + \partial_t \Phi_t(z) \bar{T}, \ T \in \mathbb{C}, \ d\Phi_t(z) X, \ X \in T_z \Gamma. \quad (A.11)
\]

We can repeat the calculation \((A.10)\) with 0 replaced by \(z\) to see that, using the assumption \((A.6)\) and the fact that \(|\text{Im } \Phi_t(z)| = |z + O(t)|\),

\[
\partial_t \Phi(z) = O(|t|^{\infty} + |\text{Im } z|^{\infty}) = O(|\text{Im } \Phi_t(z)|^{\infty}). \quad (A.12)
\]

To consider \(d\Phi_t(z) X = (\Phi_t)_* Y(\Phi_t(z))\) we choose a vector field tangent to \(\Gamma\), \(Y, Y_c(z) = X\). We choose

\[
Y_c = \hat{W}_c, \quad W_c = \sum_{j=1}^{k} c_j V_j, \quad c \in \mathbb{C}^k, \quad (A.13)
\]

a constant coefficient linear combination of vector fields \((A.3)\). Then \(d\Phi_t(z) X = (\Phi_t)_* Y_c(\Phi_t(z))\) and we want to show that

\[
c \mapsto (\Phi_t)_* Y_c(\Phi_t(z)) \text{ is complex linear modulo errors } O(|\text{Im } \Phi_t(z)|^{\infty}). \quad (A.14)
\]
In view of (A.11) that shows that \( d(T_{\Phi_t(z)}\Lambda, iT_{\Phi_t(z)}\Lambda) = \mathcal{O}(|\text{Im } \Phi_t(z)|^\infty) \) and from [MeSj74, Theorem 1.4, 1°] we conclude that \( \Lambda \) is almost analytic.

To establish (A.14) we use (A.8) with \( \langle s, X \rangle = s_1 \hat{V} + s_2 i\hat{V}, \ s_1 = \text{Re } t, \ s_2 = \text{Im } t. \) Since \( [\hat{V}, i\hat{V}] \sim 0 \) and \( \hat{V} \sim i\hat{V}/i \) at \( \text{Im } w = 0, \) we see that

\[
(\Phi_t)_* Y_c(w) = \sum_{p=0}^{\infty} \frac{t^p}{p!} \text{ad}_{\hat{V}}^p W_c(w) + \mathcal{O}(|t|^{K+1} + |\text{Im } w|^\infty). \tag{A.15}
\]

Because of the form of \( W_c \) (see (A.3) and (A.13))

\[
\text{ad}_{\hat{V}}^p W_c(w) = \text{ad}_{\hat{V}} W_c(w) + \mathcal{O}(|\text{Im } w'|^\infty + |\text{Im } h(w')|^\infty),
\]

and

\[
c \mapsto \text{ad}_{\hat{V}} W_c(w) \text{ is complex linear.}
\]

Since \( w = \Phi_t(z), \ z \in \Gamma, \)

\[
|\text{Im } w'| + |\text{Im } h(w')| = \mathcal{O}(|\text{Im } z'| + |\text{Im } h(z')| + |t|)
= \mathcal{O}(|\text{Im } z| + |t|) = \mathcal{O}(|\text{Im } w| + |t|) = \mathcal{O}(|\text{Im } w|),
\]

since \( |\text{Im } w| = |\text{Im } \Phi_t(z)| \geq |t|/C. \) Combining this estimates with (A.15) gives (A.14).

□

A.2. Almost analytic generating functions. We now recall how to obtain generating functions for almost analytic strictly positive Lagrangian manifolds. We recall that an almost analytic submanifold of \( T^*\mathbb{C}^n, \Lambda, \) is Lagrangian if

\[
(\omega_\mathbb{C})|_\Lambda \sim 0, \quad \omega_\mathbb{C} := \sum_{j=1}^{n} d\zeta_j \wedge dz_j.
\]

In addition we say that \( \Lambda \) is strictly positive ([MeSj74, Definition 3.3]) if \( \Lambda_\mathbb{R} \) is a submanifold of \( T^*\mathbb{R}^m \) and for all \( \rho \in \Lambda_\mathbb{R}, \)

\[
\frac{1}{i} \sigma(V, \hat{V})(\rho) > 0, \quad \text{for all } V \in T_\rho \Lambda \setminus (T_\rho \Lambda_\mathbb{R})^\mathbb{C}. \tag{A.16}
\]

Lemma A.3. Suppose that \( \Lambda \) is a strictly positive almost analytic Lagrangian submanifold of \( \text{nbhd}_{T^*\mathbb{C}^m}(0) \) given by

\[
\{(z, \zeta(z)) \mid z \in \text{nbhd}_{\mathbb{C}^m}(0)\}.
\]

Then there is \( C > 0 \) such that for \( x \in \text{nbhd}_{\mathbb{R}^m}(0), \)

\[
\frac{1}{C} d(x, \pi(\Lambda_\mathbb{R})) \leq |\text{Im } \zeta(x)| \leq Cd(x, \pi(\Lambda_\mathbb{R})). \tag{A.17}
\]

Proof. Since \( \Lambda_\mathbb{R} \) is a submanifold of \( T^*\mathbb{R}^m, \) we may choose real coordinates on \( \mathbb{R}^m \) such that (near 0)

\[
\Lambda_\mathbb{R} = \{(x', 0, \zeta(x'), 0) \mid (x', x'') \in \mathbb{R}^k \times \mathbb{R}^{m-k}\}. 
\]
Then, with \( \rho = (x', 0, \zeta(x', 0)) \), \( (T_\rho \Lambda_R)^C = \{ (\delta_{x'}, 0, \partial_{x'} \zeta(x', 0) \delta_{x'}) \mid \delta_{x'} \in \mathbb{C}^k \} \), and it follows that for all \( \delta_{x''} \in \mathbb{R}^{m-k} \),

\[
(0, \delta_{x''}, \partial_{x''} \zeta(x', 0) \delta_{x''}) \in T_\rho \Lambda \setminus (T_\rho \Lambda_R)^C.
\]

Strict positivity of \( \Lambda \) then implies that

\[
\frac{1}{i} \sigma((0, \delta_{x''}, \partial_{x''} \zeta(x', 0) \delta_{x''}), (0, \delta_{x''}, \partial_{x''} \zeta(x', 0) \delta_{x''})) = 2 \langle \text{Im} \partial_{x''} \zeta \delta_{x''}, \delta_{x''} \rangle > 0.
\]

Since in our coordinates,

\[
\frac{1}{C} |x''| \leq d(x, \pi(\Lambda_R)) \leq C |x''|,
\]

(A.17) follows. \qed

With this lemma in place we can find generating functions in the almost analytic setting:

**Lemma A.4.** Suppose that \( \Lambda \) is a strictly positive almost analytic Lagrangian submanifold of \( \text{nbhd}_{\mathbb{R}^n, \mathbb{C}^m}(0) \) and that \( \pi_* : T_{(0,0)} \Lambda \rightarrow T_0 \mathbb{C}^m \) is onto. Then there exists \( \Psi \in C^\infty(\text{nbhd}_{\mathbb{C}^m}(0)) \) satisfying

\[
\partial_z \Psi = O(\text{Im} z^\infty + |\text{Im} \Psi(z)|^\infty), \tag{A.18}
\]

such that, as almost analytic manifolds,

\[
\Lambda \sim \{ (z, \Psi_z(z)) : |z| < \epsilon \}, \quad \Psi_z(0) = 0. \tag{A.19}
\]

**Proof.** Since \( \Lambda \) is an almost analytic Lagrangian, we have \( \sigma|_\Lambda \sim 0 \) (vanishes to infinite order at \( \Lambda_R \)) while the projection property shows that, near \( z = 0, \Lambda = \{ (z, \zeta(z)) : z \in \mathbb{C}^m \}, \zeta(0) = 0. \) Hence \( d(\zeta(z) dz) \sim 0 \) and (see [MeSj74, Theorem 1.4, 3\(^\circ\)])

\[
\partial_z \zeta(z) = O(\text{Im} z^\infty + |\text{Im} \zeta(z)|^\infty).
\]

We note that for \( z = x \in \mathbb{R}^n \), Lemma A.3 together with the strict positivity at \( \Lambda_R = \{(0, 0)\} \) show that

\[
|x''|/C \leq |\text{Im} \zeta(x)| \leq C|x''|, \quad x \in \mathbb{R}^n, \quad |x| < \epsilon. \tag{A.20}
\]

where \( \pi(\Lambda_R) \) is given by \( \{|x''| = 0\} \). We now see that

\[
0 \sim \sigma|_\Lambda = \sum_{j=1}^n \partial_z \zeta_j(z) \wedge dz_j + O(\text{Im} z^\infty + |\text{Im} \zeta(z)|^\infty)_{C^\infty(\mathbb{C}^n; \Lambda^2 \mathbb{C}^n)},
\]

and in view of (A.20)

\[
\partial_z \zeta_j(x) - \partial_z \zeta_k(x) = O(|x''|\infty), \quad x \in \mathbb{R}^n, \quad |x| < \epsilon.
\]
For \( x \in \mathbb{R}^n \), define \( \Psi \) by a simple version of the Poincaré lemma: \( \Psi(x) = \int_0^1 \zeta(tx) \cdot x dt \). Then
\[
\partial_{x_j} \Psi(x) = \int_0^1 \left( \sum_{k=1}^n tz_k \partial_{x_j} \zeta_k(tx) + \zeta_j(tx) \right) dt = \int_0^1 \left( \sum_{k=1}^n tz_k \partial_{x_k} \zeta_j(tx) + \zeta_j(tx) \right) dt + \mathcal{O}(|x''|^\infty) \tag{A.21}
\]
in the last argument we used (A.20) again. We now define \( \Psi(z) \) as an almost analytic extension of \( \Psi \). From [MeSj74, Proposition 1.7(ii)] we obtain (A.19).

\[\square\]

A.3. Integration of almost analytic vector fields. Here we show how to solve transport equations arising in §5.2.2. For clarity we present a simpler case (see also [GaZw19, §5.2.2]). Thus we assume that \( V \) is an almost analytic vector field on \( \mathbb{C}^n \) (\( w = (w_1, w') \in \mathbb{C}^n \), \( w_1 \in \mathbb{C} \), \( w' \in \mathbb{C}^{n-1} \)) satisfying
\[
|\text{Im} \exp(i\hat{V})(0, w')| \geq |t|/C, \quad w' \in B_{\mathbb{C}^{n-1}}(0, \epsilon), \quad t \in \mathbb{C}, \quad |t| < \epsilon, \quad dw_1(V) \neq 0.
\]
Then \((t, w') \mapsto \exp(i\hat{V}(0, w')) =: z(t, w')\) is a diffeomorphism for \( \epsilon \) small enough. We solve
\[
Va \sim b, \quad a(0, w') = a_0(w'), \tag{A.22}
\]
by putting
\[
a(z) := a_1(z) + a_2(z), \quad a_1(z) = a_0(w'(z)), \quad a_2(z(t, w')) := \int_0^1 tb(z(ts, w')) ds.
\]
We calculate the action of \( V \) on \( a_1 \) using almost analyticity of \( b \), the properties of \( z(t, w') \) and (A.7):
\[
(Va_2)(z(t, w')) \sim \int_0^1 \sum_{k=0}^\infty \frac{s^k}{k!} V i\hat{V}^k tb(z(0, w')) ds + \mathcal{O}(|t|^\infty)
\]
\[
\sim \int_0^1 \sum_{k=0}^\infty \frac{s^k}{k!} i\hat{V}^{k+1} b(z(0, w')) ds + \mathcal{O}(|t|^\infty) + \mathcal{O}(|\text{Im} z(0, w')|^\infty)
\]
\[
\sim \sum_{k=0}^\infty \frac{1}{(k+1)!} i\hat{V}^{k+1} b(z(0, w')) + \mathcal{O}(|t|^\infty) + \mathcal{O}(|\text{Im} z(0, w')|^\infty)
\]
\[
= b(z(t, w')) + \mathcal{O}(|t|^\infty + |\text{Im} z(0, w')|^\infty)
\]
\[
= b(z(t, w')) + \mathcal{O}(|\text{Im} z|^\infty).
\]
Similarly, \( Va_1 \sim 0 \) and we obtain (A.22).
Appendix B. Physical deformations and numerical results

The purpose of this appendix is to illustrate our results by numerical examples. We have not yet implemented the general theory numerically. However, in some circumstances, it is enough to consider physical deformations of $T^n$ rather than the more complicated phase space deformations. In particular, this is possible when there exists $G(x, \xi)$ linear in $\xi$ satisfying $H_pG > 0$ on $\{p = 0\} \cap \{\|\xi\| \geq C\}$. This type of deformation is analogous to the method of complex scaling (rediscovered as the method of perfectly matched layers in numerical analysis) – see [DyZw19a, §§4.5,4.7] for an introduction and references.

B.1. Deformations of analytic pseudodifferential operators. For $u \in \mathcal{D}'(T^n)$ we extend $u$ to be $2\pi \mathbb{Z}^n$ periodic on $\mathbb{R}^n$. We consider

$$(Pu)(x) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int e^{i(x-y,\xi) - \epsilon|\xi|^2 - \delta|x-y|^2} p(x,\xi) u(y) dy d\xi,$$

(B.1)

and $G(x, \xi) \in S^1(T^*T^n)$ such that

$$G(x, \xi) = \langle G_0(x), \xi \rangle, \quad G_0 \in C^\infty(T^n; \mathbb{R}^n).$$

Remark: Observe that (B.1) agrees with the definition of the standard left quantization of the symbol $p$ as in (6.2).

We consider the complex deformed operator, $P_\theta$, defined by the property that when $u$ is analytic in a sufficiently large neighbourhood of $T^n$ (or simply for $u$ being a trigonometric polynomial),

$$P_\theta(u|_{\Gamma_\theta}) = (Pu)|_{\Gamma_\theta}, \quad \Gamma_\theta := \{x + i\theta G_0(x) \mid x \in T^n\}.$$

We start by deriving a formula for the kernel of $P_\theta$:

**Lemma B.1.** Suppose $u \in C^\omega(T^n)$ extends analytically to $|\text{Im} \, z| < a$. Then, for $|\text{Im} \, z| < a$, the limit

$$v(z) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int e^{i(z-y,\xi) - \epsilon|\xi|^2 - \delta|z-y|^2} p(z,\xi) u(y) dy d\xi,$$

exists and, moreover, $v(z)$ is the analytic continuation of $Pu$.

**Proof.** For each fixed $\epsilon, \delta$, the resulting function of $z$ is manifestly analytic in a neighbourhood of $T^n$ (or $\mathbb{R}^n$ if we think of periodic functions). Therefore, in order to see that $v$ itself is analytic, we need only show that the limit exists and the convergence is uniform on compact subsets of $|\text{Im} \, z| < a$. For this, we deform the contour in $y$ to

$$\Gamma(z) : y \mapsto y + i \text{Im} \, z,$$
so that we have
\[ v(z) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi) - \epsilon|\xi| - 2\delta \gamma - \delta^2 + 4\epsilon|\xi|} p(z, \xi)u(y)dyd\xi \]
\[ = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi) - \epsilon|\xi| - 2\delta \gamma - \delta^2 + 4\epsilon|\xi|} p(z, \xi)u(y + i \text{Im } z)dyd\xi. \]

This contour deformation is justified for each fixed \( \delta \) since the integrand is super exponentially decaying in \( y \). Now, integrating by parts in \( \xi \) using
\[ L_\epsilon^{\alpha} = \frac{1 + \langle \text{Re } z - y - 2i\epsilon, D_\xi \rangle}{1 + |\text{Re } z - y|^2 + 4\epsilon^2}, \]
we have for any \( N > 0 \)
\[ v(z) = \lim_{\epsilon \to 0^+} \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi) - \epsilon|\xi| - 2\delta \gamma - \delta^2 + 4\epsilon|\xi|} p(z, \xi)u(y + i \text{Im } z)dyd\xi. \]

In particular, since \( |\partial_\gamma^\alpha p| \leq C_\alpha \langle \text{Re } \xi \rangle^{m-|\alpha|} \), the integrand is bounded by \( C_{N} \langle \text{Re } z - y \rangle^{-N} \langle \xi \rangle^m e^{-\epsilon|\xi|} \) uniformly in \( \delta > 0 \) and compact subsets of \( |\text{Im } z| < a \). Hence, for \( N \) large enough, the limit in \( \delta \) exists and is uniform in compact subsets of \( |\text{Im } z| < a \). It is given by
\[ v(z) = \lim_{\epsilon \to 0^+} \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi) - \epsilon|\xi| - 2\delta \gamma - \delta^2 + 4\epsilon|\xi|} p(z, \xi)u(y + i \text{Im } z)dyd\xi. \]

Defining \( B := (1 + \langle \xi, D_y \rangle)/(1 + |\xi|^2) \) we have, for any \( N > 0 \),
\[ v(z) = \lim_{\epsilon \to 0^+} \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi) - \epsilon|\xi| - 2\delta \gamma - \delta^2 + 4\epsilon|\xi|} \left[ p(z, \xi)u(y + i \text{Im } z) \right]dyd\xi. \]

Since \( |\partial_y^\alpha u(y + i \text{Im } z)| \leq C_\alpha \) and \( |\partial_\gamma^\alpha \partial_\xi^\beta p(x, \xi)| \leq C_{\alpha\beta} \langle \text{Re } \xi \rangle^{m-|\beta|} \), the integrand is bounded by
\[ C_{N} \langle \text{Re } z - y \rangle^{-N} \langle \xi \rangle^{m-N}, \]
uniformly in \( \epsilon > 0 \) and compact subsets of \( |\text{Im } z| < a \). In particular, the limit in \( \epsilon \) exists, is uniform in compact subsets of \( |\text{Im } z| < a \), and is given by
\[ v(z) = \frac{1}{(2\pi)^n} \int_{\Gamma(z)} e^{i(\gamma - \epsilon\xi)} \left[ p(z, \xi)u(y + i \text{Im } z) \right]dyd\xi. \]

Thus, we see that \( v \) is analytic on \( |\text{Im } z| < a \) and agrees with \( Pu \) on \( \text{Im } z = 0 \). In particular, by uniqueness of analytic continuation, \( v(z) = \langle Pu \rangle(z) \).

We now move to the representation for the Schwartz kernel of \( P_\theta \):

**Lemma B.2.** The kernel of \( P_\theta \) acting on \( 2\pi \mathbb{Z}^n \) periodic functions on \( \mathbb{R}^n \) is given by
\[ K_\theta(x, y) = \frac{1}{(2\pi)^n} \int e^{i(x-y, \xi)} p(\gamma_\theta(x), \epsilon_\theta(x, y)^{-1}) \langle \theta(y) \rangle \frac{\det(\partial_\gamma^\alpha \gamma_\theta(y))}{\det \epsilon_\theta(x, y)} d\xi. \] (B.2)
where the integral is interpreted as an oscillatory integral,
\[ \gamma_\theta := x + i\theta G_0(x), \]
and \( e_\theta(x, y) \) satisfies
\[ e_\theta(x, y)(x - y) = \gamma_\theta(x) - \gamma_\theta(y). \]
In particular, \( P_\theta \in \Psi^m \) and its principal symbol is given by
\[ \sigma(P_\theta) = p(\gamma_\theta(x), (\partial\gamma_\theta(x)^{-1})^t\xi). \]

Remark: Note that the symbol in (B.2) is not \( 2\pi\mathbb{Z}^n \) periodic in \( x \). However, it is of the form \( a(x, x - y, \xi) \) where \( a \) is \( 2\pi\mathbb{Z}^n \) periodic in the first variable. Therefore, it still maps periodic functions to periodic functions.

Proof. By Lemma B.1, for \( u \) analytic on \( |\text{Im} z| < a \) and \( \theta \) small enough
\[
(P_\theta u|_{\Gamma_\delta})(\gamma_\theta(x)) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int e^{i(\gamma_\theta(x) - \gamma_\theta(y))\theta - \epsilon|\xi|^2 - \delta(\gamma_\theta(x) - \gamma_\theta(y))^2} p(\gamma_\theta(x), \xi) u(y) dy d\xi.
\]
Now, since for each fixed \( \delta > 0 \), the integrand is super exponential decay in \( y \), we may deform the contour in \( y \) to \( \Gamma_\delta \), to obtain
\[
(P_\theta u|_{\Gamma_\delta})(\gamma_\theta(x)) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int e^{i(\gamma_\theta(x) - \gamma_\theta(y))\theta - \epsilon|\xi|^2 - \delta(\gamma_\theta(x) - \gamma_\theta(y))^2} p(\gamma_\theta(x), \xi) \det(\partial_y \gamma_\theta(y)) u(\gamma_\theta(y)) dy d\xi.
\] (B.3)

Next, using that for each fixed \( \epsilon > 0 \), the integrand is super exponentially decaying in \( \xi \) and that, with \( e_\theta(x, y)(x - y) = \gamma_\theta(x) - \gamma_\theta(y) \), we have \( e_\theta = I + O(\theta(x - y)^{-1}) \), we can deform the contour in \( \xi \) to \( \Gamma_1 = \xi \mapsto (e_\theta(x, y)^{-1})\xi \), to obtain
\[
(P_\theta u|_{\Gamma_\delta})(\gamma_\theta(x)) = \lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} \frac{1}{(2\pi)^n} \int e^{i(x - y, \xi) - \epsilon(\epsilon_\theta)^{-1}\xi^2 - \delta(\gamma_\theta(x) - \gamma_\theta(y))^2} p(\gamma_\theta(x), (e_\theta(x, y)^{-1})^t \xi) \frac{\det(\partial_y \gamma_\theta(y))}{\det e_\theta(x, y)} u(\gamma_\theta(y)) dy d\xi.
\]
Now, integrating by parts as in the proof of Lemma B.1, results in the formula (B.2).

To prove the final claim, let \( \chi \in C_0^\infty(-1, 1) \) with \( \chi \equiv 1 \) near 0. Then, for any \( \delta > 0 \), we have by (B.2) that with
\[
P'_\theta = \frac{1}{(2\pi)^n} \int e^{i(x - y, \xi)} p(\gamma_\theta(x), (e_\theta(x, y)^{-1})^t \xi) \frac{\det(\partial_y \gamma_\theta(y))}{\det e_\theta(x, y)} \chi(\delta^{-1}|x - y|) d\xi,
\]
the error \( P_\theta - P'_\theta \) is smoothing and maps periodic functions to periodic functions. In particular, \( P_\theta \) is a pseudodifferential operator on \( \mathbb{T}^n \) with symbol
\[ \sigma(P_\theta) = p(\gamma_\theta(x), (\partial\gamma_\theta(x)^{-1})^t\xi), \]
proving the last claim in the lemma. \( \square \)
B.2. The resolvent of the deformed operator. We now consider the setting of Theorem 1. Namely, we assume that $P$ is a self-adjoint 0th order pseudodifferential operator and study the properties of $P_\theta$.

**Proposition B.3.** Suppose that $P \in \Psi^0$ is self adjoint and satisfies (B.1) and that $G = \langle G_0, \xi \rangle \in S^1$ has $H_pG > 0$ on $\{p = 0\} \cap \{\xi > C\}$. Then there are $\omega_0, \theta_0 > 0$ such that for $0 < \theta < \theta_0$, $\omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$, and all $s \in \mathbb{R}$, 

$$R_\theta(\omega) := (P_\theta - \omega)^{-1} : H^s(\mathbb{T}^n) \to H^s(\mathbb{T}^n)$$

is meromorphic with finite rank poles.

**Proof.** First, note that there is $\omega_1 > 0$ such that $H_pG > c > 0$ on $\{|p| < \omega_0\} \cap \{\xi > C\}$. We compute 

$$\sigma(P_\theta)(x, \xi) = p(x, \xi) + i\theta(\partial_\xi p(x, \xi), G_0(x)) + (\partial_\xi p(x, \xi), (\partial_\theta G_0(x)) - I)\xi) + O(\theta^2)$$

$$= p(x, \xi) + i\theta(\partial_\xi p(x, \xi), G_0(x)) - (\partial_\xi p(x, \xi), (\partial_\theta G_0(x)(x)) + O(\theta^2)$$

$$= p(x, \xi) - i\theta H_pG(x, \xi) + O(\theta^2).$$

Therefore, for $\theta > 0$ small enough, and $\omega_0 = \min(c, \omega_1)$, $P_\theta - \omega$ is elliptic when $\text{Im}\, \omega \geq -\omega_0 \theta$, $|\text{Re}\, \omega| < \omega_0$.

In particular, $P_\theta - \omega : H^s \to H^s$ is Fredholm for $\omega \in [-\omega_0, \omega_0] + i(-\omega_0 \theta, \infty)$. Moreover, since $P_\theta : H^s \to H^s$ is bounded, if $\text{Im}\, \omega \gg 1$, $P_\theta - \omega$ is invertible by Neumann series and hence $P_\theta - \omega$ has index 0. By the meromorphic Fredholm theorem [DyZw19a, Theorem C.9], its inverse $R_\theta(\omega) = (P_\theta - \omega)^{-1} : H^s \to H^s$ is a meromorphic family of operators with finite rank poles for $\omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$. \qed

**Proposition B.4.** Let $P$ and $G$ as in Proposition B.3. There are $\theta_0, \omega_0 > 0$ such that for $0 < \theta < \theta_0$, the poles of $R_\theta(\omega)$ for $\omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty)$ agree with multiplicity with those of $R^{H^\Lambda}(\omega)$ where $R^{H^\Lambda}(\omega)$ the resolvent of $P$ on $H^\Lambda$ from Lemma 7.4.

We will need the following lemma.

**Lemma B.5.** For $P$ as in (B.1), there are $C > 0$ and $\delta > 0$ such that for $\text{Im}\, \omega \geq C$, 

$$R^{L^2}(\omega) : A_\delta \to A_\delta.$$

**Proof.** We start by showing that $P : A_\delta \to A_\delta$ is bounded. For this, note that for $j \in \mathbb{Z}^n$,

$$\widehat{Pu}(j) = \sum_{k \in \mathbb{Z}^n} \hat{u}(k)\hat{p}(j - k, k)$$

where $\hat{p}(j, \xi)$ denotes the Fourier series for $p(x, \xi)$ in the $x$ variable. Note that by (B.1), there is $C > 0$ such that 

$$|\hat{p}(k, \xi)| \leq C|\xi|^m e^{-a|k|}.$$
Therefore, for \( \delta < \frac{a}{2} \),
\[
\| Pu \|_{s_\delta}^2 = \sum_j \left| \sum_k \hat{u}(k) \hat{p}(j - k, k) \right|^2 e^{4|j|\delta} \leq \sum_j \left( \sum_k |\hat{u}(k)|^2 e^{4|k|\delta} \right) \left( \sum_k |\hat{p}(j - k, k)|^2 e^{4(|j| - |k|)\delta} \right) = \| u \|_{s_\delta}^2 \left( \sum_j e^{4(\delta - \frac{a\delta}{4 + |j|})|j|} \right) \leq C \| u \|_{s_\delta}^2.
\]

Since \( \text{Im} \omega > \| P \|_{s_\delta} \rightarrow s_\delta \), \( R^{L^2}(\omega) = -\sum_{k=0}^{\infty} \omega^{-k-1}P^k \) the proof is complete. \( \square \)

**Proof of Proposition B.4.** Let \( \omega_0 \) be the minimum of \( \omega_0 \) from Proposition B.3 and Lemma 7.4 and suppose that \( \omega \in (\omega_0, \omega_0) + i(-\omega_0 \theta, \infty) \) with \( \text{Im} \omega \gg 1 \). Then, \( \mathcal{R}_\theta(\omega) : H^s(\Gamma_\theta) \rightarrow H^s(\Gamma_\theta) \) and \( R^{L^2}(\omega) : \mathcal{A}_\delta \rightarrow \mathcal{A}_\delta \).

Let \( u \in \mathcal{A}_\delta \). Then we have \( \mathcal{R}^{L^2}(\omega)u \in \mathcal{A}_\delta \) and
\[
(\mathcal{R}_\theta - \omega)([\mathcal{R}^{L^2}(\omega)u]_{\Gamma_\theta}) = ((P - \omega)\mathcal{R}^{L^2}(\omega)u)_{\Gamma_\theta} = u_{\Gamma_\theta}.
\]
In particular, \( [\mathcal{R}^{L^2}(\omega)u]_{\Gamma_\theta} = \mathcal{R}_\theta(\omega)(u_{\Gamma_\theta}) \).

For \( u, v \in \mathcal{A}_\delta \), and \( \text{Im} \omega \gg 1 \),
\[
\langle \mathcal{R}_\theta(\omega)u_{\Gamma_\theta}, v_{\Gamma_\theta} \rangle_{L^2(\Gamma_\theta)} = \langle [\mathcal{R}^{L^2}(\omega)u_{\Gamma_\theta}], v_{\Gamma_\theta} \rangle_{L^2(\Gamma_\theta)}.
\]
By Lemma 7.9, when \( \text{Im} \omega > 0 \) and \( u \in \mathcal{A}_\delta \), we have \( \mathcal{R}^{H^\delta}(\omega)u = \mathcal{R}^{L^2}(\omega)u \). Then, deforming the contour of integration in the inner product to \( \mathbb{T}^n \),
\[
\langle \mathcal{R}_\theta(\omega)u_{\Gamma_\theta}, v_{\Gamma_\theta} \rangle_{L^2(\Gamma_\theta)} = \langle [\mathcal{R}^{L^2}(\omega)u_{\Gamma_\theta}], v_{\Gamma_\theta} \rangle_{L^2(\Gamma_\theta)} = \langle \mathcal{R}^{L^2}(\omega)u, v \rangle_{L^2(\mathbb{T}^n)} = \langle \mathcal{R}^{H^\delta}(\omega)u, v \rangle_{\mathcal{A}_\delta(\mathbb{T}^n), \mathcal{A}_\delta(\mathbb{T}^n)}.
\]
Since \( \mathcal{A}_\delta \subset H^\delta \subset \mathcal{A}_\frac{\delta}{2} \), both sides of this equality continue meromorphically from \( \text{Im} \omega \gg 1 \) to \( \omega \in (-\omega_0, \omega_0) + i(-\omega_0 \theta, \infty) \) and the equality continues to hold for \( \omega \) in this set. Finally, since \( \mathcal{A}_\delta \) is dense in \( H^\delta \) and \( \mathcal{A}_\delta|_{\Gamma_\theta} \) is dense in \( L^2(\Gamma_\theta) \), this equality implies that the poles of \( \mathcal{R}_\theta \) and \( \mathcal{R}^{H^\delta} \) coincide with an agreement of multiplicities. \( \square \)

**B.3. Numerical examples and discretization.** In our numerical study, we consider operators of the form
\[
P = (D)^{-1}D_{x_2} + \sin(x_1)(I - V_m(D_{x_1})) + (I - V_m(D_{x_1})) \sin(x_1) + V_a(D_{x_1}),
\]
with \( V_\bullet(\xi_1), \bullet = a, m \), satisfying
\[
|V_\bullet(\xi_1)| \leq Ce^{-c|\text{Re} \xi_1|^2}, \quad |\text{Im} \xi_1| < b(\text{Re} \xi_1), \quad \bullet = a, m.
\]
Then, \( P \) satisfies the assumptions of Proposition B.3 with \( G_0 = (-2 \cos(x_1), 0) \).
Figure 2. We display the eigenvalues of $P_\theta$ acting on $e^{inx_2}L^2_{x_1}$ for three different values of $\theta$ and $-20 \leq n \leq 20$. $P$ is chosen as in (B.4) with $V_a = 0$ and $V_m = ((1 - \xi^2) + e^{\xi^2})e^{-\xi^2}$. These choices guarantee the existence of an embedded eigenvalue at 0 [Ta19, Example 1]. Note that once the eigenvalues emerge from the continuous spectrum, they are independent of the choice of $\theta$.

Since the deformation $G$ does not involve $x_2$, we may decompose

$$L^2(\mathbb{T}^2) = \bigoplus_{n=-\infty}^{\infty} e^{inx_2}L^2(x_1)$$

and use that $D_{x_2} e^{inx_2}L^2_{x_1} = n I$.

In order to discretize the operator $P_\theta|_{e^{inx_2}L^2_{x_1}}$, we replace $\mathbb{T}_{x_1}$ by $\frac{2\pi}{N}(\mathbb{Z}/N\mathbb{Z})$ and denote by $X_1, Y_1 \in \left[\frac{2\pi}{N}(\mathbb{Z}/N\mathbb{Z})\right]^N$ vectors with $j$th entry $X_1(j) = \frac{2\pi j}{N}$. We will represent the Fourier dual to $\frac{2\pi}{N}(\mathbb{Z}/N\mathbb{Z})$ as $-\frac{N}{2} + \mathbb{Z}/N\mathbb{Z}$ and index vectors on the Fourier side with $K \in \{-\frac{N}{2}, -\frac{N}{2} + 1, \ldots, \frac{N}{2} - 1\}$. We then compute a matrix which approximates the action of $P_\theta$ on the Fourier series side.

Letting $\gamma_\theta(x) := x + i\theta G_0(x)$, and $\mathcal{F}_N$ the matrix for the Discrete Fourier transform,

$$(\mathcal{F}_N)_{K,j} := -\frac{e^{-2\pi i j K/N}}{\sqrt{N}}, \quad -\frac{N}{2} \leq K \leq \frac{N}{2} - 1, \quad 0 \leq j \leq N - 1$$

we obtain for a vector $u \in \mathbb{C}^N$,

$$\mathcal{F}_N \frac{u}{\gamma_\theta} = \Gamma \mathcal{F}_N u, \quad \Gamma := \mathcal{F}_N \text{Diag} \left( \frac{1}{\gamma_\theta(X_1)} \right) \mathcal{F}_N^*.$$
Figure 3. We display the eigenvalues of $P_\theta$ on $e^{inx_2} L^2_{x_1}$ with $\theta = 0.8$ as well as those for $P + i\nu \Delta$ for five values of $\nu$ approaching zero and $-20 \leq n \leq 20$. $P$ is chosen as in (B.4) with $V_a = 0$ and $V_m = ((1 - \xi^2) + e\xi^2)e^{-\xi^2}$. These choices guarantee the existence of an embedded eigenvalue at 0 [Ta19, Example 1].

so that

$$[\mathcal{F}_N(D_{x_1})_\theta u] \approx [\Gamma K \mathcal{F}_N u]$$

where

$$K = \text{Diag}(K).$$

At this point we discretize $((D)^{-\frac{1}{2}})_\theta$ using the functional calculus of [SjZw91, Section 4]. In particular, writing

$$\langle D \rangle_\theta = (1 + n^2) I + (\Gamma K)^2,$$

we have

$$\mathcal{F}_N[(\langle D \rangle^{-\frac{1}{2}})_\theta u] \approx (\sqrt{\langle D \rangle}_\theta)^{-1} \mathcal{F}_N u$$

where the square root is taken in the sense of matrices and all eigenvalues are taken with non-negative real part.

**Remark:** Note that the functional calculus definition of $((D)^{-1/2})_\theta$ agrees with the definition (B.3) with $p = (1 + n^2 + \xi^2)^{-\frac{1}{2}}$. To see this observe that at $\theta = 0$, the two operators agree and hence their analytic extensions to $\Gamma_\theta$ agree.

The operators $[V_{a/m}(D)]_\theta$ are computed by using (B.3) to write

$$(V_{a/m}(D))_\theta u(x) = \sum_k \frac{1}{2\pi} \int e^{i(\gamma_\theta(x) - \gamma_\theta(y))} V_{a/m}(k) u(y) dy.$$
This sum converges since $V_{a/m}$ satisfies (B.5). We then evaluate $x$ and $y$ on $\frac{2\pi}{N}(\mathbb{Z}/N\mathbb{Z})$ in the above kernel to obtain the matrix approximation on the Fourier transform side. More precisely, putting

\[
(\hat{V}_\bullet)_{ij} := \sum_k \frac{1}{2\pi} \int e^{i(\gamma_{\theta}(X_1(i)) - \gamma_{\theta}(Y_1(j)))k} V_{\bullet}(k), \quad \bullet = a, m,
\]

we have

\[
F_N V_{\bullet} (D) u \approx V_{\theta} F_N u, \quad V_{\bullet} = F_N \hat{V}_{\bullet} F_N^*.
\]

Note that this approximation is valid since we take $|V(\xi)| \leq C e^{-C|\xi|}$ and therefore the sum in $k$ converges rapidly. Finally, writing

\[
S_{\theta} = F_N \text{Diag}(\sin(\gamma_{\theta}(X_1))) F_N^*,
\]

Our total operator is then approximated by

\[
P_{\theta}|e^{i\alpha z} e^{L^2_1} \approx F_N P_{\theta} F_N, \quad P_{\theta} := n(\sqrt{\langle D \rangle_{\theta}})^{-1} + S_{\theta}(I - V_{m}) + (I - V_{m})S_{\theta} + V_{a}.
\]

Since $F_N$ is unitary, we compute the eigenvalues of $P_{\theta}$ to approximate the eigenvalues of $P_{\theta}|e^{i\alpha z} e^{L^2_1}$.

When approximating $P + i\nu \Delta$, these computations are much simpler and we use the standard Fourier series approximations

\[
P + i\nu \Delta \approx F_N P_{\nu} F_N, \quad P_{\nu} := n\langle D \rangle^{-1/2} + S(I - V_{m}) + (I - V_{m})S + V_{a} - i\nu K^2,
\]

where

\[
\langle D \rangle^{-1/2} := \text{Diag}(\langle K \rangle^{-1/2}), \quad V_{\bullet} := \text{Diag}(V_{\bullet}(K)), \quad S = F_N \text{Diag}(\sin(X_1)) F_N^*.
\]

The results of several numerical experiments are displayed in Figures 1, 2, and 3.
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