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Abstract

This paper proposes a novel metaheuristic Child Drawing Development Optimization (CDDO) algorithm inspired by the child's learning behaviour and cognitive development using the golden ratio to optimize the beauty behind their art. The golden ratio was first introduced by the famous mathematician Fibonacci. The ratio of two consecutive numbers in the Fibonacci sequence is similar, and it is called the golden ratio, which is prevalent in nature, art, architecture, and design. CDDO uses golden ratio and mimics cognitive learning and child's drawing development stages starting from the scribbling stage to the advanced pattern-based stage. Hand pressure width, length and golden ratio of the child's drawing are tuned to attain better results. This helps children with evolving, improving their intelligence and collectively achieving shared goals. CDDO shows superior performance in finding the global optimum solution for the optimization problems tested by 19 benchmark functions. Its results are evaluated against more than one state of art algorithms such as PSO, DE, WOA, GSA, and FEP. The performance of the CDDO is assessed, and the test result shows that CDDO is relatively competitive through scoring 2.8 ranks. This displays that the CDDO is outstandingly robust in exploring a new solution. Also, it reveals the competency of the algorithm to evade local minima as it covers promising regions extensively within the design space and exploits the best solution.
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1. Introduction

Metaheuristic algorithms have been being used to solve today's real-world optimization problems, which can not be solved by traditional mathematical techniques [1]. They are defined as higher-level strategies guiding the heuristic procedures that are more problem-specific to increase their performance [2]. They are gaining more popularity by solving real-world optimization problems that cannot be solved within a time limit and using a specific or deterministic method [3], [4]. Metaheuristic optimization techniques are used to solve complex problems in industry and services areas like engineering, management, and medical health [5]. Nature-inspired metaheuristics are one of the most popular classes of such techniques [6], [1]. Some of the algorithms such as the Firefly algorithm and Particle swarm optimization have been implemented broadly and frequently in several applications due to their high efficiency [7]. While some other algorithms are well established to solve specific, critical and challenging problems, such as protein structure prediction and the travelling salesman problem.

There are several comparative advantages of the metaheuristics such as being stochastic, as they start with random solutions. At the same time, the derivation of the search space is not required, which makes it capable of solving problems with unknown derivatives. Another advantage is that metaheuristics guide the search process to avoid falling into local optima due to the strategies that are more based on randomness [8], [9]. Although there is massive work in this area of research, it remains to be one of the hottest topics in Artificial Intelligence as it is being logically proved by the theorem of “no free lunch” that there no widespread set of rules, which could tackle all optimization problems. It also demonstrates that there is still a need for work in this area since most algorithms may have good results on some problems while performing poorly in solving other problems [10]. Improvement in both computation complexity and faster convergence rate are among the areas of work in this field of research to obtain better results to solve optimization problems.

Despite the outstanding results achieved by applying nature-inspired algorithms to find the optimal solutions, there are still some considerable gaps between the theory and practicality of these algorithms. One of the main gaps are the shortcomings in the mathematical analysis in the following aspects: solutions accuracy balance and computational efforts, as well as parameter tuning and control [11]. Considering the gaps and shortcomings of the existing algorithms motivates researchers to develop new ones that are novel with practical techniques to overcome the current challenges in solving is recommended [12]. New algorithms that have a stable convergence rate, a solid framework to control and tune their parameters, and have a good performance with a reasonable time limit are required [5], [13].

The CDDO algorithm is motivated by the child's learning behaviour and cognitive development in the early childhood years. The use golden ratio is a ratio commonly found in nature, and when used in art, it increases organic and natural-looking compositions that are visually pleasing to the eye. CDDO uses golden ratio and mimics cognitive learning and child's drawing stages using the parameters such as hand pressure width, length and golden ratio of the child's drawing. Through trial and error, the children’s drawings evolve from scribble to an art piece.

The contribution of this study is the novelty of the notion behind the suggested algorithm that implements the method of child’s cognitive development and child's drawing development stages backed up by its solid mathematical base using
the golden ratio. Both techniques have never been used before in any metaheuristic researches, neither in computer science nor in nature-inspired algorithms. On the other hand, this algorithm contributes to an upcoming area of socio-inspired metaheuristics, which is a new approach that seeks inspiration from human behaviour [14].

The clear and straightforward layout of this research overcomes the significant challenges in the research area regarding the theoretical background. Unlike other metaheuristic algorithms, this study has a precise mathematical and theoretical base, such as the usage of the golden ratio method.

The sections of this paper outlined as follows; Section 2 includes the literature review, which provides evaluation and assessment of previous works done in optimization algorithms, particularly metaheuristic algorithms. Section 3 describes the basic theoretical background of a child's artistic development in early childhood. Later the relation between a child's artworks and their cognitive development is examined. The new algorithm in section 4 will be enlightened in detail with the mathematical model and used equations. Then, the logical flow of the algorithm was demonstrated. Section 5 contains the testing process along with the benchmark functions explanation. Next, it displays the results of the tested functions comparing with the metaheuristic and state of the art algorithms. Section 6 sums up the central answers to this research and advises its future direction.

2. Literature Review

Metaheuristics are relatively simple as they are inspired mainly by natural concepts. The inspirations are typically related to physical phenomena, animals' behaviours, or evolutionary concepts. The simplicity of these ideas makes it easy for scientists to apply and stimulate the biological concepts to develop, improve or hybridize two or more metaheuristics algorithms. Besides the simplicity, CDDO uses the golden ratio to find new solutions, avoid local optima and converge toward better results which is a new approach used in this field of study. Flexibility is another reason why metaheuristics are popular. It is the applicability of these algorithms to solve different problems without making any significant changes in the structure of the algorithm that makes them flexible. CDDO has a straightforward layout that can be easily applied after providing the input parameters. Another significant characteristic of metaheuristics is the process of solving any problem doesn't depend on the derivation of the input, which makes it highly satisfactory when applied to real problems with impracticable or unknown derivative information. Finally, meta-heuristics have superior abilities to avoid local optima compared to conventional optimization techniques [8].

Swarm Intelligence (SI) is mainly inspired by nature, particularly, biological systems that the agents follow straightforward rules while not having a centralized control structure-directing how each agent should behave in a relatively random process locally and led to intelligent behaviour on a global scale that is not intended by individual agents [15]. Genetic Algorithm (GA) is a crucial part of evolutionary computation. John Holland developed GA in mid the 1960s and became popular in the 1970s. It is a computational technique inspired by a biological process from Darwin's theory of evolution. GA is a metaheuristic approach, which emulates typical selection practice. The size of the population, mutation rate, crossover rate, and several generations are the main four Performance factors of GA [16]. In 1992, Ant Colony Optimization (ACO) was invented by Dorigo as part of his doctoral proposal, which is inspired by ants and the way they are searching for food, which is an elementary rule [17]. The ants go out from their colony and randomly go in different directions, and at any time, if one of them found a food source, then it yields to the colony, and on the way back, it leaves a trail of pheromone, which is a chemical substance. Zong Woo Geem et al. [18] in 2001 established the Harmony Search approach (HS). HS is a metaheuristic too. Unlike other metaheuristic algorithms. HS is not based on swarm intelligence; it is inspired by music. It is stated that musical harmony can serve as a good model for inventing a new technique. ABC was introduced by Karaboga in 2005. It is amongst the standard algorithms, and it is based on bee colony optimization. ABC was established based on the method used by real bees for food searching and communicating information about the food sources among the bees in the area. There is a difference between ABC and real Bee Colony Optimization since only scout and onlooker bees are used in equal size while setting up the initial population[19]. In 2008, Xin-She Yang presented the Firefly algorithm (FA). The inspiration for this approach was taken from the tropical behaviour of fireflies. FA is one of the algorithms that can be easily implemented at the same time it is flexible. There is a vast number of firefly species, and they produce rhythmic flashes; for some of the particular species, the flashes are unique [20]. In 2009, another optimization technique, which is called Cuckoo Search or CS, was established by Xin-she Yang and Suash Deb. It is enthused by some cuckoo species' behaviour called brood parasitism [12].

Bat Algorithm (BA) is another metaheuristic approach established by Xin-She Yang in 2010 [21], [22]. The inspiration was taken from microbats and their behaviour of echolocation. They can engender great echolocations, which are natural means used by bats to detect an object by utilizing the reflected sound from the object. By using this mechanism, bats can distinguish between the prey and the obstacles in the environment.

Some of the recent studies done in this area are the donkey and smuggler optimization algorithm or DSO developed by Shamsaldin, A.S., Rashid, T.A. in 2019. There are two main modes, the Smuggler and Donkeys, that are established to implement the searching and route selection behaviour in DSO. The smuggler mode is responsible for discovering
the potential shortest paths. While in Donkeys mode, more behaviours are utilized, such as; running, facing & suiciding, and Facing & Supporting [23]. Fitness Dependent Optimizer (FDO) is another algorithm inspired by the process of bees' reproductive swarming, where typically, scout bees explore new nests. In principle and technically, FDO has no links with the ABC algorithm regardless of their inspiration source. The search agents of FDO are guided toward optimality using the weights generated by the employed fitness function [24]. Another new meta-heuristic method called Arithmetic Optimization Algorithm (AOA) is also an algorithm recently developed that utilizes the distribution behaviour of the leading arithmetic operators in mathematics, including (Multiplication, Division, Subtraction, and Addition). Almost similar approaches were used in both AOA and CDDO, which is the mathematical concept used in formulating the algorithm [25].

3 Algorithm Theory and Child's Cognitive Development

The brain can learn a pattern of repetitive events that strategy has been used in Artificial Intelligence researches and, more specifically, in machine learning. In a neural network, any unit establishes an output in the form of simple numerical functions of the received input. Any entity is represented by patterns that are distributed among the brain cells. One method of learning is learning by imitation. For example, babies learn languages by imitating what adults are saying. Another learning strategy is learning by analogy, which includes observing similarities between situations or between problems. Later the child applies the primarily learned metaphors to similar situations and experiences. Machine learning uses that mechanism of causal knowledge, which relies on the abilities of machines to make fundamental descriptions for any occurrences based on specific learning samples [26].

On the other hand, it has been demonstrated in studies about child cognitive development that babies can differentiate simple visual forms from birth, such as a cross versus a circle. In addition to that, babies can categorize what they see and form a general representation. Then, they compare them together and distinguish the features that can co-occur together. Another significant finding is that children at very young ages can learn characteristics of different objects, and they compare and interrelate between various features. The exact statistical learning mechanism is used by babies' brains in dynamic displays and learning the torsional changes in the process of analyzing which objects or events follow each other [27]. According to studies in children psychology's research, there are strong relations among drawings of children and their cognitive, social, and emotional expansion. It is also stated that the child's drawing can indicate the level of the children's cognitive development. The following subsections outline the primary inspiration sources of the CDDO algorithm, which are the golden ratio and child's drawing development stages.

3.1 Golden Ratio

In art, there is a big question about assessing any art piece since there are many factors to consider when it comes to labelling any art piece as beautiful or creative. By nature, any talented human being who practised art techniques, in some ways, knows how to create the most appealing drawings, such as Leonardo da Vinci's human body sketch in Figure 1. This may not hold true for beginners, particularly children, but improvement can be noticed through continuous practising. This phenomenon is like some kind of calculation to assess the proportion of drawing [28].

![Figure 1: The Human Body by Leonardo da Vinci](image)

This makes it very easy for children or any talented artist to draw pleasing drawings most of the time without knowing anything about the calculation for finding perfect angles and proportions. Scientists have confirmed a strong relation between eye-pleasing contents with a mathematical ratio called Golden Ratio that is signified as φ, which is an illogical number= 1.6180339887. Due to its unique properties, it has been used in many fields, such as architecture, art, and design, applied in outstanding works of aircraft, sculptures, paintings, and architecture. The golden ratio can be found in the natural world in many forms, such as the body proportion of living beings, insects, and growth patterns of plants [30]. Mathematical series and geometrical patterns are used to represent the Golden Section (GS). In theory, the golden
section is a point where any line segment can be divided into two sections keeping a unique property such that the ratio between the larger and smaller section will be equal to the ratio between the actual line and the larger section. As it is shown in Figure 2, point B is the line of AC is the golden section where the line AC can be divided into two sections, p and q, such that (AB=p and BC=q). According to the golden section theory, the ratio of the newly generated line sections p and q is equal to the ratio between (p + q) and p under the condition of p>q, which the relationship can be presented in the following equation.

\[ \varphi = \frac{p}{q} + \frac{(p+q)}{p} \cong 1.6180339887 \]  

(1)

The relation demonstrated in the golden section equation shows that any section of the line AC is considered as 1; the remaining section can be found using Phi (φ). For instance, if q =1, that implies p= φ. As it is claimed from ancient times, the golden section is the optimum pleasing point at which the line can be sectioned. Later this idea was inherited in most of the ideal and flawless artworks, architectural design, and mathematical analysis.

3.2 Drawing Development Stages

Children's drawing is evolved through certain stages related to chronological age, which includes 6 to 18 years old. The stages of development have been studied in the early 1900s. The results showed that generally, children progress through certain stages of development in their art-making, and that is recognized through the survey [26]. In standard, these stages have some specific characteristics that appear in the respected stage according to the pattern that appears in their artwork. It is easier to control the tools like crayons than paint and a brush. There are a classification of age and characteristics due to the existence of particular traits that are repeatedly appear to occur in the child's drawing, which has been put into stages according to chronological age (particularly from 18 months to 6 years). Multiple internal and external factors directly have an impact on the development of a child's artistic abilities. For that, researchers in this area have suggested several theoretical models after working on them over the years. In this research, a specific model by [31] has been considered, which is representing the behaviours of a child in the process of drawing development. The five stages of the model being outlined in the following subsections that include detailed features in each stage.

3.3.1 First stage: The Scribbling Stage (ages 2-4)

In this stage, young children are figuring out their hand's movement results in the strokes and writings they would perceive on the page. The random movements are either linear or curvature since the child is observing the movements, as the example is shown in Figure 3. Throughout time, the child's tolerance for the sensory input will increase, and later any other activity can be added into their routine.

3.3.2 Second stage: The Pre-schematic Stage (ages 4-7 pattern memory)
Throughout this stage, the child's drawings are more standard and copied versions of other drawings from the surrounding environment. This process comes from the child’s ability to develop their drawing by practice and use the feedback of previous moves to recreate new scribbles. Another characteristic of this stage is searching for new ideas while having a basic schema in mind to draw elementary things. By this time, other individual patterns will begin to appear, and series of these patterns that are called "schema" will evolve in the child's approach and will be used as an immediate representation of events and places [33]. The following are the main points in the second stage, forming the mathematical model.

1. Controlled scribbling: it is when the child is starting to have control of the scribbling in terms of hand pressure shown in Figure 4.
2. Learning shapes (enhancement): Child’s improvement in the shapes in size and perspective compared to the real ratio of the object of interest shown in Figure 5.
3. Patterns come by learning to control the movement and direction to create shapes.

3.3.3 Third stage: The Schematic Stage (ages 7-9)

In this stage, the child will reach a level to draw a schema of the surrounding objects. The concept of schema is when the child gets to repeat the same pattern as it is observed in Figures 6-7. Children can apply the skills learned, observe patterns from real pictures, and try to give meanings to drawings, and practice continues to improve their drawings [33].
3.3.4 Fourth stage: The Dawning Realism Stage (ages 9-11)

At this age, creating groups or ganging up with other children is referred to as social independence from adult interventions since they are trying to learn social structure in their personalized approaches. Children are getting more critical of themselves and their surroundings in addition to paying attention to detail and making an effort to draw realistic and naturalistic. The children will utilize and combine previous skills to come up with new ideas, which show their creativity in creating unique and more visually appealing drawings [33]. The following are the main points figured out in the fourth stage that has a direct connection with the mathematical model.

1) Object and people: appearing in the drawing to be realistic according to many factors, including the relation between the objects, distance, and perspective.
2) Imagination (creativity)

3.3.5 Fifth stage: The Pseudo-Naturalistic (Stage ages 11-13)

Awareness in this stage is higher than ever before though they are not yet an adult. Adding more detail and stepping toward self-centred approaches for drawing is noticed in this stage, such as the example shown in Figure 8.

![Figure 8: A portrait of a classmate by a twelve-year-old][32]

The main considered behaviours in this algorithm are aforementioned in the preceding sections, each playing a role in updating solutions converging toward an optimum solution. The main behaviours can be summarized as following: pattern memory, golden ratio consideration, properties of the drawing (hand pressure, drawing’s length and width), coping from each other [33].

4 Mathematical Model of CDDO Algorithm

Artist’s works seek the most appealing state that is in one way can be determined by the golden ratio appears in the artwork, as the optimization approaches pursue the finest situation, which is a global optimum that can be decided through evaluation function. Each drawing is determined by a set of factors the artist implies while drawing. In this case, the elements that have a role in a child’s drawing throughout a child’s artistic development stages were utilized to form a metaheuristic algorithm. The child’s behaviour and the solid mathematical foundation of the golden ratio introduced in the previous section are used as an inspiration source for developing the mathematical equations for the new Human Behaviour inspired algorithm [34]. In the upcoming sub-sections, the mathematical equations of pattern memory, golden ratio, properties of the drawing (hand pressure, drawing’s length and width), and cooperation between group members
outlined with a detailed explanation of each section accordingly.

4.1 CDDO Stages

A detailed description of each stage is explained as follows:

4.1.1 The first stage (The Scribble)

The first scribbles of a child's trials to discover drawing are predominantly random marks. The child in this stage is observing and discovering movement and hand pressure. Movement can be both linear and curvature randomly since the child is observing linear movements result in the lines and any other movements of hand results in curves. In this stage, the hand pressure is not reasonable; either too high or too low later will be improved by trial in the upcoming stages, taking into account many other factors—initialization $X_{ij}$ for $i=1$ to $N$ solution.

$X$ is the current solution representing a child's drawing that has different decision variables such as hand pressure, golden ratio, length, and width of the drawing when several decision variables are noted as $i$ and the number of parameters reported as $j$.

4.1.2 The second stage (Exploitation)

During this stage, the child learns to create shapes by controlling the movement and direction. At this stage, the drawings are more standard and copied, and the child is comparing his/her drawing to the best pattern he/she learned and defines the best sketched drawing so far, also of recreating new scribbles by imitating the best surrounding artist and comparing their drawing with the best sketched drawing so far by the group.

Hand pressure is one of the factors to classify a child’s performance. While the hand pressure is relevant, the child’s level is high. In the meantime, that indicates a child has enough skills to sketch a drawing with low hand pressure and an accurate golden ratio. At first, a Random Hand Pressure ($RHP$) is generated using equation 2. $RHP$ is a random number between the lower boundary of the problem (LB) and the upper boundary of the solution (UP), which is a factor generated to evaluate the current solution's hand pressure with a current solution's hand pressure ($HP$). $HP$ will be chosen among the parameters of the current solution by using equation (3) when $HP$ is hand pressure, and $j$ are several solution parameters.

$$RHP = rand (LB, UP)$$
$$HP = X(i, rand(j))$$

4.1.3 Third stage (Golden ratio)

The child is now in the stage of applying the skills that have been learned from experiences and uses the feedback to observe the pattern in the actual pictures and try to give meanings to the drawings and practice creating drawings by copying, practicing, and being passionate (with trail). To apply these behaviours, after checking the skills of the child by evaluating hand pressure $HP$. The current hand pressure is compared with $RHP$; if it is smaller than $RHP$, then the solution will be updated using equation (3), taking into account the skill rate ($SR$) and level rate ($LR$) of the child, which are two random numbers between (0-1) initially and later to be between (0.6-1) if the child does have a relevant hand pressure. Setting $SR$ and $LR$ to high (0.6-1) indicates that the child does have an accurate level of knowledge and skill rate, though it can be developed by considering the $GR$ factor. Another factor used to update the solution and improve its performance is the Golden Ratio ($GR$). $GR$ is the ratio between the two chosen factors of the solution, which are the length and width of a child's drawing (see equation (5)). Each one of these two factors is randomly selected among all of the factors of the problem using (equation (6)).

$$X_{i+1} = GR \cdot SR \cdot (X_{i_{best}} - X_i) + LR \cdot (X_{i_{best}} - X_i)$$
$$X_{i_{best}} = \frac{X_{IL} + X_{IW}}{X_{iL}}$$

$L, W = rand (0, j)$

In Eq (4), $X_{i_{best}}$ is the child's best drawing, so far, that is the local best solution, and $X_{i_{best}}$ is the global best solution observed by the children in their environment? Besides, the Golden Ratio (GR) is the ratio between length ($L$) and width ($W$) of the child's drawing.

4.1.4 Fourth stage (Creativity)

Each child has the creativity and skills gained through experience and observing the surrounding environment. Creativity is a factor that makes any art piece to be more visually appealing. In this stage, the child is combining information to update the solutions that have a golden ratio or near to the golden ratio. However, the solution does not have a relevant hand pressure that indicates that a child's skills are not much developed yet and needs improvement using the creativity factor as well as the golden ratio. Moreover, any child memories the best learning practices and try to imitate the same
process to get better results. For that, a Pattern Memory (PM) is created for each solution in the algorithm; the size of the pattern can change according to the problems. However, selecting a random solution among the PM array to be used for updating the solutions that are not performing well is one of the techniques to increase the convergence rate of the algorithm, and in real life, it escalates the learning speed of the children. Both CR and PM are applied in (equation (7)), which is used in updating the current solution and converging toward the optimal solution. The improvement is added by considering the creativity factor, which is a fixed value set by trial and error to be CR=0.1. Later, both SR and LR are set to low (0-0.5) indicates that the child does not have an accurate level of knowledge and skill rate, though it can be developed by considering creativity rate and pattern memory.

\[ X_{i+1} = X_{i_{MP}} + CR \times (X_{ig_{best}}) \]  

(7)

4.1.5 Fifth stage (Pattern memory)

Adding some other details and being more precise, and comparing them to all the best drawings by using previous knowledge and skills. This behaviour is applied in the algorithm by choosing one of the best ten child's best drawings randomly to update the current drawing, which has an accurate golden ratio but the hand pressure is not relevant. The stage mainly focuses on detailed inches of the drawings. The behaviour is applied in the algorithm since it is manifested by the agent's personal best updating mechanism. It is when the solution will be updated if there are better solutions, and this is true for updating the global best solution of the population. This behaviour will also be true while updating the pattern memory with the current best global solution reached so far in each iteration.

4.2 Algorithm flow and pseudo code of CDDO

The steps of the new proposed algorithm and its procedure are as follows shown in Figure 9 and the visualization of the flow chart shown in Figure 10:

1. Initialize a child's drawing population.
2. Evaluate drawings, set personal and group’s best drawings.
3. Calculate the golden ratio of each drawing.
4. Create initial pattern memory from the best drawings and choose one of them to be utilized for updating the current drawing.
5. Update the drawings either by using the golden ratio or pattern memory according to the child’s hand pressure and the golden ratio.
6. Update the level rate and skill rate of the child.
7. Evaluate the cost values, update Personal, global best, and pattern memory.
**Begin**

*Initialize child's drawing population $X_i$ ($i = 1, 2, ..., j$)*

*Compute each drawing's fitness, set personal best and global best*

*Calculate the golden ratio of each drawing eq. (5)*

*Create pattern memory array*

*Randomly choose an index of pattern memory*

*While ($t <$ maximum number of iterations)*

*Calculate RHP using eq. (2)*

*Randomly choose hand pressure $P1$ eq. (3) Length $P2$, Width $P3$ eq. (6)*

  *For each drawing*

    *if (hand pressure was low)*

      *Update the drawings using eq. (4)*

      *Set LR and SR to HIGH (0.6-1)*

    *Endif*

  *Elseif (XiGR is near to golden ratio)*

  *Consider the learnt patterns, LR and SR using eq. (7)*

  *Set LR and SR to LOW (0-0.5)*

  *Endif*

  *Evaluate the cost values*

  *Update Personal, global best*

  *Update pattern memory*

  *Store the Best Cost Value*

*End for*

*Increment t*

*End while*

**End**

*Return Global best*

---

**Figure 9: CDDO algorithm Pseudo-code**
5 Testing, Results, and Discussion

In optimization, a standard approach is applied by researchers to confirm a new algorithm's performance as well as to be able to compare their results with the state of the art and classical algorithms. This is a widely used approach aiming at evaluating the optimizers on a large test set, particularly in optimization researches. Nevertheless, it is also important to note that testing the algorithm by these benchmark functions and comparing the results must not be the only factor for evaluating their performance as some of them are very specialized and with no diverse properties. The kind of problems must be targeted, in which the algorithm has a better performance compared to others. In that way, the algorithm's performance can be evaluated more appropriately. For making it possible, test areas must be large enough so that a wide range of problems can be included, such as unimodal, multimodal, and multi-dimensional problems. In this research, the effectiveness of the proposed algorithm has been tested by solving 19 classical benchmark functions utilized in the optimization literature, further explained in the below section that defines a collection of 19 unconstrained optimization test problems used to validate the performance of optimization algorithms.

5.1 Benchmark Functions

The benchmark functions are mathematical optimization problems used to evaluate the effectiveness of the optimization algorithm in finding the best solution. The important strategies used by these benchmark functions, which are shifting, rotating, expanding, and combined variants of these benchmark functions that are the most complicated mathematical optimization problems presented in the literature. From F1 to F7 (see Table 1), are Unimodal functions properly for the exploitation of the variants since these functions have only one global optimum and no local optima. Multimodal functions from F8 to F13 (See Table 2) are utilized for examining local optima avoidance. Multimodal functions test exploration capacity that shows the capability of the algorithm to start from local optima and carry on the search in a wide range of parts of the search space. In other words, they evaluate the exploration of the variants for a large number of local optima. The third part of these benchmark functions is fixed dimension functions which are from F14 to F19 (see Table 3).

Table 1: Unimodal benchmark functions.

| Range [-100,100], Fmin =0 | Range [-10,10], Fmin =0 | Range [-100,100], Fmin =0 | Range [-100,100], Fmin =0 |
|---------------------------|-------------------------|---------------------------|---------------------------|
| $f_1(x) = \sum_{i=1}^{n} x_i^2$ | $f_2(x) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$ | $f_3(x) = \sum_{i=1}^{n} \left(\sum_{j=1}^{r} x_j\right)^2$ | $f_4(x) = \max_i(|x_i|, 1 \leq |i| \leq n)$ |
| Range [-30,30], Fmin =0 | Range [-100,100], Fmin =0 | Range [-1.28,1.28], Fmin =0 |
| $f_5(x) = \sum_{i=1}^{n-1} \left[100(x_{i+1} - x_i)^2 + (x_i - 1)^2\right]$ | $f_6(x) = \sum_{i=1}^{n} \left(\lfloor x_i + 0.5 \rfloor\right)^2$ | $f_7(x) = \sum_{i=1}^{n} |x_i^4 + \text{random}[0,1]|$ |
Table 2: Multimodal benchmark functions.

| Range         | Fmin       | Function                                                                 |
|---------------|------------|--------------------------------------------------------------------------|
| [-500,500], Fmin = -418.9829x5f6(x) = $\sum_{i=1}^{n} -x_i \sin(\sqrt{|x_i|})$ | Range [-5.12,5.12], Fmin = 0 $f_6(x) = \sum_{i=1}^{n} [x_i^2 - 10 \cos(2\pi x_i) + 10]$ | Range [-32,3] Fmin = 0 $f_{16}(x) = -20 \exp\left(-0.2 \sqrt{\sum_{i=1}^{n} x_i^2}\right) - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i + 20 + e)\right)$ |
| Range [-50,50], Fmin = 0 $f_{12}(x) = \frac{\pi}{n} \left(10 \sin(\pi y_1) + \sum_{i=1}^{n-1} (y_i - 1)^2 (1 + 10 \sin^2(\pi y_{i+1}))) + (y_n - 1)^2 + \sum_{i=1}^{n} u(x_i, 10, 100, 4) \right)$ | Range [-50,50], Fmin = 0 $f_{13}(x) = 0.1 \left(\sin^2(3\pi x_1) + \sum_{i=1}^{n} (x_i - 1)^2 (1 + \sin^2(3\pi x_i + 1)) + x_n - 1)^2 (1 + \sin^2(2\pi x_n))\right) + \sum_{i=1}^{n} u(x_i, 5, 100, 4)$ | Range [-50,50], Fmin = 0 $f_{14}(x) = u(x_i, 5, 100, 4)$ |

$u(x, a, k, m) = \begin{cases} k(x - a)^m & x_i > a \\ 0 & -a < x_i < a \\ k(-x - a)^m & x_i < -a \end{cases}$
Table 3: Fixed-dimension multimodal benchmark functions.

| Function | Range | Fmin | Dim |
|----------|-------|------|-----|
| $f_{14}(x)$ | [-65.65] | 1 | 2 |
| $f_{15}(x)$ | [-5.5] | 0.00030 | 4 |
| $f_{16}(x)$ | [-5.5] | -1.0316 | 2 |
| $f_{17}(x)$ | [-5.5] | 0.3982 | 2 |
| $f_{18}(x)$ | [-2.2] | 3 | 2 |
| $f_{19}(x)$ | [1,3] | -3.86 | 3 |

\[
f_{14}(x) = \left( \frac{1}{500} + \sum_{j=1}^{25} \frac{1}{j+2} \sum_{i=1}^{j}(x_i-a_{ij})^2 \right)^{-1}
\]

\[
f_{15}(x) = \sum_{i=1}^{11} \left[ a_i - \frac{x_1(b_i^2+b_ix_2)}{b_i^2+b_ix_3+x_4} \right]^2
\]

\[
f_{16}(x) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 - x_1x_2 - 4x_2^2 + 4x_4^2
\]

\[
f_{17}(x) = \left( x_2 - \frac{5.1}{4\pi^2} x_1^2 + \frac{5}{\pi} x_1 - 6 \right)^2 + 10 \left( 1 - \frac{1}{8 \pi} \cos(2\pi x_1) + 10 \right)
\]

\[
f_{18}(x) = \left[ 1 + (x_1 + x_2 + 1)^2(19 - 14x_1 + 3x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2) \right]
\times [30 + (2x_1 - 3x_2)^2]
\times (18 - 32x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2)]
\]

\[
f_{19}(x) = -\sum_{i=1}^{s} c_i \exp \left( -\sum_{j=1}^{n} a_{ij} (x_j - p_{ij})^2 \right)
\]
5.2 Numerical Experiments

The CDDO was coded and evaluated against Whale Optimization Algorithm (WOA), Particle Swarm Optimization (PSO), Gravitational Search Algorithm (GSA), Differential Evolution (DE), and Fast Evolutionary Programming (FEP) algorithms in MATLAB R2016a and implemented on Intel(R), Pentium-Intel Core, i5 Processor(2.90ghz), 430 M, 500GB HDD, 4GB Ram.

5.3 Parameter Setting

In algorithms, CDDO, WOA, PSO, GSA, DE, and FEP’s parameters were set as follows:
1. Number of search agents (candidate) = 30;
2. Maximum number of iterations (generations) = 500;
3. \( Cr=0.1 \).

5.4 Results and Evaluations

In this section, the results obtained by the CDDO are shown, and it is compared with the results of the following algorithms WOA, DE, PSO, GSA, and FEP, published [35], [36]. The benchmark functions were implemented in MATLAB, and parameters of the CDDO algorithm were set randomly according to the range of each function. The average fitness (AVG) and the corresponding standard deviation ( StdDev ) result obtained of each benchmark function, along with the StdDev and AVG of the CDDO algorithm, are summarised in Tables 4 and 5. The comparison between CDDO and other algorithms are summarised in Table 6 below.

In the below subsections CDDO result is demonstrated, studied, and compared with other algorithms based on its ability in exploitation, exploration, and local minima avoidance.

1) Exploitation:

Along with the proposed algorithm, other considered algorithms were compared and run 30 times on each benchmark function to test and evaluate not only the exploration capacity of the algorithm in finding new solutions but also exploiting toward the best solution while avoiding local minima. Unimodal benchmark functions shown in Table-1 starting from F1 to F7 are used to measure the ability of the CDDO to lead the search agents towards the best solution. The numerical results for F1-F7 demonstrate that CDDO outperforms other algorithms for most of the test cases of Unimodal benchmark functions. Table 4 shows the average and standard deviation of results for CDDO compared to WOA, PSO, GSA, DE, FEP algorithms. It could be declared CDDO algorithm has remarkable performance as it was the most efficient among all the considered algorithms, which are WOA, PSO, GSA, DE, FEP for the benchmark functions in Unimodal, including F1, F2, F3, F7. At the same time, CDDO has very competitive results in F4, F5, and F6, as shown in Tables 4 and 5. This makes CDDO have a high convergence speed towards optimum and exploit it accurately on Unimodal functions.

2) Exploration:

In contrast to Unimodal functions, multimodal functions contain many local optima, which increase according to the number of design variables. According to the aforementioned statement, using multimodal functions show the capacity of the algorithm in exploring the search space and finding new solutions. CDDO has used more than one method to find new search areas that are relevant by using both Creativity and Pattern Memory. They both contribute effectively in the process of randomizing the search space and generating solutions that have a new direction of the search space. Mainly this is achieved by introducing random parameters to the process. Presented results of F8-F13 in Table 4 shows that CDDOA has a competitive result compared to other algorithms considered in this research, specifically F8-F10, which performs better than most of the considered algorithms in this research, namely DE, PSO, GSA algorithms. As shown in (Table 6), CDDO has different ranges of levels in multimodal functions; however, it still has a noticeable result compared to other algorithms.

3) Local minima avoidance:

Local minima avoidance is among the challenging tasks since only by an appropriate balance between exploration and exploitation, local optima avoidance can be assured to some extent. To test the capability of the algorithm in avoiding local minima, multimodal Fixed-dimension multimodal benchmark functions are used due to having a massive number of local minimal. The numerical results of the benchmark functions starting from F14 to F19 can demonstrate CDDO is at least better than one of the considered algorithms or more regarding local minima avoidance except for F16- F18, in which the result of the CDDO algorithm has lower performance than the other algorithms. However, It can be seen that CDDO is competitive enough with other state-of-the-art meta-heuristic algorithms as it does have stand-out results, particularly in F14, F17, and F18 (Tables 4, 5). This shows the capability of the algorithm to avoid local minima as they cover promising regions extensively within the design space and exploit the best solution. The approach used to ensure avoiding local minima is the fact that all of the search agents change and abrupt in the early stages of the optimization process and then converge gradually toward the best solution. This approach will later guarantee that the search agents that work cooperatively eventually convergences to a point in a search space.

Table 4: CDDO algorithm result comparison using standard deviation

| Func | CDDO | WOA | PSO | GSA | DE | FEP |
|------|------|-----|-----|-----|----|-----|
Table 5: CDDO algorithm result comparison using average

| Func | CDDO | WOA | PSO | GSA | DE | FEP |
|------|------|-----|-----|-----|----|-----|
|      | Avg  | Avg | Avg | Avg | Avg | Avg |
| F1   | 1.3E-57 | 1.4E-30 | 1.4E-04 | 2.5E-01 | - | - |
| F2   | 1.9E-30 | 1.1E-21 | 4.2E-02 | 5.6E-02 | - | - |
| F3   | 2.8E-39 | 5.4E-07 | 7.0E+01 | 9.0E+02 | - | - |
| F4   | 1.5E+00 | 3.1E+00 | 1.0E-04 | 2.5E-01 | - | - |
| F5   | 2.0E+01 | 9.9E+01 | 3.1E+04 | 1.3E+00 | - | - |
| F6   | 1.9E-03 | 5.7E-04 | 5.8E-04 | 3.7E-03 | - | - |
| F7   | 1.9E-03 | 5.7E-04 | 5.8E-04 | 3.7E-03 | - | - |

Table 6: A comparison study of CDDO Algorithm

| Functions | 1st  | 2nd  | 3rd  | 4th  | 5th  | 6th  | Rank | Subtotal |
|-----------|------|------|------|------|------|------|------|----------|
| F1        | CDDO | WOA  | PSO  | GSA  | FEP  | DE   | 1    |          |
| F2        | CDDO | WOA  | DE   | PSO  | GSA  | FEP  | 1    |          |
6 Conclusion

To develop an algorithm, a significant review was carried out for the background information of the works done previously in the context. As an inspiration source of this algorithm, children's behaviour was used in drawing development stages and the development of their cognitive skills. Another concept of this algorithm is the Golden ratio. It is utilized in this research as a mathematical factor due to its unique properties used in many fields such as architecture, art, and design.

To test and validate the results gained after applying the proposed algorithm, some mechanisms were used based on the previously used methods by other researchers. The performance of the CDDO algorithm was evaluated, and the test result indicated CDDO is quite competitive by gaining 2.8 ranks among 19 benchmark functions. Throughout the testing process, the effectiveness of the proposed algorithm was evaluated by solving all of the 19-benchmark functions, and different levels of the ranking were noticed in different types of problems, for example, in Unimodal functions, which are F1-F7, CDDO ranked 1.9 among the other algorithms. In Multimodal benchmark functions that include F8-F13 CDDO ranked 3.2, this shows CDDO is noticeably strong in exploring a new solution. This shows the capability of the algorithm to avoid local minima as they cover promising regions extensively within the design space and exploit the best solution.
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