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Abstract: I explore the processes of equilibration exhibited by the Adapted Caldeira–Leggett (ACL) model, a small unitary “toy model” developed for numerical studies of quantum decoherence between an SHO and an environment. I demonstrate how dephasing allows equilibration to occur in a wide variety of situations. While the finite model size and other “unphysical” aspects prevent the notions of temperature and thermalization from being generally applicable, certain primitive aspects of thermalization can be realized for particular parameter values. I link the observed behaviors to intrinsic properties of the global energy eigenstates, and argue that the phenomena I observe contain elements which might be key ingredients that lead to ergodic behavior in larger more realistic systems. The motivations for this work range from curiosity about phenomena observed in earlier calculations with the ACL model to much larger questions related to the nature of equilibrium, thermalization, and the emergence of physical laws.
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1. Introduction

In [1], my collaborators and I introduced a toy model which adapted the Caldeira–Leggett model for numerical analysis. This “Adapted Caldeira–Leggett” (ACL) model was designed to optimize decoherence and einselection between a simple harmonic oscillator (SHO) and an environment. The SHO and environment are treated together as a closed, unitarily evolving quantum system. The ACL model naturally equilibrates when evolved for a sufficient length of time. We used equilibrium states thus obtained in [2] to study the extent to which equilibrium states can exhibit einselection [3] despite the absence of an arrow of time. That work was motivated especially by cosmological considerations.

In this paper, I dig deeper into the equilibrium behavior exhibited by the ACL model. I show that a range of equilibration behaviors is possible, some of which show attributes that might be seen as a primitive form of “thermalization,” and others that definitely do not. I show how the different behaviors are controlled by parameters in the ACL Hamiltonian and relate these behaviors to properties of the global energy eigenstates.

One motivation for this work is to make sure the equilibrium states of the ACL model form a suitable foundation for the studies in [2] (they do). However, by design, the ACL model eschews a number of physically realistic features (such as locality in the environment) to allow decoherence to function efficiently with limited computational resources. One might ask, what is the point of studying equilibration in a system with significant unphysical features? While in [1], and also in [4], we do make some connection to results from Nuclear Magnetic Resonance experiments, for the purposes of this paper, I regard the physically unrealistic aspects of the ACL model as a strength.

I have long been fascinated by the question of the emergence of physical laws through the identification of (possibly multiple) semiclassical domains in large quantum systems (as
discussed, for example, in [5,6]). One feature that seems to be important is the capability of large numbers of degrees of freedom to behave in very simple ways that have a semiclassical description. In physically realistic situations, this is often achieved by the processes of equilibration and thermalization. I am interested in turning the question around and learning in general terms what sorts of physical systems can achieve these behaviors. I am curious if the need to have equilibration and thermalization can help choose—in some selection process associated with their emergence—key features of the laws of physics as we know them. This paper takes a very small step in that direction by exploring the various behaviors of the ACL model.

I introduce the ACL model in Section 2 and in Section 3 demonstrate how the process of dephasing lies at the root of the wide range of equilibration processes that the model exhibits. I point out that, quite generically, the dephasing processes provide all that is needed to produce suitable equilibrium states for the work in [2]. In Section 4, I show that the processes depicted in Section 3 are missing a key feature associated with thermalization. Sections 5 scan a range of results produced by varying a parameter in the Hamiltonian. I show how an appropriate choice of this parameter allows the ACL model to include the thermalizing features, and argue that additional approximately conserved quantities are present in cases in which such features are absent. The discussion up to Section 5 has been shaped by tracking the energies of the SHO and the environment, specifically the first moments of the energy distributions for each of these subsystems. Section 6 expands the discussion to scrutinize the full energy distributions for these subsystems, starting with their initial forms and tracking them as they settle into equilibrium. I explore how these also depend on the parameters of the system and study the presence or absence of the thermalizing behavior in this context. Section 7 examines the properties of the global energy eigenstates, first establishing their general properties and then relating those to various behaviors reported earlier in the paper. The question of the tuning of parameters and the initial states is examined briefly in Section 8, and Section 9 presents some further discussion and conclusions. This is an invited paper for a special volume honoring the 70th birthday of Wojciech Zurek, and I offer some appropriate reflections in Section 10.

2. ACL Model

In [1], my collaborators and I introduced a toy model which adapted the Caldeira–Leggett model for numerical analysis. This “Adapted Caldeira–Leggett” (ACL) model has a “world” Hamiltonian $H_w$ of the form

$$H_w = H_s \otimes 1^e + 1^s \otimes H_e$$  

where the “system” Hamiltonian $H_s$ represents a truncated simple harmonic oscillator (SHO).

The interaction term is given by $H^I = q_s \otimes H^I_e$, where $q_s$ is the SHO position operator and $H^I_e$ has the form

$$H^I_e = E_I R^I_e + E^0_e.$$  

The matrix $R^I_e$ is a random matrix constructed by drawing each of the real and imaginary parts of each independent matrix element of this $N_e \times N_e$ Hermitian matrix from a distribution that is uniform over the interval $[-0.5,0.5]$. Throughout this paper, I will use $N_e = 600$ (the size of the environment Hilbert space) and $N_s = 30$ for the truncated SHO (as used in [1,2]).

The environment self-Hamiltonian is given by

$$H_e = E_e R^e + E^0_e$$  

where $R^e$ is constructed in the same manner as $R^I_e$, but as a separate realization. In Equations (2) and (3), $E_I$ and $E_e$ are c-numbers which parameterize the overall energy scales. Both $R^I_e$ and $R^e$ are fixed initially and are not changed during the time evolution.
The full Hamiltonian of the ACL model is time independent. All the results in this paper
use $E_0^I = E_0^S = 0$, but nonzero values for these offset parameters have been useful in other
contexts such as [2].

In [1], we demonstrated how the ACL model is able to numerically reproduce decoherence
phenomena typically studied with the original Caldeira–Leggett model, and argued
that the specific form of $H_w$ enables the numerical studies to reproduce these phenomena
in an efficient manner. In [2], we used ACL model calculations to address the relationship
between the arrow of time and the emergence of classicality (a topic we motivated with
cosmological considerations), and, in [4], we explored new phenomena at the early stages
of decoherence.

We made a point in [1] of demonstrating the capability of the ACL model to equilibrate,
and these equilibrated states played a key role in [2]. The focus of this paper is to more fully
understand the equilibration processes in the ACL model, and place them in the context of
modern ideas from quantum statistical mechanics.

3. Basic Equilibration and Dephasing

The basic equilibration process of the ACL model is demonstrated in Figure 1. In this
example, energy flows from the SHO to the environment for a period of time, and then the
energies in both systems stabilize, up to small fluctuations.

For these curves, I used $E_e = 1$ and $E_i = 0.02$. Throughout this paper, I use units
where $\hbar \omega_{\text{SHO}} = 1$. The initial state is a product of a coherent state for the SHO and an
eigenstate of $H_e$, each with energies as shown in the plot.

As inferred in Appendix A of [2], the basic mechanism for this equilibration is “dephasing.” When expanding the global state as

$$\ket{\psi_w} = \sum_i w_i(t) \ket{E_i}$$  (4)
where $|E_i\rangle$ are the eigenstates of $H_w$, special relationships are required among the $\alpha_i^w(t = 0)$ to realize the initial product form of $|\psi_w\rangle$. The dimension of the global space ($N_w = N_s \times N_e = 18,000$) is sufficiently large, and the eigenvalues of $H_w$ are sufficiently incommensurate that these special relationships come undone over time. The equilibrium state corresponds to the state where the phases of the $\alpha_i^w(t = 0)$ are fully randomized. This is demonstrated explicitly in Figure 2 where additional curves are included from an initial state where the phases of $\alpha_i^w$ were randomized “by hand” at $t = 0$.

Figure 2. Dephasing: In addition to the curves shown in Figure 1, I have added dotted curves from the calculations with randomized $\alpha_i^w$ phases discussed in the text. The convergence of the dotted and solid curves at later times reflects the dephasing nature of the equilibration process.

This dephasing process is well-known in the quantum statistical mechanics literature (as reviewed, for example, in [7]). Some nice historical reflections can be found in [8]). Papers such as [9,10] also demonstrate its general relevance to decoherence. In Appendix B I elaborate a bit on how I used the term dephasing here, and its connection to other topics such as decoherence.

Figure 3 shows the effect of choosing different random number seeds on curves from Figure 2.

In this figure, the curves from Figure 2 are reproduced along with four additional curves. The additional curves were generated the same way, except with different seeds for the random number generator used for randomizing phases and for the random entries in $H_e$ and $H_i$. The similarity of these sets of curves reflects the fact that artifacts of individual random number seeds show up only in the small scale fluctuations.

I note that the equilibration process driven by dephasing presented here is more than sufficient as a basis for the equilibrium states studied in [2]. For that work, the crucial piece is that detailed balance should be respected, so that fluctuations and their time reverse are equally likely to appear. Next, I turn to more nuanced aspects of equilibration in this model which I find interesting, although not specifically in the context of [2].
Figure 3. Random artifacts: The curves from Figure 2 are shown with additional curves (in brighter shades) giving the same calculations using different random number seeds. The small panels zoom in on the $\langle H \rangle$’s during equilibrium, and show the same state in each panel, with and without the randomized phases. The matched pairs converge tightly (supporting the dephasing picture), while subtle changes to the Hamiltonian from changing the random number seed generate a slightly larger scatter from one set to another. The small panels have black horizontal lines that are the same for both sets as a reference to aid in tracking the vertical scatter between the sets.

4. Equilibration without “Thermalization”

Figure 4 plots the entanglement entropy and subsystem energies from Figure 1 along with equivalent curves produced with different initial conditions.

In each case, the total energy was set at $\langle H_w \rangle = 25$, but the initial energy was distributed differently between the environment and the SHO. As with Figure 1, all SHO initial states were coherent states with initial energies as shown in the plot, and the environment initial states were eigenstates of $H_e$. More details about how the initial conditions are constructed appear in Appendix A.

One expects isolated physical systems with the same global energy to thermalize to the same distribution of energies among subsystems, regardless of initial conditions. To the extent that that has not happened in the examples shown in Figure 4, it appears that this equilibration process does not exhibit that aspect of thermalization. There appear to be interesting parallels between the behaviors of the ACL model and the behaviors associated with localization phenomena in condensed matter systems [11]. I will touch on this a couple of times in this paper but warn the reader that I use the term “thermalize” with a grain of salt since no example given here has all the features one associates with full thermalization.
Figure 4. Varying the initial conditions: In addition to the curves from Figure 1, I have added results from different initial conditions (all with the same total energy $\langle H_w \rangle$). The new curves have a different shade of the same color and each set ($S$, $\langle H_s \rangle$ and $\langle H_e \rangle$) is matched by line type. Note that, while the total energy is the same, at the end of the equilibration process, the energy distribution between the environment and the SHO is different in each case. Here, $E_I = 0.02$.

5. Varying the Coupling Strength $E_I$

It is instructive to consider the special case of $E_I = 0$. In that case, no energy will flow between the environment and the SHO, and the energies $\langle H_e \rangle$ and $\langle H_s \rangle$ are separately conserved. When $E_I = 0$, formally, any initial state is already “equilibrated” in terms of the values $\langle H_e \rangle$ and $\langle H_s \rangle$, insofar as after an extended period of evolution these will be unchanged. In this section, we examine the different behaviors that emerge as $E_I$ is varied. We will see that the $E_I = 0$ case offers a useful reference point for this exploration and helps us interpret the lack of “thermalization” discussed with Figure 4.

Figure 5 uses $E_I = 0.007$, a factor of 0.35 down from the case shown in Figure 4. The sets of initial conditions and the other parameters in $H_w$ are identical for the two figures. Here, the energy in each subsystem changes very little, and the equilibrium energy values achieved from different initial conditions are further apart than in Figure 4. This is as expected since one is closer to the $E_I = 0$ case. One might have the intuition that any nonzero value of $E_I$ should allow equilibration, with smaller $E_I$’s leading to longer equilibration times. I believe that intuition is only valid for much larger systems, and, in any case, it is certainly not valid for the results reported here.

Figure 6 corresponds to $E_I = 0.1$, considerably larger than values used for Figures 4 and 5. The energy for each subsystem converges to the same value after equilibration, realizing the sense of “thermalization” considered in Section 4. I will further explore the ways this equilibration process is different from what is seen for other values of $E_I$ in later sections of this article. In addition, note that the interaction energy $\langle H_I \rangle$ (black curves) shows larger fluctuations than for the previous plots, but that these curves still settle down to the same value, which is considerably smaller than the equilibrium energies in either subsystem. This allows one to still consider this a “weakly coupled” case.

Figure 7 shows a strongly coupled case, with $E_I$ 10 times larger than the value used for Figure 6. With such a large coupling, each subsystem has much less of an individual identity in terms of its evolution and the interpretation of $\langle H_s \rangle$ and $\langle H_e \rangle$. However, the dephasing process still leads to stable values for $\langle H_s \rangle$, $\langle H_e \rangle$ and $S$ at later times, with only small fluctuations.
Figure 5. $E_I = 0.007$: These curves correspond to the curves in Figure 4, but evolved with a lower value of $E_I$, closer to the limit of complete decoupling. These curves exhibit less energy flow, and greater differences among the equilibrium values for each subsystem, despite the fixed value of the global energy. This is what one expects as one approaches the $E_I = 0$ limit.

Figure 6. $E_I = 0.1$: Similar to Figures 4 and 5, but evolved with a larger value of $E_I$ (5 times larger than for Figure 4). All the initial conditions converge to the same energy value for each subsystem, realizing the primitive notion of “thermalization” discussed in Section 4.
Figure 7. $E_I = 1$: This case is strongly coupled. Under such conditions, each subsystem has less of an individual identity, but the dephasing process still creates some notion of equilibration.

6. Energy Distributions

Throughout this paper, I take the global system to be in a pure quantum state $|\psi_w\rangle$. In general, each subsystem will be described by a density matrix according to

$$\rho_s \equiv \text{Tr}_e(|\psi_{w,w}\rangle\langle\psi|)$$

and

$$\rho_e \equiv \text{Tr}_s(|\psi_{w,w}\rangle\langle\psi|).$$

When written on the basis of eigenstates of $H_s$ and $H_e$, respectively, the diagonal elements of $\rho_s$ and $\rho_e$ give the probabilities assigned to different values of the subsystem energies. I define

$$P_s(E) \equiv \text{diag}(\rho_s^E)$$

and

$$P_e(E) \equiv \text{diag}(\rho_e^E)$$

where the superscript $E$ indicates that the energy eigenbasis is used. Note that, for the ACL model, the argument $E$ on the left side of these expressions is drawn from the discrete set of energy eigenvalues.

These figures show the case for which the energies (namely, the first moments of these distributions) are shown in Figure 1. One can see that, as we have already seen in the case of the first moments, the whole distribution stabilizes at late times, up to small fluctuations.

Figures 10 and 11 show the late time distributions for the full range of initial conditions and choices of $E_I$ considered above. It is certainly not surprising that the cases where the subsystem energies equilibrated to different values show significantly different late time forms for the overall distributions. It is interesting though that, in the case ($E_I = 0.1$) where the subsystem energies equilibrated to the same values for different initial states, the entire distribution appears to equilibrate to the same form, encompassing many more moments than just the first.

Figure 8 shows the time evolution of $P_s(E)$ and Figure 9 shows the corresponding $P_e(E)$ evolution.
Figure 8. Time evolution of SHO energy distribution $P_s(E)$ for the case shown in Figure 1. The histogram in the lower panel is the density of energy eigenstates for the SHO (which is uniform). I have connected the discrete set of points given by $P_s(E)$ here for ease of viewing.

Figure 9. Time evolution of environment energy distribution $P_e(E)$ for the case shown in Figure 1. The histogram in the lower panel shows the density of energy eigenstates for the environment (which reflects the Wigner semicircle form expected for a random Hamiltonian). The $N_e = 600$ different eigenvalues have been binned as shown in the histogram and I plot $P_e(E)$, which is the total probability in the corresponding bin. This discrete set of points is connected for visualization purposes.
Figure 10. Late time energy distributions for the SHO. Each panel shows a set corresponding to the five different initial conditions, evolved using the value of $E_I$ as marked. For $E_I = 0.1$, the SHO energies (first moments of $P_{S}(E)$) converged at late times for the different initial conditions (see Figure 6). These results indicate that many more than just the first moment converges for this value of $E_I$. The $E_I = 0.1$ panel includes the phase randomized version of each curve as well.

In Section 4, I discussed a primitive notion of “thermalization” based on the expectation that a thermalized system should share energies in the same proportions among different subsystems, regardless of the initial state, as long as each initial state had the same total energy. Among the cases considered in Section 5, we saw that only the $E_I = 0.1$ case met that criterion. Figures 10 and 11 show that, for $E_I = 0.1$, the system meets a stronger criterion, namely that many moments of the final energy distributions are independent of the initial state. This is certainly what one gets in the case of true thermalization of realistic physical systems, although it is worth emphasizing that none of the distributions shown are truly thermal in the sense of having the Gibbs form, as a function of an actual temperature. Still, having a parameter to dial which can turn on or off the rudimentary features of thermalization discussed here suggests that further explorations might reveal some insights into the notion of thermalization in general. I undertake such explorations in what follows.

It is tempting to make contact with the notion of “generalized canonical state” as discussed, for example, in [12]. However, in the places I have seen the generalized Gibbs distribution discussed it has taken a more idealized form. For example, a thermodynamic limit is taken or an idealized notion of “passivity” [13,14] is utilized. Those idealizations would preclude the sort of small fluctuations that appear in the my results.
Figure 11. Late time energy distributions for the environment. Each panel shows a set corresponding to the five different initial conditions, evolved using the value of $E_I$ as marked. For $E_I = 0.1$, the environment energies (first moments of $P_e(E)$) converged at late times for the different initial conditions (see Figure 6). These results indicate that many more than just the first moment converges for this value of $E_I$. The $E_I = 0.1$ panel includes the phase randomized version of each curve as well.

Before concluding this section, I want to comment about the strongly coupled $E_I = 1$ case. I have included it in this paper for completeness, but it should be emphasized that, due to the strong coupling, there is little meaning to the $s$ and $e$ subsystems. The quantities plotted in that case ($\langle H_s \rangle, \langle H_e \rangle, P_s(E)$ and $P_e(E)$), are mathematically well-defined, but they do not have natural physical interpretations. It seems unlikely that the $E_I = 1$ case admits a physically useful interpretation of the full space as a tensor product of any subspaces—certainly not the specific $e$ and $s$ ones considered here. One point one can make about this case is that it demonstrates that a rudimentary process of equilibration, driven by dephasing, is possible without any reference to energy flow, or any sense in which one subsystem is acting as a “bath” to another. Comments along these lines appear in [12].

7. The $H_w$ Eigenstates

7.1. Energy Distributions in the Subspaces

Here, I explore the relationship between the phenomena discussed above and the form of the eigenstates of the global Hamiltonian $H_w$. I will focus here on the $E_I = 0.007$ and $E_I = 0.1$ cases. The $E_I = 0.02$ case exhibits behavior intermediate between those two, and, as discussed above, the $E_I = 1$ is not amenable to deeper analysis due to the strong coupling.

Recall that, for the $E_I = 0$ case, the eigenstates of $H_w$ are products of eigenstates of $H_s$ and $H_e$. Once the interaction is turned on, in general, $H_w$ eigenstates will appear as density matrices in the $s$ and $e$ subspaces. I will utilize the techniques from Section 6 to focus on the energy distributions $P_s(E)$ and $P_e(E)$, given by the diagonal elements of the density matrices according to Equations (7) and (8). While these give incomplete information (only certain matrix elements will be shown, and $P_e(E)$ will appear binned as above), that
information is sufficient to get a sense of what is going on. I have studied the properties
of these states with more complete information than presented here and have confirmed
that the information I do present gives a reasonable characterization for the points I want
to make.

Figures 12 and 13 show information about a broad range of $H_w$ eigenstates in terms of
$P_s(E)$ and $P_e(E)$, respectively, for the $E_I = 0.007$ case.

![Graph](image)

**Figure 12.** A selection of eigenstates of $H_w$ (running from minimum to maximum eigenvalues)
represented in terms of distributions in SHO energy. Here, $E_I = 0.007$. Note that, while these are not
perfect delta functions, they are reasonably sharply peaked, as one would expect for a situation close
to the $E_I = 0$ limit.

For this case, one can see that, while the eigenstates of $H_w$ may not be perfect product
states of $H_s$ and $H_e$ eigenstates, the energy distributions are still quite localized, as one
would expect for very weak coupling.

Figure 14 shows energy distributions in both $s$ and $e$ subspaces for three adjacent
energy eigenstates of $H_w$.

While the three pairs of curves represent eigenvalues of $H_w$ which differ by at most
0.04%, the energy distribution between $s$ and $e$ is very different for each of the three cases.
This is simply a reflection of the fact that there are many ways of distributing a fixed total
energy among the two subsystems, and the peaked nature of the energy distributions for
this very weakly coupled case allows that fact to play out in a simple and vivid way in the
eigenstates of $H_w$. 

Figure 13. The same eigenstates shown in Figure 12 are shown here in terms of the (binned) distributions in environment energy. These too are reasonably sharply peaked, as expected.

Figure 14. Energy distributions shown in both s (blue) and e (red) for three adjacent eigenstates of $H_w$ with $E_I = 0.007$. Although the associated values of $E_w$ are essentially identical the energy is distributed in very different ways between the two subsystems.

Figures 15 and 16 show information about a broad range of $H_w$ eigenstates in terms of $P_s(E)$ and $P_e(E)$, respectively, this time for the $E_I = 0.1$ case.
Figure 15. A selection of eigenstates of $H_w$ (running from minimum to maximum eigenvalues) represented in terms of distributions in SHO energy. Here, $E_I = 0.1$. While this case is weakly coupled by some measures, the interaction is strong enough to mix many of the energy eigenstates of the SHO, creating much broader distributions than seen in Figure 12 for the $E_I = 0.007$ case, at least away from the extreme ends of the spectrum.

Figure 16. The same eigenstates shown in Figure 15 are shown here in terms of the distributions in environment energy. These distributions are also much more broad than those shown in Figure 13 for the $E_I = 0.07$ case.

While in many respects the $E_I = 0.1$ case might be thought of as “weakly coupled”—for example, note the small relative values of the interaction energy shown in black in
Figure 6—the interaction term is strong enough to mix many eigenstates of $H_s$ and of $H_e$, leading to much broader distributions, except at the extremes of the spectrum. Note that the relevant measure for understanding the breadth of these distributions is the size of the interaction term relative to the spacing of the energy eigenvalues of the respective subsystems.

Figure 17 shows energy distributions in both $s$ and $e$ subspaces for three adjacent energy eigenstates of $H_w$, here with $E_I = 0.1$.

Figure 17. Energy distributions shown in both $s$ (blue) and $e$ (red) for three adjacent eigenstates of $H_w$ with $E_I = 0.007$. For these broad distributions, the differences between neighboring eigenstates are more subtly compared with the more weakly coupled case shown in Figure 14.

In contrast with what was seen for the more weakly coupled case in Figure 14, the changes in the subsystem energy distributions as one steps between adjacent eigenstates of $H_w$ are more subtle, although the differences can be discerned upon inspection.

7.2. Energy Distributions in the Global Space $w$

Having established significant differences between eigenstates of $H_w$ as they appear in the subsystems, depending on the strength of the coupling $E_I$, I will now consider how the initial conditions are represented in these different sets of eigenstates. Figure 18 shows the distributions $P_w(E)$, defined in the same manner as $P_s$ and $P_e$ (Equations (7) and (8)) but in the global “world” space $w$ using $\rho_w = |\psi\rangle_{ww}\langle\psi|$. The $P_w$’s are time independent, and the different curves correspond to the set of five different initial conditions used to create each of Figures 4–7. (Note that I have only been using the same set of five initial conditions throughout this paper. I have been evolving and analyzing each one using $H_w$’s with different values of $E_I$.)
Figure 18. The (binned) global energy distributions $P_{w}^{b}(E)$ corresponding to the five initial states used throughout this paper. One can see that these curves have very different behaviors depending on the coupling strength $E_I$. For example, the $E_I = 0.007$ curves frequently approach zero, and the $E_I = 0.1$ curves do not. The bottom panel shows a histogram representing the density of energy eigenstates $N(E_w)$. Technically, $N(E_w)$ will be different for the two values of $E_I$, but both the values shown here are small enough not to change the form of $N(E_w)$ significantly.

Figure 19 shows zoomed-in portions of the top two panels of Figure 18.

Figure 19. A zoomed-in look at the first two panels of Figure 18. One can see that not only do the $E_I = 0.007$ curves approach zero frequently, in contrast to the $E_I = 0.1$ curves, but the curves for each state exhibit very different patterns of large and small values.
The large oscillations of the $E_I = 0.007$ curves are especially clear in Figure 19, and one can see that the individual curves have very different locations of their peaks and minima.

7.3. Interpretation

I have presented information about the eigenstates of $H_w$ using both the subsystem and global perspectives. These perspectives can be brought together in the following way. Consider the state $|E_i\rangle |E_j\rangle$, a product of eigenstates of $H_I$ and $H_e$ (with particular values of $i$ and $j$), and consider expanding that state in eigenstates of $H_w$. For the $E_I = 0.007$ case, if a particular eigenstate $|E_k\rangle_w$ of $H_w$ has a strong overlap with $|E_i\rangle |E_j\rangle$, then the $(k + 1)$th state is likely to have a much weaker overlap. This is expected given the way the energy distributions shift among the subsystems as the index is incremented, as illustrated in Figure 14. (A similar situation is considered for many body systems in [15].) Expanding in eigenstates of $H_w$ with $E_I = 0.1$ will work very differently. As illustrated in Figure 17, neighboring eigenstates will have energy distributions in the subsystems which are not radically different as the index is incremented. This suggests that the overlaps will vary much more smoothly with the index of $E_k$.

Similarly, the breadth of the distributions of $|E_w\rangle$'s in the $s$ and $e$ energy distributions for $E_I = 0.1$ suggests initial states with energy shared differently between $s$ and $e$ can still pick up similar overlaps with the $|E_w\rangle$'s, accounting for the overall shape similarity among the different curves in the 2nd panel of Figure 18. Furthermore, since $P_w(E_I)$, plus the phases, gives complete information about the global state $|\psi\rangle_w$, it is not surprising that, under equilibrium conditions (when the phases may be taken as random), states with similar $P_w(E_I)$'s also give similar $P_i(E_I)$'s and $P_e(E_I)$'s. (The $|E_w\rangle$ energy distributions in the $s$ and $e$ are not perfectly broad, so, not surprisingly, I have found examples of other initial states with particularly extreme energy distributions among $s$ and $e$ which have somewhat different shapes for $P_w(E_I)$, and even the 2nd panel of Figure 18 shows noticeable variations.)

The initial states studied here are products of coherent states in $s$ with energy eigenstates in $e$. That makes the simple illustration above less rigorous, but the coherent states are somewhat localized in energy, so the main thrust of the illustration should carry through. In addition, the energy distributions in $s$ and $e$ only contain some of the information relevant for calculating the overlap $\langle s(E_I) | s(E_I) \rangle \cdot | E_k \rangle_w$, but again that information seems enough to capture some sense of what makes the $P_w(E_I)$ curves so different for the two values of $E_I$. Similar arguments can be used to relate my results to the Eigenstate Thermalization Hypothesis, which I do in Appendix C.

Finally, if one considers some process of extending this analysis to larger systems, one could imagine cases where the $P_w(E_I)$ distributions become more narrow (perhaps eislected into sharp energies through weakly coupled environments as in the “quantum limit” discussed in [16]). The smooth qualities of $P_w(E_I)$ we see for $E_I = 0.1$ could correspond in such a limit to a relatively flat distribution within the allowed range. This could connect with ergodic ideas which count each state equally within allowed energies, making contact with conventional statistical mechanics.

On the other hand, looking at the $E_I = 0.007$ case suggests another limit where $P_w(E_I)$ could remain more jagged, preventing simple statistical arguments from taking hold. By envisioning limits in this way, it does seem like the primitive “thermalized” behaviors of the $E_I = 0.1$ case discussed in Sections 5 and 6 are in some sense precursors to a full notion of thermalization for larger systems. Likewise, the alternative limit suggested by the $E_I = 0.007$ case has parallels with Anderson and many body localization in large systems. The localized systems exhibit a lack of thermalization for the same sorts of reasons as the toy model considered here, namely the lack of full access to states that should be allowed based purely on energetic reasons. In addition, just as the localized case appears to reflect additional (approximately) conserved quantities [17], I have associated the special features of the $E_I = 0.007$ case with the (partially broken) symmetry conserving $\{H_w\}$ and $\{H_e\}$ separately in the $E_I = 0$ limit.
7.4. The Effective Dimension as a Diagnostic

One way to characterize the different qualities of the sets of curves in Figures 18 and 19 is using the “effective dimension”

\[ d_{\text{eff}}^w \equiv \frac{1}{\sum(P_w(E_i))^2}. \]  

(9)

This quantity takes its minimum value of unity if \( P(E_i) \) is a delta function, and reaches its maximum possible value, \( N_w \), if all \( P(E) \)'s are identical. Table 1 compiles information about the \( d_{\text{eff}}^w \) values for the curves shown in Figure 18, as well as for the \( P_w(E) \)'s for \( E_I = 1 \) and \( E_I = 0.02 \) (which I have not displayed in graphical form and for which \( d_{\text{eff}} \) takes on intermediate values).

Table 1. The effective dimension (\( d_{\text{eff}}^w \), from Equation (9)), evaluated for and averaged over the five sets of initial states used in this paper. The effective dimension is larger when the function \( P(E) \) is broad and smooth. Comparing the curves in the top two panels of Figure 18 (as well as Figure 19) suggests it is not surprising that \( d_{\text{eff}} \) for \( E_I = 0.1 \) is more than 60 times greater than the \( E_I = 0.007 \) case. (The quantity \( \Delta \) gives the variance of \( d_{\text{eff}} \) across the five solutions.)

| \( E_I \) | \( \langle d_{\text{eff}}^w \rangle / N_w \) | \( \Delta \) | \% of \( d_{\text{eff}}^w \) (\( E_I = 0.1 \)) |
|---|---|---|---|
| 1 | 0.087 | 30% | 27% |
| 0.1 | 0.24 | 8% | 100% |
| 0.02 | 0.06 | 33% | 25% |
| 0.007 | 0.004 | 70% | 1.6% |

The extremely different natures of the \( E_I = 0.1 \) and \( E_I = 0.007 \) curves are nicely captured by the large difference between their \( d_{\text{eff}} \) values. In addition, \( \Delta \), the variance of \( d_{\text{eff}} \) across the five different states gives one measure of “scatter” among the different \( P_w(E) \) curves for fixed \( E_I \). This scatter is smallest for the \( E_I = 0.1 \) case, which is consistent with the observations made about energy distributions in Section 6 (although those were focused on energy distributions in the subsystems).

8. Tuning of States and Parameters

In the analysis presented here, the “thermalized”-like behavior seems to emerge as a special case for a particular value (presumably actually a small region of values) for \( E_I \). In much larger systems exhibiting localization discussed in the literature, it is typically the non-thermalized behavior that seems special, usually associated with specific parameter choices that lead to integrability. I simply note here that it is not surprising that such matters of tuning depend on measures implicit in the model being considered. I regard the ACL model as too simplistic to draw broad conclusions about tuning of parameters, except as an illustration of how measures can turn out differently. If the “emergent laws” perspective mentioned in the introduction is ever realized, that will come with its own perspective (and probably challenges) regarding measures.

I also note that tuning of the initial state is involved in the notion of equilibration. A special choice of initial state with a low entropy is required in order to see a system dynamically approach equilibrium. The fact that the actual Universe did indeed have such a special low entropy initial state is a source of great interest and curiosity to me, and although it is not often stated that way, it is related to the notorious “tuning problems” in cosmology (see [18] for pioneering work and Section 5 of [2] for a recent summary). That is certainly not (directly) the topic of this paper, although I can not help but note with interest the very different perspective I sometimes see in the statistical mechanics literature (for example, [12] which implies that the Universe should be taken to be in a typical state).
9. Discussion and Conclusions

This research originated with my curiosity about various behaviors of the ACL model that I encountered in earlier work [1,2]. On one hand, the equilibration process seemed so robust I wondered if there was a straightforward ergodicity picture to back it up. On the other hand, examination of the energy distributions that appeared in equilibrium made it clear that no conventional notion of temperature applied. Furthermore, standard arguments would interpret the part of the environment density of states \( N(E) \) that decreases with \( E \) (see Figure 9) as a “negative temperature”. Would that introduce strange artifacts in our results?

In this work, I have examined the equilibration processes in the ACL model systematically. I have seen how the dephasing process is the solid foundation on which the equilibration takes place. Dephasing is able to drive equilibration under conditions where the notions of temperature and ergodicity do not apply. I have argued that this very basic form of equilibration is sufficient to support the use of the ACL model in studies of the equilibrium phenomena explored in [2].

Even though the notion of temperature does not apply, I have considered some primitive aspects of “thermalization.” Specifically, I have considered the expectation that different initial states with the same global energy thermalize to the same subsystem energy distributions. The ACL model is only able to realize this expectation in equilibrium for certain values of the coupling strength. When this aspect of thermalization is realized, the energy distributions in the global space are smooth. In the other cases, the global energy distribution can be quite jagged. I have related these different behaviors to the intrinsic properties of the global energy eigenstates, and argued that the smooth behavior could be viewed as something of a precursor to ergodicity, which might take a more concrete form in the limit of larger system sizes. In addition, I have noted some rough parallels with discussions of the presence or absence of thermalization in large condensed matter systems.

Regarding negative temperature, even in the absence of a solid notion of temperature, the evolution of the energy distribution depicted in Figure 9 toward regions of lower energy but higher density of states might be seen as a more primitive version of the phenomena that can be associated with a negative temperature in other systems.

I have found it interesting to learn the degree to which the very simple ACL model is able to reflect certain familiar elements of equilibration, while still missing out on others due to its small size and other “unphysical” aspects. Understanding systems such as this one that are on the edge of familiar behaviors could prove useful in exploring selection effects in frameworks where the laws of physics themselves are emergent, one of the motivations for this research I discussed in the Introduction. Such work might ultimately help us understand the origin of the specific behaviors of the world around us that we call “physical”.

10. Reflections

It is a great pleasure to contribute to this volume honoring Wojciech Zurek’s 70th birthday. I first met Wojciech at an Aspen Center for Physics workshop the summer after I completed my PhD in 1983. I have had the good fortune of having numerous connections with Wojciech since then, including as his postdoc later in the 1980s. Wojciech has been an inspiration to me in many ways. For one, his unbounded and energetic curiosity has led to some of the most joyful and adventurous conversations of my entire career. It is definitely in the spirit of this adventurous style that I have pursued the topics of this paper. I am also grateful to Wojciech for helping me develop a taste for natural hot springs. It is fitting that certain advances on this project were made while partaking of some of my local favorites (experiencing temperature, but fortunately not equilibrium).
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Appendix A. Initial Conditions

As discussed in [1], coherent states can be constructed for the truncated SHO using the standard formula

$$|\alpha\rangle = \exp(\alpha \hat{a}^\dagger - \alpha^* \hat{a}) |0\rangle.$$  (A1)

The five initial states used throughout this paper are constructed by selecting the $i$th eigenstate of $H_w$, with $i$ drawn from \{300, 400, 450, 500, 550\} (ordered with increasing eigenvalue). Recall that $N_w = 600$.

I then adjust $\alpha$ so that the initial state $|\alpha\rangle_s |i⟩_e$ has $\langle H_w⟩ = 25$. Note that $\langle H_w⟩$ includes the interaction term, so the value of $\alpha$ technically depends on $E_I$. Except for the strongly coupled $E_I = 1$ case, this dependence is very weak. The exact values of the different initial subsystem energies in each case can be read from Figures 4–7.

Appendix B. Dephasing, Decoherence and Dissipation

This work focuses on dissipative processes which cause energy to flow and then stabilize at equilibrium values. My focus on energy flow is natural for studying the topic of thermalization. In [1], we explored how decoherence and dissipation happen on different time scales in the ACL model, a difference which is much more pronounced for larger systems. In addition, I note here that the term dephasing can mean different things, for example, relating the phases of two different beams as discussed in [19], where the notion of depolarization is also explored and contrasted. I use dephasing to refer to the randomization of the $\alpha_i^w$ phases over time. The dephasing I observe is not absolute, since recurrences are to be expected eventually. However, the recurrence time lies far beyond the time ranges explored here (and in fact far outside the dynamic range of my computations, which are documented in [1]). This arrangement of the various relative time scales is well suited for the topics of this paper.

Appendix C. Eigenstate Thermalization Hypothesis

The Eigenstate Thermalization Hypothesis (ETH) [20–22] proposes that important statistical properties of thermalized systems can be expressed by single eigenstates of the global Hamiltonian. Even though the ETH is intended to apply to much larger systems, out of curiosity I have explored how the ACL behaviors might relate to the ETH. Focusing on the $P_s(E)$’s and $P_r(E)$’s, one can see from Figures 14 and 17 that the subsystem energy distributions look more similar for individual eigenstates of $H_w$ for $E_I = 0.1$ than for $E_I = 0.007$. This similarity suggests that for the “thermalized” $E_I = 0.1$ case individual eigenstates are starting to line up behind a common statement about the subsystem energy distributions, which would be a signature of the ETH. But the fact that significant differences remain among the $E_I = 0.1$ curves suggests this signature is not expressed strongly.

Figure A1 presents a more systematic analysis of the $H_w$ eigenstates relevant to the sets of initial conditions used here. (The selection of the eigenstates is illustrated in Figure A2.)
Figure A1. Exploring ETH: The energy distributions for the $E_I = 0.1$ case from Figures 10 (system) and 11 (environment) are shown (blue and red curves, respectively). In addition, the energy distributions for individual eigenstates of $H_w$ are plotted. As depicted (and color coded) in Figure A2, the particular $H_w$ eigenstates are chosen to be representative of the global energy distributions that correspond to the original curves from Figures 10 and 11. No single eigenstate fully characterizes the equilibrium distributions (although they are not completely off the mark), and there is significant scatter among the distributions drawn from the individual eigenstates. These results suggest only a very loose realization of the ETH.

The $P_s(E)$ and $P_e(E)$ curves for those eigenstates approach the energy distributions for our set of initial states reasonably well, but they still retain considerably greater scatter than seen for the non-$H_w$ eigenstate states. Thus, the averaging over the entire distribution in $P_{w}(E)$ space appears to have a significant role in realizing the sharpness of the convergence of the $P_s(E)$ and $P_e(E)$ curves. Although one could try to argue that there are elements of the ETH being expressed here, any such expression is only an approximate one.
**Figure A2.** Selected eigenstates: The eigenvalues of the $H_w$ eigenstates chosen for Figure A1 are shown here (vertical lines), against the backdrop of the global energy distributions from the $E_I = 0.1$ panel in Figure 18, which correspond to the original energy distributions depicted for the subsystems in Figure A1. There are three green and three purple lines, which are unresolved in the figure because they show adjacent eigenvalues (which only differ at the 0.01% level). The curves in Figure A1 are matched by color with the eigenvalues shown here.
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