Abstract. We give a moduli interpretation to the quotient of (nondegenerate) binary cubic forms with respect to the natural $GL_2$-action on the variables. In particular, we show that these $GL_2$ orbits are in bijection with pairs of $j$-invariant 0 elliptic curves together with 3-torsion Brauer classes that are invariant under complex multiplication. The binary cubic generic Clifford algebra plays a key role in the construction of this correspondence.

Introduction

The subject of homogeneous forms has fascinated mathematicians for centuries as it relates various branches such as algebraic geometry and number theory. Our particular interest is in binary forms which have been studied in great detail. For example, the invariants and covariants of binary forms of degree 3 and 4 were classically described by Schur et al. [29]. Eisenstein also investigated binary cubic forms (over $\mathbb{Z}$) by constructing a finite map to the space of quadratic forms. He counted the number of elements in a fiber as a step towards counting the number of representations of a positive integer as a given cubic form [10]. Binary forms of higher degree were studied, for example, by Franklin and Sylvester [33].

Binary cubic forms over $\mathbb{Z}$ have been of great interest in number theory in relation to counting cubic extensions of $\mathbb{Q}$. The idea is as follows: A cubic field extension of $\mathbb{Q}$ is generated by attaching a root of a polynomial $f(x) \in \mathbb{Q}[x]$. However, different polynomials may generate the same field. For example, the leading coefficient plays no role in generating the cubic field and the polynomial obtained from a generating polynomial via a linear transformation of the variable also generates the same field. In this vein, a result of Davenport [8, 9] gives an asymptotic expression for the number of cubic fields as the discriminant approaches infinity.

In recent times, binary cubic forms over $\mathbb{Z}$ were studied by various authors: Bhargava-Gross [2], Gan-Gross-Savin [11], and Wood [38]. The main goal of these works is to use the moduli space of binary cubic forms to count the number of cubic field extensions of $\mathbb{Q}$. These works begin with the parameter space of all nondegenerate binary cubic forms, and then consider the quotient by $GL_2$. The action of $GL_2$ is twisted by the determinant to account for the fact that different polynomials may generate the same cubic field.

In this article, we investigate the natural question: Can we describe the moduli space obtained as the quotient of the space $U$ of (nondegenerate) binary cubic forms under the natural untwisted action of $GL_2$? This raises other related questions: Does the family of genus 1 curves over $U$ descend to this quotient? What about the associated family of Jacobians of these curves? We study these questions over any base field of characteristic different from 2 and 3 containing a primitive third root of unity $\omega$.

It turns out that there is a unifying theme that ties up these aspects. There is a noncommutative algebra, called the generic Clifford algebra that acts as the universal algebra where the forms are linearized. The generic Clifford algebra $A_{n,d}$ of degree $d$ in $n$ variables was introduced by
Chan, Young, and Zhang in [5]. It is the quotient of the tensor algebra $TV$ given by

$$A_{n,d} = \frac{TV}{\langle [u^d, v] : u, v \in V \rangle},$$

where $V$ is a $k$-vector space of dimension $n$ and $[u^d, v]$ denotes the commutator. The algebraic (ring-theoretic) properties of this algebra have been studied in some cases. For example, when $d = 2$, this algebra is a connected, graded, Artin-Schelter regular, Auslander regular, Cohen Macaulay noetherian domain $A_{2,3}$. The algebra has been studied in the context of the classification of Artin-Schelter regular algebras. Wang and Wu showed that it is an Artin-Schelter regular, strongly noetherian, Auslander regular, Cohen Macaulay noetherian domain [5].

Our interest is in the binary cubic case ($n = 2, d = 3$). The algebra $A = A_{2,3}$ is called the binary cubic generic Clifford algebra. It is easy to see that the algebra $A$ can be described by generators and relations as

$$A = k \langle x, y : x^3y = yx^3, xy^3 = y^3x, x^2y^2 + (xy)^2 = y^2x^2 + (yx)^2 \rangle.$$

This algebra has been studied in the context of the classification of Artin-Schelter regular algebras. Wang and Wu showed that it is an Artin-Schelter regular, strongly noetherian, Auslander regular, Cohen Macaulay algebra of global dimension 5 [36]. Its representation theoretic properties were explored by Wang and Wang in [35]. We explore other algebraic properties of $A$ in Section 1. In particular, we show that the center of $A$ is isomorphic to the affine coordinate ring of a relative projective curve over $\mathbb{A}^4$ that is elliptic over a Zariski open dense subset $U$. This subset $U$ corresponds to the set of nondegenerate binary cubic forms over $k$.

One of our main results is the following combination of Theorem 2.1 and Theorem 2.13 that relates the algebra $A$ to the moduli problem discussed above:

**Theorem 0.1.** The binary cubic generic Clifford algebra $A$ defines a Brauer class over a relative elliptic curve over $U$. The associated Brauer class is not trivial for any base field $k$.

We will now describe how the binary cubic generic Clifford algebra relates to the $GL_2$ action on binary cubic forms described above. The natural $GL_2$-action on the two dimensional vector space $V$ extends to the algebra $A$. In particular, it induces an action on the center $Z(A)$. This action is compatible with the $GL_2$-action on the affine space $\mathbb{A}^4$ and it preserves the open subset $U$ of nondegenerate binary cubic forms (see Section 3). Combining the binary cubic generic Clifford algebra with this $GL_2$-action on nondegenerate binary cubic forms, we prove that the associated Brauer class descends to the quotient stack Proposition 3.14.

For our investigation of the moduli space of binary cubic forms, we use yet another algebra called the generalized Clifford algebra associated to a form $f$ [6, 27, 28]. Let $f$ be a binary homogeneous form of degree 3 over a field $k$. The generalized Clifford algebra $A_f$ associated to $f$ is the quotient of the tensor algebra

$$A_f = \frac{TV}{\langle v^3 - f(v) : v \in V \rangle}.$$

This is a natural generalization of the classical Clifford algebra associated to a quadratic form. If $f$ is given as $f(u, v) = au^3 + 3bu^2v + 3cuv^2 + dv^3$, we can write the algebra $A_f$ using generators and relations as

$$A_f = k \langle x, y : x^3 = a, x^2y + xyx + yx^2 = 3b, xy^2 + yxy + y^2x = 3c, y^3 = d \rangle.$$

This algebra is an Azumaya algebra over its center, the complement of zero in the Jacobian of $w^3 - f(u, v)$ [15, 19]. Furthermore, the associated Brauer class extends to the Jacobian and is trivial if and only if the curve $w^3 - f(u, v)$ admits a $k$-rational point [16]. These works also give
an explicit equation for the Jacobian as \( s^2 = \gamma^3 + \frac{1}{4} \Delta \), where \( \Delta \) is the discriminant of the form \( f \).

We continue with the discussion of the results of this article. We show that the action of \( \text{GL}_2 \) on the set of nondegenerate binary cubic forms extends to an action on the center \( Z(A) \) of \( A \) (see Section 3). In Theorem 3.1, we give an answer to the moduli problem of nondegenerate binary cubic forms with respect to (untwisted) \( \text{GL}_2 \)-equivalence.

**Theorem 0.2.** Let \( k \) be a field that contains a primitive third root of unity. There is a one-to-one correspondence between

\[
\begin{cases}
(\text{untwisted) } \text{GL}_2-\text{orbits} \\
\text{of binary cubic forms over } k
\end{cases}
\rightarrow
\begin{cases}
 k\text{-isomorphism classes of pairs } (E, \alpha) \\
\text{of elliptic curves } E \text{ with } j\text{-invariant } 0 \text{ and } \\
 3\text{-torsion Brauer classes } \alpha \in \text{Br}(E)/\text{Br}_0(E) \text{ in }
\text{variant under complex multiplication of } E
\end{cases}
\]

where \( \text{Br}_0(E) \) denotes the constant Brauer classes that are in the image of the natural map \( \text{Br}(k) \rightarrow \text{Br}(E) \).

This correspondence can be described as follows: For a binary cubic form \( f \), let \( (E_f, \alpha_f) \) be the pair given by the Jacobian \( E_f \) of the curve \( w^3 - f(u, v) \), and the Brauer class \( \alpha_f \in \text{Br}(E_f) \) of the Clifford algebra associated to \( f \). For the reverse direction, let \( (E, \alpha) \) be a pair as above. Consider the short exact sequence

\[
0 \rightarrow \text{Br}(k) \rightarrow \text{Br}(E) \rightarrow H^1(k, E) \rightarrow 0
\]

induced by the Hochschild-Serre spectral sequence. We compute the image of the Brauer class \( \alpha \) in \( H^1(k, E) \) (see Section 3). This image is a cyclic twist \( X \) of \( E \). Such twists (or rather their relative Brauer groups) were studied by Ciperiani and Krashen in [7] and computed explicitly by Haile, Han and Wadsworth in [17]. In particular, such a cyclic twist \( X \) is of the form \( w^3 - f(u, v) \) for some nondegenerate binary cubic form \( f \).

There are many natural questions that can be pursued following this work. One natural avenue is to explore noncommutative algebraic interpretation of extension of results of this article to pairs of (all) elliptic curves and Brauer classes. As a first step in this program, the most natural path is to generalize this modular interpretation to pairs of \( j \)-invariant 1728 and Brauer classes invariant under complex multiplication. More generally, the questions answered in this article can be raised for Jacobians of higher genus curves as well. In the case of CM Jacobians, there is a noncommutative analog the generic Clifford algebra of higher degree forms. There are multiple obstacles that only appear when \( d = 3 \) and \( n > 2 \) or \( d > 3 \). To overcome this difficulty, Kulkarni studied a quotient of \( A_f \), the reduced Clifford algebra, that is Azumaya over its center [21, 22]. We anticipate that this quotient construction can be made universal and used in answering similar questions about CM Jacobians and CM invariant Brauer classes on them.

This paper is organized as follows: In Section 1, we explore algebraic properties of the binary cubic generic Clifford algebra \( A \). In particular, we compute the center of \( A \) explicitly and prove that \( A \) is a free module of rank 18 over a subring of its center. Section 2 is devoted to a geometric construction of the Brauer class of the Clifford algebra that enables us to prove Theorem 0.1. We conclude the section by showing that even though the entire algebra \( A \) is not Azumaya over its center, it is a maximal order. In Section 3, we prove Theorem 0.2 and explain the details.
involved with the GL$_2$-action on (nondegenerate) binary cubic forms. We connect the moduli space problem to the generic cubic Clifford algebra by proving that the Brauer class descends to the quotient stack (Proposition 3.14). In Appendix A we give some additional background on coverings of elliptic curves that are essential to the moduli space correspondence.
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1. Ring Theoretic Properties of the Binary Cubic Generic Clifford Algebra

In this computational section, we study algebraic and ring theoretic properties of the binary cubic generic Clifford algebra $A$. In particular, we show that results of Haile [15, 16] and Hereema [19] concerning the Clifford algebra associated to a binary cubic form extend to the generic case. We compute the center $Z$ of $A$ in Theorem 1.3 explicitly and prove that it is the affine coordinate ring of a relative curve over $A^4$, that is elliptic over a Zariski-open subset. As part of this proof, we also show that $A$ is a free module of rank 18 over a subring of its center and compute a basis in Theorem 1.6.

Fix two positive integers $n$ and $d$ and assume that $d$ is prime to the characteristic of the field $k$. Let $V$ be a vector space of dimension $n$.

Definition 1.1. The (generalized) Clifford algebra $A_f$ associated to the homogeneous form $f$ on $V$ is the quotient of the tensor algebra $TV$ by the ideal generated by elements of the form $v^d - f(v)$ for all $v \in V$.

We will focus on the binary cubic case ($n = 2$ and $d = 3$). In this paper, we study the generic Clifford algebra. This algebra was first introduced by Chan, Young, and Zhang in [5].

Definition 1.2. The generic Clifford algebra of degree $d$ in $n$ variables $A_{n,d}$ is the quotient of the tensor algebra $TV$ by the ideal generated by elements of the form $[u, v^d]$ with $u, v \in V$. Here $[u, v^d] = uv^d - v^d u$.

For any homogeneous form $f$ of degree $d$, the Clifford algebra associated to $f$ is a quotient of the generic Clifford algebra $A_{n,d}$. For any element $a$ in the generic Clifford algebra, we denote by $a_f$ the image in the Clifford algebra associated to $f$ under the quotient map $A \to A_f$.

Let $k$ be a field of characteristic different from 2 and 3 containing a primitive third root of unity $\omega$. We are interested in the binary cubic generic Clifford algebra

$$A = A_{2,3} = k \langle x, y : x^3 y = yx^3, xy^3 = y^3 x, x^2 y^2 + (xy)^2 = y^2 x^2 + (yx)^2 \rangle.$$ 

Wang and Wu proved in [36] that $A$ is Artin-Schelter regular, strongly noetherian, Auslander regular, and Cohen-Macaulay.

We fix some special elements of the algebra, that will be used throughout this section:

- $\alpha = x^2 y + xy x + yx^2$, 

- $\beta = x^2 y - xy x - yx^2$, 

- $\gamma = xy x - yx^2$,

- $\delta = y^2 x^2 - xy x - yx^2$. 

We will use these elements in the computations throughout the paper.
• $\beta = xy^2 + yxy + y^2x$,
• $\gamma = (xy)^2 - y^2x^2 = (yx)^2 - x^2y^2$, and
• $\delta = yx - \omega xy$.

Furthermore, let $S = k[x^3, y^3, \alpha, \beta, \gamma]$. The main result of this section is the following theorem.

**Theorem 1.3.** The center of $A$ is $S[\delta^3] = k[x^3, y^3, \alpha, \beta, \gamma, \delta^3]$. Additionally, the center is isomorphic to the affine coordinate ring of a relative quasi-projective curve over the affine four-space $\mathbb{A}^4$, that is elliptic over a Zariski-open subset $U$. This relative curve is described by the equation

$$s^2 = \gamma^3 + \frac{1}{4} \Delta \left( x^3, \alpha, \beta, y^3 \right),$$

where $\Delta$ is the discriminant and $s = \delta^3 - \frac{3\omega(1-\omega)x^3y^3 + (1+2w^2)\alpha\beta}{2}$.

We identify $\mathbb{A}^4$ with the space of binary cubic forms by identifying a point $(a, b, c, d)$ in $\mathbb{A}^4(k)$ with the binary cubic form $f(u, v) = au^3 + 3bu^2v + 3cwv^2 + dv^3$. Under this correspondence $U$ is the affine subset of $\mathbb{A}^4$ given by nondegenerate forms. Thus Theorem 1.3 implies that the center of $A$ defines a relative elliptic curve over the space of nondegenerate binary cubic forms.

The elements $x^3, y^3, \alpha, \beta$ are obviously elements of the center $Z$ of $A$. Furthermore, these elements are algebraically independent over $k$ and so $k[x^3, y^3, \alpha, \beta] \subseteq Z$ is a polynomial ring in four variables. The following two lemmata show that $S[\delta^3] = k[x^3, y^3, \alpha, \beta, \gamma, \delta^3]$ is a subring of the center $Z$.

**Lemma 1.4.** The element $\gamma = (xy)^2 - y^2x^2 = (yx)^2 - x^2y^2$ is in $Z$. Furthermore, $\gamma$ is not integral over $k[x^3, y^3, \alpha, \beta]$. In particular, the subring $S = k[x^3, y^3, \alpha, \beta, \gamma]$ of $Z$ is isomorphic to the polynomial ring in five variables.

**Proof.** For the first part of the statement, it is sufficient to show that $\gamma$ commutes with $x$ and $y$, which can be seen by the following straightforward calculations:

$$x\gamma = x(xy)^2 - xx^2y^2 = (xy)^2x - y^2x^2x = \gamma x,$$

$$y\gamma = y(xy)^2 - yy^2x^2 = (yx)^2y - x^2y^2y = \gamma y.$$

For the second part of the statement, suppose that $\gamma$ is integral over $k[x^3, y^3, \alpha, \beta]$. Then $k[x^3, y^3, \alpha, \beta][\gamma]$ is a finitely generated module over $k[x^3, y^3, \alpha, \beta]$ with generators $a_1, \ldots, a_n$. For any binary cubic form $f$, denote by $a_f$ the image of $a \in A$ under the quotient map $A \to A_f$. Then $k[\gamma_f]$ is generated by $a_{1f}, \ldots, a_{nf}$, which is a contradiction to the fact that $\gamma_f$ is transcendental over $k$ for any nondegenerate diagonal form [15, Lemma 1.9].

**Lemma 1.5.** Let $\delta = yx - \omega xy$, then $\delta^3$ is in the center of $A$.

**Proof.** Direct computations show that

$$\delta x = \omega^2 x \delta + \alpha \quad \text{and} \quad y\delta = \omega^2 \delta y + \beta.$$ 

Therefore

$$\delta^3 x = \omega^2 \delta x^2 + \alpha \delta^2 = \omega x^2 \delta x + \omega^2 \alpha \delta^2 + \alpha \delta^2 = x^3 \delta + \omega x \delta^2 + \omega^2 \alpha \delta^2 + \alpha \delta^2 = x \delta^3.$$ 

Similarly also $\delta^3 y = y \delta^3$.

Haile proved in [15, Lemma 1.6] that $A_f$ is free of rank 18 over the subring $k[\gamma_f]$ of its center, where is a diagonal nondegenerate binary cubic form. We recover this statement in the following theorem for the generic case.
Theorem 1.6. The algebra \( A \) is a free module of rank 18 over the subring \( S \) of the center of \( A \). A set of generators is given by the following list \( b_0, \ldots, b_{17} \)

\[
1, \\
x, y, \\
x^2, xy, yx, y^2, \\
x^2y, xy^2, y^2x, yx^2, \\
x^2y^2, xyxy, xyx^2, y^2xy, \\
x^2y^2x, xxyy, \\
x^2y^2xy.
\]

Note that this basis of \( A \) over \( S = k[x^3, y^3, \alpha, \beta, \gamma] \) is mapped to the basis of \( A_f \) over \( k[\gamma_f] \), for \( f \) any diagonal form, that Haile describes in [15, Lemma 1.6]. Before we proceed to the proof of the theorem, we need to show that this image also determines a basis for non-diagonal binary cubic forms.

Lemma 1.7. Let \( f \) be a nondegenerate binary cubic form (not necessarily diagonal) over \( k \) with discriminant \( \Delta \) and suppose that \( \sqrt{-108\Delta} \in k \). Then \( A_f \) is free of rank 18 over \( k[\gamma_f] \) with basis \( \{ (b_i)_f : 0 \leq i \leq 17 \} \), where \( b_i \) is defined in Theorem 1.6 and \( (b_i)_f \) denote the images of \( b_i \) under the homomorphism \( A \rightarrow A_f \).

Proof: Let \( f(u, v) = au^3 + bu^2v + cuv^2 + dv^3 \) be any nondegenerate binary cubic form with discriminant \( \Delta \) such that \( \sqrt{D} \in k \), where \( D = -108\Delta \). In this case \( f \) is diagonalizable over \( k \) via the linear transformation

\[
u \mapsto (\sqrt{D} + s)\bar{u} + (\sqrt{D} - s)\bar{v} \quad v \mapsto -r\bar{u} + r\bar{v},
\]

where \( r = \frac{1}{3}ac - \frac{1}{9}b^2 \), \( 2s = ad - \frac{1}{9}bc \), \( t = \frac{1}{3}bd - \frac{1}{9}c^2 \), and \( D = s^2 - rt \). The transformation results in a diagonal form \( g(\bar{u}, \bar{v}) \). By [6, Proposition 1], \( C_f \) is canonically isomorphic to \( C_g \) via an isomorphism \( \Phi \). Further, \( A_g \) is a free module of rank 18 over \( k[\gamma_g] \) by [15, Lemma 1.12]. Since \( A_f \) and \( A_g \) are isomorphic, \( A_f \) is also a free module of rank 18 over \( k[\Phi^{-1}(\gamma_g)] \). Direct calculations show that \( \Phi(\gamma_f) = 4x^2D\gamma_g \) and so \( k[\Phi^{-1}(\gamma_g)] = k[\gamma_f] \). This implies that \( A_f \) is a free module of rank 18 over \( k[\gamma_f] \). As \( \{ (b_i)_f : 0 \leq i \leq 17 \} \) is a generating set for \( A_f \) over \( k[\gamma_f] \) it has to be linearly independent by dimension counting. \( \square \)

We are now ready to proceed to the proof of the theorem.

Proof of Theorem 1.6. We will first show that \( \{ b_i : 0 \leq i \leq 17 \} \) generate \( A \) over \( S \). Remark that it is sufficient to show that for any \( b_i \), the monomials \( b_i x \) and \( b_i y \) are in the module generated by \( \{ b_i : 0 \leq i \leq 17 \} \). We will only include the case \( b_{17} x \) as the other calculations are similar:

\[
b_{17}x = x^2y^2xyx = x^2y\gamma + x^2y^2x^2y^2 = \gamma x^2y + \alpha x^2y^2 - xyx^3y^2 - yx^4y^2
\]

\[
= \gamma x^2y + \alpha x^2y^2 - x^3y^3x - x^3xyy^2
\]

\[
= \gamma x^2y + \alpha x^2y^2 - x^3y^3x - x^3\beta y + x^3xy^3 + x^3y^2xy
\]

\[
= \gamma x^2y + \alpha x^2y^2 - x^3\beta y + x^3y^2xy.
\]

It remains to prove that the \( b_i \) are linearly independent. From now on assume that \( k \) is algebraically closed and suppose that there was some relation \( 0 = \sum_{i=0}^{17} \lambda_i b_i \) for some \( \lambda_i \in S \). For
any nondegenerate binary cubic form \( f \), we deduce a relation \( \sum_{i=0}^{17} (\lambda_i)_f(b_i)_f \), with \( \lambda_i \in k[\gamma_f] \). Since \( k \) is assumed to be algebraically closed, \( \sqrt{\Delta} \in k \), where \( \Delta \) is the discriminant of \( f \). By Lemma 1.7 the set \( \{ b_i : 0 \leq i \leq 17 \} \) is linearly independent over \( k[\gamma_f] \), and thus \( (\lambda_i)_f = 0 \). Since \( \lambda_i \in \mathcal{S} = k[x^3, y^3, \alpha, \beta][\gamma] \), it is possible to write each \( \lambda_i \) as a polynomial in \( \gamma \), i.e. \( \lambda_i = \sum_j \mu_{i,j} \gamma^j \) with \( \mu_{i,j} \in k[x^3, y^3, \alpha, \beta] \). Then \( 0 = (\lambda_i)_f = \sum_j (\mu_{i,j})_f \gamma_j^f \) for any nondegenerate \( f \). By [15, Lemma 1.9] the element \( \gamma_f \) is transcendental over \( k \) and therefore \( (\mu_{i,j})_f = 0 \). Since the set \( U \) of nondegenerate polynomials is dense in \( \mathbb{A}^3 \), the polynomials \( \mu_{i,j} \) must vanish on all of \( \mathbb{A}^4 \). In particular \( \mu_{i,j} = 0 \) in \( A \) and thus each \( \lambda_i \) is trivial as well. This finishes the proof. \( \square \)

This explicit description of \( A \) as a module over a subring of its center now enables us to calculate the center explicitly.

**Proof of Theorem 1.3.** Recall that by Lemma 1.4 and Lemma 1.5 the ring \( S[\delta^3] \) is a subring of the center \( Z \) of \( A \). It remains to show that this is all of \( Z \). We first compute \( \delta^3 \) directly in terms of the basis given in Theorem 1.6.

\[
\delta^3 = (yx)^3 - \omega \left( (yx)^2(xy) + (yx)(xy)(yx) + (xy)(yx)^2 \right) \\
+ \omega^2 \left( (yx)(xy)^2 + (xy)(yx)(xy) + (xy)^2(yx) \right) - (xy)^3 \\
= \gamma b_5 - \gamma b_4 \\
- \omega (-\alpha \beta + 3cb_4 - \beta b_7 + 2\alpha b_8 + \alpha b_9 + \beta b_{10} + 3b_{17}) \\
+ \omega^2 (2\alpha \beta - 3x^3 y^3 - 3cb_4 + \beta b_7 - 2\alpha b_8 - \alpha b_9 - \beta b_{10} - 3b_{17}) \\
= \gamma b_5 - \gamma b_4 + (-\omega - \omega^2) (3cb_4 - \beta b_7 + 2\alpha b_8 + \alpha b_9 + \beta b_{10} + 3b_{17}) \\
+ (\omega + 2\omega^2) \alpha \beta - 3\omega^2 x^3 y^3 \\
= \gamma b_5 + 2\gamma b_4 - \beta b_7 + 2\alpha b_8 + \alpha b_9 + \beta b_{10} + 3b_{17} + (\omega + 2\omega^2) \alpha \beta - 3\omega^2 x^3 y^3.
\]

Let \( \tilde{a} \in Z \). By theorem 1.6 there exist unique \( \lambda_i \in \mathcal{S} \) so that \( \tilde{a} = \sum_{i=0}^{17} \lambda_i b_i \). Since \( \tilde{a} \) is central, it has to commute with \( x \) and \( y \). By comparing the coefficients of \( \tilde{a}x \) and \( x\tilde{a} \), and \( \tilde{a}y \) and \( y\tilde{a} \), respectively, we see that any element in the center has to be of the form

\[
\tilde{a} = \nu + 2\lambda \gamma b_4 + \gamma \lambda b_5 - \beta \lambda b_7 + 2\alpha \lambda b_8 + \alpha \lambda b_9 + \beta \lambda b_{10} + 3\lambda b_{17} \\
= \tilde{\nu} + \lambda \delta^3
\]

for some \( \lambda, \nu, \tilde{\nu} \in \mathcal{S} \). This concludes the proof that \( \tilde{a} \in \mathcal{S}[\delta^3] \).

For the second part of the statement, we verify with a direct computation that \( \delta^3 \) satisfies the equation

\[
\delta^6 = 3\omega (1 - \omega) x^3 y^3 \delta^3 + (1 + 2\omega^2) \alpha \beta \delta^3 + \gamma^3 - x^3 \beta^3 - y^3 \alpha^3 + \alpha^2 \beta^2
\]

Denote

\[
s = \delta^3 - \frac{3\omega(1-\omega)x^3y^3+(1+2\omega^2)\alpha\beta}{2}.
\]
Then the center of $A$ is $S[δ^3] = S[\gamma]$ and
\[
s^2 - δ^6 - 3ω(1 - ω)x^3y^3δ^3 - (1 + 2ω^2)\alpha β δ^3 + \frac{1}{4} \left((3ω(1 - ω)x^3y^3 + (1 + 2ω^2)\alpha β)^2\right)
= \gamma^3 - x^3β^3 - y^3α^3 + α^2β^2 + \frac{1}{4} \left(-27x^6y^6 + 18x^3y^3αβ + 3α^2β^2\right)
= \gamma^3 - \frac{27}{4}x^6y^6 - x^3β^3 - y^3α^3 + \frac{1}{4}α^2β^2 + \frac{18}{4}x^3y^3αβ
= \gamma^3 + \frac{1}{4}Δ(x^3, α, β, y^3),
\]
where $Δ$ is the discriminant function as before. □

2. A Geometric Construction of the Brauer class

Fix the bijection
\[
\mathbb{A}^4(k) \longleftrightarrow \{ \text{binary cubic forms over } k \}
\]
that identifies point $(a, b, c, d)$ with the binary cubic form $f(u, v) = au^3 + 3bu^2v + 3cuv^2 + dv^3$.

We will use this identification throughout the upcoming section. The discriminant function $Δ = Δ(x^3, α, β, y^3)$ defines the set of nondegenerate cubic forms $U = D(Δ) \subset \mathbb{A}^4$. The affine coordinate ring of $U$ is denoted by $R = k[x^3, α, β, y^3]_Δ$. Denote by $Z$ the center of $A$ as calculated in Theorem 1.3. Let $A_Δ = A \otimes \mathbb{Z} Z_Δ$. The main goal of this section is the following theorem.

**Theorem 2.1.** $A_Δ$ is an Azumaya algebra over its center.

We construct the Brauer class of $A_Δ$ geometrically. This generalizes the construction of the Clifford algebra associated to a binary form given by Kulkarni in [22] and [21]. Many proofs we provide in this section are similar to the construction over a field. We include them here for completion. We begin by reviewing some facts about Jacobians and Poincaré bundles.

2.1. The Poincaré bundle. Let $C$ be the nonsingular relative curve over $U$ defined by
\[
C = \text{Proj} \left( \frac{R[u,v,w]}{u^3 - x^3u^3 - αu^2v - βuv^2 - y^3v^3} \right)
\]
\[
U = \text{Spec}(R) = \text{Spec}(k[x^3, α, β, y^3]_Δ)
\]

By [24, Theorem 8.1] the Jacobian scheme $J$ of $C$ over $U$ exists and its fibers are connected. Furthermore, there is a morphism of functors $\text{Pic}^0_{C/U} \to J$ so that (1) for any $U$-scheme $T$ the map $\text{Pic}^0_{C/U}(T) \to J(T)$ is injective and (2) it is an isomorphism whenever $C \times_U T \to T$ admits a section. Since $C$ is nonsingular, $J$ is given by a family of Jacobian varieties [24, page 193] and an affine equation for $J$ is
\[
s^2 = \gamma^3 - \frac{27}{4}x^6y^6 + \frac{1}{4}α^2β^2 + \frac{18}{4}x^3y^3αβ - x^3β^3 - y^3α^3
= \gamma^3 + \frac{1}{4}Δ(x^3, α, β, y^3).
\]

Comparing the above equation to the description of the center of $A$ in eq. (1), we see that $J$ is the relative elliptic curve over $U$ whose coordinate ring is isomorphic to the center of $A_Δ$. 
We will now review some background on the Poincaré bundle which we will construct on a cover of \( U \). For more background on see [3, Ch. 8]. Let \( S \) be any scheme and \( X \) an \( S \)-scheme. Denote by \( p : X \to S \) the structure morphism. Assume that \( p_* (\mathcal{O}_X) = \mathcal{O}_S \) holds universally, i.e. after any base change, and suppose that \( X \) admits a section \( s : S \to X \). A \textit{rigidified line bundle along} \( s \) is a pair \(( \mathcal{L}, \alpha )\), where \( \mathcal{L} \) is a line bundle on \( X \), and \( \alpha \) is an isomorphism \( \mathcal{O}_S \to s^*(\mathcal{L}) \).

Let \((P, s)\) be the functor from the category of \( S \)-schemes to the category of sets that assigns to an \( S \)-scheme \( T \) the set of isomorphism classes of line bundles on \( X \times_S T \) that are rigidified along the induced section \( s_T : T \to X \times_S T \). This functor is canonically isomorphic to the relative Picard functor \( \text{Pic}_{X/S} \).

**Proposition 2.2** ([3, §8.2, Proposition 4]). Let \( p : X \to S \) be finitely presented and flat, and let \( s : S \to X \) be a section. Assume that \( p_* \mathcal{O}_X = \mathcal{O}_S \) holds universally and that \( \text{Pic}_{X/S} \) is representable by a scheme. The Poincaré bundle \( P \) for \((X/S, s)\) has the following universal property: For any \( S \)-scheme \( S' \) and for any line bundle \( L' \) on \( X' = X \times_S S' \) which is rigidified along the induced section \( s' : S' \to X' \), there exits a unique morphism \( g : S' \to \text{Pic}_{X/S} \) such that \( L' \) is isomorphic to the pull-back of \( g \) under the isomorphism \( 1_X \times g \) as rigidified line bundles.

Note first that there exists an étale cover of \( U \) that splits \( C \) so that the Poincaré bundle exists by [25, Ch. 1, Proposition 3.26]. Instead of considering this cover, we first determine an open covering of \( U \) so that each open set in the covering admits a degree 3 cover that splits \( C \). Fix the cover \( \mathcal{U} = \{ U_1, U_2, U_3, U_4 \} \) of \( U \), where

- \( U_1 \) is defined by \( x^3 \neq 0 \),
- \( U_2 \) is defined by \( y^3 \neq 0 \),
- \( U_3 \) is defined by \( x^3 + \alpha + \beta + y^3 \neq 0 \), and
- \( U_4 \) is defined by \( x^3 - \alpha + \beta - y^3 \neq 0 \).

Since the characteristic of \( k \) is different from 2, the \( U_i \) cover \( U \).

**Proposition 2.3.** For \( 1 \leq i \leq 4 \), there are Galois covers \( V_i \) of \( U_i \) of degree 3 so that

\[
\mathcal{C}_i = (\mathcal{C} \times_U U_i) \times_{U_i} V_i = \mathcal{C} \times_U V_i
\]

admits a section over \( V_i \).

**Proof.** Denote the third root of \( x^3 \) by \( x \) and let \( V_1 \) be the cover of \( U_1 \) obtained by attaching \( x \). Then \( (x : 0 : x^2) \) defines a point on \( \mathcal{C}_1 \). Similarly, \( (0 : y : y^2) \) defines a point on \( \mathcal{C}_2 \), where \( V_2 \) is obtained by attaching a third root \( y \) of \( y^3 \). Let \( t \) be a third root of \( x^3 + \alpha + \beta + y^3 \) and let \( V_3 \) be the cover of \( U_3 \) obtained by attaching \( t \). The point \( (1 : 1 : t) \) defines a point on \( \mathcal{C}_3 \). Similarly, \( (1 : -1 : t) \) defines a point on \( \mathcal{C}_4 \), where \( V_4 \) is obtained by attaching a third root \( t \) of \( x^3 - \alpha + \beta - y^3 \). \( \square \)

Let \( V_{ij} = V_i \times_U V_j \) and denote \( \mathcal{C}_i = \mathcal{C} \times_U V_i, \mathcal{C}_{ij} = \mathcal{C} \times_U V_{ij} \). By the previous proposition, the curves \( \mathcal{C}_i \) admit sections and therefore the Poincaré bundles \( P_i \) on \( \mathcal{C}_i \times \text{Pic}_3^{\mathcal{C}_i/V_i} \) exist. Consider the sheaf of algebras \( \text{End} ((\pi_i)_* P_i) \), where

\[
\pi_i : \mathcal{C}_i \times \text{Pic}_3^{\mathcal{C}_i/V_i} \to \text{Pic}_3^{\mathcal{C}_i/V_i}
\]

is the projection onto the second factor. Let \( q_i : V_{ij} \to V_i \) and \( q_j : V_{ij} \to V_j \) be the projections. Denote the maps induced by \( q_i \) on \( \text{Pic}_3^{\mathcal{C}_i/V_i} \) and \( \mathcal{C}_i \times \text{Pic}_3^{\mathcal{C}_i/V_i} \) by \( q_i^*, q_i^{\mathcal{C}_i/V_i} \), respectively. Consider
the commutative diagram

\[
\begin{array}{ccc}
\mathcal{C}_i \times \text{Pic}^3_{\mathcal{C}_i/V_i} & \overset{\phi^c_{i,j}}{\longrightarrow} & \mathcal{C}_{ij} \times \text{Pic}^3_{\mathcal{C}_{ij}/V_{ij}} \\
\pi_i & & \pi_{ij} \\
\downarrow & & \downarrow \\
\text{Pic}^3_{\mathcal{C}_i/V_i} & \overset{\phi_{ij}}{\longrightarrow} & \text{Pic}^3_{\mathcal{C}_{ij}/V_{ij}} \\
\end{array}
\]

where the vertical maps are projections onto the second factor.

**Lemma 2.4.** With notation as above, there are isomorphisms

\[
\phi_{ij} : (q_i^j)^* \text{End} (\pi_i)_* \mathcal{P}_i \to (q_j^i)^* \text{End} (\pi_j)_* \mathcal{P}_j.
\]

**Proof.** Remark first that \(q_i^j\) and \(q_j^i\) are flat and diagram 2 is commutative. Using [18, Ch. III, Proposition 9.3], we see that \((q_i^j)^* (\pi_i)_* \mathcal{P}_i = (\pi_{ij})_* (q_i^c)^* \mathcal{P}_i\). Therefore,

\[
(q_i^j)^* \text{End} (\pi_i)_* \mathcal{P}_i \cong \text{End} ((q_i^j)^* (\pi_i)_* \mathcal{P}_i)
\]

\[
\cong \text{End} ((\pi_{ij})_* (q_i^c)^* \mathcal{P}_i)
\]

\[
\cong \text{End} ((\pi_{ij})_* (q_j^c)^* \mathcal{P}_j)
\]

\[
\cong (q_j^i)^* \text{End} (\pi_j)_* \mathcal{P}_j,
\]

where the third equality holds by universality of the Poincaré bundle on \(\mathcal{C}_{ij} \times \text{Pic}^3_{\mathcal{C}_{ij}/V_{ij}}\) [3, Ch. 8, Section 2, Proposition 4]. \(\square\)

**Proposition 2.5.** Using the above notation for \(\mathcal{P}_i\) and \(\pi_i\), \(\text{End} (\pi_* \mathcal{P}_i)\) glue to a sheaf on the étale site of \(\text{Pic}^3_{\mathcal{C}/U}\). Denote the descended Azumaya algebra by \(A\).

**Proof.** For each triple \(i, j, k\), denote by \(V_{ijk} = V_i \times_U V_j \times_U V_k\) and let \(p_i^j\) be the map induced on \(\text{Pic}^3_{\mathcal{C} \times_U V_{ijk}/V_{ijk}}\) by the map \(q_i : V_{ijk} \to V_i\). Let \(\varphi_{ij}\) be the restrictions of the isomorphisms from the previous lemma. By [32, Tag 04TP, Lemma 7.26.4], it suffices to show that

\[
(p_i^j)^* \text{End} (\pi_i)_* \mathcal{P}_i \overset{\varphi_{ik}}{\longrightarrow} (p_k^j)^* \text{End} (\pi_k)_* \mathcal{P}_k \overset{\varphi_{jk}}{\longrightarrow} (p_j^i)^* \text{End} (\pi_j)_* \mathcal{P}_j
\]

commutes for all \(i, j, k\). This holds true by construction of \(\varphi_{ij}\). \(\square\)

We now review the construction of the Poincaré bundle using a \(\Theta\)-divisor. Fix the identity section on the Jacobian \(J\) of \(\mathcal{C}\) and recall that the curve \(\mathcal{C}\) is equipped with a relative very ample line bundle \(\mathcal{O}(1)\) of degree 3. It defines a divisor called the \(\Theta\)-divisor in \(\text{Pic}^3_{\mathcal{C}/U}\). This theta divisor corresponds to the zero section under the morphism

\[
J = \text{Pic}^0_{\mathcal{C}/U} \otimes \mathcal{O}(1) \longrightarrow \text{Pic}^3_{\mathcal{C}/U}.
\]

Denote by \(\Theta_0\) the divisor in \(\text{Pic}^0_{\mathcal{C}/U}\) corresponding to the twisted line bundle \(\mathcal{O}(\Theta)(-1)\).

**Lemma 2.6.** The complement of \(\Theta\) in \(\text{Pic}^3_{\mathcal{C}/U}\) is affine. Denote this complement by \(\text{Spec}(S)\).
Proof. First observe that by Lemma 1.2.3, [20], $\Theta$ is a Cartier divisor over $U$ and hence $\mathcal{L} = \mathcal{O}(\Theta)$ defines an invertible sheaf on $\text{Pic}_C^3/U$. Next we show that $\mathcal{L}^3$ is relatively very ample. By Lemma 28.36.7, [32], it suffices to show that the canonical map $p^*(\mathcal{L}^3) \to \mathcal{L}^3$ is surjective, and that the associated map $X \to \mathbb{P}((\mathcal{L}^3))$ is an immersion. Now by Corollary 12.9, Chapter 3, [18], $(\mathcal{L}^3)$ is locally free of rank 3 since the dimension of $H^0$ is constant and equal to 3 in fibres by Riemann-Roch. Next the canonical map $p^*p_*\mathcal{L}^3 \to \mathcal{L}^3$ is surjective in fibers since the restriction of $\mathcal{L}^3$ is very ample in each fiber. So by Nakayama’s Lemma, the canonical map $p^*p_*\mathcal{L}^3 \to \mathcal{L}^3$ is surjective. Finally by very ampleness of $\mathcal{L}^3$ along the fibres, the induced morphism $X \to \mathbb{P}((\mathcal{L}^3))$ is an immersion along the fibers and hence it is an immersion itself.

Now since $U$ is itself affine, it follows from Lemma 29.39.4, [32] that some multiple of $\Theta$ is a very ample divisor in $\text{Pic}_C^3/U$. In particular, the complement of $\Theta$ in $\text{Pic}_C^3/U$ is affine. □

2.2. Construction of an isomorphism $A \to A_\Delta$. We want to show that the Azumaya algebra $A$ given by the descent of $\text{End}((\mathcal{P}_i)_*)\mathcal{P}_i$ and the binary cubic generic Clifford algebra $A$, constructed algebraically using generators and relations, agree on the complement of the $\Theta$ divisor. Recall that we denote by $\mathcal{U} = \{U_1, \ldots, U_d\}$ a cover of $U$ so that there are $V_i \to U_i$ Galois covers of degree 3 and $C_i = C \times_U V_i$ splits over $V_i$ (see Proposition 2.3). We will first construct the morphism over $V_i$ and then descend it to a morphism over each $U_i$.

Proposition 2.7. The push-forward $(\pi_i)_*\mathcal{P}_i$ of the Poincaré bundle is locally free of rank 3 over $\text{Pic}_C^3/V_i$, where $\pi : C_i \times _{C_i/V_i} \text{Pic}_C^3 \to \text{Pic}_C^3/V_i$ is the projection. In particular, for the complement $\text{Spec}(S_i)$ of $\Theta$ in $\text{Pic}_C^3/U_i$, there is a projective $S_i$-module $P_i$ so that $\tilde{P}_i \cong (\pi_i)_*\mathcal{P}_i|_{\text{Spec}(S_i)}$.

Proof. Let $t \in \text{Pic}_C^3/V_i$ be a closed point and denote its residue field by $k_t$. Then there is some closed point $f \in V_i$ with residue field $k_f$ so that $t$ lies in the fiber over $f$. Consider the Cartesian square

$$
\begin{array}{ccc}
\text{Spec}(S_i) & \text{Pic}_C^3/V_i & \text{Pic}_C^3/V_i \\
C_f \times \text{Pic}_C^3/k_f & \xrightarrow{i} & C_i \times \text{Pic}_C^3/V_i \\
\downarrow\pi_f & & \downarrow\pi_i \\
\text{Pic}_C^3/k_f & \xrightarrow{\pi_i} & \text{Pic}_C^3/V_i
\end{array}
$$

By the universal property of the Poincaré bundle, the pullback $\mathcal{P}_f = i^*\mathcal{P}_i$ is the Poincaré bundle on $C_f \times \text{Pic}_C^3/k_f$. In particular, it is locally free of degree 3. Then $(\pi_f)_*\mathcal{P}_f$ is torsion free, as it is the push-forward of a torsion free sheaf. Since $\text{Pic}_C^3/k_f$ is a curve, we deduce that $(\pi_f)_*\mathcal{P}_f$ is locally free of rank 3. We calculate that

$$\dim_k((\pi_i)_*\mathcal{P}_i \otimes k_f) = \dim_k((\pi_f)_*\mathcal{P}_f \otimes k_f) = 3.$$ 

Finally, by [26, Page 51, Lemma 1] $(\pi_i)_*\mathcal{P}_i$ is locally free of rank 3 on $\text{Pic}_C^3/V_i$. □

Recall that we denote by $\text{Spec} S$ the affine complement of $\Theta$ in $\text{Pic}_C^3/U$. Let $S_i$ be defined by $\text{Spec} S_i = \text{Spec} S \times_U V_i$. Consider the sequence of morphisms

$$
C_i \times V_i \text{Spec} S_i \xrightarrow{qs_i} \mathbb{P}^1/V_i \times V_i \text{Spec} S_i \xrightarrow{ps_i} \text{Spec} S_i.
$$

Then $\pi_i = ps_i \circ qs_i$ is the projection onto the second factor. Denote by $\mathcal{F}$ the coherent sheaf $(qs_i)_*\mathcal{P}_i$ on $\mathbb{P}^1/V_i \times V_i \text{Spec} S_i$.

Proposition 2.8. The natural morphism $u : p^*_S(ps_i)^*\mathcal{F} \to \mathcal{F}$ is an isomorphism.
Proof. By the previous proposition $(p_{S_i})_* \mathcal{F} = (\pi_i)_* \mathcal{P}_i$ is a locally free sheaf of rank 3 and therefore the sheaf $p_{S_i}^*(p_{S_i})_* \mathcal{F}$ is locally free of rank 3 as well. Let $y$ be a closed point in $\mathbb{P}^1_{S_i}$. Then there exists some $f \in V_i$ such that $y$ is a closed point in $S_f = S \otimes k(f)$ and thus by the proof of [22, Proposition 3.8] the dimension of $\mathcal{F} \otimes k(y)$ is 3. By upper semicontinuity and using that $\mathbb{P}^1_{S_i}$ is of finite type over $V_i$ we see that $\mathcal{F}$ is a locally free sheaf of rank 3. By [22, Proposition 3.8] the morphism $u$ is an isomorphism on all closed points. Now by [14, Corollary 0.5.5.7] it follows that $u$ is surjective. Since $u$ is a map between locally free sheaves of rank 3 it follows that $u$ is an isomorphism. \hfill \Box

Corollary 2.9. The $S_i[u,v]$-module $\bigoplus_j H^0(\mathbb{P}^1_{S_i}, \mathcal{F}(j))$ is graded isomorphic to the module $M := P_i \otimes_{S_i} S_i[u,v]$, where $P_i$ is as in Proposition 2.7.

Proof. By the projection formula and using the fact that $p_{S_i}^*(p_{S_i})_* \mathcal{F} \cong \mathcal{F}$ we see that

$$(p_{S_i})_* \mathcal{F}(j) \cong (p_{S_i})_* \mathcal{F} \otimes (p_{S_i})(\mathcal{O}_{\mathbb{P}^1_{S_i}}(j))$$

Now since $\mathbb{P}^1_{S_i}$ is projective over $S_i$, the module $\bigoplus_j H^0(\mathbb{P}^1_{S_i}, \mathcal{F}(j))$ is obtained by

$$\bigoplus_j H^0\left(\text{Spec } S_i, (p_{S_i})_* \mathcal{F} \times (p_{S_i})(\mathcal{O}_{\mathbb{P}^1_{S_i}}(j))\right) \cong P_i \otimes_{S_i} \left(\bigoplus_j (p_{S_i})_*(\mathcal{O}_{\mathbb{P}^1_{S_i}}(j))\right).$$

The statement follows from the computation of the module associated to the structure sheaf of the projective space over $S_i$. \hfill \Box

We are now ready to describe the desired isomorphism over $S_i$. Recall that $U = \text{Spec } R = k[x^3, \alpha, \beta, y^3]_\Delta$, and $V_i = \text{Spec } R_i$.

Proposition 2.10. There exists an algebra homomorphism

$$\psi_i : A_\Delta \otimes_R R_i \rightarrow \text{End}_{S_i}(P_i)$$

with $P_i$ as is in Proposition 2.7.

Proof. Analogous to the proof in [22, Proposition 4.2], we will find elements in $\text{End}_{S_i}(P_i)$ that satisfy the relations of the Clifford algebra. Denote by $P^j_i$ the $j$-th graded piece of the module $M = P_i \otimes_{S_i} S_i[u,v]$. Note that $P^1_i \cong P^0_0 \oplus P^0_1$ with generators $u$ and $v$. We identify $u$ and $v$ with the corresponding elements in $\text{Hom}(P^0_1, P^1_1)$ given by left multiplication by $u$ and $v$, respectively. Then a straightforward calculation shows that

$$(3) \quad \text{Hom}(P^0_1, P^1_i) = u \circ \text{End}(P_0^1) \oplus v \circ \text{End}(P_1^0).$$

Since $\mathcal{P}_i$ is the Poincaré bundle on $C_i \times \text{Jac } C_i$ we see that $M$ is also a graded module over $S_i[u,v,w]/(w^3 - x^3 u^2 v - \alpha u^2 v - \beta uv^2 - y^3 v^3)$, where the degree of $w$ is one. Identify $w$ with the element in $\text{Hom}(P^0_1, P^1_i)$ given by left multiplication. By the decomposition in (3) there are elements $\alpha^i_u, \alpha^i_v \in \text{End}(P_i)$ so that

$$(4) \quad w = u \circ \alpha^i_u + v \circ \alpha^i_v,$$

Then the equation

$$(u \circ \alpha^i_u + v \circ \alpha^i_v)^d = w^d = x^3 u^3 + \alpha u^2 v + \beta uv^2 + y^3 v^3$$

holds true in $\text{Hom}(P^0_1, P^d_i)$. Since $\text{Hom}(P^0_1, P^d_i)$ is a free $\text{End}(P^0_1, P^d_i)$-module, the elements $\alpha^i_u$ and $\alpha^i_v$ satisfy the relations of the Clifford algebra. Define the morphism $\psi_i$ by setting $\psi_i(x) = \alpha^i_u, \psi_i(y) = \alpha^i_v$. \hfill \Box
It remains to prove that the morphism in the previous proposition descends to an isomorphism over \( U \) via étale descent, which will imply the following statement.

**Proposition 2.11.** There exists an algebra isomorphism \( \psi : A_\Delta \to A \otimes S \).

**Proof.** Denote \( S_{ij} = S_i \otimes_S S_j \). This is the affine complement of the \( \Theta \)-divisor in \( \text{Jac} C_{ij} \), where \( C_{ij} = C \times_U V_{ij} \) as before. Denote the module
\[
P_{ij} = P_i \otimes_{S_i} S_{ij} \cong P_j \otimes_{S_j} S_{ij}.
\]
Let \( \alpha_i^u, \alpha_i^v, \alpha_i^w, \) and \( \alpha_i^j \) be chosen as in the previous proposition. Since they both satisfy eq. (4), we get on the intersection that
\[
u \circ \alpha_i^u|_{P_{ij}} + \alpha_i^v|_{P_{ij}} = w = u \circ \alpha_i^j|_{P_{ij}} + \alpha_i^j|_{P_{ij}}.
\]
By eq. (3), the choice of such elements is unique. We conclude that \( \psi_i \) and \( \psi_j \) agree on the intersection of their domains.

It remains to show that \( \psi \) is an isomorphism, which is a property that is stable under descent. Thus it is enough to show that \( \psi_i \) is an isomorphism. Note that by [18, II Proposition 1.1] it is further enough to check that \( \psi_i \) is an isomorphism on stalks, which is true by [22, Theorem 6.2]. Finally, the isomorphisms \( \psi_i \) glue to an isomorphism \( \psi : A_\Delta \to A \otimes S \).

### 2.3. The Brauer class is nontrivial.

In this section, we prove that the Brauer class associated to the binary cubic generic Clifford algebra is not trivial over any base field \( k \). Recall that the Brauer class associated to a binary cubic form \( f \) is trivial if and only the curve \( C_f \) admits a \( k \)-rational point [16]. We will first exploit this relationship for the generic Clifford algebra at the generic point.

**Proposition 2.12.** The curve \( C_{k(U)} \) does not have a rational point over \( k(U) \). In particular, the Brauer class of \( A_\Delta \otimes k(U) \) is not trivial for any field \( k \).

**Proof.** Let \( a, b, c, d \) be algebraically independent variables. Then the function field of \( U \) is \( k(U) \cong k(a, b, c, d) \). Suppose for a proof by contradiction that there are \( f, g, h \in k(a, b, c, d) \) not all zero such that
\[
h^3 = af^3 + bf^2 g + cf g^2 + dg^3.
\]
After clearing denominators we may assume without loss of generality that \( f, g, h \in k[a, b, c, d] \).

Modulo \((b, c)\) we get the equation \( h^3 = af^3 + dg^3 \) in \( k[a, d] \). We will prove that this has no nontrivial solution. Note that \( f = 0 \) would imply that \( g = h = 0 \) by degree considerations. Assume that \( f \) is nonzero of minimal total degree. Now
\[
h^3 \equiv af^3 \mod (d)
\]
\[
h^3 \equiv dg^3 \mod (a)
\]
By degree considerations we see that \( f \equiv h \equiv 0 \mod (d), \) and \( g \equiv h \equiv 0 \mod (a) \). Thus there are \( h_1, f_1, g_1 \in k[a, d] \) such that \( h = ah_1, f = df_1, g = ag_1 \). After division by \( ad \) the above equation becomes
\[
a^2 d^2 h_1^3 = d^2 f_1^3 + a^2 g_1^3.
\]
Now again taking modulo \( a \) and \( d \) we see that there are \( f_2, g_2 \in k[a, d] \) so that \( f_1 = af_2 \) and \( g_1 = dg_2 \). Thus \( h_1^3 = af_2^3 + dg_2^3 \), where \( f_2 \) is of smaller degree than in the original equation. We
conclude that \( f, g, h \equiv 0 \mod (b, c) \).

Further, taking the original equation modulo \( c \) gives \( h^3 = af^3 + bf^2g + dg^3 \) in \( k[a, b, d] \). As before, we assume that \( f \) is nonzero of minimal degree. Modulo \( b \) we get

\[
h^3 \equiv af^3 + dg^3 \mod (b)
\]

which does not have a non-trivial solution by the previous. Thus \( f = bf_1, g = bg_1 \), and \( h = bh_1 \) for some \( f_1, g_1, h_1 \in k[a, b, d] \). Therefore \( h_1^3 = af_1^3 + bf_1^2g_1 + dg_1^3 \), which is of smaller degree.

Finally, consider the original equation again and assume that \( f \) is nonzero of minimal degree. Taking the equation modulo \( c \) we get

\[
h^3 \equiv af^3 + bf^2g + dg^3 \mod (c).
\]

By the previous this does not have any nontrivial solution. Therefore \( f = cf_1, g = cg_1 \), and \( h = ch_1 \) for some \( f_1, g_1, h_1 \in k[a, b, c, d] \). Thus \( h_1^3 = af_1^3 + bf_1^2g_1 + cf_1g_1^2 + dg_1^3 \), which is an equation of smaller degree; a contradiction.

□

**Theorem 2.13.** *The Brauer class of \( A_\Delta \) is not trivial.*

**Proof.** The map \( Br(J) \to Br(J_k(U)) \) is injective [13, Corollary 1.8]. Thus it will be enough to show that the image of \( A \) under the above map is nontrivial, which follows from [16] and the previous proposition. □

2.4. \( A \) **is a maximal order over its center.** In this section, we show that even though \( A \) is not Azumaya, it is a maximal order over its center. To that end, we show that \( A \) is reflexive and a maximal order at every stalk.

**Lemma 2.14.** \( A \) is a reflexive \( \mathbb{Z} \)-module.

**Proof.** The center \( Z \) of \( A \) is a free \( S \)-module with generators 1 and \( s \), where \( s \) is as in the proof of Theorem 1.3. Therefore, the \( \mathbb{Z} \)-module \( \text{Hom}_{\mathbb{Z}}(Z, S) \) is free of rank one with generator \( \rho \) defined by \( \rho(1) = 0 \) and \( \rho(t) = 1 \). Therefore

\[
\text{Ext}^i_{\mathbb{Z}}(Z, S) \cong \begin{cases} Z & \text{if } i = 0 \\ 0 & \text{else} \end{cases}
\]

as \( \mathbb{Z} \)-modules. The change of rings spectral sequence for Ext is

\[
\text{Ext}^i_{\mathbb{Z}}(A, \text{Ext}^j_{\mathbb{Z}}(Z, S)) \Rightarrow \text{Ext}^{i+j}_{\mathbb{S}}(A, S).
\]

Degeneration implies that

\[
\text{Ext}^i_{\mathbb{Z}}(A, \text{Ext}^0_{\mathbb{S}}(Z, S)) \cong \text{Ext}^i_{\mathbb{Z}}(A, Z) \cong \text{Ext}^i_{\mathbb{S}}(A, S)
\]

for all \( i \geq 0 \). The latter vanishes for all \( i > 0 \) since \( A \) is free of rank 18 over \( S \) by Theorem 1.6. Thus \( \text{Ext}^i_{\mathbb{Z}}(A, Z) = 0 \) for all \( i > 0 \) and so \( A \) is projective as a \( \mathbb{Z} \)-module. Hence \( A \) is also reflexive as a \( \mathbb{Z} \)-module. □

We have seen that \( A_\Delta \) is an Azumaya algebra theorem 2.1 and therefore it is also a maximal order away from the discriminant. It remains to prove that \( A_{(\Delta)} \) is also a maximal order. A more explicit description of \( A_\Delta \otimes k(U) \) will be useful for this proof.
Lemma 2.15. Let \( \epsilon = xyx + \omega x^2y + \omega^2yx^2 \in A \). Then
\[ ex = \omega x \epsilon \quad \text{and} \quad ey = \omega y \epsilon + \gamma - \omega \gamma \]
and \( \epsilon^3 \) is central in \( A \). This implies that over the generic point, \( A_{\Delta} \otimes k(U) \) coincides with the symbol algebra \((x^3, \epsilon^3)_3, Z \otimes k(U)\).

Proof. We need to show that \( \epsilon^3 \) is central in \( A \). Let us first see how \( \epsilon \) interacts with \( x \) and \( y \):
\[ ex = xyx^2 + \omega x^2yx + \omega^2yx^3 = x \left( yx^2 + \omega xyx + \omega^2x^2y \right) = \omega x \epsilon, \]
\[ ey = (xy)^2 + \omega x^2y^2 + \omega^2yx^2y = \gamma + y^2x^2 - \omega \gamma + \omega(yx)^2 + \omega^2yx^2y = \omega y \epsilon + \gamma - \omega \gamma. \]

This implies that \( \epsilon^3 x = x \epsilon^3 \) and
\[ \epsilon^3 y = \omega \epsilon^2y \epsilon + \gamma - \omega \gamma = \omega \epsilon^2y \epsilon + \omega \gamma - \omega^2 \gamma + \gamma - \omega \gamma = ye^3 + \omega^2 \gamma - \gamma - \omega^2 \gamma + \gamma = ye^3. \]
Thus \( \epsilon^3 \) fixes both \( x \) and \( y \) and it is therefore central in \( A \). \( \square \)

Proposition 2.16. \( A \otimes Z(\Delta) \) is a maximal order.

Proof. By [12, Chapter 1, Example 1.4] the discriminant
\[ \Delta = -27x^6y^6 + 18x^3y^3\alpha \beta - 4x^3\beta^3 - 4y^3\alpha^3 \]
is prime over the center \( Z \). By degree consideration \( \epsilon^3 \) does not lie in the ideal generated by \( \Delta \). By Krull’s principal ideal theorem the ideal \( (\Delta) \) is minimal and therefore \( Z(\Delta) \) is a discrete valuation ring.

Let \( G \) be the Galois group of \( K \) over the quotient field of \( Z(\Delta) \) obtained by adjoining \( x \). Then \( G \) is cyclic of degree 3 with generator \( \sigma \). Furthermore, the integral closure of \( Z(\Delta) \) in \( K \) is \( Z(\Delta)[x] \). Define an element \([f]\) in \( H^2 \left( G, (Z(\Delta))^\times \right) \) by
\[ f : G \times G \rightarrow (Z(\Delta))^\times : (\sigma^i, \sigma^j) \mapsto \begin{cases} \epsilon^3 & i + j \geq 3 \\ 1 & i + j < 3 \end{cases}. \]
Consider the crossed product algebra \( \Delta(f, Z(\Delta)[x], G) \), which is isomorphic to the symbol algebra \((x^3, \epsilon^3)Z(\Delta) = Z(\Delta)[x, \epsilon] \subseteq A \otimes Z(\Delta)\). Let \( \Gamma \) be the maximal order containing the crossed product algebra \( \Delta(f, Z(\Delta)[x], G) \). Note that the inertia subgroup is \( G_I = G \) and the conductor group of \( \Delta(f, Z(\Delta)[x], G) \) is trivial. By [37, Proposition 3.4] we deduce that
\[ Z(\Delta)[x] = \{ s \in Z(\Delta)[x] : se \subseteq \Delta(f, Z(\Delta)[x], G) \}. \]
In particular, \( \Gamma \subseteq \Delta(f, Z(\Delta)[x], G) = A \otimes Z(\Delta) \) and therefore \( A \otimes Z(\Delta) \) is a maximal order. \( \square \)

Theorem 2.17. \( A \) is a maximal order over its center.

Proof. We proved in Lemma 2.14 that \( A \) is a reflexive \( Z \)-module. Let \( p \) be a minimal prime in \( Z \). If \( p = (\Delta) \), then \( A \otimes Z(\Delta) \) is a maximal order by proposition 2.16. Furthermore, if \( p \neq (\Delta) \), then \( A \otimes Z_p \) is Azumaya and therefore in particular, it is a maximal order. Using [1, Theorem 1.5], we deduce that \( A \) is a maximal order over its center. \( \square \)
3. The Moduli Problem

The main statement of this section is the following theorem which gives a correspondence between the moduli stack \([U/GL_2]\) and pairs \((E, \alpha)\), where \(E\) is an elliptic curve of \(j\)-invariant 0, and \(\alpha\) is a Brauer class on \(E\) that is invariant under complex multiplication.

**Theorem 3.1.** Consider the set of pairs \((E, \alpha)\), where \(E\) is an elliptic curve over \(k\) of \(j\)-invariant 0, and \(\alpha\) is a 3-torsion Brauer class in \(Br(E)/Br_0(E)\) invariant under complex multiplication \(\theta\). Identify two pairs \((E, \alpha)\) and \((E', \alpha')\) if there is an isomorphism \(\varphi : E \to E'\) and the induced isomorphism \(Br(E') \to Br(E)\) identifies \(\alpha\) and \(\alpha'\). There is a bijection between the set of equivalence classes of pairs \((E, \alpha)\) and the set of \(GL_2(k)\)-orbits of nondegenerate binary cubic forms.

This correspondence is given as follows: Let \(f\) be a nondegenerate binary cubic form. The Jacobian of the genus one curve defined by \(w^3 - f(u, v)\) is a \(j\)-invariant 0 elliptic curve \(E\). As \(E\) has \(j\)-invariant 0, it is equipped with an order 3 automorphism \(\theta\). We show in this section that the Clifford algebra associated to \(f\) defines a \(\theta\)-invariant 3-torsion Brauer class \(\alpha\) on \(E\). On the other hand, let \((E, \alpha)\) be as in the statement and consider the short exact sequence induced by the Hochschild-Serre spectral sequence

\[
0 \longrightarrow Br(k) \longrightarrow Br(E) \xrightarrow{\kappa} H^1(k, E(\overline{k})) \longrightarrow 0.
\]

We prove in this section that the image of \(\alpha\) under \(\kappa\) can be described as a \(k\)-torsor under \(E(\overline{k})\) with equation \(w^3 - f(u, v)\), where \(f(u, v)\) is a nondegenerate binary cubic form.

We proved in Theorem 0.1 that the binary cubic generic Clifford algebra \(A\) defines a Brauer class \(\alpha_0\) over a relative elliptic curve \(J\) over \(U\). We will equip \(J\) with a \(GL_2\)-action that is compatible with the action on \(U\) and show that the Brauer class \(\alpha_0\) descends to the quotient.

### 3.1. The Action of \(GL_2\) on Binary Cubic Forms.

Recall that \(U = \text{Spec} \, R_\Delta\), where \(R = k[x^3, \alpha, \beta, y^3]\), is identified with the space of nondegenerate binary cubic forms. Let \(g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(k)\) and \(r \in R\). Define the action on \(R\) by acting linearly on the coordinates \(x\) and \(y\), i.e. \(g.x = ax + cy\) and \(g.y = bx + dy\). Direct computation shows that the action of \(g\) on the basis \(\{x^3, \alpha, \beta, y^3\}\) of \(R\) is given by the matrix

\[
\begin{pmatrix}
 a^3 & 3a^2b & 3ab^2 & b^3 \\
 a^2c & a(ad + 2bc) & b(bc + 2ad) & b^2d \\
 ac^2 & c(bc + 2ad) & d(ad + 2bc) & bd^2 \\
 c^3 & 3c^2d & 3cd^2 & d^3
\end{pmatrix}
\]

**Lemma 3.2.** The above action fixes the ideal \((\Delta)\). In particular, the action is well-defined on \(U\).

**Proof.** Let \(g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(k)\). By a direct computation

\[
g.\Delta(x^3, \alpha, \beta, y^3) = g. \left( -27x^6 + \alpha^2\beta^2 + 18x^3\alpha\beta y^3 - 4x^3\beta^3 - 4\alpha^3 y \right) = (\det(g))^6 \Delta(x^3, \alpha, \beta, y^3)
\]

This implies that \(g\) takes \((\Delta)\) to \((\Delta)\). \(\square\)

We now proceed to compute the stabilizer of a point \(f \in U\) under the above action of \(GL_2(k)\).

Suppose first that \(f(u, v) = pu^3 + rv^3\) is diagonal over \(k\) and let \(g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Stab}_{GL_2(k)}(f)\).
In this case,
\[(7)\quad a^2 cp + b^2 dr = ac^2 p + bd^2 r = 0.\]

As \(f\) is a nondegenerate binary cubic form, both \(p\) and \(r\) are nonzero. Assume first that all \(a, b, c,\) and \(d\) are nonzero, then the above implies that \(\frac{b^2 d}{ac} = \frac{bd^2}{ac}\), and hence \(\frac{b}{a} = \frac{d}{c}\), which is impossible as \(g\) has nonzero determinant. Thus at least one of \(a, b, c,\) and \(d\) is zero. If \(a = 0\), then both \(b\) and \(c\) are nonzero. By eq. (7), we see that \(d = 0\). Further as \(g\) fixes \(f\), in this case \(b^3 r = p\) and \(c^3 p = r\). This implies that \(b^3 = \frac{1}{c^3} = \frac{p}{r}\). Similarly if \(b = 0\), then \(c = 0\) and \(a^3 = d^3 = 1\).

Summarizing, let \(f\) be the diagonal form \(f(u, v) = pu^3 + rv^3\). Assume first that there is no \(\lambda \in k\) with \(\lambda^3 = p\), then
\[
\text{Stab}_{\text{GL}_2(k)}(f) = \left\{ \begin{pmatrix} \omega^i & 0 \\ 0 & \omega^j \end{pmatrix} : i, j \in 0, 1, 2 \right\} \cong \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z}.
\]

If there is a \(\lambda \in k\) with \(\lambda^3 = p\), then the stabilizer of \(f\) is
\[
\text{Stab}_{\text{GL}_2(k)}(f) = \left\{ \begin{pmatrix} \omega^i & 0 \\ 0 & \omega^j \end{pmatrix} : i, j \in 0, 1, 2 \right\} \cup \left\{ \begin{pmatrix} 0 & \omega^i \lambda \\ \omega^j & 0 \end{pmatrix} : i, j \in 0, 1, 2 \right\} \cong (\mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z}) \rtimes \mathbb{Z}/2\mathbb{Z}.
\]

Remark in particular, that in both cases the stabilizer of \(f\) is finite.

If \(f\) is a nondegenerate binary cubic form, that is not necessarily diagonal, then there is some finite extension \(F\) of \(k\) so that there is some \(h \in \text{GL}_2(F)\) with \(h.f\) diagonal. Now
\[
\text{Stab}_{\text{GL}_2(k)}(f) \subset \text{Stab}_{\text{GL}_2(F)}(f) \cong \text{Stab}_{\text{GL}_2(F)} h.f,
\]
which is finite. Hence the stabilizer for every \(f \in U\) is finite and we deduce the following proposition.

**Proposition 3.3.** The quotient stack \(\left[ U/\text{GL}_2 \right]\) is a Deligne-Mumford stack.

We now proceed to show that the orbits of \(U\) with respect to this action of \(\text{GL}_2\) correspond to isomorphism classes of Severi-Brauer varieties.

3.2. **Isomorphisms of Severi-Brauer Varieties.** Let \(f\) and \(g\) be nondegenerate binary cubic forms and assume that their Clifford algebras \(A_f\) and \(A_g\) are isomorphic. This induces an isomorphism \(\varphi : C_f \to C_g\) of the associated Brauer-Severi varieties. In this part, we show the following statement.

**Proposition 3.4.** Let \(f\) and \(g\) be nondegenerate binary cubic forms. Their Clifford algebras \(A_f\) and \(A_g\) are isomorphic if and only if there is some \(g \in \text{GL}_2(k)\) so that \(g.f = g\), where the action is given by a linear change of variables.

The main tool in our proof is the following lemma.

**Lemma 3.5.** If \(\varphi^* (O_{C_g}) = O_{C_f}\), then \(\varphi\) extends to an isomorphism \(\tilde{\varphi}\) on \(\mathbb{P}^2\). In particular, \(f\) and \(g\) are related by a linear change of variables.
Proof. Define \( \tilde{\varphi} \) via the composition

\[
H^0(\mathbb{P}^2, \mathcal{O}(1)) \xrightarrow{\sim} H^0(C_f, \mathcal{O}(1)) \xrightarrow{(\varphi^*)^{-1}} H^0(C_g, \mathcal{O}(1)) \xrightarrow{\sim} H^0(\mathbb{P}^2, \mathcal{O}(1)).
\]

This proves the statement. \( \square \)

Suppose from now on that \( \varphi^*(\mathcal{O}_{C_g}) \neq \mathcal{O}_{C_f} \). We will show in the following that this is not possible and deduce Proposition 3.4 from Lemma 3.5. Consider the composition

\[
C_f \xrightarrow{\varphi} C_g \xrightarrow{\eta} C_g \xrightarrow{\varphi^{-1}} C_f,
\]

where \( \eta : C_g \to C_g \) is the map defined by \( w \mapsto \omega w \). Denote the induced map on the Jacobian \( E_f \) by \( \mu \) and note that the line bundle \( \mathcal{L} = \varphi^*(\mathcal{O}_{C_g}(1)) \). Note that \( \mu \) fixes the bundle \( \mathcal{L}(-1) = \varphi^*\mathcal{O} = \mathcal{O} \) by the commutative diagram below

\[
\begin{array}{c}
E_f \xrightarrow{\mu} E_f \\
\downarrow \quad \quad \downarrow \\
\text{Pic}^3 C_f \xrightarrow{\sigma} \text{Pic}^3 C_f \\
\downarrow \quad \quad \downarrow \\
\mathcal{L} \quad \quad \mathcal{L} \nend{array}
\]

Therefore \( \mu \) is a group homomorphism on \( E_f \).

Lemma 3.6. \( \sigma \) is the map induced by \( w \mapsto \omega^i w \) on \( C_f \) for \( i = 1 \) or \( i = 2 \). In particular, \( \sigma \) is defined over \( k \).

Proof. The map \( \sigma \) fixes exactly 3 line bundles \( \mathcal{O}(1), \mathcal{L}, \) and \( \mathcal{L}^2(-1) \) in \( \text{Pic}^3 C_f \). Therefore \( \sigma \) is an order 3 automorphism of \( E_f \). Since \( E_f \) has \( j \)-invariant 0, this autormorphism of \( E_f \) is unique [30, III Theorem 10.1]. Hence \( \sigma \) is the map induced by \( w \mapsto \omega^i w \) on \( C_f \) for \( i = 1 \) or \( i = 2 \). We may assume for the remainder of this proof, that \( i = 1 \).

To show that \( \sigma \) is defined over \( k \), let \( \tau \in \text{Gal}(\overline{k}/k) \) and consider the commutative diagram

\[
\begin{array}{c}
C_f \xrightarrow{\tau} C_f \\
\downarrow \quad \quad \downarrow \\
C_f \xrightarrow{\tau} C_f \\
\end{array}
\]

where \( \eta \) is the map defined by \( w \mapsto \omega w \). The commutativity of the above diagram implies that the action of \( \tau \) on \( \text{Pic}^3 C_f \) commutes with \( \sigma \) as well. Hence \( \sigma \) is defined as a morphism of schemes over \( k \). \( \square \)

By the above, there are actions of \( \sigma \) on \( H^0(C_f, \mathcal{O}(1)) \) and \( H^0(C_f, \mathcal{L}) \). The former can be described by the matrix

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \omega
\end{pmatrix} \in \text{PGL}_2(k).
\]

Suppose that the latter action is given by the action of a matrix \( B \) in Jordan-canonical form with respect to a basis \( r, s, t \). The eigenspaces of the action defined by \( \mathcal{O}(1) \) are as follows:

- The eigenspace of the eigenvalue 1 is spanned by \( u^3, u^2 v, uv^2, v^3, w^3 \). As there is a relation between these objects in \( C_f \), this eigenspace is of dimension 5.
• The eigenspace of the eigenvalue $\omega$ is spanned by $u^2w, v^2w, uwv$. This eigenspace is of dimension 3.
• The eigenspace of the eigenvalue $\omega^2$ is spanned by $uw^2, vw^2$. This eigenspace is of dimension 2.

**Lemma 3.7.** $B$ is diagonal and we may assume that its eigenvalues are contained in the set \{1, \omega, \omega^2\}.

**Proof.** Note that the action of $\sigma$ has order 3. Therefore we may assume that $B^3 = 1$. Suppose that $B$ is not diagonal. If $B$ has an eigenvalue $\lambda \neq 0$ of multiplicity 3 and the corresponding eigenspace has dimension 1, then $B = \begin{pmatrix} \lambda & 1 & 0 \\ 0 & \lambda & 1 \\ 0 & 0 & \lambda \end{pmatrix}$ and $B^3 = \begin{pmatrix} \lambda^3 & 3\lambda^2 & 3\lambda \\ 0 & \lambda^3 & 3\lambda^2 \\ 0 & 0 & \lambda^3 \end{pmatrix}$, which is not diagonal. If $B$ has an eigenvalue $\lambda_1 \neq 0$ of multiplicity 2 (or 3) and the corresponding eigenspace has dimension 1 (or 2, respectively). Denote the remaining eigenvalue by $\lambda_2$. Then $B = \begin{pmatrix} \lambda_1 & 1 & 0 \\ 0 & \lambda_1 & 0 \\ 0 & 0 & \lambda_2 \end{pmatrix}$. In this case $B^3 = \begin{pmatrix} \lambda_1^3 & 3\lambda_1^2 & 0 \\ 0 & \lambda_1^3 & 0 \\ 0 & 0 & \lambda_2^3 \end{pmatrix}$. We conclude that $B$ is diagonal. The second part of the statement follows as $B^3 = 1$.

In the following, using contradiction, we will show that $B$ has to be the identity matrix.

Suppose first that $B$ has three distinct eigenvalues, i.e. $B = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix}$ The eigenspaces of this action on $H^0(C_f, \mathcal{O}(3))$ are as follows:
• The eigenspace of eigenvalue 1 is spanned by $r^3, s^3, t^3, rst$.
• The eigenspace of eigenvalue $\omega$ is spanned by $r^2s, rt^2, s^2t$.
• The eigenspace of eigenvalue $\omega^2$ is spanned by $rt^2, r^2t, st^2$.
Comparing this with the previous list, we conclude that there is a linear relation $art^2 + br^2t + cst^2 = 0$ with $a, b, c \neq 0$, which is a contradiction.

Assume now that $B$ has two distinct eigenvalues, in other words $B$ may be assumed to be of the form $\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \omega^i \end{pmatrix}$ for $i = 1$ or $i = 2$. If $i = 1$, then the embedding given by $L$ is the same, as the one given by $O(1)$, which is a contradiction as we assumed that $O(1) \neq L$. If $i = 2$, then the eigenspaces of the action on $H^0(C_f, \mathcal{O}(3))$ are as follows:
• The eigenspace of eigenvalue 1 is spanned by $r^3, r'^3, rs^2, s^3, t^3$.
• The eigenspace of eigenvalue $\omega^1$ is spanned by $rt^2, st^2$.
• The eigenspace of eigenvalue $\omega^2$ is spanned by $r't^2, rst, st^2$.
Comparing this with the previous list, we get a contradiction. We conclude that the assumption made at the beginning of this part was incorrect, i.e. $\varphi^* (O_{C_g}) = O_{C_f}$ and hence by Lemma 3.5 we deduce the statement of Proposition 3.4.

The above argument additionally implies the following proposition.

**Proposition 3.8.** Let $X$ be a genus one curve in $\mathbb{P}^2$. If $X$ is equipped with an order 3 automorphism $\sigma$ over $k$, then $X$ is of the form $w^3 - f(u, v)$ for some nondegenerate binary cubic form $f$. 19
Proof. Let $E$ be the Jacobian of $X$. The automorphism $\varphi$ induces an order three automorphism $\mu$ on $E$. In particular, as $E$ has a unique order three automorphism, we may assume that $\mu$ is given by $x \mapsto \omega x, y \mapsto y$ on the elliptic curve $E$. Furthermore, $\mu$ fixes three line bundles.

Denote the non-trivial line bundle that is fixed by $\varphi$ in Section 3.1.

Now $\varphi$ defines an action on $H^0(X, O(1))$ and on $H^0(X, \mathcal{L})$. As observed above, we may assume that $\varphi$ acts on both by a matrix of the form

$$
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \omega
\end{pmatrix}
$$

Hence, there is a commutative diagram of the form

$$
\begin{array}{ccc}
X & \xrightarrow{\varphi} & X \\
\downarrow & & \downarrow \\
\mathbb{P}^1 & \rightleftharpoons & \mathbb{P}^1
\end{array}
$$

Hence we may write $X$ as $w^3 - f(u, v)$ for a nondegenerate binary cubic form $f$. □

3.3. Action on the relative cubic curve $C$ over $U$. Recall that $\text{GL}_2$ acts on $U$ by change of coordinates, for details see Section 3.1. We first extend the action on $U$ to the curve $\mathcal{C}$ given by

$$
\mathcal{C} : w^3 - (x^3u^3 + \alpha u^2v + \beta uv^2 + y^3v^3) \subseteq \mathbb{P}^2_U.
$$

Consider the action of a matrix $\mathfrak{g} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ on $u, v$ given by a linear change of coordinates $\mathfrak{g}.u = au + bv, \mathfrak{g}.v = cu + dv$ and $\mathfrak{g}.w = w$. By a direct computation, we see that

$$
\begin{align*}
\mathfrak{g}.u^3 &= a^3u^3 + 3a^2bu^2v + 3abu^2v^2 + b^3v^3, \\
\mathfrak{g}.u^2v &= a^2cu^3 + a(ad + 2bc)u^2v + b(bc + 2ad)uv^2 + b^2d^2v, \\
\mathfrak{g}.uv^2 &= acu^3 + c(bc + 2ad)uv^2 + d(ad + 2bc)uv^2 + bd^2v^3, \\
\mathfrak{g}.v^3 &= c^3u^3 + 3c^2du^2v + 3cd^2uv^2 + d^3v^3.
\end{align*}
$$

Comparing this with the matrix in eq. (6), we see that the following action extends the action of $\text{GL}_2(k)$ on $U$ to $\mathbb{P}^2_U$.

**Definition 3.9.** Let $\mathfrak{g} \in \text{GL}_2(k)$ and $P = [u : v : w] \in \mathbb{P}^2_U$. Define

$$
\mathfrak{g} * P = \left[ \mathfrak{g}^{-1}.u : \mathfrak{g}^{-1}.v : w \right].
$$

**Lemma 3.10.** The action of $\text{GL}_2(k)$ on $\mathbb{P}^2$ leaves the ideal $w^3 - x^3u^3 - \alpha u^2v - \beta uv^2 - y^3v^3$ invariant. Therefore, there is a well-defined action of $\text{GL}_2(k)$ on $\mathcal{C}$.

**Proof.** This can be proven using a direct computation. The action on $w^3, u^2v, uv^2$, and $v^3$ cancels the action on $x^3u^3, x^3u^2v, x^3uv^2$, and $x^3v^3$, leaving the equation $w^3 - x^3u^3 - \alpha u^2v - \beta uv^2 - y^3v^3$ invariant. □

3.4. Action on the relative elliptic curve $J$ over $U$. The above gives us an action of $\text{GL}_2(k)$ on the elliptic curve $J$, that extends the action on $U$. Recall that $J$ is given by the equation $s^2 = \gamma^3 + \frac{1}{4} \Delta$. Direct computation shows that the action on $J$ is given by

$$
\mathfrak{g}.\gamma = (\det \mathfrak{g})^2 \gamma, \quad \mathfrak{g}.s = (\det \mathfrak{g})^3 s, \quad \text{and} \quad \mathfrak{g}.\Delta = (\det \mathfrak{g})^6 \Delta.
$$

Suppose that $\mathfrak{g}$ fixes a diagonal form $f$ in $U$ given by $pu^3 + rv^3$. We computed the stabilizer of $f$ in Section 3.2. Let $\mathfrak{g} = \begin{pmatrix} \omega^i & 0 \\ 0 & \omega^j \end{pmatrix}$ be an element in the stabilizer of $f$. If $i + j \equiv 0 \pmod{3}$,
then $g$ acts on $J_f$ by the identity. If $i + j \neq 0 \pmod{3}$, then $g$ fixes $s$ and takes $\gamma$ to $\omega^{2i+2j}\gamma$. This defines an automorphism of $J_f$ with three fixed points $0, (0, s_1), (0, -s_1)$, where $(0, s_1)$ is a three torsion point on $J_f$. Finally, suppose that $g = \begin{pmatrix} 0 & \lambda \\ \lambda & 0 \end{pmatrix}$ is an element in the stabilizer of $f$. Recall that in this case $f$ has a zero over $k$. In this case, the automorphism induced on $J_f$ by $g$ is the isogeny $[-1]$ that takes a point $(s, \gamma)$ to $(-s, \gamma)$.

In conclusion, every $f \in U$ has finite stabilizer and every element $g$ in the stabilizer of $f$ has finite fixed points in $J_f$. This implies the following proposition.

**Proposition 3.11.** The stack $[J/ \text{GL}_2]$ is a Deligne-Mumford stack and each orbit in $[J/ \text{GL}_2](k)$ defines a relative elliptic curve over an orbit in $[U/ \text{GL}_2](k)$.

### 3.5 Proof of Theorem 3.1.

We are now ready to proof Theorem 3.1. Recall the construction of our bijection from the beginning of this section. We need to show that it is well-defined.

**Lemma 3.12.** Let $f$ be a binary cubic nondegenerate form. Denote by $C_f$ the curve defined by $w^3 - f(u, v)$, $E_f$ the Jacobian of $C_f$, and $\alpha_f$ the Brauer class associated to the Clifford algebra of $f$. Then the map $\kappa$ of eq. (5) takes $\alpha_f$ to the class of the principal homogeneous space $C_f$.

**Proof.** This was shown in [16, p. 518] even though it was stated in different terms. Furthermore, it is a a special case of the computations done in [21, Proposition 3.2]. We will review the basic argument here for completion. Fix a point $P \in C_f(k)$. Then a cocycle representation corresponding to $C_f$ is given by $f(\sigma) = P^{\sigma - 1} - P$. We will show that this is the image of $\alpha_f$. Let us first review the definition of $\kappa$ from sequence eq. (5). This construction can be found in more detail for example in [23]. Denote $\bar{E} = E \times_k \bar{k}$. By Tsen’s theorem, the group $\text{Br}(E)$ is isomorphic to $H^2(k, k(E)\times)$ and therefore we may think of $\alpha$ as a cocycle in this cohomology group. Consider the exact sequence

$$0 \longrightarrow k(\bar{E})^\times \longrightarrow \text{Prin}(\bar{E}) \longrightarrow \text{Div}(\bar{E}) \longrightarrow 0,$$

where $\text{Div}(\bar{E})$ is the group of divisors and $\text{Prin}(\bar{E})$ the set of principal divisors on $\bar{E}$. This induces a map

$$H^2(k, k(\bar{E})^\times) \longrightarrow H^2(k, \text{Prin}(\bar{E})).$$

Denote the image of $\alpha_f$ under this map by $h_f$. Now consider the sequence

$$0 \longrightarrow \text{Prin}(\bar{E}) \longrightarrow \text{Div}^0(\bar{E}) \longrightarrow E(\bar{k}) \longrightarrow 0.$$

This induces a map

$$H^1(k, E(\bar{k})) \longrightarrow H^2(k, \text{Prin}(\bar{E})).$$

It can be shown that there is a unique lift of $\alpha_f$, which is $\kappa(\alpha_f)$. Recall that $\alpha_f$ is defined via the Poincaré bundle and the $\Theta$-divisor $\Theta_0$. In $H^2(k, E(\bar{k})^\times)$, the Azumaya algebra $\alpha_f$ can be represented by the cocycle that takes $\sigma, \tau \in \text{Gal}(k)$ to a function whose divisor is

$$\Theta_{[p^{-1} - 1]} + \Theta_{[p^{-1} - p^s - 1]} = \Theta_{[p^{-1} - p^s - 1]} - \Theta.$$

Here $\Theta_a = t_a \Theta = \Theta + a$ denotes translation of the theta divisor by an element $a$ in the Jacobian $E$. By definition, equation 9 describes the image of the cocycle of $C_f$ under the map in sequence 8. \qed
We now proceed with our investigation of the image under $\kappa$ of a Brauer class that is invariant under complex multiplication. Let $E$ be an elliptic curve over $k$ with $j$-invariant 0. The automorphism group of $E$ is $\mathbb{Z}/6\mathbb{Z}$ by [30, III Theorem 10.1]. Denote the order 3 automorphism of $E$ by $\theta$. Note that if $E$ is given by the affine equation $y^2 = x^3 + \frac{1}{4}\Delta$, then $\theta$ is the morphism defined by $\theta(x, y) = (\omega x, y)$. The fixed points of $\theta$ form the subgroup $\mathcal{T} = \{0, (0, \frac{1}{2}\sqrt{\Delta}), (0, -\frac{1}{2}\sqrt{\Delta})\}$ of the 3-torsion of $E$. Finally, denote by $\lambda = \theta - [1]$ the isogeny with kernel $\mathcal{T}$. Consider the exact sequence of $G = \text{Gal}(\overline{k}/k)$-modules

$$0 \longrightarrow \mathcal{T} \longrightarrow E \stackrel{\lambda}{\longrightarrow} E \longrightarrow 0.$$  

Applying group cohomology yields the exact sequence

$$0 \longrightarrow E(k)/\lambda E(k) \longrightarrow H^1(k, \mathcal{T}) \stackrel{\delta}{\longrightarrow} H^1(k, E(\overline{k})) [\lambda] \longrightarrow 0,$$

where $H^1(k, E(\overline{k})) [\lambda]$ denotes the classes $[X]$ in the kernel of $\lambda_* : H^1(k, E(\overline{k})) \rightarrow H^1(k, \mathcal{T})$. By Proposition A.2, every such $X$ is in the image of the map $\delta$. By [17, Theorem 6.1], the image of this map $\delta$ is exactly described by principal homogeneous spaces of the form $w^3 - f(u, v)$. As a 3-torsion element in $H^1(k, E(\overline{k}))$ is invariant under $\theta$ if and only if it is trivial under $\lambda_*$, the statement follows from a computational result of Haile, Han, and Wadsworth [17, Theorem 6.1]. We will prove the statement geometrically for completion.

**Lemma 3.13.** Every 3-torsion element in $H^1(k, E(\overline{k}))$ that is invariant under $\theta$ can be described as the principal homogeneous space given by a curve $C_f : w^3 - f(u, v)$ for some nondegenerate binary cubic form $f$ so that the Jacobian of $C_f$ is isomorphic to $E$.

**Proof.** Let $X$ be a 3-torsion element in $H^1(k, E(\overline{k}))$ that is invariant under $\theta$. The canonical map $X \rightarrow \theta_*(X) \cong X$ gives an order 3 automorphism $\sigma$ of $X$. As seen in Proposition 3.8, this implies that $X$ is of the form $w^3 - f(u, v)$ for some nondegenerate binary cubic form $f$. \qed

**Proof of Theorem 3.1.** We recall the bijection from the beginning of this section. Let $f$ be a nondegenerate binary cubic form. Let $C_f$ be the cubic planar curve $w^3 - f(u, v)$ and let $E_f$ be the Jacobian of $C_f$. Furthermore, let $\alpha_f \in \text{Br}(E_f)$ be the Brauer class on $E_f$ associated to the Clifford algebra. For another binary cubic form $g$ in the same orbit as $f$ with respect to the action of $\text{GL}_2(k)$, define $C_g, E_g$, and $\alpha_g$ respectively. Then there is some $g \in \text{GL}_2(k)$ so that $g.f = g$, where we recall that $g$ acts on the coefficients of $f$. By [15] the elliptic curve $E_f$ is defined by the equation

$$s_f^2 = \gamma_f^3 + \frac{1}{4}\Delta_f$$

so that by our computations in the previous section $E_g$ is given by

$$\det(g)^6 s_f^2 = \det(g)^6 \gamma_f^3 + \frac{1}{4}\det(g)^6 \Delta_f.$$

This implies by [30, Section III.1] that $E_f \cong E_g$ over $k$. Furthermore, for any $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, the action $g.x = ax + cy$ and $g.y = bx + dy$ defines an isomorphism from the Clifford algebra of $f$ to the Clifford algebra of $g$. On the center this action takes the coordinate ring of $E_f$ to the coordinate ring of $E_g$. Hence, the equivalence class of $(E_f, \alpha_f)$ is well-defined for an orbit under the action of $\text{GL}_2(k)$.
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On the other hand, consider a pair \((E, \alpha)\) as in the statement of the theorem. Consider the image of \(\alpha\) under \(\kappa\). By Lemma 3.13 there is some binary cubic form \(f\) so that \(\kappa(\alpha)\) is represented by the principal homogeneous space given by \(C_f\). Note that we get a well-defined class modulo the action of \(GL_2(k)\). Suppose that \(E\) is isomorphic to \(E'\) via the isomorphism \(\varphi : E' \to E\). Suppose that \(g\) is constructed in a similar way from \(E'\). By naturality of the spectral sequence, the following diagram commutes

\[
\begin{array}{cccccc}
0 & \to & \text{Br}(k) & \to & \text{Br}(E) & \to & H^1(k, E(k)) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & \text{Br}(k) & \to & \text{Br}(E') & \to & H^1(k, E'(k)) & \to & 0
\end{array}
\]

In conclusion, the equivalence class of \((E, \alpha)\) gives us a well-defined orbit in \(U\) modulo \(GL_2(k)\).

Finally, start with an orbit of \(f\) and let \((E_f, \alpha_f)\) be as above. By Lemma 3.12, the orbit of binary cubic forms associated to the pair \((E_f, \alpha_f)\) is again \(f\). On the other hand, start with a pair \((E, \alpha)\) and an associated orbit \(f\) as in the second part of the proof. Then the Jacobian of \(C_f\) is \(E\) by definition. Furthermore, \(\alpha\) is a lift of \(C_f\) to \(\text{Br} E\) and so \(\alpha\) and \(\alpha_f\) describe the same element in \(\text{Br}(E)/\text{Br}_0(E)\) by the short exact sequence in eq. (5). \(\square\)

3.6. Descending the Brauer Class. Let \(U\), \(C\), and \(J\) be as before. A Brauer class over \(J\) descends to a Brauer class of the quotient stack \([J/ GL_2]\) if and only if it is \(GL_2\)-equivariant [34, Theorem 4.46]. We finish this section by proving that the Brauer class \(\alpha \in \text{Br}(J)\) associated to the binary cubic generic Clifford algebra descends.

**Proposition 3.14.** The Brauer class of \(\alpha\) descends to the quotient stack \([J/ GL_2]\) → \([U/ GL_2]\).

**Proof.** Let \(f\) and \(g\) be nondegenerate binary cubic forms and \(g \in GL_2(k)\) so that \(f = g \cdot g\). Then the Jacobians of \(C_f\) and \(C_g\) are isomorphic over \(k\) and this isomorphism induces an identification of \(\alpha_f\) and \(\alpha_g\) in \(\text{Br} J_f\) and \(\text{Br} J_g\), respectively. Hence the Brauer class \(\alpha\) is \(GL_2\)-equivariant and descends to the quotient. \(\square\)

Appendix A. Coverings of Elliptic Curves

Let \(k\) be a field of characteristic different from 2 or 3 and let \(E\) be an elliptic curve \(E\). Fix an automorphism \(\lambda : E \to E\) of finite order \(n\). Denote the kernel of \(\lambda\) by \(E[\lambda]\). Consider the exact sequence

\[
0 \to E[\lambda] \to E(k) \to E(k) \to 0.
\]

This induces an exact sequence on Galois-cohomology

\[
0 \to E(k)/\lambda E(k) \to H^1(k, E[\lambda]) \to H^1(k, E(k)) \to H^1(k, E(k)) \to \cdots.
\]

In our proof of the correspondence of moduli spaces, the image of the map \(\delta\) will play a crucial role. We will describe elements in the image using a generalization of \(n\)-coverings which were introduced by Cassels in [4]. Such a notion can be made in more generality for abelian varieties.

**Definition A.1.** A \(\lambda\)-covering is a pair \((X, \psi)\), where \(X\) is a \(k\)-torsor under \(E\), and \(\psi : X \to E\) is a morphism satisfying

\[
\psi(P + x) = \lambda(P) + \psi(x)
\]
for all $P \in E(\overline{k})$ and $x \in X(\overline{k})$. That is, the following diagram commutes

$$
\begin{array}{ccc}
E \times X & \xrightarrow{(\lambda, \psi)} & E \\
\downarrow & & \downarrow \\
X & \xrightarrow{\psi} & E
\end{array}
$$

Let $(X, \psi)$ and $(Y, \varphi)$ be $\lambda$-coverings. A morphism $(X, \psi) \to (Y, \varphi)$ is given by a morphism $\eta : X \to Y$ such that the following diagram commutes:

$$
\begin{array}{ccc}
E \times Y & \xrightarrow{(\lambda, \varphi)} & E \\
\downarrow & & \downarrow \\
E \times X & \xrightarrow{\eta} & E
\end{array}
$$

**Proposition A.2.** A $k$-torsor $X$ can be endowed with the structure of a $\lambda$-covering if and only if its class in $H^1(k, E(\overline{k}))$ is trivial under the push-forward $\lambda_*$. In particular, there is a one-to-one correspondence between isomorphism classes of $\lambda$-coverings and the image of $\delta$.

**Proof:** The proof is analogous to the proof of [31, Proposition 3.3.4]. We review it here for completion. Let $(X, \psi)$ be a $\lambda$-covering of $E$ and consider the push-forward $\lambda_* X$. This push-forward is defined to be

$$
\lambda_*(X) = (X \times_k E) / E,
$$

where the action of $E$ is given by

$$
P. (x, Q) = (- (P + x), \lambda(P) + Q),
$$

for $P, Q \in E(\overline{k})$ and $x \in X(\overline{k})$. Notice that

$$
P. (x, -\psi(x)) = (- (P + x), \lambda(P) - \psi(x)) = (- (P + x), \psi(P + x)).
$$

Thus the set $(\text{Id}, -\psi) \subseteq X \times_k E$ defines a $k$-point on the quotient so that the torsor $\lambda_*(X)$ is trivial. On the other hand, when $\lambda_*(X) = 0$, then by definition $\lambda_*(X) \cong E$. The canonical map $\psi : X \to \lambda_*(X)$ defines a $\lambda$-covering. \qed
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