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Abstract—In this article, we propose a fully distributed algorithm for finding all primes in an given interval \([2..n]\) (or \((L,R)\), more generally), based on the SMER — Scheduling by Multiple Edge Reversal — multigraph dynamics. Given a multigraph \(M\) of arbitrary topology, having \(N\) nodes, the SMER-driven system is defined by the number of directed edges (arcs) between any two nodes of \(M\), and by the global period length of all “arc reversals” in \(M\). In the domain of prime numbers generation, such a graph method shows quite elegant, and it also yields a totally new kind of distributed prime sieving algorithms of an entirely original design. The maximum number of steps required by the algorithm is at most \(\sqrt{n}\). Although far beyond the \(O(n/\log \log n)\) steps required by the improved sequential “wheel sieve” algorithms, our SMER-based algorithm is fully distributed and of linear (step) complexity. The message complexity of the algorithm is at most \(n\Delta_N + \sqrt{n}\Delta_N\), where \(\Delta_N\) denotes the maximum “multidegree” of the arbitrary multigraph \(M\), and the space required per process is linear.
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I. INTRODUCTION

Since the sieve of Eratosthenes (more than 2000 years ago), the classical problem of generating all prime numbers from a given interval \((L,R)\) gave rise to several sieving algorithms (from the basic Eratosthenes sieve to fancy ones), implemented in various settings (e.g., sequential and distributed environments).

In its most common form, the sieve of Eratosthenes is a simple device for finding all primes up to some positive integer \(n\). Start with an array of \(n-1\) “ones”, corresponding to the numbers from 2 to \(n\). The first one corresponds to “2”, so the ones in locations 4, 6, 8, and so on, are all changed to zeros. The next one is in the position “3”, and any one in locations 6, 9, 12, etc., must be changed into zeros. (Entries that are already zeros are left unchanged.) The sieving process continues in this fashion. If the next entry one corresponds to “\(p\)”, any entry one at locations \(2p\), \(3p\), \(4p\) is changed to zero, and so on. However, when \(p\) is so large that \(p^2 > n\), this process may stop. This exit point can be readily detected by noticing that sieving by \(p\) leads to no changes of ones to zeros. (At this point, the one entries in the list correspond to the primes not exceeding \(n\), while the zero entries correspond to the composites.)

In passing through the list of the multiples of \(p\), the sieve starts from the initial number \(p\) and sequentially adds \(p\) until it arrives at a number exceeding \(n\). Thus, the arithmetic operations in the sieve are all additions. The number of steps in the sieve of Eratosthenes is proportional to \(\sum_{p \leq n} n/p = n \log \ln n + O(n)\), where \(p\) runs over primes (see [1, Thm. 427]). The number of steps needed per number up to \(n\) is proportional to \(\log \ln n\).

The largest computer limitation on sieves is the enormous amount of space they can consume; and it is sometimes necessary to segment the array \([2..n]\). For the segmented ordinary sieve of Eratosthenes, the space required is \(O(\sqrt{n})\). However, if the length of a segment drops below \(\sqrt{n}\), its efficiency begins to deteriorate. The time it takes to sieve a segment of length \(\ell\) with the primes up to \(\sqrt{n}\) is proportional to \(\ell \log \ln n + \pi(\sqrt{n}) + O(\ell)\), where \(\pi(x)\) denotes the number of primes up to \(x\). Note that, since \(\pi(\sqrt{n}) \sim 2\sqrt{n}/\ln n\) by the prime number theorem, this term may be much larger that the “main term” \(\ell \log \ln n\) when \(\ell\) is small. (See [2] for more details.)

Clearly, the main drawback of the practical sieve of Eratosthenes is clearly the fact that it obliges to go through all the entries of the multiples of each number during the sieving process. Let the current entry one correspond to “\(p\)”, then any entry one at locations \(2p\), \(3p\), \(4p\) is changed to zero, and so on, until the exit point when \(p^2 > n\). Now, the basic sieve of Eratosthenes proceeds in the same way on any other entry one at locations 4, 6, 8, etc., 6, 9, 12, etc. (resp.), and so on until the exit point. In other words, 6 is “generated” twice (from 2 and 3), 12 is “generated” twice (from 2 and 3), etc. Certainly, the entries that are already zeros are left unchanged, but each entry must nevertheless be checked throughout the sieving process.

Thus, the most current and obvious idea consists in trying to prevent all numbers from been sieved “too many times”:
sieving the multiples of any given number more than once must be avoided, as much as possible. All efficient sieving algorithms are based on similar techniques. The complexity \( n \ln \ln n \) of the sieve of Eratosthenes may be somewhat reduced by several clever arguments that are carried out by above methods. Such sieve algorithms improve on the complexity of Eratosthenes and achieve a linear \([3, 4]\) or even a sublinear (step) complexity \([4, 5]\). So far, the best algorithm known is the “wheel sieve”, designed in \([8]\), which includes all integers at most \( n \). Although, the algorithm rest on the central result about the number of primes in arithmetic progressions. More precisely, Dirichlet’s theorem states that if \( a, b \) are coprime integers \((a, b) = 1\) and \( b > 0\), then the arithmetic progression \( \{a, a + b, a + 2b, \ldots\} = \{a \mod (b)\}\) contains infinitely primes (see \([1, \text{Thm. 15}]\)). Besides, the total number of additions (in the most operations consuming step) is \( O(n^{5/3} \ln n)\). (See \([2]\) for more details on the analysis of the “wheel sieve”).

Along the same lines, the above results show that a clever prime number generator can be considered as an excellent benchmark to test new architectures (sequential and parallel). Bearing in mind that the first parallel implementation of the practical sieve of Eratosthenes was realized in a Flex/32 shared-memory multiprocessor in 1987 \([7]\). From another point of view, a variant of the sieve of Eratosthenes was also distributively implemented in a unidirectional ring of size \( N \). The distributed sieve algorithm designed in \([8]\) is also based on the central result shown in the theorem of Dirichlet stated above. To eliminate multiples of the first \( n \) prime numbers \( p_1, \ldots, p_n \), \((p_1 = 2)\), the general form of the numbers is

\[
\prod_{i=1}^{n} p_i x + y, \quad 0 < y < \prod_{i=1}^{n} p_i, \quad \left( y, \prod_{i=1}^{n} p_i \right) = 1.
\]

In order to cancel the multiples of 2, 3, and 5 before the writing and sieving phases, numbers of the following form are generated: \( 30x + 1, 30x + 7, 30x + 11, 30x + 13, 30x + 17, 30x + 19, 30x + 23, 30x + 29 \).

Each processor generates the “quasi-primes” numbers of one of the preceding forms, and tests the local primality of the numbers it receives. The prime numbers are dynamically generated and stored in the local memory by each processor. When an integer has performed a complete cycle on the ring without being eliminated by a processor, it is a prime number and it is stored by the generating processor. (Note that the general current form of a message is \((30k + p_j)\), where \( p_j \) corresponds to the \( j \)th prime (except 1) and \( k = 1, 2, 3, \ldots \). The first prime found is \( p_1 = 7 \), the second one is 11, the third one is 13, etc., and \((30, p_j) = 1\) for all integers in the arithmetic progression \( \{p_j \mod 30\}\).

The present paper presents a new kind of fully distributed algorithm that finds all primes by sieving in a given interval \([2..n]\). Our algorithm takes advantage of some powerful graph properties provided by the “scheduling by multiple edge reversal” (SMER) method. This mechanism makes it possible to design a completely new class of sieve algorithms. No explicit arithmetic operations is required in this new class. The more fundamental operations in the algorithm are only the send-receipt event of a message (arc reversal) and the comparison.

In Section 2 and 3, the framework of the “scheduling by edge reversal” (SER) and the “scheduling by multiple edge reversal” (SMER) mechanisms are both introduced. Section 4 is devoted to the design of our distributed algorithm for sieving primes by using the “SMER-based” method. The complexity analysis of the algorithm is achieved in Section 5. In Section 6, some remarks are introduced and a new conjecture is offered. The final Section 7 draws a short conclusion and offers some perspectives.

II. SCHEDULING BY EDGE REVERSAL (SER)

Consider a neighborhood-constrained system composed by a set of processing elements (PEs) and a set of atomic shared resources represented by a connected directed graph \( G = (V, E) \), where \( V \) is the set of PEs and \( E \) the set of its directed edges (or arcs), setting up the access topology. The latter is defined in the following way: an arc exists between any two nodes \( i \) and \( j \) if and only if the two corresponding PEs share at least one atomic resource. SER works as follows: starting from any acyclic orientation \( \omega \) on \( G \), there is at least one sink node, i.e., a node such that all its arcs are directed to itself; all sink nodes are allowed to operate while other nodes remain idle.

This obviously ensures mutual exclusion at any access made to shared resources by sink nodes. After operation, a sink node will reverse the orientation of its arcs, becoming a source and thus releasing the access to resources to its neighbors. A new acyclic orientation is defined and the whole process is then repeated for the new set of sinks. Let \( \omega^* = g(\omega) \) denote this greedy operation. SER can be regarded as the endless repetition of the application of \( g(\omega) \) upon \( G \).

Assuming that \( G \) is finite, it is easy to see that eventually a set of acyclic orientations will be repeated defining a period of length \( P \). This simple dynamics ensures that no deadlocks or starvation will ever occur since in every acyclic orientation there exists at least one sink, i.e., one node allowed to operate. Also, it is proved that inside any period, every node operates exactly the same constant number of times \( M \).

SER is a fully distributed graph dynamics in which the sense of time is defined by its own operation, i.e., the synchronous behavior is found in the particular case when every node in \( G \) takes the very same exact time to operate and also the same amount of time to reverse arcs. Another interesting observation to be made here is that any topology \( G \) will have its own set of possible SER dynamics \([10]\).

As an example of SER’s applicability, consider Dijkstra’s paradigmatic Dining Philosophers problem \([11]\) under heavy load, i.e., in the case philosophers are either “hungry” or “eating” (no “thinking” state). Such system can be represented by a set \( \{P_1, \ldots, P_N\} \) of \( N \) PEs, in which each PE shares a resource both with its previous PE and its subsequent
III. SCHEDULING BY MULTIPLE EDGE REVERSAL (SMER)

SMER is a generalization of SER in which pre-specified access rates to atomic resources are imposed to processes in a distributed resource-sharing system represented by a multigraph $\mathcal{M} = (V, E)$. Different from SER, in the SMER dynamics a number of arcs can exist between any two nodes $i$ and $j$ ($i, j \in V$): there can exist $e_{i,j}$ undirected edges, $e_{i,j} \geq 0$, connecting nodes $i$ and $j$ (such nodes are called "neighbors").

Let $r_i$ denote the "reversibility" of node $i$, i.e., the number of arcs that shall be reversed by $i$ towards each of its neighboring nodes, indiscriminately, at the end of the operation (access to the shared resources). Node $i$ is called an $r$-sink if at least $r_i$ arcs are directed to itself from each of its neighbors. Each $r$-sink node $i$ operates by reversing $r_i$ arcs towards its neighbors, next a new set of $r$-sinks operates in turn, and so on. Similarly to sinks under SER, only $r$-sink nodes are allowed to operate under SMER. Unlike as in SER, nodes may operate more than once consecutively.

Let $\mu_0, \mu_1, \ldots$ be the sequence of orientations produced by SMER over $\mathcal{M}$ from the initial orientation $\mu_0$. As infinite sequences are of our interest (originally motivated by the Dining Philosophers with rates (DPPr) problem [12]), let $a_{ij}^{(s)}$ denote the greatest multiple of $\gcd(r_i, r_j)$, the greatest common divisor of $r_i$ and $r_j$, which does not exceed the number of edges oriented from $i$ to $j$ in $\mu_s$, $s \geq 0$. Orientations $\mu_s$ such that $f_{ij} = a_{ij}^{(s)} + \alpha_{ij}^{(s)}$, $s \geq 0$, remains constant as a consequence of the two terms changing by a certain multiple of $\gcd(r_i, r_j)$ (arcs reversed between neighboring nodes $i$ and $j$), are called legal. Let $\mathcal{M}_{i,j}^{(s)}$ be the submultigraph of $\mathcal{M}$ induced by a pair of neighboring nodes $i$ and $j$. Moreover, let $\mu_{0,i}, \mu_{1,i}, \ldots$ the sequence of orientations of $\mathcal{M}_{i,j}^{(s)}$ produced by SMER from $\mu_{0,i}^{(s)}$. The following Lemma 1 states a basic topology constraint towards the definition of the multigraph $\mathcal{M}$.

**Lemma 1:** ([12], [13])

If $\max\{r_i, r_j\} \leq e_{i,j} \leq r_i + r_j - 1$, then the use of SMER from $\mu_{i}^{(s)}$ on $\mathcal{M}_{i,j}^{(s)}$ solves the instance of DPPr given by neighbor nodes $i$ and $j$, $r_i$ and $r_j$ if and only if $f_{ij} = r_i + r_j - \gcd(r_i, r_j)$. In this case, the sequence $\mu_{0,i}, \mu_{1,i}, \ldots$ includes all orientations of $\mathcal{M}_{i,j}^{(s)}$ that are legal for $i$ and $j$ given $\mu_{0,i}^{(s)}$.

Also, it is important to know that there is always at least one SMER solution for any target system's topology having arbitrary pre-specified reversibilities at any of its nodes [13]. Note also that, according to Lemma 1, by having $e_{i,j} = r_i + r_j - 1$, either $i$ or $j$ is in an $r$-sink condition, independently of $\mu_s$, $s \geq 0$. It may also be seen that, between all pairs of neighboring nodes $i$ and $j$ in $\mathcal{M}$, any SMER dynamics produces one unique period, given by the relation $P_{i,j} = (r_i + r_j)/\gcd(r_i, r_j)$ [12], [14]. This periodic property of SMER can be observed in Figure 2 and Figure 3, where $P_{i,j} = 8$ and $P_{i,j} = 11$ respectively, where nodes in $\mathcal{M}$ share values that are pairwise coprime integers: such pairs $(r_i, r_j)$ (i.e., the numbers of pairwise "reversible" arcs) have no common divisors (but 1). In Figure 5, we can observe a situation where the application of SMER results in a deadlock. This happens whenever, at any cycle in $\mathcal{M}$, the sum of the "reversibilities" of all nodes in that cycle is equal or less than the sum of all oriented arcs in either clockwise or counterclockwise directions [12].

IV. A DISTRIBUTED PRIME SIEVING ALGORITHM BASED ON SMER

Recall that, from Lemma 1, the relation $f_{i,j} = r_i + r_j - \gcd(r_i, r_j)$ yields the largest multiple of $\gcd(r_i, r_j)$ below $e_{i,j}$ at each given pair $(i, j)$ of nodes. Using this property, we can state the following lemma.

**Lemma 2:** For all pair of neighboring nodes $i$ and $j$, connected by $e_{i,j} = r_i + r_j - 1$ arcs, of a given arbitrary multigraph $\mathcal{M}$ under SMER, such that $\gcd(r_i, r_j) > 1$, at least one of such $e_{i,j}$ arcs remains static after a period of length $P_{i,j}$ is reached. Otherwise ($\gcd(r_i, r_j) = 1$), no static arcs are observed.

**Proof:** Consider two nodes $i$ and $j$ of the multigraph $\mathcal{M} = (V, E)$, with their corresponding "reversibilities" $r_i$ and $r_j$. Two cases may arise. First, if $r_i$ and $r_j$ are coprime, then $f_{i,j} = r_i + r_j - 1 = e_{i,j}$. By contrast, when $r_i$ and $r_j$ have at least a proper common divisor, $\gcd(r_i, r_j) \geq 2$, and then $f_{i,j} \neq e_{i,j}$. Note that, conversely, whenever all arcs are reversed within the SMER period of $\mathcal{M}$, then $f_{i,j} = e_{i,j}$ and thus, there exists a pair of nodes $(i, j)$, in $\mathcal{M}$, such that $(r_i, r_j) = 1$. (Figure 4 illustrates Lemma 2).

Now, from Section 3 and Lemma 2, we can apply the following sieve algorithm distributively to a given interval $[2..n]$, at the end of the algorithm, all the remaining integers from the interval are primes.

Let $\mathcal{M} = (V, E)$ be an arbitrary multigraph having $N$ nodes. For the sake of simplicity, the distributed algorithm is

\[ \text{Fig. 1. Dining philosophers} \]
actually assumed to sieve the restricted interval $I = \{2\} \cup \{\text{odd integers from } [3..n]\}$ (according to the parity of $n$). Such a SMER-based sieve algorithm is called "Semi-SMER", indeed, by contrast with the SMER dynamics described in Section 3 (which considers all neighbourhood of any given node). The Semi-SMER assumes that every $r_i$ takes exclusive values from the above restricted interval $I$.

The procedure Semi-SMER($n$) is designed for any current node process $i \in V$, and it uses local variables, defined as follows:

- $\text{Neigh}_i$ denotes the set of neighbors of process $i$, and the number of incoming arcs oriented from every $j \in \text{Neigh}_i$ to the current process $i$ is denoted by the variable $\text{incoming}_i[j]$.
- $e_i[j]$ denotes the number of undirected edges (both outgoing and incoming arcs) connecting every pair of neighbors $(i, j)$ in $\mathcal{M}$. (See Figure 2.)
- $a_i[j]$ denotes the number of incoming arcs oriented from each $j \in \text{Neigh}_i$ to $i$ in the initial orientation. (See Figure 4.)
- $r_i[j]$ denotes the required number of arcs that shall be reversed by $i$ towards every $j \in \text{Neigh}_i$, indiscriminately; i.e., $r_i[j]$ represents the "reversibility" of node $i$ as defined in Section 3 [12]. Each variable $r_i[j]$ and $r_j[i]$ is initially set to an exclusive value in $J$ and in $I$, respectively, where $J = \{2\} \cup \{\text{odd integers from } [3..n]\}$.
Operating node
Arcs that can be reversed in the next steps
Arcs to be reversed by operating nodes

Fig. 3. An example of SMER, with period $P_{i,j} = 11$. Oriented arcs are represented by tokens.

V. ANALYSIS OF THE ALGORITHM

In order to sieve all primes from the interval $[2..n]$, the only fundamental operations explicitly used in the algorithm Semi-
Lemma 1 and [12]:

The number of steps required by the algorithm is proportional to the largest period times $n$. The number of steps in all its neighboring vertices.

SMER are comparisons and the send-receipt (arc reversals) of messages $\langle r_i, j \rangle$ from $i$ to all $j \in \text{Neigh}_i$ (multicast). Besides, a send-receipt event is assumed to take one time unit, and one comparison operation to take $O(1)$ number of time slots.

Theorem 1: Given an oriented arbitrary multigraph $M = (V, E)$ having $N$ vertices, the maximum number of steps required by the algorithm Semi-SMER is at most $n + \sqrt{n}$. The message complexity of the algorithm achieves at most $n + \sqrt{n}$ and $T(n)$, for $n = 10$ up to $n = 100$.

Proof: The “multidegree” $\text{deg}_i$ of a vertex $i \in V$, is defined as $\text{deg}_i = \# \text{Neigh}_i = \sum_j c_{i,j}$, where $c_{i,j} \geq 0$ denotes the number of undirected “multi-edges” connecting node $i$ and all its neighboring vertices.

The number of steps required by the algorithm is proportional to the period involved between any two nodes of $M$ during the algorithm. Now, the largest period $P_{i,j}$ follows from Lemma 1 and [12]: $P_{i,j} = r_i + r_j$, when $(r_i, r_j) = 1$. Since $r_i \leq \sqrt{n}$ and $r_j \leq n$, for any pair of nodes $(i,j)$, the procedure Semi-SMER$(n)$ requires at most $n + \sqrt{n}$ steps.

Similarly, for any node of $M \leq \sqrt{n}$, the number of exchanged messages in the while loop is proportional to their current period times $\text{deg}_i = \# \text{Neigh}_i$ for the current node process $i$. Therefore, the maximum message complexity of the algorithm is proportional to the largest period times $\Delta_N = \sup_{i \in V} \text{deg}_i$, where $\Delta_N$ denotes the maximum “multidegree” of $M$ ($1 \leq \Delta_N \leq N - 1$). Hence, the message complexity achieves at most $n \Delta_N + \sqrt{n} \Delta_N$.

Finally, the maximum amount of memory space required per process is $O(n)$.

VI. REMARKS AND CONJECTURE

Actually, it stems from various experimental results that the number of steps $T(n)$ executed by the algorithm stays always very close from the maximum number of steps predicted by Theorem 1. More precisely, we have $T(n) = n + \sqrt{n} - \varphi(n)$, where $\varphi(n)$ is a positive non periodic arithmetic function, with rather small fluctuations for $n \geq 4$. The amplitude of $\varphi(n)$ rests in the narrow strip $0 \leq \varphi(n) < 5$ for “almost every” $n \geq 4$, but for very widely spaced out high “peaks” at a few integer values $\xi$'s. The first of these large peaks occurs at $\xi_1 = 514$, with $\varphi(\xi_1) = 6.6715 \ldots$, the second one occurs at $\xi_2 = 4210$, with $\varphi(\xi_2) = 6.8845 \ldots$, etc.

The Figures 6 and 7 illustrate the variation of $T(n)$ for $n \geq 4$, compared to $n + \sqrt{n}$ and $n + \sqrt{n}$, respectively, for $n \geq 4$ (both curves bound $T(n)$ from above).

The last two Figures 8 and 9 point out the fluctuations of the error functions $\varphi(n) = n + \sqrt{n} - T(n)$ and $\varphi'(n) = n + \sqrt{n} - T(n)$.
The oscillating peaks of $\varphi(n)$ may be seen at various and widely spaced out integers: $\xi_1 = 514$, with $\varphi(\xi_1) = 6.6715 \ldots \xi_2 = 4210$, with $\varphi(\xi_2) = 6.8845 \ldots$ etc. Though it fluctuates, the function $\varphi(n)$ has mean value $\varphi(n) \approx 2.47 \ldots$ for $n \geq 4$. More precisely, for all $n \geq 4$ and for all $0 \leq \epsilon_n < 1$, $\varphi(n) = 2.47 \ldots \pm \epsilon_n$.

Therefore, the average number of steps needed by the Semi-SMER algorithm is proportional to $n + \sqrt{n} - T(n)$, for $n \geq 4$.

Conjecture 1: Denote $\xi_i$ (i positive integer) the integers where the function $\varphi(n)$ takes maximum values (the peaks of $\varphi(n)$), and $(\varphi(\xi_i))$ the sequence of such peaks.

(i) Within any sufficiently large interval of positive integers, the function $\varphi(n)$ gets equal to zero: $\exists n_0 \geq 4 \forall n \geq n_0 \inf_{\xi_i \in [n_0, n]} \{\varphi(\xi_i)\} = 0$. In other words, the curve of the function $T(n)$ touches that of $n + \sqrt{n}$ infinitely often.

(ii) The highest peaks of the sequence $(\varphi(\xi_i))$, are less and less frequent when the $\xi_i$’s get large.

(iii) Though slightly fluctuating (tiny oscillations are observed), we conjecture the property that these peaks remain bounded in the range $6.6715 \ldots \leq \varphi(\xi_i) < 7$ and that the sequence $(\varphi(\xi_i))$ is decreasing on the average. Thus $(\varphi(\xi_i))$ converges when $\xi_i \to \infty$.

VII. CONCLUSION AND PERSPECTIVES

Given an arbitrary multigraph $\mathcal{M}$ having $N$ nodes, the paper introduces a totally new kind of SMER-based distributed sieve algorithm that generates all primes from a given interval $[2..n]$. This approach is the first attempt to use the SMER framework in the domain of basic number theory. Such a graph method approach shows fruitful and quite elegant indeed. Besides, it seems also general enough to compute some of the elementary arithmetic tools and arithmetic functions, as well as to address numbers of problems in fundamental combinatorial arithmetics. For example (via the gcd and inverse), the least common multiple of two integers, various inequalities, functional identities, asymptotic expansions or generating functions for e.g., Euler’s totient function $\varphi(n)$, Möbius function $\mu(n)$, divisor functions $d(n)$, $\sigma(n)$, $\omega(n)$, $\Omega(n)$ and similar functions.

Besides, various combinatorial problems, such as the elementary theory of partitions, factorization of integers, etc., and their applications in cryptography, are very likely to reach the peak of clever SMER-based algorithms, either parallel, distributed or even sequential.
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Fig. 10. The first six iterations of Semi-SMER for $n = 20$, nodes having reversibilities 2 and 3 are shown replicated in order to facilitate understanding of the Semi-SMER procedure.