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Abstract

Graph neural networks (GNNs) are attractive for learning properties of atomic structures thanks to their physically informed graph encoding of atoms and bonds. However, conventional GNN encodings do not account for angular information, which is critical for describing complex atomic arrangements in disordered materials, interfaces, and molecular distortions. In this work, we extend the recently proposed ALIGNN encoding, which incorporates bond angles, to also include dihedral angles (ALIGNN-d), and we apply the model to capture the structures of aqua copper complexes for spectroscopy prediction. This simple extension is shown to lead to a memory-efficient graph representation capable of capturing the full geometric information of atomic structures. Specifically, the ALIGNN-d encoding is a sparse yet equally expressive representation compared to the dense, maximally-connected graph, in which all bonds are encoded. We also explore model interpretability based on ALIGNN-d by elucidating the relative contributions of individual structural components to the optical response of the copper complexes. Lastly, we briefly discuss future developments to validate the computational efficiency and to extend the interpretability of ALIGNN-d.

1 Introduction

In materials science, graph neural networks (GNNs) have been popular as a surrogate model for learning properties of materials and molecular systems \cite{1-6}. This popularity is partly due to the intuitive, physically-informed graph representation or encoding that represents atoms with nodes and bonds with edges. Beyond atom and bond features, encoding further structural information can be helpful or even required for certain property prediction tasks. For example, the bond angle is a critical feature for properties associated with electronic structure and bond hybridization \cite{7-10}, especially in disordered systems where slight perturbations in geometry can greatly impact resulting properties. However, typical GNNs for atomic systems do not encode angular information and therefore may not effectively learn to predict angle- or geometry-sensitive properties.

To address this challenge, several approaches have been proposed to explicitly encode bond angles \cite{11,12}, or directional information such that bond angles can be implicitly retrieved \cite{13,14}. DimeNet \cite{11} and paiNN \cite{13} were designed for non-periodic molecular structures. ALIGNN \cite{12}, which explicitly represents bond angles with (edges of) line graphs, is a general formulation applicable to non-periodic molecular graphs, as well as crystal graphs that represent periodic/crystalline...
systems [4, 15]. However, such encoding is still not guaranteed to capture a system’s full structural information. Further, despite the line graph’s intended purpose for explicitly capturing angles, the authors of ALIGNN did not specifically test the expressive power of such representation for learning geometry-sensitive properties.

Therefore, in this work, we expanded the ALIGNN encoding in order to capture a system’s full structural information, and investigated the expressive power of such representation for spectroscopy prediction of disordered/distorted aqua copper complexes, which are copper ions coordinated by water molecules. This enhanced graph representation, named ALIGNN-d (d for dihedral), is a generalization of ALIGNN, in which the line graph construction is based on bond angles formed by pairs of adjacent bonds. However, more generally, angles associated with any pairs of bonds, adjacent or otherwise, may also be encoded into the line graph. We determined the necessary angular information to encode by following the principle of the Z-matrix [16], which represents molecular structures in terms of sequences of atomic numbers, bond lengths, bond angles, and dihedral angles. Importantly, the Z-matrix can be converted back to the Cartesian space, in terms of the spatial coordinates of the atoms. Therefore, extended from ALIGNN, ALIGNN-d additionally includes dihedral angle information and in principle is capable of fully describing an atomic system’s complete structure.

To empirically prove the expressive power of ALIGNN-d, we trained GNN models based on different graph representations, with and without line graphs, to predict spectral signatures of aqua copper complexes, a geometry-sensitive property. Based on the results, a minimally-connected graph akin to typical molecular graph representations, combined with the corresponding line graph (with dihedral angles), leads to roughly the same predictive accuracy as that based on the maximally-connected graph, in which all pairwise bonds are encoded, but with significantly fewer edges (31–35%). In addition, the loss convergence based on the ALIGNN and ALIGNN-d encodings, i.e., representations with auxiliary line graphs, is faster and more stable than those without line graphs. We also demonstrate an unique opportunity for exploring model interpretability enabled by the explicit graph representation of bond angles and dihedral angles. Specifically, based on an “interpretable” training design, graph components representing angles are shown to have generally greater contributions to model prediction than those representing atoms and bonds.

In summary, our main contributions are as follows. First, we extended the original ALIGNN graph representation to also encode dihedral angles. Such implementation leads to a principled, memory-efficient approach to graph encoding, requiring only a minimally-connected graph and its corresponding line graph to capture the full structural information of atomic systems. Second, we trained GNN models with line graphs to specifically learn angle-dependent properties in disordered systems. This application further reveals the capabilities of line graphs, as ALIGNN has only been recently introduced for general material property prediction. Lastly, as the first work in atomistic modeling to explore model interpretability for GNNs with auxiliary line graphs, we visualized relative contributions of all graph components (atoms, bonds, and angles) to prediction output in an intuitive graph format. This exploration sheds light on the merit of constructing more elaborate graph representations to better capture atomic structures.

2 Methods

This section describes the methods for data preparation; data processing and analysis; graph representations; model formulation; and model training. During data preparation, structures of aqua copper complexes were sampled from molecular dynamics simulations, and their spectral signatures were calculated using time-dependent density functional theory simulations. We processed the spectral data in order to simplify the output format for training a structure-to-spectrum GNN model. Based on a brief analysis using Continuous Shape Measure, we confirmed that the spectral signatures are indeed sensitive to geometry. Finally, we built GNN models based on different graph representations, with and without line graphs, and trained them to predict spectral signatures.
Figure 1: Each structural configuration of the aqua complex (figure insets) corresponds to a spectral signature (vertical discrete lines). Slight structural perturbations (a, b) result in noticeably different shifts of the overall peak locations (x-axis) and intensities (y-axis). In our dataset, the central copper ion (colored in orange) is surrounded by either 4 (a, b), 5 (c), or 6 (d) water molecules (oxygen in red, hydrogen in white). A quantitative measure of the structural geometry, the Continuous Shape Measure (CSM) [24–26], is provided for each structure. Small CSM difference indicates high geometrical similarity. Each structure can have multiple CSM quantities with respect to multiple references. Only the minimum values are shown in this figure. Note that the CSM calculations omit the hydrogen atoms. The discrete spectral peaks are TDDFT simulation outputs.

2.1 Data preparation

2.1.1 Molecular dynamics simulations

Solvated Cu$^{2+}$ ion was modeled using an ion in a cubic supercell with 48 water molecules at the experimental density of liquid water at ambient conditions. We carried out Car-Parrinello molecular dynamics simulations using the Quantum ESPRESSO package, [17] with interatomic forces derived from density functional theory (DFT) and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional. [18] The interaction between valence electrons and ionic cores was represented by ultrasoft pseudopotentials; [19] we used a plane-wave basis set with energy cutoffs of 30 Ry and 300 Ry for the electronic wavefunction and charge density, respectively. All dynamics were run in the NVT ensemble at an elevated temperature of T=380 K to correct for the overstructuring of liquid water at ambient temperatures with the PBE functional. [20] A time step of 8 a.u. were employed with an effective mass of 500 a.u. with hydrogen substituted with deuterium. The water was first equilibrated for 10 ps before the Cu$^{2+}$ ion was inserted into the system, after which the system was equilibrated for another 10 ps. This was followed by a 40 ps production run to extract the time-averaged properties of the system.

2.1.2 Optical absorption spectroscopy simulation

Time dependent density functional theory (TDDFT) [21] within the Tamm–Dancoff approximation [22] was used to obtain the optical excitation energies of the ion complexes. Specifically, 6846 aqua complexes were extracted roughly uniformly from the AIMD trajectory. Each complex consists of the copper ion and the surrounding water molecules within a radial cutoff of 2.92 Å, which corresponds to the first minimum of the Cu-O partial radial distribution function for the Cu$^{2+}$ oxidation state. All the optical calculations were carried out using the NWChem software package [23]. Here, an augmented cc-pVTZ basis was used for the copper ion while an augmented cc-pVDZ basis was used for the water molecules. Four examples of the aqua complexes and their corresponding TDDFT-calculated peaks in roughly the visible-infrared range are shown in Fig. 1. The aqua complexes data was partitioned into a training set of 6161 samples and a validation set of 685 samples.
2.1.3 High-throughput automation

To assist with the large number of copper complexes being studied, an AiiDA [27] workflow was employed to standardize and provide consistency for all calculations. AiiDA records full provenance between all calculations and ensures a robust framework for generating, storing, and analyzing results.

2.2 Data processing and analysis

2.2.1 Single-peak approximation

For GNN spectroscopy prediction, we focus on the TDDFT-calculated spectral peaks roughly in the visible-infrared range. Since the peak positions per structure tend to be close together, we approximated each cluster’s discrete peaks into a single unnormalized Gaussian curve (Fig. A.1). This approximation helps simplify the output format for training a structure-to-spectrum GNN model. For example, the original spectral peaks from TDDFT may be described by a set of tuples \((E_1, I_1), (E_2, I_2), \ldots\), where \(E\) is the peak energy, and \(I\) is the peak intensity. After the approximation, we can simply describe the spectral signature with an unnormalized Gaussian, parametrized by the mean \(\mu_G\), the standard deviation \(\sigma_G\), and the amplitude \(A_G\). The single-peak approximation is further explained in the Appendices.

2.2.2 Shape analysis

We confirmed a geometry-spectroscopy correlation for the aqua complexes using a brief shape analysis based on Continuous Shape Measure, or CSM [24–26]. CSM describes deviation of a set of points (or atoms) relative to vertices of reference “ideal” polygons or polyhedra, and is typically applied to analyze the shapes of coordination complexes. Higher CSM value indicates more distortion or deviation from ideal shapes such as square, tetrahedron, sawhorse, pentagon, trigonal bipyramid, and so on. We calculated CSM values for the shapes formed by the central copper and the surrounding oxygens, for each aqua complex structure. As shown in Fig. B.1, an aqua complex’s shape information is clearly correlated with its spectral information. Further, as shown in Fig. 1ab, slight structural perturbations can result in noticeably different spectral outputs. Therefore, we conclude that the spectral signature is a geometry-sensitive property. More details regarding the shape analysis are described in the Appendices.

2.3 Graph representations

In the ALIGNN formulation [12], two types of graphs are used to encode an atomic structure: an original atomic graph \(G\) and its corresponding line graph \(L(G)\). The nodes and edges in \(G\) represent atoms and bonds, respectively. The nodes and edges in \(L(G)\), on the other hand, represent bonds and bond angles, respectively. Note that the edges in \(G\) and the nodes in \(L(G)\) are identical entities and share the same embedding during GNN operation. In this work, we extended the ALIGNN encoding to also explicitly represent dihedral angles. This graph representation, or ALIGNN-d, is visualized in Fig. 2 for an arbitrary molecule in two different structural configurations. These two configurations cannot be distinguished with only the atom, bond (distance), and bond angle features; the additional information of the dihedral angle is necessary to establish two distinct graph encodings. Notably, the dihedral (torsion) angle, which ranges from 0° to 360°, can be used to resolve chirality for simple structures such as the one in Fig. 2. However, the application of ALIGNN-d for capturing enantiomers or learning chirality-dependent properties is outside the scope of this work. We hereby denote the line graph with the additional dihedral angle representation as \(L'(G)\).

We investigated the additional performance gain of using auxiliary line graphs by comparing GNN model accuracies based on different types of graph representations, with and without line graphs (Fig. 3). The minimally-connected graph \(G_{\text{min}}\) is meant to resemble typical molecular graph representations, which tend to require a minimal number of edges to connect the atoms together.
Figure 2: The line graphs, shown by colored nodes and edges, enable encoding angular information, which is absent in the original atomic graph (shown in black). In the line graphs, the red edges capture bond angles $\alpha$, and the blue edges capture dihedral angles $\alpha'$. A bond angle is simply the angle between any two adjacent bonds. A dihedral (torsion) angle is the clockwise angle in the Newman projection between any two bonds sharing a common bond.

Figure 3: We investigated the expressive power of line graphs by comparing GNN model performances based on different graph representations of the solvated copper clusters, without (b,c) and with (d,e) line graphs. These graph representations (b-e) are shown for a 4-coordinated aqua complex (a) as an example.

Of all the graph representations studied in this work, $G_{\text{min}}$ holds the least amount of information and thus is expected to result in the poorest performance, because bond angles and dihedral angles cannot be implicitly retrieved from $G_{\text{min}}$. The maximally-connected graph $G_{\text{max}}$, on the other hand, is a “brute-force” graph representation that encodes all pairwise bonds. Without considering line graphs, $G_{\text{max}}$ in principle holds the fullest geometric information and thus is expected to result in high performance. Lastly, extending $G_{\text{min}}$ by adding a corresponding line graph $L(G_{\text{min}})$, or $L'(G_{\text{min}})$, that captures bond angles, or both bond angles and dihedral angles, is expected to result in performance gain. The joint use of $G$ and $L(G)$ is denoted by $G \cup L(G)$. We carried out model trainings based on these graph representations in order to determine the expressive power of $G_{\text{min}} \cup L(G_{\text{min}})$ and $G_{\text{min}} \cup L'(G_{\text{min}})$ relative to that of $G_{\text{min}}$ and $G_{\text{max}}$.

In contrast to the original ALIGNN paper, we encoded the atomic, bond, and angular features with only the minimally required information, namely the atom type $z$, the bond distance $d$, the bond angle $\alpha$, and the dihedral angle $\alpha'$. In other words, in $G$, each node corresponds to a value of $z$, and each edge corresponds to a value of $d$. In $L(G)$, each node also corresponds to a value of $d$, and each edge corresponds to a value of $\alpha$. Again, the edges in $G$ are identical to the nodes in $L(G)$ and $L'(G)$. Finally, in $L'(G)$, each edge representing a dihedral angle corresponds to a value of $\alpha'$. Information such as electronegativity, group number, bond type, and so on are not encoded.
Figure 4: We kept the model architectures as identical as we could for evaluating and comparing GNN performances as a function of graph representations. For normal graphs, one graph convolution/interaction operation is defined. However, for graph representations with auxiliary line graphs, two interaction operations are necessary, where the atom-bond interaction operates on $\mathcal{G}$ and the bond-angle interaction operates on $\mathcal{L}(\mathcal{G})$ or $\mathcal{L}'(\mathcal{G})$. Besides this difference, all other model parameters are the same (Table 1).

We used Atomic Simulation Environment [28] and PyTorch Geometric [29] to construct the graph representations, and to calculate bond and dihedral angles.

2.4 Model formulation

Two different GNN model architectures were defined: one for $\mathcal{G}_{\text{min}}$ and $\mathcal{G}_{\text{max}}$; and one for $\mathcal{G}_{\text{min}} \cup \mathcal{L}(\mathcal{G}_{\text{min}})$ and $\mathcal{G}_{\text{min}} \cup \mathcal{L}'(\mathcal{G}_{\text{min}})$. We kept the two architectures as identical as we could in order to fairly evaluate and compare the model performances as a function of input graph representation (Fig. 4). Both architectures consist of three parts: the initial encoding, the interaction operations, and the output layers.

In the initial encoding, the atom type, the bond distance, and the angular values are converted from scalars to feature vectors for subsequent neural network operations. The atom type $z$ is transformed by an Embedding layer (see PyTorch documentation [30]). The bond distance $d$ is expanded into a $D$-dimensional vector by the Radial Bessel basis functions, or RBF, proposed by
The vector is expressed as
\[
RBF_n(d) = \sqrt{\frac{2\sin\left(\frac{\pi n}{c} d\right)}{d}},
\]
where \( n \in [1..D] \) and \( c \) is the cutoff value. We also used RBF to expand angular information. However, the angular encoding treats bond angles \( \alpha \) and dihedral angles \( \alpha' \) differently, and encodes their values at different channels of the expanded feature vector (Fig. C.1). Further details regarding the angular encoding are described in the Appendices.

The interaction operations are also known as the graph convolution/aggregation schemes. Following the ALIGNN paper [12], we also adopted the edge-gated graph convolution [31, 32] for the interaction operations. Notably, the edge-gated convolution updates both the nodes and the edges. The node features \( h^l_{i+1} \) of node \( i \) at the \((l+1)\)th layer is updated as
\[
h^l_{i+1} = h_l^i + \text{SiLU}\left(\text{LayerNorm}\left(W^l_h + \sum_{j \in \mathcal{N}(i)} \hat{e}_{ij} \odot W^l_d h^l_j\right)\right),
\]
where \( \text{SiLU} \) is the Sigmoid Linear Unit activation function [33]; \( \text{LayerNorm} \) is the Layer Normalization operation [34]; \( W_h \) and \( W_d \) are weight matrices; the index \( j \) denotes the neighbor node of node \( i \); \( \hat{e}_{ij} \) is the edge gate vector for the edge from node \( i \) to node \( j \); and \( \odot \) denotes element-wise multiplication. The edge gate \( \hat{e}_{ij}^l \) at the \( l \)th layer is defined as
\[
\hat{e}_{ij}^l = \sigma(e_{ij}^l) / \sum_{j' \in \mathcal{N}(i)} \sigma(e_{ij'}^l) + \epsilon,
\]
where \( \sigma \) is the sigmoid function, \( e_{ij}^l \) is the original edge feature, and \( \epsilon \) is a small constant for numerical stability. The edge features \( e_{ij}^l \) is updated by
\[
e_{ij}^{l+1} = e_{ij}^l + \text{SiLU}\left(\text{LayerNorm}\left(W^l_g z_{ij}^l\right)\right),
\]
where \( W_g \) is a weight matrix, and \( z_{ij} \) is the concatenated vector from the node features \( h_i, h_j \), and the edge features \( e_{ij} \):
\[
z_{ij} = h_i \oplus h_j \oplus e_{ij}.
\]
We applied the same edge-gated convolution scheme (Eq. 2–4) to operate on both the atomic graph \( G \) and the line graphs \( L(G), L'(G) \). In the case of \( G \), the edge-gated convolution updates nodes that represent atoms, and edges that represent bonds, while exchanging information between the two, hence the term atom-bond interaction. In the case of \( L(G) \), the convolution updates nodes that represent bonds, and edges that represent angles, hence the term bond-angle interaction. Note that by iteratively applying the convolution operation on \( G \) and \( L(G) \), the angular information stored in \( L(G) \) can propagate to \( G \). Due to the nature of the edge-gated convolution, all the feature/embedding vectors for atoms, bonds, and angles during the interaction layers have the same length, or the same number of channels \( D \).

Lastly, the final output layers pool (by summation) the node features of \( G \) and transform the pooled embedding into an output vector \( y \), which, in this work, is a three-dimensional vector consisted of the parameters of an unnormalized Gaussian curve \( \mu_G, \sigma_G, \) and \( A_G \). The two Linear layers have the output lengths of 64 and 3, respectively.

### 2.5 Model training

We used PyTorch Geometric [29] to develop the GNN models. Note that although two model architectures were defined, a total of four GNN models were trained due to the four different graph representations studied in this work. Nonetheless, these models have the same parameters (Table 1). Similar to the ALIGNN paper [12], we trained each model using the Adam optimizer.
3 Results and discussion

We first briefly discuss the memory efficiency of using auxiliary line graphs. The number of edges in each graph representation studied in this work is listed in Table 3. Although constructing line graphs on top of $G_{\text{min}}$ introduces additional edges, the total amount of edges does not exceed that of $G_{\text{max}}$. Notably, $G_{\text{min}} \cup L(G_{\text{min}})$ has roughly 31–35% fewer edges relative to $G_{\text{max}}$, but its expressive power, as will be discussed later, is roughly the same. In other words, $G_{\text{min}} \cup L'(G_{\text{min}})$ leads to roughly the same model accuracy as that of $G_{\text{max}}$, but with significantly fewer edges. Note that line graphs do not technically introduce additional nodes, since the nodes of $L(G)$ are identical to the edges of $G$ and therefore requires minimal additional memory. Aside from memory, the computational cost of using auxiliary line graphs is harder to determine. In the original ALIGNN formulation and also in this work, each interaction layer consists of two graph convolutions, one over $G$ and one over $L(G)$. Therefore, using line graphs introduces additional computations. Future work is necessary to more thoroughly determinate the compound cost of smaller memory requirement and higher computational overhead.

We observed several important findings based on the validation losses during the model training (Fig. 5). First, as expected, using auxiliary line graphs $L(G)$ and $L'(G)$ led to significant performance improvement over the minimum baseline $G_{\text{min}}$, which in fact appears to lead to overfitting. Second, including the additional dihedral angle encoding, i.e., $L'(G_{\text{min}})$, over $L(G_{\text{min}})$ led to noticeably better performance. This improvement is important, because without the dihedral angles, the per-

| Name | Notation | Value |
|------|----------|-------|
| Number of interaction layers | $L$ | 6 |
| RBF cutoff (bond distance) | $c_d$ | 6.0 Å |
| RBF cutoff (cosine and sine angles) | $c_\alpha$ | 2.0 |
| Number of channels | $D$ | 64 |

| Name | Notation | Value |
|------|----------|-------|
| Batch size | $M$ | 128 |
| Number of epochs | $N_{\text{ep}}$ | 1000 |
| Initial learning rate | $\eta_{\text{init}}$ | 0.0001 |
| Maximum learning rate (1cycle) | $\eta_{\text{max}}$ | 0.001 |
| First moment coefficient for Adam | $\beta_1$ | 0.9 |
| Second moment coefficient for Adam | $\beta_2$ | 0.999 |

[35] and the 1cycle scheduler [36]. Each training was carried out in PyTorch [30] and PyTorch Geometric [29] on a NVIDIA V100 (Volta) GPU, and repeated eight times with randomly initialized weights for statistical robustness. The mean squared error (MSE) was used as the loss during training. The training parameters are the same for each training (Table 2). All other parameters, if unspecified in this work, default to values per PyTorch 1.8.1 and PyTorch Geometric 1.7.2.

Table 3: Number of edges in each graph representation based on the aqua complexes, which are copper ions coordinated by 4, 5, or 6 water molecules.

| | $G_{\text{min}}$ | $G_{\text{min}} \cup L(G_{\text{min}})$ | $G_{\text{min}} \cup L'(G_{\text{min}})$ | $G_{\text{max}}$ |
|---|---|---|---|---|
| 4-coordinated | 12 | 30 | 54 | 78 |
| 5-coordinated | 15 | 40 | 80 | 120 |
| 6-coordinated | 18 | 51 | 111 | 171 |
Figure 5: The validation losses during training for the four graph representations studied in this work: $G_{\text{min}}$, $G_{\text{max}}$, $G_{\text{min}} \cup L(G_{\text{min}})$, and $G_{\text{min}} \cup L'(G_{\text{min}})$. Each training was repeated eight times, the standard deviations of which are shown by the semi-transparent regions. The averages of the repeats are shown by the solid lines. The large loss fluctuations are attributed to the 1cycle scheduler, which increases learning rate during early training.

Performance based on $G_{\text{min}} \cup L(G_{\text{min}})$ cannot reach to that of the maximally-connected graph $G_{\text{max}}$. Third, the losses based on representations with auxiliary line graphs converge faster (with respect to the number of epochs) and are more stable than those without line graphs. Lastly, the final performance based on $G_{\text{min}} \cup L'(G_{\text{min}})$, which is the proposed ALIGNN-d encoding in this work, is about the same as that of $G_{\text{max}}$.

As suggested by these findings, the expressive power of using auxiliary line graphs, with dihedral angles, is roughly the same as that of the far less scalable maximally-connected graph. Note that the $G_{\text{min}} \cup L(G_{\text{min}})$ representation, with only bond angle information, is not guaranteed to capture all structural details (as proven in Fig. 2); this statement is also supported by the performance gap between $G_{\text{min}} \cup L(G_{\text{min}})$ and $G_{\text{max}}$ shown in Fig. 5. Therefore, the additional dihedral encoding is necessary to capture full structural information. Since $G_{\text{max}}$ is computationally intractable for large-scale systems, we propose the ALIGNN-d encoding as an alternative, memory-efficient graph representation while maintaining the same level of expressive power. Also, explicitly encoding angular information appears to facilitate a faster and more stable learning, with less fluctuations in the losses during training.

We validated ALIGNN-d by examining the validation accuracy for one of the trained models based on $G_{\text{min}} \cup L'(G_{\text{min}})$, as shown in Fig. 6. The validation predictions are accurate for the Gaussian mean $\mu_G$ and amplitude $A_G$, and reasonably accurate for the standard deviation $\sigma_G$. Further, when plotted in the form of Gaussian curves, the validation predictions are reasonably accurate, with some minor deviations from the target curves.

Lastly, we explored model interpretability for ALIGNN-d. Specifically, we designed a certain model architecture such that the output is the sum of all graph components. In other words, the atoms, bonds, and angles—which are explicitly represented in graph encoding—all contribute to the final model output. This model architecture is the same as the model with line graph encoding shown in Fig. 4 except for the final output layers. In this specific architecture, after the interaction layers, all the embedding vectors were transformed into scalars by a Linear layer, followed by the Softplus activation function $\ln(1 + e^x)$, which gives a non-negative value. These non-negative scalars corresponding to atoms, bonds, and angles are then summed to give the model output.

We trained such an “interpretable” variant of ALIGNN-d to predict spectral peak intensity, a positive quantity. Therefore, the model can be interpreted such that each of the graph components—the atoms, the bonds, and the angles—holds a non-negative scalar that contributes to the Gaussian peak intensity $A_G$. These contributions can be visualized in the graph format, indicating components of significant contributions (Fig. 7). Based on the example shown in Fig. 7, the peak intensity is primarily attributed to the central copper atom and most O-Cu-O bonds, followed by certain dihedral angles and Cu-O bonds. Most other components have essentially zero contribution to peak intensity, as indicated by the logarithmic scale of the colorbar.
Figure 6: The validation predictions based on $G_{\text{min}} \cup L'(G_{\text{min}})$, or the ALIGNN-d encoding, are reasonably accurate. To demonstrate this, the predicted and the target Gaussian peaks (parametrized by $\mu_G$, $A_G$, and $\sigma_G$) for one of the trained models based on $G_{\text{min}} \cup L'(G_{\text{min}})$ are shown in parity plots (a). Additionally, 8 randomly sampled peak predictions, in the form of the Gaussian curve, are plotted against the validation targets (b).
Figure 7: Explicit representation of bond and dihedral angles enables a unique approach to GNN model interpretability, allowing the contributions of the atomic, bond, and angular components to the model output to be visualized in an intuitive graph format. Based on the example shown here, the spectral peak intensity $A_G$ is primarily attributed to the central copper and most O-Cu-O bond angles, followed by certain dihedral angles and Cu-O bonds. The magnitudes of the relative contributions are colored according to the colorbar. Also, for the angle components (the edges in the line graph), larger edge thickness indicates higher contribution. Most components have essentially zero contribution to peak intensity, as indicated by the logarithmic scale of the colorbar.
Figure 8: Based on the “interpretable” variant of ALIGNN-d, the predicted peak intensity is often attributed to the angular components, followed by the atom components. The bond components in general have the smallest contribution. These contributions are based on the validation dataset.

However, such an interpretable visualization is still dense, and it can be cumbersome to clearly distinguish the individual graph components for all other structures in the dataset. Therefore, we performed a simplified analysis where the model output, i.e., the peak intensity, is partitioned into three main contributions: the sum of atomic components $w_{\text{atoms}}$, the sum of bond components $w_{\text{bonds}}$, and the sum of angular components $w_{\text{angles}}$. In other words, each aqua complex structure corresponds to a set of these three numbers $(w_{\text{atoms}}, w_{\text{bonds}}, w_{\text{angles}})$. Based on the histograms of these contributions, the angles often contribute significantly to the model output, more than the atoms and bonds. This finding agrees to our intuition that the angular information is critical for informing spectroscopy. It also supports the merit of explicitly representing or encoding structural features beyond just atoms and bonds (e.g., bond and dihedral angles) in the graph representation.

4 Conclusions

As shown in this work, the auxiliary line graph encoding, which explicitly represents bond and dihedral angles, is suitable for training GNNs to predict geometry-sensitive spectroscopy of aqua copper complexes. Based on the results, extending the line graph encoding originally developed by DeCost and Choudhary [12], or ALIGNN, to also explicitly represent dihedral angles led to higher GNN model accuracy. Additionally, the model accuracy based on such encoding, or ALIGNN-d, is roughly the same as that based on the “brute-force”, maximally-connected graph $G_{\text{max}}$, which encodes all pairwise interatomic bonds. This finding suggests a memory-efficient, principled approach to graph encoding, where the combination of a minimally-connected graph $G_{\text{min}}$ and its corresponding line graph with dihedral angles $L'(G_{\text{min}})$ can replace the far less scalable maximally-connected $G_{\text{max}}$ with significantly fewer edges.

We also briefly explored model interpretability for ALIGNN-d by considering the model output as a sum of all graph components, and the relative contributions from the components were visualized in an intuitive graph format. Based on a simple analysis of the contributions, the angles are shown to important to spectroscopy prediction of the aqua copper complexes, more often than the atoms and bonds. This exploratory research on model interpretability for GNNs with auxiliary line graphs also sheds light on the merit of using a more elaborate, layered graph representation to better capture the structural information of atomic systems.
As previously stated, the idea of encoding angles with line graphs is a general method for various different atomic graphs. While the original ALIGNN paper [12] focuses on general material property prediction for periodic, crystalline systems and small-scale molecules, our work focuses on disordered and distorted systems, and a geometry-sensitive property that arises from structural perturbations. Therefore, in conclusion, ALIGNN-d is a general, memory-efficient graph encoding method capable of capturing the full structural information of a wide range of atomic systems, including ordered and disordered, periodic and non-periodic structures.

However, aside from memory efficiency, the use of auxiliary line graphs introduces additional computations. Future work is therefore necessary to more thoroughly determine the computational cost and scalability of ALIGNN and ALIGNN-d. Also, we acknowledge that in contrast to paiNN [13], ALIGNN-d does not incorporate directional information, and therefore cannot be used to predict tensorial properties, or direction-specific properties. While ALIGNN-d’s lack of directional encoding may be considered as a relative disadvantage, ALIGNN-d and paiNN are not necessarily mutually exclusive formulations, and future work may involve combining angular encoding (with line graphs) and equivariant directional encoding. Lasly, we have only begun to explore model interpretability for GNNs with auxiliary line graphs. Not all physical properties are manifested as a simple summation of atomic, bond, or angular components, as formulated in this work. Therefore, a more elaborate interpretation method is necessary to further elucidate how a physical property may arise with respect to the structural or chemical features of an atomic system. Such research is essential for explainable machine learning in scientific applications.
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Figure A.1: The TDDFT-calculated discrete spectral peaks (vertical, gray lines) in roughly the visible-infrared range tend to be close together and were approximated to be a single Gaussian curve. The approximation is based on first broadening the discrete peaks with a Gaussian kernel and then fitting the broadened peaks (blue curves) with a Gaussian function (green curves). 16 randomly sampled spectral signatures and their corresponding approximations are shown.

Appendix A  Single-peak approximation

The single-peak approximation of the discrete spectral lines is based on peak broadening, followed by a simple least-square fitting of a single unnormalized Gaussian curve. The broadening step is equivalent to kernel density estimation

\[ \hat{f}(x) = \sum_{i=1}^{N} K(x - x_i), \]

where \( \hat{f}(x) \) is the broadened function or spectrum over the energy values \( x \), \( N \) is the number of discrete peaks, and \( K \) is the kernel function. We used a Gaussian kernel with a standard deviation of 0.2 eV. The least-square fitting was implemented using SciPy [37]. The fitted Gaussian curve

\[ g(x) = A_G \frac{1}{\sigma_G \sqrt{2\pi}} \exp\left(-\frac{1}{2} \left( \frac{x - \mu_G}{\sigma_G} \right)^2 \right) \]

is parametrized by the mean \( \mu_G \), the standard deviation \( \sigma_G \), and the amplitude \( A_G \).

Appendix B  Shape analysis

We calculated the CSM [24,25] for the shapes formed by the central copper atom and the coordinated oxygen atoms from the copper cluster data. In the case of 4 oxygens surrounding the copper atom, the ideal reference shapes are square, tetrahedron, sawhorse, and axially vacant trigonal bipyramid. In the case of 5 oxygens, the ideal reference shapes are pentagon, vacant octahedron
Figure B.1: A solvated copper cluster’s shape information is correlated with its spectral information, as shown in these scatter plots, where each scatter point represents a cluster structure. The shape quantity (y-axis) is continuous shape measure (CSM), a measure of deviation from an ideal reference polyhedron (indicated by subplot title), whereas the spectral quantity (x-axis) is the mean of the fitted Gaussian peak (see Fig. A.1). This shape-spectrum correlation is especially strong for clusters containing 4 oxygens or water molecules (a), but less so for clusters containing 5 oxygens (b). Nonetheless, in (b), there is some observable correlation between two CSM quantities (trigonal bipyramid and Johnson trigonal bipyramid) and the spectral quantity.

(or the $J_1$ Johnson solid), trigonal bipyramid, square pyramid, and the Johnson trigonal bipyramid ($J_{12}$). For each reference shape, the CSM is plotted against the mean of the approximated Gaussian peak $\mu$, as shown in Fig. B.1. Significant correlation between CSM and $\mu$ can be clearly observed with respect to certain reference shapes. This result suggests that the spectral signature of the solvated copper clusters is a geometry-sensitive property. Note that the CSM quantities here do not account for the hydrogen atoms in the clusters. Also, clusters containing 6 oxygens are rare and thus were omitted.

Appendix C  Angular encoding

The angular encoding treats bond angles $\alpha$ and dihedral angles $\alpha'$ as two different types of angles, and encodes their values at different channels of the expanded feature vectors $e$, which correspond to the edges of line graphs. The bond angle is encoded in the first half of $e$, and the dihedral angle is encoded in the second half. While the bond angle ranges from 0° to 180°, the dihedral (torsion) angle ranges from 0° to 360°. The use of trigonometric functions (sine and cosine) informs the model the periodic nature of the dihedral angle, i.e., there is little physical difference between 1° and 359°. It is also necessary to use both sine and cosine functions to retain the full dihedral angle information. Therefore, the encoding of the dihedral angle is further divided into the cosine and sine components, each occupying a quarter of the channels of the feature vector. The unoccupied parts of the feature vector are initialized with zeros. Lastly, since the sine and cosine values range from -1 to 1, these values are added by 1 prior to the RBF expansion (Eq. [1]) with a cutoff value of $c = 2$. 
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Figure C.1: Angular encoding for bond angles $\alpha$ and dihedral angles $\alpha'$. The angular values, in the form of sine and cosine functions, are expanded into feature vectors by RBF (Eq. [1]).