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ABSTRACT

Hybrid storage systems (HSS) use multiple different storage devices to provide high and scalable storage capacity at high performance. Data placement across different devices is critical to maximize the benefits of such a hybrid system. Recent research proposes various techniques that aim to accurately identify performance-critical data to place it in a “best-fit” storage device. Unfortunately, most of these techniques are rigid, which (1) limits their adaptivity to perform well for a wide range of workloads and storage device configurations, and (2) makes it difficult for designers to extend these techniques to different storage system configurations (e.g., with a different number or different types of storage devices) than the configuration they are designed for. Our goal is to design a new data placement technique for hybrid storage systems that overcomes these issues and provides: (1) adaptivity, by continuously learning from and adapting to the workload and the storage device characteristics, and (2) easy extensibility to a wide range of workloads and HSS configurations.

We introduce Sibyl, the first technique that uses reinforcement learning for data placement in hybrid storage systems. Sibyl observes different features of the running workload as well as the storage devices to make system-aware data placement decisions. For every decision it makes, Sibyl receives a reward from the system that it uses to evaluate the long-term performance impact of its decision and continuously optimizes its data placement policy online.

We implement Sibyl on real systems with various HSS configurations, including dual- and tri-hybrid storage systems, and extensively compare it against four previously proposed data placement techniques (both heuristic- and machine learning-based) over a wide range of workloads. Our results show that Sibyl provides 21.6%/19.9% performance improvement in a performance-oriented/cost-oriented HSS configuration compared to the best previous data placement technique. Our evaluation using an HSS configuration with three different storage devices shows that Sibyl outperforms the state-of-the-art data placement policy by 23.9%-48.2%, while significantly reducing the system architect’s burden in designing a data placement mechanism that can simultaneously incorporate three storage devices. We show that Sibyl achieves 80% of the performance of an oracle policy that has complete knowledge of future access patterns while incurring a very modest storage overhead of only 124.4 KiB.
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1 INTRODUCTION

Hybrid storage systems (HSS) take advantage of both fast-yet-small storage devices and large-yet-slow storage devices to deliver high storage capacity at low latency [1–48]. The key challenge in designing a high-performance and cost-effective hybrid storage system is to accurately identify the performance-criticality of application data and place data in the “best-fit” storage device [22].

Past works [49–73] propose many different data placement techniques to improve the performance of an HSS. We identify two major shortcomings of prior proposals that significantly limit their performance: lack of (1) adaptivity to workload changes and the storage device characteristics, and (2) extensibility.

(1a) Lack of adaptivity to workload changes. To guide data placement, past techniques consider only a limited number of workload characteristics [49–57, 74, 75]. Designers statically tune the parameters values for all considered workloads at design time based on empirical analysis and designer experience, and expect those statically-fixed values to be equally effective for a wide range of dynamic workload demands and system configurations seen in the real world. As a result, such data placement techniques cannot easily adapt to a wide range of dynamic workload demands and significantly underperform when compared to an oracle technique that has complete knowledge of future storage access patterns (up to 41.1% lower performance, ref. §3).
(1b) Lack of adaptivity to changes in device types and configurations. Most prior HSS data placement techniques (e.g., [49–59]) do not adapt well to changes in the underlying storage device characteristics (e.g., changes in the level of asymmetry in the read/write latencies, or the number and types of storage devices). As a result, existing techniques cannot effectively take into account the cost of data movement between storage devices while making data placement decisions. This lack of adaptivity leads to highly inefficient data placement policies, especially in HSSs with significantly different device access latencies than what prior techniques were designed for (as shown in §3).

(2) Lack of extensibility. A large number of prior data placement techniques (e.g., [49–51, 53–57]) are typically designed for an HSS that consists of only two storage devices. As modern HSSs already incorporate more than two types of storage devices [49, 59, 76], system architects need to put significant effort into extending prior techniques to accommodate more than two devices. We observe that a state-of-the-art heuristic-based data placement technique optimized for an HSS with two storage devices [76] often leads to suboptimal performance in an HSS with three storage devices (up to 48.2% lower performance, ref. §8.7).

Our goal is to develop a new, efficient, and high-performance data placement mechanism for hybrid storage systems that provides (1) adaptivity, by continuously learning from and adapting to the workload and storage device characteristics, and (2) easy extensibility to a wide range of workloads and HSS configurations.

Key ideas. To this end, we propose Sibyl, a reinforcement learning-based data placement technique for hybrid storage systems.1 Reinforcement learning (RL) [78] is a goal-oriented decision-making process in which an autonomous agent learns to take optimal actions that maximize a reward function by interacting with an environment. The key idea of Sibyl is to design the data placement module in hybrid storage systems as a reinforcement learning agent that autonomously learns and adapts to the best-fit data placement policy for the running workload and the current hybrid storage system configuration. For every storage page access, Sibyl observes different features from the running workload and the underlying storage system (e.g., access count of the current request, remaining capacity in the fast storage, etc.). It uses the features as state information to take a data placement action (i.e., which device to place the page into). For every action, Sibyl receives a delayed reward from the system in terms of per-request latency. This reward encapsulates the internal device characteristics of an HSS (such as read/write latencies, latency of garbage collection, queuing delays, error handling latencies, and write buffer state). Sibyl uses this reward to estimate the long-term impact of its action (i.e., data placement decision) on the overall application performance and continuously optimizes its data placement policy online to maximize the long-term benefit (i.e., reward) of its actions.

Benefits. Formulating the data placement module as an RL agent enables a human designer to specify only what performance objective the data placement module should target, rather than designing and implementing a new data placement policy that requires explicit specification of how to achieve the performance objective. The use of RL not only enables the data placement module to autonomously learn the “best-fit” data placement strategy for a wide range of workloads and hybrid storage system configurations but also significantly reduces the burden of a human designer in finding a good data placement policy.

Challenges. While RL provides a promising alternative to existing data placement techniques, we identify two main challenges in applying RL to data placement in an HSS.

(1) Problem formulation. The RL agent’s effectiveness depends on how the data placement problem is cast as a reinforcement learning-based task. Two key issues arise when formulating HSS data placement as an RL problem: (1) taking into account the latency asymmetry within and across storage devices, and (2) deciding which actions to reward and penalize (also known as the credit assignment problem [79]). First, we need to make the agent aware of the asymmetry in read and write latencies of each storage device and the differences in latencies across multiple storage devices. Real-world storage devices could have dynamic latency variations due to their complex hardware and software components (e.g., internal caching, garbage collection, error handling, multi-level cell reading, etc.) [80–87]. Second, if the fast storage is running out of free space, there might be evictions in the background from the fast storage to the slow storage. As a result, when we reward the agent, not only there is a variable and delayed reward, but it is also hard to properly assign credit or blame to different decisions.

(2) Implementation overhead. A workload could have hundreds of thousands of pages of storage data, making it challenging to efficiently handle the large data footprint with a low design overhead for the learning agent.

To address the first challenge, we use two main techniques. First, we design a reward structure in terms of request latency, which allows Sibyl to learn the workload and storage device characteristics when continuously and frequently interacting with a hybrid storage system. We add a negative penalty to the reward structure in case of eviction, which helps with handling the credit assignment problem and encourages the agent to place only performance-critical pages in the fast storage. Second, we perform thorough hyper-parameter tuning to find parameter values that work well for a wide variety of workloads. To address the second challenge, we use two main techniques. First, we divide states into a small number of bins that reduce the state space, which directly affects the implementation overhead. Second, instead of adopting a traditional table-based RL approach (e.g., [88, 89]) to store the agent’s state-action information (collected by interacting with an HSS), which can easily introduce significant performance overheads in the presence of a large state/action space, we use a simple feed-forward neural network [90] with only two hidden layers of 20 and 30 nodes, respectively.

Key results. We evaluate Sibyl using two different dual-HSS configurations and two different tri-HSS configurations. We use fourteen diverse storage traces from Microsoft Research Cambridge (MSRC) [91] collected on real enterprise servers. We evaluate Sibyl on workloads from FileBench [92] on which it has never been trained. We compare Sibyl to four state-of-the-art data placement techniques. We demonstrate four key results. First, Sibyl provides 21.6%/19.9% performance improvement in a performance-oriented/cost-oriented HSS configuration compared to the best previous

1In Greek mythology, Sibyl is an oracle who makes accurate prophecies [77].
data placement technique. Second, Sibyl outperforms the best-performing supervised learning-based technique on workloads it has never been trained on by 46.1% and 54.6%, on average, in performance-oriented and cost-oriented HSS configurations, respectively. Third, Sibyl provides 23.9%-48.2% higher performance in tri-hybrid storage systems than a state-of-the-art heuristic-based data placement technique demonstrating that Sibyl is easily extensible and alleviates the designer’s burden in finding sophisticated data placement mechanisms for new and complex HSS configurations. Fourth, Sibyl’s performance benefits come with a low storage implementation overhead of only 124.4 KiB.

This work makes the following major contributions:

- We show on real hybrid storage systems (HSSs) that prior state-of-the-art HSS data placement mechanisms fall short of the oracle placement due to: lack of (1) adaptivity to workload changes and storage device characteristics, and (2) extensibility.
- We propose Sibyl, a new self-optimizing mechanism that uses reinforcement learning to make data placement decisions in hybrid storage systems. Sibyl dynamically learns, using both multiple workload features and system-level feedback information, how to continuously adapt its policy to improve its long-term performance for a workload.
- We conduct an in-depth evaluation of Sibyl on real systems with various HSS configurations, showing that it outperforms four state-of-the-art techniques over a wide variety of applications with a low implementation overhead.
- We provide an in-depth explanation of Sibyl’s actions that show that Sibyl performs dynamic data placement decisions by learning changes in the level of asymmetry in the read/write latencies and the number and types of storage devices.
- We freely open-source Sibyl to aid future research in data placement for storage systems [93].

2 BACKGROUND

2.1 Hybrid Storage Systems (HSSs)

Figure 1 depicts a typical HSS consisting of a fast-yet-small storage device (e.g., [94, 95]) and a large-yet-slow storage device (e.g., [96–99]). Traditional hybrid storage systems [51, 100, 101] were designed with a smaller NAND flash-based SSD and a larger HDD. Nowadays, hybrid storage systems come with emerging NVM devices (e.g., [102–105]) coupled with slower high-density NAND flash devices [49, 106–108]. The storage management layer can be implemented either as system software running on the host system or as the firmware of a hybrid storage device (e.g., flash translation layer (FTL) in flash-based SSDs [84, 109]), depending on the configuration of the HSS. In this work, we demonstrate and implement our ideas in the storage management layer of the operating system (OS), but they can be easily implemented in firmware as well. The storage management layer in the OS orchestrates host I/O requests across heterogeneous devices, which are connected via an NVM Express (NVMe) [110] or SATA [111] interface. The storage management layer provides the operating system with a unified logical address space (like the multiple device driver (md) kernel module in Linux [112]). As illustrated in Figure 1, the unified logical address space is divided into a number of logical pages (e.g., 4 KiB pages). The pages in the logical address space are assigned to an application. The storage management layer translates a read/write performed on a logical page into a read/write operation on a target storage device based on the data placement policy. In addition, the storage management layer manages data migration between the storage devices in an HSS. When data currently stored in the slow storage device is moved to the fast storage device, it is called promotion. Promotion is usually performed when a page in the slow storage device is accessed frequently. Data is moved from the fast storage device to the slow storage device during an eviction. Eviction typically occurs when the data in the fast storage device is infrequently accessed or when the fast storage device becomes full.

3 MOTIVATION

To assess the effectiveness of existing HSS data placement techniques under diverse workloads and hybrid storage configurations, we evaluate state-of-the-art heuristic-based (CDE [49] and HPS [113]) and supervised learning-based (Archivist [59]) techniques. We also implement an RNN-based data placement technique (RNN-HSS), adapted from hybrid main memory [58]. To evaluate the effect of underlying storage device technologies, we use three different storage devices: high-end (H) [94], middle-end (M) [96], and low-end (L) [98], configured into two different hybrid storage configurations: a performance-oriented HSS (H&M) and a cost-oriented HSS (H&L). Table 3 provides details of our system and devices. We restrict the fast storage capacity to 10% of the working set size of a workload, which ensures eviction of data from fast storage to slow storage when fast storage capacity is full.

CDE [49] allocates hot or random write requests in the faster storage, whereas cold and sequential write requests are evicted to the slower device. HPS [113] uses the access count of pages to periodically migrate cold pages to the slower storage device. Archivist [59] uses a neural network classifier to predict the target device for data placement. RNN-HSS, adapted from [58], is a supervised learning-based mechanism that exploits recurrent neural networks (RNN) to predict the hotness of a page and place hot pages in fast storage. We compare the above policies with three extreme baselines: (1) Slow-Only, where all data resides in the slow storage device (i.e., there is no fast storage device), (2) Fast-Only, where all data resides in the fast storage device, and (3) Oracle [113], which exploits complete knowledge of future I/O-access patterns to
perform data placement and to select victim data blocks for eviction from the fast device.

We identify two major shortcomings of the state-of-the-art baseline data placement techniques: lack of (1) adaptivity to workload changes and the storage device characteristics, and (2) extensibility.

(a) Lack of adaptivity to workload changes. Figure 2 shows the average request latency of all policies, normalized to Fast-Only, under two different hybrid storage configurations. We make the following three observations. First, all the baseline techniques are only effective under specific workloads, showing significantly lower performance than Oracle in most workloads. CDE, HPS, Archivist, and RNN-HSS achieve comparable performance to Oracle for specific workloads (e.g., hm_1 for HPS in H&M, usr_0 for CDE in H&L, mh_1 for Archivist in H&M, and RNN-HSS in proj_2 for CDE in H&L). Second, the baselines show a large average performance loss of 41.1% (32.6%), 37.2% (55.5%), 39.7% (66.7%), and 34.4% (47.6%) compared to Oracle’s performance, under the H&M (H&L) hybrid storage configuration, respectively. Third, in H&M, the baseline techniques provide a performance improvement of only 1.4%, 7.4%, 3.5%, and 11.3% compared to Slow-Only.

![Figure 2: Average request latency normalized to Fast-Only policy](image)

We conclude that all four baselines consider only a limited number of workload characteristics to construct a data placement technique, which leads to a significant performance gap compared to the Oracle policy. Thus, there is no single policy that works well for all the workloads.

To further analyze the characteristics of our evaluated workloads, we plot the average hotness (y-axis) and randomness (x-axis) in Figure 3. We provide details on these workloads in Table 4. In these workload traces, each storage request is labeled with a timestamp that indicates the time when the request was issued from the processor core. Therefore, the time interval between two consecutive I/O requests represents the time the core has spent computing. We quantify a workload’s hotness (or coldness) using the average access count, which is the average of the access counts of all pages in a workload; the higher (lower) the average access count, the hotter (colder) the workload. We quantify a workload’s randomness using the average request size in the workload; the higher (lower) the average request size, the more sequential (random) the workload. From Figure 3, we make the following two observations. First, the average hotness and randomness vary widely between workloads. Second, we observe that each of our evaluated workloads exhibits highly dynamic behavior throughout its execution. For example, in Figure 4, we show the execution timeline of rsrch_0, which depicts the accessed addresses and request sizes. We conclude that an efficient policy needs to incorporate continuous adaptation to highly dynamic changes in workload behavior.

(1b) Lack of adaptivity to changes in device types and configurations. There are a wide variety and number of storage devices [49, 94–99, 102–108, 114–117] that can be used to configure an HSS. The underlying storage technology used in an HSS significantly influences the effectiveness of a data placement policy. We demonstrate this with an example observation from Figure 2. In the H&M configuration (Figure 2(a)), we observe that for certain workloads (hm_1 and prn_1), both CDE and HPS provide rather low performance even compared to Slow-Only. Similarly, Archivist and RNN-HSS provide lower performance for hm_1 and proj_2 in H&M compared to Slow-Only. While in the H&L configuration (Figure 2(b)), we observe that CDE, HPS, Archivist, and RNN-HSS result in lower latency than Slow-Only for the respective workloads. Thus, we conclude that both heuristic-based and learning-based data placement policies lead to poor performance due to their inability to holistically take into account the device characteristics. The high diversity in device characteristics makes it very difficult for a system architect to design a generic data-placement technique that is suitable for all HSS configurations.

(2) Lack of extensibility. As modern HSSs already incorporate more than two types of storage devices [1, 49, 59, 76], system architects need to put significant effort into extending prior data placement techniques to accommodate more than two devices. In §8.7, we evaluate the effectiveness of a state-of-the-art heuristic-based policy [76] for different tri-HSS configurations, comprising of three different storage devices. This policy is based on the CDE [49] policy that divides pages into hot, cold, and frozen data and allocates these pages to M, L, and D devices, respectively. A system architect needs to statically define the hotness values and explicitly handle the eviction and promotion between the three devices during design-time. Through our evaluation in §8.7, we conclude that such a heuristic-based policy (1) lacks extensibility, thereby increasing the system architect’s effort, and (2) leads to lower performance when compared to an RL-based solution (up to 48.2% lower).

Our empirical study shows that the state-of-the-art heuristic- and learning-based data placement techniques are rigid and far from optimal, which strongly motivates us to develop a new data placement technique to achieve significantly higher performance than existing policies. The new technique should provide (1) adaptivity to better capture the features and dynamic changes in
I/O-access patterns and storage device characteristics, and (2) easy extensibility to a wide range of workloads and HSS configurations. Our goal is to develop such a technique using reinforcement learning.

4 REINFORCEMENT LEARNING

4.1 Background

 Reinforcement learning (RL) [78] is a class of machine learning (ML) algorithms that involve an agent learning to achieve an objective by interacting with its environment, as shown in Figure 5. The agent starts from an initial representation of its environment in the form of an initial state $s_0 \in S$, where $S$ is the set of all possible states. Then, at each time step $t$, the agent performs an action $a_t \in A$ in state $s_t$ ($A$ represents the set of possible actions) and moves to the next state $s_{t+1}$. The agent receives a numerical reward $r_{t+1} \in R$, which could be immediate or delayed in time, for action $a_t$ that changes the environment state from $s_t$ to $s_{t+1}$. The sequence of states and actions starting from an initial state to the final state is called an episode.

The agent makes decisions and receives corresponding rewards while trying to maximize the accumulated reward, as opposed to maximizing the reward for only each action. In this way, the agent can optimize for the long-term impact of its decisions.

Figure 5: Main components of general RL

The policy $\pi$ governs an agent’s action in a state. The agent’s goal is to find the optimal policy that maximizes the cumulative reward collected from the environment over time. The agent finds an optimal policy $\pi^*$ by calculating the optimal action-value function ($Q^*$), also known as the $Q$-value of the state-action pair, where $Q(s, a)$ represents the expected cumulative reward by taking an action $a$ in a given state $s$.

Traditional RL methods (e.g., [88, 89, 118–120]) use a tabular approach with a lookup table to store the $Q$-values associated with each state-action pair. These approaches can lead to high storage and computation overhead for environments with a large number of states and actions. To overcome this issue, value function approximation was proposed. [121–124]. Value function approximation replaces the lookup table with a supervised-learning model [121–126], which provides the capability to generalize over a large number of state-action pairs with a low storage and computation overhead.

4.2 Why Is RL a Good Fit for Data Placement in Hybrid Storage Systems?

We choose RL for data placement in HSS due to the following advantages compared to heuristic-based (e.g., [49, 113]) and supervised learning-based (e.g., [59]) techniques.

1. Adaptivity. As discussed in §1 and §3, a data placement technique should have the ability to adapt to changing workload demands and underlying device characteristics. This adaptivity requirement of data placement makes RL a good fit to model data placement. The RL agent works autonomously in an HSS using the provided state features and reward to make data placement decisions without any human intervention.

2. Online learning. Unlike an offline learning-based approach, an RL agent uses an online learning approach. Online learning allows an RL agent to continuously adapt its decision-making policy using system-level feedback and specialize to the current workload and system configuration.

3. Extensibility. RL provides the ability to easily extend a mechanism with a small effort required to implement the extension. As shown in §8.7, unlike heuristic-based mechanisms, RL can be easily extended to different types and number of storage devices. Such extensibility reduces the system architect’s burden in designing sophisticated data placement mechanisms.

4. Design Ease. With RL, the designer of the HSS does not need to specify a data placement policy. They need to specify what to optimize (via reward function) but not how to optimize it.

5. Implementation Ease. RL provides ease of implementation that requires a small computation overhead. As shown in §8, function approximation-based RL techniques can generalize over all the possible state-action pairs by using a simple feed-forward neural network to provide high performance at low implementation overhead (compared to sophisticated RNN-based mechanisms).

5 SIBYL: RL FORMULATION

Figure 6 shows our formulation of data placement as an RL problem. We design Sibyl as an RL agent that learns to perform accurate and system-aware data placement decisions by interacting with the hybrid storage system. With every storage request, Sibyl observes multiple workload and system-level features as a state to make a data placement decision. After every action, Sibyl observes a reward in terms of the served request latency that takes into account the data placement decision and internal storage system state. Sibyl’s goal is to find an optimal data placement policy that maximizes overall performance for the running workload and the current system configuration. To reach its performance goal, Sibyl needs to minimize the average request latency of the running workload by maximizing the use of the fast storage device while avoiding the eviction penalty due to non-performance critical pages.

Figure 6: Formulating data placement as an RL problem

Reward. After every data placement decision at time-step $t$, Sibyl gets a reward from the environment at time-step $t + 1$ that acts as a feedback to Sibyl’s previous action. To achieve Sibyl’s performance goal, we craft the reward function $R$ as follows:

$$R = \begin{cases} \frac{1}{L_t} & \text{if no eviction of a page from the fast storage to the slow storage} \\ \max(0, \frac{1}{L_t} - R_p) & \text{in case of eviction} \end{cases}$$

where $L_t$ and $R_p$ represent the last served request latency and eviction penalty, respectively. If the fast storage is running out of free space, there might be evictions in the background from the fast storage.

In HSS, a time-step is defined as a new storage request.
storage to the slow storage. Therefore, we add an eviction penalty ($R_P$) to guide Sibyl to place only performance-critical pages in the fast storage. We empirically select $R_P$ to be equal to 0.001×$L_E$ ($L_E$ is the time spent in evicting pages from the fast storage to the slow storage), which prevents the agent from aggressively placing all requests into the fast storage device.

$L_t$ (request latency) is the time taken to service the last read or write I/O request from the OS. Request latency can faithfully capture the status of the hybrid storage system, as it significantly varies depending on the request type, device type, and the internal state and characteristics of the device (e.g., such as read/write latencies, the latency of garbage collection, queueing delays, and error handling latencies). Intuitively, if $L_t$ is low (high), i.e., if the agent serves a storage request from the fast (slow) device, the agent receives a high (low) reward. However, if there is an eviction, we penalize the agent so as to encourage the agent to place only performance-critical pages in the fast storage device. We need the eviction penalty to be large enough to discourage the agent from evicting and small enough not to deviate the learned policy too much on a placement decision that leads to higher latency.

**State.** At each time-step $t$, the state features for a particular read/write request are collected in an observation vector. We perform feature selection [127] to determine the best state features to include in Sibyl’s observation vector.

We use a limited number of features due to two reasons. First, a limited feature set allows us to reduce the implementation overhead of our mechanism (see §10). Second, we empirically observe that our RL agent is more sensitive to the reward structure than to the number of features in the observation vector. Specifically, using the request latency as a reward provides indirect feedback on the internal timing characteristics and the current state (e.g., queueing delays, buffer dependencies, effects of garbage collection, read/write latencies, write buffer state, and error handling latencies) of the hybrid storage system. Our observation aligns with a recent study [128] that argues that the reward is the most critical component in RL to find an optimal decision-making policy.

In our implementation of Sibyl, the observation vector is a 6-dimensional tuple:

$$O_t = (size_t, type_t, intr_t, ctn_t, cap_t, curr_t).$$

(2)

Table 1 lists our six selected features. We quantize the representation of each state into a small number of bins to reduce the storage overhead of state representation. These features can be captured in the block layer of the storage system and stored in a separate metadata table (§10). $size_t$ represents the size of the current request in terms of the number of pages associated with it. It indicates whether the incoming request is sequential or random. $type_t$ (request type) differentiates between read and write requests, important for data placement decisions since storage devices have asymmetric read and write latencies. $intr_t$ (access interval) and $ctn_t$ (access count) represent the temporal and spatial reuse characteristics of the currently requested page, respectively. Access interval is defined as the number of page accesses between two references to the same page. Access count is defined as the total number of accesses to the page. These metrics provide insight into the dynamic behavior of the currently requested page. $cap_t$ is a global counter that tracks the remaining capacity in the fast storage device, which is an important feature since our agent’s goal is to maximize the use of the limited fast storage capacity while avoiding evictions from the fast storage device. By including this feature, the agent can learn to avoid the eviction penalty (i.e., learn to restrain itself from placing in fast storage non-performance critical pages that would lead to evictions). $curr_t$ is the current placement of the requested page. Since every data placement decision affects the decision for future requests, $curr_t$ guides Sibyl to perform past-aware decisions.

**Table 1: State features used by Sibyl**

| Feature | Description | # of bins | Encoding (bits) |
|---------|-------------|-----------|----------------|
| size_t  | Size of the current request (in pages) | 8         | 8              |
| type_t  | Type of the current request (read/write) | 2         | 4              |
| intr_t  | Access interval of the requested page | 64        | 8              |
| ctn_t   | Access count of the requested page | 64        | 8              |
| cap_t   | Remaining capacity in the fast storage device | 8         | 16             |
| curr_t  | Current placement of the requested page (fast/slow) | 2         | 4              |

**Action.** At each time-step $t$, in a given state, Sibyl selects an action ($a_t$ in Figure 6) from all possible actions. In a hybrid storage system with two devices, possible actions are: placing data in (1) the fast storage device or (2) the slow storage device. This is easily extensible to $N$ storage devices, where $N \geq 3$.

## 6 SIBYL: DESIGN

We implement Sibyl in the storage management layer of the host system’s operating system. Figure 7(a) shows a high-level overview of Sibyl. Sibyl is composed of two parts, each implemented as a separate thread, that run in parallel: (1) the RL decision thread, where Sibyl decides the data placement in the current storage request while collecting information about its decisions and their effects in an experience buffer, and (2) the RL training thread, where Sibyl uses the collected experiences to update its decision-making policy online. Sibyl continuously learns from its past decisions and their impact. Our two-threaded implementation avoids that the learning (i.e., training) interrupts or delays data placement decisions for incoming requests. To enable the parallel execution of the two threads, we duplicate the neural network that is used to make data placement decisions. While one network (called the inference network) is deployed (i.e., makes decisions) the second network (called the training network), is trained in the background. The inference network is used only for inference, while the training network is used only for training. Therefore, Sibyl does not perform a separate training step for the inference network and instead periodically copies the training network weights to the inference network.

For every new storage request to the HSS, Sibyl uses the state information to make a data placement decision. The inference network predicts the Q-value for each available action given the state information. Sibyl policy selects the action with the maximum Q-value or, with a low probability, a random action for exploration and performs the data placement.

### 6.1 Sibyl Data Placement Algorithm

Algorithm 1 describes how Sibyl performs data placement for an HSS. Initially, the experience buffer is allocated to hold $e_{GB}$ entries (line 1), and the training and inference network weights are initialized to random values (lines 2 and 3). When a storage request is
received (line 4), Sibyl policy (Figure 7(a)) either (1) randomly selects an action with $\epsilon$ probability (lines 6-7) to perform exploration in an HSS environment, or (2) selects the action that maximizes the Q-value, based on information stored in the inference network (lines 8-9). After performing the selected action (line 10), Sibyl collects its reward, whose value depends on whether an eviction is needed from fast storage (lines 11-14). The generated experience is stored in the experience buffer (line 15). Once the experience buffer has $e_{EB}$ entries (line 16), Sibyl trains the training network. During training, the training network samples a batch of experiences from the experience buffer (line 17) and updates its weights using stochastic gradient descent (SGD) [130] (line 18). Sibyl does not perform a separate training step for the inference network. Instead, the training network weights are copied to the inference network (line 19), which removes the training of the inference network from the critical path of decision-making.

**Algorithm 1 Sibyl’s reinforcement learning-based data placement algorithm**

1. Initialize the experience buffer $EB$ to capacity $e_{EB}$
2. Initialize the training network with random weights $\theta$
3. Initialize the inference network with random weights $\hat{\theta}$
4. Initialize the observation vector $O_j$ with storage request $s_j$ (req), and host and storage features
5. For all storage requests do
6. if $(\text{rand}()) < \epsilon$ then
7. random action $a_t$
8. else
9. $a_t = \arg\max_a Q(s,a)$
10. execute $a_t$
11. if no eviction then
12. $r_t \leftarrow \frac{1}{2}$
13. else
14. $r_t \leftarrow \max(0, \frac{1}{2} - Rp)$
15. store experience $(O_j, a_t, r_t, O(t+1))$ in $EB$
16. if (num requests in $EB=\text{EBsize}$) then
17. sample random batches of experiences from $EB$, which are in format $(O_j, a_t, r_t, O(t+1))$
18. Perform stochastic gradient descent
19. $\hat{\theta} \leftarrow \theta$
20. copy the training network weights to the inference network

**Figure 7:** (a) Overview of Sibyl (b) Training network design using as input the state features from Table 1. The inference network is identical except it is used only for inference.

**6.2 Detailed Design of Sibyl**

**6.2.1 RL Decision Thread.** In this thread, Sibyl makes data placement decisions while storing experiences in an experience buffer. Sibyl extracts the observation vector $\mathbf{O}$ from the attributes of the incoming request and the current system state (e.g., access count, remaining capacity in the fast storage) and uses the inference network $\hat{\theta}$ to predict the Q-values for each possible action with the given state vector. While making data placement decisions, Sibyl balances the random exploration of the environment (to find a better policy without getting stuck at a suboptimal one) with the exploitation of its current policy (to maximize its reward based on the current inference network weights).

**Sibyl policy.** For every storage request, Sibyl policy selects the action that leads to the highest long-term reward $Q(s,a)$. We use a Categorical Deep Q-Network (also known as C51) [131] to update $Q(s,a)$. C51’s objective is to learn the distribution of Q-values, whereas other variants of Deep Q-Networks [121–126] aim to approximate a single value for $Q(s,a)$. This distribution helps Sibyl to capture more information from the environment to make better data placement decisions [132].

For tracking the state, we divide each feature into a small number of bins to reduce the state space (see §5), which directly affects the implementation overhead of Sibyl. We select the number of bins (Table 1) based on empirical sensitivity analysis. Our state representation uses a more relaxed encoding of 40 bits (than using only 20 bits for the observation vector) to allow for future extensions (e.g., features with more bins). Similarly, we use a relaxed 4-bit encoding for the action to allow extensibility to a different number of storage devices. For the reward structure, we use a half-precision floating-point (16-bit) representation.

**Experience buffer.** Sibyl stores experiences it collects while interacting with the HSS in an experience buffer [133]. The experience buffer is allocated in the host main memory (DRAM). To minimize its design overhead, we deduplicate data in the stored experiences. To improve the training quality, we perform batch training where each batch consists of randomly sampled experiences. This technique of randomly sampling experiences from the experience buffer is called experience replay [133].

Figure 8 shows the effect of different experience buffer sizes on Sibyl’s performance in the H&M configuration. We observe that Sibyl’s performance saturates at 1000 entries, which we select as the experience buffer size. Since the size of our state representation is 40 bits, to store a single experience tuple, we need 40-bit+4-bit+16-bit+40-bit, i.e., 100 bits. In total, for 1000 experiences, the experience buffer requires 100 KiB in the host DRAM.

**Exploration vs. exploitation.** An RL agent needs to explore the environment to improve its policy to maximize its long-term reward beyond local maxima [78]. At the same time, the agent needs to exploit what it has already experienced so that it can take advantage of its learning so far. To balance exploration and exploitation, we use the $\epsilon$-greedy policy [134]: the best-known action based on
the agent’s experience is selected with \((1-\epsilon)\) probability, and otherwise, i.e., with \(\epsilon\) probability, another action is chosen randomly. Exploration allows Sibyl to experience states it may not otherwise get into [78] and thus avoid missing higher long-term rewards. To perform exploration, Sibyl randomly chooses to place data to the fast or the slow storage device, so that it can get more information about the HSS and the workload. Based on the received reward, Sibyl updates its training network. Such exploration helps Sibyl to avoid making suboptimal data placement decisions in the long run.

### 6.2.2 RL Training Thread

This thread uses a batch of collected experiences from the experience buffer to train the training network. The updated weights of the training network are transferred to the inference network after every 1000 requests. The training and inference networks. The training and inference network allows the parallel execution of decision and training threads. We use an identical neural network structure for the training and inference networks. A deep neural network can be prohibitive due to the long time it requires for training and convergence, preventing Sibyl to adapt to new state-action pairs in a timely manner. Based on experiments, we find that a simple feed-forward network [135] with only two hidden layers [136] provides good performance for Sibyl’s data placement task. Figure 7(b) shows the structure of our training network. The network takes the observation vector \(O_t\) as its input and produces a probability distribution of Q-values as its output. Before feeding the data to the network, we preprocess the data by normalizing and casting the data to low precision data types, which allows us to reduce memory in the experience buffer. Next, we apply two fully-connected hidden layers of 20 and 30 neurons, respectively. We select these neurons based on our extensive design space exploration with different numbers of hidden layers and neurons per layer. After the two hidden layers, we have an output layer of 2 neurons, one for each action. Sibyl policy selects the action with the maximum Q-value. All fully-connected layers use the swish activation function [137], a non-monotonic function that outperforms ReLU [138].

During the training of the training network, the inference network’s weights are fixed. After every 1000 requests, the weights of the training network are copied to the inference network, which neural network weights are updated. A lower learning rate can result in large updates to the neural network weights, which could cause the model to converge too quickly to a suboptimal solution. The exploration rate (\(\epsilon\)) balances exploration and exploitation for Sibyl. We also explore different batch sizes (i.e., the number of samples processed in each training iteration) and experience buffer sizes to train our training network.

### Table 2: Hyper-parameters considered for tuning

| Hyper-parameter         | Design Space       | Chosen Value |
|-------------------------|--------------------|--------------|
| Discount factor (\(\gamma\)) | 0-1               | 0.9          |
| Learning rate (\(\alpha\))   | \(1 \times 10^{-1} - 1 \times 10^{-6}\) | \(1 \times 10^{-4}\) |
| Exploration rate (\(\epsilon\)) | 0-1               | 0.001        |
| Batch size               | 64-256            | 128          |
| Experience buffer size (\(\mathcal{E}_{\text{PR}}\)) | 10-10000         | 1000         |

### 7 EVALUATION METHODOLOGY

#### Evaluation setup

We evaluate Sibyl using real systems with various HSS configurations. The HSS devices appear as a single flat block device that exposes one contiguous logical block address space to the OS, as depicted in Figure 1. We implement a lightweight custom block driver interface that manages the I/O requests to storage devices. Table 3 provides our system details, including the characteristics of the three storage devices we use. To analyze the sensitivity of our approach to different device characteristics, we evaluate two different hybrid storage configurations (1) performance-oriented HSS: high-end device (H) [94] and middle-end device (M) [96], and (2) cost-oriented HSS: high-end device (H) [94] and low-end device (L) [98]. We also evaluate two tri-hybrid HSS configurations consisting of (1) H&M&L and (2) H&M&L_{SSD} devices. We run the Linux Mint 20.1 operating system [143] with the Ext3 file system [144].
We use the TF-Agents API [145] to develop Sibyl. We evaluate Sibyl using two different metrics: (1) average request latency, i.e., average of the latencies of all storage read/write requests in a workload, and (2) request throughput (IOPS), i.e., throughput of all storage requests in a workload in terms of completed I/O operations per second.

### Table 3: Host system and storage devices used in hybrid storage configurations

| Host System | AMD Ryzen 7 2700X [146], 8 cores @ 3.5 GHz, 8 GB DDR4/2666 MHz, 16 GB RDIMM DDR4 2666 MHz |
|-------------|---------------------------------------------------------------------------------------------|
| M. Intel SSD D3-S4510 [96] | 192 TB, SAVAT HC (3D), R/W: 350/10 MB/s, random R/W: 850000/20000 IOPS |
| L. Seagate SSD ST1000DM010 [98] | 375 GB, PCIe 3.0 NVMe, SLC, R/W: 2/4.2 GB/s, random R/W: 550000/30000 IOPS |
| 375 GB, PCIe 3.0 NVMe, SLC, R/W: 2/4.2 GB/s, random R/W: 550000/30000 IOPS |

### Baselines. We compare Sibyl against two state-of-the-art heuristic-based HSS data placement techniques, (1) cold data eviction (CDE) [49] and (2) history-based page selection (HPS) [113], (3) a state-of-the-art supervised learning-based technique (Archivist) [59], and (4) a recurrent neural network (RNN)-based data placement technique (RNN-HSS), adopted from Kleo [58], a data placement technique for hybrid memory systems. RNN-HSS provides a state-of-the-art ML-based data placement baseline. We compare the above policies with three extreme baselines: (1) Slow-Only, where all data resides in the slow storage (i.e., there is no fast storage), (2) Fast-Only, where all data resides in the fast storage, and (3) Oracle [113], which exploits complete knowledge of future I/O-access patterns to perform data placement and to select victim data blocks for eviction from the fast device.

### Workloads. We use fourteen different block-I/O traces from the MSRC benchmark suite [91] that are collected from real enterprise server workloads. We carefully select the fourteen traces to have distinct I/O-access patterns, as shown in Table 4, in order to study a diverse set of workloads with different randomness and hotness properties (see Figure 3). We quantify a workload’s randomness using the average request size of the workload; the higher (lower) the average request size, the more sequential (random) the workload. The average access count provides the average of the access counts of all pages in a workload; the higher (lower) the average access count, the hotter (colder) the workload. Table 4 also shows the number of unique requests in a workload. To demonstrate Sibyl’s ability to generalize and provide performance gains across unseen traces, i.e., traces that are not used to tune the hyper-parameters of Sibyl, we evaluate Sibyl using four additional workloads from FileBench [92].

### 8 RESULTS

#### 8.1 Performance Analysis

Figure 9 compares the average request latency of Sibyl against the baseline policies for H&M (Figure 9(a)) and H&L (Figure 9(b)) HSS configurations. All values are normalized to Fast-Only. We make five major observations. First, Sibyl consistently outperforms all the baselines for all the workloads in H&L and all but two workloads in H&M. In the H&M HSS configuration (Figure 9(a)), where the latency difference between two devices is relatively smaller than H&L, Sibyl improves average performance by 28.1%, 23.2%, 36.1%, and 21.6% over CDE, HPS, Archivist, and RNN-HSS, respectively. In the H&L HSS configuration (Figure 9(b)), where there is a large difference between the latencies of the two storage devices, Sibyl improves performance by 19.9%, 45.9%, 68.8%, and 34.1% over CDE, HPS, Archivist and RNN-HSS, respectively. We observe that the larger the latency gap between HSS devices, the higher the expected benefits of avoiding the eviction penalty by placing only performance-critical pages in the fast storage. Second, in the H&M HSS configuration, CDE and HPS are ineffective for certain workloads (hm_1, prn_1, proj_2, proj_3, and src1_0) even when compared to Slow-Only. In contrast, Sibyl consistently and significantly outperforms Slow-Only for all workloads because it can learn the small latency difference between the two storage devices in H&M and dynamically adapts its data placement decisions, which is difficult for CDE and HPS due to their inability to holistically take into account the underlying device characteristics. Third, Sibyl provides slightly lower performance than other baselines in only two workloads: Slow-Only, HPS, Archivist, and RNN-HSS for hm_1 and CDE and HPS for prxy_0 in the H&M HSS configuration. We observe that such workloads are write-intensive and have many random requests (in terms of both access pattern and request size). Therefore, such workloads would benefit from more frequent retraining of Sibyl’s training network. We experimentally show in §8.3 that using a lower learning rate during the training of the training network helps to improve Sibyl’s performance for such workloads. Fourth, Sibyl achieves, on average, 80% of the performance of the Oracle, which has complete knowledge of future access patterns, across H&M and H&L. Fifth, RNN-HSS provides higher performance than heuristic-based policies (2.1% and 8.9% than CDE and HPS, respectively, in H&M and 9.8% than HPS in H&L), but Sibyl outperforms it by 27.9%. Unlike Sibyl, the two machine learning-based policies, Archivist and RNN-HSS, do not consider any system-level feedback, which leads to their suboptimal performance.

Figure 10 compares the request throughput (IOPS) of Sibyl against other baseline policies. We make two observations. First, in the H&M (H&L) HSS configuration (Figure 10), Sibyl improves throughput by 32.6% (22.8%), 21.9% (49.1%), 54.2% (86.9%), and 22.7% (41.9%) over CDE, HPS, Archivist, and RNN-HSS, respectively. Second, Sibyl provides slightly lower performance than Slow-Only, CDE, HPS, Archivist, and RNN-HSS for only hm_1 in H&M HSS configuration. We draw similar observations for throughput results as we did for latency results (Figure 9) because as Sibyl considers
the request size in state features and request latency in the reward, it also indirectly captures throughput (size/latency).

We conclude that Sibyl consistently provides higher performance than all five baselines and significantly improves both average request latency and request throughput.

### 8.2 Performance on Unseen Workloads

To demonstrate Sibyl’s ability to generalize and provide performance gains across unseen workloads that are not used to tune the hyper-parameters of the data placement policy of Sibyl, we evaluate Sibyl using four additional workloads from FileBench [92]. No data placement policy we evaluate, including Sibyl, is tuned on these workloads. Figure 11 shows the performance of these unseen workloads. We observe the following observations. First, in H&M (H&L) HSS configuration, Sibyl outperforms RNN-HSS and Archivist by 46.1% (54.6%) and 8.5% (44.1%), respectively. Second, Sibyl may misplace some pages during the online adaptation period, but it provides significant performance benefits over existing ML-based data placement techniques. We conclude that Sibyl provides high performance benefits on unseen workloads for which it has not been tuned.

### 8.3 Performance on Mixed Workloads

We evaluate mixing two or more workloads at the same time while randomly varying their relative start times. Table 5 describes the characteristics of these mixed workloads. These workloads are truly independent of each other, potentially creating more evictions from the fast storage device than a single workload. Such a scenario (1) leads to unpredictable execution where requests arrive at different, unpredictable timesteps, (2) mimics distributed workloads, and (3) further tests the ability of Sibyl to dynamically adapt its decision-making policy.

Figure 12 shows average request latency for mixed workloads. We use two different settings for Sibyl: (a) Sibyl\textsubscript{Def}, where we use our default hyper-parameters ($\S6.2.2$), and (b) Sibyl\textsubscript{Opt}, where we optimize the hyper-parameters for these mixed workloads and use a lower learning rate (a) of $10^{-5}$. A lower learning rate performs smaller updates to the training network’s weights in each training iteration, thus requiring more training to converge to an optimal solution.

| Mix | Workloads | Description |
|-----|-----------|-------------|
| mix1 | prxy\_p [91] and ntrx\_rw [92] | Both prxy\_p and ntrx\_rw are write-intensive |
| mix2 | arch\_p [91] and oltp\_rw [92] | arch\_p is write-intensive and oltp\_rw is read-intensive |
| mix3 | prxy\_p [91] and YCSB\_C [147] | prxy\_p is write-intensive and YCSB\_C is read-intensive |
| mix4 | src1\_p [91] and fileserver [92] | src1\_p and fileserver have nearly equal numbers of reads and writes |
| mix5 | prxy\_p [91], oltp\_rw [92] and fileserver [92] | prxy\_p is write-intensive, oltp\_rw is read-intensive, and fileserver has nearly equal numbers of reads and writes |
| mix6 | src1\_p [91], YCSB\_C [147] and fileserver [92] | src1\_p and fileserver have nearly equal numbers of reads and writes while YCSB\_C is read-intensive |

Figure 12: Average request latency on mixed workloads (normalized to Fast-Only) and two HSS configurations

We make two observations. First, Sibyl\textsubscript{Def} consistently outperforms CDE, HPS, Archivist, and RNN-HSS by 27.9%, 12.2%, 12.1%, and 12.9%, respectively, in the H&M HSS configuration and 9.4%, 21.3%, 19.4%, and 17.1%, respectively, in H&L HSS configuration. Second, with a lower learning rate and optimized hyper-parameters,
Sibyl_{Opt} provides 5.2% (9.3%) higher average performance for H&L (H&L) HSS configuration than Sibyl_{Def}. Third, for mix_1, HPS provides comparable performance to Sibyl_{Def} in H&M, and CDE provides slightly better performance in H&L. As discussed in §8.1, proxy_0 is write-intensive and has random requests (with an average request size of 7.2) within every 1000 requests, which is the experience buffer size to train the training network. Such a workload requires more frequent retraining of Sibyl’s training network to achieve higher performance. We conclude that Sibyl can effectively adapt its data placement policy online to highly dynamic workloads.

8.4 Performance with Different Features

Figure 13 compares the use of some of the most useful features for the state of Sibyl in our H&L HSS configuration. All represents using all the six features in Table 1. Sibyl autonomously decides which features are important to maximize the performance of the running workload.

We make two key observations from Figure 13. First, Sibyl consistently achieves the lowest latency (up to 43.6% lower) by using all the features mentioned in Table 1 (All in Figure 13). Second, by using the same features as in baseline heuristic-based policies, Sibyl is able to perform better data placement decisions. For example, \( r_t \) and \( f_i \) configurations of Sibyl in Figure 13 use only one feature, just like CDE and HPS do. These two Sibyl configurations outperform CDE and HPS policies by 4.9% and 5.5%, respectively (Ref. Figure 9(b)). Using the same features as a heuristic-based policy, Sibyl autonomously finds a higher-performance dynamic policy that can maximize the reward function, which heuristic-based policies cannot possibly do. We conclude that Sibyl uses a richer set of features that can capture multiple aspects of a storage request to make better data placement decisions than a heuristic-based policy. RL reduces the design burden on system architects, as Sibyl autonomously learns to use the provided features to achieve the highest cumulative reward. In contrast, traditional heuristic-based policies use features to make rigid data placement decisions without any system-level feedback, and thus they underperform compared to Sibyl.

8.5 Performance with Different Hyper-Parameters

Figures 14(a), 14(b), and 14(c) show the effect of three critical hyper-parameters (discount factor, learning rate, and exploration rate) on Sibyl’s throughput in H&M HSS configuration. Figure 14(a) shows that Sibyl’s throughput drops sharply at \( \gamma = 0 \). At \( \gamma = 0 \), Sibyl gives importance only to the immediate reward and not at all to the long-term reward, leading to lower performance. We use \( \gamma = 0.9 \), where Sibyl is more forward-looking, giving enough weight to long-term rewards. Figure 14(b) shows that at a learning rate of \( \alpha = 1 \times 10^{-4} \), Sibyl provides the best performance. The learning rate determines the rate at which training network weights are updated. Both too slow and too fast updates are detrimental for adaptive learning and stable exploitation of a learned policy, respectively. Third, Figure 14(c) shows that the performance of Sibyl drops sharply if it performs exploration too frequently (i.e., \( \epsilon = 1 \times 10^{-3} \)) and thus does not sufficiently exploit its learned policy. Sibyl achieves the highest performance improvements for \( 1 \times 10^{-5} \leq \epsilon \leq 1 \times 10^{-2} \).

Figure 14: Sensitivity of Sibyl throughput to: (a) the discount factor (\( \gamma \)), (b) the learning rate (\( \alpha \)), (c) the exploration rate (\( \epsilon \)), averaged across 14 workloads (normalized to Fast-Only)

8.6 Sensitivity to Fast Storage Capacity

Figure 15 shows the average request latency of Sibyl and baseline policies as we vary the available capacity in the fast storage. The x-axis denotes a range of fast storage device sizes available for data placement and represented in terms of percentages of the entire fast storage device capacity, where 100% represents the size where all pages of a workload can fit in the fast storage.

Figure 15: Average request latency for various fast storage device sizes (normalized to Fast-Only)

We make two observations. First, for all fast storage sizes, Sibyl performs better than the baseline heuristic- and supervised learning-based policies for both H&M and H&L HSS configurations. Even when the fast storage size is as small as 1%, Sibyl outperforms CDE, HPS, Archivist, RNN-HSS by 47.2% (11.5%), 17.3% (58.9%), 12.3% (110.1%), 21.7% (50.2%), respectively, in H&M (H&L). Second, at a larger (smaller) fast storage device size, the performance approaches that of the Fast-Only (Slow-Only) policy, except for Archivist. Archivist classifies pages as hot or cold at the beginning of an epoch and does not change its placement decision throughout
the execution of that epoch. It does not perform any promotion or eviction of data. We observe that Archivist often mispredicts the target device for a request and classifies the same number of requests for the fast and slow storage device. As we vary the size of the fast storage device, a dynamically adaptable data placement policy is required, which considers features from both the running workload and the underlying storage system. We conclude that Sibyl can provide scalability by dynamically and effectively adapting its policy to the available storage size to achieve high performance.

8.7 Tri-Hybrid Storage Systems

We evaluate two different tri-HSS configurations, H&L and H&M&LSSD (Table 3), implemented as a single flat block device. The H&M&LSSD configuration has a low-end SSD (LSSD), whose performance is lower than the H and M devices but higher than the L device. We restrict the available capacity of H and M devices to 5% and 10%, respectively, of the working set size of a given workload. This ensures data eviction from H and M devices once they are full. We compare the performance of Sibyl on a tri-hybrid system with a state-of-the-art heuristic-based policy [49, 76] that divides data into hot, cold, and frozen and places them respectively into H, M, and L devices. Figure 16 shows the performance of the heuristic-based and Sibyl data placement policies.

![Figure 16: Average request latency for the tri-hybrid HSS (normalized to Fast-Only)](image)

We observe that Sibyl outperforms the heuristic-based policy by, on average, 43.5% (48.2%) and 23.9% (25.2%) for H&M&L (H&M&LSSD). This is because Sibyl is much more dynamic and adaptive to the storage system configuration due to its RL-based decision-making than the baseline heuristic-based policy, which is rigid in its decision-making. To extend Sibyl for three storage devices, we had to only (1) add a new action in Sibyl’s action space, and (2) add the remaining capacity in the M device as a state feature. We conclude that Sibyl provides ease of extensibility to new storage system configurations, which reduces the system architect’s burden in designing sophisticated data placement mechanisms.

9 EXPLAINABILITY ANALYSIS

We perform an explainability analysis to understand our results further and explain Sibyl’s decisions. We extract Sibyl’s actions for different workloads under H&M and H&L HSS configurations and analyze the page placements for each workload. Figure 17 shows Sibyl’s preference for the fast storage device over the slow storage device, measured as the ratio of the number of fast storage placements to the sum of the number of placements in both fast and slow storage devices (i.e., Preference = #fast placements / #fast+slow placements).

![Figure 17: Sibyl’s preference for the fast storage device under different HSS configurations](image)

We make the following four observations. First, in the H&M configuration, where the latency difference is large between the two storage devices, Sibyl prefers to place more data in the fast storage device. Sibyl learns that despite the eviction penalty, the benefit of serving more requests from the fast storage device is significant. On the other hand, in the H&M device configuration, where the latency difference between two devices is smaller compared to H&L, Sibyl places only performance-critical pages in the faster storage device to avoid the eviction penalty.

Second, in the H&L configuration, Sibyl shows less preference to place pages from mds_0, prn_1, proj_2, proj_3, src1_0, stg_1, and web_1 in the fast storage device. These workloads are cold and sequential (Table 4) and thus are less suitable for the fast storage device. Therefore, for such workloads, Sibyl shows more preference for the slow storage device. In contrast, for hot and random workloads (prxy_0 and prxy_1), Sibyl shows more preference to place pages in the fast storage device.

Third, for rsrch_0, wdev_2, and web_1, Sibyl places ≤40% of pages in the fast storage device. Such requests have random access patterns, while pages with cold and sequential accesses are placed in the slow storage.

Fourth, in the H&L setting, Sibyl shows more preference to place requests in the fast storage device, except for proj_2 and src1_0 workloads. We observe that these two workloads are highly random with a low average access count (Table 4). Therefore, aggressive placement in the fast storage is not beneficial for long-term performance.

We also measure the number of evictions (as a fraction of all storage requests) that occur while using Sibyl and other baseline policies, as shown in Figure 18. We make two observations. First, in the H&M HSS configuration, Sibyl leads to 68.4%, 43.2%, 19.7%, and 29.3% fewer evictions from the fast storage than CDE, HPS, Archivist, and RNN-HSS, respectively. Second, CDE places more data in the fast storage, which leads to a large number of evictions in both HSS configurations. However, if the latency difference between the two devices is large (e.g., H&L configuration), CDE provides higher performance than other baseline policies (see Figure 9(b)). Therefore, in the H&L HSS configuration, we observe that Sibyl...
follows a similar policy, leading to more evictions compared to other baselines.

10 OVERHEAD ANALYSIS

10.1 Inference and Training Latencies

The input layer of the training and inference networks consists of six neurons, equal to the number of features listed in Table 1. Each feature is normalized to transform the value range of different features to a common scale. The size of one state entry is 40 bits (32 bits for state features and 8 bits for the counter used for tracking the remaining capacity in the fast storage device). We make use of two hidden layers with 20 and 30 neurons each. The final output layer has neurons equivalent to our action space, i.e., two for dual-HSS configurations and three for the tri-HSS configurations.

Inference latency. Our inference network has 52 inference neurons (20+30+2) with 780 weights (6x20+2x30+30x2). As a result, Sibyl requires 780 MAC operations per inference (1x6x20+1x20x30 +1x30x2). On our evaluated CPU, we can perform these operations in ~10ns, which is several orders of magnitude smaller than the I/O read latency of even a high-end SSD (~10us) [94, 95]. Sibyl’s inference computation can also be performed in the SSD controller.

Training latency. For each training step, Sibyl needs to compute 1,597,440 MAC operations, where each batch requires 128x6x20+128x20x30+128x30x2 MAC operations. This computation takes ~2us on our evaluated CPU. This training latency does not affect the benefits of Sibyl because (1) training occurs asynchronously with inference, and (2) training latency is ~5x smaller than the I/O read latency of even a high-end SSD.

We conclude that Sibyl’s performance benefits come at small latency overheads that are easily realizable in existing CPUs.

10.2 Area Overhead

Storage cost. We use a half-precision floating-point format for the weights of the training and the inference networks. With 780 16-bit weights, each neural network requires 12.2 KiB of memory. Since we use the same network architecture for the two networks, we need 24.4 KiB of memory. In total, with an experience buffer of 100 KiB (§6.2), Sibyl requires 124.4 KiB of DRAM overhead, which is negligible compared to the memory size of modern computing systems.

Metadata cost. HSSs need to maintain the address mapping information for the underlying storage devices [148]. Sibyl requires 40 bits to store state information (i.e., the per-page state features; see Table 1). This overhead is ~0.1% of the total storage capacity when using a 4-KiB data placement granularity (5-byte per 4-KiB data). We conclude that Sibyl has a very modest cost in terms of storage capacity overhead in main memory (DRAM).

11 DISCUSSION

Cost of generality. We identify two main limitations of using RL for data placement. First, currently, RL is largely a black-box policy. Our explainability analysis (§9) tries to provide intuition into Sibyl’s internal mechanism. However, providing rigorous explainability to reinforcement learning-based mechanisms is an active field of research [149–154], a problem that is beyond the scope of this paper. Perfectly finding worst-case workloads against an RL policy is, therefore, very difficult, in fact, impossible, given the state-of-the-art in reinforcement learning. There are many dynamic decisions that the agent performs, which cannot be easily explained or modeled in human-understandable terms. Second, Sibyl requires engineering effort to (1) thoroughly tune the RL hyper-parameters, and (2) implement and integrate Sibyl components into the host OS’s storage management layer. This second limitation is not specific to Sibyl and applies to any ML-based storage management technique. As quantified in §10, Sibyl’s storage and latency overheads are small.

Sibyl’s implications. Sibyl (1) provides performance improvements on a wide variety of workloads and system configurations (our evaluations in §8 show that Sibyl outperforms all evaluated state-of-the-art data placement policies under all system configurations), (2) provides extensibility by reducing the designer burden when extending data placement policies to multiple devices and different storage configurations, and (3) enables reducing the fast storage device size by taking better advantage of the fast-yet-small storage device and large-yet-slow storage device to deliver high storage capacity at low latency.

Adding more features and optimization objectives. An RL-based approach simplifies adding new features (such as bandwidth utilization) in the RL state and optimization objectives (such as endurance) using the RL reward function. This flexibility allows an RL-based mechanism to self-optimize and adapt its decision-making policy to achieve an objective without the designer explicitly defining how to achieve it. We demonstrate and evaluate example implementations of Sibyl using a reward scheme that is a function of request latency and eviction latency. We find that request latency in the reward structure best encapsulates system conditions since latency could vary for each storage request based on complex system conditions. To optimize for a different device-level objective, one needs to define a new reward function with appropriate state features, e.g., to optimize for endurance, one might use the number of writes to an endurance-critical device in the reward function. Another interesting research direction would be to perform multi-objective optimization, e.g., optimizing for both performance and energy. We leave the study of different objectives and features to future work.
Necessity of the reward. RL training is highly dependent upon the quality of the reward function and state features. Using an incorrect reward or improper state features could lead to severe performance degradation. Creating the right reward is a human-driven effort that could benefit from design insights. We tried two other reward structures to achieve our objective to improve system performance:

- **Hit rate of the fast storage device:** Maximizing the hit rate of the fast storage device is another potentially plausible objective. However, if we use the hit rate as a reward, Sibyl (1) tries to aggressively place data in the fast storage device, which leads to unnecessary evictions, and (2) cannot capture the asymmetry in the latencies present in modern storage devices (e.g., due to read/write latencies, latency of garbage collection, queuing delays, error handling latencies, and write buffer state).

- **High negative reward for eviction:** We also tried a negative reward for eviction and a zero reward in other cases. We observe that such a reward structure provides suboptimal performance because Sibyl places more pages in the slow device to avoid evictions. Thus, with such a reward structure, Sibyl is not able to effectively utilize the fast storage.

We conclude that our chosen reward structure works well for a wide variety of workloads §8, as reinforced by our generality studies using unseen workloads in §8.2.

Managing hybrid main memory using RL. The key idea of Sibyl can be adapted for managing hybrid main memory architectures. However, managing data placement at different levels of the memory hierarchy has its own set of challenges [1, 155–167] that Sibyl would need to adapt to, such as the low latency decision-making and control requirements in main memory. Even with the use of hybrid main memories, many systems continue to benefit from using hybrid storage devices due to much lower cost-per-bit of storage, which accommodates increasingly larger datasets. Therefore, we focus on hybrid storage systems and leave it to future work to study RL to manage hybrid main memories.

### 12 RELATED WORK

To our knowledge, this is the first work to propose a reinforcement learning-based data placement technique for hybrid storage systems. Sibyl can continuously learn from and adapt to the running application and the storage configuration and device characteristics. We briefly discuss closely-related prior works that propose data management techniques for hybrid memory/storage systems and RL-based system optimizations.

**Heuristic-based data placement.** Many prior works [1, 14, 18, 20, 25, 49–57, 62, 65, 68, 70, 74, 76, 100, 155–157, 162, 168–176] propose heuristic-based techniques to perform data placement. These techniques rely on statically-chosen design features that usually favor certain workloads and/or device characteristics, leading to relatively rigid policies. In §3 and §8, we show that Sibyl outperforms two state-of-the-art works, CDE [49] and HPS [113].

**ML-based data placement.** Several works [58–60, 177, 178] propose ML-based techniques for data placement in hybrid memory/storage systems. These works 1) are based on supervised learning techniques that require frequent and very costly retraining to adapt to changing workload and device characteristics, and 2) have not been evaluated on a real system. We evaluate RNN-HSS, which is inspired by the state-of-the-art data placement technique in hybrid main memory [58]. It uses sophisticated recurrent neural networks (RNNs) for data placement and shows promising results compared to heuristic-based techniques. However, it has two major limitations that make it impractical or difficult to implement: it (1) trains an RNN for each page, which leads to large computation, storage, and training time overheads, and (2) requires offline application profiling. Our evaluation (ref. §8.1) shows that Sibyl outperforms two state-of-the-art ML-based data placement techniques, RNN-HSS [58] and Archivist [59], across a wide variety of workloads.

**RL-based techniques in storage systems.** Recent works (e.g., [179–183]) propose the use of RL-based approaches for managing different aspects of storage systems. These works cater to use cases and objectives that are very different from Sibyl’s. Specifically, Liu et al. [179] (1) propose data placement in cloud systems and not hybrid storage systems, (2) consider devices with unlimited capacity, sidestepping the capacity limitations, (3) emulate a data center network rather than use a real system for design and evaluation, and (4) focus only on data-analytics workloads. Yoo et al. [180] do not focus on data placement; they instead deal with dynamic storage resizing based on workload characteristics using a trace-based simulator. Wang et al. [181] (1) focus on cloud systems to predict the data storage consumption, and (2) do not consider hybrid storage systems. Sibyl is the first RL-based mechanism for data placement in hybrid storage systems.

**RL-based system optimizations.** Past works [88, 89, 184–195] propose RL-based methods for various system optimizations, such as memory scheduling [88, 192], data prefetching [89, 190], cache replacement [185], and network-on-chip arbitration [184, 186]. Along with Sibyl, designed for efficient data placement in hybrid storage systems, this body of work demonstrates that RL is a promising approach to designing high-performance, and highly-adaptive self-optimizing computing systems.

### 13 CONCLUSION

We introduce Sibyl, the first reinforcement learning-based mechanism for data placement in hybrid storage systems. Our extensive real-system evaluation demonstrates that Sibyl provides adaptivity and extensibility by continuously learning from and autonomously adapting to the workload characteristics, storage configuration and device characteristics, and system-level feedback to maximize the overall long-term performance of a hybrid storage system. We interpret Sibyl’s policy through our explainability analysis and conclude that Sibyl provides an effective and robust approach to data placement in current and future hybrid storage systems. We hope that Sibyl and our open-sourced implementation of it [93] inspire future work and ideas in self-optimizing storage and memory systems.
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