Deformed Schwarzschild horizons in second-order perturbation theory: mass, geometry, and teleology
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In recent years, gravitational-wave astronomy has motivated increasingly accurate perturbative studies of gravitational dynamics in compact binaries. This in turn has enabled more detailed analyses of the dynamical black holes in these systems. For example, Pound et al. [Phys. Rev. Lett. 124, 021101 (2020)] recently computed the surface area of a Schwarzschild black hole’s apparent horizon, perturbed by an orbiting body, to second order in the binary’s mass ratio. In this paper, we take that as the starting point for a comprehensive study of a perturbed Schwarzschild black hole’s apparent and event horizon at second perturbative order, deriving generic formulas for the first- and second-order corrections to the horizons’ radial profiles, surface areas, Hawking masses, and intrinsic curvatures. We find that the two horizons are remarkably similar, and that any teleological behavior of the event horizon is suppressed in several ways. Critically, we establish that at all orders, the perturbed event horizon in a small-mass-ratio binary is effectively localized in time. Even more pointedly, the event horizon is identical to the apparent horizon at linear order regardless of the source of perturbation, implying that the seemingly teleological “tidal lead”, previously observed in linearly perturbed event horizons, is not genuinely teleological in origin. The two horizons do generically differ at second order, but their Hawking masses remain identical, implying that the event horizon obeys the same energy-flux balance law as the apparent horizon. At least in the case of a binary system, the difference between their surface areas remains extremely small even in the late stages of inspiral. In the course of our analysis, we also numerically illustrate puzzling behaviour in the black hole’s motion around the binary’s center of mass.

I. INTRODUCTION

A. Black holes in modern experimental physics

Over the past few decades, black holes have gone from hypothetical objects of theoretical interest to ubiquitous elements of observational astrophysics. LIGO and Virgo now regularly detect binary black hole mergers [1], and the Event Horizon Telescope has provided the first radio image of a black hole [2]. Future technological advances will enable far more precise observations, both with next-generation gravitational-wave detectors [3–4] and very-long-baseline radio interferometers [5–7]. These will allow us to more stringently test whether the dark objects we observe are genuine black holes or some other exotic compact objects [8], and assuming they are black holes, whether they are accurately described by general relativity (GR).

In the near term, the most exacting measurements of black hole geometries will be made possible with the launch of the space-based gravitational-wave detector LISA in the early 2030s [9–11]. LISA will be sensitive to the merger of supermassive black holes, and the post-merger ringdown spectra from such systems will encode precise information about the nature of the final, merged object. Even more accurate measurements will be possible with LISA observations of extreme-mass-ratio inspirals (EMRIs), in which stellar-mass objects slowly spiral into massive black holes [11–12]. The companion in an EMRI acts as a probe of the massive black hole’s geometry, performing \( \sim 10^4 \) or more intricate orbits while in the LISA band, most or all of them within 10 Schwarzschild radii of the black hole. The emitted, long-lived waveforms have a rich harmonic structure carrying detailed information about the black hole (or exotic compact object) spacetime.

Measurements of this kind, with precise characterizations of deviations from GR’s black hole spacetimes, are possible because of the remarkable simplicity of isolated black holes in GR. In the post-merger ringdown phase, and through all phases of an EMRI, the spacetime can be approximated as that of an isolated, stationary black hole subject to small perturbations—either quasinormal modes after a merger or the perturbations generated by the companion in an EMRI. In GR, an isolated black hole is uniquely described by the Kerr-Newman metric, which is fully specified by its mass, spin, and charge. In an astrophysical scenario, a black hole is unlikely to carry charge, as any nonzero charge will be quickly neutralized. Therefore an astrophysical black hole in GR should be uniquely described as a Kerr black hole, which has a unique set of quasinormal modes and a unique multipole structure that are fully determined by the black hole’s mass and spin. By measuring the ringdown spectrum or the black hole’s multipole structure, we can detect small deviations from the Kerr geometry.

These prospects have motivated increasingly accurate
theoretical studies of dynamically perturbed black holes in GR, moving beyond traditional linearized black hole perturbation theory onto second-order perturbation theory. There are ongoing efforts to calculate second-order effects in the ringdown of Kerr black holes [13,15] (building on earlier work in Ref. [16]). And there is now a large body of work on EMRI models using gravitational self-force theory. In this method, the metric is expanded in powers of the binary’s mass ratio \(m/M\), where \(M\) is the central black hole’s mass and \(m\) the small companion’s. The perturbations effectively exert a self-force on the companion, accelerating it away from geodesic motion in the Kerr background. Surveys of self-force theory and EMRI modelling can be found in the recent reviews [17, 18].

It is well known that EMRI models sufficiently accurate for LISA science must be carried to second perturbative order in \(m/M\). Recently, Pound et al. reported the first calculation of a physical quantity at that order [19]: the second-order contribution to the binding energy of quasi-circular orbits around a Schwarzschild black hole. This calculation required a measurement of the Bondi mass of the binary, but also of the mass of the central black hole. In this paper, we take that calculation as the starting point for a more comprehensive study of perturbed Schwarzschild black holes at second order in perturbation theory. More specifically, we analyze the location and properties of a black hole’s perturbed horizon(s).

### B. Black hole horizons

In principle, the defining feature of a black hole is its event horizon. However, event horizons are intrinsically teleological surfaces: we can only identify their precise location if we know the entire future history of the universe. This has motivated the development of alternative ways of characterizing dynamically evolving black holes based on locally identifiable criteria [20, 25]. The common characterization is via an apparent horizon or marginally outer trapped surface. Such a surface is defined in terms of the local-in-time, rather than global-in-time, behavior of null rays: given a slice of spacetime, an orientable, closed, spacelike 2-surface within the slice is a marginally outer trapped surface if future-directed null rays passing orthogonally outward through it have zero expansion. The apparent horizon is the outermost of these surfaces in the slice.

In GR, assuming appropriate energy conditions, the existence of an apparent horizon implies the presence of an event horizon, and the apparent horizon always either coincides with the event horizon or lies entirely inside the black hole. The converse is not true: the apparent horizon depends on one’s foliation of spacetime, and one can find pathological foliations in which no apparent horizon is present on a slice even though the slice cuts through the event horizon [29]. However, for reasonable choices of foliation [30], the apparent horizon in a binary spacetime is found to be an excellent proxy for the event horizon except at moments very near merger [31].

Event and apparent horizons have been extensively studied and compared in numerical relativity; see, for example, Refs. [33, 31–38]. There is also a long history of research on linear perturbations of horizons. In recent years, perturbed horizons have been studied in Refs. [37–46], building on much earlier work in Refs. [47–50].

Our treatment extends these analyses to second perturbative order, restricted to a Schwarzschild background and largely following Poisson and collaborators’ treatment of the linear case in Refs. [37–38]. The extension to second order is necessary for the calculation of mechanical quantities in binaries, such as the binding energy in Ref. [19]. But the extension is also interesting for one other major reason: in a binary inspiral, at times after merger or significantly before it, it is precisely at second order that the apparent horizon (on a naturally chosen slicing) becomes distinguishable from the event horizon. It is also at this order that various definitions of the black hole’s properties begin to differ. For example, there is a natural, unambiguous measure of the black hole’s mass at linear order, but at second order one can define various nonequivalent measures of mass. In Ref. [19], Pound et al. specifically calculated the irreducible mass of the apparent horizon. Here, we show that the irreducible masses of the apparent and event horizon differ at second order, but that their Hawking mass (and Hawking-Hayward mass) remains identical.

### C. Outline and summary

In Sec. [II] we begin by reviewing basic methods in black hole perturbation theory. We emphasize two-timescale expansions, which play an important role in our characterization of the event horizon in small-mass-ratio binaries. In Sec. [III] we analyze the geometry of a generic 3-surface, foliated by spacelike 2-surfaces, near the background horizon; in later sections, this will be either the apparent or event horizon. We derive second-order perturbative formulas for the surface’s intrinsic metric, surface area, Hawking mass, and scalar curvature.

In Secs. [IV] and [V] we then obtain second-order formulas for the location of the apparent and event horizon in terms of the perturbations of the metric. We show that in a small-mass-ratio binary, the event horizon can be localized in time except in the final phase of inspiral, when the companion transitions into a plunging orbit.

Section [VI] constructs simplified, gauge-invariant versions of the horizons’ area, mass, and curvature. Using these measures, we show that in a dynamical region of
spacetime, the apparent and event horizon first differ from one another at second perturbative order. We derive simple formulas relating their radial profiles, surface areas, masses, and curvatures. As alluded to above, we show that despite their other differences, the two horizons have identical Hawking mass through second order.

Next, in Sec. [VII], we specialize to the case of quasicircular inspirals. In that context, we demonstrate numerically that the difference between the horizons’ surface areas remains extremely small until near the innermost stable circular orbit, and we explain how the same is true for generic inspirals. We also examine the shape and location of the horizon at linear order, where we highlight two aspects. First, we emphasize that because the two horizons are identical at linear order, behavior that has previously been described as teleological must actually be entirely causal, and we suggest a non-teleological explanation for it. Second, we discuss a physically meaningful effect that has been omitted from previous depictions of the horizon at linear order: the motion of the black hole around the binary’s center of mass. We show that well-motivated definitions of the black hole’s “position” do not have the expected Newtonian limit for large orbital radii, suggesting a more robust analysis is required.

We conclude in Sec. [VIII] with a discussion of the implications of our results and their possible future developments. Among other applications, our results may be useful in sharpening the observed symmetry between quantities on the horizon and quantities at asymptotic infinity [51] and in concretely calculating black hole memory effects in realistic scenarios [52] [53].

Although motivated by EMRIs (and other small-mass-ratio systems such as intermediate-mass-ratio inspirals), most of our analysis applies to completely generic perturbations. Our only restriction is that in the intervals of time we consider, the number of null generators on the event horizon must remain fixed. This restriction is violated when additional generators join the horizon via caustics, as occurs when a body plunges into the black hole [47] [50]. In the case of a binary inspiral, our analysis therefore fails in an interval containing the final plunge. However, for reasons explained in Sec. [V] our analysis remains valid until shortly before the transition to plunge.

II. SECOND-ORDER PERTURBATIONS OF SCHWARZSCHILD SPACETIME

We begin in this section with an overview of the basic tools and conventions we use: second-order perturbation theory, the Schwarzschild metric, tensor spherical harmonics, and two-timescale expansions. Throughout the paper, we use geometric units with $G = c = 1$.

A. Perturbation theory through second order

We assume the spacetime metric $g_{\alpha\beta}(\epsilon)$ depends on a small parameter $\epsilon$, and we expand the metric up to second order,

$$g_{\alpha\beta}(\epsilon) = g^{(0)}_{\alpha\beta} + \epsilon h^{(1)}_{\alpha\beta} + \epsilon^2 h^{(2)}_{\alpha\beta} + O(\epsilon^3),$$

(1)

where $g^{(0)}_{\alpha\beta}$ is the background metric and $h^{(1)}_{\alpha\beta}, h^{(2)}_{\alpha\beta}$ are, respectively, the first- and second-order metric perturbations. In the context of a small-mass-ratio binary, $\epsilon$ will be the small mass ratio $m/M$, but in most of our analysis we work with generic perturbations due to an unspecified source. It will sometimes be convenient to use the total perturbation

$$h_{\alpha\beta} = \epsilon h^{(1)}_{\alpha\beta} + \epsilon^2 h^{(2)}_{\alpha\beta} + O(\epsilon^3).$$

(2)

We focus on a region around the black hole, where we assume the spacetime is vacuum, satisfying the vacuum Einstein equation

$$R_{\alpha\beta}[g(\epsilon)] = 0.$$  

(3)

Substituting the expansion into the Ricci tensor, one obtains

$$R_{\alpha\beta}[g(\epsilon)] = R_{\alpha\beta} + \epsilon \delta R_{\alpha\beta}[h^{(1)}] + \epsilon^2 \delta R_{\alpha\beta}[h^{(2)}] + O(\epsilon^3),$$

(4)

where $\delta R_{\alpha\beta}$ is linear in its argument and $\delta^2 R_{\alpha\beta}$ is quadratic in its argument; this expansion is reviewed in Appendix A. Equation (3) then becomes a sequence of equations, one at each order in $\epsilon$:

$$R_{\alpha\beta}[g^{(0)}] = 0,$$

(5)

$$\delta R_{\alpha\beta}[h^{(1)}] = 0,$$

(6)

$$\delta R_{\alpha\beta}[h^{(2)}] = -\delta^2 R_{\alpha\beta}[h^{(1)}].$$

(7)

The zeroth-order equation states that the background metric must be a vacuum solution. The first-order equation is the standard linearized Einstein equation. In the second-order equation, the second-order perturbation $h^{(2)}_{\alpha\beta}$ is sourced by quadratic combinations of the first-order perturbation.

In this paper, we will not focus our attention on solving these equations; we refer to Refs. [18] [54] [55] for descriptions of practical methods of obtaining solutions at first and second order in the case of a Schwarzschild background. Instead, taking the solution as a given, we analyze the effect the perturbations have on the black hole’s horizons. For the most part, as stated above, we allow the perturbation to be completely generic. However, at various points, we specialize to an important class of perturbations that depend on two disparate time scales, and in the final section of the paper we numerically compute properties of the horizon in the specific scenario of a quasicircular inspiral.
Most of our analysis will also leave the gauge of the metric perturbations unspecified. But one aspect of our calculations will make critical use of the gauge freedom within perturbation theory. In the perturbative context a gauge transformation corresponds to the infinitesimal coordinate transformation 

\[ x'^\mu = x^\mu - \epsilon \xi^\mu - \epsilon^2 \left( \xi^\mu(2) - \frac{1}{2} \xi^\nu(1) \partial_\nu \xi^\mu(1) \right) + O(\epsilon^3), \]

under which the metric perturbations transform to

\[ h'^{\mu \nu}_{\alpha \beta} = h^{\mu \nu}_{\alpha \beta} + \mathcal{L}_{\xi}(g^{\mu \nu}_{\alpha \beta}), \]

\[ h'^{\mu \nu}_{\alpha \beta} = h^{\mu \nu}_{\alpha \beta} + \mathcal{L}_{\xi}(g^{\mu \nu}_{\alpha \beta}) + \frac{1}{2} \xi^2 (\delta^{\mu \nu} g^{\alpha \beta} - \delta^{\alpha \beta} g^{\mu \nu}) + \mathcal{L}_{\xi}(h^{\mu \nu}_{\alpha \beta}). \]

Our conventions for covariant derivatives and for raising or lowering indices on perturbative quantities, but for the sake of brevity we occasionally use \( g^{\alpha \beta}_{(0)} \) and its inverse, \( g^{\alpha \beta}_{(0)} \), for that purpose: in such instances, we explicitly warn the reader that we have done so. We also introduce \( D_A \) as the covariant derivative compatible with the unit-sphere metric \( \Omega_{AB} \). We use \( \Omega_{AB} \) and its inverse, \( \Omega^{AB} \), to raise and lower indices on quantities associated with \( \Omega_{AB} \), such as \( D_A \) and \( \epsilon_{AB} \) (the Levi-Civita tensor associated with \( \Omega_{AB} \)). We do not use them to raise or lower capital Latin indices on other quantities.

We refer to Section II of Ref. [54] for additional useful identities related to the 2+2 split of the Schwarzschild metric.

### C. Tensor spherical harmonics

Given Schwarzschild spacetime’s spherical symmetry, it is often convenient to expand quantities in spherical harmonics. With an appropriate choice of spherical basis functions, the Einstein equations separate into decoupled equations for each \( l\!m \) mode. In this paper, we assume that the metric perturbation is obtained mode by mode in this way. Such a harmonic decomposition will also allow us to easily solve the differential equations governing the location of the horizon and to evaluate various integrals over the horizon surface.

For the harmonics we adopt the conventions of Martel and Poisson [53]. We start with the scalar spherical harmonics, \( Y^{lm}(\theta, \phi) \), which satisfy the eigenvalue equation

\[ D^2 Y^{lm} = -\lambda_s^2 Y^{lm}, \]

where \( D^2 := D_A D_A \) and \( \lambda_s \) is defined for any integer \( s \) in Eq. (21). From the scalar harmonics we define the vector harmonics

\[ Y^{lm}_A := D_A Y^{lm}, \]

\[ X^{lm}_A := -\epsilon_B^A D_B Y^{lm}. \]

\( Y^{lm}_A \), \( X^{lm}_A \) are respectively referred to as even-parity and odd-parity vector harmonics. Finally we define the even- and odd-parity tensor harmonics

\[ Y^{lm}_{AB} := D_A D_B Y^{lm} + \frac{1}{2} \lambda_s^2 \Omega_{AB} Y^{lm}, \]

\[ X^{lm}_{AB} := \frac{1}{2} \left( D_A X^{lm}_B + D_B X^{lm}_A \right), \]

which are both symmetric and trace-free with respect to \( \Omega^{AB} \).

These harmonics satisfy the orthogonality relations

\[ \int Y^{lm} Y^{l'm'} d\Omega = \delta^{ll'} \delta^{mm'}, \]

\[ \int Y^{lm}_A Y^{l'm'}_A d\Omega = \lambda_s^2 \delta^{ll'} \delta^{mm'}, \]

\[ \int X^{lm}_A X^{l'm'}_A d\Omega = \lambda_s^2 \delta^{ll'} \delta^{mm'}, \]

\[ \int X^{lm}_{AB} X^{l'm'}_{AB} d\Omega = 0, \]

\[ \int Y^{lm}_{AB} Y^{l'm'}_{AB} d\Omega = \frac{1}{2} \lambda_s^2 \delta^{ll'} \delta^{mm'}, \]

\[ \int X^{lm}_{AB} X^{l'm'}_{AB} d\Omega = \frac{1}{2} \lambda_s^2 \delta^{ll'} \delta^{mm'}, \]

\[ \int Y^{lm}_{AB} X^{l'm'}_{AB} d\Omega = 0. \]

Here \( d\Omega \) is the surface element on the unit sphere, and we use \( \Omega^{AB} \) to raise indices. An overbar denotes complex conjugation; the harmonics of all ranks satisfy identities of the form

\[ Y^{lm} = (-1)^m Y^{l'-m}. \]
It will be useful to split tensors on $S^2$ into their trace-free and traceful parts,
\[
T_{AB} = T_{(AB)} + T_{o} \Omega_{AB},
\]
where $\Omega^{AB}T_{(AB)} = 0$ and $T_{o} := \frac{1}{2} \Omega^{AB}T_{AB}$. Given this split, we expand the metric perturbations in spherical harmonics according to
\[
\begin{align*}
\chi^{(n)}_{ab} &= \sum_{lm} \hat{h}^{(n)(lm)}_{ab} Y_{lm}, \\
\chi^{(n)}_a &= \sum_{lm} \hat{h}_a^{(n)(lm)} Y_{lm}, \\
\chi^{(n)}_a &= \sum_{lm} \left( \hat{h}_a^{(n)(lm)} Y_{lm} + \hat{h}_a^{(n)(lm)} X_{lm} \right), \\
\chi^{(n)}_{(AB)} &= \sum_{lm} \left( \hat{h}^{(n)(lm)}_{AB} + \hat{h}^{(n)(lm)}_{AB} \right).
\end{align*}
\]
Each of the coefficients $\hat{h}^{(n)(lm)}_{ab}$, $\hat{h}_a^{(n)(lm)}$, $\hat{h}_a^{(n)(lm)}$, and $\hat{h}_a^{(n)(lm)}$ is a function of $v$ and $r$.

Our second-order calculations will naturally involve products of functions on $S^2$, and we will need to decompose such products into harmonics. As the simplest example, consider $\int \psi(\theta^4)\chi(\theta^4)\,d\Omega$, which is (up to a factor of $1/\sqrt{4\pi}$) the scalar monopole mode of the product $\psi \chi$. Expanding each function in harmonics, as $\psi = \sum_{lm} \psi^{lm} Y_{lm}$ and $\chi = \sum_{lm} \chi^{lm} Y_{lm}$, and using Eqs. (18) and (25), we obtain
\[
\int \psi \chi \,d\Omega = \sum_{lm} \psi^{lm} \chi^{lm} = \sum_{lm} \tilde{\psi}^{lm} \chi^{lm},
\]
where we have used the fact that $\tilde{\chi}^{lm} = (-1)^m \chi^{l-m}$ for any real-valued function $\chi(\theta^4)$. The analogous rule applies for integrals of the form $\int \psi_{AB} \Omega^{AB} \chi_{id} \,d\Omega$ and $\int \psi_{AC} \Omega^{AC} \chi_{BD} \,d\Omega$. In Appendix B we describe our procedure for evaluating more general integrals.

D. Two-timescale expansion

Most of our analysis utilizes regular perturbation theory, in which the coefficients $h^{(n)}_{ab}$ in Eq. (1) are independent of the small parameter $\epsilon$. However, at various points we adopt an expansion that is better suited to a small-mass-ratio binary: a two-timescale expansion. We refer to textbooks on singular perturbation theory for introductions to the method (e.g., [35]). In the particular context of an inspiral into a black hole, the use of the method is inspired by the fact that during the inspiral, the system evolves on two distinct timescales: the short orbital timescale $\sim 1/\Omega \sim M$ associated with the companion’s orbital frequency $\Omega$, and the long radiation-reaction time $t_{rr} \sim \Omega/(d\Omega/dt) \sim M/\epsilon$, over which the orbital frequencies evolve due to gravitational-wave emission. A two-timescale expansion allows us to maintain accuracy on both timescales, while regular perturbation theory would break down well before a radiation-reaction time [35].

Concretely, an orbiting, nonspinning body in the equatorial plane of Schwarzschild spacetime has two independent frequencies, $\Omega$, and $\Omega_{\phi}$, associated with radial and azimuthal motion. Specialized to a region around the horizon, the two-timescale ansatz for the metric is then
\[
g_{\alpha\beta} = g^{(0)}_{\alpha\beta} + \sum_{n\geq 1} \epsilon^n h_{\alpha\beta}^{(n,k)}(v, r, \theta^4) e^{-i\varphi_k},
\]
where $\varphi_k := k^i \varphi_i$, and the sum runs over all pairs of integers $k = (k', k'')$. In this expansion we have introduced the slow time variable $\tilde{v} := \epsilon v$ and the orbital phases $\varphi_i = (\varphi_r, \varphi_\phi)$, which are given by
\[
\varphi_i(v, \epsilon) = \int_0^v \Omega_i(\epsilon v') \,dv' + \varphi_i(0, \epsilon)
\]
or equivalently, $d\varphi_i/dv = \Omega_i$; the unspecified lower limit in Eq. (33) represents an arbitrary choice of initial condition. The metric perturbations in Eq. (32) hence have the character of a sum of slowly varying amplitudes multiplied by rapidly varying phase factors. We refer to Refs. [35] [59] for more detailed descriptions of such two-timescale expansions of the metric, which are further developments of Hinderer and Flanagan’s seminal work on the two-timescale expansion of inspiral orbits [60]. Such an approximation should be uniformly accurate until a time shortly before the inspiraling body transitions to a plunging orbit [61]; we describe that cutoff in Sec. V.

Treated as a function of the coordinates $x^\mu$ on $\mathcal{M}$, the coefficients of $c^n$ in the expansion (32) depend on $\epsilon$, meaning (32) is not a Taylor series around $\epsilon = 0$; this is a defining characteristic of singular perturbation theory [62]. However, the dependence on $\epsilon$ comes in a circumscribed form that allows us to solve the field equations through any desired order on the radiation-reaction timescale. We can also view Eq. (32) as a regular Taylor expansion of a field on a higher-dimensional manifold $\mathcal{M}$ charted by $(\tilde{v}, \varphi_i, r, \theta^4)$. $\mathcal{M}$ is embedded into this larger manifold with a map $T_r : \mathcal{M} \to \mathcal{M}$ defined by $T_r(v, r, \theta^4) = (\epsilon v, \varphi_i(v, \epsilon), r, \theta^4)$. After performing the ordinary Taylor expansion of the function on $\mathcal{M}$, we then pull it back to its restriction on the physical spacetime manifold $\mathcal{M}$.

Quantities on the horizon inherit the metric’s two-timescale form, which has several important consequences. First, $v$ derivatives involve terms that are suppressed by one order in $\epsilon$. To see this, let $\tilde{\chi}$ be a field on $\mathcal{M}$, and let $\chi$ be its restriction to $\mathcal{M}$, such that $\tilde{\chi}(v, \varphi_i(v, \epsilon), r, \theta^4) = \chi(v, r, \theta^4)$. The $v$ derivative of $\chi$ then becomes
\[
\frac{d\tilde{\chi}}{dv} = \epsilon \frac{d\chi}{dv} + \Omega_i \frac{d\chi}{d\varphi_i}.
\]

The first term, which characterizes the field’s slow evolution, will be demoted to the next order, such that if $\chi$ appears on the horizon at first perturbative order, for example, then its $\tilde{v}$ derivative will contribute to second-order quantities on the horizon. For notational simplicity, we will not distinguish between $\tilde{\chi}$ and its pullback $\chi$. 


The second consequence of the two-timescale expansion is that it transforms differential equations in $v$ into algebraic ones. Suppose we have a differential equation governing a quantity’s behavior on the horizon, of the form

$$\frac{d\chi(v, \epsilon)}{dv} = S(v, \epsilon).$$

If we expand in the Fourier series $\chi(v) = \sum_k \chi_k(\tilde{v})e^{-i\varphi_k}$ and $S(v) = \sum_k S_k(\tilde{v})e^{-i\varphi_k}$, then at leading order Eq. (35) becomes

$$-i\Omega_k \chi_k = S_k,$$

where $\Omega_k := k'\Omega$. This kind of transformation is one of the key utilities of the two-timescale expansion. For example, it puts the Einstein field equations ([6]) into precisely the same form they would have in a standard frequency-domain treatment, while correctly capturing the system’s slow evolution.

Transforming differential equations in this way implicitly localizes them in time: rather than having to integrate over $v$ from some initial condition, we algebraically determine the solution at a given value of slow time $\tilde{v}$. This is especially relevant for the event horizon, which is inherently a nonlocal-in-time surface that depends on the spacetime’s distant future. The underlying reason for this localization in time is that integrals over large ranges of $v$ collapse to local-in-$\tilde{v}$ quantities when the integral contains multiple time scales. For example, consider the integral $\int_0^\infty F(\epsilon v')e^{-i\varphi_k(v', \epsilon)}dv'$, which extends from the present time $v$ to the infinite future. If $F/\Omega_k$ vanishes when $v \to \infty$, then we can repeatedly integrate by parts to obtain

$$\int_0^\infty F(\epsilon v')e^{-i\varphi_k(v', \epsilon)}dv' = e^{-i\varphi_k(v, \epsilon)} \left[ \frac{F(\tilde{v})}{\Omega_k(\tilde{v})} + \int \frac{d}{d\tilde{v}} \frac{F(\tilde{v})}{\Omega_k(\tilde{v})} + o(\epsilon) \right].$$

Depending on the behavior of $F$ and $\Omega_k$ in the far future, this approximation can be carried to arbitrary order in $\epsilon$, making nonlocal effects arbitrarily small. We will see in Sec. [V] how this type of approximation applies to the location of the event horizon.

Because it cleanly separates slow and fast evolution, a two-timescale expansion also allows us to unambiguously identify the time average of a quantity as the zero mode in its fast-time Fourier series:

$$\langle \chi \rangle := \frac{1}{(2\pi)^2} \int \chi(\tilde{v}, \varphi) d^2\varphi = \chi_0(\tilde{v}).$$

This will enable us to characterize the black hole’s average evolution, discarding fluctuations on the orbital timescale.

Finally, we note that the mode number $k\phi$ is precisely the azimuthal mode number $m$. This is because, due to the background spacetime’s axisymmetry, the small body’s stress-energy can only depend on $\phi$ and $\varphi_\phi$ in the combination $(\phi - \varphi_\phi)$, and the metric perturbations inherit that dependence; see Sec. 7.1 of Ref. [18]. As a consequence, we can write the expansion (32) in the form

$$h_{\alpha\beta} = \sum_{n \geq 1} \sum_{m,k} e^{n} h_{\alpha\beta}^{(nm)}(\tilde{v}, r, \theta^A) e^{-im\varphi_\phi + kn\phi}.$$  

For the quasicircular orbits we consider in Sec. [VII] this reduces to

$$h_{\alpha\beta} = \sum_{n \geq 1} \sum_{m=-\infty}^{\infty} e^{n} h_{\alpha\beta}^{(nm)}(\tilde{v}, r, \theta^A) e^{-im\varphi_\phi}.$$  

### III. GEOMETRY OF A PERTURBED HORIZON

Before considering the apparent horizon and event horizon in detail, we begin by describing the geometry of a generic 3-surface $\mathcal{H}$ close to the background horizon, which may be either of the two horizons. This serves to set our notation and to present formulas that will be common to both horizons.

Over the course of the section, we introduce a convenient basis of vectors and the induced metric on the surface, and we then derive perturbative formulas for the horizon’s surface area and intrinsic curvature. We conclude by showing the consistency between our formulas for the area and curvature, as dictated by the Gauss-Bonnet theorem.

#### A. Embedding and induced metric

As coordinates on $\mathcal{H}$, we use the extrinsic coordinates $y^i = (v, \theta^A)$. $\mathcal{H}$ is then described by an embedding

$$x_\mathcal{H}^a(y^i, \epsilon) = [v, r_\mathcal{H}(y^i, \epsilon), \theta^A].$$

We assume that the perturbed horizon’s radial profile can be written as an expansion around the background horizon radius:

$$r_\mathcal{H} = 2M + r^{(1)}(y^i) + \epsilon^2 r^{(2)}(y^i) + O(\epsilon^3).$$

The perturbations $r^{(n)}$ will depend on whether $\mathcal{H}$ is the apparent horizon or the event horizon. In Secs. [IV] and [V] we express $r^{(n)}$ in terms of the metric perturbations $h^{(n)}_{\alpha\beta}$ in each of the two cases.

The embedding (41) defines a basis of vectors fields tangent to $\mathcal{H}$,

$$e_i^a \partial_a = \partial_y y^i \partial_a = \partial_x \partial_a + \partial r \partial_a \partial_n.$$

---

1 For resonant modes that pass through $\Omega_k = 0$ for some value of $\tilde{v}$, this approximation breaks down. The integral should in that case be approximated using the stationary-phase approximation [18]. For simplicity we exclude resonances from our analysis.
In terms of these tangent vectors, the induced metric on $\mathcal{H}$ is
\[\gamma_{ij} = e^\alpha_i e^\beta_j g_{\alpha\beta}.\]  
(44)

However, we will be more interested in the foliation of $\mathcal{H}$ into spacelike slices of constant $v$, $\mathcal{H}_v$, on which we use coordinates $\theta^A$. The basis of vectors tangent to $\mathcal{H}_v$ is
\[e^\alpha_A \partial_\alpha = \frac{\partial x^\alpha_H}{\partial \theta^A} \partial_\alpha = \partial_A + \frac{\partial r_H}{\partial \theta^A} \partial_r,\]  
(45)
and the induced metric on $\mathcal{H}_v$ is
\[\gamma_{AB} = e^\alpha_A e^\beta_B g_{\alpha\beta}.\]  
(46)

If we substitute the expanded metric (44), we can write this as
\[\gamma_{AB} = \gamma^{(0)}_{AB} + \epsilon^2 (\gamma^{(2)}_{AB} + O(\epsilon^3)),\]  
(47)
where $\gamma^{(0)}_{AB} := e^\alpha_A e^\beta_B g_{\alpha\beta}(x^\mu_H)$ and $\gamma^{(n)}_{AB} := e^\alpha_A e^\beta_B h^{(n)}_{\alpha\beta}(x^\mu_H)$ for $n > 0$. The components of $\gamma_{AB}$ are functions of the coordinates $\theta^A$ on $\mathcal{H}_v$, and they inherit an additional parametric dependence on $v$.

We do not provide more explicit expressions for the coefficients $\gamma^{(n)}_{AB}$ because we ultimately perform an additional expansion of them. This second expansion is called for because Eq. (17) is written in terms of tensors at points on $\mathcal{H}_v$. It will generally be more useful to expand all such tensors around their values on the background horizon. By substituting the expansion (42), we can expand any tensor’s components $T^\alpha_{\beta}$ on $\mathcal{H}_v$ as
\[T^\alpha_{\beta}(v, r_H, \theta^A) = T^{\alpha(0)}_{\beta}(v, 2M, \theta^A) + \epsilon^2 r^2(\varphi^r_{, \mu} r^\mu_{, \alpha})_{, \beta} + \frac{1}{2} \epsilon^2 (\varphi^{(1)})^2 \partial^2 r^\alpha_{, \beta} + O(\epsilon^3),\]  
(48)
where derivatives of $T^\alpha_{\beta}$ on the right are evaluated at $(v, 2M, \theta^A)$. Geometrically, this represents an expansion of the pullback $\varphi^* T^\alpha_{\beta}$, where $\varphi : (v, 2M, \theta^A) \mapsto (v, r_H, \theta^A)$ maps points on the background horizon to points on the perturbed horizon. The pullback can be expressed in terms of Lie derivatives as $\varphi^* T^\alpha_{\beta} = \epsilon^\alpha_{\gamma\delta} \partial^\gamma T^\delta_{\beta}$ with $\delta r_H := r_H - 2M$ and $\Xi^\alpha \partial_\alpha = \partial_r$. Performing such an expansion for the induced metric, we find
\[\gamma_{AB} = 4M^2 \Omega_{AB} + \epsilon^2 (\gamma^{(1)}_{AB} + \epsilon^2 (\gamma^{(2)}_{AB} + O(\epsilon^3)),\]  
(49)
where
\[\gamma^{(1)}_{AB} = h^{(1)}_{AB} + 4M r^{(1)}_{AB},\]  
(50)
\[\gamma^{(2)}_{AB} = h^{(2)}_{AB} + 4M^2 r^{(2)}_{AB} + 2h^{(1)}_{AB} r^{(1)}_{AB} + r^{(1)} \partial_r h_{AB} + (r^{(1)})^2 \Omega_{AB}.\]  
(51)
All quantities on the right are evaluated at $(v, 2M, \theta^A)$. The inverse metric is then
\[\gamma^{AB} = \frac{1}{4M^2} \Omega^{AB} - \frac{\epsilon}{(4M^2)^2} \Omega^A \Omega^B \gamma^{(1)}_{CD} - \frac{\epsilon^2}{(4M^2)^3} \Omega^A \Omega^B \Omega^{CD} \gamma^{(2)}_{EF} + \frac{\epsilon^2}{(4M^2)^3} \Omega^A \Omega^B \Omega^{CD} \gamma^{(4)}_{EF} + O(\epsilon^3).\]  
(52)

Similarly, the basis vectors (45) on $\mathcal{H}_v$ become
\[e^\alpha_A = e^{(0)}_A + \epsilon^2 (e^{(1)}_A + \epsilon^2 e^{(2)}_A) + O(\epsilon^3),\]  
(53)
with
\[e^{(0)}_A \partial_\alpha = \partial_A,\]  
(54)
\[e^{(1)}_A \partial_\alpha = DA^r (\partial_\alpha)_{, r},\]  
(55)
\[e^{(2)}_A \partial_\alpha = DA^r (\partial_\alpha)_{, r}.\]  
(56)

Later calculations will require the expansion of these quantities in spherical harmonics. We write the radial perturbations as
\[r^{(n)}(v, \theta^A) = \sum_{l m} r^{(n)}_{lm} (v) Y_{lm}^*(\theta^A),\]  
(57)
and we write $\gamma^{(n)}_{AB} = \gamma^{(n)}_{AB} + \gamma^{(n)}_{AB} \Omega_{AB}$ as
\[\gamma^{(n)}_{AB} \sum_{l m} \gamma^{(n)}_{lm} (v) Y_{AB}^{lm} (\theta^A),\]  
(58a)
\[\gamma^{(n)}_{lm} = \sum_{\ell m} \gamma^{(n)}_{lm} (v) Y_{AB}^{lm} (\theta^A).\]  
(58b)

The coefficients $\gamma^{(n)}_{lm}$ and $\gamma^{(n)}_{lm}$ are straightforwardly expressed in terms of the coefficients in the harmonic expansions of $h_{AB}^{(n)}$ and $r^{(n)}$. At first order,
\[\gamma^{(1)}_{lm} = h_{lm}^{(1)} + 4M r^{(1)}_{lm},\]  
(59a)
\[\gamma^{(1)}_{lm} = h_{lm}^{(1)}.\]  
(59b)

At second order, we must decompose products of harmonics into pure harmonics, as described in Appendix B. The result is
\[\gamma^{(2)}_{lm} = h_{lm}^{(2)} + \sum \left[ \gamma^{(2)}_{lm} + (1) \gamma^{(n)}_{lm} \right] Y_{lm}^{10} (v) Y_{lm}^{10} (v),\]  
(60a)
\[\gamma^{(2)}_{lm} = h_{lm}^{(2)} + \sum \left[ \gamma^{(2)}_{lm} + (1) \gamma^{(n)}_{lm} \right] Y_{lm}^{10} (v) Y_{lm}^{10} (v),\]  
(60b)
where the $C$ symbols are given in Eq. (B15), and their $v$-dependent coefficients are given by

\begin{align}
(0) \Gamma^{lm}_{lm't'm''} &= r_{lm}^{(1)} \partial_v h^v_{m'} + r_{lm}^{(1)} r_{m'}^{(1)}, \\
(1) \Gamma^{lm}_{lm't'm''} &= -\frac{\chi_2}{2} r_{lm}^{(1)} \left( \sigma_+ h^r_{m'} + i \sigma_- h^r_{m'} \right), \\
(2) \Gamma^{lm+}_{lm't'm''} &= \frac{\chi_2}{2} r_{lm}^{(1)} \left( \sigma_+ h^r_{m'} + i \sigma_- h^r_{m'} \right), \\
(3) \Gamma^{lm-}_{lm't'm''} &= \left( \gamma^{lm+}_{lm't'm''} \right) \text{ with } \sigma_\pm \to -i \sigma_\pm.
\end{align}

Here we use the compact notation described in Appendix C. These formulas will substantially collapse in Sec. VI.

**B. Null basis vectors**

On each slice $\mathcal{H}_v$, we introduce a pair of future-directed null vectors $k^\alpha$ and $\bar{n}^\alpha$. Both are orthogonal to $\mathcal{H}_v$, satisfying

\begin{align}
g_{\alpha\beta} k^\alpha n^\beta &= 0, \\
g_{\alpha\beta} n^\alpha n^\beta &= 0.
\end{align}

$k^\alpha$ is chosen to point outward from $\mathcal{H}_v$, toward the horizon’s exterior, and $\bar{n}^\alpha$ to point inward, into the black hole’s interior. Together with $e^A_\alpha$, these vectors form a basis for 4-vectors at points on $\mathcal{H}_v$. In the case of the event horizon, $k^\alpha$ will be the tangent vector of the horizon generators; in the case of the apparent horizon, $k^\alpha$ will not, generically, be tangent to the surface $\mathcal{H}_v$.

In both cases, we normalize $k^\alpha$ such that $k^v = 1$, and we scale $n^\alpha$ such that it satisfies

\begin{align}
g_{\alpha\beta} k^\alpha n^\beta &= -1.
\end{align}

The metric can then be written as

\begin{align}
g_{\alpha\beta} &= -n_\alpha n_\beta - k_\alpha n_\beta + \gamma_{AB} e^A_\alpha e^B_\beta,
\end{align}

where $e^A_\alpha := \gamma^{AB} g_{\alpha\beta} e^B_\beta$, and the metric’s inverse can be written as

\begin{align}
g^{\alpha\beta} &= -n^\alpha n^\beta - k^\alpha n^\beta + \gamma^{AB} e^A_\alpha e^B_\beta.
\end{align}

Given the normalization $k^v = 1$, the orthonormality conditions [62–64] uniquely determine $k^\alpha$ and $n^\alpha$ in terms of $r_{\mathcal{H}}$, $D_A r_{\mathcal{H}}$, and $\Omega_{AB}$. Assuming expansions of the form

\begin{align}
k^\alpha &= \bar{k}_0^{(0)} + \epsilon \bar{k}_1^{(1)} + \epsilon^2 \bar{k}_2^{(2)} + O(\epsilon^3), \\
\bar{n}_0^{(0)} &= -\partial_r, \\
n_0^{(0)} &= -\partial_r,
\end{align}

and analogous for $n^\alpha$, we can solve the orthonormality equations for the coefficients at each order. At leading order,

\begin{align}
\bar{k}_0^{(0)} \partial_\alpha &= \partial_\alpha + \frac{1}{2} \left[ f(r_{\mathcal{H}}) - r_{\mathcal{H}}^{-2} \Omega_{AB} D_A r_{\mathcal{H}} D_B r_{\mathcal{H}} \right] \partial_r \\
&\quad - r_{\mathcal{H}}^{-2} D_A r_{\mathcal{H}} \Omega^{AB} \partial_B,
\end{align}

\begin{align}
n_0^{(0)} \partial_\alpha &= -\partial_r.
\end{align}

We again elide explicit expressions for $k_\alpha^{(n)}$ and $n_\alpha^{(n)}$ to higher order, instead presenting results for the re-expansions around the background horizon,

\begin{align}
k_\alpha &= \bar{k}_0^{(0)} + \epsilon \bar{k}_1^{(1)} + \epsilon^2 \bar{k}_2^{(2)} + O(\epsilon^3), \\
n_\alpha &= \bar{n}_0^{(0)} + \epsilon \bar{n}_1^{(1)} + \epsilon^2 \bar{n}_2^{(2)} + O(\epsilon^3).
\end{align}

The leading terms in these expansions are

\begin{align}
\bar{k}_0^{(1)} \partial_\alpha &= \partial_\alpha, \\
\bar{n}_0^{(0)} \partial_\alpha &= -\partial_r.
\end{align}

The first subleading terms are

\begin{align}
\bar{k}_0^{(1)} \partial_\alpha &= -\frac{1}{4M^2} \left[ 2M h^{(1)}_{\nu\nu} - r^{(1)} \right] \partial_r \\
&\quad - \frac{1}{4M^2} \left( h^{(1)}_{\nu A} + D_A r^{(1)} \right) \Omega_{AB} \partial_B, \\
\bar{n}_0^{(1)} \partial_\alpha &= \frac{1}{2} \left[ h^{(1)}_{r\nu} \partial_\nu + h^{(1)}_{\nu r} \partial_\nu + \frac{1}{4M^2} r^{(1)} \Omega_{AB} \partial_B \right],
\end{align}

where all terms on the right are evaluated at $(v, 2M, \theta^A)$. The second-order terms in $k^\alpha$ are

\begin{align}
\bar{k}_0^{(2)} &= \frac{1}{8M^2} \left[ 2M r^{(2)} - 4M^2 h^{(2)}_{\nu\nu} + \Omega_{AB} h^{(1)}_{\nu A} h^{(1)}_{\nu B} \right] \\
&\quad + 4M^2 h^{(1)}_{\nu r} h^{(1)}_{r v} - 4M^2 \partial_r h^{(1)}_{r v} r^{(1)} \\
&\quad - 2M h^{(1)}_{\nu r} h^{(1)}_{r v} \left( -r^{(1)} + r^{(1)} \right) - h^{(1)}_{\nu A} D_A r^{(1)} \\
&\quad + h^{(1)}_{\nu A} D_A \partial_r h^{(1)}_{r v} + D_A r^{(1)} D_A r^{(1)}, \\
\bar{k}_0^{(2)} &= \frac{1}{16M^4} \left[ \Omega^{AC} \Omega^{BD} h^{(1)}_{BC} h^{(1)}_{CD} + \Omega_{AB} h^{(1)}_{BC} h^{(1)}_{CD} \right] \\
&\quad - 4M^2 \Omega_{AB} h^{(1)}_{BC} - 4M^2 \Omega_{AB} \partial_r h^{(1)}_{\nu B} \\
&\quad + 4M \Omega_{AB} h^{(1)}_{\nu B} + 4M^2 h^{(1)}_{\nu r} D_A r^{(1)} \\
&\quad + 4M r^{(1)} D_A r^{(1)} - 4M^2 D^A r^{(1)} \\
&\quad + \Omega_{AB} h^{(1)}_{BC} D^A r^{(1)}.
\end{align}

In our analysis we will not require the explicit expressions for $\bar{n}_0^{(n)}$ beyond $n = 0$, but we use them as a consistency check in some of our calculations. We include them here for completeness:

\begin{align}
\bar{n}_0^{(2)} &= \frac{1}{8M^2} \left[ 4M^2 h^{(2)}_{\nu r} - h^{(1)}_{\nu A} h^{(1)}_{\nu B} + 8M^2 h^{(1)}_{\nu r} + \Omega_{AB} h^{(1)}_{BC} h^{(1)}_{CD} \right] \\
&\quad + 4M^2 \partial_r h^{(1)}_{\nu r} r^{(1)}, \\
\bar{n}_0^{(2)} &= \frac{1}{8M^2} \left[ 8M^2 h^{(2)}_{\nu r} - 2h^{(1)}_{\nu A} h^{(1)}_{\nu B} - 6M^2 h^{(1)}_{\nu r} \right] \\
&\quad + 8M^2 \partial_r h^{(1)}_{\nu r} r^{(1)} + 3M h^{(1)}_{\nu r} r^{(1)} \\
&\quad - 8M^2 h^{(1)}_{\nu r} r^{(1)}, \\
\bar{n}_0^{(2)} &= \frac{1}{16M^4} \left[ 4M^2 h^{(2)}_{\nu r} - h^{(1)}_{\nu A} h^{(1)}_{\nu B} - h^{(1)}_{BC} h^{(1)}_{CD} \right] \\
&\quad - 2M^2 h^{(1)}_{\nu r} r^{(1)} + 4M^2 \partial_r h^{(1)}_{\nu r} r^{(1)} \\
&\quad - 4M h^{(1)}_{\nu B} r^{(1)} + 2M^2 h^{(1)}_{\nu r} r^{(1)}.
\end{align}
C. Surface area and mass

The surface area of the slice $\mathcal{H}_0$ is given by the integral

$$A = \int_{\mathcal{H}_0} \sqrt{\gamma} \, d^2 \theta,$$

(78)

where $\gamma$ is the determinant of the 2-metric $\gamma_{AB}$. By substituting the expansion (49), we can write the surface element as an expansion

$$\sqrt{\gamma} \, d^2 \theta = 4M^2 \left[1 + \epsilon \sqrt{\gamma}^{(1)} + \epsilon^2 \sqrt{\gamma}^{(2)} + O(\epsilon^3)\right] d\Omega,$$

(79)

where the subleading terms are

$$\sqrt{\gamma}^{(1)} = \frac{\chi^{(1)}}{4M^2},$$

$$\sqrt{\gamma}^{(2)} = \frac{\chi^{(2)}}{4M^2} - \frac{\Omega^{AC}\Omega^{BD}\chi^{(1)}_{(AB)}\chi^{(1)}_{(CD)}}{64M^4}.$$

(80)

(81)

We omit breves on the quantities $\sqrt{\gamma}^{(n)}$ for notational simplicity.

To evaluate the integral, we appeal to the harmonic expansions (58), orthogonality relations (18)-(24), and the identity $\int Y_{00} \, d\Omega = 4\pi$. The result is

$$A = 16\pi M^2 + \epsilon A^{(1)} + \epsilon^2 A^{(2)} + O(\epsilon^3),$$

(82)

where

$$A^{(1)} = \sqrt{4\pi \gamma_0^{(100)}},$$

$$A^{(2)} = \sqrt{4\pi \gamma_0^{(200)}} - \sum_{lm} \frac{\lambda^2}{32M^2} \left|\chi^{(1lm)}_+\right|^2 + \left|\chi^{(1lm)}_-\right|^2.$$

(83)

(84)

The area of the horizon provides a measure of the black hole’s irreducible mass,

$$M_{\text{irr}} := \sqrt{\frac{A^{(1)}}{16\pi}},$$

(85)

sometimes called the Christodoulou mass. As its name suggests, the irreducible mass cannot be lowered by any (classical) physical process. Historically, this definition arose from the case of a Kerr black hole [44], from which some amount of energy can be extracted via the Penrose process [62]. After substitution of the expansion (82), the irreducible mass reads

$$M_{\text{irr}} = M \left(1 + \epsilon \frac{A^{(1)}}{2A^{(0)}} + \epsilon^2 \frac{4A^{(0)}A^{(2)} - (A^{(1)})^2}{8(A^{(0)})^2}\right),$$

(86)

where $A^{(0)} = 16\pi M^2$.

The irreducible mass is closely related to another quasilocal measure of mass: the Hawking mass [66] [67].

$$M_{\text{H}} := M_{\text{irr}} \left(1 + \frac{1}{8\pi} \int_{\mathcal{H}_0} \vartheta_+ \vartheta - \sqrt{\gamma} \, d^2 \theta\right).$$

(87)

Here $\vartheta_- := \gamma^{AB} e_A^\alpha e_B^\beta \nabla_\alpha n_\beta$ and $\vartheta_+ := \gamma^{AB} e_A^\alpha e_B^\beta \nabla_\alpha k_\beta$ are the expansion scalars associated with $n^\alpha$ and $k^\alpha$, respectively. Unlike irreducible mass, which simply measures the area of a surface, the Hawking mass directly involves the gravitational pull at the surface, as characterized by the expansion or contraction of the two null congruences. In our case, $\vartheta_-$ will always be negative, while $\vartheta_+$ will be either zero or positive. An apparent horizon is defined by $\vartheta_+ = 0$, meaning $M_{\text{H}} = M_{\text{irr}}$ for an apparent horizon. But for the event horizon $\vartheta_+ > 0$, meaning $M_{\text{H}}$ provides a simple alternative measure of the mass within the event horizon.

We return to these quantities in later sections.

D. Intrinsic curvature

Since $\mathcal{H}_0$ is a 2-surface, its intrinsic curvature tensor can be written in terms of its Ricci scalar as

$$R_{ABCD} = \frac{1}{2} R (\gamma_{AC} \gamma_{BD} - \gamma_{AD} \gamma_{BC}),$$

(88)

where we use a calligraphic $R$ to avoid confusion with the curvature tensor of the unit two-sphere. In this section, we derive a perturbative formula for $\bar{R}$ through second order in $\epsilon$,

$$\bar{R} = \frac{1}{2M^2} + \epsilon \bar{R}^{(1)}(v, \theta^A) + \epsilon^2 \bar{R}^{(2)}(v, \theta^A) + O(\epsilon^3).$$

(89)

To carry out the expansion, we consider the metric $\gamma_{AB} = \bar{\gamma}_{AB} + \gamma_{AB}$ with $\gamma_{AB} := 4M^2 \Omega_{AB}$. The scalar curvature of this metric can be expanded in powers of $\gamma_{AB}$ as

$$\bar{R}[\gamma] = \bar{R}[\gamma_0] + \delta \bar{R}[\gamma] + \delta^2 \bar{R}[\gamma] + O([\gamma]^3),$$

(90)

following the notation in Appendix A. Explicitly, Eqs. (A12) and (A13) (with $\bar{R}_{AB}[\gamma_0] = \Omega_{AB}$) reduce to

$$\delta \bar{R}[\gamma] = \frac{1}{16M^4} \left[ D^A D^B \bar{\gamma}_{(AB)} - 2\gamma_0 - D^2 \bar{\gamma}_0 \right]$$

(91)

$$\delta^2 \bar{R}[\gamma] = \frac{1}{16M^4} \left[ 3 D^E \bar{\gamma}^{CD} D^E \bar{\gamma}_{AB} - \frac{1}{2} D^E \bar{\gamma}^{CD} D_A \bar{\gamma}_{EB} \right.\right.$$  

(92)

$$\left. - D_B \bar{\gamma}^*_{AE} D^E \bar{\gamma}^*_{CE} - \bar{\gamma}^{CD} (D_B D^E \bar{\gamma}_{AE} + D^E D_B \bar{\gamma}_{AE} - 2D_A D_B \bar{\gamma}_0 - D^2 \bar{\gamma}_{AB}) \right] + \bar{\gamma}^{CD} \Omega^{AC} \Omega^{BD},$$

$$\bar{R}^{(1)} = \delta \bar{R}[\chi_0],$$

(93)

$$\bar{R}^{(2)} = \delta^2 \bar{R}[\chi_0] + O(\epsilon^3).$$

(94)

 Decomposing these quantities into harmonics, we find at first order

$$\bar{R}_{lm}^{(1)} = \frac{1}{16M^4} \left[ \mu^2 \bar{\gamma}^{(1lm)}_0 + \frac{1}{2} \lambda^2 \bar{\gamma}^{(1lm)}_\pm \right],$$

(95)
where \( \mu^2 := (l + 2)(l - 1) \). This agrees with the result from Vega et al. [38]. Decomposing the quadratic quantity \( \delta^2 R_0^{[l]}(1) \) requires decompositions of products of angular functions into scalar harmonics. We perform that decomposition following the method outlined in Appendix B eventually arriving at

\[
R_{lm}^{(2)} = \frac{1}{16M^2} \left[ \mu^{2} \gamma(2lm) + \frac{1}{2} (\lambda^2)^2 \gamma(2lm) \right] + \sum_{l^2 m'} \gamma(2lm') \gamma(2lm'' - 3) + \frac{\gamma(2lm) + \gamma(2lm'' - 2)}{\gamma(2lm) \gamma(2lm'' - 1)} + \frac{\gamma(2lm) + \gamma(2lm'' - 2)}{\gamma(2lm) \gamma(2lm'')},
\]

(96)

where the \( C \)-symbols are given by Eq. (B15) and the functions \( R_{lm}^{(s)}(v) \) are given in Eq. (C1).

E. Gauss-Bonnet theorem

For any closed two-dimensional Riemannian surface \( S \), the Gauss-Bonnet theorem states that the surface’s total curvature is related to its Euler characteristic \( \chi(S) \) according to

\[
\int_S R \, dS = 4\pi \chi(S),
\]

(97)

where \( dS \) is the area element on \( S \). Applied to our case, where the surface \( H_v \) has the topology of a 2-sphere, the equality becomes

\[
\int_{H_v} R \sqrt{\gamma} \, d^2 \theta = 8\pi.
\]

(98)

In this section, we use this identity as a consistency check of our results for the surface area and intrinsic curvature.

Substituting the expansions (79) and (80) into the left-hand side of the identity, we obtain

\[
\int_{H_v} R \sqrt{\gamma} \, d^2 \theta = 8\pi + 4M^2 \epsilon \left( \int \bar{R}^{(1)} \, d\Omega + \frac{A^{(1)}}{8M^2} \right)
+ 4M^2 \epsilon^2 \left[ \int (\bar{R}^{(2)} + \bar{R}^{(1)} \sqrt{\gamma^{(1)}}) \, d\Omega + \frac{A^{(2)}}{8M^2} \right] + O(\epsilon^3).
\]

(99)

Here we have used \( 4M^2 \int \sqrt{\gamma^{(n)}} \, d\Omega = A^{(n)} \). Equating this expansion to the right-hand side of Eq. (98) yields an equation at each order in \( \epsilon \),

\[
- \frac{A^{(1)}}{8M^2} = \int \bar{R}^{(1)} \, d\Omega,
\]

(100)

\[
- \frac{A^{(2)}}{8M^2} = \int (\bar{R}^{(2)} + \bar{R}^{(1)} \sqrt{\gamma^{(1)}}) \, d\Omega.
\]

(101)

The right-hand side of Eq. (100) evaluates to

\[
\int \bar{R}^{(1)} \, d\Omega = \sqrt{4\pi} \bar{R}_0^{(1)}
\]

(102a)

\[
= - \frac{\sqrt{4\pi} \bar{R}_0^{(0)}}{8M^2},
\]

(102b)

where we have appealed to Eq. (95). Comparing this result to Eq. (83) for \( A^{(1)} \), we see that Eq. (100) is satisfied.

Next, the right-hand side of Eq. (101) evaluates to

\[
\int (\bar{R}^{(2)} + \bar{R}^{(1)} \sqrt{\gamma^{(1)}}) \, d\Omega
\]

\[
= \frac{4\pi \bar{R}^{(2)}}{8M^2} + \sum_{lm} \bar{R}^{(1)} \gamma^{(1)}\gamma_{lm}
\]

\[
= - \frac{4\pi^2 \gamma^{(200)}}{8M^2} + \gamma^{(1)} \delta^{(2)} R_0 \gamma^{(1)}
\]

\[
+ \frac{1}{128M^6} \sum_{lm} \left( 2\mu^2 \gamma^{(1)} \gamma_{lm} \right)^2
\]

\[
+ \frac{\lambda^2}{\gamma_0} \gamma^{(1)} \gamma_{lm},
\]

(103a)

(103b)

To avoid stacking bars on top of breves, here we let an overbar denote the complex conjugate of a quantity that otherwise would carry a breve. The monopole mode of the quadratic term in Eq. (96) can be simplified to

\[
\delta^2 R_0 \gamma^{(1)} = \frac{1}{4\pi^2 256 M^6} \sum_{lm} \left[ - 4\mu^2 \gamma^{(1)} \gamma_{lm} \right]^2
\]

\[
+ \lambda^2 \left( \gamma^{(1)} \gamma_{lm} \right)^2 + \lambda^2 \gamma^{(1)} \gamma_{lm}
\]

\[
- 2\lambda^2 \gamma^{(1)} \gamma_{lm},
\]

(104)

Substituting this into Eq. (103) and comparing the result to Eq. (84) for \( A^{(2)} \), we find that Eq. (101) is satisfied.

IV. APPARENT HORIZON

We now consider the apparent horizon. In this section, we obtain a perturbative description of the horizon’s radial profile in terms of the metric perturbation. The horizon’s area, mass, and curvature are then given by the generic formulas of the previous section. Our notation and conventions largely follow the textbook of Poisson [68].

A. Specification of the horizon

We first foliate the spacetime with surfaces \( \Sigma_v \) of constant \( v \). On each \( \Sigma_v \), the apparent horizon \( A_v \) is a closed spatial 2-surface; this now plays the role of \( H_v \) from our generic treatment. On this surface, we have the two

\[\text{...}\]
future-directed null vector fields, $k^\alpha$ and $n^\alpha$, that are orthogonal to $A_v$. To illuminate the definition of the apparent horizon, we extend $k^\alpha$ and $n^\alpha$ off of $A_v$, by taking them to be the tangent vector fields to congruences of null curves, $C_k$ and $C_n$, respectively. The choice of these congruences is arbitrary; the curves making up $C_k$ ($C_n$) may be accelerating and nonaffinely parametrized, for example, so long as the are tangent to $k^\alpha$ ($n^\alpha$) at $A_v$. The congruences’ kinematics at $A_v$ are described by the 2-tensors

$$B_{AB}^+ := e^\alpha_A e^\beta_B \nabla_\alpha k_\beta, \quad (105)$$

$$B_{AB}^- := e^\alpha_A e^\beta_B \nabla_\alpha n_\beta, \quad (106)$$

and their expansion scalars are

$$\theta_+ := \gamma^{AB} B_{AB}^+, \quad (107)$$

$$\theta_- := \gamma^{AB} B_{AB}^-. \quad (108)$$

A spatial 2-surface in $\Sigma_v$ is a trapped surface if $\theta_- < 0$ and $\theta_+ < 0$, and it is marginally trapped if $\theta_- < 0$ and $\theta_+ = 0$. The apparent horizon $A_v$ is the outermost marginally trapped surface in $\Sigma_v$. The collection of apparent horizons forms a 3-surface $A := \cup_v A_v$, which we also refer to as the apparent horizon. This plays the role of $\mathcal{H}$ from our generic treatment. $A$ is spacelike in dynamical regions of spacetime; it is then a dynamical horizon in the sense of Ashtekar [23]. It is null in stationary regions of spacetime; it is then an isolated horizon [23].

$\theta_-$ will always be negative when $\theta_+$ vanishes, allowing us to calculate only $\theta_+$. The equation determining the apparent horizon’s location is then

$$\theta_+ = 0. \quad (109)$$

One might imagine there being multiple solutions to this equation, requiring us to find the outermost one. ($A$ would represent a dynamical or isolated horizon in any case, but not an apparent horizon.) However, in our context of a perturbed Schwarzschild black hole, we will find that Eq. (109) specifies a unique surface near the background horizon.

Before calculating the expansion, we note that $\theta_+$ and $\theta_-$ only involve derivatives of $k_\alpha$ and $n_\alpha$ within $A_v$. Therefore although it can be helpful to think of the expansion scalars in terms of congruences of curves, they are actually fully specified by the basis vectors $k^\alpha$ and $n^\alpha$ on $A_v$. They do not depend on the complete congruences, nor do they depend on the vectors being tangent to geodesics. In the literature one more commonly sees the simplified form

$$\nabla_\alpha k^\alpha = 0,$$

which holds for an affinely parametrized congruence. Generically, for accelerating, nonaffinely parameterized curves, the curves in $C_k$ satisfy

$$k^\beta \nabla_\beta k^\alpha = \kappa k^\alpha + \kappa^A e^\alpha_A \quad (110)$$

on $A_v$, for some $\kappa$ and $\kappa^A$. There is no component along $n^\alpha$ because the contraction with $k_\alpha$ must vanish: $k_\alpha k^\beta \nabla_\beta k^\alpha = \frac{1}{2} k^\beta \nabla_\beta (k_\alpha k^\alpha) = 0$. Using Eq. (66), we can therefore write the expansion as

$$\theta_+ = \nabla_\alpha k^\alpha - \kappa. \quad (111)$$

If the curves are affinely parametrized, regardless of whether they are geodesics or accelerated, this simplifies to the standard expression $\theta_+ = \nabla_\alpha k^\alpha$. However, because these expressions require an extension off of $A_v$, we instead exclusively use Eq. (107).

B. Radial profile of the horizon

In this section, we solve Eq. (109) to find the horizon’s radial profile.

We first write Eq. (107) in terms of background quantities and perturbative quantities. The tensor $B_{AB}^+$ defined in Eq. (105) can be written as

$$B_{AB}^+ := e^\alpha_A e^\beta_B \left( g^\alpha_\gamma + h^\alpha_\gamma \right) \left( \nabla_\gamma k^\beta + C^\gamma_{\alpha\beta} [h] k^\beta \right). \quad (112)$$

Here $C^\gamma_{\alpha\beta}$ is given by Eq. (A2). In evaluating Eq. (112), we first take derivatives at the coordinate location of the perturbed horizon, $x^\mu_H$, using expansions of the form (67) for the null vector and applying radial derivatives as $\partial_r = \partial_{\gamma_H}$. After that, we carry out expansions of the form (48), using Eqs. (53) and (70). Finally, when evaluating the contraction $\gamma^{\gamma\beta} B_{AB}^+$, we use Eq. (52).

As a check of our calculation, we have also performed the operations in an alternative order, leaving $B_{AB}^+$ and $\gamma^{\gamma\beta}$ at $r_H$, using the form Eq. (47) for $\gamma^{\gamma\beta}$, and then performing the expansion (48) at the level of the scalar quantity $\theta_+$. As an additional check, we have also used the alternative form $\theta_+ = (g^{\alpha\beta} + n^\alpha k^\beta + k^\alpha n^\beta) \nabla_\alpha k_\beta$ to obtain the same result.

In all variations of the calculation, we arrive at

$$\theta_+ = \epsilon \theta_+^{(1)} (v, \theta^A) + \epsilon^2 \theta_+^{(2)} (v, \theta^A) + O(\epsilon^3). \quad (113)$$

The zeroth-order term identically vanishes because the background horizon has zero expansion in the background spacetime. The first-order term is

$$\theta_+^{(1)} = -\frac{1}{4M^2} \left[ 2M h_\nu^{(1)} - \partial_\nu h_\nu^{(1)} + D_A h_\nu^{(1)} \right] + (D^2 - 1)r^{(1)}. \quad (114)$$

The second-order term is given in Eq. (C2).

To solve the equations $\theta_+^{(n)} = 0$, we expand all quantities in tensorial spherical harmonics using Eqs. (27)–(30).
and Eq. (57) and then decompose $\vartheta^{(n)}_{+,lm}$ into scalar-harmonic modes $\vartheta^{(n)}_{+,lm}$. After appealing to the identity Eq. (13) and the definitions Eq. (14) and Eq. (15), we immediately find

$$
\vartheta^{(1)}_{+,lm} = -\frac{1}{4M^2} \left[ 2M h^{(1lm)}_{vv} - \partial_v h^{(1lm)}_o - \lambda^2 h^{(1lm)}_r - (1 + \lambda^2)r^{(1)}_{lm} \right].
$$

The solution to $\vartheta^{(1)}_{+,lm} = 0$ is therefore

$$
r^{(1)}_{lm}(v) = \frac{2M h^{(1lm)}_{vv} - \lambda^2 h^{(1lm)}_r - \partial_v h^{(1lm)}_o}{1 + \lambda^2}.
$$

All quantities on the right are evaluated at $(v, r = 2M)$.

Finding $\vartheta^{(2)}_{+,lm}$ requires decomposing products of tensorial harmonics into $Y_{lm}$ modes. As in our decompositions in Sec. 3, our method of decomposing such products is described in Appendix B. Our calculation in this section in particular utilizes the identities Eq. (B21)–(B24). The result is an equation of the form

$$
\vartheta^{(2)}_{+,lm} = -\frac{1}{4M^2} \left\{ 2M h^{(2lm)}_{vv} - \partial_v h^{(2lm)}_o - \lambda^2 h^{(2lm)}_r + \sum_{l', m', v', m''} \left[ (2)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'2l''m''-2}_{lm} 
\right. \\
+ (1)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'2l''m''-1}_{lm} \\
+ (0)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'0l''m''0}_{lm} \right] \\
- (1 + \lambda^2)r^{(2)}_{lm} \right\},
$$

where the $C$ symbols are defined in Eq. (B15) and the functions $(\epsilon')\Theta^{lm}_{l'm'v'm''}$ are given in Eq. (C3). The solution to $\vartheta^{(2)}_{+,lm} = 0$ is therefore

$$
r^{(2)}_{lm}(v) = \frac{2M h^{(2lm)}_{vv} - \lambda^2 h^{(2lm)}_r - \partial_v h^{(2lm)}_o}{1 + \lambda^2} \\
+ \frac{1}{1 + \lambda^2} \sum_{l', m', v', m''} \left[ (2)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'2l''m''-2}_{lm} 
\right. \\
+ (1)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'2l''m''-1}_{lm} \\
+ (0)\Theta^{lm}_{l'm'v'm''}(v)C^{l'm'0l''m''0}_{lm} \right].
$$

C. Surface area, mass, and intrinsic curvature

Given the perturbations Eq. (116) and Eq. (118) to the horizon’s radial profile, we can compute the intrinsic metric Eq. (49) using Eq. (58) with Eqs. (59) and (60). From the intrinsic metric we can then compute the surface area, mass, and intrinsic curvature using Eq. (82), Eq. (86), and Eq. (89) with Eqs. (95) and (96). Because $\partial_+ = 0$ on the apparent horizon, the horizon’s Hawking mass Eq. (87) is identical to its irreducible mass.

The surface area and mass at first order are easily evaluated. Note that an $l = 0$ vacuum perturbation is necessarily a perturbation toward another Schwarzschild solution, which (with an appropriate choice of gauge) we can write as

$$
\delta M \frac{\partial g_{00}}{\partial M} dx^\alpha dx^\beta = \frac{2\delta M}{r} dv^2,
$$

for some $\delta M$. Therefore the $l = 0$ correction to the horizon radius, as given in Eq. (119), is

$$
r^{(1)}_{00} = \sqrt{16\pi \delta M}.
$$

With Eqs. (83) and (59), this implies that the correction to the surface area is

$$
A^{(1)} = 32\pi M \delta M,
$$

and the correction to the black hole mass, given in terms of the surface area in Eq. (86), is

$$
M^{(1)}_{\text{irr}} = M^{(1)}_H = \delta M
$$

(noting again that the Hawking and irreducible mass are necessarily identical for the apparent horizon). $\delta M$ can also be invariantly defined as the Abbott-Deser mass contained in $A_{\text{irr}}$ [69, 70]; for linear perturbations of Schwarzschild spacetime, all sensible definitions of mass agree.

In the context of a binary inspiral, where the two-timescale expansion [52] applies, all the same results hold true except that (i) the black hole’s gradual absorption of energy requires that $\delta M$ becomes a function of $\tilde{v}$ [59], and (ii) $r^{(2)}_{lm}$ picks up an additional slow-time derivative term,

$$
\delta r^{(2)}_{lm} = -\frac{\partial_v h^{(2lm)}_o}{1 + \lambda^2},
$$

coming from the chain rule [34] applied to the $v$ derivative in Eq. (116). After this correction is accounted for, all $v$ derivatives are then to be interpreted as the fast-time
We denote the horizon as \( J \) where its tangent vector \( k \) can write \( x \) horizon surface, which we parametrized as coordinates \( v \) be parametrized with advanced time \( a \) family of null geodesics. Each of these geodesics can because it is a null surface, it is necessarily generated by the spacetime. Advanced time \( v \) implies that the location of the event horizon at a given constant \( H \) is the boundary of this region, \( H \) turbatively close to the background spacetime’s future horizons. In this section, we obtain a perturbative description of the event horizon’s radial profile in terms of the metric perturbation, following the method of Refs. [37, 38]. We then show that in the context of a two-timescale expansion, the event horizon is effectively localized in time. At the end of the section we begin our comparison of the two horizons.

A. Specification of the horizon

A black hole \( B \) is intrinsically a nonlocal object. It is formally defined as a region that is causally disconnected from future null infinity \( \mathcal{I} \):

\[
B = \mathcal{M} - J^-(\mathcal{I}^+),
\]

where \( J^-(\mathcal{I}^+) \) is the causal past of \( \mathcal{I}^+ \). Its event horizon is the boundary of this region,

\[
H^+ = \partial B.
\]

We denote the horizon as \( H^+ \) to indicate that it is perturbatively close to the background spacetime’s future horizon rather than its past horizon. \( H^+ \) here plays the role of our generic surface \( H \) from Sec. III and cuts of constant \( v \), \( H^+ \), play the role of \( H \). The definition \( H \) implies that the location of the event horizon at a given advanced time \( v \) depends on the entire future history of the spacetime.

To locate the horizon in practice, we first note that because it is a null surface, it is necessarily generated by a family of null geodesics. Each of these geodesics can be parametrized with advanced time \( v \), such that it has coordinates \( x^\alpha_G(v) \). Since the curve must be within the horizon surface, which we parametrized as \( x^\alpha_H(v, \theta^A) \), we can write \( x^\alpha_G(v) \) as

\[
x^\alpha_G(v) = x^\alpha_H(v, \theta^A_G(v)).
\]

Its tangent vector \( k^\alpha = \frac{dx^\alpha_G}{dv} \) is then given by

\[
k^\alpha = \frac{\partial x^\alpha_G}{\partial v} + \theta^A G^\alpha_A,
\]

where

\[
\frac{\partial x^\alpha_G}{\partial v} \partial_\alpha = \partial_v + \partial_r H \partial_r,
\]

\[
\dot{\theta}^A G^\alpha_A \partial_\alpha = \dot{\theta}^A_G \partial_r H \partial_r + \dot{\theta}^A \partial_r.
\]

and \( \dot{\theta}^A_G := d\theta^A_G/dv \). This implies \( k^v = 1 \), \( k^A = \dot{\theta}^A_G \) and

\[
k^\tau = \frac{\partial r_H}{\partial v} + \dot{\theta}^A_G D_A r_H.
\]

Because it is tangent to the null surface’s generators, \( k^\alpha \) must also be orthogonal to the horizon. This means \( k^\alpha \) satisfies all the same orthonormality conditions as in our generic treatment in Sec. III \( k_{\alpha}k^\alpha = 0 \), \( 62 \), and \( 64 \). Therefore on each cut of the horizon, \( H^+ \), \( k^\alpha \) is uniquely determined as a function of \( r_H \) and \( h_{\alpha\beta} \) exactly as in the generic treatment. So in particular, \( k^A \) (or equivalently, \( \theta^A \)) is given in terms of \( k^\tau \) by Eq. \( 70 \) with the \( A \) component of Eq. \( 74 \) and with \( 76 \). However, rather than using Eqs. \( 74 \) and \( 76 \) for \( k^\tau \), we can instead use the form \( 132 \). The null condition \( k_{\alpha}k^\alpha = 0 \) then becomes a first-order differential equation for the radial profile \( r_H \) as a function of \( v \).

So far, this description only specifies that \( H^+ \) is a null surface. To specify which null surface it is, we need to impose teleological boundary conditions. We assume that in the distant future, the spacetime settles to a stationary, Kerr black hole. In that stationary state, the event horizon has the standard radial profile of the Kerr horizon. Our teleological condition on \( r_H(v, \theta) \) is that when \( v \to \infty \), \( r_H \) reduces to the Kerr horizon’s radial profile. In other words, the integral curves of \( k^\alpha \) must start in the distant future as the generators of the Kerr horizon and then be evolved backward in time from that end state. In Sec. V.C we comment on some subtleties in this condition.

B. Radial profile of the horizon

We obtain evolution equations for \( r_H \) by expanding Eq. \( 132 \) in the form \( 70 \), which implies

\[
\dot{k}^{(1)} = \frac{\partial r_H^{(1)}}{\partial v},
\]

\[
\dot{k}^{(2)} = \frac{\partial r_H^{(2)}}{\partial v} + k^A(1) D_A r_H^{(1)}.
\]

The other components are described above.

Substituting our expansion of \( k^\alpha \) into \((g_{\alpha\beta} + h_{\alpha\beta})k^\alpha k^\beta = 0\), we find

\[
r^{(1)} - 4M \frac{\partial r_H^{(1)}}{\partial v} = 2M h_{vv}^{(1)}
\]

and

\[
r^{(2)} - 4M \frac{\partial r_H^{(2)}}{\partial v} = 2M h_{vv}^{(2)} + \frac{(r^{(1)})^2}{2M} + 4M h_{vv}^{(1)} \frac{\partial r_H^{(1)}}{\partial v} - \frac{\Omega A B h_{vv}^{(1)} h_{AB}^{(1)}}{2M} - \frac{h_{\alpha A} D_A r_H^{(1)}}{2M} - D_A r_H^{(1)} D_A r_H^{(1)} + r^{(1)} \partial_r h_{vv}^{(1)},
\]

where all quantities on the right are evaluated at \((v, 2M, \theta^A)\).
We can write these equations in the common form

\[
\frac{\partial r^{(n)}_{lm}}{\partial v} - \kappa_0 r^{(n)}_{lm} = -\kappa_0 F^{(n)}(v, \theta^A),
\]

(137)

where we have introduced \(\kappa_0 := 1/(4M)\), the surface gravity of the unperturbed Schwarzschild black hole. Expanding the equations in scalar spherical harmonics, we obtain

\[
\frac{dr^{(n)}_{lm}}{dv} - \kappa_0 r^{(n)}_{lm} = -\kappa_0 F^{(n)}(v).
\]

(138)

The first-order driving term is immediately found to be

\[
F^{(1)}_{lm}(v) = 2 M h^{(1m)}(v, 2M).
\]

(139)

Calculating the \(lm\) modes of the second-order driving term requires decomposing products of vector harmonics into single scalar harmonics; as stated previously, this is described in Appendix C. The result is

\[
F^{(2)}_{lm}(v) = 2 M h^{(2m)}(v, 2M) + \sum_{l',m'} C^{(m)l}_{m',l'} h^{(1m)} h^{(1l')},
\]

(140)

with

\[
H^{(1m)}_{l',m'} = \frac{\chi_{l'}^{m'} \chi_{l}^{m}}{8 M \sqrt{\pi}} \left[ \sigma \left( h_{-}^{m'} h_{-}^{m} + h_{+}^{m'} h_{+}^{m} \right) + 2 \left( \sigma_+ h_{+}^{m'} h_{-}^{m} - i \sigma_- h_{-}^{m'} h_{+}^{m} \right) r^{(1)}_{l',m'} + \sigma_+ r^{(1)}_{l',m'} r^{(1)}_{m',m} \right],
\]

(141)

\[
H^{(1m)}_{lm} = \frac{1}{4 M \sqrt{\pi}} \left( 2 M h^{(1m)} r^{(1)}_{l,m} - 4 M^2 r^{(1)}_{l,m} h^{(1m)} r^{(1)}_{m,l} \right).
\]

(142)

Here we use the compact notation described in Appendix C and we additionally define \(\sigma_0 := \sigma_+ - i \sigma_-\).

The differential equations (138) have the teleological solutions

\[
r^{(n)}_{lm}(v) = \kappa_0 \int_v^\infty e^{-\kappa_0(v'-v)} F^{(n)}_{lm}(v') dv'.
\]

(143)

Under the assumption that \(F^{(n)}_{lm}\) can be treated as effectively constant after some late time \(T\), the solution (143) correctly becomes the constant \(r^{(n)}_{lm} = F^{(n)}_{lm}(T)\) for all \(v > T\). If we adopted a causal solution instead, the solution would grow exponentially as \(e^{\kappa_0 v}\) at late times.

To exactly evaluate the integral (143) at a given time \(v\), we need to know \(F^{(n)}_{lm}\) for all \(v' > v\). This requires simulating the spacetime’s entire evolution, allowing it to settle to a stationary state, and only then finding the location of the horizon at earlier times.

C. Timescales and temporal localization on the horizon(s)

In Refs. [37, 38], Poisson and collaborators show that under certain circumstances, the teleological effects on the horizon’s location are strongly suppressed, and the horizon is effectively localized in time. In this section, we review that argument, recall why it does not apply to binaries, and then apply a variant of it to show that in a small-mass-ratio inspiral, the timescales are such that the horizon is always temporally localized except in an interval of advanced time around the final plunge.

The essential idea of the localization is that the exponential factor in Eq. (143) exponentially suppresses the effects of the distant future. Integrating by parts, as we did to obtain Eq. (37), we can express Eq. (143) as

\[
F^{(n)}_{lm}(v) + \int_v^\infty e^{-\kappa_0(v'-v)} \frac{dF^{(n)}_{lm}}{dv'} dv' = F^{(n)}_{lm}(v) + \frac{1}{\kappa_0} \frac{dF^{(n)}_{lm}}{dv} + \frac{1}{\kappa_0^2} \frac{d^2 F^{(n)}_{lm}}{dv^2} + \ldots
\]

(144a)

This is a sensible approximation if the characteristic frequency of \(F^{(n)}_{lm}\) is much smaller than \(\kappa_0\).

In a binary inspiral, the frequencies \(\Omega_k\) can be much larger than \(\kappa_0\), meaning this approximation is inappropriate. However, we can nevertheless develop a similar localization approximation. We do this in two steps: First, we show that the far future has negligible impact on the location of the horizon at times significantly before plunge. Second, we show that during the inspiral phase, the approximations (37) and (144) can be combined to localize the horizon.

Generically, a small-mass-ratio binary evolves through four phases: [71]: the slow inspiral; the transition to plunge when the companion approaches the innermost stable circular orbit (or more generically, when it approaches the separatrix between stable and plunge orbits [72]); the plunge itself, and finally, the post-merger ringdown, when the black hole settles to a stationary, Kerr state. Each of these phases has an associated evolution timescale. The inspiral is characterized by the orbital timescale \(\sim 1/\Omega_k\) and the long radiation-reaction time \(t_{rr} \sim M/\epsilon\). The transition to plunge is characterized again by the orbital timescale, but also by the transition timescale \(\sim M/\epsilon^{1/5}\) [61], as the orbit more rapidly evolves during the transition phase. The plunge itself occurs rapidly, on the timescale \(\sim M\). Finally, the ringdown phase itself has two types of evolution: the rapid exponential decay of the black hole’s quasinormal modes [23], and the late-time tails [74] that decay with a power law \(v^{-2l-3}\) along the horizon [75].

We now consider a time \(v\) in the inspiral phase. Our first goal is to show that all the later phases have negligible impact on the location of the horizon at time \(v\). In the
process, we find an estimate of the cutoff time where our treatment breaks down.

We first split the integral \[^{[143]}\] into four segments corresponding to the different phases of the system, \( T_v = \int_v^{v_T} + \int_{v_T}^{v_P} + \int_{v_P}^{v_R} + \int_{v_R}^{\infty} \), where the labels refer respectively to transition, \( T \), to plunge, \( P \), and to ringdown, \( R \). We then consider these one by one, starting with the integral over the transition regime, which we write as

\[
I_T = \kappa_0 e^{\kappa_0 (v - v_T)} \int_{v_T}^{v_P} e^{\kappa_0 (v' - v_T)} F^{(n)}_{l_m} (v') dv'. \tag{145}
\]

To ensure that we can neglect this integral, we require it to be much smaller than \( \epsilon \), such that the contribution for \( n = 1 \) is negligible compared to the \( O(\epsilon^2) \) effects that we calculate.

Although the transition is rapid compared to the inspiral, it is slow compared to the orbital period, and throughout the transition we can adopt an adapted two-timescale form for the forcing function, \( F^{(n)}(v) = \sum_k F^{(n)}_k (e^{1/5} v) e^{-i \varphi_k (v, \epsilon)} \), where \( \frac{d \varphi_k}{d v} = \Omega_k (e^{1/5} v) \). (We suppress \( l_m \) indices for the remainder of this discussion; the approximations can be carried out at the level of the sum of \( 1 \) modes or at the level of individual modes.) For each \( k \) mode, the integral then has the form

\[
I_T^k = \kappa_0 e^{\kappa_0 (v - v_T)} \int_{v_T}^{v_P} e^{-i \varphi_k (v', \epsilon)} F^{(n)}_k (e^{1/5} v') dv'. \tag{146}
\]

where \( \varphi_k (v', \epsilon) := \kappa_0 (v' - v_T) + i \varphi_k (v', \epsilon) \). This function has the properties

\[
\varphi_k^T (v_T, \epsilon) = i \varphi_k (v_T, \epsilon),
\]

\[
\frac{d \varphi_k^T}{d v_T} := \varphi_k^T (e^{1/5} v') = \kappa_0 + i \Omega_k (e^{1/5} v'). \tag{148}
\]

Repeatedly integrating by parts, we obtain

\[
I_T^k = \frac{\kappa_0 e^{\kappa_0 (v - v_T)} \left[ e^{-i \varphi_k^T (v_T, \epsilon)} F^{(n)}_k (e^{1/5} v_T) - e^{-i \varphi_k^T (v, \epsilon)} F^{(n)}_k (e^{1/5} v_T) + O(\epsilon) \right]}{\varphi_k^T}. \tag{149}
\]

The quantity in brackets is order 1. Therefore, for \( I_T \) to be much smaller than \( \epsilon \), we need \( e^{\kappa_0 (v - v_T)} \ll \epsilon \). This relation translates into a relation for \( v - v_T \):

\[
\kappa_0 |v - v_T| \gg |\ln \epsilon|. \tag{150}
\]

So we conclude that during the inspiral phase, we may neglect the impact of the transition phase so long as we restrict ourselves to advanced times satisfying Eq. (150).

As promised, although neither of the approximations \(^{[37]}\) or \(^{[144]}\) is alone accurate, a variant which combines them does provide an accurate approximation that localizes the teleological integral. The oscillations in the two-timescale approximation approximately average out over the integration domain, while the exponential decay eliminates the impact of the very far future. In the case of quasistationary modes, with \( k = 0 \), the approximation \(^{[158]}\) simply reduces to Eq. (144), but for these modes \( F^{(n)}_0 \) is the slowly varying function \( F^{(n)}_0 (\tilde{v}) \), meaning each derivative in Eq. (144) comes with a power of \( \epsilon \).

During the plunge, the timescale on which \( F(v) \) varies is \( \sim M \), implying the contribution from the integral is of order 1, excluding the exponential factor outside it. Therefore the cutoff \(^{[150]}\) ensures that \( I_P \) is much smaller than \( \epsilon \).

The same argument applies to the integral over the ringdown phase,

\[
I_R = \kappa_0 e^{\kappa_0 (v - v_R)} \int_{v_R}^{\infty} e^{-\kappa_0 (v' - v_R)} F^{(n)}_{l_m} (v') dv'. \tag{152}
\]

The cutoff \(^{[150]}\) ensures that \( I_R \) is much smaller than \( \epsilon \).

We have now shown that all the future phases have negligible impact on the horizon during the inspiral phase. We have only remaining integral,

\[
I_{lm}^{(n)} = \kappa_0 \int_{v_T}^{v_P} e^{-i \varphi_k (v', \epsilon)} F^{(n)}_{l_m} (v') dv', \tag{153}
\]

which we are able to localize in time using the now-familiar integration by parts. If we expand the forcing function in a two-timescale form, as \( F^{(n)} = \tilde{F}^{(n)} (\tilde{v}) e^{-i \varphi_k (v, \epsilon)} \), then for each mode \( k \), we have an integral

\[
I_{lm}^{(n)} = \kappa_0 \int_{v}^{v_T} e^{-i \varphi_k (v', \epsilon)} F^{(n)}_{l_m} (v') dv', \tag{154}
\]

where we have defined

\[
\varphi_k (v', \epsilon) := \kappa_0 (v' - v) + i \varphi_k (v', \epsilon). \tag{155}
\]

This function has the properties

\[
\varphi_k (v, \epsilon) = i \varphi_k (v, \epsilon),
\]

\[
\frac{d \varphi_k}{d v} := \omega_k (v') = \kappa_0 + i \Omega_k (v'). \tag{157}
\]

If we now repeatedly integrate by parts while appealing to these properties and the cutoff \(^{[150]}\), we obtain the approximation

\[
\int_{v}^{v_T} \tilde{F}^{(n)} (v') e^{-i \varphi_k (v', \epsilon)} dv' = e^{-i \varphi_k (\tilde{v}, \epsilon)} \left[ \frac{\tilde{F}^{(n)} (\tilde{v})}{\omega_k (\tilde{v})} + \frac{\epsilon}{\omega_k (\tilde{v})} \frac{d F^{(n)} (\tilde{v})}{d \tilde{v}} \frac{1}{\omega_k (\tilde{v})} \right] + O(\epsilon). \tag{158}
\]
By substituting Eq. (139) for \( F^{(1)} \), we now obtain the temporally localized perturbations to the event horizon’s radius:

\[
\rho_k^{(1)} = \frac{2M\kappa_0 h^{(1,k)}_{vv}}{\omega_k},
\]
and

\[
\rho_k^{(2)} = \frac{\kappa_0 F^{(2)}_k}{\omega_k} + \frac{2M\kappa_0\partial_k h^{(1,k)}_{vv}}{\omega_k^3} - \frac{2M\kappa_0 h^{(1,k)}_{vv}(1)\,d\Omega_k}{\omega_k^2}. \tag{160}
\]

These formulas can be made more explicit using

\[
\frac{\kappa_0}{\omega_k} = \frac{1}{1 + 4iM\Omega_k}. \tag{161}
\]

For quasistationary modes, these results give the slowly evolving average corrections to the horizon radius:

\[
\langle \rho_k^{(1)} \rangle = 2M \langle h^{(1)}_{vv} \rangle, \tag{162}
\]
and

\[
\langle \rho_k^{(2)} \rangle = \langle F^{(2)} \rangle + 8M^2 \frac{d}{dv} \langle h^{(1)}_{vv} \rangle, \tag{163}
\]

where we recall the definition (38) of the average of a two-timescale function.

Before moving to the next section, we comment on how applicable our results are to other scenarios and phases. In this section, we have focused on the location of the horizon in the inspiral phase. The same arguments apply to the transition phase, and we expect the event horizon to remain localized for a significant portion of the transition (although, to our knowledge, there has not yet been a complete multiscale treatment of the transition phase, including the metric perturbation in addition to the companion’s trajectory).

In the plunge phase, the horizon is not localizable, and moreover, much of our analysis throughout this paper breaks down. As the companion approaches the black hole, additional generators join the horizon [47, 50]. The caustics they form create a cusp on the horizon. Although our treatment of individual generators remains valid in that case, the horizon does not have a smooth induced metric, and the generic treatment in Sec. III becomes invalid. The additional generators that join the horizon can also begin from a great distance away from it. The cusp extends into the infinite past on the horizon, suggesting one should worry that this spoils our treatment of the inspiral phase as well. However, the cusp is exponentially suppressed in the same way as other effects discussed in this section, and we can safely ignore it.

Finally, in the ringdown phase, our generic treatment of the horizons apply perfectly well. But since quasinormal modes have frequencies and decay rates comparable to \( \kappa_0 \), there is no temporal localization in the early stage of the ringdown. At late times, if the power-law tails die out on a much larger timescale than \( 1/\kappa_0 \), then Eq. (144) should apply.

D. Surface area, mass, and intrinsic curvature

Just as in the case of the apparent horizon, given the perturbations (143) to the horizon’s radial profile, or (159) and (160) in an inspiral, we can compute the intrinsic metric (49) using (58) with Eqs. (59) and (60). From the intrinsic metric we can then compute the surface area, irreducible and Hawking mass, and intrinsic curvature using Eq. (82), Eqs. (86) and (87), and Eq. (89) [with Eqs. (95) and (96)].

The surface area and masses require the \( l = 0 \) term in the horizon radius, \( \rho_{00}^{(n)} \). These are obtained from the \( l = 0 \) forcing functions in Eqs. (139) and (141), which read

\[
F_{00}^{(1)} = 2Mh_{vv}^{(100)}(0), \tag{164}
\]

\[
F_{00}^{(2)} = 2Mh_{vv}^{(200)} + \frac{1}{4M^2\sqrt{\pi}} \sum_{lm} \left[ 2Mh_{vv}^{(1lm)}\tilde{r}_{1lm}^{(1)} - 2\lambda_0^2 h_{vv}^{(1lm)}\tilde{r}_{1lm}^{(1)} - 4M^2 h_{vv}^{(1lm)}h_{vv}^{(1lm)}(1) - \lambda_0^2(1)|\tilde{r}_{1lm}^{(1)}|^2 + |h_{vv}^{(1lm)}|^2 + 4M^2\tilde{r}_{1lm}^{(1)}\partial_v h_{vv}^{(1lm)} \right]. \tag{165}
\]

Like we did for the apparent horizon, we can quickly obtain the surface area and mass at first order. Using Eq. (121) for \( h_{vv}^{(100)} \) in Eq. (143), we recover \( \rho_{00}^{(1)} = \sqrt{16\pi\delta M} \) this is identical to the result (122) for the apparent horizon. The same can also be obtained from Eq. (162), noting that a vacuum monopole perturbation can always be written in a gauge in which it is a pure \( k = 0 \) mode. Eqs. (83) and (86) then imply \( A^{(1)} = 32\pi M\delta M \) and \( M^{(1)}_{irr} = \delta M \), just as for the apparent horizon.

Unlike the apparent horizon, the event horizon’s Hawking mass \( \delta M \) differs from its irreducible mass. However, the difference only enters at second order. At first order, the expansion \( \vartheta_+ \) vanishes \( \delta M \); we reproduce this result in the next section. We therefore have \( \vartheta_+ = e^2\vartheta_+^{(2)} + O(e^3) \). The expansion scalar for the ingoing null vector is easily calculated to be \( \vartheta_- = -\frac{1}{M} + O(e) \). Therefore the Hawking mass of the event horizon is

\[
M_H = M_{irr} - e^2\frac{M^2}{2\pi} \int \vartheta_+^{(2)} d\Omega + O(e^3). \tag{166}
\]

We simplify this formula in the next section. There, we make a thorough comparison of the two horizons. To preface that comparison, we note that because \( \vartheta_+ = O(e^2) \), the event horizon is in fact identical to the apparent horizon at first order. As alluded to in the Introduction, they only begin to differ at second order.

VI. GAUGE FIXING AND INVARIANT PROPERTIES OF THE HORIZONS

So far our calculations have not specified a choice of gauge. At first order, it is straightforward to show that
quantities such as the black hole mass are invariant under the linear transformation $\{\}$. Moreover, the horizons themselves are invariant 3-surfaces. However, their foliations into surfaces of constant $v$ are inherently gauge dependent. Even given some foliation, a transformation within each 2-surface does not leave all our quantities invariant. As a simple example, consider the horizon’s scalar curvature. Under a gauge transformation generated by a vector $\xi^\alpha$ that is tangent to $\mathcal{H}_v$, the first-order correction to the scalar curvature, $\mathcal{R}^{(1)}$, transforms as $\mathcal{R}^{(1)} \rightarrow \mathcal{R}^{(1)} + \mathcal{L}_\xi \mathcal{R}^{(0)}$. Since the zeroth-order curvature is constant on the horizon, this implies that $\mathcal{R}^{(1)}$ is invariant under these transformations. However, $\mathcal{R}^{(2)}$ then transforms as $\mathcal{R}^{(2)} \rightarrow \mathcal{R}^{(2)} + \mathcal{L}_\xi \mathcal{R}^{(1)}$. Since $\mathcal{R}^{(1)}$ is not constant, $\mathcal{R}^{(2)}$ is not invariant.

Quantities such as the horizon area and mass of $\mathcal{H}_v$ are invariant under transformations within $\mathcal{H}_v$, since they are defined as integrals over $\mathcal{H}_v$. But they are not invariant under a transformation that alters the foliation. And analyzing how they transform is nontrivial because we have described the horizons’ locations using gauge-dependent parametrizations $x^\alpha_H$.

In this section, we construct invariant quantities associated with the curvature, area, and mass of the horizons. Our procedure for constructing these invariant quantities is based on gauge fixing: we write all variables in terms of the transformation to a preferred, fully fixed gauge in which the perturbed event horizon remains at the coordinate location $r = 2M$. Such a gauge is described as horizon locking [38]. Our procedure also gives invariant geometrical meaning to our foliation and to the apparent horizon’s location relative to the event horizon. At the end of the section, we are able to isolate the precise differences between the two horizons.

Since we will be comparing between quantities on $\mathcal{A}$ and $\mathcal{H}^+$, in this section we explicitly add a “$\mathcal{A}$” or “$\mathcal{H}^+$” label to quantities such as $r^{(n)}$, $M_{\text{trr}}$, and $\mathcal{R}$.

### A. Gauge-fixed metric perturbations

Referring to Eqs. [9] and [10], we define the gauge-fixed metric perturbations to be

$$
\hat{h}_{\alpha\beta}^{(1)} = h_{\alpha\beta}^{(1)} + \mathcal{L}_{\zeta^{(1)}} g_{\alpha\beta}^{(0)},
$$

$$
\hat{h}_{\alpha\beta}^{(2)} = h_{\alpha\beta}^{(2)} + \frac{1}{2} \mathcal{L}_{\zeta^{(1)}} g_{\alpha\beta}^{(0)} + \mathcal{L}_{\zeta^{(1)}} h_{\alpha\beta}^{(1)}. \tag{167}
$$

In terms of Eddington-Finkelstein components, these equations read

$$
\hat{h}_{\nu\nu}^{(1)} = h_{\nu\nu}^{(1)} - \frac{2M}{r^2} \zeta_{(1)}^{\nu} + 2\partial_\nu \zeta_{(1)}^{\nu} - 2f \partial_\nu \zeta_{(1)}^{\nu} , \tag{169a}
$$

$$
\hat{h}_{\nu\nu}^{(2)} = h_{\nu\nu}^{(2)} + \partial_\nu \zeta_{(1)}^{\nu} + \partial_\nu \zeta_{(1)}^{\nu} - f \partial_\nu \zeta_{(1)}^{\nu} , \tag{169b}
$$

$$
\hat{h}_{\nu A}^{(1)} = h_{\nu A}^{(1)} + r^2 \Omega_{AB} \partial_\nu \zeta_{(1)}^{B} - f D A \zeta_{(1)}^{A} + D A \zeta_{(1)}^{A}, \tag{169c}
$$

$$
\hat{h}_{\nu A}^{(2)} = h_{\nu A}^{(2)} + 2 \partial_\nu \zeta_{(1)}^{A} , \tag{169d}
$$

$$
\hat{h}_{\nu A}^{(1)} = h_{\nu A}^{(1)} + r^2 \Omega_{AB} \partial_\nu \zeta_{(1)}^{B} + D A \zeta_{(1)}^{A}, \tag{169e}
$$

$$
\hat{h}_{\nu A}^{(2)} = h_{\nu A}^{(2)} + 2 \partial_\nu \zeta_{(1)}^{A} + r^2 D A \zeta_{(1)}^{A}, \tag{169f}
$$

$$
\hat{h}_{(AB)}^{(1)} = h_{(AB)}^{(1)} + 2 r \zeta_{(1)}^{A} + r^2 D A \zeta_{(1)}^{A}, \tag{169g}
$$

The components of $\hat{h}_{\alpha\beta}^{(n)}$ are given by the same equations with the replacements $\zeta_{(1)} \rightarrow \zeta_{(2)}^{\alpha}$ and $h_{\alpha\beta}^{(1)} \rightarrow H_{\alpha\beta}^{(2)}$, where

$$
H_{\alpha\beta}^{(2)} := \hat{h}_{\alpha\beta}^{(2)} + \frac{1}{2} \mathcal{L}_{\zeta_{(1)}} g_{\alpha\beta}^{(0)} + \mathcal{L}_{\zeta_{(1)}} h_{\alpha\beta}^{(1)}. \tag{170}
$$

In these expressions, $\zeta_{(n)}^{\alpha}$ is the unique vector that transforms from the “user gauge” (whichever gauge one happens to use to solve the field equations) to the fixed gauge. By imposing geometrical conditions on $\hat{h}_{\alpha\beta}^{(n)}$, we will express $\zeta_{(n)}^{\alpha}$ explicitly in terms of $h_{\alpha\beta}^{(n)}$. This process will be expedited by introducing the tensor-harmonic expansion

$$
\zeta_{(n)}^{\alpha} = \sum_{lm} \zeta_{(n)lm}^{\alpha} Y_{lm}^{\alpha}, \tag{171}
$$

$$
\zeta_{(n)}^{A} = \sum_{lm} \left( \zeta_{(n)lm}^{+} Y_{lm}^{A} + \zeta_{(n)lm}^{-} X_{lm}^{A} \right). \tag{172}
$$

Once $\zeta_{(n)}^{\alpha}$ is determined, the quantities $\hat{h}_{\alpha\beta}^{(n)}$ will then be given by simple formulas in terms of $h_{\alpha\beta}^{(n)}$. These formulas will be gauge invariant: $\hat{h}_{\alpha\beta}^{(n)}$ takes the same value regardless of the gauge that $h_{\alpha\beta}^{(n)}$ is in. The horizons’ surface area, curvature, and mass will then be written in terms of manifestly invariant quantities with clear geometrical meanings.

Finally, to facilitate this gauge-fixing procedure in the case of a binary inspiral, we introduce a division of each field into its quasistationary and oscillatory pieces,

$$
\hat{h}_{\alpha\beta}^{(n)} = \langle \hat{h}_{\alpha\beta}^{(n)} \rangle + j_{\alpha\beta}^{(n)}, \tag{173}
$$

$$
\hat{h}_{\alpha\beta}^{(n)} = \langle \hat{h}_{\alpha\beta}^{(n)} \rangle + j_{\alpha\beta}^{(n)}, \tag{174}
$$

$$
H_{\alpha\beta}^{(2)} = \langle H_{\alpha\beta}^{(2)} \rangle + j_{\alpha\beta}^{(2)}, \tag{175}
$$

$$
\zeta_{(n)}^{\alpha} = \langle \zeta_{(n)}^{\alpha} \rangle + \eta_{(n)}^{\alpha}. \tag{176}
$$
Each of the oscillatory quantities has an expansion of the form
\[ j^{(n)}_{\alpha\beta} = \sum_{k \neq 0} j^{(nk)}_{\alpha\beta}(\tilde{v}, r, \theta^A)e^{-i\varphi_k}, \] (177)
which excludes the quasistationary, \( k = 0 \) terms from expansions of the form (132). When substituting these two-timescale forms into Eqs. (167)–(168), the first-order equation becomes (169) with \( \partial_{\tilde{v}} \to \Omega_i\partial_{\varphi_i} \). A \( \alpha \) derivative acting on \( \tilde{v} \) dependence is denoted to second order. We can absorb those terms into a redefinition of \( H^{(2)}_{\alpha\beta} \):
\[ H^{(2)}_{vr} \to \tilde{H}^{(2)}_{vr} := H^{(2)}_{vr} + 2\partial_{\tilde{v}}\zeta_{(1)} - 2f\partial_{v}\zeta_{(1)}^r, \] (178a)
\[ H^{(2)}_{vA} \to \tilde{H}^{(2)}_{vA} := H^{(2)}_{vA} + 2\partial_{v}\zeta_{(1)}^B, \] (178b)
\[ H^{(2)}_{vA} \to \tilde{H}^{(2)}_{vA} := H^{(2)}_{vA} + 2\Omega_{AB}\partial_{v}\zeta_{(1)}^B, \] (178c)
with other components unchanged. All other \( \alpha \) derivatives in the second-order expressions are then replaced with \( \Omega_i\partial_{\varphi_i} \).

\section*{B. Gauge fixing}

\subsection*{1. Horizon locking}

We first impose the condition that the event horizon of the perturbed spacetime lies at the coordinate radius \( r = 2M \). An example of a gauge condition that enforces this is the Killing gauge [38], defined by \( h^{(n)}_{vr} = 0 \) for all \( \alpha \). For reasons we describe momentarily, we impose a slight variant of that condition. We first impose
\[ \hat{h}_{vr}^{(1)}|_{\mathcal{H}^0} = 0, \] (179)
\[ \hat{h}_{vr}^{(2)}|_{\mathcal{H}^0} = \frac{\Omega_{\alpha\beta}h^{(1)}_{_{\alphaA}h^{(1)}_{vB}}|_{\mathcal{H}^0}}{4M^2}. \] (180)
Here \( |_{\mathcal{H}^0} \) indicates evaluation at \( (v, 2M, \theta^A) \); we do not require these conditions to hold at any points away from \( r = 2M \). Examining Eq. (135), we see that in a gauge satisfying Eq. (179), the leading perturbation to the event horizon’s radius, \( r_{H^+}^{(1)} \), vanishes. Given this, examining Eq. (136), we see that in a gauge satisfying both Eqs. (179) and (180), the second-order perturbation \( r_{H^+}^{(2)} \) likewise vanishes. In both cases, we assume the teleological solution for \( r_{H^+}^{(n)} \), which rules out the nontrivial homogeneous solutions.

By combining Eq. (169a) with Eqs. (179) and (180), we find
\[ \partial_{v}\zeta_{(1)}^r - \kappa_0\zeta_{(1)}^r = -\frac{1}{2}\hat{h}_{vr}^{(1)}, \] (181)
\[ \partial_{v}\zeta_{(1)}^B - \kappa_0\zeta_{(1)}^B = -\frac{1}{2}\frac{H^{(2)}_{vr} + \Omega_{AB}h^{(1)}^{\alphaA}h^{(1)}_{vB}}{8M^2}. \] (182)
It should be understood that all quantities are evaluated at \( r = 2M \) in these expressions. These equations are identical in form to the equations [135] and [136] for the perturbations to the event horizon’s radius. So they also have the teleological solution provided by the formula (143),
\[ \zeta^{(1)}_{H}|_{\mathcal{H}^0} = \frac{1}{2}\int_{-\infty}^{+\infty}e^{-\kappa_0\tilde{v}^0(v' - v)}\hat{h}_{vr}^{(1)}|_{\mathcal{H}^0}dv', \] (183)
\[ \zeta^{(2)}_{H}|_{\mathcal{H}^0} = \frac{1}{2}\int_{-\infty}^{+\infty}e^{-\kappa_0\tilde{v}^0(v' - v)} \times\left(\frac{H^{(2)}_{vr} - \Omega_{AB}h^{(1)}^{\alphaA}h^{(1)}_{vB}}{4M^2}\right)|_{\mathcal{H}^0}dv'. \] (184)

Note that the conditions (179) and (180) do not dictate that the perturbed horizon’s generators have the same coordinate description as the background horizon’s. The generators all lie within the surface \( r = 2M \), but the perturbed generators do not correspond to lines of constant \( \theta^A \) within that surface. In many (but not all) cases, we can freely enforce that they are lines of constant \( \theta^A \) by demanding
\[ \hat{k}_{vA}|_{\mathcal{H}^0} = 0. \] (185)
From Eq. (169c), this implies
\[ \zeta^{(1)}_{H}|_{\mathcal{H}^0} = \zeta^{(1)}_{H}|_{\mathcal{S}^0} - \frac{1}{4M^2}\int_{-\infty}^{+\infty}\left(\hat{h}_{vr}^{(1)} + \zeta^{(1)}_{H}\right)|_{\mathcal{H}^0}dv', \] (186)
\[ \zeta^{(2)}_{H}|_{\mathcal{H}^0} = \zeta^{(1)}_{H}|_{\mathcal{S}^0} - \frac{1}{4M^2}\int_{-\infty}^{+\infty}\hat{h}_{vr}^{(1)}|_{\mathcal{H}^0}dv', \] (187)
where \( \mathcal{S}^0 \) is the bifurcation sphere, \( (r = 2M, v = -\infty) \), and we have omitted \( lm \) indices for visual simplicity. The same equations apply at second order with the replacements \( \zeta^{(1)}_{H} \to \zeta^{(2)}_{H} \) and \( \hat{h}_{vr}^{(1)} \to \hat{H}_{vr}^{(2)} \).

We can see from Eqs. (74) and (76) that with the above conditions, the normal vector to the event horizon (and therefore the tangent to the event horizon generators) now has the same components as the background normal vector,
\[ \hat{k}^{\alpha}_{H^+}\partial_{v^a} = \partial_{v}. \] (188)

However, we cannot make the simplifications (185) and (188) in the case of a binary inspiral. In an inspiral, the condition (185) leads to a large, order-\( \epsilon^{-1} \) vector field,
\[ \left\langle \zeta_{(1\, lm)} \right\rangle|_{\mathcal{H}^0} = -\frac{1}{4M^2}\epsilon\int_{-\infty}^{+\infty}\left\langle \hat{h}_{vr}^{(1\,lm)} \right\rangle|_{\mathcal{H}^0}dv', \] (189)
invalidating our asymptotic expansions. This will occur, for example, due to the black hole’s slowly varying spin, which accumulates over the course of the inspiral as the black hole absorbs gravitational waves.

To adapt the condition (185) to an inspiral, we split our fields into quasistationary and oscillatory terms, following Eqs. (173)–(176). We then impose
\[ \hat{j}^{(n)}_{vA}|_{\mathcal{H}^0} = 0, \] (190)
implying the analogues of Eqs. (186) and (187),
\[ \eta_{(1)\ell}^+|_{\mathcal{H}^0} = \frac{1}{4M^2\Omega_k} \left( J_{v+}^{(1)\ell} + \eta_{(1)\ell}^+ \right)|_{\mathcal{H}^0}, \]  
(191)
\[ \eta_{(1)\ell}^-|_{\mathcal{H}^0} = \frac{1}{4M^2\Omega_k} J_{v+}^{(1)\ell}|_{\mathcal{H}^0}. \]  
(192)

Here we have again omitted \( \ell m \) indices. At second order the same equations hold with the replacements \( \eta_{(1)}^\alpha \rightarrow \eta_{(2)}^\alpha \) and \( J_{v+}^{(1)\ell} \rightarrow J_{v+}^{(2)\ell} \), where \( J_{v+}^{(2)\ell} \) includes the slow-time derivative terms from Eq. (178). Referring to Eqs. (74) and (76), we see that these conditions enforce
\[ \hat{k}_A^\alpha, \partial_\alpha = \partial_v + \hat{k}_A^\alpha, \partial_A, \]  
(193)
where
\[ \hat{k}_A^\alpha = -\frac{\epsilon}{4M^2} \Omega^{AB} \hat{h}_{vB}^{(1)}|_{\mathcal{H}^0} + O(\epsilon^2) \]  
(194)
is (at least at leading nonzero order) a slowly varying angular component. The horizon generators in this case wrap around the horizon slowly, with a small, slowly varying frequency \( \frac{d\theta_A}{dr} = \hat{k}_A^\alpha \partial_\alpha \).

There is a straightforward analogy between our gauge fixing in the two cases. In the case that we do not have quasistationary effects, Eqs. (186) and (187) leave the constants \( \zeta_{(n)}^\pm|_{\mathcal{H}^0} \) unspecified; this is an incomplete gauge fixing on the horizon. In the case of an inspiral, we instead have the slowly varying vector fields \( \zeta_{(n)}^\pm|_{\mathcal{H}^0} \) unspecified. Similarly, we can immediately relate the time-varying pieces of Eqs. (186) and (187) to Eqs. (191) and (192) using the time-localizing approximation (37).

Moreover, Eqs. (179)–(184) apply in both cases. To bring all the equations into two-timescale form, we can localize Eqs. (186) and (187) using the approximation (158). One can use only the leading term in that approximation and then make the adjustments in Eq. (178), or equivalently, one can include the subleading term in the approximation and omit the adjustments in Eq. (178). The result is
\[ \zeta_{(1)\ell}^+|_{\mathcal{H}^0} = \frac{\hat{h}_{v+}^{(1)\ell}}{2\omega_k}, \]  
(195)
\[ \zeta_{(2)\ell}^+|_{\mathcal{H}^0} = \frac{\hat{h}_{v+}^{(2)\ell} - \Omega^{AB} \hat{h}_{vB}^{(1)\ell} / 2M}{2\omega_k}, \]  
(196)
where all quantities are evaluated at \( r = 2M \), and we have used Eq. (190).

2. Foliation locking

Having locked the event horizon to \( r = 2M \) and its generators to lines of constant (or slowly varying) \( \theta^A \), we now impose the foliation-locking condition
\[ \hat{g}^{\alpha\beta} \partial_\alpha v \partial_\beta v = 0. \]  
(197)
This condition enforces that a surface of constant \( v \) is a null surface. It does not enable us to uniquely identify a specific cut of the horizon, but it does enforce that our cuts of constant \( v \) correspond to a foliation defined by the intersections of the horizon with a family of ingoing null surfaces \( \Sigma_v \).

There are several ways to satisfy Eq. (197). A straightforward method is to impose
\[ \hat{h}_{v\alpha}^{(n)} = 0. \]  
(198)
This is referred to as a lightcone gauge condition (70).

If we additionally enforced \( \hat{h}_{v}^{(n)} = 0 \), it would put the metric in the standard radiation gauge, in which \( \hat{h}_{v}^{(AB)} \) represents the transverse-tracefree ingoing gravitational waves at the horizon. However, we will not impose this additional condition. The condition (198) alone enforces not only that \( \Sigma_v \) is a null surface, but also (through \( \hat{h}_{vA}^{(2)} = 0 \)) that the generators of \( \Sigma_v \) are lines of constant \( \theta^A \), and that their tangent vector (or equivalently, the normal to the surface) has components
\[ \hat{n}_A^\alpha, \partial_\alpha = -\partial_v, \]  
(199)[which is consistent with Eqs. (75) and (77)]. As a consequence, \( r \) is an affine parameter along the surface’s generators.

We will see that Eq. (196) also applies for the ingoing null vector orthogonal to \( \mathbf{A}_v \) (through second order in \( \epsilon \)).

By combining \( \hat{h}_{v\alpha}^{(n)} = 0 \) with Eq. (169b), we find
\[ \zeta_{(1)}^+|_{\mathcal{H}^0} - \frac{1}{2} \int_{r}^{2M} \hat{h}_{v\alpha}^{(1)} dr'. \]  
(200)
Here, and in all cases in this section, the same equation applies at second order with the replacements \( \zeta_{(1)}^+ \rightarrow \hat{h}_{v\alpha}^{(2)} \) and \( \hat{h}_{v}^{(AB)} \rightarrow \hat{H}_{\alpha\beta}^{(2)} \). These equations uniquely determine \( \zeta_{(n)}^+ \) up to its value at the horizon. Similarly, combining \( \hat{h}_{v\alpha}^{(n)} = 0 \) with Eq. (169b), we find
\[ \zeta_{(1)}^-|_{\mathcal{H}^0} - \int_{2M}^{r} \left( \hat{h}_{v\alpha}^{(1)} + \partial_v \zeta_{(1)}^- + \frac{f(r')}{2} \hat{h}_{v\alpha}^{(1)} \right) dr'. \]  
(201)
Equation (201) with Eqs. (200) and (183) (with their second-order analogues) fully determine \( \zeta_{(n)}^- \).

Next, \( \hat{h}_{vA}^{(n)} = 0 \) combined with Eq. (169c) implies
\[ \zeta_{(1)}^+ = \zeta_{(1)}^-|_{\mathcal{H}^0} - \int_{2M}^{r} \frac{\hat{h}_{v\alpha}^{(1)}}{r^2} dr', \]  
(202)
\[ \zeta_{(1)}^- = \zeta_{(1)}^+|_{\mathcal{H}^0} - \int_{2M}^{r} \frac{\hat{h}_{v\alpha}^{(1)}}{r^2} dr'. \]  
(203)
These relations are in terms of individual \( \ell m \) modes, but for visual simplicity we have suppressed \( \ell m \) indices on all quantities. Equations (202) and (203) and their second-order analogues, with Eqs. (200), (186), and (187) (or
Eqs. (191) and (192), fully specify \( \zeta^\pm_{(n)} \) up to the constants \( \zeta^\pm_{(n)}|_{\Sigma_0} \) or up to the slowly varying quantities \( \zeta^\pm_{(n)}|_{\Sigma_0} \). We have now fully fixed the gauge up to \( \zeta^v_{(n)}|_{\Sigma_0} \) and \( \zeta^\pm_{(n)}|_{\Sigma_0} \). \( \zeta^\pm_{(n)} \) corresponds to a transformation within \( H^+_\epsilon \), while \( \zeta^\pm_{(n)}|_{\Sigma_0} \) directly corresponds to a specification of the cut \( H^+_\epsilon \); given this \( H^+_\epsilon \), \( \Sigma_0 \) is then the specific null surface that intersects \( H^+_\epsilon \) at that cut. To fix the choice of cut, we impose the even-parity part of the condition (185) to linear order in distance, from the horizon, in the sense that
\[
\partial_v \hat{h}^{(nlm)}|_{\Sigma_0} = 0. \tag{204}
\]
Geometrically, this condition, together with our other gauge-fixing conditions, enforces that the 2-vector
\[
\hat{\omega}_A := -\hat{h}^{\beta} e_{\beta A} h^\alpha \hat{k}_\alpha \hat{h}^+ \tag{205}
\]
has no even-parity piece (the odd-parity piece of this vector is gauge invariant [38], at least at first order). When combined with Eq. (196c), Eq. (204) implies
\[
2(\partial_v + \kappa_0)\zeta^v_{(1)} = \partial_v h^+_{++} - \partial_v h^+_{--} - h^+_{vv} - \frac{1}{M} \left( \zeta^r_{(1)} + h^+_{vv} \right) \quad (l > 0), \tag{206}
\]
where all fields are evaluated at \( r = 2M \), and we have suppressed \( lm \) indices. To obtain this form of the equation, we have substituted Eq. (202) for \( \partial_v \hat{\omega}_A \) and Eq. (201) for \( \partial_v \zeta^v_{(1)} \). The well-behaved solution to Eq. (206) is
\[
\zeta^v_{(1)}|_{\Sigma_0} = \frac{1}{2} \int_{-\infty}^{v'} e^{\kappa_0(v'-v)} \left[ \partial_v h^+_{++} - \partial_v h^+_{--} - h^+_{vv} \right] dv' - \frac{1}{M} \left( \zeta^r_{(1)} + h^+_{vv} \right)|_{\Sigma_0} \quad (l > 0). \tag{207}
\]
If we mirror the derivation of Eq. (158), we can expand this in the two-timescale form
\[
\zeta^{(1)} = \frac{\partial_v h_{vv}^{(1)} + i\Omega_k h_{vv}^{(1k)} - h_{vv}^{(1k)} - \frac{1}{2} \left( \zeta^r_{(1k)} + h_{vv}^{(1k)} \right)}{2(\kappa_0 - i\Omega_k)} + O(\epsilon), \tag{208}
\]
where all quantities are evaluated at \( r = 2M \). These equations, with Eq. (200) (and their second-order analogues), now determine \( \zeta^v_{(n)} \) for all \( r \) and all \( l > 0 \).
To partially fix the \( l = 0 \) mode, we impose the conditions (179) and (180) to linear order in distance,
\[
\partial_v \hat{h}^{(n00)}|_{\Sigma_0} = 0, \tag{209}
\]
noting that for \( n = 2 \) this is only applied outside the two-timescale context, where \( \hat{h}^{(n)}_{\Sigma} = 0 \). The condition (209), together with our other gauge-fixing conditions, enforces that the average surface gravity on the horizon remains equal to its background value,
\[
\frac{1}{4\pi} \int_{H^+_{\epsilon}} \hat{k} d\Omega = \kappa_0 + O(\epsilon^3), \tag{210}
\]
where \( \hat{k} \) is defined from \( \hat{k}^\beta \hat{\nabla}_\beta \hat{k}_\alpha = \hat{k}^\alpha_{H^+} \).
Taking a derivative of Eq. (169a) and applying these conditions, we find
\[
\zeta^v_{(1)}|_{\Sigma_0} = \zeta^v_{(1)}|_{\Sigma_0} + \int_{-\infty}^{v} \int_{-\infty}^{v'} e^{\kappa_0(v'-v')} \left[ \frac{1}{2} \partial_v h_{vv}^{(1)} - \partial_v h_{vv}^{(1)} \right] \quad (l = 0) \tag{211}
\]
and analogous at second order. This solution to Eq. (209) is well behaved in the infinite past. However, there is no solution that is well behaved in the infinite future: the vector field grows linearly with \( r \) if the metric perturbation becomes stationary at late times. We should therefore consider Eq. (211) as fixing any nonstationary part of the metric perturbation, taking that part to vanish at late times.
This division is clearer in a two-timescale expansion, where in place of Eq. (209) we can impose a condition on the purely oscillatory part of the perturbation,
\[
\partial_v j_{vv}^{(n00)}|_{\Sigma_0} = 0. \tag{212}
\]
This fixes the oscillatory part of the vector field:
\[
\eta_{(1k)} = \frac{\eta_{(1k)} + 2M^2 \partial_v j_{vv}^{(1k)} + 4M^2 \omega_k j_{vv}^{(1k)}}{4M^2 \Omega_k (i\Omega_k - \kappa_0)}|_{\Sigma_0} \quad (l = 0), \tag{213}
\]
where \( \omega_k \) was defined in Eq. (157), and at second order the same holds with \( \eta_{(1)} \to \eta_{(2)} \) and \( j_{(1)} \to j_{(2)} \). Equation (212) enforces that the average surface gravity contains no oscillatory part:
\[
\frac{1}{4\pi} \int_{H^+_{\epsilon}} \hat{k} d\Omega = \frac{1}{4\pi} \int_{H^+_{\epsilon}} \langle \hat{k} \rangle d\Omega. \tag{214}
\]
The final, unspecified freedom in the foliation is the choice of \( \langle \zeta^v_{(n00)} \rangle |_{\Sigma_0} \) (or \( \zeta^v_{(n00)}|_{\Sigma_0} \), outside a two-timescale context), which corresponds to a slowly varying (or constant), uniform shift in time along the horizon. We return to this freedom below.

3. Euclidean radius locking

Having locked the horizon and specified the foliation (up to uniform time translations), we now fix the gauge
within each cut. We specify \( \zeta^A_{(n)} \big|_{S^0} \) by imposing
\[
\mathring{h}^{(n)}_{(AB)} \big|_{S^0} = 0. \tag{215}
\]
The analogous condition is more impactful in the case of an inspiral, where we impose
\[
\langle \mathring{h}^{(n)}_{(AB)} \rangle \big|_{\mathcal{H}^0} = 0. \tag{216}
\]
This puts the time-averaged induced metric on \( \mathcal{H}^+_0 \) in a “pure trace” form,
\[
\langle \mathring{h}^{(n)}_{(AB)} \rangle \big|_{\mathcal{H}^0} = 0. \tag{217}
\]
\( \langle \mathring{h}^{(n)}_{(AB)} \rangle \big|_{\mathcal{H}^0} \) for \( n > 0 \) has no impact on the metric perturbation. However, by leaving the first-order vectors \( \zeta^A_{(100)} \big|_{S^0} \) and \( \zeta^A_{(11m)} \big|_{S^0} \) unspecified, we leave our second-order metric perturbations unfixed.

4. Residual Killing fields

We are now left with two unrestricted modes: the \( l = 0 \) piece of \( \zeta^A_{(0)} \big|_{S^0} \) and the \( l = 1 \), odd-parity piece of \( \zeta^A_{(1)} \big|_{S^0} \). These pieces of the vector field cannot be fixed by imposing conditions on \( \mathring{h}^{(1)}_{(1)} \). They correspond to the timelike and rotational Killing fields of the background spacetime, which trivially contribute nothing in Eq. \( \langle 167 \rangle \). If we were only concerned with first-order perturbations, we could entirely ignore these pieces, as they would have no impact on the metric perturbation. However, by leaving the first-order vectors \( \zeta^A_{(100)} \big|_{S^0} \) and \( \zeta^A_{(11m)} \big|_{S^0} \) unspecified, we leave our second-order metric perturbations unfixed.

More concretely, consider a gauge transformation generated by a vector \( \xi^A_{(1)} \), as in Eq. \( \langle 9 \rangle \). If we let \( h^L_{(1)} \rightarrow h^L_{(1)} + \mathcal{L}_{\xi^{(1)}} g^L_{\alpha \beta} \) and \( \delta^L_{(1)} \rightarrow \xi^A_{(1)} + \Delta \xi^A_{(1)} \) in Eq. \( \langle 167 \rangle \), we find that the transformation induces a change
\[
\Delta \mathring{h}^{(1)}_{(1)} = \mathcal{L}_{\xi^{(1)}} g^L_{\alpha \beta} + \mathcal{L}_{\xi^{(1)}} \delta^L_{(1)}. \tag{224}
\]

If we substitute the transformation \( \xi^{(1)} \) into our equations for \( \zeta^A_{(1)} \), we find that \( \zeta^A_{(1)} \) transforms as
\[
\Delta \zeta^A_{(1)} = -\xi^{(1)}_{(1)} + \Xi^A_{(1)}, \tag{225}
\]
where
\[
\Xi^A_{(1)} := \xi^A_{(100)} \big|_{S^0} Y^0 0^0 \partial_0 + \sum_m \xi^A_{(11m)} \big|_{S^0} X^A_{1m} \partial_0. \tag{226}
\]

is a linear combination of Killing fields. These Killing fields arise in \( \Delta \zeta^A_{(1)} \), from letting \( h^L_{(1)} \rightarrow h^L_{(1)} + \mathcal{L}_{\xi^{(1)}} g^L_{\alpha \beta} \) in Eqs. \( \langle 211 \rangle \) and \( \langle 187 \rangle \); the integral in each case introduces a mode of \( \zeta^A_{(1)} \) at \( S^0 \). Returning to Eq. \( \langle 224 \rangle \), we now see
\[
\Delta \mathring{h}^{(1)}_{(1)} = 0. \tag{227}
\]

In words, \( \mathring{h}^{(1)}_{(1)} \) is invariant, as we would expect.

However, if we next consider a second-order gauge transformation generated by vectors \( \xi^A_{(1)} \) and \( \zeta^A_{(2)} \), as in Eq. \( \langle 10 \rangle \), then a short calculation starting from Eq. \( \langle 168 \rangle \) reveals that
\[
\Delta \mathring{h}^{(2)}_{(1)} = \mathcal{L}_{\xi^{(1)}} g^L_{\alpha \beta} + \mathcal{L}_{\xi^{(1)}} \mathring{h}^{(1)}_{(1)} \tag{228}
\]
where
\[
\mathcal{L} := \Delta \zeta^A_{(2)} + \xi^A_{(2)} + \frac{1}{2} \big[ \zeta^A_{(1)} + \Xi^A_{(1)} \big] \xi^A_{(1)}. \tag{229}
\]
Here \([\cdot, \cdot]\) denotes the commutator. It is easy to check that \( \mathring{h}^{(2)}_{(1)} \) is not invariant because \( \zeta^A_{(1)} \) is not fully fixed.

To show this, note that by construction, \( \mathring{h}^{(2)}_{(1)} \big|_{\mathcal{H}^0} = 0 \) in all gauges, implying \( \Delta \mathring{h}^{(2)}_{(1)} \big|_{\mathcal{H}^0} = 0 \). Substituting this
condition in Eq. \((228)\) and solving for \(\Upsilon^\alpha\), we find
\[
\Upsilon^\alpha \big|_{\mathcal{H}^+} = \int_v^\infty e^{-\kappa_0(v'-v)} \mathcal{L}_v \left( h_{v\beta}^{(1)} \right)_{\mathcal{H}^+} dv',
\]
\[
\Upsilon^A \big|_{\mathcal{H}^+} = \Upsilon^A \big|_{\mathcal{S}^0} - \frac{\Omega^{AB}}{4M^2} \int_v^\infty \left( D_B \Upsilon^\gamma + \mathcal{L}_v \left( h_{v\beta}^{(1)} \right)_{\mathcal{H}^+} \right)_{\mathcal{H}^+} dv'.
\]  
(230)
(231)

If we now examine \(\Delta \hat{h}_o^{(2)} = \frac{1}{2} \Omega^{AB} \Delta \hat{h}_o^{(2)}\), for example, substituting Eqs. \((230)\) and \((231)\) into Eq. \((228)\), we find that
\[
\Delta \hat{h}_o^{(2)} = 2r \Upsilon^\gamma + r^2 D_A \Upsilon^A + \Xi^\alpha (\partial_v h_o^{(1)})
\]
(232)
is a manifestly nonzero quantity. We then conclude that \(\hat{h}_o^{(2)}\) is prevented from being invariant by the fact that \(\Xi^\alpha\) is not a Killing field of the perturbed spacetime.

To fix \(\zeta_{\omega(100)}\big|_{\mathcal{S}^0}\) and \(\zeta_{\omega(11m)}\big|_{\mathcal{S}^0}\), we can impose additional conditions on \(\hat{h}_o^{(2)}\). However, we will be satisfied with the fact that some choice can be made; we will not make any particular choice.

We equivocate in this way because the quantity we calculate explicitly in Sec. \(\text{VII}\) is invariant (within a large class of gauges) under the residual gauge freedom. The quantity we calculate is the surface area of the horizon, which transforms as
\[
\Delta A = \sqrt{4\pi} \hat{e}^2 \left[ 4M\Upsilon_0 + \Xi^\alpha (\partial_v h_o^{(100)}) \right]_{\mathcal{H}^+} + O(\epsilon^3)
\]
(233)
under the residual gauge freedom. This follows from Eqs. \((258)\) and \((259)\) in the case of the event horizon. [Equation \((283)\) with Eq. \((264)\) implies that an additional term appears for the apparent horizon, but it is also proportional to \(\Delta \hat{h}_o^{(200)}\).] Appealing to Eq. \((232)\), we see that
\[
\Delta A = \sqrt{4\pi} \hat{e}^2 \left( 4M\Upsilon_0 + \Xi^\alpha (\partial_v h_o^{(100)}) \right)_{\mathcal{H}^+} + O(\epsilon^3).
\]
(234)

Both terms on the right vanish in the case that \(h_{v\beta}^{(1)}\) and \(h_{v\beta}^{(200)}\) are independent of \(v\). Since there always exist gauges in which a spherically symmetric vacuum perturbation is stationary, we conclude that \(A\) is invariant within that class of gauges even if we do not fix the residual Killing degrees of freedom.

Here we have focused on the case of regular perturbation theory. The story is very much the same in a two-timescale expansion, except that the residual freedoms \(\zeta_{\omega(100)}\big|_{\mathcal{H}^+}\) and \(\zeta_{\omega(11m)}\big|_{\mathcal{H}^+}\) appear in \(\hat{h}_o^{(2)}\) in two ways: through the Lie derivatives \(\mathcal{L}_{\zeta_{\omega(1)}}(\partial_v h_o^{(0)})\) and \(\mathcal{L}_{\zeta_{\omega(1)}}(\partial_v h_o^{(1)})\) and through slow-time derivatives \(\partial_v \left( \zeta_{\omega(100)} \right)_{\mathcal{H}^+}\) and \(\partial_v \left( \zeta_{\omega(11m)} \right)_{\mathcal{H}^+}\).

5. Summary

In summary, our gauge-fixing procedure has accomplished the following:

1. fixed the coordinate radius of the event horizon \(\mathcal{H}^+\) to be \(r = 2M\)
2. fixed surfaces of constant \(v\), \(\Sigma_v\), to be null
3. fixed the foliation into 2-surfaces \(\mathcal{H}^+ = \mathcal{H}^+ \cap \Sigma_v\), to enforce the conditions \((204)\) and \((209)\) or \((212)\)
4. fixed the coordinates \((r, \theta^A)\) such that the generators of \(\Sigma_v\) are given by lines of constant \(\theta^A\), with \(r\) an affine parameter
5. fixed the angular coordinates \(\theta^A\) on the horizon such that the horizon generators are lines of constant \(\theta^A\) (or, in an inspiral, such that they wrap around the horizon slowly, on the radiation-reaction timescale)
6. further fixed the angular coordinates on the horizon such that the slowly varying part of the induced metric on \(\mathcal{H}_v\) has the same form as a 2-surface embedded (with the natural identification of angular coordinates) in Euclidean 3-space.

If we use regular perturbation theory (i.e., with no two-timescale expansion), our choices put the gauge-fixed metric perturbation in the form
\[
\hat{h}_{\alpha\beta} dx^\alpha dx^\beta = [O(f)] dv^2 + 2[O(f)]_{\mathbb{A}} dv d\theta^A
\]
(235)
\[
+ \hat{h}_{\mathbb{A}B} d\theta^A d\theta^B,
\]
where the individual components are given by Eq. \((169)\).

Here we use \(f = 1 - 2M/r\) as a measure of coordinate distance from the horizon. At \(r = 2M\) the metric perturbation reduces to
\[
\hat{h}_{\alpha\beta} dx^\alpha dx^\beta = \hat{h}_{\mathbb{A}B} d\theta^A d\theta^B.
\]
(236)
The \(lm\) modes of \(h_{\mathbb{A}B}^{(1)}\) at \(r = 2M\) are given by
\[
\hat{h}_{\mathbb{A}B}^{(1)} = 4M \zeta_{\omega(1)}^{(1)} - 4M^2 \lambda^2 \zeta_{\omega(1)}^{(2)},
\]
(237)
\[
\hat{h}_{\mathbb{A}B}^{(1)} = 8M \lambda^2 \zeta_{\omega(1)}^{(1)},
\]
(238)
(suppressing \(ln\) labels) with \(\zeta_{\omega(1)}^{(1)}\) given by Eqs. \((183)\) and \(\zeta_{\omega(1)}^{(2)}\) by Eqs. \((186)\) and \((187)\) [with \(\zeta_{\omega(1)}^{(2)}\big|_{\mathcal{S}^0}\) given by Eqs. \((219)\) and \((222)\)]. The modes of \(h_{\mathbb{A}B}^{(2)}\) are given by the same formulas with \(\zeta_{\omega(1)}^{(1)} \to \zeta_{\omega(2)}^{(1)}\) and \(h_{\mathbb{A}B}^{(1)} \to h_{\mathbb{A}B}^{(2)}\).

In a two-timescale expansion, the gauge-fixed perturbation is more complicated due to the slow evolution of the black hole. The components \(h_{\omega\nu}\) and \(h_{\omega\nu}^{(2)}\) have slowly varying pieces that do not scale with \(f\), and the metric perturbations at \(r = 2M\) are instead
\[
\hat{h}_{\alpha\beta}^{(1)} dx^\alpha dx^\beta = 2 \left( \hat{h}_{\omega\nu}^{(1)} \right) dv d\theta^A + \hat{h}_{\mathbb{A}B}^{(1)} d\theta^A d\theta^B,
\]
(239)
\[
\hat{h}_{\alpha\beta}^{(2)} dx^\alpha dx^\beta = \left( \hat{h}_{\omega\nu}^{(2)} \right) dv^2 + 2 \left( \hat{h}_{\omega\nu}^{(2)} \right) dv d\theta^A + \hat{h}_{\mathbb{A}B}^{(2)} d\theta^A d\theta^B.
\]
(240)
According to Eqs. (169c) and (180), the slowly varying \( \nu \alpha \) components on \( \mathcal{H}^v \) are given by

\[
\langle \hat{h}^{(1)}_{\nu \alpha} \rangle = \langle h^{(1)}_{\nu \alpha} + 2MD_A h^{(1)}_{\nu v} \rangle, \tag{241}
\]

\[
\langle \hat{h}^{(2)}_{\nu v} \rangle = \frac{\Omega^{AB} \langle h^{(1)}_{\nu A} \rangle \langle h^{(1)}_{\nu B} \rangle}{4M^2}, \tag{242}
\]

\[
\langle \hat{h}^{(2)}_{\nu v} \rangle = \langle \hat{H}^{(2)}_{\nu A} + D_A \zeta^{(2)} \rangle, \tag{243}
\]

with \( \zeta^{(2)} \) given by Eq. (196).

The metric perturbation on a constant-\( v \) cut of \( \mathcal{H}_0 \) divides into a purely oscillatory trace-free piece plus a trace piece that contains both slowly varying and oscillatory contributions:

\[
\hat{h}^{(n)}_{AB} = \hat{j}^{(n)}_{(AB)} + \left( \langle \hat{h}^{(n)}_{\nu A} \rangle + \hat{\nu}^{(n)} \right) \Omega_{AB}. \tag{244}
\]

At first order, the oscillatory contributions are

\[
\hat{j}^{(1k)}_+ = j^{(1k)}_+ + \frac{2}{\Omega_k} \left( j^{(1k)}_+ + \frac{j^{(1k)}_v}{2\omega_k} \right), \tag{245a}
\]

\[
\hat{j}^{(1k)}_- = j^{(1k)}_- + \frac{2j^{(1k)}_v}{\Omega_k}, \tag{245b}
\]

\[
\hat{j}^{(1k)}_0 = j^{(1k)}_0 + \frac{2M}{\omega_k} j^{(1k)}_v - \frac{\lambda^2}{\Omega_k} \left( j^{(1k)}_v + \frac{j^{(1k)}_v}{2\omega_k} \right), \tag{245c}
\]

and the slowly varying piece is

\[
\langle \hat{h}^{(1)}_\nu \rangle = \begin{cases} \langle h^{(1)}_\nu \rangle + 8M^2 h^{(1)}_{\nu v} + \frac{\lambda^2}{2} h^{(1)}_+ (l \neq 1), \\ 0 (l = 1) \end{cases}. \tag{246}
\]

At second order, the same equations apply for \( \hat{j}^{(2)}_+ \), \( \hat{j}^{(2)}_0 \), and \( \langle \hat{h}^{(2)}_\nu \rangle \) with the replacements \( j^{(1)}_\nu \rightarrow j^{(2)}_\nu \) and \( h^{(1)}_\alpha \rightarrow \hat{H}^{(2)}_{\alpha \beta} \).

### C. Expansion scalar

In the next two sections, we express the properties of the event and apparent horizon in terms of our gauge-fixed perturbations. To aid that analysis, we derive here simplified expressions for the expansion scalar of either horizon.

In gauge-fixed form, for either horizon, the expansion scalar is

\[
\hat{\nu}^{(1)}_+ = \frac{1}{4M^2} \left[ \partial_v \hat{h}^{(1)}_{\nu v} + \lambda^2 \hat{h}^{(1)}_{\nu v} + (1 + \lambda^2) \hat{r}^{(1)}_{im} \right]. \tag{247}
\]

It is straightforward to show that the linearized vacuum Einstein equation at \( r = 2M \) implies

\[
\delta R_{\nu v} \big|_{\mathcal{H}_0} = \frac{\partial_v \hat{r}^{(1)}_{im} + \lambda^2 \hat{h}^{(1)}_{nu v} + (1 + \lambda^2) \hat{r}^{(1)}_{im}}{4M^2} = 0. \tag{248}
\]

This has the now-familiar form \( \hat{\nu}^{(1)}_0 \), implying the unique well-behaved solution

\[
\partial_v \hat{h}^{(1)}_{nu v} + \lambda^2 \hat{h}^{(1)}_{nu v} + (1 + \lambda^2) \hat{r}^{(1)}_{im} = 0 \tag{249}
\]

or equivalently, \( \partial_v \hat{r}^{(1)}_{im} = D^2 \hat{h}^{(1)}_{nu v} \). Therefore

\[
\hat{r}^{(1)}_{+im} = \frac{1 + \lambda^2}{4M^2} \hat{r}^{(1)}_{im}. \tag{250}
\]

For the event horizon, where \( \hat{r}^{(1)}_H = 0 \), this implies

\[
\hat{\nu}^{(1)}_H = 0. \tag{251}
\]

In words, the event and apparent horizon are identical at first order. The fact that the event horizon’s expansion vanishes at this order is well known [37], although we are unaware of its implications having been spelled out. Given the above, on both horizons the expansion reduces to

\[
\hat{\nu}_+ = c^2 \hat{\nu}^{(2)}_+ + O(e^3), \tag{253}
\]

with the expression [C2] collapsing to

\[
\hat{\nu}^{(2)}_+ = \frac{1}{32M^4} \left[ 8M^2 (1 - D^2) \hat{r}^{(2)} + 8M^2 \partial_v \hat{h}^{(2)}_{nu v} \right. \\
- \left. \frac{1}{2} \partial_v \left( \Omega^{AC} \Omega^{BD} \hat{h}^{(1)}_{(AB)} \hat{h}^{(1)}_{(CD)} \right) + 2D^2 \left( \hat{h}^{(1)}_{nu A} \Omega^{AC} \hat{h}^{(1)}_{(BC)} \right) \right]. \tag{254}
\]

To obtain this form we have written \( \hat{h}^{(1)}_{nu A} D^A \hat{h}^{(1)}_{nu v} \) as a total divergence minus \( D^A \hat{h}^{(1)}_{nu A} \hat{h}^{(1)}_{nu v} \) and then appealed to Eq. (249). Equation (254) simplifies further in the case that \( \hat{h}^{(1)}_{nu A} = 0 \), but the important features are present in either case: every term involving the metric perturbation is either a total divergence (which vanishes upon integration over the horizon) or a total time derivative (which vanishes upon averaging over fast time in a two-timescale expansion).

### D. Invariant properties of the event horizon

By construction, our gauge fixing ensures that

\[
\hat{\nu}^{(n)}_H = 0. \tag{255}
\]

This implies that the gauge-fixed metric on \( \mathcal{H}^+_v \), from Eq. (49), is

\[
\hat{r}^{(1)}_{AB} = 4M^2 \Omega_{AB} + c \hat{h}^{(1)}_{AB} + c^2 \hat{h}^{(2)}_{AB} + O(e^3), \tag{256}
\]
where \( \hat{X}^{(n)} \) is given in Eqs. (237)–(238) or (244). The null vectors \( k_{\alpha}^{(n)} \) and \( \delta_{\alpha}^{(n)} \) are given by Eqs. (188) or (193) and (199), and the tangent vectors \( (e_{\alpha})^{(n)} \) by \( \delta_{\alpha}^{(n)} \).

Given this geometry, the scalar curvature of \( H^+ \) is given by Eq. (89) with the replacement \( \gamma_{AB} \rightarrow \hat{h}_{AB} \). Similarly, the surface area of \( H^+ \), given by Eq. (82), is

\[
\hat{A}_{H^+} = 16\pi M^2 + \epsilon A^{(1)}_{H^+} + \epsilon^2 A^{(2)}_{H^+} + O(\epsilon^3),
\]

with
\[
\hat{A}^{(1)}_{H^+} = \frac{\sqrt{4\pi \hat{h}_{0}}}{16\pi},
\]
\[
\hat{A}^{(2)}_{H^+} = \frac{\sqrt{4\pi \hat{h}_{0}}}{200} - \sum_{lm} \frac{\lambda^2}{32M^2} \left( |\hat{h}_{+}^{(1lm)}|^2 + |\hat{h}_{-}^{(1lm)}|^2 \right).
\]

In order to calculate the mass of the horizon, we require the expansion scalar. Referring to Eq. (254), we see that
\[
\hat{\vartheta}_{H^+} = \epsilon^2 \hat{\vartheta}^{(2)}_{H^+} + O(\epsilon^3),
\]
with
\[
\hat{\vartheta}^{(2)}_{H^+} = \frac{1}{32M^2} \left[ 8M^2 \partial_{\epsilon} \hat{h}_{0}^{(2)} + 2D^B \left( \hat{h}_{+}^{(1)} \Omega^A \Omega^a \hat{h}_{(1)}^{(1)} \right) \right] - \frac{1}{2} \partial_{\epsilon} \left( \Omega^A \Omega^B dD^{(1)} \hat{h}_{(AB)} \hat{h}_{(CD)} \right).
\]

Therefore the event horizon’s Hawking mass \( M^H \) reads
\[
\hat{M}^H = \hat{M}^H_{irr} - \frac{2M^2}{2\pi} \int \hat{\vartheta}^{(2)}_{H^+} d\Omega + O(\epsilon^3),
\]
where \( M^H_{irr} = \sqrt{\hat{A}_{H^+}/(16\pi)} \) is the irreducible mass of the event horizon. It will also be helpful, when comparing to the apparent horizon’s mass in the next section, to write this as
\[
\hat{M}^H_{irr} = \hat{M}^H_{irr} - 2\epsilon^2 M^2 \hat{\vartheta}^{(2)}_{H^+} Y^{00} + O(\epsilon^3).
\]

The monopolar piece of the expansion scalar simplifies to the total time derivative
\[
\hat{\vartheta}^{(2)}_{H^+} Y^{00} = \frac{1}{128M^2} \partial_{\epsilon} \left[ 32M^2 \hat{h}^{(200)} + \sum_{lm} \frac{\lambda^2}{4\pi} \left( |\hat{h}_{+}^{(1lm)}|^2 + |\hat{h}_{-}^{(1lm)}|^2 \right) \right].
\]

Note that since the expansion is nonnegative (by the area theorem), the Hawking mass is less than or equal to the irreducible mass. We see that in stationary cases, the expansion vanishes, as we would expect, and the two types of mass become equal to one another.

So far in this section we have implicitly worked in regular perturbation theory. In the context of a two-timescale expansion, all of the above equations hold true except that \( \hat{\vartheta}^{(2)}_{H^+} \) picks up an additional term from the \( v \) derivative in Eq. (247),

\[
\hat{\vartheta}^{(2)}_{H^+} = \frac{\partial_{\epsilon} \hat{h}_{0}^{(1)}}{4M^2}.
\]

We can use this to obtain a simplified relation between the slowly varying parts of the Hawking and irreducible masses, \( \langle M^H_{irr} \rangle \) and \( \langle M^H \rangle \). Since Eq. (264) is a total time derivative, it implies

\[
\langle \hat{\vartheta}^{(2)}_{H^+} \rangle = \langle \hat{\vartheta}^{(2)}_{H^+} \rangle = \frac{1}{4M^2} \partial_{\epsilon} \langle \hat{h}_{0}^{(1)} \rangle.
\]

We then have
\[
\langle M^H_{irr} \rangle = \langle M^H \rangle - \frac{\epsilon^2}{8\pi} \partial_{\epsilon} \int \hat{h}_{0}^{(1)} d\Omega + O(\epsilon^3).
\]

The integral picks out the spherically symmetric piece of \( \hat{h}_{0}^{(1)} \), and the slow-time derivative picks out the quasistationary piece. Such a piece is necessarily a perturbation toward another Schwarzschild black hole, as given in Eq. (121), with \( \delta M \) a function \( \dot{v} \). According to Eq. (266), this corresponds to a gauge-fixed perturbation
\[
\hat{h}_{0}^{(1)} = 8M\delta M,
\]
and so
\[
\langle \hat{M}^H_{irr} \rangle = \langle \hat{M}^H \rangle - \frac{\epsilon^2}{8\pi} \frac{d\delta M}{d\dot{v}} + O(\epsilon^3).
\]

We may also note, from Eq. (124) and the surrounding discussion, that
\[
\left\langle \frac{d\delta M}{d\dot{v}} \right\rangle = \epsilon^2 \frac{d\delta M}{d\dot{v}} + O(\epsilon^3),
\]
regardless of which horizon \( M_{irr} \) refers to or whether we use its horizon-locked variant. Therefore Eq. (269) can be written as
\[
\langle \hat{M}^H_{irr} \rangle = \langle \hat{M}^H \rangle - \frac{1}{\kappa_0} \left\langle \frac{d\hat{M}^H_{irr}}{d\dot{v}} \right\rangle + O(\epsilon^3).
\]

We recognize this as precisely the form of the equation governing the horizon location, Eq. (138).

In principle we can convert Eq. (261) into a teleological integral relationship:
\[
\langle \hat{M}^H_{irr} \rangle = \kappa_0 \int_{\dot{v}}^{\infty} e^{-\kappa_0(\dot{v}' - v)} \langle \hat{M}^H \rangle \, dv' + O(\epsilon^3).
\]

But it should be noted that our derivation only applies well before merger, in the sense described in Sec. V C. So a cutoff should be imposed on the upper limit of integration in this relationship.
E. Invariant properties of the apparent horizon

Our horizon-locking condition does not place the apparent horizon at the coordinate location \( r = 2M \). Instead, with the event horizon at \( r = 2M \), the gauge-fixed radius of the apparent horizon is

\[
\hat{r}_A = 2M + \epsilon^2 \hat{r}_A^{(2)} + O(\epsilon^3),
\]

where we have used the result (252) to set \( \hat{r}_A^{(1)} = 0 \). We can also write this as

\[
\hat{r}_A = \hat{r}_+ + \epsilon^2 \hat{r}_A^{(2)} + O(\epsilon^3).
\]

We stress that the equality at linear order, \( \hat{r}_A^{(1)} = \hat{r}_+^{(1)} \), is an invariant statement. Since \( \hat{r}_A^{(1)} \) and \( \hat{r}_+^{(1)} \) transform in the same way under a gauge transformation, their equality in the horizon-locked gauge implies their equality in all gauges. The second-order term, \( \hat{r}_A^{(2)} \), then provides an invariant measure of the apparent horizon’s displacement from the event horizon.

The second-order radial displacement follows from Eq. (251) with \( \hat{\theta}_{+,A}^{(2)} = 0 \), or equivalently from Eq. (118). We write the result in terms of the expansion scalar of the event horizon:

\[
\hat{r}_A^{(2)}(v) = -\frac{4M^2 \hat{\theta}_A^{(2)}}{1 + \lambda_1^2}.
\]

The modes of the expansion are given by

\[
\hat{\theta}^{(2)}_{+,lm} = \frac{\partial \hat{h}_{0,lm}^{(2)}}{4M^2} + \sum_{l'm' m''} \left[ \hat{\theta}_{l'm'm''}^{(0)}(v)C^{(lm0)}_{l'm''m'} - 2\hat{\theta}_{l'm'm''}^{(1)}(v)C^{(lm0)}_{l'm'1m''} \right] (276)
\]

with the explicit coefficients given in Eq. (C4). This formula for \( \hat{\theta}^{(2)}_{+,lm} \) can be obtained directly from Eq. (117) or from Eq. (261). Since the event horizon’s expansion is nonnegative, these relationships suggest that \( \hat{r}_A^{(2)} \) is negative or zero; the apparent horizon lies inside the event horizon, as it should.

Equation (273) implies that the gauge-fixed metric on \( A_v \), given by Eq. (40), is

\[
\hat{\gamma}^{A}_{AB} = 4M^2 \Omega_{AB} + \epsilon \hat{k}_{AB}^{(1)} + \epsilon^2 \left( \hat{\theta}_A^{(2)} + 4M \hat{r}_A^{(2)} \Omega_{AB} \right) + O(\epsilon^3).
\]

Or in terms of the metric on \( H^+ \),

\[
\hat{\gamma}^{A}_{AB} = \hat{\gamma}^{A}_{AB}^{+} + 4M \epsilon^2 \hat{r}_A^{(2)} \Omega_{AB} + O(\epsilon^3).
\]

From Eqs. (74)–(77) and (45), the basis vectors on \( A_v \) are given by

\[
\hat{k}_A^{(1)} = \hat{n}_A^{(1)} = \hat{\theta}_A^{(1)} + \epsilon^2 \hat{r}_A^{(2)} + O(\epsilon^3),
\]

\[
\hat{\theta}_A^{(2)} = \hat{\theta}_A^{(2)} + \epsilon^2 D_A \hat{r}_A^{(2)} + O(\epsilon^3).
\]

Note that since these quantities have all been pulled back to \( H^+ \), the relationships between them do not involve comparing tensors at different points.

This metric’s intrinsic curvature, from Eq. (89), can be written in terms of the event horizon’s curvature as

\[
R_A = R_{H^+} + \frac{\epsilon^2}{4M^3} \sum_{l m} \mu^2 \hat{r}_A^{(2)} + O(\epsilon^3),
\]

where, recall, \( \mu := (l + 2)(l - 1) \). Similarly, the surface area of \( A_v \), from Eq. (82), is

\[
\hat{A}_A = \hat{A}_H^+ + 16\pi M \hat{r}_A^{(2)} Y^{00}.
\]

This involves the monopolar correction to the apparent horizon radius, which reads

\[
\hat{r}_A^{(2)} = -4M^2 \hat{\theta}_A^{(2)} + O(\epsilon^3).
\]

From the surface area, with Eq. (80), we can read off the second-order contribution to the apparent horizon’s irreducible mass:

\[
\hat{M}_{irr,A}^{(2)} = \hat{M}_{irr}^{(2)} - 2M^2 \hat{\theta}_A^{(2)} Y^{00} + O(\epsilon^3).
\]

Comparing this result for the irreducible mass to Eq. (263), we observe that it is precisely the second-order contribution to the Hawking mass of the event horizon. Since \( \hat{M}_{irr,A}^{(2)} = \hat{M}_{irr}^{(2)} \), this implies that the two horizons have identical Hawking masses through second order:

\[
\hat{M}_{irr}^{(2)} = \hat{M}_{irr}^{+} + O(\epsilon^3).
\]

Because the event horizon is larger than or equal to the apparent horizon, its irreducible mass is slightly larger (by an amount of order \( \epsilon^3 \)) than the apparent horizon’s. However, the event horizon’s Hawking mass is slightly smaller than its irreducible mass, and here we see that the slight difference is precisely the same as the difference between the two horizons’ irreducible mass.

All of the above applies in regular perturbation theory. In the context of a two-timescale expansion, it all remains valid except that the apparent horizon radius picks up the additional term (125), which we reproduce here in terms of the gauge-fixed metric perturbation,

\[
\delta \hat{r}_A^{(2)} = \frac{\partial \hat{h}_0^{(1)} + \lambda_1^2}{4M^2}.
\]
Since the contribution in Eq. (275) is a total fast-time derivative, \( \delta (^{2}_{A,lm}) \) is the only contribution that does not average to zero. That is,

\[
\langle \dot{x}_{A,lm}^{(2)} \rangle = \langle \delta (^{2}_{A,lm}) \rangle = - \frac{\partial \delta (\dot{h}^{(1lm)}_{0})}{1 + \lambda^{2}_{l}}.
\]

The averaged horizon radius allows us to derive averaged equations for the apparent horizon area and mass. Following the same arguments as led to Eq. (269), we find

\[
\langle \dot{r}_{A,00}^{(2)} \rangle Y_{00} = \langle \delta (^{2}_{A,00}) \rangle Y_{00} = -8M \frac{d\delta M}{dv}.
\]

Eq. (283) then tells us that the slowly varying piece of the horizon area is

\[
\langle \dot{A}_{A} \rangle = \langle \dot{A}_{H}^{+} \rangle = - \frac{32M \pi e^{2}}{\kappa_{0}} \frac{d\delta M}{dv} + O(\epsilon^{3}),
\]

and the slowly varying irreducible mass is

\[
\langle \dot{M}_{H}^{A} \rangle = \langle \dot{M}_{H}^{H}^{+} \rangle = - \frac{1}{\kappa_{0}} \frac{dM_{H}^{H+}}{dv} + O(\epsilon^{3}).
\]

Of course, since Eq. (286) is valid even without averaging, it is also valid on average:

\[
\langle \dot{M}_{H}^{A} \rangle = \langle \dot{M}_{H}^{H}^{+} \rangle + O(\epsilon^{3}).
\]

VII. CASE STUDY: QUASICIRCULAR BINARIES

In this section, we apply our results in the particular case studied in Ref. [19]: a quasicircular binary. We start by summarizing key properties of the metric in this scenario. We then describe Ref. [19]’s calculation of the apparent horizon’s irreducible mass, and we present new results for the numerical difference between the two horizons’ irreducible masses. We conclude by presenting a visualization of the horizon at first order, specifically high-

\[
\phi_{p}(t, \epsilon) = \int_{0}^{t} \Omega(\epsilon t') dt'.
\]

On time scales much shorter than \( M/\sqrt{\epsilon} \), this phase can be approximated by the geodesic phase,

\[
\phi_{p}(t, \epsilon) = \Omega_{0} t + O(\epsilon^{2}),
\]

where \( \Omega_{0} := \Omega(0) = \sqrt{M/r_{0}(0)^{3}} \). As a consequence, the time \( M/\sqrt{\epsilon} \) is referred to as the dephasing time. In addition to determining the phase evolution, the orbital frequency provides a convenient parameterization of the orbital radius, and we can write \( r_{p} = r_{0}(\Omega) + O(\epsilon) \), where \( r_{0}(\Omega) := (M\Omega)^{2/3} \) is the geodesic relationship.

The quasicircular orbit is linked to a distinct two-timescale behavior of the metric perturbation. We can see how this comes about from the leading-order stress-energy tensor of the companion, which reads

\[
T_{\alpha\beta} = \frac{m\kappa_{0}^{4}u^{\beta}}{u^{\alpha}r_{p}^{2}} \delta(r - r_{p}) \delta(\theta - \pi/2) \delta(\phi - \phi_{p}).
\]

Here

\[
u^{\alpha} := \frac{dx_{\nu}}{d\tau} = u^{\alpha} \left( 1, \epsilon \frac{dr_{p}}{dt}, 0, \Omega \right)
\]

is the four-velocity of the particle, normalized to satisfy \( g_{\alpha\beta}u^{\alpha}u^{\beta} = -1 \), and \( t = \epsilon t \). The completeness relation

\[
\delta(\theta - \pi/2) \delta(\phi - \phi_{p}) = \sum_{lm} Y^{lm}(\theta^{A})Y^{lm}(\pi/2, \phi_{p}),
\]

together with the fact that

\[
Y^{lm}(\pi/2, \phi_{p}) \propto e^{-i m \phi_{p}},
\]

immediately implies that each \( lm \) mode of the stress-energy has the form of a slowly varying amplitude times a rapidly oscillating phase factor \( e^{-i m \phi_{p}} \). The Einstein equations ensure that the metric perturbation inherits this same form. In a neighbourhood of the event horizon, we then arrive at solutions of the form

\[
\begin{align}
    h_{ab}^{(n)} &= \sum_{lm} h_{ab}^{(nlm)} Y^{lm} e^{-i m \phi_{p}(v, \epsilon)}, \\
    h_{0}^{(n)} &= \sum_{lm} h_{0}^{(nlm)} Y^{lm} e^{-i m \phi_{p}(v, \epsilon)}, \\
    h_{aA}^{(n)} &= \sum_{lm} \left( h_{a+}^{(nlm)} Y_{A}^{lm} + h_{a-}^{(nlm)} X_{A}^{lm} \right) e^{-i m \phi_{p}(v, \epsilon)}, \\
    h_{(AB)}^{(n)} &= \sum_{lm} \left( h_{+}^{(nlm)} Y^{AB}_{A} + h_{-}^{(nlm)} X^{AB}_{A} \right) e^{-i m \phi_{p}(v, \epsilon)},
\end{align}
\]

where the coefficients are functions of \( (r, \dot{r}) \). This is the two-timescale expansion [40] with the identification of the fast-time phase variable as \( \phi_{0} = \phi_{p} \). The periodic

\[
\begin{align}
    \phi_{p}(t, \epsilon) &= \int_{0}^{t} \Omega(\epsilon t') dt'.
\end{align}
\]
dependence on \( \phi_p(t, \epsilon) \) at the particle translates into the same periodic dependence on \( \phi_p(v, \epsilon) \) at the horizon. The slow-time dependence of the mode amplitudes, such as \( h_{ab}^{(nml)}(r, \tilde{v}) \), represents a dependence on the orbital frequency \( \Omega \), the perturbation \( \delta M(\tilde{v}) \) to the black hole’s mass, and an analogous perturbation \( \delta J(\tilde{v}) \) to the black hole’s spin. Following Ref. [19], in this paper we restrict ourselves to “moments” of slow time at which \( \delta J \) vanishes.

Beyond its general two-timescale character, the metric perturbation in this scenario has an important feature: it only depends on \( \phi \) and \( \phi_p \) in the combination \( (\phi - \phi_p) \). This means that averages over the horizon surface \( \mathcal{H}_v \) are also averages over fast time. Quantities such as the horizon area and mass therefore have no oscillatory parts, meaning

\[
A = \langle A \rangle \quad \text{and} \quad M_{BH} = \langle M_{BH} \rangle. \tag{300}
\]

Here “\( M_{BH} \)” can be either the irreducible or Hawking mass. Another way of saying this is that the black hole’s area and mass are approximately conserved quantities: they only change very slowly, on a time scale much longer than the orbital period. We can view this as a consequence of the spacetime possessing an approximate Killing vector. Since the metric only depends on \( \phi \) and \( \phi_p \), the helical vector \( K^\alpha \partial_\alpha = \partial_t + \Omega \partial_\phi \) satisfies \( \mathcal{L}_{K} g_{\alpha\beta} = O(\epsilon^2) \). However, the event horizon is not a Killing horizon at this order, as \( K^\alpha \) is not null at the horizon.

As discussed in Sec. [V C] our two-timescale approximation and our treatment of the event horizon both break down as the companion approaches the innermost stable circular orbit (ISCO) at \( r_0 = 6M \). Estimating an appropriate cutoff would require a careful matching between our two-timescale expansion and a transition-regime expansion near the ISCO. But we can surmise a rough estimate. In the transition regime, the orbital radius has the form \( r_p \sim 6M + \epsilon^{2/5} r_p^{(1)}(\epsilon^{1/5}) \) [61], implying that we should switch from our two-timescale expansion to a transition-regime expansion at a radius \( r_p(v, \epsilon) \) satisfying \( M \gg (r_p - 6M) \gg \epsilon^{2/5} M \). We must then additionally satisfy the cutoff (150) to ensure that the transition regime does not significantly impact the event horizon. Since \( \frac{dr}{dt} \sim \epsilon \) in the inspiral regime, the cutoff \( |v - v_T| \gg \ln \epsilon \) translates to \( |r_p(v) - r_p(v_T)| \gg \epsilon \ln \epsilon \). However, since \( \epsilon^{2/5} \gg \epsilon \ln \epsilon \), this secondary restriction has negligible impact.

In the following sections, we use data for the mode amplitudes \( h_{ab}^{(nml)}, h_{a\pm}^{(nml)}, h_{ab}^{(nml)}, \) and \( h_{\pm}^{(nml)} \) that were obtained as a part of the calculations in Ref. [19]. The modes were computed in the Lorenz gauge by solving the two-timescale expansion of the field equations, as described in Ref. [59]. The first-order mode amplitudes satisfy the same field equations as they would in an ordinary frequency-domain treatment, and they were computed using the frequency-domain code described in Ref. [77]; in this paper we use data up to \( l = 30 \) for a sequence of values of \( r_o \) from 6M to 25M. The only second-order mode we use is the monopole mode, \( l = m = 0 \). The explicit details of its computation will be presented elsewhere.

### B. Mass of the black hole

We compute the mass of the black hole in several ways. We first summarize the calculation as performed in Ref. [19]:

1. Compute the \( lm \) modes of the first-order perturbation of the horizon radius, \( r_{\mathcal{A},lm}^{(1)} \), from either Eq. (116) or (159)\(^4\). For quasicircular orbits, the latter reduces to

\[
r_{\mathcal{A},lm}^{(1)} = r_{H,lm}^{(1)} = \frac{2Mr_{\mathcal{A},lm}^{(1)}}{1 + 4\epsilon M \Omega_m^2}, \tag{301}
\]

with \( \Omega_m := m \Omega \). Here \( r_{H,lm}^{(n)}(\tilde{v}) \) is the coefficient in the expansion

\[
r_{H,lm}^{(n)} = \sum_{lm} r_{H,lm}^{(n)}(\tilde{v}) e^{-i m \phi_p(v, \epsilon)} Y_{lm}. \tag{302}
\]

2. Compute the monopolar second-order correction to the apparent horizon radius, \( r_0^{(2)} \), using Eq. (C5). In this formula, \( \partial_\phi = \mp i \Omega_m \) or 0, depending on whether it acts on an unconjugated quantity (-), a conjugated quantity (+), or an absolute value (0). Note that since \( r_0^{(2)} \) is an \( m = 0 \) mode, it does not depend on the phase \( \phi_p \); in Eq. (C5), all terms in the sum come as pairs \( \chi_{lm} \psi_{lm} \), meaning the fast-time phase factors \( e^{\pm i m \phi_p} \) cancel.

3. Compute the correction \( \delta r_{\mathcal{A},00}^{(2)} \) from Eq. (125). In the Lorenz gauge, this correction can be found analytically to agree with the gauge-fixed formula (289):

\[
\delta r_{\mathcal{A},00}^{(2)} Y_{00} = -8M \frac{d\delta M}{dv}. \tag{303}
\]

This is not true in all gauges; Eq. (289) is gauge invariant, but Eq. (125) is not.

4. Compute the intrinsic metric (49) on the apparent horizon using \( \delta g_{(2)} \) with (58) and (60). Note that only the monopole, trace mode \( \gamma_{00}^{(200)} \) is required at second order.

5. Compute the surface area and irreducible mass of the apparent horizon using Eqs. (82) and (86).

---

\(^4\) We have confirmed that the two formulas yield identical numerical results.
Given our results in this paper, we can now carry out several alternative calculations. First, we can calculate the irreducible mass of the event horizon using identical steps, simply replacing \( r^{(2)}_{A,00} \) with \( r^{(2)}_{H^+,00} \), as given in Eq. (160) with Eq. (136). Because \( h^{(00)}_{00} \) vanishes at \( r = 2M \) in the Lorenz gauge, this formula reduces to

\[
r^{(2)}_{H^+,00} = \frac{F^{(2)}_{00}}{1 + 4iM\Omega_m} \tag{304}
\]

with \( F^{(2)}_{00} \) as given in Eq. (165). Note that we do not require an analogue of Eq. (303) in this case because Eq. (160) already contains the complete second-order contribution to \( r^{(2)}_{H^+} \) in the two-timescale expansion.

Another alternative is to utilize our gauge-fixed expressions:

1. Compute the gauge-fixed perturbations \( \delta h^{(1m)}_\alpha \) and \( \delta h^{(1m)}_\beta \) on the horizon, from Eqs. (245) and (246). Here \( j^{(1k)} \to h^{(1m)}_\alpha \) for \( m \neq 0 \) modes and \( \langle h^{(1m)}_\alpha \rangle = h^{(10)}_{\alpha0} \delta_{00} \).

2. Compute the monopole mode of the gauge-fixed second-order perturbation on the horizon,

\[
\delta h^{(200)}_0 = H^{(200)}_0 + 8M^2 H^{(200)}_{vv}, \tag{305}
\]

with \( H^{(200)}_0 \) and \( H^{(200)}_{vv} \) as given in Eqs. (C7) and (C6).

3. Compute the event horizon’s area using Eq. (259) and its irreducible mass \( \bar{M}^{(2)}_{H^+}\text{,} \text{irr} \) using Eq. (86).

4. If desired, add the correction in Eq. (269) to obtain the Hawking mass of the event horizon or, equivalently, the irreducible mass of the apparent horizon:

\[
\bar{M}^{(2)}_{H^+,\text{irr}} = \bar{M}^{(2)}_{A,\text{irr}} = \bar{M}^{(2)}_{H^+,\text{irr}} - 4M \frac{d\delta M}{d\phi}. \tag{306}
\]

Figure 1 shows the result of all three calculations of \( \bar{M}^{(2)}_{A,\text{irr}} \) and \( \bar{M}^{(2)}_{H^+,\text{irr}} \) as a function of \( r_0 \). However, we must be careful in interpreting the results for two reasons.

First, the data do not represent the evolution of a single system. The data at each orbital radius was obtained with the black hole’s angular momentum set to zero. While we can freely choose to set it to zero at a single moment of an inspiral, we cannot set it to zero throughout the inspiral: as the system evolves, the black hole’s spin changes due to gravitational-wave flux through the horizon, which is always nonzero. Hence, instead of representing snapshots over the course of an inspiral, the data from different orbital radii represent snapshots from different inspirals. In practice, the black hole’s spin evolves by a very small amount over an inspiral, so our results are strongly indicative of the behavior in a true evolution, but the conceptual distinction should be kept in mind.

The second reason for caution is that these results on their own do not represent a meaningful correction to the black hole mass. This is because we can always freely add a stationary mass perturbation to the second-order metric perturbation (i.e., a perturbation toward another Schwarzschild solution). Since this perturbation is a vacuum solution, regular at the horizon and at infinity, there is no restriction on it. The method used to calculate \( h^{(2)}_{\alpha\beta} \) in Ref. [19], which involves integrating the second-order source against a retarded Green’s function, picks out a particular solution, but we do not have a specific measure of how much of that solution corresponds to a perturbation toward another Schwarzschild metric. A meaningful measurement would only come from measuring differences between masses. The calculation in Ref. [19] provides an example in the calculation of the binary’s gravitational binding energy. The binding energy is the difference between the system’s Bondi mass and the two components’ total rest mass. In that difference, perturbations toward another Schwarzschild solution cancel out, as they contribute an identical amount to \( M_{\text{Bondi}} \) as to \( M_{\text{BH}} \).

Nevertheless, the results in Fig. 1 do contain valuable information. They show that the gauge-fixed mass differs from the mass in the Lorenz gauge by a quite small amount, despite the fact that the mass is a foliation-dependent quantity. Likewise, they show that the irreducible mass is the dimensionless flux of energy into the horizon.

\[
\frac{\Delta M}{M} \sim -4\left( \frac{\sin^2 \phi}{2M} \right)^{1/2},
\]

with the horizon angular velocity \( \Omega_m \). This is a generally accepted conclusion from full numerical relativity simulations, our results provide a complementary, sharper statement in the perturbative context.

C. Motion and teleology of the horizon

As a final element of our discussion, we present a visualization of the horizon. Unlike the rest of the paper, this section is necessarily restricted to linear perturbations.
The reason is simple: the visualization requires modes with \( l > 0 \), and no second-order data is yet available for these modes. Because of this restriction, our presentation here largely reproduces earlier literature. However, we highlight an aspect of the visualization that was omitted in earlier descriptions: the motion of the black hole. We also point out that features described as teleological in the literature cannot have a truly teleological origin, and we offer an alternative explanation for the behavior.

In this section we also depart from our treatment in other sections in that we specifically focus on behavior on the orbital timescale \( 1/\Omega \) rather than trying to maintain accuracy on both the orbital and radiation-reaction timescale. This means that we may make the replacement \( \varphi_p(v, \epsilon) \rightarrow \Omega v \), as in Eq. (295), which is consistent at first order in \( \epsilon \) on the orbital time scale.

1. Motion of the black hole

We first review the visualization method outlined in Refs. 38, 39 (following earlier work in Refs. 43, 44). Since the horizon’s coordinate radius is inherently gauge dependent, and actually identical to the background horizon’s radius in a horizon-locking gauge, the method instead depicts the shape of the horizon based on its intrinsic curvature. To do so, one embeds the horizon into 3-dimensional Euclidean space.

The embedding is found by constructing a closed 2-surface in Euclidean space that has the same intrinsic curvature as the horizon. In Cartesian coordinates \( x^i = (x, y, z) \), at a given value of \( v \), such a surface can be parametrized as

\[
x^i_{E}(\theta A; v) = r_E(\theta A; v) \Omega^i(\theta A),
\]

(307)

where \( \Omega^i := (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is the usual radial unit vector, which satisfies \( \delta_{ij} \Omega^i \Omega^j = 1 \). We write the radius of the surface as

\[
r_E(\theta A; v) = 2M[1 + \rho(\theta A; v)],
\]

(308)

and we expand the small correction as

\[
\rho(\theta A; v) = \sum_{lm} \rho_{lm} Y^{lm}(\theta A) e^{-i\Omega m u}.
\]

(309)

The metric on the surface, induced from the Euclidean metric \( ds^2 = \delta_{ij} dx^i dx^j \), is

\[
ds^2 = r_E^2(\theta A; v) d\Omega^2 = 4M^2 \left[ 1 + 2\rho(\theta A; v) \right] d\Omega^2,
\]

(310)
where we have discarded the term of order $\rho^2$. Noting that this metric is of the form (47), we can read off its scalar curvature from Eqs. (89) and (95), with $\gamma_+^{(1lm)} \to 0$ and $\gamma_0^{(1lm)} \to 8M^2\rho_{lm}e^{-i\Omega_m v}$. This yields

$$R_E = \frac{1}{2M^2} \left[ 1 + \sum_{lm} \mu^2 \rho_{lm} Y_{lm}(\theta^A) e^{-i\Omega_m v} \right],$$

where, recall, $\mu^2 := (l+2)(l-1)$, and we again omit $O(\rho^2)$ terms.

Finally, equating the curvature $R_E$ to the intrinsic curvature \[89\] of the horizon, we obtain the radial profile through linear order:

$$r_E = 2M \left[ 1 + 2M^2 \sum_{lm} \frac{R_{lm}^{(1)} Y_{lm}(\theta^A)}{(l+2)(l-1)} e^{-i\Omega_m v} \right].$$

$R_{lm}^{(1)}$ is calculated from the coefficients $h_\omega^{(1lm)}$ and $h_\rho^{(1lm)}$ in the expansion (299), evaluated at $r = 2M$, using Eqs. (59) and (60). Since the scalar curvature is invariant at first order, Eq. (312) then provides an invariant representation of the horizon’s radial profile.

There are several things to note about this construction. First, the metric (310) is manifestly identical to the intrinsic metric $\gamma_{AB}$ on $\mathcal{H}_v$ for a particular choice of gauge, as described in Sec. VI.B.3. In that section we imposed the gauge choice only on the slowly varying part of the intrinsic metric, but it can be imposed on the oscillatory part as well. The second thing to note is that because the two horizons are identical at linear order, this visualization represents the apparent horizon as well as the event horizon. Finally, we note that Eq. (312) has a significant shortcoming as a representation of the horizon. While it provides a meaningful depiction of the horizon’s shape, it does not contain any information about the horizon’s location. In a binary system, both bodies orbit around the system’s center of mass, and a faithful representation of the black hole horizon should encode this motion.

The information about the horizon’s location is encoded in the $l = 1$ term in the metric perturbation. Since the construction leading to Eq. (312) only requires that the embedded surface has the same intrinsic geometry as the horizon, and since $\mathcal{R}$ gets zero contribution from $l = 1$ modes, we can in principle add any arbitrary $l = 1$ term to $r_E$. In previous analyses, the dipole term was simply set to zero, as we have implicitly done in Eq. (312). This is a sensible choice if we are only concerned with the horizon’s shape, but not if we are concerned with its location. To construct a more faithful representation of the black hole horizon, we should instead replace the embedding (307) with

$$x_i^E(\theta^A; v) = x_i^{BH}(v) + r_E(\theta^A; v)\Omega_i(\theta^A).$$

In this representation, at each moment $v$, the surface $r_E(\theta^A; v)$ is drawn around the black hole’s “center” $x_i^{BH}(v)$. We must now find a meaningful way of measuring this center.

To see how $x_i^{BH}$ relates to an $l = 1$ mode, assume $x_i^{BH} \sim \epsilon$. Then the radial location of a point on the surface $x_i^E$ is

$$\sqrt{\delta_{ij} x_i^E x_j^E} = r_E + \delta_{ij} x_i^{BH} \Omega_j + O(\epsilon^2).$$

The quantity $\delta_{ij} x_i^{BH} \Omega_j$ is a pure dipole. If we define a new radial profile $r_i^E(\theta^A) = r_E + \delta_{ij} x_i^{BH} \Omega_j$ and expand it as $r_i^E = \sum_{lm} r_i^{lm} Y_{lm}^i$, then $x_i^{BH}$ corresponds to the $l = 1$ coefficients:

$$x_i^{BH} = \sqrt{\frac{3}{4\pi}} \left[ -\sqrt{2} \text{Re}(r_{i1}'), \sqrt{2} \text{Im}(r_{i1}'), r_{i0}' \right].$$

FIG. 3: Snapshots of the horizon for a particle in circular orbit at $r_0 = 25M$, with other details as described in the caption of Fig. 2. The relative angle between the tidal bulge and the particle location is $14.5^\circ$, and the radius of the black hole’s orbit is $r_{BH} = 1.21M$.

FIG. 4: Three-dimensional visualizations of the horizon surface at $v = 0$, with the same parameters as Fig. 2. Here we use the embedding (307) rather than (313).
In these expressions we absorb the \(v\) dependence into the coefficients. Note that although we have this one-to-one relationship, the embedding (313) should be used rather than \(x^i_{\text{BH}}(\theta^A; v) = r^i_E(\theta^A; v)\Omega(\theta^A)\); in Eq. (313), the term \(x^i_{\text{BH}}\) represents a uniform translation, shifting the center of the black hole without altering its shape, while in \(x^i_E(\theta^A; v) = r^i_E(\theta^A; v)\Omega(\theta^A)\) it does visibly alter the shape.

We now require a meaningful \(r'_{1m}\) to use in Eq. (315). One option would be to simply use the \(l = 1\) mode of the coordinate profile (301) in the Lorenz gauge. While the coordinate profile is a gauge-dependent quantity, there is good reason to think the Lorenz-gauge profile contains a meaningful dipole mode. As explained in Ref. 80, if the coordinate system is centered on the moving black hole, then the coordinates are noninertial, causing the metric at large \(r\) to grow rather than decay. The transformation from such a gauge to the Lorenz gauge eliminates this feature, and in the Lorenz gauge one can identify the system’s center of mass with the coordinate origin \(r = 0\) (of course keeping in mind that this is only an effective identification because the coordinate origin is deep inside the black hole and not a well-defined curve in the true spacetime manifold).

Unfortunately, the Lorenz-gauge dipole leads to countintuitive behavior that does not scale correctly in the Newtonian limit. In Newtonian theory, if the black hole moves on a trajectory \(Z^i\) and the particle on a trajectory \(z^i\), then the system’s center of mass is \(\frac{M Z^i + m z^i}{M + m}\), and if the center of mass is at the coordinates’ origin, then \(Z^i = -\xi z^i\). The magnitude of the black hole’s displacement should then be \(r_{\text{BH}} = \sqrt{\delta_{ij} Z^i Z^j} = \epsilon r_0\), growing linearly with the particle’s orbital radius \(r_0\). In fact, the Lorenz-gauge dipole does encode such linear growth [S1], and we can even observe the growth in the metric perturbation on the horizon. However, the radial profile (301) only depends on a specific piece of this perturbation, \(h^{(1m)}_{\text{grav}}\), and we find that this decays as \(1/\sqrt{r_0}\) at large \(r_0\). We then arrive at a puzzling conclusion. If we follow an inspiral backward in time, such that the particle spirals outward toward greater radii, then far from the system, in the wave zone, the metric appears to behave as if the coordinates are centered on the center of mass, with the black hole also spiralling outward. But if we make a local measurement of the horizon’s location, we find that while the particle spirals outward, the black hole spirals inward, eventually settling precisely at the coordinate origin.

As an alternative to the Lorenz-gauge measure of the black hole’s center, we can follow the idea that Eq. (310) is a gauge-fixed version of the horizon’s intrinsic metric \(\gamma_{AB}\). After eliminating \(\gamma(AB)\) via a gauge choice, we have \(\gamma_{AB} = \gamma_0 \Omega_{AB} := (r'_{E})^2 \Omega_{AB}\). We can then put this in the form (310) by performing a uniform translation, by an amount \(-x^i_{\text{BH}}\), to eliminate the dipole mode from \(\gamma_0\). This transformation would make the induced metric perfectly round up to \(l > 1\) contributions, as it should be if the coordinates are centered on the center of the black hole. We can then undo the translation, but now treating it exactly rather than perturbatively, to obtain the displaced surface (315). In that expression, \(x^i_{\text{BH}}\) is given by Eq. (315) with \(r'_{1m} = \frac{\gamma_0^{(1m)} - \Omega_{1m}v}{4M}\). Explicitly, appealing to Eq. (59) for \(\gamma_0\), we see that

\[
r'_{1m} = \left(\frac{h^{(1m)}_{\text{grav}}}{4M} + r_{1m}\right) e^{-i\Omega_{1m}v},
\]

where \(r_{1m}\) is given by Eq. (301).

We use this definition of black hole’s center in Figs. 2-3 which display the horizon surface (313) in the \(x\)-\(y\) plane at several values of \(v\) and for two values of \(r_0\). In these plots, we see two effects: the horizon is tidally distorted by the orbiting companion, and it follows a counterclockwise orbit around the center of mass. (We have artificially multiplied \(l > 1\) modes of \(r_E\) by a factor of 200 to make the tidal distortion clearly visible. Other parameters are described in the captions.)

Unfortunately, this definition of the black hole’s position does not exhibit the expected Newtonian behavior. We find numerically that \(x^i_{\text{BH}} \sim -\frac{1}{2} \epsilon x^i_p\) at large \(r_0\) rather than to \(x^i_{\text{BH}} = -e x^i_p\). The linear scaling with \(r_0\) is correct, and it is quite unlike the \(\sim 1/\sqrt{r_0}\) behavior of the Lorenz-gauge coordinate position. But there is a confounding factor-of-2 disagreement. This suggests that a different definition of \(x^i_{\text{BH}}\) is required. We leave investigation of this issue to future work.

For completeness, in Fig. 4 we display complementary three-dimensional views of the horizon. Since this figure illustrates the shape (rather than motion) of the horizon, for it we use the traditional embedding (307).

\[\text{2. Horizon teleology}\]

Like the black hole, the companion follows a counterclockwise orbit, with a trajectory \(x^i_p(t) = [r_0 \cos(\Omega t), r_0 \sin(\Omega t), 0]\), such that at advanced time \(v\) it is at a position

\[
x^i_p = \{r_0 \cos[\Omega(v - r_0^c)], r_0 \sin[\Omega(v - r_0^c)], 0\},
\]

where \(r_0^c\) is the tortoise coordinate at the particle’s location. In each plot, the dotted line points toward this position. The dashed line points toward the location of greatest tidal distortion of the horizon—the tidal bulge. As we can see from the plots, the tidal bulge consistently leads the companion’s orbit by a constant angle, seeming to point toward the companion’s future location.

\[\text{5 The alternative formula (110) does depend on other pieces of the dipole perturbation, but those pieces are found to precisely cancel.}\]

\[\text{6 Note that the displacement of the black hole from the center of mass creates an } O(\epsilon r_0) \text{ correction to the angle between the two}\]
This lead angle has been discussed many times in the past. It markedly contrasts with the behavior of a fluid body. In Newtonian physics, the tidal bulge of an inviscid fluid body points toward the companion’s instantaneous position. If the fluid is viscous, then the tidal bulge lags behind the companion’s orbit. In relativistic physics, the tidal bulge will also lag due to retardation. In no case does the fluid body’s bulge lead the companion’s orbit. Previous literature has offered the explanation that the tidal lead is due to the teleological nature of the event horizon: the horizon effectively anticipates the companion’s future location. More mathematically, Eq. (143) tells us that the horizon’s deformation leads the metric perturbation by a time of order $1/\kappa_0$.

However, such an explanation cannot be wholly correct. At linear order, the event horizon is indistinguishable from the apparent horizon: their radial profiles (with $n = 1$) and (116) are identical. Therefore the event horizon’s location on a slice of constant advanced time $v$ is completely determined by information on that slice. This rules out a truly teleological explanation, but it also suggests a nonteleological one. An apparent horizon is not pulled toward the orbiting companion; it is repelled by it. This is because the companion pulls light rays toward itself and hence away from the black hole, helping them to escape. Therefore the tidal bulge of the horizon cannot be interpreted in the same way as the tidal bulge of a fluid body. The bulge of a fluid body is created by the companion pulling the fluid toward itself, while the companion’s pull on light rays has precisely the opposite effect on the black hole’s horizon. Rather than thinking of the bulge leading the orbit, we can think of the depression lagging the orbit due to retardation.

Of course, this only describes the behavior of the side of the horizon nearest the companion. But we can also explain the behavior of the other sides. The bulge is created because on the bulging sides of the horizon, light rays pulled toward the companion fall into the hole, and the orientation of this effect again lags the orbit due to retardation. There is a less obvious reason why the far side of the horizon is depressed. Naively, one would expect that since the companion pulls light rays toward itself, it will pull them into the black hole if they are on the far side of the hole. This would suggest that the horizon should bulge outward on the far side, rather than being depressed. However, it is depressed there for the same reason that a fluid body bulges there: the companion’s pull is weaker on the far side than at the black hole’s “center”, meaning the companion pulls the black hole’s center toward itself more than it pulls light rays into the black hole.

Although these simplistic descriptions ignore the complexity of field propagation in the strong gravity of the black hole, it is clear that since the horizon is an apparent horizon, there must be a nonteleological explanation of its shape and orientation. This conclusion is reinforced by the fact that similar behavior has been observed in the apparent horizon in full numerical relativity.

One might wonder (a) how this is reconciled with the teleological solution (143), and (b) whether the lead angle is fundamentally a teleological effect that only becomes effectively causal as a consequence of the temporal localization of the event horizon in a binary. We believe both questions are answered by the fact that the shape we have plotted is an apparent horizon regardless of whether or not it is the event horizon: the radial profile of the apparent horizon, (116), encodes the lead angle. This tells us that the tidal deformation at time $v$ is determined solely by the behavior of null vectors at time $v$. In the case that the event horizon becomes temporally localized, reducing the teleological solution (143) to the localized solution (159), then it too only depends on the behavior of null vectors at time $v$; the localized solution only encodes the teleological nature of (143) in the weak sense of encoding the tangent vector to a curve at time $v$ (as opposed to only encoding the location of the curve at that time). The “lead time” $1/\kappa_0$ is only teleological in that same weak sense. It is simply a statement about null tangent vectors, rather than a statement about the far future of null curves.

Yet the teleological solution (143) does impose boundary conditions in the future. What is their relevance? They only serve to rule out exponentially growing solutions, which would describe null curves that escape to infinity. The future boundary conditions therefore only ensure that the null curves are marginally trapped. In other words, they ensure that the event horizon remains close to the apparent horizon. Rather than inferring that the apparent horizon exhibits the event horizon’s teleological behavior, we can infer that the event horizon, by hewing close to the apparent horizon, exhibits the apparent horizon’s nonteleological behavior.

We also stress that the identification of the two horizons does not depend on the localization: at linear perturbative order, the event horizon is an apparent horizon under fairly general conditions. In the context of a binary, the linear-order identification only breaks down as the companion enters into its plunge. In those final moments, teleological effects do arise at linear order, as additional null rays join the event horizon in anticipation of the companion’s entry into the black hole.

To more starkly illustrate that difference between the teleological and the nonteleological, we can consider a thought experiment in which the companion orbits the black hole while a pulse of null radiation approaches on a radial trajectory. Suppose the pulse is timed such that it strikes the companion and sends it into either a plunge or an escape trajectory. The pulse approaches on a surface $v = v_{\text{pulse}}$. For all $v < v_{\text{pulse}}$, the pulse

---

7 Note also that Eq. (139) is the unique solution to Eq. (135) if we assume a two-timescale ansatz.
is out of causal contact with the black hole, and the apparent horizon behaves just as we have illustrated it. But the event horizon anticipates the pulse, and additional generators begin to join it. At a time $v_{\text{teleo}} \approx v_{\text{pulse}} - \kappa_0^{-1}$, this teleological effect becomes significant. If the pulse ultimately knocks the companion into the black hole, then at $v_{\text{teleo}}$, the event horizon must already be significantly reaching out to meet the companion’s plunge. If instead the pulse sends the companion into an escape trajectory, then at $v_{\text{teleo}}$ the event horizon must already be adjusting itself in a very different way. Yet at $v_{\text{teleo}}$ the apparent horizon is identical in both cases. Unaffected by the future events, it continues to exhibit the same tidally deformed shape with the same lead angle.

VIII. CONCLUSION

In this paper, motivated by the work that was necessary in Ref. [19], we have focused on a few features of perturbed horizons: their location and surface area, the quasilocal mass they contain, and their scalar curvature. We have primarily highlighted the degree to which the apparent and event horizon differ beginning at second perturbative order. In particular, we have established the relationships (274), (275), (276), and (278) between the horizons’ radii, intrinsic metrics, scalar curvatures, and surface areas, along with the equality (283) of their Hawking masses. Although we have not discussed the Hawking-Hayward mass $M_{\text{HH}}$ [66], an immediate corollary of our results is that the two horizons also have equal values of $M_{\text{HH}}$ through order $\epsilon^2$.

Our results have illuminated several important, but subtle issues that arise in the study of perturbed black holes. First, we have highlighted the fact that the apparent and event horizons are identical at first perturbative order (except in certain cases such as shortly before merger in a binary). This was already known, as it is a simple consequence of the event horizon’s expansion scalar vanishing at linear order, but to our knowledge it has not been emphasized in the literature. Because the event horizon is indistinguishable from an apparent horizon at linear order, one must be cautious in ascribing any teleological behavior to it. In Sec. VII C we have explained how even seemingly teleological behavior such as the “tidal lead” in a binary is actually nonteological in origin.

Along the same lines, in Sec. VII C we have shown how, in a small-mass-ratio binary, the event horizon of the central black hole is effectively localized in time at all perturbative orders. This result establishes that in the small-mass-ratio context, teleological effects are negligible even beyond linear order.

Another important conclusion follows from our result that the apparent and event horizons have identical Hawking masses through second order. The Hawking mass of the apparent horizon grows monotonically, obeying a physically intuitive “flux-balance” law $\text{(29)}$, which implies that the mass grows at the rate that energy crosses the horizon. Our result therefore shows that the Hawking mass of the event horizon obeys the same flux-balance law at least through second order. Besides its intrinsic interest, this may be useful in deriving and interpreting second-order balance laws for small-mass-ratio inspirals, which would relate the evolution of the companion’s orbit to (i) the evolution of the central black hole, and (ii) the gravitational waves emitted to infinity.

All our results have been obtained in two formulations: in a form that does not specify a choice of gauge, and in a gauge-fixed form. In either case, the metric-perturbation inputs can be calculated in any gauge. If one uses the unfixed formulas, one’s choice of gauge will influence one’s results for the horizon area and scalar curvature, for example. That may or may not be advantageous depending on context; one might wish to use a gauge condition corresponding to a specific choice of horizon foliation, for example. On the other hand, the gauge-fixed formulation provides invariant results carrying a specific geometric interpretation.

From this starting point, there are many obvious follow-ons that we leave to future work. First, one might derive perturbative formulas for the black hole’s spin and higher multipole moments.

Second, our results have revealed a puzzling discrepancy between the location of the horizon and the expected Newtonian limit. To better characterize the black hole’s orbit around the system’s center of mass, one might derive a perturbative formula for an invariant linear momentum such as the Hawking momentum $\text{(84)}$ or an analogous orbital angular momentum.

Third, in a dynamically evolving spacetime with a two-timescale character, can we meaningfully identify an average horizon that only evolves on the slow timescale, and is it precisely a Kerr horizon with slowly evolving mass and spin, or does it contain higher moments that deviate from Kerr? Such a study might draw on the framework of slowly evolving horizons in Ref. [85].

To characterize this average horizon, a critical step would be obtaining flux-balance equations governing the evolution of the averaged mass, spin, and higher moments. This would involve higher-order extensions of standard relations for the black hole’s mass and spin evolution in terms of the shear of the horizon generators [31], as well as equations for the higher moments that describe black hole memory effects [52, 53].

Finally, an important goal will be to numerically compute these second-order effects on the horizon in realistic binary scenarios. That programme of research was initiated in the calculation of the apparent horizon’s irreducible mass in Ref. [19], and more such calculations will soon be possible. Since the event horizon begins to differ from the apparent horizon at second order, these calculations may also allow us to identify genuine teleological effects during an inspiral.
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Appendix A: Perturbative formulas for curvature tensors

In this appendix we review the derivation of perturbed curvature tensors through second order. Because we use these formulas for the curvature of the horizon, not solely for the Einstein equations, we allow the background metric to have nonvanishing Ricci curvature. Unlike in the body of the paper, here we use the inverse of the background metric to raise indices.

The derivation follows standard methods in Ref. [37], for example. We consider a generic metric of the form \( \tilde{g}_{\alpha\beta} = g_{\alpha\beta}^{(0)} + h_{\alpha\beta} \). The Christoffel symbols associated with \( g_{\alpha\beta}^{(0)} \) and those associated with \( g_{\alpha\beta} \) are related by

\[
\Gamma_{\beta\gamma}^{\alpha} - (0)\Gamma_{\beta\gamma}^{\alpha} = C_{\beta\gamma}^{\alpha},
\]  

(A1)

where

\[
C_{\beta\gamma}^{\alpha}[h] := \frac{1}{2} g^{\alpha\mu} (h_{\mu\beta;\gamma} + h_{\mu\gamma;\beta} - h_{\beta\gamma;\mu}),
\]

(A2)

and a semicolon denotes covariant differentiation compatible with \( g_{\alpha\beta}^{(0)} \). In terms of this tensor, the Riemann tensors of the two metrics are related by

\[
R_{\beta\gamma\delta} = (0)R_{\beta\gamma\delta} + 2C_{\beta\gamma}^{\alpha}[h] + 2C_{\mu}[\delta]C_{\beta\delta}^{\mu}.
\]

(A3)

The Ricci tensors are therefore related by

\[
R_{\alpha\beta} = R_{\alpha\beta}^{(0)} + 2C_{\alpha\beta}[h] + 2C_{\mu}[\alpha]C_{\beta\mu}^{\alpha}.
\]

(A4)

We now expand the Ricci tensor in powers of \( h_{\alpha\beta} \) using

\[
g^{\alpha\beta} = g^{\alpha\beta}^{(0)} - h^{\alpha\beta} + h^{\alpha\gamma} h^{\gamma\beta} + O((h)^3). \quad \text{(A5)}
\]

The result is

\[
R_{\alpha\beta} = R_{\alpha\beta}^{(0)} + \delta R_{\alpha\beta}[h] + \delta^2 R_{\alpha\beta}[h] + O((h)^3). \quad \text{(A6)}
\]

where

\[
\delta R_{\alpha\beta} = -\frac{1}{2} (h_{\alpha\beta;\gamma} + h_{\gamma;\alpha\beta}) + h_{\mu(\alpha;\beta)}^\mu,
\]

(A7)

and

\[
\delta^2 R_{\alpha\beta} = \frac{1}{3} h^{\mu\nu\alpha\beta} h_{\mu\nu;\beta} + \frac{1}{2} h^{\mu\beta} _{\gamma\nu} (h_{\mu\alpha\nu} - h_{\nu\alpha\mu})
\]

\[
- \frac{1}{2} h^{\nu\mu}_{\nu\beta} (2h_{\mu(\alpha;\beta)} - h_{\alpha\beta}^\mu)
\]

\[
- \frac{1}{2} h^{\mu\nu} (2h_{\mu(\alpha;\beta)} - h_{\alpha\beta}^\mu - h_{\nu\alpha\beta}),
\]

(A8)

where a * denotes trace reversal, as in \( h_{\mu
u}^* := h_{\mu\nu} - \frac{1}{2} g^{\mu\nu} h_{\alpha\beta} \).

The perturbations of the Ricci scalar are straightforwardly deduced from those of the Ricci tensor. We have

\[
R = R^{(0)} + \delta R[h] + \delta^2 R[h] + O((h)^3).
\]

(A9)

with

\[
\delta R[h] = g_{\alpha\beta}^{(0)} \delta R_{\alpha\beta}[h] - h^{\alpha\beta} R_{\alpha\beta}^{(0)},
\]

(A10)

\[
\delta^2 R[h] = g_{\alpha\beta}^{(0)} \delta^2 R_{\alpha\beta}[h] - h^{\alpha\beta} \delta R_{\alpha\beta}[h]
\]

\[
+ h^{\alpha\gamma} h^{\gamma\beta} R_{\alpha\beta}^{(0)}.
\]

(A11)

Explicitly,

\[
\delta R[h] = -h^{\alpha\beta} R_{\alpha\beta}^{(0)} - h^{\alpha\beta} h^{\alpha\beta} + h^{\alpha\beta} R_{\alpha\beta}^{(0)},
\]

(A12)

and

\[
\delta^2 R[h] = \frac{3}{4} h^{\mu\nu;\beta} h_{\mu\nu;\beta} - \frac{1}{2} h^{\mu\beta;\nu} h_{\nu\beta;\mu} - h^{\mu\nu;\alpha} h_{\alpha\nu;\mu} - h^{\mu\nu} (h_{\alpha\nu;\alpha} - h_{\alpha\nu} h_{\alpha\mu} - h_{\mu\alpha} h_{\nu\alpha})
\]

\[
+ h^{\alpha\gamma} h^{\gamma\beta} R_{\alpha\beta}^{(0)}.
\]

(A13)

Appendix B: Coupling of spherical harmonics

In various places in the body of the paper, we must decompose products of angular functions into scalar spherical harmonics. That is, for a function \( Z(\theta^B) = \chi_{A_1 \cdots A_n} (\theta^B) \psi^{A_1 \cdots A_n} (\theta^B) \), we require

\[
Z_{lm} = \int \hat{Y}^{lm} Z d\Omega.
\]

(B1)

Each of the angular functions in the integrand is itself expressed as a sum of harmonics, leading to integrals with the schematic form

\[
Z_{lm} = \sum_{l'm'} \chi^{l'm'}(\theta^B) \int \hat{Y}^{lm} \chi^{l'm'} A_{l'm'} d\Omega,
\]

(B2)
where $Y^{l'm'}_{A_1\ldots A_n}$ and $X^{a_{l'm'}}_{A_1\ldots A_n}$ are constructed from $Y^{lm}$ through linear operations involving $\epsilon_{AB}$, $\Omega_{AB}$, $\Omega^{AB}$, and $D_A$.

To evaluate such derivatives, we express the integrand in terms of spin-weighted spherical harmonics, which are constructed from a complex basis on $S^2$. We define

$$m^A := \left(1, \frac{i}{\sin \theta}\right), \quad (B3)$$

in spherical coordinates $(\theta, \phi)$; the basis is then $\{m^A, \bar{m}^A\}$. These basis vectors have the useful properties

$$\Omega_{AB}m^A m^B = 0, \quad (B4)$$
$$\Omega_{AB}m^A \bar{m}^B = 2, \quad (B5)$$
$$m^B D_B m^A = m^A \cot \theta, \quad (B6)$$
$$\bar{m}^B D_B m^A = -m^A \cot \theta, \quad (B7)$$
$$\epsilon_{AB}m^B = i \Omega_{AB}m^B, \quad (B8)$$
$$\Omega^{AB} = \frac{1}{2} (m^A \bar{m}^B + \bar{m}^A m^B). \quad (B9)$$

Our definition of $m^A$ differs by a factor of $\sqrt{2}$ relative to that of Ref. [SS], and it is normalized on the unit sphere rather than a sphere of radius $r$. In terms of $m^A$, we define derivative operators $\bar{\partial}$ and $\bar{\partial}$ that act on a scalar of spin-weight $s$

$$\bar{\partial}v = (m^A D_A - s \cot \theta) v, \quad \bar{\partial}v = (\bar{m}^A D_A + s \cot \theta) v. \quad (B10)$$

Our definitions here differ by an overall minus sign relative to those of Ref. [SS]. A quantity $v$ has spin-weight $s$ if it transforms as $v \rightarrow e^{is\varphi} v$ under the complex rotation $m^A \rightarrow e^{i\tau} m^A$. $\bar{\partial}v$ raises the spin weight by 1, while $\bar{\partial}$ lowers it by 1.

The spherical harmonics of spin-weight $s$ are

$$s Y^{lm} := \frac{1}{\lambda_s} \int \frac{(-1)^s \bar{\partial}^s Y^{lm}}{\bar{\partial} |s|} \, d\Omega, \quad 0 \leq s \leq l, \quad -l \leq s \leq 0, \quad (B12)$$

where

$$\lambda_s := \sqrt{\frac{(l + |s|)!}{(l - |s|)!}}. \quad (B13)$$

The integral of three spin-weighted harmonics is

$$C^{lms}_{l'm's'} Y^{lm} Y^{l'm'} Y^{l'm's'} \, d\Omega. \quad (B14)$$

In the case that $s = s' + s''$, the coupling constants are given by

$$C^{lms}_{l'm's''} = (-1)^{m+s} \sqrt{\frac{(2l + 1)(2l' + 1)(2l'' + 1)}{4\pi}} \times \left(\begin{array}{ccc} l & l & l' \\ s & -s' & -s'' \end{array}\right) \left(\begin{array}{ccc} l' & l'' & m' \\ -m & m' & m'' \end{array}\right). \quad (B15)$$

where the arrays are $3j$ symbols. These symbols inherit symmetries from the $3j$ symbols, specifically

$$C^{lms}_{l'm's'} Y^{lm} Y^{l'm'} Y^{l'm's'} = (-1)^{l+l'+l''} C^{lms}_{l'm's'}, \quad (B16)$$
$$C^{lms}_{l'm's'} Y^{lm} Y^{l'm'} Y^{l'm's'} = (-1)^{l+l'+l''} C^{lms}_{l'm's'}, \quad (B17)$$
$$C^{lms}_{l'm's'} Y^{lm} Y^{l'm'} Y^{l'm's'} = C^{lms}_{l'm's'}. \quad (B18)$$

For $s = 0$ and $s' = -s''$, they have the special value

$$C^{000}_{l'm's'} Y^{lm} Y^{l'm'} Y^{l'm's'} = \frac{(-1)^{l'+l''}}{\sqrt{\pi}} \delta_{ll'} \delta_{mm'} \delta_{m'm'}. \quad (B19)$$

We evaluate all integrals of the form [B2] by expressing the integrand as a sum of terms of the form [B14]. This is straightforwardly accomplished by applying the identities [B15], [B19] and the definitions [B17]. For example, $D_A Y^{lm} = \frac{1}{2} (m_A m^B + m^A m_B) D_B Y^{lm}$ together with Eqs. [B10] and [B11] leads to

$$Y^{lm}_{A'} := D_A Y^{lm} = \frac{1}{2} \lambda_1 (-1)^{l'm_m A - 1} Y^{lm}_{m_A}. \quad (B20)$$

The specific integrals involved in calculating $r_{l'm'}^{(2)}$ are found to be

$$\int Y^{lm} Y^{l'm'} d\Omega = \int Y^{lm} X^{A}_{m'} Y^{l'm'} d\Omega = -\frac{1}{2} \lambda_1' \lambda_1'' \bar{\sigma} C^{lms}_{m'm''}, \quad (B21)$$
$$\int Y^{lm} Y^{l'm'} Y^{l'm''} d\Omega = \frac{i}{2} \lambda_1' \lambda_1'' \sigma C^{lms}_{m'm''}, \quad (B22)$$
$$\int Y^{lm} Y^{l'm'} X^{AB}_{m' m''} d\Omega = \int Y^{lm} X^{AB}_{m'} Y^{l'm''} d\Omega = \frac{1}{4} \lambda_2' \lambda_2'' \sigma C^{lms}_{m'm''}, \quad (B23)$$
$$\int Y^{lm} Y^{l'm'} X^{AB}_{m' m''} d\Omega = \frac{i}{4} \lambda_2' \lambda_2'' \bar{\sigma} C^{lms}_{m'm''}, \quad (B24)$$

where $\lambda'_s := \lambda_s(l')$, $\lambda''_s := \lambda_s(l'')$, $\bar{\sigma} := (-1)^{m+l'+l''}$ and $\sigma := \pm 1. \quad (B25)$

In the calculation of $R^{(2)}$, third angular derivatives of $Y^{lm}$ arise. These are treated in the same way, with higher-order versions of Eq. [B20] containing spin weights up to $\pm 3$.

**Appendix C: Second-order expressions**

In this appendix we compile results for various second-order quantities.

The functions of $v$ appearing in the mode decomposition [96] of the second-order scalar curvature $R^{(2)}$ are

$$(3) R^{lm}_{l'm''} = \frac{2048 M^6}{\gamma'' - \gamma_0} \left(\xi'_+ \gamma'' + \xi'_+ \gamma''\right), \quad (C1a)$$
\[
(2) R_{(l' m' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{256 M^6} \left( \xi_{l'}^2 + \xi_{l''}^2 \right), \quad (C1b)
\]

\[
(1) R_{(l' m' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{2048 M^6} \left\{ (\mu')^2 (\mu'')^2 \left( \xi_{l'} + \xi_{l''} \right) - \xi_{l'}^2 (\xi_{l''} + 2 \eta_{v+}) - 12 (\mu')^2 \eta_{v+} \xi_{l'} \right\}, \quad (C1c)
\]

\[
(0) R_{(l' m' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{64 M^6} \left\{ 2 \xi_{l'}^2 - \xi_{l''}^2 \right\}, \quad (C1d)
\]

where \(\lambda_s(l)\) is defined in Eq. (B13), \(\lambda_s(l')\), \(\lambda_s(l'')\), and \(\sigma\) and \(\sigma_{\pm}\) are defined in Eq. (B25). In these expressions we have introduced the compact notation \(\xi_{l'} := \xi_{l'(1)}(v), \xi_{l''} := \xi_{l''(1)}(v)\), and so on, along with the combinations \(\gamma_{c/\gamma} := \sigma_{\pm} + i \sigma_{\mp}\) and \(\gamma_{c/\gamma} := \sigma_{\pm} + i \sigma_{\mp}\) (suppressing \(nlm\) labels). The second-order term appearing in the expansion scalar (113) is

\[
\psi_{\pm}^{(2)} = \frac{1}{32 M^4} \left[ 8 M^2 (1 - D^2)r_{v+} + 16 M^2 \partial_h h_{v-} - 8 M^2 D^2 h_{v-} + 4 M h_{vA} \Omega B h_{vB} + 4 M h_{vA} h_{vB} \right] + 16 M^2 h_{vA} h_{vB} - 2 h_{vA} r_{v+} + 8 M^2 h_{vA} r_{v+} - 8 M^2 h_{vB} r_{v+} - 8 M^2 r_{v+} - 2 \partial_h h_{vB} r_{v+} + 2 M r_{v+} h_{vA} + 12 M h_{vB} r_{v+} - 8 M^2 h_{vB} r_{v+} + 8 M^2 h_{vB} r_{v+} + 2 M r_{v+} h_{vB} + 2 M h_{vB} r_{v+} - 8 M^2 h_{vB} r_{v+} + 8 M^2 h_{vB} r_{v+}
\]

The functions appearing in the mode decomposition [117] of \(\psi_{\pm}^{(2)}\) are given by

\[
(2) \Theta_{(l'' m'' v'' m'' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{64 M^6} \left( \partial_h h_{v-} - 2 h_{v-} \right) h_{v+} + \left( \partial_h h_{v+} - 2 h_{v+} - 2 r_{v+} \right) h_{v+}, \quad (C3a)
\]

\[
(1) \Theta_{(l'' m'' v'' m'' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{32 M^6 \sqrt{\pi}} \left[ -4 M h_{vA} h_{vB} - 4 M h_{vA} h_{vB} + (\mu')^2 h_{vA} h_{vB} + (\mu''^2) h_{vA} h_{vB} + 2 \partial_h h_{vB} r_{v+} - 8 M^2 h_{vB} r_{v+} \right] + 4 M^2 \partial_h h_{vB} r_{v+} - 4 M^2 \partial_h h_{vB} r_{v+} + 8 M^2 \partial_h h_{vB} r_{v+} \left( \partial_h h_{vB} - \partial_h h_{vB} \right), \quad (C3b)
\]

\[
(0) \Theta_{(l'' m'' v'' m'' v' m v)}^{(l m v')} = \frac{1}{8 M^2 \sqrt{\pi}} \left\{ -2 M h_{vA} h_{vB} + (\mu')^2 h_{vA} h_{vB} + (\mu''^2) h_{vA} h_{vB} - M (\lambda_s l') h_{vA} h_{vB} + 4 M^2 [1 - (\lambda_s l')^2] h_{vA} h_{vB} + 4 M^2 r_{v+} \partial_h h_{vB} - 4 M^2 h_{vB} r_{v+} + 2 M^2 h_{vB} \left[ -4 M h_{vA} + (\mu''^2) h_{vB} + 2 r_{v+} \partial_h h_{vB} - 4 M^2 \partial_h h_{vB} + 2 M^2 h_{vB} \right] \right\}, \quad (C3c)
\]

where \(\mu'' := \mu(l'')(l'' + 2(l'' - 1), and we define \(h'_{v+} := h_{vA}(l'v') + (v', 2M), h''_{v+} := h_{vB}(l'v'') + (v', 2M), and so on. The combinations \(h_{c/\gamma}, h_{c/\gamma}, h_{a/\gamma}, h_{a/\gamma}, h_{a/\gamma}, \) and \(h_{a/\gamma}\) are defined in terms of \(h_{c/\gamma}\) and \(h_{a/\gamma}\) following the notation described below Eq. (C1). In the gauge-fixed form of Sec. VII these coefficients become

\[
(2) \hat{\Theta}_{(l'' m'' v'' m'' v' m v)}^{(l m v')} = \frac{\lambda_s l^v}{64 M^4} \left( \partial_h \hat{h}_{v-} - 2 \hat{h}_{v-} \right) \hat{h}_{v+} + \left( \partial_h \hat{h}_{v+} - 2 \hat{h}_{v+} - 2 r_{v+} \right) \hat{h}_{v+}, \quad (C4a)
\]

\[
(1) \hat{\Theta}_{(l'' m'' v'' m'' v' m v)}^{(l m v')} = \frac{-2 \lambda_s l^v}{64 M^4} \left( \hat{h}_{v+} \hat{h}_{v-} + \hat{h}_{v+} \hat{h}_{v-} \right), \quad (C4b)
\]
The $l = 0$ term in the second-order correction to the apparent horizon’s radius, \( \text{(18)} \), is

\[
   r_{\text{app}}^{(2)} = 2 M h_{\text{app}}^{(200)} - \partial_v h_{\text{app}}^{(200)} + \frac{1}{32 M^2 \sqrt{\pi}} \sum_{l m} \left[ 4 \lambda^2 h_{(1m)}^{(1m)} h_{(1m)}^{(1m)} - 4 M \lambda^2 h_{(1m)}^{(1m)} h_{(1m)}^{(1m)} \right] + 4 (\lambda^2 + 1) h_{(1m)}^{(1m)} r_{\text{lm}}^{(1m)} \\
   + 8 M (2 + \lambda^2) |r_{\text{lm}}^{(1m)}|^2 - 8 M \lambda^2 \left( |h_{\text{lm}}^{(1m)}|^2 + |h_{\text{lm}}^{(1m)}|^2 \right) + 16 M^2 \lambda^2 r_{\text{lm}}^{(1m)} \partial_v h_{\text{lm}}^{(1m)} - 4 M r_{\text{lm}}^{(1m)} \partial_v h_{\text{lm}}^{(1m)} \\
   - 8 M h_{(1m)}^{(1m)} \left( 4 M^2 h_{\text{lm}}^{(1m)} - \lambda^2 h_{\text{lm}}^{(1m)} + r_{\text{lm}}^{(1m)} \right) + 2 M r_{\text{lm}}^{(1m)} - M \partial_v h_{\text{lm}}^{(1m)} + 32 M^3 r_{\text{lm}}^{(1m)} \partial_v h_{\text{lm}}^{(1m)} \\
   + 16 M^2 h_{\text{lm}}^{(1m)} r_{\text{lm}}^{(1m)} - 16 M^2 \lambda^2 r_{\text{lm}}^{(1m)} \partial_v h_{\text{lm}}^{(1m)} + \frac{1}{2 \lambda^2} \partial_v \left( |h_{\text{lm}}^{(1m)}|^2 + |h_{\text{lm}}^{(1m)}|^2 \right) + 2 \partial_v h_{\text{lm}}^{(1m)} \right] \right]. \tag{C5}
\]

Finally, the quantities $H_{\text{app}}^{(200)}$ and $\dot{H}_{\text{app}}^{(200)}$ appearing in Eq. \( \text{(305)} \) are given by

\[
   H_{\text{app}}^{(200)} = h_{\text{app}}^{(200)} + 2 \partial_v \zeta_{(100)}^{(1)} \right. \\
   + \frac{1}{\sqrt{4 \pi}} \sum_{l m} \left[ \zeta_{(1m)}^{(1)} \partial_a p_{(a)}^{(lm)} + \lambda^2 \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} + 2 \partial_v \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} + 2 \lambda^2 \partial_v \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} \right], \tag{C6}
\]

\[
   \dot{H}_{\text{app}}^{(200)} = \dot{h}_{\text{app}}^{(200)} \right. \\
   + \frac{1}{\sqrt{4 \pi}} \sum_{l m} \left[ \zeta_{(1m)}^{(1)} \partial_a p_{(a)}^{(lm)} + \lambda^2 \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} + \frac{1}{2} \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} + \zeta_{(1m)}^{(1)} \bar{p}_{(a)}^{(lm)} \right]. \tag{C7}
\]

All quantities here are evaluated at $r = 2 M$. When acting on a nonconjugated quantity, $\partial_a = -i m \Omega$; on a conjugated quantity, $\partial_a = +i m \Omega$. The harmonic coefficients of $\zeta_{(1)}^{(1)}$ are given in Sec. \textbf{VI} with the mode-number replacement $k \to m$:

- $\zeta_{(1m)}^{(1)}$ is given by \( \text{(205)} \) for $l > 0$ and by $\zeta_{(100)}^{(1)} = 0$ for $l = 0$;

- $\zeta_{(1m)}^{(1)}$ by Eq. \( \text{(195)} \);

- $\zeta_{(1m)}^{(1)}$ by Eqs. \( \text{(191)} \) and \( \text{(192)} \) for $m \neq 0$, by Eq. \( \text{(219)} \) for $m = 0$, by Eq. \( \text{(222)} \) for $m = 0$ and $l = 1$. $\zeta_{(1)}^{(100)}$ does not contribute because $\lambda_2 = 0$ for $l = 1$.

The quantity $p_{\alpha \beta} := h_{\alpha \beta}^{(1)} + \frac{1}{2} \zeta_{(1)}^{(1)} g_{\alpha \beta}$ has tensor-harmonic coefficients

\[
   \left. p_{\alpha \beta}^{(lm)} = \frac{1}{2} h_{\alpha \beta}^{(1m)} + \frac{1}{2} \zeta_{(1m)}^{(1)} \right), \tag{C8}
\]

\[
   \left. p_{\alpha \beta}^{(lm)} = h_{\alpha \beta}^{(1m)} + 2 M^2 \partial_v \zeta_{(1m)}^{(1)} + \frac{1}{2} \zeta_{(1m)}^{(1)} \right), \tag{C9}
\]

\[
   \left. p_{\alpha \beta}^{(lm)} = h_{\alpha \beta}^{(1m)} + 2 M^2 \partial_v \zeta_{(1m)}^{(1)} - M \partial_v h_{\text{lm}}^{(1m)} \right), \tag{C10}
\]

\[
   \left. p_{\alpha \beta}^{(lm)} = h_{\alpha \beta}^{(1m)} + 2 M^2 \lambda^2 \zeta_{(1m)}^{(1)} \right), \tag{C11}
\]

\[
   \left. p_{\alpha \beta}^{(lm)} = \partial_v h_{\text{lm}}^{(1m)} + (1 + 2 M \partial_v) \zeta_{(1m)}^{(1)} \right), \tag{C12}
\]

\[
   \left. p_{\alpha \beta}^{(lm)} = \partial_v h_{\text{lm}}^{(1m)} + 4 M^2 \zeta_{(1m)}^{(1)} \right). \tag{C13}
\]

where, again, all quantities are evaluated at $r = 2 M$. $\partial_v \zeta_{(1m)}^{(1)}$ and $\partial_v \zeta_{(1m)}^{(1)}$ can be read off of Eqs. \( \text{(201)} \) and \( \text{(202)} \).
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