On the validity of microscopic calculations of double-quantum-dot spin qubits based on Fock-Darwin states
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We consider two typical approximations that are used in the microscopic calculations of double-quantum-dot spin qubits, namely, the Heitler-London (HL) and the Hund-Mulliken (HM) approximations, which use linear combinations of Fock-Darwin states to approximate the two-electron states under the double-well confinement potential. We compared these results to a case in which the solution to a one-dimensional Schrödinger equation was exactly known and found that typical microscopic calculations based on Fock-Darwin states substantially underestimate the value of the exchange interaction, which is the key parameter that controls the quantum dot spin qubits. This underestimation originates from the lack of tunneling of Fock-Darwin states, which is accurate only in the case with a single potential well. Our results suggest that the accuracies of the current two-dimensional molecular-orbit-theoretical calculations based on Fock-Darwin states should be revisited since underestimation could only deteriorate in dimensions that are higher than one.

I. INTRODUCTION

Quantum computing has garnered much research interest owing to its potential in solving problems that are considered overwhelming for classical computers, such as factoring an integer in an efficient manner using Shor’s algorithm, and high-speed search in an unstructured search space using Grover’s algorithm. Encoding of a qubit, which is the fundamental unit in quantum computation, has been proposed for a number of physical systems. In particular, spin qubits encoded in semiconductor quantum dots have been thought to be among the best candidates owing to their long coherence time, relatively high control fidelities, and their potential to be scaled up. With respect to the host material, namely, semiconductor quantum dot, many qubit architectures have been proposed, including the single-spin qubit encoded in the spin states (spin-up or spin-down) of an electron, the singlet-triplet (ST$_0$) qubit using singlet and triplet states of two-electron states as the computational basis, and the exchange-only qubit. As well as its alternative version, the resonance-exchange qubit, can be realized by particular three-electron states in triple quantum-dot and hybrid qubits. Conventionally, the microscopic theoretical studies of double quantum dots are established by utilizing molecular orbital theory. By adopting Fock-Darwin (F-D) states, the calculations based on the configuration interaction method are performed conveniently, and various qubit features have been derived, such as the exchange interaction and energy spectra of the ST$_0$ qubit along with their dependencies on external factors such as electric and magnetic field strength as well as their responses to environmental noises. Several approaches have been proposed to investigate the exchange interaction in the ST$_0$ qubit. Among them, the simplest methods that are sufficient for capturing the qualitative information of the exchange interaction of the ST$_0$ qubit are the Heitler-London (HL) approximation and the Hund-Mulliken (HM) approximation, which is more accurate. In addition to the HL and HM approximations, a more complete calculation methodology, namely, the full configuration interaction calculation, was adopted to provide a precise result. It was also shown that the characterization of valley-orbit coupling is crucial for complementing the study of energy splitting in the Si quantum dot qubit. In this paper, we propose an alternative approach to the above-mentioned approaches toward tackling the two levels of approximation that arise when HL or HM approximation is adopted in the study of the exchange interaction of the ST$_0$ qubit, which may lead to certain degrees of deviation and errors regarding the calculation results. The first level of approximation is made when multiple-electron wave functions in double or multiple quantum dots are constructed by single-well single-electron Schrödinger equation solutions, namely, the Fock-Darwin (F-D) states. Secondly, with the assumption of negligible mixing between excited states and the ground state, only the ground-state wave function is considered in the construction of multiple-electron wave functions. In this paper, we attempted to relax the first level of approximation by utilizing the solutions of exactly solvable single-particle double-well Schrödinger equation, presented by Caticha (1995) as a replacement of Gaussian function (F-D states) to construct two-electron wave functions in the double quantum dot for calculating the exchange interaction of the ST$_0$ qubit. Since the exactly solvable double-well solutions allow electron tunneling between two dots, which is largely underestimated by Fock-Darwin states, we would expect a more significant absolute value of exchange interaction. This paper is organized as follows. In Sec. II, the model and methods used to calculate the exchange interaction are presented. The calculation results are presented in Sec. III including the exchange interaction as a function of interdot distance (Sec. IIIIA) and as a function of well depth (Sec. IIIB). Finally, we conclude our paper in Sec.
IV

II. MODEL AND METHODS

A. Conventional method of describing electron states

The potential confinement experienced by electrons in the double quantum dot (DQD) device is well described or approximated by the two-dimensional potential function owing to the high degree of confinement in the z direction. However, the availability of exactly solvable double-well potential solutions is limited to one-dimensional solutions, and has not yet been developed for two-dimensional solutions. Therefore, in this study, we will adopt the solution of the one-dimensional double-well potential Schrödinger equation presented by Catica [20] to investigate the exchange coupling in ST0 qubit architecture.

The DQD device fabricated by either Si/SiO2 or GaAs allows us to discuss the lowest-energy state by disregarding the mixing of the higher energy states into the ground state [21]. In particular, for the DQD grown at the Si/SiO2 interface, due to the z direction confinement that leads to the splitting of the six-fold degeneracy in bulk Si along with the further splitting of the ground energy state due to interface potential, the exchange coupling and other energy features of the qubit architecture can be solely investigated using the lowest-energy state. Although the Fock-Darwin states [Eq. (2)] are not the exact solutions to the double-well potential function Schrödinger equation, they are conventionally adopted to describe the single electron state in DQD [21], under the assumption that near the bottom of the well (electron occupying the ground energy state), the potential function can be approximated to be bi-quadratic [Eq. (1)]. Nevertheless, the exchange coupling and other qubit features calculated with respect to Fock-Darwin states are subject to deviation and errors since the Fock-Darwin states being merely an approximation while describing electron states in DQD. This approach fails to address two basic issues that emerge as a result of the double-well potential function. First, the Fock-Darwin state can only solve electron states in a single well (quadratic potential well). Second, as a result of the first issue, the tunneling effect between the two wells is substantially truncated for a single electron state, which means that the electron occupying one well has a comparatively diminished tunneling probability. The previous mentioned issues are addressed when exactly solvable double-well potential solutions are adopted for constructing the electron states in the DQD. Therefore, we employ the exact solutions of the double-well potential Schrödinger equation to investigate the validity of the results obtained using the Fock-Darwin states.

\[
V^{BQ}(x) = \frac{1}{2} m \omega_0^2 (\text{Min}[(x - d)^2, (x + d)^2])
\]

B. Calculation of exchange interaction

The fundamental physical quantity for quantum computing in the ST0 qubit architecture is the energy splitting between the unpolarized triplet state, \( |T_0\rangle \), and the singlet state, \( |S\rangle \). Energy splitting is referred to as the exchange interaction, which is \( J \equiv E_{T_0} - E_S \). If there are two electrons in the DQD and the interaction between them is limited to the Coulomb interaction, there will only be four spin eigenstates in a uniform magnetic field, namely, \( |S\rangle \equiv \frac{1}{\sqrt{2}} (|↑↑\rangle + |↓↓\rangle) \) with a total spin of \( S = 0 \) and three triplet states \((|T_{0+,-}\rangle = \frac{1}{\sqrt{2}} (|↑↓\rangle + |↓↑\rangle), |↑↑\rangle, |↓↓\rangle \) with a total spin of \( S = 1 \). With respect to the four spin eigenstates outlined above, the Hamiltonian can be written as follows:

\[
\hat{H} = \sum_{i=1,2} \hat{h}_i + \frac{\epsilon^2}{\kappa |r_{12}|} = \sum_{i=1,2} \hat{h}_i + \hat{C}
\]

where \( i = 1, 2 \) corresponds to the two electrons in DQD, \( \kappa \) is the effective dielectric constant \( \kappa = (\epsilon_S + \epsilon_{SiO_2})/2 \), \( \epsilon \) is the electron’s electrical charge and \( |r_{12}| = |r_1 - r_2| \) is the absolute separation value between two electrons. \( \hat{h}_i \) is the single-particle Hamiltonian where:

\[
\hat{h}_i = \hat{T}_i + V(r_i) + eEx_i + g_{\text{eff}} \mu_B BS_{iz}
\]

\[
\hat{T}_i = \frac{1}{2m} \left[ p_i - \frac{\epsilon}{c} A(r_i) \right]^2
\]

\( m \) is the effective mass in the traverse direction (\( \hat{z} \) and \( -\hat{z} \) direction) \( m = 0.191 m_e \) for Si/SiO2 DQD and \( m = 0.067 m_e \) for GaAs DQD. \( A(r_i) \) is the vector potential of the magnetic field in the \( \hat{z} \) direction, \( A = B(-y, x, 0)/2 \). However, the vector potential will not be considered in our discussion since the exactly solvable solutions are limited to one-dimensional solutions. \( E \) is the electric field applied along the \( \hat{x} \) direction to displace the potential well in the \( \hat{z} \) direction. The term \( g_{\text{eff}} \mu_B BS_{iz} \) is the Zeeman energy of the electrons. \( V(r_i) \) is the potential confinement experienced by the electrons in the DQD. Conventionally, the bi-quadratic potential function [Eq. (1)] is employed as an approximation, as discussed in the previous section. In this study, we made a comparison between the conventional calculation method and the exactly solvable double-well potential [Eq. (2)], which will be introduced in a later section.

The calculation of the exchange interaction can be performed by two approaches, namely, Heitler-London (HL) and Hund-Mulliken (HM), which will be described in detail further in the paper.
C. Heitler-London

The HL approach can be considered as the simplest estimation of the exchange interaction as only single-occupied states (|S(1,1), singlet and |T_0(1,1), triplet) are considered under the assumption that doubly occupied singlet states, namely, |S(2,0) and |S(0,2)), have much higher energy, such that the mixing between |S(1,1)) with |S(2,0)) or |S(0,2)) does not occur. On the basis of the above assumption, the electron states in the DQD can be constructed from single electron ground-state orbital wave functions into two-electron orbital state wave functions, as an artificial hydrogen molecule. Hence, the spatial part of the electron states is represented as follows:

\[ |S/T_0\rangle = \frac{\psi_L(1)|\psi_R(2)\rangle \pm |\psi_R(1)|\psi_L(2)\rangle}{\sqrt{2(1 + l^2)}} \]  

(6)

\( l \) is the overlap between the left and right dot single electron state \( l = \langle \psi_L|\psi_R \rangle \). The exchange interaction, which is the energy splitting between the singlet state, \(|S\rangle\), and unpolarized triplet state, \(|T_0\rangle\), is represented as follows:

\[ J_{HL} = \langle T_0|\hat{H}|T_0\rangle - \langle S|\hat{H}|S\rangle \]  

(7)

which can be rewritten in a simpler form as:

\[ J_{HL} = \frac{2l^2}{1 - l^4} \left( W_v + D_0 - \frac{1}{l^2} E_0 \right) \]  

(8)

The explicit form of each element in [Eq. (8)] is:

\[ W_v = \langle \psi_L(1)|\psi_R(2)\rangle|\hat{v}|\psi_L(1)|\psi_R(2)\rangle - \frac{1}{l^2} \langle \psi_R(2)|\psi_L(1)\rangle \]  

(9)

where \( \hat{v} = \hat{h}_1 + \hat{h}_2 \), or more explicitly as \( \hat{v} = V(1) + V(2) - V_L(1) - V_R(2) \) when Fock-Darwin states are adopted.

\[ D_0 = \langle \psi_L(1)|\psi_R(2)\rangle|\hat{C}|\psi_L(1)|\psi_R(2)\rangle \]  

(10)

\[ E_0 = \langle \psi_L(1)|\psi_R(2)\rangle|\hat{C}|\psi_R(1)|\psi_L(2)\rangle \]  

(11)

\( W_v \) is the kinetic energy gain of the singlet state, \( D_0 \) is the contribution of the Coulomb interaction, and \( E_0 \) is the exchange Coulomb interaction. It can be seen that in any case in which the exact solutions and their corresponding potential functions are adopted, the \( W_v \) term has zero value since all the terms in its explicit form cancel each other.

D. Hund-Mulliken

Nevertheless, the HL approach fails to consider the doubly occupied electron states that are necessary not only for the initialization and measurement of qubit states but also for the capacitive coupling required by the two-qubit manipulations. This problem was addressed when adopting the Hund-Mulliken (HM) approach, which takes two additional doubly occupied states, namely, \(|S(2,0))\) and \(|S(0,2))\), into the Hamiltonian \( \hat{H} \), and provides a 4 × 4 matrix. The HM approach, with its more rigorous estimation, has been proven to provide a more accurate estimation of the exchange interaction \( J[21,22] \).

First, the single-electron state wave function has to be orthonormalized into \( \Phi_{L/R} = (|\psi_{L/R} - g|\psi_{R/L})/\sqrt{1 - 2g - g^2} \) where \( g = (1 - \sqrt{1 - l^2})/l \). With the orthonormalized single-electron state wave functions, two-electron states in DQD, which include the two doubly occupied singlets \(|S(2,0))\) and \(|S(0,2))\), the (1,1) singlet \(|S(1,1))\), and the (1,1) triplet \(|T(1,1))\), can be constructed.

\[ |S(2,0)/(0,2)) = \Psi_{L/R}^d(r_1, r_2) = \Phi_{L/R}(r_1)\Phi_{L/R}(r_2) \]  

(12)

\[ |S/T(1,1)) = \Psi_{S/T}^d(r_1, r_2) = \frac{1}{\sqrt{2}}[\Phi_{L}(r_1)\Phi_{R}(r_2) \pm \Phi_{L}(r_2)\Phi_{R}(r_1)] \]  

(13)

With respect to the four bases shown above, obtaining the eigenstates and the corresponding eigenvalues is a four-dimensional problem. In other words, the Hamiltonian is a 4 × 4 matrix

\[ H = \begin{pmatrix} U - \epsilon & \sqrt{2}t & 0 & 0 \\ -\sqrt{2}t & U + \epsilon & 0 & 0 \\ 0 & 0 & V_S & 0 \\ 0 & 0 & 0 & V_T \end{pmatrix} \]  

(14)

where:

\[ \epsilon = \epsilon_R - \epsilon_L \]  

(15)

\[ \epsilon_L/R = (\Phi_{L/R}(r_1)|\hat{h}_1|\Phi_{L/R}(r_1)) \]  

(16)

\[ X = (\Psi_{L/R}^d(r_1, r_2)|\hat{C}|\Psi_{R/L}^d(r_1, r_2)) \]  

(17)

\[ U = (\Psi_{L/R}^d(r_1, r_2)|\hat{C}|\Psi_{L/R}^d(r_1, r_2)) \]  

(18)

\[ V_S = (\Psi_{S}^{(1,1)}(r_1, r_2)|\hat{C}|\Psi_{S}^{(1,1)}(r_1, r_2)) \]  

(19)

\[ V_T = (\Psi_{T}^{(1,1)}(r_1, r_2)|\hat{C}|\Psi_{T}^{(1,1)}(r_1, r_2)) \]  

(20)

\[ t = t' + w = (\Phi_{L/R}(r_1/2)|\hat{h}_{1/2}\Phi_{R/L}(r_1/2)) \]  

(21)
Here, \( \epsilon_L \) and \( \epsilon_R \) are single-particle energies of the electron occupying the left and right dot, respectively. \( X \) is the interdot Coulomb interaction (Coulomb interaction between electrons in different dots). \( U \) is the intradot Coulomb interaction (Coulomb interaction between electrons in the same dot), \( t \) is the modified interdot tunneling interaction, and \( t' \) is the bare tunneling (electron hopping) term, while \( w \) is the Coulomb term. By obtaining the eigenvalues and eigenvectors of the \( 4 \times 4 \) Hamiltonian matrix (Equation (14)), we can obtain the energy diagram of the two-dot system. Each obtained eigenvalue corresponds to the energy value of the state eigenvector. The state vector can be a pure basis state or a mixed state with different bases having different probabilities. By calculating the numerical values for each matrix element, which are different for different conditions (e.g., different potential well separation, different detuning strength), the energy of each electron state can be known; thus, the exchange interaction between the singlet state \( |S\rangle \) and triplet state \( |T_0\rangle \) can be obtained by subtracting the energy value of the triplet state by the singlet state.

### E. Exactly solvable double-well potential

The exactly solvable double-well potential Schrödinger equation has been solved by a number of mathematicians using different approaches. In this study, the exchange interaction was calculated by adopting the solutions presented by Caticha. The reason for choosing Caticha’s solution among other solutions was mainly because of the feasibility of manipulating the wells parameters, namely wells separation and well depth, as well as because of the simplicity of the potential function.

However, there has not been any exact solution to the two-dimensional double-well potential Schrödinger equation; hence, our discussion and calculation results were derived from the one-dimensional solutions provided by Caticha.

The ground-state wave function that can exactly solve the double-well potential Schrödinger Equation, presented by Caticha, is:

\[
\psi_{L/R}^{CA}(x) = \frac{1}{\sqrt{c}} \frac{2a e^{\pm ax} (1 + e^{\pm bx})}{(a + b)(e^{\pm 2ax} + e^{\pm 2bx}) + (a - b)(e^{\pm 2(a+b)x} + 1)}
\]

with the potential function as:

\[
V^{CA}(x) = -2\frac{(a^2 - b^2)(a^2 \cosh^2(bx) + b^2 \sinh^2(ax))}{[a \cosh(ax) \cosh(bx) - b \sinh(ax) \sinh(bx)]^2}
\]

where \( a \) and \( b \) are the parameters that control the features of the potential well, namely, the well separation (also called interdot distance) \( d \) and well depth \( \xi \). The well features were controlled by the absolute value of \( a \) and \( b \), and the relationship between them. First, the value of \( a \) had to be positive and larger than \( b \) (\( a > b \)), such that the potential function would provide a double-well characteristic with a maximum value of 0, which corresponds to the energy of a free particle. If \( a < b \), the potential function showed double barrier characteristics instead, with a minimum value of 0. Second, the well separation was controlled by the difference between \( a \) and \( b \), and the larger the difference was, the closer the well separation became. Third, the absolute magnitude of the value \( a \) and \( b \) determined the depth of the double wells, and the larger the absolute values of \( a \) and \( b \) were, the deeper the wells were. The explicit values of the well separation and
well depth could not be determined analytically, instead, they could only be calculated numerically. In addition, the barrier height between the two wells was indirectly determined by the interdot distance and well depth; the deeper the well depth or the larger the interdot distance was, the higher was the potential barrier. The probability amplitudes of the wave functions shown in Fig. 1 (Red line), with the values of $a$ and $b$ as $2.2361 \times 10^{9}$ and $2.2305 \times 10^{8}$, respectively, could solve the Schrödinger equation with the double-well potential function shown in Fig. 2 (Red line). As a comparison, the blue lines in Fig. 1 and Fig. 2, which are the Fock-Darwin states and the bi-quadratic potential function respectively, were plotted.

For convenience, Fock-Darwin states and the exactly solvable wave functions presented by Caticha will be referred to as $\psi^{FD}$ and $\psi^{CA}$, respectively. Fig. 1 shows that CA’s probability density was more concentrated at the interdot region than FD’s probability density. Accordingly, a strong interdot (long range) Coulomb interaction and high possibility of interdot hopping would be expected. In fact, a high probability density concentration at the interdot region was considered as an unusual CA feature for the following two reasons: the wave functions were expected to be symmetric since both the left and right wells were symmetric; it showed stronger confinement for the potential function of CA than the bi-quadratic potential (Fig. 2) with the same barrier height and interdot distance. However, this feature can be explained by the existence of a second potential well right next to the first well, which allowed the particle in one well to tunnel through the potential barrier and appear in another well. Additionally, since the FD ground state can only solve a single potential well Schrödinger equation, it does not have an asymmetric feature such as the CA state. In our study, this special feature of the CA state was the primary motivation for using the exactly solvable double-well potential, namely, the CA states, instead of using the approximate solutions, namely, the FD states.

F. Numerical Calculation

Conventionally, integrations involving the Fock-Darwin states can sometimes have analytical results for both Coulomb and kinetic terms. However, owing to the high complexity of the exactly solvable wave functions presented by Caticha, analytical solutions are not possible; hence, numerical integration methods were adopted. The integration boundaries and step (small steps for incrementing the evaluation values of integral functions for each iteration) had to be chosen carefully, such that the boundaries were wide enough to cover all high contribution areas, and the step was small enough to avoid the discrepancy of over-evaluation or under-evaluation. Proper integration boundaries and steps were chosen after performing a number of trails by increasing the range of boundaries and decreasing the step size until there was no significant change to the integration result. Numerical integration was performed by following a series of steps in the following manner:

(i) Start from one of the boundaries (usually the smaller value)
(ii) Evaluate the integral function numerical value at that position
(iii) Increment the evaluation position by adding the magnitude of the step to the initial position
(iv) Add the numeric value of the integral function at the new position to the previously evaluated numeric value
(v) Repeat step (i) till (iv) and the numeric value of each position accumulates until the evaluation position reaches the other boundary (larger value).

III. RESULTS

A. Exchange coupling as a function of interdot distance, $d$

In this section, the exchange coupling was calculated as a function of interdot distance with a well depth of 10meV. At the same time, a comparison to the exchange coupling calculated based on FD states was made. During the calculation, the well depth and potential barrier of the bi-quadratic potential were made the same as the potential function of CA for the same interdot distance. The most prominent feature that can be observed in Fig. 3 is that the exchange interaction calculated by the exact solution proposed by Caticha was far greater than that calculated by FD states along with either the CA potential or BQ (harmonic) potential. This was due to the higher concentration of probability density at the interdot region, which led to stronger interdot (long range) Coulomb interaction and interdot hopping (cf. Fig. 1). Furthermore, Fig. 3 shows that the larger the interdot distance was, the weaker was the exchange interaction. This result can be explained by the degree of overlapping between the left and right dot wave functions ($\psi_L$ and $\psi_R$). The larger the interdot distance was, the less was the overlapping between the left and right dot, which led to weaker Coulomb interaction and interdot hopping; this resulted in a weak exchange interaction. Fig. 3 also shows that the exchange interaction predicted by the FD states along with either the bi-quadratic or CA potential overlaps made no difference at all. This indicated that the exchange interaction that was correlated to the FD states was insensitive to the confinement strength exerted by the surrounding potential.

In addition, since the HL approach only concerned two states, namely, $|S(1, 1)\rangle$ and $|T_0\rangle$ states, the exclusion of the $|S(2, 0)\rangle$ and $|S(0, 2)\rangle$ states may have led to a certain degree of error while calculating the exchange interaction. Therefore, the HM approach provided a more accurate result for the exchange interaction since the contribution of the $|S(2, 0)\rangle$ and the $|S(0, 2)\rangle$ states to the Hamiltonian $H$. Fig. 3 was considered, which indicated that the
exchange interaction predicted by the HL approach was larger by at least five times than that predicted by the HM approach. This suggested that the inclusion of the doubly occupied state in the HM approach had significant influence on the strength of the exchange interaction. Based on that, with its more robust approximation, HM provided a much more accurate estimation of exchange interaction than the HL model. Nevertheless, the exchange interaction provided the same qualitative result, namely, the exponential decay for the large interdot distance \(d\), for both the HL and HM approaches. However, we observed that there was an exponential increase in the exchange interaction when \(d \lesssim 35 \text{nm}\) for both the HL and HM approximations, which was rather unphysical. A closer look to the difference between the HL and HM approximation result revealed that the above-mentioned exponential increase was less severe for the HM approximation, which indicated that the HM provided a more physical result than the HL approximation, particularly when the interdot distance was small. Moreover, it was observed that the obtained exchange interaction was in the range of \(\mu\text{eV}\) rather than \(\text{meV}\), which has been widely observed in previous studies.\(^{21,25}\) The inconsistent results can be attributed to the adoption of the one-dimensional wavefunction rather than the two-dimensional wavefunction while describing the single electron state in DQD using the proposed approach.

### B. Exchange coupling as a function of well depth \(\xi\)

The exchange interaction was calculated as a function of well depth while maintaining constant interdot distance. Fig. 3 shows that the exchange interaction exhibited the following two features depending on the magnitude of the well depth and interdot distance: (a) the exponential decay of the exchange interaction as a result of the increase of well depth, and (b) the increase of well depth, and (c) the increase of well depth.

FIG. 3. Calculated exchange interaction vs. interdot distance \(d\) at well depth 10 meV by using (a) HL calculation and (b) HM calculation. The solid blue line corresponds to the exchange energy calculated by using Caticha’s wave functions \(\psi^{\text{CA}}\) and Caticha’s potential \(V^{\text{CA}}\). The dashed red line corresponds to the use of Fock-Darwin states \(\psi^{\text{FD}}\) along with Caticha’s potential \(V^{\text{CA}}\) in the calculation. The dotted black line corresponds to the use of Fock-Darwin states \(\psi^{\text{FD}}\) along with the bi-quadratic potential \(V^{\text{BQ}}\).

FIG. 4. Calculated exchange energy vs. well depth \(|\xi|\) at interdot distance 20nm by using (a) HL calculation and (b) HM calculation. The solid blue line corresponds to the exchange energy calculated using Caticha’s wave functions \(\psi^{\text{CA}}\) and Caticha’s potential \(V^{\text{CA}}\). The dashed red line corresponds to the use of Fock-Darwin states \(\psi^{\text{FD}}\) along with Caticha’s potential \(V^{\text{CA}}\) in the calculation. The dotted black line corresponds to the use of Fock-Darwin states \(\psi^{\text{FD}}\) along with the bi-quadratic potential \(V^{\text{BQ}}\).
in exchange interaction as a result of the increase in the well depth for $|\xi| \lesssim 10\text{meV}$. These two features appear at a different range of the well depth depending on the interdot distance. When the well depth was large, the exponentially decaying behavior became the prominent property of the exchange interaction. However, when the well depth was shallow, the increase of $J$ as a function of $|\xi|$ became prominent instead. Therefore, in Fig. 4(b) the exchange interaction exhibited a hill-shaped trend as a function of well depth. The exponential decay of the exchange interaction at a large well depth can be easily explained by the decrease of interdot tunneling and long-range Coulomb interaction due to the stronger confinement of potential wells, which increased with well depth. Nevertheless, the increase of $J$ as a function of $|\xi|$ was dependent on computational details. Again, the value of the exchange interaction occurred in the range of $\text{meV}$, and the reason for this discrepancy has already been discussed in a previous section. Moreover, the calculation also showed that the high orbital levels, in this case $S(2,0)$ and $S(0,2)$, became less relevant for narrow dots (large $\omega_0$) since the difference of $J$’s calculated based on the HL and HM approach was significantly reduced for the narrow dots, which indicated that the exchange interaction was less affected by high orbital levels. Fig. 4 also shows that the exchange interaction calculated using the FD states with either CA or bi-quadratic potential overlapped with each other (red and black lines), which indicated that the exchange derived from the FD states was insensitive to the confinement strength exerted by the potential function. However, with regard to the HM calculation, the overlapping started to disappear and those two lines started to split when the well depth was shallower than $10\text{meV}$, which suggests the insensitivity to potential confinement changes as a function of well depth. Thereby, the degree of insensitivity was high for a deep well but started to decrease when the well became shallow. In any case, the exchange interactions predicted by using the FD states were all smaller than those predicted by the CA states.

In Fig. 5 we show the exchange interaction calculated by the CA states as a function of both the interdot distance and the well depth in a pseudo-color plot. It is clear that there was a maximum at $|\xi| \approx 10\text{meV}$ and $d \approx 20\text{nm}$. The exchange interaction decayed exponentially along both directions, either by increasing $d$ or by increasing $|\xi|$ beyond $10\text{meV}$. We note that while this calculation was only performed in one dimension since the exact solution to the two-dimensional Schrödinger equation was not available yet. We can expect that the underestimation of the calculations based on the FD states may be even worse in higher dimensions. Therefore, our calculations suggest that the conventional method of using the FD states as the starting point of HL or HM calculations, with two or multi-electron states approximated by the linear combinations of the FD states, should at least be revisited.

IV. CONCLUSIONS

In this study, the exactly solvable wave functions presented by Caticha were adopted to calculate the exchange interaction $J$ with respect to singlet-triplet qubit $ST_0$ architecture. Compared to the results derived from conventional methods using FD states with a bi-quadratic potential, the exchange interaction $J$ derived from the states of CA, presents several interesting features such as a significant magnitude of $J$ caused by a high interdot probability density and the non-monotonic curve of $J$, which is assumed to arise from the additional shoulder of probability density of the CA state at its decaying tail. These features of exchange coupling were not observed in the $J$ curve calculated by using the FD states; instead, it shows a monotonous trend of exponential decay at a large interdot distance (as a function of interdot distance) and at large depth (as a function of well depth). This phenomenon suggests that some features or magnitude of $J$ may have been overlooked by previous studies on the $ST_0$ qubit or other qubit architectures since only FD states were adopted. One important flaw in adopting FD states was their failure to allow interdot tunneling, which was observed for the Caticha state (Fig. 1), since it could only solve a single potential well Schrödinger equation. Nevertheless, the CA states were limited to one-dimensional wave functions. However, the two-electron states in DQD were well described by two-dimensional wave functions, such as FD states, or sometimes three-dimensional wave functions. Although, it was observed that there were discrepancies between our calculation results and other widely accepted experimental results, such as the $\text{meV}$ range of $J$ and the
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actly solvable double-well potential, particularly in two-
and solutions to the mathematical equations of the ex-
ceptively and attempt to solve the exchange coupling $J$ in
an analytical manner.
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