Active learning and element-embedding approach in neural networks for infinite-layer versus perovskite oxides
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Combining density functional theory simulations and active learning of neural networks, we explore formation energies of oxygen vacancy layers, lattice parameters, and their statistical correlations in infinite-layer versus perovskite oxides across the periodic table, and place the superconducting nickelate and cuprate families in a comprehensive context. We show that neural networks are capable of predicting these observables with high precision, using only 30-50% of the data for training. Element embedding autonomously identifies concepts of chemical similarity between the individual elements that are in line with human knowledge. We demonstrate that active learning efficiently composes the training set by an optimal strategy without a priori knowledge, based on the fundamental concepts of entropy and information, and provides systematic control over the prediction accuracy. This offers key ingredients to considerably accelerate scans of large parameter spaces and exemplifies how artificial intelligence may assist on the quantum scale in finding novel materials with optimized properties.
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I. INTRODUCTION

Over the last years, artificial intelligence (AI) algorithms have attracted increasing attention in computational materials science. Machine learning techniques [1–10] such as deep learning [11–14] allow for a variety of different intriguing and often unconventional approaches, ranging from applications in molecular dynamics [15], the unsupervised identification of latent knowledge in scientific literature [16], to the understanding of chemical trends from materials data [17,18]. In parallel, the increasing computational resources have driven high-throughput searches to identify novel materials with enhanced properties, which resulted in the emergence of different materials databases [19–22]. However, screening large parameter spaces by quantum-scale materials simulations, e.g., employing density functional theory (DFT), is still impeded by a high energy and time consumption.

Aiming for a more efficient strategy, here we complement systematic first-principles simulations across the periodic table with deep learning of artificial neural networks (NNs). We provide a broader perspective on the topological infinite-layer oxides (IL, $\text{ABO}_2$) [23–40] and the respective perovskites (P, $\text{ABO}_3$), discuss their statistical correlations and chemical trends, and highlight a selection of interesting compounds beyond the nickelate family. Subsequently, we show on the basis of this data that NNs are capable of understanding the formation energies of oxygen vacancy layers, as well as the lattice parameters of the individual compounds. These observables act as a fingerprint of the reduction reaction, containing, for instance, the essence of symmetry breaking, fourfold versus sixfold $B$-site coordination, the redistribution of electrons released by the oxygen vacancies, the different orbital sequence due to changes of the crystal field, and the modified hybridization. Hence, despite the complexity of these two materials classes and their relations, as evidenced by detailed statistical analysis, NNs autonomously unravel the systematics of their quantum-chemical bonding by using just 30-50% of the data for training. Subsequently, they predict the properties of all compounds, even those they have never seen, with high accuracy, well within the error bars of DFT itself. Interestingly, it turns out to be sufficient to only provide the $A$- and $B$-site element names as input to the NNs, and no further atomic properties. Element embedding [17,41] is demonstrated to establish a very unique AI understanding of the chemical relations between the individual elements that mirrors the conventional picture of the periodic table. Finally, we show that combining these techniques with active learning [2,42] allows for an efficient screening of the materials parameter space, being clearly superior to a randomly selected training set and offering systematic accuracy control. We provide detailed visual insight into the algorithm’s working mechanisms and its performance, exemplifying the potential of AI to considerably accelerate high-throughput materials optimization.

II. METHODOLOGY

We performed first-principles simulations in the framework of DFT [43] as implemented in the Vienna ab initio simulation package [44,45] using the generalized gradient approximation as parametrized by Perdew, Burke, and Ernzerhof [46] to construct a database of ground-state energies.
and optimized lattice parameters for 4692 combinations of different elements at the A and B sites (as detailed below) for both the perovskite (P) and the infinite-layer (IL) oxides, which were modeled by using cubic [8] and tetragonal [28,30] unit cells, respectively. We largely adopted the DFT + $U$ standards [47] of the Materials Project database [19,48,49] and used their ground-state crystal structures for the elemental bulk references. NNs were realized in Keras and optimized in Tensorflow 2 [50,51], and the active-learning algorithm was developed in Python 3. The formation energies of the oxygen vacancy layers are determined from DFT ground-state energies in Python 3. The formation energies of the oxygen vacancies, and the active-learning algorithm was developed with a selection of technologically important materials as reference points.

III. DATA EXPLORATION AND STATISTICAL ANALYSIS

We begin by providing an overview of the data set from a thermodynamic, a structural, and a statistical perspective. Figure 1(a) displays the entire data in a $E_{f}^{O}$ versus $E_{f}^{P}$ phase diagram, comparing the relative stability of the IL versus the P structure as a function of the respective P heat of formation for the entire data set. A number of interesting compounds is highlighted, together with a selection of technologically important materials as reference points. (b) Superposition of the diagram in (a) with the Goldschmidt tolerance factor $t$. (c) Structural perspective on the data, comparing apical to basal changes upon reduction and superimposing them with $E_{f}^{P}$.}

FIG. 1. (a) Reduction of the apical oxygen ions in perovskite (P) oxides ($n = 3$) results in the emergence of the anisotropic infinite-layer (IL) structure ($n = 2$). This reaction is associated with the energy $E_{f}^{O}$. The phase diagram compares the relative stability of the IL versus the P structure as a function of the respective P heat of formation for the entire data set. A number of interesting compounds is highlighted, together with a selection of technologically important materials as reference points. (b) Superposition of the diagram in (a) with the Goldschmidt tolerance factor $t$. (c) Structural perspective on the data, comparing apical to basal changes upon reduction and superimposing them with $E_{f}^{P}$. Superimposing this plot with the Goldschmidt tolerance factor $t = \frac{2c_{1}^{IL}r_{B}^{IL}}{a_{0}^{IL}^{2}}$ calculated from the ionic radii [Fig. 1(b)] reflects that the P stability (moving from right to left) increases with $t$, reducing again for $t > 1$. Again, we find that the data scatters broadly around this well-known trend. Structural analysis [Fig. 1(c)] shows that most materials exhibit the tendency to contract vertically upon reduction (up to 50%) with respect to their cubic phase, expanding simultaneously in the plane (up to 10%) with reduced volume, particularly those materials where the reaction is exothermic ($E_{f}^{O} < 0$). For some very stable and difficult to reduce compounds (i.e., featuring a high $E_{f}^{P}$), the changes are rather modest (center of the plot; e.g., BaHfO$_3$ and LaAlO$_3$, Table I).

In sharp contrast, a few materials expand massively in apical direction ($c_{1}^{IL}/a_{0}^{IL} \sim 2 - 3$) with 10% basal contraction relative to the P phase. PbTiO$_3$ is an example for such a basal contraction and concomitant apical expansion (Table I), which distinguishes it from all other listed materials [53].

Figure 1(a) places the formally $d^9$ IL nickelates and cuprates in an interesting context (cf. Table I). The nickelates appear as a compact family in the phase diagram, exhibiting a stable P phase, but being simultaneously close to the IL regime; the related palladates [33] and platinates are even more easily reduced. In contrast, the cuprate family extends widely over the IL region. This reflects the naturally preferred fourfold coordinated plaquette structure typical for high-$T_c$ cuprate superconductors. The SrNiO$_3$ values show how Sr doping affects the rare-earth nickelates [23,29,35,38], destabilizing the P structure from $\sim 13$ to $-9.9$ eV and concomitantly facilitating their reduction to the IL geometry. Continuing the formal $d^9$ series, alkali-metal Zn/Cd/Hg oxides emerge, being again more compact and located deeper within the IL regime. Further interesting compounds can be identified in the IL region that simultaneously exhibit a highly...
TABLE I. Energies and lattice parameters for a selection of oxides (cf. Fig. 1). $E_{ij}^{0}$ < 0 indicates that the IL structure ($n = 2$) is preferred over the P phase ($n = 3$).

| System       | $E_{ij}^{0}$ (eV) | $E_{ij}^{f}$ (eV) | $a_{ij}^0$ (Å) | $a_{ij}^f$ (Å) | $c_{ij}^0$ (Å) | $c_{ij}^f$ (Å) |
|--------------|-------------------|-------------------|----------------|----------------|----------------|----------------|
| LaNiO₃       | 2.8               | −13.2             | 3.83           | 3.93           | 3.40           |                |
| PrNiO₃       | 2.7               | −12.8             | 3.80           | 3.91           | 3.35           |                |
| NdNiO₃       | 2.7               | −12.8             | 3.79           | 3.90           | 3.30           |                |
| LuNiO₃       | 2.1               | −12.2             | 3.70           | 3.81           | 3.02           |                |
| SrNiO₃       | 0.5               | −9.9              | 3.83           | 3.86           | 3.53           |                |
| LaPdO₃       | 1.6               | −10.8             | 4.04           | 4.20           | 3.32           |                |
| NdPdO₃       | 1.4               | −10.1             | 4.02           | 4.18           | 3.24           |                |
| CaCuO₃       | −0.01             | −8.5              | 3.80           | 3.87           | 3.21           |                |
| SrCuO₃       | 0.44              | −8.7              | 3.89           | 3.95           | 3.49           |                |
| LiZnO        | −1.6              | −3.9              | 3.86           | 3.79           | 3.08           |                |
| NaZnO        | −1.2              | −4.3              | 3.91           | 3.85           | 3.41           |                |
| LaLiO₄       | −0.5              | −11.7             | 3.80           | 4.01           | 3.26           |                |
| LaNaO₃       | −1.9              | −8.8              | 4.06           | 4.27           | 3.23           |                |

The results listed in Table I are in close agreement with the literature, e.g., NdNiO₃ ($a_{ij}^0 = 3.92$, $c_{ij}^0 = 3.28$ Å [24,54]), PrNiO₃ (3.92, 3.30 Å [39]), LaNiO₃ (3.96, 3.37 Å [28,55]), SrCuO₃ (3.93, 3.43 Å [56,57]), CaCuO₃ (3.85, 3.18 Å [56,57]); cubic SrTiO₃ ($a_{ij}^0 = 3.94$ Å [58,59]) and PbTiO₃ ($a_{ij}^0 = 3.97$ Å [58]); and pseudocubic LaNiO₃ ($a_{ij}^0 = 3.84$ Å [60,61]). The layer reduction energies $E_{ij}^{f}$ can be related to oxygen vacancy formation energies. For SrTiO₃, the formal Ti⁺⁺→Ti⁺⁺ valence change renders the IL structure unattractive, in line with an oxygen vacancy formation energy of ~5.5 eV in bulk SrTiO₃ [62]. For LaNiO₃, this energy is even higher (6.9 eV [63]). The values in nickelates and their heterostructures [34,64] are much lower (~2.8 eV in bulk LaNiO₃ [65]), perfectly aligning with Table I.

Figures 2(a) and 2(b) show averaged ($E_{ij}^{0}$) for either a fixed A or B site, respectively, unraveling site- and element-resolved trends in the relative stability of P and IL phases across the periodic table. At the A site, most of the central transition metals induce strong tendencies towards the planar IL configuration, particularly W. The remaining elements generally stabilize the P structure, specifically Ca, Sr, Ba, Sc, Y, Pb, and the rare-earth metals. We observe a decreasing trend of ($E_{ij}^{0}$) across the rare-earth metals from 3.2 (La) to 2.2 eV (Lu), and shifting from the Sc group (including rare-earth metals, A³⁺) to the alkali metals (A¹⁺). For instance, exchanging La with Sr facilitates the reduction by 0.8 eV on average [62,66], and by additional ~1.5 eV if A is an alkali metal. The B site exhibits a much higher contrast among the different elements, ($E_{ij}^{0}$) ranging from ~4.5 to 4.3 eV. Alkali metals, particularly K, induce the IL phase. The late transition metals (Ni, Cu, Zn groups) largely display increasingly negative ($E_{ij}^{0}$) values as well, which highlights their tendency towards the planar IL geometry discussed above [Fig. 1(a)]. In contrast, the P phase is clearly preferred by the technologically important early transition metals (even more for the 5d than for the 3d elements) as well as by the aluminates. Interestingly, also Si favors the formation of P oxides such as Mg²⁺Si⁴⁺O₅⁻ and Ca²⁺Si⁴⁺O₅⁻, which are indeed abundant in the lower part of the Earth’s mantle [67].

![FIG. 2. Statistical analysis of IL and P oxides. Panels (a) and (b) display trends of ($E_{ij}^{0}$) (in color and explicit values) across the periodic table, fixing either the A or the B site and subsequently averaging over the other site, indicating site-resolved which elements tend to stabilize which of the two phases. Elements marked in grey were not considered. (c) The correlation matrix unravels the interdependence of the different observables, including atomic properties (atomic number Z, periodic table group g, atomic radius r, and electronegativity $\chi$), the Goldschmidt tolerance factor i, and different energies and lattice parameters as determined from first principles (blue labels).]
IV. ACTIVE LEARNING OF NEURAL NETWORKS

The interesting question arises whether the insights presented so far would have been possible without explicitly calculating the entire data set, but only a fraction of it. The challenge consists in finding a small but optimal subset of the materials parameter space that contains a maximum of non-redundant information, which is subsequently used by NNs to accurately predict the properties of all materials in the parameter space. We address this aspect by implementing an active learning (AL) algorithm, which constitutes a form of semisupervised learning [2,42] and is described in the following.

Two NNs are trained in parallel [Fig. 3(a)]. They take the names of the elements at the A and B sites as categorical input, which are one-hot encoded and subsequently processed by a 16-dimensional embedding layer [17]. Such element embedding is inspired by word embedding [41], a technique used in language processing to represent words in a semantically insightful way in a vector space of compact dimension. In the present context of materials physics, embedding autonomously establishes a new and efficient representation of the high-dimensional one-hot-encoding vectors that describe the materials composition, i.e., it maps each of them onto a new vector in the embedding space. While this is at first sight only a (nonlinear) mathematical transformation, we will analyze below that the established representation unambiguously encodes information about the elements’ chemical properties. Note that the norm of the embedding vectors also encodes the absolute scale (where the final output is the un-normalized prediction). Option-

A names of the elements at the

over $i$:

$\text{MAE}(A, B) = \left( \frac{x_i^1(A, B) + x_i^2(A, B) - x_i^{\text{DFT}}(A, B)}{2} \right)_i$

$\Sigma(A, B) = \left( |x_i^1(A, B) - x_i^2(A, B)| \right)_i$

Site averaging yields the mean absolute error $\text{MAE} = \langle \text{MAE}(A, B) \rangle_{A,B}$ and $\Sigma = \langle \Sigma(A, B) \rangle_{A,B}$. In the AL cycle [Fig. 3(a)], the training set is now updated iteratively, appending 200 materials per step that exhibit the highest $\Sigma(A, B)$, followed by further NN training. Interestingly, this quantity represents an estimate of the local entropy in the parameter space, which would read $H(A, B) \sim \sum_i \log \sigma_i(A, B)$ in case the predictions $x_i$ followed uncorrelated normal distributions with $\sigma_i(A, B) \sim |x_i^1(A, B) - x_i^2(A, B)|$. In this spirit, the present AL algorithm statistically maximizes the information entailed in the training set. From the definition of $\Sigma(A, B)$ it follows that the DFT ground truth beyond the current training set is not required by the AL algorithm to select interesting
In general, we observed that around 35% training set size. A similar trend can be seen for [12]). This reflects that accurately, reaching 25 meV comparable to recent work on perovskites (20-34 meV heats of formation as \( \sim 150 \) meV reaction and thus more demanding to predict. For elpasolites, [17]. As a reference, the DFT accuracy can be considered \( \sim 0.1 \) eV [11,69]. A MAE of 0 2 eV is achieved already for vertically expanding materials [Fig.1(c)] and the only challenging. This can be traced back to the sparse data available for vertically expanding materials [Fig. 1(c)] and the only weak correlations of \( c_{0}^{\text{IL}} \) with other observables [Fig. 2(c)]. Here, AL considerably enhances the prediction accuracy as compared to a randomly chosen training set (Fig. 4). As an example, boron at the A site, combined with a post-transition-metal element at the A site, tends to induce a large vertical expansion. Already in the first iteration, these unconventional compounds are automatically identified and included in the training set [marked by the dashed ellipse in Fig. 3(c)].

AL-iterating towards \( \sim 50\% \) training set size, we already obtain a MAE \( \sim 0.1 \) eV for \( E_{f_{0}}^{\text{IL}} \) per vacancy (Fig. 4). Relative to their overall range of \( \sim 15 \) eV, this corresponds to an error of \( < 0.7\% \). The heats of formation are predicted even more accurately, reaching 25 meV/atom (not shown), which is comparable to recent work on perovskites (20-34 meV/atom [12]). This reflects that \( E_{f_{0}}^{\text{IL}} \) is a fingerprint of the complex reaction and thus more demanding to predict. For elpasolites, a heat of formation accuracy of 150 meV/atom was obtained [17]. As a reference, the DFT accuracy can be considered as \( \sim 0.1 \) eV [11,69]. A MAE of 0.2 eV is achieved already around 35% training set size. A similar trend can be seen for the lattice parameters [Fig. 3(b)]. In general, we observed that ensemble-averaged predictions of multiple NNs (here: two) are more accurate than predictions by the individual NNs, attaining \(< 1\% \) relative error for \( \sim 35\% \) training set size.

Figure 5 explores the automatically generated NN element embedding vectors by using stochastic neighbor embedding (t-SNE [70]) as implemented in the scikit-learn library [71]. This technique represents the element vectors from the 16-dimensional embedding space (see above) by points in two dimensions. To this end, it constructs a probability distribution over vector pairs in the embedding space using the Euclidean norm, defines a similar probability distribution over the points in the two-dimensional representation, and minimizes the Kullback-Leibler divergence between the two probability distributions with respect to the points’ coordinates. The two dimensions are rather of mathematical character and do not necessarily have a physical correspondence. Despite the complexity of this technique, it reveals that the NNs develop a very unique (i.e., unbiased) understanding of the chemical similarity between the individual elements, mirroring the conventional picture of the periodic table. Specifically, several distinct clusters emerge, such as the rare-earth metals (interestingly also comprising the group-3 elements Sc and Y), the transition metals (the \( d^{10} \) elements Zn, Cd, and Hg being slightly separated), the group-13 elements, and the group-14 elements. Alkali metals and alkaline earths are closely grouped as well, even though the t-SNE projection places them somewhat within the transition metal cluster. The group-16 elements Se and Te are more dispersed and reflect predominantly their nonmetal and metalloid classification. The identification of these chemical trends is even more compelling as the NNs are entirely agnostic about concepts such as the atomic number or the group of a particular element. In addition, we observed that this element-embedding approach increases the accuracy as compared to directly passing the high-dimensional one-hot encoded element vectors to the densely connected hidden layers.
The presented AL algorithm can be stopped as soon as the desired accuracy is reached [Fig. 3(b)], establishing the latter as a systematic control parameter. Moreover, only the autonomously selected materials need to be calculated ab initio in each iteration. These aspects lead to a substantial gain in performance and energy efficiency as compared to conventional high-throughput calculations. The presented methodology can be straightforwardly generalized to efficiently predict and enhance a broad scope of observables, e.g., the thermoelectric performance [72–74], across a large variety of interesting materials classes.
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