1-D SCHRÖDINGER OPERATORS WITH COULOMB-LIKE POTENTIALS

YURIY GOLOVATY

Abstract. We study the convergence of 1D Schrödinger operators \( H_\varepsilon \) with the potentials which are regularizations of a class of pseudo-potentials having in particular the form

\[
\alpha \delta'(x) + \beta \delta(x) + \gamma / |x| \quad \text{or} \quad \alpha \delta'(x) + \beta \delta(x) + \gamma / x.
\]

The limit behaviour of \( H_\varepsilon \) in the norm resolvent topology, as \( \varepsilon \to 0 \), essentially depends on a way of regularization of the Coulomb potential and the existence of zero-energy resonances for \( \delta' \)-like potential. All possible limits are described in terms of point interactions at the origin. As a consequence of the convergence results, different kinds of \( L^\infty(\mathbb{R}) \)-approximations to the even and odd Coulomb potentials, both penetrable and impenetrable in the limit, are constructed.

1. Introduction and main results

One-dimensional Schrödinger operators with the Coulomb potentials, the structure of their spectra and the question of penetrability of the Coulomb potentials have been the subject of several mathematical discussions [8–10], [11–14], starting with the work of Loudon [1]. These studies are related to the one-dimensional models of the hydrogen atom

\[
\begin{align*}
-\frac{d^2 \psi}{dx^2} - \frac{\gamma}{|x|} \psi &= E \psi, \\
-\frac{d^2 \psi}{dx^2} + \frac{\gamma}{x} \psi &= E \psi, \quad x \in \mathbb{R}.
\end{align*}
\]

(1.1)

Since the potentials have singularities at the origin, the first derivative of wave function \( \psi \) also has in general singularities as \( x \to 0 \), and therefore the wave function should be subject to some additional conditions at \( x = 0 \). For these formal differential expressions, mathematics gives a large enough set of the boundary conditions associated with self-adjoint operators in \( L^2(\mathbb{R}) \) [11, 15, 16]. The main issue here is a physically motivated choice of such conditions. We noticed that this problem has many common features with the problem of \( \delta' \)-potential [17–24]. First of all, both the Coulomb potential and the \( \delta' \)-potential are very sensitive to a way of their regularization. From a physical point of view, this means that there is no unique one-dimensional model of the hydrogen atom described by the pseudo-Hamiltonians in (1.1). However there are many different quantum systems with the Coulomb-like potentials that exhibit different physical properties.
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We study the norm resolvent convergence of Hamiltonians with the Coulomb-like potentials perturbed by localized singular potentials. Assume that real-valued function $Q$ is locally integrable outside the origin and has an interior singularity at $x = 0$, namely

$$Q(x) = \begin{cases} q_-, & \text{if } -a < x < 0, \\ \frac{q_+}{x}, & \text{if } 0 < x < a \end{cases}$$

(1.2)

for some real constants $q_-, q_+$ and $a > 0$. We also suppose that $Q$ is bounded from below if $|x| > a$. Set

$$Q_\varepsilon(x) = \begin{cases} Q(x), & \text{if } |x| > \varepsilon, \\ \ln \frac{1}{x}, & \text{if } |x| < \varepsilon, \end{cases}$$

(1.3)

where $\kappa$ is a function belonging to $L^\infty(-1, 1)$. Also let $U$ and $V$ be real-valued, measurable and bounded functions with compact supports. In additional, we suppose that their supports are contained in interval $I = (-1, 1)$. We study the convergence of Schrödinger operators

$$H_\varepsilon = -\frac{d^2}{dx^2} + Q_\varepsilon(x) + \frac{1}{\varepsilon^2} U\left(\frac{x}{\varepsilon}\right) + \frac{1}{\varepsilon} V\left(\frac{x}{\varepsilon}\right),$$

(1.4)

as the positive parameter $\varepsilon$ tends to zero. We hereafter interpret $\varepsilon^{-2}U(\varepsilon^{-1} \cdot)$ and $\varepsilon^{-1}V(\varepsilon^{-1} \cdot)$ as $\delta'$-like and $\delta$-like potentials respectively, because

$$\varepsilon^{-2}U(\varepsilon^{-1}x) \to \alpha \delta'(x), \quad \varepsilon^{-1}V(\varepsilon^{-1}x) \to \beta \delta(x)$$

in the sense of distributions as $\varepsilon \to 0$, provided $U$ is a function of zero-mean. In general, the potentials of $H_\varepsilon$ diverge, because we do not assume that $\int_{\mathbb{R}} U \, dx = 0$.

Before stating our main result we introduce some notation. We say that the Schrödinger operator $-\frac{d^2}{dx^2} + U$ possesses a zero-energy resonance if there exists a non-trivial solution $h$ of the equation $-h'' + Uh = 0$ that is bounded on the whole line. We call $h$ the half-bound state. We will also simply say that the potential $U$ is resonant and it possesses a half-bound state $h$. We set

$$\theta = \frac{h(+\infty)}{h(-\infty)},$$

(1.5)

where $h(\pm\infty) = \lim_{x \to \pm\infty} h(x)$.

These limits exist, because the half-bound state is constant outside the support of $U$ as a bounded solution of equation $h'' = 0$. Moreover, both the values $h(\pm\infty)$ are different from zero. Since a half-bound state is defined up to a scalar factor, we fix half-bound state $h_0$ so that

$$h_0(-\infty) = 1, \quad h_0(+\infty) = \theta.$$  

(1.6)

Let us set

$$\mu = \int_I V h_0^2 \, dx.$$  

(1.7)

We also introduce the spaces

$$Q_\pm = \{ \psi \in L^2(\mathbb{R}_\pm); \psi, \psi' \in AC_{loc}(\mathbb{R}_\pm), -\psi'' + Q \psi \in L^2(\mathbb{R}_\pm) \}$$

and denote by $Q$ the space of $L^2(\mathbb{R})$-functions $\phi$ such that $\phi|_{\mathbb{R}_\pm} \in Q_\pm$. Here $AC_{loc}(\mathbb{R}_\pm)$ denotes the set of functions $\psi$ on $\mathbb{R}_\pm$ which are absolutely continuous.
on every compact subset of \( \mathbb{R}_+ \). Note that the first derivative of \( \phi \in \mathcal{Q} \) is in general undefined at the origin and has a logarithmic singularity at this point \([8,11,12]\).

We say self-adjoint operators \( H_\varepsilon \) converge as \( \varepsilon \to 0 \) in the norm resolvent sense if the resolvents \( (H_\varepsilon - \zeta)^{-1} \) converge in the uniform operator topology for all \( \zeta \in \mathbb{C} \setminus \mathbb{R} \).

Our main result reads as follows.

**Theorem 1.** The operator family \( H_\varepsilon \) given by (1.4) converges as \( \varepsilon \to 0 \) in the norm resolvent sense. If potential \( U \) has a zero-energy resonance, the corresponding half-bound state \( h_0 \) satisfies (1.6) and

\[
\theta^2 q_+ - q_- = \int_I \mathcal{K} h_0^2 \, dx,
\]

then \( H_\varepsilon \) converge to operator \( \mathcal{H} \) that is defined by \( \mathcal{H} \phi = -\phi'' + Q \phi \) on functions \( \phi \in \mathcal{Q} \), subject to the coupling conditions

\[
\phi(+0) = \theta \phi(-0), \quad \lim_{x \to +0} (\theta \phi'(x) - \phi'(-x) - (\theta^2 q_+ - q_-) \phi(-0) \ln x) = \mu \phi(-0).
\]

Otherwise, that is, if either (1.8) does not hold or else \( U \) is not resonant, operators \( H_\varepsilon \) converge to the direct sum \( \mathcal{H} = \mathcal{D}^- \oplus \mathcal{D}^+ \) of the Dirichlet half-line Schrödinger operators \( \mathcal{D}_\pm = -\frac{d^2}{dx^2} + Q \) with domains \( \text{dom} \mathcal{D}_\pm = \{ \psi \in \mathcal{Q}_\pm : \psi(0) = 0 \} \).

Moreover, in both the cases we have

\[
\| (H_\varepsilon - \zeta)^{-1} - (\mathcal{H} - \zeta)^{-1} \| \leq C \varepsilon^{1/4}.
\]

**Remark 1.** If a half-bound state \( h \) is not normalized to unity at \( x = -\infty \) as in (1.6), then (1.7) and (1.8) transform to read

\[
\mu = \frac{1}{|h(-\infty)|^2} \int_I V h^2 \, dx, \quad \theta^2 q_+ - q_- = \frac{1}{|h(-\infty)|^2} \int_I \mathcal{K} h^2 \, dx.
\]

**Remark 2.** Take note that point interactions (1.9) involve implicitly the regularizing function \( \mathcal{K} \) via condition (1.8), which describes a certain interaction of the \( \delta \)-like and the Coulomb-like potentials.

If we introduce notation \( b_{\pm}(\phi) = \lim_{x \to \pm 0} (\phi'(x) - q_{\pm} \phi(\pm 0) \ln |x|) \), then (1.9) can be written in the form

\[
\phi(+0) = \theta \phi(-0), \quad \theta b_+(\phi) - b_-(\phi) = \mu \phi(-0).
\]

Taking into account the jump condition for \( \phi \), we see that

\[
\theta b_+(\phi) - b_-(\phi) = \theta \lim_{x \to +0} (\phi'(x) - q_+ \phi(+0) \ln |x|) - \lim_{x \to -0} (\phi'(x) - q_- \phi(-0) \ln |x|)
\]

\[=
\lim_{x \to +0} \left( \theta \phi'(x) - \phi'(-x) - (\theta q_+ \phi(+0) - q_- \phi(-0)) \ln |x| \right)
\]

\[=
\lim_{x \to +0} \left( \theta \phi'(x) - \phi'(-x) - (\theta^2 q_+ - q_-) \phi(-0) \ln x \right)
\]

**Remark 3.** In the case when \( q_- = q_+ = 0 \) and \( \mathcal{K} = 0 \), i.e., \( Q \) has no singularity at the origin, the results of this article coincide with the results obtained in [17–20], where the convergence of Hamiltonians with \((\alpha \delta + \beta \delta')\)-like potentials was discussed.
Now we give some consequences for scattering problems. Let us agree to say that the potentials in (1.4) are penetrable in the limit as $\varepsilon \to 0$ if the corresponding Schrödinger operators $H_\varepsilon$ converge to operator $H$ associated with point interaction (1.9). If the operators converge to the direct sum $D_- \oplus D_+$, we say the potentials are opaque in the limit or asymptotically opaque.

Theorem 1 asserts that potentials $Q_\varepsilon + \varepsilon^{-2}U(\varepsilon^{-1} \cdot) + \varepsilon^{-1}V(\varepsilon^{-1} \cdot)$ are generally asymptotically opaque. However, for each potential $U$ that possesses a zero-energy resonance there exists a regularization of $Q$ having the form (1.3) such that condition (1.8) is fulfilled and hence the potentials are penetrable in the limit. It is also worth noting that resonant potentials are not something exotic, because for any $U$ of compact support there exists a discrete infinite set of real coupling constants $\alpha$ for which potential $\alpha U$ has a zero-energy resonance.

Coming back to the problem of penetrability of the Coulomb potentials, let us suppose that the potentials of $H_\varepsilon$ do not contain the $\delta'$-like component, i.e., $H_\varepsilon = -\frac{d^2}{dx^2} + Q_\varepsilon + \varepsilon^{-1}V(\varepsilon^{-1} \cdot)$. We left the $\delta$-like potential in the Hamiltonian, because, as shown in the following theorem, $V$ has no direct influence on the penetrability in the limit.

Theorem 2. Potentials $Q_\varepsilon + \varepsilon^{-1}V(\varepsilon^{-1} \cdot)$ are penetrable in the limit as $\varepsilon \to 0$ if and only if $Q_\varepsilon$ converge in the sense of distributions. This is in turn true if and only if the condition

$$q_+ - q_- = \int_I \kappa dx \quad (1.13)$$

holds. In the penetrable case, $H_\varepsilon$ converge to operator $H$ associated with point interactions

$$\phi(+0) = \phi(-0), \quad \lim_{x \to +0} (\phi'(x) - \phi'(-x) - (q_+ - q_-)\phi(0) \ln x) = \beta \phi(0), \quad (1.14)$$

where $\beta$ is the mean value of $V$.

2. Coulomb-like potentials: penetrability and opaqueness in the limit

In this section we will prove Theorem 2 and give some examples of the Coulomb-like potentials $Q_\varepsilon$ that are penetrable and opaque in the limit.

2.1. Convergence of Coulomb-like potentials. Function $Q$ of the form (1.2) near the origin is nonintegrable and therefore mapping $C_0^\infty(R) \ni \psi \mapsto \int_R Q\psi dx$ is not a distribution. However we can find infinitely many functionals $q \in D'(R)$ which coincide with $Q$ outside the origin, i.e.,

$$q(\psi) = \int_R Q\psi dx \quad \text{for all } \psi \in C_0^\infty(R \setminus \{0\}).$$

Among such functionals there exists the family $F_Q$ of distributions with the lowest order of singularity. It is easy to check that each $q \in F_Q$ is continuous in space $C_0^{0,\gamma}(R)$ of Hölder continuous functions of compact support, but $q$ is not continuous in $C_0^0(R)$. In this sense, $q$ is more singular than Dirac’s $\delta$-function, but less singular than $\delta'$-function. Moreover, if $q_1$ and $q_2$ belong to $F_Q$, then $q_2 - q_1 = c\delta(x)$ for some complex constant $c$, and therefore $F_Q = \{q_1 + c\delta(x): c \in \mathbb{C}\}$. 
A word of explanation is necessary with regard to regularization of $Q$ given by (1.3). Here we use the analogy with formula \((\ln |x|)' = P \frac{1}{x}\). Suppose that $G$ is an antiderivative of $Q$ such that $G(x) = q_- \ln(-x)$ for $x \in (-a, 0)$ and $G(x) = q_+ \ln x$ for $x \in (0, a)$. Function $G$ specifies a regular distribution on the line, because it belongs to $L^1_{\text{loc}}(\mathbb{R})$. We set $g = G'$, where $G'$ is the derivative in the sense of distributions. Indeed, $g$ coincides with $Q$ outside the origin and $g \in F_Q$. Let us now approximate $G$ in $D'(\mathbb{R})$ by the sequence of continuous functions

$$G_\varepsilon(x) = \begin{cases} G(x), & \text{if } |x| > \varepsilon, \\ a(\frac{x}{\varepsilon}) \ln \varepsilon, & \text{if } |x| < \varepsilon, \end{cases}$$

where $a$ is a $C^1$-function such that $a(-1) = q_-$ and $a(1) = q_+$ (see Fig. 1). Then distribution $g$ admits a regularization by $L^1_{\text{loc}}(\mathbb{R})$-functions having the form

$$Q_\varepsilon(x) := G'_\varepsilon(x) = \begin{cases} Q(x), & \text{if } |x| > \varepsilon, \\ \ln \varepsilon \ a'(\frac{x}{\varepsilon}), & \text{if } |x| < \varepsilon. \end{cases}$$

**Lemma 1.** A sequence $Q_\varepsilon$, given by (1.3), converges in $D'(\mathbb{R})$ if and only if condition (1.13) holds. Moreover, the limit distribution, if it exists, belongs to $F_Q$.

**Proof.** For each $\psi \in C_0^\infty(\mathbb{R})$, we have

$$\int_\mathbb{R} Q_\varepsilon(x) \psi(x) \, dx = \frac{\ln \varepsilon}{\varepsilon} \int_{-\varepsilon}^\varepsilon x (\frac{x}{\varepsilon}) \psi(x) \, dx + q_+ \int_{\varepsilon}^a \frac{\psi(x)}{x} \, dx + q_- \int_{-a}^{-\varepsilon} \frac{\psi(x)}{x} \, dx + \int_{|x|>a} Q(x) \psi(x) \, dx.$$  

If $\psi(0) \neq 0$, then all integrals on the right hand side are of the order $O(\ln \varepsilon)$ as $\varepsilon \to 0$, except for the last one. Indeed, we have

$$\frac{\ln \varepsilon}{\varepsilon} \int_{-\varepsilon}^\varepsilon x (\frac{x}{\varepsilon}) \psi(x) \, dx = \psi(0) \ln \varepsilon \int_{-1}^{1} x \, dt = \ln \varepsilon \int_{-1}^{1} x(t)(\psi(xt) - \psi(0)) \, dt,$$

$$\int_{\varepsilon}^a \frac{\psi(x)}{x} \, dx + \psi(0) \ln \varepsilon = \psi(0) \ln a + \int_{\varepsilon}^a \frac{\psi(x) - \psi(0)}{x} \, dx,$$

$$\int_{-a}^{-\varepsilon} \frac{\psi(x)}{x} \, dx - \psi(0) \ln \varepsilon = -\psi(0) \ln a + \int_{-a}^{-\varepsilon} \frac{\psi(x) - \psi(0)}{x} \, dx.$$
The right-hand sides have finite limits as $\varepsilon \to 0$, since $\psi(x) - \psi(0) = O(x)$ as $x \to 0$. We obtain then
\[
\int_{\mathbb{R}} Q_\varepsilon(x) \psi(x) \, dx = \left( \int_{\mathcal{I}} \kappa \, dt - q_+ + q_- \right) \psi(0) \ln \varepsilon + f_\varepsilon(\psi),
\]
where $\{f_\varepsilon\}_{\varepsilon > 0}$ is a sequence of continuous functionals which converges in $\mathcal{D}'(\mathbb{R})$ as $\varepsilon \to 0$. Therefore sequence $Q_\varepsilon$ converges in the space of distributions if and only if $q_+ - q_- = \int_{\mathcal{I}} \kappa \, dt$.

Note that we have actually proved that condition (1.13) is necessary and sufficient for the convergence of functionals $Q_\varepsilon$ in Hölder space $C^0_0(\mathbb{R})$, $\gamma \in (0, 1)$. In fact, for any $\psi \in C^0_0(\mathbb{R})$ we have $\psi(x) - \psi(0) = O(x^\gamma)$ as $x \to 0$, and this is sufficient for the convergence of $f_\varepsilon$. Therefore if $Q_\varepsilon$ converge in $\mathcal{D}'(\mathbb{R})$, then the limit distribution belongs to $\mathcal{F}_Q$. \hfill \Box

2.2. Proof of Theorem 2. The proof deals with the convergence of operators
\[
H_\varepsilon = -\frac{d^2}{dx^2} + Q_\varepsilon + \varepsilon^{-1}V(\varepsilon^{-1} \cdot), \tag{2.1}
\]
and so we have the partial case of Theorem 1 when $U = 0$. First of all, note that the trivial potential $U = 0$ possesses a zero-energy resonance with half-bound state $h_0 = 1$. Since $\theta = 1$, (1.7) and (1.8) become $\mu = \int_{\mathbb{R}} V \, dx =: \beta$ and
\[
q_+ - q_- = \int_{\mathcal{I}} \kappa \, dx
\]
respectively. Hence, if the last condition holds, then operators $H_\varepsilon$, given by (2.1), converge to operator $\mathcal{H}$ associated with non-trivial point interactions (1.14), according to Theorem 1. In this case we obtain a partial transparency of the potentials $Q_\varepsilon + \varepsilon^{-1}V(\varepsilon^{-1} \cdot)$ in the limit. Next, in view of Lemma 1, the penetrability of these potentials is equivalent to the convergence of $Q_\varepsilon$ in the space of distributions.

2.3. Examples of Coulomb-like potentials. Following are some examples of potentials $Q_\varepsilon$, illustrating the penetrability and impenetrability of the Coulomb-like potentials in the limit. Let us consider two regularizations of the classic Coulomb potential $Q(x) = -|x|^{-1}$:
\[
Q_{0,\varepsilon}(x) = \begin{cases} 
-1/|x|, & \text{if } |x| > \varepsilon, \\
0, & \text{if } |x| < \varepsilon;
\end{cases} \quad Q_{1,\varepsilon}(x) = \begin{cases} 
-1/|x|, & \text{if } |x| > \varepsilon, \\
\varepsilon^{-1} \ln |x|, & \text{if } |x| < \varepsilon.
\end{cases}
\]
(see Fig. 2). Both of the sequences $Q_{j,\varepsilon}$ converge to $-|x|^{-1}$ pointwise, but $Q_{1,\varepsilon}$ only converges in the sense of distributions. In the case of $Q_{1,\varepsilon}$, we have $q_- = 1$, $q_+ = -1$ and $\kappa = -1$, and therefore condition (1.13) holds. In view of Theorem 2, potentials $Q_{0,\varepsilon}$ are asymptotically opaque; whereas $Q_{1,\varepsilon}$ are penetrable in the limit as $\varepsilon \to 0$. In other words, the transition probability $|T_\varepsilon(k)|^2$ calculated for $Q_{0,\varepsilon}$ tends to zero $\varepsilon \to 0$ for all $k$, but the corresponding probability for $Q_{1,\varepsilon}$ has a limit $|T(k)|^2$, which is a non-zero function of $k$. 
For the odd Coulomb potential $Q(x) = x^{-1}$, we can also provide two different regularizations, plotted in Fig. 3, as follows:

\[
Q_{2,\varepsilon}(x) = \begin{cases} 
\frac{1}{x}, & \text{if } |x| > \varepsilon \\
\varepsilon^{-1} |\ln \varepsilon|, & \text{if } |x| < \varepsilon
\end{cases}
\]

\[
Q_{3,\varepsilon}(x) = \begin{cases} 
\frac{1}{x}, & \text{if } |x| > \varepsilon \\
\varepsilon^{-2} |\ln \varepsilon|, & \text{if } |x| < \varepsilon
\end{cases}
\]

In this case, $q_- = q_+ = 1$ and so condition (1.13) holds for potentials $Q_{3,\varepsilon}$ only, when $\gamma(t) = -t$. Therefore $Q_{3,\varepsilon}$ are penetrable in the limit as $\varepsilon \to 0$, unlike the potentials $Q_{2,\varepsilon}$, which are asymptotically opaque.

Many authors have regularized the Coulomb potentials by so-called truncated ones of the form

\[
R_\varepsilon(x) = \begin{cases} 
Q(x), & \text{if } |x| > \varepsilon \\
a_\varepsilon(x), & \text{if } |x| < \varepsilon
\end{cases}
\]
where $|a_\varepsilon| \leq \varepsilon^{-1}$ (see Fig. 4). From asymptotical point of view, $R_\varepsilon$ can be regarded as potentials $Q_\varepsilon$ with $\varepsilon = 0$. It follows from the proof of Lemma 1 that $R_\varepsilon$ can converge in $\mathcal{D}'(\mathbb{R})$ if and only if $q_- = q_+$, i.e., $Q(\varepsilon)$ is the odd Coulomb potential near the origin. Moshinsky [8] was the first who noticed the penetrability of potential $\gamma/|x|$. On the other hand, a regularization of the even Coulomb potential $\gamma/|x|$ by the truncated potentials is always asymptotically opaque and leads to the Dirichlet condition in the limit [1–3, 7]. The same assertion is also valid for modified Coulomb interactions having the form $M_\varepsilon(x) = -\frac{1}{|x| + \varepsilon}$; this potentials also diverge in $\mathcal{D}'(\mathbb{R})$. Such regularizations were considered in [1,2,4–6].

Figure 4. Truncated and modified potentials

It should be noted that the equivalence of penetrability in the limit and the convergence in the space of distributions for potentials $Q_\varepsilon + \varepsilon^{-1} V(\varepsilon^{-1} \cdot)$ is consistent with Kurasov’s results [12,14]. Kurasov has interpreted the formal differential expression $-\frac{d^2}{dx^2} - \frac{\gamma}{x}$ in $\mathbb{R}$ as a map from some Hilbert space to the space of distributions. This operator has been defined in the principal value sense

$$H = \text{v.p.} \left( -\frac{d^2}{dx^2} - \frac{\gamma}{x} \right) + \beta \delta(x)$$

on the whole line. As shown in [14], $H$ is the self-adjoint operator that is defined by $H\phi = -\phi'' - \gamma \phi'/x$ on functions from $W^2_2(\mathbb{R} \setminus (-\varepsilon, \varepsilon))$ for every positive $\varepsilon > 0$ and satisfying the boundary conditions

$$\phi(+0) = \phi(-0), \quad b_+(\phi) - b_-(\phi) = \beta \phi(0),$$

where $b_{\pm}(\phi) = \lim_{x \to \pm 0} (\phi'(x) - \gamma \phi(\pm 0) \ln |x|)$. Indeed, such considerations implicitly presupposed the existence of a regularization $Q_\varepsilon + \varepsilon^{-1} V(\varepsilon^{-1} \cdot)$ of the pseudopotential $-\mathcal{P}_{\frac{1}{2}} + \beta \delta(x)$, which converges in $\mathcal{D}'(\mathbb{R})$. These coupling conditions agree with (1.14), if $\gamma = q_+ = q_-$. Returning to the question of penetrability of the one-dimensional Coulomb potentials, it is probably worth considering that this question has no unambiguous answer. One should agree with the authors of [11] that mathematics alone cannot tell which boundary conditions for the wave function at the origin should be chosen to model a given experimental situation.
3. Proof of Theorem 1

3.1. Formal construction of limit operator. Let us consider the equation
\[ -y'' + (Q - \zeta)y = f, \quad x \in \mathbb{R} \setminus \{0\}, \]  
for given \( f \in L^2(\mathbb{R}) \) and \( \zeta \in \mathbb{C} \). In one-sided neighbourhoods of the origin the last equation becomes
\[ -y'' + \left( \frac{q^-}{x} - \zeta \right)y = f, \quad x \in (-a,0); \quad -y'' + \left( \frac{q^+}{x} - \zeta \right)y = f, \quad x \in (0,a). \]

The following proposition was proved in [14].

Proposition 1. Let \( y \) be a solution of (3.1) such that \( y \in L^2(\mathbb{R}) \). Then there exist the finite limits \( y(\pm 0) = \lim_{x \to \pm 0} y(x) \) and
\[ y(x) = y(\pm 0) + O(|x|^{1/2}) \quad \text{as} \quad x \to \pm 0. \]
For the derivative of the solution we have asymptotics
\[ y'(x) = q_\pm y(\pm 0) \ln |x| + b_\pm(y) + o(1) \quad \text{as} \quad x \to \pm 0, \]
where \( b_- \) and \( b_+ \) are some constants depending on \( y \).

We will use this proposition for some formal considerations. To prove the norm resolvent convergence of \( H_\varepsilon \) we do really need more subtle estimates of the remainder terms; a stronger version of these asymptotics is presented in Lemma 2. Set \( y_\varepsilon = (H_\varepsilon - \zeta)^{-1}f \) for \( f \in L^2(\mathbb{R}) \) and \( \zeta \in \mathbb{C} \setminus \mathbb{R} \). We look for the formal asymptotics of \( y_\varepsilon \), as \( \varepsilon \to 0 \), having the form
\[ y_\varepsilon(x) \sim \begin{cases} u(x), & \text{if } |x| > \varepsilon, \\ v_0 \left( \frac{x}{\varepsilon} \right) + v_1 \left( \frac{x}{\varepsilon} \right) \varepsilon \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) \varepsilon, & \text{if } |x| < \varepsilon. \end{cases} \]

We also assume that the coupling conditions
\[ [y_\varepsilon]_{\pm \varepsilon} = 0, \quad [y'_\varepsilon]_{\pm \varepsilon} = 0 \]  
hold, where \([ \cdot ]_x\) is the jump of a function at point \( x \). Function \( y_\varepsilon \) is a unique solution of equation
\[ -y''_\varepsilon + (Q_\varepsilon(x) + \varepsilon^{-2}U(x^{-1}x) + \varepsilon^{-1}V(x^{-1}x))y_\varepsilon = \zeta y_\varepsilon + f \]  
(3.4)
belonging to the domain of \( H_\varepsilon \). Since the interval on which the \((a \delta' + \beta \delta)\)-like perturbation is localized shrinks to a point, \( u \) must solve the equation
\[ -u'' + Qu = \zeta u + f \quad \text{in } \mathbb{R} \setminus \{0\}. \]

This solution can not be uniquely determined without additional conditions at the origin. One naturally expects that these conditions depend on the perturbation.

Suppose that \( |x| < \varepsilon < a \). Then we can as follows rewrite equation (3.4) in the terms of new variable \( t = x/\varepsilon \). If we set \( v^\varepsilon(t) = y_\varepsilon(\varepsilon t) \), then
\[ -\frac{d^2 v^\varepsilon}{dt^2} + (U(t) + \varepsilon \ln \varepsilon \kappa(t) + \varepsilon V(t))v^\varepsilon = \varepsilon^2 \zeta v^\varepsilon + \varepsilon^2 f, \quad t \in I. \]

(3.5)
Furthermore, in view of Proposition 1, matching conditions (3.3) imply
\[ v_0(±1) + O(ε \ln ε) = u(±0) + O(ε^{1/2}), \]
\[ ε^{-1}v_0'(±1) + v_1'(±1) ln ε + v_2'(±1) = q_±u(±0) ln ε + b_±(u) + o(1). \]
In particular, we have
\[ v_0(±1) = u(±0), \quad v_0'(±1) = 0, \quad v_1'(±1) = q_±u(±0), \quad v_2'(±1) = b_±(u). \] (3.6)

Substituting (3.2) for \(|x| < ε\) into (3.5) and applying (3.6) yield
\[ -v_0'' + Uv_0 = 0, \quad t ∈ I, \quad v_0'(−1) = 0, \quad v_0'(1) = 0; \] (3.7)
\[ -v_1'' + Uv_1 = −v_0, \quad t ∈ I, \quad v_1'(−1) = q_−u(−0), \quad v_1'(1) = q_+u(+0); \] (3.8)
\[ -v_2'' + Uv_2 = −Vv_0, \quad t ∈ I, \quad v_2'(−1) = b_−(u), \quad v_2'(1) = b_+(u). \] (3.9)

Let us first suppose that potential \( U \) is resonant. Since the supports of \( U \) is contained in \( I \), a half-bound state \( h \) is constant outside \( I \) and its restriction to \( I \) is a non-trivial solution of the boundary value problem
\[ −h'' + Uh = 0, \quad t ∈ I, \quad h'(−1) = 0, \quad h'(1) = 0. \] (3.10)

Moreover \( h(±∞) = h(±1) \) and hence \( h_0(−1) = 1 \) and \( h_0(1) = θ \). Then the equation in (3.7) has a one-parameter family of solutions \( v_0 = ch_0 \). But owing to \( v_0(−1) = u(−0) \), we have
\[ v_0 = u(−0)h_0. \] (3.11)

Hence \( v_0(1) = u(−0)h_0(1) = θu(−0) \). On the other hand, \( v_0(1) = u(+0) \) by (3.6). From this we deduce
\[ u(+0) = θu(−0). \] (3.12)

Next, problem (3.8) is solvable if and only if
\[ θq_+u(+0) − q_−u(−0) = u(−0) ∫_I −CH^2 dx, \] (3.13)
because the corresponding homogeneous problem possesses non-trivial solutions. The last condition can be easily obtained by multiplying the equation in (3.8) by \( h_0 \) and integrating by parts. Combining (3.12) and (3.13) gives us
\[ \left\{ \begin{array}{l}
u(+0) − θu(−0) = 0, \\
θq_+u(+0) − (q_− + ∫_I CH^2 dx) u(−0) = 0. \end{array} \right. \] (3.14)

The linear system admits a nonzero solution \((u(−0), u(+0))\) if and only if
\[ θ^2q_+ − q_− = ∫_I CH^2 dx. \] (3.15)

If (3.13) holds, then (3.8) has a one-parameter family of solutions \( v_1 = v_1^* + c_1h_0 \). Let us fix \( v_1 \) such that \( v_1(−1) = 0 \); this is possible, because \( h_0(−1) ≠ 0 \).

We at last turn to problem (3.9). Multiplying the equation in (3.9) by half-bound state \( h_0 \) and integrating by parts, we can similarly compute the solvability condition
\[ θb_+(u) − b_−(u) = ∫_I Vv_0h_0 dt. \] (3.16)
We can choose \( v_2 \) to satisfy \( v_2(-1) = 0 \). Recalling now (3.11), we can rewrite (3.16) in the form
\[
\theta b_+(u) - b_-(u) = u(-0) \int_{\mathcal{T}} V h_0^2 \, dt. \tag{3.17}
\]

Therefore if potential \( U \) is resonant and (3.15) holds, then the leading term \( u \) of asymptotics (3.2) must solve the problem
\[
-u'' + Qu = \zeta u + f \quad \text{in } \mathbb{R} \setminus \{0\},
\]
\[
u(+0) - \theta u(-0) = 0, \quad \theta b_+(u) - b_-(u) = \mu u(-0),
\]
where \( \mu \) is given by (1.7). The coupling conditions at the origin agree with (1.9) in view of Remark 2.

In the case when either \( U \) has no zero-energy resonance or else \( U \) is resonant, but (3.15) does not hold, both the values \( u(-0) \) and \( u(+0) \) equal zero. Indeed, if \( U \) is not resonant, then problem (3.7) has only trivial solution \( v_0 \) and then the first condition in (3.6) implies \( u(0) = 0 \). On the other hand, if \( U \) is resonant, but (3.15) does not hold, then system (3.14) has a unique solution \( u(-0) = u(+0) = 0 \). Hence \( u \) should be a solution of the problem
\[
-u'' + Qu = \zeta u + f \quad \text{in } \mathbb{R} \setminus \{0\}, \quad u(0) = 0. \tag{3.19}
\]

3.2. Improvement of asymptotics. We will again focus our attention on the case of resonant potential \( U \). Our aim is to construct an element \( u_\varepsilon \in \text{dom } H_\varepsilon \) that approximates \( y_\varepsilon = (H_\varepsilon - \zeta)^{-1} f \).

From now on, \( W_2^k(\Omega) \) and \( W_2^{k,\text{loc}}(\Omega) \) stand for the Sobolev spaces and \( \|f\|_2 \) stands for \( L^2(\mathbb{R}) \)-norm of a function \( f \). To obtain the uniform approximation of \( y_\varepsilon \) in \( L^2(\mathbb{R}) \) with respect to \( f \), we will refine asymptotics (3.2). Let \( z_\varepsilon \) be a solution of the Cauchy problem
\[
-z'' + U(t)z = f(\varepsilon t), \quad z(-1) = 0, \quad z'(-1) = 0. \tag{3.20}
\]

We introduce the function
\[
w_\varepsilon(x) = \begin{cases} u(x), & \text{if } |x| > \varepsilon, \\ v_0 \left( \frac{x}{\varepsilon} \right) + v_1 \left( \frac{x}{\varepsilon} \right) \varepsilon \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) \varepsilon + \varepsilon^2 z_\varepsilon \left( \frac{x}{\varepsilon} \right), & \text{if } |x| < \varepsilon. \end{cases} \tag{3.21}
\]

Note that \( w_\varepsilon \) is not in general smooth enough to belong to the domain of \( H_\varepsilon \); by construction, approximation \( w_\varepsilon \) belongs to \( W_2^{2,\text{loc}}(\mathbb{R} \setminus \{-\varepsilon, \varepsilon\}) \) and has jump discontinuities at the points \( x = \pm \varepsilon \). We will show that the jumps of \( w_\varepsilon \) and its first derivative are small enough uniformly on \( f \), and therefore there exists a corrector \( \rho_\varepsilon \) with the infinitesimal \( L^2 \)-norm, as \( \varepsilon \to 0 \), such that \( w_\varepsilon + \rho_\varepsilon \in \text{dom } H_\varepsilon \).

We introduce two cut-functions \( \xi \) and \( \eta \) that are smooth outside the origin and have compact supports contained in \([0, \frac{1}{2}a]\), where \( a \) is the same as in (1.2). In addition, \( \xi(+0) = 1, \xi'(+0) = 0, \eta(+0) = 0 \) and \( \eta'(+0) = 1 \). Let us set
\[
\rho_\varepsilon(x) = [w_\varepsilon]_{-\varepsilon} \xi(-x) - [w_\varepsilon']_{-\varepsilon} \eta(-x) - [w_\varepsilon]_\varepsilon \xi(x) - [w_\varepsilon']_\varepsilon \eta(x). \tag{3.22}
\]

It is easy to check that \( [\rho_\varepsilon(k)]_{\pm \varepsilon} = -[w_\varepsilon(k)]_{\pm \varepsilon} \) for \( k = 0, 1 \). Moreover, \( \rho_\varepsilon(x) = 0 \) for \( x \in (-\varepsilon, \varepsilon) \). From this we conclude that \( w_\varepsilon + \rho_\varepsilon \in W_2^{2,\text{loc}}(\mathbb{R}) \), hence that \( w_\varepsilon + \rho_\varepsilon \in \text{dom } H_\varepsilon \).
3.3. Some uniform bounds. Recall that in Subsection 3.1 we have actually derived $u = (\mathcal{H} - \zeta)^{-1}f$. Hence $u \in W^{2}_{2,\text{loc}}(\mathbb{R} \setminus (-b,b))$ for any $b > 0$. By the Sobolev imbedding theorems, function $u$ is continuously differentiable on $\mathbb{R} \setminus \{0\}$. In addition, the estimates hold

$$\|u\| \leq c_1 \|f\|, \quad \|u\|_{C^1(K)} \leq c_2(K)\|f\|$$

for any compact set $K$ that does not contain the origin.

**Lemma 2.** The following estimates

$$|u(x) - u(±0)| \leq C_1 \|f\| \ln |x|, \quad |u'(x) - q±u(±0)\ln |x| - b±(u)| \leq C_2\|f\| |x|^{1/2}$$

hold as $x \to ±0$, where $b±$ are linear bounded functionals on $\text{dom} \mathcal{H}$. In addition,

$$|b±(u)| \leq C_3\|f\|.$$  

The constants $C_k$ do not depend on $f$.

**Proof.** We will prove (3.24)–(3.26) on the positive half-line only. For the case $x \to -0$ the proof is similar. In view of (1.2), we have

$$u'' = \frac{q_+}{x} u - \zeta u - f$$

for $x \in (0,a)$. Temporarily write $f_\zeta = \zeta u + f$. Consequently

$$u'(x) = -q_+ \int_x^a \frac{u(s)}{s} \, ds + \int_x^a f_\zeta(s) \, ds + u'(a),$$

$$u(x) = q_+ \int_x^a \frac{s - x}{s} u(s) \, ds - \int_x^a (s - x)f_\zeta(s) \, ds + u(a) + u'(a)(x - a).$$

From this we see in particular that there exists the finite limit value

$$u(+0) = q_+ \int_0^a u(s) \, ds + x \int_0^a f_\zeta(s) \, ds + u(a) - au'(a)$$

not only for an element of $\text{dom} \mathcal{H}$, but for any $L^2(\mathbb{R}_+)$-solution of (3.27). In fact, the most singular (as $x \to +0$) integral

$$\int_x^a \frac{s - x}{s} u(s) \, ds$$

converges to $\int_0^a u(s) \, ds$ by Lebesgue’s dominated convergence theorem, because

$$\left| \frac{s - x}{s} \chi_{(x,a)}(s) \right| \leq 1 \quad \text{for} \quad s \in (0,a).$$

Here $\chi_{(x,a)}$ is the characteristic function of interval $(x,a)$. Combining (3.30) and the second inequality in (3.23), we discover

$$\|u\|_{C^0([0,a])} \leq c\|f\|.$$  

(3.31)
Subtracting (3.30) from (3.29), we can represent the difference as

\[ u(x) - u(+0) = -q_+x \int_x^a \frac{u(s)}{s} ds + \int_0^x (sf_\zeta(s) - q_+u(s)) ds + u'(a)x. \]

Since

\[ \int_x^a \frac{u(s)}{s} ds = u(+0) x(\ln a - \ln x) + \int_x^a \frac{u(s) - u(+0)}{s} ds, \quad (3.32) \]

we finally have

\[ u(x) - u(+0) = q_+u(+0) x(\ln x - \ln a) + \int_0^x (sf_\zeta(s) - q_+u(s)) ds \]

\[ + x \int_x^a f_\zeta(s) ds + u'(a)x - q_+x \int_x^a \frac{u(s) - u(+0)}{s} ds. \quad (3.33) \]

Hence

\[ |u(x) - u(+0)| \leq c_1\|f\| |x| \ln x| + |q_+| x \int_x^a \frac{|u(s) - u(+0)|}{s} ds, \]

where we employed (3.23) and (3.31) to obtain the estimates

\[ |u(+0)| + |u'(a)| \leq c_2 \|f\|, \quad \|f_\zeta\| = \|u + f\| \leq c_3 \|f\|, \]

\[ \left| \int_0^x u(s) ds \right| \leq x \sup_{s \in (0,x)} |u(s)| \leq c_4 \|f\|, \]

\[ \left| \int_0^x sf_\zeta(s) ds \right| \leq x \int_0^x |f_\zeta(s)| ds \leq x^{3/2} \|f\|. \]

Consequently Gronwall’s inequality implies

\[ |u(x) - u(+0)| \leq c_1\|f\| e^{\frac{(q_+ |x(\ln a - \ln x)| \ln x|}{C_1\|f\| |x| \ln x|}}, \quad (3.34) \]

as \( x \to +0 \), which establishes (3.24). Applying (3.32) to (3.28), we find

\[ u'(x) = q_+ u(+0)(\ln x - \ln a) - q_+\int_x^a \frac{u(s) - u(+0)}{s} ds \]

\[ + \int_x^a f_\zeta(s) ds + u'(a) = q_+ u(+0) \ln x + b_+(u) + r(x,u), \]

where

\[ b_+(u) = u'(a) - q_+u(+0) \ln a + \int_0^a f_\zeta(s) ds - q_+ \int_0^a \frac{u(s) - u(+0)}{s} ds, \]

\[ r(x,u) = q_+ \int_0^x \frac{u(s) - u(+0)}{s} ds - \int_0^x f_\zeta(s) ds. \]
Thus formulas (3.23), (3.24) and (3.31) provide the bounds

\[ |r(x, u)| \leq |q_+| \int_0^x \frac{|u(s) - u(+0)|}{s} \, ds + |\zeta| \int_0^x |u| \, ds + \int_0^x |f| \, ds \]

\[ \leq C_1 \|f\| \int_0^x \ln |s| \, ds + c_4(\|u\| + \|f\|)x^{1/2} \leq C_2 \|f\| x^{1/2}, \]

\[ |b_+(u)| \leq c_5(|u'(a)| + |u(+0)|) + c_6 \|f_c\| + |q_+| \int_0^a \frac{|u(s) - u(+0)|}{s} \, ds \leq c_7 \|f\| + c_8 \|f\| \int_0^a \ln |s| \, ds \leq C_3 \|f\|, \]

which establishes (3.25) and (3.26). □

By construction functions \( v_k \) in (3.2) belong to \( W^2_2(I) \). We will show that their \( W^2_2 \)-norms can be estimated by the \( L^2 \)-norm of \( f \).

**Lemma 3.** Assume that \( v_0, v_1 \) and \( v_2 \) are solutions of (3.7), (3.8) and (3.9) respectively. Suppose that these solutions are chosen so that \( v_0(-1) = u(-0), v_1(-1) = 0 \) and \( v_2(-1) = 0 \). Then

\[ \|v_k\|_{W^2_2(I)} \leq C_1 \|f\| \]

for all \( f \in L^2(\mathbb{R}) \) and \( k = 0, 1, 2 \), the constant \( C_1 \) being independent of \( f \).

Let \( z_\varepsilon \) be the solution of (3.20). Then \( z_\varepsilon \) also belongs to \( W^2_2(I) \), with the estimate

\[ \|z_\varepsilon\|_{W^2_2(I)} \leq C_2 \varepsilon^{-1/2} \|f\|, \]

where \( C_2 \) does not depend of \( f \) and \( \varepsilon \).

**Proof.** It is evident from (3.11) and Lemma 2 that \( \|v_0\|_{W^2_2(I)} \leq c_1|u(-0)| \leq C_1 \|f\| \).

To prove this estimate for \( v_1 \) and \( v_2 \), we construct below representations for the desired solutions. Let \( \omega \) be a solution of the Cauchy problem

\[ -\omega'' + U\omega = -\varepsilon h_0, \quad t \in I, \quad \omega(-1) = 0, \quad \omega'(-1) = q_- \]

We set \( v_1 = u(-0)\omega \). This function solves the equation in (3.8) and \( v'_1(-1) = q_- u(-0) \). The boundary condition at \( t = 1 \) also holds, because multiplying the equation for \( \omega \) by half-bound state \( h_0 \) and integrating by parts twice yield

\[ \theta \omega'(1) = q_- + \int_I \varepsilon h_0^2 \, dx. \]

From this we have

\[ v_1'(1) = u(-0)\omega'(1) = \theta^{-1} u(-0) \left( q_- + \int_I \varepsilon h_0^2 \, dx \right) = q_+ \theta u(-0) = q_+ u(+0), \]

by (1.8). Next, solution \( v_2 \) of (3.9) can be written as

\[ v_2(t) = b_-(u)\omega(t) + u(-0)\Omega(t), \]

where \( \Omega \) solves the problem

\[ -\Omega'' + U\Omega = -Vh_0, \quad t \in I, \quad \Omega(-1) = 0, \quad \Omega'(1) = 0. \]

Note that \( \Omega'(1) = \theta^{-1} \int_I V h_0^2 \, dt \). This equality can be obtained by multiplying equation \(-y'' + Uy = -Vh_0 \) by half-bound state \( h_0 \) and integrating by parts.
So we have $v_2(-1) = b_-(u)\omega(-1) + u(-0)\Omega(-1) = 0$, $v'_2(-1) = b_-(u)\omega'(-1) + u(-0)\Omega'(-1) = b_+(u)$ and

$$v'_2(1) = b_-(u)\omega'(1) + u(-0)\Omega'(1) = \theta^{-1}\left(b_-(u) + u(-0)\int_I Vh_0^2 dt\right) = b_+(u)$$

in view of coupling condition (3.17). Hence $v_2$ of the form (3.37) is a solution of (3.9) such that $v_2(-1) = 0$. Estimate (3.35) for $k = 1, 2$ follows from the explicit form of $v_1, v_2$, bounds (3.23) and Lemma 2.

Since $U \in L^\infty(\mathbb{R})$, solution $z_\varepsilon$ of the Cauchy problem satisfies

$$\|z_\varepsilon\|_{W^2_2(I)} \leq c_1\|f(\varepsilon\cdot)\|_{L^2(I)}.$$  

We also have

$$\int_{-1}^1 |f(\varepsilon t)|^2 dt \leq c_2\varepsilon^{-1} \int_{-\varepsilon}^{\varepsilon} |f(\tau)|^2 d\tau \leq c_3\varepsilon^{-1}\|f\|^2.$$  

Therefore (3.36) follows from the last bound. \hfill \Box

**Lemma 4.** Assume that function $\rho_\varepsilon$ is given by (3.22). There exist constants $C_1$ and $C_2$ being independent of $f$ such that

$$\sup_{|x| > \varepsilon} (|\rho_\varepsilon(x)| + |\rho_\varepsilon'(x)|) \leq C_1 \varepsilon^{1/2}\|f\|, \tag{3.38}$$  

$$\|Q\rho_\varepsilon\| \leq C_2\varepsilon^{1/4}\|f\|. \tag{3.39}$$

**Proof.** To prove (3.38) it suffices to show

$$\|[w_\varepsilon]_{-\varepsilon}\| + \|[w_\varepsilon]\| + \|[w'_\varepsilon]_{-\varepsilon}\| + \|[w'_\varepsilon]\| \leq c\varepsilon^{1/2}\|f\|,$$

since functions $\xi$ and $\eta$ in (3.22) are smooth and bounded together with all their derivatives, if $|x| > \varepsilon$. Combining Lemmas 2, 3 and the continuity of embedding $W^2_2(I) \subset C^1(I)$, we conclude that

$$\|[w_\varepsilon]_{-\varepsilon}\| = |v_0(-1) - u(-\varepsilon)| = |u(-0) - u(-\varepsilon)| \leq c_1\|f\|\varepsilon|\ln\varepsilon|,$$

$$\|[w'_\varepsilon]_{-\varepsilon}\| = |u'(-\varepsilon) - q_u(-0)\ln\varepsilon - b_-(u)| \leq c_2\|f\|\varepsilon^{1/2},$$

$$\|[w_\varepsilon]\| = |u(\varepsilon) - u(+0) - v_1(1)\varepsilon\ln\varepsilon - v_2(1)\varepsilon - z_\varepsilon(\varepsilon)\varepsilon^2| \leq c_3\|f\|\varepsilon\varepsilon\ln\varepsilon|,$$

$$\|[w'_\varepsilon]\| = \|u'(\varepsilon) - q_u(+0)\ln\varepsilon - b_+(u) - z'_\varepsilon(\varepsilon)\varepsilon| \leq c_4\|f\|\varepsilon^{1/2},$$

which establishes (3.38).

Next, let us fix $\gamma \in (0, \frac{1}{2})$. Since $|\eta(x)| \leq c|x|$ as $|x| \to 0$, we have

$$\sup_{\varepsilon < |x| < \varepsilon^\gamma} |\rho_\varepsilon(x)| \leq c_5(\|[w_\varepsilon]_{-\varepsilon}\| + \|[w_\varepsilon]\| + (\|[w'_\varepsilon]_{-\varepsilon}\| + \|[w'_\varepsilon]\|)\varepsilon^\gamma)$$

$$\leq c_6(\varepsilon\ln\varepsilon + \varepsilon^\gamma + 1/2)\|f\| \leq c_7\varepsilon^{\gamma+1/2}\|f\| \tag{3.40}$$
for $\varepsilon < |x| < \varepsilon^\gamma$. Recall that $\rho_\varepsilon(x) = 0$ for $|x| < \varepsilon$ and $|x| > a$, provided $\varepsilon$ is small enough. Then utilizing estimates (3.38) and (3.40), we obtain the bound
\[
\|Q\rho_\varepsilon\|^2 = \int_{\varepsilon < |x| < \alpha} Q^2 |\rho_\varepsilon|^2 \, dx \leq \max\{|q_-|, |q_+|\} \int_{\varepsilon < |x| < \alpha} x^{-2} |\rho_\varepsilon|^2 \, dx
\]
\[
\leq c_8 \left( \int_{\varepsilon < |x| < \varepsilon^\gamma} x^{-2} |\rho_\varepsilon|^2 \, dx + \int_{\varepsilon^\gamma < |x| < \alpha} x^{-2} |\rho_\varepsilon|^2 \, dx \right)
\]
\[
\leq c_8 \sup_{\varepsilon < |x| < \varepsilon^\gamma} |\rho_\varepsilon(x)|^2 \int_{\varepsilon < |x| < \varepsilon^\gamma} x^{-2} \, dx + c_8 \sup_{\varepsilon^\gamma < |x| < \alpha} x^{-2} |\rho_\varepsilon(x)|^2 \int_{\varepsilon^\gamma < |x| < \alpha} dx
\]
\[
\leq c_9 \varepsilon^{2\gamma + 1} \|f\| \int_{\varepsilon < |x| < \varepsilon^\gamma} x^{-2} \, dx + c_{10} \varepsilon^{1 - 2\gamma} \|f\| \leq c_{11} (\varepsilon^{2\gamma} + \varepsilon^{1 - 2\gamma}) \|f\|.
\]
Assertion (3.39) follows from this inequality, provided $\gamma = 1/4$.

3.4. End of the proof. We showed above that $u_\varepsilon = w_\varepsilon + \rho_\varepsilon$ belongs to the domain of $H_\varepsilon$. We will now prove that $u_\varepsilon$ solves the equation
\[
(H_\varepsilon - \zeta)u_\varepsilon = f + g_\varepsilon,
\]
in which remainder term $g_\varepsilon$ is small in $L^2$-norm uniformly with respect to $f$. Let us compute $g_\varepsilon$. If $|x| > \varepsilon$, then we have
\[
g_\varepsilon(x) = \left( -\frac{d^2}{dx^2} + Q(x) - \zeta \right) (u(x) + \rho_\varepsilon(x)) - f(x) = -\rho''_\varepsilon(x) + (Q(x) - \zeta) \rho_\varepsilon(x),
\]
by (3.18). If $|x| < \varepsilon$, then
\[
g_\varepsilon(x) = -\frac{d^2}{dx^2} u_\varepsilon \left( \frac{x}{\varepsilon} \right) + \varepsilon^{-2} U \left( \frac{x}{\varepsilon} \right) + \varepsilon^{-1} \ln \varepsilon \kappa \left( \frac{x}{\varepsilon} \right) + \varepsilon^{-1} V \left( \frac{x}{\varepsilon} \right) - \zeta u_\varepsilon \left( \frac{x}{\varepsilon} \right) - f(x)
\]
\[
= \varepsilon^{-2} \left( -v_0'' \left( \frac{x}{\varepsilon} \right) + U \left( \frac{x}{\varepsilon} \right) v_0 \left( \frac{x}{\varepsilon} \right) \right)
\]
\[
+ \varepsilon^{-1} \ln \varepsilon \left( -v_1' \left( \frac{x}{\varepsilon} \right) + U \left( \frac{x}{\varepsilon} \right) v_1 \left( \frac{x}{\varepsilon} \right) + \kappa \left( \frac{x}{\varepsilon} \right) v_0 \left( \frac{x}{\varepsilon} \right) \right)
\]
\[
+ \varepsilon^{-1} \left( -v_2'' \left( \frac{x}{\varepsilon} \right) + U \left( \frac{x}{\varepsilon} \right) v_2 + V \left( \frac{x}{\varepsilon} \right) v_0 \left( \frac{x}{\varepsilon} \right) \right)
\]
\[
- \varepsilon'' \left( \frac{x}{\varepsilon} \right) + U \left( \frac{x}{\varepsilon} \right) \kappa \left( \frac{x}{\varepsilon} \right) v_0 \left( \frac{x}{\varepsilon} \right) - f(x)
\]
\[
+ \ln \varepsilon \kappa \left( \frac{x}{\varepsilon} \right) \left( v_1 \left( \frac{x}{\varepsilon} \right) \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon \varepsilon \left( \frac{x}{\varepsilon} \right) \right)
\]
\[
+ V \left( \frac{x}{\varepsilon} \right) \left( v_1 \left( \frac{x}{\varepsilon} \right) \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon \varepsilon \left( \frac{x}{\varepsilon} \right) \right) - \zeta u_\varepsilon \left( \frac{x}{\varepsilon} \right)
\]
\[
= \left( \kappa \left( \frac{x}{\varepsilon} \right) \ln \varepsilon + V \left( \frac{x}{\varepsilon} \right) \right) \left( v_1 \left( \frac{x}{\varepsilon} \right) \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon \varepsilon \left( \frac{x}{\varepsilon} \right) \right) - \zeta u_\varepsilon \left( \frac{x}{\varepsilon} \right)
\]
by (3.7)–(3.9) and (3.20). Hence we have
\[
\|g_\varepsilon\| \leq \|\rho''_\varepsilon + \zeta \rho_\varepsilon\| + \|Q\rho_\varepsilon\| + \sup_{t \in I} \left( \|U(t)\| \ln |\varepsilon| + |V(t)| \right)
\]
\[
\times \|v_1(\varepsilon^{-1}) \ln \varepsilon + v_2(\varepsilon^{-1}) + \varepsilon \varepsilon \varepsilon (\varepsilon^{-1}) \|_{L^2(-\varepsilon, \varepsilon)} + \|\zeta \|_{L^2(-\varepsilon, \varepsilon)}
\]
\[
\leq c_1 (\varepsilon^{1/2} + \varepsilon^{1/4}) \|f\| + c_2 \varepsilon^{1/2} \|\ln \varepsilon\| \|v_1 \ln \varepsilon + v_2 + \varepsilon \varepsilon \varepsilon\|_{L^2(I)}
\]
\[
+ \|\zeta \|_{L^2(I)} \leq c \varepsilon^{1/4} \|f\|.
\]
in view of Lemmas 3 and 4. Here we also used inequality
\[
\int_{-\varepsilon}^{\varepsilon} \left| m \left( \frac{z}{\varepsilon} \right) \right|^2 dx \leq \varepsilon \int_{-1}^{1} |m(t)|^2 dt = \varepsilon \| m \|_{L^2(I)}^2
\]
for any \( m \in L^2(I) \). Therefore (3.41) implies
\[
\| u_\varepsilon - y_\varepsilon \| = \left\| (H_\varepsilon - \zeta)^{-1} g_\varepsilon \right\| \leq \| \zeta \|^{-1} \| g_\varepsilon \| \leq c\varepsilon^{1/4} \| f \|. \tag{3.42}
\]
Now let us consider the difference
\[
u_\varepsilon(x) - u(x) = \begin{cases} \rho_\varepsilon(x) & \text{if } |x| > \varepsilon, \\
v_0 \left( \frac{x}{\varepsilon} \right) + v_1 \left( \frac{x}{\varepsilon} \right) \varepsilon \ln \varepsilon + v_2 \left( \frac{x}{\varepsilon} \right) \varepsilon + z_\varepsilon \left( \frac{x}{\varepsilon} \right) \varepsilon^2 - u(x) & \text{if } |x| < \varepsilon.
\end{cases}
\]
We can as before invoke bound (3.23), Lemmas 3 and 4 to derive
\[
\| u_\varepsilon - u \| \leq \| \rho_\varepsilon \| + \varepsilon^{1/2} \| v_0 + v_1 \varepsilon \ln \varepsilon + v_2 \varepsilon + z_\varepsilon \varepsilon^2 \|_{L^2(I)} + \| u \|_{L^2(-\varepsilon, \varepsilon)} \leq C_1 \varepsilon^{1/2} (\| f \| + \max_{|x| \leq \varepsilon} |u(x)|) \leq C_2 \varepsilon^{1/2} \| f \|. \tag{3.43}
\]
Recalling the definitions of \( y_\varepsilon \) and \( u \), we estimate
\[
\left\| (H_\varepsilon - \zeta)^{-1} f - (H - \zeta)^{-1} f \right\| = \| y_\varepsilon - u \| \leq \| y_\varepsilon - u_\varepsilon \| + \| u_\varepsilon - u \| \leq C\varepsilon^{1/4} \| f \|
\]
by (3.42) and (3.43). The last bound establishes the norm resolvent convergence of \( H_\varepsilon \) to the operator \( H \) and estimate (1.10), which is the desired conclusion for the case when potential \( V \) is resonant.

If \( V \) is not resonant, function \( u \) in asymptotics (3.2) solves problem (3.19). Since both the value \( u(-0) \) and \( u(+0) \) are equal zero, \( u' \) has no logarithmic singularity at the origin in view of Lemma 2. From this reason the uniform approximation to \( y_\varepsilon \) has the form
\[
u_\varepsilon(x) = \begin{cases} u(x) + \rho_\varepsilon(x), & \text{if } |x| > \varepsilon, \\
\varepsilon v_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon^2 z_\varepsilon \left( \frac{x}{\varepsilon} \right), & \text{if } |x| < \varepsilon,
\end{cases}
\]
where \( v_2 \) solves the problem
\[-v_2'' + U v_2 = 0, \quad t \in I, \quad v_2'(-1) = -u'(-0), \quad v_2'(1) = u'(0).
\]
The rest of the proof is similar to the proof for the previous case.
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