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Interaction energies and density profiles for two model ionic liquids, [C₄mim][BF₄] and [C₄mim][TFSI], confined between charged planar walls are studied within a density functional theory framework. The results of these simulations are also compared with results assuming a simpler linear hexamer–monomer, cation–anion system. We focus attention on the effect on the atom site distributions and the surface forces of an additional, specific attractive potential between oppositely charged molecules. We consider both short- and long-ranged attractive potentials in order to span the degree to which the ionic counterions associate. Independent of its strength, we interpret the results found with the short-ranged potential to be a manifestation of limited molecular association. In contrast, depending on its strength, the results found with the long-ranged potential suggest a much stronger and possibly longer ranged associations of ionic groups. Both potentials are found to influence the behavior of the surface force at small separations, while the long-ranged attractive potential has the greater influence of the two on the long-ranged behavior of the surface force.

1. Introduction

In a recent paper we reported on a density functional theory (DFT) study of the behavior of adsorbing room temperature ionic liquids (RTILs) confined between two rigid surfaces. We investigated a range of conditions, with some emphasis on the responses of the RTILs and the inter-surface force to increases in the strength of the surface adsorption potential. Although a wide range of conditions were considered, we did not find any evidence of a long range, exponentially decaying surface interaction of the character of an electrical double layer force. Such forces have been detected with some IL systems in labs using the surface force apparatus (SFA). The experimental finding was unexpected given the exceptionally high charge screening ability of the organic RTILs. It has been put forward that such measured forces arise as a consequence of a high but incomplete pairing of oppositely charged molecular ions, leaving a high enough concentration of free, unpaired ions to mimic a weak electrolyte confined between two charged walls.

In our model system we did not entertain any specific pairing or clustering of the ions; the generic Coulomb interactions between partial charged atoms, and the non-specific dispersion attractive forces superimposed on hard sphere repulsion between all atoms that we included were clearly not sufficient to generate specific pairs. On the other hand, in closely related works by Forsman, Woodward, Ma and co-workers, who first implemented independently a DFT model, a mechanism through which ion clusters were present was added. These authors introduced additional molecular species in their IL model to differentiate clustered from un-clustered molecules. The authors manually controlled the molar proportion of clustered to un-clustered molecules to see what effect this would have on the resulting surface force. Indeed, it was found that a long range, exponentially decaying force did appear at an extremely high concentration ratio of clustered to un-clustered molecules. This was in qualitative agreement with the postulated explanation offered by the experimental researchers. Nevertheless, the manner employed to bring about clustering was artificial. Although demonstrative, the approach taken leaves open the questions of what intermolecular mechanism could bring about ion pairing, and how pairing is affected by external conditions and other system variables. Addressing these questions is one of the aims of this paper.

The molecular manifestation of ion pairing or clustering must obviously go beyond the level to which generic attractive Lennard-Jones dispersion interactions between all atoms and electrostatic attractions between oppositely charged molecules are treated in the DFT model. Presumably, the pairing of oppositely charged macro-molecules is due either to an additional attractive interaction of non-electrostatic origin, or to an attractive electrostatic contribution beyond that captured in a mean-field, DFT description. In the theoretical studies of Kjellander, it was proposed that clustering could be a consequence of strong nonlocal electrostatic or ion correlation effects arising in high density ionic liquids. Kjellander argued that “anions and cations may partially associate due to strong electrostatic attractions, specific interactions and/or effects of ion correlations”, which “may lead to the formation of ion pairs that are electroneutral entities”. Furthermore, Kjellander argued that
although it is tempting to create classes of RTIL molecules, associated and free, as was the approach taken by Forsman, Woodward, Ma and co-workers,\textsuperscript{10,11} any ion association arising specifically from ion correlations should actually emerge automatically. Confirmation of these ideas emerged from his dressed ion model.

Whether due to strong ion correlations or a specific, non-electrostatic interaction it would seem instructional to determine the explicit physical consequences of such an effective attractive potential on ion distributions and on surface forces, especially for small and intermediate surface separations (Kjellander’s study did not explicitly include non-electrostatic intermolecular interactions, and only considered a bulk liquid, arguing correctly that asymptotic behavior of surface forces is dictated by bulk solution properties). Kjellander\textsuperscript{15} suggested that the “dressing” of ions by a polarized ion cloud (dominated by counterions) may be likened to the inclusion of multipole contributions: dipole, quadrupole moments, etc. This perspective suggests looking to familiar intermolecular potentials as candidates for case studies. In this work we consider two models for an effective attractive potential. The first effective potential is based on a Boltzmann-weighted, angle-averaged dipole–quadrupole interaction,\textsuperscript{15}

$$\phi_{\text{C}}^{(6)}(r) \sim -\frac{1}{r^8},$$

which is shorter-ranged than the Lennard-Jones $r^{-6}$ dispersion attraction. The second is based on a Boltzmann-weighted, angle-averaged charge-dipole interaction potential,\textsuperscript{15,16}

$$\phi_{\text{C}}^{(4)}(r) \sim -\frac{1}{r^6},$$

which is longer ranged than the dispersion interaction. Both are shorter ranged than the Coulomb attraction between the opposite charged oligomers, $r^{-1}$. In our model the potentials are assumed to act only between specific atoms on oppositely charged molecules. To be precise, the potentials act between the central atoms in a given charge grouping (see Section 2).

Our aim with considering these functional dependencies is two-fold. Firstly, we seek to explore the contrasting influences of the functions – their short versus long range influences – on the molecular distributions between the surfaces and the overall effect on the surface forces. The more specific second aim is to see if in either case the surface force tends in character to the long-ranged exponential force measured experimentally.

In the next section we summarize the contributions included in the model, paying particular attention to the new attractive potentials. This is followed by a brief description of the density functional theory model itself and the numerical solution procedure. After a presentation of our main findings in the Results and discussion section, we offer some closing statements and suggestions of future work in the Conclusions section.

2. Ionic liquid systems and intermolecular potentials

2.1 RTIL systems

In this work we consider three explicit model molecular systems, and study their behavior under confinement. In parallel we study the response of the force between the confining surfaces to changes in molecular distribution resulting from the action of the pairing potential. Two RTIL systems have the same imidazolium cation, [C\textsubscript{4}mim\textsuperscript{+}], one with the anion bis(trifluoromethane)sulfonimide ([TFSI\textsuperscript{−}]) and one with the anion tetrfluoroborate ([BF\textsubscript{4}−]). The third RTIL is somewhat simpler but intended to capture the core features of the other two model RTILs. The RTIL molecules [C\textsubscript{4}mim\textsuperscript{+}] and [BF\textsubscript{4}−], on the one hand, and [C\textsubscript{4}mim\textsuperscript{+}] and [TFSI\textsuperscript{−}] on the other, are compared with a model RTIL comprised of a hexamer cation, [HEX\textsuperscript{+}], and a monomeric anion, [A\textsuperscript{−}]. The [HEX\textsuperscript{+}] cation mimics [C\textsubscript{4}mim\textsuperscript{+}] in the sense that it has five neutral atoms and one positively charged end atom, arranged linearly. The monomeric anion, [A\textsuperscript{−}], is more representative of [BF\textsubscript{4}−] than the much bulkier [TFSI\textsuperscript{−}], with a unit negative charge at the centre of a single sphere. The molecular structures and associated hard sphere models of these oligomers are presented in Fig. 1.

As in previous work, we utilize the well-established course grained approach\textsuperscript{9–11,17} in which only large constituent atoms (e.g., the carbon atom on the CH\textsubscript{2} molecule) are modeled as single hard spheres. All atoms have a common hard sphere diameter, $\sigma$. Once again we concern ourselves with the behavior of RTILs between neutral and charged solid surfaces; the atomic hard sphere centers have a closest approach distance of $\sigma/2$. A schematic representation of the ionic liquid [C\textsubscript{4}mim\textsuperscript{+}][BF\textsubscript{4}−] confined between two planar surfaces separated by a distance $h$ is shown in Fig. 2.

2.2 Generic potentials

As with our previous work, each constituent atom interacts with every other atom through a Sutherland model potential,\textsuperscript{15}

$$\phi_{\text{ut}}(r) = \begin{cases} \infty, & \text{for } r < \sigma, \\ \phi_{\text{disp}}(r) = -4\epsilon_{\text{pp}} \left(\frac{\sigma}{r}\right)^6, & \text{for } r > \sigma \end{cases}$$

assuming a common value for the strength of the Lennard-Jones attraction, $\epsilon_{\text{pp}} = 35.15 k_{\text{B}}T$ and a common hard sphere minimum diameter, $\sigma$; $k_{\text{B}}$ is Boltzmann’s constant. This potential engenders no preferential attraction between oppositely charged oligomers.

Electrostatic interactions are again quantified using the Coulomb potential

$$\phi_{\text{C}}^{(6)}(r) = \frac{q_s q_b}{4\pi \epsilon_0 \varepsilon_r r},$$

between two charged atoms possessing fractional charges, $-e \leq q_s, q_b \leq e$ separated by a distance $r$ across a dielectric medium. The medium is assumed homogeneous and isotropic with a uniform dielectric constant $\varepsilon_r$, while $\epsilon_0$ is the permittivity of free space. As in\textsuperscript{3} we assume $\varepsilon_r = 14.0$, corresponding to the measured value for [C\textsubscript{4}mim\textsuperscript{+}][TFSI\textsuperscript{−}].\textsuperscript{18}

All atoms interact with the confining walls via steric and electrostatic forces. The former case is manifested in a closest approach distance $\sigma/2$. In the latter case, this contribution appears as a 2D integral (per surface) of the Coulomb potential between a charged oligomer atom and an element of surface charge.
In contrast with our previous calculations and to simplify the present investigation, we assume no atom-wall dispersion interaction that was featured in Kiratidis and Miklavcic.\(^1\)

### 2.3 Additional effective potential

In addition to the foregoing generic potentials we now introduce our effective potentials, \(\Phi_{\text{eff}}(r)\). We consider two forms...
motivated by higher-order, thermodynamic-averaged intermolecular interactions, and modelled directly on the asymptotic form of the thermodynamically weighted, angle-averaged, dipole–quadrupole interaction potential,\textsuperscript{15} and the asymptotic form of the thermodynamically weighted, angle-averaged, charge-dipole interaction potential:\textsuperscript{15,16}

\[
\phi_{\text{eff}}^{(8)}(r) = -C^{(8)} \left( \frac{\sigma_8}{r} \right)^8, \tag{3}
\]

and

\[
\phi_{\text{eff}}^{(4)}(r) = -C^{(4)} \left( \frac{\sigma_4}{r} \right)^4, \tag{4}
\]

respectively, acting between the centres of the charge configurations. Although proposed for the sake of our case studies, these potential forms have some physical underpinning. As mentioned earlier, the distance dependencies of these potentials places them on respective sides of the distance dependence of any Lennard-Jones \( r^{-6} \) attractive potential, while both are shorter ranged than the Coulomb \( r^{-1} \) interaction between the charge configurations. Notwithstanding their physical underpinning, we invoke these potentials assuming general coefficients, \( C^{(8)} \) and \( C^{(4)} \), which are systematically varied in order to see the effect these potentials have on both the molecular distributions and the surface force.

Note that because of the difference in the distance dependencies and their strengths, in what follows it is not reasonable to simply compare numerical values of \( C^{(8)} \) and \( C^{(4)} \); the same numerical value still implies a difference in the influences of the effective potentials. For \([\text{TFSI}^-], [\text{HEX}^+], \) and the monomeric anion, \([\text{A}^-] \), the interaction sites for these potentials are simply the single charged atoms on those oligomers (Fig. 1). For \([\text{C}_4\text{mim}^+] \) and \([\text{BF}_4^-] \), on the other hand, the potential acts between the central atoms of the respective groups of atoms possessing partial charges.

We make two further remarks before proceeding. In reality, eqn (3) and (4) would be temperature dependent. Despite this we do not explore any influence of temperature. Nevertheless, the effect of temperature would represent a worthwhile investigation given the results of previous experimental work by Rutland and co-workers on the temperature dependence of surface forces across RTILs.\textsuperscript{19,20}
Secondly, although the effective potentials have been motivated by higher order multipole potentials they are not here attributed any such properties. Hence, we ignore any perceived issue with over-counting of charge interactions through the use of these multipole-like potentials, and focus instead on exploring the physical consequences of these additional interactions. Further comments are made in Section 4.

3. Density functional theory

In a classical density functional theory (DFT) of molecular liquids, the free energy is expressed as a functional of distributions,\textsuperscript{9–11,17}

\[
Q^{\text{inhom}} = F_{\text{id}}[N_c(R_c), N_a(R_a)] + F_{\text{disp}}[n_c(r)] + F_{\text{el}}[n_+(r), n_-(r)] \\
+ F_{\text{hs}}[\pi_c(r)] + F_{\text{eff}}[\eta_c(r), \eta_a(r)] - \sum_{\alpha} (\mu_{\alpha} + Q_{\alpha} \Psi_D) \\
\times \int \text{d}R N_{\alpha}(R_{\alpha}). \tag{5}
\]

In eqn (5), \(F_{\text{id}}, F_{\text{disp}}, F_{\text{el}}\) and \(F_{\text{hs}}\) denote, respectively, the configuration, dispersion, electrostatic and hard sphere contributions to the free energy functional. \(F_{\text{eff}}\) is a contribution arising from the supra-dispersive effective potential. Equilibrium properties are found by minimizing this free energy functional with respect to the distribution functions. The total atom density \(n_{\alpha}(r)\) is the sum of the charged and neutral atom densities,

\[
n_{\alpha}(r) = n_+(r) + n_0(r) + n_-(r). \tag{6}
\]

where \(\{n_{\alpha}(r); \alpha = +, 0, -\}\) is the density of atom type \(\alpha\), given by an integral of the oligomer distributions,

\[
n_{\alpha}(r) = \int \sum_{\gamma} \delta(r - r_{\gamma}) N_{\alpha}(R_{\gamma}) \text{d}R_{\gamma}. \tag{7}
\]

\(N_{\gamma}(R_{\gamma})\) denotes the \(\gamma\)-oligomer density. The index \(i_{\gamma}\) is summed over all atoms of type \(\alpha\) in species \(\gamma\) which takes values \(c\) or \(a\), for the cation or anion oligomer. \([R_{\gamma} = (r_{1,\gamma}, r_{2,\gamma}, ..., r_{N,\gamma})]\) denotes a macromolecular coordinate vector, with \(r_{i,\gamma}\) being the 3D position of the \(i\)th atom in oligomer \(\gamma\). \(\mu_{\alpha}\) is the chemical potential and \(Q_{\alpha}\) the total charge of oligomeric species \(\alpha\). The Donnan potential \(\Psi_D\) ensures system electroneutrality.

The ideal chain contribution, of an entropy term and a molecular connectivity term, is
\[ F_{el} [n_+(\mathbf{r}), n_-(\mathbf{r})] = \sum_{a=b} N_a(\mathbf{r}_a) (\ln[N_a(\mathbf{r}_a)] - 1) d\mathbf{r}_a \]

\[ + \beta \sum_{a=b} N_a(\mathbf{r}_a) V_a^B(\mathbf{r}_a) d\mathbf{r}_a, \quad (8) \]

where \( V_a^B(\mathbf{r}_a) \) is a bonding potential responsible for the molecular integrity of the oligomers.

The electrostatic free energy functional contribution is

\[ F_{el} [n_+(\mathbf{r}), n_-(\mathbf{r})] = F_{el}^{pp} [n_+(\mathbf{r}), n_-(\mathbf{r})] + F_{el}^{pw} [n_+(\mathbf{r}), n_-(\mathbf{r})], \quad (9) \]

where, the atom–atom interactions are represented by

\[ F_{el}^{pp} [n_+(\mathbf{r}), n_-(\mathbf{r})] = \frac{1}{2} \sum_{a,b} \int n_a(\mathbf{r}) n_b(\mathbf{r}') \Phi_{ab}(|\mathbf{r} - \mathbf{r}'|) d\mathbf{r} d\mathbf{r}' \]

\[ - \chi \sigma |\mathbf{r} - \mathbf{r}'| \Phi_{ab}(|\mathbf{r} - \mathbf{r}'|) d\mathbf{r} d\mathbf{r}', \quad (10) \]

while the atom-wall interactions are captured in

\[ F_{el}^{pw} [n_+(\mathbf{r}), n_-(\mathbf{r})] = \sum_{\beta=\pm} \frac{e \Phi_{\beta}(\sigma)}{4\pi \varepsilon_0} \int \int n_\beta(\mathbf{r}) \frac{n_\beta(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r} d\mathbf{r}' \]

\[ + \sum_{\beta=\pm} \frac{e \Phi_{\beta}(\sigma)}{4\pi \varepsilon_0} \int \int \frac{n_\beta(\mathbf{r})}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r} d\mathbf{r}', \quad (11) \]

The factor \( \chi \sigma \) denotes the radius of the “hard Coulomb hole” with the value \( \chi = 0.71 \). \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are surface vectors.

The hard sphere contribution is treated as in ref. 1 and accounts somewhat for the excluded volume interactions between all pairs of hard sphere atoms. This is a functional of the weighted density,

\[ \bar{n}_\beta(\mathbf{r}) = \frac{3}{4\pi \sigma^3} \int \mathcal{H}(|\mathbf{r} - \mathbf{r}'| - \sigma) n_\beta(\mathbf{r}') d\mathbf{r}', \quad (12) \]

where \( \mathcal{H}(|\mathbf{r} - \mathbf{r}'| - \sigma) \) is the Heaviside step function.

The dispersion contribution considered in this work comprises only the interaction between atoms,

\[ F_{disp} [n_+(\mathbf{r}), n_-(\mathbf{r})] = \frac{1}{2} \int \int n_+(\mathbf{r}) n_-(\mathbf{r}') K(\mathbf{r}, \mathbf{r}') d\mathbf{r} d\mathbf{r}', \quad (13) \]
where

$$K(r, r') = \mathcal{X}(|r - r'| - \sigma) \Phi_{\text{disp}}(|r - r'|).$$

(14)

The interatomic Lennard-Jones interaction potential, \(\Phi_{\text{disp}}(r)\), is given by the dispersion contribution in eqn (1).

Finally, the new contribution to the total functional, \(F_{\text{eff}}\), involves an integration of interacting specific core atom site distributions,

$$F_{\text{eff}}[n_a(r), n_c(r)] = \frac{1}{2} \sum_{a \neq b} \int \int n_a^c(r) n_b^c(r') \Phi_{\text{disp}}^a(|r - r'|) \, dr \, dr'.$$

(15)

weighted by the effective potential acting between specified central atoms on respective oligomers. \(n_a^c(r)\) is the distribution of these central atoms on the \(a\) oligomers.

Equilibrium properties are obtained from the grand potential by first minimizing eqn (5) with respect to the oligomeric densities,

$$\frac{\delta \Omega}{\delta N_a(R_a)} = 0.$$  

(16)

Through an application of the chain rule this results in the formal expression for the equilibrium atom densities,

$$n_a(r) = \sum_{\gamma} N_{\gamma}^b \exp(-\beta q_{\gamma} \Psi_{\gamma}) \prod_{k=1}^{N-1} \delta(|r_k - r_{k+1}| - \sigma) \times \prod_{j} \exp\left(\lambda_{j\gamma} - \lambda_{j\gamma} (r_j)\right) dr_j,$$

(17)

where \(j(k)\) iterates over all \(N(N - 1)\) bead sites in oligomer \(\gamma\); in turn \(\gamma\) sums over all possible oligomers; \(i\) sums over all the atoms of type \(a\) in oligomer \(\gamma\).

Note that as the values of \(\lambda_{j\gamma} (r_j)\) themselves depend on \(n_a(r)\), eqn (17) must be solved self-consistently via an iterative method.

The implementation details of our iterative scheme, and the procedure by which densities are updated throughout this work are identical to those reported previously. A detailed discussion can be found in ref. 1. The interaction free energy is calculated as described in ref. 1. All results shown here have been subjected to a testing for thermodynamic self-consistency and accuracy based on application of the contact theorem.\(^1,10,21\)

Fig. 6 Interaction energies and scaled atom densities as in Fig. 5, except that the cation center-anion center effective potential was \(-C_0 r^8\).
4. Results and discussion

The influence of an (additional) attractive potential between central atoms on oppositely charged cations and anions of an ionic liquid is greatly dependent on the effective range of the potential. This is the most significant of all factors. To demonstrate this influence we compare in Fig. 3 through 11 atom distributions and surface forces generated by the attractive interaction potentials, eqn (3) and (4), between positive and negative charge centres of the cationic and anionic molecules. We also compare the responses of the two molecular ionic liquids, [C4mim+] [TFSI−] and [C4mim+] [BF4−], with the response of a simpler model ionic liquid comprising hexamer cation [HEX+] and monomeric anion, [A−]. As already mentioned, the latter cation is representative of [C4mim+] in that it has five neutral atoms and one positively charged atom, arranged linearly. As the monomeric anion is more representative, albeit imperfectly, of [BF4−], with a unit negative charge at the centre of a single sphere, it should be anticipated that the cause of any significant difference between [TFSI−] and either of [BF4−] or its model anion [A−] lies in the former ion’s considerably larger size due to a larger number of neutral atoms.

Our findings are most naturally presented as a summary of results for charged surfaces, where the positive and negative surface charges exhibit a certain reciprocity, and a summary of results for the case of neutral surfaces, which shows distinctly different behavior.

It should be recalled that in the cases considered here a particle-wall dispersive interaction1 has not been included. Consequently, no atom experiences any preferential attraction to either wall. Although this is unlikely to reflect the state of a real system, the exclusion has the advantage of simplifying the analysis and of not confounding the interpretation of cation-anion coupling effects.

4.1 Symmetrically charged surfaces

In all cases discussed here, the benchmarks are those results for which no additional (effective) potential is present. That is, the reference state is the result obtained when either $C^{(4)} = 0$ or $C^{(6)} = 0$ (i.e. the same benchmark for both). In addition, to engender...
a balanced comparison between molecular species, the density profiles shown in the figures below have been scaled according to the numbers of like atoms in the molecule. For example, the nondimensional number density of negative atoms, \( n_+ \sigma^3 \), for the case of \([\text{BF}_4^-]\) has been divided by five, since we have assigned a partial charge of \(-0.2e\) to each of the five atoms in the \([\text{BF}_4^-]\) molecule. Analogous scaling has been done for neutral and positive atoms.

In each of the cases explored in this section, the interaction free energy responds monotonically to increasing strength of the effective potential, irrespective of the sign of the surface charge, or the range of the potential, or the molecular nature of the cation and anion molecule. Moreover, the tendency with increasing effective potential strength is uniformly toward an increasing repulsion between the surfaces. In other words, increasing the strength of the effective potential between the oppositely charged oligomers results in a more unfavorable energetic state of the system at one and the same separation.

Looking at the difference between positive and negative surface charges one notes that – relative to their respective benchmarks – all systems tend not only to have a reduced coion concentration, they also have a reduced counterion concentration. The latter result is presumably a consequence of the reduced need to balance the net charge between the surfaces caused by the depletion of the coions. The shapes of the counterion profiles reflect the geometric differences in molecular structures of the counterions.

In the case of positively charged surfaces, the single spherical anions, \([\text{A}^-]\), are distributed in the shape that is characteristic of simple ionic double layers. The \([\text{BF}_4^-]\) counterions, with all five partial charged hard sphere atoms, are not only prevented from approaching closer than a hard sphere radius to each surface, they exhibit a peak in the density profile at about \(1.5\sigma\) from each wall. If we acknowledge that the partial charges configure themselves so as to minimize the molecular self energy, we find that \([\text{BF}_4^-]\) takes a 3D tetrahedral shape so the negative charge distribution peaks at a distance of approximately \(1.5\sigma\) – the distance of the centre the molecule from a wall. In contrast, the \([\text{TFSI}^-]\) model possesses just the single unit negative charge.
atom, the profile exhibits a peak at around one \( \sigma \) from a surface, while the neutral atom distribution peaks further out by approximately another half radius. Since the neutral atoms have no energetic preference for the wall this suggests that these oligomers are oriented on average with their molecular plane approximately parallel to the surface.

When the surfaces are negatively charged, the counterions are the cationic hexamer \([\text{HEX}^+][A^-]\). In the former case the combination of a peak in the positive atom distribution at \( \sigma/2 \) from each wall (and monotonic decay thereafter), and a neutral atom distribution that peaks further out suggests that the hexamers are oriented on average at a finite angle to the surfaces, with their tails dangling into solution. The bulkier charged head of \([\text{C}_4\text{mim}]^-\) has a non-monotonic profile near the surfaces but then decays monotonically thereafter. The neutral distributions in Fig. 5 and 6 are attributed to the neutral tails of \([\text{C}_4\text{mim}]^-\), the atoms of which are distributed in synchronicity with the positive atoms. In Fig. 7 and 8, the neutral atom distribution contains contributions from atoms on both ionic oligomers, especially the heavily laden \([\text{TFSI}^-]\) (14 neutral atoms), which explains the oft-appearing mono-modal shape of the distributions which peak at the centre of the gap between the surfaces. Exceptions, however, arise in some cases of the nonzero effective potential in Fig. 7.

The distinction between Fig. 3, 5, and 7 on the one hand, and Fig. 4, 6, and 8 on the other, lies in the long range nature of the potential, \( \Phi_{\text{eff}}^{(4)} \) compared with \( \Phi_{\text{eff}}^{(8)} \). A close inspection shows that the response of all profiles is qualitatively similar for both the longer ranged \( \Phi_{\text{eff}}^{(4)} \) (Fig. 3, 5, and 7), and the shorter ranged \( \Phi_{\text{eff}}^{(8)} \) potential (Fig. 4, 6, and 8). However, it is clear that the considerably longer ranged potential has a much more dramatic quantitative effect on the ion distributions. Moreover, \( \Phi_{\text{eff}}^{(4)} \) has a marked effect on the surface force. Principally, the stronger potential \( \Phi_{\text{eff}}^{(4)} \) effectively drives coions out from between the charged walls leaving, in every case, the counterions to the surfaces alone to balance the surface charges. The greater the value of \( \Phi^{(4)} \), the stronger the effect. The end result is reminiscent of the double layer systems studied in the 1980’s by the Swedish and Australian groups who studied counterion-only electrical double layers. Jönsson, Wennerström and co-workers,\textsuperscript{23–26} performing Monte Carlo simulations, and Kjellander, Marčelja and Attard,\textsuperscript{26–29} performing continuum...
(hymernetted chain) statistical mechanical calculations, showed that in the case of the counterion-only electrical double layer, repulsive surface interactions are to be found for monovalent ions. The similarity is suggestive.

While other mechanisms may be put forward, the results can be explained by, and are consistent with, a strong association of oppositely charged oligomers. Although the potential between oppositely charged atoms (the central atoms in the case of \([\text{C}_4\text{mim}^+]/[\text{BF}_4^-]\)) acts between every pair it is not homogeneously efficacious. Rather than \(\phi_{\text{eff}}^{(4)}\) forcing coions, originally in the diffuse region midway between the walls, to pair with counterions in a less entropically favorable and more energetically unfavorable condition close to the like-charged walls, the associated ions are removed to the bulk, leaving only free counterions to screen the surface charges. It would seem that a counterion-only scenario is a less unfavorable free energy state for the system. Only in the case of \(\phi_{\text{eff}}^{(8)}\) is there some evidence of both coions and an excess of counterions existing between the walls, as evident from Fig. 4, 6 and 8, most notably in the case of \([\text{HEX}^+]/[\text{A}^-]\), Fig. 4(b).

That the \(\phi_{\text{eff}}^{(8)}\) potential is less effective in altering the density distributions is not surprising. To achieve with the shorter ranged potential a magnitude equivalent to that achieved at a distance \(R\) by \(\phi_{\text{eff}}^{(4)}\), the atoms would need to be within a distance of

\[
r = \left(\frac{C^{(8)}}{C^{(4)}}\right)^{1/8} (\sigma R)^{1/2}.
\]

That is, the atoms would need to be at a scalar multiple of the geometric mean of \(\sigma\) and \(R\). Presumably, at a higher bulk oligomer density than the one considered here, for which the mean spacing between atoms is shorter, the \(\phi_{\text{eff}}^{(8)}\) potential would have a stronger quantitative effect.

4.2 Neutral surfaces

While it is not clear that the surfaces involved in, say, surface force experiments with ionic liquids were uncharged, it is worth completing the study with a consideration of neutral surfaces. For this state our results are shown in Fig. 9, 10, and 11 for the \([\text{HEX}^+]/[\text{A}^-]\), \([\text{C}_4\text{mim}^+]/[\text{BF}_4^-]\), and \([\text{C}_4\text{mim}^+]/[\text{TFSI}^-]\) systems, respectively. In each of these figures, panels (a) and (b) show the interaction energies and scaled atom densities found with the \(\phi_{\text{eff}}^{(4)}\) potential. Panels (c) and (d) show corresponding quantities found with the \(\phi_{\text{eff}}^{(8)}\) potential.

The neutral surface case shows a distinctly different response to the effective potential compared with either of the
charged surface cases. The features that remain true, however, are that the $\Phi_{\text{eff}}^{(8)}$-based results are again in qualitative agreement with the $\Phi_{\text{eff}}^{(4)}$-based results. Secondly, the extent of the response is again stronger in the case of $\Phi_{\text{eff}}^{(4)}$, compared with $\Phi_{\text{eff}}^{(8)}$. Other traits, however, bear no similarity to the cases of charged surfaces. The most significant difference being that the interaction free energy responds non-monotonically to increasing strength of potential. Significantly, the initial trend is toward an increased attraction rather than repulsion, from either an initially ($C = 0$) attractive interaction or an initially repulsive interaction, and the magnitude of attraction diminishes with increasing $C^{(8)}$ or $C^{(4)}$. Another related difference is that with the longer ranged $\Phi_{\text{eff}}^{(4)}$, the gap between the surfaces becomes all but devoid of oligomers! Having no preferential surface interaction (such as an attractive atom-wall dispersion potential) both molecule types gain entropy by withdrawing to the bulk.

### 4.3 Decay behavior of surface forces

Shown on a sinh$^{-1}$-linear scale in Fig. 12 and 13 are the long-range interaction energies (equivalent to the normalized forces between a plane and a sphere of radius, $R$, or between two crossed cylinders, $F/RR^3$) between symmetrically charged surfaces (panels (a) and (c)) and between neutral surfaces (panel (b)) across a thin film of an RTIL: [C$_4$ mim$^+$][TFSI$^-$] in Fig. 12 and [C$_4$ mim$^+$][BF$_4$] in Fig. 13. The figures are detailed and extended versions of those interaction energies shown in Fig. 7, 5, 10 and 11, respectively. The focus of interest here is on the changes in the long-range character of the surface force as a consequence of effective attraction between the oligomers. For brevity we present results only for $\Phi_{\text{eff}}^{(4)}$.

Two cases are shown: the benchmark case $C^{(4)} = 0$; and the strong association case of $C^{(4)} = 60$. As suggested by earlier results for charged surfaces, intermediate results are found with intermediate values of $C^{(4)}$. As the interaction energies (normalized forces) can be repulsive or attractive depending on system conditions, we have plotted the energies on a sinh$^{-1}$ scale to reflect both their sign and their decay character. Given that the two RTILs give rise to qualitatively similar behavior in the surface forces, our discussion will cover just the generic findings.

Although the conditions under which our simulations were conducted differ from those of Ma et al.,$^{11}$ the response to increased $C^{(4)}$ (and increased degree of oligomer attraction) is consistent with the latter group’s results. In all cases, the increased degree of intermolecular attraction gives rise to a longer ranged and more repulsive force in the case of similarly...
charged surfaces, and a longer ranged and more attractive force in the case of neutral surfaces. In fact, assuming no atom-wall dispersion interaction, the surface forces in the $C^{(4)} = 0$ benchmark models are asymptotically all attractive compared with
those scenarios where the additional attraction is present. In the latter cases, the axis scales highlight an exponential decay which is characteristic too of measured repulsive forces. However, it is interesting that the asymptotic attractions between neutral walls for the nonzero $C^{(4)}$ cases also show roughly exponential decay, over some range of separations.

With no other differentiating factors, the quantitative differences between the force profiles in the two RTIL systems obviously reflect the differences in the anions, [TFSI$^-$] in Fig. 12 and [BF$_4^-$] in Fig. 13. When an intermolecular attractive potential is applied, the bulkier [TFSI$^-$] gives rise to both a greater repulsion between positively charged surfaces and a greater attraction between neutral surfaces, than are generated with the smaller [BF$_4^-$] anion.

5. Concluding statements

In this work we have continued our earlier efforts to understand the behavior of ionic liquids in confined geometries, and their influence on the forces between the macroscopic surfaces that confine them. The focus of attention was on an added attractive intermolecular interaction between oppositely charged ionic molecules. An equilibrium between free cations and anions and associated molecules, orchestrated by this pair potential (either $\phi^{(4)}_{ac}$ or $\phi^{(4)}_{ul}$) has consequences for the molecular ion distributions as well as the forces between the surfaces. This has been studied with a density functional theory of ionic liquids.\(^7\) Admittedly, as with similar statistical mechanical treatments of complex liquids, the overall scheme is based on the assumption of pairwise interactions. Many-body effects are not included, but are likely to be significant in fluids of higher density.

From our numerical results it would seem that the long range attractive pair potential, $\phi^{(4)}_{ac}$, which decays immediately between the Coulomb and the dispersion potentials, inspires a significant degree of molecular association of ionic liquid molecules. This stronger coupling of oppositely charged oligomers has the effect of inducing a counterion-only state to exist between charged surfaces, and a near absence of all molecules between neutral surfaces. In contrast the shorter ranged $\phi^{(4)}_{ul}$ has limited ability to induce association. In this case, although the molecular distributions between the surfaces are not significantly affected, the surface force is still appreciatively modified.

With the DFT model it is nigh impossible to quantify explicitly the degree of ion association resulting from the additional effective potentials. It is only possible to draw qualitative inferences from the atom distributions. Whatever the degree of macromolecular association and irrespective of the origin of the effective attractive potential responsible for it, there can be no argument that the intermolecular attractive potential does makes a significant difference to the state of the system and specifically to the force between the surfaces. Moreover, the trend in the surface force with increasing strength of the attractive pair potential is in the direction of measured forces\(^2,7\) and is then also consistent with the findings of the different DFT cluster model of Forsman, Ma, Woodward and co-workers.\(^8\,11\) This indicates that an effective intermolecular attraction is present in the physical system. What is needed is a verification of the origin of the attraction as either a consequence of strong ion correlations\(^12\,14\) or of non-electrostatic causes.

On this same line of thought we make two further comments. Firstly, the DFT attempts to go beyond a mean-field approach by taking some account of steric and charge correlations, which are known to be absent from the mean-field, Gouy-Chapman theory of simple electrolytes.\(^31\) However, we acknowledge that the DFT approach too is limited compared with more accurate, integral equation theories, such as the hypernetted chain model.\(^28\) Just how accurate (or inaccurate) the DFT model is for a system of such complex ionic liquid molecules is likely only possible to determine through a comparison with Monte Carlo simulations. While non-trivial, we are pursuing such calculations in our ongoing work. Secondly, another drawback of the DFT approach is its inability to provide explicit quantitative information on specific cluster concentrations. While it is implicit from our results that intermolecular association occurs, quantifying the extent to which association occurs (pairing or higher order clustering) is beyond the DFT model. It has been suggested to us\(^32\) that an approach along the lines of a statistical associating fluid theory (SAFT),\(^33\,34\) based on Wertheim’s thermodynamic perturbation theory for associating fluids,\(^35\) might be the more appropriate route follow in order to divulge this information. We shall be considering this approach in future efforts.

Finally, we reiterate that two interesting topics to explore in other future studies are the temperature dependence of the system, adopting a temperature-dependent effective potential, and that of invoking a charge-dipole pair potential that includes the effect of dipole alignment in the field of the charge. With separations, transitioning to a freely rotating dipole at large separations.\(^16\) The latter study is likely to be pertinent to the adopted model of RTIL [C$_{4}$mim$^+$/TFSI$^-$] which currently assumes a single charge on [TFSI$^-$] interacting with a distribution of point charges on [C$_{4}$mim$^+$].

6. Appendix: electrostatic contributions to the functional

It has been discussed in the literature that modelling electrostatic correlations requires the use of different functionals in order to differentiate between electrostatic interactions between like atoms and those between unlike species. Typically, the functionals corresponding to the like (l) and unlike (ul) atom-electrostatic interactions are given by

$$F^{(l)}_{el}[n_{a}(r), n_{b}(r)] = \frac{1}{2} \sum_{a \neq b} \int \left[ n_{a}(r)n_{b}(r')\mathcal{E}_{el}^{(l)}(|r - r'|)\phi^{el}_{ab}(|r - r'|) \right] dr dr'$$

and

$$F^{(ul)}_{el}[n_{a}(r), n_{b}(r)] = \frac{1}{2} \sum_{a \neq b} \int \left[ n_{a}(r)n_{b}(r')\mathcal{E}_{el}^{(ul)}(|r - r'|) - \chi_{ab}^{el} \phi^{el}_{ab}(|r - r'|) \right] dr dr'$$

where $\mathcal{E}_{el}^{(l)}$ and $\mathcal{E}_{el}^{(ul)}$ are the like and unlike atom electrostatic interaction potentials, and $\phi^{el}_{ab}(|r - r'|)$ is the electrostatic coupling potential between atoms $a$ and $b$ at distance $r$. The terms $\chi_{ab}^{el}$ are the steric corrections to the electrostatic interaction potential.
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respectively, where \( \mathcal{W}_a^l \) describes a soft exponential Coulomb hole. That is,

\[
\mathcal{W}_a^l(r) = 1 - e^{-\lambda_s r},
\]

where

\[
\lambda_s = \frac{\sqrt{2}}{s_a} \quad \text{and} \quad s_a = \left( \frac{3}{4\pi n_a^b} \right)^{\frac{1}{3}},
\]

are obtained by performing a self-exclusion integral, and \( n_a^b \) is the bulk density of species \( a \).

The differentiated contribution is to be contrasted with the model implemented in ref. 1 where the electrostatic interaction between charged atoms was treated uniformly using

\[
F_{00}^{[\alpha]}(n_\alpha) \approx \frac{1}{2} \sum_{\alpha \beta = \pm} \int [n_\alpha(r)n_\beta(r')\mathcal{W}(|r - r'|) - \chi_{\alpha\beta}\phi_{00}(|r - r'|)]drdr'.
\]

While there is a formal difference between these two approaches, the former approach being the case implemented for this work, we have not noted any significant difference in our results using the two methods.
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