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Abstract It is possible to use numerical techniques to provide solutions to nonlinear dynamical systems that can be considered exact up to numerical tolerances. However, often, this does not provide the user with sufficient information to fully understand the behaviour of these systems. To address this issue, it is common practice to find an approximate solution using an analytical method, which can be used to develop a more thorough appreciation of how the parameters of a system influence its response. This paper considers three such techniques—the harmonic balance, multiple scales, and direct normal form methods—in their ability to accurately capture the forced response of nonlinear structures. Using frequency detuning as a method of comparison, it is shown that it is possible for all three methods to give identical solutions, should particular conditions be used.
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1 Introduction

Modelling the dynamical behaviour of nonlinear structures remains an active area of research across the engineering disciplines, and one which becomes increasingly relevant as the push for more lightweight and efficient structures continues. While the complexity and variation in such structures are constantly increasing, the development of mathematical methods for assessing the equations of motion of these systems continues to be an important branch of research. As has been addressed in the literature [1–6], there are two main ways in which the free and harmonically forced response of a nonlinear system can be approximated. Numerical continuation methods [2] can be used to follow the entire set of periodic responses over a region of the parameter space. Alternatively, it is possible to apply analytical methods to develop an approximate solution for the dynamical response. In general, while the former can readily produce the forced and free response curves of the system [7–9], the analytical methods are able to provide additional insight into the nonlinear behavioural characteristics displayed by the structure (see, for instance, [10]). In addition, the numerical continuation technique is limited by the need for an initial solution. In particular, structures which exhibit behaviour such as isolas lack this initial point, hence benefit from the use of analytical techniques in conjunction with numerical methods, as shown in [11]. Moreover, the computational cost of response contin-
application can greatly increase for larger systems, which limits this numerical strategy to low-order applications.

In this work, the accuracy of three analytical methods in capturing the behaviour of a nonlinear system is assessed. Namely, these are the harmonic balance (HB), the multiple scales (MS), and direct normal form (DNF) techniques. These methods were chosen due to their wide application in the literature and, therefore, the results provide the user with the make a more informed decision regarding the accuracy and applicability of the methods. It should be noted that these techniques do not represent the entire field of analytical methods for approximating nonlinear systems; for example, the more mathematically rigorous spectral manifolds approach may also be applied (see [12]). A more complete review of the associated literature is presented in [3]. However, as motivation for their comparison, we present some prominent studies including each of the considered techniques. The HB balance method has been widely used to identify nonlinearities in mechanical structures [13–15], as well as calculating their nonlinear normal modes [16]. Furthermore, in [17], it has been shown that the relative simplicity of the method permits the use of large number of harmonics, allowing the accurate prediction of the behaviour of complex structures. There are a number of ways in which the MS method can be applied, as has been discussed in [18]. It has been widely used in the prediction of nonlinear dynamic behaviour, such as bifurcations in the frequency–amplitude relationship [19–22] and internal resonances [23–25]. These resonances have also been investigated using the DNF method [26–29], which has been further applied to explore the significance of nonlinear normal modes in relation to forced cases [30] and identify nonlinearity in structures [31,32].

This paper expands the recent discussion by the authors in [3], which considered the calculation of the free response of two nonlinear mass-spring systems using the MS and DNF techniques. The authors applied the frequency detuning from the DNF method, as explored in [33,34], in the MS technique to show that it is possible for both methods to give identical solutions. In the current study, this discussion is expanded in a number of ways, though the desire to achieve accurate results with minimal analytical effort remains a priority. First, the widely applied harmonic balance (HB) method is included in the discussion, providing a more exhaustive assessment of analytical approximation methods. Furthermore, the three methods are now applied to forced, damped systems, allowing the validity and applicability of the discussion to be expanded to situations which more closely represent real-world engineering applications. Finally, the variable nature in which the MS method can be applied is addressed by using the derivative expansion version [35,36], as opposed to the two-timing variant [1,37].

This paper is structured as follows: Sect. 2 provides an overview of the analytical techniques considered; these methods are then applied to a Duffing oscillator in Sect. 3; frequency detuning is used to compare the methods in Sect. 4; graphical results are presented in Sect. 5; and conclusions are drawn in Sect. 6.

2 Overview of techniques

In this paper, the techniques are initially presented with reference to a nonlinear, dynamical system, in which it is assumed that the damping, forcing, and nonlinear terms produce relatively small contributions to the system behaviour. The equations of motion of such a system are defined by

\[
\ddot{\mathbf{x}} + (\epsilon)\mathbf{C}\dot{\mathbf{x}} + \mathbf{K}\mathbf{x} + (\epsilon)\Gamma_{\mathbf{x}}(\mathbf{x}, \mathbf{r}) = (\epsilon)\mathbf{P}_{\mathbf{x}}\mathbf{r}, \tag{1}
\]

where \(\mathbf{M}, \mathbf{C},\) and \(\mathbf{K}\) define the linear \(N \times N\) mass, damping, and stiffness matrices, respectively, \(\Gamma_{\mathbf{x}}\) is an \(N \times 1\) vector of the nonlinear terms, and the dot notation represents derivatives with respect to time, \(\dot{\mathbf{r}}\). In addition, \(\mathbf{r}^T = [r_p, r_m] = [e^{+j\Omega t}, e^{-j\Omega t}]\) represents the periodic nature of the forcing applied and \(\mathbf{P}_{\mathbf{x}} = \begin{bmatrix} \mathbf{P}_{x_1} & \mathbf{P}_{x_2} \end{bmatrix}\), where \(\mathbf{P}_{x_1}\) is an \(N \times 1\) vector of scalar terms which define the magnitude of this forcing. The bookkeeping parameter, \(\epsilon\)—used to denote the relatively small nature of the damping, nonlinear, and forcing terms—is bracketed to denote the fact that it is not necessarily used in the HB method.

The system of equations in Eq. (1) expresses the dynamics in terms of the physical coordinates of the system. However, it is also possible to express them in terms of the modal coordinates, by defining the coordinate transform \(\mathbf{x} = \boldsymbol{\Phi}\mathbf{q}\), where \(\boldsymbol{\Phi}\) is the matrix of mode shapes, found by solving the eigenanalysis problem defined by \(\mathbf{A}\boldsymbol{\Phi} = \mathbf{M}^{-1}\mathbf{K}\boldsymbol{\Phi}\). This transformation is applied in this paper as it allows the comparison to be followed more simply and relates directly to the Duffing oscillator example, as discussed in Sect. 3.
Applying the modal transformation and pre-multiplying the resultant equation by $\Phi^T$ gives

$$
(\Phi^T \mathbf{M} \Phi) \ddot{\mathbf{q}} + (\varepsilon)(\Phi^T C \Phi) \dot{\mathbf{q}} + (\Phi^T K \Phi) \mathbf{q} + (\varepsilon)\Phi^T \Gamma_x(\mathbf{q}, \mathbf{r}) = (\varepsilon)\Phi^T \mathbf{P}_x \mathbf{r}.
$$

(2)

Therefore, by pre-multiplying Eq. (2) by $(\Phi^T \mathbf{M} \Phi)^{-1}$, the modal equations of motion can be simplified as

$$
\ddot{\mathbf{q}} + \Lambda \mathbf{q} + (\varepsilon)\Gamma_q(\mathbf{q}, \dot{\mathbf{q}}, \mathbf{r}) = (\varepsilon)\mathbf{P}_q \mathbf{r}.
$$

(3)

where $\mathbf{q}$ is an $N \times 1$ vector of modal contributions, $\Lambda = (\Phi^{-1} \mathbf{M}^{-1} \Phi)$ is a diagonal matrix of squared frequency terms, $\omega_n^2$, and $\mathbf{P}_q = \Phi^{-1} \mathbf{M}^{-1} \mathbf{P}_x$ is the modal projection of the forcing amplitudes. $\Gamma_q(\mathbf{q}, \dot{\mathbf{q}}, \mathbf{r}) = (\Phi^{-1} \mathbf{M}^{-1} (C \Phi) \dot{\mathbf{q}} + \Phi^{-1} \mathbf{M}^{-1} \Gamma_x(\mathbf{q}, \mathbf{r})$ is a function that contains the nonlinear terms, similarly to $\Gamma_x$ in Eq. (1), but is here expanded to include damping terms.

2.1 Harmonic balance method

Widely used across the literature [13–17,38,39], the HB method begins with the assumption that the $i$th displacement, $q_i$, can be expressed in the form

$$
q_i(t) = \sum_{k=1}^{n} A_{k,i} e^{j(k\omega_i t + \phi_i)} + \tilde{A}_{k,i} e^{-j(k\omega_i t + \phi_i)},
$$

(4)

where $n$ denotes the number of harmonic terms to be included in the trial solution, $A_i$ and $\phi_i$ define the $i$th amplitude and phase, respectively, and the notation $\dot{\cdot}$ represents the complex conjugate. $\omega_i$ denotes the response frequency; note that this is the true frequency at which the system will oscillate, and this may differ from the forcing frequency, $\Omega$. Thus, this assumption states that the time-varying displacement can be expressed as a series of harmonic terms which contain frequency content at integer multiples of $\omega_{n,i}$.

The displacement expression defined in Eq. (4) can be applied in Eq. (2) to give a system of polynomials in terms of $e^{\pm j2\Omega t}$, effectively collecting the terms that respond at each frequency. The terms of these polynomial equations are then functions of $A_i$ and $\phi_i$. Since these equations are time-dependent, the coefficients of the harmonic terms must be balanced, as suggested by the name of this method. In fact, this balancing of harmonic terms is an integral step of both the MS and DNF methods, as both require the assumption that the coefficients of like harmonic terms must be equal.

2.2 Multiple scales technique

As previously mentioned, the derivative expansion version of the MS is used in this paper [1,37]. This version begins by first perturbing the time and displacement as

$$
t = T_0 + T_1 + T_2 \cdots = t + \varepsilon t + \varepsilon^2 t + \cdots,
$$

$$
\mathbf{q} = \mathbf{q}_0(T_0, T_1, T_2, \ldots) + \varepsilon \mathbf{q}_1(T_0, T_1, T_2, \ldots)
$$

(5)

respectively. From the latter of these, it is possible to define the derivatives with respect to time, $t$, as

$$
\frac{d}{dt} = D_0 + \varepsilon D_1 + \varepsilon^2 D_2 + \cdots,
$$

$$
\frac{d^2}{dt^2} = D_0^2 + \varepsilon (2D_0 D_1) + \varepsilon^2 (D_1^2 + 2D_0 D_2) + \cdots,
$$

(6)

where $D_n$ denotes the derivative with respect to $T_n$. Implementing these definitions in Eq. (3) leads to the equation

$$
((D_0^2 + \varepsilon (2D_0 D_1) + \varepsilon^2 (D_1^2 + 2D_0 D_2) + \cdots) + \Lambda) \mathbf{q}_0 + \varepsilon \mathbf{q}_1 + \varepsilon^2 \mathbf{q}_2 + \cdots
$$

$$
+ \varepsilon \Gamma_q(\mathbf{q}_0 + \varepsilon \mathbf{q}_1 + \varepsilon^2 \mathbf{q}_2 + \cdots),
$$

$$(D_0 + \varepsilon D_1 + \varepsilon^2 D_2 + \cdots) \mathbf{r}
$$

(7)

This step is explored further in [40]. To resolve the complex $\Gamma_q$ term, it is useful to apply a Taylor expansion, so that the balanced exponents of Eq. (7) can be written as

$$
e^0 : (D_0^2 + \Lambda) \mathbf{q}_0 = 0,
$$

$$
e^1 : (D_0^2 + \Lambda) \mathbf{q}_1 = -2D_0 D_1 \mathbf{q}_0 - \Gamma_q \left( \mathbf{q}_0, \frac{d}{dt}(\mathbf{q}_0), \mathbf{r} \right) + \mathbf{P}_q \mathbf{r},
$$

$$
e^2 : (D_0^2 + \Lambda) \mathbf{q}_2 = -2D_0 D_1 \mathbf{q}_1 - (D_1^2 + 2D_0 D_2) \mathbf{q}_2 - \left[ \frac{\partial}{\partial \mathbf{q}_0} \Gamma_q \right] \mathbf{q}_1 - \left[ \frac{\partial}{\partial \mathbf{q}_0} \Gamma_q \right] \mathbf{q}_1,
$$

(8)

where $\left[ \frac{\partial}{\partial \mathbf{q}_0} \Gamma_q \right]$ denotes the vector of partial derivatives of $\Gamma_q$ with respect to each of the elements of $\mathbf{q}_0$.

The treatment of this $\varepsilon$-balance is more thoroughly detailed in “Appendix A”, with only the key steps given in this section. The initial step is to solve the $e^0$-order equation to give
\[ q_{0,i} = \frac{A_i}{2} e^{i(\omega_{0,i} T_0 + \phi_i)} + \text{c.c.,} \]  

(9)

where \( A_i \) and \( \phi_i \) denote the \( i \)th displacement and phase components, as they were in the HB method. However, unlike the previous technique, both of these parameters are now dependent on the faster timescales, \( T_1, T_2, \ldots \).

Once this solution has been established, it can be implemented in the \( \varepsilon^1 \)-order equation. In doing so, it must be noted that the homogeneous form of this expression is identical to that used to find \( q_0 \). Therefore, those terms which respond at \( \omega_{0,i} \)—referred to as secular terms—must be set to zero. The reason for doing so is that the homogeneous forms of the \( \varepsilon^0 \)- and \( \varepsilon^1 \)-order expressions are the same, so these secular terms would lead to a divergent solution in the latter; further details are given in “Appendix A”. The solution of this expression leads to the frequency–amplitude relationship.

Then, only the non-secular terms are used to find a solution for \( q_1 \) by considering the updated expression

\[
(D_0^2 + \Lambda) q_1 = -\text{NRes}\left\{ \Gamma_q \left( \frac{d}{dt} (q_0, r) \right), r \right\}, \quad (10)
\]

where \( \text{NRes}(\bullet) \) denotes the non-resonant component of \( \bullet \).

This process can then be repeated to find higher-order displacement expressions.

2.3 Direct normal form technique

Having applied the modal transform to the equations of motion in Eq. (3), two further transforms are applied as part of the DNF method; these can be summarised as [1,33]:

- Forcing transform
  - The terms in the response which respond at frequencies close to the forcing frequency are isolated.

- Nonlinear near-identity transform
  - This transform is used to remove those nonlinear terms which are non-resonant.

The forcing transform takes the form \( q = v + [e] r \), where \( v \) is the transformed state of \( q \) and \( [e] \) is an \( N \times 2 \) matrix used to isolate the resonant forcing terms, an explicit definition of which is given subsequently.

Applying this transform in the modal equations of motion gives

\[
\ddot{v} + [e] W W r + \Lambda v + \{e\} r \nonumber \\
+ \varepsilon \Gamma_v (v + [e] r, \dot{v} + [e] W r, r) = P_q r, \quad (11)
\]

where \( W \) is a \( 2 \times 2 \) diagonal matrix with entries \(+j\Omega\) and \(-j\Omega\). \( \Lambda \) and \( r \) are defined as in the previous section. This step is used to monitor which terms are close to resonance, which, for the \( k \)th mode, will be taken to mean \( \omega_{n,i} \approx \Omega \). Thus, the \( k \)th row of \( P_r \) can be explicitly written as

\[
P_{v,k} = \begin{cases} 
P_{q,k} & \text{if } \omega_{n,i} \approx \Omega, \\
[0 \ 0] & \text{otherwise.}
\end{cases} \quad (12)
\]

It is desirable to write Eq. (11) in the form

\[
\ddot{v} + \Lambda v + \varepsilon \Gamma_v (v, \dot{v}, r) = \varepsilon P_v r, \quad (13)
\]

where any non-resonant forcing terms have been removed. This can be achieved by imposing the definitions

\[
\Gamma_v (v, \dot{v}, r) = \Gamma_q (v + [e] r, \dot{v} + [e] W r, r) \quad \text{and} \quad P_v = P_q + \Lambda [e] - [e] W W.
\]

Applying the definition of \( W \), the \( i \)th row in the latter of these definitions can be expressed as

\[
P_{v,i} = P_{q,i} + (\omega^2_{n,i} - \Omega^2) [e]_i. \quad (15)
\]

Combining this expression and Eq. (12), it is possible to explicitly define the \( k \)th row of \([e]\) as

\[
[e]_k = \begin{cases} 
[0 \ 0] & \text{if } \omega_{n,i} \approx \Omega, \\
\frac{P_{q,k}}{(\omega^2_{n,i} - \Omega^2)} & \text{otherwise.}
\end{cases} \quad (16)
\]

Now, the nonlinear near-identity transform is applied, allowing the response to be separated into its fundamental \( \{u\} \) and harmonic \( \{h\} \) components. This is achieved by implementing the following expression for \( v \):

\[
v = u + \varepsilon h(u, \dot{u}, r), \quad \text{where} \quad h(u, \dot{u}, r) = h_1(u, \dot{u}, r) + \varepsilon h_2(u, \dot{u}, r) + \cdots.
\]

Similarly to the nonlinear and damping terms, the harmonics have been perturbed, formalising the assumption that higher-frequency harmonics will have less influence on the behaviour of the system. Furthermore,
it is assumed that the expression for \( u \) is sinusoidal and will be written in exponential form, with separate vectors for the positive and negative exponents; this is expressed as \( u = u_p + u_m \), where the subscripts denote the sign of the exponent. Therefore, the \( i \)th element of \( u \) is now written as

\[
u_i = u_{pi} + u_{mi} = \frac{A_i}{2} e^{j(\omega_{ri}t + \phi_i)} + \frac{A_i}{2} e^{-j(\omega_{ri}t + \phi_i)},
\]

(18)

where \( A_i \), \( \phi_i \), and \( \omega_{ri} \) denote the amplitude, phase, and response frequency of \( u_i \), respectively.

As in Eq. (13), the desired form for the equations of motion in this step, with the non-resonant nonlinear terms removed, is given by

\[
\ddot{u} + \Lambda u + \varepsilon \Gamma u(u, \dot{u}, r) = P u r.
\]

(19)

Following the procedure defined by [1], it is possible to implement Eq. (17) in Eq. (13), and then apply Eq. (19) to give the simplified, \( \varepsilon \)-order expression

\[
(e \dot{h}_1 + \varepsilon^2 \dot{h}_2 + \cdots) + (e \Phi_1 + \varepsilon^2 \Phi_2 + \cdots) + \varepsilon \Gamma v - (\varepsilon \Phi_{u1} + \varepsilon^2 \Phi_{u2} + \cdots) + P u r - P v r = 0.
\]

(20)

This equation applies the perturbation \( \Gamma u(u, \dot{u}, r) = \Gamma_{u1}(u, \dot{u}, r) + \varepsilon \Gamma_{u2}(u, \dot{u}, r) + \cdots \) and notes that \( \ddot{u} = \dot{\Phi} u \), where \( \Phi \) is a diagonal matrix with \( i \)th term \( \omega_{ri}^2 \). Furthermore, the following detuning expression has been employed:

\[
\Lambda = \Phi + \varepsilon \Delta = \Phi + \varepsilon (\Lambda - \Phi),
\]

(21)

a step which is typically applied in the DNF method and is explored further in [33,34]. The first equality here demonstrates the fact that instead of simply detuning around the natural frequency, we detune its square, as this is the form in which it arises in the equations of motion. The second expression makes use of the fact that although \( \Lambda \) is not necessarily equal to \( \Phi \), the dynamics are considered within some close neighbourhood of the natural frequency, so their difference will be small (and hence of order \( \varepsilon \)).

Balancing the \( \varepsilon^0 \) terms in Eq. (20), it can be seen that \( P u = P v \). In the \( \varepsilon^1 \)-order balance, the \( \Gamma_{u1} \) terms are used to manage resonant terms, which respond at \( \omega_{ri} \). These expressions typically comprise polynomials in terms of \( u_p = \{u_{pi}\}, u_m = \{u_{mi}\}, \) and \( r \). The procedure for deriving the fundamental and harmonic responses from these polynomials is more thoroughly outlined in “Appendix B”, but is briefly outlined here.

In the DNF method, and in contrast with the other methods discussed in this paper, the matrix notation \( \mathbf{u}^* (u_p, u_m, r) \) is introduced. This expression is simply an \( N_i \times 1 \) vector including all the possible polynomial terms which could arise in the aforementioned expansion of \( \mathbf{\Gamma}_u \). This vector can then be pre-multiplied by a matrix of time-independent coefficients for each entry in \( \mathbf{u}^* \); a more detailed explanation of this is given in “Appendix B”.

Then, the difference between the frequency of these entries and the response frequency is captured by the introduction of the matrix \( \mathbf{\beta} \), with element \( \{k, \ell\} \) defined by

\[
\beta_{i, k, \ell} = [\omega_{i, k, \ell}^*]^2 - \omega_{i, r, \ell}^2.
\]

(22)

This is done so that it is possible to easily isolate the fundamental and harmonic components of the response, which are captured by the coefficient matrices \( \{\mathbf{\Gamma}_{u1}\} \) and \( \{\mathbf{\Phi}\} \), respectively. Effectively, \( \mathbf{\beta} \) is used here to separate the resonant and non-resonant terms of \( \{\mathbf{\Gamma}_{u1}\} \).

Once this has been done, it is possible to express the frequency–amplitude relationship as

\[
(\omega_{n, i}^2 - \omega_{r, i}^2)U_i e^{-j\phi_i} + \mathbf{\Gamma}_{ui}^+ = P_{ui},
\]

(23)

as derived in “Appendix B”.

As well as finding this relationship, it is possible to calculate the harmonic response using Eq. (17), so that the physical response of the general nonlinear system is

\[
q = u + \varepsilon h(u, \dot{u}, \varepsilon r) + \varepsilon [\varepsilon] r.
\]

(24)

3 Application to a Duffing oscillator

This section focuses on the application of these analytical approximation methods to the single-degree-of-freedom (SDOF) Duffing oscillator, with equations of motion

\[
\ddot{x} + 2(\varepsilon) \zeta \omega_n \dot{x} + \omega_n^2 x + (\varepsilon) \alpha x^3 = (\varepsilon) P \cos(\Omega t).
\]

(25)

Although relatively simple in nature, the Duffing oscillator has been widely used in the discussion and comparison of analytical methods. In this study, it provides
an example application of the discussion above that is easily accessible to the reader; this could be expanded to include more complex structures in future works, though the conclusions drawn would be similar to those in this paper. Given there is only one DOF, the system is automatically written in modal coordinates, allowing a cosmetic change to give

$$\ddot{q} + 2(\varepsilon) \xi \omega_n \dot{q} + \omega_n^2 q + (\varepsilon)\alpha q^3 = (\varepsilon) P \cos(\Omega t).$$  \hspace{1cm} (26)$$

As such, it is possible to directly follow the modal application of the analytical techniques, as defined in Sect. 2.

In this comparison, the solutions will be found up to $\varepsilon^1$-order. The $\varepsilon^2$-order solutions are qualitatively similar to those shown in this section, but are more algebraically complicated and, therefore, are not presented.

### 3.1 Harmonic balance method

In this example, across all three methods, it will be assumed that only a single harmonic term will be necessary in the trial solution and that the response frequency will be equal to the forcing frequency. As such, Eq. (4) can be written as

$$q = \frac{A}{2} e^{j(\Omega t + \phi)} + \text{c.c.,}$$  \hspace{1cm} (27)

where $A$ and $\phi$ denote the amplitude and phase of the mode, respectively. By implementing this displacement expansion in Eq. (26), the fully expanded form for the equations of motion can be expressed as

$$\begin{align*}
&\left(\omega_n^2 - \Omega^2\right) A + 2j \xi \omega_n A + \frac{3\alpha}{4} A^3 \right) e^{j(\Omega t + \phi)} \\
&- P e^{j2\Omega t} + O(e^{+3j(\Omega t + \phi)}) + \text{c.c.} = 0.
\end{align*}$$  \hspace{1cm} (28)

It can be noted that the terms in the expansion which respond at $3\Omega$ are assumed to be negligible and are, therefore, removed from the equation. This is a direct consequence of the use of a single harmonic in the HB trial solution. The solution of the Duffing oscillator using the HB technique is readily found in the literature [41], so is not expanded here. Instead, only the key results are presented:

**Forced response** \[ \left(\omega_n^2 - \Omega^2\right) A + \frac{3\alpha}{4} A^3 \right)^2 + [2\xi \omega_n \Omega A]^2 = P^2, \]  \hspace{1cm} (29)

**Free response** \[ (\omega_n^2 - \Omega^2) + \frac{3\alpha}{4} A^2 = 0, \]  \hspace{1cm} (30)

**Phase expression** \[ \phi = \sin^{-1}\left(\frac{2\xi \omega_n \Omega A}{P}\right), \]  \hspace{1cm} (31)

**Displacement** \[ q = A \cos(\Omega t + \phi). \]  \hspace{1cm} (32)

### 3.2 Multiple scales technique

In this section, the perturbed displacements, timescales, and derivatives are given by

$$q = q_0(T_0, T_1) + \varepsilon q_1(T_0, T_1),$$

$$t = T_0 + T_1 = t + \varepsilon t,$$

$$\frac{d}{dt} = D_0 + \varepsilon D_1, \quad \frac{d^2}{dt^2} = D_0^2 + \varepsilon(2D_0D_1).$$  \hspace{1cm} (33)

respectively, when truncated at $\varepsilon^1$-order. Therefore, for the Duffing oscillator, the $\varepsilon$-expansion in Eq. (8), up to the first order, is given by

$$\varepsilon^0 : D_0^2 q_0 + \omega_n^2 q_0 = 0,$$

$$\varepsilon^1 : D_0^2 q_1 + \omega_n^2 q_1 = -2D_0 D_1 q_0 - 2\xi \omega_n (D_0 q_1 + D_1 q_0) - \alpha q_0^3 + P \cos(\Omega T_0).$$  \hspace{1cm} (34)

Separating the secular and non-resonant terms in the $\varepsilon^1$-order expression in Eq. (34) leads to the two expressions

$$2\omega_n^2 A(T_1) [D_1 \phi(T_1)]$$

$$\begin{align*}
&+ 2j \xi \omega_n \left[\omega_n A(T_1) + D_1 A(T_1)\right] + \frac{3\alpha}{4} A(T_1)^3 \\
&- 2P e^{j\phi(T_1)} = 0, \quad (D_0^2 + \omega_n^2) q_1 + \frac{\alpha}{4} A(T_1)^3 e^{+3j(\Omega T_0 + \phi(T_1))} = 0.
\end{align*}$$  \hspace{1cm} (35, 36)

The first of these equations can now be used to find the frequency–amplitude relationship, and the second to find the displacement expression. Note that, by perturbing the displacement in the MS method, the implicit assumption of negligible harmonics seen in the HB technique has been removed. Instead, this is explicitly imposed by the inclusion of the bookkeeping parameter, $\varepsilon$.

For Eq. (35) to represent steady-state dynamics, it is important to guarantee that there are no changes in amplitude and phase with respect to $T_1$. Doing so is relatively straightforward for $A(T_1)$, but the phase.
term must be considered in conjunction with a detuning parameter. Since the forcing frequency will be considered in some neighbourhood of the natural frequency, it is common practice to define \( \Omega = \omega_n + \varepsilon \sigma \), where \( \sigma \) is an arbitrary detuning parameter. The inclusion of this detuning means that \( \Omega T_0 = (\omega_n + \varepsilon \sigma) t = \omega_n T_0 + \sigma T_1 \).

Here, it must be noted that the use of a detuning parameter is inherent in this application of the MS method; this is utilised in later sections. Now, it becomes necessary to define the \( T_1 \)-dependent linear transformation of the phase angle

\[
\psi = \sigma T_1 - \phi(T_1),
\]

Thus, the conditions for steady-state behaviour are

\[
D_1 A(T_1) = 0, \\
D_1 \psi(T_1) = 0. 
\]

Solving these equations, it can be concluded \( A(T_1) = A \) is constant, and that \( D_1 \phi(T_1) = \sigma \). Equation (35) can now be rewritten in terms of its real and imaginary components to give the system

\[
\frac{3\alpha}{4} A^3 - 2\sigma_n A \sigma = P \cos(\phi), \\
-2\xi \sigma_n A = P \sin(\phi).
\]

As with the HB method, these expressions can be squared and summed to eliminate the phase term, \( \phi \). Recalling that the detuning parameter is given by \( \sigma = \frac{1}{\varepsilon} (\Omega - \omega_n) \), the final expression for the forced response is given by

\[
\left[ 2\sigma_n (\omega_n - \Omega) A + \varepsilon \frac{3\alpha}{4} A^3 \right]^2 + [2\varepsilon \xi \sigma_n A]^2 = (\varepsilon P)^2,
\]

and the free vibration is defined by

\[
2\sigma_n (\omega_n - \Omega) + \varepsilon \frac{3\alpha}{4} A^2 = 0.
\]

In addition, the phase in the forced case can be expressed as

\[
\phi = \sin^{-1} \left( \frac{2\varepsilon \xi \sigma_n A}{P} \right).
\]

It can be further noted that the bookkeeping parameter remains present in the final expression, demonstrating that the relative contributions of the terms are monitored through the entire process.

Furthermore, solving Eq. (36) allows the \( \varepsilon \)-order displacement solution to be given by

\[
q = q_0 + \varepsilon q_1 = A \cos(\Omega t + \phi) + \frac{\alpha}{32\sigma_n^2} A^3 \cos(3(\Omega t + \phi)),
\]

where it can be seen that an approximation to the third harmonic is captured.

### 3.3 Direct normal form technique

In the SDOF example, the three aforementioned transforms can be summarised as

\[
q = v = u + \varepsilon h.
\]

Here, the forcing transform is unity, as there is only a single mode to consider and the forcing is assumed to be near-resonant for this mode. However, the near-identity transform still allows the separate consideration of the fundamental and harmonic components of the response.

As shown in Eq. (18),

\[
u = u_p + u_m = A \frac{1}{2} e^{j(\omega_n t + \phi)} + A \frac{1}{2} e^{-j(\omega_n t + \phi)}.
\]

It has been demonstrated, in the previous section and "Appendix A", that the frequency–amplitude relationship of the DNF method is defined by Eq. (23). Considering that the linear natural frequency is known, it is only necessary to calculate the nonlinear coefficients, \( \Gamma^v_\nu \), and vector \( u^* \) to define the system dynamics. Both of these are found in the expansion of \( \Gamma^v_\eta (q, \dot{q}, \mathbf{r}) = \Gamma^v_\eta (v, \dot{v}, \mathbf{r}) \), as found in Eq. (11). This is given by

\[
\Gamma^v_\eta (q, \dot{q}, \mathbf{r}) = \Gamma^v_\eta (u, \dot{u}) = 2\xi \omega_n \dot{u} + \alpha u^3.
\]

By applying Eq. (45) and converting to matrix notation, it is possible to express Eq. (46) as
\[ \Gamma_n(u, \dot{u}) = [\Gamma_n]u^* \]

\[ = [-2j\zeta \omega_n - 2j\zeta \omega_n \alpha 3\alpha 3\alpha] \begin{bmatrix} u_p \\ u_m \\ u_n^p \\ u_m^p \\ u_n^m \\ u_m^m \end{bmatrix}. \quad (47) \]

Recalling the expression in Eq. (22) and the subsequent separation of resonant and non-resonant terms, the vectors \( \beta, [\Gamma_n, 1], \) and \([h_1] \) for the Duffing oscillator are given by

\[ \beta = \begin{bmatrix} 8\Omega^2, 0, 0, 8\Omega^2 \end{bmatrix} \implies [\Gamma_n, 1] = \begin{bmatrix} -2j\zeta \omega_n, -2j\zeta \omega_n, 0, 3\alpha, 3\alpha, 0 \end{bmatrix}, \]

\[ [h_1] = \begin{bmatrix} 0, 0, \frac{\alpha}{8\Omega^2}, 0, 0, \frac{\alpha}{8\Omega^2} \end{bmatrix}. \quad (48) \]

These vectors can now be directly applied in Eq. (23). Treating the real and imaginary parts separately and reconciling allows the system response to be approximated. This can be summarised as follows

**Forced response**

\[ \left( \omega_n^2 - \Omega^2 \right) A + \varepsilon \frac{3\alpha}{4} A^3 2j + \left[ 2\varepsilon \xi \omega_n \Omega A \right]^2 = (\varepsilon P)^2. \quad (49) \]

**Free response**

\[ \omega_n^2 - \Omega^2 + \varepsilon \frac{3\alpha}{4} A^2 = 0, \quad (50) \]

**Phase expression**

\[ \phi = \sin^{-1} \left( \frac{2\varepsilon \xi \omega_n \Omega A}{P} \right), \quad (51) \]

**Displacement**

\[ q = A \cos(\Omega t + \phi) + \varepsilon \frac{\alpha}{32\Omega^2} A^3 \cos(3(\Omega t + \phi)). \quad (52) \]

### 4 Comparison through frequency detuning

As previously mentioned, the discussion of the methods thus far has been provided so that they can be more easily compared. The system response predicted by the three methods is summarised in Table 1.

By removing the bookkeeping parameter, it can be seen that the expressions for the free and forced responses in the HB and DNF methods, in terms of the amplitude of the response at fundamental frequency, \( A \), are identical to one another.

It has been highlighted, in [4], that the free response of the MS is a linearization of that found in the HB and DNF methods, as can be found via the use of a Taylor expansion. Here, it can be seen that this remains true in the forced case. Thus, the MS solution can be considered as an approximation to the DNF and HB expressions, a point which was demonstrated to lead to divergent backbone curves in [3].

However, considering the displacement expressions in Table 1, it can be seen that, by applying the same number of iterations of each method, the DNF and MS methods provide insight into the harmonic behaviour. This will not be provided by the HB method unless the trial solution is expanded to include a higher-order term.

### Table 1 Summary of approximate solutions and expressions for backbone curves for the undamped, unforced Duffing oscillator

| Technique | Free | Forced |
|-----------|------|--------|
| HB        | \( \Omega^2 = \omega_n^2 + \frac{3\alpha}{4} A^2 \) | \( \left( \omega_n^2 - \Omega^2 \right) A + \varepsilon \frac{3\alpha}{4} A^3 + \left[ 2\xi \omega_n \Omega A \right]^2 = P^2 \) |
| MS        | \( \Omega = \omega_n + \varepsilon \frac{3\alpha}{8\omega_n} A^2 \) | \( \left[ 2\omega_n(\omega_n - \Omega) A + \varepsilon \frac{3\alpha}{4} A^3 \right]^2 + \left[ 2\varepsilon \xi \omega_n^2 A \right]^2 = (\varepsilon P)^2 \) |
| DNF       | \( \Omega^2 = \omega_n^2 + \varepsilon \frac{3\alpha}{4} A^2 \) | \( \left[ \omega_n^2 - \Omega^2 \right] A + \varepsilon \frac{3\alpha}{4} A^3 + \left[ 2\varepsilon \xi \omega_n \Omega A \right]^2 = (\varepsilon P)^2 \) |

| Technique | Phase | Displacement |
|-----------|-------|--------------|
| HB        | \( \phi = \sin^{-1} \left( \frac{2\varepsilon \omega_n \Omega A}{P} \right) \) | \( A \cos(\Omega t + \phi) \) |
| MS        | \( \phi = \sin^{-1} \left( -\frac{2\varepsilon \omega_n \Omega A}{P} \right) \) | \( A \cos(\Omega t + \phi) + \varepsilon \frac{\alpha}{32\omega_n^2} A^3 \cos(3(\Omega t + \phi)) \) |
| DNF       | \( \phi = \sin^{-1} \left( \frac{2\varepsilon \omega_n \Omega A}{P} \right) \) | \( A \cos(\Omega t + \phi) + \varepsilon \frac{\alpha}{32\omega_n^2} A^3 \cos(3(\Omega t + \phi)) \) |
In this study, the DNF frequency detuning, as given in Eq. (21), is applied in the MS method, resulting in the two methods giving identical expressions for the free response. In the present work, as well as considering a more general implementation of the MS method, the forced responses are considered, as outlined above.

4.1 General detuning comparison

As has already been shown, the use of a detuning is common practice in the MS method. Now, in this section, we introduce the specific detuning used in the DNF method, presented in Eq. (21), to the MS method. Recall that this is given by

$$\omega^2_{n,i} = \omega^2_{n,i} + \varepsilon = \omega^2_{n,i} + \varepsilon(\omega^2_{n,i} - \omega^2_{r,i}). \tag{53}$$

Applying this detuning in the general \(\varepsilon\)-expansion given in Eq. (8) leads to the updated expressions

$$\varepsilon^0 : (D^2_0 + \mathbf{Y})\mathbf{q}_0 = 0,$$

$$\varepsilon^1 : (D^2 + \mathbf{Y})\mathbf{q}_1 + 2D_0D_1\mathbf{q}_0 + (\mathbf{A} - \mathbf{Y})\mathbf{q}_0 + \mathbf{\Gamma}_q(\mathbf{q}_0, D_0\mathbf{q}_0, \mathbf{r}) = \mathbf{P}_q\mathbf{r},$$

$$\vdots$$

(54)

Once more, the secular terms must be set to zero and the trial solution in Eq. (9) is again implemented, giving

$$j\omega_{r,i} \left( (D_1 A_i + A_i D_1 \rho_i)e^{j(\omega_{n,i}T_0 + \phi_i)} \right.$$  

$$+ (D_1 A_i - A_i D_1 \rho_i)e^{-j(\omega_{n,i}T_0 + \phi_i)} \bigg)$$

$$+ (\omega^2_{n,i} - \omega^2_{r,i}) \left( A_i \left( e^{j(\omega_{n,i}T_0 + \phi_i)} + e^{-j(\omega_{n,i}T_0 + \phi_i)} \right) \right.$$  

$$+ \text{Res}\left\{ \mathbf{\Gamma}_q,i \left( \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} + e^{-j(\omega_{n,i}T_0 + \phi_i)} \right) + j\omega_{r,i} \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} - e^{-j(\omega_{n,i}T_0 + \phi_i)} \right) \right. \bigg)$$

$$e^{j\Omega T_0} + e^{-j\Omega T_0} \bigg) = \mathbf{P}_q,i \left( e^{j\Omega T_0} + e^{-j\Omega T_0} \right) \right). \tag{55}$$

Comparing this with the expression for the standard MS method (given in “Appendix A”), it can be seen that, by removing the assumption that the response frequency is equal to the linear natural frequency, new terms arise in the \(\varepsilon^1\)-order equation. The inclusion of the term \((\omega^2_{n,i} - \omega^2_{r,i}) \left( A_i \left( e^{j(\omega_{n,i}T_0 + \phi_i)} + e^{-j(\omega_{n,i}T_0 + \phi_i)} \right) \right)\) can be thought of as a detuning term that accounts for the influence that those terms which are close to resonance have on the vibration of the system.

Collecting coefficients of \(e^{\pm j\omega_{r,i}T_0}\), Eq. (55) can be written as

$$\left[ A_i (\omega^2_{n,i} - \omega^2_{r,i}) (e^{j\phi_i}) + (D_1 A_i + j\omega_{r,i} A_i D_1 \rho_i)e^{j\phi_i} \right.$$  

$$+ \text{Res}\left\{ \mathbf{\Gamma}_q,i \left( \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} + j\omega_{r,i} \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} \right) \right. \right. \bigg)$$

$$\left. e^{j\Omega T_0} + e^{-j\Omega T_0} \bigg) = \mathbf{P}_q,i \left( e^{j\Omega T_0} + e^{-j\Omega T_0} \right) \right]. \tag{56}$$

Similarly to the DNF method, the terms in Eq. (56) inside the square brackets are complex conjugates, so both must be equal to zero to remove the secular terms. As such, the frequency–amplitude equation can be written as

$$\left( \omega^2_{n,i} - \omega^2_{r,i} \right) (A_i e^{j\phi_i}) + (D_1 A_i + j\omega_{r,i} A_i D_1 \rho_i)e^{j\phi_i}$$

$$+ \text{Res}\left\{ \mathbf{\Gamma}_q,i \left( \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} + j\omega_{r,i} \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} \right) \right. \right. \bigg)$$

$$\left. e^{j\Omega T_0} + e^{-j\Omega T_0} \bigg) \right) = \mathbf{P}_q,i. \tag{57}$$

Recall that the equivalent expression in the DNF method, Eq. (23), is written as

$$\left( \omega^2_{n,i} - \omega^2_{r,i} \right) A_i e^{j\phi_i} + \Gamma^+_{u,i} = \mathbf{P}_{u,i}.$$  

Despite the clear differences between the forms of these two expressions, it can actually be shown that they both represent the same solution. Recalling from Eq. (15) that \(\mathbf{P}_{u,i} = \mathbf{P}_{r,i} + \left( \omega^2_{n,i} - \Omega^2 \right) [e];\) and noting that, for the resonant equation, \([e] = [0\ 0]\), it can be seen that \(\mathbf{P}_{u,i} = \mathbf{P}_{q,i}.$$  

Further consideration is also given to \(\Gamma^+_{u,i},\) which denotes the resonant terms of \(\mathbf{\Gamma}_u,\) including both the damping and nonlinear terms. In the detuned multiple scales (dMS) case, the resonant terms of \(\mathbf{\Gamma}_q\) are collected by the term

$$\text{Res}\left\{ \mathbf{\Gamma}_q \left( \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} \right) \right. \right. \bigg)$$

$$\left. j\omega_{r,i} \frac{A_i}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} \right. \right. \bigg)$$

$$\left. e^{j\Omega T_0} + e^{-j\Omega T_0} \bigg) \right.\right). \tag{58}$$

However, it must be noted that there is a remaining additional term in Eq. (57), namely the term \(j\omega_{r,i} (D_1 A_i + A_i D_1 \rho_i)e^{j\phi_i}.\) Although the inclusion of an extra term may appear to nullify the equivalence of the two techniques, it can actually be noted that this expression is a damping term that corresponds to the higher-order derivatives. Therefore, it simply accounts for the perturbation of \(\tau,\) which is not present in the DNF method.
and the combination of these terms is directly equivalent to $\Gamma_{ui}$.

The solution for $q_1$ can be determined in a similar way to the standard MS method, as in Eq. (10), by solving

$$ (\Lambda - \Upsilon)q_1 = -NRes[\Gamma_q]. \quad (58) $$

Recall that the corresponding $\epsilon^1$-order equation for the DNF method is

$$ \ddot{h}_1 + \Upsilon h_1 + \Gamma_V = n_{u1}. \quad (59) $$

It can be further noted that $\ddot{h}_1 = -\Lambda h_1$ and that $\Gamma_V - n_{u1} = \beta h_1 = -NRes[\Gamma_q]$, so that the expression in Eq. (59) can be rewritten as

$$ (\Lambda - \Upsilon)h_1 = -NRes[\Gamma_q]. \quad (60) $$

It is immediately clear that the solutions of Eqs. (58) and (60) must be identical.

### 4.2 Duffing oscillator detuning comparison

These new steps can now be explored for the Duffing oscillator, beginning with the updated $\epsilon$-balance, which is expressed as

$$ \begin{align*}
\epsilon^0 & : D_0^2 q_0 + \omega_n^2 q_0 = 0, \\
\epsilon^1 & : D_0^2 q_1 + \omega_n^2 q_1 \\
& = -\delta q_0 - 2D_0 D_1 q_0 - 2\zeta \omega_n(D_0 q_1 + D_1 q_0) \\
& -\alpha q_0^3 + P \cos(\Omega T_0).
\end{align*} \quad (61) $$

Note that the $\delta$ notation (the SDOF equivalent to $\Delta$ in Eq. (21)) will be used until the calculation of the final solution, so that the influence of the detuning is more readily tracked. As above, the steady-state dynamics are of interest, so the conditions in Eq. (38) are applied. Separating the real and imaginary parts now leads to the following steady-state equations

$$ \begin{align*}
\frac{3\alpha}{4} A^3 + A\delta &= P \cos(\phi), \\
2\zeta \omega_n \Omega A &= P \sin(\phi).
\end{align*} \quad (62) $$

Therefore, by squaring and then summing these expressions, then introducing the definition of $\delta$ from Eq. (53), the free and forced responses are now given by

$$ \left[ (\omega_n^2 - \Omega^2) A + \epsilon \frac{3\alpha}{4} A^3 \right]^2 + [2\epsilon \zeta \omega_n \Omega A]^2 = (\epsilon P)^2, $$

$$ (\omega_n^2 - \Omega^2) + \epsilon \frac{3\alpha}{4} A^2 = 0, \quad (63) $$

respectively. Comparing these expressions with those in Eq. (49), it can be seen that the dMS and DNF forced responses are now identical, as is the case with the free response.

The harmonic part of the displacement can now be calculated using Eq. (58), giving an expression identical to that of the DNF method, given in Eq. (52):

$$ q = q_0 + \epsilon q_1 = a \cos(\Omega t + \alpha) $$

$$ + \epsilon \frac{\alpha}{32 \omega_n^2} a^3 \cos(3(\Omega t + \alpha)), $$

with $\Omega = \sqrt{\omega_n^2 + \epsilon \frac{3\alpha}{4} a^2}$. \quad (64)

### 5 Results

Figure 1 shows graphical representations of the responses in Table 1; the bookkeeping parameter is simply removed from the expressions, so the HB curve is identical to that given by the DNF/dMS methods. The ‘Numerical’ backbone curve in Fig. 1 has been found using numerical continuation [2]. In this figure, the following parameter values have been used: $\omega_n = 1$, $\alpha = 0.6$, with $\zeta = 0.005$, $P = 0.0015$ in the first case and $\zeta = 0.0015$, $P = 0.005$ in the second. These two forcing cases allow the influence of this detuning to be considered at both high and low amplitudes. In the first case, it can be seen that the variation between the techniques is very small. In fact, when the system is forced at low levels, it could be argued that the choice of method has a negligible influence on the response prediction.

In any analytical approximation method that includes a perturbation or series expansion, it is possible to increase the number of step iterations or terms included so that the predicted solution will better agree with the true response. However, as has been previously discussed, the methods are compared here with the use of only a small number of iterations, as to add any more would create analytical complexity, which would add little further insight than the numerical technique. When the ratio of forcing to damping is increased, the differences between the solutions at $\epsilon^1$-order become much more noticeable. Both methods diverge from the numerical results, but the key difference is the rate at
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Fig. 1 Free and forced responses at \( \varepsilon^{1}\)-order, for the HB, DNF, and MS methods (without the newly applied detuning), and numerically continued (Full) solutions. The first panel displays the results from Case 1: \( \zeta = 0.005, P = 0.0015 \), the second from Case 2: \( \zeta = 0.0015, P = 0.005 \)

which they do so. While the DNF/dMS methods remain close to the numerical solution across the considered range, the MS method begins to diverge at approximately \( \Omega = 1.1 \text{ Hz} \), which represents a shift in frequency of roughly 10%. When this point is reached, the MS method begins to underestimate the displacement. It has been shown that, by choosing the detuning found in the DNF method, it is possible to remove the underprediction of the forced response; in Fig. 1, the updated MS curve is identical to that of the DNF method.

5.1 Considerations for users

As has shown in the previous sections, by choosing a suitable frequency detuning, it is possible to achieve identical results when applying any of the techniques discussed to the example system. As such, it could be concluded that the user may choose the technique with which they are most familiar and ensure that the accuracy of the solutions will not be compromised. While there may be some truth to this assertion, the discussion provided in this study alludes to further considerations that could be taken.

The HB method has been demonstrated to be a much simpler technique than the others considered; it is arguably for this reason that it has been more widely applied, particularly in those cases that have seen a more algorithmic approach taken for larger systems. As a result of this simplicity, the method lacks the bookkeeping parameter used by the MS and DNF techniques. As has been previously discussed, this perturbation strategy not only measures the relative contribution of each term, but actually informs the user as to the neighbourhood of to linear natural frequency in which they may have confidence in the accuracy of the results. Thus, the HB should be seen as an effective method for gaining a quick understanding of the nonlinear behaviour, but is likely to be most useful when the exact values of the solution are not important.

The results presented in this paper, along with those of [3], have demonstrated that the MS and DNF are able to provide identical results. Given that the implementation of the two techniques requires a similar number of steps, this leaves the user to make a decision based on the nuances of the particular system they are considering. A key benefit of the MS has always been its ability to model transient behaviour. Since this is not affected by the frequency tuning, this asset still holds true. Meanwhile, the DNF technique utilises a matrix formulation to effectively track the resonant and non-resonant terms, a strategy that may prove useful in more complex structures with multiple harmonics. In summary, the results of the present work provide the user with two accurate options, which will suit a wide array of potential structures.

6 Conclusions

This paper presents and compares three analytical approximation methods, both in terms of a general nonlinear dynamical system and the Duffing oscillator, which has been widely used in the development and
study of such techniques. In particular, the harmonic balance, multiple scales, and direct normal forms methods have been considered. In an initial comparison, it has been shown that the HB and DNF give identical solutions for the Duffing oscillator, although the inclusion of a bookkeeping parameter in the latter provides the potential for a simpler management of weak terms in more complex structures. Additionally, the matrix formulation of the DNF method also reveals the harmonic components of the behaviour, whereas this requires the introduction of a more complex trial solution in the HB method. In previous works, it has been shown that the free vibration expression given by the MS is a linearization of the HB/DNF solution. In this work, it has been shown that this property also holds true for the forced response.

To expand this comparison, the previously developed detuned multiple scales method is extended to include forced responses. Furthermore, an alternative form of the MS method is applied, demonstrating the broader applicability of the comparison. By considering the widely applied derivative expansion version of the MS method, it has been shown that, for a general nonlinear system, the analytical solutions of the forced, damped equations are, once more, identical in the DNF and dMS methods. This is an important result, as it means that, regardless of the method chosen, the user has the potential to capture complex nonlinear behaviour in forced structures (such as hysteresis and internal resonance) to the same level of accuracy.

Particular attention has been given to the influence that the forcing and damping terms have on the divergence of the MS and DNF/dMS responses. In models with lower forcing and/or higher damping, it has been seen that the difference between these solutions is effectively negligible. However, as the forcing grows, the non-detuned MS method begins to under-predict the displacement, demonstrating that there is a region in which the linearization is valid and that the prediction may become inaccurate away from this.
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Appendix A

Once the ε-expansion in Eq. (8) has been established, the ε0-order can be solved to give

$$q_{0,i} = \frac{A_i(T_1, T_2, \ldots)}{2} \left( e^{+j(\omega_{n,i} T_0 + \phi_i(T_1, T_2, \ldots))} + e^{-j(\omega_{n,i} T_0 + \phi_i(T_1, T_2, \ldots))} \right),$$

(A.1)

where $A_i$ and $\phi_i$ denote the amplitude and phase of the fundamental response of the $i$th mode, respectively. This $ε^0$-order solution can now be applied to the $ε^1$-order terms in Eq. (8) to give

$$(D_0^2 + \omega_{n,i}^2)q_{1,i}$$

$$= -j\omega_{n,i} \left( (D_1 A_i + A_1 D_1 \phi_i) e^{+j(\omega_{n,i} T_0 + \phi_i)} \right.$$  

$$- (D_1 A_i - A_1 D_1 \phi_i) e^{-j(\omega_{n,i} T_0 + \phi_i)} \right)$$  

$$- \Gamma_{q,i} \left( \frac{A_i}{2} \left( e^{+j(\omega_{n,i} T_0 + \phi_i)} + e^{-j(\omega_{n,i} T_0 + \phi_i)} \right) \right)$$  

$$j\omega_{n,i} \frac{A_i}{2} \left( e^{+j(\omega_{n,i} T_0 + \phi_i)} - e^{-j(\omega_{n,i} T_0 + \phi_i)} \right)$$  

$$e^{+j\Omega t} + e^{-j\Omega t} + P_{q,i} r_p.$$  

(A.2)

Now, the secular terms—i.e., those that respond at $\omega_{n,i}$—must be set to zero. The reason for this is that the homogeneous form of Eq. (A.2) is given by $(D_0^2 + \lambda)q_1 = 0$. As such, the trial solution must be equal to the trial solution for $q_0$. Therefore, a failure to remove the secular terms would lead to a divergent solution. Removing the secular terms in Eq. (A.2) leads to the expression

$$j\omega_{n,i} \left( (D_1 A_{0,i} + A_{0,i} D_1 \phi_i) e^{+j(\omega_{n,i} T_0 + \phi_i)} \right.$$  

$$+(D_1 A_{0,i} - A_{0,i} D_1 \phi_i) e^{-j(\omega_{n,i} T_0 + \phi_i)} \right)$$  

$$+ \text{Re} \left\{ \Gamma_{q,i} \left( \frac{A_{0,i}}{2} \left( e^{+j(\omega_{n,i} T_0 + \phi_i)} + e^{-j(\omega_{n,i} T_0 + \phi_i)} \right) \right) \right\},$$

where $A_{0,i}$ and $\phi_{0,i}$ denote the amplitude and phase of the fundamental response of the $i$th mode with $ε = 0$. This result shows that the HB and DNF give identical results to the same level of accuracy.
Using frequency detuning to compare analytical approximations

\[ j \omega_{n,i} \frac{A_{0,i}}{2} \left( e^{j(\omega_{n,i}T_0 + \phi_i)} - e^{-j(\omega_{n,i}T_0 + \phi_i)} \right), \]

\[ e^{+j\Omega t} + e^{-j\Omega t} \right) - P_{q,i} r_p \right) = 0, \quad (A.3) \]

where \( \text{Res} [\bullet] \) denotes the resonant terms of \( \bullet \). This secular equation can now be solved to find expressions for the amplitude and phase terms. This is done by separating the real and imaginary parts of the equation, then setting the coefficients of \( e^{\pm j(\omega_{n,i}T_0 + \phi_i)} \) in each of those to zero. The solutions for \( A_{0,i} \) and \( \phi_i \) can be applied in the non-resonant equation:

\[ (D_0^2 + \omega_{n,i}^2) q_{1,i} = -N\text{Res} \left\{ \Gamma_q \left( \frac{A_{0,i}}{2} \left( e^{+j(\omega_{n,i}T_0 + \phi_i)} + e^{-j(\omega_{n,i}T_0 + \phi_i)} \right), \right. \]

\[ \times j \omega_{n,i} \frac{A_{0,i}}{2} \left( e^{+j(\omega_{n,i}T_0 + \phi_i)} - e^{-j(\omega_{n,i}T_0 + \phi_i)} \right), \]

\[ \left. \times e^{+j\Omega t} + e^{-j\Omega t} \right) \right\}, \quad (A.4) \]

where \( \text{NRes}[\bullet] \) denotes the non-resonant terms of \( \bullet \). This equation can then be solved to find \( q_1 \). Now, the solutions for \( d_0 \) and \( q_1 \) can be applied to the \( \varepsilon^2 \)-order expression to find \( q_2 \). The process is the same and, therefore, not shown here, but details can be found in [3].

### Appendix B

Recall that Eq. (20) is given by

\[ (\varepsilon \dot{h}_1 + \varepsilon^2 \ddot{h}_2 + \cdots) + (\varepsilon \dot{Y} h_1 + \varepsilon^2 \dot{Y} h_2 + \cdots) + \varepsilon \dot{Y} \dot{u} + \varepsilon h \dot{r} \]

\[ - (\varepsilon \dot{u}_1 + \varepsilon^2 \ddot{u}_2 + \cdots) + P_u r - P_r = 0. \]

Here, we apply a Taylor expansion to \( \dot{\Gamma}_v u + \varepsilon \dot{u} + \varepsilon h \), and simplify using the notation

\[ \dot{\Gamma}_v u = \dot{\Gamma}_v, \]

\[ \dot{\Gamma}_v u = \left[ \Lambda - \dot{Y} + \frac{\partial}{\partial \dot{u}} \Gamma_v \right] h_1 + \left[ \frac{\partial}{\partial \dot{u}} \Gamma_v \right] \dot{h}_1. \]

Then, the vector \( u^*_i \), which captures all the possible polynomial terms which could arise in the expansion of \( \Gamma u \), is used to introduce the following matrix formulations

\[ \Gamma_{v,i} u_r = [\Gamma_{v,i}] u_r^* (u_p, u_m, r), \]

\[ \Gamma_{u,i} u_r = [\Gamma_{u,i}] u_r^* (u_p, u_m, r), \]

\[ h_i u_r = [h_i] u_r^* (u_p, u_m, r), \quad (B.2) \]

where \( [\Gamma_{v,i}], [\Gamma_{u,i}], \) and \( [h_i] \) are \( N \times N_i \) matrices of time-dependent terms for the corresponding time-invariant coefficients for the corresponding time-invariant variables. Thus, for \( i \geq 1 \), the \( \varepsilon^i \) homological equation is given by

\[ [h_i] \hat{u}_i^* + \gamma [h_i] u_i^* + [\Gamma_{v,i}] u_i^* = [\Gamma_{u,i}] u_i^*. \]

By consideration of the \( u_i \) vector, it is possible to find a solution for \( u_i \). First, the \( \ell \)th element of \( u_i^* \) is written as

\[ u_{i,\ell}^* = r_p^{m_{p,i,\ell}} r_m^{m_{m,i,\ell}} \prod_{n=1}^{N} u_{s_{p,i,\ell,n}} u_{s_{m,i,\ell,n}} = U_{i,\ell} e^{j(\omega_{i,\ell} t - \phi_{i,\ell})}, \]

where

\[ U_{i,\ell} = \prod_{n=1}^{N} \left( U_n \right)^{(s_{p,i,\ell,n} + s_{m,i,\ell,n})} \]

\[ \phi_{i,\ell} = \sum_{n=1}^{N} (s_{m,i,\ell,n} - s_{p,i,\ell,n}) \phi_n, \]

and

\[ \omega_{i,\ell} = (m_{p,i,\ell} - m_{m,i,\ell}) \Omega + \sum_{n=1}^{N} (s_{p,i,\ell,n} - s_{m,i,\ell,n}) \]

\[ \omega_{n,i}. \]

These new variables can be applied in Eq. (B.3) so that element \( \{k, \ell\} \) of \( [\Gamma_{v,i}] \) can be written as

\[ [\Gamma_{v,i}]_{k,\ell} = [\Gamma_{u,i}]_{k,\ell} + \beta_{i,k,\ell} [h_i]_{k,\ell}. \]

where

\[ \beta_{i,k,\ell} = [\omega_{i,\ell}^*]^2 - \omega_{i,\ell}^2, \]

defines the \( N \times N_i \) matrix \( \beta_i \). Therefore, if \( [\omega_{i,\ell}^*]^2 = \omega_{i,\ell}^2 \), then \( \beta_{i,k,\ell} = 0 \). As such, \( \beta_i \) can be considered as a matrix that determines the resonance of the terms defined by \( [\Gamma_{v,i}] \).

Now,

\[ [\Gamma_{v,i}]_{k,\ell} = [\Gamma_{u,i}]_{k,\ell} \quad \text{if} \quad [h_i]_{k,\ell} = 0, \quad \beta_{i,k,\ell} = 0, \]

otherwise.

\[ \beta_{i,k,\ell} \quad \text{if} \quad [h_i]_{k,\ell} > 0, \quad \beta_{i,k,\ell} = \frac{[\Gamma_{u,i}]_{k,\ell}}{[h_i]_{k,\ell}}. \]
Applying these conditions, the \(i\)th resonant equation can be expressed as
\[
\left[ (\omega_{n,i}^2 - \omega_{r,i}^2)U_i e^{-j\phi_i} + \Gamma_{ui}^+ - P_{ui}^+ \right] e^{j\omega_{ui} t} + \left[ (\omega_{n,i}^2 - \omega_{r,i}^2)U_i e^{j\phi_i} + \Gamma_{ui}^- - P_{ui}^- \right] e^{-j\omega_{ui} t} = 0,
\]
(B.9)
where \(P_{ui}^+\) and \(P_{ui}^-\) denote elements \([i, 1]\) and \([i, 2]\) of \(P_u\), respectively. The variables \(\Gamma_{ui}^+\) and \(\Gamma_{ui}^-\) arise in the decomposition
\[
\Gamma_{ui} = \Gamma_{ui}^+ e^{j\omega_{ui} t} + \Gamma_{ui}^- e^{-j\omega_{ui} t}.
\]
(B.10)
The terms in Eq. (B.9) which are contained in square brackets are complex conjugates of one another and, for this equality to hold, it is necessary for both of these to be equal to zero. Therefore, the frequency–amplitude relationship is given by
\[
\left( \omega_{n,i}^2 - \omega_{r,i}^2 \right) U_i e^{-j\phi_i} + \Gamma_{ui}^+ = P_{ui}^+,
\]
which can be solved to find the fundamental response of the system.
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