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We investigate the interplay between the lattice, charge, and spin dynamics in charge ordered high $T_c$ cuprate $La_{1.875}Ba_{0.125}CuO_4$ ($T_c = 4$ K) based on the inverse Laplace transform (ILT) analysis of the $^{139}$La nuclear spin-lattice relaxation rate $1/T_1$ (dubbed ILTT analysis hereafter).

A major thrust of the ILTT analysis is that one can deduce the probability density function $P(1/T_1)$ of distributed $1/T_1$. We demonstrate that $1/T_1^{\text{str}}$, defined as the log-mean (i.e. the center of gravity on a logarithmic scale) of $P(1/T_1)$, can be well approximated by $1/T_1^{\text{str}}$ deduced from the phenomenological stretched fit, however, $P(1/T_1)$ can provide much richer insight into how the lattice, charge, and spin fluctuations and their distribution develop near and below the long range charge order at $T_{\text{charge}} \sim 54$ K. Upon entering the charge ordered state, a divergent increase of $1/T_1^{\text{str}}$ toward the spin ordering at $T_{\text{spin}} \sim 35$ K is accompanied by an asymmetric broadening of $P(1/T_1)$. Even deep inside the charge ordered state, $1/T_1$ at a gradually diminishing fraction of $^{139}$La sites continues to slow down as temperature is lowered, as expected for canonical superconducting CuO$_2$ planes without enhanced spin fluctuations. The fraction of such canonical $^{139}$La sites almost disappears by $\approx 40$ K. In contrast, nearly a half of the $^{139}$La sites in $La_{1.885}Sr_{0.115}CuO_4$ ($T_{\text{charge}} \approx 80$ K) still exhibits the canonical behavior without enhanced spin fluctuations even near its $T_c = 31$ K. These contrasting behaviors explain why superconductivity in $La_{1.875}Ba_{0.125}CuO_4$ is more strongly suppressed than in $La_{1.885}Sr_{0.115}CuO_4$ despite the lower onset temperature of the charge order.

I. GENERAL INTRODUCTION

In $La_{2-x}Sr_xCuO_4$, the high temperature superconducting phase with the critical temperature as high as $T_c = 38$ K manifests itself after the high temperature tetragonal (HTT) to low temperature orthorhombic (LTO) structural phase transition takes place around $\approx 200$ K. In contrast, $La_{2-x}Ba_xCuO_4$ undergoes an additional structural phase transition from the LTO to the low temperature tetragonal (LTT) phase below $T_{\text{LTO-LTT}} \approx 60$ K, and $T_c$ in the LTT structure is anomalously suppressed to as low as $T_c \approx 4$ K near the magic composition with $x \approx 1/8$. $\mu$SR measurements uncovered the presence of spin order below $T_{\text{spin}}^{\text{str}} \approx 35$ K in $La_{1.875}Ba_{0.125}CuO_4$.

Nd co-doping into $La_{2-x}Sr_xCuO_4$ also induces the same sequence of structural transitions from HTT to LTO, and then to LTT. It was in $La_{1.48}Nd_{0.4}Sr_{0.12}CuO_4$ where Tranquada et al. discovered the charge order transition at $T_{\text{charge}} \approx 60$ K in the LTT phase based on neutron diffraction measurements. Subsequent NMR and neutron scattering experiments showed that a charge order transition accompanies the LTO to LTT structural transition also in $La_{1.875}Ba_{0.125}CuO_4$. More recently, x-ray scattering experiments revealed the presence of dynamic short range charge order in $La_{1.875}Ba_{0.125}CuO_4$ prior to the onset of long range charge order at $T_{\text{charge}} \approx 54$ K.

There has been a long history in the NMR investigation of the complicated behavior of $La_{2-x}Ba_xCuO_4$, yet our understanding of the interplay between the lattice, charge, and spin degrees of freedom near charge order is still far from complete. This is in part because the NMR spin-lattice relaxation rate $1/T_1$ develops a large distribution near and below $T_{\text{charge}}$, and the NMR community in condensed matter physics did not have the machinery to accurately probe the nature and extent of the distribution. Furthermore, the phenomenological approach to deduce $1/T_1$ based on the stretched exponential fit of the nuclear spin recovery curve $M(t)$ cannot distinguish the fluctuations of the electric field gradient (EFG) and spins.

In this paper, we shed new light on the complex behavior of $La_{1.875}Ba_{0.125}CuO_4$ by analyzing the $1/T_1$ recovery curve $M(t)$ observed at the $^{139}$La sites based on the inverse Laplace transform (ILT) analysis techniques (dubbed ILTT analysis hereafter). The ILT in the context of NMR has been conceptually known for some time, and applied successfully in petrophysics and condensed matter physics by numerically inverting $M(t)$. A major thrust of the ILTT analysis is that one can generate the histogram of distributed $1/T_1$ without presuming any particular functional form of the density function $P(1/T_1)$, in addition to the log-mean $1/T_1^{\text{str}}$ (i.e. the center of gravity on a logarithmic scale) of the distributed relaxation rate. We will demonstrate that slow lattice and/or charge fluctuations develop at the NMR frequency scales below $\approx 80$ K, where the dynamic short range charge order develops. Comparison of $P(1/T_1)$ between $La_{1.875}Ba_{0.125}CuO_4$ ($T_c = 4$ K) and $La_{1.885}Sr_{0.115}CuO_4$ ($T_c \approx 31$ K) also reveals a qualita-
tive difference between the two. The volume fraction of the canonically superconducting domains in the CuO$_2$ planes without enhanced spin fluctuations is reduced to almost null in La$_{1.875}$Ba$_{0.125}$CuO$_4$ below $\approx 40$ K, whereas nearly a half of the volume still behaves as a canonical superconductor in La$_{1.885}$Sr$_{0.115}$CuO$_4$.

The rest of this paper is organized as follows. In section II, we explain the key aspects of the ILT techniques and what the ILT$_1$ analysis can (not) do. Section III outlines the experimental methods, and section IV discusses the results, followed by summary and conclusions in section V.

II. INVERSE LAPLACE TRANSFORM OF $M(t)$

To measure the spin-lattice relaxation time $T_1$, one applies an inversion pulse and monitors the recovery curve $M(t)$ of the nuclear magnetization as a function of time $t$. In the simplest case of nuclear spin $I = 1/2$ with a single, non-distributed value of $1/T_1$, the recovery obeys an exponential form as such:

$$M(t) = M_0 - A e^{-t/T_1}, \quad (1)$$

where $M_0$ is the saturated value of the nuclear magnetization, and $A \leq 2M_0$ represents the degree of inversion.

Magnetic inhomogeneity of the sample results in a distribution of $1/T_1$, and $M(t)$ may exhibit a stretched exponential form under certain circumstances [16, 24, 25],

$$M(t) = M_0 - A e^{-\left(t/T_1^{str}\right)^\beta}, \quad (2)$$

where $\beta$ is the stretched exponent less than 1. If $1/T_1$ has no distribution, $1/T_1^{str} = 1/T_1$ and $\beta = 1$. For example, in the case of $1/T_1$ measured by $\nu$Cu nuclear quadrupole resonance (NQR) techniques in a highly disordered YBa$_2$Cu$_3$O$_y$ sample ($T_c = 92$ K), Eq. (2) worked well far below $T_c$, with the exponent $\beta = 1/2$ [24], which is expected for diffusion-less, enhanced relaxation caused by defect spins [24, 25]. One can justify such a stretched fit, if $\ln[M_0 - M(t)]$ vs. $t^\beta$ or $\ln[M_0 - M(t)]$ vs. $\ln(t)$ yields a straight line [24, 26].

One needs to bear in mind that the distributed relaxation mechanisms do not always lead to the stretched form in Eq. (2). In fact, Eq. (2) failed for YBa$_2$Cu$_3$O$_{6.95}$ ($T_c = 92$ K) with less magnetic defects [27, 28]. Instead, a two component fit worked well with two distinct values of fast and slow relaxation rates, $1/T_1^{fast}$ and $1/T_1^{slow}$:

$$M(t) = M_0 - A_{fast} e^{-t/T_1^{fast}} - A_{slow} e^{-t/T_1^{slow}}. \quad (3)$$

In this case, dilute defect spins affect only the nuclear spins in their vicinity, and the rest of the superconductor exhibit much longer, intrinsic $1/T_1^{slow}$. An analogous situation arises for $1/T_1$ measured for type II superconductors under the presence of vortex cores induced by an external magnetic field. Accordingly, in NMR research on superconductivity, it is usually $1/T_1^{slow}$ that researchers present far below $T_c$.

A dilemma arises if there is no clearcut justification for Eq. (2) or (3). In fact, in the case of $^{19}$F ($I = 1/2$) NMR investigations of the diluted antiferromagnet Mn$_{1-x}$Zn$_x$F$_2$, the $\ln[M_0 - M(t)]$ vs. $\ln(t)$ plot revealed that the experimental reality is the combination of Eq. (2) and Eq. (3) [24, 25]. Furthermore, additional complications arise if $M(t)$ under consideration is not for $I = 1/2$. For example, $^{189}$La is a spin $I = 7/2$ nucleus. In an ideal case of non-distributed $1/T_1$, $M(t)$ for the $I_z = -1/2 \leftrightarrow +1/2$ (i.e. central) transition of $I = 7/2$ can be written analytically as a linear combination of 4 normal modes [29, 30]:

$$M(t) = M_0 - A \sum_{k=1}^{4} p_k e^{-\nu_k t/T_1}, \quad (4)$$

where $p_k = \{1/84, 3/44, 75/364, 1225/1716\}$ and $\nu_k = \{1, 6, 15, 28\}$, and $\sum_{k=1}^{4} p_k = 1$ is normalized. In this case, the aforementioned log plot $\ln[M_0 - M(t)]$ does not yield a straight line, even if there is no distribution in $1/T_1$. Then how should we choose and justify the appropriate fitting function for $M(t)$ when $1/T_1$ is distributed and the fit with Eq. (4) is unsatisfactory? Should we just stretch each exponential term as in Eq. (2), or consider two or more values of $1/T_1$ as in Eq. (3)? Or a combination of both?

The ILT$_1$ analysis technique tells us the answers to these questions. Regardless of the origin of the distribution of $1/T_1$ and its extent, one can actually deduce the probability density function $P(1/T_1)$ of $1/T_1$ based on the inverse Laplace transform (ILT) of $M(t)$ [31]. The ILT consists of fitting $M(t)$ to a sum of exponentials with decay rate $1/T_1 j$ and weight $P(1/T_1 j)$ $\geq$ 0. For the simplest case of $I = 1/2$, the discrete form of the ILT inverts for $P(1/T_1)$ assuming the following expression for the experimental data $M(t)$ [17, 21]:

$$M(t) = \sum_{j=1}^{m} \left[1 - 2 e^{-t/T_1 j}\right] P(1/T_1 j). \quad (5)$$

For simplicity, we assumed perfect inversion (i.e. $A = 2M_0$). The summation $\sum_{j=1}^{m} P(1/T_1 j)$ is the saturated value of the magnetization, and $m = 250$ is the chosen number of logarithmically-spaced bins in the $P(1/T_1)$ distribution. The normalization used to convert $P(1/T_1)$ into a probability density is detailed in subsection IV B. See the Supplemental Materials [32] as well as the references [17, 21, 33, 34] for the method to deal with the imperfect inversion in actual experimental data, the details of the mathematical background, and the general procedures for the ILT. Note that technically, Eq. (4) is the discrete form of a Fredholm integral equation of the first kind [36], but for simplicity we refer to it here as an ILT.

The advantage of ILT is that we need not assume a phenomenological functional forms for $M(t)$, such as Eq.
The only assumption in the ILT is that $M(t)$ decays as a sum of exponentials with decay rates $1/T_j$, implying a heterogeneous distribution in $1/T_1$ over the sample. If the distribution of $1/T_1$ is peaked at one value, $P(1/T_1)$ deduced from $M(t)$ will have one peak (i.e. be a delta function if $1/T_1$ has no distribution) at the most likely value of $1/T_1$. On the other hand, if $1/T_1$ is distributed around two distinctive values, as is the case for Eq. $[3]$, $P(1/T_1)$ will have two peaks centered at $1/T_{1}^{\text{fast}}$ and $1/T_{1}^{\text{slow}}$.

It is useful to show how ILT analysis works based on a simple example. In Fig. 1(a), we generated a model relaxation curve $M(t)$ consisting of discrete data points represented by black dots. The best fit of the model data with Eq. $[2]$ (red curve) yields $1/T_{1}^{\text{str}} = 1.44$ s$^{-1}$ and $\beta = 0.89$. The fit seems very good, and the deviation from $\beta = 1$ is fairly small. Accordingly, one would be tempted to conclude that $P(1/T_1)$ is narrow and peaked around 1.5 s$^{-1}$, and hence may be close to a delta function as represented by the red vertical line in Fig. 1(b).

However in reality, we generated the discrete $M(t)$ data in Fig. 1(a) using a two component function as such:

$$M(t) = 1 - 2/3 e^{-3t} - 4/3 e^{-t}.$$  \hfill (6)

This is similar to the model in Eq. $[3]$, with $1/T_{1}^{\text{fast}} = 3$ s$^{-1}$, $1/T_{1}^{\text{slow}} = 1$ s$^{-1}$, $M_0 = 1$, $A_{\text{fast}} = 2/3$, and $A_{\text{slow}} = 4/3$, plus random noise at the level of 0.1% (i.e. a signal to noise ratio of SNR = 1000). The ILT of the model data in Fig. 1(a) results in double peaks at $1/T_{1}^{\text{fast}}$ and $1/T_{1}^{\text{slow}}$, as shown by a blue curve in Fig. 1(b). The log-mean (i.e. center of gravity on a log scale) of $P(1/T_1)$ is located at $1/T_{1}^{\text{lm}} = 1.48$ s$^{-1}$ (represented by a dashed blue line). The finite width of the blue curve originates from the discreteness of the model data and the built-in random noise.

This simple example illustrates the power of ILT, and the potentially risky nature of the commonly used stretched exponential fit. While $1/T_{1}^{\text{str}}$ is indeed close to the real log-mean $1/T_{1}^{\text{lm}}$ of $P(1/T_1)$, the imagined distribution spectrum shown by a single vertical red line in Fig. 1(b) does not even remotely resemble the true, double peak structure in $P(1/T_1)$.

### III. EXPERIMENTAL

We grew a single crystal sample of La$_{1.875}$Ba$_{0.125}$CuO$_4$ ($T_c = 4$ K) based on the traveling solvent floating zone technique at Tohoku [6]. We aligned and cut a small piece of single crystal with the total mass of 51 mg for this study. We conducted $^{139}$La NMR measurements at 9 T applied along the c-axis with the standard $\pi/2 - \pi$ spin-echo pulse sequence. The $^{139}$La NMR lineshapes observed for the nuclear spin $I_z = +1/2 \leftrightarrow -1/2$ central transition were very similar to an earlier report [37].

We note that La$_{1.875}$Ba$_{0.125}$CuO$_4$ showed a partial loss of $^{139}$La signal (i.e. partial $^{139}$La wipeout) in the vicinity of $\sim 35$ K, where the signal dropped to $\sim 1/3$ of the full intensity. As such, the ILT may underestimate the distribution in fast $1/T_1$ components in the vicinity of $\sim 35$.
K. This is similar to previous reports of $^{139}$La wipeout in La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$ (see Fig. 16 in [3]), but will not affect our conclusions. By contrast, La$_{1.85}$Sr$_{0.15}$CuO$_4$ showed no signs of $^{139}$La wipeout for $T > T_c$ [22].

We measured $1/T_1$ using the inversion recovery method by applying a $\pi$ pulse prior to the spin echo sequence. We summarize the representative results of $M(t)$ in Fig. 2. Measurements of $1/T_{1str}^i$ with reasonable accuracy is an easy task, and can be usually completed in less than 1 hour at each temperature. However, the accuracy of $M(t)$ required for ILT is far less forgiving, because the resolution of the ILT curve $P(1/T_1)$ can depend on the experimental noise (i.e. the signal-to-noise ratio) of the $(M(t) - M_0)/A + 1$, where $M_0$ and $A$ are parameters from the best fits (solid curves) to the stretched exponential form in Eq. (4). Also shown are best fits to the ILT (dashed black lines) using Eq. (4) at 37.5 K and 20 K. Notice that the large distribution in $P(1/T_1)$ near $150K$ leads to poor stretched exponential fits at 37.5 K and 20 K, while the ILT yields good fits.

IV. $^{139}$La NMR RESULTS AND DISCUSSIONS

A. Conventional stretched fit results $1/T_{1str}^i$

Before we delve into the ILT analysis of the $M(t)$ data, let us first examine the consequence of the fit with the stretched exponential version of Eq. (4) commonly used in the literature:

$$M(t) = M_0 - A \sum_{k=1}^{4} p_k e^{-(q_k t/T_{1str}^i)^{\beta}}, \quad (7)$$

where the same normal modes $k$ [29, 30] are used as in Eq. (4) and $\sum_{k=1}^{\beta} p_k = 1$ is normalized. We caution that, unlike the case of $I = 1/2$, there is no mathematical justification to place the same $\beta$ in all four terms, although we will show below that this phenomenological procedure works fairly well to estimate the log-mean $1/T_{1str}^{lm}$ of the underlying probability density function $P(1/T_1)$.

We summarize $1/T_{1str}^i$ and $\beta$ observed at the $^{139}$La sites in Fig. 3a) and (b), respectively. $1/T_{1str}^i$ begins to increase sharply at $T_{charge}$, where charge order turns on a strong enhancement of low-frequency spin fluctuations in the charge ordered domains [4, 35]. Our finding is consistent with our powder NQR results by Hunt et al. [3] and a more recent single crystal NMR report by Baek et al. [37]. $1/T_{1str}^i$ peaks around $T_{spin}^{str}$, and is progressively suppressed in the spin ordered state.

Note that $1/T_{1str}^i$ is mildly enhanced near \(T_{HHT-LTO} \approx 236 K\), where $\beta$ shows a minimum. This is not due to enhanced spin fluctuations, but rather to the contribution of slow EFG fluctuations near the structural phase transitions. A proof may be found in $^{63}$Cu NMR measurements of $1/T_1$, which show no anomalies at $T_{HHT-LTO}$ [4, 11, 39]. $1/T_1$ is three orders of magnitude larger at the $^{63}$Cu sites owing to much a stronger hyperfine coupling with Cu electron spins, and hence less sensitive to such slow EFG fluctuations near the structural phase transition [4, 11, 39]. Strictly speaking, one cannot rely on Eq. (4) or (7) under the presence of EFG contributions to the $T_1$ process. This is because Eq. (4) or (7) implicitly assume that only the magnetic transitions with $\Delta I_x = \pm 1$ between two adjacent nuclear spin energy levels contribute to the $T_1$ process [25, 30], whereas the EFG fluctuations induce $\Delta I_x = \pm 2$ transitions as well. In practice, it is difficult to determine the spin and EFG induced $1/T_1$ contributions separately [10], and we phenomenologically rely on Eq. (7) to account for the enhanced $1/T_1$ due to the slowly fluctuating EFG.

Below $\approx 200$ K down to $\approx 80$ K, $\beta$ is close to 1. This implies that the $T_1$ process is dominated by Cu spin fluctuations once the HTT-LTO structural phase transition is complete, and the distribution of $1/T_1$ is small. In the case of the superconducting compositions above $x \approx 1/8$, $1/T_1$ continues to decrease smoothly toward $T_c$ [37, 11, 42]. In contrast, $1/T_{1str}^i$ in the present case begins to level off below $\approx 80$ K, and $\beta$ deviates from 1 again. In this temperature range, we expect a growth in nano-scale electronic inhomogeneity as we previously reported for La$_{2-x}$Sr$_x$CuO$_4$ [43]. In fact, we recently confirmed that $1/T_1$ at $^{63}$Cu sites of the same La$_{1.875}$Ba$_{0.125}$CuO$_4$ crystal levels off below $\approx 80$ K if measured with the pulse separation time $\tau = 2 \mu s$ between the 90 and 180 degree pulses, whereas $1/T_1$ keeps decreasing if measured with $\tau = 20 \mu s$ [39]. As such, our results below $\approx 80$ K in Fig. 3 are consistent with
enhanced spin fluctuations with growing spatial distributions. However, what about the potential influence of the dynamic short-range charge order observed above $T_{\text{charge}}$? and the slowing of phonons near the LTO to LTT transition toward $T_{\text{charge}}$? The slowing fluctuations of charge and lattice would certainly induce slow EFG fluctuations that can potentially contribute to $1/T_1$, as observed near $T_{\text{HTT-LTO}}$. We will address this issue below based on ILT in subsection IV C.

To account for the 4 normal modes for $I = 7/2$ in Eq. (4), we replaced Eq. (5) with the following:

$$M(t) = \sum_{j=1}^{m} \sum_{k=1}^{4} \left[ 1 - 2p_k e^{-q_k t / T_{1j}} \right] P(1/T_{1j}),$$

where the same normal modes $k$ are used as in Eq. (4), and the sum $\sum_{k=1}^{4} p_k = 1$ is normalized. The summation $\sum_{j=1}^{m} P(1/T_{1j}) = M_0$ is the saturated value of the magnetization, and $m = 250$ is the chosen number of logarithmically-spaced bins ranging from $10^{-3} \text{s}^{-1} \leq 1/T_{1j} \leq 10^5 \text{s}^{-1}$. The probability density is then nor-
FIG. 5. Contour map of $P(1/T_1)$ (probability density) generated from ILT, using 64 contours. Color bar scale is shown at the top of the figure.

The color contour map in Fig. 5. From each of these ILT distributions, we obtain $\Delta P = \log_{10}(1/T_{1,j+1}) - \log_{10}(1/T_{1,j}) = 0.0321$ is the logarithmic bin spacing. This normalization ensures a 1-1 comparison of $P(1/T_1)$’s when the bin spacing is different for each $P(1/T_1)$. Using a log$_{10}$ base to define $\Delta P$ conveniently yields unit area for a square $P(1/T_1)$ distribution a decade wide and of unit height.

In Fig. 4 we summarize the ILT curves $P(1/T_1)$ obtained from $M(t)$ at representative temperatures. We also show the evolution of $P(1/T_1)$ with temperature in the color contour map in Fig. 5. From each of these ILT curves, we deduced $1/T_1^{\text{str}}$ and $\sigma_e$, the log-mean of the distribution $P(1/T_1)$ and the log-standard deviation of $1/T_1$, respectively, as such:

$$\ln(1/T_1^{\text{str}}) = \sum_{j=1}^{m} \ln(1/T_{1,j})P(1/T_{1,j}) \Delta P, \quad (9)$$

$$\sigma_e^2 = \sum_{j=1}^{m} [\ln(1/T_{1,j}) - \ln(1/T_1^{\text{str}})]^2 P(1/T_{1,j}) \Delta P, \quad (10)$$

where $\sum_{j=1}^{m} P(1/T_{1,j}) \Delta P = 1$. We use the subscript $e$ in $\sigma_e$ to emphasize that the logarithm to base $e$ (i.e. the natural logarithm) is used to compute the log-standard deviation. We summarize $1/T_1^{\text{str}}$ in comparison to $1/T_1^{\text{str}}$ in Fig. 3(a), while $\sigma_e$ is compared with $\beta$ in Fig. 3(b). $1/T_1^{\text{str}}$ and $1/T_1^{\text{str}}$ agree well. That is, $1/T_1^{\text{str}}$ estimated from the phenomenological stretch fit may be considered as a good approximation for the average value of the distributed $1/T_1$. $\sigma_e$ also shows clear anti-correlation with $\beta$. This also makes sense. $\beta$ becomes smaller than 1 when $1/T_1$ develops a distribution, whereas $\sigma_e$ increases when the distribution of $1/T_1$ grows and $P(1/T_1)$ becomes wider. Thus we have established that our ILT results encompass the equivalent information as the stretched exponential analysis of $M(t)$. Note however that besides $1/T_1^{\text{str}}$ and $\beta$, the stretched exponential analysis loses all other information about the underlying probability density $P(1/T_1)$.

In the Supplemental Materials we present details of the ILT analysis, including the concept of “resolution” and uncertainties in $P(1/T_1)$.

C. Distribution of $1/T_1$

Having established the validity of the ILT, let us take an additional step and look into exactly how the distribution of $1/T_1$ develops. At the top of Fig. 4 is $P(1/T_1)$ result at 295 K shown in dark gray. $P(1/T_1)$ is single-peaked, with the log-mean at $1/T_1^{\text{str}} = 1.7 \text{ s}^{-1}$. Note that the stretched exponential fit of $M(t)$ returns $\beta = 1.01$ at 295 K, and hence the distribution of $1/T_1$ is minimal. The finite width of $P(1/T_1)$ at 295 K primarily originates from the finite signal-to-noise ratio of the measurement.

We summarize the $P(1/T_1)$ curves in the vicinity of $T_{\text{HTT-LTO}} \approx 235 \text{ K}$ in green in Fig. 4. Two noticeable changes take place near $T_{\text{HTT-LTO}}$. First, the main peak of $P(1/T_1)$ shifts to the right, accompanied by significant broadening. The small shift corresponds to the small increase observed for $1/T_1^{\text{str}}$ as well as $1/T_1^{\text{str}}$. The broadening is a consequence of the additional transitions caused by EFG fluctuations, which are not explicitly taken into account in Eq. (8). Second, a small but noticeable split-off peak consistently emerges with $1/T_1 \approx 20 \text{ s}^{-1}$. Note that this does not necessarily mean that the EFG induced transition has an order of magnitude faster $1/T_1$ in a small volume fraction of the sample. As noted above, the additional contributions by the fluctuating EFG to the relaxation processes with $\Delta I_z = \pm 1$ and $\pm 2$ could significantly modify the relaxation function itself; we take this effect into account only phenomenologically in Eq. (8) which is derived for purely magnetic relaxation. The slow EFG fluctuations cease to exist when the second order structural phase transition is complete, and the split-off peak disappears as we go deeper into the LTO structure below $T_{\text{HTT-LTO}}$. $P(1/T_1)$ regains a narrower, single-peaked structure at 215 K and below down to 100 K, as shown by dark gray curves.

The ILT results from $\approx 80 \text{ K}$ down to $T_{\text{charge}} \approx 54 \text{ K}$ are shown in purple. We recall that the charge order transition is accompanied by a nearly first order LTO to LTT structural phase transition. Interestingly, a split-off peak analogous to that observed around $T_{\text{HTT-LTO}}$ emerges again, signaling the presence of slow EFG fluctuations at the NMR frequency scale. In a separate study based on $^{63}\text{Cu}$ NMR, we show that $^{63}\text{Cu}$ NMR lineshape exhibits strong magnetic broadening in this temperature range below $\approx 80 \text{ K}$ prior to the onset of long range charge order at $T_{\text{charge}}$. Moreover, $^{63}\text{Cu} 1/T_1$ begins to
might be an indication that the signature of the EFG fluctuations above \( T_{\text{charge}} \) detected here, spin correlations grow hand in hand with the slow lattice and/or charge fluctuations below \( \lesssim 80 \text{ K} \).

We use red curves to show the ILT results in the charge ordered state below \( T_{\text{charge}} \approx 54 \text{ K} \) down to the spin ordering temperature \( T_{\mu\text{SR}} \approx 35 \text{ K} \). At 54 K, the split-off peak due to EFG fluctuations is suppressed. This is consistent with the nearly first-order nature of the simultaneous LTT and charge order transitions [6, 8]. Once entering the long range charge ordered state, \( P(1/T_1) \) begins to broaden asymmetrically by transferring some spectral weight to larger values of \( 1/T_1 \). At 48 K, approximately 1/3 of the spectral weight still remains at \( 1/T_1 \approx 1 \text{ s}^{-1} \) or below, although the fastest component reaches \( 1/T_1 \approx 30 \text{ s}^{-1} \). In other words, not all the Cu spin fluctuations begin to slow down and enhance \( 1/T_1 \) immediately below \( T_{\text{charge}} \). Upon further cooling, the entire \( P(1/T_1) \) curve shifts to larger values of \( 1/T_1 \) while increasing in width. All \(^{139}\text{La}\) nuclear spins relax with highly enhanced \( 1/T_1 \) by 37 K, followed by spin ordering at \( T_{\text{spin}} \approx 35 \text{ K} \). A physical picture that emerges from these observations is that the volume fraction of the canonically behaving segments of CuO\(_2\) planes with slow \( 1/T_1 \) values gradually decreases below \( T_{\text{charge}} \), and the spin order at the relatively slow measurement time scale of \( \mu\text{SR} \) experiments sets in when \( \sim 100\% \) volume fraction of the CuO\(_2\) planes is under the influence of enhanced spin fluctuations triggered by charge order.

We summarize the ILT results below \( T_{\mu\text{SR}} \) using blue curves. The ILT curve \( P(1/T_1) \) progressively shifts its weight to lower values of \( 1/T_1 \) as the fluctuating spins freeze toward the base temperature. By 7 K, a majority of \(^{139}\text{La}\) sites relax with \( 1/T_1 \approx 1 \text{ s}^{-1} \) or slower. It is in this temperature range where Zeeman perturbed \(^{63}\text{Cu}\) NQR signals become observable with increasing intensity [10], since the hyperfine magnetic field from frozen Cu moments become static at the NMR measurement time scale. In a separate work, we will demonstrate that a cut between (a) \( \text{La}_{1.885}\text{Ba}_{0.125}\text{CuO}_4 \) (this work, \( T_{\text{charge}} \approx 54 \text{ K}, T_c = 4 \text{ K} \)) and, (b) \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \) (adopted from [47], \( T_{\text{charge}} \approx 80 \text{ K}, T_c = 31 \text{ K} \)), at selected temperatures. The location of the log-means \( 1/T_1^m \) (*) are shown on each \( P(1/T_1) \).

**D. Comparison with \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \)**

In Fig. 6, we compare the \( P(1/T_1) \) results for \( \text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4 \) with our earlier report for \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \) [22]. \( P(1/T_1) \) for \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \) begins to broaden below the onset of its charge order at \( T_{\text{charge}} \approx 80 \text{ K} \) [44, 46], without exhibiting the split-off peak arising from EFG fluctuations. Since no LTT structural phase transition exists in \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \), this might be an indication that the signature of the EFG fluctuations observed above \( T_{\text{charge}} \) in the present case of \( \text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4 \) is due primarily to the slow lattice fluctuations rather than slow charge fluctuations. On the other hand, the Bragg peaks associated with charge order in \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \) are known to be very weak, and hence charge fluctuations may also be too weak to induce the split-off peak in \( P(1/T_1) \).

Another interesting aspect is the qualitative difference in the way the distribution of \( P(1/T_1) \) develops. In the case of \( \text{La}_{1.885}\text{Sr}_{0.115}\text{CuO}_4 \), notice that \( P(1/T_1) \) continues to transfer its spectral weight to smaller values down to \( 1/T_1 \approx 0.1 \text{ s}^{-1} \) even below \( T_{\text{charge}} \approx 80 \text{ K} \), although the log-mean of the distribution is shifting to larger values of \( 1/T_1 \). This means that \( 1/T_1 \) continues to become smaller at a substantial fraction of \(^{139}\text{La}\) sites even deep inside the charge ordered state below \( T_{\text{charge}} \approx 80 \text{ K} \). The temperature dependence of \( 1/T_1 \) at these \(^{139}\text{La}\) sites is
qualitatively the same as that in the canonical superconducting CuO$_2$ planes in La$_{1.85}$Sr$_{0.15}$CuO$_4$~[37,41,42]. It is just that the \textit{volume fraction} of such canonically superconducting domains gradually decreases below $T_{\text{charge}}$. As a consequence, we can clearly see that the peak structure from the canonically behaving domains is still visible as a clearly identifiable shoulder at $1/T_1 \simeq 0.1$ s$^{-1}$ down to $\sim 30$ K. This conclusion was corroborated by the fact that two types of $^{63}$Cu NMR signals exist in La$_{1.885}$Sr$_{0.115}$CuO$_4$, too: the wing like signal is extremely broad and with large $1/T_1$, whereas the canonically behaving signal has a narrow lineshape with slow $1/T_1$ that is comparable to the optimally doped superconductor with $x = 0.15$~[43].

In contrast, the slow shoulder at $1/T_1 \simeq 0.1$ s$^{-1}$ observed for La$_{1.885}$Sr$_{0.115}$CuO$_4$ is not observable in the present case of La$_{1.873}$Ba$_{0.125}$CuO$_4$. As temperature decreases below $T_{\text{charge}} \simeq 54$ K, $P(1/T_1)$ shifts to larger values of $1/T_1$ more quickly. There is only a hint of a slow shoulder at $1/T_1 \simeq 3$ s$^{-1}$ from 54 K down to 48 K in Fig. 4. We confirmed that the $^{63}$Cu NMR line-shape for La$_{1.873}$Ba$_{0.125}$CuO$_4$ broadens more homogeneously below $\simeq 80$ K, and lacks the aforementioned two component wing plus narrow-peak structure observed for La$_{1.885}$Sr$_{0.115}$CuO$_4$~[53]. In short, CuO$_2$ planes in La$_{1.873}$Ba$_{0.125}$CuO$_4$ are more homogeneously affected by charge order and accompanying enhancements of slow spin fluctuations, which increases $1/T_1$.

V. SUMMARY AND CONCLUSIONS

We have reported the ILTT$_1$ analysis to demonstrate how the distribution of $1/T_1$ develops in charge ordered La$_{1.873}$Ba$_{0.125}$CuO$_4$. We identified the signature of the slow EFG fluctuations near $T_{\text{HTT-LTO}}$, and showed that the same signature reemerges above $T_{\text{charge}}$. Our experiments and ILTT$_1$ analysis cannot determine whether the source of the slow EFG fluctuations is the lattice and/or charge vibrations.

By comparing the probability density function $P(1/T_1)$ from ILTT$_1$ analysis, we demonstrated that the magnetic properties of the CuO$_2$ planes become highly inhomogeneous below $T_{\text{charge}} \simeq 54$ K, and domains with canonical behavior of a high $T_c$ superconductor persist even below $T_{\text{charge}}$. These residual domains are oblivious to the charge order transition, and spin fluctuations are not anomalously enhanced. This suggests that charge order does not set in homogeneously at $T_{\text{charge}}$ in the entire CuO$_2$ planes. This finding is consistent with the fact that the width of the charge order Bragg peaks (\textit{i.e.} the inverse of the charge order correlation length) is not resolution limited above $\simeq 40$ K, and hence the size of the charge ordered domains is not infinite~[8].

The volume fraction of these residual domains gradually diminishes below $T_{\text{charge}} \simeq 54$ K in La$_{1.873}$Ba$_{0.125}$CuO$_4$. By 40 K, nearly $\sim 100\%$ volume of the CuO$_2$ planes have large $1/T_1$ induced by enhanced low frequency Cu spin fluctuations triggered by charge order. This finding is in stark contrast with the case of La$_{1.885}$Sr$_{0.115}$CuO$_4$, where a significant fraction of domains in the CuO$_2$ planes still exhibits characteristic behavior of high $T_c$ superconductor with slowing $1/T_1$ at 40 K~[22,47]. These contrasting behaviors are consistent with the fact that superconductivity sets in at as high as $T_c = 31$ K for La$_{1.885}$Sr$_{0.115}$CuO$_4$, while superconductivity is strongly suppressed to $T_c = 4$ K in La$_{1.873}$Ba$_{0.125}$CuO$_4$.

The present work also highlights the usefulness of the ILTT$_1$ analysis technique in general. The ILT provides us with much richer information than the conventional stretched fit analysis since ILT generates the probability density function $P(1/T_1)$ rather than just the average value of $1/T_1$. Moreover, it is important to note that ILTT$_1$ analysis is unbiased, and one does not need to assume the shape of the distribution function $P(1/T_1)$. The novel ILTT$_1$ analysis, which has been used successfully in NMR petrophysics, has the potential to revolutionize NMR research of quantum materials with disorder.

Finally, we briefly comment on some earlier publications, in which several groups tried to model the distribution of $1/T_1$ in cuprates~[5,43,50] and unrelated materials~[51,52]. Note that all these earlier attempts were made by assuming a functional form of $P(1/T_1)$ up front, which may or may not reflect the reality. For example, our earlier attempt in 2001 assumed a symmetrical Gaussian distribution of $1/T_1$ on a log scale in the charge ordered state of cuprates for fitting $M(t)$, as shown in Fig. 12 of~[5]. The present work shows that such a symmetrical functional form is only approximately true for La$_{1.873}$Ba$_{0.125}$CuO$_4$ in a limited temperature range, and invalid for La$_{1.885}$Sr$_{0.115}$CuO$_4$~[22]. Ref.~[10] assumed instead that magnetic inhomogeneity of the CuO$_2$ planes in Eu co-doped 214 cuprates is caused entirely by pre-existing quenched disorder, which gives rise to a Gaussian distribution in an activation energy for spin fluctuations rather than the distribution of $1/T_1$ itself. Since their toy model is based on an incorrect assumption that charge order transition does not exist, all the NMR properties are expected to evolve smoothly, in contradiction with the experimental reality such as Fig. 3(a). Ref.~[50] extended our earlier analysis in~[5], and assumed a symmetrical distribution function for $1/T_1$ on a log scale for La$_{1.885}$Sr$_{0.115}$CuO$_4$~[50]. Despite the unrealistic assumption in contradiction to the experimental reality of non-symmetric $P(1/T_1)$~[22], their analysis actually showed the onset of unusual NMR anomalies starting from $\simeq 80$ K. However, the authors in Ref.~[50] did not attribute their findings to the onset of charge order, as they had been advocating for the absence of charge order in the superconducting phase of La$_{2-x}$Sr$_x$CuO$_4$. 
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VI. INVERSE LAPLACE TRANSFORM

The inverse Laplace transform (ILT) consists of fitting the measured inversion recovery curve $M(t)$ to a sum of exponentials with decay rate $1/T_{1j}$ and weight $P(1/T_{1j}) \geq 0$. The advantage of ILT over stretched exponential fits is that the ILT does not assume any phenomenological functional forms for the decay in $M(t)$. The only assumption in the ILT is that $M(t)$ decays as a sum of exponentials with decay rates $1/T_{1j}$, implying a heterogeneous distribution in $1/T_1$ over the sample. Put in other words, $P(1/T_1)$ is the probability density function for $1/T_1$ over the heterogeneous sample.

In the case of $^{139}$La nuclear spin with $I = 7/2$, we need to take into account four normal modes in the $1/T_1$ relaxation process. The discrete form of the ILT inverts for $P(1/T_{1j})$ assuming the following expression for the experimental data $M(t)$ measured at a set of time $t_i$:

$$M(t_i) = \sum_{j=1}^{m} \sum_{k=1}^{4} \left[ 1 - 2p_k e^{-q_k t_i / T_{1j}} \right] P(1/T_{1j}) + E(t_i). \quad (11)$$

The coefficients $\{p_k, q_k\}$ (with $k = 1, ..., 4$) are calculated for each of the aforementioned normal modes as such $p_k = \{1/84, 3/44, 75/364, 1225/1716\}$ and $q_k = \{1, 6, 15, 28\}$, and $\sum_{k=1}^{4} p_k = 1$ is normalized. $E(t)$ is Gaussian noise with standard deviation $\sigma_E$. Technically, Eq. (11) is the discrete form of a Fredholm integral equation of the first kind [30], but for simplicity we refer to it as an ILT.

The summation $\sum_{j=1}^{m} P(1/T_{1j}) = M_0$ in Eq. (11) is the saturated value of the magnetization, and $m$ is the chosen number of logarithmically-spaced bins in the $P(1/T_1)$ distribution. The probability density is then normalized to $\sum_{j=1}^{m} P(1/T_{1j}) \Delta_P = 1$, where the constant $\Delta_P = \log_{10}(1/T_{1j+1}) - \log_{10}(1/T_{1j})$ is the logarithmic bin spacing. This normalization ensures a 1-1 comparison of $P(1/T_1)$’s when the bin spacing is different for each $P(1/T_1)$. Using a $\log_{10}$ base to define $\Delta_P$ conveniently yields unit area for a square $P(1/T_1)$ distribution a decade wide and of unit height.

The column vector form for Eq. (11) is given by:

$$\mathbf{M} = \mathbf{K} \mathbf{P} + \mathbf{E}, \quad \mathbf{P} \geq 0, \quad (12)$$

where the following are defined:

$$\mathbf{M} = \{M(t_i), i = 1, ..., n\},$$

$$\mathbf{K} = \left\{ K_{ij} = \sum_{k=1}^{4} \left[ 1 - 2p_k e^{-q_k t_i / T_{1j}} \right] \right\}, \quad (13)$$

$$\mathbf{P} = \{P(1/T_{1j}), j = 1, ..., m\},$$

where $K$ is the kernel matrix of size $n \times m$, and $\mathbf{E}$ is the noise vector. The number of measured data points in the
The present case is between \( n = 18 \leftrightarrow 46 \), and \( m \) is chosen to be \( m = 250 \). For computational efficiency, the kernel \( K \) is compressed using singular value decomposition (SVD) \cite{17, 12}, which is not detailed here in the interest of brevity. However, given the relatively small size of the \( K \) matrix \((n \times m \simeq 46 \times 250 \) typically), there is no need for data compression in the present case.

The disadvantage of ILT is that it is an ill-posed problem in the sense that for a given set of data with finite noise \( E \), many solutions will fit the data within the statistics of the noise. Various solutions exist to deal with such ill-posed problems \cite{11}, including Tikhonov regularization \cite{17, 13, 18, 21, 53}, maximum entropy \cite{33}, Monte Carlo \cite{34}, and the Mellin transform \cite{35}.

In this report we choose the Tikhonov regularization method given the extensive literature on the subject. Regarding uncertainties in the optimal solution \( P \), we note that there are no uncertainties or “error bars” associated with each bin \( j \) of the \( P(1/T_{ij}) \) distribution. Instead, uncertainties in the moments of \( P \) such as \( 1/T_i^m \) (log-mean) or \( \sigma_c \) (log standard deviation) can be quantified. Furthermore, uncertainties in the total area of \( P \) \( (i.e. \sum_{j=1}^m P(1/T_{ij}) = M_0) \) and the partial area of \( P \) below (i.e. \( \sum_{j=m_{\text{cut}}}^m P(1/T_{ij}) \)) or above (i.e. \( \sum_{j=m_{\text{cut}}}^\infty P(1/T_{ij}) \)) a certain a cutoff \((1/T_{1\text{cut}}) \) can also be quantified. Details of how to quantify these uncertainties can be found in \cite{33, 35}, which are beyond the scope in this report.

A. Non-negative optimization

Using the Tikhonov regularization method, the goal is to find the solution \( P \) which minimizes the cost function \cite{53}:

\[
P = \arg \min_{P \geq 0} \| M - K P \|^2 + \alpha \| P \|^2 \tag{14}
\]

by using non-negative least-squares, where \( \| . \| \) is the vector norm. The first term is the residual between data and fit, and the second term is the regularization factor \( \alpha \) is the scalar regularization parameter \( (i.e. \) a smoothing factor) chosen to be large enough to make the solution stable in the presence of noise. The solution \( P(\alpha) \) in Eq. (14) implicitly depends on \( \alpha \). Choosing \( \alpha = 0 \) leads to a unique solution \( P(\alpha = 0) \), however the solution is “spiky”, where the position and amplitude of the spikes depend on the particular noise realization \( E \); this undesirable case is so called “under-regularized”. In the opposite extreme, choosing a large \( \alpha \gg 10 \) over-smooths the solution \( P(\alpha \gg 10) \); this undesirable case is so called “over-regularized”.

The first task in finding the optimal solution \( P \) in Eq. (14) is to choose a reasonable range of \( 1/T_{ij} \) bins for \( P(1/T_{ij}) \). Given the large distribution in \( P(1/T_{ij}) \) at low temperatures, and given the range of times \( 10^{-5} \text{s} \lesssim t_i \lesssim 10^8 \text{s} \) in \( M(t_i) \), we selected \( m = 250 \) bins equally spaced on a logarithmic scale ranging from \( 10^{-3} \text{s}^{-1} \leq 1/T_{ij} \leq 10^3 \text{s}^{-1} \). This results in a logarithmic bin spacing of \( \Delta \rho = \log_{10}(1/T_{ij+1}) - \log_{10}(1/T_{ij}) = 0.0321 \). Note that using a log-spaced distribution function \( P(1/T_{ij}) \) implies that the equivalent linear-spaced distribution function is given by \( P_{\text{lin}}(1/T_{ij}) = P(1/T_{ij})/(1/T_{ij}) \).

Details of the steps required to optimize the non-negative solution \( P \) in Eq. (14) can be found in \cite{17, 53}. The basic steps for the 1D case without SVD decomposition are shown here for convenience. The function \( f(c) \) is minimized with respect to the vector \( c \) is defined as:

\[
f(c) = \frac{1}{2} c^\prime |G(c) + \alpha I| c - c^\prime M, \tag{15}
\]

where the quasi-Newton method \cite{54} can be used, with an initial guess of \( c = 1 \), and \( c^\prime \) represents the transpose of \( c \). The \( c \) vector is the same size as \( M \), \( I \) is the identity matrix of size \( M \times M \). The “\( G \) matrix” of size \( M \times M \) is defined as:

\[
G(c) = K \begin{bmatrix} H(K_1c) & 0 & \cdots & 0 \\
0 & H(K_2c) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & H(K_mc) \end{bmatrix} K^\prime \tag{16}
\]

where \( H \) is the heavy-side function, and \( K_j \) is the \( j \)th column of \( K \).

With the optimal \( c \) now found, the optimal non-negative solution \( P \) is given by:

\[
P = \max \{0, K^\prime c\}, \tag{17}
\]

which is a function of \( \alpha \). The next step is to determine the optimal regularization parameter \( \alpha_{\text{opt}} \) to be used.

B. Optimal regularization parameter

The residual \( \chi(\alpha) \) between data and optimal fit is given by:

\[
\chi(\alpha) = \alpha \| c \| = \| M - K P(\alpha) \|. \tag{18}
\]

There are then two criteria for establishing \( \alpha_{\text{opt}} \):

\[
\frac{d \ln \chi(\alpha)}{d \ln \alpha} \bigg|_{\alpha_2} = 10^{-1}, \tag{19}
\]

\[
\alpha_{\text{opt}} = \max \{\alpha_1, \alpha_2\}.
\]

The first criterion is the Butler-Reeds-Dawson (BRD) condition \cite{55}, where \( \alpha_1 \) is found such that \( \chi(\alpha_1) \) equals the noise \( \sigma_E \) times the square-root of the number of data points \( \sqrt{n} \) (or the square-root of the number of singular values \( \sqrt{\mu_{\text{SVD}}} \) if SVD is used). The experimental noise \( \sigma_E \) can be determined using one of the following techniques: (1) acquiring \( M(t) \) data with the RF power turned off, then taking the standard deviation of the data, (2) using the standard deviation of the imaginary channel in \( M(t) \),
although there may be ringing artifacts, or (3) using SVD and taking the standard deviation of the difference between the data and the projection of the data onto the range space \( E(t) \). However, if systematic errors occur in \( M(t) \), then the BRD condition breaks down. Systematic errors occur due to hardware limitations which are only apparent at high SNR, or the kernel \( K \) may not be exact due to the presence of quadrupole relaxation. In such cases, a second criterion is introduced known as the "heel" condition \( \alpha_2 \), where \( \alpha_2 \) is defined when the derivative \( d \ln \chi(\alpha)/d \ln \alpha \) is equal to \( 10^{-1} \). A derivative of \( 10^{-1} \) corresponds roughly to the heel of the \( \chi(\alpha) \) versus \( \alpha \) function, where \( d \ln \chi(\alpha)/d \ln \alpha > 0 \) for \( \alpha \geq \alpha_{\text{opt}} \).

The optimal alpha \( \alpha_{\text{opt}} \) is then obtained from the maximum of both conditions \( \max\{\alpha_1, \alpha_2\} \). In practice, Eq. 14 is solved for a range of selected values \( \alpha = 10^6 \rightarrow 10^{-3} \) in descending half-decade (or finer) steps, with the misfit \( \chi(\alpha) \) and slope \( d \ln \chi(\alpha)/d \ln \alpha \) calculated at each descending step. In order to save computational time, the \( \alpha \) descent can be stopped once either \( \alpha_1 \) or \( \alpha_2 \) has been reached. Another way to save computation time during the \( \alpha \) descent is to use the optimal \( c \) vector from the previous \( \alpha \) computation as the initial guess of the next \( \alpha \) computation in Eq. 15.

Fig. 7 shows the temperature dependence of \( \alpha_{\text{opt}} \) for the dataset, which indicate that \( \alpha_{\text{opt}} \) increases somewhat at temperatures below \( \lesssim 50 \text{ K} \). This is a result of the heel condition \( (\alpha_{\text{opt}} = \alpha_2) \) being met more often than the BRD condition \( (\alpha_{\text{opt}} = \alpha_1) \).

C. Incomplete inversion at short times

Due to experimental limitations, the inversion recovery following the 180° r.f. pulse is not exact. One way to take this into account is to replace the factor of 2 in Eq. 11 with a free parameter whose optimized value ends up less than 2.

A more robust method for accounting for incomplete inversion is to use the \( P(1/T_1) \) distribution itself. The selection of bins \( 10^{-3} \text{s}^{-1} \leq 1/T_{1j} \leq 10^5 \text{s}^{-1} \) in \( P(1/T_1) \) is chosen to have an extended range at the fast end \( (1/T_1)_{\text{max}} = 10^5 \text{s}^{-1} \). These fast bins simulate fast relaxation components that decay well be-
fore the first data point at \( t_{\text{min}} \approx 10^{-5}\,\text{s} \), specifically \( \sum_{i} p_{i} e^{-q_{i} t_{\text{min}}/(1/T_1)} \approx 0.005 \). While these fast \( 1/T_1 \) components are not physically measurable, they mimic the effect of incomplete inversion of the magnetization at \( M(t_{\text{min}}) \approx 10^{-5}\,\text{s} \).

An example of the incomplete inversion in \( M(t) \) is shown in Fig. 8(a) for 77 K, where the red part of the curve \( (t < t_{\text{min}}) \) shows the incomplete inversion. The corresponding \( P(1/T_1) \) is shown in Fig. 8(b), where the red part of the curve shows the region \( 1/T_1 > (1/T_1)_{\text{cut}} \), where \( (1/T_1)_{\text{cut}} = 6000\,\text{s}^{-1} \) is chosen. The region \( P(1/T_1 > (1/T_1)_{\text{cut}}) \) is a fraction \( \approx 0.04 \) of the total \( P(1/T_1) \) at 77 K, which accounts for the incomplete inversion of \( M(t_{\text{min}})/M_0 \approx -0.92 \). \( (1/T_1)_{\text{cut}} \) is chosen for each measurement, i.e. at each temperature, based on the extent of the fast region.

Figure 9 shows the temperature dependence of the fraction of signal \( P(1/T_1 > (1/T_1)_{\text{cut}}) \). We do not see a systematic variation in \( P(1/T_1 > (1/T_1)_{\text{cut}}) \) with temperature, in particular it does not correlate with the partial \(^{139}\)La wipeout temperature in the vicinity of \( \sim 35 \) K. Rather, \( P(1/T_1 > (1/T_1)_{\text{cut}}) \) is a function of various acquisition parameters and experimental conditions.

![FIG. 9. Temperature dependence of the fraction of signal above the cutoff \( P(1/T_1 > (1/T_1)_{\text{cut}}) \) due to incomplete inversion recovery.](image)

The final step is to truncate the data in the unphysical region \( P(1/T_{1j} > (1/T_1)_{\text{cut}}) \) by setting those bins to zero, i.e. \( P(1/T_{1j} > (1/T_1)_{\text{cut}}) = 0 \). In other words, the effect of incomplete inversion is not used in the subsequent analysis of \( P(1/T_1) \).

### D. Resolution as a function of SNR

It is helpful to get a sense of the “resolution” in \( P(1/T_1) \), as a function of the signal to noise ratio (SNR) in \( M(t) \). For this purpose, a forward model \( P_{\text{model}}(1/T_1) \) is generated comprising two log-normal peaks at \( 1/T_{1j} = 1\,\text{s}^{-1} \) and \( 1/T_{1j} = 10^2\,\text{s}^{-1} \) with equal amplitudes and equal widths. The \( M(t) \) data are then generated using Eq. 11 with synthetic Gaussian noise \( \sigma_{E} \). The above inversion is then carried out using three different noise values \( \sigma_{E} \), or equivalently, three different SNR’s defined as:

\[
\text{SNR} = \frac{M_0}{\sigma_{E}}.
\]

The resulting distributions as a function of SNR are shown in Fig. 10 where the selected values SNR = \{50, 150, 1000\} correspond roughly to the lowest, average, and highest SNR values of the experimental data (see Fig. 11) respectively.

![FIG. 10. Forward model \( P_{\text{model}}(1/T_1) \), and inverted distributions as a function of SNR. The optimal values for \( \alpha_{\text{opt}} \) are \( \alpha_{\text{opt}} = \{0.9, 0.03, 0.006\} \) for SNR = \{50, 150, 1000\}, respectively.](image)

Fig. 10 indicates that the resolution in the inverted distributions increases with increasing SNR, as expected. In other words, the inverted distributions tend more towards \( P_{\text{model}}(1/T_1) \) at higher SNR, which is a result of the lower \( \alpha_{\text{opt}} \) found from the BRD criterion in Eq. 19 (i.e. lower \( \sigma_{E} \)). The forward model example illustrates the capability of the ILT in separating peaks in \( P(1/T_1) \) as a function of SNR. In the case of the lowest SNR = 50, the peaks are distinguishable provided they are a half-decade apart in \( 1/T_1 \). As such, a half-decade in \( 1/T_1 \) may loosely be considered as the ILT “resolution” at SNR = 50, although this is only semi-quantitative.

As shown in Fig. 11 the resolution can in principle improve with increasing SNR. Fig. 11 shows the temperature dependence of the SNR for the experimental data, which indicates that a resolution of less than a half-decade in \( 1/T_1 \) is possible below \( \lesssim 50 \) K, provided
the BRD condition \((\alpha_{opt} = \alpha_1)\) is met rather than the heel condition \((\alpha_{opt} = \alpha_2)\). If the heel condition is met, then increasing the SNR does not necessarily improve the resolution.

FIG. 11. Temperature dependence of the SNR for the experimental data.
VII. COMPARISON BETWEEN ILT AND STRETCHED EXPONENTIAL

Fig. 12 shows a cross plot the ILT results versus the stretched exponential results. As shown in Fig. 12(a), a very strong correlation ($R^2 = 0.997$) is found between the log-mean $1/T_{1hm}^i$ and the stretched $1/T_{1str}^i$. While in Fig. 12(b), a strong anti-correlation ($R^2 = 0.970$) is found between the log-mean standard-deviation $\sigma_e$ and the stretched exponent $\beta$. Note however that besides $1/T_{1str}^i$ and $\beta$, the stretched exponential analysis loses all other information about the underlying probability density $P(1/T_1)$. Furthermore, when $P(1/T_1)$ is wide, i.e. when $\beta$ is small ($\beta \lesssim 0.6$), the stretched exponential fit does not necessarily give a good fit to $M(t)$, which results in scattering of $\sigma_e$ versus $\beta$ in Fig. 12(b).
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