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Abstract—There has been much recent interest in the regulation of AI. We argue for a view based on civil-rights legislation, built on the notions of equal treatment and equal impact. In a closed-loop view of the AI system and its users, the equal treatment concerns one pass through the loop. Equal impact, in our view, concerns the long-run average behaviour across repeated interactions. In order to establish the existence of the average and its properties, one needs to study the ergodic properties of the closed-loop and, in particular, its unique stationary measure.

I. INTRODUCTION

There has been considerable interest in the regulation of artificial intelligence (AI), recently. It is increasingly recognised that so-called high-risk applications of AI, such as in human resources, retail banking, or within public schools, be it admissions or assessment, cannot be served by black-box AI systems with no human control [Bringas Colmenarejo et al., 2022], predominantly due to concerns for protected human rights. A great many reports and research have revealed the danger of AI systems violating fairness in predicting areas need patrolling [Courtland, 2018], criminal-risk assessment [Angwin et al., 2016], discriminatory behavior in advertising and recruiting algorithms for people with disabilities [Nugent and Scott-Parker, 2022], [Guo et al., 2020], search engine reinforcing racism [Noble, 2018]; and the threat of breaching privacy [Nguyen et al., 2021], [Sun et al., 2020]. To cope with the challenges of AI, leading technology companies have issued AI principles of their own and developed software tools geared towards fairness and explainability of AI, such as AIF360 [Bellamy et al., 2018] of IBM, SHAP [Lundberg and Lee, 2017] of Microsoft. Following the success of ChatGPT, policy attention on regulation of AI is evident in the recently published AI Act of the European Union. This legislation adopts a risk-based approach, categorising AI systems based on risk levels and imposing regulations accordingly. In a broader context, it is not clear [Dobbe et al., 2021], however, how to phrase even the desiderata for the regulation of AI.

Here, we suggest that the desiderata could be the same as in the Civil Rights Act of 1964 and much of the subsequent civil-right legislation world-wide: equal treatment and equal impact. At the same time, we point out that these desiderata could be in conflict [Binns, 2020], [Zhao and Gordon, 2019]. The Ricci v. DeStefano, 557 U.S. 557 (2009) labour law case has demonstrated the practical differences between them, where the city of New Haven has declined to promote city firefighters based on the same test, which, shows a disproportionate pass rate for a certain race, as to the fear of valiating Title VII of the Civil Right Act of 1964 [McGinley, 2011]. The use of the same test conducts the principle of equal treatment, while the disparate pass rates and possibly contrasting promotion results do not comply with equal impact.

Let us illustrate the conflict with another example of a system that performs credit-risk estimation in a consumer-credit company. In the US, this is regulated by the Equal Credit Opportunity Act of 1974, but the example applies equally well to other countries. Imagine a situation where the credit decision is uniform: everyone who has not defaulted on any loan is approved a credit up to $50000. Anyone else is declined credit. This is clearly the most “equal treatment” possible, in the spirit of non-discrimination “on the basis of race, color, religion, national origin, sex, marital status, age, receipt of public assistance”, as mandated by the Equal Credit Opportunity Act. At the same time, if one subgroup (defined by whichever protected attribute, e.g., race or the receipt of public assistance) is having a lower-than-average income, its default rate on the $50000 loan may be higher than that of the other subgroups. Over time, the subgroup with lower-than-average income will be regularly declined credit as a result of these defaults, in violation of the “equal impact”. On the other hand, if the credit limit is, e.g., set at three times the annual salary, the subgroup with lower-than-average income will be offered lower credit limits, in violation of the “equal treatment”. The differentiated credit limits may make it possible for the same subgroup to repay the loans successfully, though, to develop a credit history, and eventually lead to a positive and “equal impact”. See the penultimate section of this paper for further details of the application.

Our original contribution then stems from the reinterpreting of the meaning of equal treatment and equal impact within a closed-loop view of the AI system. There, an AI system produces information, which is communicated to the users, who respond to the information. The aggregate actions of the

1While the Equal Credit Opportunity Act mandates that one must accurately describe the factors actually scored by a creditor, it does not suggest which of the above is preferable. Specifically, it says “if creditors know they must explain their decisions ... they [will] effectively be discouraged from discriminatory practices”.
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users are observed and serve as an input to further uses of the AI system. Equal treatment concerns a single run of this closed-loop, while equal impact concerns long-run properties of this closed-loop.

The closed-loop view of the AI system addresses several important shortcomings of the presently proposed systems:

- it very clearly distinguishes equal impact from equal treatment;
- it allows for a stochastic response of the users to the information produced by the AI system, rather than assuming it is deterministic;
- it explicitly models the "concept drift" and retraining of the AI system over time, inherent in practical AI systems, but ignored by most analyses of AI systems.

In terms of technical results, we formalise the notions above, present one condition that is necessary for the equal impact of an AI system, and illustrate the notions on a credit-risk use case.

II. RELATED WORK

A. Regulation of AI

While there is a long history of research on the interface of AI and law [Bench-Capon et al., 2012], [Narayanan, 2018], [Berente et al., 2021, e.g.], much recent interest [Smuha, 2021b], [Petit and De Cooman, 2021, e.g.] has been sparked by the plans to introduce AI regulation within the legal system. By investigating the self-regulation of leading AI companies from both the USA and Europe, [de Laat, 2021] appeal for future practices and governmental regulation. Arguably, the European Commission regulates AI already: Article 22.1 of the General Data Protection Regulation (GDPR) is sometimes interpreted as prohibiting fully automated decisions with legal effect or "similarly significant effect". There is much discussion regarding the AI Act [Veale and Borgesius, 2021] and regulatory landscape [Bringas Colmenarejo et al., 2022], [Vokinger and Gasser, 2021] in the Europe Union, and the potential extensions of the regulatory framework in the USA [Chae, 2020]. Especially, the European Union’s newly introduced AI Act concerns the risk of possibly biased outputs in repeated interactions between the AI system and users.

Within the recent discussions, a fair amount of attention focuses on the question of defining AI [Schuett et al., 2019] — or whether one should like to regulate the use of any algorithm [Schuett, 2023], [Ellul, 2022] — and defining high-risk uses of AI. One would also like to distinguish [Smuha, 2021a] between the harm of the individual and the society. Further, in high-risk applications of AI, the automated decision-making AI systems are bound to be fair while formalisation of fairness definitions has been a long-standing debate. From the prospectives of fair outcomes, group fairness, such as demographic parity [Dwork et al., 2012], equal opportunity [Hardt et al., 2016], requests people from protected groups to be given the similar treatment as others, while individual fairness requests “similar people to be treated similarly” [Petersen et al., 2021], [Dwork et al., 2012]. On the other hand, casual fairness [Kusner et al., 2017] asks for a fair decision process, such that protected attributes are not direct causes of decisions, or only through certain causal paths [Chiappa, 2019], [Nabi and Shpitser, 2018]. Some recent works have extended to defining fairness in specific contexts, using users’ feedback [Wen et al., 2021], [D’Amour et al., 2020], [Awasthi et al., 2020].

In contrast, we distinguish between the treatment within a single interaction with the AI system and the impact of repeated interactions with the AI system. Further, we propose a closed-loop framework that repeatedly increases fairness, using aggregated feedback or users’ responses.

B. Control Theory

Our approach is rooted in the closed-loop view of feedback control, but with several important differences.

Classic control often focuses on regulating a single system. The system achieves the required behaviour most efficiently given the restrictions imposed by the challenge and the available resources. Even in areas where large-scale coupled systems are studied, the behaviour of all system components is analyzed and developed. On the other hand, in artificial intelligence, it is not the behaviour of individual users that is of interest. Rather than that, the variable of interest is the aggregate impact of the acts of a large number of users. Examples of this kind of analysis include demand management for shared resources such as water and electricity, and the provision of medical care. De-synchronization alleviates the supply strain, and collective effects quantify the supply’s quality. On the other hand, limits on the needed level of service for persons vary according to the application area.

Second, classical control, in general, is concerned with the control of systems with fixed dimensions. On the other hand, artificial intelligence often regulates and affects the behaviour of large-scale populations. Even the system’s dimensions may be unpredictable and variable in such settings, emphasizing the critical requirement for scale-free management of extremely large-scale systems. Except in the case of passive control design, scale-free control for large systems is a largely unexplored issue in the classical control field.

Thirdly, in classical control, the controlled system’s mathematical description does not change in response to control signals. This underlying concept is challenging to realize in artificial intelligence. By and large, models can only approximate the dynamics of the actual systems. This is not an issue as long as there is an appreciation for the possibility of reality and model deviating from one other. However, models in artificial intelligence are not easily derived from first principles; instead, they are empirical, i.e., based on data gathered from measurements of existing processes. Additionally, controlled studies

---

2 Article 15 emphasizes that “High-risk AI systems that continue to learn after being placed on the market or put into service shall be developed in such a way to eliminate or reduce as far as possible the risk of possibly biased outputs influencing input for future operations (‘feedback loops’) are duly addressed with appropriate mitigation measures.”
cannot gather empirical data across a variety of operating points but must be obtained directly from the system.

An effort to enhance the processes above, for example, by sending information to the users involved, establishes a feedback loop that did not exist earlier. This change in the underlying process may invalidate the empirical model since there were no data available to represent the dynamic influence of such feedback during the model’s development. Frequently, offered solutions ignore this feedback loop. This latter aspect necessitates a far more extensive examination of prediction and optimisation under feedback than has hitherto been the case.

Fourth, data sets are often gathered in a closed-loop fashion like Figure 1. That is, public data sets often contain information about decision-makers. Developing models of large-scale feedback systems is a crucial hurdle to development in applying certain control methods to artificial intelligence. In dealing with such impacts, artificial intelligence researchers may have a lot to learn from economic and control theory.

Finally, and perhaps most significantly, a fundamental distinction between classical control and our approach is the need to investigate the influence of control signals on the statistical features of the populations under control. Given that we are often dealing with service delivery, these statistical features should be stationary and predictable, necessitating ergodic control design.

C. Control of Multi-user Dynamical Systems

Perhaps the closest to our work within control theory are multi-user dynamical systems over networks. There, the principal concern is the design of distributed protocols that provide consensus or synchronisation of states of all users [Blondel et al., 2005], [Nedic and Ozdaglar, 2009]. (The states might indicate vehicle directions or locations, estimations of sensor readings in a sensor network, oscillation frequencies, and each user’s trust opinion, among other things.) To achieve synchronised behaviour in multi-user systems, all systems must agree on the values of these quantities.

Studying their interactions and collective behaviours under the effect of the information flow permitted by the communication network is critical for networked cooperative dynamical systems. This communication network may be seen as a graph with directed edges or connections corresponding to the information travelling between the systems. The systems are portrayed as nodes on the graph and are sometimes referred to as users. In communication networks, information flows exclusively between the graph’s close neighbours. However, if a network is linked, this locally sent information eventually reaches every user in the graph.

In cooperative control systems based on graphs, there are fascinating interactions between the dynamics of the individual users and the communication graph’s topology. The graph topology may severely constrain the performance of the users’ control rules. To be precise, in cooperative control on graphs, all control protocols must be distributed so that each user’s control rule is limited to knowledge about its near neighbours in the network topology. If sufficient attention is not taken while constructing the local user control rules, the dynamics of the individual users may be stable, but the graph’s networked systems may display undesired behaviours. Due to the communication constraints imposed by graph topologies, complex and fascinating behaviours are seen in multi-user systems on graphs that are not found in single-user, centralised, or decentralised feedback control systems.

The ideas of distributed cooperative control are used in [Lewis et al., 2013] to construct optimal and adaptive control systems for multi-user dynamics on graphs. The requirement complicates these designs that all control and parameter tweaking methods must be dispersed in the network to rely on just their near neighbours.

[Lewis et al., 2013] analysed discrete-time systems and demonstrate that an additional condition between the local user dynamics and the graph topology must be met to ensure global synchronization when the local optimum design is used. Global optimization of collective group movements is more challenging than locally optimizing each user’s motion. A typical issue in optimum decentralized control is that global optimization problems often demand knowledge from all users, which distributed controllers cannot access since they can only utilize information from closest neighbours. Further, they demonstrate, globally optimum distributed form controls may not exist on a particular graph. To achieve globally optimum performance when employing distributed protocols that rely only on local user information in the graph, the global performance index must be chosen to depend on graph features, notably the graph Laplacian matrix. They also establish distinct global optimality for which distributed control solutions are always possible on sufficiently linked networks. There, they examine multi-user graphical games and demonstrate that a Nash equilibrium results when each user optimizes its local performance index. For more results on these direction we refer [Shamma, 2008], [Wang et al., 2017], [Wang et al., 2021], [Yu et al., 2017], [Chen et al., 2019].

III. A CLOSED-LOOP VIEW OF AI SYSTEMS

Let us consider a closed-loop model based on the following constraints:

- Users get information from the AI System, but are not required to take action based on the AI System’s outputs. It will be convenient to encode user’s reaction to the output probabilistically.
- The AI System does not necessarily monitor individual user’s actions (“profiling”), but rather some aggregate or otherwise filtered version.
- The users do not communicate with one another, or only in response to information broadcast by the central authority.

Ultimately, the repeated uses of an AI system can be seen as the closed-loop of Figure 1. The AI System produces some outputs \( \pi(k) \) at time \( k \), e.g., lending decisions in financial services, matches in a two-sided market, or suggestions in a decision-support system. The output is taken up by \( N \) users
such that to all \( AI \text{ System} \in (\text{Equal Treatment}) \) \( k \) is then also a random variable. The AI System may,...,\( N \) (of \( r \) within a class that is defined by \( T \) at time \( k \)) is then a random variable. In the remainder, (\( i \)) \( \pi \) such that For each user to all \( i \) \( y \) (1) For each user Even if regulation is accomplished by controlling the UARANTEE \( r \) such that \( r \) \( r \) coincide. \( r \) \( r \) coincide. A few particular instances are given to demonstrate the (3) \( I \) \( \mathcal{R} \) (QUAL) ARETMENT \( N \) (Equal Treatment Conditioned on Non-Protected Attributes) that are defined by non-protected attributes such that the...that the latter limit is independent of initial conditions; ii) all the \( \mathcal{R} \) coincide. Definition 4 (Equal Impact Conditioned on Non-Protected Attributes). For each user \( i \) within a class that is defined by non-protected attributes, there exists a constant \( \mathcal{R} \) such that \( \lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} y_i(j) = \mathcal{R} \), (4) where this latter limit is independent of the initial conditions. Furthermore, we require that all the \( \mathcal{R} \) coincide. VI. GUARANTEE PROPERTIES Proving that there is a unique invariant measure is not necessarily an easy undertaking. Even well-known AI systems do not always result in feedback systems that exhibit equal impact. Under the assumptions of continuity of the closed-loop model, the work on iterated function systems [Elton, 1987], [Barnsley et al., 1989], [Diaconis and Freedman, 1999], which are a class of stochastic dynamical systems arising from the multi-user interactions, makes it possible to obtain strong stability guarantees for such stochastic systems under the assumptions of continuity of the closed-loop model. The following are shown in the work [Fioravanti et al., 2019]: • Even if regulation is accomplished by controlling the behaviour of ensembles of users, feedback control with integral action has the potential to disrupt the closed-loop system’s ergodic features. This discovery is significant because ergodic behaviour is necessary for supporting economic contracts and ensuring the existence of attributes such as fairness. Thus, from a practical standpoint, the finding is one of the system’s critical features and is not only theoretically interesting. • A few particular instances are given to demonstrate the loss of ergodicity in seemingly innocuous situations.
For particular population types and filters, stable control action always results in ergodic behaviour. It was particularly shown for linear and non-linear systems with both real-valued and finite-set actions.

Finally, a minor contribution was made to demonstrate how the results from the study of iterated function systems might be used in designing controllers for specific types of dynamic systems.

In this paper, we have to relax the continuity assumptions, however. Indeed, the classification problems involve discrete sets such as the “credit denied” or “credit approved”, which cannot be easily modelled with continuous functions. So in this case, stochastic, user-specific response to the feedback signal \( \pi(k) \in \Pi \) can be modelled by user-specific and signal-specific probability distributions over the certain user-specific sets of actions

\[
A_i = \{a_1, \ldots, a_L \} \subset \mathbb{R}^{n_i},
\]

where \( \mathbb{R}^{n_i} \) can be seen as the space of \( i \)th user’s private state space \( x_i \). Assume that the set of possible resource demands of user \( i \) is \( D_i \), where in the case that \( D_i \) is finite we denote

\[
D_i := \{d_{i,1}, d_{i,2}, \ldots, d_{i,n_i} \}.
\]

In the general case, we assume there are \( \tau_i \in \mathbb{N} \) state transition maps

\[
w_{ij} : \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{n_j}, j = 1, \ldots, \tau_i
\]

for user \( i \) and output maps

\[
w_{it} : \mathbb{R}^{n_i} \rightarrow \mathbb{D}_t, \ell = 1, \ldots, \kappa_t, \kappa_t \in \mathbb{N},
\]

for each user \( i \). The evolution of the states and the corresponding demands then satisfy:

\[
x_i(k+1) = w_{ij}(x_i(k)) \quad | \quad j = 1, \ldots, \tau_i,
\]

\[
y_i(k) = w_{it}(x_i(k)) \quad | \quad \ell = 1, \ldots, \kappa_t,
\]

where the choice of user \( i \)’s response at time \( k \) is governed by probability functions

\[
p_{ij} : \Pi \rightarrow [0,1], j = 1, \ldots, \tau_i
\]

\[
p_{it} : \Pi \rightarrow [0,1], \ell = 1, \ldots, \kappa_t,
\]

respectively. Specifically, for each user \( i \), for all \( k \in \mathbb{N} \) and for all signal \( \pi \) we have that:

\[
P(x_i(k+1) = w_{ij}(x_i(k))) = p_{ij}(\pi(k)),
\]

\[
P(y_i(k) = w_{it}(x_i(k))) = p_{it}(\pi(k)),
\]

\[
\sum_{j=1}^{\tau_i} p_{ij}(\pi) = \sum_{\ell=1}^{\kappa_t} p_{it}(\pi) = 1.
\]

Then, one can prove that when the graph \( G = (X, E) \) is strongly connected, there exists an invariant measure for the feedback loop. If in addition, the adjacency matrix of the graph is primitive, then the invariant measure is attractive and the system is uniquely ergodic.

For linear systems, this is a direct consequence of (Werner, 2004) and the observation that the necessary contractivity properties follow from the internal asymptotic stability of controller and filter. For non-linear systems, similar results can be obtained using [Marecek et al., pear, Theorem 2]. See also [Kungurtsev et al., 2023] and the Supplementary information.

VII. NUMERICAL ILLUSTRATIONS

Credit scoring refers to the process of lenders, usually financial institutions, measuring the creditworthiness of a person or a small business, usually derived from its historical default. In USA, Equal Credit Opportunity Act (ECOA) and the part of the law that defines its authority and scope, known as Regulation B, require statements of specific reasons for adverse credit decisions, where it would be difficult, yet impossible to comply if complex algorithms or “black-box” models are used. Instead, scorecards are commonly adopted in practice, due to their good explainability, while alternatively, counterfactual explanations [Dutta et al., 2022], [Verma et al., 2020] work as an explainer of “black-box” models to guide an applicant on the easiest improvement that could change the model outcome. Table I displays a simple scorecard.

| Factor          | Code | Description                  | Score |
|-----------------|------|------------------------------|-------|
| History         |      | Average Default Rate         | -8.17 |
| Income          |      | ≤ $15K                       | 0     |
|                 |      | > $15K                       | +5.77 |

Although Table I might seem fair at first sight, income is a factor closely related to protected attributes, e.g., race. Figure 2 displays the 2020 annual income distribution of households by race, including “BLACK ALONE” (blue), “WHITE ALONE” (pink) and “ASIAN ALONE” (green), in the USA, sourced from Table A-2. Households by Total Money Income, Race, and Hispanic Origin of Householder: 1967 to 2020 (Table A-2), from US Census Bureau. The green bar on the index “over 200” implied that a larger share (almost 20%) of “ASIAN ALONE” households makes more than $200K in 2020. On the other hand, the income of most “BLACK ALONE” households is less than $75K. This figure casts doubt on the equal treatment using the scorecard in Table I, because races with generally lower incomes would receive a lower credit score. If a lender tries to maintain similar credit distributions across different races, the results may not be as expected in the long run, as low-income households might end up defaulting or even not be able to apply for another mortgage ever after, thus hurting their long-term credit history.

Our notion of equal impact in the context of credit scoring would equalise the long-term average default rate across races or across individuals, such that low-income households can keep better credit history. Recall Figure 1 from the perspective of credit scoring. Given the goal of equal impact, at each time step, the income \( z_i(k) \) is internal to the user (user),

\[3\text{See } https://www.census.gov/data tables/2021/demo/income-poverty/p60-273.html\]
while her income code $I_{15}(k)$ is visible to a lender, where $I_{15}(k)$ is an indicator function that maps the input to one if $\geq 15$ is satisfied and all others to zero. The lender would use the AI system, i.e., logistic regression in our case, to build a scorecard and reveal a credit decision $\pi(k, i)$ (e.g., approval or denial of a mortgage transaction) to user $i$ at time $k$. Note that the scorecard only gives a credit score, but, based on a cut-off score, the lender is able to reach a credit decision. Confidential to client $i$, her state $x_i(k)$ at time $k$ is determined by her income and, in turn, influences the repayment action. Its repayment action $y_i(k) \in \{0, 1\}$ is modelled as a Gaussian conditional independence model [Tang et al., 2021], [Leitao and Ortiz-Gracia, 2020], [Rutkowski and Tarca, 2015]. Afterwards, the filter calculates the average default rates of each user, using historical repayment actions $y_i(k)$ for $i \in 0, \ldots, k$. The average default rates, along with the income code of users, would be used as training data for the AI system, and further, new credit decisions $\pi(k + 1, i), i \in [N]$ are made again using logistic regression.

For the numerical experiments, we use the real-world data from Table A-2, which gives the number of households and income distribution by year and race. We consider a period from 2002 to 2020, with a year being a time step, because in 2002 the Annual Social and Economic Supplement (ASEC) of the Current Population Survey (CPS) of US Census Bureau started to allow households to report their race from more diverse options. Let $S$ be a set that includes 3 races: “BLACK ALONE”, “WHITE ALONE” and “ASIAN ALONE”. In the beginning of 2002 (time 0), we generate $N = 1000$ users (households), whose races are sampled from $S$ with a distribution of $[0.1235, 0.8406, 0.0359]$. Notice that the distribution is the ratio of the number of households of the three races in 2002. The generated user set is then divided into 3 subsets according to race, denoted by $N_s$, for $s \in S$. Further, following the income distribution of the year 2002 + $k$ and race $s$, we sample the income $z_i(k)$ of user $i \in N_s$ at time $k$.

For simplicity, let $\pi_i(k, i) = 1$ denote that user $i$ is offered a 3.5-times-income mortgage at time $k$. Assuming that the annual mortgage rate and the basic living cost are 2.16% per annum and $\$10$K, we use the Gaussian conditional independence model [Rutkowski and Tarca, 2015] to generate the repayment actions. Suppose that the state $x_i(k)$ measures the portion of income left after deduction of living cost and mortgage interest:

$$x_i(k) = z_i(k) - 10 - 3.5 \times 2.16\% \times z_i(k).$$

The binary repayment action $y_i(k)$ (1 for repaid) is defined by (11):

$$\begin{align*}
    y_i(k) &= 0 & \text{for } x_i(k) \leq 0 \\
    y_i(k) &\sim \text{Bernoulli}(F(5 \times x_i(k))) & \text{otherwise},
\end{align*}$$

where user $i$ would not make a repayment if no mortgage is offered or if her income cannot cover the basic living cost plus mortgage interest. Otherwise, the repayment action follows a Bernoulli distribution with $Pr(y_i(k) = 1) = F(5 \times x_i(k))$, where $F(\cdot)$ is the cumulative distribution function of the standard normal distribution.

Furthermore, we define default as a mortgage offered but not repaid, i.e., $y_i(k) = 0 \implies \pi(k, i) = 1$. We introduce the average default rate $\overline{\text{ADR}}_s(k)$ for user $i$ and the race-wise version $\overline{\text{ADR}}_s(k)$ for race $s$ at time $k$, as defined in (12):

$$\begin{align*}
    \overline{\text{ADR}}_i(k) &:= Pr(y_i(k) = 0 | \pi(k, i) = 1) \\
    &= 1 - \frac{\sum_{j=0}^{k} y_i(j)}{\sum_{j=0}^{k} \pi(k, i)} \\
    \overline{\text{ADR}}_s(k) &:= \frac{1}{|N_s|} \sum_{i \in N_s} \overline{\text{ADR}}_i(k),
\end{align*}$$

where $|N_s|$ denotes the number of users of race $s$. With the goal of equal impact, we wish to equalise the outcome of credit scoring among individuals in the long run, such that

$$\lim_{k \to \infty} \overline{\text{ADR}}_i(k) = \tau_i, \quad \lim_{k \to \infty} \overline{\text{ADR}}_s(k) = \tau_s,$$

and that all $\tau_i$ coincide and all $\tau_s$ coincide.

For the year of 2002-2003 (time 0 & 1), no scorecard is used and we assume all users are given the approval of the mortgage, e.g., $\pi(k, i) := 1$, for $i \in [N]$ and $k = \{0, 1\}$. Thus, we obtain the initialisation of average default rates, i.e., $\overline{\text{ADR}}_i(0), \overline{\text{ADR}}_s(0)$ and $\overline{\text{ADR}}_s(1), \overline{\text{ADR}}_s(1)$. Afterwards, for time $k \geq 2$, a scorecard is built, whose parameters are trained from a logistic model, with independent variables being $I_{15}(z_i(k)), \overline{\text{ADR}}_i(k - 1)$ and the dependent variable being $y_i(k) - \pi_i(k, i)$. Although, the scorecard $\pi(k)$ can vary in time steps, we use the same cut-off score 0.4 to decide each user’s credit decision (0 for denial and 1 for approval). Using our notation, the example of Table I would be rewritten as

$$-8.17 \times \overline{\text{ADR}}_s(k - 1) + 5.77 \times I_{15}(z_i(k)) = 4.953 \Rightarrow 4.953 > 0.4 \Rightarrow \pi(k, i) = 1.$$