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Abstract
In this note, we provide various two-weight norm estimates of the multi-linear fractional maximal function and weighted maximal function between different Orlicz spaces. More precisely, we obtain Sawyer-type characterizations and norm estimates for these operators.
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1 Introduction

Denote by $Q$ the set of all non-degenerate cubes with sides parallel to the coordinate axes in $\mathbb{R}^d$. If $Q$ is a cube, then we denote by $|Q|$ its Lebesgue measure. For $\omega$ a weight on $\mathbb{R}^d$ and $E$ a measurable subset of $\mathbb{R}^d$, we use the notation $\omega(E) := \int_E \omega(x) \, dx$.

For $1 < p < \infty$, and $\omega$ a weight, the weighted Lebesgue space $L^p_\omega(\mathbb{R}^d)$ is the set of all measurable functions $f$ such that

$$
\|f\|_{p,\omega} = \|f\|_{L^p(\omega)} := \left(\int_{\mathbb{R}^d} |f(x)|^p \omega(x) \, dx\right)^{1/p} < \infty.
$$
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For $0 \leq \alpha < d$, the fractional maximal function $M_\alpha$ is defined by

$$M_\alpha f(x) := \sup_{Q \in \mathcal{Q}} \frac{\chi_Q(x)}{|Q|^{1-\alpha/d}} \int_Q |f(y)| \, dy.$$  

When $\alpha = 0$, this is just the Hardy–Littlewood maximal function denoted $M$.

One of the fundamental problems in Harmonic analysis is the problem of finding the conditions on the pair of weights $(\sigma, \omega)$ such that

$$\|M_\alpha(\sigma f)\|_{q, \omega} \leq C \|f\|_{p, \sigma}.$$  \hspace{1cm} (1.1)

Here the constant $C$ doesn’t depend on $f$.

In [26], Sawyer proved that (1.1) holds if and only if it holds for characteristic functions of cubes.

Several authors have also considered quantitative analysis of (1.1), i.e. an estimate of the constant $C$ in terms of positive quantities involving the weights and the exponents $p$ and $q$ (see for example [2, 12, 13, 15, 18, 20, 22, 23] and the references therein). These quantitative inequalities are usually in terms of Muckenhoupt classes and their variations.

There are also formulations of problem (1.1) in the setting of Orlicz spaces. Several results for these spaces have been obtained by various authors (see for example [1, 5, 15, 21]). In particular, in [5], we formulated and proved Sawyer-type characterization of the above question in the Orlicz setting. In the same paper, we proved several quantitative inequalities that involved classes that generalize Muckenhoupt classes and the $B_p$ class introduced in [12].

The aim of this paper is to consider the above problem for the multilinear maximal functions in the setting of Orlicz spaces. Our results extend those of [3, 5, 17, 27]. A key argument in our work will be an extension to the multilinear setting of the Carleson Embedding Lemma obtained in [5]. The difficulties encountered here are essentially the same as in the power functions case; for example, one does not know if the Sawyer-type characterization is necessary and sufficient in general. In [3, 27] a Sawyer-type characterization is shown to be sufficient for the boundedness of the maximal functions but this condition is shown to be also necessary only under an additional condition that was called in [3] “reverse Hölder inequality”. In this paper, we will provide an analogue of this condition and an example of weights for which it is true.

### 2 The setting of interest

We recall that a growth function is any function $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, not identically null, that is continuous, nondecreasing and onto.

We observe that if $\Phi$ is a growth function, then $\Phi(0) = 0$ and $\lim_{t \rightarrow +\infty} \Phi(t) = +\infty$.

One can consider $t \mapsto \exp(t) - 1$ as an example of growth function.

Let $\Phi$ be a growth function. We say $\Phi$ satisfies the condition

$$\Phi(R) \leq C \Phi(S)$$

for some constant $C > 0$ and for all $R > S > 0$.

Birkhäuser
(a) $\Delta_2$ (or $\Phi \in \Delta_2$), if there is a constant $K > 0$ such that
\[
\Phi(2t) \leq K \Phi(t), \quad \forall \ t > 0.
\] (2.1)

(b) $\Delta'$ (or $\Phi \in \Delta'$), if there is a constant $C > 0$ such that
\[
\Phi(st) \leq C \Phi(s)\Phi(t), \quad \forall \ s, t > 0.
\] (2.2)

We have that if $\Phi \in \Delta'$, then $\Phi \in \Delta_2$.

Let $\Phi$ be a convex growth function such that $\Phi \in \Delta_2$. We say $\Phi$ satisfies the condition $\nabla_2$ (or $\Phi \in \nabla_2$), if there exists a constant $C > 0$ such that
\[
\int_0^t \frac{\Phi(s)}{s^2} ds \leq C \frac{\Phi(t)}{t}, \quad \forall \ t > 0.
\] (2.3)

Let $\alpha > 1$. Then the function $t \mapsto -\alpha t \ln (\alpha + t)$ is a growth function satisfying the condition $\nabla_2$.

We denote by $\Phi \in U^q$, the set of all growth functions of upper-type $q \geq 1$ such that the function $t \mapsto \Phi(t)$ is nondecreasing on $\mathbb{R}_+^* = \mathbb{R}_+ \backslash \{0\}$. We then set
\[
\mathcal{U} := \bigcup_{q \geq 1} \mathcal{U}^q.
\]

Any element in $\mathcal{U}$ is a homeomorphism of $\mathbb{R}_+$ onto $\mathbb{R}_+$.

We say two growth function $\Phi_1$ and $\Phi_2$ are equivalent, if there exists a constant $c > 0$ such that
\[
c^{-1} \Phi_1(c^{-1}t) \leq \Phi_2(t) \leq c \Phi_1(ct), \quad \forall \ t > 0.
\] (2.5)

We can assume that any $\Phi \in \mathcal{U}$ is a convex function that belongs to the class $\mathcal{C}^1(\mathbb{R}_+)$, and satisfies
\[
\Phi'(t) \approx \frac{\Phi(t)}{t}, \quad \forall \ t > 0,
\] (2.6)

(see for example [6]).

Let $q \geq 1$ and $\Phi$ a growth function. We say $\Phi \in \mathcal{U}^q$ if the following conditions are satisfied
(a) $\Phi \in \Delta'$,
(b) $\Phi \in \mathcal{U}^q$,
(c) there exists a constant $C > 0$ such that
\[
\Phi \left( \frac{s}{t} \right) \leq C \frac{\Phi(s)}{t^q}, \quad \forall \ s, t \geq 1.
\] (2.7)
We set 
\[ \tilde{U} := \bigcup_{q \geq 1} \tilde{U}_q. \]

Let \( \alpha \geq 1 \) and \( \beta > 0 \). Then the function \( t \mapsto t^\alpha \log^\beta (1 + t) \) is a growth function that belongs to the class \( \tilde{U} \).

Let \( \Phi_1 \in \mathcal{U} \) and let \( \sigma \) be a weight on \( \mathbb{R}^d \). The weighted Orlicz space \( L^{\Phi_1}(\sigma) \) is the set of all equivalent classes (in the usual sense) of measurable functions \( f: \mathbb{R}^d \to \mathbb{C} \) such that

\[ \| f \|_{L^{\Phi_1}_\sigma}^{\text{lux}} := \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^d} \Phi \left( \frac{|f(x)|}{\lambda} \right) \sigma(x)dx \leq 1 \right\} < \infty. \quad (2.8) \]

The map \( f \mapsto \| f \|_{L^{\Phi_1}_\sigma}^{\text{lux}} \) is a norm on \( L^{\Phi_1}(\sigma) \), and endowed with this norm, \( L^{\Phi_1}(\sigma) \) is Banach space (see [24]).

3 Presentation of the results

Let \( \Psi, \Phi_1, \ldots, \Phi_n \in \mathcal{U} \) and let \( \sigma_1, \ldots, \sigma_n, \omega \) be weights. We say an operator

\[ T : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \to L^{\Psi}(\omega) \]

is bounded, if there exists a constant \( C > 0 \) such that for any

\[ (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n), \]

\[ \| T(f_1, \ldots, f_n) \|_{L^{\Psi}_\omega}^{\text{lux}} \leq C \prod_{j=1}^n \| f_j \|_{L^{\Phi_j}_{\sigma_j}}^{\text{lux}}. \quad (3.1) \]

In this case, we denote by \( \| T \|_{\left( \prod_{j=1}^n L^{\Phi_j}_{\sigma_j} \right) \to L^{\Psi}_\omega} \), the infimum of the constants \( C \) such that (3.1) holds.

We will be using the notation

\[ \mathbb{R}_+^* := \{ x \in \mathbb{R} : x > 0 \}. \]

3.1 Carleson embedding results

In the sequel, \( D^\beta \) denotes a dyadic grid. We recall the following definition of a \((\sigma, \Phi)\)-Carleson sequence as introduced in [5].

**Definition 3.1** Let \( \{\lambda_Q\}_{Q \in D^\beta} \) be a sequence of positive numbers, \( \Phi \) an increasing function and \( \sigma \) a weight on \( \mathbb{R}^d \). We say \( \{\lambda_Q\}_{Q \in D^\beta} \) is a \((\sigma, \Phi)\)-Carleson, if there exists
a constant $\Lambda > 0$ such that

$$\forall R \in D^\beta, \sum_{Q \subset R, Q \in D^\beta} \lambda_Q \leq \frac{\Lambda}{\Phi \left(\frac{1}{\sigma(R)}\right)}.$$ \hspace{1cm} (3.2)

The small constant $\Lambda$ for which (3.2) holds is called the Carleson constant of the sequence and will be denoted $\Lambda_{\text{Carl}}$.

Our main result here is the following which extends [27, Lemma 3.7].

**Theorem 3.2** Let $(\lambda_Q)_{Q \in D^\beta}$ be a sequence of positive number indexed over the dyadic grid $D^\beta$. Let $\sigma_1, \ldots, \sigma_n$ be weights on $\mathbb{R}^d$, and let $\Phi_1, \ldots, \Phi_n \in \mathcal{W} \cap \nabla_2$. Suppose $\Psi \in \mathcal{W}$ and $\Phi$ is a one-to-one correspondence from $\mathbb{R}_+^{n}$ to $\mathbb{R}_+$ such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+^{n}$. Define $\nu_{\sigma} := \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1} \left(\frac{1}{\sigma_i}\right)\right)$.

If there exists a constant $\Lambda > 0$ such that

$$\forall R \in D^\beta, \sum_{Q \subset R, Q \in D^\beta} \lambda_Q \leq \frac{\Lambda}{\Psi \circ \Phi^{-1} \left(\frac{1}{\nu_{\sigma}(R)}\right)},$$ \hspace{1cm} (3.3)

then for any $(f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$ with $f_i \neq 0$, $i = 1, \ldots, n$,

$$\sum_{Q \in D^\beta} \lambda_Q \Psi \left(\prod_{i=1}^{n} \frac{1}{\sigma_i(Q)} \int_Q \frac{|f_i(x)|}{\|f_i\|_{L^{\Phi_i}_{\sigma_i}}} \sigma_i(x)dx\right) \leq \Lambda C_n, \Phi, \Psi, \Phi_1, \ldots, \Phi_n.$$ \hspace{1cm} (3.4)

It is natural to ask if condition (3.4) implies (3.3). It can be proved that this is the case when $\Psi(t) = t^q$, $\Phi(t) = t^p$ and $\Phi_i(t) = t^{p_i}$, provided the following condition holds

$$\prod_{i=1}^{n} \sigma_i(Q)^{p/p_i} \lesssim \nu_{\sigma} (Q), \quad \text{for any } Q \in \mathcal{Q}.$$ \hspace{1cm} (3.5)

with in this case, $\nu_{\sigma} = \prod_{i=1}^{n} \sigma_i^{p/p_i}$.

Condition (3.5) has shown to be useful in the study of multilinear weighted inequalities (see for example [3, 27]).

We can make the same observations in this setting. We will prove the following which provides the converse of the above theorem.

**Proposition 3.3** Let $(\lambda_Q)_{Q \in D^\beta}$ be a sequence of positive numbers, and $\sigma_1, \ldots, \sigma_n$ be weights on $\mathbb{R}^d$. Assume that $\Phi_1, \ldots, \Phi_n, \Psi \in \mathcal{W}$ and $\Phi$ is a one-to-one correspondence from $\mathbb{R}_+^{n}$ to $\mathbb{R}_+$ such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+^{n}$. Define $\nu_{\sigma} := \frac{1}{\Phi \left(\prod_{i=1}^{n} \Phi_i^{-1} \left(\frac{1}{\sigma_i}\right)\right)}$. If there exist constants $C_1$ and $C_2 > 0$ such that

$$\frac{1}{\nu_{\sigma}(Q)} \leq C_1 \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1} \left(\frac{1}{\sigma_i(Q)}\right)\right), \quad \forall Q \in D^\beta,$$ \hspace{1cm} (3.6)
and
\[
\sum_{Q \in \mathcal{D}^\beta} \lambda_Q \Psi \left( \prod_{i=1}^{n} m_{\sigma_i} \left( \frac{f_i}{\| f_i \|_{L^{\Phi_i}(\sigma_i)}} , Q \right) \right) \leq C_2, \quad \forall \ 0 \neq f_i \in L^{\Phi_i}(\sigma_i), \quad (3.7)
\]

then \( \{ \lambda_Q \}_{Q \in \mathcal{D}^\beta} \) is a \((\nu_{\sigma}, \Psi \circ \Phi^{-1})\)-Carleson.

It is easy to see that when \( \Phi(t) = t^p \) and \( \Phi_i(t) = t^{p_i}, \ i = 1, \ldots, n \), condition (3.6) is just (3.5).

Let us recall that for \( 1 < p < \infty \), and \( p' = p(p' - 1) \), the weight \( \omega \) is said to belong to the Muckenhoupt class \( A_p \), if
\[
[\omega]_{A_p} = \sup_{Q \subset \mathbb{R}^d} \left( \frac{1}{|Q|} \int_Q \omega(x) \, dx \right) \left( \frac{1}{|Q|} \int_Q (\omega(x))^{1-p'} \, dx \right)^{p-1} < \infty. \quad (3.8)
\]

We say the weight \( \omega \) belongs to the class \( A_1 \) if
\[
[\omega]_{A_1} = \sup_{Q \subset \mathbb{R}^d} \left( \frac{1}{|Q|} \int_Q \omega(x) \, dx \right) \left( \inf \text{ ess}_{x \in Q} \omega(x) \right)^{-1} < \infty. \quad (3.9)
\]

The above class can also be defined in terms of the Hardy–Littlewood maximal function \( M \). Indeed, it is known that a weight \( \omega \) belongs to the class \( A_1 \) if there exists a constant \( C > 0 \) such that for almost all \( x \in \mathbb{R}^d \),
\[
M\omega(x) \leq C\omega(x). \quad (3.10)
\]

The infimum of constants \( C \) such that (3.10) holds is exactly \( [\omega]_{A_1} \).

The class \( A_\infty \) is then defined as
\[
A_\infty := \bigcup_{p \geq 1} A_p.
\]

It is easy to see that condition (3.5) holds if \( \sigma_i = \sigma, \forall i \in \{1, \ldots, n\} \). It is also proved in [4] that (3.5) holds when
\[
\sigma_i \in A_\infty, \quad \forall i \in \{1, \ldots, n\}.
\]

One easily checks that condition (3.6) also holds when \( \sigma_i = \sigma, \forall i \in \{1, \ldots, n\} \). We will prove later on that (3.6) holds if
\[
\sigma_i \in A_1, \quad \forall i \in \{1, \ldots, n\}.
\]
3.2 Weighted inequalities for the weighted multilinear maximal function

Let $\sigma_1, \ldots, \sigma_n$ be weights on $\mathbb{R}^d$ and $f_1, \ldots, f_n$ be complex-valued measurable functions on $\mathbb{R}^d$. Put $\vec{\sigma} := (\sigma_1, \ldots, \sigma_n)$ and $\vec{f} := (f_1, \ldots, f_n)$. The weighted multilinear Hardy–Littlewood maximal function $\mathcal{M}_{\vec{\sigma}}(\vec{f})$ of $\vec{f}$ is defined by

$$\mathcal{M}_{\vec{\sigma}}(\vec{f})(x) := \sup_{Q \in \mathcal{Q}} \prod_{i=1}^n \frac{X_Q(x)}{\sigma_i(Q)} \int_Q |f_i(y)| \sigma_i(y) \, dy, \quad \forall \, x \in \mathbb{R}^d. \tag{3.11}$$

If $n = 1$, then we recover the weighted Hardy–Littlewood maximal function $\mathcal{M}_\sigma$ and if moreover, $\sigma \equiv 1$, we recover the usual Hardy–Littlewood maximal function.

A weight $\sigma$ on $\mathbb{R}^d$ is said to be doubling, if there exists a constant $C > 1$ such that

$$\ell(Q') \leq 2\ell(Q) \Rightarrow \sigma(Q') \leq C\sigma(Q), \quad \forall \, Q, Q' \in \mathcal{Q} \, \text{with} \, Q \subset Q'. \tag{3.12}$$

Let $\sigma_1, \ldots, \sigma_n, \omega$ be weights on $\mathbb{R}^d$ and let $\Psi, \Phi_1, \ldots, \Phi_n$ be one-to-one correspondences from $\mathbb{R}_+$ to itself. Let us set $\vec{\Phi} := (\Phi_1, \ldots, \Phi_n)$, $\vec{\sigma} := (\sigma_1, \ldots, \sigma_n)$ and $\nu_{\vec{\sigma}} := \Phi(\prod_{i=1}^n \Phi_i^{-1}(\frac{1}{\sigma}))$.

We say the pair of weights $(\vec{\sigma}, \omega)$ belongs to the class $M_{\vec{\Phi}, \psi}$ (or $(\vec{\sigma}, \omega) \in M_{\vec{\Phi}, \psi}$), if

$$[\vec{\sigma}, \omega]_{M_{\vec{\Phi}, \psi}} := \sup_{Q \in \mathcal{Q}} \omega(Q) \Phi^{-1}(\frac{1}{\nu_{\vec{\sigma}}(Q)}) < \infty. \tag{3.13}$$

When $n = 1$, we recover the definition of the class $M_{\Phi, \psi}$ introduced in [5].

We will prove the following result.

**Theorem 3.4** Let $\sigma_1, \ldots, \sigma_n, \omega$ be weights on $\mathbb{R}^d$, $\Phi_1, \ldots, \Phi_n \in \mathcal{W} \cap \nabla_2$, and $\Psi \in \mathcal{W}$. Assume that $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a one-to-one correspondence such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+$. If for any $1 \leq i \leq n$, $\sigma_i$ is doubling, and $(\vec{\sigma}, \omega) \in M_{\vec{\Phi}, \psi}$, then there exists a constant $C := C_{n,\sigma_1,\ldots,\sigma_n,\psi,\Phi_1,\ldots,\Phi_n} > 0$ such that for any $(f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$,

$$\| \mathcal{M}_{\vec{\sigma}}(f_1, \ldots, f_n) \|_{L^{\psi}_{\text{lux}}} \leq C \Psi^{-1}([\vec{\sigma}, \omega]_{M_{\vec{\Phi}, \psi}}) \prod_{i=1}^n \| f_i \|_{L^{\phi_i}_{\text{lux}}}. \tag{3.14}$$

When $\sigma_1 = \sigma_2 = \cdots = \sigma_n = \sigma$ Theorem 3.4 reduces to the following.

**Corollary 3.5** Let $\sigma, \omega$ be two weights on $\mathbb{R}^d$, $\Phi_1, \ldots, \Phi_n \in \mathcal{W} \cap \nabla_2$, $\Psi \in \mathcal{W}$. Assume that $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a one-to-one correspondence such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+$. If $\sigma$ is doubling, then the following are equivalent.

(i) $(\vec{\sigma}, \omega) \in M_{\vec{\Phi}, \psi}$,

(ii) $\mathcal{M}_{\vec{\sigma}} : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^{\Psi}(\omega)$ is bounded.
Moreover,
\[
\|M_{\tilde{\sigma}}\|_{\prod_{i=1}^{n} L_{\sigma_i}^{\Phi_i} \to L_{\omega}^{\Psi}} \approx \Psi^{-1} \left( [\tilde{\sigma}, \omega]_{M_{\Phi_1}, \Psi} \right).
\]

We also obtain the following result.

**Theorem 3.6** Let \(\sigma_1, \ldots, \sigma_n, \omega\) be weights on \(\mathbb{R}^d\), let \(\Phi_1, \ldots, \Phi_n \in \mathcal{U} \cap \nabla_2\) and \(\Psi \in \mathcal{U}\). Define
\[
[\tilde{\sigma}, \omega]_{K_{\Phi_1, \Psi}} := \sup_{Q \in \mathcal{Q}} \omega(Q) \left( \prod_{i=1}^{n} \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right) \right).
\]

If for each \(1 \leq i \leq n\), the function \(t \mapsto \frac{\Psi(t)}{\Phi_i(t)}\) is nondecreasing on \(\mathbb{R}^*_+\) and \(\sigma_i\) is doubling, then \(M_{\tilde{\sigma}}\) is bounded from \(L_{\Phi_1}^{\sigma_1} \times \cdots \times L_{\Phi_n}^{\sigma_n}\) to \(L_{\omega}^{\Psi}\) if and only if \([\tilde{\sigma}, \omega]_{K_{\Phi_1, \Psi}}\) is finite. Moreover,
\[
\|M_{\tilde{\sigma}}\|_{\prod_{i=1}^{n} L_{\sigma_i}^{\Phi_i} \to L_{\omega}^{\Psi}} \approx \Psi^{-1} \left( [\tilde{\sigma}, \omega]_{K_{\Phi_1, \Psi}} \right).
\]

### 3.3 Sawyer-type characterizations for the multilinear fractional maximal function

Recall that the multilinear fractional maximal function is defined by
\[
M_{\alpha}(\tilde{f})(x) := \sup_{Q \in \mathcal{Q}} |Q|^{\alpha/d} \prod_{i=1}^{n} \chi_{\mathbb{R}^d}(x) \int_{Q} |f_i(y)| dy
\]
provided \(0 \leq \alpha < nd\). Here \(\tilde{f} = (f_1, \ldots, f_n)\) with each \(f_i\) being a measurable function. When \(\alpha = 0\), \(M_0 = M\) is the multilinear Hardy–Littlewood maximal function. These operators appear in the study of multilinear fractional integral operators and are also related to multilinear Calderón–Zygmund theory (see for example [8–10, 14, 16, 19]).

Sawyer-type inequalities for the above operator were obtained in [3, 17, 27]. In the sequel, when \(\sigma_1, \ldots, \sigma_n\) are weights on \(\mathbb{R}^d\), we write \(\tilde{\sigma} = (\sigma_1, \ldots, \sigma_n)\), and \(\tilde{\sigma} \cdot \tilde{f} = (\sigma_1 f_1, \ldots, \sigma_n f_n)\).

The following is an extension of the main result in [17] that was reproved in [27, Theorem 2.1].

**Theorem 3.7** Let \(n\) be a nonnegative integer. Given \(\Phi_i \in \mathcal{U} \cap \nabla_2\), \(i = 1, 2, \ldots, n\), and \(\Psi \in \mathcal{U}\), suppose that \(0 \leq \alpha < nd\), and \(t \mapsto \frac{\Psi(t)}{\Phi_i(t)}\) is nondecreasing for any \(i = 1, \ldots, n\). Let \(\sigma_1, \ldots, \sigma_n\) and \(\upsilon\) be weights. Define
\[
[\tilde{\sigma}, \upsilon]_{L_{\Phi_1, \Psi}} := \sup_{Q \in \mathcal{Q}} \left( \prod_{i=1}^{n} \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right) \right) \left( \int_{Q} \upsilon(M_{\alpha}(\sigma_1 \chi_Q, \ldots, \sigma_n \chi_Q)(x)) \upsilon(x) dx \right).
\]
Then $\mathcal{M}_\sigma(\vec{\sigma}.)$ is bounded from $L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$ to $L^\Psi(v)$ if $[\vec{\sigma}, v]_{L^-\Phi, -\Psi}$ is finite. Moreover,

$$\|\mathcal{M}_\sigma(\vec{\sigma}.)\|_{(\prod_{i=1}^n L^{\Phi_i}(\sigma_i)) \rightarrow L^\Psi(v)} \lesssim \Psi^{-1}(\vec{\sigma}., v)_{L^-\Phi, -\Psi}.$$ 

If we choose $\Psi$ to be a power function, then the above condition is also necessary.

**Theorem 3.8** Let $n$ be a nonnegative integer. Given $\Phi_i \in \mathcal{U}$, $i = 1, 2, \ldots, n$, and $1 < q < \infty$, suppose that $0 \leq \alpha < nd$, and that $t \mapsto \frac{\varepsilon}{\Phi_i(t)}$ is nondecreasing for any $i = 1, \ldots, n$. Let $\sigma_1, \ldots, \sigma_n$ and $v$ be weights. Define

$$[\vec{\sigma}, v]_{L^-\Phi, q} := \sup_{Q \in \mathcal{Q}} \left( \prod_{i=1}^m \left( \Phi^{-1}_i \left( \frac{1}{\Phi_i(Q)} \right) \right)^q \right) \left( \int_Q (\mathcal{M}_\alpha(\sigma_1 \chi_Q, \ldots, \sigma_n \chi_Q)(x))^q v(x)dx \right).$$

Then $\mathcal{M}_\sigma(\vec{\sigma}.)$ is bounded from $L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$ to $L^q(v)$ if and only if $[\vec{\sigma}, v]_{L^-\Phi, q}$ is finite. Moreover,

$$\|\mathcal{M}_\sigma(\vec{\sigma}.)\|_{(\prod_{i=1}^n L^{\Phi_i}(\sigma_i)) \rightarrow L^q(v)} \approx [\vec{\sigma}, v]^{1/q}_{L^-\Phi, q}.$$ 

Let $0 \leq \alpha < nd$, and let $\sigma_1, \ldots, \sigma_n, \omega$ be weights on $\mathbb{R}^d$. Let $\Psi, \Phi, \Phi_1, \ldots, \Phi_n$ be one-to-one correspondences from $\mathbb{R}_+$ to itself. Set $\vec{\Phi} := (\Phi_1, \ldots, \Phi_n)$, $\vec{\sigma} := (\sigma_1, \ldots, \sigma_n)$ and $v_{\vec{\sigma}} := \frac{1}{\vec{\Phi}(\prod_{i=1}^n \Phi^{-1}_i(\frac{1}{\sigma_i}))}.$

We say the pair of weights $(\vec{\sigma}, \omega)$ belongs to the class $S_{\vec{\Phi}, \Psi}^\alpha$ (or $(\vec{\sigma}, \omega) \in S_{\vec{\Phi}, \Psi}^\alpha$), if

$$[\vec{\sigma}, \omega]_{S_{\vec{\Phi}, \Psi}^\alpha} := \sup_{Q \in \mathcal{Q}} \Psi \circ \Phi^{-1} \left( \frac{1}{v_{\vec{\sigma}}(Q)} \right) \int_Q \Psi(\mathcal{M}_\alpha(\sigma_1 \chi_Q, \ldots, \sigma_n \chi_Q)(x)) \omega(x)dx < \infty. \quad (3.17)$$

When $n = 1$, one recovers the definition of the class $S_{\vec{\Phi}, \Psi}^\alpha$ introduced in [5]. Our next result is the following.

**Theorem 3.9** Let $\sigma_1, \ldots, \sigma_n, \omega$ be weights on $\mathbb{R}^d$, and let $\Phi_1, \ldots, \Phi_n \in \mathcal{U} \cap \Delta_2$. Let $\Psi \in \mathcal{U}$, and let $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ be a bijection such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+$. If $(\vec{\sigma}, \omega) \in S_{\vec{\Phi}, \Psi}^\alpha$, then there exists a constant $C := C_{n, \alpha, d, \Psi, \Phi_1, \ldots, \Phi_n} > 0$ such that for any $(f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$,

$$\|\mathcal{M}_\alpha(\sigma_1 f_1, \ldots, \sigma_n f_n)\|_{L^\omega} \leq C \Psi^{-1}(\vec{\sigma}., \omega)_{S_{\vec{\Phi}, \Psi}^\alpha} \prod_{i=1}^n \|f_i\|_{L^\omega_{\sigma_i}}. \quad (3.18)$$

If $\sigma_1 = \sigma_2 = \cdots = \sigma_n = \sigma$, then Theorem 3.9 becomes the following.
Corollary 3.10 Let $\omega, \sigma$ be weights on $\mathbb{R}^d$, and let $\Phi_1, \ldots, \Phi_n \in \mathcal{U} \cap \mathcal{V}_2$. Let $\Psi \in \mathcal{U}$, and let $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ be a bijection such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \Psi(t)$ is increasing on $\mathbb{R}_+$. If $(\sigma^*, \omega) \in S^{\omega}_{\Phi, \Psi}$. Then the following are equivalent.

(i) $(\sigma^*, \omega) \in S^{\omega}_{\Phi, \Psi}$.

(ii) $M_\alpha(\sigma^* ) : L^{\Phi_1}(\sigma ) \times \cdots \times L^{\Phi_n}(\sigma ) \rightarrow L^{\Psi}(\omega )$ is bounded.

Moreover,

$$
\|M_\alpha(\sigma^*)\|_{\prod_{i=1}^n L^{\Phi_i}_{\sigma_i} \rightarrow L^{\Psi}_{\omega}} \approx \psi^{-1}\left( [\sigma^*, \omega]_{S^{\omega}_{\Phi, \Psi}} \right).$$

(3.19)

3.4 Some weighted norm estimates for $M_\alpha$

Let $0 \leq \alpha < nd$, and let $\Psi, \Phi_1, \ldots, \Phi_n$ be one-to-one correspondences from $\mathbb{R}_+$ to itself. Let $\sigma_1, \ldots, \sigma_n, \omega$ be weights on $\mathbb{R}^d$. Set $\Phi := (\Phi_1, \ldots, \Phi_n)$ and $\sigma^* := (\sigma_1, \ldots, \sigma_n)$. We say the pair of weights $(\sigma^*, \omega)$ belongs to the class

- $A^{\alpha}_{\Phi, \Psi}$ (or $(\sigma^*, \omega) \in A^{\alpha}_{\Phi, \Psi}$), if

$$
[\sigma^*, \omega]_{A^{\alpha}_{\Phi, \Psi}} := \sup_{Q \in \mathcal{Q}} \omega(Q) \psi\left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^{1-\frac{\alpha}{nd}}} \right) \psi\left( \prod_{i=1}^n \Phi_i^{-1}\left( \frac{1}{\sigma_i(Q)} \right) \right) < \infty,

(3.20)

- $\tilde{A}^{\alpha}_{\Phi, \Psi}$ (or $(\sigma^*, \omega) \in \tilde{A}^{\alpha}_{\Phi, \Psi}$), if

$$
[\sigma^*, \omega]_{\tilde{A}^{\alpha}_{\Phi, \Psi}} := \sup_{Q \in \mathcal{Q}} \omega(Q) \psi\left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^q} \right) \psi\left( \prod_{i=1}^n \Phi_i^{-1}\left( \frac{1}{|Q|} \right) \right) \psi\left( \frac{1}{|Q|} \right) \psi\left( \frac{1}{\sigma(Q)} \right) < \infty,

(3.21)

- $B^{\alpha}_{\Phi, \Psi}$ (or $(\sigma^*, \omega) \in B^{\alpha}_{\Phi, \Psi}$), if

$$
[\sigma^*, \omega]_{B^{\alpha}_{\Phi, \Psi}} < \infty

(3.22)

$$

where

$$
[\sigma^*, \omega]_{B^{\alpha}_{\Phi, \Psi}} := \sup_{Q \in \mathcal{Q}} \omega(Q) \psi\left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^{1-\frac{\alpha}{nt}}} \right) \psi\left( \prod_{i=1}^n \Phi_i^{-1}\left( \frac{1}{|Q|} \right) \right) \psi\left( \frac{1}{|Q|} \right) \psi\left( \frac{1}{\sigma_i(Q)} \right).$$

When $n = 1$, one recovers the definitions of the classes $A^{\alpha}_{\Phi, \Psi}$, $\tilde{A}^{\alpha}_{\Phi, \Psi}$ and $B^{\alpha}_{\Phi, \Psi}$ introduced in [5].

We also observe that if we take $\Psi(t) = t^q$, $\Phi_i(t) = t^{p_i}$, and define $\frac{1}{\bar{p}} = \frac{1}{p_1} + \cdots + \frac{1}{p_n}$ and $\bar{p} = (p_1, \ldots, p_n)$, then $A^{\alpha}_{\Phi, \Psi}$ and $B^{\alpha}_{\Phi, \Psi}$ respectively coincide with the classes $A_{\bar{p}, q}$ and $B_{\bar{p}, q}$ introduced in [27].
We recall that a weight $\omega$ is said to belongs to the class $A_{\infty}^{\exp}$ of S. V. Hurscev (see [11]), if
\[
\omega[A_{\infty}^{\exp}]_Q := \sup_{Q \in \mathcal{Q}} \frac{\omega(Q)}{|Q|} \exp \left( \frac{1}{|Q|} \int_Q \log \left( \frac{1}{\omega(x)} \right) dx \right) < \infty.
\]

We make the following observations.

(a) If for $1 \leq i \leq n$, $\Phi_i \in \mathcal{U}$, then
\[
[\vec{\sigma}, \omega]_{A_{\Phi_i}^{\exp}, \Psi} \lesssim [\vec{\sigma}, \omega]_{S_{\Phi_i}^{\exp}, \Psi}.
\]

(b) If for $1 \leq i \leq n$, $\Phi_i$ is convex, and $\sigma_i \in A_{\infty}^{\exp}$ and if $\Psi \in \mathcal{U}^q$ with $q \geq 1$, then
\[
[\vec{\sigma}, \omega]_{A_{\Phi_i}^{\exp}, \Psi} \lesssim [\vec{\sigma}, \omega]_{B_{\Phi_i}^{\exp}, \Psi} \leq C q \left( \prod_{i=1}^n [\sigma_i]_{A_{\infty}^{\exp}} \right)^q [\vec{\sigma}, \omega]_{A_{\Phi_i}^{\exp}, \Psi}.
\]

We say a weight $\omega$ belongs to the Fuji-Wilson class $A_{\infty}$ (see [7]), if
\[
\omega[A_{\infty}]_Q := \sup_{Q \in \mathcal{Q}} \frac{1}{\omega(Q)} \int_Q \mathcal{M}(\sigma \chi_Q(x))dx < \infty.
\]

Let $\sigma_1, \ldots, \sigma_n$ be weights on $\mathbb{R}^d$ and let $\Psi, \Phi, \Phi_1, \ldots, \Phi_n$ be one-to-one correspondences from $\mathbb{R}_+$ to itself. Put $v_{\vec{\sigma}} := \frac{1}{\Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i} \right) \right)}$ and $\vec{\Phi} := (\Phi_1, \ldots, \Phi_n)$. We say $\vec{\sigma}$ belongs to the class $W_{\Phi, \Psi}$ (or $\vec{\sigma} \in W_{\Phi, \Psi}$), if
\[
[\vec{\sigma}]_{W_{\Phi, \Psi}} := \sup_{Q \in \mathcal{Q}} \Psi \circ \Phi^{-1} \left( \frac{1}{v_{\vec{\sigma}}(Q)} \right) \int_Q \Psi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \mathcal{M}(\sigma_i \chi_Q(x)) \right) \right) dx < \infty.
\]

Recall that if $\Phi$ is an increasing convex function, then the complementary function of $\Phi$ is the function $\Psi$ defined on $\mathbb{R}_+$ by
\[
\Psi(s) = \sup_{t \geq 0} \{ st - \Phi(t) \}, \quad \forall s \geq 0.
\]

We note that $\Psi$ is also an increasing convex function whose complementary function is $\Phi$ (see for example [24, 25]).

We obtain the following estimates.

**Theorem 3.11** Let $\sigma_1, \ldots, \sigma_n$, $\omega$ be weights on $\mathbb{R}^d$. Let $\Phi_1, \ldots, \Phi_n \in \mathcal{U} \cap \triangledown_2$, $\Psi \in \mathcal{U}$, and let $\Phi$ a one-to-one correspondence from $\mathbb{R}_+$ to itself such that $\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+$. Then the following are satisfied.
Theorem 3.12  Let \( \sigma, \omega \in B_{\Phi, \Psi}^a \), then there exists a constant \( C_1 := C_{n,\Psi,\Phi_1,\ldots,\Phi_n} > 0 \) such that for any \( (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \),

\[
\|M_\alpha(\sigma_1 f_1, \ldots, \sigma_n f_n)\|_{L^p_{\psi_0}} \leq C_1 \Psi^{-1} \left( [\sigma, \omega]_{B_{\Phi, \Psi}^a} \right) \prod_{i=1}^n \|f_i\|_{L^{\Phi_i}_{\psi_i}},
\]

(3.27)

(ii) If \( (\sigma, \omega) \in A_{\Phi, \Psi}^a \) and for \( 1 \leq i \leq n, \sigma_i \in \mathcal{A}_\infty \), then there exists a constant \( C_2 := C_{n,\Psi,\Phi_1,\ldots,\Phi_n} > 0 \) such that for any \( (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \),

\[
\|M_\alpha(\sigma_1 f_1, \ldots, \sigma_n f_n)\|_{L^p_{\psi_0}} \leq C_2 \Psi^{-1} \left( [\sigma, \omega]_{A_{\Phi, \Psi}^a} \sum_{i=1}^n \Psi \circ \Phi^{-1}([\sigma_i]_{\mathcal{A}_\infty}) \right) \prod_{i=1}^n \|f_i\|_{L^{\Phi_i}_{\psi_i}},
\]

(3.28)

(iii) If \( (\sigma, \omega) \in \tilde{A}_{\sigma, \omega}^a \) and \( \tilde{\sigma} \in \mathcal{W}_{\Phi, \Psi}^\prime \), then there exists a constant \( C_3 := C_{n,\Psi,\Phi_1,\ldots,\Phi_n} > 0 \) such that for any \( (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \),

\[
\|M_\alpha(\sigma_1 f_1, \ldots, \sigma_n f_n)\|_{L^p_{\psi_0}} \leq C_3 \Psi^{-1} \left( [\tilde{\sigma}, \omega]_{\mathcal{W}_{\Phi, \Psi}^\prime}, [\tilde{\sigma}, \omega]_{\tilde{A}_{\sigma, \omega}^a} \right) \prod_{i=1}^n \|f_i\|_{L^{\Phi_i}_{\psi_i}},
\]

(3.29)

where \( \bar{\sigma} := (\varphi_1, \ldots, \varphi_n) \) with \( \varphi_i \) the complementary function of \( \Phi_i \).

We also have the following result.

**Theorem 3.12**  Let \( \sigma_1, \ldots, \sigma_n, \omega \) be weights on \( \mathbb{R}^d \). Let \( \Phi_1, \ldots, \Phi_n \in \mathcal{W} \cap \mathcal{V}_2, \Psi \in \mathcal{V} \), and let \( \Phi \) a one-to-one correspondence from \( \mathbb{R}^d \) to itself such that \( \Phi^{-1} = \Phi^{-1}_1 \times \cdots \times \Phi^{-1}_n \) and \( t \mapsto \Psi(t)_{\Phi(t)} \) is increasing on \( \mathbb{R}^d_+ \), for each \( i \in \{1, 2, \ldots, n\} \). If \( (\sigma, \omega) \in A_{\Phi, \Psi}^a \) and for \( 1 \leq i \leq n, \sigma_i \in \mathcal{A}_\infty \), then there exists a constant \( C := C_{n,\Psi,\Phi_1,\ldots,\Phi_n} > 0 \) such that for any \( (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \),

\[
\|M_\alpha(\sigma_1 f_1, \ldots, \sigma_n f_n)\|_{L^p_{\psi_0}} \leq C \Psi^{-1} \left( [\sigma, \omega]_{A_{\Phi, \Psi}^a} \prod_{i=1}^n [\sigma_i]_{\mathcal{A}_\infty}^{q_i} \right) \prod_{i=1}^n \|f_i\|_{L^{\Phi_i}_{\psi_i}},
\]

(3.30)

where \( q_i \) is the upper-type of \( \Psi \circ \Phi^{-1}_i \).

### 4 Some definitions and useful properties

#### 4.1 Some properties of growth functions

Let \( \Phi \) be a growth function. We said \( \Phi \) satisfies the condition \( \Delta'' \) (or \( \Phi \in \Delta'' \)), if there exists a constant \( C > 0 \) such that

\[
\Phi(t) \Phi(s) \leq \Phi(C s t), \quad \forall s, t > 0.
\]

(4.1)
Let \( \Phi \) be a growth function. If \( \Phi \) is strictly increasing on \( \mathbb{R}_+ \), then \( \Phi \in \Delta' \) if and only if \( \Phi^{-1} \in \Delta'' \).

**Proposition 4.1** Let \( \Phi_1, \ldots, \Phi_n \) be strictly increasing growth functions on \( \mathbb{R}_+ \). Let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+ \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \).

If for all \( 1 \leq i \leq n \), \( \Phi_i \in \Delta' \), then \( \Phi \in \Delta' \).

**Proof** We prove the result only in the case \( n = 2 \) as the general case follows the same way. We have

\[
\Phi_1, \Phi_2 \in \Delta' \Rightarrow \Phi_1^{-1}, \Phi_2^{-1} \in \Delta'' \\
\Rightarrow \Phi_1^{-1}(s)\Phi_1^{-1}(t) \leq \Phi_1^{-1}(C_{1st})
\]

and \( \Phi_2^{-1}(s)\Phi_2^{-1}(t) \leq \Phi_2^{-1}(C_{2st}), \quad \forall \ s, t > 0 \)

\[
\Rightarrow \Phi_1^{-1}(s)\Phi_1^{-1}(t)\Phi_2^{-1}(t) \leq \Phi_1^{-1}(C_{st})\Phi_2^{-1}(C_{st}), \quad \forall \ s, t > 0
\]

\[
\Rightarrow \Phi^{-1}(s)\Phi^{-1}(t) \leq \Phi^{-1}(C_{st}), \quad \forall \ s, t > 0
\]

\[
\Rightarrow \Phi^{-1} \in \Delta'' \\
\Rightarrow \Phi \in \Delta'.
\]

\[\square\]

We note that the converse of Proposition 4.1 does not always hold. Indeed, if we consider the functions \( \Phi \) and \( \Psi \) defined on \( \mathbb{R}_+ \) by

\[
\Phi(t) = \exp(t) - t - 1 \quad \text{and} \quad \Psi(t) = (1 + t) \ln(1 + t) - t, \quad \forall \ t \geq 0,
\]

then

\[
\Phi^{-1}(t)\Psi^{-1}(t) \approx t, \quad \forall \ t > 0.
\]

The function \( t \mapsto t \) satisfies the condition \( \Delta' \) while \( \Phi \notin \Delta' \). Indeed,

\[
\lim_{t \to +\infty} \frac{\Phi(2t)}{\Phi(t)} = \lim_{t \to +\infty} \frac{\exp(2t) - 2t - 1}{\exp(t) - t - 1} = \lim_{t \to +\infty} \frac{\left(\exp(t) - \frac{2t}{\exp(t)} - \frac{1}{\exp(t)}\right)}{\left(1 - \frac{t}{\exp(t)} - \frac{1}{\exp(t)}\right)} = \infty.
\]

**Lemma 4.2** Let \( \Psi, \Phi_1, \ldots, \Phi_n \in \mathcal{Y} \), and let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+ \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \) and \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}_+^* \).

Let \( \tilde{\Omega}_3 \) be the function defined on \( \mathbb{R}_+ \) by

\[
\tilde{\Omega}_3(t) = \frac{1}{\Psi \circ \Phi^{-1}\left(\frac{1}{t}\right)}, \quad \forall \ t > 0 \quad \text{and} \quad \tilde{\Omega}_3(0) = 0. \quad (4.2)
\]

If \( \Psi \in \mathcal{Y}^q \) with \( q \geq 1 \), then \( \Psi \circ \Phi^{-1} \) and \( \tilde{\Omega}_3 \) belong to \( \mathcal{Y}^{nq} \).
Proof As \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}^*_+ \), we deduce that the functions \( t \mapsto \frac{\psi \circ \Phi^{-1}(t)}{t} \) and \( t \mapsto \frac{\Phi(t)}{t} \) are also increasing on \( \mathbb{R}^*_+ \).

Let \( 1 \leq i \leq n \). As \( t \mapsto \frac{\Phi_i(t)}{t} \) is increasing on \( \mathbb{R}^*_+ \), it follows that \( t \mapsto \frac{\Phi^{-1}_i(t)}{t^n} \) is decreasing on \( \mathbb{R}^*_+ \). Consequently, \( t \mapsto \frac{\Phi^{-1}_i(t)}{t^n} \) is decreasing on \( \mathbb{R}^*_+ \). Indeed, given \( 0 < t_1 \leq t_2 \), we have

\[
\frac{\Phi^{-1}(t_2)}{t_2^n} = \frac{\Phi^{-1}(t_2)}{t_2} \times \cdots \times \frac{\Phi^{-1}(t_2)}{t_2} \leq \frac{\Phi^{-1}(t_1)}{t_1} \times \cdots \times \frac{\Phi^{-1}(t_1)}{t_1} = \frac{\Phi^{-1}(t_1)}{t_1^n}.
\]

Let \( s > 0 \) and \( t \geq 1 \). We have

\[
\frac{\Phi^{-1}(st)}{(st)^n} \leq \frac{\Phi^{-1}(s)}{s^n} \Rightarrow \Phi^{-1}(st) \leq t^n \Phi^{-1}(s).
\]

Since \( \Psi \) is of upper-type \( q \), we obtain

\[
\psi \left( \Phi^{-1}(st) \right) \leq \psi \left( t^n \Phi^{-1}(s) \right) \leq C_q t^n q \psi \left( \Phi^{-1}(s) \right).
\]

We then deduce that \( \psi \circ \Phi^{-1} \in \mathcal{W}^{nq} \). Let us check that \( \tilde{\Omega}_3 \in \mathcal{W}^{nq} \). We have

\[
\Psi \circ \Phi^{-1} \left( \frac{1}{s} \right) \leq C_q t^n q \Psi \circ \Phi^{-1} \left( \frac{1}{st} \right) \Rightarrow \frac{1}{C_q t^n q \Psi \circ \Phi^{-1} \left( \frac{1}{s} \right)} \leq \frac{1}{\Psi \circ \Phi^{-1} \left( \frac{1}{t} \right)} \Rightarrow \tilde{\Omega}_3(st) \leq C_q t^{nq} \tilde{\Omega}_3(s).
\]

Lemma 4.3 Let \( \Phi \in \tilde{\mathcal{W}} \). There exists a constant \( C := C_m > 0 \) such that

\[
\Phi \left( \frac{s}{t} \right) \leq C \frac{\Phi(s)}{\Phi(t)}, \quad \forall \ s, t > 0.
\]  

Proof Let \( q \geq 1 \) be such that \( \Phi \in \mathcal{H}^{nq} \). Let \( t > 0 \). We consider the two cases \( 0 < t < 1 \) and \( t \geq 1 \).

Case 1: Assume \( 0 < t < 1 \). Then using inequality (2.7), we obtain

\[
\Phi(t) = \Phi \left( \frac{1}{t} \right) \leq C_1 \Phi(1) = C_1 \Phi(1) t^q \Rightarrow \frac{1}{t^q} \leq \frac{C_1 \Phi(1)}{\Phi(t)}.
\]

As \( \Phi \) is of upper-type \( q \), we have

\[
\Phi \left( \frac{1}{t} \right) = \Phi \left( \frac{1}{t} \times 1 \right) \leq C_2 \frac{1}{t^q} \Phi(1) \Rightarrow \Phi \left( \frac{1}{t} \right) \leq \frac{C_1 C_2 \Phi(1)^2}{\Phi(t)}.
\]
Case 2: Assume that \( t \geq 1 \). Then as \( \Phi \) is of upper-type \( q \), we obtain

\[
\Phi(t) = \Phi(t \times 1) \leq C_2 t^q \Phi(1) \Rightarrow \frac{1}{t^q} \leq \frac{C_2 \Phi(1)}{\Phi(t)}.
\]

Using (2.7), we easily obtain

\[
\Phi \left( \frac{1}{t} \right) \leq C_1 \frac{\Phi(1)}{t^q} \Rightarrow \Phi \left( \frac{1}{t} \right) \leq \frac{C_1 C_2 (\Phi(1))^2}{\Phi(t)}.
\]

Taking \( C_3 := C_1 C_2 (\Phi(1))^2 \), we deduce from the above analysis that \( \Phi \left( \frac{1}{t} \right) \leq \frac{C_3}{\Phi(t)} \), for any \( t > 0 \).

As \( \Phi \in \Delta' \), we finally obtain

\[
\Phi \left( \frac{s}{t} \right) \leq C \Phi(s) \Phi \left( \frac{1}{t} \right) \leq C C_3 \frac{\Phi(s)}{\Phi(t)}, \quad \forall \ s, t > 0.
\]

\[
\square
\]

4.2 Dyadic grids and sparse families

Recall that the standard dyadic grid \( \mathcal{D} \) in \( \mathbb{R}^d \) is the collection of all cubes of the form

\[
2^{-k} \left( [0, 1)^d + m \right), \quad k \in \mathbb{Z}, m \in \mathbb{Z}^d.
\]

We also recall the following definition of a general dyadic grid (see for example [12]).

Definition 4.4 In general, a dyadic grid \( \mathcal{D}^\beta \) in \( \mathbb{R}^d \) is any collection of cubes such that

(i) the sidelength \( \ell Q \) of any cube \( Q \in \mathcal{D}^\beta \) is \( 2^k \) for some \( k \in \mathbb{Z} \);
(ii) for \( Q, Q' \in \mathcal{D}^\beta \), \( Q \cap Q' \in \{ Q, Q', \emptyset \} \);
(iii) for each \( k \in \mathbb{Z} \), the family \( \mathcal{D}^\beta_k := \{ Q \in \mathcal{D}^\beta : \ell Q = 2^k \} \) forms a partition of \( \mathbb{R}^d \).

Definition 4.5 We say a collection of dyadic cubes \( S^\beta = \{ Q_{j,k} \}_{j,k \in \mathbb{Z}} \subset \mathcal{D}^\beta \) is a sparse family if

(i) for each fixed \( k \), the family \( \{ Q_{j,k} \}_{j \in \mathbb{Z}} \) is pairwise disjoint;
(ii) if \( A_k = \bigcup_{j \in \mathbb{Z}} Q_{j,k} \), then \( A_{k+1} \subset A_k \).
(iii) \( |A_{k+1} \cap Q_{j,k}| \leq \frac{1}{2} |Q_{j,k}| \).

Given a sparse family \( S^\beta = \{ Q_{j,k} \}_{j,k \in \mathbb{Z}} \subset \mathcal{D}^\beta \), for each \( Q_{j,k} \in S^\beta \), define \( E_{Q,j,k} := Q_{j,k} \setminus A_{k+1} \). Then the sets in the family \( \{ E_Q \}_{Q \in S^\beta} \) are pairwise disjoint.

We refer to [12] for the following.

Lemma 4.6 There are \( 2^d \) dyadic grids \( \mathcal{D}^\beta \) such that for any cube \( Q \in \mathbb{R}^d \), there exists a cube \( R \in \mathcal{D}^\beta \) for some \( \beta \) such that \( Q \subset R \) and \( \ell R \leq 6 \ell Q \).

The \( 2^d \) dyadic grids in our case will be considered by taking \( \beta \in \{ 0, \frac{1}{3} \}^d \).
4.3 Some properties of weighted Orlicz spaces

Let \( q \geq 1 \) such that \( \Phi \in \mathcal{H}^q \). For \( \sigma \) a weight on \( \mathbb{R}^d \), let us define on \( L^\Phi(\sigma) \) the following quantity

\[
\| f \|_{L^\Phi \sigma} := \int_{\mathbb{R}^d} \Phi (|f(x)|) \sigma(x) \, dx.
\]  

(4.4)

We note that the mapping \( f \mapsto \| f \|_{L^\Phi \sigma} \) is not in general a norm on \( L^\Phi(\sigma) \) (see for example [24, 25]).

We refer to [6] for the following inequalities between \( \| \cdot \|_{L^\Phi \sigma} \) and \( \| \cdot \|_{L^\Phi \sigma}^{\text{lux}} \).

\[
\| f \|_{L^\Phi \sigma} \lesssim \max \left\{ \| f \|_{L^\Phi \sigma}^{\text{lux}}, \left( \| f \|_{L^\Phi \sigma}^{\text{lux}} \right)^q \right\} \quad \text{and} \quad \| f \|_{L^\Phi \sigma}^{\text{lux}} \lesssim \max \left\{ \| f \|_{L^\Phi \sigma}, \left( \| f \|_{L^\Phi \sigma}^{\text{lux}} \right)^{\frac{1}{q}} \right\}.
\]  

(4.5)

If in the definition of the weighted maximal function \( \mathcal{M}_\sigma \), we restrict the supremum to dyadic cubes in the grid \( D^\beta \), we obtain the dyadic weighted maximal function denoted \( \mathcal{M}_{\sigma}^{D^\beta} \).

Let us recall the following theorem (see [5, Theorem 3.4]).

**Theorem 4.7** Let \( \Phi \in \mathcal{H} \) and \( \sigma \) a weight on \( \mathbb{R}^d \). If \( \Phi \in \nabla_2 \), then there exists a constant \( C := C_\Phi > 0 \) such that for any \( f \in L^\Phi(\sigma) \),

\[
\int_{\mathbb{R}^d} \Phi \left( \mathcal{M}_{\sigma}^{D^\beta}(f)(x) \right) \sigma(x) \, dx \leq C \int_{\mathbb{R}^d} \Phi (|f(x)|) \sigma(x) \, dx.
\]  

(4.6)

Kokilashvili and Krbec gave in [15] a necessary and sufficient condition for the Hardy–Littlewood maximal function \( \mathcal{M} \) to be bounded on a Orlicz space. More precisely, they proved that \( \mathcal{M} : L^\Phi \longrightarrow L^\Phi \) boundedly if and only if \( \Phi \in \nabla_2 \). The condition \( \nabla_2 \) is then relevant in Theorem 4.7.

Let \( \lambda > 0 \) and \( \vec{f} := (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \). We denote by \( D^*_\lambda(\vec{f}) \) the set of all maximal dyadic cubes \( Q \) in \( D^\beta \) with respect to the inclusion satisfying the condition

\[
\prod_{i=1}^n \frac{1}{\sigma_i(Q)} \int_Q |f_i(y)| \sigma_i(y) \, dy > \lambda.
\]  

(4.7)

The cubes in \( D^*_\lambda(\vec{f}) \) are pairwise disjoint and moreover,

\[
\left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\beta}(\vec{f})(x) > \lambda \right\} = \bigcup_{Q \in D^*_\lambda(\vec{f})} Q.
\]  

(4.8)

The following estimates are useful for our purpose.
Proposition 4.8 Let $$\sigma_1, \ldots, \sigma_n$$ be weights on $$\mathbb{R}^d$$. Let $$\Phi_1, \ldots, \Phi_n \in \mathcal{U}$$, and let $$\Phi$$ be a one-to-one correspondence from $$\mathbb{R}_+$$ to itself such that $$\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}$$. Define $$v_\sigma := \frac{1}{\Phi(\prod_{i=1}^n \Phi_i^{-1}(\frac{1}{\sigma_i}))}$$. Then the following are satisfied.

(i) There exists a constant $$C_1 := C_{n, \Phi, \Phi_1, \ldots, \Phi_n} > 0$$ such that for any $$\lambda > 0$$ and for any $$1 \leq i \leq n$$, $$0 \neq f_i \in L^{\Phi_i}(\sigma_i),$$

$$v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\beta}(x) > \lambda \right\} \right) \leq \frac{C_1}{\Phi(\lambda)}.$$  \hspace{1cm} (4.9)

(ii) Let $$\Psi \in \mathcal{U}$$. If the function $$t \mapsto \frac{\Psi(t)}{\Phi(t)}$$ is increasing on $$\mathbb{R}_+$$, then there exists a constant $$C_2 := C_{n, \Psi, \Phi, \Phi_1, \ldots, \Phi_n} > 0$$ such that for any $$\lambda > 0$$ and any $$(f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$$ with $$f_i \neq 0$$, for $$i = 1, \ldots, n$$,

$$\sum_{R \in D^\beta_n(\vec{g})} \frac{1}{\Psi \circ \Phi^{-1}(\frac{1}{v_\sigma(R)})} \leq C_2 \frac{\Phi(\lambda)}{\Psi(\lambda)} v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\beta}(\vec{g})(x) > \lambda \right\} \right),$$

where $$\vec{g} := (g_1, \ldots, g_n)$$, with $$g_i = \frac{f_i}{\|f_i\|_{L^{\Phi_i}(\sigma_i)}}.$$  \hspace{1cm} (4.10)

(iii) If for any $$1 \leq i \leq n$$, $$\Phi_i \in \nabla_2$$, then there exists a constant $$C_3 := C_{\Phi, \Phi_1, \ldots, \Phi_n} > 0$$ such that for any $$\vec{f} := (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n),$$

$$\int_{\mathbb{R}^d} \Phi \left( \mathcal{M}_{\sigma}^{D^\beta}(\vec{f})(x) \right) v_\sigma(x) \, dx \leq C_3 \sum_{i=1}^n \int_{\mathbb{R}^d} \Phi_i(|f_i(x)|) \sigma_i(x) \, dx.$$  \hspace{1cm} (4.11)

Proof i) Let $$\lambda > 0$$, and $$(f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$$. Suppose that for any $$1 \leq i \leq n$$, $$f_i \neq 0$$. Put $$\vec{g} := (g_1, \ldots, g_n)$$, with $$g_i := \frac{f_i}{\|f_i\|_{L^{\Phi_i}(\sigma_i)}}$$, for $$1 \leq i \leq n$$.

Let $$D^\beta_n(\vec{g})$$ be the set of all maximal cubes $$Q$$ in $$D^\beta$$ with respect to the inclusion such that

$$\prod_{i=1}^n \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y) \, dy > \lambda.$$  

We have from (4.8) that

$$E_\lambda := \left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\beta}(\vec{g})(x) > \lambda \right\} = \bigcup_{Q \in D^\beta_n(\vec{g})} Q.$$
Let $Q \in D_{\lambda}^*(\vec{g})$. Using Proposition 4.1 and Lemma 4.3, we obtain

$$\Phi(\lambda)v_{\sigma}(Q) \lesssim \int_Q \Phi \left( \prod_{i=1}^{n} \frac{1}{\sigma_i(x)} \times \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y)dy \right) v_{\sigma}(x)dx$$

$$\lesssim \int_Q \Phi \left( \prod_{i=1}^{n} \frac{1}{\sigma_i(x)} \right) \Phi \left( \prod_{i=1}^{n} \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y)dy \right) v_{\sigma}(x)dx$$

$$= \int_Q \Phi \left( \prod_{i=1}^{n} \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y)dy \right) dx$$

$$\lesssim \sum_{i=1}^{n} \int_Q \Phi_i \left( \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y)dy \right) dx$$

$$\lesssim \sum_{i=1}^{n} \int_Q \Phi_i \left( \frac{1}{\sigma_i(Q)} \int_Q |g_i(y)| \sigma_i(y)dy \right) \sigma_i(Q)$$

$$\lesssim \sum_{i=1}^{n} \int_Q \Phi_i (|g_i(y)|) \sigma_i(y)dy.$$

As the cubes in $D_{\lambda}^*(\vec{g})$ are pairwise disjoint, we deduce that

$$v_{\sigma}(E_\lambda) = v_{\sigma} \left( \bigcup_{Q \in D_{\lambda}^*(\vec{g})} Q \right)$$

$$= \sum_{Q \in D_{\lambda}^*(\vec{g})} v_{\sigma}(Q)$$

$$\lesssim \frac{1}{\Phi(\lambda)} \sum_{i=1}^{n} \sum_{Q \in D_{\lambda}^*(\vec{g})} \int_Q \Phi_i (|g_i(y)|) \sigma_i(y)dy$$

$$= \frac{1}{\Phi(\lambda)} \sum_{i=1}^{n} \int_{\bigcup_{Q \in D_{\lambda}^*(\vec{g})} Q} \Phi_i (|g_i(y)|) \sigma_i(y)dy$$

$$\lesssim \frac{1}{\Phi(\lambda)} \sum_{i=1}^{n} \int_{\mathbb{R}^d} \Phi_i (|g_i(y)|) \sigma_i(y)dy$$

$$\lesssim \frac{1}{\Phi(\lambda)}.$$
(ii) Let us set
\[ \tilde{\Omega}_3(t) = \frac{1}{\Psi \circ \Phi^{-1} \left( \frac{1}{t} \right)} \quad \forall \ t > 0 \] and \( \tilde{\Omega}_3(0) = 0. \)

Since \( \Psi \in \mathcal{U} \) and \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}_+^* \), it follows from Lemma 4.2 that \( \tilde{\Omega}_3 \in \mathcal{U} \). We then obtain
\[
\sum_{R \in D'_3(\mathcal{g})} \tilde{\Omega}_3 \left( v_{\sigma} (R) \right) \lesssim \tilde{\Omega}_3 \left( \sum_{R \in D'_3(\mathcal{g})} v_{\sigma} (R) \right) = \tilde{\Omega}_3 \left( v_{\sigma} (E_\lambda) \right)
\]
\[
= \frac{\tilde{\Omega}_3 \left( v_{\sigma} (E_\lambda) \right)}{v_{\sigma} (E_\lambda)} \times v_{\sigma} (E_\lambda)
\]
\[
\lesssim \frac{\tilde{\Omega}_3 \left( \frac{1}{\Psi(\lambda)} \right)}{\Phi(\lambda)} \times v_{\sigma} (E_\lambda)
\]
\[
= \Phi(\lambda) \frac{1}{\Psi \circ \Phi^{-1} \Phi(\lambda)} \times v_{\sigma} (E_\lambda) = \frac{\Phi(\lambda)}{\Psi(\lambda)} \times v_{\sigma} (E_\lambda).
\]

(iii) Using Theorem 4.7, we obtain
\[
L := \int_{\mathbb{R}^d} \Phi \left( \mathcal{M}_{\sigma}^{D_\beta} (\mathcal{g}) (x) \right) v_{\sigma} (x) dx
\]
\[
\lesssim \int_{\mathbb{R}^d} \Phi \left( \prod_{i=1}^n \mathcal{M}_{\sigma_i}^{D_\beta} (f_i) (x) \right) v_{\sigma} (x) dx
\]
\[
= \int_{\mathbb{R}^d} \Phi \left( \prod_{i=1}^n \frac{\Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right) \times \mathcal{M}_{\sigma_i}^{D_\beta} (f_i) (x)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right)} \right) v_{\sigma} (x) dx
\]
\[
\lesssim \int_{\mathbb{R}^d} \Phi \left( \prod_{i=1}^n \frac{1}{\sigma_i(x)} \right) \Phi \left( \prod_{i=1}^n \frac{\mathcal{M}_{\sigma_i}^{D_\beta} (f_i) (x)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right)} \right) v_{\sigma} (x) dx
\]
\[
= \int_{\mathbb{R}^d} \Phi \left( \prod_{i=1}^n \frac{\mathcal{M}_{\sigma_i}^{D_\beta} (f_i) (x)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right)} \right) dx
\]
\[
\lesssim \sum_{i=1}^n \int_{\mathbb{R}^d} \Phi_i \left( \frac{\mathcal{M}_{\sigma_i}^{D_\beta} (f_i) (x)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right)} \right) dx
\]
\[
\sum_{i=1}^{n} \int_{\mathbb{R}^d} \frac{\Phi_i \left( \mathcal{M}_{\sigma_i}^{D^\psi} (f_i)(x) \right)}{\Phi_i \left( \Phi_i^{-1} \left( \frac{1}{\sigma_i(x)} \right) \right)} \, dx
\]
\[
= \sum_{i=1}^{n} \int_{\mathbb{R}^d} \Phi_i \left( \mathcal{M}_{\sigma_i}^{D^\psi} (f_i)(x) \right) \sigma_i(x) \, dx
\]
\[
\preceq \sum_{i=1}^{n} \int_{\mathbb{R}^d} \Phi_i (|f_i(x)|) \sigma_i(x) \, dx.
\]

The proof is complete. \(\square\)

Let \(\Psi, \Phi_1, \ldots, \Phi_n \in \mathcal{U}\) and let \(\Phi\) be a one-to-one correspondence from \(\mathbb{R}_+\) to itself such that \(\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}\).

Note that if for any \(1 \leq i \leq n, \sigma_i \equiv \sigma\) then the \(\nu_{\sigma}\) reduces to \(\sigma\). In this case, the proof of the above proposition can be handled as follows.

- The convexity of each \(\Phi_i\) and the generalized Young’s inequality are enough to obtain assertion (i) and the constant \(C_1\) in the inequality (4.9) is \(n\).
- Let \(q \geq 1\) be such that \(\Psi \in \mathcal{U}^q\). The fact that the function \(t \mapsto \frac{\Psi(t)}{\Phi(t)}\) defined \(\mathbb{R}^*_+\) is increasing is sufficient to prove assertion (ii) and the constant \(C_2\) in (4.10) is \(C q n^{nq}\).
- Assertion (iii) follows from the fact that each \(\Phi_i\) satisfies the \(\nabla_2\)-condition, and the generalized Young’s inequality.

In this last case, one doesn’t need the \(\Phi_i\)’s to belong to the class \(\hat{\mathcal{U}}\). In the above case, Proposition 4.8 takes the following form.

**Corollary 4.9** Let \(\sigma\) be a weight on \(\mathbb{R}^d\). Let \(\Psi, \Phi_1, \ldots, \Phi_n \in \mathcal{U}\), and let \(\Phi\) be a one-to-one correspondence from \(\mathbb{R}_+\) to itself such that \(\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}\). Then the following are satisfied.

(i) For any \(\lambda > 0\) and any \(1 \leq i \leq n, 0 \neq f_i \in L^\Phi_i (\sigma)\),

\[
\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\psi} \left( \frac{f_1}{\|f_1\|_{L_{\Phi_1}^\sigma}}, \ldots, \frac{f_n}{\|f_n\|_{L_{\Phi_n}^\sigma}} \right)(x) > \lambda \right\} \right) \leq \frac{n}{\Phi(\lambda)}.
\]

(ii) Let \(q \geq 1\) be such that \(\Psi \in \mathcal{U}^q\). If the function \(t \mapsto \frac{\Psi(t)}{\Phi(t)}\) is increasing on \(\mathbb{R}^*_+\), then for any \(\lambda > 0\) and any \((f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma)\) with \(f_i \neq 0\), for \(i = 1, \ldots, n\),

\[
\sum_{R \in \mathcal{D}^*_+(g)} \frac{1}{\Psi \circ \Phi^{-1} \left( \frac{1}{\sigma(R)} \right)} \leq C q n^{nq} \frac{\Phi(\lambda)}{\Psi(\lambda)} \sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}_{\sigma}^{D^\psi} \left( \frac{g}{f_i} \right)(x) > \lambda \right\} \right),
\]

where \(g := (g_1, \ldots, g_n)\), with \(g_i = \frac{f_i}{\|f_i\|_{L_{\Phi_i}^\sigma}}\).
(iii) If for any \(1 \leq i \leq n\), \(\Phi_i \in \mathcal{V}_2\), then there exists a constant \(C := C_{\Phi_1, \ldots, \Phi_n} > 0\) such that for any \((f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma)\),

\[
\int_{\mathbb{R}^d} \Phi \left( \mathcal{M}_{\frac{d}{\sigma}}^n (f_1, \ldots, f_n)(x) \right) \sigma(x) dx \leq C \sum_{i=1}^n \int_{\mathbb{R}^d} \Phi_i(|f_i(x)|) \sigma(x) dx.
\]

\[(4.14)\]

We finish this section with the following useful result.

**Proposition 4.10** Let \(\sigma_1, \ldots, \sigma_n, \omega\) be weights on \(\mathbb{R}^d\), \(\Psi, \Phi_1, \ldots, \Phi_n \in \mathcal{U}\), and \(T : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \rightarrow L^\Psi(\omega)\) a nonnegative operator. Suppose that there are constants \(C_1, C_2 > 0\) such that for \(1 \leq i \leq n\), \(0 \neq f_i \in L^{\Phi_i}(\sigma_i)\),

\[
\int_{\mathbb{R}^d} \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\prod_{i=1}^n \| f_i \|_{L^{\Phi_i}}^{\text{lux}}} \right) \omega(x) dx \leq C_1 C_2.
\]

\[(4.15)\]

If \(\Psi \in \widetilde{\mathcal{U}}\), then there exists a constant \(C_3 > 0\) such that for any \((f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)\),

\[
\|T(f_1, \ldots, f_n)\|_{L^{\Psi}}^{\text{lux}} \leq C_3 \Psi^{-1}(C_2) \prod_{i=1}^n \| f_i \|_{L^{\Phi_i}}^{\text{lux}}.
\]

\[(4.16)\]

**Proof** As \(\Psi \in \widetilde{\mathcal{U}}\), it follows from Lemma 4.3, that there exists a constant \(C\) such that

\[
\Psi \left( \frac{s}{t} \right) \leq C \frac{\Psi(s)}{\Psi(t)}, \quad \forall \ s, t > 0.
\]

As \(\Psi \in \Delta'\), there exists a constant \(C' > 0\) such that

\[
\Psi(st) \leq C' \Psi(s) \Psi(t), \quad \forall \ s, t > 0.
\]

We set

\[
C_3 := \max\{1; CC' \Psi(1)\}.
\]

Let \((f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)\). Let us suppose that for \(1 \leq i \leq n\), \(f_i \neq 0\). As (4.15) holds, we have

\[
L := \int_{\mathbb{R}^d} \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{C_3 \Psi^{-1}(C_2) \prod_{i=1}^n \| f_i \|_{L^{\Phi_i}}^{\text{lux}}} \right) \omega(x) dx
\]

\[
\leq \frac{1}{C_3} \int_{\mathbb{R}^d} \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\Psi^{-1}(C_2) \prod_{i=1}^n \| f_i \|_{L^{\Phi_i}}^{\text{lux}}} \right) \omega(x) dx
\]
\[
\begin{align*}
&\leq \frac{1}{CC'C_1\Psi(1)} \int_{\mathbb{R}^d} \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\Psi^{-1}(C_2) \prod_{i=1}^n \|f_i\|_{L_{\sigma_i}^{\Phi_i}}} \right) \omega(x)dx \\
&\leq \frac{1}{CC'C_1\Psi(1)} \int_{\mathbb{R}^d} C' \Psi \left( \frac{1}{\Psi^{-1}(C_2)} \right) \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\prod_{i=1}^n \|f_i\|_{L_{\sigma_i}^{\Phi_i}}} \right) \omega(x)dx \\
&\leq \frac{1}{CC'C_1\Psi(1)} \int_{\mathbb{R}^d} C'C\Psi(1) \Psi \left( \Psi^{-1}(C_2) \right) \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\prod_{i=1}^n \|f_i\|_{L_{\sigma_i}^{\Phi_i}}} \right) \omega(x)dx \\
&= \frac{1}{C_1C_2} \int_{\mathbb{R}^d} \Psi \left( \frac{T(f_1, \ldots, f_n)(x)}{\prod_{i=1}^n \|f_i\|_{L_{\sigma_i}^{\Phi_i}}} \right) \omega(x)dx \\
&\leq \frac{1}{C_1C_2} \times C_1C_2 = 1.
\end{align*}
\]

4.4 Example of weights for (3.6)

In the following, we prove that the converse of (3.6) always holds. We also prove that if each of the involved weights is in the Muckenhoupt class \(A_1\), then (3.6) holds.

**Proposition 4.11** Let \(\sigma_1, \ldots, \sigma_n\) be weights on \(\mathbb{R}^d\), and let \(\Phi_1, \ldots, \Phi_n \in \tilde{\mathcal{U}}\). Assume that \(\Phi\) is a one-to-one correspondence from \(\mathbb{R}_+\) to itself such that \(\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}\). Define \(\nu_{\sigma} := \frac{1}{\Phi(\prod_{i=1}^n \Phi_i^{-1}(\frac{1}{\sigma_i}))}\). Then the following assertions hold.

(i) There exists a constant \(C_1 := C_{n,\Phi_1,\ldots,\Phi_n} > 0\) such that

\[
\Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right) \right) \nu_{\sigma}(Q) \leq C_1, \quad \forall \ Q \in \tilde{\mathcal{Q}}. \tag{4.17}
\]

(ii) If for each \(1 \leq i \leq n, \sigma_i \in A_1\), then there exists a constant \(C_2 := C_{n,\Phi_1,\ldots,\Phi_n} > 0\) such that

\[
\frac{C_2}{\sum_{i=1}^n [\sigma_i]_{A_1}} \leq \Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right) \right) \nu_{\sigma}(Q), \quad \forall \ Q \in \tilde{\mathcal{Q}}. \tag{4.18}
\]

**Proof** (i) Let \(1 \leq i \leq n\). Since \(\Phi_i \in \tilde{\mathcal{U}}\), we deduce that

\[
\Phi_i \left( \frac{s}{t} \right) \leq C_i \frac{\Phi_i(s)}{\Phi_i(t)}, \quad \forall \ s, t > 0.
\]
It follows that
\[
\frac{\Phi_i^{-1}(s)}{\Phi_i^{-1}(t)} \leq \Phi_i^{-1}\left(\frac{C_i}{t} \frac{s}{t}\right), \quad \forall s, t > 0.
\]

As \(\Phi_i \in \Delta'\) for any \(1 \leq 1 \leq n\), we have that \(\Phi \in \Delta'.\) Let \(Q \in Q\). We obtain

\[
T := \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) v_\sigma(Q)
\]

\[
= \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) v_\sigma(x)dx
\]

\[
= \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right) \times \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) v_\sigma(x)dx
\]

\[
\lesssim \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right)\right) \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) v_\sigma(x)dx
\]

\[
= \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) dx \lesssim \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) dx
\]

\[
= \int_Q \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right)\right) dx
\]

\[
\lesssim \int_Q \sum_{i=1}^{n} \Phi_i^{-1}\left(\frac{\sigma_i(x)}{\sigma_i(Q)}\right) dx = \sum_{i=1}^{n} \int_Q \frac{\sigma_i(x)}{\sigma_i(Q)} dx = n.
\]

(ii) Let us assume that for each \(1 \leq i \leq n, \sigma_i \in A_1\). Let \(1 \leq i \leq n\). As \(\Phi_i \in \Delta'\), we have that \(\Phi_i^{-1} \in \Delta''\). Now let \(Q \in Q\). Let \(x \in Q\). We have

\[
\frac{1}{|Q|} \frac{\Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right)\right)}{\Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right)} = \frac{1}{|Q|} \frac{\Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right) \times \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right)}{\Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right)}
\]

\[
\lesssim \frac{1}{|Q|} \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right)\right) \lesssim \frac{1}{|Q|} \Phi \left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{\sigma_i(Q)}{\sigma_i(x)}\right)\right)
\]

\[
\lesssim \frac{1}{|Q|} \sum_{i=1}^{n} \Phi_i^{-1}\left(\frac{\sigma_i(Q)}{\sigma_i(x)}\right) = \frac{1}{|Q|} \sum_{i=1}^{n} \frac{\sigma_i(Q)}{\sigma_i(x)}
\]

\[
\lesssim \sum_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|} \left(\inf_{x \in \sigma_i} (\sigma_i(x))^{-1}\right) \lesssim \sum_{i=1}^{n} \sigma_i \mathbb{A}.
\]
We deduce that

\[
\frac{1}{|Q|\Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right)} \lesssim \left(\sum_{i=1}^{n} [\sigma_i]_{A_1}\right) \Phi\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(x)}\right)\right)
\]

\[= \left(\sum_{i=1}^{n} [\sigma_i]_{A_1}\right) \nu_{\sigma^{-1}}(x), \quad \forall x \in Q.
\]

It follows that

\[
\sum_{i=1}^{n} [\sigma_i]_{A_1} \lesssim \phi_1^{-1}\left(\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right)\right) \nu_{\sigma^{-1}}(Q), \quad \forall Q \in \mathcal{Q}.
\]

The proof is complete. \(\Box\)

## 5 Proofs of the results

### 5.1 Proofs of Carleson embedding results

Let \(\sigma\) be a weight on \(\mathbb{R}^d\), \(f\) a measurable function on \(\mathbb{R}^d\), and \(Q \in \mathcal{D}^\beta\). We will be using the notation

\[
m_\sigma(f, Q) := \frac{1}{\sigma(Q)} \int_Q |f(x)| \sigma(x) \, dx.
\]

(5.1)

**Proposition 5.1** \([24, \text{Corollary 7}]\) Let \(\Phi \in \mathcal{U}\), and let \(\sigma\) be a weight on \(\mathbb{R}^d\). For any cube \(Q \in \mathcal{Q}\),

\[
\frac{1}{\|\chi_Q\|_{L^\infty_{\Phi\sigma}}} = \Phi^{-1}\left(\frac{1}{\sigma(Q)}\right),
\]

(5.2)

We first prove Proposition 3.3.

**Proof of Proposition 3.3** Let us assume that (3.6) and (3.7) hold. Let \(R \in \mathcal{D}^\beta\). Let \(Q \in \mathcal{D}^\beta\) such that \(Q \subset R\). Then by Proposition 5.1, we have

\[
\Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right) = \frac{1}{\|\chi_R\|_{L^\infty_{\Phi\sigma_i}}}, \quad \forall 1 \leq i \leq n.
\]

Hence

\[
\prod_{i=1}^{n} \Phi_i^{-1}\left(\frac{1}{\sigma_i(Q)}\right) = \prod_{i=1}^{n} \frac{1}{\sigma_i(Q)} \int_Q \frac{\chi_R(x)}{\|\chi_R\|_{L^\infty_{\Phi\sigma_i}}} \sigma_i(x) \, dx.
\]
As $\Psi \in \mathcal{U}$ and $t \mapsto \frac{\Psi(t)}{\Phi(t)}$ is increasing on $\mathbb{R}_+^n$, we can deduce with the help of Lemma 4.2, that $\Psi \circ \Phi^{-1} \in \mathcal{U}$. As (3.6) and (3.4) are satisfied, we then obtain

$$
\sum_{Q \subset R, Q \in \mathcal{D}^\beta} \lambda_Q \Psi \circ \Phi^{-1} \left( \frac{1}{v_\sigma(R)} \right) \lesssim \sum_{Q \subset R, Q \in \mathcal{D}^\beta} \lambda_Q \Psi \circ \Phi^{-1} \left( \Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \right)
$$

$$
= \sum_{Q \subset R, Q \in \mathcal{D}^\beta} \lambda_Q \Psi \left( \prod_{i=1}^n \frac{1}{\sigma_i(Q)} \int_Q \frac{\chi_R(x)}{\|X\|_{\Phi_i}^\sigma_i} \sigma_i(x) \, dx \right)
$$

$$
\lesssim 1.
$$

\[\Box\]

We next prove Theorem 3.2

**Proof of Theorem 3.2** Let us suppose that (3.3) holds.

Let $\mathcal{P}(\mathcal{D}^\beta)$ be the power set of $\mathcal{D}^\beta$. Consider the mapping $\mu$ defined on $\mathcal{P}(\mathcal{D}^\beta)$ by

$$
\mu(A) = \sum_{Q \in \mathcal{D}^\beta} \lambda_Q \chi_A(Q), \quad \forall \ A \in \mathcal{P}(\mathcal{D}^\beta).
$$

By construction, $\mu$ is a counting measure on $\mathcal{P}(\mathcal{D}^\beta)$ such that

$$
\mu(\{Q\}) = \lambda_Q, \quad \forall \ Q \in \mathcal{D}^\beta.
$$

Let $1 \leq i \leq n$ and $f_i \in L^{\Phi_i(\sigma_i)}$ such that $f_i \not\equiv 0$. Put $g_i = f_i \|f_i\|_{\Phi_i}^{\sigma_i}$ and $\vec{g} := (g_1, \ldots, g_n)$. Let us fix $t > 0$ and consider $\mathcal{D}_t(\vec{g})$ (resp. $\mathcal{D}_t^\ast(\vec{g})$) the set of dyadic cubes $Q$ (resp. maximal dyadic cubes $Q$ with respect to the inclusion) such that

$$
\prod_{i=1}^n \frac{1}{\sigma_i(Q)} \int_Q |g_i(x)| \sigma_i(x) \, dx > t.
$$

As (3.3) holds and since any element of $\mathcal{D}_t(\vec{g})$ is a subset of a unique element of $\mathcal{D}_t^\ast(\vec{g})$, it follows from assertion $(ii)$ in Proposition 4.8, that

$$
\mu(\mathcal{D}_t(\vec{g})) = \mu \left( \bigcup_{Q \in \mathcal{D}_t(\vec{g})} \{Q\} \right) \leq \mu \left( \bigcup_{R \in \mathcal{D}_t^\ast(\vec{g})} \bigcup_{Q \in \mathcal{D}_t(\vec{g}) : Q \subset R} \{Q\} \right) \leq \sum_{R \in \mathcal{D}_t^\ast(\vec{g})} \sum_{Q \subset R : Q \in \mathcal{D}^\beta} \lambda_Q.
$$
\[
\leq \sum_{R \in \mathcal{D}^*_\ast} \frac{\Lambda}{\Psi \circ \Phi^{-1} \left(\frac{1}{\nu_\sigma (R)}\right)} \\
\leq \Lambda C \frac{\Phi(t)}{\Psi(t)} v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}^{D^\beta}_\sigma (\overrightarrow{g})(x) > t \right\} \right).
\]

As each \( \Phi_i \in \mathcal{U} \) and \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \), we deduce that \( \Phi \) is in \( \mathcal{C}^1 \) and \( \Phi'(t) \approx \frac{\Phi(t)}{t} \), for all \( t > 0 \). Indeed, we have

\[
\begin{align*}
\Phi_i \in \mathcal{U}, \quad \forall 1 \leq i \leq n \Rightarrow \Phi_i(t) &\approx \frac{\Phi_i(t)}{t}, \quad \forall t > 0, \quad \forall 1 \leq i \leq n \\
\Rightarrow \left( \Phi_i^{-1} \right)'(t) &\approx \frac{\Phi_i^{-1}(t)}{t}, \quad \forall t > 0, \quad \forall 1 \leq i \leq n \\
\Rightarrow \left( \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \right)'(t) &\approx \sum_{i=1}^{n} \frac{\Phi_i^{-1}(t)}{t} \times \prod_{j=1, j \neq i}^{n} \Phi_j^{-1}(t), \quad \forall t > 0 \\
\Rightarrow \left( \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \right)'(t) &\approx \prod_{i=1}^{n} \Phi_i^{-1}(t), \quad \forall t > 0 \\
\Rightarrow \Phi'(t) &\approx \frac{\Phi(t)}{t}, \quad \forall t > 0.
\end{align*}
\]

It follows that \( \frac{\Phi(t)}{\Psi(t)} \approx \frac{\Phi'(t)}{\Psi'(t)} \), for all \( t > 0 \). We deduce that

\[
\mu \left( \mathcal{D}_t (\overrightarrow{g}) \right) \leq \Lambda C \frac{\Phi(t)}{\Psi(t)} v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}^{D^\beta}_\sigma (\overrightarrow{g})(x) > t \right\} \right), \quad \forall t > 0.
\]

If follows from the above and the boundedness of the weighted dyadic maximal function that

\[
S := \sum_{Q \in \mathcal{D}^\beta} \lambda_Q \Psi \left( \prod_{i=1}^{n} m_{\sigma_i} (g_i, Q) \right) \\
= \int_0^\infty \psi'(t) \mu \left( \left\{ Q \in \mathcal{D}^\beta : \prod_{i=1}^{n} m_{\sigma_i} (g_i, Q) > t \right\} \right) dt \\
= \int_0^\infty \psi'(t) \mu \left( \mathcal{D}_t (\overrightarrow{g}) \right) dt \\
\leq \int_0^\infty \psi'(t) \left( \Lambda C \frac{\Phi'(t)}{\Psi'(t)} v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}^{D^\beta}_\sigma (\overrightarrow{g})(x) > t \right\} \right) \right) dt \\
= \Lambda C \int_0^\infty \Phi'(t) v_\sigma \left( \left\{ x \in \mathbb{R}^d : \mathcal{M}^{D^\beta}_\sigma (\overrightarrow{g})(x) > t \right\} \right) dt \\
= \Lambda C \int_{\mathbb{R}^d} \Phi \left( \mathcal{M}^{D^\beta}_\sigma (\overrightarrow{g})(x) \right) v_\sigma (x) dx
\]
\[ \leq \Lambda C \sum_{i=1}^{n} \int_{\mathbb{R}^d} \Phi_i \left( |g_i(x)| \right) \sigma_i(x) \, dx \leq n \Lambda C. \]

The proof is complete. \qed

Let \( \Phi_1, \ldots, \Phi_n \in \mathcal{U} \). Let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+ \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \). If for any \( 1 \leq i \leq n, \sigma_i \equiv \sigma \), then we know that \( \nu_\sigma \) is just \( \sigma \). In this case, inequalities (3.3) and (3.4) are equivalent since the condition (3.6) is satisfied. Indeed, that condition (3.4) implies (3.3) follows from Proposition 3.3. To prove that condition (3.3) implies (3.4), it suffices to replace in the proof of Theorem 3.2, the assertions (ii) and (iii) in Proposition 4.8 by the assertions (ii) and (iii) of Corollary 4.9 respectively. Theorem 3.2 then reduces to the following.

**Corollary 5.2** Let \( \{\lambda_Q\}_{Q \in D^\beta} \) be a sequence of positive real numbers, \( \sigma \) a weight on \( \mathbb{R}^d \), \( \Phi_1, \ldots, \Phi_n \in \mathcal{U} \cap \nabla_2 \), \( \Psi \in \mathcal{U} \). Let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+ \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \), and \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}_+^* \). Then the following assertions are equivalent.

(i) \( \{\lambda_Q\}_{Q \in D^\beta} \) is a \( (\sigma, \Psi \circ \Phi^{-1}) \)-Carleson sequence.

(ii) There exists a constant \( C := C_{n,\Psi,\Phi_1,\ldots,\Phi_n} > 0 \) such that for any \( 0 \not\equiv f_i \in L^{\Phi_i}(\sigma) \) with \( i = 1, \ldots, n \),

\[
\sum_{Q \in D^\beta} \lambda_Q \Psi \left( \prod_{i=1}^{n} m_\sigma \left( \frac{f_i}{\|f_i\|_{L^{\Phi_i}_{\Psi,\Phi}}} , Q \right) \right) \leq C. \quad (5.3)
\]

When \( n = 1 \), the above corollary is the following (see also [5]).

**Corollary 5.3** Let \( \{\lambda_Q\}_{Q \in D^\beta} \) be a sequence of positive real numbers, \( \sigma \) a weight on \( \mathbb{R}^d \), \( \Phi, \Psi \in \mathcal{U} \) such that \( \Phi \in \nabla_2 \) and \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}_+^* \). Then the following assertions are equivalent.

(i) \( \{\lambda_Q\}_{Q \in D^\beta} \) is a \( (\sigma, \Psi \circ \Phi^{-1}) \)-Carleson sequence.

(ii) There exists a constant \( C := C_{\Psi,\Phi} > 0 \) such that for any \( 0 \not\equiv f \in L^{\Phi}(\sigma) \),

\[
\sum_{Q \in D^\beta} \lambda_Q \Psi \left( m_\sigma \left( \frac{f}{\|f\|_{L^{\Phi}_{\Psi,\Phi}}} , Q \right) \right) \leq C. \quad (5.4)
\]

**Corollary 5.4** Let \( \{\lambda_Q\}_{Q \in D^\beta} \) be a sequence of positive real numbers, \( \sigma \) a weight on \( \mathbb{R}^d \), and \( \Phi \in \mathcal{U} \cap \nabla_2 \). Then the following are equivalent.

(i) \( \{\lambda_Q\}_{Q \in D^\beta} \) is a \( \sigma \)-Carleson sequence.

(ii) There exists a constant \( C > 0 \) such that for any \( 0 \not\equiv f \in L^{\Phi}(\sigma) \),

\[
\sum_{Q \in D^\beta} \lambda_Q \Phi \left( m_\sigma \left( \frac{f}{\|f\|_{L^{\Phi}_{\Psi,\Phi}}} , Q \right) \right) \leq C. \quad (5.5)
\]
5.2 Proof of the weighted inequalities for the weighted multilinear maximal function

We next prove Theorem 3.4.

**Proof of Theorem 3.4** Let us suppose that for each $1 \leq i \leq n$, $\sigma_i$ is doubling and $(\vec{\sigma}, \omega) \in M_{\Phi, \Psi}.$

Let $(f_1, \ldots, f_n) \in L^\Phi(\sigma_1) \times \cdots \times L^\Phi(\sigma_n).$ Suppose that for $1 \leq i \leq n$, $f_i \not\equiv 0.$

Put $\vec{g} := (g_1, \ldots, g_n)$, with $g_i = \frac{f_i}{\|f_i\|_{L^\Phi(\sigma_i)}}$, for $1 \leq i \leq n$. As each $\sigma_i$ is doubling, it follows from Lemma 4.6 that

$$M_{\vec{\sigma}}(\vec{g}) \lesssim \sum_{\beta \in \{0, 1/3\}} M^\beta_{\vec{\sigma}}(\vec{g}).$$

Let $q \geq 1$ such that $\Psi \in \tilde{\Psi}^q$. As $\Psi$ is convex and of upper-type $q$, we deduce that

$$\int_{\mathbb{R}^d} \Psi\left(M_{\vec{\sigma}}(\vec{g})(x)\right) \omega(x) dx \lesssim \sum_{\beta \in \{0, 1/3\}} \int_{\mathbb{R}^d} \Psi\left(M^\beta_{\vec{\sigma}}(\vec{g})(x)\right) \omega(x) dx.$$

It suffices then to prove that for any $\beta \in \{0, 1/3\}$ fixed,

$$\int_{\mathbb{R}^d} \Psi\left(M^\beta_{\vec{\sigma}}(\vec{g})(x)\right) \omega(x) dx \lesssim [\vec{\sigma}, \omega]_{M_{\Phi, \Psi}}.$$

Let $S^\beta = \{Q_{k,j}\}_{j, k \in \mathbb{Z}} \subset D^\beta$ be the family of all maximal cubes $Q_{k,j}$ with respect to the inclusion such that

$$\prod_{i=1}^n \frac{1}{\sigma_i(Q_{k,j})} \int_{Q_{k,j}} |g_i(x)| \sigma_i(x) dx > 2^k, \quad \forall \ j \in \mathbb{Z}.$$

Then $S^\beta$ is a sparse family and

$$A_k := \left\{ x \in \mathbb{R}^d : M^\beta_{\vec{\sigma}}(\vec{g})(x) > 2^k \right\} = \bigcup_{j \in \mathbb{Z}} Q_{k,j}.$$

Using that $\Psi$ is of upper-type $q$, we easily obtain

$$\int_{\mathbb{R}^d} \Psi\left(M^\beta_{\vec{\sigma}}(\vec{g})(x)\right) \omega(x) dx \lesssim \sum_{Q \in D^\beta} \lambda_Q \Psi\left(\prod_{i=1}^n \frac{1}{\sigma_i(Q)} \int_{Q} |g_i(x)| \sigma_i(x) dx\right),$$

where

$$\lambda_Q := \begin{cases} \omega(E_Q) & \text{if } Q \in S^\beta \\ 0 & \text{otherwise.} \end{cases}$$

Birkhäuser
Let us put
\[
\nu_{\sigma} := \frac{1}{\Phi\left(\prod_{i=1}^{n} \Phi_{i}^{-1}\left(\frac{1}{\sigma_{i}}\right)\right)}.
\]

Let \( R \in D^\beta \). As \((\sigma, \omega) \in M_{\Phi, \Psi}\), and since the \( E_Q \) are pairwise disjoint, we obtain
\[
\sum_{Q \subset R, Q \in D^\beta} \lambda_Q = \sum_{Q \subset R, Q \in S^\beta} \omega(E_Q) = \omega\left(\bigcup_{Q \subset R, Q \in S^\beta} E_Q\right)
\leq \omega(R) \leq \frac{[\sigma, \omega]_{M_{\Phi, \Psi}}}{\Psi \circ \Phi^{-1}\left(\frac{1}{v_{\sigma}(R)}\right)}.
\]

Thus by Theorem 3.2, we have
\[
\sum_{Q \in D^\beta} \lambda_Q \Psi\left(\prod_{i=1}^{n} \frac{1}{\sigma_i(Q)} \int_Q |g_i(x)| \sigma_i(x)dx\right) \lesssim [\sigma, \omega]_{M_{\Phi, \Psi}}.
\]

The proof is complete.

\[\square\]

**Proposition 5.5** Let \( \sigma_1, \ldots, \sigma_n, \omega \) be weights on \( \mathbb{R}^d \), and \( \Phi_1, \ldots, \Phi_n, \Psi \in \mathcal{U} \). Let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+^n \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \), and \( t \mapsto \frac{\Psi(t)}{\Phi(t)} \) is increasing on \( \mathbb{R}_+^n \). Let us put \( v_{\sigma} := \frac{1}{\Phi\left(\prod_{i=1}^{n} \Phi_{i}^{-1}\left(\frac{1}{\sigma_{i}}\right)\right)} \). If (3.6) is satisfied and \( \mathcal{M}_{\sigma} : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \rightarrow L^{\Psi}(\omega) \) boundedly, then \((\sigma, \omega) \in M_{\Phi, \Psi}\).

**Proof** Let \( R \in Q \). As (3.6) holds and \( \mathcal{M}_{\sigma} : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \rightarrow L^{\Psi}(\omega) \) boundedly, we have
\[
\omega(R) \Psi \circ \Phi^{-1}\left(\frac{1}{v_{\sigma}(R)}\right) = \int_R \Psi \circ \Phi^{-1}\left(\frac{1}{v_{\sigma}(R)}\right) \omega(x)dx
\]
\[
\lesssim \int_R \Psi \circ \Phi^{-1}\left(\Phi\left(\prod_{i=1}^{n} \Phi_{i}^{-1}\left(\frac{1}{\sigma_i(R)}\right)\right)\right) \omega(x)dx
\]
\[
= \int_R \Psi \left(\prod_{i=1}^{n} \frac{1}{\sigma_i(R)} \int_R \frac{\chi_R(y)}{\|\chi_R\|_{L^{\Phi_i}_{\sigma_i}}} \sigma_i(y)dy\right) \omega(x)dx
\]
\[
\lesssim \int_R \Psi \left(\mathcal{M}_{\sigma} \left(\frac{\chi_R}{\|\chi_R\|_{L^{\Phi_1}_{\sigma_1}}}, \ldots, \frac{\chi_R}{\|\chi_R\|_{L^{\Phi_n}_{\sigma_n}}}\right)(x)\right) \omega(x)dx
\]
\[
\lesssim 1.
\]

\[\square\]
Recall that if for any $1 \leq i \leq n$, $\sigma_i \equiv \sigma$, then the weights $v_{\sigma_i}$ and $\sigma$ are identical. In this case, under our hypotheses, (3.6) is always satisfied. Also $\sigma$ is doubling and so $M_{\sigma} : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^\Psi(\omega)$ boundedly if and only if $(\tilde{\sigma}, \omega) \in M_{\Phi_1, \Psi}$.

Indeed, if $M_{\sigma} : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^\Psi(\omega)$ boundedly, then $(\tilde{\sigma}, \omega) \in M_{\Phi_1, \Psi}$ (see Proposition 5.5). Conversely, by replacing Theorem 3.2 by Corollary 5.2 in the arguments in the proof of Theorem 3.4, we obtain that if $(\tilde{\sigma}, \omega) \in M_{\Phi_1, \Psi}$, then $M_{\sigma} : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^\Psi(\omega)$ boundedly. This proves Corollary 3.5.

Let us now prove Theorem 3.6.

**Proof of Theorem 3.6** Suppose that $M_{\sigma}$ is bounded from $L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n)$ to $L^\Psi(\omega)$.

Let $R \in Q$. Then we have

$$
T_R := \omega(R) \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right)
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \int_R \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \int_R \Psi \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

$$
\leq \left( \prod_{i=1}^n \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \times \left( \prod_{i=1}^n \left\| \int \frac{x R(y) \omega(y)}{\sigma_i(R)} \mathrm{d}y \right\|_{L^{\Phi_i}(\sigma)} \right) \omega(x) \mathrm{d}x
$$

\[ E \leq C \]
\[
\times \int_R \left( \mathcal{M}_{\vec{\sigma}} \left( \frac{\chi_R}{\|\chi_R\|_{L_{\Phi_1}^{\sigma_1}}} \cdot \ldots \cdot \frac{\chi_R}{\|\chi_R\|_{L_{\Phi_n}^{\sigma_n}}} \right) (x) \right) \omega(x) dx
\]
\[\lesssim 1.\]

Conversely, assume that \([\vec{\sigma}, \omega]_{K_{\Phi, \Psi}}\) is finite. Without loss of generality, we can fix \(n = 2\).

Let \((f_1, f_2) \in L^{\Phi_1}(\sigma_1) \times L^{\Phi_2}(\sigma_2)\). Suppose that for \(i = 1, 2\), \(f_i \neq 0\) and put \(g_i = \frac{f_i}{\|f_i\|_{L_{\Phi_i}^{\sigma_i}}}\).

As in the previous result, we only have to estimate
\[
\int_{\mathbb{R}^d} \Psi \left( \mathcal{M}_{\vec{\sigma}}^{D_\beta} (g_1, g_2)(x) \right) \omega(x) dx.
\]

Let \(S_\beta = \{ Q_{k,j} \}_{j \in \mathbb{Z}}\) be the family of maximal (with respect to inclusion) dyadic cubes such that
\[
\prod_{i=1}^2 \frac{1}{\sigma_i(Q_{k,j})} \int_{Q_{k,j}} |g_i(x)| \sigma_i(x) dx > 2^k, \quad \forall \ j \in \mathbb{Z}.
\]

We have seen in the previous theorem that \(S_\beta\) is a sparse family. As \(\Psi\) is of upper-type \(q\), we obtain
\[
L := \int_{\mathbb{R}^d} \Psi \left( \mathcal{M}_{\vec{\sigma}}^{D_\beta} (g_1, g_2)(x) \right) \omega(x) dx
\]
\[=
\sum_{Q \in S_\beta} \int_{E_Q} \Psi \left( \mathcal{M}_{\vec{\sigma}}^{D_\beta} (g_1, g_2)(x) \right) \omega(x) dx
\]
\[\lesssim \sum_{Q \in S_\beta} \Psi \left( \prod_{i=1}^2 \frac{1}{\sigma_i(Q)} \int_Q |g_i(x)| \sigma_i(x) dx \right) \omega(E_Q)
\]
\[\lesssim \sum_{Q \in S_\beta} \prod_{i=1}^2 \Psi \left( \frac{1}{\sigma_i(Q)} \int_Q |g_i(x)| \sigma_i(x) dx \right) \omega(E_Q)
\]
\[= \sum_{Q \in S_\beta} \Psi \left( \frac{1}{\sigma_1(Q)} \int_Q |g_1(x)| \sigma_1(x) dx \right) \Psi \left( \frac{1}{\sigma_2(Q)} \int_Q |g_2(x)| \sigma_2(x) dx \right) \omega(E_Q)
\]
\[= \sum_{Q \in \mathcal{D}_\beta} \lambda_Q \Psi \left( \frac{1}{\sigma_1(Q)} \int_Q |g_1(x)| \sigma_1(x) dx \right),
\]
where
\[
\lambda_Q := \begin{cases} 
\omega(E_Q) \Psi \left( \frac{1}{\sigma_2(Q)} \int_Q |g_2(x)| \sigma_2(x) dx \right) & \text{if } Q \in S_\beta \\
0 & \text{otherwise.}
\end{cases}
\]
Let $R \in D^\beta$ be fixed. We have
\[
\sum_{Q \subset R, Q \in D^\beta} \lambda_Q = \sum_{Q \subset R, Q \in S^\beta} \Psi \left( \frac{1}{\sigma_2(Q)} \int_Q |g_2(x)| \sigma_2(x) \, dx \right) \omega(E_Q)
\]
\[
= \sum_{Q \subset R, Q \in D^\beta} \lambda'_Q \Psi \left( \frac{1}{\sigma_2(Q)} \int_Q |g_2(x)| \sigma_2(x) \, dx \right),
\]
where
\[
\lambda'_Q := \begin{cases} \omega(E_Q) & \text{if } Q \in S^\beta \\ 0 & \text{otherwise.} \end{cases}
\]

As $t \mapsto \frac{\Psi(t)}{\Phi_1(t)}$ is nondecreasing on $\mathbb{R}_+$, we have that $t \mapsto \frac{1}{\Psi(\Phi_1^{-1}(t))}$ is also nondecreasing on $\mathbb{R}_+$. Let $B \in D^\beta$ and such that $B \subset R$. Since $[\sigma, \omega]_{K_{\Phi, \Psi}}$ is finite and as the $E_Q$ are pairwise disjoint, we have
\[
\sum_{Q \subset B, Q \in D^\beta} \lambda'_Q = \sum_{Q \subset B, Q \in S^\beta} \omega(E_Q) = \omega \left( \bigcup_{Q \subset B, Q \in S^\beta} E_Q \right)
\]
\[
\leq \omega(B) \leq \frac{[\sigma', \omega]_{K_{\Phi, \Psi}}}{\prod_{i=1}^2 \Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_1(B)} \right)}
\]
\[
\leq \frac{[\sigma', \omega]_{K_{\Phi, \Psi}}}{\Psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_1(R)} \right)} \times \frac{1}{\Psi \circ \Phi_2^{-1} \left( \frac{1}{\sigma_2(B)} \right)}.
\]

Hence $\{\lambda'_Q\}_{Q \in D^\beta}$ is a $(\sigma_2, \Psi \circ \Phi_2^{-1})$-Carleson sequence with Carleson constant
\[
\Lambda'_{\text{Carl}} \lesssim \frac{[\sigma', \omega]_{K_{\Phi, \Psi}}}{\Psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_1(R)} \right)}.
\]

Thus by Theorem 5.3, we have that
\[
\sum_{Q \subset R, Q \in D^\beta} \lambda_Q = \sum_{Q \subset R, Q \in D^\beta} \lambda'_Q \Psi \left( \frac{1}{\sigma_2(Q)} \int_Q |g_2(x)| \sigma_2(x) \, dx \right) \lesssim \frac{[\sigma', \omega]_{K_{\Phi, \Psi}}}{\Psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_1(R)} \right)}.
\]

We deduce that $\{\lambda_Q\}_{Q \in D^\beta}$ is a $(\sigma_1, \Psi \circ \Phi_1^{-1})$-Carleson sequence with Carleson constant
\[
\Lambda_{\text{Carl}} \lesssim [\sigma', \omega]_{K_{\Phi, \Psi}}.
\]
Two-weight inequalities for multilinear maximal functions…

It follows from Theorem 5.3 that
\[
\int_{\mathbb{R}^d} \psi \left( M^{D_{\beta}}_\sigma (g_1, g_2)(x) \right) \omega(x) dx \lesssim \sum_{Q \in D_{\beta}} \lambda_Q \psi \left( \frac{1}{\sigma_1(Q)} \int_Q |g_1(x)| \sigma_1(x) dx \right) \\
\lesssim [\vec{\sigma}, \omega] K_{\Phi, \Psi}.
\]

Hence
\[
\| M_{\sigma} (f_1, f_2) \|_{L^\infty_{\psi}} \lesssim \psi^{-1} \left( [\vec{\sigma}, \omega] K_{\Phi, \Psi} \right)^2 \prod_{i=1}^2 \| f_i \|_{L^\infty_{\sigma_i}}.
\]

The proof is complete. \hfill \square

### 5.3 Proofs of Sawyer-type results

Let us start by observing that from Lemma 4.6 one has the following.

\[
M_\alpha (\vec{\sigma} \cdot \vec{g}) \leq 6^{(nd-\alpha)} \sum_{\beta \in \{0, 1/3\}^d} M^{D_{\beta}}_\alpha (\vec{\sigma} \cdot \vec{g}). \tag{5.6}
\]

It follows from the above and the convexity of the Orlicz functions in consideration that to estimate \( M_\alpha \), it is enough to estimate its dyadic versions \( M^{D_{\beta}}_\alpha \).

Let us prove Theorem 3.7.

**Proof** For brevity consider the bilinear case as the general case follows the same way. We start by proving the following. \hfill \square

**Lemma 5.6** Suppose that \( 0 \leq \alpha < 2d \). Let \( \Phi_1, \Phi_2, \Psi \in \mathcal{U} \) be such that \( \Phi_2 \in \Delta_2 \), \( \Psi \in \Delta' \) and \( t \mapsto \frac{\Psi(t)}{\Phi_i(t)} \) is nondecreasing for any \( i = 1, 2 \). Let \( \sigma_1, \sigma_2, \omega \) be three weights. Then if \( g \) is a function with \( \text{supp}g \subset \mathbb{R} \in D_{\beta} \) and \( \| g \|_{L^\infty_{\Phi_2, \sigma_2}} = 1 \), then
\[
\int_{\mathbb{R}} \psi \left( M^{D_{\beta}}_\alpha (\chi_R \sigma_1, g \sigma_2)(x) \right) \omega(x) dx \lesssim \frac{[\vec{\sigma}, \omega] L_{\Phi, \Psi}}{\psi \circ \Phi^{-1} \left( \frac{1}{\sigma_1(R)} \right)} . \tag{5.7}
\]

**Proof** Let \( a > 2^{2d-\alpha} \). To each integer \( k \), associate the set
\[
\Omega_k := \{ x \in \mathbb{R}^d : a^k < M^{D_{\beta}}_\alpha (\chi_R \sigma_1, g \sigma_2)(x) \leq a^{k+1} \}.
\]

There exists a family \( S = \{ Q_{k,j} \}_{j \in \mathbb{N}} \) of dyadic cubes maximal with respect to the inclusion and such that
\[
\frac{1}{|Q_{k,j}|^{2-\alpha}} \int_{Q_{k,j}} \chi_R(x) \sigma_1(x) dx \int_{Q_{k,j}} |g(x)| \sigma_2(x) dx > a^k
\]
so that

\[ \Omega_k \subseteq \bigcup_{j \in \mathbb{N}} Q_{k,j}. \]

Following the usual arguments and using that \( \Psi \) is of some upper-type \( q \), we obtain that

\[
L_R(g) := \int_R \Psi \left( M_\alpha^{D_R}(\chi_R \sigma_1, g \sigma_2)(x) \right) \omega(x) dx
\]

\[
\lesssim a^q \sum_{Q \subset R, Q \in S} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q |g| \sigma_2}{|Q|^2 - \frac{\alpha q}{2}} \right) \omega(E_Q)
\]

\[
= a^q \sum_{Q \subset R, Q \in S} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q |g| \sigma_2}{|Q|^2 - \frac{\alpha q}{2}} \right) \omega(E_Q)
\]

\[
+ a^q \Psi \left( \frac{\int_R \chi_R \sigma_1 \int_R |g| \sigma_2}{|R|^2 - \frac{\alpha q}{2}} \right) \omega(E_R)
\]

\[
= a^q (T_1 + T_2)
\]

where

\[
T_1 = \sum_{Q \subset R, Q \in S} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q |g| \sigma_2}{|Q|^2 - \frac{\alpha q}{2}} \right) \omega(E_Q),
\]

and

\[
T_2 = \Psi \left( \frac{\int_R \chi_R \sigma_1 \int_R |g| \sigma_2}{|R|^2 - \frac{\alpha q}{2}} \right) \omega(E_R).
\]

Let us start by estimating the term \( T_2 \). We denote by \( \Psi_2 \) the complementary function of \( \Phi_2 \). We recall that

\[
\frac{t}{\Psi_2^{-1}(t)} \approx \Phi_2^{-1}(t) \quad \forall t > 0.
\]

We then obtain

\[
T_2 = \Psi \left( \frac{\int_R \chi_R \sigma_1 \int_R |g| \sigma_2}{|R|^2 - \frac{\alpha q}{2}} \right) \omega(E_R)
\]

\[
\lesssim \Psi \left( \frac{1}{\sigma_2(R)} \int_R |g| \sigma_2 \right) \int_R \Psi \left( M_\alpha^{D_R}(\chi_R \sigma_1, \chi_R \sigma_2) \right) \omega(x) dx
\]

\[
\lesssim \Psi \left( \frac{1}{\sigma_2(R)} \|g\|_{\Phi_2, \sigma_2} \|\chi_R\|_{\Psi_2, \sigma_2} \right) \int_R \Psi \left( M_\alpha^{D_R}(\chi_R \sigma_1, \chi_R \sigma_2) \right) \omega(x) dx
\]
\[
\begin{align*}
&\lesssim \Psi \left( \frac{1}{\sigma_2(R)} \Psi_2^{-1} \left( \frac{1}{\sigma_2(R)} \right) \right) \int_R \Psi \left( \mathcal{M}^{D^\beta}_\alpha (\chi_R \sigma_1, \chi_R \sigma_2) \right) \omega(x) dx \\
&\lesssim \Psi \circ \Phi_2^{-1} \left( \frac{1}{\sigma_2(R)} \right) \int_R \Psi \left( \mathcal{M}^{D^\beta}_\alpha (\chi_R \sigma_1, \chi_R \sigma_2) \right) \omega(x) dx \\
&\lesssim \frac{[\tilde{\sigma}, \omega]_{L_{\tilde{\phi}_1, \Psi_1}}}{\Psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_1(R)} \right)}.
\end{align*}
\]

We observe that

\[
T_1 = \sum_{Q \subset R, Q \in S} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q |g| \sigma_2}{|Q|^{2 - \frac{\alpha}{3}}} \right) \omega(E_Q)
\]

\[
\lesssim \sum_{Q \subset R, Q \in S} \Psi \left( m_{\sigma_2}(|g|, Q) \right) \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q \chi_R \sigma_2}{|Q|^{2 - \frac{\alpha}{3}}} \right) \omega(E_Q)
\]

\[
= \sum_{Q \in D^\beta} \lambda_Q \Psi \left( m_{\sigma_2}(|g|, Q) \right)
\]

where

\[
\lambda_Q := \begin{cases} 
\Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q \chi_R \sigma_2}{|Q|^{2 - \frac{\alpha}{3}}} \right) \omega(E_Q) & \text{if } Q \subset R, Q \in S \\
0 & \text{otherwise}.
\end{cases}
\]

Let us prove that \( \{\lambda_Q\}_{Q \in D} \) is \((\sigma_2, \Psi \circ \Phi_2^{-1})\)-Carleson sequence. Let \( K \in D^\beta, K \subset R \). Then

\[
\sum_{Q \in D^\beta, Q \subset K} \lambda_Q = \sum_{Q \in D^\beta, Q \subset K} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q \chi_R \sigma_2}{|Q|^{2 - \frac{\alpha}{3}}} \right) \omega(E_Q)
\]

\[
= \sum_{Q \in D^\beta, Q \subset K} \int_{E_Q} \Psi \left( \frac{\int_Q \chi_R \sigma_1 \int_Q \chi_R \sigma_2}{|Q|^{2 - \frac{\alpha}{3}}} \right) \omega(x) dx
\]

\[
\leq \int_{E_K} \Psi \left( \mathcal{M}^{D^\beta}_\alpha (\chi_R \sigma_1, \chi_R \sigma_2)(x) \right) \omega(x) dx
\]

\[
\leq \frac{1}{\Psi \circ \Phi^{-1}_1 \left( \frac{1}{\sigma_1(K)} \right)} [\tilde{\sigma}, \omega]_{L_{\tilde{\phi}_1, \Psi_1}} \frac{1}{\Psi \circ \Phi^{-1}_2 \left( \frac{1}{\sigma_2(K)} \right)}
\]

\[
\leq \frac{1}{\Psi \circ \Phi^{-1}_1 \left( \frac{1}{\sigma_1(K)} \right)} [\tilde{\sigma}, \omega]_{L_{\tilde{\phi}_1, \Psi_1}} \frac{1}{\Psi \circ \Phi^{-1}_2 \left( \frac{1}{\sigma_2(K)} \right)}.
\]
Then \( M \) is \((\sigma, \psi \circ \Phi_1^{-1})\)-Carleson sequence with Carleson constant
\[
\Lambda_{\text{Carl}} \leq \frac{[\tilde{\sigma}, \omega]_{L_{\tilde{\Phi}, \psi}}}{\psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_i(R)} \right)}.
\]

Thus by Corollary 5.3,
\[
T_1 \leq \frac{[\tilde{\sigma}, \omega]_{L_{\tilde{\Phi}, \psi}}}{\psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_i(R)} \right)}.
\]

From the estimates of \( T_1 \) and \( T_2 \), we conclude that
\[
\int_R \Psi \left( M^{D_\beta}_\alpha(\chi, g_2)(x) \right) \omega(x) dx \leq \frac{[\tilde{\sigma}, \omega]_{L_{\tilde{\Phi}, \psi}}}{\psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_i(R)} \right)}.
\]

The proof is complete. \( \square \)

Theorem 3.7 in the bilinear case is a consequence of its following dyadic version.

**Proposition 5.7** Given \( \Phi_i \in \mathcal{U} \cap L_2, i = 1, 2, \) and \( \Psi \in \mathcal{U} \), suppose that \( 0 \leq \alpha < 2d \), and \( t \mapsto \frac{\Psi(t)}{\Phi_i(t)} \) is nondecreasing for \( i = 1, 2 \). Let \( \sigma_1, \sigma_2 \) and \( v \) be weights. Define
\[
[\tilde{\sigma}, v]_{L_{\tilde{\Phi}, \psi}} := \sup_{Q \in \mathcal{Q}} \left( \prod_{i=1}^2 \psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right) \right) \left( \int_Q \psi \left( M_\alpha(\sigma_1 \chi \sigma_2 \chi_2)(x) \right) v(x) dx \right).
\]

Then \( M^{D_\beta}_\alpha(\tilde{\sigma}_i) \) is bounded from \( L^{\Phi_1}(\sigma_1) \times L^{\Phi_2}(\sigma_2) \) to \( L^\Psi(v) \) if \([\tilde{\sigma}, v]_{L_{\tilde{\Phi}, \psi}} \) is finite. Moreover,
\[
\| M^{D_\beta}_\alpha(\tilde{\sigma}_i) \|_{\left( \prod_{i=1}^2 L^{\Phi_i}(\sigma_i) \right) \rightarrow L^\Psi(v)} \lesssim \Psi^{-\frac{1}{\alpha}}([\tilde{\sigma}, v]_{L_{\tilde{\Phi}, \psi}}).
\]

**Proof** Let \((f_1, f_2) \in L^{\Phi_1}(\sigma_1) \times L^{\Phi_2}(\sigma_2)\) with \( \| f_1 \|_{L^{\Phi_1}(\sigma_1)} = 1 = \| f_2 \|_{L^{\Phi_2}(\sigma_2)} \). Following for example [27], we obtain that there is a sparse family \( S^\beta \) such that
\[
L(f_1, f_2) := \int_{\mathbb{R}^d} \Psi \left( M^{D_\beta}_\alpha(f_1 \sigma_1, f_2 \sigma_2)(x) \right) \omega(x) dx
\]
\[
\leq \sum_{Q \in S^\beta} \Psi \left( \frac{\int_Q f_1 \sigma_1 | \int_Q f_2 | \sigma_2}{|Q|^{2-\frac{d}{\alpha}}} \right) \omega(E_Q)
\]
\[
= \sum_{Q \in S^\beta} \Psi \left( m_{\sigma_1}(|f_1|, Q) \right) \Psi \left( \frac{\sigma_1(Q) \int_Q | f_2 | \sigma_2}{|Q|^{2-\frac{d}{\alpha}}} \right) \omega(E_Q)
\]
\[
= \sum_{Q \in S^\beta} \lambda_Q \Psi \left( m_{\sigma_1}(|f_1|, Q) \right)
\]
where

$$\lambda_Q := \begin{cases} \Psi \left( \frac{\sigma_1(Q) \int_Q |f_2| \sigma_2}{|Q|^{\frac{2}{3}}} \right) \omega(E_Q) & \text{if } Q \in S^\beta, \\
0 & \text{otherwise}. \end{cases}$$

Let us prove that \( \{\lambda_Q\}_{Q \in D^\beta} \) is \((\sigma_1, \Psi \circ \Phi_1^{-1})\)-Carleson sequence.

For \( R \in D^\beta \) given, we obtain using Lemma 5.6 that

$$\sum_{Q \in D^\beta, Q \subseteq R} \lambda_Q = \sum_{Q \in S^\beta, Q \subseteq R} \Psi \left( \frac{\sigma_1(Q) \int_Q |f_2| \sigma_2}{|Q|^{\frac{2}{3}}} \right) \omega(E(Q))$$

$$= \sum_{Q \in S^\beta, Q \subseteq R} \Psi \left( \frac{\sigma_1(Q) \int_Q \chi_R |f_2| \sigma_2}{|Q|^{\frac{2}{3}}} \right) \omega(E(Q))$$

$$\leq \int_R \Psi \left( \mathcal{M}_\alpha^{D^\beta} (\chi_R \sigma_1, \chi_R |f_2| \sigma_2)(x) \right) \omega(x) \, dx$$

$$\leq [\sigma, \omega]_{L^\Phi, \Psi} \frac{1}{\Psi \circ \Phi_1^{-1} \left( \frac{1}{\sigma_1(R)} \right)}.$$ 

That is \( \{\lambda_Q\}_{Q \in D} \) is a \((\sigma_1, \Psi \circ \Phi_1^{-1})\)-Carleson sequence with Carleson constant \( \Lambda_{\text{Carl}} \lesssim [\sigma, \omega]_{L^\Phi, \Psi}. \)

Thus using Corollary 5.4, we conclude that

$$\int_{\mathbb{R}^n} \Psi \left( \mathcal{M}_\alpha^{D^\beta} (f_1 \sigma_1, f_2 \sigma_2)(x) \right) \omega(x) \, dx \lesssim [\sigma, \omega]_{L^\Phi, \Psi}.$$ 

The proof is complete. \( \square \)

Theorem 3.7 then follows from the above and Proposition 4.10. The proof is complete.

**Proof of Theorem 3.9** Let us assume that \((\vec{\sigma}, \omega) \in S^\omega \Phi_\Psi. \) Let \((f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n). \) Suppose that for any \( 1 \leq i \leq n, \) \( f_i \neq 0. \) Define \( g := (g_1, \ldots, g_n) \) with \( g_i = \frac{f_i}{\|f_i\|_{L^{\Phi_i}}}, \) for \( 1 \leq i \leq n. \) For \( \beta \in \{0, 1/3\}^d \) fixed, using the same sparse family \( S^\beta \) as in the case of power functions in [27], and that \( \Psi \in \Delta', \) we obtain

$$L := \int_{\mathbb{R}^d} \Psi \left( \mathcal{M}_\alpha^{D^\beta} \left( \vec{\sigma} \ g \right)(x) \right) \omega(x) \, dx$$

$$\lesssim \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n \frac{1}{|Q|^{\frac{2}{3}}} \int_Q |g_i(x)| \sigma_i(x) \, dx \right) \omega(E_Q)$$

\( \bowtie \) Birkhäuser
\begin{align*}
&= \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^{1 - \frac{\alpha}{m}}} \times \frac{1}{\sigma_i(Q)} \int_{E_Q} |g_i(x)| \sigma_i(x) dx \right) \omega(E_Q) \\
&= \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^{1 - \frac{\alpha}{m}}} \times m_{\sigma_i}(g_i, Q) \right) \omega(E_Q) \\
&\leq \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \int_{E_Q} \Psi \left( \prod_{i=1}^n \frac{\sigma_i(Q)}{|Q|^{1 - \frac{\alpha}{m}}} \right) \omega(x) dx \\
&\leq \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \int_{E_Q} \omega(x) dx \\
&= \sum_{Q \in D^\beta} \lambda_Q \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right),
\end{align*}

where

\[ \lambda_Q := \begin{cases} 
\int_{E_Q} \Psi \left( \mathcal{M}_\alpha(\vec{\sigma} \cdot \vec{\chi}_Q)(x) \right) \omega(x) dx & \text{if } Q \in S^\beta \\
0 & \text{otherwise.}
\end{cases} \]

Fix \( R \in D^\beta \). As the \( E_Q \)s are pairwise disjoint and \( E_Q \subset Q \), using that \((\vec{\sigma}, \omega) \in S_{\vec{\sigma}, \Phi}^\alpha \cdot \Psi\), we obtain

\[ \int_{E_Q} \Psi \left( \mathcal{M}_\alpha(\vec{\sigma} \cdot \vec{\chi}_Q)(x) \right) \omega(x) dx \leq \int_R \Psi \left( \mathcal{M}_\alpha(\vec{\sigma} \cdot \vec{\chi}_R)(x) \right) \omega(x) dx \]

It then follows from Theorem 3.2 that

\[ \sum_{Q \in D^\beta} \lambda_Q \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \lesssim [\vec{\sigma}, \omega]_{S_{\vec{\sigma}, \Phi}^\alpha \cdot \Psi}. \]
Hence
\[
\int_{\mathbb{R}^d} \Psi \left( M^{\mathcal{D}_{\Phi}}_{\alpha} \left( \overrightarrow{\sigma} \cdot \overrightarrow{g} \right)(x) \right) \omega(x) dx \lesssim [\overrightarrow{\sigma}, \omega]_{S_{\Phi, \Psi}^\alpha}.
\]
This is enough to conclude that Theorem 3.9 is true. \(\square\)

The following provides a converse of Theorem 3.9 under the condition (3.6).

**Proposition 5.8** Let \(\sigma_1, \ldots, \sigma_n, \omega\) be weights on \(\mathbb{R}^d\), \(\Phi_1, \ldots, \Phi_n \in \hat{\mathcal{U}}\), and \(\Psi \in \hat{\mathcal{U}}\). Let \(\Phi\) be a one-to-one correspondence from \(\mathbb{R}_+\) to itself such that \(\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}\), and \(t \mapsto \frac{\Psi(t)}{\Phi(t)}\) is increasing on \(\mathbb{R}_+^n\). If (3.6) holds and \(M_{\alpha}(\overrightarrow{\sigma} . ) : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \rightarrow L^{\Psi}(\omega)\) is bounded then \((\overrightarrow{\sigma}, \omega) \in S_{\Phi, \Psi}^\alpha\).

**Proof** Let us put
\[
\nu_{\overrightarrow{\sigma}} := \frac{1}{\Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i} \right) \right)}.
\]

Let \(R \in \mathcal{Q}\). As (3.6) is satisfied, and \(\Psi \in \hat{\mathcal{U}}\), it follows from Lemma 4.3, that
\[
\Psi \circ \Phi^{-1} \left( \frac{1}{\nu_{\overrightarrow{\sigma}}(R)} \right) \lesssim \Psi \circ \Phi^{-1} \left( \Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) \right) = \Psi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i(R)} \right) \right) = \Psi \left( \frac{1}{\prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i}} \right).
\]

As \(M_{\alpha}(\overrightarrow{\sigma} . ) : L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \rightarrow L^{\Psi}(\omega)\) is bounded, we have
\[
L := \int_R \Psi \left( M_{\alpha}(\sigma_1 \chi_R, \ldots, \sigma_n \chi_R)(x) \right) \omega(x) dx
\]
\[
= \int_R \Psi \left( \prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i} \times \frac{M_{\alpha}(\sigma_1 \chi_R, \ldots, \sigma_n \chi_R)(x)}{\prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i}} \right) \omega(x) dx
\]
\[
\lesssim \Psi \left( \prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i} \right) \int_R \Psi \left( \frac{M_{\alpha}(\sigma_1 \chi_R, \ldots, \sigma_n \chi_R)(x)}{\prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i}} \right) \omega(x) dx
\]
\[
\lesssim \Psi \left( \prod_{i=1}^n \| \chi_R \|_{L^{\Phi_i} \sigma_i} \right).
\]
It follows that
\[
\Psi \circ \Phi^{-1} \left( \frac{1}{\nu_\sigma(R)} \right) \int_R \Psi(\mathcal{M}_\alpha(\sigma_1 \chi_R, \ldots, \sigma_n \chi_R)(x)) \omega(x) \, dx \lesssim 1.
\]

Let \( \Phi_1, \ldots, \Phi_n \in \mathcal{U} \), and let \( \Phi \) be a one-to-one correspondence from \( \mathbb{R}_+ \) to itself such that \( \Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1} \). If for any \( 1 \leq i \leq n, \sigma_i \equiv \sigma \), then \( \nu_\sigma \equiv \sigma \) and (3.6) holds. In this case, \( \mathcal{M}_\alpha(\sigma) : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^{\Psi}(\omega) \) boundedly if and only if \( (\sigma, \omega) \in S_{\Phi, \Psi}^\sigma \). Indeed, if \( \mathcal{M}_\alpha(\sigma) : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^{\Psi}(\omega) \) is bounded, then \( (\sigma, \omega) \in S_{\Phi, \Psi}^\sigma \) (see Proposition 5.8). Conversely, by replacing Theorem 3.2 by Corollary 5.2 in the proof of Theorem 3.9, we obtain that if \( (\sigma, \omega) \in S_{\Phi, \Psi}^\sigma \), then \( \mathcal{M}_\alpha(\sigma) : L^{\Phi_1}(\sigma) \times \cdots \times L^{\Phi_n}(\sigma) \rightarrow L^{\Psi}(\omega) \) boundedly. Hence Corollary 3.10 is proved.

5.4 Proofs of the weighted norm estimates

Let us recall the following.

**Lemma 5.9** [12, Lemma 2.1] Let \( f \) be a measurable function on \( \mathbb{R}^d \). The logarithmic maximal function of \( f \) defined by
\[
\mathcal{M}_0(f)(x) := \sup_{Q \in \mathcal{Q}} \exp \left( \frac{\chi_Q(x)}{|Q|} \int_Q \log(|f(t)|) \, dt \right),
\]

satisfies
\[
\| \mathcal{M}_0(f) \|_{L^p} \leq c_d^p \| f \|_{L^p}, \quad \forall \ p > 0.
\]

We next prove Theorem 3.11.

**Proof of Theorem 3.11** Let \( (f_1, \ldots, f_n) \in L^{\Phi_1}(\sigma_1) \times \cdots \times L^{\Phi_n}(\sigma_n) \). Suppose that for any \( 1 \leq i \leq n, f_i \neq 0 \). Set \( \vec{g} := (g_1, \ldots, g_n) \) with \( g_i = \frac{f_i}{\| f_i \|_{L^{\Phi_i}}} \), for \( 1 \leq i \leq n \).

As \( \Psi \) is convex and of upper-type \( q \), from (5.6), we deduce that we only have to estimate
\[
\int_{\mathbb{R}^d} \Psi \left( \mathcal{M}_\alpha^{D^\beta}(\sigma, \vec{g})(x) \right) \omega(x) \, dx.
\]

Let \( \beta \in \{0, 1/3\}^d \) be fixed. Following [27], we have that there is a sparse family \( S^\beta \) such that for some \( 0 < \epsilon < 1 \) depending only on \( n, d \) and a fixed parameter,
\[
|Q| \leq \frac{1}{1 - \epsilon} |E_Q|, \quad \forall \ Q \in S^\beta.
\]

\( \square \) Birkhäuser
As in Theorem 3.9, we obtain

\[
\int_{\mathbb{R}^d} \psi \left( \mathcal{M}_{\alpha}^{D^\beta} \left( \vec{\sigma} \cdot \vec{g} \right) (x) \right) \omega(x) dx \lesssim \sum_{Q \in S^\beta} \psi \left( \prod_{i=1}^{n} m_{\sigma_i}(g_i, Q) \right) \psi \left( \prod_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|^{1-\frac{\alpha}{d}}} \right) \omega(E_Q).
\]

(5.11)

(i) Suppose that \((\vec{\sigma}, \omega) \in B_{\Phi, \Psi}^{\alpha}\).

Let \(1 \leq i \leq n\). Put

\[
\Psi_i = \psi \circ \Phi^{-1} \circ \Phi_i.
\]

As \(t \mapsto \frac{\psi(t)}{\Phi(t)}\) is increasing on \(\mathbb{R}^*_+\) and \(\Psi \in \mathcal{Y}\), from Lemma 4.2, we deduce that \(\psi \circ \Phi^{-1} \in \mathcal{Y}\). In particular, \(\psi \circ \Phi^{-1}\) is a convex growth function. It follows that \(\psi_i\) is also a convex growth function.

Let \(t > 0\). As \(\Phi^{-1} = \Phi_1^{-1} \times \cdots \times \Phi_n^{-1}\), we have

\[
\Psi_i^{-1}(t) \times \cdots \times \Psi_n^{-1}(t) = \prod_{i=1}^{n} \Psi_i^{-1}(t) = \prod_{i=1}^{n} \left( \psi \circ \Phi^{-1} \circ \Phi_i \right)^{-1}(t) = \prod_{i=1}^{n} \Phi_i^{-1} \circ \Phi \circ \Psi^{-1}(t) = \prod_{i=1}^{n} \Phi_i^{-1} \left( \Phi \circ \Psi^{-1}(t) \right) = \Phi^{-1} \left( \Phi \circ \Psi^{-1}(t) \right) = \Psi^{-1}(t).
\]

Thus \(\psi^{-1} = \psi_1^{-1} \times \cdots \times \psi_n^{-1}\).

We first observe that

\[
L_1 := \int_{\mathbb{R}^d} \psi \left( \mathcal{M}_{\alpha}^{D^\beta} \left( \vec{\sigma} \cdot \vec{g} \right) (x) \right) \omega(x) dx
\]

\[
\lesssim \sum_{Q \in S^\beta} \psi \left( \prod_{i=1}^{n} m_{\sigma_i}(g_i, Q) \right) \psi \left( \prod_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|^{1-\frac{\alpha}{d}}} \right) \omega(E_Q)
\]

\[
\lesssim \sum_{Q \in S^\beta} \psi \left( \prod_{i=1}^{n} m_{\sigma_i}(g_i, Q) \right) \psi \left( \prod_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|^{1-\frac{\alpha}{d}}} \right) \omega(Q).
\]

Since \(\Phi_i \in \mathcal{Y}\), for \(1 \leq i \leq n\), it follows from Lemma 4.3 that

\[
L_1 \lesssim \left[ \vec{\sigma}, \omega \right] B_{\Phi, \Psi}^{\alpha} \sum_{Q \in S^\beta} \psi \left( \prod_{i=1}^{n} m_{\sigma_i}(g_i, Q) \right) \left( \Phi_i^{-1} \left( \frac{1}{|Q|} \exp \left( \frac{1}{|Q|} \int_Q \log \frac{1}{\sigma_i} \right) \right) \right)
\]

\[
\lesssim \left[ \vec{\sigma}, \omega \right] B_{\Phi, \Psi}^{\alpha} \sum_{Q \in S^\beta} \sum_{i=1}^{n} \psi_i \left( \Phi_i^{-1} \left( \frac{1}{|Q|} \exp \left( \frac{1}{|Q|} \int_Q \log \frac{1}{\sigma_i} \right) \right) \right)
\]

\[
= \left[ \vec{\sigma}, \omega \right] B_{\Phi, \Psi}^{\alpha} \sum_{i=1}^{n} \sum_{Q \in S^\beta} \psi \circ \Phi^{-1} \circ \Phi_i \left( \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{|Q|} \exp \left( \frac{1}{|Q|} \int_Q \log \frac{1}{\sigma_i} \right) \right) \right)
\]

\[
= \left[ \vec{\sigma}, \omega \right] B_{\Phi, \Psi}^{\alpha} \sum_{i=1}^{n} \sum_{Q \in S^\beta} \psi \circ \Phi^{-1} \circ \Phi_i \left( \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{|Q|} \exp \left( \frac{1}{|Q|} \int_Q \log \frac{1}{\sigma_i} \right) \right) \right)
\]
\[
\sum_{Q \in S^\beta} \sum_{i=1}^{n} \sigma_i \circ \Phi_i^{-1} \left( \sum_{Q \in S^\beta} \Phi_i(m_{\sigma_i}(g_i, Q)) \right) \leq [\vec{\sigma}, \omega]_{B^\alpha_{\Phi, \Psi}} \sum_{i=1}^{n} \Psi \circ \Phi_i^{-1} \left( \sum_{Q \in S^\beta} |Q| \exp \left( \frac{1}{|Q|} \int_Q \log \sigma_i \right) \Phi_i(m_{\sigma_i}(g_i, Q)) \right) \]

\[
= [\vec{\sigma}, \omega]_{B^\alpha_{\Phi, \Psi}} \sum_{i=1}^{n} \Psi \circ \Phi_i^{-1} \left( \sum_{Q \in D^\beta} \lambda_i^Q \Phi_i(m_{\sigma_i}(g_i, Q)) \right),
\]

where

\[
\lambda_i^Q := \begin{cases} |Q| \exp \left( \frac{1}{|Q|} \int_Q \log \sigma_i \right) & \text{if } Q \in S^\beta \\ 0 & \text{otherwise.} \end{cases}
\]

Fix \( R \in D^\beta \). Following for example [3], one easily obtains with the help of Lemma 5.9, that

\[
\sum_{Q \subset R: Q \in D^\beta} \lambda_i^Q \leq \sigma_i(R) \frac{1}{1 - \epsilon}.
\]

We conclude that \( \{\lambda_i^Q\}_{Q \in D^\beta} \) is a \( \sigma_i \)-Carleson sequence. As \( \Phi_i \in \nabla_2 \), it follows from Corollary 5.4, that

\[
\sum_{Q \in D^\beta} \lambda_i^Q \Phi_i \left( \frac{1}{\sigma_i(Q)} \int_Q |g_i(x)| \sigma_i(x) dx \right) \leq 1.
\]

Consequently,

\[
\int_{\mathbb{R}^d} \Psi \left( M_{D^\alpha}^{D^\beta} \left( \vec{\sigma} \cdot \vec{g} \right)(x) \right) \omega(x) dx \lesssim [\vec{\sigma}, \omega]_{B^\alpha_{\Phi, \Psi}}.
\]

(ii) Suppose that for any \( 1 \leq i \leq n \), \( \sigma_i \in A_{\infty} \) and \( (\vec{\sigma}, \omega) \in A^\alpha_{\Phi, \Psi} \).

As \( \Psi \) is of upper-type \( q \) and satisfies the \( \Delta' \)-condition, we obtain

\[
L_2 := \int_{\mathbb{R}^d} \Psi \left( M_{D^\alpha}^{D^\beta} \left( \vec{\sigma} \cdot \vec{g} \right)(x) \right) \omega(x) dx
\]

\[
\lesssim \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^{n} m_{\sigma_i}(g_i, Q) \right) \Psi \left( \prod_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|^{1 - \frac{a}{n}}} \right) \omega(E_Q)
\]

\[
\lesssim \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^{n} \frac{\Phi_i^{-1}(\frac{1}{\sigma_i(Q)}) \times m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1}(\frac{1}{\sigma_i(Q)})} \right) \Psi \left( \prod_{i=1}^{n} \frac{\sigma_i(Q)}{|Q|^{1 - \frac{a}{n}}} \right) \omega(Q)
\]

\[\varepsilon \] Birkhäuser
\[ \lesssim [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^{n} \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \right) \]

\[ \lesssim [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{Q \in S^\beta} \sum_{i=1}^{n} \Psi_i \left( \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \right) \]

\[ = [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{i=1}^{n} \sum_{Q \in S^\beta} \Psi \circ \Phi^{-1} \circ \Phi_i \left( \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \right) \]

\[ \lesssim [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{i=1}^{n} \sum_{Q \in S^\beta} \Phi_i \left( \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \right) \]

\[ \lesssim [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{i=1}^{n} \sum_{Q \in S^\beta} \sigma_i(Q) \Phi_i \left( m_{\sigma_i}(g_i, Q) \right) \]

\[ = [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{i=1}^{n} \sum_{Q \in D^\beta} \lambda_i^Q \Phi_i \left( m_{\sigma_i}(g_i, Q) \right) , \]

where

\[ \lambda_i^Q := \begin{cases} \sigma_i(Q) & \text{if } Q \in S^\beta \\ 0 & \text{otherwise.} \end{cases} \]

For any \( R \in D^\beta \) fixed, it is known (see for example [27]) that

\[ \sum_{Q \subset R: Q \in D^\beta} \lambda_i^Q \lesssim \frac{[\sigma_i]_{A_\infty}}{1 - \epsilon \sigma_i(R)}. \]

That is \( \{\lambda_i^Q\}_{Q \in D^\beta} \) is a \( \sigma_i \)-Carleson sequence. As \( \Phi_i \in \nabla_2 \), using Corollary 5.4, we deduce that

\[ \sum_{Q \in D^\beta} \lambda_i^Q \Phi_i \left( m_{\sigma_i}(g_i, Q) \right) \lesssim [\sigma_i]_{A_\infty}. \]

Thus

\[ \int_{\mathbb{R}^d} \Psi \left( M_{D^\alpha}^{\Phi}(\vec{\sigma} \cdot \vec{g})(x) \right) \omega(x) dx \lesssim [\vec{\sigma}, \omega]_{A^\alpha_{\Phi,\Psi}} \sum_{i=1}^{n} \Psi \circ \Phi^{-1} ([\sigma_i]_{A_\infty}). \]
(iii) Suppose \((\vec{\sigma}, \omega) \in \bar{A}_{\vec{\phi}, \Psi}^g\) and \(\vec{\tau} \in W_{\vec{\Phi}, \Psi}\). Let \(1 \leq i \leq n\). As \(\varphi_i\) is the complementary function of \(\Phi_i\), we have that

\[ t < \Phi_i^{-1}(t)\varphi_i^{-1}(t) \leq 2t, \quad \forall t > 0. \]

We obtain

\[
L_3 := \int_{\mathbb{R}^d} \Psi \left( \mathcal{M}_D^{Dx} (\vec{\sigma} \cdot \vec{g}) (x) \right) \omega(x) dx \leq \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) \omega(E_Q) = \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) \omega(E_Q) \leq \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) \omega(Q) \leq \frac{[\vec{\sigma}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}}{[\vec{\tau}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}} \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) |Q| \leq \frac{[\vec{\sigma}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}}{[\vec{\tau}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}} \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) |E_Q| \leq \frac{[\vec{\sigma}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}}{[\vec{\tau}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}} \sum_{Q \in D^\beta} \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right) \int_{E_Q} \Psi \left( \frac{\prod_{i=1}^n \sigma_i(Q)}{\prod_{i=1}^n |Q|} \right) (\mathcal{M}(\sigma_i Q)(x)) dx = \frac{[\vec{\sigma}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}}{[\vec{\tau}, \omega]_{\bar{A}_{\vec{\phi}, \Psi}^g}} \sum_{Q \in D^\beta} \lambda_Q \Psi \left( \prod_{i=1}^n m_{\sigma_i}(g_i, Q) \right),
\]

where

\[
\lambda_Q := \begin{cases} 
\int_{E_Q} \Psi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \mathcal{M}(\sigma_i Q)(x) \right) \right) dx & \text{if } Q \in S^\beta, \\
0 & \text{otherwise}.
\end{cases}
\]

Recall the notation

\[
v_{\vec{\sigma}} := \frac{1}{\Phi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \frac{1}{\sigma_i} \right) \right)}.
\]

Let us fix \(R \in D^\beta\). As \(\vec{\tau} \in W_{\vec{\Phi}, \Psi}\), we obtain

\[
\sum_{Q \subset R : Q \in D^\beta} \lambda_Q = \sum_{Q \subset R : Q \in S^\beta} \int_{E_Q} \Psi \left( \prod_{i=1}^n \Phi_i^{-1} \left( \mathcal{M}(\sigma_i Q)(x) \right) \right) dx
\]
\[
\sum_{Q \subset R, Q \in S^\beta} \int_{E_Q} \Psi \left( \prod_{i=1}^{n} \Phi_i^{-1} \left( M(\sigma_i \chi_Q)(x) \right) \right) \, dx \\
\leq \int_{R} \Psi \left( \prod_{i=1}^{n} \Phi_i^{-1} \left( M(\sigma_i \chi_Q)(x) \right) \right) \, dx \\
\leq \frac{[\vec{\sigma}]_{W_{\Phi, \psi}^\beta, \psi}}{\Psi \circ \Phi^{-1} \left( \frac{1}{\nu_{\sigma}(R)} \right)}.
\]

It follows from Theorem 3.2, that
\[
\int_{\mathbb{R}^d} \Psi \left( M_{\alpha} (\vec{\sigma} \cdot \vec{g}) (x) \right) \omega(x) \, dx \lesssim [\vec{\sigma}]_{W_{\Phi, \psi}^\beta, \psi} [\vec{\sigma}, \omega]_{A_{\alpha}^\beta, \psi}.
\]

The proof is complete. \(\square\)

We next prove Theorem 3.12.

**Proof of Theorem 3.12** Suppose that for any \(1 \leq i \leq n\), \(\sigma_i \in A_{\infty}\) and \((\vec{\sigma}, \omega) \in A_{\alpha}^\beta, \Phi, \psi\).

Recall that \(\Psi\) is of upper-type \(q\) and satisfies the \(\Delta'\)-condition. Above, we have obtained that
\[
L_2 := \int_{\mathbb{R}^d} \Psi \left( M_{\alpha} (\vec{\sigma} \cdot \vec{g}) (x) \right) \omega(x) \, dx \\
\lesssim [\vec{\sigma}, \omega]_{A_{\alpha}^\beta, \Phi, \psi} \sum_{Q \in S^\beta} \Psi \left( \prod_{i=1}^{n} \frac{m_{\sigma_i}(g_i, Q)}{\Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \right).
\]

Hence using that \(\Psi \in \mathfrak{U}\), we get
\[
L_2 \lesssim [\vec{\sigma}, \omega]_{A_{\alpha}^\beta, \Phi, \psi} \sum_{Q \in S^\beta} \prod_{i=1}^{n} \frac{\Psi(m_{\sigma_i}(g_i, Q))}{\Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \\
= [\vec{\sigma}, \omega]_{A_{\alpha}^\beta, \Phi, \psi} \prod_{i=1}^{n} \sum_{Q \in S^\beta} \frac{\Psi(m_{\sigma_i}(g_i, Q))}{\Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} \\
= [\vec{\sigma}, \omega]_{A_{\alpha}^\beta, \Phi, \psi} \prod_{i=1}^{n} \sum_{Q \in D^\beta} \lambda_i^Q \Psi (m_{\sigma_i}(g_i, Q)),
\]

where
\[
\lambda_i^Q := \begin{cases} \\
\frac{1}{\Psi \circ \Phi_i^{-1} \left( \frac{1}{\sigma_i(Q)} \right)} & \text{if } Q \in S^\beta \\
0 & \text{otherwise}.
\end{cases}
\]
Define $\tilde{\Phi}_i$ by

$$\tilde{\Phi}_i(0) = 0, \text{ and } \tilde{\Phi}_i(t) = \frac{1}{\Psi \circ \Phi_i^{-1} \left( \frac{1}{t} \right)} \quad \forall t > 0.$$ 

Then as $t \to \frac{\Psi(t)}{\Phi_i(t)}$ is nondecreasing, we have from [5, Lemma 3.1] that $\tilde{\Phi}_i \in \mathcal{U}^{q_i}$ for some $q_i > 1$. Hence from [5, Page 20], we have that for any $R \in D^\beta$ fixed,

$$\sum_{Q \subset R: Q \in D^\beta} \lambda^j \lesssim [\sigma_i]^q_{A^\infty} \tilde{\Phi}_i(\sigma_i(R)).$$

Using Corollary 5.4, we conclude that

$$\int_{\mathbb{R}^d} \Psi \left( \mathcal{M}^{\mathcal{D}^\beta}_{A^\infty} (\sigma \cdot g) (x) \right) \omega(x) dx \lesssim [\sigma]^q_{A^\infty} \omega \prod_{i=1}^n [\sigma_i]^q_{A^\infty}.$$

The proof is complete.
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