An Efficient Offloading Scheme For MEC System Considering Delay and Energy Consumption
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Abstract. With the increasing numbers of mobile devices, mobile edge computing (MEC) which provides cloud computing capabilities proximate to mobile devices in 5G networks has been envisioned as a promising paradigm to enhance users experience. In this paper, we investigate a joint consideration of delay and energy consumption offloading scheme (JCDE) for MEC system in 5G heterogeneous networks. An optimization is formulated to minimize the delay as well as energy consumption of the offloading system, which the delay and energy consumption of transmitting and calculating tasks are taken into account. We adopt an iterative greedy algorithm to solve the optimization problem. Furthermore, simulations were carried out to validate the utility and effectiveness of our proposed scheme. The effect of parameter variations on the system is analysed as well. Numerical results demonstrate delay and energy efficiency promotion of our proposed scheme compared with another paper’s scheme.

1. Introduction
In the foreseeable future 5G network, some applications require low latency computing but result in high energy consumption [1,2,3,4]. However, the computing capabilities and battery power of mobile devices (MD) are limited. These factors lead to conflicts between the applications and smart mobile devices, as well as, bring unprecedented challenges. Consequently, the idea of making the radio access network in close proximity to mobile devices that possess bandwidth and latency-critical data is becoming the consensus of the industry, and the MEC, which comes with the idea, has become the key technology to improve the users experience in 5G network [5]. MEC architecture allows MD to offload their computation-intensive tasks to MEC server via wireless cellular network [6].

It is well known that fog computing has been proposed to deploy computing resources closer to the terminals [7,8]. In recent years, studies on MEC architecture have become the hot spot gradually. In [9], a dynamic service migration problem in MEC were studied by authors. In [10], an analytical model for MEC was presented. In [11], a virtual network embedding problems were investigated, and network virtualization in the context of MEC networks were proposed by authors. In [12], an optimization problem to minimize the energy consumption of a MEC offloading system is researched by authors. In [13], a computation task scheduling policy of MEC offloading system is studied.

In this paper, a joint delay and energy efficient offloading scheme (JCDE) for multiuser MEC system is proposed, which takes into account both the latency demands and energy requirements of
each MD in the system. Then, an optimization problem is formulated, in order to solve it, an iterative greedy algorithm is adopted. Numerical results show that proposed JCDE scenario achieves better performance compare with EECO scheme [12] and stochastic offloading scheme. Moreover, the impacts of different CPU capabilities of MEC server and MD on the offloading decisions are analyzed. Finally, the effects of MD’s requirements on offloading assignments are investigated. The rest of the paper is organized as follows. The system model is introduced in Section2. The delay and energy efficient optimization problem is formulated in Section3. The JCDE is described in Section4. Then the numerical results are presented in Section5 and summary in Section6.

2. System model
As illustrated in figure 1, MD offload their tasks to MEC server through a 5G heterogeneous network. There is a Macro base station (MBS) equipped with a MEC server, besides there is a Small base station (SBS) whose service area is overlaid by that of the MBS. It is worth mentioning that MEC server has the ability to handle multiple tasks simultaneously.

![Figure 1. MEC system framework](image)

We consider multiple MD which is denoted as $\mathcal{N} = \{1, 2, ..., N\}$. Each MD has a delay sensitive task or computation-intensive task. Each task can be described in three parameters as $T_i = \{I_i, O_i, c_i, t_i^{\text{max}}\}$, $i \in \mathcal{N}$. $I_i$ is the size of computational task (in bits), $O_i$ is the size of output data which is computed by MEC server (in bits). $c_i$ denotes the numbers of CPU cycles required for computing this task. For each MD $i$ its task can either be executed locally on itself or accomplished on MEC server via offloading. $t_i^{\text{max}}$ is the maximum latency requirement by the computational task.

3. Problem formulation

3.1. Key factors
In this system, some MD are running some applications that are sensitive to the delay and others that hope to save more energy. Considering different needs of different MD, we propose different weighting factors $q_i^T$ and $q_i^E$ for different MD in order to provide a better modeling flexibility and meet personalized user demands [8]. The former denotes latency factor and the latter denotes energy factor. $q_i^T + q_i^E = 1$ is satisfied. For MD can offload tasks to MEC server in two ways, $a_i,j = \{0, 1\}$ is introduced as a task offloading decision indicator. Here $i \in \mathcal{N}$, when $a_i,j = 1$, the MD $i$ selects mode $j$ to process the task $T_i$. Otherwise, $a_i,j = 0$. $j = 1, 2, 3$ denotes the chosen modes. Specifically, $j = 1$ denotes the mode where the computational task $T_i$ is executed locally, $j = 2$ corresponds to the mode where the task $T_i$ is offloaded to MBS directly, $j = 3$ denotes the mode where the computational task is offloaded to MBS via the relay SBS. Thus, $a_i,1$ represents that the MD $i$ selects local computation. Similarly, $a_i,2 = 1$ and $a_i,3 = 1$ denote that MD $i$ offload computational tasks to MEC server directly and via the relay SBS respectively.
3.2. Local problem formulation
Let \( F_i^L \) be the computational capability of MD \( i \) (in CPU cycles per second), different MD have different computational capabilities. Let \( \delta_i^L \) be the energy consumption for one CPU cycle of MD. Thus, computational time of executing \( T_i \) locally is given as

\[
t_{i,ex}^L = c_i / F_i^L
\]  

The energy consumption is calculated as

\[
e_{i}^L = c_i \delta_i^L
\]  

Since there is no other time or energy consumption in the local execution, (1) represents the total delay of MD \( i \) accomplishing the task \( T_i \) locally. (2) represents the total energy consumption of MD \( i \) accomplishing \( T_i \) locally as well.

3.3. Offloading problem formulation
In our framework, a multi-user OFDMA in 5G heterogeneous networks is considered, the channels between the MD accessing the same base station are orthogonal to each other, therefore, there is only interference between the signals transmitted to the MBS and those to the SBS. The power consumption of the backhaul between the MBS and the SBS is neglected for this backhaul is shared with other communication infrastructures according to [12]. The backhaul transmission time is expressed as a proportional to the size of the data, and the coefficient is denoted by \( \beta \).

When the MD \( i \) accesses the MBS, the uplink transmission rate can be given as

\[
r_{i,u}^M = \frac{W \log_2 \left( 1 + \frac{P_i^u g_i^u}{I_i^u + n_0} \right)}
\]  

Where \( W \) denotes the bandwidth (in Hz). \( P_i^u \) denotes the power of MD \( i \) transmitting data to MBS, it can be controlled by MBS according to power control mechanism [14]. \( g_i^u \) denotes the channel gain between the MD \( i \) and the MBS. \( I_i^u \) denotes the interference at the MBS which is caused by other MD’s uplink transmission to the SBS. \( n_0 \) denotes the background noise power.

Similar to the above, the MD \( i \) accesses the SBS, the uplink transmission rate is given as

\[
r_{i,s}^S = \frac{W \log_2 \left( 1 + \frac{P_i^s g_i^s}{I_i^s + n_0} \right)}
\]  

Let \( F_i^S \) be the computational capability of MEC server and it is a constant for every task. Let \( \delta_i^S \) be the energy cost of the MEC server for one unit CPU cycle, we assume \( \delta_i^S < \delta_i^L \) on the basis of [12]. For MD \( i \) offloading \( T_i \) to MEC server directly, uplink transmission time is given as

\[
t_{i,u}^U = I_i / r_{i,u}^M
\]  

Computing executing time is calculated as

\[
t_{i,ex}^S = c_i / F_i^S
\]  

Downlink transmission time is calculated as

\[
t_{i,d}^M = O_i / r_{i,d}^M
\]  

\( r_{i,d}^M \) is the downlink transmission rate. For the size of output data \( O_i \) is much smaller than that of input data \( I_i \) [13]. \( r_{i,d}^M \) is neglected (\( r_{i,d}^M \approx 0 \)). Thus, (5) and (6) are the total time delay of MD \( i \) offloading \( T_i \) to MEC server through MBS directly.

Energy consumption of MD \( i \) offloading task to MBS directly includes two parts: uplink transmission energy, computational energy (ignoring downlink energy due to aforementioned reason similarly). They can be given respectively as
According to the above, the total time and energy consumption of MD $i$ offloading $T_i^M$ to MEC server through MBS directly can be given as

$$T_i^M = t_{i,ex}^M + t_{i,ex}^M$$

(10)

Similarly, the total time consumption for the case where MD $i$ selects to offload task through the SBS can be given as

$$T_i^S = t_{i,ex}^S + t_{i,ex}^S + t_{i,backhaul}^S$$

(12)

Where $t_{i,backhaul}^S$ is the backhaul delay, calculated as

$$t_{i,backhaul}^S = I_i \beta$$

(13)

$$t_{i,ex}^M = t_{i,ex}^S$$

(11)

because computational execution time by MEC server for the same task is the same. Thus according to (5), (6), (8), (9), (10) and (11) the total duration of MD $i$ selects offloading task through SS can be calculated as

$$t_i^S = I_i + I_i r_{i,ex}^S + I_i \beta + c_i / P_i^S$$

(14)

The total energy consumption can be calculated similarly as

$$e_i^S = P_i^S I_i / r_{i,ex} + c_i / P_i^S$$

(15)

Let introduce the task offloading decision indicator (3) and (4) can be rewritten as

$$r_{i,ex}^M = W \log_2 (1 + \frac{P_i^M g_i^M}{\sum_{j=1}^{N} a_{j,i} P_j^M g_j^M + n_0})$$

(16)

$$r_{i,ex}^S = W \log_2 (1 + \frac{P_i^S g_i^S}{\sum_{j=1}^{N} a_{j,i} P_j^S g_j^S + n_0})$$

(17)

3.4. System problem formulation

In summary, considering $a_{j,i}$, $q_j^M$, $q_j^S$, $r_{i,ex}^M$, $r_{i,ex}^S$, (1), (2), (5), (6), (8), (9), (10), (11), (12), (13), (14), (15), (16) and (17) the optimization problem is mathematically formulated to minimize the total time and energy consumption

$$\min \sum_{i=1}^{K} \left\{ q_j^M a_{j,i} \frac{c_i}{P_i^M} + a_{j,s} \left( \frac{I_i}{W \log_2 (1 + \sum_{j=1}^{N} a_{j,i} P_j^M g_j^M + n_0)} + \frac{c_i}{P_i^M} \right) \right\}$$

$$+ a_{j,s} \left( \frac{I_i}{W \log_2 (1 + \sum_{j=1}^{N} a_{j,i} P_j^S g_j^S + n_0)} + I_i \beta + \frac{c_i}{P_i^S} \right)$$

$$+ \frac{q_j^S}{W \log_2 (1 + \sum_{j=1}^{N} a_{j,i} P_j^S g_j^S + n_0)} + a_{j,s} \left( \frac{P_i^S I_i}{W \log_2 (1 + \sum_{j=1}^{N} a_{j,i} P_j^S g_j^S + n_0)} + c_i \delta_i^S \right) + a_{j,s} \left( \frac{P_i^S I_i}{W \log_2 (1 + \sum_{j=1}^{N} a_{j,i} P_j^S g_j^S + n_0)} + c_i \delta_i^S \right) \right\}$$
st.
\[ t_i^L - t_i^H \leq t_i^{\text{max}}, t_i^L \leq t_i^{\text{max}}, t_i^L \leq t_i^{\text{max}} \]
\[ I_i \leq \frac{1}{t_i^{\text{max}} - t_i^{L}}, \quad I_i \leq \frac{1}{t_i^{\text{max}} - t_i^{\text{H}}}, \quad I_i \leq \frac{1}{t_i^{\text{max}} - t_i^{L}} \]
\[ a_{i,1} + a_{i,2} + a_{i,3} = 1 \]
\[ \phi_i^L + \phi_i^H = 1 \]

(18)

4. JCDE algorithm
In this section, the details of JCDE scheme are given below:

1: Initialization of MD \( i = \{1, 2, \ldots, N\} \), \( T \), local mode \( a_{i,1} = 0 \), MBS mode \( a_{i,2} = 0 \), SBS mode \( a_{i,3} = 0 \), bandwidth, background noise, coefficient etc.
2: repeat for each MD in parallel (in a simulation, each MD is chosen as the first choice):
3: while three modes of devices \( a_{i,1} + a_{i,2} + a_{i,3} \neq N \) Do
4: {choose a MD
5: compute the total consumption in three different modes
6: compare three results of this MD and choose the minimum consumption mode
7: choose another MD execute step4 under former MD’s influence then go to 6}
8: end while
9: compare all results of parallel total consumptions
10: choose the minimum result and record its chosen mode \( a_{i,1}, a_{i,2}, a_{i,3} \)
11: end

5. Numerical results
In this section, we conduct simulations to validate the utility and effectiveness of proposed JCDE algorithm. Plenty of users are randomly distributed in a cell with a radius of 1000m, a MBS and a SBS are in this area. Bandwidth is 2MHz, the CPU capability of MEC server is \{2,3,4,5\} GHz/s, \( N = \{10, 20, 30, 40, 50, 60, 70, 80, 90, 100\} \), backhaul delay coefficient is 0.0001s/KB, delay constraint is 0.5s, CPU cycles required by computing a task are randomly distributed between 0.1 and 1.1GHz.

![Figure 2](image1.png) Consumption of system with different schemes
![Figure 3](image2.png) Influence of both CPU computing capabilities
![Figure 4](image3.png) Influence of latency and energy coefficients

Figure 2 indicates the total consumption of the system with three different offloading schemes in terms of MD numbers. It is obvious that, regardless of MD numbers, consumptions of system in our JCDE scheme are always less than those in both EECO scheme [12] and stochastic offloading scheme. The simulation results validate the utility as well as effectiveness of our proposed scheme.
Figure 3 (N=50 in the simulations) shows that with the computational capability of MEC server CPU increasing and the computational capability of local CPU reducing, the number of MD which select to offload tasks is increases. Even though the computational capability of local CPU is strong, the computational capability MEC server CPU is weak, few MD still offload their tasks because they are close to the MBS and SBS and their tasks are delay-sensitive.

Figure 4 (the computational capability of MEC server CPU is 5GHz/s, N=50) shows latency and energy coefficient can affect offloading selections. It means the higher delay requirements of MD, the more assignments to offload, this is because the strong computing capability of MEC server. When the delay requirements of MD are low, most MD choose to perform computational tasks locally due to the large amount of energy consumed during offloading process.

6. Summary
In this paper, an optimization problem to minimize system consumption considering delay and energy for MEC system is formulated. To solve it, we design a JCDE algorithm and carry out simulations to validate the utility and effectiveness of proposed scheme. Numerical results demonstrate delay and energy efficiency promotion of our proposed scheme compared with EECO scheme and stochastic offloading scheme. In our future work we will study on NP-hard and more complex system model.
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