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Abstract

We investigate the phenomenon of particle production in a Friedmann-Robertson-Walker universe which contains a phase of de Sitter expansion for a finite interval, outside which it reduces to the flat Minkowski spacetime. We compute the particle number density for a massive scalar and a spinorial field and point out differences between the two cases. We find that the resulting particle density approaches a constant value at the scale of the Hubble time and that for a certain choice of the parameters the spectrum is precisely thermal for the spinorial field, and almost thermal for the scalar field.
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Chapter 1

Introduction

The keywords describing this thesis are: quantum fields on curved spaces, de Sitter solutions, Bogoliubov transformation, particle production by the coupling with the gravitational field.

Quantum fields on curved spaces are the generalization of the Minkowski quantum theory of fields. The general approach is to consider the space curvature as a background field, described by the metric tensor, which obeys the classical (i.e. not quantum) Einstein field equations. This approach suffers from a number of drawbacks, but it is nevertheless a bold step forward towards the grand unification of all known interactions and the quantization of the gravitational field. History tells us that a new theory is validated against results which are considered as classical. This pseudo-quantum treatment of quantum fields on a curved background provide a good way to produce some classical results.

Working in a background gravitational field is all but easy. With very few exceptions, there are no known analytical solutions to the resulting field equations. One of these exceptions is the de Sitter spacetime, which describes a Friedmann-Robertson-Walker Universe undergoing an exponential expansion (Misner, Thorne & Wheeler 1973, Birrell & Davies 1982).

Even though solutions to field equations might be derived in an external gravitational field, the quantum theory built on them is not as natural and intuitive as it is on Minkowski. For example, the Poincaré invariance of the Minkowski space and of the field equations automatically ensures the existence of “positive” and “negative” frequency states. However, a different choice of coordinate system (e.g. the spherical one), or the coordinates of a non-inertial observer (e.g. the Rindler coordinates) can also be used to define particle states, which might not have the same physical meaning as the former. The accelerated observer detects particles as if he would have been submerged in a thermal bath of temperature related to his own acceleration (Birrell & Davies 1982).

We shall circumvent the more philosophical issues regarding particle states definition
and interpretation, and instead consider the space to have only a finite region of a de Sitter expansion phase, outside which the space is flat (see Figure 1.1).

![Figure 1.1: The scale factor for the FRW space under consideration](image)

Particle states are only defined on the flat regions of space. The method we employ is to let the \textit{in} vacuum state evolve through the de Sitter phase, and compute the expectation value of the particle number or the energy density operator in the \textit{out} region. Poincaré invariance guarantees there is no particle production on the Minkowski regions. This phenomenon takes place only on the de Sitter phase. The particle and anti-particle modes used to construct the solution on de Sitter space are used merely as mathematical tools that allow us to propagate the \textit{in} modes, and do not receive any physical interpretation as to their particle content. These key ingredients are summarized in Table 2.1.

The purpose of this thesis is to evaluate the density of created particles with given momentum in a unit volume of the \textit{out} space for a massive scalar and a spinorial field. We find that there is a cutoff for particles with momentum higher than the expansion factor. Using the spectral density we also evaluate the particle number density (per unit volume), and the energy density. We show that the particle number density approaches a constant value as the expansion time approaches the Hubble time, and it increases with the expansion factor and with the mass of the created particles. The energy density is finite only for the case of a conformally coupled massive scalar field, in all other cases (including the spinorial field),
it has a logarithmic divergence. It also increases with the expansion factor, and exhibits a higher order increase with respect to the particle mass.

The thesis is structured as follows: chapter 2 presents the spacetime under investigation, after which we recall the basics of the quantization procedure on curved background and the formalism for the description of the particle production phenomenon. A key ingredient in the calculation are the free field equation solutions (the quantum modes), which we present in chapter 3.

Our main result is contained in chapter 4 and chapter 5, where we explicitly obtain the expression for the number density of the created particles. These chapters follow a common pattern for the investigation of scalar and spinorial particle production respectively. Each consists of two sections, the first gives the analytical solution in terms of Hankel functions while the second applies approximation formulas to extract information on the particle production phenomenon. The results obtained are accompanied by a set of figures.

We summarize our results and present our conclusions in chapter 6, where we also point out possibilities for further development.

We have provided Appendix A as a small reference regarding Hankel functions. Appendix B gives insight on the underworks of the Pauli spinors which occur in the polarized solutions of the Dirac equation.
CHAPTER 1. INTRODUCTION
Chapter 2

Quantum fields on curved spaces

This section summarizes the framework and main results needed for the development of the thesis. We assume the reader to be familiar with the quantum theory of free fields and general relativity (good books include (Itzykson & Zuber 1980, Bjorken & Drell 1964, Misner et al. 1973, Wald 1984)). In section 2.1 we present the space-time under consideration and list the results from general relativity which we shall use in subsequent chapters. In section 2.2 we introduce the general formalism for the construction of a quantum field theory on an arbitrary space-time, following the method of (Birrell & Davies 1982). Other introductory texts include (Ford 1997, Jacobson 2004). For an introduction to the vierbein formalism, used for the generalization of the Dirac field to curved spaces, the reader can consult (Cotaescu 2000, Cotaescu 2002). For a modern analysis on the construction of a meaningful symmetric divergenceless stress-energy tensor, we refer to (Forger & Römer 2004).

2.1 Friedmann-Robertson-Walker spaces

The Friedmann-Robertson-Walker space is a spatially isotropic and homogeneous spacetime described by the metric

$$ds^2 = dt^2 - a^2(t) dx^2,$$

where $a(t)$ is known as the scale factor. Such a space undergos a dilation (or contraction) of distances by the factor $a(t)$. Two special cases of the FRW space are the Minkowski space, which corresponds to

$$a(t) = \text{const},$$
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and the de Sitter space, which corresponds to

\[ a(t) = e^{\omega t}. \quad (2.1.3) \]

The expansion parameter \( \omega \) is also known as the Hubble expansion rate \( H \), and the hubble time is defined as \( 1/H \).

The space we will work with is a FRW space consisting of three regions, as illustrated in Figure 1.1. The continuity of the metric tensor requests \( a(t) \) to be a continuous function of \( t \), which leads to a line element of the following form:

1. Minkowski in region, \( t < t_i \):
   \[ ds^2 = dt^2 - d\mathbf{x}_i^2, \quad \mathbf{x}_i = e^{\omega t_i} \mathbf{x} \]  
   \[ (2.1.4a) \]

2. de Sitter expansion phase, \( t_i < t < t_f \):
   \[ ds^2 = dt^2 - d\mathbf{x}^2 \]  
   \[ (2.1.4b) \]

3. Minkowski in region, \( t > t_f \):
   \[ ds^2 = dt^2 - d\mathbf{x}_f^2, \quad \mathbf{x}_f = e^{\omega t_f} \mathbf{x} \]  
   \[ (2.1.4c) \]

We shall refer to \( t_i \) as the “initial time”, to \( t_f \) as the “final time” and to \( \Delta t = t_f - t_i \) as the “expansion time”. Note that the effect of the expansion of space is to increase the physical distances, which in turn produces a redshift in particle wavelengths. We shall use “physical quantities” (e.g. physical length, physical momentum) to refer to the results of measurements performed by an observer in a Minkowski region. For example, the momentum operator for the \textit{out} region is

\[ \mathbf{P}^{\text{out}} = -i \nabla_f = -ie^{-\omega t_f} \nabla. \]  
   \[ (2.1.5) \]

This is the natural definition of the momentum operator associated with the Killing vector of unit length which generates space translations. The length of the Killing vector is evaluated using the Minkowski metric

\[ \eta_{\mu\nu} = \text{diag}(1, -1, -1, -1), \]  
   \[ (2.1.6) \]

used for the construction of the line element (2.1.4c). Similarly, the momentum operator for
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|                | \( \text{in} \) | \( \text{de Sitter phase} \) | \( \text{out} \) |
|----------------|----------------|-------------------|----------------|
| time span      | \( t < t_i \)  | \( t_i < t < t_f \) | \( t_f < t \)  |
| \( ds^2 \)     | \( dt^2 - e^{2\omega t} dx^2 \) | \( dt^2 - e^{2\omega t} dx^2 \) | \( dt^2 - e^{2\omega t_f} dx^2 \) |
| physical coordinates | \( x_i = xe^{\omega t_i} \)  | \( xe^{\omega t} \)  | \( x_f = xe^{\omega t_f} \)  |
| physical momenta | \( q = p_{ds} e^{-\omega t_i} \)  | \( p_{ds} e^{-\omega t} \)  | \( p = p_{ds} e^{-\omega t_f} \)  |

Table 2.1: summary of the studied space-time

the \( \text{in} \) region is naturally defined as

\[
P^{\text{in}} = -ie^{-\omega t_i} \nabla.
\]

This establishes the relation between the momentum operators measuring physical momenta in the \( \text{in} \) and \( \text{out} \) regions:

\[
P^{\text{out}} = e^{-\omega (t_f - t_i)} P^{\text{in}}. \tag{2.1.7}
\]

Particles which have a measured momentum of \( p \) in the \( \text{out} \) region had a measured momentum of

\[
q = pe^{\omega \Delta t} \tag{2.1.8}
\]

in the \( \text{in} \) region. In terms of the de Sitter momentum \( p_{ds} \), given by the Killing vector \(-i \partial_i\), we have

\[
q = p_{ds} e^{-\omega t_i}, \quad p = p_{ds} e^{-\omega t_f}. \tag{2.1.9}
\]

An important feature of FRW spaces is that the metric is conformal with the Minkowski metric, allowing to be cast in the form

\[
 ds^2 = a^2(\eta)(d\eta^2 - dx^2), \quad \eta = \int \frac{dt}{a(t)}, \tag{2.1.10}
\]

where \( \eta \) is called the conformal time. We recall that a conformal transformation may be described by

\[
g_{\mu\nu} \mapsto \Omega^2(x)g_{\mu\nu}. \tag{2.1.11}
\]

As the metric undergoes this transformation, all metric-dependent quantities (the connection coefficients, Riemann tensor, curvature) transform in a non-trivial way. In particular, the
transformation law for the four-dimensional d’Alembert operator is:
\[
(\Box + \frac{1}{6} R) \phi \mapsto \left(\Box + \frac{1}{6} R\right) \bar{\phi}, \quad \bar{\phi}(x) = \frac{1}{\Omega} \phi(x).
\]  
(2.1.12)

All barred quantities are evaluated using the conformally transformed metric (2.1.11). The generally covariant d’Alembert operator on a curved space is
\[
\Box \phi = g^{\mu \nu} \nabla_\mu \nabla_\nu \phi = \frac{1}{\sqrt{-g}} \partial_\mu \left(\sqrt{-g} g^{\mu \nu} \partial_\nu \phi\right), \quad g = \det(g_{\mu \nu}).
\]  
(2.1.13)

This result is of special interest for the theory of scalar fields on curved spaces, described by the lagrangian (2.2.8). If the coupling parameter is set to \(\xi = 1/6\) (conformal coupling), the massless scalar field obeys a conformal field equation, and thus the solutions are proportional to the Minkowski ones.

The connection coefficients in a coordinate basis \(\partial_\mu\), also known as Christoffel symbols, are defined as
\[
\Gamma^\lambda_{\mu \nu} = \frac{1}{2} g^{\lambda \kappa} \left(g_{\kappa \mu, \nu} + g_{\kappa \nu, \mu} - g_{\mu \nu, \kappa}\right).
\]  
(2.1.14)

We shall use these in the construction of the covariant derivative appearing in the d’Alembert operator (2.1.13). In a FRW space of line element (2.1.1) the Christoffel symbols are
\[
\Gamma^t_{ij} = a(t) a'(t) \delta_{ij}, \quad \Gamma^i_{tj} = \frac{a'(t)}{a(t)} \delta^i_j.
\]  
(2.1.15)

The prime denotes differentiation with respect to the argument. In the conformal chart \((\eta, x)\), which we shall use in chapter 3, these coefficients read
\[
\Gamma^\eta_{\eta \eta} = \frac{a'(\eta)}{a(\eta)}, \quad \Gamma^\eta_{ij} = \frac{a'(\eta)}{a(\eta)} \delta_{ij}, \quad \Gamma^i_{\eta j} = \frac{a'(\eta)}{a(\eta)} \delta^i_j.
\]  
(2.1.16)

The Ricci scalar (the curvature) is given by
\[
R = R^\nu_\nu = R^{\mu \nu}{}_{\mu \nu} = -6 \frac{a''}{a} - 6 \left(\frac{a'}{a}\right)^2.
\]  
(2.1.17)

The Minkowski metric \(\eta_{\mu \nu}\) (2.1.6) is point-independent \((a(t) = \text{const})\), thus the Christoffel symbols (2.1.15) and the Ricci curvature (2.1.17) vanish. In particular, the d’Alembert
operator (2.1.13) is the wave operator

\[ \Box = \partial_t^2 - \Delta, \quad \Delta = \sum_{i=1}^{3} \partial_i^2, \]  

(2.1.18)

with \( \Delta \) being the Laplace operator, acting on all space components. Care must be taken when reading the space coordinates of the Minkowski in and out regions, among which we shall distinguish by appending a subscript \( i \) or \( f \).

Let us now focus on our case of interest, i.e. that of the de Sitter space (2.1.4b) with the scale factor \( a(t) = e^{\omega t} \). The conformal time (2.1.10) is easily integrated to yield

\[ \eta = -\frac{1}{\omega} e^{-\omega t}, \]  

(2.1.19a)

therefore \( a(\eta) = -1/\omega \eta \). Substituting in (2.1.10), the conformal line element reads

\[ ds^2 = \frac{1}{\omega^2 \eta^2} (d\eta^2 - dx^2). \]  

(2.1.19b)

The connection coefficients in this chart are

\[ \Gamma^\eta_{\eta\eta} = -\frac{1}{\eta}, \quad \Gamma^\eta_{ij} = -\frac{1}{\eta} \delta_{ij}, \quad \Gamma^i_{\eta j} = -\frac{1}{\eta} \delta^i_j, \]  

(2.1.20)

and the d’Alembert operator is

\[ \Box \phi = (\omega^2 \eta^2) \left( \partial^2_\eta - 2/\eta \partial_\eta - \Delta \right) \phi. \]  

(2.1.21)

The Ricci scalar reads

\[ R = 12 \omega^2. \]  

(2.1.22)

### 2.2 Quantization procedure

One of the main ingredients in the construction of the quantum field theory in Minkowski space is the requirement of Poincaré invariance. In particular, the invariance to time translations allow for the construction of positive and negative frequency modes, which naturally define particle and anti-particle states. This invariance is not guaranteed in general relativity, where the choice of particle states is echivocal. Poincaré inertial observers all
agree on the definitions of particles. On the other hand, only a special class of freely falling observers will register the same particle content in a given quantum states.

Following the development in (Birrell & Davies 1982), we shall restrict ourselves to $C^\infty$ 4-dimensional, globally hyperbolic, pseudo-Riemannian manifolds. The differentiability conditions ensure the existence of differential equations and the global hyperbolicity ensures the existence of Cauchy hypersurfaces.

The formalism of quantum field theory is generalized to curved spacetime in a straightforward way, but the physical interpretation is not. Except for some cases such as static spacetimes, the physical interpretation of particle states is ambiguous.

In this section we shall outline the general framework of a quantum theory of fields in a background gravitational field, and apply it to general FRW spaces, discussed in section 2.1.

2.2.1 The Klein-Gordon field

The generally covariant action for a charged scalar field is

$$ S[\phi] = \int d^4x \sqrt{-g} \left\{ g^{\mu\nu} \nabla_\mu \phi^\dagger(x) \nabla_\nu \phi(x) - (m^2 + \xi R(x)) \phi^\dagger(x) \phi(x) \right\}, \quad (2.2.1a) $$

and the corresponding field equation is

$$ (\Box + m^2 + \xi R(x)) \phi(x) = 0, \quad \Box \phi(x) = g^{\mu\nu} \nabla_\mu \nabla_\nu \phi(x) \quad (2.2.1b) $$

The most frequently considered values for the coupling parameter are $\xi = 0$ (minimal coupling) and $\xi = 1/6$ (conformal coupling). Although the natural coupling to the gravitational field is the minimal one, we shall keep $\xi$ arbitrary when developing the theory. As we shall see, the conformal coupling will emerge as a case of special interest, not only because for this choice the particle production ceases when the scalar field is massless (see subsection 4.1.3), but also because the energy density of the created particles is at a minimum (see, for example, subsection 4.2.1).

The $U(1)$ invariance of the action assures the conserved current density

$$ j^\mu = i \sqrt{-g} g^{\mu\nu} (\phi^\dagger(x) \overset{\leftrightarrow}{\partial_\nu} \phi(x)) , \quad \partial_\mu j^\mu = 0, \quad (2.2.2) $$

and the corresponding current vector

$$ j^\mu = ig^{\mu\nu} (\phi^\dagger(x) \overset{\leftrightarrow}{\partial_\nu} \phi(x)) , \quad \nabla_\mu j^\mu = 0, \quad (2.2.3) $$
2.2. QUANTIZATION PROCEDURE

where the bilateral derivative is

\[ f \overset{\leftarrow}{\partial}_\mu g = f \partial_\mu g - g \partial_\mu f. \]  

(2.2.4)

The conserved charge follows from (2.2.2)

\[ Q = \int j^\mu d\Sigma_\mu, \]  

(2.2.5)

where the integral extends over a Cauchy surface. The result is independent of the choice of surface. If we pick \( x^0 \) to be the temporal coordinate, the integral (2.2.5) reads

\[ Q = i \int d^3x \sqrt{-g} g^{\mu 0} (\phi^\dagger (x) \overset{\leftarrow}{\partial}_\mu \phi(x)), \quad \partial_0 Q = 0. \]  

(2.2.6)

This suggests to introduce the scalar product

\[ \langle f_1, f_2 \rangle = i \int d^3x \sqrt{-g} g^{\mu 0} (f_1^\dagger (x) \overset{\leftarrow}{\partial}_\mu f_2(x)), \quad \partial_0 \langle f_1, f_2 \rangle = 0, \]  

(2.2.7)

which can be easily shown to be independent of time if and only if \( f_1(x), f_2(x) \) are solutions to the Klein-Gordon equation (Ford 1997). In the discussion above we referred to a charged scalar field only for establishing the form of the scalar product (2.2.7). In our investigation we shall restrict to the case of an uncharged field (the difference is unessential) for which the Lagrangian density reads

\[ \mathcal{L}(\phi, \partial_\mu \phi) = \sqrt{-g} \left\{ g^{\mu \nu} \frac{1}{2} \nabla_\mu \phi(x) \nabla_\nu \phi(x) - \frac{1}{2} (m^2 + \xi R(x)) \phi^2(x) \right\}. \]  

(2.2.8)

The resulting field equation is identical to (2.2.1b), for which the same scalar product (2.2.7) can be introduced.

The conjugate momentum is defined as the derivative of the Lagrangian density (2.2.8) with respect to the time derivative of the field

\[ \pi(x) = \frac{\partial \mathcal{L}}{\partial \partial_0 \phi(x)} = \sqrt{-g} g^{\mu 0} \nabla_\mu \phi(x). \]  

(2.2.9)
The quantization of the field is achieved by imposing the canonical commutation rules:

\[
[\phi(t, x), \phi(t, x')] = [\pi(t, x), \pi(t, x')] = 0 \quad (2.2.10a)
\]
\[
[\phi(t, x), \pi(t, x')] = i\delta^3(x - x') \quad (2.2.10b)
\]

The field equation is linear, and therefore admits a complete set of solutions, with respect to which the field \(\phi(x)\) can be expanded:

\[
\phi(x) = \sum_i \left( a_i f_i(x) + a_i^\dagger f_i^*(x) \right) \quad (2.2.11)
\]

Since we have a well defined scalar product, we require these modes to satisfy the orthonormalization condition

\[
\langle f_i, f_j \rangle = \delta_{ij}, \quad \langle f_i, f_j^* \rangle = 0, \quad \langle f_i^*, f_j^* \rangle = -\delta_{ij}. \quad (2.2.12)
\]

Using the canonical commutation rules (2.2.10) and the completeness relation

\[
i \sum_i \sqrt{-g} g^{\mu 0} \left( f_i^*(t, x') \partial_\mu f_i(t, x) - f_i(x) \partial_\mu f_i^*(t, x') \right) = \delta^3(x - x') \quad (2.2.13)
\]

we arrive at

\[
\left[ a_i, a_j \right] = 0, \quad \left[ a_i^\dagger, a_j^\dagger \right] = 0, \quad \left[ a_i, a_j^\dagger \right] = \delta_{ij}. \quad (2.2.14)
\]

These operators can be obtained by taking the scalar product between the corresponding mode and the field operator

\[
a_i = \langle f_i, \phi \rangle, \quad a_j^\dagger = -\langle f_j^*, \phi \rangle. \quad (2.2.15)
\]

The Fock space can be constructed by defining a vacuum (or no-particle) state such that

\[
a_i |0\rangle = 0, \quad \langle 0 | 0 \rangle = 1. \quad (2.2.16)
\]

With respect to this state, we call \(a_i\) annihilation operators and \(a_j^\dagger\) creation operators. The former operators annihilate quanta in mode \(f_i\), while the latter creates quanta in mode \(f_j\). From the vacuum state, successive application of the creation operators \(a_j^\dagger\) generates the particle states. The operator that counts the number of particles in a given state is the particle number operator given by

\[
N_i = a_i^\dagger a_i. \quad (2.2.17)
\]
Finally, the symmetric, divergence-less stress-energy tensor is obtained with the general prescription

\[ T_{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta L}{\delta g^{\mu\nu}}. \]  

(2.2.18)

The Lagrangian density (2.2.8) depends on the metric through \( \sqrt{-g} \) and through the derivative term. The variation of the latter with respect to the metric is

\[ \frac{\delta \sqrt{-g}}{\delta g^{\mu\nu}} = -g_{\mu\nu} \frac{\sqrt{-g}}{2}, \]  

(2.2.19)

and thus we arrive at

\[ T_{\mu\nu} = \nabla_\mu \phi \nabla_\nu \phi - g_{\mu\nu} \frac{L}{\sqrt{-g}}, \]  

(2.2.20)

\[ \frac{L}{\sqrt{-g}} = \frac{1}{2} \left( g^{\mu\nu} \nabla_\mu \phi(x) \nabla_\nu \phi(x) - (m^2 + \xi R(x))\phi^2(x) \right). \]  

(2.2.23)

There is a problem with this tensor: the energy density of the vacuum state is infinite. However, we are only interested in energy differences, therefore we shall substract the vacuum expectation value and define the new tensor as the normally ordered (Wick ordered) stress-energy tensor:

\[ : T_{\mu\nu} := T_{\mu\nu} - \langle 0 | T_{\mu\nu} | 0 \rangle. \]  

(2.2.21)

In terms of creation and annihilation operators we have

\[ : T_{\mu\nu} := \sum_{i,j} \left\{ a_i a_j (\partial_\mu f_i \partial_\nu f_j - g_{\mu\nu} L(f_i, f_j)) + a_i a_j^\dagger (\partial_\mu f_i^* \partial_\nu f_j^* - g_{\mu\nu} L(f_i^*, f_j^*)) \right\}, \]  

(2.2.22)

where \( L(f_i, f_j) \) is the bilinear form

\[ L(f_i, f_j) = \frac{1}{2} \left( g^{\mu\nu} \partial_\mu f_i \partial_\nu f_j - (m^2 + \xi R(x)) f_i f_j \right). \]  

(2.2.23)

### 2.2.2 The Dirac field

Fields with non-zero spin require multi-component wavefunctions to describe the extra degrees of freedom. In Minkowski space-time these components correspond naturally to the
cartesian coordinate system. In curved spaces, things tend to become ambiguous because of the requirement of invariance with respect to general coordinate transformations. Furthermore, because the metric is not necessarily homogeneous, there must be a mechanism that decouples the field and the equation it obeys from the specific choice of coordinates. This is achieved by working in natural frames, described by the frame vectors \( \{ e_\alpha \} \) and the coframe 1-forms \( \{ \omega^\beta \} \). The hatted indices refer to components with respect to this basis, while unhatted ones refer to components in an holonomic reference frame, e.g. \( e_\alpha = e_\alpha^\mu \partial_\mu \), \( \omega^\alpha = \omega^\alpha_\mu dx^\mu \).

The coframe 1-forms are defined such that

\[
g_{\mu \nu} = \eta^\alpha_\alpha^\beta \omega^\alpha_\mu \omega^\beta_\nu, \quad g = \eta^\alpha_\alpha^\beta \otimes \omega^\beta_\beta, \tag{2.2.24a}
\]

where \( \eta^\alpha_\alpha^\beta = \text{diag}(1, -1, -1, -1) \) is the Minkowski metric. The corresponding frame vectors are chosen such that

\[
\omega^\mu_\alpha e^\alpha_\beta = \delta^\alpha_\beta, \quad e^\mu_\alpha \omega^\beta_\nu = \delta^\mu_\nu. \tag{2.2.24b}
\]

The frame plays the same rôles with respect to the inverse of the metric tensor \( g^{-1} \) as the coframe plays with respect \( g \):

\[
g^{\mu \nu} = \eta^{\alpha \beta} e^{\mu}_\alpha e^{\nu}_\beta. \tag{2.2.24c}
\]

Any vector \( x = x^\mu \partial_\mu \) can be written in terms of the tetrad frame vectors as \( x = x^\alpha e_\alpha \), with the components given by:

\[
x^\alpha = x^\mu \omega^\alpha_\mu. \tag{2.2.24d}
\]

The tetrad description has the advantage that the hatted components of vectors do not change on a change of coordinates. The Lagrangian density for the Dirac field is

\[
\mathcal{L}(x) = \sqrt{-g} \left\{ \frac{i}{2} \left( \bar{\psi} \gamma^\alpha D_\alpha \psi - D_\alpha \bar{\psi} \gamma^\alpha \psi \right) - m \bar{\psi} \psi \right\}, \tag{2.2.25a}
\]

and the corresponding field equation is

\[
(i \gamma^\alpha D_\alpha - m) \psi(x) = 0. \tag{2.2.25b}
\]

The vierbein formalism comes into play when defining the \( \gamma \) matrices. Similar to the Minkowski theory, these are matrices with the anticommuting property

\[
\left\{ \gamma^\alpha, \gamma^\beta \right\} = 2\eta^{\alpha \beta}. \tag{2.2.26}
\]
The coordinate dependence is contained in the covariant derivative

\[ D_\dot{\alpha} = e_\dot{\alpha}^\mu \partial_\mu + \frac{1}{2} \Gamma_{\dot{\beta}\dot{\gamma}} \dot{\alpha} D(\Sigma^{\dot{\beta}\dot{\gamma}}). \] (2.2.27)

The connection coefficients with hatted indices are the equivalent of the Christoffel symbol (2.1.14), considered in a natural frame, and are defined as

\[ \nabla_{\dot{\beta}} e_{\dot{\alpha}} = \Gamma^{\dot{\gamma}}_{\dot{\alpha} \dot{\beta}} e_{\dot{\gamma}}, \quad \Gamma_{\dot{\alpha} \dot{\beta} \dot{\gamma}} = \frac{1}{2} \left( c_{\dot{\alpha} \dot{\beta} \dot{\gamma}} + c_{\dot{\alpha} \dot{\gamma} \dot{\beta}} - c_{\dot{\beta} \dot{\gamma} \dot{\alpha}} \right). \] (2.2.28)

These coefficients can be computed using the Cartan coefficients \( c_{\dot{\alpha} \dot{\beta} \dot{\gamma}} \) defined as

\[ \left[ e_{\dot{\alpha}}, e_{\dot{\beta}} \right] = c_{\dot{\alpha} \dot{\beta}} \gamma_\dot{\gamma}, \quad \left[ e_{\dot{\alpha}}, e_{\dot{\beta}} \right]^\mu = e_{\dot{\alpha}}^\nu \partial_\nu e_{\dot{\beta}}^\mu - e_{\dot{\beta}}^\nu \partial_\nu e_{\dot{\alpha}}^\mu. \] (2.2.29)

The antiadjoint generators for the spinorial representation of the Lorentz transformation are

\[ D(\Sigma_{\dot{\alpha} \dot{\beta}}) = \frac{1}{4} \left[ \gamma_{\dot{\alpha}}, \gamma_{\dot{\beta}} \right], \] (2.2.30a)

corresponding to the anti-hermitian generator of the definition representation of the Lorentz group

\[ \left( \Sigma_{\dot{\alpha} \dot{\beta}} \right)^{\dot{\gamma}}_{\dot{\rho}} = \delta^{\dot{\gamma}}_{\dot{\alpha}} \eta_{\dot{\beta} \dot{\rho}} - \delta^{\dot{\gamma}}_{\dot{\beta}} \eta_{\dot{\alpha} \dot{\rho}}, \] (2.2.30b)

which obey the commutation rules

\[ \left[ D(\Sigma_{\dot{\alpha} \dot{\beta}}), D(\Sigma_{\dot{\gamma} \dot{\rho}}) \right] = D(\Sigma_{\dot{\alpha} \dot{\gamma}}) \eta_{\dot{\beta} \dot{\rho}} - D(\Sigma_{\dot{\alpha} \dot{\rho}}) \eta_{\dot{\beta} \dot{\gamma}} - D(\Sigma_{\dot{\gamma} \dot{\beta}}) \eta_{\dot{\alpha} \dot{\rho}} + D(\Sigma_{\dot{\gamma} \dot{\rho}}) \eta_{\dot{\alpha} \dot{\beta}}. \] (2.2.30c)

The covariant derivative (2.2.27) ensures the covariance of the lagrangian density and of the field equation on an arbitrary change of coordinates and of the tetrad vectors. Similar to the scalar case, there is a \( U(1) \) symmetry of the Lagrangian (2.2.25a) which assures the conserved current vector

\[ j^\mu(x) = e_{\dot{\alpha}}^\mu \overline{\psi}(x) \gamma^{\dot{\alpha}} \psi(x), \quad \nabla_{\mu} j^\mu = 0. \] (2.2.31)

The time-independent charge associated with this current is

\[ Q = \int d^3x \sqrt{-g} e_{\dot{\alpha}}^0 \overline{\psi}(x) \gamma^{\dot{\alpha}} \psi(x), \quad \partial_0 Q = 0. \] (2.2.32)
The scalar product

\[ \langle \psi, \chi \rangle = \int d^3 x \sqrt{-g} e_0^0 \bar{\psi}(x) \gamma^\alpha \chi(x), \quad \partial_0 \langle \psi, \chi \rangle = 0 \]  

(2.2.33)

is well defined since it is time-independent. The choice of conjugate momenta corresponding to the field components \( \psi_a \) (Latin indices from the beginning of the alphabet will label spinorial indices) is not straightforward because the lagrangian density is 0 when the fields obey the field equations. The traditional choice for the momenta corresponding to the field \( \psi \) (written in spinorial form) is

\[ \pi(x) = \sqrt{-g} e_0^0 \bar{\psi} \gamma^\alpha \]  

(2.2.34)

The quantization for half-integer spin fields (fermions) is performed by imposing the anticommutation rules

\[ \{ \psi_a(t, x), \psi_b(t', x') \} = \{ \pi_a(t, x), \pi_b(t, x') \} = 0 \]  

(2.2.35a)

\[ \{ \psi_a(t, x), \pi_b(t, x') \} = \delta_{ab} \delta^3(x - x') \]  

(2.2.35b)

The Dirac field equation (2.2.25b) is linear, therefore we can expand the field operator \( \psi(x) \) in terms of a complete set of solutions (modes):

\[ \psi(x) = \sum_i \left( b_i u_i + d_i^\dagger v_i \right) \]  

(2.2.36)

The set of modes must be orthonormal, e.g.

\[ \langle u_i, u_j \rangle = \delta_{ij}, \quad \langle v_i, v_j \rangle = \delta_{ij}, \quad \langle u_i, v_j \rangle = 0, \]  

(2.2.37)

and complete,

\[ \sum_i \sqrt{-g} e_0^0 \left( u_{ia}(t, x) (\bar{u}_i(t, x') \gamma^\alpha)_{b} + v_{ia}(t, x) (\bar{v}_i(t, x') \gamma^\alpha)_{b} \right) = \delta_{ab} \delta^3(x - x'). \]  

(2.2.38)

These properties entail the anticommutation relations for the operators \( b_i \) and \( d_i^\dagger \)

\[ \{ b_i, b_j^\dagger \} = \delta_{ij}, \quad \{ d_i, d_j^\dagger \} = \delta_{ij}. \]  

(2.2.39)

The operators \( b_i^\dagger \) (\( b_i \)) create (annihilate) particles corresponding to the modes \( u_i \), while \( d_j^\dagger \) (\( d_j \)) are the corresponding anti-particle operators, which create (destroy) anti-particles.
corresponding to the modes \( v_j \). These operators can be expressed as scalar products between the corresponding modes and the field:

\[
b_i = \langle u_i, \psi \rangle, \quad d_j^\dagger = \langle v_j, \psi \rangle.
\] (2.2.40)

The construction of the Fock space is identical to the scalar case (2.2.16). The particle number operator, whose expectation value gives the number of particles in a given state, is defined as the sum of both particles and anti-particles:

\[
N_i = b_i^\dagger b_i + d_i^\dagger d_i
\] (2.2.41)

The stress-energy tensor, defined by (2.2.18), is more easily computed by noting that

\[
\frac{\delta L}{\delta e^\lambda_\alpha} = \frac{\delta L}{\delta g^{\mu\nu}} \frac{\delta g^{\mu\nu}}{\delta e^\lambda_\alpha}
\]

The last term can be computed using (2.2.24c) to yield

\[
\frac{\delta g^{\mu\nu}}{\delta e^\lambda_\alpha} = \eta^{\hat{\alpha}\hat{\beta}}(e^\mu_\beta \delta^\nu_\lambda + e^\nu_\beta \delta^\mu_\lambda)
\]

This expression is symmetric in the indices \( \mu, \nu \), and can easily be inverted, thus

\[
T_{\mu\nu} = \frac{1}{\sqrt{-g}} \frac{\delta L}{\delta e^\lambda_\alpha} \eta_{\hat{\alpha}\hat{\beta}} \omega^\lambda_\nu
\] (2.2.42)

Applying this result to the Dirac lagrangian density (2.2.25a), we get the stress-energy tensor for the Dirac field:

\[
T_{\mu\nu} = \frac{i}{4} \left( \bar{\psi} \gamma_\nu \hat{D}_\mu \psi + \bar{\psi} \gamma_\mu \hat{D}_\nu \psi \right)
\] (2.2.43)

Only the fields \( \psi \) and \( \bar{\psi} \) are differentiated, and when differentiating the \( \bar{\psi} \) field, the bar also runs over the derivative (2.2.27). The term \( g_{\mu\nu}L \) was omitted since the Lagrangian density vanishes when \( \psi \) is a solution to the Dirac equation.

### 2.3 Particle production

The coupling of a quantum field with a time-dependent background gravitational field gives rise to an interaction, similar to the effect of coupling to a classical time-dependent electric field. This interaction can feed energy into the field, which in turn can manifest as the phe-
nomenon of spontaneous particle creation from an initial vacuum. The formalism employed for the analysis of the particle production process is that of the Bogoliubov transformations. Let us assume that the field is in the vacuum state before the initial time $t_i$ (up to where the space is identical to the Minkowski space). We let this state evolve subject to the interaction with the gravitational field. At a future time $t_f$ we perform a measurement of particle numbers in this state. If the result is non-zero, then the interaction has produced particles. There is one problem with this approach: due to the non-unique definition of a particle, one might fool himself by detecting particles because of a, say, specific reference frame change. This is indeed the case in general relativity, where the lack of a general symmetry, like the Poincaré invariance in Minkowski, prevents us to define a vacuum state on which all freely falling observers would agree.

To obtain a more objective probe of the state of a field one must construct locally-defined quantities, such as expectation values of tensors (e.g., $T_{\mu\nu}$), which assume a particular value at the point $x$ of spacetime. The stress-tensor is objective in the sense that, for a fixed state $|\psi\rangle$, the results of different measuring devices can be related in the familiar fashion by the usual tensor transformation. For example, if $\langle \psi | T_{\mu\nu}(x) | \psi \rangle = 0$ for one observer, it will vanish for all observers. This is in contrast to the particle concept, where one observer may detect no particles while another may disagree (Birrell & Davies 1982).

However, many problems arise when one tries to define a stress-energy tensor that is not infinite, but we shall sweep these issues under the rug by computing energy differences only, and noticing whether they are null or not. The Bogoliubov formalism is slightly different for the scalar field and the spinorial one, because of the different definition of scalar products, and therefore must be discussed separately.

### 2.3.1 The Klein-Gordon field

The field $\phi(x)$ can be expressed in terms of any complete set of solutions. The Klein-Gordon equation (2.2.1b) is linear, thus any solution of the equation can be expressed in terms of a complete set. Let $\{f_i^{\text{in}}, f_i^{\text{in}*}\}$ be the complete orthonormal set of modes describing the in particle states:

$$\phi(x) = \sum_i \left( f_i^{\text{in}} a_{\text{in}}(i) + f_i^{\text{in}*} a_{\text{in}}^\dagger(i) \right), \quad \langle f_i^{\text{in}}, f_j^{\text{in}} \rangle = \delta_{ij}, \quad \langle f_i^{\text{in}}, f_j^{\text{in}*} \rangle = -\delta_{ij}, \quad \langle f_i^{\text{in}}, f_j^{\text{in}*} \rangle = 0. \quad (2.3.1a)$$
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Similarly, let \( \{ f_i^{\text{out}}, f_i^{\text{out} \ast} \} \) describe out particle states:

\[
\phi(x) = \sum_j \left( f_j^{\text{out}} a_{\text{out}}(j) + f_j^{\text{out} \ast} a_{\text{out}}^\dagger(j) \right),
\]

\[
\langle f_i^{\text{out}}, f_j^{\text{out}} \rangle = \delta_{ij}, \quad \langle f_i^{\text{out} \ast}, f_j^{\text{out} \ast} \rangle = -\delta_{ij}, \quad \langle f_i^{\text{out}}, f_j^{\text{out} \ast} \rangle = 0.
\]

The out modes can be expressed in terms of the in modes using Bogoliubov coefficients:

\[
f_i^{\text{out}} = \sum_j \left( \alpha_{ij} f_j^{\text{in}} + \beta_{ij} f_j^{\text{in} \ast} \right),
\]

\[
\alpha_{ij} = \langle f_j^{\text{in}}, f_i^{\text{out}} \rangle, \quad \beta_{ij} = -\langle f_j^{\text{in} \ast}, f_i^{\text{out}} \rangle.
\]

The orthonormalization of the in and out modes imply the following orthonormalization condition for the Bogoliubov coefficients:

\[
\sum_k (\alpha_{ik}^* \alpha_{jk} - \beta_{ik}^* \beta_{jk}) = \delta_{ij}, \quad \sum_k (-\alpha_{ik} \beta_{jk} + \beta_{ik} \alpha_{jk}) = 0.
\]

Further manipulations of the scalar products defined by (2.2.7) give the relations

\[
\alpha_{ij}^* = \langle f_i^{\text{out}} , f_j^{\text{in}} \rangle, \quad \beta_{ij} = -\langle f_i^{\text{out} \ast}, f_j^{\text{in}} \rangle,
\]

which are useful for the inverse of the transformation (2.3.3a):

\[
f_j^{\text{in}} = \sum_i \left( \alpha_{ij}^* f_i^{\text{out}} - \beta_{ij}^* f_i^{\text{out} \ast} \right).
\]

By expressing the in modes in terms of the out modes using (2.3.3a) in the field expansion (2.3.1) and equating with (2.3.2), we can express the operators \( a_{\text{out}}, a_{\text{out}}^\dagger \) in terms of the in operators:

\[
a_{\text{in}}(j) = \sum_i \left( \alpha_{ij} a_{\text{out}}(i) + \beta_{ij}^* a_{\text{out}}^\dagger(i) \right), \quad a_{\text{out}}(i) = \sum_j \left( \alpha_{ij}^* a_{\text{in}}(j) - \beta_{ij} a_{\text{in}}^\dagger(j) \right),
\]

\[
a_{\text{in}}^\dagger(j) = \sum_i \left( \beta_{ij} a_{\text{out}}(i) + \alpha_{ij}^* a_{\text{out}}^\dagger(i) \right), \quad a_{\text{out}}^\dagger(i) = \sum_j \left( -\beta_{ij}^* a_{\text{in}}(j) + \alpha_{ij} a_{\text{in}}^\dagger(j) \right).
\]
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If the mean value of the \textit{out} number operator (2.2.17) in the \textit{in} vacuum state, given by

\[ n_i = \langle 0_{in} | N_i^{out} | 0_{in} \rangle = \sum_k |\beta_{ik}|^2, \]  

is nonzero, then particle creation occurred between the \textit{in} and \textit{out} states. The mean value for other products of creation and annihilation operators are

\[ \langle 0_{in} | a_{out}(i)a_{out}(j) | 0_{in} \rangle = -\sum_k \alpha_{ik}^* \beta_{jk}^*, \]  
\[ \langle 0_{in} | a_{out}^\dagger(i)a_{out}^\dagger(j) | 0_{in} \rangle = -\sum_k \beta_{ik} \alpha_{jk}, \]  
\[ \langle 0_{in} | a_{out}^\dagger(i)a_{out}(j) | 0_{in} \rangle = \sum_k \beta_{ik} \beta_{jk}^*. \]  

These are useful when evaluating the expectation value of the \textit{out} stress-energy tensor (2.2.22) in the \textit{in} vacuum state:

\[ \langle 0_{in} : T_{\mu \nu}^\text{out}(x) : | 0_{in} \rangle = \sum_{i,j,k} \left\{ -\alpha_{ik}^* \beta_{jk}^* (\partial_\mu f_i \partial_\nu f_j - g_{\mu \nu} \mathcal{L}(f_i, f_j)) - \beta_{ik} \alpha_{jk} (\partial_\mu f_i^* \partial_\nu f_j^* - g_{\mu \nu} \mathcal{L}(f_i^*, f_j^*)) \right\}, \]  

\[ + \beta_{ik} \beta_{jk} (\partial_\mu f_i \partial_\nu f_j^* + \partial_\nu f_i \partial_\mu f_j^* - g_{\mu \nu} \mathcal{L}(f_i, f_j^*)) \]. \]  

2.3.2 The Dirac field

Similarly to the case of the scalar field described in subsection 2.3.1, the field \( \psi \) is expanded in terms of \textit{in} and \textit{out} modes, presumed to be orthonormal. The Bogoliubov coefficients are slightly different, as can be seen by writing the \textit{out} modes in terms of the \textit{in} ones:

\[ U_{i}^{\text{out}} = \sum_j (\alpha_{ij} U_j^{\text{in}} + \beta_{ij} V_j^{\text{in}}), \quad V_i^{\text{out}} = \sum_j (\beta_{ij}^* U_j^{\text{in}} + \alpha_{ij}^* V_j^{\text{in}}), \]  

\[ \alpha_{ij} = \langle U_j^{\text{in}} , U_i^{\text{out}} \rangle, \quad \beta_{ij} = \langle V_j^{\text{in}} , U_i^{\text{out}} \rangle. \]
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There is a sign difference for the $\beta$ coefficient compared to (2.3.5), which becomes manifest in the orthonormalization condition:

$$\sum_k (\alpha_{ik}^* \alpha_{jk} + \beta_{ik}^* \beta_{jk}) = \delta_{ij}, \quad \sum_k (\alpha_{ik} \beta_{jk} + \beta_{ik} \alpha_{jk}) = 0$$  \hspace{1cm} (2.3.11)

The inverse transformation of (2.3.10) is

$$U_{ji}^{\text{in}} = \sum_i (\alpha_{ij}^* U_i^{\text{out}} + \beta_{ij} V_i^{\text{out}}), \quad V_{ji}^{\text{in}} = \sum_i (\beta_{ij}^* U_i^{\text{out}} + \alpha_{ij} V_i^{\text{out}})$$  \hspace{1cm} (2.3.12a)

The same coefficients link the \textit{in} creation and annihilation operators to the \textit{out} ones:

$$b_{in}(j) = \sum_i (\alpha_{ij} b_{out}(i) + \beta_{ij}^* d_{out}^\dagger(i)), \quad b_{in}^\dagger(j) = \sum_i (\alpha_{ij}^* b_{out}^\dagger(i) + \beta_{ij} d_{out}(i)),$$

$$d_{in}(j) = \sum_i (\beta_{ij} b_{out}(i) + \alpha_{ij}^* d_{out}^\dagger(i)), \quad d_{in}^\dagger(j) = \sum_i (\beta_{ij}^* b_{out}^\dagger(i) + \alpha_{ij} d_{out}(i)).$$  \hspace{1cm} (2.3.13a)

The inverse equations follow:

$$b_{out}(i) = \sum_j (\alpha_{ij}^* b_{in}(j) + \beta_{ij}^* d_{in}^\dagger(j)), \quad b_{out}^\dagger(i) = \sum_j (\alpha_{ij} d_{in}(j) + \beta_{ij}^* b_{in}^\dagger(j)),$$

$$d_{out}(i) = \sum_j (\beta_{ij}^* b_{in}(j) + \alpha_{ij} d_{in}^\dagger(j)), \quad d_{out}^\dagger(i) = \sum_j (\beta_{ij} b_{in}(j) + \alpha_{ij}^* d_{in}^\dagger(j)).$$  \hspace{1cm} (2.3.13b)

The expectation value for the particle number (2.2.41) in the \textit{in} vacuum state is twice the one for the (uncharged) scalar field (2.3.7):

$$n_i = \langle 0_{in}| N_i^{\text{out}} | 0_{in} \rangle = 2 \sum_k |\beta_{ik}|^2$$  \hspace{1cm} (2.3.14)

The mean value for other products of creation and annihilation operators are

$$\langle 0_{in}| d_{out}(i) b_{out}(j) | 0_{in} \rangle = \sum_k \alpha_{ik}^* \beta_{jk},$$  \hspace{1cm} (2.3.15a)

$$\langle 0_{in}| b_{out}^\dagger(i) d_{out}^\dagger(j) | 0_{in} \rangle = \sum_k \beta_{ik}^* \alpha_{jk},$$  \hspace{1cm} (2.3.15b)

$$\langle 0_{in}| b_{out}^\dagger(i) b_{out}(j) | 0_{in} \rangle = \sum_k \beta_{ik}^* \beta_{jk},$$  \hspace{1cm} (2.3.15c)

$$\langle 0_{in}| d_{out}^\dagger(i) d_{out}(j) | 0_{in} \rangle = \sum_k \beta_{ik} \beta_{jk}.$$  \hspace{1cm} (2.3.15d)
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The free field equation on de Sitter space-time

The equations for the free Klein-Gordon (2.2.1b) and Dirac (2.2.25b) fields are linear in the field, thus the solutions form a linear vector space. The construction of a basis in a vector space can be done by choosing a set of commuting conserved operators, and solve the corresponding eigenvalue problems. This produces a set of labels, which we have collectively denoted by the subscripts $i, j$ in the preceding section. After applying these labels to the modes, the field equation simplifies, ideally to an algebraic relation between the labels (as in the Minkowski case), or if the set of operators was not complete, to a simpler differential equation.

On the de Sitter space with line element (2.1.1), we recognize the rotational and translational symmetry familiar from the Minkowski theory. Since the field equations are invariant on such transformations, we conclude the momentum operators $P_i = -i\partial_i$ and angular momentum operators $J_{ij} = x^j P_i - x^i P_j + S_{ij}$, with $S_{ij}$ being the spin generators from the Minkowski theory, are both conserved and useful for the construction of modes. A thorough discussion on symmetries on the de Sitter space are given in (Cotaescu 2000, Cotaescu 2002, Cotaescu, Crucean & Pop 2008).

In the construction of the solution to the Klein-Gordon field we shall follow the work of (Cotaescu et al. 2008), but other good references are (Birrell & Davies 1982, Haro & Elizalde 2008). The construction of polarized fermions solutions to the Dirac equation follows (Cotaescu 2002), but the reader could also refer to (Haro & Elizalde 2008).
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3.1 The Klein-Gordon field

For the most part of the derivation we will work on the conformal chart (2.1.10). The scalar product in this chart is given by

$$\langle f, g \rangle = i \int d^3 x (-\omega \eta)^{-2} (f^*(\eta, x) \overleftarrow{\partial_\eta} g(\eta, x)),$$

while in the FRW chart it reads

$$\langle f, g \rangle = i \int d^3 x e^{3\omega t} (f^*(t, x) \overleftarrow{\partial_t} g(t, x)).$$

The equation (2.2.1b) in conformal coordinates translates to

$$\omega^2 \left( \eta^2 \partial^2_\eta - 2\eta \partial_\eta - \eta^2 \Delta + \frac{m^2}{\omega^2} + 12\xi \right) \phi(x) = 0,$$

where we have used (2.1.21) for the d’Alembert operator and (2.1.22) for the Ricci scalar. If $m = 0$ and $\xi = 1/6$, the equation is conformal to the Minkowski case for $\phi/(-\omega \eta)$ (see (2.1.12)). We note that for a change of function

$$F(\eta) = \eta^\alpha f(\eta),$$

the derivative terms change as

$$\eta \frac{d}{d\eta} F(\eta) = \eta^\alpha (\alpha f(\eta) + \eta f'(\eta)),$$

$$\eta^2 \frac{d^2}{d\eta^2} F(\eta) = \eta^\alpha (\alpha (\alpha - 1) f(\eta) + 2\alpha \eta f'(\eta) + \eta^2 f''(\eta)),$$

Primes denote differentiation with respect to the argument. If we let $\alpha = 1$, equation (3.1.2) writes

$$\left( \eta^2 \partial^2_\eta - \eta^2 \Delta + \frac{m^2}{\omega^2} + 12(\xi - 1/6) \right) \frac{\phi(x)}{-\omega \eta} = 0$$

For $m = 0$ and $\xi = 1/6$, this equation reduces to the equation for a massless scalar field in flat spacetime. Thanks to the space translation symmetry, we can construct the solutions as eigenfunctions of the momentum operator $P_i = -i \overleftarrow{\partial_i}$ such that

$$P_i f_p(x) = p^i f_p(x),$$
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i.e. the $x$ dependence is in a plane wave factor $\sim e^{ipx}$. Thus we introduce

$$f_p(x) = \frac{1}{(2\pi)^{3/2}} (-\omega \eta) \varphi_p(\eta) e^{ipx}. \quad (3.1.6)$$

We note that the orthonormalization condition (2.2.12) translates to a Wronskian condition on $\varphi_p$:

$$\langle f_p', f_p \rangle = i W(\varphi_p^*(\eta), \varphi_p(\eta)) \delta^3(p - p'), \quad W(\varphi_p^*(\eta), \varphi_p(\eta)) = -i. \quad (3.1.7)$$

The Wronskian of two functions is defined as

$$W(f(z), g(z)) = f(z)g'(z) - f'(z)g(z). \quad (3.1.8)$$

The equation (3.1.4) reads

$$\left( \eta^2 \frac{d^2}{d\eta^2} + \eta^2 p^2 + \frac{m^2}{\omega^2} + 12(\xi - 1/6) \right) \varphi_p(\eta) = 0, \quad (3.1.9)$$

where we have introduced

$$p = |p| = \sqrt{p^2} \quad (3.1.10)$$

for the length of the vector $p$. This is the equation of a harmonic oscillator of variable frequency. The solution of this equation can be expressed in terms of Hankel functions (see Appendix A). Note that the argument of the Hankel function is $z = -\eta p$, with $z > 0$. After a function change (3.1.3) with $\alpha = 1/2$ we arrive at the Bessel equation:

$$\left( z^2 \frac{d^2}{dz^2} + z \frac{d}{dz} + z^2 + \frac{m^2}{\omega^2} + 12(\xi - 1/6) - 1/4 \right) \frac{\varphi_p(z)}{\sqrt{z}} = 0$$

We define

$$M^2 = \frac{m^2}{\omega^2} + 12(\xi - \frac{1}{6}), \quad \mu = \frac{1}{4} - M^2, \quad (3.1.11)$$

and write the solution as

$$\varphi_p(\eta) = N \sqrt{-p\eta} Z_\nu(-p\eta), \quad \nu = \sqrt{\mu}, \quad (3.1.12)$$
where $Z_\nu$ is given by

$$
Z_\nu(z) = \begin{cases}
  H^{(1)}_\nu(z) & \mu > 0 \\
  e^{-\pi\nu/2} H^{(1)}_\nu(z) & \mu < 0
\end{cases},
Z^*_\nu(z) = \begin{cases}
  H^{(2)}_\nu(z) & \mu > 0 \\
  e^{\pi\nu/2} H^{(2)}_\nu(z) & \mu < 0
\end{cases}.
$$

(3.1.13)

More insight on this particular choice of solution is provided in section A.3. Using the wronskian relation (A.3.1), we can determine the normalization constant $\mathcal{N}$ from the normalization condition (3.1.7):

$$
\mathcal{N} = \sqrt{\frac{\pi}{4p}}
$$

The result, written in the FRW chart, is

$$
\varphi_p(t) = \sqrt{\frac{\pi}{4\omega}} e^{-\frac{1}{2}\omega t} Z_\nu \left( \frac{p}{\omega} e^{-\omega t} \right)
$$

(3.1.14)

Thus the plane wave solution (3.1.6) reads:

$$
f^{\text{dS}}_p(t, \mathbf{x}) = \frac{1}{(2\pi)^{3/2}} \sqrt{\frac{\pi}{4\omega}} e^{-\frac{3}{2}\omega t} Z_\nu \left( \frac{p}{\omega} e^{-\omega t} \right) e^{ipx}
$$

(3.1.15)

Together with their complex conjugates, these solutions form a complete set with respect to which the field can be expanded in the usual way:

$$
\phi(x) = \int d^3x \left( f^{\text{dS}}_p(t, \mathbf{x}) a_{\text{dS}}(t, \mathbf{x}) + f^{\text{dS}*}_p(t, \mathbf{x}) a_{\text{dS}}^\dagger(t, \mathbf{x}) \right),
$$

(3.1.16)

where $a_{\text{dS}}(t, \mathbf{x}), a_{\text{dS}}^\dagger(t, \mathbf{x})$ are the destruction and creation operators corresponding to the modes $f^{\text{dS}}_p(t, \mathbf{x})$. The superscript dS is used to distinguish between the solutions in this standard set and other combinations we shall use to define other particle states.

### 3.2 The Dirac field

As with the previous case, we will work in the conformal chart (2.1.10). The scalar product in this chart is given by

$$
\langle \psi, \chi \rangle = \int d^3x e^{3\omega t} \bar{\psi}(t, \mathbf{x}) \gamma^0 \chi(t, \mathbf{x}),
$$

(3.2.1a)
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while in the FRW chart it reads

\[ \langle \psi, \chi \rangle = i \int d^3 x (-\omega \eta)^{-3} \overline{\psi}(\eta, x) \gamma^0 \chi(\eta, x) \]  \hspace{1cm} (3.2.1b)

The field equation is expressed in terms of the tetrad frame vectors (2.2.24c) and of the connection coefficient (2.2.27). We choose the following tetrad vectors:

\[ e_\eta = (-\omega \eta) \partial_\eta, \quad e_i = (-\omega \eta) \partial_i. \]  \hspace{1cm} (3.2.2)

The corresponding Cartan coefficients (2.2.29) evaluate to:

\[ c_{\hat{\eta} \hat{i} \hat{j}} = -\omega \eta_{ij}. \]  \hspace{1cm} (3.2.3)

The corresponding connection coefficients (2.2.28) follow:

\[ \Gamma_{\hat{\eta} \hat{i} \hat{j}} = -\omega \eta_{ij}. \]  \hspace{1cm} (3.2.4)

Note the \( \eta \) followed by hatted indices refers to the Minkowski metric (2.1.6). All unlisted coefficients vanish. Substituting this result in (2.2.27), we evaluate the covariant derivative (2.2.27):

\[ D_\eta = (-\omega \eta) \partial_\eta, \quad D_i = (-\omega \eta) \partial_i - \omega \eta_{ij} D(\Sigma^0_j). \]  \hspace{1cm} (3.2.5)

The Dirac equation (2.2.25b) reads

\[ \left( (-\omega \eta)(i\gamma^0 \partial_\eta + i\gamma^i \partial_i) + \frac{3i\omega}{2} \gamma^0 - m \right) \psi(x) = 0. \]  \hspace{1cm} (3.2.6)

Using the general prescription (3.1.3), we can eliminate the free \( \gamma^0 \) term by using \( \alpha = 3/2 \):

\[ \left( (-\omega \eta)(i\gamma^0 \partial_\eta - \gamma^i P_i) - m \right) \frac{\psi(x)}{(-\omega \eta)^{3/2}} = 0. \]  \hspace{1cm} (3.2.7)

As with the scalar case, the equation is invariant to space translations and rotations. Moreover, because of the spin degree of freedom, we can also use the helicity operator \( W = D(\mathbf{S})\mathbf{P} \) (the time component of the Pauli-Lubanski vector operator), along with the momentum op-
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Operator $P_i = -i\partial_i$ to label the resulting modes:

$$P_i U_{p,\lambda}(\eta, x) = p^i U_{p,\lambda}(\eta, x) \quad WU_{p,\lambda}(\eta, x) = p\lambda U_{p,\lambda}(\eta, x)$$

$$P_i V_{p,\lambda}(\eta, x) = -p^i V_{p,\lambda}(\eta, x) \quad WV_{p,\lambda}(\eta, x) = p\lambda V_{p,\lambda}(\eta, x)$$

In analogy with the scalar case (3.1.6), we choose

$$U_{p,\lambda}(\eta, x) = \frac{1}{(2\pi)^{3/2}} (-\omega \eta)^{3/2} u(\eta, p, \lambda) e^{ipx},$$

$$V_{p,\lambda}(\eta, x) = \frac{1}{(2\pi)^{3/2}} (-\omega \eta)^{3/2} v(\eta, p, \lambda) e^{-ipx},$$

The $V$ spinors are connected to the $U$ spinors through the familiar charge conjugation operation

$$V_{p,\lambda}(\eta, x) = C U_{p,\lambda}^T(\eta, x), \quad C = i\gamma^2 \gamma^0.$$  (3.2.10)

The explicit form of a solution depends on our choice of $\gamma$ matrices. Throughout this paper we shall work in the Dirac representation:

$$\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & \sigma_i \\ -\sigma_i & 0 \end{pmatrix}.$$  (3.2.11)

The elements indicated are $2 \times 2$ matrices, and $\sigma_i$ are the Pauli matrices (B.1.1). In this representation, the charge conjugation operator (3.2.10) relating particle wavefunctions to anti-particle wavefunctions is

$$C = \begin{pmatrix} 0 & -i\sigma_2 \\ -i\sigma_2 & 0 \end{pmatrix}.$$  (3.2.12a)

The spin generators $D(S_i) = i\varepsilon_{ijk} D(S^j)$ are diagonal:

$$D(S_i) = \frac{1}{2} \begin{pmatrix} \sigma_i & 0 \\ 0 & \sigma_i \end{pmatrix},$$  (3.2.12b)

and so the helicity operator $W$ is

$$W = \frac{1}{2} \begin{pmatrix} \sigma \cdot P & 0 \\ 0 & \sigma \cdot P \end{pmatrix}.$$  (3.2.12c)
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This operator is block-diagonal, therefore we can write the four-component Dirac spinor part of the solutions (3.2.9) as

\[ u(t, p, \lambda) = \begin{pmatrix} f(t, p, \lambda, \xi(p) \\ g(t, p, \lambda, \xi(p)) \end{pmatrix}, \quad v(t, p, \lambda) = \begin{pmatrix} g^*(t, p, \lambda, \eta(p)) \\ -f^*(t, p, \lambda, \eta(p)) \end{pmatrix}, \]

(3.2.13a)

where \( f \) and \( g \) are scalar functions and \( \xi \) and \( \eta \) are two-component Pauli spinors satisfying the eigenvalue equations

\[ p \sigma \xi(p) = 2 \lambda \xi(p), \quad p \sigma \eta(p) = -2 \lambda \eta(p). \]

(3.2.13b)

These spinors are related through the charge conjugation operation (3.2.10)

\[ \eta(p) = i \sigma_2 \xi^*(p). \]

(3.2.13c)

The explicit construction and some properties of these spinors are derived in Appendix B. For the purpose of this section we will only use the orthogonality relations (B.1.15) and (B.3.4), with which we can evaluate the scalar product (3.2.1b) as a normalization condition for the functions \( f \) and \( g \):

\[ |f(t, p, \lambda)|^2 + |g(t, p, \lambda)|^2 = 1. \]

(3.2.14)

To determine these functions we write the spinorial equation (3.2.7) for the \( U \) spinor (3.2.9a):

\[ \left( i \gamma^0 \eta \frac{d}{d \eta} - \eta p \gamma_k + k \right) \begin{pmatrix} f \xi(p) \\ g \xi(p) \end{pmatrix} = 0, \quad k = \frac{m}{\omega}. \]

This is a coupled system of differential equations:

\[ 2 \lambda \eta g = \left( \eta \frac{d}{d \eta} + k \right) f, \]

\[ 2 \lambda \eta f = \left( \eta \frac{d}{d \eta} - k \right) g. \]

(3.2.15)

Combining the two equations, we arrive at a second order differential equation for \( f \):

\[ \left( \eta^2 \frac{d^2}{d \eta^2} + k^2 + ik + p^2 \eta^2 \right) f = 0. \]
By making a function change (3.1.3) with $\alpha = 1/2$, and a change of variable $z = -p\eta$, the above equation becomes

$$\left(z^2 \frac{d^2}{dz^2} + z \frac{d}{dz} + z^2 - (1/2 - ik)^2\right) \frac{f}{\sqrt{z}} = 0,$$

(3.2.16)

which is the equation for a Bessel function of order $\nu_- = 1/2 - ik$ (A.1.1), thus the solution is

$$f(\eta, p, \lambda) = iN \sqrt{-p\eta} H^{(1)}_{\nu_-}(-p\eta).$$

(3.2.17)

$f$ is chosen such that the solution of the massless case will reduce to the Minkowski case, since in this case the field equation is conformally Minkowski. We refer the reader to section A.4 for further insight. The function $g$ follows from (3.2.15):

$$g = \frac{2i\lambda N}{p\eta} \sqrt{-p\eta} \left(i\nu_- H^{(1)}_{\nu_-}(-p\eta) - ip\eta H^{(1)'}_{\nu_-}(-p\eta)\right).$$

Replacing the derivative of the Hankel function using (A.4.3a), we obtain

$$g(\eta, p, \lambda) = 2i\lambda N \sqrt{-p\eta} e^{-\pi k} H^{(1)}_{\nu_+}(-p\eta).$$

(3.2.18)

The normalization constant follows from the normalization condition (3.2.14):

$$N = \sqrt{\frac{\pi}{4} e^{\pi k/2}},$$

derived using (A.4.2) for the complex conjugate of the Hankel functions and the identity (A.4.4). We list the solutions in the FRW chart, in the form (3.2.9):

$$u(t, p, \lambda) = i \sqrt{\frac{\pi p}{4\omega}} e^{-\frac{1}{2} \omega t} \left(2\lambda e^{-\pi k/2} H^{(1)}_{\nu_+} \left(\frac{p}{\omega} e^{-\omega t}\right) \eta(\lambda(p))\right),$$

(3.2.19a)

$$v(t, p, \lambda) = i \sqrt{\frac{\pi p}{4\omega}} e^{-\frac{1}{2} \omega t} \left(-2\lambda e^{-\pi k/2} H^{(2)}_{\nu_-} \left(\frac{p}{\omega} e^{-\omega t}\right) \eta(\lambda(p))\right),$$

(3.2.19b)

$$\overline{u}(t, p, \lambda) \gamma^0 u(t, p, \lambda') = \delta_{\lambda\lambda'}, \quad \overline{v}(t, p, \lambda) \gamma^0 v(t, p, \lambda') = \delta_{\lambda\lambda'},$$

(3.2.19c)
3.3. THE MINKOWSKI SOLUTIONS

As immediate from the line element (2.1.4), there is an essential difference between the initial \((\text{in})\) and the final \((\text{out})\) Minkowski spaces: the \(\text{out}\) distances are dilated by a factor \(e^{\omega(t_f-t_i)}\).

The usual plane wave solutions are constructed with respect to these coordinates, and the mode labels will refer to the physical momentum. The killing vectors of unit norm associated to the translational symmetry which define the hamiltonian and the momentum are:

\[
H^{\text{in}} = i \frac{\partial}{\partial t}, \quad P_{i}^{\text{in}} = -i \frac{\partial}{\partial x_i}, \quad \mathbf{x}_i = e^{\omega t} \mathbf{x}, \quad (3.3.1)
\]

\[
H^{\text{out}} = i \frac{\partial}{\partial t}, \quad P_{j}^{\text{out}} = -i \frac{\partial}{\partial x_j}, \quad \mathbf{x}_j = e^{\omega f} \mathbf{x}. \quad (3.3.2)
\]

For the scalar field, the \(\text{out}\) modes are

\[
f_{p}^{Mf}(t, \mathbf{x}_f) = \frac{1}{\sqrt{2E(2\pi)^3}} e^{-iEt-i\omega_f \mathbf{p} \cdot \mathbf{x}}, \quad E = \sqrt{m^2 + p^2}, \quad (3.3.3)
\]

and obey the equation

\[
\left( \frac{d^2}{dt^2} - \mathbf{p}^2 + m^2 \right) f_{p}^{Mf}(t, \mathbf{x}_f) = 0 \quad (3.3.4)
\]

These modes are orthonormal with respect to the scalar product

\[
\langle f, g \rangle = i \int d^3x f^*(t, \mathbf{x}_f) \mathbf{\leftrightarrow} \partial t g(t, \mathbf{x}_f) \quad (3.3.5)
\]

These functions have a phase factor \(e^{-i\omega_f \mathbf{p} \cdot \mathbf{x}}\), while de Sitter modes have phase factors
\[ e^{\pm ipx}. \] We shall use \( p \) for the physical momentum as measured in the \textit{out} state, and \( q \) for the corresponding physical momentum measured in the \textit{in} state. The corresponding de Sitter momenta are
\[ p_i = q e^{\omega t_i}, \quad p_f = p e^{\omega t_f} \] (3.3.6)

As the particle propagates through the expansion phase, its momentum, defined with respect to the de Sitter momentum operator \(-i\partial_j\), is conserved, and thus \( p_i = p_f \), which implies that
\[ q = p e^{\omega (t_f - t_i)} \]
as discussed in section 2.1. When we write the Minkowski modes as functions of the de Sitter coordinate \( x \) (rather than \( x_f \)), the dilation factor shifts to the momentum:
\[ f_p^M(t, x) = \frac{1}{\sqrt{2E(2\pi)^3}} e^{-iEt + ip_f x}, \quad p_f = p e^{\omega t_f} \] (3.3.7)

Similarly, the Dirac Minkowski solutions in the \textit{out} region are
\[ U_{p,\lambda}^M(t, x) = \frac{1}{(2\pi)^{3/2}} \sqrt{\frac{m}{E}} \left( \frac{p}{\sqrt{2m(E-m)}} \xi_\lambda(p) \right) e^{-iEt + ip_f x} \]
\[ V_{p,\lambda}^M(t, x) = \frac{1}{(2\pi)^{3/2}} \sqrt{\frac{m}{E}} \left( \frac{2\lambda}{\sqrt{2mE - m^2}} \eta_\lambda(p) \right) e^{iEt - ip_f x} \] (3.3.8)

and satisfy the equation
\[ (i\gamma^0 \partial_t - p\gamma - m) U_{p,\lambda}^M(t, x) = 0 \] (3.3.9)

These modes obey orthonormalization conditions with respect to the scalar product
\[ \langle \psi, \chi \rangle = \int d^3x \bar{\psi}(t, x) \gamma^0 \chi(t, x) \] (3.3.10)

Similar relations can be written for the \textit{in} modes.
Chapter 4

Creation of massive scalar particles

Having established our notations and the necessary formalism, we shall delve into the analysis of the production of scalar particles. Important results shall be followed by graphical illustrations.

The preferred type of plots is the lin-log plot ($|\beta(p)|^2$ as a function of $\ln p$), with a few log-log plots necessary to capture the hyperbolic character of the low-mass Klein-Gordon field ($\mu > 0$) (this distinction shall become clear in the development of this chapter).

All graphical representations follow the following conventions: exact solutions are plotted in blue, red and green colors while asymptotic forms are plotted in black. Most images contain multiple plots, which are distinguished through a number representing the parameter ($\omega, m$ or $t_f$) that differs for each curve. Dashed lines indicate “transition” points between the three relevant regions, i.e. $q = \omega$ and $p = \omega$. The parameter $t_i$ is fixed at $t_i = 0$ because $|\beta(p)|^2$ depends only on the difference $\Delta t = t_f - t_i$. We shall refer to this difference both by $\Delta t$ and by $t_f$. The images were obtained using Mathematica 7.0.

In the first section we derive the analytical formula for the $\beta$ Bogoliubov coefficient, expressed in terms of Hankel functions. We use this formula to show that there is no particle production when the field is conformal (conformal coupling and no mass). This section ends with some figures depicting $|\beta(p)|^2$, which we shall use for orientation in the asymptotic analysis. This will be the subject of section 4.2, where we investigate the form of $|\beta(p)|^2$ in regions where asymptotic analysis is valid. This enables us to define an approximation of $|\beta(p)|^2$ which we shall plot at the end of the section for comparison with the exact form $|\beta(p)|^2$. The asymptotic forms are used to evaluate the particle number density $n(\mathbf{x})$ (density of created particles per unit volume), and the results are compare with numerical integration in subsection 4.2.5.
4.1 Bogoliubov coefficients

Particle states with a well defined energy exist only in the flat regions of space (see Figure 1.1). During the expansion phase, such states undergo a non-trivial evolution dictated by the corresponding field equation on de Sitter space time, which has the effect of mixing particle and anti-particle states.

We shall use the de Sitter and Minkowski solutions derived in chapter 3 for the continuation of particle states through the expansion phase, discussed in subsection 4.1.1. To these modes we shall apply the Bogoliubov transformation formalism of section 2.3, and we shall compute the Bogoliubov coefficients in section 4.1.

4.1.1 de Sitter in and out modes

We have constructed the momentum base solutions to the Klein-Gordon and Dirac equations, both on de Sitter and on Minkowski spaces (see chapter 3). In this section we will describe a method of continuing modes from the Minkowski flat regions of space into the de Sitter expanding phase. This is done by constructing a linear combination of de Sitter modes (3.1.15), (3.2.20) such that the Minkowski mode entering the de Sitter expansion phase is continuous, with its first derivative continuous, at the junction:

\[ f^\text{out}_p(t, \mathbf{x}) = \begin{cases} f^M_p(t, \mathbf{x}) & t_f < t, \\ A(p, t_f) f^\text{dS}_p(t, \mathbf{x}) + B(p, t_f) f^\text{dS}_p(t, \mathbf{x}) & t_i < t < t_f, \\ e^{i\omega(t_f-t_i)} \left( \alpha(p) f^M_q(t, \mathbf{x}) + \beta(p) f^M_q(t, \mathbf{x}) \right) & t < t_i, \end{cases} \]

(4.1.1)

The Minkowski modes of momentum \( p \) are matched by de Sitter modes of momentum \( p_f = p e^{i\omega t_f} \), since de Sitter wavelengths are increased as the space expands. This can be checked by applying the de Sitter momentum operator \(-i\partial_t\) on both the Minkowski mode and on the de Sitter combination and equating the two eigenvalues.

The continuity at the two junction points unambiguously define the matching coefficients \( A(p, t_f), B(p, t_f) \) and the Bogoliubov coefficients \( \alpha(p, t_i, t_f), \beta(p, t_i, t_f) \). These coefficients describe the mode mixing which occurs during the expansion phase, as described in section 2.3. Of the two coefficients, \( \beta \) will be extensively analysed in the following sections and chapters.
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Using the same notations, a similar definition can be written for the in modes:

\[
f_{q}^{\text{in}}(t, \mathbf{x}) = \begin{cases} 
  f_{p}^{M_{i}}(t, \mathbf{x}) & t < t_{i}, \\
  A(q, t_{i}) f_{p}^{\text{DS}}(t, \mathbf{x}) + B(q, t_{i}) f_{-p}^{\text{DS}}(t, \mathbf{x}) & t_{i} < t < t_{f}, \\
  e^{\frac{2}{\omega}(t_{f} - t_{i})} \left( \alpha(p) f_{p}^{M_{f}}(t, \mathbf{x}) + \beta(p) f_{-p}^{M_{f}}(t, \mathbf{x}) \right) & t_{f} < t.
\end{cases}
\]  

(4.1.2)

The Klein-Gordon equation is a second order differential equation, and therefore it requires initial values for both the solution and its derivative. Before applying the continuity conditions described in (4.1.1), we first note that the de Sitter Klein-Gordon equation for \( \phi(t) \sim \phi(t)e^{\omega t} \) (3.1.9) reduces to the Minkowski Klein-Gordon equation (3.3.7) if the expansion factor is constant (i.e. \( -\omega \eta = e^{-\omega t} = \text{const} \)). Therefore, the continuity conditions shall be applied for the \( e^{\omega t} \phi(t, \mathbf{x}) \) part of the modes rather than for the mode itself. An incorrect junction conditions leads to unphysical results, such as infinite density of created particles. Thus we require

\[
f_{p}^{f}(t_{f}, \mathbf{x}) = f_{p}^{\text{out}}(t_{f}, \mathbf{x}), \quad (4.1.3a)
\]

\[
\left( \frac{\partial e^{\omega t} f_{p}^{\text{f}}(t_{f}, \mathbf{x})}{e^{\omega t}} \right)_{t=t_{f}} = \left( \frac{\partial f_{p}^{\text{out}}(t_{f}, \mathbf{x})}{\partial t} \right)_{t=t_{f}}. \quad (4.1.3b)
\]

Substituting the coefficients from (4.1.1) we arrive at the system of equations:

\[
A(p, t_{f}) f_{p}^{\text{DS}}(t_{f}, \mathbf{x}) + B(p, t_{f}) f_{-p}^{\text{DS}}(t_{f}, \mathbf{x}) = f_{p}^{M_{f}}(t_{f}, \mathbf{x}), \quad (4.1.4a)
\]

\[
A(p, t_{f}) \left( \frac{\partial e^{\omega t} f_{p}^{\text{DS}}(t, \mathbf{x})}{e^{\omega t}} \right)_{t=t_{f}} + B(p, t_{f}) \left( \frac{\partial e^{\omega t} f_{-p}^{\text{DS}}(t, \mathbf{x})}{e^{\omega t}} \right)_{t=t_{f}} = \left( \frac{\partial f_{p}^{M_{f}}}{\partial t} \right)_{t=t_{f}}. \quad (4.1.4b)
\]

Substituting (3.3.7) for \( f_{p}^{M_{f}} \) and (3.1.15) for \( f_{p}^{\text{DS}} \), and using \( p_{f} = p \exp \omega t_{f} \), we arrive at the equivalent matrix equation

\[
\begin{pmatrix} 
  Z_{\nu}(\frac{p_{f}}{\omega}) & Z_{\nu}^{*}(\frac{p_{f}}{\omega}) \\
  \frac{1}{2} Z_{\nu}(\frac{p_{f}}{\omega}) + \frac{p_{f}}{\omega} Z_{\nu}^{*}(\frac{p_{f}}{\omega}) & \frac{1}{2} Z_{\nu}^{*}(\frac{p_{f}}{\omega}) + \frac{p_{f}}{\omega} Z_{\nu}(\frac{p_{f}}{\omega}) 
\end{pmatrix} \begin{pmatrix} 
  A(p, t_{f}) \\
  B(p, t_{f}) 
\end{pmatrix} = \sqrt{\frac{2\omega}{\pi E_{p}}} e^{iE_{p}t_{f} + \frac{1}{2} \omega t_{f}} \begin{pmatrix} 
  1 \\
  i 
\end{pmatrix}. \quad (4.1.5)
\]

The determinant of the matrix in the LHS can be computed using the Wronskian of the \( Z \)
functions (A.3.1), and we find
\[
A(p, t_f) = \sqrt{\frac{\pi E_p}{8\omega}} e^{-iE_p t_f + \frac{3}{2}\omega t_f} \left\{ \left( 1 + \frac{i\omega}{2E_p} \right) Z^*_\nu \left( \frac{p}{\omega} \right) + \frac{ip}{E_p} Z'_\nu \left( \frac{p}{\omega} \right) \right\}, \tag{4.1.6a}
\]
\[
B(p, t_f) = -\sqrt{\frac{\pi E_p}{8\omega}} e^{-iE_p t_f + \frac{3}{2}\omega t_f} \left\{ \left( 1 + \frac{i\omega}{2E_p} \right) Z_\nu \left( \frac{p}{\omega} \right) + \frac{ip}{E_p} Z'_\nu \left( \frac{p}{\omega} \right) \right\}. \tag{4.1.6b}
\]

Using the same wronskian relation, we arrive at the normalization relation
\[
|A(p, t_f)|^2 - |B(p, t_f)|^2 = e^{3\omega t_f}, \tag{4.1.7}
\]
and thus the modes are orthonormal throughout all space, both in the expansion phase, with respect to the de Sitter scalar product (3.1.1b) and on the Minkowski region with respect to the scalar product (3.3.5):
\[
\langle f_{p'}^{\text{out}}, f_p^{\text{out}} \rangle = \delta^3(p - p'),
\]
since
\[
\delta^3(p_f - p'_f) = e^{-3\omega t_f} \delta^3(p - p').
\]

It is convenient to define a new set of coefficients normalized to unity:
\[
\tilde{A}(p, t_f) = e^{-\frac{3}{2}\omega t_f} A(p, t_f), \quad \tilde{B}(p, t_f) = e^{-\frac{3}{2}\omega t_f} B(p, t_f). \tag{4.1.8}
\]

One might argue about the junction continuity condition for the derivative (4.1.3b). We note that if we had chosen the continuity of \(a^{1-\alpha}(t)\phi(t)\) instead of \(a(t)\phi(t)\), the resulting \(A\) and \(B\) coefficients would have had a similar form, with the following replacement:
\[
\frac{i\omega}{2E_p} \rightarrow (1 + 2\alpha) \frac{i\omega}{2E_p}. \tag{4.1.9}
\]

As will be shown in subsection 4.2.1, the supplementary term produces a leading term of order \(1/p^2\) in the ultraviolet region, which makes the volumic density of produced particles \(n(x)\) an infinite number, since the particle number spectral density \(n_p\) approaches a constant value.

4.1.2 Mode mixing and density of created particles

In this section we apply the general theory of Bogoliubov transformation outlined in section 2.3 to the case in which mode mixing occurs only for a certain label, selected through
delta functions.

We have previously determined coefficients $A$ and $B$ such that

$$f^\text{out}_p(t, x) = A(p, t_f) f^{\text{ds}}_p(t, x) + B(p, t_f) f^{\text{ds}*}_{-p}(t, x).$$

(4.1.10a)

The same procedure applies in defining $\text{in}$ modes:

$$f^\text{in}_p(t, x) = A(p, t_i) f^{\text{ds}}_p(t, x) + B(p, t_i) f^{\text{ds}*}_{-p}(t, x),$$

(4.1.10b)\hspace{1cm}$$f^\text{in*}_{-p}(t, x) = B^*(p, t_i) f^{\text{ds}}_p(t, x) + A^*(p, t_i) f^{\text{ds}*}_{-p}(t, x).$$

(4.1.10c)

Now we must use the Bogoliubov coefficients (2.3.3a) to link the two sets:

$$f^\text{out}_p(t, x) = \int d^3 p' \{ \alpha(p, p') f^\text{in}_p(t, x) + \beta(p, -p') f^\text{in*}_{-p}(t, x) \}.$$

The Bogoliubov coefficients are readily evaluated as scalar products between the $\text{in}$ particle and anti-particle modes and the $\text{out}$ particle modes:

$$\alpha(p, p') = \begin{cases} e^{-3\omega t_f \delta^3(p' - q)} (A^*(q, t_i) A(p, t_f) - B^*(q, t_i) B(p, t_f)) , & (4.1.11a) \\ e^{3\omega t_i \delta^3(p' - q)} (A(q, t_i) B(p, t_f) - B(q, t_i) A(p, t_f)) . & (4.1.11b) \end{cases}$$

The $\text{in}$ momentum $q = pe^{\omega(t_f-t_i)}$ corresponds to the $\text{out}$ momentum $p$, in accord with the dilation of wavelengths occurring in the expansion phase. The minus sign of the coefficient $B$ appeared because the scalar product of anti-particle modes is negative. It is convenient to define two reduced Bogoliubov coefficients:

$$\alpha(p, p') = e^{3\omega(t_f-t_i) \delta^3(p' - q)} \alpha(p),$$

(4.1.12a) \hspace{1cm} $$\beta(p, -p') = e^{3\omega(t_f-t_i) \delta^3(p' - q)} \beta(p).$$

(4.1.12b)

explicitly given by

$$\alpha(p) = \tilde{A}^*(q, t_i) \tilde{A}(p, t_f) - \tilde{B}^*(q, t_i) \tilde{B}(p, t_f),$$

(4.1.12c)\hspace{1cm}$$\beta(p) = \tilde{A}(q, t_i) \tilde{B}(p, t_f) - \tilde{B}(q, t_i) \tilde{A}(p, t_f).$$

(4.1.12d)

such that the following normalization condition is obeyed:

$$|\alpha(p)|^2 - |\beta(p)|^2 = 1.$$ 

(4.1.12e)
This is just the normalization condition (2.2.12), while the orthogonality relation is automatically fulfilled. The out one-particle operators are expressed as

\[
a_{\text{out}}(p) = e^{\frac{3}{2} \omega (t_f - t_i)} \left( \alpha^*(p) a_{\text{in}}(q) - \beta^*(p) a_{\text{in}}^\dagger(-q) \right),
\]

(4.1.13a)

\[
a_{\text{out}}^\dagger(p) = e^{\frac{3}{2} \omega (t_f - t_i)} \left( -\beta(p) a_{\text{in}}(-q) + \alpha(p) a_{\text{in}}^\dagger(q) \right),
\]

(4.1.13b)

and the expectation value of these operators in the in vacuum state is

\[
\langle 0_{\text{in}} | a_{\text{out}}(p) a_{\text{out}}(p') | 0_{\text{in}} \rangle = -\alpha^*(p) \beta^*(p) \delta^3(p + p'),
\]

(4.1.14a)

\[
\langle 0_{\text{in}} | a_{\text{out}}^\dagger(p) a_{\text{out}}^\dagger(p') | 0_{\text{in}} \rangle = -\beta(p) \alpha(p) \delta^3(p + p'),
\]

(4.1.14b)

\[
\langle 0_{\text{in}} | a_{\text{out}}(p) a_{\text{out}}^\dagger(p') | 0_{\text{in}} \rangle = |\alpha(p)|^2 \delta^3(p - p'),
\]

(4.1.14c)

\[
\langle 0_{\text{in}} | a_{\text{out}}^\dagger(p) a_{\text{out}}(p') | 0_{\text{in}} \rangle = |\beta(p)|^2 \delta^3(p - p').
\]

(4.1.14d)

With these expectation values we can evaluate the particle number density (2.3.7)

\[
n_p = |\beta(p)|^2 \delta^3(p - p).
\]

(4.1.15)

The delta function in the RHS can be regarded as the volume of the infinite space

\[
V = \int d^3x e^{ix(p-p)} = (2\pi)^3 \delta^3(p - p),
\]

(4.1.16)

therefore we can consider the volumic particle density

\[
n_p(x) = \frac{1}{(2\pi)^3} |\beta(p)|^2.
\]

(4.1.17)

In order to evaluate the number of particles with the magnitude of the momentum \( p \), we integrate away the spherical coordinates and arrive at

\[
n_p = \frac{p^2}{2\pi^2} |\beta(p)|^2.
\]

(4.1.18)

This is in agreement with the expectation value of the energy component of the (Minkowski) stress-energy tensor, normally ordered with respect to the out vacuum:

\[
:T_{\mu\nu}(x) := T_{\mu\nu}(x) - \langle 0_{\text{out}} | T_{\mu\nu}(x) | 0_{\text{out}} \rangle,
\]

(4.1.19)
which evaluates to

\[
\langle 0_{\text{in}} | T_{\mu\nu}^{\text{out}}(x) : | 0_{\text{in}} \rangle = \int \frac{d^3p}{(2\pi)^3} \left\{ \left( \frac{p_\mu \tilde{p}_\nu}{E} - \eta_{\mu\nu} E \right) \frac{1}{2} (\alpha^*(p)\beta^*(p)e^{-2iEt} + \alpha(p)\beta(p)e^{2iEt}) + |\beta(p)|^2 \frac{p_\mu p_\nu}{E_p} \right\}, \tag{4.1.20}
\]

with \( \tilde{p}^\mu = (E_p, -p) \), from which we read the expectation value for the energy

\[
\langle 0_{\text{in}} | T_{00}^{\text{out}}(x) : | 0_{\text{in}} \rangle = E(x) = \int \frac{d^3p}{(2\pi)^3} E_p |\beta(p)|^2. \tag{4.1.21}
\]

The energy spectral density follows:

\[
E_p = \frac{p^2}{2\pi^2} E_p |\beta(p)|^2. \tag{4.1.22}
\]

The pressure can also be read from the stress-energy tensor:

\[
\langle 0_{\text{in}} | T_{ij}^{\text{out}}(x) : | 0_{\text{in}} \rangle = -\delta_{ij} \int \frac{d^3p}{(2\pi)^3} \frac{\vec{p}^2}{3E_p} \times \\
\left\{ \left( 1 - \frac{3E_p^2}{p^2} \right) \frac{1}{2} (\alpha^*(p)\beta^*(p)e^{-2iEt} + \alpha(p)\beta(p)e^{2iEt}) - |\beta(p)|^2 \right\}. \tag{4.1.23}
\]

By substituting (4.1.6) for \( A \) and \( B \) in the formula for \( \beta(p) \) (4.1.12d), we arrive at the following expression:

\[
\beta(p) = -\frac{\pi}{8\omega} \sqrt{E_q E_p} e^{-i(E_q t_i + E_p t_f)} \times \\
\left\{ \left( \frac{\omega}{2E_q} + \frac{\omega}{2E_p} \right) Z_1(p,q) + \frac{q}{E_q} Z_2(p,q) + \frac{p}{E_p} Z_3(p,q) \right\} + \\
i \left[ \left( 1 - \frac{\omega^2}{4E_q E_p} \right) (-Z_1(p,q)) + \frac{\omega}{2E_q E_p} (qZ_2(p,q) + pZ_3(p,q)) + \frac{qp}{E_q E_p} Z_4(p,q) \right]. \tag{4.1.24}
\]

We have introduced the notation \( E_p \) for the Minkowski energy of a particle of mass \( m \) and momentum \( p \)

\[
E_p = E(p) = \sqrt{m^2 + p^2}, \tag{4.1.25}
\]
and the functions $Z_i$ are given by:

\begin{align*}
Z_1(q, p) &= i \left( Z^*_\nu \left( \frac{q}{\omega} \right) Z_\nu \left( \frac{p}{\omega} \right) - Z_\nu \left( \frac{q}{\omega} \right) Z^*_\nu \left( \frac{p}{\omega} \right) \right) \quad (4.1.26a) \\
Z_2(q, p) &= i \left( Z^\nu' \left( \frac{q}{\omega} \right) Z'_\nu \left( \frac{p}{\omega} \right) - Z'_\nu \left( \frac{q}{\omega} \right) Z^\nu' \left( \frac{p}{\omega} \right) \right) \quad (4.1.26b) \\
Z_3(q, p) &= i \left( Z^*_\nu \left( \frac{q}{\omega} \right) Z'_\nu \left( \frac{p}{\omega} \right) - Z'_\nu \left( \frac{q}{\omega} \right) Z^*_\nu \left( \frac{p}{\omega} \right) \right) \quad (4.1.26c) \\
Z_4(q, p) &= i \left( Z^\nu' \left( \frac{q}{\omega} \right) Z^\nu' \left( \frac{p}{\omega} \right) - Z^\nu' \left( \frac{q}{\omega} \right) Z^\nu' \left( \frac{p}{\omega} \right) \right) \quad (4.1.26d)
\end{align*}

All $Z_i(q, p)$ are real, and as a consequence of the odd behaviour of $\beta(p)$ under $p \leftrightarrow q$, we have

\begin{align*}
Z_1(p, q) &= -Z_1(q, p), \\
Z_4(p, q) &= -Z_4(q, p), \\
Z_2(p, q) &= -Z_3(q, p).
\end{align*}

We note that the first group of terms is real, while the second is imaginary, for all (positive or negative) values of $M^2$, since the normalization constant $e^{\pm \pi \nu/2}$ appearing in (3.1.13) vanishes in products of the form $Z_\nu(z_1)Z^*_\nu(z_2)$. We find that, except for a wronskian produced by the term $Z_1Z_4 - Z_2Z_3$, squaring this coefficient brings little analytical improvement.

Apart from the leading phase $e^{-iE_q t_i - iE_p t_f}$, $\beta$ only depends on the expansion time $\Delta t = t_f - t_i$, through $q = p e^{\omega \Delta t}$. From this we conclude that the particle production phenomenon is invariant to translations in time and depends only on the relative inflation of space rather than on independent in and out states.

\subsection*{4.1.3 Particle production of conformal massless scalar particles}

The $\beta$ coefficient determined in the previous section describes the phenomenon of particle production through the coupling between scalar or spinorial fields and the gravitational field. If the field equations are conformal to the Minkowski equations (albeit expressed in conformal time), there should be no mode mixing, since the de Sitter modes are related to the Minkowski ones through a conformal transformation. This is indeed the case, and we prove it by analysing the massless case of the conformally coupled scalar field.

In the conformally coupled massless case we have $\mu^2 = 1/4$, as given by (3.1.11), and thus $\nu = 1/2$ is the order of the Hankel functions $Z_\nu(z) = H^{(1)}_{1/2}(z)$. The explicit form of this Hankel function is given in the appendix by (A.1.16). In order to evaluate the coefficients
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\( \tilde{A}(p, t), \tilde{B}(p, t) \), we must compute the derivative of this function:

\[
H_{1/2}^{(1)'}(z) = \left(1 + \frac{i}{2z}\right)\sqrt{\frac{2}{\pi z}}e^{iz}, \quad H_{1/2}^{(2)'}(z) = \left(1 - \frac{i}{2z}\right)\sqrt{\frac{2}{\pi z}}e^{-iz}
\]

Substituting in (4.1.6) we arrive at

\[
\tilde{A}(p, t) = ie^{-ipt-ipv/\omega}, \quad \tilde{B}(p, t) = 0, \quad (4.1.27a)
\]

\[
\beta(p) = 0. \quad (4.1.27b)
\]

If the field is not conformally coupled, the result is non-zero.

4.1.4 Graphical analysis

In this subsection we illustrate the exact analytical solution for \(|\beta(p)|^2\) obtained by squaring (4.1.24). We anticipate some of the results of the next section when analysing the figures.

The two different regimes corresponding to \(\mu > 0\) (hyperbolic) and \(\mu < 0\) (trigonometric) require two sets of graphs because of the difference in order of magnitude in the middle and low momentum regions. The hyperbolic \(\mu > 0\) regime is shown in log-log plots of \(\ln |\beta(p)|^2\) against \(\ln p\) in Figure 4.1 and Figure 4.2. The first figure presents three curves for different values of the expansion parameter while the second uses different \(t_f\). The values for the other
parameters involved are $m = 1$ and $t_i = 0$ with $t_f = 10$ for the first figure and $\omega = 1.0$ for the second. We draw the conclusion that the value of $|\beta(p)|^2$ in the region $q \ll \omega$ (delimited by the dashed line) increases exponentially with both $\omega$ and $t_f$ (more precisely, with the expansion time), and is independent of $p$. In subsection 4.2.2 we prove that this value is proportional to $\sinh \nu \omega \Delta t$ (4.2.21). The oscillations of the green curve $\omega = 1.5$ in the former figure are characteristic to the trigonometric regime (4.2.31), while the declining lines are characteristic to the factor $(2\omega/p)^2\nu$ of the hyperbolic regime (4.2.26). From the latter figure we conclude that the middle region $p \ll \omega \ll q$ is independent on the expansion time $t_f$, as shown in subsection 4.2.3.

![Figure 4.2: log-log plot $t_f = 10.0, 7.5, 5.0$](image)

Similar figures represent the trigonometric regime, Figure 4.3 for different expansion factors and Figure 4.4 for three different values of $t_f$. The parameters used are $m = 1$, $t_i = 0$, $t_f = 20$ for the former and $\omega = 1.0$ for the latter figure. The second figure confirms the result that the middle region is independent of the expansion time. Unlike the hyperbolic case, the value of $|\beta(p)|^2$ in the region $q \ll \omega$ oscillates according to a factor $\sin \nu \omega \Delta t$ given in (4.2.21). In the middle region we observe oscillations of constant amplitude about a constant value, which we find to be $m/2\omega \nu (\coth \pi \nu - \nu \omega/m)$. Both this value and the amplitude of the oscillations decrease as $\omega$ decreases ($\nu$ increases), the oscillations having a dampening factor proportional to $(\sinh \pi \nu)^{-1}$ (see (4.2.30)).

The fast decline in the ultraviolet region is given by a factor $1/p^6$. We illustrate this
behaviour in Figure 4.5 where we represent $p^6 |\beta(p)|^2$ against $\ln p$ for different values of $\omega$, using $m = 1, t_i = 0$ and $t_f = 10$. The exact solution is checked against the asymptotic value $m^4 \omega^2 / 16$, and we observe an excellent agreement for sufficiently large $p$. 

Figure 4.3: lin-log plot $\omega = 1.2, 1.0, 0.5$

Figure 4.4: lin-log plot $t_f = 20.0, 15.0, 10.0$
4.2 Asymptotic analysis of the particle density

Before delving into any algebra presented in this chapter, we recommend the reader to carefully read through Appendix A for insight in Hankel functions and their asymptotic forms. We recall some of the notation used throughout this section:

\[ M = m + 12\omega(\xi - 1/6), \quad \mu^2 = 1/4 - M^2, \quad \nu = \sqrt{|\mu|q}, \]

\[ Z_\nu\left(\frac{p}{\omega}\right) \text{ is given in (3.1.13),} \quad \beta(p) \text{ is given in (4.1.12d),} \quad Z_i(q,p) \text{ defined in (4.1.26),} \]

\[ \Gamma(p,q) = (2\omega/\sqrt{pq})^\nu\Gamma(\nu), \quad \Gamma_{\pm}(p,q) = (2\omega/\sqrt{pq})^{\pm\nu}\Gamma(\pm\nu) \]

4.2.1 Large momentum \( p \gg \omega \)

The first trial of our theory of particle creation is to have a sufficiently fast decay in the ultraviolet region for the particle number density. Since \( n_p \sim p^2 |\beta(p)|^2 \), we require \( \beta(p) \) to decay faster than \( p^{3/2} \). Furthermore, the energy density must also go to 0, therefore we require \( \beta(p) \) to decay faster than \( p^2 \).

Although a conformally coupled scalar field satisfies the above requirements, a non-conformally coupled scalar field (and the spinorial field) have a leading term of order \( 1/p^2 \), which makes the energy density infinite. Nevertheless, the total number of particles is finite.
and approaches a constant value for increasing expansion times.

We point out in this subsection that the behaviour of $|\beta|^2$ in the ultraviolet region is, for a conformally coupled scalar field, of order $1/p^6$, while for any other coupling it is of order $1/p^4$.

First we shall perform a quick analysis on the behaviour of the coefficients $\tilde{A}$ and $\tilde{B}$ defined by (4.1.8) for large values of $p$. In order to estimate their order of magnitude, we will use the zeroth order approximation of the Hankel functions (A.2.3):

$$
\left| \tilde{A}(p,t) \right|^2 \xrightarrow{p \to \infty} \frac{E_p}{4p} \left( \left( 1 + \frac{p}{E_p} \right)^2 + \frac{\omega^2}{4E_p^2} \right),
$$

(4.2.1a)

$$
\left| \tilde{B}(p,t) \right|^2 \xrightarrow{p \to \infty} \frac{E_p}{4p} \left( \left( 1 - \frac{p}{E_p} \right)^2 + \frac{\omega^2}{4E_p^2} \right).
$$

(4.2.1b)

We see that $A(p,t)$ approaches unity as $p \to E_p$, while $B$ is at most of the order of $p^{-1}$. In order to accurately capture the behaviour of the $\beta$ coefficient for large $p$, we must expand up to order $1/p^3$. We shall use Hankel’s expansion given in the appendix (A.2.5). We note that the terms $Z_i$ given by (4.1.26) take the following form:

$$
Z_i(q,p) = \frac{4\omega}{\pi \sqrt{pq}} \left( \cos \frac{q-p}{\omega} C_i(q,p) + \sin \frac{q-p}{\omega} S_i(q,p) \right).
$$

(4.2.2)

For brevity, we shall omit the arguments $(q,p)$ from the functions $C_i, S_i$, which evaluate to:

$$
C_1 = Q_p P_p - P_p Q_p, \quad S_1 = P_q P_p + Q_q P_p,
$$

(4.2.3a)

$$
C_2 = R_q P_p + S_q P_p, \quad S_2 = R_q Q_p - S_q Q_p,
$$

(4.2.3b)

$$
C_3 = -P_q R_p - Q_q S_p, \quad S_3 = -P_q S_p + Q_q R_p,
$$

(4.2.3c)

$$
C_4 = -R_q S_p + S_q R_p, \quad S_4 = R_q R_p + S_q S_p.
$$

(4.2.3d)

The polynomials $Q, P, R, S$ are given in the appendix by (A.2.5c),(A.2.5d),(A.2.6c),(A.2.6d). We have used the notation $P_q = P(\sqrt{\mu}, q/\omega)$. Note that the order of the Hankel functions in $Z_\nu$ is imaginary for negative $\mu$, in accord with our definition (3.1.13). However, the polynomials are written using $\mu$, and not $\sqrt{\mu}$, thus $C_i$ and $S_i$ are all real functions. Because the Minkowski energies $E_p, E_q$ can be expanded in a power series as

$$
\frac{1}{E_p} = \frac{1}{p} \left( 1 - \frac{m^2}{2p^2} + \mathcal{O}(p^{-4}) \right),
$$
it would not be correct to speak of orders of $p$ when analysing $\beta$. Instead, since the terms coming from the Hankel functions are of the form $\omega/p$, we will discuss the coefficient in orders of $\omega$, such that

$$\beta(p) = -\sqrt{\frac{E_p E_q}{4pq} e^{-i(E_q t_q + E_p t_f)}} \sum_{n=0}^{\infty} \Omega^{(n)}(q, p) \omega^n,$$

with $\sqrt{\mu}$ being treated as independent of $\omega$. The coefficients $\Omega^{(n)}$, up to order 3, are given by

$$\Omega^{(0)}(q, p) = \frac{2}{m^2} C(q, p) + O(p^{-4}),$$

$$\omega \Omega^{(1)}(q, p) = \frac{i \omega m^2 (4\mu - 1)}{16} \left( \frac{1}{p} - \frac{1}{q} \right) C(q, p) + O(p^{-5}),$$

$$\omega^2 \Omega^{(2)}(q, p) = \frac{\omega^2 (4\mu - 1)}{8} C(q, p) + O(p^{-4}),$$

$$\omega^3 \Omega^{(3)}(q, p) = \frac{i \omega^3 (4\mu - 1)^2}{64} \left( \frac{1}{p} - \frac{1}{q} \right) C(q, p) - \frac{i \omega^3 (4\mu - 1)}{8} \times$$

$$\left( \cos \frac{q - p}{\omega} \left( \frac{1}{p^3} - \frac{1}{q^3} \right) - i \sin \frac{q - p}{\omega} \left( \frac{1}{p^3} + \frac{1}{q^3} \right) \right) + O(p^{-5}).$$

The recurrent term is

$$C(q, p) = \cos \frac{q - p}{\omega} \left( \frac{1}{p^3} - \frac{1}{q^3} \right) - i \sin \frac{q - p}{\omega} \left( \frac{1}{p^3} + \frac{1}{q^3} \right).$$

The term $\mu - 1/4 = -m^2/\omega^2 - 12(\xi - 1/6)$ magically appears in every term of the expansion, since all higher orders of the polynomials $P, Q, R, S$ share a $4\mu - 1$ in their numerator. In the conformally coupled massless case, this term is zero, and thus $\beta$ is 0, as expected (no particle creation for a conformal field).

What is indeed extraordinary is that the leading term in the conformally coupled case $\xi = 1/6$ is of order $p^{-3}$, while in any other coupling (including the minimal coupling $\xi = 0$),
it is of order $p^{-2}$:

$$
\beta(p) = \omega^2 \frac{E_p E_q}{4pq} e^{-i(E_q t_i + E_p t_f)} \left\{ 12(\xi - 1/6)(\mathcal{C}(q, p) + \mathcal{O}(p^{-3})) - 
\right.
$$

$$
i \omega \left( \frac{m^2}{\omega^2} + 12(\xi - 1/6) \right) \left( \cos \frac{q - p}{\omega} \left( \frac{1}{p^3} - \frac{1}{q^3} \right) - i \sin \frac{q - p}{\omega} \left( \frac{1}{p^3} + \frac{1}{q^3} \right) \right) + \mathcal{O}(p^{-4}) \right\}. \quad (4.2.6)
$$

The square of this coefficient, in the minimally coupled case, is

$$
|\beta(p)|^2_{\xi=0} \xrightarrow{p \gg \omega} \frac{\omega^4}{2p^4} e^{-2\omega(t_f - t_i)} \left( \cosh 2\omega \Delta t - \cos \frac{2(q - p)}{\omega} \right). \quad (4.2.7)
$$

In the conformally coupled case we have

$$
|\beta(p)|^2_{\xi=1/6} \xrightarrow{p \gg \omega} \frac{m^4 \omega^2}{8p^6} e^{-3\omega(t_f - t_i)} \left( \cosh 3\omega \Delta t - \cos \frac{2(q - p)}{\omega} \right). \quad (4.2.8)
$$

With $\Delta t = t_f - t_i$ being the total time of expansion. In the limit of large expansion times, we can neglect the cosine term while the hyperbolic cosine can be replaced by $1/2$:

$$
|\beta(p)|^2_{\xi=0} \xrightarrow{t_f \gg t_i} \frac{\omega^4}{4p^4}, \quad (4.2.9)
$$

$$
|\beta(p)|^2_{\xi=1/6} \xrightarrow{t_f \gg t_i} \frac{m^4 \omega^2}{16p^6}. \quad (4.2.10)
$$

For future reference we shall denote the coefficient of the conformally coupled scalar field by

$$
|\beta(p)|^2_i \equiv \frac{m^4 \omega^2}{16p^6}. \quad (4.2.11)
$$

A short note about different junction conditions: if we choose not to impose continuity on $e^{\omega t} f^\text{ds}_p$, but on a different function $e^{\omega t(1-\alpha)} f^\text{ds}_p$, then the $\beta$ coefficient will have a leading term of order $p^{-1}$,

$$
\Omega^{(1)}(q, p) = i\alpha \omega \left( \cos \frac{q - p}{\omega} \left( \frac{1}{p} - \frac{1}{q} \right) - i \sin \frac{q - p}{\omega} \left( \frac{1}{p} + \frac{1}{q} \right) \right), \quad (4.2.12)
$$

which has the effect of producing an infinite number of particles per unit volume of space,
since the spectral density of particles approaches a constant in the ultraviolet region:

\[ n_p(x) \xrightarrow{t_f \gg t_i} \frac{\alpha^2 \omega^2}{8\pi^2}. \quad (4.2.13) \]

We note that this result is independent of the choice of the coupling \( \xi \) with the gravitational field.

### 4.2.2 Low momentum \( q \ll \omega \)

In this section we point out that the particle number density approaches a constant value in the infrared region, meaning low energy modes are equally populated by the expansion of space.

In order to investigate the infrared asymptotic behaviour of \( \beta \) we need to consider the approximation \( q \ll \omega \). We will approximate the Hankel functions in (4.1.26) with their asymptotic forms for small values of the argument given by (A.2.1), and their derivatives with (A.2.2). Note that since the order of the functions is \( \sqrt{\mu} \) with an unbounded \( \mu \), we cannot restrict ourselves to the term \( 2/z \) since there is a significant contribution coming from \( z/2 \) if the power \( \sqrt{\mu} \) is not real.

In this approximation, the real terms \( Z_i \) given by (4.1.26) read

\[
Z_1 = \frac{4}{\pi \sqrt{\mu}} \sinh \sqrt{\mu} \omega \Delta t, \quad Z_2 = \frac{4\omega}{q\pi} \cosh \sqrt{\mu} \omega \Delta t, \quad (4.2.14a)
\]

\[
Z_3 = -\frac{4\omega}{p\pi} \cosh \sqrt{\mu} \omega \Delta t, \quad Z_4 = -\frac{4\sqrt{\mu} \omega^2}{\pi pq} \sinh \sqrt{\mu} \omega \Delta t. \quad (4.2.14b)
\]

With this we evaluate the \( \beta \) coefficient to

\[
\beta(p) \xrightarrow{q \ll \omega} -\frac{\sinh \sqrt{\mu} \omega \Delta t}{2\sqrt{\mu}} e^{-i(E_q t_i + E_p t_f)} \times
\]

\[
\left\{ \frac{1}{2} \left( \sqrt{\frac{E_q}{E_p}} + \sqrt{\frac{E_p}{E_q}} \right) + \sqrt{\mu} \coth \sqrt{\mu} \omega \Delta t \left( \sqrt{\frac{E_p}{E_q}} - \sqrt{\frac{E_q}{E_p}} \right) +
\right.
\]

\[
\left. i \frac{\sqrt{E_p E_q}}{\omega} \left( -1 + \frac{m^2}{E_p E_q} + \frac{12\omega^2}{E_p E_q} (\xi - 1/6) \right) \right\}. \quad (4.2.15)
\]

Since we have not retained any powers of \( p \) in the above approximation, we shall replace \( E_p \) and \( E_q \) with \( m \). Higher order terms will not contribute correctly, because we have suppressed potentially balancing terms. Using \( 1/4 - \mu = m^2/\omega^2 + 12(\xi - 1/6) \) we arrive at the following
4.2. ASYMPTOTIC ANALYSIS

form for the $\beta$ coefficient:

$$\beta(p) \xrightarrow{q < \omega} \frac{\sinh \sqrt{\mu} \omega \Delta t}{2\sqrt{\mu}} e^{-i(E_{q}t_{f}+E_{p}t_{f})} (1 - 12i (\xi - 1/6)).$$  \hfill (4.2.16)

Again, in the conformally coupled case the production of particles is at a minimum. We give
the two values for the square of $\beta$ in the minimally and conformally coupled cases:

$$|\beta(p)|^2_{\xi=0} \xrightarrow{q < \omega} \frac{5 \sinh^2 \sqrt{\mu} \omega \Delta t}{16\mu},$$  \hfill (4.2.17)

$$|\beta(p)|^2_{\xi=1/6} \xrightarrow{q < \omega} \frac{\sinh^2 \sqrt{\mu} \omega \Delta t}{4\mu}.$$  \hfill (4.2.18)

We identify two different regimes: if $\mu = 1/4 - m^2/\omega^2 - 12\xi + 2$ is pozitive (small mass or
large expansion rate), $\beta$ increases exponentially as the expansion rate increases. In the case
$\mu < 0$, the hyperbolic functions turn into trigonometric ones, and $|\beta(p)|^2$ oscillates as the
expansion time increases. The massless case is not correctly captured by this approximation,
since we have replaced $E_p$ and $E_q$ by $m$, and neglected the difference $E_p - E_q$. If we neglect
terms of order $p$ in (4.2.15) we obtain

$$\beta(p)_{\xi=1/6} \xrightarrow{m=0} 0.$$  \hfill (4.2.19)

The equality is not exact (as shown in subsection 4.1.3) because of an inaccurate treatment
of higher order terms in the approximation used. We note that if the massless field is not
conformally coupled, $\beta(p)$ is infinite for $p \rightarrow 0$ because of the coefficient of $\xi - 1/6$:

$$\beta(p) \xrightarrow{q < \omega, m=0} \frac{\sinh \sqrt{\mu} \omega \Delta t}{2\sqrt{\mu}} e^{-i(E_{q}t_{f}+E_{p}t_{f})} \frac{12i\omega}{\sqrt{qp}} (\xi - 1/6) + O(p^0).$$  \hfill (4.2.20)

We denote the asymptotic form of $|\beta(p)|^2$ in the conformally coupled case by

$$|\beta(p)|^2_{s} = \frac{\sinh^2 \sqrt{\mu} \omega \Delta t}{4\mu}.$$  \hfill (4.2.21)
4.2.3 Middle region \( p \ll \omega \ll q \)

The ubiquitous thermal spectrum of the particle density created by the de Sitter space is not recovered. Not only does it not emerge for large \( \omega \), but even when \( \omega \) is sufficiently small, there is a polynomial correction to the thermal Bose-Einstein distribution, which is dominant for large masses (small expansion parameter).

In the middle region we shall use the small argument approximation for the Hankel functions of argument \( p/\omega \), and the large argument approximation for those of \( q/\omega \). We shall use first order approximations, and we shall substitute directly in the expressions for the \( A, B \) coefficients (4.1.6), because the asymmetry of the approximations for \( p \) and \( q \) makes the use of the general formula for \( \beta \) (4.1.24) unnecessarily cumbersome.

In subsection 4.2.1 we have investigated the behaviour of the coefficient \( A \) and \( B \) for large values of the argument, and have concluded that the \( B(q,t) \) coefficient drops like \( 1/q \) (4.2.1). Since the domain of interest is for increasing values of \( p \) (and \( q \)), we shall not delve on accurate representations of the small momentum domain, and instead use the approximation \( B(q,t) \simeq 0 \). Therefore \( \beta \) reduces to

\[
\beta(p) \xrightarrow{p \ll \omega \ll q} \tilde{A}(q,t_i)\tilde{B}(p,t_f).
\]

Substituting (4.2.1a) for \( \tilde{A}(q,t_i) \), and computing \( \tilde{B}(p,t_f) \) by substituting (A.2.1) and (A.2.2) for the Hankel functions and their derivatives, we arrive at

\[
\beta(p) \xrightarrow{p \ll \omega \ll q} -\frac{\pi E_p E_q}{8 \omega q} e^{-i(E_q t_i + E_p t_f)} e^{-i\frac{\pi}{4} + i\frac{\pi}{2} + \frac{1}{4}} \left\{ \left( \frac{2\omega}{p} \right)^{\sqrt{\mu}} \frac{\Gamma(\sqrt{\mu})}{i\pi} \left( 1 - \frac{i\nu \omega}{E_p} + \frac{i\omega}{2E_p} \right) + \left( \frac{p}{2\omega} \right)^{\sqrt{\mu}} \frac{1 + i \cot \pi \sqrt{\mu}}{\sqrt{\mu} \Gamma(\sqrt{\mu})} \left( 1 + \frac{i\nu \omega}{E_p} + \frac{i\omega}{2E_p} \right) \right\}. \tag{4.2.22}
\]

In order to compute \( |\beta(p)|^2 \) we must consider separately the cases \( \mu > 0 \) and \( \mu < 0 \). If \( \mu > 0 \) (thus \( \sqrt{\mu} \) is real), we have \( \sqrt{\mu} = \nu \) and the dominant term is \( 1/p^\nu \). Although we can discard the higher order terms for the purpose of this analysis, they are not negligible near the region \( p \sim \omega \), important for the analysis of the total number of created particles. Moreover, the free term uncovers a thermal factor corresponding to an imaginary energy.
4.2. ASYMPTOTIC ANALYSIS

We write the square of (4.2.22) in this approximation:

\[
|\beta(p)|^2_{\mu>0} \xrightarrow[p<\omega<q]{} \frac{E_p E_q}{2\omega\nu q} \left( \cot \pi \nu \left( \frac{1}{2} + \frac{M^2}{2 E_p^2} + \frac{\nu \omega}{E_p} \right) + \frac{\omega E_q}{8\pi E_p q} \right) \Gamma(p,p) \left( \frac{E_p^2}{\omega^2} + \left( \frac{1}{2} - \nu \right)^2 \right) + \frac{\pi^2}{\nu^2 \sin^2 \pi \nu \Gamma^2(p,p)} \left( \frac{E_p^2}{\omega^2} + \left( \frac{1}{2} + \nu \right)^2 \right) \right). \tag{4.2.23}
\]

We have used the notation

\[
\Gamma(q,p) = \left( \frac{2\omega}{\sqrt{q p}} \right)^\nu \Gamma(\nu). \tag{4.2.24}
\]

In the region where \(E_p \sim m\), and for a conformally coupled scalar field \((M = m)\), the first term takes the form

\[-\frac{m}{2\omega \nu} \left( \cot \pi \nu + \frac{\nu \omega}{m} \right).\]

Assuming that a Taylor series expansion for \(\nu\) about \(\omega/m = 0\) makes sens (which it doesn’t, since the case \(\mu > 0\) implies \(m/\omega < 1/2\)), and ignoring the apparent complex (i.e. non-real) nature of the result, this term gives a thermal factor (plus a polynomial correction):

\[
\frac{1}{e^{2\pi i \nu} - 1} + \frac{\omega^2}{16 m^2} - \frac{\omega^2}{8 m^2} \frac{1}{e^{2\pi i \nu} - 1} + \mathcal{O} \left( \frac{\omega^4}{m^4} \right). \tag{4.2.25}
\]

We note that this factor contributes significant corrections for \(\nu \lesssim 1/4\), and in the region \(p \sim \omega\), therefore we shall include it in the final form:

\[
|\beta(p)|^2_{\mu=0} \xrightarrow[p<\omega<q]{} |\beta(p)|^2_{m} = -\frac{m}{2\omega \nu} \left( \cot \pi \nu + \frac{\nu \omega}{m} \right) + \frac{\omega}{8\pi m} \Gamma^2(p,p) \left( \frac{m^2}{\omega^2} + \left( \frac{1}{2} - \nu \right)^2 \right) + \frac{\pi^2}{\nu^2 \sin^2 \pi \nu \Gamma^2(p,p)} \left( \frac{m^2}{\omega^2} + \left( \frac{1}{2} + \nu \right)^2 \right). \tag{4.2.26}
\]

Let us turn to the case \(\mu < 0\), \(\sqrt{\mu} = i\nu\). In the square of \(\beta\) we shall encounter an approximately constat term which will give the thermal character about which a second term oscillates, whose amplitude decreases as the expansion factor decreases, or the mass increases. Using

\[
|\Gamma(i\nu)|^2 = \frac{\pi}{\nu \sinh \pi \nu},
\]

the constant term writes

\[
T_c = \frac{E_p}{4\nu \omega} \left( \coth \pi \nu \left( 1 + \frac{M^2}{E_p^2} \right) - \frac{2\nu \omega}{E_p} + \ldots \right).
\]
while the oscillating term is
\[
T_o = \frac{E_p}{8\pi\omega} \left\{ \left( 1 - \frac{M^2}{E_p^2} + \frac{\omega^2}{2E_p^2} \right) (\Gamma_+^2(p,p) + \Gamma_-^2(p,p)) - \frac{i\omega^2\nu}{E_p^2} (\Gamma_+^2(p,p) - \Gamma_-^2(p,p)) \right\}.
\]

We have used the notation
\[
\Gamma_\pm(p,q) = \frac{2\omega}{\sqrt{pq}} \left( e^{\pm i\nu} \right) \Gamma(\pm i\nu), \quad \Gamma_+(p,q) = \Gamma_-(p,q), \quad |\Gamma_+(p,q)|^2 = \frac{\pi}{\nu \sinh \pi\nu}.
\] (4.2.27)

In the conformally coupled case, we make the approximation \(E_p \simeq M = m\), and obtain:
\[
T_c = \frac{m}{2\nu\omega} \left( \coth \pi\nu - \frac{\nu\omega}{m} \right),
\]
\[
T_o = \frac{\omega}{16\pi m} \left\{ \left( \Gamma_+^2(p,p) + \Gamma_-^2(p,p) \right) - 2i\nu \left( \Gamma_+^2(p,p) - \Gamma_-^2(p,p) \right) \right\}.
\]

For large masses (or small expansion factors), we can obtain a term resembling the Bose-Einstein distribution function, by expanding \(\nu\) in a power series about \(\omega/m = 0\):
\[
T_c = \frac{1}{e^{2\pi\nu} - 1} + \frac{\omega^2}{16m^2} + O\left(\frac{\omega^4}{m^4}\right).
\] (4.2.28)

However, this distribution does not have the characteristic of a Bose-Einstein decaying exponential, since for large \(m\) the polynomial term is dominant.

In order to determine the amplitude of the oscillatory term \(T_o\) we define \(\theta_\Gamma\) such that
\[
\Gamma_\pm(p,p)^2 = \frac{\pi}{\nu \sinh \pi\nu} e^{2i\theta_\Gamma},
\] (4.2.29)
since \(|\Gamma_+(p,p)|^2 = \pi/\nu \sinh \pi\nu\). In this notation, the oscillatory term writes
\[
T_o = \frac{1}{4\nu \sinh \pi\nu} \left( \frac{1}{\sqrt{1 + 4\nu^2}} \cos 2\theta_\Gamma + \frac{2\nu}{\sqrt{1 + 4\nu^2}} \sin 2\theta_\Gamma \right).
\] (4.2.30)

This term exponentially approaches 0 with increasing \(\nu\), but becomes large at \(\nu \to 0\) (the result is not accurate for \(\nu = 0\) since the expansion we used for low arguments is not valid for Hankel functions of order 0). We shall keep the oscillatory term in the final form of \(|\beta(p)|^2\):
\[
|\beta(p)|^2 \xrightarrow{\xi=1/6} |\beta(p)|^2 \xrightarrow{p \ll \omega \ll q} \frac{m}{2\omega\nu} \left( \coth \pi\nu - \frac{\nu\omega}{m} \right) + \frac{\omega}{8\pi m} \left\{ \frac{1}{2} \left( \Gamma_+^2(p,p) + \Gamma_-^2(p,p) \right) - i\nu \left( \Gamma_+^2(p,p) - \Gamma_-^2(p,p) \right) \right\}.
\] (4.2.31)
The behaviour of $|\beta(p)|^2$ in the middle region $p \ll \omega \ll q$ is unrelated to $t_i,t_f$.

### 4.2.4 The number of created particles

The asymptotic analysis of the previous section enables us to approximate $|\beta(p)|^2$ to a good degree of accuracy on the entire domain $p \in [0, \infty)$. However, even though the approximation approaches the form of the exact solution, the function $p^2 |\beta(p)|^2$ is notably different because the relevant region of integration is near $p \sim \omega$, where none of the above approximations are valid.

The difficult part in obtaining integrals of $|\beta(p)|^2$ is choosing the right ranges for the asymptotic forms. The delicate areas are the borders of the asymptotic regions, namely $q \sim \omega$ and $p \sim \omega$. The solution is to define

$$ |\beta(p)|^2_{\text{as}} = \begin{cases} |\beta(p)|^2_s & q < \omega, \\ |\beta(p)|^2_m & \omega < q \text{ and } p < p_\nu, \\ |\beta(p)|^2_l & p > p_\nu. \end{cases} \tag{4.2.32} $$

The choice for the first branch is natural, since $|\beta(p)|^2_s$ is constant (see (4.2.21)), and $|\beta(p)|^2_m$ is either decreasing (in the hyperbolic case, see (4.2.26)) or oscillating about a constant value (in the trigonometric case, see (4.2.31)), therefore there is no risk of having the asymptotic form increase too much. Inevitably, there will be a region where this approximation is not accurate. On the other hand, the choice of the second point $p_\nu$ is not straightforward. Although the asymptotic form for large arguments $|\beta(p)|^2_l$ given by (4.2.11) is monotonic and decreasing, it approaches infinity as $p$ approaches 0, while $|\beta(p)|^2_m$ goes to large values when $p > \omega$. In order to solve this difficulty we choose $p_\nu$ such that

$$ |\beta(p)|^2_m(p_\nu) = |\beta(p)|^2_l(p_\nu). \tag{4.2.33} $$

We have to analyze both the hyperbolic and the trigonometric case. Unfortunately, the complex behaviour of $|\beta(p)|^2_m$ outside the scope of their definition ($p \sim \omega$) makes the equation (4.2.33) unsolvable. In the hyperbolic case we choose, by trial and error, $p_\nu = \sqrt{2m\omega/3}$. For the trigonometric case we consider the constant term minus the amplitude of the oscillations.
(since $|\beta(p)|^2$ is decreasing below this value at a fast rate), and arrive at

$$p_{\nu} = \begin{cases} \sqrt{2m\omega/3} & \mu > 0, \\ \sqrt{m\omega} \nu^{1/6} (\coth \pi \nu - \frac{\omega \nu}{m} - \frac{\omega}{2m \sinh \pi \nu})^{-1/6} & \mu < 0. \end{cases}$$ (4.2.34)

We write the particle number space density as the integral of the particle number density with magnitude $p$ given in Equation 4.1.18, which we split according to the piecewise definition of our asymptotic form (4.2.32):

$$n(x) = \frac{1}{2\pi^2} (I_s + I_m + I_l),$$

$$I_s = \int_{q=\omega}^{p=\nu} dp \frac{1}{p^2} |\beta(p)|_{s}^2, \quad I_m = \int_{q=\omega}^{p=p_{\nu}} dp \frac{1}{p^2} |\beta(p)|_{m}^2, \quad I_l = \int_{p=p_{\nu}}^{\infty} p^2 |\beta(p)|_{l}^2.$$

We have used $q = \omega$ as a shorthand for $p = \omega e^{-\omega \Delta t}$. $I_s$ and $I_l$ evaluate to

$$I_s = \frac{\sinh \sqrt{m\omega\Delta t}}{12 \mu} \omega^3 e^{-3\omega \Delta t}, \quad I_l = \frac{m^4 \omega^2}{48} \frac{1}{p_{\nu}^2}.$$(4.2.35)

In the middle region we need to integrate $\Gamma^{\pm 2}(p, p)$ (defined by (4.2.24) for the hyperbolic case) and $\Gamma^{2}_\pm (p, p)$ (defined by (4.2.27) for the trigonometric case), for which we find the results:

$$\int_{q=\omega}^{p=p_{\nu}} dp \frac{1}{p^2} \Gamma^{\pm 2}(p, p) = \frac{1}{3 \pm 2\nu} \left( p_{\nu}^3 \Gamma^{\pm 2}_\pm (p_{\nu}, p_{\nu}) - \omega^3 e^{-3\omega \Delta t} \Gamma^{\pm 2}_\pm (\omega e^{-\omega \Delta t}, \omega e^{-\omega \Delta t}) \right),$$

$$\int_{q=\omega}^{p=p_{\nu}} dp \frac{1}{p^2} \Gamma^{2}_\pm (p, p) = \frac{1}{3 \pm 2i\nu} \left( p_{\nu}^3 \Gamma^{2}_\pm (p_{\nu}, p_{\nu}) - \omega^3 e^{-3\omega \Delta t} \Gamma^{2}_\pm (\omega e^{-\omega \Delta t}, \omega e^{-\omega \Delta t}) \right).$$
4.2. ASYMPTOTIC ANALYSIS

After neglecting the terms $e^{-\omega \Delta t}$, we arrive at

$$n_{\text{hyp}}(x) = \frac{1}{2\pi^2} \left\{ \frac{m^4 \omega^2}{48 p_{\nu}^3} - \frac{m p_{\nu}^3}{6 \omega \nu} \left( \cot \pi \nu + \omega \nu / m \right) + \frac{\omega p_{\nu}^3}{8\pi m} \left[ \frac{\Gamma^2(p_{\nu}, p_{\nu})}{3 - 2\nu} \left( m^2 / \omega^2 + (1/2 - \nu)^2 \right) + \frac{\pi^2}{\nu^2 \sin^2 \pi \nu} \frac{\Gamma^{-2}(p_{\nu}, p_{\nu})}{3 + 2\nu} \left( m^2 / \omega^2 + (1/2 + \nu)^2 \right) \right] \right\},$$

$$n_{\text{trig}}(x) = \frac{1}{2\pi^2} \left\{ \frac{m^4 \omega^2}{48 p_{\nu}^3} + \frac{m p_{\nu}^3}{6 \omega \nu} \left( \cot \pi \nu - \omega \nu / m \right) + \frac{\omega p_{\nu}^3}{8\pi m} \left[ \frac{\Gamma^2(p_{\nu}, p_{\nu})}{3 - 2i\nu} \left[ \frac{1}{3} - i \nu \right] + \frac{\Gamma^{-2}(p_{\nu}, p_{\nu})}{3 + 2i\nu} \left[ \frac{1}{3} + i \nu \right] \right] \right\}. \quad (4.2.36)$$

We conclude that if the time interval $\Delta t = t_f - t_i$ is sufficiently large the particle number density approaches a constant value. In order to understand the dependence on $m$ and $\omega$, which is highly dependent on the choice of $p_{\nu}$, we take the extreme cases $m/\omega \to 0$ (hyperbolic regime), and $\omega/m \to 0$ (trigonometric regime).

In the first case we can approximate $\nu = 1/2$ and get

$$n_{\text{hyp}}(x) \xrightarrow{m/\omega \to 0} \frac{1}{2\pi^2} \left\{ \frac{m \omega^2}{36} - \frac{\sqrt{6}}{27} (m \omega)^{3/2} + \frac{\omega m^2}{12} + \frac{\sqrt{6}}{64} m^2 (m \omega)^{1/2} \right\}. \quad (4.2.37)$$

The leading term is quadratic in $\omega^2$, but it becomes dominant only for large $\omega/m$. Since $m$ appears in each of the above terms, we conclude that there is no particle production in the massless case:

$$n_{\text{hyp}}(x) \xrightarrow{m=0} 0. \quad (4.2.38)$$

The asymptotic $m$ dependence can be investigated by letting $\omega/m \to 0$ (trigonometric regime). In this limit we can use:

$$\nu \simeq \frac{m}{\omega} \left( 1 - \frac{\omega^2}{8m^2} \right), \quad \frac{1}{\nu} \simeq \frac{\omega}{m} \left( 1 + \frac{\omega^2}{8m^2} \right), \quad \coth \pi \nu \simeq 1,$n$

$$\sinh \pi \nu \simeq e^{\pi \nu}, \quad \Gamma^2_{\pm}(p_{\nu}, p_{\nu}) = \frac{1}{\nu \sinh \pi \nu} e^{\pm 2i \theta_{\nu}} \simeq 0$$

$$p_{\nu} \simeq \sqrt{\frac{m \omega}{2}} (1/\nu - \omega/m)^{-1/6} \simeq m.$$

With which we get

$$n_{\text{trig}}(x) \xrightarrow{\omega/m \to 0} \frac{m \omega^2}{48 \pi^2}. \quad (4.2.39)$$
This dependency is similar to that for large $\omega/m$, up to a factor $3/2$. We emphasize again that these results depend strongly on the choice of $p_{\nu}$, which we have chosen rather empirically in the hyperbolic case. This term becomes quickly dominant and reproduces remarkably well the exact result. From the above formula we can conclude that there is no particle production for $\omega = 0$:

$$n^{\text{trig}}(x) \xrightarrow{\omega=0} 0.$$  

(4.2.40)

4.2.5 Graphical comparison to the exact solution

The piecewise definition of the asymptotic form of $|\beta(p)|^2$ (4.2.32) can be used to approximate $|\beta(p)|^2$ on the entire domain $p \in [0, \infty)$. This approximate form can be used for the computation of the particle number density $n(x)$. However, we expect some differences to occur because of the inaccuracy of the approximation near the delimiters $q \sim \omega$ and $p \sim \omega$.

The overlap between the analytical solution and the corresponding asymptotic forms is given in Figure 4.6 (compare to Figure 4.3) and Figure 4.7 (compare to Figure 4.1). The most striking disagreement is near $q \lesssim \omega$ (before the dashed lines), where the asymptotic form for low arguments is no longer accurate. There is another disagreement near $p \sim \omega$, where the asymptotic forms corresponding to large $p$ and small $p$ respectively start to increase (the
former like $1/p^6$, while $|\beta(p)|^2$ enters a decline.

The inaccuracy of the asymptotic forms is depicted in Figure 4.8 at the level of $|\beta(p)|^2$ and in Figure 4.9 at the level of $p^2 |\beta(p)|^2$.

The resulting total number of particles, $n(x) = \int_0^{\infty} \frac{p^2}{2\pi^2} |\beta(p)|^2$, is a function of $m$ and $\omega$, irrespective of the expansion time (in the limit $q \gg p$). Our

Figure 4.7: log-log plot $\nu = 2.5, 2.1, 1.5$

Figure 4.8: lin-lin plot $m = \omega = 1$

Figure 4.9: lin-lin plot of $p^2 |\beta(p)|^2$ against $p$ for $m = \omega = 1$
asymptotic analysis provides a good approximation of this number, up to an almost constant proportionality factor caused by the difference between the exact solution and the asymptotic form depicted in Figure 4.9. This can be seen by the plot in Figure 4.10, where we show the result of the numerical integration $\ln n(x)$ as a function of $m$, at $t_i = 0$, $t_f = 10$ and $\omega = 1.0$, compared with our asymptotic form, from which we approximate this factor by 3.5. In subsequent plots we shall divide the asymptotic results by this factor. There is a very small discontinuity occurring at $\mu = 0$ because of the discontinuity in $p_\nu$ and because of the piecewise definition we have employed.

![Figure 4.10: $\ln n(x)$ as a function of the particle mass $m$ at $\omega = 1$](image)

It is remarkable that we obtain a very good agreement with the exact solution. In Figure 4.11 we show the particle number density $n(x)$ as a function of the particle mass for different $\omega$, and in Figure 4.12 we plot against $\omega$ for different $m$. The other parameters are $t_i = 0$ and $t_f = 10$.

Finally, the energy density $\mathcal{E}(x)$ is shown in Figure 4.13 as a function of $m$ and in Figure 4.14 with respect to $\omega$.

We conclude that the particle number density does not depend on the expansion time $t_f - t_i$ as long as the latter is sufficiently large ($\omega \Delta t > 1$). There is linear increase with the particle mass (4.2.39), and a quadratic increase with the expansion factor (4.2.37). The energy density $\mathcal{E}(x)$ exhibits a similar increase with the expansion factor, but the $m$ dependence is more pronounced, and looks quadratic.
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Figure 4.11: \( n(x) \) as a function of the particle mass \( m \) for \( \omega = 0.8, 1.0, 1.2 \) (asymptotic solution is divided by 3.5)

Figure 4.12: \( n(x) \) as a function of the expansion factor \( \omega \) for \( m = 0.75, 1.00, 1.25 \) (asymptotic solution is divided by 3.5)
Figure 4.13: $E(x)$ as a function of the mass $m$ for $\omega = 0.8, 1.0, 1.2$

Figure 4.14: $E(x)$ as a function of the expansion factor $\omega$ for $m = 0.75, 1.00, 1.25$
Chapter 5

Creation of spinorial particles

5.1 Bogoliubov coefficients

We follow the procedure of section 4.1 for the continuation of Minkowski modes from the \textit{out} (in) region through the de Sitter expansion phase in the \textit{in} (out) region.

5.1.1 de Sitter \textit{in} and \textit{out} modes

The Dirac equation, being a first order differential equation, requires only one initial value equation to completely determine a mode. However, since the modes are spinors, there are actually two independent equations, one for the upper spinor and one for the lower one. The junction equation is

\[
U_{\text{out}}^{\text{out}}(t_f, x) = U_{\text{M}}^{\text{M}}(t_f, x),
\]

(5.1.1) with \(U_{\text{out}}^{\text{out}}\) given as a linear combination of de Sitter solutions, with the coefficients determined by

\[
A(p, t_f)U_{p,\lambda}^{\text{ds}}(t_f, x) + B(p, t_f)V_{-p,\lambda}^{\text{ds}}(t_f, x) = U_{p,\lambda}^{\text{M}}(t_f, x).
\]

(5.1.2)

The de Sitter spinors can be read from (3.2.20) and the Minkowski ones from (3.3.8). Using the connection between the Pauli spinors (B.3.3), we can cast the above relation in matrix
form:

\[
\begin{pmatrix}
  i e^{\pi k/2} H_{\nu_-}^{(1)} (\frac{p}{\omega}) - e^{-\pi k/2} H_{\nu_-}^{(2)} (\frac{p}{\omega}) \\
i e^{-\pi k/2} H_{\nu_+}^{(1)} (\frac{p}{\omega}) + e^{\pi k/2} H_{\nu_+}^{(2)} (\frac{p}{\omega})
\end{pmatrix}
\begin{pmatrix}
  A(p, t_f) \\
  B(p, t_f)
\end{pmatrix}
= 
\sqrt{\frac{2\omega}{\pi p}} e^{-iE(p)t_f + \frac{3}{2} \omega t_f} \left( \frac{\sqrt{1 + m/E}}{\sqrt{1 - m/E}} \right).
\]

(5.1.3)

The determinant of the matrix in the LHS can be computed using the identity (A.4.4), and we find

\[
A(p, t_f) = -i \sqrt{\frac{\pi p}{8\omega}} e^{-iE(p)t_f + \frac{3}{2} \omega t_f}
\times \left\{ \sqrt{1 + \frac{m}{E}} e^{\pi k/2} H_{\nu_+}^{(2)} (\frac{p}{\omega}) + \sqrt{1 - \frac{m}{E}} e^{-\pi k/2} H_{\nu_-}^{(2)} (\frac{p}{\omega}) \right\},
\]

(5.1.4a)

\[
B(p, t_f) = - \sqrt{\frac{\pi p}{8\omega}} e^{-iE(p)t_f + \frac{3}{2} \omega t_f}
\times \left\{ \sqrt{1 + \frac{m}{E}} e^{-\pi k/2} H_{\nu_+}^{(1)} (\frac{p}{\omega}) - \sqrt{1 - \frac{m}{E}} e^{\pi k/2} H_{\nu_-}^{(1)} (\frac{p}{\omega}) \right\}.
\]

(5.1.4b)

Using the same identity, we arrive at the normalization relation

\[
|A(p, t_f)|^2 + |B(p, t_f)|^2 = e^{3\omega t_f},
\]

(5.1.5)

and thus the modes are orthonormal throughout all space, both in the expansion phase, with respect to the de Sitter scalar product (3.2.1a) and on the Minkowski region with respect to the scalar product (3.3.10):

\[
\langle U_{p', \lambda'}^f, U_{p, \lambda}^f \rangle = \delta_{\lambda\lambda'}\delta^3(p - p').
\]

Note the sign difference between (5.1.5) and the scalar case (4.1.7). In analogy with the scalar case, we define a new pair of coefficients normalized to unity:

\[
\tilde{A}(p, t_f) = e^{-\frac{3}{2} \omega t} A(p, t_f) \quad \tilde{B}(p, t_f) = e^{-\frac{3}{2} \omega t} B(p, t_f).
\]

(5.1.6)

The Bogoliubov coefficients will be determined in the following section.
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5.1.2 Mode mixing and density of created particles

In this section we apply the general theory of Bogoliubov transformation outlined in subsection 2.3.2.

The difference between fermionic and bosonic fields has already been pointed out by the different normalizations of the Bogoliubov coefficients (compare (2.3.4) to (2.3.11)). While the $-$ sign appeared for the scalar field from scalar products of the form $\langle f^*_p f'_p \rangle$, the polarized solutions to the Dirac equation have a peculiar behaviour to rotations of the label $p$ in the sense that $U_{-(p),\lambda} = -U_{p,\lambda}$. This produces the $-$ signs required for the theory to be valid.

Similar to the scalar case, we have determined coefficients $A$ and $B$ such that

$$U_{p,\lambda}^{\text{out}}(t, x) = A(p, t_f)U_{p,\lambda}^{\text{DS}}(t, x) + B(p, t_f)V_{p,\lambda}^{\text{DS}}(t, x).$$

(5.1.7a)

The same procedure applies in defining in modes, except when expressing $V_{-p,\lambda}^{\text{in}}$:

$$U_{p,\lambda}^{\text{in}}(t, x) = A(p, t_i)U_{p,\lambda}^{\text{DS}}(t, x) + B(p, t_i)V_{p,\lambda}^{\text{DS}}(t, x),$$

(5.1.7b)

$$V_{-p,\lambda}^{\text{in}}(t, x) = -B^*(p, t_i)U_{p,\lambda}^{\text{DS}}(t, x) + A^*(p, t_i)V_{p,\lambda}^{\text{DS}}(t, x).$$

(5.1.7c)

The $-$ sign next to $B^*$ appeared because we did a full rotation of the label of the spinor $V$. The effect of such a rotation manifests on the level of the Pauli 2-component spinors $\xi$ and $\eta$ that make up the Dirac spinors $U$ and $V$, as discussed in Appendix B:

$$U_{-(p),\lambda}(t, x) = -U_{p,\lambda}(t, x),$$

$$p = (p, \theta, \varphi) \quad , \quad -p = (p, \pi - \theta, \varphi + \pi)$$

The full rotation has the effect of adding $2\pi$ to the angle $\varphi$, which produces the $-$ sign. The Bogoliubov coefficients (2.3.12) are defined in a similar way to the scalar case:

$$U_{p,\lambda}^{\text{out}}(t, x) = \sum_{\lambda'} \int d^3p' \left\{ \alpha_{\lambda\lambda'}(p, p')U_{p',\lambda'}^{\text{in}}(t, x) + \beta_{\lambda\lambda'}(p, -p')V_{-p',\lambda'}^{\text{in}}(t, x) \right\}.\tag{5.1.8}$$

The $\beta$ coefficients come from scalar products between Dirac spinors:

$$\beta_{\lambda\lambda'}(p', -p) = \langle V_{-q,\lambda}^{\text{in}}, U_{p',\lambda'}^{\text{in}} \rangle.\tag{5.1.9}$$
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It follows that
\[
\beta_{\lambda\lambda'}(p', -(-p)) = -\beta_{\lambda\lambda'}(p', p), \quad \beta_{\lambda\lambda}(-(-p'), p) = -\beta_{\lambda\lambda}(p', p),
\] (5.1.10)

and furthermore, since \( \beta_{\lambda\lambda'}(p', -p) = \beta_{\lambda\lambda}(-p', -(-p)) \), we have
\[
\beta_{\lambda\lambda'}(p', -p) = -\beta_{\lambda\lambda}(-p', p).
\] (5.1.11)

The Bogoliubov coefficients are expressed in terms of reduced coefficients,
\[
\alpha_{\lambda\lambda'}(p, p') = e^{\frac{3}{2} \omega(t_f - t_i)} \delta_{\lambda\lambda'} \delta_3(p' - q) \alpha(p),
\] (5.1.12a)
\[
\beta_{\lambda\lambda'}(p, -p') = e^{\frac{3}{2} \omega(t_f - t_i)} \delta_{\lambda\lambda'} \delta_3(p' - q) \beta(p),
\] (5.1.12b)
explicitly given by
\[
\alpha(p) = \tilde{A}^*(q, t_i) \tilde{A}(p, t_f) + \tilde{B}^*(q, t_i) \tilde{B}(p, t_f),
\] (5.1.12c)
\[
\beta(p) = \tilde{A}(q, t_i) \tilde{B}(p, t_f) - \tilde{B}(q, t_i) \tilde{A}(p, t_f),
\] (5.1.12d)
such that the following normalization condition is obeyed:
\[
|\alpha(p)|^2 + |\beta(p)|^2 = 1.
\] (5.1.12e)

This states that the particle number density, which is proportional to \( |\beta(p)|^2 \), cannot exceed 1. This is not the case for the scalar field, where the Bogoliubov coefficients can be arbitrarily large.

In order to understand the orthogonality relation (2.2.37), we must make use yet again of the spinorial characteristics of the Dirac solutions. The condition reduces to
\[
\beta_{\lambda\lambda'}(p', q) + \beta_{\lambda\lambda'}(p, q') = 0.
\] (5.1.13)

The first term is proportional to
\[
q^2 \delta(q - q') \delta(\pi - \theta' - \theta) \delta(\varphi' - \varphi - \pi),
\] (5.1.14)
while the second term is proportional to
\[
q^2 \delta(q - q') \delta(\pi - \theta - \theta') \delta(\varphi - \varphi' - \pi).
\] (5.1.15)
There is a difference between the $\phi$ delta functions: If the argument of the first delta function is 0, then the argument of the second one is $-2\pi$, and thus one of the spinors gets shifted by $2\pi$ in the second term. Similar considerations apply if the second delta has null argument. Therefore, a $-\text{sign}$ will accompany one and only one of the $\beta$ coefficients above, and thus the orthogonality relations are automatically satisfied.

We can readily express the out one-particle operators with the coefficients introduced in this chapter. In order to see that our results do indeed follow from the general discussion in section 2.3, we will use the expressions (2.3.13)

\begin{align}
\langle 0_{\text{in}} | d^\dagger_{\text{out}} (p, \lambda) | 0_{\text{in}} \rangle &= \alpha^* (p, \lambda) \beta^* (p, \lambda) \delta^3 (p - p'), \\
\langle 0_{\text{in}} | b^\dagger_{\text{out}} (p, \lambda) | 0_{\text{in}} \rangle &= -\beta (p) \alpha (p) \delta^3 (p + p').
\end{align}

The expectation value of these operators in the in vacuum state is

\begin{align}
\langle 0_{\text{in}} | d^\dagger_{\text{out}} (p) b_{\text{out}} (p') | 0_{\text{in}} \rangle &= \alpha^* (p) \beta^* (p') \delta^3 (p + p'), \\
\langle 0_{\text{in}} | b^\dagger_{\text{out}} (p) d^\dagger_{\text{out}} (p') | 0_{\text{in}} \rangle &= -\beta (p) \alpha (p) \delta^3 (p + p'), \\
\langle 0_{\text{in}} | b^\dagger_{\text{out}} (p) b_{\text{out}} (p') | 0_{\text{in}} \rangle &= | \beta (p) |^2 \delta^3 (p - p'), \\
\langle 0_{\text{in}} | d^\dagger_{\text{out}} (p) d_{\text{out}} (p') | 0_{\text{in}} \rangle &= | \beta (p) |^2 \delta^3 (p - p').
\end{align}

With these expectation values we can evaluate the particle number density (2.3.14)

\begin{equation}
np(p) = 2 \sum_{\lambda} | \beta (p) |^2 \delta^3 (p - p).
\end{equation}

There is an extra factor of 4 compared to the scalar case (4.1.15), comming from the two different polarizations and the two particle types (particle and antiparticle). The volumic particle density is

\begin{equation}
n_p (x) = \frac{4}{(2\pi)^3} | \beta (p) |^2.
\end{equation}

In order to evaluate the number of particles with the magnitude of the momentum $p$, we integrate away the spherical coordinates and arrive at

\begin{equation}
n_p (x) = \frac{2p^2}{\pi^2} | \beta (p) |^2.
\end{equation}
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The expectation value for the stress-tensor is given by:

\[ \langle 0_{\text{in}} \mid T_{\text{out}}^{00}(x) \mid 0_{\text{in}} \rangle = \mathcal{E}(x) = \int \frac{d^3p}{2\pi^3} E(p) |\beta(p)|^2, \quad (5.1.21a) \]

\[ \langle 0_{\text{in}} \mid T_{\text{out}}^{ij}(x) \mid 0_{\text{in}} \rangle = \delta_{ij} \int \frac{d^3p}{2\pi^3} \frac{p^2}{3E(p)} \left\{ |\beta(p)|^2 + \frac{m}{2ip} \left( \alpha^*(p)\beta^*(p)e^{-2iEt} - \alpha(p)\beta(p)e^{2iEt} \right) \right\}. \quad (5.1.21b) \]

The \text{out} label indicates that the normal ordering has been done with respect to the out vacuum. We shall refer to the spectral energy density through the following notation:

\[ \mathcal{E}_p = \frac{2p^2}{\pi^2} E(p) |\beta(p)|^2. \quad (5.1.22) \]

By substituting (5.1.4) for \( A \) and \( B \) in the formula for \( \beta(p) \) (5.1.12d), we arrive at the following expression:

\[ \beta(p) = i \sqrt{\frac{\pi}{8\omega}} \sqrt{q} e^{-i(E_q t_i + E_q t_f)} \times \left\{ \epsilon^+_q \epsilon^+_p H_1(q,p) + \epsilon^-_q \epsilon^-_p H_1^*(q,p) - \epsilon^+_q \epsilon^-_p H_2(q,p) + \epsilon^-_q \epsilon^+_p H_2^*(q,p) \right\}, \quad (5.1.23) \]

where we have used \( \epsilon^\pm_q = \sqrt{1 \pm m/E_q}, E_q = \sqrt{m^2 + q^2} \) being the Minkowski energy of a particle of mass \( m \) and momentum \( q \), and

\[ H_1(q,p) = H^{(2)}_{\nu_+}(q)H^{(1)}_{\nu_+}(p) - H^{(1)}_{\nu_+}(q)H^{(2)}_{\nu_+}(p), \quad (5.1.24a) \]

\[ H_2(q,p) = e^{\pi k} H^{(2)}_{\nu_+}(q)H^{(1)}_{\nu_-}(p) + e^{-\pi k} H^{(1)}_{\nu_+}(q)H^{(2)}_{\nu_-}(p). \quad (5.1.24b) \]

with \( k = m/\omega \) and \( \nu_\pm = 1/2 \pm ik \). An important conclusion can be drawn from (5.1.23): except for the leading phase factor (which has no effect on \( |\beta(p)|^2 \)), there is no dependency on \( t_i \) and \( t_f \) independently, only on \( \Delta t = t_f - t_i \) (through \( q \)). We shall take advantage of this by setting \( t_i = 0 \).

In the squared form of \( \beta \), the square-root terms \( \epsilon^\pm_p \) simplify according to the following relations:

\[ \epsilon^+_p \epsilon^-_p = p/E_p, \quad \epsilon^+_p \epsilon^+_p = 1 \pm m/E_p. \quad (5.1.25) \]

By using the identity (A.4.4), we arrive at the result

\[ |H_1(q,p)|^2 + |H_2(q,p)|^2 = \frac{16\omega^2}{\pi^2 p q}. \]
with which we evaluate $|\beta|^2$ to
\[
|\beta(p)|^2 = \frac{1}{2} + \frac{\pi^2 qp}{32E_qE_p} \left\{ k^2\mathcal{H}_1(q,p) + k\frac{q}{\omega}\mathcal{H}_2(q,p) - k\frac{p}{\omega}\mathcal{H}_3(q,p) + \frac{qp}{\omega^2}\mathcal{H}_4(q,p) \right\}. \tag{5.1.26}
\]
\[
\mathcal{H}_i(q,p) \text{ are expressed using the functions } H_i(q,p) \text{ defined in (5.1.24)}:
\]
\[
H_1 = |H_1|^2 - |H_2|^2, \quad H_2 = H_1H_2 + H_1^*H_2^*, \quad H_3 = H_1^*H_2 + H_1H_2^*, \quad H_4 = \frac{1}{2} \left( H_1^2 + H_1^*H_2^* - (H_2^2 + H_2^*H_2) \right). \tag{5.1.27a}
\]
\[
\beta(p) = 0 \tag{5.1.28b}
\]
Every function $\mathcal{H}_i$, $H_i$ is understood to take the arguments $(q,p)$. We emphasize that $|\beta(p)|^2$ only depends on $\Delta t = t_f - t_i$, and from (5.1.12d) it follows that $|\beta(p)|^2$ vanishes for $t_i = t_f$.

### 5.1.3 Production of massless Dirac particles

We have shown that there is no particle production for a conformally coupled massless scalar field in subsection 4.1.3. In this section we shall prove the same result for the massless fermionic field.

The orders $\nu_{\pm}$ of the Hankel functions reduce to $1/2$ for $m = 0$. The computation of the coefficients $\tilde{A}, \tilde{B}$ is straightforward from (5.1.4):
\[
\tilde{A}(p, t) = -i \sqrt{\frac{\pi p}{2\omega}} e^{-ipt} H_{1/2}^{(2)} \left( \frac{p}{\omega} \right), \quad \tilde{B}(p, t) = 0, \tag{5.1.28a}
\]
\[
\beta(p) = 0. \tag{5.1.28b}
\]

### 5.1.4 Graphical analysis

Before embarking for the asymptotic analysis of the analytical solution (4.1.24), we take a short survey of its form. When commenting the spectra, we shall use some results in anticipation.

The exact form of $|\beta(p)|^2$ is depicted in Figure 5.1 and Figure 5.2. The first figure shows $|\beta(p)|^2$ for three values of $\omega$, while the second uses three values of $t_f$. The rest of the parameters have the values $m = 1$, $t_i = 0$, $t_f = 10$ and $\omega = 1.5$.

These pictures show three regions of interest, corresponding to three different regimes:
(a) $q \ll \omega$: $|\beta(p)|^2$ goes to 0 as $pq$, as we shall prove in (5.2.10)
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Figure 5.1: The exact solution $|\beta(p)|^2$ plotted against $\ln p$ for $m = 1$, $t_i = 0$, $t_f = 20$ and $\omega = 1.6, 1.4, 1.2$.

(b) $p \gg \omega$: $|\beta(p)|^2$ goes to 0 as $1/p^4$, (see (5.2.7))

(c) $p \ll \omega \ll q$: $|\beta(p)|^2$ is remarkbly well described by a constant value which we find to be a Fermi-Dirac distribution function, $(1 + e^{2\pi m/\omega})^{-1}$ (5.2.13).

These regions are delimited by two resonances which occur roughly at $q \sim \omega$ and $p \sim \omega$.

Figure 5.2 shows three plots of different $t_f$, having the same parameters $m = 1$, $t_i = 0$ and $\omega = 1.5$. The middle plateau and the second resonance overlap. This independence on the expansion time $\Delta t = t_f - t_i$ will be uncovered by the asymptotic analysis.

The large momentum region is investigated in Figure 5.3, where we show that $p^4 |\beta(p)|^2$ approaches the value $m^2 \omega^2/16$, indicated by black lines. This behaviour guarantees a finite number of particles per unit volume, since $n_p \sim p^2 |\beta(p)|^2$. However, the volumic density of the energy $\mathcal{E}(x)$ (5.1.21a) has a logarithmic divergence. The spectral energy density $\mathcal{E}_p$ is plotted in Figure 5.4.

5.2 Asymptotic analysis of the particle density

The analysis mainly involves the use of approximation formulas for the Hankel functions, given in Appendix A. Some of the more frequent notation used in this section are given
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Figure 5.2: $|\beta(p)|^2$ plotted against $\ln p$ for $m = 1$, $t_i = 0$, $\omega = 1.5$ and $t_f = 10, 7.5, 5.0$.

Figure 5.3: The particle number density $n_p = p^2 |\beta(p)|^2$ is represented against $\ln p$ for $m = 1, t_i = 0$, $t_f = 10$, $\omega = 1.6, 1.4, 1.2$.

Figure 5.4: The energy density $p^2 E_p |\beta(p)|^2$ is plotted against $\ln p$ for $m = 1$, $t_i = 0$, $t_f = 10$, $\omega = 1.6, 1.4, 1.2$.

below.

$$k = m/\omega, \quad \nu_{\pm} = 1/2 \pm ik, \quad \epsilon_{p}^{\pm} = (1 \pm m/E_p)^{1/2}$$

$\Gamma_{\pm}(q, p)$ is defined in (A.4.6), $\beta(p)$ is given in (5.1.12d), $H_i(q, p)$ are given by (5.1.24)

We assume the reader has gone through section 4.2, and omit explanatory text that would otherwise be repeated.
5.2.1 Large momentum $p \gg \omega$

We find that $|\beta(p)|^2$ drops like $1/p^4$, which gives a logarithmic divergency of the energy of the created particles. This divergency might be explained by the sudden transition between the Minkowski and de Sitter phases. The analysis is done using the same method used in the scalar case: we substitute Hankel’s expansion (A.2.5) for the Hankel functions in the terms (5.1.24), for which we employ a similar notation:

$$H_i(q,p) = \frac{4\omega}{\pi \sqrt{pq}} \left( \cos \frac{q-p}{\omega} C_i(q,p) + \sin \frac{q-p}{\omega} S_i(q,p) \right) \quad (5.2.1)$$

with the functions $C_i, P_i$ given by

$$C_1 = i(P_q^{+}Q_p^{+} - Q_q^{+}P_p^{+}) \quad C_2 = P_q^{+}P_p^{-} + Q_q^{+}Q_p^{+} \quad (5.2.2a)$$

$$S_1 = -i(P_q^{+}P_p^{+} + Q_q^{+}Q_p^{+}) \quad S_2 = P_q^{+}Q_p^{-} - Q_q^{+}P_p^{-} \quad (5.2.2b)$$

The polynomials $Q, P$ are given by (A.2.5c),(A.2.5d). The notation $P_{p}^{\pm}$ stands for $P(\nu_{\pm}, p/\omega)$. Contrary to the scalar case, the $C_i, S_i$ functions are not real. We proceed in a similar fashion and express $\beta$ as a power series in $\omega$, keeping $\nu_{\pm}$ independent:

$$\beta(p) = \frac{i}{2} e^{-i(E_q t_i + E_p t_f)} \sum_{n=0}^{\infty} \Omega^{(n)}(q,p) \omega^n \quad (5.2.3)$$

We shall retain terms up to $\omega^2$:

$$\Omega^{(0)}(q,p) = \cos \frac{q-p}{\omega} E_{-}^{+++} - i \sin \frac{q-p}{\omega} E_{-}^{+++}$$

$$\Omega^{(1)}(q,p) = -\frac{ikm}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \left( \cos \frac{q-p}{\omega} E_{-}^{+++} - i \sin \frac{q-p}{\omega} E_{-}^{+++} \right)$$

$$- \frac{m}{2} E_{+}^{+++} \left( \cos \frac{q-p}{\omega} \left( \frac{1}{p} - \frac{1}{q} \right) - i \sin \frac{q-p}{\omega} \left( \frac{1}{p} + \frac{1}{q} \right) \right)$$

$$\Omega^{(2)}(q,p) = -\frac{ik(k^2 + 1)}{4} \left\{ \cos \frac{q-p}{\omega} \left( \frac{ik}{2} \left( \frac{1}{p} - \frac{1}{q} \right)^2 E_{-}^{+++} - \left( \frac{1}{p^2} - \frac{1}{q^2} \right) E_{+}^{+++} \right) \right.$$\n
$$+ i \sin \frac{q-p}{\omega} \left( \frac{1}{p^2} + \frac{1}{q^2} \right) \left( \frac{ik}{2} E_{-}^{+++} + E_{+}^{+++} \right) \right\}$$

$$+ \frac{ik^2}{4qp} \sin \frac{q-p}{\omega} ((1 - k^2)E_{-}^{+++} + 2ikE_{+}^{+++})$$
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The terms $\mathcal{E}^{rsm}_{\pm -}$ stand for

$$\mathcal{E}^{rsm}_{\pm} = \epsilon^r_{ql} \epsilon^s_{lp} \pm \epsilon^l_{ql} \epsilon^m_{lp}, \quad r, s, l, m \in \{-, +\} \quad (5.2.4)$$

We have used $4\nu^2_{\pm} - 1 = 4ik(ik \pm 1)$, etc. The terms $\epsilon^\pm_p$ can be expressed in powers of $p$ as

$$\epsilon^\pm_p = 1 \pm \frac{m^2}{2E_p} + \frac{m^2}{8E_p^2} + \mathcal{O}(p^{-3}),$$

and so the $\Omega$ terms simplify to

$$\Omega^{(0)}(q,p) = m\mathcal{C}_-(q,p) + \mathcal{O}(p^{-3}) \quad (5.2.5a)$$

$$\omega \Omega^{(1)}(q,p) = -\frac{ikm^2}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \mathcal{C}_+(q,p) - m\mathcal{C}_-(q,p) + \mathcal{O}(p^{-3}) \quad (5.2.5b)$$

$$\omega^2 \Omega^{(2)}(q,p) = -\frac{im\omega(k^2 + 1)}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \mathcal{C}_+(q,p) + \frac{m\omega}{qp} \sin \frac{q-p}{\omega} + \mathcal{O}(p^{-3}) \quad (5.2.5c)$$

The recurrent terms are

$$\mathcal{C}_\pm(q,p) = \cos \frac{q-p}{\omega} \left( \frac{1}{p} \pm \frac{1}{q} \right) - i \sin \frac{q-p}{\omega} \left( \frac{1}{p} \mp \frac{1}{q} \right) \quad (5.2.5d)$$

We have used $k = m/\omega$. Summing the contributions, we are left with a leading term of order $1/p^2$, and thus we express $\beta$ as

$$\beta(p) = -\frac{m\omega}{4} e^{-i(E_q t_i + E_p t_f)} \times \left\{ \cos \frac{q-p}{\omega} \left( \frac{1}{p} \pm \frac{1}{q} \right) - i \sin \frac{q-p}{\omega} \left( \frac{1}{p} \mp \frac{1}{q} \right) + \mathcal{O}(p^{-3}) \right\} \quad (5.2.6)$$

All higher order terms contain $4\nu^2_{\pm} - 1$, which is proportional to the mass of the field, and thus we confirm the result that there is no particle creation in the massless case (derived in subsection 4.1.3). For the case of sufficiently large expansion time $\Delta t = t_f - t_i$ we approximate the square of $\beta$ with $|\beta(p)|^2_i$ defined by

$$|\beta(p)|^2_i \xrightarrow{t_f \gg t_i} \frac{m^2 \omega^2}{16p^4} \quad (5.2.7)$$

Although this dependency guarantees a finite total number of particles, this is not so with the total energy, which diverges.
5.2.2 Low momentum $q \ll \omega$

While a constant number of scalar particles are created in the low momentum region, the number of spinorial particles approaches 0 as $p^2$.

In the limit $p \ll 0, q \ll 0$ we shall use the approximation (A.4.5) for the Hankel functions appearing in (5.1.24). The computation of $H_2$ is more demanding since the Hankel functions involved have different orders $\nu_\pm$. Nevertheless, it requires no special tricks, and the result is:

\[
H_1(q, p) = \frac{4 \sinh \omega \Delta t \nu_+}{i \pi \nu_+} \tag{5.2.8}
\]
\[
H_2(q, p) = \frac{2}{\pi \cosh \pi k} \sinh(\pi k - i m \Delta t) \left( \sqrt{\frac{4 \omega^2}{pq} - \frac{1}{|\nu_+|^2}} \sqrt{\frac{qp}{4 \omega^2}} \right) + \frac{2i}{\pi^2} \cosh \frac{1}{2} \omega \Delta t \left( \Gamma^2_+(q, p)/\nu_+ - \Gamma^2_-(q, p)/\nu_+ \right) \tag{5.2.9}
\]

The square of $\beta$ is needlessly cumbersome to compute. We shall approximate the square roots appearing in (5.1.23) through $\epsilon^\pm_p, \epsilon^\pm_q$ by their series expansion about $p/m = 0$, ignoring terms of order $O(p^2)$:

\[
\epsilon_q \epsilon_p^- \simeq \frac{pq}{2m^2} \simeq 0 \\
\epsilon_q \epsilon_p^+ \simeq \frac{q}{m} \\
\epsilon_q^+ \epsilon_p^- \simeq \frac{p}{m} \tag{5.2.10}
\]

Substituting the above in the expression for $\beta$, we arrive at

\[
\beta(p) \xrightarrow{q\ll0} e^{-i(E_q t + E_p t_f)} \sqrt{qp} \frac{\sinh \omega \Delta t \nu_+}{m} \left\{ \frac{\sinh \omega \Delta t \nu_+}{\nu_+} + \frac{i}{2k \cosh \pi k} \left( e^{\omega \Delta t/2} \sinh(\pi k + i m \Delta t) - e^{-\omega \Delta t/2} \sinh(\pi k - i m \Delta t) \right) + O(p^2) \right\} \tag{5.2.11}
\]

We have dropped a term of order $O(p^2)$. Therefore $|\beta(p)|^2$ goes to 0 as $p^2$ for $q \ll \omega$.

5.2.3 Middle region $p \ll \omega \ll q$

The thermal spectrum of particle density not recovered in the scalar case emerges for the Dirac field in the middle region, subject to the constraint $p \ll m$. The flat plateau is given by a Fermi-Dirac distribution law of temperature $T = \omega/2\pi$, for the energy $E = m$.

Applying the same reasoning outlined in subsection 4.2.3, we use the first order ap-
proximation for large arguments of the Hankel functions entering in the coefficients $A, B$ of argument $q$, and thus arrive at

$$\tilde{A}(q, t_i) \simeq -iE^{-iE_0t_i - q/\omega + 3\pi/4}, \quad \tilde{B}(q, t_i) \simeq 0$$ (5.2.11)

Thus the $\beta$ coefficient reduces to

$$\beta(p) \xrightarrow[p \ll \omega \ll q]{} \tilde{B}(p, t_f)$$ (5.2.12)

For a quick derivation of the thermal behaviour of $|\beta(p)|^2$, we may proceed by using only the term of order $p^{-1/2}$ in the expansion (A.4.5a), by which $\tilde{B}$ evaluates to

$$\tilde{B}(p, t_f) \xrightarrow[p \ll \omega \ll q]{} \frac{i}{\sqrt{4\pi}} e^{-iE_p t_f} \left( \epsilon_p^+ e^{-\pi k/2} \Gamma_+(p, p) - \epsilon_p^- e^{\pi k/2} \Gamma_-(p, p) \right)$$

and the square is

$$\left| \tilde{B}(p, t_f) \right|^2 \xrightarrow[p \ll \omega \ll q]{} \frac{1}{2} \left( 1 - \frac{m}{E_p} \tanh \pi k \right) - \frac{p}{4\pi E_p} \left( \Gamma_+^2(p, p) + \Gamma_-^2(p, p) \right)$$

The second term is at most $\pi^2 / \cosh^2 \pi k$, and is negligible for large enough mass or small enough expansion factor, but it becomes important as we depart from these conditions. However, this is not the “right” first order correction to $|\beta(p)|^2$, as we shall point out later in this section. The term $m/E_p$ can be expanded about $p/m = 0$, and we arrive at

$$|\beta(p)|^2 \xrightarrow[p \ll \omega \ll q]{} \frac{1}{e^{2\pi m/\omega} + 1} + O(p/m)$$ (5.2.13)

This resembles a Fermi-Dirac distribution function, if we let the energy equal $m$ (just as in our approximation), and interpret $\omega/2\pi$ as the temperature. This function approximates remarkably well the middle region where the condition $p \ll \omega \ll q$ is valid. However, the extreme regions of this plateau present two maxima that are highly pronounced when $\omega$ is small. In an attempt to approach this behaviour we consider both terms in the expansion (A.4.5a). Note that in this approximation the identity (A.4.4) is no longer valid. It is more convenient to first square $\tilde{B}(p, t_f)$ and then apply the expansion of the Hankel functions:

$$|B(p, t_f)| = \frac{\pi p}{8\omega} \left\{ \mathcal{H}_1(p) - \frac{m}{E_p} \mathcal{H}_2(p) - \frac{p}{E_p} \mathcal{H}_3(p) \right\},$$
with the terms $\mathcal{H}_i$ given by

\begin{align*}
\mathcal{H}_1(p) &= e^{\pi k} H^{(2)}_{\nu_+} H^{(1)}_{\nu_-} + e^{-\pi k} H^{(2)}_{\nu_-} H^{(1)}_{\nu_+} \\
\mathcal{H}_2(p) &= e^{\pi k} H^{(2)}_{\nu_+} H^{(1)}_{\nu_-} - e^{-\pi k} H^{(2)}_{\nu_-} H^{(1)}_{\nu_+} \\
\mathcal{H}_3(p) &= H^{(2)}_{\nu_+} H^{(1)}_{\nu_-} + H^{(2)}_{\nu_-} H^{(1)}_{\nu_+}
\end{align*}

Every Hankel function is understood to take the argument $p/\omega$. These functions evaluate to

\begin{align*}
\mathcal{H}_1(p) &= \frac{4\omega}{\pi p} + \frac{p}{\omega \pi |\nu_+|^2} \\
\mathcal{H}_2(p) &= -\frac{4\omega}{\pi p} \tanh \pi k + \frac{2}{i\pi^2} \left( \frac{\Gamma^2_+(p,p)/\nu_- - \Gamma^2_-/\nu_+}{\Gamma^2_+(p,p)/\nu_+} \right) + \frac{p}{\pi \omega |\nu_+|^2} \tanh \pi k + O(p^2) \\
\mathcal{H}_3(p) &= \frac{2\omega}{\pi^2 p} \left( \Gamma^2_+(p,p) + \Gamma^2_-(p,p) \right) + \frac{4k}{\pi |\nu_+|^2} \tanh \pi k + \frac{p}{2\omega \pi^2} \left( \frac{\Gamma^2_+(p,p)/\nu_- + \Gamma^2_-/\nu_+}{\Gamma^2_+(p,p)/\nu_+} \right)
\end{align*}

Since we are also interested in the behaviour of $|\beta(p)|^2$ near $p \sim \omega$, we cannot replace $E_p$ by $m$, and thus we settle to:

\begin{align*}
|\beta(p)|^2 \xrightarrow{p \ll \omega < q} |\beta(p)|^2 &= \frac{1}{2} \left( 1 - \frac{m}{E_p} \tanh \pi k \right) - \frac{p}{8\pi E_p} \left( \frac{\Gamma^2_+(p,p)/\nu_- + \Gamma^2_-/\nu_+}{\Gamma^2_+(p,p)/\nu_+} \right) + \frac{p^2}{8\omega^2 |\nu_+|^2} \left( 1 - \frac{3m}{E_p} \tanh \pi k \right) - \frac{p^3}{16\pi \omega^2 E_p} \left( \frac{\Gamma^2_+(p,p)/\nu_- + \Gamma^2_-/\nu_+}{\Gamma^2_+(p,p)/\nu_+} \right) + \ldots \quad (5.2.14)
\end{align*}

Note however that this expansion is not correct in the third order, but nevertheless it approaches the form of the exact solution better than if we would have omitted this contribution. There is no reference to the times $t_i, t_f$, which means the form of $|\beta(p)|^2$ in the middle region is independent of the expansion time.

### 5.2.4 Resonances

There are three distinct regions of interest, for both the spinorial and the scalar case, separated by points situated roughly at $p \sim \omega$ and $q \sim \omega$. We have studied the asymptotic behaviour in these three regions in the preceding sections. This section is devoted to the analytical investigation of the pronounced maxima of produced fermions which occur at these points.

The analysis starts with the explicit form of $|\beta(p)|^2$, given in Equation 5.1.26. The extrema can be identified by setting $d|\beta(p)|^2/dp = 0$. Since the functions $\mathcal{H}_i$ (defined by (5.1.27)) employed in the expression for $|\beta|^2$ have an explicit dependence on $q$ and $p$, we
write the total derivative with respect to $p$ as

$$\frac{d}{dp} \mathcal{H}_i(q, p) = \left( \frac{\partial \mathcal{H}_i}{\partial p} \right)_q + \left( \frac{\partial \mathcal{H}_i}{\partial q} \right)_p$$

First we compute the derivatives of the coefficients of $\mathcal{H}_i$:

$$\frac{d}{dp} p = 1, \quad \frac{d}{dp} q = \frac{q}{p}, \quad \frac{d}{dp} q p = 2q, \quad \frac{d}{dp} E_p = m^2 E_p^3, \quad \frac{d}{dp} E_q = \frac{q m^2}{pE_q^3}, \quad \frac{d}{dp} q p E_p = \frac{m^2 q}{E_p} \left( \frac{1}{E_p^2} + \frac{1}{E_q^2} \right) \quad (5.2.15a)$$

Next, we compute the derivatives of $H_i(q, p)$ (defined in (5.1.24)):

$$\frac{d}{dp} H_1(q, p) = \frac{i}{\omega} \left( p H_2 - q H_2^* \right) - \frac{2ik}{p} H_1 - \frac{1}{p} H_1 \quad (5.2.16a)$$

$$\frac{d}{dp} H_2(q, p) = \frac{i}{\omega} \left( p H_1 + q H_1^* \right) - \frac{1}{p} H_2 \quad (5.2.16b)$$

With these we compute the derivatives of $\mathcal{H}_i$:

$$\frac{d}{dp} \mathcal{H}_1(q, p) = \frac{2i}{\omega} \left( H_1^* H_2 - H_1 H_2^* \right) - \frac{2iq}{\omega p} \left( H_1^* H_2^* - H_1 H_2 \right) - \frac{2}{p} \mathcal{H}_1 \quad (5.2.17a)$$

$$\frac{d}{dp} \mathcal{H}_2(q, p) = \frac{i}{\omega} \left( H_1^2 - H_1^* H_2 + H_2^* H_2^* \right) + \frac{2ik}{p} \left( H_1^* H_2^* - H_1 H_2 \right) - \frac{2}{p} \mathcal{H}_2 \quad (5.2.17b)$$

$$\frac{d}{dp} \mathcal{H}_3(q, p) = -\frac{iq}{\omega p} \left( H_2^2 - H_1^2 - H_2 + H_2^* \right) + \frac{2ik}{p} \left( H_1^* H_2 - H_1 H_2^* \right) - \frac{2}{p} \mathcal{H}_3 \quad (5.2.17c)$$

$$\frac{d}{dp} \mathcal{H}_4(q, p) = -\frac{2ik}{p} \left( H_1^2 - H_1^* H_2 \right) - \frac{2}{p} \mathcal{H}_4 \quad (5.2.17d)$$

These derivatives satisfy the remarkable property

$$k^2 \frac{d}{dp} \mathcal{H}_1(q, p) + k \frac{q}{\omega} \frac{d}{dp} \mathcal{H}_2(q, p) - k \frac{p}{\omega} \frac{d}{dp} \mathcal{H}_3(q, p) + \frac{qp}{\omega^2} \frac{d}{dp} \mathcal{H}_4(q, p) =$$

$$- \frac{2}{p} \left\{ k^2 \mathcal{H}_1(q, p) + k \frac{q}{\omega} \mathcal{H}_2(q, p) - k \frac{p}{\omega} \mathcal{H}_3(q, p) + \frac{qp}{\omega^2} \mathcal{H}_4(q, p) \right\} \quad (5.2.17e)$$
Using these results, the derivative of $|\beta|^2$ yields:

$$
\frac{d}{dp} |\beta(p)|^2 = \frac{\pi^2 q}{32 E_q E_p} \left\{ -k^2 \left( \frac{q^2}{E_q^2} + \frac{p^2}{E_p^2} \right) H_1 + \left( 1 - \frac{q^2}{E_q^2} - \frac{p^2}{E_p^2} \right) \left( \frac{k q}{\omega} H_2 - \frac{k p}{\omega} H_3 \right) + q p k^2 \left( \frac{1}{E_q^2} + \frac{1}{E_p^2} \right) H_4 \right\} 
$$

(5.2.18)

In the following subsections we shall work in the asymptotic cases $q \sim \omega \gg p$ and $p \sim \omega \ll q$, near the points where we hope to uncover the observed maxima.

**First maximum** $q \sim \omega \gg p$

We shall approximate the Hankel functions of argument $p/\omega$ with the first term in (A.4.5). In this approximation, all $H_i$ functions are of order $1/p$, allowing us to eliminate terms with coefficients of order $p$ in (5.2.18):

$$
\frac{d}{dp} |\beta(p)|^2 \xrightarrow{p \to 0} \frac{\pi^2 k^2 q^2}{32 E_q^3} \left( -\frac{q}{m} H_1 + H_2 \right) 
$$

(5.2.19)

The equation which determines the point of extremum is

$$
\frac{q}{m} H_1(q, p) = H_2(q, p) 
$$

(5.2.20)

The functions $H_i$ take the form

$$
H_1(q, p) \xrightarrow{p \to 0} -\frac{4 \omega}{\pi p \cosh \pi k} \left\{ \sinh \pi k \left( e^{\pi k} H_{\nu_+}^{(2)} H_{\nu_-}^{(1)} - e^{-\pi k} H_{\nu_-}^{(2)} H_{\nu_+}^{(1)} \right) - \left( H_{\nu_+}^{(2)} H_{\nu_-}^{(1)} + H_{\nu_-}^{(2)} H_{\nu_+}^{(1)} \right) \right\}
$$

$$
H_2(q, p) \xrightarrow{p \to 0} -\frac{4 \omega}{\pi p \cosh \pi k} \left\{ \sinh \pi k \left( H_{\nu_+}^{(2)} H_{\nu_-}^{(1)} + H_{\nu_-}^{(2)} H_{\nu_+}^{(1)} \right) + \frac{1}{2} e^{\pi k} \left( H_{\nu_+}^{(2)} + H_{\nu_-}^{(1)} \right)^2 - \frac{1}{2} e^{-\pi k} \left( H_{\nu_-}^{(2)} + H_{\nu_+}^{(1)} \right)^2 \right\}
$$

The Hankel functions in the right-hand-side of the above expressions take the argument $q/\omega$. These forms are rather cumbersome to work with. Nevertheless, we find that the results obtained for large $\omega$ ($\nu_\pm \to 1/2$) give reasonably good predictions. In this limit,
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Equation (5.2.20) takes the form

\[
\sinh \pi k \left( 1 - \frac{q}{m} \sinh \pi k \right) = \left( \frac{q}{m} + \sinh \pi k \right) \cos \frac{2q}{\omega}
\]

In the limit of large \(\omega\), we can substitute \(\sinh \pi k\) with \(\pi k\), and thus we arrive at

\[
p_{\text{max}} = \frac{\pi \omega}{4} e^{-\omega(t_f-t_i)}
\]  

(5.2.22)

This formula becomes a good prediction only for \(\omega > m\), but the predicted value falls farther away as we depart from this condition. Note that this value depends on the difference \(t_f-t_i\).

**Second maximum** \(p \sim \omega \ll q\)

Although the position of the maximum situated at \(q \sim \omega\) is given by a simple relation (5.2.22), we were unable to find a similar one for the maximum at \(p \sim \omega\). However, we can extract several conclusions out of the asymptotic form of the equation which gives the point. In the region \(p \sim \omega\), we can consider \(q\) as infinitely large, and approximate the Hankel functions of argument \(q/\omega\) with the asymptotic forms (A.2.3). In this approximation, all \(\mathcal{H}_i\) functions are of order \(1/q\), and thus we shall retain only the highest order in \(q\) from (5.2.18):

\[
\frac{d}{dp} |\beta(p)|^2 \rightarrow_{q \to \infty} \frac{\pi^2 k^2 q p}{32 E_p^2} \left( -\frac{p}{m} \mathcal{H}_2 + \mathcal{H}_4 \right)
\]  

(5.2.23)

The equation which determines the point of extremum is

\[
\frac{p}{m} \mathcal{H}_2(q,p) = \mathcal{H}_4(q,p)
\]  

(5.2.24)

This is very similar to equation (5.2.20), which determines the point of maximum at \(q \sim \omega\). We proceed in a similar fashion, and evaluate the functions \(\mathcal{H}_i\):

\[
\mathcal{H}_2(q,p) \rightarrow_{q \to \infty} -\frac{4\omega}{\pi q} \left( e^{\pi k} H^{(2)}_{\nu_+} H^{(1)}_{\nu_-} - e^{-\pi k} H^{(2)}_{\nu_-} H^{(1)}_{\nu_+} \right)
\]  

(5.2.25a)

\[
\mathcal{H}_4(q,p) \rightarrow_{q \to \infty} -\frac{4\omega}{\pi q} \left( H^{(2)}_{\nu_+} H^{(1)}_{\nu_+} + H^{(2)}_{\nu_-} H^{(1)}_{\nu_-} \right)
\]  

(5.2.25b)

It is understood that the Hankel functions take the argument \(p/\omega\). This gives accurate results as long as we have corresponding numerical software to solve the equation (5.2.24).
Taking the limit $\omega \to \infty$ (with $m$ finite) simplifies (5.2.25) to

\[
H_2(q, p) \xrightarrow{q \to \infty} \frac{16\omega^2}{\pi^4 p} \sinh \pi k, \quad H_4(q, p) \xrightarrow{q \to \infty} \frac{16\omega^2}{\pi^4 p}
\]  

(5.2.26)

This predicts the maximum at

\[
p_{\text{max}} = \frac{\omega}{\pi}
\]

(5.2.27)

This result is not accurate, since for increasing $\omega$ it predicts a shift to the right for the point of maximum, which contravenes numerical results by which we find that the point actually shifts to the left. However, there is one important conclusion to be drawn: the position of the maximum does not depend on $t_i$ nor on $t_f$, as long as $t_f - t_i$ is sufficiently large to regard $q/\omega$ as approaching infinity.

A further approximation can be done by assuming that $p/\omega < 1$ (which is not true for small masses). In this case we substitute (A.4.5) in (5.2.25) and arrive at

\[
H_2 \xrightarrow{q \to \infty} \frac{4\omega}{\pi^2 q} \left\{ \left( \frac{4\omega}{p} - \frac{p}{\omega|\nu_+|^2} \right) \text{tanh} \pi k + \frac{2i}{\pi} \left( \frac{\Gamma_+^2(p, p)}{\nu_-} - \frac{\Gamma_-^2(p, p)}{\nu_+} \right) \right\}
\]

\[
H_4 \xrightarrow{q \to \infty} \frac{4\omega}{\pi^3 q} \left\{ \frac{2\omega}{p} \left( \Gamma_+^2(p, p) + \Gamma_-^2(p, p) \right) + \frac{p}{2 \omega} \left( \frac{\Gamma_+^2(p, p)}{\nu_-^2} + \frac{\Gamma_-^2(p, p)}{\nu_+^2} \right) + \frac{4\pi k}{|\nu_+|^2} \text{tanh} \pi k \right\}
\]

Substituting in (5.2.23), the derivative of $|\beta|^2$ follows:

\[
\frac{d}{dp} |\beta(p)|^2 \xrightarrow{p \ll \omega} \frac{m^2}{8E_p^3} \left\{ -\frac{2}{\pi} \left( \Gamma_+^2(p, p) + \Gamma_-^2(p, p) \right) + \frac{\text{tanh} \pi k p}{k|\nu_+|^2 \omega} + \frac{i}{k\pi} \left( \frac{\Gamma_+^2(p, p)}{\nu_-^2} - \frac{\Gamma_-^2(p, p)}{\nu_+^2} \right) + \frac{3}{2\pi} \left( \frac{\Gamma_+^2(p, p)}{\nu_-^2} + \frac{\Gamma_-^2(p, p)}{\nu_+^2} \right) \right\}
\]

(5.2.28)

Analytically, nothing much is gained because of the presence of the functions $\Gamma_\pm(p, p)$ (defined by (A.4.6)). However, if the ratio $\omega/m$ is not less than $1/2$, we obtain good predictions for the position of the maximum. If $m$ is increased, the point of maximum becomes larger than $\omega$, and the approximation $p \ll \omega$ is no longer valid. This region is not accessible by this method.
5.2.5 The number of created particles

Because the asymptotic form for the middle region \( p \ll \omega \ll q \) contains \( E_p \), which cannot be replaced by a series expansion in powers of \( p \). Such an expansion departs too much from the exact solution. A second difficulty is related to the choice of the value \( p_\nu \) at which the transition between the middle and the large asymptotic forms is to be made. Because the “order 0” term in (5.2.14) contains the energy \( E_p \), it is difficult to solve the equation

\[
|\beta(p)|^2_l (p_\nu) = |\beta(p)|^2_m (p_\nu)
\]

even in the first order. We propose, as in the scalar case, to have \( p_\nu \) determined numerically, such that the equation is satisfied. The transition between \( |\beta(p)|^2_s \) and \( |\beta(p)|^2_m \) will be done at \( q = \omega e^{-\omega^2} \), because the asymptotic form for small \( p \) exhibits a violent increase, following the increase in \( |\beta(p)|^2 \) (corresponding to the appearance of the first resonance at \( q = \pi \omega / 4 \), given by (5.2.22)).

\[
|\beta(p)|^2_{as} = \begin{cases} 
|\beta(p)|^2_s & q < \omega e^{-\omega^2} \\
|\beta(p)|^2_m & \omega e^{-\omega^2} < q \text{ and } p < p_\nu \\
|\beta(p)|^2_l & p > p_\nu
\end{cases}, \quad (5.2.29)
\]

\[
|\beta(p)|^2_l (p_\nu) = |\beta(p)|^2_m (p_\nu). \quad (5.2.30)
\]

Performing the integral of \( |\beta(p)|^2_m \) brings little insight because of the terms containing products of \( \Gamma_{\pm}(p,p)/E_p \), which give integrals of the form

\[
\int \frac{x^a}{\sqrt{x^2 + 1}} \, dx = \frac{x^{a+1}}{a+1} F_1 \left( 1 + a; 1 + \frac{1 + a}{2}; -x^2 \right). \quad (5.2.31)
\]

For numerical values of the number of particles we rely on numerical computation results, which we shall present in the following subsection.

5.2.6 Graphical comparison to the exact solution

In the following we shall present graphical illustrations of the results of the previous subsections. We begin by representing the middle region (Figure 5.5) through a plot of \( |\beta(p)|^2 \) for large \( \omega \). The plateau is described by a Fermi-Dirac distribution function \((e^{2\pi k} + 1)^{-1}(5.2.13)\), represented in dark colour.

The low-energy resonance, given by \( q = \pi \omega / 4 \) (5.2.22) are indicated through blue dots in Figure 5.6. The formula used is not accurate for \( \omega < 1.5 \), in which case the points have a tendency to shift left. But for high \( \omega \), the approximation becomes reliable.

The asymptotic form (5.2.29) is compared with the exact solution in Figure 5.7. The
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Figure 5.5: $|\beta(p)|^2$ represented against $\ln p$ for $\omega = 50, 25, 10$. The dark horizontal lines represent the Fermi-Dirac distribution function of temperature $\omega/2\pi$ and energy $m$.

Figure 5.6: $|\beta(p)|^2$ plotted against $\ln p$ for $m = 1$, $t_i = 0$, $\omega = 1.5$ and $t_f = 10, 7.5, 5.0$. Blue dots indicate the predicted points of maxima.

first maximum is not well captured, and there are (important) differences near $p \sim \omega$.

The value $p_\nu$ at which the transition between the middle and the large asymptotic forms
occurs has been numerically computed using (5.2.30). We give the dependency of $p_\nu$ on $m$ (Figure 5.8) and on $\omega$ (Figure 5.9).

We show in more detail the amount of displacement between the asymptotic form and the exact solution near $p \sim \omega$ for $|\beta(p)|^2$ (Figure 5.10) and for the particle number density $2/\pi^2 p^2 |\beta(p)|^2$ (Figure 5.11).

Next we turn our attention to the particle number volumic density:

$$n(x) = \int_0^\infty \frac{2}{\pi^2 p^2} |\beta(p)|^2 dp.$$
The displacement between the asymptotic form and the exact solution causes an increase in the asymptotic particle number density by a factor. This factor can be read off from the logarithmic plot in Figure 5.12, where we show the result of the numerical integration \( \ln n(x) \) as a function of \( m \), at \( t_i = 0, t_f = 10 \) and \( \omega = 1.0 \). We find that by dividing the asymptotic value through 1.8 the two curves overlap on most of the domain.

In Figure 5.13 we show the particle number density \( n(x) \) as a function of the particle mass for different \( \omega \), and in Figure 4.12 we plot against \( \omega \) for different \( m \). The other parameters
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Figure 5.13: \(n(x)\) as a function of the particle mass \(m\) for \(\omega = 0.8, 1.0, 1.2\) (the asymptotic solution, plotted in dark colour, is divided by 2.0)

are \(t_i = 0\) and \(t_f = 10\).

Figure 5.14: \(n(x)\) as a function of the expansion factor \(\omega\) for \(m = 0.75, 1.00, 1.25\) (asymptotic solution is divided by 1.5)

We conclude that there is no dependency on the expansion time \(t_f\), as long as \(\omega \Delta t > 1\). There is a monotonic increase of \(n(x)\) for increasing \(m\) and \(\omega\), and we expect it to approach 0 as \(m \to 0\) or \(\omega \to 0\). Unfortunately, numerical limitations prevent us from exploring the
behaviour of $|\beta(p)|^2$ for small $\omega$ or for large $m$, and the numerical integration fails to converge when using large $\omega$. Because of the logarithmic divergence of $p^3 |\beta(p)|^2$, the volumic density of energy is infinite. A possible explanation for this is that the sudden change in the metric, happening in an infinitely short time, produces an infinite amount of energy.
Chapter 6

Conclusion

In this chapter we summarize our results and point out possibilities for further development.

We have investigated the phenomenon of particle production by a time-dependent gravitational field of finite extension. In the following we shall present our results separately for the scalar and the spinorial field.

A common result, which we have confirmed in subsection 4.1.3 and subsection 5.1.3, is that there is no particle production for conformal fields (i.e. conformally coupled massless scalar field, and massless spinorial field).

In both cases we identify three different regimes. We shall refer to the region \( q \ll \omega \) as the low momentum (or far infrared) region, to \( p \ll \omega \ll q \) as the middle region and to the region \( \omega \ll p \) as the large momentum (ultraviolet) region.

The quantity \( |\beta(p)|^2 \) and all subsequent quantities derived from it \( (n(x), \mathcal{E}(x)) \) depend only on the time extension of the expansion phase \( \Delta t = t_f - t_i \). For \( \Delta t \) of the order of the Hubble time \( 1/\omega \), quantities of the form \( p^a |\beta(p)|^2 \) \( (a = 2,3) \) approach a constant form, and quantities resulting from integration \( (n(x), \mathcal{E}(x)) \) become independent of \( \Delta t \).

For the scalar field, we have identified two regimes, corresponding to the positiveness of \( \mu = 1/4 - m^2/\omega^2 - 12(\xi - 1/6) \). We shall refer to the regime corresponding to \( \mu > 0 \) as hyperbolic, and to \( \mu < 0 \) as trigonometric.

In the low-momentum limit \( |\beta(p)|^2 \) approaches a constant value, which increases exponentially with the time extension \( \Delta t \) and the expansion factor \( \omega \) in the hyperbolic regime, following the hyperbolic sine law (4.2.21). If \( \mu < 0 \), the argument of the hyperbolic sine is imaginary, and we uncover an oscillatory behaviour.

There is a transition occurring in the middle region. There is a rapid descent from the high value attained in the hyperbolic case, following a power law \( (2\omega/p)^{2\nu} \) (4.2.26). In the trigonometric regime, \( |\beta(p)|^2 \) oscillates around a constant term with a roughly constant
amplitude. The constant term resembles a Bose-Einstein distribution function, but we find a polynomial correction of order $\omega^2/m^2$, which eliminates the strong suppression characteristic to thermal distributions (4.2.31), and the exact form does not diverge near $\nu = 0$, where the approximation is not valid.

In the large-momentum limit we find that $|\beta(p)|^2$ goes to 0 as $1/p^n$, with $n = 6$ for the conformal case and $n = 4$ for any other case. This assures a finite particle density $n(x)$, but the energy exhibits a logarithmic divergence when using non-conformal coupling. In the following we shall refer only to the conformally coupled case.

The particle number density $n(x)$ grows linearly with the particle mass $m$ (4.2.39) and quadratically with the expansion parameter $\omega$ (4.2.37). We have derived an asymptotic form for $n(x)$, but cannot confirm its validity in the high $\omega$ or high $m$ limits because of insufficient accuracy of the numerical methods used in evaluating the exact solution. The energy has a stronger increase with $m$.

In the low momentum limit of the spinorial case, $|\beta(p)|^2$ goes to 0 as $p^2$ (5.2.10).

The middle region is a plateau which follows a Fermi-Dirac distribution law in the approximation $p \ll \omega$ and $m/\omega \ll 1$. The temperature is equal to $\omega/2\pi$ and the particle energy is $m$ (5.2.13).

For large momentum, $|\beta(p)|^2$ goes to 0 as $1/p^4$, which ensures a finite particle number density $n(x)$, but gives a logarithmic divergence for the energy $\mathcal{E}(x)$.

The particle number density increases roughly linear with the mass of the particles (see Figure 5.13) and with the expansion factor (see Figure 5.14). Asymptotic analysis revealed a quadratic increase of the number density for large enough values of the expansion factors, but this prediction could not be verified because of numerical instability.

The logarithmic divergence of the energy for the non-conformally coupled scalar and spinorial fields may be attributed to the unphysical instantaneous transition between the Minkowski flat regions and the de Sitter expansion phase.

Further analysis can be made on the Dirac field asymptotic forms, especially to the integrals for the particle number density and the energy density. Some discussion is needed to clarify the nature of the divergence of the energy. The constant value it approaches in the conformally coupled scalar case suggests a comparison between our result and the Friedmann equations of the de Sitter space. Our work has laid the basis for the investigation of particle production in external gauge fields (e.g. a Coulomb field).
Appendix A

Properties of Hankel functions

This appendix is intended to provide a reference for the properties of the Hankel functions required for the development of this paper.

A.1 Differential equation

In this section we present the construction of the Hankel functions as well as some important relations between them. The Hankel functions are solutions to the Bessel equation (Smirnov 1955):

\[
\left( z^2 \frac{d^2}{dz^2} + z \frac{d}{dz} + (z^2 - \nu^2) \right) Z_\nu(z) = 0. \tag{A.1.1}
\]

The series solutions to the above equation are the Bessel functions of order \( \pm \nu \):

\[
J_{\pm \nu}(z) = \left( \frac{z}{2} \right)^{\pm \nu} \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(k \pm \nu + 1)} \left( \frac{z}{2} \right)^{2k}. \tag{A.1.2}
\]

The complex conjugate passes onto the order and the argument:

\[
J_{\nu}(z^*) = J_{\nu^*}(z^*). \tag{A.1.3}
\]

The wronskian (Watson 1922) of the Bessel functions of opposite order is:

\[
W(J_{-\nu}, J_{\nu}) = \frac{C}{z} = \frac{2 \sin \nu \pi}{\pi z}. \tag{A.1.4}
\]

The two solutions of order \( \nu \) and \( -\nu \) are linearly independent when \( \nu \) is not an integer (because the wronskian is non-zero). When \( \nu = n \) is an integer, the two functions are
linearly dependent, since they are related by

\[ J_{-n}(z) = (-1)^n J_n(z). \quad \text{(A.1.5)} \]

Bessel functions of the second kind, or Neumann functions, can be constructed using \( J_{\pm \nu} \):

\[ N_{\nu}(z) = \frac{J_{\nu}(z) \cos \nu\pi - J_{-\nu}(z)}{\sin \nu\pi}. \quad \text{(A.1.6)} \]

Using (A.1.3), we see that the complex conjugate passes onto the order and the argument:

\[ N_{\nu}(z)^* = N_{\nu^*}(z^*). \quad \text{(A.1.7)} \]

The wronskian of Neumann functions of opposite order follows:

\[ W(N_{-\nu}, N_{\nu}) = \frac{-2 \cos^2 \pi \nu + 2 \sin \nu\pi \pi z \sin \pi \nu}{2 \sin \nu\pi \pi z}. \quad \text{(A.1.8)} \]

The wronskian with the bessel function of the same order is

\[ W(J_{\nu}, N_{\nu}) = W(J_{-\nu}, J_{\nu})/\sin \nu\pi = \frac{2}{\pi z}. \quad \text{(A.1.9)} \]

Therefore, the two functions are always linearly independent.

The wronskian with the bessel function of opposite order is

\[ W(J_{-\nu}, N_{\nu}) = W(J_{-\nu}, J_{\nu}) \cos \nu\pi / \sin \nu\pi = \frac{2 \cos \nu\pi \pi z}{\pi z}. \quad \text{(A.1.10)} \]

Bessel functions of the third kind (Jackson 1974), or Hankel functions are constructed with these two linear independent solutions:

\[ H^{(1)}_{\nu}(z) = J_{\nu}(z) + iN_{\nu}(z) \quad \text{Hankel function of the first kind} \quad \text{(A.1.11a)} \]
\[ H^{(2)}_{\nu}(z) = J_{\nu}(z) - iN_{\nu}(z) \quad \text{Hankel function of the second kind} \quad \text{(A.1.11b)} \]

The wronskian of the two kinds of Hankel functions is

\[ W(H^{(1)}_{\nu}, H^{(2)}_{\nu}) = -2i W(J_{\nu}, N_{\nu}) = -\frac{4i}{\pi z}. \quad \text{(A.1.12)} \]

Complex conjugation passes to the order and argument and switches between the two kinds
of Hankel functions:

\[ H^{(1)}_{\nu}(z^*) = H^{(2)}_{\nu}(z^*), \quad H^{(2)}_{\nu}(z) = H^{(1)}_{\nu^*}(z^*). \]  

(A.1.13)

Replacing the Neumann function (A.1.6) in (A.1.11) we obtain an alternative form for the Hankel functions:

\[ H^{(1)}_{\nu}(z) = \frac{i}{\sin \nu \pi} (J_{\nu}(z)e^{-i\nu \pi} - J_{-\nu}(z)), \quad H^{(2)}_{\nu}(z) = \frac{-i}{\sin \nu \pi} (J_{\nu}(z)e^{i\nu \pi} - J_{-\nu}(z)). \]

From this form we can read the connection between \( H^{(1,2)}_{\nu} \) and \( H^{(1,2)}_{\nu^*} \):

\[ H^{(1)}_{-\nu}(z) = e^{i\nu \pi} H^{(1)}_{\nu}(z), \quad H^{(2)}_{-\nu}(z) = e^{-i\nu \pi} H^{(2)}_{\nu}(z). \]  

(A.1.14)

Denoting by \( \Omega_{\nu} \) any of the Bessel functions introduced so far, the following relations stand:

\[ \Omega_{\nu-1}(z) + \Omega_{\nu+1}(z) = \frac{2\nu}{z} \Omega_{\nu}(z), \]  

(A.1.15a)

\[ \Omega_{\nu-1}(z) - \Omega_{\nu+1}(z) = 2\Omega'_{\nu}(z), \]  

(A.1.15b)

\[ \Omega'_{\nu}(z) = \Omega_{\nu-1}(z) - \frac{\nu}{z} \Omega_{\nu}(z), \]  

(A.1.15c)

\[ \Omega'_{\nu}(z) = -\Omega_{\nu+1}(z) + \frac{\nu}{z} \Omega_{\nu}(z). \]  

(A.1.15d)

A common example of Hankel functions is that of order \( \nu = 1/2 \):

\[ H^{(1)}_{1/2} = -i \sqrt{\frac{2}{\pi z}} e^{iz}; \]  

(A.1.16a)

\[ H^{(2)}_{1/2} = i \sqrt{\frac{2}{\pi z}} e^{-iz}. \]  

(A.1.16b)

## A.2 Asymptotic forms

In this section we give the asymptotic forms for small and large values of the argument, corresponding to the Hankel functions and their derivatives.
APPENDIX A. PROPERTIES OF HANKEL FUNCTIONS

For small values of the argument we have (Zwillinger 2003):

\[
H^{(1)}_\nu(z) = \left(\frac{2}{z}\right)^\nu \frac{\Gamma(\nu)}{i\pi} + \left(\frac{z}{2}\right)^\nu \frac{1 + i\cot(\pi\nu)}{\Gamma(1 + \nu)} + O(z^{2+\nu}),
\]
\[
H^{(2)}_\nu(z) = -\left(\frac{2}{z}\right)^\nu \frac{\Gamma(\nu)}{i\pi} + \left(\frac{z}{2}\right)^\nu \frac{1 - i\cot(\pi\nu)}{\Gamma(1 + \nu)} + O(z^{2+\nu}).
\]

The derivatives of the Hankel functions can be approximated by:

\[
H^{(1)}_\nu(z)' = -\frac{\nu}{z} \left(\left(\frac{2}{z}\right)^\nu \frac{\Gamma(\nu)}{i\pi} - \left(\frac{z}{2}\right)^\nu \frac{1 + i\cot(\pi\nu)}{\Gamma(1 + \nu)}\right) + O(z^{2\nu}),
\]
\[
H^{(2)}_\nu(z)' = -\frac{\nu}{z} \left(-\left(\frac{2}{z}\right)^\nu \frac{\Gamma(\nu)}{i\pi} + \left(\frac{z}{2}\right)^\nu \frac{1 - i\cot(\pi\nu)}{\Gamma(1 + \nu)}\right) + O(z^{2\nu}).
\]

For large values of the argument we can use (Abramowitz & Stegun 1964):

\[
H^{(1)}_\nu(z) = \sqrt{\frac{2}{\pi z}} e^{i(z-\nu\pi/2-\pi/4)} \left(1 + O(z^{-1})\right),
\]
\[
H^{(2)}_\nu(z) = \sqrt{\frac{2}{\pi z}} e^{-i(z-\nu\pi/2-\pi/4)} \left(1 + O(z^{-1})\right).
\]

The derivatives of the Hankel functions are simply

\[
H^{(1)}_\nu(z)' = i\sqrt{\frac{2}{\pi z}} e^{i(z-\nu\pi/2-\pi/4)} \left(1 + O(z^{-1})\right),
\]
\[
H^{(2)}_\nu(z)' = -i\sqrt{\frac{2}{\pi z}} e^{i(z-\nu\pi/2-\pi/4)} \left(1 + O(z^{-1})\right).
\]

Hankel’s expansion is given by:

\[
H^{(1)}_\nu(z) = \sqrt{\frac{2}{\pi z}} (P(\nu, z) + iQ(\nu, z)) e^{ix},
\]
\[
H^{(2)}_\nu(z) = \sqrt{\frac{2}{\pi z}} (P(\nu, z) - iQ(\nu, z)) e^{-ix},
\]
with

\[ P(\nu, z) \longrightarrow \sum_{k=0}^{\infty} (-1)^k \frac{(\nu, 2k)}{(2z)^{2k+1}} \]
\[ = 1 - \frac{(\mu - 1)(\mu - 9)}{2!(8z)^2} + \frac{(\mu - 1)(\mu - 9)(\mu - 25)(\mu - 49)}{4!(8z)^4} + O(z^{-6}), \quad (A.2.5c) \]

\[ Q(\nu, z) \longrightarrow \sum_{k=0}^{\infty} (-1)^k \frac{(\nu, 2k + 1)}{(2z)^{2k+1}} \]
\[ = \frac{\mu - 1}{8z} - \frac{(\mu - 1)(\mu - 9)(\mu - 25)}{3!(8z)^3} + O(z^{-5}), \quad (A.2.5d) \]

\[ (\alpha, n) = -\frac{(n - 1/2)^2 - \alpha^2}{n}, \quad (\alpha, 0) = 1, \]
\[ \chi = z - \frac{\pi \nu}{2} - \frac{\pi}{4}, \]
\[ \mu = 4\nu^2. \]

Hankel’s expansion for the derivatives is:

\[ H_{\nu}^{(1)'}(z) = i \sqrt{\frac{2}{\pi z}} (R(\nu, z) + iS(\nu, z))e^{i\chi}, \quad (A.2.6a) \]
\[ H_{\nu}^{(2)'}(z) = -i \sqrt{\frac{2}{\pi z}} (R(\nu, z) - iS(\nu, z))e^{-i\chi}, \quad (A.2.6b) \]

with

\[ R(\nu, z) \longrightarrow \sum_{k=0}^{\infty} (-1)^k \frac{4\nu^2 + 16k^2 - 1}{4\nu^2 - (4k - 1)^2} \frac{(\nu, 2k)}{(2z)^{2k+1}} \]
\[ = 1 - \frac{(\mu - 1)(\mu + 15)}{2!(8z)^2} + O(z^{-4}), \quad (A.2.6c) \]

\[ S(\nu, z) \longrightarrow \sum_{k=0}^{\infty} (-1)^k \frac{4\nu^2 + 4(2k + 1)^2 - 1}{4\nu^2 - (4k + 1)^2} \frac{(\nu, 2k + 1)}{(2z)^{2k+1}} \]
\[ = \frac{\mu + 3}{8z} - \frac{(\mu - 1)(\mu - 9)(\mu + 35)}{3!(8z)^3} + O(z^{-5}). \quad (A.2.6d) \]
A.3 Hankel functions for the de Sitter scalar field

Here we give some useful insight on the Hankel functions employed in the development of the scalar theory on de Sitter space.

The solution to the scalar field equation (3.1.13) is chosen such that in the conformally coupled massless case ($\mu = 1/4$) it approaches the Minkowski plane-wave solution. Indeed, the Hankel function of order $\nu = 1/2$, given by (A.1.16a), has the exponential form we are looking for:

$$\varphi_p(\eta) \sim \sum_{m=0}^{\xi=1/6} e^{-ip\eta}.$$

The complex conjugate of $Z_{\nu}(z)$ is

$$Z_{\nu}^*(z) = \begin{cases} H_\nu^{(2)}(z) & \mu > 0, \\ e^{-\pi\nu} H_{-\nu}^{(2)}(z) & \mu < 0. \end{cases}$$

The imaginary argument flipped sign. We can use (A.1.14) to get the sign back:

$$Z_{\nu}^*(z) = \begin{cases} H_\nu^{(2)}(z) & \mu > 0, \\ e^{\pi\nu} H_{-\nu}^{(2)}(z) & \mu < 0. \end{cases}$$

which is just what (3.1.13) states. It is important to note that the Wronskian of $Z_{\nu}$ and $Z_{\nu}^*$ is the same in both branches, irrespective of the value of $M^2$, and is given by (A.1.12):

$$W(Z_{\nu}(z), Z_{\nu}^*(z)) = -\frac{4i}{\pi z}. \quad (A.3.1)$$

Although the normalization factor is dependent on the value of $\mu$, it cancels in products of the form $Z_{\nu} Z_{\nu}^*$.

A.4 Hankel functions for the de Sitter spinorial field

In this section we briefly discuss the Hankel functions used for the construction of the solutions to the Dirac equation on de Sitter space (2.2.25b), which are written in terms of Hankel functions $H_{\nu_{\pm}}^{(1/2)}(z)$, with $\nu_{\pm} = 1/2 \pm k$ and $z = -p\eta$. In the massless limit, the Dirac
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equation field is conformal to the Minkowski case and the solutions (3.2.20a) reduce to

\[ U_{p,\lambda}(\eta, x) \xrightarrow{m \to 0} \frac{1}{(2\pi)^{3/2} \sqrt{2}} (-\omega \eta)^{3/2} \left( \frac{\xi_\lambda(p)}{2\lambda \xi_\lambda(p)} \right) e^{-ip\eta + ipx}. \quad (A.4.1) \]

Up to a factor \((-\omega \eta)^{3/2}\), this is the polarized plane wave solution on the Minkowski space.

Under complex conjugation, the Hankel functions change order and kind:

\[ H^{(1)}(z) = H^{(2)*}(z), \quad H^{(2)}(z) = H^{(1)*}(z). \quad (A.4.2) \]

Using (A.1.15c), (A.1.14) and \(-\nu_\pm = 1 - \nu_\mp\) we find:

\[ H^{(1)}_\nu(z) = i e^{\pm \pi k} H^{(1)}_\nu(z) - \frac{\nu_\pm}{z} H^{(1)}_\nu(z), \quad (A.4.3a) \]
\[ H^{(2)}_\nu(z) = -i e^{\mp \pi k} H^{(2)}_\nu(z) - \frac{\nu_\pm}{z} H^{(2)}_\nu(z). \quad (A.4.3b) \]

Replacing this in the wronskian (A.1.12) we find

\[ iW(H^{(1)}_\nu, H^{(2)}_\nu) = e^{\pi k} H^{(2)}_\nu(z) H^{(1)}_\nu(z) + e^{-\pi k} H^{(2)}_\nu(z) H^{(1)}_\nu(z), \]

and we arrive at the identity (Cotaescu 2002):

\[ e^{\pi k} H^{(2)}_\nu(z) H^{(1)}_\nu(z) + e^{-\pi k} H^{(2)}_\nu(z) H^{(1)}_\nu(z) = \frac{4}{\pi z}. \quad (A.4.4) \]

Because the order is \(\nu_\pm = 1/2 \pm ik\), the small argument approximation (A.2.1) is

\[ H^{(1)}_\nu(z) \xrightarrow{z \to 0} \sqrt{\frac{2\omega}{p}} \frac{1}{\pi} \Gamma_\pm(p, p) + \sqrt{\frac{p}{2\omega \pi \nu_\pm}} e^{\pm \pi k} \Gamma_\pm(p, p), \quad (A.4.5a) \]
\[ H^{(2)}_\nu(z) \xrightarrow{z \to 0} -\sqrt{\frac{2\omega}{p}} \frac{1}{\pi} \Gamma_\pm(p, p) + \sqrt{\frac{p}{2\omega \pi \nu_\pm}} e^{\mp \pi k} \Gamma_\pm(p, p). \quad (A.4.5b) \]

The shorthand notation \(\Gamma_\pm(p, q)\) stands for

\[ \Gamma_\pm(p, q) = \left( \frac{2\omega}{\sqrt{pq}} \right)^{\pm ik} \Gamma(\nu_\pm), \quad \Gamma_+^*(p, q) = \Gamma_-(p, q), \quad |\Gamma_\pm(p, q)|^2 = \frac{\pi}{\cosh \pi k}. \quad (A.4.6) \]

We have used the identity

\[ \Gamma(x)\Gamma(1-x) = \frac{\pi}{\sin \pi x}. \quad (A.4.7) \]
Appendix B

Pauli spinors

B.1 Spinor construction

The Pauli spinors are two-component eigenvectors of the Pauli matrices:

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{B.1.1}
\]

These matrices have the following (anti)-commutation rules:

\[
\{\sigma_i, \sigma_j\} = 2\delta_{ij}, \quad [\sigma_i, \sigma_j] = 2i\varepsilon_{ijk}\sigma_k. \tag{B.1.2}
\]

The goal of this section is to construct the Pauli spinors \(\xi_\lambda(p)\) and \(\eta_\lambda(p)\) defined by (3.2.13b). Let \(n = p/p\) be the unit vector along \(p\). The eigenvalue equations for \(\xi\) and \(\eta\) are

\[
\mathbf{n} \cdot \sigma \xi_\lambda(n) = 2\lambda \xi_\lambda(n), \quad \mathbf{n} \cdot \sigma \eta_\lambda(n) = -2\lambda \eta_\lambda(n). \tag{B.1.3}
\]

First, we solve the equation for \(n = (0, 0, 1)\). If we denote \(\xi_\lambda(e_3) = (\xi_\lambda^1, \xi_\lambda^2)^T\), we arrive at the equation

\[
(1 - 2\lambda)\xi_\lambda^1 = 0, \quad (1 + 2\lambda)\xi_\lambda^2 = 0.
\]

From this we conclude that \(\lambda = \pm 1/2\), so \(1 - 4\lambda^2 = (1 - 2\lambda)(1 + 2\lambda) = 0\). This gives the natural solution for \(\xi\) (and \(\eta\) through (3.2.13c)):

\[
\xi_\lambda(e_3) = \begin{pmatrix} \frac{1}{2} + \lambda \\ \frac{1}{2} - \lambda \end{pmatrix}, \quad \eta_\lambda(e_3) = \begin{pmatrix} \frac{1}{2} - \lambda \\ -\frac{1}{2} - \lambda \end{pmatrix}. \tag{B.1.4}
\]
Explicitly, the spinors have the following form:

\[
\begin{array}{c|cc}
\lambda = \frac{1}{2} & \xi_\lambda(e_3) & \eta_\lambda(e_3) \\
\lambda = -\frac{1}{2} & \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix} \\
\end{array}
\]

(B.1.5)

These spinors are already orthonormal in the sense that

\[
\xi^\dagger_\lambda(e_3)\xi_\lambda'(e_3) = \delta_{\lambda\lambda'}, \quad \eta^\dagger_\lambda(e_3)\eta_\lambda'(e_3) = \delta_{\lambda\lambda'}.
\]

(B.1.6)

The spinors corresponding to arbitrary orientations \(n\) can be constructed from the above by using the spinorial representation of the SU(2) group, \(D_n(\theta) = \exp(-in\sigma/2)\). We shall use the Euler angles parametrization of the rotation group:

\[
R(\alpha, \beta, \gamma) = R_3(\alpha)R_2(\beta)R_3(\gamma).
\]

\(R\) stands for the standard 3-dimensional representation of the rotation group, and \(D(R)\) is the spinorial representation of the rotation \(R\). The subscripts of the form \(i\) denote rotations about the \(i\) coordinate axis. The rotation which brings a vector on the third axis given by spherical coordinates \(\theta = 0, \varphi = 0\) to an arbitrary position \(n(\theta, \varphi)\) is \(R(\varphi, \theta, 0)\), and thus we expect that the eigenvector of the operator \(n \cdot \sigma\) is given by

\[
\begin{align*}
\mathbf{n} \sigma \xi_\lambda(n) &= 2\lambda \xi_\lambda(n), \\
\xi_\lambda(n) &= D_3(\varphi)D_2(\theta)\xi_\lambda(e_3).
\end{align*}
\]

We can prove the validity of this construction by considering the action of the rotation \(D(\varphi, \theta, 0)\) over the eigenvalue equation (B.1.3) for \(n = e_3\). The following identity (\(A\) and \(B\) are matrices) is useful:

\[
e^ABe^{-A} = B + [A, B] + \frac{1}{2!} [A, [A, B]] + \cdots = B + \sum_n \frac{1}{n!} \text{ad}_A^n(B).
\]

(B.1.7)

With \(\text{ad}_X\) given by

\[
\text{ad}_X(Y) = [X, Y], \quad \text{ad}_X^{n+1}(Y) = [X, \text{ad}_X^n(Y)].
\]

(B.1.8)
By using the commutation relations (B.1.2) between the $\sigma$ matrices, we can evaluate

$$D_j(\theta)\sigma_iD_j^{\dagger}(\theta) = \sigma_j \cos \theta + \varepsilon_{ijk} \sigma_k \sin \theta, \quad i \neq j.$$  \hfill (B.1.9)

Successively applying relation (B.1.9) for the two rotations $D(n) = D_3(\varphi)D_2(\theta)$ yields

$$D(\varphi, \theta, 0)\sigma_3\xi_\lambda(e_3) = (\sigma_1 \sin \theta \cos \varphi + \sigma_2 \sin \theta \sin \varphi + \sigma_3 \cos \theta)D_3(\varphi)D_2(\theta)\xi_\lambda(e_3),$$

which is equivalent to the eigenvalue equation (B.1.3). This enables us to define the spinors of arbitrary orientation $n$ as

$$n \cdot \sigma \xi_\lambda(n) = 2\lambda \xi_\lambda(n), \quad \xi_\lambda(n) = D(n)\xi_\lambda(e_3), \quad (B.1.10a)$$

$$n \cdot \sigma \eta_\lambda(n) = -2\lambda \eta_\lambda(n), \quad \eta_\lambda(n) = D(n)\eta_\lambda(e_3). \quad (B.1.10b)$$

The explicit form of these spinors can be obtained by evaluating the rotation matrices $D_3(\varphi)$ and $D_2(\theta)$ and applying them following the prescription (B.1.10):

$$\xi_\lambda(\theta, \varphi) = \begin{pmatrix} e^{-i\varphi/2} \left( \cos \frac{\varphi}{2} \left( \frac{1}{2} + \lambda \right) - \sin \frac{\varphi}{2} \left( \frac{1}{2} - \lambda \right) \right) \\ e^{i\varphi/2} \left( \cos \frac{\varphi}{2} \left( \frac{1}{2} - \lambda \right) + \sin \frac{\varphi}{2} \left( \frac{1}{2} + \lambda \right) \right) \end{pmatrix}, \quad (B.1.11a)$$

$$\eta_\lambda(\theta, \varphi) = \begin{pmatrix} e^{-i\varphi/2} \left( \cos \frac{\varphi}{2} \left( \frac{1}{2} - \lambda \right) + \sin \frac{\varphi}{2} \left( \frac{1}{2} + \lambda \right) \right) \\ e^{i\varphi/2} \left( -\cos \frac{\varphi}{2} \left( \frac{1}{2} + \lambda \right) + \sin \frac{\varphi}{2} \left( \frac{1}{2} - \lambda \right) \right) \end{pmatrix}. \quad (B.1.11b)$$

Explicitly, these spinors are

| $\lambda$ | $\xi_\lambda(n)$ | $\eta_\lambda(n)$ |
|-----------|-----------------|-----------------|
| $\frac{1}{2}$ | $\begin{pmatrix} e^{-i\varphi/2} \cos \frac{\theta}{2} \\ e^{i\varphi/2} \sin \frac{\theta}{2} \end{pmatrix}$ | $\begin{pmatrix} e^{-i\varphi/2} \sin \frac{\theta}{2} \\ -e^{i\varphi/2} \cos \frac{\theta}{2} \end{pmatrix}$ |
| $-\frac{1}{2}$ | $\begin{pmatrix} -e^{-i\varphi/2} \sin \frac{\theta}{2} \\ e^{i\varphi/2} \cos \frac{\theta}{2} \end{pmatrix}$ | $\begin{pmatrix} e^{-i\varphi/2} \cos \frac{\theta}{2} \\ e^{i\varphi/2} \sin \frac{\theta}{2} \end{pmatrix}$ |

The appearance of half angles should not be a surprise, since we are working in a spinorial representation of $SU(2)$ (spin $\frac{1}{2}$). The interesting feature of this representation is that $\xi_\lambda(\theta, \varphi + 2\pi) = -\xi_\lambda(\theta, \varphi)$. This property will be very important in understanding the Bogoliubov coefficients defined in section 5.1.

In order to be convinced that the above definition for $\eta$ still obeys the conjugation relation (3.2.13c), we use the anticommutation relations (B.1.2) and the explicit forms of
the $\sigma$ matrices (B.1.1) to obtain
\[ \sigma_2 \sigma_i = -\sigma_i^* \sigma_2. \] (B.1.13)

We apply the conjugation relation (3.2.13c) to the equation defining $\xi_\lambda(n)$ (B.1.10) and we obtain
\[ i\sigma_2 D^*(n)\xi_\lambda^*(e_3) = D(n)(i\sigma_2 \xi_\lambda(e_3)), \] (B.1.14)

since $D^*_k(\varphi) = \exp(i\varphi \sigma_k^*/2)$.

Finally, these spinors obey the same orthonormalization relations as their $e_3$ counterparts ((B.1.6)):
\[ \xi_{\lambda'}^\dagger(n)\xi_\lambda(n) = \delta_{\lambda\lambda'}, \quad \eta_{\lambda'}^\dagger(n)\eta_\lambda(n) = \delta_{\lambda\lambda'} \] (B.1.15)

### B.2 Behaviour under parity transformations

It is instructive to consider the parity-transformed spinor corresponding to $-n$. In spherical coordinates, the easiest way to define this reflection about the origin of the coordinate axes is
\[ n(\theta, \varphi) \mapsto -n(\pi - \theta, \varphi + \pi) \mapsto -(-n)(\theta, \varphi + 2\pi). \] (B.2.1)

We can see that two consecutive reversals (as defined above) are equivalent to a shift of $2\pi$ in the angle $\varphi$, which has the effect of introducing a $-$ sign in the corresponding spinor. To prove this, we must investigate the transformed spinor. Let’s analyze first the spinor $\xi_\lambda(-e_3)$ (which we read from (B.1.11a)):
\[ \xi_\lambda(-e_3) = i\xi_{-\lambda}(e_3). \] (B.2.2)

The $i$ factor is the hallmark of the spinorial representations of the rotation group. Next, in order to evaluate de general case, we must use
\[ D_3(\pi)D_2(\theta)D_3^\dagger(\pi) = D_2(-\theta). \] (B.2.3)
B.3. RELATION BETWEEN $\xi$ AND $\eta$

The above follows from the unitarity of the representation matrices and relation (B.1.9). We can now evaluate the $-n$ spinor:

$$\xi_\lambda(-n) = D_3(\pi + \varphi)D_2(\pi - \theta)\xi_\lambda(e_3) = D_3(\varphi)D_2(\theta)D_3(\pi)D_2(\pi)\xi_\lambda(e_3) = i\xi_{-\lambda}(n). \quad (B.2.4a)$$

The $\eta$ spinor has a similar behaviour, which we investigate by applying the charge conjugation (3.2.13c) to the above expression:

$$\eta_\lambda(-n) = -i\eta_{-\lambda}(n). \quad (B.2.4b)$$

B.3 Relation between $\xi$ and $\eta$

If we take a closer look at the forms of the spinors $\xi$ and $\eta$ (B.1.4), we see that there is an easy relation between them:

$$\eta_\lambda(e_3) = -2\lambda \xi_{-\lambda}(e_3). \quad (B.3.1)$$

Rotating the above relation to an arbitrary vector $n$, we obtain

$$\eta_\lambda(n) = -2\lambda \xi_{-\lambda}(n). \quad (B.3.2)$$

If we let $n \mapsto -n$ as defined in (B.2.1), we find the relevant relation

$$\eta_\lambda(-n) = -2i\lambda \xi_\lambda(n). \quad (B.3.3)$$

With this we can evaluate the inner products

$$\eta_\lambda^\dagger(-n)\xi_{\lambda'}(n) = -2i\lambda \delta_{\lambda\lambda'}, \quad \xi_\lambda^\dagger(-n)\eta_{\lambda'}(n) = 2i\lambda \delta_{\lambda\lambda'} \quad (B.3.4)$$

These relations will be used in the derivation of the matching coefficients between de Sitter and Minkowski modes in section 5.1.
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