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Abstract

Using the properties of the angular momentum, we develop a new geometrical technique to study relative equilibria for a system of 3–bodies with positive masses, moving on the two sphere under the influence of an attractive potential depending only on the mutual distances among the bodies. With the above techniques we do an analysis of the relative equilibria for the case of three bodies when they are moving on the same geodesic (Euler configurations).
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1 Introduction

We are interested in the study of the simplest solutions of three point positive masses, moving on $S^2$ under the influence of an attractive potential, which only depends on the mutual distances among the particles. These kind of solutions are called relative equilibria, from here on we denote them as RE. For the classical Newtonian 3–body problem on the plane, it is well known that there are two classes of RE, Eulerian and Lagrangian, the names are
given by honouring to Leonard Euler and Joseph Louis Lagrange. Euler discovered the first class in 1767 \cite{13}, corresponding to collinear solutions. Few years later Lagrange, rediscovered them and found a new class of $RE$, which are obtained when we put three arbitrary masses at the vertices of an equilateral triangle, and particular choice of initial velocities are given \cite{17}. The initial position of the masses is called a central configuration, the respective solution for the three body problem ($RE$) is getting when we take a particular uniform rotation through the center of mass. In the rotating frame they become an equilibrium for the equations of motion, from here the name \cite{23}. In this paper we study these kind of motions when the particles move on $S^2$. Of course, in this case collinear motions mean that the three masses are on the same geodesic.

In the last years, Eulerian and Lagrangian $RE$ have been studied into the framework of the so called curved 3–body problem, that is, when the three masses are moving on a space of constant curvature. In dimension two, for positive curvature they are contained in or analysis. Usually, the corresponding authors consider the masses moving under the influence of the cotangent potential, which is a natural extension of the Newtonian potential to $S^2$ (see \cite{7} and the references therein for more details). This is the reason why, we exemplify our new geometrical technique taking the cotangent potential as the main example in this article. In this case we can compare the results that we obtain (applying our technique), with the results obtained by other authors using different approaches.

More concretely, along the paper we will assume that three positive masses are moving on a two sphere of radius $R$ under the influence of the potential

$$V = \sum_{i<j} m_i m_j U(D_{ij}^2), \quad (1)$$

where $D_{ij}$ is the chord distance between the particles with masses $m_i$ and $m_j$ respectively. We exemplify our results on the two sphere of radius $R$ using the cotangent potential given by

$$U = (1/R) \cot(\sigma), \quad (2)$$

where $\sigma$ is equal to the angle between the two particles as seen from the origin of $S^2$, see for instance \cite{11,3,4,5,6,7,8,9,10,11,12,13,19,21} among others. We observe that the potential \cite{2} is included in the wide class of potentials \cite{11}.

There are many articles about relative equilibria on the sphere for the positive curved problem, most of them for the case of the Kepler and the
2–body problem. We point out here that, contrary to what happens in the planar case, these problems are not equivalent, the first one in integrable whereas the second one is not \([20, 22]\), the reason for this fact is that the center of mass is not more a first integral on curved spaces. Day by day the literature on the subject is increasing, you can find papers analyzing Eulerian and Lagrangian motions on \(S^2\), and even polygonal \(RE\) on \(S^2\), see for instance \([9, 3, 16, 18, 21, 24]\) and the references therein, but just for the cotangent potential. Until we know, this is the first time that the problem is tackled in a general setting.

Since the material getting by the analysis of the \(RE\) on \(S^2\) is extensive, we have decided to split it into two natural parts. In the first one, we just analyze the collinear \(RE\) of three bodies, called by short the Eulerian \(RE\), in a forthcoming paper we will include the analysis for the \(RE\) out of a geodesic or the Lagrangian \(RE\).

We must emphasize that for the Newtonian \(n\)–body problem, fixing the center of mass at the origin, we get that the linear momentum is a first integral. For motions on the sphere we lost this first integral, but using the conditions \(c_x = c_y = 0\) getting from the angular momentum for \(RE\) on \(S^2\) (see Section 3), we determine the \(z\)–axis for the rotation axis. This is the essence of the new geometrical technique that we develop in this work, for the analysis of the rigid motions on \(S^2\), when three particles of arbitrary masses are moving under the influence of a wide class of potentials given by \([1]\). The introduction of this technique by first time, is undoubtedly the main contribution of this article.

After the introduction, the paper is organized as follows: In Section 2 we get the equations of motion for three particles moving on \(S^2\) in spherical coordinates, we also obtain the equations for the angular momentum, which will play a main role for our geometric analysis of the \(RE\).

In Section 3 we give the definitions of relative equilibria and rigid rotator. In some sense a rigid rotator plays the same role as the central configurations do for the analysis of the Newtonian \(RE\) on the plane. We also show that for the \(RE\), two components of the angular momentum vanish, that is \(c_x = 0\) and \(c_y = 0\), this fact is of the utmost importance in our approach, since these components give us two new integrals of motion that we will exploit along the manuscript.

In Section 4 in order to have concrete results, we describe the relative equilibria on the equator for the cotangent potential \([2]\). The equator is the special place where both the shape of the triangle formed by the three masses and the configuration can be described by the differences of the longitudes between the masses. This case is similar to the analysis of \(RE\).
on the Euclidean plane, so we do not need to apply our method, however in order to complete our analysis we have included it here. In this case the spherical angle $\theta_k = \pi/2$ and $\phi_k(t) = \phi_k(0) + \omega t$ for $k = 1, 2, 3$. When $\omega = 0$ we will show that it corresponds to a fixed point.

In order to get examples of $RE$ we have to impose a kind of triangle inequalities for the mass ratio. Studying the limit cases when the inequality becomes an equality, we obtain an interesting result about some antipodal singularities, given when in the limit, two particles collide in antipodal position with the third particle.

In Section 5 appears the main ideas of the paper, here we study $RE$ on a rotating meridian for a generic potential. For a $RE$ we have to distinguish the shape variables and the configuration variables and the relationship between them (the translation formulas). In this way, we first get the equations of motion for “rigid rotators” (the shape) on rotating meridians, and then using the translation formulas we obtain the respective $RE$.

The map from the configuration to the shape is straightforward. Nevertheless the converse, that is, the mapping from shape to configuration requires some condition, which is provided by the angular momentum. Thereby we obtain the translation formulas.

Using this approach we get the equilateral relative equilibria on a rotating meridian for a generic potential. In some sense, this is similar to find first a central configuration and then the corresponding $RE$ for the Newtonian $n$–body problem on the plane.

Sections 6 and 7 are dedicated to the analysis of $RE$ on a rotating meridian for the cotangent potential. The results in these sections provide new families of Eulerian $RE$ for the positive curved three body problem.

In Section 8 since for the cotangent potential, the number of $RE$ depends of the mass ratio and the fixed angle between one pair of masses, we determine the number of $RE$ on a rotating meridian. We give examples with exactly two and six $RE$. We conjecture that for the cotangent potential, for any masses and fixed angle, the maximum number of $RE$ is six. Finally in Section 9 we summarize our results and state some final remarks.

2 Preliminaries and equations of motion

We utilize spherical coordinates to describe the three body problem on $S^2$. First we introduce the notations that we will use along the paper and then we get the equations of motion.
2.1 Notations

The point \((X, Y, Z)\) on \(S^2\) with radius \(R\) is represented by the spherical coordinates \((\theta, \phi)\),

\[(X, Y, Z) = R(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta).\]

The chord length between the points \((X_i, Y_i, Z_i)\) and \((X_j, Y_j, Z_j)\) is given by

\[D_{ij}^2 = (X_i - X_j)^2 + (Y_i - Y_j)^2 + (Z_i - Z_j)^2 = 2R^2 \left(1 - \cos \theta_i \cos \theta_j - \sin \theta_i \sin \theta_j \cos(\phi_i - \phi_j)\right).\]  (3)

The minor arc length is the shorter length between the point \((X_i, Y_i, Z_i)\) and \((X_j, Y_j, Z_j)\) along the geodesic (the great circle) connecting the two points. The arc angle \(\sigma_{ij}\) is the minor arc length divided by \(R\) and is equal to the angle between the two points as seen from the origin of \(S^2\). Therefore we have,

\[0 \leq \sigma_{ij} \leq \pi.\]  (4)

The relation between the chord length \(D_{ij}\) and the arc angle \(\sigma_{ij}\) is given by

\[\epsilon D_{ij} = \sin(\sigma_{ij}/2) \quad \text{with} \quad \epsilon = 1/(2R).\]  (5)

The equations (3) and (5) yield the fundamental relation for the arc angle and the spherical coordinates.

\[\cos \sigma_{ij} = \cos \theta_i \cos \theta_j + \sin \theta_i \sin \theta_j \cos(\phi_i - \phi_j).\]  (6)

2.2 Equations of motion

The Lagrangian for the three body problem on \(S^2\) is given by

\[L = K + V,\]

\[K = \sum_{k=1,2,3} \frac{m_k}{2} \left(\dot{\theta}_k^2 + \sin^2(\theta)\dot{\phi}_k^2\right), \quad V = \sum_{i<j} m_i m_j U(D_{ij}^2),\]  (7)

where dot on symbols represents the time derivative. Along the paper we will use the notation for the derivative \(U'\) which is defined by

\[U'(D^2) = \frac{dU(D^2)}{d(D^2)} < 0.\]  (8)

The last inequality is the assumption we make to ensure that the force between any two bodies is attractive.
When we need to specify a particular potential, we use the cotangent potential and its derivative given by

\[ U(D^2_{ij}) = \frac{1 - 2\epsilon^2 D^2_{ij}}{\sqrt{D^2_{ij}(1 - \epsilon^2 D^2_{ij})}} = \frac{\cos \sigma_{ij}}{R \sqrt{1 - \cos^2(\sigma_{ij})}}, \tag{9} \]

\[ U'(D^2) = -\frac{1}{2R^3 \sin^3(\sigma)}. \tag{10} \]

The equations of motion for \( \phi_k \) and \( \theta_k \) are

\[ p_{\phi_k} = \frac{\partial L}{\partial \dot{\phi}_k} = R^2 m_k \sin^2(\theta_k) \dot{\phi}_k, \tag{11} \]

\[ \frac{dp_{\phi_k}}{dt} = \frac{\partial L}{\partial \dot{\phi}_k} = 2R^2 \left( \sum_{i \neq k} m_i m_k U'(D^2_{ik}) \sin \theta_i \sin \theta_k \sin(\phi_i - \phi_k) \right), \tag{12} \]

\[ p_{\theta_k} = \frac{\partial L}{\partial \dot{\theta}_k} = R^2 m_k \dot{\theta}_k, \tag{13} \]

and \( dp_{\theta_k}/dt = \partial L/\partial \theta_k \) yields

\[ R^2 m_k \ddot{\theta}_k - R^2 m_k \sin(\theta_k) \cos(\theta_k) \dot{\phi}_k^2 \]
\[ = 2 \sum_{i \neq k} m_i m_k U'(D^2_{ij}) (\sin \theta_k \cos \theta_i - \cos \theta_k \sin \theta_i \cos(\phi_i - \phi_k)). \tag{14} \]

Since the Lagrangian is invariant under the action of the group \( SO(3) \), the angular momentum

\[ c = (c_x, c_y, c_z) = \sum_k m_k (X_k, Y_k, Z_k) \times (\dot{X}_k, \dot{Y}_k, \dot{Z}_k) \tag{15} \]

is a first integral. The expression for each component is

\[ c_x = R^2 \sum_k m_k \left( -\sin(\phi_k) \dot{\phi}_k - \sin(\theta_k) \cos(\phi_k) \dot{\phi}_k \right), \tag{16} \]

\[ c_y = R^2 \sum_k m_k \left( \cos(\phi_k) \dot{\phi}_k - \sin(\theta_k) \cos(\phi_k) \dot{\phi}_k \right), \tag{17} \]

\[ c_z = R^2 \sum_k m_k \sin^2(\theta_k) \dot{\phi}_k. \tag{18} \]

It is well known, but worth mentioning, that the equations of motion and the conservation of the angular momentum are independent of the choice
of coordinates. That is, if the three bodies satisfy the equations of motion for one spherical coordinate system, they will also satisfy the equations of motion for other spherical coordinates system with different choices of the z-axis. The same is true for angular momentum.

3 Relative equilibria and their properties

We start this section with the definition of relative equilibrium.

**Definition 1 (Relative equilibrium).** A relative equilibrium on $S^2$ is a solution of the equations of motion which satisfy $\dot{\theta}_k = 0$ and $\dot{\phi}_i - \dot{\phi}_j = 0$ for all $k = 1, 2, 3$ and all pair $(i, j)$ in a spherical coordinate system.

This definition is coordinate independent. The existence of such coordinate system is the condition for the relative equilibrium.

We observe that by relation (6), the arc angle $\sigma_{ij}$ between bodies $i$ and $j$ is constant. Therefore the shape of the triangle with $m_k$ at the vertex is independent of time. We call it a “rigid rotator”, because it rotates as if it were a rigid body. In other words, a “rigid rotator” represents the shape defined by the three angles $\sigma_{ij}$. The “congruent triangles” represent the same rigid rotator. Fixing the $z$–axis, we can determine angles $\theta_k$, and then we get the relative equilibrium (configuration).

By definition 1, $\dot{\phi}_k = \omega$ are common for $k = 1, 2, 3$. Then by the conservation of $c_z$,

$$c_z = R^2 \omega \sum_k m_k \sin^2(\theta_k)$$  \hspace{1cm} (19)

$\omega$ is a constant. Then, $\phi_k(t) = \phi_k(0) + \omega t$.

The other two components of the angular momentum which must be zero are expressed by

$$c_x = -R^2 \omega \sum_k m_k \sin(\theta_k) \cos(\theta_k) \cos(\phi_k),$$  \hspace{1cm} (20)

$$c_y = -R^2 \omega \sum_k m_k \sin(\theta_k) \cos(\theta_k) \sin(\phi_k).$$  \hspace{1cm} (21)

The reason is the following. If $\omega \neq 0$, comparing the time $t = 0$ and $t = \pi/\omega$, we obtain $c_x(0) = -c_x(\pi/\omega)$. The conservation of $c_x(t)$ yields $c_x = 0$. The same is true for $c_y$. If $\omega = 0$, $c_x = c_y = 0$ is obvious. Therefore, the angular momentum for a relative equilibrium has the form

$$c = (0, 0, c_z) \quad \text{if} \quad \omega \neq 0.$$  \hspace{1cm} (22)
That is, the spherical coordinate system in the definition is one where the z-axis is the direction of the angular momentum vector. Thus the relative equilibrium must satisfy

\[ \sum_k m_k \sin(\theta_k) \cos(\theta_k) e_k = 0 \quad \text{if} \quad \omega \neq 0, \quad (23) \]

for the two-dimensional unit vector

\[ e_k = (\cos \phi_k, \sin \phi_k). \quad (24) \]

The inner product of \( e_k \) and the previous equation yields

\[ m_i \sin(\theta_i) \cos(\theta_i) \cos(\phi_k - \phi_i) + m_j \sin(\theta_j) \cos(\phi_k - \phi_j) + m_k \sin(\theta_k) \cos(\phi_k) = 0, \quad (25) \]

for \((i, j, k) = (1, 2, 3), (2, 3, 1), \) and \((3, 1, 2)\). From here on, we will use the cyclic notation when one equation contains three indexes \((i, j, k)\). The outer product of \( e_k \) and the equation \((23)\) yields

\[ m_i \sin(\theta_i) \cos(\theta_i) \sin(\phi_k - \phi_i) + m_j \sin(\theta_j) \cos(\phi_k - \phi_j) + m_k \sin(\theta_k) \cos(\phi_k) = 0. \quad (26) \]

We will utilise these expressions later.

Finally we can write the equations of motion for relative equilibria. Since \( p_{\phi_k} = R^2 \omega m_k \sin^2(\theta_k) \) is constant, the equations of motion for \( \phi_k \) are reduced to \( \partial L / \partial \phi_k = 0 \), which are equivalent to

\[ m_1 m_2 U'(D_{12}^2) \sin \theta_1 \sin \theta_2 \sin(\phi_1 - \phi_2) = m_2 m_3 U'(D_{23}^2) \sin \theta_2 \sin \theta_3 \sin(\phi_2 - \phi_3) = m_3 m_1 U'(D_{31}^2) \sin \theta_3 \sin \theta_1 \sin(\phi_3 - \phi_1). \quad (27) \]

Since \( \ddot{\theta}_k = 0 \), the equations of motion for \( \theta_k \) are

\[ -\omega^2 m_k \sin \theta_k \cos \theta_k = 2m_k m_i U'(D_{ki}^2) \left( \sin \theta_k \cos \theta_i - \cos \theta_k \sin \theta_i \cos(\phi_i - \phi_k) \right) \]

\[ + 2m_k m_j U'(D_{kj}^2) \left( \sin \theta_k \cos \theta_j - \cos \theta_k \sin \theta_j \cos(\phi_k - \phi_j) \right). \quad (28) \]

So far, the properties of relative equilibrium are clarified. The axis of rotation (z-axis) along which the three bodies rotate is the direction of the angular momentum. The equations of motion to be satisfied by the three bodies are now clear. Before closing this section we add a definition and a comment.
Definition 2 (Fixed point). A fixed point is a relative equilibrium with \( \omega = 0 \).

Since there are no motion for a fixed point, we can take any direction for the \( z \)-axis. Therefore, only the shape defined by \( \sigma_{ij} \) has meaning.

Comment for the orientation: If one triangle with \( \sigma_{ij} \) is a rigid rotator, another triangle with the same \( \sigma_{ij} \) and opposite orientation is also a rigid rotator. Because the map to the antipodal point of each body, namely \( \theta_k \to \pi - \theta_k \) and \( \phi_k \to \phi_k + \pi \), maps the original triangle to the triangle with opposite orientation, and the conditions (23) and equations of motion (27–28) are invariant for this map.

4 Relative equilibria on the Equator for the cotangent potential

In this section, we will determine the relative equilibria on the equator for the cotangent potential.

We take the \( z \)-axis as the line passing through the North and South poles of \( S^2 \). Three bodies are on the Equator if \( \theta_k = \pi/2 \) for \( k = 1, 2, 3 \).

The condition for \( c_x = c_y = 0 \) in (20–21) and the equations of motion for \( \theta_k \) [28] are satisfied. Now, since we know that for the cotangent potential \( U'(D_{ij}^p) = -1/(2R^3|\sin(\phi_i - \phi_j)|^3) \) (see equation (10)). The remaining equations for \( \phi_k \) in (27) are given by

\[
\frac{m_1 m_2 \sin(\phi_1 - \phi_2)}{|\sin(\phi_1 - \phi_2)|^3} = \frac{m_2 m_3 \sin(\phi_2 - \phi_3)}{|\sin(\phi_2 - \phi_3)|^3} = \frac{m_3 m_1 \sin(\phi_3 - \phi_1)}{|\sin(\phi_3 - \phi_1)|^3}.
\]

(29)

Note that the angular velocity \( \omega \) does not appear anywhere. This is because the centrifugal force produced by the rotation around the \( z \)-axis is cancelled by the constraint force which maintains the bodies on the surface of \( S^2 \). Therefore a solution of equation (29) is the solution for any \( \omega \), including \( \omega = 0 \). In the last case, relative equilibria on the Equator are the fixed points.

We can assume without loss of generality that \( \sin(\phi_1 - \phi_2) > 0 \), then by equation (29), \( \sin(\phi_2 - \phi_3) > 0 \) and \( \sin(\phi_3 - \phi_1) > 0 \) follows and equation (29) is reduced to

\[
\frac{\sin(\phi_1 - \phi_2)}{\mu_3} = \frac{\sin(\phi_2 - \phi_3)}{\mu_1} = \frac{\sin(\phi_3 - \phi_1)}{\mu_2} = \rho > 0
\]

with

\[
\mu_k = \sqrt{m_im_j}.
\]

(30)
Figure 1: The triangle with perimeters $\mu_k$ and corresponding external angles $\phi_i - \phi_j$.

We set the common value $\rho$. The equation (30) is just the sine theorem for the triangle with perimeters length $\mu_k$ and corresponding outer angles $\phi_i - \phi_j$. See Figure 1. Then, the cosine theorem yields

$$\cos(\phi_i - \phi_j) = \frac{\mu_k^2 - (\mu_i^2 + \mu_j^2)}{2\mu_i \mu_j}. \tag{31}$$

A direct algebraic derivation of this relation is given in the Appendix A.

The common value $\rho$ is determined by

$$1 = \sin^2(\phi_3 - \phi_1) + \cos^2(\phi_3 - \phi_1) = \rho^2 \mu_k^2 + \left(\frac{\mu_2^2 - (\mu_3^2 + \mu_1^2)}{4 \mu_3 \mu_1^2}\right)^2, \tag{32}$$

whose solution is

$$\rho = \left(\frac{(\mu_1 + \mu_2 + \mu_3)(\mu_1 + \mu_2 - \mu_3)(\mu_2 + \mu_3 - \mu_1)(\mu_3 + \mu_1 - \mu_2)}{2 \mu_1 \mu_2 \mu_3}\right)^{1/2}. \tag{33}$$

The potential energy $-V$ for this equilibrium is positive

$$-V = -\sum_{ij} \frac{m_i m_j}{R \tan(\phi_i - \phi_j)} = \frac{\sum_{ij} \mu_i^2 \mu_j^2 - \sum_k \mu_k^4}{R k \mu_1 \mu_2 \mu_3}$$

$$= \left(\frac{(\mu_1 + \mu_2 + \mu_3)(\mu_1 + \mu_2 - \mu_3)(\mu_2 + \mu_3 - \mu_1)(\mu_3 + \mu_1 - \mu_2)}{R}\right)^{1/2} > 0. \tag{34}$$

In order to get a triangle, the lengths $\mu_1, \mu_2, \mu_3$ must satisfy the triangle inequalities,

$$\mu_k < \mu_i + \mu_j.$$
Figure 2: The number of rigid rotator when three bodies are on the equator. The grey region has 1 solution. The three white regions indicated by \((m_i/m_j)^{1/2} + (m_i/m_k)^{1/2} < 1\) do not have solutions. On the boundary between the grey and white regions given by \((m_i/m_j)^{1/2} + (m_i/m_k)^{1/2} = 1\), there are no solutions.

These inequalities give a condition for the mass ratio to achieve a relative equilibrium (See Figure 2).

\[
1 < \left(\frac{m_3}{m_1}\right)^{1/2} + \left(\frac{m_3}{m_2}\right)^{1/2}, 1 < \left(\frac{m_1}{m_2}\right)^{1/2} + \left(\frac{m_1}{m_3}\right)^{1/2}, 1 < \left(\frac{m_2}{m_3}\right)^{1/2} + \left(\frac{m_2}{m_1}\right)^{1/2}.
\]  

If the mass ratio satisfies these conditions, the equations \((30), (31)\) and \((33)\) determine uniquely all \(\phi_i - \phi_j\), what is clearly shown in Figure 1. In other words, there is only one rigid rotator on the Equator for given mass ratio.

The above inequalities bring us an interesting question. What will happen if we take the limit satisfying the equality? For instance taking,

\[
\left(\frac{m_3}{m_1}\right)^{1/2} + \left(\frac{m_3}{m_2}\right)^{1/2} \to 1. \tag{35}
\]

This corresponds to \(\lim \mu_3 \to \mu_1 + \mu_2\). Then, \(\phi_1 - \phi_2 \to 0, \phi_2 - \phi_3 \to \pi\) and \(\phi_3 - \phi_1 \to \pi\). Namely, both \(m_1\) and \(m_2\) approach to the antipodal point of \(m_3\). However, the potential energy in \((34)\) goes to zero. Therefore, \(m_1\)
and $m_2$ can reach the antipodal point of $m_3$. From the point of view of the equations of motion it is a singularity, but using the energy potential it is a normal point. The derivative of the potential energy has the singularity. These kind of singularities are called \textit{antipodal singularities}, they were first studied in [8] for the three body problem on the sphere, where the particles move under the influence of the cotangent potential $U = (1/R) \cot(\sigma)$. Moreover, with the above arguments it is possible to give a easiest proof of the main result in paper [8] in a general context.

\textbf{Remark 1.} Before to finish this section we would like to emphasizes that all the above results are applicable when we have a repulsive force, in other words if we change the attractive potential $U = (1/R) \cot(\sigma)$ for the repulsive potential $U = -(1/R) \cot(\sigma)$, the same results hold.

5 Relative equilibria on a rotating meridian for a generic potential

In this section we develop a new method to study relative equilibria on a rotating meridian for a generic potential.

In order to analyze $RE$ on a rotating meridian, it is convenient to set $\phi_k = \omega t$ for all $k = 1, 2, 3$ and enlarge the range of $\theta_k$ to $-\pi \leq \theta_k \leq \pi$.

Since $\sin(\phi_i - \phi_j) = 0$ for all pair $(i,j)$, the equations of motion for $\phi_k$ are satisfied. The condition for $c_x = c_y = 0$ are simplified to

$$\sum_k m_k \sin(2\theta_k) = 0. \quad (36)$$

And the equations of motion for $\theta_k$ are

$$\frac{\omega^2}{2} m_k \sin(2\theta_k) = -2 \sum_{i \neq k} m_k m_i \sin(\theta_k - \theta_i)U'(D_{ki}). \quad (37)$$

The righthand side of the last equation contains only the difference of $\theta_k$ and $\theta_i$, which describes the shape. Therefore it is free from the choice of the $z$–axis. On the other hand, the lefthand side depends on $\theta_k$, which describes the configuration, and depends on the choice of the $z$–axis. The information for the translation formula between the shape variables $\theta_i - \theta_j$ and the configuration variables $\theta_k$ is contained in the condition (36).

Now we will obtain the translation formula, then we go back to solve equation (37).
5.1 Translation between the shape variables and the configuration variables

In this subsection, we develop the translation formula between the shape variables $\theta_i - \theta_j$ and the configuration variable $\theta_k$. The equation (36) will play the key role in the translation. This subsection would be the most important contribution to the theory of equilibria on rotating meridian.

Let $\theta_{21} = \theta_2 - \theta_1$ and $\theta_{31} = \theta_3 - \theta_1$. Then the condition (36) can be written as

$$0 = m_1 \sin(2\theta_1) + m_2 \sin(2\theta_1 + 2\theta_{21}) + m_3 \sin(2\theta_1 + 2\theta_{31})$$

$$= \sin(2\theta_1) \left( m_1 + m_2 \cos(2\theta_{21}) + m_3 \cos(2\theta_{31}) \right)$$

$$+ \cos(2\theta_1) \left( m_2 \sin(2\theta_{21}) + m_3 \sin(2\theta_{31}) \right)$$

$$= A \sin(2\theta_1 + 2\alpha),$$

where

$$A = \left( \left( m_1 + m_2 \cos(2\theta_{21}) + m_3 \cos(2\theta_{31}) \right)^2 + \left( m_2 \sin(2\theta_{21}) + m_3 \sin(2\theta_{31}) \right)^2 \right)^{1/2}$$

$$= \left( \sum_k m_k^2 + 2 \sum_{i<j} m_i m_j \cos(2(\theta_j - \theta_i)) \right)^{1/2},$$

and

$$\cos(2\alpha) = A^{-1} \left( m_1 + m_2 \cos \left( 2(\theta_2 - \theta_1) \right) + m_3 \cos \left( 2(\theta_3 - \theta_1) \right) \right),$$

$$\sin(2\alpha) = A^{-1} \left( m_2 \sin \left( 2(\theta_2 - \theta_1) \right) + m_3 \sin \left( 2(\theta_3 - \theta_1) \right) \right).$$

In the following, we assume $A \neq 0$. The case $A = 0$ will be discussed in the last part of this subsection.

The solutions of (38) are $\theta_1 = -\alpha$, and $\theta_1 = -\alpha + \pi/2$. Namely, the solutions are

$$\cos(2\theta_1) = sA^{-1} \left( m_1 + m_2 \cos \left( 2(\theta_1 - \theta_2) \right) + m_3 \cos \left( 2(\theta_1 - \theta_3) \right) \right),$$

$$\sin(2\theta_1) = sA^{-1} \left( m_2 \sin \left( 2(\theta_1 - \theta_2) \right) + m_3 \sin \left( 2(\theta_1 - \theta_3) \right) \right).$$

Where $s = \pm 1$. By introducing the complex number,

$$e^{2i\theta_1} = sA^{-1} \left( m_1 + m_2 e^{2i(\theta_1 - \theta_2)} + m_3 e^{2i(\theta_1 - \theta_3)} \right),$$
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the other angles are easily obtained,

\[ e^{2i\theta_2} = e^{2i(\theta_1 + \theta_2 - \theta_1)} = sA^{-1} \left( m_1 e^{2i(\theta_2 - \theta_1)} + m_2 + m_3 e^{2i(\theta_2 - \theta_3)} \right), \]

\[ e^{2i\theta_3} = e^{2i(\theta_1 + \theta_3 - \theta_1)} = sA^{-1} \left( m_1 e^{2i(\theta_3 - \theta_1)} + m_2 e^{2i(\theta_3 - \theta_2)} + m_3 \right). \] (43)

Thus, we obtain the translation formula for \( \sin(2\theta_k) \),

\[ \sin(2\theta_1) = sA^{-1} \left( m_2 \sin(2(\theta_1 - \theta_2)) + m_3 \sin(2(\theta_1 - \theta_3)) \right), \]

\[ \sin(2\theta_2) = sA^{-1} \left( m_1 \sin(2(\theta_2 - \theta_1)) + m_3 \sin(2(\theta_2 - \theta_3)) \right), \] (44)

\[ \sin(2\theta_3) = sA^{-1} \left( m_1 \sin(2(\theta_3 - \theta_1)) + m_2 \sin(2(\theta_3 - \theta_2)) \right), \]

and for \( \cos(2\theta_k) \),

\[ \cos(2\theta_1) = sA^{-1} \left( m_1 + m_2 \cos(2(\theta_1 - \theta_2)) + m_3 \cos(2(\theta_1 - \theta_3)) \right), \]

\[ \cos(2\theta_2) = sA^{-1} \left( m_1 \cos(2(\theta_2 - \theta_1)) + m_2 + m_3 \cos(2(\theta_2 - \theta_3)) \right), \] (45)

\[ \cos(2\theta_3) = sA^{-1} \left( m_1 \cos(2(\theta_3 - \theta_1)) + m_2 \cos(2(\theta_3 - \theta_2)) + m_3 \right). \]

With the above, we have obtained the translation formula between \( \theta_k \) and \( \theta_i - \theta_j \) if \( A \neq 0 \).

Now we consider the case \( A = 0 \). By equation (39), \( A = 0 \) is realized if and only if

\[ m_1 + m_2 \cos(2(\theta_1 - \theta_2)) + m_3 \cos(2(\theta_3 - \theta_1)) = 0, \]

\[ m_2 \sin(2(\theta_1 - \theta_2)) + m_3 \sin(2(\theta_1 - \theta_3)) = 0, \] (46)

whose solution is

\[ \cos(2(\theta_i - \theta_j)) = \frac{m_k^2 - (m_i^2 + m_j^2)}{2m_im_j}. \] (47)

Actually, substituting the above expression into equation (39) yields \( A = 0 \). This can really happen. A simple example is \( m_1 = m_2 = m_3 \) and \( \theta_i - \theta_j = \pm 2\pi/3 \). For these cases, by (39), the map \( \theta_i - \theta_j \) to \( \theta_k \) is indefinite. Such situation corresponds to a fixed point. It is exactly so, as we will see in subsection (5.3).

As we have shown above, the translation from the shape variable \( \theta_i - \theta_j \) to the configuration variable \( \theta_k \) has two branches which are represented by the
value $s = \pm 1$. The change $s \rightarrow -s$ corresponds to the change $\theta_k \rightarrow \theta_k + \pi/2$. Namely, for the given shape and given mass, there are two configurations, which differ only by an overall angle of 90 degrees.

The choice of $s$ is determined by the equations of motion. Ahead in this paper we will describe this fact in detail.

Note that these formulas are derived only by the conditions $c_x = c_y = 0$ with $\omega \neq 0$, therefore they only depend on the $SO(3)$ invariance of the system and the definition of relative equilibria.

5.2 Equations of motion for rigid rotators on rotating meridian

Using the translation between $\theta_k$ and $\theta_i - \theta_j$ shown in the previous subsection, the equations of motion (37) for $A \neq 0$ can be written as

\[
\begin{align*}
m_1m_2 & \left( s \frac{\omega^2}{2A} \sin \left( 2(\theta_1 - \theta_2) \right) + 2 \sin(\theta_1 - \theta_2)U'(D_{12}^2) \right) \\
m_2m_3 & \left( s \frac{\omega^2}{2A} \sin \left( 2(\theta_2 - \theta_3) \right) + 2 \sin(\theta_2 - \theta_3)U'(D_{23}^2) \right) \\
m_3m_1 & \left( s \frac{\omega^2}{2A} \sin \left( 2(\theta_3 - \theta_1) \right) + 2 \sin(\theta_3 - \theta_1)U'(D_{31}^2) \right).
\end{align*}
\]

These equations contain only the arc angle between the bodies. Thus, we obtain the equations for rigid rotators that are free from the choice of the $z$-axis. Now the path that we will follow in or analysis is clear, we will use equation (48) to find a rigid rotator, then we will apply the translation formulas (44) and (45) to obtain the corresponding relative equilibrium.

The role of the equation (48) will be more clear if we write them in the form,

\[
\begin{align*}
s \frac{\omega^2}{2A} (G_{12} - G_{23}) & = F_{12} - F_{23}, \\
s \frac{\omega^2}{2A} (G_{23} - G_{31}) & = F_{23} - F_{31}, \\
s \frac{\omega^2}{2A} (G_{31} - G_{12}) & = F_{31} - F_{12},
\end{align*}
\]

where

\[
\begin{align*}
F_{ij} & = -2m_im_j \sin(\theta_j - \theta_i)U'(D_{ij}^2), \\
G_{ij} & = m_im_j \sin \left( 2(\theta_j - \theta_i) \right).
\end{align*}
\]
Only two equations in (49) are independent. Without loss of generality we take the first and the last one. There are four cases.

i) Case 1.
For the case \((G_{12} - G_{23})(G_{31} - G_{12}) \neq 0\). Then the equations (49) is equivalent to
\[
\frac{F_{12} - F_{23}}{G_{12} - G_{23}} = \frac{F_{31} - F_{12}}{G_{31} - G_{12}} = \frac{s\omega^2}{2A}. \tag{51}
\]
The left hand side of this equality determines the rigid rotator, and the right hand side determines \(s\) and \(\omega^2\).

ii) Case 2.
For the case \((G_{12} - G_{23}) = 0\) and \((G_{31} - G_{12}) \neq 0\), the condition for a rigid rotator is \(F_{12} - F_{23} = 0\), and \(s\) and \(\omega^2\) are determined by
\[
\frac{F_{31} - F_{12}}{G_{31} - G_{12}} = \frac{s\omega^2}{2A}. \tag{52}
\]

iii) Case 3.
Similarly, the case \((G_{12} - G_{23}) \neq 0\) and \((G_{31} - G_{12}) = 0\), the condition for a rigid rotator is \(F_{31} - F_{12} = 0\) and \(s\) and \(\omega^2\) are determined by
\[
\frac{F_{12} - F_{23}}{G_{12} - G_{23}} = \frac{s\omega^2}{2A}. \tag{53}
\]

iv) Case 4.
For the case \(G_{12} = G_{23} = G_{31}\), the condition for the rigid rotator is
\[
F_{12} = F_{23} = F_{31}. \tag{54}
\]
For this case, \(s\) and \(\omega\) are not determined. Any \(s\) and \(\omega\) satisfies the equation of motion. Therefore, it corresponds to a fixed point.

The details of the exceptional cases in (52–54) for the cotangent potential are shown in the appendix B.

If a shape \(\theta_i - \theta_j\) satisfies one of the conditions (51), (52), (53) or (54) then the shape is a rigid rotator. If you change the potential \(U\) (attractive) to \(-U\) (repulsive), the \(F_{ij} - F_{jk}\) change their sign, and the equalities are satisfied by simply changing \(s \rightarrow -s\). With the above we have proved the following proposition.
Proposition 1. If a shape for the attractive potential $U$ is a rigid rotator, then the same shape is a rigid rotator for the repulsive potential $-U$. The corresponding two configurations differ only by an overall angle of 90 degrees, if not, it is a fixed point.

5.3 Equilateral relative equilibrium on a rotating meridian for a generic potential

The equations (48) have the following simple solution. (This result was proved by the cotangent potential in [24]).

Proposition 2. The equilateral triangle $\theta_1 - \theta_2 = \theta_2 - \theta_3 = \theta_3 - \theta_1 = 2\pi/3$ is a rigid rotator on a rotating meridian for any masses and for the generic potential $U(D^2)$.

Proof. For $\theta_1 - \theta_2 = \theta_2 - \theta_3 = \theta_3 - \theta_1 = 2\pi/3$, $D_{ij} = \sqrt{3} R$ for all $i, j$. Therefore, $U'(D^2_{ij})$ are common for all $i, j$. Then the equations (48) are

$$\sqrt{3} \ m_i m_j \left( -s \frac{\omega^2}{4A} + U' \right) = \text{common for all } (i, j). \quad (55)$$

Therefore, if

$$s = -1, \quad \omega^2 = -4AU' \quad (56)$$

the lefthand side of (55) has a common value zero for all $(i, j)$. Therefore, this shape is a rigid rotator.

The value of $A$ is given by

$$A = \left( \sum m_k^2 - \sum_{i<j} m_i m_j \right)^{1/2} \left( \frac{1}{2} \sum_{i<j} (m_i - m_j)^2 \right)^{1/2}. \quad (57)$$

Since $A \neq 0$ for non-equal masses case, each value $\theta_k$ is determined by the equations (44-45).

$$\sin(2\theta_k) = \frac{\sqrt{3}}{2A} (m_i - m_j), \quad \cos(2\theta_k) = \frac{1}{A} \left( m_k - \frac{1}{2} (m_i + m_j) \right). \quad (58)$$

We can check that they satisfy the original equations of motion (37).
If \( m_1 = m_2 = m_3 \) then \( A = 0 \). Therefore equations (48) and (44–45) are invalid. However, the original equations of motion (37) are satisfied by \( \omega = 0 \) and \( \theta_1 - \theta_2 = \theta_2 - \theta_3 = \theta_3 - \theta_1 = 2\pi/3 \). This is a fixed point, therefore individual value \( \theta_k \) has no sense, only the distance \( \theta_i - \theta_j \) has meaning.

\[

6 \text{ Relative equilibria on a rotating meridian for the cotangent potential}

In this section we treat relative equilibria on a rotating meridian for the cotangent potential (2).

By using (51), we can find an equation for \( x = \theta_3 - \theta_1 \) for given masses and given \( a = \theta_2 - \theta_1 \). Then \( \theta_3 - \theta_2 = x - a \).

Here, we consider only the case in (51). The exceptional cases in (52–54) for the cotangent potential are explicitly shown in the appendix B. These exceptional cases will be considered when the value \( a \) and the mass ratio are fixed.

Namely, in this section we assume,
\[
(G_{12} - G_{23})(G_{31} - G_{12}) = -m_1m_2m_3^2\left(v_1 \sin(2a) - \sin(2(x - a))\right)\left(v_2 \sin(2a) + \sin(2x)\right) 
\neq 0.
\]

Where,
\[
v_1 = \frac{m_1}{m_3}, \quad v_2 = \frac{m_2}{m_3}.
\]

It is not difficult to verify that the potential has four singular points \( \theta_3 = \theta_1, \theta_2, \theta_1 + \pi, \) and \( \theta_2 + \pi \).

Without loss of generality we can assume \( 0 < a < \pi \). That is, \( \theta_1 < \theta_2 < \theta_1 + \pi < \theta_2 + \pi \).

We name the regions I, II, III, and IV where the potential is regular as follows,
\[
\begin{align*}
I: & \quad \theta_1 < \theta_3 < \theta_2, \\
II: & \quad \theta_2 < \theta_3 < \theta_1 + \pi, \\
III: & \quad \theta_1 + \pi < \theta_3 < \theta_2 + \pi, \\
IV: & \quad \theta_2 + \pi < \theta_3 < \theta_1 + 2\pi.
\end{align*}
\]

See Table I where the sign of \( \sin(x) \) and \( \sin(x - a) \) are shown. The sign of \( \sin(a) \) is positive by the assumption. It is convenient to use the sign function
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Table 1: Sign of \(\sin(x)\) and \(\sin(x - a)\) and their sign function \(\alpha, \beta\) defined by \(|\sin(x)| = \alpha \sin(x)\) and \(|\sin(x - a)| = \beta \sin(x - a)\).

| \(\theta_3\) | \(\theta_1\) | I | \(\theta_2\) | II | \(\theta_1 + \pi\) | III | \(\theta_2 + \pi\) | IV |
|--------------|------------|---|-------------|----|-----------------|-----|-----------------|----|
| \(x = \theta_3 - \theta_1\) | 0 | \(\theta_2 - \theta_1\) | \(\pi\) | \(-\pi\) | \(-\pi\) | \(-\pi\) |
| \(\sin(x)\) | 0 | + | + | + | 0 | - | - | - |
| \(\alpha\) | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| \(\theta_3 - \theta_2\) | \(\theta_1 - \theta_2\) | \(\theta_1 - \theta_2 + \pi\) | \(\pi\) | \(-\pi\) | \(-\pi\) | \(-\pi\) |
| \(\sin(x - a)\) | - | - | 0 | + | + | + | 0 | - |
| \(\beta\) | -1 | -1 | 1 | 1 | 1 | 1 | -1 | -1 |

defined by

\[|\sin(x)| = \alpha \sin(x), \quad |\sin(x - a)| = \beta \sin(x - a).\]  

(62)

The signs of \(\alpha\) and \(\beta\) are also shown in Table 1.

The equation

\[
\frac{F_{12} - F_{23}}{G_{12} - G_{23}} = \frac{F_{31} - F_{12}}{G_{31} - G_{12}}
\]

(63)

for cotangent potential is

\[
\frac{m_1 m_2}{\sin^2(a)} - \frac{m_2 m_3}{\sin^2(x - a)} = \frac{m_1 m_2}{\alpha \sin^2(x)} + \frac{m_3 m_1}{\beta \sin^2(x - a)} \frac{m_2 m_3}{m_1 m_2 \sin(2a) - m_2 m_3 \sin(2(x - a))} = \frac{m_3 m_1}{m_3 m_1 \sin(2x) + m_1 m_2 \sin(2a)}.
\]

which can be reduced to

\[
f = \frac{g}{\sin^2(x) \sin^2(x - a)} = 0,
\]

(64)

where

\[
g = \alpha \beta \sin^2(x) \sin^2(x - a) \left( \nu_1 \sin(2x) + \nu_2 \sin(2(x - a)) \right)
- \sin^2(a) \left( \alpha \sin^2(x) \sin(2x) - \beta \sin^2(x - a) \sin(2(x - a)) \right)
- \sin^2(a) \sin(2a) \left( \nu_2 \alpha \sin^2(x) + \nu_1 \beta \sin^2(x - a) \right).
\]

(65)

Note that \(g\) is a homogeneous function of \(\sin\) of degree 5. Indeed, consider the limit \(R \to \infty\) with the arc length \(r_{31} = xR, r_{21} = aR\) finite. Then, the lowest order term of \(g\) is \(O(1/R^5)\). Let us expand \(g\) in the region II, that is
\[ \alpha = \beta = 1 \] and let \( r_{31} = (1 + \lambda)r_{21} \) we obtain,
\[
g = \left( \frac{r_{21}}{R} \right)^5 \left( (m_1 + m_2)\lambda^5 + (3m_1 + 2m_2)\lambda^4 + (3m_1 + m_2)\lambda^3 
- (m_2 + 3m_3)\lambda^2 - (2m_2 + 3m_3)\lambda - (m_2 + m_3) \right) + O\left( \left( \frac{r_{21}}{R} \right)^7 \right) .
\]
(66)

The above fifth degree polynomial in \( \lambda \), is the Euler polynomial found for this author in 1767 as it should be (you can find it in the original Euler’s paper [13], and in [14] page 403, for a modern lecture we recommend [17]). In other words, the lowest order term of \( g = 0 \) in the limit \( R \to \infty \) is the same as the Euler polynomial for the Euclidean plane. The above result is close related with the result in Bengochea et al. [2], where the authors found the way to continue relative equilibria in the Newtonian \( n \)-body problem to spaces of constant curvature.

Note that the rigid rotators are given by the zeros of \( f \), not of \( g \). For example, for the case \( a = \phi_2 - \phi_1 = \pi/2 \), \( g \) has the factor \( \sin(2x) \),
\[
g = \frac{\sin(2x)}{8} \left( \alpha \beta (\nu_1 - \nu_2) (1 - \cos(4x)) + 4(\alpha - \beta) \cos(2x) - 4(\alpha + \beta) \right) .
\]
(67)

Therefore, \( g \) has zero points at \( x = n\pi/2, n = 0, 1, 2, 3 \). But the denominator is \( \sin^2(2x)/4 \). Therefore, the equation (64) for this case is
\[
f = \frac{1}{2\sin(2x)} \left( \alpha \beta (\nu_1 - \nu_2) (1 - \cos(4x)) + 4(\alpha - \beta) \cos(2x) - 4(\alpha + \beta) \right) = 0 .
\]
(68)

Thus, zeros of \( \sin(2x) \) are not the zeros of \( f \), while the zeros in the parentheses of the above equation give us the rigid rotators. We will count the number of rigid rotators for the cotangent potential [2] in the following section.

7 Some equilibria on a rotating meridian for the cotangent potential

In this section, we apply our general results to the cotangent potential [2] to show some interesting relative equilibria on rotating meridian.

7.1 Rigid rotator with \( \theta_2 - \theta_1 = \pi/2 \)

For \( a = \theta_2 - \theta_1 = \pi/2 \), \( x = \theta_3 - \theta_1 \), the condition for the exceptional cases \( (G_{12} - G_{23})(G_{31} - G_{12}) = 0 \) yields \( \sin(2x)^2 = 0 \). The solutions \( x = \)
0, π/2, 3π/2, correspond to the places for antipodal points of \( m_1 \) or \( m_2 \). Thus, these values of \( x \) do not correspond to a rigid rotator. Therefore, only the equation (68) gives rigid rotators.

Let \( h(x) \) be the expression between parentheses in (68), then, as we have mentioned before, the equation for a rigid rotator is

\[
h(x) = \alpha \beta (\nu_1 - \nu_2)(1 - \cos(4x)) + 4(\alpha - \beta) \cos(2x) - 4(\alpha + \beta) = 0.
\] (69)

Now we are in conditions to count the number of solutions for \( \theta_2 - \theta_1 = \pi/2 \).

i) For the region I: \( 0 < x < \pi/2 \), \( \alpha = 1, \beta = -1 \).

\[
h(x) = 2\left(4 \cos(2x) - (\nu_1 - \nu_2) \sin^2(2x)\right).
\] (70)

If \( \nu_1 = \nu_2 \), then \( h(x) = 8 \cos(2x) = 0 \) has just one solution \( x = \pi/4 \) in this region. If \( \nu_1 \neq \nu_2 \), then \( h(x) = 0 \) is equivalent to

\[
\sin(2x) \tan(2x) = \frac{4}{\nu_1 - \nu_2}.
\] (71)

Since the left hand side in the last equation takes any value in \((-\infty, \infty)\) just once for \( 0 < x < \pi/2 \), \( h(x) \) has exactly one solution.

ii) For the region II: \( \pi/2 < x < \pi \), \( \alpha = \beta = 1 \).

\[
h(x) = -(\nu_1 - \nu_2) \cos(4x) + (\nu_1 - \nu_2) - 8.
\] (72)

If \( \nu_1 - \nu_2 = 0 \), there is no solution. If \( \nu_1 - \nu_2 \neq 0 \) then

\[
h(x) = 0 \leftrightarrow \cos(4x) = 1 - \frac{8}{\nu_1 - \nu_2}.
\] (73)

Therefore, the number of solutions in the region II is

\[
\begin{align*}
0 & \text{ for } \nu_1 - \nu_2 < 4, \\
1 & \text{ for } \nu_1 - \nu_2 = 4, \\
2 & \text{ for } \nu_1 - \nu_2 > 4.
\end{align*}
\]

iii) For the region III: \( \pi < x < 3\pi/2 \), \( \alpha = -1, \beta = 1 \).

\[
h(x) = -2\left((\nu_1 - \nu_2) \sin^2(2x) + 4 \cos(2x)\right).
\] (74)
If $\nu_1 - \nu_2 = 0$ then $\cos(2x) = 0$ has a simple zero at $x = 5\pi/4$. If $\nu_1 - \nu_2 \neq 0$ then $h(x) = 0$ is equivalent to

$$\sin(2x)\tan(2x) = -\frac{4}{\nu_1 - \nu_2}, \quad (75)$$

Since the left hand side takes any value in $(-\infty, \infty)$ just once in the interval $0 < x < \pi/2$, $h(x)$ has exactly one solution.

iv) For the region IV: $3\pi/2 < x < 2\pi$, $\alpha = \beta = -1$.

$$h(x) = -(\nu_1 - \nu_2)\cos(4x) + (\nu_1 - \nu_2) + 8. \quad (76)$$

Therefore, for $\nu_1 - \nu_2 > -4$ there is no solution, for $\nu_1 - \nu_2 = -4$ there is just one solution, and for $\nu_1 - \nu_2 < -4$ there are two solutions.

Summarizing: for $\theta_2 - \theta_1 = \pi/2$ the number of solutions in each region and the total number of solutions are shown in Table 2.

| $\nu_1 - \nu_2$         | I | II | III | IV | Total |
|-------------------------|---|----|-----|----|-------|
| $< -4$                  | 1 | 0  | 1   | 2  | 4     |
| $= -4$                  | 1 | 0  | 1   | 1  | 3     |
| $-4 < \nu_1 - \nu_2 < 4$| 1 | 0  | 1   | 0  | 2     |
| $= 4$                   | 1 | 1  | 1   | 0  | 3     |
| $> 4$                   | 1 | 2  | 1   | 0  | 4     |

7.2 Isosceles rigid rotator

In this subsection, isosceles triangles are tackled. It will be shown that isosceles rigid rotator always exist for $\nu_1 = \nu_2$ with any $\theta_2 - \theta_1$. Moreover, if $\nu_1 \neq \nu_2$, then rigid rotator can exist for special values of $\theta_2 - \theta_1$.

For “smaller” isosceles solution, let be $a = \theta_2 - \theta_1$, and $x = \theta_3 - \theta_1 = a/2$ in the region I, namely $\alpha = 1$, $\beta = -1$. Then equation (64) reduces to

$$f = (\nu_1 - \nu_2)(4\cos^2(a) + 4\cos(a) - 1)\sin(a) = 0. \quad (77)$$

Therefore, if $\nu_1 = \nu_2$ then any $a = \theta_2 - \theta_1$ has an isosceles solution. And for the special value of $a$ which satisfies $4\cos^2(a) + 4\cos(a) - 1 = 0$, that is for
\[
\cos(a) = \frac{\sqrt{2} - 1}{2},
\]

(78)

an isosceles solution exists for any \(\nu_1, \nu_2\). For this solution,

\[
\sin(a) = \sin(\theta_2 - \theta_1) = \frac{1}{2} \sqrt{1 + 2\sqrt{2}},
\]

(79)

\[
\sin(a/2) = \sin(\theta_2 - \theta_3) = \sin(\theta_3 - \theta_1) = \frac{1}{2} \sqrt{3 - \sqrt{2}},
\]

(80)

\[
\cos(2a) = \cos(2(\theta_2 - \theta_1)) = \frac{1 - 2\sqrt{2}}{2},
\]

(81)

\[
\cos(a) = \cos(2(\theta_2 - \theta_3)) = \cos(2(\theta_3 - \theta_1)) = \frac{\sqrt{2} - 1}{2},
\]

(82)

\[
A = \left( m_1^2 + m_2^2 + m_3^2 + (2\sqrt{2} - 1)(m_2m_3 + m_3m_1 - m_1m_2) \right)^{1/2} \neq 0,
\]

(83)

and

\[
\frac{F_{12} - F_{23}}{G_{12} - G_{23}} = \frac{F_{31} - F_{12}}{G_{31} - G_{12}} = \frac{8}{7} \sqrt{\frac{13 + 16\sqrt{2}}{7}}.
\]

(84)

Therefore, by equation (51),

\[
s = 1 \text{ and } R^3 \omega^2 = 2A \left( \frac{F_{12} - F_{23}}{G_{12} - G_{23}} \right) = \frac{16A}{7} \sqrt{\frac{13 + 16\sqrt{2}}{7}}.
\]

(85)

Finally,

\[
\sin(2\theta_1) = A^{-1}( -m_2 \sin(2a) - m_3 \sin(a)),
\]

\[
\sin(2\theta_2) = A^{-1}(m_1 \sin(2a) + m_3 \sin(a)),
\]

\[
\sin(2\theta_3) = A^{-1} \sin(a)(m_1 - m_2).
\]

(86)

As seen in the last equation, the configuration \(\theta_k\) depends on the mass ratio.

Two comments for the above solution.

1. Since both \(\sin a\) and \(\cos a\) are positive, \(\sin(2a)\) is positive. Therefore

\[
(G_{12} - G_{23})(G_{31} - G_{12}) = -m_1m_2m_3^2(\nu_1 \sin(2a) + \sin a)(\nu_2 \sin(2a) + \sin a) \neq 0.
\]

Namely, the use of the equation (64) is valid.
2. The shape of this rigid rotator does not depend of the masses. We verify this fact by substituting (79–80) and (85), into equation (48) and checking that each line is zero. Therefore, this rotator does not depend on the masses. The same happens for the equilateral rigid rotator.

For “larger” isosceles solution, let $a = \theta_2 - \theta_1$, and $x = \theta_3 - \theta_1 = a/2 + \pi$ in the region III namely $\alpha = -1$, $\beta = 1$. Then equation (64) reduces to

$$f = -(\nu_1 - \nu_2)/(2 \cos(a) + 1)^2 \sin(a) = 0.$$  \hspace{1cm} (87)

Therefore, if $\nu_1 = \nu_2$ then any $a = \theta_2 - \theta_1$ has an isosceles solution. And if $a = 2\pi/3$, the isosceles (actually equilateral) solution exists for any $\nu_1, \nu_2$. The existence of this rotator was already shown in section 5.3.

8 Number of equilibria on rotating meridian for given masses and given $\theta_2 - \theta_1$ for the cotangent potential

As we have shown in the previous sections, for the cotangent potential (2), the number of relative equilibria depends on the mass ratio and the angle $\theta_2 - \theta_1$. So a natural question arises. What is the minimum and maximum number of relative equilibria?

The key equation to give the answer is the equation (64). To avoid the exceptional cases in (52–54), we just consider the case

$$\nu_k \sin(2a) > 1 \text{ for } k = 1, 2.$$  \hspace{1cm} (88)

Then the factor $\left( \nu_1 \sin(2a) - \sin(2(x - a)) \right) \left( \sin(2x) + \nu_2 \sin(2a) \right)$ in $(G_{12} - G_{23})(G_{31} - G_{12})$ cannot be zero.

Although $f$ in (64) has denominator $\sin(x)\sin(x - a) = 0$, these zeros are on the boundaries of the regions I, II, III and IV. A direct calculation shows that $g$ at the boundary is proportional to $\cos(a) \sin^{5}(a)$. So, $g$ is not zero at the boundary if $\sin(2a) \neq 0$. Therefore, the zeros of $f$ are zeros of $g$ if the condition (88) is satisfied.

Even though $g$ has step functions $\alpha$ and $\beta$, they always appear in the form $\alpha \sin^2(x)$ and $\beta \sin^2(x - a)$, therefore $g$ is continuous on the boundary of the regions I, II, III and IV.

For the case studied in subsection 7.1 the minimum number of relative equilibria is two. However $a = \theta_2 - \theta_1 = \pi/2$ is a very special value, because $\sin(2a) = 0$ for $a = \pi/2$. 24
Figure 3: The function $g$ for $\theta_2 - \theta_1 = \pi/4$ (left), and for $\theta_2 - \theta_1 = \pi/6$ (right) with $\nu_1 = 3$, $\nu_2 = 2$. The grey vertical lines represent the boundary of the region I, II, III, IV.

To see that there are at least one zero of $g$ in the region I under the condition (88), note that

$$g(0) = -2\beta(\mu_1 + 1)\cos(a)\sin(a)^5, \quad g(a) = -2\alpha(\mu_2 + 1)\cos(a)\sin(a)^5$$

and $\alpha\beta = -1$ for the region I. Therefore, $g(0)g(a) < 0$, namely, there are at least one zero of $g$ in the region I. The same is true for the region III, and since $g(\pi) = g(0)$ and $g(\pi + a) = g(a)$, we obtain that at least two relative equilibria exist if (88) is satisfied.

The Figure 3 shows an example with two relative equilibria, $a = \pi/4$ and $\nu_1 = 3$, $\nu_2 = 2$ that satisfies the condition (88).

In order to find the maximum number of relative equilibria, we saw in section 7.1 an example with four relative equilibria. However, there is an example with $a = \pi/6$ and $\nu_1 = 3$, $\nu_2 = 2$, which has six relative equilibria. This will be shown in the following subsection.

8.1 Rigid rotator with $\theta_2 - \theta_1 = \pi/6$, $\nu_1 = 3$, $\nu_2 = 2$

Here we show that it is possible to have six rigid rotators for $\theta_2 - \theta_1 = \pi/6$, $\nu_1 = 3$, $\nu_2 = 2$. Since these parameters satisfy the condition (88), it is enough to count zeros of the function $g(x)$.

In Figure 3 we plot the graphic of $g(x)$. We can see that there are six zeros. One zero in the region I and III, and two zeros for each region II and IV.

The existence of at least six zeros is shown in the following.

We have already shown the existence of at least one zero in the region I and III.
For the region II, since $g(\pi/6) = -3\sqrt{3}/32 < 0$, $g(\pi/2) = 5\sqrt{3}/16 > 0$, $g(\pi) = -\sqrt{3}/8 < 0$, there are at least two zeros.

For the region IV, since $g(7\pi/6) = 3\sqrt{3}/32 > 0$, $g(7\pi/4) = -5(5 + \sqrt{3})/32 < 0$, $g(2\pi) = \sqrt{3}/8 > 0$, there are at least two zeros.

With all the above we have proved that there are at least six rigid rotators if the condition (88) is satisfied.

The six rigid rotators (shapes) and the corresponding six relative equilibria (configurations) are shown in Figure 4 and Figure 5 respectively.

We can observe in Figure 4 that the position of the mass 3 is almost symmetrically distributed for the line connecting the middle point of $m_1$ and $m_2$ and the centre of $S^2$. The symmetry is perfect if $m_1 = m_2$.

Based on numerical experiments we state the following conjecture.

**Conjecture 1.** For the curved three body problem on $S^2$ (with cotangent potential) the maximum number of collinear relative equilibria on a rotating meridian is 6.

9 Conclusions and final remarks

We successfully derive the conditions for general rigid rotators, using this technique we obtain some specific rigid rotators and from here we find the corresponding relative equilibria on $S^2$.

When we have three bodies on the equator moving under the cotangent potential, the condition is given by equation (30). As shown clearly in Figure 1 the ratios of $\mu_k = \sqrt{m_i m_j}$ uniquely determine $\phi_i - \phi_j$. Since a rigid
Figure 5: Six relative equilibria (configurations) with $\nu_1 = 3, \nu_2 = 2, \theta_2 - \theta_1 = \pi/6$. The first line in each picture represents $\{\nu_1, \nu_2, \theta_2 - \theta_1\}$. The second, third, fourth line represents $(\theta_3 - \theta_1)/\pi$, $\{R^3 \omega^2, s\}$, and $\{\theta_1/\pi, \theta_2/\pi, \theta_3/\pi\}$. The fifth line shows the numerical difference between the lefthand and righthand side of the original equations of motion (36) and (37).
rotator on the Equator can rotate with any angular velocity $\omega$ including $\omega = 0$, they are also fixed points. The choice of the $z$–axis is obvious. Therefore, the rigid rotator (shape) is directly connected to the relative equilibrium (configuration). This fact is closely related with the role of the central configurations to find the relative equilibria in the Newtonian $n$–body problem.

In this paper, we did not mention rigid rotators on geodesics that are neither equatorial nor meridian. For the bodies on such geodesics, the centrifugal force for each particle is on the plane of the meridian which passes through the body. Therefore, the force cannot contribute to get the balance of the gravitational forces between bodies, so gravitational forces must balance by themselves, and the angular velocity must be zero. Therefore, the configuration must be a fixed point, which is the same as for the fixed point on the Equator.

For the bodies on a rotating meridian, the conditions for a rigid rotator are given by equations (48) or one of (51–54) for generic potential, or (64) with exceptional cases in the appendix B for the cotangent potential.

The equilateral rigid rotators on a rotating meridian for arbitrary mass ratio in a generic potential exists, which is clearly shown by equation (48). The $z$–axis is the rotation axis, and the configuration $\theta_k$ is given by equation (58). From here, we get that the relative equilibria (configuration of $\theta_k$) depend on the mass ratio. On the other hand, the shape (rigid rotator) is just one, equilateral triangle on the meridian.

The equation (64), especially $g = 0$ for cotangent potential has exactly the same limit for $R \to \infty$ as the equation for the Eulerian relative equilibria on the Euclidean plane, as it should be. The equation (64) is useful to find rigid rotators on meridians for given mass ratio and given $\theta_2 - \theta_1$. In the paper we have found many rigid rotators, in particular we have showed that isosceles rigid rotators exist. For $m_1 = m_2$ with any difference $\theta_2 - \theta_1$, we found two isosceles rigid rotators where the mass $m_3$ is at the middle point of the minor or major arc connecting $m_1$ and $m_2$.

For $m_1 \neq m_2$, in addition to the equilateral triangle already mentioned, there is one isosceles triangle with $\cos(\theta_2 - \theta_1) = (\sqrt{2} - 1)/2$, where the mass $m_3$ is located at the middle point of the minor arc connecting $m_1$ and $m_2$, that is $\theta_2 - \theta_3 = \theta_3 - \theta_1 = (\theta_2 - \theta_1)/2$. This rigid rotator (the shape) is also masses independent.

For the cotangent potential (2) we found an example where the minimum number of rigid rotators on rotating meridian is two and the maximum number is six. We expect that this should be true in general for cotangent potential. However, it is still an open question. It needs further investiga-
Finally, we must emphasize the importance of the condition \( c_x = c_y = 0 \) in (23). Comparing with the Newtonian \( n \)-body problem on the Euclidean plane, we have lost two important first integrals corresponding to the centre of mass. Fixing the centre of mass at the origin we get clear representations for relative equilibria. For a given shape, given mutual distances \( r_{ij} \), the position of the centre of mass is clear. For \( RE \) on \( S^2 \), we lost the above two integrals, but we get two first integrals \( c_x \) and \( c_y \) instead. As we have shown, these two integrals determine the rotation axis \( z \). Indeed, for the limit \( R \to \infty \) with \( r_k = R \theta_k \) finite, \( c_x = c_y = 0 \) takes the form

\[
\sum_k m_k r_k \cos \phi_k + O(1/R^2) = \sum_k m_k r_k \sin \phi_k + O(1/R^2) = 0.
\]

(90)

Which is just the centre of mass condition for the polar coordinate of the Euclidean plane. Thus, \( c_x = c_y = 0 \) is the extension of the center of mass condition on the plane to rotation axis condition on \( S^2 \).

From the condition \( c_x = c_y = 0 \), we find the translation formula between the shape variables \( \theta_i - \theta_j \) and the configuration variables \( \theta_k \), given by the equations (44–45). They are the key equations for the condition of the rigid rotator on a meridian. Since the conditions \( c_x = c_y = 0 \) are just based on the \( SO(3) \) invariance and the definition of the relative equilibria, the formula (44–45) and the method to find the rigid rotator and relative equilibria can be applicable to a wide class of potentials, including attractive forces, repulsive forces, and for charged particles.

A Direct derivation of the equation (31) from (30)

Let \( a = \phi_1 - \phi_2 \) and \( b = \phi_2 - \phi_3 \). Then, \( \sin(\phi_3 - \phi_1) = -\sin(a + b) \). By the equation (30),

\[
-\rho \mu_2 = \sin(a + b) = \sin(a) \cos(b) + \cos(a) \sin(b) = \rho \mu_3 \cos(b) + \rho \mu_1 \cos(a).
\]

Therefore,

\[
\mu_3 \cos^2(b) = \mu_2^2 + 2\mu_1 \mu_2 \cos(a) + \mu_1^2 \cos^2(a).
\]

\[
\Leftrightarrow \mu_3^2(1 - \rho^2 \mu_1^2) = \mu_2^2 + 2\mu_1 \mu_2 \cos(a) + \mu_1^2(1 - \rho^2 \mu_3^2).
\]

\[
\Leftrightarrow \mu_3^2 = \mu_2^2 + 2\mu_1 \mu_2 \cos(a) + \mu_1^2.
\]
Finally, we obtain
\[
\cos(\phi_1 - \phi_2) = \frac{\mu_3^2 - (\mu_1^2 + \mu_2^2)}{2\mu_1\mu_2}.
\]

Similarly, we obtain the equations in (30).

**B Exceptional cases for rigid rotator on a rotating meridian**

**The case 2.** \(G_{12} = G_{23}\) and \(F_{12} = F_{23}\)

In this subsection, the exceptional case 2, \(G_{12} = G_{23}\) and \(F_{12} = F_{23}\) surely occur for special angles \(\theta_1 - \theta_2\) and \(\theta_2 - \theta_3\) for given \(\nu_1 = m_1/m_3\).

The condition \(G_{12} = G_{23}\) and \(F_{12} = F_{23}\) are
\[
\frac{m_1 m_2 \sin(2(\theta_1 - \theta_2))}{|\sin(\theta_1 - \theta_2)|^3} = \frac{m_2 m_3 \sin(\theta_1 - \theta_2)}{|\sin(\theta_2 - \theta_3)|^3},
\]
\[
\nu_1 \sin \theta_{12} \cos \theta_{12} = \sin \theta_{23} \cos \theta_{23},
\]
\[
\nu_1^{-1/2} \sin \theta_{12} = \sin \theta_{23}.
\]

Divide the first line by the second line to get
\[
\nu_1^{3/2} \cos \theta_{12} = \cos \theta_{23}.
\]

The solutions are
\[
\sin \theta_{12} = \sqrt{\frac{\nu_1 (1 + \nu_1 + \nu_1^2)}{(1 + \nu_1)(1 + \nu_1^2)}} \cos \theta_{12} = \pm \frac{1}{\sqrt{(1 + \nu_1)(1 + \nu_1^2)}},
\]
\[
\sin \theta_{23} = \sqrt{\frac{1 + \nu_1 + \nu_1^2}{(1 + \nu_1)(1 + \nu_1^2)}} \cos \theta_{23} = \pm \sqrt{\frac{\nu_1^3}{(1 + \nu_1)(1 + \nu_1^2)}}.
\]

Note that the absolute value of the right hand side of each equation is always smaller than 1 for any mass ratio \(\nu_1 = m_1/m_3\). Therefore, the solutions exist for any \(\nu_1\).
The case 3. \( G_{12} = G_{31} \) and \( F_{12} = F_{31} \)

Replace \( \theta_{23} \rightarrow \theta_{31} = \theta_3 - \theta_1 \) and \( \nu_1 \rightarrow \nu_2 = m_2/m_3 \) in the equations (94) and (95) to get the relations between \( \nu_2 = m_2/m_3 \) and \( \theta_{12}, \theta_{31} \). Namely,

\[
\sin \theta_{12} = \sqrt{\frac{\nu_2(1 + \nu_2 + \nu_2^2)}{(1 + \nu_2)(1 + \nu_2^2)}}, \quad \cos \theta_{12} = \pm \frac{1}{\sqrt{(1 + \nu_2)(1 + \nu_2^2)}}, \tag{96}
\]

\[
\sin \theta_{31} = \sqrt{\frac{1 + \nu_2 + \nu_2^2}{(1 + \nu_2)(1 + \nu_2^2)}}, \quad \cos \theta_{31} = \pm \frac{\nu_2^3}{\sqrt{(1 + \nu_2)(1 + \nu_2^2)}}. \tag{97}
\]

The case 4. \( G_{12} = G_{23} = G_{31} \) and \( F_{12} = F_{23} = F_{31} \)

In this subsection, it is shown that the case 4, \( G_{12} = G_{23} = G_{31} \) and \( F_{12} = F_{23} = F_{31} \) is satisfied only when \( m_1 = m_2 = m_3 \) and \( \theta_1 - \theta_2 = \theta_2 - \theta_3 = \theta_3 - \theta_1 = 2\pi/3 \).

The condition of \( F_{12} = F_{23} = F_{31} \) is already solved in the section 4. The solution is

\[
\cos(\theta_i - \theta_j) = \frac{\mu_k^2 - (\mu_i^2 + \mu_j^2)}{2\mu_i \mu_j}, \tag{98}
\]

\[
\sin(\theta_i - \theta_j) = \rho \mu_k.
\]

The definition of \( \mu_k \) is the same as in the section 4 and \( \rho \) is given by (33).

Substituting this solution into the condition for \( G_{ij} \), we obtain

\[
a_k = \mu_k^4 \left( \mu_k^2 - (\mu_i^2 + \mu_j^2) \right) \text{ are common.} \tag{99}
\]

Then,

\[
0 = a_1 - a_2 = (\mu_1^2 - \mu_2^2) \left( \mu_1^4 + \mu_2^4 - \mu_3^2(\mu_1^2 + \mu_2^2) \right),
\]

\[
0 = a_2 - a_3 = (\mu_2^2 - \mu_3^2) \left( \mu_2^4 + \mu_3^4 - \mu_1^2(\mu_2^2 + \mu_3^2) \right). \tag{100}
\]

From the first equation, we obtain \( \mu_1 = \mu_2 \) or \( \mu_1^4 + \mu_2^4 - \mu_3^2(\mu_1^2 + \mu_2^2) = 0 \).

If \( \mu_1 = \mu_2 \), putting this into the second equation yields \( \mu_1 = \mu_2 = \mu_3 \).

Similarly, if \( \mu_2 = \mu_3 \), the second equation is satisfied, and the first equation yields \( \mu_1 = \mu_2 = \mu_3 \).

So, the remaining possibility to be considered are the case

\[
\mu_1^4 + \mu_2^4 - \mu_3^2(\mu_1^2 + \mu_2^2) = 0, \tag{101}
\]

\[
\mu_2^4 + \mu_3^4 - \mu_1^2(\mu_2^2 + \mu_3^2) = 0.
\]
Subtracting the second equation from the first, we obtain \((\mu_1^2 - \mu_3^2)(\mu_1^2 + \mu_2^2 + \mu_3^2) = 0\). Therefore, \(\mu_1 = \mu_3\). Substituting \(\mu_1 = \mu_3\) into the first equation, we again obtain \(\mu_1 = \mu_2 = \mu_3\).

Then, by the equation (98), \(\cos(\theta_i - \theta_j) = -1/2\). Namely, \(\theta_1 - \theta_2 = \theta_2 - \theta_3 = \theta_3 - \theta_1 = 2\pi/3\).
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