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Abstract—Although deep neural networks (DNN) have achieved state-of-the-art performance in various fields, some unexpected errors are often found in the neural network, which is very dangerous for some tasks requiring high reliability and high security. The non-transparency and unexplainability of Convolutional Neural Networks (CNN) still limit its application in many fields, such as medical care and finance. Despite current studies that have been committed to visualizing the decision process of DNN, most of these methods focus on the low level and do not take into account the prior knowledge of medicine. In this work, we propose an interpretable framework based on key medical concepts, enabling CNN to explain from the perspective of doctors’ cognition. We propose an interpretable automatic recognition framework for the ultrasonic standard plane, which uses a concept-based graph convolutional neural network to construct the relationships between key medical concepts, to obtain an interpretation consistent with a doctor’s cognition. Extensive experiments have empirically shown that our model can meaningfully explain the decision of the classifier and provide quantitative support.
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I. INTRODUCTION

Prenatal ultrasound has become the most commonly used method to detect the anatomical structure of the fetus due to its non-invasive and reproducibility. It also contributes to improving the quality of the population. Reasonable application of Fetal Standard Plane in early obstetric ultrasound examination can play a positive role in the screening and diagnosis of fetal and appendage structural abnormalities. It can detect malformations in the fetal heart, central nervous system, bladder, anterior abdominal wall, limb, and other important tissues and organs early, reduce the birth rate of fetal malformation, and has positive significance for pregnant women, their families, and society. However, in clinical practice, the quality of prenatal ultrasound examination is largely affected by the acquisition techniques and experience of sonographers, which is time-consuming and easy to obtain sections with poor image quality. Therefore, it is particularly important to find a feasible ultrasonic standard plane recognition algorithm.

Prenatal ultrasonography is the most widely used imaging examination for prenatal diagnosis. Detecting a fetal malformation through ultrasonography is a challenging task that requires professional knowledge and extensive experience. Various computer-aided diagnosis methods have been proposed to reduce the burden of ultrasonologist. Since medical decisions may have life-or-death consequences, medical diagnosis applications require not only high performance but also a strong rationale for judgment[1]. The stakeholders of the medical diagnostic system include doctors, regulatory authorities, and governments. However, to be widely applied to clinical practice, a medical diagnostic system must be trusted by clinicians. In recent years, the explainability technique for Convolutional Neural Networks (CNN) has emerged as an important research topic with substantial progress. Most explainable approaches attempt to explain CNN with saliency [2-7], perturbation-based[8-10], and logical-based[11, 12] methods. However, there are some problems with these explainable methods when applied to clinical practice: (1) They only provide pixel-level explanations of which parts are important to the decision, and do not take into account the interactions between tissues and organs; (2) Sometimes the explanation provided does not necessarily have a causal relationship with the predicted result, and there is a spurious correlation. As Fig. 1. shows, the classifiers judged an input to be a Fetal Femur Standard Plane (FL) based on the discovery of hypoechoic areas rather than the detection of the femur and epiphysis. (3) They don’t combine medical knowledge with a doctor’s experience.

The rapid development of machine learning, especially deep learning, has revolutionized the way of medical image analysis. Medical artificial intelligence (AI) often needs to solve problems such as image recognition and disease diagnosis, and these problems usually require doctors to accumulate experience and knowledge over a long period. Existing medical AI technologies have achieved good results in disease diagnosis, lesion detection, and segmentation. However, the lack of explainability of deep neural networks restricts its application to practical applications. Compared with other imaging examination methods, such as CT and MRI, ultrasound examination is highly dependent on the experience of ultrasound physicians, which leads to difficulties in the development of AI in the field of ultrasound. Considering that the user of the medical AI is a clinician, our algorithm is interpreted in terms that the clinician can be approved.

Combined with the clinical experience of radiologists, we proposed an interpretable framework based on key medical concepts, enabling CNN to explain from the perspective of doctors’ cognition. We use the multi-resolution segmentation method to extract visual concepts, then a prototype network was used to cluster them. Based on prior knowledge provided by clinicians, we further search for the most meaningful concepts for image recognition and use graph convolutional neural networks to model the interaction between these concepts, to simulate the decision-making process of doctors.

In summary, the specific contributions of our work are:
• We combine medical prior knowledge with DNN, which improves the robustness and generalization ability of the model and increases the credibility.
• To improve the accuracy of concept classification, the
morphological and edge information of medical concepts are obtained by differential geometry.

- We use visual concepts that doctors care about and their relative relationships to construct structural diagrams, encode the spatial positions between them, and provide interpretation from the perspective of doctors’ cognition.

**II. RELATED WORK**

In this section, we will review the existing literature on interpretable methods, prototype networks, and graph convolutional neural networks.

**A. Interpretability in natural images:**

The opacity and unexplainability of deep neural networks are the important reasons that restrict its practical application. For medical diagnosis, doctors care more about the reliability and security of AI models than accuracy. Previous works [2],[8],[13-15] have been researched interpretability from many perspectives, including backpropagation-based saliency methods, causal reasoning-based methods, and attribution-based methods.

Backpropagation-based saliency methods generate an attention heatmap to obtain regions that contribute significantly to CNN’s decision. One of the earliest studies was to visualize the gradients of neural network layers to obtain the saliency maps, then several researchers made some adjustments to improve the quality of attention heatmaps [16-18]. Other works attempt to combine the gradients and activations, namely feature maps, such as Class Activation Maps (CAM), Grad-CAM, and linear approximation. However, CAM needs to retrain the model, which is computationally expensive. On the other hand, perturbation-based methods find important regions for the classifier by finding the smallest changes to alter the decision of a model. However, these methods are based on pixel-level relations to explain, without modeling human cognition. Elliott et al. [13] present a regularization of adversarial perturbations based upon the perceptual ball (APPB). As semantically meaningful adverse perturbations, it forms a bridge between adversarial perturbations and counterfactual explanations.

Several recent studies have attempted to extend the interpretability methods to visual concepts that humans intuitively understand. Specifically, Ge et al. [19] proposed a visual reasoning explanation framework based on structural concepts graphs to answer interpretability questions and potentially provide guidance on improving DNN’s performance. Zhang et al. [20] present an explicit visual reasoning method, which incorporates external knowledge and models high-order relational attention.

Our methods also require extracting visual concepts, but it is more adaptable to medical tasks. By combining medical prior knowledge, the meaning of concepts can be more clearly defined and the explanation obtained was more consistent with clinical experience.

**B. Other Recommendations Interpretability in medical images**

The opacity and unexplainability of deep neural networks are the important reasons that restrict its practical application. For medical diagnosis, doctors care more about the reliability and security of AI models than accuracy. CheXNet[21] localizes pathologies it identifies using CAM, which highlights the areas of the X-ray that are most important for making a particular pathology classification. Based on the assumption that thorax disease usually happens in localized areas and the existence of irregular borders hinders the network performance, a three-branch attention guided convolution neural network (AG-CNN)[22] integrates a global branch to compensate the lost discriminative cues by the local branch. Tang et al [23] attempted to use Guided Grad-CAM and feature occlusion to visualize the feature salience in identifying specific neuropathologies-amyloid plaques and cerebral amyloid angiopathy-in immunohistochemically-stained archival slides.

Although such explanations are medical-friendly, pixel-level regions are neither fit nor meaningful for medical diagnosis. Furthermore, some methods master the ability to automate the human-like diagnostic reasoning process and translate gigapixels directly to a series of interpretable predictions, providing second opinions and encouraging
consensus in clinics[24]. Jaume et al. [14] adopted a biological entity-base graph and yielded intuitive pathological interpretability. They also proposed a set of novel quantitative metrics based on statistics of class separability using pathologically measurable concepts to characterize graph explainers, which relays the exhaustive assessment by expert pathologists. Several studies attempt to learn representative features of the disease and make decisions based on these features. Interpretable CNN models are designed to operate in a human-understandable manner [25]. Kim et al. [1] present XProtoNet, which learns representative patterns of each disease from X-ray images and makes a diagnosis on a given X-ray image based on patterns. These works targeted classification tasks in X-ray and pathological images, and there was no attempt to make an interpretable automated diagnosis framework for fetal ultrasound standard plane identification. To this end, we propose an interpretable classification model for the fetal ultrasound standard plane that learns the important structure and location relationship between medical concepts.

C. Graph Neural Networks

Graph convolutional neural network (GCN) [26-28] can process non-Euclidean structured data and model complex information in the graphs, such as heterogeneous connections and high-order connections. In recent years, graph neural networks are often used to learn high-order relationships. For example, Zhao et al.[29] proposed an effective graph-based relation discovery approach to build a contextual understanding of high-order relationships. On the other hand, thanks to its powerful information processing capabilities, GNNs have been widely applied in many visual and linguistic tasks, such as VQA [30-31], image captioning [32-34], and scene understanding tasks[35]. In this study, we use GCN to capture high-order semantic relationships between key medical concepts and provide more credible explanations for clinical.

III. METHOD

In this section, we introduce an interpretable fetal ultrasound standard plane automatic recognition framework based on graph convolutional networks in Fig. 2. The first key idea of our approach is to extract visual concepts approved by clinical in section 3.1, combining with medical prior knowledge. Then, we classify the concepts extracted in 3.1 using prototype networks combined with differential geometry information. Next, we transform the key medical concepts into graph-structured data and introduce a GNN to map the concepts graph to the corresponding class labels in section 3.2. Finally, we explain the decision mechanism of the network and visualize the reasoning process in section 3.3.

A. Equations Medical concepts extractor

Although some interpretation methods based on visual concepts, such as ACE[36] and TACV [37], are very effective in extracting natural images, their performance in medical images is poor. The key step in converting an ultrasound image to graph-structured data is to extract medical concepts from the ultrasound image that are important for differentiation and diagnosis. This ensures that the inputs to our method are medically interpretable and can be directly linked and reasoned with by the sonographer. Inspired by VRX[19] and XProtoNet [1], we use visual concepts to represent an input image given class-specific knowledge of the pretrained combined medical prior knowledge with visual concept extraction to find the representative features.

First, multi-resolution segmentation methods were applied to extract the superpixels containing the medical concepts. While ACE [36] is reasonably effective in extracting visual concepts in natural images, its performance is poor on ultrasound images. Due to the small foreground area of medical images, most superpixels obtained by multi-resolution methods are backgrounds and irrelevant tissues, which increase the difficulty of concept extraction. As shown in Fig. 4. (bottom), for the Fetal Abdominal Standard Plane (AC), the ACE concepts mostly fall on the areas unrelated to diagnoses, such as tissues and hypoechoic regions. To alleviate this issue, given an image $I$, we use Grad-CAM[3] to generate attention heatmaps and constrain the target area in the foreground, thereby helping us exclude irrelevant areas to diagnosis.
B. Medical concepts classification based on Prototype Network

The human anatomical structure is consistent among people, and the position and morphological characteristics are similar. Unlike natural images, concepts extracted from medical images have practical significance. Then, two professional sonographers provided prior knowledge of medical concepts, including texture, position, shape, brightness, etc. They also gave us some typical medical concepts examples.

According to the physician's advice, the visual concept of the Fetal Abdominal Standard Plane can be divided into six classes: low-anechoic liquid, nondiscriminatory soft tissue, gastric vesicles, blood vessels, spine, and a strong echo at the amniotic fluid interface of the abdominal wall (SEA). And the visual concepts from the Fetal Thalamus Standard Plane (HC) also can be divided into six classes: low-anechoic liquid, nondiscriminatory soft tissue, skull, thalamus, third ventricle, and septum pell. Again, the visual concepts from the Fetal Femur Standard Plane can be divided into femurucid, metaphysis, nondiscriminatory soft tissue, and low-anechoic liquid. Therefore, we can find representative medical concepts from concepts generated in 3.1.

Inspired by a few-shot learning problem, we use a prototypical network to learn a metric space in which classification can be performed by computing distances to prototype representations of each class. This model can learn a high-dimensional metric space and calculate the distance from the image to the prototype of each class to perform classification.

On the other hand, considering the low resolution of ultrasound images and the influence of inherent speckle noise, we use differential geometry to further extract the geometric features of concepts. Specifically, we use Jacobian determinant (JD) and curl vectors (CV) as conditional inputs of prototype networks. They play important roles in determining a diffeomorphism, which is an active research topic in differential geometry.

First, we will review the mesh deformation method for generating JD and CV from a given image. We suppose \( \Omega \subset \mathbb{R}^2 (0 \leq t \leq 1) \) is a moving domain, \( \nu(x,t) \) is the velocity field on \( \partial \Omega \). In slippery-wall boundary conditions, for any part of \( \partial \Omega \), we can get \( \nu(x,t) \cdot n = 0 \) where \( n \) is the outward normal vector of \( \partial \Omega \). Given a scalar function \( f(x,t) > 0 \in C^1(x,t) \) on the domain \( \Omega \times [0,1] \), then

\[
\int_{\Omega} \frac{1}{f(x,t)} dx = |\Omega_0|
\]

A diffeomorphism \( \phi(\xi,t) : \Omega_0 \rightarrow \Omega \), with \( \forall t \geq 0 \)

\[
J(\phi(\xi,t)) = det \nabla \phi(\xi,t) = f(\phi(\xi,t),t)
\]

can be created by solving the following differential equations:

\[
\begin{align*}
\frac{d}{dt} & \phi(\xi,t) = \nu(\phi(\xi,t),t) \\
J(\phi(\xi,t)) & = f(\phi(\xi,t),t)
\end{align*}
\]
\[
\begin{align*}
\text{div } u(x,t) &= -\frac{\partial}{\partial t} \left( \frac{1}{f(x,t)} \right) \\
\text{curl } u(x,t) &= 0 \\
u(x,t) &= \frac{v(x,t)}{u(x,t)}, \text{ on } \partial \Omega,
\end{align*}
\]
(4)

\[
\frac{\partial \phi(\xi,t)}{\partial t} = f(\phi(\xi,t),t)u(\phi(\xi,t),t)
\]
(5)

The deformation method can generate a grid map. Then we can calculate JD and CV based on diffeomorphism. JD represents the size of the grid cell and CV represents the grid cell rotations of grid generation, thus the deformation method can be applied successfully in medical image analysis[40]. The middle and bottom rows of Fig. 4. show the JD and CV of medical concepts from the Fetal Abdominal Standard Plane, and their geometric features further express the difference between concepts. As shown in Fig. 4., we can see that the CV of tissues and liquids are markedly different from other concepts, which further demonstrates the effectiveness of introducing geometric information.

C. Concept graph construction

We define a medical concept graph \( G := (V,E) \) as a set of nodes \( V \) and edges \( E \), \( \forall v_i \in V \) denotes a relevant medical concept. The node attributes are the high-order feature encoded by a trained CNN classifier \( F(\bullet) \). The properties of directed edges \( e_{ij} = (v_i,v_j) \) in the graph have two meanings: 1) The relative relationships of each concept in space, which is initialized by the relative position of two concepts in the image. 2) The correlation between two concepts which were given by medical prior knowledge. This is essential to the reasoning process of medical concepts.

Based on the above physician-approved medical concepts, we use a trained CNN classifier \( F(\bullet) \) to extract the high-order features of medically separable visual concepts and took them as attributes of graph nodes.

Given an input image \( I \), \( X \in \mathbb{R}^{C \times H \times W} \) is the feature maps encoded by a trained CNN classifier \( F(\bullet) \).

D. Concept graph Learning

Given \( G \), graph-structured data of ultrasound images, we aim to infer the corresponding class of standard section. We use GraphConv[41] as the backbone of our network. A layer from GCN has two steps: message aggregation and update. Formally, we define a layer as:

\[
x_{k+1} = W_4 e^\mu_k + \sum_{i \in \mathcal{N}(i)} W_3 C(\alpha^\mu_i W_2 x_i^k, e^\mu_k)
\]
(6)

\[
e^\mu_{k+1} = W_4 e^\mu_k
\]
(7)

where \( x_i^k \) denotes the features of a node \( v_i \) in layer \( k \), \( W_i \) and denotes the shared transformation parameters for the target node \( v_i \) and its neighbor node \( v_j \) respectively. \( W_3 \) and \( W_4 \) denote a linear transformation for edge features, \( \mathcal{N}(i) \) denotes the neighboring nodes of \( v_i \). \( C(\bullet) \) denotes concatenation. \( \alpha^\mu_i \) is a predefined prior coefficient, which measures the interdependence between various concepts.

After \( N \) iterations, we use an MLP was applied to process graph features and generate an n-dimensional probability distribution vector.

E. Graph decision explainer

As shown in Fig. 2, after an image is fed into our GCN, we can obtain the prediction score \( \hat{y} = \Psi(G(x)) \). Where \( \Psi \) is graph embedding networks and with m layers. Inspired by Grad-CAM, for a specific class \( c \), we obtain its corresponding prediction score \( \hat{y}^c \) and calculate the gradients concerning the graph of each layer in GCN as:

\[
\omega_i = \frac{\partial \hat{y}^c}{\partial G^i(x_i)}
\]
(8)

The contribution score of each node (medical concept) or edge to the network’s decision is computed as follows:
\[ s_i = \omega^T G^i (x_i) \] (9)

IV. EXPERIMENTS AND RESULTS

This section describes the analysis of GCN explainability for the classification of fetal standard ultrasound plane. In our experiments, we use VGG19\[42\] and ResNet\[43\] as the target neural networks.

A. Implementation details

The data used in this study were all from the Department of Ultrasound, Shenzhen Hospital, Peking University. We collected retrospectively two-dimensional ultrasound data of the brain and abdomen of 860 healthy fetuses from 1070 examined pregnant women using GE Voluson E8 color Doppler ultrasound diagnostic system. The minimum gestational age of the fetus is 16 weeks and the maximum is 39 weeks. And the Fetal Abdominal Standard Plane and Fetal Thalamus Standard Plane in prenatal ultrasound examination were selected for this study. It is clinically prescribed that a standard horizontal section of the fetus can clearly show the lateral fissure, symmetrical thalamus, choroid plexus, septum pellucida, and third ventricle, while the abdominal plane should show the spine, gastric vesicles, liver, and umbilical vein.

B. Training

We conducted our experiments using PyTorch in 11GB NVIDIA GeForce RTX 2080Ti GPU.

In our experiments, we process superpixels by VGG19\[42\] and ResNet50\[43\] pre-trained on fetal ultrasound datasets to generate high-level visual attributes of concepts. The GCN architecture for concept-based graph classification is presented in section 3.2. And the GCN classifier was trained for 200 epochs using Adam optimizer, $10^{-1}$ learning rate, and dynamic adjustment. The best average accuracy of the GCN classifier achieved 92.0%.

C. Qualitative results

| and        | 1   | 2   | 3   | 4   | sum |
|------------|-----|-----|-----|-----|-----|
| con.       | 0.16| 0.21| -0.12| 0.25| 0.31|
| 2          | -0.02| -0.01| 0.00| 0.17| 0.01|
| 3          | 0.15| 0.02| -0.10| 0.04| 0.01|
| 4          | 0.15| 0.02| -0.10| 0.04| 0.01|

Fig. 5. Quantitative analysis of medical concepts. (a) The important concepts and spatial relationship between them from the fetal abdominal standard plane. (b) The important weights reveal the relationships between concepts, which shows the dependency between medical concepts: concepts 1 and 2 make more contributions than other concepts.

Fig. 6 shows two examples (a correct result and a wrong result) of how our framework help to explain the decision of networks. For the correct prediction, our concept extractor can successfully extract important concepts. As Fig. 6 (a) shows, when the input was correctly predicted as Fetal Abdominal Standard Plane, the network considers the spine and vessel to be important concepts. From a medical perspective, these extracted concepts are of differential significance to the doctor’s diagnosis. On the other hand, from a structural point of view, the edges that connect the nodes also contribute positively to the prediction results, meaning that the discovered concepts have the correct spatial relationships between them. In response to the question of why it’s the Fetal Thalamus Standard Plane, most of the concepts detected are bone and cavity of septum pellucidum, which are the unique structure of the brain. From the point of view of the spatial structure, the position of each node is anatomically reasonable. When the network’s prediction was wrong, the concepts they found were tissues and liquid, which are not important to diagnosis. This indicates that the prediction is closely related to the discrimination of concepts and our framework can discover areas that have an important impact on a doctor’s diagnosis.

Base on the above explanation, MGE can reasonably explain the logic of the decision mechanism in the network from the perspective of high-order relations and discover the reasons for the failure of the decision.

D. Prediction analysis based on extracted concepts

Due to the complexity and diversity of medical images, even professional physicians may make mistakes in diagnosis. Therefore, we believe that medical AI also has a capability upper limit. We cannot make our model have 100% accuracy in practical application, in fact, due to the diversity of data, all models cannot achieve this ideal goal. However, we expect our model to have a reasonable assessment of its own ability to reject difficult samples rather than give a false result.
Our framework not only can provide classification results, but also quantitative scores for concepts and structure. Based on the importance weights of concepts and structure, we can evaluate the results with confidence. Sonographers often do not make decisions based on a single concept when classifying Fetal Ultrasound Standard Plane. Therefore, based on this experience, we can further evaluate the network. When three of the four concept scores of the network are negative, we consider the prediction results of the network to be unreliable. After excluding unreliable results, we reevaluated the classification performance of the network, and the results are shown in Table 1. It can be found that the classification accuracy of the network is significantly improved after screening according to the importance score of the concept.

Table 1. Comparison of model accuracy of ResNet50 before and after screening.

|       | original | selected |
|-------|----------|----------|
| AC    | 0.903    | 0.968    |
| FL    | 0.922    | 0.957    |
| HC    | 0.832    | 0.870    |
| average | 0.886    | 0.923    |

Table 2. Comparison of model accuracy of VGG19 before and after screening.

|       | original | selected |
|-------|----------|----------|
| AC    | 0.906    | 0.968    |
| FL    | 0.944    | 0.956    |
| HC    | 0.909    | 0.924    |
| average | 0.920    | 0.949    |

E. Evaluation from clinical

To evaluate the effectiveness of extracted medical concepts, we conduct user studies with 5 professional sonographers. Participants were required to have at least five years of clinical experience.

We explain the classification results of VGG19 and ResNet50, and compare them with other interpretation methods. We randomly selected 100 images and interpretation results from each class and showed them to doctors. For visualization of ResNet50, participants were shown four sections: original image, interpretation results of Grad-CAM, CAMERAS, and our framework. For visualization of VGG19, participants were shown five sections: original image, interpretation results of Grad-CAM, CAMERAS, Adversarial Perturbations, and our framework. Fig. 7. and Fig. 8. are examples of explainability methods on Fetal Standard Planes. We asked participants to imagine facing the following situations:

We will conduct reliability analysis for classification models (VGG19 and ResNet50) trained on Fetal Standard Planes. We asked you to imagine that you are part of the team that will test this in clinical and wants to understand when the model is
unreliable and perform operations upon failures. All participants were shown results from VGG19 and ResNet50. They agreed that the introduction of interpretable results would enhance the trust of users in the classification model. However, in contrast to many other approaches that highlight important regions, our methods construct the higher-order semantic relationships between concepts and it has obvious advantages in identifying errors. And all five doctors in the study agreed that our method was more clinically useful.

V. CONCLUSION

In this work, we proposed an approach to interpreting the decision mechanism of a neural network from the perspective of human cognition. We present a medical reasoning explanation framework combining medical prior knowledge and differential geometry information which can extract effective medical concepts for diagnosis and model the spatial relationship between them. The experiments in section 4 showed that our framework can visualize the reasoning process of the neural network at the conceptual level that clinicians can understand, which is more likely to be approved by clinicians. Furthermore, with the interpretation from MGE, we demonstrate that it can provide confidence for prediction and error analysis. The proposed explainable method contains terms in the medical field, which is consistent with the knowledge and experience of clinicians. We believe that it can potentially be of great use in computer-aided diagnosis and contribute to the promotion and application of medical AI.
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