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Abstract

This paper gives new concentration inequalities for the spectral norm of matrix martingales in continuous time. Both cases of purely discontinuous and continuous martingales are considered. The analysis is based on a new supermartingale property of the trace exponential, based on tools from stochastic calculus. Matrix martingales in continuous time are probabilistic objects that naturally appear for statistical learning of time-dependent systems. We focus here on the microscopic study of (social) networks, based on self-exciting counting processes, such as the Hawkes process, together with a low-rank prior assumption of the self-exciting component. A consequence of these new concentration inequalities is a push forward of the theoretical analysis of such models.

1 Introduction

Matrix concentration inequalities control the deviation of a random matrix around its mean. Until now, results in literature consider the case of sums of independent random matrices, or matrix martingales in discrete time. A first matrix version of the Chernoff bound is given in [1] and was adapted to yield matrix analogues of standard scalar concentration inequalities in [11, 35, 36, 33]. Later, these results were improved in [44, 45], by the use of a theorem due to Lieb [26], which is a deep result closely related to the joint convexity of quantum entropy in physics. See also [29] for a family of sharper and more general results based on the Stein’s method. These works contain extensions to random matrices of classical concentration inequalities for sums of independent scalar random variables, such as the Bernstein’s inequality for sub-exponential random variables, and Hoeffding inequality for sub-Gaussian random variables. Matrix concentration inequalities have a plethora of applications, in particular in compressed sensing and statistical estimation [23], to develop a simpler analysis of matrix completion [18, 39], for matrix regression [34, 24, 43, 7], for randomized linear algebra [16, 30], and robust PCA [8], which are some examples from a large corpus of works. On the other hand, concentration inequalities for scalar continuous-time martingales are well-known, see for instance [28, 46] and [40] for uniform versions of scalar concentration, and have a large number of applications in high-dimensional statistics [19, 15] among many others.

However, no extension of these results to random matrices, namely continuous-time matrix martingales, is available in literature: the aim of this paper is to provide such results, by combining tools from random matrix theory and from stochastic calculus [28]. The focus of this
paper is on concentration inequalities for continuous-time matrix martingales: we provide a matrix version of Bernstein’s inequality for purely discontinuous matrix martingales (see Theorem 1 in Section 4) and an Hoeffding’s inequality for continuous martingales (see Theorem 2 in Section 5). Matrix martingales in continuous time are probabilistic objects that appear naturally in several problems, in particular in models that describe time-dependent systems, such as models used for the study of social networks at a “microscopic” time scale. The microscopic time scale stands for a recent approach for the study of social-networks: instead of studying a fixed macroscopic graph of connected nodes (users, products) that are linked by edges (click, like, friendship, retweet, etc.), it considers instead the network at a more microscopic scale, by looking at the timestamps of the users actions, in order to recover an implicit connectivity of users. This approach has known a strong development recently: cascade models based on survival analysis are developed in [42, 17, 13], and models based on self-exciting point processes, namely the Hawkes process [20] are given in [12, 4, 49, 48, 27, 14, 4, 21], among others.

The paper is organized as follows. Section 2 introduces the probabilistic background and the main notations used all along the paper. The main purpose of Section 3 is to establish a matrix supermartingale property (Proposition 1) that is essential for obtaining concentration inequalities. Section 4 provides a matrix version of Bernstein’s inequality for purely discontinuous matrix martingales whereas Section 5 provides a matrix version of Hoeffding’s inequality for continuous martingales. Our new concentration results allows for the theoretical study of such models, in particular for the multivariate Hawkes model, since it gives a sharp control of the noise term, which is in this case a purely discontinuous matrix martingale (see Section 4), as it comes from the compensation of a counting process. We give a quick illustration (see Section 6) of a use of our new concentration results to low-rank multivariate Hawkes processes: low-rank modeling is now a standard approach in collaborative filtering problems [25], where a very popular strategy is to use a penalization technique based on a convex relaxation of the rank, given by the trace norm (see [9, 10] and references mentioned above), which is given by the sum of singular values. For the sake of clarity, some technical proofs are gathered in Appendix A.

2 Probabilistic background and Notations

2.1 Probabilistic background

We consider a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and a filtration \(\mathcal{F}_t\) of \(\sigma\)-algebras included in \(\mathcal{F}\). Expectation \(\mathbb{E}\) is always taken with respect to \(\mathbb{P}\). We assume that the stochastic system \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t\geq0}, \mathbb{P})\) satisfies the usual conditions, namely that \(\mathcal{F}_0\) is augmented by the \(\mathbb{P}\)-null sets, and that the filtration is right continuous, namely \(\mathcal{F}_t = \bigcap_{u\leq t} \mathcal{F}_u\) for any \(t \geq 0\). We shall denote \(\mathcal{F}_{t-}\) as the smallest \(\sigma\)-algebra containing all \(\mathcal{F}_s\) for \(s < t\).

A matrix-valued stochastic processes \(\{X_t\}_{t \geq 0}\) is a family of random matrices defined on \((\Omega, \mathcal{F}, \mathbb{P})\). We say that \(\{X_t\}_{t \geq 0}\) is adapted if for each \(t \geq 0\), all the entries of \(X_t\) are \(\mathcal{F}_t\)-measurable. We say that it is càdlàg if the trajectories on \([0, +\infty)\) of each entry have left limits and are right continuous for all \(\omega \in \Omega\). If \(\{X_t\}_{t \geq 0}\) is càdlàg, then we define its jump process \(\{\Delta X_t\}_{t \geq 0}\) where \(\Delta X_t = X_t - X_{t-}\). We say that \(\{X_t\}_{t \geq 0}\) is predictable if all its entries are càdlàg and predictable.

A matrix martingale \(\{M_t\}_{t \geq 0}\) is a matrix-valued stochastic process with entries that are all martingales. Namely, we assume that for all possible indexes \((i, j)\) of entries, \((M_t)_{i,j}\) is adapted, càdlàg, such that \(\mathbb{E}[M_t_{i,j}] < +\infty\) for all \(t \geq 0\), and that
\[
\mathbb{E}[M_t | \mathcal{F}_s] = M_s
\]
for any $0 \leq s \leq t$, where the conditional expectation is applied entrywise on $M_t$. More generally, expectations and conditional expectations are always applied entrywise on the entries.

### 2.2 Notations

We denote by $1$ the column vector with all entries equal to 1 (with size depending on the context).

Let $X$ be a real matrix and $x$ a real vector. The notations $\text{diag}[x]$ stands for the diagonal matrix with diagonal equal to $x$, while if $X$ is a square matrix, $\text{diag}[X]$ stands for the diagonal matrix with diagonal equal to the one of $X$, $\text{tr} X$ stands for the trace of $X$. The operator norm (largest singular value) will be denoted by $\|X\|_{\text{op}}$.

If $Y$ is another real matrix, the notation $X \odot Y$ stands for the entrywise product (Hadamard product) of $X$ and $Y$ with same dimensions, namely $(X \odot Y)_{j,k} = (X)_{j,k}(Y)_{j,k}$. We shall denote by $X \odot^k$ the Hadamard power, where each entry of $X \odot^k$ is the $k$-th power of the corresponding entry of $X$.

We also denote $X_{*,j}$ for the $j$-th column of $X$ while $X_{j,*}$ stands for the $j$-th row. Moreover, in the case $X$ is a square matrix, for $p \geq 1$, we define the norms

$$\|X\|_{p,\infty} = \max_j \|X_{j,*}\|_p \quad \text{and} \quad \|X\|_{\infty,p} = \max_j \|X_{*,j}\|_p,$$

where $\|\cdot\|_p$ is the vector $\ell_p$-norm.

For a self-adjoint (s.a.) matrix $X$, the largest eigenvalue is denoted $\lambda_{\text{max}}(X)$. Moreover, the symbol $\preccurlyeq$ stands for the positive semidefinite (p.s.d.) order on s.a. matrices, namely $X \preccurlyeq Y$ if $Y - X$ is p.s.d.

We shall also denote, when well-defined, $\int_0^t X_s ds$ for the matrix of integrated entries of $X_s$, namely $(\int_0^t X_s ds)_{i,j} = \int_0^t (X_s)_{i,j} ds$, and we denote stochastic integrals matricially, namely $\int_0^t X_s dY_s$ for the matrix with entries given by the stochastic integral

$$(\int_0^t X_s dY_s)_{i,j} = \sum_k \int_0^t (X_s)_{i,k} d(Y_s)_{k,j}.$$

### 3 Tools for the study of matrix martingales in continuous time

In this section we give tools for the study of matrix martingales in continuous time. We proceed by steps. The main result of this section, namely Proposition 1, proves that the trace exponential of a matrix martingale is a supermartingale, when properly corrected by terms involving quadratic covariations.

#### 3.1 A result from linear algebra

We give first a simple lemma that links the largest eigenvalues of random matrices to the trace exponential of their difference.

**Lemma 1.** Let $X$ and $Y$ be two s.a. random matrices such that

$$\text{tr} \mathbb{E}[e^{X-Y}] \leq k$$
for some \( k > 0 \). Then, we have
\[
P[\lambda_{\max}(X) \geq \lambda_{\max}(Y) + x] \leq ke^{-x}
\]
for any \( x > 0 \).

Proof. Using the fact that \( A \preceq B \Rightarrow \text{tr} \exp(A) \leq \text{tr} \exp(B) \), for any \( A, B \) s.a.,
\begin{equation}
A \preceq B \Rightarrow \text{tr} \exp(A) \leq \text{tr} \exp(B), \quad \text{for any } A, B \text{ s.a.,}
\end{equation}
along with the fact that \( Y \preceq \lambda_{\max}(Y)I \), one has
\[
\text{tr} \exp(X - Y)1_E \geq \lambda_{\max}(\exp(X - \lambda_{\max}(Y)I))1_E
\]
where we set \( E = \{\lambda_{\max}(X) \geq \lambda_{\max}(Y) + x\} \). Now, since \( \lambda_{\max}(M) \leq \text{tr} M \) for any s.a. matrix \( M \), we obtain
\[
\text{tr} \exp(X - Y)1_E \geq \exp(\lambda_{\max}(X) - \lambda_{\max}(Y))1_E \\
\geq e^x 1_E,
\]
so that taking the expectation on both sides proves Lemma 1. \( \Box \)

3.2 Various definitions and Itô’s Lemma for functions of matrices

In this section we describe some classical notions from stochastic calculus [28] and apply them to matrix martingales.

Let \( M_t \) be a \( p \times q \) matrix whose entries are real valued square-integrable martingales. We denote by \( \langle M \rangle_t \) its (entrywise) predictable quadratic variation process, so that \( M_t \preceq \langle M \rangle_t \) is a martingale. The predictable quadratic covariation of \( M_t \) is defined with the help of the vectorization operator \( \text{vec} : \mathbb{R}^{pq} \to \mathbb{R}^{pq} \) which stacks vertically the columns of \( X \), namely if \( X \in \mathbb{R}^{p \times q} \) then
\[
\text{vec}(X) = [X_{1,1} \cdots X_{p,1} X_{1,2} \cdots X_{p,2} \cdots X_{1,q} \cdots X_{p,q}]^T.
\]
We define indeed the predictable quadratic covariation \( \langle \text{vec}M \rangle_t \) of \( M_t \) as the \( pq \times pq \) matrix with entries
\begin{equation}
\langle \text{vec}M \rangle_t = \langle \text{vec}M_t \rangle_t, \quad (\text{vec}M_t)_{i,j}
\end{equation}
for \( 1 \leq i, j \leq pq \), namely such that \( \text{vec}(M_t)\text{vec}(M_t)^T - \langle \text{vec}M \rangle_t \) is a martingale.

The matrix \( M_t \) can be decomposed as \( M_t = M_t^c + M_t^d \), where \( M_t^c \) is a continuous martingale and \( M_t^d \) is a purely discontinuous martingale. Its (entrywise) quadratic variation is defined as
\begin{equation}
[M]_t = \langle M^c \rangle_t + \sum_{0 \leq s \leq t} (\Delta M_t)^2,
\end{equation}
and its quadratic covariation by
\[
[\text{vec}M]_t = \langle \text{vec}M^c \rangle_t + \sum_{0 \leq s \leq t} \text{vec} \langle \Delta M_s \rangle \text{vec} \langle \Delta M_s \rangle^T.
\]
We say that \( M \) is purely discontinuous if the process \( \langle \text{vec}M^c \rangle_t \) is identically the zero matrix.
An important tool for our proofs is Itô’s lemma, that allows to compute the differential $dF(M_t)$ where $F : \mathbb{R}^{p \times q} \to \mathbb{R}$ is a twice differentiable real function. We denote by $\frac{dF}{d \text{vec}(X)}$ the $pq$-dimensional vector such that

$$
\left[ \frac{dF}{d \text{vec}(X)} \right]_i = \frac{\partial F}{\partial \text{vec}(X)_i} \quad \text{for} \quad 1 \leq i \leq pq.
$$

The second order derivative is the $pq \times pq$ s.a. (self-adjoint) matrix given by

$$
\left[ \frac{d^2 F}{d \text{vec}(X)d \text{vec}(X)'} \right]_{i,j} = \frac{\partial^2 F}{\partial \text{vec}(X)_i \partial \text{vec}(X)_j} \quad \text{for} \quad 1 \leq i, j \leq pq.
$$

A direct application of the multivariate Itô’s Lemma ([28] Theorem 1, p. 118) writes for matrix martingales as follows.

**Lemma 2** (Itô’s Lemma). Let $\{X_t\}_{t \geq 0}$ be a $p \times q$ matrix martingale and $F : \mathbb{R}^{p \times q} \to \mathbb{R}$ be a twice continuously differentiable function. Then

$$
dF(X_t) = \left( \frac{dF}{d \text{vec}(X)}(X_{t-}) \right)' \text{vec}(dX_t) + \Delta F(X_t) - \left( \frac{dF}{d \text{vec}(X)}(X_{t-}) \right)' \text{vec}(\Delta X_t)
+ \frac{1}{2} \text{tr} \left( \left( \frac{d^2 F}{d \text{vec}(X)d \text{vec}(X)'} \right)' \text{vec}(\Delta X_t) \right).
$$

As an application, let us apply Lemma 2 to the function $F(X_t) = \text{tr} \exp(X_t)$ that acts on the set of s.a. matrices. This result will be of importance for the proof of our results.

**Lemma 3** (Itô’s Lemma for the trace exponential). Let $\{X_t\}$ be a $d \times d$ s.a. matrix martingale. The Itô formula for $F(X_t) = \text{tr} \exp(X_t)$ gives

$$
d(\text{tr} \exp(X_t)) = \Delta(\text{tr} \exp(X_t)) - \text{tr}(\exp(X_t) \Delta X_t) + \sum_{i=1}^d \text{tr}(\exp(X_t) \text{vec}(X_{\bullet,i})),
$$

where $\text{vec}(X_{\bullet,i})$ denotes the $d \times d$ predictable quadratic variation of the continuous part of the $i$-th column $(X_t)_{\bullet,i}$ of $X_t$.

**Proof.** An easy computation gives

$$
\text{tr} \exp(X+H) = \text{tr} \exp(X) + \text{tr}(\exp(X) H) + \text{tr}(\exp(X) H^2) + \text{higher order terms in } H
$$

for any s.a. matrices $X$ and $H$. Note that $\text{tr}(\exp(X) H) = (\text{vec}(H))' \text{vec}(\exp(X))$, and we have from [22] Exercice 25 p. 252 that

$$
\text{tr}(\exp(X) H^2) = \text{tr}(H \exp(X) H) = (\text{vec}(H))' (I \otimes \exp(X)) (\text{vec}(H)),
$$

where the Kronecker product $I \otimes \exp(X)$ stands for the block matrix

$$
I \otimes Y = \begin{bmatrix}
\exp(X) & 0 & \cdots & 0 \\
0 & \exp(X) & \ddots & \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \exp(X)
\end{bmatrix}.
$$

This entails that

$$
\frac{d(\text{tr} \exp(X))}{d \text{vec}(X)} = \text{vec}(\exp(X)) \quad \text{and} \quad \frac{d^2(\text{tr} \exp(X))}{d \text{vec}(X)d \text{vec}(X)'} = I \otimes \exp(X).
$$
Hence, using Lemma 2 with $F(X) = \text{tr} e^X$ we obtain
\[
d(\text{tr} e^{X_t}) = \text{vec}(e^{X_t})^\top \text{vec}(dX_t) + \Delta(\text{tr} e^{X_t}) - \text{vec}(e^{X_t})^\top \text{vec}(\Delta X_t)
+ \frac{1}{2} \text{tr} \left( (I \otimes e^{X_t}) d(\text{vec} X^c)_t \right).
\]
Since $\text{vec}(Y)^\top \text{vec}(Z) = \text{tr}(YZ)$, one gets
\[
d(\text{tr} e^{X_t}) = \text{tr}(e^{X_t} dX_t) + \Delta(\text{tr} e^{X_t}) - \text{tr}(e^{X_t} \Delta X_t) + \frac{1}{2} \text{tr} \left( (I \otimes e^{X_t}) d(\text{vec} X^c)_t \right).
\]
To conclude the proof of Equation (4), it remains to prove that
\[
\text{tr} \left( (I \otimes e^{X_t}) d(\text{vec} X^c)_t \right) = \sum_{i=1}^d \text{tr}(e^{X_t} d(\text{vec} X^c)_{i,t}).
\]
First, let us write
\[
d(\text{vec} X^c)_t = \sum_{i,j \leq d} E^{i,j} \otimes d(\text{vec} X^c_{i,j}, X^c_{i,j})_t,
\]
where $E^{i,j}$ is the $d \times d$ matrix with all entries equal to zero except for the $(i,j)$-entry, which is equal to one. Since
\[
(A \otimes B)(C \otimes D) = (AC) \otimes (BD) \quad \text{and} \quad \text{tr}(A \otimes B) = \text{tr}(A) \text{tr}(B)
\]
for any matrices $A, B, C, D$ with matching dimensions (see for instance [22]), we have
\[
\text{tr} \left( (I \otimes e^{X_t}) d(\text{vec} X^c)_t \right) = \sum_{i,j \leq d} \text{tr}(E^{i,j}) \text{tr}(e^{X_t} d(\text{vec} X^c_{i,j}, X^c_{i,j})_t) = \sum_{i=1}^d \text{tr}(e^{X_t} d(\text{vec} X^c_{i,j}, X^c_{i,j})_t)
\]
since $\text{tr} E^{i,j} = 0$ for $i \neq j$ and 1 otherwise. This concludes the proof of Lemma 4.

3.3 A matrix supermartingale property

The next proposition is a key property that is used below for the proofs of concentration inequalities both for purely discontinuous matrix martingales and for continuous matrix martingales.

**Proposition 1.** Let $\{Y_t\}_{t \geq 0}$ be a $d \times d$ s.a. matrix martingale such that $Y_0 = 0$ and $\mathbb{E} \exp(Y_t) < +\infty$ for all $t \geq 0$, and assume that
\[
\sum_{0 \leq s \leq t} \mathbb{E}[e^{(\Delta Y_s)_{i,j}} 1_{(\Delta Y_s)_{i,j} > 0}] < +\infty
\]
for all $t \geq 0$ and all $1 \leq i,j \leq d$. Assume that
\[
U_t = \sum_{s \leq t} (e^{\Delta Y_s} - \Delta Y_s - I)
\]
has an entrywise predictable compensator $(U)_t$ which is continuous (i.e. $U_t - \langle U \rangle_t$ is a matrix martingale). Then, the process
\[
L_t = \text{tr} \exp \left( Y_t - \langle U \rangle_t - \frac{1}{2} \sum_{j=1}^d \langle Y^c_{j,j} \rangle_t \right)
\]
is a supermartingale. In particular, we have $\mathbb{E} L_t \leq d$ for any $t \geq 0$. 
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Proposition 1 can be understood as an extension to random matrices of the exponential supermartingale property given implicitly in the proof of Lemma 2.2. in [46], of the supermartingale property for multivariate counting processes from [6], see Theorem 2, p. 165 and in Chapter 4.13 from [28].

Proof of Proposition 1. Define for short

\[ X_t = Y_t - \langle U, t \rangle - \frac{1}{2} \sum_{j=1}^{d} \langle Y_{t, j} \rangle_t. \]

We have that \( \langle U, t \rangle \) and \( \langle Y_{t, j} \rangle_t \) for \( j = 1, \ldots, d \) are continuous and finite variation processes, so

\[ \langle \text{vec} X \rangle = \langle \text{vec} Y \rangle \]

and in particular \( \langle Y_{t, j} \rangle = \langle X_{t, j} \rangle \) for any \( j = 1, \ldots, d \). Using Lemma 3, one has that for all \( t_1 < t_2 \):

\[
L_{t_2} - L_{t_1} = \int_{t_1}^{t_2} \text{tr}(e^{X_t} - dX_t) + \sum_{t_1 \leq t \leq t_2} (\Delta(\text{tr} e^{X_t}) - \text{tr}(e^{X_t} - \Delta X_t)) \\
+ \frac{1}{2} \int_{t_1}^{t_2} \sum_{j=1}^{d} \text{tr}(e^{X_t} - d\langle X_{t, j} \rangle_t) \\
= \int_{t_1}^{t_2} \text{tr}(e^{X_t} - dY_t) - \int_{t_1}^{t_2} \text{tr}(e^{X_t} - d\langle U, t \rangle) \\
+ \sum_{t_1 \leq t \leq t_2} (\text{tr}(e^{X_t} + \Delta Y_t) - \text{tr}(e^{X_t} - \Delta Y_t)),
\]

where we used (8) together with the fact that \( \Delta X_t = \Delta Y_t \), since \( \langle U, t \rangle \) and \( \langle Y_{t, j} \rangle_t \) are continuous.

The Golden-Thompson’s inequality, see [3], states that \( \text{tr} e^{A+B} \leq \text{tr}(e^A e^B) \) for any s.a. matrices \( A \) and \( B \). Using this inequality we get

\[
L_{t_2} - L_{t_1} \leq \int_{t_1}^{t_2} \text{tr}(e^{X_t} - dY_t) - \int_{t_1}^{t_2} \text{tr}(e^{X_t} - d\langle U, t \rangle) + \sum_{t_1 \leq t \leq t_2} \text{tr}(e^{X_t} (e^{\Delta Y_t} - \Delta Y_t - I)) \\
= \int_{t_1}^{t_2} \text{tr}(e^{X_t} - dY_t) + \int_{t_1}^{t_2} \text{tr}(e^{X_t} - d\langle U, t \rangle). \]

Since \( Y_t \) and \( U_t - \langle U, t \rangle \) are matrix martingales and \( e^{X_t} \) is a predictable process, it results that \( \mathbb{E}[L_{t_2} - L_{t_1} | \mathcal{F}_{t_1}] \leq 0 \), which proves that \( L_t \) is a supermartingale. Using this last inequality with \( t_1 = 0 \) and \( t_2 = t \) gives \( \mathbb{E}[L_t] \leq d \). This concludes the proof of Proposition 1. \( \square \)

4 Bernstein’s inequality for purely discontinuous matrix martingales

In this Section as well as in the next one, we shall consider \( Z_t \) to be a \( m \times n \) matrix martingale which can be written in the form (using notations introduced in Section 2.2) :\n
\[ Z_t = \int_0^t A_s (C_s \odot dM_s) B_s, \] (9)
where \{A_t\}, \{C_t\} and \{B_t\} are predictable random matrices, respectively of size \(m \times p\), \(p \times q\) and \(q \times n\) and where \{\(M_t\)\}_{t \geq 0} is a \(p \times q\) matrix martingale. Thus the entries of \(Z_t\) are given by

\[
(Z_t)_{i,j} = \sum_{k=1}^{p} \sum_{l=1}^{q} \int_0^t (A_s)_{i,k} (C_s)_{k,l} (B_s)_{l,j} (dM_s)_{k,l}.
\]

In this section, we consider that \(M_t\) is a purely discontnuous matrix martingale \(M_t = M_t^{\text{dis}}\). Moreover, we assume the following:

**Assumption 1.** Assume that \(\{M_t^{\text{dis}}\}\) is a purely discontinuous matrix-martingales with entries that do not jump at the same time, meaning that \([\text{vec} M_t^{\text{dis}}]_t\) is a diagonal matrix. Assume also that the entrywise predictable quadratic variation is continuous and admits an intensity, i.e.

\[
\langle M^{\text{dis}} \rangle_t = \int_0^t \lambda_s ds
\]

for a non-negative and predictable intensity process \(\{\lambda_t\}_{t \geq 0}\).

The next Theorem is a Bernstein’s concentration inequality for \(\|Z_t\|_{\text{op}}\), the operator norm of \(Z_t\). Using notations introduced in Section 2.2, we define the matrix

\[
V_t = \int_0^t \|A_s\|_{2,\infty}^2 \|B_s\|_{2,\infty}^2 W_s ds
\]

(10)

where

\[
W_t = \begin{bmatrix} A_t \text{diag}[A_t] A_t^{-1} \text{diag} [(C_t^{\circ2} \odot \lambda_t) I] A_t^\top & 0 \\ 0 & B_t^\top \text{diag}[B_t] B_t^{-1} \text{diag} [(C_t^{\circ2} \odot \lambda_t)^\top I] B_t \end{bmatrix}.
\]

(11)

and we introduce also

\[
b_t = \sup_{s \in [0,t]} \|A_s\|_{2,\infty} \|B_s\|_{2,\infty} \|C_s\|_{\infty}.
\]

(12)

**Theorem 1.** Let \(Z_t\) be given by (9) and suppose that Assumption 1 holds. Moreover, assume that for some \(b > 0\) and for all \(\xi \in [0,3]\) one has

\[
\mathbb{E} \left[ \sum_{k=0}^{+\infty} \frac{(\xi/b)^{2k}}{(2k)!} (\text{tr}(Z_t Z_t^\top) + \text{tr}(Z_t^\top Z_t))^k \right] < \infty \quad \text{and} \quad \mathbb{E}[e^{\xi(\Delta Z_t),j/b}] < \infty, \quad \forall i, j
\]

Then, for any \(v, x > 0\), the following holds:

\[
\mathbb{P}\left[ \|Z_t\|_{\text{op}} \geq \sqrt{2v(x + \log(m + n))} + \frac{b(x + \log(m + n))}{3}, \quad b_t \leq b, \quad \lambda_{\text{max}}(V_t) \leq v \right] \leq e^{-x},
\]

where \(V_t\) is given by (10) and \(b_t\) is given by (12).

Theorem 1 is a first result providing a non-commutative version of Bernstein’s inequality for continuous time matrix martingales, in the purely discontinuous case. This Theorem has several consequences mentioned below, and applications to the modelling of the microscopic activity of social networks using Hawkes processes is given in Section 6 below. Let us first mention some simple particular cases entailed by Theorem 1.

**A first particular case.** Let us assume that when \(A_t = I_p\) and \(B_t = I_q\) for all \(t\), so that \(Z_t = \int_0^t C_s \odot dM_s^{\text{dis}}\). We obtain in this case that

\[
V_t = \int_0^t \text{diag} [(C_s^{\circ2} \odot \lambda_s) I] ds.
\]
so the largest eigenvalue is easily computed as

$$\lambda_{\text{max}}(V_t) = \left\| \int_0^t C_s^{\otimes 2} \circ \lambda_s ds \right\|_{1,\infty} \vee \left\| \int_0^t C_s^{\otimes 2} \circ \lambda_s ds \right\|_{\infty,1},$$

and $b_t = \sup_{s \in [0,t]} \|C_s\|_{\infty}$. This leads easily to the following corollary.

**Corollary 1.** Let $\{N_t\}$ be a $p \times q$ matrix whose entries $(N_t)_{i,j}$ are independent inhomogeneous Poisson processes with intensity $(\lambda_t)_{i,j}$. Consider the matrix martingale $M_t = N_t - \Lambda_t$, where $\Lambda_t = \int_0^t \lambda_s ds$ and let $\{C_t\}$ be a $p \times q$ bounded deterministic process. We have that

$$\left\| \int_0^t C_s \circ d(N_t - \Lambda_t) \right\|_{\text{op}} \leq \sqrt{2 \left( \left\| \int_0^t C_s^{\otimes 2} \circ \lambda_s ds \right\|_{1,\infty} \vee \left\| \int_0^t C_s^{\otimes 2} \circ \lambda_s ds \right\|_{\infty,1} \right)}(x + \log(p + q)) + \frac{\sup_{s \in [0,t]} \|C_s\|_{\infty}(x + \log(p + q))}{3}$$

holds with a probability larger than $1 - e^{-x}$.

**A second particular case.** An even more particular case is given by the case where $N$ is a random matrix with independent Poisson random variables: take $C_t = C$ as the $p \times q$ matrix containing ones, take $t = 1$ and take $N_t = N$ with entries $N_{i,j}$ that are homogeneous Poisson processes on $[0,1]$, with intensity $\lambda$. Then we get

$$\|N - \lambda\|_{\text{op}} \leq \sqrt{2(\|\lambda\|_{1,\infty} \vee \|\lambda\|_{\infty,1})(x + \log(p + q)) + \frac{x + \log(p + q)}{3}}.$$

Such a result for random matrices with independent Poisson entries was not, up to the knowledge of the authors, explicitly exhibited in literature. Note that the variance term depends on the maximum $\ell_1$ norm of rows and columns of $\lambda$, which comes from the subexponentiality of the Poisson distribution. In contrast, in the sub-Gaussian case, Section 5 below, the variance term depends on the maximum $\ell_2$ norm of rows and columns.

**Proof of Theorem 1.** The process $\{Z_t\}$ is not self-adjoint, hence following [44], we will force symmetry in our proofs by extending it in larger dimensions, using the s.a. dilation operator [37]. The s.a. dilation of a matrix $X$ is given by

$$\mathcal{S}(X) = \begin{bmatrix} 0 & X^T \\ X & 0 \end{bmatrix}.$$

Let us point out that $\mathcal{S}(X)$ is always s.a. and satisfies $\lambda_{\text{max}}(\mathcal{S}(X)) = \|\mathcal{S}(X)\|_{\text{op}} = \|X\|_{\text{op}}$.

Note that $\mathcal{S}(Z_t)$ is purely discountinuous, so that $\langle \mathcal{S}(Z) \xi_j \rangle_t = 0$ for any $j$. Recall that we work on events $\{\lambda_{\text{max}}(V_t) \leq v\}$ and $\{b_t \leq b\}$. Introduce $Y_t = \xi \mathcal{S}(Z_t)/b$. One has

$$\exp(Y_t) = \sum_{k \geq 0} \frac{\xi^k}{k!} \mathcal{S}(Z)^k/b^k.$$

with

$$\mathcal{S}(Z)^2 = \begin{bmatrix} (ZZ^T)^k & 0 \\ 0 & (Z^T Z)^k \end{bmatrix} \quad \text{and} \quad \mathcal{S}(Z)^{2k+1} = \begin{bmatrix} 0 & Z(Z^T Z)^k \\ Z^T(Z Z^T)^k & 0 \end{bmatrix}.$$

Thus

$$\text{tr} \exp(Y_t) = \sum_{k \geq 0} \frac{(\xi/b)^{2k}}{(2k)!} (\text{tr}(Z_t Z_t^T)^k + \text{tr}(Z_t^T Z_t)^k).$$
Thus, under the assumptions of Theorem 1, one has $\mathbb{E} \text{tr} \exp (Y_t) < +\infty$, i.e., we can use Proposition 1 to obtain that

$$\mathbb{E} \text{tr} \exp \left( \frac{\xi}{b} \mathcal{J}(Z_t) - \langle U^{\xi/b} t \rangle \right) \leq m + n$$

for any $\xi \in [0, 3]$, where we introduce for any $u > 0$

$$U_t^u = \sum_{0 \leq s \leq t} \left( e^{u \Delta \mathcal{J}(Z_s)} - u \Delta \mathcal{J}(Z_s) - I \right).$$

The following technical Proposition (proved in Section A) gives an explicit upper bound, for the p.s.d. order, for $U_t^\xi$.

**Proposition 2.** Let $Z_t$ be a martingale given by (9), suppose that Assumption 1 holds and assume that the jumps of all entries of $Z_t$ have subexponential tails, namely we assume that

$$\sum_{0 \leq s \leq t} \mathbb{E}[e^{\xi (\Delta Z_{s,i,j})}] < +\infty$$

for some $\xi > 0$ for all $i, j$ and $t \geq 0$. Then, the entrywise predictable quadratic variation $\langle U^\xi \rangle_t$ of $U_t^\xi$ satisfies

$$\langle U^\xi \rangle_t \leq \int_0^t \frac{\phi(\xi \|A_s\|_{\infty, 2} \|B_s\|_{2, \infty} \|C_s\|_{\infty})}{\|C_s\|^{2}} W_s ds,$$

where $\phi(x) = e^x - x - 1$ and where the matrix $W_t$ is given by (11).

Thus, using together (13), Proposition 2 and Equation (1), one gets that

$$\mathbb{E} \left[ \text{tr} \exp \left( \frac{\xi}{b} \mathcal{J}(Z_t) - \int_0^t \frac{\phi(\xi \|A_s\|_{\infty, 2} \|B_s\|_{2, \infty} \|C_s\|_{\infty}/b)}{\|C_s\|^{2}} W_s ds \right) \right] \leq m + n,$$

and using this with Lemma 1 entails

$$\mathbb{P} \left[ \frac{\lambda_{\max}(\mathcal{J}(Z_t))}{b} \geq \frac{1}{\xi} \lambda_{\max} \left( \int_0^t \frac{\phi(\xi \|A_s\|_{\infty, 2} \|B_s\|_{2, \infty} \|C_s\|_{\infty}/b)}{\|C_s\|^{2}} W_s ds \right) + \frac{x}{\xi} \right] \leq (m + n) e^{-x}.$$
where we recall that $V_t$ is given by (10). This gives
\[
\mathbb{P}\left[ \frac{\lambda_{\max}(\mathcal{S}(Z_t))}{b} \geq \frac{\xi v}{2b^2(1-\xi/3)} + \frac{x}{\xi}, \quad b_t \leq b, \quad \lambda_{\max}(V_t) \leq v \right] \leq (m+n)e^{-x},
\]
for any $\xi \in (0,3)$. Now, by optimizing over $\xi$ using (iii) (with $a = v/2b^2$ and $c = 1/3$), one obtains
\[
\mathbb{P}\left[ \frac{\lambda_{\max}(\mathcal{S}(Z_t))}{b} \geq \frac{\sqrt{2v}x}{b} + \frac{x}{3}, \quad b_t \leq b, \quad \lambda_{\max}(V_t) \leq v \right] \leq (m+n)e^{-x}.
\]
Since $\lambda_{\max}(\mathcal{S}(Z_t)) = \|\mathcal{S}(Z_t)\|_{\text{op}}$, this concludes the proof of Theorem 1. \qed

5 Hoeffding’s inequality for continuous matrix martingales

In this section, we study the matrix-martingale $Z_t$ given by (9) with $M_t = M_t^{\text{con}}$ satisfying the following assumption\(^1\):

**Assumption 2.** Assume that $\{M_t^{\text{con}}\}$ is a continuous matrix-martingale whose entrywise predictable quadratic variation matrix reads:
\[
(M^{\text{con}})^t = tI.
\]

The next Theorem provides the analog of theorem 1 in the continuous case $M_t = M_t^{\text{con}}$, i.e., a Hoeffding’s concentration inequality for $\|Z_t\|_{\text{op}}$, the operator norm of $Z_t$. Thus, following the same lines as in the previous section, let us define
\[
V_t = \int_0^t \|A_s\|_{\infty,2}^2 \|B_s\|_{\infty,2}^2 W_s ds
\]
where
\[
W_t = \begin{bmatrix} A_t \text{ diag}[A_t^\top A_t]^{-1} \text{ diag } [C_t^\otimes 2 1] A_t^\top & 0 \\ B_t^\top \text{ diag } [B_t B_t^\top]^{-1} \text{ diag } [(C_t^\otimes 2 1) B_t] \end{bmatrix},
\]
(16)
Let us point out that the so-defined quantities $V_t$ and $W_t$ correspond to previous definitions (10) and (11) introduced in the case of the purely discontinuous martingale $M_t = M_t^{\text{dis}}$ where $\lambda_t$ has been replaced by the matrix whose entries are all equal to 1.

**Theorem 2.** Let $Z_t$ be given by (9) and suppose that Assumption 2 holds. Assume that $\text{tr} \mathbb{E}[e^{\xi \mathcal{S}(Z_t)}] < \infty$ and $\mathbb{E}[e^{\xi (\Delta \mathcal{S}(Z_t))_{i,j}}] < \infty$ for any $i,j$ and any $\xi > 0$. Then, for any $v, x > 0$, the following holds:
\[
\mathbb{P}\left[ \|Z_t\|_{\text{op}} \geq \sqrt{2v(x + \ln(m+n))}, \quad \lambda_{\max}(V_s) \leq v \right] \leq e^{-x}.
\]
where $V_t$ is given by (15).

**Proof of Theorem 2.** The proof follows the same lines as the proof of Theorem 1. We consider as before the s.a. dilation $\mathcal{S}(Z_t)$ of $Z_t$ (see Eq. (4)) and apply Proposition 1 with $Y_t = \xi \mathcal{S}(Z_t)$

\(^1\)Let us recall that, in the previous section, we considered that $M_t = M_t^{\text{dis}}$ was purely discontinuous
and \( d = m + n \). Since \( Z_t \) is a continuous martingale, we have \( U_t = 0 \) (cf. (6)), so that \( \langle U \rangle_t = 0 \) and we have \( \langle Z \rangle_t^c = \langle Z \rangle_t \). So, Proposition 1 gives
\[
\mathbb{E} \left[ \operatorname{tr} \exp \left( \xi \mathcal{S}(Z_t) - \frac{1}{2} \sum_{j=1}^{m+n} \xi^2 \langle \mathcal{S}(Z)_{j,j} \rangle_t \right) \right] \leq m + n. \tag{17}
\]

From the definition of the dilation operator \( \mathcal{S} \), it can be directly shown that:
\[
\sum_{j=1}^{m+n} \langle \mathcal{S}(Z)_{j,j} \rangle_t = \begin{bmatrix} \sum_{j=1}^{m} \langle Z_{j,j} \rangle_t & 0_{m,n} \\ 0_{n,m} & \sum_{j=1}^{n} \langle Z_{j,j} \rangle_t \end{bmatrix}
\]
where \( \langle Z_{j,j} \rangle_t \) (resp. \( \langle Z_{j,j} \rangle_t \)) is the \( m \times m \) (resp. \( n \times n \)) matrix of the quadratic variation of the \( j \)-th column (resp. row) of \( Z_t \).

Since \( M_{\text{con}} \equiv \langle M_{\text{con}} \rangle_t = t I \), we have (for the sake of clarity, we omit the subscript \( t \) in the matrices):
\[
\sum_{j=1}^{n} (d\langle Z_{j,j} \rangle_t)_{kl} = \sum_{j=1}^{n} d[Z_{k,j}, Z_{l,j}]
= \sum_{j=1}^{n} \sum_{a=1}^{p} \sum_{b=1}^{q} A_{k,a} A_{l,a} C_{a,b}^2 B_{b,j}^2 dt
= \sum_{a=1}^{p} A_{k,a} A_{l,a} \sum_{b=1}^{q} C_{a,b}^2 \sum_{j=1}^{n} B_{b,j}^2 dt,
\]
which gives in a matrix form
\[
\sum_{j=1}^{n} d\langle Z_{j,j} \rangle_t = A \text{diag} \left[ C^{\otimes 2} \left( \text{diag}[BB^T] \right) \right] A^T dt
\]
By inserting \( \text{diag}[A_t^T A_t] \) \( \text{diag}[A_t^T A_t]^{-1} \) in the r.h.s. and noticing that \( \text{diag}[A_t^T A_t] \preceq \| A_t \|_{\infty, 2} I \) and \( \text{diag}[B_t B_t^T] \preceq \| B_t \|_{2, \infty} I \), one gets:
\[
\sum_{j=1}^{n} d\langle Z_{j,j} \rangle_t \preceq \| A_t \|_{\infty, 2} \| B_t \|_{2, \infty} A_t \text{diag}[A_t^T A_t]^{-1} \text{diag} \left[ C_t^{\otimes 2} \right] A_t^T
\]
One can easily prove in the same way that
\[
\sum_{j=1}^{m} d\langle Z_{j,j} \rangle_t = B^T \text{diag} \left[ (C^{\otimes 2})^T \left( \text{diag}[A^T A] \right) \right] B dt
\]
and therefore
\[
\sum_{j=1}^{m} d\langle Z_{j,j} \rangle_t \preceq \| A_t \|_{\infty, 2} \| B_t \|_{2, \infty} B_t^T \text{diag}[B_t B_t^T]^{-1} \text{diag} \left[ (C_t^{\otimes 2})^T \right] B_t
\]
Thus,
\[
\sum_{j=1}^{m+n} \langle \mathcal{S}(Z)_{j,j} \rangle_t^c \preceq V_t,
\]
which completes the proof.
where $V_t$ is given by (15). From (17), it results
$$
\mathbb{E}[\text{tr} \exp \left( \xi \mathcal{S}(Z_t) - \frac{1}{2} \xi^2 V_t \right)] \leq m + n.
$$
Then, using Lemma 1, one gets
$$
\mathbb{P} \left[ \lambda_{\max}(\mathcal{S}(Z_t)) \geq \frac{\xi}{2} \lambda_{\max}(V_t) + \frac{x}{\xi} \right] \leq (m + n)e^{-x}. \quad (18)
$$
On the event $\{\lambda_{\max}(V_t) \leq v\}$, one gets
$$
\mathbb{P} \left[ \lambda_{\max}(\mathcal{S}(Z_t)) \geq \frac{\xi}{2} v + \frac{x}{\xi}, \quad \lambda_{\max}(V_t) \leq v \right] \leq (m + n)e^{-x}. \quad (19)
$$
Optimizing on $\xi$, we apply this last result for $\xi = \sqrt{\frac{2x}{v}}$ and get
$$
\mathbb{P} \left[ \lambda_{\max}(\mathcal{S}(Z_t)) \geq \sqrt{2xv}, \quad \lambda_{\max}(V_t) \leq v \right] \leq (m + n)e^{-x}. \quad (20)
$$
Since $\lambda_{\max}(\mathcal{S}(Z_t)) = \|\mathcal{S}(Z_t)\|_{op}$, this concludes the proof of Theorem 2. \qed

6 Illustrations of the newly obtained concentration inequalities

In this section we describe a statistical learning application that can be studied using our new concentration inequality given by Theorem 1, namely the use of low-rank Hawkes processes. We only explain here how matrix martingales naturally appear in such a context, a precise description of our statistical learning results are beyond the scope of the present paper, which focuses mainly on probabilistic aspects.

6.1 Low-rank multivariate Hawkes model

Consider a finite network with $d$ nodes (each node corresponding to a user in a social network for instance). For each node $j \in \{1, \ldots, d\}$, we observe the timestamps $\{t_{j,1}, t_{j,2}, \ldots\}$ of actions of node $j$ on the network (a message, a click, etc.). To each node $j$ is associated a counting process $N_j(t) = \sum_{i \geq 1} 1_{t_{j,i} \leq t}$ and we consider the $d$-dimensional counting process $N_t = [N_1(t) \cdots N_d(t)]^\top \in \mathbb{N}^d$, for $t \geq 0$. We observe this process for $t \in [0,T]$. The multivariate Hawkes model assumes that each $N_j$ has an intensity $\lambda_{j,\theta}$ given by
$$
\lambda_{j,\theta}(t) = \mu_j + \int_{(0,t]} \sum_{j' = 1}^d a_{j,j'} h_{j,j'}(t-s) dN_{j'}(s),
$$
where $\theta = (\mu, A)$ with $\mu = [\mu_1, \ldots, \mu_d]^\top$ and $A = [a_{j,j'}]_{1 \leq j,j' \leq d}$, and where $\mu_j \geq 0$ is a baseline intensity, where $a_{j,j'} \geq 0$ is a coefficient that quantifies the influence of $j'$ on $j$, and $h_{j,j'} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ are decay functions that account for the decay of influence between pairs of nodes in the network. A typical choice for $h_{j,j'}$ is the exponential kernel, i.e., $h_{j,j'}(t) = e^{-\beta_{j,j'} t}$, where $\beta_{j,j'} > 0$ is a decay coefficient. To keep this example simple, we consider these functions fixed and known. The parameter of interest is the self-excitation matrix $A$, which can be viewed as a weighted asymmetrical adjacency matrix of connectivity between nodes.

Such parametrized Hawkes model is particularly revelant for the modelization of the “microscopic” activity of (social) networks, and has been considered recently a lot in literature for
this kind of application (see [12, 4, 49, 48, 27, 14, 4, 21, 32], among others), with a particular emphasis on [19] that gives first theoretical results for the Lasso used with Hawkes processes with an application to neurobiology. The main point is that this simple autoregressive structure of the intensity allows to capture the direct influence of a user on to the others, based on the recurrency and the patterns of their actions, by separating the intensity into a baseline and a self-excitation component, hence allowing to filter exogeneity in the estimation of users’ influences on each others.

We want to produce an estimation procedure of \( \theta = (\mu, A) \) based on data from \( \{N_t : t \in [0, T]\} \). A way of achieving this is to minimize the least-squares functional [19], given by

\[
R_T(\theta) = \|\lambda_\theta\|^2_T - \frac{2}{T} \sum_{j=1}^{d} \int_{[0, T]} \lambda_{j, \theta}(t) dN_j(t) \tag{21}
\]

with respect to \( \theta \), where \( \|\lambda_\theta\|^2_T = \frac{1}{T} \sum_{j=1}^{d} \int_{[0, T]} \lambda_{j, \theta}(t)^2 dt \) is the norm associated with the inner product

\[
\langle \lambda_\theta, \lambda_{\theta'} \rangle_T = \frac{1}{T} \sum_{j=1}^{d} \int_{[0, T]} \lambda_{j, \theta}(t) \lambda_{j, \theta'}(t) dt. \tag{22}
\]

This least-squares function is very natural, and comes from the empirical risk minimization principle [47, 31, 23, 2]: assuming that \( N \) has an unknown ground truth intensity \( \lambda^* \) (not necessarily following the Hawkes model), we have easily, using Doob-Meyer’s decomposition that

\[
\mathbb{E}[R_T(\theta)] = \mathbb{E}\|\lambda_\theta\|^2_T - 2\mathbb{E}\langle \lambda_\theta, \lambda^* \rangle_T = \mathbb{E}\|\lambda_\theta - \lambda^*\|^2_T - \|\lambda^*\|_T,
\]

so that we expect a minimum \( \hat{\theta} \) of \( R_T(\theta) \) to lead to a good estimation \( \hat{\lambda}_\theta \) of \( \lambda^* \).

In addition to this goodness-of-fit criterion, we need to use a penalization that allows to reduce the dimensionality of the model. In particular, we want to reduce the dimensionality of \( A \), based on the prior assumption that latent factors explain the connectivity of users in the network. This leads to a low-rank assumption on \( A \), which is commonly used in collaborative filtering and matrix completion techniques [41]. A standard way of inducing low-rank by convex penalization is based on the trace or nuclear-norm [10]. We therefore consider this penalization here, by considering a procedure given by minimization of the least-squares penalized by the trace norm:

\[
\hat{\theta} = (\hat{\mu}, \hat{A}) \in \arg\min_{\theta=(\mu, A) \in \mathbb{R}_d^d \times \mathbb{R}_d^{d	imes d}} \left\{ R_T(\theta) + \tau \|A\|_s \right\}, \tag{23}
\]

with \( \tau > 0 \) a smoothing parameter that balances goodness-of-fit and penalization, and \( \|A\|_s = \sum_{j=1}^{d} \sigma_j(A) \) where \( \sigma_1(A) \geq \cdots \geq \sigma_d(A) \) are the singular values of \( A \). Note that a penalization combining the \( \ell_1 \) and the trace norm is considered in [49] for Hawkes processes, but focuses only on deriving a convex optimization algorithm for this problem, and do not propose theoretical guarantees.

In order to prove a rate of convergence for \( \lambda_j \), one exploits the fact that \( \hat{\theta} \) is a minimum of the convex minimization problem (23). Let us endow the space \( \mathbb{R}_d^d \times \mathbb{R}_d^{d	imes d} \) by the inner product \( \langle \theta, \theta' \rangle = \langle \mu, \mu' \rangle + \langle A, A' \rangle \) where \( \theta = (\mu, A) \) and \( \theta' = (\mu', A') \) with \( \langle \mu, \mu' \rangle = \mu^\top \mu' \) and \( \langle A, A' \rangle = \operatorname{tr}(A^\top A') \). The parameter \( \theta \) satisfies first order conditions [5, 23], namely we can find \( \hat{A}_\theta \in \partial\|A\|_s \) such that

\[
\langle \nabla R_T(\hat{\theta}), \hat{\theta} - \theta \rangle + \tau \langle \hat{A}_\theta, \hat{A} - A \rangle \leq 0 \tag{24}
\]

for any \( \theta = (\mu, A) \in \mathbb{R}_d^d \times \mathbb{R}_d^{d	imes d} \), where \( \nabla f(\theta) \) stands for the gradient of a differentiable function \( f \) at \( \theta \) and \( \partial g(\theta) \) stands for the subdifferential of a convex function \( g \) at \( \theta \). Using the fact that
\[ dN_j(t) = \lambda^*(t)dt + dM_j(t) \] for a martingale \( M_j \) by the Doob-Meyer decomposition, an easy computation gives

\[
\langle \nabla R_T(\hat{\theta}, \hat{\theta} - \theta) \rangle = 2\langle \lambda_{\hat{\theta}} - \lambda_{\theta}, \lambda_{\hat{\theta}} - \lambda^* \rangle_T - \frac{2}{T} \sum_{j=1}^{d} \int_0^T (\lambda_{j,\hat{\theta}}(t) - \lambda_{j,\theta}(t))dM_j(t),
\]

and the parallelogram identity gives

\[
2\langle \lambda_{\hat{\theta}} - \lambda_{\theta}, \lambda_{\hat{\theta}} - \lambda^* \rangle_T = \|\lambda_{\hat{\theta}} - \lambda^*\|_T^2 + \|\lambda_{\hat{\theta}} - \lambda_{\theta}\|_T^2 - \|\lambda_{\theta} - \lambda^*\|_T^2.
\]

So, an upper bound on

\[
\frac{2}{T} \sum_{j=1}^{d} \int_0^T (\lambda_{j,\hat{\theta}}(t) - \lambda_{j,\theta}(t))dM_j(t) - \tau\langle \hat{\theta}, \hat{\theta} - \theta \rangle
\]

leads to an upper bound on the estimation error \( \|\lambda_{\hat{\theta}} - \lambda^*\|_T^2 \). We can decompose the noise term in the following way:

\[
\frac{2}{T} \sum_{j=1}^{d} \int_0^T (\lambda_{j,\hat{\theta}}(t) - \lambda_{j,\theta}(t))dM_j(t) = \frac{2}{T}(\bar{\mu} - \mu, \bar{M}_T) + \frac{2}{T}(\mathbf{A} - \mathbf{A}, \mathbf{Z}_T),
\]

where \( \bar{M}_T = [\int_0^T dM_1(t) \cdots \int_0^T dM_d(t)]^\top \) and where \( \mathbf{Z}_t \) is the matrix martingale with entries

\[
(\mathbf{Z}_t)_{j,k} = \int_0^t \int_{(0,u)} h_{j,k}(s-u) dN_k(u)m_j(s), \tag{25}
\]

that can be written in the following way:

\[
\mathbf{Z}_t = \int_0^t \text{diag}(dM_s)\mathbf{H}_s,
\]

where \( \mathbf{H}_t \) is the predictable process with entries \((\mathbf{H}_t)_{j,j'} = \int_{(0,t)} h_{j,j'}(t-s)dN_{j'}(s)\). Note that \( \mathbf{Z}_t \) fits in the structure of the matrix martingale from Equation (9), for the choice of predictable processes \( \mathbf{A}_t = I_d, \mathbf{B}_t = \mathbf{H}_t \) and \( \mathbf{C}_t = I_d \). Hölder’s inequality gives

\[
\frac{2}{T}\langle \mathbf{A} - \mathbf{A}, \mathbf{Z} \rangle \leq \frac{2}{T}\|\mathbf{A} - \mathbf{A}\|_s\|\mathbf{Z}_t\|_{op},
\]

so that it can be proved that a control of \( \|\mathbf{Z}_t\|_{op} \) together with the use of the structure of a subgradient \( \hat{\mathbf{A}}_0 \) leads to an upper bound on the estimation error \( \|\lambda_{\hat{\theta}} - \lambda^*\|_T^2 \).

This motivates the use of Theorem 1, which leads to a concentration inequality for \( \|\mathbf{Z}_t\|_{op} \) that writes as follows:

\[
P\left[ \|\mathbf{Z}_t\|_{op} \geq \sqrt{2\nu(x + \log(m + n))} + \frac{b(x + \log(m + n))}{3}, \quad b_t \leq b, \quad \lambda_{\max}(\mathbf{V}_t) \leq v \right] \leq e^{-x},
\]

for any \( \nu, x, b > 0 \), where

\[
\mathbf{V}_t = \int_0^t \|\mathbf{H}_s\|_{2,\infty}^2 \begin{bmatrix} \text{diag}[\lambda^*_s] & 0 \\ 0 & \mathbf{H}_s^\top \text{diag}[\lambda^*_s] \mathbf{H}_s \end{bmatrix}^{-1} ds
\]

and \( b_t = \sup_{s \in [0,t]} \|\mathbf{H}_s\|_{2,\infty} \). Note that this control of the noise term \( \|\mathbf{Z}_t\|_{op} \) gives a choice for the smoothing parameter \( \tau \) that compensates the noise. However this choice depends on the matrix \( \mathbf{V}_t \) that itself depends on the unknown intensity \( \lambda^* \). Actually, an “empirical” version of Theorem 1 can be proved, that involves an observable variance term \( \hat{\mathbf{V}}_t \) instead of \( \mathbf{V}_t \). Such a result involves extra technicalities and will be developed elsewhere.
6.2 Cascading multivariate Hawkes model

Now, we give another example of modelling based on Hawkes processes, where time events are naturally organized in cascades $c = 1, \ldots, C$. A cascade is a subset of time events, among all time events of every nodes $j = 1, \ldots, d$, that have in common keywords, themes, tags, or have a direct connection through retweets or forwarded messages. For each node $j$ and cascade $c$ we observe time stamps $\{t_{j,c,1}, t_{j,c,2}, \ldots\}$ of actions done by user $j$ in the cascade $c$, and we consider the corresponding counting processes $N_{j,c}(t_\tau) = \sum_{t_\tau \geq t_\tau \leq \mu} \mathbf{1}_{t_\tau < t_{j,c,i}}$, and introduce the $d \times C$ counting process $N(t) = [N_{j,c}(t)]_{1 \leq j \leq d, 1 \leq c \leq C}$, that we observed for $t \in [0, T]$. Once again, we are interested by the global connectivity between users, hence the connectivity matrix $\mathbf{A}$ does not depend on the cascade, but we exploit the timestamps patterns along the cascades to reconstruct $\mathbf{A}$. On the other hand, we assume that the reactivity of a node $j$ depends on the cascade $c$, since reactivity of a user typically depends on the themes of messages. This motivates the use of the intensity

$$
\lambda_{j,c,\theta}(t) = \mu_{j,c} + \int_{(0,t)} a_{j,j'} h_{j',c}(t-s) dN_{j',c}(s),
$$

where $\mu_{j,c}$ is the baseline activity of node $j$ in cascade $c$, $a_{j,j'}$ is influence of node $j'$ on node $j$ and $h_{j,c} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ are decay functions that account for the decay of influence of events from cascade $c$ on node $j$ (see also the previous example).

The same can be done as in Section 6.1, and a least-squares goodness-of-fit functional for this model is given by

$$
R_T(\theta) = ||\lambda_\theta||_T^2 - \frac{2}{T} \sum_{j=1}^d \sum_{c=1}^C \int_{[0,T]} \lambda_{j,c,\theta}(t) dN_{j,c}(t),
$$

where this time $||\lambda_\theta||_T^2 = \frac{1}{T} \sum_{j=1}^d \sum_{c=1}^C \int_{[0,T]} \lambda_{j,c,\theta}(t)^2 dt$ and

$$
\langle \lambda_\theta, \lambda_\theta' \rangle_T = \frac{1}{T} \sum_{j=1}^d \sum_{c=1}^C \int_{[0,T]} \lambda_{j,c,\theta}(t) \lambda_{j,c,\theta'}(t) dt,
$$

where $\theta = (\mu, \mathbf{A})$ with $\mu = [\mu_{j,c}]$ and $\mathbf{A} = [a_{j,j'}]$. The same computations as in the first example (see Section 6.1) can be done, and we end-up with a matrix-martingale noise term given by

$$
\frac{2}{T} \sum_{j=1}^d \sum_{c=1}^C \int_0^T \langle \lambda_{j,c,\theta}(t) - \lambda_{j,c,\theta}(t) \rangle dM_{j,c}(t) = \frac{2}{T} \langle \mu - \mu, M_T \rangle + \frac{2}{T} \langle \mathbf{A} - \mathbf{A}, Z_T \rangle,
$$

where $dM_t = dN_t - \lambda_t dt$ is a matrix martingale, $M_T = \int_0^T dM_t$ and $Z_T$ is the matrix martingale with entries

$$
(Z_T)_{j,j'} = \int_0^T \sum_{c=1}^C \int_{(0,t]} h_{j',c}(t-s) dN_{j',c}(s) dM_{j,c}(t),
$$

that can be written in the following way:

$$
Z_T = \int_0^T dM_t H_t,
$$

where $H_t$ is the predictable process with entries $(H_t)_{c,j'} = \int_{(0,t]} h_{j',c}(t-s) dN_{j',c}(s)$. This time, Theorem 1 gives the following concentration:

$$
P \left[ \|Z_t\|_{op} \geq \sqrt{2v(x + \log(m + n))} + \frac{b(x + \log(m + n))}{3}, \ b_t \leq b, \ \lambda_{max}(V_t) \leq v \right] \leq e^{-x},
$$
for any $v, x, b > 0$, where

$$V_t = \int_0^t \|H_s\|_{2,\infty}^2 \left[ \text{diag}[\lambda_s^*] \begin{array}{cc} 0 & H_s^T \text{diag}[H_sH_s^T]^{-1} \text{diag}[(\lambda_s^*)^T 1]H_s \end{array} \right] ds$$

and $b_t = \sup_{s \in [0,t]} \|H_s\|_{2,\infty}$. Note that the block diagonal structure of $V_t$ gives

$$\lambda_{\max}(V_t) = \max_{j = 1, \ldots, d} \int_0^t \|H_s\|_{2,\infty}^2 \lambda_j(s) ds$$

This variance term depends on the maximum $\ell_2$ norms of rows of $H_t$ and $\ell_1$ norms of rows of $\lambda_t$ for the first term, as well as on the $\ell_1$ norm of columns of $\lambda_t$ via the second term. This algebraic structure comes from the fact that $H_t$ is on the right hand side of the infinitesimal $dM_t$. Other model structures shall lead to other matrix martingales, whose operator norms can be controlled thanks to Theorem 1.
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**A Proof of Proposition 2**

The proof of Proposition 2 is organized in the following subsections. We set (see Eq. 14)

$$U_t^\xi = \sum_{0 \leq s \leq t} S_s^\xi \text{ where } S_s^\xi = e^{\xi \Delta S(Z_t)} - \xi \Delta S(Z_t) - I.$$

To simplify notations, we shall drop the index $t$ in time varying quantities, when there is no ambiguity. We recall that our aim is to compute an upper bound for the p.s.d. order of $(U_t^\xi)_t$. The proof is decomposed in the following steps.

**A.1 Computation of $S_t^\xi$**

We have

$$\exp(\xi \Delta S(Z)) = \sum_{k \geq 0} \frac{\xi^k (\Delta Z)^k}{k!},$$

and it is easy to check that

$$S(Z)^{2k} = \begin{bmatrix} (\Delta Z \Delta Z^T)^k & 0 \\ 0 & (\Delta Z^T \Delta Z)^k \end{bmatrix}$$

and

$$S(Z)^{2k+1} = \begin{bmatrix} 0 & \Delta Z (\Delta Z^T \Delta Z)^k \\ \Delta Z^T (\Delta Z \Delta Z^T)^k & 0 \end{bmatrix}.$$
A.1.1 Computation of \((\Delta Z \Delta Z^\top)^k\) and \((\Delta Z^\top \Delta Z)^k\) for \(k \geq 1\)

One has
\[
(\Delta Z \Delta Z^\top)^k = \left( A \left( (C \circ \Delta M)BB^\top (C \circ \Delta M)^\top A^\top \right) \right)^k
\]
\[
= A \left( (C \circ \Delta M)BB^\top (C \circ \Delta M)^\top A^\top \right)^{k-1}
\times (C \circ \Delta M)BB^\top (C \circ \Delta M)^\top A^\top.
\]

From Assumption 1, one has that \(a.s.\), the entries of \(M\) cannot jump at the same time, hence
\[
\Delta M_{i_1,j_1} \times \cdots \times \Delta M_{i_m,j_m}
\]
\[
= \begin{cases} 
\Delta M_{i_1,j_1} & \text{if } i_1 = \cdots = i_m \text{ and } j_1 = \cdots = j_m \\
0 & \text{otherwise}
\end{cases}
\tag{29}
\]
a.s. for any \(m \geq 2\) and any indexes \(i_k \in \{1, \ldots, p\}\) and \(j_k \in \{1, \ldots, q\}\). This entails that the \((i,j)\) element of \((\Delta Z \Delta Z^\top)^k\) is given by
\[
\sum_{a=1}^{p} \sum_{b=1}^{q} \Delta M_{a,b} A_{a,a} C_{a,b}^{2k} (BB^\top)^k_{b,b} (A^\top A)^{k-1}_{a,a} A_{j,a}
\]
\[
= \sum_{a=1}^{p} A_{i,a} A_{j,a} (A^\top A)^{k-1}_{a,a} \sum_{b=1}^{q} C_{a,b} \Delta M_{a,b} (BB^\top)^k_{b,b}
\]
\[
= \sum_{a=1}^{p} A_{i,a} A_{j,a} (A^\top A)^{k-1}_{a,a} \left[ \text{diag}((C \circ 2k \circ \Delta M) \text{diag}(BB^\top)^k I) \right]_{a,a},
\]
a.s., where \(I\) is the column vector of size \(q\) with all entries equal to 1 and where we recall that \(\text{diag}(V)\) is the diagonal matrix whose entries on the diagonal are the entries of the vector \(V\). We assumed that \(\text{diag}(A^\top A)\) and \(\text{diag}(BB^\top)\) are invertible, so we can write
\[
(\Delta Z_t \Delta Z_t^\top)^k = A_t \text{diag}(A_t^\top A_t)^{-1/2} D_{1,t}^{(k)} \text{diag}(A_t^\top A_t)^{-1/2} A_t^\top
\tag{30}
\]
a.s. where \(D_{1,t}^{(k)}\) is the diagonal matrix given by
\[
D_{1,t}^{(k)} = \text{diag}(A_t^\top A_t)^k \text{diag}((C_t \circ 2k \circ \Delta M_t) \text{diag}(B_t B_t^\top)^k I).
\]

Similar computations lead to
\[
(\Delta Z_t^\top \Delta Z_t)^k = B_t \text{diag}(B_t B_t^\top)^{-1/2} D_{2,t}^{(k)} \text{diag}(B_t B_t^\top)^{-1/2} B_t
\]
a.s., where \(D_{2,t}^{(k)}\) is the diagonal matrix given by
\[
D_{2,t}^{(k)} = \text{diag}(B_t B_t^\top)^k \text{diag}((C_t \circ 2k \circ \Delta M_t)^\top \text{diag}(A_t^\top A_t)^k I).
\]

A.1.2 Computation of \(\Delta Z^\top (\Delta Z \Delta Z^\top)^k\) for \(k \geq 1\)

Following the same lines as above, we obtain
\[
\Delta Z^\top (\Delta Z \Delta Z^\top)^k = B^\top (C \circ \Delta M)^\top A^\top \left( A (C \circ \Delta M)BB^\top (C \circ \Delta M)^\top A^\top \right)^k
\]
\[
= B^\top (C \circ \Delta M)^\top \left( A^\top A (C \circ \Delta M)BB^\top (C \circ \Delta M)^\top A^\top \right)^k A^\top.
\]
Thus, using again (29), we obtain that the \((i, j)\) element of \(\Delta Z_t^T (\Delta Z \Delta Z_t^T)^k\) is given a.s. by
\[
\sum_{a=1}^{p} \sum_{b=1}^{q} \Delta M_{a,b} B_{b,i} C_{a,b}^{2k+1} (A^T A)^k_{a,a} (BB^T)^k_{b,b} A_{j,a}
\]
\[
= \sum_{b=1}^{q} B_{b,i} (BB^T)^k_{b,b} \sum_{a=1}^{p} \Delta M_{a,b} C_{a,b}^{2k+1} (A^T A)^k_{a,a} A_{j,a}
\]
\[
= \sum_{b=1}^{q} B_{b,i} (BB^T)^k_{b,b} \left( (C^{\odot 2k+1} \circ \Delta M)^T \text{diag}[A^T A]^k A^T \right)_{b,j}.
\]

Thus
\[
\Delta Z_t^T (\Delta Z_t \Delta Z_t^T)^k = B_t^T \text{diag}(B_t B_t^T)^{-1/2} H_t^{(k)} \text{diag}(A_t^T A_t)^{-1/2} A_t^T
\]
a.s., where
\[
H_t^{(k)} = \text{diag}(B_t B_t^T)^{k+1/2} (C_t^{\odot 2k+1} \circ \Delta M_t)^T \text{diag}[A_t^T A_t]^{k+1/2}.
\]

A.1.3 Final computation of \(S_t^\xi\)

We can write now
\[
S_t^\xi = \sum_{k \geq 1} \left( \frac{\xi^{2k}}{(2k)!} \mathscr{J}(\Delta Z_t)^{2k} + \frac{\xi^{2k+1}}{(2k+1)!} \mathscr{J}(\Delta Z_t)^{2k+1} \right)
\]
\[
= \sum_{k \geq 1} \left[ \frac{\xi^{2k}}{(2k)!} (\Delta Z_t \Delta Z_t^T)^k + \frac{\xi^{2k+1}}{(2k+1)!} (\Delta Z_t \Delta Z_t^T)^{k+1} \right].
\]

Using Equation (30) and (31), one gets
\[
S_t^\xi = P_t^T R_t P_t
\]
a.s., where
\[
R_t = \sum_{k \geq 1} R_t^{(k)} \quad \text{with} \quad R_t^{(k)} = \left[ \frac{\xi^{2k}}{(2k)!} D_t^{(k)} \quad \frac{\xi^{2k+1}}{(2k+1)!} H_t^{(k+1)} \quad \frac{\xi^{2k}}{(2k)!} D_t^{(k)} \right]
\]
and
\[
P_t = \begin{bmatrix}
\text{diag}(A_t^T A_t)^{-1/2} A_t^T & 0 \\
0 & \text{diag}(B_t B_t^T)^{-1/2} B_t^T
\end{bmatrix}.
\]

A.2 Computation of \(\langle U^\xi \rangle_t\)

Note that \(U^\xi_t\) depends linearly on the jumps \(\Delta M_t\). So, the predicatable quadratic variation \(\langle U^\xi \rangle_t\) of \(U^\xi_t\) is now easily obtained. Recalling that
\[
U^\xi_t = \sum_{0 \leq s \leq t} S_s^\xi = \sum_{0 \leq s \leq t} P_s^T R_s P_s,
\]
we obtain
\[
\langle U^\xi \rangle_t = \int_0^t P_s^T R_s P_s ds,
\]
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Since and we therefore construct an upper bound for the (p, where we shall apply the next simple Lemma.

Recalling (34) for any real matrices $A, B, C$ (with compatible dimensions), along with the fact that p.s.d. order is preserved by integration, we have that

$$ R_{\lambda,t} = \sum_{k \geq 1} R_{\lambda,t}^{(k)} $$ with

$$ R_{\lambda,t}^{(k)} = \left[ \frac{\xi_{2k}^{2k}}{(2k+1)!} D_{1,\lambda,t}^{(k)} \left( \frac{\xi_{2k+1}^{2k+1}}{(2k+1)!} H_{\lambda,t}^{(k+1)} \right)^{\top} \right]_i, \quad (35) $$

and

$$ D_{1,\lambda,t}^{(k)} = \text{diag}[A_i^T A_i]^k \text{diag}[(C_t^{\odot 2k} \odot \lambda_t) \text{diag}[B_t B_t^T]^k 1] $$

$$ D_{2,\lambda,t}^{(k)} = \text{diag}[B_t B_t^T]^k \text{diag}[(C_t^{\odot 2k} \odot \lambda_t)^T \text{diag}[A_t^T A_t]^k 1] $$

$$ H_{\lambda,t}^{(k+1)} = \text{diag}[B_t B_t^T]^{k+1/2} (C_t^{\odot 2k+1} \odot \lambda_t)^T \text{diag}[A_t^T A_t]^{k+1/2}. $$

### A.3 An upper bound on $\langle U^\xi \rangle_t$ for the p.s.d. order

Recalling (34) and using the fact that [38]

$$ A \preceq B \Rightarrow \text{CAC}^T \preceq \text{CBC}^T $$

for any real matrices $A, B, C$ (with compatible dimensions), along with the fact that p.s.d. order is preserved by integration, we have that

$$ R_{\lambda,s} \preceq T_{\lambda,s} \quad \text{for all } s \geq 0 \Rightarrow \langle U^\xi \rangle_t \preceq \int_0^t P_s^T T_{\lambda,s} P_s ds \quad \text{for all } t. \quad (37) $$

We therefore construct an upper bound for the $(p + q) \times (p + q)$ matrix $R_{\lambda,t}$. In order to do so we shall apply the next simple Lemma.

**Lemma 4.** Let $X$ be a $n \times n$ s.a. matrix with non-negative entries. Let $\mathcal{D}(X)$ be defined as the diagonal matrix with entries

$$ (\mathcal{D}(X))_{i,i} = \sum_{j=1}^n X_{i,j}. $$

Then, one has $X \preceq \mathcal{D}(X)$.

**Proof.** This comes from the fact that $X' = \mathcal{D}(X) - X$ is a diagonally dominant (i.e., $|X'_{i,i}| \geq \sum_{j \neq i} |X'_{i,j}|$ for all $i$). Since the diagonal entries of $X'$ are non-negative, we know that $X' \succeq 0$. \qed

For $i \in \{1, \ldots, p\}$, we have

$$ (\mathcal{D}(R_{\lambda,t}))_{i,i} \equiv \sum_{k \geq 1} \left( \frac{\xi_{2k}^{2k}}{(2k)!} (D_{1,\lambda,t}^{(k)})_{i,i} + \frac{\xi_{2k+1}^{2k+1}}{(2k+1)!} \sum_{j=1}^q (H_{\lambda,t}^{(k+1)})_{j,i} \right). $$

Since

$$ (D_{1,\lambda,t}^{(k)})_{i,i} = \left[ \text{diag}[A_t^T A_t]^k \text{diag}[(C_t^{\odot 2k} \odot \lambda_t) \text{diag}[B_t B_t^T]^k 1] \right]_{i,i} $$

$$ = \| (A_t)_{i,i} \|_{2k} 2^k \sum_{j=1}^q (C_t)_{j,i}^{2k} \| (B_t)_{i,j} \|_{2k} 2^k $$

$$ \leq \| A_t \|_{2,\infty} \| B_t \|_{\infty,2} 2^k \sum_{j=1}^q (C_t)_{j,i}^{2k} $
and
\[
\sum_{j=1}^{q} (H_{\lambda,t}^{(k)})_{j,i} = \sum_{j=1}^{q} (\text{diag}[B_t B_t^\top])^{k+1/2} (C_t^{k} \circ \lambda_t) \text{diag}[A_t^\top A_t]^{k+1/2})_{i,j} \\
\leq \|A_t\|_{2,\infty}^{2k+1} \|B_s\|_{2,\infty}^{2k+1} \sum_{j=1}^{q} (C_t)_{i,j}^{k+1} (\lambda_t)_{i,j},
\]
we have for \(i \in \{1, \ldots, p\}\),
\[
\mathcal{D}(R_{\lambda,t})_{i,i} \leq \sum_{k \geq 2} \frac{\xi^k}{k!} \|A_t\|_{2,\infty}^{k} \|B_t\|_{2,\infty}^{k} \sum_{j=1}^{q} (C_t)_{i,j}^{k} (\lambda_t)_{i,j} \\
\leq \sum_{k \geq 2} \frac{\xi^k}{k!} \|A_t\|_{2,\infty}^{k} \|B_t\|_{2,\infty}^{k} \|C_t\|_{\infty}^{k-2} \sum_{j=1}^{q} (C_t)_{i,j}^{2} (\lambda_t)_{i,j} \\
= \frac{\phi(\|A_t\|_{2,\infty}^{2} \|B_t\|_{2,\infty}^{2} \|C_t\|_{\infty}^{2})}{\|C_t\|_{\infty}^{2}} \left((C_t^{\circ 2} \circ \lambda_t) 1\right)_{i,i},
\]
where we recall that \(\phi(x) = e^x - 1 - x\). Similar computations lead, for \(i \in \{p+1, \ldots, p+q\}\), to
\[
\mathcal{D}(R_{\lambda,t})_{i,i} \leq \frac{\phi(\|A_t\|_{2,\infty}^{2} \|B_t\|_{2,\infty}^{2} \|C_t\|_{\infty}^{2})}{\|C_t\|_{\infty}^{2}} \left((C_t^{\circ 2} \circ \lambda_t) 1\right)_{i,i}.
\]
Recalling the definition (35) of \(R_{\lambda,t}\), we note that it is a s.a. matrix with non-negative entries. So, using Lemma 4, one gets that
\[
R_{\lambda,t} \preceq \mathcal{D}(R_{\lambda,t}) \preceq \frac{\phi(\|A_t\|_{2,\infty}^{2} \|B_t\|_{2,\infty}^{2} \|C_t\|_{\infty}^{2})}{\|C_t\|_{\infty}^{2}} \begin{bmatrix} \text{diag}[(C_t^{\circ 2} \circ \lambda_t) 1] & 0 \\ 0 & \text{diag}[(C_t^{\circ 2} \circ \lambda_t) 1] \end{bmatrix}.
\]
Hence, using (37), we finally get
\[
\langle U_t \rangle \preceq \int_0^t \frac{\phi(\|A_s\|_{2,\infty}^{2} \|B_s\|_{2,\infty}^{2} \|C_s\|_{\infty}^{2})}{\|C_s\|_{\infty}^{2}} W_s ds,
\]
where \(W_t\) is given by (11). This concludes the proof of Proposition 2.
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