THE INFORMATION TECHNOLOGY FOR REMOTE AND VIRTUAL PRACTICAL RESEARCHES ON ROBOTICS

Introduction. The problem of timely updating of laboratory means for research and training in robotics and intelligent technologies is considered. The information technology is proposed for organization of the laboratory complex with two types of components — remotely controlled robotics equipment and virtual means for corresponding practical research. Today, such approaches are the most optimal for providing research and training processes with modern resources for acquiring practical experience in rapidly developing scientific fields.

The purpose of the article is to consider the information technology capabilities in the organization of remote access to physical equipment and virtual means for practical research and training on robotics.

Methods. Methods of distributed information and computing processes, communication protocols, and web application programming are used.

Results. Two types of specialized means of our laboratory complex — physical equipment with remote access and virtual environments are considered. The general structures of autonomous mobile robot and sensor module that can be used remotely for certain research and practical training are presented. Some examples of web applications that are intended to familiarize students with certain types of robotics systems by their 3D models and to perform corresponding practical tasks with the automatic results checking are shown.

Conclusion. The use of the laboratory complex components according to the created technology leads to timely expansion of the resources for the state-of-the-art research and practical training on robotics or intelligent technologies by the students of many Ukraine technical universities.
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INTRODUCTION

The high rate of the progress in the intelligent technologies and robotics puts the corresponding requirements for the educational processes of training specialists in this area.

However, existing equipment for practical training and research is insufficient and limits introducing and deepening new disciplines or additional sections to already approved training programs in technical universities of Ukraine. The current state of educational technologies in this area of knowledge requires the active search for new realizations of the virtual laboratories and the development of appropriate software and hardware tools which can be shared by scientific and educational institutions.

Let us note that the term “virtual laboratory” can be used in various meanings. For example in [1] resource sharing of a physical equipment in remote mode is considered as a virtual laboratory. Following [2–5] we will consider two types of software and hardware systems — physical equipment with remote access (remote laboratory resources) and software that allows simulating laboratory experiments — virtual laboratory resources.

Modern robotic developments combine theoretical knowledge and practical achievements of many scientific disciplines. But the main task of robotics today is to increase the mobile robot autonomous abilities to perform complex tasks in a non-deterministic dynamic environment. Intelligent technologies have a particularly important role, providing perception, analysis and semantic interpretation of information about a mobile robot environment and making decisions for sensible actions of a technical system. Therefore, integrated disciplines on intelligent information technologies and robotics meet the current labor market needs, and it is extremely necessary to create conditions for use of modern laboratory complexes in educational processes and scientific research, in particular, remotely.

We have created specialized hardware and software components of laboratory complex consisting of the web simulator, physical remote controlled equipment and appropriate information technology for use of these components. The technique for the practical application of the virtual environment for some research in the simulator mode of certain physical modules and information processes that accompany the operation of complex dynamic objects, namely, mobile robots and manipulators are developed.

The purpose of the article is to consider the information technology capabilities in the organization of remote access to physical equipment and virtual means for practical research and training sessions on robotics. Hardware and software laboratory resources and corresponding techniques developed at the International Center are presented.

FUNCTIONALITY OF LABORATORY COMPLEX EQUIPMENT

Innovative research and training technique in robotics and intelligent technologies put forward certain functional requirements for laboratory complex components, first of all, the ability to control remotely certain modes of the physical components operation and receive the specified information in the given format, as well as using the resources of the virtual web simulator of some processes.
Previously in the International Center the prototype of multifunctional autonomous in-door mobile robot (MR) and unified sensor module (SM) — the device with changeable sensors for perceptions environment properties were created as a result of scientific and technical projects. These original hardware-software systems can be used as basic physical components of the laboratory complex for research or training experiments directly in the room where equipment is located or in the remote mode.

The mechatronic part of our MR is based on the robotic kit by Evolution Robotics (USA). The mobile platform is equipped by web-camera and a simple gripper with two-fingers. The CAN (Controller Area Network) network with microcontroller nodes was developed for various sensors signal processing, communications and power supply. For our MR budget models sensors are used: safety movement sensors, infrared rangefinders, temperature and illumination sensors, microphones.

The multifunction autonomous MR is the distributed system of interacting software and computing modules with corresponding communication resources, software and hardware effectors and modules for perception, analysis and task-oriented interpretation of the information about surroundings objects (Fig. 1, a). The MR autonomous functioning at dynamic environment is supported by original techniques of a two-modules intelligent control system (CS) with developed human-machine interface and distributed software (Fig. 1, b) [6, 7].

The computer 3D modelling is used for the MR control system and the graphic user interface at the same time. This technique provides a user with the dynamically synthesized models of the MR and environment. Now the repertoire of our MR has the following missions for autonomous operation:

- self-localization by the artificial visual landmarks;
- navigation to a predetermined position or to a specified object with re-planning trajectory in the dynamic environment;
- monitoring the surrounding situation or supervise the specific objects in-door;
- pursuit of the moving target object;
- search, taking and moving target objects, etc.

All resources of MR control and obtaining necessary information are available to the remote user via Internet browser. The Fig. 2 shows the example of MR web interface screenshot after the robot completes the mission “Come to the object “Ukraine poster””.

The concept “run the mission” implies that the software of MR control system contains the program components for all MR actions that may be required for the autonomous achievement of the robot target state specified by the user as the mission parameters.

During the remote control sessions, the robot user can observe all functionally important state variables of the technical system, namely:

- current MR position coordinates;
- current measurement values of all its sensors;
- video images from the onboard camera;
- 3D models of MR operation environment and model of how the video camera perceives the environment model.
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Fig. 1. General MR hardware scheme (a) and distributed software modules of MR CS (b)

Fig. 2. MR web interface screenshot
In addition, the voice messages about MR current actions are synthesized. There is a special set of missions when the robot performs specific actions, that generate a definite type of information, analysis and interpretation of which is the purpose of independent research with training purposes.

For example, rangefinder data are collecting and sending to the end user while MR autonomously moves around the target object. This information can be used as input for such tasks as data processing and approximation for compact description of the object contour [8].

On-line obtaining real sensory data from moving MR is important for the researcher to understand the specifics of the environment perception by technical means, and observe the random nature of the signal noise or signal delay, redundancy or uncertainty of such type information.

Another functional equipment of laboratory complex — unified SM. This device can also be used to collect sensory data about environment characteristics. The SM components and structure are shown in Fig. 3. In this example the sensor rangefinder is installed on the servo drive axis.

The general scheme of target object scanning process is shown in Fig. 4. The fixed coordinate system (CS) $OXYZ$ is associated with a horizontal plane, where the SM and target objects for examination are located. The CS $O_{Rf}X_{Rf}Y_{Rf}Z_{Rf}$ is associated with the SM case. The axis $OZ$ coincides with the axis $O_{Rf}Z_{Rf}$ and with the axis of the servo drive. The position of the central axis of the sensing zone of the sensor forms with the axis $OX$ of the stationary SC the angle which changes during the rotational movement of the sensor.
The angle $\vartheta$ between $OX$ and $O_{RF}X_{RF}$ axes changes when the servo drive rotates together the sensor case. So the current sensor position is determined by one parameter $\vartheta$ which value is in the range $0^\circ - 180^\circ$. Each rangefinder signal value corresponds to the specific value of angle $\vartheta$. During the scanning process the set of pairs of values (angle $\vartheta$ and distance to the object) are formed.

The graphic user interface of the SM control program is shown in Fig. 5. The user should create a script program that determines the scan mode and range (bottom right in Fig. 5). The scan results forms the array of pairs (angle, distance) (center bottom in Fig. 5) which can be stored on the user’s computer for further research. At the bottom left of the Fig. 5, there is a place for real-time graphic display of scan results.

The general scheme of interaction between equipments of our laboratory complex is shown in Fig. 6.
Practical research is an important form of training processes, but it is critical to update methodological and equipment base of research and educational institutions in time. Even if the institution has sufficient material resources, the laboratory equipment that is needed for modern and actual research in robotics or informational technologies is impossible to purchase due to its lack of sale.

However, now computer resources and communication technologies make it possible to significantly change the methodology of practical research for training and to increase the dynamics of updating of the laboratory base. Let’s call the main approaches:

- creation of specialized software that generate virtual images of certain physical systems or processes and simulates their functional properties;
- organization of remote use of laboratory equipment as hardware-software technical systems or their components.

Today, only the virtual laboratory recourses are the popular alternative to hardware-software equipment with remote access. The use of simulation software for such fast-growing knowledge-intensive areas as autonomous robotics and intelligent information technologies is particularly reasonable. For training purposes the most popular is simulation software executed as web applications by standard Internet browser. Such applications do not require installation on users’ computers and can be simultaneously used by an unlimited number of students at any time.

Web applications we developed use 3D modeling, which increases the effect of representing the real technical systems or their components and often eliminates the need of the direct access to lab equipment for a number of practical tasks.

As an example, let us show several web applications for performing certain practical tasks on robotics with automatic checking the results. Appropriate methodical instructions are downloaded from the website for each lab task where the problem statement and all necessary conditions for its implementation are described.
One of the practical tasks focuses on checking theoretical knowledge on automatic control that allows to calculate the parameters of two-wheels MR motion on a horizontal plane along a trajectory of a specified shape with a given constant velocity. The web page for this task after checking the calculated motion parameters is shown in Fig. 7. Here, the trajectory of the red color is specified by the conditions of the task, and blue trajectory corresponds to the executed motion program. At the result box we can see two types of mistakes — MR velocity along the trajectory differs from the given one and robot final position does not match the given one. This web-application allows to correct directly the motion parameters and to get satisfactory task solution.

Another practical task is concerned with the base autonomous robotics problem — robot self localization by visual landmarks of a special kind. Web-application “The virtual environment for determining the position of mobile robot by visual landmarks” allows one to get familiarized with the spatial model of the robot, to obtain the images from its on-board camera as input data for solving of this task with further automated verification of the results of determining the robot position relative to current visual landmarks. All parameters about on-board camera, its position relative to the coordinate system associated with the robot platform and parameters of artificial visual landmarks are described in detail in the methodical instructions that are downloaded from the web-page. The Fig. 8 shows successfully determined coordinates of robot position, in which the on-board camera perceives the given visual landmark properly.
It is practically important to be able to determine the positions of the gripping device of the multi-link manipulator relative to the Cartesian fixed coordinate system when the generalized coordinates of its links are known (direct kinematics problem by position). Web-application “The virtual environment for manipulator position control” helps one to get familiarized with the spatial models of multi-link manipulators of several types, to understand the kinematic connections of the movements of individual links and the principle of controlling...
the position of the gripper. The interrelation of the movements of complex multi-link mechanisms is difficult to imagine without computer simulation. This web-application essentially simplifies the observation of various spatial configurations of manipulators with six degree of freedom in arbitrary viewpoints. Fig. 9 shows the example of input data for practical training on solving task of determining the spatial coordinates of the object if it is in the gripper of manipulator of specific type at the given configuration.

CONCLUSIONS

Today, leading research teams and corresponding departments of the largest microelectronic industry firms are developing and producing robots of various types and functionalities. A special class of high-tech products has appeared — service robots, which are already widely used in medicine, agriculture, service sector and trade, in logistics and transport, in security and safety services, etc. This situation causes the increase in demand for qualified specialists in the design, maintenance and operation of modern robotic systems and, accordingly, the increase in requirements for the training of such specialists in technical universities.

The importance of having modern means for laboratory and practical training on intelligent information technologies, control systems and robotics was discussed as the issues of preparing future scientists and engineers for the XXI century challenges at the World Congress on Automatic Control of the IFAC-2017 [9].

This article presents the technology of organizing modern and rapidly updated means for practical laboratory research for educational purposes, both with remote use of physical equipment and with the web technology for computer simulation of the behavior of robots or their functional modules. Our laboratory complex with the corresponding techniques is successfully applied for practical training on discipline “Intelligent robots and robotic systems” in the master's degree at the Institute for Applied System Analysis of National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute” [10].
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Ключові слова: робототехніка, технології дистанційного керування, віртуальна лабораторія, веб-застосунки.
Интересующая нас задача состоит в своевременном обновлении лабораторных средств для обучения и исследований по робототехнике и интеллектуальным информационным технологиям. Предложена технология организации лабораторного комплекса с двумя типами компонентов — программно-аппаратное оборудование с дистанционным управлением и программные веб-приложения для практических занятий в виртуальной среде. Приведено общее структурное описание действующего оборудования в виде мобильного робота и сенсорного модуля. Показано несколько примеров веб-приложений, позволяющих ознакомиться с пространственными моделями определенных видов робототехнических систем и выполнить конкретные практические задания с возможностью автоматической проверки полученного результата.
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