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Abstract: Monitoring the development of infectious diseases is of great importance for the prevention of major outbreaks. Syndromic surveillance aims at developing algorithms which can detect outbreaks as early as possible by monitoring data sources which allow to capture the occurrences of a certain disease. Recent research mainly concentrates on the surveillance of specific, known diseases, putting the focus on the definition of the disease pattern under surveillance. Until now, only little effort has been devoted to what we call non-specific syndromic surveillance, i.e., the use of all available data for detecting any kind of infectious disease outbreaks. In this work, we give an overview of non-specific syndromic surveillance from the perspective of machine learning and propose a unified framework based on global and local modeling techniques. We also present a set of statistical modeling techniques which have not been used in a local modeling context before and can serve as benchmarks for the more elaborate machine learning approaches. In an experimental comparison of different approaches to non-specific syndromic surveillance we found that these simple statistical techniques already achieve competitive results and sometimes even outperform more elaborate approaches. In particular, applying common syndromic surveillance methods in a non-specific setting seems to be promising.
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1. Introduction

The surveillance of health-related data is of major importance to preserve public health. In particular, the early detection of infectious disease outbreaks enables to apply control measures at an early stage, which indeed can save lives and reduce suffering [1]. In this regard, syndromic surveillance has been introduced which aims to identify clusters of infected people before final diagnosis are confirmed and reported to public health agencies [2]. The fundamental concept of syndromic surveillance is to define indicators for a particular infectious disease on the given data, also referred to as syndromes, which are monitored over time to be able to detect unexpectedly high numbers of infections which might indicate an outbreak of that disease. This can be done in many different ways, e.g., by tracking over-the-counter sales of specific pharmaceuticals or by observing the number of patients arriving at an emergency department with a particular medical condition [3].

Depending on the available data sources and the disease under surveillance, the definition of syndromes is a challenging task, since symptoms are often shared by different diseases and a particular disease can have different disease patterns in the early phase of an infection. Moreover, this kind of filtering is a highly handcrafted approach and only allows to monitor known infectious diseases.

Rather than developing highly specialized algorithms which are based on specific indicators and assume particular characteristics of outbreak shapes [4], we argue that the
task of outbreak detection should be viewed as a general anomaly detection problem, where an outbreak alarm is triggered if the distribution of the incoming data changes in an unforeseen and unexpected way. On the one hand, this interpretation does not require manual specification of suitable syndromes in advance, while, on the other hand, the algorithms are able to capture individual behaviour for each given data source. For example, the reporting of chief complaints (the documented reason for patient visit) can vary between different hospital staff, making it difficult to monitor a particular syndrome across different emergency departments. Moreover, approaches to interpretable machine learning [5] can be leveraged for syndromic surveillance to support epidemiologists after an anomaly has been detected to ease the investigation of the raised signal.

Therefore, we distinguish between specific syndromic surveillance, where factors related to a specific disease are monitored, and non-specific syndromic surveillance, where general, universal characteristics of the stream of data are monitored for anomalies. However, until now, only few approaches have been proposed which make use of available data to detect any kind of infectious disease outbreaks.

In this paper, we revisit approaches which can be used for non-specific syndromic surveillance and propose a general framework in which these can be integrated. Even though most of the previous works present extensive evaluations, we found it difficult to assess the actual performance of these algorithms. In particular, only little effort has been spent on implementing appropriate benchmarks which serve as reference to judge the ability of how well the algorithms can detect outbreaks. Therefore, we also propose a set of benchmarks relying on simple statistical assumptions, which have been widely used in syndromic surveillance before. Moreover, to close the gap between specific and non-specific syndromic surveillance, our framework also allows to apply well-studied statistical algorithms for outbreak detection in the setting of non-specific syndromic surveillance. For comparability, we evaluate the techniques on the same synthetic data which have been used in previous works [6,7]. In addition, we have performed extensive evaluations on real data of a German emergency department to which we injected synthetic outbreaks with a controlled number of infections, in order to assess the sensitivity of the algorithms.

1.1. Contributions

In summary, in this paper we make the following contributions: (1) We formulate and motivate the problem of syndromic surveillance from the perspective of machine learning to make it more attractive for the machine learning community. (2) We present a local and a global modeling strategy for non-specific syndromic surveillance in an unified framework. (3) We review the few available machine learning approaches for non-specific syndromic surveillance in face of our proposed modeling framework. (4) We propose a set of benchmarks for non-specific syndromic surveillance relying on simple distributions which have been widely used in syndromic surveillance. Moreover, to close the gap between specific and non-specific syndromic surveillance, our framework also allows to apply well-studied statistical algorithms for outbreak detection in the setting of non-specific syndromic surveillance. For comparability, we evaluate the techniques on the same synthetic data which have been used in previous works [6,7]. In addition, we have performed extensive evaluations on real data of a German emergency department to which we injected synthetic outbreaks with a controlled number of infections, in order to assess the sensitivity of the algorithms.

A preliminary version of this paper has previously appeared as [8] which focuses on the comparison of our proposed benchmarks with respect to more elaborate machine learning approaches addressing the task of non-specific syndromic surveillance, including common anomaly detection algorithms. New to this version are, in particular, a detailed survey of related work in syndromic surveillance, the novel modeling framework for non-specific syndromic surveillance, and a considerably more extensive description and analysis of the experimental results.
1.2. Outline

The remainder of this paper is organized as follows: In Section 2, we first give an overview of syndromic surveillance and its relation to data mining and machine learning. Afterwards, we explain the framework for non-specific syndromic surveillance in Section 3, proposing a local and a global modeling strategy. We then show how existing approaches for non-specific syndromic surveillance can be categorized by this framework in Section 4, and propose a set of benchmarks in Section 5. Section 6 presents the results of a comparative evaluation of the performance of various known approaches in comparison to our benchmarks using synthetic and real data. Finally, we conclude and planned future extensions in Section 7.

2. Syndromic Surveillance

The main objective of syndromic surveillance is to monitor the presence of an infectious disease over time and to allow to conduct an investigation by epidemiologists if an unexpectedly high number of infections is observed. Rather than tracking the confirmed cases, which can take up to several days until the laboratory results are available, syndromic surveillance focuses on early indicators of a disease to allow a more timely detection of outbreaks [4]. In the context of syndromic surveillance, such indicators are usually encapsulated as syndromes:

**Definition 1 (Syndrome [9]).** A syndrome is a set of symptoms or conditions that occur together and suggest the presence of a certain disease or an increased chance of developing the disease.

Notably, this definition differs slightly from the original meaning of a syndrome, which is only described by a set of symptoms, to also include the monitoring of nonclinical data sources [2]. For example, the sales of a specific pharmaceutical product against flu could be used for the detection of influenza outbreaks, but cannot be described as a symptom directly. In general, syndromic surveillance can be defined as:

**Definition 2 (Syndromic Surveillance [10]).** Syndromic surveillance is an investigational approach where health department staff, assisted by automated data acquisition and generation of statistical alerts, monitor disease indicators in real-time or near real-time to detect outbreaks of disease earlier than would otherwise be possible with conventional reporting of confirmed cases.

The general approach to syndromic surveillance is to first decide on a disease under surveillance and based on that a syndrome is specified which needs to be monitored.

**Definition 3 (Specific Syndromic Surveillance).** We speak of specific syndromic surveillance if a specific syndrome for a given disease is monitored over time in order to be able to detect possible outbreaks of this particular disease early on.

However, for this approach the disease and the related syndrome need to be known in advance for which reason an outbreak of an unknown infectious disease might be missed due to a different disease pattern. Only little research has been put on what we refer to as non-specific syndromic surveillance, i.e., universal approaches to syndromic surveillance which aim to detect any suspicious anomalies in the given data, indicating an infectious disease outbreak.

**Definition 4 (Non-Specific Syndromic Surveillance).** We speak of non-specific syndromic surveillance if a data source is monitored over time in order to be able to detect possible outbreaks of any disease early on.

In particular, this universal approach can also be seen as the surveillance of all possible syndromes at the same time. Obviously, this comes with an increased computational complexity, but also allows to detect outbreaks with an, at this time, yet unknown disease
pattern. Moreover, any anomaly is an indicator that something unexpected is happening, which does not necessarily relate to an infectious disease outbreak. For example, Rappold et al. [11] investigated the health effects associated with exposure to wildfire emissions in emergency department (ED) data. Therefore, non-specific syndromic surveillance could also be used as a general tool for public health surveillance to increase the preparedness for unexpected events.

2.1. Overview of Prior Work in Syndromic Surveillance

Most of the research in syndromic surveillance is devoted to monitoring specific syndromes. A survey of syndromic surveillance for influenza is provided by Hiller et al. [12]. However, many other infectious diseases have been monitored as well, such as pneumonia [13] or norovirus [14]. In contrast, we found only a few publications which relate to non-specific syndromic surveillance. Reis et al. [15,16] monitor the total number of patient visits in an emergency department rather than particular syndromes. However, a high number of patient visits can be caused by various reasons, making the resulting signal of the syndromic surveillance method noisy and unreliable. Furthermore, small outbreaks are hard to detect with such frequency-based approaches. On the other hand, it has been proposed to monitor a set of syndromes at the same time in order to be able to detect outbreaks of various known diseases, e.g., [17–21]. However, these works are more related to specific syndromic surveillance, since the syndromes need to be specified in advance and all of them are monitored and investigated individually. In particular, for syndromic surveillance based on emergency department data, it has been shown that the monitoring of multiple indicators for a particular disease in one data source can improve the ability for detecting outbreaks. For example, Reis and Mandl [22] show that the surveillance of chief complaints and diagnostic codes together yield better results than alone. The selection which information (e.g., diagnostic codes, discharge diagnosis or chief complaint) should be used to form syndromes is discussed in the works of Begier et al. [23], Fleischauer et al. [24] and Ivanov et al. [25]. Generally speaking, a clear preference cannot be stated since the usefulness depends on the disease under surveillance. However, the use of diagnostic codes (such as the International Classification of Diseases (ICD) codes) allows a more fine grained specification of diseases, but comes with the drawback of reporting delays up to several days due to laboratory testing [26].

In general, monitoring multiple syndromes or multiple data sources simultaneously facilitates the detection of outbreaks [27]. This area is known as multivariate syndromic surveillance and can be categorized as follows: (1) spatial surveillance (e.g., simultaneously monitoring of disease counts at different locations with possible spatial correlations), e.g., [19,20]; (2) simultaneous surveillance of a syndrome with respect to particular groups of patients which differ in their demographic characteristics (e.g., monitor the syndrome for children and adults separately), e.g., [28]; or (3) monitoring of different types of data sources at the same time (e.g., over-counter sales in pharmacies and emergency department visits), e.g., [29]. Non-specific syndromic surveillance can be seen as multivariate syndromic surveillance over all infectious diseases if we assume that all possible syndromes are monitored simultaneously. While the monitoring of different demographic characteristics is implicitly included in this scenario, non-specific syndromic surveillance methods can also be designed to include spatial information and multiple data sources. However, if multiple data sources are monitored at the same time, one needs to take into account the problem of autocorrelation and multiple testing [16], as we will discuss later in Section 3.2.2.

2.2. Data for Syndromic Surveillance

The presence of an infectious disease outbreak can only be determined through the actions of infected people. If an infected person does not contact any service that allows to collect information about the case, the infection remains unknown and cannot be detected by a syndromic surveillance system. Consequently, the data sources for syndromic surveillance can only be seen as a weak indicator for disease outbreaks.
Syndromic data can be obtained from (1) clinical data sources (e.g., diagnoses in an emergency department), which provide measurements of the symptoms of individuals, as well as (2) alternative data sources (e.g., internet-based health inquiries), which indirectly measure the presence of a disease [2]. A selected set of possible data sources is displayed in Table 1.

Table 1. Exemplary data sources for syndromic surveillance.

| Data Source                            | Type    |
|----------------------------------------|---------|
| emergency department visits            | clinical|
| emergency hotline calls                 | clinical|
| insurance claims                       | clinical|
| laboratory results                     | clinical|
| ...                                    | ...     |
| school or work absenteeism              | alternative|
| pharmacy sales                         | alternative|
| internet-based searches                | alternative|
| animal illnesses or deaths             | alternative|
| ...                                    | ...     |

An important property of syndromic data is that the underlying probability distribution can change over time. A specific characteristic of syndromic data is seasonality, in machine learning also known as cyclic drift [30], a special form of concept drift, in which the target concept changes over time with respect to a fixed time frame. For example, Hughes et al. [31] and Dirmyer [32] show that the cold weather in winter has an influence on the symptoms of the people arriving in emergency departments. Johnson et al. [33] capture seasonal patterns in emergency department data due to respiratory illnesses. In particular, this kind of drift is predictable, and appropriate outbreak detection algorithms can take advantage of it.

The evaluation of syndromic surveillance methods is usually difficult due to the lack of labeled data. In particular, for some scenarios of infectious disease outbreaks, such as the intentional release of Bacillus anthracis, none or only very few outbreaks happened in the past. In addition, a precise definition for the labeling of outbreaks does not exist, making it difficult to obtain standardized data sets on which algorithms can be evaluated. According to this, the evaluation data used for syndromic surveillance can be described by three categories: (1) wholly authentic, (2) wholly simulated, and (3) simulated outbreaks superimposed onto authentic data [34]. Most of the proposed algorithms in the literature are evaluated using data from categories (2) or (3), which allows a detailed analysis of the performance of the proposed algorithm in a controlled setting.

2.3. Relation to Data Mining and Machine Learning

Seen from a machine learning perspective, syndromic data are a constant stream of instances. For specific syndromic surveillance the data are pre-processed in order to extract only the information pertinent to the definition of the monitored syndrome, whereas for non-specific syndromic surveillance all available data are monitored for unusual distributional changes. To detect such changes in the data stream, which might indicate an outbreak, the instances are usually grouped together according to pre-specified time slots. For example, all patients which arrive at an emergency department on a specific day are grouped together as a set of instances. Hence, the stream can be represented as a time series of sets of instances. The goal of syndromic surveillance is to detect any major changes for the last observed set in the stream which might indicate an outbreak of an infectious disease.

Generally speaking, the main objective of syndromic surveillance can be described as anomaly detection, which refers to the problem of finding patterns in data that do not conform to expected behavior [35]. In particular, the focus is put on patterns which
indicate an increasing number of infections over time which can be described by collective and sequential anomaly detection at the same time. Directly applying point anomaly detection, which aims to identify single instances as outliers, such as encountering a patient over a hundred years old in the ED, is not of interest for syndromic surveillance [36]. However, by forming a univariate time series of counts for a particular syndrome, as it is done in specific syndromic surveillance, the problem can be reduced to point anomaly detection. Most approaches to syndromic surveillance can be categorized as statistical anomaly detection techniques (e.g., EARS [37], Farrington [1], and many more).

In contrast, the area of emerging pattern mining [38], which aims to discover item sets whose support increases significantly from one data set to the other, directly relates to the problem of non-specific syndromic surveillance, in that each item set can be seen as a specific syndrome. Similarly, contrast set mining [39] aims to find conjunctions of attributes and values that differ meaningfully in their distributions across data sets. Such techniques can be used to compare the last observed set of instances to the previous sets of instances in order to detect significant changes in the frequencies of any group of instances. Both approaches have also been viewed as instantiations of a general framework for supervised descriptive rule learning [40], a generalization of the subgroup discovery [41], where labels (e.g., w.r.t. a concrete syndrome) are assumed to be available.

Because of the lack of labeled data, most algorithms for syndromic surveillance are unsupervised. Apart from unsupervised anomaly detectors, generative machine learning algorithms can also be used for syndromic surveillance, such as sum-product networks [42] or Bayesian networks [43]. Such algorithms allow to capture the underlying probability distribution of the data source and, therefore, can capture the normal behavior. Afterwards an expectation can be created with the generative machine learning algorithm which is then compared to the current observed set of instances to detect anomalies. In this way, syndromic surveillance can also be seen from the perspective of exceptional model mining [44] in that it can be formulated as the identification of a subset of instances in which a model of the current set of instances differs substantially from the models for previous set of instances.

In general, the output of an anomaly detector for syndromic surveillance should be seen as a signal that an outbreak may be occurring which triggers a further investigation of the situation by public health officials [9]. To avoid unnecessary and costly interventions, the signal ideally includes information about the reason of the detected anomaly allowing the epidemiologist to quickly judge the importance of the alarm. Therefore, syndromic surveillance could also benefit from the area of interpretable machine learning, focusing on approaches which can provide explanations to their predictions [5].

Furthermore, machine learning can also be used to address data quality issues, which can be a major issue in health-related data due to the manual capturing. For example, the manually inserted initial assessments in an emergency department may experience gaps as the frequency of patient visits increases. In this respect, missing data imputation algorithms, such as generative adversarial networks [45] or mean-field-type filters [46], can be leveraged to improve data quality before syndromic surveillance methods are applied.

3. Non-Specific Syndromic Surveillance

In this section, we formulate the problem of non-specific syndromic surveillance from the perspective of machine learning and propose two modeling strategies. The used notation is summarized in Table 2.
which can be used for spatial surveillance (e.g., postal code of the patients arriving in the emergency department).

As mentioned above, the cases are grouped together according to pre-specified time slots. Each case can be a patient arriving at the emergency department. In addition, each data set can be denoted as $C(t)$. The set of characteristics $X = \{X_1, X_2, \ldots, X_n\}$ represents a set of characteristics. The set of local model creators $L(X, \mathcal{H}) = \{L_{X_1}, L_{X_2}, \ldots, L_{X_n}\}$ allows the user to configure local model monitoring characteristics $X$.

### Table 2. Notation.

| Notation | Meaning |
|----------|---------|
| $\mathcal{A}$ = $\{A_1, A_2, \ldots, A_m\}$ | response attributes |
| $\mathcal{E}$ = $\{E_1, E_2, \ldots, E_k\}$ | environmental attributes |
| $C \subseteq A_1 \times A_2 \times \ldots \times A_m$ | population of cases |
| $c \in C$ | a single case |
| $t$ | index for the time slot |
| $C(t) \subseteq C$ | cases of time slot $t$ |
| $e(t) \in E_1 \times E_2 \times \ldots \times E_k$ | environmental setting for time slot $t$ |
| $(C(t), e(t))$ | information about time slot $t$ |
| $\mathcal{H} = (\langle C(1), e(1) \rangle, \ldots, \langle C(t-1), e(t-1) \rangle)$ | information about previous time slots |
| $G(e(t), \mathcal{H}) = \hat{C}(t)$ | global model |
| $\mathcal{G}(t)$ | expectation for $C(t)$ |
| $\mathcal{X} = \{X_1, X_2, \ldots, X_n\}$ | set of all possible syndromes |
| $\hat{\mathcal{X}} = \{\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_n\}$ | a particular syndrome |
| $L_X(e(t))$ | count of syndrome $s$ for time slot $t$ |
| $S$ | time series of counts for syndrome $s$ |
| $\mathcal{S} \subseteq \mathcal{C}$ | reference set of patients |

### 3.1. Problem Definition

Let us denote the population of instances as $C$, to which we will also refer to as cases. For example, a case $c \in C$ can be a patient arriving at the emergency department. As mentioned above, the cases are grouped together according to pre-specified time slots in order to detect sudden changes in the data. Hence, the cases for a specific time slot $t$ are represented as $C(t) \subseteq C$. Each case $c \in C(t)$ is represented by a set of attributes $\mathcal{A} = \{A_1, A_2, \ldots, A_m\}$, where each attribute can be either categorical (e.g., gender), continuous (e.g., age) or text (e.g., chief complaint). Following the notation of Wong et al. [6], we refer to such attributes which basically represent the information under surveillance as response attributes. Note that spatial information can also be included in the response attributes which can be used for spatial surveillance (e.g., postal code of the patients arriving in the emergency department).

While the cases are described by response attributes, information about external influences is represented by a set of environmental attributes $\mathcal{E} = \{E_1, E_2, \ldots, E_k\}$. The environmental attributes are independent of the response attributes and represent external factors which might have an influence on the distribution of cases $C(t)$ for a given time slot $t$. For example, during the winter, we expect to have a higher number of patients with flu symptoms than during the summer. In order to consider such effects, the season can be represented as an environmental attribute which can be used by the algorithms. Hence, the use of suitably chosen attributes allows to capture periodic trends for the population of instances $C(t)$. Depending on which information is available, the environmental attributes can be freely configured by the user based on their domain knowledge apart from the collected data $C$.

From a machine learning perspective, the instances $C(t)$ can be seen as a tabular data set, where a row represents a particular case $c \in C(t)$ and the columns represent the response attributes $\mathcal{A}$. In addition, each data set $C(t)$ is associated with an environmental setting $e(t) \in E_1 \times E_2 \times \ldots \times E_k$, defining external factors which might have an impact on the distribution of $C(t)$. Thus, the information available for time slot $t$ can be represented by the tuple $(C(t), e(t))$ and the information about prior time slots can be denoted as $\mathcal{H} = (\langle C(1), e(1) \rangle, \ldots, (C(t-1), e(t-1)))$. The main goal of non-specific syndromic surveillance is to detect any anomalies in the set $C(t)$ of the current time...
slot $t$ w.r.t. the previous time slots $\mathcal{H}$, which may indicate an outbreak of an infectious disease. Therefore, the history $\mathcal{H}$ can be used to fit a model and the information given by environmental setting $\mathbf{e}(t)$ can be used to condition the model on the current time slot $t$.

3.2. Modeling

The general approach to non-specific syndromic surveillance is to model the normal activity by analyzing $\mathcal{H}$, which can be seen as an expected observation, and compare it to the set $\mathcal{C}(t)$. A significant difference between the expectation to the actual observed set $\mathcal{C}(t)$ can indicate an outbreak of an infectious disease. Especially an increase in the number of instances following a particular syndrome can be a good indicator for an outbreak, while under normal circumstances the absence is not of interest. The difference between the expectation and the current observed subset $\mathcal{C}(t)$ can be modeled in two ways, namely via global and local modeling. While global modeling tries to solve the problem of outbreak detection with a single universal model, a local modeling approach breaks down the problem into many local tasks, each representing an expectation for a particular characteristic of $\mathcal{C}(t)$. For example, the expectation could be an expected count for a specific syndrome which is then compared to the actual count of the syndrome in $\mathcal{C}(t)$. The local tasks are executed independently and their results need to be aggregated afterwards, in contrast to the global modeling where the outcome is already a single result.

3.2.1. Global Modeling

The basic idea of global modeling is visualized in Figure 1. Given the information of prior time slots $\mathcal{H}$, which serve as training data, and the information about the environmental attributes of the current time slot $\mathbf{e}(t)$, the learning objective of the model is to create an expectation for the distribution of cases $G(\mathbf{e}(t), \mathcal{H}) = \hat{\mathcal{C}}(t)$. In the following step, the distribution $\hat{\mathcal{C}}(t)$ is compared to the actual observation of cases $\mathcal{C}(t)$. Depending on the used algorithm, the representation of $\mathcal{C}(t)$ and $\hat{\mathcal{C}}(t)$ can have arbitrary forms. For example, the information about all cases for a particular time slot can be encapsulated as one vector, as it is done by Fanaee-T and Gama [7]. Depending on the representation of $\hat{\mathcal{C}}(t)$, statistical tests such as the normality [7] or the Fisher’s test [47,48] are typically used for assessing the difference between $\mathcal{C}(t)$ and $\hat{\mathcal{C}}(t)$. However, instead of making a binary final decision, it is much more preferable to directly use the p-value [49]. The complement of the p-value can be seen as the likelihood of being in an outbreak and, therefore, contain much more information about the belief of being in an outbreak than the binary decision. This allows us to analyze the performance of the model in the evaluation more precisely and, moreover, we are able to defer the specification of the significance level during the evaluation. Depending on the results, an appropriate significance level can be selected for applying the model in practice.

3.2.2. Local Modeling

The major drawback of global modeling is that all the information about the cases $\mathcal{C}$ is summarized in one representation. Thus, information about individual cases, which
could be a good indicator for an outbreak, might be lost. This is particularly important for detecting outbreaks of very rare diseases, for which a relative small increase of cases is already alerting. Therefore, local modeling breaks down the problem of non-specific syndromic surveillance into several local modeling tasks, each focusing on a different characteristic of the data (cf. Figure 2). The general idea of composing a global model from many local models has previously been proposed by Knobbe et al. [50].

![Figure 2. Local modeling.](image)

### Problem Formulation

Given some information of prior days $H$, local modeling generates a set of local models $L(X, H) = \{L_{X_1}, L_{X_2}, \ldots, L_{X_n}\}$, each responsible for monitoring a specific pattern $X_i \in X = \{X_1, X_2, \ldots, X_n\}$ of the data. As we will discuss in more detail in Section 4, most of the algorithms differ in what patterns they monitor. For example, one can use high-frequency association rules, as in DMSS (Section 4.1), or all possible patterns up to a certain complexity, as in WSARE (Section 4.2). In dependence of the environmental attributes of the current time slot $e(t)$, each local model defines an expectation $L_{X_i}(e(t)) = \hat{X}_i$ for their pattern. A local model can monitor any kind of pattern which might be helpful to detect an outbreak of an infectious disease. Subsequently, the expectation for the patterns $\{\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_n\}$ are compared to the actual observations of the patterns $X$ obtained from the data set $C(t)$. Like for the global modeling, the comparison is usually performed with statistical tests which yield a $p$-value, as explained in the previous section. As each local model yields a single $p$-value, the results of the local models need to be aggregated to a final $p$-value for the respective time slot.

### Aggregation of $p$-Values

Heard and Rubin-Delanchy [51] review multiple methods for combining $p$-values, such as Edgington’s and Fisher’s methods which have already been used for syndromic surveillance [52]. Each of the combination procedures have different statistical properties, not allowing to generally prefer one particular method. In addition to these methods, we introduce as a simple baseline the naive approach that reports the smallest $p$-value, which basically represents the most significant observation. We have to note that in this case the reported value for a time slot is not a valid $p$-value anymore. The complement should be seen as a mere score for being in an outbreak.

### Problem of Multiple Testing

The aggregation of $p$-values is a difficult task due to the problem of multiple testing. In particular, with an increasing number of statistical tests executed at the same time, it becomes more likely that an extreme $p$-value for one of the tests is computed by chance, increasing the number of false positives.

Generally speaking, it is impossible to check whether a single extreme $p$-value is an indicator for an outbreak or just created by random noise if all tests are assumed to be independent of each other. In this case, several techniques can be used for controlling
the likelihood of obtaining false positives, such as Bonferroni corrections or permutation tests [53]. The general concept is to make each individual underlying statistical test less sensitive to changes, so that chance false positives are less likely to occur. However, this also has the drawback that the sensitivity to detect events is reduced. Moreover, these kinds of corrections are focused on determining whether to raise an alarm or not, while we are interested in obtaining an aggregated $p$-value. In particular, Roure et al. [27] argue that the Bonferroni correction corresponds to an aggregation of $p$-values based on the minimum function. Such correction methods do not have an influence on the performance if we evaluate our approaches using ROC-curves (cf. Section 6.1).

Specifically for contrast set mining, a modified version of the Bonferroni correction has been proposed by Bay and Pazzani [39]. Based on statistical significance pruning, tests performed on specifications of item sets are pruned if they have similar support to its parent item set or fail $X^2$ test of independence with respect to its parent item set.

If the executed statistical tests are correlated, which is true for a scenario in which we monitor all possible syndromes, this knowledge can be used to reduce the number of false alarms. For example, in the area of neuro-imaging, cluster-extent based thresholding techniques are used to identify areas of brain activity [53]. In this case, it is assumed that the statistical tests which are performed for areas which are close together are likely to correlate. However, not always such domain knowledge is available. Without any prior information about the correlations, the framework proposed by Leek and Storey [54] can be used, which captures the dependencies in the data before the statistical tests are conducted, and then adjust the data in a way so that the actually performed statistical tests are independent of each other.

In summary, if a relative assessment of the findings is sufficient our proposed aggregation of taking the minimum is sufficient. Nonetheless, more sophisticated approaches, such as the exploitation of correlations, can likewise be integrated in our proposed framework. We leave the investigation for future work.

Relation to Syndromic Surveillance

Viewed from the perspective of syndromic surveillance, a special case of the local modeling is to monitor all possible syndromes at the same time. The set of all possible syndromes can be defined as

$$S = \left\{ \prod_{i \in I} A_i \mid A_i \in \mathcal{A} \land I \subseteq \{1, 2, \ldots, m\} \land |I| \geq 1 \right\}$$

where $\prod_{i \in I} A_i$ for $|I| = 1$ is defined as $\{\{a\} \mid a \in A \land A \in \mathcal{A}\}$. Hence, each local model is responsible for a pattern $X \in \mathcal{X}$ which represents the count of a particular syndrome $s \in S$. Therefore, $\hat{X}$ of the local model $L_X$ represents the expectation for the count of syndrome $s$. In particular, by extracting the counts for the syndrome $s$ from the historic data $H$, we obtain a univariate time series $T_s = (s(1), s(2), \ldots, s(t-1))$ which can be used to fit the local model. In fact, the most common outbreak detection algorithms in the literature of syndromic surveillance are based on univariate time series. Apart from the environmental attributes, most of these methods are able to consider effects such as seasonality and trend by just analyzing the change of the counts over time. The idea is to apply these well-studied syndromic surveillance methods in the setting of non-specific syndromic surveillance.

4. Machine Learning Approaches to Non-Specific Syndromic Surveillance

As mentioned above, only little research has been devoted to non-specific syndromic surveillance. In our literature research, we have identified only a few algorithms which we will discuss in this section from the point of view of our modeling framework.
4.1. Data Mining Surveillance System (DMSS)

Brossette et al. [47] have proposed the first algorithm which is able to identify new and interesting patterns in syndromic data. The algorithm is based on the concept of association rule mining and follows the local modeling approach where each local model $L_X$ is represented by an association rule $X$. The association rules $X$ are obtained by running an association rule mining algorithm on $C(t)$. Moreover, the authors propose to reduce the complexity of this process by focusing only on mining high-support association rules. In order to perform the comparison, a reference set of patients $R \subset C$ is created by merging the cases of a selected set of previous time slots. This is used for comparing the confidence of an association rule $X$ on $R$ with the confidence computed on $C(t)$ using a $\chi^2$ or a Fisher’s test. If the confidence has significantly increased on $C(t)$, the finding is reported as an unexpected event. The technique was evaluated on data collected in an emergency department using patients of the previous one, three or six months as the reference set $R$, and the patients arriving at the ED in a single day as $C(t)$. The authors always report all findings for a day, since they only focus on identifying potentially interesting patterns. An aggregation is not performed. Moreover, environmental attributes are not considered by this approach.

4.2. What Is Strange about Recent Events? (WSARE)

The family of WSARE algorithms has been proposed by Wong et al. [48]. All algorithms share the same underlying concept, namely to monitor all possible syndromes having a maximum of two conditions $S_{\leq 2} = \{ s \in S \mid \| s \| \leq 2 \}$ at the same time. Again, these algorithms can be categorized as local modeling in which each local model $L_X$ is responsible for observing one particular syndrome $s \in S_{\leq 2}$, hence $X = s$. The three WSARE algorithms only differ in the way how the reference set of patients $R$ is created, on which the expectation for a syndrome $\hat{X}$ is estimated. For each local model $L_X$, the proportion of the syndrome on the reference set $R$ is compared to the proportion of the syndromes observed on the set $C(t)$ using the $\chi^2$ or Fisher’s exact test. In order to aggregate the $p$-values for one time slot, a permutation test with 1000 repetitions is performed. As for DMSS, the authors of the WSARE algorithm focused in their evaluation on patient data using single-day time slots.

The following three versions have been considered:

**WSARE 2.0** merges the patients of the 35, 42, 49 and 56 prior days together. The authors have specifically selected these set sizes in order to consider the day-of-the-week effect which represents the occurrence of different observations depending on the day of the week. For example, this effect can have a significant impact on the number of emergency department visits [55].

**WSARE 2.5** merges the patients of all prior days which have the same values for the environmental attributes as the current day $e(t)$. This has the advantage that the expectations $\hat{X}$ are conditioned on the environmental attributes $e(t)$, and that more patients are contained in the reference set $R$, allowing to obtain more precise results.

**WSARE 3.0** learns a Bayesian network over all recent data $H$ from which the reference set of patients $R$ is sampled. For the learning of the network, all patients of all previous days are merged together and encapsulated in a data set where the rows represent the patients. Each patient is characterized by the response attributes as well as the environmental attributes of the respective day the patient arrived. Moreover, the authors make use of domain knowledge for the structure learning of the Bayesian network and restrict the nodes of environmental attributes to have parent nodes. This can be done because the environmental attributes only serve as evidence for the sampling, the prediction of their distribution is not of interest. For the reference set $R$ the authors choose to generate 10,000 samples given the environmental attributes $e(t)$ as evidence.
4.3. Eigenevent

The Eigenevent algorithm proposed by Fanaee-T and Gama [7] can be categorized as a global modeling approach. Its key idea is to track changes in the data correlation structure using eigenspace techniques. Instead of monitoring all possible syndromes, as it is done for the family of WSARE algorithms, only overall changes and dimension-level changes are observed by the algorithm. This makes the Eigenevent algorithm less susceptible to noise resulting in a lower false alarm rate. However, this also reduces the sensitivity of detecting outbreaks which might be caused by only a few cases for a very rare syndrome.

The basic idea of the algorithm is to create a dynamic baseline tensor using the information of prior time slots \( H \) which share the same values for the environmental attributes as \( e(t) \). In the case that not enough prior time slots are available, time slots with the most frequent value combinations for the environmental attributes will be added. The conducted experiments showed that this mixing improves the detection power of the algorithm for unseen value combinations of environmental attributes. In the next step, information of the patients \( C(t) \) and the baseline tensor are decomposed to a lower-rank subspace in which the eigenvectors and eigenvalues are compared to each other, respectively. Any significant changes in the eigenvectors and eigenvalues between the baseline tensor and the information of patients \( C(t) \) indicate an outbreak.

5. Basic Statistical Approaches to Non-Specific Syndromic Surveillance

Of all works discussed in Section 4, only the WSARE algorithms have been compared to common anomaly detection algorithms [48]. These baselines monitor the total number of observations per time slot, and may thus be viewed as global modeling techniques. In our opinion, this provides only a very coarse assessment of the outbreak detection performance.

Therefore, we propose a set of local modeling benchmarks which monitor all possible syndromes \( S \) simultaneously. The key idea of our benchmarks is to apply the same way of monitoring a particular syndrome to all syndromes at the same time and combine the \( p \)-values for each time slot by taking the minimum (cf. the problem of multiple testing described in Section 3.2.2). As a simple set of approaches, we first propose to use the parametric distributions in Section 5.1. For more advanced benchmarks, we additionally propose to use common and universal syndromic surveillance methods in Section 5.2. Since the monitoring for each of the syndromes is always performed in the same manner, we will focus on one syndrome \( s \in S \) and its time series of counts \( T_s = (s(1), s(2), \ldots, s(t - 1)) \) in the following explanations. Note that our proposed benchmarks do not make use of the environmental attributes.

5.1. Parametric Distributions

Similarly to the approaches of Section 4, we choose to use the entire history to fit the parametric distributions. Thus, we estimate the empirical mean \( \mu \) and the empirical standard deviation \( \sigma \) as follows:

\[
\mu = \frac{1}{|T_s|} \sum_{i=0}^{|T_s|} s(i) \\
\sigma = \sqrt{\frac{1}{|T_s| - 1} \sum_{i=0}^{|T_s|} (s(i) - \mu)^2}
\]

Given the fitted distribution \( p(x) \) and a new observed count \( s(t) \), we perform a statistical significance test in order to identify an outbreak for the monitored syndrome. As only a suspicious increase in the number of cases is usually associated with an infectious disease outbreak, we rely on an one-tailed test. With the one-tailed test we only measure the deviation of the observed count from the estimated distribution with respect to high counts. Consequently, the one sided \( p \)-value estimates the probability \( \int_{s(t)}^{\infty} p(x)dx \) of observing \( s(t) \) or higher counts.
**Gaussian.** Not suitable for count data but often used is the Gaussian distribution \( N(\mu, \sigma^2) \). This distribution will serve as reference for the other distributions which are specifically designed for count data.

**Poisson.** The Poisson distribution \( \text{Poisson}(\lambda) \) is directly designed for count data. For estimating the parameter \( \lambda \), we use the maximum likelihood estimate which is the mean \( \mu \).

**Negative Binomial.** Since the distributional assumptions of the Poisson distribution are often violated due to overdispersion, we also include the Negative Binomial distribution \( \text{NB}(r, p) \). This distribution includes an additional parameter, also referred to as the dispersion parameter, which allows to control the variance of the distribution \([56]\). We estimate the parameters with \( r = \mu^2 / (\sigma^2 - \mu) \) and \( p = r / (r + \mu) \).

**Fisher’s Test.** Since the Fisher’s exact test has been used by most of the proposed approaches for non-specific syndromic surveillance, we also include it as a benchmark. It compares the proportion of cases with the syndrome to all cases on the previous data to the corresponding proportion on the current day based on the hypergeometric distribution. In particular, Fisher’s test is known to yield good results on small sample sizes \([57]\), which is the case for the estimates derived from \( C(t) \).

### Modifications for Adapting the Sensitivity

Modeling count data with a statistical distribution is often challenging because of the different forms of count data and distributional assumptions \([56]\). Especially for our application scenario, in which we perform multiple statistical tests in parallel, a fitted distribution which is overly sensitive to changes can cause many false alarms. In fact, if the number of monitored syndromes is much higher than the average number of cases observed each time slot, most of the syndromes are rare. Statistical tests performed on these syndromes report a very low \( p \)-value if only one case is observed in \( C(t) \). This problem becomes more frequent with an increasing number of rare syndromes which are monitored simultaneously, which results in reporting many unusual observations throughout the time slots. In addition, outbreaks are usually associated with a high number of infections, for which reason single unusual observations should have less weight. Therefore, we propose the following modifications for the benchmarks in order to reduce the sensitivity of statistical tests on rare syndromes.

For the Gaussian distribution, we propose to use a minimal value for the standard deviation to which we refer to as \( \sigma_{\text{min}} \). Moreover, for the Poisson distribution, we use a minimal value for the lambda parameter \( \lambda_{\text{min}} \). The Negative Binomial distribution is similarly lead by the mean number of cases. Hence, we assume a minimal mean \( \mu_{\text{min}} \) for the Negative Binomial distribution before setting the parameters as indicated. We leave the standard deviation untouched since manipulating the overdispersion leads to extreme distortions in the estimation.

### 5.2. Syndromic Surveillance Methods

In principle, arbitrary outbreak detection methods which operate on univariate time series can be used in the setting of non-specific syndromic surveillance. Many traditional methods rely on sliding windows which use the \( w \) most recent counts of \( T_s \) as reference values for fitting a particular parametric distribution. Therefore, the mean \( \mu_w(t) \) and the standard deviation \( \sigma_w(t) \) can be computed over these \( w \) reference values as follows:

\[
\mu_w(t) = \frac{1}{w} \sum_{i=1}^{w} s(t-i) \quad \sigma_w(t) = \sqrt{\frac{1}{w-1} \sum_{i=1}^{w} (s(t-i) - \mu)^2}
\]

In the following, we will only focus on a selected set of outbreak detection methods which are universally applicable and serve as drop-in approaches for surveillance systems. In particular, we have chosen to base our work on the following methods which are all implemented in the R package surveillance \([58]\):
EARS C1 and EARS C2 are variants of the Early Aberration Reporting System [37,59] which rely on the assumption of a Gaussian distribution. The difference between C2 and C1 lies in the added gap of two time points between the reference values and the current observed count $s(t)$, so that the distribution of $s(t)$ are assumed as in the following:

$$
s(t) \overset{C1}{\sim} N(\mu_w(t), \sigma^2_w(t)) \quad s(t) \overset{C2}{\sim} N(\mu_w(t-2), \sigma^2_w(t-2))
$$

EARS C3 combines the result of the C2 method over a period of three previous observations. For convenience of notation, the incidence counts $s(t)$ for the C3 method are transformed according to the statistics so that it fits a normal distribution.

$$
\left[ \frac{s(t) - \mu_w(t-2)}{\sqrt{\sigma^2_w(t-2)}} - \sum_{i=1}^{3} \max(0, \frac{s(t-i) - \mu_w(t-2-i)}{\sqrt{\sigma^2_w(t-2-i)}} - 1) \right] \overset{C3}{\sim} N(0,1)
$$

Despite the inaccurate assumption of the Gaussian distribution for low counts, the EARS variants are often included in comparative studies due to their simplicity and are still considered to be competitive baselines [59–61].

Bayes method. In contrast to the family of EARS C-algorithms, the Bayes algorithm [62] relies on the assumption of a Negative Binomial distribution:

$$
s(t) \overset{\text{Bayes}}{\sim} NB\left(w \cdot \mu_w(t) + \frac{1}{2}, \frac{w}{w+1}\right)
$$

With this initialization of parameters, the variance of the Negative Binomial distribution only depends on the window size. For small $w$ a bigger variance is assumed due to insufficient data, while for big $w$ it converges to a Poisson distribution.

RKI method. Since the Gaussian distribution is not suitable for count data with a low mean, the RKI algorithm, as implemented by Salmon et al. [58], assumes a Poisson distribution:

$$
s(t) \overset{\text{RKI}}{\sim} \begin{cases} 
\text{Poisson}(\lfloor \mu_w(t) \rfloor + 1), & \text{if } \mu_w(t) \leq 20 \\
N(\mu_w(t), \sigma^2_w(t)), & \text{otherwise}
\end{cases}
$$

6. Evaluation

The goal of the experimental evaluation reported in this section is to provide an overview of the performance of non-specific syndromic surveillance methods and to highlight the difficulties to detect outbreaks either with global or local modeling. Therefore, we compare the non-specific syndromic surveillance approaches of Section 4 to the simpler statistical methods discussed in Section 5. First we conducted experiments on synthetic data (cf. Section 6.2), which already have been used for the evaluation of the algorithms Eigenevent and WSARE [7,48]. In particular, this experiment allows us to replicate and double-check published results, and complement them with new statistical benchmarks, which provide a deeper insight into the performance of these algorithms. Thereafter, in Section 6.3, we have evaluated the algorithms and the benchmarks on real data of a German emergency department. Since no real outbreaks are known to us in advance, we injected synthetic outbreaks by adding cases with a particular disease pattern on certain days, which allows us to evaluate and compare the algorithms in a controlled environment. Tables 3 and 4 show the attributes of the data sets. A detailed description of the evaluation data is provided in Sections 6.2.1 and 6.3.1, respectively.
Table 3. Information about the attributes of the synthetic data.

| Attribute     | Type    | Values                        | #Values |
|---------------|---------|-------------------------------|---------|
| age           | response| child, senior, ...            | 3       |
| gender        | response| female, male                  | 2       |
| action        | response| purchase, visit, ...          | 3       |
| symptom       | response| nausea, rash, ...             | 4       |
| drug          | response| aspirin, nyquil, ...          | 4       |
| location      | spatial | center, east, ...             | 9       |
| flu level     | environmental | high, low, ...       | 4       |
| day of week   | environmental | weekday, sunday, ...      | 3       |
| weather       | environmental | cold, hot                   | 2       |
| season        | environmental | fall, spring, ...             | 4       |

Table 4. Information about the attributes of the real data.

| Field         | Type       | Values                        | #Values |
|---------------|------------|-------------------------------|---------|
| age           | response   | child, senior, ...            | 3       |
| gender        | response   | female, male                  | 2       |
| MTS           | response   | diarrhea, asthma, ...         | 16      |
| fever         | response   | normal, high, very high       | 3       |
| pulse         | response   | low, normal, high             | 3       |
| respiration   | response   | low, normal, high             | 3       |
| oxygen level  | response   | low, normal                   | 2       |
| blood pressure| response   | normal, high, very high       | 3       |
| season        | environmental | fall, spring, ...             | 4       |
| weekday       | environmental | Monday, Tuesday, ...          | 7       |

6.1. Evaluation Setup

The evaluation of syndromic surveillance methods is usually performed on a set of data streams, to which we will refer as an evaluation set, since a single data stream does normally not contain enough outbreaks to draw conclusions about the performance of the evaluated algorithms.

For each single evaluation, the respective data stream is split into two parts, a training part, containing the first \( k \) time slots, and a test part, which contains the remainder of the data stream. The test part of the data stream contains exactly one outbreak which covers one or more successive time slots depending on the duration of the outbreak. Alarms raised during the outbreak are considered as true positives while all other raised alarms are considered as false positives. Note that the evaluation on the test part is performed incrementally, which means that for evaluating each time slot \( k + i \), the model will be newly fitted on the complete set of previously observed data points \( H = (C(1), e(1)), (C(2), e(2)), \ldots, (C(k + i - 1), e(k + i - 1)) \).

6.1.1. Evaluation Measures

The complement of the \( p \)-value, which we obtain for each time slot in the test part, can be interpreted as a score which is used for the evaluation measure. For the evaluation we rely on the activity monitor operating characteristic (AMOC) \([63]\) which has been predominantly used in previous works. AMOC can be seen as an adaptation of the receiver operating characteristic (ROC), in which the true positive rate is replaced by the detection delay, i.e., the number of time points until an outbreak has been first detected by the algorithm. In case the algorithm does not raise an alarm during the period of the outbreak, the detection delay is equal to the length of the outbreak. Hence, the computation of the AMOC curves is based on the sorting of the composite \( p \)-values for each time slot \( k, k + 1, \ldots \) in the test part and the detection delay that the particular time slots would cause if there was no alarm raised.
Contrary to the evaluation in [7,48], in which only specific scores have been evaluated to create the AMOC-curves, we evaluate the complete range of scores to allow a more precise analysis. Moreover, for syndromic surveillance, we are interested in a very low false-alarm rate for the algorithms, and therefore only report the partial area under AMOC-curve for a false alarm rate less than 5%, to which we refer to as $AAUC_{5\%}$. Note that contrary to conventional AUC values, in this case lower values mean better results since small values for the detection delay are better.

Furthermore, in previous works, the computed scores of all evaluated data streams have been combined together, before the AMOC-curve has been created. This results in a micro-averaged measure. However, each data stream is handled by the algorithms independently, possibly resulting in different models across the data streams. Depending on the properties of the respective underlying data distribution, these models might perform differently. In order to consider such differences we propose to evaluate the AMOC-curve on each data stream individually and then take the average of all computed $AAUC_{5\%}$ values representing the macro-averaged result. If not stated otherwise, the macro-averaged $AAUC_{5\%}$ values are reported. However, as long as the streams share similar properties, which is the case for the WSARE synthetic data, the results of the micro-averaged and the macro-averaged $AAUC_{5\%}$ values are quite similar.

6.1.2. Parameter Configurations

For our proposed benchmarks, all possible syndromes having a maximum of two conditions $S_{\leq 2} = \{ s | s \in S \land |s| \leq 2 \}$ are evaluated as it is done in the WSARE algorithms. In addition, we have used a minimal standard deviation of one ($\sigma_{\text{min}} = 1$), a minimal lambda of one ($\lambda_{\text{min}} = 1$) and minimal mean of one ($\mu_{\text{min}} = 1$) as the standard setting. Since the implementation of the EARS algorithms allows to set a minimal standard deviation as well, we also choose to set it to one for these methods. For the DMSS algorithm two parameters need to be specified, the minimum support threshold $sup$ for the rules, and the window size $w$, defining the number of recent time slots used for the reference set $R$. For a fair comparison, we have evaluated all parameter settings for $w = \{30, 90, 180\}$, as proposed in [47], and for $sup = \{3, 5, 7\}$. Since the described approaches all rely on a sliding window, we have evaluated the window sizes 7, 14, 28, 56, 112, 182 and 357 to further analyze the influence of amount of data used for fitting the distributions of the statistical methods.

6.1.3. Additional Baselines

Following Wong et al. [48], we have also included the control chart, the moving average and the linear regression algorithms. These baselines only monitor the total number of patients per time slot and can therefore be considered to be simple global modeling approaches. Note that this kind of surveillance can also be viewed as monitoring the universal syndrome, which is true for all observed cases. The control chart algorithm is essentially identical to our proposed Gaussian benchmark and the moving average algorithm corresponds to the EARS C1 algorithm using a window size of 7 except that both algorithms are only applied on the univariate time series of the universal syndrome. In contrast, the linear regression model fits a linear model which predicts the number of cases per time slot solely based on the environmental attributes. To apply linear regression on categorical features we create a one-hot encoded representation of $H$ using the information of the environmental attributes. Given the encoded data with binary features $X_1, \ldots, X_i$ the linear regression model $Y = \beta_0 + \beta_1 X_1 + \ldots + \beta_i X_i$ is fitted where $Y$ represents the estimation for the total number of patients per time slot. The standard error of the model, which is computed on all recent time slots which share the same values for the environmental attributes as the current observed time slot, and the predicted value for the current time slot are used to fit a Gaussian distribution, on which a $p$-value is computed for the actually observed number of patients.
6.1.4. Implementation

For the Eigenevent algorithm, we rely on the code provided by the authors (https://github.com/fanaee/EigenEvent, accessed on 22 April 2020). Unfortunately, we have not been able to get access to the original code of WSARE and DMSS, and therefore re-implemented these algorithms in Python, using the libraries pyAgrum [64] for Bayesian networks and mlxtend [65] for association rule mining. To further compare our implementation of the WSARE algorithms, we have imported the pre-computed $p$-values of the WSARE and Eigenevent algorithms on the synthetic data which are also available in the Eigenevent repository. As an implementation baseline for the common syndromic surveillance methods, we have used the R package surveillance [58], and adapted the implementation of the methods EARS (C1, C2, and C3), Bayes, and RKI so that they also return $p$-values. Finally, for performing linear regression, we have used the Python library scikit-learn [66]. Our implementation is publicly available (https://github.com/MoritzKulessa/NSS, accessed on 9 March 2021).

6.2. Experiments on Synthetic Data

6.2.1. Data

The evaluation set consists of 100 data streams, generated with the synthetic data generator proposed by Wong et al. [6] (https://web.archive.org/web/20150920104314/http://www.autonlab.org/auton_static/datasets/wsare/wsare3data.zip, accessed on 8 August 2020). The data generator is based on a Bayesian network and simulates a population of people living in a city of whom only a subset are reported to the data stream at each simulated time slot. Detailed information about the attributes in the data stream is given in Table 3. As WSARE, DMSS, and the benchmarks cannot take spatial attributes into account, such kind of attributes are considered as response attributes for these algorithms. Each data stream $H$ captures the information about the people on a daily basis over a time period of two years, i.e., each time slot $C(t)$ contains the patients of one day. The first year is used for the training part while the second year serves as the evaluation part. The outbreak in the second year starts at a randomly chosen day and always lasts for 14 days. For simulating the outbreak, a randomly chosen number of cases with a particular disease pattern is added to the baseline distribution of patients in this time period. A total of $|S| = 270$ syndromes are monitored at the same time for the WSARE algorithms and the benchmarks.

All of the 100 synthetically generated data streams share similar properties. As an example, we have visualized the total number of reported people for one of the data streams in Figure 3. As it can be seen, the number of daily cases is considerably low compared to the number of monitored syndromes $|S| = 270$ for which reason most of the syndromes might be rare. To get an impression about the distribution of the observed counts according to the Gaussian model, we additionally visualized the $z$-scores (degree of deviation from the mean measured in number of standard deviations) for all syndromes $S$ (minimum standard deviation correction was not applied). As can be seen, extreme deviations are not uncommon (cf. discussion on the problem of multiple testing described in Section 3.2.2). As a consequence, we expect that we are only able to reliably detect injected outbreaks for which the syndrome counts differ more than six standard deviations from the respective mean.
6.2.2. Results

Comparison to the Benchmarks

First of all, we have evaluated the non-specific syndromic surveillance approaches (cf. Section 4) and compared them to our proposed distributional benchmarks (cf. Section 5.1). For the WSARE algorithms, we additionally evaluate the results of just reporting the minimal $p$-value for each day (min. $p$-value), instead of performing a permutation test with 1000 repetitions (permutation test). Moreover, we imported the pre-computed $p$-values for the data streams from the Eigenevent repository for the Eigenevent and WSARE algorithms (imported $p$-values) and rerun the Eigenevent algorithm (rerun). The results are presented in Table 5. For comparison, we also have included the evaluation of the micro-averaged AAUC$_{5\%}$ measure.

Rerunning the Eigenevent algorithm returns worse results than the imported $p$-values. In a personal communication, one of the authors of EigenEvent pointed out that the performance of EigenEvent depends on the random initialization of the used tensor decomposition, and suggested BetaNTF as an alternative [67]. However, even the imported $p$-values did not achieve competitive results compared to other algorithms, so we did not further investigate this issue. For the WSARE algorithms, we can observe that our implementation achieves better results than the imported $p$-values. In particular, if we omit the permutation test and only report the minimal $p$-value for each day, the results improve. Our investigations reveal that the number of repetitions of the permutation test is limiting the performance of the approaches. Firstly, the permutation test is based on randomization, only allowing to obtain precise results if the number of repetitions is high enough. Secondly, by performing 1000 repetitions with a permutation test the $p$-values are mapped onto a coarse grained scale, limited to only three digits after the decimal point, not allowing to consider fine-grained differences between the found anomalies. Both problems can be solved by increasing the number of repetitions of the permutation test. However, increasing the precision by one digit after the decimal point requires to perform ten times as many repetitions, which is often not feasible in practice. A discussion about the efficiency of the WSARE algorithm compared to the Eigenevent algorithm can be found in the work of Fanaee-T and Gama [7].
Table 5. Results on the synthetic data.

| Global Modeling                  | \( AAUC_{5\%} \) Micro | \( AAUC_{5\%} \) Macro |
|----------------------------------|--------------------------|-------------------------|
| Control Chart                    | 5.090                    | 5.086                   |
| Moving Average                   | 6.977                    | 7.012                   |
| Linear Regression                | 3.308                    | 3.279                   |
| Eigenevent (rerun)               | 5.721                    | 4.993                   |
| Eigenevent (imported \( p \)-values) | 4.596                  | 4.391                   |
| Local modeling                   |                          |                         |
| Gaussian                         | 0.971                    | 0.941                   |
| Poisson                          | 1.329                    | 1.347                   |
| Negative Binomial                | 1.031                    | 0.966                   |
| Fisher’s test                    | 1.057                    | 1.057                   |
| WSARE 2.0 (min. \( p \)-value)   | 3.054                    | 2.963                   |
| WSARE 2.5 (min. \( p \)-value)   | 1.359                    | 1.321                   |
| WSARE 3.0 (min. \( p \)-value)   | 0.925                    | 0.898                   |
| WSARE 2.0 (permutation test)     | 3.922                    | 3.805                   |
| WSARE 2.5 (permutation test)     | 1.656                    | 1.614                   |
| WSARE 3.0 (permutation test)     | 1.348                    | 1.325                   |
| WSARE 2.0 (imported \( p \)-values) | 4.943                | 4.925                   |
| WSARE 2.5 (imported \( p \)-values) | 1.966                | 1.931                   |
| WSARE 3.0 (imported \( p \)-values) | 1.608                | 1.610                   |
| DMSS (\( sup = 3, w = 30 \))    | 3.270                    | 3.310                   |
| DMSS (\( sup = 3, w = 90 \))    | 3.078                    | 3.011                   |
| DMSS (\( sup = 3, w = 180 \))   | 3.384                    | 3.433                   |
| DMSS (\( sup = 5, w = 30 \))    | 2.935                    | 2.985                   |
| DMSS (\( sup = 5, w = 90 \))    | 2.838                    | 2.817                   |
| DMSS (\( sup = 5, w = 180 \))   | 3.057                    | 3.070                   |
| DMSS (\( sup = 7, w = 30 \))    | 2.839                    | 2.819                   |
| DMSS (\( sup = 7, w = 90 \))    | 2.702                    | 2.764                   |
| DMSS (\( sup = 7, w = 180 \))   | 2.955                    | 2.996                   |

The results of the DMSS algorithm suggest that monitoring association rules is not as effective as monitoring syndromes. In particular, the space of possible association rules is much greater than the space of possible syndromes \( S \), which worsens the problem of multiple testing. In contrast to the other local modeling approaches which are limited to syndromes of maximum length of two, the number of statistical tests performed each day for the DMSS algorithm is regulated by the parameter \( sup \). For \( sup = 3 \) around 980, \( sup = 5 \) around 220 and \( sup = 7 \) around 68 association rules are checked every day compared to \( |S_{<2}| = 270 \). The worse results for \( sup = 3 \) can be explained by the high number of tests performed each day. Conversely, with \( sup = 5 \) and \( sup = 7 \), we perform less tests in average but these thresholds seem to be too strict for detecting outbreaks early on. The effect of the window size on the results is discussed in the following experiment in which we have evaluated the syndromic surveillance methods with different window sizes.

In general, all approaches based on global modeling perform considerably worse than the local modeling approaches. Linear regression could achieve the best results among the global approaches, highlighting the importance of capturing seasonal patterns. A closer examination of the coefficients of a linear ridge regression, shown in Table 6, reveal that we expect slightly more patients on the weekend than during the week. In contrast, the analysis of the other coefficients is difficult due to the correlation among these attributes. For example, the flu season starts during the winter when it is cold. In particular, the coefficients of the weather attribute seem to complement the pattern for the season and the
flu level. As the flu season also may overlap between seasons, we are not able to extract a precise pattern.

Table 6. Coefficients of a linear ridge regression model build on the first year of a synthetic data stream. The associated intercept of the model is 36.416.

| Attribute | Coefficient Value | Attribute | Coefficient Value |
|-----------|-------------------|-----------|-------------------|
| flu level | \( \beta_{\text{decline}} \) 2.805 | season | \( \beta_{\text{winter}} \) 2.805 |
|           | \( \beta_{\text{high}} \) 6.221 |          | \( \beta_{\text{spring}} \) 3.345 |
|           | \( \beta_{\text{low}} \) -5.830 |          | \( \beta_{\text{summer}} \) -6.417 |
|           | \( \beta_{\text{none}} \) -3.197 | day of | \( \beta_{\text{cold}} \) -8.776 |
|           |                      | week     | \( \beta_{\text{hot}} \) 8.776 |
|           | \( \beta_{\text{sat}} \) 1.063 |          |                   |
|           | \( \beta_{\text{sun}} \) 0.683 | weather  |                   |
|           | \( \beta_{\text{weekday}} \) -1.746 |          |                   |

The proposed benchmarks do not take the environmental attributes into account but still are able to achieve results that are competitive to WSARE 3.0. We are surprised about the good results of the Gaussian benchmark since this modelling is not specifically designed for count data. The advantage may be explained with the setting of multiple testing, allowing the generation of more reliable \( p \)-values for the day. Moreover, Fisher’s test performs well without specification of any minimum standard deviation. In contrast to the other benchmarks, Fisher’s test also takes the total number of visits on a particular day into account, which might be an advantage.

Interestingly, the Fisher’s test achieves better results than the WSARE 2.5 algorithm. The only difference between these algorithms is that the WSARE 2.5 accounts for the environmental attributes and only computes the proportion for the respective syndrome on all previous days which match the same values for the environmental attributes. Using more data for performing the statistical test seems to be more appropriate on this data than considering environmental effects.

Evaluation of Syndromic Surveillance Methods

In this experiment, we have evaluated common syndromic surveillance methods (cf. Section 5.2) in the setting of non-specific syndromic surveillance, i.e., monitoring the syndromes of \( S_{\leq 2} \) with outbreak detection methods in parallel using the local modeling approach. The results for the \( AAUC_{5\%} \) measure are represented in Table 7.

Table 7. Results of the \( AAUC_{5\%} \) on the synthetic data for syndromic surveillance methods.

| Size of the Sliding Window | Algorithm | 7   | 14  | 28  | 56  | 112 | 182 | 357 |
|---------------------------|-----------|-----|-----|-----|-----|-----|-----|-----|
|                           | EARS C1   | 4.885 | 2.826 | 1.905 | 1.620 | 1.572 | 1.533 | 0.997 |
|                           | EARS C2   | 4.642 | 2.445 | 1.723 | 1.651 | 1.635 | 1.568 | 0.969 |
|                           | EARS C3   | 3.858 | 2.580 | 2.008 | 1.846 | 1.708 | 1.605 | 1.309 |
|                           | RKI       | 2.370 | 2.038 | 1.767 | 1.851 | 2.033 | 2.125 | 1.386 |
|                           | Bayes     | 2.302 | 1.662 | 1.760 | 1.857 | 2.003 | 2.203 | 1.312 |

In general, we can observe that greater window sizes achieve better results, especially for the EARS algorithms. Moreover, we can observe that for very small window sizes, like 7 and 14, the RKI and the Bayes method are superior to the EARS algorithms. It seems that these methods are more suitable in the setting of non-specific syndromic surveillance if very few data are available. The reason why the results of window sizes 112 and 182 do not seem to improve over the results of window size 56 can be explained by the influence of environmental factors. Due to the annual seasonal pattern of the synthetic data, each season in the year follows a different underlying data distribution. If the window size spans over different seasons, like 112 and 180, we also include non-representative data for
fitting the distributions. The reason that a window size of 357 again works much better for all methods is due to the inclusion of data for fitting the distributions of the same season one year ago.

Sensitivity of Statistical Tests

In this experiment, we have evaluated the influence of the $\sigma_{\text{min}}$, $\lambda_{\text{min}}$, and $\mu_{\text{min}}$ parameters. The results are shown in Figure 4 where the x-axis depicts the respective minimum value and the y-axis the result of $AAUC_{5\%}$ measure.

It can be seen that dampening over-sensitive statistical tests does not have a major advantage for the Poisson benchmark. The implicit distributional assumptions already reduce the impact of the statistical tests on rare syndromes. In contrast, the other distributions benefit from adapting the respective minimum value, resulting in a top performance value of the $AAUC_{5\%}$ slightly below one. In general, the minimum parameter has a stronger influence on the results for the Gaussian benchmark than for the other benchmarks.

In addition, we have performed experiments in which we only monitor the syndromes with length of one $S \leq 1$ and syndromes with a maximum length of three $S \leq 3$. Generally speaking, with an increasing number of syndromes monitored simultaneously, we observe that the value for the minimum parameter needs to increase as well, which compensates the problem of multiple testing.

![Figure 4. Influence of the minimum parameter for the statistical test on the benchmarks.](image_url)

6.3. Experiments on Real Data

6.3.1. Data

For an evaluation on real data, we rely on routinely collected, fully anonymized patient data of a German emergency department, collected over a time period of two years. We have extracted a set of response attributes from the emergency department data (cf. Table 4) which might allow an early detection of infectious disease outbreaks. Continuous attributes have been discretized, since all of the non-specific approaches can only operate on nominal data. In particular, we have discretized the temperature (normal = $(-\infty, 37.5]$, high = $[37.5, 40)$, very high = $[40, \infty)$), the respiration (low = $(-\infty, 12]$, normal = $[12, 25]$, high = $(25, \infty)$), the pulse (low = $(-\infty, 60]$, normal = $[60, 100]$, high = $(100, \infty)$), the oxygen level (low = $(-\infty, 80]$, normal = $[80, \infty]$) and the systolic (normal = $(-\infty, 130]$, high = $[130, 140)$, very high = $[140, \infty)$) and diastolic (normal = $(-\infty, 80]$, high = $[80, 90)$, very high = $[90, \infty)$) blood pressure. Missing values are imputed with the value normal. In addition, we include the Manchester-Triage-System (MTS) [68] initial assessment, which is filled out for every patient on arrival. To reduce the number of values for the attribute MTS, we group classifications which do not relate to any infectious disease, such as to various kinds of injuries, into a single value. We did not include ICD codes as response attributes, since obtaining these values can take several days, hindering a timely detection of the outbreak [26]. For the WSARE algorithms and the benchmarks, a total of $|S_{\leq 2}| = 493$ syndromes are monitored simultaneously.
The number of daily visits in the emergency department is shown in Figure 5. With a mean of 170 patients per day, these are much higher than the synthetic data, which have about 35 patients per day (cf. Figure 3). Again, we also show the z-scores of the syndromes $S_{\leq 2}$ to obtain an impression about the distribution of the observed counts, especially the extreme deviations. Compared to the synthetic data, we obtain much stronger deviations in the syndrome counts, which can be explained by the higher number of syndromes which are monitored simultaneously. In addition, the synthetic data seem to be very homogeneous while the real data seem to change a little bit over time (e.g., we can observe much higher deviations for the end of the second year). Such changes may be due to changes in the behaviour of the hospital staff that inputs the data into the emergency department management systems.

### 6.3.2. Evaluation Process

As the emergency department data do not contain any information about real outbreaks, we decided to inject synthetic outbreaks, which is common practice in the area of syndromic surveillance. Therefore, we have specified ten different scenarios of disease outbreaks, shown in Table 8, each represented by a particular syndrome. For a systematic evaluation, we have carefully selected these syndromes based on their daily occurrences in the emergency department data, ensuring a representative range of frequent and rare disease patterns. Again, we use the first year as the train part and the second year as evaluation part. To simulate an outbreak for one of the scenarios, we have drawn a fixed sized random sample of patients from the emergency department data, which have the respective syndrome, and added these to a randomly chosen single day in the second year, instead of simulating how the patients would arrive in the emergency department over time. This allows us to systematically assess the sensitivity of the algorithms to detect sudden outbreaks by running evaluations with a controlled number of infected people per outbreak.

| Scenario | Syndrome | Daily | $\mu$ | $\sigma$ |
|----------|----------|-------|-------|---------|
| 1 | MTS = unease | | 22.175 | 6.432 |
| 2 | age = adult AND blood pressure = very high | | 16.568 | 4.554 |
| 3 | fever = high | | 11.952 | 5.662 |
| 4 | gender = female AND MTS = abdominal pain | | 7.274 | 2.787 |
| 5 | age = senior AND fever = high | | 3.403 | 2.162 |
| 6 | gender = male AND MTS=diarrhea | | 2.108 | 1.570 |
| 7 | MTS = gastrointestinal bleeding | | 1.168 | 1.104 |
| 8 | age = adult AND MTS = collapse | | 0.618 | 0.777 |
| 9 | fever = high AND respiration = high | | 0.327 | 0.584 |
| 10 | MTS = asthma | | 0.068 | 0.263 |

For each scenario, we have created 25 data streams which differ from each other only by the day of the outbreak. To evaluate a particular outbreak size, we have added the same fixed number of patients to all outbreak days of these data streams. We evaluated all outbreak sizes from one to 20 infected patients per outbreak. Hence, for each scenario we obtain 20 evaluation sets, each containing 25 data streams. According to this, 500 data streams are evaluated for each of the 10 scenarios, resulting in a total of 5000 outbreaks.

For each evaluation set, the results for the $AAUC_{5\%}$ measure can be computed for an algorithm, representing the ability to detect the respective outbreak size for the respective syndrome. Given the results of the $AAUC_{5\%}$ measure for the different outbreak sizes, we can visualize the results of an algorithm as shown in Figure 6. Instead of reporting each single $AAUC_{5\%}$ value for the outbreak sizes, we have chosen to report the area under this curve, encapsulating the overall ability to detect an outbreak for the respective scenario.
of an algorithm, to which we refer to as OAUC. Small values for the OAUC measure represent good results.

**Figure 5.** Visualization of number of patients and z-scores of all syndromes of $S_{\leq 2}$ over time for the real ED data.

**Figure 6.** Visualization of the results of an algorithm for different outbreak sizes. The area under this curve represents the OAUC measure.

### 6.3.3. Configuration of the Algorithms

Due to the better results in the experiments on synthetic data, we choose to report the minimal $p$-value for the WSARE algorithms instead of performing a permutation test. Unfortunately, we could not evaluate the DMSS algorithm, since the high number of cases each day causes the DMSS algorithm to find too many rules. For example, setting the minimum support to $sup = 5$ results in around 60,000 rules for each day. Even by focusing on rules with a very high support, such as $sup = 30$, we still obtain an average of 4000 rules each day, compared to $|S_{\leq 2}| = 493$ syndromes. The configuration for all other algorithms remains the same.

### 6.3.4. Results

**Comparison to the Benchmarks**

For the following experiment, we have evaluated the non-specific syndromic surveillance algorithms on all ten scenarios. Table 9 shows the obtained OAUC measure for the algorithms, followed by the rank across all algorithms for each scenario (in round brackets). The last column of the table shows the average rank of the respective algorithms over all scenarios, so that better algorithms will show a low number in this column.
First of all, we can observe that global modeling improves over local modeling for the results on frequent syndromes (scenarios 1 to 3) while for the remaining rare syndromes it is vice versa. The observations on the frequent scenarios seems plausible, since for the local modeling the signal of the outbreak syndrome needs to surpass the signals of all other monitored syndromes, and as discussed for Figure 3, strong signals are not uncommon. Assuming a fixed outbreak size, the outbreak’s signal is obviously stronger for rare syndromes than for more frequent syndromes, which leads to the observed better performance of the global models for the frequent syndromes. On the other hand, the absolute numbers for the frequent syndromes are all close together and relatively high. This can be explained as we only used a maximum outbreak size of 20 in our evaluations, which is difficult to detect even for the global modeling approaches taking into account that an average of 170 patients arrive in the emergency department each day. This also explains why the global approaches are not able to improve much (in terms of absolute numbers) as the frequency of the evaluated syndromes decreases.

From scenario 4 onwards, the results of the local modeling approaches improve. In particular, the benchmark based on the Negative Binomial distribution, the Gaussian distribution and the EARS methods improve over all other algorithms. In contrast, the Fisher’s test benchmark only achieves competitive results for scenario 10. The same effect can be observed for the results of the WSARE algorithms, since they are all based on the Fisher’s test. While the WSARE 2.0 algorithm is not able to achieve good results at all due to the limited set of reference patients, the WSARE 2.5 and WSARE 3.0 can improve over the Fisher’s test benchmark. Directly comparing the Fisher’s test benchmark and WSARE 2.5 show that the environmental attributes can help to better detect the outbreaks. The improvement of including environmental variables can also be observed for the global modeling approaches, for which the Linear Regression algorithm achieve better results. The coefficients of a linear ridge regression, displayed in Table 10, show that during spring and winter we observe a slightly higher number of patients which may be caused by the flu season. Regarding the weekday, we expect a higher number of cases on Monday and Friday while on the weekend less patients are observed.

The worse results of the approaches which are based on the Poisson distribution (e.g., Poisson benchmark and RKI method) suggest that this distribution might not be suitable for non-specific syndromic surveillance.
Table 10. Coefficients of a linear ridge regression model build on the first year of a real data stream. The associated intercept of the model is 170.867.

| Attribute   | Coefficient | Value |
|-------------|-------------|-------|
| $\beta_{\text{monday}}$ | 11.219 |
| $\beta_{\text{tuesday}}$ | 0.840 |
| $\beta_{\text{wednesday}}$ | -2.436 |
| $\beta_{\text{thursday}}$ | -0.021 |
| $\beta_{\text{friday}}$ | 3.886 |
| $\beta_{\text{saturday}}$ | -5.411 |
| $\beta_{\text{Sunday}}$ | -8.077 |

Evaluation of Syndromic Surveillance Methods

The results for all window sizes of the syndromic surveillance methods are shown in Figure 7. Since the all EARS algorithms obtain similar results, we only have visualized the results of EARS C1. In general we can observe that a very low window size of 7 and 14 achieves the worst results. However, already with a window size of 28 the statistical methods are competitive with the other algorithms presented in Table 9. They further improve with a window size of 56 and then stabilize for larger window sizes for all of the methods.

A closer look at the differences between the syndromic surveillance methods reveals that all EARS methods achieve similar results for all evaluations. The results of the Bayes and the RKI method are usually worse than the EARS methods. Only for scenario 10, the Bayes method can consistently improve over the EARS algorithms for all evaluated window sizes. In general, the results of the EARS methods with a window size of 56 are slightly better than the Gaussian benchmark. In contrast, for the synthetic data we observed that larger window sizes always improved the results. One reason for that difference could be the heterogeneity of the real data. While the synthetic data is consistently generated in a controlled environment, the reporting behaviour in the emergency department may change over time due to the different employees using the hospital system. Apparently, using a window size of 56 allows to adapt to these kind of changes.

![Visualization of results](image)

Figure 7. Visualization of the results for the syndromic surveillance methods.

Results on Specific Syndromic Surveillance

We have transformed the non-specific syndromic surveillance methods into specific syndromic surveillance methods by monitoring only the syndrome of the respective scenario. This allows us to assess the performance of the algorithms without the effect of the multiple testing. The results are shown in Table 11. Note that no results are reported for the global modeling algorithms since such a transformation is not possible for these algorithms.
Table 11. Results of the OAUC measure for all scenarios on the real data in which the algorithms have been applied in the setting of specific syndromic surveillance.

| Local Modeling | Scenario | Avg. | Rank |
|----------------|----------|------|------|
|                |          | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   |      |
| Gaussian       |          | 14.79 | 10   | 9.64 | 6    | 13.02 | 10   | 5.31 | 6    | 2.76 | 7    | 3.10 | 6    | 2.16 | 8    | 1.31 | 9    | 0.76 | 8    | 0.48 | 12   | 7.9  |
| Poisson        |          | 14.63 | 8    | 9.57 | 4    | 12.63 | 9    | 5.29 | 4    | 2.75 | 2    | 3.08 | 6    | 2.09 | 4    | 1.23 | 4    | 0.69 | 2    | 0.40 | 5    | 4.8  |
| Neg. Binomial  |          | 14.81 | 11   | 9.66 | 7    | 13.13 | 11   | 5.32 | 7    | 2.76 | 4    | 3.06 | 5    | 2.25 | 11   | 1.23 | 4    | 0.69 | 2    | 0.40 | 5    | 6.7  |
| Fisher’s Test  |          | 14.65 | 9    | 8.67 | 1    | 13.15 | 12   | 5.09 | 1    | 2.74 | 1    | 2.90 | 3    | 2.11 | 5    | 1.16 | 1    | 0.74 | 6    | 0.40 | 4    | 4.3  |
| WSARE 2.0      |          | 14.93 | 12   | 10.18 | 10   | 11.62 | 7    | 6.80 | 12   | 3.92 | 12   | 2.32 | 11   | 2.29 | 12   | 1.46 | 12   | 0.69 | 5    | 0.40 | 3    | 9.6  |
| WSARE 2.5      |          | 13.94 | 3    | 8.72 | 3    | 11.16 | 6    | 5.73 | 9    | 2.97 | 7    | 2.88 | 2    | 2.21 | 9    | 1.17 | 2    | 0.75 | 7    | 0.27 | 1    | 4.9  |
| WSARE 3.0      |          | 14.34 | 6    | 8.70 | 2    | 11.66 | 8    | 5.20 | 2    | 3.09 | 10   | 2.81 | 1    | 2.12 | 6    | 1.21 | 3    | 0.68 | 1    | 0.40 | 2    | 4.1  |
| C1 (w = 56)    |          | 14.16 | 4    | 10.17 | 9    | 9.63  | 1    | 5.80 | 11   | 3.09 | 9    | 3.16 | 9    | 2.03 | 3    | 1.26 | 7    | 0.78 | 9    | 0.41 | 10   | 7.2  |
| C2 (w = 56)    |          | 14.40 | 7    | 10.20 | 11   | 9.76  | 2    | 5.80 | 10   | 3.09 | 11   | 3.15 | 8    | 2.01 | 2    | 1.27 | 8    | 0.79 | 10   | 0.41 | 8    | 7.7  |
| C3 (w = 56)    |          | 13.83 | 1    | 11.01 | 12   | 10.95 | 5    | 5.65 | 8    | 3.08 | 8    | 3.52 | 12   | 2.25 | 10   | 1.40 | 11   | 0.81 | 11   | 0.41 | 8    | 8.6  |
| Bayes (w = 56) |          | 13.84 | 2    | 9.87 | 8    | 9.91  | 4    | 5.30 | 5    | 2.85 | 5    | 2.94 | 4    | 1.98 | 1    | 1.32 | 10   | 0.89 | 12   | 0.44 | 11   | 6.2  |
| RKI (w = 56)   |          | 14.17 | 5    | 9.64 | 5    | 9.86  | 3    | 5.24 | 3    | 2.91 | 6    | 3.19 | 10   | 2.12 | 7    | 1.23 | 4    | 0.69 | 2    | 0.40 | 5    | 5.0  |

It can be seen that all the algorithms perform almost equally well. In general, the outbreaks of rarer disease patterns are easier to detect by the algorithms, with the exception of scenario 2. The good results for scenario 2 can be explained by the lower standard deviation of the monitored syndrome, which indicates that the counts of that syndrome are more stable. This in turn results in fewer false positives, enabling the algorithms to better detect the outbreak.

Contrary to the results in the non-specific syndromic surveillance setting, the Poisson distribution seem to work much better than the Gaussian or Negative Binomial distribution. Moreover, we were surprised that the algorithms based on Fisher’s test obtain the best results, because this test is usually not used for specific syndromic surveillance. If we compare the results of specific and non-specific syndromic surveillance, we conclude that different distributions should be used depending on the setting at hand.

Sensitivity of Statistical Tests

We have again evaluated the influence of over-sensitive statistical tests by varying the minimum value parameters $\sigma_{min}$, $\lambda_{min}$, and $\mu_{min}$ for all scenarios. The results can be seen in Figure 8 where the $x$-axis depicts the value for the minimum parameter, the $y$-axis the scenario, and the color the value of the OAUC measure.

The plots of the Poisson and Negative Binomial benchmark show similar results when varying the minimum parameter. In particular, by adapting the $\lambda_{min}$ parameter, we effectively set a minimal value for the mean as it is done with the $\mu_{min}$ parameter for the Negative Binomial distribution which explains the similarities of the results in the variation of these parameters. However, there is a clear gap between both OAUC score tables which can be explained by the ability of the Negative Binomial distribution to adapt to overdispersion. This statistical effect might be caused for instance by seasonality, or superspreading events, and different infectious diseases might be more or less prone to it. When surveilling a set of syndromes with different properties simultaneously, the adaptation to overdispersion leads to $p$-values which are better comparable between the different syndromes. This makes the Negative Binomial distribution generally preferable over the Poisson distribution for the scenario of non-specific syndromic surveillance.
Figure 8. Visualization of the influence of $\sigma_{\text{min}}$, $\lambda_{\text{min}}$ and $\mu_{\text{min}}$ parameter for the benchmarks.

However, the results also reveal the limitations in adapting to all syndromes simultaneously. A closer look at the results of the Negative Binomial benchmark shows a correlation between the value for the minimum parameter and the original frequency of the syndrome which was chosen in order to inject the artificial outbreaks. More specifically, the best result for a particular syndrome is achieved when the value for the $\mu_{\text{min}}$ parameter is close to the respective mean. This effect is reasonable since the sensitivity of all statistical tests on syndromes which actually have a lower mean is dampened by assuming a higher mean, while we maintain the sensitivity for the statistical test with which the outbreak can be detected. In particular, we reduce the number of false positives without reducing the ability to detect the outbreak. In contrast, if the value for the minimum parameter is higher than the mean of the syndrome which is responsible for the outbreak, we hinder the ability to detect the outbreak for which reason we obtain worse results again.

A similar behaviour can be observed for the Gaussian benchmark with the difference that we achieve the best performance for the syndromes whose standard deviations are closest to the value for the $\sigma_{\text{min}}$ parameter. Moreover, we can observe that small values for the $\sigma_{\text{min}}$ parameter do not work at all. In order to explain the reason for that behavior, we have visualized the results of scenarios 8 and 9 of the Gaussian benchmark in Figure 9, which depicts the results of the $\text{AAUC}_{5\%}$ measure for different values for the $\sigma_{\text{min}}$ parameter with respect to the outbreak size. It can be seen that for values $\sigma_{\text{min}} < 1.3$, the $\text{AAUC}_{5\%}$ results cannot obtain the optimal value of zero anymore, even if the outbreak size continues to increase. A closer look at this phenomenon reveals that such a low $\sigma_{\text{min}}$ causes that non-outbreak days obtain a $p$-value of 0 due to the inclusion of very sensitive tests and numerical problems. A clear separation between these non-outbreak days and the outbreak day is impossible, resulting in a value above 0 for the $\text{AAUC}_{5\%}$ measure. This problem can be solved by increasing the precision of the computed $p$-values or by reducing the number of statistical tests which are monitored at the same time.
We conclude that the minimum parameter has a major influence on the ability to detect outbreaks and can be used to deliberately put the focus on a particular type of syndromes. In general, we could obtain the best results with the Negative Binomial distribution when properly configured.

7. Conclusions

In this work, we gave an overview about non-specific syndromic surveillance from the perspective of machine learning. Our main contribution is a unifying framework for this task based on two modeling strategies: global modeling solves the problem of outbreak detection with a single model, whereas local modeling breaks down the problem into many smaller, local tasks, which are executed independently and whose predictions eventually have to be aggregated into an overall prediction. In addition, we redefine previously proposed approaches to non-specific syndromic surveillance within this framework. This framework also allows us to define simple local modeling strategies based on statistical approaches, which essentially monitor all possible syndromes of the given data source at the same time.

The second main contribution of this work is an extensive empirical evaluation and experimental comparison of previously proposed algorithms as well as our newly proposed simple local modeling benchmarks. The experimental results on synthetic and real data show that these benchmarks already achieve competitive results or even outperform more elaborate approaches that have been previously proposed in the literature. Especially in the setting where multiple tests on count data are performed simultaneously, monitoring all possible syndromes with Negative Binomial distributions improves over all other approaches. Moreover, on heterogeneous data sources, simple window-based approaches can further improve the performance by adapting to concept drift. In general, the evaluated global modeling algorithms have problems in detecting significant changes for rare disease patterns and therefore perform worse than the local modeling approaches. However, the performance of the local modeling algorithms is limited by the total number of local tasks executed simultaneously, and suffers from the problem of multiple hypothesis testing.

This work can be seen as a foundation for non-specific syndromic surveillance and our proposed simple statistical approaches can serve as benchmarks for future works. As potential directions, the set of specific syndromic surveillance methods applied in the setting of non-specific syndromic surveillance can be enhanced since their results seem promising and these methods are already designed for outbreak detection. In particular, based on the statistical properties of the monitored syndromes, different methods could be used simultaneously. Furthermore, an interesting avenue for future work is the inclusion of geo-spatial information, which has not been addressed in detail in this work.
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