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ABSTRACT

The novel Corona virus SARS-CoV-2 started with strange pneumonia of unknown cause in Wuhan City, Hubei Province of China. On March 11, 2020, the World Health Organization declared the COVID-19 outbreak as a pandemic. Due to this pandemic situation, countries all over the world suffered from economic and psychological stress. To analyze the growth of this pandemic, this paper proposes a supervised LSTM model and its variants to predict the infectious cases in India using a publicly available dataset from Johns Hopkins University. Experimentation has been carried out using various models and window hyper-parameters to predict the infectious rate ahead of a week, 2 weeks, 3 weeks, and a month. The prediction results infer that every individual in India has to be safe at home and to follow the regulations provided by ICMR and the Indian Government to control and prevent others from being infected by this complicated epidemic.
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INTRODUCTION

World Health Organization (WHO) named the disease caused by novel Coronavirus SARS-CoV-2 as COVID-19 on February 11, 2020 (Li et al., 2020; Dong et al., 2020; Law et al., 2020; Hamid et al., 2020). COVID-19 has initially started with strange new pneumonia of unknown cause in Wuhan City, Hubei province of China (Hui et al, 2020) on December 31, 2019 (WHO, 2020; Sarkodie & Owusu, 2020; Shi et al., 2020). On March 11, 2020, the WHO declared COVID-19 outbreak as pandemic as it widely spreads and infects many people all over the world (WHO, 2020). The entire trajectory of COVID-19 inflammation is growing rapidly in all the countries but awareness about the disease is very low among the population. Many countries are quarantining the affected peoples to reduce the cause of spread and even some people do not know their infection because of no such large number of testing laboratories available in all cities and provinces.

In India, the first case was reported on 30th January 2020 that the patient has travel history from some other country (ICMR, 2020). On 4th March 2020, India has a sudden hike in the increase of
infectious rate as then the rate increases very slowly day by day. On 29th March 2020, it crosses more than a thousand in the infectious rate and still, it is increasing in large number. On 27th June 2020, the total number of infected/confirmed cases is about 67,3165 as per the Indian Council of Medical Research (ICMR) record (ICMR, 2020). Moreover, many countries as like India has more complications in handling COVID-19 due to an increase in globalization, population density in cities, non-compliance of supply and demand of medical facilities, drugs and shortcoming of medical equipment and protections. However, in this complicated pandemic situation forecasting of numbers ahead of month or bi-month may be a significant and alternate strategy to prevent and control the infections. To predict the temporal order of infectious rate, this paper proposes a supervised Long-Short Term Memory (LSTM) model and its variants to predict the number of possible infectious cases ahead of 7, 14 days and a month. The publicly available dataset has been used to predict the infectious rate through the variants of proposed supervised LSTM models such as LSTM, Bi-LSTM and Stacked LSTM.

This kind of infection rate prediction has been analyzed recently in previous studies for COVID-19 pandemic situations. However, the proposed studies mostly follow only a data driven approach and those methods are linear in nature that often neglects the temporal components of the data. Statistical methods such as Auto Regressive Moving Average (ARIMA), Moving Average (MA), Auto Regressive (AR) methods, GARCH models tremendously depends on assumptions and such models are also difficult for forecasting real transmission of COVID-19 epidemic situation (Tomar and Gupta, 2020; Elmousalami and Hassanien, 2020). Certain other studies (Chimmula & Zhang, 2020 and Ayyoubzadeh et al, 2020) have proposed deep learning models for the analysis of infectious cases and death rates using traditional training and testing rather than prediction. Moreover, these studies have better inferences in prediction for shorter periods with minimum loss. In case of longer prediction for a month or above, these technique produces more error.

To analyze the epidemic level for a shorter to longer duration this paper proposes an LSTM model and its variants using one-step prediction with windowing technique. The proposed LSTM model uses R0 reproductive number - a statistical method to infer the prediction of an infectious cause for a month in India. The empirical analysis of infectious case prediction mainly depends on the past historical data collected. However, the COVID-19 epidemic depends on a large number of external and global factors. So this paper suggests a recommendation to all Indian individuals about the awareness and cause of COVID-19 ahead of the month using various analyses.

The paper composed of 5 sections, including the introductory one. Section 2 discusses the deep learning based prediction models of pandemic and endemic diseases, Section 3 details the materials and methods used. Section 4 presents the results and discussion of LSTM models and its variants with research finding. Finally, Section 4 concludes the paper.

2. RELATED WORK

The novel Coronavirus started its pandemic with strange new disease COVID-19 caused by pneumonia in Wuhan, Hubei province of China (Hui et al, 2020) on December 31, 2019. From the day of the first reported case, the World Health Organization and the medical researchers are in an urge to provide a stronger vaccine that controls this pandemic spread of COVID-19. On the other side, the academic researchers concentrate more on identifying the best prediction model to help the front line workers in the process to control the spread of COVID-19 (Kirbas et al, 2020). Recently, during January - July 2020, there has been a wide variety of research works proposed to predict the COVID-19 positive, death and infected cases in various geographical locations all over the world (Shorabhi et al, 2020).

Rafiq et al, 2020 have proposed a prognostic yet deterministic state space model to forecast the spread and causes ahead of 30 days for 10 most affected states in India. Singhal et al, 2020 have proposed two contrasting mathematical predictive models such as Fourier Decomposition Method (FDM) on Discrete Cosine Transform (DCT) and Gaussian mixture models for the prediction ahead
of 30 days. This proposed method predicts the cause for India, Italy and the United States of India. Gola et al, 2020 have proposed exponential and Least square curve fitting model with a process of fine tuning to achieve better performances. Dhamodharavadhani et al, 2020 have investigated suitable statistical neural network models and their hybrid version for COVID-19 mortality rate prediction in India. The proposed technique uses Radial Basis Function Neural Network model and Generalized Regression Neural Network model has been utilized. Choudhury et al, 2020 have proposed a validated semi-mechanistic stochastic model to generate short term forecasts. This analysis uses a simplified transmission model using Markov Chain Monte Carlo simulation with Metropolis Hastings updating.

In addition to the proposed models, most of the techniques have proposed Long Short Term Memory (LSTM) model that best predicts the time series data for a shorter duration (Kirbas et al, 2020). Chimulla et al, 2020 have proposed a real time forecasting model for COVID-19 transmission to help the frontline health workers and government policy makers using the LSTM model. This proposed LSTM model predicts the trends of different countries ahead of 14 days and the performances are compared with Canadian data. Hridoy et al, 2020 have proposed a LSTM model and Logistic curve method to predict the possible number of cases in Bangladesh ahead of a month. Tomar and Gupta, 2020 have proposed a LSTM model and curve fitting for the prediction of the number of COVID-19 cases in India 30 days ahead. This work also suggested preventive measures like social isolation and lockdown on the spread of COVID-19. Bedi et al, 2020 have proposed a modified Susceptible-Exposed-Infected-Recovered-Deceased (SEIRD) model for long term prediction and LSTM model for short term prediction of COVID-19 cases for next 30 days. Jana and Ghose, 2020 have proposed a short term adaptive prediction model upto 3 - 4 weeks using the SEIRD model. Anirudh 2020 has analyzed the challenges and outcomes of various mathematical models used for prediction of COVID-19 spread, peak and death cases. Kirbaş et al, 2020 have predicted the confirmed COVID-19 cases of various European countries such as Denmark, Belgium, Germany, France, United Kingdom, and Turkey using Auto-Regressive Moving Average Model (ARIMA), Nonlinear AutoRegressive Neural Network Model (NARNN), and Long Short-Term Memory model (LSTM). This paper predicts the confirmed cases 14 days earlier to the infected history and the models were evaluated using MSE, PSNR, RMSE, NRMSE, MAPE and SMAPE.

Though various research works have proposed LSTM models in the literature, there is no specified model that best predicts the data earlier to 7, 14 and 30 days. Moreover, no research work has analyzed the variants of LSTM models such as Bi-LSTM and Stacked LSTM models, that may show better performances in certain cases. Finally, the LSTM model has dependencies on window size of the training data that may predict the data in most accurately. To incorporate the issues identified in state-of-the-art techniques and to provide better accuracy in prediction, this paper proposes the LSTM model and its variants to predict the spread of COVID-19 cases.

3. MATERIALS AND METHODS

3.1 Data Collection

The proposed model uses publicly available COVID-19 dataset recorded from 22nd January 2020 for nearly 187 countries and territories all over the world (COVID-19). The dataset comprises 8 attributes representing time-stamp, name of the country, name of state or province, latitude, longitude and the time series data tracking the number of infectious cases, recovered cases and death cases. Every day, the data will be updated automatically from the upstream repository maintained by John Hopkins University Centre for System Sciences and Engineering (CSSE). In this proposed work, the data is collected on 5 July 2020 for the time period of 22 January 2020 (considered as 0th day) and 4 July 2020 (164th day). The clean data collected is transformed for the process of the proposed supervised LSTM model using a sliding window (lag observation). The sliding window step temporal data are scaled as features to the model that predicts one-step value (target) from the current sliding window. Naturally, the features are the current window temporal data and the target is the first time step of
the next window. Figure 1 shows the sample consecutive three sliding windows in which the feature and target are highlighted in red and blue color respectively. Iteratively, the sliding window temporal data are used as input to derive one-step prediction as output from the LSTM model.

Figure 1. The feature and target of second consecutive sliding window of size 15.

3.2 Supervised LSTM Models

The proposed supervised LSTM (Gers et al, 1999) model forecasts the time series data of infectious cases in India over a period of days using the past historical data. The LSTM models are popularly used in time series forecasting as it has certain advantages over RNN and other sequences models. First, the data signals can travel in backward directions as well as the network has the feedback connections so that the LSTM model vanishes gradient problem occurred in other models. Further, it has the capability to maintain long term dependency of data as time series have an unknown lag of duration between the events. These advantages are majorly due to the usage of serious of gates and cells that are maintained in memory blocks connected through layers rather than neurons used in traditional feed forward networks. Figure 2 shows the LSTM cell that has three gates, Input gate, Forget gate and Output gate. Input gate scales the input to the cell to perform a write operation, Forget gate scales and reset the old cell value, and Output scales the output to the cell to perform read. Gates in the LSTM model operates like a switch that automatically controls the read/ write operation to incorporate long-term memory function in the model. The mathematical model and the working principle of LSTM cell is clearly given in Yao et al, 2015. Even more, if the model identifies any significant feature initially in the input sequence, it can easily transmit the information over a long distance to formulate the final decision. Finally, LSTM units formulate the decisions concerning the current memory through specific gates in the network. Moreover, to add up an advantage of LSTM mode, Bi-LSTM and Stacked LSTM have been proposed for prediction by Graves et al, 2005 and Yao et al, 2015 respectively. To utilize the advantage of those models, the proposed work also concentrated on implementing Bi-LSTM and Stacked LSTM models.

Bidirectional LSTM (Graves et al, 2005) also known as Bi-LSTM is an extension of the traditional LSTM model. This model has an advantage in training the available input information both in the past and in the near future for a specific time frame which improves the performance of forecasting. Further, Bi-LSTM duplicates the first recurrent layer to provide two layers that allow the network to have both forward and backward directions during data transmission. The Stacked LSTM model simulates a Multiple LSTM architecture layer. This works like one output per one input time step rather than one output time step for all input time steps. Stacked LSTM (Yao et al, 2015) model is a stable technique generally attributed to forecasting a wide range of challenging problems. Diagrammatic representation of all these three models are shown in Figure 3. Using these time related advantages of the LSTM model in forecasting, the LSTM model and its variants such as Bi-LSTM and Stacked LSTM have been proposed to forecast temporal near future and infectious progress of COVID-19 in India.
Figure 2. The LSTM cell

Figure 3. LSTM Model and its variants

A. LSTM Model (Gers et al, 1999)

B. Bi-LSTM Model (Graves & Schmidhuber, 2005)

C. Stacked LSTM Model (Yao et al, 2015)
4. EXPERIMENTAL RESULTS AND DISCUSSIONS

To utilize the time related advantages of LSTM models, the COVID-19 infectious cases of India from 22 January 2020 (considered as 0th day) to 4 July 2020 (considered as 164th day) have been used to evaluate the variants of LSTM models. Figure 4 shows the COVID-19 infectious cases of India from 22nd January 2020(0th day) and 4 July 2020(164th day).

Figure 4. COVID-19 infectious cases of India between 22 January 2020 (0th day) and 04 July 2020 (165th day)

4.1 Unit Root Testing

Generally, LSTM models perform better for the case of non-stationary signals (Bala and Singh, 2019) rather than stationary signals. To validate the stationary in the signal i.e trend or seasonality, Augmented Dickey-Fuller (ADF) (Cheung and Lai, 1995) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) (Li, 1999) test have been used. The test results are interpreted using the p-value. ADF test is a unit root test with consideration of null hypothesis $H_0$ and alternate hypothesis $H_1$ are

$H_0$: The input data signal doesn’t have unit root and so it is stationary

$H_1$: The input data signal have unit root and so it is non-stationary

If the p-value is less than 0.05 (p-value < 0.05) it rejects the alternate hypothesis $H_0$ and the signal is confirmed to be stationary. In the case of a p-value greater than 0.05 (p-value > 0.05), it supports alternate hypothesis $H_1$ and the signal confirms to be non-stationary. Figure 5 shows the
ADF test results for the collected COVID-19 confirmed test cases and that confirms the signal to be non-stationary.

Kwiatkowski-Phillips-Schmidt-Shin (KPSS) is another unit root testing method that is contrary to the ADF test. KPSS test with the consideration of Null hypothesis \( H_0 \) and alternate hypothesis \( H_1 \) is

\[ H_0 : \text{The input time series data have unit root and so it is non-stationary} \]
\[ H_1 : \text{The input time series data doesn’t have unit root and so it is stationary} \]

In the case of a p-value less than 0.05 it rejects the alternate hypothesis \( H_1 \) and confirms the signal to be non-stationary and the case is vice-versa for p-value greater than 0.05. Figure 6 shows the KPSS test of COVID-19 cases in India and that confirms the signal to be non-stationary.

**Figure 5. Augmented Dickey-Fuller Test for the collected COVID-19 confirmed test cases**

| Augmented Dickey-Fuller Test Results: |
|---------------------------------------|
| ADF Test Statistic                   | 4.668814 |
| P-Value                              | 1.000000 |
| # Lags Used                          | 12.000000 |
| # Observations Used                  | 145.000000 |
| Critical Value (1%)                  | -3.476273 |
| Critical Value (5%)                  | -2.881688 |
| Critical Value (10%)                 | -2.577513 |
| dtype: float64                       |           |
| Is the time series stationary?       | False     |

**Figure 6. KPSS test for the collected COVID-19 confirmed test cases**

KPSS Statistic: 0.9377391947504115
p-value: 0.01
num lags: 14
Critical Values:
10% : 0.347
5% : 0.463
2.5% : 0.574
1% : 0.739
Result: The series is not stationary
The proposed supervised LSTM model and its variants are implemented with Adam optimizer and Mean Squared error as loss function in Google Colabs using Tensor Flow as backend for the collected data signal as it is confirmed to be non-stationary. The Keras API has been used wherever necessary to define the LSTM model and its variants with the number of neurons in all the three models are considered to be 5 and activation function as ‘relu’ and the number of epochs to be 200. The performances of all the LSTM models are measured using familiar evaluation metrics such as RMSE and MAPE as given in equation (1) and (2). $N$ is the length of the data signal, $y_t$ is the observed time step and $\hat{y}_t$ is the predicted time step. The hyper-parameters are fixed that fit our case best for forecasting according to different papers (Lipton et al, 2015) that are highly valuable.

$$RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (y_t - \hat{y}_t)^2}$$  \hspace{1cm} (1)

$$MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{y_t - \hat{y}_t}{y_t} \right|$$  \hspace{1cm} (2)

4.2 Prediction

To validate the performance of proposed LSTM model and its variants, infectious case for the period of 7 days (June 28, 2020 to July 4, 2020) has been predicted using the data signal collected between January 22, 2020 (0th day) and June 27, 2020 (157th day). As the proposed model requires an optimal window size for iterative one-step prediction, an empirical test has been carried out using the LSTM model to identify the optimal window of size 30% of the original data signal. In this case, the LSTM model is trained with 80% of data (126 days out of 158 days) to identify the best optimal window size that has the smallest training RMSE value. Figure 7 illustrates the empirical testing for finding the optimal window length. From Figure 7, the window size 2, 6, 4, 12, 16 and 13 that has least RMSE values are considered for the experimentation.

Figure 7. Illustrating empirical testing for finding the optimal length for the window hyper-parameter
Using the window size of 2, 6, 4, 12, 16 and 13 the LSTM models and its variants are implemented to forecast the COVID-19 infectious cases for a period of 7 days (June 28, 2020 to July 4, 2020) through the data collected from January 22, 2020 (0th day) and June 27, 2020 (157th day). The predicted results of all the models LSTM, Bi-LSTM and Stacked LSTM are shown in Table 1 for selected optimal window size with evaluation metrics RMSE and MAPE. On comparing the results from Table 1, it is clear that the three models have a minor deviation in its predicted MAPE value. Further, all the MAPE values are less than 10 which shows the excellent characteristics of the proposed model in prediction. The LSTM model with a window size of 12 shows the highest efficiency of 1102.92 as RMSE and MAPE of 4.86 that is very closer to Stacked LSTM of window size 13 with RMSE 1148.28 and MAPE 4.82.

| S.No | Window Size | Model      | RMSE     | MAPE  |
|------|-------------|------------|----------|-------|
| 1    | 2           | LSTM       | 1864.74  | 8.16  |
| 2    | 2           | Bi-LSTM    | 2018.68  | 8.80  |
| 3    | 2           | Stacked LSTM | 1715.32  | 7.29  |
| 4    | 6           | LSTM       | 1872.08  | 8.05  |
| 5    | 6           | Bi-LSTM    | 2262.55  | 10.03 |
| 6    | 6           | Stacked LSTM | 1479.26  | 6.35  |
| 7    | 4           | LSTM       | 1511.03  | 6.59  |
| 8    | 4           | Bi-LSTM    | 1224.79  | 5.52  |
| 9    | 4           | Stacked LSTM | 1372.19  | 6.38  |
| 10   | 12          | LSTM       | 1102.92* | 4.86* |
| 11   | 12          | Bi-LSTM    | 1442.08  | 6.10  |
| 12   | 12          | Stacked LSTM | 1396.35  | 6.07  |
| 13   | 16          | LSTM       | 2057.61  | 8.75  |
| 14   | 16          | Bi-LSTM    | 1892.04  | 8.17  |
| 15   | 16          | Stacked LSTM | 1783.18  | 8.02  |
| 16   | 13          | LSTM       | 1304.82  | 5.42  |
| 17   | 13          | Bi-LSTM    | 1554.44  | 6.34  |
| 18   | 13          | Stacked LSTM | 1148.28  | 4.82  |

Also, to view the changes between the observed and predicted outcomes, the results are also shown graphically in Figure 8, Figure 9, and Figure 10 for LSTM, Bi-LSTM and Stacked LSTM respectively. On comparing the graphical prediction in Figure 8 for the LSTM model, the predicted results for window size 12 and 13 are very closer to observed data and that has been proved with minimum RMSE and MAPE value. In viewing the predicted results of Bi-LSTM in Figure 9, the window size of 4 has a closer correlation with the observed value and that has minimal RMSE value of 1224.79 and MAPE value of 5.52. Further on comparing the predicted results of Stacked LSTM in Figure 10, the window size 4, 16 and 13 has closer coherence with observed value and that shows higher efficiency with minimal RMSE and MAPE values. By comparing all the prediction results
by the three models, the LSTM model with window size 12 has achieved maximum efficiency and thus the LSTM model with window size 12 is used for further prediction and analysis.

Figure 8. LSTM Model with sliding window values (A) 2 (B) 6 (C) 4 (D) 12 (E) 16 and (F) 13

Figure 9. Bi-LSTM Model with sliding window values (A) 2 (B) 6 (C) 4 (D) 12 (E) 16 and (F) 13
To attain the other objective of the paper, the LSTM model with window size 12 has been used to predict the number of infectious cases per day for another period of 2 weeks (June 27, 2020, to July 11, 2020), 3 weeks (June 27, 2020, to July 18, 2020) and one month (June 27, 2020, to July 22, 2020). Figure 11 (a) shows the predicted result of the LSTM model for a period of 2 weeks. During the period of July 4, 2020, to July 11, 2020 the infectious count crosses 25,000 to 30,000 per day. According to prediction for another week as shown in Figure 11(b), this epidemic situation may exponentially grow and that may crosses more than 35,000 per day from July 11 to July 18, 2020. Further, Figure 11(c) infers the COVID-19 pandemic may be more severe during the last week of July 2020, and that reaches the count of more than 50,000. The prediction results using the supervised LSTM model alarms each and every Indian individual to follow the norms specified by the Indian government and ICMR to prevent and control this epidemic. However, the prediction shows severity, the cause, and spread can be controlled by external factors such as lockdown of cities, following social distance, wearing masks, etc. Moreover, this is not only a responsibility of the Government, it is the individual’s responsibility to be safe at home and to avoid spreading this COVID-19 pandemic.

Figure 10. Stacked LSTM Model with sliding window values (A) 2 (B) 6 (C) 4 (D) 12 (E) 16 and (F) 13

Figure 11. Predicted results of LSTM Model with sliding window size of 12 (A) 2 weeks (B) 3 weeks (C) 1 month
5. CONCLUSION

In this paper, the supervised LSTM model and its variants Bi-LSTM and Stacked LSTM have been proposed to forecast the COVID-19 outbreak in India. The proposed model predicts the infectious count per day of India ahead of a week, 2 weeks, 3 weeks and a month using the historical data collected from John Hopkins University. The forecast trend and pattern infers, the COVID-19 pandemic may have high severity during the last week of July 2020 and the infectious count reaches the maximum of 50,000 per day. The proposed prediction using the LSTM model alarms the individual to follow the regulations provided by the Indian Government and Indian Council of Medical Research to prevent and control the epidemic rather depend only on Medical treatments. In future, the other hybrid mathematical models can also be applied for efficient results. Moreover, the prediction models can be integrated with Multi Criteria Decision making models to provide best preventive measures based on the rate of infections predicted. This model may be best suited for prevention and the quantity of infection with respect to the geographical locations all over the world.
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