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In this work, we use a parametrized theory-agnostic approach that connects the observation of black hole quasi-normal modes with the underlying perturbation equations, with the goal of reconstructing the potential and the coupling functions appearing in the latter. The fundamental quasi-normal mode frequency and its first two overtones are modeled through a second order expansion in the deviations from general relativity, which are assumed to be small but otherwise generic. By using a principal component analysis, we demonstrate that percent-level measurements of the fundamental mode and its overtones can be used to constrain the effective potential of tensor perturbations and the coupling functions between tensor modes and ones of different helicity, without assuming an underlying theory. We also apply our theory-agnostic reconstruction framework to analyze simulated quasi-normal mode data produced within specific theories extending general relativity, such as Chern-Simons gravity.

I. INTRODUCTION

After the first detection of the binary black hole (BH) merger GW150914 [1], the relentless experimental efforts conducted in the LIGO/Virgo interferometers have resulted in the detection of almost 100 more compact binary mergers [2–4]. These detections will become more numerous as the sensitivity of these interferometers will increase and additional instruments will join the network (as recently done by KAGRA). Besides a few exceptions involving neutron stars [5, 6], most of these events are binary BH mergers. On top of the astrophysical and cosmological implications that can be drawn from this growing experimental sample, there is also a significant interest in using it to test the validity of general relativity (GR) in the strong and dynamical regime [7–10].

Many ongoing works aim to use the ringdown regime of binary BH mergers to conduct precision tests of the no-hair theorems’ hypotheses (“BH spectroscopy”). By measuring multiple quasi-normal modes (QNMs), quantitative experimental tests of the linearized perturbation equations of the Schwarzschild/Kerr space-time will become possible. Nevertheless, although perturbative calculations can be used to define the QNM spectrum as an eigenvalue problem, numerical relativity simulations are still needed to understand the range of validity of the perturbative regime, which is a problem still under development [11–14].

In recent years, there have been several studies aiming to extract QNMs from real gravitational wave measurements [7–16]. The LIGO-Virgo collaboration reported that the \( l = m = 2 \) and \( n = 0 \) mode has been clearly extracted from GW150914 [7], and follow up works [11, 12] claim evidence also for the \( n = 1 \) and \( n = 2 \) overtones, although with much greater uncertainty and a robustness still under debate [16, 17]. Under certain assumptions, it is possible to combine measurements from different GW events [15], providing more stringent bounds on possible deviations of the \( l = m = 2 \) fundamental mode frequency from GR. The prospects to measure the \( l = m = 3 \) mode have also been studied in Ref. [18].

Tests of GR, currently limited by the signal-to-noise ratio of the post-merger signal, will become easier with future, more sensitive detectors [19], although the increasing number of free parameters needed to quantify deviations from GR can be problematic [20]. A task even more difficult than detecting a deviation from GR in the QNMs (if any) will be the extraction of information about the underlying theory or background metric. Although parametrized frameworks to capture modifications as function of BH mass and spin have been developed [21, 22], they cannot be readily used to learn about the fundamental structure of the equations governing the perturbations, nor about the underlying theory itself.

In general, a discrepancy with GR would manifest both in deviations of the background BH metric from the Schwarzschild/Kerr solution [23, 24], and in deviations from the linearized perturbation equations of GR (i.e. the Regge-Wheeler/Zerilli equations for Schwarzschild [25, 26] or the Teukolsky equation for Kerr [27]), see Ref. [28]. Under the assumption that corrections to GR are “small”, the deviations can be parametrized in the perturbation equations defining the QNM spectrum via a fixed set of theory-agnostic coefficients [29, 30]. This framework can then be used to attempt to solve an “inverse problem”, i.e. to determine the form of the perturbation equations from a given set of QNM observations.

In this work, we tackle this inverse problem in the non-rotating (spherical) case. More specifically, we focus on the possibility that the gravitational perturbations of different parity (axial and polar) may obey potentials deviating from GR and, moreover, that they can couple to a hypothetical scalar degree of freedom. While in GR a scalar degree of freedom is absent, it is a very com-
In this equation, \( \omega \) is the complex perturbation frequency. For each field, while the parameters \( \alpha_{ij}^{(k)} \) are assumed to be small and describe a generic deviation from GR. In more detail, the GR potentials for scalar and tensor (axial and polar) modes are given by

\[
V_{\text{GR}}^{\text{SCALAR}} = \frac{\ell(\ell + 1)}{r^2} + \frac{\gamma}{r^3},
\]

\[
V_{\text{GR}}^{\text{AXIAL}} = \frac{\ell(\ell + 1)}{r^2} - \frac{3\gamma}{r^3},
\]

\[
V_{\text{GR}}^{\text{POLAR}} = \frac{9\lambda r_H^2 + 3\lambda^2 r_H^2 r^2 + \lambda^2(\lambda + 2)r^3 + 9r_H^3}{r^3(\lambda r + 3r_H)^2},
\]

where \( \lambda = \ell(\ell + 1) - 2 \).

One can solve the eigenvalue problem for \( \omega \) described by Eq. (1), with ingoing boundary conditions at the event horizon and outgoing ones at infinity. Different methods can be used for this purpose. In this paper, in order to get the coefficients for the fundamental mode and the first two overtones, we employed a continued fraction method [40–42], which provides more stable results than other methods, e.g., direct integration. The details are explained in Appendices A–B. Summarizing, the problem reduces to the computation of a complex function \( \mathcal{L}(\omega, \alpha_{ij}^{(k)}) \) for each choice of \( i, j \) and \( k \), and the corresponding eigenfrequencies \( \omega_{ij} \) correspond to the zeroes of this function. We denote the frequencies of the unperturbed GR problem, corresponding to \( \alpha_{ij}^{(k)} = 0 \), as \( \omega_{ij}^{0} \), and we compute the non-GR frequencies through quadratic order in the \( \alpha_{ij}^{(k)} \) coefficients as

\[
\omega \approx \omega^{0} + \alpha_{ij}^{(k)} d_{ij}^{(k)} + \frac{1}{2} \alpha_{ij}^{(k)} \alpha_{pq}^{(k)} e_{ijpq}^{(k)},
\]

where we omitted the indices \( n, \ell \) for readability.\(^1\)

One then needs to compute the coefficients \( d_{ij}^{(k)} \) and \( e_{ijpq}^{(k)} \), which are independent from the specific deviation from GR under scrutiny, which is encoded in the parameters \( \alpha_{ij}^{(k)} \) alone. In practice, one can determine the coefficients by Taylor expanding the complex function \( \mathcal{L} \)

\(^1\) In principle, there would be a quadratic contribution when the parameters \( \alpha_{ij}^{(k)} \) depend on the frequency \( \omega \) [39]. However, in our analysis we consider the parameters being independent from \( \omega \); therefore, we do not show this term here.
higher the overtone, the more derivatives of the effective precision of the WKB approximation implies that the frequencies increases with overtone number, which qualitatively in GR the absolute value of the complex QNM frequencies, normalized by their GR values. Note that the coefficients affect the real and imaginary part. The case with with \( n = 3 \) is not shown in the plot, but follows the same trend.

This behavior directly affects the QNMs, as can be seen in Fig. 2. Here, we choose a fixed value for \( \alpha \) and compute the modified frequencies with only one k component (selected in the range \( k \in [2,10] \)). We display how the coefficients affect the real and imaginary \( l = 2 \) frequencies, normalized by their GR values. Note that in GR the absolute value of the complex QNM frequencies increases with overtone number, which qualitatively implies that also the coefficients \( d(k) \) and \( c(k,k) \) should increase, if they correspond to a roughly similar change in the QNM spectrum.

This behaviour suggests that higher modes are more sensitive to changes in the potential. We can provide a rough explanation of this with the Wentzel-Kramer-Brillouin (WKB) approximation [43–45]. This method connects the QNM frequencies to the derivatives of the effective potential with respect to the tortoise coordinate around its maximum \( r_{\text{max}} \). Studying the numerical precision of the WKB approximation implies that the higher the overtone, the more derivatives of the effective potential one has to take into account. While modifications to the potential at its peak are proportional to \( (r_H/\max)^k = (2/3)^k \), its higher derivatives show a different decrease rate for large \( k \), affecting the magnitude of the overtones more significantly.

### III. PRINCIPAL COMPONENT ANALYSIS

In this paper, we assume the observation of a certain number \( N \) of QNMs, namely the fundamental mode \( n = 0 \) and up to two more overtones \( n = 1, 2 \). We collectively denote them as the data \( D_p \) and we assume that they are measured with error \( \sigma_p \), with the index \( p \) labeling the different data points and running from 1 to \( 2N \) (as we treat the real and imaginary parts of the QNM frequencies independently).

The model that we employ to describe the data is given by Eq. (7). Each QNM frequency predicted by the model is denoted by \( F_p(\vec{\alpha}) \), where \( \vec{\alpha} \) is the vector containing all

| \( n \) | \( k \) | \( r_H d(k) \) | \( r_H c(k,k) \) |
|---|---|---|---|
| 1 | 2 | 0.104137 − 0.004439i | −0.0149828 + 0.000895i |
| 3 | 0.065239 − 0.010187i | −0.0048933 − 0.002945i |
| 4 | 0.044246 − 0.000744i | −0.0032279 − 0.007499i |
| 5 | 0.034315 + 0.008512i | −0.0017470 − 0.008550i |
| 6 | 0.014401 + 0.023307i | 0.0069606 − 0.005194i |
| 2 | 2 | 0.114665 + 0.000748i | −0.0202090 − 0.000664i |
| 3 | 0.078288 − 0.013134i | −0.0138602 − 0.005958i |
| 4 | 0.059947 + 0.001277i | −0.0163697 − 0.014995i |
| 5 | 0.056594 + 0.016008i | −0.0163078 − 0.021431i |
| 6 | 0.048075 + 0.052281i | 0.0139149 − 0.053472i |

TABLE I. Linear and diagonal quadratic coefficients for axial gravitational perturbations, with different values of \( k = 2 \).
the parameters $\alpha^{(k)}_{ij}$. Note that in general the parameters $\alpha^{(k)}_{ij}$ can be complex numbers, representing complex valued contributions from $\delta V_{ij}$. Although these can in principle arise for specific cases, for example when the potential becomes frequency dependent, we assume from here on that all $\alpha^{(k)}_{ij}$ are real numbers. A generalization to complex potentials is in principle straightforward, but introduces additional degeneracy to the inverse problem, which we will suppress implicitly in the following.

To construct the likelihood of the problem, we assume the QNM measurements to be uncorrelated and described by a Gaussian distribution with variance $(\sigma^2_D)^2$. If the horizon location $r_H$ of the final BH were known, the likelihood would then be defined by a simple Gaussian distribution, whose logarithm would be proportional to

$$\chi^2 = \sum_{p=1}^{2N} \left[ \frac{F_p(\alpha) - D_p}{\sigma^2_D} \right]^2. \quad (8)$$

However, in general $r_H$ is not known, and it is therefore more robust to generalize Eq. (8) to take this into account.

In GR, $r_H = 2M$, and one could therefore try to estimate it from the measurement of the individual BH masses during the inspiral [46]. However, the errors on the masses would propagate into the estimate of $r_H$. Moreover, beyond GR effects would generally make $r_H$ be different from $2M$. To model these uncertainties, we assume $r_H = r_H^{(0)} + \delta r_H$, where $r_H^{(0)}$ is the GR expectation for $r_H$, and $\delta r_H$ the deviation from it (due to errors in the measurement of the individual masses and to deviations from GR). By making the simplifying assumption that $\delta r_H$ is a Gaussian variable, we can write the likelihood as

$$P(D|\vec{\alpha}, y) \propto \exp \left[ -\frac{\chi^2_y(D, \vec{\alpha})}{2} - \frac{y^2}{2\sigma^2_y} \right], \quad (9)$$

where

$$\chi^2_y = \sum_{p=1}^{2N} \left[ \frac{F_p(\vec{\alpha}) - (1 + y)D_p}{\sigma^2_D} \right]^2. \quad (10)$$

Here, $y = \delta r_H/r_H^{(0)}$ and $\sigma_y$ is the relative error on $y$. The $1 + y$ term multiplying $D_p$ arises from the scaling of the observed frequencies with the BH horizon radius $r_H + \delta r_H$.

To get rid of $y$ we can then marginalize over it, obtaining the likelihood

$$P(D|\vec{\alpha}) = \int dy \, P(D|\vec{\alpha}, y)$$

$$= \frac{\sqrt{2\pi}}{B} \exp \left[ -\frac{\chi^2 - A^2}{2} \right], \quad (11)$$

with

$$A = \frac{1}{B} \sum_{p=1}^{2N} \left( \frac{F_p - D_p}{\sigma^2_D} \right)^2, \quad (12)$$

$$B = \frac{1}{\sigma^2_y} + \sum_{p=1}^{2N} \left( \frac{D_p}{\sigma^2_D} \right)^2. \quad (13)$$

In the following, we assume $\sigma_y = 5\%$. This choice is based on the underlying assumptions that the estimate on the final mass from the inspiral signal assuming GR will have small errors and that modifications to GR are small. This ensures that the location of the horizon will be approximated by $r_H \approx 2M$.

With flat priors, the best-fit parameters (which we denote by $\vec{\alpha}_0$) can be estimated from the maximum of the likelihood Eq. (11). We compute them by using the L-BFGS-B optimization method provided in the open source software package SciPy for Python [47]. We start from an initial guess for the parameters given by GR plus small random noise. To remain in the regime where the quadratic expansion of Eq. (7) can be trusted, we bound the parameter search intervals for the parameters $\alpha_i$ to be of order unit. Furthermore, by performing a quadratic expansion of the the log-likelihood near the maximum, one can obtain information on the errors of the best-fit parameters. In more detail, the Hessian matrix $H$ evaluated at $\vec{\alpha} = \vec{\alpha}_0$,

$$H_{ij} = -\frac{\partial^2}{\partial \alpha_i \partial \alpha_j} \log \left[ P(D|\vec{\alpha}) \right], \quad (14)$$

2 To avoid cluttering the notation, we refer to the components of $\alpha$ as $\alpha_i$. The index $i$ runs from 1 to $(k_{\text{max}} - k_{\text{min}}) N_r$, being $k_{\text{min}}$ and $k_{\text{max}}$ the values determining the range of basis functions that we consider in Eq. (5).
is the inverse of the covariance matrix of the parameters. [Note the minus sign in Eq. (14) to make the Hessian positive definite.]

In order to further clean the reconstruction of the potentials encoded in the best-fit parameters, we employ a technique called PCA [34–36], which we use to “denoise” the reconstruction of $\delta V_{ij}$. The PCA allows one to find the linear combinations of the parameters $\vec{\alpha}$ that are best determined by a given set of QNMs. This can be done by computing the eigenvalues $\lambda_k$ and eigenvectors $\vec{e}_{k}^{\text{eig}}$ of the Hessian Eq. (14). In this new basis, the eigenfunctions are orthogonal and their coefficients $b_k$ follow from projecting the best-fit parameters onto the eigenvectors:

$$b_k = \vec{\alpha}_0 \cdot \vec{e}_k^{\text{eig}}.$$  \hspace{1cm} (15)

The errors on the coefficients $b_k$ are then given by the square root of the inverse of the eigenvalues, $\sigma_k = \lambda_k^{-1/2}$.

The “denoising” of the PCA is then achieved by selecting only the components that contribute significantly to the data. A possible criterion used e.g. in Ref. [35] consists of retaining only components for which

$$|b_k| / \sigma_k > i,$$  \hspace{1cm} (16)

where $i = 1$ allows only for eigenvectors that are not consistent with noise at 1-$\sigma$. This will select a set of $N^*$ eigenvectors. The PCA reconstructed parameters $\vec{\alpha}^{\text{PCA}}$ are finally obtained as

$$\vec{\alpha}^{\text{PCA}} = \sum_{k \in N^*} b_k \vec{e}_k^{\text{eig}}.$$  \hspace{1cm} (17)

In appendix C, we will discuss how different selection criteria affect the reconstruction.

With $\vec{\alpha}^{\text{PCA}}$ one can now compute the reconstruction of the potential as

$$\delta V_{ij}^{\text{PCA}}(r) = \delta V_{ij} \left( r, \vec{\alpha}^{\text{PCA}} \right),$$  \hspace{1cm} (18)

while the errors on the potential can be obtained by summing in quadrature the errors on the retained coefficients $b_k$, which are Gaussian and uncorrelated

$$\delta V_{ij}^{\text{err}}(r) = \sqrt{\sum_{k \in N^*} \left[ \sigma_k \delta V_{ij} \left( r, \vec{e}_k^{\text{eig}} \right) \right]^2}.$$  \hspace{1cm} (19)

**IV. APPLICATION AND RESULTS**

In the following, we consider various simulated QNMs as mock data, evaluated with full numerical calculations using the continued fraction method. As discussed in the Introduction, the $l = 2$ and corresponding $n = 0, 1, 2$ QNM frequencies are in principle within reach of current and future detectors. Hence, for the purposes of our reconstruction, a combined measurement of three frequencies simultaneously will be our optimistic assumption, while only one detected frequency our pessimistic assumption. For the sake of clarity, we have decided to focus in this section on results with constant relative errors, i.e. we assume that all frequencies are measured within a 1% error, unless stated otherwise. For better visualization of the injected and reconstructed potentials and coupling functions, we also introduce the compactified coordinate

$$x = 1 - \frac{r_H}{r}.$$  \hspace{1cm} (20)

**A. Reconstructing Potentials**

As a first example, we apply our framework to modifications in the axial potential only. The assumed injections are of the form $\alpha^{(k)} = 0.2$ for $k \in [0, 7]$, and we assume no couplings to additional fields. In the model given by Eq. (3), we also truncate the series at $k = 7$. The 2-$\sigma$ PCA reconstruction region is shown in Fig. 3, where different colors correspond to different number of observed QNMs. Since GR corresponds to $\delta V_{00} = 0$, the injection can be clearly identified by the PCA and GR is excluded. This is already possible with knowledge of the fundamental mode alone, although the injection cannot be correctly identified in this case. It is evident that the inclusion of more QNMs significantly improves the reconstruction of the potential. It is also worth noticing that although QNMs are very sensitive to the light ring region [43, 48] (here around $x = 1/3$), our PCA framework can clearly constrain the injection even far from the BH, although with larger uncertainties. Although not shown here, the results for polar tensor fields and the scalar ones are quantitatively very similar.
For the PCA reconstruction, we let only the parameters but we focus here on a case with purely GR potentials. The black solid line is the injection, while the red lines correspond to the PCA reconstruction using a different number of QNMs ($n = 0$ dotted, $n = 0.1$ dashed-dotted, $n = 0, 1, 2$ dashed). The colored regions correspond to the PCA 2-$\sigma$ errors of the reconstruction.

**B. Reconstructing Coupling Functions**

As a next application, we consider the presence of a coupling function to a scalar field via $\delta V_{01}$ and $\delta V_{10}$. We assume injections only to originate from the two coupling functions, for which we assume $\alpha^{(k)} = 0.2$ for $k \in [2, 7]$. In principle, there can also be a contribution from $\delta V_{00}$, but we focus here on a case with purely GR potentials. For the PCA reconstruction, we let only the parameters of the coupling functions free to vary (also for $k \in [2, 7]$). The results for this case are shown in Fig. 4 and demonstrate that the fundamental mode alone is already enough to identify a significant non-GR contribution.

The reconstruction of the coupling functions, however, can suffer from degeneracies when the injection is less trivial than in this first example. Let us then consider the injection given in Table II, where all the coefficients have different values. In the top and middle panels of Fig. 5, we show the injected coupling functions and their reconstruction when both $\delta V_{01}$ and $\delta V_{10}$ are varied. As can be seen, the reconstruction obtained by assuming the same free parameters in the model of Eq. (3) as in the previous example is suboptimal. However, if one looks at the product of the coupling functions (bottom panel) the reconstruction improves significantly. Moreover, it is worth noticing that in this example GR would be ruled out only with the measurement of three modes.

This degeneracy can be easily explained in two special limiting cases. The first is when both coupling functions have exactly one non-zero contribution $k$, while all the others are zero. The second case is when all the contributions for the couplings have the same magnitude—
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**TABLE II.** The injected parameters used in the application presented in Fig. 5.

| $k$ | $2$ | $3$ | $4$ | $5$ | $6$ | $7$ |
|-----|-----|-----|-----|-----|-----|-----|
| $\alpha^{(k)}_{01}$ | 0.07 | 0.08 | 0.09 | 0.1 | 0.11 | 0.12 |
| $\alpha^{(k)}_{10}$ | 0.27 | 0.26 | 0.25 | 0.24 | 0.23 | 0.24 |

From this result, one can infer that the reconstruction of the product of the coupling functions in these special cases must be invariant under the choice of injected parameters, for a fixed choice of $\alpha$. In the most general case, we found out that numerically evaluated spectra are still degenerate upon exchange $\delta V_{01}$ and $\delta V_{10}$. Even if we were not able to prove it formally, this fact strongly suggests that the product of the couplings is the best choice to reconstruct in any case.

**C. Dynamical Chern-Simons Gravity**

Finally, we consider the case of a specific theory: dynamical Chern-Simons (dCS) gravity [32]. Here, the equations governing the perturbations around non-rotating BHs, which coincide with the Schwarzschild BH [49], can be easily derived [50, 51]. While the polar equation remains unchanged, the axial and scalar equations are coupled to each other, but the potentials are the same as in GR. As demonstrated in Ref. [30], the axial QNMs are well approximated by

$$\omega = \omega_0 + \bar{\gamma}_{(55)}^{1221} \left(12 \bar{\gamma} \frac{\pi}{2} \sqrt{(l - 2)!} \right)^2,$$

where $\bar{\gamma}$ depends on the theory’s coupling constant. Note that the latter can also be constrained by gravitational wave observations of the inspiral and mergers [52, 53].

Since we already demonstrated the reconstruction of two independent coupling functions and the product of coupling functions, we now assume that the coupling functions are symmetric, as indeed is the case for dCS. This time, we consider contributions up to $k = 10$ in the model of Eq. (3). Our findings for $\bar{\gamma} = 0.015$ are shown in Fig. 6. Since we assume $\delta V_{01} = \delta V_{10}$ in this application, we only show $\delta V_{01}$. It can be clearly seen that our framework is capable of reconstructing the coupling functions and exclude GR. Moreover, the reconstruction agrees very well with the injection in the region close to the BH, although the agreement degrades further out.
D. Discussion

In all the cases considered above, we have focused on small modifications to the potentials and coupling functions of the scalar, axial and polar fields. As pointed out in Ref. [30], corrections to the QNM spectrum from the coupling functions enter at quadratic order in the deviations from GR, unless spectra are degenerate. Since quadratic corrections to the QNM spectrum also come from the individual potentials, it is in general very difficult to disentangle the two if they are allowed to vary at the same time. Indeed, we have tried to vary the potential and coupling functions at the same time, but the problem is very degenerate and sensitive to the initial guess of our root finder. This most likely happens as a result of possible multi-modalities in the likelihood/posteriors, calling for a more systematic approach (via e.g. Markov Chain Monte Carlo or nested sampling). We stress, however, that once the global maximum of the posteriors has been located, our PCA method can be applied in the vicinity of the maximum to yield a denoised reconstruction.

Another point that can have an impact on the reconstruction of the potentials is the precision with which the QNMs are known. In the analysis conducted so far, we showed how the reconstruction of the potentials improves when multiple QNMs are provided. However, in that application we assumed optimistic 1% errors on measured frequencies. We now compare the reconstruction of the potential in section IV A with one that assumes larger uncertainties for the overtones. In more detail, we now assume that the \( n = 0, 1, 2 \) QNMs are known with 1%, 2%, 5% relative errors, respectively, while the other assumptions are unchanged. The resulting reconstruction is shown in Fig. 7. By comparing with Fig. 3, it is clear that the reconstruction still approximates well the injection, although the improvement allowed by including the second overtone is now marginal. Nevertheless, one can still confirm a non-GR modification of the potential at high significance.

One may ask how the picture changes if instead of providing multiple overtones \( n \) for the same \( l \), one provides the \( n = 0 \) modes for multiple \( l \), see e.g. [54]. In the current parametrization framework each potential is treated independently because each set of deviations \( \alpha_k \) implicitly depends on \( l \). This implies one cannot easily combine the QNMs to obtain a better reconstruction. An alternative approach could be to provide a parametrized BH metric and assume a certain structure of the perturbation equations, as done in Ref. [55]. Here one could combine QNMs of different \( l \) to constrain the same (metric) parameters.

Finally, the reconstruction depends mildly also on the PCA criteria used to select what components are retained in the reconstruction. We discuss this in detail in Appendix C.
FIG. 7. PCA reconstruction for the same case as in Fig. 3, but with larger errors on the QNM overtones, i.e. of 1%, 2%, 5% for the different overtones \((n = 0, 1, 2)\), respectively. The black solid line is the injection, while the red lines correspond to the PCA reconstruction using a different number of QNMs \((n = 0\) dotted, \(n = 0, 1\) dashed-dotted, \(n = 0, 1, 2\) dashed). The colored regions correspond to the PCA 2-σ errors of the reconstruction.

V. CONCLUSIONS

In this work, we have tackled the ‘inverse problem’ of reconstructing the potential of the gravitational perturbations on a spherically symmetric static background from a set of simulated observations of QNMs. We consider both the case of tensorial perturbations only, and that of coupled tensorial and scalar gravitons. In the latter case, we attempt to reconstruct also the coupling functions between the two helicities. Our approach parametrizes the potential and coupling functions in a theory independent way introduced in Refs. [29, 30], which we generalized to the \(n = 1, 2\) overtones. In this approach, the only assumption is that the deviations of the gravitational theory from GR are small, and the QNM frequencies are computed through quadratic order in these deviations. Since the problem of reconstructing the potentials and coupling functions in a theory independent formalism is intrinsically degenerate, we employ a PCA to ‘denoise’ the reconstruction. The PCA technique achieves by identifying the ‘modes’ or ‘features’ of the potentials and coupling functions that are best constrained by the data.

Unlike the perturbation potential, which modifies the QNMs already at linear order in the deviations from GR, the presence of couplings between scalar and tensor modes affects the QNM spectrum only at quadratic order. This makes it more difficult to reconstruct coupling functions. Nevertheless, we have shown that given QNM frequency measurements at percent level or better, one can successfully reconstruct at least suitable combinations (products) of the coupling functions. In general, in most of the cases that we considered, our PCA framework allows for the extraction of two to three features, especially if QNM overtones are measured.

In an earlier work, some of us performed a similar analysis of the inverse problem using Bayesian techniques and higher order WKB theory for the computation of QNMs [55]. The latter allowed us to go beyond small modifications from GR, but did not include couplings between modes of different helicity. That work also managed to account for non-trivial correlations between possible modifications of the background space-time and the perturbation equations. We plan to perform a similar reconstruction of the space-time metric (but allowing also the potentials and coupling functions to vary) in future extensions of this paper. This would also open the way to combining information on the background BH geometry from QNM observations with related information from electromagnetic probes, such as X-rays spectra [56, 57] and shadow measurements by the Event Horizon Telescope [58, 59]. Indeed, the latter have been the object of several recent studies to constrain possible deviations of the BH geometry from GR, e.g. [36, 60–64].

Future developments of our formalism will also include the use of real ringdown data, as well as an extension to the case of rotating BHs. The latter is particularly challenging because even theory specific calculations of QNMs in rotating background are currently limited to the slow rotation approximation [65–67]. Moreover, a different parametrization of the potentials and coupling functions may allow for describing near-horizon deviations from GR [68, 69], or the presence of matter sources far from the BH [70, 71]. While the deviations produced in the QNM spectrum can be sizeable in these cases, the time-domain ringdown signal is less significantly affected [70, 72–74]. Therefore, our formalism could be applicable in the time domain.
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Appendix A: Continued fraction method - Single field

In this section we revisit the continued fraction method applied to the problem of our interest. In order to solve Eq. (1) for a single field $\Phi$, one needs to assume the following expansion for the field

$$\Phi = \frac{e^{-r\kappa}}{r^\rho} \sum_{n=0}^{N} a_n f^n, \quad (A1)$$

where $N$ is an arbitrary large number, and, in order to impose proper boundary conditions, we assume $\kappa = \rho \zeta$ and $\chi = (\alpha(0) + \alpha(1) + 2\rho^2)/2\kappa$, where $\rho = -i\omega$ and $\zeta = \sqrt{1 + \alpha(0)/\rho^2}$. Substituting this ansatz into the equation of motion, one gets the following relation between the coefficients $a_n$

$$\sum_{m=-1}^{q} A_{n-m}^m a_n = 0, \quad (A2)$$

where the form of the coefficients $A_{n}^{(m)}$ depends on the specific problem, as well as $q$. For scalar perturbation and tensor axial perturbation $q = \max(K - 2, 2)$, while for tensor polar perturbations $q = \max(K, 3)$. In both cases, $K$ is the integer at which we truncate the expansion in $1/r$ powers inside $\delta V$. For the scalar and axial case, the coefficients will take the form

$$A_{n}^{(-1)} = a_n, \quad (A3)$$

$$A_{n}^{(0)} = \beta_n - H + \sum_{k=2}^{K} \Delta_{(k)}^{(0)}, \quad (A4)$$

$$A_{n}^{(1)} = \gamma_n + H + \sum_{k=2}^{K} \Delta_{(k)}^{(1)}, \quad (A5)$$

$$A_{n}^{(m)} = \sum_{k=2}^{K} \Delta_{(k)}^{(m)}, \quad \text{with } 2 \leq m \leq q. \quad (A6)$$

The coefficients read explicitly $a_n = n(n + 2\rho)$, $\Delta_{(k)}^{(m)} = \delta_{(k)}^{(m)} + \rho \Delta_{(k)}^{(m+1)} - \rho \Delta_{(m)}^{(k)}$, $H = 1$ for scalar perturbation and $H = -3$ for tensor axial perturbation and

$$\beta_n = -\zeta^2 \rho^2 - n - 2n^2 + \alpha(1) \left( \frac{-2n - 2\rho + 1}{2\zeta\rho} - 1 \right) - \frac{3}{2} \zeta \rho (2n + 2\rho - 1)$$

$$- \frac{\rho (2n + 2\rho - 1)}{2\zeta} + n(2 - 4\rho) - 3\rho^2 + 2\rho, \quad (A7)$$

$$\gamma_n = \left[ \frac{\alpha(1) + (\zeta + 1)^2 \rho^2 + 2\zeta \rho (n - 1)}{2\zeta \rho} \right] - 1. \quad (A8)$$
On the other hand, the structure for tensor polar perturbations is

\[ A_n^{(-1)} = \alpha_n, \]  
\[ A_n^{(0)} = \beta_n + \sum_{k=2}^{K} \Delta_n^{(0)}(k), \]  
\[ A_n^{(1)} = \gamma_n + \sum_{k=2}^{K} \Delta_n^{(1)}(k), \]  
\[ A_n^{(2)} = \delta_n + \sum_{k=2}^{K} \Delta_n^{(2)}(k), \]  
\[ A_n^{(3)} = \varepsilon_n + \sum_{k=2}^{K} \Delta_n^{(3)}(k), \]  
\[ A_n^{(m)} = \sum_{k=2}^{K} \Delta_n^{(m)}(k), \quad \text{with } 4 \leq m \leq q. \]  
(A14)

The coefficients are \( \alpha_n = n(n + 2\beta) \) and

\[ \beta_n = -\zeta^2 \rho^2 - \frac{\Lambda^2 + \Lambda (3\rho^2 - 2\rho - 2) + 2(\Lambda + 4)n^2 + 2n [\Lambda(2\rho - 1) + 8\rho - 7] + 3\rho^2 - 14\rho + 9}{\Lambda + 1} \]

\[ + \alpha^{(1)}(1) \frac{-2(\zeta + 1)\rho - 2n + 1}{2\zeta \rho} - \frac{3}{2} \zeta \rho (2n + 2\rho - 1) - \frac{\rho(2n + 2\rho - 1)}{2\zeta}, \]  
\[ \gamma_n = \frac{\alpha^{(1)}(2)}{4\zeta^2 \rho^2} + \frac{\alpha^{(1)}(1)}{2\zeta^2 (\Lambda + 1)} \left[ (\zeta + 1) \left( \frac{\zeta(\Lambda + 13) + \Lambda + 1}{\Lambda^2 (\Lambda + 1)} - \frac{\Lambda - \Lambda n - 7n + 10}{\rho \zeta (\Lambda + 1)} \right) \right] \]

\[ + \frac{\zeta + 1}{\zeta (\Lambda + 1)} + \frac{n(\Lambda + 4) + 22}{\Lambda (\Lambda + 1)} n^2 - 2 \left[ \Lambda(\Lambda + 20) + 37 \right] n + 3(\Lambda + 3)(\Lambda + 7) \]

\[ + \rho \left[ \frac{2(\zeta + 1)(\zeta + 1)(2n - 3)}{\zeta (\Lambda + 1)} + \frac{\zeta + 1}{\zeta} + \frac{18(n - 2)}{(\Lambda + 1)^2} \right], \]  
\[ \delta_n = -\frac{3\alpha^{(1)}(2)^2}{2\zeta^2 (\Lambda + 1)^2 \rho^2} + \frac{\alpha^{(1)}}{2\zeta^2 (\Lambda + 1)^2} \left[ 24\Lambda - 6(2\Lambda + 5) n + 69 \right] \]

\[ - \frac{3(\zeta + 1)^3 \rho^2 \left[ \frac{\zeta(\Lambda + 7) + \Lambda + 1}{\zeta^2 (\Lambda + 1)^2} \right] + 3(\zeta + 1) \rho \left[ 8(\zeta + 1) \Lambda + 53\zeta - 2n(2\zeta + 1) \Lambda + 11\zeta + 5 \right]}{2\zeta (\Lambda + 1)^2} \]

\[ - \frac{3}{(\Lambda + 1)^2} \left[ 9(\Lambda + 5) + 2n(-4\Lambda + (4\Lambda + 4)n - 19) \right], \]  
\[ \varepsilon_n = \frac{9}{4\zeta^2 (\Lambda + 1)^2 \rho^2} \left[ \alpha^{(1)} + \rho \left[ \zeta^2 \rho + 2\zeta (n + \rho - 3) + \rho \right] \right]^2, \]  
\[ \Delta_n^{(m)} = \alpha^{(k)} (-1)^{m+1} \left[ \frac{k - 2}{m} + 6 \frac{(k - 2)}{\Lambda + 1} \left( \frac{k - 2}{m - 1} \right) + \frac{9}{(\Lambda + 1)^2} \left( \frac{k - 2}{m - 2} \right) \right]. \]  
(A19)

When \( q \geq 2 \), one can perform \( q - 1 \) steps of Gaussian elimination to get a three term recurrence relation between the coefficients \( a_n \). The relation between the coefficients at the \( p \)-th elimination step is

\[ A_n^{(m)} = \begin{cases} 
A_n^{(m)} & \text{if } n < q - p + 1, \text{ or } m > q - p + 1 \\
A_n^{(m-1)} - \frac{A_n^{(q-p+1)}}{A_n^{(q-p)}} A_n^{(m-1)} & \text{else.} 
\end{cases} \]  
(A20)

The final three-terms relation reads as

\[ \alpha_0 a_1 + \tilde{\beta}_0 a_0 = 0 \]  
\[ \alpha_n a_{n+1} + \tilde{\beta}_n a_n + \tilde{\gamma}_n a_{n-1} = 0 \quad \text{if } n \geq 1, \]  
(A21)

where \( \tilde{\beta}_n = A_n^{(0)} \) and \( \tilde{\gamma}_n = A_n^{(1)} \). The Leaver method works as follows: one can construct the \( n \)-th lad-
der operator $R_n$ from the next one as
\[ R_n = \frac{\gamma_n}{\beta_n - \alpha_n R_{n+1}}, \tag{A23} \]

where the operator has the property $a_{n+1} = R_n a_n$. By initializing arbitrarily $R_0$ for a large value of $n$, one can compute the step to find the equation
\[ \mathcal{L}(\omega, \alpha^{(k)}) \equiv R_1 - \frac{\gamma_0}{\alpha_0} = 0. \tag{A24} \]

The roots of this equation are the eigenfrequencies of the problem.

Appendix B: Continued fraction method - Two or more fields

In this section of the appendix, we sketch the idea behind the continued fraction method applied to the problem (1) with two fields. It was inspired by the multi-field application of this method exposed in [40, 42]. For simplicity we assume a coupling between scalar propagation and tensor axial propagation. The procedure can be straightforwardly generalized to more fields, and different helicities.

For both the axial and the scalar field, we assume an ansatz of the form of Eq. (A1), though, taking different choices of the coefficients $a_n$ for the two fields, namely, $a^{\text{ax}}_n$ and $a^{\text{sc}}_n$. We store these coefficients into the two-dimensional vectors $U_n = (a^{\text{ax}}_n, a^{\text{sc}}_n)$. Hence, from the system of equations, we can infer the following relation between coefficients
\[ \sum_{m=-1}^{q} A^{(m)}_n U_{n-m} = 0, \tag{B1} \]

where $q = \max(K - 2, 2)$, and the matrices $A^{(m)}_n$ read
\[ A^{(-1)}_n = \begin{pmatrix} \alpha_n & 0 \\ 0 & \alpha_n \end{pmatrix}, \tag{B2} \]
\[ A^{(0)}_n = \sum_{k=2}^{K} \begin{pmatrix} \beta_n + 3 + \Delta^{(0)}_{(11k)} & \Delta^{(0)}_{(12k)} \\ \Delta^{(0)}_{(21k)} & \beta_n - 1 + \Delta^{(0)}_{(22k)} \end{pmatrix}, \tag{B3} \]
\[ A^{(1)}_n = \sum_{k=2}^{K} \begin{pmatrix} \gamma_n - 3 + \Delta^{(1)}_{(11k)} & \Delta^{(1)}_{(12k)} \\ \Delta^{(1)}_{(21k)} & \gamma_n + 1 + \Delta^{(1)}_{(22k)} \end{pmatrix}, \tag{B4} \]
\[ A^{(m)}_n = \sum_{k=2}^{K} \begin{pmatrix} \Delta^{(m)}_{(11k)} & \Delta^{(m)}_{(12k)} \\ \Delta^{(m)}_{(21k)} & \Delta^{(m)}_{(22k)} \end{pmatrix}, \tag{B5} \]

where $\alpha_n = n(n + 2\rho)$, $\beta_n$ and $\gamma_n$ are the same coefficients of Eq. (A7)-(A8), and $\Delta^{(m)}_{(ijk)} = \alpha^{(k)}_n (-1)^{m+1} (k-2)_{m}$. Due to the ordering that we chose, the index $i = j = 1$ in $\alpha^{(k)}_n$ refers to tensor field, and 2 to scalar field.

The Gaussian elimination works as for the single field case. In order to get a three-terms relation, one can perform $q - 1$ steps of elimination. The $p$-th step reads as
\[ \mathbf{A}^{(m)}_{n,p} = \begin{cases} \mathbf{A}^{(m)}_{n,p-1} - \mathbf{A}^{(n-p+1)}_{n,p-1} \left( \sum_{j=p}^{n-1} \mathbf{A}^{(j-p+1)}_{j,p-1} \right)^{-1} \left( \sum_{j=p}^{n-1} \mathbf{A}^{(j-n+m)}_{j,p-1} \right) & \text{for } 2 \leq n - p + 1 \leq q, \\ \mathbf{A}^{(m)}_{n,p-1} & \text{else}. \end{cases} \tag{B6} \]

Appendix C: Relevance of PCA Criteria

The two main aspects that affect the shape of the PCA reconstruction are the number of overtones observed and the criterion used to select the relevant components. Throughout the reconstruction analysis of section IV, we make use of the PCA criteria defined in Eq. (16). Instead, in this section only we fix the number of relevant modes, and compare the reconstructions for different number of observed modes.

As a proxy, we use the same modification to the potential of section IV A. In Fig. 8 we show the PCA reconstruction of the problem when either the first two or three largest components $|b_k|/\sigma_k$ are considered. Each panel of the figure replicates the reconstruction for a growing number of QNM modes used as observation, from one
FIG. 8. Comparison of several PCA reconstructions (red lines) of an axial potential modification $\delta V_{00}$ (black solid). The associated PCA errors are indicated as colored areas. The different panels correspond to different numbers of QNMs (top: $n = 0$, middle: $n = 0, 1$, bottom: $n = 0, 1, 2$). Red dashed lines correspond to the two most significant PCA components, red dotted lines to three.

The top panel, corresponding to only one observed QNM, shows that even if the reconstruction of the potential is rather close to the injection, the error bars are rather widespread. Moreover, one can notice that taking three PCA modes while having only two measured frequencies yields to a completely uninformative error.

In the mid and bottom panels, we show that the more frequencies we observe, the better the error bars become, as we already know from previous analysis. It is interesting to see that the reconstruction gets closer to the injection when more modes are considered, at a cost of having slightly larger error bars. This behaviour is expected, as the error is sensitive to the number of PCA components—cfr. Eq. (19).

For the sake of clarity, we also analysed the inclusion of a fourth component in each, but it only marginally improves the results. This suggests that the information in the overtones, at least for this particular case, is not very significant in finding higher PCA modes. Our interpretation is that the information in the overtones is strongly “correlated” when looking into Fig. 2, because the modifications of the QNM spectrum for different overtones is not perpendicular but systematically rather similar.