Electron power absorption dynamics in a low pressure radio frequency driven capacitively coupled discharge in oxygen
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We use the one-dimensional object-oriented particle-in-cell Monte Carlo collision code oopd1 to explore the properties and the origins of both the electric field and electron power absorption within the plasma bulk for a capacitively coupled oxygen discharge operated at 10 and 100 mTorr for 45 mm of gap distance. The properties of the electric field at three different time slices as well as the time averaged have been explored considering the moments of the Boltzmann equation. The electron power absorption is distinctly different at these operating pressures. The most relevant contributions to the electric field at different time steps come from the pressure terms, the ambipolar and the electron temperature gradient terms, along with the ohmic term. The same applies for the electron power absorption. At both 10 and 100 mTorr the relative ohmic contribution to the electron power absorption remains roughly the same, while the ambipolar term contributes to power absorption and the temperature gradient term to electron cooling at 100 mTorr, and the opposite applies at 10 mTorr. At 100 mTorr the discharge is weekly electronegative, and electron power absorption is mainly due to sheath expansion while at 10 mTorr it is strongly electronegative, and the electron power absorption occurs mainly within the electronegative core and drift-ambipolar mode dominates.

The agreement between the calculated values and the simulations is good for both the electric field and the electron power absorption within the plasma bulk and in the collapsed sheath region for all the cases considered.

I. INTRODUCTION

The low pressure radio frequency (rf) driven capacitively coupled discharge has been applied in integrated circuit manufacturing for a few decades. The capacitively coupled discharge consists of two parallel electrodes, typically with a radius of few tens of cm, separated by a few cm and driven by a power generator. These discharges have been explored extensively over the past few decades. The power transfer mechanism, which is commonly referred to as 'electron heating' or 'electron power absorption' in the literature\textsuperscript{1}, is still a topic rather poorly understood. Although the electron power absorption mechanism is a topic widely studied and discussed over the past decades, a fully consistent and general mathematical-physical explanation of the several physical mechanisms involved in the power transfer mechanism are still lacking. This is in particular true for the electronegative capacitively coupled discharge.

It is widely accepted that the electron heating can be divided into two components: the ohmic heating (collisional) and the stochastic heating (collisionless) while several operating modes have been identified in the capacitively coupled discharge including the stochastic electron heating due to the sheath motion (\(\alpha\)-mode)\textsuperscript{2}, secondary electron emission due to ion and neutral bombardment of the electrodes\textsuperscript{3}, the drift ambipolar DA-mode\textsuperscript{4}, non linear electron resonance heating (NERH)\textsuperscript{5–8}, electron bounce resonance effect\textsuperscript{9–11} and the generation of series resonance oscillations\textsuperscript{12–14}. In a strongly electronegative discharge the electrical conductivity tends to be low and, due to large ion inertia high electric field is induced within the plasma bulk (electronegative core). Furthermore, ambipolar fields appear near the sheath edges.

The particle-in-cell (PIC) method, when combined with Monte Carlo (MC) treatment of collision processes, is the most frequently used numerical approach to investigate the properties and the operating modes of low pressure capacitively-coupled-discharges. The combination of the particle-in-cell (PIC) method and Monte Carlo collision (MCC) treatment of collision processes is commonly referred to as the PIC/MCC method. The PIC/MCC method is a self-consistent kinetic approach that has become a predominant numerical approach to investigate the properties of the low pressure capacitively-coupled discharge.

The one-dimensional-object-oriented plasma device one (oopd1) code allows having the simulated particles of different weights so that in principle both charged and neutral particles can be tracked during the simulation. Earlier we benchmarked the basic reaction set for the oxygen discharge in the oopd1 code to the xdpl code\textsuperscript{12}. In recent years the oxygen reaction set in the oopd1 code has been improved significantly\textsuperscript{12–14}. The oopd1 code has been applied to explore the electron power absorption in the capacitively coupled oxygen discharge while varying the various external parameters and operating conditions such as discharge pressure\textsuperscript{14–16}, driving voltage amplitude\textsuperscript{17}, driving frequency\textsuperscript{18}, the
secondary electron emission \cite{14,19}, the surface quenching of the metastable states \cite{20} and the electrode gap distance \cite{21}.

During the past decades several attempts to describe correctly the behaviour of the electron heating using the Boltzmann equation have been made. Surenda and Dalvie \cite{22} were the first to set up a mathematical model to describe the electron power absorbed using the Boltzmann equation for both electrons and ions using the PIC results as input. In the years that followed several authors used the formulation set by Surenda and Dalvie \cite{22} to develop similar models inspired by the their results \cite{22,24}. Among these Brinkmann \cite{27} derived a unified description of electron power absorption in capacitively coupled discharges using a mathematical formulation where the electron density profile has been approximated by a smooth step function, finding that the total time averaged electron power absorption is the sum of four terms, each one corresponding to one of the heating mechanism knowns from separate previous theories, i.e. NERH, stochastic heating (hard wall model), ambipolar/pressure heating and ohmic heating. Brinkmann also demonstrated that a time dependent temperature is necessary to obtain a non zero time averaged electron power absorption. More recently, Schulze et al used a simplified moment analysis of the Boltzmann equation (the Boltzmann term analysis) where the electron temperature gradient was both neglected and considered \cite{31,34} in order to describe both the electric field and the electron power absorbed in an electropositive low pressure capacitively coupled argon discharge. They found that the time averaged ambipolar electron power absorption completely vanishes for a temporally independent electron temperature. This approach has recently been applied to explore the electron power absorption mechanisms in a capacitively coupled oxygen discharge by Vass et al. \cite{32}. Using the Boltzmann term analysis, they found that the ohmic contribution to the electron power absorption is small at different time steps at low pressure while it becomes important at higher pressures. Finally, they observed that at low pressure the space-time averaged electron power absorbed was entirely given by the ohmic term and that the pressure term contribution increases as the pressure is increased. Here we use the Boltzmann term analysis to investigate the origins of both the electric field and the power absorbed by the electrons at different time steps within both the plasma bulk and the sheath collapsed region and the related time averaged quantities within the plasma bulk in a capacitively coupled oxygen discharge at 10 and 100 mTorr for 45 mm of gap distance. The electron power absorption in the capacitively coupled oxygen discharge is distinctly different when the discharge is operated at 100 mTorr than when it is operated at 10 mTorr \cite{14,17,21}. When operating at 100 mTorr with a gap size of 45 mm the discharge is operated in α-mode and stochastic electron heating dominates while at 10 mTorr the discharge is more electronegative and the DA-mode dominates. The main task of the current work is to perform a Boltzmann term analysis of a capacitively coupled oxygen discharge, in order to shed light on the the underlying physical mechanism behind the electric field and the electron power absorbed, to gain understanding of the electron power absorption in an capacitively coupled oxygen discharge operated at different pressures (10 and 100 mTorr), that represent hybrid DA-α mode and pure α mode, respectively. We will follow the framework of the Boltzmann term analysis given in the recent work of Schulze et al. \cite{31} with some modifications, since the physical conditions and gas considered are different. The current work is structured as follows. In Section \ref{sec:simulation} we give a brief overview of the simulation set up. In Section \ref{sec:results} we show the spatio-temporal profiles of both the total charge density and the quasineutrality deviation along with both the total charge density and the density profiles for all the species involved at different time steps and time averaged. Section \ref{sec:discussion} discusses the model. In subsection \ref{sec:discussion:fluid} a simple fluid model based on the Schulze et al. \cite{31} work is employed to explore the behaviour of both the electric field and the electron power absorbed at both 100 and 10 mTorr. The results from both the simulations and the calculations at both 10 and 100 mTorr are discussed and compared in Section \ref{sec:comparison}. Finally, Section \ref{sec:conclusion} summarizes our findings.

\section{The Simulation}

The one-dimensional (1d-3v) object-oriented particle-in-cell Monte Carlo collision (PIC/MCC) code oopd1 \cite{12} is applied to a capacitively coupled oxygen discharge. In 1d-3v PIC codes the model system has one spatial dimension and three velocity components. The oopd1 code, like the well known xpdp1 code, is a general plasma device simulation tool capable of simulating various types of devices, where the plasma is the main actor, such as particle beams, electrical breakdown, particle accelerators as well as processing discharges \cite{12}. The oxygen reaction set included in the oopd1 code is rather extensive and nine different species are considered: electrons, the ground state neutrals O($^3$P) and O$_2$(X$^3$Σ$^-$), the negative ions O$^-$, the positive ions O$^+$ and O$_2^+$, and the metastables O($^1$D), O$_2$(a$^3$Δ$_g$) and O$_2$(b$^1$Σ$^+$). The basic reaction set included O$_2$(X$^3$Σ$^-$), O$_2^+$ and O$^-$. In our earlier work we added oxygen atoms in the ground state O($^3$P) and ions of the oxygen atom O$^+$ to the oopd1 code \cite{12}. In a later work the singlet metastable molecule O$_2$(a$^3$Δ$_g$) and the metastable oxygen atom O($^1$D) were added \cite{13}, as well as the singlet metastable molecule O$_2$(b$^1$Σ$^+$) \cite{14}. The full oxygen reaction set together with the cross sections used have been discussed in our earlier works and will not be repeated here \cite{12,13,21}. We assume a geometrically symmetric capacitively coupled discharge where one of the electrodes is driven by an rf voltage at a single
while the other electrode is grounded. Here, \( V \) is the voltage amplitude, \( f \) the driving frequency and \( t \) the time. For this current study we assume the discharge to be operated at the pressure of 10 mTorr and 100 mTorr with voltage amplitude \( V_0 = 400 \) V with an electrode separation of 4.5 cm. A capacitor of 0.1 \( \mu \)F is connected in series with the voltage source. The electrode diameter and the driving frequency are assumed to be 10.25 cm and 13.56 MHz respectively. These are the same parameters as assumed in our previous work [21]. The time step \( \Delta t \) and the grid spacing \( \Delta x \) are set to resolve the electron plasma frequency and the electron Debye length of the low energy electrons respectively, according to \( \omega_{pe}\Delta t < 0.2 \), where \( \omega_{pe} \) is the electron plasma frequency and the simulation grid consists of 1000 equal cells. The electron time step is \( 3.68 \times 10^{-11} \) s. The simulation was run for \( 5.5 \times 10^6 \) time steps, which corresponds to 2750 rf cycles as it takes roughly 1700 rf cycles to reach equilibrium for all particles. Time averaged plasma parameters shown, such as the densities, the electron power absorption, and the effective electron temperature, are averaged over 1000 rf cycles. All particle interactions are treated by the Monte Carlo method with a null-collision scheme [33]. For the heavy particles, we apply sub-cycling, where the heavy particles are advanced every 16 electron time steps [33] and an initial parabolic density profile has been assumed [34].

The kinetics of the charged particles (electrons, \( \text{O}_2^+ \) ions, \( \text{O}_2^+ \) ions and \( \text{O}_2^- \) ions) was followed for all energies. Since the neutral gas density is much higher than the densities of charged species, the neutral species at thermal energies (below a certain cut-off energy) are treated as a background with fixed density and temperature and maintained uniformly in space. The main challenge when PIC/MCC simulations are applied to simulate molecular gases is to due with the timescale difference between the processes of dissociation and the processes involving charged particles. Therefore, a global model [32] is used beforehand to determine the partial pressure of the various neutrals created in the discharge as discussed in Proto and Gudmundsson [21], i.e. the ground state neutral atoms \( \text{O}(^3\Sigma_g^-) \) and the metastables \( \text{O}(^1\Delta_g), \text{O}_2(a^1\Delta_g) \) and \( \text{O}_2(b^1\Sigma_g^+) \) under certain control parameters including the discharge pressure, the absorbed power and the gap separation between the two electrodes, etc. The absorbed power determined by the PIC/MCC simulation is used as an input parameter in the global model calculations, iteratively. The partial pressure of the atoms and metastable species obtained from the global model calculation is then used as the partial pressure of these species in the neutral background gas in the simulation. Note that, a global model is mainly developed to model a high density low pressure discharges such as inductively coupled discharges, rather than capacitively coupled discharges and the proportion of the power absorbed by the electrons in the former is much larger than in the latter. Therefore, the global model may overestimate the atom and metastable density within the discharge, especially when operating at low pressure. The fractional densities for the neutrals \( \text{O}_2(X^3\Sigma_g^-), \text{O}_2(a^1\Delta_g), \text{O}_2(b^1\Sigma_g^+), \text{O}(^3\Pi), \text{O}(^1\Delta) \), estimated using the global model calculations, are listed in Table I. These values have been used as input for the PIC/MCC simulation as the partial pressures of the neutral background gas. These neutral background species are assumed to have a Maxwellian velocity distribution at the gas temperature (here \( T_n = 26 \) meV). The kinetics of the neutrals are followed when their energy exceeds a preset energy threshold value. The energy threshold values used here for the various neutral species are listed in Table I. The thresholds were chosen in order to keep the number of simulated particles within a suitable range, typically \( 10^4 \) – \( 10^5 \) particles. Particles with energy below this threshold energy are assumed to belong to the neutral background.

Note that the background neutrals are assumed to be uniform within the discharge. However, we are aware that the electrode surfaces have a significant influence on the neutral density profiles. The density profiles for fast neutrals indicate that the oxygen atom density decreases and the molecular metastable density increases in the electrode vicinity [14]. As an oxygen atom \( \text{O}(^3\Pi) \) hits the electrode, it is assumed that half of the atoms are reflected as \( \text{O}(^3\Pi) \) at room temperature and the other half recombines to form the ground state oxygen molecule \( \text{O}_2(X^3\Sigma_g^-) \) at room temperature. Similarly, as a metastable oxygen atom \( \text{O}(^1\Delta) \) hits the electrode, half of the atoms are quenched to form \( \text{O}(^3\Pi) \) and the other half, is assumed to recombine to form the ground state oxygen molecule \( \text{O}_2(X^3\Sigma_g^-) \) at room temperature. The surface quenching coefficients for the singlet metastable molecules on the electrode surfaces are assumed to have a value of \( \gamma_{qwa} = 0.007 \) and \( \gamma_{qwb} = 0.1 \) for \( \text{O}_2(a^1\Delta_g) \) and \( \text{O}_2(b^1\Sigma_g^+) \), respectively. The influence of the surface quenching coefficients of the singlet metastable molecule on the electron heating mechanism has been explored in detail in an earlier work [21], where it has been demonstrated that the influence of \( \gamma_{qwa} \) on the overall discharge properties can be rather significant. The surface quenching and recombination coefficients used in this current work are listed in Table I. Note that the oxygen reaction set used in this current study is significantly more extensive than the one used by Vass et al. [32] where the only metastable state included is the singlet metastable molecule \( \text{O}_2(^1\Delta_g) \). To estimate the density of the singlet metastable molecule \( \text{O}_2(^1\Delta_g) \) they assume a homogeneous spatial density where a balance between electron impact excitation and quenching at the electrodes [36, 37].

Secondary electron emission and electron reflection has been incorporated into the discharge model [14]. The energy dependent secondary electron emission yield for a dirty surface has been employed [14] and the electrons
are assumed to be elastically reflected from the electrodes independently of their energy and their angle of incidence with a probability of 0.2 [19]. The secondary electron emission due to the electron impact on the electrodes has been neglected here as in all our previous works on the oxygen discharge.

### III. RESULTS FROM THE SIMULATION

Through recent PIC/MCC simulations of a capacitively coupled oxygen discharge it has been demonstrated that the singlet metastable molecular states have a significant influence on the electron power absorption mechanism [13–16] as well as the ion energy distribution [38]. At low (high) pressure and high (low) electronegativity, i.e. 10 mTorr (50 – 500 mTorr), the electron power absorption is mainly located within the plasma bulk (the sheath regions) [14, 15]. Furthermore, when operating at low pressure, the time averaged electron power absorption within the discharge is due to a hybrid drift-ambipolar mode, (DA-mode) and α-mode, and while operating at higher pressures, the electron power absorption is due to stochastic heating and the discharge is operated in a pure α-mode [17, 18]. It has also been demonstrated that detachment by singlet molecular metastable states is the process that has the most influence on the electron power absorption process in the higher pressure regime, while it has almost negligible influence at lower pressures [14, 16]. All the quantities returned by the simulations and involved in the calculations for both the electric field and the electron power absorption in the following sections are arrays extended along the x−axis, i.e. the discharge gap length. In particular, every single component of the electron temperature has been calculated as $T_{e,i} = \frac{2}{3} E_{e,i} - \frac{m}{2} v_{e,i}$ where $E_{e,i}$ and $v_{e,i}$, with i = x, y, z, are the mean electron energy density and the electron mean velocity respectively. Since $E_{e,i} = \frac{m}{2} (v_{e,i})^2$ by definition, the expression for the electron temperature given above is the same as the one shown by Wilczek et al. [1], when the particle mean velocity is not negligible.

Figure 1 shows the density profiles for $O_2^+$ ions, $O^+$ ions, $O^-$ ions and electrons at 100 and 10 mTorr. At 100 mTorr the center electronegativity is 3.55 and at 10 mTorr it is 96.64. The electronegative discharge consists of an electronegative core connected to electropositive edge plasma regions [39, 40]. At 100 mTorr (Figure 1(a)) both $O^-$ ion and $O_2^+$ ion density profiles have a similar shape within the bulk region while the $O^-$ ion density decreases more steeply than the $O_2^+$ ion density profile approaching the sheath edges. We also see that the electron density profile is somewhat lower than both the $O^-$ ion and the $O_2^+$ ion density profiles within the bulk region while it decreases sharply within both the sheath regions. At 10 mTorr (Figure 1(b)) the situation is different. First of all we see that $O^-$ and the $O_2^+$ ion density profiles perfectly overlap within the bulk region and that the $O^-$ ion density profile decreases more steeply than the $O_2^+$ density profile beyond the sheath edges. The time averaged value of both the $O^-$ and the $O_2^+$ ion density profiles within the bulk region is slightly lower than in the 100 mTorr case. The electron density in the bulk plasma is roughly two orders of magnitude lower than the $O_2^+$ and $O^-$ densities. Moreover, we observe that the $O^+$ density is higher than the electron density within the bulk region, contrary to the 100 mTorr case. We also observe that the $O^+$ density profile is more flattened within the bulk region and that it decreases more steeply than for the 100 mTorr case. The electron density profile is flat and constant within the bulk region and it has equal absolute maxima on both the sheath edges. Figure 2(a)

![Figure 1: The density profiles for charged particles at (a) 100 mTorr and at (b) 10 mTorr in a parallel plate capacitively coupled discharge with a gap separation of 45 mm driven by a 400 V voltage source at 13.56 MHz.](image-url)
TABLE II: The parameters of the simulation, the particle weight, the energy threshold above which kinetics of the neutral particles are followed and the wall recombination and quenching coefficients for the neutral species on the electrode surfaces.

| Species     | Particle weight (range) | Energy threshold [meV] | Recomb./Quenching |
|-------------|-------------------------|------------------------|-------------------|
| O$_2$(X$^3\Sigma_g^-$) | $5 \times 10^7$ | 500 | |
| O$_2$(a$^1\Delta_g$)   | $5 \times 10^6$ | 100 | 0.007 |
| O$_2$(b$^3\Sigma_g^+$) | $5 \times 10^6$ | 100 | 0.1 |
| O(3P)            | $5 \times 10^7$ | 500 | 0.5 |
| O(1D)            | $5 \times 10^7$ | 50 | 0.5 recomb/0.5 quenching |
| O$_2^+$          | $10^7 - 10^8$ | - | |
| O$^+$            | $10^6 - 10^7$ | - | |
| O$^-$            | $5 \times 10^7 - 10^8$ | - | |
| e                | $10^7 - 10^8$ | - | |

FIG. 2: The spatio-temporal behaviour of the (a) total charge density and of the (b) quasineutrality deviation, defined by Eqs. (2) and (3), respectively, over the full gap length for a parallel plate capacitively coupled oxygen discharge at 100 mTorr for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

We observe that the quasineutrality deviation uniquely identifies the sheath region. Indeed, the quasineutrality deviation value is 1 within the expanded sheaths while it is 0 within the plasma bulk and the sheath collapse regions and it has an intermediate value on the bulk-sheath time varying interface. Figure 3 (a) shows the spatio-temporal behaviour of the total charge density at 10 mTorr over the full gap length for a full period defined as follows

\[
\text{Total Charge Density} = e\left(n_{O_2^+} + n_{O^+} - n_{O^-} - n_e\right)
\]

(2)

Firstly, we observe a net zero charge density within the bulk region and the fully collapsed sheath regions. Secondly, the right (left) sheath region is positively charged and reaches its maximum extension at $t/\tau_{rf} = 0.25$ ($t/\tau_{rf} = 0.75$). Moreover, the right (left) sheath positive net charge has a peak on the bulk side of the right (left) sheath edge and slowly decreases while approaching the right (left) electrode. Figure 2 (b) shows the spatio-temporal behaviour of the quasineutrality deviation at 100 mTorr over the full gap length defined as follows

\[
\text{Quasineutrality deviation} = \frac{n_{O_2^+} + n_{O^+} - n_{O^-} - n_e}{n_{O_2^+} + n_{O^+}}
\]

(3)

We observe that the quasineutrality deviation uniquely identifies the sheath region. Indeed, the quasineutrality deviation value is 1 within the expanded sheaths while it is 0 within the plasma bulk and the sheath collapse regions and it has an intermediate value on the bulk-sheath time varying interface. Figure 3 (a) shows the spatio-temporal behaviour of the total charge density at 10 mTorr over the full gap length for a full period defined by Eq. (2). Firstly, we observe a net positive (negative) charged stripe that appears on the sheath side (on the bulk side) of both the sheath edges over the full rf-cycle (on both the collapsing sheath edges). The positive charged stripe density strongly increases on the sheath side of the expanded sheath edge. This positive charged stripe was absent in the 100 mTorr case as shown in Figure 2(a). Such a difference with respect to the 100 mTorr case is due to the fact that the electron mean free path is longer at low pressures, so that they leave the positive ions behind while crossing the sheath edge during the sheath collapse. For example, at $t/\tau_{rf} = 0.25$, on very
short time scales, a net negative ambipolar field builds up (Figure 3(a)), which induces a recall force on the bulk electrons and a pushing force on the bulk positive ions toward the collapsing sheath edge. For this reason, an excess of positive charges on the immediate sheath side of both the collapsed sheath edges is observed. It’s worth noting that, once crossed the sheath side of the collapsed sheath edge, the electrons are free to accelerate towards the left electrode due to the flux compensation effect. On the other hand, a positive peak in the ambipolar field is observed on the bulk side of the collapsed sheath edge. Then it slowly decreases while approaching both the electrodes overlapping with both the $t/\tau_{rf} = 0.25$ and the $t/\tau_{rf} = 0.75$ cases. In the time averaged case the total charge density steeply increases once passed both the sheath edges and steeply increases on the sheath side of both the sheath edges. Then it slowly decreases while approaching both the electrodes.

Figure 4(b) shows the total charge density profile at 10 mTorr defined by Eq. (4) at different time steps and time averaged over all the full gap length. We observe the time averaged case to be almost zero within the plasma bulk and to have an almost constant profile within the sheath regions while approaching both the electrodes.

FIG. 3: The spatio-temporal behaviour of the (a) total charge density and the (b) quasineutrality deviation, defined by Eqs. (2) and (3), respectively, over the full gap length for a parallel plate capacitively coupled oxygen discharge at 10 mTorr for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.
FIG. 4: The total charge density at (a) 100 mTorr and at (b) 10 mTorr over the full gap length at $t/\tau_{rf} = 0.25$ (green line), $t/\tau_{rf} = 0.50$ (red dashed line), $t/\tau_{rf} = 0.75$ (blue dotted dashed line) and time averaged (black dashed line) for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

IV. MODEL DESCRIPTION AND RESULTS

During the past years several attempts have been made to describe correctly the behaviour of the electric field using the Boltzmann equation. Surendra and Dalvie [22] used the first momentum Boltzmann equation to decompose the electric field into a sum of different terms, each one corresponding to different physical mechanisms. They were able to isolate all the single terms contributing to both the electric field and the electron power absorbed. Moreover, they found the electron pressure term to be important for the collisionless heating and that, for a constant electron temperature, the collisionless electron heating vanishes upon time average. Since then several attempts have been made to explain the behaviour of the electric field at different time steps and upon time average. In recent years Surendra’s framework has been employed to explain the behaviour of the electric field within the bulk and in the sheath regions. In particular Schulze and coworkers have used the zeroth momentum Boltzmann equation (stationary continuity equation), with a stationary density profile [30] and with a temporally dependent density profile together with a non zero ionization rate [31], combined with the first momentum Boltzmann equation, with and without the change in the momentum term [30, 31] to derive a space- and time-resolved expression for the different electric field terms involved. The Surendra-Dalvie framework has improved our knowledge of the physical mechanisms behind the origins of the electric field within the bulk region and within the collapsed sheath region but has not given a general consensus on the origin of the electric field within the expanded sheath region.

The DA-mode is associated with the creation of electric field within the plasma bulk. The electric field within a plasma discharge is built up by several different phenomena, depending on the gas considered. The electronegative discharges present a bigger number of phenomena than the electropositive discharges, and the situation is much more complicated. For both electropositive and electronegative discharges sheaths form near the electrodes, a positive net charge within the sheath region builds up, leading to a potential profile that is positive within the bulk region and falls to zero near both electrodes [41]. However, a strong electric field within the bulk region has been observed, both experimentally and by simulations in electronegative discharges. The high value of the electric field has been related to the low dc conductivity within the bulk as discussed by Schulze et al. [4]. Furthermore, strong peaks in the electric field at the sheath edges have been observed [42]. The observed peaks have been related to the corresponding local maxima of the electron density at the sheath edges which are caused by the ambipolar field built up by a net charge separation between the positive charges as they are accelerated towards the electrode, and the electrons, together with the negative ions, confined within the bulk region. This is completely different from the situation observed in the electropositive discharges, where the ambipolar field accelerates the electrons toward the discharge center [4].
A. Simple Fluid Model

When operated at 100 mTorr (10 mTorr) the electronegativity is low (high) and the discharge operates in pure α-mode (hybrid DA-mode and α-mode). Irrespectively of the different discharge modes and conditions, a simple fluid model for an electronegative discharge is sufficient to describe the physics of such a system. In this subsection the simple fluid model applied to a discharge operated at both 100 mTorr 10 mTorr is discussed. The model describes the behaviour of the electric field and of the electron power absorption within the bulk region. This model is based on the approach used by Schulze et al. [31], with the only difference that here both the ionization rate and the change of momentum terms are assumed to be negligible and are set equal to zero. The model is valid within the bulk region and in the collapsed sheath regions only, since the electron density in the expanded sheath region is very small. Moreover, the quasineutrality condition has not been imposed and the ideal gas law has to be seen as an approximation. Therefore, in order to make the physical system consistent, the ideal gas law has to be seen as an approximation. On the other hand at 10 mTorr neither the pressure tensor, nor the temperature are isotropic. Since $p_{e,xx} \neq p_{e,yy} \neq p_{e,zz}$ and $T_{e,xx} \neq T_{e,yy} \neq T_{e,zz}$, we are left with $p_{e} = p_{e,xx} = \epsilon n_{e} T_{e,xx} = \epsilon n_{e,yy} T_{e,yy}$, and $p_{e,zz} = \epsilon n_{e,zz} T_{e,zz}$. The zeroth and the first momentum Boltzmann equation for electrons in a plasma discharge in the absence of magnetic field are the continuity equation

$$\frac{\partial n_{e}}{\partial t} + \frac{\partial}{\partial x}(u_{e} n_{e}) = G - L$$  \hspace{1cm} (4)

where $G$ and $L$ are the reaction rates involving the creation and the destruction of electrons, respectively, and the momentum balance equation

$$\frac{\partial}{\partial t}[m_{e} n_{e} u_{e}] + \frac{\partial}{\partial x}[m_{e} n_{e} u_{e}^{2}] + \frac{\partial}{\partial x}[\epsilon n_{e} T_{e}] + \epsilon n_{e} E + \Pi_{e} = 0,$$  \hspace{1cm} (5)

respectively. According to this set up, there is no need for keeping the continuity equation (Eq. (4)). Now, according to Lieberman and Lichtenberg [41], the momentum change term $\Pi_{e}$ can be approximated by a Krook collisional operator as follows

$$\Pi_{e} = \sum_{\beta} m_{e} n_{e} \nu_{e,\beta} (u_{e} - u_{\beta}) - m_{e} (u_{e} - u_{G}) G + m_{e} (u_{e} - u_{L}) L$$  \hspace{1cm} (6)

where the summation is over all species, $u_{e}$ and $u_{\beta}$ are the mean velocities of the electrons and the species $\beta$, respectively, and $\nu_{e,\beta}$ is the momentum transfer frequency for collisions between electrons and species $\beta$. Now, neglecting the reactions involving the creation and destructions of particles (e.g., ionization, recombination) and considering only the O$_{2}$ neutral species, with a negligible velocity compared to the electrons, the momentum change term becomes

$$\Pi_{e} = m_{e} \nu_{e} u_{e} u_{e}$$  \hspace{1cm} (7)

along with the continuity equation

$$\frac{\partial n_{e}}{\partial t} + \frac{\partial}{\partial x} (u_{e} n_{e}) = 0$$  \hspace{1cm} (8)

Solving Eq. (8) with respect to the velocity gradient one finds

$$\frac{\partial u_{e}}{\partial x} = \frac{u_{e} \partial n_{e}}{n_{e} \partial x} - \frac{1}{n_{e}} \frac{\partial n_{e}}{\partial t}$$  \hspace{1cm} (9)

Combining Eqs. (9), (10) and (5) together with the ideal gas law one finds an expression for the electric field

$$E = - \frac{m_{e} \partial u_{e}}{\epsilon \partial t} + \frac{m_{e} u_{e}^{2}}{\epsilon \partial x} + \frac{m_{e} u_{e}}{\epsilon n_{e} \partial t} T_{e} \frac{\partial n_{e}}{\partial x} - \frac{m_{e} u_{e} v_{e}}{\epsilon \partial x} + \frac{m_{e} v_{e} u_{e}}{\epsilon \partial x} \frac{\partial T_{e}}{\partial x}$$  \hspace{1cm} (10)

Each electric field term in Eq. (10) has its own origin. The first and the third term (I and III) are electron inertia terms due to the temporal variation in the electron velocity and density, respectively. The second term (II) corresponds to an electric field due to the normalized electron density gradient. The fourth (IV) term corresponds to diffusion (ambipolar field) [4, 30]. The fifth term (V) corresponds to the electron temperature gradient. Therefore, terms IV and V represent electron heating due to pressure effects which is a collisionless mechanism [22]. The sixth term (VI) is due to electron collisions with atoms and molecules (drift field). Equation (10) has been applied to a given set of input parameters. The input parameters are the electron density and the electron temperature from the simulation. The collision term (Term VI) was taken from the reaction rate given by the simulation for an electron neutral elastic collision. The electron collision frequency values at 100 and 10 mTorr are $\nu_{e} = 8.16 \times 10^{7} \text{ s}^{-1}$ and $\nu_{e} = 5.06 \times 10^{7} \text{ s}^{-1}$ within the discharge chamber, respectively. Multiplying the electric field coming from Eq. (10) times the electron current density $J_{e} = -\epsilon n_{e} u_{e}$ it is possible to find the electron
absorbed power as follows

\[
J_e \cdot E = m_e u_e n_e \frac{\partial u_e}{\partial t} + m_e u_e \frac{\partial n_e}{\partial x} - m_e u_e^2 \frac{\partial n_e}{\partial t} + \frac{e u_e T_e}{\partial x} + \frac{m_e u_e \partial T_e}{\partial x} + \frac{m_e n_e \nu_e u_e^2}{\partial t} \tag{11}
\]

Each electron power absorption term that constitutes Eq. (11) has its own origin which is strictly related to the electric field given by Eq. (10). The first and the third term (I and III) are electron inertia power absorption terms. The second term (II) corresponds to the power absorption term related to the electron density gradient. The fourth (IV) term is related to the ambipolar field originating from the electron density gradient. The fifth term (V) is related to the electron temperature gradient for the electric field (Eq. (10)). The fourth and fifth terms are usually known in the literature as pressure heating terms, respectively \[22, 23, 31\]. The sixth term (VI) is related to the collisions and represents ohmic heating. It’s worth noting that the electron power absorption formula shown in Eq. (11) can be split as follows \[22\]

\[
(J_e \cdot E) = (J_e \cdot E)_{\text{Nonohmic}} + (J_e \cdot E)_{\text{ohmic}} \tag{12}
\]

where

\[
(J_e \cdot E)_{\text{Nonohmic}} = \text{Term I} + \text{Term II} + \text{Term III} + \text{Term IV} + \text{Term V} \tag{13}
\]

\[
(J_e \cdot E)_{\text{ohmic}} = \text{Term VI} \tag{14}
\]

In turn the Non ohmic contribution can be split up as follows \[23\]

\[
(J_e \cdot E)_{\text{Nonohmic}} = (J_e \cdot E)_{\text{Inertia}} + (J_e \cdot E)_{\text{Pressure}} \tag{15}
\]

where

\[
(J_e \cdot E)_{\text{Inertia}} = \text{Term I} + \text{Term II} + \text{Term III} \tag{16}
\]

\[
(J_e \cdot E)_{\text{Pressure}} = \text{Term IV} + \text{Term V} \tag{17}
\]

This will be useful later when we identify the different contributions to the electron power absorption. We underline that the same split applied to the electron power absorption can be applied to the electric field formula shown in Eq. (10).

V. RESULTS AND DISCUSSION

The sheath location is determined by assuming that the density of negatively charged species has fallen to half the density of the positive charged species. In more detail the sheath edge position, which is defined as \(x_{\text{sh}}(t)\), is taken to be the position \(x\), where the condition \(n_e(x, t)/n_i = 1/2\) is satisfied. This determines the location of the grey shadowed rectangles hiding the sheath regions in the various plots shown in this section. We hide the sheath regions directly adjacent to the electrodes as the electron density is very low. Figure 4 shows the electric field profile of the terms that constitute Eq. (10) and their summation compared with the results of simulations at \(t/\tau = 0.25\) from the left electrode to the right sheath edge, at \(t/\tau = 0.50\) from the left to the right sheath edge, at \(t/\tau = 0.75\) from the left sheath edge to the right electrode. For all the three time slices an almost perfect match between the overall terms summation and the result from the simulations is observed.

At \(t/\tau = 0.25\) (Figure 5 (a)) we see that the contribution from Terms II and III is negligible. On the other hand, the main contribution comes from Terms I, IV, V and VI. Term I is almost zero within the bulk region up to the right sheath edge while it decreases to negative values as it approaches the left sheath edge up to the left electrode. The electric field inertia term due to temporally varying electron velocity becomes negative approaching the left electrode, indicating that the electron velocity gradient is positive near the left electrode (Eq. (10)). Term IV is flat and zero within the bulk region and sharply increases (sharply decreases) while approaching the right (left) sheath edge. An absolute minimum in the Term IV profile is observed on the sheath side of the left sheath edge. Moreover, once passed this minimum, the profile of Term IV is approximatively constant over the left sheath region and it decreases while approaching the left electrode. Term V is flat and zero over the full bulk gap length. A small local minimum (maximum) in the Term V profile is observed on the sheath side of the right (left) sheath edge. Then it steeply increases (sharply decreases) while approaching the sheath side of the right sheath edge (the left electrode). Term VI is flat and zero within the bulk region up to the right sheath edge while it slightly increases as it approaches the left sheath keeping an almost constant value while approaching the left electrode. Finally, Figure 5 (a) shows that the only important contributions to the electric field at \(t/\tau = 0.25\) comes from the inertia term related to the temporal gradient of the electron velocity (Term I), from the pressure gradient related terms (Term IV and V) and from the ohmic heating term (Term VI). At \(t/\tau = 0.50\) (Figure 5 (b)) we see that the contribution from Terms I and III are negligible and Term II is small except near the sheath edges. Term IV is flat and zero within the bulk region and it sharply increases (steeply decreases) as it approaches the bulk side of the right (left) sheath edge. Term V is flat and zero within the bulk region and slightly decreases (sharply increases) as it approaches the sheath side of the right (left) sheath edge. Term VI is flat and zero within the bulk region up to both the sheath edges and it sharply decreases as it approaches the bulk side of both the sheath edges. Figure 5 (b) shows that the only important contributions to the electric field at \(t/\tau = 0.50\) comes from the pressure gradient related terms (Terms IV and V) and from the ohmic contribu-
FIG. 5: The electric field profile of the terms that constitute Eq. (10) and their summation compared with the result of the simulations at (a) \( t/\tau_{rf} = 0.25 \) from the left electrode to the right sheath edge, at (b) \( t/\tau_{rf} = 0.50 \) from the left to the right sheath edge, at (c) \( t/\tau_{rf} = 0.75 \) from the left sheath edge to the right electrode, for a parallel plate capacitively coupled oxygen discharge at 100 mTorr for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

FIG. 6: The electric field profile at 10 mTorr of the terms that constitute Eq. (10) and their summation compared with the result of the simulations at (a) \( t/\tau_{rf} = 0.25 \) from the left electrode to the right sheath edge, at (b) \( t/\tau_{rf} = 0.50 \) from the left to the right sheath edge, at (c) \( t/\tau_{rf} = 0.75 \) from the left sheath edge to the right electrode. At \( t/\tau_{rf} = 0.25 \) (Fig. 6 (a)) we see that the contribution from terms II and VI is negligible while Term III is small. The main contribution to the electric field comes from terms IV and V. Term IV is zero within the discharge center and approximatively flat and zero within the inner bulk region and sharply increases while approaching the bulk side of both the sheath edges. A lower (higher) maximum on the bulk side of the left (right) sheath edge is observed. On the other hand, Term V has a similar behaviour except that it increases less steeply while approaching the bulk side of the right sheath edge. The local maximum in Term V on the left sheath edge overlaps almost perfectly with the local maximum in Term IV, total terms summation and the result from the simulations placed in the same location as well as the respective profiles within the inner bulk region. Finally, Figure 6(a) shows that the only important contributions to the electric field at \( t/\tau_{rf} = 0.25 \) come from the pressure gradient related terms (Terms IV and V). At \( t/\tau_{rf} = 0.50 \) (Fig. 6 (b)) we see that the contribution from Term I is negligible and Terms II, III and VI are small. We also observe that the main contribution to the electric field comes from terms IV and V. Term IV is flat and zero within the inner core of the plasma bulk and decreases (increases) while approaching the bulk side of the right sheath edge. Then it increases again once passed the right sheath edge building an absolute minimum. Finally, Figure 6(b) shows that the only important contributions to the electric field at \( t/\tau_{rf} = 0.50 \) come from the pressure gradient related terms (Terms IV and V). Moreover, we observe that in the \( t/\tau_{rf} = 0.50 \) case Terms II, IV and V share the same importance in contribution to the electric field at both 10 and 100 mTorr while the contribution from Term III (Term VI) is lacking at 100 mTorr (10 mTorr). At \( t/\tau_{rf} = 0.75 \) (Fig. 6 (c)) we see a mirror image of the t/\( \tau_{rf} \) = 0.25 case. Terms II, III and VI are negligible and Term I is small. The main contribution to the electric field comes from terms IV and V. The local minimum in Term V on the right sheath edge overlaps almost perfectly with the local min-
FIG. 6: The electric field profile of the terms that constitute Eq. (10) and their summation compared with the result of the simulations placed in the same location as well as the respective profiles within the inner bulk region. To summarize the only important contributions to the electric field at $t/\tau_{rf} = 0.75$ comes from the pressure gradient related terms (Terms IV and V).

An almost perfect match between the calculated electric field profile and the result from simulation can be observed over the full gap length up to the bulk side of the expanding sheath edge for all the three time slices considered. Moreover, at $t/\tau_{rf} = 0.25$ and $t/\tau_{rf} = 0.75$, the calculated electric field sharply understimates the electric field coming from the simulations while approaching the bulk side of the fully collapsed sheath edge, while at $t/\tau_{rf} = 0.50$ the difference is very small. We observe that the inertia term (Term I), for all the three time slices considered, is negligible compared to the 100 mTorr case (Figure 5). Such a term is absent due to the presence of the negative charged stripes placed on bulk side of the collapsing sheath edge, which prevents the electrons from crossing the collapsing sheath edge (see discussion in Section III). Moreover, due to the presence of the positive charged stripes placed on the sheath side over the full rf period, the electrons are prevented from increasing their own velocity. Since at 10 mTorr there is higher number of electrons within the collapsing sheath region than at 100 mTorr (Figure 2 (a) and Figure 3 (a) respectively), the displacement current is lower and the temporal change in the electron velocity due to the time varying electric field is also lower.

Figure 7 (a) shows the time averaged electric field profile at 100 mTorr for the three main contributing terms to the calculated electric field using Eq. (10) from the left to the right (time averaged) sheath edge: Term IV (red line), V (blue dashed line) and VI (green dotted dashed line). We see that all the three terms considered are flat and zero within the bulk region. Term IV steeply increases (decreases) while approaching the right (left) sheath edge. On the other hand, Term V sharply increases (decreases) while approaching the sheath side of the left (right) edge. Finally, Figure 7 (a) shows that the only important contribution to the time averaged electric field comes from the pressure terms (Terms IV and V).

Figure 7 (b) shows the time averaged electric field profile in a discharge operated at 10 mTorr for the three main contributing terms to the calculated electric field using Eq. (10) from the left to the right (time averaged) sheath edge: Term IV (red line), V (blue dashed line) and VI (green dotted dashed line). We see that all the three terms considered are zero within the discharge center. Term IV sharply increases (decreases) while approaching the right (left) sheath edge. Term V steeply decreases (increases) while approaching the sheath side of the right (left) edge and it steeply increases (decreases) while crossing the right (left) sheath edge. Finally, Figure 7 (b) shows that the only important contribution to the time averaged electric field comes from the pressure terms (Terms IV and V), just like at 100 mTorr.

Figure 8 (a) shows the time averaged electric field profile at 100 mTorr calculated using Eq. (10) (blue dashed line)
FIG. 7: The time averaged electric field profile at (a) 100 mTorr and at (b) 10 mTorr of Term IV (red line), Term V (blue dashed line), Term VI (green dotted dashed line) from Eq. (10) from the left to the right sheath edge for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

and the result from simulations (red line) from the left to the right sheath edge. An almost perfect match is observed over the gap length considered. Figure 8(b) shows the time averaged electric field at 10 mTorr calculated using Eq. (10) (blue dashed line) and the result from simulations (red line) from the left to the right sheath edge. We observe an almost perfect match within the inner bulk gap length. However, the calculated electric field overestimates the electric field from the simulation on the bulk side of both the sheath edges, resembling the observed slight difference between the calculated and simulated electric field at different time steps on the bulk side of the expanding sheath edge (Figure 9).

Figure 8 shows the spatio-temporal behavior of the electron power absorption $J_e \cdot E$ at 100 mTorr. The figures show the electron power absorption calculated using Eq. (11) (Figure 8(a)) and from the simulation over the full gap length (Figure 8(b)). The ordinate covers the full rf cycle. We see that almost all the electron power absorption occurs during the sheath expansion and that the electron power absorption mode is a pure $\alpha$-mode. The calculated electron power absorption almost perfectly matches the result from the simulation on both the sheath edges. We recall that the theoretical model doesn’t take the sheath dynamics into account, since it has been built for the bulk and collapsed sheath region only. Within the gap length we see an almost perfect match between the electron power absorption coming from the theoretical model and the simulation.

Figure 9 shows the spatio-temporal behavior of the electron power absorption $J_e \cdot E$ at 10 mTorr, where $J_e$ and $E$ are the spatially and temporally varying electron current density and electric field, respectively. The figures show the electron power absorption for the theoretical model (Eq. (11)) (Figure 9(a)) and from the simulation results over the full gap length (Figure 9(b)). The ordinate covers the full rf cycle. Firstly, we observe
that at 10 mTorr a significant power absorption (red and yellow areas) and some electron cooling (dark blue areas) are evident within the plasma bulk region. The electron power absorption appears during the sheath expansion (collapse) on the sheath side (on the bulk side) of the sheath edge, while there is electron cooling during the sheath expansion (collapse) on the bulk side of the sheath edge (on the electrode side). Indeed, at 10 mTorr the electron heating mechanism is a combination of a drift ambipolar (DA) heating in the bulk plasma and stochastic heating due to the sheath oscillation (α-mode), as it has been shown in our previous works [19–21]. Secondly, we observe that the calculated electron power absorption resembles well the result from the simulation which is slightly overestimated within the sheath region only.

Figure 11 shows the electron power absorption profile at 100 mTorr calculated using Eq. (11) (blue dashed line) and the result from simulations (red line) at (a) \( t/\tau_{rf} = 0.25 \) from the left electrode to the right sheath edge, at (b) \( t/\tau_{rf} = 0.50 \) from the left to the right sheath edge, at (c) \( t/\tau_{rf} = 0.75 \) from the left sheath edge to the right electrode. An almost perfect match is observed for all the time steps considered as shown in Figures 11 (a), (b) and (c).

Figure 12 shows the electron power absorption profile at 10 mTorr calculated using Eq. (11) (blue dashed line) and the result from simulations (red line) at \( t/\tau_{rf} = 0.25 \) from the left electrode to the right sheath edge (a), at \( t/\tau_{rf} = 0.50 \) from the left to the right sheath edge (b), at \( t/\tau_{rf} = 0.75 \) from the left sheath edge to the right electrode (c). An almost perfect match is observed for all the time steps considered as shown in Figures 12 (a), (b) and (c).

Figure 13 (a) shows the time averaged electron power absorption profile at 100 mTorr of Term IV (red line), V (blue dashed line) and VI (green dotted dashed line) calculated using Eq. (11) from the left to the right sheath edge. All the three terms considered are flat and zero within the bulk gap length. We observe that Term IV (Term V) steeply increases (decreases) while approaching
FIG. 11: The electron power absorption profile from Eq. (11) (blue dashed line) at (a) $t/\tau_{df} = 0.25$ and the result from simulations (red line) from the left electrode to the right sheath edge, at (b) $t/\tau_{df} = 0.50$ from the left to the right sheath edge, and at (c) $t/\tau_{df} = 0.75$ from the left sheath edge to the right electrode, for a parallel plate capacitively coupled oxygen discharge at 100 mTorr for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

FIG. 12: The electron power absorption profile from Eq. (11) (blue dashed line) at (a) $t/\tau_{df} = 0.25$ and the result from simulations (red line) from the left electrode to the right sheath edge, at (b) $t/\tau_{df} = 0.50$ from the left to the right sheath edge, and at (c) $t/\tau_{df} = 0.75$ from the left sheath edge to the right electrode, for a parallel plate capacitively coupled oxygen discharge at 10 mTorr for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

the sheath side of both the sheath edges. On the other hand, we observe that Term VI slightly increases while crossing both the sheath edges reaching small positive values on the sheath side of both the sheath edges. Fi-
FIG. 13: The time averaged electron power absorption profile of Term IV (red line), Term V (blue dashed line), Term VI (green dotted dashed line) from Eq. (11) from the left to the right (time averaged) sheath edge at (a) 100 mTorr and at (b) 10 mTorr for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

Finally, Figure 13 shows that the main contributions to the time averaged electron power absorption at 100 mTorr comes from the pressure gradient related terms (Term IV and V) and from ohmic term (Term VI).

Figure 13 (b) shows the time averaged electron power absorption profile at 10 mTorr of Term IV (red line), V (blue dashed line) and VI (green dotted dashed line) calculated using Eq. (11) from the left to the right sheath edge. We observe that all the three terms considered have a parabolic behaviour over the bulk gap length. Moreover, Term V is higher (lower) on the bulk side of both the sheath edges, building two almost equal local maxima, and it sharply decreases while approaching both the sheath edges. As regards to Term VI we see that it builds an absolute maximum at the discharge center and that it sharply decreases while approaching both the sheath edges.

FIG. 14: The time averaged electron power absorption profile calculated using Eq. (11) (a) (blue dashed line) and the result from simulations (red line) over the full gap length at (a) 100 mTorr and at (b) 10 mTorr for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

Figure 14 (a) shows the comparison between the time averaged electron power absorption calculated using Eq. (11) (blue dashed line) and the result from simulations (red line) over the full gap length at (a) 100 mTorr and at (b) 10 mTorr for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

Figure 14 (a) shows that the calculated time averaged electron power absorption overlaps almost perfectly with the result from the simulation over the bulk gap length up to the sheath side of both the sheath edges. Moreover, it slightly understimates the result from the simulation within the inner core of both the sheath regions up to the respective electrodes.
Figure 14 (b) shows a comparison between the time averaged electron power absorption calculated using Eq. (11) (blue dashed line) and the result from simulation (red line) over the full gap length at 10 mTorr. In Figure 14 (b) we see that the calculated time averaged electron power absorption calculated using Eq. (11) overlaps almost perfectly with the result from the simulation over the bulk gap length up to the sheath side of both electrodes. Moreover, the closer to the electrodes, the bigger is the difference between the calculation and the simulation.

![Graph showing electron power absorption](Image)

**FIG. 15:** The space-time averaged electron power absorption profile terms calculated using Eq. (11) at 10 mTorr (blue bars) and 100 mTorr (red bars) for a parallel plate capacitively coupled oxygen discharge for 45 mm of gap separation driven by a 400 V voltage source at driving frequency of 13.56 MHz.

Figure 15 shows a comparison between the space-time averaged electron power absorption within the plasma bulk at 10 mTorr calculated using Eq. (11) (blue bars) and at 100 mTorr calculated using Eq. (11) (red bars). The space average has been taken within the bulk region only using the time averaged sheath locations as already discussed at the beginning of Section V. The histogram has been constructed considering the calculated space-time averaged electron absorbed power and then building the following quantity

\[ \frac{(J_e \cdot E)_X \text{ Term Percentage}}{(J_e \cdot E)} = 100 \times \frac{(J_e \cdot E)_X \text{ Term}}{(J_e \cdot E)} \]  

(18)

where \((J_e \cdot E)_X \text{ Term}\) labels the space-time averaged electron power absorption related to the X term, where X refers to term I, II ... VI in Eq. (11). In Fig. 15 we observe that in the 100 mTorr case the space-time averaged electron power absorption comes from the pressure terms (Term IV and V) and the ohmic heating term. At 10 mTorr at both \(t/t_{\text{rf}} = 0.25\) and \(t/t_{\text{rf}} = 0.75\) the main contributions to both the electric field and the electron power absorption are due to the electron inertia term related to the temporal gradient of the electron velocity (Term I), the gradient pressure related terms (Term IV and V) and the ohmic heating term. At \(t/t_{\text{rf}} = 0.50\) the main contributions to both the electric field and the electron power absorption come from the pressure gradient related terms (Term IV and V) and from the ohmic heating term (Term VI). We have also shown that the pressure gradient related terms and the ohmic term contribute to the time averaged electron power absorption, while only the pressure gradient related terms contribute to the time averaged electric field.

At 10 mTorr at \(t/t_{\text{rf}} = 0.25\) and \(t/t_{\text{rf}} = 0.75\) the main contributions to both the electric field and the electron power absorption come from the pressure gradient related terms (Term IV and V) only, while at \(t/t_{\text{rf}} = 0.50\) a small additional but not negligible contribution from the drift field (Term VI) has been observed.

**VI. CONCLUSION**

The one-dimensional object-oriented particle-in-cell Monte Carlo collision code oop1 was applied to explore the properties of the electric field and the electron power absorption at different time steps and time averaged over a full rf cycle within the plasma bulk in a capacitively oxygen coupled discharge at both 100 and 10 mTorr for 45 mm gap distance. At both 100 and 10 mTorr the fluid model presented by Schulze et al. [31] was applied.

At 100 mTorr at both \(t/t_{\text{rf}} = 0.25\) and \(t/t_{\text{rf}} = 0.75\) the main contributions to both the electric field and the electron power absorption are due to the electron inertia term related to the temporal gradient of the electron velocity (Term I), the gradient pressure related terms (Term IV and V) and the ohmic heating term. At \(t/t_{\text{rf}} = 0.50\) the main contributions to both the electric field and the electron power absorption come from the pressure gradient related terms (Term IV and V) and from the ohmic heating term (Term VI). We have also shown that the pressure gradient related terms and the ohmic term contribute to the time averaged electron power absorption, while only the pressure gradient related terms contribute to the time averaged electric field.

At 10 mTorr at \(t/t_{\text{rf}} = 0.25\) and \(t/t_{\text{rf}} = 0.75\) the main contributions to both the electric field and the electron power absorption come from the pressure gradient related terms (Term IV and V) only, while at \(t/t_{\text{rf}} = 0.50\) a small additional but not negligible contribution from the drift field (Term VI) has been observed. Moreover, in
the time averaged case, the main contributions to the electron power absorption come from both the drift field (Term VI) and the pressure gradient related terms (Term IV and V). We have also shown that the pressure gradient related terms and the ohmic term contribute to the time averaged electron power absorption.
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