Applications of Littlewood-Richardson tableaux to computing generic extension of semisimple invariant subspaces of nilpotent linear operators
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Abstract

The main aim of the paper is to present a combinatorial algorithm that, applying Littlewood-Richardson tableaux with entries equal to 1, computes generic extensions of semisimple invariant subspaces of nilpotent linear operators. Moreover, we discuss geometric properties of generic extensions and their connections with combinatorics.

1 Introduction

The paper is motivated by results presented in [12, 13], where there are investigated relationships between Littlewood-Richardson tableaux and geometric properties of invariant subspaces of nilpotent linear operators. It is observed there that these relationships are deep and interesting. On the other hand, in [17], the existence of generic extensions for Dynkin quivers is proved and their connections with Hall algebras are investigated. Moreover,
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by results presented in \[4, 5, 6, 17\] generic extensions of nilpotent linear operators exist and the operation of taking the generic extension provides the set of all isomorphism classes of nilpotent linear operators with a monoid structure. There are many results concerning this monoid and its properties (see \[5, 6, 7, 11, 17\]).

In the paper we investigate generic extensions of semisimple invariant subspaces of nilpotent linear operators. We show how combinatorial properties of Littlewood-Richardson tableaux are connected with geometric and algebraic properties of semisimple invariant subspaces. In particular, we present a combinatorial algorithm that, applying operations on Littlewood-Richardson tableaux with entries equal to 1, computes generic extensions of semisimple invariant subspaces of nilpotent linear operators.

Let \( K \) be an algebraically closed field. By a **nilpotent linear operator** we mean a pair \((X_2, \varphi)\), where \( X_2 \) is a finite dimensional \( K \)-linear space and \( \varphi : X_2 \rightarrow X_2 \) is a nilpotent \( K \)-linear endomorphism. An **invariant subspace** of a nilpotent linear operator \( X_2 = (X_2, \varphi) \) is a triple \((X_1, X_2, f)\), where \( X_1 \) is a linear space and \( f : X_1 \rightarrow X_2 \) is a \( k \)-monomorphism such that \( \varphi(f(X_1)) \subseteq f(X_1) \). An invariant subspace \((X_1, X_2, f)\) is said to be **semisimple**, if \( \varphi(f(X_1)) = 0 \).

Let \( a \) and \( b \) be the \( K \)-dimensions of \( X_1 \) and \( X_2 \), respectively. Fix linear bases of \( X_1 \) and \( X_2 \). An invariant subspace \( X = (X_1, X_2, f) \) one can interpret as the point \( X = (f, \varphi) \) of the affine variety \( M_{b \times a}(K) \times M_b(K) \), where \( M_{b \times a}(K) \) is the set of \( b \times a \) matrices with coefficients in \( k \), \( M_b(K) = M_{b \times b}(K) \) and \( \varphi, f \) are the matrices of \( \varphi \) and \( f \) in the bases fixed above (we use the same character for a map and its matrix). We also use the same character \( X \) for an invariant subspace and for its corresponding point in the associated variety. Let \( aV_b \subseteq M_{b \times a}(K) \times M_b(K) \) be the subset consisting of all points that correspond to semisimple invariant subspaces of nilpotent linear operators. The sets \( aV_b \) are locally closed subsets of \( M_{b \times a}(K) \times M_b(K) \) invariant under the action of the algebraic group \( G = \text{Gl}(a, b) = \text{Gl}(a) \times \text{Gl}(b) \), see Section \( \[\] \) for details. Given a semisimple invariant subspace \( X = (X_1, X_2, f) \) denote by \( \mathcal{O}_X \) the orbit of \( X \) in \( aV_b \) under the action of \( G \).

Given subsets \( \mathcal{Y} \subseteq aV_b, \mathcal{X} \subseteq cV_d \), following \[17\], we define a subset
\[
\mathcal{E}(\mathcal{Y}, \mathcal{X}) \subseteq a+cV_{b+d}
\]
of all extensions of \( Y \in \mathcal{Y} \) by \( X \in \mathcal{X} \).

One of the main results of the paper is the following theorem.
Theorem 1.1. (1) Given two semisimple invariant subspaces \( X, Y \), the set \( \mathcal{E}(\mathcal{O}_Y, \mathcal{O}_X) \) contains the unique dense orbit \( \mathcal{O}_Z \). In particular \( \overline{\mathcal{O}_Z} = \mathcal{E}(\overline{\mathcal{O}_Y}, \overline{\mathcal{O}_X}) \), where \( \overline{\mathcal{O}_X} \) denotes the Zariski closure of \( \mathcal{O}_X \).

(2) The object \( Z \) given in (1) is isomorphic with \( Y \ast X \) constructed by Algorithm 5.2.

(3) \( \mathcal{E}(\mathcal{O}_Y, \mathcal{O}_X) = \mathcal{E}(\overline{\mathcal{O}_Y}, \overline{\mathcal{O}_X}) = \overline{\mathcal{O}_Y \ast X} \).

(4) The set \( \mathcal{E}(\mathcal{O}_Y, \mathcal{O}_X) = \mathcal{E}(\overline{\mathcal{O}_Y}, \overline{\mathcal{O}_X}) \) is irreducible.

The invariant subspace \( Z = Y \ast X \) that correspond to the orbit \( \mathcal{O}_Z \) given in Theorem 1.1 (1) is called the generic extension of \( Y \) by \( X \). In Section 3 we define (equivalently) \( Y \ast X \) as an extension of \( Y \) by \( X \) with minimal dimension of its endomorphism ring. We present the proof in Sections 5 and 7. The condition (1) of Theorem 1.1 is true for algebras of finite representation type, see [4, 17], while the conditions (3), (4) in general fail for this class of algebras, see [17, page 150, Remarks a)] for a counterexample. Therefore one can use the results of [4, Section 6], [17, Section 2] to prove the statement (1) easily. However, our proof of (1) and (2) is combinatorial and provides an algorithm that given \( X, Y \) applying operations on Littlewood-Richardson tableaux computes \( X \ast Y \).

In Section 3 we give a formula for dimension of an orbit \( \mathcal{O}_X \), for given semisimple invariant subspace \( X \). More precisely, we prove the following.

Theorem 1.2. Let \( X \in \mathcal{A}_V^b \) and let \( (\alpha, \beta, \gamma) \) be the triple of partitions associated with \( X \), see Section 3 for details. We have

\[
\dim \mathcal{O}_X = b^2 + a^2 - n(\alpha) - n(\beta) - n(\gamma) - b,
\]

where for a partition \( \lambda \) we set \( n(\lambda) = \sum_i \lambda_i (i - 1) \).

The paper is organized as follows.

- In Section 2 we recall basic definitions, notation and facts concerning invariant subspaces.
- In Section 3 we prove Theorem 1.2.
- Section 4 contains description of three partial orders (i.e. \( \leq_{\text{dom}}, \leq_{\text{hom}} \) and \( \leq_{\text{deg}} \) defined on the set of isomorphism classes of semisimple invariant subspaces. In Theorem 4.4 we prove that these orders are equivalent. This result is used in the proof of Theorem 1.1.
In Sections 5 and 6 we present a combinatorial algorithm that computes generic extensions, illustrate it by examples and prove that the operation of taking the generic extension is associative. We also describe generators of the associative monoid of generic extensions.

In Section 7 we discuss geometric properties of the set $E(Y, X)$ and we prove Theorem 1.1.

2 Notation and definitions

2.1 Invariant subspaces

Let $K$ be an arbitrary field and let $K[T]$ be the $K$-algebra of polynomials with one variable. It is well-known that a nilpotent linear operator $(X_2, \varphi)$ can be identified with the nilpotent $K[T]$-module $X_2$ via $T \cdot v = \varphi(v)$ for all $v \in X_2$, see [1, Chapter I, Example 2.6]. In the paper we will use this identification.

Let $\alpha = (\alpha_1 \geq \ldots \geq \alpha_n)$ be a partition. We identify a partition with the corresponding Young diagram (parts of the partition correspond to columns of its Young diagram). Denote by $|\alpha| = \alpha_1 + \ldots + \alpha_n$ the length of $\alpha$ and by $\overline{\alpha}$ the partition conjugated to $\alpha$, i.e. $\overline{\alpha}$ is given by the Young diagram that is the transposition of the Young diagram of $\alpha$. Given partitions $\alpha, \beta$ we denote by $\alpha \cup \beta$ the union of these partitions, i.e. the multiset of parts of $\alpha \cup \beta$ is the union of multisets of parts of $\alpha$ and $\beta$.

For a partition $\alpha = (\alpha_1 \geq \ldots \geq \alpha_n)$ we denote by $N_{\alpha} = N_{\alpha}(K)$ the nilpotent linear operator of type $\alpha$, i.e. the finite dimensional $K[T]$-module $N_{\alpha} = N_{\alpha}(K) = K[T]/(T^{\alpha_1}) \oplus \ldots \oplus K[T]/(T^{\alpha_n})$.

Note that the function $\alpha \mapsto N_{\alpha}$ defines a bijection between the set of all partitions and the set of all isomorphism classes of nilpotent linear operators. Since $T^{\alpha_1}N_{\alpha} = 0$, the module $N_{\alpha}(K)$ has the natural $K[T]/(T^{\alpha_1})$-module structure.

Consider the $k$-algebra

$$\Lambda = \begin{pmatrix} K[T] & K[T] \\ 0 & K[T] \end{pmatrix}$$

and denote by $\text{mod}(\Lambda)$ the category of all finite dimensional right $\Lambda$-modules, and by $\text{mod}_0(\Lambda)$ the full subcategory of $\text{mod}(\Lambda)$ consisting of all modules
for which the element $T = (T_0 T)$ acts nilpotently. It is well known that objects of $\text{mod}_0(\Lambda)$ may be identified with systems $(N_\alpha, N_\beta, f)$, where $\alpha$, $\beta$ are partitions and $f : N_\alpha \to N_\beta$ is a $K[T]$-homomorphism. Let $X = (N_\alpha, N_\beta, f)$, $Y = (N_\alpha', N_\beta', f')$ be objects of $\text{mod}_0(\Lambda)$. A morphism $\Psi : X \to Y$ is a pair $(\psi_1, \psi_2)$, where $\psi_1 : N_\alpha \to N_\alpha'$, $\psi_2 : N_\beta \to N_\beta'$ are homomorphisms of $K[T]$-modules such that $f' \psi_1 = \psi_2 f$, see [1, A.2, Example 2.7].

Denote by $\mathcal{S}$ or $\mathcal{S}(K)$ the full subcategory of $\text{mod}_0(\Lambda)$ consisting of all objects $N = (N_\alpha, N_\beta, f)$, where $f$ is a monomorphism. Note that objects of $\mathcal{S}$ may be identified with invariant subspaces of nilpotent linear operators.

For a natural number $n$, let $\mathcal{S}_n = \mathcal{S}_n(K)$ be the full subcategory of $\mathcal{S}$ consisting of all systems $(N_\alpha, N_\beta, f)$ such that $|\alpha| \leq n$. It is easy to see that the objects in $\mathcal{S}_1$ are semisimple invariant subspaces.

We will denote by $\mathcal{S}_a^b$ the full subcategory of $\mathcal{S}_1$ consisting of all objects $(N_\alpha, N_\beta, f)$ such that $|\alpha| = a$, $|\beta| = b$. It is easy to see any object of $\mathcal{S}_a^b$ can be identified with a $\Lambda^b$-module, where

$$\Lambda^b = \left( \begin{array}{cc} K[T]/(T) & K[T]/(T) \\ 0 & K[T]/(T^b) \end{array} \right).$$

2.2 Pickets

The category $\mathcal{S}_1(K)$ is of particular interest for us in this paper. It has the discrete representation type (i.e. for any $d \in \mathbb{N}$ there is only finitely many isomorphism classes of objects of dimension $d$). Each indecomposable object is isomorphic to a picket that is, it has the form

$$P_0^m = (0, N_{(m)}, 0)$$

or

$$P_1^m = (N_{(1)}, N_{(m)}, \iota)$$

where $\iota(1) = T^{(m-1)}$, see [2]. Whenever we want to emphasize the dependence on the field $K$, we will write $P^m_\ell = P^m_\ell(K)$. It follows that for all natural numbers $a, b$ the category $\mathcal{S}_a^b \subseteq \mathcal{S}_1$ has finite representation type, i.e. there exists only finitely many isomorphism classes of objects in $\mathcal{S}_a^b$.

Thanks to this classification we can associate with any object $X$ of $\mathcal{S}_1(K)$ the LR-tableau $\Gamma(X)$ with entries equal to 1 (or the Pieri tableau). We prefer the name Littlewood-Richardson tableaux, because of their connections with invariant subspaces, see [15, 9, 12, 13]. Let $(\beta, \gamma)$ be a pair of partition. An
LR-tableau of type $(\beta, \gamma)$ (or Pieri tableau) is a tableau $(\gamma \subseteq \beta)$ such that $\beta \setminus \gamma$ is a horizontal strip, i.e. $\gamma_i \leq \beta_i \leq \gamma_i + 1$ for all $i$. In other words it is a skew diagram of shape $\beta \setminus \gamma$ with entries all equal to 1. In the following table we list corresponding LR-tableaux for indecomposables.

| LR-tableaux for the indecomposable objects of $S_1$ |
|-----------------|-----------------|
| $X$ | $P^m_0$ | $P^m_1$ |
| --- | --- | --- |
| $\Gamma(X)$ | $\begin{array}{c}
\square \\
\vdots \\
\square
\end{array}$ | $\begin{array}{c}
\square \\
\vdots \\
1
\end{array}$ |

Let $X, X'$ be objects of $S_1$ and let $\beta, \gamma$ and $\beta', \gamma'$ be partitions determining $\Gamma(X)$ and $\Gamma(X')$, respectively. The LR-tableau of the direct sum $X \oplus X'$ is given by $\beta \cup \beta', \gamma \cup \gamma'$. Recall that parts of a partition correspond to columns of its Young diagram.

**Example 2.1.** The object $X = P^7_0 \oplus P^7_1 \oplus P^5_1 \oplus P^2_1 \oplus P^2_0 \oplus P^1_0$ has the following LR-tableau

$$
\begin{array}{c}
\square \\
\square \\
\square \\
\square \\
\square \\
\square
\end{array}
$$

Note that the type of $\Gamma(X)$ is $(\beta, \gamma)$, where $\beta = (7, 7, 5, 2, 2, 1)$ and $\gamma = (7, 6, 4, 1, 1, 1)$.

**Remark 2.2.**

1. The association $X \mapsto \Gamma(X)$ establishes a bijection between the set of all isomorphism classes of semisimple invariant subspaces and the set of all Littlewood-Richardson tableaux with entries equal to 1.

2. The invariant subspace $X$ is uniquely determined (up to isomorphism) by a pair of partitions $\gamma^X \subseteq \beta^X$, where $\beta^X$ is defined by the Young diagram of all boxes of $\Gamma(X)$ and $\gamma^X$ is given by the Young diagram of all empty boxes of $\Gamma(X)$.

3. If $X$ is given by $\gamma^X \subseteq \beta^X$, then the number of indecomposable direct summands of $X$ is equal to $\beta_1$. 
For each pair \((X,Y)\) of indecomposable objects in \(\mathcal{S}_1(K)\) we determine in the table below the dimension of the \(K\)-space \(\text{Hom}_{\mathcal{S}}(X,Y)\) of all \(\mathcal{S}\)-homomorphisms from \(X\) to \(Y\), see [20, Lemma 4] and [12].

| Dimensions of spaces | \(\text{Hom}_{\mathcal{S}}(X,Y)\) |
|----------------------|----------------------------------|
| \(X\)               | \(Y = F^m_0\)                  | \(P_1^m\)                        |
| \(P^m_0\)           | \(\min\{\ell, m\}\)          | \(\min\{\ell, m\}\)            |
| \(P_1^m\)           | \(\min\{\ell - 1, m\}\)      | \(\min\{\ell, m\}\)            |

3 Dimensions of orbits

The main aim of this section is to prove Theorem 1.2.

Assume that \(K\) is an algebraically closed field. For natural numbers \(a \leq b\) we consider the affine variety

\[
\mathcal{M}_{b \times a}(K) \times \mathcal{M}_b(K),
\]

where \(\mathcal{M}_{b \times a}(K)\) is the set of \(b \times a\) matrices with coefficients in \(k\) and \(\mathcal{M}_b(K) = \mathcal{M}_{b \times b}(K)\). We work with the Zariski topology and with the induced topology for all subsets of \(\mathcal{M}_{b \times a}(K) \times \mathcal{M}_b(K)\). We define \(^aV^b = aV^b(K)\) as a subset of \(\mathcal{M}_{b \times a}(K) \times \mathcal{M}_b(K)\) consisting of all points \(X = (f, \varphi)\), such that \(\varphi^b = 0\), \(\varphi \cdot f = 0\) and \(f\) has maximal rank. On \(^aV^b\) the algebraic group \(G = \text{Gl}(a,b) = \text{Gl}(a) \times \text{Gl}(b)\) acts via \((g, h) \cdot (f, \varphi) = (hfg^{-1}, h \varphi h^{-1})\), where \(\text{Gl}(a)\) is the general linear group of all invertible \(a \times a\) matrices. For a point \(X \in ^aV^b\), denote by \(O_X\) the orbit of \(X\) under the action of \(G\) and by \(G.X\) the stabilizer of \(X\) in \(G\).

Remark 3.1.

1. If \(K\) is an algebraically closed field, then the set of points of \(^aV^b\) is in bijection with the set of objects of \(\mathcal{S}_a^b\). This bijection is given by

\[
X = (N_\alpha, N_\beta, f) \longrightarrow X = (f, \varphi_\beta),
\]

where \(N_\beta = (K^b, \varphi_\beta)\). We will identify an object \(X\) of \(\mathcal{S}_a^b\) with the corresponding point \(X\) of \(^aV^b\).

2. Note that the \(G\) - orbits in \(^aV^b\) are in \(1-1\) - correspondence with the isomorphism classes of objects in \(\mathcal{S}_a^b\).
Proof of Theorem 1.2. Let $X = (N_{\alpha}, N_{\beta}, f) \in \mathcal{S}_a^b$, let $X = (f, \varphi) \in \mathcal{V}^b$ and let $\text{Coker } f \cong N_{\gamma}$. Here the partition triple associated with $X$ is $(\alpha, \beta, \gamma)$.

It is well known that
\[
\dim \mathcal{O}_X = \dim \text{Gl}(a, b) - \dim \text{Gl}(a, b).X.
\] (3.2)

Moreover
\[
\dim \text{Aut}_\mathcal{S}(X) = \dim \text{Gl}(a, b).X,
\] (3.3)

where $\text{Aut}_\mathcal{S}(X)$ is the group of $\mathcal{S}$-automorphisms of $X$. Since $\dim \text{Gl}(a, b) = a^2 + b^2$, it is enough to prove that $\dim \text{Aut}_\mathcal{S}(X) = n(\alpha) + n(\beta) + n(\gamma) + b$. The set $\text{Aut}_\mathcal{S}(X)$ is dense and open in $\text{End}_\mathcal{S}(X)$, and therefore $\dim \text{Aut}_\mathcal{S}(X) = \dim_{K} \text{End}_\mathcal{S}(X)$. Denote $[X, X] = \dim_{K} \text{End}_\mathcal{S}(X)$. We prove that $[X, X] = n(\alpha) + n(\beta) + n(\gamma) + b$ by the induction on the number $k$ of the indecomposable direct summands of $X$. If $k = 1$, then $X \cong P_1^n$ or $X \cong P_0^n$. In both cases $n(\alpha) = n(\beta) = n(\gamma) = 0$, $n = b$ and $[X, X] = n$. We are done.

Assume that $X \cong \bigoplus_{i=1}^{k} P_{\varepsilon_i}^{\beta_i}$, where $k \geq 2$, $\varepsilon_i \in \{0, 1\}$ for all $i$. Without loss of generality we can assume that $\beta_1 \geq \ldots \geq \beta_k$ are numbered in such a way that for all $i$:

\[
\text{if } \beta_i = \beta_{i+1} \text{ and } \varepsilon_i \neq \varepsilon_{i+1}, \text{ then } \varepsilon_i = 0 \text{ and } \varepsilon_{i+1} = 1. \tag{3.4}
\]

Let $X = X' \oplus P_{\varepsilon_k}^{\beta_k}$, where $X' = \bigoplus_{i=1}^{k-1} P_{\varepsilon_i}^{\beta_i}$ and let $s_0 = \#\{i \in \{1, \ldots, k - 1\}; \varepsilon_i = 0\}$, $s_1 = k - 1 - s_0$. Denote by $(\alpha', \beta', \gamma')$ the triple of partitions associated with $X'$. Note that $n(\beta) = n(\beta') + (k - 1)\beta_k$ and $b = |\beta| = |\beta'| + \beta_k$.

First assume that $\varepsilon_k = 1$. In this case $X = X' \oplus P_1^{\beta_k}$, $n(\gamma) = n(\gamma') + (k - 1)(\beta_k - 1)$ and $n(\alpha) = n(\alpha') + s_1$. Then (applying induction and data given in tables at the end of Section 2.2) we get

\[
[X, X] = [X', X'] + [X, P_1^{\beta_k}] + [P_1^{\beta_k}, P_1^{\beta_k}] + [P_1^{\beta_k}, X] =
\]

\[
n(\beta') + n(\gamma') + n(\alpha') + b' + (k - 1)\beta_k + \beta_k + s_0(\beta_k - 1) + s_1\beta_k =
\]

\[
n(\beta) + b + n(\gamma') + (k - 1)(\beta_k - 1) + n(\alpha') + s_1 = n(\alpha) + n(\beta) + n(\gamma) + b.
\]

Now, assume that $\varepsilon_k = 0$. In this case $X = X' \oplus P_0^{\beta_k}$, $n(\alpha) = n(\alpha')$ and $n(\gamma) = n(\gamma') + (k - 1)\beta_k$, because of (3.4). Note that the property (3.4) implies that there is no direct summand of $X'$ isomorphic with $P_1^{\beta_k}$ and that $[X, P_0^{\beta_k}] = (k - 1)\beta_k$. Then (applying induction, data given in tables at the end of Section 2.2 and the property (3.4)) we get

\[
[X, X] = [X', X'] + [P_0^{\beta_k}, X] + [P_0^{\beta_k}, P_0^{\beta_k}] + [X, P_0^{\beta_k}] =
\]
\[ n(\beta') + n(\gamma') + n(\alpha') + b' + (k - 1)\beta_k + \beta_k + (k - 1)\beta_k = \\
\]
\[ n(\beta) + n(\gamma') + (k - 1)\beta_k + n(\alpha) = n(\alpha) + n(\beta) + n(\gamma) + b. \]

Finally we get
\[ \dim \mathcal{O}_X = b^2 + a^2 - n(\alpha) - n(\beta) - n(\gamma) - b. \]

\[ \square \]

4 Some partial orders in the category \( S_1 \)

Fix integers \( a, b \). We define three partial orders \( \leq_{\text{dom}}, \leq_{\text{hom}}, \leq_{\text{deg}} \) on \( S_a^b \) and prove that they are equivalent. Results of this section are used in Section 5 and in the proof of Theorem 1.1.

**Definition 4.1.** Let \( X, Y \in S_a^b \) be given by partitions \( \gamma^X \subseteq \beta^X \) and \( \gamma^Y \subseteq \beta^Y \), respectively.

- We say that \( X, Y \) are in the **dominance order**, in symbols \( X \leq_{\text{dom}} Y \), if partitions \( \beta^X, \gamma^X \) and \( \beta^Y, \gamma^Y \) are in the natural partial order, i.e. \( \beta^X \leq_{\text{nat}} \beta^Y \) and \( \gamma^X \leq_{\text{nat}} \gamma^Y \) (we say that partitions \( \lambda \) and \( \mu \) of the same length are in the natural order \( \lambda \leq_{\text{nat}} \mu \) if for any \( k \) there is \( \sum_{i=1}^{k} \lambda_i \geq \sum_{i=1}^{k} \mu_i \) or equivalently \( \sum_{i=1}^{k} \bar{\lambda}_i \leq \sum_{i=1}^{k} \bar{\mu}_i \), where \( \bar{\lambda} \) denotes the conjugate of \( \lambda \).

- We say that \( X, Y \) are in the **hom order**, in symbols \( X \leq_{\text{hom}} Y \), if

\[ [Z, X] \leq [Z, Y] \]

for any object \( Z \) in \( S(K) \). Here we write \([X, Y] = \dim_K \text{Hom}_S(X, Y)\) for \( S \)-objects \( X, Y \).

**Proposition 4.2.** Let \( K \) be an arbitrary field and let \( X, Y \) be objects of \( S_a^b(K) \). The following conditions are equivalent:

1. \( X \leq_{\text{dom}} Y \),
2. \( [Z, X] \leq [Z, Y] \) for any object \( Z \) in \( S_1(K) \),
3. \( X \leq_{\text{hom}} Y \),
4. \( \dim \mathcal{O}_X = b^2 + a^2 - n(\alpha) - n(\beta) - n(\gamma) - b. \)
(4) \([Z, X] \leq [Z, Y]\) for any \(\Lambda^{b+1}\)-module \(Z\),

(5) \([X, Z] \leq [Y, Z]\) for any \(\Lambda^{b+1}\)-module \(Z\),

(6) \([Z, X] \leq [Z, Y]\) for any \(\Lambda\)-module \(Z\).

**Proof.** The equivalence of (3) and (6) is proved in \([12\text{, Lemma 3.3 (2)}]\). Since assumptions of \([12\text{, Lemma 3.3 (2)}]\) do not fit exactly to our situation, we rewrite this proof.

Any object \(X = (X_1, X_2, f)\) of \(\mathcal{S}\) is a \(\Lambda\)-module. Thus (6) implies (3).

Now we prove that (3) implies (6). Assume that \([Z', X] \leq [Z', Y]\) for any object \(Z' \in \mathcal{S}\), we show that \([Z, X] \leq [Z, Y]\) for any \(Z \in \text{mod} (\Lambda)\).

Let \(Z = (Z_1, Z_2, h) \in \text{mod} (\Lambda)\). Note that we can assume that \(Z \in \text{mod}_{0}(\Lambda)\), because otherwise \([Z, X] = [Z, Y] = 0\).

Write \(X = (X_1, X_2, f)\) where \(f\) is a monomorphism. Consider the object \(Z' = (Z'_1, Z_2, h') \in \mathcal{S}\), where \(Z'_1 = Z_1/\text{Ker} \cdot h\) and \(h' : Z'_1 \to Z_2\) is induced by \(h\). Let \(a = (a_1, a_2) : Z \to X\) be a morphism. Note that if \(x \in \text{Ker} \cdot h\), then \(x \in \text{Ker} \cdot a_1\) because \(f\) is a monomorphism. Therefore there exists \(a'_1 : Z'_1 \to X_1\) such that \(a_1 = a'_1 \circ \text{can}_1\), where \(\text{can}_1 : Z_1 \to Z'_1\) is the canonical epimorphism. It is easy to see that the pair \(a' = (a'_1, a_2)\) defines a morphism \(Z' \to Z\). Writing can = \((\text{can}_1, 1) : Z \to Z'\), this morphism satisfies \(a = a' \circ \text{can}\). Thus, \(\text{can} : Z \to Z'\) is a left approximation for \(Z\) in \(\mathcal{S}\). Since \(\text{can}\) is onto, it follows that \([Z, X] = [Z', Y]\).

Obviously, the condition (6) implies the conditions (2) and (4).

By \([3\text{, page 648}]\), (4) and (5) are equivalent and by \([13\text{, Proposition 4.2}]\), (3) implies (1).

The object \(P^0_i = (N_{(1)}, 0, 0)\) is the only indecomposable \(\Lambda^{b+1}\)-module that is not an object of \(\mathcal{S}_1(K)\). Moreover \([X, P^0_i] = [Y, P^0_i] = a\). Therefore, by \([13\text{, Proposition 4.2}]\) the condition (1) implies (5).

We prove that (4) implies (2). Assume that \([Z, X] \leq [Z, Y]\) for any \(\Lambda^{b+1}\)-module \(Z\). We prove that \([Z, X] \leq [Z, Y]\) for any object \(Z \in \mathcal{S}_1\). It is enough to prove this for indecomposable objects \(Z = P^m_0\) and \(Z = P^m_1\). Applying formulae for dimensions of homomorphisms spaces presented in Section 2.2 it is easy to see that for \(i = 1, 0\) and \(m > b\) we have \([P^m_i, X] = [P^{b+1}_i, X]\).

This proves our claim, because \(P^{b+1}_i\) is a \(\Lambda^{b+1}\)-module for \(i = 0, 1\).

Next we show (2) implies (3). Assume that \([Z'', X] \leq [Z'', Y]\) for any object \(Z''\) in \(\mathcal{S}_1\). We prove that \([Z', X] \leq [Z', Y]\) for any object \(Z'\) in \(\mathcal{S}\). Let \(Z' = (Z'_1, Z'_2, h') \in \mathcal{S}\) and \(Y = (Y_1, Y_2, f) \in \mathcal{S}_1\), so \(T \cdot Y_1 = 0\). Consider the object \(Z'' = (Z''_1, Z''_2, h'') \in \mathcal{S}_1\), where \(Z''_1 = Z'_1/(T \cdot Z'_1), Z''_2 = Z'_2/h'/(T \cdot Z'_1)\)
and $h'' : Z'_1 \to Z''_1$ is the map induced by $h'$. Since $h'$ is a monomorphism, so is $h''$. Let $\text{can} = (\text{can}_1, \text{can}_2) : Z' \to Z''$ be the canonical map. We show that a morphism $a = (a_1, a_2) : Z' \to Y$ factors over $\text{can}$. Since $T \cdot Y = 0$, we have $T \cdot Z'_1 \subseteq \text{Ker} \ a_1$, so $a_1$ factors over $\text{can}_1$. We write $a_1 = a''_1 \circ \text{can}_1$. Since $h'(T \cdot Z'_1) \subseteq \text{Ker} \ a_2$, the map $a_2$ factors over $\text{can}_2 : Z'_2 \to Z''_2$, i.e. there is $a''_2$ with $a_2 = a''_2 \circ \text{can}_2$. Since $\text{can}_1$ is onto, the pair $a'' = (a''_1, a''_2)$ is a morphism from $Z''$ to $Y$ in $S$ satisfying $a = a'' \circ \text{can}$.

We have seen that $\text{can} : Z' \to Z''$ is a left approximation for $Z'$ in $S_1$. Since $\text{can}$ is onto, it follows that $[Z', Y] = [Z'', Y]$. We are done.

\begin{definition}
Let $X = (N_{\alpha}, N_{\beta}, f)$ and $Y = (N_{\tilde{\alpha}}, N_{\tilde{\beta}}, g)$ be objects in $S^h_{a}(K)$. The relation $X \leq_{\text{deg}} Y$ holds if $\mathcal{O}_Y \subseteq \overline{\mathcal{O}_X}$ in $aV^h(K)$, where $\overline{\mathcal{O}_X}$ is the closure of $\mathcal{O}_X$.
\end{definition}

\begin{theorem}
Let $K$ be an algebraically closed field and assume that $X, Y \in S^h_a(K)$. The following conditions are equivalent
\begin{enumerate}
\item $X \leq_{\text{dom}} Y$,
\item $X \leq_{\text{deg}} Y$,
\item $X \leq_{\text{hom}} Y$.
\end{enumerate}
\end{theorem}

\begin{proof}
Let $X, Y \in S^h_a(K)$. Then $X, Y$ are $\Lambda^h$-modules.

If $K$ is an algebraically closed field, then by [21, Corollary, page 1314] we have

$$X \leq_{\text{deg}} Y \iff X \leq_{\text{hom}} Y$$

because the category $S^h_a(K)$ (and the algebra $\Lambda^h$) is of finite representation type. Since by Proposition 4.2,

$$X \leq_{\text{dom}} Y \iff X \leq_{\text{hom}} Y$$

we are done.
\end{proof}

5  **Generic extensions - an algorithmic approach**

Let $K$ be an arbitrary field and let $X, Y \in S_1(K)$. An object $Z \in S_1$ is an extension of $Y$ by $X$ if there exists a short exact sequence of the form:

$$0 \to X \to Z \to Y \to 0.$$
Note that the subcategory $S_1 \subseteq S$ is not closed under extensions. In this paper we are interested only in the extensions that are objects of $S_1$.

5.1 Generic extensions - remarks

If $K$ is an algebraically closed field, then one can define generic extensions in purely geometric way using Theorem 1.1 (1), see page 3. However, in view of the formula $\dim \mathcal{O}_X = \dim G - \dim_K \text{End}_S(X)$, we present the following equivalent definition.

**Definition 5.1.** The unique (up to isomorphism) extension $Z$ of $Y$ by $X$ with minimal $K$-dimension of the endomorphism ring $\text{End}_S(Z)$ is called the **generic extension** of $Y$ by $X$ and it is denoted by $Y \ast X$.

Generic extensions do not exist in general. The existence of generic extensions in the category $S_1$ one can prove applying geometric arguments, see remarks on page 3 below Theorem 1.1. In this section we present a combinatorial algorithm that given objects $X,Y \in S_1$ computes the generic extension $Y \ast X$. This in fact give an independent combinatorial proof of Theorem 1.1 (1) and (2).

To prove the correctness of Algorithm 5.2 we have to show that $Y \ast X$ computed by this algorithm is an extension of $Y$ by $X$ (which is done in Lemma 5.7) and that $Y \ast X$ is the unique extension of $Y$ by $X$ with minimal dimension of the endomorphism ring (which is done in Corollary 5.12). The proof of Corollary 5.12 uses Lemma 5.10, where we show that the extension of $Y$ by $X$ computed by Algorithm 5.2 is a minimal extension in the order $\leq_{\text{dom}}$ (and hence in $\leq_{\text{deg}}$, by Theorem 4.4).

5.2 Algorithm

The following algorithm computes the generic extension in the category $S_1$ (the proof is presented in next subsections). For an object $X \in S_1$, by $\gamma^X \subseteq \beta^X$ we denote the pair of partitions uniquely (up to isomorphism) defining $X$. We identify $X$ with the pair $(\gamma^X, \beta^X)$.

**Algorithm 5.2. Input.** $X,Y \in S_1$.

**Output.** The generic extension $Z = Y \ast X \in S_1$ of $Y$ by $X$.

1. $\gamma^Z = \gamma^X + \gamma^Y$
2. set \( n = 0 \)

3. for any \( i = 1, \ldots, \min\{\beta^X_1, \beta^Y_1\} \), do
   
   (a) put \( \beta^Z_i = \beta^X_i + \gamma^Y_i \)
   
   (b) if \( \beta^Y_i \neq \gamma^Y_i \), then put \( n = n + 1 \)

4. if \( \beta^X_1 > \min\{\beta^X_1, \beta^Y_1\} \), then for \( i = \min\{\beta^X_1, \beta^Y_1\} + 1, \ldots, \beta^X_1 \) put
   
   \[ \beta^Z_i = \beta^X_i, \]

   else for \( i = \min\{\beta^X_1, \beta^Y_1\} + 1, \ldots, \beta^Y_1 \) we set
   
   \[ \beta^Z_i = \beta^Y_i + 1 \{\gamma^Y_i = \beta^Y_i \text{ and } n > 0\} \]

   \[ n = n - 1 \{\gamma^Y_i = \beta^Y_i \text{ and } n > 0\} \]

   where

   \[ 1 \{\gamma^Y_i = \beta^Y_i \text{ and } n > 0\} = \begin{cases} 1 & \text{if } \gamma^Y_i = \beta^Y_i \text{ and } n > 0 \\ 0 & \text{otherwise} \end{cases} \]

5. We set
   
   \[ \beta^Z = \beta^Z \cup \alpha \]

   where \( \alpha = (1, 1, \ldots, 1) \) is a partition with \( n \) copies of 1.

We illustrate this algorithm by the following examples.

**Example 5.3.** Let \( X = P^4_0 \oplus P^4_1 \oplus P^3_1 \) and \( Y = P^4_1 \oplus P^3_0 \oplus P^2_0 \oplus P^2_1 \oplus P^1_0 \oplus P^1_1 \).

Note that

\[
\Gamma(X) = \begin{bmatrix} \text{1} & \text{1} & \text{1} \\ \text{1} & \text{1} & \text{1} \\ \text{1} & \text{1} & \text{1} \end{bmatrix} \quad \Gamma(Y) = \begin{bmatrix} \text{1} & \text{1} & \text{1} & \text{1} \\ \text{1} & \text{1} & \text{1} & \text{1} \\ \text{1} & \text{1} & \text{1} & \text{1} \end{bmatrix}
\]

and \( \beta^X = (4, 4, 3), \gamma^X = (4, 3, 2), \beta^Y = (4, 3, 2, 2, 1, 1), \gamma^Y = (3, 3, 2, 1, 1, 1) \). The Step 1 of Algorithm 5.2 gives

\[ \gamma^Z = \gamma^X + \gamma^Y = (7, 6, 4, 1, 1, 1). \]

In our case \( \min\{\beta^X_1, \beta^Y_1\} = 3 \) and therefore, for \( i = 1, 2, 3 \), the Step 3 of Algorithm 5.2 sets \( \beta^Z_i = \beta^X_i + \gamma^Y_i \). We have

\[ \beta^Z_1 = 7, \beta^Z_2 = 7, \beta^Z_3 = 5. \]
Note that \( n = 1 \).
For \( i > 3 = \beta_1^X = \min\{\beta_1^X, \beta_1^Y\} \) the Step 4 of the algorithm gives

\[
\beta_i^Z = \beta_i^Y + 1\{\gamma_i^Y = \beta_i^Y \text{ and } n > 0\}, \quad n = n - 1\{\gamma_i^Y = \beta_i^Y \text{ and } n > 0\}.
\]

For \( i = 4 \) we have:

\[
\beta_4^Z = \beta_4^Y = 2 \text{ and } n = 1, \text{ because } \gamma_4^Y \neq \beta_4^Y,
\]
and for \( i = 5 \):

\[
\beta_5^Z = \beta_5^Y + 1 = 2 \text{ and } n = 0, \text{ because } \gamma_5^Y = \beta_5^Y.
\]

Now \( n = 0 \), and therefore for \( i = 6 \) we get:

\[
\beta_6^Y = 1.
\]

Finally, we get \( \beta^Z = (7, 7, 5, 2, 2, 1) \) and \( \gamma^Z = (7, 6, 4, 1, 1, 1) \), then

\[
Z = P_0^7 \oplus P_1^7 \oplus P_1^5 \oplus P_1^2 \oplus P_1^1 \oplus P_1^1
\]

and LR-tableau of \( Z \) has the form (by the gray colour we marked part of the diagram corresponding to the object \( Y \)):

\[
\Gamma(Z) = \begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

Example 5.4. Let \( X = P_1^4 \oplus P_1^3 \oplus P_0^2 \oplus P_0^1 \oplus P_1^1 \oplus P_0^1 \) and \( Y = P_0^4 \oplus P_1^1 \oplus P_1^1 \). Then \( \beta^X = (4, 3, 2, 2, 1, 1), \gamma^X = (3, 3, 2, 1, 1, 1) \) and \( \beta^Y = (4, 4, 3), \gamma^Y = (4, 3, 2) \) and \( \min\{\beta_1^X, \beta_1^Y\} = 3 \). The Step 1 of Algorithm 5.2 gets

\[
\gamma^Z = \gamma^X + \gamma^Y = (7, 6, 4, 1, 1, 1).
\]

For \( i = 1, 2, 3 \), the Step 3 of the Algorithm sets \( \beta_i^Z = \beta_i^X + \gamma_i^Y \) so we have

\[
\beta_1^Z = 8, \beta_2^Z = 6, \beta_3^Z = 4,
\]

moreover \( n = 2 \).
For $\beta^X_i \geq i > 3 = \beta^Y_1 = \min\{\beta^X_i, \beta^Y_1\}$ the Step 4 of the Algorithm sets
$$\beta^Z_i = \beta^X_i.$$ 
We have:
$$\beta^Z_4 = 2, \beta^Z_5 = 1, \beta^Z_6 = 1.$$ 
Parts of the partition $\beta^Z$ for $i = 1, 2, \ldots, \max\{\beta^X_1, \beta^Y_1\}$ are constructed, but $n = 2 \neq 0$. Therefore the Step 5 of Algorithm 5.2 gives $\beta^Z = \beta^Z \cup (1, 1)$. Finally, we get $\beta^Z = (8, 6, 4, 2, 1, 1, 1)$ and $\gamma^Z = (7, 6, 4, 1, 1, 1)$, so
$$Z = P^8_1 \oplus P^0_0 \oplus P^4_0 \oplus P^2_1 \oplus P^1_0 \oplus P^1_0 \oplus P^1_1$$ 
and LR-tableau of $Z$ has the following form (by the gray colour we marked part of the diagram corresponding to the object $Y'$):

![LR-tableau](image)

**Example 5.5.** Let $X = P^2_1$ and $Y = P^1_0 \oplus P^1_0 \oplus P^1_1$. Note that
$$\Gamma(X) = \begin{array}{c}
\blacksquare
\end{array}\quad \Gamma(Y) = \begin{array}{c}
\blacksquare
\end{array}$$
and $\beta^X = (2), \gamma^X = (1), \beta^Y = (1, 1, 1), \gamma^Y = (1, 1)$. Note that, for $Z = X \ast Y$, we get $\beta^Z = (2, 1, 1, 1)$ and $\gamma^Z = (2, 1)$, $Z = P^2_0 \oplus P^1_0 \oplus P^1_1$ and LR-tableau of $Z$ has the form:
$$\Gamma(Z) = \begin{array}{c}
\blacksquare
\end{array}$$
For $Z' = Y \ast X$, we get $\beta^{Z'} = (3, 1, 1), \gamma^{Z'} = (2, 1)$, $Z = P^3_1 \oplus P^1_0 \oplus P^1_1$ and LR-tableau of $Z'$ has the form:
$$\Gamma(Z') = \begin{array}{c}
\blacksquare
\end{array}$$

**Example 5.6.** Let $X = P^2_1$ and $Y = P^2_1 \oplus P^1_0 \oplus P^1_0 \oplus P^1_1$. Note that
$$\Gamma(X) = \begin{array}{c}
\blacksquare
\end{array}\quad \Gamma(Y) = \begin{array}{c}
\blacksquare
\end{array}$$
and $\beta^X = (2), \gamma^X = (1), \beta^Y = (2, 1, 1, 1), \gamma^Y = (1, 1, 1)$. Note that, for $Z = X \ast Y$, we get $\beta^Z = (3, 1, 1, 1, 1), \gamma^Z = (2, 1, 1), Z = P_3^3 \oplus P_0^1 \oplus P_0^1 \oplus P_1^1 \oplus P_1^1$ and 

$$\Gamma(Z) = \begin{array}{c|c|c|c|c|c} 1 & 1 & 1 & 1 \\ \hline 1 & 1 \end{array}$$

For $Z' = Y \ast X$, we get $\beta^{Z'} = (3, 2, 1, 1), \gamma^{Z'} = (2, 1, 1), Z = P_3^3 \oplus P_2^1 \oplus P_1^1 \oplus P_1^1$ and 

$$\Gamma(Z') = \begin{array}{c|c|c|c|c|c} 1 & 1 & 1 & 1 \\ \hline 1 & 1 \end{array}$$

### 5.3 Proof of correctness of Algorithm 5.2

The following lemma shows that Algorithm 5.2 computes an extension of $Y$ by $X$.

**Lemma 5.7.** Let $X,Y \in S_1$. The object $Z$ constructed by Algorithm 5.2 is an extension of $Y$ by $X$.

**Proof.** For natural numbers $m, r, k$ such that $m \geq 1$ and $r > k$ let 

$$E_1(m, r, k) : 0 \rightarrow P_0^m \rightarrow P_0^{m+r-1} \oplus P_1^{k+1} \rightarrow P_1^r \oplus P_0^k \rightarrow 0$$

denotes the following short exact sequence:

$$0 \rightarrow N(m) \rightarrow N(m+r-1,k+1) \rightarrow N(r,k) \rightarrow 0$$

and let

$$E_2(m, r, k) : 0 \rightarrow P_1^m \rightarrow P_1^{m+r-1} \oplus P_1^{k+1} \rightarrow P_1^r \oplus P_0^k \rightarrow 0$$

for $m \geq 2$ denotes the following short exact sequence

$$0 \rightarrow N(m) \rightarrow N(m+r-1,k+1) \rightarrow N(r,k) \rightarrow 0$$
and for \( m = 1 \) the following one

\[
\begin{array}{c}
0 \rightarrow N_{(1)} \xrightarrow{[0 \ T^k]} N_{(r,k+1)} \xrightarrow{[1 \ 0]} N_{(r,k)} \rightarrow 0 \\
[1] \uparrow \uparrow T_{r-1}^k \xrightarrow{[0 \ 1]} \xrightarrow{[T^r-1 \ 0]} N_{(r,k)} \rightarrow 0
\end{array}
\]

We fix \( X, Y \in S_1 \). Consider the following cases.

**Case 1.** Assume that \( \underline{\beta}^X_1 = \underline{\beta}^Y_1 \), i.e. the objects \( X \) and \( Y \) have the same number of indecomposable direct summands. Note that in this case the Step 4 of the algorithm does not hold (because the loops start from \( \min\{\underline{\beta}^X_1, \underline{\beta}^Y_1\} + 1 \)). Moreover since \( X, Y \in S_1 \), for any \( i \) we have: if \( \beta^*_i > \gamma^*_i \), then \( \beta^*_i = \gamma^*_i + 1 \), where \( * \in \{X, Y\} \).

It is easy to see that in this case the object \( Z \) constructed by the algorithm is the direct sum of the middle terms of the following short exact sequences \(( i = 1, \ldots, \min\{\beta^X_1, \beta^Y_1\} ):\)

\[
\begin{align*}
0 & \rightarrow P^\beta^X_0 \rightarrow P^{\beta^X_i + \beta^Y_i} \rightarrow P^\beta^Y_0 \rightarrow 0, \\
& \text{if } \beta^X_1 = \gamma^X_i \text{ and } \beta^Y_1 = \gamma^Y_i; \\
0 & \rightarrow P^\beta^X_1 \rightarrow P^{\beta^X_i + \beta^Y_i} \rightarrow P^\beta^Y_0 \rightarrow 0, \\
& \text{if } \beta^X_1 > \gamma^X_i \text{ and } \beta^Y_1 = \gamma^Y_i; \\
E_1(\beta^X_i, \beta^Y_i, 0) : \quad 0 & \rightarrow P^\beta^X_0 \rightarrow P^{\beta^X_i + \gamma^Y_i} \oplus P^1 \rightarrow P^\beta^Y_1 \rightarrow 0, \\
& \text{if } \beta^X_1 = \gamma^X_i \text{ and } \beta^Y_1 > \gamma^Y_i; \\
E_2(\beta^X_i, \beta^Y_i, 0) : \quad 0 & \rightarrow P^\beta^X_1 \rightarrow P^{\beta^X_i + \gamma^Y_i} \oplus P^1 \rightarrow P^\beta^Y_1 \rightarrow 0, \\
& \text{if } \beta^X_1 > \gamma^X_i \text{ and } \beta^Y_1 > \gamma^Y_i.
\end{align*}
\]

**Case 2.** Assume that \( \underline{\beta}^X_1 > \underline{\beta}^Y_1 \), i.e. the object \( X \) has more indecomposable direct summands than \( Y \). It is easy to see that in this case the object \( Z \) constructed by the algorithm is the direct sum of the middle terms of the short exact sequences given in Case 1 for \( i = 1, \ldots, \min\{\beta^X_1, \beta^Y_1\} \) and the short exact sequences (for \( i = \min\{\beta^X_1, \beta^Y_1\} + 1, \ldots, \beta^X_1 \)): 

\[
0 \rightarrow P^\beta^X_1 \rightarrow P^\beta^X_0 \rightarrow 0 \rightarrow 0.
\]
if $\beta_i > \gamma_i$;

$$0 \rightarrow P_0^{\beta_X} \rightarrow P_0^{\beta_X} \rightarrow 0 \rightarrow 0$$

if $\beta_i = \gamma_i$.

**Case 3.** Assume that $\beta_X^i < \beta_Y^i$, i.e. the object $X$ has less indecomposable direct summands than $Y$.

Let

$$I = \{i \in \{1, \ldots, \beta_X^1\}; \beta_X^i > \gamma_Y^i\} = \{i_1, \ldots, i_n\}$$

$$J = \{j = \beta_X^1 + 1, \ldots, \beta_Y^1; \beta_Y^j = \gamma_Y^j\} = \{j_1, \ldots, j_{|J|}\}$$

and we set the numeration as follows $j_i < j_{i+1}$ for all $i$.

Let $T = \{i_1, \ldots, i_{\min\{n, |J|\}}\}$.

In this case the object $Z$ constructed by the algorithm is the direct sum of the middle terms of the following short exact sequences $(i = 1, \ldots, \min\{\beta_X^1, \beta_Y^1\})$:

$$0 \rightarrow P_0^{\beta_X^i} \rightarrow P_0^{\beta_X^i + \beta_Y^i} \rightarrow P_0^{\beta_Y^i} \rightarrow 0,$$

if $\beta_X^i = \gamma_X^i$ and $\beta_Y^i = \gamma_Y^i$;

$$0 \rightarrow P_1^{\beta_X^i} \rightarrow P_1^{\beta_X^i + \beta_Y^i} \rightarrow P_0^{\beta_Y^i} \rightarrow 0,$$

if $\beta_X^i > \gamma_X^i$ and $\beta_Y^i = \gamma_Y^i$;

$$E_1(\beta_X^i, \beta_Y^i, \beta_Y^j) : 0 \rightarrow P_0^{\beta_X^i} \rightarrow P_0^{\beta_X^i + \beta_Y^i} \oplus P_1^{\beta_Y^i + 1} \rightarrow P_1^{\beta_Y^i} \oplus P_0^{\beta_Y^i} \rightarrow 0,$$

if $\beta_X^i = \gamma_X^i$, $\beta_Y^i > \gamma_Y^i$ and $i = i_s \in T$;

$$E_2(\beta_X^i, \beta_Y^i, \beta_Y^j) : 0 \rightarrow P_1^{\beta_X^i} \rightarrow P_1^{\beta_X^i + \beta_Y^i} \oplus P_1^{\beta_Y^i + 1} \rightarrow P_1^{\beta_Y^i} \oplus P_0^{\beta_Y^i} \rightarrow 0,$$

if $\beta_X^i > \gamma_X^i$, $\beta_Y^i > \gamma_Y^i$ and $i = i_s \in T$.

The following two cases holds if the number $n$ is reduced to 0 in the Step 4 of Algorithm 5.2:

$$0 \rightarrow 0 \rightarrow P_1^{\beta_Y^i} \rightarrow P_0^{\beta_Y^i} \rightarrow 0,$$

if $\beta_i > \gamma_i$ and $i > \beta_X^1$;

$$0 \rightarrow 0 \rightarrow P_0^{\beta_Y^i} \rightarrow P_0^{\beta_Y^i} \rightarrow 0,$$
if $\beta_i = \gamma_i$ and $i \in \{j_{\min(n,|J|)}+1, \ldots, j_{|J|}\}$.

Otherwise the 5th Step of Algorithm is execute, the following two cases illustrated this situation:

$$E_1(\beta^X_i, \beta^Y_i, 0) : 0 \rightarrow P^\beta_0 \rightarrow P^\beta_{i^2} + \gamma^Y_i \rightarrow P^\beta_i \rightarrow 0,$$

if $\beta^X_i = \gamma^X_i$, $\beta^Y_i > \gamma^Y_i$ and $i \in I \setminus \overline{T}$;

$$E_2(\beta^X_i, \beta^Y_i, 0) : 0 \rightarrow P^\beta_{i^2} \rightarrow P^\beta_{i^2} + \gamma^Y_i \rightarrow P^\beta_i \rightarrow 0,$$

if $\beta^X_i > \gamma^X_i$, $\beta^Y_i > \gamma^Y_i$ and $i \in I \setminus \overline{T}$.

The lemma is proved. \qed

The following two lemmata are used in the proof of Lemma 5.10

**Lemma 5.8.** Let $X = (N_\alpha X, N_\beta X, f_X)$, $Y = (N_\alpha Y, N_\beta Y, f_Y) \in S_1$. If an object $Z \in S_1$ is an extension of $Y$ by $X$, then there exists a commutative diagram with exact rows:

$$0 \rightarrow N_\beta X \xrightarrow{h_XZ} N_\beta Z \xrightarrow{hYZ} N_\beta Y \rightarrow 0$$

Since the morphisms $f_X, f_X, f_Y$ are injective, this diagram induces the following commutative diagram with exact rows and columns.
Since we are working in the category $\mathcal{S}_1$ the bottom row splits (because it contains only semisimple objects). Therefore there exists $g'_{ZY} : N_{\alpha Y} \to N_{\alpha Z}$ such that $g_{ZY} \circ g'_{ZY} = \text{id}_{N_{\alpha Y}}$. We consider the following diagram:

$$
\begin{array}{c}
0 \\
\downarrow \\
0 \\
N_{\alpha X} \\
\downarrow f_X \\
N_{\beta X} \\
\downarrow f_Z \\
N_{\beta Z} \\
\downarrow f_Y \\
N_{\gamma Y} \\
\downarrow f_Y \\
0
\end{array}
$$

It is straightforward to check that this diagram is commutative. Since $N_{\alpha X} \oplus N_{\alpha Y}$ and $N_{\alpha Z}$ are semisimple nilpotent operators with the same dimension, the bottom row is exact. Moreover $h_{ZY} \circ f_Z \circ g'_{ZY} = f_Y$ is injective. It follows that $0 = (f_Z \circ g'_{ZY}(N_{\alpha X})) \cap \text{Ker} h_{ZY} = (f_Z \circ g'_{ZY}(N_{\alpha X})) \cap \text{Im} h_{XZ}$. Now, it is easy to prove that the morphism $[h_{XZ}, f_Z \circ g'_{ZY}]$ is injective and the top row is exact. This finishes the proof. \hfill $\blacksquare$

The following fact is proved in \cite{11} Lemma 3.3.

**Lemma 5.9.** Let $\sigma, \nu, \mu$ be partitions. If there exists a short exact sequence:

$$
0 \to N_\nu \to N_\sigma \to N_\mu \to 0,
$$

then for any $m \geq 1$:

$$
\sum_{i=1}^{m} \sigma_i \leq \sum_{i=1}^{m} \lambda_i,
$$

where $\lambda = \nu + \mu$. 
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In the following lemma we prove that the extension computed by Algorithm 5.2 is minimal in the dominance order \( \leq_{\text{dom}} \).

**Lemma 5.10.** If \( \tilde{Z} \) is the extension of \( Y \) by \( X \) constructed by Algorithm 5.2, then for any extension \( Z \) of \( Y \) by \( X \) and for any \( j \geq 1 \) we have \( \sum_{i=1}^{j} \gamma_{j}^{\tilde{Z}} \geq \sum_{i=1}^{j} \gamma_{j}^{Z} \) and \( \sum_{j=1}^{i} \beta_{j}^{\tilde{Z}} \geq \sum_{j=1}^{i} \beta_{j}^{Z} \). In particular \( \tilde{Z} \leq_{\text{dom}} Z \).

**Proof.** Let \( Z \) be an arbitrary extension of \( Y \) by \( X \). It induces short exact sequences:

\[
0 \to N_{\beta X} \to N_{\beta Z} \to N_{\beta Y} \to 0
\]

\[
0 \to N_{\gamma X} \to N_{\gamma Z} \to N_{\gamma Y} \to 0
\]

Applying Algorithm 5.2 to \( X \) and \( Y \) we compute \( \tilde{Z} \). Note that \( \gamma_{\tilde{Z}} = \gamma_{X} + \gamma_{Y} \). By Lemma 5.9 for all \( i \), we get:

\[
\sum_{j=1}^{i} \gamma_{j}^{Z} \leq \sum_{j=1}^{i} \gamma_{j}^{\tilde{Z}}.
\]

To prove the second part of lemma we consider \( Z \) as an extension of \( \tilde{Y} = (0, N_{\gamma Y}, 0) \) by \( \tilde{X} = (N_{\alpha X} \oplus N_{\alpha Y}, N_{\beta X} \oplus N_{\alpha Y}, f_{\tilde{X}}) \). It is possible by Lemma 5.8.

For all \( i = 1, \ldots, \min\{\beta_{1}^{X}, \beta_{1}^{Y}\} \), by the Step 3 (a) of Algorithm 5.2 we have \( \beta_{i}^{\tilde{Z}} = \beta_{i}^{X} + \gamma_{i}^{Y} \). Since the number of indecomposable direct summands of \( N_{\beta X} \) is equal to \( \beta_{1}^{X} \) and it is less than or equal to the number of indecomposable direct summands of \( N_{\beta X} \oplus N_{\alpha Y} \), we get

\[
\beta_{i}^{\tilde{Z}} = \beta_{i}^{X} + \gamma_{i}^{Y} = \beta_{i}^{\tilde{X}} + \beta_{i}^{\tilde{Y}}
\]

for all \( i = 1, \ldots, \min\{\beta_{1}^{X}, \beta_{1}^{Y}\} \). By Lemma 5.9 we get:

\[
\sum_{j=1}^{i} \beta_{j}^{\tilde{Z}} \leq \sum_{j=1}^{i} (\beta_{j}^{\tilde{X}} + \beta_{j}^{\tilde{Y}}) = \sum_{j=1}^{i} \beta_{j}^{\tilde{Z}},
\]

for all \( i = 1, \ldots, \min\{\beta_{1}^{X}, \beta_{1}^{Y}\} \). If \( \beta_{1}^{X} = \beta_{1}^{Y} \), we are done.
Assume that $\beta^X_i > \beta^Y_i$ and $i > m = \min\{\beta^X_1, \beta^Y_1\}$. In this case $\beta^Y_i = \gamma^Y_i = 0$. By Steps 4 and 5 of Algorithm 5.2, we get $\beta^Z_i = \beta^X_i$. Lemma 5.9 and the inequalities given just above imply:

$$\sum_{j=1}^{i} \beta^Z_j \leq \sum_{j=1}^{i} (\beta^X_j + \beta^Y_j) \leq \sum_{j=1}^{m} \beta^Z_j + \sum_{j=m+1}^{i} (\beta^X_j + \beta^Y_j) = \sum_{j=1}^{m} \beta^Z_j + \sum_{j=m+1}^{i} \beta^X_j$$

for all $i$ and we are done.

Assume that $\beta^X_i > \beta^Y_i$. For $i > m = \min\{\beta^X_1, \beta^Y_1\}$, by Step 4 of Algorithm 5.2 we have

$$\beta^Z_i = \gamma^Y_i + 1 \{\gamma^Y_i = \beta^Y_i \text{ and } n > 0\}$$

Consider two cases:

- **Assume that $n > 0$ for $i$.** Note that $n > 0$ for all $m \leq j < i$. Steps 4 and 5 of Algorithm 5.2 gives

  $$\beta^Z_i = \gamma^Y_i + 1,$$

  because for $\gamma^Y_i \neq \beta^Y_i$ we have $\beta^Y_i = \gamma^Y_i + 1$ (we are working in category $\mathcal{S}_1$) and otherwise $1\{\gamma^Y_i = \beta^Y_i \text{ and } n > 0\} = 1$. By the definition of $\tilde{X}$ and $\tilde{Y}$ we get

  $$\gamma^Y_i + 1 = \beta^Y_i + \beta^X_i$$

  and by 5.11 we get $\beta^Z_j = \beta^Y_j + \beta^X_j$ for all $j \leq i$. By Lemma 5.9 applied to partitions $\beta^Y, \beta^X, \beta^Z$ we obtain:

  $$\sum_{j=1}^{i} \beta^Z_j \leq \sum_{j=1}^{i} (\beta^X_j + \beta^Y_j) = \sum_{j=1}^{i} \beta^Z_j.$$

- **Assume that $n = 0$ for $i$.** Applying Steps 3 and 4 of Algorithm 5.2, it is easy to deduce that

  $$\sum_{j=1}^{i} \beta^Z_j = \sum_{j=1}^{i} \beta^X_j + \sum_{j=1}^{i} \beta^Y_j.$$
By Lemma 5.9 applied to partitions $\beta^Y, \beta^X$ and $\beta^Z$ we obtain:

$$\sum_{j=1}^{i} \beta^Z_j \leq \sum_{j=1}^{i} \beta^X_j + \sum_{j=1}^{i} \beta^Y_j = \sum_{j=1}^{i} \tilde{\beta}_j^Z.$$ 

\[\square\]

**Corollary 5.12.** Let $K$ be an algebraically closed field. The extension $Y \ast X$ computed by Algorithm 5.2 is the generic extension of $Y$ by $X$.

**Proof.** By Lemma 5.10 any extension $Z$ of $Y$ by $X$ satisfies $Y \ast X \leq \text{dom } Z$ and hence $Y \ast X \leq \text{deg } Z$, see Theorem 4.4. It follows that $\mathcal{O}_Z \subseteq \mathcal{O}_{Y \ast X}$. Therefore any extension $Z$ of $Y$ by $X$ that is not isomorphic to $Y \ast X$ satisfies $\dim \mathcal{O}_Z < \dim \mathcal{O}_{Y \ast X}$ and $\dim_K \text{End}_\mathcal{S}(Z) > \dim_K \text{End}_\mathcal{S}(Y \ast X)$ (by the formula for the dimension of an orbit). We are done. \[\square\]

### 6 Properties of generic extensions

In Section 6.1 we prove that the operation $\ast$ of taking the generic extension provides the set of isomorphism classes of objects in $\mathcal{S}_1$ in an associative monoid structure (Lemma 6.4) and we describe generators of this monoid (Lemma 6.6). For this we need Lemma 6.2 (which is a key lemma in this section and it is also used in the proof of Theorem 1.1). We start with a technical fact that one can easily deduce analyzing Algorithm 5.2.

**Lemma 6.1.** Let $X, Y \in \mathcal{S}_1$ be defined by $(\gamma^X, \beta^X)$ and $(\gamma^Y, \beta^Y)$, respectively. Algorithm 5.2 constructs the object $Z = Y \ast X$ having the following properties

1. $\beta^Z_i = \beta^X_i + \gamma^Y_i$, for $i = 1, \ldots, \beta^X_1$,

2. $\sum_{i=1}^{k} \beta^Y_{i} X = \sum_{i=1}^{k} (\gamma^Y_i + \beta^X_i) + \min\{k - \beta^X_1, \sum_{i=1}^{k} (\beta^Y_i - \gamma^Y_i)\}$, for all $k > \beta^X_1$.

**Proof.** The statement (1) follows from the Steps 3 and 4 of Algorithm 5.2 and the fact that $\beta^Y_i = \gamma^Y_i = 0$ for $i = \min\{\beta^X_1, \beta^Y_1\} + 1, \ldots, \beta^X_1$. 
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The statement (2) we prove inductively. We have only consider the case $\beta^Y > \beta^X$. Let $k = \beta^X + 1$. We have $\beta^X = 0$ and

$$\sum_{i=1}^{k} \beta^Y_{i} = k \sum_{i=1}^{k} (\gamma^Y_{i} + \beta^X_{i}) + \beta^Y_{k} + 1\{\gamma^Y_{k} = \beta^Y_{k} \text{ and } n > 0\}$$

Note that

$$\min\{k-\beta^Y, \sum_{i=1}^{k} (\beta^Y_{i} - \gamma^Y_{i})\} = \min\{1, n + \beta^Y - \gamma^Y\} = \begin{cases} 1 & \text{if } n > 0 \text{ or } \beta^Y > \gamma^Y \\ 0 & \text{otherwise} \end{cases}$$

It follows that $\gamma^Y_{k} + \beta^X + \min\{1, n + \beta^Y - \gamma^Y\} = \beta^Y_{k} + 1\{\gamma^Y = \beta^Y \text{ and } n > 0\}$.

In the induction step we apply similar arguments.

Lemma 6.2. Let $Y, Y' \in S^b_a$ for some natural numbers $a, b$ and let $Y \leq_{\text{deg}} Y'$. For any $X \in S_1$ following condition holds:

1. $Y * X \leq_{\text{deg}} Y' * X$,
2. $X * Y \leq_{\text{deg}} X * Y'$.

Proof. Let $Y, Y' \in S^b_a$ and $Y \leq_{\text{deg}} Y'$. By Theorem 4.4 the inequality $Y \leq_{\text{dom}} Y'$ holds. Therefore for any natural $k$ we have

$$\sum_{i=1}^{k} \lambda^Y_{i} \geq \sum_{i=1}^{k} \lambda^Y_{i}$$

(6.3)

where $\lambda \in \{\beta, \gamma\}$. By Step 1 of Algorithm 5.2 we have $\gamma^Y * X = \gamma^X + \gamma^Y$. Therefore

$$\sum_{i=1}^{k} \gamma^Y_{i} = \sum_{i=1}^{k} (\gamma^Y_{i} + \gamma^X_{i}) \geq \sum_{i=1}^{k} (\gamma^Y_{i} + \gamma^X_{i}) = \sum_{i=1}^{k} \gamma^Y_{i} + \gamma^X_{i}$$

for any $k$. It follows that $\gamma^Y * X \leq_{\text{nat}} \gamma^Y * X$ and similarly $\gamma^X * Y \leq_{\text{nat}} \gamma^X * Y'$.

By Lemma 6.1 and the inequality (6.3) for $k \leq \beta^X$ we have

$$\sum_{i=1}^{k} \beta^Y_{i} + \beta^X_{i} \geq \sum_{i=1}^{k} (\gamma^Y_{i} + \beta^X_{i}) = \sum_{i=1}^{k} \beta^Y_{i} + \beta^X_{i}$$
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and for $k > \overline{\beta}_1^X$

$$\sum_{i=1}^{k} \beta_i^Y \ast X = \sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + \min \{k - \overline{\beta}_1^X, \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y)\}.$$ 

If $\min \{k - \overline{\beta}_1^X, \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y)\} = k - \overline{\beta}_1^X$ then

$$\sum_{i=1}^{k} \beta_i^Y \ast X = \sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + k - \overline{\beta}_1^X \geq \sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + k - \overline{\beta}_1^X \geq 

\sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + \min \{k - \overline{\beta}_1^X, \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y)\} = \sum_{i=1}^{k} \beta_i^{Y_i^*X},$$

otherwise

$$\sum_{i=1}^{k} \beta_i^Y \ast X = \sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y) = \sum_{i=1}^{k} (\beta_i^X + \beta_i^Y) \geq 

\sum_{i=1}^{k} (\beta_i^X + \beta_i^Y) = \sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y) \geq 

\sum_{i=1}^{k} (\gamma_i^Y + \beta_i^X) + \min \{k - \overline{\beta}_1^X, \sum_{i=1}^{k} (\beta_i^Y - \gamma_i^Y)\} = \sum_{i=1}^{k} \beta_i^{Y_i^*X}.$$ 

Therefore $\beta^Y \ast X \leq_{\text{nat}} \beta^{Y_i^*X}$ and $Y \ast X \leq_{\text{dom}} Y' \ast X$. Again by Theorem 4.4 we obtain $Y \ast X \leq_{\text{deg}} Y' \ast X$.

Since $\overline{\beta}_1^X \leq \overline{\beta}_1^{Y'}$ (or equivalently $\beta_1^Y \geq \beta_1^{Y'}$), in the same way we can see that $X \ast Y \leq_{\text{dom}} X \ast Y'$ for any $X \in S$. 

\[\square\]

6.1 The monoid of generic extensions

The associative property of $\ast$ is established by the next lemma.

**Lemma 6.4.** If $X, Y, Z \in S_1$, then $X \ast (Y \ast Z) = (X \ast Y) \ast Z$. 
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Proof. We follow the arguments given in [17]. Consider the following diagram

\[
\begin{array}{c}
0 & \rightarrow & Z & \rightarrow & T & \rightarrow & Y & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & Z & \rightarrow & (X \ast Y) \ast Z & \rightarrow & X \ast Y & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
X & = & X \\
\end{array}
\]

where the top row is a pull-back of the bottom. It follows from Lemma 5.10 that \( Y \ast Z \leq_{\text{deg}} T \) and \( X \ast T \leq_{\text{deg}} (X \ast Y) \ast Z \). Therefore by Lemma 6.2 we have \( X \ast (Y \ast Z) \leq_{\text{deg}} (X \ast Y) \ast Z \).

Dually, applying push out we get \( (X \ast Y) \ast Z \leq_{\text{deg}} X \ast (Y \ast Z) \). This finishes the proof (because \( \leq_{\text{deg}} \) is a partial order).

Remark 6.5. We can consider the associative monoid

\[ M = (\mathcal{M}, [0], \ast) , \]

where \( \mathcal{M} \) is the set of isomorphism classes of objects in \( S_1 \), \([0]\) is the isomorphism class of the zero object and \( \ast \) is the operation of taking the generic extensions: \([X] \ast [Y] = [X \ast Y]\).

Lemma 6.6. The monoid \( \mathcal{M} \) is generated by the set

\[ \{ [P_1^1], [P_0^1]^{\oplus n} \text{ for } n \geq 1 \} . \]

Proof. Note that

- \([P_0^m] = [P_0^1]^m \text{ for all } m \geq 1\),
- \([P_1^m] = [P_0^1]^{(m-1)} \ast [P_1^1] \text{ for all } m \geq 1\),
- \(([P_1^1]^{\oplus m}) = [P_1^1]^m \text{ for all } m \geq 1\),
- \(([P_0^1]^{\oplus n} \oplus (P_1^1)^{\oplus m}) = [P_1^1]^m \ast [P_0^1]^{\oplus n} \text{ for all } m, n \geq 1\).
Finally, let \( m_1, \ldots, m_s \geq 2 \), \( m_{s+1} = \ldots = m_t = 1 \) and \( \varepsilon_i \in \{0, 1\} \) for all \( i = 1, \ldots, s + t \). We get
\[
\bigoplus_{i=1}^{s+t} P_{m_i}^{\varepsilon_i} = \left[ (P_0^1)^{\oplus s} \oplus \bigoplus_{i=s+1}^{t} P_{\varepsilon_i}^1 \right] \ast \left[ \bigoplus_{i=1}^{s} P_{m_i}^{m_i-1} \right].
\]
By induction we are done. \( \square \)

7 Generic extensions - geometry

In this section we present geometric interpretation of generic extensions and we prove Theorem 1.1.

Let \( K \) be an algebraically closed field. Fix subsets \( \mathcal{Y} \subseteq \mathcal{V}^b(K), \mathcal{X} \subseteq \mathcal{V}^d(K) \) and \( Y = (f, \varphi) \in \mathcal{Y}, X = (g, \phi) \in \mathcal{X} \). Let
\[
Z(Y, X) = \left\{ (h, \nu) \in M_{dx_a} \times M_{dx_b} \mid \left( \begin{bmatrix} g & h \\ 0 & f \end{bmatrix}, \begin{bmatrix} \phi & \nu \\ 0 & \varphi \end{bmatrix} \right) \in a^cV^{b+d}(K) \right\}
\]
and
\[
Z(\mathcal{Y}, \mathcal{X}) = \left\{ \left( \begin{bmatrix} g & h \\ 0 & f \end{bmatrix}, \begin{bmatrix} \phi & \nu \\ 0 & \varphi \end{bmatrix} \right) \mid \right. \\
Y = (f, \varphi) \in \mathcal{Y}, X = (g, \phi) \in \mathcal{X}, (h, \nu) \in Z(Y, X) \}
\]

Lemma 7.1. If the sets \( \mathcal{Y} \subseteq \mathcal{V}^b, \mathcal{X} \subseteq \mathcal{V}^d \) are closed, then the set \( Z(\mathcal{Y}, \mathcal{X}) \subseteq a^cV^{b+d} \) is closed.

Proof. Since the sets \( \mathcal{Y} \subseteq \mathcal{V}^b, \mathcal{X} \subseteq \mathcal{V}^d \) are closed (in the Zariski topology), there exists a finite set of equations deciding whether \( Y = (f, \varphi) \in \mathcal{Y}, X = (g, \phi) \in \mathcal{X} \). If \( f, g \) have maximal rank, then \( \begin{bmatrix} g & h \\ 0 & f \end{bmatrix} \) has also maximal rank. Now, it is easy to see that there exists a finite set of equations deciding whether an element belongs to the set \( Z(\mathcal{Y}, \mathcal{X}) \). It follows that the set \( Z(\mathcal{Y}, \mathcal{X}) \subseteq a^cV^{b+d} \) is closed. \( \square \)

Let
\[
\mathcal{E}(\mathcal{Y}, \mathcal{X}) = \text{Gl}(a + c, b + d) \cdot Z(\mathcal{Y}, \mathcal{X}) \subseteq a^cV^{b+d}.
\]
Note that \( \mathcal{E}(\mathcal{Y}, \mathcal{X}) \) is the set of all extensions \( Z \) of some \( Y \in \mathcal{Y} \) by some \( X \in \mathcal{X} \), i.e. there exists a short exact sequence
\[
0 \to X \to Z \to Y \to 0.
\]
Lemma 7.2. Let $Y \in {}^aV^b$, $X \in {}^cV^d$. The set $E(O_Y, O_X)$ is closed in $a+cV^{b+d}$.

Proof. The set $Z(O_Y, O_X)$ is stable under the action of the parabolic subgroup
\[
\begin{pmatrix}
\text{Gl}(a) & \ast \\
0 & \text{Gl}(c)
\end{pmatrix} \times \begin{pmatrix}
\text{Gl}(b) & \ast \\
0 & \text{Gl}(d)
\end{pmatrix}
\]
of the group $\text{Gl}(a+c, b+d)$. Moreover, by Lemma 7.1, the set $Z(O_Y, O_X)$ is closed. Therefore by [14, Proposition 6.6] the set $E(O_Y, O_X) = \text{Gl}(a+c, b+d) \cdot Z(O_Y, O_X)$ is closed.

Proof of Theorem 1.1. Let $Y \in {}^aV^b$, $X \in {}^cV^d$.

(1) and (2) By the classification of objects in $S_1$, recalled in Section 2.2, it follows that $E(O_Y, O_X)$ is a union of finitely many orbits $O_Z$ corresponding to extensions $Z$ of $Y$ by $X$. By Lemma 5.10 and Theorem 4.4 the object $Y \ast X$ computed by Algorithm 5.2 is the unique extension of $Y$ by $X$ that is minimal in the degeneration order. Therefore $O_Z \subseteq O_Y \ast X$ for any extension $Z$ of $Y$ by $X$. It follows that $O_Y \ast X$ is the unique dense orbit in $E(O_Y, O_X)$. As an immediate consequence we get $O_Y \ast X = E(O_Y, O_X)$.

(3) We prove that $E(O_Y, O_X) \subseteq O_Y \ast X$. Let $Z$ be an extension of $Y'$ by $X'$ such that $Y' \in O_Y$ and $X' \in O_X$. It means that $Y \leq_{\text{deg}} Y'$ and $X \leq_{\text{deg}} X'$. By Lemma 6.2 and (1), we have $Y \ast X \leq_{\text{deg}} Y' \ast X' \leq_{\text{deg}} Z$. Therefore $Z \in O_Y \ast X$.

Consequently, we have $E(O_Y, O_X) \subseteq E(O_Y, O_X) \subseteq O_Y \ast X$. Since the set $E(O_Y, O_X)$ is closed and $O_Y \ast X = E(O_Y, O_X)$, we get $E(O_Y, O_X) = E(O_Y, O_X) = O_Y \ast X$.

(4) Since the group $\text{Gl}(a, b)$ is irreducible for all $a, b$, the sets $O_X, O_X$ are irreducible for all $X$. By (3) we are done.
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