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Fig. 1. We formulate the task of online user interface adaptation as a multi-agent reinforcement learning problem. The approach comprises a user- and interface agent. The user agent interacts with an application in order to reach a goal and the interface agent learns to assist in reaching this goal without requiring a-priori knowledge about the task. In the depicted example the user agent interacts with a GUI, while the interface agent opens relevant sub-menus for the user agent. The interface agent does not know the goal of the user agent but has to infer it from observing the user’s actions. Our method does not rely on labeled offline data or application-specific handcrafted cost functions, instead it relies on learning the underlying structure of the task through exploration.

The goal of Adaptive UIs is to automatically change an interface so that the UI better supports users in their tasks. A core challenge is to infer user intent from user input and chose adaptations accordingly. Designing effective online UI adaptations is challenging because it relies on tedious hand-crafted rules or carefully collected, high-quality user data. To overcome these challenges, we formulate UI adaptation as a multi-agent reinforcement learning problem. In our formulation, a user agent learns to interact with a UI to complete a task. Simultaneously, an interface agent learns UI adaptations to maximize the user agent’s performance. The interface agent is agnostic to the goal. It learns the task structure from the behavior of the user agent and based on that can support the user agent in completing its task. We show that our approach leads to a significant reduction in necessary number of actions on a photo editing task in silico. Furthermore, our user studies demonstrate the generalization capabilities of our interface agent from a simulated user agent to real users.

CCS Concepts: • Human-centered computing → Graphical user interfaces; User models; HCI theory, concepts and models.
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1 INTRODUCTION

Many tasks require powerful User Interfaces (UIs). However, the more powerful the interface, the more complex it becomes to navigate. For instance, consider the cornucopia of different options in sophisticated photo editing software. One solution to the complexity problem is to dynamically adapt the UI to the user and their task by showing relevant information in a timely manner. Such Adaptive UIs (AUIs) have been demonstrated to improve the usability over standard UIs in various use cases, including menus [2, 16, 23, 72], cooperative interfaces [63], and virtual reality interfaces [52]. Any complex interface might benefit from appropriate adaptations that help users complete their work. However, designing useful adaptive UIs is difficult. AUIs typically require (1) access to or must infer the users’ intention from observing their behavior and (2) must choose suitable adaptations based on the inferred intent [62].

Modern AUIs [27, 75, 76, 82] leverage machine learning (ML) methods that find correlations between user input, user intention, and adaptation. Such approaches significantly lower the development effort and improve the usability of AUIs over their rule-based predecessors [28]. However, their reliance on user data introduces three significant limitations. First, data is usually not available for the UIs of emerging technologies (data availability). Second, when collecting user data it is non-trivial to ensure that the data is representative of the users’ actual intentions (data quality). Most importantly, user behavior will change in response to UI adaptations. Hence, the underlying user data of such an AUI might become invalidated by its own interventions (user behavior adaptation).

In this paper, we provide a new perspective on learning adaptive UIs that addresses these challenges. Our insight is that the interaction between interface and a user in an adaptive setting is inherently bilateral: user actions trigger adaptations which in turn trigger behavior changes. Where previous work generally either learns i) a user model for a static interface or ii) an adaptive interface for an existing, pre-defined user model, we take a more holistic perspective and learn models of both the user and the adaptation strategy.

To this end, we formulate the task of learning adaptive UIs as a cooperative multi-agent reinforcement learning problem (MARL). In this novel formulation, a simulated user agent learns to interact with a UI. At the same time, we train an interface agent that learns to adapt the same UI to help the user agent achieve its task more efficiently (see Fig. 1). Therefore, the interface agent learns to empower the user agent. By working in a simulated environment, our approach does not rely on carefully collected user data (data availability), since the user agent learns to use the interface and thus generates unambiguous data online (data quality). Finally, both agents co-evolve during training and thus inherently learn to deal with user behavior adaptation.

We model the user agent as a Hierarchical Reinforcement Learning (HRL) agent that learns to navigate and interact with the UI to solve its task. To achieve realistic simulated behavior, we decompose high-level decision-making (e.g., the decision to select a menu item), from motor control (e.g., moving the cursor to the corresponding menu slot). This resembles cognitive behavior in human motion tasks [40] as well as in supervisory control [5, 25]. The interface agent is a flat reinforcement learning (RL) policy. Its goal is to assist the user agent in solving the task more efficiently, for instance, by expanding the optimal submenu for a photo editing task just in time for the user to find the appropriate entry (cf. Fig. 1). Crucially, the interface agent does not require access to the intent of the user agent, thereby making it
goal-agnostic and generally applicable. That is, the interface agent learns to infer the goal of the user agent solely by observing its interactions with the environment. In our setting, the user agent is rewarded for completing its task as quickly as possible, while the interface agent shares the same reward.

To demonstrate the feasibility of the proposed method, we introduce three proof-of-concept use cases. (1) In our first application, the user edits a photo. We show an intelligent menu that automatically opens the optimal submenu. (2) In our second application we present an intelligent toolbar that automatically assigns the optimal tools to the toolbar. (3) In our third application we demonstrate that our method also works in a 3D virtual reality setting. The interface agent learns which item the user intends to grab and brings it to the vicinity of the user agent.

We perform both in silico studies and an evaluation with real users. In the simulation study, we evaluate all three applications against different baselines. Our method reduces the mean number of clicks by up to 5.67 compared to 10.15 in a standard interface, which is a 44% improvement. Furthermore, this effect increases for prolonged, more complex interactions. We also observe that the user agent and interface agent learn to cooperate. Crucially, we find that training the interface agent with our simulated user agent generalizes well to humans, which validates the fidelity of our user agent model and highlights the advantages of not having to rely on real user data.

In summary, this paper makes four key contributions: (1) a novel MARL-based framework to adapt user interfaces online without relying on real user data; (2) an HRL-based, cognitively plausible user agent that can learn to operate an UI and enables an interface agent to learn adaptations that are useful to real end-users; (3) a goal-agnostic interface agent that learns the underlying structure of the task purely by observing the changes in the interface by the user agent; and (4) empirical results showing the effectiveness of our approach under three different usage scenarios.

2 RELATED WORK

In this paper, we propose multi-agent RL as a framework for adaptive UIs. Our method features a user agent that models human interaction behavior and an interface agent that adapts the UI to support the user agent. Most related to our work is research on computational user modelling and on methods for adaptive UIs.

2.1 Computational User Modelling

Computational user modeling has a long tradition in Human-Computer Interaction. These models predict user performance and are essential for both online and offline UI optimization [62]. Early work relies on heuristics or rules [1, 8–10, 43] as well as on simple mathematical models [24, 34]. More recent work extends these models and, for instance, predicts operating time for a linear menu [17], gaze patterns [70], or cognitive load [21].

Recently, reinforcement learning gained popularity within the research area of computational user models. This is due to its neurological plausibility [5, 25], as it can serve as model of human cognitive function. The underlying assumption of RL in HCI is that users behave rational within their bounded resources [30, 61]. There is evidence that humans use such strategy across domains, such as in causal reasoning [20] or perception [31]. In human-computer interaction, researchers have leveraged RL to automate the sequence of user actions in a KLM framework [49] or to predict fatigue in volumetric movements [11]. It was also used to explain search behavior in user interfaces [83] or menus [13] and as a model for multitasking [41]. Most similar to our work is research on hierarchical reinforcement learning for user modelling. Jokinen et al. [40] show that, with the help of Fitts’ Law and a gaze model, human-like typing can emerge. Other works show that HRL can elicit human-like behavior in task interleaving [29] or touch interactions [40]. Inspired by this work, we design our user agent by decomposing high-level decision-making from
motor control. Using two separate hierarchical levels yields realistic simulated behavior, unlike providing enough model capacity to learn reasonably complex tasks.
2.2 Methods for Adaptive UIs

UI adaptation can either be offline, to computationally design an interface, or online, to adapt the UI according to users’ goals. We will focus on online adaptive UIs and refer readers to [59, 60] for an overview of computational UI design.

2.2.1 Heuristics, Bayesian Networks & Combinatorial Optimization. In early works, heuristic- or knowledge-based approaches (e.g., semantic networks) are used to adapt the UI [7, 77, 79]. Similarly, so-called multi-agent systems employ rule-based and message-passing approaches [67, 68, 84]. Another popular technique for AUIs is domain-expert-designed Bayesian networks [4, 35]. More recently, combinatorial optimization was used to dynamically adapt interfaces [52, 63]. The downside of these approaches is that experts need to specify user goals using complex rule-based systems or mathematical formulations. Creating them comprehensively and accurately requires developers to foresee all possible states of the user, which is very tedious and requires expert knowledge. Commonly, these approaches also get into a conflict when multiple rules or objectives apply. This conflict often results in unintuitive adaptations. In contrast, our method only requires the layout of the UI. From its representation as an RL environment, we learn policies that meaningfully adapt the UI and realistically reproduce user behavior.

2.2.2 Machine Learning. Leveraging machine learning can overcome the limitations of heuristic-, network-, and optimization-based systems by learning appropriate UI adaptations from user data. Traditional machine learning approaches commonly learn a mapping from user input to UI adaptation. Algorithms like nearest neighbor [48, 56], Naïve Bayes [22, 57], perceptron [75, 76], support vector machines [3], or random forests [58, 64] are used and models are learned offline [3] and online [75]. Due to the problem setting, these approaches require users’ input to be highly predictive of the most appropriate adaptation. Furthermore, it restricts the methods to work in use cases where myopic planning is sufficient, i.e., a single UI adaptation leads users to their goal. In contrast, our method considers multiple goals when selecting an adaptation and can lead users to their goal using sequences of adaptations.

More recent work overcomes the limitations stemming from simple input-to-adaptation mapping by following a two-step approach. They (1) infer users’ intention based on observations and (2) choose an appropriate adaptation based on the inferred intent [62]. Such work uses neural networks, and user intention is modeled either explicitly [45, 78] or as a low-dimensional latent representation [69]. However, these approaches suffer are highly dependent on the quality of the training data, which may not even be available for emerging technologies. In contrast, our method does not depend on pre-collected user data and can learn supportive policies just by observing simulated user behavior.

2.2.3 Bandits & Bayesian Optimization. Bandit systems are a probabilistic approach often used in recommender systems [32]. In a Multi-armed bandit setting, each adaptation is modeled as an arm with a probability distribution describing the expected reward. The Bayes theorem updates the expectation, given a new observation and prior data. Related work leverages this approach for AUIs [42, 44, 54]. Bayesian optimization is a sample-efficient global optimization method that finds optimal solutions in multi-dimensional spaces by probing a black box function [73]. In the case of AUIs, it is used to find optimal UI adaptations by sampling users’ preferences [46, 47]. Both approaches trade off exploration and exploitation when searching for appropriate adaptations (i.e., exploration finds entirely new solutions, exploit is improves existing solutions), rendering them suitable approaches to the AUI problem.

However, such methods are not able to plan adaptations over a sequence of interaction steps, i.e., they plan myopic strategies. In addition, these approaches need to sample user feedback to learn or optimize for meaningful adaptations and, hence, rely on high fidelity user data. Furthermore, as users themselves learn during training or optimization,
solutions can converge to sub-optimal user behavior (as methods reduce exploration with convergence). In contrast, our method can plan adaptations by considering sequences of interactions learned from realistic, simulated user data.

2.2.4 Reinforcement Learning. Reinforcement learning is a natural approach to solve the AUI problem as its underlying decision-making formalism implicitly captures the closed-loop iterative nature of HCI [37]. It is a generalization of bandits and learns policies for longer horizons where current actions can influence future states. This generalization enables selecting UI adaptations according to user goals that require multiple interaction steps. Its capability makes RL a powerful approach for AUIs with applications in dialog systems [26, 80], crowd sourcing [19, 38], sequential recommendations [12, 51, 53], and mixed reality [27]. Most similar to our work is a model-based RL method that optimizes menu adaptations [82].

Current RL methods sample predictive models [26, 38, 82] or logged user traces [27]. However, these predictive models and offline traces represent user interactions with non-adaptive interfaces. Introducing an adaptive interface will change user behavior; so-called co-adaptation [55]. Hence, it is unclear if the learned model can choose meaningful adaptations when user behavior changed significantly due to the model’s introduction. In contrast, our user agent learns to interact with the adapted UI; hence, our interface agent learns on behavioral traces from the adapted setting.

3 MULTI-AGENT REINFORCEMENT LEARNING FOR ADAPTIVE UIS

The goal of our work is to automatically and intelligently adapt a UI such that it guides the user toward completing their task. Thus, it needs to be able to infer users’ intentions based on observations and choose an appropriate adaptation based on the inferred intent [62]. Our work aims at performing both steps, inference and adaptation, without requiring logged user data or online user feedback.

To facilitate and model the bidirectional interaction, we introduce an RL-based user agent and interface agent, and a user interface (see Fig. 2) as a shared environment. We additionally specify a goal state that the user agent should achieve via the UI. The goal state is randomly sampled and unkown to the interface agent. During training, the user agent tries to reach this state through trial and error. For instance, in the case of the hierarchical menu in Figure 1, the user agent clicks through random sequences of menu items and then observes if the resulting photo matches the goal state. The user agent will explore all paths in the UI with which this goal can be reached and adapt its behavioral policy based on whether a path leads to success.

At the same time and in the same environment (i.e., the same UI), we train an interface agent. While the goal of the user agent is to transition the task into a specific goal state, the interface agent aims to change this UI such that the user agent can achieve its goal faster. Thus, it employs the explained procedure to find meaningful sequences of UI adaptations. In the example of the hierarchical menu, it would randomly open up menus and observe if this helps the user agent to make the desired changes on the photo faster. The interface agent will observe all possible states of the user agent and learn how to guide it towards completing its task. This joint exploration of both agents avoids the need of the interface agent to have direct access to the goal state, i.e., it makes it goal-agnostic.

Following this approach, multi-agent reinforcement learning can discover the underlying task structure through repeated observation of usage patterns. By exploring UI paths, this task structure generalizes to real users.

In the following, we briefly introduce reinforcement learning formally and then describe the details of our method. We then show how our approach helps to adapt UIs for real users.
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\( R : S \times A \rightarrow \mathbb{R} \) is the reward function, discounted with factor \( \gamma \).

4 BACKGROUND

We briefly introduce (multi-agent) reinforcement learning and its underlying decision processes. Specifically, we assume that users behave according Computational Rationality (CR) [61]. This allows us to frame user behavior as a Markov Decision Process (MDP), which are used to describe Reinforcement Learning problems. For a more detailed overview on RL, we refer the reader to [81] and for a review on user modeling with CR to [61].

4.1 Markov Decision Processes

Markov Decision Processes (MDP) are a mathematical framework for single agent decision-making in stochastic environments [36]. An MDP is a five-tuple \((S, A, T, R, \gamma)\), where \( S \) is a set of states and \( A \) a set of actions. \( T : S \times A \times S \rightarrow [0, 1] \) is a transition probability function, where \( T(s', a, s) \) is the probability of the transition from state \( s' \) to \( s \) after taking action \( a \). \( R : S \times A \rightarrow \mathbb{R} \) is the reward function, discounted with factor \( \gamma \).

4.2 Reinforcement Learning

Reinforcement Learning is a machine learning paradigm based on rewarding desired and penalizing undesired behavior. In general, an agent observes an environment state and tries to take optimal actions in order to maximize a numerical reward signal. A key difference with supervised learning is that RL learns through exploration and exploitation rather than from an annotated dataset.

We follow the standard formulation of RL as an MDP [81]. The goal is to find an optimal policy \( \pi : S \rightarrow A \), a mapping from states to actions that maximizes the expected return: \( \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^t R_t(s_t, a_t) \right] \). Since both state- and action spaces can be high-dimensional, neural networks are used for policy learning (i.e., we approximate the policy as \( \pi_\theta \) where \( \theta \) are the learned parameters). We use model-free RL (for a comparison to model-based RL, see [65]). This set of algorithms is used in an environment where the underlying dynamics \( T(s', a, s) \) are unknown, but it can be explored via trial-and-error.
4.3 Multi-Agent Reinforcement Learning

Standard MDPs assume a single policy. Stochastic games are a generalization of MDPs for multiple policies [74]. A stochastic game is defined as a six-tuple \((N, S, A, T, R, \gamma)\), where \(N\) is the number of policies. \(S = S_1 \times \ldots \times S_N\) is a finite set of state sets, with subscripts indicating different policies. \(A = A_1 \times \ldots \times A_N\) is a finite set of action sets. \(T\) is the transition probability function. A set of reward functions is defined as \(R = R_1, \ldots, R_N\). Furthermore, we define a set of policies as \(\Pi = \pi_1, \ldots, \pi_N\). Finally, \(\gamma\) is the discount factor.

All policies have their individual actions, states, and rewards. However, their observations are bound by the actions of the other policies. In this paper, we optimize each policy individually, while the observations are influenced by each other’s actions. Note that the terms policy and agent are not interchangeable, a single agent can have multiple policies.

5 METHOD

We present a general task description and outline of our user agent and interface agent (Fig. 2). Note that within the context of this paper, we will use the term observation and state interchangeably, since the agents in our environment never get access to the full underlying environment state.

5.1 General Task Description

The tasks we study share the concept that a user is trying to achieve an intrinsic goal. For instance, a goal can be the desired configuration of a photo in a graphics editing software with size (for instance, with the items small and large) and orientation (original or flipped) as discrete attributes. We encode the goal in a vector \(g\), which is a one-hot encoding of these attributes. For instance, with two attributes (size and orientation) and two items each, \(g\) would be in \(\mathbb{Z}_4^2\). The term \(\mathbb{Z}_i\) is the set of integers \(\{0, \ldots, i - 1\}\), where the subscript denotes discrete attributes of the goal, while the superscript denotes the total length of options, i.e., the total length of the goal vector. We discretize the environment so that each item is located in a predefined slot.

Furthermore, the user has access to an input state, which we denote by \(x\). For example, this can correspond to the current photo configuration. The current input state, \(x\), and the goal state \(g\) are identical in their dimension and type.

The user agent interacts with the interface and attempts to make the input state and the goal state identical as fast as possible, such that \(x = g\). Each interaction updates \(x\) accordingly and a trial terminates once they are identical, e.g., if the size and orientation of the edited photo are identical to the goal.

The interface agent makes online adaptations to the interface. Similar to a real-world designer, it does not know the specific goal of a user. Instead, it needs to observe user interactions with the interface to learn the underlying task structure that will yield the optimal adaptations, e.g., that the user likely wants to configure the size of a photo, after configuring the orientation.

5.2 User Agent

First, we introduce the user agent, which interacts with an environment to achieve a certain goal (e.g., select the intended attributes of a photo). The agent tries to accomplish this as fast and accurately as possible. To do so, the user agent has to first compare the goal and input state, and then plan movements to reach the target. Therefore, we model the user as a hierarchical agent with separate policies.
Specifically, we introduce a two-level hierarchy: a high-level decision-making policy \( \pi_D \) that computes a target for the agent (high-level decision making), and a Fitts'-Law-based low-level motor policy \( \pi_M \) that decides on a strategy to reach this target. We now explain both policies in more detail.

5.2.1 High-Level Decision-Making Policy. The high-level decision-making policy of the hierarchy is responsible for high-level decisions, i.e., what is the next target. The overall goal of the policy is to complete a given task while being as fast as possible. Its actions are based on the current observation of the interface, the goal state, and the current state of the agent. The goal state is a task-dependent encoding of what the user attempts to achieve. More specifically, the high-level state space \( S_D \) is defined as:

\[
S_D = (p, m, x, g),
\]

which comprises: i) the current position of the user agent’s end-effector, \( p \in I^n \) (where \( n \) denotes the dimensions e.g., 2D vs 3D), ii) an encoding of the location each item \( m \in Z_{ni \times ns}^2 \), with \( ni \) and \( ns \) being the number of menu items and environment locations, respectively, and iii) the current input state \( x \in Z_{ni}^2 \), and iv) the goal state \( g \in Z_{ns}^2 \). Here, \( I \) denotes the unit interval \([0, 1]\), and \( Z_i \) is the set of integers \( \{0, ..., i - 1\} \), where the subscript denotes the range of that space, while the superscript denotes the size of the vector \( g \).

The action space \( A_D \) is defined as:

\[
A_D = t,
\]

which indicates the next target slot, \( t \in \mathbb{N}_{ns} \). The reward for the high-level decision making policy consists of two weighted terms to trade-off between task completion accuracy and task completion time: i) how different the current input state \( x \) is from the goal \( g \), and ii) the time it takes to execute an action. Therefore, the high-level policy needs to learn how items correlate with the task goal as well as how to interact with any given interface. With this, we define the reward as follows:

\[
R_D = \alpha E_{gd} - (1 - \alpha) (T_D + T_M) + \hat{3}_{success},
\]

where \( E_{gd} \) is the difference between the input state and the goal state, \( \alpha \) is a weight term, and the movement time \( T_M \) is an output of the low-level policy, \( T_D \) is the search-and-decision time, and \( \hat{3}_{success} \) is an indicator function that is 1 if the task has been successfully completed and 0 otherwise.

In addition to movement time, we also need to determine the search-and-decision time \( T_D \). To this end, we utilize the Search-Decision-Pointing model [17]. This model interpolates between a linear visual search-time component \( (T_s) \) and the Hick-Hyman decision time \( (T_{hh}) \). We refer to [17] for more details.

We define the difference \( E_{gd} \) between the input state \( x \) and the goal state \( g \) as the number of mismatched attributes:

\[
E_{gd} = -\sum_{x \in g, y \in x} \hat{1}_{x \neq y} n_{attr},
\]

where \( \hat{1} \) is an indicator function that is 1 if \( x \neq y \) and else 0, \( x \) and \( y \) are individual entries in the vectors \( g \) and \( x \) respectively, and \( n_{attr} \) is the number of attributes (e.g., color, size, and orientation).

5.2.2 Low-Level Motor Control Policy. The low-level motor control policy is a non-learned controller for the end-effector movement. In particular, given a target, it selects the parameters of an end point distribution (mean \( \mu_p \) and standard
deviation $\sigma_p$. We set $\mu_p$ to the center of the target. The target, $t$, is the action of the higher level decision making policy ($A_D$). We set $\sigma_p$ to $1/6$th of the button width, to reach a hitrate of 96% [24].

Given the current position and the end point parameters (mean and standard deviation), we compute the predicted movement time using the WHo Model [33].

$$T_M = \frac{k}{(\sigma_p/d_p - y_0)^{1-\alpha}} + T_M^{(0)} \tag{5}$$

where $k$ and $\alpha$ are parameters that describe a group of users, $T_M^{(0)}$ is the minimal movement time, and $y_0$ is equal to the minimum standard deviation. The term $d_p$ indicates the traveled distance from the current position to the new desired position $\mu_p$. We closely follow the literature for the other parameters [33, 40]. We sample a new end-effector position from a normal distribution: $p \sim N(\mu_p, \sigma_p)$.

5.3 Interface Agent

The interface agent makes changes to the UI in order to maximize the performance of the user agent. We specifically focus on discrete changes to the UI (e.g., item-to-slot assignment, which page to show, or making certain elements available to the user). Unlike the user agent, we model the interface agent as a flat RL policy. The interface agent needs to learn i) the objective of the user agent based on observing the changes in the interface as the result of the user’s action, ii) the underlying task structure, and iii) how to empower the user agent to increase their performance.

The state space, $S_I$ of the agent is defined as:

$$S_I = (p, x, m) \tag{6}$$

which includes: i) the position of the user $p \in \mathbb{I}^2$, ii) the current state of the tool $x \in \mathbb{Z}_n^2$, and iii) the current state of the menu $m \in \mathbb{Z}_n^{2 \times n_s}$. Note that the interface agent does not have access to the goal ($g$) or the user agent’s target ($t$). This forces the agent to reason about the intention of the user based on its observable actions and changes to the interface rather than the user’s internal state. This makes the problem more challenging, but also more realistic. The action space $A_I$ is in $\mathbb{I}$, however its dimension differs per application.

The goal of the interface agent is to support the user agent. Therefore, the reward of the user agent is directly coupled to the performance of the user agent. We define the reward of the interface agent to be equal to the reward of the user agent’s high-level policy (see Eq. 10):

$$R_I = R_D \tag{7}$$

6 TRAINING & IMPLEMENTATION

We train the user and interface agents’ policies simultaneously. All policies receive an independent reward, and the actions of the policies influence a shared environment. We execute actions in the following order: (1) the interface agent’s action, (2) the user agent’s high-level action, followed by (3) the user agent’s low-level motor action. The reward for all three policies is computed after the low-level motor action has been executed. The episode is terminated when the user agent has either completed the task or exceeded a time limit.

We implement our method in Python 3.8 using RLLIB [50] and Gym [6]. We use PPO [71] to train our policies. We use 3 cores on an Intel(R) Xeon(R) CPU @ 2.60GHz during training. Training takes ~20 hours. We do not utilize a GPU for training. The user agent’s high-level decision-making policy $\pi_D$ is a 3-layer MLP with 512 neurons per layer and
To assess the validity and efficacy of our method, we evaluate it in simulation and with real users. To this end, we first introduce a photo editing task with accompanying interface (see Sec. 7.1). We first compare our method against baselines with hand-designed, random, or supervised learning interface agents in simulation (see Sec. 7.2). We then evaluate results in silico (see Sec. 7.3) and in a user study (see Sec. 7.4). In the user study, we compare the performance of our trained interface agent and baselines when real users interact with the UI. For clarity, the interface agent is always trained purely in simulation and does not use any offline or real user data.

The independent variables in the evaluation are the method (ours and baselines) and the number of Initial Attribute Differences (IAD). The initial number of attribute differences is how many attributes differ between the goal g and initial selection x at the start of an episode. For example, an IAD of one could be that the only mismatch is the color attribute, whereas for an IAD of three the color, size and orientation could differ. Our dependent variable is the number of actions for task completion. In our experiments, we instruct the users to execute the task as accurately as possible, rather than focusing on speed. Thus, we do not use task completion time as a metric. However, previous work indicates that task completion time is proportional to the number of actions [10].

7.1 Task & Environment

In the experimental task, a user edits a photo by changing its attributes (see Fig. 3). A photo has five distinct attributes with three states per attribute: i) filter (color, sepia, gray), ii) text (none, Lorem, Ipsum), iii) sticker (none, unicorn, cactus), iv) size (small, medium, large), and v) orientation (original, flipped horizontal, and vertical). The photo’s attribute states are limited to one per attribute, i.e., the photo cannot be in grayscale and color simultaneously. This leads to a total of 15 attribute states and 243 photo configurations.

The graphical interface is a hierarchical menu, where each attribute is a top-level menu entry, and each attribute state is in the corresponding submenu. By clicking a top-level menu, the submenu expands and thus becomes visible and selectable. Only one menu can be expanded at any given time.

The photo attribute states correspond to the current input state x and the target state g, where g is only known to the user agent. The interface agent selects an attribute menu to open. Its goal is to reduce the number of clicks necessary to change an attribute, e.g., from two user interactions (filter->color) to one (color), by inferring what the user most
likely intends to do next. For the user agent, the higher level selects a target slot, and the lower level moves to the corresponding location. If the target slot is unavailable (e.g., color when ‘size’ is expanded), we terminate the episode early. The final dimensionalities of state and action spaces can be found in Tab. 1.

### 7.2 Baselines

To evaluate our method, we compare it to three different baseline variants for the interface: (1) hand designed, (2) random, and (3) supervised learning.

1. **Hand-Designed**: The hand-designed baseline is a traditional interface that can be regarded as the current status quo. The layout is identical to the intelligent settings (five top-level attribute menus, each with three items when expanded). However, none of the submenus open automatically.

2. **Random**: In the random baseline, the interface agent randomly opens a submenu. This baseline, standard in RL literature, will allow us to judge how much our agent learns.

3. **SVM**: To compare to a supervised learning baseline, we follow [27] and use a Support Vector Machine (SVM) with an RBF kernel as the interface agent. We train the SVM on a synthetic dataset of 10000 samples generated with a user agent pre-trained on the random baseline. More samples did not result in a better performing SVM. The input is identical to the state representation of the interface agent. The labels indicate which item was selected by the user agent. The task is to predict the most likely item to be used for the next user interaction, given the observed user state.

### 7.3 In Silico Evaluation

In order to characterize the performance our method we first perform an in silico evaluation.

#### 7.3.1 Procedure

In our in silico evaluation, we compare our method against the three baselines (Sec. 7.2). To this end, we train the user agent model on each baseline interface. Note that the baselines stay fixed during training of the user agent (i.e., the SVM is trained a priori and not updated), whereas our method allows for simultaneous training. We run each experiment twelve times across random seeds. To compare the methods quantitatively, we vary the number of initial attribute differences from 1 to 5. For each IAD, we generate 200 rollouts with randomly sampled initial and goal states, yielding 1000 evaluation samples in total.

#### 7.3.2 Results

Figure 4 summarizes the training results. We use two metrics for this evaluation: (a) task completion rate, which indicates the fraction of successfully completed episodes (an episode is terminated when it lasts too long or an agent takes an impossible action), and (b) the number of actions needed by the user agent to complete a task, normalized by the number of IADs.

In Figure 4 a), we see that all methods reach a task completion rate close to 100% within 100 training epochs. Thus, the user agent learns to successfully interact with all of the baseline interfaces. However, when looking at Figure 4 b), we observe that in terms of actions required per attribute difference, the baselines converge to higher values than
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Fig. 4. a) The fraction of successfully completed tasks. For visibility reasons we only plot the first 100 training epochs. b) The mean number of steps needed to solve a task, normalized by the number of initial attribute difference. We see that, although with all methods the user agent learns to complete the task (a), the user agent uses requires the least actions when trained with our interface agent (b).

Fig. 5. We evaluate our method in silico. We report the mean number of actions our user agent takes for different IADs. Our method outperforms the three baselines. Furthermore, we see that the improvement with regard to other baseline increases with more IADs. Hence, our method’s advantages become more evident with increasing task complexity.

Our method (lower is better). The Hand-Designed baseline converges to a stable number of actions, which is expected because the actions per IAD is lower-bounded (Figure 5). More specifically, it requires the user to open a submenu and select an attribute for each desired change. Therefore, we see that the Random baseline out-performs the Hand-Designed variant. This likely occurs because occasionally opening the correct submenu is more beneficial than opening no submenu at all (Hand-Designed).

These findings are also reflected in Tab. 2. A Friedman test revealed a significant effect for the method ($\chi^2(3) = 18.04, p < .001$) and IAD ($\chi^2(4) = 166.10, p < .001$). We analyzed our results further with a Bonferroni-corrected post-hoc test. We find significant differences across the board for the method (all $p < .001$, averaged across IADs). Our
Table 2. In Silico Results: mean (± SD) number of actions per method across different number of initial attribute differences. Lower values mean better performance. Bold indicates a significant difference with regard to all baselines. All experiments are averaged over twelve random seeds.

| Number of Initial Attribute Differences | 1     | 2     | 3     | 4     | 5     | Mean   |
|----------------------------------------|-------|-------|-------|-------|-------|--------|
| Hand-Designed                          | 2.12 ± 0.03 | 4.10 ± 0.02 | 6.13 ± 0.03 | 8.18 ± 0.05 | 10.21 ± 0.05 | 6.15 ± 0.04 |
| Random                                 | 1.86 ± 0.03 | 3.51 ± 0.03 | 5.01 ± 0.05 | 6.37 ± 0.08 | 7.50 ± 0.08 | 4.85 ± 0.06 |
| SVM                                    | 1.85 ± 0.02 | 3.3 ± 0.04  | 4.50 ± 0.05 | 5.45 ± 0.05 | 6.18 ± 0.05 | 4.26 ± 0.04 |
| Ours                                   | 1.92 ± 0.07 | 3.25 ± 0.06 | 4.23 ± 0.09 | 5.05 ± 0.04 | 5.37 ± 0.04 | 3.97 ± 0.06 |

method, with a mean of 3.97 actions, uses on average 2.18 actions less than the Hand-Designed baseline, 0.88 actions less than Random, and 0.29 actions less than the SVM baseline. This statistically significant result indicates that our method outperforms all baselines, and reduces the number of user agent actions, increasing the user agent’s efficiency.

When looking at the performance across different number of initial attribute differences in Tab. 2, we see that the Hand-Designed baselines always uses significantly more actions than all three other methods (all \( p < .001 \)). We find no significant difference between Ours-Random (\( p = 0.23 \)) and Ours-SVM (\( p = 0.17 \)) for a single initial attribute difference. With two or more IADs, our method uses significantly less actions than Random (all \( p < .001 \)). For low IADs, there is no significant difference between our method and the SVM baseline (\( p = 1.00 \)). However, for three or more IADs, our method uses significant less actions than the SVM baseline (all \( p < .001 \)).

These results indicate that our method improves the further we go beyond a myopic setting compared to baselines. Real world tasks often feature long action sequences; where this effect may be even more pronounced.

7.4 User Study

To evaluate whether the interface agent improves real user performance, we conduct a user study. We do this by replacing the user agent with real end-users.

7.4.1 Procedure. The participants interact with our interface agent and the baseline interfaces. Due to potential participant fatigue, we evaluate on two baselines (Hand-Designed and SVM, thereby omitting Random), as well as four and five IADs. The three settings are counter balanced with a Latin square design and the participants complete 26 trials per setting; we discard the first six trials for training. The user study lasts 20 to 25 minutes per participant and they can rest between trials. We ensure that the number of initial attribute differences is uniformly distributed among the participant’s trials. The participants use a Logitech MX Master 3 Mouse and a 27” 4K display.

Participants. We conduct our study on 12 users (9 male, 3 female, aged between 24 and 38). All participants are right handed and have normal or correct-to-normal vision.

7.4.2 Results. As shown in Tab. 3, real users require less actions on average to complete the tasks with our method compared to both the Hand-Designed and SVM baselines. More specifically, users on average need 3.82 actions less with our method compared to the Hand-Designed baseline, and 0.650 actions less than the SVM baseline. A Friedman test reveals a significant effect for method (\( \chi^2(2) = 37.28, p < .001 \)), but not for IAD (\( \chi^2(1) = 2.95, p = 0.09 \)).
Fig. 6. The number of actions real users need to solve a task in the photo editing setting for four and five initial attribute differences. We see that both the SVM and our method outperform the standard Hand-Designed interface. Our method outperforms the SVM.

To evaluate the difference in method, we conduct a Bonferroni-corrected post-hoc test. The real users require significantly less actions with our method compared to both baselines ($p < .001$). Averaged over both IADs, users need 5.55 actions on average with our method, compared to 9.37 and 6.20 for the Hand-Designed and SVM baseline.

We find that real users use less number of actions with our method than the Hand-Designed baseline for both initial attribute differences (both $p < .001$). In the case of Ours vs SVM, we also find a significant decrease in actions with our method for both attribute differences ($p = 0.006$ and $p < .001$ for four and five IADs, respectively).

Therefore, we observe a significant decrease in the number of actions between our method and the two baselines for both simulated users and real user. This shows that our method increases the efficiency of real users that interact with our method. Furthermore, the results indicate that our interface agent learns an adaptation strategy that transfers well to real users despite being trained only with our simulated user model.

We find that users need to get used to our interface agent. For instance, P7 remarked during trials in the beginning "I don’t know which tab will open next" about our method. While the same participant in later in the block remarked "now that I understand what this setting does, I am liking it more than the standard interface." This could be an indication how co-adaption is indeed happening when we introduce an AUI and that users take a few trials to get used to this.
Fig. 7. We introduce an intelligent toolbar. In this task, the user is trying to match their current tool selection to a target configuration (1). The toolbar has more items than slots, therefore the interface agent needs to assign the most relevant items to the slots (2). The user agent’s high-level policy updates the target based on the available items, e.g., it selects ‘Green’. The low-level motor control policy then executes a motion to select this attribute (3). Thereafter, the interface agent again updates the selection of available attributes (4). Finally, the user agent selects another action, e.g., ‘Circle’, after which the task is finished (5). The task is completed when the shape and goal match.

**Human-Agent Comparison.** To evaluate the validity of our user agent, we compare the real user data against user agent data (collected from interactions with our method and the Hand-Designed and SVM baseline interfaces). We conduct a Friedman test and find a significant effect for method on number of actions ($\chi^2(2) = 78.17$).

We conduct a Bonferroni-corrected post-hoc test. We find no significant difference between the agent and human on the Hand-Designed baseline ($p = 0.79$). Since the interface has no automatic component, this reduces the likelihood for non-forced errors by real users. However, we find a difference with SVM ($p < .001$) and Ours ($p = 0.003$) between real user and user agent.

### 8 USAGE SCENARIOS

To showcase the generalizability of our approach across different settings, we introduce two additional use cases, which we evaluate in simulation.

#### 8.1 Toolbar

The first additional scenario is an abstract scenario for operating a toolbar in a graphic design software. In general, toolbars are features to make complex interfaces easier to navigate. However, they suffer from limited space to show items. Our toolbar is used for configuring a brush. The goal is to match a shape input state to a target shape state (Fig. 7). We represent the brush with four attributes: i) shape, ii) color, iii) size, and iv) outline. The shape and color each have three possible states, while the size and outline each have two. Our menu has three visible slots that can be used to assign items to, which is significantly lower than the ten available items. Furthermore, there is a permanent button ("next" in Fig. 7) that triggers an interface agent action without altering the current shape input state. This button is also used to update the visible slots when interacting with the Hand-Designed baseline.

To show the modularity and versatility of our hierarchical user model, we replaced our user agent’s rule-based low-level motor control policy (see Section 5.2.2) with an RL-based policy, similar to [40]. The advantage of a Fitts’-Law based policy (as in Sec. 5.2.2) is that it avoids the complexity of learning, thereby enabling more realistic and complicated interfaces. On the other hand, Jokinen et al. have shown that human-like behavior can emerge from RL-based control methods. Furthermore, a learned low-level motor control policy could pave the way to more complex models, such as biomechanical, muscle-based skeletons [39].
Table 4. Mean (± SD) number of clicks per method across different number of initial attribute differences for the toolbar task with real users. Bold indicates a significant difference with regard to both baselines.

| Number of Initial Attribute Differences | 1       | 2       | 3       | 4       | mean    |
|----------------------------------------|---------|---------|---------|---------|---------|
| Hand-Designed                          | 2.47 ± 0.32 | 4.38 ± 0.24 | 5.89 ± 0.29 | 7.08 ± 0.14 | 4.96 ± 0.26 |
| Random                                 | 2.10 ± 0.29 | 4.01 ± 0.27 | 5.23 ± 0.26 | 6.64 ± 0.25 | 4.50 ± 0.27 |
| Ours                                   | 2.12 ± 0.13 | 2.99 ± 0.11 | 4.11 ± 0.25 | 5.20 ± 0.29 | 3.61 ± 0.21 |

To compare the validity of our method for this new usage scenario we conduct an additional user study. The setup of the study was similar to our main user study (see Sec. 7.4). We compare with the Hand-Designed and Random baselines. As shown in Tab. 4, real users require less actions to solve the task with our method than with the baselines. We find significant effects both for the method and attribute types.

We conduct a mixed-factor two-way repeated-measures ANOVA with a Greenhouse-Geisser correction. We will refer to classification of real or simulated user as “type”. Overall we find no significance between subjects with regard to type \( F(1,11) = 1.20, p = 0.286 \). However, we find a significant interplay between method and type \( F(1.01,11) = 18.116, p < .001 \), as well as a significant interplay between initial goal attributes and type \( F(2.26,11) = 4.73, p = 0.011 \).

We carry out further analysis via a Bonferroni-corrected post-hoc test. There is no significant difference in the number of actions between a real user and the user agent in the case of our method \( p = 0.15 \) and the Hand-Designed baseline \( p = 0.98 \). In terms of the initial attribute difference, averaged over the different methods, there is no significant difference between our agent and human participants \( \text{all } p > 0.05 \). We also find no significant difference between the user agent and the real users when averaging over all baselines and initial attribute differences. The real user and the user agent are closest, in terms of average number of actions, in the Hand-Designed setting. This means that we a lower baseline our user agent and user do not use a distinctly different number of actions to complete a task.

The most interesting qualitative insight about our method is reported by P10: “The order in which I click [the relevant items] matters. If I do it right I don’t have to click next.” This observation could indicate two things: i) our user agent and interface agent adapt to each other during training and develop implicit communication, ii) our participant is able to detect and adapt to this behavior. Investigating how explicit communication between human-in-the-loop and interface agents can be leveraged is an interesting and active research direction [66].

### 8.2 Virtual Reality Out-of-Reach Item Grabbing

In the second additional scenario, the user is asked to select and grab elements that are initially out of reach. The interface agent needs to move the intended item closer for the user to reach it and complete the task. For example, the task can include a series of objects that are out of reach in a virtual reality environment, as shown in Figure 8.

The need for the user agent to express their intention to the interface agent through its actions makes this task conceptually interesting. Furthermore, the task becomes more challenging compared to photo editing (see Sec. 7.1), because the user agent cannot solve the task on its own. Therefore, the user agent will not be able to learn the task at hand without the cooperation of the intelligent interface. We find that our method successfully learns the task and thus generalizes to this setting. For qualitative results, we refer the reader to the supplementary video.
9 DISCUSSION

Our work models online UI adaptation via multi-agent reinforcement learning. In the following, we discuss our findings, limitations and elaborate on exciting opportunities for future work.

The results of our in silico evaluation (see Sec. 7.3) have shown that our multi-agent reinforcement learning approach is capable of learning UI adaptations that increase user efficiency. The user agent learns to interact with the interface, while the interface agent learns suitable UI adaptions. We empirically show that our method supports the user agent better than other approaches. The SVM baseline achieves comparably good results, since it was trained on the high-quality data of the user agent, which had learned to behave optimally. However, our method still outperforms this baseline. We argue that this is due to our interface agent seeing non-optimal interactions of the user agent at the beginning of training. As a result, it knows how to recover from the errors of real users, rendering it more robust than the SVM.

We have provided empirical evidence that the interface agent helps real users in a user study (see Sec. 7.4). This shows that the user agent is a good proxy to learn useful interface agent policies. We hypothesize that the difference in behavior between the user agent and participants comes from cognitive mistakes real users make (e.g., the user mistakenly selecting an irrelevant attribute in the photo editing task). The user agent trained with reinforcement learning, as proposed in our method, is less prone to these types of errors.

In the toolbar scenario (see Sec. 8.1), we have demonstrated that the high-level decision making policy of our user agent can be combined with a learning based low-level motor control policy. We have found no significant difference with the behavior of real users, which shows that our method can be used in use cases where no user data is available. An interesting direction for future work is to learn motor control from human-like models, such as a biomechanical upper extremity model [39]. This would allow to further remove any assumptions on user behavior form the model.

We also show how our method can be easily adapted to 3D Virtual Reality interfaces (see Sec. 8.2). In the presented scenario, it is not possible for users to complete the task without the help of the interface agent. This indicates the potential our approach for adaptive interfaces where the UI needs to work in conjunction with the user. This is especially important for emerging interface technologies where AUIs need to continuously adapt system input and output for users to be able to fully leverage them [28].

In addition to its practical use, our method has theoretical appeal as it provides an intuitive, computational and plausible model of the bilateral nature of AUIs. The user and the computer need to form an implicit theory of mind to infer the other’s intention and goal without explicit communication. While it extends the scope of the paper, we believe that future work can leverage our method to gain a better theoretical understanding of how users interact with a UI.

Fig. 8. We introduce an out-of-reach object grabbing task in VR. In this task a user attempts to grab a specific object, that is initially out of reach, in a Virtual Reality space containing multiple objects (1). First the user agent needs to learn to move towards that object (2). The interface agent needs to learn to correlate that movement to the intended object (3). The user then grabs the intended object to finish the task (4).
and how successful AUIs need to be adapted. A first step towards this would be to increase the cognitive capabilities of our user agent. For instance, human gaze patterns could be modeled [70] to elicit more complex and realistic user behavior. Moreover, other cognitive processes, such as task comprehension and memory, could be considered.

Our work is the first to demonstrate the feasibility of modeling both user and interface as agents in an RL setting. This will open up exciting directions for future work. However, community effort is required to scale to real-world applicability. The main technical difficulty lies in 1) the exponential growth in complexity with the increased number of items and 2) longer horizon tasks. While we have demonstrated that our formulation can be used to solve problems with up to 5 billion possible states (toolbar application), further research is necessary to overcome the complexity hurdle. This will require both, algorithmic advancements, including pre-training [18] and leveraging human demonstrations to guide exploration [15], as well as more efficient formulations of the UI adaptation problem.

Our setup lends itself to scale to i) multiple users with different skills and intentions and ii) more complex UI adaptation strategies (e.g., changing the items and the size of a toolbar) that work in conjuncture. Furthermore, increasing the number of interface agents could lead to more intricate user behavior and open the door for more elaborate interface adaptations. For instance bespoke assistive UIs for users with specific needs, UIs for users with specific expertise levels, or UIs that adapt to the physical environment.

10 CONCLUSION

In this work, we have taken a first step towards a general learning-based framework for adaptive UIs. We achieve this via a multi-agent reinforcement learning formulation that includes a user agent and an interface agent. The user agent tries to achieve a task-dependent goal as fast as possible. The interface agent cannot observe the intention of the user agent. Hence, it is forced to learn the underlying task structure by observing the interactions between the user agent and the UI. Since both agents are trained jointly, we find that the agents learn to collaborate and become more efficient at solving the task. More fundamentally, it also eliminates the need for offline user data. We have evaluated our approach in simulation and with humans. Our method reduces the mean number of actions to complete the task when compared to baselines. Furthermore, it generalizes well to real users. This illustrates that we can learn useful adaptation strategies without pre-collected user data or extensive task knowledge.
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A CURRICULUM LEARNING

We use curriculum learning for the hierarchical menu setting (see Sec. 7.1). Specifically, we adjust the difficulty level every time a criteria has been met by increasing the mean number of initial attribute differences. More initial attribute differences result in longer action sequences, and is therefore more complex to learn. We increase the mean by 0.01 every time the successful completion rate is above 90% and the last level up was at least 10 epochs away.

We randomly sample the number of attribute differences from a normal distribution and round it to the nearest integer. The mean of this distribution is the current task level divided by 100, and the standard deviation is 1. We clip the sampled number of attribute difference to the range $[1, n_a]$, where $n_a$ is the number of attributes in the setting (in the case of photo editing 5).

B LEARNED USER AGENT

B.0.1 High-Level Decision Making. To enable the learning-based low-level motor control policy, we need to make slight changes to the decision making policy. More specifically, the high-level state space $S_D$ includes $\lambda$ and $t$ and is defined as:

$$S_D = (p, m, x, g, t, \lambda),$$

which comprises: i) the current position of the agent $p \in I^2$, ii) a one-hot encoding of the item-to-slot assignment $m \in \mathbb{Z}^{n_i \times n_s}$, with $n_i$ and $n_s$ being the number of menu items and slots, respectively, iii) the current input state $x \in \mathbb{Z}^{n_i^2}$, iv) the goal state $g \in \mathbb{Z}^{n_i^2}$, v) the target slot of the previous time-step $t \in \mathbb{Z}_2^{n_s}$, and vi) the normalized last used speed-accuracy trade-off weight $\lambda \in [0, 1]$. Here, $I$ denotes the unit interval $[0, 1]$.

The action space $A_D$ now contains the $\lambda$, and is defined as:

$$A_D = (t, \tilde{\lambda}),$$

which contains the next target slot, $t \in \mathbb{Z}_2^{n_s}$, for the low-level and the speed-accuracy weight $\tilde{\lambda} \in \mathbb{Z}_{20}$, where 20 is an empirically found discretization of the speed-accuracy trade-off space. The weight $\tilde{\lambda}$ is then scaled to the range $[0, 1]$. The speed-accuracy trade-off action is discretized in the action space, since mixed action spaces (i.e. discrete and continuous) are not readily implementable in PPO.
The reward for the high-level decision making policy consists of two weighted terms to trade-off between task completion accuracy and task completion time. Therefore, the high-level policy needs to learn an optimal risk-averseness, we append a regularizer on $\lambda$ to the cost function.

$$R_D = \alpha E_{gd} - (1 - \alpha) (T_D + T_M) - \kappa |\lambda_i|_2^2 + \mathbb{I}_{\text{success}},$$  \hspace{1cm} (10)

$E_{gd}$ is the difference between the input state and the goal state, $\alpha$ is a weight term, and the movement time is an output of the low-level policy. $\kappa |\lambda_i|_2^2$ is a weighted regularizer that penalizes a change in lambda. $\mathbb{I}_{\text{success}}$ is an indicator function that is 1 if the task has been successfully completed and 0 otherwise.

### B.0.2 Low-Level Motor Control

The low-level motor control policy controls the end-effector movement. In particular, given a target slot and a speed-accuracy trade-off weight, the policy selects the parameters of an end point distribution. Given the current position and the end point parameters (mean and standard deviation), we compute the predicted movement time using the WHo Model [33]. The low-level policy needs to learn i) the coordinates and dimensions of menu slots, ii) an optimal speed-accuracy trade-off given a weight $\lambda$, a target slot, and its current position (see Fig. 9).

To prevent the low-level motor control policy from correcting wrong high-level decisions, and to increase general performance, we limit the state space $S_M$ to strictly necessary elements with respect to the motor control task [14]:

$$S_M = (p, t, \lambda),$$  \hspace{1cm} (11)

with the current position $p \in I^2$, the target slot $t \in Z_{n \times s}^2$, and the speed-accuracy weight $\lambda \in [0, 1]$.

The action space $A_M$ is defined as follows:

$$A_M = (\mu_p, \sigma_p).$$  \hspace{1cm} (12)

It consists of $\mu_p \in I^2$ and $\sigma_p \in I$, i.e., the mean and standard-deviation which describes the end point distribution in the unit interval. We scale the standard deviation linearly between a min and max value where the minimum value is the size of a normalized pixel width and the max value is empirically chosen to be 15% of the screen width. Once an action is taken, we sample a new end-effector position from a normal distribution: $p \sim N (\mu_p, \sigma_p)$.

Given the predicted actions, we compute the expected movement time via the WHo model [33], similar as in our non-learned low-level motor control policy in the main paper.

The reward for the low-level motor control policy is based on the motoric speed-accuracy trade-off. Specifically, we penalize: i) missing the target supplied by the high-level ($\neg h$), and ii) the movement time ($T_M$). Furthermore, we add a penalty iii) which amounts to the squared Euclidean distance between the center of the target $t$ and $\mu_p$. This incentivizes the policy to hit the desired target in the correct location. Since the penalty only considers the desired point $\mu_p$, it will not impact the speed-accuracy trade-off (which is a function of $\sigma_p$). The total reward is defined as follows:

$$R_M = \lambda (\neg h) - (1 - \lambda)T_M - \beta ||\mu_p - \mu_t||^2_2,$$  \hspace{1cm} (13)

where $\neg h$ equals 0 when the target button is hit and $-1$ on a miss. A hit occurs when the newly sampled user position $p$ is within the target $t$, while a miss happens if the user position is outside of the target. $\beta$ is a small scalar weight.