A simplistic dynamic circuit analogue of adaptive transport networks in true slime mold
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Abstract: This paper presents a simplistic dynamic circuit analogue for an adaptive transport network model in true slime mold by Tero et al. This circuit analogue model is derived from Tero’s model through nontrivial simplification under certain assumptions, and it realizes less computational complexity through a reduction of the number of variables. Despite its simplicity, systematic simulations confirm that the shortest path search task is efficiently accomplished with this model: (i) the shortest path is always identified, for various random networks; (ii) if there are multiple, competing shortest paths in the network, they are simultaneously identified; and (iii) for random deletions of a link in the shortest path, a new shortest path is quickly identified accordingly. The model proposed here is easily implemented on the circuit simulator SPICE for instance, and hence the path search time will be further reduced with certain numerical devices including automatic adaptive numerical integration schemes as well as an acceleration method proposed in the end of the paper.
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1. Introduction

A pioneering study by Tero et al. [1, 2] has recently uncovered a new shortest path search method, motivated by observation of the amoeba-like organism (plasmodium) of the true slime mold Physarum polycephalum [3] (hereafter abbreviated to Physarum). They showed that their method (i.e., Tero’s model) identifies the shortest path and, according to systematic numerical simulations and analysis, this ability is robust to temporal changes in the network topology [1, 2]. Later on, some of their results
are mathematically proved by Miyaji and Ohnishi [4], where a kind of ‘local’ Lyapunov function is cleverly constructed for planar graphs. This result in [4] enabled further analytical investigations. For instance, convergence to shortest paths are proved for all graphs [5], and for a time-discretization of the Tero’s model [6].

Incidentally, Aono’s group has explored a more difficult combinatorial optimization; the traveling salesman problem (TSP), using Physarum [7]. Their systematic experiments showed that Physarum finds a high quality solution for the (8-city) TSP with a high probability. Thus, Physarum-inspired algorithms and their physical implementation are expected to explore new, primitive but sophisticated computing machinery.

In this paper, we propose a nontrivial circuit analogue of Tero’s model [1, 2], which is directly implemented on circuit simulators such as SPICE. From systematic investigations of this circuit, we numerically verify the following patterns for all the instances considered here1: (i) the shortest path is always identified, (ii) multiple, competing shortest paths are simultaneously identified, and (iii) a new shortest path is identified immediately after a link is lost in the shortest path. Also, the required times for this shortest path search method are systematically investigated. As far as we know, such properties by a simplistic shortest path search algorithm have never been reported before.

Some results in this paper were presented in NOLTA’07 [8]. The present paper carefully reexamines all the simulations and further investigates the above item (iii) of the presented method, and hence it adds new and original contents. The remainder of this paper is organized as follows. In Section 2, we briefly review the mathematical model by Tero et al. [1, 2] and construct a circuit analogue for it. In Section 3 we investigate the path search time and the path search process in the proposed circuits. Then, the discussion and conclusions are presented in Section 4.

2. Mathematical model for transport network in Physarum polycephalum and its dynamic circuit analogue

Systematic experiments demonstrate that adaptive transport networks in the true slime mold Physarum have a shortest path search ability [3]. Motivated by this observation, Tero et al. [1, 2] constructed a simple mathematical model for adaptive transport networks in Physarum (Tero’s model, below). They numerically and analytically investigated how their model reaches the shortest path. In this section, we review Tero’s model and construct a nontrivial circuit analogue for it. Implementation of this circuit on SPICE is also considered.

2.1 Mathematical model for transport networks in Physarum

We start by reviewing the mathematical model for adaptive transport networks in Physarum per [1, 2]. This living network initially contains numerous thin ‘tubes’ filled with nutrient-transporting liquid that sense and respond to the environment. If we set two ‘foods’ on $N_1$ and $N_2$ in the network, as shown in Fig. 1(a), Physarum tends to connect $N_1$ and $N_2$ with a shortest path of tubes by adaptively growing (or degrading) the thickness of these tubes [3]. The dynamics of network adaptation in Physarum [1, 2] is modeled by experimental results and physiological insights at the molecular level

---

1We have used 60 instances of randomly generated network with various sizes for shortest path search. See Section 3.1 for more details.
A circuit analogue for Tero’s model is constructed as in Fig. 1(b). First, we regard the flux $Q_{ij}$ as the current $I_{ij}$, the pressure $p_i$ as the voltage $V_i$, and $D_{ij}^{-1}$ as the unit resistance $R_{ij}$. The change of variables is: $p_i \equiv V_i$, $D_{ij}^{-1} \equiv R_{ij} = V_{ij}/I_{ij}$, and $Q_{ij} = (D_{ij}/L_{ij})V_{ij} = I_{ij}/L_{ij}$, in which $V_{ij} \equiv V_i - V_j$. Then, the equivalent equations to (1), (2), (3), and (5) are obtained for $I_{ij}(t)$, $V_{ij}(t)$, and $L_{ij}$. The circuit analogue of Eqs. (1), (2), and (3) is clear and trivial, since these equations represent Ohm’s law and Kirchhoff’s law. On the contrary, the circuit analogue of Eq. (5) is nontrivial, because it is not clear how to implement an Eq. (5) analogue with simple circuit elements. However, if we assume that the time evolution of $V_{ij}$ is relatively slow, compared with that of $I_{ij}$, a reduction becomes possible as follows.
First, from Eqs. (1) and (5), the following equation is directly obtained after setting $\alpha$ and $r$ to unity:

$$L_{ij} \frac{d}{dt} \left( \frac{I_{ij}}{V_{ij}} \right) = |I_{ij}| - L_{ij} \frac{I_{ij}}{V_{ij}},$$

where $L_{ij}$ is a positive constant. If $V_{ij}$ evolves much slower than $I_{ij}$ (i.e., Assumption 1; the validity of this assumption is numerically verified later in Section 3.2), then the following is valid for a certain (infinitesimally) short time span,

$$\frac{d}{dt} I_{ij}(t) = \frac{V_{ij}}{L_{ij}} |I_{ij}(t)| - I_{ij}(t),$$

where $V_{ij}$ is safely approximated as a constant parameter and its values is determined with $I_{ij}(t)$ from Ohm’s law and Kirchhoff’s law (i.e., Eqs. (1), (2), and (3)) at each time span. Then, the solution of $I_{ij}$ is given by

$$I_{ij}(t) = I_{ij}(0) \exp \left[ \left( \frac{V_{ij}}{L_{ij}} - 1 \right) t \right] > 0,$$

or

$$I_{ij}(t) = I_{ij}(0) \exp \left[ \left( -\frac{V_{ij}}{L_{ij}} - 1 \right) t \right] < 0,$$

respectively for a positive or negative initial value of $I_{ij}(0)$. Now the variable $D_{ij}(t)$ in Eq. (5) is eliminated, and Eq. (5) is reduced to Eqs. (8) and (9) via Eq. (6). This reduction makes our path search process computationally more effective, since the number of variables ($I_{ij}$ and $V_{ij}$) is now $M+N$. This $M+N$ is reduced from the original $2M+N$ variables ($Q_{ij}$, $D_{ij}$, and $p_i$), and the reduced number $M$ ($= 2M + N - M - N$) is often huge when the links are dense.

Here we note, in identifying the unknown shortest path in the network, the final direction of the current on each link is not given in advance. This requires some modifications for Eqs. (8) and (9).

A simple but nontrivial construction is obtained by superimposing both currents Eqs. (8) and (9):

$$I_{ij} = I_0 \exp \left[ \left( \frac{V_{ij}}{L_{ij}} - 1 \right) t \right] - I_0 \exp \left[ \left( -\frac{V_{ij}}{L_{ij}} - 1 \right) t \right],$$

in which $I_0$ and $-I_0$ respectively correspond to $I_{ij}(0)$ in Eqs. (8) and (9). In this modification, both directions of currents are implicitly assumed in each link, which tolerates the uncertainty of the final currents directions. In conjunction with this uncertainty, $I_{ij}$ in Eq. (10) becomes 0 at $t = 0$ since we have set $I_{ij}(0)$ in Eqs. (8) and (9) as $I_0$ and $-I_0$ respectively. Therefore, this time-dependent, nonlinear voltage-dependent current source $I_{ij}$ is well-defined for $t \geq 0$, and can be stably simulated. The identified shortest path is characterized as follows. In Eq. (10), $I_{ij}$ converges to $I_0$ or $-I_0$ if and only if $V_{ij}$ converges to $L_{ij}$ or $-L_{ij}$ respectively\(^2\), and otherwise $I_{ij}$ dies out to 0. This implies all $|I_{ij}| \to I_0$ on the shortest path, which is consistent to Eqs. (2), (3) (Kirchhoff’s law) and it is verified in all simulations in this study.

Even though the above construction is somewhat heuristic, the shortest paths (and the second shortest paths) for all 60 cases given in Section 3.1 are successfully obtained in this circuit, with SPICE\(^3\). This result and the underlying mechanism will be investigated in detail in the next section.

3. Path search process and elapsed times

Thus far, we have derived a dynamic circuit analogue from Tero’s model [1, 2]. In simulating this circuit we set a constant current source ($\sim 10$ A) between the nodes $N_1$ and $N_2$, and we connect a large resistance $R$ ($\sim 100$ k$\Omega$) in parallel with the nonlinear current sources of Eq. (10), as shown in Fig. 1(b). The reason why this resistance $R$ is introduced is understood as follows. Firstly, at $t = 0$ there is no current on every link because $I_{ij}$ becomes 0 at $t = 0$. However, as we assumed a

\(^2\)In Eq. (10) the speed of convergence in $V_{ij}$ is fast enough, compared with the increasing speed of $t$, which is not yet proved but verified in all simulations in this study.

\(^3\)An illustrative example on SPICE (netlist) is available from the following site: http://synchro3.ee.uec.ac.jp/netlist2015.pdf, which generates the data shown in Fig. 5(a).
constant current source between \( N_1 \) and \( N_2 \), there must be a bypass (a constant resistance) in parallel. Secondly, it is desirable that all the current should pass through only the shortest path eventually. So this constant resistance should be as large as possible. The most widely used circuit simulator SPICE is used for all simulations in this study, as its numerical results are reliable and they can be easily traced by many researchers.

### 3.1 Elapsed times for shortest path search

As we shall see in Section 3.2, typical path search processes consist of two stages: an early fast-evolving transient process and a final process slowly converging to an shortest path (which is shown later in Fig. 3(a) for a typical case). Thus, the shortest path is obtained immediately after this fast evolving stage in practice, which is judged by changing rates of the currents being less than a threshold (\( \sim 1.0 \times 10^{-3} \text{ A/s} \) for instance).

To investigate the averaged elapsed times required for the shortest path search, we have systematically generated random networks with \( N \) nodes and \( M (= 4N) \) links for \( N = 2^5, 2^6, 2^7, 2^8, 2^9, \) and \( 2^{10} \), respectively. For each \( N \), 10 networks are randomly generated and our shortest path search method is applied to each network. Also, Dijkstra’s algorithm for finding the shortest path \([10]\) is applied to the same networks to verify the advantage and the correctness of our path search results.

Figure 2 shows the elapsed times for our proposed method, where a comparison is made among elapsed times for simulations based on Dijkstra’s algorithm (plotted with \( \Box \) on a PC (Dell Dimension 8300, Pentium 4 3.2 GHz CPU), elapsed times on (virtual) circuits (\( \Diamond \)) on the SPICE simulator, and their averages (\( \times \)). By comparing these two elapsed times, we can clarify the essential physics behind this path search process, which is not influenced by simulation details. Namely, we observe the following patterns:

(i) for all cases except for the five exceptional slowly converging cases ‘a,’ ‘b,’ ‘c,’ ‘d,’ and ‘e,’ the circuit finds the shortest path within around 100 s, irrespective of the number of nodes \( N \), and

(ii) although the simulation times clearly show an increasing tendency (partly reflecting the time complexity of the numerical integration in the simulator), the average elapsed times (\( \times \)) for the circuit do not apparently show such a tendency with respect to \( N \). Nevertheless, the exceptional cases ‘a,’ ‘b,’ ‘c,’ ‘d,’ and ‘e’ deviate from the averaged circuit time significantly.

### 3.2 Shortest path search process

To investigate the mechanism behind the above observations (i) and (ii), we have numerically analyzed the time courses of path search processes in detail, by setting \( I_0 \) in Eq. (10) to 10 A. Figures 3(a)

\[^4\text{Those random networks are downloaded from the DIMACS challenge site [9], which is widely used by researchers of combinatorial algorithms and its validity has been tested by them.}\]
Fig. 3. Two typical path search processes in the proposed method. Horizontal axes (Circuit Time) represent the elapsed time in the circuits. $I_0$ is set to 10 A. (a) Fast converging case. ◦ and □ represent $I_{ij}(t)$ for the shortest path and the other paths respectively. (b) Slowly converging case. ◦, ◦, and □ respectively represent $I_{ij}(t)$ for the shortest path, the second shortest path, and the other paths. (c) Time evolution of the shortest path solution $V_{ij}$ (red) and $I_{ij}$ (black) for the fast converging case (a). (d) Time evolution of the shortest path solution $V_{ij}$ (red) and $I_{ij}$ (black) for the slowly converging case (b). [Note that right after $t = 0$ some $V_{ij}$ become too large to be included in Figs. 3(c), (d), since all current (10 A) passes through the bypass resistance $R$ (100 kΩ).]

and (b) respectively shows two typical examples from a fast converging case and a slowly converging case (i.e., the data point ‘a’ in Fig. 2). In both figures, we plotted all the currents in the network, but they quickly coalesced into some groups.

As we observe in Fig. 3(a), in a typical instance of $N = 2^6 = 64$, the shortest path (denoted by ◦) can be already identified at around $t = 20$ s, while other paths (□) quickly disappear, namely their associated currents go to 0.

In contrast to such fast converging cases, we have investigated slowly converging cases ‘a,’ ‘b,’ ‘c,’ ‘d,’ and ‘e’ in Fig. 2, as follows. For all these five cases, we verified that two groups of solutions are initially competing in the path search process. As shown in Fig. 3(b), for the case ‘a’ in Fig. 2, two groups of solutions (◦ and ◦) coexist for a certain period, and it is conjectured that the appearance of two such competing groups results in the slow convergence to the shortest path since the second shortest path, once formed at an early stage of the path search process, requires certain time to be removed. Actually, it is verified that these two groups of solutions correspond to the shortest and the second shortest paths in the network$^5$. Figures 4(a), (b), (c), (d), and (e) shows a summary of these network structures showing the shortest and the second shortest paths for the cases ‘a,’ ‘b,’ ‘c,’ ‘d,’ and ‘e,’ respectively, where $l$ denotes the distance between nodes. Note these two competing paths have path lengths that are quite close to each other. From the perspective of application, the above observation suggests some advantage of the proposed method (and possibly of Tero’s model $^1$, $^2$) as well over the conventional combinatorial algorithms; competing multiple paths are identified simultaneously at an early stage of the path search process.

Now, we numerically verify the validity of Assumption 1 in Section 2.2 in all simulations for shortest paths here. In Assumption 1, we have expected $V_{ij}$ evolves slower than $I_{ij}$, and it is partly true as shown in the typical cases of Figs. 3(c), (d). As observed in Figs. 3(c), (d), this assumption is violated.

---

$^5$By using Dijkstra’s algorithm $^{10}$, we have verified that these paths are the shortest and the second shortest paths, respectively.
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at a very early short span of the fast evolving process \((0 \leq t < 1 \text{ s})\). However, we note this assumption is satisfied for all time after the above very early stage. This implies that the system always satisfies Assumption 1 if we regard the initial conditions of \(V_{ij}\) and \(I_{ij}\) as their values at \(t = 1 \text{ s}\) for instance. And, this observation explains the situation how the derivation of Eqs. (8), (9) (and hence Eq. (10)) is validated, although the global convergence to the shortest path from any initial conditions is not clear from this argument.

### 3.3 Recovering process after random deletions of a link in the network

In Refs. [1, 2], Tero et al. showed that a new shortest path is quickly identified after random deletions of a link in the network. To verify that this ability is retained in our path search method, we have investigated the recovering process after random deletions of a link in the shortest path. Figures 5(a) and 6(a) respectively show two typical examples of the path search process for a random deletion of such a link at \(t = 100 \text{ s}\) for instance, after the fast converging process shown in Fig. 3. In these examples, the shortest path \((\circ)\) is already identified until \(t = 100 \text{ s}\), and this path disappears right after the deletion of a link on the shortest path. On the other hand, the new shortest path \((\blacklozenge\); verified with Dijkstra’s algorithm) emerges immediately after the deletion of a link in the shortest path\(^6\). Although here we only show the examples of \(N = 2^5\) and \(N = 2^6\) in Figs. 5 and 6 due to space limitation, the same pattern is observed in a total of all 60 instances for networks mentioned in Section 3.1. Thus, we expect that the proposed method can adapt quickly to a new shortest path, suggesting that the proposed method has certain robustness to temporal changes in the network, i.e., resilient path finding ability, at least numerically.

---

\(^6\)In most cases where random deletions of a link do not destroy the second shortest link, this new shortest path is the second shortest path in the original network.
Fig. 6. A typical example with network size $N = 2^6 = 64$. (a) Emergence of the new shortest path after the deletion of a link at $t = 100$ s. [Note that all currents are 0 at $t = 0$, although it is difficult to recognize this from the graph due to their fast movement at the initial moment.] (b) The shortest path (blue) and the new shortest path (green) in the network.

4. Discussion and conclusions

We have proposed a dynamic circuit analogue for the shortest path search method [1, 2] which shows unique dynamical characteristics compared with the original Tero’s model [1, 2] as well as the classical Dijkstra’s algorithm [10]. One of the interesting characteristics is that competing multiple shortest paths (i.e., the shortest path and the second shortest path) are simultaneously identified during the path search process. This task is known to be difficult to achieve with Dijkstra’s algorithm or its modifications [11]. Although the circuit analogue here is somewhat heuristic and all the results are obtained numerically, the systematic simulations thus confirm practical utility of the proposed method, i.e., reduction of huge number of variables (i.e., number of links in the network) as well as a nontrivial nonlinear dynamics behind the system.

The elapsed time for the numerical shortest path search process can be further shortened by making the time step larger in the numerical integration scheme during the slow converging process in Fig. 3(a), for instance. Also, it is worth considering to replace $t$ in Eq. (10) with $t^2$ by regarding this $t$ here as a time-dependent parameter, after the fast evolving process shown in Fig. 3(a). Although this modification is non-rigorous, our preliminary results show that it successfully leads to the shortest path and reduces the simulation time, suggesting one possible practical acceleration method. Such accelerations of the proposed method is now ongoing and will be reported elsewhere.

IIn addition, a proof concerning why the shortest path is obtained with our method is now under consideration. For instance, in relation to rigorous results in [4–6] and their references within, it is worthwhile to consider if our system or Eqs. (1), (2), (3) and Eq. (10) has a Lyapunov function. On the other hand, it is also worth investigating if the slow dynamics of the proposed system with Eq. (10) is reduced to the original Tero’s model with Eq. (5) after the fast evolving process, by using mathematical techniques such as the method of multiple scales.
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