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Abstract—Motivated by the scalability limitations of Eulerian methods for variational Hamilton-Jacobi-Isaacs (HJI) formulations that provide a least restrictive controller in problems that involve state or input constraints under a worst-possible disturbance, we introduce a second-order, successive sweep algorithm for computing the zero sublevel sets of a popular reachability value functional. Under sufficient HJI partial differential equation regularity and continuity assumption throughout the state space, we show that with state feedback control under the worst-possible disturbance, we can compute the state set that are reachable within a prescribed verification time bound.

I. INTRODUCTION

At issue is returning point sets for dynamical systems’ behavioral evolution (or trajectory) throughout a state space. Such sets must satisfy input or state constraints in a least restrictive sense under a worst-possible disturbance [1], [2] over a time period. This is a classic reachability theory problem [3]; our study is motivated by the scalability issues associated with level sets or Eulerian methods [4], [5], which are well-known to scale exponentially for practical problems [6].

In this letter, we shall provide a successive approximation scheme for constructing the discriminating kernel for a controller’s “constraints-satisfaction” design specifications problem. Ours is an extension of approximation methods in Bolza-like objective functionals in differential optimal control [7] and games [8] due to Mitter [9], McReynolds [10], Ogunmolu [11], Jacobson [12], and Bryson and Denham [13].

We adopt a formal treatment, indicating how to resolve these problems computationally. Similar to the monotone characteristics of grid discretization methods [14], [15], under appropriate positivity of the Hamiltonian’s jacobian, we converge to a local saddle solution on the state space in a monotone fashion. Within the bounds here set, a rigorous numerical analysis of the successive approximation method can be carried out. We shall defer this treatment elsewhere.

Reachable sets can be analyzed in a (i) forward sense, where system trajectories are examined to determine if they enter certain states from an initial set; (ii) backward sense, where system trajectories are examined to determine if they enter certain target sets; (iii) reach set sense, in which they are examined to see if states reach a set at a particular time; or (iv) reach tube sense, in which they are examined to determine that they reach a set during a time interval.

In this work, we focus on the backward construction. Backward reachability consists in avoiding an unsafe state set under the worst-possible disturbance within a given time-bound. The states sets of a backward reachable problem constitute the discriminating kernel that is “safety-preserving” for a finite-time horizon control problem. For an infinite-time horizon control problem, they constitute the largest robust controlled-invariant set. In the absence of a disturbance, the resulting kernel is said to satisfy viability constraints. The set associated with the kernel computed in a backward reachability framework is termed the backward reachable set or BRS.

Eulerian methods [5], [16]–[18] resolve the BRS as the zero-level set of an implicitly-defined value function on a state space. Constructed as an initial value problem for a Cauchy-type Hamilton-Jacobi-Isaacs (HJI) partial differential equation (P.D.E.) [2], [4], [6], [19], the BRS in one dimension is equivalent to the conservation of momentum equation [18]. For a multidimensional problem, by resolving the P.D.E. on a dimension-by-dimension basis in a consistent and monotone fashion [15], [20], a numerically precise and accurate solution to the HJ P.D.E can be determined [5], [21]. However, as state dimensions increase, spacet ime discretization methods become impractical owing to their exponential complexity.

Applications of the algorithm presented in this work can be found in: (a) biological systems (such as morphological computational problems), where an agent must regulate dynamic equilibrium by optimally responding to disturbing external inputs; (b) economic systems, as in a price-setting environment where given agents’ preferences and budgets, the price set that satisfy budgetary constraints and the maximum number of agents must be found; (c) large process control plants, where a control law or policy must carefully regulate setpoints or trajectories against all competing constraints; (d) robotics and other engineering system value chains, where the dynamic evolution of systems that possess uncertainty in inputs, states, and environmental constraints need to be systematically managed such that the differential inclusion, or the overall closed-loop system’s states’ change rate preserve viability or discriminating constraints [3].

The body of this letter is structured as follows: § II describes the notation used. In § III, we introduce methods that will enable us formulate our proposal in § IV. We conclude the paper in § V.

II. NOTATIONS AND TERMINOLOGY.

We employ standard vector-matrix notations throughout. Conventions: small Latin letters are scalars; in bold-font they are vectors. All vectors are column-stacked. Upper-case Greek and Calligraphic letters are sets; the scalar product of two vectors \( \mathbf{x} \) and \( \mathbf{y} \), written as \( \langle \mathbf{x}, \mathbf{y} \rangle \), shall denote their inner product. Arbitrary real variables e.g., \( t, t_0, t_f, \tau, T \) shall denote
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time; fixed, ordered values of \( t \) shall be denoted as \( t_0 \leq t \leq t_f \).
The transpose of a matrix, \( \mathbf{X} \), is signified by the superscript \( T \). The contents of a matrix or vector are real throughout.
Exception: the identity matrix, \( \mathbf{I} \) contains 0 or 1 only. For a scalar function \( \mathbf{V} \), \( \mathbf{V}_x \) is the gradient vector, and \( \mathbf{V}_{xx} \) is the Jacobian matrix.

The state \( \mathbf{x} \) belongs in the open set \( \Omega \subset \mathbb{R}^n \). The pair \( (\mathbf{x},t) \) will be termed the phase of the system. The Cartesian product of \( \Omega \) and the space \( T = \mathbb{R}^T \) of all time values is termed the phase space, \( \Omega \times T \). The closure of \( \Omega \) is denoted \( \bar{\Omega} \) and we let \( \delta \Omega \) denote the boundary of \( \Omega \).

Unless otherwise stated, vectors \( \mathbf{u}(t) \in \mathbb{R}^{n_u} \) and \( \mathbf{v}(t) \in \mathbb{R}^{n_v} \) are reserved for admissible control (resp. disturbance) at time \( t \) for some \( n_u, n_v > 0 \). We say \( \mathbf{u}(t) \) (resp. \( \mathbf{v}(t) \)) is piecewise continuous in \( t \) if for each \( t, \mathbf{u} \in \mathcal{U} \) (resp. \( \mathbf{v} \in \mathcal{V} \)), \( \mathcal{U} \) (resp. \( \mathcal{V} \)) is a Lebesgue measurable and compact set. At all times, any of \( \mathbf{u}(t) \) or \( \mathbf{v}(t) \) will be under the influence of a player such that the motion of \( \mathbf{x}(t) \) will be influenced by the will of that player. When a control law or value function is optimal, it shall be signified by an asterisk superscript e.g. \( \mathbf{u}^* \).

We are concerned with the following dynamical system
\[
\mathbf{x}(t) = f(t,\mathbf{x}(t),\mathbf{u}(t),\mathbf{v}(t)), \quad \mathbf{x}(0) = \mathbf{x}_0, \quad -T \leq t \leq 0
\]
(1)
where \( \mathbf{x}(t) \) evolves from some initial negative time \(-T\) to a final time \(0\). Assumptions: The flow field \( f(t,\cdot,\cdot,\cdot) \) and \( \mathbf{x}(t) \) are bounded and Lipschitz continuous for fixed \( \mathbf{u} \) and \( \mathbf{v} \) with continuous second derivatives\(^1\). For the phase space \( (\Omega \times T) \), the set of all controls for players \( \mathbf{P} \) and \( \mathbf{E} \) are respectively drawn from
\[
\mathcal{U} \equiv \{ \mathbf{u} : [-T,0] \rightarrow \mathbb{R}^n \mid \mathbf{u} \text{ measurable}, \mathcal{U} \subset \mathbb{R}^{n_u} \}, \quad (2)
\]
\[
\mathcal{V} \equiv \{ \mathbf{v} : [-T,0] \rightarrow \mathbb{V} \mid \mathbf{v} \text{ measurable}, \mathcal{V} \subset \mathbb{R}^{n_v} \}, \quad (3)
\]
with \( \mathcal{U}, \mathcal{V} \) being compact.

At issue are two players interacting in an environment over a finite horizon, \([-T,0]\). The states evolve according to the continuous-time dynamics of Equation (1). For any admissible control-disturbance pair \( (\mathbf{u}(t),\mathbf{v}(t)) \) and initial phase \( (\mathbf{x},-T) \), there exists a unique trajectory \( \xi(t) \) such that the motion of (1) passing through phase \((\mathbf{x},-T)\) under the action of control \( \mathbf{u}(t) \), and disturbance \( \mathbf{v}(t) \), and observed at a time \( t \) afterwards, given by,
\[
\xi(t) = \xi(t; -T, x, \mathbf{u}(\cdot), \mathbf{v}(\cdot))
\]
(4)
satisfies (1) almost everywhere (a.e.).

Our operational theater is that of conflicting objectives between various agents e.g. with a flight level setpoint tracking goal under an external disturbance\(^1\) influence such as wind; whence, we have a pursuit-evasion game. Each player in a game shall constitute either a pursuer (\( \mathbf{P} \)) or an evader (\( \mathbf{E} \))\(^2\).
The set of all strategies executed by \( \mathbf{P} \) (resp. \( \mathbf{E} \)) during a game (beginning at a time \( t \)) is denoted as \( \mathcal{B}(t) \) (resp. \( \mathcal{A}(t) \)).

---

**III. BACKGROUND**

Reachable sets in the context of dynamic programming and two person games is here introduced. We restrict attention to verifying a dynamical system behavior (or trajectories) within the backward reachable sets construction of Mitchell et al\(^4\). We then establish the viscosity solution P.D.E. to the terminal HJI P.D.E, and describe the formulation of the BR and backward reachable tube (BRT). Let us enquire.

**A. Reachability for Systems Verification**

Reachability analysis is concerned with finding the set of forward (resp. backward) states that are reachable from a set of initial (resp. target) state sets, up to a final time under the worst possible disturbance. As opposed to reachability analysis for safety verification in software model checking\(^5\) where single program runs are computed per time from an initial state, here every possible trajectory or execution of a system are computed from all possible initial (resp. terminal states) states. This verification problem usually consists in finding a reachable states set that lie along the trajectory of the solution to a first order nonlinear P.D.E. Typically, this solution originates from some initial state \( x_0 \) at say \( t_0 \) up to a state, \( x(t_f) \), at a specified final time \( t_f \).

In Eulerian methods, the P.D.E. must be applied at every grid point in the state space and at every instant of time within the time horizon. As the system scales in dimension, this computation scales exponentially. Once computed, the optimal value function provides a safety certificate and a corresponding safety controller defined by the spatial gradients of the value function.

**B. The Backward Reachable (Target) Set**

For any optimal control problem, a value function is constructed based on a user-defined optimal cost that is bounded and uniformly continuous for any input phase \((\mathbf{x},-T)\) e.g. reach goal at the end of a time horizon i.e.,
\[
|g(\mathbf{x})| \leq k, \quad |g(\mathbf{x}) - g(\hat{\mathbf{x}})| \leq k|\mathbf{x} - \hat{\mathbf{x}}|
\]
(5)
for constant \( k \) and all \(-T \leq t \leq 0, \hat{\mathbf{x}}, \mathbf{x} \in \mathbb{R}^n \). The set
\[
\mathcal{Z}_0 = \{ \mathbf{x} \in \Omega \mid g(\mathbf{x}) \leq 0 \},
\]
(6)
is the target set in the phase space \( \Omega \times \mathbb{R} \) (proof in \( [4] \)). This target set can represent the failure set (to avoid) or a goal set (to reach) in the state space.

**C. The Backward Reachable Tube**

Backward reachability analysis seeks to capture all conditions under which trajectories of the system may enter a user-defined target set \( \mathcal{Z}_0 \). This could be desirable (in the case where the target set is a goal) or undesirable (where the target set represents the failure set).

\(^1\)This bounded Lipschitz continuity property assures uniqueness of the system response \( \mathbf{x}(t) \) to controls \( \mathbf{u}(t) \) and \( \mathbf{v}(t) \) [22].

\(^2\)Let the cursory reader not interpret \( \mathbf{P} \) or \( \mathbf{E} \) as controlling a single agent. In complex settings, we may have several pursuers (enemies) or evaders (peaceful citizens). However, when \( \mathbf{P} \) or \( \mathbf{E} \) determines the behavior of but one agent, these shall signify the agent itself.

\(^3\)Here, a program \( P \) with a specific property, \( \Pi \), is said to be safe if every computation of \( P \) is in \( \Pi \) and returns “unsafe” in the contrary case [23].
For a target set construction problem, we construct the differential game’s (lower) value for a solution \( x(t) \) that solves (1) for \( u(t) \) and \( v(t) = \beta(\bar{u}(t)) \) i.e.,
\[
V(x,t) = \inf_{\beta \in \mathcal{H}} \sup_{\bar{u} \in \mathcal{U}} \min_{\bar{v} \in \mathcal{V}} g(0; t, x, u(\cdot), v(\cdot)).
\] (7)

Optimal trajectories emanating from initial phases \((x, -T)\) where the value function is non-negative will maintain non-negative cost over the entire time horizon; therefore they will not enter the target set. Optimal trajectories from initial phases where the value function is negative will enter the target set at some point within the time horizon. For the safety problem setup in (7), we can define the corresponding robustly controlled backward reachable tube for \( \tau \in [-T, 0] \) as the closure of the open set
\[
\mathcal{L}([\tau, 0], \mathcal{L}_0) = \{ x \in \Omega : \exists \beta \in \tilde{\mathcal{Y}}(\tau) \exists u \in \mathcal{U}(\tau), \exists \bar{t} \in [-T, 0],
\xi(\bar{t}) \in \mathcal{L}_0 \}, \bar{t} \in [-T, 0].
\] (8)

Read: The set of states from which the strategies of \( P \) and for all controls of \( E \) imply that we reach the target set within the interval \([-T, 0]\). More specifically, following Lemma 2 of [4], the states in the reachable set admit the following properties w.r.t the value function \( V \)
\[
x(t) \in \mathcal{L}(-) \Rightarrow V(x,t) \leq 0 \quad (9a)
V(x, t) \leq 0 \Rightarrow x(t) \in \mathcal{L}(\cdot). \quad (9b)
\]

The goal of \( P \) is to drive the system’s trajectories into the unsafe set i.e., \( P \) has \( u \) at will and aims to minimize the termination time of the game (c.f. (6)); and \( E \) seeks to avoid the unsafe set i.e., \( E \) has controls \( v \) at will and seeks to maximize the termination time of the game (c.f. (6)).

For goal-satisfaction (or liveness) problem setups, the strategies are flipped and the backward reachable tube instead marks the states from which the evader \( E \) can successfully reach the target set despite worst-case efforts of the pursuer \( P \).

D. The Terminal HJI Value Function for Reachability

Rather than computing the minimum cost for every possible trajectory of the system, in safety analysis it is sufficient to consider the minimum cost under optimal behavior from both players. The optimal behavior of each player depends on whether the target set represents a goal or a failure set. For a safety (avoiding a failure set) problem setup, the evader \( E \) is seeking to minimize the cost of minimizing the system (keeping the system out of the target set) and the pursuer \( P \) seeks to minimize it.

In the style of [24], suppose that the pursuer’s strategy, starting at a time \(-T\), is \( \bar{\beta} : \tilde{\mathcal{Y}}(-T) \rightarrow \tilde{\mathcal{Y}}(-T) \). Suppose further that \( \bar{\beta} \) is provided for each \(-T \leq \tau \leq 0 \) and \( u, \bar{u} \in \tilde{\mathcal{Y}}(-T) \). Then,
\[
\begin{cases}
\bar{u}(\bar{t}) = \bar{u}(\bar{t}) & \text{for a.e. } -T \leq \bar{t} \leq \tau \\
\text{implies } \bar{\beta}(\bar{u}(\bar{t}) = \bar{\beta}(\bar{u}(\bar{t}) & \text{for a.e. } -T \leq \bar{t} \leq \tau. 
\end{cases}
\] (10)

Computing the value function is generally challenging and non-convex. Additionally, the value function is hardly smooth throughout the state space, so it lacks classical solutions even for smooth Hamiltonian and boundary conditions.

However, the value function (7) is a “viscosity” (generalized) solution [25, 26] of the associated HJI-Isaacs (HJI) PDE, i.e. solutions which are locally Lipschitz in \( \Omega \times [-T, 0] \), and with at most first-order partial derivatives in the Hamiltonian. Equation (7) admits the viscosity solution
\[
\frac{\partial V}{\partial t}(x,t) + \min\{0, H(t;x,p)\} = 0
\quad (11a)
V(x,0) = g(x)
\quad (11b)
\]
where the vector field \( p(\equiv V_x) \) is known in terms of the game’s terminal conditions so that the overall game is akin to a two-point boundary-value problem; and the Hamiltonian \( H(t;x,u,v,V_x) \) is defined as
\[
H(t;x,u,v,V_x) = \max_{u \in \mathcal{U}, v \in \mathcal{V}} \min\{f(t;x,u,v), V_x\}
\quad (12)
\]

Equation (9) only allows the game to determine that a trajectory belongs in the target set at exactly time zero. That is, the evader can chase a trajectory into the target set and escape it before reaching the final time, 0. The min operation between the scalar 0 and the Hamiltonian allows the pursuer to “freeze” trajectories that may be under the evader’s willpower when the evader tries to evolve such trajectories outside of the target set. For more details on the construction of this P.D.E., see [4].

IV. SUCCESSIVE APPROXIMATION SCHEME

We now introduce the quadratic approximation scheme of the value function. We seek a pair of saddle point equilibrium policies, \( (u^*, v^*) \) that satisfy the following inequalities for a cost \( V \) at an initial time \(-T\):
\[
V(-T;x,u^*,v) \leq V(-T;x,u,v) \leq V(-T;x,u^*,v^*),
\forall u \in \mathcal{U}, v \in \mathcal{V} \text{ and } x(-T).
\] (13)

A successive approximation to \( V(-T;\cdot, \cdot, \cdot) \) consists in maintaining local approximations to the global system dynamics at every iteration. The max-min over the entire control sequences reduces to a stepwise optimization over single controls, starting from a negative time \(-T\) and going forward in time with the terminal cost of (11).

A. LOCAL APPROXIMATIONS TO NONLINEAR TRAJECTORIES

Suppose that system (1) is controllable everywhere on an interval \([-T, 0]\) along a local trajectory \( x_r \) generated by admissible control disturbance pair \( u_r, v_r \) so that
\[
x_r(\tau) = f(t; x_r(\tau), u_r(\tau), v_r(\tau)); \quad x_r(-T) = x_r(-T)
\quad (14)
\]
First, we apply local controls \( u_r(t) \) and \( v_r(t) \) on (1) so that the nominal value is \( V(t; \cdot, \cdot, \cdot) \) for a resulting nominal state \( x_r(\tau); \tau \in [-T, 0] \). System dynamics that describe variations from the nonlinear system cf. (1) with state and control pairs \( \delta x(t), \delta u(t), \delta v(t) \) respectively can then be written as
\[
x(t) = x_r(t) + \delta x(t), \quad u(t) = u_r(t) + \delta u(t),
\quad (15a)
\]
\[
v(t) = v_r(t) + \delta v(t), \quad t \in [-T, 0].
\quad (15b)
\]
Note that \( \delta x(t), \delta u(t), \) and \( \delta v(t) \) are respectively measured with respect to \( x(t), u(t), v(t) \) and are not necessarily small.
Abusing notation, we drop the templated time arguments in (15) so that the canonical problem is now
\[
\frac{d}{dt}(x_t + \delta x) = f(t; x_t + \delta x, u_t, + \delta u, v_t, + \delta v),
\]
\[
x_{\tau}(T) + \delta x(T) = x(T),
\]
with the associated terminal value
\[
-\frac{\partial V}{\partial t}(x_t + \delta x, t) = \min \left\{ 0, \max_{\delta u \in \mathcal{U}} \min_{\delta v \in \mathcal{V}} \left\langle f(t; x_t + \delta x, u_t, \delta u, v_t, \delta v), \frac{\partial V}{\partial x}(x_{\tau}, t) \right\rangle \right\},
\]
\[
V(x_{\tau}, T) = g(-T; x_{\tau}, + \delta x(-T));
\]
and state trajectory
\[
\xi(t) = \xi(t; T, x_t + \delta x, u_t + \delta u, v_t + \delta v), \quad t \in [-T, 0].
\]

For \(-T \leq t \leq 0\) and a \(\tau \in [t, 0]\), let the optimal cost for using the optimal control \(u^*(\tau) = u_t(\tau) + \delta u^*(\tau)\) be \(V^*(x, \tau)\); and the optimal cost for using \(u(\tau)\) be \(V(\tau, t)\). Define the difference between these two costs on the phase \((x, t)\) as
\[
\tilde{V} = V^*(x, \tau) - V(\tau, t).
\]

**Rationale for successive approximation scheme:** Given the optimality principle [27, Ch. III], we focus on the optimal return function \(V^*(x, t)\). The end conditions at the trajectories’ terminal surface on \(V^*\), in a backward reachability setting (using cf. (11b)), can be retrogressively computed \(V^*(x, t)\) for all feasible phase, \((x, t)\), so that the value function extremals’ field \(V^*(x, t)\) is produced for the complete phase space \((\Omega, T)\). It is well-established that second-order successive schemes generate a “quadratic” terminal convergence [28].

**B. Main Result**

We now state the main result of this paper.

**Theorem 1:** Suppose that \(V\) is smooth enough, the HJI variational inequality cf. (11b) admits the following approximated expansion in the state variation \(\delta x\) about the nominal trajectory \(x_t\):
\[
-\frac{\partial V}{\partial t} - \frac{\partial \tilde{V}}{\partial t} - \left\langle \frac{\partial V}{\partial t}, \delta x \right\rangle - \frac{1}{2} \left\langle \delta x, \frac{\partial^2 V}{\partial x^2} \delta x \right\rangle = \min \left\{ 0, \max_{\delta u \in \mathcal{U}} \min_{\delta v \in \mathcal{V}} \left\langle f^T(t; x_t + \delta x, u_t, + \delta u, v_t, + \delta v), V_x + V_{xx} \delta x \right\rangle \right\}.
\]

Furthermore, this expansion is bounded by \(O(\delta x^2)\).

**Proof:** For the moment, let us concentrate on the l.h.s. of (18). For every possible nonlinear trajectory \(x_t\), we choose a nominal local state \(x_t\) that is sufficiently close to \(x_t\). Suppose the optimal terminal cost, \(V^*\), is sufficiently smooth to allow a power series expansion in the state variation \(\delta x\) about nominal state, \(x_t\), we find that
\[
V^*(x_t + \delta x, t) = V^*(x_t, t) + \left\langle V_x, \delta x \right\rangle + \frac{1}{2} \left\langle \delta x, V_{xx} \delta x \right\rangle + h.o.t \text{ in } \delta x.
\]

Here, h.o.t. signifies higher order terms. This expansion scheme is consistent with Volterra-series model order reduction methods [29] or differential dynamic programming schemes that decompose nonlinear systems as a summation of Taylor series expansions [7]. Using (20), (22) becomes
\[
V^*(x_t + \delta x, t) = V(\tau, t) + \tilde{V} = V_x + V_{xx} \delta x + \frac{1}{2} \left\langle \delta x, V_{xx} \delta x \right\rangle + h.o.t.
\]

The expansion in (23) may be more costly than solving for the original value function owing to the large dimensionality of the states as higher order terms are expanded. However, consider:
- If \(x_t\) is sufficiently close to \(x_t\), \(V(\tau, t)\) will be sufficiently close to those that originate in (1);
- If the above is true, the state variation \(\delta x\) will be sufficiently small owing to the fact that \(x_t \approx x_t\) cf. (15).

Therefore, we can avoid the infinite data storage requirement by truncating the expansion in (23) at, say, the quadratic (second-order) terms in \(\delta x\). Seeing that \(\delta x\) is sufficiently small, the second-order cost terms will dominate higher order terms, and this new cost will result in an \(O(\delta x^2)\) approximation error, affording us realizable control laws that can be executed on the system (1). From (22), we have
\[
V^*(x_t + \delta x, t) = V(\tau, t) + \tilde{V} = V_x + \frac{1}{2} \left\langle \delta x, V_{xx} \delta x \right\rangle.
\]

Denoting by \(V_x^*\) the co-state on the r.h.s. of (18), we can similarly expand it up to second order terms as follows
\[
V_x^*(x_t + \delta x, t) = \frac{\partial V_x^*}{\partial x}(x_t, t) + \left\langle V_{xx}^* (x_t, t) \right\rangle, \delta x). \quad (25)
\]

Note that the co-state in (25) and parameters on the r.h.s. of (24) are evaluated on the nominal model, specifically at the phase \((x_t, t)\). Substituting (24) and (25) into (18), abusing notation by dropping the superscripts and the templated phase arguments, we find that
\[
-\frac{\partial V_x}{\partial t} - \frac{\partial \tilde{V_x}}{\partial t} - \left\langle \frac{\partial V_x}{\partial t}, \delta x \right\rangle - \frac{1}{2} \left\langle \delta x, \frac{\partial^2 V_x}{\partial x^2} \delta x \right\rangle = \min \left\{ 0, \max_{\delta u \in \mathcal{U}} \min_{\delta v \in \mathcal{V}} \left\langle f^T(t; x_t + \delta x, u_t, + \delta u, v_t, + \delta v), V_x + V_{xx} \delta x \right\rangle \right\}.
\]

Observe that \(V_x + \tilde{V}_x\) are all functions of the phase \((x, r)\) so that
\[
\frac{d}{dt} \left( V_x + \tilde{V}_x \right) = \frac{\partial}{\partial t} \left( V_x + \tilde{V}_x \right) + \left\langle f^T(t; x_r, u_r, v_r), V_{xx} \right\rangle
\]
\[
V_x = \frac{\partial V_{xx}}{\partial t} + \left\langle f^T(t; x_r, u_r, v_r), V_{xx} \right\rangle
\]
\[
V_{xx} = \frac{\partial V_{xx}}{\partial t}.
\]

**Remark 1:** If the solution to (21) converges to a local saddle solution, then the BRS (tube) will converge to a local saddle point solution.

The left hand side of (26) admits a quadratic form, so that we can regress a quadratic form to fit the functionals and
derivatives of the optimal structure of the nominal system. The r.h.s. can be similarly expanded as above. Define
\[
H(t; x, u, v, V_x) = \langle V_x, f(t; x, u, v) \rangle
\]
(28)
so that (26) becomes
\[
-\frac{\partial V_r}{\partial t} - \frac{\partial \bar{V}}{\partial t} - \left( \frac{\partial V_x}{\partial t}, \delta x \right) - \frac{1}{2} \left( \delta x, \frac{\partial V_{xx}}{\partial t} \delta x \right) = \\
\min \left\{ 0, \max_{\delta v} \min_{u} \left\{ H(t; x, \delta x, u, \delta u, v + \delta v, V_x) + \langle V_{xx}, \delta x, f(t; x, \delta x, u, \delta u, v + \delta v) \rangle \right\} \right\}.
\]
(29)

Expanding the r.h.s. about \( x_r, u_r, v_r \) up to second-order only\(^5\), we find that
\[
\min \left\{ 0, \max_{\delta u} \min_{\delta v} \left[ H + \langle H_x + V_{xx} f, \delta x \rangle + \langle H_u, \delta u \rangle + \langle H_v, \delta v \rangle + \langle \delta u, (H_{ux} + f_{uu} V_{xx}) \delta x \rangle + \frac{1}{2} \langle \delta u, H_{uu} \delta v \rangle, \right] \right\} + \\
\min \left\{ 0, \max_{\delta v} \min_{\delta u} \left[ H + \langle \delta v, (H_{vx} + f_{vv} V_{xx}) \delta x \rangle + \frac{1}{2} \langle \delta v, H_{vv} \delta v \rangle, \right] \right\},
\]
(30)

When capture occurs\(^6\), we must have the Hamiltonian of the value function be zero as a necessary condition for the players’ saddle-point controls \([8], [30] \) i.e.
\[
H_u(t; x, u^*, v_r, V_x) = 0; H_v(t; x, u^*, v_r, V_x) = 0.
\]
(31)
where \( u^* \) and \( v_r^* \) respectively represent the optimal control laws for both players at time \( t \).

A state-control relationship of the following form is sought:
\[
\delta u = k_u \delta x, \quad \delta v = k_v \delta x
\]
(32)
so that (30) in the context of (31) yields
\[
H_u + H_{uu} \delta u + \langle H_{ux} + f_{uu} V_{xx} \rangle \delta x + \frac{1}{2} H_{uu} \delta v = 0
\]
(33a)
\[
H_v + H_{vv} \delta v + \langle H_{vx} + f_{vv} V_{xx} \rangle \delta x + \frac{1}{2} H_{vv} \delta u = 0.
\]
(33b)
Using (31) and equating like terms in the resulting equation to those in (32), we have the following for the state gains:
\[
k_u = -\frac{1}{2} H^{uu}_u \left[ H_{uu} k_v + 2 \langle H_{ux} + f_{uu} V_{xx} \rangle \right], \quad k_v = -\frac{1}{2} H^{vv}_v \left[ H_{vv} k_u + 2 \langle H_{vx} + f_{vv} V_{xx} \rangle \right].
\]
(34)

Putting the maximizing \( \delta u \) and the minimizing \( \delta v \) into (30), whilst neglecting terms in \( \delta x \) beyond second-order, we have
\[
\min \left\{ 0, \left[ H + \langle H_x + V_{xx} f + k_u^T H_u + k_v^T H_v, \delta x \rangle \right] \right\} + \\
\frac{1}{2} \left( \delta x, \langle f_{xx} + f_{uu} V_{xx} + f_{vv} V_{xx} + k_{uu}^T H_{uu} k_u \right. \\
\left. + k_{vv}^T H_{vv} k_v, \delta x \rangle \right)
\]
(35)

\(^5\)This is because the l.h.s. was truncated at second order expansion previously. Ultimately, the \( \delta u, \delta v \) terms will be quadratic in \( \delta x \) if we neglect h.o.t.

\(^6\)A capture occurs when \( E \)’s separation from \( P \) becomes less than a specified e.g. capture radius.

Now, we can compare coefficients with the l.h.s. of (29) and find the quadratic expansion of the nominal value function admits the following analytical solution on its right hand side:
\[
-\frac{\partial V_r}{\partial t} - \frac{\partial \bar{V}}{\partial t} = \min \{ 0, H \}
\]
(36a)
\[
-\frac{\partial V_x}{\partial t} = \min \{ 0, H_x + V_{xx} f + k_u^T H_u + k_v^T H_v \}
\]
(36b)
\[
-\frac{\partial V_{xx}}{\partial t} = \min \{ 0, H_{xx} + f_{xx} V_{xx} + V_{xx} f_x + k_u^T H_{uu} k_u + k_v^T H_{vv} k_v \}
\]
(36c)
Furthermore, comparing the above with (27) and noting that \( -\dot{V}_r = 0 \), we find that
\[
-\dot{V} = -\frac{\partial \bar{V}}{\partial t} = \min \{ 0, H - H(t; x_r, u_r, v_r, V_x) \}
\]
(37a)
\[
-\dot{V}_x = \min \{ 0, H_x + V_{xx} (f - f(t; x_r, u_r, v_r)) \}
\]
(37b)
\[
-\dot{V}_{xx} = \min \{ 0, H_{xx} + f_{xx} V_{xx} + V_{xx} f_x + k_u^T H_{uu} k_u + k_v^T H_{vv} k_v \}
\]
(37c)
where \( k_u \) and \( k_v \) are as defined in (32). Note that at a saddle point, the first-order necessary condition for optimality cf. (31) implies
\[
-\dot{V} = \min \{ 0, H - H(t; x_r, u_r, v_r, V_x) \}
\]
(38a)
\[
-\dot{V}_x = \min \{ 0, H_x + V_{xx} (f - f(t; x_r, u_r, v_r)) \}
\]
(38b)
\[
-\dot{V}_{xx} = \min \{ 0, H_{xx} + f_{xx} V_{xx} + V_{xx} f_x + k_u^T H_{uu} k_u + k_v^T H_{vv} k_v \}
\]
(38c)
whereupon every quantity in (38) is evaluated at \( x_r, u_r \).

The boundary conditions for (38) at \( t = 0 \) is
\[
V(x_r, 0) = g_0(x_r(0));
\]
(39)
so that
\[
\dot{V}(0) = 0, V_x(0) = g_x(x_r(0)), V_{xx}(0; x_r(0)) = g_{xx}(0; x_r(0)).
\]
(40)
The following control laws are then applied
\[
u = u_r + k_u \delta x, \quad v = v_r + k_v \delta x.
\]
(41)
Therefore, at any time on a nominal trajectory, a local approximation of \( \bar{V} \) consists in solving the following system of equations
\[
-\left[ E + F \delta x + \frac{1}{2} \delta x G \delta x \right] = \min \{ 0, H \}
\]
\[
-\dot{H}(t; x_r, u_r, v_r, V_x) + H_x + V_{xx} (f - f(t; x_r, u_r, v_r)) + H_{xx} + f_{xx} V_{xx} + V_{xx} f_x + k_u^T H_{uu} k_u + k_v^T H_{vv} k_v
\]
(42)
where \( E, F, G \) are appropriately defined.

The approximation scheme proceeds as follows:

\(^7\)The stage cost is zero for a reachable sets computational problem.
Algorithm 1 Variational PDE. Successive Approximation.

1. Approximate the nonlinear system dynamics c.f. (1), starting with the pursuer and evader’s local control schedules, \( \{u_r(t)\}_{t=-T}^0 \) and \( \{v_e(t)\}_{t=-T}^0 \); obtain a small neighborhood, \( \{dx(t)\}_{t=-T}^T \) of \( \{x(t)\}_{t=-T}^0 \); new state and control sequence pairs become \( \delta x(t) = x(t) - x_r(t), \delta u(t) = u(t) - u_r(t), \delta v(t) = v(t) - v_r(t) \).
2. repeat
3. With (40), integrate (38) from 0 to \(-T\), whilst computing \( \mathbf{H}_u, \mathbf{H}_v \); obtain \( u^*(t), k_u \), \( v^*(t), k_v \) and take notice when \( |V(x_r, t)| > \rho \) for a small \( \rho > 0 \).
4. Using \( u(t) = u^*(t) + k_u(t) \delta x(t) \) and \( v(t) = v^*(t) + k_v(t) \delta x(t) \) on \([T = 0]\), compute new system evolutions \( x \) and \( V(x, T) \).
5. If an improvement in cost occurs, update old \( x \) and repeat step 3; otherwise, a new step size adjustment method can be computed (see (15)) until a desirable trajectory is found.
6. until \( |V(x, T)| < \rho \).

C. Discussion of the Algorithm

Our theory is premised on the assumption that every successive state variation \( \delta x \) cf. (15) will be sufficiently close to every nonlinear trajectory \( x \). With the exceptions that (i) a worst-case disturbance is superimposed on the terminal cost functional; (ii) the stage cost is discarded; and (iii) the HJI PDE is augmented so that trajectories that enter the target set get frozen before the final verification time, our equations share a fascimile with those of Jacobson and Mayne [7], and Jacobson [12]; the equations are evaluated at \( x, u^*, v^* \) without the presence of the third-order value functional derivative, \( V_{xxx} \). Standard step size adjustment mechanisms characteristic of second-order gradient methods [7], [9]–[11] are applicable here in ensuring a strict positivity of the Hessian and a monotone propagation of gradients during the optimization scheme throughout the state space.

V. CONCLUSION

In this letter, we have presented a second order state-feedback local approximation scheme for computing the minimizing disturbance and maximizing controller that constitutes the optimal value function in a minmax reachability game setting. The iterative method presented is a direct extension of second-order gradient methods [9]–[12] and has quadratic convergence guarantees similar to the methods mentioned in the foregoing. Future work will rigorously numerically evaluate this scheme on different physical phenomena.
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