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ABSTRACT

Big data sets must be carefully partitioned into statistically similar data subsets that can be used as representative samples for big data analysis tasks. In this paper, we propose the random sample partition (RSP) data model to represent a big data set as a set of non-overlapping data subsets, called RSP data blocks, where each RSP data block has a probability distribution similar to the whole big data set. Under this data model, efficient block level sampling is used to randomly select RSP data blocks, replacing expensive record level sampling to select sample data from a big distributed data set on a computing cluster. We show how RSP data blocks can be employed to estimate statistics of a big data set and build models which are equivalent to those built from the whole big data set. In this approach, analysis of a big data set becomes analysis of few RSP data blocks which have been generated in advance on the computing cluster. Therefore, the new method for data analysis based on RSP data blocks is scalable to big data.

1. KEY INSIGHTS

- Big data analysis requires not only computationally efficient, but also statistically effective approaches.
- A random sample partition (RSP) data model for big data can be used efficiently and effectively in building ensemble models, estimating statistics, and other big data analysis tasks on a computing cluster.
- Experiments show that a sample of RSP data blocks from an RSP data model can be used to get approximate analysis results equivalent to those using the whole data set.
- In addition to the scalability advantage, adopting this approach saves time and computing resources.

2. INTRODUCTION

Big data analysis is a challenging problem in many application areas especially with the ever increasing volume of data. In this regard, divide-and-conquer is used as a common strategy in current big data frameworks to distribute both data and computation on computing clusters. A big data set is divided into smaller data blocks and distributed on the nodes of a computing cluster so that data-parallel computations are run on these blocks. However, analyzing a big data set all at once may require more computing resources than available ones on the computing cluster. Moreover, current frameworks require new data-parallel implementations of traditional data mining and analysis algorithms. In order to enable efficient and effective big data analysis when data volume goes beyond the available computing resources, a different approach is required which considers computational, as well as statistical, aspects of big data on both data management and analysis levels. Such an approach is essential for investigating a key research problem nowadays: should the full set of data be used to find properties and reveal valuable insights from big data or a subset of this data be good enough?

Although the existing mainstream big data frameworks (e.g., Hadoop’s MapReduce [2], Apache Spark [11]) run data-parallel computations over distributed data blocks on computing clusters, current data partitioning techniques do not consider the probability distributions of data in these blocks. Sequentially chunking a big data set into small data blocks does not guarantee that each block is a random sample in case that data is not randomly ordered in the big data set. In such case, using data blocks directly to estimate statistics and build models may lead to statistically incorrect or biased results. Furthermore, classical random sampling techniques, which require a full scan of the data set each time a random sample is generated, are no longer effective with the increasing volume of big data sets stored in distributed systems [10]. Thus, partitioning a big data set into small data subsets (i.e., data blocks), each being a random sample of the whole data set, is a fundamental operation for big data analysis. These data blocks can be used to estimate statistics and build models, especially when analyzing big data sets requires more than the available resources in order to meet specific application requirements [4][3]. Therefore, it is necessary to develop statistically-aware data partitioning methods which enable effective and efficient usage of data blocks to fulfill the statistical and scalability requirements.
of big data analysis tasks.

Multivariate data is a common form of data in many application areas. Let \( D = \{x_1, x_2, \ldots, x_N\} \) be a multivariate data set of \( N \) records where \( N \) is too big for statistical analysis of \( D \) on a single machine. Each record is depicted with \( M \) attributes or features, i.e., \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iM}) \) for any \( i \in \{1, 2, \ldots, N\} \). In order to make a statistically-aware data partitioning, we propose the random sample partition (RSP) data model to represent data partitioning, we propose the random sample partition (RSP) data model to represent data partitioning, we propose the random sample partition (RSP) data model to represent data partitioning, we propose the random sample partition (RSP) data model to represent data partitioning, we propose the random sample partition (RSP) data model to represent data partitioning. If the records in \( D \) are independently and identically distributed (i.i.d.), we call \( D \) a randomized data set (i.e., the order of records in \( D \) is random). Our previous empirical study \[8\] showed that data sets are naturally randomized in many application areas and thus can be directly represented as RSP data models using the current data partitioning techniques. In case that the data is not randomized, scalable algorithms are developed to randomize big data sets on computing clusters.

The RSP data blocks in an RSP can be directly drawn as random samples of the whole big data set in data exploratory and analysis tasks. Since the RSP data blocks are generated in advance and stored on the computing cluster, randomly selecting a set of RSP data blocks is much efficient than sampling a set of records from a distributed big data file because the full scan on the whole file is no longer needed. In this article, we show that a small sample of few RSP data blocks from an RSP is enough to build models and compute the statistical estimates which are equivalent to those calculated from the whole big data set. We propose the asymptotic ensemble learning framework for big data analysis which depends on ensemble methods as a general approach for building block-based ensemble models from RSP data blocks. With this framework, results can be improved incrementally without the need to load and analyze the whole big data set all at once. This approach can be generalized for statistics estimation by defining appropriate ensemble functions (e.g., averaging the means from different RSP data blocks).

In this article, we introduce the RSP data model of a big data set and show how RSP data blocks are essential for efficient and effective big data analysis. We also discuss how this new RSP data model can be employed for different data analysis tasks using the asymptotic ensemble learning framework. Finally, we summarize the implications of this new model and conclude this article with some of our current works.

### 3. DISTRIBUTED DATA-PARALLEL COMPUTING

As data volume in different application areas goes beyond the petabyte scale, divide-and-conquer is taken as a general strategy to process big data on computing clusters considering the recent advancements in distributed and parallel computing technology. In this strategy, a big data file is chunked into small non-overlapping data blocks and distributed on the nodes of a computing cluster using a distributed file system such as Hadoop distributed file system (HDFS) \[9\]. Then, data-parallel computations are run on these blocks considering data locality. After that, intermediate results from processed blocks are integrated to produce the final result of the whole data set. This is usually done using the MapReduce computing model \[2\] adopted by the mainstream big data frameworks such as Apache Hadoop \[4\], Apache Spark \[3\], and Microsoft R Server \[7\].

As a unified engine for big data processing, Apache Spark has been adopted in a variety of applications in both academia and industry \[12\] as a new generation engine after Hadoop’s MapReduce. It uses a new data abstraction and in-memory computation model, the resilient distributed datasets (RDDs) \[11\], where collections of objects (e.g., records) are partitioned across a cluster, kept in memory and processed in parallel. Similarly, Microsoft R Server addresses the in-memory limitations of the open source statistical system, R, by adding parallel and chunk-wise distributed processes across multiple cores and nodes. It comes with the proprietary eXternal data frame (XDF) and a framework for parallel external memory algorithms (PEMAs) of statistical analysis and machine learning. Both Apache Spark and Microsoft R Server operate on data stored on HDFS. A fundamental operation is importing such data into XDF format or RDDs, and then running data-parallel operations.

Although the current frameworks employ the data-parallel model to run scalable algorithms on computing clusters, analyzing a whole big data set may exceed the available computing resources. There are some technical solutions for this problem such as loading and processing blocks in batches according to the available resources, but this still requires analyzing each block in the data set which leads to longer computation time. Furthermore, current data partitioning techniques simply cut data sets into blocks without considering data probability distributions in these blocks. This can lead to statistically incorrect or biased results in some data analysis tasks. We argue that solving big data analysis problems requires solutions which not only consider the computational aspects of big data, but also the statistical ones. To address this issue, we propose the RSP data model.

### 4. RSP OF BIG DATA

The RSP data model is a new model to represent a big data set as a set of RSP data blocks. It depends on two fundamental concepts: random sample and partition of a data set. First, we define these basic concepts and show how they are applied to the RSP data models of big data sets. Then, we present a formal definition of the RSP data model. For convenience of discussion, we do not consider the set anisotropy.

**Random Sample of a Big Data Set.**

Sampling is an essential technique for big data analysis when the volume of data goes beyond the available computing resources. Random samples are widely used in statistics to explore the statistical properties and distributions of big data, calculate the statistics estimates and build regression and classification models. In big data analysis, we define a random sample of a big data set as follows:

**Definition 1 (Random Sample):** Let \( D = \{x_1, x_2, \ldots, x_N\} \) be a big data set of \( N \) records. Let \( D_n \) be a subset of \( D \) containing \( n \) records chosen from \( D \) using a random process.

1. http://hadoop.apache.org/
2. https://spark.apache.org/
3. https://www.microsoft.com/en-us/cloud-platform/r-server
$D_n$ is a random sample of $\mathbb{D}$ if
\[ E[\tilde{F}_n(x)] = F(x), \text{ for } n \leq N \]
where $\tilde{F}_n(x)$ and $F(x)$ denote the sample distribution functions of $D_n$ and $\mathbb{D}$, respectively. $E[\tilde{F}_n(x)]$ denotes the expectation of $\tilde{F}_n(x)$.

According to the law of large numbers, we consider that a big data set is a random sample of the population in a certain application domain. For example, a big data set of customers is a random sample of the customer’s population in a company. Thus, we can use such data set to estimate the distribution of all customers in the company. For big data analysis, a random sample of a big data set $\mathbb{D}$ is often used to investigate the statistical properties of $\mathbb{D}$ when $\mathbb{D}$ is too big to be analyzed using the available computing resources. A random sample is taken from $\mathbb{D}$ using a random sampling process as stated in Lemma 1. However, if $\mathbb{D}$ is distributed on a computing cluster, taking a random sample from $\mathbb{D}$ itself is an computationally expensive process because a full scan of $\mathbb{D}$ needs to be conducted on the distributed nodes of the computing cluster. To avoid the random sampling process on $\mathbb{D}$ in big data analysis, we can generate a set of random samples from $\mathbb{D}$ in advance and save these random samples to be used in analysis of $\mathbb{D}$. This idea is materialized in the RSP data model.

**Partition of a Big Data Set.**

On distributed file systems, a big data set $\mathbb{D}$ is divided into small data blocks which are distributed on the nodes of a computing cluster. Each block contains a subset of records from $\mathbb{D}$. From a mathematical point of view, this set of blocks forms a partition of $\mathbb{D}$. In mathematics, a partition of a set is a grouping of the set’s elements into non-empty subsets, in such a way that every element is included in one and only one of the subsets.

**Definition 2 (Partition of Data Set):** Let $\mathbb{D} = \{x_1, x_2, \ldots, x_N\}$ be a data set containing $N$ objects. Let $\mathbb{T}$ be an operation which divides $\mathbb{D}$ into a set of subsets $\mathbb{T} = \{D_1, D_2, \ldots, D_K\}$. $\mathbb{T}$ is called a partition of data set $\mathbb{D}$ if
\[ \begin{align*}
(1) & \quad \bigcup_{k=1}^{K} D_k = \mathbb{D}; \\
(2) & \quad D_i \cap D_j = \emptyset, \text{ when } i, j \in \{1, 2, \ldots, K\} \text{ and } i \neq j.
\end{align*} \]

Accordingly, $\mathbb{T}$ is a partition operation on $\mathbb{D}$ and each $D_k(k = 1, 2, \ldots, K)$ is called a data block of $\mathbb{D}$.

According to this definition, many partitions can be generated from a data set $\mathbb{D}$. For example, an HDFS file is a particular partition of $\mathbb{D}$ generated by partitioning operation $\mathbb{T}$ to sequentially cutting the original data file $\mathbb{D}$ into data blocks $\{D_1, D_2, \ldots, D_K\}$. Even with the same partitioning operation, different partitions can be generated using different partitioning parameters such as the size of each block or the number of records in each block. However, a key issue with this sequential partitioning is that data blocks may not have similar statistical properties as the big data set. In fact, it is theoretically possible and practically required to find alternatives for generating a partition of a data set which satisfies certain application requirements or holds some statistical properties, e.g., each data block is a random sample of $\mathbb{D}$.

**Random Sample Partition of a Big Data Set.**

We define the Random Sample Partition (RSP) to represent a big data set as a family of non-overlapping random samples.

**Definition 3 (Random Sample Partition):** Let $\mathbb{D} = \{x_1, x_2, \ldots, x_N\}$ be a big data set which is a random sample of a population and assume $F(x)$ is the sample distribution function (s.d.f) of $\mathbb{D}$. Let $\mathbb{T}$ be a partition operation on $\mathbb{D}$ and $\mathbb{T} = \{D_1, D_2, \ldots, D_K\}$ be a partition of $\mathbb{D}$ accordingly. $\mathbb{T}$ is called a random sample partition of $\mathbb{D}$ if
\[ E[\tilde{F}_k(x)] = F(x) \text{ for each } k = 1, 2, \ldots, K, \]
where $\tilde{F}_k(x)$ denotes the sample distribution function of $D_k$ and $E[\tilde{F}_k(x)]$ denotes its expectation. Accordingly, each $D_k$ is called an RSP data block of $\mathbb{D}$ and $\mathbb{T}$ is called an RSP operation on $\mathbb{D}$. In the next section, we discuss the partitioning process to generate RSPs from big data sets.

**5. TWO-STAGE DATA PARTITIONING**

Given a big data set in HDFS, a partitioning algorithm is required to convert the HDFS file into an RSP data model of $K$ RSP data blocks, each with $n$ records, which are also stored in HDFS. In this case, the partitioning algorithm consists of two main steps: data chunking and data randomization as discussed below. The pseudo code is given in Algorithm 4.

- **Data Chunking:** $\mathbb{D}$ is divided into $P$ data blocks. We call these blocks the original data blocks which are not necessarily randomized. In the current big data frameworks, this operation is straightforward and available.

- **Data Randomization:** a slice of $\delta$ records is randomly selected without replacement from each of the original $P$ data blocks to form a new RSP data block. First, each original data block is randomized locally. Then, the randomized block is further chunked into $K$ sub-blocks, each with $\delta$ records. After that, a new RSP block is created by selecting one sub-block from each of the randomized original blocks and combining these selected sub-blocks together. The last step is repeated $K$ times to produce the required number of RSP data blocks where each RSP data block has $n = K\delta$ records.

The number of records in a slice $\delta$ can be determined depending on $K$ and $n$ (e.g., $\delta = n/K$ to distribute data evenly over all blocks). The number of RSP data blocks $K$, or the number of records in an RSP data block $n$, is selected depending on both the available computing resources and the target analysis tasks so that a single RSP data block can be processed efficiently on one node (or core).

A prototype of this algorithm was implemented using the Apache Spark’s RDD API. As a preliminary test on a small cluster of 5 nodes (each node has 24 cores, 128 GB RAM and 12.5 TB disk storage). Figure 4 shows the partitioning time for synthesized numerical data. We can see how the partitioning time increases almost linearly with the number of records in the data set. This shows the scalability of such partitioning algorithms. In this experiment, the number of RSP data blocks is the same as the number of original blocks where each block contains 100,000 records. However, we also found that the partitioning time did not vary much when the

---
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A random sample directly from the big data set \(D\) is a randomized data set, cutting a block of \(D\) measures such as MMD measure \([5]\).

Data blocks and samples by simple random sampling, or the blocks in Figure (2.b). In addition, the similarity between RSP in the whole data set and some randomly selected RSP data samples that belong to the same category should be evenly distributed over all blocks. A good example is the label feature in a classification task. For example, Figure (2.a) shows distributed over all blocks. A good example is the label feature (from HIGGS data set) which is an RSP data block of \(1\) records. Thus, this kind of algorithms can be used to fulfill different requirements as the number of records in a block is an essential factor for some analysis tasks.

6. PROBABILITY DISTRIBUTIONS OF RSP DATA BLOCKS

The key idea behind an RSP is partitioning a big data set into RSP data blocks which can be used directly as random samples of the whole data set. Thus, it is essential to investigate the statistical properties of these RSP data blocks. We used hypothesis testing and exploratory data analysis in our previous empirical studies \([8]\) to compare RSP data blocks. We discuss here the underlying theory of using the RSP data blocks as random samples of the whole data set.

Each block in an RSP should follow a data distribution similar to the whole data set. For a categorical feature, records that belong to the same category should be evenly distributed over all blocks. A good example is the label feature in a classification task. For example, Figure 2(a) shows the distribution of a label feature (from HIGGS data set) in the whole data set and some randomly selected RSP data blocks. This also applies to continuous features as shown in Figure 2(b). In addition, the similarity between RSP data blocks and samples by simple random sampling, or the whole data set if possible, can be computed using quantity measures such as MMD measure \([5]\).

Selecting a block from an RSP of \(D\) is equivalent to drawing a random sample directly from the big data set \(D\). If \(D\) is a randomized data set, cutting a block of \(n\) records is equivalent to randomly selecting these \(n\) records. This also applies when partitioning a non-randomized data set using Algorithm 1 because each RSP data block is formed from randomly selected records from all the original blocks. Thus, each RSP data block from an RSP data model is equivalent to a simple random sample from \(D\). The underlying theory of RSP data blocks is shown in Lemma 1 and Theorem 1.

**Lemma 1:** Suppose \(D = \{x_1, x_2, \ldots, x_{K\delta}\}\) is a data set. Randomly choose a permutation of the sequence \(1, 2, \ldots, K\delta\) which is denoted as \(\tau = \{\tau_1, \tau_2, \ldots, \tau_{K\delta}\}\). For each \(i = 1, \ldots, K\), set \(D_i = \{x_{\tau_i(\cdot-1)}, x_{\tau_i(\cdot-2)}, \ldots, x_{\tau_i}\}\), then each \(D_i\) is an RSP data block of \(D\). Below, we prove this for one dimensional data. It also applies to high dimensional cases with minor modifications.

**Proof:** Suppose the sample distribution function of \(D\) and \(D_i\) are \(F(x)\) and \(F_i(x)\) (\(i = 1, 2, \ldots, K\)) respectively. For any real number \(x\), let \(M\) denote the number of the records in \(D\) whose values are not greater than \(x\). Then, it is easy to show \(M = K\delta \cdot F(x)\). If \(s_i\) denotes the number of records in \(D_i\) whose values are not greater than \(x\), then

\[
E(s_i) = \sum_{j=1}^{i} j \cdot P(s_i = j) = \sum_{j=1}^{\delta} j \cdot \frac{C_j^{\delta} \cdot C_{K\delta-M}^{\delta-j}}{C_{K\delta}^{\delta}} \cdot \frac{M}{C_{K\delta}^{\delta}} \cdot C_{K\delta-s_i}^{\delta-s_i} = \delta \cdot F(x),
\]

So, the expectation of \(F_i(x)\) is

\[
E[F_i(x)] = \frac{E(s_i)}{\delta} = F(x).
\]

Thus, each \(D_i\) is an RSP data block of \(D\).

**Theorem 1:** Suppose data set \(A\) has \(N_1\) records and data set \(B\) has \(N_2\) records. If \(A_1\) is an RSP data block of \(A\) with records \(n_1\) and \(B_1\) is an RSP data block of \(B\) with records \(n_2\), then \(A_1 \cup B_1\) is an RSP data block of \(A \cup B\) as \(\frac{n_1}{n_2} = \frac{N_1}{N_2}\).

**Proof:** Suppose the sample distribution functions of data
blocks $A$, $B$, $A_1$ and $B_1$ are $F_1(x)$, $F_2(x)$, $\tilde{F}_1(x)$ and $\tilde{F}_2(x)$, respectively. We have $E[\tilde{F}_1(x)] = F_1(x)$ and $E[\tilde{F}_2(x)] = F_2(x)$. For any real number $x$, the number of records of $A_1 \cup B_1$ whose values are not greater than $x$ is $n_1 \tilde{F}_1(x) + n_2 \tilde{F}_2(x)$. Therefore, the sample distribution function of $A_1 \cup B_1$ is:

$$\tilde{F}(x) = \frac{n_1 \tilde{F}_1(x) + n_2 \tilde{F}_2(x)}{n_1 + n_2}.$$ 

Similarly, the sample distribution function of $A \cup B$ is:

$$F(x) = \frac{N_1 F_1(x) + N_2 F_2(x)}{N_1 + N_2}.$$ 

The expectation of $\tilde{F}(x)$ is

$$E[\tilde{F}(x)] = E\left[\frac{n_1 \tilde{F}_1(x) + n_2 \tilde{F}_2(x)}{n_1 + n_2}\right]$$

$$= \frac{n_1 E[\tilde{F}_1(x)] + n_2 E[\tilde{F}_2(x)]}{n_1 + n_2}$$

$$= \frac{n_1}{n_2} \frac{F_1(x) + F_2(x)}{n_1 + n_2} + 1 = \frac{N_1}{N_2} \frac{F_1(x) + F_2(x)}{N_1 + N_2} + 1$$

$$= F(x).$$

Therefore, $A_1 \cup B_1$ is an RSP data block of $A \cup B$.

7. BLOCK LEVEL SAMPLE: A SAMPLE OF RANDOM SAMPLE DATA BLOCKS

As each block in an RSP data model is a random sample of big data set $\mathcal{D}$, the RSP data model can be used as a reduced representative space to directly draw samples of RSP data blocks instead of drawing samples of individual records from $\mathcal{D}$. In contrast to the classical record level sampling, we call this sampling method as block level sampling where blocks are sampled, without replacement and with equal probability. Thus, a sample of RSP data blocks is a set of non-overlapping random samples from $\mathcal{D}$. This is more efficient especially when $K << N$ because it avoids the full scan of $\mathcal{D}$ each time a random sample is needed.

Definition 4 (Block Level Sample): Let $T$ be an RSP of a big data set $\mathcal{D}$. $S = \{D_1, D_2, \ldots, D_g\}$, where $g < K$, is a block level sample with RSP data blocks randomly selected from $T$ without replacement and with equal probability.

The block-sampling operation is called separately in each analysis process so that samples of RSP data blocks are selected without replacement, i.e., without repeating a block neither in the same sample nor in other samples in the same analysis process. The number of RSP data blocks $g$ in a block sample depends on the available computing resources so that each selected block can be loaded and analyzed locally on one node or core. In such case, a sample of RSP data blocks is analyzed in one batch in a perfectly parallel manner. This sampling process can be refined to select blocks depending on the availability of nodes on a computing
cluster which can lead to better scheduling algorithms.

Block level sampling can be employed for designing data analysis pipelines, for example, analyzing big data in batches (i.e., each batch uses one sample of RSP data blocks) to step-wise collect and improve statistical models and estimates rather than trying to load the data set all at once. Further statistical investigation can be done on the selected RSP data blocks. For example, exploratory data analysis techniques can be used to visualize and compare data distributions between RSP data blocks and classical random samples. Quantitative measures can be also used, such as the maximum mean discrepancy (MMD) measure [5] for the similarity between data distributions and Hotelling’s T-Square test for the difference between means of features. This kind of statistical testing is fundamental for many data analysis tasks. In the following sections, we describe how block level samples can be used effectively and efficiently for estimating statistics and building ensemble models.

8. ESTIMATION FROM A SAMPLE OF RSP DATA BLOCKS

The method of bootstrapping multiple samples from a given data set to evaluate statistical estimates is widely used in statistics. However, traditional bootstrap method is not suitable for a distributed big data set because of the high computational and storage costs. One approach for reducing these costs is drawing samples of small sizes such as the bag of little bootstraps [6] to calculate the average estimates from those small samples. However, this still requires scanning the whole data set each time a sample is needed. In addition, extra storage space to store these samples is also inevitable in most cases. Instead, storing a big data set in an RSP data model can avoid both the repeated random sampling and extra storage costs. This gives a chance, not only to directly estimate statistics and sample distributions from RSP data blocks, but also to turn the focus into improving the quality of estimations because the whole data set is stored, by default, as a collection of random samples.

Estimated statistics from individual RSP data blocks of an RSP data model can be combined (e.g., by averaging) in a single estimation which is generally better than any of the individual ones. For example, Figure (3) shows the average means of 4 features in HIGGS data. Each value is an average of the estimated means from blocks used up to that point. We can see the error of the means is not significant even in the first several batches and the estimated mean values converge to the true mean value while adding more blocks. In a similar way, Figure (4) shows the estimated standard deviations for the same features in HIGGS data. As we can see, samples of RSP data blocks from an RSP data model can be used efficiently to estimate the statistics of a big data set. This approach can be generalized to other statistical analysis tasks such as building classification or regression models. In the following section, we show how a sample of RSP data blocks can be used effectively for building ensemble models.

9. ASYMPTOTIC ENSEMBLE LEARNING FRAMEWORK

The RSP data blocks of an RSP data model can be used as component data sets to build ensemble models for different tasks (e.g., classification, regression, clustering). Ensemble methods use multiple base models built with the same or different algorithms from different component data sets. The results from base models are combined in a single ensemble model which generally outperforms each of the individual ones.

As shown in Figure 5, the asymptotic ensemble learning
The asymptotic ensemble learning framework provides a general framework to analyze big data by building base models from randomly selected RSP data blocks of the big data set. Given a learning algorithm \( F \) and an RSP data model \( T = \{ D_1, D_2, \ldots, D_K \} \), an ensemble model is learnt from RSP data blocks in batches as follows:

- **Blocks Selection:** a sample of RSP data blocks is drawn without replacement from the RSP data model, e.g., \( D_5, D_{120}, D_{506} \text{ and } D_{890} \). This sample of RSP data blocks is put in one batch.

- **Learning Base Models:** A base model is built from each selected RSP data block. These base models are built in parallel on a computing cluster. For instance, four classifiers \( \pi_1, \pi_2, \pi_3, \pi_4 \) are built in parallel from the four selected RSP data blocks as shown in the figure.

- **Ensemble Learning and Update:** The base models are collected to form an ensemble model \( \Pi \) which is updated after each batch.

- **Ensemble Evaluation:** If the current ensemble model \( \Pi \) is evaluated. If it does not satisfy the termination condition(s), go back to the first step; otherwise, output the ensemble model. This process continues until a satisfactory ensemble model \( \Pi \) is obtained or all blocks are used up.

The basic operations in building an ensemble model using the asymptotic ensemble learning framework are described in Algorithm 2. Base models are built from RSP data block samples until there is no significant increase in the accuracy of the ensemble model. \( \text{BlocksSampling} \) function is used to select \( g \) RSP data blocks from \( T \). \( \Omega() \) is an evaluation function to evaluate whether the ensemble model \( \Pi \) satisfies the analysis requirements. An empirical study of this method was presented in [8].

A prototype of this framework was implemented using Microsoft R Server packages with Apache Spark. Taking decision trees as an example, Figure 6 shows the results on HIGGS data set. Ensemble models were built using the previous ensemble process and evaluated on the same test data.
Algorithm 2 Asymptotic Ensemble Learning Algorithm

Input:
- T: an RSP of D;
- f: a learning algorithm;
- q: number of blocks in one batch;

Method:
1. Blocks Selection: $S = \text{BlocksSampling}(T, f, g)$
2. Base Models Learning:
   for $D_\pi \in S$ do
     $\pi_q = f(D_\pi)$
   end for
3. Ensemble Update: $\Pi = \Pi + \{\pi_q\}_{q=1}^q$
4. Ensemble Evaluation:
   If $\Omega(\Pi) < \text{threshold}$ (or no more blocks)
   Stop
   Else
   Go to 1

Output: $\Pi$

after each batch. We can see how the ensemble model accuracy changes after each batch. However, this change is not significant after using about 15-20% of the data. Furthermore, the ensemble model accuracy is generally better than the accuracy of a single model built using the whole data (the dotted line in the figure). This framework can also be used to get indicators of a model’s quality using only a subset of RSP data blocks.

These results show that a small subset of RSP data blocks from a big data set are enough to obtain ensemble models equivalent to the models built using the whole data set. In this way, computation time can be decreased significantly as shown in Figure 7. As far as the number of RSP data blocks in a batch is equal to or smaller than the number of available executors in the computing cluster, the computation time of a batch does not vary a lot. Even when using all RSP data blocks of a big data set in one batch, which is generally not required, it still takes less time than required for training a single model from the whole data (about 8 minutes for HIGGS data set on the same cluster).

In this work, we argue that alleviating the challenges of big data analysis, especially when data volume goes beyond the available computing resources, requires a different way of thinking. It is not efficient to treat data analysis as a pure computational problem and ignore its statistical aspects whether on the data analysis level or data management level. Applying the RSP data model on big data sets is a promising approach for a variety of data analysis tasks. It can open the door for further investigations of new innovative solutions to cope with the ever increasing volume of big data sets.

A key advantage is that RSP data blocks can be used directly as random samples without the need for expensive online sampling and extra storage space. These blocks can be used to obtain unbiased estimators of a big data set because each data block has approximately the same distribution as the whole data set. In addition, creating an RSP data model from a big data set is only performed once. After that, samples of RSP data blocks can be used directly, not only for approximate computing and ensemble learning, but also for exploratory data analysis, interactive analysis and quickly piloting models. As we can see from the experimental results, while there is no significant difference in accuracy, block-based ensembles and estimations require less computational time and resources. At least, equivalent results can be reached using only a small portion of a big data set. In this way, memory limitation is not critical anymore as data is analyzed in batches and RSP data blocks are small enough to be processed on single nodes or cores.

Since the RSP based analysis approach enables reusing sequential algorithms for conducting data analysis on RSP data blocks without the need to rewrite these algorithms for distributed and parallel environment, tackling big data analysis problems turns to solving small data problems and defining proper ensemble or combination functions. Furthermore, statistically-aware data partitioning algorithms can be implemented using the current APIs of distributed computing engines, such as Apache Hadoop and Apache Spark. As a result, many of the current algorithms can be scaled to big data without the need for new parallel implementations. This approach can also help in separating big data storage from big data analysis so that selected RSP data blocks can be loaded on or transferred to local machines or computing clusters for analysis. As such, a computing cluster can be used to analyze data sets stored in different clusters by combining the outputs from different locations. If RSP data blocks from different data centers have different probability distributions, a combination criterion can be defined to produce representative RSP data blocks of the whole data set and then analyze the combined blocks to produce the estimated results of the big data in different data centers.

11. CONCLUSIONS

In this article, we introduced the random sample partition (RSP) data model to represent a big data set as a set of RSP data blocks where each RSP data block itself is a random sample of the whole data set. An RSP data model of a big data set can be created using distributed data partitioning algorithms. We showed that block level samples from an RSP data model can be used efficiently and effectively for different data analysis tasks such as statistics estimation and ensemble learning. We demonstrated how the
asymptotic ensemble learning framework is used as a general framework for building block-based ensemble models using block samples from an RSP data model. For further testing and investigation, some of our future works include implementing different statistically-aware partitioning algorithms, extending our framework for building random subspace base models in order to increase the variety of base models as well as testing other data analysis tasks.
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