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Abstract: The assignment problem is an essential problem in many application fields and frequently used to optimize resource usage. The problem is well understood and various efficient algorithms exist to solve the problem. However, it was unclear what practical performance could be achieved for privacy preserving implementations based on multiparty computation (MPC) by leveraging more efficient solution strategies than MPC based simplex solvers for linear programs. We solve this question by implementing and comparing different optimized MPC algorithms to solve the assignment problem for reasonable problem sizes. Our empirical approach revealed various insights to MPC based optimization and we measured a significant (50x) speedup compared to the known simplex based approach. Furthermore, we also study the overhead introduced by making the results publicly verifiable by means of non-interactive zero-knowledge proofs. By leveraging modern proof systems we also achieve significant speedup for proof and verification times compared to the previously proposed approaches as well as compact proof sizes.

1 Introduction

Efficient use of resources is of utmost importance for high competitiveness and low prices for consumers. With the increasing degree of digitization and the ongoing trend towards cloudification, it becomes easier than ever before to achieve the goal of efficient resource usage also beyond company boundaries, e.g., in a sharing economy, where an optimal match between supply and demand has to be found.

One important task in such a scenario is described by the linear assignment problem, which deals with the question how to assign $n$ tasks to $n$ machines while minimizing the total costs, knowing the costs of assigning each task to each machine. Assignment problems have been studied for multiple decades, and a variety of efficient algorithms solving such problems can be found in the literature.

However, when assigning resources among competitors, e.g., by the means of an auction, companies - and in particular potential competitors - might often have confidentiality concerns, as the individual costs per task might be sensitive and contain company secrets. This might lead to hiding the true valuations (Ausubel and Milgrom, 2002), or let companies not participate in an auction at all (Sunderam and Parkes, 2003), e.g., because the leaked information might be used against them by competitors (Moldovanu, 2012).

The classic approach in such a case would be to agree on a trusted party that collects all inputs from all participants, and locally computes the optimal assignment. However, finding such a trusted authority might be difficult in many situations, e.g., in the case of competitors from different countries, or in case of a high frequency of such assignments close to real-time.

In this work we thus study solvers for the linear assignment problem, guided by the following main requirements:

i) No central authority shall be required in the entire process, i.e., all computations need to be carried out in a distributed fashion. In particular, all sensitive input data needs to be protected from unauthorized access by any involved entity.

ii) The output of the distributed computation shall be publicly verifiable (or at least by all participants), without requiring to trust any other entity in the system.

iii) Computations need to be sufficiently efficient and scalable to support a high frequency of executions close to real-time.
Motivating example. For specificity, we explain the motivating use case for our research, which was developed in close collaboration with relevant stakeholders from the aviation industry as an important step towards practical deployment (Schuetz et al., 2021; Lorünser et al., 2021).

Deviations from original flight plans due to variance and external events such as changing weather conditions are part of the day-to-day business at airports. Therefore, optimization of starting and landing sequences across competing airlines could contribute to minimizing costs or delays on a large scale. To do so, the current situation at an airport would ideally be continuously monitored and optimized, thereby considering airline priorities for most efficient operations.

A first system called User-Driven Prioritization Process (UDPP) (DFLEX, 2014) has already been developed to allow airlines to react on varying conditions and swap flights within their own fleet for given flight sequence. However, because airlines are reluctant to share their preferences with other airlines, global optimization is currently not possible, which significantly reduces the efficiency of the given resources at an airport.

In this work we aim at tackling this problem by leveraging multi-party computation to develop a decentralized platform that enables collaboration for optimal flight sequencing in challenging conditions, cf. (i). Based on dedicated market mechanisms, set up to incentivize airlines to participate in the system, a model for an optimization process was developed. From a modelling point of view, a weight map is used by airlines to define flight priorities for particular slots in the flight sequence. Looking at the modelling of the optimization problem, it turns out that it basically resembles a so-called linear sum assignment problem (LSAP).

Furthermore, related to (ii), given the financial and economic impact of slot assignments, airlines have a strong requirement regarding the authenticity of any slot assignment in order to overcome the risk of unjustified prioritization of a single airline. Finally, slots need to be assigned multiple times per hour due to the high traffic volume at major airports, and the frequency of delays, changing weather conditions, etc., thus requiring computations to be carried out in seconds to minutes at most, cf. (iii).

Related Work In the following we provide a brief overview related work.

Numerous privacy-preserving algorithms for different types of matching algorithms have been proposed in the literature. Considering general two-party linear programming (LP), (Li and Atallah, 2006) provide an efficient protocol for semi-honest parties, as well as extensions to prevent certain malicious behaviour. Linear programming using MPC was considered by (Toft, 2009; Vaidya, 2009; Hong et al., 2016; Damgård et al., 2017).

Regarding specific assignment tasks, (Golle, 2006; Franklin et al., 2007) provide a privacy-preserving version of the famous matching algorithm by (Gale and Shapley, 2013), based on mix networks and homomorphic encryption, however only considering a weak (passive) adversary model. A first MPC-based implementation was presented by (Doerner et al., 2016), scaling to multiple thousand input values. A first provably secure and scalable implementation was later presented by (Riazi et al., 2017) based on garbled circuits (Yao, 1986).

Specifically for LSAP, a privacy-preserving version of the Hungarian algorithm (as in Section 3.2) based on homomorphic encryption was presented by (Wüller et al., 2017). However, only the theoretical complexity of the protocol is analyzed, and no performance data is available.

None of these protocols offers means to publicly verify the correctness of the computation result, which however is a key requirement for our use case. A notable exception is the work by (de Hoogh et al., 2016), who present verifiable MPC-based solutions for general linear programming. However, due to the generality of LP as well as the choice of primitives for the correctness proofs, our efficiency requirements cannot be achieved by this work. An efficient publicly verifiable auctioning platform for traditional sealed-bid auctions was recently proposed by (Lorünser et al., 2022).

For the sake of completeness, we also mention (Baum et al., 2014; Schoenmakers and Veeningen, 2015) who give a generic framework for publicly verifiable multi-party computation, which however is mainly of theoretical interest in our setting due to the computational overhead.

Contributions. Following the above guiding principles, the main contributions of this paper can be summarized as follows:

• In a first step, we perform a comprehensive analysis and comparison of secure multi-party computation (MPC) based approaches to solve the assignment problem in a privacy-preserving way.
• We provide optimized implementations and benchmarks to compare the performance of different approaches, achieving an improvement over existing implementations by a factor of 50.
• We extend our implementation by public verifiability mechanisms based on zkSNARKs and Bulletproofs, thereby significantly outperforming related work and demonstrating the practical efficiency of decentralized, privacy-preserving, verifiable solvers for the assignment problem.

Outline. The remainder of the paper is structured as follows. We provide a comprehensive overview of MPC-based approaches to the assignment problem in Sec. 2. In Sec. 3, we present our implementation approach and practical benchmark results to solve the assignment problem, and present our extension towards public verifiability in Sec. 4. We briefly conclude in Sec. 5.

2 MPC Approaches to LSAP

In this section we briefly review the linear sum assignment problem (LSAP) and discuss important aspects when it comes to the realization of a privacy-preserving version based on MPC.

2.1 Assignment Problem

An instance of LSAP is described by a weight matrix \( W \), where each \( w_{ij} \) represents the cost associated with matching task \( i \) of the first set (a flight in our case) and resource \( j \) of the second set (a slot in our case). The goal of the optimization is then to find a complete assignment of flights to slots which is of minimal cost according to a defined objective function, which is essentially the sum of weights.

Formally, let \( X \) be a boolean matrix where \( x_{ij} = 1 \) if and only if row \( i \) is assigned to column \( j \). Then the cost of the optimal assignment is computed as

\[
\min \sum_{i} \sum_{j} w_{ij} x_{ij}
\]

where the minimum is taken over all \( X \) where each row is assignment to at most one column, and each column to at most one row. In our analysis the matrix \( W \) was assumed to be quadratic, however, it can be easily generalized to a rectangular problem by techniques discussed below.

A large number of algorithms has been developed for the LSAP, cf., e.g., (Akgül, 1992; Bertsekas, 1992; Burkard and Çela, 1999; Dell’Amico and Toth, 2000). They range from primal-dual combinatorial algorithms, to simplex-like methods, cost operation algorithms, forest algorithms, and relaxation approaches. The worst-case complexity of the best sequential algorithms for the LSAP is \( O(n^3) \), where \( n \) is the size of the problem.

For this work we selected one representative for each important class of algorithms and analyzed/implemented a MPC version of it to measure the practical performance which can be achieved. The selected algorithms are the

• simplex based solution strategy, where we leveraged linear programming to convert the problem into max flow formulation.
• Hungarian algorithm (aka Munkres), one of the most important candidates for the primal-dual strategy.
• auction algorithm, a algorithm working in the dual domain of “shadow prices”, and
• variants of shortest augmenting path (SAP) algorithms.

If the weight matrix is quadratic in size \( n \), i.e., there is the same number of tasks and resources, the LSAP is called balanced. It means that both parts of the bipartite graph have the same number of vertices, when treating the problem as matching in bipartite graphs.

In the unbalanced case, the number of vertices is different for each side in the corresponding bipartite graph, resulting in a rectangular cost matrix \( n \times m \). In that case, either not every machine can be matched to a task or not every task is occupied. Fortunately, most of the algorithms tested can be directly generalized to unbalanced problem solving. However, even if the solver only works for balanced problems, there are methods to convert an unbalanced solution to a balanced one. The straight forward technique is to augment the smaller set of vertices with \(|n - m| \) additional entries and to connect them to the existing vertices with edges of cost 0. However, there also exist even more efficient technique (Ramshaw and Tarjan, 2012) requiring even less additional edges. Fortunately, all these techniques are also compatible with MPC and only result in an additional pre-processing step.

2.2 MPC Aspects

Multi-party computation (MPC) allows parties to jointly perform computations in a way that only designated receivers obtain a result at the end of the computation, while no further information is revealed to any other participant in the system. In particular, the inputs are kept confidential from all other participants in the system. MPC can be considered the most practical approach for generic computation on sensitive data. It allows to perform arbitrary computations in principle, however, depending on the concrete computation to be performed, MPC protocols are often
slower than a local computation by orders of magnitudes.

Generally speaking, the algorithms used to solve the LSAP are not MPC-friendly. By their nature, they are mostly sequential with very little potential for vectorized operations. One such vectorizable operation is testing for zero. Even though this is a costly procedure in MPC that involves random number generation and comparisons, it can easily be done for a whole array in parallel, because testing one element does not involve any other elements of the same array. Also, the result can be cached, is only invalidated if the value itself changes, and can easily be recomputed on demand.

With most other operations, however, this is not possible. Take for example the minimum of a collection of elements. Finding it involves in the order of log \( n \) comparisons that have to be performed in sequence. Any change of the collection over which the minimum was computed could possibly change the minimum, so caching it is not viable. (When an element is added or changed, a single comparison is sufficient to recompute the minimum, but when an element is removed, the minimum has to be recomputed from scratch.)

To get tolerable performance we must trade-off between privacy and speed and inevitably leak some indirect information, e.g., branches been taken. However, the final assignment will be public and is known to be optimal, which also means some leakage. If that is not enough, (Aly and Cleemput, 2017) have shown how to efficiently implement graph algorithms that, like ours, reveal branching information, yet do not leak information by just obliviously permuting the original data.

Another problem is that every algorithm that uses some form of \( \epsilon \)-scaling needs to use floating-point numbers. This is not just a question of numerical stability. If the underlying numerical representation is not precise enough, \( \epsilon \)-scaling may terminate with a solution that is not optimal, or may not even terminate at all. In (Bertsekas, 2009) the authors propose to multiply every element of the \( n \times n \) matrix by \( (n+1) \) and use only integer values (down to 1) for \( \epsilon \) but notes that this may in practice lead to integer overflow because prices can then be somewhere in the order of \( n^2 \max_{(i,j) \in A} |a_{ij}| \).

### 3 Algorithm Evaluation

In the following we compare MPC performance of different solution strategies used to solve the assignment problem. The different algorithms have been implemented and benchmarked in \( \text{MPyC} \)\(^1\) with default settings and a 3 party configuration. \( \text{MPyC} \) is based on secret sharing and is targeted towards semi-honest adversaries, however, the results can also be transferred to other frameworks with reasonable effort. The performance of the simplex solver from (de Hoogh et al., 2016) served as a baseline for our comparison and was included in our analysis as shown below. A single Intel NUC computer equipped with an Intel(R) Core(TM) i5-8259U CPU running at 2.30GHz maximum frequency and with 32GB of memory was used as hardware, to make the results comparable. All parties were run in a local setup without any additional network latency and other restricting settings, if not explicitly stated otherwise. If not explicitly stated otherwise, all presented runtime are in seconds.

#### 3.1 Simplex for Linear Programming

The assignment can be viewed in different forms. In essence, it is a special case of the transportation problem, which itself is a special case of the minimum cost flow problem, which belongs to category of linear programs. Therefore, the most generic solving approach would be to leverage existing simplex implementations in MPC and model the problem accordingly.

![Figure 1: Bipartite graph structure for matching and minimum cost flow modelling.](Image)

The two major representations in LP form are shown in Fig. 1. They are either modeled as minimum cost matching in a bipartite graph or min cost flow problem. The latter may be rather counter intuitive because one would more likely expect the formulation as an integer program because of the binary nature of a match.

The corresponding LP is defined as follows. In a bipartite graph each edge \((i, j)\), where \( i \) is in \( A \) and \( j \) is in \( T \), is assigned a weight \( w_{ij} \). Additionally, for each edge \((i, j)\) we have a binary variable \( x_{ij} \) indicating if

\(^1\)https://github.com/lschoe/mpyc
a certain edge is in the solution or not. Therefore, the resulting LP is given by:

\[
\begin{array}{l}
\text{minimize} \quad \sum_{(i,j) \in A \times T} w_{ij} x_{ij} \\
\text{subject to} \quad \sum_{j \in T} x_{ij} = 1 \quad \text{for} \ i \in A, \\
\quad \sum_{i \in A} x_{ij} = 1 \quad \text{for} \ j \in T \\
\text{with} \quad 0 \leq x_{ij} \leq 1 \quad \text{for} \ i, j \in A, T, \\
\end{array}
\]

(1)

Because of the binary variables the model resembles an integer linear program. Fortunately, the problem can still be solved with standard methods known from continuous LP, albeit the integrality constraints, by simply dropping the integrality constraint. This is due to the fact, that for optimal solutions variables always take integer values, despite fractional values being allowed.

Furthermore, converting the problem to a maximization solution by inverting the weights leads to a further simplified formulation with less slack variables. In the presented use case we where anyhow maximizing the utility which is represented by the cost. Reducing the number of slack variables and problem size is essential for MPC performance and by converting the equality constraints to \( \sum_{j \in T} x_{ij} \leq 1 \) and \( \sum_{i \in A} x_{ij} \leq 3 \) the most compact formulation is achieved.

The basic idea of Munkres algorithm is to iteratively improve the matching in a bipartite graph along augmenting path between unmatched vertices. It has the fastest strongly polynomial run-time complexity with \( O(mn + n^2 \log n) \), where \( n \) is the number of vertices and \( m \) is a number of edges, when implemented with Fibonacci heaps.

Our second implementation is based on the Hungarian algorithm, also known as the Munkres or Kuhn-Munkres algorithm (Kuhn, 1955; Kuhn, 1956; Munkres, 1957). It was one of the first polynomial-time algorithms for solving the assignment problem. The basic idea of Munkres algorithm is to iteratively improve the matching in a bipartite graph along augmenting path between unmatched vertices. It has the fastest strongly polynomial run-time complexity with \( O(mn + n^2 \log n) \), where \( n \) is the number of vertices and \( m \) is a number of edges, when implemented with Fibonacci heaps.

Our MPC version is based on a standard implementation as presented in (Toft, 2009). Contrary to the original algorithm for manual evaluation with 4 phases, it comprises 6 steps but follows the main paradigm of finding minimum coverings of zeros in the weight matrix manipulated by reducing rows and columns.

However, a fully oblivious implementation would be rather slow and would require further measures to prevent from leaking information. Therefore, we opted to reveal certain aspects during computation, which will be discussed in Sec. 3.6. With this approach we achieved a substantial performance speedup compared to the simplex variant and after some manual optimization we achieved a speedup of almost a factor of 30 compared to the simplex.

The detailed performance results are shown in Table 2. The table shows the duration of an optimization run in seconds depending on the problem size. It also contains information about the amount of costly MPC operations needed (minimum finding and zero testing) in the processing. Interestingly, for Munkres the average performance measured for the random case is twice as fast as for the particular use case data which is more structured. This is in contrast to the sim-

### Table 1: Running time in seconds of LP solver with random weight vectors (above) and sample data from slot management problem (below).

| s   | n   | m   | iter | t\_simplex | t\_dual |
|-----|-----|-----|------|------------|---------|
| 10  | 100 | 20  | 23   | 7.8        | 1.1     |
| 20  | 400 | 40  | 41   | 61.8       | 12.8    |
| 30  | 900 | 60  | 71   | 275        | 57      |
| 40  | 1600| 80  | 104  | 806        | 157     |
| 50  | 2500| 100 | 145  | 1920       | 410     |
| 60  | 3600| 120 | 167  | 3468       | -       |
| 70  | 4900| 140 | 224  | 7333       | -       |

### Table 2: Running time in seconds of LP solver with random weight vectors (above) and sample data from slot management problem (below). s is the size of the quadratic weight matrix and n \( \times m \) is the dimension of the respective dimension of the A matrix in a LP of the form \( Ax \leq b \).
Table 2: Running time in seconds of Munkres with random weight vectors (above) and sample data from slot management problem (below).

| size | #steps | t\text{munkres} | #iszero | #min |
|------|--------|-----------------|---------|------|
| 10   | 38     | 0.8             | 400     | 821  |
| 20   | 86     | 4.4             | 1981    | 4016 |
| 30   | 184    | 17.8            | 10309   | 20734|
| 40   | 308    | 33.7            | 26368   | 52931|
| 50   | 441    | 67.0            | 52714   | 105712|
| 60   | 601    | 125             | 98444   | 197280|
| 70   | 775    | 170             | 154046  | 308603|
| 80   | 962    | 220             | 230023  | 460682|
| 90   | 1193   | 345             | 336901  | 674583|
| 100  | 1401   | 412             | 460890  | 922709|

| size | #steps | t\text{munkres} | #iszero | #min |
|------|--------|-----------------|---------|------|
| 10   | 36     | 0.9             | 399     | 818  |
| 20   | 92     | 5.0             | 2633    | 5323 |
| 30   | 185    | 16.1            | 10219   | 20556|
| 40   | 341    | 53.0            | 34020   | 68253|
| 50   | 488    | 77.8            | 67730   | 135772|
| 60   | 725    | 215             | 149425  | 299310|
| 70   | 959    | 293             | 264503  | 529618|
| 80   | 1183   | 350             | 396112  | 792990|
| 90   | 1450   | 546             | 591673  | 1184293|
| 100  | 1770   | 869             | 884127  | 1769411|

3.3 \(\varepsilon\)-scaling Auction Algorithm

The auction algorithm is an intuitive method for solving the classical assignment problem. It was first introduced in 1979 by (Bertsekas, 1979), and has since then evolved as a valuable tool in network optimization (Bertsekas, 2009). Auction algorithms were selected for implementation because they have good practical average performance, although worst case performance is the same as for the Hungarian algorithm, i.e., \(O(n^3)\).

In this paragraph we quickly recap the description from (Bertsekas, 2009), which is based on the idea of economic equilibrium problem that turns out to be equivalent to the assignment problem; for a detailed presentation, we refer to (Bertsekas, 1992; Boffey and Bertsekas, 1994; Bertsekas, 1998).

The auction algorithm works in the dual of the problem acting on the so called shadow prices. In a first step, it determines \(\varepsilon\) to be the highest absolute cost, then repeats the auction with progressively smaller \(\varepsilon\) until it is smaller than \(n\) (the number of participants/objects). The rate \(\alpha\) of decrease can be freely chosen.

This seems to indicate that floating point numbers have to be used in order to guarantee correctness and termination of the algorithm. However, as mentioned before, it is possible to scale all costs by \(n + 1\) and remain in the integer domain, with the risk of integer overflows.

In practice, the auction algorithm is very MPC-unfriendly. To find the initial \(\varepsilon\) involves taking the maximum of the whole cost matrix, and afterwards repeatedly finding the two indices at which the current price vector is minimal. As the price vector is highly variable, there is no possibility of caching. Given the high overhead of floating-point arithmetic in our development environment, initial benchmarks showed a slowdown of a factor of more than 10 compared to all other solutions already for small problem sizes, such that this type of algorithms was not further considered in our analysis.

3.4 Shortest Augmenting Path Algorithms

Another important category of algorithms are shortest augmenting path algorithms such as the Jonker-Volgenant-Castanon (JVC) (Jonker and Volgenant, 1987). These algorithms are somewhat similar to Hungarian method, but apply a better way to update solutions together with a number of pre-processing techniques, including column reduction, reduction transfer, and reduction of unassigned rows. While the Hungarian algorithm finds any feasible augmenting path, JVC and a number of other algorithms find the shortest augmenting paths in a minimum cost network flow, where each node in \(S\) transmits one unit and each unit in \(T\) must receive one unit of a single commodity. Indeed, an optimal solution can be found by considering one source in \(S\) at a time and finding the shortest path emanating from it to an unassigned node in \(T\).

We compared two implementations of this class. The first implementation is based on a solution used in the optimization module of SciPy module\(^2\). The second implementation is based on the py-lapsolver project\(^3\), which itself is based on the Stanford ACM-ICPC teams site\(^4\).

The performance results of the MPC implementation are summarized in Table 3. For random data the SciPy version performs similar to Munkres, but the algorithm also benefits from the structure in typical use case data. However, the MPC version of the ACM-ICPC solver turned out to be the fastest in class and

\(^2\)Github scipy package file rectangular_lsap.cpp
\(^3\)https://github.com/cheind/py-lapsolver
\(^4\)Github StandfordACM algorithm MinCostMatching.cc
Table 3: Running time in seconds of scipy_lsa and lap_solver with random weight vectors and sample data from slot management problem. Measurement of number of zero tests and minimum search were done on use case data.

| n  | random $t_{scipy}$ | random $t_{lap}$ | use case $t_{scipy}$ | use case $t_{lap}$ | #iszero | #min | #iszero | #min |
|----|-------------------|------------------|----------------------|-------------------|---------|------|---------|------|
| 10 | 1.2               | 0.7              | 1.7                  | 0.9               | 641     | 199  | 0.7     | 0.9  |
| 20 | 7.1               | 3.4              | 11.9                 | 4.5               | 5155    | 998  | 3.4     | 4.5  |
| 30 | 20.4              | 8.2              | 35.3                 | 10.4              | 17535   | 2797 | 8.2     | 10.4 |
| 40 | 35.9              | 34.9             | 64.3                 | 38.2              | 42641   | 5996 | 17.0    | 22.9 |
| 50 | 74.0              | 53.7             | 97.5                 | 47.8              | 78803   | 10995| 34.9    | 38.2 |
| 60 | 128               | 86.7             | 135                  | 73.5              | 126972  | 18194| 56.5    | 57.4 |
| 70 | 176               | 116              | 174                  | 103               | 186655  | 27993| 86.7    | 73.5 |
| 80 | 262               | 116              | 224                  | 103               | 267247  | 40792| 116     | 103  |
| 90 | 393               | 149              | 255                  | 138               | 381406  | 56991| 149     | 138  |
| 100| 438               | 185              | 289                  | 188               | 526712  | 76990| 185     | 188  |

Table 4: Performance of MPC version of ACM-ICPC solver for different network delays and problem sizes. Latency is in milliseconds.

| n  | latency $\downarrow$ |
|----|-----------------------|
| 0  | 0                     |
| 5  | 0.7                   |
| 10 | 3.5                   |
| 15 | 10.1                  |
| 20 | 14.4                  |
| 30 | 132                   |
| 40 | 184                   |
| 50 | 238                   |

3.5 Impact of Network Latency

To make the results comparable all benchmarks were done on the same single PC with the very same software framework and the same configuration. However, no delays between network nodes have been introduced. In principle network delays increase the time during sub-protocols for non-linear operations, i.e., multiplication steps in our protocols (c.f. see (Loruenser et al., 2022)). Therefore, the experienced slowdown depends linearly on the multiplicative depth of the arithmetic circuit defining the function to be computed. To show the impact in practical terms, in Table 4 we show the impact of latency between MPC nodes. Real world solutions have to take this effect into account. It could lead to substantial performance penalties for distributed setups with larger network latency (Lorünser and Wohner, 2020).

3.6 Leakage and Countermeasures

To achieve a good performance, trade-off between privacy and efficiency had to be accepted, which we will discuss in the following.

The Hungarian method is a completely sequential algorithm, and branching encodes information. Also in general. It is more than two times faster than the SciPy version and more than four times faster than Munkres for the use case specific data. Nevertheless, in this version the smart updating mechanism based on augmenting paths did not make a real difference for different data types. Overall, the MPC-ACM-ICPC solver performs about 55 times better than the state of the art based on simplex solver which pushes practical applications to bigger problem sizes as in the case of the markets for air traffic management slot exchange.

Therefore, a fully oblivious version would run in constant time and not even reveal the number of iterations needed. However, this is not practical and render the technology obsolete for the aspired goal and problem sizes. Certain trade-offs were already considered in (de Hoogh et al., 2016), where also minimal information is leaked by the algorithm to achieve better performance, e.g., the number of iterations.

In our implementation we never reveal costs at any time. Yet, we carry out certain tasks, such as the row and column covering, in the plaintext domain. This reveals information about the position of minimum elements in rows and column by doing public zero testing after the minimum of certain rows and columns have been subtracted obliviously. This leakage could enable an observer (e.g., a semi-honest MPC node) to learn certain aspects about the structure of the cost matrix by following the covering results for rows and columns over the iterations.

Similarly, for the class of shortest augmenting path algorithms, the MPC-ACM-ICPC implementation is completely sequential and therefore leaks in case of non-oblivious branching, while never revealing costs themselves.

To cope with certain leakages, dedicated countermeasures can be put in place in form of pre- and post-
processing. For instance, for the Hungarian method, the leakage of the index of the minimum cost in a row or column can be defeated by obliviously permuting rows and columns before running the algorithm and reversing the operation after a solution is found. This is due to the fact, that an optimal solution is given by a full covering will all columns marked, i.e., reversing the permutation fully removes all information about the intermediate steps for an adversary. Computing permutations can be done highly efficiently with only a minimal overhead compared to the actual optimization process. This approach still enables reasonable performance but prevents from attributing row an column properties to the real cost matrix.

To be more concrete and estimate the overall runtime of the pre- and post-processing phase we implemented an oblivious shuffle2d and unshuffle2d algorithm permuting rows and columns of an \( n \times n \) cost matrix through appropriate matrix multiplications. The runtimes are shown in Table 5.

| \( n \) | shuffle2d (s) | unshuffle2d (s) |
|-------|--------------|-----------------|
| 10    | 0.1          | 0.02            |
| 50    | 1.1          | 0.2             |
| 100   | 5.5          | 0.9             |

Table 5: Performance of permutation based pre- and post-processing.

4 Public Verifiability

As discussed earlier, a solver for the assignment problem should not only protect the privacy of the inputs, but also give formal guarantees about the correctness of the result. That is, the computation result should also come with a cryptographic certificate (or proof) that allows any party to check whether all computations have been carried out correctly, without leaking any information about the inputs. Such an approach, called publicly verifiable MPC, minimizes the trust that needs to be put into the MPC network, as soundness can even be guaranteed in case that all MPC nodes get corrupted. To achieve this, we deploy non-interactive zero-knowledge proofs of knowledge (NIZK) (Blum et al., 1988).

The idea for this type of optimization was introduced in (de Hoogh et al., 2016). The approach is based on the duality theorem which defines for every linear program an equivalent problem in the dual with dual variables and a dual objective function. In fact, the efficient algorithms presented before already make use of the duality internally, which make them also good candidates for extension with verifiability. By directly proving the optimality of the dual solution, it is no longer necessary to prove the correctness of every single computational step, which would not be feasible in a reasonable amount of time.

The dual of the linear assignment problem in (1) is as follows:

\[
\text{maximize } \sum u_i + \sum v_j \\
\text{subject to } u_i + v_j \leq c_{ij} \text{ for } i, j \in A, T \\
\text{with } u_i, v_j \in \mathbb{Z} \text{ for } i, j \in A, T.
\]

where \( u_i \) and \( v_i \) are the dual variables which are not restricted to positive values contrary to the primal variables. The dual variables are also interpreted as shadow prices which is why operations in the dual are often called auctions.

Thus, in order to efficiently prove the correctness of an optimization result we first need to compute the corresponding dual, which has to be kept private. This can be achieved by augmenting the MPC algorithms to also compute the dual in the oblivious domain and only reveal the primal solution in the clear. Secondly, in order to prove optimality, it is necessary to show that:

1. the optimum is indeed the sum of the costs (NIZK or directly),
2. the constraints of the primal are fulfilled (this can be done in clear),
3. there exist dual variables such that the primal optimum is equal to the dual, i.e. \( \sum u + \sum v = f_{\text{opt}} \) (NIZK), and
4. the dual variables fulfill the constraints (NIZK).

The most challenging task are the last two steps which have to be done without revealing the dual variables or the costs which requires the usage of NIZK and the generation of them within the MPC system, without revealing any witness to any entity in the clear. In the following we explain how this can be achieved efficiently using MPC and NIZK.

4.1 Augmented LSAP

In a first step, the optimization algorithms have to be adapted to also provide the dual solution. We use the idea of augmented algorithms which provide both, an optimal solution of the original problem as well as the corresponding dual variables.

Verifiability for general LP. For the case of LP the approach has already been demonstrated in (de Hoogh et al., 2016), and we use this implementation as a baseline for our improvements. The respective solution also comes with verifiability, and consists of four main steps:
1. the basic simplex operation,
2. computation of the solution,
3. computation of the dual, and
4. verification of the dual and optimality.

Unfortunately, especially the verification step turned out to be very resource intensive. Besides adding another 20% overhead to the computation time, especially the memory usage was extensive. As shown in Table 1, we were not able to conduct tests beyond problem sizes of 40 slots on our test machine, rendering the implementation impractical for our requirements.

**Overcoming limitations for LSAP.** In our work we thus developed and tested an augmented version of the Hungarian algorithm, as it also follows a primal-dual approach.

The core extensions to the Hungarian algorithm are shown in Listing 1 and 2. In step 3 of the algorithm the $u_i$ have to be updated with each row modification and in step 6 $u_i$ and $v_j$ are updated according row and column modifications. All other steps are not affected and the necessary modifications in steps 3 and 6 are also very MPC friendly, i.e. only addition and subtraction on secure values.

```python
for i in range(n):
    # Find min value for each row
    minval = min(cost_matrix[i])
    # Subtract minval from every element in the row.
    for j in range(n):
        self.C[i][j] -= minval
    # Update dual u_i
    self.u[i] = minval
```

**Listing 1: Augmented Munkres Step 3**

```python
for i in range(self.n):
    for j in range(self.n):
        if self.row_covered[i]:
            self.C[i][j] += minval
        if j == 0: self.u[i] -= minval
events += 1
        if not self.col_covered[j]:
            self.C[i][j] -= minval
        if i == 0: self.v[j] += minval
events += 1
        if self.row_covered[i] and not self.col_covered[j]:
events -= 2 # change reversed, no real difference
```

**Listing 2: Augmented Munkres Step 6**

Because shortest augmenting path (SAP) algorithms are very similar in nature to Hungarian, we expect similar results for them although we did not implement them.

### 4.2 Adaptive zkSNARKS

We now explain how the necessary NIZKs to prove the optimality of the dual solution are computed in our system, thereby significantly improving over the efficiency achieved by (de Hoogh et al., 2016).

In our first approach we use the adaptive zkSNARKs by (Veeningen, 2017), which are well suited and optimal in terms of proof size. The idea is to have commitments on all relevant witnesses for the proof, which could, e.g., be stored on a blockchain to make them publicly available.

As described above, the proof is composed of four components where three have to be shown in zero-knowledge and the evident plaintext constraints are omitted. Because the commitment used in the zkSNARKs system are homomorphic, the correctness of the optimum can be shown directly by combining the respective commitments on the input weights. However, if the more efficient vector commitments are used a dedicated proof has to be computed explicitly in the MPC system, which is also straightforward. The same has to be done for the dual solution which also has to sum up to the optimum with no slack space left to the primal.

The most challenging task is proving the dual constraints. Basically, we have to prove $n^2$ inequalities on the dual variables. If we consider the fact that the slack for cost incorporated in the final solution is zero, we can convert $n$ inequalities to equalities, however, because of the use of vector commitments they have to be integrated into the same proof and cannot be done at the verifier.

To measure performance we implemented a version based on PySnark\(^5\) and QapTools\(^6\) which is shown in Listing 3. It is a fully privacy-preserving version with index and optimum also hidden (inside a commitment), and proves the optimum of the primal and the dual as well as all dual constraints in a single proof. The achieved performance is shown in Table 6. From the figures it can be seen that the proof computation is the only relevant factor but is still faster than the optimization process. It should be noted that the proof computation is independent of the network latency and does not need any communication between MPC nodes except for a final reconstruction step.

```python
@pysnark.runtime.snark
def is_optimum(C, ind, opt, u, v):
    n = len(C)
    res = 1
    # verify primal optimum is correct
```

\(^5\)https://github.com/meilof/pysnark

\(^6\)https://github.com/Charterhouse/qaptools
Listing 3: zkSNARK example for optimality proof.

```python
cost = 0
for r, c in ind:
    cost += C[r.value][c.value]
res *= opt == cost

# verify optimum primal-dual
res *= opt == (sum(u) + sum(v))

# verify dual constraints
for i in range(n):
    for j in range(n):
        z_ij = u[i] + v[j]
        res *= z_ij <= C[i][j]
return res
```

Table 6: Runtime in seconds for public verifiability of MPC based LSAP solving with adaptive zkSNARKs. The table shows results for different problem sizes $n$.

| n   | prove (s) | verify (s) | fast verify (s) | proof size (elem.) |
|-----|-----------|------------|----------------|--------------------|
| 10  | 0.03      | 0.07       | 0.07           |                    |
| 20  | 0.10      | 0.07       | 0.07           |                    |
| 30  | 0.22      | 0.07       | 0.07           |                    |
| 40  | 0.39      | 0.11       | 0.11           |                    |
| 50  | 0.61      | 0.21       | 0.21           |                    |
| 60  | 0.89      | 0.21       | 0.21           |                    |
| 70  | 1.23      | 0.40       | 0.40           |                    |
| 80  | 1.71      | 0.42       | 0.42           |                    |
| 90  | 2.15      | 0.40       | 0.40           |                    |
|100  | 2.45      | 0.75       | 0.75           |                    |

4.3 NIZK Without CRS

Despite their practicality, zkSNARKs require a common reference string (CRS), which needs to be computed in a setup phase. Although this CRS can also be generated in distributed way (e.g., in an MPC ceremony) in order to ensure that no entity knows, e.g., any trapdoor information of the CRS, it is sometimes undesirable to require a setup phase, in particular as the purpose of the NIZK is to protect against malicious MPC nodes, and thus an independent MPC network would be required for the MPC ceremony.

To also support a method without a CRS we leverage Bulletproofs (Bünz et al., 2018), which were designed to support efficient range proofs, the most demanding step when proving (2). When batching $u$ interval proofs for intervals of bitlength $v$, the resulting proof size is only $2(\log_2(u) + \log_2(v)) + 4$ group elements plus $5 \mathbb{Z}_p$ elements.

Table 7 shows proof generation and verification times for different batch sizes and problem sizes. The major issue at the moment are the size of the input commitments, because vector commitments are not supported and for each witness a dedicated Pedersen commitment is needed, which results in $n^2 + 2n$ commitments for the weight matrix and the dual variables.

The benchmark results only consider the computational intensive part of range proof processing, however, because the additional comparisons can be directly done at the verifier in parallel, they are good estimates for overall performance. A fully integrated implementation also supporting MPC is currently under development.

Table 7: Runtime and size for optimality proofs based on Bulletproofs. Results for different problem sizes $n$ are shown.

| n   | prove (s) | verify (s) | fast verify (s) | proof size (elem.) |
|-----|-----------|------------|----------------|--------------------|
| 4   | 0.26      | 0.14       | 0.1            | 20                 |
| 5   | 0.25      | 0.27       | 0.2            | 22                 |
| 8   | 1.04      | 0.54       | 0.4            | 24                 |
| 11  | 2.07      | 1.09       | 0.81           | 26                 |
| 16  | 4.14      | 2.17       | 1.61           | 28                 |
| 22  | 8.28      | 4.33       | 3.22           | 30                 |
| 32  | 16.5      | 8.65       | 6.45           | 32                 |
| 45  | 33.0      | 17.2       | 12.8           | 34                 |
| 64  | 66.2      | 34.5       | 25.7           | 36                 |
| 90  | 132       | 68.8       | 51.5           | 38                 |
|128  | 267       | 138        | 102            | 40                 |

5 Conclusion

Based on the results in our work it is easy to estimate the overall performance for solving the linear assignment problem in a privacy preserving but verifiable manner. The times for MPC based optimization can be summed with the corresponding prove times for the given problem size to get an overall time. Additionally the verification times is only done by the results parties. Moreover, in some use cases the verifiability part could be done offline to further speed up overall application performance.

In this work we did a deep dive into solving the LSAP with MPC. From our experience, it was not possible to arrive at this result without actually implementing the different solutions. We were able to improve by a factor of 50 compared to the existing simplex based approach and also showed that shortest augmenting path solutions are the best also in the MPC setting.

On top of privacy, we also showed that efficient prove generation is possible by selecting most appropriate NIZK frameworks. Compared to existing ap-
proach based on Schnorr proofs the usage of modern NIZK techniques showed major improvements and practical relevance.
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