Study of scalar and tensor power spectra in the generalized Starobinsky inflationary model using semiclassical methods
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Abstract
In this work we solved the equation of scalar and tensor perturbations for the generalized Starobinsky inflationary model using the improved uniform approximation method and the phase-integral method up to third-order in deviation. We compare our results with the numerical integration. We have obtained that both semiclassical methods reproduce the scalar power spectra $P_{S,T}$, the scalar spectral index $n_S$, and the tensor-to-scalar ratio $r$. Also we present our results in the $(n_S, r)$ plane.
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1. Introduction

Inflationary Cosmology arises like a complement of the Big Bang theory. It was proposed in the eighties [1] to be a solution of the flatness and horizon problem. Inflation also has the property of produces cosmological perturbations. Scalar cosmological perturbations represents the seeds that give origin to the structure formation in our Universe and the anisotropies of the Cosmic Microwave Background Radiation, whereas tensor cosmological perturbations produces primordial gravitational waves [2]. According to Planck 2018 results a nonzero tensor amplitude has not been detected, however recent results have imposed an upper limit in the amplitude of tensor
modes $r < 0.044$ for the mode $k = 0.05\text{Mpc}^{-1}$ using Planck data in combination with the BICEP/Keck measurements from 2015 [3], and $r < 0.036$ for $k = 0.05\text{Mpc}^{-1}$ using BK18 results [4].

In the literature there are several models of inflation [5], and we have to distinguish which of those are supported by observations. The Starobinsky inflationary model [6] is currently supported by observations and has been studied in recent works [7, 8, 9, 10, 11, 12, 13, 14, 15].

In last years a generalized version of the Starobinsky inflationary model also has been caused of a lot of interest [16, 17, 18, 19, 20, 21, 22, 23], we call it the generalized Starobinsky inflationary model. This model depends on a parameter $p$ that is close to the unity, for $p = 1$ we recover the Starobinsky inflationary potential. In the literature the parameter $p$ has been constrained to be $1.92 \lesssim 2p \lesssim 2$ [23], and Renzi [17] have found that the parameter $p$ must be in the range $0.962 \leq p \leq 1.016$. Based in a recent study [16] the parameter $p$ is fixed in $p = 1.0004$. This parameter $p$ was fixing doing a numerical study of the generalized Starobinsky inflationary model. In order to find the parameter $p$ that fixes with observations, we compute the cosmological parameters sweeping $p$ between $p = 0.095$ and $p = 1.005$. We found that the value of $p = 1.0004$ reproduces the value of $A_S$, $n_S$ and $r$ is in agreement with the current observational data [16].

In this work we studied the perturbations equations into the generalized Starobinsky inflationary model in three ways: a) doing the numerical integration mode by mode [16], b) using the slow-roll approximation [16, 17, 23], and c) using semiclassical methods: the second-order uniform approximation method and the phase integral approximation up to to third-order in deviation. The slow-roll approximation is the standard technique used in Inflationary Cosmology, where it is considered that the kinetic energy dominates the potential energy. Semiclassical methods have been successfully applied to calculate the scalar and tensor perturbations $u_k$ and $v_k$, and consequently the scalar and tensor power spectra $P_{S,T}$ for several models of inflation [7, 8, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. Furthermore, Zhu et al. have applied the third-order uniform approximation method to calculate the scalar power spectrum in the $k$–inflation model [35, 36], this method can improve the accuracy of our results. Once calculate the scalar an tensor power spectra $P_{S,T}$ is straightforward calculate the scalar spectral index $n_S$ and the tensor-to-scalar ratio $r$.

The article is structured as follows: In Sec. 2 we present the generalized Starobinsky inflationary potential. In Sec. 3 we show the basic equations of
inflationary cosmology. Sec. 4 is devoted to solve the movement equations of the Universe both into the slow-roll approximation and numerically. In section 5 we present the equations for scalar and tensor perturbations. Section 6 is devoted to solve the equation of perturbations using numerical calculation, the second-order slow-roll approximation, and semiclassical methods. In section 7, we discuss our results. Finally, in Sec. 8 we present the conclusions of this work.

2. Generalized Starobinsky inflationary model

The generalized Starobinsky inflationary model comes form action for $R^{2p}$ inflation in the Einstein frame and is given by [5, 17, 23]

$$V(\phi) = V_0 e^{-2\sqrt{\frac{2}{3}}\phi} \left( e^{\sqrt{\frac{2}{3}}\phi} - 1 \right)^{\frac{2p}{2p-1}}, \quad (1)$$

with

$$V_0 = 6 \left( \frac{2p-1}{4p} \right) M^2 \left( \frac{1}{2p} \right)^{\frac{2}{2p-1}}, \quad (2)$$

where $\phi$ is the scalar field, $p$ is a real number closed to the unity, that means no integer values of $p$. Based in a previous study we fixed $p = 1.0004$ [16]. On the other hand $M$ is fixed to normalized the amplitude of the power spectrum to the observable value in $M = 1.30 \times 10^{-5}$ [18].

At $p = 1$, equation (1) reduces to the original Starobinsky inflationary model [5, 17]. In Fig. 1 we show the form of the generalized Starobinsky inflationary model for $p = 1.0004$ and $p = 1$.

3. Equations of motion

The equations of motion of our Universe are given by the Friedmann equation and the fluid equation. Writing the pressure $p$ and the energy density $\rho$ in terms of a scalar field, these equations are given by [46]:

$$H^2 = \frac{1}{3} \left[ V(\phi) + \frac{1}{2} \dot{\phi}^2 \right], \quad (3)$$

$$\ddot{\phi} + 3H\dot{\phi} = -V_{\phi}, \quad (4)$$
Figure 1: Generalized Starobinsky inflationary model for $p = 1.0004$ (dashed-line), and $p = 1$ (solid line), which correspond to the Starobinsky inflationary model.

where dots means derivative respect to the physical time $t$, $V(\phi)$ is the potential of the scalar field, being $V(\phi)$ given by Eq. (1), and $V_{,\phi}$ derivatives of the inflationary potential respect to the scalar field $\phi$, In the generalized Starobinsky inflationary model Eqs. (3) and (4) have not exactly solution; they can be solved numerically or using the slow-roll approximation.

Into the slow-roll approximation \cite{46} we consider that the scalar field $V(\phi)$ varies very slowly $\dot{\phi}^2 \ll V(\phi)$, then Eqs. (3) and (4) reduce to

$$H^2 \simeq \frac{1}{3} V(\phi),$$  \hspace{1cm} (5)

$$3H \dot{\phi} \simeq -V_{,\phi}. \hspace{1cm} (6)$$

The slow-roll parameters can be expressed in terms of the potential:

$$\epsilon(\phi) = \frac{1}{2} \left( \frac{V'}{V} \right)^2, \hspace{1cm} (7)$$

$$\eta(\phi) = \frac{V''}{V}. \hspace{1cm} (8)$$

The amount of inflation or the number of e-foldings $N$ is giving by
\[ N \equiv \frac{a(t_{\text{end}})}{a(t_{\text{initial}})} = \int_{t}^{t_{\text{end}}} H dt. \quad (9) \]

Into the slow-roll approximation Eq. (9) is giving by

\[ N \approx \int_{\phi}^{\phi_{i}} \frac{V}{V_{,\phi}} d\phi. \quad (10) \]

The amount inflation required to solve the Big Bang problems is about 60 – 70 e-foldings.

4. Solutions to the equations of motion

4.1. Slow-roll approximation

In this section we solved the equations of motion into the slow-roll approximation for the generalized Starobinsky inflationary model. From Eq. (5) we obtain analytically the dependence of the scale factor into the slow-roll approximation \( a_{sr} \) with the physical time,

\[ \frac{da_{sr}}{a_{sr}} = \frac{1}{\sqrt{3}} \sqrt{V(t)} dt \rightarrow a_{sr} = e^{h(t)}, \quad (11) \]

where

\[ h(t) = \frac{1}{\sqrt{3}} \int_{0}^{t} \sqrt{V(t)} dt. \quad (12) \]

From Eq. (6) we obtain numerically the scalar field into the slow-roll approximation \( \phi_{sr} \),

\[ dt = -\sqrt{3} \frac{\sqrt{V(\phi)}}{V_{,\phi}} d\phi \rightarrow t = g(\phi) \rightarrow g(\phi) - t = 0, \quad (13) \]

where

\[ g(\phi) = -\sqrt{3} \int_{\phi_{i}}^{\phi} \frac{\sqrt{V(\phi)}}{V_{,\phi}} d\phi. \quad (14) \]

Doing the integration of Eq. (14) we obtain the function \( g(\phi) \) in terms of hypergeometric functions
\[ g(\phi) = -\frac{3}{M} \frac{(-1 + 2p)^{3/2}}{(-2 + 3p)} \frac{2^{\frac{2-3p}{1+2p}}}{p^{\frac{1-p}{1+2p}}} \times \left\{ \left(-1 + e^{\sqrt{\frac{3}{2}} \phi} \right)^{\frac{2-3p}{1-2p}} \times \right. \\
\left. 2F_1 \left[ \frac{1}{1}, \frac{2-3p}{1-2p}, \frac{3-5p}{1-2p} ; \frac{(-1 + p)}{p} \left(-1 + e^{\sqrt{\frac{3}{2}} \phi} \right) \right] \\
- \left( -1 + e^{\sqrt{\frac{3}{2}} \phi} \right)^{\frac{2-3p}{1-2p}} \times \right. \\
\left. 2F_1 \left[ \frac{1}{1}, \frac{2-3p}{1-2p}, \frac{3-5p}{1-2p} ; \frac{(-1 + p)}{p} \left(-1 + e^{\sqrt{\frac{3}{2}} \phi} \right) \right] \right\}. \]

(15)

Finally, we solve Eq. (13) and obtain \( \phi_{sr} \) numerically, we call this \( \phi_{sr}(p, \phi_i, t) \).

4.2. Numerical solution

In this section we solve numerically the complete equations of motion Eqs. (3) and (4). These equations form a system of coupled differential equations whose solution give us the behaviour of the scalar field \( \phi_{ex}(t) \) and the scale factor \( a_{ex}(t) \), with the physical time \( t \).

Fig. 2(a) shows the evolution of the scalar field \( \phi \), we can observed that at \( t_{end} = 1.02 \times 10^7 \) the scalar field starts to oscillate, then inflation ends. Note that the solution into the slow-roll approximation does not oscillate. In Fig. 2(b) we can observed the behaviour of the scale factor \( a_{ex}(t) \).

In order to apply semiclassical methods, we need an algebraic expression for \( \phi(t) \) and \( a(t) \). We have done a fit from the numerical solution until \( t_{end} \) and we found the following dependence respect to the physical time:

\[ \phi_{fit}(t) = h_0 \log(h_1 - h_2 Mt), \]
\[ a_{fit}(t) = g_0 \exp \left[ -g_1 - \frac{1}{4} g_2 g_3 \tanh \left( g_4 - \frac{g_5 t}{g_6} \right) \tanh \left( g_7 - \frac{g_8 t}{g_6} \right) \right], \]

(16)

(17)

where \( h_i \)’s and \( g_i \)’s are well known constants. Figs. 3(a) and 3(b) show the behaviour of the scalar field \( \phi_{fit} \) and the scale factor \( a_{fit} \) until \( t_{end} \). We can observed that these expressions adjust to the numerical data.
Figure 2: (a) Scalar field $\phi(t)$ and (b) scale factor $a(t)$ for the generalized Starobinsky inflationary model with $p = 1.0004$ where solid line represents the numerical solution, and dashed line the slow-roll approximation.

Figure 3: (a) Scalar field $\phi_{fit}(t)$ and (b) scale factor $a_{fit}(t)$, respect to the numerical solution, for the generalized Starobinsky inflationary model with $p = 1.0004$ where solid line represents the numerical solution, and dashed line the fitted solution.
Additionally, we calculate the relative error of the slow-roll approximation and the fitted equations respect to the numerical result. In Fig. 4 we can observe that the fitted equations give less relative error than the slow-roll approximation.

![Graphs showing relative error for scalar field φ(t) and scale factor a(t)](image)

Figure 4: (a) rel. error of the scalar field φ(t), and (b) rel. error of the scale factor a(t) for the generalized Starobinsky inflationary model with p = 1.0004 where solid line represents the fitted equations, and dashed line the slow-roll approximation.

5. Equations for scalar and tensor perturbations

The scalar perturbations are described by the function \( u = a\Phi/\phi' \), where \( \Phi \) is a gauge-invariant variable corresponding to the Newtonian potential. The equations of motion of the perturbation \( u_k \) in Fourier space are

\[
 u_k'' + \left( k^2 - \frac{z_S'}{z_S} \right) u_k = 0,
\]

where \( z_S = a\phi'/\mathcal{H}, \mathcal{H} = a'/a \), and the prime indicates derivative with respect to the conformal time \( \eta \). The relation between \( t \) and \( \eta \) is given via the equation \( dt = da \eta \).

For tensor perturbations one introduces the function \( v_k = ah \), where \( h \) represents the amplitude of the gravitational wave. Tensor perturbations obey a second order differential equation analogous to Eq. (18):

\[
 v_k'' + \left( k^2 - \frac{a''}{a} \right) v_k = 0.
\]
Considering the limits $k^2 \gg |z''_S/z_S|$ (short wavelength) and $k^2 \ll |z''_S/z_S|$ (long wavelength), we have that the solutions to Eq. (18) exhibit the following asymptotic behavior:

$$u_k \to e^{-ik\eta} \left( k^2 \gg \frac{|z''_S|}{z_S}, -k\eta \to \infty \right),$$

$$u_k \to A_k z \left( k^2 \ll \frac{|z''_S|}{z_S}, -k\eta \to 0 \right).$$

Equation (20) is used as the initial condition for the perturbations. The same asymptotic conditions hold for tensor perturbations.

The power spectra for scalar and tensor perturbations are given by the expressions

$$P_S(k) = \lim_{kt \to \infty} \frac{k^3}{2\pi^2} \left| \frac{u_k(t)}{z_S(t)} \right|^2,$$

$$P_T(k) = \lim_{kt \to \infty} \frac{k^3}{2\pi^2} \left| \frac{v_k(t)}{a(t)} \right|^2,$$

and the spectral index for scalar perturbations is defined by:

$$n_S(k) = 1 + \frac{\ln P_S(k)}{\ln k}.$$
6. Solutions of the perturbation equation

6.1. Second-order slow-roll approximation

The scalar and tensor power spectra in the slow-roll approximation up-to second-order are given by the expressions [47]

\[ P_{sr}^{S}(k) \simeq \left[ 1 + (4b - 2)\epsilon_1 + 2b\delta_1 + \left( 3b^2 + 2b - 22 + \frac{29\pi^2}{12} \right) \right. \]
\[ + \epsilon_1\delta_1 + \left( 3b^2 - 4 + \frac{5\pi^2}{12} \right) \delta_1^2 \left( -b^2 + \frac{\pi^2}{12} \right) \delta_2 \left( \frac{H}{2\pi} \right)^2 \left( \frac{H}{\dot{\phi}} \right)^2 \left|_{k=aH} \right. \]
\[ P_{sr}^{T}(k) \simeq \left[ 1 + (2b - 2)\epsilon_1 + \left( 2b^2 - 2b - 3 + \frac{\pi^2}{2} \right) \epsilon_1^2 \right. \]
\[ + \left( -b^2 + 2b - 2 + \frac{\pi^2}{12} \right) \left. \epsilon_2 \right) \left( \frac{H}{2\pi} \right)^2 \left|_{k=aH} \right. \]

where \( k = aH \) represents the horizon crossing, \( b = 0.729637 \) is the Euler constant, and

\[ \epsilon_1 = -\frac{\dot{H}}{H^2}, \]
\[ \epsilon_2 = \frac{1}{H} \frac{d\epsilon_1}{dt}, \]
\[ \delta_1 = \frac{1}{H\dot{\phi}} \frac{d^2\phi}{dt^2}, \]
\[ \delta_2 = \frac{1}{H^2\dot{\phi}} \frac{d^3\phi}{dt^3}. \]

The scalar spectral index and the tensor-to-scalar ratio [28] are given by:

\[ n_{S}^{sr}(k) \simeq 1 - 4\epsilon_1 - 2\delta_1 + (2c - 8)\epsilon_1^2 + (10c - 6)\epsilon_1\delta_1, \]
\[ r \simeq 16\epsilon_1 (1 + C\epsilon_2), \]

where \( C = -0.7296. \)
The expressions (28), (29), (34), and (35) depend explicitly on time. In order to compute these quantities we need to obtain the dependence on the variable $k$. For a given value of $k$ ($0.0001 \text{ Mpc}^{-1} \leq k \leq 10 \text{ Mpc}^{-1}$) we obtain $t$ from the relation $k = aH$.

6.2. Uniform approximation method

In order to apply semiclassical methods, we eliminate the terms $\dot{u}_k$ and $\dot{v}_k$ in Eq. (26) and Eqs. (27). We make the change of variables $u_k(t) = u_k(t)/\sqrt{a}$ and $v_k(t) = v_k(t)/\sqrt{a}$, obtaining that $U_k$ and $V_k$ satisfy the differential equations:

\[
\ddot{U}_k + R_S(k, t) U_k = 0, \\
\ddot{V}_k + R_T(k, t) V_k = 0,
\]

with

\[
R_S(k, t) = \frac{1}{a^2} \left[ k^2 - \frac{(\dot{a} \dot{z}_S + a \ddot{z}_S)}{z_S} \right] + \frac{1}{4a^2} \left( a^2 - 2a\ddot{a} \right),
\]

\[
R_T(k, t) = \frac{1}{a^2} \left[ k^2 - (a^2 + a\ddot{a}) \right] + \frac{1}{4a^2} \left( a^2 - 2a\ddot{a} \right),
\]

where $U(k)$ satisfies the asymptotic conditions

\[
U_k \rightarrow A_k \sqrt{a(t)} z_S(t), \quad k t \rightarrow \infty,
\]

\[
U_k \rightarrow \sqrt{\frac{a(t)}{2k}} \exp \left[ -ik \eta(t) \right], \quad k t \rightarrow 0,
\]

the asymptotic conditions (40) and (41) also hold for $V_k$.

We want to obtain an approximate solution of the differential equation (36) and (37) in terms of the known solutions $w_S(\rho_S)$ and $w_T(\rho_T)$ of the comparison equation [48, 34, 27, 26]:

\[
\frac{d^2w_S(\rho_S)}{d\rho_S^2} + r_S(\rho_S)w_S(\rho_S) = 0, \\
\frac{d^2w_T(\rho_T)}{d\rho_T^2} + r_T(\rho_T)w_T(\rho) = 0,
\]
where \( r_S(\rho_S) \) is chosen similar to \( R_S(k, t) \) and \( r_T(\rho_T) \) is chosen similar to \( R_T(k, t) \), with the same number of zeros, so that the solutions of equations (42) and (43) are known.

The functions \( U(k, t) \) and \( V(k, t) \) must also be similar to \( w_S(\rho_S) \) and \( w_T(\rho_T) \), they can be related via

\[
U_k(k, t) \approx \left\{ \frac{r_S[\rho_S(k, t)]}{R_S(k, t)} \right\}^{1/4} w_S[\rho_S(k, t)],
\]

\[
V_k(k, t) \approx \left\{ \frac{r_T[\rho_T(k, t)]}{R_T(k, t)} \right\}^{1/4} w_T[\rho_T(k, t)].
\]

The validity condition to Eqs. (44) and (45) be a good solution is given by

\[
\left| \frac{1}{R_{S,T}(t)} \left( \frac{d\rho_{S,T}}{dt} \right) \frac{d^2}{dt^2} \left( \frac{d\rho_{S,T}}{dt} \right)^{1/2} \right| \ll 1.
\]

Eqs. (44) and (45) give an uniform approximation for \( U_k(k, t) \) and \( V_k(k, t) \) for the complete range of \( t \), including the turning points.

To find an approximate solution to the differential equations (36) and (37) in a region where \( Q_{S,T}^2(k, t) \) have a simple root at \( t_{ret} = \tau_S \), and \( t_{ret} = \tau_T \), respectively, so that \( Q_{S,T}^2(k, t) > 0 \) for \( 0 < t < t_{ret} \) and \( Q_{S,T}^2(k, t) < 0 \) for \( t > t_{ret} \) as depicted in Fig. 5(a) and Fig. 6(a). A suitable comparison function is \( r_S(\rho) = \pm \rho_S \) and \( r_T(\rho) = \pm \rho_T \), therefore there are two cases:

a) In the classically allowed region, \( Q_{S,T}^2(k, t) > 0 \), we choose \( r_{S,T}(\rho_{S,T}) = \rho_{S,T} \) and the comparison equations to solved are

\[
\frac{d^2 w_S}{d\rho_S^2} + \rho_S w_S = 0,
\]

\[
\frac{d^2 w_T}{d\rho_T^2} + \rho_T w_T = 0.
\]

Eq. (47) and (48) are the Airy equation that has two independent solutions \( A_i(-\rho_{S,T}) \) and \( B_i(-\rho_{S,T}) \). The mapping relation is given by
\[ \frac{d\rho_{S,T}}{dt} = \left[ \frac{Q^2_{S,T}(k, t)}{\rho_{S,T}} \right]^{1/2}. \]  \hfill (49)

Finally, the approximate solutions to the differential equations (36) and (37) are

\[ U_k(k, t) = \left[ \frac{\rho^1_S(k, t)}{Q^2_S(k, t)} \right]^{1/4} \{ C_1 A_i[\rho^1_S(k, t)] + C_2 B_i[\rho^1_S(k, t)] \}, \]  \hfill (50)

\[ V_k(k, t) = \left[ \frac{\rho^1_T(k, t)}{Q^2_T(k, t)} \right]^{1/4} \{ C_1 A_i[\rho^1_T(k, t)] + C_2 B_i[\rho^1_T(k, t)] \}, \]  \hfill (51)

\[ \frac{2}{3} [\rho^3_{S,T}(k, t)]^{3/2} = \int_t^{t_{\text{ret}}} [Q^2_{S,T}(k, t)]^{1/2} dt, \]  \hfill (52)

where \( C_1 \) and \( C_2 \) are two constants to be determined with the help of the boundary conditions (41). In the limit \( kt \to \infty \), the asymptotic formulas are used [49].

\[ A_i(-\rho) \sim \pi^{-1/2} \rho^{-1/4} \sin \left( \frac{2}{3} \rho^{3/2} + \frac{\pi}{4} \right), \]  \hfill (53)

\[ B_i(-\rho) \sim \pi^{-1/2} \rho^{-1/4} \cos \left( \frac{2}{3} \rho^{3/2} + \frac{\pi}{4} \right). \]  \hfill (54)

It is found that \( C_1 = \sqrt{\frac{3}{2}} e^{-i\pi/4} \) and \( C_2 = \sqrt{\frac{3}{2}} e^{i\pi/4} \).

b) In the classically forbidden region, \( Q^2_{S,T}(k, t) < 0 \), we choose \( r_{S,T}(\rho_{S,T}) = -\rho_{S,T} \), and solve the comparison equations

\[ \frac{d^2 w_S}{d\rho^2_S} - \rho_S w_S = 0, \]  \hfill (55)

\[ \frac{d^2 w_T}{d\rho^2_T} - \rho_T w_T = 0. \]  \hfill (56)
Eq. (55) and (56) has the form of the Airy differential equation, which has two independent solutions $A_i(-\rho_{S,T})$ and $B_i(-\rho_{S,T}) \ [49]$. The mapping relation is given by \[48\]

\[
\frac{d\rho_{S,T}}{dt} = \left[ \frac{-Q_{S,T}^2(k, t)}{\rho_{S,T}} \right]^{1/2}.
\tag{57}
\]

The approximate solutions to the differential equations (36) and (37) are

\[
U_k(k, t) = \left[ \frac{-\rho_S^2(k, t)}{Q_S^2(k, t)} \right]^{1/4} \{C_1 A_i[\rho_S^2(k, t)] + C_2 B_i[\rho_S^2(k, t)]\},
\tag{58}
\]

\[
V_k(k, t) = \left[ \frac{-\rho_T^2(k, t)}{Q_T^2(k, t)} \right]^{1/4} \{C_1 A_i[\rho_T^2(k, t)] + C_2 B_i[\rho_T^2(k, t)]\},
\tag{59}
\]

\[
\frac{2}{3} \left[ \rho_{S,T}(k, t) \right]^{3/2} = \int_{t_{ret}}^t \left[ -Q_{S,T}^2(k, t) \right]^{1/2} dt,
\tag{60}
\]

For the computation of the power spectrum we need to take the limit $k t \to \infty$ of the solutions (58) and (59). In this limit we have

\[
A_i(\rho) \sim \frac{\pi^{-1/2}}{2} \rho^{-1/4} \exp\left( -\frac{2}{3} \rho^{3/2} \right),
\tag{61}
\]

\[
B_i(\rho) \sim \pi^{-1/2} \rho^{-1/4} \exp\left( \frac{2}{3} \rho^{3/2} \right).
\tag{62}
\]

Finally,
\[ u_k^{ua}(t) \rightarrow \frac{C}{\sqrt{2} a(t)} \left[ -Q_S^2(k, t) \right]^{-1/2} \left\{ \frac{1}{2} \exp \left( -\int_{\tau_t}^t \left[ -Q_S^2(k, t) \right]^{1/2} dt \right) \right. \\
+ \left. i \exp \left( \int_{\tau_t}^t \left[ -Q_S^2(k, t) \right]^{1/2} dt \right) \right\} \]  

\[ v_k^{ua}(t) \rightarrow \frac{C}{\sqrt{2} a(t)} \left[ -Q_T^2(k, t) \right]^{-1/2} \left\{ \frac{1}{2} \exp \left( -\int_{\tau_t}^t \left[ -Q_T^2(k, t) \right]^{1/2} dt \right) \right. \\
+ \left. i \exp \left( \int_{\tau_t}^t \left[ -Q_T^2(k, t) \right]^{1/2} dt \right) \right\} , \]  

where \( C \) is a phase factor. Using the growing part of the solutions (63) and (64) one can compute the scalar and tensor power spectra using the uniform approximation method,

\[ P_S(k) = \lim_{kt \to \infty} k^3 \left| \frac{u_k^{ua}(t)}{z_S(t)} \right|^2 , \]  

\[ P_T(k) = \lim_{kt \to \infty} k^3 \left| \frac{v_k^{ua}(t)}{a(t)} \right|^2 . \]  

We use the improved uniform approximation for the calculation of the power spectra [32],

\[ \tilde{P}_{S,T}(k) = P_{S,T}(k) \left[ \Gamma^\ast(\bar{\tau}_{S,T}) \right] , \]  

where \( \bar{\tau}_{S,T} \) is the turning point for the scalar or tensor power spectra and

\[ \Gamma^\ast(\bar{\tau}_{S,T}) \equiv 1 + \frac{1}{12} \bar{\tau}_{S,T} + \frac{1}{288} \frac{1}{\bar{\tau}_{S,T}^2} - \frac{139}{51840} \frac{1}{\bar{\tau}_{S,T}^3} + \cdots . \]  

6.2.1. Phase-integral method

Let us consider the differential equation

\[ \frac{d^2 u_k}{dz^2} + R(z) u_k = 0 . \]  

where \( R(z) \) is an analytic function of \( z \). In order to obtain an approximate solution to Eq. (69), we are going to use the phase-integral method developed
by Fröman [50, 51]. The phase integral approximation, generated using a non-specified base solution \( Q(z) \), is a linear combination of the phase integral functions \([52, 53]\), which exhibit the following form

\[
    u_k = q^{-1/2}(z) \exp[\pm i \omega(z)], \tag{70}
\]

where

\[
    \omega(z) = \int_z^z q(z) dz. \tag{71}
\]

Substituting (70) into (69) we obtain that the exact phase integrand \( q(z) \) must be a solution of the differential equation

\[
    q^{-3/2}(z) \frac{d^2}{dz^2} q^{-1/2}(z) + \frac{R(z)}{q^2(z)} - 1 = 0. \tag{72}
\]

For any solution of Eq. (72) the functions (70), are linearly independent, the linear combination of the functions \( u_k \) represents a local solution. In order to solve the global problem we choose a linear combination of phase integral solutions representing the same solution in different regions of the complex plane. This is known as the Stokes phenomenon [50].

If we have a function \( Q(z) \) which is an approximate solution of Eq. (72), the quantity \( \epsilon_0 \), obtained after substituting \( Q(z) \) into Eq. (72)

\[
    \epsilon_0 = Q^{-3/2}(z) \frac{d^2}{dz^2} Q^{-1/2}(z) + \frac{R(z) - Q^2(z)}{Q^2(z)}, \tag{73}
\]

is small compared to unity. We take into account the relative small size of \( \epsilon_0 \) by considering it proportional to \( \lambda^2 \), where \( \lambda \) is a small parameter. The parameter \( \epsilon_0 \) is small when \( Q(z) \) is proportional to \( 1/\lambda \) and \( R(z) - Q^2(z) \) is independent of \( \lambda \), i.e. if \( R(z) \) is replaced by \( Q^2(z)/\lambda^2 + [R(z) - Q^2(z)] \) in Eq. (69). Therefore, instead of considering Eq. (69), we deal with the auxiliary differential equation

\[
    \frac{d^2 u_k}{dz^2} + \left\{ \frac{Q^2(z)}{\lambda^2} + [R(z) - Q^2(z)] \right\} u_k = 0, \tag{74}
\]

which reduces to Eq. (69) when \( \lambda = 1 \). Inserting the solutions (70) into the auxiliary differential equation (74), we obtain the following equation for \( q(z) \)

\[
    q^{1/2} \frac{d^2}{dz^2} q^{-1/2} - q^2 + \frac{Q^2(z)}{\lambda^2} + R(z) - Q^2(z) = 0, \tag{75}
\]
which is called the auxiliary $q$ equation. After introducing the new variable $\xi$,

$$\xi = \int^z Q(z)\,dz,$$

we obtain

$$1 - \left[ \frac{q\lambda}{Q(z)} \right]^2 + \epsilon_0 \lambda^2 + \left[ \frac{q\lambda}{Q(z)} \right]^{1/2} \frac{d^2}{dz^2} \left[ \frac{q\lambda}{Q(z)} \right]^{-1/2} \lambda^2 = 0,$$

(77)

where $\epsilon_0$ is defined by Eq. (73). A formal solution of Eq. (77) is obtained after the identification

$$\frac{q\lambda}{Q} = \sum_{n=0}^{\infty} Y_{2n}\lambda^{2n}.\quad (78)$$

Substituting Eq. (78) into Eq. (77), we obtain

$$1 - \left( \sum_{n} Y_{2n}\lambda^{2n} \right)^2 + \epsilon_0 \lambda^2 + \left( \sum_{n} Y_{2n}\lambda^{2n} \right)^{1/2} \frac{d^2}{d\xi^2} \left( \sum_{n} Y_{2n}\lambda^{2n} \right)^{-1/2} = 0. \quad (79)$$

Using computer manipulation algebra it is straightforward to obtain the coefficients $Y_{2n}$. The first values are [51, 54]

$$Y_0 = 1,$$

$$Y_2 = \frac{1}{2} \epsilon_0,$$  

$$Y_4 = -\frac{1}{8} (\epsilon_0^2 + \epsilon_2),$$  

$$Y_6 = \frac{1}{32} (2\epsilon_0^2 + 6\epsilon_0\epsilon_2 + 5\epsilon_1^2 + \epsilon_4),$$

(80)  

(81)  

(82)  

(83)  

where $\epsilon_\nu$ is defined as

$$\epsilon_\nu = \frac{1}{Q(z)} \frac{d\epsilon_{\nu-1}}{dz}, \quad \nu \geq 1.$$

(85)

Truncating the series (78) at $n = N$ with $\lambda = 1$ we obtain
\[ q(z) = Q(z) \sum_{n=0}^{N} Y_{2n}, \quad (86) \]

Substituting (86) in (71) we have that

\[ \omega(z) = \sum_{n=0}^{N} \omega_{2n}(z), \quad (87) \]

where

\[ \omega_{2n}(z) = \int_{z}^{z} Y_{2n}Q(z)dz. \quad (88) \]

From (70), (86), and (87) we obtain a phase integral approximation of order \(2N + 1\) generated with the help of the base function \(Q(z)\).

The base function \(Q(z)\) is not specified and its selection depends on the problem in question. In many cases, it is enough to choose \(Q^2(z) = R(z)\), and the first-order phase integral approximation reduces to the WKB approximation. In the first-order approximation it is convenient to choose a root of \(Q^2(z)\) as the lower integration limit in expression (88). However, for higher orders, i.e. for \(2N + 1 > 1\), this is not possible because the function \(q(z)\) is singular at the zeros of \(Q^2(z)\). In this case, it is convenient to express \(\omega_{2n}(z)\) as a contour integral over a two-sheet Riemann surface where \(q(z)\) is single valued \([51]\). We define

\[ \omega_{2n}(z) = \frac{1}{2} \int_{\Gamma_t} Y_{2n}(z)Q(z)dz, \quad (89) \]

where \(t\) is a zero of \(Q^2(z)\) and \(\Gamma_t\) is an integration contour starting at the point corresponding to \(z\) over a Riemann sheet adjacent to the complex plane, and that encloses the point \(t\), in the positive or negative sense and ends at the point \(z\).

If the function \(Q(z)\) is chosen conveniently, the quantity \(\mu\) defined by

\[ \mu = \mu(z, z_0) = \left| \int_{z_0}^{z} |\epsilon(z)q(z)dz| \right|, \quad (90) \]

is much smaller than 1. The function \(\epsilon(z)\) is given by the left side of Eq. (72)

\[ \epsilon(z) = q^{-3/2}(z) \frac{d^2}{dz^2} q^{-1/2}(z) + \frac{R(z)}{q^2(z)} - 1, \quad (91) \]
where the integral $\mu$ measures the accuracy of the phase-integral approximation \[55\].

We assume that the function $Q^2(z)$ is real over the real axis. Taking into account this restriction, we shall call turning point, the zero of $Q^2(z)$. We want to know the connection formulas at both sides of an isolated turning point $z_{ret}$, i.e., a turning point which is located far from other turning points. We will adopt the terms “classically permitted region” and “classically forbidden region” in order to denote those ranges over the real axis where $Q^2(z) > 0$ and $Q^2(z) < 0$, respectively.

The connection formula for an approximate solution that crosses the turning point $z_{ret}$ from a classically permitted region to a classically forbidden region is \[56\]

$$
|q^{-1/2}(z)| \cos \left(|\omega(z)| + \frac{\pi}{4}\right) \rightarrow |q^{-1/2}(z)| \exp \left(|\omega(z)|\right). \quad (92)
$$

The connection formula for an approximate solution that crosses the turning point $z_{ret}$ from a classically forbidden region to a classically permitted region is \[56\]

$$
|q^{-1/2}(z)| \exp \left[-|\omega(z)|\right] \rightarrow 2 |q^{-1/2}(z)| \cos \left(|\omega(z)| - \frac{\pi}{4}\right), \quad (93)
$$

It is important to emphasize the one-directional character of the connection formulas (92) and (93), this means that the trace of the solution should be done in the direction indicated by the arrows in Eq. (92) and Eq. (93).

In order to solve Eq. (36) and Eq. (37) with the help of the phase-integral method, we choose the following base functions $Q_{S,T}$ for the scalar and tensor perturbations

$$
Q_S^2(k,t) = R_S(k,t), \quad (94)
$$

$$
Q_T^2(k,t) = R_T(k,t), \quad (95)
$$

where $R_S(k,t)$ and $R_T(k,t)$ are given by Eq. (38) and (39), respectively. Using this selection, the phase-integral method is valid as $kt \rightarrow \infty$, limit where we should impose the condition (40), where the validity condition $\mu \ll 1$ holds. The selection, given in Eq. (94), makes the first order phase-integral method coincide with the WKB solution. The bases functions $Q_S(k,t)$ and $Q_T(k,t)$ possess turning points $t_{ret} = \tau_S = 1.33414 \times 10^6 M_{Pl}^{-1}$ for the mode $k = 0.05 \text{ Mpc}^{-1}$ and $t_{ret} = \tau_T = 833107 M_{Pl}^{-1}$ for the mode $k = 0.002 \text{ Mpc}^{-1}$. 
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The turning point represents the horizon. There are two ranges where to define the solution. To the left of the turning point $0 < t < t_{\text{ret}}$ we have the classically permitted region $Q_{S,T}^2(k,t) > 0$ and to the right of the turning point $t > t_{\text{ret}}$ corresponding to the classically forbidden region $Q_{S,T}^2(k,t) < 0$, such as it is shown in Figs. 5(a) and Fig. 6(a).

The mode $k$ equations for the scalar and tensor perturbations (36) and (37) in the phase-integral method has two solutions: For $0 < t < t_{\text{ret}}$

$$u_{p_i}^k(t) = \frac{c_1}{\sqrt{a(t)}} |q_s^{-1/2}(k,t)| \cos \left[ |\omega_S(k,t)| - \frac{\pi}{4} \right]$$ (96)

$$v_{p_i}^k(t) = \frac{d_1}{\sqrt{a(t)}} |q_T^{-1/2}(k,t)| \cos \left[ |\omega_T(k,t)| - \frac{\pi}{4} \right]$$ (97)

and for $t > t_{\text{ret}}$

$$v_{p_i}^k(t) = \frac{c_1}{2\sqrt{a(t)}} |q_s^{-1/2}(k,t)| \exp \left[-|\omega_S(k,t)|\right]$$ (98)

$$v_{p_i}^k(z) = \frac{d_1}{2\sqrt{a(t)}} |q_T^{-1/2}(k,t)| \exp \left[-|\omega_T(k,t)|\right]$$ (99)

Notice that Eq. (63) and Eq. (64) are identical to Eq. (98) and Eq. (99) obtained in the first-order phase-integral method.

Using the phase-integral method up to third order ($2n+1 = 3 \rightarrow n = 1$), we have that $q_s(k,t)$ and $q_T(k,t)$ can be expanded in the form
Figure 5: (a) Behavior of the function $Q^2_S(k,t)$. (b) Contour of integration $\Gamma_{\tau_S}(t)$ for $0 < t < \tau_S$. (c) Contour of integration $\Gamma_{\tau_S}(t)$ for $t > \tau_S$. The dashed line indicates the part of the path on the second Riemann sheet.
Figure 6: (a) Behavior of $Q^2_T(k,t)$. (b) Contour of integration $\Gamma_{\tau_T}(t)$ for $0 < t < \tau_T$. (c) Contour of integration $\Gamma_{\tau_T}(t)$ for $t > \tau_T$. The dashed line indicates the part of the path on the second Riemann sheet.
\[ q_s(k, t) = \sum_{n=0}^{1} Y_{2n_s}(k, t) Q_s(k, t) = [Y_{0_s}(k, t) + Y_{2_s}(k, t)] Q_s(k, t), \quad (100) \]

\[ q_T(k, t) = \sum_{n=0}^{1} Y_{2n_T}(k, t) Q_T(k, t) = [Y_{0_T}(k, t) + Y_{2_T}(k, t)] Q_T(k, t). \quad (101) \]

In order to compute \( q_{S, T}(k, t) \), we compute \( Y_{2s,T}(k, t) \) and the required function \( \varepsilon_{0s,T}(k, t) \). The expressions (100) and (101) give a third-order approximation for \( q_{S, T}(k, t) \). In order to compute \( \omega_{S,T}(k, t) \) we make a contour integration following the path indicated in Fig. 6(b)-(c).

\[ \omega_s(k, t) = \omega_{0_s}(k, t) + \omega_{2_s}(k, t), \]
\[ = \int_{\tau_s}^{t} Q_s(k, t) dt + \frac{1}{2} \int_{\Gamma_s} Y_{2s}(k, t) Q_s(k, t) dt, \]
\[ = \int_{\tau_s}^{t} Q_s(k, t) dt + \frac{1}{2} \int_{\Gamma_s} f_{2s}(k, t) dt. \quad (102) \]

\[ \omega_T(k, t) = \omega_{0_T}(k, t) + \omega_{2_T}(k, t), \]
\[ = \int_{\tau_T}^{t} Q_T(k, t) dt + \frac{1}{2} \int_{\Gamma_T} Y_{2T}(k, t) Q_T(k, t) dt, \]
\[ = \int_{\tau_T}^{t} Q_T(k, t) dt + \frac{1}{2} \int_{\Gamma_T} f_{2T}(k, t) dt, \quad (103) \]

where

\[ f_{2s}(k, t) = Y_{2s}(k, t) Q_s(k, t), \quad (104) \]
\[ f_{2T}(k, t) = Y_{2T}(k, t) Q_T(k, t). \quad (105) \]

The functions \( f_{2s}(k, t) \) and \( f_{2_{T}}(k, t) \) have the following functional dependence:

\[ f_{2s}(k, t) = A(k, t)(t - \tau_s)^{-5/2}, \quad (106) \]
\[ f_{2T}(k, t) = B(k, t)(t - \tau_T)^{-5/2}, \quad (107) \]
where the functions $A(k, t)$ is regular at $\tau_S$, and the function $B(k, t)$ is regular at $\tau_T$. With the help of the functions (106)-(107) we compute the integrals for $\omega_{2S, T}$ using the contour indicated in Figs. 5(b)-(c) and 6(b)-(c). The expressions for $\omega_{2S, T}$ permit one to obtain the third-order phase integral approximation of the solution to the equations for scalar (36) and tensor (37) perturbations. The constants $c_1$, $c_2$, $d_1$ and $d_2$ are obtained using the limit $k t \to 0$ of the solutions on the left side of the turning point (96) and (97), and are given by the expressions

$$c_1 = -ic_2, \quad (108)$$

$$c_2 = \frac{e^{-i\frac{\pi}{4}}}{\sqrt{2}} e^{-i[k \eta(0) + |\omega_{0S}(k, 0)|]}, \quad (109)$$

$$d_1 = -id_2, \quad (110)$$

$$d_2 = \frac{e^{-i\frac{\pi}{4}}}{\sqrt{2}} e^{-i[k \eta(0) + |\omega_{0T}(k, 0)|]}, \quad (111)$$

In order to compute the scalar and tensor power spectra, we need to calculate the limit as $kt \to \infty$ of the growing part of the solutions on the right side of the turning point given by Eq. (98) and Eq. (99) for scalar and tensor perturbations respectively.

$$P_S(k) = \lim_{kt\to\infty} \frac{k^3}{2\pi^2} \left| \frac{u_k^{pi}(t)}{z_S(t)} \right|^2, \quad (112)$$

$$P_T(k) = \lim_{kt\to\infty} \frac{k^3}{2\pi^2} \left| \frac{v_k^{pi}(t)}{a(t)} \right|^2. \quad (113)$$

### 6.3. Numerical Integration

The equation for scalar and tensor perturbations (26) and (27) are integrated numerically, they are set using the expressions for $a_{ex}(t)$ and $\phi_{ex}(t)$. The perturbations $u_k$ and $v_k$ are complex functions, then two differential equations are solved for each one, the equation for the real part and the equation for the imaginary part.

The integration is done in two parts: the first part is done in the limit when $k^2 \gg (\dot{a} z_S + a \dot{z}_S) a_{ss}$, and $k^2 \gg \ddot{a} + a\ddot{a}$ for scalar and tensor perturbations, respectively. In the second part, the full equations (26) and (27) are
considered. The first part corresponds with the time when perturbations are inside the horizon, then $u_k$ and $v_k$ exhibit an oscillatory behavior,

\begin{align}
\ddot{u}_k + \frac{\dot{a}}{a} \dot{u}_k + \frac{k^2}{a^2} u_k &= 0, \\
\ddot{v}_k + \frac{\dot{a}}{a} \dot{v}_k + \frac{k^2}{a^2} v_k &= 0,
\end{align}

from 300 to 100 oscillations before the horizon crossing, using as initial condition equation (20). Then, we use the final stage of this solution as initial condition, to solve equations (26) and (27) from 100 oscillations before horizon crossing to roughly three times the horizon crossing time when the perturbation is frozen. Finally, with Eqs. (22) and (23) we calculate numerically the scalar and tensor perturbation.

Figs. 7(a) and 7(b) show the real part of the scalar a tensor perturbations calculated numerically and with the semiclassical methods described before. Figs. 8(a) and 8(b) show the imaginary part of the scalar and tensor perturbations. Finally, in Fig. 9(a) and 9(b) we can observed the behaviour of absolute value of the perturbations. Note that the real part of the tensor perturbations calculated with semiclassical methods moves away the numerical

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{(a) Re($u_k$) for $k = 0.05$ and, (b) Re($v_k$) for $k = 0.002$ versus the number of e-folds for the generalized Starobinsky inflationary model, where solid line represents the numerical solution, dashed line the third-order phase-integral method, and dotted-line the second-order uniform approximation method.}
\end{figure}
Figure 8: (a) Im($u_k$) for $k = 0.05$ and, (b) Im($v_k$) for $k = 0.002$ versus the number of e-folds for the generalized Starobinsky inflationary model, where solid line represents the numerical solution, dashed line the third-order phase-integral approximation method, and dotted-line the second-order uniform approximation method.

Figure 9: (a) Abs($u_k$) for $k = 0.05$, and (b) Abs($v_k$) for $k = 0.002$ versus the number of e-folds for the generalized Starobinsky inflationary model, where solid line represents the numerical solution, dashed line the third-order phase-integral approximation method, and dotted-line the second-order uniform approximation method.
7. Results and Discussion

Using semiclassical methods we have obtained the dependence of the scalar power spectrum $P_S$ and the tensor power spectrum $P_T$ in terms of $k$ in the range $0.0001 \text{ Mpc}^{-1} \leq k \leq 10 \text{ Mpc}^{-1}$. These results are compared with the numerical solution, which are shown in Fig. 10 and Fig. 11.

Figure 10: Evolution of $P_S(k)$ for the generalized Starobinsky inflationary model respect to $k$, where solid line represents numerical solution and dashed line the approximation methods: a) Second-order uniform approximation method, and b) Third-order phase-integral method.

Figure 11: Evolution of $P_T(k)$ for the generalized Starobinsky inflationary model respect to $k$, where solid line represents numerical solution and dashed line the approximation methods: a) Second-order uniform approximation method, and b) Third-order phase-integral method.
The scalar power spectrum $P_S$ satisfies the following power-law [116]:

$$
\ln P_S = \ln A_S + (n_S - 1) \ln \left( \frac{k}{k_*} \right),
$$

(116)

where $A_S$ is the scalar power spectrum amplitude, and $k_*$ is the pivot scale. Because $n_S$ is close to the unity, in the following we are going to report $A_S$ instead of $P_S$. Using the slow-roll approximation and the semiclassical methods we calculate the cosmological parameters: $A_S$, $n_S$, and $r$. Table 1 shows the comparison of the cosmological parameters calculated numerically and with the second-order slow-roll approximation, whereas Tables 2 and 3 show the comparison between the numerical solution with those obtained using the second-order uniform approximation method and with the phase-integral approximation method up-to third-order in deviation, respectively. The values of $A_S$ and $n_S$ are calculated at the pivot scale $k = 0.05 \text{ Mpc}^{-1}$.

| Parameter | Numerical | 2nd-order sr approximation | rel. err (%) |
|-----------|-----------|----------------------------|--------------|
| $A_S$     | $2.2024 \times 10^{-9}$ | $2.1576 \times 10^{-9}$ | 2.0378 |
| $\ln (10^{10} A_S)$ | 3.092 | 3.071 | 0.665 |
| $n_S$     | 0.9655 | 0.9627 | 0.2927 |
| $r_{0.002}$ | 0.00338 | 0.00350 | 3.62673 |

Table 1: Cosmological parameters for the generalized Starobinsky inflationary model for $p = 1.0004$ calculated: a) numerically and b) the second-order slow-roll approximation. Here sr means slow-roll.

| Parameter | Numerical | 2nd-order ua method | rel. err (%) |
|-----------|-----------|---------------------|--------------|
| $A_S$     | $2.2024 \times 10^{-9}$ | $2.1768 \times 10^{-9}$ | 1.1645 |
| $\ln (10^{10} A_S)$ | 3.092 | 3.080 | 0.379 |
| $n_S$     | 0.9655 | 0.9655 | 0.0083 |
| $r_{0.002}$ | 0.00338 | 0.00341 | 0.80727 |

Table 2: Cosmological parameters for the generalized Starobinsky inflationary model for $p = 1.0004$ calculated: a) numerically and b) the uniform approximation method up to second-order in deviation. Here ua means uniform approximation.
Table 3: Cosmological parameters for the generalized Starobinsky inflationary model for $p = 1.0004$ calculated: $a$) numerically and $b$) the phase-integral method up to third-order in deviation. Here $pi$ means phase-integral.

| Parameter   | Numerical   | 3rd-order $pi$ method | rel. err (%) |
|-------------|-------------|-----------------------|--------------|
| $A_S$       | $2.2024 \times 10^{-9}$ | $2.2056 \times 10^{-9}$ | 0.1436       |
| $\ln (10^{10} A_S)$ | 3.092       | 3.093                 | 0.046        |
| $n_S$       | 0.9655      | 0.9655                | 0.0002       |
| $r_{0.002}$ | 0.00338     | 0.00338               | 0.01283      |

From tables 1, 2, and 3 we can observed that for the three cosmological parameters the phase-integral method up to third-order in deviation gives the smallest relative error.

In Fig. 12 we show the $(n_S, r)$ plane, where the blue contours correspond to the 68% and 95% CL results from Planck 2018 TT,TE,EE+lowE+lensing data [57]. We can observe that the results obtained with semiclassical methods are inside the 95% of confidence level.

Figure 12: Contour plot of $r$ vs $n_S$. Here: yellow x represents the slow-roll approximation whereas the pink star semiclassical methods.
8. Conclusions

We calculated the scalar and tensor power spectra for the generalized Starobinsky inflationary model using semiclassical methods. We reported the behaviour of perturbations in terms of the number of e-folds. We found that the phase-integral method reproduces the scalar power spectrum $A_S$ with a relative error of 0.1436%, and for the tensor-to-scalar ratio $r$ with a relative error of 0.01283%. Instead the uniform approximation method reproduces the scalar power spectrum $A_S$ with a relative error of 1.1645%, and for the tensor-to-scalar ratio $r$ with a relative error of 0.80727%. In the contour plot $r$ vs $n_S$ we can observe that our results are inside the 95% of confidence level.
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