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We consider the structure learning problem for graphical models that we call loosely connected Markov random fields, in which the number of short paths between any pair of nodes is small, and present a new conditional independence test based algorithm for learning the underlying graph structure. The novel maximization step in our algorithm ensures that the true edges are detected correctly even when there are short cycles in the graph. The number of samples required by our algorithm is $C \log p$, where $p$ is the size of the graph and the constant $C$ depends on the parameters of the model. We show that several previously studied models are examples of loosely connected Markov random fields, and our algorithm achieves the same or lower computational complexity than the previously designed algorithms for individual cases. We also get new results for more general graphical models, in particular, our algorithm learns general Ising models on the Erdős-Rényi random graph $G(p, \frac{c}{p})$ correctly with running time $O(np^5)$.

1. Introduction. In many models of networks, such as social networks and gene regulatory networks, each node in the network represents a random variable and the graph encodes the conditional independence relations among the random variables. A Markov random field is a particular such representation which has applications in a variety of areas (see [3] and the references therein). In a Markov random field, the lack of an edge between two nodes implies that the two random variables are independent, conditioned on all the other random variables in the network.

Structure learning, i.e, learning the underlying graph structure of a Markov random field, refers to the problem of determining if there is an edge between each pair of nodes, given i.i.d. samples from the joint distribution of the random vector. As a concrete example of structure learning, consider
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a social network in which only the participants’ actions are observed. In particular, we do not observe or are unable to observe, interactions between the participants. Our goal is to infer relationships among the nodes (participants) in such a network by understanding the correlations among the nodes. The canonical example used to illustrate such inference problems is the US Senate [4]. Suppose one has access to the voting patterns of the senators over a number of bills (and not their party affiliations or any other information), the question we would like to answer is the following: can we say that a particular senator’s vote is independent of everyone else’s when conditioned on a few other senators’ votes? In other words, if we view the senators’ actions as forming a Markov Random Field (MRF), we want to infer the topology of the underlying graph.

In general, learning high dimensional densely connected graphical models requires large number of samples, and is usually computationally intractable. In this paper, we focus on a more tractable family which we call loosely connected MRFs. Roughly speaking, a Markov random field is loosely connected if the number of short paths between any pair of nodes is small. We show that many previously studied models are examples of this family. In fact, as densely connected graphical models are difficult to learn, some sparse assumptions are necessary to make the learning problem tractable. Common assumptions include an upper bound on the node degree of the underlying graph [7, 15], restrictions on the class of parameters of the joint probability distribution of the random variables to ensure correlation decay [7, 15, 2], lower bounds on the girth of the underlying graph [15], and a sparse, probabilistic structure on the underlying random graph [2]. In all these cases, the resulted MRFs turn out to be loosely connected. In this sense, our definition here provides a unified view of the assumptions in previous works.

However, loosely connected MRFs are not always easy to learn. Due to the existence of short cycles, the dependence over an edge connecting a pair of neighboring nodes can be approximately cancelled by some short non-direct paths between them, in which case correctly detecting this edge is difficult, as shown in the following example. This example is perhaps well-known, but we present it here to motivate our algorithm presented later.

Example 1.1. Consider three binary random variables \( X_i \in \{0, 1\}, i = 1, 2, 3 \). Assume \( X_1, X_2 \) are independent Bernoulli\( \left( \frac{1}{2} \right) \) random variables and \( X_3 = X_1 \oplus X_2 \) with probability 0.9, where \( \oplus \) means exclusive or. We note that this joint distribution is symmetric, i.e., we get the same distribution if we assume that \( X_2, X_3 \) are independent Bernoulli\( \left( \frac{1}{4} \right) \) and \( X_1 = X_2 \oplus X_3 \) with probability 0.9. Therefore, the underlying graph is a triangle. However, it is
not hard to see that the three random variables are marginally independent. For this simple example, previous methods in [15, 3] fail to learn the true graph.

We propose a new algorithm that correctly learns the graphs for loosely connected MRFs. For each node, the algorithm loops over all the other nodes to determine if they are neighbors of this node. The key step in the algorithm is a max-min conditional independence test, in which the maximization step is designed to detect the edges while the minimization step is designed to detect non-edges. The minimization step is used in several previous works such as [2, 3]. The maximization step has been added to explicitly break the short cycles that can cause problems in edge detection. If the direct edge is the only edge between a pair of neighboring nodes, the dependence over the edge can be detected by a simple independence test. When there are other short paths between a pair of neighboring nodes, we first find a set of nodes that separates all the non-direct paths between them, i.e., after removing this set of nodes from the graph, the direct edge is the only short path connecting to two nodes. Then the dependence over the edge can again be detected by a conditional independence test where the conditioned set is the set above. In Example 1.1, $X_1$ and $X_3$ are unconditionally independent as the dependence over edge $(1, 3)$ is canceled by the other path $(1, 2, 3)$. If we break the cycle by conditioning on $X_2$, $X_1$ and $X_3$ become dependent, so our algorithm is able to detect the edges correctly. As the size of the conditioned sets is small for loosely connected MRFs, our algorithm has low complexity. In particular, for models with at most $D_1$ short paths between non-neighbor nodes and $D_2$ non-direct paths between neighboring nodes, the running time for our algorithm is $O(np^{D_1}+D_2^2)$.

If the MRF satisfies a pairwise non-degeneracy condition, i.e., the correlation between any pair of neighboring nodes is lower bounded by some constant, then we can extend the basic algorithm to incorporate a correlation test as a preprocessing step. For each node, the correlation test adds those nodes whose correlation with the current node is above a threshold to a candidate neighbor set, which is then used as the search space for the more computationally expensive max-min conditional independence test. If the MRF has fast correlation decay, the size of the candidate neighbor set can be greatly reduced, so we can achieve much lower computational complexity with this extended algorithm.

When applying our algorithm to Ising models, we get lower computational complexity for a ferromagnetic Ising model than a general one on the same graph. Intuitively, the edge coefficient $J_{ij} > 0$ means that $i$ and $j$ are
positively dependent. For any path between \( i, j \), as all the edge coefficients are positive, the dependence over the path is also positive. Therefore, the non-direct paths between a pair of neighboring nodes \( i, j \) make \( X_i \) and \( X_j \), which are positively dependent over the edge \( (i, j) \), even more positively dependent. Therefore, we do not need the maximization step which breaks the short cycles and the resulting algorithm has running time \( O(np^{D_i+2}) \). In addition, the pairwise non-degeneracy condition is automatically satisfied and the extended algorithm can be applied.

1.1. Relation to Prior Work. We focus on computational complexity rather than sample complexity in comparing our algorithm with previous algorithms. In fact, it has been shown that \( \Omega(\log p) \) samples are required to learn the graph correctly with high probability, where \( p \) is the size of the graph [19]. For all the previously known algorithms for which analytical complexity bounds are available, the number of samples required to recover the graph correctly with high probability, i.e., the sample complexity, is \( O(\log p) \). Not surprisingly, the sample complexity for our algorithm is also \( O(\log p) \) under reasonable assumptions.

Our algorithm with the probability test reproduces the algorithm in [7, Theorem 3] for MRFs on bounded degree graphs. Our algorithm is more flexible and achieves lower computational complexity for MRFs that are loosely connected but have a large maximum degree. In particular, reference [15] proposed a low complexity greedy algorithm that is correct when the MRF has correlation decay and the graph has large girth. We show that under the same assumptions, we can first perform a simple correlation test and reduce the search space for neighbors from all the nodes to a constant size candidate neighbor set. With this preprocessing step, our algorithm and the algorithms in [7, 15, 18] have computational complexity \( O(np^2) \), which is lower than what we would get by only applying the greedy algorithm [15]. The results in [18] improve over [15] by proposing two new greedy algorithms that are correct for learning small girth graphs. However, the algorithm in [18] requires a constant size candidate neighbor set as input, which might not be easy to obtain in general. In fact, for MRFs with bad short cycles as in Example 1.1, learning a candidate neighbor set can be as difficult as directly learning the neighbor set.

Our analysis of the class of Ising models on sparse Erdős-Rényi random graphs \( G(p, \xi) \) was motivated by the results in [2] which studies the special case of the so-called ferromagnetic Ising models defined over an Erdős-Rényi random graph. The computational complexity of the algorithm in [2] is \( O(np^4) \). In this case, the key step of our algorithm reduces to the algo-
algorithm in [2]. But we show that, under the ferromagnetic assumption, we can again perform a correlation test to reduce the search space for neighbors, and the total computational complexity for our algorithm is $O(np^2)$.

The results in [3] extend the results in [2] to general Ising models and more general sparse graphs (beyond the Erdős-Rényi model). We note that the tractable graph families in [3] is similar to our notion of loosely-connected MRFs. For general Ising models over sparse Erdős-Rényi random graphs, our algorithm has computational complexity $O(np^5)$ while the algorithm in [3] has computational complexity $O(np^4)$. The difference comes from the fact that our algorithm has an additional maximization step to break bad short cycles as in Example 1.1. Without this maximization step, the algorithm in [3] fails for this example. The performance analysis in [3] explicitly excludes such difficult cases by noting that these “unfaithful” parameter values have Lebesgue measure zero [3, Section B.3.2]. However, when the Ising model parameters lie close to this Lebesgue measure zero set, the learning problem is still ill posed for the algorithm in [3], i.e., the sample complexity required to recover the graph correctly with high probability depends on how close the parameters are to this set, which is not the case for our algorithm. In fact, the same problem with the argument that the unfaithful set is of Lebesgue measure zero has been observed for causal inference in the Gaussian case [20]. It has been shown in [20] that a stronger notion of faithfulness is required to get uniform sample complexity results, and the set that is not strongly faithful has non-zero Lebesgue measure and can be be surprisingly large.

Another way to learn the structures of MRFs is by solving $l_1$-regularized convex optimizations under a set of incoherence conditions [17]. It is shown in [13] that, for some Ising models on a bounded degree graph, the incoherence conditions hold when the Ising model is in the correlation decay regime. But the incoherent conditions do not have a clear interpretation as conditions for the graph parameters in general and are NP-hard to verify for a given Ising model [13]. Using results from standard convex optimization theory [6], it is possible to design a polynomial complexity algorithm to approximately solve the $l_1$-regularized optimization problem. However, the actual complexity will depend on the details of the particular algorithm used, therefore, it is not clear how to compare the computational complexity of our algorithm with the one in [17].

We note that the recent development of directed information graphs [16] is closely related to the theory of MRFs. Learning a directed information graph, i.e., finding the causal parents of each random process, is essentially the same as finding the neighbors of each random variable in learning a MRF. Therefore, our algorithm for learning the MRFs can potentially be
used to learn the directed information graphs as well.

The paper is organized as follows. We present some preliminaries in the next section. In Section 3, we define loosely-connected MRFs and show that several previously studied models are examples of this family. In Section 4, we present our algorithm and show the conditions required to correctly recover the graph. We also provide the concentration results in this section. In Section 5, we apply our algorithm to the general Ising models studied in Section 3 and evaluate its sample complexity and computational complexity in each case. In Section 6, we show that our algorithm achieves even lower computational complexity when the Ising model is ferromagnetic. Experimental results are presented in Section 7.

2. Preliminaries.

2.1. Markov Random Fields (MRFs). Let $X = (X_1, X_2, \ldots, X_p)$ be a random vector with distribution $P$ and $G = (V, E)$ be an undirected graph consisting of $|V| = p$ nodes with each node $i$ associated with the $i^{th}$ element $X_i$ of $X$. Before we define an MRF, we introduce the notation $X_S$ to denote any subset $S$ of the random variables in $X$. A random vector and graph pair $(X, G)$ is called an MRF if it satisfies one of the following three Markov properties:

1. Pairwise Markov: $X_i \perp X_j | X_{V \setminus \{i, j\}}, \forall (i, j) \notin E$, where $\perp$ denotes independence.
2. Local Markov: $X_i \perp X_{V \setminus \{i \cup N_i\}} | X_{N_i}, \forall i \in V$, where $N_i$ is the set of neighbors of node $i$.
3. Global Markov: $X_A \perp X_B | X_S$, if $S$ separates $A, B$ on $G$. In this case, we say $G$ is an I-map of $X$. Further if $G$ is an I-map of $X$ and the global Markov property does not hold if any edge of $G$ is removed, then $G$ is called a minimal I-map of $X$.

In all three cases, $G$ encodes a subset of the conditional independence relations of $X$ and we say that $X$ is Markov with respect to $G$. We note that the global Markov property implies the local Markov property, which in turn implies the pairwise Markov property.

When $P(x) > 0, \forall x$, the three Markov properties are equivalent, i.e., if there exists a $G$ under which one of the Markov properties is satisfied, then the other two are also satisfied. Further, in the case when $P(x) > 0, \forall x$, there exists a unique minimal I-map of $X$. The unique minimal I-map $G = (V, E)$ is constructed as follows:

1. Each random variable $X_i$ is associated with a node $i \in V$. 
2. \((i, j) \notin E\) if and only if \(X_i \perp X_j | X_{V \setminus \{i, j\}}\).

In this case, we consider the case \(P(x) > 0, \forall x\) and are interested in learning the structure of the associated unique minimal I-map. We will also assume that, for each \(i\), \(X_i\) takes on values in a discrete, finite set \(X\). We will also be interested in the special case where the MRF is an Ising model, which we describe next.

2.2. Ising Model. Ising models are a type of well-studied pairwise Markov random fields. In an Ising model, each random variable \(X_i\) takes values in the set \(X = \{-1, +1\}\) and the joint distribution is parameterized by constants called edge coefficients \(J\) and external fields \(h\):

\[
P(x) = \frac{1}{Z} \exp \left( \sum_{(i, j) \in E} J_{ij} x_i x_j + \sum_{i \in V} h_i x_i \right),
\]

where \(Z\) is a normalization constant to make \(P(x)\) a probability distribution. If \(h = 0\), we say the Ising model is zero-field. If \(J_{ij} \geq 0\), we say the Ising model is ferromagnetic.

Ising models have the following useful property. Given an Ising model, the conditional probability \(P(X_{V \setminus S} | x_S)\) corresponds to an Ising model on \(V \setminus S\) with edge coefficients \(J_{ij}, i, j \in V \setminus S\) unchanged and modified external fields \(h_i + h'_i, i \in V \setminus S\), where \(h'_i = \sum_{(i, j) \in E, j \in S} J_{ij} x_j\) is the additional external field on node \(i\) induced by fixing \(X_S = x_S\).

2.3. Random Graphs. A random graph is a graph generated from a prior distribution over the set of all possible graphs with a given number of nodes. Let \(\chi_p\) be a function on graphs with \(p\) nodes and let \(C\) be a constant. We say \(\chi_p \geq C\) almost always for a family of random graphs indexed by \(p\) if \(P(\chi_p \geq C) \to 1\) as \(p \to \infty\). Similarly, we say \(\chi_p \to C\) almost always for a family of random graphs if \(\forall \epsilon > 0, P(\{|\chi_p - C| > \epsilon\}) \to 1\) as \(p \to \infty\). This is a slight variation of the definition of almost always in [1].

The Erdős-Rényi random graph \(\mathcal{G}(p, \frac{c}{p})\) is a graph on \(p\) nodes in which the probability of an edge being in the graph is \(\frac{c}{p}\) and the edges are generated independently. We note that, in this random graph, the average degree of a node is \(c\). In this paper, when we consider random graphs, we only consider the Erdős-Rényi random graph \(\mathcal{G}(p, \frac{c}{p})\).

2.4. High-Dimensional Structure Learning. In this paper, we are interested in inferring the structure of the graph \(G\) associated with an MRF \((X, G)\). We will assume that \(P(x) > 0, \forall x\), and \(G\) will refer to the corresponding unique minimal I-map. The goal of structure learning is to design
an algorithm that, given \( n \) i.i.d. samples \( \{X^{(k)}\}_{k=1}^n \) from the distribution \( P \), outputs an estimate \( \hat{G} \) which equals \( G \) with high probability when \( n \) is large. We say that two graphs are equal when their node and edge sets are identical.

In the classical setting, the accuracy of estimating \( G \) is considered only when the sample size \( n \) goes to infinity while the random vector dimension \( p \) is held fixed. This setting is restrictive for many contemporary applications, where the problem size \( p \) is much larger than the number of samples. A more suitable assumption allows both \( n \) and \( p \) to become large, with \( n \) growing at a slower rate than \( p \). In such a case, the structure learning problem is said to be high-dimensional.

An algorithm for structure learning is evaluated both by its computational complexity and sample complexity. The computational complexity refers to the number of computations required to execute the algorithm, as a function of \( n \) and \( p \). When \( G \) is a deterministic graph, we say the algorithm has sample complexity \( f(p) \) if, for \( n = O(f(p)) \), there exist constants \( c \) and \( \alpha > 0 \), independent of \( p \), such that \( \Pr(\hat{G} = G) \geq 1 - \frac{c}{p^\alpha} \) for all \( P \) which are Markov with respect to \( G \). When \( G \) is a random graph drawn from some prior distribution, we say the algorithm has sample complexity \( f(p) \) if the above is true almost always. In the high-dimensional setting \( n \) is much smaller than \( p \). In fact, we will show that, for the algorithms described in this paper, \( f(p) = \log p \).

3. Loosely Connected MRFs. Loosely connected Markov random fields are undirected graphical models in which the number of short paths between any pair of nodes is small. Roughly speaking, a path between two nodes is short if the dependence between two node is non-negligible even if all other paths between the nodes are removed. Later, we will more precisely quantify the term ”short” in terms of the correlation decay property of the MRF. For simplicity, we say that a set \( S \) separates some paths between nodes \( i \) and \( j \) if removing \( S \) disconnects these paths. In such a graphical model, if \( i, j \) are not neighbors, there is a small set of nodes \( S \) separating all the short paths between them, and conditioned on this set of variables \( X_S \) the two variables \( X_i \) and \( X_j \) are approximately independent. On the other hand, if \( i, j \) are neighbors, there is a small set of nodes \( T \) separating all the short non-direct paths between them, i.e, the direct edge is the only short path connecting the two nodes after removing \( T \) from the graph. Conditioned on this set of variables \( X_T \), the dependence of \( X_i \) and \( X_j \) is dominated by the dependence over the direct edge hence is bounded away from zero. The following necessary and sufficient condition for the non-existence of an edge
in a graphical model shows that both the sets $S$ and $T$ above are essential for learning the graph, which we have not seen in prior work.

**Lemma 3.1.** Consider two nodes $i$ and $j$ in $G$. Then, $(i,j) \notin E$ if and only if $\exists S, \forall T, X_i \perp X_j | X_S, X_T$.

**Proof.** Recall from the definition of the minimal I-map that $(i,j) \notin E$ if and only if $X_i \perp X_j | X_V \setminus \{i,j\}$. Therefore, the statement of the lemma is equivalent to

$$I(X_i; X_j | X_V \setminus \{i,j\}) = 0 \leftrightarrow \min_S \max_T I(X_i; X_j | X_S, X_T) = 0,$$

where $I(X_i; X_j | X_S)$ denotes the mutual information between $X_i$ and $X_j$ conditioned on $X_S$, and we have used the fact that $X_i \perp X_j | X_S$ is equivalent to $I(X_i; X_j | X_S) = 0$. Notice that

$$\min_S \max_T I(X_i; X_j | X_S, X_T) = \min_S \max_{T' \supseteq S} I(X_i; X_j | X_{T'})$$

and $\max_{T' \supseteq S} I(X_i; X_j | X_{T'})$ is an increasing function in $S$. The minimization over $S$ is achieved at $S = V \setminus \{i,j\}$, i.e.,

$$I(X_i; X_j | X_{V \setminus \{i,j\}}) = \min_S \max_T I(X_i; X_j | X_S, X_T).$$

This lemma tells that, if there is not an edge between node $i$ and $j$, we can find a set of nodes $S$ such that the removal of $S$ from the graph separates $i$ and $j$. From the global Markov property, this implies that $X_i \perp X_j | X_S$. However, as Example 1.1 shows, the converse is not true. In fact, for $S$ being the empty set or $S = \emptyset$, we have $X_1 \perp X_2 | X_S$, but $(1,2)$ is indeed an edge in the graph. The above lemma completes the statement in the converse direction, showing that we should also introduce a set $T$ in addition to the set $S$ to correctly identify the edge.

Motivated by this lemma, we define loosely connected MRFs as follows.
We say a MRF is $(D_1, D_2, \epsilon)$-loosely connected if
1. for any $(i, j) \notin E$, $\exists S$ with $|S| \leq D_1$, $\forall T$ with $|T| \leq D_2$,
   \[ \Delta(X_i; X_j|X_S, X_T) \leq \frac{\epsilon}{4}, \]
2. for any $(i, j) \in E$, $\forall S$ with $|S| \leq D_1$, $\exists T$ with $|T| \leq D_2$,
   \[ \Delta(X_i; X_j|X_S, X_T) \geq \epsilon, \]
for some conditional independence test $\Delta$.

The conditional independence test $\Delta$ should satisfy $\Delta(X_i; X_j|X_S, X_T) = 0$ if and only if $X_i \perp X_j|X_S, X_T$. In this paper, we use two types of conditional independence tests:

- **Mutual Information Test:**
  \[ \Delta(X_i; X_j|X_S, X_T) = I(X_i; X_j|X_S, X_T). \]

- **Probability Test:**
  \[ \Delta(X_i; X_j|X_S, X_T) = \max_{x_i, x_j, x'_j, x_S, x_T} |P(x_i|x_j, x_S, x_T) - P(x_i|x'_j, x_S, x_T)|. \]

Later on, we will see that the probability test gives lower sample complexity for learning Ising models on bounded degree graphs, while the mutual information test gives lower sample complexity for learning Ising models on graphs with unbounded degree.

Note that the above definition restricts the size of the sets $S$ and $T$ to make the learning problem tractable. We show in the rest of the section that several important Ising models are examples of loosely connected MRFs. Unless otherwise stated, we assume that the edge coefficients $J_{ij}$ are bounded, i.e., $J_{\min} \leq |J_{ij}| \leq J_{\max}$.

### 3.1. Bounded Degree Graph

We assume the graph has maximum degree $d$. For any $(i, j) \notin E$, the set $S = N_i$ of size at most $d$ separates $i$ and $j$, and for any set $T$ we have $\Delta(X_i; X_j|X_S, X_T) = 0$. For any $(i, j) \in E$, the set $T = N_i \setminus j$ of size at most $d - 1$ separates all the non-direct paths between $i$ and $j$. Moreover, we have the following lower bound for neighbors from [7, Proposition 2].
Proposition 3.3. When $i, j$ are neighbors and $T = N_i \setminus j$, there is a choice of $x_i, x_j, x_j', x_S, x_T$ such that

$$|P(x_i|x_j, x_S, x_T) - P(x_i|x_j', x_S, x_T)| \geq \frac{\tanh(2J_{\min})}{2e^{2J_{\max}} + 2e^{-2J_{\max}}} \triangleq \epsilon.$$



Therefore, the Ising model on a bounded degree graph with maximum degree $d$ is a $(d, d - 1, \epsilon)$-loosely connected MRF. We note that here we do not use any correlation decay property, and we view all the paths as short.

3.2. Bounded Degree Graph, Correlation Decay and Large Girth. In this subsection, we still assume the graph has maximum degree $d$. From the previous subsection, we already know that the Ising model is loosely connected. But we show that when the Ising model is in the correlation decay regime and further has large girth, it is a much sparser model than the general bounded degree case.

Correlation decay is a property of MRFs which says that, for any pair of nodes $i, j$, the correlation of $X_i$ and $X_j$ decays with the distance between $i, j$. When a MRF has correlation decay, the correlation of $X_i$ and $X_j$ is mainly determined by the short paths between nodes $i, j$, and the contribution from the long paths is negligible. It is known that when $J_{\max}$ is small compared with $d$, the Ising model has correlation decay. More specifically, we have the following lemma, which is a consequence of the strong correlation decay property [22, Theorem 1].

Lemma 3.4. Assume $(d - 1) \tanh J_{\max} < 1$. \(\forall i, j \in V, d(i, j) = l\), then for any set $S$ and \(\forall x_i, x_j, x_j', x_S\),

$$|P(x_i|x_j, x_S) - P(x_i|x_j', x_S)| \leq 4J_{\max}d[(d - 1) \tanh J_{\max}]^{l-1} \triangleq \beta^l,$$

where $\beta = \frac{4J_{\max}d}{(d-1)\tanh J_{\max}}$ and $\alpha = (d - 1) \tanh J_{\max}$.

Proof. For some given $x_i, x_j, x_j', x_S$, w.l.o.g. assume $P(x_i|x_j, x_S) \geq P(x_i|x_j', x_S)$. Applying the [22, Theorem 1] with $\Lambda = \{j\} \cup S$, we get

$$|P(x_i|x_j, x_S) - P(x_i|x_j', x_S)| \leq 1 - \frac{P(x_i|x_j', x_S)}{P(x_i|x_j, x_S)} \leq 1 - e^{-4J_{\max}d[(d - 1) \tanh J_{\max}]^{d(i,j)-1}} \leq 4J_{\max}d[(d - 1) \tanh J_{\max}]^{d(i,j)-1}.$$

\qed
This lemma implies that, in the correlation decay regime \((d-1) \tanh J_{\text{max}} < 1\), the Ising model has exponential correlation decay, i.e., the correlation between a pair of nodes decays exponentially with their distance. We say that a path of length \(l\) is short if \(\beta \alpha^l\) is above some desired threshold.

The girth of a graph is defined as the length of the shortest cycle in the graph, and large girth implies that there is no short cycle in the graph. When the Ising model is in the correlation decay regime and the girth of the graph is large in terms of the correlation decay parameters, there is at most one short path between any pair of non-neighbor nodes, and no short paths other than the direct edge between any pair of neighboring nodes. Naturally, we can use \(S\) of size 1 to approximately separate any pair of non-neighbor nodes and do not need \(T\) to block the other paths for neighbor nodes as the correlations are mostly due to the direct edges. Therefore, we would expect this Ising model to be \((1, 0, \epsilon)\)-loosely connected for some constant \(\epsilon\). In fact, the following theorem gives an explicit characterization of \(\epsilon\). The condition on the girth below is chosen such that there is at most one short path between any pair of nodes, so a path is called short if it is shorter than half of the girth.

**Theorem 3.5.** Assume \((d-1) \tanh J_{\text{max}} < 1\) and the girth \(g\) satisfies

\[
\beta \alpha^{\frac{g}{2}} \leq A \wedge \ln 2,
\]

where

\[
A = \frac{1}{1800} (1 - e^{-4 J_{\text{min}}}) e^{-8 d J_{\text{max}}}. \quad \text{Let } \epsilon = 48 A e^{4d J_{\text{max}}}. \quad \text{Then } \forall (i, j) \in E,
\]

\[
\min_{S \subseteq V \setminus \{i, j\}} \max_{|S| \leq D_1} |P(x_i|x_j, x_S) - P(x_i|x_j', x_S)| > \epsilon,
\]

and \(\forall (i, j) \notin E\),

\[
\min_{S \subseteq V \setminus \{i, j\}} \max_{|S| \leq D_1} |P(x_i|x_j, x_S) - P(x_i|x_j', x_S)| \leq \frac{\epsilon}{4}.
\]

**Proof.** See Appendix A. \(\square\)

3.3. Erdős-Rényi Random Graph \(G(p, \xi)\) and Correlation Decay. We assume the graph \(G\) is generated from the prior \(G(p, \xi)\) in which each edge is in \(G\) with probability \(\frac{\xi}{p}\) and the average degree for each node is \(c\). For this random graph, the maximum degree scales as \(O\left(\frac{\ln p}{m n p}\right)\) with high probability [1]. Thus, we cannot use the results for bounded degree graphs even though the average degree remains bounded as \(p \to \infty\).
It is known from prior work [2] that, for ferromagnetic Ising models, i.e., $J_{ij} \geq 0$ for any $i$ and $j$, when $J_{\text{max}}$ is small compared with the average degree $c$, the random graph is in the correlation decay regime and the number of short paths between any pair of nodes is at most 2 asymptotically. We show that the same result holds for general Ising models. Our proof is related to the techniques developed in [2], but certain steps in the proof of [2] do rely on the fact that the Ising model is ferromagnetic, so the proof does not directly carry over. We point out similarities and differences as we proceed in Appendix C.

More specifically, letting $\gamma_p = \frac{\log p}{K \log c}$ for some $K \in (3, 4)$, the following theorem shows that nodes that are at least $\gamma_p$ hops from each other have negligible impact on each other. As a consequence of the following theorem, we can say that a path is short if it is at most $\gamma_p$ hops.

**Theorem 3.6.** Assume $\alpha = c \tanh J_{\text{max}} < 1$. Then, the following properties are true almost always.

1. Let $G$ be a graph generated from the prior $G(p, \xi)$. If $i, j$ are not neighbors in $G$ and $S$ separates all the paths shorter than $\gamma_p$ hops between $i, j$, then $\forall x_i, x_j, x'_j, x_S$,

$$|P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \leq |B(i, \gamma_p)| \left(\tanh J_{\text{max}}\right)^{\gamma_p} = o(p^{-\kappa}),$$

for all Ising models $P$ on $G$, where $\kappa = \frac{\log \frac{1}{\alpha}}{4 \log c}$ and $B(i, \gamma_p)$ is the set of all nodes which are at most $\gamma_p$ hops away from $i$.

2. There are at most two paths shorter than $\gamma_p$ between any pair of nodes.

**Proof.** See Appendix C.

The above result suggests that for Ising models on the random graph there are at most two short paths between non-neighbor nodes and one short non-direct path between neighboring nodes, i.e., it is a $(2, 1, \epsilon)$-loosely connected MRF. Further the next two theorems prove that such a constant $\epsilon$ exists. The proofs are in Appendix C.

**Theorem 3.7.** For any $(i, j) \notin E$, let $S$ be a set separating the paths shorter than $\gamma_p$ between $i, j$ and assume $|S| \leq 3$, then almost always

$$I(X_i; X_j|X_S) = o(p^{-2\kappa}).$$
Theorem 3.8. For any \((i, j) \in E\), let \(T\) be a set separating the non-direct paths shorter than \(\gamma_p\) between \(i, j\) and assume \(|T| \leq 3\), then almost always

\[ I(X_i; X_j | X_T) = \Omega(1). \]

\(\square\)

4. Our Algorithm and Concentration results. Learning the structure of a graph is equivalent to learning if there exists an edge between every pair of nodes in the graph. Therefore, we would like to develop a test to determine if there exists an edge between two nodes or not. From Definition 3.2, it should be clear that learning a loosely connected MRF is straightforward. For non-neighbor nodes, we search for the set \(S\) that separates all the short paths between them, while for neighboring nodes, we search for the set \(T\) that separates all the non-direct short paths between them. As the MRF is loosely connected, the size of the above sets are small, therefore the complexity of the algorithm is low.

Given \(n\) i.i.d. samples \(\{X^{(k)}\}_{k=1}^n\) from the distribution the empirical distribution \(\hat{P}\) is defined as follows. For any set \(A\),

\[ \hat{P}(x_A) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{X_i^{(i)} = x_A\}}. \]

Let \(\hat{\Delta}\) be the empirical conditional independence test which is the same as \(\Delta\) but computed using \(\hat{P}\). Our first algorithm is as follows.

Algorithm 1 \(\text{CondST}(D_1, D_2, \epsilon)\)

\[\begin{align*}
\text{for } i, j \in V \text{ do} & \\
\quad \text{if } \exists S \text{ with } |S| \leq D_1, \forall T \text{ with } |T| \leq D_2, \hat{\Delta}(X_i; X_j | X_S, X_T) \leq \frac{\epsilon}{2} \text{ then} & \\
\quad \quad (i, j) \notin E & \\
\quad \text{else} & \\
\quad \quad (i, j) \in E & \\
\text{end if} & \\
\text{end for}
\end{align*}\]

For clarity, when we specifically use the mutual information test (or the probability test), we denote the corresponding algorithm by \(\text{CondST}_I\) (or \(\text{CondST}_P\)). When the empirical conditional independence test \(\hat{\Delta}\) is close to the exact test \(\Delta\), we immediately get the following result.
Fact 4.1. For a \((D_1, D_2, \epsilon)\)-loosely connected MRF, if
\[
|\hat{\Delta}(X_i; X_j|X_A) - \Delta(X_i; X_j|X_A)| \leq \frac{\epsilon}{4}
\]
for any node \(i, j\) and set \(A\) with \(|A| \leq D_1 + D_2\), then \(\text{CondST}(D_1, D_2, \epsilon)\) recovers the graph correctly. The running time for the algorithm is \(O(np^{D_1+D_2+2})\).

Proof. The correctness is immediate. We note that, for each pair of \(i, j\) in \(V\), we search \(S, T\) in \(V\). So the possible combinations of \((i, j, S, T)\) is \(O(p^{D_1+D_2+2})\) and we get the running time result.

When the MRF has correlation decay, it is possible to reduce the computational complexity by restricting the search space for the set \(S\) and \(T\) to a smaller candidate neighbor set. In fact, for each node \(i\), the nodes which are a certain distance away from \(i\) have small correlation with \(X_i\). As suggested in [7], we can first perform a pairwise correlation test to eliminate these nodes from the candidate neighbor set of node \(i\). To make sure the true neighbors are all included in the candidate set, the MRF needs to satisfy an additional pairwise non-degeneracy condition. Our second algorithm is as follows.

**Algorithm 2 CondST Pre** \((D_1, D_2, \epsilon, \epsilon')\)

for \(i \in V\) do
  \(L_i = \{j \in V \setminus i, \max_{x_i, x_j, x'_j} |\hat{P}(x_i|x_j) - \hat{P}(x_i|x'_j)| > \frac{\epsilon'}{2}\}\).
  for \(j \in L_i\) do
    if \(\exists S \subset L_i\) with \(|S| \leq D_1, \forall T \subset L_i\) with \(|T| \leq D_2, \hat{\Delta}(X_i; X_j|X_S, X_T) \leq \frac{\epsilon}{2}\) then
      \(j \not\in N_i\)
    else
      \(j \in N_i\)
    end if
  end for
end for

The following result provides conditions under which the second algorithm correctly learns the MRF.

Fact 4.2. For a \((D_1, D_2, \epsilon)\)-loosely connected MRF with
\[
\max_{x_i, x_j, x'_j} |P(x_i|x_j) - P(x_i|x'_j)| > \epsilon'
\]
for any \((i, j) \in E\), if
\[
|\hat{P}(x_i|x_j) - P(x_i|x_j)| < \frac{\epsilon'}{8}
\]
for any node $i, j$ and $x_i, x_j$, and
\[
|\hat{\Delta}(X_i; X_j|X_A) - \Delta(X_i; X_j|X_A)| < \frac{\epsilon}{4}
\]
for any node $i, j$ and set $A$ with $|A| \leq D_1 + D_2$, then $\text{CondST}_\text{Pre}(D_1, D_2, \epsilon, \epsilon')$ recovers the graph correctly. Let $L = \max_i |L_i|$. The running time for the algorithm is $O(np^2 + npL^{D_1+D_2+1})$.

PROOF. By the pairwise non-degeneracy condition (1), the neighbors of node $i$ are all included in the candidate neighbor set $L_i$. We note that this preprocessing step excludes the nodes whose correlation with node $i$ is below $\epsilon'$. Then in the inner loop, the correctness of the algorithm is immediate. The running time of the correlation test is $O(np^2)$. We note that, for each $i \in V$, we loop over $j$ in $L_i$ and search $S$ and $T$ in $L_i$. So the possible combinations of $(i, j, S, T)$ is $O(pL^{D_1+D_2+1})$. Combining the two steps, we get the running time of the algorithm.

Note that the additional non-degeneracy condition (1) required for the second algorithm to execute correctly is not satisfied for all graphs (recall Example 1.1).

4.1. Concentration Results. In this subsection, we show a set of concentration results for the empirical quantities in the above algorithm for general discrete MRFs, which will be used to obtain the sample complexity results in Section 5 and Section 6.

**Lemma 4.3.** Fix $\gamma > 0$. Let $L = \max_i |L_i|$. For $\forall \alpha > 0$,

1. Assume $\gamma \leq \frac{1}{4}$. If
\[
n > \frac{2[(2 + \alpha) \log p + 2 \log |\mathcal{X}|]}{\gamma^2},
\]
then $\forall i, j \in V, \forall x_i, x_j$,
\[
|\hat{P}(x_i|x_j) - P(x_i|x_j)| < 4\gamma
\]
with probability $1 - \frac{c_1}{p^2}$ for some constant $c_1$.

2. Assume $\forall S \subset V, |S| \leq D_1 + D_2 + 1$, $P(x_S) > \delta$ for some constant $\delta$, and $\gamma \leq \frac{\delta}{2}$. If
\[
n > \frac{2[(1 + \alpha) \log p + (D_1 + D_2 + 1) \log L + (D_1 + D_2 + 2) \log |\mathcal{X}|]}{\gamma^2},
\]
then $\forall i \in V, \forall j \in L_i, \forall S \subseteq L_i, |S| \leq D_1 + D_2, \forall x_i, x_j, x_S,$

$$|\hat{P}(x_i|x_j, x_S) - P(x_i|x_j, x_S)| < \frac{2\gamma}{\delta}$$

with probability $1 - \frac{2\delta}{\gamma^2}$ for some constant $c_2$.

3. Assume $\gamma \leq \frac{1}{2|X|^{D_1 + D_2 + 2}} < 1$. If

$$n > \frac{2[(1 + \alpha) \log p + (D_1 + D_2 + 1) \log L + (D_1 + D_2 + 2) \log |\mathcal{X}|]}{\gamma^2},$$

then $\forall i, j \in V, |S| \leq D_1 + D_2, \forall x_i, x_j, x_S,$

$$|\hat{I}(X_i; X_j|X_S) - I(X_i; X_j|X_S)| < 8|\mathcal{X}|^{D_1 + D_2 + 2} \sqrt{\gamma}$$

with probability $1 - \frac{c_3}{\gamma^n}$ for some constant $c_3$.

**Proof.** See Appendix D. \qed

This lemma could be used as a guideline on how to choose between the two conditional independence tests for our algorithm to get lower sample complexity. The key difference is the dependence on the constant $\delta$, which is a lower bound on the probability of any $x_S$ with the set size $|S| \leq D_1 + D_2 + 1$. The probability test requires a constant $\delta > 0$ to achieve sample complexity $n = O(\log p)$, while the mutual information test does not depend on $\delta$ and also achieves sample complexity $n = O(\log p)$. We note that, while both tests have $O(\log p)$ sample complexity, the constants hidden in the order notation may be different for the two tests. For Ising models on bounded degree graphs, we show in the next section that a constant $\delta > 0$ exists, and the probability test gives a lower sample complexity. On the other hand, for Ising models on the Erdős-Rényi random graph $G(p, \frac{4}{p})$, we could not get a constant $\delta > 0$ as the maximum degree of the graph is unbounded, and the mutual information test gives a lower sample complexity.

5. **Computational Complexity for General Ising Models.** In this section, we apply our algorithm to the Ising models in Section 3. We evaluate both the number of samples required to recover the graph with high probability and the running time of our algorithm. The results below are simple combinations of the results in the previous two sections. Unless otherwise stated, we assume that the edge coefficients $J_{ij}$ are bounded, i.e., $J_{\text{min}} \leq |J_{ij}| \leq J_{\text{max}}$. Throughout this section, we use the notation $x \wedge y$ to denote the minimum of $x$ and $y$. 
5.1. **Bounded Degree Graph.** We assume the graph has maximum degree \(d\). First we have the following lower bound on the probability of any finite size set of variables.

**Lemma 5.1.** \(\forall S \subset V, \forall x_S, P(x_S) \geq 2^{-|S|} \exp(-2(|S| + d)|S|J_{\text{max}})\).

**Proof.** See Appendix A. \(\Box\)

Our algorithm with the probability test for the bounded degree graph case reproduces the algorithm in [7]. For completeness, we state the following result without a proof since it is nearly identical to the result in [7], except for some constants.

**Corollary 5.2.** Let \(\epsilon\) be defined as in Proposition 3.3. Define \(\delta = 2^{-2d} \exp(-12d^2 J_{\text{max}})\).

Let \(\gamma = \frac{\delta}{16} \land \frac{\delta}{2} < 1\). If \(n > \frac{2[(2d+1+\alpha)\log p+(2d+1)\log 2]}{\gamma^2}\), the algorithm \(\text{CondSTP}(d, d-1, \epsilon_2)\) recovers \(G\) with probability \(1 - \frac{c}{np}\) for some constant \(c\). The running time of the algorithm is \(O(np^{2d+1})\). \(\Box\)

5.2. **Bounded Degree Graph, Correlation Decay and Large Girth.** We assume the graph has maximum degree \(d\). We also assume that the Ising model is in the correlation decay regime, i.e., \((d-1) \tanh J_{\text{max}} < 1\), and the graph has large girth. Combining Theorem 3.5, Fact 4.1 and Lemma 4.3, We can show that the algorithm \(\text{CondSTP}(1, 0, \epsilon)\) recovers the graph correctly with high probability for some constant \(\epsilon\), and the running time is \(O(np^3)\) for \(n = O(\log p)\).

We can get even lower computational complexity using our second algorithm. The key observation is that, as there is no short path other than the direct edge between neighboring nodes, the correlation over the edge dominates the total correlation hence the pairwise non-degeneracy condition is satisfied. We note that the length of the second shortest path between neighboring nodes is no less than \(g - 1\).

**Lemma 5.3.** Assume that \((d-1) \tanh J_{\text{max}} < 1\), and the girth \(g\) satisfies \(\beta \alpha^{g-1} \leq A \land \ln 2\), where \(A = \frac{1}{1800}(1 - e^{-4J_{\text{min}}}\). Let \(\epsilon' = 48A\). \(\forall (i, j) \in E\), we have

\[
\max_{x_i, x_j, x'_j} |P(x_i|x_j) - P(x_i|x'_j)| > \epsilon'.
\]
Proof. See Appendix A.

Using this lemma, we can apply our second algorithm to learn the graph. Using Lemma 3.4, if node $j$ is of distance $l_{\epsilon'} = \frac{\ln \frac{4d}{\alpha}}{\ln \frac{1}{\epsilon'}}$ hops from node $i$, we have

$$\max_{x_i, x_j, x_j'} |P(x_i|x_j) - P(x_i|x_j')| < \beta \alpha l_{\epsilon'} \leq \frac{\epsilon'}{4}.$$ 

Therefore, in the correlation test, $L_i$ only includes nodes within distance $l_{\epsilon'}$ from $i$ and the size $|L_i| \leq d l_{\epsilon'}$ since the maximum degree is $d$; i.e., $L = \max_i |L_i| \leq d l_{\epsilon'}$, which is a constant independent of $p$. Combining the previous lemma, Theorem 3.5, Fact 4.2 and Lemma 4.3, we get the following result.

**Corollary 5.4.** Assume $(d - 1) \tanh J_{\max} < 1$. Assume $g, \epsilon$ and $\epsilon'$ satisfy Theorem 3.5 and Lemma 5.3. Let $\delta$ be defined as in Theorem 5.2. Let $\gamma = \frac{\epsilon}{32} \wedge \frac{\delta}{16} \wedge \frac{\delta}{2}$. If

$$n > \frac{2[(2 + \alpha) \log p + 2l_{\epsilon'} \log d + 3 \log 2]}{\gamma^2},$$

the algorithm $\text{CondST}_{\text{Pre}_P}(1, 0, \epsilon, \epsilon')$ recovers $G$ with probability $1 - \frac{\epsilon}{p^2}$ for some constant $c$. The running time of the algorithm is $O(np^2)$. 

5.3. Erdős-Rényi Random Graph $G(p, \frac{c}{p})$ and Correlation Decay. We assume the graph $G$ is generated from the prior $G(p, \frac{c}{p})$ in which each edge is in $G$ with probability $\frac{c}{p}$ and the average degree for each node is $c$. Because the random graph has unbounded maximum degree, we cannot lower bound for the probability of a finite size set of random variables by a constant, for all $p$. To get good sample complexity, we use the mutual information test in our algorithm. Combining Theorem 3.7, Theorem 3.8, Fact 4.1 and Lemma 4.3, we get the following result.

**Corollary 5.5.** Assume $c \tanh J_{\max} < 1$. There exists a constant $\epsilon > 0$ such that, for $\gamma = (\frac{\epsilon}{32})^2 \wedge \frac{1}{\alpha} \wedge 1 < 1$, if $n > \frac{2[(5 + \alpha) \log p + 5 \log 2]}{\gamma^2}$, the algorithm $\text{CondST}_{I}(2, 1, \epsilon)$ recovers the graph $G$ almost always. The running time of the algorithm is $O(np^5)$. 

5.4. Sample Complexity. In this subsection, we briefly summarize the number of samples required by our algorithm. According to the results in this section and the next section, \( C \log p \) samples are sufficient in general, where the constant \( C \) depends on the parameters of the model. When the Ising model is on a bounded degree graph with maximum degree \( d \), the constant \( C \) is of order \( \exp(-O(d + d^2 J_{\text{max}})) \). In particular, if the Ising model is in the correlation decay regime, then \( dJ_{\text{max}} = O(1) \) and the constant \( C \) is of order \( \exp(-O(d)) \). When the Ising model is on an Erdős-Rényi random graph \( G(p, \frac{c}{p}) \) and is in the correlation decay regime, then the constant \( C \) is lower bounded by some absolute constant independent of the model parameters.

6. Computational Complexity for Ferromagnetic Ising Models. Ferromagnetic Ising models are Ising models in which all the edge coefficients \( J_{ij} \) are nonnegative. We say \((i, j)\) is an edge if \( J_{ij} > 0 \). One important property of ferromagnetic Ising models is association, which characterizes the positive dependence among the nodes.

**Definition 6.1.** \([9]\) We say a collection of random variables \( X = (X_1, X_2, \ldots, X_n) \) is associated, or the random vector \( X \) is associated, if

\[
\text{Cov}(f(X), g(X)) \geq 0
\]

for all nondecreasing functions \( f \) and \( g \) for which \( E f(X), E g(X), E f(X)g(X) \) exist.

**Proposition 6.2.** \([12]\) The random vector \( X \) of a ferromagnetic Ising model (possibly with external fields) is associated.

A useful consequence of the Ising model being associated is as follows.

**Corollary 6.3.** Assume \( X \) is a zero field ferromagnetic Ising model. For any \( i, j \), \( P(X_i = 1, X_j = 1) \geq \frac{1}{4} \geq P(X_i = 1, X_j = -1) \).

**Proof.** See Appendix B.

Informally speaking, the edge coefficient \( J_{ij} > 0 \) means that \( i \) and \( j \) are positively dependent over the edge. For any path between \( i, j \), as all the edge coefficients are positive, the dependence over the path is also positive. Therefore, the non-direct paths between a pair of neighboring nodes \( i, j \) make \( X_i \) and \( X_j \), which are positively dependent over the edge \((i, j)\), even more positively dependent. This observation has two important implications for our algorithm.
1. We do not need to break the short cycles with a set $T$ in order to detect the edges, so the maximization in the algorithm can be removed.

2. The pairwise non-degeneracy is always satisfied for some constant $\epsilon'$, so we can apply the correlation test to reduce the computational complexity.

6.1. Bounded Degree Graph. We assume the graph has maximum degree $d$. We have the following non-degeneracy result for ferromagnetic Ising models.

**Lemma 6.4.** \[ \forall (i, j) \in E, S \subset V \setminus \{i, j\} \text{ and } \forall x_S, \]
\[ \max_{x_i, x_j, x'_j} |P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \geq \frac{1}{16}(1 - e^{-4J_{\text{min}}})e^{-4|N_S|J_{\text{max}}}. \]

**Proof.** See Appendix B.

The following theorem justifies the remarks after Corollary 6.3 and shows that the algorithm with the preprocessing step $\text{CondST}_P(d, 0, \epsilon, \epsilon')$ can be used to learn the graph, where $\epsilon, \epsilon'$ are obtained from the above lemma. Recall that $L_i$ is the candidate neighbor set of node $i$ after the preprocessing step and $L = \max_i |L_i|$.

**Theorem 6.5.** Let
\[ \epsilon = \frac{1}{16}(1 - e^{-4J_{\text{min}}})e^{-4d^2J_{\text{max}}}, \quad \epsilon' = \frac{1}{16}(1 - e^{-4J_{\text{min}}}), \]
and $\delta$ be defined as in Theorem 5.2. Let $\gamma = \frac{\epsilon'}{\delta^2} \wedge \frac{\epsilon}{16} \wedge \frac{\delta}{2}$. If
\[ n > \frac{2[(1 + \alpha) \log p + (d + 1) \log L + (d + 2) \log 2]}{\gamma^2}, \]
the algorithm $\text{CondST}_P(d, 0, \epsilon, \epsilon')$ recovers $G$ with probability $1 - \frac{c}{n^p}$ for some constant $c$. The running time of the algorithm is $O(np^2 + npL^{d+1})$. If we further assume that $(d - 1) \tanh J_{\text{max}} < 1$, then the running time of the algorithm is $O(np^2)$.

**Proof.** We choose $|S| \leq d$ and $T = \emptyset$ in our algorithm, and we have $|N_S| \leq d^2$ as the maximum degree is $d$. By Lemma 6.4, we have
\[ \max_{x_i, x_j, x'_j, x_S} |P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \geq \epsilon \]
for any $|S| \leq d$. Therefore, the Ising model is a $(d, 0, \epsilon)$-loosely connected MRF. Note that Lemma 6.4 is applicable to any set $S$ (not necessarily the set $S$ in the conditional independence test). Applying Lemma 6.4 again with $S = \emptyset$, we get the pairwise non-degeneracy condition

$$
\max_{x_i, x_j, x'_j} |P(x_i|x_j) - P(x_i|x'_j)| \geq \epsilon'.
$$

Combining Fact 4.2 and Lemma 4.3, we get the correctness of the algorithm. The running time is $O(np^2 + npL^{d+1})$, which is at most $O(np^{d+2})$.

When $(d-1) \tanh J_{\text{max}} < 1$, as the Ising model is in the correlation decay regime, $L = \max_i |L_i| \leq d^{\epsilon'}$ is a constant independent of $p$ as argued for Theorem 5.4. Therefore, the running time is only $O(np^2)$ in this case.

6.2. Erdős-Rényi Random Graph $G(p, \frac{c}{p})$ and Correlation Decay. When the Ising model is ferromagnetic, the result for the random graph is similar to that of a deterministic graph. For each graph sampled from the prior distribution, the dependence over the edges is positive. If $i, j$ are neighbors in the graph, having additional paths between them makes them more positively dependent, so we do not need to block those paths with a set $T$ to detect the edge and set $D_2 = 0$. In fact, we can prove a stronger result for neighbor nodes than the general case. The following result also appears in [2], but we are unable to verify the correctness of all the steps there and so we present the result here for completeness.

**Theorem 6.6.** \( \forall i \in V, \forall j \in N_i, \text{ let } S \text{ be any set with } |S| \leq 2, \text{ then almost always} \)

$$I(X_i; X_j|X_S) = \Omega(1).$$

**Proof.** See Appendix C.

Moreover, the pairwise non-degeneracy condition in Theorem 6.5 also holds here. We can thus use algorithm \( \text{CondST}_{Pre}(2, 0, \epsilon, \epsilon') \) to learn the graph. Without the pre-processing step, our algorithm is the same as in [2]. We show in the following theorem that using the pre-processing step our algorithm achieves lower computational complexity in the order of $p$.

**Theorem 6.7.** Assume $c \tanh J_{\text{max}} < 1$ and the Ising model is ferromagnetic. Let $\epsilon'$ be defined as in Theorem 6.5. There exists a constant $\epsilon > 0$ such that, for $\gamma = \frac{\epsilon_1}{32} \land \left(\frac{\epsilon_2}{512}\right)^2 \land \frac{1}{32} < 1$, if

$$n > 2\left(2 + \alpha \right) \log p + 3 \log L + 5 \log 2 \right)^2 / \gamma^2,$$

the algorithm \( \text{CondST}_{Pre}(2, 0, \epsilon, \epsilon') \) recovers the graph $G$ almost always. The running time of the algorithm is $O(np^2)$.
Proof. Combining Theorem 3.7, Theorem 3.8, Fact 4.2, Lemma 4.3 and Lemma 6.4, we get the correctness of the algorithm.

From Theorem 3.6 we know that if \( j \) is more than \( \gamma_p \) hops away from \( i \), the correlation between them decays as \( o(p^{-\kappa}) \). For the constant threshold \( \frac{\epsilon'}{2} \), these far-away nodes are excluded from the candidate neighbor set \( L_i \) when \( p \) is large. It is shown in the proof of [14, Lemma 2.1] that for \( G(p, \frac{c}{p}) \), the number of nodes in the \( \gamma_p \)-ball around \( i \) is not large with high probability. More specifically, \( \forall i \in V, |B(i, \gamma_p)| = O(c^{\gamma_p} \log p) \) almost always, where \( B(i, \gamma_p) \) is the set of all nodes which are at most \( \gamma_p \) hops away from \( i \). Therefore we get

\[
L = \max_i |L_i| \leq |B(i, \gamma_p)| = O(c^{\gamma_p} \log p) = O(p^{\frac{2}{\kappa}} \log p) = O(p^{\frac{1}{2}}).
\]

So the total running time of algorithm \( \text{CondST}_I(2, 0, \epsilon, \epsilon') \) is \( O(np^2 + npL^3) = O(np^3) \).

7. Experimental Results. In this section, we present experimental results to show that importance of the choice of a non-zero \( D_2 \) in correctly estimating the edges and non-edges of the underlying graph of a MRF. We evaluate our algorithm \( \text{CondST}_I(D_1, D_2, \epsilon) \), which uses the mutual information test and does not have the preprocessing step, for general Ising models on grids and random graphs as illustrated in Figure 1. In a single run of the algorithm, we first generate the graph \( G = (V, E) \): for grids, the graph is fixed, while for random graphs, the graph is generated randomly each time. After generating the graph, we generate the edge coefficients uniformly from \([-J_{\max}, -J_{\min}] \cup [J_{\min}, J_{\max}]\), where \( J_{\min} = 0.4 \) and \( J_{\max} = 0.6 \). We then generate samples from the Ising model by Gibbs sampling. The sample size ranges from 400 to 1000. The algorithm computes, for each pair of nodes \( i \) and \( j \),

\[
\hat{I}_{ij} = \min_{|S| \leq D_1, |T| \leq D_2} \hat{I}(X_i; X_j | X_S, X_T)
\]

using the samples. For a particular threshold \( \epsilon \), the algorithm outputs \((i, j)\) as an edge if \( \hat{I}_{ij} > \epsilon \) and gets an estimated graph \( \hat{G} = (V, \hat{E}) \). We select \( \epsilon \) optimally for each run of the simulation, using the knowledge of the graph, such that the number of errors in \( \hat{E} \), including both errors in edges and non-edges, is minimized. The performance of the algorithm in each case is evaluated by the probability of success, which is the percentage of the correctly estimated edges, and each point in the plots is an average over 50 runs. We then compare the performance of the algorithm under different choices of \( D_1 \) and \( D_2 \).
The experimental results for the algorithm with $D_1 = 0, \ldots, 3$ and $D_2 = 0, 1$ applied to eight-neighbor grids on 25 and 36 nodes are shown in Figure 2. We omit the results for four-neighbor grids as the performances of the algorithm with $D_2 = 0$ and $D_2 > 0$ are very close. In fact, four-neighbor grids do not have many short cycles and even the shortest non-direct paths are weak for the relatively small $J_{\text{max}}$ we choose, therefore there is no benefit using a set $T$ to separate the non-direct paths for edge detection. However, for eight-neighbor grids which are denser and have shorter cycles, the probability of success of the algorithm significantly improves by setting $D_2 = 1$, as seen from Figure 2. It is also interesting to note that increasing from $D_1 = 2$ to $D_1 = 3$ does not improve the performance, which implies that a set $S$ of size 2 is sufficient to approximately separate the non-neighbor nodes in our eight-neighbor grids.
The experimental results for the algorithm with $D_1 = 0, \ldots, 3$ and $D_2 = 0, 1$ applied to random graphs on 20 and 30 nodes are shown in Figure 3. For a random graph on $n$ nodes with average degree $d$, each edge is included in the graph with probability $\frac{d}{n-1}$ and is independent of all other edges. In the experiment, we choose average degree 5 for the graphs on 20 nodes and 7 for the graphs on 30 nodes. From Figure 3, the probability of success of the algorithm improves a lot when we increase $D_2$ from 0 to 1, which is very similar to the result of the eight-neighbor grids. We also note that, unlike the previous case, the algorithm with $D_1 = 3$ does have a better performance than with $D_1 = 2$ as there might be more short paths between a pair of nodes in random graphs.

In a true experiment where only the data is available and no prior knowledge of the MRF is available, the choice of $\epsilon$ itself may affect the performance of the algorithm. At this time, we don not have any theoretical results to inform the choice of $\epsilon$. We briefly present a heuristic, which seems reasonable. However, extensive testing of the heuristic is required before we can confidently state that the heuristic is reasonable, which is beyond the scope of this paper. Our proposed heuristic is as follows.

For a given $D_1$ and $D_2$, we compute $\hat{I}_{ij}$ for each pair of nodes $i$ and $j$. If the choice of $D_1$ and $D_2$ is good, $\hat{I}_{ij}$ is expected to be close to 0 for non-edges and away from 0 for edges. Therefore, we can view the problem of choosing the threshold $\epsilon$ as a two-class hypothesis testing, where the non-edge class concentrates near 0 while the edge class is more spread out. If we view $\hat{I}$, the collection of $\hat{I}_{ij}$ for all $i$ and $j$, as samples generated from the distribution of some random variable $Z$, then the hypothesis testing problem can viewed...
as one of finding the right $\epsilon$ such that the density of $Z$ has a big spike below $\epsilon$. One heuristic is to first estimate a smoothed density function from $\hat{I}$ via kernel density estimation [10] and then set $\epsilon$ to be the right boundary of the big spike near 0.

In order to choose proper $D_1$ and $D_2$ for the algorithm, we can start with $(D_1, D_2) = (0, 0)$. At each step, we run the algorithm with two pairs of values $(D_1 + 1, D_2)$ and $(D_1, D_2 + 1)$ separately, and choose the pair that has a more significant change on the density estimated from $\hat{I}$ as the new value for $(D_1, D_2)$. We continue this process and stop increasing $D_1$ or $D_2$ if at some step there is no significant change for either pair of values.

Justifying this heuristic either through extensive experimentation or theoretical analysis is a topic for future research.
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APPENDIX A: BOUNDED DEGREE GRAPH

A.1. Proof of Lemma 5.1. Let $N_S$ be the neighbor nodes of $S$. Note that each node in $S$ has at most $d$ neighbors in $N_S$.

$$
P(x_S) = \sum_{x_{NS}} P(x_{N_S})P(x_S|x_{N_S})$$

$$\geq \min_{x_{S},x_{NS}} P(x_S|x_{NS})$$

$$= \min_{x_{S},x_{NS}} \frac{\exp(x_S^T J_{SS} x_S + x_{NS}^T J_{SN} x_{NS})}{\sum_{x'_S} \exp(x'_S^T J_{SS} x'_S + x_{NS}^T J_{SN} x_{NS})}$$

$$\geq \min_{x_{S},x_{NS}} \exp(x_S^T J_{SS} x_S + x_{NS}^T J_{SN} x_{NS})$$

$$\geq \frac{\exp(-|S|^2 J_{\max} - |S|dJ_{\max})}{2|S|^2 \exp(|S|^2 J_{\max} + |S|dJ_{\max})}$$

$$= 2^{-|S|} \exp(-2(|S| + d)|S|J_{\max}).$$

A.2. Correlation Decay and Large Girth. We assume that the Ising model on the bounded degree graph is further in the correlation decay regime. Both Theorem 3.5 and Lemma 5.3 immediately follow from the following more general result, which characterizes the conditions under which
the Ising model is \((D_1, D_2, \epsilon)\)-loosely connected. We will make the connections at the end of this subsection.

**Theorem A.1.** Assume \((d - 1) \tanh J_{\text{max}} < 1\). Fix \(D_1, D_2\). Let \(h\) satisfy

\[
\beta \alpha^h \leq A \land \ln 2,
\]

where \(A = \frac{1}{1800}(1 - e^{-4J_{\text{min}}})e^{-8(D_1 + D_2)dJ_{\text{max}}},\) and let \(\epsilon = 48A e^{4(D_1 + D_2)dJ_{\text{max}}}\).

Assume that there are at most \(D_1\) paths shorter than \(h\) between non-neighbor nodes and \(D_2\) paths shorter than \(h\) between neighboring nodes. Then \(\forall (i, j) \in E\),

\[
\min_{S \subset V \setminus \{i, j\}} \max_{T \subset V \setminus \{i, j\}} \max_{x_i, x_j, x_S, x_T} |P(x_i | x_j, x_S, x_T) - P(x_i | x_j', x_S, x_T)| > \epsilon,
\]

and \(\forall (i, j) \notin E\),

\[
\min_{S \subset V \setminus \{i, j\}} \max_{T \subset V \setminus \{i, j\}} \max_{x_i, x_j', x_S, x_T} |P(x_i | x_j, x_S, x_T) - P(x_i | x_j', x_S, x_T)| \leq \frac{\epsilon}{4}.
\]

**Proof.** First consider \((i, j) \in E\). Without loss of generality, assume \(J_{ij} > 0\). By the assumption that there are at most \(D_2\) paths shorter than \(h\) between neighboring nodes, there exists \(T' \subset N_i, |T'| \leq D_2\) such that, when the set \(T'\) is removed from the graph, the length of any path from \(i\) to \(j\) is no less than \(h\). For any \(S\), let \(T = T' \setminus S\). To simplify the notation, let \(R = S \cup T\) and \(W = V \setminus R\). For any value \(x_R\), let \(Q\) be the joint probability of \(X_W\) conditioned on \(X_R = x_R\), i.e., \(Q(X_W) = P(X_W | x_R)\). \(Q\) has the same edge coefficients for the unconditioned nodes, but is not zero-field as conditioning induces external fields. Let \(\tilde{Q}\) denote the joint probability when edge \((i, j)\) is removed from \(Q\). We note that \(Q\) and \(\tilde{Q}\) satisfy the same correlation decay property as \(P\), so

\[
\tilde{Q}(1, 1) = \tilde{Q}(X_i = 1) \tilde{Q}(X_j = 1 | X_i = 1)
\]

\[
\geq \tilde{Q}(X_i = 1) [\tilde{Q}(X_j = 1 | X_i = -1) - \beta \alpha^{ij}] \\
\geq \tilde{Q}(X_i = 1) [\tilde{Q}(X_j = 1 | X_i = -1) - \beta \alpha^h]
\]

Similarly, \(\tilde{Q}(-1, -1) \geq \tilde{Q}(X_i = -1) [\tilde{Q}(X_j = -1 | X_i = 1) - \beta \alpha^h]\). Then,

\[
\tilde{Q}(1, 1) \tilde{Q}(-1, -1)
\]

\[
\geq \tilde{Q}(X_i = 1) \tilde{Q}(X_i = -1) [\tilde{Q}(X_j = 1 | X_i = -1) - \beta \alpha^h] \\
[\tilde{Q}(X_j = -1 | X_i = 1) - \beta \alpha^h] \\
\geq \tilde{Q}(1, -1) \tilde{Q}(-1, 1) - 2 \beta \alpha^h
\]
Using the above inequality, we have the following lower bound on the \( P \)-test quantity.

\[
\max_{x_i, x_j, x_j'} |P(x_i| x_j, x_S, x_T) - P(x_i'| x_j', x_S, x_T)| \\
\geq \left| Q(x_i = 1|x_j = 1) - Q(x_i = 1|x_j = -1) \right| \\
= \left| Q(x_i = 1, x_j = 1) - Q(x_i = 1, x_j = -1) \right| \\
= \left| Q(x_i = 1, x_j = 1)Q(x_i = -1, x_j = -1) - Q(x_i = 1, x_j = -1)Q(x_i = -1, x_j = 1) \right| \\
\frac{1}{Q(x_j = -1)} \left| e^{2J_{ji}} \tilde{Q}(1, 1) \tilde{Q}(-1, -1) - e^{-2J_{ji}} \tilde{Q}(1, -1) \tilde{Q}(-1, 1) \right| \\
\geq e^{-2J_{ij}} \left[ (e^{2J_{ij}} - e^{-2J_{ij}}) \tilde{Q}(1, -1) \tilde{Q}(-1, 1) - 2e^{2J_{ij}} \beta \alpha \right] \\
= (1 - e^{-4J_{ij}}) \tilde{Q}(1, -1) \tilde{Q}(-1, 1) - 2\beta \alpha h \\
\geq (1 - e^{-4J_{\min}}) \tilde{Q}(1, -1) \tilde{Q}(-1, 1) - 2\beta \alpha h.
\]

Let \( \tilde{Q} \) denote the joint probability when all the external field terms are removed from \( \tilde{Q} \); i.e.,

\[
\tilde{Q}(X_W) \propto \tilde{Q}(X_W) e^{h^T W X_W}
\]

As there are at most \((D_1 + D_2)d\) edges between \( R \) and \( W \), we have \(|h_W|_1 \leq (D_1 + D_2)dJ_{\text{max}}\). Hence, for any subset \( U \subset W \) and value \( x_U \),

\[
\tilde{Q}(x_U) = \frac{\tilde{Q}(x_U)}{\sum_{x_U'} \tilde{Q}(x_U')} \\
= \frac{1}{\sum_{x_W \setminus U} \tilde{Q}(x_U, x_W \setminus U) e^{h_W^T x_W} } \sum_{x_W \setminus U} \tilde{Q}(x_U, x_W \setminus U) e^{h_W^T x_W} \\
\geq \frac{\tilde{Q}(x_U) e^{-(D_1 + D_2)dJ_{\text{max}}}}{e^{(D_1 + D_2)dJ_{\text{max}}}} \\
= e^{-2(D_1 + D_2)dJ_{\text{max}}} \tilde{Q}(x_U).
\]

Moreover, \( \tilde{Q} \) is zero-field by definition and again has the same correlation.
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decay condition as $P$, hence

$$\tilde{Q}(1, -1) + \tilde{Q}(1, 1) = \tilde{Q}(X_i = 1) = \frac{1}{2}$$

$$\frac{\tilde{Q}(1, -1)}{\tilde{Q}(1, 1)} \geq e^{-\beta \alpha h},$$

which gives the lower bound $\tilde{Q}(1, -1) \geq \frac{1}{2(1 + e^{\beta \alpha h})}$. Therefore, we have

$$\tilde{Q}(1, -1) \geq e^{-\frac{2(D_1 + D_2)dJ_{\max}}{(1 + e^{\beta \alpha h})}}.$$

The same lower bound applies for $\tilde{Q}(-1, 1)$. Hence,

$$\max_{x_i, x_j, x'_j} |P(x_i | x_j, x_S, x_T) - P(x_i | x'_j, x_S, x_T)|$$

$$\geq (1 - e^{-4J_{\min}})e^{-4(D_1 + D_2)dJ_{\max}}$$

$$\geq (1 - e^{-4J_{\min}})e^{-4(D_1 + D_2)dJ_{\max}}$$

$$\geq (1 - e^{-4J_{\min}})e^{-4(D_1 + D_2)dJ_{\max}}$$

$$\geq (1 - e^{-4J_{\min}})e^{-4(D_1 + D_2)dJ_{\max}}\beta \alpha h$$

$$\geq \epsilon.$$
The same bound applies for $\tilde{Q}(-x_j)$. Therefore,

$$|P(x_i|x_j,x_S,x_T) - P(x_i|-x_j,x_S,x_T)|$$

$$\leq 4e^{4(D_1+D_2)dJ_{\max}}|\tilde{Q}(x_i,x_j)\tilde{Q}(-x_i,-x_j) - \tilde{Q}(x_i,-x_j)\tilde{Q}(-x_i,x_j)|.$$

By correlation decay and the fact $\beta \alpha^h < \ln 2 < 1$,

$$Q(x_i,x_j)Q(-x_i,-x_j) = Q(x_i|x_j)Q(x_j)Q(-x_i-x_j)$$

$$\leq (Q(x_i-x_j) + \beta \alpha^h)Q(x_j)(Q(-x_i-x_j) + \beta \alpha^h)Q(-x_j)$$

$$\leq Q(x_i,-x_j)Q(-x_i,x_j) + 3\beta \alpha^h.$$

Similarly, we have $Q(x_i,x_j)Q(-x_i,-x_j) \geq Q(x_i,-x_j)Q(-x_i,x_j) - 2\beta \alpha^h$.

Hence, by the choice of $h$,

$$|P(x_i|x_j,x_S,x_T) - P(x_i|-x_j,x_S,x_T)| \leq 12e^{4(D_1+D_2)dJ_{\max}}\beta \alpha^h \leq \frac{\epsilon}{4}.$$

\[\Box\]

Now we specialize this lemma for large girth graphs, in which there is at most one short path between non-neighbor nodes and no short non-direct path between neighboring nodes. Setting $D_1 = 1$ and $D_2 = 0$ in the theorem, we get Theorem 3.5. For the lower bound on the correlation between neighbor nodes, we set $D_1 = D_2 = 0$ in the theorem and get Lemma 5.3.

APPENDIX B: FERROMAGNETIC ISING MODELS

B.1. Proof of Corollary 6.3. By Proposition 6.2, we apply Definition 6.1 to $X$ with $f(X) = X_i$ and $g(X) = X_j$, and get $E[X_iX_j] \geq E[X_i]E[X_j]$. As there is no external field, $P(X_i = 1) = P(X_i = -1) = 0$ for any $i$ and $P(X_i = x_i, X_j = x_j) = P(X_i = -x_i, X_j = -x_j)$ for any $i,j$. Therefore, $E[X_i] = 0$ and

$$E[X_iX_j] = 4[P(X_i = 1, X_j = 1) - P(X_i = 1, X_j = -1)][P(X_i = 1, X_j = 1)$$

$$+ P(X_i = 1, X_j = -1)].$$

By the above inequality, noticing that $P(X_i = 1, X_j = 1) + P(X_i = 1, X_j = -1) = \frac{1}{2}$, we get the result.
B.2. Proof of Lemma 6.4. For any $i \in V$, $j \in N_i$, $S \subset V$, $Q, \tilde{Q}, \hat{Q}$ are defined as in the proof of Lemma A.1. When $X$ is ferromagnetic but with external field, as in Corollary 6.3, we can show that
\[
P(X_i = 1, X_j = 1) P(X_i = -1, X_j = -1) \\
\geq P(X_i = 1, X_j = -1) P(X_i = -1, X_j = 1)
\]
for any $i, j$. Therefore, we have
\[
\max_{x_i, x_j, x_j'} |P(x_i|x_j, x_S) - P(x_i|x_j', x_S)| \\
\geq e^{-2J_{ij}} |\hat{Q}(1, 1)\tilde{Q}(-1, -1) - e^{-2J_{ij}} \hat{Q}(1, -1)\tilde{Q}(-1, 1)| \\
\geq e^{-2J_{ij}} (e^{2J_{ij}} - e^{-2J_{ij}}) \hat{Q}(1, 1)\tilde{Q}(-1, -1) \\
\geq (1 - e^{-4J_{\min}}) \tilde{Q}(1, 1)\tilde{Q}(-1, -1).
\]

We note that $\hat{Q}$ is zero field, so by Corollary 6.3 we get $\tilde{Q}(1, 1) = \tilde{Q}(-1, -1) \geq \frac{1}{4}$. As shown in Lemma A.1,
\[
\tilde{Q}(1, 1) \geq e^{-2|N_S|J_{\max}} \hat{Q}(1, 1) \geq \frac{1}{4} e^{-2|N_S|J_{\max}}.
\]
The same lower bound can be obtained for $\tilde{Q}(-1, -1)$. Plugging the lower bounds to the above inequality, we get the result.

APPENDIX C: RANDOM GRAPHS

The proofs in this section are related to the techniques developed in [2, 3]. The key differences are in adapting the proofs for general Ising models, as opposed to ferromagnetic models. We point out similarities and differences as we proceed with the section.

C.1. Self-Avoiding-Walk Tree and Some Basic Results. This subsection introduces the notion of a self-avoiding-walk (SAW) tree, first introduced in [21], and presents some properties of a SAW tree. For an Ising model on a graph $G$, fix an ordering of all the nodes. We say dge $(i, j)$ is larger (smaller resp.) than $(i, l)$ with respect to node $i$ if $j$ comes after (before resp.) $l$ in the ordering. The SAW tree rooted at node $i$ is denoted as $T_{\text{saw}}(i; G)$. It is essentially the tree of self-avoiding walks originated from node $i$ except that the terminal nodes closing a cycle are also included in the tree with a fixed value $+1$ or $-1$. In particular, a terminal node is fixed to $+1$ (resp. $-1$) if the closing edge of the cycle is larger (resp. smaller) than the starting edge with respect to the terminal node. Let $A$ denote the set of
all terminal nodes in $T_{\text{saw}}(i; G)$ and $x_A$ denote the fixed configuration on $A$. For set $S \subset V$, let $U(S)$ denote the set of all non-terminal copies of nodes in $S$ in $T_{\text{saw}}(i; G)$. Notice that there is a natural way to define conditioning on $T_{\text{saw}}(i; G)$ according to the conditioning on $G$; specifically, if node $j$ in graph $G$ is fixed to a certain value, the non-terminal copies of $j$ in tree $T_{\text{saw}}(i; G)$ are fixed to the same value.

One important result is [11, Theorem 7], motivated by [21], says that the conditional probability of node $i$ on graph $G$ is the same as the corresponding conditional probability of node $i$ on tree $T_{\text{saw}}(i; G)$, which is easier to deal with.

**Proposition C.1.** Let $S$ be a subset of $V$. $\forall x_i, x_S, P(x_i | x_S; G) = P(x_i | x_U(S), x_A; T_{\text{saw}}(i; G))$.

Next we list some basic results which will be used in later proofs. First we have the following lemma about the number of short paths between a pair of nodes from [2]. The second part of Theorem 3.6 is an immediate result of this lemma.

**Lemma C.2.** [2] For all $i,j \in V$, the number of paths shorter than $\gamma_p$ between nodes $i,j$ is at most 2 almost always.

Let $B(i, l; T_{\text{saw}}(i; G))$ be the set of nodes of distance $l$ from $i$ on the tree $T_{\text{saw}}(i; G)$. Recall that $A$ is the set of terminal nodes in the tree. Let $\tilde{A}$ be the subset of $A$ that are of distance at most $\gamma_p$ from $i$. The size of $B(i, l; T_{\text{saw}}(i; G))$ and $\tilde{A}$ are upper bounded as follows.

**Lemma C.3.** [14, Lemma 2.2] For $1 \leq l \leq a \log p$, where $0 < a < \frac{1}{2 \log e}$, we have

$$\max_i |B(i, l; T_{\text{saw}}(i; G))| = O(c^l \log p), \text{ almost always.}$$

**Lemma C.4.** $\forall i \in V, |\tilde{A}| \leq 1$ in $T_{\text{saw}}(i; G)$ almost always.

**Proof.** Each terminal node in $\tilde{A}$ corresponds to a cycle connected to $i$ with the total length of the cycle and the path to $i$ at most $\gamma_p$. Let $OLO_l$ denote the subgraph consists of two connected circles with total length $l$. This structure has $l - 1$ nodes and $l$ edges. Let $H = \{OLO_l, l \leq 2\gamma_p\}$ and $N_H$ denote the number of subgraphs containing an instance from $H$. Then it is equivalent to show that there is at most 1 such small cycle close to each
node or $N_H = 0$ almost always.

$$E[N_H] \leq \sum_{l=1}^{2\gamma_p} \frac{p}{l-1}!(l-1)! \left(\frac{c}{p}\right)^l \leq O\left(\sum_{l=1}^{2\gamma_p} p^{-1} l^2 c^l\right)$$

$$= O(p^{-1} \gamma^2 c^{2\gamma_p}) \leq O\left(p^{-\frac{1}{2}}\right) = o(1).$$

So, $P(N_H \geq 1) = o(1)$.  

### C.2. Correlation Decay in Random Graphs.

This subsection is to prove the first part of Theorem 3.6 which characterizes the correlation decay property of a random graph.

First we state a correlation decay property for tree graphs. This result shows that having external fields only makes the correlation decay faster.

**Lemma C.5.** Let $P$ be a general Ising model with external fields on a tree $T$. Assume $|J_{ij}| \leq J_{\max}$. For all $i, j \in T$,

$$|P(x_i|x_j) - P(x_i|x_j')| \leq (\tanh J_{\max})^{d(i,j)}. $$

**Proof.** The basic idea in the proof is get an upper bound that does not depend on the external field. To do this, we proceed as in the proof of Lemma 4.1 in [5].

First, as noted in [5], w.l.o.g. assume the tree is a line from $i$ to $j$. Then, we prove the result by induction on the number of hops in the line.

1. $d(i, j) = 1$ or $j \in N_i$. The graph has only two nodes. We have

$$P(x_i|x_j) = \frac{e^{J_{ij} x_i x_j + h_i}}{e^{J_{ij} x_j + h_i} + e^{-J_{ij} x_j - h_i}}.$$

Hence,

$$|P(x_i|x_j) - P(x_i|x_j')| = \frac{|e^{2J_{ij}} - e^{-2J_{ij}}|}{(e^{J_{ij} + h_i} + e^{-J_{ij} - h_i})(e^{-J_{ij} + h_i} + e^{J_{ij} - h_i})}$$

$$= \frac{|e^{2J_{ij}} - e^{-2J_{ij}}|}{e^{2J_{ij}} + e^{-2J_{ij}} + e^{2h_i} + e^{-2h_i}}.$$

This function is even in both $J_{ij}$ and $h_i$. Without loss of generality, assume $J_{ij} \geq 0, h_i \geq 0$. It is not hard to see that the RHS is maximized when $h_i = 0$. So

$$|P(x_i|x_j) - P(x_i|x_j')| \leq \tanh |J_{ij}| \leq \tanh J_{\max}.$$

The inequality suggests that, when there is external field, the impact of one node on the other is reduced.
2. Assume the claim is true for \(d(i, j) \leq k\). For \(d(i, j) = k + 1\), pick any \(l\) on the path from \(i\) to \(j\), and note that \(X_i \rightarrow X_l \rightarrow X_j\) forms a Markov chain. Moreover, \(d(i, l) \leq k\) and \(d(l, j) \leq k\).

\[
|P(x_i|x_j) - P(x_i|x'_j)| = |\sum_{x_l} P(x_i|x_l)P(x_l|x_j) - \sum_{x_l} P(x_i|x_l)P(x_l|x'_j)|
\]

\[
= |P(x_i|x_l)(P(x_l|x_j) - P(x_l|x'_j)) + P(x_i|x'_l)(P(x'_l|x_j) - P(x'_l|x'_j))|
\]

\[
= |(P(x_i|x_l) - P(x_i|x'_l))(P(x_l|x_j) - P(x_l|x'_j))|
\]

\[
\leq (\tanh J_{\text{max}})^d(i,l)(\tanh J_{\text{max}})^d(l,j) = (\tanh J_{\text{max}})^d(i,j)
\]

The third equality follows by observing that \(P(x_l|x_j) - P(x_l|x'_j) = -(P(x'_l|x_j) - P(x'_l|x'_j))\). The last inequality is by induction.

\[
|P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \leq |B|(\tanh J_{\text{max}})^\gamma.
\]

**Proof.** Let \(Z\) be the subset of \(U(j)\) on \(T_{\text{saw}}(i; G)\) that is not separated by \(U(S)\) from \(i\). By the definition of \(S\), \(Z\) is of distance at least \(\gamma\) from \(i\). So
the $\gamma$-sphere $B$ separates $Z$ and $i$.

\[ |P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \]

\[ \leq \max_{x_B} P(x_i|x_B, x_U(S), x_A; T_{saw}(i; G)) - \min_{x_B} P(x_i|x_B, x_U(S), x_A; T_{saw}(i; G)) \]

\[ \leq |B|(\tanh J_{\text{max}})\gamma. \]

In the above, (a) follows from the property of SAW tree in Prop C.1. Step (b) is by the choice of $S$ and the definition of $Z$. Step (c) uses the fact that $Z$ is separated from $i$ by $B$. In (d), $x_B^M, x_B^m$ represent the maximizer and minimizer respectively. Step (e) is by telescoping the sign of $x_B$. Notice that the Hamming distance between $x_B^M, x_B^m$ is at most $|B|$, and we can apply the above lemma to each pair as the conditioning terms differ only on one node. The above proof is similar to the proof of Lemma 3 in [2]. However, in going from step (c) to step (d) above, it is important to note that our proof holds for general Ising models, whereas the proof in [2] is specific to ferromagnetic Ising models.

**Proof of Theorem 3.6.** As in [2], setting $\gamma = \gamma_p$ in the above lemma and noticing that

\[ |B(i, \gamma_p; T_{saw}(i; G))| = O(c^{\gamma_p} \log p), \]

we get

\[ |P(x_i|x_j, x_S) - P(x_i|x'_j, x_S)| \leq O((c \tanh J_{\text{max}})^{\gamma_p} \log p) = O(p^{-\frac{\log \alpha}{\log \epsilon} \log p}) = o(p^{-\kappa}). \]
C.3. Asymptotic Lower Bound on $P(x_i|x_R)$ When $|R| \leq 3$.

This subsection is to prove that $P(x_i|x_R)$ is lower bounded by some constant when $|R| \leq 3$. This result comes in handy when proving the other two theorems. This result was conjectured to hold in [2] for ferromagnetic Ising models on the random graph $G(p, \frac{c}{p})$ without a proof. Here we prove that it is also true for general Ising models on the random graph.

**Lemma C.7.** $\forall i \in V, \forall R \subset V, |R| \leq 3$, there exists a constant $C$ such that $\forall x_i, x_R, P(x_i|x_R) \geq C$ almost always.

This basic idea is that the conditional probability $P(x_i|x_R)$ is equal to some conditional probability on a SAW tree, which in turn is viewed as some unconditional probability on the same tree with induced external fields. Then we apply a tree reduction to the SAW tree till only the root is left, and show that the induced external field on the root is bounded, which implies that the probability of the root taking $+1$ or $-1$ is bounded.

On a tree graph, when calculating a probability which involves no nodes in a subtree, we can reduce the subtree by simply summing (marginalizing) over all the nodes in it. This reduction produces an Ising model on the rest part of the tree with the same $J_{ij}$ and $h_i$ except for the root of the subtree, which would have an induced external field due to the reduction of the subtree. The probability we want to calculate remains unchanged on this new tree. Such induced external fields are bounded according to the following lemma.

**Lemma C.8.** Consider a leaf node 2 and its parent node 1. The induced external field $h'_1$ on node 1 due to summation over node 2 satisfies

$$|h'_1| \leq |h_2| \tanh |J_{12}|.$$

We first prove an inequality which is used in the proof of the above lemma.

**Lemma C.9.** $\forall x \geq 0, y \geq 0,$

$$e^{2x \tanh y} \geq \frac{e^{x+y} + e^{-x-y}}{e^{x-y} + e^{-x+y}}.$$

**Proof.** Let $u = \tanh y \in [0, 1)$, then $y = \frac{1}{2} \ln \frac{1+u}{1-u}$. The required result is equivalent to showing that

$$e^{2yu}[e^{-x} + (1-u)e^x] > (1+u)e^x + (1-u)e^{-x}.$$
Define

$$f_u(z) = (1 + u)e^{uz} + (1 - u)e^{(1+u)z} - (1 + u)e^z - (1 - u).$$

Clearly, $f_u(0) = 0$, and

$$f'_u(z) = (1 + u)[ue^{uz} + (1 - u)e^{(1+u)z} - e^z].$$

By the convexity of $e^z$, $ue^{uz} + (1 - u)e^{(1+u)z} \geq e^z$. Hence, $f'_u(z) \geq 0$, which implies $f_u(z) \geq 0$. We finish the proof by noticing that the original inequality is equivalent to $f_u(2x) \geq 0$.

**Proof of Lemma C.8.**

$$\sum_{x_2} e^{J_{12}x_1x_2 + h_{2x_2}} = e^{J_{12}x_1 + h_2} + e^{-J_{12}x_1 - h_2} \propto e^{h'_1 x_1}.$$

Comparing the ratio of $x_1 = \pm 1$, we get

$$\frac{e^{J_{12} + h_2} + e^{-J_{12} - h_2}}{e^{-J_{12} + h_2} + e^{J_{12} - h_2}} = \frac{e^{h'_1}}{e^{-h'_1}} = e^{2h'_1}.$$

So

$$h'_1 = \frac{1}{2} \log \frac{e^{J_{12} + h_2} + e^{-J_{12} - h_2}}{e^{-J_{12} + h_2} + e^{J_{12} - h_2}} \leq |h_2| \tanh |J_{12}|.$$

The last inequality follows from Lemma C.9.

It is easy to see that $|h'_1| \leq |h_2| \tanh |J_{\text{max}}| < |h_2|$. By induction, we can bound the external field induced by the whole subtree.

**Proof of Lemma C.7.** First we have

$$P(x_i|x_R) = P(x_i|x_{U(R)}, x_A; T_{\text{saw}}(i; G))$$

$$= \sum_{x_B} P(x_i|x_B, x_{\tilde{U}(R)}, x_{\tilde{A}}; T_{\text{saw}}(i; G)) P(x_B|x_{U(R)}, x_A; T_{\text{saw}}(i; G))$$

$$\geq \min_{x_B} P(x_i|x_B, x_{\tilde{U}(R)}, x_{\tilde{A}}; T_{\text{saw}}(i; G))$$

$$= P(x_i|x_m, x_{\tilde{U}(R)}, x_{\tilde{A}}; T_{\text{saw}}(i; G)) \triangleq Q(x_i),$$

where $Q$ is the probability on the tree with external fields induced by $x_m, x_{\tilde{U}(R)}, x_{\tilde{A}}$. We only need to consider the external fields on the parent nodes of $B, \tilde{U}(R), \tilde{A}$ as the conditional probability is on a tree. The nodes
affected by $B$ are all $\gamma_p$ away from $i$ and the total number of them is no larger than $|B|$, which is bounded by Lemma C.3. The number of nodes affected by $\tilde{U}(R), \tilde{A}$ is no larger than $|\tilde{U}(R)| + |\tilde{A}|$. By Lemma C.2 and Lemma C.4, $|\tilde{U}(R)| \leq 2|R|$ and $|\tilde{A}| \leq 1$ almost always. Applying the reduction technique to the tree till a single root node $i$, by Lemma C.8, we bound the induced external field on $i$ as

$$|h_i| \leq (\tanh J_{\text{max}})^{\gamma n}|B| + (|\tilde{U}(R)| + |\tilde{A}|)J_{\text{max}} \leq O((c \tanh J_{\text{max}})^{\gamma n} \log n + 2|R| + 1) \leq O(n^{-\kappa} + 7) = O(1).$$

So,

$$Q(x_i) = \frac{e^{h_i x_i}}{e^{h_i x_i} + e^{-h_i x_i}} \geq \Omega(e^{-2|h_i|}) = \Omega(1).$$

When $p$ is large enough, there exists some constant $C$ such that $P(x_i|x_R) \geq C$. \hfill \Box

C.4. Proof of Theorem 3.7. Let $S$ be the set that separates all the paths shorter than $\gamma_p$ between nodes $i, j$ with size $|S| \leq 3$. It is straightforward to show that $I(X_i; X_j|X_S) = o(p^{-2\kappa})$ in a manner similar to [2, Lemma 5]. The only difference is that the correlation decay property in Theorem 3.6 takes a different form, which is easier to apply, therefore the proof there needs to be modified accordingly. We also note that the constant $C$ in Lemma C.7 is referred to as $f_{\min}(S)$ in [2]. The details are omitted here.

C.5. Proof of Theorem 3.8. When $j$ is a neighbor of $i$, conditioned on the approximate separator $T$, there is one copy of $j$ which is a child of the root $i$ in the SAW tree and is the only copy that within $\gamma_p$ from $i$. In Theorem 3.8, we show that the effect of conditioning on $T$ is bounded and this copy of $j$ has a nontrivial impact on $i$. With a little abuse of notation, we use $j$ to denote this copy of $j$ in $T_{\text{saw}}(i; G)$. W.l.o.g assume $J_{ij} > 0$. As
in Lemma C.6,
\[
\max_{x_i, x_j} | P(x_i | x_j, x_T) - P(x'_i | x'_j, x_T) | \\
\geq \min_{x_B} P(x_i = +| x_j = +, x_B, x_{\tilde{U}(T)}, x_{\tilde{A}}; T_{\text{Saw}}(i; G)) \\
- \max_{x_B} P(x_i = +| x_j = -, x_B, x_{\tilde{U}(T)}, x_{\tilde{A}}; T_{\text{Saw}}(i; G)) \\
\geq Q(x_i = +1|x_j = +1) - Q(x_i = +1|x_j = -1) - |B| |\tanh J_{\text{max}}|^n,
\]
where \( Q \) is the probability measure on the reduced graph with only nodes \( i, j \). We have
\[
Q(x_i = +1|x_j = +1) - Q(x_i = +1|x_j = -1) \\
= e^{2J_{ij}} - e^{-2J_{ij}} \\
= e^{2J_{ij}} + e^{-2J_{ij}} + e^{2h_i} + e^{-2h_i} \\
\geq e^{2J_{\text{min}}} + e^{-2J_{\text{min}}} + e^{2h_i} + e^{-2h_i} = \Omega(e^{-2|h_i|}).
\]
The external fields in \( Q \) are induced by the conditioning on \( B, \tilde{U}(T), \tilde{A} \).
As in the proof of Lemma C.7, we have \( |h_i| \leq O(1) \), so \( Q(x_i = +| x_j = +) - Q(x_i = +| x_j = -) = \Omega(1) \). Hence,
\[
\max_{x_i, x_j} | P(x_i | x_j, x_S) - P(x'_i | x'_j, x_S) | \geq \Omega(1) - O(p^{-\kappa}) = \Omega(1).
\]
Using this result, the lower bound \( I(X_i; X_j | X_T) = \Omega(1) \) simply follows from the proof of [2, Lemma 7]. Again we note that the constant \( C \) in Lemma C.7 is referred to as \( f_{\text{min}}(T) \) in [2]. The details are omitted here.
C.6. **Proof of Theorem 6.6.** The proof of the theorem needs the following lemma.

**Lemma C.10.** $X$ is a ferromagnetic Ising model (possibly with external fields). \( \forall i \in V, \forall S \subset V \setminus i, \)
\[
P(x_i = +1 | x_S = +1) \geq P(x_i = +1 | x_S = -1).
\]

**Proof.** For any node \( j \in S \), let probability \( \tilde{P}(x_i, x_j) = P(x_i, x_j | x_{S \setminus j}) \).
The probability \( \tilde{P} \) is still ferromagnetic and hence is associated. Then we have
\[
\tilde{P}(x_i = +1, x_j = +1) \tilde{P}(x_i = -1, x_j = -1) \\
\geq \tilde{P}(x_i = +1, x_j = -1) \tilde{P}(x_i = -1, x_j = +1).
\]
After some algebraic manipulation, we get
\[
\tilde{P}(x_i = +1 | x_j = +1) \geq \tilde{P}(x_i = +1 | x_j = -1).
\]
This is equivalent saying that
\[
P(x_i = +1 | x_j = +1, x_{S \setminus j} = +1) \geq P(x_i = +1 | x_j = -1, x_{S \setminus j} = +1).
\]
So flipping one node from \( +1 \) to \( -1 \) reduces the conditional probability regardless the what value the rest of the nodes take. Continuing this process till we flip all the nodes in \( S \), we get the result
\[
P(x_i = +1 | x_S = +1) \geq P(x_i = +1 | x_S = -1).
\]

**Proof of Theorem 6.6.** For \((i,j) \in E\), assume \( J_{ij} > 0 \). Following the proof of Theorem 3.8,
\[
\max_{x_i,x_j} |P(x_i | x_j, x_S) - P(x_i | x'_j, x_S)| \\
= \max_{x_i,x_j} |P(x_i | x_{U(j)}, x_{U(S)}, x_A; T_{saw}(i; G)) - P(x_i | x'_{U(j)}, x_{U(S)}, x_A; T_{saw}(i; G))| \\
\geq P(x_i = +1 | x_{\overline{U}(j)} = +1, x_B^m, x_{\overline{U}(S)}, x_A^m; T_{saw}(i; G)) \\
- P(x_i = +1 | x_{\overline{U}(j)} = -1, x_B^m, x_{\overline{U}(S)}, x_A^m; T_{saw}(i; G)).
\]
The only difference here is that we might have more than one copy of $j$ in $\tilde{U}(j)$. Let $Z = \tilde{U}(j) \setminus j$. By the above lemma, we have

$$\max_{x_i, x_j} |P(x_i|x_j, x_S) - P(x_i'|x_j, x_S)|$$

$$\geq P(x_i = +1 | x_j = +1, x_Z = +1, x_M, x_{\tilde{U}(S)}, x_{\tilde{A}}; T_{saw}(i; G))$$

$$- P(x_i = +1 | x_j = -1, x_Z = +1, x_M, x_{\tilde{U}(S)}, x_{\tilde{A}}; T_{saw}(i; G))$$

$$+ P(x_i = +1 | x_j = -1, x_Z = -1, x_M, x_{\tilde{U}(S)}, x_{\tilde{A}}; T_{saw}(i; G))$$

$$- P(x_i = +1 | x_j = -1, x_Z = -1, x_M, x_{\tilde{U}(S)}, x_{\tilde{A}}; T_{saw}(i; G))$$

$$\geq Q(x_i = +1 | x_j = +1) - Q(x_i = +1 | x_j = -1) - |B|/(\tanh J_{\max})^n.$$

As the size of $Z$ is only a constant, by the same reasoning, we finish the theorem. □

APPENDIX D: CONCENTRATION

Before proving the concentration results in Lemma 4.3, we first present the following lemma which upper bounds the difference between the entropies of two distributions with their $l_1$-distance. Let $P$ and $Q$ be two probability mass functions on a discrete, finite set $X$, and $H(P)$ and $H(Q)$ be their entropies respectively. The $l_1$ distance between $P$ and $Q$ is defined as $||P - Q||_1 = \sum_{x \in X} |P(x) - Q(x)|$.

**Lemma D.1.** [8, Theorem 17.3.3] If $||P - Q||_1 \leq \frac{1}{4}$, then $|H(P) - H(Q)| \leq -||P - Q||_1 \log ||P - Q||_1$. When $||P - Q||_1 \leq \frac{1}{e}$, the RHS is increasing in $||P - Q||_1$.

**Proof of Lemma 4.3.** By definition, $\forall S \subset V$ and $\forall x_S$, $1\{x_S^{(i)} = x_S\} - P(x_S) | \leq 1$ and

$$\hat{P}(x_S) = \frac{1}{n} \sum_{i=1}^{n} 1\{x_S^{(i)} = x_S\}.$$

By the Hoeffding inequality,

$$P \left( |\hat{P}(x_S) - P(x_S)| \geq \gamma \right)$$

$$= P \left( \left| \sum_{i=1}^{n} 1\{x_S^{(i)} = x_S\} - nP(x_S) \right| \geq n\gamma \right) \leq 2e^{-\frac{\gamma^2}{2n}} \leq 2e^{-\frac{n\gamma^2}{2}}.$$
1. By the union bound, we have
\[ P \left( \exists S \subset V, |S| \leq 2, \exists x_S, |\hat{P}(x_S) - P(x_S)| \geq \gamma \right) \leq p^2 |\mathcal{X}| 2e^{-\frac{n\gamma^2}{2}} = 2e^{-\frac{n\gamma^2}{2} + 2\log p|\mathcal{X}|} \]
For our choice of \( n \), \( \forall i, j \in V, \forall x_i, x_j \),
\[ |\hat{P}(x_i, x_j) - P(x_i, x_j)| < \gamma, |\hat{P}(x_i) - P(x_i)| < \gamma, \]
with probability \( 1 - \frac{c_1}{p^2} \) for some constant \( c_1 \), which gives \( \hat{P}(x_j) > P(x_j) - \gamma \geq \frac{1}{2} - \gamma \geq \frac{1}{4} \) as \( \gamma < \frac{1}{4} \). Hence,
\[ \left| \hat{P}(x_i|x_j) - P(x_i|x_j) \right| = \frac{\left| \hat{P}(x_i, x_j) P(x_j) - P(x_i, x_j) \hat{P}(x_j) \right|}{P(x_j) \hat{P}(x_j)} \leq \frac{\hat{P}(x_i, x_j) \left| P(x_j) - P(x_j) \right|}{P(x_j) \hat{P}(x_j)} + \frac{\hat{P}(x_j) \left| \hat{P}(x_i, x_j) - P(x_i, x_j) \right|}{P(x_j) \hat{P}(x_j)} \leq \frac{2\gamma}{\frac{1}{2}} = 4\gamma. \]

2. By the union bound, we have
\[ P \left( \exists i \in V, \exists S \subset L_i, |S| \leq D_1 + D_2 + 1, \exists x_S, |\hat{P}(x_S) - P(x_S)| \geq \gamma, |\hat{P}(x_i, x_S) - P(x_i, x_S)| \geq \gamma \right) \leq 2pL^{D_1+D_2+1} |\mathcal{X}|^{D_1+D_2+2} e^{-\frac{n\gamma^2}{2}} \leq 4e^{-\frac{n\gamma^2}{2} + \log p + (D_1+D_2+1) \log L + (D_1+D_2+2) \log |\mathcal{X}|}. \]
For our choice of \( n \), \( \forall i \in V, \forall j \in L_i, \forall S \subset L_i, |S| \leq D_1 + D_2, \forall x_i, x_j, x_S \),
\[ |\hat{P}(x_i, x_j, x_S) - P(x_i, x_j, x_S)| \leq \gamma, |\hat{P}(x_j, x_S) - P(x_j, x_S)| \leq \gamma, \]
with probability \( 1 - \frac{c_2}{p^2} \) for some constant \( c_2 \), which gives \( \hat{P}(x_j, x_S) > \)
$P(x_j, x_S) - \gamma \geq \frac{\delta}{2}$ as $\gamma < \frac{\delta}{2}$. Hence,

$$\left| \hat{P}(x_i|x_j, x_S) - P(x_i|x_j, x_S) \right|$$

$$= \left| \hat{P}(x_i, x_j, x_S)P(x_j, x_S) - P(x_i, x_j, x_S)\hat{P}(x_j, x_S) \right|$$

$$\leq \frac{\hat{P}(x_i, x_j, x_S)|P(x_j, x_S) - P(x_j, x_S)|}{P(x_j, x_S)\hat{P}(x_j, x_S)}$$

$$+ \frac{\hat{P}(x_j, x_S)|\hat{P}(x_i, x_j, x_S) - P(x_i, x_j, x_S)|}{P(x_j, x_S)\hat{P}(x_j, x_S)}$$

$$\leq \frac{2\gamma}{\delta}.$$ 

3. As in the previous case, for our choice of $n$, $\forall i, j \in V, \forall S \subset L_i, |S| \leq D_1 + D_2, \forall x_i, x_j, x_S,$

$$|\hat{P}(x_i, x_j, x_S) - P(x_i, x_j, x_S)| \leq \gamma,$$

$$|\hat{P}(x_j, x_S) - P(x_j, x_S)| \leq \gamma,$$

$$|\hat{P}(x_S) - P(x_S)| \leq \gamma$$

with probability $1 - \frac{c_3}{\gamma}$ for some constant $c_3$. So we get

$$||\hat{P}(X_i, X_j, X_S) - P(X_i, X_j, X_S)||_1 \leq |\mathcal{X}|^{D_1 + D_2 + 2}\gamma \leq \frac{1}{2}.$$ 

By Lemma D.1,

$$|\hat{H}(X_i, X_j, X_S) - H(X_i, X_j, X_S)|$$

$$\leq - |\hat{P}(X_i, X_j, X_S) - P(X_i, X_j, X_S)||_1$$

$$\log \frac{|\hat{P}(X_i, X_j, X_S) - P(X_i, X_j, X_S)||_1}{|\mathcal{X}|^{D_1 + D_2 + 2}}$$

$$\leq - |\mathcal{X}|^{D_1 + D_2 + 2}\gamma \log \gamma = -2|\mathcal{X}|^{D_1 + D_2 + 2}\gamma \log \sqrt{\gamma}$$

$$\leq 2|\mathcal{X}|^{D_1 + D_2 + 2}\gamma.$$ 

The last inequality used the fact that $0 < -\sqrt{\gamma}\log \sqrt{\gamma} < 1$ for $0 < \gamma < 1$. Similarly, we have the same upper bound for $|\hat{H}(X_i, X_S) - H(X_i, X_S)|, |\hat{H}(X_j, X_S) - H(X_j, X_S)|$ and $|\hat{H}(X_S) - H(X_S)|$. We finish the proof by noticing that

$I(X_i; X_j|X_S) = H(X_i, X_S) + H(X_j, X_S) - H(X_i, X_j, X_S) - H(X_S).$ 

$\blacksquare$
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