Any star network of bipartite pure entangled states is genuine multipartite nonlocal
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Quantum entanglement and nonlocality are inextricably linked. However, while entanglement is necessary for nonlocality, it is not always sufficient in the standard Bell scenario. We derive sufficient conditions for entanglement to give rise to genuine multipartite nonlocality in networks. We find that a star network where Alice shares a pure bipartite entangled state with every other party is genuine multipartite nonlocal, independently of the amount of entanglement in the shared states. We also show that all genuine multipartite entangled states are genuine multipartite nonlocal in the sense that measurements can be found on finitely many copies of any genuine multipartite entangled state to yield a genuine multipartite nonlocal behaviour. Our results pave the way towards feasible manners of generating genuine multipartite nonlocality based only on topological considerations.

Correlations between quantum particles may be much stronger than those between classical particles. Their applications are manifold: quantum cryptography [1, 2], randomness extraction, amplification and certification [3], communication complexity reduction [4], etc., and the study of these nonlocal correlations has led to the growing field of device-independent quantum information processing [5, 6] (see also [8]).

A necessary condition to achieve nonlocality is quantum entanglement. Indeed, this is one of the reasons why entangled states are useful for communication-related tasks. However, not all entangled states are nonlocal: from some bipartite entangled states, only local distributions can be extracted [9, 10]. Still, for pure bipartite states, entanglement is also sufficient for nonlocality, which is the content of Gisin’s theorem [11, 12]. In this Letter we explore the relationship between entanglement and nonlocality in the multipartite regime.

While bipartite entanglement and nonlocality have been well researched in the past three decades, much less is known about the multipartite case. The study of correlations in quantum multicomponent systems is gaining attention lately together with applications in multiparty cryptographic protocols [13], the development of quantum networks [14, 22] and the understanding of condensed matter physics [23, 24]. Interestingly, the distribution of certain bipartite entangled states in multipartite networks has been shown to give rise to nonlocality even if the involved states are individually local [15, 18, 23, 28].

Moreover, the multipartite setting has a richer structure than the bipartite one, as different forms of entanglement and nonlocality can be identified. Full separability (full locality) refers to systems that do not display any form of entanglement (locality) at all. However, falsifying these models does not necessarily imply truly multipartite quantum correlations since spreading them among two parties is sufficient. Hence, a stronger, genuine multipartite, notion which inextricably relates all parties together is more often considered. Here, a state is genuine multipartite entangled (GME) if it is not a tensor product of states of two subsets of parties, M and its complement \( \overline{M} \), i.e., of the form \( |\psi\rangle = |\psi_M\rangle \otimes |\psi_{\overline{M}}\rangle \), or a convex combination of such states \( |\psi\rangle = \sum_k \alpha_k |\psi_k\rangle \) across all bipartitions. By analogy, a probability distribution \( \{ P(\alpha_1, \ldots, \alpha_n | \chi_1, \ldots, \chi_n ) \}_{\alpha_1, \ldots, \alpha_n = \text{arbitrary}} \) (with input \( \chi_i \) and output \( \alpha_i \), for party \( i \)) which is not of the form

\[
P(\alpha_1, \ldots, \alpha_n | \chi_1, \ldots, \chi_n ) = \sum_{M \subseteq \{1, \ldots, n\}} \sum_{\lambda} q_M(\lambda) P_M(\{\alpha_i \}_{i \in M} | \{\chi_i \}_{i \in M})
\]

\[
\times P_{\overline{M}}(\{\alpha_i \}_{i \in \overline{M}} | \{\chi_i \}_{i \in \overline{M}}),
\]

where \( q_M(\lambda) \geq 0 \forall \lambda, M, \sum_{\lambda, M} q_M(\lambda) = 1 \) and \( |n| := \{1, \ldots, n\} \), is genuine multipartite nonlocal (GMNL) [29–31], and a state is GMNL if measurements exist which give rise to a GMNL distribution. The distributions \( P_M, P_{\overline{M}} \) are usually assumed nonsignalling as this captures most physical situations better than unrestricted \( P_M, P_{\overline{M}} \) [32, 33].

In this Letter we show that the nonlocality arising from certain networks of bipartite entangled states is a generic property and manifests in its strongest form, GMNL. Specifically, we obtain that any star network of bipartite pure entangled states is GMNL. It was already known that a star network of maximally entangled states is GMNL [15], but we show the result still holds when each party shares any pure entangled state with the central node. Thus, this is a property of the network topology, independent of how much entanglement each pair of nodes share.

Further, there are known mixed GME states that are not GMNL [40, 41]—some are even fully local [42]. Moreover, while multipartite entangled pure states are never fully local [42, 43], it is not known whether Gisin’s theorem extends to the genuine multipartite regime. Recent results in this direction show that, for pure \( n \)-qubit symmetric states [45] and all pure 3-qubit states [46], GME
implies GMNL (at the single-copy level). Our second result uses the above property of star networks to establish that all pure GME states are GMNL in the sense that measurements can be found on finitely many copies of any GME state to yield a GMNL behaviour. We thus tighten the relationship between multipartite entanglement and nonlocality.

Our construction exploits the fact that the set of non-GME states is not closed under tensor products, i.e. GME can be superactivated by taking tensor products of states that are unentangled across different bipartitions. Thus, GME can be achieved by distributing bipartite entangled states among different pairs of parties. To obtain our results, we extend the superactivation property \[47–49\] from the level of states to that of probability distributions, i.e. GMNL can be superactivated by taking Cartesian products of probability distributions that are local across different bipartitions. In fact, when considering copies of quantum states, we only consider local measurements performed on each copy separately, thus pointing at a stronger notion of superactivation to achieve GMNL.

It is worth clarifying that, when searching for nonlocality in entangled states, we only consider measurements performed directly on the state. If local operators can be applied prior to measurements, states that are entangled but local may display ‘hidden nonlocality’. This has been studied in Refs. \[42, 57, 54\] and is exploited in \[46\] to extend the equivalence of GME and GMNL for three parties beyond qubits.

**Definitions and preliminaries** We consider distributions arising from GME states, and ask whether they are of the form \([1]\). The set of such distributions forms a polytope: indeed, the set of local distributions across each bipartition \(M|M\) is a polytope, and taking convex combinations preserves that structure. We call this \(n\)-partite polytope \(B_n\). We call an inequality

\[
\sum_{\alpha_1,\ldots,\alpha_n,\chi_1,\ldots,\chi_n} c_{\alpha_1,\ldots,\alpha_n,\chi_1,\ldots,\chi_n} P(\alpha_1\ldots\alpha_n|\chi_1\ldots\chi_n) \leq c_0
\]

which holds for all distributions \(P\) of the form \([1]\) a GMNL inequality.

We use results from \[55\] to lift inequalities to account for more parties, inputs and outputs. It is noteworthy that they consider the fully local polytope, denoted \(\mathcal{L}\), which only includes distributions

\[
P(\alpha|\beta|\chi) = \sum_{\lambda} q(\lambda)P_A(\alpha|\chi,\lambda)P_B(\beta|\chi,\lambda)
\]

where each party may have different numbers of inputs and outputs (more parties may be considered by adding more distributions correlated only by \(\lambda\)). Polytope \(B_n\) is more general as it includes convex combinations of these distributions, but the lifting results in \[55\] still hold. Indeed, to check that an inequality is valid for a polytope, it is sufficient by convexity to check it holds for the extremal points. As all extremal points in \(B_n\) are extremal points in some polytope \(\mathcal{L}\) (splitting the parties in two as per the bipartition \(M|M\)), lifting results for \(\mathcal{L}\) can be straightforwardly extended to \(B_n\).

We also use the EPR2 decomposition \[56\] and its multipartite extension \[57\]: any distribution \(P\) can be expressed (nonuniquely) as

\[
P(\alpha_1\ldots\alpha_n|\chi_1\ldots\chi_n) = \sum_{M \subseteq [n]} p^M_L P^M_M(\alpha_1\ldots\alpha_n|\chi_1\ldots\chi_n)
\]

\[
+ p_{NS} P_{NS}(\alpha_1\ldots\alpha_n|\chi_1\ldots\chi_n)
\]

Figure 1. Star network of bipartite entanglement. For each \(i \in [n-1]\), Alice’s \(i\)th particle is entangled to party \(B_i\)’s particle, Alice has input \(x_i\) and output \(a_i\) for particle \(i\), and \(B_i\) has input \(y_i\) and output \(b_i\).

where \(\sum_{M \subseteq [n]} p^M_L + p_{NS} = 1\), \(P^M_L\) is local across \(M|M\) (i.e. satisfies equation \([3]\) with parties grouped as per \(M|M\)), and \(P_{NS}\) is nonsignalling. \(P\) is GMNL if all such decompositions have \(p_{NS} > 0\), and fully-GMNL if all such decompositions have \(p_{NS} = 1\). A state \(\rho\) is fully-GMNL if, for all \(\varepsilon > 0\), there exist local measurements which give rise to a distribution \(P\) such that any decomposition \([3]\) has \(p_{NS} > 1 - \varepsilon\). Bipartite distributions and states may be nonlocal or fully-nonlocal \[58\] analogously.

**GMNL from bipartite entanglement** Our first result shows that any star network of pure bipartite entanglement (see Figure \([1]\)) is GMNL.

**Theorem 1.** For any star network where Alice shares a bipartite entangled pure state with each of \((n-1)\) parties there exist local measurements giving rise to an \(n\)-partite GMNL distribution.

We outline the tripartite proof and leave the full \(n\)-partite proof to \[59\]. Since it turns out to be sufficient
to consider individual measurements on Alice’s different particles (see Figure 4 for the n-partite structure), the shared distribution takes the form

\[ P(a_1a_2, b_1, b_2|x_1x_2, y_1, y_2) = P_1(a_1b_1|x_1y_1)P_2(a_2b_2|x_2y_2) \]  

(5)

where Alice’s input and output are \(x_1x_2, a_1a_2\) respectively, in terms of their digits; Bob1’s input and output are \(y_1, b_1\), and Bob2’s are \(y_2, b_2\). Depending on whether or not the shared states are maximally entangled, the distributions \(P_{1,2}\) will be different, therefore the proof considers three possible cases.

If both states are less-than-maximally entangled, we derive an inequality that detects GMNL and find measurements on the shared states to violate it. To construct the inequality, we take bipartite inequalities between Alice and each of the other parties, lift them to three parties and then combine them, using Refs. [59, 60], to obtain the following GMNL inequality:

\[ I_3 = I_{00}^{AB_1} + I_{00}^{AB_2} + P(00, 0, 0|00, 0, 0) \]

\[ - \sum_{a_2=0,1} P(0a_2, 0, 0|00, 0, 0) \]

\[ - \sum_{a_1=0,1} P(a_10, 0, 0|00, 0, 0) \leq 0 . \]

(6)

Here,

\[ I_{00}^{AB_1} = \sum_{a_2=0,1} (P(0a_2, 0, 0|00, 0, 0) - P(0a_2, 1, 0|00, 1, 0) \]

\[ - P(1a_2, 0, 0|10, 0, 0) - P(0a_2, 0, 0|10, 10, 0)) \leq 0; \]

(7)

\[ I_{00}^{AB_2} = \sum_{a_1=0,1} (P(a_10, 0, 0|00, 0, 0) - P(a_10, 0, 1|00, 1, 0) \]

\[ - P(a_11, 0, 0|01, 0, 0) - P(a_10, 0, 0|01, 0, 0)) \leq 0 \]

(8)

are liftings of

\[ I^{AB} = P(00|00) - P(01|01) - P(10|10) - P(00|11) \leq 0 \]

(9)

to three parties with Alice having 4 inputs and 4 outputs. Inequality (9) is equivalent to the CHSH inequality [61] for nonsignalling distributions [60]. Thus, inequalities (7), (8) are satisfied by distributions that are local across \(AB_1\) and \(AB_2\) respectively. To see that equation (9) is a GMNL inequality it is sufficient to check it holds for distributions that are local across some bipartition. This is straightforwardly done by observing the cancellations that occur when either \(I_{00}^{AB_1}\) and/or \(I_{00}^{AB_2}\) are \(\leq 0\).

Since both states are less-than-maximally entangled, Alice can satisfy Hardy’s paradox [62, 63] with each other party, achieving

\[ P_1(00|00) > 0 = P_1(01|01) = P_1(10|10) = P_1(00|11) \]

(10)

for both \(i\) (the proof for qubits in [62, 63] can be extended to qudits by measuring on a 2-dimensional subspace, see [60]). Then, each negative term in \(I_{00}^{AB_1}\) and \(I_{00}^{AB_2}\) is zero, as

\[ \sum_{a_2=0,1} P(0a_2, 1, 0|00, 1, 0) = P_1(01|01) \sum_{a_2=0,1} P_2(a_2|00) \]

(11)

and similarly for the others. Hence, only

\[ P(00, 0, 0|00, 0, 0) = P(00|00)P_2(00|00) > 0 \]

(12)

survives, violating the inequality.

The case where both states are maximally entangled was proven in Refs. [58, 59].

Finally, if Alice shares a maximally entangled state with Bob1, and a less-than-maximally entangled state with Bob2, then \(AB_2\) can choose measurements so that \(P_2\) satisfies Hardy’s paradox, so that there exists \(\varepsilon > 0\) such that its local component in any EPR2 decomposition satisfies

\[ p_{L,2} \leq 1 - \varepsilon. \]

(13)

Since the maximally entangled state is fully-nonlocal [64], for this \(\varepsilon, AB_1\) can choose measurements such that any EPR2 decomposition of \(P_1\) satisfies

\[ p_{L,1} < \varepsilon. \]

(14)

Then, we assume for a contradiction that \(P(\alpha, b_1b_2|\chi, y_1y_2)\) is not GMNL and decompose it in its bipartite splittings,

\[ P(\alpha, b_1b_2|\chi, y_1y_2) = \sum_{\lambda} (p_L(\lambda)P_{AB}(\alpha, b_1|\chi, y_1, \lambda)P_{C}(b_2|y_2, \lambda) \]

\[ + q_L(\lambda)P_{AC}(\alpha, b_2|\chi, y_2, \lambda)P_{B}(b_1|y_1, \lambda) \]

\[ + r_L(\lambda)P_A(\alpha|\chi, \lambda)P_{BC}(b_1, b_2|y_1, y_2, \lambda)) \]

(15)

where \(\sum_{\lambda} (p_L(\lambda) + q_L(\lambda) + r_L(\lambda)) = 1\).

Summing equation (25) over \(a_2, b_2\) and using equation (15), we get an EPR2 decomposition of \(P_1\) with local components \(q_L, r_L\). By equation (27), this entails \(\sum_{\lambda} (q_L(\lambda) + r_L(\lambda)) < \varepsilon\), so

\[ \sum_{\lambda} p_L(\lambda) > 1 - \varepsilon. \]

(16)

Summing, instead, equation (28) over \(a_1, b_1\), we obtain an EPR2 decomposition of \(P_2\) whose only nonnegligible component, \(\sum_{\lambda} p_L(\lambda)\), is local in \(AB_2\), contradicting equation (25). Therefore, \(P\) must be GMNL.

**GMNL from GME** We have seen that a star network where the central node shares pure entanglement with all others is GMNL. We now address the question of whether all GME states are GMNL (i.e. the genuine multiparticle extension of Gisin’s theorem). We show \((n - 1)\) copies
Theorem 2. Any GME state |Ψ⟩ ∈ ℋ1 ⊗ ... ⊗ ℋn ≈ (C^d)^⊗n is such that |Ψ⟩⊗(n-1) is GMNL.

The full proof is given in [39], and we presently outline the tripartite case. Hence, we must consider two copies of the state. For each copy, we derive measurements for Bob1 and Bob2 that leave Alice bipartitely entangled with Bob2 and Bob1 respectively. We yield a network as in equation [4] but post-selected on the inputs and outputs of these measurements. We then generalise Theorem 1 to show that any such network is also GMNL.

For i, j = 1, 2, on copy i, Bob1’s measurements have input y_j^i and output b_j^i and Alice’s measurement has input x_i and output a_i. We denote B_j^i’s inputs and outputs in terms of their digits as v_j^i = y_j^i y_j^i and β_j = b_j^i b_j^i. Then, after measurement, the parties share a distribution

\[ P(\alpha_1 \beta_2 | x_1 v_2) = P_1(a_1, b_1^i b_2^i | x_1, y_1^i y_2^i) P_2(a_2, b_2^i b_2^i | x_2, y_1^i y_2^i) \]  

(17)

We assume, for each i, j = 1, 2, i ≠ j, that Bob_j uses input 0_j^i and output 0_j^i to project the ith copy of |Ψ⟩ onto |φ_i⟩_AB_i, as shown in Figure 2 for n parties. Then, Refs. [43, 44] and a continuity argument serve to show that we only have two possibilities for each i: either there exists an input and output per party such that |φ_i⟩_AB_i is less-than-maximally entangled, or there exists an input per party such that, for all outputs, |φ_i⟩_AB_i is maximally entangled. In each case we generalise the proof in Theorem 1 to show |Ψ⟩⊗(n-2) is GMNL.

If both |φ_i⟩_AB_i, i = 1, 2 are less-than-maximally entangled, we use the following expression, which is a GMNL inequality by the same reasoning as in Theorem 1

\[ I_3 = \sum_{i=1}^{2} I_{AB_i}^{B_1} + P(00, 00, 00|00, 00, 00) \]

(18)

\[ \sum_{i=1}^{2} \sum_{a_j, b_j} P(0, a_j, 0, b_j^i, 0, b_j^i | 0, 0, 0, 0) \leq 0, \]

where

\[ I_{AB_i}^{B_1} = \sum_{a_j, b_j} \left( P(0, a_j, 0, b_j^i, 0, b_j^i | 0, 0, 0, 0) - P(0, a_j, 1, b_j^i, 0, b_j^i | 0, 0, 0, 0) - P(1, a_j, 0, b_j^i, 0, b_j^i | 0, 0, 0, 0) + P(0, a_j, 0, b_j^i, 0, b_j^i | 0, 0, 0, 0) \right) . \]

(19)

Evaluating the inequality on the distribution (19), we find again that all negative terms in each I_{AB_i}^{B_1} can be sent to zero. For each i we get, for example,

\[ \sum_{a_j, b_j} P(0, a_j, 1, b_j^i, 0, b_j^i | 0, 0, 0, 0) = P_i(0, 0, 1, 0, 0, 1) \]

(20)

as the sum over P_j is 1. But, conditioned on B_j’s input and output being 0_j^i, parties AB_i can measure so that P_i satisfies Hardy’s paradox, so this term is zero, and similarly for the other two negative terms. This means all terms in I_3 are zero except P(00, 00, 00|00, 00, 00) > 0, so the inequality is violated. Therefore, |Ψ⟩⊗2 is GMNL.

If, for both i = 1, 2, there exists a local measurement for party B_j, j ≠ i such that, for all outputs, |Ψ⟩ is projected onto a maximally entangled state |φ_i⟩_AB_i, then |Ψ⟩ satisfies Theorem 2 in [37], so |Ψ⟩ itself is GMNL. Therefore so is |Ψ⟩⊗2.

Finally, if |φ_1⟩_AB_1 is maximally entangled for all of B_2’s outputs, and |φ_2⟩_AB_2 is less-than-maximally entangled, we can use Refs. [43, 57] to deduce that the bipartite EPR2 components of the distributions P_1,2 across A|B_1,2 respectively have the same bounds as in Theorem 1. That is, there exists ε > 0 such that the local component of any EPR2 decomposition across A|B_2 satisfies

\[ p_{L, A|B_2} \leq 1 - \varepsilon \]

(21)

and, given this ε, parties AB_1 can measure locally such that all bipartite EPR2 decompositions across A|B_1 have
a local component

\[ p_{L,1}^{A|B_1} < \varepsilon. \]  

(22)

Then, we assume \( P(\alpha_1\beta_2|\chi_1\nu_2) \) is not GMNL and decompose it in local terms across different bipartitions, like in equation (28) in Theorem 1. Summing over \( a_2, b_2^j, j = 1, 2 \) gives an EPR2 decomposition of \( P_1 \) whose local components can be bounded using equation (22). Summing over \( a_1, b_1^j, j = 1, 2 \) instead gives an EPR2 decomposition of \( P_2 \). But the bound on the local component of \( P_1 \) entails a bound on that of \( P_2 \) which contradicts equation (21), proving that \( P \) is GMNL.

**Conclusions** We have shown that GMNL can be obtained from the distribution of arbitrary pure bipartite entanglement, which paves the way towards a feasible way of generating GMNL in networks based only on topological considerations. In practical applications, the entanglement shared by the nodes would unavoidably degrade to mixed-state form. By continuity, the GMNL in the star network of pure bipartite entanglement considered here must be robust to some noise. To quantify this tolerance is interesting for future work.

Finding out which other geometries of entanglement in networks, aside from the star configuration, give rise to GMNL is worthy of further study.

Further, we have shown that a tensor product of finitely many GME states is always GMNL. The question of whether all single-copy pure GME states are GMNL remains open.

Very recently, Ref. [65] proposed the concept of “genuine network entanglement”, a stricter notion than GME which rules out states which are a tensor product of non-GME states. One might hope that states that are GME but not genuine network entangled might be detected device-independently by not passing GMNL tests. However, our results show this will not work. At least in the star configuration, any distribution of pure bipartite states, even with arbitrarily weak entanglement, always displays GMNL. This further motivates searching for an analogous concept of genuine network nonlocality that may detect genuine network entanglement.
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Supplemental material

We prove Theorems 1 and 2 in the main text. For the reader’s convenience, we also restate some definitions and the results.

We say a probability distribution \( \{ P(\alpha_1\alpha_2...\alpha_n|\chi_1\chi_2...\chi_n) \} \) (with input \( \chi_i \) and output \( \alpha_i \) for party \( i \)) is genuine multipartite nonlocal (GMNL) if there exist measurements which give rise to a distribution that cannot be written in the form

\[
P(\alpha_1\alpha_2...\alpha_n|\chi_1\chi_2...\chi_n) = \sum_{M \subseteq [n]} \sum_{\lambda} q_M(\lambda) P_M(\{\alpha_i\} \in M | \{\chi_i\} \in M, \lambda) P_M(\{\alpha_i\} \in \overline{M} | \{\chi_i\} \in \overline{M}, \lambda),
\]

(1)

where \( q_M(\lambda) \geq 0 \) for each \( \lambda, M, \sum_M q_M(\lambda) = 1 \) and the distributions \( P_M, P_{\overline{M}} \) on each bipartition are nonsignalling. A state is GMNL if there exist measurements which give rise to a distribution that cannot be written as (1).

Given an inequality

\[
\sum_{\alpha_1,\alpha_n,\chi_1,...,\chi_n} c_{\alpha_1...\alpha_n,\chi_1,...,\chi_n} P(\alpha_1...\alpha_n|\chi_1...\chi_n) \leq c_0
\]

(2)

which holds for all distributions \( P \) of the form (1), we refer to it as a GMNL inequality. The set of points \( P(\alpha_1...\alpha_n|\chi_1...\chi_n) \) which satisfy it with equality is a face of the polytope \( B_n \) of \( n \)-partite distributions \( \mathbf{1} \). Inequalities are said to support faces of the polytope. Faces \( F \neq B_n \) of maximal dimension are facets, and inequalities which support facets are called facet inequalities.

The multipartite EPR2 decomposition \([56, 57]\) of a probability distribution \( P \) is

\[
P(\alpha_1...\alpha_n|\chi_1...\chi_n) = \sum_{M \subseteq [n]} p_L^M p_M^M (\alpha_1...\alpha_n|\chi_1...\chi_n) + p_{NS} P_{NS}(\alpha_1...\alpha_n|\chi_1...\chi_n),
\]

(3)

where \( p_L^M \geq 0 \) for every \( M, p_{NS} \geq 0 \) and

\[
\sum_{M \subseteq [n]} p_L^M + p_{NS} = 1,
\]

(4)

\( p_L^M \) is local across the bipartition \( M|\overline{M} \), and \( P_{NS} \) is nonsignalling. We are interested in decompositions which maximise the local EPR2 components, in order to deduce properties about the distributions. For a distribution \( P \), we define

\[
EPR2(P) = \max \left\{ \sum_{M \subseteq [n]} p_L^M : P = \sum_{M \subseteq [n]} p_L^M p_M^M + p_{NS} P_{NS}, \sum_{M \subseteq [n]} p_L^M + p_{NS} = 1 \right\}
\]

(5)

and, for a state \( \rho \), we define (with a slight abuse of notation)

\[
EPR2(\rho) = \inf \left\{ EPR2(P) : P = \text{tr} \left( \bigotimes_{i=1}^n E_{\alpha_i|\chi_i}^i \rho \right) \right\},
\]

(6)

where the infimum is taken over local measurements \( E_{\alpha_i|\chi_i}^i \) on each particle such that

\[
E_{\alpha_i|\chi_i}^i \geq 0 \forall \alpha_i, \chi_i, \sum_{\alpha_i} E_{\alpha_i|\chi_i}^i = 1 \forall \chi_i, \forall i \in [n],
\]

(7)

with any number of inputs and outputs. Then, a distribution \( P \) or a state \( \rho \) are GMNL if \( EPR2(\cdot) < 1 \), while they are fully-GMNL if \( EPR2(\cdot) = 0 \). When considering bipartite distributions and states, the analogous property is termed full-nonlocality. Notice that the optimisation for probability distributions yields a maximum since the number of inputs and outputs is fixed. Instead, the optimisation for a state may involve measurements with an arbitrarily large number of inputs or outputs, as is the case for the maximally entangled state \([64]\). In this work, the number of inputs and outputs is always finite, and this will become relevant when bounding the EPR2 components of distributions arising from maximally entangled states in Theorems 1 and 2.
GMNL from bipartite entanglement

**Theorem 1.** For any star network where Alice shares a bipartite entangled pure state with each of \((n - 1)\) parties there exist local measurements which give rise to an \(n\)-partite GMNL distribution.

**Proof.** Let Alice be labelled \(A\) and the rest of the parties \(B_1, ..., B_{n - 1}\). It will be enough to consider separate measurements on each of Alice’s particles. Let Alice have input \(x_i\) and output \(a_i\) for each particle \(i \in [n - 1]\), and denote \(\chi \equiv x_1 \ldots x_{n-1}, \alpha \equiv a_1 \ldots a_{n-1}\) in terms of these digits. Let the input and output of each other party \(B_i, i \in [n - 1]\) be \(y_i\) and \(b_i\) respectively. Thus, we denote the global \(n\)-partite distribution shared between the parties by

\[
P(\alpha, b_1 \ldots b_{n-1} | \chi, y_1 \ldots y_{n-1}) = \prod_{i=1}^{n-1} P_i(a_i, b_i | x_i, y_i),
\]

where

\[
P_i(a_i, b_i | x_i, y_i)
\]

is the distribution arising from the state shared by Alice and party \(B_i\).

Depending on the nature of the shared states, we consider three cases:

(i) every shared state is less-than-maximally entangled;

(ii) every shared state is maximally entangled;

(iii) some shared states are maximally entangled, some are not.

**Case (i)**: if all states are less-than-maximally entangled, we prove the result by deriving an inequality that detects GMNL and finding measurements on the shared states to violate it. To derive the inequality, we will find bipartite inequalities that Alice can violate with each other party, lift them to more inputs, outputs and parties using the techniques in Ref. \[55\] and combine them to obtain a GMNL inequality using tools in Ref. \[60\]. We will consider 2-input 2-output measurements on each particle. Thus, the global distribution will have \(2^n - 1\) inputs and outputs for Alice, and 2 inputs and outputs for the other parties.

Consider the following bipartite inequality for a distribution between Alice and party \(B_i\):

\[
I_{AB_i} = P(00|00) - P(01|01) - P(10|10) - P(00|11) \leq 0.
\]

This is a facet inequality which, for nonsignalling distributions, can be shown to be equivalent to the well-known \[61\]

\[
CHSH = \langle A_0 B_0 \rangle + \langle A_0 B_1 \rangle + \langle A_1 B_0 \rangle - \langle A_1 B_1 \rangle \leq 2,
\]

where \(\langle A_0 B_0 \rangle = \sum_{a,b} P(a = b|xy) - P(a \neq b|xy).

Inequality (11) can be lifted to more parties, inputs and outputs, and the bound remains the same. To get inequality (11) to account for an extra party (while keeping the number of inputs and outputs fixed), it is sufficient to fix the input and output of the extra party to a certain value (wlog, 0 for both) and the bound does not change. Moreover, if the original inequality supports a facet of the polytope, so does the lifted one.

To lift inequality (11) to all \(n\) parties, we fix the inputs and outputs of every party \(B_j, j \neq i\) to zero and denote this by \(\vec{0}_i\), to obtain

\[
\tilde{I}_{AB_i}^\alpha_{\vec{0}_i} = P(0,0, \vec{0}_i|0,0, \vec{0}_i) - P(0,1, \vec{0}_i|0,1, \vec{0}_i) - P(1,0, \vec{0}_i|1,0, \vec{0}_i) - P(0,0, \vec{0}_i|1,1, \vec{0}_i) \leq 0,
\]

where \(i = [n - 1] \setminus \{i\}\). To account for \(2^n - 1\) inputs for Alice, we can ignore all but 2 of them. We would like to select the 2 inputs that will give a violation for the distribution \(P_i\) that Alice and party \(B_i\) share. But these inputs are precisely \(x_i = 0, 1\) for each \(i\), which correspond, wlog, to \(\chi = 0, \vec{0}_i, 1, \vec{0}_i\). Then, inequality (12) becomes

\[
\tilde{I}_{AB_i}^\alpha_{\vec{0}_i} = P(0,0, \vec{0}_i|0, \vec{0}_i, \vec{0}_i) - P(0,1, \vec{0}_i|0 \vec{0}_i, 1, \vec{0}_i) - P(1,0, \vec{0}_i|1 \vec{0}_i, 0, \vec{0}_i) - P(0,0, \vec{0}_i|1 \vec{0}_i, 1, \vec{0}_i) \leq 0.
\]

Next, we can combine the \(2^n - 1\) outputs Alice has in the target distribution into two groups, to get an effective distribution. It is convenient to do it differently for each \(i\) so that each distribution \(P_i\) violates the corresponding inequality. For each \(i\), we add over the outputs corresponding to the uncorrelated parties. We obtain the following
inequality which detects bipartite nonlocality between Alice and party $B_i$, in an $n$-partite distribution where Alice has $2^{n-1}$ inputs and outputs and every other party has 2 inputs and outputs:

\[
I_{\hat{0}}^{AB_i} = \sum_{\vec{a}_i} \left( P(0, \vec{a}_i, 0, \vec{0}_i|0 \vec{0}_i) - P(0, \vec{a}_i, 1, \vec{0}_i|0 \vec{0}_i) \right) + \left( P(1, \vec{a}_i, 0, \vec{0}_i|1 \vec{0}_i) - P(0, \vec{a}_i, 0, \vec{0}_i|1 \vec{0}_i) \right) \leq 0, \tag{14}
\]

where the sum is over each binary digit $a_j$ of Alice’s output, except digit $a_i$ which is fixed to $0_i$ or $1_i$ in each term.

We can now combine the expressions $I_{\hat{0}}^{AB_i}$ for each $i$ into a GMNL inequality:

\[
I_n = \sum_{i=1}^{n-1} I_{\hat{0}}^{AB_i} + P(0, 0|0, 0) - \sum_{i=1}^{n-1} \sum_{\vec{a}_i} P(0, \vec{a}_i, 0, \vec{0}_i|0 \vec{0}_i) \leq 0. \tag{15}
\]

To prove that this is indeed a GMNL inequality, notice that all distributions that are not GMNL must be local across $A|B_j$ for some $j = 1, ..., n-1$, so these are the only bipartitions we need to consider. Notice that any distribution which is local across one such bipartition satisfies the inequality

\[
I_{\hat{0}}^{AB_i} \leq 0 \tag{16}
\]

and so

\[
I_n \leq \sum_{i=1}^{n-1} I_{\hat{0}}^{AB_i} + P(0, 0|0, 0) - \sum_{i=1}^{n-1} \sum_{\vec{a}_i} P(0, \vec{a}_i, 0, \vec{0}_i|0 \vec{0}_i). \tag{17}
\]

Now, for each $i \neq j$, the only nonnegative term in $I_{\hat{0}}^{AB_i}$ gets subtracted in the final summation. The term $P(0_j, \vec{0}_j, 0, \vec{0}_j|0 \vec{0}_j, 0, \vec{0}_j)$ then cancels out with the first term of the final summation for $i = j$, leaving only nonpositive terms in the expression as required.

To complete the proof, we find local measurements for each party to violate inequality (15). Since all shared states are inseparable and less-than-maximally entangled, the parties can choose local measurements on each particle such that all resulting distributions satisfy Hardy’s paradox:

\[
P_i(00|00) > 0 = P_i(01|01) = P_i(10|10) = P_i(00|11) \tag{18}
\]

for each $i \in [n-1]$. This was proven for qubits in Refs. 62, 63, and we show the extension to any local dimension in Proposition 11 below. However, no local distribution can satisfy equation (18). Notice that, because $P$ is of the form (8), each term in the inequality (11) simplifies significantly. For example, we have for a particular $i$

\[
\sum_{\vec{a}_i} P(0, \vec{a}_i, 1, \vec{0}_i|0 \vec{0}_i, 1, \vec{0}_i) = P_i(0_i, 1_i|0_i, 1_i) \prod_{j=1}^{n-1} P_j(a_j, 0_j|0_j, 0_j) \prod_{j \neq i}^{n-1} P_j(b_j = 0|y_j = 0) = P_i(0_i, 1_i|0_i, 1_i) p_i, \tag{19}
\]

for some $p_i \in [0, 1]$, and where the marginal $P_j(b_j = 0|y_j = 0)$ is well-defined as all distributions are assumed to be nonsignalling. In a similar way, the other two nonnegative terms in $I_{\hat{0}}^{AB_i}$ yield

\[
\sum_{\vec{a}_i} P(1, \vec{a}_i, 0, \vec{0}_i|1 \vec{0}_i, 0, \vec{0}_i) = P_i(1_i, 0_i|1_i, 0_i) p_i, \tag{20}
\]
The first term in each \( \frac{I_{AB_1}}{\partial | \partial } \) cancels with the last summation, and the only remaining term in \( I_n \) gives

\[
P(\emptyset , \emptyset | \emptyset , \emptyset ) = \prod_{i=1}^{n-1} P_i(0_i, 0_i | 0_i, 0_i).
\] (21)

However, because all distributions \( P_i \) satisfy Hardy’s paradox, the summation terms \([19], [20]\) are zero for all \( i \), while the only surviving term, \( P(\emptyset , \emptyset | \emptyset , \emptyset ) \), is strictly greater than zero. This gives the desired violation.

- **Case (i)** this case follows from Ref. [15], since the present network meets the requirements of Theorem 2 in [57]. In particular, this means that the distribution is fully-GMNL.

- **Case (ii)** assume wlog that Alice shares less-than-maximally entangled states with parties \( B_1, ..., B_m \) and maximally entangled states with parties \( B_{m+1}, ..., B_{n-1} \). Then, there exist measurements giving rise to a distribution which can be written as

\[
P(\alpha, b_1...b_{n-1}|\chi, y_1...y_{n-1}) = P_H(a_1...a_m, b_1...b_m | x_1...x_m, y_1...y_m)P_+ (a_{m+1}...a_{n-1}, b_{m+1}...b_{n-1} | x_{m+1}...x_{n-1}, y_{m+1}...y_{n-1}),
\] (22)

where

\[
P_H(a_1...a_m, b_1...b_m | x_1...x_m, y_1...y_m) = \prod_{i=1}^{m} P_i(a_i, b_i | x_i, y_i)
\]
\[
P_+ (a_{m+1}...a_{n-1}, b_{m+1}...b_{n-1} | x_{m+1}...x_{n-1}, y_{m+1}...y_{n-1}) = \prod_{i=m+1}^{n-1} P_i(a_i, b_i | x_i, y_i).
\] (23)

The terms \( P_i \) are of two kinds: for \( i = 1, ..., m \), i.e. the components of \( P_H \), satisfy Hardy’s paradox (equation [15]) as they arise from the measurements performed in Case (i), while for \( i = m + 1, ..., n - 1 \), i.e. the components of \( P_+ \), arise from the maximally entangled state, whose measurements will be specified later (subscript + is chosen because the maximally entangled state is usually denoted \( \phi^+ \)).

Because \( P_H \) satisfies Hardy’s paradox in \( A|B_i \) for all \( i = 1, ..., m \), it is an \((m + 1)\)-way nonlocal distribution (i.e., it is GMNL when restricted to parties \( A, B_1, ..., B_m \)), as we have seen in Case (i). Therefore, there exists an \( \varepsilon > 0 \) such that any EPR2 decomposition of \( P_H \) (see equation [3]) as

\[
P_H = \sum_{M} P_{L,H}^M P_{L,H}^M + p_{NS,H} P_{NS,H}
\] (24)

satisfies

\[
\sum_{M} P_{L,H}^M \leq 1 - \varepsilon.
\] (25)

Given this \( \varepsilon \), we know from Ref. [57] that Alice and parties \( B_i, i = m + 1, ..., n - 1 \) can choose local measurements to define \( P_+ \) such that, for all EPR2 decompositions of the form [3], their distribution

\[
P_+ = \sum_{M} P_{L,+}^M P_{L,+}^M + p_{NS,+} P_{NS,+}
\] (26)

has

\[
\sum_{M} P_{L,+}^M < \varepsilon.
\] (27)

In particular, \( P_+ \) is \((n - m)\)-way nonlocal (i.e., it is GMNL when restricted to parties \( A, B_{m+1}, ..., B_{n-1} \)).

We want to show that \( P \) is GMNL. We now assume the converse, i.e. that \( P \) can be written in the form [13], and reach a contradiction by using the bounds derived above for \( P_+ \) and \( P_H \). Because \( P \) is assumed to be of the form [13], it can be written as a sum of local components across all bipartitions \( M | M, M \in [n-1], P(\alpha, b_1...b_{n-1}|\chi, y_1...y_{n-1}) = \sum_{\lambda, M} p_{L}^M(\lambda) P_M(\alpha, \{b_i\}_{i \in M} | \chi, \{y_i\}_{i \in M}, \lambda) P_{M}^\lambda(\{b_i\}_{i \in M}, \{y_i\}_{i \in M}, \lambda),
\] (28)
where \( p_L^M(\lambda) \) are nonnegative numbers for every \( M, \lambda \) such that
\[
\sum_{\lambda, M} p_L^M(\lambda) = 1. \tag{29}
\]
Notice that we always take Alice as belonging to the first element of each bipartition, in order to avoid duplications. Then, summing equation (28) over \( a_i, b_i \) for \( i = 1, ..., m \) gives \( P_+ \) on the left-hand side, from equation (22). The right-hand side will contain two types of terms: one type corresponds to bipartitions \( M|\overline{M} \) where all indices \( i = m+1, ..., n-1 \) belong to \( M \) (though \( M \) may contain more indices too). Let \( I_1 \) be the set of such \( M \). Then, \( \overline{M} \) contains only indices \( i \in \{1, ..., m\} \), so that \( P_{\overline{M}} \) adds up to 1. This leaves only
\[
\sum_{\lambda} p_L^M(\lambda) P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i>m}\chi, \{y_i\}_{i>m}, \lambda), \tag{30}
\]
for \( M \in I_1 \). On the other hand, if some of \( i \in \{m+1, ..., n-1\} \) belong to \( \overline{M} \), then we get terms that are local across some bipartition \( A|B_i, i = m+1, ..., n-1 \). Let \( I_2 \) be the set of the corresponding \( M \); then the terms in \( M \in I_2 \) are of the form
\[
\sum_{\lambda} p_L^M(\lambda) P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i\in\overline{M}}\chi, \{y_i\}_{i\in\overline{M}}, \lambda)P_{\overline{M}}(\{b_i\}_{i\in\overline{M}}\{y_i\}_{i\in\overline{M}}, \lambda). \tag{31}
\]
Hence we have
\[
P_+(a_{m+1}...a_{n-1}, b_{m+1}...b_{n-1}|x_{m+1}...x_{n-1}, y_{m+1}...y_{n-1}) =
\sum_{\lambda, M \in I_2} p_L^M(\lambda) P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i\in\overline{M}}\chi, \{y_i\}_{i\in\overline{M}}, \lambda)P_{\overline{M}}(\{b_i\}_{i\in\overline{M}}\{y_i\}_{i\in\overline{M}}, \lambda)
+ \sum_{\lambda, M \in I_1} p_L^M(\lambda) P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i>m}\chi, \{y_i\}_{i>m}, \lambda). \tag{32}
\]
Since \( P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i>m}\chi, \{y_i\}_{i>m}, \lambda) \) is nonsignalling for every \( M \in I_1 \) and \( \lambda \), and \( P_M(a_{m+1}...a_{n-1}, \{b_i\}_{i\in\overline{M}}\chi, \{y_i\}_{i\in\overline{M}}, \lambda)P_{\overline{M}}(\{b_i\}_{i\in\overline{M}}\{y_i\}_{i\in\overline{M}}, \lambda) \) is local in \( M|\overline{M} \) for every \( M \in I_2 \) and \( \lambda \), then equation (22) is an EPR2 decomposition of \( P_+ \) as in equation (26) 68. Hence, by the choice of measurements in parties \( A, B_{m+1}, ..., B_{n-1} \) which generated \( P_+ \), from equation (27) we have
\[
\sum_{\lambda, M \in I_2} p_L^M(\lambda) < \varepsilon \tag{33}
\]
and so
\[
\sum_{\lambda, M \in I_1} p_L^M(\lambda) > 1 - \varepsilon. \tag{34}
\]
This entails that the only nonnegligible terms in the global distribution \( P \) in equation (28) are those where \( M \in I_1 \).

If, instead, we sum equation (28) over \( a_i, b_i, i = m+1, ..., n-1 \) and use equation (22) again, we get \( P_H \) on the left-hand side. On the right-hand side, recall that the terms where \( M \in I_1 \) are such that \( M \) contains all indices \( i = m+1, ..., n-1 \). Then, \( \overline{M} \) must contain at least some \( i \in \{1, ..., m\} \), as \( \overline{M} \) cannot be empty. Hence, these terms are local in \( A|B_i \) for some \( i = 1, ..., m \). However, the terms where \( M \in I_1 \) are the only nonnegligible ones in \( P_H \), as we have just seen. Therefore, the terms
\[
\sum_{\lambda} p_L^M(\lambda) P_M(a_1...a_m, \{b_i\}_{i\in\overline{M}, i\leq m}\chi, \{y_i\}_{i\in\overline{M}, i\leq m}, \lambda)P_{\overline{M}}(\{b_i\}_{i\in\overline{M}, i\leq m}\{y_i\}_{i\in\overline{M}, i\leq m}, \lambda) \tag{35}
\]
for \( M \in I_1 \) satisfy
\[
\sum_{\lambda, M \in I_1} p_L^M(\lambda) > 1 - \varepsilon. \tag{36}
\]
But this contradicts the fact that \( P_H \) is \((m+1)\)-way nonlocal, as the sum of the terms (35) over \( M \in I_1 \) can be seen as the local component of an EPR2 decomposition of \( P_H \). So from equation (25) and our choice of \( \varepsilon \) we have
\[
\sum_{\lambda, M \in I_1} p_L^M(\lambda) \leq 1 - \varepsilon. \tag{37}
\]
Thus, we reach a contradiction, and so the distribution \( P \) must be GMNL.
In Theorem 11 we assumed that all less-than-maximally entangled states satisfy Hardy’s paradox. This is shown for qubits in 63, and we now extend the proof to any dimension.

**Proposition 1.** Let $|\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B \cong (\mathbb{C}^d)^{\otimes 2}$ be a nonseparable and less-than-maximally entangled pure state. Then, $|\psi\rangle$ satisfies Hardy’s paradox.

**Proof.** Let $|\psi\rangle$ be as in the statement of the Proposition. We present 2-input, 2-output measurements for $|\psi\rangle$ to generate a distribution which satisfies Hardy’s paradox 62, 63 using tools from Ref. 60.

Consider the Schmidt decomposition

$$|\psi\rangle = \sum_{i=0}^{d-1} \lambda_i^{1/2} |ii\rangle$$  \hspace{1cm} (38)

and assume the coefficients are ordered such that $0 \neq \lambda_0 \neq \lambda_1 \neq 0$, which is always possible if the state is nonseparable and less-than-maximally entangled. Wlog assume the Schmidt basis of the state is the canonical basis. Let $\alpha \in [0,\pi/2]$ and $\delta \in \mathbb{R}$ and consider the dual vectors

$$\langle e_{0|0} | = \cos \alpha \langle 0 | + e^{i\delta} \sin \alpha \langle 1 |$$
$$\langle e_{1|1} | = \lambda_0 \cos \alpha \langle 0 | + \lambda_1 e^{i\delta} \sin \alpha \langle 1 |$$
$$\langle f_{0|0} | = \lambda_0^{3/2} e^{i\delta} \sin \alpha \langle 0 | - \lambda_0^{3/2} \cos \alpha \langle 1 |$$
$$\langle f_{1|1} | = \lambda_1^{1/2} e^{i\delta} \sin \alpha \langle 0 | - \lambda_1^{1/2} \cos \alpha \langle 1 |$$  \hspace{1cm} (39)

(one can write the projectors in the Schmidt basis of the state instead of assuming the state decomposes into the canonical basis). Define the measurements $E_{a|x}$ for Alice, with input $x$ and output $a$, and $F_{b|y}$ for Bob, with input $y$ and output $b$, given by

$$E_{0|0} \propto \langle e_{0|0} | e_{0|0} \rangle$$
$$E_{1|0} \propto \langle e_{0|0} | e_{1|1} \rangle^\perp$$
$$E_{0|1} \propto \langle e_{1|1} | e_{0|0} \rangle^\perp$$
$$E_{1|1} \propto \langle e_{1|1} | e_{1|1} \rangle$$
$$F_{0|0} \propto \langle f_{0|0} | f_{0|0} \rangle$$
$$F_{1|0} \propto \langle f_{0|0} | f_{1|1} \rangle^\perp$$
$$F_{0|1} \propto \langle f_{1|1} | f_{1|1} \rangle$$
$$F_{1|1} \propto \langle f_{1|1} | f_{1|1} \rangle$$  \hspace{1cm} (40)

where $\langle e_{0|0} | e_{0|0} \rangle^\perp$ denotes the density matrix corresponding to the vector orthogonal to $|e_{0|0}\rangle$ when restricted to the subspace spanned by $\{|0\rangle, |1\rangle\}$, and $\mathbb{I}_{2\ldots d-1}$ is the identity operator on the subspace spanned by $\{|i\rangle\}_{i=2}^{d-1}$, for either Alice or Bob. Note that, since we are only interested in whether some probabilities are equal or different from zero, normalisation will not play a role.

We now show that the distribution given by

$$P(\alpha \beta | xy) = \text{tr} (E_{a|x} \otimes F_{b|y} |\psi\rangle \langle \psi|)$$  \hspace{1cm} (41)

satisfies Hardy’s paradox. Indeed, because of the probabilities considered and the form of the measurements, only the terms in $i = 0, 1$ contribute to the probabilities that appear in Hardy’s paradox, therefore

$$P(10|10) \propto \left| \sum_{i=0}^{d-1} \lambda_i^{1/2} \langle e_{1|1} | \otimes \langle f_{0|0} | \rangle_{ii} \right|^2 = 0$$
$$P(01|01) \propto \left| \sum_{i=0}^{d-1} \lambda_i^{1/2} \langle e_{0|0} | \otimes \langle f_{1|1} | \rangle_{ii} \right|^2 = 0$$
$$P(00|11) \propto \left| \sum_{i=0}^{d-1} \lambda_i^{1/2} \langle e_{0|0} | \otimes \langle f_{0|0} | \rangle_{ii} \right|^2 = 0.$$  \hspace{1cm} (42)
For $P(00|00)$, we find

$$P(00|00) \propto \left| \sum_{i=0}^{1} \lambda_i^{1/2} (\langle e_0| \otimes \langle f_0| ) |ii\rangle \right|^2$$

$$= |e^{i\delta} \sin \alpha \cos \lambda \lambda_0^{1/2} (\lambda_1 - \lambda_0)|^2,$$

which is strictly greater than zero when $\alpha \in [0, \pi/2]$ and $0 \neq \lambda_0 \neq \lambda_1 \neq 0$, like we assumed. This proves the claim. \(\Box\)

**GMNL from GME**

We fix some notation that we will use in Theorem 2. Both results consider a GME state $|\Psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_{B_1} \otimes \cdots \otimes \mathcal{H}_{B_{n-1}} \cong (\mathbb{C}^d)^{\otimes n}$, $n-1$ copies of which are shared between $n$ parties $A, B_1, \ldots, B_{n-1}$. Each party measures locally on each particle, like in Theorem 1. As before, we denote Alice’s input and output, respectively, as $\chi = x_1 \cdots x_{n-1}$, $\alpha = a_1 \cdots a_{n-1}$ in terms of the digits $x_i, a_i$ corresponding to each particle $i \in [n-1]$. Now, however, all other parties also have $n-1$ particles to measure on. We let the measurement made by party $B_j$ on copy $i$ have input $y_j^i$ and output $b_j^i$, where $i,j = 1, \ldots, n-1$, and for each $j$ we denote $v_j = y_j^1 \cdots y_j^{n-1}$ and $\beta_j = b_j^1 \cdots b_j^{n-1}$ digit-wise. Then, after measurement, the parties share a distribution

$$\{ P(\alpha \beta_1 \cdots \beta_{n-1} | \chi v_1 \cdots v_{n-1}) \}_{\alpha \beta_1 \cdots \beta_{n-1}}.$$  

(44)

Because we are considering local measurements made on each particle, this distribution is of the form

$$P(\alpha \beta_1 \cdots \beta_{n-1} | \chi v_1 \cdots v_{n-1}) = \prod_{i=1}^{n-1} P_i(a_i b_i^1 \cdots b_i^{n-1} | x_i y_i^1 \cdots y_i^{n-1}) ,$$

(45)

where each $P_i$ is the distribution arising from copy $i$ of the state $|\Psi\rangle$.

**Theorem 2.** Any GME state $|\Psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_{B_1} \otimes \cdots \otimes \mathcal{H}_{B_{n-1}} \cong (\mathbb{C}^d)^{\otimes n}$ is such that $|\Psi\rangle^{\otimes(n-1)}$ is GMNL.

**Proof.** For each copy $i = 1, \ldots, n-1$ of the state $|\Psi\rangle$, we will find measurements for parties $\{ B_j \}_{j \neq i}$ that leave Alice and party $B_i$ with a bipartite entangled state. This will yield a network in a similar configuration to Theorem 1 but conditionalised on the inputs and outputs of these measurements. We will generalise the result of Theorem 1 to show that this network is also GMNL.

Let $i \in [n-1]$ and consider the $i$th copy of $|\Psi\rangle$. Suppose each party $B_j$, $j \neq i$, performs a local, projective measurement onto a basis $\{ |b_j\rangle \}_{b_j=0}^{d-1}$. We pick the computational basis on each party’s Hilbert space to be such that the measurement performed by the parties $B_j$, $j \neq i$, leave Alice and $B_i$ in state $|\phi_{\overrightarrow{b}}\rangle_{AB_i}$, where $\overrightarrow{b} = b_1 \cdots b_{i-1} b_{i+1} \cdots b_{n-1}$ denotes the output obtained by the parties $B_j$, $j \neq i$ (we briefly omit the script $i$ referring to the copy of the state, for readability). This means that we can write the state $|\Psi\rangle$ as

$$|\Psi\rangle = \sum_{\overrightarrow{b}} \lambda_{\overrightarrow{b}} \left| \phi_{\overrightarrow{b}} \right\rangle_{AB_i} \left\langle \overrightarrow{b} \right|_{B_1 \cdots B_{i-1} B_{i+1} \cdots B_{n-1}}.$$  

(46)

Ref. [43], whose proof was completed in Ref. [44], showed that there always exist measurements (i.e. bases) $\{ |b_j\rangle \}_{b_j=0}^{d-1}$ such that $|\phi_{\overrightarrow{b}}\rangle_{AB_i}$ is entangled for a certain output $\overrightarrow{b}$. We now show that this opens up only two possibilities for each $i$: either there exists an output such that $|\phi_{\overrightarrow{b}}\rangle_{AB_i}$ is less-than-maximally entangled, or for all outputs $\overrightarrow{b}$, $|\phi_{\overrightarrow{b}}\rangle_{AB_i}$ is maximally entangled. Indeed, the only option left to discard is one where, for some $\overrightarrow{b} = \overrightarrow{b}^* \left| \phi_{\overrightarrow{b}^*} \right\rangle_{AB_i}$ is maximally entangled, and for some other $\overrightarrow{b} = \overrightarrow{b}^\perp \left| \phi_{\overrightarrow{b}^\perp} \right\rangle_{AB_i}$ is separable. But it is easy to see, by using a continuity argument, that in this case the bases $\{ |b_j\rangle \}_{b_j=0}^{d-1}$ can be modified so that there exists one output for which $AB_i$ are projected onto a less-than-maximally entangled state: it suffices to consider one (normalised) element of the measurement basis to be $c_0 \left| b_j^* \right\rangle + c_1 \left| b_j^\perp \right\rangle$ for some values $c_0, c_1 \in \mathbb{C}$, for each $j$.

Therefore, we consider the following cases:

(i) for all $i \in [n-1]$, there exists an input and output for each $B_j, j \neq i$ such that $|\phi_{i}\rangle_{AB_i}$ is less-than-maximally entangled;
(ii) for all \( i \in [n - 1] \), there exists an input for each \( B_j, j \neq i \) such that \( |\phi_i\rangle_{AB_i} \) is maximally entangled for all outputs;

(iii) there exist \( i, k \in [n - 1] \) such that \( |\phi_i\rangle_{AB_i} \) is as in Case (ii) and \( |\phi_k\rangle_{AB_k} \) is as in Case (i)

**Case (i):** let \( i \in [n - 1] \). Suppose parties \( \{B_j\}_{j \neq i} \) perform the measurements explained above that leave Alice and \( B_i \) less-than-maximally entangled. Then, Alice and \( B_i \) can perform local measurements on the resulting state to satisfy Hardy’s paradox. We will modify the inequality in Theorem (1) and show that these measurements on \( |\Psi\rangle^{\otimes (n-1)} \) give a distribution which violates the inequality.

To modify the inequality in Theorem (1) we observe that parties \( B_i, i = 1, ..., n - 1 \) now have more inputs and outputs, which need to be accounted for. We import the strategy of Theorem (1) to lift inequality (11) to \( n \) parties, each with \( 2^{n-1} \) inputs and outputs. We want \( I^{AB_i} \) to detect bipartite nonlocality between Alice’s ith particle and \( B_i \)’s ith particle, that is, nonlocality in \( a_i b_i^i |x_i y_i^i) \). Therefore, for each \( i \) we now need to fix all other inputs \( x_j, y_i^j, y_j^i \) and add over all other outputs \( a_j, b_j^i, b_j^j, j \neq i \), so that

\[
I_n = \sum_{i=1}^{n-1} I^{AB_i}_{\theta | \theta} + P(\bar{0}, \bar{0} | \bar{0}, \bar{0}) - \sum_{i=1}^{n-1} \sum_{a_i, b_i^i, b_i^j=0,1} P(0, a_i, 1, b_i^i, 0, b_i^j | 0, 0, 0, 0) \leq 0
\]

where the outputs in the first term are denoted as follows: 0, \( a_i \) denotes output \( a = a_1...a_{i-1}a_{i+1}...a_{n-1} \), 0, \( b_i \) denotes output \( b = b_1...b_{i-1}b_{i+1}...b_{n-1} \) for all \( j \neq i \). Inputs are denoted similarly, and the notation is similar for the other three terms. Then, the inequality

\[
I_n = \sum_{i=1}^{n-1} I^{AB_i}_{\theta | \theta} + P(\bar{0}, \bar{0} | \bar{0}, \bar{0}) - \sum_{i=1}^{n-1} \sum_{a_i, b_i^i, b_i^j=0,1} P(0, a_i, 1, b_i^i, 0, b_i^j | 0, 0, 0, 0) \leq 0
\]

is a GMNL inequality, by the same reasoning as in Theorem (1).

Evaluating the inequality on the distribution (45), we find again that each term simplifies. For each \( i \) we get, for example,

\[
P(0, a_i, 1, b_i^i, 0, b_i^j | 0, 0, 0, 0) = P_i(0, 1, 0, 0) = P_i(0, 1, 0, 0) \prod_{j=1}^{n-1} P_j(a_j b_{j+1}^{j+1} b_{j+2}^{j+1} ... b_{n-1}^{j+1} | 0_j 0_j ... 0_j 0_j) \]

and, similarly,

\[
P(0, a_i, 1, b_i^i, 0, b_i^j | 1, 0, 0, 0) = P_i(0, 0, 0) = P_i(0, 0, 0) \prod_{j=1}^{n-1} P_j(0, 0, 0, 1) \]

Also,

\[
P(0, 0, 0, 0, 0, 0) = \prod_{i=1}^{n-1} P_i(0, 0, 0, 0, 0, 0) .
\]

Now each \( P_i \) in equation (45) arises from measurements by \( \{B_j\}_{j \neq i} \) to create a less-than-maximally entangled state between Alice and \( B_i \), who can then choose measurements to satisfy Hardy’s paradox. Hence all terms are zero except \( P(\bar{0}, \bar{0} | \bar{0}, \bar{0}) > 0 \), and so the inequality is violated. Therefore, \(|\Psi\rangle^{\otimes (n-1)} \) is GMNL.
Case (ii) we assumed that, for all $i \in [n - 1]$, there exist local measurements on $|\Psi\rangle$ for parties $\{B_j\}_{j \neq i}$ that, for all outcomes, create a maximally entangled state $|\phi_i\rangle_{AB_i}$ shared between Alice and $B_i$. Since all bipartitions can be expressed as $A|B_i$ for some $i$, we find that $|\Psi\rangle$ meets the requirements of Theorem 2 in [57], and so $|\Psi\rangle$ is GMNL. That is, one copy of the shared state $|\Psi\rangle$ is already GMNL, and therefore so is $|\Psi\rangle^{\otimes(n-1)}$.

Case (iii) assume wlog that the state $|\phi_i\rangle_{AB_i}$ is less-than-maximally entangled for $i = 1, \ldots, m$ and maximally entangled for $i = m + 1, \ldots, n - 1$. We will show that $|\Psi\rangle^{\otimes(m+1)}$ is GMNL, which implies that $|\Psi\rangle^{\otimes(n-1)}$ is so too.

For each $i = 1, \ldots, m$, parties $A_i$ can perform measurements on their shared state $|\phi_i\rangle_{AB_i}$, which, together with the measurements of parties $\{B_j\}_{j \neq i}$ that projected $|\Psi\rangle$ onto $|\phi_i\rangle_{AB_i}$, give rise to a distribution

$$P_i(a_i b_1^i \ldots b_{n-1}^i | x_i y_1^i \ldots y_{n-1}^i)$$

which satisfies Hardy’s paradox when post-selected on the inputs and outputs of parties $\{B_j\}_{j \neq i}$. Then, the distribution arising from the first $m$ copies of $|\Psi\rangle$ is

$$P_H(\{a_i\}_{i \leq m} | \{b_j^i\}_{i \leq m, j \in [n-1]} | \{x_i\}_{i \leq m} | \{y_j^i\}_{i \leq m, j \in [n-1]}) = \prod_{i=1}^{m} P_i(a_i b_1^i \ldots b_{n-1}^i | x_i y_1^i \ldots y_{n-1}^i),$$

with $P_i$ as in equation (52). This distribution is similar to that in Case (i) when post-selected on the inputs and outputs of parties $\{B_j\}_{j > m}$. More precisely, by the nonsignalling condition, we have

$$P_H(\{a_i\}_{i \leq m} | \{b_j^i\}_{i \leq m, j \leq m} | \{b_j^i = 0\}_{i \leq m, j \geq m} | \{x_i\}_{i \leq m} | \{y_j^i\}_{i \leq m, j \leq m} | \{y_j^i = 0\}_{i \leq m, j > m}) = P_{A_1 B_2 \ldots B_m}(\{a_i\}_{i \leq m} | \{b_j^i\}_{i \leq m, j \leq m} | \{b_j^i = 0\}_{i \leq m, j \geq m} | \{y_j^i\}_{i \leq m, j \leq m} | \{y_j^i = 0\}_{i \leq m, j > m})$$

(54)

where by Case (ii) we know that $P_{A_1 B_2 \ldots B_m}$ is GMNL in its parties. Then, $P_H$ must be $(m + 1)$-way nonlocal (i.e., GMNL when restricted to parties $A, B_1, \ldots, B_m$). Indeed, if this were not the case, by equation (54) we could obtain a decomposition of the form (ii) for $P_{A_1 B_2 \ldots B_m}$, which would contradict the fact that this distribution is GMNL.

Therefore, there exists an $\varepsilon > 0$ such that any EPR2 decomposition of $P_H$ as

$$P_H = \sum_{M} p_{H}^{M} P_{L,H}^{M} + p_{NS,H} P_{NS,H}$$

(55)

satisfies

$$\sum_{M} p_{L,H}^{M} \leq 1 - \varepsilon,$$

(56)

where the summation runs over every bipartition $M \otimes M$ that splits $A|B_i$ for $i = 1, \ldots, m$.

On the other hand, $|\Psi\rangle$ satisfies Theorem 1 in Ref. [57] for all bipartitions $A|B_i$ for $i = m + 1, \ldots, n - 1$, hence it is fully-nonlocal across all such bipartitions. This means that, for any $\varepsilon > 0$, there exist local measurements on $|\Psi\rangle$ (which depend on $i$) that lead to a distribution

$$P_+(ab_1 \ldots b_{n-1} | xy_1 \ldots y_{n-1})$$

(57)

such that any bipartite EPR2 decomposition across a bipartition $A|B_i$, for $i = m + 1, \ldots, n - 1$,

$$P_+ = p_{L,+}^{A|B_i} P_{L,+}^{A|B_i} + (1 - p_{L,+}^{A|B_i}) P_{NS,+}^{A|B_i}$$

(58)

satisfies

$$p_{L,+}^{A|B_i} < \delta_i,$$

(59)

Thus, considering the possibility of implementing all the above measurements for each $i$ leads to a distribution of the form (57) in which equation (58) holds for every $i = 1, \ldots, m$.

Therefore, given the $\varepsilon$ above, the parties can choose suitable $\delta_i$ to bound the bipartitely local components and hence ensure that any multipartite EPR2 decomposition of $P_+$,

$$P_+ = \sum_{M} p_{L,+}^{M} P_{L,+}^{M} + p_{NS,+} P_{NS,+}$$

(60)
such that every bipartition $M|\bar{M}$ splits $A|B_i$ for some $i = m + 1, \ldots, n - 1$, satisfies

$$\sum_M p^M_{L,+} < \varepsilon. \quad (61)$$

Since we only need to consider $(m + 1)$ copies of the state, we denote the inputs and outputs of Alice and each party $B_j, j \in [n-1]$ by $\chi = x_1 \ldots x_{m+1}, \upsilon_j = y^j_1 \ldots y^j_{m+1}; \alpha = a_1 \ldots a_{m+1}, \beta_j = b^1_j \ldots b^{m+1}_j$ respectively. Then, the global distribution obtained from $|\Psi\rangle^{\otimes (m+1)}$ is

$$P(\alpha_1 \ldots \beta_{n-1}|\chi \psi_1 \ldots \psi_{n-1}) = P_H(\{a_i \}_{i \leq m}\{b^i_j \}_{i \leq m, j \in [n-1]}|\{x_i \}_{i \leq m}\{y^i_j \}_{i \leq m, j \in [n-1]}) \times P_+(a_{m+1}b^{m+1}_1 \ldots b^{m+1}_{n-1}|x_{m+1}y^{m+1}_1 \ldots y^{m+1}_{n-1}), \quad (62)$$

where $P_H$ comes from equation 55 and the EPR2 components of $P_H, P_+$ are as per equations 60, 61.

We now follow a similar strategy to that in Theorem 1. To prove that the global distribution $P$ is GMNL, we assume the converse, and we derive a contradiction from the nonlocality properties of $P_H$ and $P_+$. Assuming $P$ is not GMNL, we can express the distribution as

$$P(\alpha_1 \ldots \beta_{n-1}|\chi \psi_1 \ldots \psi_{n-1}) = \sum_{\lambda, M} p^M_L(\lambda) P_M(\alpha_1 \beta_j \{j \}_{j \in M}|\chi \psi_j \{j \}_{j \in M}, \lambda) P_{\bar{M}}(\{\psi_j \}_{j \in M}|\{v_j \}_{j \in M}, \lambda), \quad (63)$$

where

$$\sum_{\lambda, M} p^M_L(\lambda) = 1, \quad (64)$$

for each $\alpha, \beta_j, \chi, \upsilon_j, j = 1, \ldots, n-1$, where we recall that each $\beta_j = b^1_j \ldots b^{m+1}_j$ and similarly for $\upsilon_j$. Notice that Alice always belongs to the first element of each bipartition, in order to avoid duplications.

Now, if we sum equation (63) over $a_i, b^i_j$ for $i = 1, \ldots, m$ and $j = 1, \ldots, n-1$ (that is, we sum over the $i$th digit, $i \leq m$, of Alice and all parties $B_j$), we obtain $P_+$ on the left-hand side, from equation 62. On the right-hand side, we obtain, for each $M$, 70

$$\sum_{\lambda} p^M_L(\lambda) P_M(a_{m+1}\{b^j_{m+1} \}_{j \in M}|\chi \psi \{j \}_{j \in M}, \lambda) P_{\bar{M}}(\{\psi_j \}_{j \in M}|\{v_j \}_{j \in M}, \lambda), \quad (65)$$

where we can distinguish two kinds of terms, denoted by sets $I_1$ and $I_2$: for $M \in I_1$, $\bar{M}$ contains only indices $j \in \{1, \ldots, m\}$. For $M \in I_2$, there is some $j \in \{m+1, \ldots, n-1\}$ which belongs to $\bar{M}$, so there is some digit $b^{m+1}_j$ with $j > m$ appearing in $P_{\bar{M}}$. Then, the latter terms are local across $A|B_j$ for some $j > m$, and so summing equation (63) over $M$ gives an EPR2 decomposition of $P_+$ with local component

$$\sum_{\lambda, M \in I_2} p^M_L(\lambda). \quad (66)$$

Therefore, the choice of measurements which generated $P_+$ ensures (by equation (61)) that

$$\sum_{\lambda, M \in I_2} p^M_L(\lambda) < \varepsilon \quad (67)$$

and hence

$$\sum_{\lambda, M \in I_1} p^M_L(\lambda) > 1 - \varepsilon. \quad (68)$$

Going back now to equation (63), we sum over $a_{m+1}, b^{m+1}_j$ for $j = 1, \ldots, n-1$ (that is, we sum over the $(m+1)$th digit of Alice and all parties $B_j$). Then, we obtain $P_H$ on the left-hand side, from equation 62. On the right-hand side, we obtain for each $M$, 84

$$\sum_{\lambda} p^M_L(\lambda) P_M(\{a_i \}_{i \leq m}\{b^i_j \}_{i \leq m, j \in M}|\chi \psi \{j \}_{j \in M}, \lambda) P_{\bar{M}}(\{\psi_j \}_{i \leq m, j \in M}|\{v_j \}_{j \in M}, \lambda). \quad (69)$$
Now, from equation (68), the only nonnegligible terms are those where $M \in I_1$ and, in these terms, all $j \in \{m + 1, \ldots, n - 1\}$ are in $M$. Hence, there must be some $j \leq m$ in $M$, otherwise $M$ would be empty. Therefore, $P_{\not\emptyset\emptyset}$ always contains at least one digit $b_j$ for some $j \leq m$, and so the terms where $M \in I_1$ are local across the bipartition $A|B_j$ for some $j \leq m$. Therefore, there is a possible EPR2 decomposition of $P_H$ where

$$\sum_{\lambda, M \in I_1} p^M_L (\lambda)$$

(70)

is the local component. Then, by equation (68), our choice of $\epsilon$ implies that

$$\sum_{\lambda, M \in I_1} p^M_L (\lambda) \leq 1 - \epsilon,$$

(71)

but this is in contradiction with equation (68). □
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Note that when summing over only some of the digits of Alice’s output, $P_M$ still depends on the whole input $\chi$ as the distribution may be signalling in the different digits of Alice’s input.

However, while each of the terms on the right-hand side may depend on the whole of Alice’s input $\chi$, the left-hand side does not, because the distribution is of the form (22). That is, equation (32) holds for any fixed value of the inputs $\{x_i\}_{i \leq m}, \{y_i\}_{i \leq m}$ on the left- and right-hand sides.

Note that in equation (32) the left-hand side does not depend on $x_1, \ldots, x_m$ while the right-hand side does. We can fix $x_1 = \cdots = x_m = 0$ on the right-hand side and the equality remains true.

Again, these may depend on $x_{m+1}, \ldots, x_{n-1}$.

Note that, once more, the distribution obtained by summing over only some of the digits of a party’s output still depends on the whole input as it may be signalling in the different digits of the party’s input. However, as in Theorem 1 these extra inputs can be fixed to an arbitrary value as the left-hand side is independent of them.