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ABSTRACT

We propose a sequential, anytime-valid method to test the conditional independence of a response $Y$ and a predictor $X$ given a random vector $Z$. The proposed test is based on $e$-statistics and test martingales, which generalize likelihood ratios and allow valid inference at arbitrary stopping times. In accordance with the recently introduced model-X setting, our test depends on the availability of the conditional distribution of $X$ given $Z$, or at least a sufficiently sharp approximation thereof. Within this setting, we derive a general method for constructing $e$-statistics for testing conditional independence, show that it leads to growth-rate optimal $e$-statistics for simple alternatives, and prove that our method yields tests with asymptotic power one in the special case of a logistic regression model. A simulation study is done to demonstrate that the approach is competitive in terms of power when compared to established sequential and nonsequential testing methods, and robust with respect to violations of the model-X assumption. Supplementary materials for this article are available online.

1. Introduction

A fundamental task in many areas of research, such as economics, genetics, and pharmacology, is to find out whether there is an association between a response $Y$ and an explanatory variable $X$, given a vector of covariates $Z$. Mathematically, absence of such an association is defined as conditional independence (CI) between $X$ and $Y$ given $Z$, denoted by $X \perp\!\perp Y \mid Z$ (Dawid 1979). A standard way to tackle these problems is to assume a (semi)parametric model on $Y$ given $X$ and $Z$, encoding the dependence between $Y$ and $X$ in a model parameter. For example, in the logistic model the probability that a binary random variable $Y$ equals one is regressed on $(X, Z)$, and the regression coefficient corresponding to $X$ is zero if and only if $X \perp\!\perp Y \mid Z$. Within these parametric models, there are well-established methods to test conditional independence, such as the likelihood ratio test for generalized linear models (McCullagh and Nelder 1989). However, all of these tests have in common that they fail to uphold a Type-I error guarantee when the model assumptions are not satisfied. If $Z$ is continuously distributed such error inflation is in fact unavoidable: unless further assumptions on the distribution of $(X, Y, Z)$ are imposed, there exist no nontrivial tests of CI which maintain Type-I error guarantees (Shah and Peters 2020).

However, Candès et al. (2018) show that given additional knowledge, that is, the distribution of $X$ conditional on $Z$, nontrivial tests of conditional independence can be designed without further assumptions on the distribution of $(X, Y, Z)$. This has been dubbed the Model-X (MX) setting, and the condition that the distribution of $X$ conditional on $Z$ is known is called the Model-X (MX) assumption, though there are settings where the MX “assumption” is known to be true. Perhaps the most prominent example is a randomized clinical trial, where the distribution of treatment/control is imposed by the researchers. Another example is conjoint analysis, which is a survey-based experiment where respondents are asked to express a preference between multiple hypothetical products with different attributes. These attributes are randomized according to a distribution chosen by the researchers, with the aim to find out whether one or more of the attributes have an influence on consumer preference (see e.g., Ham, Imai, and Janson 2022). Furthermore, Candès et al. (2018) show that there are ample scenarios where at least an accurate estimate of the conditional distribution of $X$ given $Z$ is known, while also acknowledging that the MX assumption might not be appropriate if this is not the case.

Under the MX assumption, Candès et al. derive the conditional randomization test (CRT), which has nontrivial power to detect CI. Recently, much effort has gone into relaxing the MX assumption and improving the robustness of the CRT under misspecification of the conditional distribution of $X \mid Z$ (Katsevich and Ramdas 2022; Li and Liu 2022; Niu et al. 2022). The CRT and most of its extensions have in common that they are based on $p$-values computed on batches of data, and therefore designed for fixed sample size experiments. In this article, we focus on anytime-valid tests for CI under MX. Anytime-valid tests allow for more flexibility when testing compared to the nonsequential CRT and also allow covariate adaptive designs, where the distribution of $X$ does not only depend on $Z$, but also on past data, such as in response-adaptive sampling schemes. Previous work on anytime-valid tests of CI under MX has been...
done by Duan, Ramdas, and Wasserman (2022), who propose tests for the case that X is binary. Their approach is based on pragmatic game-theoretic principles, whereas in this article, we aim to describe and theoretically analyze anytime-valid tests for CI for general X. Shaer, Maman, and Romano (2022) have worked on an extension of the work by Duan, Ramdas, and Wasserman (2022) concurrently, and we discuss their work and the connections to this article in Section 6.

Our hypothesis tests are based on the concept of e-statistics1 (Grünwald, de Heide, and Koolen 2019; Vovk and Wang 2021; Ramdas et al. 2022). E-statistics have been introduced as an alternative to p-values that is inherently more suitable for testing under optional stopping and continuation (Grünwald, de Heide, and Koolen 2019; Ramdas et al. 2020; Vovk and Wang 2021). While they have their roots in the work on anytime-valid testing by H. Robbins and students (e.g., Darling and Robbins 1967), interest in them has exploded in recent years; see, for example, also Shafer (2021) and Grünwald (2022). E-statistics can be associated with a natural notion of optimality, called GRO (growth-rate optimality) by Grünwald, de Heide, and Koolen (2019), which may be viewed as an analogue of statistical power in an optional stopping context. We derive a general method for constructing e-statistics for conditional independence testing under model-X and show that the method that we propose is optimal in this GRO sense for testing conditional independence against point alternatives under MX. This result should be seen as an anytime-valid analogue to the result by Katsevich and Ramdas (2022), who use the Neyman-Pearson lemma to derive test statistics for which the conditional randomization test is the most powerful conditionally valid MX CI test. Furthermore, we show that under misspecification of the distribution of X given Z, our method retains Type-I error sequentially just as well as the CRT does for blocks of data (Berrett et al. 2020). Finally, we discuss in detail an application to the setting where Y is binary, where we use logistic regression to construct an anytime-valid test of conditional independence. Under the MX assumption, this test is valid even if the logistic model assumptions are not satisfied, and when they are, it is guaranteed to have asymptotic power one.

The rest of this article is structured as follows. In Section 2 we discuss the background needed for this article. This includes an introduction to the conditional randomization test in Section 2.1 and to e-statistics in Section 2.2. In Section 3 we discuss in detail our anytime-valid method of testing conditional independence under MX. This includes an analysis of optimality in Section 3.1, a bound on the worst-case rejection rate in Section 3.2, and an application to binary response variable in Section 3.3. We compare our method to established tests of conditional independence in a simulation study in Section 4. This includes a comparison in terms of Type-I error (Sections 4.1 and supplementary Section S1) and in terms of power (Section 4.2). Our method is further highlighted by an application to a real-world dataset in Section 5. This article is concluded with a discussion of our results in Section 6. All proofs are deferred to the supplementary material.

1E-statistics are commonly known as e-variables; we use the former to stress data dependence.

### 2. Background

In this section, we give a brief introduction to the conditional randomization test, as well as to e-statistics. Throughout this section, as well as the rest of the article, we assume that the data consists of iid tuples $(X_i, Y_i, Z_i) \in D := \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$. In the section on the CRT, we assume that data comes in as a single block $D_n = (D_1, \ldots, D_n)$ of $n \in \mathbb{N}$ data points, so that $i$ above ranges from 1 to $n$. In contrast, in the section on e-statistics, we assume that the data comes in sequentially as a stream $(D_n)_{n \in \mathbb{N}}$. We use the notation $f_{Y|X,Z}(y \mid x, z)$ to denote the conditional density of $Y$ given $X$ and $Z$ evaluated at $(x, y, z)$ when the joint density of $(X, Y, Z)$ is $f$, and analogous notation for other conditional densities, for example, $f_{X|Z}(x \mid z)$ for the density of $X$ given $Z$.

#### 2.1. The Conditional Randomization Test

The conditional randomization test by Candès et al. (2018) works under the MX assumption, that is, that the distribution of $X \mid Z$ is known. This holds, for example, when $X$ corresponds to a randomized treatment in a clinical trial, since the researchers specify the randomization mechanism themselves. Candès et al. (2018) give other examples where the this distribution is at least known to a much higher precision than the joint distribution of $(X, Y, Z)$ because much more samples of pairs $(X, Z)$ are available than data including $Y$. We let $Q_z$ denote the distribution of $X$ given that $Z = z$. We are interested in testing $H_0: X \perp Y \mid Z$, which in the MX setting corresponds to the null hypothesis

$$
H_0 = \left\{ P \in \mathcal{P}(D) : X \perp Y \mid Z, P_{X|Z} = Q_Z \right\},
$$

where $\mathcal{P}(D)$ denotes the set of all probability distributions on $D$, and $P_{X|Z}$ is a shorthand for the conditional law of $X$ given $Z$. The starting point of the CRT is to choose any test statistic

$$
T : D^n \mapsto \mathbb{R}
$$

that measures the dependence of $X$ and $Y$ given $Z$, so that larger values of $T$ indicate stronger dependence. Since the conditional distribution of $X$ given $Z$ is known, one can simulate independent new realizations $\tilde{X}_{ij} \sim Q_{Z_i}, j = 1, \ldots, M, i = 1, \ldots, n$, so that under the null hypothesis $\tilde{X}_{ij} = (\tilde{X}_{i1}, \ldots, \tilde{X}_{in})$ and $X^n$ have the same distribution conditional on $Y^n$ and $Z^n$. Hence, the triplets $(\tilde{X}_{ij}^n, Y^n, Z^n), j = 1, \ldots, M,$ and $(X^n, Y^n, Z^n)$ are exchangeable, and

$$
p_M(X^n, Y^n, Z^n) = \frac{1 + \sum_{j=1}^M I(T(\tilde{X}_{ij}^n, Y^n, Z^n) \geq T(X^n, Y^n, Z^n))}{1 + M}
$$

(2)

is a “Monte Carlo” p-value for the null hypothesis (1). More precisely, for any distribution $P \in \mathcal{H}_0$,

$$
P(p_M(X^n, Y^n, Z^n) \leq \alpha) \leq \alpha.
$$

In the case that the distributions $Q_z$ are not known exactly, but only some estimate $\hat{Q}_z$, an obvious question is how robust a test based on $\hat{Q}_z$ may be. Berrett et al. (2020, Theorem 4) show that

$$
P(\hat{p}_M(X^n, Y^n, Z^n) \leq \alpha \mid Y^n, Z^n) \leq \alpha + d_{TV}(\hat{Q}_Z^n, Q^n_Z),
$$

where $Q^n_Z$ is the product of the distributions $Q_{Z_i}$, $i = 1, \ldots, n$, and $d_{TV}$ the total variation distance. Precise estimation of conditional distributions in total variation distance is admittedly
a challenging problem, but also not completely unrealistic, as discussed among others by Berrett et al. (2020, sec. 5.1). We furthermore give a brief discussion of available literature on estimation in terms of KL divergence at the end of Section 3.1, and a bound on KL gives a bound on total variation.

There remains the question how to choose the statistic $T$. Katsevich and Ramdas (2022) show that for a point alternative with density $f$ for $(X, Y, Z)$, using the conditional density $f_{Y | X, Z}$ of $Y$ given $(X, Z)$ as statistic $T$ leads to the most powerful conditionally valid test against $H_0$. This result suggests that a reasonable method is to use an estimator $f_{Y | X, Z}$ of the true conditional density as statistic. Importantly, any estimation error does not lead to a loss of Type-I error guarantee, but only to a decrease in power, as the $p$-value in (2) is valid for any statistic. Alternatively, one could use any measure of conditional independence, for example, the absolute value of the fitted coefficient in a lasso regression model, as originally proposed by Candes et al. (2018). A downside to this method is that it is computationally expensive, as it requires a lasso model to be fit for the original data as well as for all the simulated data points. Liu et al. (2021) propose a “leave-one-covariate-out” variant of these lasso statistics, which is significantly less computationally demanding, while leading to similar power.

### 2.2. $E$-statistics, Test Martingales, and Anytime-Valid Tests

$E$-statistics are a class of statistics which are functions of the data and enable a wide range of tests to be constructed. One way to define an $E$-statistic is any function of the data $S_n : D^n \rightarrow [0, \infty)$ such that $E_{\mathcal{H}}[S_n(D^n)] \leq 1$ for all $n \in \mathbb{N}$ and $P \in \mathcal{H}_0$. For $n = 1$, the expectation is supposed to be read unconditionally.

Intuitively, the conditional $e$-statistic at time $n$ measures the evidence in round $n$ against $H_0$ conditional on the past data, and the cumulative product of these conditional $e$-statistics $S_n(D^n) = \prod_{i=1}^n S_i(D^i)$ is a measure of the total accumulated evidence against the null hypothesis. Formally, the sequence $(S_n(D^n))_{n \in \mathbb{N}}$ of cumulative products forms a nonnegative supermartingale with starting value bounded by 1, a so-called test martingale, that is, $E_{\mathcal{H}}[S_{n+1}(D^{n+1}) | D^n] \leq S_n(D^n)$ for all $P \in \mathcal{H}_0$ and $n \in \mathbb{N}$, and $E_{\mathcal{H}}[S_1(D_1)] \leq 1$. By Ville’s inequality (see, e.g., Shafer 2021), such test martingales satisfy for any $\alpha > 0$

$$P(\exists n \in \mathbb{N} : S_n(D^n) \geq 1/\alpha) \leq \alpha.$$  

A sequential test can thus be defined by monitoring $S_n(D^n)$ and rejecting if it exceeds $1/\alpha$. The inequality (4) ensures that this test retains Type-I error control, no matter how we choose the moments to peek at $S_n(D^n)$. In fact, (4) is easily derived from a more basic property: $(S_n(D^n))_{n \in \mathbb{N}}$ satisfies $E_{\mathcal{H}}[S_1(D^1)] \leq 1$ for any stopping time $\tau$, that is, the stopped process $S_\tau(D^\tau)$ is again an $e$-statistic, both for data dependent and externally imposed stopping rules (Grünwald, de Heide, and Koolen 2019, Proposition 2). Tests with this property will be referred to as anytime-valid tests.

Perhaps the most prominent example of a test martingale is the likelihood ratio process $L_n = \prod_{i=1}^n P(Y_i) / P_0(Y_i)$ for testing the null hypothesis that independent $(Y_n)_{n \in \mathbb{N}}$ stem from a distribution with density $p_0$ against the alternative density $p_1$. Tests based on likelihood ratio processes $(L_n)_{n \in \mathbb{N}}$ are called sequential probability ratio test (SPRT) and have first been studied by Wald (1947), though Wald, like most of the subsequent sequential analysis literature, uses them with reject/accept rules different from ours (e.g., one rejects if the value exceeds $(1 - \beta)/\alpha$ instead of $1/\alpha$) that preclude optional stopping and require specific stopping times/rules. We refer to Grünwald, de Heide, and Koolen (2019, sec. 7) for further discussion of related literature on sequential testing.

Under violations of the null hypothesis, one would hope that an $e$-statistic or test martingale attains high values, which gives evidence to reject the null hypothesis. This requires a suitable analogue of power, or notion of optimality, for $e$-statistics. We follow Grünwald, de Heide, and Koolen (2019) and Shafer (2021) and try to find $e$-statistics that maximize the logarithmic expected value under the alternative. That is, suppose the alternative hypothesis is given by a single distribution $H_1 = \{P^*\}$, then the growth-rate optimal (GRO) $e$-statistic is defined as the $e$-statistic that maximizes $E_{\mathcal{H}}[S_n(D^n)]$ over all $e$-statistics. At first glance, this notion of optimality seems counterintuitive for sequential tests, since it is defined for individual $e$-statistics and not test martingales. Really, one would hope to find a test martingale $(S_n)_{n \in \mathbb{N}}$ that maximizes $E_{\mathcal{H}}[\log S_\tau(D^\tau)]$ simultaneously for all stopping times $\tau$. Remarkably, in the special setting of this article, the sequence of GRO statistics that we will consider for a point alternative do have exactly this property, as follows from Theorem 12 of Koolen and Grünwald (2022), providing additional justification for our focus on GRO. This is discussed briefly in the supplementary material (Section S3).

### 3. Conditional Independence Testing With $E$-statistics

The conditional randomization test and its permutation version by Berrett et al. (2020) are defined for batches of data $D^n$. We show here how to create $e$-statistics for sequential testing with a stream of data $(D_n)_{n \in \mathbb{N}}$ under the MX assumption. Our method can be seen as a broad generalization of an $e$-statistic introduced in the proof of the main theorem of Turner, Ly, and Grünwald (2021), who essentially handle the case that $Y$ and $X$ are both Bernoulli.

**Theorem 1.** Let $h_n : D \rightarrow [0, \infty)$, $n \in \mathbb{N}$, be nonnegative measurable functions such that $h_n$ is determined after seeing data $D^n$. Then the sequence $(E_{h_n}^{\text{CL}}(D_n))_{n \in \mathbb{N}}$ defined by

$$E_{h_n}^{\text{CL}}(D_n) = \frac{h_n(X_n, Y_n, Z_n)}{\int_X h_n(x, Y_n, Z_n) \, dQ_{\text{un}}(x)}$$  

(5)
is a sequence of conditional $e$-statistics for the null hypothesis (1). Consequently, $S_{\nu}^{\text{CI}}(D^n) = \prod_{i=1}^{n} E_{h_{\nu}}^{\text{CI}}(D_i)$ is a test martingale.

To be explicit, the general workflow of our method is as follows. At each time $n = 1, 2, \ldots$, a test function $h_n$ is chosen, usually depending on the past data $D^{n-1}$. After seeing the data point $D_n$, the conditional $e$-statistic (5) is computed and the cumulative product is updated according to $S_{\nu}^{\text{CI}}(D^n) = S_{\nu}^{\text{CI}}(D^{n-1}) \cdot E_{h_{\nu}}^{\text{CI}}(D_n)$. For a test at level $\alpha$, one could stop and reject the null hypothesis as soon as $S_{\nu}^{\text{CI}}(D^n) \geq 1/\alpha$ time.

Remark. At this point, it should be noted that the MX assumption is stronger than needed within our sequential setup: the MX assumption requires that the data points $(X_n, Y_n, Z_n)$ are iid and that the distribution of the data given $Z_n$ is given by $Q_{Z_n}$. However, in our sequential setting it would actually be allowed for the distribution of $(X_n, Y_n, Z_n)$ to depend on the data $D^{n-1}$. At each time $n$, we would use in the denominator a distribution $Q_{Z_n(D^{n-1})}$. It should be clear that the resulting sequence of random variables still defines a test martingale, but with respect to the altered null hypothesis that $Y_n \perp X_n \mid Z_n, D^{n-1}$ and $X_n \mid Z_n \sim Q_{Z_n(D^{n-1})}$ for all $n \in \mathbb{N}$. Clearly, the assumption that $Q_{Z_n(D^{n-1})}$ is known (or can be estimated with high precision) is not realistic in many settings with temporal dependence. One example where this extension would be useful are clinical trials with so-called covariate- or response-adaptive designs, where the allocation of patients to a treatment depends either on the imbalance of treatment/control in certain covariate groups or on previously observed responses from patients (Robbins 1952; Pocock and Simon 1975; Zhang et al. 2007). To avoid cluttering notation, we will not explicitly denote this potential past data dependence, but it is good to keep in mind.

In most cases in practice, one has to resort to simulations to approximate the integral in the denominator of (5). That is, one simulates $M$ independent $\tilde{X}_1, \ldots, \tilde{X}_M$ according to $Q_{Z_n}$ and replaces the integral by the empirical average $\sum_{i=1}^{M} h_n(\tilde{X}_i, Y_n, Z_n) / M$. The following proposition shows that a slight modification of this procedure is guaranteed to yield an $e$-statistic.

**Proposition 2.** Let $\tilde{X}_1, \ldots, \tilde{X}_M$ be independent with distribution $Q_{Z_n}$. Then

$$E_{h_{\nu}}^{\text{CI}}(D_n) := \frac{h_n(X_n, Y_n, Z_n)}{(h_n(X_n, Y_n, Z_n) + \sum_{i=1}^{M} h_n(\tilde{X}_i, Y_n, Z_n))} / (M + 1)$$

satisfies $\mathbb{E}[E_{h_{\nu}}^{\text{CI}}(D_n) \mid D^{n-1}] = 1$, $P \in \mathcal{H}_0$, where $h_n$ is as in Theorem 1 and the expectation is taken both over the data and $\tilde{X}_1, \ldots, \tilde{X}_M$.

In fact, the proof of Proposition 2 only requires that $X_n, \tilde{X}_1, \ldots, \tilde{X}_M$ are exchangeable, so it will also be applicable in many situations where data is randomly permuted. Furthermore, the naive approach without including $h_n(X_n, Y_n, Z_n)$ in the denominator is anti-conservative and does not define a sequence of conditional $e$-statistics. Indeed, taking expectation over $X_n, \tilde{X}_1, \ldots, \tilde{X}_M$,

$$\mathbb{E}_P \left[ \frac{h_n(X_n, Y_n, Z_n)}{\sum_{i=1}^{M} h_n(\tilde{X}_i, Y_n, Z_n)} \right] Y_n, Z_n \geq \frac{1}{\sum_{i=1}^{M} \int h_n(x, Y_n, Z_n) dQ_{Z_n}(x) / M} = 1.$$ (6)

Here we use that $X_n, \tilde{X}_1, \ldots, \tilde{X}_M$ are independent with distribution $Q_{Z_n}$, and invoke Jensen’s inequality with the strictly convex function $s \rightarrow 1/s$. Equality in (6) holds if any only if $h_n$ is constant in $x$, and in that trivial case the $e$-statistic is equal to the constant 1. In all our applications, we use the variant proposed in Proposition 2 to compute the $e$-statistics.

### 3.1. Optimality

In order to accumulate evidence against the null hypothesis, the functions $h_i$ in (5) should measure the conditional (in)dependence between $X$ and $Y$. This will ensure that the test martingale $(S_{\nu}^{\text{CI}}(D^n))_{n \in \mathbb{N}}$ will grow if the null hypothesis is violated. Ideally, we would be able to choose a measure of conditional independence that requires little to no assumptions on the distribution of $(X, Y, Z)$. Many such measures have been proposed in the literature, see, for example, Fukumizu et al. (2007), Shah and Peters (2020), and Azadkia and Chatterjee (2021). However, as far as we can tell, none of these measures allow for a sequential decomposition. That is, they are defined for fixed sample size $n$ as a function $T_n : D^n \rightarrow [0, \infty)$, but cannot be decomposed in a nontrivial way as a product $T_n(D^n) = \prod_{i=1}^{n} T_i(D_i)$. Our only option to use them in our test martingale is therefore to set $h_i(D_i) = T_i(D_i)$ in (5). This would have two major drawbacks: first, it would be computationally involved, because $T_i$ needs to be recalculated entirely within the integral in the denominators in (5). Second, it would generally be ineffective, because $T_i(D_i)$ will depend very little on $D_i$ for large $i$, so $h_i(D_i)$ will generally not be sensitive to changing $X_i$ to $x' \sim Q_{Z_i}$. As a result, the fraction in (5) will be close to 1, preventing us from accumulating much evidence against the null.

However, if we are willing to assume that under the alternative, the density of $(X, Y, Z)$ is given by $f$, then the conditional density $f_{Y_i | X, Z}$ itself is a measure of conditional independence. Moreover, evaluating the density in $n$ data points is equivalent to taking the product of the density evaluated at all single data points $i = 1, \ldots, n$, because the data stream is iid. This gives a sequential decomposition as desired above. Furthermore, Katsevich and Ramdas (2022) showed that an optimal conditionally valid $p$-value based test can be achieved by running the CRT with the conditional density $f_{Y_i | X, Z}$ as test function. It turns out that this choice also yields the GRO $e$-statistic among all $e$-statistics defined on $n$ observations, and the expectation of the logarithm of this $e$-statistic is the conditional mutual information (Cover and Thomas 1991), an established conditional dependence measure which has also been applied for conditional independence testing (Runge 2018). Note that the expectation is taken over the entirety of the data, that is, $D^n = (X^n, Y^n, Z^n)$, as opposed to the result by Katsevich and Ramdas (2022) which only holds conditionally on $(Y^n, Z^n)$; see their article for a more thorough discussion.
Theorem 3. The GRO e-statistic for testing $H_0$ as in (1) against the alternative distribution with density $f$ is given by

$$S_{f,Y,Z}^{CI}(D^n) = \prod_{i=1}^{n} E_{f,Y,Z}(D_i) = \prod_{i=1}^{n} \frac{f(Y_i | X_i, Z_i)}{f(Y_i | Z_i)}$$

and achieves growth rate $E_f[\log S_{f,Y,Z}^{CI}(D^n)] = -I_f(X; Y | Z)$, where $I_f(X; Y | Z)$ denotes the conditional mutual information if $(X, Y, Z)$ follows the distribution with density $f$.

Remark. A simple application of Bayes theorem allows one to rewrite (7) as

$$S_{f,Y,Z}^{CI}(D^n) = \prod_{i=1}^{n} \frac{f(Y_i | X_i, Z_i)}{f(Y_i | Z_i)}$$

which shows that the resulting test martingale is in fact a likelihood ratio process. That is, it is the ratio of the true density of $X$ given $(Y, Z)$ under the alternative and that under the null. Hence, the testing procedure for a simple alternative hypothesis $f$ is in fact a generalization of the SPRT, where the distribution under the null hypothesis changes with the variable $Z_i$. It depends on the application at hand which formulation, that is, (7) or conditional densities of $X$, is more suitable for constructing a test. For example, we show in Section 3.3 that for binary $Y \in \{0, 1\}$ and $(X, Z) \in \mathbb{R}^p \times \mathbb{R}^4$, one can construct a test based on logistic regression, which is often simpler than directly trying to find a suitable conditional density of $X$ given $Y$ and $Z$, especially when $p > 1$.

The information inequality (Cover and Thomas 1991) implies that $I_f(X; Y | Z) \geq 0$, with equality if and only if $Y \perp X | Z$, which shows that $S_{f,Y,Z}^{CI}$ has nontrivial power to detect deviations from conditional independence if $f$ is the true density of $(X, Y, Z)$. Assuming a simple (point) alternative $f$ is, of course, an unrealistically strong assumption. We now proceed to develop a method that also gets uniform growth rates for potentially large classes of alternative densities $F$ by building on the simple alternative case. The following result states that if we do not know the density $f_{Y|X,Z}$, but instead use a different density $g_{Y|X,Z}$, the loss in expected growth rate is directly related to a measure of distance between $f_{Y|X,Z}$ and $g_{Y|X,Z}$.

Proposition 4. For any conditional density $g_{Y|X,Z}$, the following holds:

$$E_f\left[\log E_{g,Y,Z}^{CI}(D_1)\right] \geq I_f(X; Y | Z) - E_f[KL(f_{Y|X,Z}||g_{Y|X,Z})].$$

Since we are in a sequential setting, this proposition implies that if we do not know the density $f$, we could try to estimate it, using estimates that improve as sample size increases. That is, let $f_n$ be an estimator of $f_{Y|X,Z}$ based on data $D^n$, and $f_0$ an initial guess. The test martingale we use is then given by

$$\prod_{i=1}^{n} E_{f,Y,Z}(D_i) = \prod_{i=1}^{n} \frac{f(Y_i | X_i, Z_i)}{f(Y_i | Z_i)}$$

It follows from the combination of Theorem 3 and Proposition 4 that if the estimator is consistent in a KL sense, then the expected growth per outcome converges to that of the GRO e-statistic.

Corollary 5. (i) Assume that

$$\frac{1}{n} \sum_{i=1}^{n} E_f[KL(f_{Y|X,Z}||\hat{f}_{i-1}) | D^{i-1}] \xrightarrow{a.s.} 0,$$

then

$$\frac{1}{n} \sum_{i=1}^{n} E_f[\log E_{\hat{f}_{i-1}}^{CI}(D_i) | D^{i-1}] \xrightarrow{a.s.} I_f(X; Y | Z).$$

(ii) Assume that for some function $b(n) : \mathbb{N} \rightarrow \mathbb{R}^+_0$ with $b(n) = o(n)$, we have

$$\sum_{i=1}^{n} E_f[KL(f_{Y|X,Z}||\hat{f}_{i-1}) | D^{i-1}] \leq b(n).$$

Then

$$\frac{1}{n} \sum_{i=1}^{n} E_f[\log E_{\hat{f}_{i-1}}^{CI}(D_i)] \geq I_f(X; Y | Z) - \frac{b(n)}{n}.$$

Consequently, to achieve an asymptotic optimal growth rate, we need to use a conditional density estimator $\hat{f}$ that converges in KL divergence to $f$, where we may assume $f \in F$ for some given set of densities $F$, that is, our statistical model. Barron (1998) showed that, for a wide variety of parametric and nonparametric models $F$, we have convergence in information (his terminology for (9) holding for all $n$) if we set $\hat{f}$ to be the Bayes predictive density, under no further conditions, uniformly for all $f \in F$, as long as a suitable prior is used. This means that, for some fixed function $b$ (9) holds uniformly for all $f \in F$, so that also (10) holds uniformly for all $f \in F$: we could put a $\inf_{f \in F}$ to the left of (10) and the result would still hold. Thus, we get the optimal growth rate (which itself can only be achieved by an oracle that knows the “true” $f \in F$) up to an additive term of $b(n)/n$ uniformly for all $f \in F$. The rate $b(n)/n$ is then usually, up to log factors, equal to the minimax rate in squared Hellinger distance. The same rates (potentially up to further log factors) are available for the Bayesian posterior mean under a weak additional condition on the model introduced by Grünwald and Mehta (2020) under the name witness-of-badness; it generalizes a well-known earlier condition of Wong and Shen (1995); see also (Bilodeau, Foster, and Roy 2021) for related results. In Section 3.3, we demonstrate our approach with $F$ set to the logistic regression model with $X \in \mathbb{R}^p$ and $Z \in \mathbb{R}^4$, for which a result by Foster et al. (2018) in combination with (Barron 1998) implies that, if we use the Bayes predictive distribution as above, then $b(n)$ can be chosen as $O((p+q) \log n)$ as long as the first four moments of all components of $X$ and $Z$ exist, implying a parametric rate. However, in our experiments in Section 4, rather than the Bayes predictive distribution, we use a (slightly regularized) MLE, since it can be computed much more efficiently. Although we suspect that the MLE converges at the same rates as Bayesian methods under the same weak conditions, the methods of the aforementioned papers cannot be used to prove this, and instead in Proposition 7 we show almost sure convergence of the MLE, without rates, under a stronger sub-Gaussianity assumption on $(X, Z)$.

3.2. Worst-Case Bounds on Rejection Rate

Up to now, we have discussed the construction and properties of e-statistics when the conditional distributions $Q_x$ are known
exactly. In this section, we prove a result analogous to Theorem 4 of Berrett et al. (2020) (see (3)) on the error rate of our sequential test under the null hypothesis when the distributions \( Q_n \) are only approximations. The approximation of \( Q_n \) will be denoted by \( \hat{Q}_n \), and the (approximate) \( \varepsilon \)-statistic at time \( n \) is given by
\[
\hat{E}_{\varepsilon}^n(D^n) = \frac{h_n(x_n, y_n, z_n \mid D^{n-1})}{\int_{\mathcal{X}} h_n(x, y_n, z_n \mid D^{n-1}) \, dQ_{Z_n}(x)}.
\]
Here the nonnegative function \( h_n \) depends on \( D^{n-1} \) since it can be constructed sequentially, for example by estimating the conditional density of \( Y_n \) given \( X_n \) and \( Z_n \) with all past data \((X_i, Y_i, Z_i), i = 1, \ldots, n \). Recall that \( \hat{Q}_n \) denotes the product distribution of \( Q_n \), \( i = 1, \ldots, n \), that is, for measurable \( A \subseteq \mathcal{X}^n \)
\[
\hat{Q}_n(A) = \int_{\mathcal{X}} \cdots \int_{\mathcal{X}} 1\{x_n \in A\} \, dQ_{Z_n}(x_1) \cdots \, dQ_{Z_n}(x_n).
\]
In particular, \( \hat{Q}_n(A) = P(X^n \in A \mid Z^n) = P(X^n \in A \mid Y^n, Z^n) \) for \( P \in \mathcal{H}_0 \), due to conditional independence of \( Y_i \) and \( X_i \) given \( Z_i \), \( i = 1, \ldots, n \). The distribution \( \hat{Q}_n \) is defined in the same way as \( Q_n \) but with \( \hat{Q}_n \) instead of \( Q_n \).

**Theorem 6.** Assume that \( h_1, \ldots, h_n > 0 \) are measurable. For any \( N \in \mathbb{N}, N \in (0, 1) \) and \( P \in \mathcal{H}_0 \),
\[
P\left( \exists n \leq N : \prod_{i=1}^{n} \hat{E}_{\varepsilon}^i(D^i) \geq \frac{1}{N} \right)^N, Z^N) \right) \leq \alpha + d_{TV}(Q_{Z^n}, \hat{Q}_{Z^n})^N.
\]

**Theorem 6** gives the same worst case bound on the rejection rate as Theorem 4 in Berrett et al. (2020) for a sample size \( N \), but optional stopping at any sample size \( n \leq N \) is allowed. Berrett et al. (2020, sec. 5.1) discuss conditions under which the total variation distance between \( Q_n \) and \( \hat{Q}_n \), which bounds the excess rejection rate, is small. For example, they obtain an upper bound of the form \( O(p\sqrt{N/k}) \) when \((X, Z) \in \mathbb{R}^k \) follow a multivariate Gaussian distribution and the conditional law of \( X \mid Z \) is estimated with an unlabeled sample of size \( m \). Hence, when \( m \) remains constant but \( N \) diverges to infinity, the bound on the distance between \( Q_n \) and \( \hat{Q}_n \) becomes trivial. Furthermore, the discussion at the end of Section 3.1 on estimation in terms of KL divergence (which bounds the total variation distance) can also be applied to the estimation of \( Q_n \).

### 3.3. Application to Logistic Regression

The general construction strategy for \( \varepsilon \)-statistics and all results so far assume no specific model for the outcome \( Y \) or covariates \((X, Z) \). In this section, we consider the special but important case of a binary outcome \( Y \in \{0, 1\} \) which follows a logistic regression model under the alternative, that is, \((X, Z) \in \mathbb{R}^{p+q} \), and \( Y \) equals 0, 1 with probability
\[
p_\theta(y \mid X, Z) = \frac{\exp(y(\beta \top X + y \top Z))}{1 + \exp(\beta \top X + y \top Z)},
\]
with an unknown \((p + q)\)-dimensional coefficient vector \( \theta = (\beta_1, \ldots, \beta_p, y_1, \ldots, y_q) \). Conditional independence of \( Y \) and \( X \) given \( Z \) holds if and only if \( \beta_1 = \cdots = \beta_p = 0 \). It turns out that in this setting, one can construct \( \varepsilon \)-statistics which not only have power on average, as in Corollary 5, but which even reject the null hypothesis with probability one if it is violated and the sample size grows to infinity. At this point, it is important to recall that the validity of the \( \varepsilon \)-statistics does not require the logistic model to be correctly specified: the validity only depends on the null hypothesis, which is still the set of all distributions under which conditional independence holds in the sense of (1), including many distributions that violate the logistic model assumption. The result rather shows that if the logistic model is suitable (in the sense that, if the alternative is true, then data are sampled from a distribution in this model), then the \( \varepsilon \)-statistic has guaranteed power to detect violations of conditional independence.

Following our general strategy, an \( \varepsilon \)-statistic for testing CI is given by
\[
S_n^C(D^n) = \prod_{i=1}^{n} p_{\hat{\theta}_k}(Y_i \mid X_i, Z_i) \int P_{\hat{\theta}_k}(Y_i \mid x, Z_i) \, dQ_{Z_i}(x),
\]
where \( \hat{\theta}_k \) may be any estimator for \( \theta \) based on the first \( k \) samples, \((X_i, Y_i, Z_i), i = 1, \ldots, k \). When the observations \((X_i, Y_i, Z_i), i \in \mathbb{N} \), are independent and identically distributed, the growth rate optimal \( \varepsilon \)-statistic is obtained if \( \hat{\theta}_k = \theta \) for all \( k \in \mathbb{N} \). Nevertheless, the following proposition shows that tests based on \( S_n^C \) have asymptotic power one when \( \hat{\theta}_k \) is the maximum likelihood estimator. From now on, \( \|v\| = (v \top v)^{1/2} \) denotes the Euclidean norm of a vector \( v \), and we denote by \((X, Z) \) the stacked vector \((X_1, \ldots, X_p, Z_1, \ldots, Z_q) \). We will take \((X, Y, Z) \) as a generic observation which has the same distribution as \((X_i, Y_i, Z_i), i \in \mathbb{N} \), for writing probability statements about elements of this sequence.

**Proposition 7.** Let \((X_i, Y_i, Z_i), i \in \mathbb{N} \), be independent and identically distributed such that (12) holds with \((\beta_1, \ldots, \beta_p) \neq 0 \). Assume furthermore that
\begin{enumerate}
  \item[(i)] \((X, Z) \) satisfies \( P(u \top (X, Z) \neq 0) > 0 \) for all \( u \in \mathbb{R}^{p+q} \setminus \{0\} \), and (b) it is sub-Gaussian with variance parameter \( \sigma^2 \), that is

\[
\mathbb{E}[\exp(u \top ((X, Z) - \mathbb{E}((X, Z))))] \leq \exp(\|u\|^2 \sigma^2/2),
\]

\[
\forall u \in \mathbb{R}^{p+q},
\]
\end{enumerate}

(ii) \( \hat{\theta}_k \) in (13) is the logistic MLE based on data \((X_i, Y_i, Z_i), i = 1, \ldots, n \), for all \( n \in \mathbb{N} \), with \( \hat{\theta}_n \) arbitrarily defined but finite if the MLE does not exist.

Then \( S_n^C \) satisfies \( \lim_{n \to \infty} \log(S_n^C)/n \geq I(X; Y | Z) > 0 \) almost surely.

Assumption (i) ensures that the MLE converges almost surely at a fast rate, as shown by Qian and Field (2002). Instead of sub-Gaussianity (ii) their result requires only moment assumptions (which are implied by sub-Gaussianity), but sub-Gaussianity is indeed required in our setting: see the proof of Proposition 7, given in the supplementary material.
4. Simulations

To investigate the robustness and power of tests of conditional independence based on \( e \)-statistics, we compare the \( e \)-statistic (13) for binary \( Y \) to other methods applicable in this setting. The covariate \( X \) is univariate, \( X \in \mathbb{R} \), while \( Z = (1, Z_1, \ldots, Z_{q-1}) \) is a \( q \)-dimensional vector containing an intercept term. The distribution of \( (X, Z_1, \ldots, Z_{q-1}) \) is the \( q \)-dimensional normal distribution with zero mean and a Toeplitz covariance matrix, \( \Sigma_{ij} = 1/(1 + |i - j|) \) for \( i, j = 1, \ldots, q \). Then \( Q_Z \) is the Gaussian distribution with mean

\[
\mu_Z = \Sigma_{1-1}^{-1} \Sigma_{1-1}^{-1}(Z_1, \ldots, Z_{q-1})^T
\]

where \( \Sigma_{1-1} \) is the submatrix \( (\Sigma_{ij}),_{i,j=1,2,\ldots,q} \) and \( \Sigma_{1-1} \) is the row vector \( (\Sigma_{12}, \ldots, \Sigma_{1q}) \). The conditional variance equals

\[
\sigma_Z^2 = 1 - \Sigma_{1-1}\Sigma_{1-1}^{-1} \Sigma_{1-1}^{-T}
\]

The binary response \( Y \) has probabilities given by \( p_0(y \mid X, Z) \), \( y \in \{0, 1\} \), as in (12), where the intercept and the coefficients of \( Z \), and \( \gamma_1, \ldots, \gamma_q \), are drawn independently and uniformly distributed on the interval \([-1, 1]\). The coefficient of \( X \), that is, \( \beta = \beta_1 \), is chosen in \([0, 1]\), with 0 corresponding to conditional independence of \( Y \) and \( X \) given \( Z \). Below are implementation details for all methods considered in the simulations. In the following sections, these methods are compared in terms of Type-I error and power. A further study on the robustness of the MX-based methods with respect to violations of the MX assumption is given in the supplementary material.

**Conditional randomization \( e \)-statistic (E-CRT).** The parameter vector \( \theta \) in (13) is re-estimated after each new observation with the maximum likelihood method, starting from a minimal sample size of \( 5q + 1 \), so that \( 5q \) observations are available for the first parameter estimate. In addition, the probabilities \( p_0(y \mid X, Z) \) are truncated to \([e, 1 - e]\) for some small \( e > 0 \). This is to account for the fact that at small sample sizes the MLE sometimes yields predicted probabilities in \([0, 1]\). We also include an oracle version of this \( e \)-statistic (E-CRT-O), which uses the true \( \theta \) starting from the first observation, instead of the maximum likelihood estimator. For both variants, the integral in the \( e \)-statistic is approximated by an average over 500 Monte Carlo samples.

**Conditional randomization test (CRT).** The CRT is applied nonsequentially with the likelihood of the logistic regression model as test statistic and 500 samples for randomization. That is, \( X \) is sampled 500 times from the conditional distribution given \( Z \), the logistic regression model is re-estimated with this simulated covariate, and the likelihood achieved with these models with simulated \( X \) is compared to the likelihood achieved with the actual values of \( X \).

The following methods are for testing whether the coefficient \( \beta \) in the logistic regression model equals zero. Unlike the E-CRT and CRT, they are not based on the MX assumption, but their Type-I error guarantee does require that the true probabilities of \( Y \) are given by the logistic model (12). A comparison is of interest since these methods are, to the best of our knowledge, currently the only ones that allow sequential testing in a logistic model.

**Running maximum likelihood (R-MLE).** We apply the running MLE method by Wasserman, Ramdas, and Balakrishnan (2020, sec. 7), an instance of the generic method introduced in that paper which they call universal inference. Parameter estimation is also started with a minimum \( 5q \) observations, and we additionally investigate an \( L_1 \) penalized version for estimation under the alternative hypothesis, abbreviated as R-MLE-P, which, like for the E-CRT, is to prevent predicted probabilities close to 0 or 1 due to divergence of the MLE. In this second variant, the penalization parameter is chosen by 10-fold cross-validation on the available data at the given time, with likelihood as optimization criterion. The penalization parameter is only updated every 10 observations, since the cross-validation is computationally expensive.

**Likelihood ratio test (LRT).** The classical asymptotic likelihood ratio test for the null hypothesis that \( \beta = 0 \) is applied with fixed sample size, and group sequential versions of it with \( K \) equally sized groups and the methods by Pocock (1977) (LRT-PK) and O’Brien and Fleming (1979) (LRT-OF).

The results shown in this section are for dimension \( q = 4 \) of the covariate vector \( (X, Z) \). A maximum sample size of \( n = 2000 \) is considered, after which the evaluation is terminated independently of whether the null hypothesis is rejected. The sequential methods apply the most aggressive stopping rule, namely, reject the null hypothesis as soon as the test statistic exceeds \( 1/\alpha \) once; more discussion on this is provided in Section 4.2. All results, that is, rejection rates and average sample sizes, are computed over 800 simulations of the data-generating process. The same simulation but with higher dimension \( q = 8 \) or with negative correlations between the covariates \( (\Sigma_{ij} = (-1)^{|i-j|}/(1+|i-j|)) \) yields similar results. For the running MLE method, we additionally tested whether not penalizing the coefficient of interest, \( \beta \), may achieve higher power, which was not the case.

Simulations are performed in R 4.2 (R Core Team 2022), with the \texttt{glm} function for maximum likelihood estimation in logistic regression, the package \texttt{glmnet} (Simon et al. 2011) for \( L_1 \) penalized estimation, and the package \texttt{pdbounds} (Casper, Cook, and on FORTRAN program \texttt{ld98} 2022) for computing critical values for the Pocock and O’Brien-Fleming group sequential tests. Replication material for the simulations and the case study, as well as additional figures, are available on \url{https://github.com/AlexanderHenzi/eindependence}.

4.1. Sequential Tests Under the Null

Table 1 shows the rejection rates of the different sequential methods with a maximum sample size of \( n = 2000 \). The methods based on \( e \)-statistics and the running MLE yield rejection rates below the nominal level. For the \( e \)-statistics, the chosen truncation level is \( e = 0.05 \), but the rejection rate is also below \( \alpha \) for \( e = 0, 0.01, 0.1 \). The group sequential methods with \( K = 20 \) equally sized groups, each of size 100, are slightly anti-conservative, and similar rejection rates are obtained for \( K = 5, 10, 40 \).

4.2. Simulations Under the Alternative

We proceed to compare the different methods under violations of the null. This is commonly done by comparing the achieved power at given sample sizes \( n \) for different effect sizes \( \beta \), or
the inverse of that function, that is, the minimum sample size required to achieve power $1 - \eta$,

$$N(\beta, \eta) = \min\{n \in \mathbb{N} : P_\beta(\phi_n = 1) \geq 1 - \eta\}.$$

For a fixed Type-I error probability $\alpha$, the test decision $\phi_n$ is given by $\phi_n = 1[\max_{m \leq n} S_m \geq 1/\alpha]$ for anytime-valid tests based on $(S_n)_{n \in \mathbb{N}}$, or $\phi_n = 1[p_n \leq \alpha]$, for a method based on a fixed sample size $p$-value $p_n$. For an anytime-valid test, $N(\beta, \eta)$ can be regarded as the worst case sample size a researcher has to plan for in order to achieve power $1 - \eta$; the actual sample size at rejection may be smaller thanks to optional stopping. Therefore, we additionally consider the average sample size of the anytime-valid tests when evaluation is terminated at the latest at $N(\beta, \eta)$,

$$N_{av}(\beta, \eta) = \mathbb{E}_{P_\beta}[\min(N(\beta, \eta), \inf\{n \in \mathbb{N} : S_n \geq 1/\alpha\})].$$

The rationale is that—even though we have seen that anytime-valid methods retain Type-I error validity under arbitrary stopping times—in practice, a natural way to proceed with an anytime-valid test is to run the experiment until either a rejection or a given upper bound on the number of samples is reached. The obvious choice for this upper bound is $N(\beta, \eta)$, as it ensures that the test will have a power of $1 - \eta$. Then $N_{av}(\beta, \eta)$ gives the average sample size of anytime-valid tests designed to have power $1 - \eta$.

A comparison of the different methods in terms of $N(\beta, \eta)$ and $N_{av}(\beta, \eta)$ is given in Figure 1. The group sequential methods are excluded from this figure and are analyzed in more detail at the end of the section. The upper two panels of Figure 1 depict $N(\beta, \eta)$ for $1 - \eta = 0.8, 0.95$ as a function of the parameter $\beta$ (for clarity note that, as before, $\beta$ stands for the parameter vector in (13); we never use $1 - \beta$ for power). It can be seen that $N(\beta, \eta)$ is higher for the anytime-valid methods than for fixed sample size tests. This is to be expected: the sample size $N(\beta, \eta)$ ensures power $1 - \eta$, but the actual sample size of an anytime-valid test is random and often smaller than to early stopping. The lower two panels of Figure 1 similarly show $N_{av}(\beta, \eta)$ as a function of $\beta$. It can be seen that the average sample size is not more and sometimes even less than the sample size of the nonsequential tests. These results suggest that the average sample size to reject the null hypothesis with the E-CRT is not higher than the fixed sample size one would have to plan for with the CRT or LRT. Similar observations have already been made for $e$-statistics in other settings, such as comparisons with the t-test (Grünwald, de Heide, and Koolen 2019). Fisher’s Exact Test (Turner, Ly, and Grünwald 2021), or the logrank test (Ter Schure et al. 2020).

Furthermore, the running MLE method requires much more data to achieve a rejection than the other methods, even with the superior penalized estimation under the null hypothesis. The large sample sizes required for the R-MLE to have a power of 0.95 are mainly due to predicted probabilities close or equal to zero or one at early stages, a problem which is remedied by using penalization, as already proposed by Wasserman, Ramdas, and Balakrishnan (2020); even then, more data are required though. We again emphasize that the running MLE methods are based on different assumptions than the randomization-based tests; they do not require the MX assumption, but are only valid for a correctly specified logistic model. However, even when compared to the classical likelihood ratio test, which requires almost the same sample sizes as the CRT, one would have to plan for substantially higher sample sizes with the running MLE methods.

For the conditional randomization $e$-statistics, we tested different levels of truncation $[\varepsilon, 1 - \varepsilon]$ for the predicted probabilities. Truncating at a small level $\varepsilon = 0.01, 0.05$ is superior to no truncation, $\varepsilon = 0$, since it prevents $e$-values close to

| $\alpha$ | E-CRT | R-MLE | R-MLE-P | LRT-PK | LRT-OF |
|---------|-------|-------|---------|--------|--------|
| 0.01    | 0.0075 (0.0031) | 0.0038 (0.0022) | 0.0038 (0.0022) | 0.0138 (0.0013) | 0.0127 (0.0040) |
| 0.05    | 0.0438 (0.0072) | 0.0038 (0.0022) | 0.0038 (0.0022) | 0.0700 (0.0090) | 0.0599 (0.0084) |

NOTE: Frequencies are given in [0, 1], not in percentages.

Figure 1. Sample sizes to achieve power $1 - \eta = 0.8, 0.95$ with Type-I error 0.05. For the nonsequential methods (LRT, CRT), dashed lines show $N(\beta, \eta)$ also in the lower panels for better comparison. Simulations were conducted up to $n = 2000$, and no results are shown if $N(\beta, \eta) > 2000$ for a given method, $\beta$ and $\eta$, that is, if more than 2000 observations would be required to achieve a power of $1 - \eta$. 

Table 1. Rejection frequencies (and standard errors) of the different methods, with implementation details as described in Section 4.1.
or equal to zero, but if the truncation level becomes too high, \( \varepsilon = 0.1 \), it limits the power of the test for observations with predicted probability close to zero or one. See Figure S1 in the supplementary material for the case \( \varepsilon = 0 \). The results shown in this and the next section are for \( \varepsilon = 0.05 \). In principle, one could also apply a penalized estimator to remedy convergence problems of the MLE, but truncation is computationally less demanding as it does not require the selection of a penalization parameter.

Finally, in Figure 2, the conditional randomization \( e \)-statistic is compared to group sequential methods with the Pocock and the O’Brien and Fleming method with \( K = 20 \) groups. We see that for small parameter \( \beta \in \{0.1,0.2\} \) these methods achieve a higher power than the \( e \)-statistics, but as already shown in Table 1, the group sequential methods do not control the rejection rate below the nominal level when \( \beta = 0 \). Also, the E-CRT yields slightly more rejections at small sample sizes than the group sequential methods. As \( \beta \) increases, the conditional randomization \( e \)-statistics tend to outperform the O’Brien and Fleming method, and achieve a rejection rate very close to Pocock’s method. Even for large \( \beta \), the O’Brien and Fleming requires higher sample sizes due to the fact that the method is designed to yield fewer rejections with small samples. Different numbers of groups for the group sequential methods give similar results, except for the fact that rejecting at small sample sizes becomes impossible if the number of groups is small and the group size large. The performance of the \( e \)-statistics compared to the group sequential methods is in line with the results of Ter Schure et al. (2020) for survival analysis. Also in their study, group sequential methods and alpha-spending approaches, which have to stop at a certain maximum sample size, tend to achieve a higher power than open-ended tests based on \( e \)-statistics, which do not require a finite upper bound on the sample size.

5. Data Application

Berrett et al. (2020) analyze conditional independence relations in the Capital Bikeshare dataset. Code and data for their study are available on https://rinafb.github.io/research/, https://ride.capitalbikeshare.com/system-data. The dataset collects information on bike rides with the Capital Bikeshare System in Washington DC. One question in the analysis by Berrett et al. (2020) is whether there is dependence of the duration of ride and the binary variable member type, distinguishing casual users from people who purchased a long-term membership, conditional on the start location, destination, and the time of the day during which the bike ride took place.

Let \( X \) denote the logarithm of the ride duration and denote by \( Z \) the three dimensional vector of starting point, destination of ride, and of the starting time. We model the distribution of \( X \mid Z \) as Gaussian, \( \mathcal{N}(\mu_Z, \sigma_Z^2) \) in exactly the same way as Berrett et al. (2020). Separately for each combination of starting point and destination, the conditional mean \( \mu_Z \) and variance \( \sigma_Z^2 \) are estimated by a kernel regression of \( X \) with the time of day as covariate; details are given in Appendix B of Berrett et al. (2020). We also apply the same preselection criteria, namely, exclude data from weekends and holidays, and values of \( Z \) where the estimation might be imprecise due to scarce data. The member type is encoded as \( Y \in \{0,1\} \), with \( Y = 0 \) referring to casual members.

The data analyzed is from the months September to November in 2011. Unlike Berrett et al. (2020), who took the months September and November as training data for estimating the distribution of \( X \mid Z \) and October as test data, we perform estimation on data of September and October and perform tests on the November data, which would be the natural order for real-time sequential analysis. The test dataset, after the application of selection criteria, contains 7173 observations. The training data consists of 158,741 observations. Due to the application of selection criteria, there might be some short lag autocorrelation between the observations, but we did not find any distorting influence of this on the results presented below.

Berrett et al. (2020) apply the conditional randomization test with the test statistic \( \text{cor}(Y, X - \mathbb{E}_Q[X]) \). Applied to the November data, this yields a \( p \)-value of essentially zero: the observed value of the test statistic was greater than any value obtained with simulated \( X \), over 10,000 simulations. For the

![Figure 2](image-url)
6. Discussion, Related and Future Work

We have proposed and analyzed anytime-valid tests of conditional independence in the model-X setting. Our method gives a general procedure to transform statistics that measure conditional independence in the model-X setting. Our method provides additional independence to a general procedure to transform statistics that measure conditional independence in the model-X setting. Our method gives a method to analyze anytime-valid tests for conditional independence.

Wehaveproposedanaanalyzedaanytimetestsforcondi-
tional independence.

Figure 3. E-value for the bike sharing dataset. Lines at the bottom indicate observation times.

e-statistics, we model the probability that \( Y = 1 \) with logistic regression, taking \( X \) and \( \mu_Z \) as covariates and starting with a minimal sample size of 200 observations in the test data. A full model including \( Z \) instead of only \( \mu_Z \) would be problematic due to the high number of combinations of starting points and destinations relative to the size of the test data. We do not have this limitation in the estimation of the distribution of \( X \mid Z \) due to the much larger size of the training dataset. However, for a valid test it is not necessary to include \( Z \) itself in the model. The probability predictions from the logistic model are then truncated to the interval \([0.01, 0.99]\). For the sequential analysis, the rides are arranged in the order of the start date and time of ride. Figure 3 shows how evidence accumulates over time. At the end of the period, an e-value of more than \( 10^6 \) is attained, giving decisive evidence against the null hypothesis of conditional independence. An e-value of \( 10^4 \) is already reached at the 4380th observation, on November 15th, and hence after about half of the total observation time.

For a comparison of our method to the CRT, the following aspects are worth highlighting. Our simulations suggest that our anytime-valid tests with optional stopping do not need more samples, on average, to achieve the same power as the CRT. To be precise, for a given desired power, researchers have to plan for a higher maximum sample size with our anytime-valid tests. But thanks to early stopping, the average sample size of experiments is not more or even less than for the classical CRT. This confirms the findings by Grünwald, de Heide, and Koolen (2019), Ter Schure et al. (2020), and Turner, Ly, and Grünwald (2021) on other anytime-valid tests and their nonsequential counterparts.

In terms of computational complexity, our method is not less efficient than the classical CRT if the functions \( h_n \) in the test martingale can be updated in constant time; in our application on logistic regression we did not make use of recursive updating. A slight advantage of our method compared to the fixed sample size CRT is that the latter requires at least \( \lceil 1/\alpha - 1 \rceil \) resamples in order to be able to obtain a p-value below \( \alpha \), whereas the test martingale \( (S_{pM})_{n \in \mathbb{N}} \) can exceed any level independently of the number \( M \) of resamples. If the strategy
of Proposition 2 is applied, then each factor in \( S_{\text{max}}^{\text{GL}} \) is bounded by \( M + 1 \), but not their cumulative product.

There are various avenues for future research. With respect to robustness, our Theorem 6 shows that for a fixed upper bound \( N \) on the sample size, the sequential test achieves the same worst case inflation of rejection rate as the nonsequential CRT with a sample size \( N \). It would be of interest to investigate the robustness of the test when this upper bound grows and the approximation \( Q_Z \) of the conditional distributions of \( X \mid Z \) are sequentially updated with new samples. Furthermore, our simulations indicate that our \( e \)-statistics have competitive power compared to existing methods with relatively small dimension of \( Z \), but as stated above, further research is necessary to investigate suitable \( e \)-statistics and their power when \( Z \) is of higher dimension.

### Supplementary Materials

The supplementary material includes all the code needed to reproduce the results in Sections 4 and 5, as well as a pdf file with three sections: Section S1 provides additional simulations, Section S2 gives the proofs of the main results in the paper, and Section S3 connects the GROE-statistic discussed in the main text to anytime-valid \( E \)-statistics/\( E \)-processes.
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