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Abstract
The study of quantum entanglement involves the choice of an entanglement cut, often corresponding to a partitioning of the system in position space. We generalize these partitions to a family of entanglement cuts corresponding to arbitrary directions in the classical phase space. For one dimensional free fermionic many-body wavefunctions, we analytically compute the full entanglement spectra for a family of entanglement cuts corresponding to a rotation in the classical phase space. These cuts continuously interpolate between the commonly studied position- and momentum-space cuts, as well as provide an implementation of the inversion symmetry smoothly connected to identity. The inversion symmetry of the wavefunctions is reflected in the chiral symmetry of the phase space entanglement spectra, and we use the associated chiral invariant to classify the inversion symmetric fermionic many-body wavefunctions.
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1. Introduction

Quantum entanglement is arguably the most intriguing aspect of our current understanding of nature. Besides its implications for the ontology of quantum mechanics, it has also stimulated and enriched a diverse array of fields within theoretical physics [1] such as condensed matter [2–4], quantum information [5, 6], quantum field theory and string theory [7]. Insights from the study of quantum entanglement have led to the development of many analytical tools for characterization and simulation of extended many-body quantum systems, notable examples being topological entanglement entropy [8] and the density matrix renormalization group (DMRG) [9].
In broad terms, quantum entanglement is the appearance of non-local correlations between local measurements on different parts of a system. Mathematically, this is encoded in the non-purity of the reduced density matrix, which can be quantified using the entanglement spectrum and associated entropies. In condensed matter systems, these measures of quantum entanglement have been used for identifying quantum phase transitions [10] as well as in diagnosing and classifying topological phases of matter [3, 11–14]. For noninteracting fermionic systems, the entanglement spectrum can furthermore be interpreted as the spectrum of a free-fermion Hamiltonian, termed the Entanglement Hamiltonian [15–17], which can be related to the boundary Hamiltonian of the system [3, 11].

A salient feature of entanglement is the dependence on the ‘entanglement cut’, which often corresponds to a partition of a chosen basis of the single particle Hilbert space. In practice, one usually considers the eigenbasis of a Hermitian operator, or simultaneous eigenbases of a complete set of (mutually commuting) Hermitian operators, corresponding to some physically relevant quantities. A suitable choice of this basis can then lead to physical insights into the nature of the quantum correlations of the wavefunction under study.

For quantum systems derived from the quantization of conventional classical mechanical systems, the most common choice is the configuration/position space basis [13, 18–21]. Computing the entanglement entropy or entanglement spectrum then entails tracing over modes localized in some chosen region in the position space (a position-space cut). Alternatively, one may consider regions in the conjugate momentum space, i.e. a momentum-space cut [22–26], which is highly nonlocal in the position-space picture. For systems with additional internal degrees of freedom, there are other possible entanglement cuts [27–29] such as an orbital cut [30] or particle cut [31], which reveal various nonlocal correlations in a wavefunction.

The dichotomy of position- and momentum-space entanglement cuts is representative of the dichotomy of position and momentum spaces in quantum mechanics, where one is typically the independent parameter in the wavefunction, while the other is a differential operator. In classical mechanics, on the other hand, the position and momentum spaces are treated on an equal footing as Lagrangian subspaces of the classical phase space. A degree of agnosticism in the choice of phase-space coordinates is further sanctioned by the modern geometric (coordinate-independent) formulation of classical mechanics [32, 33], where the phase space is identified as a symplectic manifold, on which there exist an infinite multitude of valid choices for local position-momentum coordinates, following Darboux’s theorem. Unfortunately, quantization typically spoils this egalitarianism of phase-space coordinates. This is most explicit in geometric quantization [34], where one must prescribe a polarization on the prequantum line bundle, which locally corresponds to choosing the wavefunction to be a function of position or momentum.

The perspective of viewing entanglement cuts in terms of the corresponding classical quantities raises a natural question: can one define the usual entanglement measures for entanglement cuts along arbitrary directions in the classical phase space, and if yes, what sorts of new features are encountered? In this paper we entertain these curiosities3, using the Weyl–Wigner transform to switch between the classical phase space and the quantum Hilbert space. We define phase space entanglement cuts for arbitrary codimension 1 hyperplanes in the phase space, which correspond to a highly nonlocal entanglement cut [22] in the real space, and discuss the computation of the reduced density matrices for these entanglement cuts.

As an application of this machinery, we consider one dimensional free-fermionic many-body systems, described by a Slater determinant over the single particle states. The

---

3 Some of these ideas have previously been considered in [35].
entanglement spectra can then be computed analytically in terms of quantities defined on the single-particle Hilbert space. The relevant classical phase space is two dimensional, and we can define entanglement cuts corresponding to lines in $\mathbb{R}^2$. In particular, we consider a family of entanglement cuts parametrized by $\theta \in [0, 2\pi]$ that interpolate continuously between the position- and momentum-space cuts, and thus also implements the inversion symmetry, a quintessentially discrete symmetry, in a continuous fashion. The resulting phase space entanglement spectrum (PSES) as a function of $\theta$ can be interpreted as the band structure for a one dimensional system.

The symmetries of the wavefunction in question lead to symmetries in the PSES. In particular, for inversion-symmetric wavefunctions, the well known \cite{11, 12} chiral symmetry of the position space entanglement spectrum generalizes to a chiral symmetry of the PSES. This then leads to a broad classification of all inversion symmetric free fermion wavefunctions in one spatial dimension based on whether or not they have an equal or unequal number of even and odd parity modes. The former case always leads to flat zero energy entanglement bands, whose effects can be observed in the entanglement entropy. For the latter case corresponding to a gapped PSES, one can define a topological chiral invariant. Wavefunctions with different chiral invariants cannot be deformed into each other without closing the gap in the PSES.

The rest of this article is organized as follows: in section 2, we discuss the computation of entanglement spectra for free fermionic system. In section 3, we introduce the notion of entanglement cuts in phase space, which is specialized to entanglement cuts corresponding to rotations in phase space for a 1D system in section 4. The closed form expressions for the PSES so obtained are used to study various inversion symmetric Slater determinants in section 5. Interpretations and further directions are discussed in section 6. Details of various computations are relegated to a set of appendices. Throughout this article, we set $\hbar = 1$.

2. Entanglement for noninteracting fermionic systems

The natural habitat of quantum entanglement is a many-body Hilbert space $\mathcal{H}$ that can be written as a tensor product of two subspaces, i.e. $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$. Consider then a many body system described by a wavefunction $|\Psi\rangle \in \mathcal{H}$, or equivalently by a pure density matrix $\hat{\rho} = |\Psi\rangle \langle \Psi |$. Given the tensor product decomposition of $\mathcal{H}$, usually termed an entanglement cut, the quantum entanglement is encoded in the reduced density matrix $\hat{\rho}_A = \text{Tr}_B \hat{\rho}$, where the trace is taken over $\mathcal{H}_B$. This can be arrived at by a Schmidt decomposition of the wavefunction as

$$|\Psi\rangle = \sum_{\alpha} \sqrt{\lambda_\alpha} |A_\alpha\rangle \otimes |B_\alpha\rangle \implies \hat{\rho}_A = \sum_{\alpha} \lambda_\alpha |A_\alpha\rangle \langle A_\alpha|,$$

where $\lambda_\alpha \in [0, 1]$ are the Schmidt eigenvalues, and $\{|A_\alpha\rangle\}_\alpha, \{|B_\alpha\rangle\}_\alpha$ are orthonormal in $\mathcal{H}_A, \mathcal{H}_B$, respectively. Thinking of $\hat{\rho}_A$ as a thermal Gibbs density matrix for a system described by the Hamiltonian $\mathcal{H}_E$, i.e. $\hat{\rho}_A \propto e^{-\beta \mathcal{H}_E}$, the entanglement spectrum is defined as the spectrum of $\mathcal{H}_E$, i.e. $\varepsilon_{E, \alpha} = \varepsilon_0 - \ln \lambda_\alpha$ (up to an irrelevant constant $\varepsilon_0$). Further measures of entanglement, such as entanglement entropies, can then be computed from the entanglement spectrum.

In this article, we are interested in entanglement in many-body system consisting of free fermions, which naturally occur as eigenstates of noninteracting fermionic Hamiltonians. The entanglement spectrum for such states can be computed using the single particle wavefunctions either from the fermionic correlation functions \cite{15–17} or from the overlap matrix computed on one of the reduced subsystems \cite{36, 37}. Since the latter approach is more amenable to generalization to phase space cuts, we describe it in some detail in the following.
The many-body states of free fermions are described by Slater determinants over single particle wavefunctions. More formally, the total Hilbert space decomposes as $\mathcal{H} = \bigoplus_{n=0}^{\infty} \mathcal{H}_n$, where $\mathcal{H}_n$ is the $n$-particle Hilbert space, defined as an antisymmetrized tensor product over $n$ copies of the single particle Hilbert space $\mathcal{H}_1$ (see appendix A). Explicitly, given a set of $N$ single-particle wavefunctions $|\psi_a\rangle \in \mathcal{H}_1$, $a = 1, \ldots, N$, we can form a $N$-body state as

$$|\Psi\rangle = |\psi_1\rangle \wedge |\psi_2\rangle \wedge \cdots \wedge |\psi_N\rangle = \psi_1^t \psi_2^t \cdots \psi_N^t |\Omega\rangle,$$

where $|\Omega\rangle \in \mathcal{H}_0 \cong \mathbb{C}$ is the number vacuum state. Since the density matrix $\hat{\rho} = |\Psi\rangle \langle \Psi|$ is invariant under U($N$) rotations among the single particle wavefunctions, we set $\langle \psi_a | \psi_b \rangle = \delta_{ab}$ in the following without loss of generality.

Choosing a subspace $\mathcal{H}_{1A} \subset \mathcal{H}_1$ such that $\mathcal{H}_1 = \mathcal{H}_{1A} \oplus \mathcal{H}_{1B}$, the total Hilbert space can naturally be written as an antisymmetrized tensor product $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, where $\mathcal{H}_{1A/B}$ are constructed from antisymmetric tensor products of $\mathcal{H}_{1A/B}$ (see appendix A for more details). We also define the vacua $\mathcal{H}_0_{A/B} \cong \mathbb{C}$ so that $\mathcal{H}_0 = \mathcal{H}_{0A} \cap \mathcal{H}_{0B}$. Defining the orthogonal projectors $P_{A/B} : \mathcal{H}_1 \rightarrow \mathcal{H}_{1A/B}$, the single particle wavefunctions can be written as

$$|\psi_a\rangle = \{ P_A |\psi_a\rangle \} \otimes |\Omega_B\rangle + |\Omega_A\rangle \otimes \{ P_B |\psi_a\rangle \},$$

where $|\Omega_{A/B}\rangle \in \mathcal{H}_{0A/B}$ are the vacuum states. This splits the many-body density matrix into a sum over terms with separated $\mathcal{H}_A$ and $\mathcal{H}_B$ contributions.

To perform the trace over $\mathcal{H}_B$, we need to construct an orthonormal basis for $\text{span}\{ |\psi_b\rangle \} \subset \mathcal{H}_{1B}$. To that end, consider the overlap (Gramian) matrix defined as:

$$O_{ab} = \langle \psi_b | \psi_a \rangle_A \equiv \langle P_A \psi_a | P_A \psi_b \rangle,$$

where $\langle \cdot | \rangle_A$ denote the inner product on $\mathcal{H}_{1A}$. Since $\langle \psi_a | \psi_b \rangle = \delta_{ab}$, the overlap matrix on $\mathcal{H}_{1B}$ is simply $I - O$. Diagonalizing $O$, we get

$$O = \mathcal{U} \Gamma \mathcal{U}^t, \quad \Gamma = \text{diag} \{ \mu_1, \ldots, \mu_N \}, \quad \mu_a \in [0, 1],$$

where the bounds on $\mu_a$ follow from the properties of Gramian matrices (See appendix B). Assuming for the moment that $\mu_a \neq 0, 1$, we define the normalized wavefunctions

$$|A_a\rangle = \frac{1}{\sqrt{\mu_a}} \sum_{b=1}^{N} U_{ab} \mathcal{P}_A |\psi_b\rangle, \quad |B_a\rangle = \frac{1}{\sqrt{1 - \mu_a}} \sum_{b=1}^{N} U_{ab} \mathcal{P}_B |\psi_b\rangle,$$

on $\mathcal{H}_{A/B}$, which are orthonormal, since

$$\langle A_a | A_{a'} \rangle_A = \frac{1}{\sqrt{\mu_a \mu_{a'}}} \sum_{b,b'} U_{ab} U_{a'b'} \langle \psi_b | \psi_{b'} \rangle_A = \frac{1}{\sqrt{\mu_a \mu_{a'}}} [\mathcal{U} \Gamma \mathcal{U}^t]_{a'a'} = \delta_{aa'},$$

and a similar computation for $|B_a\rangle$. After a unitary rotation by the $\mathcal{U}$’s in the space of single particle wavefunctions, using the invariance of the Slater determinant under U($N$) rotations, the many body wavefunction becomes

$$|\Psi\rangle = \bigoplus_{a=1}^{N} \left[ \sqrt{\mu_a} |A_a\rangle \otimes |\Omega_B\rangle + \sqrt{1 - \mu_a} |\Omega_A\rangle \otimes |B_a\rangle \right].$$

Physically, this represents a Slater decomposition over single particle modes, which are linear superpositions of orthonormal modes supported only in $\mathcal{H}_{1A}$ and those supported only in $\mathcal{H}_{1B}$, with the corresponding probabilities $\mu_a$ and $1 - \mu_a$, respectively. This expression also works if $\mu_a = 0, 1$, since for those cases, we do not need to define the corresponding $|A_a\rangle$ or $|B_a\rangle$, respectively. Thus, the many-body density matrix becomes
\[
\hat{\rho} = \sum_{N_{A}=0}^{N} \left[ \sum_{a, b} \left( \prod_{i=1}^{N_{A}} \mu_{i_{a}} \right) \left( \prod_{i=1}^{N-N_{A}} \left( 1 - \mu_{i_{b}} \right) \right) \langle \Psi_{a}^{A} | \langle \Psi_{a}^{A} | \otimes | \Psi_{b}^{B} \rangle \langle \Psi_{b}^{B} | \right],
\]

where

\[
| \Psi_{a}^{A} \rangle = \bigwedge_{i=1}^{N_{A}} | A_{i_{a}} \rangle, \quad | \Psi_{b}^{B} \rangle = \bigwedge_{i=1}^{N-N_{A}} | B_{i_{b}} \rangle,
\]

(10)

where \( a \subset \{1, \ldots, N\} \) with \( N_{A} \) elements, and \( b = \{1, \ldots, N\} \setminus a \). The trace over \( \mathcal{H}_{B} \) now gets rid of \( | \Psi_{b}^{B} \rangle \)'s, resulting in the reduced density matrix:

\[
\hat{\rho}_{A, k} = \text{det}(I - \mathcal{O}) \sum_{a} \left( \prod_{i=1}^{N_{A}} \frac{\mu_{i_{a}}}{1 - \mu_{i_{a}}} \right) | \Psi_{a} \rangle \langle \Psi_{a} |,
\]

(11)

where we have used the fact that \( \text{det}(I - \mathcal{O}) = \prod_{i=1}^{N} (1 - \mu_{i}) \). The reduced density matrix can be concisely written as [37] the \( 2^{N} \times 2^{N} \) diagonal matrix

\[
\hat{\rho}_{A} = \bigotimes_{a=1}^{N} \begin{pmatrix} \mu_{a} & 0 \\ 0 & 1 - \mu_{a} \end{pmatrix},
\]

(12)

For noninteracting fermionic systems, the single particle sector of the reduced density matrix is of particular interest, since its knowledge can be used to reconstruct the many-body reduced density matrix [16]. For these eigenvalues, we define the entanglement energies as

\[
\lambda_{a} = \frac{\mu_{a}}{1 - \mu_{a}} \text{det}(I - \mathcal{O}) \Rightarrow \varepsilon_{E,a} = -\ln \left( \frac{\mu_{a}}{1 - \mu_{a}} \right),
\]

(13)

where we have ignored \( \varepsilon_{0} = \text{Tr} \ln(I - \mathcal{O}) \), since \( \varepsilon_{E,0} \) is defined only up to a constant. The entanglement energies in the \( k \)-particle sector, again ignoring \( \varepsilon_{0} \), is then simply given by all possible sums of \( k \) single-particle entanglement energies. Thus, the entanglement spectrum can be interpreted as the energies of noninteracting fermionic many-body states constructed from the eigenstates of the single-particle Hamiltonian

\[
\mathcal{H}_{E} = -\ln \left( \mathcal{O} (I - \mathcal{O})^{-1} \right) = \ln \left[ \mathcal{O}^{-1} - I \right],
\]

(14)

which is the entanglement Hamiltonian. Clearly, for free fermions, the knowledge of the overlap matrix is sufficient to compute the entanglement spectrum. Thus, in the next sections, we shall seek to compute this overlap matrix as a function of a given entanglement cut.

3. Entanglement cuts in phase space

In this section, we clarify the meaning of a phase space entanglement cut in terms of the \( d \)-dimensional single particle Hilbert space [38]. \( \mathcal{H} = L^{2}(\mathbb{R}^{d}) \). A direct connection between operations in the classical phase space \( \mathbb{R}^{2d} \) and the unitary transforms on the single particle states is provided by the Wigner–Weyl transformation, which is used to define entanglement cuts corresponding to arbitrary hyperplanes in the phase space.

\[\text{Note that the discussion of section 2 does not allude to the contents of the single particle Hilbert space. In particular, the computations readily generalize to fermions with internal (spin/orbit) degrees of freedom, simply by taking the corresponding inner product in equation (4). However, we only consider fermions without any internal degrees of freedom in this article.}\]
3.1. Choosing an entanglement cut

As discussed in section 2, a choice of bipartition of the single particle Hilbert space decomposes the many-body Hilbert space into a tensor product, for which one can compute the entanglement spectrum. In practice, this bipartition of $H_1$ is most conveniently defined by choosing a basis of $H_1$ and defining the ‘subsystem’ $A$ as the span of a subset of the basis vectors. For instance, for fermions on a $d$-dimensional space $\mathbb{R}^d$, a convenient basis of $H_1$ is the position basis, viz, $|x\rangle$, $x \in \mathbb{R}^d$. One can then choose a region $A \subset \mathbb{R}^d$ and define $H_{1,A} \equiv \text{span}\{|x\rangle, x \in A\}$. Another convenient basis is the momentum basis $|p\rangle$, $p \in \mathbb{R}^d$, using which one can define a momentum-space entanglement cut.

Since these bases correspond to the same vector space, they must be related by a unitary transformation. Indeed, this is just the Fourier transform

$$|p\rangle \equiv \int_{\mathbb{R}^d} \frac{d^d x}{(2\pi)^{d/2}} e^{i p \cdot x} |x\rangle, \quad p \in \mathbb{R}^d. \quad (15)$$

These two bases are in direct correspondence with the position and momentum in classical mechanics. However, classically, one thinks of the phase space $\mathbb{R}^{2d}$ with coordinates $\xi = (x, p)$, and the $x$-axis can be mapped into the $p$-axis by a rotation $g \in \text{SO}(2d)$. Thus, for $x \to p$, this coordinate transformation in the classical phase corresponds to a unitary transformation in the quantum Hilbert space. Since the coordinates $x$ and $p$ are treated on an equal footing and one has a plethora of transformations associated with the phase space, it is natural to attempt to associate unitary operators on $H_1$ with those transformations.

To make the connection with entanglement cuts clearer, we can also associate regions of the phase space with choices of subsystems. For instance, a position space cut defined by the choice of a subsystem $A_x = \{x \in \mathbb{R}^d : x_1 \geq 0\}$, with the $(d - 1)$ dimensional cut plane $\Pi_x \subset \mathbb{R}^d$ corresponding to $x_1 = 0$. The corresponding phase space partition $A_x$ and the $(2d - 1)$ dimensional cut plane $\tilde{\Pi}_x$ can be explicitly written as

$$\tilde{A}_x = \{\xi \in \mathbb{R}^{2d} : \xi_1 \geq 0\}, \quad \tilde{\Pi}_x = \{\xi \in \mathbb{R}^{2d} : \xi_1 = 0\}. \quad (17)$$

The precise connection between $A_x$ and $\tilde{A}_x$ is detailed in section 3.3, where we show that the overlaps between single particle states for the entanglement cut $A_x$ are equal to integrals of a corresponding Wigner function over $\tilde{A}_x$.

One particular allure of this approach lies in the fact that the classical phase space offers many continuous families of coordinate transformations, whose quantum equivalents are not immediately obvious. For instance, the coordinate axes can be continuously rotated into the momentum axes by a set of rotations in $\text{SO}(2d)$. We next discuss the set of transformations that leave the phase space invariant, and construct the corresponding unitary operators on the single particle Hilbert space.

3.2. Classical mechanics and families of entanglement cuts

We begin by recalling a few facts about the modern approach to classical mechanics [32], which relies on the symplectic structure of the phase space. The classical phase space is
equipped with a closed, nondegenerate (symplectic) 2-form $\omega$, which can be written in canonical coordinates $(\mathbf{x}, \mathbf{p})$ on $\mathbb{R}^{2d}$ as
\[\omega \equiv \frac{1}{2} \omega_{ij} \, d\xi^i \wedge d\xi^j = \mathbf{dp} \wedge d\mathbf{x} = dp_i \wedge dx^j.\] (18)
We also define $\omega$ as the $2d$-dimensional antisymmetric matrix with entries $\omega_{ij}$, so that in canonical coordinates,
\[\xi = \begin{pmatrix} \mathbf{x} \\ \mathbf{p} \end{pmatrix}, \quad \omega = \begin{pmatrix} 0 & \mathbb{I}_d \\ -\mathbb{I}_d & 0 \end{pmatrix}.\] (19)

The symplectic form also defines the Poisson bracket, which can be quantized by the Dirac prescription to obtain the canonical commutation relations $[\hat{x}_j, \hat{p}_k] = i \delta_{jk} \hat{1}$. Explicitly,
\[[\xi^i, \xi^k] = (\omega^{-1})^{ik} \rightarrow [\hat{\xi}^i, \hat{\xi}^k] = i (\omega^{-1})^{ik} \hat{1},\] (20)
where $\hat{\xi}$ is a Hermitian operator on $L^2(\mathbb{R}^d)$ and $\hat{1}$ denotes the identity operator.

The set of transformations of the phase space that leave the symplectic form invariant consist of translations, rotations and dilations in the phase space $\mathbb{R}^{2d}$. These form the Lie group of linear canonical transformations, also known as the inhomogeneous symplectic group $\text{ISp}(2d, \mathbb{R}) \equiv \mathbb{R}^{2d} \rtimes \text{Sp}(2d, \mathbb{R})$. Here, $\mathbb{R}^{2d}$ is the group of translations, i.e. the abelian Lie group formed by $\mathbb{R}^{2d}$ with vector addition as the group composition law. Explicitly, the Lie group can be represented as the set of $(2d + 1) \times (2d + 1)$ matrices of the form
\[g = \begin{pmatrix} \mathbf{A} & \mathbf{b} \\ 0 & 1 \end{pmatrix}, \quad \mathbf{A} \in \text{Sp}(2d, \mathbb{R}), \quad \mathbf{b} \in \mathbb{R}^{2d},\] (21)
which act on the column vector $(\xi^T, 1)^T$. The transformation of a point in the phase space, $\xi \in \mathbb{R}^{2d}$, can thus be written as $g : \xi \mapsto \mathbf{A} \xi + \mathbf{b}$. The corresponding Lie algebra is $\text{sp}(2d, \mathbb{R})$ consists of matrices of the form
\[X = \begin{pmatrix} \mathbf{A} & \mathbf{b} \\ 0 & 1 \end{pmatrix}, \quad \mathbf{A} \in \mathbb{R}^{2d}, \quad \mathbf{b} \in \mathbb{R}^{2d},\] (22)
where $\text{sp}(2d, \mathbb{R})$ and $\mathbb{R}^{2d}$ are the Lie algebras of $\text{Sp}(2d, \mathbb{R})$ and $\mathbb{R}^{2d}$, respectively. The generators of this Lie algebra correspond precisely to the quadratic Hamiltonians [38]. In appendix C, we show that these Hamiltonians are explicitly given by
\[H(\xi) = \frac{1}{2} \xi^T \omega \mathbf{A} \xi + \mathbf{b}^T \omega \xi.\] (23)
for the generators of $\text{isp}(2d, \mathbb{R})$ defined in equation (22).

In the next subsections, we associate a unitary operator $U_t \in U(\mathcal{H})$ with each $g \in \text{ISp}(2d, \mathbb{R})$ by explicitly defining a (projective) unitary representation of $\text{ISp}(2d, \mathbb{R})$ on $\mathcal{H}$. For the moment, assuming the existence of these unitaries, we explicitly discuss certain families of entanglement cuts corresponding to one parameter subgroups $g(t) \equiv \exp(tX) \in \text{ISp}(2d, \mathbb{R})$ for $t \in \mathbb{R}$ and $X \in \text{isp}(2d, \mathbb{R})$. These examples illustrate the connection between the phase space picture and the conventional entanglement cut pictures. Explicitly, we consider the entanglement cuts corresponding to the region
\[\Lambda_g = \{ \xi \in \mathbb{R}^{2d} : [g^{-1} \xi]_1 \geq 0 \}, \quad \tilde{\Lambda}_g = \{ \xi \in \mathbb{R}^{2d} : [g^{-1} \xi]_1 = 0 \}\] (24)
for certain $g(t) \in \text{ISp}(2d, \mathbb{R})$, and we have taken a cut along the first coordinate for convenience. Here, we interpret the transformation $|\psi\rangle \rightarrow U_t |\psi\rangle$ as an active transformation, while
\( \xi \to g^{-1} \xi \) is the corresponding passive transformation. We also discuss the Hamiltonians generating these one-parameter subgroups, whose (Weyl-) quantization would turn out to be generators of the corresponding transformation in phase space, as we shall explicitly see in section 4.

(i) **Phase-space translations:** these transformations replicate the conventionally studied families of position- and momentum-space cuts. Consider a general phase space translation \( \xi \to \xi + u_t \), where \( t \in \mathbb{R} \) and \( u \equiv (u_x, u_p) \) is a unit vector in \( \mathbb{R}^d \). The one parameter subgroup of \( \text{ISp}(2d, \mathbb{R}) \) and the corresponding Lie algebra generators are given by

\[
g(t) = \begin{pmatrix} 1 & u_t^T \\ 0 & 1 \end{pmatrix} \implies X = \begin{pmatrix} 0 & u \\ 0 & 0 \end{pmatrix},
\]

and the corresponding Hamiltonian is

\[
H(\xi) = u^T \omega \xi = u_x \cdot p - u_p \cdot x.
\]

To further unpack the meaning of these cuts, consider \( u_x = \{1, 0, \ldots\} \) and \( u_p = 0 \). The entanglement cuts can explicitly be written as

\[
\tilde{A}_t = \{ \xi \in \mathbb{R}^{2d} : x_1 - t \geq 0 \} \implies A_t = \{ x \in \mathbb{R}^d : x_1 \geq t \},
\]

which denotes the familiar family of position space cuts along \( x_1 \). A similar argument for \( u \) along a momentum direction (alongwith a rotation) leads to a family of momentum space cuts.

(ii) **Phase space rotations:** these result in a family of entanglement cuts that continuously interpolates between the position- and momentum-space cuts. Explicitly, consider the one parameter subgroup that implements \( \text{SO}(2) \) rotations among each of the coordinate pairs \( (x_k, p_k) \) for \( k = 1, \ldots, d \), i.e.

\[
\begin{pmatrix} x_k \\ p_k \end{pmatrix} \mapsto \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix} \begin{pmatrix} x_k \\ p_k \end{pmatrix} = \exp \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} x_k \\ p_k \end{pmatrix},
\]

where the matrix is the symplectic matrix \( \omega \) restricted to the \( x_k-p_k \) subspace. Thus, the general transformation on \( \mathbb{R}^{2d} \) is \( \xi \to e^{\omega t} \xi \), so that

\[
g(t) = \begin{pmatrix} \exp(-\omega t) & 0 \\ 0 & 1 \end{pmatrix} \implies X = \begin{pmatrix} -\omega & 0 \\ 0 & 0 \end{pmatrix}.
\]

Remarkably, the corresponding Hamiltonian generator is

\[
H(\xi) = -\frac{1}{2} \xi^T \omega^2 \xi = \frac{1}{2} \xi^T \xi = \frac{1}{2} \left( x^2 + p^2 \right),
\]

which is just the simple harmonic oscillator Hamiltonian in \( d \)-dimensions. For \( t = 0 \), we recover the position space cut along \( x_1 = 0 \), while for \( t = \pi/2 \), we get a momentum space cut along \( p_1 = 0 \). Finally, for \( t = \pi \), we get

\[
\tilde{A}_\pi = \{ \xi \in \mathbb{R}^{2d} : [-\xi_1] \geq 0 \} \implies A_\pi = \{ x \in \mathbb{R}^d : x_1 \leq 0 \},
\]

which corresponds to an inversion about the origin! Thus, for the case at hand, a phase space rotation by \( \pi \) reproduces the original system with the two subsystems swapped, so that one recovers the original entanglement spectrum. This has interesting consequences...
for the entanglement spectra of inversion symmetric many-body wavefunctions, as discussed in section 5.

(iii) Equal area shear: finally we consider an equal area shear in each of the coordinate pairs \((x_k, p_k)\) for \(k = 1, \ldots, d\), i.e.

\[
\begin{pmatrix}
  x_k \\
  p_k
\end{pmatrix} \mapsto \begin{pmatrix}
  e^t & 0 \\
  0 & e^{-t}
\end{pmatrix} \begin{pmatrix}
  x_k \\
  p_k
\end{pmatrix} = \exp \left[ t \begin{pmatrix}
  1 & 0 \\
  0 & -1
\end{pmatrix} \right] \begin{pmatrix}
  x_k \\
  p_k
\end{pmatrix}. \tag{32}
\]

Thus, the general transformation on \(\mathbb{R}^{2d}\) is \(\xi \mapsto e^{it}\xi\) with the block matrix 

\[
\Sigma = \text{diag}\{I_d, -I_d\},
\]

so that

\[
g(t) = \begin{pmatrix}
  \exp(St) & 0 \\
  0 & 1
\end{pmatrix} \implies X = \begin{pmatrix}
  S & 0 \\
  0 & 0
\end{pmatrix}, \tag{33}
\]

and the corresponding Hamiltonian generator is

\[
H(\xi) = \frac{1}{2} \xi^T \Sigma \omega \xi = \frac{1}{2} \xi^T \begin{pmatrix}
  0 & 1 \\
  1 & 0
\end{pmatrix} \xi = -\mathbf{x} \cdot \mathbf{p}. \tag{34}
\]

The meaning of this transformation is revealed if instead of the cut defined in equation (24), we start off with a momentum space cut defined as

\[
\Lambda = \{\mathbf{p} \in \mathbb{R}^d : |\mathbf{p}| \leq \Lambda\}, \quad \tilde{\Lambda} = \mathbb{R}^d \times \Lambda. \tag{35}
\]

Then, applying \(U_{g(t)}\) on a density matrix \(\hat{\rho}\) is equivalent to rescaling the ‘cutoff’ \(\Lambda \mapsto \Lambda e^t\), and tracing over \(\mathcal{H}_B\) represents a coarse-graining of high momentum states. Together, these constitute a single iteration in a renormalization group transformation on the density matrices [24].

3.3. Wigner–Weyl transforms and Wigner functions

In order to explicitly define a projective unitary representation of \(\text{ISp}(2d, \mathbb{R})\) on the single particle Hilbert space, we turn next to a phase-space formulation [40–42] of quantum mechanics. This approach maps density matrices (or linear operators in general) into functions on the classical phase space. Many such (formally equivalent) representations of quantum mechanics have been proposed [43], which are useful in different setups, a few examples being the Wigner–Weyl transformation (WWT), the Glauber–Sudarshan P-representation and the Husimi Q-representation.

In this article, we consider the WWT [44, 45], a linear bijection\(^5\) between quantum mechanical operators and phase-space functions, so that given a linear operator \(\hat{O} : \mathcal{H}_1 \to \mathcal{H}_1\), the WWT yields a function \(O : \mathbb{R}^{2d} \to \mathbb{R}\), termed the Weyl symbol of \(\hat{O}\). Explicitly, the WWT and its inverse—the Weyl quantization prescription—are defined as

\[
O(\xi) = \text{Tr}\{\hat{O} \hat{E}(\xi)\} \iff \hat{O} = \int_{\mathbb{R}^{2d}} d\mu(\xi) \, O(\xi) \hat{E}(\xi). \tag{36}
\]

where the kernel of the transform and the volume measure on the phase space are

\[
\hat{E} (\xi) = \int d\mu(\xi') \, e^{i\omega(\xi' \cdot \xi)} \hat{E}(\xi'), \quad d\mu(\xi) \equiv \left( \frac{\omega}{2\pi} \right)^d = \frac{d^d x \cdot d^d p}{(2\pi)^dr}. \tag{37}
\]

\(^5\)In this work we will only deal with trace-class operators and smooth Weyl symbols where the WWT is a well behaved isomorphism. The issue of the regularity of \(O(\xi)\) and \(\hat{O}\) is discussed more comprehensively in the literature [41, 46].
respectively, and
\[ \tilde{\zeta}(\xi') \equiv e^{i\omega(\xi', \xi)} = e^{i(\hat{x}' \cdot \hat{p} - \hat{p}' \cdot \hat{x})} = e^{-\frac{i}{2} \hat{x}' \cdot \hat{p}' - \frac{i}{2} \hat{p}' \cdot \hat{x}'}, \]

where we have defined \( \xi \equiv (\hat{x}, \hat{p}) \) and \( \omega(\xi, \xi') \equiv \xi' \cdot \omega \xi' \), and used the Zassenhaus formula in the last step.

Of particular importance is the Weyl symbol of the a density matrix \( \hat{\rho} \), commonly termed the Wigner function \( W(\xi) \). Since \( \text{Tr} \hat{\rho} = 1 \) by normalization, the Wigner function also integrates to one over the phase space. However, it cannot be interpreted as a probability distribution, since \( W(\xi) \) can take negative values. This is not a ‘bug’; rather, it is simply a manifestation of the superposition principle of quantum mechanics. More precisely, since the WWT is linear, a linear superposition of wavefunctions corresponds to the addition of the corresponding Wigner functions, so that the negative values of the Wigner function takes care of the possible destructive interference between wavefunctions.

For pure density matrices \( \hat{\rho} = \langle \psi | \psi \rangle \), the Wigner function \( W(\xi) = \langle \psi | \hat{\mathbf{E}}(\xi) | \psi \rangle \) can be expressed in terms of the position space wavefunction \( \psi(x) = \langle x | \psi \rangle \) as
\[ W(x, p) = \int d^d x' e^{-ip \cdot x'} \psi^* \left( x - \frac{x'}{2} \right) \psi \left( x + \frac{x'}{2} \right), \]

which is sometimes more convenient for explicit calculations. Its inverse is in turn
\[ \hat{\rho} = \int d^d x_1 d^d x_2 \int d^d p \left( \frac{2\pi}{i} \right)^d W \left( \frac{x_1 + x_2}{2}, p \right) e^{ip \cdot (x_1 - x_2)} | x_1 \rangle \langle x_2 |, \]

from which the single particle wavefunction can be read off by the definition of \( \hat{\rho} \). These expressions are explicitly derived from the definition of the WWT in appendix D.

From equation (39), we also note that the marginal distributions obtained by integration over either position or momentum coordinates produces the correct probability distributions in the remaining coordinate, i.e.
\[ \int_{p \in \mathbb{R}^d} \frac{d^d p \left( 2\pi \right)^d}{W(x, p) = |\psi(x)|^2}, \quad \int_{x \in \mathbb{R}^d} \frac{d^d x \left( 2\pi \right)^d}{W(x, p) = |\tilde{\psi}(p)|^2}, \]

where \( \tilde{\psi}(p) = \langle p | \psi \rangle \) is the Fourier transform of \( \psi \). For a mixed density matrix, we also have off-diagonal terms of the form \( \langle \psi | \phi \rangle \) for which we define the cross-Wigner function
\[ \tilde{W}(x, p) \equiv \langle \phi | \hat{\mathbf{E}}(x, p) | \psi \rangle = \int_{\mathbb{R}^d} d^d x' e^{-ip \cdot x'} \phi^* \left( x - \frac{x'}{2} \right) \psi \left( x + \frac{x'}{2} \right), \]

which can in general be complex. Its marginal distribution can be used to compute the overlap
\[ \int_{p \in \mathbb{R}^d} \frac{d^d p \left( 2\pi \right)^d}{\tilde{W}(x, p) = \phi^* (x) \psi (x)}, \]

which can be used to compute half space overlaps by integrating the Wigner function over \( A \times \mathbb{R} \). Thus, the phase space cuts introduced in section 3.1 can be visualized as the regions in the phase space over which one needs to integrate the relevant Wigner function to obtain the overlap matrix, which can be used to compute the entanglement spectrum.

\[ ^6 \text{Since the WWT is an isometry on trace-class operators.} \]
The projective unitary representation of $\text{ISp}(2d, \mathbb{R})$

The WWT provides us with an indirect route of implementing $\text{ISp}(2d, \mathbb{R})$ transformations on single particle density matrices. Since the Wigner function transforms as a scalar under the transformations of the phase space, given a density matrix, we can compute its Wigner function, implement the requisite phase space transformation, and then use Weyl quantization to obtain the resulting density matrix. This results in a unitary transformation on the space of density matrices, which defines the wavefunctions only up to a phase, so that one gets a projective unitary representation of $\text{ISp}(2d, \mathbb{R})$ on $\mathcal{H}$. The sequence of operations is schematically depicted in figure 1.

More formally, $\forall g \in \text{ISp}(2d, \mathbb{R})$, there is an induced action $g^* : W(\xi) \mapsto W(g^{-1} \xi)$, which lifts to an induced action on the density matrix

$$\hat{\rho} \mapsto \hat{\rho}_g = \int d\mu(\xi) \ W(g^{-1} \xi) \ \hat{E}(\xi).$$

which is a unitary transformation $[41, 42]$ on $\mathcal{H} \otimes \mathcal{H}^*_1$, One way to see the unitarity is to consider $\mathcal{V}$, the vector space of linear trace class operators on $\mathcal{H} \otimes \mathcal{H}^*_1$, which form a Hilbert space under the Hilbert–Schmidt inner product, defined as $\langle \hat{A}, \hat{B} \rangle \equiv \text{Tr}(\hat{A}^\dagger \hat{B})$. The set of operators $\{\hat{E}(\xi), \xi \in \mathbb{R}^{2d}\}$ form a basis of this space, so that WWT can be thought of simply as expansion of an operator $\hat{A}$ in this basis, with $O(\xi) \in \mathbb{R}$ being the coefficients. The completeness of this basis is equivalent to the statement that the WWT is a bijection. Thus, we can rewrite equation (45) more explicitly as

$$\hat{\rho}_g = \int d\mu(\xi) \ \text{Tr}\{\hat{\rho} \ \hat{E}(g^{-1} \xi)\} \ \hat{E}(\xi) = \int d\mu(\xi) \ \text{Tr}\{\hat{\rho} \ \hat{E}(\xi)\} \ \hat{E}(g \xi),$$

where we have used the fact that the symplectic form, and hence the phase space measure, is invariant under $\text{ISp}(2d, \mathbb{R})$, so that $d\mu(g \xi) = d\mu(\xi)$. This equation can then be interpreted as a basis transformation on $\mathcal{V}$. But since all orthonormal bases are related to one another by a unitary transform, we can deduce that $\hat{\rho} \mapsto \hat{\rho}_g$ is a unitary transform over $\mathcal{V}$.

In principle, given a wavefunction $|\psi\rangle \in \mathcal{H} \cong L^2(\mathbb{R}^n)$ and a transformation $g \in \text{ISp}(2d, \mathbb{R})$, one can explicitly go through this procedure to obtain the transformed wavefunction $|\psi_g\rangle$. However, for a given family of transformations $g(t)$, it is more convenient to construct an explicit operator (typically as an integration kernel) that implements this operation on the real-space wavefunction (See, for instance, section 5 of [42]). In the next section, we explicitly construct such an integration kernel for rotations in the phase space.
4. Phase space rotation

We now restrict to 1-dimensional systems, so that the phase space is $\mathbb{R}^2$. We show that the unitary representation of the rotation subgroup $\text{SO}(2) \subset \text{ISp}(2, \mathbb{R})$ on the single-particle Hilbert space $\mathcal{H} \cong L^2(\mathbb{R})$ is a *fractional Fourier transform*. Using its eigenbasis, we derive closed form expressions for the overlap matrix as a function of the phase space rotation, which can be used to compute the entanglement spectrum following the discussion of section 2.

4.1. Phase space rotation and the fractional Fourier transform

The phase space rotation acts on $\xi = (x, p) \in \mathbb{R}^2$ as

$$g_\theta: \xi \mapsto \xi' = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \xi.$$  (47)

Consider a position basis state $|y\rangle$, for which the Wigner function is

$$W(x, p) = \langle y | \hat{\mathcal{E}}(x, p) | y \rangle = \int \frac{dx_1 dp_1}{2\pi} e^{p_1(x_1-y) - i x_1 y} \delta(x_1) = \delta(x - y).$$  (48)

Since the Wigner function transforms as a scalar, under a phase space rotation by $\theta$, $W(\xi) \mapsto W_\theta(\xi) \equiv W(g_\theta^{-1} \xi) = \delta(x' \cos \theta + p' \sin \theta - y)$.  (49)

Using equation (40), the inverse WWT for this Wigner function can be computed as

$$\hat{\rho}'_\theta = \int dx_1 dx_2 \left[ \int \frac{dp_1}{2\pi} \delta \left( \frac{x_1 + x_2}{2} \cos \theta + p_1 \sin \theta - y \right) e^{i p_1 (x_1 - x_2)} \right] |x_1\rangle \langle x_2|$$

$$= \frac{1}{2\pi |\sin \theta|} \int dx_1 dx_2 \exp \left\{ i \left( \frac{y \csc \theta - x_1 + x_2}{2} \cot \theta \right) (x_1 - x_2) \right\} |x_1\rangle \langle x_2|$$

$$= \frac{1}{2\pi |\sin \theta|} \int dx_1 e^{-\frac{i}{2} \cot \theta (x_1^2 - 2x_1 x_2 \sec \theta + y^2)} |x_1\rangle \int dx_2 |x_2\rangle e^{\frac{i}{2} \cot \theta (x_2^2 - 2x_1 x_2 \sec \theta + y^2)}.$$  (50)

Thus, under a phase space rotation by $\theta$, the basis states transform as

$$|y\rangle \mapsto \frac{e^{i \phi(\theta)}}{\sqrt{2\pi |\sin \theta|}} \int dx e^{-\frac{i}{2} \cot \theta (x^2 - 2x y \sec \theta + y^2)} |x\rangle \equiv \int dx U_\theta(y, x) |x\rangle.$$  (51)

so that an arbitrary wavefunction $|\psi\rangle$ transforms as

$$|\psi\rangle = \int dx \psi(x) |x\rangle \rightarrow \int dx \psi_\theta(x) |x\rangle, \quad \psi_\theta(x) = \int dy U_\theta(x, y) \psi(y).$$  (52)

which is uniquely defined up to an overall phase $\phi(\theta)$, owing to the projective nature of the representation. This representation can actually be made unitary by a suitable choice of $\phi(\theta)$.

In appendix E, we show that

$$U_\theta \circ U_{\theta'} = U_{\theta + \theta'} \implies \phi(\theta) + \phi(\theta') = \phi(\theta + \theta') + \frac{\pi}{4}.$$

Setting $\phi(\theta) = \frac{\pi}{4} - \frac{\theta}{2}$, we obtain a unitary transformation for all $\theta$, which is the *fractional Fourier transform* [47–50], well known to electrical engineers. The transformation can alternatively be expressed as
The transformation kernel reduces to the Fourier transform for $\theta = \pi/2$, as well as to a Dirac-delta distribution as $\theta \to 0$, as shown in appendix D. Finally, for $\theta \to \pi$, $U_\theta$ reduces to an inversion, i.e. $\psi(x) \mapsto -\psi(x)$. Thus, we have an explicit form for a continuous family of unitary operators on $H$ that interpolate between the identity and inversion operators, as alluded to in section 3.2.

4.2. Computing the overlaps

Given a set of single-particle wavefunctions $|\psi_a\rangle$, $a = 1, \ldots, N$, we can now compute the overlap matrix as a function of the phase space rotation angle as

$$O_{ab}(\theta) = \int_{x \in A} dx \psi^*_a(x) \psi_b(x), \quad \psi_a(x) = F_\theta[\psi_a(x)].$$

(54)

However, since evaluating the integral in equation (53) in a closed form can in general be daunting, we take an alternative route. Recall that the fractional Fourier transform is a linear unitary operator on $L^2(\mathbb{R})$, so that it has a complete set of eigenvectors with the eigenvalues on the unit circle. These are the eigenstates of the 1D quantum harmonic oscillator [47, 50], described by the Hamiltonian

$$H_{\text{SHO}} = \frac{1}{2} (\hat{p}^2 + \hat{x}^2) = a^\dagger a + \frac{1}{2},$$

(55)

where the ladder operators are defined as

$$a = \frac{1}{\sqrt{2}} (\hat{x} + i \hat{p}), \quad a^\dagger = \frac{1}{\sqrt{2}} (\hat{x} - i \hat{p}),$$

(56)

which satisfy $[a, a^\dagger] = 1$. The eigenvectors satisfy

$$H_{\text{HO}} |\varphi_n\rangle = \left(n + \frac{1}{2}\right) |\varphi_n\rangle, \quad \varphi_n(x) = \frac{1}{\sqrt{2^n n!}} H_n(x) e^{-x^2/2},$$

(57)

where $H_n(x)$ are the Hermite polynomials. Under phase space rotations, these transform as

$$U_\theta |\varphi_n\rangle = e^{in\theta} |\varphi_n\rangle \quad \iff \quad F_\theta[\varphi_n(x)] = e^{in\theta} \varphi_n(x).$$

(58)

This is simply the quantum mechanical time evolution of the harmonic oscillator eigenstates, with $\theta$ playing the role of ‘time’! We can therefore rewrite $U_\theta = e^{i a^\dagger a}$, which can be thought of as the quantum version of the classical statement (see equation (30)) that the harmonic oscillator Hamiltonian generates the rotation subgroup of $\text{ISp}(2d, \mathbb{R})$. Finally, the fractional Fourier transform kernel can also be interpreted as the propagator of the harmonic oscillator (Mehler’s kernel).

The phase space rotation can now be implemented by first expanding them in the harmonic oscillator eigenbasis, as

$$|\psi_a\rangle = \sum_{n=0}^\infty \alpha_{a,n} |\varphi_n\rangle \quad \mapsto \quad |\psi_a,\theta\rangle = \sum_{n=0}^\infty \alpha_{a,n} e^{in\theta} |\varphi_n\rangle.$$

(59)
The half space overlaps (equation (4)) are then given by
\[
O_{ab}(\theta) = \langle \psi_{a,\theta} | \psi_{b,\theta} \rangle_{\Lambda} = \sum_{m,n} \alpha_{a,m}^{*} \alpha_{b,n} e^{i(n-m)\theta} O_{mn},
\]
where \(\theta\)-independent \(O_{mn} = \langle \varphi_m | \varphi_n \rangle_{\Lambda}\) can be calculated explicitly, as shown in the next section. The overlap matrix can be more compactly written as
\[
O(\theta) = \mathfrak{A}^\dagger \mathfrak{G}(\theta) \mathfrak{D} \Theta(\theta) \mathfrak{A}, \quad \Theta = \text{diag} \{1, e^{i\theta}, \ldots\},
\]
where \(\mathfrak{A} = (\alpha_1, \alpha_2, \ldots, \alpha_N)^T\). In practice, we truncate the expansion in equation (59) and use this expression to numerically evaluate the overlap matrix, and hence the entanglement spectrum, as a function of \(\theta\). In the following, we refer to the entanglement spectrum as a function of \(\theta\) as the phase space entanglement spectrum (PSES).

4.3. Overlap matrix and Wigner functions

The half-space overlap matrices for the harmonic oscillator can be computed analytically using the harmonic oscillator Wigner functions. These are also useful in their own right, since given an arbitrary wavefunction \(|\psi\rangle \in \mathcal{H}_1\) with harmonic oscillator coefficients \(\alpha\), the Wigner function can be computed as
\[
W(\xi) = \sum_{m,n=0}^{\infty} \alpha_m^* \alpha_n e^{i(n-m)\theta} W_{mn}(\xi); \quad W_{mn}(\xi) = \langle \varphi_m | \hat{\Theta}(\xi) | \varphi_n \rangle.
\]
These can then be used to visualize the single particle density matrices for arbitrary wavefunctions. To compute \(W_{mn}(\xi)\), we use the harmonic oscillator creation and annihilation operators defined in equation (56). Mirroring these, we also define complex coordinates on the phase space as\(^7\)
\[
z = \frac{1}{\sqrt{2}} (x + ip), \quad z^* = \frac{1}{\sqrt{2}} (x - ip),
\]
so that the symplectic form is \(\omega = -idz \wedge dz^*\). In these coordinates, the operator \(\hat{\Theta}(\xi)\) can be written as
\[
\hat{\Theta}(z) = e^{-i\omega(z, z^*)} = e^{z^*a - za^*} = e^{-|z|^2/2} e^{-za^*} e^{za},
\]
and the Wigner functions become
\[
W_{mn}(z) = \langle \varphi_m | \hat{\Theta}(z) | \varphi_n \rangle = \frac{1}{2\pi} \int \! d^2z_1 \ e^{z_1^*z - z_1z^*} e^{-|z|^2/2} \langle \varphi_m | e^{-za^*} e^{za} | \varphi_n \rangle,
\]
where the expectation value occurring in this integral can be computed using operator manipulations, as shown in appendix F. The final result is (see also [51, 52])
\[
W_{mn}(z) = 2(-1)^m \sqrt{\frac{m!}{n!}} (2z)^{n-m} e^{-2|z|^2} L_n^{n-m} (4|z|^2),
\]
where \(L_n^{\alpha}(x)\) denote the associated Laguerre functions. Clearly, for \(m = n\), we get
\[
W_{nn}(z) = 2(-1)^n e^{-2|z|^2} L_n^{2n} (4|z|^2) = 2(-1)^n e^{-(x^2 + p^2)} L_n(2(x^2 + p^2)).
\]
\(^7\) We define these with the extra factor of \(1/\sqrt{2}\) to get rid of the additional factor of 2 in the symplectic form, and consequently in the WWT kernel.
For pure harmonic oscillator eigenstates, the Wigner functions are circularly symmetric, and thus manifestly invariant under a phase space rotation. This is consistent with the projective nature of the WWT, since the wavefunctions do indeed change by a phase under phase space rotation. We plot the first three Wigner functions in figure 2.

Finally, we compute the half-space overlap matrix \( O_{mn} = \langle \phi_m | \phi_n \rangle_A \). Note that \( \phi_n(-x) = (-1)^n \phi_n(x) \), so that from orthonormality, we get

\[
\delta_{mn} = \int_{-\infty}^{\infty} dx \phi^*_m(x) \phi_n(x) = [1 + (-1)^{m+n}] \int_0^\infty dx \phi^*_m(x) \phi_n(x),
\]

which fixes the overlap if \( m + n \) is even. For \( m + n \) odd, we use the explicit form of the cross Wigner function \( W_{mn}(\xi) \) and integral in equation (43) to compute \( O_{mn} \), as shown in appendix F. The final result is

\[
O_{mn} = \int_0^\infty dx \phi^*_m(x) \phi_n(x) = \begin{cases} 
\delta_{mn}/2, & m + n \text{ even} \\
\phi_{mn}, & m + n \text{ odd}
\end{cases},
\]

where

\[
\phi_{mn} = \frac{m-n+1}{2\pi} \sqrt{\frac{n!}{m!}} \frac{(-1)^{m/2}(n-m)!}{(n-m)!} \Gamma \left( \frac{n-m}{2} \right) 2F_1 \left( -m, \frac{n-m}{2} + 1; n-m+1; 2 \right),
\]

and \( 2F_1(a, b; c; x) \) denotes the ordinary hypergeometric function [53].

5. Inversion-symmetric wavefunctions

In this section, we illustrate the analytical machinery derived in the last three sections by computing the entanglement spectra as a function of phase space rotation for inversion symmetric free fermion many-body states. More explicitly, given the orthonormalized set of single particle wavefunctions that constitute the Slater determinant, we use equations (61) and (69) to compute the half-space overlap matrices as a function of \( \theta \), and thus compute the entanglement spectrum using equation (12).

The entanglement spectra of inversion symmetric Slater determinants are of particular interest, since they are known to exhibit a ‘chiral symmetry’ for the position space cut [11, 12]. In this section, we show that this feature survives phase space rotations by arbitrary
θ about the inversion center. For gapped PSES, we further define a \( \mathbb{Z} \)-valued ‘chiral invariant’ associated with the \( \theta \)-dependent entanglement spectrum, thereby classifying the entanglement Hamiltonians into topological sectors, which cannot be continuously deformed into each other without closing the gap for some \( \theta \).

5.1. Inversion symmetry and phase space rotation

For a many-body state \(|\Psi\rangle\), inversion symmetry is the statement that

\[
\Psi(-\mathbf{X}) = (-1)^\sigma \Psi(\mathbf{X}), \quad \mathbf{X} = (x_1, \ldots, x_N) \in \mathbb{R}^N,
\]

where \( \sigma \in \{0, 1\} \) is the mirror parity of the \( N \)-fermion position space wavefunction \( \Psi(\mathbf{X}) = \langle \mathbf{X}|\Psi\rangle \). For a position space cut about \( x = 0 \), the entanglement spectrum is symmetric about \( \varepsilon_{\pm} = 0 \). This can be seen from the results of section 2, since inversion swaps the A and B subsystems, so that the overlap eigenvalues change as \( \mu_n \to 1 - \mu_n \) and using equation (13), we get \( \varepsilon_{\pm} \to -\varepsilon_{\pm} \). We next consider its analogue for phase space cuts.

For an inversion symmetric Slater determinant, we can always choose the corresponding orthonormal single particle states as inversion eigenstates by a suitable orthonormalization again demands that 

\[
\langle \phi_n|\theta \rangle = (-1)^{\sum_{m} \sigma_m} \langle \phi_n|\theta \rangle,
\]

so that if \( \sigma_n \in \{0, 1\} \) and \( N_{e,o} \) denotes the number of single particle wavefunctions with even/odd parity under inversion, such that \( N = N_e + N_o \). Using the orthogonality of these wavefunctions (see equation (68)), we deduce that

\[
\delta_{mn} = \langle \psi_m | \psi_n \rangle = [1 + (-1)^{\sigma_m + \sigma_n}] \mathcal{O}_{mn}
\]

so that \( \mathcal{O}_{mn} = \delta_{mn}/2 \) whenever \( \sigma_m = \sigma_n \), i.e. \( \mathcal{O} \), restricted to a fixed parity sector, is proportional to identity.

Remarkably, this form of \( \mathcal{O} \) continue to hold for phase space rotations by \( \theta \) about \( x = 0 \), the fixed point of inversion. This can be explicitly seen by switching to the harmonic oscillator basis, where phase space rotations take a simple form:

\[
|\psi_n\rangle = \sum_{\ell=0}^\infty \gamma_{n,2\ell+\sigma_n} |\varphi_{2\ell+\sigma_n}\rangle \quad \Rightarrow \quad |\psi_{n,\theta}\rangle = \sum_{\ell=0}^\infty e^{i(2\ell+\sigma_n)\theta} \gamma_{n,2\ell+\sigma_n} |\varphi_{2\ell+\sigma_n}\rangle.
\]

In the expansion, we have used the fact that under inversion, \(|\varphi_n\rangle \to (-1)^{\sigma_n} |\varphi_n\rangle\). Orthonormalization again demands that \( \sum_{\ell} \gamma_{m,2\ell+\sigma_m}^* \gamma_{n,2\ell+\sigma_n} = \delta_{mn} \), so that if \( \sigma_n = \sigma_m \), then

\[
\mathcal{O}_{mn}(\theta) = \sum_{\ell,\ell'} \gamma_{m,2\ell+\sigma_m}^* \gamma_{n,2\ell'+\sigma_n} e^{2i(\ell-\ell')\theta} |\varphi_{2\ell'+\sigma_n}\rangle \langle \varphi_{2\ell+\sigma_n}| = \frac{1}{2} \delta_{mn},
\]
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independent of $\theta$, where we have used equation (69) for the harmonic oscillator eigenstates. This result can also be understood by the fact that a phase space rotation cannot change the parity sector of a wavefunction, since inversion, being equivalent to $U_{\phi}$, commutes with phase space rotation $U_{\theta}$.

5.2. Entanglement spectrum and the chiral invariant

We next investigate how the additional constraints imposed on the overlap matrix affect the entanglement spectrum. The structure of the overlap matrix is made particularly clear by enumerating the wavefunctions such that $\sigma_m = 0$ for $1 \leq m \leq N_s$ and $\sigma_n = 1$ otherwise. Then, $O(\theta)$ can be written as

$$ O(\theta) = \frac{1}{2} [1 + M(\theta)], \quad M(\theta) = 2 \begin{pmatrix} 0 & m(\theta) \\ m^\dagger(\theta) & 0 \end{pmatrix}. \tag{76} $$

with

$$ m_{mn}(\theta) = \langle \psi_{m,\theta} | \psi_{n,\theta + N_0} \rangle, \quad m = 1, \ldots, N_s, \ n = 1, \ldots, N_0. \tag{77} $$

Using equation (14), the entanglement Hamiltonian becomes

$$ H_E(\theta) = -\ln \left[ (1 + M(\theta)) (1 - M(\theta))^{-1} \right] = -2 \tanh^{-1} M(\theta). \tag{78} $$

Thus, $H_E(\theta)$ inherits the off-diagonal structure of $O(\theta)$, and hence enjoys a chiral symmetry. Explicitly,

$$ \{ M(\theta), I_x \} = \{ H_E(\theta), I_x \} = 0, \quad I_x = \begin{pmatrix} I_{N_0} & 0 \\ 0 & -I_{N_s} \end{pmatrix}. \tag{79} $$

Unlike the chiral symmetry typically encountered in topological band theory, the origin of this entanglement chirality is simply the invariance of the structure of the overlap matrix under phase-space rotations.

For a Slater determinant with $N_s \neq N_0$, the entanglement Hamiltonian $H_E(\theta)$ has at least $|N_s - N_0|$ zero modes for all $\theta$, since $\text{rank} \ H_E = \text{rank} \ M \leq 2 \ \text{min}(N_s, N_0)$. These zero energy ‘flat bands’ in the 1-particle entanglement spectrum are protected by the inversion symmetry, and lead to a lower bound on the entanglement entropy [12]

$$ S_A \geq \ln 2 |N_s - N_0|. \tag{80} $$

This lower bound can be associated with the structure of the boundary modes in the context of topological band theory [12].

On the other hand, for $N_s = N_0$, the entanglement Hamiltonian is generically gapped for all $\theta$, and thus resembles Bloch Hamiltonians of a chiral symmetric 1D topological band insulator! Thus, we can exploit the topological classification [54] of band insulators with symmetries to define a chiral invariant. Explicitly, the gap in the entanglement spectrum closes iff $m(\theta)$ is singular, so that for gapped Hamiltonians, we can define the chiral invariant as

$$ \nu_E \equiv \frac{1}{\pi} \text{Im} \left[ \int_0^\pi \text{Tr}[m^{-1}(\theta) \partial_\theta m(\theta)] \ d\theta \right]. \tag{81} $$

The range of integration here reflects the fact that $U_{\phi} = I$, which returns $|\Psi\rangle$ to itself up to the sign $(-1)^{N_s}$. Mathematically, the topological information associated with $m(\theta)$ is reflected in the fact that $m: S^1 \to \text{GL}(N_s, \mathbb{C})$, and such maps are classified by $\pi_1(\text{GL}(N_s, \mathbb{C})) \cong \mathbb{Z}$. Equivalently, the chiral invariant is the winding number associated with the map $\theta \mapsto \det m(\theta)$.
The existence of this topological invariant is surprising, since it is well defined for Slater determinants with any number of fermions; the simplest case being that of two fermions. It can also be used to define various topological ‘phases’, which cannot be deformed into each other without closing the gap in the entanglement spectrum, corresponding to a topological ‘phase transitions’ between different quantized values of $\nu_E$. These phase transitions are again reflected in a lower bound in the entanglement entropy: for $N$ zeros Dirac-like crossings at critical angles $\theta$, we must have

$$S_A \geq 2 \ln 2 \cdot N_{\text{zeros}}.$$  

(82)

One could interpret this lower bound as the minimum amount quantum entanglement that needs to be introduced into an intermediate pure state during the course of smoothly and unitarily transforming between inversion symmetric Slater wavefunctions with different $\nu_E$ index.

5.3. Flat bands and topological phase transitions

We now consider a simple example of a Slater determinant for which the computation of the winding number is analytically tractable. Consider then the $N$-fermion states formed by the eigenstates of the simple harmonic oscillator, i.e.

$$|\Psi\rangle \equiv |\varphi_{m_1}\rangle \wedge \cdots \wedge |\varphi_{m_N}\rangle, \quad m_j \in \mathbb{Z}^+, \quad 0 \leq m_1 < m_2 < \ldots < m_N.$$  

(83)

Under a phase space rotation, $|\varphi_n\rangle \rightarrow e^{i\theta_n}|\varphi_n\rangle$, so that the Slater determinant changes only up to a global phase $|\Psi\rangle \mapsto e^{i\theta} \sum_j m_j |\Psi\rangle$, i.e. the many-body density matrix, and hence the reduced density matrix, is invariant under phase space rotations. Thus, the entanglement spectrum is independent of $\theta$, leading to a ‘flat band’ model, which may nonetheless carries a nontrivial chiral invariant when $N_0 = N_e$.

Setting $N = 2M$ and given a $m = (m_1, \ldots, m_{2M})$ for which the chiral invariant is defined, it can be computed by referring back to equations (61), and noting that $\alpha$ reduces to an identity matrix under row and column operations, while separating out matrices into the parity-odd and even sectors such that $\Theta = \text{diag}\{\Theta_e, \Theta_o\}$, with $\Theta_{e,o}$ being the restriction of $\Theta$ defined in equation (61) to the relevant even/odd sector. The overlap matrix takes the form

$$\Theta^\dagger \Sigma \Theta = \frac{1}{2} \begin{pmatrix} 1 & 2\Theta^\dagger_e \Theta_o \\ \Theta^\dagger_e \Sigma \Theta_e & 2 \Theta^\dagger_e \Theta_e \end{pmatrix} \Rightarrow m(\theta) = \Theta^\dagger_e \tilde{\Sigma} \Theta_o,$$

(84)

where $\tilde{\Sigma}_{mn} = \Sigma_{m+M,n}$. Thus, the expression for the chiral invariant in equation (81) reduces to

$$\nu_E = \frac{1}{\pi} \text{Im} \left[ \int_0^\pi \text{Tr}[\Theta^\dagger_e \hat{0}_\theta \Theta_o + \Theta_e \hat{\partial}_\theta \Theta^\dagger_o] \, d\theta \right],$$  

(85)

which can be evaluated explicitly, since $\Theta_o$ and $\Theta_e$ are diagonal matrices. For instance, consider the $2M$-fermion ground state, for which $m_j = j - 1$, so that the odd/even sectors of $\Theta$ are simply $\Theta_o = e^{i\theta} \Theta_e = \text{diag}\{e^{i\theta}, e^{3i\theta}, \ldots, e^{(2M-1)i\theta}\}$. The chiral invariant becomes

$$\nu_E = \sum_{n=0}^{M-1} (2n + 1) - \sum_{n=0}^{M-1} 2n = M.$$  

(86)

On the other hand, for the first excited state with $m_j = j$, the chiral invariant becomes
Thus, a flat PSES with any nonzero chiral invariant can be realized by a many-fermion ground- or first excited-state of the simple harmonic oscillator. Consequently, any many-body wavefunction for which the chiral invariant is well-defined can be continuously deformed into one of these harmonic oscillator many-fermion states without closing the entanglement gap.

The chiral invariant provides a topological classification of various gapped entanglement spectra. Thus, a deformation between wavefunctions with gapped PSES carrying different chiral invariants must proceed via the closing of the gap at some \( \theta \in [0, \pi] \), which is an analogue of a topological phase transition in the topological band theory. This gap closing can also be analytically investigated for the harmonic oscillator wavefunctions. Consider then the 2-fermion ground state (GS) and the first excited states (ES), with wavefunctions

\[
|\Psi_{\text{GS}}\rangle := |\varphi_0\rangle \wedge |\varphi_1\rangle, \quad |\Psi_{\text{ES}}\rangle := |\varphi_2\rangle \wedge |\varphi_1\rangle.
\]

These two states have the same total parity \( \sigma = 1 \), but different winding numbers \( \nu_\text{ES} = +1 \) and \( -1 \), respectively, as follows from equations (86) and (87). Now consider a smooth interpolation between these two states, given by

\[
|\Psi(t)\rangle := \cos \left( \frac{\pi t}{2} \right) |\Psi_{\text{GS}}\rangle + e^{i\phi} \sin \left( \frac{\pi t}{2} \right) |\Psi_{\text{ES}}\rangle, \quad t \in [0, 1]
\]

with \( \phi \in \mathbb{R} \) being an arbitrary phase. We can explicitly compute

\[
m(\theta) = D_{01} \cos \left( \frac{\pi t}{2} \right) e^{i\theta} + D_{21} \sin \left( \frac{\pi t}{2} \right) e^{i(\phi-\theta)},
\]

which vanishes for some \( \theta \) iff \( t_{\text{crit}} = \frac{2}{\pi} \tan^{-1} \left( D_{01}/D_{21} \right) = \frac{2}{\pi} \tan^{-1} \sqrt{2} \approx 0.608 \). In figure 3, we plot the PSES for various values of \( t \). We clearly see the entanglement gap closing for \( t = t_{\text{crit}} \) at \( \theta = (\pi + \phi)/2 \), which is accompanied by a pinch-off at the origin in the single-particle Wigner function. In figure 4, we plot the entanglement entropy \( S_\chi \) as a function of \( (\theta, t) \in [0, 2\pi] \times [0, 1] \), which indeed shows that the minimum bound in the inequality of equation (82) is saturated at the gap-closing points.

5.4. Inversion symmetric potentials

We finally consider more general inversion symmetric Slater determinants. A plethora of such wavefunctions are provided by the many-body ground states of one-dimensional potential wells. Consider then a parity even potential well, i.e. \( V(-x) = V(x) \), that supports bound states with energies \( E_0 < E_1 < \ldots \). The corresponding eigenvectors satisfy \( \psi_n(-x) = (-1)^n \psi_n(x) \), as follows from the Sturm–Liouville oscillation theorem [55]. Due to the alternating inversion parities for eigenstates, for the \( N \)-fermion state, we have \( N_\text{e} = N_\text{o} + 1 \) whenever \( N \) is odd, and \( N_\text{e} = N_\text{o} \) whenever \( N \) is even.

The inversion symmetric potentials considered in this article, along with their bound state energies, are depicted in figure 5. In order to compute their PSES, we rewrite the Hamiltonian in the harmonic oscillator basis and truncate at \( M = 100 \) basis states. A numerical diagonalization of the Hamiltonian yields the harmonic oscillator coefficients \( \alpha \) for the first few bound states. The overlap matrix \( \mathcal{O}(\theta) \) is then computed using equation (61), which is used to compute the single particle PSES using equation (14). The results of these computations for both even and odd \( N \) are plotted in figure 6. The simple harmonic oscillator exhibits flat band entanglement spectra, as discussed earlier. In the case of odd \( N \), the presence of a zero
entanglement energy flat band is observed, while in the case of even $N$, the entanglement spectrum is generically gapped with quantized $\nu_E$ indices, which, for the potentials considered, depend only on $N$ and not on the potential in question.

To demonstrate the role of inversion symmetry in the chiral symmetry of the phase space entanglement spectra, we consider an inversion asymmetric potential, viz, the Rosen–Morse potential (figure 7(a)), which is obtained by adding a parity odd term to the Pöschel-Teller potential. The chiral symmetry is clearly broken in the corresponding PSES, as shown in figure 7.
In this article, we generalize the conventionally studied entanglement cuts for fermionic many-body systems to a continuous family of entanglement cuts derived from the corresponding classical phase space, and introduce a general recipe for the analytical computation of the entanglement spectra as a function of these cuts. We use these results to explicitly compute the entanglement spectra for free fermionic systems as a function of a phase space rotation, which continuously interpolate between the position- and momentum-space cuts.

Figure 5. The form of potential wells (a) the simple harmonic oscillator, \( V(x) = \frac{1}{2}x^2 \), (b) the anharmonic oscillator \( V(x) = \frac{1}{2}x^2 + \frac{1}{4}x^4 \), (c) the double well \( V(x) = -2x^2 + \frac{1}{4}x^4 \) and the Pöschel-Teller potential \( V(x) = -45 \text{sech}^2 x \), plotted over \( x \in (-4, 4) \). The energies of the first eight bound states are also depicted.

Figure 6. The one particle entanglement spectrum as a function of phase space rotation angle \( \theta \in (0, 2\pi) \) for the N-fermion ground state of the potentials depicted in figure 5, with \( N = 6 \) (top row) and \( N = 7 \) (bottom row). In both cases, we clearly see the chiral symmetry of the spectrum. For odd \( N \), there are flat zero energy bands (green lines), while for even \( N \), there are associated winding numbers \( \nu_E = 3 \) in (a)–(d).

Figure 7. (a) The Rosen–Morse potential \( V(x) = -45 \text{sech}^2 x - 2 \tanh x \), a variant of the Pöschel-Teller potential which breaks the inversion symmetry. The corresponding N-fermion PSES for \( N = 6 \) and \( N = 7 \) particles are plotted in (b) and (c), respectively, which clearly show a breaking of the chiral symmetry.

6. Discussion and conclusions

In this article, we generalize the conventionally studied entanglement cuts for fermionic many-body systems to a continuous family of entanglement cuts derived from the corresponding classical phase space, and introduce a general recipe for the analytical computation of the entanglement spectra as a function of these cuts. We use these results to explicitly compute the entanglement spectra for free fermionic systems as a function of a phase space rotation, which continuously interpolate between the position- and momentum-space cuts.
For inversion symmetric wavefunctions, the phase space entanglement Hamiltonian possesses a chiral symmetry, which is a direct consequence of the invariance of inversion parity under phase space rotations. This then leads to a classification of all inversion symmetric free fermion wavefunctions in one spatial dimension, which belong to two broad classes depending on whether there are an unequal or equal number of even and odd parity modes. The former case always leads to flat zero energy entanglement bands, while the latter leads to gapped entanglement spectra that may be further classified by a topological winding number. This mirrors the classification of noninteracting topological phases of matter, which is intriguing, since it is well defined for as few as two fermions.

The phase space rotations studied in this article can be ‘physically’ interpreted in various ways. For geometric quantization, it can be thought of as varying the polarization for a given prequantum Hilbert space. Thus, all possible entanglement cuts would be related by symplectomorphisms in the corresponding classical phase space, and one is simply choosing an unconventional curve in the group of symplectomorphisms. Interpreting the phase space rotation as the propagator of the quantum harmonic oscillator, i.e. interpreting \( \theta \) as ‘time’, the phase space entanglement spectrum can also be interpreted as a periodic time-dependent entanglement spectrum of a wavepacket trapped in a harmonic potential well. If the wavepacket is the ground state of some anharmonic potential (e.g. in an ultracold atomic system), this time evolution after turning off the anharmonicity is simply a quantum quench.

We have restricted our explicit discussion of entanglement to free fermionic wavefunctions; however, many aspects of this construction are also applicable to interacting wavefunctions. In particular, the effect of a phase space transformation \( g \) on a many-body wavefunction can be computed by applying a copy of \( U_g \) to each coordinate separately. For instance, for phase space rotation, the fractional Fourier transformation—defined as an integration kernel in equation (53)—has to be applied to all single particle coordinates, followed by a partial trace to compute the many-body PSES. Numerically, such multidimensional integrals can be carried out using Monte-Carlo sampling methods of, for instance, [21]. More generally, for a given phase space transformation, one could directly compute a unitary operator that acts on the full many-body wavefunction, which can be defined by computing the many-body Wigner function and applying the phase space transformations on each coordinate separately. Finally, for weakly interacting wavefunctions where there is a single dominant Slater determinant (as in the Hatree–Fock approximation), we can expect the entanglement spectrum derived from just the one particle reduced density matrix to contain reliable physical information.

In order to study topological phases of noninteracting fermions, we need a formalism to handle lattice models describing fermions with internal (e.g. spin/orbital) degrees of freedom. The generalization to wavefunctions with internal degrees of freedom is straightforward, and simply requires a redefinition of the overlap matrix in equation (4) using the suitable inner products. On the other hand, a direct generalization to systems on a lattice [56] would be more complicated, since the phase space is now discrete and there are no continuous group of symplectomorphisms. However, an analogue of the phase space rotation can be studied by ‘defining’ the corresponding unitary operator on single particle wavefunctions as the discrete fractional Fourier transform, i.e. a fractional power of the (unitary) Fourier transform matrix [47]. This definition leads to a version of PSES for systems on a lattice that reduce to the results at hand in the continuum limit. This would also work more generally for integrable interacting lattice models that reduce to a fermionic quadratic Hamiltonian, for instance, the Kitaev honeycomb model [8] and its generalizations [57].

\[\text{Note that for Kitaev models, the computation of PSES would only see the Majorana sector, but the gauge sector, which contributes to the topological entanglement entropy [19], remains inaccessible.}\]
The interpretation of the phase space entanglement spectrum in general, and the associated chiral invariant in particular, remains an open question, especially for the interacting wavefunctions. However, for the free fermionic wavefunctions, we empirically notice that the transitions between states with different chiral invariants are accompanied by changes in the critical points of the Wigner function, as seen from the emergence of a saddle point in figure 3. Since such a transition in a function on a compact manifold is associated with a change in the Morse index, we speculate that the chiral invariant defined in this article should be related to an analogue of the Morse index associated with the Wigner function, defined on the one-point compactified $\mathbb{R}^2$.

The study of entanglement has led to a deeper understanding of many aspects of quantum many-body systems. The phase space entanglement provides additional insight into the topology associated with certain inversion-symmetric systems, but further work is still needed to see if the combination of phase space based entanglement spectra and the analytical tools developed for the study of topological insulators can lead to new physical insights.
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Appendix A. Entanglement and fermionic many-body Hilbert space

The defining feature of fermionic wavefunctions is the antisymmetry under the exchange of particles. Mathematically, this can be encoded in an antisymmetric tensor product. Given a set of Hilbert space $V_n$, define

$$\bigwedge^N V_n \equiv A \left[ \bigoplus_{\sigma \in S_N} V_{\sigma(1)} \otimes V_{\sigma(2)} \otimes \cdots \otimes V_{\sigma(n)} \right], \quad (A.1)$$

where $A[\cdot]$ denotes the projection to the totally antisymmetric sector under the permutation group $S_N$. More explicitly, if $V_n = \text{span} \{ e_{n1}, \ldots, e_{nN} \}$, then $V_1 \wedge V_2 = A[(V_1 \otimes V_2) \oplus (V_2 \otimes V_1)] = \text{span} \{ e_i^1 \otimes e_j^2 - e_j^2 \otimes e_i^1 \}_{i=1 \ldots N_n, j=1 \ldots N_2}$.

Following directly from the properties of the tensor product, we deduce that antisymmetric tensor product is symmetric, i.e. $V_1 \wedge V_2 \cong V_2 \wedge V_1$, and distributive over direct sum, i.e. $V \wedge (V_1 \oplus V_2) = (V \wedge V_1) \oplus (V \wedge V_2)$.

The fermionic many body Hilbert space can then be defined as a sum over sectors with fixed particle numbers:

$$\mathcal{H} = \bigoplus_{N=0}^{\infty} \mathcal{H}_N, \quad \mathcal{H}_N \equiv \bigwedge_{n=1}^{N} \mathcal{H}_1, \quad (A.2)$$

10 Strictly speaking, the Wigner functions are not always Morse functions. However, since Morse functions are dense in $C^\infty(M)$ for any compact manifold $M$, one can use an approximation of the Wigner function by a Morse function to define this index.
where $\mathcal{H}_0 \cong \mathbb{C}$ is spanned by the unique vacuum state, while $\mathcal{H}_1$ is the single-particle Hilbert space. We seek to show that a subspace of $\mathcal{H}_1$ naturally induces a tensor decomposition of $\mathcal{H}$. To this end, consider a subspace $\mathcal{H}_{1,A} \subset \mathcal{H}_1$ with its orthogonal complement $\mathcal{H}_{1,B}$, so that $\mathcal{H}_1 = \mathcal{H}_{1,A} \oplus \mathcal{H}_{1,B}$. Substituting in equation (A.2) and using the symmetry and distributivity of $\wedge$, we get

$$
\mathcal{H} = \mathcal{H}_0 \oplus \left[ \bigoplus_{N=1}^{\infty} \left( \mathcal{H}_{1,A} \oplus \mathcal{H}_{1,B} \right) \right] = \mathcal{H}_0 \oplus \left[ \bigoplus_{N=1}^{\infty} \bigoplus_{m=0}^{N} \left( \mathcal{H}_{1,A} \wedge \left( \bigwedge_{n=m+1}^{N} \mathcal{H}_{1,B} \right) \right) \right],
$$

which is an infinite series with terms of the form $\mathcal{H}_{1,A} \wedge \mathcal{H}_{1,B}$ with nonnegative integers $m, n$, excluding $m = n = 0$. Defining $\mathcal{H}_{0,A/B} \cong \mathbb{C}$, we set $\mathcal{H}_0 = \mathcal{H}_{0,A} \wedge \mathcal{H}_{0,B}$, so that

$$
\mathcal{H} = \left[ \mathcal{H}_{0,A} \oplus \left( \bigoplus_{N=1}^{\infty} \mathcal{H}_{1,A} \right) \right] \wedge \left[ \mathcal{H}_{0,B} \oplus \left( \bigoplus_{N=1}^{\infty} \mathcal{H}_{1,B} \right) \right].
$$

Defining the many-body states corresponding to the single-particle Hilbert spaces $\mathcal{H}_{0,A/B}$ analogous to equation (A.2), we get

$$
\mathcal{H} = \left( \bigoplus_{m=0}^{\infty} \mathcal{H}_{m,A} \right) \wedge \left( \bigoplus_{n=0}^{\infty} \mathcal{H}_{n,B} \right) = \mathcal{H}_A \wedge \mathcal{H}_B,
$$

which is the desired tensor decomposition of the fermionic many-body Hilbert space.

Appendix B. Gramian matrices

Let $v_a \in \mathcal{V}$, $a = 1, \ldots, N$ be a set of vectors, where $\mathcal{V}$ is a complex vector space with a positive definite, sesquilinear inner product $\langle ., . \rangle$. The Gramian matrix $\mathcal{O}$ associated with these vectors is defined as

$$
\mathcal{O}_{ab} \equiv \langle v_a, v_b \rangle.
$$

(B.1)

Clearly, $\mathcal{O}$ is a Hermitian matrix, so that the spectrum $\sigma[\mathcal{O}] \subset \mathbb{R}$, and the eigenbasis of $\mathcal{O}$ is orthonormal and spans $\mathbb{C}^N$. Let $\gamma \in \mathbb{C}^N$, and consider

$$
\gamma^\dagger \mathcal{O} \gamma = \sum_{a,b=1}^{N} \gamma_a^* \langle v_a, v_b \rangle \gamma_b = \left( \sum_{a=1}^{N} \gamma_a v_a \right) \left( \sum_{b=1}^{N} \gamma_b v_b \right) = \langle v_\gamma, v_\gamma \rangle \geq 0,
$$

(B.2)

since the inner product is positive-definite. Furthermore, the equality above holds only if $\gamma = 0$, i.e. if there exist a set of $\gamma_a \in \mathbb{C}$ such that $\sum_a \gamma_a v_a = 0$, i.e. if the vectors are linearly dependent. Thus, we deduce that $\mathcal{O} \geq 0$, with the equality satisfied iff the vectors $v_a$ are linearly independent. This provides a lower bound on $\sigma[\mathcal{O}]$. In general, we can only deduce a trivial upper bound on the spectrum, viz, $\mathcal{O} \leq \text{tr} \mathcal{O}$.

A better upper bound for the spectrum is possible in one practical case, viz, when the vectors are obtained by projecting down an orthonormal set of vectors from some bigger Hilbert space. To wit, consider an orthonormal set of vectors $V_a \in \mathcal{V}_0$, so that the associated overlap matrix is simply the $N \times N$ identity matrix. Let $\mathcal{V} \subset \mathcal{V}_0$ with the projector $P : \mathcal{V}_0 \to \mathcal{V}$, and define $v_a = PV_a$, which are not necessarily orthonormal. However, the Hilbert space splits as
Thus, we can define vectors \( v^T_{ab} = P^T V_a \) and hence the two Grammian matrices
\[
O_{ab} \equiv \langle v_a, v_b \rangle, \quad O^T_{ab} \equiv \langle v^T_a, v^T_b \rangle = (I - O)_{ab}.
\]
Thus, we conclude that \( O \geq 0 \) and \( I - O \geq 0 \), from which we can deduce that \( \sigma[T] \subset [0, 1] \).

### Appendix C. Hamiltonian vector fields and \( \text{iSp}(2d, \mathbb{R}) \)

In the symplectic formulation of classical mechanics [32, 33], the time evolution of the classical system corresponds to the flows generated by Hamiltonian vector fields. Given a Hamiltonian \( H : \mathbb{R}^{2d} \rightarrow \mathbb{R} \), one uses \( \omega \) to define a Hamiltonian vector field \( \mathcal{X}_H = \mathcal{X}_H \frac{\partial}{\partial \xi} \) on the phase space as
\[
\frac{dH}{dt} = \omega(\mathcal{X}_H) \iff \mathcal{X}_H^i = (\omega^{-1})^j \frac{\partial}{\partial \xi^j}.
\]

Conversely, given a Hamiltonian vector field, i.e. one that preserves the symplectic form, one can use this relation to derive the corresponding Hamiltonian. More formally, for a symplectic manifold, the Lie algebra of tangent vectors is homomorphic to the Poisson algebra of Hamiltonians.

Such a set of Hamiltonian vector fields are defined by the action of the one-parameter families of symplectomorphisms on the phase space. In particular, for the phase space \( \mathbb{R}^{2d} \), the group of linear symplectomorphisms is the Lie group \( \text{ISp}(2d, \mathbb{R}) \), whose Lie algebra \( \text{iSp}(2d, \mathbb{R}) \) is simply the tangent space of the group manifold at identity, alongwith the Lie algebra of tangent vectors. Thus, we can associate Hamiltonians to the elements of the Lie algebra. Explicitly, consider the one-parameter family of curves generated by \( X \in \text{iSp}(2d, \mathbb{R}) \), i.e. \( \xi(t) = e^{\mathfrak{X} t} \circ \xi \), so that
\[
\mathcal{X}^j = \frac{d}{dt} \xi^j(t)|_{t=0} = [X \circ \xi]^j = [\mathfrak{X} \xi + b]^j.
\]

Next, since \( \omega^T = -\omega \) and \( \mathfrak{X} \in \text{iSp}(2d, \mathbb{R}) \), so that
\[
(\mathbb{I} + \epsilon \mathfrak{X})^T \omega (\mathbb{I} + \epsilon \mathfrak{X}) = \omega \Rightarrow \omega \mathfrak{X} = (\omega \mathfrak{X})^T \text{ up to } O(\epsilon).
\]

Thus, using equation (C.1) and the fact that \( \omega \mathfrak{X} \) is a symmetric matrix, we get
\[
\frac{\partial H}{\partial \xi^j} = (\omega \mathfrak{X})^k \xi^k + \omega^{jk} b^k \iff H = \frac{1}{2} \xi^T \omega \mathfrak{X} \xi + b^T \omega \xi,
\]
which is the closed form of the Hamiltonian that generates the same flow as the one-parameter subgroup \( g(t) = \exp(iX_k) \).

### Appendix D. Wigner functions

For a pure density matrix \( \hat{\rho} = |\psi \rangle \langle \psi | \), the density matrix is defined as
\[
W(x, p) = \langle \psi | \hat{\mathcal{E}}(x, p) | \psi \rangle = \int \frac{d^d p_1 d^d x_1}{(2 \pi)^d} \langle \psi | \hat{\mathcal{E}}(x_1, p_1) | \psi \rangle |\langle \psi | \hat{\mathcal{E}}(x, p) | \psi \rangle |.
\]

We seek to perform the computations in the position basis \( \{|x, x \in \mathbb{R}^d \} \), with orthogonality and completeness relations.
\begin{equation}
\langle x | x' \rangle = \delta^d(x - x'), \quad \mathbb{I} = \int_{\mathbb{R}^d} d^d x \langle x | x \rangle.
\end{equation}

Inserting this resolution of identity in equation (D.1) and using \( \psi(x) = \langle x | \psi \rangle \), we get

\begin{equation}
W(x, p) = \frac{1}{(2\pi)^{d/2}} \int d^d p_1 d^d x_1 d^d x_2 d^d x_3 \ e^{i(x - p_1)(x_2 - x_3)} \psi(x_2) \langle x_3 | \tilde{\psi}(x_1, p_1) | x_1 \rangle.
\end{equation}

Using the definition of \( \tilde{\psi}(x, p) \) from equation (38), we get

\begin{equation}
\langle x_2 | \tilde{\psi}(x_1, p_1) | x_1 \rangle = e^{-i x_1 \cdot p_1} \langle x_2 | e^{-i p_1 \cdot \hat{x}} e^{i p_1 \cdot \hat{p}} | x_1 \rangle = e^{i p_1 \cdot (x_1 + x_2 - x_3)} \delta^d(x_1 + x_2 - x_3).
\end{equation}

The Wigner function becomes

\begin{equation}
W(x, p) = \int d^d x_1 d^d x_2 d^d x_3 \ e^{-i p_1 \cdot \hat{x}} \psi(x_2) \langle x_3 | \psi(x_1) e^{-i p_1 \cdot \hat{x}} \delta^d(x_1 + x_2 - x_3).
\end{equation}

For the inverse transformation, we again insert resolutions of identity, and compute

\begin{equation}
\langle x_2 | \tilde{\psi}(x, p) | x_3 \rangle = \int d^d x_1 \frac{d^d p_1}{(2\pi)^d} e^{i p_1 \cdot (x_2 - x_1 - x_3)} \psi(x_1) \delta^d(x_1 + x_2 - x_3).
\end{equation}

Hence,

\begin{equation}
\hat{\rho} = \int d^d x \int d^d p \ W(x, p) \int d^d x_2 d^d x_3 \ |x_2| \langle x_2 | \tilde{\psi}(x, p) | x_3 \rangle |x_3|
= \int d^d x_2 d^d x_3 \left[ \int \frac{d^d p}{(2\pi)^d} \ W \left( \frac{x_2 + x_3}{2}, p \right) e^{i p \cdot (x_3 - x_2)} \right] |x_2| |x_3|,
\end{equation}

from which the new wavefunctions can be read off using the definition of the density matrix operator.

**Appendix E. The fractional Fourier transform**

The phase space rotation corresponds to the convolution of a wavefunction by the kernel

\begin{equation}
U_{\theta}(x, y) = \frac{e^{i\phi(\theta)}}{\sqrt{2\pi|\sin \theta|}} \ e^{-i \cot \theta (x^2 - 2xy \sec \theta + y^2)}.
\end{equation}

as shown in section 4.1. A particularly nice choice of \( \phi(\theta) \) is to demand that composition of kernels adds the corresponding \( \theta \), i.e.
\[
\int_{\mathbb{R}} dz U_\theta(x, z) K_{\theta'}(z, y) = K_{\theta+\theta'}(x, y).
\] (E.2)

The LHS can be evaluated as
\[
\frac{e^{i\phi(\theta)+i\phi(\theta')}}{2\pi \sqrt{|\sin \theta \sin \theta'|}} \int_{\mathbb{R}} dz e^{-\frac{1}{2} \cot \theta (x^2 - 2z \sec \theta + z^2)} \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2} \cot \theta' (z^2 - 2z \sec \theta + z^2)}
= \frac{e^{i\phi(\theta)+i\phi(\theta')}}{2\pi \sqrt{|\sin \theta \sin \theta'|}} e^{-\frac{1}{2} \left( x^2 \cot \theta + y^2 \cot \theta' - \frac{(\cot \theta + \cot \theta')^2}{\cot \theta \cot \theta'} \right)} \int_{\mathbb{R}} dz e^{-\frac{1}{2} \cot \theta (x^2 + \cot \theta' z^2)} \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2} \cot \theta' (z^2 + \cot \theta' x^2)}
= \frac{e^{i\phi(\theta)+i\phi(\theta')}}{\pi \sqrt{|2 \sin \theta \sin \theta' + \cot \theta \cot \theta'|}} e^{-\frac{1}{2} \left( x^2 + \cot \theta' z^2 + 2y \frac{\csc \theta + \csc \theta'}{\cot \theta \cot \theta'} \right)} e^{-\frac{1}{2} \cot \theta (x^2 + \cot \theta' z^2)} \frac{1}{\sqrt{2\pi \sin \theta + \theta'}}
\]
where we have used
\[
\sin \theta \sin \theta' (\cot \theta + \cot \theta') = \cos \theta \sin \theta' + \sin \theta \cos \theta' = \sin(\theta + \theta')
\]
and the integral
\[
\int_{\mathbb{R}} du e^{-iu^2} = e^{-\frac{1}{4} \pi} \int_{0}^{\infty} dv e^{-v^2} = e^{-\frac{1}{4} \pi} \sqrt{\pi}
\] (E.4)
with \(v = e^{\pi/4} u\) by a rotation of the integration contour by \(\pi/4\) clockwise in the complex-\(u\) plane. Thus, we must demand that
\[
\phi(\theta + \theta') = \phi(\theta) + \phi(\theta') - \frac{\pi}{4},
\] (E.5)
so that \(\phi(\theta) - \frac{\pi}{4}\) must be linear in \(\theta\). Finally, demanding that \(U_\theta(x, y)\) reproduce the Fourier transform kernel, i.e. \(K_{\pi/2}(x, y) = e^{i\pi y}\), to get \(\phi\left(\frac{\pi}{2}\right) = 0\). We set \(\phi(\theta) = \frac{\pi}{4} - \frac{\pi}{2}\), which reduces \(U_\theta\) to the kernel for the fractional Fourier transform. It can alternatively be written as
\[
U_\theta(x, y) = \sqrt{\frac{1 - \cot \theta}{2\pi}} e^{-\frac{1}{2} \cot \theta (x^2 - 2xy \sec \theta + y^2)}.
\] (E.6)

We can derive the following limiting cases:
\[
U_\theta(x, y) = \begin{cases} 
\delta(x - \zeta_n y) & \theta = n\pi \\
\frac{1}{\sqrt{2\pi}} e^{i\omega_n y} & \theta = (2n + 1)\frac{\pi}{2},
\end{cases}
\] (E.7)
where \(\zeta_n \equiv \cos(n\pi) = (-1)^n\). The latter case directly follows from setting \(\theta = (2n + 1)\frac{\pi}{2}\), while for the former, we need to take the limit:
\[
K_{\pi\epsilon}(x, y) = \lim_{\epsilon \to 0} K_{\pi\epsilon + \epsilon}(x, y) = \frac{e^{\pi/4}}{\sqrt{\pi}} \lim_{\epsilon \to 0} \frac{1}{\sqrt{2\epsilon}} e^{-\frac{1}{2\epsilon} (x - \zeta_n y)^2}.
\] (E.8)
This limit is defined as a distribution, which can be evaluated as

\[
\int_{-\infty}^{\infty} dy \, K_{n\pi}(x, y) f(y) = \frac{e^{i\pi/4}}{\sqrt{\pi}} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} dy \, \frac{e^{-\pi/2 (x - \zeta) y^2}}{\sqrt{2\epsilon}} f(y) = \frac{e^{i\pi/4}}{\sqrt{\pi}} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} du \, e^{-i\epsilon u} f(\epsilon u + \zeta) x, \quad \text{where } u = (y - \zeta x) / \sqrt{2\epsilon}
\]

These sums evaluate to the associated Laguerre polynomials [58], so that

\[
\langle \phi_m | e^{-z_1 a^\dagger} e^{iz_1^a} | \phi_n \rangle = \sqrt{m! n!} \sum_{q=0}^{\min(m, n)} \left( \frac{(-1)^{m-q}}{q! (m-q)! (n-q)!} \right) L_m^q \left( \frac{r_1}{\sqrt{2}} \right)^{m+n-2q}. \tag{E.9}
\]

where \( z = \frac{1}{\sqrt{2}} e^{i\theta} \) and \( \nu = n - m \), this simplifies to

\[
\langle \phi_m | e^{-z_1 a^\dagger} e^{iz_1^a} | \phi_n \rangle = e^{i\omega_1} \sqrt{m! n!} \sum_{q=0}^{\min(m, n)} \left( \frac{(-1)^{m-q}}{q! (m-q)! (n-q)!} \right) L_m^q \left( \frac{r_1}{\sqrt{2}} \right)^{m+n-2q}. \tag{F.4}
\]

These sums evaluate to the associated Laguerre polynomials [58], so that

\[
\langle \phi_m | e^{-z_1 a^\dagger} e^{iz_1^a} | \phi_n \rangle = e^{i\omega_1} \sqrt{m! n!} \left( \frac{r_1}{\sqrt{2}} \right)^{\nu} L_m^\nu \left( \frac{r_1^2}{2} \right). \tag{F.5}
\]

Thus,

\[
W_{mn}(r, \theta) = \sqrt{m! n!} \int \frac{d\alpha_1 d\theta_1}{2\pi} e^{-\frac{1}{2} + i(\nu \theta_1 + r_1 r_3 \sin(\theta_1 - \theta))} \left( \frac{r_1}{\sqrt{2}} \right)^{\nu} L_m^\nu \left( \frac{r_1^2}{2} \right). \tag{F.6}
\]
The $\theta_1$ integral can be evaluated using the definition of the Bessel function of the first kind:

$$J_\nu(a) = \int_0^{2\pi} \frac{d\phi}{2\pi} e^{i(\nu\phi + a\sin \phi)},$$

so that

$$W_{mn}(r, \theta) = e^{i\nu \theta} \sqrt{\frac{m!}{n!}} \int_0^{\infty} dr_1 \sqrt{r_1} f(r_1) J_\nu(r_1); \quad f(r_1) = \frac{r_1^{\nu+\frac{1}{2}} e^{-\frac{r_1^2}{2}}}{\Gamma(\frac{\nu}{2})}.$$

We identify this as a Hankel transform (Bateman manuscript, vol II, page 43, equation (5)) [58], so that

$$W_{mn}(r, \theta) = 2(\frac{-1}{2})^m \sqrt{\frac{m!}{n!}} \left(\sqrt{2} re^{i\theta}\right)^\nu e^{-r^2} L^\nu_m(2r^2).$$

Switching back to complex coordinates $z = \frac{1}{\sqrt{2}} (x + ip)$, we get

$$W_{mn}(z) = 2(\frac{-1}{2})^m \sqrt{\frac{m!}{n!}} \left(2z\right)^n e^{-m|z|^2} L^m_{\nu-m}(4|z|^2),$$

which is the desired result.

To compute the overlap on half space between the harmonic oscillator wavefunctions, we seek to compute

$$\mathcal{D}_{mn} = \int_0^{\infty} dx \int_{-\infty}^{\infty} dp W_{mn}(x, p) = \int_0^\infty dr \int_{-\pi/2}^{\pi/2} \frac{d\theta}{2\pi} W_{mn}(r, \theta),$$

where the polar representation is particularly suited for the case in hand. The angular integral evaluates to $\frac{1}{2}$ for $\nu = 0$, and to

$$I_\nu \equiv \int_{-\pi/2}^{\pi/2} \frac{d\theta}{\pi} e^{i\nu \theta} = \frac{1}{\pi \nu} \sin \left(\frac{\nu \pi}{2}\right) = \begin{cases} \frac{(-1)^{\nu-1}}{\nu}, & \nu \in 2\mathbb{Z} + 1, \\ 0, & \nu \in 2\mathbb{Z}, \end{cases}$$

for $\nu \neq 0$. This expression does tend to $\frac{1}{2}$ as $\nu \to 0$. For the radial part, we need to evaluate

$$\int_0^\infty 2dr \, r^\nu e^{-r^2} L^\nu_m(2r^2) = \int_0^\infty du \, u^{\nu/2} e^{-u} L^\nu_m(2u)$$

$$= \sum_{q=0}^m \frac{(-2)^q}{q!} \frac{m+\nu}{q+\nu} \int_0^\infty du \, u^{\nu/2+q} e^{-u}$$

$$= \frac{m+\nu}{\nu} \Gamma \left(\frac{\nu}{2} + 1\right) \, _2F_1 \left(-m, \frac{\nu}{2} + 1, \nu + 1; 2\right)$$

where $u = r^2$, and we have used the definition of the Laguerre polynomials. Here, $_2F_1$ denotes the ordinary hypergeometric functions, defined as

$$_2F_1(a, b, c; x) = \sum_{q=0}^\infty \frac{(a)_q (b)_q x^q}{(c)_q q!},$$

where $(a)_q$ denotes the Pochhammer symbol, which is the rising factorial.
where the the Pochhammer symbol is
\[(n)_q \equiv \begin{cases} 1, & q = 0, \\ n(n+1) \ldots (n+q-1), & q > 0. \end{cases} \] (F.11)

Putting all the pieces together, the half space integral becomes
\[ \Omega_{mn} = \sqrt{\frac{n!}{m!}} (-1)^m 2^{\nu/2} \Gamma \left( \frac{\nu}{2} \right) \frac{\pi}{\Gamma(\nu+1)} 2F_1 \left( -m, \frac{\nu}{2} + 1, \nu + 1; 2 \right) \sin \left( \frac{\nu \pi}{2} \right), \] (F.12)
with \( \nu = n - m \), and a \( \lim_{\nu \to 0} \) is understood since this expression is undefined for \( \nu = 0 \). Although it is not immediately obvious, the expression is indeed symmetric under \( m \leftrightarrow n, \nu \to -\nu \).

**Appendix G. Coherent states Wigner functions**

A particular case, where the phase space rotations are analytically tractable, as well as easily visualizable, are the harmonic oscillator coherent states. We present that computation here.

The coherent states are the eigenstates of the harmonic oscillator annihilation operator \((a|w\rangle = w|w\rangle)\), more explicitly defined as
\[ |w\rangle = e^{wa^\dagger - w^*a} |0\rangle = e^{-\frac{1}{2}|w|^2} e^{w a^\dagger} |0\rangle \] (G.1)
where \(|0\rangle\) is the vacuum state for the harmonic oscillator, i.e. \(a|0\rangle = 0\). The Wigner function is
\[ W_w(z) = \frac{1}{2\pi} \int d^2 z_1 e^{z \cdot z_1 - z^* \cdot z_1 - \frac{1}{2}|z|^2} \langle 0| e^{wa^\dagger} e^{-z^* a^\dagger} e^{z^* a} e^{wa^\dagger} |0\rangle, \]
\[ = \frac{1}{2\pi} \int d^2 z_1 e^{(z^* - w^*) z_1 - z^* (z-w) - \frac{1}{2}|z|^2} = 2 e^{-2|z-w|^2}, \] (G.2)
i.e. a Gaussian centered at \( w \). Under phase space rotations,
\[ |w\rangle \to e^{i\theta a^\dagger a} |w\rangle = e^{-\frac{1}{2}|w|^2} \sum_{n=0}^{\infty} \frac{(we^{i\theta})^n}{n!} (a^\dagger)^n |0\rangle = |we^{i\theta}\rangle. \]
Thus, the coherent state rotates around the origin at a fixed radius $|w|$. This can also be seen by a glance at the Wigner function, as shown in figure G1.
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