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Abstract: An efficient technique, called pseudo-Galerkin, is performed to approximate some types of linear/nonlinear BVPs. The core of the performance process is the two well-known weighted residual methods, collocation and Galerkin. A novel basis of functions, consisting of first derivatives of Chebyshev polynomials, has been used. Consequently, new operational matrices for derivatives of any integer order have been introduced. An error analysis is performed to ensure the convergence of the presented method. In addition, the accuracy and the efficiency are verified by solving BVPs examples, including real-life problems.
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1. Introduction

BVPs are used to model various problems in some fields, such as economics, biology, and engineering [1–5]. Due to the importance of ODEs, significant research work has been carried out about these problems [6–11]. In most instances, the exact solution of some ODEs cannot be obtained analytically, and numerical methods are considered as the way to obtain it.

Numerical methods are the set finite element, finite difference, spectral methods, etc., of all derivatives’ approximation solutions that lead to the exact values. Spectral methods (SMs) are considered a class of techniques that are worked in applied mathematics to obtain numerical solutions for many various problems in various fields. Many applications are treated by spectral methods, which obtain better results [12,13]: time–space with sub-diffusion and super-diffusion, Abel’s integral equations, and the multi-dimensional fractional Rayleigh–Stokes problem in fluids have all been solved by spectral methods. The consideration of SMs in approximating computations has been taken in the last few decades. SMs have been established to be an identical suitable tool to obtain the numerical solution of ODEs [14–16]. It deals with ODEs by stating these equations in terms of a series of unknown constants and smooth functions. The main idea of spectral methods is to use that set of tested functions, which are also known as expansion or basis approximating functions. Being very smooth, global, and orthogonal appear to be vital properties of these
polynomials. It is worth mentioning that the spectral method has been presented in [17] and fifth kind Chebyshev [18], and is still being used and developed in [19]. For more recent work about this polynomial, kindly refer to [20,21]. The approximation of spectral methods depends on the type of its basis function. A numerical method is called stable if the error function does not increase with respect to time. The SMs involve three methods types, called the Galerkin [22], Tau [23], and collocation (pseudo-spectral) methods (SCM) [24–27]. These methods can be used to investigate operational matrices for the derivatives [28]. SCMs are obtained when the test functions in the variational formulation are Dirac functions based on a pre-determined set of collocation points. The follow-on system approximates the derivatives by differentiating a universal interpolant constructed through the collocation points. The set of collocation points is related to the basis functions as the nodes of quadrature formulae, which are used in the subtraction of spectral coefficients from the grid values. Recently, a developing method was raised as a collection between Galerkin and the collocation methods [29].

As mentioned, the core of the SMs is the choice of the orthogonal polynomials. The author in [30] introduced the idea of using the derivative of the orthogonal polynomials. Recently, the first complete contribution for the Legendre’s derivative was introduced in [31]. Thus, we will continue this novelty in this work by investigating Chebyshev’s derivative as a new base function. Consequently, the new operational matrices for differentiation have been constructed.

According to the SMs’ point of view, the orthogonal polynomials have to satisfy the initial/boundary condition in the Galerkin method. While it is not a must in the collocation method, the expansion’s constants are determined in terms of the unknown function. As a new trend, the authors in [16] introduced a mix between the Galerkin and collocation methods, called the pseudo-Galerkin method. Therefore, the pseudo-Galerkin method with Chebyshev’s derivative will be used.

The frame of this paper is systematized as follows. In Section 2, some preliminaries and notations are presented for subsequent growths, and some differential and forms of Chebyshev polynomials (CHPs) are described. The description of the first derivative of the Chebyshev polynomials method (FDCHPs) and reviewing the algorithm of the method given are displayed in Section 3. Section 4 talks about the error analysis of the shown method. The numerical results of applying the obvious system on different problems are covered in Section 5. Finally, a brief conclusion is shown in Section 6.

2. Preliminaries

In this section, some important relations and properties of the CHPs and FDCHPs are introduced and presented. The relations that follow are the recurrence relations for the CHPs, $T_n(s)$, and its derivatives, $T'_n(s)$, of degree $n$, [32]:

$$T_n(s) = 2sT_{n-1}(s) - T_{n-2}(s),$$  (1)

$$2T_n(s) = \frac{1}{n+1}T'_{n+1}(s) - \frac{1}{n-1}T'_{n-1}(s),$$  (2)

with $n = 2, 3, ...$, where $T_0(s) = 1$ and $T_1(s) = s$. The CHPs (FDCHPs) form a complete orthogonal set on the interval [-1,1] w.r.t. the weighting function $w(s) = \frac{1}{\sqrt{1-s^2}}$ \([33]:\)

$$\int_{-1}^{1} T_n(s)T_m(s)w(s)ds = \begin{cases} 0 & n \neq m, \\ \frac{\pi}{2} & n = m \neq 0, \\ \pi & n = m = 0, \end{cases}$$  (3)

$$\int_{-1}^{1} T'_n(s)T'_m(s)\hat{w}(s)ds = \begin{cases} 0 & n \neq m, \\ \frac{\pi^2}{2} & n = m \neq 0. \end{cases}$$  (4)
Furthermore, $T_n'(s)$ can be generated as:

$$T_n'(s) = n \frac{\sin(n\theta)}{\sin(\theta)},$$

(5)

where $s = \cos(\theta)$.

The CHPs and FDCHPs can be expanded in a power series as [32,33]:

$$T_n(s) = n \frac{\lfloor \frac{n}{2} \rfloor}{2} \sum_{k=0}^{n-1} \binom{n}{k} T_k(s),$$

(6)

where $n \geq 1$ and $\lfloor \frac{n}{2} \rfloor$ is the integer part of $n/2$.

This explicit representation allows us to derive many useful formulae respective to the CHPs [33]:

$$T_n'(s) = 2n \sum_{k=0}^{n-1} \binom{n}{k} T_{n-2k}(s),$$

(7)

where $\sum'$ refers to halving the first term when $(n-1)$ is an even number [32], and its inversion formula is given explicitly by:

$$s_n = 2^{1-n} \sum_{k=0}^{\lfloor \frac{n}{2} \rfloor} \binom{n}{k} T_{n-2k}(s).$$

(8)

3. Chebyshev Polynomials’ First Derivatives

This section is divided into two subsections. The first section’s main target is investigating a higher-order operational matrix for derivatives in terms of our novel base functions, Chebyshev polynomials’ first derivatives. Consequently, this investigated matrix will be used via the presented method to design an algorithm for solving some types of problems.

3.1. Chebyshev Polynomials’ First Derivatives Operational Matrix

In this subsection, some important and novel relations will be investigated. The recurrence relation of the FDCHPs, $T_{n+1}'(s)$, of degree $n$, denoted by $D_T_{n}(s)$, is:

$$D_T_{n}(s) = 2s D_T_{n-1}(s) + 2T_n(s) - D_T_{n-2}(s), \quad n = 2, 3, 4, \ldots.$$ 

(9)

The set $\{D_T_{n}(s) : n = 0, 1, 2, \ldots\}$ form an orthogonal set as follows:

$$\int_{-1}^{1} D_T_{n}(s) D_T_{m}(s) \hat{w}(s) ds = \begin{cases} 0 & n \neq m, \\ (n+1)^2 \pi & n = m, \end{cases}$$

(10)

where $\hat{w}(s) = \sqrt{1 - s^2}$.

Theorem 1. The FDCHPs can be approximated in terms of their variable $s$ by the following formula:

$$D_T_{n}(s) = \sum_{k=0}^{n+1} k C_{n,k}^{-1} s^{k-1}; \quad (n-k+1)\text{even},$$

(11)

where $n \geq 1$, $C_{n,k}^{-1} = (-1)^{n-k} 2^{k-1} \left[ 2^{n+1} - \binom{n+1}{k} \right]$, and its inversion formula is given explicitly by:

$$s^{n+1} = \frac{2^{-(n+1)}}{n+2} \sum_{k=0}^{n+1} \binom{n+2}{n-k+1} D_T_{k}(s),$$

(12)

where $r_k = \frac{n+k+1}{2}$ and $(n-k+1)$ is even.
Proof. The first part of the theorem is gained by deriving Equation (6), whereas the result of the second part is gained by deriving Equation (8).

Lemma 1. Let n be any non-negative integer. The moment formulae for the FDCHPs are given explicitly by:

\[ s^D T_n(s) = \frac{n+1}{2} \sum_{k=n-1}^{n+1} \frac{1}{k+1} D^T_k(s); \quad k \neq n. \] 

Proof. The result can be proved based on the substituting of Equation (9) into the recurrence relation (12) with some lengthy steps.

By generalising this lemma by following some sequence mathematical induction steps, we obtain the next corollary.

Corollary 1. Let m and n be any two non-negative integers. The moments formula for the FDCHPs are given explicitly by,

\[ s^m D^T_n(s) = \frac{n+1}{(m+n+1)2^m} \sum_{k=0}^{m+n-1} \frac{1}{m+n-k} D^T_k(s), \] 

where \( m > n + 1 \),

\[ s^m D^T_n(s) = \frac{n+1}{2^m} \sum_{k=0}^{m+n-1} \frac{1}{m+n-k} D^T_k(s), \]

where \( m \leq n + 1 \).

To establish the derivatives’ operational matrix, a relationship between the polynomial’s derivative and the polynomial itself, as in the following theorem, needs to be investigated.

Theorem 2. The FDCHPs can be represented in terms of their original polynomials as,

\[ \frac{d D^T_n(s)}{ds} = 2(n+1) \sum_{L=0}^{n-1} D^T_L(s); \quad (n-L) \text{ odd}, \]

Proof. The desired result is obtained by deriving Equation (7).

Corollary 2. The first derivative operational matrix, \( D[D^T(s)] \), of \( D^T(s) \), can be written as,

\[ D[D^T(s)] = \mathcal{H} \cdot D^T(s), \] 

where,

\[ D^T(s) = (D^T_0(s), D^T_1(s), \ldots, D^T_r(s))^T, \quad D[D^T(s)] = \left( \frac{d D^T_0(s)}{ds}, \frac{d D^T_1(s)}{ds}, \ldots, \frac{d D^T_r(s)}{ds} \right)^T, \]

and \( \mathcal{H} = (\mathcal{H}_{ij})_{i,j=1}^{r+1} \) is a \((r+1) \times (r+1)\) lower triangular matrix defined as,

\[ \mathcal{H}_{ij} = \begin{cases} 2(i+1), & i > j, \ (i-j) \text{ odd}, \\ 0, & \text{otherwise}. \end{cases} \] 

Corollary 3. The \( p \text{th} \) derivative of \( D^T(s) \) is:

\[ D^p[D^T(s)] = \mathcal{H}^p \cdot D^T(s). \]
In order to avoid the lack of accuracy due to the multiplication process for the matrix, we investigate the elements of the matrix directly in the following theorem.

**Theorem 3.** Let $p$ be any positive integer. Then, the FDCHPs’ $p^{th}$-derivative operational matrix, $\mathcal{H}^p$, may be written as $\mathcal{H}^p = (\delta^p_{ij})_{i,j=1}^{r+1}$, such that:

$$\delta^p_{ij} = 2^p \frac{(i+1)}{(p-1)!} \left\{ \begin{array}{ll}
\frac{(i-j+p+2)}{2} & \text{if } i > j, \text{ } (i-j-p) \text{ even}, \\
0 & \text{otherwise}.
\end{array} \right.$$  \hfill (20)

**Proof.** By using the mathematical induction with the aide of Corollaries 2 and 3.

### 3.2. Chebyshev’s Derivative Pseudo-Galerkin Method

The presented method will be pseudo-Galerkin as one of the residual methods. This method is a mix between the Galerkin method and the collocation method.

The used collocation points, $s_i; 0 \leq i \leq n$, in that method are the normal Chebyshev–Gauss–Lobatto points, $s_i = \cos(\frac{\pi i}{n}); 0 \leq i \leq n$, or the equidistant points $s_i = -1 + \frac{2}{N} i; 0 \leq i \leq n$.

Consider the BVPs:

$$h \left( f_m(s) u^{(m)}(s), f_{m-1}(s) u^{(m-1)}(s), f_{m-2}(s) u^{(m-2)}(s), \ldots, f_0(s) u(s) \right) = 0; \quad -1 \leq s \leq 1,$$  \hfill (21)

with the initial/boundary conditions:

$$\begin{cases}
  u(-1) = \alpha_0, & u(1) = \beta_0, \\
  u^{(i)}(-1) = \alpha_1, & u^{(i)}(1) = \beta_1, \\
  \vdots \\
  u^{(q)}(-1) = \alpha_q, & u^{(q)}(1) = \beta_q,
\end{cases} \hfill (22)$$

where $\{\alpha_i\}_0^q$ and $\{\beta_i\}_0^q$ are constants. The number of boundary conditions is equal to the order of the problem.

Furthermore, $u(s)$ can be approximated as:

$$u(s) \approx u_n(s) = \sum_{k=0}^{n} A_k D^s T_k(s),$$  \hfill (23)

where $A_k$ denotes constants.

In addition, $D^s T_k(s_i)$ forms a square matrix. i.e., the elements of this matrix are the values of the first order derivatives of CHPs at $s_i$.

The derivatives of the differential equation can be presented, according to Equations (19) and (20) as the following:

$$\frac{d^m u}{ds^m} = \sum_{k=0}^{n} \sum_{j=0}^{k-m} A_k \delta_j^m \left( D^s T_j(s) \right),$$  \hfill (24)

where $m$ is the order of derivatives. At $m = 0$, Equation (24) becomes equivalent to Equation (23).
Substituting from Equation (24) into Equation (21) yields:

\[
h \left[ f_m(s) \sum_{k=0}^{n} \sum_{j=0}^{k-m} A_k \delta_{ij}^{(m)} D^j T_i(s) \right] f_m(s) \sum_{k=0}^{n} \sum_{j=0}^{k-m+1} A_k \delta_{ij}^{(m-1)} D^j T_i(s),
\]
\[
\ldots, f_0(s) \sum_{k=0}^{n} \sum_{j=0}^{k} A_k \delta_{ij} D^j T_i(s) \right] = 0;
-1 \leq s \leq 1,
\]

such that:

\[
\left\{ \begin{array}{l}
\sum_{k=0}^{n} \sum_{j=0}^{k} A_k \delta_{ij} D^j T_i(-1) = a_0, \\
\sum_{k=0}^{n} \sum_{j=0}^{k} A_k \delta_{ij} D^j T_i(1) = \beta_0, \\
\vdots \\
\sum_{k=0}^{n} \sum_{j=0}^{k-q} A_k \delta_{ij}^{(q)} D^j T_i(-1) = a_q, \\
\sum_{k=0}^{n} \sum_{j=0}^{k-q} A_k \delta_{ij}^{(q)} D^j T_i(1) = \beta_q.
\end{array} \right.
\]

Equation (25) with Equation (26) can be collocated in order to construct an algebraic equations system for unknowns \( \{A_k\}_0^n \). Mainly, the linearity of the constructed algebraic system depends on the formulation of the given BVP, Equations (21) and (22). In the case of non-linearity, the non-linear algebraic system may be treated by numerous methods, such as the Newton method, secant method, or SOR–Steffensen–Newton method, for finding the solution of systems of non-linear equations [34]. Finally, \( A_k \) can be approximated by solving the previous system to obtain the expanded approximate solution, which depends on the FDCHPs. Algorithm 1 represented the solution’s steps where any software, such as Matlab or Mathematica, can be programmed.

**Algorithm 1: Algorithm steps for solving ODE via FDCHPs pseudo-Galerkin**

**Step 1:** Input : \( n \in \mathbb{N}_0 \);

**Step 2:** Select the \( \{s_i\}_{i=0}^{n} \) (collocation or the equidistant points);

**Step 3:** Build the base function matrix \( \{D^j T_i(s_i)\}_{i,j=0}^{n} \) using Equation (9);

**Step 4:** Construct the \( D^j T_n(s) \) derivative’s matrices \( \{D^p D^j T_i(s_i)\}_{i,j=0}^{n} \), \( p = 1, 2, 3, \ldots \) using Equation (19);

**Step 5:** Expand the ODE as shown in Equation (25) using steps 3 and 4;

**Step 6:** Solve the previous system to obtain the \( \{A_k\}_0^n \);

**Step 7:** Substitute from step 6 into Equation (23) to obtain the approximate solution.

4. Error Analysis

Throughout this section, we need to ensure the convergence and the boundedness of the spectral expansion before proceeding to the numerical computations. Finally, the stability’s order has been determined. The following lemma will be needed for the investigation of the error analysis and convergence.

**Lemma 2** ([35]). Let \( u(s) \) be a smooth continuous function, such that:

(i) \( u(k) = a_k \),

(ii) \( u(s) \) is positive and decreasing for \( n \leq s \),

(iii) \( \sum a_n \) convergent, and \( R_n = \sum_{k=n+1}^{\infty} a_k \), then

\[
R_n \leq \int_n^{\infty} u(s) ds.
\]
Theorem 4. Let $u(s)$ be a continuous function on the interval $[-1,1]$, which can be expanded in terms of FDCHPs, Equation (23), $|u^{(r)}(s)| < M$, where $r$ is a positive integer. Then:

$$|A_k| \leq \frac{2M}{k^{r+1}}, \quad k > 2.$$  

(28)

Proof. According to the expansion Equation (23), and the orthogonality of FDCHPs, Equation (10):

$$A_k = \frac{1}{\gamma_k} \int_{-1}^{1} u(s) D T_k(s) \sqrt{1 - s^2} \, ds,$$  

(29)

where $\gamma_k = \frac{(k+1)\pi}{2}$. Furthermore, Equation (5) can be applied to solve the integration to obtain:

$$A_k = -\frac{1}{(k+1)\pi} \int_{0}^{\pi} u(s)[\cos(k+2)\theta - \cos k\theta] \, d\theta,$$  

(30)

with integrating by parts:

$$A_k = \frac{2}{(k+1)\pi} \int_{0}^{\pi} u'(s) \left[ \frac{\sin(k+2)\theta}{k+2} - \frac{\sin k\theta}{k} \right] \, d\theta.$$  

(31)

By taking the maximum values for $\sin(k+1)\theta$ and $\sin(k\theta)$, it leads to $|A_k| \leq \frac{2M}{k}$, and by taking the integration by parts for $r-1$ times:

$$A_k = -\frac{1}{(k+1)\pi} \int_{0}^{\pi} u^{(r)}(s)[\phi_i(\theta) - \phi_j(\theta)] \, d\theta,$$  

(32)

where $\phi_i(\theta)$ and $\phi_j(\theta)$ are two trigonometric polynomials in $\sin(\theta)$ and $\cos(\theta)$. After noting that $|\sin(\theta)|, |\cos(\theta)| \leq 1$, and after some influences, the required result is obtained. □

Theorem 5. Let $u(s)$ be a continuous function that satisfies Theorem 4. Then:

$$|u(s) - u_n(s)| \lesssim O\left(\frac{1}{n^{r-2}}\right).$$  

(33)

Proof. By using the expansion Equation (23):

$$|u(s) - u_n(s)| = | \sum_{k=n+1}^{\infty} A_k D T_k(s) | \leq | \sum_{k=n+1}^{\infty} A_k |.$$  

(34)

Then, by applying Lemma (2) and the result of Theorem 4:

$$|u(s) - u_n(s)| = \int_{n}^{\infty} A(k) \, dk \lesssim O\left(\frac{1}{n^{r-2}}\right), \quad r > 2.$$  

(35)

□

Corollary 4. Let $u(s)$ be a function that satisfies the assumptions of Theorem 5. Then, the step stability of two successive approximations $u_n$ and $u_{n+1}$ of the function $u$ satisfies:

$$|u_n - u_{n+1}| \lesssim O\left(\frac{1}{n^{r-2}}\right).$$  

(36)

In the next section, the FDCHPs pseudo-Galerkin method will be tested through several numerical examples. These will show the efficiency, accuracy, and reliable application of the method. The results ensure the theoretical aspects of the error analysis section.
5. Results

In this section, five examples are solved to demonstrate the efficiency and permanency of the planned technique. These examples include well-known BVPs and real life applications, such as the Lane–Emden equation, population model, and fluid problem.

Example 1. Consider the following 2nd order Lane–Emden Equation [36–38]:

\[ u''(s) + \frac{2}{s} u'(s) + u^m(s) = 0, \quad 0 \leq m \leq 5, \]

with the following initial conditions, \( u(0) = 1, u'(0) = 0 \), exact solutions \( u(s) = 1 - \frac{s^2}{6} \) for \( m = 0 \), \( u(s) = \frac{\sin(s)}{s} \) for \( m = 1 \), and \( u(s) = (1 + \frac{s^2}{2})^{-\frac{1}{2}} \) for \( m = 5 \). This equation has physical importance for the value of \( s \) when \( u(s) = 0 \), and this value for \( s \) is approximately 2.5 when \( m = 0 \), and about 3.1 for \( m = 1 \). These cases will be discussed as follows:

\( m = 0 \), and \( s \in [0, 2.5] \): Shifting form \([0, 2.5]\) to the domain of FDCHPs \([-1, 1]\), using the expansion (23): \( u(s) \approx u_2(s) = \sum_{k=0}^{2} A_k D^k T_k(s) \), and applying FDCHPs pseudo-Galerkin to obtain the system:

\[
\begin{align*}
128A_1 + 384A_2 &= -25, \\
64A_1 + 768A_2 &= -25,
\end{align*}
\]

(37)

\[
\begin{align*}
A_0 - 4A_1 + 9A_2 &= 1, \\
4A_1 - 24A_2 &= 0,
\end{align*}
\]

(38)

which yields to \( A_0 = 259/384, A_1 = -25/192, \) and \( A_2 = -25/1152. \) Consequently, \( u(s) = \frac{71}{96} - \frac{50}{96}s - \frac{25}{96}s^2 \), which is the exact solution for \( s \in [-1, 1] \).

\( m = 1 \), and \( s \in [0, 3.1] \): Tables 1 and 2 represent the point-wise absolute error (PW-AE) for \( s \in [0, 1] \) and \( s \in [0, 3.1] \), respectively. The author in [38] obtained \( 10^{-13} \) at \( n = 16 \) for \( s \in [0, 1] \). At the same time, we achieved a better accuracy, \( 10^{-16} \), with a greater efficiency \( n = 12 \). For \( s \in [0, 3.1] \), we achieve a greater efficiency by using \( n = 15 \) against the method in [38]. These results show the privilege of the FDCHPs pseudo-Galerkin method.

Table 1. PW-AE of Example 1 for \( m = 1 \).

| s       | FDCHPs Pseudo-Galerkin | \[38\] |
|---------|------------------------|-------|
|         | \( n = 12 \)           | \( n = 16 \) |
| 0.0     | \( 2.22 \times 10^{-16} \) |      |
| 0.1     | 0                      | \( 6.24 \times 10^{-13} \) |
| 0.2     | \( 1.11 \times 10^{-16} \) |      |
| 0.3     | \( 1.11 \times 10^{-16} \) |      |
| 0.4     | 0                      |      |
| 0.5     | \( 1.11 \times 10^{-16} \) | \( 5.82 \times 10^{-13} \) |
| 0.6     | 0                      |      |
| 0.7     | 0                      |      |
| 0.8     | 0                      |      |
| 0.9     | 0                      |      |
Table 2. PW-AE of Example 1 for $m = 1$.

| $s$  | FDCHPs Pseudo-Galerkin | [38] |
|------|------------------------|------|
|      | $n = 15$               |      |
| 0.0  | $4.44 \times 10^{-16}$ |      |
| 0.1  | $2.88 \times 10^{-15}$ | $5.48 \times 10^{-15}$ |
| 0.2  | $5.77 \times 10^{-15}$ | $6.02 \times 10^{-15}$ |
| 0.3  | $6.77 \times 10^{-15}$ | $6.41 \times 10^{-15}$ |
| 0.4  | $6.99 \times 10^{-15}$ | $5.97 \times 10^{-15}$ |
| 0.5  | $7.54 \times 10^{-15}$ | $6.05 \times 10^{-15}$ |
| 0.6  | $7.66 \times 10^{-15}$ | $6.42 \times 10^{-15}$ |
| 0.7  | $7.32 \times 10^{-15}$ | $5.71 \times 10^{-15}$ |
| 0.8  | $7.43 \times 10^{-15}$ | $5.16 \times 10^{-15}$ |
| 0.9  | $7.32 \times 10^{-15}$ | $5.67 \times 10^{-15}$ |
| 1.0  | $7.10 \times 10^{-15}$ | $6.15 \times 10^{-15}$ |
| 1.5  | $5.88 \times 10^{-15}$ | $5.22 \times 10^{-15}$ |
| 2.0  | $4.05 \times 10^{-15}$ | $3.24 \times 10^{-15}$ |
| 2.5  | $2.30 \times 10^{-15}$ | $1.19 \times 10^{-15}$ |
| 3.0  | $6.45 \times 10^{-16}$ | $3.20 \times 10^{-16}$ |
| 3.1  | $4.59 \times 10^{-16}$ | $9.02 \times 10^{-16}$ |

$m = 5$, and $s \in [0, 1]$: FDCHPs pseudo-Galerkin method obtained $9.91 \times 10^{-13}$ at $n = 15$ and $2.67 \times 10^{-15}$ at $n = 19$ as a MAE, while the MAE is $1.73 \times 10^{-13}$ at $n = 16$ in [38]. Figure 1 shows the stability of the error.

![Figure 1. LogError for Example 1 at $m = 5$.](image)

**Example 2.** Consider the following 2nd order Lane–Emden Equation [39]:

\[
\begin{align*}
&u''(s) + \frac{1}{s}u'(s) = -e^{u(s)}; \quad 0 \leq s \leq 1 \\
&u'(0) = 0, \quad u(1) = 0.
\end{align*}
\] (39)

The exact solution is $u(s) = 2 \log \frac{4 - 2\sqrt{3}}{(3 - 2\sqrt{3})^s + 1}$. The PW-AE obtained using the FDCHPs pseudo-Galerkin method and methods in [40,41] were presented in Table 3 for different values of $n$. The best MAE is shown in Table 4, with a comparison with other methods. As we noted, the presented method reached the double precision, i.e., almost the exact solution for $n = 18$. This shows the privilege of the FDCHPs pseudo-Galerkin against the methods represented in [39–41].
The best MAE for Example 2.

Table 3. PW-AE of Example 2.

| s   | FDCHPs Pseudo-Galerkin | [40] | [41] | [41] |
|-----|------------------------|------|------|------|
|     | n = 11                 | n = 14 | n = 18 | n = 14 | n = 14 | n = 28 |
| 0.0 | $3.34 \times 10^{-10}$ | $1.81 \times 10^{-13}$ | $4.44 \times 10^{-16}$ | $6.72 \times 10^{-08}$ | - | - |
| 0.1 | $2.19 \times 10^{-10}$ | $1.11 \times 10^{-13}$ | $3.89 \times 10^{-16}$ | $6.69 \times 10^{-08}$ | $2.05 \times 10^{-10}$ | $5.99 \times 10^{-13}$ |
| 0.2 | $1.59 \times 10^{-10}$ | $8.07 \times 10^{-14}$ | $5.55 \times 10^{-16}$ | $7.87 \times 10^{-09}$ | $2.44 \times 10^{-10}$ | $5.69 \times 10^{-13}$ |
| 0.3 | $1.22 \times 10^{-10}$ | $6.23 \times 10^{-14}$ | $3.86 \times 10^{-16}$ | $6.92 \times 10^{-09}$ | $2.64 \times 10^{-10}$ | $4.70 \times 10^{-13}$ |
| 0.4 | $9.51 \times 10^{-11}$ | $4.82 \times 10^{-14}$ | $3.33 \times 10^{-16}$ | $2.87 \times 10^{-08}$ | $2.74 \times 10^{-10}$ | $3.83 \times 10^{-13}$ |
| 0.5 | $7.27 \times 10^{-11}$ | $3.67 \times 10^{-14}$ | $3.61 \times 10^{-16}$ | $7.40 \times 10^{-10}$ | $2.77 \times 10^{-10}$ | $3.17 \times 10^{-13}$ |
| 0.6 | $5.38 \times 10^{-11}$ | $2.73 \times 10^{-14}$ | $5.55 \times 10^{-17}$ | $6.32 \times 10^{-08}$ | $2.11 \times 10^{-10}$ | $3.37 \times 10^{-13}$ |
| 0.7 | $3.72 \times 10^{-11}$ | $1.86 \times 10^{-14}$ | $2.50 \times 10^{-16}$ | $6.95 \times 10^{-08}$ | $1.57 \times 10^{-10}$ | $3.66 \times 10^{-13}$ |
| 0.8 | $2.23 \times 10^{-11}$ | $1.11 \times 10^{-14}$ | $1.25 \times 10^{-16}$ | $3.38 \times 10^{-09}$ | $1.07 \times 10^{-10}$ | $3.49 \times 10^{-13}$ |
| 0.9 | $8.80 \times 10^{-12}$ | $4.36 \times 10^{-15}$ | $4.86 \times 10^{-17}$ | $7.85 \times 10^{-08}$ | $5.72 \times 10^{-11}$ | $1.98 \times 10^{-13}$ |
| 1.0 | $1.42 \times 10^{-16}$ | $9.18 \times 10^{-17}$ | $8.28 \times 10^{-17}$ | $6.63 \times 10^{-08}$ | - | - |

Table 4. The best MAE for Example 2.

| Method                      | Best MAE     |
|-----------------------------|--------------|
| [39] “n = 8”                | $6.35 \times 10^{-07}$ |
| [40] “n = 14”               | $6.32 \times 10^{-08}$ |
| [41] “n = 28”               | $1.98 \times 10^{-13}$ |
| [42] “n = 512”              | $9.72 \times 10^{-15}$ |
| FDCHPs Pseudo-Galerkin “n = 18” | $5.55 \times 10^{-16}$ |

Example 3. Consider the integral Equation [43,44]:

\[
u(s) = e^\delta - \int_0^s (s - x)u(x)dx; \quad 0 \leq s \leq 1, \tag{40}\]

with the exact solution \(u(s) = \frac{1}{2}(e^\delta + \cos(s) + \sin(s))\). Equation (40) represents the population model such that, \(u(s)\) is the number of female births, \(e^\delta\) is the contribution of birth due to female already present at time \(s\), and \(s - x\) is the net maternity function of females class age \(x\) at time \(s\).

Equation (40) can be converted to the following BVP:

\[
u''(s) + u(s) = e^\delta; \quad 0 \leq s \leq 1, \tag{41}\]

with the initial conditions \(u(0) = 1, u'(0) = 1\). The best MAE for the obtained results was shown in Table 5. The comparisons with other methods showed the efficiency of the presented method. Furthermore, Figure 2 illustrates the stability of the solution through the domain interval \([0, 1]\), for different values of \(n\).

Table 5. The best MAE for Example 3.

| Method                      | Best MAE     |
|-----------------------------|--------------|
| [43]                        | $2.14 \times 10^{-14}$ |
| [44]                        | $1.25 \times 10^{-15}$ |
| FDCHPs Pseudo-Galerkin      | $4.44 \times 10^{-16}$ |
Example 4. Consider 4th order BVP [8]:

\[ 32u^{(4)}(s) - 8u^{(2)}(s) - 2u(s) = (s - 5)e^{\frac{s}{2}}; \quad -1 \leq s \leq 1, \]  

subject to \( u(-1) = 1, u'(-1) = 0, u(1) = 0, \) and exact solution \( u(s) = (1 - s)e^{\frac{(1+s)}{2}}. \) In Table 6, the PW-AE of Example 4 is listed. The values ensure both the accuracy and efficiency of the FDCHPs pseudo-Galerkin method.

### Table 6. PW-AE for Example 4.

| \( s \) | FDCHPs Pseudo-Galerkin \( n = 12 \) | FDCHPs Pseudo-Galerkin \( n = 14 \) | FDCHPs Pseudo-Galerkin \( n = 20 \) |
|-------|-----------------|-----------------|-----------------|
| -1    | \( 6.66 \times 10^{-16} \) | \( 2.22 \times 10^{-16} \) | \( 0 \) |
| -0.6  | \( 3.10 \times 10^{-14} \) | \( 3.33 \times 10^{-16} \) | \( 2.17 \times 10^{-14} \) |
| -0.2  | \( 3.84 \times 10^{-14} \) | \( 1.11 \times 10^{-16} \) | \( 3.46 \times 10^{-14} \) |
| 0.2   | \( 4.24 \times 10^{-14} \) | \( 1.11 \times 10^{-16} \) | \( 5.28 \times 10^{-14} \) |
| 0.6   | \( 3.00 \times 10^{-14} \) | \( 1.67 \times 10^{-16} \) | \( 1.23 \times 10^{-14} \) |
| 1     | \( 2.02 \times 10^{-16} \) | \( 4.67 \times 10^{-17} \) | \( 0 \) |

Example 5. Consider 3rd order non-linear BVP:

\[ u^{(3)}(s) + u(s)u^{(2)}(s) - \alpha \left( u^{(1)}(s) \right)^2 = 0, \quad 0 < s < \infty, \]  

subject to \( u(0) = 0, u'(0) = 1, \) and \( u'(\infty) = 0. \) This equation represents the study of the two-dimensional laminar flow due to the stretching wall \([45–47]\) in the absence of the applied magnetic field.

Interestingly, the problem has exact solutions for some values of \( \alpha. \) For the case of \( \alpha = 1, [48,49] \) \( u(s) = 1 - e^{-s}. \) By applying the method of FDCHPs pseudo-Galerkin, with shifting the given interval to \([-1, 1]\), we obtain \( 9.39 \times 10^{-18} \) after four iterations as a MAE. On the other hand, the method in \([50]\) obtained a MAE of almost \( 10^{-06} \) after \( 2^{9+1} = 1024 \) iterations.

### 6. Conclusions

This paper has investigated a numerical technique, FDCHPs pseudo-Galerkin, based on Chebyshev polynomials’ first derivative to treat some types of linear and nonlinear ODEs. Formulae and theorems for the novel basis functions have been introduced and
proven. Based on this, we set up a new operational matrix for the differentiation of any integer order. Before proceeding to the computational steps, error analysis and approximation convergence have been discussed and investigated. Finally, the proposed technique has been applied to several types of BVPs. “Special applications were selected.” The observed results reported from the tables and figures proved the efficiency and accuracy of our technique. These results were compatible and consistent with the discussed error analysis. As future work and open problems, we will extend the current relations to investigate the linearization relation. This will allow us to developed a Tau method for solving linear/nonlinear BVPs via Chebyshev polynomials’ first derivative.
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