Object recognition for robotics from tactile time series data utilising different neural network architectures
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Abstract—Robots need to exploit high-quality information on grasped objects to interact with the physical environment. Haptic data can therefore be used for supplementing the visual modality. This paper investigates the use of Convolutional Neural Networks (CNN) and Long-Short Term Memory (LSTM) neural network architectures for object classification on Spatio-temporal tactile grasping data. Furthermore, we compared these methods using data from two different fingertip sensors (namely the BioTac SP and WTS-FT) in the same physical setup, allowing for a realistic comparison across methods and sensors for the same tactile object classification dataset. Additionally, we propose a way to create more training examples from the recorded data. The results show that the proposed method improves the maximum accuracy from 82.4 % (BioTac SP fingertips) and 90.7 % (WTS-FT fingertips) with complete time-series data to about 94 % for both sensor types.

Index Terms—3D-CNN, CNN, LSTM, tactile sensing, object classification, BioTac, WTS-FT

I. INTRODUCTION

The sense of touch is critical for exploring the properties of objects and their classification. Unlike vision which is subject to many limitations, such as illumination, background noise, occlusion etc., tactile information allows one to directly infer material properties of the object touched. Thus, it is crucial for modern robotics as the field advances towards autonomous grasping, slippage detection, object detection, and dexterous manipulation. Currently employed visual object recognition strategies are challenged, because objects may have similar shape and appearance but different material composition. In contrast, tactile classification strategies incorporating features of the objects shape and material properties have proven to be promising for such settings.

Haptic object classification systems use the material properties of the objects as well as their shape in the classification step [1]–[7] as shown in Fig. 1. The topic of haptic object classification has seen a wide variety of different data processing and classification approaches. At the same time, it is closely related to other fields in robotics research. Autonomous robotic systems for manipulation are often limited by the use of visual exploration only, thus restricting the identification of the nature of the object and impacting upon the choice of optimal grasps. Haptic exploration at the time of grasp can therefore contribute vital information. Current research features a variety of different approaches for haptic object classification. However, as stated in [8], the variety of test sets and the lack of a standard robot-hand/sensor configuration make it difficult to perform a meaningful comparison of an algorithm’s performance.

The trend towards using deep learning in robotics [9] has indicated the superiority of these models over traditional machine learning strategies for haptic object classification. This paper contributes a comparison of two different tactile sensors on the same dataset performing the classification of objects through a unimodal haptic approach using a time series of tactile images. It furthermore investigates the performance of 2D-CNN, 3D-CNN and LSTM artificial neural networks...
used in an end-to-end manner to find an optimal neural network architecture for haptic object recognition. Unlike many publications, the approach utilises spatio-temporal data, facilitating high-resolution tactile sensor data, preserved in its three-dimensional nature. Another novelty to this field is using a three-dimensional CNN for this task and two sensor solutions on the same object set. As opposed to the two-stage approach in [10], [11], neural networks feature the ability to learn the relevant features from the data and classify the object in the same training process. Current state-of-the-art papers mostly create hand-crafted features [11], [12] or use results of unsupervised models [10], [13] which are then fed to a classification algorithm.

The structure of the paper is as follows: a literature review is briefly discussed in section II, the methodology is reported in section III, results are presented and analysed in section IV and conclusions and future work are discussed in section V.

**Fig. 1:** Illustration of haptic object classification steps

### II. BACKGROUND AND RELATED WORKS

In this section, two essential aspects of ML algorithms, namely feature extraction and classification, are discussed. Current state-of-the-art one-step approaches employed for the haptic object are reviewed, highlighting the advantages of a one-step approach in classification followed by challenges in comparing and reproducing results due to lack of uniformity and consistency in datasets, manipulators, robots and sensors.

**Two-stage classifiers** includes those object classification solutions which pursue an approach consisting of a first step to extract features from the data on the object in the training period and then uses these features to classify the object in a second step, whilst keeping these two as separate entities. In general, two main approaches to generating features from haptic data are normally used: manual feature design and automatic feature extraction using machine learning methods. Manual feature extraction reduces the volume of the raw data recorded by applying processing rules on the recorded data, which are predefined by the authors [8], [11]. Automatic feature extraction uses unsupervised machine learning to preprocess the raw data received from the sensors [10], [12], [13].

**Classification:** The data yielded from the feature extraction task constitutes a labelled data-set. Consequently, the remaining classification task is performed by applying a supervised learning algorithm. The most popular classifiers in this field are $k$-nearest-neighbours ($k$-NN) and multi-class support vector machines (SVM). Those have the advantage of being easy to set up and computationally inexpensive when performing classification tasks. Computational complexity substantially depends on the value for $k$ with the $k$-NN algorithm and on the chosen kernel for the SVM. Moreover, random forest approaches are used as well. Those have the advantage that the most relevant features can be extracted, which might be advantageous for improving the robotic setup. Some papers such as [10] use an approach that returns a histogram of different feature comparison algorithms.

#### A. One-step classification/DeepL classification

One-step classification in the context of this paper means that the system which performs the classification task is trained and setup as one single entity. Hence feature extraction, representation and subsequent classification are all performed within the same machine learning component. Data pre-processing such as normalisation, Principle Component Analysis (PCA) or similar are not considered a step in this definition and may be performed before training and evaluation. Because many recent publications opted for deep learning methods in their one-step solutions, the term DeepL classification will be used synonymously in this paper.

Schmitz et al. [9] claimed to present the first paper to use a deep learning approach in haptic object detection and utilised an architecture of stacked denoising autoencoder (DAE) layers which were pre-trained unsupervised using dropout for further regularisation of their network. They performed extensive hyperparameter optimisation (learning rate, number of hidden layers, dropout rate, activation function, weight penalties) to optimise their solution’s performance. The authors used a TWENDY-ONE robotic platform equipped with a four-fingered hand composed of 241 haptic pixels distributed over its surface, as well as information on the motor positions to collect data.

Despite this being a multimodal approach, there is no difficulty in representing the data haptic and other information in the same data vector. The authors created a 20 household objects test set with five similarly shaped bottles, almost certainly making it the most challenging data-set at the time. As a comparison for their proposed classifier, they also tested a shallow artificial neural network with prepossessing through 90% variance PCA which yielded only 49.3% accuracy on the test set. The deep DAE network achieved 88.4% in its best configuration, showing a clear superiority with a DeepL approach.

In contrast, Liarokapis et al. [14] utilised a random forest classifier for haptic object classification, assuming properties such as faster processing speed, inherent feature variable importance calculation and high accuracy of the random forests classifier. They used a two-finger under-actuated gripper with 8 tactile sensors on each finger and recorded 4 motor positions. As data were acquired at two points in time per measurement, a 36-dimensional feature vector was created and used directly for the detection process.

1Available online, http://www.twendyone.com, last accessed 21/4/2021

2Dimensionality only reduced by 8, showing almost no redundancy in the input data
Data collected from 10 household items objects were recorded at different angles and then split into two sets. One contained only object positions called Constrained Orientation and one Free Orientation set, which has no limitations on its angles at which the object was presented to the robot. For the former, a 100 tree random forest yielded an accuracy of 100%, whereas, for the latter, this dropped to 94.3%. Compared with SVMs and shallow NNs, the chosen method is more accurate even for 10 random tree forests.

An analysis of the relevant features revealed that 12 of the 16 tactile values could be neglected with only a minor decrease in accuracy (< 2%). The relevance of shape-related data from the motors appeared to be more important than haptic data in the given scenario. This is in contradiction to [9]. Considering the much higher commonality of the data in Schmitz et al., this suggests that haptic data needs a certain resolution before its relevance for classification increases.

More recent work by Gao et al. [15] compared the use of CNNs and LSTMs for assigning property labels to the objects. Furthermore, they also incorporated a visual means of describing the object allowing for a comparison. For the tactile component, a two-finger setup was used. Each finger was equipped with a sensor that delivers 19 readings related to local pressure and low-frequency fluid pressure, high-frequency fluid vibrations, core temperature and core temperature change.

As the dimensions of the tactile data were reduced to 4 via PCA, the system delivered a 32-signal feature vector per time step. This was either passed to the LSTM as a time-sequence of vectors or as a 2D matrix with features as the first and time as the second dimension. As the task was not to identify an object but rather to assign an unspecified number of 20 possible labels to it, the paper used the Area under curve metric to calculate the system’s performance. Accuracy can therefore not be compared with the other papers discussed in this section. Gao et al. [15] achieved an AUC of 72.1% for the LSTM and 83.2% for the CNN. The CNN solution was able to outperform every visual descriptor based on the Image-GoogleNet architecture; the results of the LSTM were significantly inferior.

Table I summarises a performance comparison of the prominent research works discussed above.

### Table I: Main characteristics of papers employing a single-step classification approach.

| Paper                  | Architecture | Classes | Data | Exploratory movement | Accuracy (CNN) | Accuracy (LSTM) |
|------------------------|--------------|---------|------|-----------------------|----------------|-----------------|
| Schmitz et al. [9]     | stacked DAE  | 20 objects | household | simple movement | 88.3%          |                 |
| Liu et al. [14]        | Random forests | 10 objects | household | simple movement | 94.3%          | 94.3%           |
| Gao et al. [15]        | CNN & LSTM   | 20 adjectives | 32 features | hold, squeeze, slide s/f | 97%            |                 |
| Baisya & Barua [8]     | CNN          | 6 indep. diff. material | 4x4 touch 1500 time | sliding | 97.5%          | 97.5%           |

**B. Comparability of data processing solutions**

The field of haptic object classification has seen various proposed systems that rely on very different setups of sensors (high/low spatial resolution touch sensors, one/multiple sensors) and test objects (geometrical objects, household objects). In general, it is difficult to compare and reproduce the results, as the approaches use different and very often unique hardware. They lack generality or have not been tested across several platforms. Some methods consider using only one sensor type, which means either tactile or kinesthetic modality [13].

Therefore, accurate comparison of algorithms can only be performed using the same environment and hardware. For example, [8] provide a comprehensive review of classical approaches using high and low dimensional features as well as 2D-CNN neuronal networks. However, their data set is basically the same shape although multi-material, which means it cannot be compared with, for example, [15] who also uses LSTMs as their ML approach but exploit household objects, which possess a different range of material and shape properties. This paper focuses on the same ML approaches using a single dataset and robot hand but with two different sensors, allowing for convenient and robust comparison.

### III. Methodology

#### A. Setup

The mechanical setup for the haptic object classification comprises a human-inspired robotic hand and high-resolution tactile sensors. To gain insight into the influence of the sensor type on our recognition rate, two distinct types of sensors were used: (1.) The first is the curved BioTac SP sensor which features 24 taxels (tactile pixels), not aligned in a grid but in a bionic inspired layout. Furthermore, this sensor provides temperature and vibration data which have been facilitated as means of material classification in [2]. (2.) The second device is the WTS-FT sensor by Weiss robotics, which exploits a flat surface with a slight bend towards the tip and a resolution of $4 \times 8$ taxels. These sensors were mounted to the thumb, the index and the ring finger of an AR-10 humanoid robotic hand which provided the mechanical actuation.

#### B. Objects

A haptic object classification system is expected to extract as much information from a single grasp as possible.
condition. This mimics the case of human-robot handover in practically impossible to recreate precisely the same handover hand further contributes to introducing data variance as it is varying angles of attack for the fingers. Passing the object by data were downsampled to 63 samples per time series. However, for better comparability, the WTS-FT this resulted in 63 samples per recording and about 200 for executed finger movement to secure its grasp. For the BioTac recording were performed while the grasping programme ∆ started over again. Approximately of the recording, the data was ignored, and the acquisition met: the haptic sensor of the thumb and at least one of the two other fingers recognises pressure on its taxels. If the hand closed its fingers/thumb. Data recording commenced feeding the object to the hand. On presentation of the object, the AR-10 hand was mounted on a desk while manually possible, while maintaining appropriate recording intervals, it is assumed that a much lower sampling rate might actually be sufficient to build a working classifier. Therefore, the data is down-sampled but without omitting any data in this process. As depicted in fig. 4, the data points which would be neglected be sufficient to build a working classifier. Therefore, the data is down-sampled but without omitting any data in this process. As depicted in fig. 4, the data points which would be neglected by the downsampling are reassigned to newly created time-series. [17] Consequently, the redundancy in the data is being used to boost the dataset size to provide more training samples. However, these examples are likely to be very much akin to each other. Hence, the split between training, testing and validation dataset needs to occur before this method is applied. Otherwise, overfitting inevitably occurs due to high similarities between both datasets, which leads to unrealistically high validation accuracy.

D. Data pre-processing

a) Normalisation & Filtering: The recorded time series undergo a data prepossessing routine before passing on to the machine learning algorithm. Firstly, the taxel values from both the BioTac SP and WTS-FT sensors are normalised by either of the two following methods: Map the interval from zero to the maximal value to 0...1 (from now on referred to as scaled) or map the values in a way that they are arranged like a standard Gaussian distribution ($\mu = 0, \sigma = 1$) (from now on referred to as normalised). The normalisation technique used is highlighted in the results tables III & II in the "norm" column. Subsequently, the data is reshaped in a suitable way for the ML method employed. Hence, all the values from the three sensors are concatenated to one vector per time-step for LSTM training. For the CNN models, the 2D nature of the sensor output is preserved, and the three tactile images are joined together in the order: thumb, index, ring finger.

As the taxels of the BioTac sensors are not aligned with a grid, these measurements need to undergo an additional pre-processing step when used for a CNN model. The tactile dots are mapped onto a matrix in a way that preserves their actual distance relationships, similar to the method in Zapata-Impata et al. [16]. As proposed in [16] there is also the option to filter over the yielded matrix to blur the position of the taxels and create the impression of a tactile image instead of a sparse matrix with some non-zero elements which was not adopted in our implementation.

b) Data splitting: Recording data for a haptic dataset is cumbersome and time-consuming. There are a limited number of ways to speed up the data capturing process as it always involves a physical grasp. Because robotic grasping is a relatively slow process captured multiple times per second, it is assumed that a much lower sampling rate might actually be sufficient to build a working classifier. Therefore, the data is down-sampled but without omitting any data in this process. As depicted in fig. 4, the data points which would be neglected by the downsampling are reassigned to newly created time-series. [17] Consequently, the redundancy in the data is being used to boost the dataset size to provide more training samples. However, these examples are likely to be very much akin to each other. Hence, the split between training, testing and validation dataset needs to occur before this method is applied. Otherwise, overfitting inevitably occurs due to high similarities between both datasets, which leads to unrealistically high validation accuracy.

E. Convolutional network classifier

Convolutional Neural Networks (CNN) are rapidly becoming the state-of-the-art method for evaluating images and comparable data. Therefore, they are an obvious choice for the tactile pictures that were recorded. Despite that, the existence of a time dimension distinguishes it from a conventional image classification. In [18], the authors suggest that transient processes during the grasp may account for better classification

C. Data recording

To keep the data acquisition as close to a real use case as possible, while maintaining appropriate recording intervals, the AR-10 hand was mounted on a desk while manually feeding the object to the hand. On presentation of the object, the hand closed its fingers/thumb. Data recording commenced as soon as the following condition to detect a grasp was met: the haptic sensor of the thumb and at least one of the two other fingers recognises pressure on its taxels. If this criterion was not constantly met within the first second of the recording, the data was ignored, and the acquisition started over again. Approximately $\Delta t = 6\, \text{s}$ long periods of recording were performed while the grasping programme executed finger movement to secure its grasp. For the BioTac this resulted in 63 samples per recording and about 200 for the WTS-FT. However, for better comparability, the WTS-FT data were downsampled to 63 samples per time series.

Each item in the object set was grasped 40 times with varying angles of attack for the fingers. Passing the object by hand further contributes to introducing data variance as it is practically impossible to recreate precisely the same handover condition. This mimics the case of human-robot handover in an industrial setting.

Therefore, a set of objects was composed to evaluate the method’s capabilities to infer object shapes and detect basic material properties of the grasped objects. Practically, this meant including a variety of elementary shapes and items with different stiffness and elasticity but similar silhouettes. The system must differentiate between three cylindrical objects comparable in terms of size but distinct in their softness. Additional to the fundamental shapes of a cylinder, a sphere and a box, two special items were designed to pose a greater challenge to the classification algorithms: A triangular prism and an Icosahedron which both possess the property to present a varying combination of surfaces, edges and angles to the tactile sensors depending on the item’s alignment in space. Classifying these objects requires the model to extract the dynamic behaviour of the object during the grasp.

Fig. 3: The set of objects which were to be classified by a single grasp: (1) Spiky rubber ball; (2) Solid light plastic ball; (3) Empty water bottle (sealed); (4) Thin metal pipe; (5) Solid cardboard box; (6) Box-shaped sponge; (7) Soft cylindrical painter’s roller; (8) 3D-printed triangular prism; (9) 3D-printed icosahedron

3D printed objects
potential, and accordingly, we considered this aspect in the design of our network. One possibility is to include the extra time-steps as additional channels for the CNN’s input. In this case, the network features up to 63 individual input channels with their own set of convolutional kernels. Another way to account for time-dependent processes is to employ the 3D version of a CNN, which features three-dimensional tensors instead of matrices as kernels. This design choice also creates the opportunity to investigate whether kernels with significant extensions in the space or the time-dimension lead to better performing models. Assuming that bigger kernels can capture more complex patterns, this might indicate whether the time or the spatial resolution of tactile sensing data contribute more substantially to robust object classification.

A number of ML approaches were employed to analyse the tactile data, namely four variants of CNN networks and one LSTM network - as summarised in figures 5 and 6. Both the 2D and 3D CNN variants were used in a single and two layer configuration to assess an appropriate network depth for the classification task as shown in fig. 5. Due to overfitting being considered a potential concern with the limited data available, two dropout layers were integrated to facilitate better model generalisation in the training process. Also, a horizontal (±1 taxels) and vertical shift (up to ±2 taxels) were used as a data augmentation method during model training. Recognising the small resolution of the tactile image, more elaborate methods of image augmentation as for example, in Shoten and Khoshgoftaar [19] were not employed.

F. Recurrent network classifier

LSTMs have proven to be a powerful tool for machine learning on time-series data. However, their structure does not incorporate multi-dimensional input vectors.

Therefore, the tactile data captured at each time step was concatenated to one vector comprising a series of 1D arrays. The LSTM layer was set up to only pass output to the subsequent dense layer after processing the whole time series. Dropout was activated for the LSTM nodes and recurrent dropout to the recurrent inputs of the layer to mitigate overfitting. The dense layer was also combined with a dropout layer. These approaches against overfitting are more crucial for training the LSTM than for the CNN architectures. The methods for data augmentation used on the 2D data cannot be facilitated with the 1D data representation. Furthermore, it was decided to evaluate only a single LSTM layer architecture (fig. 6) because a two-layer solution with the same range of nodes as for the CNN would yield a much bigger model for an already overfitting-prone dataset.

G. Network training & Optimisation

All networks were trained using the RMSProp optimiser and the ReLU activation function. The parameters of the optimiser and the number of nodes for the CNN/LSTM layer(s) and the dense layer were assigned through hyperparameter search using the Talos library [20]. A similar approach was used for the dropout ratios. This strategy ensured that all network configurations were judged by their actual model performance and not by the quality of manually selected hyperparameters.
IV. RESULTS

A. Accuracy

The main objective of this paper was to evaluate the performance of different neural network-based models on an object recognition task, comparing results from data acquired using two robotic tactile sensors. From fig. 7, it may be observed that for the recorded dataset on the selected group of objects, the LSTM based network performs best for both sensor types with a best accuracy of 94.3 % of the objects being classified correctly. (BioTac, Table II) and 93.8 % (WTS, Table III) respectively. For the CNN architectures, it may be seen the performance of the BioTac sensors proved to be slightly better than that of the WTS-FT sensors.

In terms of CNN based classifiers, the 2D-CNN models were generally slightly more accurate than the 3D-CNN versions. Nevertheless, the performance results were close between the best 3D-CNN with one CNN layer and the two 2D-CNN model (comp. fig. 7). However, for robotic systems, the computational effort needs to be taken into account. Thus, 3D-CNN networks may still be considered, as the 2D-CNN models contain significantly more parameters causing higher computational cost. That is due to having a set of filters for each channel instead of the single set of filters for the 3D-CNN.

The confusion matrices depicted in fig. 10 provide information on the misclassifications that occurred with the best CNN and LSTM model on the two sensors. The CNN architecture using the BioTac sensors misclassifies the two balls in the dataset as an icosahedron akin to a spherical object. However, the CNN-based classifier’s major flaw with WTS-FT sensors appears to be the distinction between the plastic bottle and the metal cylinder – a mistake seen for the LSTM models with the same sensor type as well. Therefore it can be inferred that this was not caused by inherent insufficiency in the model but rather by the sensor design itself. Finally, the LSTM model with BioTac data exhibits a different kind of model error by wrongly mapping the spiky ball’s data to the classes of the prism or icosahedron.

B. Performance dependence on time-series

In section III we suggested a method for splitting data to reduce the effective sampling frequency for the benefit of the dataset size to improve the number of training samples available.

As depicted in figures 9 and 8, the splitting ratio and the normalisation method influenced the maximum achievable accuracy. However, the LSTM architectures benefit from more data and requiring a remaining length of 13 (LSTM for BioTac) or 21 (LSTM for WTS-FT) to work best. The split ratio of 7, which reduces the number of samples per series to 9, appears to be too short to extract the necessary features to tell the objects apart. The data is less conclusive with the CNN architectures as scaled data for the 2D-CNN on WTS-FT sensors appears to be optimally split into 5 subsets. On the contrary, the best CNN models for the BioTac sensor achieve peak performance for the shortest time series length tested.

Hyperparameter optimisation for the 3D-CNN included separate parameters for the time and spatial dimension of the convolutional kernels to determine the optimal ratio between these dimensions. However, the results of this procedure have remained inconclusive with regards to this property because the best ten models were found to have quite different combinations of these two parameters.

V. CONCLUSION AND FUTURE WORK

A comprehensive comparison of two tactile sensor technologies using the same robotic hand on a common 9-class dataset was presented in this work. The evaluation was performed using different neural network architectures to exploit the captured information. In that regard, we found LSTM based architectures outperformed CNN models, by a small margin. Furthermore, a method to extend the amount of usable data from a limited number of grasps was also proposed. The
### TABLE III: WTS-FT validation accuracy

|  | Number of layers | split ratio | time-series length | normalisation | validation acc. |
|---|---|---|---|---|---|
| **2D-CNN** | 1 | 1 | 63 | norm. | 68.5 % |
| | 1 | 3 | 21 | norm. | 69.8 % |
| | 1 | 5 | 15 | norm. | 67.8 % |
| | 1 | 7 | 9 | norm. | 70.9 % |
| | 1 | 1 | 63 | scaled | 82.1 % |
| | 1 | 3 | 21 | scaled | 80.9 % |
| | 1 | 5 | 15 | scaled | 81.5 % |
| | 1 | 7 | 9 | scaled | 77.9 % |
| | 2 | 1 | 63 | scaled | 78.7 % |
| | 2 | 3 | 21 | scaled | 77.8 % |
| | 2 | 5 | 15 | scaled | 82.2 % |
| | 2 | 7 | 9 | scaled | 79.2 % |
| **3D-CNN** | 1 | 1 | 63 | scaled | 71.3 % |
| | 1 | 3 | 21 | scaled | 65.4 % |
| | 1 | 5 | 15 | scaled | 71.5 % |
| | 1 | 7 | 9 | scaled | 70.4 % |
| | 2 | 1 | 63 | scaled | 64.8 % |
| | 2 | 3 | 21 | scaled | 66.7 % |
| | 2 | 5 | 15 | scaled | 70.2 % |
| | 2 | 7 | 9 | scaled | 70.6 % |
| **LSTM** | 1 | 1 | 63 | scaled | 90.7 % |
| | 1 | 3 | 21 | scaled | 93.8 % |
| | 1 | 5 | 15 | scaled | 88.7 % |
| | 1 | 7 | 9 | scaled | 89.9 % |

proposed method improves the maximum accuracy from 82.4 % (BioTac) and 90.7 % (WTS-FT) with full-time series data to about 94 % for both sensor types.

Additionally, a decline in accuracy for the LSTM models with shorter time series raises the question of obtaining the optimal sampling frequency and grasping recording length. The relevance of the different phases of a grasp for classification performance will be considered in future work. As the confusion matrices for the BioTac have shown that different models exhibit weaknesses on different object classes, ensemble techniques may be considered for a further improvement of accuracy. For deployment purposes, techniques for NN pruning might be helpful to reduce the computational complexity of the proposed classifier.
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