Linear-depth quantum circuits for multiqubit controlled gates
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Quantum circuit depth minimization is critical for practical applications of circuit-based quantum computation. In this work, we present a systematic procedure to decompose multiqubit controlled unitary gates, which is essential in many quantum algorithms, to controlled-NOT and single-qubit gates with which the quantum circuit depth only increases linearly with the number of control qubits. Our algorithm does not require any ancillary qubits and achieves a quadratic reduction of the circuit depth against known methods. We show the advantage of our algorithm with proof-of-principle experiments on the IBM quantum cloud platform.

I. INTRODUCTION

Quantum computing offers exciting opportunities for a wide range of computational tasks [1][2]. In the circuit-based quantum computation [13], efficient decomposition of quantum gates to an elementary set of one- and two-qubit gates, such as single-qubit rotation gates and the controlled-NOT (CNOT) gate, is a critical step [14][15] for reducing the runtime and the effect of noise [16][17]. In particular, since the size of quantum circuits that can be implemented reliably with the near-term quantum hardware is limited due to noise [6], minimizing the quantum circuit depth is crucial for practical applications of quantum algorithms [18].

For many applications of quantum computing, such as quantum simulation, finance, and machine learning [5][19][20], the ability to implement multiqubit controlled unitary gates efficiently is essential. This is especially true for those that require encoding of classical information as probability amplitudes of a quantum state [27][29]. A seminal work presented in Ref. [14] provides a systematic procedure for decomposing an \((n+1)\)-qubit controlled single-qubit unitary gate, denoted by \(C^n\), to a quantum circuit whose depth and the number of one- and two-qubit gates grow quadratically with \(n\). Similar results were reported in Refs. [30][31]. In Refs. [15][32] the authors showed that the circuit depth can be reduced to grow linearly in \(n\) without ancilla qubits for the special case of implementing an \(n\)-qubit controlled ZX gate (i.e. \(C^nZX\)), while the number of gates remains to be quadratic in \(n\). A Quantum Karnough map was introduced in Ref. [18] to reduce the number of elementary gates by a constant factor for \(C^4X\) and \(C^5X\), but it is not clear how to generalize the result for higher-order Toffoli gates or for an arbitrary \(C^nU\) gate. Several works have been developed to reduce the quantum circuit depth by introducing ancillary space. For example, Ref. [33] showed that \(C^nX\) can be implemented with \(2n-1\) standard two-qubit gates by harnessing an \((n+1)\)-level quantum system that acts as an information carrier during computation. Similarly, Ref. [34] presents the decomposition of \(C^nX\) using \(O(n)\) circuit depth and \(O(n)\) elementary gates with an ancilla qubit. However, to our best knowledge, a general scheme for implementing multiqubit controlled single-qubit unitary operation using a circuit with \(O(n)\) depth and \(O(n^2)\) elementary gates without any ancilla qubits has not been reported. Moreover, Ref. [32] claimed that the linear depth decomposition of \(C^nZX\) cannot be generalized to a decomposition of \(C^nX\). In this work, we provide such a generalization, which was thought to be impossible. We generalize the result from Ref. [15] and present a systematic procedure to construct linear-depth quantum circuits for \(C^nU\), where \(U\) is a 2 \times 2 unitary gate, without using any ancillary space. We also provide an implementation of our algorithm that reduces the circuit depth significantly compared to that given by the gate decomposition package in \texttt{qiskit} version 0.19.2 [35] and that of Ref. [36]. Proof-of-principle experiments implemented on IBM quantum computers support that the circuit depth reduction achieved in this work can improve the reliability of noisy quantum devices for performing quantum algorithms.

II. LINEAR-DEPTH DECOMPOSITION

We denote \(a_jUa_k\) a controlled \(U\) gate with control \(a_j\) and target \(a_k\), and \(C^nU\) a controlled \(U\) gate with controls \(a_1,\ldots,a_n\), and target \(a_{n+1}\). With the \(P\) and \(Q\) gates defined in Eq. [1], Saeedi and Pedram [15] showed that the \((n+1)\)-qubit \(C^nR_x(\pi)\) gate can be decomposed as in Eq. [2]:

\[
P_n = \prod_{k=2}^{n} a_k R_x \left( \frac{\pi}{2^{n-k+1}} \right) a_{n+1}
\]

\[
Q_n = \prod_{k=1}^{n-1} C^k R_x(\pi)
\]

\[
C^nR_x(\pi) = Q_n P_n \left( a_1 R_x(\pi/2^{n-1}) a_{n+1} \right) P_n
\]
Our modification of the method proposed in Ref. 14 occurs in operations applied in the target qubit. We replace the $R_z$ gates in $P_n$ by $k$th roots of operators. We apply a $\sqrt[2]{U}$ instead of $R_x(\pi/k)$ and $\sqrt[2]{U}^\dagger$ instead of $R_x(-\pi/k)$ to apply an $n$-qubit controlled $U$ gate. In a particular case, it is possible to decompose an $n$-qubit Toffoli gate with linear depth. With the operator $P_n(U)$,

$$P_n(U) = \prod_{k=2}^{n} a_k 2^{n-k+1} \sqrt[2]{U} a_{n+1}^{-1},$$

the $n$-qubit controlled gate $C^n U$ is decomposed as

$$C^n U = Q_n^\dagger P_n(U)^\dagger Q_n(a_1 2^{n-1} \sqrt[2]{U} a_{n+1}) P_n(U).$$

(3)

We refer to this decomposition as the linear-depth decomposition (LDD) of $C^n U$. The above discussion is summarized in Theorem 1.

**Theorem 1.** Any $(n+1)$-qubits controlled gate $C^n U$ with $U$ in the unitary group $U(2)$ can be decomposed as $Q_n^\dagger P_n(U)^\dagger Q_n(a_1 2^{n-1} \sqrt[2]{U} a_{n+1}) P_n(U)$.

**Proof.** If qubits $a_1, \ldots, a_n$ are equal to 1, all the operators in $P_n(U)$ and $a_1 2^{n-1} \sqrt[2]{U} a_{n+1}$ will be activated. Operator $Q_n$ will modify the values of qubits $a_2 \ldots a_n$ from 1 to $-i|0\rangle$ and the operators in $P_n(U)\dagger$ will not be activated. $Q_n^\dagger$ inverts the action of $Q_n$. In this case, the gates $a_1 2^{n-1} \sqrt[2]{U} a_{n+1} P_n(U)$ are applied and they have the effect of applying a $U$ gate in the qubit $a_{n+1}$ and the other qubits are unchanged.

Now we will verify that if at least one qubit in $\left\{ a_1, \ldots, a_n \right\}$ is equal to zero the operator $Q_n^\dagger P_n(U)^\dagger Q_n(a_1 2^{n-1} \sqrt[2]{U} a_{n+1}) P_n(U)$ will not change the input state. If $a_1$ is equal to zero the controlled operators $Q_n$; $Q_n^\dagger$ and $(a_1 2^{n-1} \sqrt[2]{U} a_{n+1})$ will not be activated. The operators $P_n(U)$ and $P_n(U)^\dagger$ cancel each other.

If $a_1 = 1$, let $a_j$ be the first qubit where $a_j$ is equal to zero. The operations in $P_n(U)$ controlled by $a_2, \ldots, a_{j-1}$ will be activated. The operation controlled by $a_j$ will not be activated and activation of the rest of the gates in $P_n(U)$ depends of the value of $a_{j+1}, \ldots, a_n$. After the application of $Q_n$ qubits $a_2, a_{j-1}$ will have the value $-i|0\rangle$, $a_j$ will have the value $-i|1\rangle$, and $a_{j+1}, \ldots, a_n$ are not modified. Operations controlled by $a_{j+1}, \ldots, a_{j-1}$ will not be applied in $P_n(U)^\dagger$; operations controlled by $a_j$ will be activated; and because $a_{j+1}, \ldots, a_n$ are not modified the operators controlled by them in $P_n(U)^\dagger$ will cancel out with the operators of $P_n(U)$ with the same controls. $Q_n^\dagger$ inverts $Q$ and the overall action of $Q_n^\dagger P_n(U)^\dagger Q_n(a_1 2^{n-1} \sqrt[2]{U} a_{n+1}) P_n(U)$ is to apply the following operation in the $(n+1)$th qubit.

$$2^{n-1} \sqrt[2]{U} 2^{n-1} \sqrt[2]{U} 2^{n-2} \sqrt[2]{U} 2^{n-3} \sqrt[2]{U} \ldots 2^{n-j+2} \sqrt[2]{U} 2^{n-j+1} \sqrt[2]{U}^\dagger = I$$

\(\square\)

**Theorem 2.** $Q_n^\dagger P_n(U)^\dagger Q_n(a_1 2^{n-1} \sqrt[2]{U} a_{n+1}) P_n(U)$ can be implemented in a circuit with linear depth.

**Proof.** $P_n(U)^\dagger$ and $P_n(U)$ can be implemented with controlled-NOT and single qubit gates in a circuit with linear depth. We only need to verify if $Q_n$ can be implemented in a linear depth circuit. We can decompose $Q_n$ as

$$Q_n = Q_{n-1} C^{n-1} R_x(\pi),$$

and replacing $C^{n-1} R_x(\pi)$ with the decomposition in Theorem 1 $C^{n-1} R_x(\pi) = Q_{n-1}^\dagger P_{n-1} Q_{n-1} \left( a_1 R_x \left( \frac{\pi}{2^{n-1} - 1} \right) a_n \right) P_{n-1},$ $Q_{n-1}$ will cancel the action of $Q_{n-1}$ and we obtain

$$Q_n = P_{n-1}^\dagger Q_{n-1} \left( a_1 R_x \left( \frac{\pi}{2^{n-1} - 1} \right) a_n \right) P_{n-1}.$$

Recursively replacing $Q_{n-1}$ in the last decomposition of $Q_n$, we obtain

$$Q_n = P_{n-1}^\dagger P_{n-2}^\dagger Q_{n-2} \left( a_1 R_x \left( \frac{\pi}{2^{n-2} - 1} \right) a_n \right) P_{n-2} \left( a_1 R_x \left( \frac{\pi}{2^{n-1} - 1} \right) a_n \right) P_{n-1}.$$

The structure of $Q_n$ after the $i$th decomposition of the operators $Q$ is described in Eq. (4).

$$Q_n = \prod_{k=n-1}^{n-i} P_k^\dagger Q_{n-i} \prod_{j=n-i}^{n-1} a_1 R_x \left( \frac{\pi}{2^{j-1}} \right) a_{j+1} P_j,$$

(4)

The last recursive call occurs with $i = n - 2$. Because $Q_{n-(n-2)} = Q_2$ that contains only a $C^1 R_x(\pi)$ gate, after the last recursive call, we obtain

$$Q_n = \prod_{k=n-1}^{2} P_k^\dagger Q_2 \prod_{j=2}^{n-1} a_1 R_x \left( \frac{\pi}{2^{j-1}} \right) a_{j+1} P_j.$$
In this way, only two gates of $P_{k+1}(U_{k+1})$ cannot be applied in parallel with other gates of $\prod_{k=2}^{n} P_k(U_k)$ and $\text{depth}(\prod_{k=2}^{n+1} P_k(U_k)) = \text{depth}(\prod_{k=2}^{n} P_k(U_k)) + 2$. By the induction hypothesis $\text{depth}(\prod_{k=2}^{n+1} P_k(U_k)) = 2n - 3 + 2 = 2(n + 1) - 3$.

We can implement $P_n(U)^\dagger Q_n \left(a_1 a_2^\cdots a_{n+1}\right)^\dagger P_n(U)$ in a circuit with depth $(2(n + 1) - 3) + (2n - 3)$. With the decomposition of $Q_n$, presented in Eq. 5 the gates $P_n(U)^\dagger \prod_{k=n-1}^{n} P_k^I$ have depth $2n - 3$, and the remaining gates

$$Q_2 \prod_{j=2}^{n-1} a_1 R_x \left(\frac{\pi}{2^j-1}\right) a_{j+1} P_j P_n(U)$$

are equivalent to $\prod_{j=2}^{n+1} P_k(U_k)$ with $U_2 = R_x(2\pi)$, $U_{n+1} = U$, $U_k = R_x(\pi)$ for $k \notin \{2, n + 1\}$ and depth $(2(n + 1) - 3)$.

$Q_n^I$ is equivalent to $\left(\prod_{k=n-1}^{n} P_k \prod_{k=2}^{n} P_k(U_k)\right)^\dagger$ with $U_2 = R_x(2\pi)$ and $U_k = R_x(\pi)$ for $k \neq 2$ and can be implemented in a circuit with depth $(2(n-1) - 3) + 2n - 3$. The overall depth of a $C^n U$ gate is $8n - 12$ or $8n - 20$, where $m = n + 1$ is the number of qubits in $C^n U$. Figure 1 shows the decomposition of a $C^n U$ gate.

We show that an $n$-qubit controlled single-qubit unitary gate can be decomposed into a circuit with a linear depth of two-qubit controlled gates. Each two-qubit controlled gate requires a fixed number of single-qubit and CNOT gates [18, Lemma 5.1]; then the circuit can be decomposed with a linear depth of single-qubit and CNOT gates.

### III. Numerical Analysis

We evaluate the depth of a quantum circuit produced by the LDD for a $C^n U$ gate with a randomly selected $2 \times 2$ unitary gate with the total number of qubits, $n + 1$, ranging from 2 to 13. To demonstrate the advantage of LDD, we compare the results against those produced by the default implementation of a multiquit controlled unitary operation in qiskit and by the algorithm for uniformly-controlled one-qubit gates (i.e. multiplexer) [18]. The latter is also implemented with qiskit. The results are plotted in Fig. 2. In the figure, the default qiskit implementation, uniformly-controlled-gates, and our LDD algorithm are indicated by the diamonds, circles, and squares and are labelled as Qiskit (naive), Qiskit (uc), and Linear, respectively. The figure also shows two different cases that we tested, first without any further circuit optimization (solid lines) and second with another layer of circuit optimization provided by the transpilation tool in qiskit (dashed lines).

The numerical analysis confirms that the LDD algorithm is more economical than the previous methods in terms of the quantum circuit depth. The quantum circuit depth increases linearly with the number of qubits for LDD, and exponentially for other methods. This is especially advantageous when the number of qubits in the system is more than four.

### IV. Computational Experiments

Minimizing the quantum circuit depth is crucial for noisy intermediate-scale quantum (NISQ) computing [19] without fault tolerance and error correction. To demonstrate the advantage of our LDD for implementing quantum algorithms on a noisy quantum hardware, we performed two proof-of-principle computational experiments on IBM cloud quantum devices. The first experiment tests $C^n X$. Since quantum process tomography becomes extremely costly as the number of qubits increases [37], we use a simpler experiment that allows us to compare different decomposition methods. Namely, we design a quantum circuit that estimates

$$|\langle 11 \cdots 11 | C^n X | 11 \cdots 10 \rangle|^2,$$

which should be 1 in the ideal case. The quantum circuit for testing Eq. (6) is shown in Fig. 3(a). Similarly, the second experiment is designed to estimate

$$|\langle 11 \cdots 11 | C^n U (I^\otimes n \otimes U^\dagger) | 11 \cdots 11 \rangle|^2,$$

where $I^\otimes n$ indicates the identity operation applied to $n$ qubits and $U$ is a randomly chosen $2 \times 2$ unitary gate. The above probability should be 1 in the ideal case. The quantum circuit for testing Eq. (7) is shown in Fig. 3(b). Note that for both experiments, if a completely depolarizing channel is applied instead of the desired gate operation, then the above probabilities become $1/2^{n+1}$.

The two experiments described above were executed on IBM quantum devices through the IBM Quantum cloud service [28]. The first experiment was implemented on ibm_hanoi, a 27-qubit Falcon r5.11 processor, and the second one was implemented on ibmq_guadalupe, a 16-qubit Falcon r4p processor. The selection was based on the amount of queue on the cloud service at the time of execution. Quantum volumes [39] for these devices are 64 and 32, respectively, and the device diagrams with qubit connectivities are provided as insets in Fig. 4. Typical average error rates in ibm_hanoi are $1.9 \times 10^{-4}$ for single-qubit Pauli X gates, $4.4 \times 10^{-4}$ for CNOT gates and $1.8 \times 10^{-2}$ for readout. The average T$_1$ and T$_2$ relaxation times typically measured on this device are 175 $\mu$s and 140 $\mu$s, respectively. Typical average error rates in ibmq_guadalupe are $3.1 \times 10^{-4}$ for single-qubit Pauli X gates, $9.4 \times 10^{-2}$ for CNOT gates and $1.7 \times 10^{-2}$ for readout. The average T$_1$ and T$_2$ relaxation times typically measured on this device are 103 $\mu$s and 102 $\mu$s, respectively.

Similar to the numerical analysis presented in the previous section, the quantum circuit produced by our LDD algorithm is compared with those produced by the default implementation in qiskit and by the algorithm for
FIG. 1: A linear-depth decomposition of a $C^5U$. The number $\pi/k$ in boxes indicate the angle of single-qubit rotation around the x-axis of the Bloch sphere (i.e. $R_x(\pi/k)$). The circuit modification to apply a $C^nU$ gate occurs in the last qubits where we apply a $k\sqrt{U}$ instead of a $R_x(\pi/k)$ and $k\sqrt{U}^\dagger$ instead of a $R_x(-\pi/k)$. The numbers in the left side of each gate corresponds to the time step at which the corresponding gate is applied. Note that setting $U = X$ produces a 6-qubits Toffoli gate.

FIG. 2: Numerical analysis of the depth of quantum circuits produced by three different gate decomposition methods: the default implementation of multiqubit controlled unitary operation in qiskit and by the algorithm for uniformly-controlled one-qubit gates. The resulting circuit depths from these cases are shown with the diamond, circle, and square symbols, respectively. The solid lines are obtained without any optimization, and the dashed lines are obtained after circuit optimization provided by Qiskit (with optimization level 3).

FIG. 3: Quantum circuits tested in proof-of-principle experiments.

uniformly-controlled one-qubit gates. To execute quantum circuits on real quantum devices, they need to be decomposed further with respect to the native gate set and the qubit connectivity of the target device. Thus the final quantum circuits are obtained after performing the qiskit transpilation tool with optimization level 2. The probabilities shown in Eqs. (6) and (7) are estimated by sampling measurement outcomes from the quantum circuits shown in Figs. 3(a) and (b) 50000 and 32000 times, respectively, for ibm_hanoi and ibmq_guadalupe. The experimental results are shown in Fig. 4. In the figure, the default qiskit implementation, multiplexer, and our LDD algorithm are indicated by triangles, circles, and squares and labelled as naive, UCG, and LDD, respectively. Due to the finite number of sampling, the probability is zero for some instances, especially when the number of qubits is large. Hence certain values are missing. To exhibit the connection between the circuit depth and the accuracy of the quantum circuit execution, Fig. 4 also shows the quantum circuit depth.

As predicted by the theory and demonstrated by the numerical results shown in Fig. 4 the quantum circuit depth of the LDD algorithm increases much more slowly with the number of qubits than that of previous methods. For $C^nX$, the LDD method yields a longer quantum circuit depth than the other methods for small $n$ until the break-even point at $n = 6$. Afterwards, the quantum circuit depth is shallower than the other methods. Similarly, for $C^nU$, the LDD method yields a longer quantum circuit depth than the multiplexer until the break-even point at $n = 6$. Beyond this point, the quantum circuit depth is shallower than the other methods. Consequently, the LDD method begins to produce higher probability than those of the other methods after the break-
FIG. 4: Results from proof-of-principle experiments implemented on (a) ibm_hanoi for $C^n X$ and (b) ibmq_guadalupe for $C^n U$, where $U$ is randomly chosen from the unitary group $U(2)$. The final quantum circuits are obtained after performing the qiskit transpilation tool with optimization level 2. The diamond, circle, and square symbols represent the results from the default implementation of qiskit, uniformly-controlled one-qubit gates, and the linear-depth method. The dashed lines indicate the probabilities of measuring a string of ones, and the solid line is the circuit depth. The probabilities are obtained from 50000 and 32000 samples, respectively for (a) and (b). The solid lines vanishing towards the x-axis means that the probability is zero. For each experiment, the device diagram illustrating the qubit connectivity is shown next to the legend labels.

even point. The proof-of-principle experiments confirm that the quantum circuit depth reduction achieved by our work can help achieve more accurate executions of quantum algorithms on NISQ devices.

V. CONCLUSION

In summary, we showed that an $n$-qubit controlled single-qubit unitary gate can be decomposed into a circuit with a linear depth of single-qubit and CNOT gates. The linear-depth decomposition does not require any ancilla qubits. Our method starts to outperform the circuit decomposition used in qiskit [40], a publicly available tool, when the number of qubits is five, and the improvement increases with the number of qubits. Through numerical analysis and proof-of-principle experiments performed on the IBM quantum cloud platform, we verified the advantage of the proposed method.

Controlled operators are the basic building block of quantum algorithms, such as the implementation of isometries [30], quantum machine learning [20], quantum finance [24], and state preparation [41]. A more efficient controlled operation should allow improvements in several quantum computing applications. A possible future work is to use this alternative decomposition to investigate how to reduce the depth of a sequence of multiqubit controlled gates, improving the application of quantum multiplexers.
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An implementation of the proposed method is publicly available at https://github.com/qclib/qclib/blob/master/qclib/gates/mc_gate.py.
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