Slave fermion formalism for the tetrahedral spin chain
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We use the SU(2) slave fermion approach to study a tetrahedral spin 1/2 chain, which is a one-dimensional generalization of the two dimensional Kitaev honeycomb model. Using the mean field theory, coupled with a gauge fixing procedure to implement the single occupancy constraint, we obtain the phase diagram of the model. We then show that it matches the exact results obtained earlier using the Majorana fermion representation. We also compute the spin-spin correlation in the gapless phase and show that it is a spin liquid. Finally, we map the one-dimensional model in terms of the slave fermions to the model of 1D $p$-wave superconducting model with complex parameters and show that the parameters of our model fall in the topological trivial regime and hence does not have edge Majorana modes.

PACS numbers:

I. INTRODUCTION

The study of quantum spin liquids in the context of frustrated magnetism in many body theory has attracted attention for many years [1]. The impetus for the work in this area came from the understanding that these are examples where the localised moments have strong correlations and lead to remarkable collective phenomena such as emergent gauge fields and fractional excitations. There exists well developed theoretical tools such as gauge theories [2], slave boson [3] and slave fermion [4] methods, quantum dimer models [5] and various numerical methods [6] to study such models.

Current interest in this field has been enhanced due to the discovery of a remarkable exactly solvable spin 1/2 model in two dimensions known as as the Kitaev model with a gapless $Z_2$ spin liquid phase [7] with fractionalised excitations (anyons and non-abelian anyons). The ground state has degeneracy and topological order which makes the model relevant for quantum computation [8]. Moreover, it is an excellent model to study features of the spin liquid ground state of the gapless phase. The disadvantage of the exactly solvable model is that it does not give a systematic way of dealing with models which are not exactly solvable. Hence, it is of use to understand the connection between the earlier methods of studying spin liquid, such as using spin waves, slave fermions, etc and the exact solutions. Motivated by this, Burnell and Nayak [9] studied the Kitaev model in two dimensions using the SU(2) slave fermion formalism. They were able to reproduce the results and understand the physics of the model using the slave fermion band structure. Around the same time, Mandal et al. [10] related the Kitaev model to the SU(2) gauge theory of the RVB model and showed how the residual $Z_2$ invariance was related to Kitaev’s Majorana representation of the spins.

On the other hand, there has also been a lot of interest in other generalizations of the Kitaev model on other lattices, and in other dimensions, as long as they have coordination number three [11–13]. In fact, besides being of theoretical interest, such models can be realised in cold atom systems [14] and quantum circuits [15]. Most of these models have been studied mainly by using some variant of the Majorana representation of the spins to get some exact results.

Spin models in one dimension also have a long history of having been studied by various methods [16]. It is, hence, of interest to understand the relation between various methods. In this paper, we focus on the Kitaev tetrahedral model, earlier studied in terms of the Majorana representation of spins by Saket et al [12]. Their aim was to see whether Majorana modes could be created and manipulated by tuning the local fluxes and parameters of the theory and for this, they represented the Hamiltonian in terms of Majorana fermions using the Jordan-Wigner transformation. Our main aim in this paper is in examining how the phase diagram of the Kitaev tetrahedral model in one dimension, can be obtained through more conventional methods. For this, we use a different representation for the spins in terms of the slave fermions (usually called spinons) in terms of which the Hamiltonian becomes four fermion-like. This model is equivalent to the spin model only in the singly occupied sector (each site is occupied by a single electron), and this constraint is enforced as an $SU(2)$ Gauss law constraint. Then using the Hubbard-Stratanovich decoupling in the hopping and superconducting channels, we obtain the phase diagram of the model and find that the gapless phase is confined to circles on a cone, with all other regions being gapped. This agrees with the earlier results obtained by writing the spins in terms of Majorana operators [12]. Finally, we map the tetrahedral model to an effective 1 D $p$-wave superconducting model (the ‘other’ or the one-dimensional Kitaev model [17]), which is the prototype model giving rise to Majorana modes at the edges when the chemical potential is tuned to the topological regime. We then show that the parameters of the tetrahedral model implies that the ground state of the effective one-dimensional Kitaev-like model is in the topologically trivial phase without Majorana modes at the edges.
II. MODEL

Kitaev’s honeycomb model can be generalized to a variety of lattices which have coordination number three. Here, we study the tetrahedral chain introduced in Ref. [12], made by connecting a series of plaquettes as shown in Fig. 1. Each plaquette or unit cell has four sites and the $x, y$ and $z$ bonds are indicated in the figure. The Hamiltonian for such a model is,

$$H = -\sum_i [J_x (\sigma_{i-1,4}^x \sigma_{i,1}^x + \sigma_{i,2}^x \sigma_{i,3}^x) + J_y (\sigma_{i,1}^y \sigma_{i,2}^y + \sigma_{i,4}^y) + J_z (\sigma_{i,1}^z \sigma_{i,3}^z + \sigma_{i,2}^z \sigma_{i,4}^z)].$$

(1)

where the index $i$ denotes the site of the plaquette in the chain and the second index $(1...4)$ denotes the lattice site on the plaquette or the unit cell.

![FIG. 1: The tetrahedral chain with four sites per unit cell.](image)

The spin operators $\sigma_{i}^{x,y,z}$ can be represented using fermion operators using the relation, $\hat{\sigma}_i^\kappa = \frac{1}{2} f_{i\alpha}^\dagger \sigma_\alpha^\kappa f_{i\beta}$. Here, $\sigma$ denotes the spin operators on the LHS and the Pauli matrices on the RHS. The operators $f_{i\alpha}$ and $f_{i\alpha}^\dagger$ are the fermion annihilation and creation operators. The index $i$ denotes the site, indices $\kappa = (x, y, z)$ denote the three components of the spin and the indices $\alpha, \beta = \uparrow, \downarrow$ denote the spin projections. The model was introduced as a toy model to understand the manipulation of Majorana fermions, so it was studied analogous to the Kitaev model by representing the spins in terms of Majorana fermions. The symmetries of this model were analysed and it was shown that every state of the system had a degeneracy of $2^N$, where $N$ is the number of unit cells. Solutions for the Majorana edge states that occur in this model were presented and the creation and manipulation of Majorana modes were discussed [12].

However, our focus in this paper is different. We wish to analyse the model as a spin model and understand its phases, following the work of Burnell and Nayak [9], who analysed the two dimensional Kitaev model in terms of slave fermions. So our starting point is to use the slave fermion formalism where the spins are written in terms of standard fermions, rather than Majorana fermions, i.e., we rewrite the quadratic terms of the Hamiltonian in Eq. (1) the $\sigma_i^x \sigma_j^y$, $\sigma_i^x \sigma_i^y$ and $\sigma_i^x \sigma_i^z$, on the $x, y$ and $z$ links respectively, in terms of standard fermion operators. The main point to note here is that unlike the Heisenberg model where there is a rotational spin symmetry at each link, here the rotational symmetry is broken and the spin along the three links at each site is different. For the $\sigma_i^x \sigma_j^y$, we find

$$\sigma_i^x \sigma_j^y = -\frac{1}{4} [f_{i\dagger}^\uparrow f_{j\dagger}^\downarrow f_{i\dagger}^\downarrow f_{j\dagger}^\uparrow + f_{i\dagger}^\downarrow f_{j\dagger}^\uparrow f_{i\dagger}^\uparrow f_{j\dagger}^\downarrow + f_{i\dagger}^\uparrow f_{j\dagger}^\uparrow f_{i\dagger}^\downarrow f_{j\dagger}^\downarrow + f_{i\dagger}^\downarrow f_{j\dagger}^\downarrow f_{i\dagger}^\uparrow f_{j\dagger}^\uparrow].$$

(2)

Similar terms can be obtained for $\sigma_i^y \sigma_j^y$ and $\sigma_i^y \sigma_j^z$ as shown in the appendix. Note that there is a redundancy in representing the spins in terms of fermions. The fermionic operators reproduce the Hilbert space of the spin operators only when double occupancy and no occupancy are projected out i.e., only in the singly occupied subspace. Hence, this form is not unique and we have to satisfy the conditions, $n_{i\uparrow} + n_{i\downarrow} = 1$, $f_{i\uparrow}^\dagger f_{i\downarrow}^\dagger = 0 = f_{i\downarrow}^\dagger f_{i\uparrow}^\dagger$ on each site [9]. The choice of a particular form can also be understood as a gauge fixing condition, since the subspace of the single occupancy and the subspace of the no occupancy and double occupancy can be shown to form two independent representations of $SU(2)$ [10].

III. MEAN FIELD HAMILTONIAN AND PHASE DIAGRAM

We now perform a mean field analysis of the Hamiltonian by introducing the Hubbard-Stratanovich ($\mathcal{HS}$) fields in the hopping and the $p$-wave superconducting channels. As explained in Ref. [9], in the absence of spin-rotational
symmetry, independent $\mathcal{HS}$ fields have to be introduced for the fermion operators on the $x$, $y$ and $z$ links. The $\mathcal{HS}$ transformed form of the spin operators in terms of four bosonic $\mathcal{HS}$ fields ($\phi_1$ and the $\theta_i$ fields) evaluated on the $x$ links in the hopping and superconducting channels is given explicitly in Appendix A. In the mean field limit, the $\mathcal{HS}$ fields take their expectation values. More explicitly, we parametrize the expectation values by the following hopping parameters and superconducting order parameters, similar to the 2D model: $\langle \phi_1 + i\phi_2 \rangle = t^z_{\uparrow \downarrow}$, $\langle \phi_1 - i\phi_2 \rangle = t^z_{\downarrow \uparrow}$, $\langle \theta_1 + i\theta_2 \rangle = \Delta^x_\uparrow$, $\langle \theta_1 - i\theta_2 \rangle = \Delta^x_\downarrow$. Similar terms can be written for $J_y\sigma_y^\uparrow\sigma_y^\downarrow$ and $J_z\sigma_z^\uparrow\sigma_z^\downarrow$ terms.

Using these expressions, the original Hamiltonian in Eq.1 can be written as

$$
H = J_z(\sigma^-_{i-1,4}\sigma^+_{i+1} + \sigma^-_{i,2}\sigma^+_{i,3}) = -\frac{16}{J_z}(\langle \phi_1 \rangle^2 + \langle \phi_2 \rangle^2 + \langle \theta_1 \rangle^2 + \langle \theta_2 \rangle^2)
$$

$$
+ \sum_{\alpha} \left( t^x_{\alpha} (f^\dagger_{i-1,4\alpha} f_{i+1\alpha} + f^\dagger_{i,2\alpha} f_{i,3\alpha}) + \Delta^x_\alpha (f^\dagger_{i-1,4\alpha} f^\dagger_{i+1\alpha} + f^\dagger_{i,2\alpha} f^\dagger_{i,3\alpha} + c.c.) \right)
$$

with similar terms for $J_y\sigma_y^\uparrow\sigma_y^\downarrow$ and $J_z\sigma_z^\uparrow\sigma_z^\downarrow$. Assuming periodic boundary conditions and after Fourier transforming in the following way,

$$
f_{i,j\alpha} = \frac{1}{\sqrt{N}} \sum_q e^{iqr_i} f_{q,j\alpha}, \quad f^\dagger_{i,j\alpha} = \frac{1}{\sqrt{N}} \sum_q e^{-iqr_i} f^\dagger_{q,j\alpha}
$$

we get the final Hamiltonian $H$. Since the terms with spin indices $\uparrow$ and $\downarrow$ decouple in the Hamiltonian, $H$ in Eq.(1) can be written as $H_0 + \sum_q (\psi^\dagger_{q\uparrow} H^\uparrow \psi_{q\uparrow} + \psi^\dagger_{q\downarrow} H^\downarrow \psi_{q\downarrow})$, where $H_0$ is the Gaussian term of the $\mathcal{HS}$ fields and the independent Hamiltonians for the $\uparrow$ and $\downarrow$ spins are given by

$$
H_\alpha = \frac{1}{2} \sum_q \left( \begin{array}{cccccc}
0 & t^y_{\alpha} & t^z_{\alpha} & t^x_{\alpha} e^{-iq\ell} & 0 & \Delta^y_{\alpha} & \Delta^z_{\alpha} & -\Delta^x_{\alpha} e^{-iq\ell} \\
0 & t^y_{\alpha} & t^z_{\alpha} & t^x_{\alpha} & 0 & -\Delta^y_{\alpha} & \Delta^z_{\alpha} & \Delta^x_{\alpha} \\
t^x_{\alpha} e^{iq\ell} & t^y_{\alpha} e^{iq\ell} & t^z_{\alpha} & 0 & -\Delta^x_{\alpha} e^{iq\ell} & -\Delta^y_{\alpha} & \Delta^z_{\alpha} & -\Delta^y_{\alpha} \\
t^x_{\alpha} & t^y_{\alpha} & t^z_{\alpha} & 0 & \Delta^x_{\alpha} e^{iq\ell} & \Delta^y_{\alpha} & -\Delta^z_{\alpha} & -\Delta^y_{\alpha} \\
0 & \Delta^y_{\alpha} & -\Delta^z_{\alpha} & \Delta^x_{\alpha} e^{-iq\ell} & 0 & -t^y_{\alpha} & t^z_{\alpha} e^{-iq\ell} & -t^x_{\alpha} e^{-iq\ell} \\
-\Delta^y_{\alpha} & -\Delta^z_{\alpha} e^{-iq\ell} & -\Delta^x_{\alpha} & 0 & t^y_{\alpha} & -t^z_{\alpha} & t^x_{\alpha} & 0 \\
\Delta^x_{\alpha} e^{iq\ell} & \Delta^y_{\alpha} & \Delta^z_{\alpha} & 0 & -t^x_{\alpha} e^{iq\ell} & -t^y_{\alpha} & t^z_{\alpha} & 0 \\
-\Delta^x_{\alpha} & -\Delta^y_{\alpha} e^{iq\ell} & \Delta^z_{\alpha} & -\Delta^y_{\alpha} & -t^x_{\alpha} & -t^y_{\alpha} & -t^z_{\alpha} & 0
\end{array} \right).
$$

Here $\alpha$ is the spin index and can be $\uparrow$ or $\downarrow$. Note that the Hamiltonian is twice as large, $8 \times 8$ instead of $4 \times 4$, as it was in the case of the two dimensional model [11]. This is due to the fact that in the one dimensional model, there are both intra-plaquette bonds and inter-plaquette bonds for $J_x\sigma_x^\uparrow\sigma_x^\downarrow$ terms, which have different Fourier transforms. The $\psi_{q,\alpha}$ and $\psi^\dagger_{q,\alpha}$ have the forms,

$$
\psi_{q,\alpha} = \left( f_{q,1\alpha} f_{q,2\alpha} f_{q,3\alpha} f_{q,4\alpha} f^\dagger_{-q,1\alpha} f^\dagger_{-q,2\alpha} f^\dagger_{-q,3\alpha} f^\dagger_{-q,4\alpha} \right)^T
$$

and

$$
\psi^\dagger_{q,\alpha} = \left( f^\dagger_{q,1\alpha} f^\dagger_{q,2\alpha} f^\dagger_{q,3\alpha} f^\dagger_{q,4\alpha} f_{-q,1\alpha} f_{-q,2\alpha} f_{-q,3\alpha} f_{-q,4\alpha} \right)
$$

The factor of $1/2$ in the first line is because the expression counts each term in the Hamiltonian twice.

Note also that we have not yet imposed the constraint of single occupancy. Enforcing the single occupancy constraint, $n_{i\uparrow} + n_{i\downarrow} = 1$ on $z$ bonds is much easier than $x$ and $y$ bonds. This is due to the fact that fermionization of $\sigma^\dagger_{\alpha}$ gives $1/2(n_{i\uparrow} - n_{i\downarrow})$. The rest of the Hamiltonian has to be projected to a singly occupied subspace. One of the ways to impose the conditions is by using Lagrange multipliers. The form of the Lagrange multipliers is then calculated self-consistently. However, as was shown by Mandal, Shankar and Baskaran [11], the model has an $SU(2)$ gauge symmetry and the single occupancy constraint is equivalent to imposing the $SU(2)$ Gauss law. In fact, Kitaev’s model on the 2 dimensional honeycomb lattice is left with static $\mathbb{Z}_2$ gauge fields even after imposing the single occupancy constraint. So the Kitaev model can also be thought of as an $SU(2)$ gauge theory, where the spin operators fix the gauge, but still leave an unbroken $\mathbb{Z}_2$ symmetry.

The next step is to find the self-consistent mean field solution. At this stage, our model has twelve bosonic fields - $t^x_{\alpha}, \Delta^x_{\alpha}$ where $\kappa = x, y, z$ (four on each link corresponding to hopping $t$ of the $\uparrow$ or $\downarrow$ electron or corresponding to the superconducting order parameter $\Delta_{i\downarrow}$). We note that since the pairing is $p$-wave, the expectation values of the pairing potential within the plaquette is zero (i.e. $\Delta_{k,k'}$ for $k=k'$ in $\Delta_{k,k'}e^{i\theta_{k,k'}}$). Hence, we can set $\Delta^y_{\alpha} = \Delta^x_{\alpha} = 0$ everywhere. But $\Delta^z_{\alpha} = 0$ only for sublattice indices 2,3, which are within a plaquette. It is non-zero when the sublattice indices are 1,4 and we will denote this now simply by $\Delta^z_{\alpha}$ without the index 1,4.
We now only have the bosonic fields $t^\kappa_\alpha$, where $\kappa = x, y, z$ and the single $\Delta_\alpha$ field ($\alpha$ for each spin) corresponding to the superconducting order parameter. We can write down the saddle point equations for these fields in terms of the fermions $f_{l,\alpha}, f_{l,\alpha}^\dagger$ as

$$
t^\kappa_\alpha = \frac{J^\kappa}{4} (f_{l,\alpha} f_{l,\alpha}^\dagger), \quad \Delta_\alpha^\kappa = \frac{J^\kappa}{4} (f_{l,\alpha} f_{l,\alpha}^\dagger)
$$

(7)

where ($l$-$j$) = (i, 2)-(i, 3) and (i - 1, 4)-(i, 1) for the x-bonds, (l-$j$) = (i, 1)-(i, 2) and (i, 3)-(i, 4) for the y-bonds and ($l$-$j$) = (i, 2)-(i, 4) and (i, 1)-(i, 3) for the z-bonds. Now, to satisfy these equations, there are various possible choices that we can make. For the ground state however, we would expect maximal symmetry and minimum energy. Guided by this, we find that we can make the following choices -

$$
t^x_\alpha = i \frac{J^x}{4}, \quad \Delta^x_\alpha = -i \frac{J^x}{4} \quad \text{for} \ (i - 1, 4)-(i, 1) \ \text{bond.}
$$

$$
t^x_\alpha = 0, \quad \Delta^x_\alpha = 0 \quad \text{for} \ (i, 2)-(i, 1) \ \text{bond.}
$$

$$
t^x_\alpha = i \frac{J^x}{2}, \quad \Delta^x_\alpha = 0 \quad \text{for} \ (i, 2)-(i, 3) \ \text{bond.}
$$

(8)

for the $x$-fields. Here, we have differentiated between the intra-cell links and the inter-cell links. But for the $y$ and $z$ bonds, there is no such difference and we can simply choose

$$
t^y_\alpha = i \frac{J^y}{2}, \quad \Delta^y = 0
$$

$$
t^z_\alpha = -i \frac{J^z}{2}, \quad \Delta^z = 0.
$$

(9)

This choice is similar to the choice made by Burnell and Nayak and reproduces the exact result in terms of the Majorana fermions. However, it is not a unique choice. In terms of the original lattice model, there are two triangular plaquettes in each unit cell and a conserved $Z_2$ flux associated with each plaquette, with the fluxes being given by

$$
W_i^L = \sigma_{i,1}^x \sigma_{i,2}^y \sigma_{i,3}^z, \quad W_i^R = \sigma_{i,4}^x \sigma_{i,5}^y \sigma_{i,6}^z.
$$

(10)

However, the single particle spectrum only depends on the product of the fluxes $W_i^L \times W_i^R$. So for instance, we can choose $W_i^R = \pm 1$ for all $i$ and $W_i^L = \pm 1$ for all $i$. Both the cases $W_i^L = 1 = W_i^R$ and $W_i^L = -1 = W_i^R$ will give the same result giving rise to a degeneracy of two for each plaquette. This of course, leads to an infinite degeneracy in the thermodynamic limit. However, if we only count configurations with a definite value of the product $W_i^L \times W_i^R$ there still exists a degeneracy in the thermodynamic limit. In other words, besides the indistinguishability of the individual fluxes in the product of fluxes at each plaquette, there is a gauge symmetry left in the model after enforcing the single occupancy constraint. This is the loop operator which can wind around the one-dimensional lattice (with periodic boundary conditions) defined by

$$
W_{\text{loop}(a)} = \sigma_{1}^x \sigma_{2}^x \sigma_{3}^x \ldots
$$

(11)

where the loop is defined by going along the bonds with $J_x \sigma_{1}^z \sigma_{2}^z$ and $J_y \sigma_{2}^z \sigma_{3}^z$. This operator commutes with the Hamiltonian and represents a conserved quantity, and can be +1 or -1, giving a degeneracy of 2. Note that we could have defined other loop operators

$$
W_{\text{loop}(xyz)} = \sigma_{1}^x \sigma_{2}^x \sigma_{3}^y \ldots
$$

(12)

where the loop is defined by going along the bonds with $J_x \sigma_{1}^z \sigma_{2}^z$, $J_y \sigma_{2}^z \sigma_{3}^y$, and $J_z \sigma_{3}^z \sigma_{1}^z$ or

$$
W_{\text{loop}(y)} = \sigma_{1}^y \sigma_{2}^y \sigma_{3}^y \ldots
$$

(13)

where the loop is defined by going along the bonds with $J_y \sigma_{1}^z \sigma_{2}^z$ and $J_z \sigma_{2}^z \sigma_{3}^z$. But these do not result in independent conserved operators, because they can be obtained by multiplying $W_{\text{loop}(a)}$ with suitable combinations of $W_i^L W_i^R$. So the degeneracy in the thermodynamic limit of the model (with the caveat mentioned above) is two.

The final Hamiltonian is thus given by

$$
H = \frac{i}{4}
$$

$$
\begin{pmatrix}
0 & J_y & -J_z & -\frac{J^x}{2} e^{-iql} & 0 & 0 & 0 & \frac{J^x}{2} e^{-iql} \\
-J_y & 0 & J_z & \frac{J^x}{2} e^{-iql} & 0 & 0 & 0 & 0 \\
-\frac{J^x}{2} e^{iql} & J_z & -J_y & 0 & -\frac{J^x}{2} e^{iql} & 0 & 0 & 0 \\
0 & 0 & 0 & J_y & -J_z & \frac{J^x}{2} e^{iql} & 0 & 0 \\
0 & 0 & 0 & -J_y & 0 & J_x & J_z & 0 \\
-\frac{J^x}{2} e^{iql} & 0 & 0 & J_z & -J_x & 0 & J_y & 0 \\
0 & 0 & 0 & J_z & J_x & 0 & J_y & 0 \\
-\frac{J^x}{2} e^{iql} & 0 & 0 & J_x & 0 & J_z & 0 & J_y
\end{pmatrix}
$$

(14)
and $H_1$ is given by the same Hamiltonian as above with all eight $q$ dependent terms set to zero. The next step is to find the eigenvalues and eigenvectors of these matrices. The eigenvalues are given by,

$$
\lambda^\downarrow(q) = \pm \frac{1}{2} \sqrt{J_x^2 + J_y^2 + J_z^2 \pm 2\cos(\frac{q}{2}) J_x \sqrt{J_y^2 + J_z^2}} + \frac{1}{4} \left( J_x \pm \sqrt{J_x^2 + 4(J_y^2 + J_z^2)} \right)
$$

\text{and}\quad \lambda^\uparrow(q) = \pm \frac{1}{2} \left( J_x \pm \sqrt{J_x^2 + 4(J_y^2 + J_z^2)} \right), \quad (15)

where the $\lambda(q)$ values are doubly degenerate. From the above equation, it is clear that there are twelve flat bands and four dispersive bands in this model. After the imposition of the single occupancy constraint, it is only the four dispersive bands in the model which survive. The simplest way to see this is to rewrite the fermions in terms of the Majorana fermions as shown in Appendix A of Ref. [9]. Note that imposition of the diagonal $SU(2)$ constraint $n_{\uparrow i} + n_{\downarrow i} = 1$ is equivalent to imposing the Majorana constraint $b^\dagger_i b^\dagger_j b_j c_i = 1$ on the wavefunctions (where the Majorana fermions $b^\dagger_i$ and $c_i$ have been defined in Appendix B).

We will now concentrate only on the spin $\downarrow$ sector, which contains all the dispersive modes which survive the imposition of the single occupancy constraint. The gap in the spectrum is the difference between the smallest positive eigenvalue and the largest positive eigenvalue. From Eq. (15) one can obtain

$$\text{Gap} = \lambda_{\downarrow}^{\min} - \lambda_{\downarrow}^{\max} = |\sqrt{J_y^2 + J_z^2} - J_x| . \quad (16)$$

The gapless phase is thus identified by $J_x = \sqrt{J_y^2 + J_z^2}$, which is plotted as a cone in Fig. 2. The two gapped phases are on the either side of the cone. The eigenvalues in the gapless phase are given by

$$\epsilon_{\text{gapless}} = 0, 0, \pm J_x, \pm \frac{\sqrt{3 \pm \sqrt{5}}}{2\sqrt{2}} J_x \quad (17)$$

Among these eight eigenvalues, $0, 0, \pm J_x$ belong to the four dispersive bands and $\pm \frac{\sqrt{3 \pm \sqrt{5}}}{2\sqrt{2}} J_x$ belong to the four flat bands. The eigenvectors, $(\alpha \beta \gamma \rho \sigma \theta \phi)^T$ corresponding to these eigenvalues can also be calculated and are given by

$$\epsilon = J_x, \quad \text{Eigenvector:} \quad \frac{1}{J_x} \begin{pmatrix} -iJ_x \\ -(J_y - iJ_z) \\ i(J_y - iJ_z) \\ J_x \\ i(J_y - iJ_z) \\ -(J_y - iJ_z) \end{pmatrix}, \quad \epsilon = -J_x, \quad \text{Eigenvector:} \quad \frac{1}{J_x} \begin{pmatrix} iJ_x \\ -(J_y + iJ_z) \\ -i(J_y + iJ_z) \\ -iJ_x \\ i(J_y + iJ_z) \\ -(J_y + iJ_z) \end{pmatrix}$$

$$\epsilon = 0, \quad \text{Eigenvector:} \quad \frac{1}{J_y} \begin{pmatrix} J_y \\ 0 \\ J_x \\ -J_z \\ J_y \\ 0 \end{pmatrix}, \quad \epsilon = 0, \quad \text{Eigenvector:} \quad \frac{1}{J_y} \begin{pmatrix} 0 \\ J_y \\ -J_z \\ J_x \\ J_y \\ 0 \end{pmatrix}.$$

Now we note that the flat bands can be decoupled from the problem and we can rewrite the Hamiltonian by projecting it onto the subspace involving only the four dispersing bands. This is the subspace of dispersing Majorana modes, our Hamiltonian is now identical to the one studied in Ref. [18] by Saket et al and the phase diagram obtained here matches exactly with the phase diagram obtained earlier.

**IV. COMPUTATION OF THE SPIN-SPIN CORRELATION IN THE GAPLESS PHASE**

We will now compute the spin-spin correlation in the gapless phase. It is possible to project the Hamiltonian in terms of the slave fermions to the single occupancy subspace and compute the spin-spin correlation in terms of slave
fermions. However, it is easier to write the Hamiltonian of the four dispersing modes in terms of Majorana fermions and then compute the spin-spin correlation. In terms of the Majorana fermions, the Hamiltonian of the dispersing modes can be written as shown in Appendix B:

$$H = \sum_i iJ_x (c_{i-1,4}c_{i,1} + c_{i,2}c_{i,3}) + iJ_y (c_{i,1}c_{i,2} + c_{i,3}c_{i,4}) + iJ_z (-c_{i,1}c_{i,3} + c_{i,2}c_{i,4}),$$

(18)

where $c_i$ are Majorana fermions. Fourier transforming the above $H$ gives,

$$H = i \sum_q J_x (e^{iql} c_{-q,4}c_{q,1} + c_{-q,2}c_{q,3}) + J_y (c_{-q,1}c_{q,2} + c_{-q,3}c_{q,4}) + J_z (-c_{-q,1}c_{q,3} + c_{-q,2}c_{q,4})$$

(19)

We first note that since the $Z_2$ fluxes on each plaquette are conserved quantities, the spin-spin correlation function which is actually an overlap of two states on sites $i$ and $j$ is zero unless the two sites happen to be nearest neighbours [10]. In other words, there is no correlation at all beyond nearest neighbours. So we can only compute the dynamical spin-spin correlation on nearest neighbour sites, which turns out to be of the form

$$\langle S_i^a S_j^a \rangle = g_{(i,j)}(t)\delta_{\alpha\beta}.$$  

(20)

Even without any further computation, we can see that the gapless sector describes a spin liquid, since there is no long range correlation beyond nearest neighbour correlation.

The eigenvalues of the Hamiltonian was calculated in the earlier section. The eigenvectors can also be found, now in terms of the Majorana fermions and the Hamiltonian can be written as $H = \sum_n \chi_n^\dagger H_{nm}\chi_m$. In the gapless phase the eigenvalues are, 0, 0, $\pm J_x$ and the eigenvector matrix is given by

$$\frac{1}{2J_x} \begin{pmatrix} iJ_x & 0 & J_y\sqrt{2} & -iJ_x \\ -(J_y + iJ_z) & \sqrt{2}J_y & 0 & -J_y + iJ_z \\ -iJ_y + J_z & -J_x\sqrt{2} & J_x\sqrt{2} & iJ_y + J_z \\ J_x & J_x\sqrt{2} & -J_x\sqrt{2} & J_x \end{pmatrix}$$  

(21)

In order to calculate the spin spin correlator $\langle S_i^a S_j^a \rangle$ we now go to a diagonal basis so that the Hamiltonian has the form $H = \sum_n \epsilon_n \psi_n^\dagger \psi_n$. The eigenvectors in the new basis are found to be

$$\begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \\ \psi_4 \end{pmatrix} = \frac{1}{2J_x} \begin{pmatrix} \sqrt{2}J_y c_{q,4} + iJ_x (c_{q,1} - c_{q,4}) \\ J_y (c_{q,2}\sqrt{2} - c_{q,1} - c_{q,4}) - iJ_z (c_{q,1} - c_{q,4}) \\ J_z (c_{q,1} + c_{q,4} + c_{q,2}\sqrt{2}) - J_x \sqrt{2} c_{q,3} \\ J_x (c_{q,1} + c_{q,4} + c_{q,2}\sqrt{2}) - J_z \sqrt{2} c_{q,3} \end{pmatrix}$$  

(22)
The partition function $Z = T e^{-H}$ over the $2^4 = 16$ four fermionic states $|0000\rangle, |1000\rangle, |0100\rangle \cdots |1111\rangle$ can now be found to be $Z = 6 + 8 \cosh J_z$. The spin-spin correlators are hence found to be (for nearest neighbours)

\[
\langle S_i^x S_j^x \rangle = \frac{d}{dJ_z} \ln Z = \frac{8 \sinh J_x}{6 + 8 \cosh J_x} \frac{J_z}{\sqrt{J_y^2 + J_z^2}}
\]

\[
\langle S_i^y S_j^y \rangle = \frac{d}{dJ_z} \ln Z = \frac{8 \sinh J_y}{6 + 8 \cosh J_y} \frac{J_y}{\sqrt{J_y^2 + J_z^2}}
\]

\[
\langle S_i^z S_j^z \rangle = \frac{d}{dJ_z} \ln Z = \frac{8 \sinh J_z}{6 + 8 \cosh J_z}
\]

(V. MAPPING TO THE ONE-DIMENSIONAL KITAEV MODEL)

In this section we analyze the similarities between the tetrahedral chain and the 1D Kitaev $p$-wave superconductor \[17\]. The tetrahedral spin chain is similar to the 1D Kitaev model, except that alternate bonds are ‘dressed’ by the plaquette operators. The 1D Kitaev model consists of spinless fermions connected in a one-dimensional chain. Hopping and $p$-wave pairing are allowed between the nearest neighbour sites. The Hamiltonian takes the following form,

\[
H = - \sum_j \left[ (t f_j^\dagger f_{j+1} + t^* f_{j+1}^\dagger f_j) - (\Delta f_j^\dagger f_{j+1} + \Delta^* f_{j+1} f_j) + \mu(f_j^\dagger f_j - \frac{1}{2}) \right]
\]

where $t$ is the hopping amplitude, $\Delta$ is the $p$-wave pairing and $\mu$, the chemical potential. This is structurally similar to either $H_\uparrow$ or $H_\downarrow$ of the tetrahedral model, where, for instance $H_\downarrow$ is given by

\[
H_\downarrow = - \sum_i \mu f_i^\dagger (f_i^\dagger, f_{i+1}^\dagger f_{i+1} + f_{i+2}^\dagger f_{i+2} + f_{i+3}^\dagger f_{i+3} + f_i^\dagger f_i) + \Delta x f_i^\dagger f_{i-1-4} + \Delta y f_i^\dagger f_{i+2-4} + \Delta z f_i^\dagger f_{i+3-4}
\]

which looks similar to the Kitaev model, except that the chemical potential term is not really an ordinary chemical potential term, but instead involves hoppings within the plaquette $i$. Hence, the Hamiltonian can be rewritten as

\[
H_\downarrow = \mu f_i^\dagger f_i + \Delta x f_i^\dagger f_{i-1-4} + \Delta y f_i^\dagger f_{i+1-4} + \Delta z f_i^\dagger f_{i+2-4} + \mu f_i^\dagger f_i
\]

with

\[
\mu f_i^\dagger f_i = \mu f_i^\dagger f_i + \Delta x f_i^\dagger f_{i-1-4} + \Delta y f_i^\dagger f_{i+1-4} + \Delta z f_i^\dagger f_{i+2-4}
\]

Therefore the tetrahedral chain can be mapped into a special case of 1D Kitaev $p$-wave superconductor. In Kitaev’s original model, all the parameters, i.e., $t$, $\Delta$ and $\mu$ are real and the fermion operators are spinless. Both these conditions are violated in this model derived from the tetrahedral chain; here, there are two spin channels ($H_\uparrow$) which are independently mapped into two Kitaev models, and the parameters $t^{x,y,z}$ and $\Delta^x$ in each one of them are fully complex. Note that this mapping is from the full fermion model and not the spin model, because the single occupancy constraint has not been imposed. The generalisation of one-dimensional Kitaev models subjected to different potentials has been addressed by deGottardi et al \[19\] who specifically studied the Kitaev $p$-wave chain with complex parameters in the chemical potential, as an example of the Kitaev model with time-reversal symmetry breaking (belonging to class $D$). As shown by them, the $p$-wave pairing $\Delta$ and $\Delta^*$ can be made real by the global phase transformation $f^\dagger \rightarrow f^\dagger e^{-i\theta}$ and $f \rightarrow f e^{i\theta}$. The complex hopping terms, however, are invariant under this transformation and can be written as, $t = t_0 e^{i\theta}$, where $t_0$ is a real positive number. In Ref \[19\] a detailed study of the
phase diagram of Kitaev model for the full range of values of $\phi$ has been made. We find that our model where $t_\pi \downarrow$ are fully imaginary, maps to the case where $\phi = \frac{\pi}{2}$. The phase diagram of the original Kitaev model (where $\phi = 0$ with real $t$ and $\Delta$) consists of both trivial and topological phases. As the value of $\phi$ increases to $\frac{\pi}{2}$ (where $t$ and $\Delta$ are fully complex), the width of the topological phase decreases and finally becomes zero. Therefore our model falls into the trivial part of the phase diagram, with no topology and hence, no Majorana modes at the edges.

VI. DISCUSSIONS AND CONCLUSION

In this paper, we have studied a slave fermion approach to the tetrahedral spin chain and obtained its phase diagram and showed that it matches the earlier results obtained using the Majorana fermions. We have then computed the spin-spin correlation function in the gapless phase, which falls of beyond nearest neighbours, and hence confirms that the gapless phase is a spin liquid. We have also mapped our model to the standard one-dimensional Kitaev model, so that we can read off the topological nature of the model. We find that the ground state of the model falls in the topologically trivial part of the standard Kitaev model, and hence our model does not have edge Majorana modes.
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Appendix A: Spin operators and spin Hamiltonian in terms of slave fermions

In this appendix, we give some details of the representation of the spin operators in terms of slave fermions and show how the mean field Hamiltonian in Eq.5 in the main text is obtained. Our starting point is to use the slave fermion formalism where the spins are written in terms of standard fermions, rather than Majorana fermions, i.e., we rewrite the quadratic terms of the Hamiltonian in Eq.1, the $\sigma_i^x, \sigma_i^y$ and $\sigma_i^z$ on the $x, y$ and $z$ links respectively, in terms of standard fermion operators as

$$
\sigma_i^x \sigma_j^x = \frac{1}{4} [f_i^{\dagger} f_j^\dagger f_j f_i] + f_i^\dagger f_j^\dagger f_j f_i + f_i f_j f_j^\dagger f_i^\dagger + f_i f_j f_j f_i^\dagger$$
$$
\sigma_i^y \sigma_j^y = \frac{1}{4} [- f_i^{\dagger} f_j^\dagger f_j f_i - f_i f_j f_j^\dagger f_i^\dagger + f_i f_j f_j f_i^\dagger + f_i^{\dagger} f_j^\dagger f_j f_i^\dagger]$$
$$
\sigma_i^z \sigma_j^z = \frac{1}{4} [- f_i^{\dagger} f_j^\dagger f_j f_i - f_i f_j f_j^\dagger f_i^\dagger + f_i f_j f_j f_i^\dagger + f_i^{\dagger} f_j^\dagger f_j f_i^\dagger]$$

using $\sigma_i^\alpha = \frac{1}{2} f_{i\alpha} c_{i\alpha}^\dagger f_{j\beta}$. where the operators $f_{i\alpha}$ and $f_{j\alpha}^\dagger$ are the fermion annihilation and creation operators. The index $i$ denotes the site, indices $\kappa = (x, y, z)$ denote the three components of the spin and the indices $\alpha, \beta = \uparrow, \downarrow$ denote the spin projections. We now perform a mean field analysis of the Hamiltonian by introducing the Hubbard-Stratanovich (HS) fields in the hopping and the $p$-wave superconducting channels. As explained in Ref.[9], in the absence of spin-rotational symmetry, independent HS fields have to be introduced for the fermion operators on the $x, y$ and $z$ links. The HS transformed form of the spin operators on the $x$ links is given by

$$
J_x \sigma_i^x \sigma_j^x = -\frac{8}{J_x} (|\phi_1|^2 + |\phi_2|^2) + \phi_1 (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i) + i \phi_2 (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i) + i \phi_1^* (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i)
$$
$$
- \frac{8}{J_x} (|\theta_1|^2 + |\theta_2|^2) + \theta_1 (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i) + i \theta_2 (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i) + i \theta_1^* (f_i^{\dagger} f_j^\dagger f_j f_i + f_i^\dagger f_j^\dagger f_j f_i)
$$
$$
= -\frac{8}{J_x} (|\phi_1|^2 + |\phi_2|^2) + (\phi_1 + i \phi_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\phi_1 - i \phi_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\phi_1 + i \phi_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\phi_1 - i \phi_2) f_i^{\dagger} f_j^\dagger f_j f_i
$$
$$
- \frac{8}{J_x} (|\theta_1|^2 + |\theta_2|^2) + (\theta_1 + i \theta_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\theta_1 - i \theta_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\theta_1 + i \theta_2) f_i^{\dagger} f_j^\dagger f_j f_i + (\theta_1 - i \theta_2) f_i^{\dagger} f_j^\dagger f_j f_i,$n

where the $\phi_i$ and the $\theta_i$ fields are the bosonic HS fields evaluated on the $x$ links in the hopping and superconducting channels respectively. We can check that this decoupling gives back the original term by integrating out the bosonic fields.
Appendix B: Majorization of Spins

In this Appendix, we briefly review how Majorana fermionization can be used to solve the spin model. We start with the spin Hamiltonian in Eq.1, which is given below:

\[ H = \sum_i -J_x (\sigma_i^x, \sigma_i^x + \sigma_i^y) - J_y (\sigma_i^x + \sigma_i^y) - J_z (\sigma_i^x + \sigma_i^z). \]  

(B1)

The spin operators in the above Hamiltonian can directly be expressed in terms of Majorana fermions. The spin operators in terms of Majorana fermions have the following forms:

\[ \sigma^x = i b^x c, \quad \sigma^y = i b^y c, \quad \sigma^z = i b^z c \]  

(B2)

Substituting this back in Eq.1 gives

\[ H = \sum_i -J_x (b_i^x b_i^x c_i + b_i^y b_i^y c_i + b_i^z b_i^z c_i) - J_y (b_i^x b_i^y c_i, b_i^x b_i^y c_i) - J_z (b_i^x b_i^z c_i, b_i^x b_i^z c_i)\]  

(B3)

where one has four fermion operators. Now, there are two ways to proceed which are given below:

**Method 1: Kitaev’s method**

Let us rename \(ib^x_{i,\alpha}b^x_{j,\beta} = u^x(i, j)\), \(ib^y_{i,\alpha}b^y_{j,\beta} = u^y(i, j)\), \(ib^z_{i,\alpha}b^z_{j,\beta} = u^z(i, j)\). In terms of the bilinear operators \(u^{x,y,z}(i, j)\), Eq.3 can be rewritten as

\[ H = \sum_i i J_x (u^x(i - 1, i) c_i - 1, i) + u^x(i, i + 1) c_i + u^x(i + 1, i) c_i) + i J_y (u^y(i, i + 1) c_i + u^y(i + 1, i) c_i) + i J_z (u^z(i, i + 1) c_i + u^z(i + 1, i) c_i). \]  

(B4)

The operators \(u^{x,y,z}(i, j)\) for a given set of indices \(i, j, \alpha, \beta\) appear only once in the Hamiltonian. Therefore the operators \(u^{x,y,z}(i, j)\) commute with the Hamiltonian and share the same set of eigenvectors. If \(H|\psi\rangle = \varepsilon|\psi\rangle\), the effect of \(u^x(i, j)|\psi\rangle\) is calculated in the following way:

\[ u^x(i, j)|\psi\rangle = \begin{cases} u^x(i, j)|\psi\rangle & \text{if } u^x(i, j) = 1 \\ i b^x_{i,\alpha}b^x_{j,\beta} |\psi\rangle & \text{if } u^x(i, j) = 2 \\ b^x_{i,\alpha}b^x_{j,\beta} |\psi\rangle & \text{if } u^x(i, j) = 3 \\ \text{otherwise} & \text{if } u^x(i, j) \neq 1, 2, 3 \end{cases} \]  

(B5)

Therefore \(u^x(i, j)|\psi\rangle = \pm 1|\psi\rangle\). The ground state is translationally invariant and we can choose \(u^x(i, j) = 1\) for all values of \(i, j, \alpha, \beta\). This simplifies the Hamiltonian in Eq.4 to the quadratic form given as

\[ H = \sum_i i J_x (c_i - 1, c_i + 1) + i J_y (c_i + 1, c_i) + i J_z (c_i, c_i + 1). \]  

(B6)

This quadratic Hamiltonian can be diagonalized and solved to find the dispersion relation.

**Method 2: H-S transformation**

To use Kitaev’s method discussed above, one needs to understand the symmetries of the model. Furthermore, from the resulting \(H\) in Eq.6 it is not possible to make a connection with the Hamiltonian in Eq.5. In this section, we take a midway path between Kitaev’s method and the slave-fermion method used in the main text.

Here, we start with the Majoranized Hamiltonian in Eq.5 and then decouple it, using the \(H\) transformation, in the mean field theory limit. This would be another way of reaching the quadratic limit in the main paper given in Eq.5 (after a linear transformation). More explicitly, let us start with applying the \(H\) transformation on Eq.5 to
decouple the four fermion terms. This leads to

\[
J_x b_{i,\alpha}^x b_{j,\beta}^x c_{i,\alpha} c_{j,\beta} = -\frac{\Phi_1^\dagger \Phi_1 + \Phi_1^\dagger \Phi_1}{2J_x} + \frac{\Phi_1^\dagger b_{i,\alpha}^x b_{j,\beta}^x}{2} - \frac{\Phi_1^\dagger b_{j,\beta}^x b_{i,\alpha}^x}{2} + \frac{\Phi_1^\dagger c_{i,\alpha} c_{j,\beta}}{2} - \frac{\Phi_1^\dagger c_{j,\beta} c_{i,\alpha}}{2} \tag{B7}
\]

\[
J_y b_{i,\alpha}^y b_{j,\beta}^y c_{i,\alpha} c_{j,\beta} = -\frac{\Phi_2^\dagger \Phi_2 + \Phi_2^\dagger \Phi_2}{2J_y} + \frac{\Phi_2^\dagger b_{i,\alpha}^y b_{j,\beta}^y}{2} - \frac{\Phi_2^\dagger b_{j,\beta}^y b_{i,\alpha}^y}{2} + \frac{\Phi_2^\dagger c_{i,\alpha} c_{j,\beta}}{2} - \frac{\Phi_2^\dagger c_{j,\beta} c_{i,\alpha}}{2} \tag{B8}
\]

\[
J_z b_{i,\alpha}^z b_{j,\beta}^z c_{i,\alpha} c_{j,\beta} = -\frac{\Phi_3^\dagger \Phi_3}{2J_z} + \frac{\Phi_3^\dagger b_{i,\alpha}^z b_{j,\beta}^z}{2} - \frac{\Phi_3^\dagger b_{j,\beta}^z b_{i,\alpha}^z}{2} + \frac{\Phi_3^\dagger c_{i,\alpha} c_{j,\beta}}{2} - \frac{\Phi_3^\dagger c_{j,\beta} c_{i,\alpha}}{2}, \tag{B9}
\]

where, in the mean field limit, \(\Phi_\alpha\) and \(\tilde{\Phi}_\alpha\) are replaced by \(\langle \Phi_\alpha \rangle\) and \(\langle \tilde{\Phi}_\alpha \rangle\) respectively. This Hamiltonian is quadratic, but in terms of Majorana fermions, we get the quadratic fermion model which is already in the singly occupied subspace, with no further gauge freedom.

Substituting the above expressions for the Majorana fermions in Eqs (B7)-(B9) will give the Hamiltonian in terms of Dirac fermions. The four Majorana fermions, with momenta \(q\) and sublattice indices \(i\) (\(b_{qi}^x\), \(b_{qi}^y\), \(b_{qi}^z\), and \(c_{qi}\)), can be represented as linear combination of Dirac fermions in the following way:

\[
b_{qi}^x = i(f_{q,i}^{\uparrow\downarrow} - f_{q,i}^{\downarrow\uparrow}), \quad b_{qi}^y = (f_{q,i}^{\uparrow\uparrow} + f_{q,i}^{\downarrow\downarrow}), \quad b_{qi}^z = (f_{q,i}^{\uparrow\downarrow} + f_{q,i}^{\downarrow\uparrow}), \quad c_{qi} = i(f_{q,i}^{\uparrow\downarrow} - f_{q,i}^{\downarrow\uparrow}). \tag{B10}
\]

Substituting the above expressions for the Majorana fermions in Eqs (B7)-(B9) will give the Hamiltonian in terms of Dirac fermions. However the resultant Hamiltonian will not be identical to Eq.5 in the main text. That is not surprising because the Majorana representation of spins (in Eq.5) is valid only in the singly occupied subspace. Hence, no further projection to the physical subspace is required. In the main text, however, still requires projection to the singly occupied subspace in order to represent the spin model. In other words, by rewriting the Majorana fermions after \(\mathcal{HS}\) transformation in terms of ordinary fermions, we get the quadratic fermion model which is already in the singly occupied subspace, with no further gauge freedom.

A saddle point evaluation of the Eqs (B7)-(B9) give the following:

\[
\langle \tilde{\Phi}_1 \rangle = J_x \langle b_{i,\alpha}^x b_{j,\beta}^x \rangle, \quad \langle \Phi_1 \rangle = J_x \langle c_{i,\alpha} c_{j,\beta} \rangle,
\]

\[
\langle \tilde{\Phi}_2 \rangle = J_y \langle b_{i,\alpha}^y b_{j,\beta}^y \rangle, \quad \langle \Phi_2 \rangle = J_y \langle c_{i,\alpha} c_{j,\beta} \rangle,
\]

\[
\langle \tilde{\Phi}_3 \rangle = J_z \langle b_{i,\alpha}^z b_{j,\beta}^z \rangle, \quad \langle \Phi_3 \rangle = J_z \langle c_{i,\alpha} c_{j,\beta} \rangle. \tag{B11}
\]

The equations in Eq (B11) can be solved self-consistently, even if the symmetries of the model are not explicitly used. We mention this method as an alternative way of using the Majorana representation of the spins.
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