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Abstract

We prove a lower bound on the space complexity of two-pass semi-streaming algorithms that approximate the maximum matching problem. The lower bound is parameterized by the density of Ruzsa-Szemeredi graphs:

• Any two-pass semi-streaming algorithm for maximum matching has approximation ratio at least \(1 - \Omega\left(\frac{\log \text{RS}(n)}{\log n}\right)\), where \(\text{RS}(n)\) denotes the maximum number of induced matchings of size \(\Theta(n)\) in any \(n\)-vertex graph, i.e., the largest density of a Ruzsa-Szemeredi graph.

Currently, it is known that \(n^{\Omega(1/\log \log n)} \leq \text{RS}(n) \leq \frac{n}{2^{\Omega(\log \log n)}}\) and closing this (large) gap between upper and lower bounds has remained a notoriously difficult problem in combinatorics.

Under the plausible hypothesis that \(\text{RS}(n) = n^{\Omega(1)}\), our lower bound is the first to rule out small-constant approximation two-pass semi-streaming algorithms for the maximum matching problem, making progress on a longstanding open question in the graph streaming literature.
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1 Introduction

The semi-streaming model of computation, introduced in [FKM+05], has been at the forefront of research on processing massive graphs. In this model, the edges of an $n$-vertex graph $G = (V, E)$ are arriving one by one in a stream; the algorithm can only make one or a small number of passes over the stream and use a limited space of $O(n \cdot \text{polylog}(n))$ to solve a given problem on the input graph, say find a spanning tree of $G$. In this paper, we focus on the maximum matching problem in the semi-streaming model.

The maximum matching problem has been a cornerstone of research on semi-streaming algorithms and been studied from numerous angles: single-pass algorithms [FKM+05, GKK12, Kap13, Kap21], two-pass algorithms [KMM12, EHM16, KT17, Kon18], $(1-\varepsilon)$-approximation algorithms [McG05, AG11, EKMS12, AG18, Tir18, GKMS19, ALT21, FMU21, AJJ+20], random-order streams [KMM12, Kon18, ABB19, GKMS19, FHM+20, Ber20, AB21], dynamic streams [Kon15, CCHM15, AKLY16, CCE+16, AKL17, DK20], weighted matchings [FKM+05, CS14, PS17, BDL21], submodular matchings [CK14, CGQ15, LW21], estimating size [KKS14, EHL+15, BS15, MV16, CJMM17, MV18, AKL17, KMNT20, AKSY20, AN21], and exact algorithms and lower bounds [FKM+05, GO13, AR20, LSZ20, CKP+21a, AJJ+20], among others (this is by no means a comprehensive summary of prior results).

In this paper, we focus on proving lower bounds for constant-factor approximation of the maximum matching problem via semi-streaming algorithms. A brief note on the history of this problem is in order. Alongside the introduction of semi-streaming model in [FKM+05], the authors posed the problem of understanding approximation ratio of multi-pass algorithms for matchings. On the upper bound front, numerous results have since been shown for this problem, see, e.g. [McG05, AG11, KMM12, EKMS12, KT17, AG18, Kon18, ALT21, FMU21, Kap21, AJJ+20] and references therein. On the lower bound front however, the first result appeared almost a decade later in [GKK12] who showed that single-pass semi-streaming algorithms cannot achieve a better than $(2/3)$-approximation; this ratio was soon improved to $(1 - 1/e)$-approximation by [Kap13] and very recently to $(1 - 1/\log n)$ in [Kap21]. Yet, almost another decade since [GKK12], we still lack any lower bounds for (constant-factor) approximation of the matching problem even in two passes!\footnote{We note that lower bounds for computing exact matching up to (almost) $\log n$ passes are proven in [GO13]; see also [AR20, CKP+21a]. These lower bounds however at best can only rule out $(1 - \frac{1}{\text{poly}(\log n)})$-approximation algorithms even in a single pass.}

1.1 Our Contribution

We prove the first lower bound on the space complexity of two-pass semi-streaming algorithms that approximate the maximum matching problem. Our lower bound is parameterized by the density of Ruzsa-Szemeredi (RS) graphs – these are graphs whose edges can be partitioned into induced matchings of size $\Theta(n)$ (see Section 2.2). We prove the following result:

**Main Result (Corollary 4.1).** Any two-pass semi-streaming algorithm for maximum matching (even on bipartite graphs) has approximation ratio at least $1 - \Omega\left(\frac{\log \text{RS}(n)}{\log n}\right)$, where $\text{RS}(n)$ denotes the maximum number of disjoint induced matchings of size $\Theta(n)$ in any $n$-vertex graph.

Let us put this result in some context. Currently, it is known that

$$n^{\Omega(1/\log \log n)} \lesssim \text{RS}(n) \lesssim \frac{n}{2^{O(\log^2(n))}},$$

and closing this (large) gap between upper and lower bounds has remained a notoriously difficult
problem in combinatorics [FHS17] (see also [Gow01, CF13]). With this in mind, we can think of our main result in one of the following two ways:

- **Conditional lower bound**: Under the plausible hypothesis that $\text{RS}(n)$ can be $n^\beta$ for some constant $\beta \in (0, 1)$, our result would rule out certain small-constant factor approximation of maximum matching in two passes of the semi-streaming model; for instance, assuming $\text{RS}(n) = n^{1-o(1)}$ (close to the current upper bounds), our lower bound states that no two-pass semi-streaming algorithm can achieve an approximation ratio of 0.98 for the maximum matching problem (see Corollary 4.1 for the details).

For comparison, the best known approximation ratio of two-pass semi-streaming algorithms is the $(2 - \sqrt{2}) \approx 0.585$-approximation of [Kon18] (see also [EHM16]) for bipartite graphs and 0.53-approximation of [KT17] for non-bipartite ones.

- **Barrier result**: alternatively, our result can be interpreted that any sufficiently small constant factor approximation to matching in two-passes of semi-streaming model – in particular, a $(1 - \varepsilon)$-approximation algorithm – needs to (at the very least) improve the upper bound on $\text{RS}(n)$ from current bounds all the way to $n^{o(1)}$; this puts such a semi-streaming algorithm (seemingly) beyond the reach of current techniques.

For comparison, current $(1-\varepsilon)$-approximation semi-streaming algorithms require $O(\varepsilon^{-1} \cdot \log n)$ passes for bipartite graphs [AJJ⁺20] and non-bipartite ones [AG18], or $O(\varepsilon^{-2})$ passes [AG11, ALT21] for bipartite and $O(\text{poly}(\varepsilon^{-1}))$ for non-bipartite ones [FMU21].

Finally, we shall note that, starting from [GKK12], all previous single- and multi-pass lower bounds for semi-streaming matching problem in [GKK12, Kap13, AKL17, AR20, Kap21, CKP⁺21a] were based on RS graphs – the only exception is the lower bound result of [GO13] that only holds for exact algorithms (and is improved upon by [AR20, CKP⁺21a]). Nevertheless, for previous multi-pass lower bounds, even if one assumes $\text{RS}(n)$ to be as large as the current best upper bounds, the best approximation ratio ruled out is still $(1 - \frac{1}{\text{polylog}(n)})$ proven by [CKP⁺21a] (which would hold for (almost) log $n$ passes under such an assumption on $\text{RS}(n)$).

**Why two-pass algorithms?** Traditionally, two-pass semi-streaming algorithms have been studied extensively as a way of breaking the lower bounds or barriers for single-pass algorithms. For instance, [KMM12, EHM16, KT17, Kon18] developed two-pass algorithms for matching with approximation ratio that breaks the notorious “(1/2)-approximation barrier” for current single-pass algorithms. Going beyond the matching problem, it is now a well established phenomenon that two-pass algorithms can be surprisingly more powerful than single-pass ones; for instance, [AD21] (building on [RSW18, GNT20]), gave an $O(n)$ space algorithm for finding an exact minimum cut in two passes, while it is known that single-pass algorithms require $\Omega(n^2)$ space for this problem [Zel11]; similar separations are also known for the triangle counting problem [BFKP16, CJ17], among others.

More recently, there has been a growing interest in proving lower bounds tailored specifically to two-pass streaming algorithms [AR20, CKP⁺21b] (see also [GRT19] for an example beyond graph streams). This line of work is motivated by both further understanding of two-pass algorithms as the “second best option” after single-pass algorithms, as well as a stepping stone for proving stronger multi-pass lower bounds; for instance, many of the ideas developed in the two-pass lower bound of [AR20] (for reachability and exact matching) were used subsequently in the work of [CKP⁺21a] that improved the lower bound to $\Omega(\sqrt{\log n})$-pass algorithms. Indeed, there are several technical difficulties in proving multi-pass lower bounds compared to single-pass ones which are already manifested when allowing two passes over the input; we elaborate on these challenges when going over our techniques in the subsequent section.
1.2 Our Techniques and Comparison with Prior Work

Our paper builds on and extend several lines of work on proving streaming lower bounds for single- and multi-pass algorithms: (i) the single-pass RS-graph based lower bound approaches of [GKK12, Kap13, Kap21], (ii) the two-pass lower bound framework of [AR20], (iii) the “XOR gadgets” approaches of [AB21, CKP+21b], and finally (iv) streaming “XOR Lemmas” for proving lower bounds for XOR gadgets [AN21, CKP+21b]. We now elaborate on each of these.

(i) Single-pass RS-graph based lower bound approaches of [GKK12, Kap13, Kap21].

The idea behind the single-pass lower bound of [GKK12] is as follows. The first part of the stream consists of an RS graph with induced matchings of size $\Theta(n)$ (known a-priori) whose $o(1)$-fraction of its edges have been dropped randomly to increase its entropy to almost $\Omega(n \cdot RS(n))$. The second part of the stream is created by sampling a random induced matching in the RS graph, and presenting a perfect matching from a new set of vertices to vertices of the RS graph not participating in this induced matching. See Figure 1 below.

![Figure 1: An illustration of approach of [GKK12]. The RS graph, whose edges are dropped w.p. $o(1)$, appears first. The figure only draws edges of second part (solid blue) and the special induced matching of first part (dashed red).](image)

This graph has a near perfect matching but all of its “large enough” matchings require using the edges of the special induced matching of the RS graph. At the same time, since the algorithm was oblivious to the identity of this special induced matching in the first part, assuming its memory was $o(n \cdot RS(n))$, it would reduce the entropy of edges of this induced matching by $o(n)$. This only allows the algorithm to output $o(1)$ fraction of edges of the special induced matching at the end without the risk of outputting an edge which is dropped from the graph. The follow up work in [Kap13, Kap21] then extend this idea by considering multiple parts in the stream and keeping the identity of a large induced matching hidden until the end.

Nevertheless, it can be seen that this lower bound is inherently tailored to single-pass algorithms: a two-pass algorithm would reveal the identity of the special induced matching in the first pass and so in the next pass, the algorithm can simply store only these edges of the RS graph in $O(n)$ space. This is the first challenge we need to overcome in our work.

(ii) Two-pass lower bound framework of [AR20].

The work of [AR20] developed a framework for proving two-pass lower bounds for several problems including exact maximum matching. This framework also used RS graphs but in an entirely different way, in particular, for “hiding” the information revealed to the second pass of the algorithm. In [AR20], the input graph consists of a random bipartite graph and two “gadget RS graphs” that each choose a single vertex from this random graph, with the following property: the input has a perfect matching iff there is an edge between the chosen vertices. See Figure 2 for an illustration.

![Figure 2: An illustration of two-pass lower bound framework of [AR20]. The RS graphs, whose edges are dropped w.p. $o(1)$, appear first. The figure only draws edges of second part (solid blue) and the special induced matching of first part (dashed red).](image)

Beyond going into exact details, we mention that the RS gadget has the following property that a single-pass streaming algorithm is not able to identify the special vertex chosen for the gadget. As such, even after the first pass of the stream, the identity of which edge of the random graph is important to “remember” is not known to the algorithm, thus the algorithm needs to remember
essentially all edges of the random graph in the second pass in order to solve the problem.

This lower bound is specifically tailored to the perfect matching problem: the RS gadget can only “hide” a single vertex, which is not suitable for lower bounds for approximation algorithms. Thus, the second challenge is to work with RS gadgets that allow for hiding more than vertices.

(iii) the “XOR gadgets” approaches of [AB21, CKP+21b]. The work of [AB21] gave a lower bound of \((1 - \Theta(\frac{1}{\log n}))\)-approximation for semi-streaming algorithms of the matching problem in random-order streams. The idea of the lower bound is to follow the approach of [GKK12] described in part (i) above, but hide the identity of the induced matching (in a random-order stream, revealing the first \(O(n \log n)\) edges of lower bound of [GKK12] reveals which of the induced matchings in the RS graph is special). This is done by replacing each of the edges of the perfect matching to vertices not in the special induced matching, by a path of length \(\Theta(\log n)\) that has an “ON-OFF switch”: “ON” means we should leave the last vertex unmatched, and “OFF” means we should match it inside the gadget. These paths are then put together in a way that only vertices of a random induced matching of the RS graph are ON and other vertices are OFF. See Figure 3 below.

These paths, constructed using properties of the XOR function, have the property that even if one knows all but one edge of the path, it is still not clear whether the path is ON or OFF. Thus, in a random-order stream, with high probability, one edge from each of these paths (of length \(\Theta(\log n)\)) are missing by the mid-point of the stream, forcing the algorithm to have to remember almost all of the edges of the RS graph visited so far.

Concurrently to [AB21], [CKP+21b] used a similar approach of using some type of XOR gadgets, combined with the framework of [AR20] to hide more than one vertices of the graph from a single-pass algorithm. By an intricate combination of creating XOR of RS graphs, the authors of [CKP+21b] create a graph that have the following property: there is a set of \(S\) of size \(n^{1-o(1)}\) vertices with switches as described earlier, such that any \(o(\log n)\)-pass semi-streaming algorithm

![Figure 2: An illustration of the framework of [AR20]. The first part of the stream consists of a random graph, while the second part identify two vertices of this random graph as special using RS gadgets.](image)

![Figure 3: An illustration of the lower bound [AB21]. The paths with their switch ON choose a special matching of the middle RS graph, whose edges should be used in every large matching of the input graph.](image)
cannot determine whether or not any of these vertices is ON or OFF. This allows the author to extend the lower bound of [AR20] to \( o(\log n) \)-pass algorithms that can approximate the matching to within a \( (1 - \frac{1}{\omega(n)}) \)-approximation.

We note that while [CKP+21b] stops at getting a \( (1 - \frac{1}{n^{\omega(1)}}) \)-approximation, there is a natural way of combining their work and the approach of [GKK12] in part (i) as in [AB21], so that the hidden set \( S \) can determine which induced matching of the middle RS graph is special. See Figure 4.

Figure 4: An illustration of the lower bound [CKP+21b] if combined with the RS graph lower bound of [GKK12].

Nevertheless, the approach of [CKP+21b] requires plugging in \( \Omega(\log n) \) “XOR of RS graphs” gadgets together to get their lower bound, thus even with the above approach, the best lower bound would be \( (1 - \frac{1}{\Theta(\log n)}) \)-approximation (even if we assume \( \text{RS}(n) = n^{1-o(1)} \)).

(iv) “XOR Lemmas” for proving lower bounds for XOR gadgets [AN21, CKP+21b]. Finally, let us also mention how previous work proved lower bounds for XOR gadgets. Suppose we have a streaming problem \( P \) from \( \{0, 1\}^n \rightarrow \{0, 1\} \) such that solving \( P(x) \) for \( x \) sampled from some distribution \( \mu \) with probability of success, say, \( 2/3 \), requires \( p \)-passes and \( s \)-space. Then, how well can we solve \( P(x_1) \oplus P(x_2) \oplus \ldots \oplus P(x_k) \) for \( k \) independent choices of \( x_1, \ldots, x_k \sim \mu^k \) via streaming algorithms? Such questions are generally referred to as XOR lemmas (in-spirit-of Yao’s celebrated XOR Lemma [Yao82]), and are the key in proving streaming lower bounds for different “XOR gadgets” in prior work such as [AN21, CKP+21b] which require “low-probability” lower bounds, i.e., lower bounds that rule out even \( 1/poly(n) \) advantage over random guessing (crucial for “hiding” \( \Omega(n) \) vertices by union bound/hybrid arguments). In particular,

- [AN21] proves that in the streaming setting, any \( p \)-pass \( s \)-space algorithm for \( \oplus_{i=1}^k P(x_i) \) on the stream \( x_1 \circ x_2 \circ \ldots \circ x_k \) can only gain an advantage of \( 1/2^\Omega(k) \) over random guessing (as shown in [AN21], this is the strongest form of XOR lemma possible in that setting).

- [CKP+21b] proves that in the special case of \( P \) being the Indexing function from communication complexity, any single-pass \( o(k \cdot n^{1-\Omega(1)}) \)-space algorithm for \( \oplus_{i=1}^k P(x_i) \) on a certain interleaved stream of \( (x_1, \ldots, x_k) \) can only gain an advantage of \( 1/n^{\Omega(k)} \) over random guessing.

The challenge in using either of these approaches for our purpose (say in a framework like Figure 4) is that they (naturally) require independent input distributions for \( x_1, \ldots, x_k \). In the context of the XOR gadget of RS graphs, this would force one to use multiple RS graphs in the construction of the gadget. This in turn reduces the ratio of the number of edges in the hidden induced matching, to the total matching size of the graph, thus significantly reducing the bounds we can prove on the approximation ratio in the lower bounds.
Our Approach

In brief, we combine the framework of part (ii) with the approach of part (i) to “hide” the special induced matching from the first pass of the streaming algorithm. To do the hiding, we use a new graph product by plugging in the XOR gadget of part (iii) into a single induced matching of an RS graph (instead of using multiple RS graphs as in part (iii)). Finally, we prove a XOR lemma for the case that the inputs of XOR gadgets are not independent (coming from different RS graphs) but rather all are imposed on edges of a single induced matching in an RS graph (as we will point out below, this requires an inherently different approach than part (iv)). See Figure 5 below.

![Figure 5: An illustration of our lower bound approach. The “side” graphs switching $S_1$ and $S_2$ are each a single RS graph, where XOR gadgets are imposed as part of a single one of their induced matchings.](image)

This way, we can prove that the first pass of the semi-streaming algorithm is not able to identify the switches of sets $S_1$ and $S_2$ in the construction above, thus leaving the identity of the special induced matching hidden. The crucial aspect of this part is that we can achieve such a gadget with size proportional to that of the hidden induced matching. In the second pass, we show that a semi-streaming algorithm that is unaware of the identity of the special induced matching in its second pass will not be able to obtain a sufficiently large approximation to the maximum matching.

Several technical challenges need to be addressed in implementing this strategy. Beside the exact details of how to modify an RS graph to encode these gadgets without blowing up their size, and how to adapt the framework of [AR20] to handle hiding subsets of vertices as opposed to single ones, the main challenge is in proving the required XOR Lemma. On a high level, the situation is as follows: each of the side RS graphs contain (roughly) RS$(n)$ induced matchings of size $\Theta(n)$, one of which is imposed by the XOR gadgets. The identity of these induced matchings is originally unknown to the algorithm. So we would like to say that a semi-streaming algorithm is not able to “solve” these XOR gadgets in its first pass. The problem with applying the approaches of either of [AN21, CKP+21b] (part (iv)) is that our underlying XOR problems are correlated by the choice of the induced matching they are imposed on. Concretely, while in the work of [AN21, CKP+21b] one can prove lower bounds on the advantage of algorithms for any $1/\text{poly}(n)$ (by modifying the constants), such a bound is simply not true in this setting; consider the algorithm that stores all edges of a random induced matching in the side RS graphs. With probability $1/\text{RS}(n) \geq 1/n$, such an algorithm has all the information to the underlying XOR gadgets and can solve them exactly!

Consequently, there is no hope of following approaches of [AN21, CKP+21b] that are oblivious to this challenge. Instead, we combine a simple direct-sum style argument using information theory with a Fourier analysis approach motivated by the classical work of [GKK+07] in communication complexity (which has since been used extensively to prove streaming lower bounds following [VY11]). In particular, we first show that with constant probability, the entropy of edges of the XOR gadgets is “high”, and, conditioned on this event, we prove that XOR gadgets can hide their switches using a simple Fourier analysis approach, similar to that of [GKK+07].
1.3 Recent Related Work

Independently and concurrently to our work, Konrad and Naidu [KN21] also studied two-pass semi-streaming algorithms for bipartite matching. They observed that currently all known two-pass streaming algorithms for maximum matching only run the greedy algorithm for maximal matching in their first pass. The goal of [KN21] was then to understand limitation of this particular family of algorithms. They proved that any two-pass semi-streaming algorithm that solely runs the greedy algorithm for maximal matching in its first pass, and then run an arbitrary semi-streaming algorithm in its second pass cannot achieve a better than (2/3)-approximation (the paper also presents another way of obtaining a $(2 - \sqrt{2})$-approximation two-pass semi-streaming algorithm in addition to the work of [Kon18]).

The idea behind the proof of [KN21] is as follows. The authors work with the same hard instances of [GKK12] that proved a (2/3)-approximation lower bound for (general) single-pass semi-streaming algorithms (discussed in part (i) of Section 1.2). They then “feed” a fixed perfect matching of the RS graph in this construction at the beginning of the stream to the greedy algorithm so that it does not pick any edges of the second part of the stream. As a result, the identity of the special induced matching of the RS graph remains hidden even after the first pass of this particular algorithm; thus, at the beginning of the second pass, the algorithm still needs to solve the hard problem of [GKK12] which is not possible in a single pass.

We shall emphasize that the instances generated by [KN21] are not hard for arbitrary two-pass semi-streaming algorithms: one can simply ignore the edges of the extra perfect matching at the beginning of the stream and instead pick the edges that identify the special induced matching of the RS graph at the end of the stream; the second pass of the algorithm can then be spent to pick the edges of the special induced matching. This results in an $O(n)$ space algorithm that finds a perfect matching of the input graph. As such, the approach of [KN21] is tailored to the special family of algorithms introduced earlier. In contrast, our lower bound in this paper works for all two-pass semi-streaming algorithms. Moreover, in terms of techniques, while our work also builds on the techniques introduced earlier. In contrast, our lower bound in this paper works for all two-pass semi-streaming algorithms. Moreover, in terms of techniques, while our work also builds on the techniques introduced earlier. In contrast, our lower bound in this paper works for all two-pass semi-streaming algorithms.

2 Preliminaries

**Notation.** For any integer $t \geq 1$, we use $[t] := \{1, \ldots, t\}$. For any $k$-sequence $X = (X_1, \ldots, X_k)$ and integer $i \in [k]$, we define $X^{<i} := (X_1, \ldots, X_{i-1})$, and $X^{-i} := (X_1, X_{i-1}, X_{i+1}, \ldots, X_k)$.

For a graph $G = (V, E)$, and vertices $U \subseteq V$, we use $G[U]$ to denote the induced subgraph of $G$ on $U$. For any vertex $v \in V$, and a matching $M$ in $G$, we use $M(v)$ to denote the matched pair of $v$ ($M(v) = \perp$ if $v$ is unmatched by $M$). We denote bipartite graphs by $G = (L, R, E)$ to specify the bipartition into $L$ and $R$, and for any set $F \subseteq E$, use $L(F)$ and $R(F)$ to denote the endpoints of edges in $F$ in $L$ and $R$, respectively. Throughout the paper, by a $(2n)$-vertex bipartite graph, we always mean a bipartite graph with $|L| = |R| = n$. We also use the following fact about graphs.

**Fact 2.1.** In any graph $G$, size of any vertex cover of $G$ is at least as large as any matching in $G$.

We use ‘sans serif’ letters to denote random variables (e.g., $A$), and the corresponding normal letters to denote their values (e.g. $A$). To avoid the clutter in notation, in conditioning terms which involve assignments to random variables, we may directly use the value of the random variable (with the same letter), e.g., write $B \mid A$ instead of $B \mid A = A$. 
For random variables $A, B$, we use $\mathbb{H}(A)$ and $\mathbb{I}(A; B)$ to denote the Shannon entropy and mutual information, respectively. Moreover, for two distributions $\mu, \nu$, $\|\mu - \nu\|_{\text{tvd}}$ denotes the total variation distance, and $D(\mu \| \nu)$ is the KL-divergence. A summary of basic information theory definitions and facts that we use in our proofs appear in Appendix A.

For a function $f : \{0, 1\}^n \to \mathbb{R}$, we use $\hat{f} : 2^{\{n\}} \to \mathbb{R}$ to denote the (discrete) Fourier transform of $f$. For any $S \subseteq \{n\}$, $\chi_S : \{0, 1\}^n \to \{-1, +1\}$ denotes the character function on $S$. A summary of basic definitions and tools from Fourier analysis on Boolean hypercube that we use in our proofs appear in Appendix B.

### 2.1 Communication Complexity

We work with the two-party communication model of Yao [Yao79] (with some slightly non-standard aspects mentioned later on). See the excellent textbooks by Kushilevitz and Nisan [KN97] and Rao and Yehudayoff [RY20] for an overview of communication complexity.

Let $P : X \times Y \to Z$ be a relation. Alice receives an input $X \in X$ and Bob receives $Y \in Y$, where $(X, Y)$ are chosen from a distribution $\mathcal{D}$ over $X \times Y$. We allow players to have access to both public and private randomness. They communicate with each other by exchanging messages according to some protocol $\pi$. Each message in $\pi$ depends only on the private input and random bits of the player sending the message, the already communicated messages, and the public randomness. At the end, one of the players outputs an answer $Z$ such that $Z \in P(X, Y)$. For any protocol $\pi$, we use $\Pi := \Pi(X, Y)$ to denote the messages and the public randomness used by $\pi$ on the input $(X, Y)$.

### 2.2 Bipartite Ruzsa-Szemerédi Graphs

Let $G = (V, E)$ be an undirected graph, and $M \subseteq E$ be a matching in $G$. We say that $M$ is an induced matching iff the subgraph of $G$ induced on the vertices of $M$ is the matching $M$ itself; in other words, there are no other edges between the vertices of this matching.

**Definition 2.2 (Bipartite Ruzsa-Szemerédi Graphs).** For integers $r, t \geq 1$, a bipartite graph $G^{\text{RS}} = (L, R, E)$ is called an $(r, t)$-Ruzsa-Szemerédi graph (RS graph for short) iff its edge-set $E$ can be partitioned into $t$ induced matchings $M_1^{\text{RS}}, \ldots, M_t^{\text{RS}}$, each of size $r$.

RS graphs have been extensively studied as they arise naturally in property testing, PCP constructions, additive combinatorics, streaming algorithms, graph sparsification, etc. (see, e.g., [BLM93, HW03, FLN+02, Alo02, TV06, AS06, AMS12, GKK12, FHS17, AB19, KKTY21]). In particular, a line of work initiated by Goel, Kapralov, and Khanna [GKK12] have used different constructions of these graphs to prove communication complexity lower bounds for graph streaming algorithms [GKK12, Kap13, Kon15, AKLY16, AKL17, CDK19, AR20, Kap21, AB21, CKP+21a].

**A Remark on Bipartite vs Non-Bipartite RS Graphs.** In this work, we focus on bipartite RS graphs, while many constructions in the literature are non-bipartite RS graphs. However, any $(r, t)$-RS non-bipartite graph $G$ on $n$ vertices can be turned into a $(2r, t)$-RS bipartite graph on $2n$ vertices by simply taking the bipartite double cover of $G$. As such, throughout this paper, by RS graphs, we always mean bipartite RS graphs.

### 3 A New Communication Game: Hidden-Matching

We introduce the main communication game we study in this paper in this section. We start by presenting basic constructs we need to setup our communication game, and then present the game itself together with its underlying hard distribution.
3.1 Encoded-RS Graphs

We define a simple way of encoding an \((r \times t)\)-dimensional matrix inside any arbitrary \((r, t)\)-RS graph, to obtain another RS graph with certain properties needed for our proofs.

**Definition 3.1 (Encoded-RS Graph).** Let \(G^{RS} = (L, R, E^{RS})\) be an \((r, t)\)-RS graph with induced matchings \(M^1_{RS}, \ldots, M_t^{RS}\) and \(X \in \{0, 1\}^{r \times t}\) be an \((r \times t)\)-dimensional binary matrix. We define the encoded-RS graph of \(G\) and \(X\), denoted by \(H := \text{Encoded-RS}(G^{RS}, X)\), as the following graph:

- For any vertex \(v \in V\), we create two vertices \(a_v, b_v\) in \(H\). We refer to \(a_v, b_v\) as representatives of \(v\) and denote them together by \(\text{rep}(v) := \{a_v, b_v\}\).

- For any induced matching \(M^j_{RS}\) and any edge \(e_i = (u_i, v_i)\) of \(M^j_{RS}\):
  1. if \(X_{i,j} = 0\), we add two edges \((a_{u_i}, a_{v_i})\) and \((b_{u_i}, b_{v_i})\) to \(H\);
  2. if \(X_{i,j} = 1\), we add two edges \((a_{u_i}, b_{v_i})\) and \((b_{u_i}, a_{v_i})\) to \(H\).

We refer to the new matching in \(H\) obtained from edges \(M^j_{RS}\) as the representative of \(M^j_{RS}\), and denote it by \(\text{rep}(M^j_{RS})\).

Figure 6 below gives an illustration.

![Illustration of RS graphs and encoded-RS graphs.](image)

**Figure 6:** An illustration of RS graphs and encoded-RS graphs.

**Observation 3.2.** For any \((2n)\)-vertex \((r, t)\)-RS graph \(G^{RS}\) and \((r \times t)\)-dimensional matrix \(X\), the graph \(H := \text{Encoded-RS}(G^{RS}, X)\) is a \((4n)\)-vertex \((2r, t)\)-RS graph.

**Proof.** For any induced matching \(M^{RS}\) in \(G^{RS}\), the matching \(M = \text{rep}(M^{RS})\) has size \(2r\) in \(H\). Moreover, \(M\) is induced as each edge \((u, v) \in M^{RS}\) is translated to a perfect matching between \(\text{rep}(u)\) and \(\text{rep}(v)\) in \(H\); thus any edge violating the induced property of \(M\) in \(H\) would correspond to an edge violating induced property of \(M^{RS}\) in \(G^{RS}\) as well, which is not possible.  

Augmenting edges and paths. A key definition in encoded-RS graphs is the following.

**Definition 3.3 (Augmenting Edges/Path).** Consider any \((r, t)\)-RS graph \(G^{RS} = (L, R, E^{RS})\), \((r \times t)\) binary matrix \(X\), index \(j \in [t]\), and a sequence \(\bar{u} = (u_1, \ldots, u_k)\) of \(k \geq 2\) distinct vertices in \(L(M^j_{RS})\). Let \(H = \text{Encoded-RS}(G, X)\) and \(v_i := M^j_{RS}(u_i) \in R(M^j_{RS})\) for all \(i \in [k]\).

We define the augmenting edges, denoted by \(AE := \text{Aug-Edges}(G^{RS}, X, j, \bar{u})\), as the following edges on vertices of \(H\) (note that these edges do not belong to \(H\)):

- For any \(i \in [k-1]\), add the edges \((a_{v_i}, a_{u_{i+1}})\) and \((b_{v_i}, b_{u_{i+1}})\) to \(AE\) (by Observation 3.2, these edges do not belong to \(H\)).
We define an augmenting path, denoted by $AP := \text{Aug-Paths}(G^{RS}, X, j, \vec{u})$, as the following path on vertices of $H$ (consisting of edges from $H$ plus augmenting edges):

- There is a unique path from $a_{u_1}$ to either $a_{v_k}$ or $b_{v_k}$ by alternatively following the edges of $R(M^{RS})$ in $H$ and augmenting edges in $AE$. We denote this path by $AP(\vec{u})$ and refer to it as an augmenting path. We further use $\text{start}(AP(\vec{u})) = a_{u_1}$ and $\text{end}(AP(\vec{u})) \in \{a_{v_k}, b_{v_k}\}$ to denote the start and end vertex of the path.

Figure 7 below gives an illustration.

![Figure 7](image-url)

**Figure 7:** An illustration of augmenting edges and paths. Here, $M^{RS}$ is the left induced matching, thick (red) edges denote the representative matching of $M^{RS}$ in $H$, and dashed (green) edges are augmenting edges. An augmenting path here starts from a top vertex corresponding to $u_1$ and follows thick (red) and dashed (green) edges alternatively to end up at a unique bottom vertex.

The following observation summarizes the main property of encoded-RS graphs and augmenting paths that we use in our proofs.

**Observation 3.4.** Consider augmenting paths $AP := \text{Aug-Paths}(G^{RS}, X, j, \vec{u})$. Then,

(i) if $X_{i_1,j} \oplus \cdots \oplus X_{i_k,j} = 0$, we have $\text{end}(AP(\vec{u})) = a_{v_k}$;

(ii) if $X_{i_1,j} \oplus \cdots \oplus X_{i_k,j} = 1$, we have $\text{end}(AP(\vec{u})) = b_{v_k}$.

**Proof.** Consider $AP(\vec{u})$ which starts at $a_{u_1}$. The next vertex on this path is $a_{v_i}$ if $X_{i_1,j} = 0$ and $b_{v_i}$ if $X_{i_1,j} = 1$ (this is by construction of encoded-RS graphs). The vertex after that is $a_{u_{i+1}}$ if we were at $a_{v_i}$, and $b_{u_{i+1}}$ if we were instead at $b_{v_i}$ (this is by construction of augmenting paths). Continuing this inductively until the last vertex implies the observation. □

### 3.2 Augmentation Graphs

We now define a new construction that builds on top of encoded-RS graphs. We first need a quick notation. For any set $W \subseteq V$ of vertices, we say a collection $U$ of $k$-sequences on $W$ is vertex-disjoint if it consists of $k$-sequences $\vec{u}_i = (u_{i,1}, \ldots, u_{i,k})$ such that the vertices used across these all sequences are distinct.

**Definition 3.5 (Augmentation Graph/Vertices).** For any $(r,t)$-RS graph $G^{RS} = (L,R,E^{RS})$, $(r \times t)$ binary matrix $X$, index $j \in [t]$, and a collection $U$ of vertex-disjoint $k$-sequences on $L(M^{RS})_j$, we define the **augmentation graph**, denoted by $A := \text{Aug-Graph}(G^{RS}, X, j, U)$ as follows:

- $A$ is a graph on vertices of $H = \text{Encoded-RS}(G^{RS}, X)$ plus two new sets of vertices $P,Q$;
- $A$ consists of all augmenting edges $AE_i = \text{Aug-Edges}(G, X, j, \vec{u}_i)$ for $\vec{u}_i \in U$, plus a perfect matching between $P$ and vertices of $H$ not matched by $\text{rep}(M^{RS})$, as well as a perfect matching between $Q$ and vertices of $\text{start}(AP(\vec{u}_i))$ for $\vec{u}_i \in U$. We use $\bar{H}$ to denote this set of edges.
Finally, we define the following vertices in $A$, referred to collectively as **augmentation vertices**:

$$\text{aug}(A) := \{ a_{v_{i,k}} \mid a_{v_{i,k}} = \text{end}(AP(\vec{u}_i)) \} ; \quad \overline{\text{aug}}(A) := \{ a_{v_{i,k}} \mid a_{v_{i,k}} \neq \text{end}(AP(\vec{u}_i)) \} .$$

(in words, $\text{aug}(A)$ are end vertices of augmenting paths that are $a$-vertices, and $\overline{\text{aug}}(A)$ are those $a$-vertices whose corresponding augmenting paths end in a $b$-vertex instead).

Figure 8 below gives an illustration.

**Figure 8**: An illustration of an augmentation graph $A$. All edges drawn belong to $A$ and dashed edges are augmenting edges—these edges collectively form $\overline{H}$. The middle graph is the encoded-RS graph $H$, whose edges are omitted.

**Observation 3.6.** For any $(2n)$-vertex $(r,t)$-RS graph $G^{RS}$ and collection $U$ of $\ell$ vertex-disjoint $k$-sequences, the augmentation graph $A = \text{Aug-Graph}(G^{RS}, *, *, U)$ has $8n - 4r + \ell$ vertices.

**Proof.** $H = \text{Encoded-RS}(G^{RS}, *)$ has $4n$ vertices by Observation 3.2; the set $P$ has $4(n - r)$ vertices, and $Q$ has $\ell$ vertices.

In the following lemmas, we establish the key properties of augmentation graphs that we need.

**Lemma 3.7.** For any $(2n)$-vertex $(r,t)$-RS graph $G^{RS}$ and $A = \text{Aug-Graph}(G^{RS}, X, j, U)$, there is a matching $M^*$ of size $4n - 2r$ in $A$ that does not match any of the augmentation vertices in $\text{aug}(A)$.

**Proof.** We construct the matching $M^*$ as follows:

- Add all edges in the perfect matching between $P$ and vertices of $H$ not matched by $\text{rep}(M_j^{RS})$ to $M^*$; these amount to $4(n - r)$ edges in total.

- Start with the induced matching $\text{rep}(M_j^{RS})$ in $H$; for every $\vec{u}_i$ in $U$, the edge of the perfect matching between $Q$ and $\text{start}(AP(\vec{u}_i))$, as well as the remainder of the path $AP(\vec{u}_i)$ form an **alternating** path for $\text{rep}(M_j^{RS})$ from $Q$ to $\text{end}(AP(\vec{u}_i))$ (because length of $AP(\vec{u}_i)$ is always odd and we added one more edge to it). Add the edges obtained after applying these alternating paths\(^2\) on $\text{rep}(M_j^{RS})$ to $M^*$; these amount to $2r$ edges in total.

It is straightforward to verify that $M^*$ is indeed a matching with size $4n - 2r$ since vertices of $\text{rep}(M_j^{RS}) \cup Q$ are disjoint from the vertices matched in the first part. Moreover, when we apply each alternating path consisting of the $Q$-edge and $AP(\vec{u}_i)$, the last vertex of the path, namely, $\text{end}(AP(\vec{u}_i))$ becomes unmatched in $M^*$ as desired.

\(^2\)Given that these paths are “alternating” and not “augmenting” at this point, our choice of the word “augmenting paths” in their definition may sound unnatural; however, in the final construction, which includes further addition to the graph, these paths indeed will become augmenting paths, hence the term (one can think of vertices in $\text{aug}(A)$ as ready to be matched “outside”).
Lemma 3.8. For any \((2n)\)-vertex \((r, t)\)-RS graph \(G^{RS}\) and \(A = \text{Aug-Graph}(G^{RS}, X, j, U)\), there is a vertex cover \(V^*\) of size \(4n - 2r\) in \(A\) that includes all vertices in \(\text{aug}(A)\) and does not include any vertex in \(\text{aug}(A)\).

Proof. We construct the vertex cover \(V^*\) as follows:

- Add all vertices of \(H\) not matched by \(\text{rep}(M_j^{RS})\) to \(V^*\); these amount to \(4(n - r)\) vertices.
- For any augmenting path \(AP(\vec{u}_i)\), starting from \(\text{start}(AP(\vec{u}_i))\), add every other alternating vertex on the path to \(V^*\). Add the remaining vertices in \(R(\text{rep}(M_j^{RS}))\) that were not part of augmenting paths to \(V^*\). These vertices amount to \(2r\) in total.

We first argue that \(V^*\) is a vertex cover. The vertices added in the first part cover all edges except the ones with both endpoints in \(\text{rep}(M_j^{RS}) \cup Q\). Adding \(\text{start}(AP(\vec{u}_i))\) for \(\vec{u}_i \in U\) also takes care of all edges incident on \(Q\). Picking alternating vertices on the paths cover the edges of the paths. The only remaining edges are the ones in \(\text{rep}(M_j^{RS})\) and augmenting edges \(AE\) that are not part of augmenting paths. They will all be covered by the inclusion of the very last set of vertices in \(R(\text{rep}(M_j^{RS}))\) that are not in augmenting paths. Thus, \(V^*\) is a vertex cover with size \(4n - 2r\).

Furthermore, the alternating way of picking vertices in \(AP(\vec{u}_i)\) plus the fact that length of these paths are odd, means that \(\text{end}(AP(\vec{u}_i))\) would not be part of \(V^*\). This ensures that \(V^*\) does not include any vertex from \(\text{aug}(A)\). Finally, since in the last step, we are picking vertices of \(R(\text{rep}(M_j^{RS}))\) that are not in augmenting paths, we will be picking vertices in \(\text{aug}(A)\) in \(V^*\). This concludes the proof. ■

By duality of matching and vertex cover (Fact 2.1), Lemmas 3.7 and 3.8 in particular imply that \(M^*\) and \(V^*\) are maximum matching and minimum vertex cover in \(A\) (although we will not use this observation directly and work with the stronger statements in the lemmas).

A Distribution over Augmentation Graphs

We define the following distribution over augmentation graphs.

Definition 3.9 (Distribution \(D_{\text{aug-graph}}\)). Fix an \((r, t)\)-RS graph \(G^{RS}\), integer \(k \geq 1\), and vector \(Y \in \{0, 1\}^\ell\) for some \(\ell\) such that \(k \cdot \ell < r\). We define \(D_{\text{aug-graph}} = D_{\text{aug-graph}}(G^{RS}, Y, k)\) as the following distribution on augmentation graphs \(A = \text{Aug-Graph}(G^{RS}, X, j, U)\) where \(U\) consists of \(\ell\) vertex-disjoint \(k\)-sequences:

1. Sample index \(j \in [t]\) uniformly at random;
2. Sample matrix \(X\) and collection \(U\) uniformly at random from all pairs such that:
   - (a) if \(Y_i = 0\), then the vertex \(\text{end}(AP(\vec{u}_i)) \in \text{aug}(A)\);
   - (b) otherwise, if \(Y_i = 1\), then the vertex \(\text{end}(AP(\vec{u}_i)) \in \overline{\text{aug}}(A)\).

   (recall that by Observation 3.2, the choice of \(\text{end}(AP(\vec{u}_i))\) is only a function of \(X\) and \(U\) after we conditioned on the choice of \(j \in [t]\)).

We list some simple observations about this distribution.

Observation 3.10. In \(D_{\text{aug-graph}} = D_{\text{aug-graph}}(G^{RS}, Y, k)\) for graphs \(A = \text{Aug-Graph}(G^{RS}, X, j, U)\):
(i) The choice of \( j \) and \( X \) are independent (consequently, \( j \) and \( H = \text{Encoded-RS}(G^{\text{RS}}, X) \) are also independent);

(ii) Conditioned on the choice of \( j \) and \( \mathcal{U} \), the set \( \text{aug}(A) \sqcup \text{aug}(A) \) is already fixed – the partition between the two sets is then solely determined by \( X \).

The proofs are immediate and we omit them here.

### 3.3 The Hidden-Matching Game

We are finally ready to present our communication game. This is a two player communication game between Alice and Bob, called HiddenMatching (and follows the same rules described in Section 2.1 unless specified otherwise). HiddenMatching goes in two phases that loosely correspond to the two passes of streaming algorithms. We start with the parameters and input-independent parts.

**Parameters.** Let \( \delta \in (0, 1) \) be a fixed constant and \( k, n_1 \geq 1 \) be integers (think of \( n_1 \) as governing the size of the final graph, and \( k \) as a constant or a slow growing function (doubly-logarithmic) in the size of the graph). Consider a fixed \((2n_1)\)-vertex \((r_1, t_1)\)-RS graph \( G^{\text{RS}}_1 \) and another \((2n_2)\)-vertex \((r_2, t_2)\)-RS graph \( G^{\text{RS}}_2 \) where \( r_2 = (k + \delta) \cdot n_1 \). We shall emphasize that the parameters \( r_1, t_1 \) and their connection to \( n_1 \), as well as \( t_2, n_2 \) and their connection to \( r_2 \) are governed by the maximum density of RS graphs we would be able to use in this construction (see Corollary 4.1).

These parameters and graphs are known to both players.

**Phase I.** The first phase goes as follows (see Figure 9 for an illustration of this phase):

- Initially, Alice receives a copy of \( G^{\text{RS}}_1 \) such that each edge is removed independently with probability \( \delta \). We refer to this graph as \( G_A \).
- We sample \( j_1 \in [t_1] \) uniformly at random and let:
  - \( Y_L \) to be the characteristic vector of \( L(M^{\text{RS}}_{j_1}) \) in \( G^{\text{RS}}_1 \);
  - \( Y_R \) to be the characteristic vector of \( R(M^{\text{RS}}_{j_1}) \) in \( G^{\text{RS}}_1 \).
- We sample two independent augmentation graphs:
  - \( A_L \sim \mathcal{D}_{\text{aug-graph}}(G^{\text{RS}}_2, Y_L, k) \) such that \( A_L = \text{Aug-Graph}(G^{\text{RS}}_2, X_L, j_L, U_L) \), where \( A_L \) includes an encoded-RS graph \( H_L = \text{Encoded-RS}(G^{\text{RS}}_2, X_L) \) and remaining edges \( \bar{H}_L \);
  - \( A_R \sim \mathcal{D}_{\text{aug-graph}}(G^{\text{RS}}_2, Y_R, k) \) such that \( A_R = \text{Aug-Graph}(G^{\text{RS}}_2, X_R, j_R, U_R) \), where \( A_R \) includes an encoded-RS graph \( H_R = \text{Encoded-RS}(G^{\text{RS}}_2, X_R) \) and remaining edges \( \bar{H}_R \).

![Figure 9](image-url): An illustration of the first phase of the HiddenMatching game. The vertices with zero edges given to Alice and Bob are omitted from this figure. The middle graph (red edges) is given to Alice and the outer graphs (blue edges) are given to Bob as input in the first phase.
• Bob receives the edges of $H_L$ and $H_R$ in this phase, referred to as the graph $G_B$.

• At this point, the players run the first round of communication by Alice sending a single message to Bob and Bob responding back with his message.

This concludes the first phase of the game. Note that at this point, some edges of $A_L$ and $A_R$ have not been given to either player.

Phase II. We now present the second phase (see Figure 10 for an illustration of this phase):

![Figure 10](image-url)

**Figure 10:** An illustration of a the second phase of the HiddenMatching game. The solid (green) edges are the ones presented to both players in the second phase. The dashed (red or blue) edges correspond to induced matchings in first phase that play a critical role in the second phase (corresponding to indices $j_1, j_L, j_R$). The remaining edges from the first phase are omitted in this figure. The hatched part in $A_L$ and $A_R$ correspond to $\text{aug}(A_L)$ and $\text{aug}(A_R)$, respectively, and are connected to the hidden matching with dashed (red) edges in $G_A$. The double-hatched part in $A_L$ and $A_R$ are vertices of $M_{RS}^{j_1}$ and $M_{RS}^{j_R}$ that are not incident on augmenting edges.

• Define the following two matchings between vertices of $G_A$ and $H_L$ and $H_R$, respectively:
  - $M_L$: a matching between every $a_i \in \text{aug}(A_L) \cup \overline{\text{aug}(A_L)}$ and $v_i \in L(G_A)$;
  - $M_R$: a matching between every $a_i \in \text{aug}(A_R) \cup \overline{\text{aug}(A_R)}$ and $v_i \in R(G_A)$.

• We give the matchings $M_L$ and $M_R$, as well as edges $H_L$ and $H_R$ as input to both players, denoted by the graph $G_2$. We also reveal the index $j_1$ but only to Bob.

• The players run the second round of the protocol by Alice sending a message to Bob, and Bob outputting the following answer defined below.

• The goal is for Bob to output as many edges as possible from the hidden matching $M_{RS}^{j_R}$ that appear in the graph $G_A$ of Alice, while outputting no edge that does not belong to $G_A$.

This finalizes the second phase and the overall description of the game.

**Observation 3.11.** For any parameters $(n_1, n_2, r_1, r_2)$ of HiddenMatching, a graph $G$ sampled from HiddenMatching is a $(2n)$-vertex bipartite graph for $n = 8n_2 - 4r_2 + 2n_1$.

**Proof.** $A_L$ and $A_R$ each has $8n_2 - 4r_2 + n_1$ vertices by Observation 3.6, and $G_A$ has $2n_1$ vertices. The bipartition of $G$ into $L$ and $R$ has equal size, thus the bound follows. ■
Finally, we need the following independence property.

**Observation 3.12.** In HiddenMatching, the graphs $G_A$ and $(G_B, G_2)$ are chosen independently.

**Proof.** The choice of $G_A$ from $G_1^{RS}$ is independent of all other variables in the game. 

**Cost and Value of Protocols for HiddenMatching**

We conclude with the following definitions on the performance of protocols for HiddenMatching.

**Definition 3.13.** Let $\pi$ be a protocol for the HiddenMatching game. We define:

- $\text{cost}(\pi)$: the **communication cost** of $\pi$, which is the worst-case number of bits communicated by Alice and Bob in $\pi$ on any input to HiddenMatching.

- $\text{out}(\pi, G)$: the **output** of $\pi$ on input $G$ sampled from HiddenMatching, which is the set of edges output by Bob that belong to the hidden matching. We will denote $\text{out}(\pi, G) = \emptyset$ if Bob outputs an edge that does not belong to the input $G_A$ of Alice.

- $\text{value}(\pi)$: The **value** of $\pi$ is the expected value of size of outputs of $\pi$ on inputs sampled from HiddenMatching, i.e.,

  \[ \text{value}(\pi) := \mathbb{E}_G |\text{out}(\pi, G)|. \]

Our goal in analyzing HiddenMatching is then to understand the tradeoff between the communication cost and the value obtained by protocols for this game.

**3.4 Hidden-Matching Game and Streaming Maximum Matching**

We conclude this section by establishing a connection between best possible performance of protocols for HiddenMatching and the streaming complexity of maximum matching. This will in turn allows us to prove lower bounds for streaming matching via lower bounding communication cost of protocols for HiddenMatching. Formally,

**Lemma 3.14.** Consider the parameters $(n_1, n_2, r_1, r_2, \delta)$ of HiddenMatching. Suppose there exists a two-pass streaming algorithm with space $s(n)$ on $(2n)$-vertex bipartite graphs for $n = 8n_2 - 4r_2 + 2n_1$ that with probability at least $2/3$ achieves a $(1 - \beta)$-approximation to maximum matching for

\[ \beta = \beta(n_1, n_2, r_1, r_2, \delta) = \frac{(1 - 4\delta) \cdot r_1}{n - (1 + 2\delta) \cdot r_1}. \]

Then, there is a protocol $\pi$ for HiddenMatching with:

\[ \text{cost}(\pi) = O(s(n)) \quad \text{and} \quad \text{value}(\pi) \geq \delta \cdot r_1. \]

**Proof.** The proof follows the standard simulation of streaming algorithms via communication protocols.

Let $A$ be the given streaming algorithm. Define the stream $\sigma = G_A \circ G_B \circ G_2$. We create the protocol $\pi$ as follows:

*The protocol $\pi$ for reduction between HiddenMatching and streaming maximum matching:*
- **Phase I**: Alice runs \(A\) on \(G_A\) and sends the memory content to Bob; Bob then runs \(A\) on \(G_B\) and sends back the memory content to Alice.

- **Phase II**: Alice runs \(A\) on \(G_2\); at this point, \(A\) has made one pass over \(\sigma\). Then, Alice runs \(A\) again on \(G_A\) and sends the memory content to Bob. Bob continues running \(A\) on \(G_B \circ G_2\), to finish two passes of \(A\) on \(\sigma\).

- **Answer**: Let \(M\) be the matching returned by \(A\) on \(\sigma\). Bob outputs all edges of \(M\) which belong to \(M_{j_1}^{RS}\) in \(G_1^{RS}\); recall that the index \(j_1\) is revealed to Bob in the second phase and \(G_1^{RS}\) is known a-priori.

It is straightforward to verify that \(\pi\) is a valid protocol for HiddenMatching. Moreover, as messages of players in \(\pi\) corresponds to the memory content of \(A\), we have that \(\text{cost}(\pi) = O(s(n))\). We now analyze the value of this protocol in the following two claims.

**Claim 3.15.** W.p. \(1-\omega(1)\), a graph \(G \sim \text{HiddenMatching}\) has a matching \(M^*\) of size \(n-(1+2\delta) \cdot r_1\).

**Proof.** We create the matching \(M^*\) in the following steps:

(i) By Lemma 3.7, there are matchings \(M_1^* \) and \(M_2^* \) in subgraphs \(A_L\) and \(A_R\) of \(G\), respectively, with size \(4n_2 - 2r_2\) each. We add these edges to \(M^*\).

(ii) By Lemma 3.7, the matching \(M^*\) so far leaves augmentation vertices in \(\text{aug}(A_L)\) and \(\text{aug}(A_R)\) unmatched. We additionally match these augmentation vertices to \(n_1 - r_1\) vertices of \(L(G_1^{RS})\) \(\setminus\) \(L(M_{j_1}^{RS})\) and \(R(G_1^{RS})\) \(\setminus\) \(R(M_{j_1}^{RS})\), respectively, using the edges in \(M_L\) and \(M_R\).

(iii) At this point, the only unmatched vertices in \(M^*\) are vertices of \(M_{j_1}^{RS}\); we can match these to each other using the edges of \(M_{j_1}^{RS}\) that appear in \(G_A\). Since each edge is deleted independently with probability \(\delta\), and by Chernoff bound \((r_1 \gg \delta^{-1}\) as the latter is constant\), w.p. \(1-\omega(1)\), we can match at least \((1-2\delta) \cdot r_1\) edges here as well. This concludes the construction of \(M^*\).

The size of \(M^*\) is now:

\[|M^*| = 2 \cdot (4n_2 - 2r_2) + 2 \cdot (n_1 - r_1) + (1-2\delta) \cdot r_1 = n - (1+2\delta) \cdot r_1,\]

w.p. \(1-\omega(1)\), as desired. \(\square\) **Claim 3.15**

**Claim 3.16.** For any graph \(G \sim \text{HiddenMatching}\), size of any matching in \(G\) that does not use edges of the hidden matching, i.e., size of maximum matching in \(G \setminus M_{j_1}^{RS}\), is at most \(n - 2r_1\).

**Proof.** Define \(\tilde{G} := G \setminus M_{j_1}^{RS}\). We prove that the minimum vertex cover size in \(\tilde{G}\) is of size \(n - 2r_1\), which immediately proves the lemma by the duality of maximum matching and minimum vertex cover (Fact 2.1). We create this vertex cover \(V^*\) (of \(\tilde{G}\)) as follows:

(i) By Lemma 3.8, there are vertex covers \(V_L^*\) and \(V_R^*\) for subgraphs \(A_L\) and \(A_R\) of \(\tilde{G}\), respectively, with size \(4n_2 - 2r_2\) each. We add these to \(V^*\).

(ii) Again by Lemma 3.8, the vertex cover \(V^*\) currently includes all vertices in \(\text{aug}(A_L)\) and \(\text{aug}(A_R)\). Recall that these vertices are connected by matchings \(M_L\) and \(M_R\) to vertices of \(L(M_{j_1}^{RS})\) and \(R(M_{j_1}^{RS})\). Thus, these subset of edges of \(M_L\) and \(M_R\) are also already covered.
We further add vertices in $L(G_{RS}^i) \setminus L(M_{RS}^i)$ and $R(G_{RS}^i) \setminus R(M_{RS}^i)$ to $V^*$. This will cover all remaining edges of $M_L$ and $M_R$, as well as any edge in $G_A$ which does not belong to $M_{RS}^j$. As such $V^*$ at this point is a vertex cover of $\tilde{G}$.

The size of $V^*$ is now:

$$|V^*| = 2 \cdot (4n_2 - 2r_2) + 2 \cdot (n_1 - r_1) = n - 2r_1,$$

as desired. □ Claim 3.16

We continue with the proof of Lemma 3.14. Conditioned on the event of Claim 3.15 and that $A$ outputs a $(1 - \beta)$-approximation (which happens w.p. $2/3$), we have that with probability $2/3 - o(1) > 1/2$, $A$ outputs a matching of size at least

$$(1 - \beta) \cdot (n - (1 + 2\delta) \cdot r_1) = (1 - \frac{(1 - 4\delta) \cdot r_1}{n - (1 + 2\delta) \cdot r_1}) \cdot (n - (1 + 2\delta) \cdot r_1) = n - 2r_1 + 2\delta \cdot r_1.$$ Combining this with Claim 3.16, we have that, with probability at least $1/2$, the matching output by $A$ contains $2\delta \cdot r_1$ edges from $M_{RS}^j$ that belong to $G_A$ (and no edge that does not belong to $G$ as $A$ does not err in this case). Given that $\Pi$ will output all these edges in this case, we have,

$$\text{value}(\Pi) = \mathbb{E}_G |\text{out}(\Pi, G)| \geq \frac{1}{2} \cdot 2\delta \cdot r_1 = \delta \cdot r_1.$$ This concludes the proof of Lemma 3.14. □ Lemma 3.14

4 The Lower Bound for the Hidden-Matching Game

We prove our main lower bound for the HiddenMatching in this section.

**Theorem 1.** Any protocol $\pi$ (deterministic or randomized) for HiddenMatching with

$$\text{cost}(\pi) = \min \left\{ o(t_2 \cdot r_2^{1 - 2/k}), o(t_1 \cdot r_1) \right\},$$

can only have $\text{value}(\pi) = o(r_1)$.

As a direct corollary of this theorem and Lemma 3.14, we obtain the following result for semi-streaming maximum matching problem.

**Corollary 4.1.** Suppose that for infinitely many choices of $N \geq 1$, there exists $(r, t)$-RS $(2N)$-vertex bipartite graphs such that $r = \alpha \cdot N$ and $t = N^\beta$ for some parameters $\alpha$ and $\beta$. The parameters $\alpha$ and $\beta$ can depend on $N$ and we only assume that $\alpha = \Omega(1/\log N)$ and $\beta = \Omega(1/\log \log N)$.

Then, any two-pass semi-streaming algorithm for the maximum matching problem that outputs a correct answer with probability at least $2/3$ cannot achieve an approximation factor better than

$$1 - \frac{\alpha}{2 - \frac{\alpha}{\alpha + \beta} - \frac{8}{\beta} + 2 - \alpha} \cdot (1 - o(1)).$$

$^3$Given that there is already an RS graph construction with $\alpha = 1/2 - o(1)$ and $\beta = O(1/\log \log N)$ by [GKK12], this assumption is without loss of generality – this assumption is only made to simplify the calculations in the proof and in general is not needed.
Proof. The proof of this corollary is simply by calculating the values of various parameters in HiddenMatching and then applying Lemma 3.14 to get the semi-streaming lower bound. For our proof, we use HiddenMatching with the following parameters:

- \( \delta \) = a vanishingly small constant;
- \( k = \frac{2}{(1 - \delta) \cdot \beta} \);
- \( n_1 = N, \ r_1 = \alpha \cdot N, \ t_1 = N^\beta \);
- \( n_2 = (k + \delta) \cdot \frac{N}{\alpha}, \ r_2 = (k + \delta)N, \ t_2 = ((k + \delta) \cdot \frac{N}{\alpha})^\beta \);
- \( n = 8n_2 - 4r_2 + 2n_1 = \Theta(N^{1+\frac{1}{\log \log N}}) \);

By the promise of corollary statement on the existence of the prescribed RS graph, and using this graph family as \( G_{1RS} \) and \( G_{2RS} \), one can verify that the above parameters match those the construction of HiddenMatching.

By Theorem 1, any protocol \( \pi \) with

\[
\text{cost}(\pi) = n \cdot \text{polylog} (n) \ll n^{1+\Omega(1/\log \log n)} \ll o(N^\beta \cdot (\alpha \cdot N)^{1-2/k}) = o(t_1 \cdot r_1^{1-2/k})
\]

will have value(\( \pi \)) = \( o(r_1) \) (note that \( t_1 \leq t_2 \) and \( r_1 \leq r_2 \) in the parameters above and so cost(\( \pi \)) is even smaller than the min-term in Theorem 1). Plugging in this bound in Lemma 3.14, implies that the best approximation ratio achievable by any semi-streaming algorithm will be

\[
1 - \frac{(1 - 4\delta) \cdot r_1}{n - (1 + 2\delta) \cdot r_1} = 1 - \frac{r_1}{n - r_1} \cdot (1 - o(1)) = 1 - \frac{\alpha}{\alpha \cdot \beta - \frac{8}{\beta} + 2 - \alpha} \cdot (1 - o(1)).
\]

This concludes the proof.

Implications of Corollary 4.1. Before we move on, let us instantiate this lower bound for different choices of \( \alpha \) and \( \beta \), given the state-of-the-art on density of RS graphs.

- The current best construction of RS graphs with \( \alpha = \Omega(1) \), allows for setting \( \beta = \Omega(\frac{1}{\log \log N}) \). In case this construction turns out to be the best possible, then the lower bound in Corollary 4.1 would be \( 1 - \left(\frac{\theta}{\log \log n}\right) \)-approximation for some absolute constant \( \theta \in (0, 1) \).

- The current best upper bound on the density of RS graphs for \( \alpha = 1/2 - o(1) \) forces \( \beta \) to be at most \( 1 - \Omega(\frac{\log \log N}{\log N}) \). In case this upper bound turns out to be the best possible, then the lower bound in Corollary 4.1 would be (at least) 0.98-approximation.

- In general, in case there is any RS graph with both \( \alpha, \beta \) being a constant, then the lower bound in Corollary 4.1 would be \( (1 - \Omega(1)) \)-approximation. This can be seen as either:

  - a conditional lower bound that rules out small-constant approximation algorithms for matching under the plausible hypothesis that both \( \alpha, \beta \) can be constant; or alternatively,
  - a barrier result showing that getting (sufficiently) small-constant approximation algorithms to matching, requires (at the very least) improving the current best bounds on density of RS graphs from \( O(N^2/\log N) \) (for \( \alpha = 1/2 - o(1) \) case) and \( O(N^2/2^{O(\log^* N)}) \) (for arbitrary constant \( \alpha \)) all the way to \( N^{1+o(1)} \) edges.
4.1 Setup and Notation

In the following, we fix a choice of parameters \((k, n_1, n_2, r_1, r_2, \delta)\) for the \texttt{HiddenMatching}. Let \(\pi\) be any protocol for \texttt{HiddenMatching} with \(\text{cost}(\pi)\) as in Theorem 1. Since \texttt{HiddenMatching} is a distributional game, we can assume without loss of generality by the easy direction of Yao’s minimax principle that \(\pi\) is deterministic. We shall upper bound \(\text{value}(\pi)\) in our proof.

We will use the following notation:

- \(\Pi_{A1}\): the message of Alice in phase one – \(\Pi_{A1}\) is a deterministic function of \(G_A\);
- \(\Pi_{B1}\): the message of Bob in phase one – \(\Pi_{B1}\) is a deterministic function of \(\Pi_{A1}\) and \(G_B\);
- \(Z_A = (\Pi_{A1}, \Pi_{B1}, G_2)\): the extra information known to Alice in the second phase;
- \(\Pi_{A2}\): the message of Alice in phase two – \(\Pi_{A2}\) is a deterministic function of \(G_A\) and \(Z_A\);
- \(Z_B = (Z_A, \Pi_{A2}, j_1)\): the extra information known to Bob in the second phase;
- \(\Pi_{B2}\): the output edges of Bob in phase two – \(\Pi_{B2}\) is a deterministic function of \(G_B\) and \(Z_B\).

(Recall that sans serif fonts will refer to random variables for above parameters, e.g., \(\Pi_{A1}\) denote the random variable for \(\Pi_{A1}\)).

**Conditional Independence Properties**

We establish the following conditional independence properties between the random variables above that will be crucial for our proofs.

**Claim 4.2** ("Alice’s second message does not depend on the hidden matching").

\[ \Pi_{A2} \perp J_1 \mid Z_A. \]

*Proof.* We have,

\[
\mathbb{I}(\Pi_{A2} ; J_1 \mid Z_A) = \mathbb{I}(\Pi_{A2} ; J_1 \mid \Pi_{A1}, \Pi_{B1}, G_2) \quad \text{(by definition of } Z_A) \\
\leq \mathbb{I}(\Pi_{A2} ; G_B \mid \Pi_{A1}, \Pi_{B1}, G_2) \quad \text{(by data processing inequality (Fact A.1-(7)), as augmentation graphs in } G_B \cup G_2 \text{ determines } J_1) \\
\leq \mathbb{I}(G_A ; G_B \mid \Pi_{A1}, \Pi_{B1}, G_2) \quad \text{(by data processing inequality (Fact A.1-(7)), as } G_A \cup Z_A \text{ determines } \Pi_{A2}) \\
\leq \mathbb{I}(G_A ; G_B \mid \Pi_{A1}, G_2) \quad \text{(by Proposition A.3 as } G_A \perp \Pi_{B1} \mid G_B, \Pi_{A1}, G_2 \text{ as } \Pi_{B1} \text{ is fixed by } \Pi_{A1} \text{ and } G_B) \\
\leq \mathbb{I}(G_A ; G_B \mid G_2) \quad \text{(by Proposition A.3 as } G_B \perp \Pi_{A1} \mid G_A, G_2 \text{ as } \Pi_{A1} \text{ is fixed by } G_A) \\
= 0. \quad \text{(by Fact A.1-(2) as } G_A \perp G_B \mid G_2 \text{ by Observation 3.12)}
\]

The claim now follows from Fact A.1-(2). \(\blacksquare\)

**Claim 4.3** ("Alice’s second message does not correlate her input with the hidden matching").

\[ G_A \perp J_1 \mid Z_A, \Pi_{A2}. \]
Proof. We have,
\[ \mathbb{I}(G_A : J_1 | Z_A, \Pi_{A2}) = \mathbb{I}(G_A : J_1 | \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2}) \]  
(by definition of \( Z_A \))
\[ \leq \mathbb{I}(G_A ; G_B | \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2}) \]  
(by data processing inequality (Fact A.1-(7)), as augmentation graphs in \( G_B \cup G_2 \) determines \( J_1 \))
\[ \leq \mathbb{I}(G_A ; G_B | \Pi_{A1}, \Pi_{B1}, G_2) \]  
(by Proposition A.3 as \( G_B \perp \Pi_{A2} | G_A, \Pi_{A1}, \Pi_{B1}, G_2 \) as \( \Pi_{A2} \) is fixed by \( G_A, \Pi_{A1}, \Pi_{B1} \) and \( G_2 \))
\[ = 0. \]  
(as shown in the proof of Claim 4.2)

The claim now follows from Fact A.1-(2).

Claim 4.4 ("Bob output is independent of hidden matching edges conditioned on his knowledge").
\[ \Pi_{B2} \perp G_A \cap M_{J_1}^{RS} | Z_B. \]

Proof. We have,
\[ \mathbb{I}(\Pi_{B2} ; G_A \cap M_{J_1}^{RS} | Z_B) \leq \mathbb{I}(G_B ; G_A \cap M_{J_1}^{RS} | Z_B) \]  
(by data processing inequality (Fact A.1-(7)) as \( \Pi_{B2} \) is a deterministic function of \( G_B, Z_B \))
\[ = \mathbb{I}(G_B ; G_A \cap M_{J_1}^{RS} | \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2}, J_1) \]  
(by definition of \( Z_B \))
\[ \leq \mathbb{I}(G_B ; G_A | \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2}) \]  
(by data processing inequality (Fact A.1-(7)), as \( G_A \) determines \( G_A \cap M_{J_1}^{RS} \) conditioned on \( J_1 \))
\[ \leq \mathbb{I}(G_B ; G_A | \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2}) \]  
(by Proposition A.3 as \( G_A \perp J_1 | G_B, \Pi_{A1}, \Pi_{B1}, G_2, \Pi_{A2} \) as \( J_1 \) is fixed by \( G_B \cup G_2 \))
\[ = 0. \]  
(as shown in the proof of Claim 4.3)

The claim now follows from Fact A.1-(2).

4.2 Communication in Phase One

In this section, we focus on the communication happening in the first phase and its effect on the “knowledge” of players given their second-phase inputs. In particular, the following lemma establishes that given the communication happening in the first phase plus the second-phase input to Alice, the distribution of the hidden matching does not alter too much for her\(^4\).

Lemma 4.5 ("Alice still does not know hidden matching in the second phase").
\[ \mathbb{E}_{Z_A \sim Z_A} \| \text{dist}(J_1 | Z_A) - \text{dist}(J_1) \|_{\text{tvd}} = o(1). \]

In words, Lemma 4.5 states that even at the beginning of the second phase of the game, from the perspective of Alice, the distribution of the hidden matching index, namely, \( j_1 \), has effectively not changed from its original (uniform) distribution over \([t_1]\).

The strategy for the proof of Lemma 4.5 is as follows: we show that the messages communicated in the first phase (and in particular Bob’s message) are not able to change the distribution of \( X_L \) or

\(^4\)We emphasize that Bob’s output is certainly not independent of hidden matching edges – after all, Bob is outputting edges of this matching. However, Bob on his own does not know the hidden matching edges and thus is only “conveying” his knowledge (from Alice) about these edges to the output; thus, once we condition on Bob’s knowledge, we can expect his output to become independent of the hidden matching edges in particular.

\(^5\)Note that as opposed to Alice, for Bob, the second-phase input directly reveals the identity of the hidden matching.
$X_R$ enough for the distribution of $Y_L$ or $Y_R$, and subsequently $j_1$, to change sufficiently either. The heart of this proof is the following lemma that establishes a key property of augmentation graphs in *hiding* the partitioning of augmentation vertices into $\text{aug}(A) \cup \overline{\text{aug}}(A)$ (for $A \in \{A_L, A_R\}$).

**Lemma 4.6** ("Augmentation graphs hide the partitioning into $\text{aug}(\cdot)$ and $\overline{\text{aug}}(\cdot)$"). Let $G^{RS}$ be an $(r,t)\cdot RS$ graph and integers $k, \ell$ be such that $k \cdot \ell = (1 - \delta) \cdot r$ for some absolute constant $\delta \in (0,1)$.

Suppose we sample $X$ uniformly from $\{0,1\}^{r \times t}$ and let $H := \text{Encoded-RS}(G^{RS}, X)$. Additionally, for any vector $Y \in \{0,1\}^\ell$, we let $\bar{H}(Y)$ be a graph obtained by sampling an augmentation graph $A$ from $D_{\text{aug-graph}}(G^{RS}, Y, k)$ conditioned on encoded-RS graph of $A$ being $H$, and then letting $\bar{H}(Y)$ to be the edges $\bar{E}$ of $A$ outside the encoded-RS graph $H$.

Consider any function $\phi: \text{supp}(H) \rightarrow \{0,1\}^s$ that encodes each graph $H$ to a message $\phi(H)$ of size $s = o(\delta \cdot t \cdot (\delta r)^{1-2/k})$. Then, w.p. $1 - o(1)$ over the choice of encoding $\phi \sim \phi(H)$ for $H$ chosen as above, the following event $\mathcal{E}(\phi)$ happens:

- **Event $\mathcal{E}(\phi)$**: For any pairs of vectors $Y_1 \neq Y_2 \in \{0,1\}^{\ell}$, $\|\text{dist}(\bar{H}(Y_1) \mid \phi(H) = \phi) - \text{dist}(\bar{H}(Y_2) \mid \phi(H) = \phi)\|_{\text{tvd}} = o(1)$.

Let us parse Lemma 4.6: Suppose we are given an encoded-RS graph $H$ from $D_{\text{aug-graph}}$, and we compress $H$ to a smaller message $\phi(H)$. Then, “most” of the times, namely, when the event $\mathcal{E}(\phi)$ happens, these encoded messages have the property that they are “consistent” with every possible augmentation graph for any choice of vector $Y \in \{0,1\}^{\ell}$; in other words, the distribution of $\bar{H}$ from $D_{\text{aug-graph}}$ conditioned on either $Y = Y_1$ or $Y = Y_2$ for any pairs of $Y_1, Y_2 \in \{0,1\}^{\ell}$ is almost identical. Put another way, given $\phi(H)$ and $\bar{H}$ (and conditioned on the event $\mathcal{E}(\phi)$), we will have “no knowledge” of partitioning of $\text{aug}(A) \cup \overline{\text{aug}}(A)$ for the underlying augmentation graph $A$; hence, this partitioning is kept “hidden” from us.

We postpone the proof of Lemma 4.6 to Section 5. In the following, we show how to use this lemma to conclude the proof of Lemma 4.5.

**Proof of Lemma 4.5.** We start with expressing the LHS based on the vectors $Y_L$ and $Y_R$ defined in HiddenMatching. In particular, recall that by construction, the tuple $(Y_L, Y_R)$ is a deterministic function of $J_1$ and vice versa. Thus, to prove Lemma 4.5, we can alternatively prove the following:

$$\mathbb{E}_{Z_A \sim Z_A} \|\text{dist}(Y_L, Y_R \mid Z_A) - \text{dist}(Y_L, Y_R)\|_{\text{tvd}} = o(1).$$

(1)

To do this, we need the following claim.

**Claim 4.7.** With probability $1 - o(1)$ over the choice of $(\Pi_{A1}, \Pi_{B1}) \sim (\Pi_{A1}, \Pi_{B1})$, for any pairs of $(Y_{L1}, Y_{R1})$ and $(Y_{L2}, Y_{R2})$ in $\text{supp}((Y_L, Y_R))$,

$$\|\text{dist}(G_2 \mid Y_L = Y_{L1}, Y_R = Y_{R1}, \Pi_{A1}, \Pi_{B1}) - \text{dist}(G_2 \mid Y_L = Y_{L2}, Y_R = Y_{R2}, \Pi_{A1}, \Pi_{B1})\|_{\text{tvd}} = o(1).$$

**Proof.** The proof is a combination of a simple hybrid argument plus a “reduction” to the compression setting of Lemma 4.6. To simplify the notation, in the following, we use $\Pi_1 = (\Pi_{A1}, \Pi_{B1})$ to denote the messages communicated in the first phase, and when clear from the context, we only write $Y_{L*}$ instead of $Y_L = Y_{L*}$ (similarly for $Y_R$) to avoid the clutter in the notation.

Firstly,

$$\text{LHS of Claim 4.7} = \|\text{dist}(G_2 \mid Y_{L1}, Y_{R1}, \Pi_1) - \text{dist}(G_2 \mid Y_{L2}, Y_{R2}, \Pi_1)\|_{\text{tvd}}$$

21
by triangle inequality. We note that the two hybrids defined in Eq (2) are not “standard” distributions in the context of HiddenMatching and will not arise there; we only use them here for the sake of the analysis. In particular, these distributions decorrelate the variables \( Y_L \) and \( Y_R \) from each other (while in HiddenMatching they are both tied to each other through the choice of \( j_1 \)).

We now bound each term in Eq (2) by \( o(1) \). By symmetry, we only focus on the first term; the proof for the second term is identical. Recall that \( G_2 = (\bar{H}_L, \bar{H}_R, M_L, M_R) \). We have,

\[
\| \dist(G_2 \mid Y_{L1}, Y_{R1}, \Pi_1) - \dist(G_2 \mid Y_{L2}, Y_{R2}, \Pi_1) \|_{tvd} \\
\leq \| \dist(G_2 \mid Y_{L1}, Y_{R1}, \Pi_1) - \dist(G_2 \mid Y_{L2}, Y_{R2}, \Pi_1) \|_{tvd} \\
+ \| \dist(G_2 \mid Y_{L2}, Y_{R1}, \Pi_1) - \dist(G_2 \mid Y_{L2}, Y_{R2}, \Pi_1) \|_{tvd},
\]

(2)

where the last equality is because of the following:

- \( H_L \perp Y_{R1} \mid Y_{L*}, \Pi_1 \): the choice of \( H_L \) is part of the choice of \( A_L \). Conditioned on \( Y_{L*} \), the distribution of \( A_L \) is \( D_{\text{aug-graph}}(G^R_2, Y_{L*}, k) \), independent of all other variables. This continues to be the case even after we condition \( \Pi_1 \) by the rectangle property of communication protocols as \( A_R \) is entirely an input to Bob; this implies that

\[
\| \dist(H_L \mid Y_{L1}, Y_{R1}, \Pi_1) - \dist(H_L \mid Y_{L2}, Y_{R1}, \Pi_1) \|_{tvd} = \| \dist(H_L \mid Y_{L1}, \Pi_1) - \dist(H_L \mid Y_{L2}, \Pi_1) \|_{tvd},
\]

for the first term.

- \( H_R \perp Y_{L*} \mid \bar{H}_L, Y_{R1}, \Pi_1 \): by the same exact argument as above;

- \( M_L, M_R \perp Y_{L*} \mid \bar{H}_L, \bar{H}_R, \Pi_1 \): conditioned on \( H_L \) and \( H_R \), these two matchings are deterministically fixed and thus have the same distribution. This and previous item implies that

\[
\mathbb{E}_{\Pi_1 \mid Y_{L1}, Y_{R1}} \| \dist(H_R, M_L, M_R \mid \bar{H}_L, Y_{L1}, Y_{R1}, \Pi_1) - \dist(H_R, M_L, M_R \mid \bar{H}_L, Y_{L2}, Y_{R1}, \Pi_1) \|_{tvd} = 0,
\]

for the second term, as the distributions are identical.

Consequently, we can conclude that

\[
\| \dist(G_2 \mid Y_{L1}, Y_{R1}, \Pi_1) - \dist(G_2 \mid Y_{L2}, Y_{R1}, \Pi_1) \|_{tvd} \leq \| \dist(H_L \mid Y_{L1}, \Pi_1) - \dist(H_L \mid Y_{L2}, \Pi_1) \|_{tvd}.
\]

Now note that RHS of this equation is exactly what is bounded in Lemma 4.6. In particular, we can think of \( \Pi_1 \) as a compression scheme for \( H_L \) as follows:

- Given an encoded-RS graph \( H = \text{Encoded-RS}(G^R_2, X) \) in Lemma 4.6, we can sample the input of Alice and Bob in the first phase of the game from the distribution of the first hybrid in Eq (2) conditioned on \( H = H \) and \( Y_R = Y_{R1} \) always.

- The encoding function \( \phi \) then maps \( H \) into the message \( \Pi_1 \) of size \( o(\delta \cdot t_2 \cdot (\delta t_2)^{1-2/k}) \) by our assumption on cost(\( \pi \)) (recall that \( \delta \) is an absolute constant).
As such, by Lemma 4.6, we have that w.p. \(1 - o(1)\), for every choice of \(Y_{L1}, Y_{L2}\),

\[
\| \text{dist}(H_L \mid Y_{L1}, \Pi_1) - \text{dist}(H_L \mid Y_{L2}, \Pi_1) \|_{\text{tvd}} = o(1).
\]

Repeating the same argument for the second term of Eq (2) and plugging in the bound in the equation concludes the proof. \(\Box\) Claim 4.7

We can now conclude the proof of Lemma 4.5 as follows. By Claim 4.7, there is an event \(\mathcal{E}\) depending of \(\Pi_{A1}, \Pi_{B1}\) that happens with probability \(1 - o(1)\), and conditioned on \(\mathcal{E}\),

\[
\| \text{dist}(G_2 \mid Y_{L1}, Y_{R} = Y_{R1}, \Pi_{A1}, \Pi_{B1}) - \text{dist}(G_2 \mid Y_{L2}, Y_{R} = Y_{R2}, \Pi_{A1}, \Pi_{B1}) \|_{\text{tvd}} = o(1),
\]

for every pairs of \((Y_{L1}, Y_{R1})\) and \((Y_{L2}, Y_{R2})\). We condition on this event in the following. By Fact A.6, this means that given a graph \(G_2\) from a uniform mixture of \((Y_{L1}, Y_{R1})\) and \((Y_{L2}, Y_{R2})\) conditioned on \(\Pi_{A1}, \Pi_{B1}\), the probability that we can detect the origin of the sample is at most \(\frac{1}{2} + o(1)\). By using this in Lemma A.10, we obtain that

\[
\mathbb{E}_{G_2 \mid \Pi_{A1}, \Pi_{B1}} \Pr ((Y_L, Y_R) = (Y_{L1}, Y_{R1}) \mid G_2, \Pi_{A1}, \Pi_{B1}) = \frac{1 \pm o(1)}{t_1}.
\]

Given that the original distribution of \((Y_L, Y_R)\) (with no conditioning) is also uniform over its support of size \(t_1\), the above implies that conditioned on \(\mathcal{E}\),

\[
\mathbb{E}_{Z_A \sim Z_A \mid \mathcal{E}} \| \text{dist}(Y_L, Y_R \mid Z_A) - \text{dist}(Y_L, Y_R) \|_{\text{tvd}} = o(1).
\]

Given that \(\mathcal{E}\) itself also happens with probability \(1 - o(1)\) (and TVD is bounded by 1), we can conclude the proof of Eq (1). This finalizes the proof of Lemma 4.5. \(\Box\) Lemma 4.5

### 4.3 Communication in Phase Two

We now switch to the second phase of the game and show that the message communicated by Alice in the second phase is not that helpful to Bob in identifying the edges of the hidden matching.

**Lemma 4.8** (“Bob’s does not know the edges of the hidden matching in the second phase”).

\[
\mathbb{I}(G_A \cap M^{RS}_{J_1}, Z_B) = o(r_1).
\]

In words, Lemma 4.8 states that the information between second-phase knowledge of Bob, \(Z_B\), and the edges of the hidden matching is negligible (compared to the size of the hidden matching).

**Proof of Lemma 4.8.** By definition, we can write the mutual information term in the lemma as:

\[
\mathbb{I}(G_A \cap M^{RS}_{J_1}, Z_B) = \mathbb{H}(G_A \cap M^{RS}_{J_1}) - \mathbb{H}(G_A \cap M^{RS}_{J_1} \mid Z_B).
\]

The first term above is simply \(H_2(\delta) \cdot r_1\) as each of the \(r\) edges of \(M^{RS}_{J_1}\) is dropped independently with probability \(\delta\). We can thus focus on bounding the second term. We have,

\[
\mathbb{H}(G_A \cap M^{RS}_{J_1} \mid Z_B) = \mathbb{H}(G_A \cap M^{RS}_{J_1} \mid Z_A, \Pi_{A2}, J_1)
\]

(by the definition of \(Z_B\))

\[
= \mathbb{E}_{Z_A, \Pi_{A2}, J_1} \left[ \mathbb{H}(G_A \cap M^{RS}_{J_1} \mid Z_A, \Pi_{A2}, J_1) \right]
\]

(by the definition of conditional entropy)
Claim 4.3, $G_A \cap M_{j_1}^{RS} \perp J_1 = j_1 \mid Z_A, \Pi_{A2}$ and so we can drop the conditioning on $j_1$
\[
= \mathbb{E}_{Z_A, \Pi_{A2}, j_1} \left[ \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2}) \right]
\]
(by Claim 4.3, $G_A \cap M_{j_1}^{RS} \perp J_1 = j_1 \mid Z_A, \Pi_{A2}$ and so we can drop the conditioning on $j_1$)
\[
= \mathbb{E}_{Z_A, \Pi_{A2}} \mathbb{E}_{j_1 \mid Z_A, \Pi_{A2}} \left[ \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2}) \right]
\]
\[
= \mathbb{E}_{Z_A, \Pi_{A2}} \mathbb{E}_{j_1 \mid Z_A} \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2})
\]
(by Claim 4.2, $J_1 \perp \Pi_{A2} = \Pi_{A2} \mid Z_A$ and so we can drop the conditioning on $\Pi_{A2}$)
\[
\leq \mathbb{E}_{Z_A, \Pi_{A2}} \mathbb{E}_{j_1 \mid Z_A} \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2}) + \mathbb{E}_{Z_A \sim Z_A} \|\text{dist}(J_1 \mid Z_A) - \text{dist}(J_1)\|_{\text{tvd}} \cdot r_1,
\]
where in the last equation, we used Fact A.5 to change the distribution of $J$ and “pay” the difference in the maximum value of the entropy term.

By Lemma 4.5, we already have that the second term above is $o(r_1)$, so it remains to bound the first term, which is done in the following claim (we emphasize that in the following claim, $J_1$ is chosen independent of $Z_A, \Pi_{A2}$ from its original distribution, which was uniform over $[t_1]$).

Claim 4.9. $\mathbb{E}_{Z_A, \Pi_{A2}} \mathbb{E}_{j_1} \left[ \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2}) \right] = H_2(\delta) \cdot r_1 - o(r_1)$.

Proof. Given that the distribution of $J_1$ is uniform over $[t_1]$, and by the definition of $Z_A$, we have,
\[
\mathbb{E}_{Z_A, \Pi_{A2}} \mathbb{E}_{j_1} \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_A, \Pi_{A2}) = \frac{1}{t_1} \sum_{j_1=1}^{t_1} \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid \Pi_{A1}, \Pi_{B1}, \Pi_{A2}, G_2)
\]
\[
\geq \frac{1}{t_1} \cdot \mathbb{H}(G_A \mid \Pi_{A1}, \Pi_{B1}, \Pi_{A2}, G_2)
\]
(by the sub-additivity of entropy (Fact A.1-(4)) as $G_A := (G_A \cap M_{j_1}^{RS})$
\[
\geq \frac{1}{t_1} \cdot (\mathbb{H}(G_A \mid G_2) - \mathbb{H}(\Pi_{A1}, \Pi_{B1}, \Pi_{A2}))
\]
(by Fact A.1-(3))
\[
= \frac{1}{t_1} \cdot (\mathbb{H}(G_A) - \mathbb{H}(\Pi_{A1}, \Pi_{B1}, \Pi_{A2}))
\]
(as $G_A \perp G_2$ by Observation 3.12 and so we can apply Fact A.1-(3))
\[
\geq \frac{1}{t_1} \cdot (t_1 \cdot H_2(\delta) \cdot r_1 - o(t_1 \cdot r_1)) = H_2(\delta) \cdot r_1 - o(r_1),
\]
where in the last inequality, we used the fact that $G_A$ consists of $t_1$ induced matchings whose edges are being dropped independently w.p. $\delta$, and that the size of the message communicated by Alice and Bob is at most $o(t_1 \cdot r_1)$. This concludes the proof of the claim.  \hspace{20pt} \blacksquare

Claim 4.9

We can now complete the proof of Lemma 4.8. By Eq (3) and the discussion above it, plus Claim 4.9 and the preceding equations, we have,
\[
\mathbb{H}(G_A \cap M_{j_1}^{RS} ; Z_B) = \mathbb{H}(G_A \cap M_{j_1}^{RS}) - \mathbb{H}(G_A \cap M_{j_1}^{RS} \mid Z_B) = H_2(\delta) \cdot r_1 - (H_2(\delta) \cdot r_1 - o(r_1) - o(r_1)) = o(r_1),
\]
finalizing the proof. \hspace{20pt} \blacksquare

Lemma 4.8

4.4 Concluding the Proof of Theorem 1

We are now ready to conclude the proof of Theorem 1. For that, we need the following lemma.
Lemma 4.10 (“The protocol’s value is small”).

\[
\text{value}(\pi) = o(r_1).
\]

**Proof.** Recall that \( \Pi_{B2} \) denotes the set of edges from \( G_A \cap M_{j_1}^{RS} \) that is output by Bob at the end of the game; as such, \( \text{value}(\pi) = \mathbb{E}[\Pi_{B2}] \). We focus on upper bounding this expectation term. Firstly,

\[
\mathbb{H}(G_A \cap M_{j_1}^{RS} | \Pi_{B2}) \leq H_2(\delta) \cdot (r_1 - \mathbb{E}[\Pi_{B2}]),
\]

because the edges in \( \Pi_{B2} \) can no longer be removed from \( M_{j_1}^{RS} \) when defining the graph \( G_A \).

We will now lower bound the LHS of Eq (4) to finalize the proof. We have,

\[
\mathbb{H}(G_A \cap M_{j_1}^{RS} | \Pi_{B2}) \geq \mathbb{H}(G_A \cap M_{j_1}^{RS} | Z_B, \Pi_{B2})
\]

(as conditioning can only reduce the entropy (Fact A.1-(3)))

\[
= \mathbb{H}(G_A \cap M_{j_1}^{RS} | Z_B),
\]

(as \( G_A \cap M_{j_1}^{RS} \perp \Pi_{B2} | Z_B \) by Claim 4.4 so we can apply Fact A.1-(3))

\[
= \mathbb{H}(G_A \cap M_{j_1}^{RS}) — \mathbb{H}(G_A \cap M_{j_1}^{RS} : Z_B)
\]

(by the definition of mutual information in Eq (10))

\[
= H_2(\delta) \cdot r_1 - o(r_1).
\]

(by the distribution of \( G_A \cap M_{j_1}^{RS} \) for the first term and Lemma 4.8 for the second)

Plugging in this bound in Eq (4), we get that,

\[
\text{value}(\pi) = \mathbb{E}[\Pi_{B2}] = o(r_1),
\]

as desired. 

Theorem 1 now follows from Lemma 4.10 and our assumption in Section 4.1 on \( \text{cost}(\pi) \).

5 The Hiding Property of Augmentation Graphs (Lemma 4.6)

In this section, we prove Lemma 4.6 used in Section 4.1 which was the missing part of the proof of our main lower bound in Theorem 1.

**Lemma** (Re-statement of Lemma 4.6). Let \( G^{RS} \) be an \((r,t)\)-RS graph and integers \( k, \ell \) be such that \( k \cdot \ell = (1 - \delta) \cdot r \) for some absolute constant \( \delta \in (0, 1) \).

Suppose we sample \( X \) uniformly from \( \{0, 1\}^{r \times t} \) and let \( H := \text{Encoded-RS}(G^{RS}, X) \). Additionally, for any vector \( Y \in \{0, 1\}^\ell \), we let \( \bar{H}(Y) \) be a graph obtained by sampling an augmentation graph \( A \) from \( D_{\text{aug-graph}}(G^{RS}, Y, k) \) conditioned on encoded-RS graph of \( A \) being \( H \), and then letting \( \bar{H}(Y) \) to be the edges of \( A \) outside the encoded-RS graph \( H \).

Consider any function \( \phi : \text{supp}(H) \to \{0, 1\}^s \) that encodes each graph \( H \) to a message \( \phi(\bar{H}) \) of size \( s = o(\delta \cdot t \cdot (\delta r)^{1-2/k}) \). Then, w.p. \( 1 - o(1) \) over the choice of encoding \( \phi \sim \phi(H) \) for \( H \) chosen as above, the following event \( E(\phi) \) happens:

- **Event** \( E(\phi) \): For any pairs of vectors \( Y_1 \neq Y_2 \in \{0, 1\}^\ell \),

\[
\|\text{dist}(\bar{H}(Y_1) | \phi(\bar{H}) = \phi) - \text{dist}(\bar{H}(Y_2) | \phi(\bar{H}) = \phi)\|_{\text{tv}} = o(1).
\]

We start the proof of Lemma 4.6 with the following notation.
**Notation.** For any \( i \in [r] \) (resp. \( j \in [t] \)), we use \( X_i \) (resp. \( X^j \)) to denote the \( i \)-th row (resp. \( j \)-th column) of \( X \); similarly, \( X^j_i \) denotes the \((i, j)\)-entry of the matrix \( X \). To avoid confusion, we use \( j^* \in [t] \) to denote the index of the random induced matching \( M^{RS}_{j^*} \) in \( D_{\text{aug-graph}} \). Additionally, for any \( \vec{u}_i \in U \) (chosen in the augmentation graph), we use \( X(\vec{u}_i) := (X^j_{1,i}, \ldots, X^j_{r,i}) \) for \((i_1, \ldots, i_k) = \vec{u}_i \) and define \( + X(\vec{u}_i) = \oplus_{x \in X(\vec{u}_i)} x \). Similarly, define \( \oplus (X(U)) = (\oplus X(\vec{u}_1), \ldots, \oplus X(\vec{u}_t)) \). We have \( Y = \oplus X(U) \) by Observation 3.4, thus, our goal is to show that \( \oplus X(U) \) remains hidden.

Finally, given that there is a one-to-one mapping between \( X \) and the encoded-RS graph \( H \), to avoid clutter, we slightly abuse the notation and write \( \phi(X) \) instead of \( \phi(H) \) and consider \( \phi \) as a mapping from \( \{0, 1\}^{r \times t} \rightarrow \{0, 1\}^s \).

We are now ready for the proof. The first step is to show that \( w.p. \ 1 - o(1) \), the entropy of \( X^{j^*} \) is sufficiently large. Formally,

**Claim 5.1.** \( w.p. \ 1 - o(1) \) over the choice of \( (\phi, j^*) \sim (\Phi, J^*) \), we have,

\[
\mathbb{H}(X^{j^*} \mid \Phi = \phi, J^* = j^*) = r - o(\delta \cdot (\delta r)^{1-2/k}).
\]

(We denote this event by \( \mathcal{E}(\phi, j^*) \)).

**Proof.** The proof is a simple direct-sum style argument as follows:

\[
\mathbb{I}(X^{j^*} \mid \Phi, J) = \frac{1}{t} \sum_{j=1}^{t} \mathbb{I}(X^j \mid \Phi, J^* = j) \quad \text{(by the uniform choice of distribution of } j^*)
\]

\[
= \frac{1}{t} \sum_{j=1}^{t} \mathbb{I}(X^j \mid \Phi)
\]

(as \((X^j, \Phi) \perp J^* = j \) since \( X \) is independently uniform and \( \Phi \) is a function of \( X \))

\[
\leq \frac{1}{t} \sum_{j=1}^{t} \mathbb{I}(X^j \mid X^{<j}) \quad \text{(by Proposition A.2 as } X^j \perp X^{<j})
\]

\[
= \frac{1}{t} \mathbb{I}(X \mid \Phi) \quad \text{(by chain rule of mutual information (Fact A.1-(6)))}
\]

\[
\leq \frac{1}{t} \mathbb{H}(\Phi) = o(\delta \cdot (\delta r)^{1-2/k}).
\]

(by Fact A.1-(1) as the message size is \( o(\delta t \cdot (\delta r)^{1-2/k}) \) bits)

By the definition of mutual information, we have,

\[
\mathbb{H}(X^{j^*} \mid \Phi, J) = \mathbb{H}(X^{j^*} \mid J^*) - \mathbb{I}(X^{j^*} \mid \Phi, J^*) = r - o(\delta \cdot (\delta r)^{1-2/k}),
\]

as \( X^{j^*} \mid J^* \) is uniformly distributed over \( \{0, 1\}^r \). Given that entropy of \( X^{j^*} \) can never be more than \( r \) (as its support has at most \( r \) variables), by Markov bound, we have that \( w.p. \ 1 - o(1) \) over the choice of \( (\phi, j^*) \sim (\Phi, J^*) \), \( \mathbb{H}(X^{j^*} \mid \Phi = \phi, J^* = j^*) = r - o(\delta \cdot (\delta r)^{1-2/k}) \) as desired. \( \blacksquare \) Claim 5.1

We now use the bound on the entropy of \( X^{j^*} \) to argue that its distribution is almost a convex combination of a series of near-uniform distributions over “large” supports.

**Claim 5.2.** Conditioned on the event \( \mathcal{E}(\phi, j^*) \), we have,

\[
\text{dist}(X^{j^*} \mid \phi(X) = \phi, J^* = j^*) = \sum_{l=0}^{L} p_l \cdot \mu_l,
\]

such that \( p_0 = o(1) \) and for every \( l \in [L] \setminus \{0\} \):
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• \( \log |\text{supp}(\mu_l)| \geq r - o(\delta \cdot (\delta \cdot r)^{1-2/k}) \);

• \( \|\mu_l - U_l\|_{\text{tvd}} = o(1) \), where \( U_l \) is the uniform distribution over \( \text{supp}(\mu_l) \).

(We further use \( E(\phi, j^*, l) \) for \( l \in [L] \) to denote the combined event of \( E(\phi, j^*) \) and that \( X \) is chosen from \( \mu_l \) in the given convex combination).

**Proof.** A direct corollary of Lemma A.9 by setting \( \gamma = o(\delta \cdot (\delta \cdot r)^{1-2/k}) \) and \( \varepsilon = o(1) \).

We can now start bounding the LHS of Lemma 4.6 whenever \( E(\phi, j^*, l) \) for some \( l \in [L] \setminus \{0\} \) happens. Define:

- \( X^* \) to be a random variable sampled from \( U_l \) (so, by Claim 5.2, we have that distribution of \( X^{j^*} \) is close to that of \( X^* \) conditioned on \( E(\phi, j^*, l) \)).

- \( H^*(Y_1) \) and \( H^*(Y_2) \) to be the same as \( \overline{H}(Y_1) \) and \( \overline{H}(Y_2) \), respectively, with the difference that to sample them, instead of sampling \( X^{j^*} \) from \( \mu_l \) and then defining the corresponding augmentation graph, we sample \( X^{j^*} \) from \( X^* \) and then continue as before.

Given the similarity of distributions \( \mu_l \) and \( U_l \) by Claim 5.2, we can use Fact A.5 to get,

\[
\|\text{dist}(\overline{H}(Y_1) \mid E(\phi, j^*, l)) - \text{dist}(\overline{H}(Y_2) \mid E(\phi, j^*, l))\|_{\text{tvd}}
\leq \|\text{dist}(H^*(Y_1) \mid E(\phi, j^*, l)) - \text{dist}(H^*(Y_2) \mid E(\phi, j^*, l))\|_{\text{tvd}} + o(1).
\]

(5)

Notice that after conditioning on \( j^* \), the only random choice in \( H^* \) is the choice of \( U \). As such, We can now apply a hybrid argument using Fact A.7 as follows:

\[
\|\text{dist}(H^*(Y_1) \mid E(\phi, j^*, l)) - \text{dist}(H^*(Y_2) \mid E(\phi, j^*, l))\|_{\text{tvd}}
= \|\text{dist}(U \mid Y_1, E(\phi, j^*, l)) - \text{dist}(U \mid Y_2, E(\phi, j^*, l))\|_{\text{tvd}}
\leq \sum_{i=1}^{\ell} \mathbb{E}_{Y_1, E(\phi, j^*, l)} \|\text{dist}(\bar{u}_i \mid U^{<i}, Y_1, E(\phi, j^*, l)) - \text{dist}(\bar{u}_i \mid U^{<i}, Y_2, E(\phi, j^*, l))\|_{\text{tvd}}
\leq \sum_{i=1}^{\ell} \mathbb{E}_{Y_1, E(\phi, j^*, l)} \mathbb{E}_{U^{<i}, E(\phi, j^*, l)} \left| \Pr(\oplus X^*(\bar{u}_i) = Y_{1,i} \mid \bar{u}_i, \oplus X^*(U^{<i}) = Y_1^{<i}) - \Pr(\oplus X^*(\bar{u}_i) = Y_{2,i} \mid \bar{u}_i, \oplus X^*(U^{<i}) = Y_1^{<i}) \right|, \tag{6}
\]

where the last inequality is by Fact A.6. In words, the difference between \( H^*(Y_1) \) and \( H^*(Y_2) \) can be bounded by sum of the following:

- What is the difference between the probability of \( \oplus X^*(\bar{u}_i) \) being 0 or 1, in expectation over the choice of \( \bar{u}_i \), assuming that \( X^* \) is chosen such that \( \oplus X^*(U^{<i}) \) is chosen according to the first \( (i - 1) \) indices of \( Y_1 \)?

In other words, Eq (6) reduces our task of proving the lower bound to bounding the advantage one gets (from the message \( \phi \) and other conditioned terms) when focusing only on a single term \( \bar{u}_i \) even if we condition on the remaining values of \( U \). This is the content of the following claim.
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Claim 5.3. Conditioned on $\mathcal{E}(\phi, j^*, l)$ for any $l \in [L] \setminus \{0\}$, we have that for every $i \in [l]$,

$$
\mathbb{E}_{\mathcal{U}^c \mid Y_l, \mathcal{E}(\phi, j^*, l)} \mathbb{E}_{\mathcal{U}^c, \mathcal{E}(\phi, j^*, l)} \left[ \Pr \left( \oplus X^*(\vec{u}_i) = 0 \mid \vec{u}_i, \oplus X^*(\mathcal{U}^c) = Y_1^c \right) - \Pr \left( \oplus X^*(\vec{u}_i) = 1 \mid \vec{u}_i, \oplus X^*(\mathcal{U}^c) = Y_1^c \right) \right] = o(1).
$$

Proof. We first consider the distribution of $X^* \mid \oplus X^*(\mathcal{U}^c) = Y_1^c$. Each $\vec{u}_j \in \mathcal{U}^c$ fixes the value of $X^*$ in $k$ coordinates. As such, after this conditioning, and by re-indexing the unfixed coordinates, we can think of $X^*$ as a subset of $\{0, 1\}^r$ for $r = r - (i - 1) \cdot k$. Similarly, the choice of $\vec{u}_i$ will also be a uniform $k$-subset of $[r']$ in this case as each $\vec{u}_j \in \mathcal{U}^c$ “consumes” $k$ indices of $[r]$, leaving the indices of $[r']$ untouched. As such, we can use $z \in R \{0, 1\}^{r'}$ to denote $X^*$ after this transitioning and $S = (i_1, \ldots, i_k) \subseteq R [r']$ to denote $\vec{u}_i$. We now have,

$$
\text{LHS of Claim 5.3} = \mathbb{E}_S \left[ \Pr (\oplus_{i \in S} z_i = 0) - \Pr (\oplus_{i \in S} z_i = 1) \right].
$$

Fourier analysis now gives us a standard tool to bound the RHS of this equation (see Appendix B for an overview of basic definitions of Fourier analysis on Boolean hypercube). Define:

- $\text{bias}(z, S) := \Pr (\oplus_{i \in S} z_i = 0) - \Pr (\oplus_{i \in S} z_i = 1)$, as the bias of XOR of $z$ on indices of $S$.
- $f : \{0, 1\}^{r'} \to \{0, 1\}$ as the characteristic function of $\text{supp}(z)$: $f(z) = 1$ iff $z \in \text{supp}(z)$;
- $\chi_S : \{0, 1\}^{r'} \to \{0, 1\}$ as the characteristic function over $[r']$ (see Appendix B).

Firstly, by the definition $\text{bias}(z, S)$, we have,

$$
\text{LHS of Claim 5.3} = \mathbb{E}_S |\text{bias}(z, S)|. \tag{7}
$$

Secondly, for any $S \subseteq [r']$, we have,

$$
\text{bias}(z, S) = \mathbb{E}_{z \sim Z} [\chi_S(z)] = \frac{1}{|\text{supp}(z)|} \cdot \sum_{z \in \{0, 1\}^{r'}} f(z) \cdot \chi_S(z) = \frac{2^{r'} \cdot \hat{f}(S)}{|\text{supp}(z)|},
$$

by the definition of Fourier coefficients. We now use the KKL inequality (Proposition B.1) to bound the sum of squared Fourier coefficients and then use this in Eq (7). In particular, for any $\gamma \in (0, 1)$,

$$
\sum_S \text{bias}(z, S)^2 \leq \frac{2^{r'}}{|\text{supp}(z)|^2} \cdot \sum_S \hat{f}(S)^2 \leq \frac{2^{r'}}{|\text{supp}(z)|^2} \cdot \gamma^{-k} \cdot \left( \frac{|\text{supp}(z)|}{2^{r'}} \right)^{\frac{2}{1+\gamma}} \tag{by KKL inequality in Proposition B.1}
$$

By picking $\gamma = k \cdot \left( \log \left( \frac{2^{r'}}{|\text{supp}(z)|} \right) \right)^{-1}$, we have,

$$
\mathbb{E}_S [\text{bias}(z, S)^2] \leq \frac{1}{\binom{r'}{k}} \cdot \gamma^{-k} \cdot \left( \frac{2^{r'}}{|\text{supp}(z)|} \right)^{2\gamma} \leq \left( \frac{1}{\binom{r'}{k}} \cdot \left( \frac{2^{r'}}{|\text{supp}(z)|} \right)^{2\gamma} \right)^k.
$$
By Claim 5.2, we have that
\[
\log(\|\text{supp}(z)\|) \geq r' - o(\delta \cdot (\delta r)^{1-2/k}).
\]
Plugging this bound in the previous equation and noting that \(r' \geq \delta r\), we get that
\[
\mathbb{E}_S[\text{bias}(z, S)^2] = o\left(\frac{1}{r^2}\right).
\]
We now use this to get that,
\[
\mathbb{E}_S[|\Pr(\oplus_{i \in S} z_i = 0) - \Pr(\oplus_{i \in S} z_i = 1)| = \mathbb{E}_S[|\text{bias}(z, S)|] \leq \sqrt{\mathbb{E}_S[\text{bias}(z, S)^2]} = o(1/r),
\]
where the first inequality is by Eq (7) and the second is Jensen's inequality for \(\sqrt{\cdot}\). Given that \(r \geq \ell\), this concludes the proof. \(\square\) Claim 5.3

We can now conclude the proof of Lemma 4.6. With probability \(1 - o(1)\), we have the event in Claim 5.1. With another probability \(1 - o(1)\), by choice of \(p_0 = o(1)\) in Claim 5.2, we can conclude that \(X\) conditioned on \(\phi, j^*\) and the latter event is chosen from a near-uniform distribution, i.e., from \(\mu_l\) for \(l \in [L] \setminus \{0\}\). Conditioned on these events, by Eq (5) and Eq (6) and Claim 5.3, we have that
\[
\|\text{dist}(\tilde{H}(Y_1) \mid \mathcal{E}(\phi, j^*, l)) - \text{dist}(\tilde{H}(Y_2) \mid \mathcal{E}(\phi, j^*, l))\|_{\text{tvd}} = o(1).
\]
for any choice of \(Y_1, Y_2 \in \{0, 1\}^\ell\). This concludes the proof of Lemma 4.6.

Acknowledgement
The author is grateful to Soheil Behnezhad, Michael Kapralov, Raghuvansh Saxena, and Huacheng Yu for illuminating conversations, and to Christian Konrad for helpful discussions on his recent work in [KN21]. The author is also indebted to his collaborators Ran Raz in [AR20], Gillat Kol, Raghuvansh Saxena, and Huacheng Yu in [AKSY20], Vishvajeet N. in [AN21], and Soheil Behnezhad in [AB21] for their previous collaborations that formed various building blocks and inspirations for this work.

References

[AAAK17] Arpit Agarwal, Shivani Agarwal, Sepehr Assadi, and Sanjeev Khanna. Learning with limited rounds of adaptivity: Coin tossing, multi-armed bandits, and ranking from pairwise comparisons. In Satyen Kale and Ohad Shamir, editors, Proceedings of the 30th Conference on Learning Theory, COLT 2017, Amsterdam, The Netherlands, 7-10 July 2017, volume 65 of Proceedings of Machine Learning Research, pages 39–75. PMLR, 2017. 39

[AB19] Sepehr Assadi and Aaron Bernstein. Towards a unified theory of sparsification for matching problems. In 2nd Symposium on Simplicity in Algorithms, SODA@SODA 2019, January 8-9, 2019 - San Diego, CA, USA, pages 11:1–11:20, 2019. 8

[AB21] Sepehr Assadi and Soheil Behnezhad. Beating two-thirds for random-order streaming matching. In Nikhil Bansal, Emanuela Merelli, and James Worrell, editors, 48th International Colloquium on Automata, Languages, and Programming, ICALP 2021, July 12-16, 2021, Glasgow, Scotland (Virtual Conference), volume 198 of LIPIcs, pages 19:1–19:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. 1, 3, 4, 5, 8, 29
[ABB⁺19] Sepehr Assadi, MohammadHossein Bateni, Aaron Bernstein, Vahab S. Mirrokni, and Cliff Stein. Coresets meet EDCS: algorithms for matching and vertex cover on massive graphs. In *Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019*, pages 1616–1635, 2019.

[AD21] Sepehr Assadi and Aditi Dudeja. A simple semi-streaming algorithm for global minimum cuts. In Hung Viet Le and Valerie King, editors, *4th Symposium on Simplicity in Algorithms, SOSA 2021, Virtual Conference, January 11-12, 2021*, pages 172–180. SIAM, 2021.

[AG11] Kook Jin Ahn and Sudipto Guha. Linear programming in the semi-streaming model with application to the maximum matching problem. In *Automata, Languages and Programming - 38th International Colloquium, ICALP 2011, Zurich, Switzerland, July 4-8, 2011, Proceedings, Part II*, pages 526–538, 2011.

[AG18] Kook Jin Ahn and Sudipto Guha. Access to data and number of iterations: Dual primal algorithms for maximum matching under resource constraints. *ACM Trans. Parallel Comput.*, 4(4):17:1–17:40, 2018.

[AJJ⁺20] Sepehr Assadi, Arun Jambulapati, Yujia Jin, Aaron Sidford, and Kevin Tian. Semi-Streaming Bipartite Matching in Fewer Passes and Optimal Space. *arXiv e-prints*, page arXiv:2011.03495, November 2020.

[AKL17] Sepehr Assadi, Sanjeev Khanna, and Yang Li. On estimating maximum matching size in graph streams. In *Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2017, Barcelona, Spain, Hotel Porta Fira, January 16-19*, pages 1723–1742, 2017.

[AKLY16] Sepehr Assadi, Sanjeev Khanna, Yang Li, and Grigory Yaroslavtsev. Maximum matchings in dynamic graph streams and the simultaneous communication model. In *Proceedings of the Twenty-Seventh Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2016, Arlington, VA, USA, January 10-12, 2016*, pages 1345–1364, 2016.

[AKSY20] Sepehr Assadi, Gillat Kol, Raghuvansh Saxena, and Huacheng Yu. Multi-pass graph streaming lower bounds for cycle counting, max-cut, matching size, and other problems. In *61st Annual IEEE Symposium on Foundations of Computer Science, FOCS (to appear)*, 2020.

[Alo02] Noga Alon. Testing subgraphs in large graphs. *Random Struct. Algorithms*, 21(3-4):359–370, 2002.

[ALT21] Sepehr Assadi, S. Cliff Liu, and Robert E. Tarjan. An auction algorithm for bipartite matching in streaming and massively parallel computation models. In Hung Viet Le and Valerie King, editors, *4th Symposium on Simplicity in Algorithms, SOSA 2021, Virtual Conference, January 11-12, 2021*, pages 165–171. SIAM, 2021.

[AMS12] Noga Alon, Ankur Moitra, and Benny Sudakov. Nearly complete graphs decomposable into large induced matchings and their applications. In *Proceedings of the 44th Symposium on Theory of Computing Conference, STOC 2012, New York, NY, USA, May 19 - 22, 2012*, pages 1079–1090, 2012.
[AN21] Sepehr Assadi and Vishvajeet N. Graph streaming lower bounds for parameter estimation and property testing via a streaming XOR lemma. In Samir Khuller and Virginia Vassilevska Williams, editors, STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing, Virtual Event, Italy, June 21-25, 2021, pages 612–625. ACM, 2021.

[AR20] Sepehr Assadi and Ran Raz. Near-quadratic lower bounds for two-pass graph streaming algorithms. In 61st IEEE Annual Symposium on Foundations of Computer Science, FOCS 2020, Durham, NC, USA, November 16-19, 2020, pages 342–353. IEEE, 2020.

[AS06] Noga Alon and Asaf Shapira. A characterization of easily testable induced subgraphs. Combinatorics, Probability & Computing, 15(6):791–805, 2006.

[BDL21] Aaron Bernstein, Aditi Dudeja, and Zachary Langley. A framework for dynamic matching in weighted graphs. In Samir Khuller and Virginia Vassilevska Williams, editors, STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing, Virtual Event, Italy, June 21-25, 2021, pages 668–681. ACM, 2021.

[Ber20] Aaron Bernstein. Improved bounds for matching in random-order streams. In 47th International Colloquium on Automata, Languages, and Programming, ICALP 2020, July 8-11, 2020, Saarbrücken, Germany (Virtual Conference), pages 12:1–12:13, 2020.

[BFKP16] Laurent Bulteau, Vincent Froese, Konstantin Kutzkov, and Rasmus Pagh. Triangle counting in dynamic graph streams. Algorithmica, 76(1):259–278, 2016.

[BLM93] Yitzhak Birk, Nathan Linial, and Roy Meshulam. On the uniform-traffic capacity of single-hop interconnections employing shared directional multichannels. IEEE Transactions on Information Theory, 39(1):186–191, 1993.

[BS15] Marc Bury and Chris Schwiegelshohn. Sublinear estimation of weighted matchings in dynamic data streams. In Algorithms - ESA 2015 - 23rd Annual European Symposium, September 14-16, 2015, Proceedings, pages 263–274, 2015.

[CCE+16] Rajesh Chitnis, Graham Cormode, Hossein Esfandiari, MohammadTaghi Hajiaghayi, Andrew McGregor, Morteza Monemizadeh, and Sofya Vorotnikova. Kernelization via sampling with applications to finding matchings and related problems in dynamic graph streams. In Proceedings of the Twenty-Seventh Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2016, January 10-12, 2016, pages 1326–1344, 2016.

[CCHM15] Rajesh Hemant Chitnis, Graham Cormode, Mohammad Taghi Hajiaghayi, and Morteza Monemizadeh. Parameterized streaming: Maximal matching and vertex cover. In Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2015, San Diego, CA, USA, January 4-6, 2015, pages 1234–1251, 2015.

[CDK19] Graham Cormode, Jacques Dark, and Christian Konrad. Independent sets in vertex-arrival streams. In 46th International Colloquium on Automata, Languages, and Programming, ICALP 2019, July 9-12, 2019, Patras, Greece, pages 45:1–45:14, 2019.
[CF13] David Conlon and Jacob Fox. Graph removal lemmas. In Simon R. Blackburn, Stefanie Gerke, and Mark Wildon, editors, *Surveys in Combinatorics 2013*, volume 409 of *London Mathematical Society Lecture Note Series*, pages 1–50. Cambridge University Press, 2013. 2

[CGQ15] Chandra Chekuri, Shalmoli Gupta, and Kent Quanrud. Streaming algorithms for submodular function maximization. In Magnús M. Halldórsson, Kazuo Iwama, Naoki Kobayashi, and Bettina Speckmann, editors, *Automata, Languages, and Programming - 42nd International Colloquium, ICALP 2015, Kyoto, Japan, July 6-10, 2015, Proceedings, Part I*, volume 9134 of *Lecture Notes in Computer Science*, pages 318–330. Springer, 2015. 1

[CJ17] Graham Cormode and Hossein Jowhari. A second look at counting triangles in graph streams (corrected). *Theor. Comput. Sci.*, 683:22–30, 2017. 2

[CJMM17] Graham Cormode, Hossein Jowhari, Morteza Monemizadeh, and S. Muthukrishnan. The sparse awakens: Streaming algorithms for matching size estimation in sparse graphs. In *25th Annual European Symposium on Algorithms, ESA 2017, September 4-6, 2017*, pages 29:1–29:15, 2017. 1

[CK14] Amit Chakrabarti and Sagar Kale. Submodular maximization meets streaming: Matchings, matroids, and more. In Jon Lee and Jens Vygen, editors, *Integer Programming and Combinatorial Optimization - 17th International Conference, IPCO 2014, Bonn, Germany, June 23-25, 2014. Proceedings*, volume 8494 of *Lecture Notes in Computer Science*, pages 210–221. Springer, 2014. 1

[CKP+21a] Lijie Chen, Gillat Kol, Dmitry Paramonov, Raghuvansh R. Saxena, Zhao Song, and Huacheng Yu. Almost optimal super-constant-pass streaming lower bounds for reach-ability. In Samir Khuller and Virginia Vassilevska Williams, editors, *STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing, Virtual Event, Italy, June 21-25, 2021*, pages 570–583. ACM, 2021. 1, 2, 8

[CKP+21b] Lijie Chen, Gillat Kol, Dmitry Paramonov, Raghuvansh R. Saxena, Zhao Song, and Huacheng Yu. Near-optimal two-pass streaming algorithm for sampling random walks over directed graphs. In Nikhil Bansal, Emanuela Merelli, and James Worrell, editors, *48th International Colloquium on Automata, Languages, and Programming, ICALP 2021, July 12-16, 2021, Glasgow, Scotland (Virtual Conference)*, volume 198 of *LIPIcs*, pages 52:1–52:19. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. 2, 3, 4, 5, 6

[CS14] Michael Crouch and Daniel S. Stubbs. Improved streaming algorithms for weighted matching, via unweighted matching. In *Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2014, September 4-6, 2014*, pages 96–104, 2014. 1

[CT06] Thomas M. Cover and Joy A. Thomas. *Elements of information theory (2. ed.)*. Wiley, 2006. 37

[DK20] Jacques Dark and Christian Konrad. Optimal lower bounds for matching and vertex cover in dynamic graph streams. In Shubhangi Saraf, editor, *35th Computational Complexity Conference, CCC 2020, July 28-31, 2020, Saarbrücken, Germany (Virtual Con-
[dW08] Ronald de Wolf. A brief introduction to fourier analysis on the boolean cube. *Theory Comput.*, 1:1–20, 2008. 40

[EHL+15] Hossein Esfandiari, Mohammad Taghi Hajiaghayi, Vahid Liaghat, Morteza Monemizadeh, and Krzysztof Onak. Streaming algorithms for estimating the matching size in planar graphs and beyond. In *Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2015, January 4-6, 2015*, pages 1217–1233, 2015. 1

[EHM16] Hossein Esfandiari, MohammadTaghi Hajiaghayi, and Morteza Monemizadeh. Finding large matchings in semi-streaming. In Carlotta Domeniconi, Francesco Gullo, Francesco Bonchi, Josep Domingo-Ferrer, Ricardo Baeza-Yates, Zhi-Hua Zhou, and Xindong Wu, editors, *IEEE International Conference on Data Mining Workshops, ICDM Workshops 2016, December 12-15, 2016, Barcelona, Spain*, pages 608–614. IEEE Computer Society, 2016. 1, 2

[EKMS12] Sebastian Eggert, Lasse Kliemann, Peter Munstermann, and Anand Srivastav. Bipartite matching in the semi-streaming model. *Algorithmica*, 63(1-2):490–508, 2012. 1

[FHM+20] Alireza Farhadi, Mohammad Taghi Hajiaghayi, Tung Mai, Anup Rao, and Ryan A. Rossi. Approximate maximum matching in random streams. In *Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, Salt Lake City, UT, USA, January 5-8, 2020*, pages 1773–1785, 2020. 1

[FHS17] Jacob Fox, Hao Huang, and Benny Sudakov. On graphs decomposable into induced matchings of linear sizes. *Bulletin of the London Mathematical Society*, 49(1):45–57, 2017. 1, 2, 8

[FKM+05] Joan Feigenbaum, Sampath Kannan, Andrew McGregor, Siddharth Suri, and Jian Zhang. On graph problems in a semi-streaming model. *Theor. Comput. Sci.*, 348(2-3):207–216, 2005. 1

[FLN+02] Eldar Fischer, Eric Lehman, Ilan Newman, Sofya Raskhodnikova, Ronitt Rubinfeld, and Alex Samorodnitsky. Monotonicity testing over general poset domains. In *Proceedings on 34th Annual ACM Symposium on Theory of Computing, May 19-21, 2002, Montréal, Québec, Canada*, pages 474–483, 2002. 1, 8

[FMU21] Manuela Fischer, Slobodan Mitrovic, and Jara Uitto. Deterministic (1+\(\epsilon\))-approximate maximum matching with poly(1/\(\epsilon\)) passes in the semi-streaming model. *CoRR*, abs/2106.04179, 2021. 1, 2

[GKK+07] Dmitry Gavinsky, Julia Kempe, Iordanis Kerenidis, Ran Raz, and Ronald de Wolf. Exponential separations for one-way quantum communication complexity, with applications to cryptography. *STOC*, pages 516–525, 2007. 6

[GKK12] Ashish Goel, Michael Kapralov, and Sanjeev Khanna. On the communication and streaming complexity of maximum bipartite matching. In *Proceedings of the Twenty-third Annual ACM-SIAM Symposium on Discrete Algorithms, SODA ’12*, pages 468–485. SIAM, 2012. 1, 2, 3, 4, 5, 7, 8, 17
[GKMS19] Buddhima Gamlath, Sagar Kale, Slobodan Mitrovic, and Ola Svensson. Weighted matchings via unweighted augmentations. In *Proceedings of the 2019 ACM Symposium on Principles of Distributed Computing, PODC 2019*, Toronto, ON, Canada, July 29 - August 2, 2019, pages 491–500, 2019. 1

[GNT20] Mohsen Ghaffari, Krzysztof Nowicki, and Mikkel Thorup. Faster algorithms for edge connectivity via random 2-out contractions. In Shuchi Chawla, editor, *Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020*, Salt Lake City, UT, USA, January 5-8, 2020, pages 1260–1279. SIAM, 2020. 2

[GO13] Venkatesan Guruswami and Krzysztof Onak. Superlinear lower bounds for multipass graph processing. In *Proceedings of the 28th Conference on Computational Complexity, CCC 2013*, K.lo Alto, California, USA, 5-7 June, 2013, pages 287–298, 2013. 1, 2

[Gow01] WT Gowers. Some unsolved problems in additive/combinatorial number theory. *preprint*, 2001. 2

[GRT19] Sumegha Garg, Ran Raz, and Avishay Tal. Time-space lower bounds for two-pass learning. In Amir Shpilka, editor, *34th Computational Complexity Conference, CCC 2019*, July 18-20, 2019, New Brunswick, NJ, USA, volume 137 of LIPIcs, pages 22:1–22:39. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2019. 2

[HW03] Johan Håstad and Avi Wigderson. Simple analysis of graph tests for linearity and PCP. *Random Struct. Algorithms*, 22(2):139–160, 2003. 8

[Kap13] Michael Kapralov. Better bounds for matchings in the streaming model. In *Proceedings of the Twenty-Fourth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2013*, New Orleans, Louisiana, USA, January 6-8, 2013, pages 1679–1697, 2013. 1, 2, 3, 8

[Kap21] Michael Kapralov. Space lower bounds for approximating maximum matching in the edge arrival model. In Dániel Marx, editor, *Proceedings of the 2021 ACM-SIAM Symposium on Discrete Algorithms, SODA 2021*, Virtual Conference, January 10 - 13, 2021, pages 1874–1893. SIAM, 2021. 1, 2, 3, 8

[KKL88] Jeff Kahn, Gil Kalai, and Nathan Linial. The influence of variables on boolean functions (extended abstract). In 29th *Annual Symposium on Foundations of Computer Science, White Plains, New York, USA*, 24-26 October 1988, pages 68–80. IEEE Computer Society, 1988. 40

[KKS14] Michael Kapralov, Sanjeev Khanna, and Madhu Sudan. Approximating matching size from random streams. In *Proceedings of the Twenty-Fifth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2014*, Portland, Oregon, USA, January 5-7, 2014, pages 734–751, 2014. 1

[KKTY21] Michael Kapralov, Robert Krauthgamer, Jakab Tardos, and Yuichi Yoshida. Towards tight bounds for spectral sparsification of hypergraphs. In Samir Khuller and Virginia Vassilevska Williams, editors, *STOC ’21: 53rd Annual ACM SIGACT Symposium on Theory of Computing, Virtual Event, Italy*, June 21-25, 2021, pages 598–611. ACM, 2021. 8
[KMM12] Christian Konrad, Frédéric Magniez, and Claire Mathieu. Maximum matching in semi-streaming with few passes. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques - 15th International Workshop, APPROX 2012, and 16th International Workshop, RANDOM 2012, Cambridge, MA, USA, August 15-17, 2012. Proceedings, pages 231–242, 2012. 1, 2

[KMNT20] Michael Kapralov, Slobodan Mitrovic, Ashkan Norouzi-Fard, and Jakab Tardos. Space efficient approximation to maximum matching size from uniform edge samples. In Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, Salt Lake City, UT, USA, January 5-8, 2020, pages 1753–1772, 2020. 1

[KN97] Eyal Kushilevitz and Noam Nisan. Communication complexity. Cambridge University Press, 1997. 8

[KN21] Christian Konrad and Kheeran K. Naidu. On two-pass streaming algorithms for maximum bipartite matching. CoRR, abs/2107.07841, 2021. To appear in APPROX 2021. 7, 29

[Kon15] Christian Konrad. Maximum matching in turnstile streams. In Algorithms - ESA 2015 - 23rd Annual European Symposium, September 14-16, 2015, Proceedings, pages 840–852, 2015. 1, 8

[Kon18] Christian Konrad. A simple augmentation method for matchings with applications to streaming algorithms. In 43rd International Symposium on Mathematical Foundations of Computer Science, MFCS 2018, August 27-31, 2018, Liverpool, UK, pages 74:1–74:16, 2018. 1, 2, 7

[KT17] Sagar Kale and Sumedh Tirodkar. Maximum matching in two, three, and a few more passes over graph streams. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2017, August 16-18, 2017, Berkeley, CA, USA, pages 15:1–15:21, 2017. 1, 2

[LSZ20] S. Cliff Liu, Zhao Song, and Hengjie Zhang. Breaking the n-pass barrier: A streaming algorithm for maximum weight bipartite matching. CoRR, abs/2009.06106, 2020. 1

[LW21] Roie Levin and David Wajc. Streaming submodular matching meets the primal-dual method. In Dániel Marx, editor, Proceedings of the 2021 ACM-SIAM Symposium on Discrete Algorithms, SODA 2021, Virtual Conference, January 10 - 13, 2021, pages 1914–1933. SIAM, 2021. 1

[McG05] Andrew McGregor. Finding graph matchings in data streams. In Approximation, Randomization and Combinatorial Optimization, Algorithms and Techniques, 8th International Workshop on Approximation Algorithms for Combinatorial Optimization Problems, APPROX 2005 and 9th International Workshop on Randomization and Computation, RANDOM 2005, Berkeley, CA, USA, August 22-24, 2005, Proceedings, pages 170–181, 2005. 1

[MV16] Andrew McGregor and Sofya Vorotnikova. Planar matching in streams revisited. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2016, September 7-9, 2016, pages 17:1–17:12, 2016. 1
Andrew McGregor and Sofya Vorotnikova. A simple, space-efficient, streaming algorithm for matchings in low arboricity graphs. In *1st Symposium on Simplicity in Algorithms, SODA 2018, January 7-10, 2018*, pages 14:1–14:4, 2018.

Ami Paz and Gregory Schwartzman. A $(2 + \varepsilon)$-approximation for maximum weight matching in the semi-streaming model. In *Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2017, Barcelona, Spain, Hotel Porta Fira, January 16-19*, pages 2153–2161, 2017.

Aviad Rubinstein, Tselil Schramm, and S. Matthew Weinberg. Computing exact minimum cuts without knowing the graph. In *9th Innovations in Theoretical Computer Science Conference, ITCS 2018, January 11-14, 2018, Cambridge, MA, USA*, pages 39:1–39:16, 2018.

Anup Rao and Amir Yehudayoff. *Communication Complexity and Applications*. Cambridge University Press, 2020.

Sumedh Tirodkar. Deterministic algorithms for maximum matching on general graphs in the semi-streaming model. In *38th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science, FSTTCS 2018, December 11-13, 2018, Ahmedabad, India*, pages 39:1–39:16, 2018.

Terence Tao and Van H Vu. *Additive combinatorics*, volume 105. Cambridge University Press, 2006.

Elad Verbin and Wei Yu. The streaming complexity of cycle counting, sorting by reversals, and other problems. In *Proceedings of the Twenty-Second Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2011, January 23-25, 2011*, pages 11–25, 2011.

Andrew Chi-Chih Yao. Some complexity questions related to distributive computing (preliminary report). In *Proceedings of the 11th Annual ACM Symposium on Theory of Computing, April 30 - May 2, 1979, Atlanta, Georgia, USA*, pages 209–213, 1979.

Andrew Chi-Chih Yao. Theory and applications of trapdoor functions (extended abstract). In *23rd Annual Symposium on Foundations of Computer Science, Chicago, Illinois, USA, 3-5 November 1982*, pages 80–91, 1982.

Mariano Zelke. Intractability of min- and max-cut in streaming graphs. *Inf. Process. Lett.*, 111(3):145–150, 2011.
Appendix

A Basic Tools From Information Theory

We now briefly introduce some definitions and facts from information theory that are needed in this paper. We refer the interested reader to the textbook by Cover and Thomas [CT06] for an excellent introduction to this field.

For a random variable $A$, we use \text{supp}(A) to denote the support of $A$ and \text{dist}(A) to denote its distribution. When it is clear from the context, we may abuse the notation and use $A$ directly instead of \text{dist}(A), for example, write $A \sim A$ to mean $A \sim \text{dist}(A)$, i.e., $A$ is sampled from the distribution of random variable $A$.

We denote the Shannon Entropy of a random variable $A$ by $H(A)$, which is defined as:
\begin{equation}
H(A) := \sum_{A \in \text{supp}(A)} \Pr(A = A) \cdot \log \left(\frac{1}{\Pr(A = A)}\right)
\end{equation}

The conditional entropy of $A$ conditioned on $B$ is denoted by $H(A \mid B)$ and defined as:
\begin{equation}
H(A \mid B) := \mathbb{E}_{B \sim B} [H(A \mid B = B)],
\end{equation}

where $H(A \mid B = B)$ is defined in a standard way by using the distribution of $A$ conditioned on the event $B = B$ in Eq (8).

The mutual information of two random variables $A$ and $B$ is denoted by $I(A; B)$ and defined as:
\begin{equation}
I(A; B) := H(A) - H(A \mid B) = H(B) - H(B \mid A).
\end{equation}

The conditional mutual information $I(A; B \mid C)$ is $H(A \mid C) - H(A \mid B, C)$ and hence by linearity of expectation:
\begin{equation}
I(A; B \mid C) = \mathbb{E}_{C \sim C} [I(A; B \mid C = C)].
\end{equation}

Finally, we use $H_2$ to denote the binary Entropy function where for any real number $\delta \in (0, 1)$, we define:
\begin{equation}
H_2(\delta) = \delta \log \frac{1}{\delta} + (1 - \delta) \log \frac{1}{1 - \delta},
\end{equation}
i.e., the entropy of a Bernoulli random variable with mean $\delta$.

A.1 Useful Properties of Entropy and Mutual Information

We use the following basic properties of entropy and mutual information throughout.

\textbf{Fact A.1} (cf. [CT06]). Let $A$, $B$, $C$, and $D$ be four (possibly correlated) random variables.

1. $0 \leq H(A) \leq \log |\text{supp}(A)|$. The right equality holds iff \text{dist}(A) is uniform.

2. $I(A; B \mid C) \geq 0$. The equality holds iff $A$ and $B$ are independent conditioned on $C$.

3. Conditioning on a random variable reduces entropy: $H(A \mid B, C) \leq H(A \mid B)$. The equality holds iff $A \perp C \mid B$. At the same time, $H(A \mid B, C) \geq H(A \mid B) - H(C)$.
4. Subadditivity of entropy: \( H(A, B | C) \leq H(A | C) + H(B | C) \).
5. Chain rule for entropy: \( H(A, B | C) = H(A | C) + H(B | C, A) \).
6. Chain rule for mutual information: \( I(A, B ; C | D) = I(A ; C | D) + I(B ; C | A, D) \).
7. Data processing inequality: for a deterministic function \( f(A) \), \( I(f(A) ; B | C) \leq I(A ; B | C) \).

We also use the following two standard propositions, regarding the effect of conditioning on mutual information.

**Proposition A.2.** For random variables \( A, B, C, D \), if \( A \perp D | C \), then,

\[
I(A ; B | C) \leq I(A ; B | C, D).
\]

**Proof.** Since \( A \) and \( D \) are independent conditioned on \( C \), by Fact A.1-(3), \( H(A | C) = H(A | C, D) \) and \( H(A | C, B) \geq H(A | C, B, D) \). We have,

\[
I(A ; B | C) = H(A | C) - H(A | C, B) = H(A | C, D) - H(A | C, B) \\
\leq H(A | C, D) - H(A | C, B, D) = I(A ; B | C, D).
\]

**Proposition A.3.** For random variables \( A, B, C, D \), if \( A \perp D | B, C \), then,

\[
I(A ; B | C) \geq I(A ; B | C, D).
\]

**Proof.** Since \( A \perp D | B, C \), by Fact A.1-(3), \( H(A | B, C) = H(A | B, C, D) \). Moreover, since conditioning can only reduce the entropy (again by Fact A.1-(3)),

\[
I(A ; B | C) = H(A | C) - H(A | B, C) \geq H(A | D, C) - H(A | B, C) \\
= H(A | D, C) - H(A | B, C, D) = I(A ; B | C, D).
\]

### A.2 Measures of Distance Between Distributions

We will use the following two standard measures of distance (or divergence) between distributions.

**KL-divergence.** For two distributions \( \mu \) and \( \nu \), the Kullback-Leibler divergence between \( \mu \) and \( \nu \) is denoted by \( D(\mu \| \nu) \) and defined as:

\[
D(\mu \| \nu) := \mathbb{E}_{a \sim \mu} \left[ \log \frac{\Pr_{\mu}(a)}{\Pr_{\nu}(a)} \right].
\] (13)

The following states the relation between mutual information and KL-divergence.

**Fact A.4.** For random variables \( A, B, C \),

\[
I(A ; B | C) = \mathbb{E}_{(b,c) \sim (B,C)} \left[ D(\text{dist}(A | B = b, C = c) \| \text{dist}(A | C = c)) \right].
\]
**Total variation distance.** We denote the total variation distance between two distributions $\mu$ and $\nu$ on the same support $\Omega$ by $\|\mu - \nu\|_{\text{tvd}}$, defined as:

$$
\|\mu - \nu\|_{\text{tvd}} := \max_{\Omega' \subseteq \Omega} \left( \mu(\Omega') - \nu(\Omega') \right) = \frac{1}{2} \sum_{x \in \Omega} |\mu(x) - \nu(x)|. 
$$ (14)

We use the following basic properties of total variation distance.

**Fact A.5.** Suppose $\mu$ and $\nu$ are two distributions for a random variable $X$, then,

$$
\E_{\mu} [X] \leq \E_{\nu} [X] + \|\mu - \nu\|_{\text{tvd}} \cdot \max_{X_0 \in \text{supp}(X)} X_0.
$$

**Fact A.6.** Suppose $\mu$ and $\nu$ are two distributions over the same support $\Omega$; then, given one sample $s$ from either $\mu$ or $\nu$, the probability we can decide whether $s$ came from $\mu$ or $\nu$ is $\frac{1}{2} + \frac{1}{2} \cdot \|\mu - \nu\|_{\text{tvd}}$; alternatively,

$$
\E_s |\Pr (\mu \mid s) - \Pr (\nu \mid s)| = \|\mu - \nu\|_{\text{tvd}}.
$$

**Fact A.7.** Suppose $\mu$ and $\nu$ are two distributions for the tuple $(X_1, \ldots, X_t)$; then,

$$
\|\mu(X_1, \ldots, X_t) - \nu(X_1, \ldots, X_t)\|_{\text{tvd}} \leq \sum_{i=1}^{n} \E_{(X_1, \ldots, X_{i-1}) \sim \mu} \|\mu(X_i \mid X_1, \ldots, X_{i-1}) - \nu(X_i \mid X_1, \ldots, X_{i-1})\|_{\text{tvd}}.
$$

The following Pinsker’s inequality bounds the total variation distance between two distributions based on their KL-divergence.

**Fact A.8** (Pinsker’s inequality). For any distributions $\mu$ and $\nu$, $\|\mu - \nu\|_{\text{tvd}} \leq \sqrt{\frac{1}{2} \cdot D(\mu \mid \mid \nu)}$.

### A.3 Some Auxiliary Lemmas

We use the following auxiliary lemmas in our proofs. The first lemma shows one typical way that one can see high entropy random variables as almost-uniform distributions.

**Lemma A.9** (cf. [AKL17, AAK17]). Suppose $A$ is a random variable with $H(A) \geq \log |\text{supp}(A)| - \gamma$ for some $\gamma \geq 1$. Then, for any $\varepsilon > \exp(-\gamma)$, we have $A = \sum_{l=0}^{L} p_l \cdot \mu_l$ for $L = O(\gamma / \varepsilon^3)$ such that $p_0 = O(\varepsilon)$ and for every $l \in L \setminus \{0\}$:

- $\log |\text{supp}(\mu_l)| \geq \log |\text{supp}(A)| - \gamma / \varepsilon$;
- $\|\mu_l - U_l\|_{\text{tvd}} = O(\varepsilon)$, where $U_l$ is the uniform distribution on $\text{supp}(\mu_l)$.

The next lemma gives a simple way of showing a distribution is (point wise) close to uniform.

**Lemma A.10.** Let $X$ be any random variable such that for any pairs $X_1, X_2 \in \text{supp}(X)$,

$$
\frac{1 - \varepsilon}{2} \leq \Pr (X = X_1 \mid X \in \{X_1, X_2\}) \leq \frac{1 + \varepsilon}{2}
$$

for some $\varepsilon \in (0, 1/2)$. Then, for every $X \in \text{supp}(X)$,

$$
\frac{1 - 2\varepsilon}{|\text{supp}(X)|} \leq \Pr (X = X) \leq \frac{1 + 2\varepsilon}{|\text{supp}(X)|}
$$
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Proof. Let $t = |\text{supp}(X)|$. Suppose there exist some $X \in \text{supp}(X)$ such that

$$p(X) := \Pr(X = X) < \frac{1 - \varepsilon}{t}.$$  

This naturally implies that there exist at least one element $Y \in \text{supp}(X)$ such that

$$p(Y) := \Pr(Y = Y) > \frac{1}{t},$$

as otherwise the total sum of probabilities of atoms in $\text{supp}(X)$ will not add up to 1. We have,

$$\Pr(X = X \mid X \in \{X, Y\}) = \frac{p(X)}{p(X) + p(Y)} = \frac{1}{1 + \frac{p(Y)}{p(X)}} < \frac{1}{2 \varepsilon - 2} < \frac{1 - \varepsilon}{2},$$

contradicting the assumption in the lemma statement. The other case can be proven symmetrically, finalizing the proof.

B Basic Tools from Fourier Analysis on Boolean Hypercube

We briefly introduce some definitions and facts from Fourier Analysis on Boolean hypercube that are needed in this paper. We refer the interested reader to the text by de Wolf [dW08] for an excellent introduction to this field.

For any two functions $f, g : \{0,1\}^n \to \mathbb{R}$, we define the inner product between $f$ and $g$ as:

$$\langle f, g \rangle = \mathbb{E}_{x \in \{0,1\}^n} [f(x) \cdot g(x)] = \sum_{x \in \{0,1\}^n} \frac{1}{2^n} \cdot f(x) \cdot g(x).$$

For a set $S \subseteq \{0,1\}$, we define the character function $\chi_S : \{0,1\}^n \to \{-1, +1\}$ as:

$$\chi_S(x) = (-1)^{\sum_{i \in S} x_i} = \begin{cases} 1 & \text{if } \oplus_{i \in S} x_i = 0 \\ -1 & \text{if } \oplus_{i \in S} x_i = 1. \end{cases}$$

The Fourier transform of $f : \{0,1\}^n \to \mathbb{R}$ is a function $\hat{f} : 2^n \to \mathbb{R}$ such that:

$$\hat{f}(S) = \langle f, \chi_S \rangle = \sum_{x \in \{0,1\}^n} \frac{1}{2^n} \cdot f(x) \cdot \chi_S(x).$$

We refer to each $\hat{f}(S)$ as a Fourier coefficient.

We use the following KKL inequality due to [KKL88], for bounding sum of squared of Fourier coefficients in our proofs.

**Proposition B.1** ([KKL88]). For every function $f : \{0,1\}^n \to \{-1,0,+1\}$ and every $\gamma \in (0,1)$

$$\sum_{S \subseteq [n]} \gamma^{|S|} \cdot \hat{f}(S)^2 \leq \left( \frac{\text{supp}(f)}{2^n} \right)^{\frac{2}{1+\gamma}}.$$