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Abstract:
Quinone-based, aqueous redox flow batteries are a promising technology for large-scale, low-cost energy storage. To understand the influence of substituent and substituent pattern effects of quinone-based derivatives on the redox potential, a screening study was performed that included benzoquinone, naphthaquinone, and anthraquinone derivatives. The order of substituent influence is \( <\text{O}-\text{OH}>\text{Me}<\text{C}^\text{2H}^\text{2}>\text{OMe} \) for decreasing the redox potential and \( <\text{F}<\text{C}^\text{2H}^\text{2}>\text{CN}<\text{SO}_2\text{Me}^\text{2}>\text{NO}_2^\text{2} \) for increasing the redox potential, which is in agreement with general expectations. We found that the consideration of resonance and inductive effects design strategies of redox-active materials can be extended by the ability of intramolecular hydrogen bond formation, steric hindrance, and energetic differences of conformers for oxidized and reduced species. Due to the complexity and overlap of these effects, theoretical screening studies can provide guidance for the design of new molecular materials. In addition to the redox potential, other parameters such as stability, solubility, and kinetic rate constant or synthetic accessibility are crucial to consider.

Introduction
Aromatic organic compounds constitute a promising class of active materials for large-scale, low-cost energy storage applications, especially for redox flow batteries (RFBs).\[^1\] A successful example in this context is the RFB with 9,10-anthraquinone-2,7-disulfonic acid and the BR\(_2\)/Br\(_2\) couple.\[^1\] Lin et al. reported a non-toxic ferrocyanide paired with anthraquinone derivatives in less-corrosive alkaline electrolyte.\[^8\] Furthermore, an aqueous RFB with only quinone materials was build employing 9,10-anthraquinone-2,7-disulfonic acid and 1,2-benzoquinone-3,5-disulfonic acid.\[^14\] The quinones represent a particularly promising class of aromatic compounds that show fast charge transfer kinetics and a tunable redox potential depending on the substitution of the quinone framework.\[^5\] In acidic aqueous solution, the reduction of quinone to hydroquinone takes place by a very fast, simultaneous two-electron and two-proton transfer reaction.\[^6\] It has been discussed that the promising properties of these quinone materials depend strongly on their aromaticity.\[^9\] In the quest for new quinone-based materials, computational methods and molecular modeling represent powerful tools to contribute to the understanding, screening and design of these organic active materials supporting the development of organic batteries. In order to optimize the properties of quinones, Bachmann et al. studied approximately 50 anthraquinone derivatives by means of density functional theory (DFT) calculations.\[^8\] They showed the importance of electron donating substituents for improving the electrochemical windows with sufficient stability against oxidation. The influence of substituents to the, for example, redox potential of quinoxaline derivatives has also been shown by Assary et al.\[^9\] Furthermore, a comparison of substitution effects concerning one-electron and two-electron reduction processes on 1,4-benzoquinone was conducted by Hammes–Schiffer and co-workers.\[^10\] The redox behavior of tetrachloro-o-benzoquinone interacting with water molecules was investigated by Guo et al.\[^11\]

A large computational high-throughput screening study of 1710 quinone derivatives has been utilized for O/H\(_2\) couples in aqueous solution at low pH value.\[^7\] The results allow for an analysis of structure-property relationships and the prediction of novel and potentially suitable candidates for organic redox flow batteries. Also, the same authors considered single substituted quinone derivatives and showed that substitution next to the quinone carbonyl/hydroxyl group has a strong impact on the redox potential whereas substitution at other positions influences the solubility.\[^7\] Another large high-throughput virtual screening of about 1400 organic molecules with a multi-step screening procedure demonstrated the successful design in silico of candidates for redox flow batteries.\[^8\] In a recent study, Tabor et al. investigated quinone-based materials with the substituents of carbon acid, phosphonic acid and sulfonic acid regarding their influence on the redox potential and stability against the unwanted Michael addition and the formation of gem-diols.\[^12\] Therefore, they applied DFT calculations in combination with semi-empirical methods and performed over 1,000,000 calculations. All these studies show that screening procedures already do play an important role and will play an increasing role for the discovery of new functional molecular materials.

In line with the expected substituent effects from qualitative considerations of chemical bonds and electron densities, Er et
cuss the Method assessment Results and Discussion

Second, we assessed the used method by comparison with other methods and experimental results. Third we analyzed the substituent pattern effects and the influence of their position for BQ, NQ and AQ derivatives on the redox potential. In the last part, we discuss the stability of these molecules by considering distorted molecular structures.

Results and Discussion

Method assessment

Due to the dependence of the redox potential on the chosen density functional, we compared our GGA-D3 level of theory to the hybrid density functional (-D3) and perturbation theory level of theory for the pristine BQ, NQ and AQ molecules and selected derivatives. A detailed description of the methodology is given in the computational details. Calculated values at MP2/aug-cc-pVTZ (PCM) or B3LYP-D3/aug-cc-pVZ (PCM) level of theory result in similar values as obtained for PBE-D3/aug-cc-pVDZ (PCM) (see Figure 2). The maximum deviation for MP2 is slightly smaller than for B3LYP, the maximum deviation for B3LYP slightly larger. It should be noted that the calculation of the redox potential does not only depend on the density functional; parameters such as the solvation free energy of protons and the standard hydrogen reference electrode value can shift the value of the redox potential whereas the qualitative trend remains unaffected. The redox potential shift from pristine BQ to AQ is well described by all methods. In all further calculations, we utilized the PBE-D3 approach. This GGA functional can be employed in combination with density fitting which noticeably reduces the calculation time. Also, this density functional was applied in other studies of redox potentials of quinones.7

In order to estimate the qualitative agreement and determine the mean absolute deviation (MAD) for the applied PBE-D3/aug-cc-pVDZ (PCM) approach, we compared our calculations to available experimental results (see Figure 2, Table S1). The qualitative trend of the calculated redox potentials of the Q derivatives compared to the corresponding pristine molecules is well in line with experimental trends. Exceptions are only the values for BQS\(_2\)(1) and AQS\(_2\)(2). The experimental data indicates for BQS\(_2\)(1) a lowering of the redox potential compared to BQ. However, in line with the electron withdrawing character of the \(\text{Q}^{-}\text{SO}_3\text{Me}^-\) group, our calculated values represent the expected increase of the redox potential. The calculation of the redox potential with explicit water molecules in addition to PCM leads to a lowering of the redox potential because the Michael addition takes place. This gives evidence that in the experimental data, side reactions might have influenced the result. The substituent of the AQS\(_2\)(2) molecule is far away from the carbonyl groups and the redox potential shift is rather small. This circumstance might explain a calculated value similar as for AQ. The MAD of the redox potentials calculated by PBE-D3/aug-cc-pVDZ (PCM) in comparison to experimental values amounts to 71 mV, the maximum deviation is 202 mV for the AQS\(_2\)(1,2,5,8) molecule. For six molecules two experimental values from different groups have been reported that differ by 77 mV to 269 mV.
mV. For these molecules we used the experimental value that is closest to the calculated value in order to determine the MAD. Furthermore, we excluded the redox potential of AOOH(1,4,5,8), because the experimental value is considered to be not reliable due to electrode reactions as mentioned by the authors of Ref. [7]. Whereas the calculated redox potentials of the BQ derivatives are mostly overestimated, the reduction potentials of NO and AQ derivatives are mostly underestimated. The MAD (79 meV) of the BQ derivatives (4 molecules) is very similar to the one of AQ derivatives (12 molecules, 72 meV). Even by obtaining such relatively small MADs, we are aware that the limitations of the simple polarizable continuum model (PCM) can lead to larger deviations. Kim et al. have shown that for two-electron, two-proton redox potentials of AQ derivatives with ether groups at low pH value a large MAD of 194 mV is obtained by DFT calculations in combination with the PCM whereas the MAD of AQ derivatives with other substituents was 33 mV.\(^\text{[16]}\)

In order to estimate the influence of explicit water molecules on the redox potential, we have performed test calculations for all BQ derivatives and three additional water molecules close to the molecules (see Table S2 in the Supporting Information). For several BQ derivatives (especially for substituents <C>N=O\(^\text{18}\), but also <C>OH, <C>Me, <C>N=C<sub>2</sub>, <C>OCH\(_3\)<sub>2</sub>, or <C>NO<sub>2</sub>) a Michael addition, a deprotonating of a water molecule or a strong distortion of the substituent occurred. These derivatives are not considered to be stable and were excluded in the following evaluation. However, BQ derivatives with <C>OH, <C>N=O\(^\text{2}\), and <C>N=C<sub>2</sub> show not the highest or lowest redox potential for a fully substituted molecule. The increase / decrease of the redox potential strongly depends on the kind of substituent (see Table 1 and Figure 3). It appears at first glance that for substituents with major resonance effects larger cumulative effects appear than for substituents with dominant inductive effects. In any case, substituents revealing resonance effects are those for which the formation of intramolecular hydrogen bonds becomes dominant. To demonstrate the influence of the intramolecular hydrogen bonding on the redox potential, the calculated redox potentials of BQOH(1) with differently oriented hydrogen potentials due to net redox leveling.\(^\text{[10]}\) The order of the reduction potentials for each substitution pattern (number and position variation) is the same. The effect of the electron withdrawing or donating character of the substituents can be considered as cumulative comparing the single and full substituted BQ derivatives in agreement with the study of Er et al.\(^\text{[7]}\)

Analysis of substituent effects for BQ derivatives

The BQ derivatives show the highest redox potentials among the Q derivatives due to the smallest ring size. An increase / decrease of this redox potential due to substituent effects amounts to approximately 0.4 V and -0.5 V, respectively (see Table 1 and Figure 3). Along our expectation of electron withdrawing and donating effects, there is a redox potential increase for BQ derivatives with <C>N=O, <C>CN, <C>S=O<sub>2</sub> substitutions compared to BQ, whereas the redox potentials decrease for BQ derivatives with <C>OH, <C>Me, <C>OMe substitutions. The substituent <C>F has nearly no influence on the reduction potential and unexpectedly slightly decreases the redox potential. As reported by Hammes-Schiffer and co-workers, the strong electronic withdrawing inductive effect only significant influences the one-electron redox potential, not the two electron two hydrogen potentials due to net redox leveling.\(^\text{[10]}\) The order of the reduction potentials for each substitution pattern (number and position variation) is the same. The effect of the electron withdrawing or donating character of the substituents can be considered as cumulative comparing the single and full substituted BQ derivatives in agreement with the study of Er et al.\(^\text{[7]}\)

Analysis of substituent effects for NQ derivatives

The pristine NQ exhibits a redox potential of about 250 mV smaller than BQ due to the larger aromatic ring system. The NQ derivatives reveal as expected a slightly larger maximum increase (0.5 V) and decrease (-0.6 V) due to the substituent effects and a larger number of substituents (see Table 1 and Figure 3). For NQ derivatives as for the BQ derivatives, the <C>N=O and <C>OH groups show the strongest tuning potential. The expected potential shifts based on the substituent’s electronic affinity are obtained. An exception represents, as in the case for BQ, the <C>F substituent with a hardly varied redox potential. The <C>OMe

Figure 2. Comparison between the calculated redox potentials (blue) and experimental redox potentials (red)\(^\text{[16]}\) vs. SHE. A table with all values and references can be found in the Supporting Information (Table S1).

Table 1 and Figure 3). The difference in the relative energies of the conformers leads to redox potential variations of about 120 mV. Thus, the resonance effect and/or the hydrogen bond formation might lead to the strongest increase or decrease of the redox potential. Furthermore, the position of the substituents also has a strong impact on the redox potential. In this context, we like to note that BQ derivatives with two substituents next to the carboxy/hydroxy group yield nearly the same range of redox potential among the chosen substituents as the fully substituted BQ derivatives.
groups yield in single cases an increase of the reduction potential compared to pristine NQ. The order of the redox potentials for each substituent considering different positions or numbers of substituents slightly varies. The changes primarily exist for <C>-SO$_3$<M-> and the <C>-NO$_2$ in the range of high redox potentials and for the <C>-Me and <C>-OMe groups in the range of low redox potentials.

**Figure 3.** Calculated redox potentials of the a) BQ, b) NQ and c) AQ derivatives at PBE-D3/aug-cc-pVDZ(PCM) level of theory (all values vs. SHE). The positions of the substituents (compare Figure 1) are given on the x-axis. The black line indicates the redox potential of pristine BQ, NQ or AQ, the blue and white areas help to differentiate between the various numbers of substituents. The crossed-out data points represent molecules with a dihedral distortion within the ring system of more than 15° for BQ, 17° for NQ, and 22° for AQ, which are considered to have a low stability. The values of the redox potentials are given in the Supporting Information (Tables S3-S5).

Considering the maximum range of redox potential for each substituent, these are by a factor of about two to three larger than for the BQ derivatives. Exceptions are the <C>-CN substituent with nearly no enhancement compared to BQ derivatives and <C>-OMe with a larger variation. An average cumulative effect is typically obtained. For the <C>-CN, <C>-Me and <C>-OH substituents, this cumulative trend to larger or smaller redox potentials can be nicely seen in Figure 3b. Stronger variations of redox potentials are obtained for NQ derivatives with <C>-NO$_2$, <C>-SO$_3$<M-> or <C>-OMe substituents.
Table 1. Redox potentials (all values vs. SHE) for the pristine Qs and the maximal and minimal variation for Q derivatives (der.) with respect to pristine Q and the corresponding substituent in brackets. Furthermore, the range of the redox potential is given for each substituent.

| Substituent | BQ der. | NQ der. | AQ der. |
|-------------|---------|---------|---------|
| pristine    | 693     | 456     | 131     |
| <C>=OH      | 231     | 600     | 522     |
| <C>=OMe     | 70      | 418     | 359     |
| <C>=F       | 115     | 282     | 206     |
| <C>=SO<sub>2</sub>Me | 32 | 110 | 179 |
| <C>=NO<sub>2</sub> | 237 | 456 | 504 |
| <C>=CN      | 240     | 303     | 299     |
| <C>=SO<sub>3</sub>M<sup>-</sup> | 176 | 458 | 450 |

The substitution position at the Q derivatives strongly matters. Subsequent, for <C>=NO<sub>2</sub>-substituted Q derivatives, a single substituted Q derivative with the nitro-group directly adjacent to the carbonyl/hydroxyl group reveals a larger redox potential than the fully substituted Q. Between the single and fully substitution strong variations of the redox potential depending on the substitution position occur. The smallest increase or decrease of redox potentials due to substituent effects are obtained for positions 2 and 3. These are the positions, which are further away from the carbonyl/hydroxyl groups. The variation of the redox potentials is particularly pronounced for <C>=OH, <C>=NO<sub>2</sub> and <C>=SO<sub>3</sub>M<sup>-</sup> groups. In this context, Q derivatives with <C>=NO<sub>2</sub> group's exhibit largest redox potentials when positions 5 and 6 are substituted and in addition positions 1 or 4 are not. Q derivatives with <C>=OH substituents lower the potential most when position 1 and 4 are substituted. From the aforementioned trends, we derive that intramolecular hydrogen bonds govern the properties of the molecules with <C>=OH groups attached. The impact of the hydrogen bond of Q with one <C>=OH group at position 1 is represented in Figure 4; it results in a variation of the reduction potential by about 310 mV. For the Q derivatives with, for example, <C>=NO<sub>2</sub> groups different substitution pattern than for the <C>=OH groups deliver the strongest variation in redox potential. This trend might be related to the larger size of the substituent and additional steric effects. Steric effects also influence the redox potentials of Q derivatives with <C>=OMe and <C>=SO<sub>3</sub>M<sup>-</sup> substituents.

Analysis of substituent effects for AQ derivatives

The redox potential for pristine AQ is the smallest if compared to BQ and NQ because AQ possesses a larger ring framework in its structure. The range of the redox potentials for each substituent indicate a similar tuning range as for NQ derivatives (see Table 1 and Figure 3) with the exception of obtaining a higher redox potential for the <C>=F substituent compared to BQ and NQ. The AQ derivatives with <C>=OMe groups exhibit an increase as well as a decrease of the redox potentials compared to pristine AQ, which is the consequence of strong steric effects of the intramolecular <C>=OMe group interaction. The strongest variation of the redox potential is received for the <C>=OH group with the corresponding lowering (-0.5 V) and the <C>=CN group with the related increase (+0.4 V) of the redox potential. The substituent order of the redox potentials for different positions or numbers of substituents varies stronger than for NQ derivatives. An average cumulative effect is obtained for several substituents. Due to strong geometrical changes of several structures and convergence issues, not all substituted AQ derivatives have been calculated. Furthermore, for few AQ derivatives (especially with sulfonate acid substituents) very large redox potentials have been obtained that have been excluded for the analysis (see the Supporting Information, Figure S1).

The influence of the intramolecular hydrogen-bonding network on the redox potential is obtained for AQ derivatives with <C>=OH groups. The redox potentials for <C>=OH groups not in adjacent position to the AQ carbonyl/hydroxyl groups only exhibit small variations of the redox potential up to 200 mV compared to pristine AQ. Whereas AQ derivatives with <C>=OH groups at neighboring positions to AQ carbonyl/hydroxyl groups show redox potential decreases by up to 500 mV. For the larger
substituents, for example, <C->NO₂ and <C->SO₃Me the highest redox potentials are not obtained for the above-mentioned favored pattern for <C->OH groups. In these cases especially high redox potentials are achieved when only one or none of the neighboring positions to a carbonyl / hydroxyl group is functionalized and other groups are located at the outer carbon positions. For such pattern, the hydrogen bond formation energy is expected to play not the major role because the functional group is too far away. This presumption indicates for the larger substituents that steric hindrance will strongly affect the redox potential. Furthermore, different conformers or structural distortion of reduced and oxidized species shifts the redox potential. For example, a highly distorted ring framework of the oxidized structure and a small ring distortion for the reduced species together with a hydrogen bond network may result in a higher redox potential for e. g. AQOMe(1,2,7,8) (see Figure 5). However, sterically demanding structures can lead to large ring plane distortions which might reduce the stability of derivatives which carry a large number of substituents (see discussion next paragraph).

Estimation of structure stability of Qs

Although this is not the main focus of the herein presented work, we would like to conclude by a general discussion of the stability of the Q derivatives. Various Q derivatives show a strong distortion of the aromatic ring systems. Zhigalko et al. showed by MP2 and population calculations that non-planar geometries for benzene, naphthalene and anthracene are possible up to dihedral angles of the ring system by ±15° for benzene, ±17° for naphthalene and ±22° for anthracene at room temperature.[9] The estimated dihedral angle for the distortion of the ring framework of naphthalene derivatives has been supported by an analysis of corresponding structures in the Cambridge Crystal Structure Database. Here only naphthalene derivatives with dihedral angles smaller than ±17° were found. In line with these findings, we assume Q derivatives with larger dihedral angles than the one found in the study of Zhigalko et al. as unstable due to the strongly distorted and strained ring structures. The ring framework shows in these cases a higher relative energy than the planar one. The distortion of the aromatic systems leads to a reduced overlap of the π-orbitals of the carbon atoms and consequently to a reduced aromaticity and a reduced stability. In the case of BQ, NQ and AQ even smaller dihedral angles might be obtained, considering the energetic differences compared to the benzene, naphthalene and anthracene ones. Also, the distortion leads to a significant increase of the relative energy of these molecules compared to its isomers.

By using this simple geometric descriptor for an estimate of general stability of the Q derivatives, we marked the Q derivatives with strongly distorted ring frameworks in Figure 3. For the BQ derivatives three structures (all with <C->SO₃Me substituents) show a strongly distorted benzene framework including the full and nearly full substituted derivatives. Strongly distorted molecules with ring framework dihedral angles larger than 17° have been marked in Figure 3b for NQ derivatives. Here, a greater number of distorted molecules has been found than for the BQ derivatives. Mainly, NQ derivatives with <C->SO₃Me substituents have been identified with large ring system distortions. However, selected NQ derivatives with <C->OMe and <C->Me groups and a high degree of substitution also show large ring system distortions.

Distorted AQ based molecules

Figure 5. Distorted ring framework of the methoxy-substituted AQOMe(1,2,7,8) in its oxidized form (top) and reduced (bottom) species. Further examples for BGSO₃(1,2) and NQOMe(1,2,3,4,5,6) can be found in Figure S2.

with changes of dihedral angles of the ring system by more than 22° have been crossed out in Figure 3c. These are molecules with <C->OMe, <C->F or <C->SO₃Me substituents and especially with a larger number of substituents. For several AQ derivatives, large values for redox potentials have been obtained which we refer to the formation of partly unphysical structures. These structures have been excluded in the Figure 3c and are shown in the Supporting Information.

Thus, we used a simple geometric descriptor to identify redox active molecules with low stability based on chemical understanding of molecular structures. However, the Michael addition and the gem-diol formation can lower the cycling stability and reactivity of Q derivatives as it was shown by Tabor et al. in addition.[12] This leads for example to a low stability of BQ derivatives.[3] While the geometric descriptor (considering dihedral angles) only excludes molecules with an unfavorable structure, the calculation of reaction energies, for example, against the Michael addition would exclude Q derivatives as unsuitable due to the high reactivity. With the main focus of this work on substitution pattern effects on the redox potential, we have not considered the reactivity of BQ, NQ and AQ derivatives.

Conclusions

Due to recent requirements for the stationary storage of energy, a large-scale, low-cost energy-storage technology is needed. One promising technology is the aqueous redox flow battery, especially with quinone-based molecules as redox-active material. For the optimization and design of these materials, screening calculations were performed to determine the influence of substitution and substitution pattern effects of 1,4-benzoquinone (BQ), 1,4-naphthoquinone (NQ) and 9,10-anthaquinone (AQ) derivatives functionalized with seven substituents (<C->Me, <C->OMe, <C->OH, <C->F, <C->CN, <C->SO₃Me> and <C->NO₂) on the redox potential.

In line with the study by Er et al.,[7] who considered single and fully substituted BQ, NQ, and AQ derivatives, the typical order of substituent influence is obtained: <C->OH <C->Me<Me<Me<Me<OMe for decreasing the redox potential and <C->F <C->SO₃Me <C->CN, <C->NO₂ for increasing the redox potential. Based on this result, it seems that large negative resonance effects – as for example for <C->CN and <C->NO₂ – have a stronger impact on
the redox potential than the inductive effect of fluorine-substituted Q derivatives. Fluorine substituents show only minor influence on the redox potential— in particular for the derivatives of BQ and NQ. However, our results of substitution pattern effects on the redox potential indicate an influence of the position of the substituents at the derivatives, which goes along with the possibility to form intramolecular hydrogen bonds with the Q carbonyl/hydroxyl group or for larger substituents with avoiding steric hindrance. Furthermore, structural and energetic differences of conformers or structural distortion of reduced and oxidized species can lead to unexpected shifts in the redox potentials. Sterically demanding molecules can suffer from large ring-plane distortions. Overall, large distortions reduce the stability of quinone derivatives whereas the stability has been estimated by a simple geometric descriptor considering dihedral angles. The simple geometric descriptor represents an easy-to-use improvement for screening procedures without additional computing effort to exclude molecules with low stability from an intuitive chemical point of view.

In summary, the overall variation or the redox potential spans a total range of about 905 mV for BQ derivatives, 1176 mV for NQ derivatives, and 886 mV for AQ derivatives with the considered substituents. Largest increase for the redox potential has been obtained for BQNO(1,3) by 424 mV compared to BQ, for NONO(2,3,4,6) by 544 mV compared to NQ and AQSO3(1,4,5) by 390 mV compared to AQ. The interaction of the substituents with the AQ hydroxyl groups and the avoiding of steric hindrance compared to full substitution allow higher values of the redox potentials than for the fully substituted Q derivatives. The largest decrease for the redox potential has been obtained for BQOH(1,2,3,4) by 481 mV compared to BQ, for NQOH(1,2,3,4,5,6) by 632 mV compared to NQ and AQOH(1,2,4,5,8) by 539 mV compared to AQ. The formation of intramolecular hydrogen bonds allows for high values of the redox potentials. The results show that next to the resonance and inductive effects of the substituents, the hydrogen bond formation to quinone carbonyl/hydroxyl groups, the steric hindrance, structural and energetic differences in conformers, and structural differences for oxidized and reduced species can have a strong impact on the redox potential. Thus, the application of widely used chemical concepts such as resonance and inductive effects only allow a rough judgment. The formation of hydrogen bonds, steric hindrance, and structural and energetic differences of conformers for oxidized and reduced species should be included in the design and synthesis strategies for optimizing and discovering novel redox-active materials for aqueous electrolytes. However, this can hardly be realized without quantum chemical calculations. Due to the complexity of these overlapping effects, theoretical screening studies are essential tools to guide the molecule design in close cooperation with the expertise of synthetic accessibility. Furthermore, we like to add that a multitude of factors has to be considered to derive suitable target molecules for aqueous redox flow batteries: Next to the redox potential, the diffusion coefficient of the molecule in the electrolyte, the kinetic rate constant for the electron-transfer reaction at the electrode as well as the solubility of the active material have to be considered. Besides, the degradation rate (role of unwanted side reactions) of the molecule during the battery lifetime must be minimal to meet the requirements for long-term and efficient energy storage with organic molecules. Herein, we merely provide the view on the impact of substituents and their pattern on the redox potential as one factor but believe that the presented trends stimulate further research on the other key properties and parameters for compatible and high-performing organic molecules for aqueous redox flow batteries.

Computational Details

All DFT calculations of BQ, NQ and AQ derivatives have been performed using the Gaussian09 and Gaussian16 software packages.[21] For the structure optimization and energy calculations we utilized the generalized gradient approximated density functional PBE in an unrestricted manner in combination with the Grimme dispersion correction D3 with a Becke-Johnson damping.[22-26] The Gibbs free energies at 298 K have been determined by considering next to the electronic energy, the zero-point energy, the thermal correction and entropy contributions. An electron correlation consistent valence double zeta basis set with augmented diffuse functions (aug-cc-pVDZ) serves for the description of the different elements.[26] We performed also test calculations with the basis sets aug-cc-pVTZ and cc-pVDZ. In order to take into account solvent effects we added a polarized continuum model (PCM) with the ε, value of water.[27] In order to consider the role of different conformers, we have systematically calculated conformers for the quinone structures with different substitution pattern with fluoro-, methoxy and hydroxy groups. We have analyzed whether the substituents are oriented towards or away from the substituents. Comparing in this context for example the NQOH(1) conformer with the maximal number of intramolecular hydrogen bonds and the minimal number of hydrogen bonds (by rotating hydroxyl group in such a way that they are unable to form intramolecular hydrogen bonds), the difference in Gibbs energies between the conformers is about 270 meV. As a result and to minimize the computational effort, we considered in this study the lowest energy conformers with the maximal number of intramolecular hydrogen bonds possible. The functional groups that cannot form hydrogen bonds or are too far away to form intramolecular hydrogen bonds prefer an orientation with the smallest steric hindrance. On the basis of the knowledge gained, the quinone structures were constructed according to several criteria: 1. The maximum number of hydrogen bonds was formed in the molecule. 2. The lowest amount of steric interaction of functional groups was considered for the molecules. 3. For molecules where hydrogen bonding to the substituent was not possible, the hydroxyl groups of the reduced molecules were oriented towards the substituents if this did not lead to steric hindrance. 4. For NQ derivatives, the hydrogen atoms of the hydroxyl-groups point away from the second benzene ring, if no hydrogen bond can be formed. The sulfonic acid (pK<sub>aq</sub> = 2.8) is not protonated in our calculations. In our systematic screening procedure of substituent effects on the redox potential, a large variety of BQ, NQ and AQ derivatives with the substituents −C<sub>2</sub>H<sub>5</sub>, −C<sub>3</sub>H<sub>7</sub>OMe, −C<sub>2</sub>H<sub>5</sub>OH, −C<sub>2</sub>H<sub>5</sub>F, −C<sub>3</sub>H<sub>7</sub>ON, −C<sub>2</sub>H<sub>5</sub>SO<sub>3</sub>H<sub>−</sub> and −C<sub>2</sub>H<sub>5</sub>NO<sub>2</sub> is included. The reduction of quinone to hydroquinone and its derivatives has shown to be a two-electron and two-proton process at low pH-values.[11] Thus, we assumed in our calculations every reduction reaction to be a two-electron two-proton process in a single step reaction for a low pH-value.
that leads to the formation of a reduced and protonated form of the quinones. The Gibbs free energy of reduction has been calculated in solution according to Equation (1) at 298 K. Therefore, the Gibbs free energy of the electron has been included by a value of 37 meV based on Fermi-Dirac statistics and the solvation free energy of protons by a value of 11.531 eV.[28]

With the Gibbs free energy of reduction and a value of 4.28 V for \(E_{\text{SHE}}\) (standard hydrogen reference electrode, SHE) the redox potential has been calculated using Equation (2):

\[
E^\circ = -\frac{\Delta H^\circ}{n F} - E_{\text{SHE}} \tag{2}
\]

The term redox potential instead of reduction potential is used because the value of the Gibbs free energy of reduction and oxidation are the same. Also, other values for the solvation free energy of the proton, the reference electrode or the Gibbs free energy of the electrons have been reported in literature. However, the variation of these values just leads to a shift of the absolute redox potentials but does not influence the qualitative trends. The applied density functional can have in turn influence on the calculated redox potential. In order to estimate the accuracy of the PBE-D3 approach, we have performed selected calculations with the B3LYP functional in combination with dispersion correction D3 as well as with Møller–Plesset perturbation theory of second order (MP2).[29] Furthermore, in cases for which experimental data are available, we compared our results with these, as seen in Figure 2.
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