Before we can really understand the role of intelligence in understanding and managing bio-threats, it is critical first to step back and assess the biosecurity environment. As discussed in Chapter 1, an important defining feature of intelligence—indeed a core function of any intelligence capability (both the human and processes) is how effectively does it ‘tap into’ the relevant security environment. The security environment can be defined as the sum total of threats and risks that any intelligence capability must understand as fully as possible if it is to reduce uncertainty and provide warning to decision-makers. Depending on the context, the security environment can be made up of a multitudinous and diverse number of threats and risks. For example, if you are a local police officer, your priority is to understand a security environment that most likely is made up of high volume crime issues, domestic violence and small scale drug offences. In contrast, if you are a WMD analyst in the CIA you will clearly not be interested in understanding local community threats and risks. Instead you will be looking at broader and deeper issues related to WMD proliferation, including: countries of concern, treaty compliance and evidence that terrorists groups may have the intent and capability to use WMD.
The purpose of this chapter therefore, is to map both the contemporary and emerging dimensions of the biosecurity environment. By doing so the chapter will address the first key objective of the book: to provide an assessment of the contemporary (post 2001) and emerging biosecurity and bioterrorism threat environment. With this achieved, it will provide us with a critical foundation in which to address the book’s remaining objectives which seek to evaluate the role of intelligence in supporting decision-making in contemporary and emerging bio-threats, explore the effectiveness of intelligence processes and capabilities and understanding how intelligence can assist in both the management of unfolding and emerging bio-threats.

This chapter will survey the biosecurity threat environment in the following three sub-sections: past, present and future. As discussed in Chapter 1, the book's focus is assessing bio-threats from the present (defined as from 2001) to the future. The rationale for this approach is explained shortly, but in order to provide context for a detailed discussion of current and future threats, we will commence our discussion profiling very briefly bio-threats from 1945 to 2001. The brevity of this discussion is not to suggest that the period (1945–2001) was not important to shaping our understanding of bio-threats—indeed they have been crucial, rather it is because this period has been extensively covered already in the literature.

The smaller attention on this period (1945–2001) also does not imply all the complexity of past events and threats have been completely revealed or understood. There remains much to learn about past events that can inform current practice. The intention here though is to provide maximum space to surveying current and emerging threats—given understanding these remains a bigger and more immediate challenge for intelligence and policy-makers.

Defining ‘The Biosecurity Threat Environment’

Before I move on to surveying the biosecurity threat environment, an important theoretical issue needs addressing. It is important because as we shall see in discussion below, there are a number of perspectives
used in scholarly work on biosecurity, intelligence and national security issues when describing and understanding what is labelled ‘a threat’. In this book, I do not take a prescriptive approach to one theoretical perspective over another. Like many other areas in social science disciplines, different perspectives used together often provide a more global understanding of complex socially constructed issues such as what constitutes a ‘bio-threat’? So it is important briefly here to reflect on two theoretical perspectives, which I argue are relevant to how scholars, intelligence analysts, and policy makers determine what constitutes a ‘bio-threat’.

The two perspectives I will discuss here are realism and constructivism as they seem to have relevance to how intelligence agencies, governments and scholars have thought about how bio-threats are produced, constructed, their implications and management. Naturally, one could argue that there are far more theoretical perspectives relevant to how bio-threats have been constructed such as: liberalists perspectives, critical security studies, and social constructivism, but this is not a book on international relations theory and we will restrict discussions to realism and constructivism.

Classical realists perspectives tend to emphasise that in the absence of any global government it is anarchy, which shapes international relations between states. In a chaotic world—one with few binding laws, states seek security from others. This creates competition for power, which in turn determines the structure of the international system. State survival is therefore inherently a contest between states not internal threats (see Morgenthau 1967; Mearsheimer 2001; Waltz 1979). This approach was later ‘softened’ somewhat with the emergence of another generation of IR scholars (neo-realists), who while agreeing with their traditional realist colleagues that the international system defines how states behave, also saw domestic factors relevant to how states respond to each other (Burchill et al. 1996: 87–90).

Realist perspectives are useful to some extent in explaining some of the strategic decision-making used to generate state based bio-warfare programs particularly between Cold War opponents the Soviet Union and USA. Though realism is not solely adequate to understand a range of national security policy making on managing evolving bio-threats
after the Cold War ended. As noted later in this chapter, the biosecurity threat environment after the Cold War shifted away from an almost exclusive array of potential state based threats to an increasing number of non-state actor ones. This transition requires additional theoretical IR perspectives to make sense of the evolving threats and ensure that national security policy can also adapt to manage this new array of threats. Constructivist perspectives therefore are another useful approach in describing the post-Cold War bio-threat landscape because non-state actors such as bio-terrorists and their impact on the international system is not at its core a competition between states, but rather driven by group social construction and identity for influencing world politics (Wendt 1999).

In summary, many IR theories may be helpful in understanding past, current and emerging bio-threats including both realist and constructivist arguments. Throughout the book other IR theories (e.g. human security) are also used to expand the reader’s perspectives on how to understand past and emerging bio-threats. As a result, I do not take a prescriptive view of one theory over another and only suggest the ones discussed here are one of many tools to help us better understand the bio-threat environment and what the intelligence and policy response might be. I will not spend any more time on a detailed analysis of IR theory as this is not germane to the book’s objectives outlined in Chapter 1. What is important in applying any theoretical and analytical perspectives is that they need to help intelligence analysts more deeply deconstruct the nature of bio-threats in order to better understand how they may develop. In particular, as we shall see in Chapter 5, effective intelligence analysis (especially at strategic level) requires analysts to weigh both the probability and impact of various drivers for a bio-threat. In other words, an analyst needs to understand the significance of various factors (drivers) that might enable a bio-threat. Depending on the nature of the bio-threat, they need to assess the role of multiple drivers: technology, political instability, psycho-social issues, radicalisation, legislative and policy influences. Theoretical perspectives from IR, security studies and criminology to name only a few can help analysts identify drivers.
Past Biosecurity Threat Environment (1945–2001)

With biosecurity defined, this section will provide a brief historical overview of the threat landscape in the post-World War II and Cold War (1945–1991) period. An analysis of how bio-threats evolved during this period helps explain how the current policy focus arose post 9/11. As I have discussed elsewhere (Walsh 2014: 837–856), starting a survey of bio-threats at 1945 may seem a bit arbitrary given historians and scientists remind us that diseases whether naturally occurring or used as ‘weapons’ have for centuries had a major impact on the political and cultural history of humans (McNeil 1998; Crawford 2007). The year 1945, however, parallels the development of modern microbiology and the ability by states to use technology to ‘industrialize’ various biological agents as weapons. Although Germany and Japan during World War I had biological weapons production capabilities, the delivery of such weapons were rudimentary. At the end of World War II, however, developments in industrial microbiology and advances in the aerolisation of biological agents made weaponising them a more accurate and lethal option for states that choose to develop them (Geissler and van Courtland Moon 1999; Walsh 2014; Spiers 2010).

State based biological weapons programmes, particularly those developed by Cold War protagonists—the former USSR and USA from 1945 until 1970s (for the USA), and up to the 1990s for the Soviet Union, dominated policy maker’s understanding and framing of the bio-threat environment. Other US allies such as the UK and Canada also had invested heavily in offensive biological weapons programmes (Spiers 2010; Balmer 2001; Regis 1999; Carus 2017). For example, the UK developed its own capability in the 1930s, but abandoned it as a retaliatory option in 1957 (Spiers 2010: 56; Balmer 2001). These were large, industrial programmes that produced vast quantities of dangerous pathogens, such as highly virulent anthrax, plague and tularemia. Prior to President Nixon terminating the US offensive bioweapons program, the US Army had weaponised two lethal agents (Bacillus anthracis and Francisella tularensis) and three incapacitating biological agents, Brucella
suis, Coxiella burnetti, and Venezuelen equine encephalitis virus (VEE).

Supplies of these agents had been mass produced and were stockpiled at the Army’s Directorate of Biological Operations at Pine Bluff Arsenal, Arkansas (Regis 1999: 210). According to Regis, the production plant had an overall capacity of 86,000 gallons (ibid.: 211). The Pine Bluff facility fermenter was smaller than an older Vigo plant in Indiana, which had a capacity of 240,000 gallons, but nevertheless could produce a substantial amount of agent (Regis 1999: 211). The Soviet Union built large bioweapons plants in Sverdlovsk (1946), Kirov (1953) and others such as the one in Stepnogorsk (in Kazakhstan), which was under the control of the ministry of defence and Biopreparat Group (a civilian pharmaceutical agency). At the time, US intelligence knew little about the extent of these programmes and it wasn’t until the defection of Ken Alibek (chief scientist and deputy director of Biopreporat) and biologist Vladimir Pasechnik to Britain in 1989 that the US and other NATO allies knew the full extent of the Soviet programme (Spiers 2010: 62). For example, according to Ken Alibek’s account of his time as the chief scientist of the Soviet biological weapons, just one of its six biological weapons production facilities at Stepnogorsk (in Kazakhstan) contained ten 20,000 litre fermenters capable of producing 1000 tonnes of anthrax per year (Alibek 1999: 229–301). By the late 1960s at the time that US President Nixon announced a termination of an offensive American bioweapons programme, the US military had developed ‘a biological arsenal that included numerous bacterial pathogens, toxins and fungal plant pathogens that could be directed against crops to induce crop failure and famine’ (Christopher et al. 1997: 417). The UK’s and later US abandonment of an offensive biological warfare programme, however, had been based on a calculus by policy makers in London and Washington that the growing power of atomic weapons offered a more reliable offensive option than a biological bomb (Balmer 2001: 157). There were a number of drivers influencing a shift away from an offensive state based biological weapons programme in the US and UK. Additionally, by 1960s ‘the nature of the threat changed as a complex mixture of technical, economic, political and legal considerations combined to provide for successive changes in outlook’ (Balmer 2001: 184). There were variations within policy circles about the
immediacy of the threat from state based biological weapons programs (ibid.: 184) and biological weapons once firmly seen in the same way as chemical and nuclear weapons of mass destruction begun to be seen differently by policy makers. Biological weapons lost the status of offensive weapons of mass destruction and along with this the loss of resources. Concern however, was also raised from 1945, and during the Cold War, that other less stable or rogue states (Iraq, Iran, Syria and North Korea) were seeking to develop biological weapons (Koblentz 2009: 17–18; Spiers 2010: 102–125). Though in some cases, such as Syria information about biological weapons programs was sketchy and lacked specificity (Zanders 2015: 152).

The major exception was Iraq. Iraq in particular showed an early interest (as far back as 1974) in developing biological weapons for their strategic deterrent value. By 1990, the Hussein regime had tested and weaponised anthrax and botulinum toxin using 400 kilogram aerial bombs and Al Hussein warheads. Though thankfully these were not very efficient for disseminating biological weapons and the regime never produced dried, powder agents, which could have covered greater differences and potentially had more lethality (UNMOVIC 2007: 768–790). By the end of the first Gulf War in 1991, as UN weapon teams moved into Iraq, the Iraqi regime destroyed its bulk supply of biological agents and munitions (Walsh 2014).

During the mid-1990s, policy makers started to shift their focus from historical and traditional notions of bio-threats (state sponsored conventional biological weapons programs) to the use of biological agents by non-state actors—primarily terrorists (Koblentz 2009: 200–227). There are a number of policy and changes in the security environment, which underpinned this shift in attention of policy makers away from the traditional state based and military application of biological weapons dominating their attention up until the end of the Cold War. First was a concern that the fall of the Soviet Union and the immediate decline in Russia’s economy in the 1990s would see a lot of unemployed bio-weapons scientists as ‘guns for hire’ by terrorists and other rogue states. Another event (discussed in more detail below) was the 1995 Aum Shinrikyo subway attack in Tokyo, the 1993 attack on the World Trade Center in New York and the 1996 terrorist attack in Oklahoma city all
made clear to policy makers, Gronvall argues that the United States was vulnerable to terrorism and the implication that some groups might use biological weapons (Gronvall 2012: Chapter 1). At the same time too, by the late 1990s, increasing developments in biotechnology and the biomedical sciences such as the human genome project raised concerns by some policy makers that such technology in the wrong hands could result in catastrophic bio-attacks (NRC 2004). In particular, the Bush Administration made several announcements that rogue states and terrorists poses bioweapons and are willing to use them (Spiers 2010: 164). The Administration also expressed concerns publicly that advances in biotechnology and life sciences would result in the creation by adversaries of new novel bioweapons that would require ‘new detection methods preventive measures and treatments’ (Spiers 2010: 156). In April 2005, the Administration said: ‘these trends increase the risk for surprise. Anticipating such threats through intelligence efforts is made more difficult by the dual use nature of biotechnologies and infrastructure and the likelihood that adversaries will use denial and deception to conceal their illicit activities’ (Spiers 2010: 156). Even after the faulty intelligence on Iraq’s possession of WMD which led to the US led invasion of Iraq in 2003 was revealed, other senior US legislators still underlined their assessments that the threat from biological weapons was growing and that genetic modification techniques would ‘allow the creation of even worse biological weapons’ (Silberman and Robb 2005: 34). Further discussion below and in Chapter 5, argues that the policy pronouncements on the dangers of non-state actors using or developing bio-weapons throughout the period 1999–2009 was not based on ‘sophisticated threat assessments’ and for many researchers in the field was ‘systematically and deliberately being exaggerated’ (Leitenberg 2005: 88).

Koblentz (2009) provides a useful summary explaining how ‘bio-terrorism’ became the policy priority during this period, which in turn redefined the bio-threat space. There is insufficient space to discuss all the events responsible for this shift in policy interest, but we will discuss three significant ones here as they help provide a contextual understanding as to why political leaders started to shift their focus on bio-threat actors away from states to groups and even individuals.
The first event occurred in 1995 when the Japanese doomsday cult Aum Shinrikyo released sarin nerve gas into the Tokyo subway system killing 12 people and injuring 5000 more (Rosenau 2001; Leitenberg 1999: 151–153). As Rosenau notes, ‘this attack marked a turning point in the history of terrorism as it was the first time, non-state groups had used chemical weapons against civilians’ (2001: 289). While the attack was serious enough, investigations later revealed that the cult had also acquired anthrax and botulinum toxin and was attempting to weaponise it against various Japanese government political, military and public institutions. The cult failed to cultivate sufficiently lethal strains of botulinum toxin and anthrax. Its plans were foiled by other technical challenges, including not being able to disseminate anthrax into the appropriate aerolised and sized spores required to produce mass casualties (Leitenberg 1999). As Rosenau points out, despite the cult having the motivation and resources to use biological agents as weapons, they still lacked the full complement of ‘scientific and technological skills that would have helped ensure their success’ (Rosenau 2001: 296).

The second event which elevated the importance of bio-terrorism for policy-makers was discoveries by US soldiers post the 2001 invasion of Afghanistan of technical documents and equipment in a biological weapons laboratory under construction near Kandahar. Additional documents were also found in a close by al Qaida training camp—detailing the terrorists groups plans to develop a biological weapons capability. Since 1998, Osama Bin Laden had made statements that the ‘acquisition of WMD was a ‘religious duty’ (Pita and Gunaratna 2009: 10). In his memoirs, former Director of the CIA, George Tenet mentions two individuals (Rauf Ahmad and Yazid Sufaat), who were recruited by al Qaida’s second in charge Ayman al-Zawahiri to develop this capability. The documents and searches of the laboratory showed that the al Qaida program was in its early stages and the group had not yet obtained a virulent strain of anthrax or mastered the technique to aerolise it (Tenet 2007: 278–279).

The capture, interrogation or death of most of the key al Qaida operatives associated with its fledgling bio-weapons program constrained further efforts by the group to continue down this pathway. Though throughout the rest of the decade, policy makers and intelligence agencies remained concerned that ‘al Qaida central’ may have shared what
expertise it had developed with its other regional franchises throughout the world. For example, there is some evidence that through Al Qaida’s many technical websites aimed at supporting the operational activities of jihadis around the world (e.g. the Mausu’at al-E’adad or the Preparation Encyclopedia) has shared some expertise about making biological weapons. Additionally, after the US led invasion of Iraq, coalition forces found a three volume manual outlining steps for conducting chemical and biological experiments in an area previously occupied by Al Qaida affiliate Ansar al-Islam in northern Iraq. There are other reports that Ansar al-Islam were reportedly engaged in the production of ricin, but there is no evidence that it reached a stage of large scale weaponisation that could cause mass casualties (Salama and Hansell 2005: 622). There remains however, little consistently compelling evidence that other al Qaida affiliated groups have developed either the intention or capability to develop biological weapons (Salama and Hansell 2005: 618; Tucker 2012).

Concerns also remained over the possibility that al Qaida franchises or ‘do it yourself jihadists’ would start developing biological weapons from the increasingly available ‘recipes’ for making them posted on the internet by other jihadis. These recipes were generally crude and unlikely to result in mass-casualties (Koblentz 2009: 223–224; Tucker 2012). In summary, what this second issue demonstrated was although there was a strong desire by al Qaida to develop biological weapons—the capability, particularly the resources, knowledge and skill sets to do so were in short supply. I will return to the importance of knowledge and skill sets to understanding biological threats later when discussing emerging threats. Another important aspect of this issue is that there were differences of opinion within the US intelligence community and among biodefense experts on how significant the level of threat and capabilities al Qaida was in bioweapons development pre the 2001 war and post the invasion of Afghanistan (Silberman and Robb 2005; Leitenberg 2005). We will turn back to these variations in analytical assessments in Chapter 5.

In contrast to al Qaida’s general lack of advanced knowledge and skills in pursuing biological weapons, the third bio-terror event involved the 2001 release of anthrax spores in the US mail system, and showed
the lethality of biological agents when developed by individuals or groups, who do possess expertise to produce and weaponise dangerous pathogens. In September and October 2001, seven envelopes containing a dried powder form of anthrax spores were posted to several media outlets and to the US Senate offices of Senators Thomas Daschle and Patrick Leahy. The letters resulted in 22 cases of anthrax—five of which led to fatal inhalational anthrax. The anthrax letters also resulted in the contamination and closure of several major US postal offices.

In contrast to attempts made by Aum Shinrikyo and al Qaeda to use anthrax as biological weapons, the FBI investigation revealed that the anthrax used in this attack was a highly concentrated, aerolisable ‘weapons grade’ form of this bacteria. The subsequent seven year investigation was complex and protracted and resulted in the US Department of Justice determining that a single spore batch created by anthrax specialist Dr. Bruce E. Ivins at the US Army Medical Research Institute of Infectious Diseases (USAMRID) was the parent material for the letter spores. In July 2008, Ivins committed suicide before being indicted (Walsh 2011: 49).

Present Biosecurity Threat Environment (2001–Present)

The Ivins case was significant on a number of fronts. While it did not result in mass casualties (the mode of delivery via mail was not optimal for this), it did underline the tremendous skill required to produce biological agents in sufficient pure and aerolised quantities. Ivins had been an anthrax expert for over two decades yet the FBI case against him documents (despite his extensive knowledge and the optimal laboratory conditions), that he was confronted with challenges in producing the anthrax thought responsible for the attack (DOJ 2010). The anthrax incident was unsettling—coming only a week after the 9/11 attacks in New York. Though several facts of the Ivins case, in particular the challenges he faced in producing the anthrax helped re-calibrate some of the assessments being made in the intelligence community about how
easy it would be for non-state actors, such as al Qaida to produce and disseminate biological agents as weapons. This may have been comforting to some policy makers, though it did raise another bio-threat scenario—namely that that the terrorists may not be an outsider, but rather an insider—even more concerning a scientist capable of developing a biological weapon.

The fact that the ‘attacker’ had been a scientist with access to highly controlled dangerous biological agents focused intelligence agencies on the threats and risks associated with dual-use research and technology. More time will be spent on the significance of dual use research in the context of emerging bio-threats later on, but briefly dual use research and technology means activities, knowledge and equipment, which is used for legitimate research (for example the development of vaccines), but could also be used inappropriately by those motivated by politics or crime. It is assessing the significance of dual-use research and technology, which came into sharp focus during the Amerithrax incident that has dominated discussions about bio-threats in the present period.

Other biosecurity issues that have shaped the post 9/11 threat environment have included a litany of ‘bio-crimes’. Bio-crimes as we discussed in Chapter 1 are a diverse bundle of issues, which have in common the use of biological agents as weapons by non-state actors for extortion, murder or profit rather than politically motivated reasons seen in bioterrorism. A 2001 study by Seth Carus attempted to delineate between the motives of bio-terrorists and bio-criminals by surveying major cases of each back to 1900. He concluded that in contrast to bio-terrorism, bio-criminal attacks tend to be aimed at individuals or small groups using crude means of dissemination (for example food contamination, murder of spouses using ricin, or illegal injection of pathogens (HIV) to a victim) (Carus 2001: 6–10). Other authors include politically motivated assassinations such as the famous case of Bulgarian writer and journalist Georgi Markov, who was executed by the Bulgarian secret police in London after he was stabbed in the thigh by an umbrella which discharged a ricin soaked pellet into his leg (Burnette 2013: 35–36). Burnette also includes the Amerithrax incident as an example of a bio-crime whereas others see this as an act of bioterrorism (ibid.).
In reality however, there is still a ‘lack of professional consensus’ on the differences between these two threat classes and as noted earlier ‘evolving perceptions of the threat’ remain. Inglis and colleagues tend to lump a number of bio-threats across the bio-criminal and bio-terrorists space together. They refer to a ‘cluster of malevolent criminal actors (bio-crime, bio-terrorism, deliberate biological release, biological-weapons of mass destruction, murder, homicide and grievous bodily harm with intent’ (Inglis et al. 2011: 18).

The bio-criminal threat landscape however, has shifted since the 2011 study by Carus, which focused primarily on small individually motivated bio-attacks by criminals. While bio-criminals will continue to extort money or seek revenge on single victims using biological agents—global food quality, environmental pressures, and companies seeking to ‘cut corners’ present another layer of more complex bio-criminal threats in the future with potentially greater economic and public health impacts beyond individuals, to groups and nations. For example, an increasing number of recent incidents related to food production illustrate this sector’s vulnerability to criminal exploitation. In China there have been several incidents of adulterated infant formula, including the 2008 case where a company used a sub-standard formula that included the industrial chemical melamine—resulting in six deaths and over 300,000 children with kidney disease (Yam 2013). In February, 2013, global food company—Findus—suffered major reputation damage after it was found that some of its ready to eat meat based products were 100% horse (Neville 2013). In August 2013, New Zealand dairy giant, Fonterra had to recall infant formula from Asian markets after it was discovered that some of its whey protein may have been contaminated with botulism (Trevett 2013). Similarly, in countries with large primary industry sectors such as Australia and New Zealand, the organized, criminal manipulation of regulations concerning export/import markets, or the criminal introduction of a controlled plant or animal species represent serious biosecurity threats to these economies.

Finally, a cluster of biosecurity issues, which arguably do not sit neatly under either the ‘bio-terrorism’ or ‘bio-crime’ classifiers have begun to capture the focus of policy makers post 9/11. Many of these, such as the
2003 SARS outbreak, the 2009 H1N1 influenza pandemic, the 2014 West African Ebola outbreak and 2015 expansion of the Zika virus into South America are more correctly viewed as public health emergencies, in that they were the result of natural causes and not the intentional or malevolent actions of threat actors. Nevertheless, all these cases, had wider impacts beyond public health. They showed how the pathogen involved was zoonotic (i.e. had the ability to move from one species to another), and each impacted significantly on the global economy and wealth of nations. For example, SARS forced the closure of airports, reduced global travel and resulted increased sick days of many countries. So in the broadest sense of what ‘national security’ means such pandemics, which can skip species, especially from animals to humans also have profound impacts on the economic security of nations.

As a result of some of these natural pandemics since 9/11, governments in Australia, Canada, New Zealand, the USA and UK also declared that a broader focus and inclusion of other non-bio-terror threats and risks was required. As suggested in Chapter 1, it was becoming clearer that in some cases, the biosecurity response to some of these problems was fragmented. Agricultural scientists, animal and human health specialists tended to only look at the risks posed by zoonotic diseases from their own perspective, but what was needed was a more joined up integrated approach to detecting and managing such pandemics that crossed species. In Australia, Canada and New Zealand, researchers and policy-makers started to refer to this needed policy response as a one health approach or one health continuum (Walsh 2011: 53–67).

It remains unclear however, the extent to which the rhetoric of a ‘one health’ response to pandemics has been implemented across agricultural, animal and human health government departments in these and other countries. This is an important discussion which will be developed further in subsequent chapters as it is directly relevant to how we can optimize the role of intelligence in the broader biosecurity context. But what is even less clear, is the extent to which health intelligence or epidemiology gathered about pandemics—which arise from cross species barriers—is fed into the national security intelligence communities of these countries to increase their understanding of naturally occurring pathogens that could be exploited by threat actors.
Emerging Biosecurity Threats (2018–2023)

Given the baseline survey of the post-9/11 bio-threats above, what types of threats and threat actors are likely to emerge over the next five to ten years? There is a great deal of uncertainty around what scientists and security specialist assess as emerging bio-threats. John Caves and Seth Carus’ analysis of the future of weapons of mass destruction out to 2030 included a range of perspectives from other experts—many who came to the same conclusion that ‘the pace of change is so great in life sciences that they cannot confidently predict where the technology would be in five years much less than in twenty years’ (Caves and Carus 2014: 26). Caves and Carus conclude in their study that it is impossible to predict specific biological weapons capabilities available by 2030, but they do assess the growth in biological sciences means what will be possible will be much greater today, ‘including in terms of discrimination and the ability to defeat existing defensive counter-measures’ (ibid.). Interestingly Caves and Carus assess a number of existing capabilities that been around arguably for decades, which don’t involve genetic manipulation or bio-engineering as being potentially exploited by terrorists: including using geo-tagged images from the internet to harvest pathogens from nature of virulent disease, selective culturing to identify strains that are especially virulent or more resistant to existing counter-measures using equipment such as bioreactors available over the internet. They also see the potential exploitation of commonly available agricultural sprayers that can enable high efficiency dissemination of liquid pathogen solutions without special adaptations (ibid.: 26–27). Caves and Carus also briefly discuss the development of new biological weapons, particularly production of viruses such as small pox that are not readily available in nature anymore through the exploitation of molecular modeling and engineering. They argue that the exploitation of this kind of technology will most likely occur in state programs though recognize that terrorists could also utilize it. Their assessment does not indicate which state and non-state actors are likely to exploit emerging bio-technology. It is not possible to provide a full account of all potential emerging bio-threats, so this section will provide a thematic list of major
ones. In reality, emerging threats do not fit into neat sub-categories and ‘threat areas’ can overlap each other. For example, a stolen biological agent from a secure biosafety rated government laboratory may also be a synthetically produced agent with dual-use properties (i.e. it can be used for legitimate scientific reasons but also illegitimate or illegal purposes).

With this caveat in mind, I see the following two biosecurity threat thematic areas as presenting challenges to intelligence agencies, policy makers and first responders in the future. The first theme is ‘stolen biological agents’—and includes material that has been stolen from a supplier, a university, research lab, hospital or animal health facilities. The second theme is ‘dual-use research and synthetic biology’. We will return to a further detailed discussion of these threat thematic areas in subsequent chapters but here we will provide a brief overview of them.

Turning first to ‘stolen biological agents’, the events of 9/11 and the anthrax letter attack discussed earlier resulted in a number of changes to policy, legislation and codes of ethics aimed at enhancing the control and access to dangerous biological agents and toxins in the USA. Similar policy initiatives have also been developed in other western nations such as Australia, Canada, UK, and the EU. We will come back to a more detailed discussion of policy initiatives in Chapter 8 and their influence on how intelligence supports and is influenced by policy in the biosecurity context. However, a brief discussion of some landmark policy initiatives is important here in order to understand what type of emerging bio-threats may be likely over the next five to ten years. While Chapter 8 will provide a more fulsome discussion of policy and legislative initiatives across other ‘Five Eyes’ countries, I will restrict the discussion here to key policy changes in the USA. This is because the USA has tended to lead other nations in developing biosecurity oversight policies—partly as a result of 9/11 and the anthrax letter attack.

Both of these events resulted in new policy and legislative provisions, which increased the oversight, control and access to dangerous biological materials. In particular, the enactment of the USA Patriot Act 2001 and the Public Health Security and Bio Terroris m Preparedness and Response Act 2002 required the registration of persons allowed to work with such agents (see in particular, Sections 201 and 351A, of the Act).
Further initiatives such as Biological Surety (US Army 2008), the National Academies Committee on Research Standards and Practices to Prevent the Destructive Application of Biotechnology chaired by Gerald Fink\(^4\) in 2004 also played a role in identifying internal risks posed by those working in secure laboratories (NRC 2004). These initiatives collectively provided guidance on how to improve internal oversight: including background checks on scientists as well, as other safety protocols that appropriately risk managed the access, production and transfer of dangerous pathogens. So it is important to understand how policy, legislative and accountability mechanisms have evolved and whether they decrease or increase vulnerabilities for threat actors to exploit within the biosciences enterprise.

**Stolen Biological Agents**

Leaving aside the investigation into microbiologist Bruce Ivins and the anthrax postal incident of 2001 discussed earlier, the ‘insider threat’ to date of a scientist stealing or conspiring to steal a controlled biological agent appears to be both really rare and extremely difficult to detect. Though there have been some cases. For example, a Japanese researcher stole data and material from his host lab (the Mayo Clinic) in 1999 (Cass 1999). Burnette (2013) and Salerno (2015) document others. The increased policy and biosafety regulatory environments that provide guidance on the design, construction and operations of BSL-3 and BSL-4 labs makes it more difficult now than in 2001—both for unintentional accidents in the workplace and the theft of pathogens. BSL-3 and BSL-4 labs are the two most secure bio-safety lab designations. In both cases, strict guidelines prescribe the physical layout, safety equipment and training of scientific staff, who work in them. In BSL-3 and BSL-4 rated labs, scientists work on pathogens that can cause serious or potentially lethal disease. Generally, the most lethal agents, where there is either no vaccine or an unknown risk of transmission are worked on in BSL-4 labs. Debates continue however, within the bureaucracies of western countries about whether biosafety standards for BSL-3 and BSL-4 labs are sufficient (see, for example, GAO 2013). In Chapter 7
(Intelligence and Stakeholders) we will return to a more detailed discussion of biosafety standards and ‘the insider threat’, but suffice it to say several accidents across 2014 and 2015 in the handling and transportation of dangerous pathogens by the CDC (H5N1 and anthrax) and the US Army (anthrax) involving high containment labs suggest that there is room for improvement in biosafety standards (Schnirring 2014; Burns 2015; Salerno 2015: 191–204). Despite all the new bio-safety measures that have been put in place since 9/11, it remains difficult to predict and detect if someone has the intent and capability to steal a biological agent from a secure lab site for profit, political motivation or due to a mental health issue.

Background checks on scientists may assist in flagging staff, who present security risks prior to their appointment—though this process cannot screen out completely individuals whose ethics and intentions change later in their careers in ways that present security challenges. The motivation for individuals to use criminally biological agents from secure labs will likely be different in individual cases. From a bio-criminal perspective, where profit reward is the motive, the intent to commit the theft also depends on the nature of the agent potentially available to the criminal conspirators and how quickly the act can be turned into a ‘profit’. In most western countries such as Australia, Canada, New Zealand, UK and the US, stealing a controlled biological agent such as anthrax from a BSL-3 or BSL-4 private or government lab, while not impossible, presents a number of security challenges in terms of physical security barriers and exposure risks for a criminal gang interested in such an enterprise.

There theoretically may be some criminals interested in trading controlled biological agents like anthrax, tularemia, or the plague. Though as the 2001 Ivins case revealed, the genetic sequence analysis of the Ames strain of anthrax used in that attack, makes possible the tracing of some of these substances back to their source—enabling investigators to identify which laboratories they came from and ultimately who was working with them. This then becomes a high risk venture for the individual or any organized crime group involved. Even if crime groups have access to scientists or laboratories they may calculate that traditional sources of revenue such as drugs, fraud and money laundering
might be in comparison less riskier ways to make money. However, it is possible that for some criminal groups or a scientist working for a biotechnology company, intellectual property theft of new scientific breakthroughs may be more attractive financially, and logistically easier to commit than the theft of a controlled biological substance from a high containment lab. We know there is a long history of economic espionage particularly in the biotechnology sector. For example, there have been theft of trade secrets involving delivery of technologies for small interfering RNA molecules, potential treatment for Alzheimer disease and new immune suppressive drugs and the role of the ‘insider’ has been key to many of these. Theft of research data has also been common (Elliott 2007: 293; Cass 1999). Another dimension of theft of intellectual property from a research institution or biotechnology company is of course is the theft of data remotely as a type of cybercrime. While making threats to ‘use’ stolen biological agents as weapons may create the psychological terror sought after by terrorists, exacting harm on an innocent target can still be more efficiently and cheaply achieved using simple homemade devices—such as the kitchen pressure cookers used by the Tsarnaev brothers in the 2013 Boston bombings. Yet we cannot assume there will be no future interest and capability by non-state actors to steal dangerous biological substances or associated data from ‘secure’ biological facilities. Actual or potential vulnerabilities and attempts by threat actors to steal biological material and information will obviously need careful monitoring for their national security significance. Intelligence agencies need to keep an open mind yet one informed by evidence of whether future cases of theft from facilities might indicate a shift in our understanding of the threat trajectory by non-state actor individuals or groups. We saw during the rise of Islamic State (IS) how IS broke many of the rules that even AQ didn’t step over.

While the physical IS Caliphate has largely been dissolved, the endemic instability in Syria and even in Iraq may create opportunities for other non-state actors to procure biological weapons from facilities where biosafety barriers are vulnerable either physically or virtually. We know that up until 2013 the Syrian government had the largest stockpile of chemical weapons in the Middle East and used chemical weapons (Sarin nerve agent) against its own civilians during the civil
war though the government in Damascus (Zanders 2015: 150–157). Syria has also still not ratified the 1972 Biological and Toxin Weapons Convention (BTWC), though there is no evidence that the regime has ‘set up a full biological weapons program beyond some elementary research’ (Zanders 2015: 152). While the ongoing conflict in Syria makes it a hostile location for a non-state actor to pursue the development of biological weapons there, the illicit transfer of scientific knowledge or materials could theoretically be on sale if the price is right.

In summary, the control of laboratories in developing countries 

may

be more vulnerable to criminal exploitation if physical security is not optimal or scientists do not perceive that they are adequately remunerated for the research they do (Friedman 2015: 176–180). Vulnerable areas such as the Middle East have few regional institutions that can engage states on biological threats. Friedman provides the example of the Middle East Consortium on Infectious Disease Surveillance (MECIDS) composed of public health experts and ministry of health officials from Israel, Jordan and the Palestinian Authority has made some progress particularly during the 2009 H1N1 pandemic facilitating joint action. However, more efforts need to be made to build capability in the region to counter biological threats from any source—including identifying early signs of threats to physical security in biological facilities and greater cooperation between health and security officials within the region (Freidman 2015: 179).

In addition to difficulties assessing motivation, it is also impossible to measure the consequence of a theft of a Category A pathogen from a BSL-4 lab. Part of this difficulty goes back to motivation. Is the objective of the theft to merely pose a threat to a community or extort funds from a government without the intention to actually use the substance? Or is the intention that the pathogen is weaponised and disseminated at ports, truck stops or airports? Leaving aside issues such as atmospheric temperature, sunlight and choice of dissemination vehicle, there are also other variables at play, which impact on the overall pathogenicity and ‘contagion dynamics’ of dangerous pathogens into a locality. While there is an active research agenda into epidemiological modeling and surveillance it remains difficult to predict ‘the likelihood of a global pandemic, and to mitigate its consequences’ (Bombardt 2000; Stattner
et al. 2011; Nicolaides et al. 2012: 1; Goncalves et al. 2013; Bravata et al. 2004; May et al. 2009; Lucero et al. 2011). There are also remain a number of challenges at global, regional and local health levels on the storage, real-time sharing and coordination of epidemiologic and laboratory data that can be used for the surveillance of emerging pandemics. Challenges include sufficiently trained personnel to review data, bureaucratic distrusts between different authorities from different sectors and jurisdictions and inadequate laboratory and research capacity to fund pandemic preparedness and surveillance mechanisms. These challenges exist to greater and lesser degrees in developed and developing countries (Edge and Hoffman 2015: 157, 179) and will be discussed further in Chapter 7.

Dual Use Research and Synthetic Biology

Though the theft of well-known and controlled pathogens such as anthrax from a BSL-4 laboratory seems less likely (at least in the ‘Five Eyes’ countries), debates continue about how dual use research and synthetic biology might create a number of potential emerging threats, risks and vulnerabilities. Such threats may arise from two sources. First there are concerns that highly skilled and trained individuals could use their knowledge to create biological agents under the guise of legitimate research for illegitimate ends. The second source of concern is interested ‘outsiders’ exploiting legitimate advances in conventional biological research, synthetic biological sciences and bio-technology for illegitimate purposes. Both pathways to potentially new bio-threats underline concerns about dual use technology. Each pathway also defines the key dimensions of ‘dual use research’, but in reality there are many ways this term has been defined in science, policy and security circles (for example, see, McLeish and Nightingale 2007: 1636; Shea 2006, summary; Tucker 2012; Williams-Jones et al. 2014: 4). While the concept of dual use technology has been around in the arms control and military literature for decades, its application in the biosecurity context is comparably recent. Regardless of what definition of ‘dual use research’ one adopts, its application in the biosecurity context has largely focused on the
research of dangerous biological agents that might be weaponised, and
the publication of that research, which theoretically could be disseminated to bio-criminals or terrorists for their own nefarious objectives.

In recent years, the published results of dual use research have captured the concern of the biosecurity policy community and the media—perhaps even more than the experiments the articles describe. Starting in the early 2000s, McLeish and Nightingale argue that the publication of three papers: ‘one on the synthesis of polio virus cDNA without a natural template by Cello et al. (2002), the second on how the variola virus (small pox) can invade the immune system by Rosengard et al. (2002), and a third on overcoming resistance to mouse-pox by Jackson et al. (2001), were widely interpreted as publishing blueprints for terrorists and led to public calls for changes to research and publication procedures’ (McLeish and Nightingale 2007: 1636).

Other publications, have followed such as the article detailing the reconstruction of an influenza virus with all the identified gene sequences of the 1918 influenza virus (Tumpey et al. 2005: 77–80), and a 2005 research article describing the potential impact of contaminating the milk supply with botulinum toxin (Wein and Liu 2005). Additionally, two separate articles one in 2012, and the other a letter in August 2013, also raised security concerns about dual use research, and whether the published outcomes of these could be used for illegitimate reasons such as bio-terrorism. The 2012 article showed how scientists were able to identify the genetic changes needed for the avian influenza H5N1 to be efficiently transmitted between ferrets—a surrogate for human to human transmission.

The US National Science Advisory Board for Biosecurity (NSABB) had to determine whether the benefits of such research outweighed the risk of the accidental or intentional release of a lethal new virus. In November 2011, the NSABB recommended that the two articles arising from this research be redacted. The Board also called for the papers data and methods to be shared only with approved scientists and clinicians. This was, as Maher comments, an odd position for US Government to be in as the NSABB was potentially censoring research that the government had funded (Maher 2012: 431).
The NSABB’s initial decision was later over-turned with the Board recommending (though not unanimously) that both papers be published in March 2012. The H5N1 research article publication ordeal shows the ongoing challenges in both identifying and overseeing dual use research. The questions of what experiments may be too risky to do and publish and how governments effectively manage this risk remain unclear. In August 2013, twenty-two researchers from labs around the world—some associated with the H5N1 research discussed earlier—submitted a letter to the journals *Nature* and *Science* detailing a proposed set of experiments that would represent a ‘gain of function’ on the avian influenza virus H7N9. In contrast to the 2012 incident, the scientists, who would be involved in this research are using these letters to gain early support from government scientific oversight bodies by explaining their risk mitigation plans for the research, and clearly explaining the experiments they wish to complete. Their objective is to make more virulent strains of H7N9 that would spread more easily between people so that they can understand how the virus mutates in nature causing pandemics. The experiments would also increase their understanding about how to develop better early warning surveillance of dangerous strains and better vaccines (Fouchier et al. 2013: 612–613).

All of the examples of ‘sensitive’ dual use research discussed above and others in Chapter 8 illustrate the potential threats and risks associated with synthetic biology and the manipulation of microbial genetics. The manipulation of naturally occurring viruses like H5N1 or horse pox so they can mutate more easily into hyper virulent variants that are more easily passed from animals to humans, or humans to humans—and the creation of dangerous pathogens using chemically synthesized genomes—show that this kind of knowledge can be put on the radar of interested bio-criminals and terrorists. The rapid advances in biotechnology, or what some describe as the ‘industrialization of biology’ (Center for Biosecurity of UPMC 2011), can result in faster, cheaper and more effective scientific breakthroughs for health, chemical manufacturing, bio-fuels and mining, but it also highlights a number of other newer threat scenarios for criminal or terrorist exploitation.
There are also concerns amongst biosecurity regulators and national security intelligence agencies that it is not just the knowledge that is on offer, but some of the equipment and technology (used chiefly in the past by scientists working on government funded research projects in BSL-3 and BSL-4 labs), that is becoming more available to the wider public. The increasing growth in biotechnology, the growing accessibility of automated biological techniques and relatively in-expensive equipment (such as that used in DNA sequencing and synthesis), makes scientific experimentation accessible in ways it wasn’t even a decade ago to ‘citizen scientists’ or people interested in DIY (‘do it yourself’) Bio (Center for Biosecurity of UPMC 2011: 7; Caves and Carus 2014: 27). To illustrate this point, the entire human genome was sequenced in 2003. It took a team of scientists 13 years and nearly half a billion dollars to identify the approximately 20, 5000 genes in humans. In contrast today companies such as Life Technologies claim that they can decode a human genome sequence in a day for only $1000 using smaller equipment (such as a benchtop Ion Proton Sequencer) that can be ordered from them (Life Technologies 2012). Other DNA sequences from deadly pathogens can also be bought online. For example, in 2006 a journalist from the Guardian was able to purchase online a short sequence of the small pox DNA (Randerson 2006).

A US National Research Council report, Globalization, Biosecurity and the Future of the Life Sciences (NRC 2006), provides a detailed summary of both the global drivers and trajectories of advanced life science technologies that raise biosecurity concerns. There is insufficient room here to provide a comprehensive list of all potential threat and risk scenarios in the biotechnology field and interested readers should consult (NAS 2017; NRC 2006; Tucker 2012: 19–45) for a more detailed understanding of the threat environment. In summary though, the list of potential biotechnological threat scenarios may be endless due to the overlapping skills and technologies involved with synthetic biology. The evolving nature of some biotechnology also prevents a full threat and risk assessment of the security issues that may arise out of such technology.

Additionally, part of the difficulty in trying to assess the boundaries of biotechnological threat scenarios is that in many cases insufficient discussion and analysis has taken place between scientists and their
national security counterparts as to the rationale for assessing an issue as a threat or risk. This is a theme we will return to in Chapters 4, 5 and 7. To provide however, some context of what threats may be possible, Goodman and Hessel (2013) survey a number of scenarios, including what they refer to as: bad bio-technologists, biological spam, phishing for DNA, identity theft, piracy and spear phishing. I will restrict discussion here to three: bad bio technologists, identity theft, and piracy to illustrate how they assess this threat environment might evolve.

The number of biotech companies have expanded at a steady pace over the last decade. For example, US research and development company Battelle in its sixth biennial report on the biosciences industry estimated that in 2012, 1.62 million people were employed across 73,000 individual businesses working across the range of biosciences such as medical and research laboratories, agriculture, and pharmaceuticals (Battelle 2014: v). This does not include the publicly funded biosciences workforce. So Goodman and Hessel argue that based on statistics alone, the sheer increase in people working in biological engineering, there is likely to be a few ‘lunatics’ with intentions to cause harm. Their analysis is supported by other biosecurity experts, who see that experts with an intent to cause harm or ‘bio Unabombers’ as more concerning than amateurish bio-hackers in the suburbs (Center for Biosecurity of UPMC 2011: 16; Ellis 2014: 216). While the stockpiles of ‘controlled substances such as anthrax may be relatively secure, the DNA code of many of them Goodman and Hessel argue, exists in public data bases, and advances in synthetic biology allows the building of synthetic organisms—thereby sidestepping current safeguards in place for protecting select agents stockpiled in secure sites’.

The second threat scenario Goodman and Hessel describe (identity theft) is a ‘new take’ on an old enabler of crime. They argue as countries increase their holdings of DNA in national databases for criminal identification, there will be more opportunities for these to be compromised—resulting in people’s identities being stolen to enable identity related and other crimes). Additionally, Goodman and Hessel assess in the future a confluence of situations, whereby genetic identity theft could enable people to circumvent health and employment restrictions
based on their genetic data. Genetic cloning or impersonation (leaving another person’s DNA at a crime scene) could also frustrate intelligence operations or law enforcement investigations. For example, in 2009, scientists in Israel demonstrated that it was possible to fabricate DNA evidence in a crime scene by fabricating blood and saliva samples containing DNA from a person other than the donor of the blood and saliva (Frumkin et al. 2011: 95–103).

The third interesting threat scenario ‘biological piracy’ presents a number of security, ethical, policy and legal challenges which remain largely unaddressed. Goodman and Hessel suggest in the future a wide variety of biological and genetic materials will be pirated just like digital media has been. The field of synthetic biology, which is already working towards developing therapies and treatments for cancers and other diseases, provides opportunities for organized crime groups to provide pirated versions (Goodman and Hessel 2013). The recent development in genome editing technology such as Crispr, Finger Nuclease (Zinc) and Talen, which can now manipulate DNA in human germ cells and remove or correct genetic mutations that cause disease might also be manipulated to do the reverse i.e. make people more susceptible to disease or reduce the effect of vaccinations (Corbyn 2015).

Similar to the discussion above of historical and post-9/11 bio-threats, we also need to examine emerging threats by addressing both dimensions of threat assessment—intention and capability. This is, however, where the challenge begins. The industrialization of biology is happening at such a dynamic and rapid pace, it remains difficult to make reliable estimates of both the future intentions and capabilities of threat actors, who may be interested in exploiting biotechnologies for criminal or terrorist reasons. As one workshop of experts suggested, ‘the angles of the attack are almost infinite and very difficult to anticipate’ (Center for Biosecurity of UPMC 2012: 15).

Part of the challenge relates to the type of framework used by those in the national security communities and by biosecurity researchers to understand threat and risk. Some frameworks argue for a steady linear increase in biotechnology, and a greater access to skills and technology by bio-criminals and bio-terrorists as a result (Chyba 2006; Carlson 2003; Petro and Carus 2005). In contrast, others have adopted
frameworks that estimate a less linear increase in biotechnology. They argue that mere access to technology and even ‘know how’ does not automatically create either the motivation or ability for bio-criminals or bio-terrorists to exploit biotechnology for harmful purposes. Adherents to this framework suggest that there is a lot more uncertainty in how biotechnologies may develop in the future, as other non-technological variables such as social, economic, and organizational factors will also influence the growth of technology and the extent to which it is exploited by individuals or groups for nefarious reasons (Vogel 2008).

Careful consideration of how the emerging biosecurity threat context will evolve also needs to include an assessment on whether it is likely that we will see more single actor or group threats, and the consequences for policy makers and first responders. For example, as biotechnological knowledge becomes increasingly commoditized and equipment less expensive, will there be an increase in the rhetoric of well-established international terrorists groups (such as one of the Al Qaeda inspired franchises: al Qaeda in the Arabian Peninsula (AQAP), or al Shabab), declaring an intent to use a virus or bacteria that they have synthesized or acquired via a third party? Alternatively, are we going to see intentions being expressed about the desire to use biosynthetic agents by less established domestic terrorist groups, or even individuals each with different agendas (jihadists, ultra-nationalists, anarchists/bio-hackers or environmentally motivated individuals)?

As discussed previously, there are very few cases of bio-terror attacks—certainly not enough (thankfully) to make analytical generalizations about the specific motivations of various groups or individuals’ desire to weaponise conventional biological agents. It is also doubtful the extent to which extrapolations from these cases will assist estimations about threat actor’s intentions to use pathogens produced via for example, synthetic genomics. Some profiling of the intentions and operational decisions made by terrorists and criminals using other medium for attack, however, including cyber may provide guidance on how rhetoric becomes operationalised to use a particular weapon over another. An understanding of cyber facilitated intellectual property theft, for example, may provide insights into how bio-criminals or bio-terrorists may seek to access biotechnology in illegal ways. Perman et al.
We continue this discussion of what other disciplines and fields can teach us about improving our analytical understanding of emerging bio-threats in Chapters 5 and 7. Nonetheless, we need to face the reality that ‘getting into the heads’ of threat actors, who are not yet on the radar of intelligence and law enforcement agencies remains extremely difficult.

It is difficult enough to assess the intentions of threat actors—some who themselves may not have thought about the attractiveness of biotechnology agents. It seems doubly difficult to assess whether bio-criminals and terrorists will have the capabilities to either access or produce harmful biological agents that have been synthesized in a lab. As difficult, indeed near impossible as it is to assess the future intentions of threat actors as we shall see in Chapters 4 and 5, intelligence analysts and the broader intelligence enterprise do need to make efforts to model intentions behavior for possible bio threats. For example, intentions of potential threat actors could be modeled partially to some extent ‘from existing case studies in the biomedical and microbiological field in an effort to establish trends in behavior and tactics’ Perman et al. (2013: 91–92). Perman discusses how a National Institute of Justice study that was commissioned to better understand the behavioral indicators in attacks on political leaders resulted in the development of the Exceptional Case Study within the US Secret Service. The Exceptional Case Study is a work in progress in continually refining understanding of adversaries and behavioral indicators that can predict threatening behaviors and risks of violence (ibid.: 92). Perman et al. argues that the results of the Exceptional Case Study are applicable to the life sciences as the same kind of behavioral indicators are in play.

In contrast though to the ‘intent’ side of the threat equation, some intelligence agencies with mandates to assess the threat and risk of bio-weapons have done a lot more work on estimating the capabilities required by an actor(s) in weaponising various biological agents—including those resulting from genetic engineering or biotechnology. Much of this of course, is classified, but the focus is on the level of expertise and equipment required to operationalise different biotechnological based threat scenarios. Part of this work also relates
to developing better science, technology, particularly microbial forensic analytical skills to detect, and investigate potential bio-criminal and bioterrorism threats (e.g. Murch 2003; Bhattacharjee 2009; Budowle and Williamson 2009; Shea 2006; Inglis et al. 2011). This work seems to be a useful place to start. If agencies continue to have limited visibility on an individuals’ intentions (prior to an attack), then re-examining carefully variables related to capability (knowledge and equipment), may provide more accurate assessments about the likelihoods of various ‘high tech bioterrorism threats’ (Suk et al. 2011: 1). If intelligence agencies can develop a more evidence based approach to estimating bio-threat capabilities, then they will be in a better place to provide assessments to policy makers, public health, scientists and security managers responsible for developing strategies that mitigate these threats. At the very least, they may be able to provide in some cases more granularity to the analysis of which suite of capabilities may be more vulnerable to exploitation by threat actors than others.

The difficulty however, with working on the capability side of the threat formula (knowledge and equipment) is to, as mentioned earlier, potentially either over or under emphasize both the level of expertise, and margins of difficulty in accessing the equipment required to carry out an attack. For example, some authors recognize the various technical steps required to synthesize a dangerous pathogen, yet argue that these may be less difficult to overcome than it may appear for a ‘do it yourself’ biologist/terrorist (Burr 2012). However, as discussed previously, knowledge is more than reading a book on synthetic genomics, an actor must also develop the skill base and practical tacit knowledge (trial and error in the scientific process) as well.

In summary, a fixation only on the technologies (and equipment) that various actors could exploit can result in a kind of technical determinism, which blinds intelligence analysis of potential threats—resulting in either an under or over-statement of the threat. There are some in the scientific and biosecurity communities, who may be under-stating the capabilities of future threat actors to use synthetic biology and biotechnology in a bio-attack. For example, during a recent over the horizon scanning project conducted by the US Center for Biosecurity
of UPMC most of the scientists interviewed stated that there exists simple paths for skilled individuals to making bio-weapons that ‘render more technically difficult approaches unattractive and therefore less likely to be pursued’ (Center for Biosecurity of UPMC 2011: 16). Or as stated in the project teams’ report, perhaps in blunter words: ‘the bad guys aren’t going to waste their time with sophisticated pie in the eye sky stuff’ (ibid.). In most cases, assessing actual capabilities will remain challenging and an evidence based approach is needed to avoid ‘over’ or under-assessing knowledge, equipment and skills. We will come back to the importance of an evidence based approach for assessing emerging bio-threats in Chapter 5.

Conclusion

In this chapter we have surveyed the historical, contemporary and emerging bio-threat landscape to illustrate the complexity of threats and risks that exist. As this survey suggest, understanding the emerging threat environment in particular is very difficult given with many potential threat scenarios there are a number of drivers at play (technology, psycho-social factors, bio-safety and compliance issues and policy) and it remains difficult to determine the effect of these alone and together in enabling certain threat types over time. Does this difficulty mean that those working in the intelligence enterprise cannot provide any understanding on potential bio-threats for decision-makers? The answer has to be clearly no. There are many other different threat types, for example, cyber where it is difficult to interpret what might be the key emerging threats, but decision-makers still need support in understanding, preventing, disrupting or reducing such threats to the extent that they can be understood.

Intelligence agencies cannot simply say to decision makers ‘sorry it’s too hard’ as this would not be a recipe for continued funding. So the question now to be explored in the next three chapters is given this uncertain and complex bio-threat environment, what role should
intelligence play, how has the role of intelligence changed since 9/11 and what challenges and opportunities are there for biosecurity intelligence practice? Chapter 3 will begin to address these questions by exploring how intelligence might be tasked by decision-makers interested in understanding bio-threats and risks and what challenges and opportunities exist for improving each ‘Five Eyes’ country’s response to complex and uncertain bio-threats and risks?

Notes

1. These agents are referred to as ‘Category A’ bio agents (denoted as such because they have the greatest capacity for harm if used in a bioterrorist attack). The reader should refer to either the World Health Organization (WHO) or the US Center for Disease Control (CDC) websites for good overviews of these agents and others on the Category A list such as small pox, viral hemorrhagic fevers and botulism.

2. SARS or severe acute respiratory syndrome is a corona virus originally sourced to China’s Guangdong province. It causes severe life threatening pneumonia. It is highly contagious and the 2003 outbreak resulted in the deaths of 8000 people globally. HINI virus results in a highly contagious flu for humans. It is closely related to a number of animal influenza sources. Early outbreaks started in North America and by June 2009, the WHO declared it a pandemic after the virus spread globally-killing over 16,000 people.

3. Global investment company, Morgan Stanley, predicted in 2003 that the SARS virus would shave more than $15 billion off the output of Asian economies; while the WHO predicted that the global cost could be more than $30 billion. See Watts and Stewart (2003).

4. The National Academies committee produced a report in 2004 called, ‘Biotechnology Research in an Age of Terrorism’ (sometimes also referred to as the ‘Fink Report). The Report contained seven recommendations to ensure responsible oversight for biotechnology research with potential bioterrorism applications. One of these was to create a National Science Advisory Board for Biodefense to provide advice, guidance, and leadership for a system of review and oversight of experiments of concern.
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