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We numerically investigate the metastable equilibrium structure of deep supercooled and glassy water under pressure, covering the range of densities corresponding to the experimentally produced high-density and very-high-density amorphous phases. At $T = 188$ K, a continuous increase in density is observed on varying pressure from 2.5 to 13 kbar, with no signs of first-order transitions. Exploiting a recently proposed approach to the analysis of the radial distribution function — based on topological properties of the hydrogen-bond network — we are able to identify well-defined local geometries that involve pair of molecules separated by multiple hydrogen bonds, specific of the high and very high density structures.

The structure of the different amorphous forms of water, their interconversions and their connection to the liquid state are fascinating topics, which keep capturing the attention of the scientific community [1–5]. One of these amorphous states, the low-density amorphous ice (LDA), can be generated via a multiplicity of processes (vapour deposition [6], hyper-quenching [7], heating/decompression of other disordered forms of ice [8]) and it is now well characterised [2, 9, 10]. LDA has a density $\rho = 0.94\text{ g cm}^{-3}$ at ambient pressure ($P$) and temperature $T = 80$ K, and it is characterised by locally tetrahedral structures in which each molecule accepts and donates two hydrogen bonds (HBs), the disordered equivalent of ice I [3]. The results on the high-density forms of amorphous water, for which density and structure seem to be somehow dependent on production process and annealing protocols, are much more controversial. The most recent picture describes two variants of high-density amorphous ice (HDA), called un-annealed HDA ($u$HDA) and expanded HDA ($e$HDA), characterised by similar densities $\rho_{\text{HDA}} = 1.15$ and $1.13\text{ g cm}^{-3}$ respectively, along with a third form, the very-high-density amorphous ice (VHDA) with $\rho_{\text{VHDA}} = 1.26\text{ g cm}^{-3}$. $u$HDA is the material resulting from compression of ice I$_h$ at 77 K to above GPa pressures [11], while $e$HDA can be obtained, among other methods, from the decomposition of VHDA at 140 K to pressures lower than $\approx 0.1\text{ GPa}$ [8]. Despite their structural similarities, $e$HDA appears to have a significantly enhanced thermal stability with respect to $u$HDA [12, 13]. VHDA can be prepared either from ice I$_h$ by pressure-induced amorphization above 1.2 GPa at temperatures $130 < T < 150$ K [14] or by annealing $u$HDA to $T > 160$ K at GPa pressures [15]. More details on the preparation routes of amorphous states can be found in recent reviews [4, 16, 17].

Recent experimental results show that $e$HDA can be reversibly transformed into VHDA, suggesting that despite significant structural differences $e$HDA and VHDA might be linked to one another via a continuous thermodynamic path [18]. In other experiments a seemingly jump-like transition between HDA and VHDA was instead identified [19–21].

Experimental and numerical investigations have established that the most prominent structural difference between the low- and high-density forms of amorphous water is an inward collapse of the second hydration shell, a transformation that mimics the structural changes observed upon compression in the liquid state [22–25]. Less understood are the differences between HDA and VHDA; a further collapse of the second shell has been clearly observed experimentally [23, 26, 27], but it is not clear if additional novel structural features exist that distinguish VHDA from HDA. Also, a more general question concerns whether, and to what extent, VHDA and HDA actually behave as distinct materials. This Letter focuses exactly on these two points: (a) how can we interpret the structural changes and (b) are $e$HDA and VHDA separated by a first order transition? We find that the simulated liquid explores configurations that accurately mimic the structural changes observed experimentally between HDA and VHDA, implying a deep connection between pressure-prepared amorphous ice and deeply supercooled water [25], oppositely to conclusions reported in other studies [28, 29]. We also find that at such low $T$ the equation of state does not show any unstable region in this density range, consistent with the hypothesis of a continuity of states between $e$HDA and VHDA. Finally, we characterise the structural crossover from HDA to VHDA by identifying a connection between specific local geometries and topological properties of the HB network, providing a quantitative characterization of what is generically (and possibly improperly) referred to as the collapse of the second neighbour shell.

A typical experimental procedure to generate HDA and VHDA requires the compression of ice I$_h$ at low $T$, which transforms, via a mechanical instability [30], into a disordered material that is later recovered at ambient $P$. Repeating this process on the computer, while often numerically implemented [25, 31–35] requires pressure rates significantly faster than the experimental counterpart, allowing for the possibility that the resulting configurations heavily depend on the protocol. Our numerical approach to generate glass samples exploits the picture of the glass as a quenched liquid. We investigate high-density liq-
FIG. 1. Thermodynamics of TIP4P/Ice water from MD simulations along the 188 K isotherm. Equation of state (right y-axis) and potential energy (per molecule, left y-axis) as a function of density. Grey dashed lines show the eHDA and VHDA experimental \( \rho \) at 80 K and 1 bar for reference. Error bars are estimated as the variance of the averages over 10 distinct time intervals in the production run.

Liquid configurations of TIP4P/Ice water [36] along a cold \((T = 188 \text{ K})\) isotherm, right below the model liquid-liquid critical temperature \( T_c = 188.6 \text{ K} \) [37], from 2.5 to 13 kbar, corresponding to a density range from 1.1 to 1.3 g cm\(^{-3}\). The results for 2.5 and 4 kbar are reproduced from Ref. [38]. Performing novel numerical simulations longer than 10–25 ps, it is still possible to reach (metastable) equilibrium at this \( T \), eliminating any concern of history dependence and out-of-equilibrium effects. The associated glass structures are provided by the inherent structures (IS), the local energy minima reached via a constant-volume steepest descent procedure which removes vibrational distortions [39]. All the numerical procedures are discussed in detail in the S.M. (which includes Refs. [40–47]).

Figure 1 shows the potential energy (per molecule) \( E \) as a function of density \( \rho \) and the equation of state \( P \) vs. \( \rho \) at \( T = 188 \text{ K} \). In the explored range, \( P(\rho) \) has positive concavity and no discontinuities, establishing the absence of any thermodynamic transition between two distinct dense liquid forms along this isotherm. Quite interesting, however, is the density dependence of the potential energy \( E \), which shows a region between 1.12 and 1.25 g cm\(^{-3}\) (the typical density values of eHDA and VHDA) in which \( E \) weakly depends on \( \rho \), suggesting that the structural changes taking place on increasing pressure have a small energetic cost. Only beyond \( \rho_{\text{VHDA}} \), \( E \) grows significantly with \( \rho \).

FIG. 2. Oxygen-oxygen radial distribution function evaluated in the IS along the 188 K isotherm from 2.5 to 13 kbar. The evolution of the structural features. Successive \( g(r) \) curves are shifted by 0.25 on the vertical axis.

FIG. 2. Oxygen-oxygen radial distribution function evaluated in the IS along the 188 K isotherm from 2.5 to 13 kbar. The evolution of the structural features. Successive \( g(r) \) curves are shifted by 0.25 on the vertical axis.

Fig. 2 shows the continuous smooth evolution of the calculated oxygen-oxygen radial distribution function \( g(r) \). On increasing \( P \), the concentration of interstitial molecules \((r \approx 3.2 – 3.5 \text{ Å})\) increases significantly, while the tetrahedral peak \((r \approx 4.4 \text{ Å})\) is suppressed. Two additional features characterise the evolution: the development of a novel peak at \( r \approx 5 \text{ Å} \) and the intensity crossover from \( r \approx 6.7 \text{ Å} \) to \( r \approx 6 \text{ Å} \). The corresponding evolution of the structure factor [48] is reported in the S.M.

Before interpreting the structural features, we validate the numerical results comparing the structure of the glasses generated by quenching equilibrium liquid configurations with available experimental data of eHDA and VHDA structures from Mariedahl et al. [23] and Bowron et al. [9]. To do so, we quench configurations equilibrated at \( T = 188 \text{ K} \) and different \( P \) to \( T = 80 \text{ K} \) and ambient pressure — the same \( T \) and \( P \) in Refs [9, 23]. Following a short MD simulation, the density and the vibrational and rotational degrees of freedom adjust to \( T = 188 \text{ K} \) and \( P = 1 \text{ bar} \). More details can be found in the S.M. Since classical calculations neglect the quantum delocalization of the atoms [49, 50], the height of the first peak of \( g(r) \) is usually overestimated. To include in an effective way the quantum broadening of O–O distances (as well as any possible broadening due to the experimental procedures) we have convoluted the numerical \( g(r) \) with a gaussian of variance \( \sigma_B^2 = 7.1 \times 10^{-3} \text{ Å}^2 \), a value obtained by matching the heights of the first peak in the numerical \( g(r) \) to the experimental values. This value is consistent with the broadening observed between path-integral and classical simulations of the same model [50]. Note that the implemented broadening becomes irrelevant when \( r \gg \sigma_B \) (Fig. S8 reports the comparison without the correction).

We compare the experimental data (which display some differences, possibly due to different preparation histories) to numerical \( g(r) \) with \( \rho_s \) comparable to experimental values typical of HDA and VHDA. Fig. 3 shows that both eHDA and VHDA radial features are rather faithfully reproduced by TIP4P/Ice. The quality of the com-
FIG. 3. Comparison between experimental (symbols) and numerical (lines) $g(r)$ in (a) eHDA and (b) VHDA at $T = 80$ K and $P = 1$ bar. The densities indicated in the label refer to the values at ambient pressure.

comparison enforces our confidence in the TIP4P/Ice model to properly describe the local geometries responsible for the structural signatures observed experimentally, as detailed in the following analysis.

To gain a better insight in the structural changes on going from eHDA to VHDA we adopt a methodology recently proposed to investigate the liquid-liquid phase transition [38]. We separate the contributions to the $g(r)$ originating from pairs of molecules with “chemical distance” $D$, where $D$ is defined as the minimum number of HBs connecting the two molecules along the HB network. An analysis based on the HB network topology depends crucially on the ability to properly identify HBs. In TIP4P/Ice, HBs can be accurately identified at all pressures (Figs. S9–S11) adopting the Luzar-Chandler definition [51]. Furthermore, at all explored densities, more than 99.5% of the H atoms are involved in HBs, indicating that practically all molecules donate two hydrogens for bonding (Fig. S12).

We connect structure and network topology by writing

$$g(r) = \sum_D g_D(r) \quad (1)$$

where $g_D(r)$ is the radial distribution function evaluated among only pairs of molecules at chemical distance $D$. The effects of this decomposition are shown for the lowest and highest studied $P$ (2.5 and 13 kbar) in Fig. 4. The partitioning reveals precise relationships between spatial and topological features, providing insight into the structural evolution that occurs upon compression and thus facilitating a classification of molecule pairs into distinct groups. First, we observe well defined peaks at $r \leq 3.5$ Å for $D = 3, 4$ and 5, clarifying that interstitial molecules, despite their close real-space distance, reaching down to $r \approx 3.5$ Å, are separated by three or more HBs. The growth in the number of interstitial molecules, (a phenomenon which characterizes the transition from the low to the high density liquid [38]) is significantly enhanced on going from HDA-like to VHDA-like densities. Figure 4 also shows that the peak at $r \approx 5$ Å can be associated to molecules separated only by two HBs ($D = 2$) and that the peak at $r \approx 6$ Å originates from pairs with chemical distance $D = 4$. Indeed, while $D = 3$ provides a major contribution to $g(r \approx 6$ Å), only in $D = 4$ a new peak arises, continuously growing upon compression from high to very-high densities.

Finally, $g_2(r)$ shows a complete disappearance of the tetrahedral peak at 4.4 Å — the landmark of the LDL phase, still quite intense in the HDL at coexistence [38] — which progressively transforms into a broad featureless distribution, indicating a significant broadening of the OOO angle of H-bonded triplets of molecules.

To pin down the local geometries responsible for the peaks, $g_D(r)$ can be further decomposed into contributions from “rings” of different length [38]. To each pair of molecules contributing to $g(r)$ we now associate, in ad-
FIG. 5. Contribution to the radial distribution function from pairs of molecules at (a) D=2 and (b) D=4, separated according to the ring length L, along the T = 188 K isotherm. Colours from red to blue indicate increasing pressure from 2.5 to 13 kbar. Note that for D = 2 and L = 7 and 8, a clear peak progressively grows at r ≈ 5 Å. Also note that for D = 4, beside the growth at the interstitial distance r ≈ 3.2 Å a further peak appears at r ≈ 6 Å, most clearly for L = 8 and L = 9.

dition to the spatial distance r and chemical distance D, also a ring length L. The ring is selected by joining the two shortest non-intersecting HB-paths connecting the selected pair (see also Fig. S15 for an example). Then each \( g_D \) can be written as

\[
g_D(r) = \sum_L g_D^L(r)
\]

where \( g_D^L \) indicates the contribution to \( g(r) \) from all pairs of molecules with chemical distance D and ring length L.

This analysis applied to \( g_2(r) \), detailed in Fig. 5(a), reveals that the peak at \( r \approx 5 \text{ Å} \) originates from pairs at \( D = 2 \) which are part of rings of length \( L = 7 \) and 8. An example of the corresponding molecular arrangement is shown in Fig. 6(a). Since the length of a HB is strongly constrained around \( \approx 2.8 \text{ Å} \), these types of configurations at \( D = 2 \) are associated to typical \( \text{O} \hat{\text{O}} \text{O} \) angles of about 135°. Such large angles (compared to the tetrahedral one) propagate in the HB network, promoting the formation of \( L \geq 7 \) rings. The same strategy (Eq. 2) also allows us to associate the peak at \( r \approx 6 \text{ Å} \) to pairs at \( D = 4 \) for different values of \( L \); the decomposition of \( g_4(r) \) is reported in Fig. 5(b). Pairs at \( r \approx 6 \text{ Å} \) are found in rings with a square-like segment such that they are almost-collinear with a third molecule, H-bonded to only one of them, as seen in Fig. 6(b). Pairs with \( D = 4 \) and \( L = 8 \) also provide a major contribution to the interstitial region with a crystal-clear peak shifting from 3.5 to 3.2 Å with increasing \( P \), signaling a drastic network restructuring linked to the interpenetration of bond-coordination shells. An example of this local geometry is provided in Fig. 6(c). Movies S1–S3 included in the S.M. facilitate the visualization of these geometric arrangements.

In summary, by exploring with lengthy simulations the high-density liquid in TIP4P/Ice at \( T = 188 \text{ K} \) (below the model liquid-liquid \( T_c \)), we have demonstrated that the liquid structure continuously evolves from eHDA to VHDA, supporting an interpretation of water high-density glasses based on thermodynamic continuity. Both eHDA and VHDA can be seen as the kinet-
ically arrested counterparts of a single high-density liquid, which is mirrored by eHDA close to the liquid-liquid transition pressure, and progressively more by VHDA as $P$ is increased. Together with the experimentally established connection between the low density liquid and LDA [52, 53], our finding reinforces the hypothesis, based on the liquid-liquid critical point idea [31, 54, 55], that LDA and HDA-VHDA are the amorphous phases associated to the low and high density liquids, with no need to invoke a derailed crystallization pathway [28, 29].

We have also identified the geometrical origin of the structural changes taking place on going from eHDA to VHDA: (i) interstitial molecules arising from long rings with a “folded” structure, bringing molecules separated by three or four HBs close by in space; (ii) progressive distortion of the OOO angle, favouring larger ring sizes (and responsible for the peak at $r \approx 5 \text{Å}$); (iii) specific structural motifs in rings of length $L \geq 8$ such that molecules separated by four HBs remain at distance $\approx 6 \text{Å}.$
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FIG. S1. *P–T* projection of the phase diagram of TIP4P/Ice, showing the explored state points (orange circles), the liquid-liquid critical point location estimated in Ref. [7] (violet star), the liquid-liquid transition line from Ref. [8] (solid blue line) and its extension in the supercritical regime (dashed blue line) and the solid-liquid coexistence curve from Ref. [1] (solid green line).

| pressure / kbar | equilibration time / µs | production time / µs |
|-----------------|-------------------------|----------------------|
| 2.5             | 5.0                     | 5.0                  |
| 4.0             | 6.0                     | 6.5                  |
| 5.0             | 13.0                    | 12.0                 |
| 6.0             | 7.0                     | 8.0                  |
| 7.0             | 15.5                    | 12.0                 |
| 8.0             | 13.0                    | 10.0                 |
| 9.0             | 15.0                    | 12.0                 |
| 11.0            | 14.0                    | 12.0                 |
| 13.0            | 14.0                    | 12.0                 |

DESCRIPTION OF THE SIMULATIONS

This study is based on a set of classical molecular dynamics (MD) simulations of \( N = 1000 \) water molecules interacting via the TIP4P/Ice potential [1] in the NPT ensemble, using
FIG. S2. Evolution of density in time along the 188 K isotherm. Colors from blue to red indicate increasing pressure from 2.5 to 13 kbar. The precise pressure values are listed in Table I.

FIG. S3. Mean-square displacement of water molecules during the production phase of the MD simulations along the 188 K isotherm. Colors from blue to red indicate increasing pressure from 2.5 to 13 kbar. The precise pressure values are listed in Table I. The black dashed line at 7.8 Å² represents the nearest-neighbour distance squared.

GROMACS 5.1.4 [2] in single precision. A cubic simulation box with periodic boundary conditions was adopted. We chose a leap-frog integrator with a timestep of 2 fs. Temperature coupling was controlled via a Nosé-Hoover thermostat [3] with a characteristic time of 8 ps, and pressure coupling was controlled via an isotropic Parrinello-Rahman barostat [4].
with characteristic time 18 ps. Molecular constraints were implemented via the LINCS algorithm [5] at the sixth order, and van der Waals forces have been evaluated with a cutoff distance of 0.9 nm. To account for electrostatic interactions the particle-mesh Ewald method at the fourth order, with real-space cutoff 0.9 nm [6] was selected.

In Fig. S1 we show the location of the state points explored in this work, with respect to other relevant features of the phase diagram of the TIP4P/Ice model. Equilibration and production times for these state points are reported in Table S1. The simulations at pressures 2.5 and 4 kbar have been reproduced from Ref. [8], but the latter has been significantly extended. The evolution of density with time throughout the whole simulation is shown in Fig. S2; also, the molecular mean square displacements during the production phase are reported in Fig. S3. Apart from the highest density (associated to pressure 13 kbar), molecules have diffused, on average, a distance larger than the nearest neighbour distance (the hydrogen bond length, $r \approx 2.8\text{Å}$) during the production phase.

**INHERENT STRUCTURES**

We evaluated the inherent structures (IS) [9] by minimizing the potential energy via the steepest descent algorithm (STEEP) in GROMACS with a force tolerance of 1 J mol$^{-1}$ nm$^{-1}$ and a maximum step size $5 \times 10^{-4}$ nm. To ensure maximum accuracy, the minimization was carried in double precision. An example of the effect of the energy minimization on the liquid structure is shown in Fig. S4, for $P = 9$ kbar. The increase in short-range order causes a significant increase in the height of the first peak, enhancing the separation between the first and second hydration shells. In the intermediate range, only minor differences are observed, related to a slight enhancement of peaks and valleys, while the long-range correlations are practically unaffected.

In Fig. S5 we also show the complete pressure dependence of the $g(r)$ in the real dynamics, to be compared with Fig. 2 in main text. It is evident that the process of energy minimization enhances the structural features of the system without artificially altering them.
FIG. S4. Comparison of the radial distribution function of the liquid state \((T = 188 \, \text{K}, \, P = 9 \, \text{kbar})\) in the real dynamics and its inherent structures.

FIG. S5. Pressure dependence of the oxygen-oxygen \(g(r)\) evaluated in the real dynamics along the 188 K isotherm. Successive \(g(r)\) curves are shifted by 0.25 along the vertical axis.

**STRUCTURE FACTOR**

The structural description provided by the radial distribution function (Fig. 2 in main text) is here complimented by its Fourier transform, the structure factor \(S(q)\) [10], reported in Fig. S6 (evaluated in the IS). In Fig. S7 \(S(q)\) is evaluated in the real dynamics, and
FIG. S6. Pressure dependence of the oxygen-oxygen structure factor evaluated in the IS along the 188 K isotherm. Successive $S(q)$ curves have been shifted by $1/3$ along the vertical axis.

FIG. S7. Pressure dependence of the oxygen-oxygen structure factor evaluated in the real dynamics along the 188 K isotherm. Successive $S(q)$ curves have been shifted by $1/3$ along the vertical axis.

once again we observe that the structural features of the system are not altered by energy minimization. In Fourier space one observes a clear shift (and enhancement) of the pre-peak from $\approx 2$ to $\approx 2.4 \text{ Å}^{-1}$ and a decrease in the peak intensity at $3.1 \text{ Å}^{-1}$. Also, above 7 kbar the peak around $5 \text{ Å}^{-1}$ splits into two broad but distinct peaks, at $\approx 4.5 \text{ Å}^{-1}$ and
≈ 5.5 Å⁻¹ respectively. The evolution of these features is consistent with recent experimental observations by Mariedahl et al. [11], increasing our confidence in the ability of TIP4P/Ice to faithfully describe the structural properties of deep supercooled water.

**COMPARISON WITH EXPERIMENTAL DATA**

To obtain amorphous states that could be compared with the experimental glasses as shown in Fig. 3 of main text, the IS were annealed to 80 K and relaxed to ambient pressure. The annealing was carried out over an interval of 200 ps, and we used the Berendsen algorithm [12] for both temperature and pressure coupling with short relaxation times, respectively 0.8 and 1.8 ps. Here we adopted these algorithms to avoid artificial oscillations in $T$ and $P$ which are sometimes observed with other thermostats and barostats after abrupt changes in thermodynamic conditions. The Berendsen algorithm is known to provide the correct thermodynamics and structural averages, but incorrect fluctuations.

As explained in main text, the glass structures thus obtained are still not ready to be compared with experimental data; at such low temperatures quantum effects become relevant [13] and a correction, accounting for the delocalization of O atoms, has to be applied to the numerical results from the classical TIP4P/Ice potential. Fig. 3 shows the comparison of numerical and experimental data, after the numerical $g(r)$ has been convoluted with a Gaussian of variance $7.1 \times 10^{-3}$ Å² as discussed in the main article; in Fig. S8 we compare the $g(r)$ before and after such correction is applied, for the glasses recovered at three different values of density. As expected, the convolution affects only the region of the first peak, while the correlations at larger separations are unaffected (although the curve is obviously smoothened).

**HYDROGEN BONDS**

To perform an accurate analysis based on topological properties it is of fundamental importance to correctly identify HBs at all thermodynamic conditions. Several different definitions of HB have been proposed throughout the years [14].

The definition of Luzar and Chandler [15] (LC) ($r_{OO} < 3.5$ Å and $\theta < 30^\circ$ where $\theta$ is the (smallest) H–O–O angle) when applied to the IS allows us to identify HBs with high
FIG. S8. Comparison of numerical $g(r)$ before and after application of quantum broadening corrections, for amorphous configurations at three different densities.

FIG. S9. Spatial density function, $g(r, \theta)$, of the OO distance $r$ and the H\(\hat{\text{O}}\)···O angle $\theta$ at (a) 13 kbar and (b) 2.5 kbar. The value of $g(r, \theta)$ is represented by intensity in logarithmic scale, increasing from white to black.

accuracy, despite the increasing distortion in the local environments that is observed upon isothermal compression. Figure S9 depicts the $g(r, \theta)$ distribution of the system at 2.5 and 13 kbar. With increasing pressure, the identification of HBs provided by the LC definition becomes less accurate since the distribution around the main HB peak ($r \approx 2.8 \text{ Å}, \theta \approx 5^\circ$) becomes broader. It should be noticed, however, that point density in Fig. S9 is shown in log scale, so that low-probability regions in $r - \theta$ space are accentuated with respect to high-probability ones.
The average identification error committed by adopting the LC definition can be estimated as follows. We can consider “proper” HBs those that satisfy the LC conditions, and “uncertain” HBs those with a bond length $r < 3.5 \, \text{Å}$ but with an angle within 20% above the LC angular threshold: $30^\circ < \theta < 36^\circ$. It appears likely that at least a fraction of these uncertain bonds should be considered as proper HBs. The error can then be defined as the ratio between the number of uncertain and proper HBs. The results are reported in Fig. S10, showing that the average error is below 1% even at the highest pressure. The LC definition of HB is therefore reasonably valid over the whole isotherm.

To investigate an alternative definition, instead of using the LC angular threshold $\theta^* = 30^\circ$, we choose a $r$-dependent angular threshold $\theta^* = \theta^*(r)$ with the aim of minimizing the error intrinsic in the definition. The simplest approach uses a linear dependence, $\theta^*(r) = \theta_0 + \alpha r$. We thus identify a potential of mean force $PMF$ (per unit thermal energy)

$$PMF = - \ln g(r, \theta)$$  \hspace{1cm} (S1)

and obtain the values of $\theta_0$ and $\alpha$ by identifying the linear path of maximum PMF passing through the saddle point at $r \approx 3 \, \text{Å}$ and $\theta \approx 35^\circ$. This path identifies the optimal boundary between H-bonded and non-H-bonded pairs. By optimising over the data at $P = 13\, \text{kbar}$, we find:

$$\theta_0 \approx 113^\circ, \quad \alpha \approx -26^\circ \, \text{Å}^{-1}.$$  \hspace{1cm} (S2)
FIG. S11. Comparison, at $P = 13$ kbar, of the Luzar-Chandler definition of HB and the new definition obtained by evaluating the linear path ($\theta = \theta_0 + \alpha r$) of maximum PMF through the saddle point (cyan circle, found approximately at $r \approx 3\text{Å}$ and $\theta \approx 35^\circ$).

With this method, two molecules are H-bonded if their O–O distance is $r < 3.5\text{Å}$ and their H$\cdot\cdot\cdot$O angle satisfies $\theta < 113^\circ - 26^\circ \text{Å}^{-1} r$. See Fig. S11. At $P = 13$ kbar, where the difference between the two definitions is largest, the new definition counts an average of $\approx 2002$ H-bonded pairs out of 1000 molecules, whereas the LC criterion identifies $\approx 1995$ pairs; that is, an average difference of 7 HBs per configuration. As the pressure is decreased, the difference between the two definitions decreases. Given the minute difference, we conclude that even in this high-$P$ regime, the LC definition can be adopted without the risk of significantly compromising the topological description of the system. Hydrogen bonds in the following (and in the main text) are thus always identified according to the LC definition in the IS.

**NETWORK DEFECTS**

In the explored thermodynamic range, we observe molecules with coordination numbers 3 or 5 (network defects); Following the nomenclature introduced by Saito et al. [16], 5-coordinated defects donate 2 HBs and accept 3 ($\text{H}_2\text{O}_3$), while 3-coordinated defects can either donate 2 HBs and accept 1 ($\text{H}_2\text{O}_1$) or donate 1 and accept 2 ($\text{H}_1\text{O}_2$). In a previous
work [8] we have shown that network defects appear to have a role in the structural transformations that characterize the liquid-liquid phase transition of (TIP4P/Ice) water; along the 188 K isotherm, from ambient pressure up to 2.5 kbar, H$_2$O$^1$ and H$_2$O$^3$ were found to be almost-perfectly paired, thus conserving the total number of HBs and imposing only a minor energetic cost on the system; the presence of H$_1$O$^2$, a geometry that sacrifices a HB, was negligible.

The fraction of defects, distinguished by species, that we observed along the 188 K isotherm from 2.5 to 13 kbar is shown in Fig. S12. At all pressures, more than 99.5% of the H atoms are involved in HBs, indicating that, despite the high pressure and intense structural distortion, practically all molecules donate two hydrogens for bonding. While most molecules still participate in four HBs, there is a fraction of network defects, accepting either one or three bonds, whose concentration increases (roughly) linearly with density.

The strong correlation between the number of five- and three-coordinated molecules and the density might suggest that the primary effect of compression is to convert a pair of tetrahedrally-coordinated molecules into a H$_2$O$^1$ – H$_2$O$^3$ defect pair. Consistent with the weak dependence of $E$ on $\rho$ (see Fig. 1 of the main text), such a transformation does not have a significant energetic cost, preserving the total number of HBs while improving the packing.

The structural properties of network defects in this thermodynamic regime are also consistent with the observations made in Ref. [8]. Figure S13 shows the contribution to the $g(r)$

![Graph showing population of network defects as a function of density.](image-url)
FIG. S13. Contribution of network defects to $g(r)$ evaluated in the IS at three different pressures along the 188 K isotherm. Curves were shifted by 0.1 along the vertical axis; the $r \to \infty$ limit indicates the relative concentration of the associated defect species.

The core results about the structure of the system are obtained by classifying the pairs of molecules in the system according to their chemical distance and ring length, as outlined in the main text. The definition of ring that we adopted here is the same that we proposed in Ref. [8]. For a given pair of molecules $(i,j)$ at chemical distance $D$, the ring length $L$ associated to this pair is the length (measured in steps along the HB network) of the closed path obtained by joining the two shortest non-intersecting HB-paths between $i$ and $j$. By definition, $L \geq 2D$.

With this approach, we first separate all pairs of molecules in the system depending on their chemical distances $D$, so as to evaluate the contribution to the radial distribution...
FIG. S14. Contributions to the $g(r)$ along the 188 K isotherm separated by coordination shells:
(a) $D = 2$, (b) $D = 3$, (c) $D = 4$. Pressure increases from blue to red.
function $g(r)$ arising from pairs at chemical distance $D$, such that

$$g(r) = \sum_D g_D(r).$$

The results of this decomposition at pressures 2.5 and 13 kbar are shown in Fig. 4 of the main text; here, in Fig. S14 we report the complete pressure dependence of the $g_D$ contributions (for $D = 2, 3, 4$) along the 188 K isotherm.

As a second step, each pair of molecules at chemical distance $D$ is further characterized in terms of its ring length $L$; the total structure of the system is now decomposed in such a way that

$$g(r) = \sum_D \sum_L g^L_D(r).$$

Fig. S15 shows a sample HB network, where two different pairs of molecules are highlighted, in blue and red respectively. The ring length associated to the blue pair (a) is $L = 6$, and that associated to the red pair (b) is $L = 8$; the two pairs are characterized by different ring lengths, despite the fact that the blue molecules are included in the ring that connects the red pair.

The pressure dependence of each $g^L_D$ along the isotherm is shown in Figs. S16–S18. The behavior of $g_2$ and $g_4$ (and their components $g^L_2$ and $g^L_4$) is extensively discussed in the main text. Besides the increase in the interstitial peak, $g_3$ does not show clear relevant features in the evolution from high to very-high densities. As seen in Fig. S17, the (small) increase in the $g_3$ contribution at $r \approx 6$ Å can be ascribed fundamentally to the $g_3^8$ component, where a peak continuously shifting from $\approx 6.5$ Å to $\approx 6$ Å is observed, without evidence of significant transformations in the underlying network structure.
FIG. S15. Sample schematics of a HB network showing how rings and ring lengths are identified. 
(a) The blue molecules are at chemical distance $D = 2$ (short-dashed path), and the second-shortest path (long-dashed) has length $D' = 4$; by joining these two paths we obtain a ring of length $L = 6$. 
(b) The two shortest paths between the pair of red molecules are both of length 4, producing a ring of length $L = 8$. 
FIG. S16. Contributions to the $g(r)$ arising from pairs of molecules at chemical distance $D = 2$ in rings of length $L$ ranging from (a) $L = 4$ to (e) $L = 8$. Pressure increases from blue to red.
FIG. S17. Contributions to the $g(r)$ arising from pairs of molecules at chemical distance $D = 3$ in rings of length $L$ ranging from (a) $L = 6$ to (d) $L = 9$. Pressure increases from blue to red.
FIG. S18. Contributions to the $g(r)$ arising from pairs of molecules at chemical distance $D = 4$ in rings of length $L$ ranging from (a) $L = 8$ to (c) $L = 10$. Pressure increases from blue to red.
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