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Based on the concept of “smart tourism,” this paper designs and implements a tourism management information system based on PSO-optimized NN. The foreground tourism web page of the system adopts DIV + CSS mode for page planning and layout, PHP as the client script language, and SQL server as the database to store and analyze user information. At the same time, the system adds personalized components to the user’s search ranking results, so that the routes and scenic spots presented in front of users in the result interface are more in line with users’ consumption habits. In order to verify the performance of the model and algorithm constructed in this paper, several experiments were carried out in this paper. Experimental results show that the prediction accuracy of this algorithm is 94.67% and the recall rate is 96.11%. This algorithm can overcome the disadvantages of traditional algorithms and provide some effective suggestions for tourism management. At the same time, this paper applies the concept of “smart tourism” to specific tourism informatization, which can promote the transformation and upgrading of tourism industry structure and further enhance the overall development level of tourism industry.

1. Introduction

Tourism informatization contributes significantly to the growth of tourism and is increasingly becoming a key competitive advantage in global resource allocation [1]. The three major industries in the world are tourism, automobiles, and oil, and tourism is also known as the “smokeless industry.” The tourism industry has grown rapidly in tandem with the improvement of people’s living standards, but it has also brought many problems. Travel agencies currently deal with a large amount of data, with low efficiency and significant errors. With the advancement of the economy and the improvement of people’s living standards, many people are turning to holiday tourism to relieve stress and relax [2]. As a result, people’s demand for tourism will continue to rise. It is critical to develop a tourism management information system that meets application requirements and has comprehensive functions in order to better adapt to the current market situation. Wisdom tourism is a higher-level and more comprehensive guiding strategy for tourism informatization development, as well as a more profound embodiment of the value of tourism informatization development. With the rapid advancement of computer technology, database management systems are becoming increasingly sophisticated [3]. People are gradually paying attention to modern enterprise management as a result of the establishment of scientific management systems and the popularisation of modern computer management mode, particularly due to the rapid development of computer technology and modern communication technology [4]. The use of computer-assisted management emerged and grew quickly. The importance of carrying out informatization construction in the tourism industry is both theoretical and practical.

People’s office efficiency and cost savings can be greatly improved with a tourism management system. However,
tourism development is currently slow, and there is no effective management strategy in place. Enterprises with poor information management are less efficient. It is not smooth due to a lack of informatization, a single management mode, and limited communication channels in the tourism administrative department. The tourism industry’s development is hampered by these issues. Simultaneously, how to quickly and accurately find high-quality information from the vast amount of Internet data; how to thoroughly analyze customers’ consumption habits and formulate user strategies is an important field of Internet technology research [5]. As an information processing system that mimics biological neurons, the ANN (Artificial Neural Network) offers non-linear approximation, parallel processing, self-learning, self-organization, and fault tolerance. As a result, it has some advantages in terms of practical application. The most widely used NN (Neural network) model is the BPNN (Back propagation neural network) [6]. To adjust the weight, BPNN typically uses the gradient descent method. However, it has some flaws, such as the ability to fall into local minima, slow convergence speed, and easy oscillation [7]. This paper introduces PSO (Particle Swarm Optimization), which is used to train the weights and thresholds of NN in order to address these flaws. This paper builds a tourism management information system based on PSO-optimized NN based on the concept of “smart tourism.” The following are some of its innovations:

(i) This paper mainly researches and develops the system according to the idea of software engineering design, and uses a variety of cutting-edge technologies to complete the establishment of tourism management information system. Aiming at the time-consuming problem faced by users in choosing tourist routes, this paper puts forward a brand-new price comparison decision method. It can help users easily get all kinds of travel route information of various travel websites. In addition, the security and reliability of this system are effectively verified by testing.

(ii) BPNN generally adopts gradient descent method to adjust weights. In this paper, an improved PSO-optimized NN algorithm is proposed, aiming at its inherent defects of falling into local minima, slow convergence and easy oscillation. Compared with the traditional NN algorithm, the results show that the performance of PSO-optimized NN algorithm is better.

This paper will be divided into five sections based on the content of the paper and the needs of the article structure, with the following contents for each section: the introduction is the first section. This section provides an overview of the paper’s research background, significance, and innovation. The work in the second section is related. This section describes the current state of research on the research topic both at home and abroad, as well as the research work and ideas presented in this paper. There are two parts to the third section. Section 3.1 examines the tourism management information system and the NN algorithm in general. Section 3.2 A tourism management information system is built and implemented using a PSO-optimized NN algorithm. Many experiments are carried out in the fourth section to investigate the performance of the proposed system and the improved algorithm. Summary and prospects are covered in the fifth section. This chapter summarises the paper’s research findings. Finally, the paper’s shortcomings are discussed, as well as future research directions.

2. Related Work

With the fierce competition of more and more tourism industries, how to improve the service quality and management of tourism is becoming more and more important. At the same time, with the rapid development of mobile Internet, cloud computing, AI and other technologies, the integration of tourism industry and IT industry is getting closer and closer. Among them, ANN has been well applied in many fields. At present, many scholars have combined NN with tourism and made some achievements.

In order to improve the prediction accuracy of popular tourist attractions, Du et al. proposed a prediction model of popular tourist attractions based on genetic algorithm optimization [8]. Zhou et al. used use cases for travel service recommendation [9]. This model organizes the user’s historical data into case forms and stores them; when the user has a demand, the system will search through the case by the method of similarity calculation to find the case that is close to the user’s needs; The case is adjusted according to local needs and a recommended solution is generated. Liu et al. introduced the radial basis function NN with strong non-linear modeling ability to describe the non-linear change characteristics of popular tourist attractions, and optimized the parameters of the radial basis function NN to establish the optimal prediction model of tourist attractions [10]. Bai and Han made dynamic prediction of tourist attractions based on grey system and NN [11]. Lv uses the improved genetic algorithm to optimize the structure and initial weight of the BPNN in the research of improving the genetic algorithm to optimize the BPNN for prediction [12]. In the PSO optimization NN prediction model, Zhao et al. used PSO to optimize the weight parameters of the BP network [13]. This method improves the problem that the BP network is easy to fall into the local minimum value, and improves the convergence speed. The system proposed by Sundriyal et al. uses demographic information to recommend tourist attractions, and classifies users by using Bayesian methods and support vector machines; and assumes that users in the same class have similar interests and preferences, recommending similar Other attractions of interest to users to solve the cold start problem [14]. It has a certain effect. Du achieves a balance between the global search and local search of particles through the linear decrease of the inertia weight and acceleration factor of the PSO, and improves the optimization performance [15]. Behjaty and Monfared proposed a PSO-optimized NN ensemble tourism prediction model based on support vector machines [16]. Zhang designed a tourism demand forecasting system based on
BPNN. The system can dynamically predict tourism demand and has good prediction accuracy [17].

This paper discusses the mode of “smart tourism” and builds a tourism management information system based on PSO optimized NN based on an in-depth review of relevant literature. To begin, an improved PSO optimization algorithm is used to optimize the weight parameter combination of the BPNN model repeatedly. The algorithm is then used to precisely optimize the obtained network parameters. Finally, for prediction, the most accurate optimal parameter combination is used. Customer receipt management module, customer information management module, management module, customer group, tourism resource management module, and functional module have all been completed through design and practise. Finally, the experimental simulation demonstrates that the improved method presented in this paper improves the accuracy of prediction results while requiring few parameters and being simple and effective.

3. Methodology

3.1. Tourism Management Information System and NN Algorithm. The brain is the most complex, perfect and effective information processing system known in the universe. The number of nerve cells in the brain is huge, and these nerve cells are also called neurons. It is hundreds of millions of such neurons that make up our human brain through complex connections. Neurons are the only cells in human body that can sense stimulation and conduct shock, and are also the basic units of nervous system in morphology, structure, function and nutrition. Inspired by the bionics research of ANN [18–20], the operation mode of brain neurons was simulated. NN has the characteristics of massive parallelism, learning autonomy, high nonlinearity and self-organization, and is widely used in many fields. ANN is a complex network composed of a large number of simple components connected to each other. It has a high degree of nonlinearity, and is a system that can perform complex logical operations and realize non-linear relationships. ANN can process information, and its core idea is to adjust the connection relationship between internal nodes according to the different complexity of the system. It has all the characteristics of non-linear dynamic system, such as irreversibility, various types of attractors, chaos and so on. BPNN is the most commonly used NN model at present. Because of its good adaptability and strong non-linear mapping ability, BPNN has been widely used, but it also has some shortcomings. For example: ① the random initialization assignment of BP network connection weight and threshold before network model training makes the network easy to fall into local extreme points and affects the accuracy of prediction. ② For the determination of BPNN structure, there is no exact formula for the number of hidden layer nodes. Improper selection is prone to over fitting or insufficient learning ability, which affects the generalization ability of the network. BPNN model generally has input layer, hidden layer and output layer. The neurons in adjacent layers are fully connected, and there is no connection between neurons in each layer. The structure of NN is shown in Figure 1.

BPNN is a multilayer feedforward NN with two processes: forward transmission of input signals and error back propagation. Various neurons in a feedforward network accept the previous layer’s input and output to the next layer without receiving feedback. There are two types of nodes: input cells and calculation cells. There can be any number of inputs, but only one output per computing unit. The basic idea behind the BPNN algorithm is to first initialise the weight and threshold of NN, and then calculate the corresponding output value using the transfer function between NN layers; finally, calculate the error between the output value and the expected output value, and then reverse the weight and threshold of NN. NN is trained by performing forward and reverse error corrections repeatedly. The operation is terminated when the error value reaches the set standard. The neuron state of each layer only affects the neuron state of the next layer in the BPNN model. To approach any rational function with any accuracy, the network structure usually only requires a single hidden layer. The number of neural nodes in the input and output layers of the network is determined by the dimension of the input and output vectors of training samples. The characteristics of neurons, the form of neuron interconnection, and learning rules are the three factors that determine NN’s overall performance. We must improve the BPNN model’s inherent flaws in order to better apply it. PSO stands for swarm intelligence optimization. The algorithm is simple to use and is used in a variety of optimization problems. This paper will build a tourism management information system using a PSO optimized NN algorithm.

The development of information and Internet technology has completely changed people’s life, and the intellectualization of tourism management has also become a trend. At present, the websites of travel agencies all over the country are in their own array in terms of function, information service and business operation, and the phenomenon of “information island” is serious [21]. The tourism management information system is convenient, which can manage, store and share resources through the network and various types of tourism resources. It greatly saves the labor cost, reduces the work difficulty and improves the intelligent level of the tourism industry. Continuously improve the level of tourism informatization management, optimize the allocation of resources, and realize the industrial chain of enterprises; It can promote the development of enterprises, expand employment and realize the positive role of tourism economic development. Therefore, developing a tourism management information system that can not only store but also update and query data is critical. The requirements for building various formats of informatization in smart tourism are extensive. The creation of a smart travel agency, for example, necessitates the network realization of various functions such as data collection and resource procurement, product planning and release, product sales, tourist service, order management, team management, statistical settlement, and so on. However, in the current reality, only a few tourism businesses use the network to carry out the aforementioned functions. The tourist route can be inquired by inputting tourist places; Travel agency management route; Recommended by popular
3.2. Construction of Tourism Management Information System Based on PSO-Optimized NN. This system combines NN and PSO to create a tourism management information system. It is concerned with network applications. The function, or purpose, of a network management system should be the first step in its development [24]. The functional requirements are usually to clearly express a network management theme, to accommodate various types of content, and to adapt to various resolutions. Second, the design structure should be obvious. Because there are so many databases in this system, the databases must be designed ahead of time. It is the foundation of the data tourism management information system, the core content of the smart tourism city construction, and it provides crucial data support for the application service system construction. A data dictionary is made up of data items, data storage, data flow, data structure, and data processing, with data items being the smallest unit of the data dictionary. A solution system for industry-wide data perception is proposed in this planning scheme, which is integrated into tourism intelligence data based on industry-wide data. Many weight adjustment methods for BPNN algorithms based on gradient descent exist, but they all have drawbacks, such as slow convergence, long training times, and global convergence. PSO’s optimization process is independent of gradient information, and it does not require that the function be differentiable or that the derivative be excessive. PSO is used as the NN training method in this paper to reduce NN training time and improve search efficiency. The flow chart of optimizing PSO NN algorithm is shown in Figure 2.

A perfect system should have good stability, reliability, security and scalability, and can run efficiently. Therefore,
this system meets the following performance requirements: ① correctness. ② Reliability. ③ Easy practicality. ④ Maintainability. ⑤ Reusability. ⑥ Understandability. ⑦ Safety. ⑧ Effectiveness. The system’s basic information data for users primarily consists of gender, age, occupation, city, and historical comment items, while the comment data primarily consists of the user’s comment text information on previous tourism service items and the corresponding scores. The system covers all end users based on the characteristics of the online travel network. The system also allows for real-time online operation, and the front page of timeliness and variability consistently sets high standards. The establishment of tourism data security standards ensures the security of data circulated in the tourism industry. Data transmission security standards, data storage security standards, and data exchange security standards are all included in the construction. Traditional linear modeling methods cannot accurately describe influencing factors and tourist attractions because they have a strong non-linear relationship. In order to fit the non-linear relationship between influencing factors and tourist attractions, this paper uses PSO to optimize NN. This paper uses a three-layer NN with only one hidden layer for the topological structure of NN in order to transform an infinite domain input into a limited range output. S-type function is used in this paper. The output formula of NN is

\[ Y(X_n) = \sum_{i=1}^{I} W_i \Phi(X_n, t_i). \]  (1)

In the formula, \( W_i \) represents the weight between the nodes of the hidden layer and the output layer; \( t_i \) represents the center of the NN function; \( \Phi \) represents the NN function, which is defined as follows:

\[ \Phi(x) = \exp\left(\frac{-\|x - c_i\|^2}{\delta_i^2}\right). \]  (2)

where \( \delta_i \) represents the radius of the radial basis, and \( c_i \) represents the center of the response function. For the three-layer BPNN used in this paper, the optimization dimension is

\[ D = m \times n + n \times k + n + k. \]  (3)

Set the threshold vector from the input layer to the hidden layer as

\[ A_1 = [a_{11}, a_{12}, a_{13}, \ldots, a_{1n}]^T. \]  (4)

Set the threshold vector from hidden layer to output layer as

\[ A_2 = [a_{21}, a_{22}, a_{23}, \ldots, a_{2k}]^T. \]  (5)

Set the encoding on each particle dimension in the algorithm to

Figure 2: PSO optimization NN algorithm flow.
\[ x = [IW_{11}, \ldots, IW_{mn}, LV_{11}, \ldots, LV_{nh}, a_{11}, \ldots, a_{in}, a_{21}, \ldots, a_{2k}] \]  

(6)

The adjustment of weights and thresholds in BPNN is based on the mean square of errors. The fitness function optimized by PSO is used as the back-propagation function of the BP network error, and the equivalence relationship between the mean square value of the error and the fitness function of PSO is established. The objective function expression is

\[ f_i = \frac{1}{N} \sum_{k=1}^{n} [y(k) - y_m(k)]^2. \]  

(7)

In the formula, \( N \) represents the total number of training samples, \( f_i \) represents the square error sum of the objective function; \( y(k) \) and \( y_m(k) \) represent the target output value and actual output value of the objective function, respectively.

The related parameters are coded based on the setting of the NN structure, and the optimization dimension is represented by the weights and thresholds of the NN connection. Using cyclic iteration, the number of hidden layers is determined, and the optimal number and weight of NN hidden layers are found. The optimal position of the current particle and PSO is updated based on the fitness function value. Then, to generate a new group of PSO, update each particle’s position and velocity. The individuals in the improved PSO optimization algorithm are coded into the weights and thresholds of the three-layer feedforward NN structure. Set the variable value intervals in the improved PSO optimization algorithm, then randomly initialise PSO’s particle position and speed within the initialization range. The performance of particle local search and global search will decrease if the inertia factor of PSO is linearly adjusted, according to the basic PSO. The non-linear method is used to overcome the limitations of the linear decreasing method. At this time, the inertia factor expression is

\[ w(k) = w_{\text{min}} + (w_{\text{max}} - w_{\text{min}}) \exp \left( -\frac{25k}{t_{\text{max}}} \right). \]  

(8)

For the problem of network evaluation, the widely used evaluation indicators include MSE (Mean squared error), RMSE (Root mean square error), MAE (Mean absolute error) and MAPE (Mean absolute percentage error). The specific expressions of these four indicators are given here:

\[ \text{MSE} = \frac{1}{n} \sum_{k=1}^{n} (y_k - \tilde{y}_k)^2, \]

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (|y_k - \tilde{y}_k|)^2}, \]  

(9)

\[ \text{MAE} = \frac{1}{n} \sum_{k=1}^{n} |y_k - \tilde{y}_k|, \]

\[ \text{MAPE} = \frac{1}{N} \sum_{k=1}^{n} \left| \frac{y_k - \tilde{y}_k}{y_k} \right|. \]

Among them, \( y_k \) is the actual value, and \( \tilde{y}_k \) is the output value.

Using the system’s HTML page, manage and maintain the online travel network. The customer and logical interface are displayed using the presentation layer. The presentation layer represents users, and the presentation layer also represents the link between users and the system. The presentation layer realises the client’s request, and the data is transmitted, primarily in the business layer, with the results displayed. The goal of the data exchange interface design is to create a system that is open, extensible, adaptable, efficient, and stable. The data exchange interface has its own hierarchical authority management mechanism, and it also manages the security authentication of data acquisition and storage for other data exchange application systems, as well as effectively encrypting the data during transmission. The goal of this paper is to promote online tourism, and the principle of serving users is used to design a tourism management system that meets the actual needs of tourism management. Furthermore, the goal of a simple and clear interface, stable functionality, low implementation cost, and meeting a variety of service tourism demands has been met. Provide assistance to tourism businesses in making decisions.

4. Result Analysis and Discussion

This system is developed in B/S mode, and the interface of presentation layer is realized through WEB browser, mainly for the realization of text, Flash, pictures and other functions. Through the client browser HTML form, URL and Flash request realization, the data is given to the
programming model, and the system provides J2EE realization to develop and realize the system. In order to verify the practical application effect of the system, simulation experiments are carried out in this chapter. Table 1 shows the parameter settings of simulation test environment.

Tansig function is used as the conversion function between the input layer and the hidden layer, and Purelin is used as the conversion function between the hidden layer and the output layer. The maximum training step is 1000, and the number of particles in the parasite group and host group in the improved PSO is set to 50. The network is trained and the results are shown in Figure 3.

It can be seen that the convergence speed of this network is faster. In this paper, PSO is combined with NN, and the weight and threshold of NN are determined by using improved PSO instead of BPNN based on gradient descent. Therefore, the optimal parameter combination is obtained for NN to forecast the tourist volume in tourist areas. Three different models are used to predict the test set, and the prediction results are compared and the performance is analyzed. Test the recall results of different algorithms at the same time. The comparison results of recall rates of different algorithms are shown in Figure 4. The prediction accuracy results of different models are shown in Figure 5.

According to the data analysis in Figure 4, the recall rate of this algorithm is the highest, and it is better than the

| Algorithm               | MSE  | RMSE | MAE  | MAPE |
|------------------------|------|------|------|------|
| Convolution algorithm  | 0.154| 0.499| 0.803| 0.614|
| BPNN algorithm         | 0.108| 0.279| 0.627| 0.512|
| Traditional ANN algorithm | 0.094| 0.301| 0.614| 0.487|
| Improved PSO algorithm | 0.057| 0.213| 0.551| 0.369|

Figure 4: Comparison of recall rates of different algorithms.

Figure 5: Comparison of prediction accuracy of different algorithms.
comparison algorithm. According to the data analysis in Figure 5, the prediction accuracy of this algorithm is at a high level, up to 94.67%. It shows that the model in this paper can be well applied to forecast the number of tourists in tourist areas. This further verifies the feasibility and effectiveness of this method. Table 2 shows the test index values of different methods.

It can be seen from the data results in the table that the fitting accuracy of BPNN algorithm is much higher than that of cluster analysis algorithm; However, the accuracy of improved ANN is better than that of BPNN algorithm and traditional ANN. Comparing the performance of different systems, the running time results of different systems are shown in Figure 6.

Considering the migration of different database management systems, SQLSERVER database replication is adopted. Through the data layer, it mainly operates the query, database storage, transaction processing and update of the system; Realize the return of database data results through the data layer. Test the stability of different systems as shown in Figure 7.

According to the data analysis in the figure, the stability of this system is higher than that of the other two comparison systems. It has the highest stability. Moreover, the
response time of the system in this paper is short, which can achieve high efficiency. This data verifies that the system in this paper has certain superior performance. It can be applied to tourism information management. In this chapter, to verify the performance of the tourism management information system based on PSO-optimized NN proposed and designed in this paper, a simulation experiment is carried out. The simulation results show that the prediction accuracy of this algorithm is 94.67\% and the recall rate is 96.11\%. The performance of this system can meet the practical application requirements and provide some effective suggestions for tourism management decision-making.

5. Conclusions

The development of the tourism industry has been accelerated by the rapid development of computer technology, and the traditional tourism industry has changed dramatically. As a result, a tourism management information system with high availability, expandability, and ease of maintenance is required. This paper completes the construction and application of a tourism management information system using a PSO-optimized NN algorithm. The improved PSO is used to optimize BPNN in this paper, and the PSO’s optimization performance is improved by non-linearly decreasing the inertia factor. Simultaneously, the system provides end-to-end service, including system setup, management personnel analysis of tourism resource management, and statistical category reports. This can provide a great deal of convenience for visitors and have a significant positive impact on tourism benefits. Several experiments were conducted in order to verify the performance of the model and algorithm developed in this paper. The prediction accuracy of this algorithm is 94.67 percent, and the recall rate is 96.11 percent, according to experimental results. This system uses the Scrapy framework to crawl travel website route information, allowing it to efficiently and accurately capture travel route information; providing a user registration interface, clustering users based on user information, and storing user clicks in different categories on different lines; and rearranging route information to make search results more personalized and accurate. The system’s performance is adequate for the application’s needs. At the same time, this paper applies the concept of “smart tourism” to specific tourism informatization, which can help the tourism industry transform and upgrade its structure, as well as improve its overall development level. This research has made some achievements, but due to the time problem and the limitation of knowledge level, there are still many deficiencies in this system. In the future, distributed crawling and distributed storage should be considered to improve the system performance. At the same time, a more humanized interface should be designed.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors do not have any possible conflicts of interest.

Acknowledgments

This study was supported by the Research Fund for Hainan Federation of Humanities and Social Sciences Circles, Research on the Impact of the Entry of International High-End Hotel Brands on the Promotion of Tourism Image in Hainan and Their Image Fit (HNSK(ZC)21-134), and Research Fund for Hainan Federation of Humanities and Social Sciences Circles, Research on Kinetic Energy System Optimization of High-Quality Tourism Development in Hainan (JD(ZC)21-60).

References

[1] T. Ma, “Identification of new media technology factors and research on big data in the tourism industry,” ICIC Express Letters, vol. 13, no. 4, pp. 279–285, 2019.
[2] L. Peng and Y. Chen, “Tourism safety monitoring information service system based on internet of things and block-chain,” Journal of Intelligent and Fuzzy Systems, vol. 10, pp. 1–7, 2021.
[3] S. Liu, “Advanced hybrid information processing,” in Proceedings of the 5th EAI International Conference, ADHIP 2021, Virtual Event, October 22–24, 2021, Proceedings, Part II, October 2021.
[4] K. Luu, M. Noble, A. Gesret, N. Belayouni, and P.-F. Roux, “A parallel competitive particle swarm optimization for non-linear first arrival traveltime tomography and uncertainty quantification,” Computers & Geosciences, vol. 113, no. 4, pp. 81–93, 2018.
[5] Z. Liao, M. Jin, P. Ren, and Y. Luo, “Research on scenic spot’s sustainable development based on a sd model: A case study of the jiuzhai valley,” Sustainability, vol. 6, no. 7, pp. 4632–4644, 2014.
[6] G. Anfuso, A. T. Williams, G. C. Martinez, C. M. Botero, J. A. C. Hernández, and E. Pranzini, “Evaluation of the scenic value of 100 beaches in Cuba: Implications for coastal tourism management,” Ocean & Coastal Management, vol. 142, no. 6, pp. 173–185, 2017.
[7] J. Xi, X. Wang, Q. Kong, and N. Zhang, “Spatial morphology evolution of rural settlements induced by tourism,” Journal of Geographical Sciences, vol. 25, no. 4, pp. 497–511, 2015.
[8] S. Du, H. Zhang, H. Xu, J. Yang, and O. Tu, “To make the travel healthier: A new tourism personalized route recommendation algorithm,” Journal of Ambient Intelligence and Humanized Computing, vol. 10, no. 9, pp. 3551–3562, 2018.
[9] X. Zhou, Y. Zhan, G. Feng, D. Zhang, and S. Li, “Individualized tour route plan algorithm based on tourist sight spatial interest field,” ISPRS International Journal of Geo-Information, vol. 8, no. 4, p. 192, 2019.
[10] J. Liu, N. Liu, Y. Zhang, Z. Qu, and J. Yu, “Evaluation of the non-use value of beach tourism resources: A case study of Qingdao coastal scenic area, China,” Ocean & Coastal Management, vol. 168, no. 3, pp. 63–71, 2019.
[11] S. Bai and F. Han, “Tourist behavior recognition through scenic spot image retrieval based on image processing,” Traitement du Signal, vol. 37, no. 4, pp. 619–626, 2020.
[12] F. Lv, “Study on the development of web GIS technology-based tourism geographic information service system,”
[13] X. Zhao, C. Zhang, and D. Xue, "Geographic information system application in evaluating forest tourism resources based on tourism experience perspective," Boletin Tecnico/Technical Bulletin, vol. 55, no. 4, pp. 260–266, 2017.

[14] S. Sundriyal, V. Shridhar, S. Madhwal, K. Pandey, and V. Sharma, "Impacts of tourism development on the physical environment of Mussoorie, a hill station in the lower Himalayan range of India," Journal of Mountain Science, vol. 15, no. 10, pp. 191–206, 2018.

[15] J. Du, "Research on intelligent tourism information system based on data mining algorithm," Mobile Information Systems, vol. 2021, Article ID 5727788, 10 pages, 2021.

[16] M. Behjaty and Z. Monfared, "Modeling and dynamic behavior of a discontinuous tourism-based social-ecological dynamical system," Filomat, vol. 33, no. 18, pp. 5991–6004, 2019.

[17] X. Zhang, "Characteristics of mountain climate change and optimization of agricultural tourism management based on satellite Internet of Things," Arabian Journal of Geosciences, vol. 14, no. 16, pp. 1–14, 2021.

[18] W. Cai, Y. Song, H. Duan, Z. Xia, and Z. Wei, "Multi-Feature fusion-guided multiscale bidirectional attention networks for logistics pallet segmentation," Computer Modeling in Engineering and Sciences, vol. 131, no. 3, pp. 1539–1555, 2022.

[19] J. Kong, H. Wang, C. Yang, X. Jin, M. Zuo, and X. Zhang, "A spatial feature-enhanced attention neural network with high-order pooling representation for application in pest and disease recognition," Agriculture, vol. 12, no. 4, p. 500, 2022.

[20] Y. Wang, Y. Chen, and R. Liu, "Aircraft image recognition network based on hybrid attention mechanism," Computational Intelligence and Neuroscience, vol. 2022, Article ID 4189500, 9 pages, 2022.

[21] Y. Xing-Zhu and W. Qun, "Exploratory space-time analysis of inbound tourism flows to China cities," International Journal of Tourism Research, vol. 16, no. 3, pp. 303–312, 2014.

[22] W. Cai, Y. Song, and Z. Wei, "Multimodal data guided spatial feature fusion and grouping strategy for E-commerce commodity demand forecasting," Mobile Information Systems, vol. 2021, Article ID 5568208, 14 pages, 2021.

[23] X. Jin, J. Zhang, J. Kong, T. Su, and Y. Bai, "A reversible automatic selection normalization (RASN) deep network for predicting in the smart agriculture system," Agronomy, vol. 12, no. 3, p. 591, 2022.

[24] X. Ferras, E. L. Hitchen, E. Tarrats-Pons, and N. Arimany-Serrat, "Smart tourism empowered by artificial intelligence: The case of lanzarote," Journal of Cases on Information Technology, vol. 22, no. 1, pp. 1–13, 2020.