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Abstract In a random environment, the growth of a population subjected to harvesting can be described by a stochastic differential equation. We consider a population with natural growth following a Gompertz model with harvesting proportional to population size and to the exerted fishing effort. The main goal of this work is to compare the performance of three fishing policies: one with variable effort, named optimal policy, the second based on variable effort but with small periods with constant effort, named stepwise policy, and another with constant effort, denoted by optimal sustainable policy. We will show that the first policy is inapplicable from the practical point of view, whereas the second one, although being suboptimal, is applicable but has some shortcomings common to the optimal policy. On the contrary, the constant effort policy is easily implemented and predicts the sustainability of the population as well as the existence of a stationary density for its size. The performance of the policies will be assessed by the profit obtained over a finite time horizon. We also show how changes in the parameter values affect the profit differences between the variable effort policy and the constant effort policy.
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1. Introduction

Stochastic optimal control methods have been applied to obtain optimal harvesting policies in a randomly varying environment (see, for instance, [2], [3], [13] and [17]). To apply such policies, the fishing effort, $E(t)$, must be adjusted at every time instant, according to the random variation of the population size. This will cause sudden and frequent transitions between maximum or high harvesting efforts and low or null harvesting efforts. Such transitions in effort are not compatible with the logistics of fisheries. Besides, periods of low or no harvesting pose social and economical undesirable implications (intermittent unemployment is just one of them). In addition to such shortcomings, to define the appropriate level of effort, the optimal policies require the knowledge of the population size at every time instant, which is a time consuming, inaccurate and expensive task. Therefore, the optimal policies with variable effort are inapplicable and should be considered unacceptable.

In [6] and [7], a constant fishing effort, $E(t) \equiv E$, was assumed and, for a large class of models, it was found that there is, under mild conditions, a stochastic sustainable behaviour for the population size. Namely, the probability distribution of the population size at time $t$ will converge, as $t \to +\infty$, to an equilibrium probability distribution (the so-called stationary or steady-state distribution) having a probability density function (the so-called stationary...
density). In particular, for the Gompertz model, the stationary density was found, and the constant effort that optimizes the steady-state yield was determined. The issue of profit optimization, however, was not addressed.

In a previous work ([9]), we have developed, as an alternative to the variable effort policies, a sustainable constant effort policy based on profit optimization, which is extremely easy to implement and leads to a stochastic steady-state. We have determined the constant effort that maximizes the expected profit per unit time at the steady-state, in the general case and for the specific cases of the logistic (see also [10]) and the Gompertz models. One might think that a constant effort policy would result in a substantial profit reduction compared with the optimal variable effort policy, but we have shown, using realistic data from two harvested populations, that this is not the case. This new policy, rather than switching between large and small or null fishing effort, keeps a constant effort and is therefore compatible with the logistics of fisheries. Furthermore, this alternative policy does not require knowledge of the population size and it is very easy to implement.

Another alternative to the optimal variable effort policy is discussed in this paper. We present, for the Gompertz model, a sub-optimal policy, named stepwise policy, where the harvesting effort under the optimal variable effort policy is determined at the beginning of each year (or at the beginning of a larger period, for instance, two years) and kept constant during that year. This policy is not optimal and still poses some social problems, but has the advantage of being applicable, since the changes in effort are less frequent and compatible with the fishing activity. Furthermore, although we still need to keep estimating the fish stock size, we do not need to do it so often. Replacing the optimal variable effort policy by a stepwise policy has the advantage of applicability but, at best, considerably reduces the already small profit advantage of the optimal variable effort policy over the optimal constant effort policy. In some cases, the optimal sustainable policy even outperforms this stepwise policy in terms of profit.

This paper is organized as follows. In Section 2, we develop the optimal variable effort policy. We also present in this section the stepwise policy. In Section 3, we obtain the optimal sustainable policy based on stochastic differential equations theory. Section 4 refers to the comparisons of the above policies and to the effect on the profit of changes in the parameter values. Finally, some concluding remarks are given in Section 5.

2. Policies based on optimal control theory

Throughout this paper, \(X(t)\) represents the population size at the time instant \(t\), and follows a Gompertz growth model. Population size can be measured in terms of biomass or numbers of individuals. We consider a stochastic framework, i.e. the population lives in a random environment and its (per capita) growth is affected by a random noise, which we approximate by a standard white noise (as in [2], [4], [8] and [16]). The harvesting rate, \(H(t)\), is formulated under the assumption (see [11]) that harvesting is proportional to the population size and to the exerted fishing effort, i.e. \(H(t) = qE(t)X(t)\). So, the population growth model under harvesting and in a randomly varying environment can be described by the Stochastic Differential Equation (SDE)

\[
dX(t) = rX(t)\ln\left(\frac{K}{X(t)}\right)dt - qE(t)X(t)dt + \sigma X(t)dW(t), \quad X(0) = x,\tag{1}
\]

where \(r > 0\) represents a growth rate parameter, \(K > 0\) is the carrying capacity (deterministic environment equilibrium), \(q > 0\) is the catchability coefficient, \(\sigma > 0\) measures the random fluctuations intensity, \(W(t)\) is a standard Wiener process and \(x > 0\) is the initial population size.

Here, we follow [11] and assume that the price (or revenue) per unit of harvesting, \(p(H(t))\), may decrease when the yield \(H(t)\) (amount of fish harvested per unit time) increases. Thus, we choose \(p(H(t)) = p_1 - p_2H(t)\), with \(p_1 > 0\) and \(p_2 \geq 0\). The (total) price per unit time is therefore \(P(t) = p(H(t))H(t) = (p_1 - p_2H(t))H(t)\).

An increase in effort implies an increase in the unit cost, since very high effort values will require the use of less efficient vessels and less adapted fishing technologies, for instance. Therefore, the cost per unit effort is represented by \(c(E(t)) = c_1 + c_2E(t)\), with \(c_1 \geq 0\) and \(c_2 > 0\). The (total) cost per unit time is proportional to the cost per unit effort, \(C(t) = c(E(t))E(t)\). Finally, the profit per unit time, \(\Pi(t)\), is just the difference between revenues and costs, \(\Pi(t) = P(t) - C(t)\).
The optimal policy with variable effort consists in maximizing the profit over a finite time horizon, \( T > 0 \). However, the optimization process must take into account the following considerations:

- \( X(t) \) is a stochastic process, so the optimization will refer to the mean value of \( X(t), \mathbb{E}[X(t)] \), instead of the process itself.
- the effort is constrained to a minimum value and maximum value: \( 0 \leq E_{\text{min}} \leq E(t) \leq E_{\text{max}} < +\infty \).
- profit values correspond to a currency amount, so currency depreciation, cost of opportunity losses and social rates are all integrated within a discount rate \( \delta \). Therefore, we will work with the present value \( e^{-\delta t} \Pi(t) \).
- for a time \( t \in [0, T] \), we define \( J(y, t) := \mathbb{E}[\int_t^T e^{-\delta(\tau-t)} \Pi(\tau) d\tau | X(t) = y] \) as the expected discounted future profits when the population size at time \( t \) is \( y \).

Summing up, the optimal policy with variable effort is in fact the solution of a stochastic optimal control problem (SOCP), in which, for a time period \( [0, T] \), the goal is to maximize the expected accumulated discounted profit earned by the harvester (present value),

\[
V^* := J^*(x, 0) = \max_{E(\tau)} \mathbb{E} \left[ \int_0^T e^{-\delta \tau} \Pi(\tau) d\tau \middle| X(0) = x \right],
\]

considering \( E(t) \) the control and \( X(t) \) the state variable, subject to the growth dynamics given by (1) and to the terminal condition \( J^*(X(T), T) = 0 \). This SOCP is solved by applying dynamic programming (see [5], [9] and [12]), which in turn reduces to solve the Hamilton-Jacobi-Bellman (HJB) equation

\[
-\frac{\partial J^*(X(t), t)}{\partial t} = \Pi^*(t) - \delta J^*(X(t), t) + \frac{\partial J^*(X(t), t)}{\partial X(t)} \left( r \ln \left( \frac{K}{X(t)} \right) - q E^*(t) \right) X(t) + \frac{\sigma^2 X^2(t)}{2} \frac{\partial^2 J^*(X(t), t)}{\partial X^2(t)},
\]

where \( E^*(t) \) represents the constrained optimal variable effort. This is given by

\[
E^*(t) = \begin{cases} 
0, & \text{if } E_{\text{free}}^*(t) < E_{\text{min}} \\
\left( \frac{p_1 - \frac{\partial J^*(X(t), t)}{\partial X(t)} \right) q X(t) - c_1 \right), & \text{if } E_{\text{min}} \leq E_{\text{free}}^*(t) \leq E_{\text{max}} \\
\left( \frac{p_2 q^2 X^2(t) + c_2}{E_{\text{max}}}, & \text{if } E_{\text{free}}^*(t) > E_{\text{max}},
\end{cases}
\]

where \( E_{\text{free}}^*(t) \) is the unconstrained effort (see [13] and [17]), and \( \Pi^*(t) = \Pi(t)|_{E(t)=E^*(t)} \).

Note that, to solve equation (3) numerically, we use a discretization scheme in time and space. Since it is a parabolic partial differential equation, the Crank-Nicolson discretization scheme is more suitable (see [9, 10]). To apply the Crank-Nicolson scheme, time and space intervals should be partitioned into sub-intervals, ideally with a very small and close to zero amplitude. Here, the time interval \( [0, T] \) was divided into \( n \) sub-intervals with \( \Delta t = T/n \) length, and the space interval was restricted to \( [0, X_{\text{max}}] \) and divided into \( m \) sub-intervals with \( \Delta X = X_{\text{max}}/m \) length, providing us the following grid:
The approximations

\[
\frac{\partial J_{i,j}^*}{\partial t} \approx \frac{J_{i,j+1}^* - J_{i,j}^*}{\Delta t},
\]

\[
\frac{\partial J_{i,j}^*}{\partial x} \approx \frac{1}{2} \left( \frac{J_{i+1,j+1}^* - J_{i-1,j+1}^* + J_{i+1,j-1}^* - J_{i-1,j-1}^*}{2\Delta x} \right),
\]

\[
\frac{\partial^2 J_{i,j}^*}{\partial x^2} \approx \frac{1}{2} \left( \frac{J_{i+1,j+1}^* - J_{i-1,j+1}^*}{\Delta x} \frac{\Delta x}{\Delta x} + \frac{J_{i+1,j-1}^* - J_{i-1,j-1}^*}{\Delta x} \right)
\]

were used in the interior of \((0, T) \times (0, X_m)\), with \(J_{i,j}^* = J^* (X_i, t_j)\). Approximations for the boundary points can be seen in [9].

### 2.1. Stepwise policy

To obtain the optimal variable effort policy we need to compute the optimal effort in each of the points of the above grid. Since we are dealing with a SOCP without any regularizing penalization (the inclusion of a regularizing penalization is treated in a forthcoming paper), one expects to have frequently and very abrupt changes on the effort, resulting in an inapplicable policy from the point of view of the fishing activity.

One way to mitigate this behaviour is to consider sub-optimal policies based on stepwise effort. We define a stepwise effort as the harvesting effort, determined under the optimal variable effort policy at the beginning of a time sub-interval with duration \(p\) (for instance, 1 or 2 years), and kept constant during that sub-interval. We use \(p = v\Delta t\) (\(v\) is a positive integer) to be a multiple of the time step \(\Delta t\) used in the numerical computations and in the Monte Carlo simulations. So, in this stepwise effort policy, for time \(t\) in the period \([lp, (l + 1)p]\) where \(lp, (l + 1)p\in [t_{lv}, t_{(l+1)v}]\), we keep the effort \(E_{step}^*(t) = E^*(lp)\) constant and equal to the effort of the optimal policy at the beginning of the period.

This policy is obviously not optimal. Since it is a stepwise modification of the optimal variable effort policy, it is not even optimal among the stepwise policies. However, it is, as it should, non-anticipative, i.e. it does not use future values of the fish population size, which are unknown at the time of the decision. This will not eliminate the frequent and very abrupt effort changes, but will result in an applicable policy. In Section 4 we will show an application with stepwise effort.
3. Optimal sustainable policy based on stochastic differential equations theory

The optimal sustainable policy considers the application of a constant harvesting effort across time. For this policy, the population dynamics under Gompertz growth is given by

\[ dX(t) = rX(t) \ln \left( \frac{K}{X(t)} \right) dt - qEX(t) dt + \sigma X(t) dW(t), \quad X(0) = x > 0. \]  

To solve this equation, we can apply the change of variable \( Y(t) = \ln X(t) \), and the Itô Theorem (see [16]) to obtain

\[ dY(t) = r (\ln K - Y(t)) dt - \left( qE + \frac{\sigma^2}{2} \right) dt + \sigma dW(t). \]  

Equation (5) is a linear stochastic differential equation. So, we can multiply equation (5) by the integrating factor \( e^{rt} \) and, after some algebra, obtain

\[ d \left( e^{rt} Y(t) \right) = \left( r \ln K - qE - \frac{\sigma^2}{2} \right) e^{rt} dt + \sigma e^{rt} dW(t). \]

Integrating this equation over the interval \([0, t]\) and simplifying yields

\[ Y(t) = Y(0)e^{-rt} + \left( \ln K - \frac{qE}{r} - \frac{\sigma^2}{2r} \right) \left( 1 - e^{-rt} \right) + \sigma e^{-rt} \int_0^t e^{rs} dW(s). \]  

Finally, by transforming back to \( X(t) \) gives

\[ X(t) = e^{Y(t)} = \exp \left\{ e^{-rt} \ln x \right\} \exp \left\{ \left( \ln K - \frac{qE}{r} - \frac{\sigma^2}{2r} \right) \left( 1 - e^{-rt} \right) \right\} \exp \left\{ \sigma e^{-rt} \int_0^t e^{rs} dW(s) \right\}, \]

which is the solution of equation (4).

We notice that, in (6), the integrand of \( \int_0^t e^{rs} dW(s) \) is deterministic and so the stochastic integral is Gaussian with mean 0 and variance \( \int_0^t (e^{rs})^2 ds = \frac{1}{2r} (e^{2rt} - 1) \). Therefore, \( Y(t) \) is Gaussian with mean \( \mu(t) = e^{-rt} \ln x + \left( \ln K - \frac{qE}{r} - \frac{\sigma^2}{2r} \right) \left( 1 - e^{-rt} \right) \) and variance \( \theta^2(t) = \frac{\sigma^2}{2r} \left( 1 - e^{-2rt} \right) \).

When \( t \to +\infty \), the limit r. v. \( Y_{\infty} \) has mean \( \mu = \ln K - \frac{qE}{r} - \frac{\sigma^2}{2r} \) and variance \( \theta^2 = \frac{\sigma^2}{2r} \). From [7], the stationary density of \( X_{\infty} = e^{Y_{\infty}} \) is

\[ p(x) = \frac{1}{\theta\sqrt{2\pi x}} \exp \left\{ -\frac{(\ln x - \mu)^2}{2\theta^2} \right\}, \quad 0 < x < +\infty, \]

and the first and second moments of \( X_{\infty} \) are \( \mathbb{E}[X_{\infty}] = K \exp \left\{ -\frac{qE}{r} - \frac{\sigma^2}{4r} \right\} \) and \( \mathbb{E}[X_{\infty}^2] = K^2 \exp \left\{ -\frac{2qE}{r} \right\} \), respectively.

The steady-state structure of the profit per unit time is similar to the case of the optimal policy and is given by

\[ \Pi_{\infty} = P_{\infty} - C = (p_1 q X_{\infty} - c_1)E - (p_2 q^2 X_{\infty}^2 + c_2)E^2, \]

where \( P_{\infty} \) is the sale price per unit time, \( C \) is the fishing cost per unit time and \( H_{\infty} := qEX_{\infty} \) is the sustainable harvesting rate. We define the expected sustainable profit per unit time as

\[ \mathbb{E} [\Pi_{\infty}] = \mathbb{E} \left[ (p_1 q X_{\infty} - c_1)E - (p_2 q^2 X_{\infty}^2 + c_2)E^2 \right] = (p_1 q \mathbb{E}[X_{\infty}] - c_1)E - (p_2 q^2 \mathbb{E}[X_{\infty}^2] + c_2)E^2 = \left( p_1 q K \exp \left\{ -\frac{qE}{r} - \frac{\sigma^2}{4r} \right\} - c_1 \right) E - \left( p_2 q^2 K^2 \exp \left\{ -\frac{2qE}{r} \right\} + c_2 \right) E^2. \]
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The optimal sustainable policy with constant effort consists in maximizing the expected sustainable profit per unit time, i.e.
\[
\max_{E \geq 0} \mathbb{E}[\Pi_\infty] = \max_{E \geq 0} \left( p_1 q K \exp \left( -\frac{qE}{r} - \frac{\sigma^2}{4r} \right) - c_1 \right) E - \left( p_2 q^2 K^2 \exp \left( -\frac{2qE}{r} \right) + c_2 \right) E^2,
\]
to obtain the optimal constant effort \( E^{**} \) (satisfying \( d\mathbb{E}[\Pi_\infty]/dE = 0 \) and \( d^2\mathbb{E}[\Pi_\infty]/dE^2 < 0 \)) and the optimal expected sustainable profit
\[
\mathbb{E}[\Pi^{**}_\infty] = \left( p_1 q K \exp \left( -\frac{qE^{**}}{r} - \frac{\sigma^2}{4r} \right) - c_1 \right) E^{**} - \left( p_2 q^2 K^2 \exp \left( -\frac{2qE^{**}}{r} \right) + c_2 \right) E^{**2}.
\]
From \( E^{**} \) one can also obtain the mean value of the population size under the optimal sustainable effort,
\[
\mathbb{E}[X^{**}_\infty] = K \exp \left( -\frac{qE^{**}}{r} - \frac{\sigma^2}{4r} \right).
\]
Contrary to the optimal variable effort policy, the optimal sustainable effort policy with constant effort is very easy to compute and to apply.

4. Comparison of the policies

The comparison, in terms of the expected accumulated discounted profit, of the optimal variable effort policy and the optimal sustainable constant effort policy cannot be done directly, since the first one maximizes the accumulated discounted profit over a finite time interval \([0, T]\) and the second one maximizes the profit per unit time as \( T \to \infty\). So, for comparisons purposes, we define:

- \( \Pi^*(t) = (p_1 q X(t) - c_1) E^*(t) - (p_2 q^2 X^2(t) + c_2) E^{**2}(t) \), the optimal profit per unit time under the optimal variable effort \( E^*(t) \);
- \( \Pi_{\text{step}}^*(t) = (p_1 q X(t) - c_1) E_{\text{step}}^*(t) - (p_2 q^2 X^2(t) + c_2) E_{\text{step}}^{**2}(t) \), the profit per unit time under the stepwise variable effort \( E_{\text{step}}^*(t) \);
- \( \Pi^{**}(t) = (p_1 q X(t) - c_1) E^{**} - (p_2 q^2 X^2(t) + c_2) E^{**2} \), the optimal sustainable profit per unit time under the optimal sustainable effort \( E^{**} \).

The following expected accumulated discounted profits, for the 3 policies are:

(A) \( V^* = \mathbb{E} \left[ \int_0^T e^{-\delta r} \Pi^*(\tau) d\tau \mid X(0) = x \right] \), the optimal present value under the optimal variable effort \( E^*(t) \).

(B) \( V_{\text{step}}^* = \mathbb{E} \left[ \int_0^T e^{-\delta r} \Pi_{\text{step}}^*(\tau) d\tau \mid X(0) = x \right] \), the optimal present value under the stepwise effort \( E_{\text{step}}^*(t) \), kept constant on intervals of duration \( p \).

(C) \( V^{**} = \mathbb{E} \left[ \int_0^T e^{-\delta r} \Pi^{**}(\tau) d\tau \mid X(0) = x \right] \), the optimal present value under the optimal sustainable effort \( E^{**} \).

To compute these profits, we resort to Monte Carlo simulations, with an Euler scheme, from which we took 1000 sample paths for the population, effort and profit. We have used realistic biological and economic parameters (found in [14]) concerning the Bangladesh shrimp (\textit{Penaeus monodon}), a species for which the Gompertz growth model
Table 1. Parameter values used in the simulations. The Standardized Fishing Unit (SFU) measure is defined in [14]. BDT stands for Bangladesh Taka. At January 1, 2011, the currency exchange rate was 1 BDT = 0.0106 Euros (see https://www.exchangerates.org.uk/EUR-BDT-01_01_2011-exchange-rate-history.html, accessed on July 23, 2018). We choose $X_{max} = 2K$ in order to include practically all possible simulated values of $X(t)$.

Table 2 shows the present value profits (A), (B) and (C), i.e. $V^*$, $V^*_{step}$ and $V^{**}$, the corresponding standard deviations and the relative cross-differences among them. For the stepwise policy, we have chosen time sub-intervals with a duration of $p = 1$ year, i.e., the optimal effort is determined at the beginning of each year and kept constant during that year.

An overall conclusion from Table 2 is that the relative differences among profits are small. Since (A) refers to an optimal policy and (B) refers to a sub-optimal policy, it is not surprising that the relative difference (6.3%) between (A) and (B) is positive. It is however surprising to see that the profit advantage of the optimal policy with variable effort (A) over the optimal sustainable policy with constant effort (C) is only 1.5%. This raises a question that could be addressed to fishery managers: are you willing to "loose", on average, 1.5% of the hypothetical profit and maintain always the same number of vessels, the same number of gears, the same number of manpower hours (just
to give a few examples), instead of keep changing them abruptly at each time instant? It is our opinion that the answer to this question would be favourable to the new sustainable policy presented here.

The application of a stepwise policy (with 1-year steps) instead of the optimal sustainable policy will cause a reduction of 5.1%, on average. This reinforces, for the model and parameters used here, that the sustainable policy could indeed be the best option.

Regarding the standard deviation of the present value profit among the 1000 simulated trajectories, the values obtained for the three policies are quite similar, although slightly higher for the stepwise policy.

The black thin lines on Figure 1 show, for the three policies (A), (B) and (C), one path for the population, effort and profit per unit time, randomly chosen among the 1000 simulated sample paths. The thicker gray lines refer to the mean of the 1000 sample paths, and the black dashed lines presents the constant values from the sustainable policy given by the expressions at the end of Section 3.

The three policies behave quite differently. The stepwise policy presents huge variations in terms of the population size, which are accompanied by the also huge variations in effort and profit per unit time. The optimal policy exhibits frequent and abrupt changes on effort and profit per unit time, contrasting with the corresponding trajectories for the optimal sustainable policy, which shows a constant effort and a smaller magnitude oscillation in the profit per unit time.

The depicted trajectory is one of the possible outcomes that the harvester may experience. In terms of the population size, the optimal policy produces the trajectory with less size oscillations. Note that, for the policies with variable effort, harvesters should adjust the fishing effort at every time instant. Effort adjustments often correspond to changes from periods with zero effort (i.e., the fishery is closed) to periods with maximum effort (i.e., fishing with all available equipments and manpower). Clearly, this is not applicable since abrupt and frequent changes on effort are not compatible with the logistic of fisheries and, in addition, it is not feasible to obtain information on population size all the time. On the contrary, the optimal sustainable policy implies the application of a constant effort at every time instant, making this policy very easy to implement by harvesters. We foresee that such policy, if available to fishery managers, can be clearly desirable, even with the slight profit reduction of about 1.5%. Another possible policy, without the shortcomings of the optimal variable policy, is the stepwise policy. This one is suboptimal but has the advantage of being applicable. However, the problem of frequent and abrupt changes on effort still exists, although less frequently. Furthermore, this stepwise policy, being a stepwise non-anticipative modification of the optimal variable effort policy, can be less profitable than the optimal sustainable constant effort policy; this is indeed what happened in the case of this fishery (see Table 2, comparison C).

### 4.1. Alternative cases with parameters variations

One might think that the advantages of the optimal sustainable policy over the optimal variable effort policy depends on the parameters and model used. In a previous work [10], we have shown, for the logistic case, other profit structure and other population parameters (i.e., for a different species), that the reduction in profit is also quite small. Other conclusions related to the policies performance are similar to the ones presented here. Nevertheless, to evaluate the consequences of changes in the parameter values, we present now alternative cases (see Table...
Figure 1. Mean and randomly chosen sample path for the population (first row), the effort (second row) and the profit per unit time (third row) for the three policies: optimal variable effort policy (first column), stepwise policy (second column) and optimal sustainable policy (third column).

that correspond to variations in the parameters shown in Table 1, usually 25% lower and 25% higher, with some exceptions that we now indicate. Since the initial population parameter $x$ was set as $0.5K$, we consider as alternatives the lower value $0.25K$ (case 1) and the higher value $0.75K$ (case 2). For the $\delta$ parameter, we consider two alternative values, 0 and 0.10 (cases 5 and 6, respectively). Since $T$ is high, we consider two alternative lower values $T = 10$ (case 11) and $T = 25$ (case 12). Case 19 corresponds to a positive $p_2$ value and case 20 considers an increase of 50% in $p_2$.

We also show on Table 3 the profit values (A) and (C), corresponding to the application of the optimal variable effort and optimal sustainable constant effort policies, and their relative profit differences.

A general comment concerning Table 3 is that, for almost all the cases, the percent reduction of profit, $\Delta$, incurred by using the optimal constant effort policy instead of the optimal variable effort policy is quite small,
Table 3. Changed parameters and values for the 20 alternative cases, and profit values (A) and (C), corresponding, respectively, to the application of the optimal policy and the optimal sustainable policy. The standard deviation of each profit is denoted by sd. We also show the percent relative difference between the two policies, \( \Delta = \frac{V^{**} - V^*}{V^{**}} \). Profit values are in million BDT.

| Case | Changed parameter | Value | \( V^* \) | sd  | \( V^{**} \) | sd  | \( \Delta \) (%) |
|------|------------------|-------|----------------|-----|----------------|-----|-----------------|
| 1    | \( x \)          | 0.25K | 577.42         | 21.12 | 565.71         | 20.61 | -2.0            |
| 2    | \( x \)          | 0.75K | 610.27         | 21.80 | 599.36         | 21.50 | -1.8            |
| 3    | \( E_{\text{max}} \) | 0.75r/q | 589.54         | 21.16 | 585.00         | 21.11 | -0.8            |
| 4    | \( E_{\text{max}} \) | 1.25r/q | 594.92         | 21.36 | 585.00         | 21.11 | -1.7            |
| 5    | \( \delta \)     | 0.00  | 1620.28        | 48.74 | 1591.39        | 48.28 | -1.8            |
| 6    | \( \delta \)     | 0.10  | 321.99         | 14.49 | 316.92         | 14.17 | -1.6            |
| 7    | \( r \)          | 0.99  | 449.99         | 21.28 | 441.12         | 20.90 | -2.0            |
| 8    | \( r \)          | 1.66  | 736.24         | 21.43 | 726.87         | 21.21 | -1.3            |
| 9    | \( \sigma \)     | 0.15  | 593.38         | 16.03 | 587.71         | 15.86 | -1.0            |
| 10   | \( \sigma \)     | 0.25  | 594.77         | 26.77 | 581.47         | 26.32 | -2.2            |
| 11   | \( T \)          | 10    | 257.87         | 16.70 | 251.62         | 16.26 | -2.4            |
| 12   | \( T \)          | 25    | 462.83         | 20.58 | 455.27         | 20.26 | -1.6            |
| 13   | \( p_1 \)        | 6271.7 | 392.79       | 15.52 | 384.90         | 15.27 | -2.0            |
| 14   | \( p_1 \)        | 10452.9 | 800.51     | 27.25 | 790.23         | 26.89 | -1.3            |
| 15   | \( c_1 \)        | 867.6  | 646.98        | 21.81 | 639.31         | 21.54 | -1.2            |
| 16   | \( c_1 \)        | 1446.0 | 545.05        | 20.94 | 534.27         | 20.63 | -2.0            |
| 17   | \( c_2 \)        | 0.075  | 599.21        | 21.47 | 589.53         | 21.18 | -1.6            |
| 18   | \( c_2 \)        | 0.125  | 589.32        | 21.33 | 580.57         | 21.03 | -1.5            |
| 19   | \( p_2 \)        | 0.08   | 548.06        | 18.90 | 543.59         | 18.75 | -0.8            |
| 20   | \( p_2 \)        | 0.12   | 526.55        | 17.70 | 523.27         | 17.59 | -0.6            |

and varies from 0.6 to 2.4. The cases with the smaller profit differences between both policies are cases 3, 19 and 20. For case 3, this happens because the maximum allowed effort, \( E_{\text{max}} = 0.75r/q = 10212 \), is close to the value of \( E^{**} = 9598 \). On the contrary, the largest difference is exhibited in case 11 and this is due to the fact that the optimal sustainable policy “needs more time” to get close to the stochastic steady-state for which it was optimised. When we compare the optimal variable effort policy with the optimal sustainable policy in terms of the variability (standard deviation) among the 1000 trajectories of the present value profits, we obtain very similar values in all cases considered in Table 3 (in most cases the difference between the two standard deviations is below 1%).

We note that the qualitative results are very similar to the logistic model results previously studied in [10], but the differences in mean profit between the two policies are even smaller for the Gompertz model.

We do not present figures analogous to Figure 1 for the alternative cases considered in Table 3 since they exhibit very similar qualitative behaviour.
5. Conclusions

In this work we have presented numerical comparisons between three harvesting policies: the optimal policy with variable effort (using stochastic control theory), the sub-optimal policy with stepwise variable effort (effort maintained constant in each period, being, during that period, equal to the optimal variable effort at the beginning of the period), and the optimal sustainable policy with constant effort. The comparisons were realized in terms of the expected accumulated discounted profit in a finite time interval.

To obtain the profit values we have performed 1000 Monte Carlo simulations using a Crank-Nicolson discretization scheme in time and space for the HJB equation and an Euler scheme for the population paths. To compute the simulations we have applied the Gompertz model to a realistic dataset of a harvested population.

The main result of this work is the fact that the optimal sustainable policy produces a slight smaller profit in comparison with the optimal policy. It provides, however, a much steadier profit. We have shown that the optimal policy has frequent strong changes in effort, including frequent closings of the fishery, posing serious logistic applicability problems, and leading to a great instability in the profit per unit time earned by the harvester. Furthermore, unlike the optimal variable effort policy, in the optimal constant effort policy there is no need to keep adjusting the effort to the randomly varying population size, and so there is no need to determine the size of the population at all times. This is a great advantage, since the estimation of the population size is a difficult, costly, time consuming and inaccurate task. The optimal sustainable policy does not have these shortcomings, is very easy to implement and drives the population to a stochastic equilibrium.

Since the optimal variable effort policy is inapplicable, we have presented an applicable sub-optimal policy with stepwise effort with 1-year step period. Besides being compatible with the fishing activity, this policy has the advantage of not having such frequent changes in effort. Furthermore, although we still need to keep estimating the fish stock size, we do not need to do it so often. However, the stepwise policy presents less profit gains when compared to the others policies.

To study the influence of the parameters on the performance of the two optimal policies, we have considered alternative cases by considering changes on the parameter values, usually one lower and one higher than the original value. With a few exceptions, the alternative cases share the same behaviour as the first studied case.
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