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Abstract
Imitation learning allows social robots to learn new skills from human teachers without substantial manual programming, but it is difficult for robotic imitation learning systems to generalize demonstrated skills as well as human learners do. Contemporary neurocomputational approaches to imitation learning achieve limited generalization at the cost of data-intensive training, and often produce opaque models that are difficult to understand and debug. In this study, we explore the viability of developing purely-neural controllers for social robots that learn to imitate by reasoning about the underlying intentions of demonstrated behaviors. We present a novel hypothetico-deductive reasoning algorithm that combines bottom-up abductive inference with top-down predictive verification and captures important aspects of human causal reasoning that are relevant to a broad range of cognitive domains. We also present NeuroCERIL, a neurocognitive architecture that implements this algorithm using only neural computations, and produces generalizable and human-readable explanations for demonstrated behavior. Our empirical results demonstrate that NeuroCERIL can learn various procedural skills in a simulated robotic imitation learning domain. We also show that its causal reasoning procedure is computationally efficient, and that its memory use is dominated by highly transient short-term memories, much like human working memory. We conclude that NeuroCERIL is a viable neural model of human-like imitation learning that can improve human-robot collaboration and contribute to investigations of the neurocomputational basis of human cognition.
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1 Introduction
Humans readily teach and learn using demonstration and imitation. The ability to imitate emerges at an early age and plays a crucial role in early human development, but remains a natural and intuitive method for acquiring new skills throughout the lifespan [1, 2]. Crucially, human-level imitation involves not only replicating observable motor behavior, but also inferring the underlying goals and intentions of the demonstrator. This allows learners to generalize demonstrated skills to novel environments by abstracting away details that are circumstantial to the demonstration environment.

Programming social robots to carry out complex tasks in a human-like fashion is difficult and typically requires laborious programming by an experienced roboticist. One promising solution to this problem is to develop robots that learn from demonstrations (i.e., robotic imitation learning) [3–6]. This eases the burden of robotic programming, making it accessible to non-experts. However, most work in robotic imitation learning focuses on reproducing overt motor activity, which affords only limited generalization [3]. Developing more human-like imitation in robots requires algorithms for reasoning about observed actions to construct a deeper under-
standing of the demonstrator’s goals and intentions that can be adapted to novel environments. This approach also provides a common framework for reasoning about human and robot behavior, which facilitates an understanding of roles and perspectives that promotes seamless human-robot collaboration [7].

Inferring intentions during imitation learning can be viewed as a process of causal reasoning, in which observable behaviors are treated as the effects of hidden causal intentions. Reasoning backwards from effects to possible causes is known as abductive inference, and is a crucial aspect of human diagnostic reasoning and general problem-solving. Algorithms for causal imitation learning may therefore be broadly relevant to cognitive domains beyond overt motor planning, such as language comprehension and visual scene understanding. In addition, insight into the neural basis of these cognitive processes may be gained through the development of robotic imitation learning systems that respect the constraints and neurobiological foundations of human cognition.

In previous work, we developed CERIL, a robotic imitation learning system that uses abductive inference to construct causal interpretations of demonstrated motor behavior and generalizes them for imitation in novel environments [8]. While effective and provably correct, CERIL’s algorithms are implemented with traditional non-neural symbolic programming and have a limited degree of cognitive plausibility. Specifically, CERIL’s inference algorithm involves exhaustive enumeration of plausible causal explanations, which places unrealistic demands on working memory. It also processes demonstrations in an offline fashion, rather than iteratively as humans do.

In this paper, we present NeuroCERIL, a purely-neural imitation learning system that reproduces CERIL’s ability to explain demonstrated behavior during imitation learning. NeuroCERIL is a programmable neural network that implements a novel causal inference algorithm based on the hypothetico-deductive approach, combining bottom-up abductive inference with top-down deductive prediction and verification. Notably, NeuroCERIL processes demonstrations in an online fashion by iteratively constructing efficient data structures in memory that can be used to generate plausible explanations for observed behavior. In other words, NeuroCERIL’s cognitive processes are much more human-like than CERIL’s, and they are supported by neuro-computational mechanisms that more closely resemble those used by people during cause-effect reasoning.

Our empirical results show that NeuroCERIL is potentially an effective neurocognitive controller for robotic imitation learning systems, as it is able to reproduce CERIL’s performance on a battery of demonstrations of procedural maintenance tasks. We examine NeuroCERIL’s runtime and memory usage during causal inference and show that they scale roughly linearly with the length of the demonstration. Further, many of its memories have very short lifetimes, and are only accessed during a narrow window of processing. Thus, like human working memory, many of its short-term memories are rapidly abandoned, and only a small fraction of its memories need to be maintained through the duration of a demonstration.

2 Related Work

In imitation learning, or learning from demonstration, an agent learns new skills by observing a teacher’s demonstrations. While imitation can be as simple as reproducing motor trajectories, humans are capable of a higher form of imitation that involves reasoning about a teacher’s goals and intentions. This form of imitation, which we refer to as “cognitive-level” imitation, allows learners to grasp the underlying purpose of the demonstrated behaviors and generalize them to novel circumstances. Although its origin remains unclear, cognitive-level imitation emerges in early childhood and plays a crucial role in human cognitive development [1, 9–12]. Imitation is thought to be supported by neural mechanisms that establish shared representations for perceptually observable behavior and cognitive-motor control processes (i.e., the mirror neuron system), facilitating perspective-taking and interpersonal collaboration [13–16].

Robotic imitation learning has been proposed as a solution to the complexity and limited accessibility of robotic programming, and has been approached in a variety of ways [3–6, 17, 18]. Much past work has focused on low-level tasks such as manual coordination and navigation in simple environments [19–23], often taking the form of behavioral cloning, an approach that is limited by its focus on replicating motor control. In contrast, inverse reinforcement learning approaches model demonstrated behavior as the output of a goal-directed process, and attempt to infer the value function of the demonstrator and use it to guide subsequent planning during imitation [24–26]. This focus on demonstrator goals improves generalization, but it remains a significant challenge to develop systems that can reason about learned behavior and adapt it to situations that deviate from the demonstration environment. Furthermore, contemporary imitation learning systems that rely on reinforcement learning and other machine learning techniques require substantial training data and are opaque to users, which makes it difficult to diagnose and debug errors, and creates barriers in trustworthiness and explainability. Safe and effective robotic imitation requires human-like algorithms for understanding demonstrated actions, adapting learned skills to novel environments, and constructing explanations of planned behavior that can be understood by end-users.
In our view, these challenges suggest an emphasis on hierarchical and causal reasoning. Although research in these areas is limited, recent work indicates that exploiting the hierarchical structure of behavior [27–31] and the causal structure of the environment [32–34] leads to significant improvements in the performance and efficiency of imitation learning systems. The combination of these skills in robotic imitation learning is largely unexplored. In previous work, we developed CERIL, a robotic imitation learning system based on hierarchical cause-effect reasoning (Fig. 1) [8, 35].

The basic intuition behind this approach is that demonstrated motor behavior is caused by hidden intentions or goals that must be inferred by the learner. To do so, CERIL reasons backwards from effects to plausible causes, a process known as abductive inference, to construct a hierarchy of cause-effect relations that explains the demonstration in terms of high-level intentions (Fig. 1, arrow A). Because these intentions are abstracted from the concrete demonstration, they can be used during imitation to plan a new sequence of motor behavior that implements the learned skill in a novel environment (Fig. 1, arrows B and C). This approach permits generalization across variations in the imitation environment that demand different low-level implementations of the same high-level intention. For example, opening a door may require different motor sequences depending on if it has a rotating handle, whether it must be pushed or pulled, and if it must be unlocked first. An imitator that knows about these variations can recognize the abstract intention to open a door in a demonstration and generalize it to imitation environments with different doors. In addition, CERIL can use these plans to provide explanations for its motor behavior, which allows end-users to investigate and debug its understanding of demonstrated skills. Thus, CERIL uses cause-effect reasoning to understand demonstrated behavior, generalize it to new environments, and explain its own behavior to human users.

As noted above, CERIL is effective and provably correct, but its algorithms are implemented with traditional non-neural programming techniques that have a limited degree of cognitive plausibility. To infer intentions, CERIL uses a bottom-up dynamic programming algorithm that exhaustively enumerates plausible causal explanations, which places unrealistic demands on working memory. It also requires multiple passes through a demonstration, whereas human imitators reason about demonstrated behavior as it occurs to construct partial explanations before a demonstration is complete. Finally, it is unclear how this approach might be implemented using neural networks to leverage the unique advantages of neural computation, such as its capacity for learning and generalization, and provide insight into the neurobiological foundations of human imitation learning.

Neural approaches to imitation learning typically involve deep neural networks, which require data-intensive training and exhibit a limited degree of generalization in constrained environments [27, 28, 36, 37]. It remains an outstanding challenge to develop neural networks with the high-level cognitive abilities that CERIL exhibits, such as causal inference, compositional modeling, and logical reasoning. Many neural models are incorporated into hybrid systems that delegate these abilities to non-neural algorithms, such as neural-guided search and program synthesis [38–40]. Furthermore, these models often rely on neurobiologically implausible processes that require simultaneous access to a temporal sequence of inputs or activity states, such as temporal convolutions and attention.

In recent work, we have developed neurocognitive systems that learn to represent and evaluate symbolic programs (i.e., programmable neural networks) [41–43]. Most recently, we developed NeuroLISP, a programmable neural network with a compositional working memory that can learn to evaluate programs written in LISP, a language with an extensive history in artificial intelligence research [44]. Several features make NeuroLISP an attractive option for modeling human-level cognition in a neurobiologically plausible manner. NeuroLISP can learn to perform high-level cognitive tasks that are difficult for contemporary deep neural networks, such as compositional sequence manipulation, tree traversals, and symbolic pattern matching. Importantly, it learns these tasks using fast associative learning rules that establish robust algorithmic behavior using minimal training data. Its architecture is program-independent, and it represents programs and data using learned attractor states in recurrent neural regions (i.e., distributed representations) that are controlled by top-down gating of both learning and activation. Finally, programmable neural networks can be integrated with neural models of sensorimotor control, including the complex motor control required in robotic imitation learning [45, 46].

In this paper, we explore whether it is viable to develop purely-neural controllers for social robotic systems that behave in a human-like manner. To this end, we develop NeuroCERIL, a programmable neural network that learns human-like algorithms for causal inference during imitation learning (left side of Fig. 1). We evaluate our model using CERIL as a target system, as it has been demonstrated to be an effective cognitive controller for bimanual robots. Our specific contributions are as follows. First, we introduce a novel causal inference algorithm (Sect. 3.2) based on the hypothetico-deductive approach, an influential model of diagnostic and scientific reasoning [47–51]. Hypothetico-deductive reasoning involves a combination of bottom-up abductive inference and top-down predictive verification, which obviates the need for exhaustive search by focusing cognitive processing on relevant causal knowledge, and addresses CERIL’s limitations in cognitive plausibility. Second, we introduce a neurocognitive architecture (Sect. 3.3)
that realizes this algorithm using only neural computations. This architecture is based on NeuroLISP, but introduces two major innovations that show how high-level programming constructs can improve the efficiency and computational capabilities of programmable neural networks, allowing them to learn complex cognitive behaviors: (1) a class system for constructing typed objects with named attributes, and (2) an exception handling system for responding to errors encountered during program evaluation. Overall, NeuroCERIL serves as a purely-neural controller component for social robots that more closely resembles human cognition and learning, facilitates more seamless human-robot interactions, and provides a neurocomputational framework for modeling cognitive processes that are relevant to a broad range of application domains.

3 Methods

NeuroCERIL\(^1\) is a brain-inspired cognitive model that learns procedural skills from demonstrations using cause-effect reasoning. The model’s architecture is an extension of NeuroLISP, a programmable neural network that can store and evaluate programs written in a subset of the Common LISP programming language [44]. NeuroCERIL is programmed with a novel causal inference algorithm based on hypothetico-deductive reasoning, which combines bottom-up abductive inference with top-down deductive prediction and verification. This approach allows NeuroCERIL to anticipate future behavior and focuses cognitive computations on plausible explanations for observed behavior.

Although NeuroCERIL is implemented using attractor neural networks, its distributed neural computations represent algorithmic procedures performed on symbolic data structures. It is therefore convenient to begin by describing its behavior in terms of symbolic information processing. We first outline the robotic imitation learning domain in which NeuroCERIL operates (Sect. 3.1), and the algorithms and data structures that it uses to implement hypothetico-deductive causal inference (Sect. 3.2). Then, we present the neurocognitive architecture that learns to represent and evaluate these algorithms and data structures using only neural computations (Sect. 3.3). Finally, we describe the empirical experiments that we conducted to validate NeuroCERIL, including a battery of test demonstrations that was used to validate CERIL (Sect. 3.4). We show that NeuroCERIL performs comparably to CERIL, but that its iterative hypothetico-deductive approach is memory efficient and scales well to long demonstrations.

3.1 Robotic Imitation Learning Domain

NeuroCERIL operates in the robotic imitation learning domain designed for CERIL, which involves a bimanual robot (Baxter) learning procedural maintenance tasks [8]. As previously mentioned, a teacher demonstrates these tasks using SMILE, a simulated 3D environment that allows users to interact with virtual objects such as blocks, drawers,
switches, and screw valves \[52\]. SMILE also includes a simulation of the Baxter robot, shown in Fig. 2 with a variety of simulated objects. SMILE greatly simplifies the low-level sensory processing involved in recognizing and segmenting actions and objects, allowing us to focus on the higher level cognitive processing that occurs during imitation. When a user is finished recording a demonstration, SMILE produces a transcript containing the sequence of recorded actions, along with a record of changes that occur in the environment, such as changes in object state or location.

Actions are encoded as discrete events with free parameters that refer to objects or locations in the environment. For example, grasping a red-block with the left-gripper is encoded as:

\[
\text{grasp<red-block, left-gripper>}
\]

The identifier left-gripper refers to the demonstrator’s left hand, and red-block refers to an object in the environment, which is encoded as a collection of named properties:

\[
\{\text{id:red-block, type:block, color:red, location:loc}\}
\]

Once the block is grasped, its location property is updated to left-gripper to indicate that it is currently located in the demonstrator’s left hand. This change is represented as a record containing the object identifier, property name, and the new property value:

(\text{red-block location left-gripper})

Once the block is moved and placed, this property is updated again to reflect its new location. Although locations are encoded as discrete symbols, they can be associated with representations of 3D points in continuous space for use in low-level motor planning.

Like CERIL, NeuroCERIL is pre-programmed with a knowledge-base of cause-effect relations that describe the implementation of abstract intentions. We represent intentions as compound planning operators, in the technical sense of hierarchical task network planning \[53\]. A compound operator is a high-level routine that takes the current environment state as input, and recursively decomposes into state-dependent sequences of sub-routines (themselves compound operators) and eventually observable actions (i.e., primitive operators). Domain authors typically design compound operators with target goal states in mind, although that is not formally required. NeuroCERIL focuses on the structure of observed actions, and uses its causal relations to infer a demonstrator’s intentions (on left side of arrow) from their actions (right side of arrow). For example, the intention to relocate an object (obj) to a target location (loc) causes a sequence of concrete motor actions: grasp
the object, move it to a target location, and release the grasp. This is encoded as a template or schema that can be matched to observed behavior:

\[
\text{relocate} \langle \text{obj}, \text{loc} \rangle \rightarrow \\
\text{grasp} \langle \text{obj}, \text{gripper} \rangle, \\
\text{move} \langle \text{gripper}, \text{loc} \rangle, \\
\text{release} \langle \text{gripper} \rangle
\]

Here, the right arrow represents causation, and indicates that the intention on the left side of the arrow can cause the ordered sequence of actions on the right side. It is important that parameter names (\text{obj}, \text{loc}, \text{gripper}) are repeated in this schema, because this indicates correspondences between the parameters of the intention and the actions that it causes (e.g., the same gripper is used for each action). NeuroCERIL verifies these correspondences when it infers casual intentions in a demonstration. In addition, each schema may include explicit logical predicates that must be satisfied for a cause-effect relation to be plausible. For example, the intention to open a drawer may cause a sequence of grasping, moving, and releasing, but the grasped object must be a drawer handle, and the drawer must be closed prior to opening. These constraints can be encoded as logical statements that NeuroCERIL must verify while inferring causal intentions.

The effects of a causal intention may include other abstract intentions, allowing causes to be chained together to create hierarchies of cause-effect relations. For example, the intention to swap the location of two objects may be implemented as a sequence of \text{relocate} intentions:

\[
\text{swap} \langle \text{obj1}, \text{obj2} \rangle \rightarrow \\
\text{relocate} \langle \text{obj1}, \text{temp} \rangle, \\
\text{relocate} \langle \text{obj2}, \text{loc1} \rangle, \\
\text{relocate} \langle \text{obj1}, \text{loc2} \rangle
\]

A concrete demonstration of this swapping behavior would involve a sequence of \text{grasp}, \text{move}, and \text{release} actions that are caused by intermediate \text{relocate} intentions. Thus, inferring the causes of demonstrated actions requires a recursive inference process: when an intention is recognized as a plausible cause, it is treated as the effect of plausible higher-level causal intentions.

NeuroCERIL’s causal knowledge-base may contain multiple schemas describing different implementations of the same intention. For example, the location of two objects may be swapped without placing one in an intermediate location, by instead keeping one object in hand while relocating the other:

\[
\text{swap} \langle \text{obj1}, \text{obj2} \rangle \rightarrow \\
\text{grasp} \langle \text{obj1}, \text{gripper} \rangle, \\
\text{move} \langle \text{gripper}, \text{temp} \rangle, \\
\text{relocate} \langle \text{obj2}, \text{loc1} \rangle,
\]

\[
\text{move} \langle \text{gripper}, \text{loc2} \rangle, \\
\text{release} \langle \text{gripper} \rangle
\]

Here, \text{temp} refers to a location in the air to which the demonstrator lifts \text{obj1} to, holding it there while \text{obj2} is relocated to the original location of \text{obj1} (\text{loc1}). A key feature of NeuroCERIL’s knowledge-base is that causal relations are agnostic to the implementation of their effects: a higher-level intention that is implemented using \text{swap} does not specify which implementation of \text{swap} to use. This flexibility affords generalization during imitation; a demonstration involving one implementation of \text{swap} can be imitated using the other implementation. Thus, causal inference allows the imitator to abstract away circumstantial details of the demonstration environment and adapt learned skills to novel circumstances. This may also be necessary if the embodiment of the imitator differs from that of the demonstrator (e.g., number of arms, dexterity, range of motion), requiring the imitator to implement learned skills in a different but equivalent way.

Finally, a sequence of demonstrated actions may have more than one plausible explanation. This may occur if two sequences of cause-effect relations share the same sequence of effects. For example, given the following three cause-effect relations (shown without parameters for simplicity):

\[
X \rightarrow A, B \\
Y \rightarrow C \\
Z \rightarrow A, B, C
\]

a sequence of actions \((A, B, C)\) may be caused by the sequence of intentions \((X, Y)\), or the single intention \(Z\). In this case, the most parsimonious (i.e., simplest or shortest) explanation is usually preferred: \((A, B, C)\) was caused by \(Z\).

In the next subsection, we describe the new hypothetico-deductive causal inference algorithm that NeuroCERIL uses to identify the most parsimonious explanation for a demonstration. NeuroCERIL is provided with a pre-programmed knowledge-base of cause-effect relations with optional logical constraints, as described above. The initial state of the virtual environment is provided as a list of objects encoded as collections of named properties, which may change during the demonstration (e.g., location). The demonstration is encoded as a sequence of LISP-like expressions encoding parameterized actions, each paired with a list of changes that occur to objects in the environment. The output of this algorithm is an expression encoding the causal hierarchy relating observed actions to inferred intentions, which serves as an explanation of the demonstration as well as an encoding of the demonstrated skill. For example, given a knowledge-base that describes how to relocate an object (by grasping it, moving it to a target location, and releasing it) and discard it (by relocating it to a discard bin), a simple demonstra-
tion of discarding a block (block1) with the right gripper (right_gripper) would involve the following inputs and outputs:

Inputs:
- ((grasp right_gripper block1) (right_gripper gripping block1))
- (move right_gripper discard-bin)
- ((release right_gripper) (right_gripper gripping none))

Output:
- ((discard block1) (relocate block1 discard-bin) (grasp right_gripper block1) (move right_gripper discard-bin) (release right_gripper))

The output’s nested structure shows the hierarchical organization of the causal explanation: the top-level intention to discard block1 causes the intention to discard block1 to the discard-bin, which in turn causes the observed sequence of grasp, move, and release actions.

### 3.2 Hypothetico-Deductive Causal Inference

NeuroCERIL’s approach to causal inference differs from CERIL’s in a way that is more cognitively plausible and memory efficient. Whereas CERIL conducts an exhaustive bottom-up search that makes multiple passes through an entire demonstration, NeuroCERIL uses a more human-like hypothetico-deductive approach that involves a combination of bottom-up and top-down reasoning to iteratively construct a causal explanation for a demonstration as it occurs. When an action is observed, NeuroCERIL consults its cause-effect knowledge-base to generate explicit hypotheses about the demonstrator’s causal intentions (bottom-up), and uses them to deduce testable predictions about subsequent actions (top-down). NeuroCERIL’s cognitive processing is focused on evaluating these predictions to verify or falsify hypotheses. By organizing active hypotheses based on their predictions, NeuroCERIL can efficiently access those that are relevant to an observation, and avoid considering those that are not.

When all of the predictions of a hypothesis are verified by observations, the hypothesized causal intention is treated as an observation and processed recursively to identify plausible higher-level intentions that may have caused it. In this way, NeuroCERIL constructs hierarchies of cause-effect relations that are supported by observations, and that represent plausible explanations for sequences of demonstrated behavior. As plausible intentions are identified, NeuroCERIL updates parsimony pointers that indicate the shortest sequence of intentions that covers the actions observed so far. At the end of the demonstration, these pointers are traced back to identify the most parsimonious explanation for the entire demonstration. This process is illustrated in Fig. 3, outlined as pseudocode in Algorithm 1, and described in more detail below.

NeuroCERIL uses several different data structures to keep track of observed actions, their relative timing, and hypotheses about their causal explanations. These data structures are organized around a timeline, represented in memory as a chain of discrete time-points that delimit observed actions (circles connected by solid arrows in Fig. 3). Each action contains pointers to the timepoints immediately before and after it (i.e., start and end points). For concrete primitive actions that are directly observed (e.g., grasping and releasing), these timepoints are adjacent in the timeline (Action: A in Fig. 3a). However, inferred high-level causal intentions can be implemented with multiple lower-level actions, and can therefore span several timepoints (Intention: X in Fig. 3c).
Hypotheses originate from a bottom-up abductive reasoning process that we call evocation; when an action/intention is observed, NeuroCERIL consults its causal knowledge-base to identify relevant cause-effect schemas that might explain it (top right of Fig. 3a, c, and first loop of PROCESS_ACTION procedure in Algorithm 1). These schemas are stored in an associative array that maps each action/intention type to a list of schemas that predict it as their first effect. For example, the knowledge-base may contain a schema describing a cause-effect relation between the relocate intention and a sequence of grasp, move, and release actions. This schema is stored in the grasp list of the knowledge-base, and can be retrieved to evoke a hypothesis that an observed grasp action was caused by the intention to relocate the grasped object. This hypothesis must be evaluated to determine if the observed action satisfies the constraints of the schema, including correspondences between parameters with shared names as well as explicit logical predicates that must be true for the causal relation to be plausible (VERIFY_HYPOTHESIS procedure in Algorithm 1).

| Algorithm 1 Pseudocode for hypothetico-deductive causal inference algorithm |
|---------------------------------------------------------------|
| **procedure** EXPLAIN(demo, init_env)                          |
| curr_env ← init_env                                           |
| prev_time ← create timepoint with init_env                    |
| for each action and record of environment changes in demo do   |
| curr_env ← new environment with changes chained off prev_time |
| curr_time ← new timepoint with curr_env chained off prev_time |
| set action start and end timepoints to prev_time and curr_time |
| PROCESS_ACTION(action)                                         |
| prev_time ← curr_time                                          |
| end for                                                        |
| return TRACE(curr_time)                                        |
| end procedure                                                  |
| **procedure** PROCESS_ACTION(action)                           |
| if action has shorter path to initial timepoint then            |
| update parsimony pointer for action’s end timepoint            |
| end if                                                         |
| for each schema predicting action type as first effect do      |
| hypothesis ← generate hypothesis from schema                   |
| VERIFY_HYPOTHESIS(hypothesis, action)                         |
| end for                                                        |
| for each hypothesis predicting action type at action end timepoint do |
| VERIFY_HYPOTHESIS(hypothesis, action)                         |
| end for                                                        |
| end procedure                                                  |
| **procedure** VERIFY_HYPOTHESIS(hypothesis, action)             |
| if action matches hypothesis prediction then                   |
| if hypothesis is fully matched then                            |
| intent ← generate causal intention from hypothesis             |
| PROCESS_ACTION(intent)                                         |
| else                                                          |
| update hypothesis prediction                                   |
| add hypothesis to action’s end timepoint                       |
| end if                                                        |
| end if                                                        |
| end procedure                                                  |
| **procedure** TRACE(curr_time)                                 |
| intent ← parsimony pointer of curr_time                       |
| prev_time ← start timepoint of intent                         |
| if prev_time is initial timepoint then                         |
| return list containing intent                                  |
| else                                                          |
| prior_intents ← TRACE(prev_time)                              |
| append intents to prior_intents                               |
| return prior_intents                                          |
| end if                                                        |
| end procedure                                                  |
Corresponding parameters are matched with a symbolic pattern matching procedure (unification) that we have previously implemented using neural computations [44]. If these constraints are not satisfied, the hypothesis is immediately abandoned. Otherwise, it is added to the timeline and used to make predictions about subsequent actions, as described below. In Fig. 3a, the knowledge-base contains two schemas indicating causal relations that might explain the observed action of type A (top right). The evoked hypotheses predict a subsequent action of type B₁ and B₂, respectively (bottom right).

Each timepoint contains a set of hypotheses that make predictions about actions or causal intentions that might occur immediately after it (boxes labeled “Hyp”, bottom halves of Fig. 3a–c). Like cause-effect schemas in the knowledge-base, these hypotheses are stored in an associative array that maps the predicted action/intention type to the hypotheses that predict it at that timepoint. When an action/intention is observed, the hypothesis set for its starting timepoint is consulted to retrieve the hypotheses that predicted it (second loop of PROCESS_ACTION procedure in Algorithm 1). For the relocate example above, the evoked hypothesis predicts that the demonstrator will move the grasping arm immediately after the grasp action occurred. When move is observed, this hypothesis is retrieved and evaluated to determine if its prediction was satisfied. This involves verifying the schema’s logical constraints, as described above. If these constraints are satisfied and the hypothesis predicts further actions, the next prediction is retrieved, and the hypothesis is advanced to the next timepoint. When all of the predictions for a hypothesis are verified, it is used to generate a plausible causal intention that is added to the timeline. This intention is then processed recursively in order to generate and verify further hypotheses about its underlying cause (call to PROCESS_ACTION procedure within VERIFY_HYPOTHESIS procedure of Algorithm 1). In Fig. 3b, the observed action of type B₁ matches the prediction of a hypothesis at t₁, and the corresponding causal intention of type X is generated (bottom right). This intention is then processed as an observation in Fig. 3c, and a new hypothesis is evoked proposing that an intention of type Z is the underlying cause. This new hypothesis predicts an intention of type Y at time t₂, and is added to the timeline accordingly (bottom right).

Each timepoint also contains a representation of the state of the environment that is consulted during hypothesis verification (Fig. 4). The environment contains several objects with named properties that can change over the course of a demonstration. At the beginning of the demonstration, NeuroCERIL is provided with a full specification of the initial state of the environment (left side of Fig. 4), stored as a nested associative array mapping symbolic names of objects to sets of object properties (e.g., the location of drive₁ is initially loc₁). When an action is observed, NeuroCERIL is also provided with a list of changes to object properties that were caused by the action. Rather than maintaining full copies of the environment state at each timepoint, which would require substantial memory, NeuroCERIL stores a record of these changes that can be consulted to determine the state of the environment at a given timepoint (“Change₁” and “Change₂”, center and right of Fig. 4). To query the state of an object property at a given timepoint, NeuroCERIL retrieves the most recent change that occurred to that property prior to that
NeuroCERIL’s neurocognitive architecture that learns to perform hypothetico-deductive causal inference. This architecture is an extension of NeuroLISP [44], and is made up of several recurrent neural regions (boxes) with inter-regional connections (solid arrows) that are divided into sub-networks (grey background boxes). Like NeuroLISP, NeuroCERIL implements an interpreter for a LISP-like programming language that is used to implement high-level algorithms.

To support this operation, each timepoint stores a nested associative array, where the outer array stores entries for changed objects, and each inner array stores entries for a particular object’s changed properties. Importantly, the inner arrays representing changes to the same object at different timepoints are chained together to allow an efficient search for the most recent change to a specific property (dotted lines in Fig. 4). This compact representation uses minimal memory, but affords access to the state of the environment at each timepoint.

Finally, NeuroCERIL maintains pointers in memory that can be used to retrieve the most parsimonious explanation for the actions observed so far. The best explanation is the shortest sequence of intentions that covers all directly observed primitive actions without gaps or overlaps. This is represented by a chain of alternating timepoints and intentions that leads from the last timepoint to the first timepoint. Thus, each timepoint maintains a parsimony pointer to the intention that provides the shortest path back to the first timepoint in the demonstration. Whenever a plausible intention is identified, it is compared with the current best intention for the intention’s end timepoint (beginning of PROCESS_ACTION procedure in Algorithm 1). NeuroCERIL performs this comparison by iterating through the paths simultaneously until the initial timepoint is reached. If the newly identified intention provides a shorter path to the initial timepoint, it is replaced as the current best intention for the end timepoint. When the demonstration is complete, the best explanation for the full sequence of observed actions can be reconstructed by following the chain of parsimony pointers from the final timepoint back to the initial timepoint (TRACE procedure in Algorithm 1).

### 3.3 Neural Implementation

NeuroCERIL’s architecture (shown in Fig. 5) is an extension of NeuroLISP, a programmable neural network that learns to store and evaluate programs written in a subset of the Common LISP programming language. As mentioned in Sect. 2, this approach offers a number of advantages for neurobiologically plausible cognitive modeling, including the ability to learn robust algorithms that operate on compositional data structures, such as those described in Sect. 3.2, fast learning from minimal training data, and ready integration with neural models of sensory and motor processing. Many of the details of NeuroCERIL’s functionality are shared with NeuroLISP and can be found in [44]. Here we provide a brief overview and highlight the novel features of NeuroCERIL’s...
architecture that extend its computational capabilities beyond NeuroLISP.

Like NeuroLISP, NeuroCERIL represents programs and other symbolic data structures as learned systems of dynamical attractor states and associative transitions between attractor states [41]. Programs and other data are stored as structured associative memories [41] in the mem region (center of Fig. 5). These memories are retrieved during program evaluation and used to orchestrate top-down control of gated connectivity between and within neural regions (regional gating, bottom left of Fig. 5). This guides the flow of activity according to instructions retrieved from neural memory, much like a conventional computer architecture controls data flow according to instruction opcodes. Importantly, NeuroCERIL also controls its own learning in this way, allowing it to construct, access, and modify data structures stored in memory during program evaluation. Inputs and outputs are mediated by gated connectivity between the outer environment and a special region that represents discrete symbols as unique patterns of activity (\texttt{lex}, center of Fig. 5). These symbolic representations can be associated with programs and data structures stored in the mem region via connectivity between mem and \texttt{lex}. These connections allow NeuroCERIL to read symbolic inputs, including representations of programs, and output the results of program evaluation. During imitation learning, a demonstration recorded in SMILE is provided as a sequence of symbolic inputs, and NeuroCERIL outputs a sequence of symbolic outputs that encodes the inferred causal explanation.

Dynamics in NeuroCERIL’s neural regions are governed by a common set of mathematical formulas described briefly below. Neurons in a region \( r \) receive several inputs based on gating signals that determine when each input source is active during model execution:

\[
s_r(t) = \sum_{q, \ell} g_{r,q}^{\text{context}}(t) W_{r,q}(t) v_q(t) + g_{r}^{\text{bias}}(t) b_r + g_{r}^{\text{noise}}(t) n_r(t) + g_{r}^{\text{read}}(t) l_r(t) + g_{r}^{\text{saturate}}(t) (v_r(t)) \sigma_r^{-1}(v_r(t))
\]

\[
x_r(t) = \prod_{q} \left\{ \begin{array}{ll} v_q(t) > 0, & \text{if } g_{r,q}^{\text{context}}(t) = 1 \\ 1, & \text{otherwise} \end{array} \right.
\]

\[
v_r(t + 1) = \sigma_r(x_r(t) \odot s_r(t))
\]

where \( v_r(t) \) is a vector of neural activity in region \( r \) at time \( t \), \( \sigma_r \) is the activation function of region \( r \) (typically sign/sgn), and \( x_r(t) \) is an optional vector of multiplicative inputs to region \( r \) at time \( t \). Multiplicative inputs are aggregated from the activity state \( v_q(t) \) of each region \( q \) when the corresponding gate is dynamically enabled (\( g_{r,q}^{\text{context}}(t) = 1 \)), and provide a mechanism for context-dependent associative learning and memory retrieval for representations of compositional data structures [41]. \( s_r(t) \) is a vector of cumulative synaptic inputs to region \( r \) aggregated from several sources:

- inputs from connected regions (solid lines with arrow heads in Fig. 5).
- random noise. When \( g_{r}^{\text{noise}}(t) = 1 \), a vector of random inputs \( n_r(t) \) with density \( \lambda_r \) [41] is generated in region \( r \).
- external inputs. When \( g_{r}^{\text{read}}(t) = 1 \), region \( r \) “reads” an input pattern \( l_r(t) \) from the external environment.
- activity maintenance. When \( g_{r}^{\text{saturate}}(t) = 1 \), activity \( v_r(t) \) in region \( r \) is cycled back into the region’s inputs to maintain it over time. \( \sigma_r^{-1} \) is the inverse of the region’s activation function.

Learning in the model is also controlled by regional gating, allowing for online construction of new memories during program execution. Pathway-specific weight matrices are updated via a combination of Hebbian and anti-Hebbian learning [42, 44]:

\[
\Delta W_{r,q}(t) = g_{r,q}^{\text{learn}}(t) \left( \frac{1}{v_q(t)} \right)^{\text{learning gate}} \left( v_r(t) - (x_r(t) \odot W_{r,q}(t) v_q(t)) \right) v_q(t)^T
\]

where \( W_{r,q}(t) \) is the weight matrix for connection \( \ell \) from region \( q \) to region \( r \) at time \( t \), \( v_r(t) \) and \( v_q(t) \) are the current activity patterns in regions \( r \) and \( q \) at time \( t \) (Eq. 3), and \( \sigma_r^{-1} \) is the inverse of the activation function for region \( r \). Weight updates are distributed across the weight matrix and are normalized according to the magnitude of the source pattern. The weight matrix is only updated during model execution when \( g_{r,q}^{\text{learn}}(t) = 1 \), a regional gating signal computed during program execution.

This learning rule is also used to initialize NeuroCERIL with a learned program-independent virtual machine composed of procedures that implement the primitive operations of its programming language [42], and to program NeuroCERIL with the causal inference algorithm described in
Sect. 3.2, which is expressed in the language of NeuroCERIL’s virtual machine. The details of initialization and program learning can be found in [44].

NeuroCERIL’s virtual machine supports two major innovations that extend its computational capabilities beyond NeuroLISP and ease the implementation of its causal inference algorithm: a class system and an exception handling system. The class system allows specification of reusable programs (i.e., class methods) for initializing and modifying instances of complex data structures such as causal hypotheses, cause-effect knowledge, and observed actions. Instances of classes, called objects, are stored as collections of named pointers to other memories (i.e., class attributes). The underlying implementation of objects makes use of the existing mechanisms for variable binding in NeuroCERIL’s virtual machine; objects have corresponding lexical namespaces that store attributes as variable bindings, and can be retrieved via learned associations between the mem and env regions (see [44] for details on variable binding in NeuroLISP).

Exceptions are errors that occur during program evaluation, and are triggered by events such as attempted access to undefined variables, attributes, or class methods. The exception handling system provides a mechanism for specifying dynamic responses to exceptions. This obviates the need for excessive program expressions that perform checks on data before access; a program instead can specify what should be done if retrieval fails. For example, when evoking new hypotheses to explain an observed action, NeuroCERIL consults its causal knowledge-base to retrieve cause-effect recipes that are relevant to the observed action (see Sect. 3.2). Because evocation only matches an action to the first effect of a cause-effect recipe, the observed action may not evoke any new hypotheses even if it can be plausibly matched to the prediction of an existing hypothesis. In this case, the knowledge-base does not contain any entry for the observed action type, and retrieval will result in an exception that can be easily handled by skipping the evocation process (first loop of PROCESS_ACTION in Algorithm 1) and moving directly to prediction verification (second loop of PROCESS_ACTION in Algorithm 1). This situation is depicted in Fig. 3b, in which the observed action (Action : B₁) is matched to a hypothesis (Hyp : [X → A, B₁]), but does not evoke any new hypotheses from the knowledge base.

Exception handling is supported by the exception stack region (bottom right of Fig. 5), which maintains pointers to activity states in other regions that represent the state of the virtual machine. This region functions like the runtime and data stack regions (shared with NeuroLISP), which represent stack frames as distributed patterns of activity that have learned associations with activity patterns in other regions [44]. Responses to exceptions are specified in programs with “try” expressions that include a primary sub-expression to evaluate, and an additional sub-expression representing the error response (i.e., a “catch block”). When a “try” expression is evaluated, the virtual machine first stashes its state on the exception stack, which involves learning associations in the pathways exiting the exception stack region. Then, the virtual machine attempts to evaluate the primary sub-expression. If an exception occurs, the virtual machine retrieves its prior state from the exception stack, and evaluates the response sub-expression. Upon completion, the top of the exception state is popped, and evaluation of the program continues.

3.4 Experimental Evaluation

To evaluate NeuroCERIL, we performed empirical experiments using a battery of test demonstrations that was used to test CERIL. These tests include procedural maintenance tasks involving replacing, swapping, and discarding mock hard drives in a docking assembly, as well as toy block stacking tasks (see [8] for details). For example, the replace red with green tasks involve removing a disk drive from a slot with a red light, and replacing it with a disk drive from a slot with a green light. Prior to testing, NeuroCERIL was initialized during a training process that established in memory its virtual machine, causal inference algorithm, and knowledge-base of cause-effect schemas indicating how intentions can be implemented. Test demonstrations, which were not included during training, were then provided as inputs for a single trial of inference. Each task was provided as a sequence of LISP-like expressions encoding the observed motor actions (e.g., (grasp drive1 left-gripper)), a list of manipulable objects in the environment and their properties, and the changes to these objects that occur after each motor action. Using the hypothetico-deductive algorithm described in Sect. 3.2, NeuroCERIL identified a plausible hierarchical explanation for the input sequence in terms of top-level abstract intentions that may have caused the observed sequence, and output this explanation as a sequence of LISP-like expressions (e.g., (relocate drive1 slot1)). We compared NeuroCERIL’s output for each task with CERIL’s to confirm that it performs comparably, and carried out additional analysis on its memory usage and runtime to determine how well it scales with the length of demonstrations.

Runtime was measured as the number of timesteps in model simulations, and memory usage was evaluated by monitoring each simulation to count the number of associations that were learned during causal inference. Specifically, we monitored learning of attractor states and transitions in the underlying neural networks (stored in the recurrent connectivity of the mem region in Fig. 5), as well as associations between namespaces and memory states that represent variable bindings for both local variables and object attributes.
Table 1  NeuroCERIL performance on battery of robotic imitation learning tasks

| Demonstrated task               | Act | Interp | Timesteps | Attr | Transit | Bindings |
|--------------------------------|-----|--------|-----------|------|---------|----------|
| Remove red drive (1)           | 7   | 3      | 353,825   | 197  | 362     | 661      |
| Remove red drive (2)           | 10  | 4      | 490,085   | 250  | 468     | 917      |
| Replace red with spare (1)     | 14  | 6      | 653,758   | 341  | 642     | 1243     |
| Replace red with spare (2)     | 14  | 6      | 653,758   | 341  | 642     | 1243     |
| Replace red with green (1)     | 15  | 7      | 668,955   | 356  | 670     | 1276     |
| Replace red with green (2)     | 15  | 7      | 668,955   | 356  | 670     | 1276     |
| Swap red with green (1)        | 16  | 8      | 668,889   | 357  | 672     | 1278     |
| Swap red with green (2)        | 16  | 8      | 668,981   | 361  | 680     | 1285     |
| Toy blocks (IL)                | 24  | 8      | 1,224,377 | 591  | 1150    | 2326     |
| Toy blocks (AI)                | 30  | 10     | 1,524,253 | 735  | 1434    | 2905     |
| Toy blocks (UM)                | 39  | 13     | 1,975,927 | 945  | 1848    | 3763     |

(Stored in the connection from env to mem in Fig. 5). These associations represent the core data structures used during causal inference, such as observed actions, hypotheses, and inferred causes. We report the associations formed specifically during the inference process, and exclude those that represent the causal inference programs and cause-effect knowledge that is shared across demonstrations.

We further examined NeuroCERIL’s memory access patterns to gain a better understanding of its memory usage. We hypothesized that the majority of memories constructed during inference would be highly transient memories that are only accessed across brief intervals of time, such as abandoned causal hypotheses. This would indicate that NeuroCERIL might benefit from a functionally distinct short-term memory system in which memories rapidly fade if they are not refreshed by retrieval, much like human working memory. To test this hypothesis, we recorded instances of memory construction and access during inference, excluding demonstration-independent memories such as program representations and cause-effect knowledge. For each recorded memory, we determined its “lifespan” as the interval between its initial learning and the final time it was retrieved during the simulation (i.e., a memory is “born” when it is first learned, and “dies” after its last retrieval during the simulation). We then calculated the number of “living” memories over the course of the inference process and compared it to the total number of memories constructed. This provides a metric for the proportion of memories that are being actively utilized for causal inference.

4 Results

Table 1 shows the results for the same benchmark battery of procedural maintenance task demonstrations that were used to verify CERIL’s functionality. For each task, we report the number of actions recorded in the demonstration (Act), the number of top-level intentions in NeuroCERIL’s causal interpretation (Interp), the number of timesteps of neural network simulation required for causal inference (Timesteps), and three measurements of learned associations that indicate model memory usage: the number of learned attractors (Attr) and attractor transitions (Transit) in the mem region, and the number of learned variable bindings (Bindings). NeuroCERIL produced causal interpretations (sequences of top-level intentions) equivalent to the minimum cardinality explanations identified by CERIL for each of the tests.

Figure 6 shows an example of the causal interpretation inferred for the replace red with spare (1) task, which involves replacing a broken disk cartridge (cart2) in a mock disk drive drawer with a fresh cartridge (cart5). Actions and causal intentions are represented by rectangles that indicate the type of action/intention along with its parameters. Each action/intention points to its start and end timepoints, represented by circles (left side), which delineate concrete observed actions (leftmost column of boxes). The top-level explanation, composed mostly of abstract intentions, is indicated by bold boxes. NeuroCERIL reconstructs this explanation by following the shortest path from the final \((t_f)\) to initial \((t_i)\) timepoints using parsimony pointers (bold arrows, shown only for relevant timepoints; see Sect. 3.2).

Runtime and memory usage results provide an empirical estimate of the complexity of NeuroCERIL’s hypothetico-deductive causal inference algorithm. Figure 7 shows runtime and memory usage\(^2\) relative to the length of input demonstrations (Act in Table 1). Each datapoint corresponds to an individual imitation learning test task (rows in Table 1), and the dashed lines show the results of linear regression computed for each metric. These results can be compared to Table 1 in [8],\(^3\) as well as the theoretical analysis of

\(^2\) The model was tested on a GPU accelerated desktop computer, which completed one million timesteps of model execution in \(~88\) min using \(~20.5\) GB of GPU memory.

\(^3\) We used slightly more complex versions of the IL and AI block stacking tasks that include more blocks and actions than those reported in [8].
Fig. 6 Causal interpretation produced by NeuroCERIL for a procedural task involving replacement of a broken disk cartridge (cart2) in a mock disk drive drawer with a fresh cartridge (cart5). NeuroCERIL infers a hierarchy of abstract intentions linking observed concrete actions (left column of rectangles) to a compact high-level explanation (bold rectangles and arrows)
NeuroCERIL’s memory usage and runtime scale linearly with the number of observed actions in the demonstrated procedural task. Unlike CERIL, NeuroCERIL’s memory usage and runtime scale linearly with the length of the demonstration (x-axis). This is due to its online processing of demonstrations and incremental updating of data structures in memory that implicitly represent possible explanations.

In further analysis of memory usage, we focus on learned memory attractors, as they are a bottleneck for neural attractor memory [41]. We present the results for the replace red with spare (1) demonstration (shown in Fig. 6), but note that the results for other demonstrations are comparable. Figure 8a shows the “lifespans” of memory attractors constructed during causal inference for this demonstration, computed as the interval between initial learning and final retrieval. The x-axis indexes timesteps in which a memory attractor is constructed or retrieved, and each horizontal line indicates the lifespan of one memory attractor, indexed along the y-axis. Shorter lines indicate that a memory attractor is only accessed over a brief interval, while longer lines indicate memories that are utilized over longer periods of time. Some memories remain alive through the majority of the inference process, such as representations of the environment and inferred causes that make up the final top-level cover, while others have relatively short lifespans, such as falsified causal hypotheses. We refer to the “living memories” at a given timestep as the set of memories that have been learned prior to that timestep, and that will be accessed at a later timestep (i.e., a memory “dies” after the final timestep in which it is accessed). Figure 8b shows the total number of memory attractors learned over the course of the infer-
ence process, along with the number of “living” memories at each timestep, which corresponds to the number of overlapping horizontal lines at each point along the x-axis in Fig. 8a. Although the total number of learned memories increases steadily over time, the majority of these memories have relatively short lifespans and are rapidly abandoned. As a result, the number of “living” memories remains fairly stable over time, and never exceeds 20% of the total learned memories.

5 Discussion

In this paper, we presented NeuroCERIL, a brain-inspired neurocognitive controller for social robots that learn procedural tasks from human-provided demonstrations (i.e., robotic imitation learning). NeuroCERIL infers the intentions underlying demonstrated behavior using a novel causal inference algorithm based on human-like hypothetico-deductive reasoning, which combines bottom-up abductive inference with top-down predictive verification. This approach allows NeuroCERIL to iteratively construct plausible interpretations of demonstrated behavior as it is observed, make verifiable predictions about subsequent behavior, and generate compact explanations in terms of abstract intentions. By abstracting away the low-level implementation details of a demonstration, NeuroCERIL’s explanations can be generalized for planning alternative implementations that depend on variations in the environment. We evaluated NeuroCERIL on a benchmark battery of procedural maintenance and toy block-stacking tasks recorded in a virtual environment, demonstrating that it works effectively in robotic imitation learning domains. Our empirical results complement prior work demonstrating that cause-effect reasoning is an effective and provably correct approach to imitation learning [8] and we show that comparable performance can be achieved using only neural computations. In addition, our empirical results show that the model scales well with the length of demonstrated action sequences, and that the majority of its memory usage during causal inference is dedicated to transient short-term memories, much like human working memory. This demonstrates that causal inference can be achieved more efficiently with the use of hypothetico-deductive reasoning, which avoids exhaustive enumeration of potential solutions by focusing computations on viable partial solutions.

NeuroCERIL is distinguished from prior approaches to robotic imitation learning by its use of neural computations to understand demonstrated behavior in terms of causal relations that are directly related to high-level planning and cognitive-motor control. This not only affords generalization during imitation, but also facilitates an understanding of roles and perspectives that is critical to human-robot collaboration [7]. For example, NeuroCERIL’s inference algorithm may be generalized for understanding of human behavior during collaborative tasks, in which a robot must reason about behavioral plans that include components carried out by multiple agents. Such a system may be able to collaborate with humans more effectively by adapting its own intentions to those inferred about human participants (e.g., adjusting plans to avoid interfering with collaborators or help them achieve their goals). This is made more feasible by NeuroCERIL’s general data structures for representing hierarchical behavioral plans and algorithms for both deductive and abductive reasoning. In addition, NeuroCERIL maintains a model of the external environment in memory and tracks changes that are induced by demonstrated motor activity. NeuroCERIL’s understanding of demonstrations therefore provides an awareness of the physical consequences of behavior that is critical for safe and effective deployment of robots in sensitive environments.

Causal reasoning and compositionality are widely considered to be critical components of human cognition that are challenging for contemporary neural models to learn [54–57]. NeuroCERIL performs causal reasoning with compositional models in working memory that represent the external environment and encode high-level behavioral plans, and is therefore a significant step toward developing neural networks with human-like reasoning capabilities. In addition, we have previously proposed that neural models of working memory control, particularly in humanoid robots, provide a promising avenue to understanding conscious cognitive processing and its underlying basis in neural computations [35, 58]. NeuroCERIL is therefore also relevant to investigations of consciousness in machines and biological agents because it implements human-like cognitive algorithms in a brain-inspired neural architecture.

NeuroCERIL has several important limitations that suggest directions for future research. In this paper, we have focused on the causal inference component of imitation learning (left side of Fig. 1), and have not addressed the perceptual processing of demonstrated behavior or the generation of motor plans to implement learned skills during imitation. Prior work has demonstrated that neural networks can effectively segment actions from raw videos of demonstrated behavior [59–61]. In our own prior work, we have shown that programmable neural networks can implement basic hierarchical planning, and can perform adaptable motor control in simulated robots [41, 45]. It is therefore feasible to integrate NeuroCERIL with low-level neural models of perception and motor control to create a complete neurocognitive imitation learning system that performs the full range of action recognition, causal inference, and motor planning.

Our hypothetico-deductive causal reasoning algorithm relies on a knowledge-base of causal relations that describe how abstract intentions can be decomposed into sequences of increasingly concrete behavior. The algorithm’s capacity
for generalization depends on the richness of this knowledge-base, as it specifies the intentions that can be recognized and their possible implementations. Thus, it cannot be expected to identify unknown intentions, or to identify known intentions from unknown implementations. In the present work, we relied on human-authored domain knowledge that should be acquired through experience in future work. We note that imitation learning is a tractable approach to incrementally developing such domain knowledge, as each demonstration indicates a new causal relation that can be stored in the knowledge-base for subsequent learning. Thus, given only predefined knowledge of elementary motor behaviors (e.g., grasping objects and toggling switches), our causal inference algorithm can be straightforwardly modified to learn causal relations that compose these behaviors into increasingly complex skills such as relocating objects, arranging them in particular ways, and carrying out conditional procedures that depend on environmental conditions. This incremental learning procedure resembles human learning, in which simple skills must be learned as prerequisites to more complex skills (e.g., one must learn to boil water before learning to prepare coffee or tea). By learning different implementations of the same skill, an imitator can improve their ability to generalize higher-level skills to novel environments. Importantly, this has a combinatorial effect: complex skills with multiple sub-components can be implemented in many different ways if each sub-component affords even a small number of different implementations. Future work should address inference of the logical conditions that determine which causal relation should be used during planning to implement each intention (i.e., under what circumstances a particular implementation is appropriate).

Our causal inference algorithm also relies on constraints in demonstrated behavior. In particular, implementations of abstract intentions must be performed in a fixed order as specified in the causal knowledge-base, and cannot be broken up by unrelated actions. In reality, procedural tasks might involve interleaved action sequences performed with both hands, and may include steps that can be performed in arbitrary arrangements. Thus, future work might involve modifying our causal inference algorithm to support these variations. This might also permit generalization to additional cognitive domains in which hypothetico-deductive reasoning is relevant, such as visual scene understanding and linguistic processing.

Finally, NeuroCERIL uses a unified memory system that does not include functionally distinct short-term and long-term memory. This means that long-term memories such as programs and causal knowledge may be gradually degraded as new short-term memories are constructed during program evaluation. Our empirical results show that the majority of memories constructed during causal inference are only accessed during a narrow window of time, and are therefore highly transient short-term memories. This suggests that NeuroCERIL would benefit from a functional separation of short-term and long-term memory to protect the latter from interference.
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