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Abstract— Mechanical systems are usually modeled by second-order Ordinary Differential Equations (ODE) which take the form \( \ddot{q} = f(t, q, \dot{q}) \). While simulation methods tailored to these equations have been studied, using them in direct optimal control methods is rare. Indeed, the standard approach is to perform a state augmentation, adding the velocities to the state. The main drawback of this approach is that the number of decision variables is doubled, which could harm the performance of the resulting optimization problem. In this paper, we present an approach tailored to second-order ODE. We compare it with the standard one, both on theoretical aspects and in a numerical example. Notably, we show that the tailored formulation is likely to improve the performance of a direct collocation method, for solving optimal control problems with second-order ODE of the more restrictive form \( \ddot{q} = f(t, q) \).

I. INTRODUCTION

Optimal planning of dynamic trajectories in robotics requires an efficient way of solving finite-horizon optimal control problems. In particular, online planning in the context of nonlinear model predictive control requires repeated and fast solutions to these problems [1]. One way of solving such problems is direct optimal control, which starts with a discretization of the continuous problem before solving it. Among the direct methods, direct collocation methods are widely used, as they generate sparse Nonlinear Programming (NLP) problems that can be solved efficiently with dedicated solvers [2].

This paper is concerned with Optimal Control Problems (OCP) with second-order Ordinary Differential Equations (ODE), which read as:

\[
\ddot{q}(t) = f(q(t), \dot{q}(t), u(t), p), \quad t \in [0, T],
\]

where \( T \in \mathbb{R}, q : [0, T] \rightarrow \mathbb{R}^n_q, \dot{q}(\cdot) \) and \( \ddot{q}(\cdot) \) are the first and second time derivative of \( q(\cdot), u : [0, T] \rightarrow \mathbb{R}^n_u \), and \( f : \mathbb{R}^{n_q} \times \mathbb{R}^{n_q} \times \mathbb{R}^{n_u} \times \mathbb{R}^p \rightarrow \mathbb{R}^{n_q} \) is a Lipschitz function. This structure of ODE is very common. It can model dynamical systems subject to classical mechanical laws [3]. For example, it can model the equations of motion for walking robots [4]. Simulation methods tailored to this structure have been studied in [5]–[8]. In this paper, we investigate how to adapt numerical optimal control methods to the presented special structures to increase computational efficiency. In recent work [9], two direct collocation methods for optimal control are adapted to second-order ODE: the trapezoidal and the Hermite-Simpson collocation methods. These methods only imply low-order convergence compared to Legendre-Gauss-Radau collocation methods [2]. For these two methods, improvements compared to the standard methods have been shown for two numerical examples [9].

Contributions: In this paper, we present and compare two approaches to systematically apply collocation methods to the second-order structure (1) in optimal control settings. The first approach is standard for direct optimal control, but does not exploit the special structure while the second approach does. More precisely, in the first approach, the ODE (1) is considered as a first-order ODE where the state comprises positions and velocities, while in the second, one directly considers the second-order structure. We compare the two approaches theoretically and numerically. The authors [9] exploit the aforementioned structure in two special cases. This paper extends these to any collocation method, and in particular, to the higher-order ones. To formulate these new direct collocation methods, we use a special polynomial basis that permits us to formulate new direct collocation methods with more sparsity in the equations. We show that for the more restrictive case \( \ddot{q} = f(q, u) \) the NLP resulting from our new method is less complex (lower dimension and similar sparsity pattern) than for the standard approach and yet the underlying integration method is as accurate, as shown on a numerical example.

Outline: In Section II we define two classes of methods to apply collocation methods to second-order systems which we call Standard Collocation (SC) and Position-based Collocation (PC). In Section III we define the class of OCP we tackle and present direct collocation to solve these numerically, using the integration methods defined before. This is followed by Section IV, where an advantage of the new method is highlighted. It is finally put into practice in Section V on numerical examples.

Notations: In this paper, we denote \( (a_1, \ldots, a_n) := [a_1^\top, \ldots, a_n^\top]^\top \) the concatenated column vector when \( a_1, \ldots, a_n \) are column vectors.

II. COLLOCATION METHODS FOR SECOND-ORDER SYSTEMS

In this section, we are not concerned with optimal control yet, but only with integration methods, hence we will...
consider a second-order ODE in the following form:
\[ \ddot{q}(t) = f(t, q(t), \dot{q}(t)), \quad t \in [0, T], \]  
(2)
where \( f : \mathbb{R} \times \mathbb{R}^{n_q} \times \mathbb{R}^{n_q} \to \mathbb{R}^{n_q} \) is a Lipschitz function.

Furthermore, we make use of the change of variable \( x := (q, \dot{q}) \) and define the corresponding function \( \tilde{f}(t, x) := (\dot{q}, f(t, q, \dot{q})) \). With this change of variable, the second-order ODE (2) becomes the first-order ODE:
\[ \dot{x}(t) = \tilde{f}(t, x(t)), \quad t \in [0, T]. \]  
(3)

We use an equidistant grid defined by the grid size \( N \) and the grid-points \( t_k := kh \) for \( k \in \mathbb{N} \) \( \{0, ..., N\} \), with \( h := \frac{T}{N} \) the step-size.

A. Collocation methods for second-order ODE

In this section, we are concerned with the second-order Initial Value Problem (IVP) given by the ODE (3) and the initial condition \( x(0) = x_0 \) where \( x_0 := (q_0, v_0) \) is a vector in \( \mathbb{R}^{2n_q} \). We also fix \( d \in \mathbb{N} \) and \( \tau_0, ..., \tau_d \in (0, 1] \) some distinct numbers which we call collocation order and collocation points respectively. We also define the set \( \mathcal{D} := \{1, ..., d\} \). To derive the formulas with more simplicity we also define \( \tau_0 = 0 \). Finally, we define the corresponding points \( t_{k,i} := t_k + h\tau_i \in [0, T] \).

Collocation methods are systems of equations that come from the discretization of this IVP. They are originally used for simulation. They fall into the class of Implicit Runge-Kutta methods [2], but are formulated differently: they consist in writing the conditions for a piece-wise polynomial function to satisfy the differential equations on the collocation points. In [6], the author distinguishes two types of collocation methods for simulation of systems in the form (2): indirect and direct simulation methods. In the first one, the collocation method is applied to the IVP in standard form (3), i.e. after the change of variable defined above, while in the second kind it is applied directly to the second-order ODE (2). To avoid conflicts of terminology with the name direct collocation methods used in the numerical optimal control community, for example in [2], in this paper, we use different names: the first methods ("indirect" in (2)) will be called Standard Collocation (SC) because it is the usual approach to direct optimal control of second-order ODE and the second ("direct" in (2)) Position-based Collocation (PC).

The solution \( x(\cdot) \) is approximated by a polynomial on each interval \([t_k, t_{k+1}]\). The variable \( x_k := (q_k, v_k) \in \mathbb{R}^{2n_q} \) approximates \( x(t_k) \) and \( z_k \in \mathbb{R}^{n_{int}} \) are intermediate variables which contain further information about the solution within the interval \([t_k, t_{k+1}]\), with a certain \( n_{int} \in \mathbb{N} \) depending on the chosen collocation method. In standard collocation methods, the approximation is of the form \( x(t_k + h\tau) \simeq \phi(x_k, z_k, \tau) \) for \( \tau \in [0, 1] \) where \( \phi(x_k, z_k, \cdot) \) is a polynomial with \( 2n_q \) components of degree \( d \) or less, and is parameterized by the intermediate variables \( z_k \in \mathbb{R}^{2n_q \cdot d} \) through a well-chosen polynomial basis such that \( \phi_k(x_k, z_k, 0) = x_k \). We denote by \( \phi(x_k, z_k, \tau) \) the derivative of this polynomial with respect to \( \tau \). The standard collocation method is given by the following recursive equations for \( k \in \mathcal{N} \):
\[ x_{k+1} = \phi(x_k, z_k, 1), \]  
\[ \dot{\phi}(x_k, z_k, \tau) = h\tilde{f}(t_{k,i}, \phi(x_k, z_k, \tau)) \]  
for all \( i \in \mathcal{D} \).  
(4)

In PC methods, the approximation is of the form:
\[ x(t_k + h\tau) \simeq \left( \psi(x_k, z_k, \tau), h^{-1}\dot{\psi}(x_k, z_k, \tau) \right), \]  
(5)
for \( \tau \in [0, 1] \). Furthermore, \( \psi(x_k, z_k, \cdot) \) is a polynomial with only \( n_q \) components of degree \( d + 1 \) or less, and is parameterized by the intermediate variables \( z_k \in \mathbb{R}^{n_q \cdot d} \) through a well-chosen polynomial basis such that \( x_k = \left( \psi(x_k, z_k, 0), h^{-1}\dot{\psi}(x_k, z_k, 0) \right) \).

The PC method is given by the following recursive equations for \( k \in \mathcal{N} \):
\[ x_{k+1} = \left( \psi(x_k, z_k, 1), h^{-1}\dot{\psi}(x_k, z_k, 1) \right), \]  
\[ \dot{\psi}(x_k, z_k, \tau_i) = h^2 f(t_{k,i}, \psi(x_k, z_k, \tau_i), h^{-1}\dot{\psi}(x_k, z_k, \tau_i)) \]  
for all \( i \in \mathcal{D} \).  
(6)

Note that both of these methods can be summarized in the following form:
\[ x_{k+1} - F(x_k, z_k) = 0, \]  
\[ G_k(x_k, z_k) = 0 \]  
(7)

It has been shown in [6] that the latter method is equivalent to a Runge-Kutta-Nyström integration scheme and that both methods have the same order of convergence of the global error with respect to the grid size. Note that there is the same number of evaluations of \( f(\cdot) \) in both methods, but the number of intermediate variables for standard collocation methods is \( n_{int} = 2dn_q \) while for PC methods, we have only \( n_{int} = dn_q \). The reduction of the number of equations and degrees of freedom in (6) is further discussed in Subsection IV-B.

B. Interpretation of the two methods

In this section, we discuss the difference between the methods. For this purpose, we start by noting \( \ddot{q}(t), \ddot{v}(t) \) the piece-wise polynomial functions for position and velocities that a given collocation method yields.

Let us remark that for both methods, the equation \( \dot{\tilde{v}}(t) = f(t, \tilde{q}(t), \tilde{v}(t)) \) holds only for \( t = t_{k,i} \) with \( (k, i) \in \mathcal{N} \times \mathcal{D} \). On the other hand, for standard collocation methods, the equation \( \ddot{q}(t) = \ddot{v}(t) \) also only holds for \( t \) being a collocation point, while it does for every \( t \) in PC methods. This difference comes from the fact that in standard methods, the equation \( \ddot{q}(t) = \ddot{v}(t) \) is imposed at \( d \) points which is not sufficient to impose total equality of the polynomials, as \( \ddot{v}(t) \) can be of degree \( d \), which makes \( d + 1 \) degrees of freedom.

In [9], a discussion is brought about the consequences of this fact. It is highlighted that in standard methods, because the equation \( \ddot{q}(t) = \ddot{v}(t) \) is not satisfied everywhere, the equation \( \ddot{q}(t) = \ddot{v}(t) \) is usually not satisfied at any point.
As a consequence, the equation of the dynamic \( \ddot{q}(t) = f(t, \dot{q}(t), \ddot{q}) \) is in general not satisfied. It is however the case, at least on the collocation points, in PC methods. This phenomenon is illustrated for two numerical examples in [9].

While this difference seems to imply a higher accuracy in PC methods, the order of convergence of the global error is the same, because the approximation error on \( \dot{q} \) dominates the error on \( q \), as we will see in Subsection IV-A.

C. Adapted choice of polynomial basis

In this section, we define an adapted polynomial basis in which the PC method (6) can be expressed explicitly. Indeed, while the Lagrange polynomial basis is the obvious choice for SC methods, to apply the PC, we need to choose a parameterization of the polynomials \( \psi(x_k, z_k, \cdot) \) introduced earlier, which should satisfy the equation \( \psi(x_k, z_k, 0), h^{-1}\dot{\psi}(x_k, z_k, 0) = x_k \).

The choice of parameterization, which defines the intermediate variables, does not affect the accuracy of the method, but the sparsity of the equations, which are viewed as constraints in direct optimal control. Thus, the equations of the method have to be as simple as possible. To make this parameterization efficient, we define an adapted polynomial basis as follows.

We define \( p_0^*, ..., p_d^*, p_c^* \) as the unique polynomials of degree less or equal to \( d + 1 \) that satisfy the following relations:

\[
p_i^*(\tau) = \begin{cases} 1 & \text{if } i = i', \\ 0 & \text{otherwise}, \end{cases} \quad \text{for all } (i, i') \in \{0, ..., d\}^2,
\]

\[
\dot{p}_i^*(0) = 0, \quad \text{for all } i \in \{0, ..., d\},
\]

\[
p_i^*(\tau_i) = 0, \quad \text{for all } i \in \{0, ..., d\},
\]

\[
p_i^*(1) = 1.
\]

The polynomials \( p_0^*, ..., p_d^*, p_c^* \) define a basis of \( \mathbb{R}_{d+1}[X] \) which we call the semi-Hermite polynomial basis. Using the polynomial \( r(\tau) = \prod_{j=1}^d \frac{\tau - \tau_j}{\tau_i - \tau_j} \), these polynomials can be written explicitly:

\[
p_0^*(\tau) := (1 - r'(0)\tau)r(\tau),
\]

\[
p_i^*(\tau) := \tau r(\tau),
\]

\[
p_i^*(\tau) := \frac{\tau^2}{\prod_{j \in \{1, ..., d\} \setminus \{i\}}} \frac{\tau - \tau_i}{\tau_i - \tau_j}, \text{ for all } j \in \{1, ..., d\}.
\]

Indeed, direct computations show that these polynomials verify the equalities (8) using \( r(0) = 1 \) and \( r(\tau_i) = 0 \) for \( i \in \{1, ..., d\} \). These polynomials are illustrated in Figure 1.

D. Explicit formulations

For standard collocation methods, we can express the system (4) explicitly as follows:

\[
x_{k+1} = x_k p_0^*(1) + \sum_{j \in D} z_{k,j} p_j^*(1),
\]

\[
x_k \dot{p}_0^*(\tau_i) + \sum_{j \in D} z_{k,j} \dot{p}_j^*(\tau_i) = h f(t_k + h\tau_i, z_{k,j}) \text{ for all } i \in D.
\]

where \( p_0^*, ..., p_d^* \) is the Lagrange polynomial basis with respect to the points \( \tau_0, ..., \tau_d \).

For PC methods, to facilitate the explicit formulation of the system (6), we will start with the restricted case where \( f \) does not take \( \dot{q} \) as input but only \( q \) and \( t \). The method can still be extended to the general case, even though the equations would be more complex, as briefly mentioned in Subsection IV-B. With the polynomial basis defined earlier, the parameterization of \( \psi(x_k, z_k, \cdot) \) is now given by the following:

\[
\psi(x_k, z_k, \tau) = q_k p_0^*(\tau) + \sum_{j \in D} z_{k,j} p_j^*(\tau) + hv_k p_c^*(\tau). \quad (10)
\]

Combining (6) with (10), we obtain the PC method explicitly as follows:

\[
x_{k+1} = \left( \frac{1}{h} \left( q_k p_0^*(1) + \sum_{j \in D} z_{k,j} p_j^*(1) \right) + v_k p_c^*(1) \right),
\]

\[
q_k \dot{p}_0^*(\tau_i) + \sum_{j \in D} z_{k,j} \dot{p}_j^*(\tau_i) + hv_k \ddot{p}_c^*(\tau_i) = h^2 f(t_k + h\tau_i, z_{k,i}) \text{ for all } i \in D.
\]

Note that when \( f \) does take \( \dot{q} \) as an input, the right-hand side of the last equality has to be replaced with \( h^2 f(t_k + h\tau_i, z_{k,i}, w_{k,i}) \) where \( w_{k,i} \) are the velocities evaluated on the collocation roots, defined as follows:

\[
w_{k,i} := \frac{1}{h} \left( q_k p_0^*(\tau_i) + \sum_{j \in D} z_{k,j} \dot{p}_j^*(\tau_i) \right) + v_k p_c^*(\tau_i). \quad (12)
\]

It is quite clear from that expression that the efficiency improvement brought from the PC methods only takes place when the dependency of \( f(\cdot) \) in \( \dot{q} \) is small (in the sense of complexity), or nil.
Let us note that equations (9) and (11) define the functions \( F(\cdot) \) and \( G(\cdot) \) from the condensed form (7). A comparison of sparsity and complexity between equations (9) and (11) is provided in Subsection IV-B.

III. DIRECT COLLOCATION FOR CONTINUOUS OPTIMAL CONTROL

In this section, we present the class of problems that we aim to tackle and give a description of direct collocation methods which solve them numerically using the collocation methods defined in the previous section.

Now that control is involved, we use the ODE in the form of (1) again, with the same change of variable \( x = (\dot{q}, q) \) to end up into an ODE of the following form:

\[
\dot{x}(t) = f(x(t), u(t), p), \quad t \in [0, T].
\]

A. Optimal Control Problems

We aim to tackle OCP of the form:

\[
\begin{align*}
\min_{x(\cdot) \in \mathcal{X}, u(\cdot) \in \mathcal{U}, p \in \mathcal{P}} & \int_0^T L(x(t), u(t), p) \, dt + E(q(T)) \\
\text{subject to} & \quad \dot{x}(t) - f(x(t), u(t), p) = 0, \quad \forall t \in [0, T], \\
& \quad g(x(t), u(t), p) \geq 0, \quad \forall t \in [0, T], \\
& \quad r(x(T), x(0), p) = 0.
\end{align*}
\]

The spaces \( \mathcal{X}, \mathcal{U}, \mathcal{P} \) are respectively the state, control, and parameter spaces. These are respectively subsets of the set of functions from \([0, T]\) to \(\mathbb{R}^{2n_x}\), the set of functions from \([0, T]\) to \(\mathbb{R}^{n_u}\), and \(\mathbb{R}^{n_p}\).

The functions \( g : \mathbb{R}^{2n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_q} \), \( L : \mathbb{R}^{2n_x} \times \mathbb{R}^{n_u} \to \mathbb{R} \), \( r : \mathbb{R}^{2n_x} \times \mathbb{R}^{2n_q} \times \mathbb{R}^{n_p} \to \mathbb{R}^{n_r} \), and \( E : \mathbb{R}^{n_q} \to \mathbb{R} \) define the remainder of the control problem. The integers \( n_q, n_u, n_p, n_q \) and \( n_r \) are respectively the dimensions of the state, control, parameter variables, and constraints.

B. Direct collocation methods

Direct control transforms the infinite dimensional OCP (14) into a finite dimension NLP: the controls \( u(\cdot) \) are restricted to be piece-wise constant on the equidistant grid defined in the previous section by \( N, h, \) and the grid-points \( t_k \) for \( k \in N \). A side remark is that here we consider the case of the same grid for the discretization of \( u(\cdot) \) and \( x(\cdot) \) which does not have to be the case in general.

One subclass is the direct transcription methods, which are fully simultaneous approaches where the numerical simulation equations are formulated as equality constraints of the optimization problem, keeping all intermediate variables as optimization variables. Probably the most popular class of direct transcription methods is formed by the direct collocation methods, where the integration is performed by collocation method. We keep as optimization variables the intermediate variables \( z_k \) used in the numerical simulation equations. A more detailed description of direct collocation can be found in [2, Section 8.5.3]. An important characteristic of these methods is that it yields a large-scale but sparse NLP that one can solve with specialized algorithms such as the sparsity exploiting interior-point implementation IPOPT [10].

Regarding the implicit integration methods described in the previous section, now that control is involved, they take the following form:

\[
\begin{align*}
x_{k+1} - F(x_k, z_k) &= 0, \\
G(x_k, z_k, u_k, p) &= 0,
\end{align*}
\]

where, consistently with the previous section, \( x_k := (q_k, \dot{q}_k) \in \mathbb{R}^{2n_x} \) approximates \( x(t_k) := (\dot{q}(t_k), q(t_k)) \) and \( z_k \in \mathbb{R}^{n_z} \) are the intermediate variables depending on the chosen collocation method and \( u_k \) are the values of the controls assumed to be constant on the intervals \([t_k, t_{k+1}])\).

Finally, we use quadrature rules for the integral in the objective of the OCP (14) summarized in the function \( I \in \mathbb{R}^{2n_q \times n_z} \times \mathbb{R}^{n_x} \rightarrow \mathbb{R} \).

The NLP to be solved in direct collocation for the OCP (14) has as optimization variables: the sequences of states \( x := (x_0, x_1, \ldots, x_N) \), the sequence of intermediate variables of the collocation equations \( z := (z_0, \ldots, z_{N-1}) \), as well as the sequence of local control parameters \( u := (u_0, \ldots, u_{N-1}) \) and \( p \in \mathbb{R}^{n_p} \) and is formulated as follows:

\[
\begin{align*}
\min_{x, z, u, p} & \quad \sum_{k \in N} l(x_k, z_k, u_k, p) + E(x_N) \\
\text{subject to} & \quad x_{k+1} - F(x_k, z_k) = 0, \quad \forall k \in N, \\
& \quad G(x_k, z_k, u_k, p) = 0, \quad \forall k \in N, \\
& \quad g(x_k, u_k) \geq 0, \quad \forall k \in N, \\
& \quad r(x_N, x_0, p) = 0.
\end{align*}
\]

Finally, based on these definitions and the previous section, we can now make a distinction between the two types of direct methods: the ones with standard collocation for the discretization, and the ones with position-based discretizations. The PC methods are obtained by only parameterizing the state variables \( q \) as piece-wise polynomial functions whereas SC methods parameterize both the positions and velocities as piece-wise polynomial functions. Finally, we recall that in SC methods we have \( z_k \in \mathbb{R}^{d \times n_q} \) because polynomials for both \( \dot{q}(\cdot) \) and \( q(\cdot) \) are parameterized whereas in PC methods we only parameterize polynomials for \( q(\cdot) \), hence \( z_k \in \mathbb{R}^{d \times n_q} \) has only half the number of components.

IV. THEORETICAL COMPARISON

In this Section, we discuss some advantages of using PC methods compared to the standard ones. More precisely, we show that, while they give the same order of accuracy, the new approach decreases the complexity of the NLP to solve. This provides good reasons to think that it leads to better performance.

A. Order of accuracy

As it has been shown in [6] for simulation, the standard and position-based collocation methods, defined in (4) and (6), converge with the same order. More precisely, under sufficient regularity assumptions on the function \( f \) in the IVP
given by (2), the order of convergence of the global error is between $d$ and $2d$ depending on the choice of collocation roots as proven in [6]. Furthermore, it has also been proven in [6] that in PC methods, the local error on the state $q(\cdot)$ converges with a speed of one order more than in standard methods. In general, this is however not the case for the error of $\dot{q}(\cdot)$, hence the global error has a convergence of the same order as the standard collocation and not more.

This is however only due to the approximation error on $\dot{q}(\cdot)$, which gives us reasons to expect a convergence with a better multiplicative constant, even though the order is the same.

As an alternative interpretation, the polynomial which locally approximates the solution $q(\cdot)$ is one degree higher than in the PC method (6). As an example, the PC method of order $d$ with collocation roots of any choice would offer an exact solution for the ODE $\ddot{q}(t) = ed^{-1}$, while the standard collocation method of order $d$ would not. The convergence speed of the error is illustrated in Figure 2 for the following example IVP:

$$\ddot{q}(t) + q(t) = \cos(t), \text{ for all } t \in [0, 10],$$
$$q(0) = \dot{q}(0) = 0. \tag{17}$$

The plots show that for this example, the PC method converges with the same order (the order is $2d$ here because of the choice of collocation roots of Gauss-Legendre type), but with a better multiplicative constant.

**B. Number of variables and sparsity pattern**

In this section, we assume that the functions $L(\cdot)$ and $f(\cdot)$ in (14) only depend on $q$ and not on $\dot{q}$. This restriction is not necessary for the PC methods to benefit from the same order of convergence, but complexity reduction is only interesting in that case. Let us also note that for given $N$ and $d$, the number of evaluations of functions $L(\cdot)$, $E(\cdot)$, $f(\cdot)$, $g(\cdot)$, and $r(\cdot)$ is the same for the two methods. Finally, in the two methods, the number of evaluations of the latter functions is the same.

Let us study the dimension and sparsity of the NLP obtained from PC and SC methods. Note that the number of nonlinear function evaluations of the constraints and objective and the number of structural nonzero elements in the gradient of the objective function are the same for the two methods.

In Table I, we compare the number of variables, constraints, and nonzero elements in the constraint-Jacobian, for the PC and SC methods. In this table, we used the following constants, for the values that are independent of the method:

- $C_1 := N(2n_q + n_u + n_p + 2n_q)$
- $C_2 := 2n_q + n_r + Nn_g + 2Nn_q$
- $C_3 := Nn_q d(n_q + n_u + n_p) + Nn_q(n_u + 2n_q) + 2n_q(2n_q + n_r)$

The number $C_1$ is for the number of variables, $C_2$ is for the number of constraints and $C_3$ is for the number of nonzero elements in constraints-Jacobian.

It happens that the PC method has a sparser and smaller constraint-Jacobian. This simply comes from the fact that in SC methods, there are twice as many intermediate variables and yet, no special sparsity is gained when $L(\cdot)$ and $f(\cdot)$ are independent of $\dot{q}$.

**V. Numerical comparison**

In this section, numerical results concerning the described method are shown. These are based on a popular example of a second-order OCP.

**A. Model description**

The example we choose for comparison of PC and SC methods is a problem of optimal control of a frictionless overhead crane with inextensible rope. The equations of such a system are described in [11] for example. However, in our case, we assume the mass of the load to be infinitely smaller.

![Fig. 3. Trajectory of a two-dimensional overhead crane system.](image-url)
than the mass of the trolley, such that the motion of the trolley is only influenced by the control force, and not by the tension of the rope. We only model a fluid-friction torque applied to the rotation of the rope. Equivalently, it can be seen as directly controlling the acceleration of the trolley instead of the force, which also justifies the absence of friction for the trolley in the model, which simplifies the equations. We perform optimal control with box constraints on positions and terminal constraints on both positions and velocities for the equilibrium point at the origin. We minimize the norm of the controls and positions along the trajectory. This problem is also called a regulation problem. The state is \( q(t) = (r(t), \theta(t)) \) where \( r(t) \) represents the position of the trolley, and \( \theta(t) \) represents the angle of the rope at time \( t \). A controlled trajectory for this problem is illustrated in Figure 3, and the corresponding OCP is the following:

\[
\begin{align*}
\text{minimize} & \quad \int_0^T \left( u(t)^2 + r(t)^2 + \theta(t)^2 \right) \, dt \\
\text{subject to} & \quad \dot{r}(t) = u(t), \quad \text{for all } t \in [0, T], \\
& \quad \dot{\theta}(t) = f(\theta(t), u(t)) - \beta \dot{\theta}, \quad \text{for all } t \in [0, T], \\
& \quad r_{\text{min}} \leq r(t) \leq r_{\text{max}}, \quad \text{for all } t \in [0, T], \\
& \quad (\dot{r}(0), \dot{\theta}(0)) = (0, 0), \\
& \quad (r(0), \theta(0)) = (r_0, \theta_0), \\
& \quad (\dot{r}(T), \dot{\theta}(T)) = (0, 0), \\
& \quad (r(T), \theta(T)) = (0, 0),
\end{align*}
\]

where the function \( f(\cdot) \) is defined as follows:

\[
f(\theta, u) := -u \cos(\theta) - a \sin(\theta). \quad (19)
\]

To illustrate the adaptability of the method, we use both Gauss-Legendre and Radau-IIA collocation points [2] for both methods. We implement the methods described in this paper in \textit{Python}, using the package \textit{CasADi} [12] for manipulation of symbolic variables. To solve the NLP, we use \textit{IPOPT} [10] via its \textit{CasADi} interface in \textit{Python}. The results are presented in the next part.

**B. Numerical results**

To compare the accuracy of both methods, we apply them on 200 instances of the problem (18), which are generated by drawing \((r_0, \theta_0)\) from a uniform distribution on \([-3, 3] \times [-\frac{\pi}{3}, \frac{\pi}{3}]\). For the rest of the parameters of (18) and equation (19), we use \(r_{\text{min}} = -3.0\), \(r_{\text{max}} = 3.0\), \(T = 10.0\), \(\beta = 0.1\) and \(a = 9.81\). Furthermore, we apply the PC and SC methods with \(N = 20\) and for two different values of the order: \(d = 2\) and \(d = 3\). To compare performance, for a given instance of the problem and a given method, we compute the error as follows: \(\text{error} := v - v^{\text{ref}}\) where \(v\) is the objective value of the problem evaluated for the solution given by the method of interest, while \(v^{\text{ref}}\) is the objective value when the solution is computed with higher accuracy, using SC with \(d = 5\). On the other hand, to compare the efficiency of the methods, we compare the average running time per iteration of the interior-point method performed through \textit{IPOPT}. This approach is preferred to total computational time because it ignores the number of iteration which depends on the initial guess. The code is executed on \textit{Python} 3.8.8 on a standard laptop.

Figure 4 and Table II, summarize the result. We use the notation "X-Y-n" for the method X with the collocation roots given by Y, which has a convergence of order n. We use the abbreviation GL for Gauss-Legendre collocation points and R for Radau-IIA. We observe that, in this example, the PC and SC methods give solutions with similar quality, but the PC methods are faster than SC methods, by 15 to 25\% in running time. We observe this gain of efficiency both in the cheap methods \((d = 2)\) and in the accurate methods \((d = 3)\), and for both choices of collocation points. This example show that even for an ODE where the right-hand side has a dependency in the velocities, the PC methods are more efficient.
TABLE II
COMPARISON OF THE TWO METHODS FOR THE FRICTION-LESS EXAMPLE

| Method | Average running time per iterations in milliseconds | Geometric mean of the error |
|--------|-----------------------------------------------------|----------------------------|
| SC     |                                                     |                           |
| $d = 2$ Radau | 5.0 | $4.5 \cdot 10^{-2}$ |
| $d = 2$ Legendre | 4.2 | $3.0 \cdot 10^{-3}$ |
| $d = 3$ Radau | 4.7 | $1.2 \cdot 10^{-3}$ |
| $d = 3$ Legendre | 4.7 | $5.6 \cdot 10^{-5}$ |
| PC     |                                                     |                           |
| $d = 2$ Radau | 3.7 | $2.5 \cdot 10^{-3}$ |
| $d = 2$ Legendre | 3.6 | $2.7 \cdot 10^{-3}$ |
| $d = 3$ Radau | 3.7 | $4.6 \cdot 10^{-4}$ |
| $d = 3$ Legendre | 3.6 | $6.3 \cdot 10^{-5}$ |

VI. Conclusion

This paper presents and compares different variations of direct collocation methods for second-order ODE. With these comparisons, we have shown that in the presented simple example, the PC method seems to present an advantage in terms of running time compared to the standard ones, but not significantly in terms of accuracy. Hence, we can conclude that our theoretical results from Section IV have concrete implications for the application of our method to real-world problems. Indeed, even if the generic gain in sparsity is obtained when the right-hand side of the ODE is independent of the velocities, the advantage is still visible in the presented example, even though the right-hand side does depend on the velocities there. This can be interpreted by the fact that this dependency is light (linear, only on some part of the components).

Finally, these methods should also be used and studied for problems of the same kind with higher dimensions, typically for applications from robotics.
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