Emergence of robust memory manifolds
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The ability to store continuous variables in the state of a biological system (e.g., a neural network) is critical for many behaviours. Most models for implementing such a memory manifold require hand-crafted symmetries in the interactions or precise fine-tuning of parameters. We present a general principle that we refer to as frozen stabilisation (FS), which allows a family of neural networks to self-organise to a critical state exhibiting multiple memory manifolds without parameter fine-tuning or symmetries. Memory manifolds arising from FS exhibit a wide range of emergent relaxational timescales and can be used as general purpose integrators for inputs aligned with the manifold. Moreover, FS allows robust memory manifolds in small networks, and is therefore relevant to debates about implementing continuous attractors with a small number of neurons in light of recent experimental discoveries.

Teaser Continuous memories and diverse timescales in biological systems, traditionally thought to require fine-tuning, can be robustly implemented in generic networks via the mechanism of frozen stabilization.

I. INTRODUCTION

Many biological systems are able to maintain a memory of relevant quantities in their dynamical states for durations much longer than the characteristic response time of the component parts. For instance, humans can keep items in working memory for several minutes, even though the intrinsic timescale of neuronal responses is on the order of 10 – 100ms. This fundamental and critical memory function is particularly relevant for neural systems, where the key challenges of implementing memory in networks of neurons have been extensively studied (c.f. [1] and references therein). If we consider the memory as being stored in the collective activity of the neurons, then the problem becomes one of implementing fixed-points in the network dynamics. Storing a discrete set of items can be achieved by having a discrete set of stable fixed-points in the dynamics; the Hopfield model [2] is a prominent example of such a memory.

Storing continuous variables in the dynamical state of a neural network is, fundamentally, a more difficult challenge. It requires a continuum of fixed-points forming a manifold, equipped with a structure that can preserve the metric information of the continuous variables. Such a manifold attractor will be locally stable in directions normal to the manifold, and marginally stable along the manifold, so that the state can move smoothly along the manifold. A memory manifold like this can subserve critical functions such as evidence accumulation [3, 4], path integration [5, 6] and more generally implementing flexible cognitive maps [5, 7]. Constructing such a manifold in neural networks has often required fine-tuned parameters and/or hand-crafted symmetries in the connectivity matrix (e.g. models for spatial navigation [8–10], integrators [11], orientation tuning [12–14], but also c.f. [15, 16]). Implementing memory manifolds robustly is an open theoretical and experimental question.

Closely related to the problem of constructing memories is the problem of generating long timescales in neural networks ([17] pp. 329–350). This is motivated by the presence of a spectrum of timescales in the behaviours generated by these neural networks – a memory function might require a single long timescale, however, other behaviours might contain a wide spectrum of timescales. In these cases too, models for generating long timescales require some form of fine-tuning [18].

The difficulty of constructing memory manifolds goes beyond neural networks and applies to dynamical models of biological systems more generally. For a dynamical system to function as a continuous memory, it needs to be poised between instability and stability – i.e. be marginally stable. This is typically achieved at bifurcation points, thus requiring parameters to be fine-tuned, or by requiring special symmetries in the connectivity matrix, which is another form of fine-tuning. Perturbations away from the fine-tuned operating point will destroy/destabilise the manifold. Marginal stability without parameter fine-tuning necessarily requires the system to self-organise to a critical point, i.e. exhibit self-organised criticality – a highly non-trivial phenomenon [19]. Apart from specific examples of this phenomenon, more general principles to achieve this are lacking.

We present a principle that we refer to as frozen stabilisation, which allows a family of neural networks to self-organise to a state exhibiting memory manifolds and a wide range of relaxational timescales. The principle works by spontaneously freezing/slowing the dynamics of a (random) subpopulation of neurons, thereby creating a static background input which serves to stabilise the remaining population. This stabilisation brings the
system to rest on a manifold of marginally stable fixed-points, on which the state can move smoothly. These memory manifolds can function as general purpose neural integrators [11], and the emergence of the memory manifold and timescales is robust to parameter choices and permits a wide range of connectivity matrices, including ones without any symmetries/structure.

II. ROBUST MEMORY MANIFOLDS IN A SIMPLE RECURRENT NETWORK

We first illustrate the frozen stabilisation principle by means of a specific neural network model, and then discuss the general principle, which applies more broadly, in the next section.

A. Marginal stability over a range of parameters

Let us consider a recurrent neural network (RNN) described by the following dynamics:

$$\frac{dh}{dt} = \sigma(Wh) \odot [-h + J\phi(h)]$$  

(1)

Here, $h$ is a $N$-dimensional vector representing the internal states of the neurons, $J, W$ are $N \times N$ connectivity matrices, $\sigma(x) = \left[1 + e^{-ax}\right]^{-1}$ is a sigmoidal non-linearity that acts element-wise and $\phi(x) = \tanh(gx)$ is the neuronal output nonlinearity with gain $g$. The entries of $J, W$ are sampled i.i.d from a centered Gaussian distribution with variance $1/N$. In [20], a variant of this “gated” RNN (gRNN) was studied and shown to exhibit marginally-stable fixed points over a range of parameters, in the limit of a binary sigmoid ($\alpha \to \infty$).

Specifically, in the marginally stable regime, the instantaneous Jacobian $D$ describing the linearised dynamics, has the maximal value of the real part of the spectrum exactly equal to 0 – i.e. the system is poised between stability and instability. And, unlike classical RNNs which permit this behaviour only for a single, fine-tuned value of the gain $g$ [21], the gRNN permits this behaviour for $1 < g \leq 3.27$ (see Appendix A for details). In this wide range of parameters, the dynamics will flow to one of the many marginally-stable fixed points, which form a manifold. Note that the matrices ($J, W$), are completely unstructured, and the emergence of the manifold does not require any symmetries in the connectivity.

B. Mechanism for marginal stability in the gRNN

In order to understand frozen stabilisation, it is instructive to study the dynamical mechanism which gives rise to the self-organised critical state in the gRNN. One might naively expect that in the limit $\alpha \to \infty$, the $\{\sigma\}$ terms go to zero and the $h$-variable becomes frozen, leading to fixed-points. However, with a little reflection it should be clear that at any given time the argument of the gating function $\{Wh_i\}$ will take both positive and negative values, and thus one should expect half the $\{h_i\}$ to be zero and the other half to be 1 – i.e. half the $\{h_i\}$ are momentarily frozen and the other half active, or free to evolve. Moreover, we know from prior work that a “vanilla” RNN (vRNN) – where $\sigma_i = 1$ for all $i$ in eq.1 – exhibits chaotic activity for $g > 1$ [20, 21]. So, in the gRNN, if half the $\{h_i\}$ are free to evolve, what causes all the $\{h_i\}$ to be frozen – i.e. be at a (marginally stable) fixed-point?

This is where the stabilisation in frozen stabilisation enters. As mentioned above, a snapshot in time reveals a (random) partition of the system into two populations depending on whether $\sigma_i$ is 0 (frozen) or 1 (active). For simplicity, and without loss of generality, we can relabel neurons so that $\sigma_i = 1$ for $i = 1, \ldots, N_a$. Let us denote the active population by $h^a_i = h_i$ for $i = 1, \ldots, N_a$, and the frozen population by $h^f_i = h_{N_a+i}$ for $\mu = 1, \ldots, N_f$. In these variables, the dynamics of the network (1) take the form

$$\frac{dh^a}{dt} = -h^a + J^a\phi(h^a) + \beta^f, \quad \frac{dh^f}{dt} = 0.$$  

(2)

Here, $J^a$ is a $N_a \times N_a$ submatrix (upper-left block) of $J$ with entries $J^a_{ij} \sim N(0, \mu_a/N_a)$, and $\mu_a = N_a/N$ is the total fraction of active neurons. The first equation in eq. 2 is written to explicitly show that the interactions from the frozen population, $\beta^f_i = \sum_j J^f_{ij}\phi(h^f_j)$, play the role of a static noise (or “bias”), where $J^f$ is a $N_f \times N_f$ submatrix of $J$ with entries $J^f_{ij} \sim N(0,1-\mu_a/N_f)$, and $N_f = N - N_a$. The interactions amongst the active population result in a time-dependent noise process $\eta_i(t) = \sum_j J^a_{ij}\phi(h^a_j(t))$. We motivate splitting the terms into static and dynamic components below.

We know from prior work on vRNNs that static, random external biases like $\beta^f$ in eq. (2) have a stabilising effect on the dynamics, and for $g > 1$, the dynamic noise from the recurrent interactions destabilises fixed-points, leading to chaos [22–24]. Thus, the static and dynamic noise have opposing effects, and when the strength/variance of the static noise is above a critical value, it can overcome the dynamic noise, making the dynamics flow to a (non-zero) fixed-point. Crucially, for a given set of external biases $\beta$, in the vRNN, there is typically only one fixed-point.

In the gRNN, the interactions $\beta^f_i$ from the frozen population effectively act as static “external biases” to the active population, with the important difference that these biases are not fixed constants but functions of dynamical variables. If the variance of interactions from the frozen population is strong enough, then we expect – in analogy to the vRNN – that the dynamics of the active population will be stabilised, and the whole system will flow to a fixed point. The critical value of the variance of biases, $\sigma_{\beta^f}$, that will stabilise the dynamics of the active population is calculated using MFT in Appendix A, and plotted as a function of $g$ in Fig. 1c (red line).
We can also use MFT to calculate the typical value of the variance of the static noise/bias from the frozen population in the gRNN (Appendix A). This quantity, $\sigma_{\beta}^{DMFT}$, is shown in Fig. 1c (black line). We require $\sigma_{\beta}^{DMFT} > \sigma_{\beta}^*$ in order for the frozen population to stabilise the active population, and thus make the whole system flow to a fixed point. Indeed, we see that this is the case for all $g$ that satisfy $1 < g \lesssim 3.27$ (compare red and black lines in Fig. 1c). Thus, whenever $g$ satisfies this condition the network self-organises to a state where the frozen population acts as random biases that stabilise the active/free-to-evolve population, thus making the whole system marginally stable. It is important to emphasise that simply having half the population frozen ($\sigma_i = 0$) will not give rise to the self-organised state – i.e. there is no marginal stability for $g > 3.27$ (orange line in Fig. 1c); both freezing and stabilising are important. We also emphasise that the composition of the frozen/active population are not fixed, and the “biases” provided by the frozen population are dynamical variables and not fixed constants. As will be shown below, this results in a self-organised state that is characterised by a continuum of connected fixed-points – i.e. a memory manifold.

Finally, we comment on the dimensionality and the stability of the manifolds that can emerge from this model. As we show below, the local dimension $D$ of the memory manifold is given by the total number of frozen neurons, or $D = (1 - \mu_h)N$. Moreover, the discussion above illustrates that the static noise/bias must be sufficiently large with respect to the dynamic noise in order for stabilisation to occur. For the gRNN, this ratio scales approximately like

$$\frac{\sigma_{\text{stat}}^2}{\sigma_{\text{dyn}}^2} \sim \frac{1 - \mu_h}{\mu_h}, \quad (3)$$

which will be large for small $\mu_h$. Therefore, frozen stabilisation in the gRNN will be more robust for high-dimensional manifolds (see Fig. 9). It is possible also to think of $\mu_h(h)$ as a function of the position in phase space; in this case, the relation 3 implies that the dynamics is attracted to regions which have small $\mu_h$, or have a relatively higher number of frozen neurons. We further develop this phase-space perspective in discussing the global geometry of the memory manifold in Sec.IV C 1.

III. FROZEN STABILISATION AS A GENERAL PRINCIPLE TO PRODUCE MEMORY MANIFOLDS

The mechanism discussed in the context of the gRNN, where one part of the system that is spontaneously slowed, stabilises the freely evolving part, forms the core of the principle of frozen stabilisation for achieving the memory manifolds. Although, we illustrated the principle with a specific model, we will see that it is more general and does not depend on the specific parameter and connectivity choices of the gRNN. Fig. 2, shows a schematic of a system displaying frozen stabilisation and the accompanying Jacobian spectrum. The main requirement for the principle is that one part of the system $(h^f)$ gets instantaneously slowed/frozen depending on the state of the whole system (depicted by $F(h(t))$ in Fig. 2a). The freezing function $F$ we consider in the case of the gRNN are the switch-like binary gates with tuneable biases, $F(h) = \sigma(W h)$ but we aren’t limited to this choice. More generally, the freezing function $F$ is a map from the continuous activity $h = (h_1, ..., h_N)$ to a bit string $\sigma = (1, 0, ..., 0, 1)$, which indicates whether a
particular coordinate is frozen \((σ = 0)\) or active \((σ = 1)\).

When the freezing happens in the neuron basis – i.e. a rotated basis – instead of a rotated basis – the dynamics can be represented in full generality using gating variables as

\[
\dot{\hat{h}} = G(h, σ) = σ \odot G(h, σ).
\]  

The freezing function therefore effectively produces multiplicative interactions between a internally generated field \(σ = F(h(t))\) and the state vector.

As a result of the subpopulation freezing, the active population will have an effective equation of motion \(\dot{h}^a = G(h^a, h^f)\), which describes non-autonomous dynamics driven by a static input \(h^f\) - the activity of the frozen neurons. The functional form of the static drive is denoted by \(S(h^f)\) in Fig. 2a.

If one has a network which reaches a fixed point under a static drive, frozen stabilisation then suggests a general strategy to construct a network generating memory manifolds: one must enlarge the phase space, and include a freezing function \(F(h)\) which spontaneously freezes a subpopulation to provide the static drive. The static input then becomes a dynamical variable rather than a fixed external variable, and thus the the dynamics will come to rest on a manifold of fixed points.

We also note that the freezing can occur at the level of modes – i.e. a rotated basis – instead of the neuron basis. To see this consider dynamics with of the form

\[
\dot{h}_i = \sum_j M_{ij}(h)G_j(h)
\]

The matrix \(M\) can be instantaneously diagonalised as \(Q^{-1}[λ]Q\), and the velocity vector transformed \(\dot{h}' = Q\dot{h}\) and \(G' = QG\), such that

\[
\dot{h}' = λ \odot G',
\]

which can also be represented in the form (4), but with the modes gated instead of the individual neurons. If the \(F\) matrix always has zero eigenvalues, then instead of frozen neurons, in this setting there will be frozen modes, and consequently frozen stabilisation.

It is also instructive to look at frozen stabilisation through the lens of the instantaneous Jacobian describing the linearised dynamics. Fig. 2b shows the generic Jacobian spectrum for a system displaying frozen stabilisation: any freezing mechanism will lead to an accumulation of slow modes near zero (blue circle in Fig. 2b) and if the frozen population can stabilise the evolving population then all the remaining Jacobian eigenvalues will have real parts less than 0 (green circle in Fig. 2b). As long as the Jacobian spectrum has this general form, we will have a system that generates a memory manifold. Since the only requirement for stable eigenvalues is that they have real parts less than 0, the principle does not require precise connectivity matrices with special symmetries or fine-tuned parameters. Indeed, the principle will work even with: a diagonal \(W\); presence of correlations between the elements of \(J\) and other activation functions \(φ\), such as the rectified-linear function (ReLU).

We study this robustness in more detail in Sec.(IV A).

A. A self-stabilised RNN using frozen stabilisation

Armed with the key features of frozen stabilisation, we can now embark on constructing a variety of networks which produce a memory manifold. Here we give one example of a network than can generate a memory manifold with a lower dimension and with a small number (\(\sim 20\)) of neurons: the self-stabilised RNN (ssRNN). For the ssRNN, we make use of the fact that a relatively stronger static noise induced by the frozen population will lead to more robust stabilisation.

We incorporate a dynamical variable that modulates the variance of the frozen population, thereby ensuring robust stabilisation of lower dimensional memory manifolds as compared to the gRNN. The dynamics of the
ssRNN are given by the following equations:
\[
\begin{align*}
\partial_t h &= \sigma \odot [-h + J(\phi \odot r)], \\
\sigma &= \Theta(W \phi + b), \\
r &= \gamma [\mu_\sigma(t) (1 - \sigma) + G(1 - \mu_\sigma(t)) \sigma]
\end{align*}
\]
where \(\Theta(\cdot)\) denotes the Heaviside function, \(\mu_\sigma(t) = \langle \sigma(t) \rangle\) is the mean (instantaneous) fraction of freely evolving neurons and \(G\) is a gain control parameter chosen to be \(\leq 1\). The bias \(b\) controls \(\mu_\sigma\) and thus the dimensionality of the memory manifold.

The self-stabilising nature of the network is evident from \(r\): when the size of the evolving population is larger than the frozen population then \(r\) dynamically boosts the output of the frozen population and suppresses the outputs of the evolving part thereby ensuring that the frozen part can stabilise the evolving part. Consequently, the relative magnitude of the static and dynamic drives behaves as
\[
\frac{\sigma^2_{\text{stat}}}{\sigma^2_{\text{dyn}}} \sim G^2 \frac{\mu_\sigma}{1 - \mu_\sigma},
\]
which is the inverse of that found for the gRNN (eq. 3).

From a global geometry perspective, the relation implies that for a fixed \(N\), the dynamics of ssRNN is attracted to regions with larger \(\mu_\sigma\), and thus regions which have relatively fewer frozen neurons. This is what allows the network to self-organise to exhibit stable lower-dimensional memory manifolds. Furthermore, self-stabilisation allows the ssRNN to implement such memory manifold with typically fewer neurons. In Fig. 8 we see that a ssRNN with \(N = 50\) has a Jacobian that shows robust frozen stabilisation.

We would like emphasise that the ssRNN is just one example of a family of networks that can exploit frozen stabilisation to generate a memory manifold. The key requirement is that the frozen population is able to stabilise the freely evolving population thus pushing the non-zero eigenvalues of the Jacobian to the left of the imaginary line, as in Fig. 2b. As long as the Jacobian has this form, the system will generate a memory manifold. Indeed, this principle can be implemented even in a network with \(N = 3\), which allows us to visualise the manifold as we see below. We now proceed to study the properties of the memory manifold produced by frozen stabilisation.

### IV. PROPERTIES OF THE MEMORY MANIFOLD

#### A. Robustness of Frozen Stabilisation

As we indicated above, frozen stabilisation and the emergence of the associated memory manifold are not slave to the details of the precise connectivity matrices, and do not require fine-tuned gain parameters. Here, we consider the effects of perturbations to parameters, and biologically relevant connectivity matrices on the emergence of the memory manifold. In networks of real neurons, a salient deviation from the completely unstructured connectivity is the over-representation of bidirectional connections suggesting a partially symmetric structure (e.g. [25, 26]). We can study the effects of such structure on the manifold by considering matrices \(J\) that can vary between fully symmetric to fully anti-symmetric. Specifically, we consider \(J\) from the elliptic ensemble \((j_{ij})\) where \(\langle (j_{ij})^2 \rangle = N^{-1}\) and \(\langle j_{ij}j_{jk} \rangle = \eta N^{-1}\), with \(\eta \in [-1, 1]\). The symmetric, asymmetric and anti-symmetric cases correspond to \(\eta\) being 1, 0 and \(-1\), respectively. In Fig. 3a-c, we see representative examples with the ssRNN wherein, other parameters being the same, introducing strong symmetry or anti-symmetry in \(J\) does not affect the emergence of the memory manifold since the non-zero eigenvalues of the Jacobian are still stable [28].

Another important variation in the connectivity involves \(W\), which governs how the freezing variable \(\sigma\) depends on \(h\). In particular, when \(W\) is diagonal, this would imply that the freezing variable is local – i.e. \(\sigma_i\) only depends on \(h_i\). This choice too does not hamper the formation of the memory manifold, as is shown in an illustrative example in Fig. 3d.

Thus far, we looked at choices for the connectivity matrices. Let us now briefly consider whether the memory manifold will fall apart if the connectivity matrices or the gain parameters are perturbed. For random connectivity matrices \(J, W\) and large \(N\), if each \(J_{ij}\) is independently perturbed by zero mean random variable with variance \(\delta^2/N\), then the effect of this perturbation is similar to increasing \(g \rightarrow g(1 + \delta^2)\), and as long as the spectral edge of the non-zero eigenvalues of the Jacobian does not cross.
zero, the memory manifold will still exist; this will be the case when \( q \) is not close to the boundaries of its permissible range. In contrast, low-rank perturbations of the form \( J \rightarrow J + uu^T \) can potentially push some of the eigenvalues to positive values, thus destabilising the slow manifold. More generally these two types of perturbations correspond to ones that globally affect the stable bulk of the Jacobian spectrum (Fig. 2b, green) or ones that produce outliers from the bulk, respectively. The particular form of the detrimental perturbations will depend on the model details.

**B. True continuum of fixed-points**

A salient feature of the memory manifold generated by frozen stabilisation is that it is a continuum of marginally stable fixed-points. This is in contrast to previous models to generate continuous attractors, where a continuous manifold is approximated by a discrete set of \( O(N) \) fixed-points, where \( N \) is the system size (no. of neurons) [1, 8, 10, 12, 29]. The distinction matters for the resolution with which the continuous variable can be stored or “quantised”; specifically, a manifold of dimension \( D \) that is approximated with \( N \) fixed-points will have a resolution that scales as \( N^{-1/D} \), and this can deteriorate rapidly with \( D \), even for small \( D \).

To see that a network exhibiting frozen stabilisation does indeed give us a continuum of fixed-points and not a discrete set, let us consider the gRNN from before – the argument will work with any other network exhibiting frozen stabilisation. It is sufficient to study how the network responds to infinitesimal perturbations away from a particular fixed-point. In the gRNN, denoting the frozen population by \( h^f \), and the active population by \( h^a \) (as in 2), we find that for a neuron in the evolving population, at a fixed point the following equation must hold,

\[
0 = -h^a_i + \sum_{j=1}^{N} J_{ij}^a \phi(h^a_j) + \sum_{\mu=1}^{N} J_{i\mu}^f \phi(h^f_\mu).
\]

If we now apply an infinitesimal perturbation \( h^f \rightarrow h^f + \delta h^f \), then as long as the evolving population can still accommodate a fixed-point by adjusting infinitesimally as \( h^a \rightarrow h^a + \delta h^a \), the manifold will be continuous. This is possible as long as the following equation has a solution:

\[
(-I + J^a[\phi'(h^a)]) \delta h^a = -J^f[\phi'(h^f)] \delta h^f.
\]

Here, \([x] \) denotes a diagonal matrix with the vector \( x \) on the diagonal. There is a solution to eq. 10 if the matrix in parentheses on the LHS is invertible. Since the leading edge of the spectrum of this matrix is at \(-1 + \frac{1}{2}(q^2)_{\text{avg}} - \) for large \( N \) – invertibility is guaranteed as long as \( q \) satisfies the condition for marginal stability (eq. A2). Thus, so long as the network exhibits frozen stabilisation, there will exist a continuous manifold of fixed-points. The same argument can be easily extended to link the stability of the Jacobian to the continuum of the manifold for other networks, like the ssRNN in Fig. 8, exhibiting frozen stabilisation. The fact that frozen stabilisation allows networks with a small number of neurons to exhibit continuous manifolds is potentially relevant to questions about accurately storing continuous variables in networks with a few neurons in the nervous systems of insects [30, 31].

**C. Geometry of the memory manifold**

Having demonstrated the local continuity of the memory manifold, we now study some of its geometric properties. We first discuss how the memory manifold consists of a union of attractive “sheets”, then we provide the condition required for the stability of the sheets and show that each sheet supports relaxational dynamics with a wide range of timescales. Finally, we calculate the metric and curvature tensors for the manifold, which among other things tell us how changes in inputs are related to changes in the state of the memory manifold.

1. Dimensionality and global geometry of the manifold

The first point to address is the dimension of the manifold. Without loss of generality, we may assume we are in a region far from any boundaries, characterised by a particular bit string \( \sigma = (0, 1, 0, 0, 1, ... , 0) \), where some \( N_a \) coordinates are active, and the remaining \( N_f \) coordinates are frozen. The frozen population (\( h^f \)) provides a natural set of coordinates on the memory manifold, which locally looks like \( \mathbb{R}^{N_f} \). This can be understood by considering the structure of the left- and right-eigenvectors of the Jacobian for the general form of the dynamics (eq. 4). The Jacobian \( D \) evaluated at a fixed point far from a manifold boundary is a block structured matrix which can be written

\[
D = [\sigma] \frac{\partial G}{\partial h}.
\]

For every frozen neuron with \( \sigma_\mu = 0 \), there exists a left-eigenvector of the form \( L^T_\mu = (0, \ldots, 1, \ldots, 0) \), nonzero only at location \( \mu \), that is a zero mode of the Jacobian, i.e. \( L^T_\mu D = 0 \). For \( N_f \) frozen neurons, there will be \( N_f \) linearly independent zero left-eigenvectors. Since the dimension \( D \) of the manifold is equal to the number of linearly independent zero modes, it will be precisely equal to the size of the frozen population, \( D = N_f \). We also note that bi-orthogonality implies that the right-eigenvectors \( R_\mu \) corresponding to the zero eigenvalues are supported on exactly one frozen dimension, and the rest of the support is spread over the active population.

In the gRNN, the size of the frozen population is on average \( N/2 \), and thus the manifold is generically locally high-dimensional. In the ssRNN we can have a lower-dimensional manifold, not only because the network can support manifolds for smaller \( N \), but also due to the
The intuitive picture depicted in Fig. 4 hints at the manifolds in higher dimensional gRNNs. The manifold will consist of “sheets” labeled by a particular bit string \( \sigma \) and locally homeomorphic to \( \mathbb{R}^N \). The different sheets can intersect, and if they do, the intersection will be on the boundaries defined by the condition \( Wh = 0 \). This condition defines a set of \( N \) constraints which partition the space into \( 2^N \) distinct regions. And, each region corresponds to a bit string \( \sigma \) labeling the frozen units. Will all the \( 2^N \) regions contain a sheet? Evidently no. The \( W \) matrix partitions the phase space into regions labeled by a unique bit string \( \sigma \) and each region will have a zero manifold – i.e. a set of points satisfying the fixed-point criterion. However, the existence of a sheet depends on whether or not this zero manifold (or part of it) is stable/attractive, as dictated by the \( J \) matrix. Thus, as mentioned earlier, the \( W \) matrix controls the shape/geometry of the zero manifolds in the phase space, and the \( J \) matrix controls their stability. Only regions with stable sheets will contribute to the memory manifold. We elaborate on the condition for stability below.

2. Metric, curvature and timescales on the manifold

The discussion above paints a picture of the memory manifold as a union of attracting sheets. Here, we quantify intrinsic and extrinsic geometric properties of the individual sheets by means of the metric and curvature tensors, respectively. The metric allows us to see how inputs move the activity along the manifold, and surprisingly, reveals relaxational dynamics with a wide range of timescales on a single sheet. An input aligned with a right-zero-mode \( I^{(h)} \) of the Jacobian will have support on only a single frozen coordinate (and on the entire active population), producing a change in only a single frozen direction \( dh^i_\mu = Idt \) which moves the network a distance \( ds = \sqrt{\Sigma \mu \nu dh^i_\mu dh^j_\nu} \) along the manifold, where \( g_{\mu \nu} \) is the metric tensor. More generally, an input spanning the whole frozen subspace, will produce a change in the state \( ds^2 = |dh|^2 = g_{\mu \nu} dh^i_\mu dh^j_\nu \).

In Appendix B, we show that the metric tensor is given by

\[
g_{\mu \nu} = \delta_{\mu \nu} + \phi'(h^i_\mu)\phi'(h^j_\nu)\Gamma_{\mu \nu},
\]

where \( \Gamma = (J^T)^T \Sigma^{-1} J' \), and \( \Sigma = D_\alpha D_\alpha^T \) involves the “active” Jacobian \( D_\alpha \) defined in Eq. (A3). We immediately note the explicit dependence of the metric on the non-linearity \( \phi(\cdot) \). In particular, if \( \phi(\cdot) \) is a piece-wise linear function, such as \( \phi(x) = \max(0, x) \), then the metric is locally flat, i.e. proportional to the identity under a linear coordinate transformation.

For the metric to be well-behaved, we need \( \Sigma \) to be invertible, which in turn requires \( D_\alpha \) to be invertible. Failure of invertibility here indicates that the sheet will no longer be attractive. This will occur when the slope \( ds/dh^i_\mu \) becomes infinite along even a single direction \( h^i_\mu \), which is equivalent to \( \Sigma \) having a zero eigenvalue.

The ability to achieve stable manifolds with a smaller fraction of frozen neurons by tuning \( b \) in eq. 7. Thus, the ssRNN offers a way to robustly tune the dimensionality for a fixed \( N \).

In general, the global geometry of the manifold (embedded in \( \mathbb{R}^N \)) can be quite complicated and even the dimensionality can change from one part of the phase space to the other. In Fig. 4, we see an example of a (2–D) manifold embedded in \( \mathbb{R}^3 \), for a gRNN with \( N = 3 \). The manifold was generated by sampling initial conditions from a grid in \( \mathbb{R}^3 \), and running the forward dynamics till convergence to a fixed-point (see Appendix C for details of the numerics). We see that the global structure consists of two “sheets” (red & green in Fig. 4) that are connected – each sheet corresponds to a different subset of (2) frozen units. Note that the sheets themselves are continuous, and the discreteness is an artefact of the sampling. Each sheet corresponds to a particular subset of units being frozen (i.e. a bit string \( \sigma \)). Which particular subset of units contribute to any particular sheet is controlled by the \( W \) matrix, and the \( J \) matrix controls the ‘stability of the sheet’.

![Global geometry of the memory manifold](image-url)

**FIG. 4. Global geometry of the memory manifold**

Two views of an example 2–D manifold generated by a gRNN with 3 units. The global structure consists of two “sheets” (red & green) that are connected. Each sheet consists of a distinct subset of 2 frozen units. The manifold was generated by sampling a grid of initial conditions in \([-1, 1]^3\) and running the dynamics till a fixed-point was reached (further details about numerics in Appendix C).
thus yielding a \((N_l - 1)\)-dimensional manifold boundary. The invertibility of \(D_a\) can also be studied using the local time constant \(\tau(h^i)\), given by the norm of the inverse of the maximal real part of the spectrum of \(D_a\),

\[
\tau(h^i) = \left(1 - \frac{\mu a}{N_a} \sum_i (\phi'(h^i_\sigma(h^i)))^2\right)^{-1}
\]

A generic point on a sheet will have a \(\tau(h^i)\) determined from the MFT prediction in eq. (A4). However, it is important to note that \(\tau\) is not constant throughout the phase space, even on a single sheet; it takes its smallest value deep in the bulk and diverges \(\tau(\mathbf{f}) \to \infty\) precisely on the boundary of a given sheet [32]. Importantly, \(\tau(h^i)\) reflects the relaxation time of small perturbations off the sheet. Therefore, even on a single sheet \(\mathcal{M}(\sigma)\), there is a wide distribution of local relaxation times \(\tau\in(\tau_{\text{bulk}},\infty)\).

We can see from the metric (eq. 12) that the manifold is intrinsically mostly flat. However, it is interesting to know how it is embedded in the full ambient space of \(\mathbb{R}^N\). To access this, we look to the extrinsic curvature, which describes how rapidly the normal vectors to the manifold change along the manifold. For instance, if the normal vector remains constant, then the manifold is embedded as a hyperplane. If the normal evolves rapidly along the manifold, then it will appear highly curved. We show in Appendix B that the extrinsic curvature is a fluctuating quantity (in the disordered connectivity), with zero mean and a variance which scales as \(N^{-1}\). Since the eigenvalues of the extrinsic curvature tell us about the principal radii of curvature, we see that high-dimensional memory manifolds tend to have very low curvature. We provide the precise equation for this subleading variance in Appendix B. We point out also that the extrinsic curvature is proportional to the second derivative of the activation \(\phi''(x)\), and is therefore exactly zero for piecewise linear activation functions. The approximate flatness of the memory manifold implies that they can be effectively used to store multiple continuous memories without interference via integration. We substantiate this claim in the next section.

V. A GENERAL PURPOSE INTEGRATOR

One of the crucial functions a memory manifold can implement is that of a general purpose integrator: external input along the manifold directions will move the state on the manifold, and once the input ceases, the final state will store the integrated value of the input; however, traces of inputs that are not aligned to the manifold will decay away rapidly. Integrator function of this type forms the basis of many biologically important computations [4, 10, 33–35]. It is well known that implementing an integrator in biologically realistic models requires fine-tuning and special symmetries [1, 11, 13, 17]. Frozen stabilisation might offer a possible way for biological systems to implement the integrator function over a wide range of parameters and interaction patterns. In Fig. 5 we see an example of this integrator function: inputs lasting a short duration (5 time units) are applied along randomly selected manifold directions starting at the times indicated by the vertical dashed lines. The (excess) projection of the state on the input directions shows that the input trace is integrated and retained in the network state \(h(t)\) for a long time. Moreover, the inputs along different directions do not interfere with each other. The network used is a ssRNN with \(g = 1.0, N = 100, \gamma = 1.0, G = 1.0\).

Another salient feature of frozen stabilisation is that it allows a truly continuous integrator to be robustly implemented in systems with low dimensionality (e.g. a ssRNN with \(N \sim 20\)). This is in contrast with the classical models for continuous attractors in neural systems (e.g. [10, 12]) where the number of fixed-points, and thus the integrator resolution, scale with the system size, \(N\). Recent experimental work in the nervous system of insects has provided evidence for integrators with continuous attractor dynamics for representing angular orientation with a small number (∼20) of neurons [31]. If we use the classical models in their original form, it raises the problematic question of the resolution of the angular representation. Thus, memory manifolds generated by frozen stabilisation are a potential solution for achieving high-resolution continuous attractors with a small number of neurons.
VI. LONG TIMESCALES WITHOUT FINE-TUNING

Now we consider a problem that is closely related to the problem of memory: generating long timescales. To function as a memory, a system might require one long timescale, whereas other behaviours/functions might require a whole spectrum of timescales. We consider both these scenarios below. Regarding one long timescale, the problem can be stated as generating timescales in the collective dynamics of a system, which are much longer than the intrinsic timescale of its units. Typical examples of achieving this require a system to be close to a bifurcation point in the parameter space – i.e. a fine-tuning of parameters is needed. In general, achieving long timescales without fine-tuning is challenging [13, 17, 18]. On the other hand, processing inputs with multiple timescales requires responses with a spectrum of timescales, and this too is generally challenging to achieve. We will see below that frozen stabilisation leads to a wide range of relaxation times in response to perturbations.

A. Long intrinsic timescales

From the discussion of frozen stabilisation above, we know that for a wide range of parameters (e.g. $1 < g \lesssim 3.27$ for the gRNN) and binary $\sigma$, the dynamics will flow to marginally-stable fixed-points, which implies an infinitely long correlation/autonomous timescale. Thus, these long autonomous timescales are a consequence of the network self-organising to a critical state and do not require fine-tuning of parameters.

We now extend the discussion of self-organised generation of long timescales to the case when $\sigma$ is sensitive but not strictly binary. We can parametrise the sensitivity with a gain $\alpha$ such that $\sigma(x) = [1 + \exp(-\alpha x)]^{-1}$; $\alpha \to \infty$ would give the binary case. For concreteness, let us consider the case of the gRNN with large-but-finite $\alpha$. In Fig. 6a, we see that for large $\alpha$ the dynamics for the network still exhibit timescales that are many orders of magnitude larger than the intrinsic timescale of a neuron ($\tau_h$). Like the strictly marginally-stable state these long timescales are a self-organised phenomenon and not simply the result of having a sensitive $\sigma$; indeed for $g$ outside the range supporting marginal stability, the exact same network exhibits overall fast chaotic dynamics, with only intermittent short-lived freezing of activity (Fig. 6a, inset).

It is instructive to study features of this self-organised behaviour using the “velocities” $[\partial_\tau h_i(t)]$. In Fig. 6b,c we see that the characteristic feature of this dynamical state is that after short transients the velocities $\partial_\tau h_i(t)$ are quickly suppressed to very low values for every neuron (see red lines in Fig. 6b,c), even though the population averaged values of other quantities such as $\langle h_i(t) \rangle$ may be biased away from zero (the expected value) [37]. We also see that roughly half the $\sigma_i$ are open and roughly half are closed – compare the mean and standard-deviation of $\{\sigma_i(t)\}$ (orange lines in 6b,c). This means that half the $h$-population is free to evolve. Thus, the collective dynamics gives us access to long timescales over a wide range of values for $g$ and $\alpha$. As a final point, how long are the long timescales in this regime of large-but-finite $\alpha$? A simple diffusion argument suggests that these timescales should be closely related to the timescale for the $\sigma_i$ switching which will scale as $\tau_{\text{switch}} \sim \alpha^2(\phi(h)^2)$.

![FIG. 6. Emergent long timescales: a) Sample traces of a gRNN exhibiting long timescales in the collective dynamics : $N = 1000, \alpha = 50, g = 2.0$; (inset) same network but with $g = 4.0$ shows fast, chaotic dynamics. b,c) Mean(b) and standard deviation(c) of population averaged quantities, showing that the velocity $\langle \partial_\tau h_i(t) \rangle$ for all neurons are rapidly suppressed after short transients. Note that half of the $\sigma_i$ are open are open at any given instant.]

B. Wide range of relaxation times

Having considered timescales in the autonomous dynamics above, we now study the timescales present in the responses of a system exhibiting frozen stabilisation to random perturbations. Specifically, we look at the timescales with which the marginally stable system relaxes back to a fixed-point when perturbed in a random direction. In Fig. 7, we see that the relaxation timescale ($T_R$) exhibits heavy-tailed distributions. These distributions bear similarity to those of “avalanche sizes”
commonly observed in self-organised critical phenomena [19]. However, there are some notable differences. Firstly, unlike the scale-free behaviour characteristic of critical avalanches, the relaxation here cannot be truly scale-free. Indeed, the very mechanism of frozen stabilisation implies there should be a timescale present in the problem that is given by the spectral abscissa of the “stabilised” part of the spectra (circled in green in Fig. 2). We expect this to dominate the short-time behaviour. Secondly, we do not presently have an analytical handle on the functional form of the tail behaviour. Thus, it is possible that we do not observe power-law tail behaviour typical of critical avalanches – all we can demonstrate is a wide range of relaxation times.

What is the mechanism that gives rise to the wide range of relaxational timescales? There are two aspects of the geometry that contribute to this. Firstly, as mentioned above, the timescale of relaxation to a small perturbation off the sheet is governed by the local times constant determined from the active Jacobian Eq. (13). This timescale varies over the sheet and takes its smallest value in the bulk of the sheet, and diverges at the boundary of a sheet. So, even within a single sheet there is a wide range of relaxation timescales to small perturbations. The second aspect of the geometry contributing to the wide range of timescales is “jumping” between sheets after a moderate perturbation. To see this, we note that in a frozen stabilised network there is a threshold function which spontaneously segregates the population into frozen and active. This threshold function thus takes the activity of a network and returns a \( N \)-bit string \( \sigma \), with \( \sigma_i \in \{0, 1\} \) indicating the participation of each neuron. A moderately large perturbation will be able to flip some subset of bits, pushing the network away from the sheet. Subsequently, in relaxing back to the manifold – possibly to another sheet – more bits will need to be flipped, causing a branching process. In this way, the relaxation has semblance to critical avalanches, which exhibit a wide range of timescales.

\[ P(T_R \geq \tau) \]

**FIG. 7.** *Wide range of relaxation times:* Complementary cumulative distribution functions of the relaxation time \( T_R \) to perturbations for two different values of \( g \) show a lower cut-off and a heavy tail, implying a wide range of timescales. The numerics used a gRNN with \( N = 100, \alpha = \infty \). The perturbations were random Gaussian vectors with a variance of 0.25, and the relaxation time was calculated as time required for the time-derivatives to reach 0 (within solver tolerance).

VII. DISCUSSION

In this work we address two related challenges that arise in the context of neural networks, and dynamical models of biological systems more broadly: i) how to store a memory trace of continuously varying quantities; and ii) how to generate a spectrum of long timescales in the collective dynamics. The ability to implement memory and generate long timescales underlies several functions critical for survival such as evidence accumulation from a noisy signal [4, 33], path integration based on velocity cues [10, 13], forming cognitive maps [34, 35], just to name a few. Prior approaches to achieving this have typically relied either on systems being carefully poised at the boundary between stability and instability, thus requiring tuning parameters to a special value, or on special symmetries in the connectivity. Marginal stability without symmetries or parameter fine-tuning requires the system to dynamically self-organise into a critical state. This is a highly non-trivial phenomenon, and apart from specific models , more general principles are hard to come by.

Here we present a principle that we refer to as *frozen stabilisation*, which allows a family of models to self-organise to a critical state exhibiting a continuous memory manifold and a wide spectrum of response timescales. The principle is robustly implemented over a range of parameters and doesn’t require any special symmetries in the interactions/connectivity. Previous work has managed to attain continuous attractors with seemingly unstructured interaction matrices [15]. However, these arise as a result of learning and are sensitive to perturbations in the learned weights – i.e. they are fine-tuned.

A salient feature of frozen stabilisation is that it can be implemented in small systems yielding a true continuum of fixed-points, which is in contrast to prior models where the manifold is approximated by a discrete set of fixed points that scale with the system size (see [38] for another recent model which implements continuous attractors in small networks, albeit with some fine-tuning). This is relevant to debates about implementing a continuous memory with a small number of neurons, which have become important in light of the experimental results on the fly navigation system [31]. To our knowledge, frozen stabilisation is the first example of a principle that allows robust implementation of continuous attractors in small systems.

The memory networks exhibiting frozen stabilisation can be used as general purpose integrators, where inputs along the different manifold directions are independently
integrated and retained in memory without interfering with each other. Indeed, in machine learning tasks requiring evidence accumulation, trained gated RNNs solve the tasks by constructing continuous attractor manifolds, and it is likely that frozen stabilisation might be at play in facilitating these continuous attractors [39–41]. More generally, it is possible to leverage the memory networks produced by frozen stabilisation to provide a “memory reservoir” for other RNNs in tasks requiring information processing over long timescales [42].

The geometry of the memory manifolds is dictated by the form of the freezing/slowing function that spontaneously splits the full network into active and frozen subpopulations. For a random freezing function, we get a union of typically disjoint “sheets”, where each sheet functions as an attractive memory manifold subserved by a random subpopulation of frozen neurons. It is interesting to note that experiments on spatial maps in the rodent hippocampal formation also reveal the presence of multiple maps, possibly subserved by random neuronal populations [43–46]. Models of continuous attractors with multiple maps or “charts” were proposed by [47], and and studied further for independent [48, 49] and correlated [50] maps. The storage capacity is greatly diminished for multi-map attractor networks, whereas our memory manifold consists of exponentially many (in N) stable sheets. Moreover, each sheet in FS exhibits a wide range of relaxational timescales for responses. The presence of multiple sheets and a wide range of response timescales are an emergent property of FS and do not depend on precise details of the couplings or the model implementation. In follow-up work, we have shown that it is possible to tune the shape of the memory manifold by learning an appropriate freezing function (e.g. learning the W matrix in the gRNN) [42]. We leave exploring this direction further for future work.

We discussed the principle of FS using examples of specific neural network models, and a salient feature of these models was the binary σ variable that spontaneously freezes a part of the system depending on the instantaneous system state. One natural question that arises is whether frozen stabilisation can be implemented without the binary σ? If we consider a more general class of dynamical systems specified by ∂ t h(t) = F[G(h)], where F is a function acts element-wise, and has some regions of its domain where F(x) = 0, then units for which G(hi) fall in those regions will be momentarily frozen, and we can express the dynamics equivalently using gates as discussed in Sec. III. For instance, when F = ReLU(x) = max(0, x), we can express the dynamics using gates since ReLU(x) = σ(x) • x, where σ(x) is the gate/step function. The key requirement seems to be the “threshold” behaviour of F which makes it inactive over certain regions of its domain. This can, potently, be implemented in neurons with hysteresis [51, 52]. A perfectly step-like gate is also not strictly necessary. The really crucial ingredient which step-like gates readily provide is a clear separation of timescales which is produced dynamically via state-dependent time constants.

Such state-dependent functional characteristics, which are a crucial feature of our theory, are in fact widely observed in real neurons [53–55], and can be linked to many biophysical mechanisms including nonlinear dendritic integration and neuromodulation. Similarly, [56] found a wide range of timescales in cortex that were not static, but “functionally dynamic”, in that they were found to selectively increase in response to working memory tasks. [57] has even argued that a notion of a neuronal time constant should be replaced with a picture of adaptive timescales in neurons. Ref. [58] went further and showed that adaptive time constants in conductance neurons can make the response of the neuron invariant to time-warped inputs, illustrating a compelling computational advantage of such a feature. Finally, we demonstrate a mechanism in Appendix E which would give rise to an effective rate network description with a dynamical timescale similar our model Eq. 1. Following the proposal of negative-derivative feedback in [59], we show that nonlinear neurons which receive excitatory and inhibitory feedback, balanced in strength but differing in intrinsic timescales, can experience an effective state-dependent time constant.

More generally, the discussion of frozen stabilisation through the lens of the Jacobian spectrum suggests that a larger family of dynamical systems could yield the form of the spectrum required to exhibit frozen stabilisation. We leave characterising the full class of systems that can implement the FS principle for future work.

One natural concern is that since each neuron can, in principle, achieve a slow time-constant, each individual neuron can act as an integrator. From this perspective, it may seem like the emergence of the continuous attractor is less of network phenomenon than a property of single neurons. However, to alleviate this concern, as we point out in Appendix D, the network effects of frozen stabilisation can be absolutely crucial in establishing functionally relevant integrator behaviour. In particular, we show that even when each neuron is a very poor integrator, wiring them up in a network will produce superior integrators via the emergence of high dimensional manifolds. Moreover, single neuron timescales don’t explain the large number of manifolds and the wide spectrum of relaxation timescales – both emergent properties of frozen stabilisation.

In summary, we have presented a principle that allows for robust implementation of continuous memories and a wide range of response timescales in a family of neural networks, without fine-tuning parameters or using special symmetries. The continuous memory manifolds produced by this principle exhibit a true continuum of fixed points and can be implemented in small networks. Such memory networks could be useful to model biological implementations of integrators or cognitive maps. These networks could also serve as “memory reservoir” modules for use in larger machine learning architectures requiring information processing over long timescales.
Dynamical mean-field theory (DMFT): Appendix A presents details of the DMFT used to predict the parameter values quoted in Fig. 1 which give rise to marginal stability, as well as to derive the static to dynamic noise ratios 3 and 8.

Manifold geometry: Appendix B gives details of the intrinsic and extrinsic geometry of the memory manifolds, providing a derivation of Eqs. 12 and 13, as well as proving that the mean extrinsic curvature vanishes as \( N^{-1} \).

Notched gating and network effects: Appendix D presents simulations and studies integrator functionality of a gRNN with a “notched” gating function

\[
\sigma_{\text{notch}}(x) = \begin{cases} 
0 & 0 \leq |x| \leq \beta/2 \\
1 & o/w
\end{cases},
\]

for \( \beta \) smaller than the input interval, the individual neuron is a poor integrator. Nevertheless, the network is able to integrate longer input intervals due to the emergence of robust memory manifolds via frozen stabilisation.

Negative-derivative feedback and gating: In Appendix E, we extend the analysis of [59] and show how a network in which excitation and inhibition are balanced can recover an effective rate equation

\[
\tau \dot{r} \approx -r - (J \Delta \tau \phi'(r)) \dot{r} + I,
\]

in which the damping coefficient is only constant if the activation function \( \phi(\cdot) \) is linear. This can be rewritten as a state-dependent gating by defining \( \sigma(r) = (\tau + J \Delta \tau \phi'(r))^{-1} \).

Network Simulations: For all network simulations, unless otherwise explicitly stated, we used randomly generated matrices \( W \) and \( J \), with zero mean and variance \( 1/N \). All figures showing the results of simulations indicate the parameter used. For sufficiently large systems, we expect self-averaging to occur, in the sense that the specific realizations of \( J \) and \( W \) are unimportant for the qualitative (and even quantitative) results.

For Fig. 5, we allowed the network with random initial condition to settle to a fixed point, around which we evaluated zero modes of the Jacobian matrix \( D[h] \), which depends on the state vector \( h \). The zero modes we used were the right-eigenvectors of the Jacobian that satisfy \( \mbox{DR}_\mu = 0 \), where \( \mu = 1, ..., N_t \). We chose five of these zero modes arbitrarily, and project input as brief pulses along these directions \( I = I(t)R_\mu \).
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Appendix A: Mean-field theory and dynamics of model networks

1. Details of the gated RNN (gRNN)

In this section we provide details of the marginally stable regime in the gRNN discussed in Sec. II. Stability of the fixed-points are determined by examining the spectrum of the instantaneous Jacobian \( \mathcal{D} \), which describes the linearised dynamics. If the spectral abscissa, or maximal value of the real part of the Jacobian spectrum (see Fig.(2)), is less/greater than zero, then the fixed point is stable/unstable. The Jacobian for the gRNN is given by

\[
\mathcal{D} = \frac{\partial \mathbf{h}}{\partial \mathbf{h}} = [\sigma](-1 + J[\phi]),
\]

where \([x]\) denotes a diagonal matrix with the vector \( \mathbf{x} \) on the diagonal. There are no stable fixed-points for \( g > 1 \) in the absence of gating (i.e. \( \sigma = 1 \)). However, a binary \( \sigma \) leads to many marginally stable fixed points, over a range of values of \( g \), with the spectral abscissa of the Jacobian exactly equal to zero. The condition for this marginal stability relies on the expected value of the gate variable \( \mu_\sigma = \langle \sigma \rangle \), and is given by

\[
\int Dx (\phi'(\sqrt{\Delta_h}x))^2 < 1/\mu_\sigma,
\]

where \( Dx \) is the standard Gaussian measure, and \( \Delta_h \) is the mean-field (fixed-point) variance obtained from the self-consistency condition: \( \Delta_h = \int Dx \phi(\sqrt{\Delta_h}x)^2 \) [20]. This corresponds to a range \( 1 < g \lesssim 3.27 \), over which the network will self-organise to a marginally stable state, and the dynamics will flow to one of the many marginally-stable fixed points. Furthermore, in this regime, there occurs an extensive number \( \approx N(1 - \mu_\sigma) \) of slow modes which become exactly zero modes in the binary gate limit. Note that the matrices \( (J, W) \), are completely unstructured.

We now calculate the typical (\( \sigma^{DMFT}_\beta \)) and critical (\( \sigma^* \)) variance of the static noise/biases in the gRNN as described in Sec. II B. Recall, that the dynamics of the network in the marginally stable regime are described as in eq. 2. We now proceed to calculate two quantities: i) the critical values of the variance of external biases that will stabilise the active population and ii) the typical value of the variance of biases provided by the frozen population in the gRNN. The critical value of the variance of biases, \( \sigma^*_\beta \), that will stabilise the dynamics of the active population is determined by the stability of the Jacobian for the active system at the fixed-point, which is given by

\[
\mathcal{D}_a = -1 + J[\phi'(\mathbf{h}^a)].
\]

For large \( N \), the spectrum is self-averaging, and using mean-field theory (MFT), we find that the maximal real part of the spectrum, or the spectral abscissa \( \alpha(\mathcal{D}_a) \), of the active Jacobian is given by

\[
\alpha(\mathcal{D}_a) = \mu_\sigma \int_{C_{\phi}(\Delta_a)} Dx (\phi'(\sqrt{\Delta_a}x))^2 - 1,
\]

where the variance of the active population \( \Delta_a \) is determined self-consistently using the MFT as the solution to

\[
\Delta_a = \mu_\sigma C_{\phi}(\Delta_a) + \sigma^{2}_{\beta}.
\]

In order to get the critical variance, \( \sigma^*_{\beta} \), we solve for \( \alpha(\mathcal{D}_a) = 0 \) using eqns. A4, A5. This value will be a function of \( g \) and \( \mu_\sigma \); however, we set \( \mu_\sigma = 1/2 \) in Sec. II B. The local time constant of Eq. (13) is given by \( \tau = -1/\alpha \).

To calculate the typical value of the variance of biases provided by the frozen population in the gRNN, we assume that the distribution of frozen neurons is the same as that of the active neurons. This is a kind of statistical permutation invariance. In this case, the MFT implies that

\[
\sigma^{DMFT}_{\beta} = \frac{C_{\phi}(\Delta_a)}{2},
\]

where \( \Delta \) is the solution to \( \Delta = C_{\phi}(\Delta) \).
2. Analysis of self-stabilised RNN

In this section, we calculate the stability of the ssRNN introduced in Eq. (7). The phase space of the ssRNN is partitioned into "cells" labeled by one of $2^N$ bit strings $\sigma$, each containing a separate "map" or "sheet" of the memory manifold. Crossing a boundary between two cells results in a bit-flip. The step-wise change in $\sigma$ will cause the Jacobian to be singular at the boundaries. To avoid this complication, our analysis will focus on regions away from the boundaries which have a well-defined bit-string. This should provide typical behaviour in the bulk of a given sheet. From this we can determine what fraction of sheets are stable. Away from the cell boundaries, the ssRNN instantaneous Jacobian is

$$D_{ij} = \frac{\partial \dot{h}_i}{\partial h_j} = \sigma_i(-\delta_{ij} + J_{ij}(\phi'(h_j)r_j(t))).$$

(A7)

where $\delta_{ij}$ is the Kronecker delta. Since $\partial h \sigma = 0$ away from the cell boundaries, we have also that $\partial h r = 0$ in these regions. Due to the freezing function $\sigma_i$, the Jacobian will assume a block structure. Without loss of generality, we assume that $\sigma_i = 1$ for $i = 1, ..., N_a$, and zero otherwise. In this case,

$$D = \begin{pmatrix}
-1 + \sum_{i=1}^{N_a} \phi'(h_i) r_i & -1 + \sum_{i=1}^{N_a} \phi'(h_i) r_i \\
0 & 0
\end{pmatrix},$$

(A8)

where $\odot$ is the Hadamard product denoting element-wise multiplication of two vectors. The eigenvalue spectrum will then have $N_f = N - N_a$ zero eigenvalues. The rest of the eigenvalues are given by the upper-left block. For large $N_a$, the distribution of these eigenvalues will follow a circle law with a support circumscribed by the curve $\lambda \in \mathbb{C}$ satisfying

$$|\lambda + 1|^2 = \mu_\sigma \langle \phi'^2 r^2 \rangle_a,$$

(A9)

where $\mu_\sigma = N_a/N$ is the instantaneous fraction of active neurons, and for short-hand we have denoted the empirical mean by an expectation value

$$\langle \phi'^2 r^2 \rangle_a = \frac{1}{N_a} \sum_{i=1}^{N_a} \phi'^2(h_i) r_i^2.$$  

(A10)

The expression (A9) follows from a straightforward application of techniques from non-Hermitian random matrix theory (we follow e.g. [60, 61]). Since the expectation is evaluated over the active coordinates, $r_i = \gamma (1 - \mu_\sigma)$. By then requiring the spectral abscissa of these bulk eigenvalues to be strictly negative implies the following criterion for marginal stability

$$\gamma^2 \mu_\sigma (1 - \mu_\sigma)^2 \langle \phi'^2 \rangle_a \leq 1.$$  

(A11)

In order to estimate the phase diagram for the ssRNN, we utilize mean-field theory to evaluate the correlation function $\langle \phi'^2 \rangle_a$. Let us define the correlation function

$$\Phi(\Delta) = \int Dx \phi(\sqrt{\Delta} x)^2,$$

(A12)

with $Dx = \exp(-x^2/2)/\sqrt{2\pi}$. Let us further define the empirical average of the frozen neurons.

$$\Delta_f = \frac{1}{N_f} \sum_{i=N_a+1}^N (h_i)^2.$$  

(A13)

Then the mean-field theory gives us an implicit equation for the variance of the active population

$$\Delta_a = \gamma^2 \mu_\sigma (1 - \mu_\sigma)^2 \Phi(\Delta_a) + \gamma^2 G^2 \mu_\sigma (1 - \mu_\sigma) \Phi(\Delta_f).$$  

(A14)
We look for solutions for which the frozen neurons follow the same distribution as the active neurons, i.e. \( \Delta_a = \Delta_t \). This should give us the typical behaviour on a particular map, and allow us to build an approximate phase diagram. Under this condition, we have

\[
\Delta_a = \gamma^2 \mu_\sigma (1 - \mu_\sigma) (1 + (G - 1) \mu_\sigma) \Phi(\Delta_a),
\]

which has nonzero \( \Delta_a \) solutions only when the RHS has a slope at the origin greater than one. Applying this condition implies that nonzero solutions will exist for

\[
\gamma^2 \mu_\sigma (1 - \mu_\sigma) (1 + (G - 1) \mu_\sigma) g^2 \geq 1.
\]

The curve set by the equality with \( G = 1 \) is plotted as solid blue in Fig. (9). Marginally stable fixed points are only possible below the dashed blue curve, and these fixed points are generically nontrivial only above the solid blue line.

We stress here that the phase diagram only makes sense for large \( N \). However, the qualitative features appear to survive for small \( N \). In particular, our phase diagram indicates that the ssRNN is better able to stabilise lower dimensional manifolds, which becomes more relevant for smaller \( N \). Indeed, we find an ssRNN with 50 neurons also shows robust frozen stabilisation (see Fig. 8).

We also quickly sketch the derivation of the noise ratio (8). The freezing function will spontaneously divide the population in frozen \( h^f \) and active \( h^a \). Writing out the equations of motion in this basis gives

\[
\frac{dh^a}{dt} = -h^a + \gamma(1 - \mu_\sigma) J^a \phi(h^a) + \gamma \mu_\sigma J^f \phi(h^f),
\]

from which we may arrive at the effective mean-field stochastic ODE which describes the ssRNN DMFT

\[
\dot{h}^a = -h^a + \gamma(1 - \mu_\sigma) \sqrt{\mu_\sigma} \eta(t) + \gamma G \mu_\sigma \sqrt{1 - \mu_\sigma} \beta^f,
\]

Comparing this to the gRNN DMFT

\[
\dot{h}^a = -h^a + \sqrt{\mu_\sigma} \eta(t) + \sqrt{1 - \mu_\sigma} \beta^f,
\]

allows us to see that the ratio \( R = \sigma^2_{stat}/\sigma^2_{dyn} \) of static to dynamical noise between the two networks will be related

\[
R_{ssRNN} = G^2 \frac{\mu_\sigma^2}{(1 - \mu_\sigma)^2} R_{gRNN} = G^2 R_{gRNN}^{-1}.
\]

Recall that a larger ratio facilitates stabilisation. Therefore, the ssRNN works better at stabilisation precisely when the gRNN might struggle. This intuition is supported by Fig. (9), which shows the range of gain parameters \( g \) for which a manifold of dimension \( N d = N(1 - \mu_\sigma) \) can be stabilised.

Appendix B: Geometry of the memory manifold

In this section, we provide the details of the calculation of the intrinsic metric tensor and the extrinsic curvature form for the gRNN memory manifold. We do not attempt to give a self-contained treatment of the elements of differential geometry, and refer to [62] for a concise reference of the necessary background material.

1. Intrinsic Geometry

The intrinsic geometry is useful to describe the structure of the manifold from the perspective of observers moving on it. To begin, we introduce some notation we will use in this section. When splitting the population into active and frozen subsets, we can, without loss of generality, order the indices such that the first \( N_a \) neurons are active, which we denote by \( h_1 \equiv a_i \), for \( i = 1, ..., N_a \) with a Latin subscript. The rest of the neurons are frozen, so that \( h_2 \equiv f_\mu \), for \( i = N_a + 1, ..., N \), and \( \mu = 1, ..., N_a, ..., N_f \), which we denote with a Greek subscript. As before, we denote \( \mu_\sigma = N_\sigma/N \) as the fraction of active neurons. The frozen activity \( f_\mu \) is a natural choice of coordinates, since we determined before that there are exactly \( N_f \) linearly independent zero eigenvectors. The points which constitute the manifold at fixed \( N_f \) are determined by the fixed-point equations,
where $\phi$ and $\phi'$ are the activation function and its derivative, respectively. The tangent vectors are given by

$$ e_{\mu}^i = \frac{d h^i}{d f_{\mu}}, \quad \mu = 1, ..., N_t, $$

and $h^i$ satisfies the constraints (B1). Along the frozen directions, the tangent vector is aligned with the frozen directions $e^i_\mu = \delta^i_\mu$. Along the active directions, we define $e^i_\mu = da^i/df_{\mu} = t^i_\mu$ for $i = 1, ..., N_a$. By differentiating the constraint equations Eq. (B2), we may obtain a linear equation for $t^i_\mu$:

$$ t^i_\mu = \sum_j J^a_{ij} \phi'(a^j) t^j_\mu + \sum_{\nu} J^f_{i\nu} \phi'(f^\nu) \delta^\nu_\mu. $$

In matrix notation, this reads
\[
\left( -\mathbb{I} + J^a[\phi'(a)] \right) t = -J^f[\phi'(f)],
\]
(B5)

where we note that the active Jacobian \( D_a \) appears here on the LHS. This equation is easily solved to give the tangent vector

\[
t^\mu_i = \sum_{j=1}^{N_a} (D_a^{-1})_{ij} J_j^f \phi'(f^\mu).
\]
(B6)

To get the metric tensor, we use \( g_{\mu\nu} = \sum_i e_\mu^i e_\nu^i \) to get

\[
g_{\mu\nu} = \delta_{\mu\nu} + \Gamma_{\mu\nu} \phi'(f^\mu)\phi'(f^\nu)
\]
(B7)

where

\[
\Gamma = J^f T \Sigma^{-1} J^f, \quad \text{and} \quad \Sigma = D_a D_a^T.
\]
(B8)

The matrix \( \Gamma \) has the form of a Wishart matrix, and will have eigenvalues supported on a finite interval on the positive real line. It is interesting to note that the mean value is given by

\[
\frac{1}{N_f} \langle \text{Tr} \Gamma \rangle = \frac{\mu_\sigma}{1 - \mu_\sigma \langle (\phi')^2 \rangle_a} \equiv \mu_\sigma \tau(D_a),
\]
(B9)

where \( \langle (\phi')^2 \rangle_a = N_a^{-1} \sum_{\alpha=1}^{N_a} \phi'(a_\alpha)^2 \), and \( \tau \) is the time constant defined in (13). A singularity in the metric would ordinarily signal a poor choice of coordinates. However, in the presence case, a singularity in the metric has a physical interpretation as signalling a point \((\tau = \infty)\) where the attractor becomes unstable. Thus, our choice of coordinates \( f^\mu \) is a good global choice to describe the attracting memory manifold.

We now proceed to prove Eq.(B9). We assume that \( N_a \) scales with \( N \) such that \( \mu_\sigma = N_a/N \) remains finite as \( N \to \infty \). For a general \( N_a \times N_a \) matrix \( A \), we get to leading order in \( N \),

\[
\frac{1}{N_f} \langle \text{Tr} \left[ J^f T A J^f \right] \rangle_{J^f} = \mu_\sigma \frac{1}{N_a} \text{Tr}[A],
\]
(B10)

Therefore, we are left to evaluate the mean trace norm of \( \Sigma^{-1} \), which involves \( J^a \). From Eq.(B8), using a series expansion for \( D_a^{-1} \), we get

\[
\Sigma^{-1} = \sum_{m,n=0}^{\infty} \left( \phi' \right)^m \left( J^a \phi' \right)^n.
\]
(B11)

Averaging over \( J^a \), only the “non-crossing” diagrams contribute to leading order in \( N_a \). These diagrams come from terms for which \( m = n \). We thus get

\[
\frac{1}{N_a} \langle \text{Tr}[\Sigma^{-1}] \rangle_{J^a} = \left( 1 - \mu_\sigma \langle (\phi')^2 \rangle_a \right)^{-1}.
\]
(B12)

Combining this with Eq.(B10) then recovers Eq.(B9).

2. Extrinsic Geometry

The metric tensor we have constructed is useful to characterise the intrinsic geometry. It tells us how much the state will change if we change the frozen coordinates. However, we are also interested in how the manifold is embedded in the full Euclidean space \( \mathbb{R}^N \). For instance, are the maps of the memory manifold more like the pages of an open book, or a collection of crumpled sheets of paper (it turns out the be the former, see Fig.(4). To determine this, we study the extrinsic curvature, or second fundamental form. The basic approach will involve tracking how the normal
vectors evolve as we move along the manifold. If we perturb \( \mathbf{h} \) by a vector field \( \mathbf{h} + \epsilon \mathbf{v} \), then the constraints (B1) change

\[
G_i(\mathbf{h}') = G_i(\mathbf{h}) + \epsilon \mathbf{v} \cdot \frac{\partial G_i}{\partial \mathbf{h}} + O(\epsilon^2).
\]  

If \( \mathbf{v} \) is in the tangent space of the manifold at \( \mathbf{h} \), then the second term vanishes. This indicates that the derivative of \( G_i \) is normal to the surface. Furthermore, it indicates there are \( N_a \) normal vectors, one for each constraint \( G_i \). Unnormalized, they are

\[
\hat{n}_i^{(j)} = \frac{\partial G_j}{\partial \mathbf{h}^i} = G_{j,i}.
\]

To consider a general linear combination of these normal vectors, we construct the following potential function which vanishes on the memory manifold

\[
\Phi(\mathbf{h}) = \frac{1}{2} \sum_{i=1}^{N_a} c_i G_i^2,
\]

Here the coefficients \( c_i \) are arbitrary. We denote the derivative by

\[
\frac{\partial \Phi}{\partial h^i} = \Phi_{,i}.
\]

The (normalized) normal vector is

\[
n_i = \frac{\Phi_{,i}}{\sqrt{g^{ij} \Phi_{,i} \Phi_{,j}}}.
\]

Of course, the ambient geometry \( \mathbb{R}^N \) has \( g^{ij} = \delta^{ij} \). Let us define

\[
D_{ij} = \frac{\partial G_i}{\partial h_j} = -\delta_{ij} + J_{ij} \phi'(h_j).
\]

For the moment, there is no need to partition the populations into active/frozen. It will also make the notation simpler if we hold off on doing so. With the Jacobian, we can write the derivative of the potential as

\[
\Phi_{,j} = \sum_{i=1}^{N_a} c_i G_i D_{ij}.
\]

We evaluate this on the manifold by setting \( G_k = \epsilon \), and then taking the limit \( \epsilon \rightarrow 0 \). Defining the vector \( \hat{l}_i = c_i \) for active indices, and \( \hat{l}_f = 0 \) for frozen indices, we get the normal vector

\[
n = \frac{D^T \hat{l}}{\sqrt{\hat{l}^T D D^T \hat{l}}}.
\]

With this construction, we can generate a family of \( N_a \) linearly independent normal vectors by choosing \( c_k = \delta_{ik} \). The gradient of the normal vector w.r.t. \( h_i \) is found to be

\[
\frac{\partial n_i}{\partial h_j} = \kappa_i \delta_{ij} - n_in_j \kappa_j,
\]

where we have defined a projected Hessian-like structure

\[
\kappa_i = \frac{1}{(\hat{l}^T D D^T \hat{l})^{1/2}} \sum_k \hat{l}_k J_{ki} \phi''(h_i),
\]
and used the explicit form of the derivative of the Jacobian
\[
\frac{\partial D_{k_1}}{\partial h_j} = J_{k_1i} \phi''(h_i) \delta_{ij}.
\] (B23)

The next thing to do is project this derivative onto the manifold using the tangent vectors
\[
\epsilon_{i\mu}^i = \frac{\partial h_i}{\partial f^\mu}.
\] (B24)

Note that there will be \(N_t\) tangent vectors. Recall that the way to read these expressions is the following: \(\mu\) labels the tangent vector, whereas \(i\) labels the component of the tangent vector in \(\mathbb{R}^N\). We have that for all \(\mu\),
\[
\sum_{i=1}^N n_i \epsilon_{i\mu}^i = 0.
\] (B25)

Consequently, the second term in (B21) will vanish upon projection, and the extrinsic curvature, or second fundamental form, will be
\[
K_{\mu\nu} \equiv \sum_i \kappa_i \epsilon_{i\mu}^i \epsilon_{i\nu}^i,
\] (B26)
\[
= \sum_{i=1}^{N_t} \kappa_i \frac{\partial a_i}{\partial f^\mu} \frac{\partial a_i}{\partial f^\nu} + \sum_{\mu=1}^{N_t} \kappa_{\mu'} \frac{\partial f^{\mu'}}{\partial f^\mu} \frac{\partial f^{\mu'}}{\partial f^\nu},
\] (B27)
\[
= \phi'(f_\mu) \phi'(f_\nu) G_{\mu\nu} + \kappa_{\mu} \delta_{\mu\nu},
\] (B28)
where using Eq (B6) we find
\[
G_{\mu\nu} = \sum_{i,j,k=1}^{N_t} \bar{J}_{ij} \bar{D}^{-1}_{a,ij} \kappa_i \bar{D}^{-1}_{a,ik} \bar{J}^j_{k\nu}.
\] (B29)

or in matrix notation
\[
G = \bar{J} \bar{D}^{-1} [\kappa] \bar{D}^{-1} J.
\] (B30)
Here overbar indicates transpose, i.e. \(A^T \equiv \bar{A}\). The eigenvalues of the extrinsic curvature are the principal radii of curvature. As expected, the extrinsic curvature vanishes identically for piece-wise linear activation. Otherwise, we see that in the limit of large \(N\), it actually vanishes on average
\[
\langle K_{\mu\nu} \rangle = 0,
\] (B31)
where the expectation is taken over the quenched disorder \(J\). This is ultimately due to the fact that \(\kappa_i\) and \(\kappa_{\mu}\) depend linearly on \(J_{ij}\), which has zero mean.

It is also interesting to study the second moment of \(K\), which describes the variance of the principal curvatures. We find
\[
\langle \text{Tr}[K^2] \rangle = \frac{(1 - \mu_\sigma)(\phi'')^2}{1 + \langle \phi'^2 \rangle},
\] (B32)
\[
+ \left[ (1 - \mu_\sigma)(\phi'^2) \right]^2 \frac{\mu_\sigma (\langle \phi''^2 \rangle)}{(1 - \mu_\sigma \langle \phi'^2 \rangle)^2},
\] (B33)
\[
+ O(N^{-1}).
\] (B34)

The interpretation of these results is as follows. We have computed the extrinsic curvature by first selecting a single direction normal to the memory manifold, as determined by the weight vector \(\hat{l}\). The eigenvalues of the extrinsic curvature give us the \(N_t\) principal radii of curvature with respect to this normal vector. These principal curvatures
tell us roughly how the normal vector varies as we move along the manifold. We find that on average, the principal radii are zero, and that for large $N$, the variance of the distribution of radii vanishes. Thus, for the gRNN, the embedding of the memory manifolds is statistically flat.

We now proceed to prove the expression for the second moment. We start by writing it out explicitly

$$\langle \text{Tr}[K^2] \rangle = \sum_{\mu, \nu} \phi'_{\nu} \phi'_{\nu} \langle G_{\mu\nu}^2 \rangle,$$  \hspace{1cm} (B35)

$$+ \sum_{\mu} 2\phi'_{\mu} \langle \kappa_{\mu} G_{\mu\mu} \rangle,$$  \hspace{1cm} (B36)

$$+ \sum_{\mu} \langle \kappa_{\mu}^2 \rangle,$$  \hspace{1cm} (B37)

where $\phi'_{\mu} \equiv \phi'(f_{\mu})$. We attack this term by term. To facilitate some parts of the proof, we assume that $\hat{\ell}_i \sim \mathcal{N}(0, N_a^{-1})$ are random Gaussian variables. Thus, we are studying the curvature with respect to a random normal vector.

First, we have for the projected Hessian variables the first two moments

$$\langle \kappa_i \rangle \approx \frac{1}{\sqrt{N}} \langle \phi''(h_i) \hat{\ell}_i J_{k\mu} \rangle = 0,$$  \hspace{1cm} (B38)

$$\langle \kappa_i \kappa_j \rangle \approx \delta_{ij} \frac{1}{N} \langle \phi''(h_i) \rangle^2,$$  \hspace{1cm} (B39)

where we have taken the expectation values over $\hat{\ell}$ and $J$. We have also approximated the normalization factor by its expected value, which we expect to be valid in the limit of large $N$,

$$\mathcal{N} \equiv \langle \hat{\ell}^T \mathcal{D} \hat{\ell} \rangle, \approx 1 + \frac{1}{N} \sum_{i=1}^{N} \phi'(h_i)^2.$$  \hspace{1cm} (B40)

These results determine the last term Eq. (B37)

$$\sum_{\mu} \langle \kappa_{\mu}^2 \rangle = \frac{1}{N} \frac{1}{N} \sum_{\mu} \langle \phi''(f_{\mu}) \rangle^2,$$  \hspace{1cm} (B41)

$$= \left( 1 - \mu_\sigma \right) \frac{\langle \phi'^2 \rangle}{\langle \phi'' \rangle},$$  \hspace{1cm} (B42)

where we have introduced $\langle \langle \phi'' \rangle \rangle \equiv N_a^{-1} \sum_{\mu} \langle \phi''(f_{\mu}) \rangle^2$.

Next, we note that $\kappa_{\mu}$ will depend linearly on $J^i$, whereas $G_{\mu\nu}$ depends on $\kappa_i$ which scales with $J^\alpha$. For this reason, the second line (B36) will vanish, since it involves an odd number of factors of $J^\alpha$, which is a centered Gaussian variable.

Finally, defining $M \equiv \mathcal{D}_a^{-1} [\kappa] \mathcal{D}_a^{-1}$, we evaluate the moment in the first line (B35) by first averaging over $J^\ell$

$$\langle G_{\mu\nu}^2 \rangle = \frac{1}{N^2} \langle \text{Tr} M^2 \rangle + \frac{1}{N^2} \delta_{\mu\nu} \left( \langle \text{Tr} M \rangle^2 + \langle \text{Tr} M^2 \rangle \right) + O(N^{-1}).$$

The first term gives the leading order contribution after summing over $\mu, \nu$. To evaluate it, we utilize Isserli's or Wick's theorem for expectations of Gaussian random variables. We first take the contraction over the Gaussian random variables $\hat{\ell}$ and $J^\alpha$ appearing in $\kappa_i$, then contract over the remaining $J^\alpha$. At each step, we keep only the leading terms in $N$. The result is

$$\langle \text{Tr}[M^2] \rangle = \mu_\sigma \frac{\langle \langle \phi'' \rangle \rangle}{\langle \phi'' \rangle},$$  \hspace{1cm} (B43)

Using this, we may evaluate the first contribution to the second moment (B35) as

$$\sum_{\mu, \nu} \phi'_{\nu} \phi'_{\nu} \langle G_{\mu\nu}^2 \rangle = \frac{\langle \langle \phi'' \rangle \rangle}{\langle \phi'' \rangle^2} \sum_{\mu, \nu} \phi'_{\nu} \phi'_{\nu},$$  \hspace{1cm} (B44)

which concludes the proof.
FIG. 10. Integrator function of the gRNN with “notch” gating. When the neurons have a notched gating function as described in eq. D1, each neuron is a poor integrator, but as shown in the figure, frozen-stabilisation allows the network to function as a reasonably good integrator. Inputs were applied between the dashed vertical lines, and as can be seen the individual neurons do not maintain a memory trace of the inputs, whereas the full network is able to integrate the inputs and maintain it in memory long after the inputs are removed. For this figure, the width of the notch was chosen to be $\beta = 0.1$, and the network size $N = 100$.

Appendix C: Details of the numerics for global geometry

Here we provide the details for generating Fig. 4. We use a gRNN with the following parameters: $N = 3, g = 2.0$ and the following randomly generated connectivity matrices:

$$ J = \begin{pmatrix} -0.14 & 0.13 & -0.62 \\ -0.45 & -0.19 & -1.50 \\ 0.27 & -0.28 & -1.16 \end{pmatrix}, \quad (C1) $$

$$ W = \begin{pmatrix} 0.57 & -0.26 & 0.95 \\ 0.02 & 0.27 & -0.46 \\ 1.0 & -0.04 & -0.04 \end{pmatrix}. \quad (C2) $$

The initial conditions are sampled from a grid in the cube $[-1,1]^3$, and the dynamics are run till a fixed-point is reached. The final state is plotted, with a color indicating which subset of the 3 neurons are part of the frozen population.

Appendix D: Frozen-stabilisation in neurons with “notch” gating

In the main text, we considered gating functions with threshold behaviour that allowed neurons to be frozen over a relatively large range of the phase space. For instance, when the gating function involved a step function, the neuron was frozen whenever the argument to the step function was negative. One possible concern is whether the integrator functionality of the network depends on gating function to freeze the neurons over a wide range of inputs?

Here, we address this concern to show that even when the individual neurons can only function as integrators over a small range of inputs, frozen-stabilisation permits the full network to integrate inputs over a much larger range – i.e. the integrator functionality emerges out of the collective interaction between the neurons and is not solely a function of the properties of a single neuron. To do this, we consider neurons with “notched” gating functions. Let us again consider the dynamics prescribed in eq. 1, with a modified gating function $\sigma_{\text{notch}}$

$$ \frac{dh}{dt} = \sigma_{\text{notch}}(Wh) \odot [-h + J\phi(h)] \quad (D1) $$

$$ \sigma_{\text{notch}}(x) = \begin{cases} 0 & 0 \leq |x| \leq \beta/2 \\ 1 & \text{o/w} \end{cases} \quad (D2) $$

Thus, the individual neurons can only integrate inputs over a range $\beta/2$. However, as shown in Fig. 10, we see that a network of such neurons with the “notched” gating is able to integrate over a larger range of inputs, thus demonstrating that the integrator functionality is indeed an emergent property of the network dynamics and not simply a reflection of the capabilities of single neurons.
Appendix E: Implementation in Balanced Networks

We point out in the main text that frozen stabilisation arises reliably in networks with gates that dynamically modulate the time constant, as in Eq. 1. In this appendix, we show that such a state-dependent time constant should also arise in nonlinear balanced networks by a mechanism known as negative derivative feedback.

In [59] a mechanism is proposed for producing negative-derivative feedback that promotes enhanced lifetimes in a neural circuit. In this appendix, we point out that gating can be viewed as such a feedback. The observation is very simple. We emphasized in the main text that if the discreteness of the gate is relaxed, one still observes (approximate) frozen stabilisation so long as there is a clear separation of timescales. This allows us to perform the crucial trick of writing the gating function in Eq. 1 as a state-dependent time constant, i.e. $\sigma(h) = 1/\tau(h)$, where $0 < \tau(h) < \infty$. The dynamical equations can then be written

$$\tau_i(h) \frac{dh_i}{dt} = G_i(h). \tag{E1}$$

If we let $\tau(h) = \tau + \gamma(h)$ for $\gamma > 0$ and a constant $\tau$, we have the effective description

$$\tau \dot{h} = -\gamma(h)h + G(h). \tag{E2}$$

The first term on the rhs of Eq.E2 is precisely “negative-derivative” feedback. In [59], the damping coefficient $\gamma$ does not explicitly depend on the state $h$. However, following their set-up, we find that introducing a nonlinearity is enough to produce nontrivial state-dependence in the damping coefficient for the simple balanced network they considered. This can be seen starting from their system of equations

\begin{align*}
\tau \dot{r} &= -r + Js_E - Js_I + I, \tag{E3} \\
\tau_E \dot{s}_E &= -s_E + \phi(r), \tag{E4} \\
\tau_I \dot{s}_I &= -s_I + \phi(r). \tag{E5}
\end{align*}

Here, $r$ represents the firing rate, $s_{E/I}$ are the excitatory/inhibitory recurrent feedbacks, and $I$ is the external input. A crucial assumption for the derivation is that the strength of feedback $J$ is taken to be the same for both recurrent inputs, while the intrinsic time constants $\tau_{E/I}$ are different. Expanding the Laplace transform of the difference $s_E - s_I$ for small frequencies $|u\tau_I| << 1$ produces

$$L[s_E - s_I](u) \approx (\tau_I - \tau_E)uL[\phi(r)] \tag{E6}$$

$$= -\Delta \tau L \left[ \frac{d\phi(r)}{dt} \right], \quad \Delta \tau = \tau_E - \tau_I. \tag{E7}$$

This expansion is valid in a slowly-varying regime where $|u\tau_I| << 1$. Inserting this into the firing rate equation gives

$$\tau \dot{r} \approx -r - \left( J\Delta \tau \phi'(r) \right) \dot{r} + I, \tag{E8}$$

from which we can identify $\gamma(r) \equiv J\Delta \tau \phi'(r)$ by inspection. This simple example demonstrates that state-dependence of the effective damping coefficient should be a generic phenomena, and appears to be tied to nonlinearities. Since a state-dependent damping constant is equivalent to timescale gating via Eq.E2, we have shown that balanced networks with nonlinearities can give rise to an effective dynamical gating of time constants.