Microcanonical entropy: consistency and adiabatic invariance
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Attempts to establish microcanonical entropy as an adiabatic invariant date back to works of Gibbs and Hertz. More recently, a consistency relation based on adiabatic invariance has been used to argue for the validity of Gibbs (volume) entropy over Boltzmann (surface) entropy. Such consistency relation equates derivatives of thermodynamic entropy to ensemble average of the corresponding quantity in micro-state space (phase space or Hilbert space). In this work we propose to re-examine such a consistency relation when the number of particles (N) is considered as the independent thermodynamic variable. In other words, we investigate the consistency relation for the chemical potential which is a fundamental thermodynamic quantity. We show both by simple analytical calculations as well as model example that neither definitions of entropy satisfy the consistency condition when one considers such a relation for the chemical potential. This remains true regardless of the system size. Therefore, our results cast doubt on the validity of the adiabatic invariance as a required property of thermodynamic entropy. We close by providing commentary on the derivation of thermostatistics from mechanics which typically leads to controversial and inconsistent results.

PACS numbers: 05.70.-a, 05.30.-d, 05.90.+m, 01.70.+w

Introduction: In the past one and half century, since the advent of principles of statistical mechanics, the tools of statistical thermophysics have been extremely successful in explaining the macroscopic properties of a wide range of systems [1, 3]. The success of such theories is crucially dependent on the principle of maximum entropy [2], which clearly requires a definition of the fundamental quantity called entropy (S). The typical approach is to consider a closed (microcanonical) system which obeys conservation of energy and therefore facilitates application of the laws of mechanics (quantum or classical). Thermostatistical laws for more realistic open systems are then derived using entropy definition, developed for microcanonical system. For this basic reason, microcanonical entropy is considered as the most fundamental quantity in statistical mechanics. Despite the widespread success of the general theory, the fundamental definition of entropy has proven difficult to decide, as various definitions of entropy are used by various authors [1, 2, 5, 8].

Likewise, “foundations of statistical mechanics” has encountered many theoretical challenges which have caused much confusion and, despite many important contributions by great scientists over the past century, have failed to be fully resolved or clarified. Chief among such problems are the apparent paradox between microscopic reversibility and macroscopic irreversibility [3, 8], ergodic problem [10], and the problem of exorcising Maxwell’s demon [11]. The common aspect of all such problems is the belief (generally accepted by most physicists) that macroscopic thermostatistical laws must be directly derived from the laws of mechanics governing many particle systems. This essentially reductionist point of view has been challenged by recent studies of complex systems where one has come to realize that “more is different” [12, 13].

More recently, there has been another controversy which has attracted much attention [14, 29] over what is referred to as “consistent thermostatistics” [14]. In fact such a consistent formulation of thermostatistics is again based on mechanical views which formulates microcanonical entropy as a mechanical adiabatic invariant. This view has its roots in the original works of Gibbs [1] and Hertz [30]. Ever since these early works, many authors have advocated that microcanonical entropy be an adiabatic invariant since it offers many mathematical advantages and strengthens the mechanical foundations of thermostatistics [31]. More recently [14], it has been shown that the condition of adiabatic invariance of entropy (as well as ergodicity), imposes a consistency condition which favors Gibbs (volume) entropy over the usually used and generally accepted Boltzmann (surface) entropy. This is so, simply because, it is believed that Gibbs entropy (SG) is an adiabatic invariant while Boltzmann entropy (SB) is not (unless thermodynamic limit is imposed). One immediate consequence of such a condition is that “consistent thermostatistics forbids negative absolute temperatures” [14]. In this Letter we propose to inspect the consistency condition of microcanonical entropy more closely. In particular, we investigate the consistency condition for chemical potential by considering the number of particles (N) as the independent thermodynamic variable. Our results prove that under such scenario the consistency condition fails to be valid for either entropies, thus proving that neither entropies are adiabatic invariants. We note that our results essentially pose a challenge to SG as it is the microcanonical entropy which is thought to be an adiabatic invariant and thus consistent. SB, on the other hand, is not generally believed to be an adiabatic invariant (and thus not consistent) for at least finite systems. However, more importantly, our results pose yet another challenge to the traditional views of entropy based on laws of mechanics.
Microcanonical entropy and consistency relation: Microcanonical entropy definitions are based on identification of micro-state space and their subsequent multiplicities. Gibbs and Boltzmann entropies are under special considerations. These entropy definitions are:

\[ S_B = k \ln \omega; \quad \omega = \text{Tr}[\delta(E - H)] \]  
\[ S_G = k \ln \Omega; \quad \Omega = \text{Tr}[\Theta(E - H)] \]

Here \( \delta \) is the Dirac delta function, \( \Theta \) is the Heaviside step function, \( k \) is the Boltzmann constant, \( \epsilon \) is a constant with energy dimension \([2] \) and \( E \) and \( H \) are the energy and Hamiltonian of microcanonical system, respectively. Boltzmann entropy is preferred by essentially all authors of standard statistical mechanic textbooks\([3–6]\). Gibbs entropy, however, has been used by various authors due to its historical as well as (certain) mathematical advantages\([10, 33]\). Although in many macroscopic systems the distinction between such entropy definitions becomes irrelevant, in certain systems such as ones with bounded energy spectrum, they lead to distinctly different thermodynamic properties\([10, 33]\). Although in many macroscopic systems the distinction between such entropy definitions becomes irrelevant, in certain systems such as ones with bounded energy spectrum, they lead to distinctly different thermodynamic properties\([10, 33]\). For example, if one considers the microcanonical definition of temperature, \( T \equiv (\frac{\partial S}{\partial E})^{-1} \), the Boltzmann and Gibbs temperatures are given by \( T_B = \frac{\omega}{k \epsilon} \) and \( T_G = \frac{\Omega}{k \epsilon} \), respectively.

Then, in the population inverted regime of such systems \( \omega' = \frac{\partial S}{\partial E} < 0 \) and consequently \( T_B < 0 \)\([34–37]\). In contrast, \( T_G \) is always a positive quantity\([14, 38]\). Recently, a consistency condition has been employed in order to distinguish between the two definitions of entropy\([14]\). The consistency condition, on one hand assumes a locally invertible entropy function, \( S(E, A_\mu) \leftrightarrow E(S, A_\mu) \), where \( A_\mu \)’s are various thermodynamic variables such as volume (V), particle number (N) or magnetic field (B), leading to \( T \frac{\partial S}{\partial A_\mu} = -\frac{\partial H}{\partial A_\mu} \), while on the other hand relies on micro-state (ensemble) averaging to calculate that \( \frac{\partial H}{\partial A_\mu} = \langle \frac{\partial H}{\partial A_\mu} \rangle \), which then leads to:

\[ T \frac{\partial S}{\partial A_\mu} = -\langle \frac{\partial H}{\partial A_\mu} \rangle \]  

(3)

Such a relation is called consistency relation since it equates various thermodynamic quantities on the left hand side to their micro-state (ensemble) averages on the right hand side. One can show that consistency relation is satisfied when \( S \) is an adiabatic invariant\([14, 31]\).

It is claimed\([14, 31]\) that \( S_G \) respects the consistency relation (Eq. 3) while \( S_B \) does not satisfy it under general conditions. However, a proof has been provided to justify the consistency relation for Boltzmann entropy in the thermodynamic limit\([13]\). This is already clear since \( S_B \to S_G \) as \( N \to \infty \) for typical systems. However, for systems with bounded energy, this convergence is violated and the consistency of Boltzmann entropy deserves to be re-examined\([20]\). In addition, there is an ongoing debate as to the necessity of the thermodynamic limit, as regards to the validity of thermodynamic laws\([14, 15, 21–23, 25, 33]\).

It is important to note that the consistency condition of Eq. 3, is an essential ingredient in derivation of thermodynamics from the laws of mechanics\([10, 32]\). This is so because Eq. 3, is the requirement that thermodynamic entropy of a system be a mechanical adiabatic invariant. In the discussions that have ensued since the publication of Ref. \([14]\), the consistency relation, Eq. 3, has been used where \( A_\mu \) is a general thermodynamic variable like magnetic field strength\([14, 15, 20, 21]\). However, chemical potential is a fundamental thermodynamic quantity whose consistency should be checked by replacing \( A_\mu = N \) in Eq. 4. In other words, which definition of thermodynamic chemical potential is consistent with its microcanonical statistical mechanical counterpart? We propose to investigate this question in what follows. Surprisingly, our results indicate that neither definition of thermodynamic entropy (Gibbs nor Boltzmann) satisfies Eq. 3 when \( A_\mu = N \). This simply follows because in order to prove Eq. 3 one is required to move the derivative inside the integral (or trace, see Eq. 2) which is clearly not allowed when \( A_\mu = N \) since the integration on phase space volume is implicitly \( N \) dependent. To further demonstrate our point, we will prove that the assumption of the validity of Eq. 3 for \( S_G \) will lead to wrong results by a simple analytic argument. We also provide an explicit calculation where we will define the absolute value of the difference of the two sides of Eq. 3 as a measure of “inconsistency” and show that for a system of \( N \) (finite or otherwise) harmonic oscillators, it remains a finite nonzero value for both definitions of entropy. We therefore prove that neither definitions of entropy are consistent whether they are considered in a finite system or in the thermodynamic limit.

Inconsistency of microcanonical entropy definitions: An important thermodynamic parameter of any system is the particle number \( N \). Consistency in conjunction with the necessity of any thermodynamic entropy to be an adiabatic invariant in the reversible processes in which the system’s particles number is subjected to quasi-static change, implies the necessity of the following equation:

\[ T \frac{\partial S}{\partial N} \equiv -\langle \frac{\partial H}{\partial N} \rangle \]  

(4)

In spite of the fact that \( N \) is a discrete variable we can consider it as a continuous one if \( N \gg 1 \) as is done in standard practice\([3, 4, 6]\).

It is worthwhile to review the mathematical proof of the Gibbs entropy’s consistency for a general thermody-
namic parameter $A_\mu$. One may write:\[14]\:

$$T_G \frac{\partial S_G}{\partial A_\mu} = \frac{\partial S_G}{\partial A_\mu} \frac{\partial [\Theta(E - H)]}{\partial E}$$ \hspace{1cm} (5)

$$= \text{Tr} \left( \frac{\partial}{\partial A_\mu} \Theta(E - H) \right)$$ \hspace{1cm} (6)

$$= - \text{Tr} \left( \frac{\partial H}{\partial A_\mu} \delta(E - H) \right) = - \left\langle \frac{\partial H}{\partial A_\mu} \right\rangle$$ \hspace{1cm} (7)

In a classical mechanical notation one may swap “Tr” with “\[\int \cdots \int d}\!^N q d\!^N p \Theta(E - H) \]”. However, the validity of the above relation is in doubt for the important parameter $A_\mu = N$ because the interchange of integral with derivative (which is a necessary step to conclude Eq. \[6\]) from Eq. \[5\]) is not justified when the (number of) integrated variables appears as a derivative. In other words, for the particular case $N$, one cannot simply move the derivative inside the integral. In the context of classical mechanics, the reason is the dependence of the number of phase space’s dimensions on $N$ in addition to the dependence of Hamiltonian $(H)$ on this parameter.

This can clearly be shown for systems with bounded energy by assuming the opposite. Assume that Eq. \[4\] holds for $\{T, S\} = \{T_G, S_G\}$ in a system with arbitrary energy $E$ in the range $(0, E_{\text{max}})$. Eq. \[4\] then implies:

$$\frac{\partial}{\partial N} \text{Tr} [\Theta(E - H)] = \text{Tr} \left( \frac{\partial}{\partial N} \Theta(E - H) \right)$$ \hspace{1cm} (8)

from which it is easy to deduce:

$$\frac{\partial}{\partial N} \text{Tr} [\Theta(H - E)] = \text{Tr} \left( \frac{\partial}{\partial N} \Theta(H - E) \right)$$ \hspace{1cm} (9)

By adding the left hand sides of Eq. \[8\] and Eq. \[9\] we get:

$$\frac{\partial}{\partial N} \text{Tr} [\Theta(E - H)] + \frac{\partial}{\partial N} \text{Tr} [\Theta(H - E)] = \frac{\partial}{\partial N} \text{Tr} [I] \neq 0$$ \hspace{1cm} (10)

Here $I$ is the identity matrix and $\text{Tr}[I]$ means the total number of all possible states which of course is a function of $N$. The contradiction arises when we add the right hand sides of Eq. \[8\] and Eq. \[9\] because:

$$\text{Tr} \left( \frac{\partial}{\partial N} \Theta(E - H) \right) + \text{Tr} \left( \frac{\partial}{\partial N} \Theta(H - E) \right) = \text{Tr} \left\{ - \delta(E - H) + \delta(H - E) \frac{\partial H}{\partial N} \right\} = 0$$ \hspace{1cm} (11)

We have clearly arrived at a contradiction assuming the validity of Eq. \[4\]. Therefore for systems with bounded energy:

$$T_G \frac{\partial S_G}{\partial N} \neq - \left\langle \frac{\partial H}{\partial N} \right\rangle$$ \hspace{1cm} (12)

This means that Gibbs entropy is not a global adiabatic invariant (consistent) definition of entropy.

A system of simple harmonic oscillators: As a concrete example of inconsistency, we propose to calculate both sides of Eq. \[1\] for Boltzmann and Gibbs entropy for a system consisting of $N$ independent one dimensional quantum harmonic oscillators.

Consider a quantum system consisting of $N$ simple harmonic oscillators with microcanonical energy $E$. Employing $\hbar \omega$ as the unit of energy, the eigenvalues of Hamiltonian of this system are:

$$E = n_1 + n_2 + \ldots + n_N + \frac{N}{2}$$ \hspace{1cm} (13)

Where $n_i$ is the quantum number of i’th oscillator. Furthermore, the degeneracy of energy $E$ is easily computed as:

$$W(E) = \frac{(E + \frac{N}{2} - 1)!}{(N - 1)! (E - \frac{N}{2})!}$$ \hspace{1cm} (14)

First we compute the right hand side of Eq. \[1\]:

$$\left\langle \frac{\delta H}{\delta N} \right\rangle = \frac{1}{W} \sum_{n_1, n_2, \ldots, n_N} \langle n_1, n_2, \ldots, n_N | \rangle \frac{\delta H_{\text{HE}}}{\delta N} | n_1, n_2, \ldots, n_N \rangle$$

$$= \frac{1}{W} \sum_{n_1, n_2, \ldots, n_N} \langle n_1, n_2, \ldots, n_N | \rangle \times (H_N - H_{N-1}) \delta_{\text{HE}} | n_1, n_2, \ldots, n_N \rangle$$

$$= \frac{1}{W} \sum_{n_1 + \ldots + n_N = E + \frac{N}{2}} \left( E_N - E_{N-1} \right)$$

$$= \frac{1}{W} \sum_{n_1 + \ldots + n_N = E + \frac{N}{2}} (n_N + 1)$$ \hspace{1cm} (17)

Note that $\delta_{\text{HE}}$ is the Kronecker’s delta which appears here regardless of entropy definition, since here we are performing ensemble averaging over accessible states.

In order to simplify the above, we define $g(x)$ as the total number of states which satisfy the constraint $n_1 + n_2 + \ldots + n_{N-1} = x$. We note that $g(x) = \frac{(x + N - 2)!}{(N - 2)!}$. 

with the Sterling approximation:

\[ \text{Eq. (4)} \]

is easily computed using Eq. (14) in conjunction with symbolic summation. Note that this result is inconsistent (in the sense of the difference between two sides of Eq. (4)).

Now, for Boltzmann entropy, \( I_B \), one can numerically integrate Eq. (14) in order to calculate \( S_B \). The results for \( I_G \) are shown in Fig. 1(b). It can be seen that \( I_B \) and \( I_G \) quickly saturate to a constant value as \( N \) increases, showing considerable inconsistency for both \( S_B \) and \( S_G \) regardless of the actual value of \( N \). It is interesting to note that \( I_B \approx I_G \) for large \( N \).

We have therefore shown that a model of simple harmonic oscillators exhibits considerable inconsistency regardless of entropy definition (Boltzmann or Gibbs) or system size (finite or infinite).

**Conclusions:** Recently, much attention has been given to a “consistent” thermostatistics formalism\(^{14, 15, 17, 20, 22, 25} \) such as the approach of making a direct connection between thermodynamic quantities on one hand to micro-state (ensemble) averages on the other hand. For a closed system the consistency criterion, Eq. (3) is a direct consequence of the requirement that thermodynamic entropy be an adiabatic invariant. This criterion has been used to make detailed arguments in favor of one definition of entropy (Gibbs) vs. another (Boltzmann)\(^{14, 20, 21, 25, 30, 31, 38} \). On the other hand, others have argued for consistency of Boltzmann entropy under specific conditions\(^{13} \). However, we have shown that neither entropy definitions satisfy the consistency requirement when one considers \( N \) as the independent thermodynamic variable. We have shown this both by simple analytical calculations as well as for a model system of \( N \) simple harmonic oscillators. Although we have shown inconsistency for both \( S_B \) and \( S_G \), it is \( S_G \) that is believed to be a general adiabatic invariant and thus a candidate for consistent thermostatistics. One can draw various conclusions from the results we have presented here, but the most direct (and in our view the most important) conclusion is that the long-held view of entropy as a mechanical adiabatic invariant is ill-founded.

Consequently, it is worthwhile to consider the meaning of “consistent thermostatistics”. The consistency condition is a direct consequence of a (long-standing) attempt to derive the laws of thermodynamics from the laws of mechanics. These attempts have provided much controversy as well as various mathematical challenges (e.g. ergodic theorem). Over the decades, such attempts have failed to provide a clear picture as to how one can de-

\[ I = \left| T_B \frac{\partial S_B}{\partial N} + \left\langle \frac{\partial H}{\partial N} \right\rangle \right| \]
rive thermodynamics from the laws of mechanics. The most famous inconsistency in this regard is the mechanical (time) reversibility vs. thermodynamic irreversibility, which has been debated ever since Boltzmann’s H-theorem and *stosszahlansatz*. Here, we have shown that any attempt to construct an entropy function as an adiabatic invariant leads to inconsistency in chemical potential. We have therefore provided another example of inconsistent results when one attempts to construct thermodynamics based on the laws of mechanics.

The above-mentioned difficulties in deriving macroscopic laws from microscopic (mechanical) laws may have their roots in limitations of reductionism. While no one doubts that macroscopic properties of matter are results of “particles and their interactions”, attempts to model consciousness as a property of atoms and their interactions is patently a wrong start. Similarly, while it is true that entropy is a property of closed interacting many-particle systems, traditional attempts to establish such direct connections have led to much controversy and confusion. On the other hand, if one begins with the realization of limitations of mechanical approach (e.g. chaos) to describe large complex systems, one is naturally led to a purely probabilistic theory which attempts to establish relations among macroscopic parameters (e.g. pressure as a function of temperature) based on some very general and reasonable assumptions without resort to the laws of mechanics. Such a formulation is the information theoretic approach to thermostatistics. In such an approach one equates information entropy, which has no mechanical analog, to thermodynamic entropy. This approach, which is favored by the present authors, leads naturally to Boltzmann entropy for closed (microcanonical) system in accordance with standard formulations of statistical mechanics, but devoid of its conceptual difficulties.

Finally, we close by emphasizing that our results (lack of validity of Eq. (4)) should not be interpreted as a way to deny the validity of well-established definitions of entropy, but as an objection to define entropy on a purely mechanical basis such as an adiabatic invariant.
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