Scalable feedback control of single photon sources for photonic quantum technologies
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Large-scale quantum technologies require exquisite control over many individual quantum systems. Typically, such systems are very sensitive to environmental fluctuations, and diagnosing errors via measurements causes unavoidable perturbations. In this work we present an in situ frequency locking technique that monitors and corrects frequency variations in single photon sources based on microring resonators. By using the same classical laser fields required for photon generation as a probe to diagnose variations in the resonator frequency, our protocol applies feedback control to correct photon frequency errors in parallel to the optical quantum computation without disturbing the physical qubit. We implement our technique on a silicon photonic device and demonstrate sub 1 pm frequency stabilization in the presence of applied environmental noise, corresponding to a fractional frequency drift of < 1% of a photon linewidth. Using these methods we demonstrate feedback controlled quantum state engineering. By distributing a single local oscillator across a single chip or network of chips, our approach enables frequency locking of many single photon sources for large-scale photonic quantum technologies.

I. INTRODUCTION

Precise and robust control over individual quantum systems is a prerequisite for any scalable quantum technology. Reducing errors in physical qubits significantly reduces the resource overhead for full-scale error correction [1], making techniques for accurate device-level calibration and control paramount. Experimental parameters required for high-fidelity control of a quantum device may not only vary between qubits [2] but also drift in time [3]. Device level feedback control techniques typically measure the qubit, estimate some fidelity metric and feed back onto the control parameters to minimize the infidelity in a closed loop manner. The success of these so called in situ control techniques [4, 5] hinges upon the efficiency and robustness of the fidelity estimator [6]. While full quantum state tomography scales poorly [7, 8], techniques such as randomized benchmarking [9, 10], direct error detection [11] or efficient fidelity proxies [12, 13] have all been used to guide the system to a desired state via quantum measurement.

In this work we introduce a new in situ control technique for photonic quantum technologies that tracks and corrects variations in single photon sources based on microring resonators (MRRs), without the need for destructive quantum measurements. Our protocol, shown in Fig. 1(a), makes use of a unique property of photonic quantum technologies where much of the error diagnosis and correction can be implemented via classical laser fields at high bandwidth, and with an intrinsically high signal-to-noise ratio. Using the same laser fields that seed photon generation as local oscillators to diagnose cavity fluctuations, we develop a closed loop protocol which corrects single photon frequency errors. We implement a proof-of-concept demonstration of our technique on a silicon (Si) quantum photonic device, and, by stabilizing on-chip cavities to sub 1 pm levels at the DC limit (corresponding to a fractional frequency drift of < 1% a cavity linewidth), correct static errors between photon sources, track and correct dynamic errors and demonstrate feedback controlled quantum state engineering. Our corrections are performed in parallel to the quantum information processing and can be scaled to many thousands of optical components.

In photonic quantum technologies [15, 16], single photons are generated via a nonlinear optical process [17, 18], propagated through linear optical circuitry [19, 20], and read out via single photon detectors [21]. Each of these core components has been demonstrated within the Si photonics platform [22] providing a plausible route towards millions of quantum optical components within a single wafer [23, 24]. As systems scale up, [25, 26] techniques for error mitigation in quantum optical devices has become paramount. Tools have been developed for pre-characterization of circuitry via classical laser fields [27, 28] but until now, techniques for actively monitoring errors have been outstanding.

Microring resonators [29] are a leading approach to the generation of ultra-bright [18, 28] and pure [30] single photons via the process of spontaneous four-wave mixing, with the resonance structure enabling directly engineered photon frequencies in a tens of micron-scale footprint. In the degenerate case, where the generated photons are the same wavelength [shown in Fig. 1(b)], the MRR is pumped by two lasers tuned to \(\omega_{p_1}, \omega_{p_2}\), corresponding to the \(+n^\text{th}\) and \(-n^\text{th}\) resonances of the ring. A photon at each frequency is spontaneously annihilated within the resonator to generate two correlated signal and idler photons at the frequency \(\omega_{s,i} = (\omega_{p_1} + \omega_{p_2})/2\) in the
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n = 0th resonance of the ring, conserving energy. In large-scale architectures such as those required for quantum supremacy [31, 32], quantum simulation [33, 34] or quantum computing [35], many MRRs must be tuned to precisely the same frequency. Misalignment between resonators reduces quantum interference, which can cause errors on the photonic qubit [36, 37]. Moreover the efficiency and brightness of such sources scales with the quality factor of the resonator [38], placing stringent demands on the stability of MRR structures. Fabrication variations will cause static errors in the resonance of the MRRs, while variations in refractive index over time — due to thermal fluctuations, the introduction of carriers, electrical noise or cross-talk between devices — will introduce dynamic errors.

Our approach shown in Fig. 1(c) monitors the pump frequency modes with a low-loss drop filter and photodiode. If the central frequency of the resonator shifts the optical power on the photodiode will increase, and an electrical signal is fed back onto the phase shifter in a closed loop manner to decrease the optical power. This minimization can be implemented in either software (e.g., computational optimization) or hardware (e.g., lock-in amplifier [39]). Our closed loop protocol scales with a time complexity $O(1)$ in the number of MRRs, and is typically bandwidth-limited by the control phase modulator. Each constituent component has already been demonstrated in standard CMOS Si photonic processes: low-loss filtering [41], fast photodiodes [42] and phase modulation [including thermo-optic (kHz [43]), micro-electromechanical (MHz [44]) and carrier-based (GHz [45])]. Moreover, the classical probe signal provides an intrinsically high signal-to-noise ratio compared with direct detection of the photons.

II. THE DEVICE

For our proof-of-concept demonstration we use a quantum state engineering Si photonic device, alongside off-chip pump separation and monitoring. The device produces correlated pairs of photons via the inverse Hong-Ou-Mandel effect [47] and comprises five stages as shown in Fig. 2(a). The first mixes the two pumps on a 50/50 directional coupler. Next, the mixed pumps impinge on a photon generation MRR in each arm of a Mach-Zehnder interferometer. The pump power is partially reduced via demux filters to prevent further photon generation in the waveguides, yet remains at a level sufficient to be monitored via off-chip photodiodes. The state passes through a differential phase $\phi$, and by operating in the weak pumping regime such that an appreciable probability exists of producing two photons, the quantum state after the two rings is $|\psi\rangle_{\text{ring}} = (|20\rangle_{1,2} + e^{2 i \phi} |02\rangle_{1,2})/\sqrt{2}$, where $|n\rangle_m$ represents $n$ photons in the $m$th optical mode. Finally, the state is incident on a 50/50 directional coupler which yields the state

$$|\psi(\phi)\rangle_{\text{out}} = \cos \phi (|20\rangle - |02\rangle)/\sqrt{2} + \sin \phi |11\rangle. \quad (1)$$

Control of the differential phase therefore enables state engineering, including tuning between path entangled states ($\phi = 0$) and separable states ($\phi = \pi$).

The chip, fabricated in a standard CMOS Si photonics process, contains four MRRs and five thermo-optic phase shifters all within 0.08 mm$^2$ [see Fig. 2(a)]. The spectrum of the photon generation MRR is shown in Fig. 2(b). Each ring has with a linewidth $\Delta \lambda = 60$ pm, yielding a quality factor of $Q \approx 2.5 \times 10^4$. Light is in/out-coupled via a custom-built silicon nitride optical interposer, which matches both the mode field diameter and pitch of the Si waveguides to give a loss of $-2.5 \pm 0.5$ dB per facet (error determined by multiple measurements). At the input two tunable telecommunication lasers are pre-filtered to reduce optical sidebands at the photon generation wavelength. At the output photons are first filtered to enable pump monitoring and
reduce background, then coupled into superconducting nanowire single photon detectors with \( \sim 75\% \) quantum efficiency. See Appendix for further experimental details.

**III. THE PROTOCOL**

As a first test of our frequency locking protocol we correct static errors in the resonance position of the generation rings which can occur due fabrication variations such as waveguide surface-roughness [46]. In principle, accurate characterization of wavelength-voltage tuning curves can correct for this effect, but as we show, noise sources such as thermal crosstalk and electrical noise will complicate this process, necessitating an in situ approach. For this test the feedback correction protocol is run 100 times. Each run sets the pump laser to the desired generation wavelength, and initial voltages for the two generation rings are chosen randomly from normal distributions centered on 3.60 V and 3.56 V respectively with a standard deviation of 0.2 V. Computational optimization is used to iteratively arrive at the generation ring voltage combination that minimizes the sum of the optical output powers of the MRRs as measured by an off-chip photodiode array. The gradient-free Nelder-Mead algorithm was empirically determined to converge quickly and be robust in the presence of experimental noise. As shown in Fig. 3(a), out of the 100 attempted runs 62 succeed, requiring an average of 57 iterations to converge. Figure 3(b) tracks the voltages of each generation MRR during optimization. The final voltage of each ring differs by 40 mV, demonstrating the importance of static error correction. Moreover, repeatedly running this protocol over the course of 7 hours, we observe a total reduction in the voltages by 18 mV, likely due to a systematic drift in laboratory temperature.

In Fig. 3(c,d) we simulate two classes of dynamic error typically seen in photonic quantum systems: (1) environmental temperature fluctuations and (2) crosstalk between thermo-optic phase shifters. We induce temperature fluctuations by varying the chip temperature through an auxiliary Peltier control system onto which the device is mounted. In increments and decrements of 0.1°C, we program a random walk in temperature over the course of one hour for a net increase of 1°C. One instance of this random walk is shown in the Fig. 3(c) inset. Figure 3(c) plots spectrographs for this instance which show the shift in the central resonance of the MRRs as a result of this temperature variation in the absence of dynamic frequency stabilization and in the presence of our in situ approach. The implementation of our protocol leads to a standard deviation in the central resonance wavelength of 0.56 pm (9.4 \times 10^{-3} \Delta \lambda), compared to a total variation of 84.0 pm (1.4 \Delta \lambda) in the absence of any correction protocol. This corresponds to a two-orders of magnitude increase in resonance stability.

Similarly, we induce thermal crosstalk by sweeping the phase shifter voltage from 0 to 6.5 V. Figure 3 shows the central wavelength shift in (d) the uncorrected case, and (d) the in-situ corrected case. Dynamic frequency stabilization yields a stability of 0.65 pm (1.1 \times 10^{-2} \Delta \lambda), a 70-fold improvement compared with a total variation of 45 pm (0.75 \Delta \lambda) in the uncorrected case.

We contrast the performance of our in situ correction technique with the results obtained using pre-determined tuning curve models (see Appendix for details) to align the rings, with the same temperature or phase shifter voltage adjustment. After each adjustment the generation ring voltages are set to the values according to the pre-determined functions. While alignment using pre-determined functions leads to a 15-fold and 5-fold improvement over the uncorrected case for the temperature and voltage error respectively, our iterative protocol still outperforms the tuning curve-based correction by an order of magnitude in both instances. Moreover, our technique can naturally be applied to dynamic corrections where no noise model is known.

The merit of the in situ approach is that it can be
performed in parallel to the quantum computation. To demonstrate this our protocol is applied to the task of quantum state engineering. According to Eq. (1), a linear variation in the differential phase $\phi$ causes a sinusoidal change in the probability amplitude of the $|11\rangle$ state, and a sin-squared change in the coincidence probability. Control of the thermo-optic phase shifter thus provides a direct means to engineer the photonic quantum state.

In the absence of frequency control (Fig. 4(a), red) thermal cross-talk from the differential phase decouples the MRRs and causes an asymmetry in the interference fringe. To quantify this effect we introduce the asymmetric contrast $C_{\text{asy}} = |C_1 - C_2|/\max(C_1, C_2)$, which is the normalized difference between the coincidence counts $C_1$ at $\phi = \pi/2$ and counts $C_2$ at $\phi = 3\pi/2$, where $C_{\text{asy}} = 0$ in the ideal case. In the absence of correction $C_{\text{asy}} = 0.791$.

The frequency control protocol is implemented at each step of the phase sweep (Fig. 4(a), blue) which corrects the generation voltages [Fig. 4(b)] and recovers the symmetry of the interference fringe, yielding a contrast $C_{\text{asy}} = 5.61 \times 10^{-3}$. The quantum visibility quantifies the indistinguishability of the photons and is given by $V_q = (C_{\max} - C_{\min})/C_{\max}$ where $C_{\max}$ is the maximum (minimum) measured coincidence counts. The interference fringe is fitted (Fig. 4(a), blue line) to account for the nonlinear phase-voltage relation of the thermo-
FIG. 4. Quantum state engineering. (a) Coincidence count rate plotted as a function of the square of the differential phase voltage, with (blue) and without (red) frequency stabilization, alongside a sinusoidal fit (light blue). Coincidences have been normalized for detector channel inefficiencies and error bars assume Poissonian counting statistics. The symmetry in the locked fringe can clearly be observed in comparison to the unlocked. (b) Variation in MRR control voltages over the course of the differential phase sweep when frequency locking is applied. (c) Coincidence count rate plotted as a function of input power per ring (blue points) and an expected quadratic dependency based on a purely four-wave mixing process (light blue line).

optic phase shifter [43], and the quantum visibility is extracted as $V_q = 0.938 \pm 0.021$. The deviation from unity visibility is primarily due to higher order photon events, which occur due to the high pump power required to obtain a reasonable signal-to-noise ratio in the presence of lossy off-chip filters. In future, the monolithic integration of lasers [47], single photon detectors [21] and filters [18, 48] will significantly reduce optical power constraints.

Finally in Fig. 4(c), with $\phi = \pi/2$, we measure the coincidence count rate as a function of the input pump power. At each optical power setting we apply the frequency stabilization protocol to account for the refractive index change in the MRRs due to a combination of Kerr, thermal and free-carrier dispersion effects [49]. We reach an off-chip photon generation rate of 13.5 kHz (corrected for detector channel inefficiencies) which is primarily limited by two photon absorption. This can be seen in Fig. 4(c) where we plot the measured coincidence count rate against the expected quadratic dependence (Fig. 4(c), blue dashed) observing deviations at powers greater than 200 $\mu$W. Significant progress is being made on mid-IR silicon photonics, that will mitigate the effect of two photon absorption which becomes negligible at wavelengths longer than 2.2 $\mu$m [50, 51].

IV. CONCLUSION

We have proposed and demonstrated an in situ control technique for photonic quantum technologies that uses the same classical laser fields required for photon generation as a probe to track, diagnose and correct frequency variations in single photon sources. While feedback control in our device is applied off-chip, in situ feedback was recently demonstrated in an integrated CMOS photonics platform [24]. Electronic control circuitry either integrated-on-chip [52] or via flip-chip approaches [53], would therefore allow large numbers of heralded single photon sources to be frequency locked to a common local oscillator. The combination of Kerr nonlinear optics in silicon rings with CMOS logic and single photon detection [21, 54, 56], could enable on-demand high fidelity single photon sources based on multiplexed spontaneous four-wave mixing [57], which form the basis of proposed all-optical quantum computing [23] and quantum repeater architectures [58].
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Appendix A: Device Details

The device, shown in Fig. 1(a), is fabricated in a standard CMOS silicon photonics process, and consists of two microring resonators for photon generation with radius \( R = 11 \mu m \), coupled to a 500 nm wide \( \times \) 220 nm silicon bus waveguide. Each ring has a Q factor of \( 2.5 \times 10^4 \), and a free spectral range FSR = 8.8 nm. After just 40 \( \mu m \) the bus waveguide is coupled to a demultiplexing ring \( (R = 8 \mu m, \text{FSR} = 12 \text{nm}) \) to separate single photons and pump light, and photons via the drop port are routed to a phase shifter and directional coupler for state engineering. All four rings are thermo-optically controlled by embedded resistive heaters formed by doped silicon regions contacting the metal interconnect layer. To minimize losses due to free-carrier absorption, a low dopant concentration in the waveguide region overlapping with the optical mode is employed. The combination of both generation and demultiplexing rings enables a pump suppression of 37 dB, mitigating further incoherent photon generation and demultiplexing rings enables a pump suppression of 37 dB, mitigating further incoherent photon generation within the bus waveguide. The experimental setup consists of two tuneable telecom lasers set to \( \lambda_{p1} = 1582.3 \text{ nm} \) and \( \lambda_{p2} = 1547.7 \text{ nm} \), at +2 and −2 FSR of the tuned generation rings, for degenerate pair photon generation at \( \lambda_{s,t} = 1565.0 \text{ nm} \). Pump lasers are passed through tuneable band pass filters which provides a total of 100 dB suppression of unwanted sidebands occurring due to amplified spontaneous emission.

Laser light is edge coupled into the chip via custom built SiN interposers, which reduces the optical mode field diameter to better match the on-chip tapered mode convertor, achieving an estimated loss per facet of −2.5 ± 0.5 dB. The device is mounted on top of a Peltier cooling unit to maintain thermal stability, and the thermo-optic phase shifters are controlled by a custom built multi-channel digital to analogue converter which provides 16-bits voltage precision. Both correlated photons and pump light are out-coupled and passed through narrow linewidth filters, which along with on-chip filtering, provides a total pump suppression of \( \sim 100 \text{ dB} \). Photons are sent to two superconducting nanowire single photon detectors with quantum efficiencies of \( \eta = 75\% \), and the signals are time-tagged using a time-correlated single photon counting module.

Appendix B: Theoretical Coupled Ring Model

By modeling the transmission of coupled microring resonators, we can show that there is one and only one possible generation ring voltage combination that leads to a minimum in the rings’ combined transmitted power, and hence there are no local minima that the Nelder-Mead search algorithm could potentially converge to. The transmission function of a single ring can be taken to be a Lorentzian:

\[
T(\lambda) = \frac{-0.5\Gamma}{(\lambda - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

where \( \Gamma \) and \( \lambda_{\text{las}} \) are the width parameter and laser wavelength respectively. The dependence of the rings’ central wavelengths \( (\lambda_1 \text{ and } \lambda_2) \) on ring voltages can be modelled as

\[
\lambda_1 = \lambda_{01} + \gamma_1 V_1^2 + \alpha_{12} V_2^2 \quad (\text{B2})
\]

\[
\lambda_2 = \lambda_{02} + \gamma_2 V_2^2 + \alpha_{12} V_1^2 \quad (\text{B3})
\]

and the total transmission in parallel as:

\[
T(\lambda_1, \lambda_2) = \frac{-0.5\Gamma}{(\lambda_1 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2} + \frac{-0.5\Gamma}{(\lambda_2 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

where \( \lambda_{01} \) and \( \lambda_{02} \) are the central resonances of the rings with no applied voltage tuning, coefficients \( \gamma_1 \) and \( \gamma_2 \) correspond to the strength of the rings’ wavelength dependence on voltage applied to themselves, and the coefficient \( \alpha_{12} \) corresponds to the strength of the each ring’s wavelength dependence on voltage applied to the other. The voltage-squared dependence of the central wavelength on voltage arises from linearity of the wavelength shift with temperature, and hence with the dissipated power. In a physically realistic case, both the ratios \( \frac{\gamma_1}{\alpha_{12}} \) and \( \frac{\gamma_2}{\alpha_{12}} \) will be much greater than both \( \frac{\lambda_{\text{las}} - \lambda_{01}}{\lambda_{\text{las}} - \lambda_{02}} \) and \( \frac{\lambda_{\text{las}} - \lambda_{01}}{\lambda_{\text{las}} - \lambda_{02}} \). The total transmission of two rings in series is given as:

\[
T(\lambda_1, \lambda_2) = \frac{-0.5\Gamma}{(\lambda_1 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2} + \frac{-0.5\Gamma}{(\lambda_2 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

and the total transmission in parallel as:

\[
T(\lambda_1, \lambda_2) = \frac{-0.5\Gamma}{(\lambda_1 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2} + \frac{-0.5\Gamma}{(\lambda_2 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

FIG. 5. Temperature tuning. Five sets of temperature-voltage data points for each generation ring alongside a linear fit.

where \( \Gamma \) and \( \lambda_{\text{las}} \) are the width parameter and laser wavelength respectively. The dependence of the rings’ central wavelengths \( (\lambda_1 \text{ and } \lambda_2) \) on ring voltages can be modelled as

\[
\lambda_1 = \lambda_{01} + \gamma_1 V_1^2 + \alpha_{12} V_2^2 \quad (\text{B2})
\]

\[
\lambda_2 = \lambda_{02} + \gamma_2 V_2^2 + \alpha_{12} V_1^2 \quad (\text{B3})
\]

where \( \lambda_{01} \) and \( \lambda_{02} \) are the central resonances of the rings with no applied voltage tuning, coefficients \( \gamma_1 \) and \( \gamma_2 \) correspond to the strength of the rings’ wavelength dependence on voltage applied to themselves, and the coefficient \( \alpha_{12} \) corresponds to the strength of the each ring’s wavelength dependence on voltage applied to the other. The voltage-squared dependence of the central wavelength on voltage arises from linearity of the wavelength shift with temperature, and hence with the dissipated power. In a physically realistic case, both the ratios \( \frac{\gamma_1}{\alpha_{12}} \) and \( \frac{\gamma_2}{\alpha_{12}} \) will be much greater than both \( \frac{\lambda_{\text{las}} - \lambda_{01}}{\lambda_{\text{las}} - \lambda_{02}} \) and \( \frac{\lambda_{\text{las}} - \lambda_{01}}{\lambda_{\text{las}} - \lambda_{02}} \). The total transmission of two rings in series is given as:

\[
T(\lambda_1, \lambda_2) = \frac{-0.5\Gamma}{(\lambda_1 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2} + \frac{-0.5\Gamma}{(\lambda_2 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

and the total transmission in parallel as:

\[
T(\lambda_1, \lambda_2) = \frac{-0.5\Gamma}{(\lambda_1 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2} + \frac{-0.5\Gamma}{(\lambda_2 - \lambda_{\text{las}})^2 + (0.5\Gamma)^2}
\]

Both the series and parallel transmission functions have critical points where the conditions \( \frac{\partial T}{\partial \lambda_1} = 0 \) and \( \frac{\partial T}{\partial \lambda_2} = 0 \) hold. In order to satisfy both conditions, we require \( V_1 = 0 \) or \( \lambda_1 = \lambda_{01} + \gamma_1 V_1^2 + \alpha_{12} V_2^2 = \lambda_{\text{las}} \), and \( V_2 = 0 \) or \( \lambda_1 = \lambda_{01} + \gamma_1 V_1^2 + \alpha_{12} V_2^2 = \lambda_{\text{las}} \). Out of the four possible combinations, only one gives a minimum (the others are
Given the physically realistic stipulations on $\gamma$, a maximum and saddle points):

$$\lambda_1 = \lambda_{01} + \gamma_1 V_1^2 + \alpha_{12} V_2^2 = \lambda_{las}$$  \hspace{1cm} (B6)
$$\lambda_2 = \alpha_{02} + \gamma_2 V_2^2 + \alpha_{12} V_1^2 = \lambda_{las}$$  \hspace{1cm} (B7)

Given the physically realistic stipulations on $\gamma_1$, $\gamma_2$, $\alpha_{12}$, $\lambda_{las} - \lambda_{01}$ and $\lambda_{las} - \lambda_{02}$, the two equations above are guaranteed to have a solution with non-zero values of $V_1$ and $V_2$, which corresponds to tuning both rings to the laser wavelength. Hence, there is only one global minimum value of the transmission function for non-negative voltages, and no local minima. This guarantees that if our search converges, it will have converged to the true global minimum. This model may be generalised to an arbitrary number of ring resonators in series or parallel, such that the total transmission of $N$ rings in series will be given by

$$T(\lambda_1, \lambda_2, \cdots, \lambda_N) = \prod_{i=1}^{N} \frac{-0.5\Gamma}{(\lambda_i - \lambda_{las})^2 + (0.5\Gamma)^2}$$  \hspace{1cm} (B8)

and the total transmission in parallel by

$$T(\lambda_1, \lambda_2, \cdots, \lambda_N) = \sum_{i=1}^{N} \frac{-0.5\Gamma}{(\lambda_i - \lambda_{las})^2 + (0.5\Gamma)^2}$$  \hspace{1cm} (B9)

As in the two-ring case above, the sole minimum of the transmission function is achieved when all rings are individually tuned to the laser wavelength, and there are no local minima.

**Appendix C: Tuning Curves**

By sweeping the temperature, $T$, from 30 to 31 degrees and iteratively aligning the rings at each voltage using the Nelder-Mead algorithm, we obtain generation ring voltage ($V_1$ and $V_2$) versus temperature data (Fig 6). Based on 5 such sweeps, we obtain the following best-fit linear model for the dependence of the ring voltages on temperature:

$$V_1(T) = -0.06090T + 5.568$$  \hspace{1cm} (C1)
$$V_2(T) = -0.06166T + 5.546$$  \hspace{1cm} (C2)

Similarly, by sweeping the phase shifter voltage, $V_p$, from 0 to 6.5 volts and aligning the rings at each voltage using the Nelder-Mead algorithm, we obtain ring voltage versus phase shifter voltage data (Fig 6). Based on 5 sweeps, we obtain a best-fit quadratic model for the dependence of the ring voltages on temperature:

$$V_1(V_p) = -0.0007192V_p^2 - 0.0003439V_p + 3.746$$  \hspace{1cm} (C3)
$$V_2(V_p) = -0.0008414V_p^2 - 0.000576V_p + 3.702$$  \hspace{1cm} (C4)
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