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Abstract. The state complexity of basic operations on finite languages (considering complete DFAs) has been studied in the literature. In this paper we study the incomplete (deterministic) state and transition complexity on finite languages of boolean operations, concatenation, star, and reversal. For all operations we give tight upper bounds for both descriptional measures. We correct the published state complexity of concatenation for complete DFAs and provide a tight upper bound for the case when the right automaton is larger than the left one. For all binary operations the tightness is proved using family languages with a variable alphabet size. In general the operational complexities depend not only on the complexities of the operands but also on other refined measures.

1 Introduction

Descriptional complexity studies the measures of complexity of languages and operations. These studies are motivated by the need to have good estimates of the amount of resources required to manipulate the smallest representation for a given language. In general, having succinct objects will improve our control on software, which may become smaller and more efficient. Finite languages are an important subset of regular languages with many applications in compilers, computational linguistics, control and verification, etc. [10,2,9,4]. In those areas it is also usual to consider deterministic finite automata (DFA) with partial transition functions. This motivates the study of the transition complexity of DFAs (not necessarily complete), besides the usual state complexity. The operational transition complexity of basic operations on regular languages was studied by Gao et al. [5] and Maia et al. [8]. In this paper we continue that line of research by considering the class of finite languages. For finite languages, Salomaa and Yu [11] showed that the state complexity of the determinization of a nondeterministic automaton (NFA) with $m$ states and $k$ symbols is $\Theta(k^{\lceil\log_2m\rceil})$ (lower than $2^m$)
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as it is the case for general regular languages). Câmpeanu et al. studied the operational state complexity of concatenation, Kleene star, and reversal. Finally, Han and Salomaa gave tight upper bounds for the state complexity of union and intersection on finite languages. In this paper we give tight upper bounds for the transition complexity of all the above operations. We correct the upper bound for the state complexity of concatenation, and show that if the right automaton is larger than the left one, the upper bound is only reached using an alphabet of variable size. Note that, the difference between the state complexity for non necessarily complete DFAs and for complete DFAs is at most one.

| Operation | Regular | $|\Sigma|$ | Finite | $|\Sigma|$ |
|-----------|---------|----------|--------|----------|
| $L_1 \cup L_2$ | $2n(m + 1)$ | 2 | $3(mn-n-m) + 2$ | $f_1(m, n)$ |
| $L_1 \cap L_2$ | $nm$ | 1 | $(m - 2)(n - 2)(2 + \sum_{i=1}^{\min(m,n)} - 3(m-i-1)) + 2$ | $f_2(m, n)$ |
| $L^C$ | $m + 2$ | 1 | $m + 1$ | 1 |
| $L_1 L_2$ | $2^{n-1}(6m + 3) - 5$, if $m, n \geq 2$ | 3 | $6.2^{n-1}$, if $m + 1 \geq n$ | 2 |
| | | | See Proposition | |
| $L^*$ | $3.2^{m-1} - 2$, if $m \geq 2$ | 2 | $9 \cdot 2^{m-3} - 2^{m/2} - 2$, if $m$ is odd | $n - 1$ |
| | | | $9 \cdot 2^{m-3} - 2^{(m-2)/2} - 2$, if $m$ is even | 3 |
| $L^R$ | $2(2^m - 1)$ | 2 | $2^{p+2} - 7$, if $m = 2p$ | 2 |
| | | | $3 \cdot 2^{p} - 8$, if $m = 2p - 1$ | |

Table 1. Incomplete transition complexity for regular and finite languages, where $m$ and $n$ are the (incomplete) state complexities of the operands, $f_1(m, n) = (m - 1)(n - 1) + 1$ and $f_2(m, n) = (m - 2)(n - 2) + 1$.

2 Preliminaries

We recall some basic notions about finite automata and regular languages. For more details, we refer the reader to the standard literature.

Given two integers $m, n \in \mathbb{N}$ let $[m, n] = \{i \in \mathbb{N} \mid m \leq i \leq n\}$. A deterministic finite automaton (DFA) is a five-tuple $A = (Q, \Sigma, \delta, q_0, F)$ where $Q$ is a finite set of states, $\Sigma$ is a finite input alphabet, $q_0 \in Q$ is the initial state, $F \subseteq Q$ is the set of final states, and $\delta$ is the transition function $Q \times \Sigma \rightarrow Q$. Let $|\Sigma| = k$,
|Q| = n, and without lost of generality, we consider Q = [0, n − 1] with q0 = 0. The transition function can be naturally extended to sets in \(2^Q\) and to words \(w \in \Sigma^*\). A DFA is complete if the transition function is total. In this paper we consider DFAs to be not necessarily complete, i.e., with partial transition functions. The language accepted by \(A\) is \(L(A) = \{w \in \Sigma^* | \delta(0, w) \in F\}\). Two DFAs are equivalent if they accept the same language. For each regular language, considering or not a total transition function, there exists a unique minimal complete DFA with a least number of states. The left-quotient of \(L \subseteq \Sigma^*\) by \(x \in \Sigma^*\) is \(D_xL = \{z \mid xz \in L\}\). The equivalence relation \(\equiv_L \subseteq \Sigma^* \times \Sigma^*\) is defined by \(x \equiv_L y\) if and only if \(D_xL = D_yL\). The Myhill-Nerode Theorem states that a language \(L\) is regular if and only if \(\equiv_L\) has a finite number of equivalence classes, i.e., \(L\) has a finite number of left quotients. This number is equal to the number of states of the minimal complete DFA. The state complexity, \(sc(L)\), of a regular language \(L\) is the number of states of the minimal complete DFA of \(L\). If the minimal DFA is not complete its number of states is the number of left quotients minus one (the dead state, that we denote by \(\Omega\), is removed). The incomplete state complexity of a regular language \(L\) (isc\((L)\)) is the number of states of the minimal DFA, not necessarily complete, that accepts \(L\). Note that isc\((L)\) is either equal to sc\((L)\) − 1 or to sc\((L)\). The incomplete transition complexity, itc\((L)\), of a regular language \(L\) is the minimal number of transitions over all DFAs that accepts \(L\). We omit the term incomplete whenever the model is explicitly given.

A \(\tau\)-transition is a transition labeled by \(\tau \in \Sigma\). The \(\tau\)-transition complexity of \(L\), itc\(_\tau\)(L), is the minimal number of \(\tau\)-transitions of any DFA recognizing \(L\). It is known that itc\((L) = \sum_{\tau \in \Sigma} \text{ite}_{\tau}(L)\) [58].

The complexity of an operation on regular languages is the (worst-case) complexity of a language resulting from the operation, considered as a function of the complexities of the operands. Usually an upper bound is obtained by providing an algorithm, which given representations of the operands (e.g., DFAs), constructs a model (e.g., DFA) that accepts the language resulting from the referred operation. To prove that an upper bound is tight, for each operand we can give a family of languages (parametrized by the complexity measures and called witnesses), such that the resulting language achieves that upper bound.

For determining the transition complexity of an operation, we also consider the following measures and refined numbers of transitions. Let \(A = ([0, n − 1], \Sigma, \delta, 0, F)\) be a DFA, \(\tau \in \Sigma\), and \(i \in [0, n − 1]\). We define \(f(A) = |F|\), \(f(A, i) = |F \cap [0, i − 1]|\). We denote by \(t_{\tau}(A, i)\) and \(in_{\tau}(A, i)\) respectively the number of transitions leaving and reaching \(i\). As \(t_{\tau}(A, i)\) is a boolean function, the complement is \(\overline{t}_{\tau}(A, i) = 1 − t_{\tau}(A, i)\). Let \(s_{\tau}(A) = t_{\tau}(A, 0), a_{\tau}(A) = \sum_{i \in F} in_{\tau}(A, i), e_{\tau}(A) = \sum_{i \in F} t_{\tau}(A, i), t_{\tau}(A) = \sum_{i \in Q} t_{\tau}(A, i), t_{\tau}(A, [k, l]) = \sum_{i \in [k, l]} t_{\tau}(A, i)\), and the respective complements \(\overline{s}_{\tau}(A) = \overline{t}_{\tau}(A, 0), \overline{a}_{\tau}(A) = \sum_{i \in F} \overline{t}_{\tau}(A, i), \overline{e}_{\tau}(A) = \sum_{i \in F} \overline{t}_{\tau}(A, i)\), etc. Whenever there is no ambiguity we omit \(A\) from the above definitions. All the above measures, can be defined for a regular language \(L\), considering the measure values for its minimal DFA. For instance, we have, \(f(L)\), \(f(L, i)\), \(a_{\tau}(L)\), \(e_{\tau}(L)\), etc. We define \(s(L) = \sum_{\tau \in \Sigma} s_{\tau}(L)\) and \(a(L) = \sum_{\tau \in \Sigma} a_{\tau}(L)\).
Let $A = ([0, n-1], \Sigma, \delta, 0, F)$ be a minimal DFA accepting a finite language, where the states are assumed to be topologically ordered. Then, $s(L(A)) = 0$ and there is exactly one final state, denoted $\pi$ and called pre-dead, such that $\sum_{\tau \in \Sigma} t_\tau(\pi) = 0$. The level of a state $i$ is the size of the shortest path from the initial state to $i$, and never exceeds $n-1$. The level of $A$ is the level of $\pi$.

3 Union

Given two incomplete DFAs $A = ([0, m-1], \Sigma_A, \delta_A, 0, F_A)$ and $B = ([0, n-1], \Sigma_B, \delta_B, 0, F_B)$ the adaptation of the classical Cartesian product construction can be used to obtain a DFA accepting $L(A) \cup L(B)$.

Proposition 1. For any $m$-state incomplete DFA $A$ and any $n$-state incomplete DFA $B$, both accepting finite languages, $mn - 2$ states are sufficient for a DFA accepting $L(A) \cup L(B)$.

Proof. Here we adapt the proof of Han and Salomaa [6]. In the product automaton, the set of states is included in $([0, m-1] \cup \{\Omega_A\}) \times ([0, n-1] \cup \{\Omega_B\})$, where $\Omega_A$ and $\Omega_B$ are the dead states of the DFA $A$ and DFA $B$, respectively. The states of the form $(0, i)$, where $i \in [1, n-1] \cup \{\Omega_B\}$, and of the form $(j, 0)$, where $j \in [1, m-1] \cup \{\Omega_A\}$, are not reachable from $(0, 0)$ because the operands represent finite languages; the states $(m-1, n-1)$, $(m-1, \Omega_B)$ and $(\Omega_A, n-1)$ are equivalent because they are final and they do not have out-transitions; the state $(\Omega_A, \Omega_B)$ is the dead state and because we are dealing with incomplete DFAs we can ignore it. Therefore the number of states of the union of two incomplete DFAs accepting finite languages is $(m+1)(n+1) - (m+n) - 2 - 1 = mn - 2$.

Proposition 2. For any finite languages $L_1$ and $L_2$ with $isc(L_1) = m$ and $isc(L_2) = n$, one has

$$itc(L_1 \cup L_2) \leq \sum_{\tau \in \Sigma} (s_\tau(L_1) \oplus s_\tau(L_2) - (itc_\tau(L_1) - s_\tau(L_1))(itc_\tau(L_2) - s_\tau(L_2))) + n(itc(L_1) - i(L_1)) + m(itc(L_2) - i(L_2)),$$

where for $x, y$ boolean values, $x \oplus y = \min(x + y, 1)$.

Proof. In the product automaton, the $\tau$-transitions can be represented as pairs $(\alpha_i, \beta_j)$ where $\alpha_i$ $(\beta_j)$ is 0 if there exists a $\tau$-transition leaving the state $i$ $(j)$ of DFA $A$ $(B)$, respectively, or $-1$ otherwise. The resulting DFA can not have transitions of the form $(-1, -1)$, neither of the form $(\alpha_0, \beta_j)$, where $j \in [1, n-1] \cup \{\Omega_B\}$ nor of the form $(\alpha_i, \beta_0)$, where $i \in [1, m-1] \cup \{\Omega_A\}$, as happened in the case of states. Thus, the number of $\tau$-transitions for $\tau \in \Sigma$ are:

$$s_\tau(A) \boxplus s_\tau(B) + t_\tau(A, [1, m-1])t_\tau(B, [1, n-1]) + t_\tau(A, [1, m-1])(\overline{t_\tau(B, [1, n-1])} + 1) + (\overline{t_\tau(A, [1, m-1])} + 1)t_\tau(B, [1, n-1]) =$$

$$s_\tau(A) \boxplus s_\tau(B) + t_\tau(A, [1, m-1])t_\tau(B, [1, n-1]) + t_\tau(A, [1, m-1])(n - t_\tau(B, [1, n-1])) + (m - t_\tau(A, [1, m-1]))t_\tau(B, [1, n-1]) =$$

$$s_\tau(A) \boxplus s_\tau(B) + nt_\tau(A, [1, m-1]) + mt_\tau(B, [1, n-1]) - t_\tau(A, [1, m-1])t_\tau(B, [1, n-1]).$$
As the DFAs are minimal, $\sum_{\tau \in \Sigma} \tau(A, [1, m - 1])$ corresponds to $\text{itc}(L_1) - s(L_1)$, and analogously for $B$. Therefore the proposition holds.

Han and Salomaa proved Lemma 3] that the upper bound for the number of states can not be reached with a fixed alphabet. The witness families for the incomplete complexities coincide with the ones already presented for the state complexity. As we do not consider the dead state, our presentation is slightly different. Let $m, n \geq 1$ and $\Sigma = \{b, c\} \cup \{a_{ij} \mid i \in [1, m - 1], j \in [1, n - 1], (i, j) \neq (m - 1, n - 1)\}$. Let $A = ([0, m - 1], \Sigma, \delta_A, 0, \{m - 1\})$ where $\delta_A(i, b) = i + 1$ for $i \in [0, m - 2]$ and $\delta_A(0, a_{ij}) = i$ for $j \in [1, n - 1]$, $(i, j) \neq (m - 1, n - 1)$. Let $B = ([0, n - 1], \Sigma, \delta_B, 0, \{n - 1\})$, where $\delta_B(i, c) = i + 1$ for $i \in [0, n - 1]$ and $\delta_B(0, a_{ij}) = j$ for $j \in [1, n - 1], i \in [1, m - 1]$, $(i, j) \neq (m - 1, n - 1)$.

**Theorem 1.** For any integers $m \geq 2$ and $n \geq 2$ there exist an $m$-state DFA $A$ and an $n$-state DFA $B$, both accepting finite languages, such that any DFA accepting $\mathcal{L}(A) \cup \mathcal{L}(B)$ needs at least $mn - 2$ states and $3(mn - n - m) + 2$ transitions, if the size of the alphabet can depend on $m$ and $n$.

### 4 Intersection

Given two incomplete DFAs $A = ([0, m - 1], \Sigma, \delta_A, 0, F_A)$ and $B = ([0, n - 1], \Sigma, \delta_B, 0, F_B)$ we can obtain a DFA accepting $\mathcal{L}(A) \cap \mathcal{L}(B)$ by the standard product automaton construction.

**Proposition 3.** For any $m$-state DFA $A$ and any $n$-state DFA $B$, both accepting finite languages, $mn - 2m - 2n + 6$ states are sufficient for a DFA accepting $\mathcal{L}(A) \cap \mathcal{L}(B)$.

**Proof.** Consider the DFA accepting $\mathcal{L}(A) \cap \mathcal{L}(B)$ obtained by the product construction. For the same reasons as in Proposition 1 we can eliminate the states of the form $(0, j)$, where $j \in [1, n - 1] \cup \{\Omega_B\}$, and of the form $(i, 0)$, where $i \in [1, m - 1] \cup \{\Omega_A\}$; the states of the form $(m - 1, j)$, where $j \in [1, n - 2]$, and of the form $(i, n - 1)$, where $i \in [1, m - 2]$ are equivalent to the state $(m - 1, n - 1)$ or to the state $(\Omega_A, \Omega_B)$; the states of the form $(i, j)$, where $j \in [1, n - 1] \cup \{\Omega_B\}$, and of the form $(i, \Omega_B)$, where $i \in [1, m - 1] \cup \{\Omega_A\}$ are equivalent to the state $(\Omega_A, \Omega_B)$ which is the dead state of the DFA resulting from the intersection, and thus can be removed. Therefore, the number of states is

$$(m + 1)(n + 1) - 3((m + 1)(n + 1)) + 12 - 1 = mn - 2m - 2n + 6.$$

**Proposition 4.** For any finite languages $L_1$ and $L_2$ with $\text{isc}(L_1) = m$ and $\text{isc}(L_2) = n$, one has

$$\text{itc}(L_1 \cap L_2) \leq \sum_{\tau \in \Sigma} (s_\tau(L_1)s_\tau(L_2) + (\text{itc}_\tau(L_1) - s_\tau(L_1)) -$$

$$- a_\tau(L_1)(\text{itc}_\tau(L_2) - s_\tau(L_2) - a_\tau(L_2)) + a_\tau(L_1)a_\tau(L_2)).$$
Proof. Using the same technique as in Proposition 2 and considering that in the intersection we only have pairs of transitions where both elements are different from $-1$, the number of $\tau$-transitions is as follows, which proves the proposition,

$$s(\tau(A)s_{\tau}(B) + t_{\tau}(A, [1, m-1] \setminus F_A)t_{\tau}(B, [1, n-1] \setminus F_B) + a_{\tau}(A)a_{\tau}(B).$$

The witness languages for the tightness of the bounds for this operation are different from the families given by Han and Salomaa because those families are not tight for the transition complexity. For $m \geq 2$ and $n \geq 2$, let $\Sigma = \{a_{ij} \mid i \in [1, m-2], j \in [1, n-2]\} \cup \{a_{m-1,n-1}\}$. Let $A = ([0, m-1], \Sigma, \delta_A, 0, \{m-1\})$ where $\delta_A(x, a_{ij}) = x + i$ for $x \in [0, m-1], i \in [1, m-2]$, and $j \in [1, n-2]$. Let $B = ([0, n-1], \Sigma, \delta_B, 0, \{n-1\})$ where $\delta_B(x, a_{ij}) = x + j$ for $x \in [0, n-1], i \in [1, m-2]$, and $j \in [1, n-2]$.

Theorem 2. For any integers $m \geq 2$ and $n \geq 2$ there exist an $m$-state DFA $A$ and an $n$-state DFA $B$, both accepting finite languages, such that any DFA accepting $L(A) \cap L(B)$ needs at least $mn - 2(m + n) + 6$ states and $(m - 2)(n - 2) + 2 + \sum_{i=1}^{\min(m,n)}(m - 2 - i)(n - 2 - i) + 2$ transitions, if the size of the alphabet can depend on $m$ and $n$.

Proof. For the number of states, following the proof [6] Lemma 6], it is easy to see that the words of the set $R = \{\varepsilon\} \cup \{a_{m-1,n-1}\} \cup \{a_{ij} \mid i \in [1, m-2], j \in [1, n-2]\}$ are all inequivalent under $\equiv_{L(A) \cap L(B)}$ and $|R| = mn - 2(m + n) + 6$.

In the DFA $A$, the number of $a_{ij}$-transitions is $(n - 2) \sum_{i=0}^{m-3}(m - 1 - i) + 1$, and in the DFA $B$, that number is $(m - 2) \sum_{i=0}^{n-3}(n - 1 - i) + 1$. Let $k = (m - 2)(n - 2) + 1$. The DFA resulting from the intersection operation has $k$ transitions corresponding to the pairs of transitions leaving the initial states of the operands; $(m - 2)(n - 2) \sum_{i=1}^{\min(m,n)-3}(m - 2 - i)(n - 2 - i)$ transitions corresponding to the pairs of transitions formed by transitions leaving non-final and non-initial states of the operands; and $k$ transitions corresponding to the pairs of transitions leaving the final states of the operands.

5 Complement

The state and transition complexity for this operation on finite languages are similar to the ones on regular languages. This happens because we need to complete the DFA.

Proposition 5. For any $m$-state DFA $A$, accepting a finite language, $m + 1$ states are sufficient for a DFA accepting $L(A)^c$.

Proposition 6. For any finite languages $L_1$ with $isc(L) = m$ one has $itc(L^c) \leq |\Sigma|(m + 1)$.

Proof. The maximal number of $\tau$-transitions is $m + 1$ because it is the number of states. Thus, the maximal number of transitions is $|\Sigma|(m + 1)$.
Gao et al. [5] gave the value $|\Sigma|(itc(L) + 2)$ for the transition complexity of the complement. In some situations, this bound is higher than the bound here presented, but contrasting to that one, it gives the transition complexity of the operation as function of the transition complexity of the operands.

The witness family for this operation is exactly the same presented in the referred paper, i.e. $\{b^m\}$, for $m \geq 1$.

6 Concatenation

Câmpeanu et al. [3] studied the state complexity of the concatenation of a $m$-state complete DFA with a $n$-state complete DFA over an alphabet of size $k$ and proposed the upper bound

$$
\sum_{i=0}^{m-2} \min \left\{ k^i, \sum_{j=0}^{f(A,i)} \binom{n-2}{j} \right\} + \min \left\{ k^{m-1}, \sum_{j=0}^{f(A)} \binom{n-2}{j} \right\}
$$

(1)

which was proved to be tight for $m > n - 1$. It is easy to see that the second term of (1) is $\sum_{j=0}^{f(A)} \binom{n-2}{j}$ if $m > n - 1$, and $k^{m-1}$, otherwise. The value $k^{m-1}$ indicates that the DFA resulting from the concatenation has states with level at most $m - 1$. But that is not always the case, as we can see by the example [3] in Figure 2. This implies that (1) is not an upper bound if $m < n$. We have

Proposition 7. For any $m$-state complete DFA $A$ and any $n$-state complete DFA $B$, both accepting finite languages over an alphabet of size $k$, the number of states sufficient for a DFA accepting $L(A)L(B)$ is:

$$
\sum_{i=0}^{m-2} \min \left\{ k^i, \sum_{j=0}^{f(A,i)} \binom{n-2}{j} \right\} + \sum_{j=0}^{f(A)} \binom{n-2}{j}
$$

(2)

In the following, we present tight upper bounds for state and transition complexity of concatenation for incomplete DFAs.

Given two incomplete DFAs $A = ([0, m - 1], \Sigma, \delta_A, 0, F_A)$ and $B = ([0, n - 1], \Sigma, \delta_B, 0, F_B)$, that represent finite languages, the algorithm by Maia et al. for the concatenation of regular languages can be applied to obtain a DFA $C = (R, \Sigma, \delta_C, r_0, F_C)$ accepting $L(A)L(B)$. The set of states of $C$ is contained in the set $\{[0, m - 1] \cup \Omega_A\} \times 2^{[0,m-1]}$, the initial state $r_0$ is $(0, \emptyset)$ if $0 \notin F_A$, and $(0, \{0\})$ otherwise; $F_C = \{(i, P) \in R \mid P \cap F_B \neq \emptyset\}$, and for $\tau \in \Sigma$, $\delta_C((i, P), \tau) = (i', P')$ with $i' = \delta_A(i, \tau)$, if $\delta_A(i, \tau) \downarrow$ or $i' = \Omega_A$ otherwise, and $P' = \delta_B(P, \tau) \cup \{0\}$ if $i' \in F_A$ and $P' = \delta_B(P, \tau)$ otherwise.

The next result follows the lines of the one presented by Câmpeanu et al., with the above referred corrections and omitting the dead state.

2 Note that we are omitting the dead state in the figures.
Proposition 8. For any $m$-state DFA $A$ and any $n$-state DFA $B$, both accepting finite languages over an alphabet of size $k$, the number of states sufficient for a DFA accepting $L(A)L(B)$ is:

$$
\sum_{i=0}^{m-1} \min \left\{ k^i, \sum_{j=0}^{n-1} \binom{n-1}{j} \right\} + \sum_{j=0}^{f(A)} \binom{n-1}{j} - 1. \tag{3}
$$

Proposition 9. For any finite languages $L_1$ and $L_2$ with $isc(L_1) = m$ and $isc(L_2) = n$ over an alphabet of size $k$, and making $\Delta_j = \binom{n-1}{j} - (\tau_{\Omega}(L_1) - \tau_{\Omega}(L_2))$, one has

$$
itc(L_1L_2) \leq k \sum_{i=0}^{m-2} \min \left\{ k^i, \sum_{j=0}^{n-1} \binom{n-1}{j} \right\} + \\
+ \sum_{\tau \in \Sigma} \left( \min \left\{ k^{m-1} - \tau_{\Omega}(L_2), \sum_{j=0}^{f(L_1)-1} \Delta_j \right\} + \sum_{j=0}^{f(L_1)} \Delta_j \right). \tag{4}
$$

Proof. The $\tau$-transitions of the DFA $C$ accepting $L(A)L(B)$ have three forms: $(i, \beta)$ where $i$ represents the transition leaving the state $i \in [0, m - 1]$; $(-1, \beta)$ where $-1$ represents the absence of the transition from state $\pi_A$ to $\Omega_A$; and $(-2, \beta)$ where $-2$ represents any transition leaving $\Omega_A$. In all forms, $\beta$ is a set of transitions of DFA $B$. The number of transitions of the form $(i, \beta)$ is at most $\sum_{i=0}^{m-2} \min \{ k^i, \sum_{j=0}^{f(L_1)} \binom{n-1}{j} \}$ which corresponds to the number of states of the form $(i, P)$, $i \in [0, m - 1]$ and $P \subseteq [0, n - 1]$. The number of transitions of the form $(-1, \beta)$ is $\min \{ k^{m-1} - \tau_{\Omega}(L_2), \sum_{j=0}^{f(L_1)-1} \Delta_j \}$. The size of $\beta$ is at most $f(L_1) - 1$ and we need to exclude the non-existing transitions from non-initial states. On the other hand, we have at most $k^{m-1}$ states in this level. However, if $s_{\tau}(B, 0) = 0$ we need to remove the transition $(-1, \emptyset)$ which leaves the state $(m - 1, \emptyset)$. The number of transitions of the form $(-2, \beta)$ is $\sum_{j=0}^{f(L_1)} \Delta_j$ and this case is similar to the previous one.

To prove that the bound is reachable we consider two cases depending on whether $m + 1 \geq n$ or not.

Case 1: $m + 1 \geq n$ The witness languages are the ones presented by Câmpeanu et al. (see Figure 1).

Theorem 3. For any integers $m \geq 2$ and $n \geq 2$ there exist an $m$-state DFA $A$ and an $n$-state DFA $B$, both accepting finite languages, such that any DFA accepting $L(A)L(B)$ needs at least $(m - n + 3)2^{n-1} - 2$ states and $6 \cdot 2^{n-1} - 8$ transitions, if $m + 1 \geq n$. 
Proof. The proof for the number of states corresponds to the one presented by Câmpeanu et al.. The DFA $A$ has $m - 1 \tau$-transitions for $\tau \in \{a, b\}$ and $f(A) = m$. The DFA $B$ has $n - 2 a$-transitions and $n - 1 b$-transitions. Consider $m \geq n$. If we analyse the transitions as we did in the proof of the Proposition 9, we have: $2^{n-1} - 1 a$-transitions and $2^{n-1} - 1 b$-transitions that correspond to the transitions of the form $(i, \beta)$; $2^{n-1} - 2 a$-transitions and $2^{n-1} - 1 b$-transitions that correspond to the transitions of the form $(-1, \beta)$; and $2^{n-1} - 2 a$-transitions and $2^{n-1} - 1 b$-transitions that correspond to the transitions of the form $(-2, \beta)$. Adding up those values we have the result.

Case 2: $m + 1 < n$ Let $\Sigma = \{b\} \cup \{a_i \mid i \in [1, n-2]\}$. Let $A = ([0, m - 1], \Sigma, \delta_A, 0, [0, m - 1])$ where $\delta_A(i, \tau) = i + 1$, for any $\tau \in \Sigma$. Let $B = ([0, n - 1], \Sigma, \delta_B, 0, \{n - 1\})$ where $\delta_B(i, b) = i + 1$, for $i \in [0, n - 2]$, $\delta_B(i, a_j) = i + j$, for $i, j \in [1, n - 2]$, $i + j \in [2, n - 1]$, and $\delta_B(0, a_j) = j$, for $j \in [2, n - 2]$.

**Theorem 4.** For any integers $m \geq 2$ and $n \geq 2$ there exist an $m$-state DFA $A$ and an $n$-state DFA $B$, both accepting finite languages, such that the number of states and transitions of any DFA accepting $L(A)L(B)$ reaches the upper bounds, if $m + 1 < n$ and the size of the alphabet can depend of $m$ and $n$.

Proof. The number of $\tau$-transitions of DFA $A$ is $m - 1$, for $\tau \in \Sigma$. The DFA $B$ has $n - 1 b$-transitions, $n - 2 a_1$-transitions, and $n - i a_i$-transitions, with $i \in [2, n - 2]$. The proof is similar to the proof of Proposition 9.
The proof is similar to the proof presented by Câmpeanu et al.

**Proposition 10.** The upper bounds for state and transition complexity of concatenation cannot be reached with a fixed alphabet for $m \geq 0$, $n > m + 1$.

**Proof.** Let $S = \{(\Omega_A, P) \mid 1 \in P \subseteq R\}$. A state $(\Omega_A, P) \in S$ has to satisfy the following condition: $\exists i \in F_A \exists P' \subseteq 2^{[0, n-1]}$ with $0 \in P'$ and $\exists \tau \in \Sigma$, such that $\delta_C((i, P'), \tau) = (\Omega_A, P)$. The maximal size of $S$ is $\sum_{j=0}^{f(A)-1} (n-2)$. Assume that $\Sigma$ has a fixed size $k = |\Sigma|$. Then, the maximal number of words that reaches states of $S$ from $r_0$ is $\sum_{i=0}^{f(A)} k^{i+1}$. It is easy to see that for $n > m$ sufficiently large $\sum_{i=0}^{f(A)} k^{i+1} \ll \sum_{j=0}^{f(A)-1} (n-2)$.

### 7 Star

Given an incomplete DFA $A = ([0, m-1], \Sigma, \delta_A, 0, F_A)$ accepting a finite language, a DFA $B$ accepting $\mathcal{L}(A)^*$ can be constructed by an algorithm similar to the one for regular languages [8]. Let $B = (Q_B, \Sigma, \delta_B, \emptyset, F_B)$ where $Q_B \subseteq 2^{[0, m-1]}$, $F_B = \{P \in Q_B \mid P \cap F_A \neq \emptyset \} \cup \emptyset$, and for $\tau \in \Sigma$, $P \subseteq Q_B$, and $R = \delta_A(P, \tau)$, $\delta_B(P, \tau)$ is $R$ if $R \cap F_A = \emptyset$, $R \cup \{\emptyset\}$ otherwise.

If $f(A) = 1$ then the minimal DFA accepting $\mathcal{L}(A)^*$ has also $m$ states. Thus, in the following we will consider DFAs with at least two final states.

**Proposition 11.** For any $m$-state DFA $A$ accepting a finite language with $f(A) \geq 2$, $2^{m-f(A)-1} + 2^{m-2} - 1$ states are sufficient for a DFA accepting $\mathcal{L}(A)^*$.

**Proof.** The proof is similar to the proof presented by Câmpeanu et al.

**Proposition 12.** For any finite language $L$ with $isc(L) = m$ one has

$$\text{itc}(L^*) \leq 2^{m-f(L)} \left( k + \sum_{\tau \in \Sigma} 2^{n_{\tau}(L)} \right) - \sum_{\tau \in \Sigma} 2^{n_{\tau}} - \sum_{\tau \in X} 2^{n_{\tau}}$$

where $n_{\tau} = T_{\tau}(L) - \pi_{\tau}(L) - \tau_{\tau}(L)$ and $X = \{\tau \in \Sigma \mid s_{\tau}(L) = 0\}$.

**Proof.** The proof is similar to the one for the states.

The witness family for this operation is the same as the one presented by Câmpeanu et al., but we have to exclude dead state (see Figure 3).

**Theorem 5.** For any integer $m \geq 4$ there exists an $m$-state DFA $A$ accepting a finite language, such that any DFA accepting $\mathcal{L}(A)^*$ needs at least $2^m + 2^{m-3} - 1$ states and $9 \cdot 2^{m-3} - 2^m - 2$ transitions if $m$ is odd or $9 \cdot 2^{m-3} - 2^{(m-2)/2} - 2$ transitions otherwise.

### 8 Reversal

Given an incomplete DFA $A = ([0, m-1], \Sigma, \delta_A, 0, F_A)$, to obtain a DFA $B$ that accepts $\mathcal{L}(A)^R$, we first reverse all transitions of $A$ and then determinize the resulting NFA.
**Proposition 13.** For any $m$-state DFA $A$, with $m \leq 3$, accepting a finite language over an alphabet of size $k \geq 2$, $\sum_{i=0}^{l-1} k^i + 2^{m-l} - 1$ states are sufficient for a DFA accepting $L(A)^R$, where $l$ is the smallest integer such that $2^{m-l} \leq k^l$.

**Proof.** The proof is similar to the proof of \cite[Theorem 5]{3}. We only need to remove the dead state.

**Proposition 14.** For any finite language $L$ with $isc(L) = m$ and if $l$ is the smallest integer such that $2^{m-l} \leq k^l$, one has, if $m$ is odd,

$$itc(L^R) \leq \sum_{i=0}^{l-1} k^i - 1 + k2^{m-l} - \sum_{\tau \in \Sigma} 2^{\sum_{i=0}^{l-1} \tau_{(i)} + 1},$$

or, if $m$ is even,

$$itc(L^R) \leq \sum_{i=0}^{l-1} k^i - 1 + k2^{m-l} - \sum_{\tau \in \Sigma} \left(2^{\sum_{i=0}^{l-2} \tau_{(i)} + 1} - c_{\tau}(l)\right),$$

where $c_{\tau}(l)$ is 0 if there exists a $\tau$-transition reaching the state $l$ and 1 otherwise.

**Proof.** The smallest $l$ that satisfies $2^{m-l} \leq k^l$ is the same for $m$ and $m+1$, and because of that we have to consider whether $m$ is even or odd. Suppose $m$ odd. Let $T_1$ be set of transitions corresponding to the first $\sum_{i=0}^{l-1} k^i$ states and $T_2$ the set corresponding to the other $2^{m-l} - 1$ states. We have that $|T_1| = \sum_{i=0}^{l-1} k^i - 1$, because the initial state has no transition reaching it. As the states of DFA $B$ for the reversal are sets of states of DFA $A$ we also consider each $\tau$-transition as a set. If all $\tau$-transitions were defined its number in $T_2$ would be $2^{m-l}$. Note that the transitions of the $m-l$ states correspond to the transitions of the states between 0 and $l-1$ in the initial DFA $A$, thus we remove the sets that has no $\tau$-transitions. As the initial state of $A$ has no transitions reaching it, we need to add one to the number of missing $\tau$-transitions. Thus, $|T_2| = \sum_{\tau \in \Sigma} 2^{m-l} - 2^{(\sum_{i=0}^{l-1} \tau_{(i)}) + 1}$.

Let us consider $m$ even. In this case we need also to consider the set of transitions that connect the states with the highest level in the first set with the states with the lowest level in the second set. As the highest level is $l-1$, we have to remove the possible transitions that reach the state $l$ in DFA $A$.  

Fig. 3. DFA $A$ with $m$ states, with $m$ even (1) and odd (2).
The witness family for this operation is the one presented by Câmpeanu et al. but we omit the dead state (see Figure 4).

**Theorem 6.** For any integer $m \geq 4$ there exists an $m$-state DFA $A$ accepting a finite language, such that any DFA accepting $L(A)^R$ needs at least $3 \cdot 2^{p-1} + 2$ states and $3 \cdot 2^p - 8$ transitions if $m = 2p - 1$ or $2p + 2$ states and $2^{p+2} - 7$ transitions if $m = 2p$.

9 Final Remarks

In this paper we studied the incomplete state and transition complexity of basic regularity preserving operations on finite languages. Table 1 summarizes some of those results. For unary finite languages the incomplete transition complexity is equal to the incomplete state complexity of that language, which is always equal to the state complexity of the language minus one.

As future work we plan to study the average transition complexity of these operations following the lines of Bassino et al. [1].
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