Enhanced weak-value amplification via photon recycling
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In a quantum-noise limited system, weak-value amplification using post-selection normally does not produce more sensitive measurements than standard methods for ideal detectors: the increased weak value is compensated by the reduced power due to the small post-selection probability. Here we experimentally demonstrate recycled weak-value measurements using a pulsed light source and optical switch to enable nearly deterministic weak-value amplification of a mirror tilt. Using photon counting detectors, we demonstrate a signal improvement by a factor of 4.4 ± 0.2 and a signal-to-noise ratio improvement of 2.10 ± 0.06, compared to a single-pass weak-value experiment, and also compared to a conventional direct measurement of the tilt. The signal-to-noise ratio improvement could reach around 6 for the parameters of this experiment, assuming lower loss elements.

Introduction—Weak-value [1] amplification has been successfully implemented in a variety of optical platforms to sensitively measure a number of system parameters [2]. This method has measured the optical spin Hall shift of 1 Å [3], 4-pm displacement or 400-frad angular tilt measurements [4], frequency measurements of 130 kHz [5], velocity measurements of 400 fm/s [6], temperature shifts of 0.2 mK precision [7], glucose concentration of 9 × 10^{-5} g/L [8], magnetic field sensitivities of 7 fT [9], simultaneous multiparameter measurement [10], fine-tuned beam displacements [11], among many other experiments. The method is inspired by a quantum effect where the shift of a quantum meter is amplified by the weak value of an operator, but with the sacrifice of the count rate by the probability of postselection on a given result of a subsequent measurement. In an ideal, quantum-limited situation using coherent laser light, these two effects balance each other for the purposes of making precision measurements [12]. However, in many practical situations there are other noise sources this technique can suppress, such as time-correlated noise [13, 14], systematic noise [15, 16], and other assorted sources such as jitter and turbulence [17–19]. These advantages of implementing weak value amplification are all in spite of the fact that the vast majority of events are discarded. The postselected events can give equal performance in the quantum-limited case because the available information about the parameter of interest is concentrated into the few measured events, so the discarded events contain negligible information [18]. Nevertheless, in an optical context, the discarded events are photons that could still be used as a resource. Indeed, in metrology, the resource that is used is typically quantified as the number of photons used in the experiment. To this end, we can obtain a further metrological advantage by recycling these photons by reinjecting them back into the system so they are not wasted.

In this paper, we implement the proposal of Dressel et al. [20], using a Pockels cell and polarization optics to realize photon recycling with a pulsed light source. To explore the quantum limit of the technique, our experiment is carried out at the single-photon level, in contrast to most previous weak value-based metrology experiments (with few exceptions [21, 22]). As shown in Fig. 1, the interferometer is designed to implement weak-value amplification on the light exiting the system, so that a small tilt of the interferometer mirror results in an amplified deflection of the light exiting the dark port (see Ref. [23] for a discussion of deflection measurements). The Pock-
els cell is designed to fire after the input photon passes, so that after the polarized pulse leaves the interferometer bright port, the combined effect of the polarizing beam splitter and the Pockels cell (which rotates the polarization by 90° when switched on) reinjects the pulse back into the interferometer. This process continues, at least in principle, until all the light exits the dark port, each photon experiencing the weak-value amplification. This results in the signal-to-noise of the measurement being weak-value amplified by the photon recycling. A two-round recycle was demonstrated in Ref. [24].

**Theory—** Weak-value amplification is by now a well understood and increasingly commonly applied metrological technique. Consisting of a system and a meter, a continuous meter degree of freedom $x$ is displaced by the amount $gA_w$, where $g$ is the coupling constant between system and meter, and

$$A_w \equiv \langle f|A|i\rangle/\sqrt{\langle f|i\rangle^2},$$  

(1)

is the weak value [1] of the system operator $A$, which has been prepared in state $|i\rangle$ and postselected in state $|f\rangle$, with probability $p = |\langle f|i\rangle|^2$. In the limit where the overlap between initial and final state goes to zero, the weak value can be arbitrarily large, but the probability then vanishes. This effect can be seen as a signal amplification of the coupling constant $g$, a parameter we wish to measure. We can quantify the precision of the measurement of $g$ with the signal-to-noise ratio (SNR), $R$, defined as

$$R = \frac{\langle X_N \rangle}{\sqrt{\text{Var}[X_N]}},$$  

(2)

where $X_N = (1/N)\sum_{k=1}^N x_k$ is the net meter signal acquired over $N$ events. The signal mean is $\langle X_N \rangle$, once the $g = 0$ background is subtracted, and $\text{Var}[X_N]$ is the variance of the measured signal. The meter is assumed to be in a Gaussian state characterized with width $\sigma$. In the postselected meter state for standard weak-value amplification, the width of the meter remains the same, simply undergoing a shift in position. Since we are considering a coherent state of light, the variance of the signal is given by the inverse number of photons detected, $N\sigma^2$, times the squared width $\sigma^2$, while the signal is the shift $gA_w$ on the detector. Consequently the SNR is given by

$$R = gA_w\sqrt{N}/\sigma = g\sqrt{N}\langle f|A|i\rangle/\sigma.$$

The last factor, $\langle f|A|i\rangle$, can be made to be 1 for two-state systems, so the SNR is given by $R = g\sqrt{N}/\sigma$ for a quantum-limited system. Note that this is the same SNR as without weak-value amplification, as discussed in the introduction.

The main effect we are investigating in this paper is that of recycling the events that would usually be thrown away. By resetting the initial state, each round of recycling subtracts a fraction $p$ from the remaining light while keeping the signal and noise the same as above, but replacing $N$ with the remaining number of input photons. Assuming $p \ll 1$, the amount of light remaining will decay exponentially with round number $j$ as $N_j = N(1 - p)^j$, where $j = 0, 1, 2, \ldots$. The number of photons detected in round $j$ is then typically $pN_j$, resulting in exactly the same signal and noise as before, but with a new total photon number of $\sum_{j=0}^\infty pN_j = N$, in the limit of no losses. Thus, the SNR $R = gA_w\sqrt{N}/\sigma$ is itself weak-value amplified, giving an advantage both over the single-pass weak-value case as well as the direct standard method.

**Experiment—** Our weak-measurement interferometer builds on the design of Dixon et al. [4], whereby photons entering the Sagnac interferometer (lower right corner of Fig. 1) from the left experience nearly complete constructive interference of the CW and CCW paths, so that they are nearly all returned to that same port — now an exit — of the interferometer. In terms of (1) the initial state inside the Sagnac is $|i\rangle = (e^{i\phi/2}|CW\rangle + ie^{-i\phi/2}|CCW\rangle)/\sqrt{2}$, where $\phi$ is the relative phase produced by a Soleil Babinet compensator. The interferometer upper “dark port” projects onto $|f\rangle = (|CW\rangle + i|CCW\rangle)/\sqrt{2}$, with postselection probability $|\langle f|i\rangle|^2 = \sin^2(\phi/2)$. A slight difference to the above theory discussion is that the weak value is imaginary, resulting in a shift in the complementary meter variable (the transverse spatial coordinate of the beam instead of its angle), but the above discussion is otherwise applicable.

In the bright port we added a low-loss recycling loop with a polarization switch (implemented with a Pockels cell) that traps the pulses for up to 27 passes before another pulse is timed to enter the interferometer. A Position Sensitive Detector (PSD) designed for low-photon-number detection measures the beam displacement from tilting a mirror in a piezo-controlled mount, oscillated at a rate of 500 Hz (see Fig. 1), inside the Sagnac interferometer. Thus, the parameter to be measured is the mirror tilt angle. We choose a beam width at the tilt mirror of $\sigma = 86\mu$m, corresponding to an angular width of 0.94 mrad; the maximum applied angular mirror displacement is only 7.5 $\mu$rad, so the usual weak-value derivation approximations are well satisfied.

Our light source is a greatly attenuated 690-nm diode laser, pulsed at 200 kHz with approximately 600-ps pulsewidth: we attenuate the laser such that only one photon at a time is likely to be detected (i.e., our count rate on each detector is 20 kHz or less). Although of course weak-value measurements could also be made at the classical level, e.g., with a quad-cell photodetector and an unattenuated laser, we choose to work at the single-photon level so our system operates in a regime where the SNR is quantum-noise limited, i.e., dominated by photon shot noise. This allows for a direct test of the efficiency of recycling without the added complication of other systematic errors.

The source photons are coupled through a single-mode
fiber with a microscope objective and adjustable beam-expander at the fiber output, allowing us to control the input beam waist and position. A horizontal (H) polarizer is also placed at the fiber output. A 4f-imaging system prevents the beam from expanding as it traverses through the 1.2-meter loop, up to 27 times; a 300-cm focal length lens is placed at the optical center of both the recycling loop and the interferometer. In order to maximize the weak-value SNR, a dark-port lens is added to image the surface of the tilting mirror (where the beam waist is located) onto the PSD; due to space constraints, a 50.2-mm focal length lens was placed 263 mm from the tilting mirror, and 62 mm from the PSD (resulting in a demagnified beam waist of $\sigma' = 20 \mu m$). The PSD consists of a “knife-edge” mirror that divides the optical beam onto two Si avalanche photodiodes (APDs), with efficiencies ~65% and dark counts <250 cps; position information for the exiting photons is thus registered in the relative count rate differences between the two detectors. Photon arrival timing information is recorded using a time tagger (quTools quTau) to make a cycle-by-cycle analysis. We measured that light hitting a $\sim 3.75 \mu m$-wide stripe at the very edge of the knife-edge mirror is scattered or absorbed, i.e., not detected by either APD; however, detailed modeling shows this PSD “dead” zone reduces the measured PSD signal by less than 0.5%.

The number of round trips in the recycling system is limited by the postselection probability and the loss from scattering on optical components. We chose a postselection probability of $p = 0.03$, corresponding to a relative phase $\phi = 0.35 \text{ rad}$ between the CW and CCW paths in the interferometer. Unlike the theoretical limits of this technique discussed above, loss from our optics is approximately 16%, resulting in a total per-pass loss of about 19% including the postselection to the detector. The total loss was determined by fitting the intensity transmission versus pass number until less than half a percent of the light remained in the interferometer, showing an excellent exponential fit with the above loss-per-cycle.

Results—We see approximately 3,000 counts per second in the first pass on each detector, and about 20,000 counts per second on each detector in all passes. Time tags are divided into 100-µs bins (corresponding to 20 laser pulses or an average of about 2 photons per bin). The signal at the 500-Hz drive frequency of the piezo-driven mirror is extracted with a discrete Fourier transform of data taken over approximately 300 s, corresponding to a frequency resolution of 3.3 mHz. The noise, dominated by photon shot noise, is determined from the FFT, averaging over 100 frequencies – with 3.3-mHz spacings – centered around the central mirror frequency. See Supplemental Material for more information.

Figs. 2-3 show our primary results. Fig. 2(a) shows the mean weak-value signal for both the single- and multi-pass cases. The average increase in counts with recycling was 5 times that without recycling, so we expect our recycling signal to be 4.35 times the signal without recycling, when beam reshaping effects are accounted for in our theoretical model; see Supplemental Information. We see a slope of $4.0 \pm 0.1 / \mu \text{rad} (0.91 \pm 0.04 / \mu \text{rad})$ for multi-pass (single-pass) measurements, representing a signal boost of 4.4 ± 0.2, in good agreement with our expectations.

Fig. 2(b) plots the noise floor, $\sqrt{\text{Var}[X_N]}$, as a function of the number of detected photons. As expected, this noise floor scales as $1/\sqrt{N}$, where $N$ is the number of detected photons, in both the single- and multiple-pass experiments; this verifies that the experiment is operating in the photon shot-noise limit. Note that although the noise scaling is the same for the single- and multi-pass configurations, the actual noise will be $\sim \sqrt{5}$ times...
higher in the latter, due to the higher number of counts.

In order to properly evaluate the relative sensitivity of the weak-value measurement, we compare it directly with the results of a conventional measurement of the mirror tilt, using the same wavelength, number of photons and beam waist on the mirror (the only factors to affect the conventional measurement SNR). To do this, we effectively blocked one path through the interferometer by placing a polarizer between the 50/50 beamsplitter and the half-wave plate (see Fig. 1). The dark-port imaging lens was replaced with an $f = 300$ mm focal-length lens placed 300 mm in front of the PSD, so that mirror tilts were converted to lateral displacements at the PSD, e.g., our maximum 7.5-μrad tilt angle produced a shift of 2.25 μm on the 280-μm beam waist at the PSD; note that since both the waist size and displacement at the PSD are proportional to $f$, the SNR is independent of $f$. We then applied the same data analysis procedure as with the weak measurements.

Fig. 3(a) plots the SNR, $\mathcal{R}$, for three different experiments: The conventional measurement of the mirror tilt, using all the input photons, is plotted in purple squares, while the single-pass (multi-pass) weak-value measurement is plotted using blue circles (green triangles). We can clearly see that all scale as $\sqrt{N}$, where $N$ is the input photon number, as expected for a quantum-limited experiment [12]. However, the multi-pass data displays substantially larger SNR than the single-pass weak-value case and the conventional measurement, which have nearly the same SNR, as expected.

Fig. 3(b) plots the SNR of the multi-pass experiment versus the SNR of the single-pass experiment. A good linear fit is observed, with a fitted boost $2.10 \pm 0.06$, to be compared with $\sqrt{N_{\text{all passes}}/N_{\text{pass}} = \sqrt{5} = 2.4}$. Our measured value is slightly lowered due to a predicted beam-reshaping effect (see Supplemental Information); the resulting modified theoretical prediction is 1.95, in reasonable agreement with our measurement.

**Discussion and Outlook**—Using photon recycled weak-value amplification, we have demonstrated a $> 2 \times$ boost in the SNR of an optical mirror tilt measurement compared to conventional, quantum-limited measurement. Our method scavenges the wasted photons of a standard weak-value amplification measurement in order to use them as a resource. Our current experiments were limited by loss in the optical elements of 16%, with a postselection fraction of 3% per cycle. If the optical loss were made lower than the postselection fraction, this experiment would have a SNR boost of about 6.

In our current implementation the photons are only in the system for up to $\sim 100$ ns, but the existing switch-in Pockel cell could only be fired every 5 μs, due to high-voltage driver limitations, limiting our duty cycle to 2%. However, there are other switch methods (e.g., relying on nonlinear optics [25]) which could enable switch repetition rates exceeding 10 GHz, and switching times below 1 ps (thereby allowing a much shorter recycling loop, assuming the loss in these switches could be minimized); thus, one can envision a system operating at rates some four orders of magnitude beyond our current demonstration. Note that the technique we presented here is a kind of power recycling (see e.g. [26]), based on discrete pulse trapping (see also recent theory work [27]); a complementary method of doing the same thing uses passive optical cavities to boost the number of photons undergoing weak-value amplification [28–30]. Our proof-of-principle experiment shows a promising way forward to further improve on the already excellent performance of weak-value amplification experiments.
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SUPPLEMENTAL MATERIAL

Data analysis—After collecting and binning the raw detector counts for 300 s at a given mirror tilt amplitude, the difference between the counts recorded by the left and right detectors is taken for each 100-µs time bin. We extract the signal from the FFT at the 50-Hz oscillation frequency, take the absolute value, normalize by the total number of counts from the entire 300 s, multiply by $\sqrt{\pi/2}$ (a normalization factor coming from the fact that our beam is Gaussian), and multiply by 4 to convert the FFT output to the peak-to-peak amplitude. This process is repeated 20 times for each data point.

In order to simultaneously gather many samples to compute the noise, we use the root mean square of the FFT signal from 100 frequencies spaced 3 mHz from the oscillation frequency, again normalized and scaled. It is possible that by including only off-signal frequencies in our analysis, we miss some noise occurring only at the signal frequency, which may happen, for example, if the mirror or piezo itself has some extra uncertainty in the oscillation amplitude. To confirm that this was not the case, we took 100 repeated measurements with a 3-µrad peak-to-peak mirror tilt amplitude; the standard deviation of those measurements was consistent with the expected standard deviation from shot noise, confirming that it is the dominant effect.

Beam reshaping—In the original interferometric weak value scheme, the detector collected a power of $P_d = pP$, where $p$ was the post-selected fraction of the total laser power $P$ coming from the dark port. If we recycle the unused light, however, the average power $P_d$ collected at the detector after $r$ recycling passes will have the modified form

$$P_d = \sum_{n=1}^{r} (1-p)^{n-1}pP = (1 - (1-p)^r)P,$$  

(3)

where $p$ is the fraction of the input power that exits the dark port of the interferometer after each traversal, and $r$ is the number of recycled pulses that hit the detector. Here we have ignored optical losses and detector inefficiencies for clarity. The power collected at the detector after a single traversal is $pP$ and the SNR scales as $\sqrt{P_d}$, so the net SNR gain factor will be

$$\sqrt{\frac{P_d}{pP}} = \sqrt{\frac{1 - (1-p)^r}{p}}.$$  

(4)

For a small post-selection probability—such as those used in weak-value experiments—we can then expand (4) around $p = 0$ to find

$$\sqrt{\frac{P_d}{pP}} \approx \sqrt{r} \left(1 - (r-1)\frac{p}{4} + O(p^2)\right).$$  

(5)

For $p(r-1) \ll 1$, we can neglect the attenuation of the pulse to see an approximate $\sqrt{r}$ SNR scaling [20].

A more detailed analysis of the transverse beam profile can be carried out in the multi-cycle case. Given a mirror momentum kick $k$, a relative phase shift $\phi$ between the paths, and a loss per cycle $\gamma$, the number density $n_r(x)$ of photons that hit the dark port detector at a transverse position $x$ on the $r$th pulse traversal is

$$n_r(x) = n_0(x)(1 - \gamma)^r \times$$

$$\sin^2 \left(\frac{\phi}{2} - kx\right) \cos^{2(r-1)} \left(\frac{\phi}{2} - kx\right),$$  

(6)

where $n_0(x)$ is the number density for the input pulse, well-approximated as a Gaussian distribution [20].

The total number density $\tilde{n}_r(x)$ that accumulates on the dark port detector after $r$ traversals of the pulse will be the sum of the number densities for the $r$ traversals,

$$\tilde{n}_r(x) = \sum_{j=1}^{r} n_j(x)$$  

(7)

$$= n_0(x) \left(1 - \gamma\right) \left(1 - \left[\left(1 - \gamma\right) \cos^2 \left(\phi/2 - kx\right)\right]\right) \frac{1 + \gamma \cot^2 \left(\phi/2 - kx\right)}{1 + \gamma \cot \left(\phi/2 - kx\right)}.$$  

Hence, the total number of photons that hit the detector after $r$ traversals is $N_r = \int dx \tilde{n}_r(x)$.

In the limit of an infinite number of trials $r \to \infty$, the final term (in $/'s in (7) vanishes and we are left with the number density,

$$\tilde{n}_\infty(x) = n_0(x) \left(1 - \gamma\right) \frac{1 - \gamma}{1 + \gamma \cot^2 \left(\phi/2 - kx\right)}.$$  

(8)

For no loss, $\gamma \to 0$, the modulating factor from the measurement cancels and the original pulse shape is perfectly recovered! The reason for this is that although the initial photons are weak-value amplified, this effect results in back-action on the remaining photons in the beam. The selection of the weak-value-amplified events “etches” the profile, so the distribution walks-off. With no loss, the net result will be no signal at all [20]! However, because our photons experience an additional 16% loss from the optics in our setup, the beam reshaping effect is greatly reduced.

Note that an alternative method to greatly reduce this deleterious effect—even in the low-loss case—would be to arrange for the post-selected distribution to be pulled from opposite sides of the beam profile with each subsequent pass, which could be accomplished by designing an odd number of reflections into the system, such that the
profile is flipped on consecutive passes. This simple fix causes the integrated profile (in the $\gamma \to 0$ limit) to be
\[
\bar{n}_\infty(x) = n_0(x) \frac{\sin^2 \left( \frac{\phi}{2} - kx \right) \left( 1 + \cos^2 \left( \frac{\phi}{2} - kx \right) \right)}{1 - \cos^2 \left( \frac{\phi}{2} - kx \right) \cos^2 \left( \frac{\phi}{2} + kx \right)}.
\]
\(9\)

For small $k\sigma$ and $\phi$, this result recovers the full weak-value amplification effect, for all the photons [20].
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