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Abstract

Dimensionality requirement poses a major challenge for Interference alignment (IA) in practical systems. This work evaluates the necessary and sufficient conditions on channel structure of a fully connected general interference network to make perfect IA feasible within limited number of channel extensions. So far, IA feasibility literature have mainly focused on network topology, in contrast, this work makes use of the channel structure to achieve total number of degrees of freedom (DoF) of the considered network by extending the channel aided IA scheme to the case of interference channel with general message demands. We consider a single-hop interference network with $K$ transmitters and $N$ receivers each equipped with a single antenna. Each transmitter emits an independent message and each receiver requests an arbitrary subset of the messages. Obtained channel aiding conditions can be considered as the optimal DoF feasibility conditions on channel structure. As a byproduct, assuming optimal DoF assignment, it is proved that in a general interference network, there is no user with a unique maximum number of DoF.

I. INTRODUCTION

There are several schemes in multi user networks to manage interference. If interference is weak, the interfering signal is treated as noise. This approach has been used in practice for a long time, e.g., for frequency-reuse in cellular systems. However, information theoretic validation for this approach has only recently been obtained [1]–[3]. On the other hand, for the cases where interference is strong, the interfering signal can be decoded along with the desired signal and
hence canceled \[4\]–\[8\]. However, the general condition for strong interference in a \(K > 2\) user IC is unknown. The problem has been solved for some special cases such as symmetric IC. Lattice-based codes have been used to characterize a very strong regime \[8\], the generalized degrees-of-freedom \[9\], and the approximate sum capacity \[10\], for symmetric \(K\) user ICs.

If the strength of interference is comparable to the desired signal, then interference is avoided by orthogonalizing the channel access. Primary schemes, such as time (frequency) division multiple access schemes, avoid interference by orthogonally assigning the channel between users. Considering the entire bandwidth as a cake, these schemes cut the cake equally between the users. Therefore, if there are \(K\) users in the channel, each user gets roughly \(1/K\) of the channel. These orthogonal schemes, however, have been proved not to be bandwidth efficient. During the idle condition, these schemes do not effectively utilize time slot or frequency bandwidth allocated to a user.

In this paper, we explore the regime where all desired and interfering signals are of comparable strength. A recent strategy to deal with interference is interference alignment. The idea of interference alignment is to coordinate multiple transmitters so that their mutual interference aligns at the receivers, facilitating simple interference cancellation techniques. The remaining dimensions are dedicated for communicating the desired signal, keeping it free from interference.

Interference alignment is first introduced by Maddah Ali et. al. \[11\], for X channels. Cadambe and Jafar \[12\], proposed the linear vector interference alignment (LIA) scheme for IC and proved that this method is capable of reaching optimal degrees of freedom of the IC. The optimal degrees of freedom for the \(K\) user IC is obtained in the same paper to be \(K/2\). The proposed scheme in \[12\] is applied over many parallel channels and achieves the optimal degrees of freedom as the signal-to-noise ratio (SNR) goes to infinity.

Nazer et al., \[13\], proposed the so called ergodic IA scheme to achieve 1/2 interference-free ergodic capacity of interference channel at any signal-to-noise ratio. This scheme is based on a particular pairing of the channel matrices. The scheme needs roughly the same order of channel extension as \[12\], to achieve optimum performance. \[14\] proposes a new scheme called channel aided IA. It makes use of the channel structure besides the linear IA schemes to achieve total number of DoF in a \(K\) user interference channel. In contrast to \[13\], \[14\] obtains a more general relationship between paired channel matrices, and thus, significantly reduces the number of required channel extension.
A majority of systems considered so far for IA involve only multiple unicast traffic, where each transmitted message is only demanded by a single receiver. However, there are wireless multicast applications where a common message may be demanded by multiple receivers, e.g., in a wireless video broadcasting. The generalization of the multiple unicasts scenario considered in [12] to the case where each receiver is interested in an arbitrary subset of transmitted messages is considered in [15] and DoF region for this network is evaluated in this work.

In this paper, we consider the generalization of our previous work [14], to the case of interference networks with general message demands. In this setup, there are $K$ transmitters and $N$ receivers, each equipped with a single antenna. Each transmitter emits a unique message and each receiver is interested in an arbitrary subset of the messages. Our main result in this paper is the general relationship required between the paired channel matrices that are suitable for canceling interference, assuming linear combining of paired channel output signals.

So far, IA feasibility literature have mainly focused on network topology, using the concept of proper systems [16]–[18]. To ease some of interference alignment requirements by using channel structure, [19] investigates DoF for the partially connected ICs where some arbitrary interfering links are assumed disconnected. In contrast, this work evaluates the necessary and sufficient conditions on channel structure of a fully connected general interference network to make perfect IA feasible within limited number of channel extension.

The rest of the paper is organized as follows. The system model is introduced in Section 2. In Section 3, it is argued why linear IA scheme, over a single antenna interference channel, can not achieve total number of DoF with limited number of channel extensions. The proposed scheme is described in section 4. Detailed proofs for our main results are presented in sections 5 and 6. Concluding remarks are presented in Section 7.

II. SYSTEM MODEL

Consider a $K$ user single-hop single antenna interference network. An illustration of system model is shown in Fig. [1] Each transmitter has one and only one independent message. Each receiver can request an arbitrary set of messages from multiple transmitters.

Let $S_j$, $j = 1, \ldots, N$ be the set of indices of those transmitted messages requested by receiver $j$ and $\bar{S}_j$ be the set of indices of those transmitted messages contributing to interference at receiver $j$. Obviously, $S = S_j \cup \bar{S}_j$ is the set of all active transmitters. All transmitters share a
common bandwidth and want to achieve the maximum possible sum rate along with a reliable communication. Channel output at the $j^{th}$ receiver and over the time slot $t \in \mathbb{N}$ is characterized by the following input-output relationship:

$$y[j](t) = h[j1](t)x[1](t) + h[j2](t)x[2](t) + \ldots + h[jK](t)x[K](t) + z[j](t)$$

(1)

Where $1 \leq j \leq N$ is the user index, $x[k](t)$ is the transmitted signal symbol of the $k^{th}$ transmitter, $h[jk](t)$, $1 \leq k \leq K$ is the fading factor of the channel from the $k^{th}$ transmitter to the $j^{th}$ receiver over $t^{th}$ time slot. We assume that the channel fading factors at different time instants are independently drawn from some continuous distribution. $z[j](t)$ is the additive white Gaussian noise at the $j^{th}$ receiver. The noise terms are all assumed to be drawn from a Gaussian independent identically distribution (i.i.d.) with zero mean and unit variance. It is assumed that all transmitters are subjected to a power constraint $P$:

$$E(\|x_k(t)\|^2) \leq P, \quad k \in [K],$$

(2)

where $E$ is the expectation taken over time, and $[K]$ is defined as $[K] = \{1, \ldots, K\}$. In addition, the channel gains are bounded between a positive minimum value and a finite maximum value to avoid degenerate channel conditions. Assume that the channel knowledge is causal and available globally, i.e., over the time slot $t$, every node knows all channel coefficients $h[jk](\tau)$, $\forall j \in [N]$, $k \in [K]$, $\tau \in \{1, 2, \ldots, t\}$. Hereafter, time index is omitted for convenience.

Ke et al., [15], has referred to the aforementioned setup as an interference network with general message demands and has derived the DoF region of this setup. Our objective is to provide necessary and sufficient conditions on channel structure to achieve total number of DoF
using finite channel extension, assuming perfect channel state information (CSI) is available at receivers and global CSI at transmitters. Denote the capacity region of such a system as $\mathcal{C}(P)$.

The corresponding DoF region is defined as

$$
\mathcal{D} = \{ \mathbf{d} = (d_1, d_2, \ldots, d_K) \in \mathbb{R}^K : \\
\exists (R_1(P), R_2(P), \ldots, R_K(P)) \in \mathcal{C}(P), \\
such that \ d_k = \lim_{P \to \infty} \frac{R_k(P)}{\log(P)} \in \text{kin}[K], \\
and total number of DoF is defined as } D_s = \max \sum_1^K d_k, \ \{d_1, d_2, \ldots, d_K\} \in \mathcal{D}.
$$

III. LINEAR IA LIMITATION

Degrees-of-freedom region for the setup described in section II has been derived in [15] as follows,

$$
\mathcal{D} = \left\{ \mathbf{d} \in \mathbb{R}^K_+ : \sum_{k \in S_j} d_k + \max_{i \in S_j} (d_i) \leq 1, \ \forall j \in [N] \right\}
$$

where $S_j$ is the set message indices requested by receiver $j, j \in [N]$.

For a single antenna case, assuming all receivers request the same number of transmitted messages and each transmitter sends message to equal number of receivers, maximum total number of DoF is $\frac{K}{\beta+1}$, where $\beta$ is the number of requested messages for each prime receiver, [15]. With prime receiver, we mean the receivers whose requested message sets are not a subset of any other requested message set.

Following Theorem describes the only DoF assignment that achieves total number of DoF.

**Theorem 1:** The only DoF point that achieves total number of DoF of an interference channel where all receivers request the same number of transmitted messages and each transmitter sends message to equal number of receivers is

$$
\mathbf{d} = \left( \frac{1}{\beta+1}, \frac{1}{\beta+1}, \ldots, \frac{1}{\beta+1} \right)
$$

**Proof:** If theorem [1] is not true, there is at least one $d_i, i = 1, \ldots, K$ which is strictly greater than $\frac{1}{\beta+1}$. We would also have the following Lemma.

**Lemma 1:** In the specified channel structure, we should have

$$
\max_{i \in S_j} (d_i) \geq \frac{1}{\beta+1}, \ \forall j \in [G]
$$
Where $G$ is the number of prime receivers.

**Proof:** Assume that there is a $j = j_0$ where $\max_{i \in S_{j_0}}(d_i) < \frac{1}{\beta+1}$, which implies that $d_i < \frac{1}{\beta+1}$, $\forall i \in \bar{S}_{j_0}$. Thus, using (4), we will have

$$\sum_{k \in [K]} d_k = \sum_{k \in S_{j_0}} d_k + \sum_{k \in \bar{S}_{j_0}} d_k$$

$$\leq 1 - \max_{i \in S_{j_0}}(d_i) + \sum_{k \in S_{j_0}} d_k$$

$$< 1 + \frac{K - 1 - \beta}{1 + \beta} = \frac{K}{1 + \beta}$$

$$\Rightarrow d_{\text{sum}} < \frac{K}{1 + \beta}.$$ (7)

where $[K]$ is defined as $[K] = \{1, \ldots, K\}$. (7) is in contrast to the assumption that this DoF assignment achieves total number of DoF, hence, the proof of lemma 1 is complete.

Based on (4), in order to characterize DoF region, we should consider $G$ inequalities of the form

$$\sum_{k \in S_j} d_k + \max_{i \in S_j}(d_i) \leq 1, \quad \forall j \in [G].$$ (8)

Since each message is requested by $G/\beta/K$ receivers, summing all $G$ inequalities, we have

$$\frac{G/\beta}{K} \sum_{k \in [K]} d_k + \sum_{j \in [G]} d^j_{\text{max}} \leq G$$ (9)

where $d^j_{\text{max}}$ is defined as $d^j_{\text{max}} = \max_{i \in S_j} d_i$. Using the fact that at least there is one $d^j_{\text{max}}$ strictly greater than $\frac{1}{\beta+1}$, along with Lemma 1 in (9), we will have

$$\frac{G/\beta}{K} \sum_{k \in [K]} d_k + \frac{G}{\beta + 1} < G$$

$$\Rightarrow \sum_{k \in [K]} d_k < \frac{K}{\beta + 1},$$ (10)

which contradicts the assumption that this DoF assignment achieves total number of DoF. ■

In the following we will classify interference networks as either regular or irregular based on the optimal number of DoF assigned to each transmitter. Regular networks are the ones whose only optimal DoF assignment is equal DoF assignment for all active transmitters. Active transmitters are defined as those transmitters with assigned DoF greater than zero. Based on theorem 1, an
interference channel where all receivers request the same number of transmitted messages and each transmitter sends message to equal number of receivers, are regular networks.

**Theorem 2:** Assuming channel coefficients to be generic, total number of the DoF of an regular network can not be achieved using finite extension of the channel.

**Proof:**

Consider an special case of $6 \times 3$ user interference channel with generalized message set, the channel structure along with requested set of messages at each receiver is shown in Fig. 2. The proof for general case is similar.

We will use the scheme based on [12] to do interference alignment. Let $\tau$ denote the duration of the time expansion in number of symbols. Here and after, we use the upper case bold font to denote the time-expanded signals, e.g., $H^{[jk]} = \text{diag}(h^{[jk]}(1), h^{[jk]}((2), \ldots, h^{[jk]}(\tau))$, which is a size $\tau \times \tau$ diagonal matrix. Denote the beamforming matrix of transmitter $k$ as $V^{[k]}$.

We intend to achieve the outer bound of $6/3$ DoF for this setup. Considering 3 extension of this channel. Over this extended channel, consider a hypothetical achievable scheme where each of the 6 messages achieves 1 DoF if possible, using beamforming at every transmitter and zero-forcing at every receiver. Note that this is the only DoF point in achievable region that achieves total number of DoF of this network, according to theorem [1].

Let message $W^{[j]}$ be beamformed along $3 \times 1$ vector $V^{[j]}$ at transmitter $j$. If $j \in S_i$, receiver $i$ intends to decode $W^{[j]}$ using zero-forcing. At receiver $i$, to decode 2 independent messages $W^{[j]}, j \in S_i$ using zero-forcing, the vectors corresponding to the desired messages occupy 2 linearly independent directions. Since signals come from a space of dimension 3, the 4 interfering vectors must occupy the remaining 1 dimension. IA requirements can be written as follows.
At receiver $i$, the vectors $V^{[j]}, j \in \bar{S}_i$, which contribute to interference at receiver $i$, align within a 1 dimensonal subspace, i.e.,

$$\text{span}(H^{[ij]}V^{[k]}) = \text{span}(H^{[ik]}V^{[k]}), \quad k, j \in \bar{S}_i \tag{11}$$

Thus, the total dimension of the interference is 1 and receiver $i$ can decode all its desired messages.

Along with the above conditions, the desired signal vectors are required to be linearly independent of the interference dimension at each receiver. This requirement implies that,

$$D(\text{span}[U(S_i), U(\bar{S}_i)]) = 3, \quad \tag{12}$$

where $D(S)$ is defined as the dimension of a subspace $S$, $U(S_i)$ and $U(\bar{S}_i)$ are the set of received signal vectors associated with desired and undesired signal vectors, respectively, and 3 is the total subspace dimension available at the receivers. For example, at user 1, $U(S_i)$ is obtained as $[H^{[12]}V^{[1]}, H^{[14]}V^{[4]}]$.

This set interference alignment requirements, (11), constitute a improper set of equations, (16), because number of variables (which is 21) is less than number of equations (which is 24). Razaviyayn et al. [17] proves that improper system of equations are infeasible when each transmitter uses only one beamforming vector. Therefore, using 3 extension of the channel, we can not achieve 6 degrees of freedom for this network. In the following, it is proved that this system of IA requirements, (11), is infeasible using every finite extension of the channel.

Consider a $3n$ symbol extension of the channel. Over this extended channel, the only achievable scheme is the case where each of the 6 messages achieves $n$ DoF if possible, using beamforming at every transmitter and zero-forcing at every receiver. The $n$ vectors $V^{[j]}, j = 1, \ldots, 6$ should satisfy IA conditions along with the linear independence condition. IA requirements at 3 receivers can be summarized as follows,

$$\text{span}(H^{[ij]}V^{[j]}) = \text{span}(H^{[ik]}V^{[k]}), \quad \forall j, k \in \bar{S}_i \tag{13}$$

Since diagonal channel matrices $H^{[ij]}$ are full rank almost surely, After some algebraic manipulations on (11), (13) implies that,

$$\text{span}\left(\begin{bmatrix} T^{[i]}_{j,u} \end{bmatrix} V^{[u]} \right) = \text{span}(V^{[u]}), \quad i = 2, 3 \quad \forall u \in S_1 \cap \bar{S}_i, \quad \forall j \in \bar{S}_1 \cap S_i \tag{14}$$
Where $T_{j,u}^{[i]}$’s are defined as follows,

\[
\begin{align*}
T_{6,1}^{[2]} &= T_{6,4}^{[2]} = H_{16}^{-1} H_{13}^{-1} (H_{23})^{-1} \\
T_{2,1}^{[3]} &= H_{31}^{-1} H_{32}^{-1} (H_{12})^{-1} H_{13}^{-1} (H_{23})^{-1} H_{21} \quad (15) \\
T_{2,4}^{[3]} &= H_{31}^{-1} H_{32}^{-1} (H_{12})^{-1} H_{13}^{-1} (H_{23})^{-1} H_{24} \\
T_{5,1}^{[3]} &= H_{31}^{-1} H_{35}^{-1} (H_{15})^{-1} H_{13}^{-1} (H_{23})^{-1} H_{21} \\
T_{5,4}^{[3]} &= H_{34}^{-1} H_{35}^{-1} (H_{15})^{-1} H_{13}^{-1} (H_{23})^{-1} H_{24}
\end{align*}
\]

(14) implies that there is at least one eigenvector of $T_{j,u}^{[i]}$ in span $(V^u)^\dagger, u \in S_1$. Since all channel matrices are diagonal, the set of eigenvectors of channel matrices, their inverse and product are column vectors of the identity matrix. Define $e_i = [0 \ldots 1 \ldots 0]^T$ and note that $e_i$ exists in span $(V^u)^\dagger, \forall u \in S_1$, therefore, the set of equations in (11) implies that

\[
e_i \in \text{span } (H_{ij}V^{[j]}), \quad \forall (i,j) \in \{1, 2, 3\} \times \{1, \ldots, 6\}
\]

Thus, at receiver 1, the desired signal $[H_{[1]}V^{[1]}, H_{[14]}V^{[4]}]$ is not linearly independent of the interference signal, $H_{[12]}V^{[2]}$, and hence, receiver 1 can not fully decode $W_1$ and $W_4$ solely by zeroforcing the interference signal. Therefore, if the channel coefficients are completely random and generic, we can not obtain $6/3$ DoF for the $6 \times 3$ user single antenna interference channel through linear IA schemes.

**IV. CHANNEL AIDED IA FOR GENERAL MESSAGE DEMANDS**

IA scheme, used in [15], achieves total number of DoF asymptotically when the duration of time expansion goes to infinity. Our objective is to achieve the same performance using limited channel extensions.

Optimum DoF assignment in an interference channel with general message demands is obtained by solving the following linear programming problem;

\[
\begin{align*}
d^* &= \arg \max_d w^T d \\
s.t \quad & z \leq w, \quad (17) \\
& d \succeq 0.
\end{align*}
\]

Where $w$ is an all one vector, $w = [1, \ldots, 1]^T$, $z$ is defined as a $G \times 1$ vector consisted of elements $z_i = \sum_{i\in S_i} d_i + \max_{j\in S_i} d_j$. The solution for each specific configuration can be obtained using methods like simplex algorithm. Although there is no closed form solution for general case
of arbitrary requested message set structure, however, we can make some observations on the general solution.

We can assume that each of the sets $S_i$ has at most $K-2$ elements. Otherwise, if a set, say $S_i$, would have $K$ or $K-1$ elements, receiver $i$ and its corresponding transmitters can be considered as a multiple access channel without losing any DoF gain, and therefore, total number of DoF of this network is 1 and optimum DoF assignment is every vector $d \succeq 0$ that satisfies $w^T d = 1$. There is no need for IA in this case and simple methods like time division based multiple access techniques can achieve total number of DoF of this structure.

Assuming, without loss of generality, that $d_1^* \geq d_2^* \geq \cdots \geq d_K^*$, where $d_i^*$ is the optimal value of $d_i$ obtained by solving (17), we have the following theorem,

**Theorem 3:** In an interference network with $|S_i| < K-1$, we should have $d_1^* = d_2^* \leq \frac{1}{2}$.

**Proof:** The proof can be found in appendix. 

**Corollary 1:** If $d_1 > d_2 \geq d_3 \geq \ldots \geq d_K$, total number of DoF is obtained as $\sum_{i=1}^{K} d_i = 1$.

**Proof:** The Lagrange dual problem for (17) is obtained as

$$
\mathbf{d} = \underset{\lambda}{\text{arg min}} \ w^T \lambda \\
\text{s.t.} \quad \mathbf{A}^T \lambda \preceq 1, \\
\lambda \succeq 0.
$$

Since strong duality holds for the optimization problem (17), thus, $w^T \lambda^* = w^T d^*$. On the other hand, it is obtained in (37) that $w^T \lambda^* = 1$, therefore, the proof is complete.

A. The case of regular Interference Networks

**Theorem 4:** In a $K \times N$ user regular IC, assuming the channel model described in section II, the necessary and sufficient condition for perfect interference alignment to be feasible in finite channel extension is the following structure of the channel matrices:

$$
\mathbf{T}_{j,u}^{[i]} = \mathbf{P}_{n(\beta+1)} \begin{bmatrix} \tilde{T}_{j,u}^{[i]} & 0 & 0 \\ 0 & \tilde{T}_{j,u}^{[i]} & 0 \\ 0 & 0 & f(\tilde{T}_{j,u}^{[i]}) \end{bmatrix} \mathbf{P}_{n(\beta+1)}^T,
$$

(19)
Where $T_{j,u}^{[i]}$ matrices are diagonal matrices depending on channel matrices and message demand sets structure and would be derived for each specific interference network in the following. $P_{n(n+1)}$ is an arbitrary $n(\beta+1) \times n(\beta+1)$ permutation matrix, $S_{j,u}$ is an arbitrary $n_1 \times n_1$ diagonal matrix, $n_1$ is an arbitrary non zero integer number not greater than $n$, and $f(X)$ is a mapping whose domain is an arbitrary $n_1 \times n_1$ diagonal matrix and range is an $(n(\beta+1)-2n_1) \times (n(\beta+1)-2n_1)$ diagonal matrix $Y = f(X)$ whose set of diagonal elements is a subset of diagonal elements of $X$.

**Proof:** Consider again the $6 \times 3$ interference network described in Fig. 2 the proof for the general case is similar and is omitted here for conciseness. Considering $3n$ extension of the channel, each receiver should achieve $2n$ DoF out of $3n$ available dimensions, $n$ of available dimensions is assigned to interference. Theorem 4 for this special case can be written as follows:

$$T_{j,u}^{[i]} = P_{3n} \begin{bmatrix} T_{j,u}^{[i]} & 0 & 0 \\ 0 & T_{j,u}^{[i]} & 0 \\ 0 & 0 & f(T_{j,u}^{[i]}) \end{bmatrix} P_{3n}^T, \quad i = 2, 3 \quad \forall u \in S_1 \cap \bar{S}_i, \quad \forall j \in \bar{S}_1 \cap \bar{S}_i. \quad (20)$$

where $T_{j,u}^{[i]}$ matrices are defined in (15).

**Lemma 2:** Assuming that $V^{[1]}$ is of rank $n$, (14) implies that $n$ eigenvectors of $T_{j,u}^{[i]}$ lie in span $(V^{[1]})$.

**Proof:** The proof is similar to the one present in (14). □

Based on the discussion we had on (16), span $(V^{[1]})$ should not contain any vector of the form $e_i$, and since span $(V^{[1]})$ has dimension $n$, it should have $n$ basis vectors of the form $vT = \sum_{i=1}^{2n} \alpha_i e_i, \quad j = 1, \ldots, n$, where at least 2 of $\alpha_i$'s are nonzero. Let's call vectors with this form as non $e_i$ vectors. Since $n$ of $T_{j,u}^{[i]}$'s eigenvectors lie in span $(V^{[1]})$, the matrix $T_{j,u}^{[i]}$ should have at least $n$ non $e_i$ eigenvectors. Note that this requirement is necessary not sufficient. Assuming that $S = s$ is a matrix consisted of non $e_i$ eigenvectors of $T_{j,u}^{[i]}$ as its columns, it is concluded that span $(V^{[1]}) \in$ span $(S)$.

**Lemma 3:** $T_{j,u}^{[i]}$ has no unique diagonal element.

**Proof:** It is easy to see that if $s_1 = e_p + e_q, \quad p, q = 1, \ldots, n, p \neq q$ is an eigenvector of $T_{j,u}^{[i]}$, then $T_{j,u}^{[i]}(p) = T_{j,u}^{[i]}(q)$. If $T_{j,u}^{[i]}(p)$ is unique, this implies that non $e_p$ eigenvectors of $T_{j,u}^{[i]}$ do not contain $e_p$, and hence, $e_p \in$ kernel $(S)$, where kernel $(S)$ denotes the null space of columns of matrix $S$. Thus, $e_p \in$ kernel $(V^{[1]})$ because span $(V^{[1]}) \in$ span $(S)$. Since all channel
matrices are diagonal, using (11), \( e_p \in \text{kernel}(V^{[1]}) \) implies that

\[
e_p \in \text{kernel}(H^{[j]} V^{[j]}), \quad \forall (i,j) \in \{1,2,3\} \times \{1,\ldots,6\}.
\] (21)

Thus, at receiver 1, the total dimension of the desired signals \([H^{[11]} V^{[1]}, H^{[14]} V^{[4]}] \) plus interference from undesired transmitters is less than \(3n\), and desired signals are not linearly independent of the interference signals, \( H^{[j]} V^{[j]}, j \in \bar{S}_1 \), and hence, receiver 1 can not fully decode \( W_1 \) solely by zeroforcing the interference signal.

Note that all 6 channel aiding conditions in (G6by3e2) share the same permutation matrix \( P \) and mapping function \( f(X) \). This is because the diagonal matrices \( T^{[i]}_{j,u} \) should have the same set of non \( e_i \) eigenvectors which are supposed to be columns of user 1 beamforming matrix, \( V^{[1]} \)

Lemma 3 concludes the proof of the necessary part of Theorem 20. The sufficient part is easily proved by noting the fact that the matrices \( T^{[i]}_{j,u} \) with the form given in (20) have \( L \geq n \) non \( e_i \) common eigenvectors \( r_i, i = 1,\ldots,L \) with the property that

\[
e_k \not\in \text{span}(R), \quad k = 1,\ldots,2n,
\] (22)

and

\[
e_k \not\in \text{kernel}(R), \quad k = 1,\ldots,2n,
\] (23)

where \( R \) is defined as a \( 2n \times L \) matrix consisted of \( r_i \)'s as its columns. Every \( n \) subset of these eigenvectors can be considered as the columns of user 1 transmit beamforming matrix \( V^{[1]} \). \( V^{[2]}-V^{[6]} \) can be designed using (11).

Example 1: Considering 3 extension of the channel. Since \( \beta = 2 \) for this example structure, hence, \( n = 2 \) and \( n_2 \), and the following simplified channel aiding condition is derived,

\[
T^{[i]}_{j,u} = \kappa^{[i]}_{j,u} I_3, \quad i = 2,3 \quad \forall u \in S_1 \cap \bar{S}_i, \quad \forall j \in \bar{S}_1 \cap \bar{S}_i
\] (24)

where \( \kappa^{[i]}_{j,u} \) is a nonzero arbitrary number. In fact, (14) implies that \( V^{[1]} \) should be designed to be an eigenvector of \( T^{[i]}_{j,1} \). At the same time, \( V^{[1]} \), based on the discussion on (16), should satisfy the following condition

\[
e_i \not\in \text{span}(V^{[1]}), \quad i = 1,2,3,
\] (25)
which, in this case, simply means that $V^{[1]}$ should not be a multiple of $e_k$. Therefore $V^{[1]}$ can be written in the following form

$$V^{[1]} = \sum_{i=1}^{3} \alpha_i e_i,$$

(26)

where at least two of $\alpha_i$’s are nonzero. On the other hand, Lemma 3 implies that all $\alpha_i$’s in (26) should be nonzero. Considering the fact that $T^{[i]}_{j,u}$ is a diagonal matrix, (14) and (26) imply that $T^{[i]}_{j,u}$ should have an eigenvector of the form (26), which means that $T^{[i]}_{j,u}$ has three equal nonzero diagonal elements, i.e.,

$$T^{[i]}_{j,u} = \kappa^{[i]}_{j,u} I_3, \quad i = 2, 3 \quad \forall u \in S_1 \cap \bar{S}_i, \quad \forall j \in \bar{S}_1 \cap \bar{S}_i$$

(27)

Therefore, $V^{[u]}, u \in S_1$ can be designed arbitrarily as long as it contains no zero element.

**Remark 1:** It can be noticed in (15) that

$$T^{[3]}_{5,4} = T^{[3]}_{2,4} \left( T^{[3]}_{2,1} \right)^{-1} T^{[3]}_{5,1},$$

(28)

thus, the channel aiding condition related to this matrix, $T^{[3]}_{5,4} = \kappa^{[3]}_{5,4} I_3$, is already satisfied and this condition does not contribute to a new channel aiding condition. Overall, in this example interference network, we have 4 independent channel aiding conditions for interference signals to be aligned perfectly at all receivers.

**Remark 2:** Note that the channel can be extended in frequency (e.g., the OFDM channel) or time domain. If the channel is extended in time domain, $n(\beta + 1)$ used time slots, which satisfy channel aiding conditions, are not necessarily successive.

**Remark 3:** Consider the special case of $K$ user interference channel, which is analysed in detail in [14]. In this case $S_i = i$, and we can drop index $u$ in (19), because $S_1 = 1$ consists of a single element. Channel aiding condition in this case can be obtained from (19) as follows,

$$T^{[i]}_j = P^{T}_{2n} \begin{bmatrix} \tilde{T}^{[i]}_{j} & 0 & 0 \\ 0 & \tilde{T}^{[i]}_{j} & 0 \\ 0 & 0 & f(\tilde{T}^{[i]}_{j}) \end{bmatrix} P^{T}_{2n}, \quad i, j \in \{2, 3, \ldots, K\}, \quad i \neq j,$$

(29)

where $\tilde{T}^{[i]}_{j}$ matrices are defined as

$$T^{[i]}_j = (H^{[i1]})^{-1} H^{[ij]} (H^{[1j]})^{-1} H^{[13]} (H^{[23]})^{-1} H^{[21]}, \quad i, j \in \{2, 3, \ldots, K\}, \quad i \neq j.$$
Remark 4: The assumption that all of the receivers requests the same number of transmitted symbols, and each of the messages is requested by the same number of prime receivers is presumed because achievable scheme for this case is equal DoF assignment for all transmitters. Every other network structure that achieves its total number of DoF by assigning zero or equal number of DoF to each transmitter can utilize the scheme proposed in this section. As an example, consider an interference channel with four transmitters and three prime receivers, the message request sets are \{1, 2\}, \{1, 3\}, \{1, 4\}. Optimal DoF assignment can be obtained by solving the following linear programming problem

\[
(d_1, d_2, d_3, d_4) = \arg \max \sum_{i=1}^{4} d_i \\
\text{s.t } \sum_{i \in S_i} d_i + \max_{j \in \bar{S}_i} d_j \leq 1, \\
d_i \geq 0, \quad \forall i = \{1, \ldots, 4\}.
\]

Which is obtained to be \((0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})\). Channel aided IA can be applied to this network by excluding transmitter 1 and using 2 extension of the channel to deliver remaining transmitted message.

B. The case of irregular interference networks

In this section, we will develop an algorithm to obtain sufficient channel aiding conditions to achieve perfect IA for irregular interference networks. Assume that the optimum DoF assignment is in the form of \((d_1, d_2, \ldots, d_J)\), which are not equal in general. \(J \leq K\) is the number of active users, i.e., \(d_i > 0, \forall i = 1, \ldots, J\). These DoF assignments achieve total number of DoF of the interference channel with general message demands. Since all coefficients and right hand side bounds of the maximization problem \([17]\) are integers, optimal DoF assignments are rational. Consider \(N_e\) extension of the channel where \(N_e\) is an integer number such that \(N_e d_j \in \mathbb{Z}^+, \forall j = 1, \ldots, J\). Define \(d^0_j = N_e d_j\) which is an integer number. Using \(N_e\) extension of the channel, it is evident that \(d^0 = \{d^0_1, \ldots, d^0_J\}\) achieves total number of DoF of the channel. We investigate channel aiding conditions in this case.

Without loss of generality, we can assume that \(d^0_1 = d^0_2 \geq \cdots \geq d^0_J\).

1) Consider an interference network with \(J_0 = J\) transmitters and \(N\) receivers along with the sets derived from active users \(S^0_i = S_i, \bar{S}^0_i = \bar{S}_i\). Consider the first \(d^s_i = d^0_i\) columns of all transmitter precoding matrices. Constitute the new sets of requestet meassages \(S^s_i\)
and interfering meassages $\bar{S}_s^i$, consisting of transmitters with the number of transmitted messages being greater than zero. Channel aiding conditions required to perfectly align received interference from these set of transmitted messages at each receiver within $d_i^s$ dimensions of $N_e$ available dimensions are derived as follows,

$$
T_{j,u}^i = P_{N_e} \begin{bmatrix}
\tilde{T}_{j,u}^i & 0 & 0 \\
0 & \tilde{T}_{j,u}^i & 0 \\
0 & 0 & f(\tilde{T}_{j,u}^i)
\end{bmatrix} P_{N_e}^T,
$$

where $\tilde{T}_{j,u}^i$ is an arbitrary diagonal matrix, and $f(\tilde{T}_{j,u}^i)$ is the same mapping defined for (19). We should remind that the mapping $f(\tilde{T}_{j,u}^i)$ is used to make sure that $e_k \not\in \text{span}(V[l])$, $\forall k \in [N_e], l \in [J]$. The property $d_{min}^0 \leq N_e^2$ makes sure that this set of conditions are feasible.

2) Consider a new interference network with $J_1$ transmitters, and $N$ receivers, where $J_1$ is defined as the number of transmitters with remaining number of DoF $d_{1i} = d_{0i}^s - d_{si}^s$ being greater than zero. Denote respective remaining transmitted message sets $S_1^i$ and $\bar{S}_1^i$. Repeat step 1 for this new network structure. Note that $d_{1i} \leq N_e^2$ is still valid. This procedure is repeated until all transmitters send their respective messages. Derived channel aiding conditions are sufficient feasibility conditions for perfect IA. Precoding matrices at each step can be designed as described before.

Example 2: Consider an example case of a $5 \times 3$ interference channel with requested message sets defined as $S_1 = \{1, 5\}, S_2 = \{1, 2\}$ and $S_3 = \{3, 4, 5\}$. Solving the linear programming (17), optimum DoF assignments are obtained as $d_1 = d_2 = 0.4, d_3 = d_4 = d_5 = 0.2$, and total number of DoF is obtained as $\sum_{i=1}^5 d_i = 1.4$. Consider 5 extension of the channel, each of transmitters 1 and 2 should send 2 independent messages and transmitters 3, 4, and 5 each sends an independent message. Alignment strategy for this structure is shown in Fig. 3. Consider the first column of each transmitter precoding matrix, i.e., each transmitter sends a single message, $d_i^s = 1, i \in \{1, \ldots, 5\}$. The transmitting set of requested message sets are $S_1^s = \{1, 5\}, S_2^s = \{1, 2\}$ and $S_3^s = \{3, 4, 5\}$ and transmitted interfering message sets are $\bar{S}_1^s = \{2, 3, 4\}, \bar{S}_2^s = \{3, 4, 5\}$ and $\bar{S}_3^s = \{1, 2\}$. The only Channel aiding condition to perfectly align received interference from these transmitted messages at all receivers within 1 dimension
Fig. 3: IA strategy for a $5 \times 3$ interference channel, dashed rectangles represent interfering messages.

out of 5 available dimensions, considering described network structure, is derived as follows,

$$T^s = \eta I_5,$$

(33)

where $\eta$ is an arbitrary nonzero constant number and $T^s$ is defined as

$$T^s = (H^{23])^{-1} H^{[24]} (H^{[14]})^{-1} H^{[13]}.$$

(34)

Transmitters 1 and 2 are the only transmitters with remaining DoFs, $d_1^1 = d_2^1 = 1$, greater than zero. Setting $d^s = \{1, 1\}$, the new set of requested message sets are $S_1^1 = \{1\}, S_2^2 = \{1, 2\}$ and $S_3^3 = \emptyset$ interfering message sets are $\bar{S}_1^1 = \{2\}, \bar{S}_2^2 = \emptyset$ and $\bar{S}_3^3 = \{1, 2\}$ which do not contribute to any new channel aiding condition. Therefore, (34) is the only channel aiding condition for this structure to achieve perfect IA over limited number of channel extension.

**Remark 5:** Our scheme relies on matching up certain channel matrices so that the interference terms cancel out when received signal vectors are combined linearly. Clearly, given any matrix $T^{[i]}_{j,u}$, the probability that channel aiding condition will occur exactly is zero, assuming continuous-valued fading. Thus, we can only look for channel aiding conditions to be satisfied approximately. By taking finer approximations, we can achieve the target rate in the limit.

V. CONCLUSION

The concept of regular interference network is introduced as an interference network where all active transmitters have equal optimal number of DoF. Interference networks where all
transmitters emit messages to an equal number of receivers and all receivers request an equal number of messages are one of special cases of regular interference networks. It is proved that perfect IA can not be achieved for regular interference channels with generic channel coefficients. Perfect IA feasibility conditions on channel structure was addressed and an alignment scheme was introduced to achieve total number of DoF of the interference network with general message demands, using limited number of channel extension.

Derived channel aiding conditions are necessary and sufficient for the case of regular interference networks, and are sufficient conditions for irregular interference networks. Overall, the proposed method aims at reducing the required dimensionality and signal to noise ratio for exploiting DoF benefits of IA schemes.
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VI. APPENDICES

Proof of the Theorem 3

Adding the new constraint \( d_1 \geq d_2 \geq \cdots \geq d_K \) to (17), and introducing Lagrange multipliers \( \lambda \in \mathbb{R}^G \) for the inequality constraints \( z \leq 1 \), multipliers \( \gamma \in \mathbb{R}^K \) for the inequality constraints \( d \succeq 0 \), and multipliers \( \eta \in \mathbb{R}^K \) for the inequality constraints \( d_j \leq d_1, j = 1, \ldots, K \), we obtain the following KKT conditions,

1) \( d^* \succeq 0, \ z^* \preceq w, \ d_1^* \geq d_2^* \geq \cdots \geq d_K^* \)
2) \( \gamma^* \succeq 0, \ \lambda^* \succeq 0, \ \eta^* \succeq 0 \)
3) \( d_i^* \gamma_i^* = 0, \ (d_i - d_1)^* \eta_i^* = 0, \forall i = \{1, \ldots, K\}, \ z_j^* \lambda_j^* = 0, \forall j = \{1, \ldots, G\} \)
4) \( \Delta(L(d, \lambda, \gamma, \eta))|_{d^*, \lambda^*, \gamma^*, \eta^*} = 0 \).

Where \((\cdots)^*\) superscript indicates the respective optimal values of primal and dual optimization problems, and \( L(d, \lambda, \gamma, \eta) \) is the lagrangian function.

\[
L(d, \lambda, \gamma, \eta) = -w^T d + \lambda^T (z - w) - \gamma^T d + \eta^T (d - d_1 w)
\]  

(35)

Assume that \( d_1^* \) is the unique maximum DoF number, i.e \( d_1^* > d_j^*, j = 2, \ldots, K \), evaluating derivation with respect to \( d_1 \) in 4th KKT condition, we obtain,

\[
-1 + \sum_{i=1}^G \lambda_i^* - \gamma_1^* - \sum_{j=1}^{K-1} \eta_j^* = 0.
\]  

(36)

Since \( d_1^* > 0 \) and \( d_1^* > d_j^* \), complementary slackness conditions imply that \( \gamma_1^* = 0 \) and \( \eta_j^* = 0, j = 1, \ldots, K - 1 \). Substituting these values into (36), it is obtained that

\[
\sum_{i=1}^G \lambda_i^* = 1.
\]  

(37)
In general, evaluating 4’th KKT condition with respect to \( d_i, i = 1, \ldots, K \) and noting the fact that \( \eta_j^* = 0 \), we get

\[
a_i^T \lambda^* = 1 + \gamma_i. \tag{38}
\]

Where \( a_i \) is defined as a \( G \times 1 \) vector consisting of 0 or 1 elements obtained by taking derivatives

\[
a_i(j) = \frac{\partial z_j}{\partial d_i}, (i, j) \in \{1, \ldots, K\} \times \{1, \ldots, G\}. \]

Since \( \lambda^* \succeq 0 \), hence, \( a_i^T \lambda^* \leq w^T \lambda^* = 1 \), therefore \( \gamma_i = 0 \). Suming (38) over \( i \), we obtain

\[
\sum_{i=1}^{K} a_i^T \lambda^* = K
\Rightarrow \sum_{j=1}^{G} (\beta_j + 1) \lambda_j = K \tag{39}
\]

(39) is not feasible unless \( \beta_j \geq K - 1, j = 1, \ldots, G \), this contradicts the assumption that each receiver requests less than \( K - 1 \) transmitted messages. Therefore, if we have more than two prime receivers, the set \( d_1^* \geq d_2^* \geq \ldots \geq d_K^* \) can not have a unique maximum and \( d_1^* = d_2^* \).

Considering a set \( S_{j_0} \) for which \( d_1^* \in S_{j_0} \), DoF region inequality for this set \( z_{j_0} \leq 1 \) implies that

\[
z_{j_0} \leq 1 \Rightarrow d_1^* + d_2^* \leq 1 \Rightarrow d_i^* \leq \frac{1}{2}, \forall i = 1, \ldots, K. \tag{40}
\]