Intention Recognition for Multiple Agents

Zhang Zhang\textsuperscript{a}, Yifeng Zeng\textsuperscript{b,1,*}, Yingke Chen\textsuperscript{c,*}

\textsuperscript{a}National Engineering Laboratory for Electric Vehicles, Beijing Institute of Technology, Beijing 100081, China
\textsuperscript{b}University of Northumbria, Sutherland Building Newcastle-upon-Tyne, NE1 8ST, United Kingdom
\textsuperscript{c}University of Teesside, Campus Heart, Southfield Rd, Middlesbrough TS1 3BX, United Kingdom

Abstract

Intention recognition is an important step to facilitate collaboration in multi-agent systems. Existing work mainly focuses on intention recognition in a single-agent setting and uses a descriptive model, e.g. Bayesian networks, in the recognition process. In this paper, we resort to a prescriptive approach to model agents’ behaviour where which their intentions are hidden in implementing their plans. We introduce landmarks into the behavioural model therefore enhancing informative features for identifying common intentions for multiple agents. We further refine the model by focusing only action sequences in their plan and provide a light model for identifying and comparing their intentions. The new models provide a simple approach of grouping agents’ common intentions upon partial plans observed in agents’ interactions. We provide experimental results in support.
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1. Introduction

Intention is one of the most important properties for designing an intelligent agent, and represents the courses of actions that the agent has committed to carry out \cite{1}. It is implemented as a stack of plan instances when the agent is committed to a goal \cite{2}. Intention recognition is the process of recognising the agent’s intention through observing its behaviours and their impact on an environment. The recognition is vital for designing intelligent agents so as to adapt their behaviours in achieving the goals.

The previous research focuses on intention recognition for a single agent and has shown interesting applications in home-care service for the elderly \cite{3,4}. Little research has been found in addressing the problem of recognising intention for multiple agents. However, there is seen increasing amount of research and applications on multi-agent systems where a task is rather complicated and demands collaboration from multiple agents \cite{5}. Intention recognition for multiple agents would facilitate the system adaptation and improve their collaboration to achieve a common goal. Once the agents are found to share a common intention, their behaviour becomes predictable and they could be guided in a better way to find potential collaboration with other agents.

In a more broad perspective, multi-agent intention recognition would improve the understanding of joint behaviours of multiple agents and advise proper intervention in their plans e.g. designing a timely counter-strategy to
avoid crowd attacks [6]. In this paper, we aim to develop a proper procedure for identifying common intentions for multiple agents.

The common intention discovery can exploit potential collaboration for the agents so as to better achieve their goals. From the perspective of individual agents, a subject agent can infer intentions of other agents based on what it observes from the other agents. This particularly occurs to the case when the agents can not disclose their intentions to each other or they have limited communication while they are executing their plans to complete a task. On the other hand, from the perspective of an observer to a multi-agent system, he/she can identify intentions of individual agents from his/her observations about their behaviours in the system. We consider a fully observable environment (Markov decision process (MDP) [7] like case) where environmental states and agents’ actions can be fully observed (with perfect information) by others in a problem domain. To identify their intentions, we need to discover how the observed behaviours are reflected in their full plans that they are following in order to complete their tasks. Unfortunately, their exact plans are not known even in a MDP environment. This is due to the fact that either there is no sufficient domain knowledge that is required to manually build a precise plan or there is no exact learning techniques to automate the plan learning in a complicated problem domain. Consequently, the plan uncertainty challenges intention recognition for multiple agents in this research.

We tackle intention recognition issues through modelling and reasoning with agents’ behaviour. First we propose a new representation to model a single agent’s behaviour. The plan model contains a set of a sequence of states and actions that prescribe the agent’s intention of achieving the goal. It differs from the previous work on using Bayesian network (BN) to model a single agent’s intention [8, 9]. A BN model is a descriptive representation and demands significant effort to build the model. Meanwhile, there has not a clear way to compare the BN model for the purpose of conducting intention recognition for multiple agents. Subsequently, we refine the new model by extracting informative features from agents’ behaviour and introducing landmarks into the model. The landmarks are representative states that signal possible achievement for agents in the middle stage of completing their tasks. The refinement incorporates a limited set of agents’ actions in intention recognition.

Second we adapt a clustering algorithm for grouping intention of multiple agents. The algorithm compares their intention models by measuring similarity of probability distributions over potential landmarks and grouping the models to identify their common intentions. Finally, we demonstrate the multi-agent intention recognition techniques in a commonly used problem domain and apply it in a simulation platform for designing a virtual healthy building.

Our work is the first study of extending single agent recognition into multi-agent intention recognition. The challenge lies in a formal, operational model of intention recognition as well as an efficient solution to clustering the intentions of multiple agents. We summarise our contributions below.

- We provide a new intention model for a single agent that prescribes its behaviours in an uncertain environment;
- We further refine the model and propose a way to build the model for the intention recognition purpose;
- We adapt a clustering algorithm to group multi-agent intentions;
- We conduct empirical study of the proposed methods over two problem domains.

We organise this article as follows. In Section 2 and 3, we propose a new intention model that describes how an agent acts in an uncertain environment. We further refine the model through a landmark concept and propose a clustering algorithm to identify joint intentions of multiple agents in Section 4. We demonstrate the performance of the recognition techniques in a set of experiments in Section 5. In Section 6, we review the relate works on intention recognition. Finally, we conclude this article and discuss future work.

2. Intention Model for Intelligent Agents

We consider a setting of Markov decision process (MDP) [7] when an agent operates in a fully observable environment. To design the agent model, we use the well-known belief-desire-intention (BDI) architecture where belief represents the agent’s perception over the environment, desire specifies a goal for the agent and intention is reflected in a series of actions that the agent executes to complete a task [10].
In the MDP setting, the agent can observe environmental states denoted by a set of states $S$ upon which the agent conducts the action $A$ over a limited number of time steps $T$. The interaction between the agent and environment composes the agent’s plan and reflects its intention to achieve the goal $G$. We intend to discover the agent’s intention based on the observed plan in the interaction.

### 3. Behaviour Tree

A plan sequence prescribes how an agent acts upon the observed states over time, and is formulated below. We elaborate a plan sequence is a sequence of state-and-action pairs.

**Definition 1.** $PS_T = \{(s_0, a_0), (s_1, a_1), \ldots, (s_{T-1}, a_{T-1}), (g, \text{null})\}$, where $a \in A$ is an action option selected by the agent from the action set $A$, $s \in S$ is the environmental states and it starts with the initial state $s_0$ and lasts for $T$ time steps, which ends with either a final goal $g$ or a null state if the plan sequence fails to meet a goal.

Due to the stochastic behaviour (e.g. the probabilistic transition of the environmental states upon the agent’s actions) in an uncertain environment, the agent may go through different plan sequences according to the state transition. To complete a task, the agent has a full plan that contains a number of plan sequences all of which start from the same initial states and may lead to a set of goals or nowhere if the plan fails to meet any goal.

Formally we can model a full plan of $T$ time steps with the agent’s goal $G$ as a $T$-depth behaviour tree $T = \{\cup PS, (G, \text{Null}), T\}$ where a root node is an initial state $s_0$, an internal node represents an environmental state, an arc connecting two states is an action $a$ and the leaf node is a goal state for completing a task. Fig. 1 shows a behaviour tree containing a number of plan sequences in Fig. 1.

A full plan[1] contains a set of intentions that drive an agent to perform a sequence of actions so as to move towards a final goal. As the intentions are contextualised in the plan, we could infer whether multiple agents share common intentions by comparing the observed plan sequences over time. This provides a cornerstone for studying intention recognition for multiple agents. However, we shall notice that only a partial plan is observed as the agent acts in a real-time setting. This is the only information we could use for intention recognition.

### 3.1. Landmark-based Intentions Models

A behaviour tree prescribes how an agent executes a sequence of actions, which indicates an intention type that the agent follows to achieve a certain goal. By literally comparing their plans including states and actions, we may discover whether the agents have a common intention. However, the comparison would be rather inefficient, and actually is not necessary and even may compromise the identification of common intentions for multiple agents. A little deviation from a state in a plan execution is not necessary to indicate the difference of their intentions. Hence,
we proceed to refine a behaviour tree to develop an intention model that serves for the purpose of grouping intentions for multiple agents.

Notice that actions are determined by what the agents perceive from the states and what they prefer to act in order to attain a goal. In addition, actions can be directly observed when the agents behave in the environment. Hence, actions are important features for identifying the agents’ intentions. Meanwhile, inspired by the fact that a state in an MDP setting is sufficient statistic of state and action sequence in the past, we consider special states, namely landmarks, in an intention model. A landmark state is more informative than a general state and indicates a clear intention tendency while the agent acts and is observed by the outsider. For example, a waypoint is a useful landmark when a robot navigates in a maze. It indicates that the robot switches into a new zone or has arrived a sub-goal in completing a task.

By considering action sequences and landmarks in an environment, we propose the following intention model.

**Definition 2.** A landmark-based intention model is defined as

\[ LBIM = \left[ \bigcup (PS - S), L, (G, Null), T \right] \]

where \( \bigcup (PS - S) \) extracts action sequences from a full plan and is interleaved with a set of landmark states \( L \).

Fig. 2 shows one example of a landmark-based intention model (with all states). In Fig. 2(a), there are five landmarks (denoted by a star) specified in the hallway and an agent may start from an initial state and gets to the goal \((g_1 - g_2)\) or even stick into the Null state. Fig. 2(b) is the corresponding LBIM model that contains a set of plan sequences for the agent’s navigation.

A landmark-based intention model facilitates the understanding of an agent’s intention based on their actions and distinct states in an environment. Labelling the landmarks from the environment mainly relies on task or domain knowledge in a specific application. The set of landmarks could be a set of (sub)-goals or significant states occurring to the agent, which does not pose much challenge to its application upon a well-defined planning problem.

Note that the concept of landmarks was used in the traditional AI planning method \[13\] and recently is studied in learning policy tree for multiple agents \[14\]. The research also shows benefit of landmarks in understanding agents plan; however, automating a landmark specification is still an open issue in the agent and planning community.

### 4. Grouping Intention Models

Given a definition of intention models, we proceed to solve the problem of identifying a common intention of multiple agents while they act in an uncertain environment. The common intention recognition facilitates their collaboration when the agents are to achieve their goals. The recognition shall be conducted while the agents are executing...
plans in an online setting. This is challenging since only a partial plan, e.g. a sequence of state and actions in the past, is available for deciding whether they have a common intention in the real-time plan execution.

More specifically, given the observed state and action sequence of $N$ agents over $t < T$ time steps, denoted by $PS = [PS_1, \ldots, PS_N]$, we aim to identify a set of their common intentions by grouping their behaviours, each of which represents a certain type of a common intention for the agents in the group. Fig. [3] shows the main process for the common intention recognition for multiple agents.

Given the input of their plan sequences that are organised into behaviour trees, we build a landmark based intention model (LBIM) by considering potential landmarks in a problem domain (Step 1-2). Subsequently, we refine the LBIM model by extracting common action sequences from the model (Step 3) based on which we calculate a probability distribution of where the agents are in the corresponding landmarks (Step 4). Finally, we cluster the agents into several groups in terms of their distributions over the landmarks and each group indicates a potential type of common intentions for the agents within the group (Step 5). We will elaborate on each step below.

4.1. Model Refinement: R-LBIM

By observing how a group of agents act in an uncertain environment, we can construct intention models for the agents who follow their plan in the mind. As their intentions are hidden in the plan execution therefore driving the agents towards the goal, a landmark is an important state that signals whether the agents are either leading to (sub-)goals or deviating from the goals. For example, Fig. [2](a) shows several landmarks, denoted by stars, in the hallway where the agent aims to get to the goals ($g_1$ - $g_3$) by navigating around the grids. The landmark in the bottom (stars) clearly shows that the agent has the intention of getting to the goal $g_3$.

Intuitively an agent exhibits a certain type of intention when it has arrived at a landmark in a plan. The sequence of actions executed by the agent would be different since the agent may take a different plan in completing a task. The sequence of actions could differ in either the number time steps or an actual action taken in a time step when the agent gets to the landmark. To have a good coverage of how the agent acts upon the landmark arrival, we consider a sequence of common actions possibly taken by the agent over the past. In other words, we extract a set of common
actions over the longest sequence to the landmark. The common actions are representative and shared by the different plans leading to the landmarks, which indicates the hidden intention of the agent. We proceed to elaborate the process of embedding landmarks and extracting the longest common action sequences to refine a landmark-based intention model.

Given a full plan of an agent (as represented by a behaviour tree $T$) and a set of landmarks $L$ specified in a problem domain, we can, in the first phase, replace the corresponding states with the landmarks while leaving out the rest states and actions in the behaviour tree. Table 1 shows that we find the landmarks in the sequences leading to the goals $g_1$ and $g_2$ given the landmark specification in Fig. 2(a). Then we can obtain a behaviour tree with the initial states $s_0$, the landmarks and the goals, as shown in Fig. 2(b).

![Table 1: Landmarks for the Two Goals](image)

| $G_n$ | Time | $t_0 \rightarrow t_i$ | $t_{i+1} \rightarrow t_m$ | $t_{m+1} \rightarrow t_k$ |
|-------|------|------------------------|------------------------|------------------------|
| $g_1$ | 0    | $L_2$                  | $L_3$                  |                        |
| $g_2$ | $L_2$| $L_4$                  | $L_5$                  |                        |

Once we get a skeleton of a behaviour tree with an initial state and specified landmarks, we need to extract the longest common action sequences from a full plan. We describe the algorithm for extracting the sequences from the initial state $s_0$ to the landmark $L_4$ in Algorithm 1.

The algorithm starts with extracting all the action sequences between the initial state $s_0$ and the landmark $L_4$ (line 4) and then compares each pair of action sequences in the collected set $Q$. We use $c[i,j]$ to record the length of the longest common action sequence (line 4) and compare each action in the selected pair $q_s$ and $q_t$ from the $Q$ (line 8). We update the common action sequence as shown below. We finally return all the longest common action sequences $CAQ$ for all the paths between $s_0$ and any landmark. $C[i,j] = \begin{cases} 0 (i = 0) & j = 0 \\ C[i-1, j-1] + 1 (i, j > 0 & q_s = q_t) \\ \max (C[i, j-1], C[i-1, j]) (i, j > 0 & q_s \neq q_t) \end{cases}$

We use the longest common action sequences to fill in a skeleton of a behaviour tree accordingly. The resulting model refines the LBIM model in Def. 2 by introducing the longest common action sequences through executing the aforementioned algorithm. This leads to a LBIM refinement model for intention recognition as defined below.

**Definition 3.** A refined landmark-based intention model (R-LBIM) is defined as $RLBIM=[CAQ, L, (G, Null), T]$ where $CAQ$ are the longest common action sequences and are joined by a set of landmark states $L$.

Fig. 2(c) shows a R-LBIM example (for two goals $g_1$ and $g_2$) given the example in Fig. 2(b). We build the tree skeleton with the landmarks leading to $g_1$ or $g_2$ and fill in the action sequences through running the algorithm in Algorithm 1.

**4.2. Inferring Agents’ Intentions**

As we do not know a true intention that an agent holds in implementing the course of actions, we can only infer it from what it has acted in the past. To understand whether multiple agents have a common intention in achieving a common goal, we first need to predict potential intentions for individual agents and then check whether their intentions could form common intentions.

For a single agent, we infer its intentions by estimating how it acts towards or has already in a set of landmarks. Given the observed actions, denoted by $ObsAQ_i = [a_0, a_1, \ldots, a_t]$ for the agent $i$, we calculate the similarity $Sim(ObsAQ_i, CAQ_{t_m})$ between the observed action sequence and the common action sequence $CAQ_{t_m}$ leading to every landmark $L_m$ in an intention model. The sequence $CAQ_{t_m}$ is an action sequence that starts from the initial state $s_0$ to ends with the landmark $L_m$ in a R-LBIM model. The similarity computes the percentage of the common actions overlapping between $ObsAQ_i$ and $CAQ_{t_m}$, and is an indication of how likely the agent’s behaviour is linked to the landmark $L_m$. Hence, we can get the likelihood for the agent $Ag_{t_i}$ being over the landmarks, $L = [L_1, \cdots, L_M]$, and normalise the likelihood values to get the probability distribution over the set of landmarks.
5. Experimental Results

We conduct a set of experiments to demonstrate performance of intention recognition techniques in two problem domains. One is the Tileworld problem [19] that is well developed in multi-agent research while the other is in one 3D simulation platform that is dedicated to investigate impact of social behaviour in designing a healthy office building [20]. As this is the first work on developing a formal method for recognising common intentions for multiple
Algorithm 2 Clustering $K$ sets agents over landmarks

Require: $[Pr(Agt_i|L), \cdots, Pr(Agt_i|L), \cdots, Pr(Agt_i|L)]$, $K$

Ensure: $K$ groups of agents $[R_1, \cdots, R_K]$

1: for all Agents in $(Agt_1, Agt_2, \cdots, Agt_N)$ do
2: Randomly choose $K$ agents as centres
3: repeat
4: Calculate the similarity degree between the centred agent $Agt_i$ and other agent $Agt_j$ through the distance,
$$D_{KL}(Pr(Agt_i|L) \parallel Pr(Agt_j|L)) = \sum_{i=1}^{Pr(Agt_i|L)} \log \frac{Pr(Agt_i|L)}{Pr(Agt_j|L)}$$
5: Put the agent $Agt_i$ into the most similar group $R_i$
6: Calculate the new centers $Agt_i = \frac{1}{|R_i|} \sum_{i \in R_i} Pr(Agt_i|L)$
7: until there is no change in the groups
8: end for
9: return $[R_1, \cdots, R_K]$

agents, our objectives of the experiments are to: (a) verify benefit of multi-agent intention recognition in facilitating agents’ collaboration thereby leading to their better performance; and (b) show the performance of our techniques and discuss the improvement. The experiments will also develop our awareness of practical applications of the research on multi-agent intention recognition.

5.1. Experimental Settings: Planning and Intention Recognition

In each problem domain, we use a reinforcement learning technique to learn a full plan, which is always approximate, for agents, and the agents will execute the plans that are formulated as behaviour trees as defined in Def. 3.

To implement and run the agents in the experiments, we use a BDI architecture and have the plan that commands how the agents shall react given the input of the environmental states. In the BDI implementation, we develop intention reconsideration strategies following a general rule, as suggested by the research [10] that the frequency of reconsidering the intentions depends on the dynamics of the problem domain. Fig. 4 shows the entire process that integrates the BDI architecture with intention recognition function.

Once the agents decide to reconsider the intentions, they embark on our techniques to recognising intentions for multiple agents and identify any possible collaboration with other agents given the discovered common intentions. This is the way how multi-agent intention recognition plays a role in the agent planning for solving various tasks in the problem domains of interest.

![Decision Making - Plan Library - Intention Recognition - Intention Reconsideration - Action](image)

Figure 4: Belief-Desire-Intention implementation with intention recognition

5.2. Experimental Results

We implement the multi-agent recognition techniques and the BDI agent architecture. We implement two multi-agent recognition techniques. The first technique, denoted by LBIM, uses the landmark based intention models based
on which we group the models directly to identify potential common intentions for multiple agents. The second one, denoted by R-LBIM, is the LBIM refinement by using the longest common action sequences for the clustering purpose. To conduct a comparison with our techniques, we also implement the BN based intention recognition technique (BNS) that, however, is for a single agent setting. We compare all the techniques in different scenarios through a number of measurements.

![Figure 5: (a) A scalable Tileworld setting (b) Details of the setting](image)

5.3. The Tileworld Problem Domain

Fig. 5(a) shows the Tileworld problem domain of 100*100 grids. It is a grid-world consisting of three types of blocks, namely Tiles(Yellow), Holes(Green) and Obstacles(Blacks). An agent (Red) has four types of movements - up, down, left and right, and needs to avoid the obstacles in the navigation. When the agent gets to a grid, it can either pick up a tile or drop it into a hole if the agent has held the tile. The agent obtains the score of value of 10 when it succeeds in the tile delivery. Some of the titles in the grids are light and one agent can lift and move it into the hole by itself. However, other tiles demand the effort from at least two agents and they will share the scores upon completing the delivery through their collaboration. To enrich the experiments, we also add a new action that allows the agents to push away the obstacles and they or other agents can pass through the grid, which increases their collaboration chance.

We evaluate the technique performance through two measurements: (a) the first one is a Score value that measures a total number of scores achieved by an agent within a certain amount of time; and (b) the second one is an Efficiency value that measures how fast an agent can achieve the targeted score at any specific time within a certain period. We divide an entire period into three time stages, namely the Early, Middle and Final stages and compare the performance over time. We run the simulations for around 200 times and calculate the averaged performance measurements.

In Fig. 5 we verify the benefits of using multi-agent intention recognition to exploit potential collaborations among multiple agents. We consider two scenarios: the first one lets every agent conduct its own tasks to maximise its scores while the other asks the agent to identify potential collaboration with other agents when it moves around the grids. Fig. 5(a) - (c) shows the comparison of the two scenarios in the settings that a small number of agents (Agt1 – Agt4) aim to achieve a good score within a period of 2 minutes. A-ind is the result when the agents work in an individual way while A-col arises from the case when the agents use the intention recognition technique of R-LBIM to find out the collaboration.

We increase the number of agents up to 25 in Fig. 5(d). We can clearly observe that the agents get better scores when they collaborate in the tile delivery. The benefits are due to the fact that the collaboration provides more opportunities to the agents in completing the tasks. The intention recognition facilitates their collaboration development in the task completion.

We proceed to compare our intention cognition technique LBIM with the BNS method in another set of experiments. As BNS is mainly designed for a single agent setting, we adapt it to a multi-agent setting in our implementation. A subject agent first uses BNS to identify intentions of other agents, which involves building a BN model for every agent, and then compares the identified intention with its own intentions to determine the collaboration. We conduct the comparison through different collaboration chances for a large number of the agents (up to 80). The collaboration scenarios are listed from a simple pair collaboration to a complicated mixed collaboration below.

- **FP** - an agent can only pair with another agent and the pair of two agents is fixed in the collaboration. In other words, only a fixed pair of agents exist in potential collaboration;
achieves the best accuracy in the middle stage since its detailed comparison benefits the intention identification when and they complete the tasks and enter into the random pair modes.

have a very shallow model of behaviour tree. Both R-LBIM(MG) and R-LBIM(MM) get the best accuracy between the early and middle stages since a short length of actions can be quickly executed by the agents within a short time and they can only collaborate with a certain group of agents.

Finally we compare the two multi-agent intention recognition techniques, namely LBIM and its refinement version R-LBIM, in the experiments. We consider the comparison in two types of intention models that differ in the length of plan sequences. Fig. 8 shows both methods achieve similar performance throughout the entire period of conducting tasks. R-LBIM does not achieve better than LBIM when the agents conduct a short sequence of plans. Both methods have a very shallow model of behaviour tree. Both R-LBIM(MG) and R-LBIM(MM) get the best accuracy between the early and middle stages since a short length of actions can be quickly executed by the agents within a short time and they complete the tasks and enter into the random pair modes.

In contrast, R-LBIM outperforms LBIM upon executing a long plan sequence in Fig. 9. Notice that LBIM(MM) achieves the best accuracy in the middle stage since its detailed comparison benefits the intention identification when

- CP - an agent can pair with different agents and can choose their pairs in the collaboration;
- FG - collaboration can occur in a group of more than two agents and the agents are fixed in every group;
- MG - an agent can collaborate with a group of different agents in the collaboration;
- MM - there is a mixed combination of FG and MG where some agents are free to collaborate with any agents while others can only collaborate with a certain group of agents.

Fig. 7 shows the score and efficiency of the LBIM and BNS methods. A coloured curve describes the performance resulting from a combination of each method and a collaboration case listed above. Both methods increase the scores and efficiency gradually over the time period. For each collaboration case, LBIM achieves better scores and efficiency than BNS, and most of the gaps are bigger in the final stage. When the simulation approaches the end, a number of tiles that a single agent can lift become fewer and more tasks require collaboration. We observe that BNS(FP) achieves the lowest score while LBIM(MM) has the best outcome. LBIM(CP) is the most efficient since it is free to choose its collaborative pairs.

In a whole, in comparison to LBIM, BNS is a very sophisticated model that is descriptive and is not easily to be built including the parameter estimation and structure learning. We learned the BN based on our simulation data and the resulting model may not be good enough to predict the agents’ intention. This compromises the performance of identifying intentions in our simulations.

Finally we compare the two multi-agent intention recognition techniques, namely LBIM and its refinement version R-LBIM, in the experiments. We consider the comparison in two types of intention models that differ in the length of plan sequences. Fig. 8 shows both methods achieve similar performance throughout the entire period of conducting tasks. R-LBIM does not achieve better than LBIM when the agents conduct a short sequence of plans. Both methods have a very shallow model of behaviour tree. Both R-LBIM(MG) and R-LBIM(MM) get the best accuracy between the early and middle stages since a short length of actions can be quickly executed by the agents within a short time and they complete the tasks and enter into the random pair modes.

In contrast, R-LBIM outperforms LBIM upon executing a long plan sequence in Fig. 9. Notice that LBIM(MM) achieves the best accuracy in the middle stage since its detailed comparison benefits the intention identification when
5.4. The Healthy Building Simulation

We build a 3D simulation platform to evaluate how an office building design will impact physical activities of workforce in the building. This is an extension of our previous development by simulating the existing building (Phoenix) in the campus of Teesside University. Fig. 10a shows the view of the virtual building from the carpark entrance while Fig. 10b is a snapshot of the crowd movement in our simulation. One challenging job in the platform development is to simulate human-like behaviour of the crowd when they behave in the building, which leads to more practical evaluations of physical activity level in the building.

In our experiments, we set a particular task on simulating how people act when they choose to use a lift or walk through a staircase to the first floor. The selection mainly depends on their states including: (a) its position relevant to the locations of the lift or the staircase; and (b) its perception of other persons’ intentions so as to follow their behaviours. The state-based selection mechanism provides behavioural dynamics in simulating the crowd behaviour. By running a large number of simulations, we can build a set of behavioural models, namely behaviour trees, for individual persons. The models approximate their navigation plan to the first floor and provide the inputs to our experiments.

We conduct the experiments in the simulation platform where a crowd of persons enter from the front door and every person reconsiders his intention on his way to the lift or the staircase. We run two sets of experiments to test our intention recognition techniques. In the first set of testing the intention recognition in a single agent setting, we let every person first identify the intentions of each individual of other persons and then decide the next actions by following their common intentions. In the second set of testing the techniques in a multi-agent setting, we, from the third-person perspective, identify common intentions for a number of groups of persons and use the resulting plan to
command the movement of the persons. As we observe what the persons are actually moving in the simulation, we can compute the intention recognition Accuracy by comparing the actual actions of the persons and what our intention recognition techniques predict for them. We also report the Efficiency of each technique in the experiments and it measures the time (milli-seconds) consumed to predict common intentions for multiple agents. We compare their performance throughout the simulation period that starts from the door entrance (the Early stage), approaches the lift/staircase (the Middle stage) and ends with the arrival of the first floor (the Final stage).

Figure 9: Performance of LBIM and R-LBIM given a long length of plan sequences in the intention model.

Figure 10: (a) External view of the virtual building (b) Crowd moving inside the building

Figure 11: BNS v.s. R-LBIM in a single agent setting.

[Set 1: Individual Agent Settings]
large state space in this problem domain. In Fig. we observe that our method R-LBIM outperforms BNS in both accuracy and efficiency. As a type of prescriptive models, BNS demands more computational resources (times in Fig. \(b\)) in a reasoning task of predicting the agents’ intentions. On the other hand, R-LBIM has a similar prediction accuracy to BNS. Both methods can perform well in dealing with the short plan sequences although R-LBIM uses a very light model.

[Set 2: Multi-agent Settings]. We compare our methods, namely LBIM and R-LBIM, in recognising and grouping intentions of multiple agents. During the intention reconsideration period, every person uses the techniques to identify common intentions for a group of other persons when they are on the way to the first floor. In Fig. we show the performance of LBIM and R-LBIM over both short and long lengths of plan sequences during the simulation. As the simulation involves a large number of persons in the crowd, we first cluster the persons into several groups and then identify the common intentions of the persons who are in the group centre. We denote the LBIM and R-LBIM methods with the grouping preprocess operation as LBIM(G) and R-LBIM(G) respectively. As expected, both LBIM(G) and R-LBIM(G) spend less time than the methods without the grouping operation at all the cases since they deal with a reduced number of persons in identifying common intentions. In the case of identifying common intentions over short length of plan sequences, LBIM(G) and R-LBIM(G) have similar performance because the behavioural trees that were learned from the data may fully describe the agents’ plans and the refinement does not benefit much to the identification. R-LBIM(G) performs better in dealing with the long plan sequences since it uses more informative features to group intentions of multiple agents when their entire planning models are not easy to be built. This observation is also consistent with the performance between LBIM and R-LBIM when dealing with both short and long plan sequences. All of the techniques spend less time in the identification operation in the final stage since most of the persons converge to the intention of arriving the first floor.

Finally we conduct another set of experiments to show the performance of the grouping methods when the number of groups, namely the \(K\) value, is varied in Algorithm 2. In the previous experiments, we set the \(K\) values as the number of most probable landmarks, which is identified automatically in the grouping process. Fig. and \(b\) compare the performance of different \(K\) values that are either equal to, larger or smaller than the probably true \(K\) values. The methods using the correct \(K\) values have much better identification accuracy and consume less times. The improper values lead to more iterations of clustering intentions therefore leading to more computational times. A small \(K\) value leads to a low accuracy in identifying common intentions since a person is included in a rather large group of many

![Figure 12: Performance of LBIM vs R-LBIM given a long length of plan sequences in a multi-agent setting.](image1)

![Figure 13: Performance of LBIM vs R-LBIM given a short length of plan sequences in a multi-agent setting.](image2)
persons and becomes a random follower in the simulation. We can observe the consistent results when the $K$ value varies in the LBIM and R-LBIM models. Hence, it is important to have a good estimation of $K$ values. In our cases, the number of landmarks is a key to decide $K$ values, which fortunately can be gained from domain knowledge as always done in AI planning.

6. Related Works

Intention recognition is closely related to agent decision making and planning in the artificial intelligence research [10][21]. Its research development is interleaved with the research on intelligent agents, decision making, cognitive science and so on. The initial research has followed a descriptive model based technique particularly with logic-based AI planning techniques [22]. Similar to a traditional AI planner, it lacks the capability of dealing with the uncertainty in an environment. The research further introduced context knowledge into logic programming to improve recognition techniques [23][24].

The majority of intention recognition research has been developed through the applications of Bayesian network (BN) [25][26], and focuses on how to conquer the complexity of constructing the models. Luis et al. [27] proposed a three-layer BN model and built the model in an incremental way when more actions are observed over time, which is also classified as one anytime recognition technique [9][28]. The approach also involves the integration of context knowledge in the model development [4].

Clint [8] applied BN fragments to build a recognition model that is easy to be specified and maintained. It has a simple structure and the corresponding knowledge base can be obtained effectively (automatically designed by domain experts or planned corpus). Moreover, this method may solve the problems of intention change and abandonment. Interestingly, this line of research has focused on applications in a healthy ageing domain. For example, it monitors daily behaviours to detect potential illness of the elderly [29] and reasons with current intentions of the elderly [30][8]. The BN-based intention recognition approach explicitly models uncertain factors impacting intentions and has a great potential in interpret reasons when intentions are not detected or failed in a stochastic setting. However, it demands a vast amount of domain knowledge in order to build a precise model thereby significantly compromising intention recognition performance as reported in our experiments.

![Figure 14: Performance upon different $K$ values in LBIM](image-url)
particularly in the learning of behaviour tree [14]. We will investigate an incremental approach to build the model and actions can be seen by agents. The model demands more development in a partially observable environment

the intention failure in the setting. In addition, our approach considers a fully observable environment where states

improvement of agents’ tendency towards intentions and group their intentions accordingly. We empirically study the

execute their plan in a real-time mode. We calculate probability distributions of agents over a set of landmarks as an

in an environment. The intention identification becomes di

informative way. The challenge lies in the uncertainty that agents’ full plan can not be obtained before the agents act

The new LBIM model and its refinement exploits landmark concepts in representing agents’ behaviour in a more

improved the accuracy by removing the term ambiguity in the plan language.

More recently, Mirsky et al. [35, 36] facilitated plan recognition through the development of plan equivalence and

Figure 15: Performance upon different $K$ values in RLBIM - Short Plan Seqs

One related work is in the track of plan recognition as intention is considered as one part of plan in an agent

model design and development. Geib [31] proposed a hierarchically and procedural plan recognition model based on

probabilistic theory [32]. Through a logical relation of context [33] and a cumulative observation of timing plan, a

probability and logical relation of task event assignment in a hierarchical plan [34] are calculated for multiple agents.

The plan recognition model tends to be idealized and agents lack awareness of changes in the surrounding en-

vironment and recognition of relations with other agents. Geib [37] further explored the issue of plan recognition

complex planning and behaviour [38, 39], and built a tree structure to identify a probability distribution of a multi-

layer plan [40, 41, 42]. This line of research is still lack of practicability and accuracy of multi-layer plan or multiple

plans for a goal. We propose a new model to represent landmark based plan for the multi-agent intention recognition

purpose and will complement the existing research in the intention or plan recognition.

7. Conclusion

We present a simple, operational approach for identifying and grouping common intentions of multiple agents. The new LBIM model and its refinement exploits landmark concepts in representing agents’ behaviour in a more informative way. The challenge lies in the uncertainty that agents’ full plan can not be obtained before the agents act in an environment. The intention identification becomes difficult as only partial plans are observed when the agents execute their plan in a real-time mode. We calculate probability distributions of agents over a set of landmarks as an indication of agents’ tendency towards intentions and group their intentions accordingly. We empirically study the new techniques in a couple of problem domains and show expected performance in different settings.

This work is the first attempt at dealing with intention recognition for multiple agents. The new approach lacks a sophisticated design in developing relations between plans and intentions, which leads to difficulty in interpreting the intention failure in the setting. In addition, our approach considers a fully observable environment where states and actions can be seen by agents. The model demands more development in a partially observable environment particularly in the learning of behaviour tree [14]. We will investigate an incremental approach to build the model...
while identifying agents’ intentions. The interleaved development expects to plan the agents better in a practical setting.
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