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Abstract: As an important natural resource, forest plays a vital role in regulating regional climatic conditions and maintaining the balance of the Earth's ecosystem. At the same time, the major changes in China's natural resource management system have put forward new requirements for forest surveys. Efficient and accurate grasp of the spatial distribution of forest resources and the type of forest in China have become an important part of all-weather remote sensing survey and monitoring of natural resources. In recent years, with the strong promotion of the national high-scoring project, the extraction of forest based on high-resolution remote sensing image (HSRI) has become one of the main technical means of forest resource survey in China. However, HSRI contains abundant detailed information and spatial characteristic information, and spectral heterogeneity within the object is increased, which significantly causes difficulties in HSRI processing and information extraction. Therefore, aiming at the problem of extracting forest types from China's domestic GF-1 satellite image, this paper proposes a classification method based on feature learning using an object-oriented convolution neural network (CNN). First, the study area was under-segmented using the Multi-Resolution Segmentation (MRS) algorithm and referred Estimation of Scale Parameter algorithm to determining the segmented scale. Then, a CNN model was obtained for identifying forest type by parameter adjustment. Finally, the multi-layer feature learning of the CNN and the regional Majority Voting algorithm were combined to classify the forest types within the study region. The overall extraction accuracy of the proposed method in this paper was 0.88. The object-oriented method can avoid the “salt and pepper” phenomenon that exists in the pixel-based classification. CNN can extract the deep features contained in HSRI, which...
is effectively conductive to category identification. In addition, the method proposed in this paper has a greater applicability to forest extraction from HSRI.
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1. **Introduction**

Forest resources are the mainstay of renewable natural resources and ecosystems on Earth. Furthermore, they are also an indispensable part that significantly influences the living and development of the human race. Since the distribution of forest resources is rapidly changing along with the advancement of urbanization, timely and accurate acquisition of forest information is important for forest policies and forest production [1,2]. Nowadays, the main means to acquire forest information is artificial interpretation using remote sensing image and field samplings. However, artificial interpretation is limited in timeliness and objectiveness [3,4]. With the development of remote sensing technology, HSRI, which is characterized by its fast acquisition speed, high spatial resolution, has become an ideal data source and is widely used to acquire and extract forest information [5-7] based on low-level features.

Different objects show diverse spectral features. Object information contained in HSRI is highly detailed, and the object’s spectrum distribution is more of variable and diverse. The difference between spectrums of similar objects become larger and the spectrums of different objects mutually overlap to increase the intraclass variance and decrease the interclass variance, therefore making the spectral domain of HSRI less statistically accurate [8].

Since the HSRI contains inadequate spectral information, Combining spectrum and texture features improves the accuracy of forest information extraction [9,10]. Wang et al. and Hu et al. synthetically utilized spectral and texture information and acquired the eigenvector of feature differences between forest and non-forest areas [11,12]. Hu et al. and Zhou et al. combined shape, spatial relation, and other features to perform a bottom-up cluster-based iterative algorithm to extract forest information according to seed primitives [13,14].

Though the HSRI provides lower spectrum bands, it provides rich spatial information, which enriches the classification and spectral statistics of objects. Various details and complex texture changes of HSRI lead to tremendous difficulties in the analysis and extraction of information. Although some simple features can be selected for classification, deep features of HSRI that are unexcavated lead to the underutilization of tremendous information.

With the development of science and technology, deep-learning technology has alleviated the lack of learning and application of high-level features in traditional research. In scene classification [15-18], target detection [19-21], semantic segmentation [22,23], thematic feature extraction [24-26], and so on, CNN's multi-layer feature learning proved its effectiveness [27]. In recent years, scholars have also applied CNN in the extraction of forest information. Some researchers apply multi-spectral data, hyperspectral data, LiDAR data, and other multi-source data as input data for the CNN model [28-31]. Multiple data is able to obtain rich feature information [32]. However, the acquisition of LiDAR data is difficult, and the integration with other data is more complicated. Meanwhile, the same problem exists with multi-source data. These methods are generally classified as the pixel-level classification, that is, all pixels in the
image are classified by a sliding window. However, the limitations of this pixel-level classification method are very large because there are ‘similar objects with different spectrums’ and ‘different objects with similar spectrums’. Therefore, extracted forest maps are usually significantly influenced by ‘salt and pepper’ noise.

Based on the Geographic Object-based Image Analysis (GeOBIA) [33], this paper proposes an HSRI forest extraction method. In the data-processing stage, a false color fusion image was obtained from preprocessed GF-1 image and served as the input of CNN. Then, a model obtained for identifying forest type by parameter adjustment. At last, the majority voting strategy was adopted to perform forest types classification on segmentation results to obtain fine extraction result of forest categories.

2. Data and Methods

As shown in Figure 1, the workflow of the experiment was divided into three stages: (1) Sample set construction, (2) Model training and testing, and (3) Classification and Evaluation.

In the data set construction stage, a raw image generated by GF-1, which was acquired in 2019, was firstly synthesized to serve as the input data of the neural network by carrying out false color fusion. After that, the false color image was under-segmented by MRS using its texture information. The multi-resolution under-segmentation algorithm can not only ensure high homogeneity inside segmented objects, but it also generates multi-scale segmented objects according to the scale characteristics of different objects. Then, training data points and validation data points were selected in the study area, while test data points were generated from the segmentation result. In the next stage, a neural network was trained by the training dataset. Through adjustment and optimization of parameters, the trained neural network had the ability to identify the vegetation category of test data points. In the final step, classified test data points were spatially correlated with the segmentation result, and the regional majority voting algorithm was applied to obtain the classification results.

![Figure 1. Workflow of forest types identification using object-based CNN.](image)

2.1. Data Sources and Study Area

The GF-1 satellite image used in the experiment was provided by the China Aero Geophysical Survey & Remote Sensing Center for Natural Resources. The GF-1 image
consists of four spectral bands: red, green, blue, and near infrared. The experimental data is obtained by image fusion of 2 meters and 8 meters image. The study area is Yakeshi City, which is located in the middle of Hulun Buir and the western slope of the middle section of the Greater Khingan Range of China, and is illustrated in Figure 2. The geographical coordinate center of the study area is 120°46'15"E, 49°02'30"N, and the image size is 14796 pixels × 15380 pixels. Forest coverage in the Greater Khingan Range is relatively high. Considering the near-infrared bands are sensitive to vegetation reflection and three-band data are required by Alexnet network, near-infrared, red, and green bands were selected to synthesize the false color image as the input data for the CNN network. The study area was classified into 7 ground object categories based on field investigation. The study area was classified into arbor, shrub, sparse wood, grass, farmland, construction and water. The image of the study area is shown in Figure 2. The field photographs of the ground object categories and the corresponding visual features of the false color high spatial resolution image are shown in Figure 3, which also served as the visual interpretation base for selecting the training sample.

Figure 2. The raw image data.
Figure 3. Field data and class features: (a) arbor; (b) shrub; (c) sparse wood; (d) grass; (e) farmland; (f) image visual features.

2.2. Multi-resolution Image Segmentation

MRS can be understood as a bottom-up region-growing process, starting from seed pixels, continuously merging under specific criteria to generate non-overlapping segmented objects [34], which is the key basic work of transforming remote sensing images from discrete regular pixels into homogeneous image object primitives [35,36], is the foundation for GeOBIA; however, confirming the best segmentation scale is still a challenge. According to the Estimation of Scale Parameter (ESP) algorithm and the Local Variance (LV) of the object heterogeneity in the scene, the variation of heterogeneity at different scales can be estimated [37]. The ideal segmentation scale can be obtained according to change rate of LV [38]. The curves of LV and ROC-LV at different scales presented in Figure 4 show that ROC-LV tended to be stable from the scale of 30. Therefore, the scale parameter trend graph and the boundary of typical ground object categories were combined to obtain the 30 scale as the final segmentation scale of the study area. At the same time, the segmentation results of several typical ground object categories under scale 30 are shown in Figure 5, which show that the segmented objects not only ensured consistency within the categories, but also the segmented boundaries distinguished different types of ground objects very well.

Figure 4. Estimation of segmentation scale parameter.
2.3. The Sample Set

Through continuous iterative learning by using training samples, and simultaneously optimizing and adjusting parameters of neural network, CNN acquires multi-layer abstract data features. Test data can be classified by the extracted deep features. Traditional machine learning classification methods utilize manually set features to train the model and get the classification results of data [39]. The selection of sample points categories referred to natural geographical data, natural resource interpretation data from 2016 to 2017, and field investigation data in August 2019. The data set of sample points was established manually by using ArcGIS software. Independency and non-repetition were the principles of the training set for the selection and labeling of the validation set. The distribution of sample points followed the principle of the overall distribution. The number of sample points referred to the proportional area of each ground object category. The input data of CNN was obtained by setting the size manually according to point sample coordinates information. Detailed information about the training and test sample sets is given in Table 1.

| Class       | 2019 train | 2019 validation |
|-------------|------------|-----------------|
| arbor       | 6906       | 2432            |
| construction| 290        | 132             |
| farmland    | 12196      | 3910            |
| grass       | 7733       | 3617            |
| shrub       | 633        | 231             |
| aPARSE      | 1036       | 357             |
| water       | 149        | 118             |

Table 1. The number of ground feature categories in the data set.
2.4. Alexnet Network

Alexnet was proposed by Alex in 2012 for classifying large image datasets, and won the championship of the annual image recognition competition [40]. This made CNN prosper again and gradually became the core algorithm for image classification. The size of the three-channel input image is 227 x 227. Alexnet consists of eight layers with weights, including 5 convolutional layers and 3 fully connected layers. The maximum pooling layer is connected to the first, second, and fifth convolutional layers respectively. The softmax classifier, which is linked by the output of the last layer of the fully connected layers, can be used to classify image into more than 1000 categories.

The structure of the Alexnet network is illustrated in Figure 7.

In order to reduce the impact of artificially selected samples, 80% of the sample points were selected from the training samples randomly before training all scale network models. These sample points were used as training samples and validation samples in a ratio of 4:1 in the model training. The initial learning rate of the network model was set as 0.01. Restricted by hardware conditions, it was impossible to input all data into the network at one time. By setting the batch size to 100, the input of multiple data was achieved. The epoch represents one traversal of all data and was set as 200 according to the validation precision. Meanwhile, to avoid overfitting of the network, the dropout rate was set as 0.5.

![Figure 6. Several types of sample legends.](image)

![Figure 7. The network structure of Alexnet. Conv: convolution layer; Max pooling: maximum pooling layer; FC: fully connected layer. The numbers below the figures are the sizes and dimensions of data or features.](image)
2.5. Regional Majority Voting

Generally, the shapes of the segmented objects generated by MRS are diverse, which results in it being incapable of ensuring the accuracy of object classification when only the central point of the region is used as the category identification benchmark. So, to solve the related problems, Lv et al. (2018)[7] proposed a majority voting strategy for region-based forest cover types classification by using CNN. The ideas and steps of the majority voting algorithm are as follows.

1. Center point generation: For a polygon $V$ with $n$ vertices, the coordinates of the center point can be calculated by Equation 3:

$$ C = \frac{1}{n} \sum_{i=1}^{n} V_i $$

where $V_1 V_2 \ldots V_{n-1} V_n$ are the vertex coordinates of the polygon $V$.

2. Random point generation: A specified number of random points can be generated by the polygon constraint. The random points should be in the coordinate range of the polygon domain. A random function was used to generate random points, by constraining $x$ and $y$ coordinates of the polygon domain. Then, the random points were determined to be in-plane or not using geometry properties of the polygon. If the condition was satisfied, the specified number of random points could be generated by continuously repeating the random points generation process.

3. The center points and random points were combined to obtain the test points for the vegetation region. The trained model was used to predict and assign the categories of the test points, then each test point was assigned to the corresponding category. Through the spatial correlation between test points and segmentation results of the vegetation region, the final classification result can be obtained by using the regional majority voting algorithm.

The implementation process of the majority voting algorithm is detailed in Figure 8.

3. Experiments

3.1 Classification Results

According to the segmentation results of the study region, a center point and six random points were respectively generated for each object, and they were combined into test points afterwards. The test points were then inputted into the trained network model and assigned category attributes. Test points with category information were spatially associated with the segmentation results, and the regional majority voting was performed to obtain category information of each segmented object. At this point, the study area contained a total of seven categories (arbor, shrub, sparse wood, grass, farmland, water and construction). As the
purpose of the study was to extract forest types, the non-forest object attributes were all assigned as the other category (background category). And then adjacent objects of the same category were combined into one object. The final classification result of the study area included four categories: three types of forest categories (arbor, shrub, and sparse wood) and non-forest. The result of forest extraction types is shown respectively in Figure 9.

Figure 9. Classification result.

3.2 Accuracy evaluation

As Figure 9 shows, the voting strategy which the category of an object is determined by multiple test points scattered within the object based MRS made a good classification result. The learning process of the CNN network model is to update the model parameters continuously through the input images, thereby learning the middle- and high-level features of the input data and then classifying the data according to those multi-layer features. The quantitative evaluation of classification results to the forest types can further verify the applicability of CNN in classifying the forest types.

Table 2. The number of ground feature categories in the data set.

| Year | Accuracy | Kappa |
|------|----------|-------|
| 2019 | 0.88     | 0.84  |

4. Conclusions

Compared with medium and low spatial resolution images, HSRI contains a large volume of spatial details of ground objects (texture, shape, size, etc.), and the technical difficulties of spatial analysis and information extraction are significantly increased. The deep learning method does not need to manually design the feature extractor, but it can be obtained by automatic machine learning, which is especially suitable for changeable natural data and has a strong generalization ability and robustness.

From the experimental results, CNN intelligent identification can realize the fine extraction of ground objects by learning the middle- and high-level features of ground objects. Through the learning of domain spatial information, complex sparse wood and grassland with high similarity to shrubs can be extracted completely and accurately.
However, the classification results of the proposed method depend on the segmentation results of MRS. The selection of segmentation scale affects the integrity of the ground features and the accuracy of the boundaries. The selection of an optimal segmentation scale is one of the focuses of future research.
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