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Abstract. Two key challenges in optimal control include efficiently solving high-dimensional problems and handling optimal control problems with state-dependent running costs. In this paper, we consider a class of optimal control problems whose running costs consist of a quadratic on the control variable and a convex, non-negative, piecewise affine function on the state variable. We provide the analytical solution for this class of optimal control problems as well as a Hopf-type representation formula for the corresponding Hamilton-Jacobi partial differential equations. Finally, we propose efficient numerical algorithms based on our Hopf-type representation formula, convex optimization algorithms, and min-plus techniques. We present several high-dimensional numerical examples, which demonstrate that our algorithms overcome the curse of dimensionality. We also describe a field-programmable gate array (FPGA) implementation of our numerical solver whose latency scales linearly in the spatial dimension and that achieves approximately a 40 times speedup compared to a parallelized central processing unit (CPU) implementation. Thus, our numerical results demonstrate the promising performance boosts that FPGAs are able to achieve over CPUs. As such, our proposed methods have the poten-
tial to serve as a building block for solving more complicated high-dimensional optimal control problems in real-time.
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1 Introduction

Optimal control problems find applications in many practical problems, including trajectory planning [15,78,23,75,61], robot manipulator control [62,48,55,33,13], and humanoid robot control [30,32,67,65,81,25]. We formulate a general continuous finite time horizon optimal control problem mathematically as follows:

\[
V(x, t) = \min \left\{ \int_{0}^{t} \ell(x(s), s, \alpha(s)) ds + \Phi(x(0)) \right\},
\]

where \( x(s) : [0, t] \rightarrow \mathbb{R}^{n} \) is a trajectory satisfying the following backward ordinary differential equation (ODE):

\[
\begin{align*}
\dot{x}(s) &= f(x(s), s, \alpha(s)) & s \in (0, t), \\
x(t) &= x.
\end{align*}
\]

In the optimal control problem (1), the variables \( x \in \mathbb{R}^{n} \) and \( t \in (0, +\infty) \) denote the terminal position and the time horizon, respectively. Let \( A \) be the control space, which is a subset of a Euclidean space. Then, the function \( \ell : \mathbb{R}^{n} \times [0, t] \times A \rightarrow \mathbb{R} \) is called the running cost, the function \( \Phi : \mathbb{R}^{n} \rightarrow \mathbb{R} \) is called the initial cost, and the objective function in (1) is called the cost of a control \( \alpha : [0, t] \rightarrow A \) and the corresponding trajectory \( x(\cdot) \). Under some assumptions, the value function \( V \), as defined in (1), solves the following Hamilton-Jacobi partial differential equation (HJ PDE):

\[
\begin{align*}
\frac{\partial V}{\partial t}(x, t) + H(x, t, \nabla_x V(x, t)) &= 0 & x \in \mathbb{R}^{n}, t \in (0, +\infty), \\
V(x, 0) &= \Phi(x) & x \in \mathbb{R}^{n},
\end{align*}
\]

where the Hamiltonian \( H : \mathbb{R}^{n} \times [0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R} \) is defined using the functions \( f \) and \( \ell \) in the optimal control problem (1) and the initial condition is given by the initial cost \( \Phi \). Solving the optimal control problem (1) and solving the corresponding HJ PDE (3) are intrinsically linked. For example, it is well-known that the optimal control in (1) can be recovered from the spatial gradient \( \nabla_x V(x, t) \) of the viscosity solution \( V \) to the HJ PDE (3) (see [7], for instance).

An active area of research in optimal control and the study of HJ PDEs is the development of numerical methods for high-dimensional problems. Many practical engineering applications are formulated in high dimensions. For example, multi-agent path planning problems involve several agents, and each
agent has several degrees of freedom, such as positions, velocities, and angles. As a result, the corresponding state spaces for these problems have high dimension (usually greater than five). However, the computational complexity of standard grid-based numerical algorithms for solving HJ PDEs, such as ENO [74], WENO [27], and DG [43], scales exponentially with respect to the dimension. This exponential scaling in dimension is often referred to as the “curse of dimensionality” [9]. Due to the curse of dimensionality, these grid-based methods are infeasible for solving high-dimensional problems, e.g., for dimensions greater than five. Several grid-free methods have been proposed to overcome or mitigate the curse of dimensionality, which include, but are not limited to, optimization methods [16,22,19,21,82,60], max-plus methods [1,2,29,31,67,66,55,67,68], tensor decomposition techniques [27,42,81], sparse grids [11,36,53], polynomial approximation [51,52], model order reduction [4,58], dynamic programming and reinforcement learning [3,10,33], and neural networks [56,60,64,80,18,20,17,70,71,49,50,73].

However, many grid-free methods still rely on approximations. Instead of approximating the solution space by a finite-dimensional space (as grid-based methods do), grid-free methods often approximate the original optimal control problem by some simpler, more easily computable optimal control problems. In doing so, the solution to the original problem is approximated using the solutions to the simpler ones. Thus, an important research direction is to enlarge the class of optimal control problems with easily computable solutions; such problems and their corresponding exact solvers can then serve as building blocks for solving more complicated optimal control problems. Some well-known techniques for solving optimal control problems that often serve as these building blocks include: the linear-quadratic regulator (LQR) [64,79,66,15], which corresponds to optimal control problems with certain quadratic running costs and initial costs; the Hopf and Lax-Oleinik representation formulas [16,19,22,82], which correspond to optimal control problems whose running costs do not depend on the state variable; and the max-plus (or min-plus) technique [1,2,29,31,67,66,55,67,68], which corresponds to optimal control problems whose running costs or initial costs are the maximum (or minimum) of several simpler functions. However, there are still many more classes of optimal control problems that cannot be solved (exactly) using these techniques. For example, optimal control problems with state-dependent running costs are, in general, difficult to solve without approximations. To this end, [14] recently provided a Lax-Oleinik-type formula and corresponding exact numerical solver for certain optimal control problems with running costs quadratic in the state variable and certain constraints on the control variable. However, to our knowledge, there is no numerically-computable representation formula in the literature for optimal control problems with non-quadratic, state-dependent running costs.

In this paper, we consider a class of optimal control problems whose running costs consist of a quadratic on the control variable and a convex, non-negative, piecewise affine function on the state variable. We provide the analytical solution to this class of optimal control problems as well as a Hopf-type rep-
presentation formula for the corresponding HJ PDEs. Moreover, we show that the analytical solutions to these problems with convex initial costs and certain non-convex initial costs are easily and efficiently computable in high dimensions using convex optimization algorithms and min-plus techniques. As such, the results of this paper enlarge the class of easily computable optimal control problems, and thus, our proposed methods have the potential to serve as a building block for solving more complicated optimal control problems. More specifically, since the running cost is non-smooth with respect to the state variable, our proposed methods could be helpful in solving some non-smooth optimal control problems.

The organization of this paper is as follows. In Section 2, we present the class of optimal control problems and HJ PDEs considered in this paper as well as the analytical solutions of these problems. More specifically, we analyze the one-dimensional problems in Section 2.1, we consider a class of separable high-dimensional problems in Section 2.2, and we provide the Hopf-type representation formula for the general high-dimensional case in Section 2.3. In Section 2.4, we use min-plus techniques to extend the Hopf-type formula from Section 2.3 to solve the general high-dimensional problem with a certain class of non-convex initial costs. In Section 3, we propose efficient numerical solvers for these problems and present some high-dimensional numerical results. Quadratic initial costs are considered in Section 3.1, and the corresponding numerical solver serves as a building block for the algorithm in Section 3.2, which handles more general convex initial costs. Then, in Section 3.3, we generalize our proposed algorithms from the previous sections to handle the class of non-convex initial costs discussed in Section 2.4. Several high-dimensional numerical results as well as the computational runtime for each example are provided in each of these subsections to demonstrate the performance of our proposed algorithms. In Section 3.4, we present an implementation of the numerical solver from Section 3.1 on a field-programmable gate array (FPGA) and some corresponding numerical results, which demonstrate the promising performance boosts FPGAs are able to achieve in comparison to CPUs. Finally, in Section 4, we make some concluding remarks and list some possible future directions. Some technical lemmas and computations for the proofs and the numerical algorithms are provided in the Appendix.

2 Analytical solutions

In this section, we provide the analytical solution to the following optimal control problem:

\[
V(\mathbf{x}, t) = \inf \left\{ \int_0^t \left( \frac{1}{2} \| \mathbf{x}'(s) \|^2_{L^2} - U(\mathbf{x}(s)) \right) ds + \Phi(\mathbf{x}(0)) : \mathbf{x}(t) = \mathbf{x} \right\},
\]

where \( t > 0 \) is the time horizon, \( \mathbf{x} \in \mathbb{R}^n \) is the terminal position, \( \mathbf{x}(\cdot) : [0, t] \rightarrow \mathbb{R}^n \) is a locally Lipschitz function, and \( \mathbf{x}'(s) \) denotes its derivative at time \( s \), which exists at \( s \in (0, t) \) almost everywhere. Here, \( M \) is a positive definite
matrix with \( n \) rows and \( n \) columns. The matrix \( M \) and its inverse respectively define the norms \( \| \cdot \|_M : \mathbb{R}^n \to \mathbb{R} \) and \( \| \cdot \|_{M^{-1}} : \mathbb{R}^n \to \mathbb{R} \) by
\[
\| v \|_M := \sqrt{\langle v, Mv \rangle}, \quad \| v \|_{M^{-1}} := \sqrt{\langle v, M^{-1}v \rangle} \quad \forall \ v \in \mathbb{R}^n,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the standard Euclidean inner product in \( \mathbb{R}^n \). The potential energy is given by \( U : \mathbb{R}^n \to (-\infty, 0] \), which is a piecewise affine concave function satisfying some assumptions. The initial cost is given by the continuous function \( \Phi : \mathbb{R}^n \to \mathbb{R} \). In the remainder of this paper, if not mentioned specifically, we use bold characters to denote high-dimensional vectors in \( \mathbb{R}^n \), and we use \( x_i \) to denote the \( i \)-th component of a high-dimensional vector \( x \in \mathbb{R}^n \).

To avoid the ambiguity of a trajectory and a vector, we use \( x(\cdot) \) to denote the trajectory, which is a function of the time variable, and we use \( x \) to denote the vector.

The corresponding HJ PDE reads:
\[
\begin{align*}
\frac{\partial V}{\partial t}(x, t) + \frac{1}{2} \| \nabla_x V(x, t) \|_M^2 + U(x) &= 0 & x \in \mathbb{R}^n, t \in (0, +\infty), \\
V(x, 0) &= \Phi(x) & x \in \mathbb{R}^n,
\end{align*}
\]
where the potential energy \( U \), the matrix \( M \), and the initial data \( \Phi \) are the corresponding quantities in (4).

In what follows, we provide analytical solutions to the optimal control problem (4) and the corresponding HJ PDE (5) under various assumptions. In Section 2.1, we solve the one-dimensional problems with convex initial cost \( \Phi \). Then, in Section 2.2, we use the functions defined in Section 2.1 to solve the high-dimensional problems, where \( M \) is the identity matrix, \( \Phi \) is convex, and \( U \) has a specific form. In Section 2.3, we solve the high-dimensional problems, where \( \Phi \) is convex and \( M \) and \( U \) satisfy more general assumptions. Finally, in Section 2.4, we consider a certain class of non-convex initial costs \( \Phi \), and we generalize the representation formulas provided in Sections 2.1, 2.2, and 2.3 to handle this case using min-plus techniques.

2.1 One-dimensional case

In this section, we solve the one-dimensional versions of the problems (4) and (5). More specifically, we consider the following one-dimensional optimal control problem:
\[
V(x, t) = \inf \left\{ \int_0^t \left[ \frac{\left( \dot{x}(s) \right)^2}{2} - U(x(s)) \right] \, ds + \Phi(x(0)) : \ x(t) = x \right\},
\]
where \( U : \mathbb{R} \to (-\infty, 0] \) is the 1-homogeneous concave function defined by
\[
U(x) = \begin{cases} 
-ax & x \geq 0, \\
-bx & x < 0,
\end{cases}
\]
with \( a, b > 0 \).
for some positive constants $a$ and $b$. The corresponding HJ PDE reads:

$$\begin{cases}
\frac{\partial V}{\partial t}(x, t) + \frac{1}{2} (\nabla_x V(x, t))^2 + U(x) = 0 & x \in \mathbb{R}, t \in (0, +\infty), \\
V(x, 0) = \Phi(x) & x \in \mathbb{R}.
\end{cases} \tag{8}$$

In this section, we provide the analytical solution to the one-dimensional optimal control problem (6). We also present a Hopf-type representation formula for the viscosity solution to the one-dimensional HJ PDE (8).

In this section, we provide the analytical solution to the one-dimensional optimal control problem (6). We also present a Hopf-type representation formula for the viscosity solution to the one-dimensional HJ PDE (8).

First, we consider the case when the initial cost $\Phi$ is linear, i.e., when $\Phi(x) = px$ holds for some $p \in \mathbb{R}$. In this case, we denote the solution to the HJ PDE (8) by $\mathbb{R} \times [0, +\infty) \ni (x, t) \mapsto V(x, t; p, a, b)$, and we denote the optimal trajectory in (6) by $[0, t] \ni s \mapsto \gamma(s; x, t, p, a, b) \in \mathbb{R}$. The function $V$ is a function of $x$ and $t$, which are, respectively, the terminal position and the time horizon in (6). The function $\gamma$ is a function of the current (running) time $s$ with five parameters: $x \in \mathbb{R}$, which is the slope of the initial cost $\Phi$, and $a, b > 0$, which are the two positive parameters in the potential function $U$. The function $\gamma$ is a function of the current (running) time $s$ with five parameters: $x \in \mathbb{R}$, $t > 0$, $p \in \mathbb{R}$, and $a, b > 0$, which have the same meaning as the corresponding variables and parameters in the function $V$. 

Fig. 1: An illustration of a two-dimensional slice of the sets $\Omega_1, \Omega_2, \Omega_3, \Omega_4, \Omega_5$ on the $tx$-plane.
If \( p \geq 0 \), we define the function \( \mathbb{R} \times [0, +\infty) \ni (x, t) \mapsto V(x, t; p, a, b) \in \mathbb{R} \) as follows:

\[
V(x, t; p, a, b) := \begin{cases} 
  f_1(x, t; p, a, b) & (x, t, p) \in \Omega_1, \\
  f_2(x, t; p, a, b) & (x, t, p) \in \Omega_2, \\
  f_3(x, t; p, a, b) & (x, t, p) \in \Omega_3, \\
  f_4(x, t; p, a, b) & (x, t, p) \in \Omega_4, \\
  f_5(x, t; p, a, b) & (x, t, p) \in \Omega_5,
\end{cases}
\]

(9)

where the five regions \( \{\Omega_i\}_{i=1}^5 \subset \mathbb{R} \times [0, +\infty) \times [0, +\infty) \) are defined by

\[
\begin{align*}
\Omega_1 & := \left\{ (x, t, p) \in \mathbb{R} \times [0, +\infty) \times [0, +\infty) : x \geq pt + \frac{a}{2} t^2 \right\}, \\
\Omega_2 & := \left\{ (x, t, p) : x < 0, t < \frac{p}{b} \right\} \cup \left\{ (x, t, p) : x < -\frac{b}{2} \left( t - \frac{p}{b} \right)^2, t \geq \frac{p}{b} \right\}, \\
\Omega_3 & := \left\{ (x, t, p) : 0 < x < pt + \frac{a}{2} t^2, t < \frac{p}{b} \right\} \cup \left\{ (x, t, p) : \frac{a}{2} \left( t - \frac{p}{b} \right)^2 \leq x < pt + \frac{a}{2} t^2, t \geq \frac{p}{b} \right\}, \\
\Omega_4 & := \left\{ (x, t, p) \in \mathbb{R} \times [0, +\infty) \times [0, +\infty) : 0 \leq x < \frac{a}{2} \left( t - \frac{p}{b} \right)^2, t \geq \frac{p}{b} \right\}, \\
\Omega_5 & := \left\{ (x, t, p) \in \mathbb{R} \times [0, +\infty) \times [0, +\infty) : -\frac{b}{2} \left( t - \frac{p}{b} \right)^2 \leq x < 0, t \geq \frac{p}{b} \right\},
\end{align*}
\]

(10)

and the five functions \( f_1, f_2, f_3, f_4, f_5 \) are defined by

\[
\begin{align*}
f_1(x, t; p, a, b) & := -\frac{a^2}{6} t^3 - \frac{a}{2} pt^2 + atx - \frac{1}{2} p^2 t + px, \\
f_2(x, t; p, a, b) & := -\frac{b^2}{6} t^3 + \frac{b}{2} pt^2 - \frac{1}{2} p^2 t + px - bt x, \\
f_3(x, t; p, a, b) & := \frac{a + b}{3(a + 2b)^2} \left( (bt - p)^3 + ((bt - p)^2 + 2x(a + 2b))^{3/2} \right) \\
& \quad - \frac{b}{a + 2b} (bt - p)x - \frac{b^2}{6} t^3 + \frac{b}{2} p^2 t - \frac{1}{2} p^2 t, \\
f_4(x, t; p, a, b) & := \frac{a^2}{3} \left( \frac{2x}{a} \right)^{3/2} - \frac{p^3}{6b}, \\
f_5(x, t; p, a, b) & := \frac{b^2}{3} \left( \frac{-2x}{b} \right)^{3/2} - \frac{p^3}{6b}.
\end{align*}
\]

(11)

An illustration of a two-dimensional slice of the sets \( \Omega_i, i = 1, \ldots, 5 \) for a fixed \( p \geq 0 \) is shown in Figure 11.

Now, we define the function \( [0, t] \ni s \mapsto \gamma(s; x, t, p, a, b) \in \mathbb{R} \) for \( p \geq 0 \). We define the function \( \gamma \) in five cases, which correspond to the five lines in (10), as follows:
1. When \((x, t, p) \in \Omega_1\) holds, which corresponds to the first line in (9), we define \(\gamma(s; x, t, p, a, b)\) by

\[
\gamma(s; x, t, p, a, b) := x - p(t - s) - \frac{a}{2}(t^2 - s^2) \quad \forall s \in [0, t].
\]

(12)

In this case, we have \(\gamma(s; x, t, p, a, b) \geq 0\) for all \(s \in [0, t]\).

2. When \((x, t, p) \in \Omega_2\) holds, which corresponds to the second line in (9), we define \(\gamma(s; x, t, p, a, b)\) by

\[
\gamma(s; x, t, p, a, b) := x - p(t - s) + \frac{b}{2}(t^2 - s^2) \quad \forall s \in [0, t].
\]

(13)

In this case, we have \(\gamma(s; x, t, p, a, b) \leq 0\) for all \(s \in [0, t]\).

3. When \((x, t, p) \in \Omega_3\) holds, which corresponds to the third line in (9), we define \(\gamma(s; x, t, p, a, b)\) by

\[
\gamma(s; x, t, p, a, b) := \begin{cases} 
- p(\tau - s) + \frac{b}{2}(\tau^2 - s^2) & s \in [0, \tau), \\
(p - b\tau)(s - \tau) + \frac{a}{2}(s - \tau)^2 & s \in [\tau, t],
\end{cases}
\]

(14)

where \(\tau \in \mathbb{R}\) is defined by

\[
\tau := \frac{(a + b)t + p - \sqrt{bt - p}^2 + 2(2b + a)x}{2b + a}.
\]

(15)

By straightforward calculation using \(0 \leq x \leq pt + \frac{a}{2}t^2\), we have \(\tau \in [0, t]\), and the function \(s \mapsto \gamma(s; x, t, p, a, b)\) is continuous in this case. Here, the trajectory \(\gamma\) is divided into two parts: \(\gamma(s; x, t, p, a, b) \leq 0\) for \(s \in [0, \tau)\) and \(\gamma(s; x, t, p, a, b) \geq 0\) for \(s \in [\tau, t]\).

4. When \((x, t, p) \in \Omega_4\) holds, which corresponds to the fourth line in (9), we define \(\gamma(s; x, t, p, a, b)\) by

\[
\gamma(s; x, t, p, a, b) := \begin{cases} 
\frac{1}{2b}(p - bs)^2 & s \in [0, \frac{p}{b}), \\
0 & s \in \left[\frac{p}{b}, t - \sqrt{\frac{2x}{a}}\right), \\
\frac{a}{2} \left(s - t + \sqrt{\frac{2x}{a}}\right)^2 & s \in \left[t - \sqrt{\frac{2x}{a}}, t\right].
\end{cases}
\]

(16)

By straightforward calculation using \((x, t, p) \in \Omega_4\), we have \(0 \leq \frac{p}{b} \leq t - \sqrt{\frac{2x}{a}} \leq t\) and the function \(s \mapsto \gamma(s; x, t, p, a, b)\) is continuous. Therefore, in this case, the trajectory \(\gamma\) is divided into three parts: \(\gamma(s; x, t, p, a, b) \leq 0\) in the first time period \(s \in [0, \frac{p}{b})\), it remains zero in the second time period \(\left[\frac{p}{b}, t - \sqrt{\frac{2x}{a}}\right]\), and it becomes non-negative in the third time period \(\left[t - \sqrt{\frac{2x}{a}}, t\right]\).
5. When \((x, t, p) \in \Omega_5\) holds, which corresponds to the fifth line in (9), we define \(\gamma(s; x, t, p, a, b)\) by

\[
\gamma(s; x, t, p, a, b) := \begin{cases} 
-\frac{1}{2b}(p - bs)^2 & s \in \left[0, \frac{p}{b}\right), \\
0 & s \in \left[\frac{p}{b}, t - \sqrt{\frac{2|x|}{b}}\right), \\
\frac{b}{2}\left(s - t + \sqrt{\frac{2|x|}{b}}\right)^2 & s \in \left[t - \sqrt{\frac{2|x|}{b}}, t\right].
\end{cases}
\]  

(17)

By straightforward calculation using \((x, t, p) \in \Omega_5\), we have \(0 \leq \frac{p}{b} \leq t - \sqrt{\frac{2|x|}{b}} \leq t\) and the function \(s \mapsto \gamma(s; x, t, p, a, b)\) is continuous. Therefore, in this case, the trajectory is divided into three parts: the trajectory \(\gamma\) is negative in the first time period \([0, \frac{p}{b}]\), it remains zero in the second time period \([\frac{p}{b}, t - \sqrt{\frac{2|x|}{b}}]\), and it becomes non-positive again in the third time period \([t - \sqrt{\frac{2|x|}{b}}, t]\).

So far, we have provided the analytical solution of the one-dimensional optimal control problem (6) and the corresponding HJ PDE (8), with initial cost \(\Phi(x) = px\) for some \(p \geq 0\). When the initial cost is \(\Phi(x) = px\) for some \(p < 0\), we define the function \(x, t, p, a, b\) is continuous. Therefore, \(\forall \gamma \in R\) for \(p < 0\) is defined by

\[
V(x, t; p, a, b) := V(-x, t; -p, b, a) \quad \forall x \in R, t \geq 0,
\]  

(18)

where \(V(-x, t; -p, b, a)\) on the right-hand side is defined by (9) since \(-p\) is positive. Similarly, the optimal trajectory \([0, t] \ni s \mapsto \gamma(s; x, t, p, a, b) \in R\) for \(p < 0\) is defined by

\[
\gamma(s; x, t, p, a, b) := -\gamma(-s; -x, t, -p, b, a) \quad \forall s \in [0, t],
\]  

(19)

where the right-hand side is well-defined using (12), (13), (14), (16), and (17) for different cases.

Now, we consider a general convex initial cost \(\Phi: R \to R\). The corresponding HJ PDE is solved using the following Hopf-type formula:

\[
V(x, t) = \sup_{p \in R} \{V(x, t; p, a, b) - \Phi^*(p)\} \quad \forall x \in R, t \geq 0,
\]  

(20)

where the function \(V(x, t; p, a, b)\) on the right-hand side is defined by (9) and (13), and the function \(\Phi^*\) on the right-hand side is the Legendre-Fenchel transform of the initial cost \(\Phi\). By a one-dimensional corollary of Lemma A9 the function value \(V(x, t)\) defined in (20) is finite and the maximizer in (20) exists. Moreover, for any positive time horizon \(t > 0\), the maximizer is unique and we denote the unique maximizer by \(p^*(x, t) \in R\). Then, the optimal trajectory \([0, t] \ni s \mapsto \gamma(s; x, t) \in R\) is defined by

\[
\gamma(s; x, t) := \gamma(s; x, t, p^*(x, t), a, b) \quad \forall s \in [0, t],
\]  

(21)
where the function $\gamma(s; x, t, p, a, b)$ on the right-hand side is defined by (12), (13), (14), (15), (17), and (19) for different cases of $x, t$ and $p$.

Next, we provide some theoretical properties for the functions $V$ and $\gamma$ defined above. In Proposition 21, we prove that, under some assumptions, the function $V$ defined above is indeed the unique viscosity solution to the HJ PDE (8). In Proposition 22, we show that the function $\gamma$ is the unique optimal trajectory of the optimal control problem (6), whose optimal value equals $V(x, t)$.

**Proposition 21.** Let $\Phi: \mathbb{R} \to \mathbb{R}$ be a convex function. Let $a, b > 0$ be positive constants and $U: \mathbb{R} \to \mathbb{R}$ be defined by (7) with parameters $a$ and $b$. Let $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ be the function defined in (20). Then, the following statements hold:

(a) The function $V$ is a continuously differentiable solution to the HJ PDE (8).
(b) If $\Phi$ satisfies

$$\left| \Phi(x) - \Phi(y) \right| \leq C|y - y|(1 + |x|^\delta + |y|^\delta) \quad \forall x, y \in \mathbb{R},$$

for some constants $C \geq 0$ and $\delta \geq 0$, then the function $V$ is the unique viscosity solution to the HJ PDE (8) in the solution set $\mathcal{G}$ defined by

$$\mathcal{G} := \{ W \in C(\mathbb{R} \times [0, +\infty)) : \|W\|_R < \infty \forall R > 0, \exists \alpha \in \mathbb{R}, \forall T > 0, \exists C_T \in \mathbb{R} s.t. W(x, t) - \alpha x \geq C_T \forall x \in \mathbb{R}, \forall t \in [0, T]\},$$

where $\|W\|_R$ is defined by $\|W\|_R := \sup \{|W(x, t)| + |q| : (x, t) \in B_R(\mathbb{R}) \times [0, R], q \in D_x W(x, t)\}$, the set $B_R(\mathbb{R})$ denotes the closed ball in $\mathbb{R}$ with center 0 and radius $R$, and $D_x W(x, t)$ denotes the subdifferential of $W$ with respect to $x$ at $(x, t)$.

**Proof.** This is a corollary of Proposition 23.

**Proposition 22.** Let $\Phi: \mathbb{R} \to \mathbb{R}$ be a convex function satisfying (22) and $U$ be the function defined in (7) with parameters $a, b > 0$. Let $x \in \mathbb{R}$ and $t > 0$. Then, the unique optimal trajectory for the optimal control problem (6) is given by the function $[0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}$ defined in (21). Moreover, the optimal value of the optimal control problem (6) equals $V(x, t)$, as defined in (20).

**Proof.** This is a corollary of Proposition 23.

**Remark 21.** If $\Phi$ is a linear function, i.e., there exists a scalar $p \in \mathbb{R}$ such that $\Phi(x) = px$ holds for all $x \in \mathbb{R}$, then $\Phi$ satisfies the assumption (22). In this case, Proposition 21 shows that the function $(x, t) \mapsto V(x, t; p, a, b)$ defined in (8) and (18) (where $p$ is the slope of $\Phi$) is the unique continuously differentiable solution in the solution set $\mathcal{G}$ to the HJ PDE (8) with this linear initial data $\Phi$. Moreover, Proposition 22 shows that the trajectory $s \mapsto \gamma(s; x, t, p, a, b)$ defined by (12), (13), (14), (15), (17), and (19) for different cases is the unique optimal trajectory of the optimal control problem (6), whose optimal value equals $V(x, t; p, a, b)$.
2.2 Separable high-dimensional case

In this section, we consider a special case of the high-dimensional problems \((1)\) and \((5)\). To be specific, we consider the following high-dimensional optimal control problem:

\[
V(x, t) = \inf \left\{ \int_0^t \left( \frac{1}{2} ||\dot{x}(s)||^2 - U(x(s)) \right) \, ds + \Phi(x(0)) : x(t) = x \right\}.
\]

(23)

In the optimal control problem \((23)\), the initial cost \(\Phi: \mathbb{R}^n \to \mathbb{R}\) is a convex function, and the function \(U: \mathbb{R}^n \to (-\infty, 0]\) satisfies

\[
U(x) = \sum_{i=1}^n U_i(x_i) \quad \forall x = (x_1, \ldots, x_n) \in \mathbb{R}^n,
\]

where each function \(U_i: \mathbb{R} \to (-\infty, 0]\) is a 1-homogeneous concave function given by \((7)\) with positive constants \(a_i\) and \(b_i\). The corresponding HJ PDE reads:

\[
\begin{cases}
\frac{\partial V}{\partial t}(x, t) + \frac{1}{2} \|\nabla_x V(x, t)\|^2 + U(x) = 0 & x \in \mathbb{R}^n, t \in (0, +\infty), \\
V(x, 0) = \Phi(x) & x \in \mathbb{R}^n,
\end{cases}
\]

(24)

where the initial condition \(\Phi\) and the potential energy \(U\) are the corresponding functions in \((23)\).

We will see later that each component of the optimal trajectory is independent from each other as long as the initial momentum \(p^*\) is determined. In other words, the computation of the optimal trajectory can be done in parallel, and hence, we call this problem separable.

The solution \(V: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}\) is defined by the following Hopf-type formula:

\[
V(x, t) := \sup_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n V(x_i, t; p_i, a_i, b_i) - \Phi^*(p) \right\} \quad \forall x \in \mathbb{R}^n, t \geq 0,
\]

(25)

where the function \((x_i, t) \mapsto V(x_i, t; p_i, a_i, b_i)\) on the right-hand side is defined in \((9)\) and \((13)\). By Lemma \(A13\), the function value \(V(x, t)\) defined in \((25)\) is finite and the maximizer in \((25)\) exists. Moreover, for a positive time horizon \(t > 0\), the maximizer is unique and we denote the unique maximizer by \(p^* = (p^*_1, \ldots, p^*_n) \in \mathbb{R}^n\). Define the trajectory \([0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}^n\)

\[
\gamma(s; x, t) := (\gamma(s; x_1, t, p^*_1, a_1, b_1), \ldots, \gamma(s; x_n, t, p^*_n, a_n, b_n)) \quad \forall s \in [0, t],
\]

(26)

where the \(i\)-th element \(\gamma(s; x_i, t, p^*_i, a_i, b_i)\) on the right-hand side is the one-dimensional trajectory defined in \((12), (13), (14), (16), (17), \) and \((19)\) for different cases of \(x_i, t\) and \(p^*_i\). Note that the components of \(\gamma(s; x, t)\) are independent from each other, and hence they can be computed in parallel as long as \(p^*\) is known. Thus, we call this problem separable.

Now, we provide some theoretical guarantees for the functions \(V\) and \(\gamma\) defined above. Proposition \((23)\) shows that the function \(V\) is indeed the unique
viscosity solution to the HJ PDE \((24)\) under some assumptions. Moreover, Proposition \[23\] proves that the function \(\gamma\) is the unique optimal trajectory in \((23)\) under some assumptions and that the corresponding optimal value \(V(x, t)\) equals \((24)\).

**Proposition 23.** Let \(\Phi: \mathbb{R}^n \to \mathbb{R}\) be a convex function. Let \(\{a_i, b_i\}_{i=1}^n\) be positive constants and \(U_i: \mathbb{R} \to \mathbb{R}\) be defined by \((7)\) with constants \(a_i\) and \(b_i\) for each \(i \in \{1, \ldots, n\}\). Let \(V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}\) be the function defined in \((24)\). Then, the following results hold:

(a) The function \(V\) is a continuously differentiable solution to the HJ PDE \((24)\).

(b) Furthermore, assume \(\Phi\) satisfies
\[
|\Phi(x) - \Phi(y)| \leq C\|x - y\|(1 + \|x\|^\delta + \|y\|^\delta) \quad \forall x, y \in \mathbb{R}^n, \tag{27}
\]
for some constants \(C \geq 0\) and \(\delta \geq 0\). Then, the function \(V\) is the unique viscosity solution to the HJ PDE \((24)\) in the solution set \(\mathcal{G}\) defined by
\[
\mathcal{G} := \{W \in C(\mathbb{R}^n \times [0, +\infty)) : \|W\|_R < \infty \forall R > 0, \exists \alpha \in \mathbb{R}^n \text{ s.t. } \forall T > 0, \exists C_T \in \mathbb{R} \text{ s.t. } W(x, t) - (\alpha, x) \geq C_T \forall x \in \mathbb{R}^n, \forall t \in [0, T]\}, \tag{28}
\]
where \(\|W\|_R\) is defined by
\[
\|W\|_R := \sup\{|W(x, t)| + \|q\| : (x, t) \in B_R(\mathbb{R}^n) \times [0, R], q \in D_x W(x, t)\}, \tag{29}
\]
where the set \(B_R(\mathbb{R}^n)\) denotes the closed ball in \(\mathbb{R}^n\) with center \(0\) and radius \(R\) and \(D_x W(x, t)\) denotes the subdifferential of \(W\) with respect to \(x\) at \((x, t)\).

**Proof.** (a) By Lemma \[A8\] the function \(V\) is continuous in \(\mathbb{R}^n \times [0, +\infty)\). By Lemma \[A10\] the function \(V\) is continuously differentiable, and its gradient at any point \((x, t) \in \mathbb{R}^n \times (0, +\infty)\) satisfies
\[
\frac{\partial V(x, t)}{\partial t} = \sum_{i=1}^n \frac{\partial V}{\partial t}(x_i, t; p_i^*(x, t), a_i, b_i)
= - \sum_{i=1}^n \left( \frac{1}{2} \left( \frac{\partial V}{\partial x}(x_i, t; p_i^*(x, t), a_i, b_i) \right)^2 + U_i(x_i) \right)
= -\frac{1}{2} \|\nabla_x V(x, t)\|^2 - U(x),
\]
where \(p_i^*(x, t)\) denotes the \(i\)-th component of the unique maximizer in \((25)\) at \((x, t)\), the first and the third equalities hold by \((100)\), and the second equality holds since each function \((x_i, t) \mapsto V(x_i, t; p_i^*, a_i, b_i)\) satisfies their corresponding one-dimensional HJ PDE by Lemma \[A2\]. Hence, the function \(V\) satisfies the differential equation in \((24)\). Also, the initial condition is satisfied according to \((25)\) in the proof of Lemma \[A9\]. Therefore, the function \(V\) is a continuously differentiable solution to the HJ PDE \((24)\).
(b) To prove that the function $V$ is the unique viscosity solution in the solution set $\mathcal{G}$, we first prove that the function $V$ is in $\mathcal{G}$. Let $p$ be any vector in the domain of $\Phi^*$. By (25) and Lemma [A3] we have

$$V(x, t) \geq \sum_{i=1}^{n} V(x_i, t; p_i, a_i, b_i) - \Phi^*(p) \geq \sum_{i=1}^{n} (p_i x_i + C_i) - \Phi^*(p)$$

$$= \langle p, x \rangle + \sum_{i=1}^{n} C_i - \Phi^*(p),$$

for all $x \in \mathbb{R}^n$ and $t \geq 0$, where $C_i$ is the constant $C$ in the lower bound in Lemma [A3] with constants $a = a_i$, $b = b_i$, and $p = p_i$. Hence, $V$ is bounded below by an affine function. Then, to prove $V \in \mathcal{G}$, it remains to prove that $\|V\|_R$ is finite for all $R > 0$. Let $R > 0$ be an arbitrary number, and let $p^*(x, t)$ denote the set of maximizers in (25) for any $x \in \mathbb{R}^n$ and $t \geq 0$. If the set is a singleton, by a slight abuse of notation, we denote both the set and the element in the set by $p^*(x, t)$ and we denote the $i$-th component of the element by $p_i^*(x, t)$. By Lemma [A10] and straightforward computation, we get

$$D^-_x V(x, t) = \begin{cases} \{\nabla_x V(x, t)\} & x \in \mathbb{R}^n, t > 0, \\ \partial \Phi(x) = p^*(x, 0) & x \in \mathbb{R}^n, t = 0, \end{cases}$$

where

$$\{\nabla_x V(x, t)\} = \left\{ \left( \frac{\partial V(x_1, t; p_1^*(x, t), a_1, b_1)}{\partial x}, \ldots, \frac{\partial V(x_n, t; p_n^*(x, t), a_n, b_n)}{\partial x} \right) \right\}.$$ 

For any $x, p \in \mathbb{R}$ and $a, b > 0$, the function $x \mapsto V(x, 0; p, a, b)$ equals $xp$, and hence we get $\frac{\partial V(x, 0; p, a, b)}{\partial x} = p$. Therefore, (31) is simplified to

$$D^-_x V(x, t) = \left\{ \left( \frac{\partial V(x_1, t; p_1, a_1, b_1)}{\partial x}, \ldots, \frac{\partial V(x_n, t; p_n, a_n, b_n)}{\partial x} \right) : (p_1, \ldots, p_n) \in p^*(x, t) \right\}$$

(32)

for any $x \in \mathbb{R}^n, t \geq 0$. By Lemma [A3](e), the set $\{\|p\| : x \in B_R(\mathbb{R}^n), t \in [0, R], p \in p^*(x, t)\}$ is bounded for all $R > 0$, and we denote the bound by $R_p$. Then, by Lemma [A4] for all $x \in B_R(\mathbb{R}^n), t \in [0, R], p \in p^*(x, t)$, we get

$$\left\| \left( \frac{\partial V(x_1, t; p_1, a_1, b_1)}{\partial x}, \ldots, \frac{\partial V(x_n, t; p_n, a_n, b_n)}{\partial x} \right) \right\|$$

$$= \sqrt{\sum_{i=1}^{n} \left| \frac{\partial V(x, t; p_i, a_i, b_i)}{\partial x} \right|^2} \leq \sqrt{\sum_{i=1}^{n} C_i(R, R_p)^2},$$

(33)
where $C_i$ is the function in the upper bound defined in Lemma A4 for the parameters $a_i$ and $b_i$. (Note that in different contexts, we may reuse the notation $C_i$ to denote different bounds if there is no ambiguity.) Combining (32) and (33), we have

$$
\|V\|_R \leq \sup_{x \in B_R(\mathbb{R}), t \in [0,R]} |V(x, t)| + \sqrt{\sum_{i=1}^n C_i(R, R, R, p)^2} < +\infty.
$$

Therefore, $V$ is a function in $G$. We have proved in (a) that $V$ is a continuously differentiable solution, and hence, $V$ is a viscosity solution in $G$.

Then, we apply Lemma A11 to prove the uniqueness of the viscosity solution. To apply Lemma A11, we need to check its assumptions. The assumption on $\Phi$ is satisfied since $\Phi$ is a convex function satisfying (27). The assumption on $M$ is satisfied since $M$ is the identity matrix in this section. The assumption on $U$ is satisfied since $U$ is a non-positive 1-homogeneous concave function, which implies that $U$ is Lipschitz continuous. Now, it remains to check the assumption on $V$ in Lemma A11(b). Let $\alpha \in \mathbb{R}^n$ be a vector such that $x \mapsto \Phi(x) - \langle \alpha, x \rangle$ is bounded from below. The convexity of $\Phi$ implies that $\alpha$ is in the domain of $\Phi^\ast$. Using (30) with $p = \alpha$, we have that

$$
V(x, t) - \langle \alpha, x \rangle \geq \sum_{i=1}^n C_i - \Phi^\ast(\alpha) \in \mathbb{R}.
$$

In other words, the function $(x, t) \mapsto V(x, t) - \langle \alpha, x \rangle$ is bounded from below. Therefore, the assumptions for Lemma A11(b) holds, and the viscosity solution to (24) in $G$ is unique.

\[ \text{Proposition 24.} \]

Let $\Phi: \mathbb{R}^n \to \mathbb{R}$ be a convex function satisfying (27). Let $a_1, \ldots, a_n, b_1, \ldots, b_n$ be positive constants and $U_i: \mathbb{R} \to \mathbb{R}$ be defined by (7) with constants $a = a_i$ and $b = b_i$ for each $i \in \{1, \ldots, n\}$. Then, for any $x \in \mathbb{R}^n$ and $t > 0$, the unique optimal trajectory for the optimal control problem (23) is given by the function $[0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}^n$ defined in (26). Moreover, the optimal value of the optimal control problem equals $V(x, t)$ defined in (25).

\[ \text{Proof.} \]

Let $x \in \mathbb{R}^n$ and $t > 0$. In this proof, we write $\gamma(s)$ instead of $\gamma(s; x, t)$ whenever there is no ambiguity. By Lemma A5 and the definition of $\gamma$, we have

$$
\int_0^t \left( \frac{\|\dot{\gamma}(s)\|^2}{2} - U(\gamma(s)) \right) ds + \Phi(\gamma(0))
= \sum_{i=1}^n \int_0^t \left( \frac{\|\dot{\gamma}_i(s)\|^2}{2} - U_i(\gamma_i(s)) \right) ds + \Phi(\gamma(0))
= \sum_{i=1}^n V(x_i, t; p^*_i, a_i, b_i) - \langle p^*, \gamma(0) \rangle + \Phi(\gamma(0)),
$$

with

$$
\|V\|_R \leq \sup_{x \in B_R(\mathbb{R}), t \in [0,R]} |V(x, t)| + \sqrt{\sum_{i=1}^n C_i(R, R, R, p)^2} < +\infty.
$$
where $\gamma_i$ denotes the $i$-th component of $\gamma$ and $p^* = (p_1^*, \ldots, p_n^*)$ is the unique maximizer in (25). By Lemma A6, for each $i \in \{1, \ldots, n\}$, we have 
\[
\frac{\partial V}{\partial p}(x_i, t; p_i^*, a_i, b_i) = \gamma(0; x_i, t, p_i^*, a_i, b_i).
\]
Note that (25) is a concave optimization problem by Lemma A1 and the convexity of $\Phi^*$. Since $p^* = (p_1^*, \ldots, p_n^*)$ is the maximizer in (25), by the first order optimality condition, we have 
\[
\left(\frac{\partial V}{\partial p}(x_1, t; p_1^*, a_1, b_1), \ldots, \frac{\partial V}{\partial p}(x_n, t; p_n^*, a_n, b_n)\right) \in \partial \Phi^*(p^*),
\]
where $\partial \Phi^*$ denotes the subdifferential operator of $\Phi^*$. Therefore, we conclude that $\gamma(0) \in \partial \Phi^*(p^*)$, which implies that $\Phi(\gamma(0)) - \langle p^*, \gamma(0) \rangle + \Phi^*(p^*) = 0$. In other words, by (34), we have 
\[
\int_0^t \left(\frac{1}{2} \gamma(s)^2 - U(\gamma(s))\right) ds + \Phi(\gamma(0)) = \sum_{i=1}^n V(x_i, t; p_i^*, a_i, b_i) - \Phi^*(p^*) = V(x, t).
\]
Moreover, by Lemma A11(a) with $M$ being the identity matrix (whose assumptions are proved in the proof of Proposition 23(b)), the value $V(x, t)$ is the optimal value of the optimal control problem (23). Hence, the cost of $\gamma$ equals the optimal cost $V(x, t)$. By straightforward calculation, the function $\gamma$ is Lipschitz continuous and satisfies $\gamma(t) = x$. Therefore, $\gamma$ is an optimal trajectory, and the corresponding optimal value equals $V(x, t)$. The optimal trajectory is unique since the problem (23) is a strictly convex problem.

**Remark 22.** For the special case when $\Phi$ is a linear function, i.e., $\Phi(x) = \langle p, x \rangle$ for all $x \in \mathbb{R}^n$ and for some constant vector $p = (p_1, \ldots, p_n) \in \mathbb{R}^n$, the function $\Phi^*$ equals the indicator function of $\{p\}$, and hence the solution to the corresponding HJ PDE (24) reads:
\[
V(x, t) = \sum_{i=1}^n V(x_i, t; p_i^*, a_i, b_i) \quad \forall x \in \mathbb{R}^n, t \geq 0,
\]
where the function $V$ in the summation on the right-hand side is defined by (9) and (18). In this case, the optimal trajectory of the corresponding optimal control problem (23) equals
\[
\gamma(s; x, t) = (\gamma(s; x_1, t, p_1, a_1, b_1), \ldots, \gamma(s; x_n, t, p_n, a_n, b_n)) \quad \forall s \in [0, t],
\]
where each component $\gamma(s; x_i, t, p_i, a_i, b_i)$ on the right-hand side is defined by (12), (13), (14), (16), and (17) for different cases.
2.3 The general high-dimensional case

In this section, we provide the analytical solution to the high-dimensional problems \([4, 5]\) under more general assumptions. Assume there exists a vector \(u_0 \in \mathbb{R}^n\) such that the function \(x \mapsto U(x + u_0)\) is 1-homogeneous and there exists an invertible matrix \(P\) with \(n\) rows and \(n\) columns whose column vectors \(u_1, \ldots, u_n \in \mathbb{R}^n\) satisfy

\[
\{x \in \mathbb{R}^n : U(x + u_0) \geq -1\} = \text{co} \left( \bigcup_{j=1}^n \left\{ \frac{1}{a_j} u_j, -\frac{1}{b_j} u_j \right\} \right),
\]

for some positive scalars \(a_i, b_i > 0, i \in \{1, \ldots, n\}\), where \(\text{co} E\) denotes the convex hull of a set \(E\).

We define the function \(V : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}\) by the following Hopf-type formula:

\[
V(x, t) := \sup_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n V \left( (P^{-1}x - P^{-1}u_0)_i, t; p_i, a_i, b_i \right) - \tilde{\Phi}^*(p) \right\},
\]

for any \(x \in \mathbb{R}^n, t \geq 0\), where the function \(V\) in the summation on the right-hand side is defined by \([9]\) and \([13]\) and the function \(\tilde{\Phi}^*\) is the Legendre-Fenchel transform of the function \(\tilde{\Phi} : \mathbb{R}^n \to \mathbb{R}\), which is defined by

\[
\tilde{\Phi}(y) := \Phi(Py + u_0) \quad \forall y \in \mathbb{R}^n.
\]

By straightforward calculation, the function \(\tilde{\Phi}^*\) equals

\[
\tilde{\Phi}^*(p) = \Phi^* \left( (P^{-1})^T p \right) - \langle p, P^{-1}u_0 \rangle \quad \forall p \in \mathbb{R}^n.
\]

Hence, for any \(x \in \mathbb{R}^n\) and \(t \geq 0\), the Hopf-type formula \((36)\) can equivalently be formulated as:

\[
V(x, t) = \sup_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n V \left( (P^{-1}x - P^{-1}u_0)_i, t; p_i, a_i, b_i \right) - \Phi^* \left( (P^{-1})^T p \right) + \langle p, P^{-1}u_0 \rangle \right\}
\]

\[
= \sup_{q \in \mathbb{R}^n} \left\{ \sum_{i=1}^n V \left( (P^{-1}x - P^{-1}u_0)_i, t; (P^T q)_i, a_i, b_i \right) - \Phi^*(q) + \langle q, u_0 \rangle \right\},
\]

where the second equality holds by the change of variable \(q = (P^{-1})^T p\). Define the trajectory \([0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}^n\) by

\[
\gamma(s; x, t) := P\tilde{\gamma}(s; P^{-1}(x - u_0), t) + u_0,
\]

where the function \(s \mapsto \tilde{\gamma}(s; y, t)\) for any \(y = (y_1, \ldots, y_n) \in \mathbb{R}^n\) and \(t > 0\) is defined by

\[
\tilde{\gamma}(s; y, t) := (\gamma(s; y_1, t, p_1^*, a_1, b_1), \ldots, \gamma(s; y_n, t, p_n^*, a_n, b_n)) \quad \forall s \in [0, t],
\]
where $p^* = (p^*_1, \ldots, p^*_n)$ is the maximizer in (30) and the $i$-th component $\gamma(s; y_i, t, p^*_i, a_i, b_i)$ on the right-hand side is the one-dimensional trajectory defined by (12), (13), (14), (16), (17), and (19) for different cases of $y_i, t,$ and $p^*_i$. Note that for $t > 0$, by Lemma A1 the negative of the objective function in (36) is 1-coercive and strictly convex. Therefore, the optimal value $V(x, t)$ in (36) is finite, and the maximizer $p^*$ exists and is unique. Hence, the functions $V$ and $\gamma$ are well-defined.

The following propositions show that the functions $\gamma$ and $V$ defined above do indeed solve the problems (41) and (5). Proposition 25 proves that the function $V$ is the unique viscosity solution to the HJ PDE (5) under some assumptions. Proposition 26 shows that the function $\gamma$ is the unique optimal trajectory of the optimal control problem (4) under some assumptions and that the corresponding optimal value equals $V(x, t)$.

**Proposition 25.** Let $\Phi: \mathbb{R}^n \to \mathbb{R}$ be a convex function. Let $U: \mathbb{R}^n \to (-\infty, 0]$ be a piecewise affine concave function. Assume there exists a vector $u_0 \in \mathbb{R}^n$ such that $x \mapsto U(x + u_0)$ is 1-homogeneous and there exists an invertible matrix $P$ whose column vectors $u_1, \ldots, u_n \in \mathbb{R}^n$ satisfy (35) with the vector $u_0$ and some positive scalars $a_1, \ldots, a_n, b_1, \ldots, b_n > 0$. Let $M$ be a matrix with $n$ rows and $n$ columns satisfying $M = P P^T$. Let $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ be the function defined in (36). Then, the function $V$ is a continuously differentiable solution to the HJ PDE (5). Moreover, if $\Phi$ satisfies (27), the function $V$ is the unique viscosity solution to the HJ PDE (5) in the solution set $\mathcal{G}$ defined in (25).

**Proof.** Define $\tilde{V}: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R} \cup \{+\infty\}$ by

$$\tilde{V}(y, t) := V(Py + u_0, t) = \sup_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n V(y_i, t; p_i, a_i, b_i) - \tilde{\Phi}^*(p) \right\}, \tag{42}$$

for any $y \in \mathbb{R}^n, t \geq 0$, where the second equality follows directly from the definition of $V$ in (36). By definition (37), the function $\Phi$ is the composition of the convex function $\Phi$ with an affine map, and hence, $\Phi$ is also convex. By (42) and Proposition 23, $\tilde{V}$ is a continuously differentiable solution to the HJ PDE (24) with the convex initial data $\Phi$. By straightforward calculation, we have

$$\nabla \tilde{V}(y, t) = \left( P^T \nabla_x V(Py + u_0, t), \frac{\partial V}{\partial t}(Py + u_0, t) \right). \tag{43}$$

Applying (43) and the change of variable $x = Py + u_0$ to the HJ PDE (24), we conclude that $V$ is a continuously differentiable solution of the following PDE:

$$\begin{cases}
\frac{\partial V}{\partial t}(x, t) + \left( P^T \nabla_x V(x, t) \right)^2 \left( P^{-1} x - P^{-1} u_0 \right) = 0 & x \in \mathbb{R}^n, t > 0, \\
V(x, 0) = \Phi(x) & x \in \mathbb{R}^n. \tag{44}
\end{cases}$$
Since we assume $M = PP^T$, after some computation, we get that
\[
\frac{1}{2} \|PP^T \nabla_x V(x, t)\|^2 = \frac{1}{2} \nabla_x V(x, t)^T PPP^T \nabla_x V(x, t) = \frac{1}{2} \nabla_x V(x, t)^T M \nabla_x V(x, t)
\]
\[
= \frac{1}{2} \|\nabla_x V(x, t)\|^2.
\]

Then, to prove that $V$ solves \((5)\), it suffices to prove that $\tilde{U} = U$, where $\tilde{U}: \mathbb{R}^n \to (-\infty, 0]$ is defined by
\[
\tilde{U}(x) := \sum_{i=1}^n U_i((P^{-1} x - P^{-1} u_0)_{i}) \quad \forall x \in \mathbb{R}^n.
\]

Recall that each function $U_i: \mathbb{R} \to (-\infty, 0]$ is 1-homogeneous, and hence, the function $x \mapsto \tilde{U}(x + u_0) = \sum_{i=1}^n U_i((P^{-1} x)_{i}) \in (-\infty, 0]$ is also 1-homogeneous. Since any non-positive 1-homogeneous function is uniquely determined by its superlevel set at $-1$, to prove $\tilde{U} = U$, it suffices to prove
\[
\{ x \in \mathbb{R}^n : \tilde{U}(x + u_0) \geq -1 \} = \{ x \in \mathbb{R}^n : U(x + u_0) \geq -1 \}. \tag{45}
\]

Denote by $\Delta_n$ the simplex set, i.e. define $\Delta_n$ by
\[
\Delta_n := \{ (\alpha_1, \ldots, \alpha_n) \in [0, 1]^n : \sum_{i=1}^n \alpha_i = 1 \}.
\]

By straightforward calculation, we have
\[
\{ x \in \mathbb{R}^n : \tilde{U}(x + u_0) \geq -1 \}
\]
\[
= \left\{ x \in \mathbb{R}^n : \sum_{i=1}^n U_i((P^{-1} x)_{i}) \geq -1 \right\}
\]
\[
= \bigcup_{\alpha \in \Delta_n} \{ x \in \mathbb{R}^n : U_i((P^{-1} x)_{i}) \geq -\alpha_i \forall i \in \{1, \ldots, n\} \}
\]
\[
= \bigcup_{\alpha \in \Delta_n} \left\{ x \in \mathbb{R}^n : (P^{-1} x)_{i} \in \left[ -\frac{\alpha_i}{b_i}, \frac{\alpha_i}{a_i} \right] \forall i \in \{1, \ldots, n\} \right\}
\]
\[
= \left\{ x \in \mathbb{R}^n : P^{-1} x \in \text{co} \left( \bigcup_{j=1}^n \left\{ \frac{1}{a_j} u_j, -\frac{1}{b_j} u_j \right\} \right) \right\}
\]
\[
= \text{co} \left( \bigcup_{j=1}^n \left\{ \frac{1}{a_j} u_j, -\frac{1}{b_j} u_j \right\} \right)
\]
\[
= \{ x \in \mathbb{R}^n : U(x + u_0) \geq -1 \},
\]

where $e_1, \ldots, e_n \in \mathbb{R}^n$ denote the standard basis vectors in $\mathbb{R}^n$. Therefore, \((45)\) holds, and we obtain $\tilde{U} = U$. As a result, the HJ PDE \((44)\) coincides with \((5)\), and hence, the function $V$ defined in \((36)\) is a continuously differentiable solution to the HJ PDE \((5)\).
Now assume that $\Phi$ satisfies (27). Then, after straightforward calculation, we obtain that for any $x, y \in \mathbb{R}^n$,

$$\left| \Phi(x) - \Phi(y) \right| = \left| \Phi(Px + u_0) - \Phi(Py + u_0) \right|$$

$$\leq C \|Px - Py\| \left( 1 + \|Px + u_0\|^\delta + \|Py + u_0\|^\delta \right)$$

$$\leq C \|P\| \|x - y\| \left( 1 + 2^\delta \|P\|^\delta \|x\|^\delta + \|u_0\|^\delta \right) + 2^\delta \|P\| \|y\|^\delta \|x\|\|y\| \left( 1 + \|x\|^\delta + \|y\|^\delta \right).$$

Hence, $\tilde{\Phi}$ is a convex function satisfying (27). By Proposition 26(b), the function $V$ defined in (42) is in the solution set $\mathcal{G}$. Since the function $V$ is the composition of $\tilde{\Phi}$ and an affine function, it is straightforward to check that the function $V$ is also in the solution set $\mathcal{G}$.

Now, we prove the uniqueness of the viscosity solution to the HJ PDE (5) in the solution set $\mathcal{G}$. Note that for any viscosity solution $W \in \mathcal{G}$ to the HJ PDE (5), the corresponding function $\tilde{W} : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ defined by

$$\tilde{W}(y, t) := W(Py + u_0, t) \quad \forall y \in \mathbb{R}^n, t \geq 0$$

is a viscosity solution to the HJ PDE (2) with initial condition $\tilde{\Phi}$. By Proposition 23(b), the function $W$ is the unique viscosity solution in the solution set $\mathcal{G}$ to the HJ PDE (5) with the initial condition $\tilde{\Phi}$. Then, the uniqueness of the viscosity solution $W$ follows since we have $W(x, t) = \tilde{W}(P^{-1}(x - u_0), t)$ by definition of $\tilde{W}$. In other words, the function $V$ is the unique viscosity solution in the solution set $\mathcal{G}$ to the HJ PDE (5).

**Remark 23.** Under the assumptions of Proposition 26, the set $\{x \in \mathbb{R}^n : U(x + u_0) \geq -1\}$ (which is the shifted superlevel set of the function $U$) is a convex polyhedral with $2n$ vertices. Moreover, the matrix $M$ in the kinetic energy term $rac{1}{2} \|\nabla_x V(x, t)\|_M^2$ is related to the extreme points (and hence the shape) of the set $\{x \in \mathbb{R}^n : U(x + u_0) \geq -1\}$ in (35). For instance, if $M$ is a diagonal matrix, then the vectors $u_1, \ldots, u_n$ are orthogonal to each other. In this case, the $2n$ vertices of $\{x \in \mathbb{R}^n : U(x + u_0) \geq -1\}$ can be grouped pairwise into $n$ groups, where the $i$-th group contains the points $\frac{u_i}{\sqrt{2}}$ and $-\frac{u_i}{\sqrt{2}}$. Then, by connecting the two vertices in each group, we obtain $n$ line segments that are pairwise orthogonal to each other.

**Proposition 26.** Let $\Phi : \mathbb{R}^n \to \mathbb{R}$ be a convex function satisfying (27). Let the function $U : \mathbb{R}^n \to (-\infty, 0]$, the matrices $P$ and $M$, the vector $u_0 \in \mathbb{R}^n$, and the scalars $a_1, \ldots, a_n, b_1, \ldots, b_n > 0$ satisfy the assumptions in Proposition 25. Then, for any $x \in \mathbb{R}^n$ and $t > 0$, the unique optimal trajectory of the optimal control problem (4) is given by the function $[0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}^n$ defined in (40). Moreover, the optimal value of the optimal control problem (4) equals $V(x, t)$ as defined in (30).

**Proof.** Let $x \in \mathbb{R}^n$ and $t > 0$. First, we prove that the problem (4) is equivalent to another optimal control problem in the form of (23). For any trajectory $s \mapsto x(s)$ satisfying the constraint in (4), define another trajectory $y(s) :=$
Proposition 25), the unique optimal trajectory of the problem (46) is equivalent. By Proposition 24 (whose assumptions are checked in the proof), a straightforward calculation, the cost of $x(t)$ is:

$$\inf \left\{ \int_0^t \left( \frac{1}{2} \| \dot{y}(s) \|^2 - \sum_{i=1}^n U_i(y(s)) \right) ds + \tilde{\Phi}(y(0)) : y(t) = P^{-1}(x - u_0) \right\}. \quad (46)$$

Now, we prove that the cost of $x(\cdot)$ in (4) equals the cost of $y(\cdot)$ in (46). By straightforward calculation, the cost of $x(\cdot)$ in the problem (4) equals:

$$\int_0^t \left( \frac{1}{2} \| \dot{x}(s) \|^2_{H_{M^{-1}}} - U(x(s)) \right) ds + \tilde{\Phi}(x(0))$$

$$= \int_0^t \left( \frac{1}{2} \| P \dot{y}(s) \|^2_{H_{M^{-1}}} - U(Py(s) + u_0) \right) ds + \tilde{\Phi}(Py(0) + u_0) \quad (47)$$

$$= \int_0^t \left( \frac{1}{2} \| P \dot{y}(s) \|^2_{H_{M^{-1}}} - U(Py(s) + u_0) \right) ds + \tilde{\Phi}(y(0)),$$

where the last equality holds by definition of $\tilde{\Phi}$ in (37). Since $M = PP^T$ holds and $P$ is invertible, we have:

$$\| P \dot{y}(s) \|^2_{H_{M^{-1}}} = \dot{y}(s)^T P^T P M^{-1} P \dot{y}(s) = (\dot{y}(s)^T P P^T)^{-1} P \dot{y}(s) = \| \dot{y}(s) \|^2. \quad (48)$$

By assumption, the function $y \mapsto U(Py + u_0)$ is non-positive, concave, and 1-homogeneous and its superlevel set at the value $-1$ is calculated as follows:

$$\{ y \in \mathbb{R}^n : U(Py + u_0) \geq -1 \} = P^{-1} \left( \operatorname{co} \left( \bigcup_{j=1}^n \left\{ \frac{1}{a_j} u_j, -\frac{1}{b_j} u_j \right\} \right) \right)$$

$$= \operatorname{co} \left( \bigcup_{j=1}^n \left\{ \frac{1}{a_j} e_j, -\frac{1}{b_j} e_j \right\} \right),$$

where the first equality holds by (35) and the second equality follows from straightforward calculation (recall that $e_1, \ldots, e_n \in \mathbb{R}^n$ denote the standard basis vectors in $\mathbb{R}^n$). As a result, we have:

$$U(Py + u_0) = \sum_{i=1}^n U_i(y_i) \quad \forall y = (y_1, \ldots, y_n) \in \mathbb{R}^n, \quad (49)$$

where each $U_i$ is the function defined in (4) with parameters $a = a_i$ and $b = b_i$.

Combining (47), (48), and (49), we conclude that the cost of $x(\cdot)$ in (4) equals the cost of $y(\cdot)$ in (46). Moreover, this relation between the trajectory $x(\cdot)$ and the trajectory $y(\cdot)$ is a bijection. Hence, the two problems (4) and (46) are equivalent. By Proposition 24 (whose assumptions are checked in the proof of Proposition 25), the unique optimal trajectory of the problem (46) is $s \mapsto \gamma(s) := \tilde{\gamma}(s; P^{-1}(x - u_0), t)$ as defined in (41), and the optimal value of the
problem (46) equals $V(x, t)$ in (39). Therefore, the unique optimal trajectory of the problem (4) is the corresponding trajectory $x(\cdot)$ given by $x(s) = Py(s) + u_0 = P\gamma(s; P^{-1}(x - u_0), t) + u_0 = \gamma(s; x, t)$, and the optimal value of the problem (4) also equals $V(x, t)$.

Remark 24. If the initial cost $\Phi$ is a linear function given by $\Phi(x) = \langle p, x \rangle$ for all $x \in \mathbb{R}^n$ and for some constant vector $p = (p_1, \ldots, p_n) \in \mathbb{R}^n$, then the solution $V$ to the corresponding HJ PDE (5) becomes

$$V(x, t) = \sum_{i=1}^{n} V((P^{-1}(x - P^{-1}u_0), t; p_i, a_i, b_i)) \quad \forall x \in \mathbb{R}^n, t \geq 0,$$

where the function $V$ in the summation on the right-hand side is defined by (9) and (18). The optimal trajectory of the optimal control problem (4) is defined by (40) and (41), where the point $p^*$ equals $p$, which is the slope of the linear initial cost $\Phi$.

2.4 An extension to certain non-convex initial costs

In this section, we solve the high-dimensional problems (41) and (5) for certain non-convex initial data $\Phi$. To be specific, we assume the function $\Phi: \mathbb{R}^n \to \mathbb{R}$ satisfies

$$\Phi(x) := \min_{j\in\{1,\ldots,m\}} \Phi_j(x) \quad \forall x \in \mathbb{R}^n, \quad (50)$$

where $\Phi_1, \ldots, \Phi_m: \mathbb{R}^n \to \mathbb{R}$ are convex functions satisfying (27).

The solution $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ is defined by

$$V(x, t) = \min_{j\in\{1,\ldots,m\}} V_{\Phi_j}(x, t) \quad \forall x \in \mathbb{R}^n, t \geq 0, \quad (51)$$

where for each $j \in \{1, \ldots, m\}$, the function $V_{\Phi_j}$ on the right-hand side is the solution defined by (30) (or (20) and (25) for special cases) with the initial data $\Phi_j$. Similarly, the optimal trajectory $[0, t] \ni s \mapsto \gamma(s; x, t) \in \mathbb{R}^n$ is defined by

$$\gamma(s; x, t) := \gamma_{\Phi_r}(s; x, t) \quad \forall s \in [0, t], \quad \text{where } r \in \arg\min_{j\in\{1,\ldots,m\}} V_{\Phi_j}(x, t), \quad (52)$$

and the function $s \mapsto \gamma_{\Phi_r}(s; x, t)$ is the trajectory defined by (40) (or (21) and (26) for special cases) with the initial cost $\Phi_r$.

In the following proposition, we prove that the function $V$ defined above is the viscosity solution to the HJ PDE (5) and the value function of the optimal control problem (4) with initial data $\Phi$. Moreover, we show that the trajectory $s \mapsto \gamma(s; x, t)$ defined above is an optimal trajectory of the optimal control problem (4) with initial cost $\Phi$. 
Proposition 27. Let $\Phi : \mathbb{R}^n \to \mathbb{R}$ be a continuous function of the form of (51) for some convex functions $\Phi_1, \ldots, \Phi_m : \mathbb{R}^n \to \mathbb{R}$ satisfying (27). Assume the function $\Phi$ is bounded below by an affine function. Let the function $U : \mathbb{R}^n \to (-\infty, 0]$, the matrices $P$ and $M$, the vector $\mathbf{u}_0 \in \mathbb{R}^n$, and the scalars $a_1, \ldots, a_n, b_1, \ldots, b_n > 0$ satisfy the assumptions in Proposition 26. Let $V$ be the function defined in (51) and $\gamma$ be the trajectory defined in (52). Then, the following statements hold:

(a) The function $V$ is the unique viscosity solution in the solution set $\mathcal{G}$ in (28) to the HJ PDE (4) with initial data $\Phi$.

(b) Let $x$ be an arbitrary vector in $\mathbb{R}^n$ and $t > 0$ be an arbitrary positive number. The trajectory $s \mapsto \gamma(s; x, t)$ is an optimal trajectory of the optimal control problem (11) with initial cost $\Phi$. Moreover, the optimal value of the optimal control problem (11) equals $V(x, t)$.

Proof. We prove (b) first. Since each $\Phi_j$ is a convex function satisfying (27), by Proposition 26, the value $V_{\Phi_j}(x, t)$ is the optimal value of the optimal control problem (11) with initial cost $\Phi_j$. In other words, we have that

$$V_{\Phi_j}(x, t) = \inf \left\{ \int_0^t \left( \frac{1}{2} \| \dot{x}(s) \|^2_{M^{-1}} - U(x(s)) \right) ds + \Phi_j(x(0)) : x(t) = x \right\},$$

for any $j \in \{1, \ldots, m\}$. After some calculations, we obtain

$$V(x, t) = \min_{j \in \{1, \ldots, m\}} V_{\Phi_j}(x, t) = \inf_{j \in \{1, \ldots, m\}} \left\{ \int_0^t \left( \frac{1}{2} \| \dot{x}(s) \|^2_{M^{-1}} - U(x(s)) \right) ds + \Phi_j(x(0)) : x(t) = x \right\} = \inf \left\{ \int_0^t \left( \frac{1}{2} \| \dot{x}(s) \|^2_{M^{-1}} - U(x(s)) \right) ds + \Phi(x(0)) : x(t) = x \right\}.$$ 

Therefore, $V(x, t)$ is the optimal value of the problem (11) with initial cost $\Phi$.

Now, we show that the trajectory $s \mapsto \gamma(s; x, t)$ is an optimal trajectory. We abuse notation and use $\gamma(s; x, t)$ and $\gamma(s)$ interchangeably whenever there is no ambiguity. Let $r$ be the index in (52). By Proposition 26 and (52), $\gamma$ is the optimal trajectory of the problem (11) with initial cost $\Phi_r$. As a result, its cost equals the optimal value $V_{\Phi_r}(x, t)$, which equals $V(x, t)$ since $r$ is a minimizer in (50). Hence, we get

$$V(x, t) = \int_0^t \left( \frac{1}{2} \| \dot{\gamma}(s) \|^2_{M^{-1}} - U(\gamma(s)) \right) ds + \Phi_r(\gamma(0)) \geq \int_0^t \left( \frac{1}{2} \| \dot{\gamma}(s) \|^2_{M^{-1}} - U(\gamma(s)) \right) ds + \min_{j \in \{1, \ldots, m\}} \Phi_j(\gamma(0)) \geq V(x, t).$$
Therefore, the inequalities above are equalities. In other words, the cost of \( \gamma \) in the optimal control problem (4) with initial cost \( \Phi \) equals the optimal value \( V(x, t) \), and hence, \( \gamma \) is an optimal trajectory of (4) with initial cost \( \Phi \).

It remains to prove (a). We will prove (a) by applying Lemma \( \text{A11} \). Note that each \( \Phi_j \) satisfies (27) for some constants \( C_j, \delta_j \geq 0 \). Choose \( C := 3 \max_{j \in \{1, \ldots, m\}} C_j \geq 0 \) and \( \delta := \max_{j \in \{1, \ldots, m\}} \delta_j \geq 0 \). For each \( j \in \{1, \ldots, m\} \), we have

\[
|\Phi_j(z) - \Phi_j(y)| \leq C_j \|z - y\|(1 + \|z\|^{\delta_j} + \|y\|^{\delta_j}) \\
\leq C_j \|z - y\|(1 + \|z\|^{\delta_j} + (1 + \|y\|^{\delta_j})) \\
\leq 3C_j \|z - y\|(1 + \|z\|^{\delta_j} + \|y\|^{\delta_j}) \\
\leq C\|z - y\|(1 + \|z\|^{\delta_j} + \|y\|^{\delta_j}) \quad \forall z, y \in \mathbb{R}^n.
\]

For any \( z, y \in \mathbb{R}^n \), letting \( k \in \arg\min_{j \in \{1, \ldots, m\}} \Phi_j(y) \), there holds

\[
\Phi(z) - \Phi(y) = \Phi(z) - \Phi_k(y) \leq \Phi_k(z) - \Phi_k(y) \leq C\|z - y\|(1 + \|z\|^{\delta_j} + \|y\|^{\delta_j}).
\]

Similarly, letting \( k \in \arg\min_{j \in \{1, \ldots, m\}} \Phi_j(z) \), we have

\[
\Phi(z) - \Phi(y) = \Phi_k(z) - \Phi(y) \geq \Phi_k(z) - \Phi(k) \geq -C\|z - y\|(1 + \|z\|^{\delta_j} + \|y\|^{\delta_j}).
\]

Therefore, the function \( \Phi \) also satisfies (27). Recall that by assumption, \( \Phi \) is continuous and bounded below by an affine function. Thus, the assumptions of Lemma \( \text{A11} \) on \( \Phi \) hold. The assumptions of Lemma \( \text{A11} \) on \( U \) and \( M \) also hold by straightforward reasoning. It remains to show that the assumptions on \( V \) in Lemma \( \text{A11} \) hold. Let \( \alpha \in \mathbb{R}^n \) be a vector such that \( x \mapsto \Phi(x) - \langle \alpha, x \rangle \) is bounded from below, and denote the lower bound by \( \beta \in \mathbb{R} \). By (59), for each \( j \in \{1, \ldots, m\} \), there holds

\[
\Phi_j(x) - \langle \alpha, x \rangle \geq \Phi(x) - \langle \alpha, x \rangle \geq \beta \quad \forall x \in \mathbb{R}^n,
\]

which implies that \( \alpha \) is in the domain of \( \Phi_j^* \). Recall that the function \( V_{\Phi_j} \) is defined by (55) with initial data \( \Phi_j \), and hence, \( V_{\Phi_j} \) satisfies (59) with initial condition \( \Phi_j \). By Lemma \( \text{A3} \) we have

\[
V_{\Phi_j}(x, t) \geq \sum_{i=1}^{n} V((P^{-1}x - P^{-1}u_0)_i, t; (P^T \alpha)_i, a_i, b_i) - \Phi_j^*(\alpha) + \langle \alpha, u_0 \rangle \\
\geq \sum_{i=1}^{n} ((P^{-1}x - P^{-1}u_0)_i(P^T \alpha)_i + C_i) - \Phi_j^*(\alpha) + \langle \alpha, u_0 \rangle \\
= \langle P^{-1}x - P^{-1}u_0, P^T \alpha \rangle + \sum_{i=1}^{n} C_i - \Phi_j^*(\alpha) + \langle \alpha, u_0 \rangle \\
= \langle \alpha, x \rangle + \sum_{i=1}^{n} C_i - \Phi_j^*(\alpha),
\]
where each $C_i$ is the constant in the lower bound in Lemma A3 with constants $a = a_i$, $b = b_i$, and $p = (P^T \alpha)_i$. Then, by (51), there holds

$$V(x, t) = \min_{j \in \{1, \ldots, m\}} V_{\Phi_j}(x, t) \geq \min_{j \in \{1, \ldots, m\}} \left\{ \langle \alpha, x \rangle + \sum_{i=1}^{n} C_i - \Phi^*_j(\alpha) \right\}$$

$$= \langle \alpha, x \rangle + \sum_{i=1}^{n} C_i - \max_{j \in \{1, \ldots, m\}} \Phi^*_j(\alpha).$$

Since $\Phi^*_j(\alpha)$ is a finite number for each $j \in \{1, \ldots, m\}$, the function $(x, t) \mapsto V(x, t) - \langle \alpha, x \rangle$ is bounded below by $\sum_{i=1}^{n} C_i - \max_{j \in \{1, \ldots, m\}} \Phi^*_j(\alpha) \in \mathbb{R}$, and hence, the assumption on $V$ in Lemma A11(b) is satisfied. Therefore, all the assumptions in Lemma A11(a)-(b) are satisfied. Applying Lemma A11, we get that the value function in (4) is the unique viscosity solution to the HJ PDE (5) in the solution set $G$. Moreover, by (b), which we proved earlier, the function $V$ is the value function in (4). Therefore, the function $V$ is the unique viscosity solution to the HJ PDE (5) in the solution set $G$.

**Remark 25.** The technique used in (51) is called the min-plus technique (or max-plus if the optimal control problem is formulated as a maximization problem). For more details, see [66, 56], for instance. The min-plus technique can also be applied to solve the problems in Sections 2.1 or 2.2. The unique viscosity solution and the optimal value are given by (51), where each $V_{\Phi_j}$ is the solution to the corresponding HJ PDE in Sections 2.1 or 2.2 with initial data $\Phi_j$. An optimal trajectory is given by (52), where the trajectory $s \mapsto \gamma_{\Phi_j}(s; x, t)$ is the optimal trajectory of the corresponding optimal control problem in Sections 2.1 or 2.2 with initial cost $\Phi_j$.

**Remark 26.** Note that the minimizer $r$ in (52) may be not unique. Whenever there are multiple minimizers, each minimizer $r$ gives an optimal trajectory $s \mapsto \gamma_{\Phi_j}(s; x, t)$. The optimal trajectory of the optimal control problem (4) may be non-unique since (4) is not a convex optimization problem in this case (the initial cost $\Phi$ is non-convex).

### 3 Efficient numerical algorithms

In this section, we present efficient numerical solvers based on some optimization methods that evaluate the optimal trajectory of the high-dimensional optimal control problem (23) as well as the solution of the corresponding high-dimensional HJ PDE (24). We note that the algorithms we present in this section can be extended to solve (4) and (5), instead. To solve the more general problems in (4) and (5), we apply our algorithms to compute the optimizer $p^*$ with the terminal position $x$ replaced by $P^{-1}x - P^{-1}u_0$ and the Legendre transform of the initial cost $\Phi^*$ replaced by $\Phi^*$ as defined by (38). Then, we compute the optimal values and optimal trajectories using (36) and (40), respectively.
Recall that in Section 2, we provided representation formulas for the problems (23) and (24). Thus, we can numerically solve these problems using these representation formulas if the optimization problem in (25) is numerically solvable. In this section, we provide different methods to solve (25) for different classes of initial costs $\Phi$. More specifically, in Section 3.1, we present efficient numerical solvers for quadratic initial costs based on explicit formulas for solving (25) exactly. In Section 3.2, we solve (25) with more general convex initial costs using optimization methods that utilize the numerical solver presented in Section 3.1 as a building block. For illustrative purposes, the ADMM algorithm (see [38, 12]) is applied. However, we note that ADMM can be replaced by any other appropriate convex optimization algorithm. In Section 3.3, we extend our numerical methods to address the class of non-convex initial costs that are of the form of (50). In each of these three sections, we also present high-dimensional numerical examples and timing results, which demonstrate the efficiency of our proposed methods in each of these cases. All of the numerical examples in Sections 3.1, 3.3 are run using a C++ implementation on an 8th Gen Intel Laptop Core i5-8250U with a 1.60GHz processor. Finally, in Section 3.4, we describe a high throughput FPGA implementation of our building block from Section 3.1 and present some numerical results demonstrating the performance boost that can be obtained using FPGAs.

To avoid confusion, we use $V$ and $\gamma$ to denote the analytical solutions to the HJ PDEs and optimal control problems, while we use $\hat{V}$ and $\hat{\gamma}$ to denote their numerical approximations as obtained by our proposed methods.

3.1 Quadratic initial costs

In this section, we solve the optimal control problem (24) and the HJ PDE (24) with quadratic initial cost defined by

$$
\Phi(x) = \frac{1}{2\lambda} \|x - y\|^2 + \alpha \quad \forall x \in \mathbb{R}^n,
$$

where $y \in \mathbb{R}^n$, $\lambda > 0$, and $\alpha \in \mathbb{R}$ are some parameters. Recall that $\|\cdot\|$ denotes the $\ell^2$-norm in $\mathbb{R}^n$. To solve these problems, we need to solve the optimization problem in (25). Then, the solution is given by the explicit formulas (25) and (26). By straightforward computation, the Legendre-Fenchel transform of $\Phi$ is

$$
\Phi^*(p) = \frac{\lambda}{2} \|p + \frac{y}{\lambda}\|^2 - \frac{\|y\|^2}{2\lambda} - \alpha \quad \forall p \in \mathbb{R}^n.
$$

Therefore, for quadratic initial costs, the optimization problem in (25) is equivalent to

$$
\min_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n \left( -V(x_i, t; p_i, a_i, b_i) + \frac{\lambda}{2} \left( p_i + \frac{y_i}{\lambda}\right)^2 \right) \right\}. \quad (53)
$$

Note that the optimization problem (53) can be divided into $n$ one-dimensional subproblems since each term in the summation, which corresponds to each
state dimension, is independent from each other. The \( i \)th subproblem amounts to computing

\[
p^*_i = \arg \min_{p \in \mathbb{R}} \left\{ -V(x_i, t; p, a_i, b_i) + \frac{\lambda}{2} \left( p + \frac{b_i}{\lambda} \right)^2 \right\},
\]

which can be calculated using the numerical solver described in Appendix B.1 with parameters \( x = x_i, a = a_i, b = b_i, \) and \( c = -\frac{y_i}{\lambda}. \) Thus, solving (53) is embarrassingly parallel. We also note that the minimizer in (54) is the proximal point of \( p \mapsto -\frac{1}{\lambda}V(x_i, t; p, a_i, b_i) \) at \(-\frac{y_i}{\lambda}. \) This relation suggests that our proposed numerical solver for quadratic initial costs may be a useful building block in proximal point-based methods for solving the problems with more general initial costs.

Now, we apply our proposed numerical solver to solve the HJ PDE (24) with the following quadratic initial cost:

\[
\Phi(x) = \frac{1}{2} \| x - 1 \|^2 \quad \forall x \in \mathbb{R}^n,
\]

i.e., we set \( \lambda = 1, \alpha = 0, \) and \( y = 1, \) where \( 1 \) denotes the vector in \( \mathbb{R}^n \) whose elements are all one. We also define the parameters \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n \) and \( b = (b_1, \ldots, b_n) \in \mathbb{R}^n \) by

\[
a_i = \begin{cases} 
4 & \text{if } i = 1, \\
6 & \text{if } i = 2, \\
5 & \text{if } i > 2,
\end{cases} \quad \text{and} \quad
b_i = \begin{cases} 
3 & \text{if } i = 1, \\
9 & \text{if } i = 2, \\
6 & \text{if } i > 2.
\end{cases}
\]

In Figure 2, we show the numerical solution to the HJ PDE (24) in dimension \( n = 10. \) More specifically, Figure 2 depicts two-dimensional contour plots of the solution \( \hat{V}(x, t) \) for \( x = (x_1, x_2, 0, \ldots, 0) \) and different times \( t. \) The running time for this example in different dimensions is shown in Table 1. To compute the running time, we first compute the overall running time for computing the solution at \( 102,400 \) random points \( (x, t) \in [-4, 4]^n \times [0, 0.5] \) and then report the average running time for computing the solution \( \hat{V}(x, t) \) at one point \( (x, t) \) over these \( 102,400 \) trials. From Table 1 we see that on average, it takes less than \( 2 \times 10^{-6} \) seconds to compute the solution at one point in a 16-dimensional problem, which demonstrates the efficiency of our proposed solver even in high dimensions.

| \( n \) | 4 | 8 | 12 | 16 |
|-------|---|---|----|----|
| running time (s) | \( 4.2330e-07 \) | \( 9.2605e-07 \) | \( 1.4404e-06 \) | \( 1.9732e-06 \) |

Table 1: Time results in seconds for the average time per call over 102,400 trials for evaluating the solution of the HJ PDE (24) with quadratic initial condition (55) for various dimensions \( n. \)
Fig. 2: Evaluation of the solution $\hat{V}(x, t)$ of the HJ PDE (24) with $a$ and $b$ defined in (56) and initial data $\Phi(x) = \frac{1}{2}\|x - 1\|^2$ for $x = (x_1, x_2, 0, \ldots, 0) \in \mathbb{R}^{10}$ and different times $t$. Plots for $t = 0, 0.125, 0.25$, and $0.5$ are depicted in (a)-(d), respectively. Level lines are superimposed on the plots.

### 3.2 Convex initial costs

In this section, we solve the optimal control problem (23) and the corresponding HJ PDE (24) with convex initial costs. To solve these problems, we need to solve the optimization problem in the representation formula (25), which can be rewritten as

$$V(x, t) = - \inf_{p \in \mathbb{R}^n} \left\{ - \sum_{i=1}^{n} V(x_i, t; p_i, a_i, b_i) + \Phi^*(p) \right\}.$$  \hspace{1cm} (61)  

By Lemma A1, if $\Phi$ is convex and $t > 0$, then the optimization problem in (61) is a convex optimization problem with strictly convex, 1-coercive objective function. Thus, the optimal value in (61) is finite, and the minimizer exists and is unique. Furthermore, since the objective function is convex, (61) can be solved numerically using convex optimization algorithms. Following the dis-
Algorithm 1: An ADMM algorithm for solving the optimal control problem (23) and the corresponding HJ PDE (24) with convex initial cost.

**Inputs:** Parameters in the problem: $a, b \in \mathbb{R}^n$, terminal position $x \in \mathbb{R}^n$, time horizon $t > 0$, running time $s > 0$ of the trajectory, and Legendre transform $\Phi^*$ of the convex initial cost $\Phi$. Parameters for ADMM: $\lambda > 0$, initialization $d^0 \in \mathbb{R}^n$, $w^0 \in \mathbb{R}^n$, error tolerance $\epsilon > 0$.

**Outputs:** The optimal trajectory $\hat{\gamma}(s; x, t)$ in the optimal control problem (23) and the solution value $\hat{V}(x, t)$ to the corresponding HJ PDE (24).

1. for $k = 1, 2, \ldots$ do
   2. Update $v^{k+1} \in \mathbb{R}^n$ by
     \[
     v^{k+1} = \arg \min_{v \in \mathbb{R}^n} \left\{ \Phi^*(v) + \frac{\lambda}{2} \| v - d^k + w^k \|^2 \right\}. \tag{57}
     
   3. Update $d^{k+1} \in \mathbb{R}^n$, where the $i$-th element $d^{k+1}_i$ is updated by
     \[
     d^{k+1}_i = \arg \min_{d_i \in \mathbb{R}} \left\{ -V(x_i, t; d_i, a_i, b_i) + \frac{\lambda}{2} (v^{k+1}_i - d_i + w^{k+1}_i)^2 \right\}. \tag{58}
     
   4. Update $w^{k+1} \in \mathbb{R}^n$ by
     \[
     w^{k+1} = w^k + v^{k+1} - d^{k+1}.
     
   5. if $\|v^{k+1} - v^k\|^2 \leq \epsilon$, $\|d^{k+1} - d^k\|^2 \leq \epsilon$, and $\|v^{k+1} - d^{k+1}\|^2 \leq \epsilon$ then
      set $N = k + 1$ and $p^N = v^N$;
      break;
   6. end

10. Output the optimal trajectory by
    \[
    \hat{\gamma}(s; x, t) = (\gamma(s; x_1, t; p^N_1, a_1, b_1), \ldots, \gamma(s; x_n, t; p^N_n, a_n, b_n)), \tag{59}
    
    where the $i$-th component $\gamma(s; x_i, t; p^N_i, a_i, b_i)$ is defined in (12), (13), (14), (16), (17), and (19). Also, output the solution to the HJ PDE by
    \[
    \hat{V}(x, t) = \sum_{i=1}^n V(x_i, t; p^N_i, a_i, b_i) - \Phi^*(p^N), \tag{60}
    
    where the $i$-th component $V(x_i, t; p^N_i, a_i, b_i)$ in the summation is defined in (9), (10), (11), and (15).
\(v^{k+1}\) as follows:
\[
v^{k+1} = d^k - w^k - \text{prox}_{x \to \frac{1}{2} \Phi(\lambda x)}(d^k - w^k)
= d^k - w^k - \arg\min_{v \in \mathbb{R}^n} \left\{ \Phi(\lambda v) + \frac{\lambda}{2} \|v - d^k + w^k\|^2 \right\}.
\] (62)

Thus, we compute \(v^{k+1}\) either via (57) or via (62) using any appropriate optimization algorithm, where the choice of optimization algorithm may depend on the form of \(\Phi^*\) or \(\Phi\), respectively.

In the second step of each iteration, we update \(d^{k+1}\) componentwise, as in (58), which can be done in parallel. More specifically, we compute (58) using the numerical solver in Appendix B.1 with parameters \(x = x_i, a = a_i, b = b_i,\) and \(c = v^{k+1} + w^k\). We note that updating \(d^{k+1}\) in Algorithm 1 is equivalent to solving (24) with quadratic initial cost \(\Phi(x) = \frac{1}{2N} \|x + \lambda(v^{k+1} + w^k)\|^2\). Hence, the solver proposed in Section 4.4 serves as a building block for ADMM in Algorithm 1.

Finally, to recover the optimal trajectory in (23) and the viscosity solution to (24), we compute their approximations using (59) and (60), respectively. In these two formulas, we use \(p^N = v^N\) to approximate the maximizer \(p^*\) in the original formulas (26) and (20).

In the following proposition, we prove that our numerical solutions \(\hat{\gamma}\) and \(\hat{V}\) converge to their respective analytical solutions as the number of ADMM iterations approaches infinity.

**Proposition 31.** Let \(\Phi: \mathbb{R}^n \to \mathbb{R}\) be a convex function and \(a, b\) be two vectors in \((0, +\infty)^n\). Let \(x\) be any vector in \(\mathbb{R}^n\) and let \(t > 0\) be any scalar. Let \(W\) and \(\gamma\) be the functions defined in (25) and (26), respectively. Let \(\lambda > 0\) and the initializations \(d^0, w^0 \in \mathbb{R}^n\) be arbitrary parameters for Algorithm 1. Let \(\hat{V}^N\) and \(\hat{\gamma}^N\) be the output solution and trajectory, respectively, from Algorithm 1 with iteration number \(N\). Then, we have
\[
\lim_{N \to \infty} \hat{V}^N(x, t) = V(x, t) \quad \text{and} \quad \lim_{N \to \infty} \sup_{s \in [0, t]} \|\hat{\gamma}^N(s; \bar{x}, t) - \gamma(s; \bar{x}, t)\| = 0.
\] (63)

**Proof.** The proof is provided in Appendix B.3

Now, we present two numerical results for the optimal control problem (23) and the HJ PDE (24) with convex initial cost \(\Phi\). For simplicity, we set the parameters in Algorithm 1 to be \(\lambda = 1, \epsilon = 10^{-6}, d^0 = x,\) and \(w^0 = 0\) in all of our numerical experiments.

We first consider the following initial cost
\[
\Phi(x) = \sqrt{\langle x, Mx \rangle} \quad \forall x \in \mathbb{R}^n,
\] (64)
where \(M\) is a symmetric, positive definite matrix in \(\mathbb{R}^{n \times n}\). Then, \(\Phi^*(p) = I_M(p),\) where \(I_C\) is the indicator function defined by \(I_C(x) = 0\) if \(x \in C\) and \(I_C(x) = +\infty\) otherwise and \(\epsilon_M = \{x \in \mathbb{R}^n : \langle x, M^{-1}x \rangle \leq 1\}\) is the ellipsoid associated with \(M\). Thus, for this initial cost, \(v^{k+1}\) as defined in (57) is the projection of \(d^k - w^k\) onto \(\epsilon_A\), which can be computed efficiently using the
method described in [22, Section 4.3]. We set the parameters \( a \) and \( b \) to be the values defined in (56). For illustrative purposes, we set \( M \) to be a diagonal matrix with diagonal elements \( (m_{ii} : i = 1, \ldots, 10) = (1, 8, 3, 5, 1, 1, \ldots, 1) \).

Figure 3 depicts two-dimensional slices of the numerical solution \( \hat{V}(x, t) \) to the 10-dimensional HJ PDE (24) as computed using Algorithm 1 at different positions \( x = (x_1, x_2, 0, \ldots, 0) \) and at different times \( t \).

![Figure 3](image)

Fig. 3: Evaluation of the solution \( \hat{V}(x, t) \) of the high-dimensional HJ PDE (24) with \( a = (4, 6, 5, \ldots, 5) \in \mathbb{R}^{10}, b = (3, 9, 6, \ldots, 6) \in \mathbb{R}^{10}, \) and initial condition \( \Phi(x) = \sqrt{\langle x, Mx \rangle} \), where \( M \) is a diagonal matrix with diagonal elements \( (m_{ii} : i = 1, \ldots, 10) = (1, 8, 3, 5, 1, 1, \ldots, 1) \), for \( x \in [-4, 4]^2 \times \{0\}^8 \) and different times \( t \). Plots for \( t = 0, 0.125, 0.25, \) and \( 0.5 \) are depicted in (a)-(d), respectively. Level lines are superimposed on the plots. The two axes in each figure correspond to the first and second components of the spatial variable \( x \in \mathbb{R}^{10} \).

Figure 4 depicts one-dimensional slices of the optimal trajectory \( \hat{\gamma}(s; x, t) \) of the corresponding optimal control problem (23) using different terminal positions \( (x, -x, 0, \ldots, 0) \in \mathbb{R}^{10} \) and different time horizons \( t \). In each subfigure, the time horizon \( t \) is fixed, and the different trajectories correspond to different terminal positions. We observe that the one-dimensional slices are piecewise-
quadratic and continuous in $s$, which is consistent with our formulas for $\gamma$ as defined in (12), (13), (14), (16), and (17).

In Table 2, we show the running time of this example for different dimensions $n$. We use the same method to compute the running time as in Section 3.1. From Table 2, we see that it takes, on average, less than $3 \times 10^{-5}$ seconds to compute the solution at one point in a 16-dimensional problem, which demonstrates the efficiency of our proposed algorithm even in high dimensions.

Fig. 4: Evaluation of the optimal trajectory $\hat{\gamma}(s; (x, -x, 0, \ldots, 0), t)$ of the optimal control problem (23) with $a = (4, 6, 5, \ldots, 5) \in \mathbb{R}^{10}$, $b = (3, 9, 6, \ldots, 6) \in \mathbb{R}^{10}$, and initial cost $\Phi(x) = \sqrt{\langle x, Mx \rangle}$, where $M$ is a diagonal matrix with diagonal elements $(m_{ii} : i = 1, \ldots, 10) = (1, 8, 3, 5, 1, 1, \ldots, 1)$ versus $s \in [0, t]$ for different terminal positions $(x, -x, 0, \ldots, 0)$ ($x \in [-4, 4]$) and different time horizons $t$. The different colors and line markers simply differentiate between the different trajectories. Figures (a)-(c) depict the first component of the trajectory versus $s \in [0, t]$ with different time horizons $t$, while (d)-(f) depict the second component of the trajectory versus $s \in [0, t]$ with different time horizons $t$. Plots for time horizons $t = 0.125, 0.25, 0.5$ are depicted in (a)/(d), (b)/(e), and (c)/(f), respectively.

In the second example, we consider the nonsmooth convex initial cost

$$\Phi(x) = \frac{1}{2} \|x - 1\|_1^2 \quad \forall x \in \mathbb{R}^n,$$  \hspace{1cm} (65)
Table 2: Time results in seconds for the average time per call over 10^2,400 trials for evaluating the solution of the HJ PDE (24) with initial cost Φ(x) = √⟨x, Mx⟩, where M is a diagonal matrix with diagonal elements (m_{ii} : i = 1, . . . , n) = (1, 8, 3, 5, 1, . . . , 1), for various dimensions n.

Table 3: Time results in seconds for the average time per call over 10^2,400 trials for evaluating the solution of the HJ PDE (24) with initial cost Φ(x) = \frac{1}{2}∥x - 1∥^2 for various dimensions n.

### 3.3 A class of non-convex initial costs

In this section, we provide an algorithm based on the min-plus technique to solve the high-dimensional problems (23) and (24) with certain nonconvex initial data of the form (50). The algorithm is summarized in Algorithm 2.

Recall that the solution V is given by (51) and the optimal trajectory γ is given by (52). Thus, to solve (23) and (24) with initial cost Φ of the form (50), we first divide the problem into m subproblems. In the j-th subproblem, which corresponds to the initial cost Φ_j, we must solve the following optimization...
Fig. 5: Evaluation of the solution $\hat{V}(x, t)$ of the high-dimensional HJ PDE (24) with $a = (4, 6, 5, \ldots, 5)$, $b = (3, 9, 6, \ldots, 6)$, and initial condition $\Phi(x) = \frac{1}{2} \| x - 1 \|_2^2$ for $x = (x_1, x_2, 0, \ldots, 0) \in \mathbb{R}^{10}$ and different times $t$. Plots for $t = 0, 0.125, 0.25, \text{ and } 0.5$ are depicted in (a)-(d), respectively. Level lines are superimposed on the plots.

We can apply any appropriate algorithm to solve this convex optimization problem, such as the methods in Sections 3.1 and 3.2. Note that the subproblems can be solved in parallel and possibly using different algorithms, the choice of which depends on the properties of $\Phi_j$. We then compute the final solution to the overall problem using the solutions to each of the subproblems (i.e. the optimal cost $\hat{V}_j(x, t)$ and the optimal trajectory $\hat{\gamma}_j(s)$ of the $j$-th subproblem for $j = 1, \ldots, m$) and (67). As defined in (66), the index $r$ in (67) is the index of the minimal cost $\hat{V}_r(x, t)$ among all possible costs $\hat{V}_1(x, t), \ldots, \hat{V}_m(x, t)$. As noted in Remark 26, the index $r$ and hence the optimal trajectory $\hat{\gamma}(s; x, t)$ may be non-unique due to the nonconvexity of the initial data.
Fig. 6: Evaluation of the optimal trajectory $\hat{\gamma}(s; (x, -x, 0, \ldots, 0), t)$ of the optimal control problem (23) with $a = (4, 6, 5, \ldots, 5)$, $b = (3, 9, 6, \ldots, 6)$, and initial cost $\Phi(x) = \frac{1}{2} ||x - 1||^2$ versus $s \in [0, t]$ for different terminal positions $(x, -x, 0, \ldots, 0)$ ($x \in [-4, 4]$) and different time horizons $t$. The different colors and line markers simply differentiate between the different trajectories. Figures (a)-(c) depict the first component of the trajectory versus $s \in [0, t]$ with different time horizons $t$, while (d)-(f) depict the second component of the trajectory versus $s \in [0, t]$ with different time horizons $t$. Plots for time horizons $t = 0.125$, 0.25, and 0.5 are depicted in (a)/(d), (b)/(e), and (c)/(f), respectively.

Note that [14, Proposition 8] still holds (since the proof only relies on the min-plus technique), and hence, the convergence of Algorithm 2 is guaranteed. In other words, as long as the algorithm for each subproblem converges, the numerical solution $\hat{V}$ given by Algorithm 2 converges pointwise to the analytical solution. Moreover, any cluster point of the numerical optimal trajectory $\hat{\gamma}$ yields an optimal trajectory in (23). As noted previously, since the initial cost $\Phi$ is nonconvex, the optimal trajectory of the optimal control problem (23) may be non-unique, and thus, the output trajectory $s \mapsto \hat{\gamma}(s; x, t)$ may have multiple cluster points. Therefore, the conclusion holds only for the cluster points of $\hat{\gamma}$, and the convergence of $\hat{\gamma}$ is not guaranteed. Specifically, whenever the optimal trajectory is unique, the output trajectories of Algorithm 2 converge as the error in each subproblem converges to zero.

Next, we present a high-dimensional numerical example using nonconvex $\Phi$ of the form (50). More specifically, we consider the following nonconvex initial...
Algorithm 2: An optimization algorithm for solving the optimal control problem \([23]\) and the corresponding HJ PDE \([24]\) with nonconvex initial cost \(\Phi\) of the form \([60]\).

**Inputs**: Parameters \(a, b \in \mathbb{R}^n\), terminal position \(x \in \mathbb{R}^n\), time horizon \(t > 0\), running time \(s > 0\) of the trajectory, and the convex functions \(\Phi_1, \ldots, \Phi_m\) in \([60]\).

**Outputs**: An optimal trajectory \(\hat{\gamma}(s; x, t)\) in the optimal control problem \([25]\) and the solution value \(\hat{V}(x, t)\) to the corresponding HJ PDE \([24]\) with nonconvex initial cost \(\Phi\) of the form \([60]\).

1. for \(j = 1, 2, \ldots, m\) do
   2. Numerically solve the \(j\)-th subproblem \([25]\) using any appropriate method (e.g., the solver in Section 3.1 or Algorithm 1 in Section 3.2), and get the optimal trajectory \(\hat{\gamma}_j(s; x, t)\) of optimal control problem \([25]\) and the solution \(\hat{V}_j(x, t)\) to the corresponding HJ PDE \([24]\) with initial data \(\Phi_j\);
   3. end
4. Compute the index \(r\) by
   \[
   r \in \arg \min_{j \in \{1, \ldots, m\}} \hat{V}_j(x, t). \tag{66}
   \]
5. Output an optimal trajectory \(\hat{\gamma}(s; x, t)\) and the solution value \(\hat{V}(x, t)\) using
   \[
   \hat{\gamma}(s; x, t) = \hat{\gamma}_r(s; x, t), \quad \hat{V}(x, t) = \hat{V}_r(x, t) = \min_{j \in \{1, \ldots, m\}} \hat{V}_j(x, t). \tag{67}
   \]

cost:
\[
\Phi(x) = \min_{j \in \{1,2,3\}} \Phi_j(x) = \min_{j \in \{1,2,3\}} \left\{ \frac{1}{2} \| x - y_j \|^2 + \alpha_j \right\}, \tag{69}
\]
where \(y_1 = (-2, 0, \ldots, 0)\), \(y_2 = (2, -2, -1, 0, \ldots, 0)\), and \(y_3 = (0, 2, 0, \ldots, 0)\) are vectors in \(\mathbb{R}^n\) and \(\alpha_1 = -0.5\), \(\alpha_2 = 0\), \(\alpha_3 = -1\) are scalars in \(\mathbb{R}\). Recall that \(\| \cdot \|\) denotes the \(\ell^2\)-norm in the Euclidean space \(\mathbb{R}^n\). We also set \(a\) and \(b\) to be the vectors defined in \([60]\).

Figure 7 depicts two-dimensional slices of the solution \(\hat{V}(x, t)\), as computed using Algorithm 2 to the 10-dimensional HJ PDE \([24]\) for different positions \(x = (x_1, x_2, 0, \ldots, 0)\) and different times \(t\). In Figure 7(a), we clearly see that the initial condition \(\Phi\) is not smooth at the interfaces of the quadratics \(\Phi_j\), e.g., there are obvious kinks near \((x_1, x_2) = (0, 0), (-2, 2), (0, -2), (2.5, 0)\). We see that over time, the solution also evolves with several kinks (Figures 7(b)-(d)). These kinks provide numerical validation that the algorithm does indeed provide the non-smooth viscosity solution to the corresponding HJ PDE.

In Figure 8 we show several one-dimensional slices of an optimal trajectory \(\hat{\gamma}(s; x, -x, 0, \ldots, 0, t)\) of the corresponding optimal control problem with \(a\) and \(b\) defined above and initial cost \(\Phi\) defined in \([60]\), for different terminal positions \((x, -x, 0, \ldots, 0)\) and different time horizons \(t\). We observe that the one-dimensional slices are piecewise quadratic and continuous in \(s\), which is consistent with our formulas for \(\gamma\) as given by \([12]\), \([13]\), \([14]\), \([15]\), and \([17]\).

In Table 4 we present the running time of this example for different dimensions \(n\). From Table 4 we see that it takes less than \(5 \times 10^{-6}\) seconds...
Fig. 7: Evaluation of the solution $\hat{V}(x, t)$ of the 10-dimensional HJ PDE (24) with $a = (4, 6, 5, \ldots, 5)$, $b = (3, 9, 6, \ldots, 6)$, and initial condition $\Phi(x) = \min_{j \in \{1, 2, \ldots, 3\}} \Phi_j(x) = \min_{j \in \{1, 2, \ldots, 3\}} \left\{ \frac{1}{2} \|x - y_j\|^2 + \alpha_j \right\}$, where $y_1 = (-2, 0, \ldots, 0)$, $y_2 = (2, -2, -1, 0, \ldots, 0)$, $y_3 = (0, 2, 0, \ldots, 0)$, $\alpha_1 = -0.5$, $\alpha_2 = 0$, and $\alpha_3 = -1$, for $x = (x_1, x_2, 0, \ldots, 0)$ and different times $t$. Plots for $t = 0, 0.125, 0.25$, and 0.5 are depicted in (a)-(d), respectively. Level lines are superimposed on the plots.

on average to compute the solution at one point in a 16-dimensional problem, which demonstrates the efficiency of our proposed algorithm even in high dimensions.

3.4 An FPGA implementation

In this section, we describe an FPGA implementation of our building block from Section 3.1, i.e., our efficient solver for computing (25), or equivalently (53), exactly. Specifically, we present an FPGA implementation with high throughput. Throughput refers to the amount of data that can be processed in a given amount of time. We achieve a high throughput by designing an implementation with an iteration interval (II) of 1, which means that we can begin processing
Fig. 8: Evaluation of an optimal trajectory $\tilde{\gamma}(s; (x, -x, 0, \ldots, 0), t)$ of the 10-dimensional optimal control problem (23) with $a = (4, 6, 5, \ldots, 5), b = (3, 9, 6, \ldots, 6)$, and initial cost $\Phi(x) = \min_{j \in \{1,2,3\}} \Phi_j(x) = \min_{j \in \{1,2,3\}} \left\{ \frac{1}{2} \|x - y_j\|^2 + \alpha_j \right\}$, where $y_1 = (-2, 0, \ldots, 0)$, $y_2 = (2, -2, -1, 0, \ldots, 0)$, $y_3 = (0, 2, 0, \ldots, 0)$, $\alpha_1 = -0.5$, $\alpha_2 = 0$, and $\alpha_3 = -1$, versus $s \in [0, t]$ for different terminal positions $(x, -x, 0, \ldots, 0)$ ($x \in [-4, 4]$) and different time horizons $t$. The color of the lines denotes which initial cost was used, i.e., $r \in \arg \min_{j \in \{1,2,3\}} \hat{V}_j(x, t)$ for $r = 1, 2, 3$ corresponds to red, green, and blue, respectively. The different line markers simply differentiate between the different trajectories. Figures (a)-(c) depict the first component of the trajectory versus $s \in [0, t]$ with different time horizons $t$, while (d)-(f) depict the second component of the trajectory versus $s \in [0, t]$ with different time horizons $t$. Plots for time horizons $t = 0.125, 0.25$, and 0.5 are depicted in (a)/(d), (b)/(e), and (c)/(f), respectively.

| $n$ | 4          | 8          | 12         | 16         |
|-----|------------|------------|------------|------------|
| running time (s) | 9.9695e-07 | 2.2075e-06 | 3.3748e-06 | 4.4818e-06 |

Table 4: Time results in seconds for the average time per call over 102,400 trials for evaluating the solution of the HJ PDE (24) with initial cost $\Phi(x) = \min_{j \in \{1,2,3\}} \Phi_j(x) = \min_{j \in \{1,2,3\}} \left\{ \frac{1}{2} \|x - y_j\|^2 + \alpha_j \right\}$, where $y_1 = (-2, 0, \ldots, 0)$, $y_2 = (2, -2, -1, 0, \ldots, 0)$, $y_3 = (0, 2, 0, \ldots, 0)$, $\alpha_1 = -0.5$, $\alpha_2 = 0$, and $\alpha_3 = -1$ for various dimensions $n$. 
FPGAs consist of an array of programmable logic blocks and memory elements connected via reconfigurable interconnects. One of the main constraints in designing an FPGA implementation is the amount of logic resources available on a given FPGA. These resources include general purpose logics such as flip flops (FFs) and lookup tables (LUTs), specialized arithmetic units such as digital signal processing units (DSPs), and memory such as Block Random Access Memory (BRAMs). For a brief overview of FPGAs, we refer the reader to [54].

Our FPGA implementation uses a Xilinx Alveo U280 board with a target design running at 300 MHz. Thus, having an II of 1 means that we can begin processing a new input (i.e., a new \((x_i, t, y_i)\)) every 3.3333 nanoseconds. Note that the Alveo U280 board consists of three “chiplets”. Crossing chiplets consumes limited routing resources, which can severely reduce the performance. To avoid this issue, we aim for an FPGA design that uses less than 30% of any given FPGA resource type to ensure that no chiplet is crossed.

Table 5 shows the amount of FPGA resources and the latencies used to implement and run our building block on a Xilinx Alveo U280 board for various dimensions \(n\) and 102,400 points \((x, t, y)\) \(\in \mathbb{R}^n \times [0, \infty) \times \mathbb{R}^n\). We observe that since our design streams the points \((x, t, y)\) elementwise (i.e., our FPGA kernel takes the inputs \((x_i, t, y_i)\)), the latency scales linearly in the dimension \(n\) and the amount of FPGA resources used remains essentially constant in \(n\). We also note that we use less than 30% of the FPGA resources available on the Xilinx Alveo U280 board, which implies that we could either parallelize by implementing multiple copies of our FPGA kernel to maximize usage of the FPGA board or use a smaller (i.e., cheaper) FPGA to implement our building block with similar performance as we report here.

In Table 6, we highlight the performance boost that can be achieved using FPGAs by comparing the performance of a CPU implementation of our building block using C++ to our FPGA implementation. The CPU implementation used here is identical to that used in Section 3.1 but using a fixed number of Newton iterations (see Appendix B.1 for more details) for better comparability with our FPGA implementation. We observe that our FPGA implementation has a speedup of about 37 to 40 (depending on the dimension \(n\)) compared to the CPU implementation. Note that using a Xilinx Alveo U280 board, we could parallelize our FPGA implementation for a further speedup of \(\times 3\) (i.e., a total speedup of about 111 to 122 overall depending on the dimension \(n\)) by simply replicating our FPGA kernel on each chiplet of the board. This parallelization would not experience any performance degradation due to chiplet crossing, as each copy of the FPGA kernel would be independent, and hence, no kernels/chiplets would need to communicate (as demonstrated in Table 5 each copy of the FPGA kernel would fit fully within a single chiplet since our FPGA kernel uses less than 30% of the available FPGA resources).
Table 5: FPGA resources and latencies in cycles and nanoseconds (ns) for evaluating the solution of the HJ PDE (24) with quadratic initial condition (55) at 102,400 points \((x, t, y) \in \mathbb{R}^n \times [0, \infty) \times \mathbb{R}^n\) for various dimensions \(n\) using double precision floating points on a Xilinx Alveo U280 board with a frequency of 300 MHz.

| \(n\) | Latency (ns) | BRAM | DSPs | FFs | LUTs |
|------|--------------|------|------|-----|------|
| 4    | 410,604 (1.369e06) | 0 (0%) | 2,042 (22%) | 418,105 (16%) | 154,471 (11%) |
| 8    | 820,218 (2.734e06) | 0 (0%) | 2,042 (22%) | 418,174 (16%) | 154,442 (11%) |
| 12   | 1,229,826 (4.099e06) | 0 (0%) | 2,042 (22%) | 418,434 (16%) | 154,465 (11%) |
| 16   | 1,639,438 (5.464e06) | 0 (0%) | 2,042 (22%) | 418,887 (16%) | 154,611 (11%) |

Table 6: Comparison of the average time per call over 102,400 runs for evaluating the solution of the HJ PDE (24) with quadratic initial condition (55) for various dimensions \(n\) using a CPU implementation on a single Intel Core i5-8250U versus an FPGA implementation on a Xilinx Alveo U280 board with a frequency of 300 MHz.

| \(n\) | CPU time (s) | FPGA time (s) | Speedup |
|------|--------------|---------------|---------|
| 4    | 4.9825e-07   | 1.3369e-08    | 37.2840 |
| 8    | 9.9128e-07   | 2.6699e-08    | 37.1280 |
| 12   | 1.6092e-06   | 4.0029e-08    | 40.2009 |
| 16   | 2.1701e-06   | 5.3359e-08    | 40.6698 |

4 Summary

In this paper, we present analytical solutions to certain optimal control problems with quadratic running costs on the velocity and certain piecewise affine convex running costs on the trajectory. Moreover, we present a Hopf-type representation formula for the corresponding HJ PDE with quadratic kinetic energy and piecewise affine non-positive concave potential function. We also present efficient algorithms for solving these problems with convex initial costs and certain non-convex initial costs. We demonstrate that our algorithms do not suffer from the curse of dimensionality and have promising speedup when implemented on FPGAs in comparison to CPUs. A possible future direction is to combine the proposed algorithms with other building blocks, such as the solver in [28] and/or the LQR solver, to handle more general optimal control problems.
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A Some technical lemmas for section 2

Lemma A1. Let \( V \) be the function defined in (45) and (48). Let \( x \in \mathbb{R} \) and \( t, a, b > 0 \). Then, the function \( \mathbb{R} \ni p \mapsto -V(x, t; p, a, b) \in \mathbb{R} \) is strictly convex, 1-coercive, and continuously differentiable.

Proof. We first compute the derivatives of \( f_1, f_2, f_3, f_4, f_5 \) with respect to \( p \) to obtain

\[
\frac{\partial f_1(x, t; p, a, b)}{\partial p} = -\frac{at^2}{2} - pt + x,
\]

\[
\frac{\partial f_2(x, t; p, a, b)}{\partial p} = bt^2 - pt + x,
\]

\[
\frac{\partial f_3(x, t; p, a, b)}{\partial p} = \frac{a + b}{(a + 2b)^2} \left( -(bt - p)^2 + (p - bt)\sqrt{(bt - p)^2 + 2x(a + 2b)} \right) + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt,
\]

\[
\frac{\partial f_4(x, t; p, a, b)}{\partial p} = \frac{p^2}{2b}.
\]

From the above formulas, it is clear that \( f_1, \ldots, f_5 \) are continuously differentiable with respect to \( p \) in their domains. Now, we compute their second-order derivatives, which read as follows:

\[
\frac{\partial^2 f_1(x, t; p, a, b)}{\partial p^2} = -t < 0,
\]

\[
\frac{\partial^2 f_2(x, t; p, a, b)}{\partial p^2} = \frac{2(a + b)}{(a + 2b)^2} \left( bt - p + \frac{(bt - p)^2 + x(a + 2b)}{\sqrt{(bt - p)^2 + 2x(a + 2b)}} \right) - t,
\]

\[
\frac{\partial^2 f_3(x, t; p, a, b)}{\partial p^2} = \frac{p^2}{b} \leq 0.
\]

Hence, the second-order derivatives of \( f_1 \) and \( f_2 \) with respect to \( p \) are negative, which implies that \( f_1 \) and \( f_2 \) are strongly concave with respect to \( p \) in their domains. Note that the domains of \( f_4 \) and \( f_5 \) with respect to \( p \) are included in \([0, +\infty)\), and hence, their second-order derivatives with respect to \( p \) are negative almost everywhere. The strict concavity of \( f_4 \) and \( f_5 \) follows. Now, we prove the statement by considering different cases.

First, consider the case where \( x \in [0, \frac{\alpha a}{2}] \). In this case, according to the definitions (45) and (48), the function \( p \mapsto V(x, t; p, a, b) \) reads

\[
V(x, t; p, a, b) = \begin{cases} 
  f_2(-x, t; -p, b, a) & p < \sqrt{2ax} - at, \\
  f_3(-x, t; -p, b, a) & \sqrt{2ax} - at \leq p < 0, \\
  f_4(x, t; p, a, b) & 0 \leq p < b \left( t - \frac{2x}{a} \right), \\
  f_3(x, t; p, a, b) & p \geq b \left( t - \frac{2x}{a} \right).
\end{cases}
\]

By straightforward calculation, the function \( p \mapsto V(x, t; p, a, b) \) is continuously differentiable. Now, we prove the 1-coercivity of \(-V\) by computing the limit of the derivatives as \( p \) approaches \( +\infty \) or \( -\infty \). As \( p \) approaches \( -\infty \), we have

\[
\lim_{p \to -\infty} \frac{\partial V(x, t; p, a, b)}{\partial p} = -\lim_{q \to +\infty} \frac{\partial f_2(-x, t; q, b, a)}{\partial q} = -\lim_{q \to +\infty} \left\{ \frac{aq^2}{2} - qt - x \right\} = +\infty.
\]
where the change of variable \( q = -p \) is performed to obtain the first equality. Similarly, when \( p \) approaches \(+\infty\), we obtain
\[
\lim_{p \to +\infty} \frac{\partial V(x, t; p, a, b)}{\partial p} = \lim_{p \to +\infty} \frac{\partial f_3(x, t; p, a, b)}{\partial p} = \lim_{p \to +\infty} \frac{a + b}{(a + 2b)^2} \left( -(bt - p)^2 + (p - bt) \sqrt{(bt - p)^2 + 2x(a + 2b)} \right) + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt
\]
\[
= \lim_{p \to +\infty} \frac{a + b}{(a + 2b)^2} \left( p - bt \right) + \frac{2x(a + 2b)}{\sqrt{(bt - p)^2 + 2x(a + 2b)} - bt + p} + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt
\]
\[
= \lim_{p \to +\infty} \frac{2x(a + b)}{a + 2b} \left( \sqrt{1 + \frac{2(x + 2b)}{bt - p}} + 1 + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt = -\infty. \right)
\]
where the last equality holds since we assume \( t > 0 \). By (73) and (74), we conclude that \( p \mapsto -V(x, t; p, a, b) \) is 1-coercive when \( x \in [0, \frac{at^2}{4}] \). It remains to prove the strict concavity of \( V \) with respect to \( p \) in this case. Since \( V \) is defined piecewise and continuously differentiable, it suffices to prove that each piece is strictly concave. Recall that we proved the strict concavity of \( f_2, f_3, f_3 \) using (71), and hence, the first three lines in (72) are strictly concave functions. It remains to consider \( f_3 \). Some computation shows that \( \frac{\partial^2 f_3(x, t; p, a, b)}{\partial p^2} \leq 0 \) holds if and only if there holds
\[
(a + b)^2 x^2 - t \left( (a + b)p + \frac{a^2 t^2}{4} \right) ((p - bt)^2 + 2x(a + 2b)) \leq 0. \tag{75}\]
The left-hand side in (75) is a second-order polynomial with respect to \( x \) with positive leading coefficient. As a result, to check that the inequality in (75) holds for all \( x \in [0, \frac{at^2}{4}] \), it suffices to prove that the inequality holds at \( x = 0 \) and \( x = \frac{at^2}{4} \). Denote the left-hand side of (76) by \( P(x) \). Then, we have that
\[
P(0) = -t \left( (a + b)p + \frac{a^2 t^2}{4} \right) (p - bt)^2 \leq 0,
\]
\[
P \left( \frac{at^2}{2} \right) = -tp \left( (a + b)(bt - p)^2 + \frac{a^2 pt}{4} + \left( \frac{a + b}{2} \right) (a^2 + 2ab + ab^2) \right) \leq 0, \tag{76}\]
where \( P(0) = 0 \) holds if and only if \( p = bt \) and where \( P \left( \frac{at^2}{2} \right) = 0 \) holds if and only if \( p = 0 \). In other words, \( \frac{\partial^2 f_3(x, t; p, a, b)}{\partial p^2} \leq 0 \) holds in its corresponding domain \( p > bt - \sqrt{\frac{2x}{at^2}} \) except at finitely many points, which implies the strict concavity of \( V \) with respect to \( p \) in this domain. Therefore, we conclude that the function \( p \mapsto -V(x, t; p, a, b) \) is strictly convex, 1-coercive, and continuously differentiable for \( x \in [0, \frac{at^2}{4}] \).

Next, we consider the case where \( x > \frac{at^2}{2} \). In this case, the function \( p \mapsto V(x, t; p, a, b) \) reads:
\[
V(x, t; p, a, b) = \begin{cases} 
  f_2(-x, t; -p, b, a) & p < 0, \\
  f_1(x, t; p, a, b) & 0 \leq p \leq \frac{x}{t} - \frac{at}{2}, \\
  f_3(x, t; p, a, b) & p > \frac{x}{t} - \frac{at}{2}. 
\end{cases} \tag{77}\]
By straightforward calculation, \( p \mapsto V(x, t; p, a, b) \) is continuously differentiable. Note that (78) and (74) still hold in this case, and hence, the function \( p \mapsto -V(x, t; p, a, b) \) is 1-coercive. As in the first case, the strict concavity of the first two lines in (77) follows from (71). Hence, to prove the strict concavity of \( p \mapsto V(x, t; p, a, b) \), it suffices to show that \( \frac{\partial^2 f_3(x, t; p, a, b)}{\partial p^2} \leq 0 \) when \( x > \frac{at^2}{2} \) and \( p > \frac{x}{t} - \frac{at}{2} \), i.e., it suffices to check (76) for all \( x \in (\frac{at^2}{2}, tp + \frac{at^2}{2}) \). Again,
denote the left-hand side of (75) by $P(x)$. Since $P(x)$ is a second-order polynomial with respect to $x$ with positive leading coefficient, it suffices to show that $P(x) \leq 0$ at $x = \frac{a^2}{4}$ and $x = tp + \frac{at^2}{2}$. According to (76), $P(\frac{a^2}{4}) \leq 0$. After some calculations, we get that

$$P \left( tp + \frac{at^2}{2} \right) = -pt^3 \left( b(a + b)^2 + \frac{a^2}{2} (a + b) \right) - p^2 t^2 \left( (a + b)^2 + \frac{a^2}{4} \right) - (a + b)p^2 t \leq 0,$$

where the inequality holds since we have $a, b, p, t > 0$. Therefore, for $p > \frac{a}{4} - \frac{at}{2}$, the function $p \rightarrow -V(x, tp, p, a, b)$ is strictly concave. As a result, we have shown that the function $p \mapsto V(x, tp, p, a, b)$ is strictly convex, 1-coercive, and continuously differentiable for $x \in (\frac{a^2}{4}, +\infty)$.

Now, we consider the case where $x < 0$. By (18), for all $x, p \in \mathbb{R}$, $t \geq 0$, we have $V(x, tp, p, a, b) = V(-x, t; -p, b, a)$. Therefore, the conclusion for $x < 0$ also holds since we have already proved that the function $-p \mapsto V(-x, t; -p, b, a)$ is strictly convex, 1-coercive, and continuously differentiable.

**Lemma A2.** Let $\Phi : \mathbb{R} \rightarrow \mathbb{R}$ be defined by $\Phi(x) = px$ for some $p \in \mathbb{R}$. Let $U : \mathbb{R} \rightarrow \mathbb{R}$ be the function defined by (4) for some constants $a, b > 0$. Let $V$ be the function defined in (7) and (13). Then, the following statements hold:

(a) The function $(x, t) \mapsto V(x, t; p, a, b)$ is a continuously differentiable solution to the corresponding HJ PDE (8).

(b) For all $t \geq 0$, the function $x \mapsto V(x, t; p, a, b)$ is convex.

**Proof.** (a) We first prove the statement for non-negative $p$. Assume $p \geq 0$. By straightforward calculation, the derivatives of $f_3$ with respect to $t$ and $x$ read:

$$\frac{\partial f_3(x, t; p, a, b)}{\partial t} = \frac{b(a + b)}{a + 2b} \left( (bt - p)^2 + (bt - p) \sqrt{(bt - p)^2 + 2x(a + 2b)} \right) - \frac{b^2 t^2}{a + 2b} + \frac{b^2 t^2}{2} + \frac{b^2 t}{2} - pt,$$

$$\frac{\partial f_3(x, t; p, a, b)}{\partial x} = \frac{a + b}{a + 2b} \sqrt{(bt - p)^2 + 2x(a + 2b)} - \frac{b(bt - p)}{a + 2b}.$$

The derivatives of the functions $f_1, f_2, f_4, f_5$ read:

$$\frac{\partial f_1(x, t; p, a, b)}{\partial t} = \frac{a^2 t^2}{2} - apt + \frac{p^2}{2}, \quad \frac{\partial f_1(x, t; p, a, b)}{\partial x} = at + p,$$

$$\frac{\partial f_2(x, t; p, a, b)}{\partial t} = \frac{b^2 t^2}{2} + bpt - bx - \frac{p^2}{2}, \quad \frac{\partial f_2(x, t; p, a, b)}{\partial x} = -bt + p,$$

$$\frac{\partial f_4(x, t; p, a, b)}{\partial t} = 0, \quad \frac{\partial f_4(x, t; p, a, b)}{\partial x} = \sqrt{2ax},$$

$$\frac{\partial f_5(x, t; p, a, b)}{\partial t} = 0, \quad \frac{\partial f_5(x, t; p, a, b)}{\partial x} = -\sqrt{2bx}.$$

It is straightforward to check that these five functions all satisfy the differential equation in (8). By straightforward calculation, the function $(x, t) \mapsto V(x, t; p, a, b)$ is continuously differentiable and satisfies the initial condition in (8). Therefore, $V$ is a continuously differentiable solution to the HJ PDE (8).

Next, we consider negative $p$. Assume $p < 0$. For all $\alpha, \beta > 0$, denote by $U_{\alpha, \beta}(x)$ the function $U$ defined in (4) with constants $a = \alpha$ and $b = \beta$. Note that there holds...
where the second equality follows from the change of variable $y = -x$ and the last equality holds since the function $(y, t) \mapsto V(y, t; -p, b, a)$ is a solution to the HJ PDE \([8]\) with potential energy $U_{b,a}$, according to the proof above for positive $p$. We check the initial condition as follows:

$$V(x, 0; p, a, b) = V(-x, 0; -p, b, a) = (-p)(-x) = px.$$ 

Therefore, the function $(x, t) \mapsto V(x, t; p, a, b)$ defined in \([15]\) solves \([5]\). It is continuously differentiable since it equals $V(-x, t; -p, b, a)$, which is continuously differentiable with respect to $(-x, t)$.

(b) When $t = 0$, we have $V(x, t; p, a, b) = px$, which is convex with respect to $x$. It remains to consider the case when $t > 0$. Recall that we have proved above that the function $V$ is continuously differentiable. To show the convexity of $V$ with respect to $x$, it suffices to show the convexity of each $f_i$ in its domain. Let $p \geq 0$. By straightforward calculation, we obtain

$$
\frac{\partial^2 f_1(x, t; p, a, b)}{\partial x^2} = 0, \\
\frac{\partial^2 f_2(x, t; p, a, b)}{\partial x^2} = \frac{a + b}{\sqrt{6t}} > 0, \\
\frac{\partial^2 f_3(x, t; p, a, b)}{\partial x^2} = \frac{b}{\sqrt{-26t}} > 0.
$$

Therefore, the function $x \mapsto V(x, t; p, a, b)$ is convex for all $p \geq 0$. The convexity of $x \mapsto V(x, t; p, a, b)$ for $p < 0$ follows from \([15]\). \hfill \Box

**Lemma A3.** Let $a, b > 0$ be any positive scalars and $V$ be the function defined in \([3]\) and \([15]\). Then, for all $p \in \mathbb{R}$, there exists a constant $C_p \in \mathbb{R}$, such that there holds

$$px + C_p \leq V(x, t; p, a, b) \leq px + t(a + b)|x| \quad \forall x \in \mathbb{R}, t \geq 0. \quad (80)$$

**Proof.** In this proof, whenever there is no ambiguity, we write $V(x, t; p)$ instead of $V(x, t; p, a, b)$.

We begin by proving the first, leftmost inequality in \((80)\). Let $p \geq 0$ be an arbitrary non-negative number. We first prove the statement for this $p$. For this, it suffices to prove that

$$
\inf_{(x, t) \in \mathbb{R}\times[0, +\infty)} \{V(x, t; p) - px\} > -\infty, \quad \forall t \in \{1, 2, 3, 4, 5\},
$$

For $(x, t) \in H_1$, we have $x \geq pt + \frac{at^2}{4}$ and

$$
V(x, t; p) - px = \frac{a^2 t^3}{6} - \frac{apt^2}{2} + atx - \frac{p^2 t}{2} \geq -\frac{a^2 t^3}{6} - \frac{apt^2}{2} + at \left( pt + \frac{at^2}{2} \right) - \frac{p^2 t}{2} = \frac{a^2 t^3}{3} + \frac{apt^2}{2} - \frac{p^2 t}{2}.
$$

Note that the function $t \mapsto \frac{a^2 t^3}{3} + \frac{apt^2}{2} - \frac{p^2 t}{2}$ is a third-order polynomial with positive leading coefficient $\frac{a^2}{3}$. Thus, this function is continuous and coercive for $t \in [0, +\infty)$, and hence, it has a finite lower bound. In other words, we have

$$
\inf_{(x, t) \in \mathbb{R}\times[0, +\infty)} \{V(x, t; p) - px\} \geq \inf_{t \geq b} \left\{ \frac{a^2 t^3}{3} + \frac{apt^2}{2} - \frac{p^2 t}{2} \right\} > -\infty.
$$
For \((x, t, p) \in \Omega_2\) and \(t < \frac{t}{b}\), we have \(x < 0\), and hence,
\[
V(x, t; p) - px = -\frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} - btx \geq -\frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} \\
\geq -\frac{p^3}{6b} + 0 - \frac{p^3}{2b} = -\frac{2p^3}{3b}.
\]

For \((x, t, p) \in \Omega_2\) and \(t \geq \frac{t}{b}\), we have \(x < -\frac{a}{b}(t - \frac{6}{b})^2\), and hence,
\[
V(x, t; p) - px = -\frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} - btx \geq -\frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} + \frac{b^2t}{2} \left( t - \frac{p}{b} \right)^2 \\
= -\frac{b^2t^3}{6} + \frac{bpt^2}{2}.
\]

The function \(t \mapsto \frac{b^2t^3}{6} - \frac{bpt^2}{2}\) is a third-order polynomial with positive leading coefficient, which implies that this function is bounded from below for \(t \in [0, +\infty)\). Therefore, we obtain
\[
\inf_{(x, t, p) \in \Omega_2} \{V(x, t; p) - px\} \geq \inf_{t \geq 0} \left\{ -\frac{2p^3}{3b} \right\} > -\infty.
\]

Consider \((x, t, p) \in \Omega_3\) and let \(\Delta := (bt - p)^2 + 2x(a + 2b)\). If \(0 \leq t < \frac{t}{b}\), we have \(0 \leq x < pt + \frac{a}{b}\). By Lemma 4, \(V(x, t; p) - px\) is continuous with respect to \((x, t)\), and hence, it is bounded from below in the compact domain \(\{(x, t) \in \mathbb{R}^2 : 0 \leq t < \frac{t}{b}, 0 \leq x < pt + \frac{a}{b}\}\). If \(t \geq \frac{t}{b}\), we have \(\frac{a}{b}(t - \frac{6}{b})^2 \leq x < pt + \frac{a}{b}\), and hence, \(\Delta \geq (bt - p)^2 + a(a + 2b)(t - \frac{6}{b})^2 = (1 + \frac{a}{b})^2(bt - p)^2\). Therefore, we obtain
\[
\begin{align*}
&\inf_{(x, t, p) \in \Omega_3} \{V(x, t; p) - px\} \\
&\quad = \frac{a + b}{3(a + 2b)^2} \left( (bt - p)^3 + \Delta^{3/2} \right) - \frac{a + b}{a + 2b} (bt - p)x - \frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} - px \\
&\quad \geq \frac{(a + b)(bt - p)^3}{3(a + 2b)^2} \left( 1 + \left( 1 + \frac{a}{b} \right)^3 \right) - \frac{(b^2t + (a + b)p)x}{a + 2b} - \frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} \\
&\quad \geq \frac{(a + b)(bt - p)^3}{3(a + 2b)^2} \left( 1 + \left( 1 + \frac{a}{b} \right)^3 \right) - \frac{b^2t + (a + b)p}{a + 2b} \left( pt + \frac{at^2}{2} \right) - \frac{b^2t^3}{6} + \frac{bpt^2}{2} - \frac{p^2t}{2} \\
&\quad =: g(t),
\end{align*}
\]

where the function \(g\) defined in the last line is a third-order polynomial with respect to \(t\) whose leading coefficient reads:
\[
\begin{align*}
&\frac{(a + b)b^3}{3(a + 2b)^2} \left( 1 + \left( 1 + \frac{a}{b} \right)^3 \right) - \frac{b^2a}{2(a + 2b)} - \frac{b^2}{6} \\
&= \frac{(a + b)b^3 + (a + b)^4}{3(a + 2b)^2} - \frac{3ab^2 + b^2(a + 2b)}{6(a + 2b)} \\
&= \frac{(a + b)(a^2 + ab + b^2) - b^2(2a + b)}{3(a + 2b)} = \frac{a^2}{3} > 0.
\end{align*}
\]

Therefore, the function \(g\) is bounded from below for \(t \in [0, +\infty)\), which implies
\[
\begin{align*}
&\inf_{\{(x, t, p) \in \Omega_3, x < pt + \frac{a}{b}\}} \inf_{t \geq 0 \atop 0 \leq x \leq pt + \frac{a}{b}} \{V(x, t; p) - px\} \\
&\quad \geq \inf \left\{ \min \left\{ \inf_{0 \leq t < \frac{t}{b}, 0 \leq x \leq pt + \frac{a}{b}} \{V(x, t; p) - px\}, \inf_{t \geq 0} g(t) \right\} \right\} \\
&\quad > -\infty.
\end{align*}
\]
If \((x, t, p) \in \Omega_4\), we have \(x \geq 0\). By (29), we obtain

\[
\frac{\partial}{\partial x}(V(x, t; p) - px) = \sqrt{2ax} - p \in \begin{cases} [0, +\infty) & x \geq \frac{p^2}{2a}, \\ (-\infty, 0] & 0 \leq x < \frac{p^2}{2a}. \end{cases}
\]

Hence, the minimal value of \(V(x, t; p) - px\) is attained at \(x = \frac{p^2}{2a}\), and we have

\[
\inf_{(x, t) \in \mathbb{R} \times [0, +\infty)} \{V(x, t; p) - px\} \geq V(0, t; p) = -\frac{p^3}{6b} > -\infty.
\]

If \((x, t, p) \in \Omega_5\), we have \(x \leq 0\). By (29), we obtain

\[
\frac{\partial}{\partial x}(V(x, t; p) - px) = -\sqrt{-2ax} - p \leq 0.
\]

Then, the minimal value is attained at \(x = 0\), and we have

\[
\inf_{(x, t) \in \mathbb{R} \times [0, +\infty)} \{V(x, t; p) - px\} \geq V(0, t; p) = -\frac{p^3}{6b} > -\infty.
\]

Hence, the minimal value of \(V(x, t; p) - px\) is attained at \(x = \frac{p^2}{2a}\), and we have

\[
\inf_{(x, t) \in \mathbb{R} \times [0, +\infty)} \{V(x, t; p) - px\} \geq V(0, t; p) = -\frac{p^3}{6b} > -\infty.
\]

Therefore, we have \(\inf_{x \in \mathbb{R}, t \geq 0} \{V(x, t; p) - px\} > -\infty\) for all \(p \geq 0\), and hence, the first inequality in (30) holds for all \(p \geq 0\). If \(p < 0\), we get

\[
\inf_{x \in \mathbb{R}, t \geq 0} \{V(x, t; p, a, b) - px\} = \inf_{y \in \mathbb{R}, t \geq 0} \{V(y, t; q, b, a) - qy\} > -\infty,
\]

where the first equality holds by (13), the second equality holds by the change of variables \(q = -p\) and \(y = -x\), and the last inequality holds since we have already proved the first inequality in (30) for the positive \(q\) case. Therefore, the first inequality in (30) also holds for all \(p < 0\).

Now, we prove the second inequality in (30). We first consider the case where \(p \geq 0\). Since the function \(x \mapsto px + t(a + b)|x|\) is linear in \([0, +\infty)\) and \((-\infty, 0]\) and the function \(x \mapsto V(x, t; p)\) is convex by Lemma A2(b), then to prove that \(V(x, t; p) \leq px + t(a + b)|x|\) holds for all \(x \in \mathbb{R}\), it suffices to prove it for \(x = 0, x \geq C, \) and \(x \leq -C\) for some large scalar \(C > 0\). In other words, it suffices to consider the cases where \(x = 0\), \((x, t, p) \in \Omega_1\), and \((x, t, p) \in \Omega_2\). Note that for all \(p \geq 0\) and \(t \leq \frac{p}{2}\), the value \(V(x, t; p)\) at \(x = 0\) equals the function \(f_x(0, t; p, a, b)\), according to the continuity of \(V\). Therefore, we only need to consider the following three cases:

1. If \(x = 0\) and \(t > \frac{p}{2}\), we have

\[
V(x, t; p) = V(0, t; p) = f_x(0, t; p, a, b) = -\frac{p^3}{6b} \leq 0 = px + t(a + b)|x|.
\]

2. If \((x, t, p) \in \Omega_1\), we have \(x \geq 0\) and

\[
V(x, t; p) = -\frac{n^2t^3}{6} - \frac{opt^2}{2} + atx - \frac{p^2t}{2} + px \leq atx + px \leq px + t(a + b)|x|.
\]

3. If \((x, t, p) \in \Omega_2\), we have \(x \leq 0\) and

\[
V(x, t; p) = \frac{bx^3}{6} - \frac{bpt^2}{2} - \frac{p^2t}{2} - bt^2 - btx + px = px + t(a + b)|x| - \frac{1}{6} \left( \frac{bt - 3p^2}{p} \right)^2 - \frac{p^2t}{8} \leq px + bt|x| \leq px + t(a + b)|x|.
\]
Therefore, the second inequality in (80) holds for all \( p < 0 \) and \( x \in \mathbb{R} \). If \( p > 0 \), letting \( q = -p \) and \( y = -x \), we have

\[
V(x, t; p, a, b) = V(y, t; q, b, a) \leq qy + t(a + b)|y| = px + t(a + b)|x|,
\]

where the first equality holds by (18) and the first inequality holds since we have already proved it above for the positive \( q \) case. Therefore, the second inequality in (80) also holds for all \( p < 0 \).

**Lemma A4.** Let \( a, b > 0 \) be positive scalars and \( V \) be the function defined in (78) and (79). Then, there holds

\[
\frac{\partial V(x, t; p, a, b)}{\partial x} \leq C(R_x, R_t, R_p) < +\infty,
\]

for all \( x \in [-R_x, R_x] \), \( t \in [0, R_t] \), and \( p \in [-R_p, R_p] \).

**Proof.** We first consider the case where \( p \geq 0 \). Let \( |x| \leq R_x \), \( t \in [0, R_t] \), and \( p \in [0, R_p] \). We obtain the derivatives of \( V \) with respect to \( x \) in (78) and (79). If \( (x, t, p) \in \Omega_1 \), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| = |at + p| \leq aR_t + R_p =: C_1.
\]

If \( (x, t, p) \in \Omega_2 \), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| = |bt + p| \leq bR_t + R_p =: C_2.
\]

If \( (x, t, p) \in \Omega_3 \), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| \leq \left| \frac{(a + b)\sqrt{(bt - p)^2 + 2x(a + 2b)}}{a + 2b} - \frac{b}{a + 2b}(bt - p) \right|
\leq \left| \frac{(a + b)\sqrt{2b^2R_t^2 + 2b^2R_x^2 + 2(a + 2b)R_x + b^2R_t + bR_p}}{a + 2b} \right| =: C_3.
\]

If \( (x, t, p) \in \Omega_4 \), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| = \sqrt{2ax} \leq \sqrt{2aR_x} =: C_4.
\]

If \( (x, t, p) \in \Omega_5 \), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| = |\sqrt{-2bx}| \leq \sqrt{2bR_x} =: C_5.
\]

Therefore, the bound in (82) holds at \( (x, t, p) \) for the constant \( C(R_x, R_t, R_p) = C_{a,b} \) defined by

\[ C_{a,b} := \max \{C_1, C_2, C_3, C_4, C_5 \}. \]

Now, we consider the case where \( p < 0 \). Let \( |x| \leq R_x \), \( t \in [0, R_t] \), and \( p \in [-R_p, 0) \). Let \( q = -p \) and \( y = -x \). Hence, we have \( q \in (0, R_p) \) and \( y \in [-R_x, R_x] \). By (18), we have

\[
|\frac{\partial V(x, t; p, a, b)}{\partial x}| = \left| \frac{\partial V(y, t; q, b, a)}{\partial y} \right| \leq C_{b,a},
\]

where the inequality was proved in the beginning of this proof since the parameter \( q \) is positive. Therefore, the inequality (82) holds for all \( x \in [-R_x, R_x] \), \( t \in [0, R_t] \), and \( p \in [-R_p, R_p] \) with the constant \( C(R_x, R_t, R_p) := \max \{C_{a,b}, C_{b,a} \} \).
Lemma A5. Let $a, b > 0$, $x, p \in \mathbb{R}$, and $t > 0$. Let $V$ be the function defined in (9) and (15) and $U$ be the function defined in (7) with parameters $a, b$. Let $[0, t] \ni s \mapsto \gamma(s; x, t, p, a, b) \in \mathbb{R}$ be the trajectory defined in (12), (13), (14), (16), (17), and (19) for different cases. Then, we have

$$
\int_a^t \left( \frac{1}{2} \left( \frac{\partial}{\partial s} \gamma(s; x, t, p, a, b) \right)^2 - U(\gamma(s; x, t, p, a, b)) \right) ds + p\gamma(l; x, t, p, a, b) = V(x, t; p, a, b).
$$

(83)

Proof. If $(x, t, p) \in \Omega_1$, the left-hand side of (83) equals

$$
\int_0^t \left( \frac{1}{2} (p + ax)^2 + a \left( x - p(t - s) - \frac{a}{2}(t^2 - s^2) \right) \right) ds + p \left( x - pt - \frac{at^2}{2} \right)
$$

$$
= \int_0^t \left( a^2 s^2 + 2aps + \frac{p^2}{2} + ax - apt - \frac{a^2 t^2}{2} \right) ds + px - p^2 t - \frac{ap^2}{2}
$$

$$
= \frac{a^2 t^3}{3} + apt^2 + \frac{p^2 t}{2} + atx - apt^2 - \frac{a^2 t^3}{2} + px - p^2 t - \frac{ap^2}{2}
$$

$$
= - \frac{a^2 t^3}{6} + \frac{ap^2}{2} + atx - \frac{p^2 t^2}{2} + px
$$

$$
= V(x, t; p, a, b).
$$

If $(x, t, p) \in \Omega_2$, the left-hand side of (83) equals

$$
\int_0^t \left( \frac{1}{2} (p - bs)^2 - b \left( x - p(t - s) + \frac{b}{2}(t^2 - s^2) \right) \right) ds + p \left( x - pt - \frac{bt^2}{2} \right)
$$

$$
= \int_0^t \left( b^2 s^2 - 2bps + \frac{p^2}{2} - bs + bpt \right) ds + px - p^2 t + \frac{bp^2}{2}
$$

$$
= \frac{b^2 t^3}{3} - bpt^2 + \frac{p^2 t}{2} - bxt + bpt^2 - \frac{b^2 t^3}{2} + px - p^2 t + \frac{bp^2}{2}
$$

$$
= - \frac{b^2 t^3}{2} + \frac{bp^2}{2} - \frac{p^2 t^2}{2} + px - btx
$$

$$
= V(x, t; p, a, b).
$$

If $(x, t, p) \in \Omega_3$, let $\Delta := (bt - p)^2 + 2(b + a)x$ and $\tau$ be the scalar defined in (15). Then, the left-hand side of (83) equals

$$
\int_0^t \left( \frac{1}{2} (p - bs)^2 - b \left( x - p(\tau - s) + \frac{b}{2}(\tau^2 - s^2) \right) \right) ds + p \left( -\tau + \frac{b\tau^2}{2} \right)
$$

$$
+ \int_0^t \left( \frac{1}{2} (p - br + a(s - \tau)^2) + a \left( p - br)(s - \tau) + \frac{a}{2}(s - \tau)^2 \right) \right) ds
$$

$$
= \int_0^t \left( b\tau^3 + 2bps + \frac{p^2}{2} + bpr - \frac{b^2 \tau^2}{2} \right) ds - p^2 \tau + \frac{bpr^2}{2}
$$

$$
+ \int_0^{t-\tau} \left( \frac{1}{2} (p - br + as)^2 + a \left( p - br) s + \frac{a}{2}s^2 \right) \right) ds
$$

$$
= \frac{b^2 \tau^3}{3} - bpr^2 + \frac{p^2 \tau}{2} + bpr^2 - \frac{b^2 \tau^3}{2} - p^2 \tau + \frac{bpr^2}{2}
$$

$$
+ \int_0^{t-\tau} \left( a^2 s^2 + 2a(p - br)s + \frac{(p - br)^2}{2} \right) ds
$$

$$
= - \frac{b^2 \tau^3}{6} + \frac{bp^2\tau}{2} + \frac{p^2 \tau}{2} + \frac{a^2(t - \tau)^3}{3} + a(p - br)(t - \tau)^2 + \frac{(p - br)^2(t - \tau)^2}{2}.
$$
Let $r := t - \tau = \frac{bt - p + \sqrt{bt^2 - 4bp}}{2b}$ and $A := bt - p$. After some calculations, the left-hand side of (83) equals

\[
\frac{(a + b)(a + 2b)r^3}{3} + (p - bt)\frac{(2a + 3b)r^2}{2} + (bt - p)r - \frac{b^2 r^3}{6} + \frac{bpt^2}{2} - \frac{p^2 t}{2}
\]

\[
= \frac{a + b}{3(a + 2b)^2} \left( 4A^3 + 3A^2\sqrt{A} + 6(a + 2b)xA + \sqrt{A} \right)
\]

\[- \frac{2a + 3b}{(a + 2b)^2} \left( A^3 + A^2\sqrt{A} + (a + 2b)xA \right)
\]

\[+ \frac{A^3 + A^2\sqrt{A}}{a + 2b} - \frac{b^2 r^3}{6} + \frac{bpt^2}{2} - \frac{p^2 t}{2}
\]

\[
= \frac{a + b}{3(a + 2b)^2} \left( A^3 + \sqrt{A} \right) - \frac{bxA}{a + 2b} - \frac{b^2 r^3}{6} + \frac{bpt^2}{2} - \frac{p^2 t}{2}
\]

\[= V(x, t; p, a, b).
\]

If $(x, t, p) \in \Omega_A$, the left-hand side of (83) equals

\[
\int_{-\sqrt{bt}}^{t} \left( \frac{1}{2} \left( a \left( s - t - \sqrt{\frac{2bt}{a}} \right) \right) + a \left( \frac{a}{2} \left( s - t + \sqrt{\frac{2bt}{a}} \right) \right) \right) ds
\]

\[+ \int_{0}^{\frac{p}{bt}} \left( \frac{1}{2} (p - bs)^2 + b \left( \frac{1}{2b} (p - bs)^2 \right) \right) ds + p - \frac{p^3}{2b}
\]

\[= \int_{-\sqrt{bt}}^{t} a^2 \left( s - t + \sqrt{\frac{2bt}{a}} \right) ds + \int_{0}^{\frac{p}{bt}} (p - bs)^2 ds - \frac{p^3}{2b}
\]

\[= \frac{a^2}{\frac{3}{2}} \left( \frac{2x}{a} \right)^{3/2} + \frac{b^2}{\frac{3}{2}} \left( \frac{p}{b} \right)^3 - \frac{p^3}{2b}
\]

\[= V(x, t; p, a, b).
\]

If $(x, t, p) \in \Omega_B$, the left-hand side of (83) equals

\[
\int_{-\sqrt{bt}}^{t} \left( \frac{1}{2} \left( b \left( s - t - \sqrt{\frac{2bt}{b}} \right) \right) + b \left( \frac{b}{2} \left( s - t + \sqrt{\frac{2bt}{b}} \right) \right) \right) ds
\]

\[+ \int_{0}^{\frac{p}{bt}} \left( \frac{1}{2} (p - bs)^2 + b \left( \frac{1}{2b} (p - bs)^2 \right) \right) ds + p - \frac{p^3}{2b}
\]

\[= \int_{-\sqrt{bt}}^{t} b^2 \left( s - t + \sqrt{\frac{2bt}{b}} \right) ds + \int_{0}^{\frac{p}{bt}} (p - bs)^2 ds - \frac{p^3}{2b}
\]

\[= \frac{b^2}{\frac{3}{2}} \left( \frac{2x}{b} \right)^{3/2} + \frac{b^2}{\frac{3}{2}} \left( \frac{p}{b} \right)^3 - \frac{p^3}{2b}
\]

\[= V(x, t; p, a, b).
\]

Therefore, (83) holds for any $x \in \mathbb{R}, p, t \geq 0$.

Now, we consider the case where $p < 0$. By definition, we have $\gamma(s; x, t, p, a, b) = -\gamma(s; -x, t, -p, b, a)$ and $V(x, t; p, a, b) = V(-x, t; -p, b, a)$. Let $U_{b, a}$ denote the following
function:
\[ U_{b,a}(y) := U(-y) = \begin{cases} -by & y \geq 0, \\ ay & y < 0. \end{cases} \] (84)

Then, the left-hand side of (83) equals
\[
\int_0^t \left( \frac{1}{2} \left( \frac{d}{ds} \gamma(s; -x, t, -p, b, a) \right)^2 - U(-\gamma(s; -x, t, -p, b, a)) \right) ds - p\gamma(0; -x, t, -p, b, a)
\]
\[
= \int_0^t \left( \frac{1}{2} \left( \frac{d}{ds} \gamma(s; y, t, q, b, a) \right)^2 - U_{b,a}(\gamma(s; y, t, q, b, a)) \right) ds - q\gamma(0; y, t, q, b, a)
\]
\[= V(y, t; q, b, a) = V(-x, t; -p, b, a) = V(x, t; p, a, b),\]

where the first equality holds by (83) and the change of variables \( y = -x \) and \( q = -p \) and the second equality holds since we have already proved above that (83) holds in the positive \( q \) case. Therefore, (83) holds for all \( x, p \in \mathbb{R} \) and \( t \geq 0 \).

**Lemma A6.** Let \( a, b > 0, \ x, p \in \mathbb{R}, \) and \( t > 0. \) Let \( V \) be the function defined in (9) and (15) and \( U \) be the function defined in (e) with parameters \( a, b. \) Let \( [0, t] \ni s \rightarrow \gamma(s; x, t, p, a, b) \in \mathbb{R} \) be the trajectory defined in (12), (13), (14), (16), (17), and (19) for different cases. Then, we have
\[ \frac{\partial V}{\partial p}(x, t; p, a, b) = \gamma(0; x, t, p, a, b). \] (85)

**Proof.** We prove (85) using (19) and straightforward calculation. If \((x, t, p) \in \Omega_1,\) we have
\[ \frac{\partial V}{\partial p}(x, t; p, a, b) = -\frac{at^2}{2} - pt + x = \gamma(0; x, t, p, a, b). \]

If \((x, t, p) \in \Omega_2,\) we have
\[ \frac{\partial V}{\partial p}(x, t; p, a, b) = \frac{bt^2}{2} - pt + x = \gamma(0; x, t, p, a, b). \]

If \((x, t, p) \in \Omega_3,\) let \( \Delta := (bt - p)^2 + 2x(2b + a). \) Then, we have
\[
\frac{\partial V}{\partial p}(x, t; p, a, b) = \frac{a + b}{(a + 2b)^2} \left( -(bt - p)^2 + (p - bt)\sqrt{\Delta} \right) + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt
\]
\[
= -\frac{(a + b)(bt - p)^2}{(a + 2b)^2} + \frac{bx}{a + 2b} + \frac{bt^2}{2} - pt + \frac{(a + b)(p - bt)\sqrt{\Delta}}{(a + 2b)^2}
\]
\[
= -\frac{(a + b)p^2}{(a + 2b)^2} \frac{a^2 + 2ab + 2b^2}{a + 2b} + \frac{(a^2 + 2ab + 2b^2)b^2}{2(a + 2b)^2} + \frac{bx}{a + 2b} + \frac{(a + b)(p - bt)\sqrt{\Delta}}{(a + 2b)^2}. \] (86)

Let \( c \in \mathbb{R} \) be defined by \( c := (a + b)t + p \) and \( \tau \) be the scalar defined in (15), which equals \( \frac{\sqrt{\Delta}}{2b + a}. \) Then, by definition, we have
\[ \gamma(0; x, t, p, a, b) = \frac{-\tau^2 + \frac{bt^2}{2}}{2} = \frac{p\sqrt{\Delta} - pc}{2b + a} + \frac{b\Delta - 2b\sqrt{\Delta}}{2(2b + a)^2}
\]
\[= \frac{b^2c + b\Delta - 2b(2b + a)pc}{2(2b + a)^2} + \frac{2(2b + a)p - 2b\sqrt{\Delta}}{2(2b + a)^2}. \] (87)
By some calculations, we have
\[
\begin{align*}
be^2 + bE - 2p(2b + a) \\
= b((a + b)^2t^2 + p^2 + 2(a + b)(bt - p)^2 + 2x(2b + a)) \\
- 2(2b + a)(a + b)t - 2(2b + a)p^2 \\
= b((bt - p)^2 - (3b + 2a)p^2 - 2(a + b)^2t + b + (a + b)^2t^2 + 2x(2b + a)) \\
= -2(a + b)p^2 - 2((a + b)^2 + b^2)t + b^2t^2 + 2(2b + a)bx,
\end{align*}
\]
and
\[
2(2b + a)p - 2bc = 2(2b + a)p - 2b(a + b)t - 2bp = 2(a + b)p - 2(a + b)bt.
\]
Combining (86), (87), (88), and (89), we obtain (85) for $(x, t, p) \in D_2$.

Thus, we have proved (85) for any $x \in \mathbb{R}$ and $t, p \geq 0$.

If $p < 0$, let $q = -p$. Then, we have
\[
\frac{\partial V}{\partial p}(x, t; p, a, b) = -\frac{\partial V}{\partial q}(-x, t; q, b, a) = -\gamma(0; -x, t, q, b, a) = \gamma(0; x, t, p, a, b),
\]
where the first equality holds by (18), the second equality holds since we have already proved (85) in the positive $q$ case, and the third equality holds by (19). Hence, (85) also holds for any $x \in \mathbb{R}$, $t \geq 0$, and $p < 0$.

**Lemma A7.** Let $\Phi : \mathbb{R}^n \to \mathbb{R}$ be a convex function. Let \( \{a_i, b_i\}_{i=1}^n \) be positive constants and $U : \mathbb{R} \to \mathbb{R}$ be the function defined by (1) with constants $a = a_i$ and $b = b_i$ for each $i \in \{1, \ldots, n\}$. Define the function $\ell : \mathbb{R}^n \times [0, +\infty) \times \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ by
\[
\ell(x, t, p) := -\sum_{i=1}^n V(x_i, t; p_i, a_i, b_i) + \Phi^\ast(p),
\]
for all $x = (x_1, \cdots, x_n) \in \mathbb{R}^n$, $p = (p_1, \ldots, p_n) \in \mathbb{R}^n$, and $t \geq 0$, where each function $V(x_i, t; p_i, a_i, b_i)$ on the right-hand side is the function defined in (19) and (13). Let $M > 0$ and $a \in \mathbb{R}$ be arbitrary scalars. Then, there exists $M_\rho > 0$, such that $\ell(x, t, p) \geq \alpha$ holds for all $t \in [0, M]$ and for all $x, p \in \mathbb{R}^n$ satisfying $\|x\| \leq M$ and $\|p\| \geq M_\rho$.

**Proof.** Since $\Phi$ is a finite-valued convex function, its Legendre-Fenchel transform $\Phi^\ast$ is 1-coercive, and hence, the function $p \mapsto \Phi^\ast(p) - M\|p\|$ is also 1-coercive. As a result, there exists $M_\rho > 0$, such that
\[
\Phi^\ast(p) - M\|p\| \geq M_\rho^2 \sum_{i=1}^n (a_i + b_i) + \alpha,
\]
for all $p \in \mathbb{R}^n$ satisfying $\|p\| \geq M_\rho$. By straightforward calculation, for all $t \in [0, M]$ and for all $p, x \in \mathbb{R}^n$ satisfying $\|p\| \geq M_\rho$ and $\|x\| \leq M$, we have
\[
\ell(x, t, p) = -\sum_{i=1}^n V(x_i, t; p_i, a_i, b_i) + \Phi^\ast(p) \geq -\sum_{i=1}^n (p_i x_i + t(a_i + b_i)|x_i|) + \Phi^\ast(p)
\]
\[
\geq -\|p\|\|x\| - t\|x\| \sum_{i=1}^n (a_i + b_i) + \Phi^\ast(p)
\]
\[
\geq -M\|p\| - M^2 \sum_{i=1}^n (a_i + b_i) + \Phi^\ast(p)
\]
\[
\geq \alpha,
\]
where the first inequality holds by Lemma A3, and the last inequality follows from (91).
Lemma A8. Let $\Phi: \mathbb{R}^n \to \mathbb{R}$ be a convex function. Let $\{a_i, b_i\}_{i=1}^n$ be positive constants and $U_i: \mathbb{R} \to \mathbb{R}$ be the function defined by \((1)\) with constants $a = a_i$ and $b = b_i$ for each $i \in \{1, \ldots, n\}$. Let $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ be the function defined in \((25)\). Then, the function $V$ is continuous in $\mathbb{R}^n \times [0, +\infty)$.

Proof. First, we show the existence of the maximizer in \((25)\). Let $\ell: \mathbb{R}^n \times [0, +\infty) \times \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be the function defined in \((69)\). The function $p \mapsto -\ell(x, t, p)$ is the objective function in the maximization problem \((25)\) at $(x, t)$. Since $\Phi$ is finite-valued and convex, its Legendre-Fenchel transform $\Phi^*$ is convex, lower semi-continuous, and 1-coercive. By Lemma A11, if $t > 0$, the function $p_i \mapsto -V(x_i, t; p_i, a_i, b_i)$ is convex for each $i \in \{1, \ldots, n\}$. If $t = 0$, by straightforward calculation, we have $-V(x, t; p, a, b) = -p x_t$, which is a convex function with respect to $p_t$. Therefore, for all $x \in \mathbb{R}^n$ and $t \geq 0$, the function $\ell$ is convex, lower semi-continuous, and 1-coercive with respect to $p$. As a result, the maximizer in \((25)\) exists for all $x \in \mathbb{R}^n$ and $t \geq 0$ (see [40, Definition IV.3.2.6]), and hence, the function $V$ is finite-valued in $\mathbb{R}^n \times [0, +\infty)$.

Let $x \in \mathbb{R}^n$ and $t \geq 0$. Now, we show the continuity of the function $V$ at $(x, t)$ by showing it is lower semi-continuous and upper semi-continuous. We begin by proving lower semi-continuity. Let $p^*$ be a maximizer in \((25)\) at $(x, t)$. By Lemma A8, each function $(x_i, t) \mapsto V(x_i, t; p_i, a_i, b_i)$ is continuous, and hence, the function $(x, t) \mapsto \ell(x, t, p^*)$ is continuous for all $p$ in the domain of $\Phi^*$. For any sequence $\{(x^k, t^k)\} \subseteq \mathbb{R}^n \times [0, +\infty)$ converging to $(x, t)$, we have

$$\liminf_{k \to \infty} V(x^k, t^k) \geq \liminf_{k \to \infty} -\ell(x^k, t^k, p^*) = -\ell(x, t, p^*) = V(x, t),$$

where the inequality holds by definition of $V$ in \((25)\), the first equality holds since the function $(x, t) \mapsto \ell(x, t, p^*)$ is continuous, and the last equality holds since $p^*$ is a maximizer in \((25)\) at $(x, t)$. Therefore, the function $V$ is lower semi-continuous at $(x, t)$.

Now, we prove that $V$ is upper semi-continuous at $(x, t)$. Let $\delta > 0$ be an arbitrary positive number. Our goal is to find a neighborhood $N_{x,t}$ of $(x, t)$ in $\mathbb{R}^n \times [0, +\infty)$, such that there holds

$$V(y, s) \leq V(x, t) + \delta \quad \forall (y, s) \in N_{x,t}. \tag{92}$$

Note that by definition of $V$ in \((25)\), the inequality in \((92)\) holds if and only if there holds

$$-\ell(y, s, p) \leq V(x, t) + \delta \quad \forall p \in \mathbb{R}^n. \tag{93}$$

Therefore, it suffices to find a neighborhood $N_{x,t}$ of $(x, t)$ in $\mathbb{R}^n \times [0, +\infty)$, such that \((93)\) holds for all $(y, s) \in N_{x,t}$, and $p \in \mathbb{R}^n$. Let $M > 0$ be a scalar. By Lemma A7 with $\alpha = -V(x, t) - \delta$, there exists $\ell p > 0$, such that for all $y, p \in \mathbb{R}^n$ and $s \geq 0$ satisfying $\|y\| \leq M, s \leq M$, and $\|p\| \geq \ell p$, we have

$$\ell(y, s, p) \geq \alpha = -V(x, t) - \delta. \tag{94}$$

Now, we consider the case when $\|p\| < \ell p$ holds. By Lemmas A1 and A2, the function $(y, s, p) \mapsto V(y, s, p, a, b)$ is continuous in $\mathbb{R} \times [0, +\infty) \times \mathbb{R}$ for each $i \in \{1, \ldots, n\}$. Hence, there exists a neighborhood $N_{x,t}^i \subseteq \mathbb{R}^n \times [0, +\infty)$ of $(x, t)$, such that $|V(y, s, p, a, b) - V(x, t, p, a, b)| \leq \frac{\delta}{n}$ holds for all $(y, s) \in N_{x,t}^i, \|p\| \leq \ell p$, and $i \in \{1, \ldots, n\}$. Recall that we use $x_i, y_i$, and $p_i$ to denote the $i$-th component of the vectors $x, y$, and $p$, respectively. Therefore, for all $(y, s) \in N_{x,t}$ and $\|p\| \leq \ell p$, we have

$$\ell(y, s, p) = -\sum_{i=1}^n V(y_i, s; p_i, a_i, b_i) + \Phi^*(p) \geq -\sum_{i=1}^n \left(V(x_i, t; p_i, a_i, b_i) + \frac{\delta}{n}\right) + \Phi^*(p) \tag{95}$$

$$= -\sum_{i=1}^n V(x_i, t; p_i, a_i, b_i) + \Phi^*(p) - \delta = \ell(x, t, p) - \delta \geq -V(x, t) - \delta.$$
Combining (94) and (95), we conclude that (96) holds for all \( p \in \mathbb{R}^n \) and \((y, s) \in \mathcal{N}_{x, t} \cap (B_M(\mathbb{R}^n) \times \{0, M\})\). Therefore, the function \( V \) is upper semi-continuous at \((x, t)\).

Since \((x, t)\) is an arbitrary point in \(\mathbb{R}^n \times [0, +\infty)\), we conclude that the function \( V \) is continuous in \(\mathbb{R}^n \times [0, +\infty)\).

**Lemma A9.** Let \( \Phi : \mathbb{R}^n \to \mathbb{R} \) be a convex function. Let \( \{a_i, b_i\}_{i=1}^n \) be positive constants and \( U_i : \mathbb{R} \to \mathbb{R} \) be the function defined by (1) with constants \( a_i = a_i \) and \( b = b_i \) for each \( i \in \{1, \ldots, n\} \). Let \( p^*(x, t) \) be the set of maximizers in (25). When the maximizer is unique, we abuse notation and also use \( p^*(x, t) \) to denote the unique maximizer (as opposed to the singleton containing the maximizer), whenever there is no ambiguity. Then, the following statements hold:

(a) For any \( x \in \mathbb{R}^n \) and \( t > 0 \), the maximizer in (26) exists and is unique.

(b) For any \( x \in \mathbb{R}^n \) and \( t = 0 \), the maximizer in (26) exists, and we have \( p^*(x, 0) = \partial \Phi(x) \).

(c) For any \( x \in \mathbb{R}^n \), \( t \geq 0 \), and any neighborhood \( \mathcal{N}_p \) of \( p^*(x, t) \), there exists a neighborhood \( \mathcal{N}_x \) of \((x, t)\) in \(\mathbb{R}^n \times [0, +\infty)\), such that \( p^*(y, s) \subseteq \mathcal{N}_p \) holds for all \((y, s) \in \mathcal{N}_x \).

(d) The function \( p^* : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}^n \) is continuous.

(e) For any \( R > 0 \), the set \( \{p : x \in B_R(\mathbb{R}^n), t \in [0, R], p \in p^*(x, t)\} \) is bounded, where \( B_R(\mathbb{R}^n) \) denotes the closed ball in \(\mathbb{R}^n\) centered at \(0\) with radius \(R\).

**Proof.** In the proof of Lemma A8, we have proved the existence of the maximizer in (25) for all \( x \in \mathbb{R}^n \) and \( t \geq 0 \). Hence, the set \( p^*(x, t) \) is non-empty for all \( x \in \mathbb{R}^n \) and \( t \geq 0 \). Let \( \ell \) be the function defined in (99). Recall that the function \( \ell \) is convex and lower semi-continuous with respect to \( p \). Now, we prove the statements as follows:

(a) Let \( x \in \mathbb{R}^n \) and \( t > 0 \). By Lemma A11 the function \( p_i \mapsto -V(x_i, t; p_i, a_i, b_i) \) is strictly convex for each \( i \in \{1, \ldots, n\} \). Therefore, the function \( p \mapsto \ell(x, t, p) \) is strictly convex, and hence, the maximizer in (25) is unique. We have already proved the existence of the maximizer in the proof of Lemma A8. As a result, the set \( p^*(x, t) \) is a singleton.

(b) Let \( x \in \mathbb{R}^n \) and \( t = 0 \). We have \( V(x_i, 0; p_i, a_i, b_i) = p_i x_i \) for each \( i \in \{1, \ldots, n\} \) and any \( p_i \in \mathbb{R} \). Hence, the maximization problem in (25) becomes

\[
V(x, 0) = \sup_{p \in \mathbb{R}^n} \left\{ \sum_{i=1}^n x_i p_i - \Phi^*(p) \right\} = \sup_{p \in \mathbb{R}^n} \{ (x, p) - \Phi^*(p) \} = \Phi(x).
\] (96)

The set of maximizers equals \( \partial \Phi(x) \), which is a non-empty, convex, and compact set.

(c) We prove this statement by contradiction. Assume it does not hold. Then, there exist \( x \in \mathbb{R}^n \), \( t \geq 0 \), an open neighborhood \( \mathcal{N}_p \) of \( p^*(x, t) \), and a sequence \( \{(y^k, s^k)\} \) in \(\mathbb{R}^n \times [0, +\infty)\) converging to \((x, t)\), such that \( p^k \not\in \mathcal{N}_p \) holds for all \( k \in \mathbb{N} \), where \( p^k \) is a maximizer in (25) at \((y^k, s^k)\). Let \( \delta > 0 \) be any positive scalar. Since the function \( V \) is continuous according to Lemma A8, we assume

\[
|V(y^k, s^k) - V(x, t)| < \delta \quad \forall k \in \mathbb{N}
\] (97)

by taking the tail of the sequence \( \{(y^k, s^k)\} \). Note that the sequence \( \{(y^k, s^k)\} \) is bounded. Then, according to Lemma A7 there exists \( M_p > 0 \), such that there holds

\[
\ell(y^k, s^k, p) \geq -V(x, t) + \delta
\] (98)

for all \( p \in \mathbb{R}^n \) satisfying \( ||p|| \geq M_p \). Since \( p^k \) is a maximizer in (25) at \((y^k, s^k)\), we have

\[
\ell(y^k, s^k, p^k) = -V(y^k, s^k) < -V(x, t) + \delta \quad \forall k \in \mathbb{N},
\] (99)

where the inequality follows from (77). Note that (79) contradicts with (98), and hence, we get \( ||p^k|| < M_p \) for all \( k \in \mathbb{N} \). Therefore, the sequence \( \{p^k\} \) is bounded. By taking a convergent subsequence, we assume \( \{p^k\} \) converges to a point in \(\mathbb{R}^n\) denoted by \( p^0 \). After some calculation, we obtain

\[
V(x, t) = \lim_{k \to \infty} V(y^k, s^k) = -\lim_{k \to \infty} \ell(y^k, s^k, p^k) \leq -\ell(x, t, p^0),
\]
where the first equality holds since the function $V$ is continuous by Lemma A3, the second equality holds since $p^k$ is a maximizer in (25), and the last inequality holds since $t$ is lower semi-continuous and $\{ (y^k, s^k, p^k) \}$ converges to $(x, t, p^*)$. Then, by definition of $V(x, t)$, we conclude that $p^*$ is a maximizer in (25) at $(x, t)$. Hence, we have $p^* \in p^*(x, t) \subseteq \mathcal{N}_p$. However, since $p^\ell$ is the limit of $\{ p^k \}$ and each $p^k$ is not in the open set $\mathcal{N}_p$, the limit point $p^\ell$ is also not in the set $\mathcal{N}_p$, which gives a contradiction.

(d) By (a), the maximizer in (25) at any $(x, t) \in \mathbb{R}^n \times (0, +\infty)$ is unique, and we denote the unique maximizer by $p^*(x, t)$. According to (c), for any $x \in \mathbb{R}^n$, $t > 0$, and any neighborhood $\mathcal{N}_p$ of $p^*(x, t)$, there exists a neighborhood $\mathcal{N}_{a, t}$ of $(x, t)$ in $\mathbb{R}^n \times (0, +\infty)$, such that $p^*(y, s) \in \mathcal{N}_{a, t}$ holds for all $(y, s) \in \mathcal{N}_{a, t}$. This proves the continuity of the function $p^*: \mathbb{R}^n \times (0, +\infty) \to \mathbb{R}^n$.

(e) We first prove the boundedness of $p^*(x, t)$ for all $x \in \mathbb{R}^n$ and $t \geq 0$. If $t > 0$, the set $p^*(x, t)$ is a singleton by (a), and hence, it is a bounded set. If $t = 0$, the set $p^*(x, t)$ equals $\partial \Phi(x)$, which is a bounded set since $\Phi$ is a finite-valued convex function. Now, we prove (e) by contradiction. Assume (e) does not hold. Then, there exist sequences $\{ x^k \} \subset B_R(\mathbb{R}^n)$, $\{ t^k \} \subset [0, R]$, and $\{ p^k \} \subset \mathbb{R}^n$, such that $p^k$ is in $p^*(x^k, t^k)$ for all $k \in \mathbb{N}$ and $\| p^k \|$ increases to infinity as $k$ goes to infinity. Since $\{ (x^k, t^k) \}$ is a bounded sequence, by replacing it with a convergent subsequence, we can assume that $\{ (x^k, t^k) \}$ converges to a point denoted by $(x^*, t^*)$ in $\mathbb{R}^n \times [0, +\infty)$. Let $\mathcal{N}_p$ be a bounded neighborhood of $p^*(x^*, t^*)$, which exists since we have proved the boundedness of the set $p^*(x^*, t^*)$. According to (c), there exists a neighborhood $\mathcal{N}_{a^*, t^*}$ of $(x^*, t^*)$ such that $p^*(y, s) \subseteq \mathcal{N}_p$ holds for all $(y, s) \in \mathcal{N}_{a^*, t^*}$. Since the sequence $\{ (x^k, t^k) \}$ converges to $(x^*, t^*)$, by replacing it with a tail sequence, we can assume that $\{ (x^k, t^k) \}$ is in the neighborhood $\mathcal{N}_{a^*, t^*}$. Hence, the set $p^*(x^k, t^k)$ is included in the bounded set $\mathcal{N}_p$ for all $k \in \mathbb{N}$, which contradicts the assumption that $p^k$ is in $p^*(x^k, t^k)$ for all $k \in \mathbb{N}$ and $\| p^k \|$ increases to infinity as $k$ goes to infinity. Therefore, statement (e) holds.

Lemma A10. Let $\Phi: \mathbb{R}^n \to \mathbb{R}$ be a convex function. Let $\{ a_i, b_i \}_{i=1}^n$ be positive constants and $U_i: \mathbb{R} \to \mathbb{R}$ be the function defined by (1) with constants $a_i = a_i$ and $b_i = b_i$ for each $i \in \{ 1, \ldots, n \}$. Let $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ be the function defined in (25). Then, the function $V$ is continuously differentiable in $\mathbb{R}^n \times (0, +\infty)$, and its gradient at $(x, t) \in \mathbb{R}^n \times (0, +\infty)$ equals

$$
\nabla V(x, t) = \left( \frac{\partial V(x_1, t_1; p^*_1(x, t), a_1, b_1)}{\partial x_1}, \ldots, \frac{\partial V(x_n, t_n; p^*_n(x, t), a_n, b_n)}{\partial x_n} \right) + \sum_{i=1}^n \frac{\partial V(x_i, t; p^*_i(x, t), a_i, b_i)}{\partial t},
$$

(100)

where $p^*(x, t) = (p^1(x, t), \ldots, p^n(x, t))$ denotes the unique maximizer in (25) at $(x, t)$ and the functions $\frac{\partial V(x, t; p^*_i(x, t), a_i, b_i)}{\partial x_i}$ and $\frac{\partial V(x, t; p^*_i(x, t), a_i, b_i)}{\partial t}$ on the right-hand side denote the derivatives of the function defined in (9) and (13) with respect to $x$ and $t$, respectively.

Proof. In this proof, whenever there is no ambiguity, we write $p^* = (p^1_*, \ldots, p^n_*)$ instead of $p^*(x, t) = (p^1(x, t), \ldots, p^n(x, t))$, and we write $V_i(x, t; p)$ instead of $V_i(x, t; p, a_i, b_i)$, for simplicity. Let $x \in \mathbb{R}^n$ and $t > 0$. Let $p_* = (p^1_*, \ldots, p^n_*)$ be the maximizer in (25) at $(x, t)$. By Lemma A9(a), the maximizer $p^*$ exists and is unique.

We first compute the directional derivative of $V$ at $(x, t)$. Consider the spatial direction $y \in \mathbb{R}^n$ and time direction $s \in \mathbb{R}$. Let $(y^k, s^k) \in \mathbb{R}^n \times (0, +\infty)$ be the perturbed vector around $(x, t)$ along the direction $(y, s)$. To be specific, define $y^k := x + \alpha^k y$ and $s^k := t + \alpha^k s$ where $\{ \alpha^k \}$ is a sequence of positive numbers converging to zero. Let $p^k \in \mathbb{R}^n$ be the unique maximizer in (25) at $(y^k, s^k)$. Denote the $i$-th component of $y^k$ and $p^k$ by $y^k_i$ and $p^k_i$.
where the second equality holds for some constants $\xi$, and

$$V(x, t) = \sum_{i=1}^{n} V_i(x, t; p_i^*) - \Phi^*(p^*) \geq \sum_{i=1}^{n} V_i(x, t; p_i^*) - \Phi^*(p^*),$$

for all $k \in \mathbb{N}$. On the one hand, we have

$$\liminf_{k \to \infty} \frac{V(y^k, s^k) - V(x, t)}{\alpha^k} \geq \liminf_{k \to \infty} \frac{\sum_{i=1}^{n} V_i(y^k_i, s^k_i; p_i^*) - \Phi^*(p^*) - (\sum_{i=1}^{n} V_i(x, t; p_i^*) - \Phi^*(p^*))}{\alpha^k} = \frac{\sum_{i=1}^{n} \nabla V_i(x_i, t; p_i^*)(y_i, s)}{\alpha^k},$$

where $\nabla V_i(x_i, t; p_i^*)$ denotes the gradient of the function $(x, t) \mapsto V(x, t; p_i^*, a_i, b_i)$ at $(x, t)$ and $y_i$ denotes the $i$-th component of $y$. On the other hand, we have

$$\limsup_{k \to \infty} \frac{V(y^k, s^k) - V(x, t)}{\alpha^k} \leq \limsup_{k \to \infty} \frac{\sum_{i=1}^{n} V_i(y^k_i, s^k_i; p_i^*) - \Phi^*(p^*) - (\sum_{i=1}^{n} V_i(x, t; p_i^*) - \Phi^*(p^*))}{\alpha^k} = \frac{\sum_{i=1}^{n} \nabla V_i(x_i, t; p_i^*)(y_i, s)}{\alpha^k},$$

where the second equality holds for some constants $\xi_i \in [0, \alpha^k]$ for each $i \in \{1, \ldots, n\}$ and $k \in \mathbb{N}$ by Taylor’s theorem and the last equality holds since we have $\lim_{k \to \infty} \xi_i = 0$ for each $i \in \{1, \ldots, n\}$, $\lim_{k \to \infty} p^k = p^*$ by Lemma [A3]-[d], and each function $V_i$ is continuously differentiable with respect to $(x, t, p)$ by Lemmas [A1] and [A2]. Therefore, we conclude that

$$\lim_{k \to \infty} \frac{V(y^k, s^k) - V(x, t)}{\alpha^k} = \sum_{i=1}^{n} \nabla V_i(x_i, t; p_i^*)(y_i, s) = \left( \frac{\partial V_1}{\partial x}(x_1, t; p_1^*), \ldots, \frac{\partial V_n}{\partial x}(x_n, t; p_n^*), \sum_{i=1}^{n} \frac{\partial V_i}{\partial p_i}(x, t; p_i^*) \right)(y, s).$$

This equality holds for any direction $(y, s) \in \mathbb{R}^n \times (0, +\infty)$. As a result, the function $V$ is differentiable at $(x, t)$, and the gradient satisfies [III]. Note that $(x, t)$ is an arbitrary point in $\mathbb{R}^n \times (0, +\infty)$, and hence, the function $V$ is differentiable in $\mathbb{R}^n \times (0, +\infty)$ with gradient equal to [III].
It remains to prove the continuity of the gradient of $\tilde{V}$. By Lemmas A11 and A2, each function $(x, t, p) \mapsto V(x, t; p, a, b)$ on the right-hand side of (100) is continuously differentiable in $\mathbb{R} \times (0, +\infty) \times \mathbb{R}$. Moreover, the function $p^*$ is also continuous by Lemma A3 (d).

Therefore, the right-hand side of (100) is continuous with respect to $(x, t) \in \mathbb{R}^n \times (0, +\infty)$. As a result, the function $\tilde{V}$ is continuously differentiable with respect to $(x, t)$ in $\mathbb{R}^n \times (0, +\infty)$, and the gradient satisfies (100).

**Lemma A11.** Assume $\Phi: \mathbb{R}^n \to \mathbb{R}$ is a continuous function satisfying (27) and is bounded from below by an affine function. Let $U: \mathbb{R}^n \to (-\infty, 0]$ be a Lipschitz continuous function and $M$ be a symmetric positive definite matrix with $n$ rows and $n$ columns. Let $V: \mathbb{R}^n \times [0, +\infty) \to \mathbb{R} \cup \{-\infty\}$ be the value function defined by (3). Then, the following statements hold:

(a) The function $V$ is finite-valued for all $x \in \mathbb{R}^n$ and $t \geq 0$, and it is a viscosity solution to the HJ PDE (4) in the solution set $\mathcal{G}$ defined in (25).

(b) Assume that for all $x \in \mathbb{R}^n$ such that $x \mapsto \Phi(x) - \langle \alpha, x \rangle$ is bounded from below, the function $(x, t) \mapsto V(x, t) - \langle \alpha, x \rangle$ is also bounded from below. Then, the function $V$ is the unique viscosity solution to the HJ PDE (4) in the solution set $\mathcal{G}$.

**Proof.** (a) Since $\Phi$ is bounded from below by an affine function, there exists a vector $\alpha \in \mathbb{R}^n$ and a scalar $\beta \in \mathbb{R}$ satisfying $\Phi(x) \geq \langle \alpha, x \rangle + \beta$ for all $x \in \mathbb{R}^n$. Define $\tilde{\Phi}: \mathbb{R}^n \to \mathbb{R}$ by

$$\tilde{\Phi}(x) := \Phi(x) - \langle \alpha, x \rangle \quad \forall x \in \mathbb{R}^n. \quad (101)$$

Then, the function $\tilde{\Phi}$ is bounded from below. Now, consider another optimal control problem, which reads:

$$\tilde{V}(x, t) = \inf \left\{ \int_0^t \ell(x(s), u(s)) ds + \tilde{\Phi}(x(0)) : \dot{x}(s) = f(x(s), u(s)) \forall s \in (0, t), \ x(t) = x \right\}, \quad (102)$$

where the Lagrangian function $\ell: \mathbb{R}^n \times A \to \mathbb{R}$ and the source term $f: \mathbb{R}^n \times A \to \mathbb{R}$ are defined by

$$\ell(x, u) := \frac{1}{2} \|u\|_M^2 - U(x) - \frac{1}{2} \|\alpha\|_M^2, \quad f(x, u) := u + M\alpha, \quad \forall x, u \in \mathbb{R}^n. \quad (103)$$

Here and in the rest of this proof, the set $A$ denotes the domain of the control variable $u$, which equals $\mathbb{R}^n$ in our case. By straightforward calculation, the cost in (102) equals

$$\int_0^t \left( \frac{\|x(s) - M\alpha\|_M^2 - 1}{2} - U(x(s)) - \frac{\|\alpha\|_M^2}{2} \right) ds + \tilde{\Phi}(x(0))$$

$$= \int_0^t \left( \frac{\|x(s)\|_M^2 - 1}{2} - U(x(s)) - \langle \alpha, x(s) \rangle \right) ds + \tilde{\Phi}(x(0)) - \langle \alpha, x(0) \rangle$$

$$= \int_0^t \left( \frac{\|x(s)\|_M^2 - 1}{2} - U(x(s)) \right) ds - (\langle \alpha, x(t) - x(0) \rangle + \tilde{\Phi}(x(0)) - \langle \alpha, x(0) \rangle)$$

$$= \int_0^t \left( \frac{\|x(s)\|_M^2 - 1}{2} - U(x(s)) \right) ds + \tilde{\Phi}(x(0)) - \langle \alpha, x(t) \rangle.$$
As a result, there holds
\[
\hat{V}(x,t) = \inf \left\{ \int_0^t \left( \frac{\|u(s)\|_{M-1}^2}{2} - U(x) - \frac{\|\alpha\|_M^2}{2} \right) ds + \Phi(x(0)) \right\}:
\begin{aligned}
&\hat{x}(s) = u(s) + M\alpha \quad \forall s \in (0,t), \quad x(t) = x \\
&\hat{x}(s) = u(s) + M\alpha \quad \forall s \in (0,t), \quad x(t) = x
\end{aligned}
\]
\[
= \inf \left\{ \int_0^t \left( \frac{\|\hat{x}(s) - M\alpha\|_{M-1}^2}{2} - U(x) - \frac{\|\alpha\|_M^2}{2} \right) ds + \Phi(x(0)) \right\}:
\begin{aligned}
&\hat{x}(s) = u(s) + M\alpha \quad \forall s \in (0,t), \quad x(t) = x \\
&\hat{x}(s) = u(s) + M\alpha \quad \forall s \in (0,t), \quad x(t) = x
\end{aligned}
\]
\[
= \inf \left\{ \int_0^t \left( \frac{\|\hat{x}(s)\|_{M-1}^2}{2} - U(x(s)) \right) ds + \Phi(x(0)) - \langle \alpha, x(t) \rangle : x(t) = x \right\} - \langle \alpha, x \rangle
\]
\[
= V(x(t), t) - \langle \alpha, x \rangle.
\]
Therefore, we have
\[
\hat{V}(x, t) = V(x, t) - \langle \alpha, x \rangle \quad \forall x \in \mathbb{R}^n, t \geq 0.
\]

Now, by applying [8, Theorem 3.2], we will prove that the function \( \hat{V} \) defined in (103) is the unique viscosity solution to the HJ PDE defined by
\[
\begin{align*}
\frac{\partial \hat{V}}{\partial t}(x, t) + \frac{1}{2} \|\nabla_x \hat{V}(x, t) + \alpha\|_M^2 + U(x) &= 0 \quad x \in \mathbb{R}^n, t \in (0, +\infty), \\
\hat{V}(x, 0) &= \Phi(x) \quad x \in \mathbb{R}^n,
\end{align*}
\]
in the solution set \( \hat{G} \) defined by
\[
\hat{G} := \{ W \in C(\mathbb{R}^n \times [0, +\infty)) : W \text{ is bounded from below in } \mathbb{R}^n \times [0, T], T > 0 \text{ and } \|W\|_{\infty} < +\infty \forall R > 0 \},
\]

where \( \| \cdot \|_R \) is defined in (29). Here, we need to check the assumptions of [8, Theorem 3.2], which include:

- (H0) The domain \( A \) of the control variable \( u \) is a closed subset of a normed space.
- (H1) \( f : \mathbb{R}^n \times A \to \mathbb{R}^n \) is continuous, and there exists a constant \( L > 0 \), such that
  \[
  \|f(x, u) - f(y, u), x - y\| \leq L\|x - y\|^2 \quad \forall x, y \in \mathbb{R}^n, u \in A.
  \]
- (H2) \( \ell : \mathbb{R}^n \times A \to \mathbb{R} \) is continuous and bounded from below.
- (H3) \( \Phi : \mathbb{R}^n \to \mathbb{R} \) is continuous and bounded from below.
- (H4) \( \lambda \geq 0. \) Note that \( \lambda \) is the discounting factor in [8]. In our case, there is no discounting factor, and hence, \( \lambda \) is always zero.
- (H5) There exists \( \sigma \geq 1 \), such that for any compact \( K \subseteq \mathbb{R}^n \), there exists a constant \( f_K > 0 \) satisfying
  \[
  \|f(x, u)\| \leq f_K (1 + \|u\|^\sigma) \quad \forall (x, u) \in K \times A.
  \]
- (H6) There exist \( \ell_0 > 0, C_0 \geq 0 \), \( \delta_1 > \sigma \) (where \( \sigma \) is the constant in (H5)), such that
  \[
  \ell(x, u) \geq \ell_0 \|u\|^{\delta_1} - C_0 \quad \forall (x, u) \in \mathbb{R}^n \times A.
  \]
- (2.1) There exist \( \delta_2 \geq 0 \) and \( \bar{\ell} > 0 \), such that there holds
  \[
  |\ell(x, u) - \ell(y, u)| \leq \bar{\ell}\|x - y\| (1 + \|u\|^\delta_1 + \|x\|^\delta_2 + \|y\|^\delta_2) \quad \forall x, y \in \mathbb{R}^n, u \in A.
  \]
- (2.13) There exists \( \delta_2 \geq 0 \) and \( \bar{g} > 0 \), such that there holds
  \[
  |\Phi(x) - \Phi(y)| \leq \bar{g}\|x - y\| (1 + \|x\|^\delta_2 + \|y\|^\delta_2) \quad \forall x, y \in \mathbb{R}^n, u \in A.
  \]
In our case, the set $A$ equals $\mathbb{R}^n$, the function $f$ does not depend on the state variable $x$, and there is no discounting factor in the optimal control problem (i.e., the parameter $\lambda$ in [5] is zero). Hence, assumptions $(H_0)$, $(H_1)$, and $(H_4)$ hold. By definition of $f$ in [103], assumption $(H_5)$ holds with $\sigma = 1$ and $f_K = \max\{1, \|M\alpha\|\}$. Since the potential energy $U$ is continuous and non-positive, the function $\ell$ is continuous and bounded from below by $-\frac{1}{2}\|\alpha\|_M^2$, which implies $(H_2)$. Moreover, we obtain a lower bound for $\ell$ by

$$\ell(x, u) = \frac{1}{2}\|u\|_{M^{-1}}^2 - U(x) - \frac{1}{2}\|\alpha\|_M^2 \geq \frac{1}{2}\|u\|_{M^{-1}}^2 - \frac{1}{2}\|\alpha\|_M^2 \geq \ell_0\|u\|^2 - \frac{1}{2}\|\alpha\|_M^2,$$

for any $x, u \in \mathbb{R}^n$, where $\ell_0$ is the smallest eigenvalue of the matrix $M^{-1}$, which is positive since $M^{-1}$ is symmetric positive definite. Hence, assumption $(H_6)$ holds for $\delta_1 = 2$ and $C_0 = \frac{1}{2}\|\alpha\|_M^2$. Note that we have $\sigma = 1$ in $(H_5)$ and $\delta_1 = 2$ in $(H_6)$, and thus, the inequality $\sigma < \delta_1$ in $(H_6)$ is satisfied. After some calculation, we have

$$|\ell(x, u) - \ell(y, u)| = |U(x) - U(y)| \leq \bar{\ell}\|x - y\| \quad \forall x, y, u \in \mathbb{R}^n,$$

where $\bar{\ell}$ is the Lipschitz constant of $U$, and hence, (107) holds. Now, it remains to check the assumptions for the initial condition $\Phi$. Recall that $\Phi$ is continuous and bounded from below, and thus, $(H_3)$ is satisfied. By assumption, $\Phi$ satisfies (27). Then, by (101), we obtain

$$|\Phi(x) - \Phi(y)| \leq |\Phi(x) - \Phi(y)| + \|\alpha\|\|x - y\| \leq C\|x - y\|\|1 + \|x\|^2 + \|y\|^2\| + \|\alpha\|\|x - y\|,$$

for any $x, y \in \mathbb{R}^n$. Hence, (105) holds with $\bar{\gamma} = C + \|\alpha\|$ and $\bar{\delta} = \delta$. Therefore, all the assumptions in [3], Theorem 3.2, are satisfied. Then, applying [8], Theorem 3.2 (with the time reversal technique applied to the optimal control problem) to any time horizon $T > 0$, the function $V$ defined in (102) is the unique viscosity solution in the solution set $\tilde{G}$ in (100) to the HJ PDE whose initial condition is $\Phi$, and the Hamiltonian equals

$$H(x, p) = \sup_{u \in \mathbb{R}^n} \left\{ f(x, u, p) - \ell(x, u) \right\}
= \sup_{u \in \mathbb{R}^n} \left\{ u + M\alpha, p \right\} \frac{1}{2}\|u\|_{M^{-1}}^2 + U(x) + \frac{1}{2}\|\alpha\|_M^2
= \frac{1}{2}\|p + \alpha\|_M^2 + U(x).$$

Therefore, the function $V$ is the unique viscosity solution to the HJ PDE (105) in the solution set $\tilde{G}$, by straightforward calculation using (104), we obtain

$$D^-V(x, t) = D^-\tilde{V}(x, t) + \{(\alpha, 0)\}, \quad D^+V(x, t) = D^+\tilde{V}(x, t) + \{(\alpha, 0)\}, \quad \forall x \in \mathbb{R}^n, t > 0,$$

where $D^-W$ and $D^+W$ respectively denote the subdifferential and superdifferential of a continuous function $W$. By applying (102), (101), and (104) to (105), we conclude that the function $V$ is a viscosity solution to the HJ PDE (5).

To prove statement (a), it remains to prove that the function $V$ is in the solution set $\tilde{G}$. Since the function $\tilde{V}$ is in the solution set $\tilde{G}$, the function $V$ is continuous in $\mathbb{R}^n \times [0, t_0]$, and hence, $V$ is also in continuous in $\mathbb{R}^n \times [0, +\infty)$. For all $T > 0$, the function $\tilde{V}$ is bounded from below in $\mathbb{R}^n \times [0, T]$, and thus, the function $(x, t) \mapsto V(x, t) - (\alpha, x)$ is bounded from below in $\mathbb{R}^n \times [0, T]$. Moreover, by straightforward calculation, for all $R > 0$, there holds

$$\|V\|_R = \sup \left\{ |V(x, t)| + \|p\|: (x, t) \in B_R(\mathbb{R}^n) \times [0, R], p \in D^-\tilde{V}(x, t) \right\}
= \sup \left\{ |\tilde{V}(x, t) + \alpha, x| + \|q + \alpha\|: (x, t) \in B_R(\mathbb{R}^n) \times [0, R], q \in D^-\tilde{V}(x, t) \right\}
\leq \sup \left\{ |\tilde{V}(x, t)| + \|q\|: (x, t) \in B_R(\mathbb{R}^n) \times [0, R], q \in D^-\tilde{V}(x, t) \right\} + \|\alpha\|R + \|\alpha\|
= \|\tilde{V}\|_R + \|\alpha\|R + \|\alpha\| < +\infty,$$

where the second equality follows from (104) and (102). Therefore, the function $V$ is in the solution set $\tilde{G}$, and the statement is proved.
(b) Let $W$ be a viscosity solution to (5) in the solution set $\mathcal{G}$. By definition of $\mathcal{G}$, there exists $\alpha \in \mathbb{R}^n$, such that for all $T > 0$, the function $(x, t) \mapsto W(x, t) - (\alpha, x)$ is bounded from below in $\mathbb{R}^n \times [0, T]$. By picking $t = 0$, we get that the function $x \mapsto \Phi(x) - (\alpha, x) = W(x, 0) - (\alpha, x)$ is bounded from below in $\mathbb{R}^n$. Hence, by assumption, the function $(x, t) \mapsto V(x, t) - (\alpha, x)$ is also bounded from below in $\mathbb{R}^n \times [0, +\infty)$. Define the functions $\tilde{V}, \tilde{W} : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}$ by
\[
\tilde{V}(x, t) = V(x, t) - (\alpha, x), \quad \tilde{W}(x, t) = W(x, t) - (\alpha, x), \quad \forall x \in \mathbb{R}^n, \ t \geq 0. \tag{110}
\]
By definition, (110) holds for both functions $V$ and $W$. Note that $V$ and $W$ are both viscosity solutions to the HJ PDE (5) in the solution set $\mathcal{G}$ (recall that $V$ was proved to be a viscosity solution in (a)). By straightforward calculation using (109), the functions $\tilde{V}$ and $\tilde{W}$ are two viscosity solutions to the HJ PDE (110) in the solution set $\tilde{G}$. However, by [8] Theorem 3.2, the viscosity solution to (110) is unique in $\tilde{G}$, which implies $\tilde{V} = \tilde{W}$, and hence, $V = W$ holds. Therefore, $V$ is the unique viscosity solution to the HJ PDE (5) in the solution set $\mathcal{G}$.

B Some numerical computations

B.1 Proximal point of $p \mapsto -\frac{V(x, t; p, a, b)}{\lambda}$

In this section, we provide a numerical method for solving the following problem:
\[
p^* = \arg \min_{p \in \mathbb{R}} \left\{ -V(x, t; p, a, b) + \frac{\lambda}{2} (p - c)^2 \right\}, \tag{111}
\]
where $x, c \in \mathbb{R}$ and $t, a, b, \lambda > 0$ are some parameters and $V$ is the function defined in (9) and (13).

By Lemma [A.1] the objective function in (111) is strictly convex, 1-coercive, and continuously differentiable. Therefore, the minimizer exists and is unique. Moreover, $p^*$ is the minimizer if and only if the objective function has zero first-order derivative at $p^*$, i.e., if and only if $p^*$ satisfies
\[
0 = \left. \frac{\partial (\tilde{V}(x, t; p, a, b) + \frac{\lambda}{2} (p - c)^2)}{\partial p} \right|_{p = p^*} = \left. \left( \frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c) \right) \right|_{p = p^*}. \tag{112}
\]
Recall that the function $V$ is defined piecewise. Thus, we compute the first-order derivative using (109) and solve (112) on each piece.

First, we consider the case where $p \geq 0$. If $(x, t, p) \in \Omega_1$, then we have
\[
- \frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c) = \frac{at^2}{2} + pt - x + \lambda (p - c),
\]
which has the root
\[
p_1(x, t, a, b, c) = \frac{at^2}{2t + \lambda} + x + \lambda c.
\]
If $(x, t, p) \in \Omega_2$, then we have
\[
- \frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c) = -\frac{bt^2}{2} + pt - x + \lambda (p - c),
\]
which has the root
\[
p_2(x, t, a, b, c) = \frac{bt^2}{2t + \lambda} + x + \lambda c.
\]
If \((x, t, p) \in \Omega_3\), then we have

\[
-\frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c) = -\frac{a + b}{(a + 2b)^2} \left( -(bt - p)^2 + (p - bt)\sqrt{(bt - p)^2 + 2x(a + 2b)} \right) - \frac{bx}{a + 2b} \frac{bt^2}{2} + pt + \lambda (p - c). \tag{113}
\]

We apply Newton’s method to compute the root \(p_3\) of (113). In Newton’s method, the value is iteratively updated as

\[
p_{3}^{k+1} = p_{3}^{k} - \frac{-\frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c)}{-\frac{\partial^2 V(x, t; p, a, b)}{\partial p^2} + \lambda} = p_{3}^{k} - \frac{A_1}{A_2},
\]

where the numerator \(A_1\) equals

\[
A_1 = -\frac{a + b}{(a + 2b)^2} \left( -(bt - p)^2 + (p - bt)\sqrt{(bt - p)^2 + 2x(a + 2b)} \right) - \frac{bx}{a + 2b} \frac{bt^2}{2} + pt + \lambda (p - c),
\]

and the denominator \(A_2\) equals

\[
A_2 = -\frac{2(a + b)}{(a + 2b)^2} \left( bt - p + \frac{(bt - p)^2 + x(a + 2b)}{\sqrt{(bt - p)^2 + 2x(a + 2b)}} \right) + t + \lambda.
\]

To make Newton’s method more robust, we also enforce a lower bound \(p\) defined by

\[
p = \max \left\{ \frac{x}{t} - \frac{at}{2}, bt - b\sqrt{\frac{2x}{a}}, 0 \right\}
\]

and an upper bound \(\bar{p}\) defined by

\[
\bar{p} = \max \{bt + |c| + 1, p\}.
\]

The lower bound \(p\) is given by the definition of \(\Omega_3\). The upper bound \(\bar{p}\) is set to be \(\max \{bt + |c| + 1, p\}\) since the corresponding function value in (113) is positive and the function in (113) is increasing with respect to \(p\) for \(p \geq p_3\), which implies that no root in \(\Omega_3\) can be larger than \(bt + |c| + 1\). If the function value corresponding to \(p\) in (113) is also positive, then there is no root in \(\Omega_3\), and we simply set \(p_3\) to be \(p\). Here, the choice of initialization for Newton’s method is not crucial. For convenience, in Sections 3.1 and 3.3, we initialize Newton’s method with \(p_0 = p + 1\), and in Section 3.2, we initialize Newton’s method with the value of \(p_3\) found in the previous iteration of ADMM in Algorithm 1.

If \((x, t, p) \in \Omega_4 \cup \Omega_5\), we have

\[
-\frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda (p - c) = \frac{p^2}{2b} + \lambda (p - c),
\]

whose largest root is given by

\[
p_4(x, t, a, b, c) = -b\lambda + \sqrt{b^2\lambda^2 + 2b\lambda c},
\]

which is non-negative if and only if \(c \geq 0\). In other words, if \(c\) is negative, \(p_4\) is not a candidate for the minimizer.
Now, we consider the case of $p < 0$. By (18), we have
\begin{equation}
0 = -\frac{\partial V(x, t; p, a, b)}{\partial p} + \lambda(p - c) = \frac{\partial V(-x, t; q, b, a)}{\partial q} + \lambda(-q - c),
\end{equation}
where we apply the change of variable $q = -p$. From (114), we observe that the vector $q$ is the positive solution of (112) where the parameters $(x, t, a, b, c)$ are replaced by $(-x, t, b, a, c)$. Hence, the roots are in the set $\{p'_i: i = 1, 2, 3, 4\}$, where each $p'_i$ is defined by
\[ p'_i(x, t, a, b, c) = -p_i(-x, t, b, a, c). \]
Therefore, we get several candidates for the minimizer $p^*$. We denote the set of candidates by $C$, which is defined by
\[ C = \{p_i(x, t, a, b, c), p'_i(x, t, a, b, c): i = 1, 2, 3, 4\}. \]
Note that we can simplify the set $C$. By straightforward calculation, we obtain
\[ p'_1(x, t, a, b, c) = p_2(x, t, a, b, c), \quad p'_2(x, t, a, b, c) = p_1(x, t, a, b, c). \]
Moreover, we have
\[ p'_4(x, t, a, b, c) = a\lambda - \sqrt{a^2\lambda^2 - 2a\lambda c}, \]
which is negative if and only if $c < 0$. In other words, if $c$ is non-negative, $p'_4$ is not a candidate for the minimizer. Define $\tilde{p}_4(x, t, a, b, c)$ by
\[ \tilde{p}_4(x, t, a, b, c) = \begin{cases} p_4(x, t, a, b, c) & c \geq 0, \\ p'_4(x, t, a, b, c) & c < 0. \end{cases} \]
Then, $\tilde{p}_4(x, t, a, b, c)$ can replace $p_4(x, t, a, b, c)$ and $p'_4(x, t, a, b, c)$ as candidate minimizers. Similarly, if $x$ is negative, then $(x, t, p)$ cannot be in the set $\Omega_3$, and hence $p_3$ is not a possible candidate. Meanwhile, if $x$ is non-negative, then $(-x, t, -p)$ cannot be in the set $\Omega_3(b, a)$ (which denotes the set $\Omega_3$ with parameters $b, a$, instead of $a, b$), and hence, $p'_3$ is not a possible candidate. Thus, we define $\tilde{p}_3(x, t, a, b, c)$ by
\[ \tilde{p}_3(x, t, a, b, c) = \begin{cases} p_3(x, t, a, b, c) & x \geq 0, \\ p'_3(x, t, a, b, c) & x < 0, \end{cases} \]
and we use $\tilde{p}_3$ to replace $p_3$ and $p'_3$ as candidates. As a result, we simplify the set $C$ to
\[ C = \{p_1(x, t, a, b, c), p_2(x, t, a, b, c), \tilde{p}_3(x, t, a, b, c), \tilde{p}_4(x, t, a, b, c)\}. \]
Finally, the minimizer $p^*$ is selected among the four candidates as follows:
\[ p^* = \arg\min_{p \in C} \left\{ -V(x, t; p, a, b) + \frac{\lambda}{2}(p - c)^2 \right\}. \]

B.2 An equivalent expression for $V$

Let $V$ be the function defined in (9) and (18). In this section, we present an equivalent expression for $V$, which is used in our numerical implementation. When $p \geq 0$, the function
\( V \) can be written as follows:

\[
V(x, t; p, a, b) = \begin{cases} 
  f_1 & (x, t, p) \in \Omega_1, \\
  f_2 & (x, t, p) \in \Omega_2, \\
  \max\{f_3, f_4\} & (x, t, p) \in \Omega_3 \cup \Omega_4, \\
  f_5 & (x, t, p) \in \Omega_5,
\end{cases}
\]

where \( f_1, \dotsc, f_5 \) are the functions defined in (11), or equivalently in (115), below. Here, we use the notation \( f_i \) instead of \( f_i(x, t, p, a, b) \) for simplicity. By straightforward calculation, when \( p < 0 \), the formula reads:

\[
V(x, t; p, a, b) = \begin{cases} 
  f_2 & x \leq pt - \frac{bt^2}{2}, \\
  f_1 & \left( t < -\frac{p}{b}, x > 0 \right) \text{ or } \left( x > \frac{a}{2} \left( t - \frac{p}{b} \right)^2, t \geq -\frac{p}{a} \right), \\
  \max\{f_3', f_4'\} & pt - \frac{bt^2}{2} < x \leq 0, \\
  f_5' & t - \frac{p}{a} \geq \sqrt{\frac{2|x|}{a}}, x > 0,
\end{cases}
\]

where \( f_i' \) denotes \( f_i(-x, t; -p, b, a) \). The above equivalent expressions for \( V \) are advantageous since they slightly reduce the amount of conditional branching required by our implementation as well as simplify the conditions that need to be checked. Thus both of these differences help promote the performance of our implementation. Furthermore, the equivalent formulas for \( f_i \) and \( f_i' \) in our implementation are given as follows:

\[
\begin{align*}
  f_1 &= \frac{p^3}{6a} (at + p)^3 \div 6a + x(at + p), \\
  f_2 &= -\frac{p^3}{6b} - (bt - p)^3 \div 6b - x(bt - p), \\
  f_3 &= \frac{a + b}{3(a + 2b)^2} \left( (bt - p)^3 + \sqrt{\Delta} \right) - \frac{bx(bt - p)}{a + 2b} \div \frac{p^3}{6b} \div \frac{(bt - p)^3}{6b}, \\
  f_3' &= \frac{a + b}{3(2a + b)^2} \left( (at + p)^3 + \sqrt{\Delta'} \right) + \frac{ax(at + p)}{2a + b} \div \frac{p^3}{6a} \div \frac{(at + p)^3}{6a}, \\
  f_4 &= \frac{\sqrt{8b|x|}}{3} - \frac{p^3}{6b}, \\
  f_4' &= \frac{\sqrt{8b|x|}}{3} + \frac{p^3}{6a}, \\
  f_5 &= \frac{\sqrt{8a|x|}}{3} - \frac{p^3}{6b}, \\
  f_5' &= \frac{\sqrt{8a|x|}}{3} + \frac{p^3}{6a},
\end{align*}
\]

where we define \( \Delta = (bt - p)^2 + 2x(a + 2b) \) and \( \Delta' = (at + p)^2 - 2x(2a + b) \). These equivalent expressions are formulated in order to reduce extraneous arithmetic operations
in the implementation as well as to avoid any potential complications with undefined square roots.

B.3 Proof of Proposition 31

Let $v^N$, $d^N$, and $p^N$ be the corresponding vectors in the algorithm at the $N$-th iteration. Define the function $F: \mathbb{R}^n \rightarrow \mathbb{R}$ by

$$F(p) = \sum_{i=1}^{n} V(x_i, t; p_i, a_i, b_i) \quad \forall p = (p_1, \ldots, p_n) \in \mathbb{R}^n.$$ 

Then, the objective function in (25) equals $F - \Phi^*$. Let $p^* = (p_1^*, \ldots, p_n^*)$ be the optimizer of the optimization problem in (25), which exists and is unique by Lemma A9(a). By [12, Section 3.2], we have

$$\lim_{N \rightarrow \infty} \left( F(d^N) - \Phi^*(v^N) \right) = F(p^*) - \Phi^*(p^*) = V(x, t).$$

According to [24, Theorem 2.2] whose assumptions are proved using [24, Remark 2.2], both $v^N$ and $d^N$ converge to the point $p^*$ as $N$ approaches infinity, and hence, $p^N$ in Algorithm 1 also converges to $p^*$. By Lemma A1, the function $F$ is continuously differentiable, and hence, it is also Lipschitz in any compact domain. Let $L$ be its Lipschitz constant on a compact domain containing $\{d^N\}$ and $\{v^N\}$. Then, we have

$$\lim_{N \rightarrow \infty} |d^N - v^N| = \lim_{N \rightarrow \infty} |F(d^N) - F(v^N)| \leq \lim_{N \rightarrow \infty} |F(d^N) - F(v^N)| = 0.$$

Now, it remains to prove the second formula in (63). By definition of $\gamma$ in [12], [13], and [14], the function $p \mapsto \gamma(s; x, t, p, a, b)$ is continuous. Since $p^N$ converges to $p^*$, $\gamma$ converges to $\gamma$ pointwise for any $s \in [0, t]$. Moreover, by straightforward calculation, the function $s \mapsto \gamma(s; x, t, p, a, b)$ is continuously differentiable with respect to $s$, and its derivative is bounded by $|p| + (a + b)t$. Also, the function $s \mapsto \gamma(s; x, t, p, a, b)$ is bounded by $|x| + |p|t + (a + b)t^2$. Thus, the second formula in (63) holds by the Arzela-Ascoli theorem. \qed
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