An Efficient Approach for the Model of Thrombin Receptor Activation Mechanism with Mittag-Leffler Function
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Abstract. In the present work, we hared an efficient technique called, \textit{q-homotopy analysis transform method} (\textit{q-HATM}) in order to find the solution for the model of thrombin receptor activation mechanism (TRAM) and examine the nature of \textit{q-HATM} solution with distinct fractional order. The considered model elucidates the TRA mechanism in calcium signalling, and this mechanism plays a vital role in the human body. We defined fractional derivative defined with Atangana-Baleanu (AB) operator and the projected scheme is an amalgamation of Laplace transform with \textit{q-homotopy analysis scheme}. For the achieved results, to present the existence and uniqueness we hired the fixed point hypothesis. To validate and illustrate the effectiveness of the considered scheme, we examined the projected model with arbitrary order. The behaviour of the achieved results is captured in terms of plots and also showed the importance of the parameters offered by the considered solution procedure. The attained results illuminate, the projected scheme is easy to employ and more effective in order to analyse the behaviour of fractional order differential systems exemplifying real word problems associated with science and technology.
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1 Introduction

The human body is mainly the composition of six elements of about 99\%, and those are namely, phosphorus, calcium, nitrogen, hydrogen, carbon and oxygen. In our body, the most generous mineral is calcium (\textit{Ca}) and it is about 1.5\%. \textit{Ca} is the most play a vital rule in muscle contraction and protein regulation and also it’s very essential in the processes of contractions bones and their protection. Most of the phenomena including cell death and fertilization are achieved with the help of calcium oscillations. With the
exploit of the inositol phospholipid cascade by raising the cytosolic calcium levels produced, most of the pathways of signal transduction are arbitrated [1, 2]. Ca acts as emissary in information processing. For the analysis of enzyme phospholipase C (PLC), G protein is playing an important role.

In the present scenario, the study of most of the phenomena related to the human body like diseases and their behaviour, the essential components of our body and their functions; magnetize the attention of mathematicians and researchers associated to mathematics in order to model and analyse as well as predict its essential behaviours. In connection with this, authors in [3] nurtured the mathematical model in order to illustrate the mediated activation of human platelets, researchers in [4] analyse the cytosolic calcium dynamics by the aid of mathematical model and later by the help of fractional calculus (FC), authors in [5] present their viewpoint in order to understand the importance of FC while analysing the mathematical model stimulating the above-cited phenomenon.

The seed of fractional calculus (FC) is planted before 324 years, however lately become an essential tool for the distinct discipline of science and engineering, and hence fascinated the attention of authors. It was shortly discovered that fractional calculus is more appropriate for modelling the phenomena describing nature in a systematic manner as associated with integer order calculus. The calculus of arbitrary order turned out one of the most essential tools to describe biological phenomena. The human diseases which are modelled through derivative having fractional-order help us to incorporate the information about its present and past states. Diverse pioneering notions and fundamentals are prescribed by many senior researchers [6–11]. Recently, due to diverse applications and favourable properties, the concept of FC is widely hired to investigate real world problems [12–20]. Particularly, authors in [21] analysed the fractional order system exemplifying the fish farm model within the frame of new fractional operator and also the captured some simulating consequences associated to the model using efficient scheme, authors in [22, 23] investigated the numerical solution for the fractional order coupled special cases of KdV equations and presented some interesting results with respect to different fractional order. The epidemic model of childhood disease is analysed by the authors in [24] within the frame of fractional calculus and they presented the nature of the corresponding results for distinct arbitrary order. Authors in [19] analyse the evolution of 2019-nCoV and its dynamic structures with help of nonlocal operator and presented some numerical surface using efficient scheme.

The activated form of phospholipase C (PLC) hydrolyzes the diacylglycerol (DAG), 5-trisphosphate [\Ins(I, 4, 5)P_3], 5-bisphosphate [\PtdIns(4, 5)P_2] to inositol and phosphatidylinositol 4. From the endoplasmic reticulum, the 5-trisphosphate is helps to stimulate the let out of endogenous calcium. The number of activated cell surface receptor proportional to the rate of generates of the 5-trisphosphate. The thrombin is a multiprocessing serine protease aids from the endothelial cell to take calcium transient and it acts as a ligand for the present model. Here, we consider the system of the equation which described the TRS mechanism. In endothelial cells, this model provides incite of calcium arbitrated signal transduction. The release of calcium is determined by the 5-trisphosphate cytosolic level in the calcium homeostasis and the number of active surface receptors (S) aid to generate the 5-trisphosphate. The receptor-ligand complex (C) formed due to ligand binding with surface receptors and on cleavage outcomes in
activated receptors \((A)\). The above-cited phenomenon is illustrated with the aid of the system of three differential equations and concentration of thrombin \((c)\) as follows \([4, 5]\)

\[
\begin{align*}
\frac{dS(t)}{dt} &= -\delta cS(t) + \beta C(t) \\
\frac{dC(t)}{dt} &= \delta cS(t) - (\beta + \lambda)c(t), \\
\frac{dA(t)}{dt} &= \lambda C(t)
\end{align*}
\] (1)

where \(\delta\) and \(\beta\) respectively symbolize the on and off rate constant of thrombin binding.

Many nonlinear and important models are effectively and methodically examined with the assist of FC. Many senior pioneers proposed distinct definitions including, Riemann, Liouville, Caputo and Fabrizio. Soon after the invention of each notion, many researchers identify some limitations while examining specific problems. Including physical meaning of the initial conditions, kernel associated to singularity, non-locality and others associated with complex phenomena. With the assist of Mittag–Leffler function, Atangana and Baleanu \([25]\) proposed a new fractional-order operator and overcome all the above-cited consequences which play a vital role while investigating properties of the models.

Authors in \([5]\) presented the simulation for the fractional system with Caputo–Fabrizio derivative using perturbation iterative scheme, which poses interesting consequences. In the present framework, we consider with AB derivative and which as follows

\[
\begin{align*}
^AABC D_t^\alpha S(t) &= -\delta cS(t) + \beta C(t) \\
^AABC D_t^\alpha C(t) &= \delta cS(t) - (\beta + \lambda)c(t), \\
^AABC D_t^\alpha A(t) &= \lambda C(t)
\end{align*}
\] (2)

where \(\alpha\) is fractional order of the system.

As much as impartment of modelling real-world problems, finding the solution for the corresponding system is also vital and difficult. Most of the complex and nonlinear problems don’t have an analytical solution. In this connection, researchers preferred for semi-analytical or numerical schemes. One of the efficient and most widely hired methods to solve nonlinear problems is the homotopy analysis method (HAM) and which natured by Liao Shijun \([26, 27]\). This solution procedure overcomes most of the limitation arise while solving nonlinear problems with dissertation and perturbation. However, a few limitations have been pointed out by researchers in order to reduce computational work and time. The presented method is the mixture of LT with \(q\)-HAM and nurtured by Singh et al. \([28]\). Clearly, \(q\)-HATM is an enhanced algorithm of HAM; it does not require linearization, perturbation or discretization. Recently, many researchers hired the considered method due to its efficacy and reliability to understand physical behaviour numerous classes of nonlinear problems \([29–34]\). The considered scheme gives more freedom to choose problems associated with distinct initial conditions and it proposed with axillary and homotopy corresponding phenomena \([35, 36]\).
2 Preliminaries

Here, the basic notions and definitions of FC and LT are presented [25, 37–41].

**Definition 1.** In Caputo and Riemann-Liouville sense, for a function $f \in H^1(a, b)$ the fractional Atangana-Baleanu-derivative are presented respectively as follows [25]:

$$
\begin{align*}
ABC_a D^\alpha_t (f(t)) &= \frac{B[\alpha]}{1-\alpha} \int_a^t f'(\vartheta) \left( \frac{(t-\vartheta)^{\alpha-1}}{\vartheta - 1} \right) d\vartheta, \\
ABR_a D^\alpha_t (f(t)) &= \frac{B[\alpha]}{1-\alpha} \frac{d}{dt} \int_a^t f(\vartheta) \left( \frac{(t-\vartheta)^{\alpha-1}}{\vartheta - 1} \right) d\vartheta,
\end{align*}
$$

where $B[\alpha]$ is a normalization function such that $B(0) = B(1) = 1$.

**Definition 2.** The AB integral with fractional order is presented [25] as

$$
\begin{align*}
AB_a I^\alpha_t (f(t)) &= \frac{1-\alpha}{B[\alpha]} f(t) + \frac{\alpha}{B[\alpha] \Gamma(\alpha)} \int_a^t f(\vartheta) (t-\vartheta)^{\alpha-1} d\vartheta.
\end{align*}
$$

**Definition 3.** The Laplace transform (LT) Associated to AB operator is defined as

$$
L[ABR_a D^\alpha_t (f(t))] = \frac{B[\alpha]}{1-\alpha} \frac{s^\alpha L[f(t)] - s^{\alpha-1} f(0)}{s^\alpha + (\alpha/ (1-\alpha))}.
$$

**Theorem 1.** The following Lipschitz conditions satisfy respectively for the Riemann-Liouville and AB derivatives [25]

$$
\|ABC_a D^\alpha_t f_1(t) - ABC_a D^\alpha_t f_2(t)\| < K_1 \|f_1(x) - f_2(x)\|,
$$

and

$$
\|ABR_a D^\alpha_t f_1(t) - ABR_a D^\alpha_t f_2(t)\| < K_2 \|f_1(x) - f_2(x)\|.
$$

**Theorem 2.** The fractional differential equation $\frac{ABC}{a} D^\mu_t f(t) = s(t)$ has a unique solution is given by [25]

$$
\begin{align*}
f(t) &= \frac{1-\alpha}{B[\alpha]} s(t) + \frac{\alpha}{B[\alpha] \Gamma(\alpha)} \int_0^t s(\zeta)(t-\zeta)^{\alpha-1} d\zeta.
\end{align*}
$$

3 Basic idea of $q$-HATM

Here, we consider the differential equation of fractional order with respectively linear $\mathbb{R}$ and nonlinear $\mathbb{N}$ differential operator form.
\[ \begin{align*}
\frac{ABC}{a} D_t^\alpha v(x, t) + \mathcal{R} v(x, t) + \mathcal{N} v(x, t) &= f(x, t), \quad n - 1 < \alpha \leq n, \\
\text{with the initial condition} \\
v(x, 0) &= g(x),
\end{align*} \tag{10} \]

where \( \frac{ABC}{a} D_t^\alpha v(x, t) \) symbolise the AB derivative of \( v(x, t) \), \( f(x, t) \) denotes the source term. Using LT, Eq. (10) gives

\[\mathcal{L}[v(x, t)] - \frac{\varphi(x)}{s} + \frac{1}{2[n]} \left( 1 - \alpha + \frac{\alpha}{s^\alpha} \right) \{ \mathcal{L}[\mathcal{R} v(x, t)] + \mathcal{L}[\mathcal{N} v(x, t)] - \mathcal{L}[f(x, t)] \} = 0. \tag{12}\]

By the assist of HAM, \( \mathcal{N} \) is projected as

\[\mathcal{N} \varphi(x, t; q) = \mathcal{L} [\varphi(x, t; q)] - \frac{\varphi(x)}{s} \]

\[+ \frac{1}{2[n]} \left( 1 - \alpha + \frac{\alpha}{s^\alpha} \right) \{ \mathcal{L}[\mathcal{R} \varphi(x, t; q)] + \mathcal{L}[\mathcal{N} \varphi(x, t; q)] - \mathcal{L}[f(x, t)] \}. \tag{13}\]

Here, \( \varphi(x, t; q) \) is the real-valued function. Now, we have

\[(1 - nq)\mathcal{L} [\varphi(x, t; q) - v_0(x, t)] = hq\mathcal{N} [\varphi(x, t; q)], \tag{14}\]

where \( \mathcal{L} \) is signifying LT, \( q \in [0, \frac{1}{n}] (n \geq 1) \) is the embedding parameter and \( h \neq 0 \) is an auxiliary parameter. For \( q = 0 \) and \( q = \frac{1}{n} \), we have

\[\varphi(x, t; 0) = v_0(x, t), \quad \varphi \left( x, t; \frac{1}{n} \right) = v(x, t). \tag{15}\]

Thus, by intensifying \( q \) from 0 to \( \frac{1}{n} \), then \( \varphi(x, t; q) \) changes from \( v_0(x, t) \) to \( v(x, t) \).

Using Taylor theorem near to \( q \), we defining \( \varphi(x, t; q) \) in series form and then we get

\[\varphi(x, t; q) = v_0(x, t) + \sum_{m=1}^{\infty} v_m(x, t) q^m, \tag{16}\]

where

\[v_m(x, t) = \frac{1}{m!} \frac{\partial^m \varphi(x, t; q)}{\partial q^m} \bigg|_{q=0}. \tag{17}\]

For the proper chaise of \( v_0(x, t), n \) and \( h \), the series (14) converges at \( q = \frac{1}{n} \). By simplifying Eq. (14), we achieved
\[ \mathcal{L}[v_m(x,t) - k_m v_{m-1}(x,t)] = \hbar \mathcal{R}_m(\tilde{v}_{m-1}), \]  

(18) 

where the vectors are defined as
\[ \tilde{v}_m = \{v_0(x,t), v_1(x,t), \ldots, v_m(x,t)\}. \]

(19)

On employing inverse \( LT \) on Eq. (18), we get
\[ v_m(x,t) = k_m v_{m-1}(x,t) + \hbar \mathcal{L}^{-1}[\mathcal{R}_m(\tilde{v}_{m-1})], \]

(20) 

where 
\[ \mathcal{R}_m(\tilde{v}_{m-1}) = L[v_{m-1}(x,t)] - \left(1 - \frac{k_m}{n}\right) \left(\frac{\varrho(x)}{s} + \frac{1}{\mathcal{B}[\alpha]} \left(1 - \alpha + \frac{\alpha}{s^\alpha}\right) L[f(x,t)]\right) \]
\[ + \frac{1}{\mathcal{B}[\alpha]} \left(1 - \alpha + \frac{\alpha}{s^\alpha}\right) L[Rv_{m-1} + \mathcal{H}_m-1], \]

(21) 

and
\[ k_m = \begin{cases} 0, m \leq 1, \\ n, m > 1. \end{cases} \]

(22) 

In Eq. (21), \( \mathcal{H}_m \) signifies homotopy polynomial and which is defined as
\[ \mathcal{H}_m = \frac{1}{m!} \left[ \frac{\partial^m \varphi(x,t;q)}{\partial q^m} \right]_{q=0} \quad \text{and} \quad \varphi(x,t;q) = \varphi_0 + q\varphi_1 + q^2\varphi_2 + \ldots. \]

(23) 

By the aid of Eqs. (20) and (21), one can get
\[ v_m(x,t) = (k_m + \hbar)v_{m-1}(x,t) - \left(1 - \frac{k_m}{n}\right) \mathcal{L}^{-1} \left(\frac{\varrho(x)}{s} + \frac{1}{\mathcal{B}[\alpha]} \left(1 - \alpha + \frac{\alpha}{s^\alpha}\right) L[f(x,t)]\right) \]
\[ + \hbar \mathcal{L}^{-1} \left\{ \frac{1}{\mathcal{B}[\alpha]} \left(1 - \alpha + \frac{\alpha}{s^\alpha}\right) L[Rv_{m-1} + \mathcal{H}_m-1] \right\}. \]

(24) 

The \( q \)-HATM solution is presented as
\[ v(x,t) = v_0(x,t) + \sum_{m=1}^{\infty} v_m(x,t) \left(\frac{1}{n}\right)^m. \]

(25)
4 Solution for Proposed Model

To demonstrate the efficiency and solution procedure of the projected method, in here we consider system describing considered a model with arbitrary order. By the assist of Eq. (2), one can get

\[
\begin{align*}
\frac{d^2}{dt^2} D_a^z S(t) + \delta e S(t) - \beta C(t) &= 0, \\
\frac{d^2}{dt^2} D_a^z C(t) - \delta e S(t) + (\beta + \lambda) C(t) &= 0, \\
\frac{d^2}{dt^2} D_a^z A(t) - \lambda C(t) &= 0
\end{align*}
\]

with initial conditions

\[
S(0) = S_0(t), C(0) = C_0(t), A(0) = A_0(t).
\]

Taking LT on Eq. (26) and then using the Eq. (27), we get

\[
\begin{align*}
L[S(t)] &= \frac{1}{s} (S_0(t)) + \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\delta e S(t) - \beta C(t)\}, \\
L[C(t)] &= \frac{1}{s} (C_0(t)) - \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\delta e S(t) - (\beta + \lambda) C(t)\}, \\
L[A(t)] &= \frac{1}{s} (A_0(t)) - \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\lambda C(t)\}.
\end{align*}
\]

Now, we define \( N \) as below

\[
\begin{align*}
&N^1[\varphi_1(t; q), \varphi_2(t; q), \varphi_3(t; q)] = L[\varphi_1(t; q)] - \frac{1}{s} (S_0(t)) \\
&\quad + \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\delta e \varphi_1(t; q) + \beta \varphi_2(t; q)\}, \\
&N^2[\varphi_1(t; q), \varphi_2(t; q), \varphi_3(t; q)] = L[\varphi_2(t; q)] - \frac{1}{s} (C_0(t)) \\
&\quad - \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\delta e \varphi_1(t; q) + (\beta + \lambda) \varphi_2(t; q)\}, \\
&N^3[\varphi_1(t; q), \varphi_2(t; q), \varphi_3(t; q)] = L[\varphi_3(t; q)] - \frac{1}{s} (A_0(t)) \\
&\quad - \frac{1}{B[z]} \left( 1 - \frac{\alpha}{z^2} \right) L\{\lambda \varphi_2(t; q)\}.
\end{align*}
\]
The deformation equation of $m$-th order at $\mathcal{H}(x, t) = 1$ is defined as

$$L[S_m(t) - k_mS_{m-1}(t)] = hR_{1,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right],$$

$$L[C_m(t) - k_mC_{m-1}(t)] = hR_{2,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right],$$

$$L[A_m(t) - k_mA_{m-1}(t)] = hR_{3,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right],$$

where

$$R_{1,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right] = L[S_{m-1}(t)] - \left(1 - \frac{k_m}{n}\right)\left\{\frac{1}{s} (S_0(t))\right\}$$

$$+ \frac{1}{B[z]} \left(1 - \alpha + \frac{\alpha}{s^2}\right) L\{\delta e S_{m-1}(t) - \beta C_{m-1}(t)\},$$

$$R_{2,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right] = L[C_{m-1}(t)] + \left(1 - \frac{k_m}{n}\right)\left\{\frac{1}{s} (C_0(t))\right\}$$

$$+ \frac{1}{B[z]} \left(1 - \alpha + \frac{\alpha}{s^2}\right) L\{\delta e S_{m-1}(t) - (\beta + \lambda)C_{m-1}(t)\},$$

$$R_{3,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right] = L[A_{m-1}(t)] + \left(1 - \frac{k_m}{n}\right)\left\{\frac{1}{s} (A_0(t))\right\}$$

$$- \frac{1}{B[z]} \left(1 - \alpha + \frac{\alpha}{s^2}\right) L\{\lambda C_{m-1}(t)\}. $$

(31)

Eq. (31) reduces after employing inverse $LT$, as follows

$$S_m(t) = k_mS_{m-1}(t) + hL^{-1}\left\{R_{1,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right]\right\},$$

$$C_m(t) = k_mC_{m-1}(t) + hL^{-1}\left\{R_{2,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right]\right\},$$

$$A_m(t) = k_mA_{m-1}(t) + hL^{-1}\left\{R_{3,m}\left[\tilde{S}_{m-1}, \tilde{C}_{m-1}, \tilde{A}_{m-1}\right]\right\}. $$

(32)

Using $S_0(t) = R_T$, $C_0 = 0$ and $A_0(t) = 0$ we can obtain the terms of the series solution with the help of the above system

$$S(t) = S_0(t) + \sum_{m=1}^{\infty} S_m(t) \left(\frac{1}{n}\right)^m,$$

$$C(t) = C_0(t) + \sum_{m=1}^{\infty} C_m(t) \left(\frac{1}{n}\right)^m,$$

$$A(t) = A_0(t) + \sum_{m=1}^{\infty} A_m(t) \left(\frac{1}{n}\right)^m,$$

(33)
5 Existence of Solutions for the Proposed Problem

Here, to present the existence of the solution, we considered the fixed-point theorem. Now, the system (27) is considered as

\[
\begin{align*}
&\frac{ABC D^2}{0} [S(t)] = G_1(t, S), \\
&\frac{ABC D^2}{0} [C(t)] = G_2(t, C), \\
&\frac{ABC D^2}{0} [A(t)] = G_3(t, A).
\end{align*}
\]

Using the Theorem 2, Eq. (35) is transformed to the Volterra integral equation and defined as

\[
\begin{align*}
S(t) - S(0) &= \frac{(1-z)}{B(z)} \int_0^t G_1(\xi, S(t - \xi)^{2-1} d\xi, \\
C(t) - C(0) &= \frac{(1-z)}{B(z)} \int_0^t G_2(\xi, C(t - \xi)^{2-1} d\xi, \\
A(t) - A(0) &= \frac{(1-z)}{B(z)} \int_0^t G_3(\xi, A(t - \xi)^{2-1} d\xi.
\end{align*}
\]

**Theorem 3.** The kernel $G_1$ satisfies the Lipschitz condition and contraction if $0 \leq (\delta \varepsilon - \beta \lambda_2) < 1$ holds.

**Proof.** We consider the two functions $u$ and $u_1$ to prove the required result, as follows

\[
\begin{align*}
\|G_1(t, S) - G_1(t, S_1)\| &= \|\delta \varepsilon [S(t) - S(t_1)] - \beta C(t)\| \\
&\leq \|\delta \varepsilon\| \|S(t) - S(t_1)\| \leq (\delta \varepsilon - \beta \lambda_2) \|S(t) - S(t_1)\|,
\end{align*}
\]

where $\|C(t)\| \leq \lambda_2$ be the bounded function. Putting $\eta_1 = \delta \varepsilon - \beta \lambda_2$ in Eq. (37), we have

\[
\|G_1(t, S) - G_1(t, S_1)\| \leq \eta_1 \|S(t) - S(t_1)\|.
\]

Equation (38) signifies Lipschitz condition for $G_1$. If $0 \leq (\delta \varepsilon - \beta \lambda_2) < 1$, then it gives the contraction. Similarly, we have

\[
\begin{align*}
\|G_2(t, C) - G_2(t, C_1)\| &\leq \eta_2 \|C(t) - C(t_1)\|, \\
\|G_3(t, A) - G_3(t, A_1)\| &\leq \eta_3 \|A(t) - A(t_1)\|.
\end{align*}
\]

Now, we define the recursive form of Eq. (36) as with initial conditions

\[
\begin{align*}
S_n(t) &= \frac{(1-z)}{B(z)} \int_0^t G_1(\xi, S_{n-1}(t - \xi)^{2-1} d\xi, \\
C_n(t) &= \frac{(1-z)}{B(z)} \int_0^t G_2(\xi, C_{n-1}(t - \xi)^{2-1} d\xi, \\
A_n(t) &= \frac{(1-z)}{B(z)} \int_0^t G_3(\xi, A_{n-1}(t - \xi)^{2-1} d\xi.
\end{align*}
\]
and

\[ S(0) = S_0(t), \quad C(0) = C_0(t) \quad \text{and} \quad A(0) = A_0(t). \tag{40} \]

The successive difference between the terms presented as

\[
\begin{align*}
\phi_{1n}(t) &= S_n(t) - S_{n-1}(t) \\
&= \frac{(1-\alpha)}{B(\alpha)} (G_1(t, S_{n-1}) - G_1(t, S_{n-2})) + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \int_0^t G_1(\zeta, S_{n-1})(t - \zeta)^{\alpha-1} d\zeta, \\
\phi_{2n}(t) &= C_n(t) - C_{n-1}(t) \\
&= \frac{(1-\alpha)}{B(\alpha)} (G_2(t, C_{n-1}) - G_2(t, C_{n-2})) + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \int_0^t G_2(\zeta, C_{n-1})(t - \zeta)^{\alpha-1} d\zeta, \\
\phi_{3n}(t) &= A_n(t) - A_{n-1}(t) \\
&= \frac{(1-\alpha)}{B(\alpha)} (G_3(t, A_{n-1}) - G_3(t, A_{n-2})) + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \int_0^t G_3(\zeta, A_{n-1})(t - \zeta)^{\alpha-1} d\zeta, \tag{41}
\end{align*}
\]

Notice that

\[
\begin{align*}
S_n(t) &= \sum_{i=1}^n \phi_{1i}(t), \\
C_n(t) &= \sum_{i=1}^n \phi_{2i}(t), \\
A_n(t) &= \sum_{i=1}^n \phi_{3i}(t). \tag{42}
\end{align*}
\]

By using Eq. (39) and applying the norm on the first term of Eq. (42), we have

\[
\| \phi_{1n}(t) \| \leq \frac{(1-\alpha)}{B(\alpha)} \eta_1 \| \phi_{1(n-1)}(t) \| + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_1 \int_0^t \| \phi_{1(n-1)}(\zeta) \| d\zeta. \tag{43}
\]

Similarly, we have

\[
\begin{align*}
\| \phi_{2n}(t) \| &\leq \frac{(1-\alpha)}{B(\alpha)} \eta_2 \| \phi_{2(n-1)}(t) \| + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_2 \int_0^t \| \phi_{2(n-1)}(\zeta) \| d\zeta, \\
\| \phi_{3n}(t) \| &\leq \frac{(1-\alpha)}{B(\alpha)} \eta_3 \| \phi_{3(n-1)}(t) \| + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_3 \int_0^t \| \phi_{3(n-1)}(\zeta) \| d\zeta. \tag{44}
\end{align*}
\]

Next using the above result, we have following results.

**Theorem 4.** The solution for Eq. (27) will exist and unique if we have \( t_0 \) then

\[
\frac{(1-\alpha)}{B(\alpha)} \eta_i + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_i < 1,
\]

for \( i = 1, 2 \) and 3.

**Proof.** Let \( S(t), C(t) \) and \( A(t) \) be the bounded functions admitting the Lipschitz condition. Now, we have by Eqs. (43) and (45)
\[ \|\phi_1(t)\| \leq \|S_n(0)\| \left[ \frac{(1 - \alpha)}{B(x)} \eta_1 + \frac{\alpha}{B(x) \Gamma(x)} \eta_1 \right]^n, \]
\[ \|\phi_2(t)\| \leq \|C_n(0)\| \left[ \frac{(1 - \alpha)}{B(x)} \eta_2 + \frac{\alpha}{B(x) \Gamma(x)} \eta_2 \right]^n, \]  
(45)
\[ \|\phi_3(t)\| \leq \|A_n(0)\| \left[ \frac{(1 - \alpha)}{B(x)} \eta_3 + \frac{\alpha}{B(x) \Gamma(x)} \eta_3 \right]^n. \]

This proves the continuity as well as existence. Now, we consider showing Eq. (46) is a solution for the system (27)

\[
\begin{align*}
S(t) - S(0) &= S_n(t) - \mathcal{K}_1n(t), \\
C(t) - C(0) &= C_n(t) - \mathcal{K}_2n(t), \\
A(t) - A(0) &= A_n(t) - \mathcal{K}_3n(t).
\end{align*}
\]

(46)

To achieve the required result, we consider

\[
\|\mathcal{K}_1n(t)\| = \left\| \frac{(1 - \alpha)}{B(x)} (G_1(t,S) - G_1(t,S_{n-1})) \\
+ \frac{\alpha}{B(x) \Gamma(x)} \int_0^t (t - \zeta)^{n-1} (G_1(\zeta,S) - G_1(\zeta,S_{n-1}))d\zeta \right\| \\
\leq \frac{(1 - \alpha)}{B(x)} \| (G_1(t,S) - G_1(t,S_{n-1})) \| \\
+ \frac{\alpha}{B(x) \Gamma(x)} \| (G_1(\zeta,S) - G_1(\zeta,S_{n-1})) \|d\zeta \\
\leq \frac{(1 - \alpha)}{B(x)} \eta_1 \|S - S_{n-1}\| + \frac{\alpha}{B(x) \Gamma(x)} \eta_1 \|S - S_{n-1}\| t.
\]

(47)

In the same way at \( t_0 \), we can obtain

\[
\|\mathcal{K}_1n(t)\| \leq \left( \frac{(1 - \alpha)}{B(x)} + \frac{\alpha t_0}{B(x) \Gamma(x)} \right)^{n+1} \eta_1^{n+1} M.
\]

(48)

We can see that form Eq. (49), when \( n \) approaches to \( \infty \), \( \|\mathcal{K}_1n(t)\| \) tends to 0. We can verify similarly for \( \|\mathcal{K}_2n(t)\| \) and \( \|\mathcal{K}_3n(t)\| \).

Now, we present the uniqueness. Suppose \( S^*(t), C^*(t) \) and \( A^*(t) \) be the set of other solutions, then we have

\[
\begin{align*}
S(t) - S^*(t) &= \frac{(1 - \alpha)}{B(x)} (G_1(t,S) - G_1(t,S^*)) \\
+ \frac{\alpha}{B(x) \Gamma(x)} \int_0^t (G_1(\zeta,S) - G_1(\zeta,S^*))d\zeta.
\end{align*}
\]

(49)
By employing norm on Eq. (51), we get

\[ \|S(t) - S^*(t)\| = \left\| \frac{1 - \alpha}{B(\alpha)} (G_1(t, S) - G_1(t, S^*)) + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \int_0^t (G_1(\zeta, S) - G_1(\zeta, S^*)) d\zeta \right\| \]

\[ \leq \left( \frac{1 - \alpha}{B(\alpha)} \right) \eta_1 \|S(t) - S^*(t)\| + \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_1 t \|S(t) - S^*(t)\|. \]

(50)

On simplification

\[ \|S(t) - S^*(t)\| \left( 1 - \frac{(1 - \alpha)}{B(\alpha)} \eta_1 - \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_1 t \right) \leq 0. \]

(51)

From the above condition, it is clear that \( S(t) = S^*(t) \), if

\[ \left( 1 - \frac{(1 - \alpha)}{B(\alpha)} \eta_1 - \frac{\alpha}{B(\alpha) \Gamma(\alpha)} \eta_1 t \right) \geq 0. \]

(52)

Therefore Eq. (52) proves our result.

### 6 Numerical Results and Discussion

Here, we illustrated the nature of \( q \)-HATM solution for different \( \alpha \). The initial conditions for the proposed model is defined as

\[ S(0) = S_0(t) = N, C(0) = C_0(t) = 0, A(0) = A_0(t) = 0. \]

where \( N \) is the total number of receptors and which is \( 4.4 \times 10^4 \text{No.}/\text{cell} \). In order to capture the behaviour, the value of the parameters cited in Eq. (2) are considered as follows

\[ \delta = 0.0005 M^{-1}s^{-1}, \beta = 142.8 s^{-1}, \varepsilon = 1 \text{unit/mL}, \lambda = 0.12 s^{-1}. \]

The nature of results obtained by \( q \)-HATM for a considered model with different \( \alpha \) is dissipated in Fig. 1 with different fractional order. To analyse the behaviour of archived results associated with \( h \), the \( h \)-curves are plotted for distinct \( \alpha \) is captured in Fig. 2. These help us to adjust and control the convergence region of the obtained results. For a suitable \( h \), the obtained results rapidly tend to an analytical solution. Moreover, in the plots the convergence region is denoted by the horizontal line. The captured figures show the degree of freedom and more simulating consequences about the hired model with different arbitrary order and also it signifies the novelty of the fractional operator employed. Further, from all plots one can observer that the projected solution procedure is and very effective and more accurate to examine the considered nonlinear problem.
Fig. 1. Behaviour of the obtained results for (a) $S(t)$, (b) $C(t)$ and (c) $A(t)$ with different $\alpha$ at $n = 1$ and $h = -1$. 
Fig. 2. $h$-curves for (a) $S(t)$, (b) $C(t)$ and (c) $A(t)$ with distinct $z$ at $t = 0.01$ and $n = 1$. 
7 Conclusion

The $q$-HATM is employed efficiently in the present framework to find the solution for the system of equation with arbitrary order and illustrating the model of TRA mechanism in calcium signalling. Since, generalized Mittag-Leffler function is hired to define fractional-order AB integrals and derivatives, these operators help us to capture more simulating consequences and also it incorporate most essential behaviours of the models, and hence the current study exemplifies the effeteness of the projected derivative. Further, for the obtained results we presented the existence and uniqueness within the frame of fixed point hypothesis. As associated to consequences available in the literature, the results obtained by the help of projected method are more stimulating. The graphical representations show the dependence of the considered nonlinear model on parameters offered by the considered scheme and fractional order, and also it exemplifies the degree of freedom when we incorporate the fractional operator in the systems. We can be observed by the present study, the projected model is remarkably associated with the time instant and time history-based consequences, and which can be efficiently examined by the help of fractional calculus. Lastly, we can conclude that the present study can aid the researchers to analyse the nature system corresponded to very useful and interesting and consequences.

References

1. Berridge, M.J.: Inositol trisphosphate and diacylglycerol: two interacting second messengers. Annu. Rev. Biochem. 56(1), 159–193 (1987)
2. Carafoli, E.: Intracellular calcium homeostasis. Annu. Rev. Biochem. 56(1), 395–433 (1987)
3. Lenoci, L., Duvernay, M., Satchell, S., Benedetto, E.D., Hamm, H.E.: Mathematical model of PAR1-mediated activation of human platelets. Mol. BioSyst. 7(4), 1129–1137 (2011)
4. Wiesner, T.F., Berk, B.C., Nerem, R.M.: A mathematical model of cytosolic calcium dynamics in human umbilical vein endothelial cells. Am. J. Physiol. Cell Physiol. 270(5), 1556–1569 (1996)
5. Agarwal, R., Purohit, S.D.: A mathematical fractional model with nonsingular kernel for thrombin receptor activation in calcium signalling. Math. Meth. Appl. Sci. 42(8), 7160–7171 (2019). https://doi.org/10.1002/mma.5822
6. Liouville, J.: Memoire surquelques questions de geometrieet de mecanique, et sur un nouveau genre de calcul pour resoudreces questions. J. Ecole. Polytech. 13, 1–69 (1832)
7. Riemann, G.F.B.: Versuch Einer Allgemeinen Auffassung der Integration und Differentiation. Gesammelte Mathematische Werke, Leipzig (1896)
8. Caputo, M.: Elasticita e Dissipazione. Zanichelli, Bologna (1969)
9. Miller, K.S., Ross, B.: An introduction to fractional calculus and fractional differential equations. A Wiley, New York (1993)
10. Podlubny, I.: Fractional Differential Equations. Academic Press, New York (1999)
11. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and applications of fractional differential equations. Elsevier, Amsterdam (2006)
12. Baleanu, D., Guvenc, Z.B., Tenreiro Machado, J.A.: New trends in nanotechnology and fractional calculus applications. Springer, New York (2010)
13. Esen, A., Sulaiman, T.A., Bulut, H., Baskonus, H.M.: Optical solitons and other solutions to the conformable space-time fractional Fokas-Lenells equation. Optik 167, 150–156 (2018)
14. Veeresha, P., Prakasha, D.G.: An efficient technique for two-dimensional fractional order biological population model. Int. J. Model. Simul. Sci. Comput. 11(1), 2050005 (2020). https://doi.org/10.1142/s1793962320500051
15. Baleanu, D., Wu, G.C., Zeng, S.D.: Chaos analysis and asymptotic stability of generalized Caputo fractional differential equations. Chaos, Solitons Fractals 102, 99–105 (2017)
16. Veeresha, P., Prakasha, D.G.: New numerical surfaces to the mathematical model of cancer chemotherapy effect in Caputo fractional derivatives. Chaos: An Interdisciplinary J. Nonlinear Sci. 29(1), 013119 (2019). https://doi.org/10.1063/1.5074099
17. Baskonus, H.M., Sulaiman, T.A., Bulut, H.: On the new wave behavior to the Klein-Gordon-Zakharov equations in plasma physics. Indian J. Phys. 93(3), 393–399 (2019)
18. Prakasha, D.G., Veeresha, P.: Analysis of Lakes pollution model with Mittag-Leffler kernel. J. Ocean Eng. Sci., pp. 1–13 (2020), https://doi.org/10.1016/j.joes.2020.01.004
19. Gao, W., et al.: Novel dynamic structures of 2019-nCoV with nonlocal operator via powerful computational technique. Biology 9(5), 107 (2020). https://doi.org/10.3390/biology9050107
20. Caputo, M., Fabrizio, M.: A new definition of fractional derivative without singular kernel. Progress Fract. Diff. Appl. 1(2), 73–85 (2015)
21. Goswami, A., Sushila, J., Singh, D., Baleanu, D.: A new analysis of fractional fish farm model associated with Mittag-Leffler type kernel. Int. J. Biomath. 13(02), 2050010 (2019)
22. Veeresha, P., Prakasha, D.G., Kumar, D., Baleanu, D., Singh, J.: An efficient computational technique for fractional model of generalized Hirota-Satsuma coupled Korteweg–de Vries and coupled modified Korteweg–de Vries equations. J. Comput. Nonlinear Dynam., 15 (7) (2020) https://doi.org/10.1115/1.4046898
23. Singh, J., Kumar, D.: Numerical computation of fractional Kersten-Krasil’shchik coupled KdV-mKdV system arising in multi-component plasmas. AIMS Math. 5(3), 2346–2368 (2020)
24. Veeresha, P., Prakasha, D.G., Kumar, D.: Fractional SIR epidemic model of childhood disease with Mittag-Leffler memory. In: Fractional Calculus in Medical and Health Science. pp. 229–248 (2020)
25. Atangana, A., Baleanu, D.: New fractional derivatives with non-local and non-singular kernel theory and application to heat transfer model. Thermal Sci. 20, 763–769 (2016)
26. Liao, S.J.: Homotopy analysis method and its applications in mathematics. J. Basic Sci. Eng. 5(2), 111–125 (1997)
27. Liao, S.J.: Homotopy analysis method: a new analytic method for nonlinear problems. Appl. Math. Mech. 19, 957–962 (1998)
28. Singh, J., Kumar, D., Swroop, R.: Numerical solution of time- and space-fractional coupled Burgers’ equations via homotopy algorithm. Alexandria Eng. J. 55(2), 1753–1763 (2016)
29. Srivastava, H.M., Kumar, D., Singh, J.: An efficient analytical technique for fractional model of vibration equation. Appl. Math. Model. 45, 192–204 (2017)
30. Veeresha, P., Prakasha, D.G., Baskonus, H.M., Yel, G.: An efficient analytical approach for fractional Lakshmanan–Porsezian–Daniel model. Math. Meth. Appl. Sci. 43(7), 4136–4155 (2020)
31. Bulut, H., Kumar, D., Singh, J., Swroop, R., Baskonus, H.M.: Analytic study for a fractional model of HIV infection of CD4 + T lymphocyte cells. Math. Nat. Sci. 2(1), 33–43 (2018)
32. Veeresha, P., Prakasha, D.G.: Solution for fractional Zakharov-Kuznetsov equations by using two reliable techniques. Chinese J. Phys. 60, 313–330 (2019)
33. Kumar, D., Agarwal, R.P., Singh, J.: A modified numerical scheme and convergence analysis for fractional model of Lienard’s equation. J. Comput. Appl. Math. 399, 405–413 (2018)
34. Veeresha, P., Prakasha, D.G.: Solution for fractional generalized Zakharov equations with Mittag-Leffler function. Results Eng. 5, 1–12 (2020). https://doi.org/10.1016/j.rineng.2019.100085
35. Veeresha, P., Prakasha, D.G., Baskonus, H.M.: Novel simulations to the time-fractional Fisher’s equation. Math. Sci. 13(1), 33–42 (2019). https://doi.org/10.1007/s40096-019-0276-6
36. Veeresha, P., Prakasha, D.G., Baskonus, H.M., Singh, J.: Fractional approach for equation describing the water transport in unsaturated porous media with Mittag-Leffler kernel. Front. Phys. 7(193), 1–11 (2019). https://doi.org/10.3389/fphy.2019.00193
37. Singh, J., Kumar, D., Hammouch, Z., Atangana, A.: A fractional epidemiological model for computer viruses pertaining to a new fractional derivative. Appl. Math. Comput. 316, 504–515 (2018)
38. Prakasha, D.G., Malagi, M.S., Veeresha, P.: New approach for fractional Schrödinger-Boussinesq equations with Mittag-Leffler kernel. Math. Meth. Appl. Sci., (2020) https://doi.org/10.1002/mma.6635
39. Gao, W., et al.: Iterative method applied to the fractional nonlinear systems arising in thermoelasticity with Mittag-Leffler kernel. Fractals (2020) https://doi.org/10.1142/s0218348x2040040x
40. Atangana, A., Alkahtani, B.T.: Analysis of the Keller-Segel model with a fractional derivative without singular kernel. Entropy 17, 4439–4453 (2015)
41. Atangana, A., Alkahtani, B.T.: Analysis of non-homogenous heat model with new trend of derivative with fractional order. Chaos, Solitons Fractals 89, 566–571 (2016)