Reduced-order modeling of LPV systems in the Loewner framework
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We propose a model reduction method for LPV systems. We consider LPV state-space representations with an affine dependence on the scheduling variables. The main idea behind the proposed method is to compute the reduced order model in such a manner that its frequency domain transfer function coincides with that of the original model for some frequencies. The proposed method uses Loewner-like matrices, which can be calculated from the frequency domain representation of the system. The contribution of the paper represents an extension of the well-established Loewner framework to LPV models.

1 Introduction

Linear parameter-varying (LPV) systems are linear systems where the coefficients are functions of a time-varying signal, the so-called scheduling variable. Control design and system identification of LPV systems is a popular topic [1–11]. Model reduction refers to a general class of methodologies used to reduce the complexity of typically large-scale models, by approximating them with simpler, smaller models (and by retaining, at the same time, the main characteristics of the original model). We refer the reader to [12–14], and to the references therein for more details on some of the recent methods developed. Model reduction has also been investigated for LPV systems in the last two decades; we refer the reader to the collection [5,15–24], for more details. However, model reduction of LPV systems preserving some component of the frequency response has not been investigated so far, to the best of our knowledge.

In this paper we propose a model reduction method which preserves some component of the frequency response of an LPV model. We will concentrate on LPV state-space representations with an affine dependence on the scheduling parameters. This approach is an extension of the well-known Loewner framework for LTI systems [25] and it is closely related to the Loewner framework for linear switched systems [26] and bilinear systems [27]. The basic idea is to define a set of generalized transfer functions which represent the multivariate Laplace transforms of the input-output map of an LPV system. The definition of these generalized transfer functions resembles that of bilinear systems [28], and it is closely related to generalized kernel functions for linear switched systems [26]. Similarly, the ensuing Loewner framework formulated here for LPV systems follows closely that for linear switched systems [26], and bears some resemblance with that for bilinear systems [27].

The motivation for formulating a moment matching model reduction algorithm for LPV systems is as follows. First, it allows to deal with LPV systems which are not quadratically stable. This is in contrast to model reduction methods based on balanced truncation or solving LMIs [15–18,21,24], and its computation complexity is likely to be lower than that of methods based on solving LMIs. Second, it has a system theoretic interpretation in frequency domain. Finally, in contrast to moment matching methods based on matching sub-Markov parameters [20], the input-output behavior of the reduced model is an approximation of the original one for scheduling signals and control inputs which are linear combinations of certain harmonics. That is, it is possible to relate the frequency response of the original and reduced model. In turn, for LPV control synthesis the use of frequency domain specifications is quite natural, rendering
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the model reduction method compatible with control design.

To the best of our knowledge, the results of the paper are new. The existing literature is mostly applicable for stable LPV systems. The method of [19] is applicable to quadratically stabilizable and detectable LPV systems. In contrast, this paper does not impose any stability restrictions on the class of LPV systems. In [5], a modification of the realization algorithm is proposed. However, it requires the construction of the Hankel matrix and hence it suffers from the curse of dimensionality. In [29], reduction of the number of states and the number of scheduling parameters was investigated. However, the method of [29] requires constructing the Hankel matrix explicitly. Hence, it displays the same type of challenges as the method in [5].

Outline: In Section 2 we present the definition of the model class, their input-output maps, equivalence and minimality, following [30]. In Section 3, the definition of generalized transfer functions for LPV models is presented. In Section 4 contains a brief introduction to the classical Loewner framework for LTI systems. Section 5 contains the presentation of the main result. In Section 6 we present a numerical example to illustrate the proposed model reduction method.

2 Preliminaries

2.1 Notation and terminology

Let \( \mathbb{N} \) be the set of all natural numbers including zero. For a finite set \( X \), denote by \( \mathcal{S}(X) \) the set of finite sequences generated by elements from \( X \), i.e., each \( s \in \mathcal{S}(X) \) is of the form \( s = \xi_1 \xi_2 \cdots \xi_k \) with \( \xi_1, \xi_2, \ldots, \xi_k \in X, k \in \mathbb{N} \); \( |s| \) denotes the length of the sequence \( s \). For \( s, r \in \mathcal{S}(X) \), \( sr \in \mathcal{S}(X) \) denotes the concatenation of \( s \) and \( r \). The symbol \( \varepsilon \) is used for the empty sequence \( \varepsilon \). The symbol \( \mathcal{S}^1 \) denotes the set of all functions of the form \( f : \mathbb{N} \to X \). Let \( 1_{\mathbb{N}}^X = \{ s \in \mathbb{Z} : \tau_1 \leq s \leq \tau_2 \} \) be an index set.

Let \( \mathcal{T} = [0, +\infty) \) be the continuous-time axis. A function \( f : \mathcal{T}_0^+ \to \mathbb{R}^n \) is called piecewise-continuous, if \( f \) has finitely many points of discontinuity on any compact subinterval of \( \mathcal{T}_0^+ \) and, at any point of discontinuity, the left-hand and right-hand side limits of \( f \) exist and are finite. We denote by \( \mathcal{C}_p(\mathcal{T}_0^+, \mathbb{R}^n) \) the set of all piecewise-continuous functions of the above form. We denote by \( \mathcal{C}_d(\mathcal{T}_0^+, \mathbb{R}^n) \) the set of all differentiable functions of the form \( f : \mathcal{T}_0^+ \to \mathbb{R}^n \).

2.2 System theoretic definitions

An LPV state-space (SS) representation with affine linear dependence on the scheduling variable (abbreviated as LPV-SSA) is a state-space representation of the form

\[
\begin{align*}
\Sigma \quad \left\{ \begin{array}{l}
\dot{x}(t) = A(p(t))x(t) + B(p(t))u(t), \\
y(t) = C(p(t))x(t) + D(p(t))u(t),
\end{array} \right.
\end{align*}
\]  

where \( x(t) \in X = \mathbb{R}^{nx} \) is the state, \( y(t) \in Y = \mathbb{R}^{ny} \) is the output, \( u(t) \in U = \mathbb{R}^{nu} \) is the input, and \( p(t) \in \mathcal{P} \subseteq \mathbb{R}^{np} \) is the value of the scheduling variable at time \( t \), and \( A, B, C, D \) are matrix valued functions on \( \mathcal{P} \) defined as

\[
\begin{align*}
A(p) &= A_0 + \sum_{i=1}^{n_p} A_i|p|_i, \\
B(p) &= B_0 + \sum_{i=1}^{n_p} B_i|p|_i, \\
C(p) &= C_0 + \sum_{i=1}^{n_p} C_i|p|_i, \\
D(p) &= D_0 + \sum_{i=1}^{n_p} D_i|p|_i,
\end{align*}
\]

for every \( p = [p_1 \ p_2 \ \cdots \ p_{np}]^T \in \mathbb{P} \), with constant matrices \( A_i \in \mathbb{R}^{nx \times nx}, B_i \in \mathbb{R}^{nx \times nu}, C_i \in \mathbb{R}^{ny \times nx} \) and \( D_i \in \mathbb{R}^{ny \times nu} \) for all \( i \in \mathbb{I}^{np} \). It is assumed that \( \mathbb{P} \) contains an affine basis of \( \mathbb{R}^{np} \) (see [31] for the definition of an affine basis). In the sequel, we use the tuple

\[
\Sigma = (\mathbb{P}, \{ A_i, B_i, C_i, D_i \}_{i=1}^{np})
\]

to denote an LPV-SSA of the form (1) and use \( \text{dim}(\Sigma) = n_s \) to denote its state dimension. Define \( X = \mathcal{S}_d(\mathcal{T}_0^+, X), \mathcal{Y} = \mathcal{C}_d(\mathcal{T}_0^+, \mathbb{R}^n), \mathcal{U} = \mathcal{C}_d(\mathcal{T}_0^+, \mathbb{R}^n), \mathcal{P} = \mathcal{C}_d(\mathcal{T}_0^+, \mathbb{R}^{np}) \). By a solution of \( \Sigma \) we mean a tuple of trajectories \( (x, y, u, p) \in (X, \mathcal{Y}, \mathcal{U}, \mathcal{P}) \) such that (1) holds for all \( t \in \mathcal{T} \). For an initial state \( x_0 \in X \) define the input-to-state map \( \mathcal{X}_{\Sigma, x_0} \) and the input-output map \( \mathcal{Y}_{\Sigma, x_0} \) of \( \Sigma \) induced by \( x_0 \) as

\[
\mathcal{X}_{\Sigma, x_0} : \mathcal{U} \times \mathcal{P} \to X, \quad \mathcal{Y}_{\Sigma, x_0} : \mathcal{U} \times \mathcal{P} \to \mathcal{Y},
\]

such that for any \( (x, y, u, p) \in X \times \mathcal{Y} \times \mathcal{U} \times \mathcal{P}, x = \mathcal{X}_{\Sigma, x_0}(u, p) \) and \( y = \mathcal{Y}_{\Sigma, x_0}(u, p) \) holds if and only if \( (x, y, u, p) \) is a solution of (1) and \( x(0) = x_0 \).

We say that \( \Sigma \) is span-reachable from an initial state \( x_0 \in X \), if \( \text{Span}(\mathcal{X}_{\Sigma, x_0}(u, p), t) \in X \). In this paper we will concentrate on zero initial states, hence we will say that \( \Sigma \) is span-reachable, if it is span-reachable from the zero initial state. We say that \( \Sigma \) is observable, if for any two initial states \( x_0, x_0' \in X \), \( \mathcal{X}_{\Sigma, x_0} = \mathcal{X}_{\Sigma, x_0'} \) implies \( x_0 = x_0' \). Let \( \Sigma \) be of the form (1) and \( \Sigma' = (\mathbb{P}, \{ A_i', B_i', C_i', D_i' \}_{i=1}^{np}) \) with \( \text{dim}(\Sigma') = n_s \), \( \text{dim}(\Sigma') = n_s \). A nonsingular matrix \( T \in \mathbb{R}^{nx \times nx} \) is said to be an isomorphism from \( \Sigma \) to \( \Sigma' \), if

\[
\forall i \in \mathbb{I}^{np} : A_i'T = TA_i, B_i'T = TB_i, C_i'T = C_i, D_i' = D_i.
\]

We formalize the input-output behavior of LPV-SSAs as maps of the form

\[
\mathfrak{Y} : \mathcal{U} \times \mathcal{P} \to \mathcal{Y}
\]

While any input-output map of an LPV-SSA induced by some initial state is of the above form, the converse is not true. The LPV-SSA \( \Sigma \) is a realization of an input-output map \( \mathfrak{Y} \) of the form (4) from the initial state \( x_0 \in X \), if \( \mathfrak{Y} = \mathcal{Y}_{\Sigma, x_0} \). In this paper we will concentrate on LPV-SSA realizations from the zero initial state. Accordingly, we will say \( \Sigma \) is realization of \( \mathfrak{Y} \), if \( \Sigma \) is a realization of \( \mathfrak{Y} \) from zero initial state. An LPV-SSA \( \Sigma \) is a minimal
realization of \( \mathcal{F} \) from the initial state \( x_0 \), if \( \Sigma \) is a realization of \( \mathcal{F} \) from the initial state \( x_0 \), and for every LPV-SSA \( \Sigma' \) which is a realization of \( \mathcal{F} \), \( \dim(\Sigma) \leq \dim(\Sigma') \). Again, when the initial state is zero, we say that \( \Sigma \) is a minimal realization of \( \mathcal{F} \) from the zero initial state. It can be shown that a LPV-SSA is a minimal realization of an input-output map, if and only if it is span-reachable and observable, moreover, all minimal LPV-SSA realizations of the same input-output map are isomorphic [30]. Furthermore, span-reachability and observability can be characterized by rank conditions of suitably defined matrices [30].

In this paper, in order to avoid excessive notation, we will make the following simplifying assumptions on the LPV-SSA models considered.

**Assumption 1** In the sequel we assume that there is only one control input, i.e., \( n_u = 1 \) and we consider only LPV-SSA models of the form (1) for which the \( D \) matrix is zero, and \( C \) and \( B \) matrices do not depend on the scheduling parameters, i.e., \( C(p) = C_0, B(p) = B_0, D(p) = 0 \) and hence \( D_0 = 0, C_i = B_i = 0, D_i = 0 \) for all \( i = 1, \ldots, n_p \).

### 3 Generalized transfer functions for LPV-SSA

Note that an input-output map \( \mathcal{F} \) of the form (4) is realizable by an LPV-SSA from the zero initial state satisfying Assumption 1, only if \( \mathcal{F} \) admits a so called impulse response representation [30], i.e., only if

\[
\mathcal{F}(u,p)(t) = \int_{0}^{t} (h_{\mathcal{F}} \circ p)(\delta,t)u(\delta) \, d\delta,
\]

where for every \( p \in \mathcal{P} \) the function \( (h_{\mathcal{F}} \circ p) \) satisfies a number of technical conditions. These conditions imply that \( (h_{\mathcal{F}} \circ p) \) is an input-output map induced by generating series in the sense of [32], where the scheduling signal \( p \) plays the role of the input. Recall from [32, Chapter 3, Section 3.2] that input-output maps which are induced by generating series also admit a Volterra-series representation. Moreover, if \( \mathcal{F} \) has a realization by an LPV-SSA, then the input-output map \( w \circ (h_{\mathcal{F}} \circ p) \) can be realized by a bilinear system whose matrices are matrices of the LPV-SSA realization of \( \mathcal{F} \). More precisely, by [30] there exists a generating (Fliess) series \( \theta_{\mathcal{F}} \) : \( \mathcal{G}(\mathcal{T}^{n_p}_{0}) \to \mathbb{R}^{n_b} \) defined on the set of all sequence of elements of \( 0_{n_p} = \{0,1,\ldots,n_p\} \), such that

\[
(h \circ p)(\delta,t) = F_{\mathcal{F}}[\sigma_{p}](t-\delta) = \theta_{\mathcal{F}}(e) + \sum_{k=1}^{n_p} \sum_{i_{1}=0}^{n_{b}} \cdots \sum_{i_{k}=0}^{n_{b}} \theta_{\mathcal{F}}(i_{1} \cdots i_{k}) \times \int_{\delta}^{t} \int_{\delta}^{t_{k}} \cdots \int_{\delta}^{t_{1}} \int_{0}^{t} p_{u}^{(\delta)}(\tau_{k}) \cdots p_{u}^{(\delta)}(\tau_{1}) \, d\tau_{k} \cdots d\tau_{1},
\]

Here, \( p_{0} = 1 \), \( F_{\mathcal{F}}[\sigma_{p}](t-\delta) \) is the value of the input-output map \( F_{\mathcal{F}} \) for the input signal \( \tilde{p} \). Here we use the standard notation used for generating (Fliess) series, see [32]. The second equation in (6) is just the definition of an input-output map induced by a generating series. If \( \Sigma \) is of the form (1), satisfying Assumption 1, with \( B(p) = B_0 = B \) and \( C(p) = C_0 = C \), and \( \Sigma \) is a realization of \( \mathcal{F} \), then it holds that

\[
\theta_{\mathcal{F}}(s) = CA_{w}B,
\]

where for \( s = e \), \( A_{w} \) is the identity matrix, and for \( s = s_{1}s_{2}\cdots s_{n} \), \( s_{1}, \ldots, s_{n} \in \{0,\ldots,n_{b}\} \), \( n > 0 \), then \( A_{w} = A_{w}^{s_{1}}A_{w}^{s_{2}}\cdots A_{w}^{s_{n}} \).

In other words, the input-output map \( F_{\mathcal{F}} \) is the input-output map of the bilinear system

\[
\dot{z}(t) = (A_{0} + \sum_{i=1}^{n_{p}} A_{i}p_{i}(t))z(t), \quad z(0) = B,
\]

and hence, \( y(t) = h_{\mathcal{F}} \circ p(\delta,t) \) is the output of the following bilinear system at time \( t \)

\[
\dot{z}(t) = (A_{0} + \sum_{i=1}^{n_{p}} A_{i}p_{i}(t))z(t), \quad z(\delta) = B,
\]

\[
y(t) = Cz(t),
\]

driven by the scheduling signal interpreted as input.

Recall from [32, Chapter 3, Section 3.2] that input-output maps induced by generating series can also be represented by Volterra-kernels. For the specific case of \( h_{\mathcal{F}} \circ p \), this representation is as presented here; let us define functions \( W_{\mathcal{F}}^{\delta_{1}q_{1}}(\tau_{1},\tau_{2},\ldots,\tau_{n_{b}}) \) and \( W_{\mathcal{F}}^{\delta}(\tau_{0}) \) as follows

\[
W_{\mathcal{F}}^{\delta_{1}q_{1}}(\tau_{1},\tau_{2},\ldots,\tau_{n_{b}}) = \sum_{n_{0} \in \mathbb{N}} \theta_{\mathcal{F}}(0^{n_{0}}q_{1}^{0}q_{2}^{0}q_{3}^{0}q_{n-1}^{0}q_{n}^{0}) \prod_{j=1}^{n_{b}}(\tau_{j} - \tau_{j-1})^{n_{j}} / n_{j}!
\]

\[
W_{\mathcal{F}}^{\delta}(\tau_{0}) = \sum_{n_{0} \in \mathbb{N}} \theta_{\mathcal{F},j,j}(0^{n_{0}}) n_{0}!
\]

Here \( 0^{k} \) represents the \( k \)-fold repetition of the symbol 0, i.e., \( 0^{k} = 00000 \ldots 0 \). It then follows that

\[
(h_{\mathcal{F}} \circ p)(\delta,t) = W_{\mathcal{F}}^{\delta}(t-\delta) + \sum_{k=1}^{\infty} \sum_{q_{1}=1}^{\infty} \cdots \sum_{q_{k}=1}^{\infty} \int_{\delta}^{t} \int_{\delta}^{t_{k}} \cdots \int_{\delta}^{t_{1}} W_{\mathcal{F}}^{\delta_{1}q_{1}\cdots q_{k}}(t-\delta,\tau_{k}-\delta,\ldots,\tau_{1}-\delta) \times
\]

\[
p_{q_{1}}(\tau_{k}) \cdots p_{q_{1}}(\tau_{1}) \, d\tau_{k} \cdots d\tau_{1} =
\]

\[
W_{\mathcal{F}}^{\delta}(t-\delta) + \sum_{k=1}^{\infty} \sum_{q_{1}=1}^{\infty} \cdots \sum_{q_{k}=1}^{\infty} \int_{\delta}^{t} \int_{\delta}^{t_{k}} \cdots \int_{\delta}^{t_{1}} W_{\mathcal{F}}^{\delta_{1}q_{1}\cdots q_{k}}(t-\delta,\tau_{k},\ldots,\tau_{1}) \times
\]

\[
p_{q_{1}}(\tau_{k}+\delta) \cdots p_{q_{1}}(\tau_{1}+\delta) \, d\tau_{k} \cdots d\tau_{1}.
\]
In particular, if \( \Sigma \) is a realization of \( \mathfrak{g} \) of the form (1), with \( C(p) = C \) and \( B(p) = B \) being constants, then
\[
W_0^\mathfrak{g}(r) = Ce^{A_pB},
\]
\[
W_0^\mathfrak{g}(q_0, \ldots, q_k) = Ce^{A_p(q_0, \ldots, q_k)}A_{q_0} \cdots A_{q_k}e^{A_pB}.
\]

The Volterra-kernels (10) are the classical Volterra-kernels of input-affine nonlinear systems. In particular, we can take their multivariate Laplace transforms resulting in a sequence of transfer functions \( H_0(s)^\mathfrak{g}, H_0^\mathfrak{g}(s_0, s_1, \ldots, s_k) \)
\[
H_0^\mathfrak{g}(s_0, s_1, s_2, \ldots, s_k) = \int_0^\infty \cdots \int_0^\infty W^\mathfrak{g}(s_0, s_1, \ldots, s_k) e^{-\langle \Sigma_p \rangle s_0} \cdots e^{-\langle \Sigma_p \rangle s_k} \, ds_0 \cdots ds_k.
\]

Strictly speaking, the right-hand sides of the equations (11) are well-defined only if \( \Re(s_j) > \sigma \) for a suitably chosen real number \( \sigma \) which depends on \( k \) and \( q_1, \ldots, q_k \). In particular, if \( A_0 \) is stable, then \( \sigma \) above can be taken to be 0. For the sake of simplicity, in the sequel we will implicitly assume that the functions \( H_0^\mathfrak{g} \) and \( H_0^{\mathfrak{g}(s_0, s_1, \ldots, s_k)} \) are evaluated only for arguments for which the right-hand side of (11) is convergent.

In \( \Sigma \) is a LPV-SSA realization of \( \mathfrak{g} \) of the form (1) with \( C(p) = C \) and \( B(p) = B \), then
\[
H_0^\mathfrak{g}(s_0, s_1, s_2, \ldots, s_k) = C\Phi(s_0)A_{q_0} \Phi(s_1)A_{q_1} \cdots A_{q_k} \Phi(s_k)B,
\]
\[
H_0^\mathfrak{g}(s_0) = C\Phi(s_0)B,
\]
where \( \Phi(s) = (sl - A_0)^{-1} \) for all \( s \in \mathbb{C} \).

**Definition 1 (Generalized transfer functions)** The following sequence of transfer functions given by
\[
\{H_0^\mathfrak{g}, H_0^\mathfrak{g}(q_1, \ldots, q_k) \mid q_1, \ldots, q_k \in \{1, \ldots, n_p\}, k \geq 0\},
\]
is called the sequence of generalized transfer functions of \( \mathfrak{g} \).

### 4 The Loewner framework for modeling classical LTI systems

In this section we present a brief overview of the Loewner framework, originally introduced in [25], for the LTI systems with multiple inputs and multiple outputs. For more details on various aspects of the method, we refer the reader to [33]. This framework is a data-driven modeling approach that constructs an LTI dynamical model with transfer function \( H_M : \mathbb{C} \to \mathbb{C}^{p \times m} \) which interpolates the given \( 2M \) samples (data measurements), for \( M \in \mathbb{N}_+ \). Let the left (or row) data values be given together with the right (or column) data values, as follows
\[
\begin{align*}
\{\mu_j, \tau_j^T, v_j^T\} & \quad \text{for } j = 1, \ldots, M, \\
\{\lambda_i, r_i, w_i\} & \quad \text{for } i = 1, \ldots, M,
\end{align*}
\]
where \( v_j^T = l_j^TH(\mu_j) \) and \( w_i = H(\lambda_i)r_i \), with \( l_j \in \mathbb{C}^{p \times 1}, r_i \in \mathbb{C}^{m \times 1}, \forall j \in \mathbb{C}^{m \times 1} \) and \( w_i \in \mathbb{C}^{p \times 1} \). Then, split the distinct interpolation points \( \{\eta_k^M \}_{k=1}^{2M} \subset \mathbb{C} \) is split up into two disjoint subsets of same size, i.e.
\[
\{\eta_k^M \}_{k=1}^{2M} = \{\mu_j \}_{j=1}^M \cup \{\lambda_i \}_{i=1}^M.
\]
The first step is to compute two matrices, i.e., the Loewner matrix \( L \in \mathbb{C}^{M \times M} \) and shifted Loewner matrix \( L_s \in \mathbb{C}^{M \times M} \) defined for \( i = 1, \ldots, M \) and \( j = 1, \ldots, M \), as:
\[
\begin{align*}
[l]_{j,i} &= v_j^T r_i - l_j^T w_i, \\
[l_s]_{j,i} &= \mu_j v_j^T r_i - \lambda_i v_j^T w_i = l_j^T (H(\mu_j) - H(\lambda_i)) r_i, \\
&= \mu_j v_j^T r_i - \lambda_i v_j^T w_i = l_j^T (\mu_j H(\mu_j) - \lambda_i H(\lambda_i)) r_i.
\end{align*}
\]
Additionally, we introduce the following matrices
\[
\forall = [v_1 \ldots v_M]^T, \quad \forall_s = [w_1 \ldots w_M],
\]
with the following notation that holds for all \( j, i = 1, \ldots, M \)
\[
v_j^T = l_j^T H(\mu_j), \quad w_i = H(\lambda_i)r_i.
\]
Then, the Loewner LTI model \( \Sigma_M \) is characterized by the following realization,
\[
\Sigma_M : \left\{\begin{array}{l}
E_M x(t) = A_M x(t) + B_M u(t), \\
y(t) = C_M x(t),
\end{array}\right.
\]
where \( E_M = -L, A_M = -L_s, B_M = \forall \) and \( C_M = \forall_s \). The transfer function of \( \Sigma_M \) is given by
\[
H_M(s) = C_M (sE_M - A_M)^{-1} B_M.
\]

**Theorem 1** Given the framework previously introduced, the function \( H_M \) interpolates \( H \) at the given driving frequencies and directions, i.e., for all \( 1 \leq i \leq M \), it holds that
\[
l_j^TH_M(\mu_j) = l_j^TH(\mu_j),
\]
\[
H_M(\lambda_i)r_i = H(\lambda_i)r_i.
\]

Next, we assume that the number of available measurements is larger than the underlying system’s order denoted with \( n \), i.e., \( 2M > n \). In this case, it was shown in [25] that a minimal model \( H_n \) of dimension \( n < M \) (that still interpolates the data) can be
computed by means of projecting (19). In order for this to be possible, the conditions below
\[ \text{rank}(\eta_kL - L_\ell) = \text{rank}([L, L_\ell]) = \text{rank}([L, L_\ell]^T) = n, \]  
(22)

need to hold for \( k = 1, \ldots, 2M \), where \( \eta_k \) are as in (15). In that case, let \( Y \in \mathbb{C}^{M \times n} \) be the matrix containing the first \( n \) left singular vectors of \([L, L_\ell]\) and \( X \in \mathbb{C}^{M \times n} \) the matrix containing the first \( n \) right singular vectors of \([L, L_\ell]^T\). Then, construct a realization by means of projection as
\[ E_n = Y^T E M X, A_n = Y^T A M X, \]
\[ B_n = Y^T B M, C_n = C M X, \]  
(23)

which is equivalent to that in (19). The realization in (23) encodes a minimal McMillan degree equal to rank([L, L_\ell]).

Finally, the number of singular vectors (\( n \)) that enter matrices \( Y \) and \( X \) in (23) could be indeed decreased to a value \( r < n \). This would result in computing a reduced \( r \)-th order rational model that approximately interpolates the data. This allows a trade-off between complexity of the resulting model and accuracy of interpolation (as explained in [25]).

5 The proposed procedure

In what follows we describe the proposed procedure to construct a reduced order LPV-SSA \( \hat{\Sigma} = (\mathcal{P}, \{\hat{A}_i, \hat{B}_i, \hat{C}_i, \hat{D}_i\}_{i=0}^{n_p}) \) from an LPV-SSA of the form (1) satisfying Assumption 1.

To this end, let \( N \in \mathbb{N} \) be a positive integer and introduce the following sequences of scalars:

1. \( (\mu_0, \mu_1, \ldots, \mu_N) \) is the tuple of left interpolation points in the frequency domain, with \( \mu_i \in \mathbb{C} \).
2. \( (\lambda_0, \lambda_1, \ldots, \lambda_N) \) is the tuple of right interpolation points in the frequency domain with \( \lambda_i \in \mathbb{C} \).
3. \( (q_1^{(l)}, q_2^{(l)}, \ldots, q_{n_1}^{(l)}) \) is the word of left expansion points in the parameter domain with \( q_i^{(l)} \in \mathbb{N} \).
4. \( (q_1^{(r)}, q_2^{(r)}, \ldots, q_{n_1}^{(r)}) \) is the word of right expansion points in the parameter domain with \( q_i^{(r)} \in \mathbb{N} \).

The associated generalized observability matrix \( \mathcal{O} \in \mathbb{C}^{(N+1) \times n_1} \) of the LPV-SSA (1) is put together as follows
\[ \mathcal{O} = \begin{bmatrix}
C \Phi(\mu_0) & C \Phi(\mu_0) A_{q_1^{(l)}} \Phi(\mu_1) & \cdots & C \Phi(\mu_0) A_{q_1^{(l)}} A_{q_2^{(l)}} \Phi(\mu_n) \\
C \Phi(\mu_0) A_{q_1^{(l)}} \Phi(\mu_1) & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
C \Phi(\mu_0) A_{q_1^{(l)}} A_{q_2^{(l)}} \cdots A_{q_{n_1}^{(l)}} \Phi(\mu_N) 
\end{bmatrix}. \]  
(24)

Recall that \( C = C_0 \), as by Assumption 1 \( C \) does not depend on the scheduling variable. Additionally, the associated generalized controllability matrix \( \mathcal{R} \in \mathbb{C}^{n_2 \times (N+1)} \) of (1) is also put together: below, we explicitly provide the entries of the \( j \)-th column of matrix \( \mathcal{R} \), denote with \( \mathcal{R}_j \), as
\[ \mathcal{R}_1 = \left[ \Phi(\lambda_0)B \right], \mathcal{R}_2 = \left[ \Phi(\lambda_1)A_{q_1^{(r)}} \Phi(\lambda_0)B \right], \]
\[ \mathcal{R}_3 = \left[ \Phi(\lambda_2)A_{q_1^{(r)}} A_{q_2^{(r)}} \Phi(\lambda_1)A_{q_1^{(l)}} \Phi(\lambda_0)B \right], \]
\[ \mathcal{R}_N = \left[ \Phi(\lambda_N)A_{q_1^{(r)}} A_{q_2^{(r)}} \cdots A_{q_{n_1}^{(r)}} \Phi(\lambda_{N-1}) A_{q_{n_1}^{(r)}} \cdots A_{q_1^{(r)}} \Phi(\lambda_0)B \right]. \]  
(25)

Recall that \( B = B_0 \), as by Assumption 1 \( C \) does not depend on the scheduling variable. Then, put together a reduced-order model \( \hat{\Sigma} \) for the system in (1), which is constructed from the original quantities. Define matrices for \( 1 \leq i \leq n_p \)
\[ \hat{E} = \mathcal{O} \hat{A}, \hat{A}_0 = \mathcal{O} A_0 \hat{A}, \hat{A}_i = \mathcal{O} A_i \hat{A}, \hat{B} = \mathcal{O} B, \hat{C} = \mathcal{C} \hat{R}. \]  
(26)

Provided that \( \hat{E} \) is nonsingular, one can write for all \( 1 \leq i \leq n_p \):
\[ \hat{E} = I, \hat{A}_0 = \hat{E}^{-1} \hat{A}_0, \hat{A}_i = \hat{E}^{-1} \hat{A}_i, \hat{B} = \hat{E}^{-1} \hat{B}, \hat{C} = \hat{C}. \]  
(27)

We then define the reduced order model \( \hat{\Sigma} \) as
\[ \hat{\Sigma} = (\mathcal{P}, \{\hat{A}_i, \hat{B}_i, \hat{C}_i, \hat{D}_i\}_{i=0}^{n_p}), \]  
(28)

where \( \hat{D}_i = 0, i = 0, \ldots, n_p \) and \( \hat{C}_i = 0, \hat{B}_i = 0 \) for \( i = 1, \ldots, n_p \) and \( \hat{B}_0 = \hat{B}, \hat{C} = \hat{C}_0 \) and \( \{\hat{A}_i\}_{i=1}^{n_p} \hat{C}, \hat{B} \) are as in (27).

5.1 Data-driven interpretation

We will show in this section that the matrices computed in (26) can indeed be expressed in terms of samples of the transfer functions introduced in (11).

For example, one can directly write the entries of vectors \( \hat{B} = \mathcal{O} \hat{B} \) and \( \hat{C} = \mathcal{C} \hat{R} \) in (26) as
\[ \hat{B} = \begin{bmatrix}
H_{0}^{\mathcal{O}}(\mu_0) \\
H_{0}^{\mathcal{O}}(\mu_1, \mu_0) \\
\vdots \\
H_{0}^{\mathcal{O}}(\lambda_0, \lambda_1, \ldots, \lambda_N, \mu_0) 
\end{bmatrix}, \hat{C} = \begin{bmatrix}
H_{0}^{\mathcal{R}}(\lambda_0) \\
H_{0}^{\mathcal{R}}(\lambda_0, \lambda_1) \\
\vdots \\
H_{0}^{\mathcal{R}}(\lambda_0, \lambda_1, \ldots, \lambda_N, \mu_0) 
\end{bmatrix}^T \]  
(29)

Additionally, the matrices \( A_i \) for \( 1 \leq i \leq n_p \) are written element-wise, as follows:
\[ \hat{A}_i = \mathcal{O} A_i \hat{A}, \hat{A}_i = \mathcal{R}_{k+1} A_i \hat{R}_{k+1} \]  
(30)

\[ \hat{A}_i = \mathcal{O} A_i \hat{A}, \hat{A}_i = \mathcal{R}_{k+1} A_i \hat{R}_{k+1} \]  
(30)
Next, proceed to explicitly writing the \((k+1, \ell+1)\) entry of matrix \(\hat{E}\) for \(k, \ell \geq 0\). We make use of the recursion formulas on the rows and columns of matrices \(\mathcal{O}\), and respectively, \(\mathcal{R}\) as (to have consistent notations, we enforce \(\mathcal{O}_0 = \mathcal{R}_0 = 1\)):

\[
\mathcal{O}_{k+1} = \mathcal{O}_k A_{q_k}^{(\ell)} \Phi(\mu_k), \quad \mathcal{R}_{\ell+1} = \Phi(\lambda_\ell) A_{q_\ell}^{(\ell)} \mathcal{R}_\ell.
\]

Hence, based on the two identities presented above, we write the \((k+1, \ell+1)\) entry of matrix \(\hat{E}\), for all \(0 \leq k, \ell \leq N\), in the following way:

\[
(\hat{E})_{k+1, \ell+1} = \mathcal{O}_{k+1} R_{\ell+1} = \mathcal{O}_k A_{q_k}^{(\ell)} \Phi(\mu_k) I \Phi(\lambda_\ell) A_{q_\ell}^{(\ell)} \mathcal{R}_\ell .
\]

Next, we make use of the identity: \(I = \Phi^{-1}(\mu_k) - \Phi^{-1}(\lambda_\ell)\) and by substituting it in the equality above, it follows that:

\[
(\hat{E})_{k+1, \ell+1} = \mathcal{O}_{k+1} R_{\ell+1} = \mathcal{O}_k A_{q_k}^{(\ell)} \Phi(\mu_k) \Phi^{-1}(\mu_k) - \Phi^{-1}(\lambda_\ell) \Phi(\lambda_\ell) A_{q_\ell}^{(\ell)} \mathcal{R}_\ell \\
= -\frac{\alpha_{k, \ell} - \beta_{k, \ell}}{\mu_k - \lambda_\ell},
\]

where \(0 \leq k, \ell \leq N\), and the following notations are used:

\[
\alpha_{k, \ell} = \mathcal{O}_k A_{q_k}^{(\ell)} \Phi(\mu_k) A_{q_\ell}^{(\ell)} \mathcal{R}_\ell \\
= H_{q_k}^R(\lambda_0, \ldots, \lambda_{\ell-1}, \mu_k, \ldots, \mu_0),
\]

\[
\beta_{k, \ell} = \mathcal{O}_k A_{q_k}^{(\ell)} \Phi(\lambda_\ell) A_{q_\ell}^{(\ell)} \mathcal{R}_\ell \\
= H_{q_\ell}^R(\lambda_k, \ldots, \lambda_{\ell-1}, \mu_k, \ldots, \mu_0).
\]

Hence, we have shown that the entries of matrix \(\hat{E}\) are divided differences composed of measurements corresponding to transfer functions in (11). We proceed similarly for the entries of matrix \(\hat{A}_0\). By using identity \(A_0 = \frac{\mu_k \Phi^{-1}(\mu_k) - \lambda_\ell \Phi^{-1}(\lambda_\ell)}{\mu_k - \lambda_\ell}\), it follows:

\[
(\hat{A}_0)_{k, \ell} = \mathcal{O}_k A_{q_k}^{(\ell)} \mathcal{R}_\ell = -\frac{\mu_k \alpha_{k, \ell} - \lambda_\ell \beta_{k, \ell}}{\mu_k - \lambda_\ell},
\]

where \(\alpha_k\) and \(\beta_\ell\) are as defined in (34), i.e., as samples of transfer functions introduced in (11). So, we have shown that all matrices forming the data-driven surrogate realization in (26) are composed of transfer function measurements.

**Remark 1** The matrix \(\hat{E} \in \mathbb{C}^{(N+1) \times (N+1)}\) defined element-wise as in (33) is a Loewner matrix, while the matrix \(\hat{A}_0 \in \mathbb{C}^{(N+1) \times (N+1)}\) in (35) is a “shifted Loewner matrix”, by following the terminology introduced in [25].

### 5.2 Interpolation property

In this section we will show that the reduced model satisfies interpolation conditions.

For the reduced-order LPV-SSA \(\Sigma\) given in (28), let \(\tilde{\Phi}\) be the input-output map of \(\hat{\Sigma}\). It then follows that:

\[
H_{q_1}^\delta(s_1, s_2, \ldots, s_k) = \tilde{C} \tilde{\Phi}(s_1) \tilde{\Phi}(s_2) \tilde{\Phi}(s_{k-1}) A_{q_k} \tilde{\Phi}(s_1) A_{q_1} \tilde{\Phi}(s_0) B,
\]

\[
H_0^\delta(s_0) = \tilde{C} \tilde{\Phi}(s_0) B,
\]

where \(\tilde{\Phi}(s) = (sI - \tilde{A}_0)^{-1}\) for all \(s \in \mathbb{C}\). Given unit vectors \(e_{k+1}, e_1 \in \mathbb{R}^{N+1}\), one can write that:

\[
e_{k+1}^T \hat{E} \tilde{\Phi}^{-1}(\lambda_0) e_1 = e_{k+1}^T \hat{E} (\lambda_0 I - \hat{A}_0) e_1 \\
= e_{k+1}^T (\lambda_0 \hat{E} - \hat{A}_0) e_1 \\
= \hat{A}_0 e_{k+1}^T \hat{E} e_1 - e_{k+1}^T \hat{A}_0 e_1 \\
= -\lambda_0 \alpha_{0,0} - \beta_{k,0} + \frac{\mu_k \alpha_{0,0} - \lambda_0 \beta_{k,0}}{\mu_k - \lambda_0} \\
= \alpha_{0,0} = e_{k+1}^T \hat{B} = e_{k+1}^T \hat{E} \hat{B}
\]

Hence, we have shown that \(e_{k+1}^T \hat{E} \tilde{\Phi}^{-1}(\lambda_0) e_1 = e_{k+1}^T \hat{E} \hat{B}\), \(\forall 0 \leq k \leq N\) which implies that \(\tilde{\Phi}^{-1}(\lambda_0) e_1 = \hat{B}\). By multiplying this identity to the left with \(\tilde{C} \tilde{\Phi}(\lambda_0)\), we can write that:

\[
\tilde{C} \tilde{\Phi}(\lambda_0) \tilde{\Phi}^{-1}(\lambda_0) e_1 = \tilde{C} \tilde{\Phi}(\lambda_0) \hat{B} \\
\Rightarrow H_0^\delta(\lambda_0) = H_0^\delta(\lambda_0).
\]

Here we used that \(\tilde{C} = \hat{C} = C \hat{\Phi}\) and hence it follows that \(\tilde{C} e_1 = C \hat{\Phi} e_1 = C \Phi(\lambda_0) B = H_0^\delta(\lambda_0)\), where \(\Phi(s) = (sI - A_0)^{-1}\). By repeating the above procedure, we can show that the interpolation condition \(H_0^\delta(\lambda_0) = H_0^\delta(\lambda_0)\) also holds. In general, we can show that all measurements that appear as entries in the matrices of the reduced-order realization (28), are actually matched by (36). More precisely, we formulate the following result that explicitly states the interpolation conditions satisfied by the surrogate model.

**Theorem 2** Given the framework previously introduced, the following \((N+1)^2 + n_y(N+1)^2\) interpolation conditions are satis-
fied by the transfer functions in (36):

\[
H^{\hat{s}}_q(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0) = H^{\hat{s}}_{q_1}(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0), \\
= H^{\hat{s}}_{q_1}(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0), \\
= H^{\hat{s}}_{q_1}(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0), \\
= H^{\hat{s}}_{q_1}(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0), \\
= H^{\hat{s}}_{q_1}(\mu_0, \ldots, \mu_{k-1}, \ldots, \mu_0), \\
\text{ for all } 0 \leq k, \ell \leq N \text{ and } 1 \leq i \leq n_p.
\]

**Example 1** Below, we illustrate the proposed extension of the Loewner framework through one simple example (n_p = 1 and N = 2). The associated generalized observability and controllability matrices are put together as follows

\[
\mathcal{O} = \begin{bmatrix} 
C \Phi(\mu_0) \\
C \Phi(\mu_0) A_1 \Phi(\mu_1)
\end{bmatrix}, \\
\mathcal{B} = \begin{bmatrix} 
\Phi(\lambda_0) B \\
\Phi(\lambda_0) A_1 \Phi(\lambda_0) B
\end{bmatrix}.
\]

The next step is to show that we can interpret \( \mathcal{B} \) in terms of data, i.e., measurements of transfer functions. To do so, we repeat the general procedure presented in Section 5.1 for this simplified scenario, and hence write that

\[
\hat{E} = \mathcal{O} \mathcal{A}_0 \mathcal{B}, \\
\hat{A}_0 = \mathcal{O} \mathcal{A}_1 \mathcal{B}, \\
\hat{B} = \mathcal{O} \mathcal{B}, \\
\hat{C} = C \mathcal{B},
\]

in terms of data, i.e., measurements of transfer functions. We apply the newly-proposed method for approximation error for each reduced dimension (42).

\[
A_0 = \begin{bmatrix} 
-1 & 1 & -1 \\
-1 & -2 & 1 \\
-1 & 1 & -3
\end{bmatrix}, \\
A_1 = \begin{bmatrix} 
1 & -1 & -1 \\
-1 & 2 & 0 \\
-1 & 0 & 2
\end{bmatrix}, \\
B_0 = \begin{bmatrix} 
1 \\
0 \\
0
\end{bmatrix}, \\
B_1 = \begin{bmatrix} 
0 \\
1 \\
2
\end{bmatrix}, \\
C_0 = \begin{bmatrix} 
1 & -1 & -1
\end{bmatrix}, \\
D = 0.
\]

The control input is chosen as \( u(t) = 0.1 \cos(20t) \cdot e^{-0.1t} \), while the scheduling signals are purely oscillatory, with different main frequencies, i.e., \( \rho_1(t) = 2.5 \sin(5 \pi t) \) and \( \rho_2(t) = 1.25 \sin(7 \pi t) \). We apply the newly-proposed method for (42) and the following choice of left and right interpolation points (located on the imaginary axis; here \( i = \sqrt{-1} \)).

\[
\begin{align*}
\mu_0 &= 2t, \\
\mu_1 &= 4t, \\
\mu_2 &= 6t, \\
\lambda_0 &= 3t, \\
\lambda_1 &= 5t, \\
\lambda_3 &= 8t.
\end{align*}
\]

It is to be noted that we construct three reduced-order models of dimension \( r \) for all values \( 1 \leq r \leq 3 \), by following the procedure outlined in Section 5. The accuracy of these interpolation-based surrogate models is tested by means of time-domain simulations. We simulate the original system together with the three reduced ones on a time range of \([0, 10])\psi (by applying a classical first-order Euler scheme on 5 \times 10^4 points). The observed outputs of the original system, together with the outputs of the three reduced models are depicted in Fig. 1.

**6 Numerical example**

In this section we revisit the example presented in [30] (Section III, Example 1). Based on Assumption (1) that was imposed in Section 2 of the current paper, the B and C matrices will be considered to be constant. Additionally, we shift the original matrix \( A_0 \) from [30] so that all its poles are located into the left-half (complex) plane. Finally, choose \( n_p = 2 \) (originally, \( n_p = 1 \) was enforced) and assume zero initial conditions. The system matrices of the modified system are given as follows:

\[
A_0 = \begin{bmatrix} 
-1 & 1 & -1 \\
-1 & -2 & 1 \\
-1 & 1 & -3
\end{bmatrix}, \\
A_1 = \begin{bmatrix} 
1 & -1 & -1 \\
-1 & 2 & 0 \\
-1 & 0 & 2
\end{bmatrix}, \\
B_0 = \begin{bmatrix} 
1 \\
0 \\
0
\end{bmatrix}, \\
B_1 = \begin{bmatrix} 
0 \\
1 \\
2
\end{bmatrix}, \\
C_0 = \begin{bmatrix} 
1 & -1 & -1
\end{bmatrix}, \\
D = 0.
\]

The control input is chosen as \( u(t) = 0.1 \cos(20t) \cdot e^{-0.1t} \), while the scheduling signals are purely oscillatory, with different main frequencies, i.e., \( \rho_1(t) = 2.5 \sin(5 \pi t) \) and \( \rho_2(t) = 1.25 \sin(7 \pi t) \). We apply the newly-proposed method for (42) and the following

\[
\begin{align*}
\mu_0 &= 2t, \\
\mu_1 &= 4t, \\
\mu_2 &= 6t, \\
\lambda_0 &= 3t, \\
\lambda_1 &= 5t, \\
\lambda_3 &= 8t.
\end{align*}
\]

It is to be noted that we construct three reduced-order models of dimension \( r \) for all values \( 1 \leq r \leq 3 \), by following the procedure outlined in Section 5. The accuracy of these interpolation-based surrogate models is tested by means of time-domain simulations. We simulate the original system together with the three reduced ones on a time range of \([0, 10])\psi (by applying a classical first-order Euler scheme on 5 \times 10^4 points). The observed outputs of the original system, together with the outputs of the three reduced models are depicted in Fig. 1.

**The observed outputs**

![Figure 1: The observed outputs (original and reduced).](image)

Additionally, we compute the magnitude of the relative approximation error for each reduced dimension \( r \in \{1, 2, 3\} \) and
depict the curves in Fig. 2. Clearly, the order $r = 3$ system computed by means of the new method perfectly matches the response of the original system (the approximation errors are in the range of machine precision). The other two reduced systems, of course, enforce higher errors; in particular, the output of the one of order $r = 2$ follows quite accurately the original response (as illustrated in Fig. 1).

![The approximation errors](image)

Figure 2: The relative approximation errors.

### 7 Conclusion

We have proposed an extension of the Loewner framework to LPV systems with an affine dependence on parameters. The proposed framework yields a model reduction procedure which is based on matching the frequency response of the original system at some particular frequencies. In order to avoid complex notations, we have restricted the attention to the single input case and to models for which the $B$ and $C$ matrices do not depend on the scheduling parameters. Moreover, we analyzed a particular choice of frequencies to be matched. Future research will be directed towards extending these results to general LPV systems with affine dependence on parameters. Other research directions include finding system theoretic interpretations for the proposed method, i.e., showing that for certain inputs and scheduling signals the time-domain responses of the original and reduced model coincide, possibly after filtering. Finally, we plan to test the proposed method for more complex models.
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