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Abstract—This paper investigates the performance of a microgrid with droop-controlled inverters in terms of the total power losses incurred in maintaining synchrony under persistent small disturbances. The inverters are modeled with variable frequencies and voltages under droop control. For small fluctuations from a steady state, these transient power losses can be quantified by an input-output $\mathcal{H}_2$ norm of a linear system subject to distributed disturbances. We evaluate this $\mathcal{H}_2$ norm under the assumption of a dominantly inductive network with identical inverters. The results indicate that while phase synchronization, in accordance with previous findings, produces losses that scale with a network’s size but only weakly depend on its connectivity, the losses associated with the voltage control will be larger in a highly connected network than in a loosely connected one. The typically higher rate of convergence in a highly interconnected network thus comes at a cost of higher losses associated with the power flows used to reach the steady state.

I. INTRODUCTION

Electric power generation is becoming increasingly distributed as the penetration of renewable energy sources increases [1]. Deferred investments in grid infrastructure along with high fossil fuel prices also make utilities incapable of meeting increased local demand centrally [2]. Distributed generation (DG) units are typically connected to low to medium voltage grids via DC/AC or AC/AC power converters (inverters). Replacing the traditional centralized synchronous generator based power plants with these resources is leading to a much more heterogeneous power system. The microgrid has been proposed as a key strategy to address issues related to this heterogeneity, as it allows for local operation of networks composed of loads and DG units, independently from the main grid [3], [4].

A key concern in the operation of microgrids is the power of the DG unit power inverters to ensure stability, power balance and synchronization [5]. A widely proposed control scheme in this context is droop control, which is a decentralized proportional controller. A recent research trend is to characterize conditions for synchronous stability in microgrids under droop control. In particular, a series of work [6], [7] derives analytical conditions for synchronization and power sharing in droop-controlled inverter networks by drawing connections to models of coupled Kuramoto oscillators. Analogies between power systems and Kuramoto oscillators were previously used by Dörfler and Bullo in [8], [9] to derive conditions for stability in synchronous generator networks. While most of these works have assumed constant voltage profiles, there is a recent focus on analyzing droop control also for voltage and reactive power stabilization in microgrids [10]–[13]. In particular, Schiffer et al. [12] derive conditions on gains for frequency and voltage stability by formulating a port-Hamiltonian description of the system with variable voltage dynamics.

In the present work, we study the same type of inverter-based microgrids with variable frequencies and voltages under droop control as in [12]. However, the question of concern here is not one of stability but rather of performance. We consider performance in terms of the total transient power losses incurred in maintaining synchrony under persistent small disturbances. These losses are associated with power flows that occur spontaneously in the system when an inverter is deviating from its nominal phase and voltage, and can be regarded as a measure of control effort. These transient power losses can be quantified through an input-output $\mathcal{H}_2$ norm of a linear time-invariant (LTI) system of coupled inverter dynamics, subject to distributed disturbances.

Conceptually, this performance measure relates to measures of disorder or robustness in general networks with consensus-type dynamics. Several such performance measures and their asymptotic scalings in large-scale networks were evaluated in [14]. In the context of oscillator networks, robustness with respect to stochastic disturbances was studied in [15] and the use of control nodes to improve performance in terms of inter-nodal interactions was recently evaluated in [16].

The present study extends the work in [17], [18], in which performance in terms of power losses was evaluated for networks of synchronous generators, to include the effect of variable voltages. A similar approach was taken in [19] to characterize these losses in heterogeneous networks with inverters. Such networks typically require tighter voltage control than e.g. transmission grids, and here we quantify the additional transient losses arising through fluctuating voltages.

In the present work, we analyze the performance of the droop-controlled inverter network in two steps. First, we consider the network under the assumption of decoupled active and reactive power flows, resulting in decoupled frequency and voltage dynamics. We then re-introduce the cross-couplings and show that their effect is small com-
pared to the overall transient losses. Our main result shows that under the assumption of uniform inverter parameters and resistance-to-reactance ratios in the network, the power losses can be decomposed into two parts; one associated with frequency control which is identical to previous results for synchronous generator networks, and an additional part associated with voltage control. The result reduces to the first part if voltages are held constant, in which case losses grow unboundedly with the network size, but are independent of network topology. The losses associated with variable voltages, however, are shown not only to grow with network size, but also to increase with increasing network connectivity. This means that although a more strongly connected network may have a higher rate of convergence [20] and be easier to synchronize [8], this benefit comes at the cost of higher transient power losses.

The remainder of this paper is organized as follows. In Section II we introduce the model for the inverters and power flows. Section III introduces the performance measure, which is evaluated in Section IV under the assumption of decoupled, lossless, network dynamics. In Section V we discuss the effects of nonzero cross-couplings on the system performance before we conclude in Section VI.

II. Problem setup

Consider a network $G = \{N, E\}$ with the set of nodes $N = \{1, \ldots, N\}$ and a set of edges, or network lines, $E = \{E_{ik}\}$. Each of these lines is represented by a constant admittance $y_{ik} = g_{ik} - j\hat{b}_{ik}$. Throughout this paper, we will assume a Kron-reduced network model (see e.g. [21]), where loads are modeled as constant impedances that are absorbed into the network lines. Consequently, every node $i \in N$ represents a generation unit with a power inverter as its grid interface. Each node has an associated phase angle $\delta_i$ and voltage magnitude $V_i$.

Remark 1: The current modeling framework can also allow for loads modeled as frequency-dependent active power withdrawals from the network. This approach would result in a network topology preserving system model as first proposed by Bergen and Hill [22]. Previous results reported in [19] suggest that such load models would not in principle alter the scaling properties of the losses studied here.

A. Inverter and droop control model

We now introduce the models of the power inverters adopting the framework presented in [12]. We assume that these inverters are voltage sources, whose amplitude and frequency output can be regulated according to:

$$\dot{\delta}_i = u^\delta_i,$$
$$\tau_{V_i} \dot{V}_i = -V_i + u^V_i,$$  \hspace{1cm} (1)

where $u^V_i$ and $u^\delta_i$ are the respective control signals. Here we have assumed that the voltage regulation is subject to a lag represented by a filter with time constant $\tau_{V_i} \geq 0$.

The controls $u^\delta_i$ and $u^V_i$ are then implemented as simple proportional controllers (“droop controllers”) based on active and reactive power deviations respectively, which are given by:

$$u^\delta_i = \omega^* - k_{P_i} (\hat{P}_i - P_i^*),$$
$$u^V_i = V_i^* - k_{Q_i} (\hat{Q}_i - Q_i^*),$$  \hspace{1cm} (2)

where $\omega^*$, $V_i^*$, $P_i^*$ and $Q_i^*$ are the respective setpoints for the frequency, voltage magnitude, active and reactive power. The parameters $k_{P_i}$, $k_{Q_i} > 0$ are the respective droop coefficients. $\hat{P}_i$ and $\hat{Q}_i$ are the active and reactive powers measured by the power electronics at the inverter. These measurements are assumed to be processed through low-pass filters given by:

$$\tau_{P_i} \dot{\hat{P}}_i = -\hat{P}_i + P_i,$$
$$\tau_{Q_i} \dot{\hat{Q}}_i = -\hat{Q}_i + Q_i,$$  \hspace{1cm} (3)

where $\tau_{P_i}$, $\tau_{Q_i} > 0$ are the filter time constants and $P_i$ and $Q_i$ are the actual power injections to the network at node $i$.

We can now use (1) – (3) to formulate a closed-loop system. For this purpose, we first assume that the time constant for the voltage control, $\tau_{V_i}$, is small compared to $\tau_{Q_i}$, and can be neglected [12]. We therefore set $\tau_{V_i} = 0$ in (1), and then by substituting (2) into (1), we obtain:

$$\delta_i = \omega_i,$$
$$\omega_i = \omega^* - k_{P_i} (\hat{P}_i - P_i^*),$$
$$V_i = V_i^* - k_{Q_i} (\hat{Q}_i - Q_i^*),$$  \hspace{1cm} (5)

where we have introduced the inverter frequency $\omega_i$. Taking the derivatives of (5) and (6) with respect to time gives

$$\dot{\delta}_i = \omega_i,$$
$$\tau_P \dot{\hat{P}}_i = -\omega_i + \omega^* - k_{P_i} (P_i - P_i^*),$$
$$\tau_{Q_i} \dot{\hat{Q}}_i = -\omega_i + \omega^* - k_{Q_i} (Q_i - Q_i^*).$$  \hspace{1cm} (7)

In the next section, we present the equations for $P_i$ and $Q_i$.

B. Power flows

Introducing $\delta_{ik} = (\delta_i - \delta_k)$ as the phase angle difference between neighboring nodes, the active and reactive powers injected to the grid at node $i \in N$ are given by

$$P_i = -g_{ii} V_i^2 + \sum_{k \sim i} V_k V_i (g_{ik} \cos \delta_{ik} + b_{ik} \sin \delta_{ik})$$
$$Q_i = b_i V_i^2 + \sum_{k \sim i} V_k V_i (g_{ik} \sin \delta_{ik} - b_{ik} \cos \delta_{ik}).$$  \hspace{1cm} (8)

Here, $k \sim i$ indicates the existence of a line $E_{ik}$ with associated conductance $g_{ik}$ and susceptance $b_{ik}$. At node $i$, $g_{ii} = g_i + \sum_{k \sim i} g_{ik}$ and $b_i = b_i + \sum_{k \sim i} b_{ik}$ represent the respective shunt conductance and shunt susceptance. We will in the following make the common assumption [13], [23] that the shunt elements are purely inductive, so that in our notation $g_i = 0$ and $b_i \geq 0$ for all $i \in N$.

As per convention in power flow analysis, we assume that all quantities in equations (8) – (9) have been normalized
by system constants and are measured in per unit (p.u.). Throughout the paper, we will be considering the system under the assumption of small deviations from an operating point. For these reasons, we can approximate the power flows by a linearization around the point \( P_i^0, V_i^0, \delta_{ik} \) and \( Q_i^0(\delta_{ik}, V_i^0, V_k^0) \) and \( Q_i^0(\delta_{ik}, V_i^0, V_k^0) \), where \( V_i^0 = V_k^0 = V^0 = 1 \) and \( \delta_{ik} = 0 \) for all \( i, k \in \mathcal{N} \). This procedure gives the linearized power injections at node \( i \) as:

\[
\Delta P_i = \sum_{k=1}^{\mathcal{N}} ( - g_{ik}(\Delta V_i - \Delta V_k) + b_{ik} \Delta \delta_{ik} ) \tag{10}
\]

\[
\Delta Q_i = 2b_i \Delta V_i + \sum_{k=1}^{\mathcal{N}} (b_{ik}(\Delta V_i - \Delta V_k) + g_{ik} \Delta \delta_{ik}) . \tag{11}
\]

To simplify the remaining notation, we introduce the network admittance matrix \( Y \in \mathbb{C}^{N \times N} \), given by \( Y_{ii} = y_{ii} \) if \( i = k \), \( Y_{ik} = -y_{ik} \) if \( k \neq i \) and zero otherwise. The matrix \( Y \) can be partitioned into a real and an imaginary part:

\[
Y = L_G - j(L_B + \text{diag}\{b_i\}) , \tag{12}
\]

where \( L_G \) denotes the network’s conductance matrix and \( L_B \) its susceptance matrix. By definition, the matrices \( L_B \) and \( L_G \) are weighted graph Laplacians of the network graphs defined respectively by the susceptances \( b_{ij} \) and conductances \( g_{ij} \) of the network lines.

### C. LTI system formulation

Now, we formulate the inverter dynamics as a linear time-invariant (LTI) system subject to distributed disturbances acting on the inverters, representing fluctuations in generation and loads. For this purpose, we let the operating point around which the power flow equations are linearized be given by the setpoints introduced in (2), such that \( \Delta P_i = P_i - P_i^* \) and \( \Delta Q_i = Q_i - Q_i^* \) for all \( i \in \mathcal{N} \). Without loss of generality we then assume that the states at this point are transferred to the origin. In an effort to avoid cumbersome notation, we then omit the difference operator \( \Delta \) and let the state variables \( (\delta_{ik}, \omega_i, V_i) \) represent deviations from the operating point and assume additive process noise through the disturbance input \( w \).

We can then use the power flow equations (10)–(11) to express the dynamics (7) of the \( i \)th inverter as:

\[
\dot{\delta}_i = \omega_i \quad \tau_P \dot{\omega}_i = -\omega_i - k_P \sum_{k=1}^{\mathcal{N}} g_{ik}(V_i - V_k) + b_{ik} \delta_{ik} + w_i^\omega \quad \tau_Q \dot{V}_i = -V_i - k_Q \sum_{k=1}^{\mathcal{N}} b_{ik}(V_i - V_k) + g_{ik} \delta_{ik} + w_i^V . \tag{13}
\]

Now, by defining \( \delta, \omega, V \) as column vectors containing the states \( \delta_i, \omega_i, V_i, i \in \mathcal{N} \) and using the susceptance and conductance matrices defined in (12), we can re-write the above in state space form as follows:

\[
\begin{bmatrix}
\delta \\
\omega \\
V
\end{bmatrix} = \begin{bmatrix}
0 & I & 0 \\
-K_P T_P L_B & -T_p^{-1} & K_P T_p L_G \\
-K_Q T_Q L_G & 0 & -C_Q T_Q \delta_{ik} \delta_{ik}
\end{bmatrix} \begin{bmatrix}
\delta \\
\omega \\
V
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
T_P^{-1}
\end{bmatrix} w , \tag{14}
\]

where \( w = [w_i^\omega, w_i^V]^T \) represents the disturbance input. We have also introduced \( C_Q = \text{diag}\{c_{Q_i}\} \) with \( c_{Q_i} = 1 + 2k_Q \delta_{ik} \). The remaining system parameters are given by \( K_P/Q = \text{diag}\{k_{P/Q}\}, T_{P/Q} = \text{diag}\{T_{P/Q}\} \).

### III. System performance

In this paper, we are concerned with the performance of the system \((13)\) in terms of the real power losses incurred in returning the system to a synchronous state following a disturbance, or in maintaining this state under persistent stochastic disturbances \( w \). These losses are associated with the power flows that arise when the network compensates for a node's deviating voltage or phase angle, and can be regarded as the control effort required to drive the system to a steady state.

By defining an output of the system \((13)\) as a measurement of the power losses associated with the system trajectories, we can evaluate the total transient losses using an input-output \( \mathcal{H}_2 \) norm. Here we adopt the approach first introduced in [17], but extend the performance measure to also reflect non-uniform voltage profiles across the network.

First, consider a general MIMO input-output system \( G \) in state space form

\[
\dot{x} = Ax + bw \\
y = Cx . \quad (14)
\]

Provided that \( G \) is stable, its squared \( \mathcal{H}_2 \) norm can be interpreted as the total steady-state variance of the output, when the input \( w \) is white noise with unit covariance, i.e.,

\[
|G|^2_2 = \lim_{t \to \infty} \mathbb{E}\{(y^*(t)y(t))\} .
\]

In our case, by defining an output \( y(t) \) of (13) such that the total power losses satisfy \( P_{\text{loss}}(t) = y^*(t)y(t) \), we will obtain the total expected power losses under a white noise disturbance input as the \( \mathcal{H}_2 \) norm from \( w \) to \( y \).

**Remark 2:** Further standard interpretations of the \( \mathcal{H}_2 \) norm motivate the use of this norm to quantify the total power losses also under other input scenarios, see e.g. [18].

To define the relevant output measure, consider the real power loss over an edge \( \mathcal{E}_{ik} \), given by Ohm’s law as

\[
P_{\text{loss}}^{\text{ik}} = g_{ik} |v_i - v_k|^2 , \quad (15)
\]

where \( v_i, v_k \) are the complex voltages at nodes \( i \) and \( k \) (i.e. \( v_i = V_i e^{j\delta_i} \)). We can now enforce the common linearized system assumption of small phase angle differences. Standard trigonometric methods then give that

\[
|v_i - v_k|^2 \approx (V_i - V_k)^2 + (\delta_i - \delta_k)^2 .
\]

Since we also assume \( V_i \approx 1 \) p.u. around the linearization point for all \( i \in \mathcal{N} \), an approximation of the power loss over \( \mathcal{E}_{ik} \) is

\[
P_{\text{loss}}^{\text{ik}} = g_{ik} [(V_i - V_k)^2 + (\delta_i - \delta_k)^2] .
\]

The total instantaneous power losses over the network are then approximately

\[
P_{\text{loss}} = \sum_{i \sim k} g_{ik} [(V_i - V_k)^2 + (\delta_i - \delta_k)^2] . \tag{16}
\]

Making use of the conductance matrix \( L_G \) defined in (12), we can write (16) as the quadratic form

\[
P_{\text{loss}} = V^T L_G V + \delta^T L_G \delta , \tag{17}
\]
where $V$ and $\delta$ are the state vectors defined in Section II-C. Noting that $L_G$ is a positive semidefinite graph Laplacian and therefore has a unique positive semidefinite square-root $L_G^{1/2}$, we can define $y$ as
\[
y = \begin{bmatrix} L_G^{1/2} & 0 & 0 \\ 0 & L_G^{1/2} \end{bmatrix} \begin{bmatrix} \delta \\ \omega \\ V \end{bmatrix}, \tag{18}
\]
which gives precisely that $P^{\text{loss}} = y^Ty$.

The performance measure (17) represents the sum of the squared weighted differences in states between neighboring nodes, i.e., of local state deviations. It can therefore be regarded as a local, or microscopic, error measure which stands in contrast to other measures of disorder on a macroscopic level. Macroscopic measures could for example be each node’s deviation from a network average or from a selected reference node. These types of performance measures and their asymptotic scalings in large networks were evaluated in [14] for vehicular formations in regular network structures. Such vehicular formation problems, formulated as second order consensus dynamics, are very similar to the synchronization problem considered here. As we will also show, the scaling of the microscopic error measure considered there scaled with network size in the same manner as the total power losses obtained through (17). Meaningful measures of macroscopic disorder or “coherence” can also be defined in the context of synchronization in power networks, some of which are studied in a recent preprint [24].

IV. ANALYSIS OF DECOUPLED MICROGRID DYNAMICS

In this section, we analyze the dominant performance of (13) with respect to the output (18), by assuming that the network’s resistances are small compared to its reactances. Under this common assumption, the active power flow is a function only of the phase angles and the reactive power flow is a function only of the voltage magnitudes, i.e., $P(\delta, V) \approx P(\delta)$, $Q(\delta, V) \approx Q(V)$, see e.g. [10], [12], [25]. This leads to a decoupling of the frequency and voltage dynamics and we obtain $L_G = 0$ in the system matrix of (13). The output (18) then measures the power losses associated with the trajectories arising from these decoupled dynamics by retaining the non-zero resistances through $L_G$.

In Section V, we relax the assumption of decoupled power flows, and show that the results derived here are robust towards that relaxation, provided resistances remain sufficiently small. In particular, the errors made by evaluating the performance under lossless dynamics will be small in relation to the overall performance of the network.

Remark 3: The assumption of negligible or small resistances compared to reactances is not, in general, applicable to low to medium voltage grids [26]. However, it is not unreasonable for an inverter-based network, given that inverter output impedances are typically highly inductive [13]. When these are absorbed into the network through the Kron reduction they may therefore dominate the line resistances.

In the subsequent derivations we make the following further assumptions:

i) Identical inverters. All inverters have identical droop control settings and low-pass filters for power measurement, i.e., $K_P = \text{diag}\{k_P\}$, $K_Q = \text{diag}\{k_Q\}$, $T_P = \text{diag}\{\tau_P\}$, $T_Q = \text{diag}\{\tau_Q\}$.

ii) Uniform shunt conductances. All nodes have identical shunt conductances, i.e., $b_i = \bar{b} \geq 0$ and $C_Q = \text{diag}\{c_Q\}$.

iii) Uniform resistance-to-reactance ratios. The ratio of resistances to reactances, equivalently conductances to susceptances, of all lines are uniform and constant, i.e.,
\[
\alpha := \frac{\bar{b}}{\bar{b}k},
\]
for all $\mathcal{E}_{ik} \in \mathcal{E}$. This implies $L_G = \alpha L_B$.

Assumption (iii), which is also applied in e.g. [11], [27], can be motivated first by uniformity in the physical line properties in a microgrid (i.e., materials and dimensions). Second, Kron reduction of a network increases its uniformity in node degrees [28]. This also makes the line properties more uniform than in actual power networks.

For ease of reference, we now re-state the system (13) with the output (18) under assumptions (i)-(iii) as the multiple-input multiple-output (MIMO) LTI system $H$:
\[
y = \begin{bmatrix} \delta \\ \omega \\ V \end{bmatrix} = \begin{bmatrix} 0 & 0 & \frac{k_P}{\tau_P} L_B - \frac{1}{\tau_P} I \\ 0 & 0 & -\frac{c_Q}{\tau_Q} I - \frac{k_Q}{\tau_Q} L_B \\ \frac{1}{\tau_Q} I & 0 & 0 \end{bmatrix} \begin{bmatrix} \delta \\ \omega \\ V \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ \frac{1}{\tau_Q} I \end{bmatrix} w =: A\psi + Bw, \tag{19a}
\]
\[
\begin{bmatrix} \delta \\ \omega \\ V \end{bmatrix} = \begin{bmatrix} \sqrt{\alpha} L_B^{1/2} & 0 & 0 \\ 0 & 0 & \sqrt{\alpha} L_B^{1/2} \end{bmatrix} \begin{bmatrix} \delta \\ \omega \\ V \end{bmatrix} =: C\psi. \tag{19b}
\]

The remainder of this section is organized as follows. We will first show that the system (19) is input-output stable in order to ensure that its $H_2$ norm is bounded. We then proceed to derive an expression for this norm and to state its value for specific network topologies. Finally, we discuss these results in relation to previous ones on coupled oscillator networks.

A. Eigenvalues and stability

By definition, $L_B$ and $L_G$ are weighted graph Laplacians and as such they satisfy the equation $L_B \mathbf{1} = L_G \mathbf{1} = \mathbf{0}$, where $\mathbf{1}$ is the vector of all ones. It is easy to show that this zero eigenvalue is also an eigenvalue of the system (19), corresponding to the drift of the mean phase angle. This mode is however unobservable from the output, as we will show by a simple state transformation in the following section. Now, if we denote by $\lambda_i^B$ the $i$th eigenvalue of $L_B$ and WLOG assume $\lambda_1^B = 0$. The remaining eigenvalues of (19) are then given by Theorem 4.1.

Theorem 4.1: If the graph underlying the network $\mathcal{G}$ is connected, then the eigenvalues of the system (19a) are:
\[
\Lambda(A) = \left\{ 0, -\frac{1}{2\tau_P} \left( 1 \pm \sqrt{1 - k_P \tau_P \lambda_n^B} \right), \right. \\
\left. -\frac{1}{\tau_P} \frac{c_Q}{\tau_Q}, -\frac{c_Q}{\tau_Q}, \frac{k_Q}{\tau_Q} \lambda_n^B \right\},
\]
for $n = \{2, \ldots, N\}$. If the parameters $k_p, \tau_p, k_Q, \tau_Q > 0$ and the shunt susceptance satisfies $b > \frac{1}{2k_Q} \Rightarrow c_Q > 0$, all eigenvalues apart from $\lambda_1 = 0$ lie strictly in the left half of the complex plane and $A$ is a stable matrix.

**Proof:** The eigenvalues are given by $A$'s characteristic polynomial. Since the graph underlying $L_B$ is connected, $L_B$ is Hermitian positive semi-definite and $0 = \lambda_1^B < \lambda_2^B \leq \ldots \leq \lambda_N^B$. It is then easy to see that if $k_p, \tau_p, k_Q, \tau_Q, c_Q > 0$, all eigenvalues have negative real parts. Using this result we conclude that the system (19) is input-output stable and that its $H_2$ norm is bounded.

**B. $H_2$ norm calculation**

To derive the $H_2$ norm of (19), we follow the approach in [17] and use the following unitary state transformation:

$$
\begin{bmatrix}
\delta \\
\omega \\
\bar{V}
\end{bmatrix} =
\begin{bmatrix}
U & 0 & 0 \\
0 & U & 0 \\
0 & 0 & U
\end{bmatrix}
\begin{bmatrix}
\hat{\delta} \\
\hat{\omega} \\
\bar{V}
\end{bmatrix},
$$

where $U$ is the unitary matrix which diagonalizes $L_B$, i.e., $L_B = U^* A_B U$ with $A_B = \text{diag}\{\lambda_1^B, \lambda_2^B, \ldots, \lambda_N^B\}$. Given that the $H_2$ norm is unitarily invariant, we can also apply transformations to the input and the output, such that $\bar{y} = \begin{bmatrix} U^* 0 \\ 0 U^* \end{bmatrix} y$ and $\hat{w} = \begin{bmatrix} U^* 0 \\ 0 U^* \end{bmatrix} w$. Since we have assumed $L_Q = \alpha L_B$, we have that $L_Q^{1/2}$ and $L_B$ are simultaneously diagonalizable. Therefore, $U^* L_Q^{1/2} U = \alpha L_B^{1/2}$.

Through these transformations, we obtain a system $\hat{H}$ in which all blocks of the system (19) have been diagonalized. This system thus represents $N$ decoupled subsystems $\hat{H}_n$:

$$
\begin{bmatrix}
\frac{\dot{\delta}_n}{\dot{\hat{\omega}}_n} \\
\dot{\bar{V}}_n
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
-\frac{k_p}{\tau_p} \lambda_n^B & -\frac{1}{\tau_p} & 0 \\
0 & -\frac{c_Q}{\tau_Q} - \frac{k_Q}{\tau_Q} \lambda_n^B & 0
\end{bmatrix}
\begin{bmatrix}
\delta_n \\
\hat{\omega}_n \\
\bar{V}_n
\end{bmatrix}
+ \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \hat{\psi}_n =: A_n \hat{\psi}_n + B_n \hat{w}_n, \quad (20)
$$

$$
\hat{y}_n = \sqrt{\alpha \lambda_n^B} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \delta_n + \hat{\omega}_n \bar{V}_n =: C_n \hat{\psi}_n,
$$

and the $H_2$ norm of the system $\hat{H}$ will be $\|\hat{H}\|_2^2 = \sum_{n=1}^N \|\hat{H}_n\|_2^2 = \|\hat{H}\|_2^2.$ Notice that the subsystem $\hat{H}_1$ corresponding to $\lambda_1 = 0$ has the the output $\hat{y}_1 = 0 \cdot \hat{\psi}$. It is therefore unobservable and has $\|\hat{H}_1\|_2^2 = 0$.

The remaining subsystems’ $H_2$ norms are obtained by calculating the observability Gramian $X_n \in \mathbb{C}^{3 \times 3}$ from the Lyapunov equation

$$
A_n^* X_n + X_n A_n = -C_n^* C_n. \quad (21)
$$

We then have that $\|\hat{H}_n\|_2^2 = tr\{B_n^* X_n B_n\} = \frac{1}{\tau_p} X_{n22} + \frac{1}{\tau_Q} X_{n33}$. Due to space limitations we omit the expansion of (21), but note its solution for $X_{n22}$ and $X_{n33}$:

$$
X_{n22} = \frac{\alpha \tau_p^2}{2k_p}, \quad X_{n33} = \frac{\alpha \tau_Q}{2} \cdot \frac{1}{\lambda_n^B} + k_Q.
$$

Finally, summing up the $N - 1$ non-zero subsystem norms leads to our main result:

**Theorem 4.2:** The squared $H_2$ norm of the input-output mapping (19) is given by:

$$
\|H\|_2^2 = \frac{\alpha}{2k_p} (N - 1) + \frac{\alpha}{2\tau_Q} \sum_{n=2}^N \frac{1}{\lambda_n^B} + k_Q. \quad (22)
$$

According to the discussion in Section III this expression represents the expected power losses due to a white noise disturbance input $w$.

Under the present assumptions, the inverter’s frequency and voltage control dynamics are decoupled. Due to the decoupled output measurement, the $H_2$ norm in (22) can be shown to be the sum of the respective norms of two decoupled subsystems: $\|H\|_2^2 = \|H^0\|_2^2 + \|HV\|_2^2$.

The power losses associated with the phase angle synchronization and active power sharing are then

$$
\|H^0\|_2^2 = \frac{\alpha}{2k_p} (N - 1). \quad (23)
$$

This is the same result as obtained for systems of synchronous generators in [17], where the droop coefficient $k_p$ is analogous to the generator damping. These losses scale linearly with the number of nodes $N$, in the same way as the microscopic error measures evaluated in [14] for the vehicular formation problem. It is also worth noting that this quantity is entirely independent of network topology, i.e., a loosely connected network will incur the same transient losses during phase synchronization as a highly connected one. While this conclusion only holds under the present assumptions of uniform generator parameters and equal resistance-to-reactance ratios $\alpha$ across the network, it has been demonstrated that the topology dependence remains weak when those assumptions are relaxed [18]. We also remark that Siami and Motee in [15] propose a network-weighted average $\bar{\alpha}$ which provides a generalization of (23).

The losses associated with the voltage control and reactive power sharing are given by

$$
\|HV\|_2^2 = \frac{\alpha}{2\tau_Q} \sum_{n=2}^N \frac{1}{\lambda_n^B} + k_Q,
$$

and depend on the topology of the network through the eigenvalues $\lambda_n^B$ of $L_B$. The losses increase when the eigenvalues $\lambda_n^B$ are larger, which implies that they increase with increasing line susceptances and network connectivity. These losses can be said to be inversely related to what we may call the network’s total effective reactance as studied in [24], but we defer further discussion of this notion to future work.

**C. Specific network topologies**

The result of Theorem 4.2 indicates that transient losses increase with increasing network connectivity. While microgrid network structures may vary, in terms of connectivity they all fall somewhere between the two extremes given by the complete graph and the line graph. We next present results for these two special cases.
is the arithmetic mean of the susceptances

is the arithmetic mean of the associated line susceptances, complete, then for large

where \( b \) is the arithmetic mean of the susceptances \( b_{ik} \) for all network lines \( E_{ik} \in \mathcal{E} \).

The losses are bounded from below by:

\[
||H||_2^2 \geq \frac{\alpha}{2} (N - 1) \left( \frac{1}{k_P} + \frac{1}{\tau_Q (c_Q + k_Q)} \right),
\]

(26)

where \( b_{\text{min}} = \min E_{ik} \). If \( b_{ik} = b = b_{\text{min}} \) for all \( E_{ik} \in \mathcal{E} \), \( 25 \) - (26) turn into equalities.

**Proof:** See Appendix.

**Corollary 4.4:** If the graph underlying the network \( G \) is complete, then for large \( N \)

\[
||H||_2^2 = \frac{\alpha}{2} (N - 1) \left( \frac{1}{k_P} + \frac{1}{\tau_Q k_Q} \right).
\]

(27)

**Proof:** For large \( N \), \( \frac{c_Q}{N^2} \to 0 \) and \( \frac{1}{b_{\text{min}}} \to 0 \) and the result follows.

By Corollary 4.4, the losses in a large fully connected network will depend on the droop settings for active and reactive power respectively, where higher droop gains give smaller losses. We also notice that the losses associated with the voltage control decrease with increasing \( \tau_Q \). In the limit where \( \tau_Q \to \infty \), the voltages are constant, and we retrieve the result from [17], in which a constant voltage profile was an underlying modeling assumption. In any case, the losses will grow unboundedly with the network size \( N \).

In this paper, we consider a Kron reduced network model. Such reductions of power networks in general result in fully connected effective networks [28], and the expressions (25) - (27) hold. However, future microgrids may arise through the addition of generation units at some or all nodes in distribution grids. Distribution grids typically have a radial network structure, i.e., have a line graph as their underlying topology, and would maintain line graph structure also in the Kron-reduced case. The following theorem describes the transient losses in this case:

**Theorem 4.5:** If the graph underlying the network \( G \) is a line graph, i.e., \( \mathcal{E} = \{ E_{i,i+1}, E_{i,i+1} \} \) for \( i = 2, \ldots, N-1 \) and \( b \) is the arithmetic mean of the associated line susceptances, then the power losses are bounded by:

\[
||H||_2^2 \leq \frac{\alpha}{2} (N - 1) \left( \frac{1}{k_P} + \frac{1}{\tau_Q (c_Q + k_Q)} \right).
\]

(28)

**Proof:** See Appendix.

We notice that even for large \( N \), these losses will depend on the actual value of the average line susceptance \( b \), in contrast to the result for complete graphs in Corollary 4.4. The underlying scaling of the losses with the network size \( N \), however, remains. In Fig. 1 the values of the \( H_2 \) norm as a function of network size \( N \) are displayed for the two network topologies discussed in this section.

The fact that a highly interconnected network incurs larger power losses in recovering or maintaining synchrony than a loosely connected network stands in contrast to typical notions of power system stability. For example, it has been shown that highly interconnected networks are easier to synchronize [8], [12] and have a higher rate of convergence [20]. Fig. 2 shows the transient behaviors obtained from simulations of a 5 node network with respective complete and line graph topologies. The plot clearly shows a faster convergence in the complete graph case. This faster convergence, however, comes at a greater cost in terms of power losses. An intuition behind this result may be to consider the non-equilibrium power flows as additional controllers in the network, so that the associated losses are a measure of their control effort. Then, more links imply that the voltage drop which occurs between each node pair leads to a larger overall number of power flows, i.e., more control, and thus more losses.

**V. PERFORMANCE WITH CROSS-COUPLED VOLTAGE AND FREQUENCY DYNAMICS**

We will now relax the assumption of decoupled microgrid dynamics and again study the system (19). Using assumptions (i) - (iii) of Section IV we can formulate the MIMO system \( H^\alpha \):

\[
\begin{bmatrix}
\hat{\delta} \\
\dot{\omega} \\
\dot{V}_i \\
\dot{V}_f
\end{bmatrix}
=
\begin{bmatrix}
0 & 0 & 0 & 0 \\
-\frac{L_B}{\tau_P} & -\frac{1}{\tau_P} I & 0 & 0 \\
-\frac{k_P}{\tau_Q} L_B & 0 & -\frac{\alpha L_B}{\tau_Q} & 0 \\
0 & 0 & \frac{1}{\tau_Q} I & -\frac{1}{\tau_Q} I
\end{bmatrix}
\begin{bmatrix}
\delta \\
\omega \\
V_i \\
V_f
\end{bmatrix}
\]

(29a)

\[
y = \begin{bmatrix}
\sqrt{\alpha L_B^{1/2}} & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{\alpha L_B^{1/2}}
\end{bmatrix}
\begin{bmatrix}
\delta \\
\omega \\
V_i \\
V_f
\end{bmatrix}
\]

(29b)

Compared to the lossless dynamics in (19a), the system matrix in (29a) has cross-couplings between the voltage and
frequency dynamics which are proportional to the resistance-to-reactance ratio $\alpha$. We will examine the effect of these cross-couplings on the system’s performance in terms of the cross-coupling strength $\alpha$. In particular, we are interested in characterizing the error obtained through the assumption of lossless microgrid systems from Section IV.

Consider for this purpose the relative error in the squared norm of the system $H^\alpha$ in (29) and the decoupled system $H$ in (19).

$$\gamma = \frac{||H^\alpha||^2_2 - ||H||^2_2}{||H||^2_2}. \tag{30}$$

This quantity can be evaluated numerically and is shown in Figure 3 for $\alpha \in (0.01, 0.5)$ for two sample networks of size $N = 50$. We observe that the error is small and decreases faster than linearly as $\alpha \to 0$. These observations are accounted for by the following proposition:

**Proposition 5.1:** The squared $\mathcal{H}_2$ norm of the system $H^\alpha$ in (29) is, for sufficiently small $\alpha$, given by:

$$||H^\alpha||^2_2 = c_1(\Lambda_B)\alpha + c_2(\Lambda_B)\alpha^3 + c_3(\Lambda_B)(\alpha^5) + \ldots, \tag{31}$$

where $c_k(\Lambda_B), k = 1, 2, \ldots$, are scalar functions of the eigenvalues of $L_B$. For the first term it holds that

$$c_1(\Lambda_B)\alpha = ||H||^2_2,$$

where $||H||^2_2$ was given in Theorem 4.2. Hence,

$$\gamma = \frac{c_2(\Lambda_B)}{c_1(\Lambda_B)}\alpha^2 + \frac{c_3(\Lambda_B)}{c_1(\Lambda_B)}\alpha^4 + \ldots.$$

**Proof:** The result is obtained in a manner analogous to the derivation in Section IV. Due to space limitations the full details are omitted here. Proposition 5.1 shows that the results obtained by assuming a lossless microgrid with decoupled dynamics are robust in the sense that the error is proportional to higher order powers of the coupling strength $\alpha$, provided $\alpha$ is small enough to guarantee the boundedness of $||H^\alpha||^2_2$.

Now, consider again the special case where the graph underlying the network $\mathcal{G}$ is complete. If the number of nodes is large, the coefficients in (31) are given as

$$c_k(\Lambda_B) = (N - 1)\frac{k_P + k_Q\tau_Q}{2k_Q^2}\left(\frac{k_P\tau_Q}{k_Q}\right)^{k-2},$$

for $k = 2, 3, \ldots$, and for all $\alpha$ such that $\frac{k_P\tau_Q}{k_Q}\alpha^2 < 1$. The coefficient $c_1(\Lambda_B)$ is given by Corollary 4.4.

The relative error $\gamma$ for the complete graph, then satisfies

$$\gamma = \frac{k_P\tau_Q}{k_Q}\alpha^2 + \left(\frac{k_P\tau_Q}{k_Q}\right)^{k-2}\alpha^4 + \ldots. \tag{32}$$

Numerical results indicate that (32) also provides an upper bound for the relative error (30) for general network topologies, as seen in Fig. 3.

The result (32) shows that faster voltage control (large $k_Q$, small $\tau_Q$) will decrease the effect of the cross-couplings on the transient power losses. Since large droop coefficients also decrease the overall losses by Theorem 4.2, one may wish to prioritize a large voltage droop setting $k_Q$ when tuning power inverters in low to medium voltage grids where resistances are non-negligible.

VI. SUMMARY AND CONCLUSIONS

We have derived expressions for the performance in terms of transient power losses of a droop-controlled inverter network subject to persistent small disturbances. We model the system with variable voltage dynamics, thus providing more realistic limits on performance than previous studies [17]–[19]. In particular, we show that previous results give a lower bound on performance and that transient losses are strictly larger if voltages are allowed to fluctuate. Furthermore, and in sharp contrast to previous results, these additional losses depend strongly on network topology. In fact, they
will be larger in a highly connected network than in a
loosely connected one. Our results also provide insights on
how to tune controller parameters to improve this type of
performance.

VII. ACKNOWLEDGEMENTS

We would like to thank the anonymous reviewers for their
valuable comments.

APPENDIX

Proof of Theorem 4.3

Consider the function \( \phi(x) = \frac{1}{x+k} \), which is concave
for \( x > 0, \ k \geq 0 \) \( (\phi''(x) = -\frac{2k}{(x+k)^3} < 0) \). We
have that \( \lambda_n^2 \geq 0 \) for \( n = 2, \ldots, N \) and can there-
fore apply Jensen’s inequality of the form \( \sum_{i=1}^n \phi(x_i) \leq n\phi \left( \frac{1}{n} \sum_{i=1}^n x_i \right) \) to (22) to obtain:

\[
||H||_2^2 \leq \frac{\alpha}{2k_p}(N-1) + \frac{\alpha}{2k_Q}(N-1) \frac{1}{2} \sum_{i=1}^n \lambda_i \geq k_Q + b_Q \tag{33}
\]

Using the definition of \( L_B \) in (12), we derive the average of
the \( N-1 \) non-zero eigenvalues of \( L_B \) as

\[
\frac{1}{N-1} \sum_{n=2}^N \lambda_n^B = \frac{\text{tr}\{L_B\}}{N-1} = 2 \sum_{i,j} b_{ij} = N \bar{b},
\]

where \( \bar{b} \) is the arithmetic mean of the susceptances of the
\( N(N-1)/2 \) edges in the complete graph. Substituting the
above into (33) yields the result (25).

Given that \( \phi(x) \) is monotonically increasing in \( x \), the
inequality (26) is derived by setting \( L_B = b_{\text{min}}L + \Delta L_B \). Here, \( L \) is an unweighted complete graph Laplacian, and
\( \Delta L_B \) is a complete graph Laplacian with edge weights
\( b_{\text{ik}} - b_{\text{min}} \geq 0 \). Since \( L \) and \( \Delta L_B \) are simultaneously
diagonalizable [29, Lemma A.1], \( \lambda_n^B = b_{\text{min}} \lambda_n + \Delta \lambda_n^B \geq b_{\text{min}}N \). If \( L_B = b_{\text{min}}L, \Delta L_B = 0 \) and (26) holds with
equality.

Proof of Theorem 4.5

The argument follows the proof of Theorem 4.3. Here, the
average of the \( N-1 \) non-zero eigenvalues in (33) is

\[
\frac{1}{N-1} \sum_{n=2}^N \lambda_n^B = \frac{\text{tr}\{L_B\}}{N-1} = 2 \sum_{i,j} b_{ij} = 2 \bar{b},
\]

where \( \bar{b} \) is the mean of the \( (N-1) \) edge susceptances in
the line graph.
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