Using UAVs for vehicle tracking and collision risk assessment at intersections
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ABSTRACT
Assessing collision risk is a critical challenge to effective traffic safety management. The deployment of unmanned aerial vehicles (UAVs) to address this issue has shown much promise, given their wide visual field and movement flexibility. This research demonstrates the application of UAVs and V2X connectivity to track the movement of road users and assess potential collisions at intersections. The study uses videos captured by UAVs. The proposed method combines deep-learning based tracking algorithms and time-to-collision tasks. The results not only provide beneficial information for vehicle’s recognition of potential crashes and motion planning but also provided a valuable tool for urban road agencies and safety management engineers.
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INTRODUCTION

It has been prognosticated that unmanned aerial vehicles (UAVs) will play a vital role in various application or context areas of transportation systems management. This is motivated by the success of UAVs in other domains including photography, photogrammetry, agriculture, terrain mapping, monitoring, disaster relief and rescue operations, and recreational purposes (I). Due to these applications, the emerging global market for drone-enabled services has been valued by the 2016 Middle East and North Africa Business Report at over $127B (2). Also, it is predicted that the industry will lead to the creation of more than 100,000 new jobs (3). According to recent literature (4), 7 million small UAVs are already deployed in air space for commercial use in various domains including real states, insurance, and agriculture.

Transportation engineers has investigated various ways in which UAV technology can be applied to enhance transportation operations, and drone-based solutions are being developed and tested to increase the efficiency of transportation in general and freight transportation in particular (5). Recognizing the immense potential of UAV technology, the US Congress, in 2012, passed legislation that requires the Federal Aviation Authority (FAA) to integrate small drones into airspace by 2015 (4). That legislation propelled UAV research further, and increased the number of research efforts in this area. Most of this research work focused on traffic flow analysis (6,7), vehicle detection (8) and highway infrastructure management (9) while relatively limited attention has been paid to drone-based risk assessment of traffic safety (4). Current researches in UAV-based risk assessment are limited. Kim and Chervonenkis studied the detection of emergency and abnormal traffic situations with UAV artificial vision system (10). Algorithms developed in their study, however, are limited to recognize only a few abnormal situations. A study from Sharma et al. (11) proposed a multi-UAV coordinated vehicular network to analyze driving behavior for improving traffic safety. However, their work is only applicable in scenarios more than two UAVs are available, which is not common at present.

In the application area of in risk assessment, UAVs has several advantages: First, UAVs are portable, flexible and robust. Traditional video data collection by cameras mounted on tall physical structures has several limitations including restrictions of the field of view posed by the height of the camera and camera tilt angle. These impair accuracy in tracking the trajectories of the ground vehicles being monitored. Also, the time-consuming and labor-intensive installation process of mounting camera on tall buildings, prohibits timely implementation of ground traffic monitoring. UAVs offer a convenient means to address these limitations as it is possible to easily and quickly dispatch them to the site of interest, and to adjust their spatial locations and camera positions. Secondly, the flexible nature of UAV operations is such that they can facilitate macroscopic and microscopic characterization and analysis of the traffic stream. UAV connectivity to vehicles, infrastructure, and pedestrians can enable intelligent and real-time communications. This capability is useful for safe and efficient CAV operations. Therefore, the use of UAVs for traffic monitoring is promising not only in the current era but also in the prospective era of CAV operations.

Against this background, the objectives of the current study are: (a) propose a framework to use UAVs and V2X connectivity to track the movement of road users and assess potential collisions at intersections, and (2) demonstrate the framework using a case study at an intersection. The developed model, facilitated by advanced machine-learning based models, is intended to enhance the reliable extraction and analysis of trajectory data and detection of collision risk. The proposed model can help traffic engineers assess safety conditions at intersections, recognize root causes of safety hazards, and therefore propose efficient safety countermeasures, and design intersections for improvement not only in the current era but also in the prospective era of CAVs.

RELATED WORK

In the previous research, several studies have been conducted to investigate UAV applications in road safety management. A few researchers have proposed frameworks to drones photographs to reconstruct accident scenes. Others have compared the use of UAVs to other alternatives for traffic monitoring including manned drone, helicopter, and road patrol vehicles (12) and have carried out multiple criteria
analysis to identify the most cost-effective monitoring platform. They found that UAV has a lower cost compared to helicopters and is quicker to deploy compared to road patrols, and concluded that UAV is the best option for incident management. Also, there has been research on methods to process the image from drones captured at different shooting angles and altitudes. Ardestani et al. (13) prototyped an UAV system for 3D reconstruction of accident scenes. Another researcher (14) developed an UAV-based mapping system to acquire scene diagrams, and assessed the reconstruction quality of the images using peak signal-to-noise ratio and structural similarity. As UAV technology continues to develop, research attention is turning towards improving the quality of reconstructed scenes and exploring diverse downstream tasks. For example, Perez et al. (15) proposed a low cost and simple method that uses UAV photogrammetry to reconstruct traffic accident scenes. Relatively few research efforts have addressed the UAV applications in safety risk assessment. Risk assessment entails a detailed analysis of vehicle trajectories extracted from UAV-based videos. From the trajectories, potential conflicts, high-risk lanes, and risky maneuvers can be identified and their occurrence predicted. A past researcher (16) developed an analysis framework to investigate crash risk at freeway interchange merging areas using data exported from a UAV, and incorporated a driver behavior model to identify factors related to risky driving behavior. Ke et al. conducted a series of research projects to explore UAV applications in smart transportation (17,18), and investigated traffic parameter extraction, driver behavior analysis and congestion detection using trajectories from the optical flow model.

The task of accurately extracting trajectories is probably the most challenging aspect of the UAV-based risk assessment process. In this multi-object tracking (MOT) task, challenges that are encountered include frequent occlusions, initialization and termination of tracks, similarity of appearance, and interactions among different objects. In recent years, the rapid development of convolutional neural-network deep-learning based MOT algorithms with high computing speed and accuracy have been proposed to facilitate the task. Most existing MOT works can be placed into one of two categories: Detection-Based Tracking (DBT) and Detection-Free Tracking (DFT). In DBT models, objects are first detected and then linked into trajectories. In recent tracking studies (19,20) benchmarks have been established for DBT models. Bose et al. (19) proposed a framework for detecting and tracking multiple interacting objects with due attention paid to dual problems of fragmentation. In their experiments, 89 out of 94 moving objects were correctly tracked and 762 merges and splits were detected. DFT models, on the other hand, are free of pre-trained object detectors but require manual initialization of a fixed number of objects in the first frame (21,22). It has been realized by at least one researcher (23) that the simultaneous detection and tracking can be carried out using a detection model. DFT models attract significant research attention because they can address disappearing or new objects in the image frame (24).

METHODOLOGY
The proposed framework contains three main stages (Figure 1). The first addresses trajectory extraction and the second stage performs risk assessment. In the first stage, the CenterTrack model (23) trained using UAV captured traffic videos is applied in order to obtain real-time and historical trajectories of each road user. In the second and third stage, the crash risk associated with each road user is determined. The scale of the frames and speed of every road user is first calculated using results from the first stage. The crash risk between each pair of tracked road user is then estimated by calculating the time-to-collision (TTC) between them. Implementation details and further discussions are illustrated in subsequent subsections of this section of the paper.
Figure 1 Overview of the proposed framework

Trajectory Tracking
Accurate trajectory tracking is a key requirement of effective generation of risk profiles. Given an input video sequence, multi-object tracking (MOT) task is required to locate multiple objects, maintain their identities, and yield their individual trajectories. In our scenario, the objects refer to road users at an intersection and the volume of objects is typically large. In addition, given the dynamic traffic pattern, we require a MOT model to capture trajectories of road users quickly and accurately. Recently, convolutional neural network (CNN) based multi object tracking algorithms have been proven as promising and powerful approaches. Zhou et al. in (23) developed a CenterTrack model, which is a simultaneous detection and tracking algorithm that is simpler, faster, and more accurate than the state of the art and therefore is a perfect fit to our scenario. Therefore, we developed our method as a further enhancement of the CenterTrack model. CenterTrack identifies each object through its center point and then regresses to a height and width of the object’s bounding box. Specifically, it produces a low-resolution heatmap and a size map. The structure of CenterTrack is presented in figure 2. At time t, we are given an image of the current frame and the previous frame, as well as the heatmap of tracked objects in the previous frame. The heatmap presents the distribution of the confidence score of object centers. The heatmap and frames first go through convolutional layers separately, and then are concatenated together to feed into another sequence of convolutional layers. The output from the entire network includes the displacement prediction of objects, height and width of bounding boxes, and a heatmap for the current frame. The tracking task is carried out at a very fast pace since no separate detection is required.
Data Preparation and Risk Assessment

The crash risk of road users can be evaluated using the extracted trajectory. First, the data is prepared to obtain the scale of frames and speed of road users. We assume that the length of a general vehicle is 4 meters, and the width is 1.7 meters. A scale can be obtained by aligning detection boxes of vehicles in the video sequence with real dimension of vehicles. The speed of road users is calculated using equation below:

\[
v(t) = \sqrt{\left(\frac{x_t - x_{t-\Delta t}}{\Delta t}\right)^2 + \left(\frac{y_t - y_{t-\Delta t}}{\Delta t}\right)^2} \times \text{scale} \left(\frac{m}{s}\right)
\]

(1)

where \(\Delta t\) is the video frame frequency.

After the data preparation, data from each road user is assigned a unique ID. The data includes the center of its bounding box, height and width of its bounding box, speed, and the category it belongs to in every frame. Table 1 presents a summarized set of data (and their notations) used for the risk assessment. We adopted a widely used risk assessment parameter, the time-to-collision (TTC), as a measure of risk. The idea of computing TTC was first brought up by Hayward in 1972 (25). The initial definition of TTC is “the time required for two vehicles to collide if they continue at their present speed and on the same path”. A lower TTC value corresponds to higher conflict severities and a TTC smaller than 2.5 seconds is typically taken as critical (26). Hence, TTC is generally perceived to be a primary and efficient measure in traffic safety assessment. In our study, for any two objects (e.g., object 1 and object 2 in figure 3), the TTC is calculated using Equations (2)-(6) below:
Relative speed:
\[ \vec{v}_{rela} = \vec{v}_2 - \vec{v}_1 \] (2)

\[ |v_{rela}| = \sqrt{v_1^2 + v_2^2 - 2|v_1||v_2|\cos\alpha} \] (3)

Distance:
\[ l = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2} \] (4)

Projected speed:
\[ v_{projected} = v_{rela} \times \cos\theta \] (5)

TTC:
\[ ttc = \frac{l}{|v_{rela}|} \] (6)

Figure 3 TTC calculation

| TABLE 1 Data for risk assessment |
|---------------------------------|
| Data                           | Notes                                      |
| Across the entire video sequence: |                                            |
| Scale                          | Match the video to real-word scales        |
| Categories                     | Log all categories of different road users |
| For every individual road users tracked: |                                    |
| \( x_t, y_t \)                  | Location of the center of the bounding box at time \( t \) |
| \( H_t \)                      | Height of the center of the bounding box at time \( t \) |
| \( W_t \)                      | Width of the center of the bounding box at time \( t \) |
| \( V_t \)                      | Speed at time \( t \)                      |
| \( C_t \)                      | Category in which the road user is detected at time \( t \) |
From the proposed model, TTC between all tracked road users can be easily achieved and road safety assessment can be done at both in macroscopic and microscopic levels. From the macroscopic perspective, a risk profile of the studied area at every time step can be established by identifying road users suffering from critical TTC. From the microscopic perspective, an individual road user could be informed about TTC regarding neighbors and take actions in an intelligent manner. A detailed demonstration of the assessment is presented in the Case Study section of this paper.

**Performance Evaluation**

The success of the proposed framework is determined by how many risky TTCs it can correctly detect, which further depends on the accuracy of the trajectory tracking task. The ground truth of TTC is obtained by feeding the true trajectory data into the Risk Assessment module. To better fit the UAV scenario, when training the trajectory tracking model, we used video clips provided by VisDrone (27), which consists of 56 video clips with 24,198 frames captured by UAVs. The trained model is tested on a test set containing 16 video clips with 6,322 frames. In our work, we consider six categories of road users: pedestrian, bicycle, car, van, truck, bus, motor. We used Multi Object Tracking Accuracy (MOTA) to evaluate the tracking results and detailed calculation methods for MOTA can be found in (28). As shown in Table 2, the tracking algorithm gives 64.89 MOTA on the training set and 63.12 MOTA on the testing set.

When using the extracted trajectories to produce risk profile of a studied area, we logged the true positive rate and false negative rate as evaluation matrix. Using 2.5 seconds as a threshold, the TTC between each pair of road users is labeled as: safe vs. critical. A true positive case means both ground truth and our proposed framework detect the TTC between each pair of road users as critical. A false positive case means our proposed framework indicates a TTC as critical while the ground truth shows it is safe. A true negative case refers to situations where both ground truth and our proposed framework indicate that the TTC is safe. Similarly, a false negative case means that our proposed framework gives a safe TTC while the TTC is critical in the ground truth dataset. As shown in Table 3, our model yields a true positive rate of 80% and a false negative rate of 31%. For all the detected TTCs, 78.2% of the model results falls into the ground-truth categories of critical or safe designations.

| MOTA       | Dataset |
|------------|---------|
| Train set  | 64.89   |
| Test Set   | 63.12   |

| TABLE 3 Evaluation of risk assessment model |
|--------------------------------------------|
| Accuracy (=(no. of true positive cases +no. of true negative cases)/no. all cases) | 78.2% |
| True Positive Rate                        | 80%   |
| False Positive Rate                       | 31%   |
CASE STUDY AND ANALYSIS
To illustrate the analysis framework of the UAV-based risk assessment proposed in sections above, a case study was conducted using drone images captured at an intersection in Tianjin, China. As shown in Figure 4, this intersection has traffic flowing from 4 legs. The video data is provided by an open source dataset (27) that includes intersection videos taken under various conditions including sunny weather, good light, and no electromagnetic interference, which could output stable video pictures at a vertical angle. The movements and interactions between vehicles in this intersection were clearly captured at a frame frequency of 30fps.

Figure 4 The intersection used in the case study

Risk Profiles
At each time step, the trajectories of all studied road users were tracked using the deep-learning based model discussed above. Then, the crash risk for every pair of road users was estimated using the TTC equation provided as Eqs (2)-(6). It may be noted that that only positive TTCs are considered in this study and TTCs smaller than 2.5s are labeled as critical. For any road user, if the minimum correlated TTC is critical, the road user is identified as risky. Figure 5 presents a series of consecutive frames where risky road users are highlighted by their bounding box and the number on top of the box is the value of the most critical TTC value correlated the road user in the box. The individual vehicle is indicated by a red circled in the figure. Other road users that are not “safe” are labeled using blue boxes. The number indicated above the boxes is the TTC value between the studied vehicle and the road user in the box. As indicated by Figure 5, dynamic variation of the intersection risk profile is captured by videos. In addition to vehicles, pedestrians and bicycles that are not “safe” are also identified by the proposed framework. Also, the microscopic risk profile can be obtained by extracting information for an individual road user. Figure 6 presents the risk profile of an individual vehicle, and highlights the neighbors that have a “critical” level of TTC with respect to the individual vehicle in question.
Figure 4 MacroScope risk profile (Dangerous road users are labelled in red boxes. The number on top of boxes are their smallest TTC values)

Figure 5 Microscope risk profile of an individual vehicle (circled red)
The benefits of such risk profiles are twofold: First, UAVs can transmit the microscopic risk profile to an individual road user so that the road user would be aware of potential crashes in its surroundings. This is considered particularly conducive to autonomous vehicles because the in-vehicle detectors including cameras and Lidar may fail to identify all potential crashes or hazardous situations due to their narrow detection range (29-31). For this, UAVs not only serve as a robust source of information relating to a broad view of the surroundings and a global spatial analysis of the environment, but also accurate data regarding potential risks. Second, UAV can provide a macroscopic risk profile that provides useful insights to urban planners and transportation managers. The risk profile patterns can be identified by summarizing data from the same intersection. In the studied area, 72% of potential collisions are formed between vehicles. In the remaining 28% of potential collisions (Figure 6), 40% are caused by pedestrians and vehicles and 30% collisions happen between trucks and cars. The road agency overseeing the operations of the intersection may be interested in investigating the reasons why risk occur so often between pedestrians and cars, and probably recommend the construction of pedestrian dedicated facilities (special lanes, overhead bridge, tunnel, etc.) to mitigate this problems. In Figure 7, we logged all locations where safety “critical” road user interactions are prevalent. It can be found that most critical potential crashes occurred in the upper right corner of the intersection. This may be due to the large number of bicycles and pedestrians who typically occupy that area where they share the lane with vehicles. As a result, it is difficult for vehicles undertake safe turning maneuvers. Intersection designers could also use the results of such analysis as a basis to carry out intersection improvements.

Figure 6 Road user pairs associated with potential collisions (excludes car-car pairs)

Figure 7 Summary of all locations where potential collisions occur. A deeper color indicates a less safe interaction (i.e., a smaller TTC) between road user pairs
**Risk Prediction**

In assessing the risk associated with an intersection, it is also of interest to predict the risk of a vehicle at subsequent time steps. To predict such future crash risk, we deployed a Random Forest classifier, which is a supervised learning algorithm. Random forests create decision trees on randomly selected data samples, obtain predictions from each tree and select the best solution through voting. The major advantage of Random Forest is that it provides an indicator of the feature importance, which offers insights on features that distinguish data samples most. Such information facilitates the identification (before a crash occurs) of vehicles associated with “critical” interactions so that risk could mitigated in a proactive manner. It may be noted that only cars are included as studied objects. This is because the moving pattern of car-related pairs (that is, cars and other road users) is different. The features fed into the random forest model include speed, location, safety condition of the studied vehicle and its neighbors, together with TTC and distance between them in the five previous time steps. The output of the classifier is either “safe” and “risky”. Safe means that for the studied vehicle, the smallest predicted TTC at the next time step is greater than 2.5 seconds, and risky means the smallest predicted TTC is less than 2.5 seconds. From the Random Forest model, we obtain the importance of different features regarding future risk prediction, which is calculated by a Gini Importance value that sums over the number of splits (across all tress) that include the feature, proportionally to the number of samples it splits. As shown in figure 8, the top 5 important features and their importance are listed. A “dangerous road user” refers to the neighbor with the smallest TTC with respect to the studied vehicle in the last time step. Features with higher importance contributes more when predicting risky vehicles, indicating we can observe these features to predict the future risk of a vehicle. The threshold of these features could also be extracted from Random Forest classifier. The threshold values are not discussed in this paper because the threshold values are very specific to the studied area and the time of capturing the video, and cannot be generalized. According to the Random Forest classifier, the vehicle speeds in the previous time steps are most related to its future safety condition. The status of the vehicle’s neighbors, particularly the location and speed of its dangerous neighbor, also plays a significant role in deterring a vehicle’s future safety condition. In practice, warning messages could be generated based on these results and sent to the vehicles concerned, to remind them to be aware of imminent danger of traffic collision. In addition, the location of a vehicle plays a key role in identifying its risk, which aligns with our finding in the section above that a critical region exist in an intersection. The critical region may result from improper design of the traffic signal phases, lanes or configurations of the intersection. The results of this analysis can serve as a basis for giving special attention should be given to such intersection to improve their safety.
Figure 8 Features of top 5 importance in the Random Forest model

CONCLUSION
This study presents a methodology to assess the traffic safety of an intersection utilizing UAV video. The methodology explores the potential crashes between each pair of road users by extracting their trajectories from video images and calculating their time-to-collision values. To develop the trajectories of all detected road users at an efficient and accurate manner, the study used a deep-learning based multi-object tracking algorithm. The trajectory data were packed and re-scaled for the risk assessment. Then, a method was suggested to compute the crash risk between pair of road users by calculating the time-to-collision between them. Based on the TTC value, “dangerous” road users whose smallest TTC is less than a threshold (2.5s in our study) are identified and a macroscopic risk profile can be established and presented to road agency that manage the intersection. An individual road user can acquire its own microscopic risk profile from the UAV so that it can make its safe and informed movement decisions accordingly. In the case study, we demonstrated how our framework could assist intersection management in the current era and in the future era of autonomous driving. The results showed that by investigating consecutive macroscopic risk profiles, spatial-temporal pattern of risk profiles can be observed. A critical zone where potential collisions happen most frequently and the most dangerous road user categories could be identified. Urban planners and intersection managers may find these results useful in their efforts to improve the traffic control or configuration at intersections. In addition, we deployed a Random Forest model to predict the safety condition of a vehicle by utilizing historical risk profiles. It was concluded that the travel speed is the most critical parameter that determines a vehicle’s future safety condition. The speed of the vehicle’s neighbor also contributes to the vehicle’s future safety status. With the proposed model, traffic engineers can be placed in a better position to propose efficient countermeasures to enhance road safety. Also, the proposed model can provide CAVs information that is helpful for making informed driving decisions and make available data for traffic engineers that may be considering making intersection improvements.
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