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ABSTRACT. We propose, study, and compute solutions to a class of optimal control problems for hyperbolic systems of conservation laws and their viscous regularization \cite{17}. We take barotropic compressible Navier–Stokes equations (BNS) as a canonical example. We first apply the entropy–entropy flux–metric condition for BNS. We select an entropy function and rewrite BNS to a summation of flux and metric gradient of entropy. We then develop a metric variational problem for BNS, whose critical points form a primal-dual BNS system. We design a finite difference scheme for the variational system. The numerical approximations of conservation laws are implicit in time. We solve the variational problem with an algorithm inspired by the primal–dual hybrid gradient method. This includes a new method for solving implicit time approximations for conservation laws, which seems to be unconditionally stable. Several numerical examples are presented to demonstrate the effectiveness of the proposed algorithm.

1. Introduction

Nonlinear systems of conservation laws \cite{11, 12} play essential roles in physics, modeling, engineering, and scientific computing with potential applications in AI (Artificial intelligence) and Bayesian sampling problems. A canonical example of systems of conservation laws is the compressible Navier–Stokes equations \cite{9}. They describe the fluid flow using physical laws, such as conservation of mass, momentum and energy. The system also contains a viscosity term, which describes thermodynamics’ dissipative nature. Solving compressible Navier–Stokes equations and their simplifications are fundamental problems in computational fluid dynamics.

In this paper, we propose a class of optimal control problems for systems of conservation laws following \cite{20}. We select the barotropic compressible Navier–Stokes equation (BNS) as an example. We first apply the entropy–entropy flux–metric condition for BNS. We then select an entropy function and rewrite BNS into the summation of flux and metric gradient of entropy. We call this formulation “flux-gradient flow” in BNS metric space. We use the flux-gradient flow formulation to design a metric variation problem and derive its critical point system, i.e., the primal–dual BNS system. We demonstrate that the primal-dual BNS system is useful in modeling and computation. More importantly, we apply a primal-dual hybrid gradient method and Lax–Friedrichs type schemes to compute the...
primal-dual BNS system. It includes a simple-to-implement method for solving implicit time approximations for conservation laws, which seem to be unconditionally stable. We present several numerical examples to demonstrate the effectiveness of the method.

The main result is sketched below. Denote $\Omega$ as a one dimensional torus, and define $F, G$ as smooth functionals. Consider a variational problem for BNS:

$$
\inf_{\rho, m, a, \rho_1, m_1} \int_0^1 \left[ \int_\Omega \frac{1}{2} a(t, x) \mu(\rho(t, x)) dx - F(\rho, m)(t) \right] dt + \mathcal{H}(\rho_1, m_1),
$$

where the infimum is taken among variables $\rho: [0,1] \times \Omega \to \mathbb{R}_+, m: [0,1] \times \Omega \to \mathbb{R}, a: [0,1] \times \Omega \to \mathbb{R}$, and $\rho_1: \Omega \to \mathbb{R}_+, m_1: \Omega \to \mathbb{R}$ satisfying

$$
\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x (m^2/\rho) + \partial_x P(\rho) + \partial_x (\mu(\rho) a) &= \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}),
\end{align*}
$$

with given initial time value conditions $\rho(0, x) = \rho_0(x), m(0, x) = m_0(x)$. Here we assume $P(\rho) = \rho^\gamma, \mu(\rho) = \rho^\alpha, \gamma, \alpha \in \mathbb{R}$. The critical point system of the above variational problem is described below. Denote $\phi, \psi: [0,1] \times \Omega \to \mathbb{R}$. Then $a(t, x) = \partial_x \psi(t, x)$, and

$$
\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x (m^2/\rho) + \partial_x P(\rho) + \partial_x (\mu(\rho) \partial_x \psi) &= \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}), \\
\partial_t \phi + \frac{1}{2} (\partial_x \psi)^2 \mu'(\rho) - \left( \frac{m^2}{\rho^2} \partial_x \psi \right) + (P'(\rho), \partial_x \psi) + \frac{\delta}{\delta \rho} F(\rho, m) &= \beta (\partial_x \psi, \partial_x \frac{m}{\rho}) \mu'(\rho) + \beta \frac{m}{\rho^2} \partial_x (\mu(\rho) \partial_x \psi), \\
\partial_t \psi + 2 \partial_x \psi \cdot \frac{m}{\rho} + \partial_x \phi + \frac{\delta}{\delta m} F(\rho, m) &= -\beta \frac{1}{\rho} \partial_x (\mu(\rho) \partial_x \psi).
\end{align*}
$$

Here functions $\phi, \psi$ have boundary conditions at the terminal time $t = 1$. We call the above system the primal-dual BNS system. Clearly, if we select $F = \mathcal{H} = 0$, then we minimize a quadratic running cost in term of $a^2$, in which $a = 0$ is a critical point solution. The primal-dual BNS system forms the initial value problem of BNS equation.

In the literature, optimal control problems in density space are widely considered in optimal transport [1, 3, 5, 10, 23, 24], mean-field games [4, 14, 16], and Schrödinger bridge problems [2, 7, 15]. These control problems are often studied on a scalar density function. We extend current studies in modeling systems of conservation laws, where we study the dynamics of the density and its momentum as a system. We also remark that the entropy–entropy flux–metric condition is closely related to the energetic variational approach in the literature [13, 21, 22]. In this paper, we choose both entropy (Lyapunov) functionals and optimal transport type metrics from the flux function. Under this selection, we design a class of optimal control problems for systems of conservation laws, from which we derive primal–dual systems of conservation laws and design implicit variational schemes.

The paper is organized as follows. In section 2, we briefly review the conservation laws with entropy–entropy flux–conditions. We further design control problems for flux–gradient flows. In section 3, we apply this approach to control barotropic compressible
Navier–Stokes equations and derive their primal-dual PDE systems. In section 4, we formulate primal-dual hybrid gradient like algorithms to solve the BNS system numerically. Several numerical examples are presented.

2. Conservation law and entropy-entropy flux-metric

In this section, we present the entropy–entropy flux–metric condition for regularized systems of conservation laws [20]. Following this condition, we define a class of metric operators for systems of conservation laws, and then design flux-mean-field control problems.

2.1. Entropy–entropy flux–metric. For simplicity of presentation, we consider a one dimensional periodic spatial domain. I.e., $\Omega = T^1$. Consider a system of $N$ partial differential equations

$$\partial_t u_i(t, x) + \partial_x f_i(u(t, x)) = \beta \sum_{j=1}^{N} \partial_x(A_{ij}(u(t, x))\partial_x u_j(t, x)), \quad (1)$$

where $u = (u_1, \cdots, u_N)$ is a vector function with $u_i: \mathbb{R}_+ \times \Omega \to \mathbb{R}^1, i = 1, \cdots, N$, $f = (f_1, \cdots f_N)$ is a flux vector function with $f_i: \mathbb{R}^N \to \mathbb{R}^1, i = 1 \cdots, N$, and $A = (A_{ij})_{1 \leq i, j \leq N} \in \mathbb{R}^{N \times N}$ is a semi-positive definite matrix function with $A_{ij}: \mathbb{R}^N \to \mathbb{R}^1, i, j = 1, \cdots, N$.

We next define a metric space for the unknown vector function $u$. Here the metric is constructed by both entropy-entropy flux condition and the nonlinear diffusion operator.

**Definition 1 (Entropy–entropy flux–metric condition).** We call $(G, \Psi, C)$ an entropy-entropy flux-metric condition for equation (1) if there exists a convex function $G: \mathbb{R}^N \to \mathbb{R}$, and $\Psi: \mathbb{R}^N \to \mathbb{R}$, such that

$$\frac{\partial}{\partial u_i}\Psi(u) = \sum_{j=1}^{N} \frac{\partial}{\partial u_j} G(u) \frac{\partial}{\partial u_i} f_j(u),$$

and there exists a symmetric semi-positive matrix function $C: \mathbb{R}^N \to \mathbb{R}^{N \times N}$, such that

$$C(u) \nabla_{uu}^2 G(u) = A(u).$$

In other words, denote $C = (C_{ij})_{1 \leq i, j \leq N}$, such that

$$\sum_{j=1}^{N} C_{ij}(u) \frac{\partial^2}{\partial u_j \partial u_k} G(u) = A_{ik}(u).$$

We require that $C_{ij} = C_{ji}$ and $C \succeq 0$. Here we call $G$ the entropy element, $\Psi$ the entropy flux and $C$ the metric element.

**Remark 1 (Symmetry conditions).** The entropy–entropy flux–metric condition is to require the following symmetric conditions on the regularized conservation law (1). Assume that $G$ is strictly convex. For any $i, k = 1, \cdots, N$,
\[ \sum_{j=1}^{N} \frac{\partial^2}{\partial u_i \partial u_k} G(u) \frac{\partial}{\partial u_j} f_j(u) = \sum_{j=1}^{N} \frac{\partial^2}{\partial u_j \partial u_i} G(u) \frac{\partial}{\partial u_k} f_j(u); \]

\[ \left( A(u)(\nabla_{uu}^2 G(u))^{-1} \right)_{ik} = \left( A(u)(\nabla_{uu}^2 G(u))^{-1} \right)_{ki}, \]

and

\[ A(u)(\nabla_{uu}^2 G(u))^{-1} \succeq 0. \]

We comment that condition (i) follows from the fact that \( \frac{\partial^2}{\partial u_i \partial u_k} \Psi(u) = \frac{\partial^2}{\partial u_k \partial u_i} \Psi(u), \) as discussed in Friedrichs-Lax’s paper \([12]\). Condition (ii) guarantees the existence of generalized optimal transport type metric and generalized Fisher information functional.

### 2.2. Metrics and flux-gradient flows.

From the entropy-entropy flux-metric condition, we introduce the metric space for variable \( u \). Define the space of functions \( u \) as

\[ \mathcal{M} = \left\{ u = (u_1, \cdots, u_N) \in C^\infty(\Omega): \int_{\Omega} u_i(x) dx = \text{constant}, \quad \text{for } i = 1, \cdots, N \right\}. \]

Denote the tangent space of \( \mathcal{M}(u) \) at point \( u \) as

\[ T_u \mathcal{M} = \left\{ \sigma = (\sigma_1, \cdots, \sigma_N) \in C^\infty(\Omega)^N: \int_{\Omega} \sigma_i(x) dx = 0, \quad \text{for } i = 1, \cdots, N \right\}. \]

We define a metric operator on the vector function space \( \mathcal{M} \). Here we shall use the metric element \( C(u) \).

**Definition 2 (Metric).** Define the inner product \( g: \mathcal{M} \times T_u \mathcal{M} \times T_u \mathcal{M} \rightarrow \mathbb{R} \) below.

\[ g(u)(\sigma, \tilde{\sigma}) = \sum_{i,j=1}^{N} \int_{\Omega} (\partial_x \phi_i(x), \partial_x \tilde{\phi}_j(x)) C_{ij}(u) dx, \]

where vector functions \( \phi = (\phi_1, \cdots, \phi_N), \tilde{\phi} = (\tilde{\phi}_1, \cdots, \tilde{\phi}_N) \in C^\infty(\Omega)^N \) satisfy

\[ \sigma_i = -\sum_{j=1}^{N} \partial_x (C_{ij}(u) \partial_x \phi_j), \quad \tilde{\sigma}_i = -\sum_{j=1}^{N} \partial_x (\tilde{C}_{ij}(u) \partial_x \tilde{\phi}_j), \]

for \( i = 1, \cdots, N \).

In this metric space \((\mathcal{M}, g)\), we notice that the dissipative operator of PDE (1) forms the gradient descent flow of the entropy functional. We denote the entropy functional as

\[ \mathcal{G}(u) = \int_{\Omega} G(u) dx. \]

**Proposition 3 (Gradient flow).** The gradient descent flow of functional \( \mathcal{G}(u) \) in \((\mathcal{M}, g)\) satisfies

\[ \partial_t u_i = \sum_{j=1}^{N} \partial_x \left( C_{ij}(u) \partial_x \frac{\partial}{\partial u_j} G(u) \right) = \sum_{j=1}^{N} \partial_x \left( A_{ij}(u) \partial_x u_j \right). \]
Proof. The proof is based on a direct computation.

\[
\frac{\partial}{\partial t} u_i = \sum_{j=1}^{N} \left( C_{ij}(u) \frac{\partial}{\partial u_j} G(u) \right)
\]
\[
= \sum_{j=1}^{N} \left[ \sum_{k=1}^{N} \frac{\partial}{\partial x} \left( C_{ij}(u) \frac{\partial^2}{\partial u_j \partial u_k} G(u) \partial_x u_k \right) \right]
\]
\[
= \sum_{k=1}^{N} \left( A_{ik}(u) \partial_x u_k \right).
\]

In the second equality, we use the fact that \( \sum_{j=1}^{N} C_{ij}(u) \frac{\partial^2}{\partial u_j \partial u_k} G(u) = A_{ik}(u) \). □

Under the metric space, the conservation law system (1) has a “flux–gradient flow” formulation. The flux–gradient flows demonstrate the dissipation behavior of regularized systems of conservation laws with entropy-entropy flux pairs.

Definition 4 (Flux–gradient flow). Equation (1) can be written as

\[
\frac{\partial}{\partial t} u_i + \partial_x f_i(u) = \beta \sum_{j=1}^{N} \left( C_{ij}(u) \partial_x \left( \frac{\delta}{\delta u_j} G(u) \right) \right),
\]

where

\[
\sum_{i=1}^{N} \int_{\Omega} f_i(u) \cdot \partial_x \left( \frac{\delta}{\delta u_i(x)} G(u) \right) dx = 0.
\]

We denote the above formulation of equation (1) as the flux–gradient flow in \((\mathcal{M}, g)\).

Corollary 5 (Entropy–Entropy flux–Fisher information dissipation). Energy functional \( \mathcal{G}(u) \) is a Lyapunov functional for PDE (1). Suppose \( u(t, x) \) is the solution of equation (1), then

\[
\frac{d}{dt} \mathcal{G}(u(t, \cdot)) = -\beta \mathcal{I}_G(u(t, \cdot)) \leq 0,
\]

where \( \mathcal{I}_G : \mathcal{M} \to \mathbb{R}_+ \) is the “generalized Fisher information functional” defined as

\[
\mathcal{I}_G(u) = \sum_{i,j=1}^{N} \int_{\Omega} \partial_x \frac{\partial}{\partial u_i} G(u) \cdot \partial_x \frac{\partial}{\partial u_j} G(u) \cdot C_{ij}(u(x)) dx.
\]
Proof. The proof follows from the entropy-entropy flux-metric condition and integration by parts. In detail,

\[
\frac{d}{dt}G(u(t, \cdot)) = \sum_{i=1}^{N} \int_{\Omega} \frac{\partial}{\partial u_i} G(u) \partial_t u_i dx
\]

\[
= - \sum_{i,j=1}^{N} \int_{\Omega} \frac{\partial}{\partial u_i} G(u) \frac{\partial}{\partial u_j} f_i(u) dx + \beta \sum_{i,j=1}^{N} \int_{\Omega} G(u) \frac{\partial}{\partial u_i} \left( C_{ij}(u) \frac{\partial}{\partial u_j} G(u) \right) dx
\]

\[
= - \sum_{j=1}^{N} \int_{\Omega} \frac{\partial}{\partial u_j} \Psi(u) \partial_x u_j dx - \beta \sum_{i,j=1}^{N} \int_{\Omega} C_{ij}(u) \frac{\partial}{\partial u_i} G(u) \frac{\partial}{\partial u_j} G(u) dx
\]

\[
= - \beta \sum_{i,j=1}^{N} \int_{\Omega} C_{ij}(u) \frac{\partial}{\partial u_i} G(u) \frac{\partial}{\partial u_j} G(u) dx.
\]

\[
\square
\]

Remark 2. In the literature, the dissipation of entropy along diffusion equals to the negative Fisher information functional. I.e., \(N = 1, G(u) = u \log u - u, f = 0, C(u) = u\). Then

\[
\partial_t \int_{\Omega} G(u) dx = - \int_{\Omega} (\partial_x \log u)^2 u dx.
\]

The above fact follows directly from the gradient flow formalism in optimal transport metric [23]. Indeed, the similar dissipation relation also holds for flux–gradient flows in a general metric space \((M, g)\). We call the functional \(\mathcal{I}_G\) “generalized Fisher information functional”. In next section, we derive the barotropic Navier–Stokes metric and its Fisher information functional.

2.3. Controlling flux–gradient flows. In this subsection, we construct the optimal control problems for flux-gradient flows. This is to design an optimal control problem over flux–gradient flows in a metric space.

Definition 6. Given smooth functionals \(F, \mathcal{H} : M \rightarrow \mathbb{R}\), consider a variational problem

\[
\inf_{u, v, u_1} \int_{0}^{1} \left[ \frac{1}{2} \int_{\Omega} \sum_{i,j=1}^{N} C_{ij}(u) v_i v_j dx - F(u) \right] dt + \mathcal{H}(u_1),
\]

(2a)
where the infimum is taken among variables \( v: [0, 1] \times \Omega \to \mathbb{R}^N \), \( u: [0, 1] \times \Omega \to \mathbb{R}^N \), and \( u_1: \Omega \to \mathbb{R}^N \) satisfying

\[
\partial_t u_i + \partial_x f_i(u) + \sum_{j=1}^N \partial_x (C_{ij}(u)v_j) = \beta \sum_{j=1}^N \partial_x (A_{ij}(u)\partial_x u_j), \quad u(0, x) = u^0(x). \tag{2b}
\]

Here \( u^0: \Omega \to \mathbb{R}^N \) is a fixed initial value vector function.

We next derive critical point systems of variational problem \( \text{(2)} \). They are Hamiltonian flows in \((\mathcal{M}, g)\) associated with regularized conservation laws.

**Proposition 7** (Hamiltonian flows of conservation laws). A critical point system of variational problem \( \text{(2)} \) is given below. There exists a vector function \( \phi: [0, 1] \times \Omega \to \mathbb{R}^N \), such that

\[
v_i(t, x) = \partial_x \phi_i(t, x),
\]

and

\[
\begin{aligned}
\partial_t u_i + \partial_x f_i(u) &+ \sum_{j=1}^N \partial_x (C_{ij}(u)\partial_x \phi_j) = \beta \sum_{j=1}^N \partial_x (A_{ij}(u)\partial_x u_j), \\
\partial_t \phi_i + \sum_{k=1}^N \partial_x \phi_k \frac{\partial}{\partial u_i} f_k(u) &+ \frac{1}{2} \sum_{j,k=1}^N \partial_x \phi_j \partial_x \phi_k \frac{\partial}{\partial u_i} C_{jk}(u) + \delta \frac{\partial}{\partial u_i} F(u) \\
&= -\beta \sum_{j=1}^N \partial_x (A_{ji}(u)\partial_x \phi_j) + \beta \sum_{j,k=1}^N \partial_x \phi_j \partial_x u_k \frac{\partial}{\partial u_i} A_{jk}(u).
\end{aligned} \tag{3}
\]

Here initial and terminal time conditions satisfy

\[
u_i(0, x) = u^0_i(x), \quad \frac{\delta}{\delta u^1_i} \mathcal{H}(u^1) + \phi_i(1, x) = 0, \quad i = 1, \ldots, N.
\]

**Proof.** Denote a Lagrange multiplier vector function \( \phi = (\phi_1, \cdots, \phi_N) \). Consider the following saddle point problem

\[
\inf_{u,v,u_1} \sup_{\phi} \mathcal{L}(u, v, u_1, \phi),
\]

where

\[
\begin{align*}
\mathcal{L}(u, v, u_1, \phi) &= \int_0^1 \left[ \frac{1}{2} \int_{\Omega} \sum_{i,j=1}^N C_{ij}(u)v_i v_j \, dx - \mathcal{F}(u) \right] \, dt + \mathcal{H}(u_1) \\
&\quad + \int_0^1 \int_{\Omega} \sum_{i=1}^N \phi_i \left( \partial_t u_i + \partial_x f_i(u) + \sum_{j=1}^N \partial_x (C_{ij}(u)\partial_x \phi_j) - \beta \sum_{j=1}^N \partial_x (A_{ij}(u)\partial_x u_j) \right) \, dx \, dt.
\end{align*}
\]
The saddle point system satisfies
\[
\begin{align*}
\frac{\delta}{\delta v_i} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \phi_i} \mathcal{L} &= 0, \\
\frac{\delta}{\delta u_i} \mathcal{L} &= 0, \\
\frac{\delta}{\delta u_1^i} \mathcal{L} &= 0.
\end{align*}
\]

In detail, we have
\[
\begin{align*}
\sum_{j=1}^{N} C_{ij}(u)(v_i - \partial_x \phi_i) &= 0, \\
\partial_t u_i + \partial_x f_i(u) + \sum_{j=1}^{N} \partial_x (C_{ij}(u)\partial_x \phi_j) - \beta \sum_{j=1}^{N} \partial_x (A_{ij}(u)\partial_x u_j) &= 0, \\
\frac{1}{2} \sum_{k,l=1}^{N} \frac{\partial}{\partial u_i} C_{kl}(u)v_k v_l - \delta \frac{\partial}{\partial u_i} F(u) - \partial_t \phi_i - \sum_{k=1}^{K} \partial_x \phi_k \frac{\partial}{\partial u_i} f_k(u) \\
- \sum_{k,l=1}^{N} \frac{\partial}{\partial u_i} C_{kl}(u)\partial_x \phi_k \partial_x \phi_l - \beta \sum_{j=1}^{N} \partial_x (A_{ji}(u)\partial_x \phi_j) + \beta \sum_{j,k=1}^{N} \partial_x \phi_j \partial_x u_k \frac{\partial}{\partial u_i} A_{jk}(u) &= 0, \\
\frac{\delta}{\delta u_1^i} \mathcal{H}(u^1) + \phi_i(1, x) &= 0.
\end{align*}
\]

By substituting \( v_i = \partial_x \phi_i \) into the third equality, we finish the derivation. \(\square\)

**Proposition 8.** PDE system (3) has the following Hamiltonian flow formulation in \((\mathcal{M}, g)\). For \( i = 1, \cdots, N \),
\[
\begin{align*}
\partial_t u_i &= \frac{\delta}{\delta \phi_i} \mathcal{H}(u, \phi), \\
\partial_t \phi_i &= - \frac{\delta}{\delta u_i} \mathcal{H}(u, \phi),
\end{align*}
\]
where we define a Hamiltonian functional \( \mathcal{H}_G: \mathcal{M} \times C^\infty(\Omega)^N \to \mathbb{R} \) as
\[
\mathcal{H}_G(u, \phi) = \int_{\Omega} \sum_{i,j=1}^{N} \left[ \frac{1}{2} C_{ij}(u)\partial_x \phi_i \partial_x \phi_j - \beta A_{ij}(u)\partial_x \phi_i \partial_x u_j \right] dx + \int_{\Omega} \sum_{k=1}^{N} \left[ \partial_x \phi_k f_k(u) \right] dx + F(u).
\]
In addition, the Hamilton-Jacobi equation in \((\mathcal{M}, g)\) satisfies

\[
\partial_t U(t, u) + \frac{1}{2} \sum_{i,j=1}^N \int_{\Omega} \partial_x \frac{\delta}{\delta u_i(x)} U(t, u) \cdot \partial_x \frac{\delta}{\delta u_j(x)} U(t, u) \cdot C_{ij}(u(x)) dx + \sum_{k=1}^N \int_{\Omega} \partial_x \frac{\delta}{\delta u_k(x)} U(t, u) \cdot f_k(u(x)) dx + F(u)
\]

\[
- \beta \sum_{i,j=1}^N \int_{\Omega} \partial_x \frac{\delta}{\delta u_i(x)} U(t, u) \cdot \partial_x C_{ij}(u(x)) dx = 0,
\]

where \(U: [0, 1] \times L^2(\Omega)^N \rightarrow \mathbb{R}\) is a value functional.

**Proof.** The proof follows from a direct calculation. See detailed derivations in [20]. \(\square\)

3. CONTROLLING BAROTROPIC COMPRESSIBLE NAVIER–STOKES EQUATIONS

In this section, we present an example for control problems of systems of conservation laws.

We study one dimensional barotropic compressible Navier–Stokes equations. We shall derive a primal-dual system for this system. Consider

\[
\begin{aligned}
\partial_t \rho + \partial_x (\rho v) &= 0, \\
\partial_t (\rho v) + \partial_x (\rho v^2) + \partial_x P(\rho) &= \beta \partial_x (\mu(\rho) \partial_x v).
\end{aligned}
\]

(5)

Here \(\rho = \rho(t, x)\) is the density function, \(v = v(t, x)\) is the vector-valued velocity function and \(\beta > 0\) is diffusion constant. For simplicity, let \(\rho\) stay in one dimensional compact spatial domain with periodic boundary conditions. E.g., \(\Omega = T^1\). And the pressure term \(P(\rho)\) and the viscosity coefficient \(\mu(\rho)\) are smooth functions of variable \(\rho\). E.g.,

\[
P(\rho) = \rho^\gamma, \quad \mu(\rho) = \rho^\alpha,
\]

where \(\gamma > 1\) and \(\alpha \in \mathbb{R}\) are given constants. The PDE system (5) has a conservation law system formulation. Denote \(m = \rho v\), i.e., \(v = \frac{m}{\rho}\) when \(\rho > 0\). In this notation, equation system (5) satisfies

\[
\begin{aligned}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left(\frac{m^2}{\rho}\right) + \partial_x P(\rho) &= \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}).
\end{aligned}
\]

(6)

The system (6) satisfies

\[
u = \left(\frac{\rho}{m}\right) \in \mathbb{R}_+ \times \mathbb{R}, \quad f(u) = \left(\frac{\left|m\right|^2}{\rho} + P(\rho)\right) \in \mathbb{R}^2, \quad C(u) = \left(\begin{array}{c} 0 \\ \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}) \end{array}\right) \in \mathbb{R}^2.
\]
3.1. Entropy–entropy flux–Fisher information dissipation. In this subsection, we show that system \([5]\) satisfies the entropy-entropy flux–metric–Fisher information conditions.

**Proposition 9** (Entropy-entropy flux-metric-Fisher information). There exists an entropy function, entropy flux, Fisher information and metric operator for equation \([6]\).

(i) Entropy-entropy flux: Denote an entropy function \(G: \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}\) and an entropy flux \(\Psi: \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}\), such that

\[
G(\rho, m) = \frac{m^2}{2\rho} + \hat{P}(\rho), \quad \Psi(\rho, m) = \frac{m^3}{2\rho^2} + \hat{P}'(\rho)m,
\]

where \(\hat{P}: \mathbb{R}_+ \to \mathbb{R}\) is a function satisfying

\[
\hat{P}''(\rho) = \frac{P'(\rho)}{\rho}.
\]

Suppose \((\rho(t, x), m(t, x))\) satisfies equation \([5]\) with \(\beta = 0\). Then the following entropy solution condition hold.

\[
\partial_t G(\rho(t, x), m(t, x)) + \partial_x \left( \Psi(\rho(t, x), m(t, x)) \right) \leq 0.
\]

(ii) Metric: Consider a space \(\mathcal{M} = \{ (\rho, m) \in C^\infty(\Omega)^2 : \rho > 0, \int_\Omega \rho dx = c_1, \int_\Omega m dx = c_2, \text{ where } c_1 > 0, c_2 \in \mathbb{R} \}\).

The tangent space of \(\mathcal{M}\) at \((\rho, m)\) satisfies

\[
T_u \mathcal{M} = \{ (\dot{\rho}, \dot{m}) \in C^\infty(\Omega) \times C^\infty(\Omega) : \int_\Omega \dot{\rho} dx = 0, \int_\Omega \dot{m} dx = 0 \}.
\]

In this case, the (degenerate) metric \(g: \mathcal{M} \times T_u \mathcal{M} \times T_u \mathcal{M} \to \mathbb{R}\) satisfies

\[
g(\rho, m)((\dot{\rho}_1, \dot{m}_1), (\dot{\rho}_2, \dot{m}_2)) = \int_\Omega \partial_x \psi_1(x) \cdot \partial_x \psi_2(x) \cdot \mu(\rho(x)) dx,
\]

where \((\dot{\rho}_i, \dot{m}_i) \in T_u \mathcal{M}\) and \((\dot{m}_i, \psi_i)\) satisfies the following parabolic equation

\[
\dot{m}_i = -\partial_x (\mu(\rho) \partial_x \psi_i), \quad i = 1, 2.
\]

(iii) Fisher information dissipation: Denote an entropy functional \(G: \mathcal{M} \to \mathbb{R}\) as

\[
G(\rho, m) = \int_\Omega G(\rho(x), m(x)) dx.
\]

Suppose \((\rho(t, x), m(t, x))\) satisfies equation system \([5]\), then \(G\) is a Lyapunov functional. In detail, the following dissipation holds.

\[
\frac{d}{dt} G(\rho(t, \cdot), m(t, \cdot)) = -\beta I_G(\rho(t, \cdot), m(t, \cdot)) \leq 0,
\]

where \(I_G: \mathcal{M} \to \mathbb{R}_+\) is a Fisher information functional defined as

\[
I_G(\rho, m) = \int_\Omega \left| \partial_x \frac{\delta}{\delta m} G(\rho(x), m(x)) \right|^2 \mu(\rho(x)) dx
\]

\[
= \int_\Omega \left| \partial_x \frac{m(x)}{\rho(x)} \right|^2 \mu(\rho(x)) dx.
\]
Proof. (i) We first apply Lax’s entropy-entropy flux condition \[11\] \[17\]. We need to find both entropy and entropy flux function. Denote \((\rho, m)\) as a solution for dynamics \((10b)\) with \(\beta = 0\). By a direct computation, we have

\[
\frac{\partial}{\partial t} G(\rho, m) = G_\rho(\rho, m) \partial_t \rho + G_m(\rho, m) \partial_t m
\]

\[
= - G_\rho(\rho, m) \partial_x m - G_m(\rho, m) \left( \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) \right)
\]

\[
= - \left\{ G_\rho(\rho, m) \partial_x m + G_m(\rho, m) \frac{2m}{\rho} \partial_x m + G_m(\rho, m) \frac{m^2}{\rho^2} \partial_x \rho - G_m(\rho, m) P'(\rho) \partial_x \rho \right\}
\]

\[
= - \left\{ G_\rho(\rho, m) + G_m(\rho, m) \frac{2m}{\rho} \right\} \partial_x m - \left\{ - G_m(\rho, m) \frac{m^2}{\rho^2} + G_m(\rho, m) P'(\rho) \right\} \partial_x \rho.
\]

Clearly, the entropy-entropy flux condition requires that there exists a function \(\Psi: \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R}\), such that

\[
\begin{aligned}
\Psi_\rho(\rho, m) &= G_m(\rho, m) \left( - \frac{m^2}{\rho^2} + P'(\rho) \right), \\
\Psi_m(\rho, m) &= G_\rho(\rho, m) + G_m(\rho, m) \frac{2m}{\rho}.
\end{aligned}
\]

This is to enforce the condition \(\Psi_{\rho m} = \Psi_{m \rho}\). In other words, we need to solve the following PDE:

\[
\left( - G_m(\rho, m) \frac{m^2}{\rho^2} + G_m(\rho, m) P'(\rho) \right)_m = \left( G_\rho(\rho, m) + G_m(\rho, m) \frac{2m}{\rho} \right)_\rho.
\]

I.e.,

\[
-G_{mm}(\rho, m) \frac{m^2}{\rho^2} - G_m(\rho, m) \frac{2m}{\rho^2} + G_{mm}(\rho, m) P'(\rho) = G_{\rho \rho}(\rho, m) + G_{m \rho}(\rho, m) \frac{2m}{\rho} - G_m(\rho, m) \frac{2m}{\rho^2}.
\]

I.e.,

\[
G_{mm}(\rho, m) (P'(\rho) - \frac{m^2}{\rho^2}) = G_{\rho \rho}(\rho, m) + G_{m \rho}(\rho, m) \frac{2m}{\rho}.
\]

Assume that \(G\) has a formulation

\[
G(\rho, m) := \frac{m^2}{2\rho^k} + \hat{P}(\rho).
\]

Then equation \((7)\) forms

\[
\begin{aligned}
G_\rho(\rho, m) &= -\frac{km^2}{2\rho^{k+1}} + \hat{P}'(\rho), \\
G_m(\rho, m) &= \frac{m}{\rho^k}, \\
G_{\rho \rho}(\rho, m) &= \frac{1}{\rho^k}, \\
G_{m \rho}(\rho, m) &= -\frac{km}{\rho^{k+1}}, \\
G_{mm}(\rho, m) &= \frac{1}{\rho^k}.
\end{aligned}
\]

Hence condition \((7)\) satisfies

\[
\frac{1}{\rho^k} (P'(\rho) - \frac{m^2}{\rho^2}) = \frac{k(k + 1)m^2}{2\rho^{k+2}} + \hat{P}''(\rho) - \frac{2km^2}{\rho^{k+2}}.
\]

I.e.,

\[
\left( \frac{k(k + 1)}{2} - 2k + 1 \right) \frac{m^2}{\rho^{k+2}} + \hat{P}''(\rho) - \frac{P'(\rho)}{\rho^k} = 0.
\]
In this case, \( k = 1 \) or \( 2 \). Here we are only interested in \( k = 1 \), such that \( G(\rho,m) = \frac{m^2}{2\rho} + \hat{P}(\rho) \), where \( \hat{P}'(\rho,m) = \frac{P'(\rho)}{\rho} \).

(ii), (iii): When \( k = 1 \), we check that the integration of entropy function \( G \), i.e. \( G(\rho,m) = \int_\Omega G(\rho,m) dx \), forms a Lyapunov function for dynamics (6). Denote \((\rho,m)\) as a solution for dynamics (6) with \( \beta > 0 \). Then

\[
\frac{d}{dt} G(\rho(t,\cdot),m(t,\cdot)) = \int_\Omega \frac{\partial}{\partial t} G(\rho,m) dx \\
= \int_\Omega G_\rho(\rho,m) \partial_t \rho + G_m(\rho,m) \partial_t m dx \\
= \int_\Omega -\partial_x \Psi(\rho,m) dx + \beta \int_\Omega G_m(\rho,m) \partial_x \left( \mu(\rho) \frac{m}{\rho} \right) dx \\
= \beta \int_\Omega \frac{m}{\rho} \partial_x \left( \mu(\rho) \frac{m}{\rho} \right) dx \\
= -\beta \int_\Omega \left| \frac{m}{\rho} \partial_x \mu(\rho) \right|^2 dx.
\]

Following the above dissipation behavior, we can define the metric operator. See details in section 3.2.

**Remark 3 (Entropy flux and generalized Fisher information functional)**. We remark that entropy–entropy flux conditions \([11]\) are not unique for equation (6). There are many entropy functions. In contrast, the proposed metric condition suggests a particular entropy and Fisher information functional. This follows the relation among dissipative operator, entropy and metric behind equation (6). In detail,

\[
\frac{d}{dt} G(\rho(t,\cdot),m(t,\cdot)) = -\beta g((\partial_t \rho, \partial_t m), (\partial_t \rho, \partial_t m)) \\
= -\beta I_G(\rho(t,\cdot),m(t,\cdot)) \\
= -\beta \int_\Omega \left| \frac{m(t,x)}{\rho(t,x)} \right|^2 \mu(\rho(t,x)) dx \leq 0.
\]

In the future, we shall study the Navier–Stokes metric operator and demonstrate its connection with the classical Wasserstein-2 metric.

### 3.2. Barotropic compressible Navier–Stokes transport Metrics

In this subsection, we study the metric operator \( g \) induced by the compressible Navier–Stokes equation \([6]\). We demonstrate that metric, gradient, flux-gradient and Hamiltonian flow dynamics have several coordinates, namely tangent space coordinates, and cotangent space coordinates (Eulerian coordinates in fluid dynamics).

Consider a function space \( M = \{ (\rho,m) \in C^\infty(\Omega)^2 : \rho > 0, \int_\Omega \rho dx = c_1, \int_\Omega m dx = c_2, \text{ where } c_1 > 0, c_2 \in \mathbb{R} \} \).
The tangent space of $\mathcal{M}$ at $(\rho, m)$ satisfies
\[
T_u\mathcal{M} = \left\{ (\dot{\rho}, \dot{m}) \in C^\infty(\Omega) \times C^\infty(\Omega) : \int_\Omega \dot{\rho}(x) dx = 0, \int_\Omega \dot{m}(x) dx = 0 \right\}.
\]
Denote a weighted elliptic operator $\Delta_{\mu(\rho)} : C^\infty(\Omega) \to C^\infty(\Omega)$ as
\[
\Delta_{\mu(\rho)} = \partial_x (\mu(\rho) \partial_x).
\]
In other words, for any test function $f \in C^\infty(\Omega)$, we have
\[
(\Delta_{\mu(\rho)} f)(x) = \partial_x \left( \mu(\rho) \partial_x f(x) \right).
\]

**Proposition 10** (Degenerate $H^{-1}(\rho)$ metric). Denote $g : \mathcal{M} \times T_u\mathcal{M} \times T_u\mathcal{M} \to \mathbb{R}$. Then the following formulations of metric operator $g$ hold.

(i) **(Tangent space)**
\[
g(\rho, m)((\dot{\rho}_1, \dot{m}_1), (\dot{\rho}_2, \dot{m}_2)) = \int_\Omega \left( \begin{array}{cc} \dot{\rho}_1(x) & 0 \\ \dot{m}_1(x) & 0 \end{array} \right)^T \left( \begin{array}{cc} 0 & -\Delta_{\mu(\rho)}^{-1} \\ 0 & 0 \end{array} \right) \left( \begin{array}{c} \dot{\rho}_2(x) \\ \dot{m}_2(x) \end{array} \right) dx
\]
\[
= \int_\Omega \dot{m}_1(x) \left( (-\Delta_{\mu(\rho)})^{-1} \dot{m}_2 \right)(x) dx.
\]

(ii) **(Cotangent space)**
\[
g(\rho, m)((\dot{\rho}_1, \dot{m}_1), (\dot{\rho}_2, \dot{m}_2)) = \int_\Omega (\partial_x \psi_1(x), \partial_x \psi_2(x)) \mu(\rho(x)) dx,
\]
where $(\dot{\rho}_i, \dot{m}_i) \in T_u\mathcal{M}$ and $(\dot{m}_i, \psi_i)$ satisfies the following parabolic equation
\[
\dot{m}_i = -\partial_x (\mu(\rho) \partial_x \psi_i), \quad i = 1, 2.
\]

**Proposition 11** (Gradient flows). Consider a smooth functional $E : \mathcal{M} \to \mathbb{R}$. The gradient flow of energy functional $E(\rho, m)$ in $(\mathcal{M}, g)$ satisfies
\[
\begin{cases}
\partial_t \rho = 0, \\
\partial_t m = \partial_x (\mu(\rho) \partial_x \delta \frac{\delta m}{\delta m} E(\rho, m)).
\end{cases}
\]  
(8)

In particular, if
\[
E(\rho, m) = \beta G(\rho, m) = \beta \left( \int_\Omega \frac{m^2}{2\rho} dx + \hat{P}(\rho) \right),
\]
then the gradient flow (8) satisfies
\[
\begin{cases}
\partial_t \rho = 0, \\
\partial_t m = \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}).
\end{cases}
\]
Proof. (i) The gradient flow in \((M, g)\) follows by its definition. In other words,
\[
\begin{pmatrix}
\partial_t \rho \\
\partial_t m
\end{pmatrix}
= - \begin{pmatrix}
0 & 0 \\
0 & -\Delta_{\mu(\rho)}
\end{pmatrix}
\begin{pmatrix}
\delta_{\rho} E(\rho, m) \\
\delta_{m} E(\rho, m)
\end{pmatrix}
= \begin{pmatrix}
-(\Delta_{\mu(\rho)}) \delta_{m} E(\rho, m) \\
0
\end{pmatrix}
= \begin{pmatrix}
\partial_x (\mu(\rho)) \partial_x \delta_{m} E(\rho, m) \\
0
\end{pmatrix}.
\]

(ii) Since \(E(\rho, m) = \beta \mathcal{G}(\rho, m) = \beta \left( \int_{\Omega} \frac{m^2}{2\rho} dx + \hat{P}(\rho) \right)\), then
\[
\frac{\delta}{\delta m} E(\rho, m) = \beta \frac{m}{\rho}.
\]
Hence the gradient flow (8) satisfies
\[
\begin{aligned}
\partial_t \rho &= 0, \\
\partial_t m &= \partial_x (\mu(\rho)) \partial_x \delta_{m} E(\rho, m) = \beta \partial_x (\mu(\rho)) \partial_x \frac{m}{\rho},
\end{aligned}
\]
which finishes the proof. □

We are now ready to present the flux-gradient flows in \((M, g)\).

**Proposition 12** (Flux-gradient flows). Consider a smooth functional \(E: M \to \mathbb{R}\). The flux gradient flow of energy functional \(E(\rho, m)\) in \((M, g)\) satisfies
\[
\begin{aligned}
\partial_t \rho + \partial_x f_1(\rho, m) &= 0, \\
\partial_t m + \partial_x f_2(\rho, m) &= \partial_x (\mu(\rho)) \partial_x \frac{\delta}{\delta m} E(\rho, m),
\end{aligned}
\]
where \((f_1, f_2)\) is a flux function assumed to satisfy
\[
\int_{\Omega} \left( f_1(\rho, m) \partial_x \frac{\delta}{\delta \rho} E(\rho, m) + f_2(\rho, m) \partial_x \frac{\delta}{\delta m} E(\rho, m) \right) dx = 0.
\]
In this case, \(E(\rho, m)\) is a Lyapunov functional for equation (9). In detail,
\[
\frac{d}{dt} E(\rho(t, \cdot), m(t, \cdot)) = - \int_{\Omega} |\partial_x \frac{\delta}{\delta m} E(\rho, m)(t, x)|^2 \mu(\rho(t, x)) dx.
\]
In particular, if \(E(\rho, m) = \beta \mathcal{G}(\rho, m) = \beta \left( \int_{\Omega} \frac{m^2}{2\rho} dx + \hat{P}(\rho) \right)\), and \(f_1(\rho, m) = m, f_2(\rho, m) = \frac{m^2}{\rho} + P(\rho)\), then the flux gradient flow (9) forms the barotropic compressible Navier–Stokes equation (5).

### 3.3. Controlling barotropic compressible Navier–Stokes equations.
In this subsection, we present the main result of this paper. We apply the above condition to formulate a variational problem for compressible Navier–Stokes equations. Its critical point system leads to a primal-dual PDE system.
**Definition 13** (Optimal control of BNS). Given smooth functionals $\mathcal{F}, \mathcal{H} \colon \mathcal{M} \to \mathbb{R}$, consider a variational problem

$$\inf_{\rho, m, a, \rho_1, m_1} \int_0^1 \left[ \int_\Omega \frac{1}{2} |a(t, x)|^2 \mu(t, x) \, dx - \mathcal{F}(\rho(t), m(t)) \right] dt + \mathcal{H}(\rho_1, m_1), \quad (10a)$$

where the infimum is taken among variables $\rho \colon [0, 1] \times \Omega \to \mathbb{R}^+$, $m \colon [0, 1] \times \Omega \to \mathbb{R}$, $a \colon [0, 1] \times \Omega \to \mathbb{R}$, and $\rho_1 \colon \Omega \to \mathbb{R}^+$, $m_1 \colon \Omega \to \mathbb{R}$ satisfying

$$\begin{align*}
\partial_t \rho(t, x) + \partial_x m(t, x) &= 0, \\
\partial_t m(t, x) + \partial_x \left( \frac{m^2}{\rho} \right)(t, x) + \partial_x P(\rho)(t, x) + \partial_x \left( \mu(\rho(t, x)) \partial_x \frac{m(t, x)}{\rho(t, x)} \right) &= 0, \\
\partial_x (\mu(\rho(t, x)) a(t, x)) &= \beta \partial_x (\mu(\rho(t, x)) \partial_x \frac{m(t, x)}{\rho(t, x)}),
\end{align*} \quad (10b)$$

with fixed initial time value conditions

$$\rho(0, x) = \rho_0(x), \quad m(0, x) = m_0(x).$$

Here $(\rho_0, m_0)$ is a given pair of functions in $\mathcal{M}$.

We next derive the critical point system of problem $[10]$ and present its Hamiltonian formalism in metric space $(\mathcal{M}, g)$.

**Proposition 14** (Hamiltonian flows of BNS). The critical point system of variational problem $[10]$ is given below. There exists a pair of functions $\phi \colon [0, 1] \times \Omega \to \mathbb{R}$ and $\psi \colon [0, 1] \times \Omega \to \mathbb{R}$, such that

$$a(t, x) = \partial_x \psi(t, x),$$

and

$$\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x (\mu(\rho) \partial_x \psi) &= \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}), \\
\partial_x \phi + \frac{1}{2} |\partial_x \psi|^2 \mu'(\rho) - \left( \frac{m^2}{\rho^2} \partial_x \psi \right) + (P'(\rho), \partial_x \psi) + \frac{\delta}{\delta \rho} \mathcal{F}(\rho, m) &= \beta (\partial_x \psi, \partial_x \frac{m}{\rho}) \mu'(\rho) + \beta \frac{m}{\rho^2} \partial_x (\mu(\rho) \partial_x \psi), \\
\partial_t \psi + 2 \partial_x \psi \cdot \frac{m}{\rho} + \partial_x \phi + \frac{\delta}{\delta m} \mathcal{F}(\rho, m) &= -\beta \frac{1}{\rho} \partial_x (\mu(\rho) \partial_x \psi).
\end{align*} \quad (11)$$

Here $'$ represents the derivative w.r.t. variable $\rho$. The initial and terminal time conditions satisfy

$$\begin{align*}
\rho(0, x) &= \rho_0(x), \\
m(0, x) &= m_0(x), \\
\frac{\delta}{\delta \rho(1, x)} \mathcal{H}(\rho_1, m_1) + \phi(1, x) &= 0, \\
\frac{\delta}{\delta m(1, x)} \mathcal{H}(\rho_1, m_1) + \psi(1, x) &= 0.
\end{align*}$$
Proof. The proof follows the ideas in proving Proposition 14 in [20]. We present it here for the completeness of this paper. Consider a change of variable $w(t, x) = \mu(\rho(t, x))a(t, x)$. In this case, the variational problem (10) is written below.

$$\inf_{\rho, m, w, \rho_1, m_1} \int_0^1 \left[ \int_\Omega \frac{|w(t, x)|^2}{2\mu(\rho(t, x))} dx - \mathcal{F}(\rho, m)(t) \right] dt + \mathcal{H}(\rho_1, m_1), \quad (12a)$$

where the infimum is taken among variables $\rho: \mathbb{R} \times \Omega \rightarrow \mathbb{R}$, $m: \mathbb{R} \times \Omega \rightarrow \mathbb{R}$, $w: \mathbb{R} \times \Omega \rightarrow \mathbb{R}$, and $\rho_1: \Omega \rightarrow \mathbb{R}$, $m_1: \Omega \rightarrow \mathbb{R}$ satisfying

$$\begin{cases}
\partial_t \rho + \partial_x m = 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x w - \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}) = 0,
\end{cases} \quad (12b)$$

We derive the critical point system (2) by solving a saddle point problem below. Denote $\phi, \Psi: \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ as a pair of functions, which are Lagrange multipliers for $\rho, m$ in dynamical constraints of (12b), respectively. Consider

$$\inf_{\rho, m, w, \rho_1, m_1} \sup_{\phi, \psi} \mathcal{L}(\rho, m, w, \rho_1, m_1, \phi, \psi),$$

where we define a Lagrangian functional $\mathcal{L}$ as

$$\mathcal{L}(\rho, m, w, \rho_1, m_1, \phi, \psi) = \int_0^1 \left[ \int_\Omega \frac{|w|^2}{2\mu(\rho)} dx - \mathcal{F}(\rho, m) \right] dt + \mathcal{H}(\rho_1, m_1)$$

$$= \int_0^1 \left[ \int_\Omega \frac{|w|^2}{2\mu(\rho)} dx - \mathcal{F}(\rho, m) \right] dt + \mathcal{H}(\rho_1, m_1)$$

$$+ \int_0^1 \int_\Omega \phi \left( \partial_t \rho + \partial_x m \right) dx dt$$

$$+ \int_0^1 \int_\Omega \psi \left( \partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x w - \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}) \right) dx dt$$

$$= \int_0^1 \left[ \int_\Omega \frac{1}{2} \mu(\rho) dx - \mathcal{F}(\rho, m) \right] dt + \mathcal{H}(\rho_1, m_1)$$

$$+ \int_0^1 \int_\Omega \phi \partial_x m + \psi \left( \partial_x \left( \frac{\rho^2}{\rho} \right) + \partial_x P(\rho) + \partial_x w - \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}) \right) dx dt$$

$$+ \int_\Omega \left( \phi_1 \rho_1 + \psi_1 m_1 \right) dx - \int_0^1 \int_\Omega \left( \rho \partial_t \phi + m \partial_t \psi \right) dx dt.$$
We are now ready to derive the saddle point. Assume $\rho > 0$. We let the $L^2$ first variations of $\mathcal{L}$ be zero. In detail,

\[
\begin{align*}
\frac{\delta}{\delta w} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \phi} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \psi} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \rho} \mathcal{L} &= 0, \\
\frac{\delta}{\delta m} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \rho_1} \mathcal{L} &= 0, \\
\frac{\delta}{\delta m_1} \mathcal{L} &= 0,
\end{align*}
\]

\[
\Rightarrow \begin{align*}
\frac{\partial}{\partial t} \rho &= \frac{\delta}{\delta \phi} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} m &= \frac{\delta}{\delta \psi} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} \phi &= -\frac{\delta}{\delta \rho} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} \psi &= -\frac{\delta}{\delta m} \mathcal{H}_G(\rho, m, \phi, \psi),
\end{align*}
\]

In above formulations, we further use the fact that $\mu(\rho) = a = \partial_x \psi$. Hence we derive the critical point system \([2]\).

\[\square\]

**Proposition 15** (Hamiltonian formalisms). The PDE system \([2]\) has the following Hamiltonian flow formulation.

\[
\begin{align*}
\frac{\partial}{\partial t} \rho &= \frac{\delta}{\delta \phi} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} m &= \frac{\delta}{\delta \psi} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} \phi &= -\frac{\delta}{\delta \rho} \mathcal{H}_G(\rho, m, \phi, \psi), \\
\frac{\partial}{\partial t} \psi &= -\frac{\delta}{\delta m} \mathcal{H}_G(\rho, m, \phi, \psi),
\end{align*}
\]

where we define a Hamiltonian functional $\mathcal{H}_G$ as

\[
\mathcal{H}_G(\rho, m, \phi, \psi) = \int_{\Omega} \left[ \frac{1}{2}(\partial_x \psi, \partial_x \psi) \mu(\rho) + (m, \partial_x \phi) + \left( \frac{m^2}{\rho} + P(\rho), \partial_x \psi \right) - \beta(\partial_x \psi, \partial_x \frac{m}{\rho}) \mu(\rho) \right] dx + \mathcal{F}(\rho, m).
\]  

(13)
Proposition 16 (Functional Hamilton-Jacobi equation of BNS). The Hamilton-Jacobi equation in \((\mathcal{M}, g)\) satisfies
\[
\partial_t U(t, \rho, m) + \frac{1}{2} \int_{\Omega} \left( \partial_x \frac{\delta}{\delta m(x)} U(t, \rho, m), \partial_x \frac{\delta}{\delta m(x)} U(t, \rho, m) \right) \mu(\rho(x))dx
\]
\[
+ \int_{\Omega} \left( \partial_x \frac{\delta}{\delta \rho(x)} U(t, \rho, m), m(x) \right)dx + \int_{\Omega} \left( \partial_x \frac{\delta}{\delta m(x)} U(t, \rho, m), \frac{m(x)^2}{\rho(x)} + P(\rho(x)) \right)dx
\]
\[
- \beta \int_{\Omega} \left( \partial_x \frac{\delta}{\delta m(x)} U(t, \rho, m), \partial_x \frac{m(x)}{\rho(x)} \right) \mu(\rho(x))dx + F(\rho, m) = 0,
\]
where \(U: [0, 1] \times L^2(\Omega) \times L^2(\Omega) \to \mathbb{R}\) is a value functional.

Proof. We only need to prove that equation is an Hamiltonian flow in \((\mathcal{M}, g)\). We can check it directly by computing the \(L^2\) first order variations of the Hamiltonian functional \(H_G\) w.r.t. variables \(\rho, m, \phi, \psi\), respectively. Clearly,
\[
\frac{\delta}{\delta \phi} H_G(\rho, m, \phi, \psi) = -\partial_x m,
\]
\[
\frac{\delta}{\delta \psi} H_G(\rho, m, \phi, \psi) = -\partial_x \left( \frac{m^2}{\rho} + P(\rho) \right) - \beta \partial_x (\mu(\rho) \partial_x \phi) + \beta \partial_x (\mu(\rho) \partial_x m),
\]
\[
\frac{\delta}{\delta \rho} H_G(\rho, m, \phi, \psi) = -\frac{m^2}{\rho^2} \partial_x \psi + P'(\rho) \partial_x \psi + \frac{1}{2} |\partial_x \psi|^2 \mu'(\rho) - \beta \partial_x (\mu(\rho) \partial_x \psi) \frac{m}{\rho^2}
\]
\[
- \beta (\partial_x \psi, \partial_x \frac{m}{\rho^2}) \mu'(\rho) + \frac{\delta}{\delta \rho} F(\rho, m),
\]
\[
\frac{\delta}{\delta m} H_G(\rho, m, \phi, \psi) = \partial_x \phi + \frac{2m}{\rho} \partial_x \psi + \frac{\beta}{\rho} \partial_x (\mu(\rho) \partial_x \psi) + \frac{\delta}{\delta m} F(\rho, m).
\]
In addition, the Hamilton-Jacobi equation in \((\mathcal{M}, g)\) satisfies
\[
\partial_t U(t, \rho, m) + H_G(\rho, m, \frac{\delta}{\delta \rho} U(t, \rho, m), \frac{\delta}{\delta m} U(t, \rho, m)) = 0,
\]
where \(\frac{\delta}{\delta \rho}, \frac{\delta}{\delta m}\) are first variation operators w.r.t. \(\rho, m\), respectively. This finishes the derivation. \(\square\)

3.4. Examples. In this subsection, we present several examples of control problems of BNS \([10]\) and the primal–dual BNS \([2]\).

Example 1 (\(\alpha = 1\)). Consider \(\mu(\rho) = \rho\). In this case, variational problem \([10]\) forms
\[
\inf_{\rho, m, a, \rho_1, m_1} \int_0^1 \left[ \int \frac{1}{2} |a(t, x)|^2 \rho(t, x)dx - F(\rho, m)(t) \right] dt + H(\rho_1, m_1),
\]
\text{s.t.}
\[
\begin{cases}
\partial_t \rho + \partial_x m = 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x (\rho a) = \beta \partial_x (\rho \partial_x \frac{m}{\rho}), \\
\rho(0, x) = \rho_0(x), \quad m(0, x) = m_0(x).
\end{cases}
\]
The critical point system of above minimizer problem satisfies
\[
\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x (\rho \partial_x \psi) &= \beta \partial_x (\rho \partial_x \frac{m}{\rho}), \\
\partial_t \phi + \frac{1}{2} \left| \partial_x \psi \right|^2 - \left( \frac{m^2}{\rho^2}, \partial_x \psi \right) + (P'(\rho), \partial_x \psi) + \frac{\delta}{\delta \rho} F(\rho, m) &= \beta (\partial_x \psi, \partial_x \frac{m}{\rho}) + \frac{m}{\rho^2} \partial_x (\rho \partial_x \psi), \\
\partial_t \psi + 2 \partial_x \psi \cdot \frac{m}{\rho} + \partial_x \phi + \frac{\delta}{\delta m} F(\rho, m) &= -\frac{1}{\rho} \partial_x (\rho \partial_x \psi).
\end{align*}
\]
In other words,
\[
\partial_t \rho = \frac{\delta}{\delta \phi} \mathcal{H}_G, \quad \partial_t m = \frac{\delta}{\delta \psi} \mathcal{H}_G, \quad \partial_t \phi = -\frac{\delta}{\delta \rho} \mathcal{H}_G, \quad \partial_t \psi = -\frac{\delta}{\delta m} \mathcal{H}_G,
\]
where the Hamiltonian functional \( \mathcal{H}_G \) satisfies
\[
\mathcal{H}_G(\rho, m, \phi, \psi) = \int_\Omega \left[ \frac{1}{2} (\partial_x \psi, \partial_x \psi) + (m, \partial_x \phi) + \left( \frac{m^2}{\rho^2} + P(\rho), \partial_x \psi \right) - \beta (\partial_x \psi, \partial_x \frac{m}{\rho}) \right] dx + F(\rho, m).
\]

**Example 2** \((\alpha = 0)\). Consider \(\mu(\rho) = 1\). In this case, variational problem \((10)\) forms
\[
\inf_{\rho, m, a, p_0, m_1} \int_0^1 \left[ \int_\Omega \left( \frac{1}{2} |a(t, x)|^2 dx - F(\rho, m)(t) \right) dt + \mathcal{H}(p_1, m_1) \right],
\]
s.t.
\[
\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x a &= \beta \partial_x (\rho \partial_x \frac{m}{\rho}), \\
\rho(0, x) &= \rho_0(x), \quad m(0, x) = m_0(x).
\end{align*}
\]
The critical point system of above variational problem satisfies
\[
\begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x (\partial_x \psi) &= \beta \partial_x (\rho \partial_x \frac{m}{\rho}), \\
\partial_t \phi - \left( \frac{m^2}{\rho^2}, \partial_x \psi \right) + (P'(\rho), \partial_x \psi) + \frac{\delta}{\delta \rho} F(\rho, m) &= \beta m \partial_x (\partial_x \psi), \\
\partial_t \psi + 2 \partial_x \psi \cdot \frac{m}{\rho} + \partial_x \phi + \frac{\delta}{\delta m} F(\rho, m) &= -\frac{1}{\rho} \partial_x (\rho \partial_x \psi).
\end{align*}
\]
In other words,
\[
\partial_t \rho = \frac{\delta}{\delta \phi} \mathcal{H}_G, \quad \partial_t m = \frac{\delta}{\delta \psi} \mathcal{H}_G, \quad \partial_t \phi = -\frac{\delta}{\delta \rho} \mathcal{H}_G, \quad \partial_t \psi = -\frac{\delta}{\delta m} \mathcal{H}_G,
\]
where the Hamiltonian functional \( \mathcal{H}_G \) satisfies
\[
\mathcal{H}_G(\rho, m, \phi, \psi) = \int_\Omega \left[ \frac{1}{2} (\partial_x \psi, \partial_x \psi) + (m, \partial_x \phi) + \left( \frac{m^2}{\rho^2} + P(\rho), \partial_x \psi \right) - \beta (\partial_x \psi, \partial_x \frac{m}{\rho}) \right] dx + F(\rho, m).
\]
4. Numerical methods and examples

This section designs numerical schemes for optimal control of barotropic compressible Euler equations in 1D. It proposes an algorithm inspired by the primal-dual hybrid gradient method (PDHG) to solve the control problem.

4.1. The PDHG inspired algorithm. The primal-dual hybrid gradient algorithm [6] solves the saddle-point problem

\[
\min_z \max_p \langle Kz, p \rangle_{L^2} + g(z) - h^*(p),
\]

where \( Z \) is a finite or infinite dimensional Hilbert space, \( h \) and \( g \) are convex functions and \( K : Z \to H \) is a linear operator between Hilbert spaces. The function \( h^* \) is the convex conjugate of \( h \), where \( h^*(p) = \sup_z \langle Kz, p \rangle_{L^2} - h(z) \). The algorithm solves the saddle-point problem by iterating the following steps:

\[
z^{n+1} = \arg \min_z \langle Kz, \tilde{p}^n \rangle_{L^2} + g(z) + \frac{1}{2\tau} \|z - z^n\|_{L^2}^2,
\]

\[
p^{n+1} = \arg \max_p \langle Kz^{n+1}, p \rangle_{L^2} - h^*(p) - \frac{1}{2\sigma} \|p - p^n\|_{L^2}^2,
\]

\[
\tilde{p}^{n+1} = 2p^{n+1} - p^n.
\]

Here \( \tau(\sigma) \) is the stepsize for proximal gradient descent(ascent) steps respectively. The algorithm converges if \( \sigma \tau \|K^T K\| < 1 \). There are various extensions of PDHG, including nonlinear PDHG [8] where the operator \( K \) is nonlinear and the General-proximal Primal-Dual Hybrid Gradient (G-prox PDHG) method [15] where choosing proper norms \( (L^2, H^1, ...) \) for the proximal step allows larger stepsizes.

Inspired by the PDHG method and its variants, we use the saddle point formulation of the optimal control of BNS [10] and propose an algorithm to solve it. Denote

\[
z = (\rho, m, a, \rho_1, m_1),
\]

\[
p = (\phi, \psi),
\]

\[
K(\rho, m, a, \rho_1, m_1) = \left( \begin{array}{c}
\partial_t \rho + \partial_x m \\
\partial_t m + \partial_x (\frac{m^2}{\rho}) + \partial_x P(\rho) + \partial_x (\mu(\rho)a) - \beta \partial_x (\mu(\rho)) \partial_x m
\end{array} \right),
\]

\[
g(\rho, m, a, \rho_1, m_1) = \int_0^1 \left[ \int_{\Omega} \frac{1}{2} |a(t,x)|^2 \mu(\rho(t,x)) dx - F(\rho, m)(t) \right] dt + H(\rho_1, m_1),
\]

\[
h(Kz) = \begin{cases} 0 & \text{if } Kz = 0 \\ +\infty & \text{else} \end{cases}.
\]

The corresponding inf-sup problem takes the following form

\[
\inf_{\rho, m, a, \rho_1, m_1} \sup_{\phi, \psi} \mathcal{L}(\rho, m, a, \rho_1, m_1, \phi, \psi), \tag{14}
\]
subject to
\[
\begin{align*}
\rho(0, x) &= \rho_0(x), \quad m(0, x) = m_0(x), \\
\frac{\delta}{\delta \rho(1, x)} \mathcal{H}(\rho_1, m_1) + \phi(1, x) &= 0, \\
\frac{\delta}{\delta m(1, x)} \mathcal{H}(\rho_1, m_1) + \psi(1, x) &= 0,
\end{align*}
\]
where
\[
\mathcal{L}(\rho, m, a, \rho_1, m_1, \phi, \psi)
= \int_0^1 \left[ \int_\Omega \frac{1}{2} a(t, x)|^2 \mu(\rho(t, x)) dx - F(\rho, m)(t) \right] dt + \mathcal{H}(\rho_1, m_1)
+ \int_0^1 \int_\Omega \phi \left( \partial_t \rho + \partial_x m \right) dx dt \\
+ \int_0^1 \int_\Omega \psi \left( \partial_t m + \partial_x \left( \frac{m^2}{\rho} \right) + \partial_x P(\rho) + \partial_x (\mu(\rho) a) - \beta \partial_x (\mu(\rho) \partial_x \frac{m}{\rho}) \right) dx dt.
\]

We choose \(L^2\) norm for primal variable \((\rho, m, a)\) update and \(H\) norm for \((\phi, \psi)\), where
\[
\| v \|_L^2 = \int_0^1 \int_\Omega v^2 dx dt, \quad \| v \|_H^2 = c_1 \| \nabla v \|_{L^2}^2 + c_2 \| \Delta v \|_{L^2}^2 + c_3 \| \partial_t v \|_{L^2}^2.
\]
Here the parameters \(c_i, i = 1, 2, 3\) are chosen based on the operator \(K\).

We now present the algorithm as follows.

**Algorithm 1** Algorithm 1: PDHG for optimal control of BNS

**Input:** A set of initial guess of \((\rho, m, a, \rho_1, m_1, \phi, \psi)\)

**Output:** \((\rho, m, a, \rho_1, m_1)\)

while iteration \(k < K_{\text{maximal}}\) do

\[
\left( \rho^{(k+1)}, m^{(k+1)}, a^{(k+1)}, \rho_1^{(k+1)}, m_1^{(k+1)} \right)
= \arg \min_{\rho, m, a, \rho_1, m_1} \mathcal{L}(\rho, m, a, \rho_1, m_1, \phi^k, \psi^k) + \frac{1}{2\tau} \| \rho - \rho^{(k)} \|_{L^2}^2 + \frac{1}{2\tau} \| m - m^{(k)} \|_{L^2}^2 + \frac{1}{2\tau} \| a - a^{(k)} \|_{L^2}^2 \\
+ \frac{1}{2\tau} \| \rho_1 - \rho_1^{(k)} \|_{L^2}^2 + \frac{1}{2\tau} \| m_1 - m_1^{(k)} \|_{L^2}^2;
\]

\[
\left( \phi^{(k+1)}, \psi^{(k+1)} \right)
= \arg \max_{\phi, \psi} \mathcal{L}(\rho^{(k+1)}, m^{(k+1)}, a^{(k+1)}, \rho_1^{(k+1)}, m_1^{(k+1)}, \phi, \psi) - \frac{1}{2\sigma} \| \phi - \phi^{(k)} \|_{H^1}^2 - \frac{1}{2\sigma} \| \psi - \psi^{(k)} \|_{H^1}^2;
\]

\[
\left( \phi^{(k+1)}, \psi^{(k+1)} \right) = \left( 2\phi^{(k+1)} - \phi^{(k)}, 2\psi^{(k+1)} - \psi^{(k)} \right);
\]

\(k \leftarrow k + 1;\)

end while
4.2. Finite Difference Scheme of the control problem in the variational form. We consider the barotropic compressible Euler equation and discretize it using Lax–Friedrichs type of scheme. Consider the domain \( [0, 1] \times [0, 1] \) in space-time. Given \( N_x, N_t > 0 \), we have \( \Delta x = \frac{1}{N_x}, \Delta t = \frac{1}{N_t} \). For \( x_i = i\Delta x, t_l = l\Delta t \), define

\[
\begin{align*}
    u_i^l &= u(t_l, x_i), \\
    D_c(u)_i &= \frac{u_{i+1} - u_{i-1}}{2\Delta x}, \\
    \text{Lap}(u)_i &= \frac{u_{i+1} - 2u_i + u_{i-1}}{(\Delta x)^2}, \\
    D(a(Du))_{i}^{l+1} &= \frac{1}{\Delta x^2} \left( a_{i+1}^{l+1} + a_{i-1}^{l+1} \right) \left( u_{i+1}^{l+1} - u_i^{l+1} \right) - \frac{a_{i+1}^{l+1} + a_{i-1}^{l+1}}{2} \left( u_i^{l+1} - u_{i-1}^{l+1} \right).
\end{align*}
\]

The barotropic compressible Euler equation adapted from the Lax–Friedrichs scheme is as follows:

\[
\begin{align*}
    \frac{1}{\Delta t} \left( \rho_i^{l+1} - \rho_i^l \right) + D_c(m_i^{l+1} - c\Delta x\text{Lap}(\rho)_i^{l+1} = 0, \tag{16} \right.
\]

\[
\begin{align*}
    \frac{1}{\Delta t} \left( m_i^{l+1} - m_i^l \right) + D_c \left( \frac{m_2}{\rho} \right)_i^{l+1} + D_c(P(\rho))^{l+1} + D_c(\mu(\rho))^{l+1}a_i^{l+1} - \beta D \left( \mu(\rho)D \left( \frac{m}{\rho} \right) \right)^{l+1}_i
\end{align*}
\]

\[
\begin{align*}
    - c'\Delta x\text{Lap}(m)_i^{l+1} = 0, \tag{17}
\end{align*}
\]

for \( 1 \leq i \leq N_x, 0 \leq l \leq N_t - 1 \). And \( c, c' > 0 \) are artificial viscosity coefficients. We use the implicit scheme that fits the feedback structure of the optimal control problem. The discrete min-max problem is as follows:

\[
\min_{\rho, m, a, \rho_1, m_1, \phi, \psi} \max_{\phi, \psi} L(\rho, m, a, \rho_1, m_1, \phi, \psi),
\]

where

\[
\begin{align*}
    L(\rho, m, a, \rho_1, m_1, \phi, \psi) &= \Delta x\Delta t \sum_{1 \leq i \leq N_x} \sum_{1 \leq l \leq N_t} |a_i^l|^2 \mu(\rho_i^l) - \Delta t \sum_{1 \leq i \leq N_t} F(\rho_i^l, m_i^l) + \Delta x \sum_{1 \leq i \leq N_x} H(\rho_i^{N_t}, m_i^{N_t}) \\
    + \Delta x\Delta t \sum_{0 \leq i \leq N_t - 1} \sum_{1 \leq l \leq N_x} \left\{ \phi_i^l \left( \frac{1}{\Delta t} \left( \rho_i^{l+1} - \rho_i^l \right) + D_c(m_i^{l+1} - c\Delta x\text{Lap}(\rho)_i^{l+1}) \right) \\
    + \psi_i^l \left( \frac{1}{\Delta t} \left( m_i^{l+1} - m_i^l \right) + D_c \left( \frac{m_2}{\rho} \right)_i^{l+1} + D_c(P(\rho))^{l+1} \\
    + D_c(\mu(\rho))^{l+1}a_i^{l+1} - \beta D \left( \mu(\rho)D \left( \frac{m}{\rho} \right) \right)^{l+1}_i - c'\Delta x\text{Lap}(m)_i^{l+1} \right\} \right\}.
\end{align*}
\]
To verify that our proposed model solves the initial-value problem of BNS system, we consider this problem in $[0, \tau]$ and set the iteration number $N$ and maximal $H$. We set initial condition as follows with essentially no control, i.e.,

$$\text{The explicit scheme needs to satisfy the CFL condition, which leads to a very fine mesh in time. In this example, we set } N_x = 64, N_t = 256. \text{ The BNS system has } \mu(P) = 1, P'(P) = 0.1P^2, \beta = 0.1, c = 0.5, c' = 0.5. \text{ The numerical results from Figure 12 shows that our optimal control problem can successfully recover the initial value problem for the BNS system. Thanks to the implicit finite difference scheme, the optimal control problem allows larger step sizes in time. We expect that the computational complexity of our primal–dual approach will be lower than the explicit finite difference schemes as we refine the grid.}$$
4.4.1. Example 2. We consider a control problem of the BNS system where $\mu(\rho) = 1, P(\rho) = 0.1\rho^2, \beta = 0.1$. Numerical artificial viscosity $c = 0.5, c' = 0.5$. The initial conditions for density and momentum are

$$\rho_0(x) = 0.1 + 0.9\exp(-100(x - 0.5)^2), \quad m_0(x) = 0.$$ 

As for the control problem, we set $F = 0, \mathcal{H}(\rho_1, m_1) = \int_{\Omega} \rho_1(x) g(x) dx$. We test two cases: $g_1(x) = 0, g_2(x) = -0.1\exp(-100(x - 0.25)^2)$. In the first case, the optimal control problem will degenerate to the BNS equations without control; the solution $\rho, m$ will correspond to the original initial value problem. As for the second case, the final cost functional $\mathcal{H}$ we choose will make density concentrate around $x = 0.25$.

We can see from the numerical result in Figure 3 that with $\mathcal{H} = 0$, the density only diffuses in the first case; while in the second case a final cost functional is imposed at terminal time, the density moves towards $x = 0.25$ enforced by external control (from $a$).
4.4.2. Example 3. We consider a control problem of the BNS system where $\mu(\rho) = \rho$, $P(\rho) = 0.1\rho^2$, $\beta = 0.1$. Numerical artificial viscosity $c = 0.1, c' = 0$. The initial conditions for density and momentum are

$$\rho_0(x) = 1 + \exp(-100(x - 0.5)^2), \quad m_0(x) = 0.$$ 

We set $\mathcal{F}(\rho, m) = \int_\Omega c_F m^2 dx$, $\mathcal{H}(\rho_1, m_1) = \int_\Omega \rho_1(x)g(x)dx$, where $g(x) = 0.1 \sin(4\pi x)$. Similarly to the first example, the final cost functional makes the density move towards $x = \frac{3}{8}, \frac{7}{8}$. The term $\mathcal{F}(\rho, m)$ penalize the control system with large momentum for $c_F > 0$.

Figure 5, 6 present the density and momentum profile for the control problems. The density forms a similar shape both cases, with density concentrate more around $x = \frac{3}{8}, \frac{7}{8}$.
As for the momentum, the momentum in the second case $c_F = 2$ has a smaller magnitude in terms of $\max_{x,t} m(x,t)$.

**References**

[1] L. Ambrosio, N. Gigli and G. Savaré. *Gradient Flows in Metric Spaces and in the Space of Probability Measures*. Lectures in Mathematics ETH Zurich, Birkhauser Verlag, Basel, 2nd ed. 2008.

[2] J. Backhoff, G. Conforti, I. Gentil, and C. Leonard. The mean field Schrödinger problem: ergodic behavior, entropy estimates and functional inequalities. *Probability Theory and Related Fields*, 2020.

[3] J.D. Benamou and Y. Brenier. A Computational Fluid Mechanics Solution to the Monge-Kantorovich Mass Transfer Problem. *Numerische Mathematik*, 84(3):3750-393, 2000.
[4] P. Cardaliaguet, F. Delarue, J. Lasry, and P. Lions. The master equation and the convergence problem in mean field games. arXiv:1509.02505, 2015.

[5] J. A. Carrillo, S. Lisini, G. Savare and D. Slepcev. Nonlinear mobility continuity equations and generalized displacement convexity. Journal of Functional Analysis 258(4):1273-1309, 2009.

[6] A. Chambolle and T. Pock. A first-order primal-dual algorithm for convex problems with applications to imaging. J. Math. Imaging Vision., 40(1):120-145, 2011.

[7] Y. Chen, T. Georgiou, and M. Pavon. On the Relation Between Optimal Transport and Schrödinger Bridges: A Stochastic Control Viewpoint. J Optim Theory Appl, 169:671D691, 2016.

[8] C. Clason and T. Valkonen. Primal-dual extragradient methods for nonlinear nonsmooth PDE-constrained optimization. SIAM Journal on Optimization, 27(3):1314–1339, 2017.

[9] B. Desjardins, C. K. Lin. A survey of the Compressible Navier–Stokes equations Taiwanese J. Math., 3(2):123–137, 1999.

[10] J. Dolbeault, B. Nazaret, and G. Savare A new class of transport distances. Calculus of Variations and Partial Differential Equations, (2):193–231, 2009.

[11] L.C. Evans. A Survey of Entropy Methods for Partial Differential Equations. Bull. Amer. Math. Soc., 41, 409–438, 2004.

[12] K.O. Friedrichs and P. Lax. Systems of conservation equations with a convex extension. Proc. Nat. Acad. Sci. USA, Vol 68, No. 8, pp 1686–1688, 1971.

[13] Y. Gong, J. Zhao, and Q. Wang. Arbitrarily high-order unconditionally energy stable schemes for thermodynamically consistent gradient flow models. SIAM Journal on Scientific Computing, 42 (1), B135-B156, 2020.

[14] M. Huang, R.F. Malhame, and P. Caines. Large population stochastic dynamic games: closed-loop McKean-Vlasov systems and the Nash certainty equivalence principle. Communications in Information & Systems, 6(3):221-252, 2006.

[15] M. Jacobs, F. Léger, W. Li, and S. Osher. Solving Large-Scale Optimization Problems with a Convergence Rate Independent of Grid Size. SIAM J. Numer. Anal., 57(3), 1100–1123, 2019.

[16] J. M. Lasry, and P. L. Lions, Mean field games. Japanese Journal of Mathematics, 2, 229-260, 2007.

[17] P. Lax. Shock Waves and Entropy. Contributions to Nonlinear Functional Analysis, Proceedings of a Symposium Conducted by the Mathematics Research Center, the University of Wisconsin-Madison, April 12–14, 1971.

[18] F. Leger and W. Li. Hopf–Cole transformation via generalized Schrödinger bridge problem. Journal of Differential Equations, Volume 274, 788–827, 2021.

[19] R. J. LeVeque. Numerical methods for conservation laws, volume 132. Springer, 1992.

[20] W. Li, S. Liu, and S. Osher. Controlling conservation laws I: entropy-entropy flux. [arXiv:2111.05473] 2021.

[21] C. Liu. An Introduction of Elastic Complex Fluids: An Energetic Variational Approach. Multi-Scale Phenomena in Complex Fluids: Modeling, Analysis and Numerical Simulation, 2009.

[22] C. Liu, and Y. Wang. A variational Lagrangian scheme for a phase-field model: A discrete energetic variational approach. SIAM Journal on Scientific Computing, 42(6), B1541-B1569, 2020.

[23] F. Otto. The geometry of dissipative evolution equations: the porous medium equation. Communications in Partial Differential Equations, 26(1-2):101–174, 2001.

[24] C. Villani. Optimal Transport: Old and New. Number 338 in Grundlehren Der Mathematischen Wissenschaften. Springer, Berlin, 2009.

Email address: wuchen@mailbox.sc.edu

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF SOUTH CAROLINA, COLUMBIA

Email address: sitting6@ucla.edu

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, LOS ANGELES

Email address: sjo@math.ucla.edu
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, LOS ANGELES