Towards rigorous foundations for the natural-orbital representation of molecular electronic transitions
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This paper aims at introducing the formal foundations of the application of reduced density-matrix theory and Green’s function theory to the analysis of molecular electronic transitions. For this sake, their mechanics, applied to specific objects containing information related to the passage and the interference between electronic states — the difference and the transition density operators — are rigorously introduced in a self-contained way: After reducing the corresponding $N$-body operators (where $N$ is the number of electrons of the system) using an operator partial-trace procedure, we derive the kernel of the reduced one-body difference and transition density operators, as well as the matrix representation of these operators in a finite-dimensional one-particle-state basis. These derivations are done in first and second quantization for the sake of completeness — the two formulations are equivalently present in the literature —, and because second quantization is extensively used in a second part of the paper. Natural orbitals are introduced as appropriate bases for reducing the dimensionality of the problem and the complexity of the analysis of the transition phenomenon: Natural-orbital representation of density operators are often used as a tool to characterize the nature of molecular electronic transitions, so we suggested with this contribution to revisit their theoretical foundations in order to better understand the origin and nature of these tools.
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I. Introduction

Light-matter interaction is ubiquitous in nature. The light-capture or emission phenomena have been extensively discussed in the scientific literature for years. In particular, excited-state electronic-structure theory has taken an increasingly advantageous place in the theoretical community. However, the process by which an electromagnetic wave will interact with the electronic cloud of a physical system is very complex, and plenty of methods are proposed for computing the excited states of molecules. For molecular systems, they can be derived using the wavefunction [1–4], the electron density [5–8], the one-body reduced density matrix [9], or the Green function [10–13] as a central object of interest. Moreover, the light-matter interaction model itself — how does light interact with matter — is the object of many fascinating scientific discussions.

Amongst the quantities and objects of interest in this framework, one obviously thinks about the electronic-transition energy. Indeed, there is a big deal in accurately reproducing and predicting absorption spectra: optical absorption/emission frequency and relative intensity, band shapes, etc. Accounting for the reciprocal dynamical effect of the environment (solvent, interface, amino acids, nucleic acids, etc.) on chromophore, and the dynamical motion of a chromophore and its surroundings is also a very challenging task. What will retain our attention in this contribution is the way light-matter interaction polarizes the electronic cloud of a molecular system: how is the electronic-structure of a molecule reorganized upon light-absorption or emission?

The model for such a description varies according to the nature of the system of interest — what happens in solid state and in finite-dimensional systems is not yet described in a fully unified way — though tentatives for reconciliating the two worlds start to arise [14] —, and according to the framework for the excited-state computation.

In this context, a bench of tools is available for performing qualitative [15–22] and quantitative analyses [22–27] of molecular electronic transitions. The most used ones are one-electron density functions and one-electron wavefunctions (spinorbitals), for they are easy to manipulate theoretically, and to visualize. In this contribution, we will revisit the basic foundations of two increasingly used analysis paths: one takes its origin in the one-electron difference density matrix [15, 24, 28, 29], and the other one arises from the definition of a one-electron transition density matrix [15, 24, 29, 30]. Since we think there exists vocabulary ambiguities relatively to these two frameworks — what is the difference between the one-electron reduced (difference or transition) density operator, kernel, matrix, and function? — we will reconstruct all these objects from the very fundamental density-operator and Green’s function scheme.

A discussion will follow relatively to the physical content of these objects, and a comparison will be established between the two characterization paths — what does a tool provide that cannot be derived from the other one? What are the interpretation limits of these objects? In particular, we will focus much of our attention on the role of natural transition orbitals [31] in molecular quantum mechanics.

With this, we hope to provide the reader with a clear and exhaustive picture of the difference- and transition-density frames. Technical details are intentionally brought to the reader for the sake of completeness and for facilitating self-derivation.
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II. Hypotheses and notations

In this contribution we will consider $N$-electron molecular systems. For any electronic quantum state considered below, the $N$ electrons are distributed in $K$ complex-valued one-electron wavefunctions ($K \geq N$) defined on $S_i := \mathbb{R}^3 \times \{\uparrow, \downarrow\}$.

We therefore define two integer intervals:

$$ I := [1, N], $$

$$ C := [1, K]. $$

Let the $N$-electron system be decomposed into two subsystems: a one-electron subsystem $S_i$ (with $i \in I$), and a $(N - 1)$-electron subsystem $S_{I \setminus \{i\}}$. As we will see, the choice of $i$ is purely arbitrary due to the fact that electrons are indistinguishable. Let $S_i$ be a $K$-dimensional state space corresponding to $S_i$ with

$$ K := \langle |k_p\rangle \rangle_{p \in [1, K]}, $$

a one-particle-state orthonormal basis of $S_i$. Its linear span, $K$, is defined as

$$ K := \text{span}(K) = \left\{ \sum_{q=1}^{K} \lambda_q |k_q\rangle : \langle \lambda_q | \in C \right\} \subset \mathbb{C}^{1 \times K}. $$

Let $S_{I \setminus \{i\}}$ be a $W$-dimensional state space corresponding to $S_{I \setminus \{i\}}$, with

$$ W := \langle |w_p\rangle \rangle_{p \in [1, W]} $$

an $(N - 1)$-particle-state orthonormal basis of $S_{I \setminus \{i\}}$, and $W$ the linear span of $W$.

In this contribution we will consider an orthonormal basis of $(M+1)$ molecular electronic states,

$$ S := \langle |v_m\rangle \rangle_{m \in [0, M]} $$

We then set the integer interval corresponding to the numbering of the states in the $S$ basis:

$$ S := [0, M] $$

and we define $S$ as the linear span of $S$. We also assume that the $N$-electron quantum states in $S$ satisfy

$$ \forall i \in I, \forall q \in S, |\psi_i\rangle \in S_i \otimes S_{I \setminus \{i\}}. $$

Let

$$ \langle |k_p\rangle \otimes |w_q\rangle \rangle_{(p,q) \in [1, K] \times [1, W]} $$

be a basis of $S_i \otimes S_{I \setminus \{i\}}$.

III. One-body reduced difference and transition density objects

For every $(\ell, m)$ in $S^2$, we set the $N$-body state difference

$$ \hat{\Delta}_N^{\ell, m} := |\psi_m\rangle \langle \psi_m| - |\psi_\ell\rangle \langle \psi_\ell| $$

and the $N$-body transition (sometimes called state-transfer)

$$ \hat{T}_N^{\ell, m} := |\psi_m\rangle \langle \psi_\ell| $$

density operators. Both the $N$-body state difference and the $N$-body transition density operators are linear maps from the space of $N$-electron states to itself. Note that the latter could be rewritten $\hat{T}_N^{(\psi_\ell)\rightarrow(\psi_m)}$ for preventing any confusion with its dual map acting in $S^*$, i.e.,

$$ |\psi_\ell\rangle \langle \psi_m| = \hat{T}_N^{(\psi_\ell)\rightarrow(\psi_m)} = \left(\hat{T}_N^{(\psi_\ell)\rightarrow(\psi_m)}\right)^\dagger. $$

The choice to work in $S$ or in $S^*$ is arbitrary and author-dependent — though the choice is usually not made explicit. Note however that $S$ is a space of quantum-state vectors, while $S^*$ is a space of linear functionals, which justifies our initial convention. For the sake of readability, we will keep our original notation.

The restriction of the difference-density operator on $S$ has a matrix representation in the $S$ basis,

$$ M \left( \hat{\Delta}_N^{\ell, m} \right)_{S, S}, $$

that is diagonal, with

$$ \forall (r, s) \in S^2, \langle \psi_r | \hat{\Delta}_N^{\ell, m} | \psi_s \rangle = \delta_{r,s} (\delta_{s,m} - \delta_{s,\ell}) $$

where $\delta_{\cdot, \cdot}$ is Kronecker’s delta. In other words, the only two non-zero occupation numbers are $(+1)$ for the arrival state, and $(-1)$ for the departure state.

In what follows, we will expose the machinery to reach, in first and second quantization, the one-body reduced difference and transition density operators, kernel, and matrix representations in the $K$ basis. Since the machinery in first quantization is common for the two types (difference and transition) of operators, we will provide a single derivation procedure, and the fact that it can be applied to both difference and transition operators will be highlighted by the $\lambda$ symbol: if one replaces $\lambda$ by $\Delta$ (respectively, $T$) in what follows, the procedure leads to the one-body reduced difference (respectively, transition) density operators, kernel and matrix representation in the $K$ basis.

A. First quantization

Given a special — arbitrary — numbering of the electrons, the partial trace of the $N$-body difference ($\lambda = \Delta$) and transition ($\lambda = T$) density operators where contributions of $(N - 1)$ electrons are traced out, leaving only the contribution of the $i$th electron, reads

$$ \hat{\Delta}_{1,i}^{\ell, m} := \text{tr}_{S_{I \setminus \{i\}}} \left( \hat{\Delta}_N^{\ell, m} \right). $$

Since the $N$ electrons are indistinguishable, there exist $N$ such decompositions. The total one-electron difference and transition density operators are both a sum of every single-electron contribution

$$ \hat{\Delta}_1^{\ell, m} := \sum_{i \in I} \text{tr}_{S_{I \setminus \{i\}}} \left( \hat{\Delta}_N^{\ell, m} \right). $$

In order to understand the meaning of the partial trace in the context of density operators analysis, we
apply it to any $N$-body pure state difference and transition density operator. Again, the $N$-body system can be decomposed into two electron subsystems $S_i$ and $S_{I\setminus i}$ (with $i \in I$). The $N$-electron spatial-spin coordinates

$$(s) = (s_i)_{i \in I}$$

can be separated into a one-electron tuple of spatial-spin coordinates for the $i^{th}$ electron, $(s_i)$, and an $(N - 1)$-electron tuple of spatial-spin coordinates $(s_{-i})$, where

$$(s_{-i}) = (s_i)_{i \in I \setminus \{i\}}.$$ Consider $(1 < i < N)$. Then,

$$(s_{-i})_{i \in I \setminus \{i\}} = (s_1, \ldots, s_{i-1}, s_{i+1}, \ldots, s_N),$$

and the product of any $N$-electron wavefunction value with the complex conjugate of any other $N$-electron wavefunction value, e.g., for any $(a, b)$ in $S^2$,

$$\psi_a(s_1, \ldots, s_i, \ldots, s_N)\bar{\psi}_b(s'_1, \ldots, s'_i, \ldots, s'_N),$$

is equal to

$$(1)^{i-1}\psi_a(s_1, s_i, s_{i+1}, \ldots, s_N)\times(1)^{i-1}\bar{\psi}_b(s'_1, s'_i, \ldots, s'_{i+1}, \ldots, s'_N),$$

i.e., since $(1)^{i-1}(1)^{i-1} = (1)^{2(i-1)} = 1,$

$$\psi_a(s_1, \ldots, s_i)\bar{\psi}_b(s'_1, \ldots, s'_N).$$

This naturally extends to $(1 \leq i \leq N)$. This more compact notation will be used in the remaining of this contribution.

In what follows, $|S_i : s_i\rangle$ and $|S_j : A\rangle$ (for instance) represent the states in which the system $S_j$ is characterized by the $s_i$ spatial-spin-coordinate values in the first case and by the value $A$ of a property in the second case. We can write $|S_i : k_p\rangle$, the state in which the $S_i$ system is in the $|k_p\rangle$ state, and is described by the $k_p$ wavefunction. We have

$$\langle S_i : s_i | S_i : k_p\rangle = (s_i | k_p) = k_p(s_i),$$

and an application of the closure relationship in the one-particle-state space

$$|k_p\rangle = \int_{S_4} d s_0 \langle s_0 | k_p\rangle = \int_{S_4} d s_0 \langle s_0 | k_p\rangle .$$

This is obviously also true beyond the case of one-particle states. Note that in this contribution, integration on $S_4$ is understood as the combination of an integration on $\mathbb{R}^3$ and a sum on the spin-projection values (up "↑" or down "↓") since the one-particle states are defined on $S_4$, which is the Cartesian product between a continuous basis and a discrete basis. This consideration is also true below when we perform summation-integration on many-body states.

According to (1), the two $\tilde{\Lambda}^{\text{sym}}$ operators can be rewritten

$$\tilde{\Lambda}^{\text{sym}} = \int_{S_4} ds_i \int_{S_{-4}} ds_{-i} \int_{S_4'} ds_{-i} \int_{S_{-4}} ds'_{-i} O_\lambda(s_i, s_{-i}; s'_i, s'_{-i})$$

with the $\tilde{O}_\lambda$ operator expression being

$$\tilde{O}_\lambda(s_i, s_{-i}; s'_i, s'_{-i}) = \psi_\lambda^{\text{sym}}(s_i, s_{-i}; s'_i, s'_{-i}) \times |S_i : s_i; S_{I\setminus i} : s_{-i}\rangle \langle S_i : s'_i; S_{I\setminus i} : s'_{-i}| .$$

In (2), two integrations are performed over $S_4$, and two are performed over $S_{-4}$, which is defined as

$$S_{-4} := \mathbb{R}^3 \times \{\uparrow, \downarrow\}^{(N-1)}.$$ In the expression of $\tilde{O}_\lambda$ given above, we see that if we perform the ($\lambda = \Delta$) substitution, we find

$$\psi_\lambda^{\Delta} = \psi_\mu(s_i, s_{-i})\psi_\nu(s'_i, s'_{-i}) - \psi_\nu(s_i, s_{-i})\psi_\mu(s'_i, s'_{-i}),$$

and if we rather perform the ($\lambda = T$) substitution, we obtain

$$\psi_\lambda^{T} = \psi_\mu(s_i, s_{-i})\psi_\nu(s'_i, s'_{-i}).$$

Note that the ket and the bra can be rewritten as Kronecker tensor products

$$|S_i : s_i; S_{I\setminus i} : s_{-i}\rangle = |S_i : s_i\rangle \otimes |S_{I\setminus i} : s_{-i}\rangle,$$

$$\langle S_i : s_i; S_{I\setminus i} : s_{-i}| = \langle S_i : s_i| \otimes \langle S_{I\setminus i} : s_{-i}| .$$

The scalar product of two Kronecker tensor products obey certain rules. For instance, the following scalar product

$$\langle \langle A | \otimes \langle B | \rangle | S_i : A \rangle \otimes | S_i : B\rangle, \rangle,$$

corresponds to

$$\langle \langle A | ; \langle B | \rangle \rangle \langle S_i : A \rangle \langle S_i : B\rangle = \langle A | \langle B | \rangle .$$

These considerations easily extend beyond the simple case of the Kronecker tensor product of two one-particle states.

With this in hand, we will now provide rules for going from the one-electron reduced difference and transition density operators to their corresponding spatial-spin representation (the kernels) and finite-dimensional matrix representations in the $K$ basis.

Any $g \times h$ element (with $(g, h) \in [1, K]^2$) of the matrix representation in the $K$ basis of the restriction on $K$ of the $\tilde{\Lambda}^{\text{sym}}$ operators, i.e.,

$$\gamma_{i,\ell,t-m}^\lambda : M \left( \tilde{\Lambda}_i^{\text{sym}} | k_p, K \right) ,$$

is obtained after tracing out electrons — except the $i^{th}$ one — from the operator:

$$\gamma_{i,\ell,t-m}^\lambda = \langle S_i : k_g | \tilde{\Lambda}_i^{\text{sym}} | S_i : k_h \rangle ,$$

where we find the expression for the reduction of the individual-electron difference and transition density operators on $K$, which reads

$$\tilde{\lambda}_{i,\ell,t-m}^\lambda := \text{tr}_{S_{I\setminus i}} \left( \tilde{\lambda}_N^{\text{sym}} | S_{I\setminus i} \right) = \left[ \text{tr}_{S_{I\setminus i}} \left( \tilde{\lambda}_N^{\text{sym}} \right) \right] | K \rangle .$$

The expression of the $g \times h$ matrix element above can be detailed: we obtain, from the definition of the partial trace of an operator,

$$\gamma_{i,\ell,t-m}^\lambda = \sum_{r=1}^w \langle\langle S_i : k_g | \otimes \langle S_{I\setminus i} : w_r | \rangle | \chi_{i,h,r}^{\text{sym}} \rangle .$$
where we have introduced the following shorthand notation:
\[ |\lambda_{\ell,m}^\gamma\rangle = \langle \xi | (\xi \otimes |\lambda_{\ell,m}^\gamma\rangle).\]

In order to detail the expression of the matrix element, we will insert the expression of the full operator, \(\hat{\lambda}_{\ell,m}^\gamma\), obtained in equation (2). This provides us with the following expression:
\[
(\gamma_{i,\ell,m})_{g,h} = \sum_{r=1}^{W} \int_{S_4} ds_i \int_{S_{-4}} ds_i' \int_{S_4} ds_i'' \int_{S_{-4}} ds_i''' \psi_{\ell,m}(s_i, s_{-i}; s_i', s_{-i}')(s_i''', s_{-i}'')'(s_i', s_{-i}) \times \psi_{\ell,m}(s_i, s_{-i}; s_i', s_{-i}').
\]

Using the rules for the scalar product of two Kronecker tensor product states we have briefly discussed above in the general case, we find
\[
(\gamma_{i,\ell,m})_{g,h} = \gamma_{i,\ell,m}^\lambda (s_i, s_{-i}; s_i', s_{-i}').
\]

with \(q = (g, h, \ell, m)\), and the expression for \(Q^\lambda\):
\[
Q^\lambda(s_i, s_{-i}; s_i', s_{-i}') = \sum_{r=1}^{W} k_r^\gamma(s_i) w_r(s_{-i}) k_r^\gamma(s_i') w_r(s_{-i}')(s_i', s_{-i}')(s_i, s_{-i}).
\]

Recalling equation (1) and that, in \(K\), we can use a discrete closure relationship using the elements of the \(K\) basis to write
\[
\forall s_i \in S_4, |s_i\rangle = \sum_{j=1}^{K} |k_j\rangle \langle k_j|s_i\rangle,
\]

reminding also that in the one-particle spatial-spin basis, we have the following relationship that holds
\[
\forall (s_i, s_i') \in (S_4)^2, \langle s_i'|s_i\rangle = \delta(s_i' - s_i),
\]

where \(\delta\) is Dirac’s delta distribution, we find that
\[
\delta(s_i' - s_i) = \sum_{j=1}^{K} (s_i'|k_j\rangle \langle k_j|s_i\rangle = \sum_{j=1}^{K} \int_{S_4} ds_p \int_{S_4} ds_q (s_i'|s_p\rangle \langle s_q|s_i\rangle k_j(s_p) k_j^*(s_q).
\]

Simplifications are then straightforward according to what precedes, and we conclude that, under the same conditions,
\[
\delta(s_i' - s_i) = \sum_{j=1}^{K} k_j(s_i') k_j^*(s_i).
\]

Similar considerations in \(W\) lead to
\[
\forall (s_{-i}, s_{-i}') \in (S_{-4})^2, \delta(s_{-i} - s_{-i}') = \sum_{r=1}^{W} w_r^*(s_{-i}) w_r(s_{-i}').
\]

Accordingly, the expression for \(Q^\lambda\) we have met above can first be rearranged
\[
Q^\lambda(s_i, s_{-i}; s_i', s_{-i}') = \sum_{r=1}^{W} w_r^*(s_{-i}) w_r(s_{-i}')(s_i', s_{-i}')(s_i, s_{-i}) k_r^\gamma(s_i) k_r^\gamma(s_i') k_r^\gamma(s_i') w_r(s_{-i}')(s_i', s_{-i}')(s_i, s_{-i}).
\]

We then find the following final expression for the matrix elements \([g, h] \in [1, K]^2\):
\[
(\gamma_{i,\ell,m})_{g,h} = \int_{S_4} ds_i \int_{S_4} ds_i' k_r^\gamma(s_i) k_r^\gamma(s_i') \gamma_{i,\ell,m}^\lambda (s_i, s_{-i}; s_i', s_{-i}')(s_i', s_{-i}')(s_i, s_{-i}).
\]

with
\[
\gamma_{i,\ell,m}^\lambda (s_i, s_{-i}; s_i', s_{-i}) = \int_{S_4} ds_{-i} \psi_{\ell,m}^\lambda (s_i, s_{-i}; s_i', s_{-i}').
\]

Notice the bold Greek letter for the matrix representations in the \(K\) basis, and the unbold Greek letter for what we call the kernels. We are now interested in the corresponding total one-electron reduced difference and transition density operators:
\[
\gamma_{\ell,m}^\lambda = \sum_{i=1}^{N} \gamma_{i,\ell,m}^\lambda.
\]

Therefore, we have that the elements of the matrix representation of these operators in the \(K\) basis have the following expression: for every \((g, h)\) in \([1, K]^2\), we have
\[
\langle S_i : k_g | \gamma_{\ell,m}^\lambda | S_i : k_h \rangle = \sum_{i=1}^{N} \langle S_i : k_g | \gamma_{i,\ell,m}^\lambda | S_i : k_h \rangle.
\]

If we denote the total one-electron reduced difference and transition density matrices in the \(K\) basis by
\[
\gamma_{\ell,m}^\lambda = \mathcal{M} \left( \gamma_{i,\ell,m}^\lambda | K \right),
\]

we have
\[
\gamma_{\ell,m}^\lambda = \sum_{i=1}^{N} \gamma_{i,\ell,m}^\lambda.
\]
However, according to the fact that the $N$ electrons of the molecular system are undistinguishable, we immediately find that the expression for the matrix representation of the one-electron reduced difference and density operators in the $K$ basis is strictly independent of the electrons numbering. In other words, 
\[
\forall (i, j) \in I^2, \gamma_{\ell=\tau \rightarrow m}^\lambda = \gamma_{\ell=\tau \rightarrow m}^\lambda.
\]

We therefore conclude that all the terms in the sum in the right-hand side of (7) are equal, and 
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda = N \gamma_{\ell=\tau \rightarrow m}^\lambda.
\]

For the matrix elements, we find, for every $(g, h)$ in $[1, K]^2$, 
\[
(\gamma_{\ell=\tau \rightarrow m}^\lambda)_{g,h} = \int_{S_4} ds_1 \int_{S_4} ds_2 \gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_2) k_h(s_1),
\]
which allows to introduce two important objects: 
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = N \int_{S_4} ds \psi_{\ell=\tau \rightarrow m}^\lambda (s_1, s_{-1}; s_1', s_{-1}),
\]
i.e., the total one-body reduced difference ($\lambda = \Delta$) and transition ($\lambda = T$) density kernels.

We have just derived the expression of the one-electron reduced difference and transition density matrix elements by integrating the product of the corresponding kernels with two spinorbitals. In what follows, we establish the expression of the kernel from the matrix elements: We can rewrite the kernels values using Dirac’s delta distributions according to: 
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = \int_{S_4} ds_1 \int_{S_4} ds_2 \gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_2) \delta(s_1 - s_1') \delta(s_1 - s_2).
\]
Inserting twice the (4) relationship, we get the following expressions for the kernels values:
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = \int_{S_4} ds_1 \int_{S_4} ds_2 \gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_2) \delta(s_1 - s_1') \sum_{r=1}^K k^r_p(s_2) k^r_{s_1}.
\]
Rearranging the sums and integrating gives the following result:
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = \sum_{r=1}^K \sum_{s=1}^K (\gamma_{\ell=\tau \rightarrow m}^\lambda)_{r,s} k^r_{s_1} k^r_p(s_2).
\]
where we find for every $(r, s)$ in $[1, K]^2$ the expression for the matrix elements we met in (8).

We deduce now that any one-body reduced difference or transition kernel value is an element of the matrix representation of $\gamma_{\ell=\tau \rightarrow m}^\lambda$:
\[
(\gamma_{\ell=\tau \rightarrow m}^\Delta)_{r,s} = \int_{S_4} ds_1 \int_{S_4} ds_2 [k^p_r(s_1) k^s_q(s_1')] \times (\gamma_{\ell=\tau \rightarrow m}^\lambda)_{r,s} k^r_{s_1} k^s_q(s_1),
\]
and we deduce for the matrix elements
\[
(\gamma_{\ell=\tau \rightarrow m}^\Delta)_{p,q} = \sum_{r=1}^K \sum_{s=1}^K (\gamma_{\ell=\tau \rightarrow m}^\Delta)_{r,s} k^r_{s_1} k^s_q(s_1),
\]
and in the spatial-spin representation:
\[
\forall (s_1, s_1') \in (S_4)^2, \gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = \langle s_1 | \gamma_{\ell=\tau \rightarrow m}^\lambda | s_1' \rangle
\]
and that any one-body reduced difference or transition density matrix element is an element of the matrix representation of $\gamma_{\ell=\tau \rightarrow m}^\lambda$ in the $K$ basis:
\[
\forall (p, q) \in C^2, (\gamma_{\ell=\tau \rightarrow m}^\Delta)_{p,q} = \langle k_p | \gamma_{\ell=\tau \rightarrow m}^\Delta | k_q \rangle.
\]
Writing $(s_1) = (r_1, s_1)$ and $(s_1') = (r_1', s_1')$, we can trace out the spin from the kernel
\[
\gamma_{\ell=\tau \rightarrow m}^\lambda (r_1; r_1') = \sum_{\sigma \in \{\Downarrow, \Uparrow\}} \sum_{\sigma' \in \{\Downarrow, \Uparrow\}} \gamma_{\ell=\tau \rightarrow m}^\lambda (r_1, \sigma; r_1', \sigma')
\]
The one-electron reduced difference and transition spatial density functions are then defined with the following expression:
\[
\psi_{\ell=\tau \rightarrow m}^\lambda (r_1) = \int_\mathbb{R} d r'_1 \delta(r_1 - r_1') \gamma_{\ell=\tau \rightarrow m}^\lambda (r_1; r_1')
\]
(12)

Note that setting simultaneously ($\lambda = T$) and ($\ell = m$) in (6), in (7), in (9), and in (12) gives the state one-electron reduced density operator, matrix, kernel, and spatial density function, respectively.

**Proposition III.A.1 All the $\gamma_{\ell=\tau \rightarrow m}^\Delta$ matrices are Hermitian.**

**Proof.** We start by proving that 
\[
\forall (\ell, m) \in \mathbb{S}^2, \forall (s_1, s_1') \in (S_4)^2, (\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1; s_1'))^* = [\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1' ; s_1)]^*.
\]
For this sake, we first notice that if we set ($\lambda = \Delta$), ($i = 1$), and ($s_{-1} = s_{-1}'$) in (3),
\[
\psi_{\ell=\tau \rightarrow m}^\Delta (s_1, s_{-1}; s_1', s_{-1}') = [\psi_{\ell=\tau \rightarrow m}^\Delta (s_1' ; s_1, s_{-1}; s_1, s_{-1})]^*
\]
Reporting this in (9) leads to kernel values identity above. Hence, for every $(p, q) \in C^2$, we have 
\[
\int_{S_4} ds_1 \int_{S_4} ds_2 k^r_p(s_1) \left( (\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1; s_1') - [\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1' ; s_1)]^* \right) k^s_q(s_1') = 0
\]
Using (10) we can rewrite $[\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1' ; s_1)]^*$ as
\[
[\gamma_{\ell=\tau \rightarrow m}^\Delta (s_1' ; s_1)]^* = \sum_{r=1}^K \sum_{s=1}^K (\gamma_{\ell=\tau \rightarrow m}^\Delta)_{r,s} k^r_{s_1} k^s_{s_1'},
\]
and we deduce for the matrix elements
\[
(\gamma_{\ell=\tau \rightarrow m}^\Delta)_{p,q} = \sum_{r=1}^K \sum_{s=1}^K (\gamma_{\ell=\tau \rightarrow m}^\Delta)_{r,s} k^r_{s_1} k^s_q(s_1'),
\]
and in the spatial-spin representation:
\[
\forall (s_1, s_1') \in (S_4)^2, \gamma_{\ell=\tau \rightarrow m}^\lambda (s_1; s_1') = \langle s_1 | \gamma_{\ell=\tau \rightarrow m}^\lambda | s_1' \rangle
\]
and that any one-body reduced difference or transition density matrix element is an element of the matrix representation of $\gamma_{\ell=\tau \rightarrow m}^\lambda$ in the $K$ basis:
\[
\forall (p, q) \in C^2, (\gamma_{\ell=\tau \rightarrow m}^\Delta)_{p,q} = \langle k_p | \gamma_{\ell=\tau \rightarrow m}^\Delta | k_q \rangle.
\]
Since this is true for every \((p, q)\) in \(C^2\), we complete the proof:

\[
\forall (\ell, m) \in S^2, \quad \mathcal{M} (\hat{\gamma}_{\ell \rightarrow m}^K, K) \in \text{Herm}_K
\]

where \(\text{Herm}_K\) is used to denote the set of every \(K\)-dimensional Hermitian matrix.

Note that this is also true for the state one-electron reduced density matrices. On the other hand, we cannot state that the one-electron reduced transition density matrices \(\gamma_{\ell \rightarrow m}\) satisfy this condition when \(\ell\) is different from \(m\).

### B. Second quantization

Since second quantization is often used in the literature in this context, we are going to derive the one-electron reduced difference and transition operators, matrices and kernels using a second quantization formulation of our problem. A short comment will be also given relatively to the notations used in the literature.

When acting in \(S\), a product of second quantization operators such as \(\hat{k}_p^\dagger \hat{k}_q\) reads

\[
\hat{k}_p^\dagger \hat{k}_q := \sum_{i \in I} (|S_i : k_p\rangle \langle S_i : k_q| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}})
\]

with \(\hat{k}_p^\dagger\) creating an electron in state \(|k_p\rangle\) and \(\hat{k}_q\) annihilating an electron in state \(|k_q\rangle\), and

\[
\hat{\mathbb{1}}_{S_{\ell \setminus i}} := \sum_{j = 1}^W |S_{\ell \setminus i} : w_j\rangle \langle S_{\ell \setminus i} : w_j|.
\]

We have basically introduced the one-particle excitation operator in second quantization in an orthonormal basis. Note that the orthonormality of the basis is a crucial parameter that we account for during all this section of the paper.

Let \(\hat{\Gamma}(s_1; s'_1)\) denote

\[
\sum_{i \in I} (|S_i : s'_1\rangle \langle S_i : s_1| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}}).
\]

Inserting twice the closure relationship (1) allows to rewrite it into

\[
\sum_{i \in I} \sum_{p=1}^{K} \sum_{q=1}^{K} \langle k_p^*(s'_1) k_q(s_1) | S_i : k_p \rangle \langle S_i : k_q | \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}} \rangle
\]

which leads us to the conclusion that

\[
\hat{\Gamma}(s_1; s'_1) = \sum_{p=1}^{K} \sum_{q=1}^{K} k_p^*(s'_1) k_q(s_1) \hat{k}_p^\dagger \hat{k}_q.
\]

This operator will be of seminal importance in the following derivations: we are going to use its matrix representation in the \(S\) basis to derive the one-electron reduce difference and transition density matrices.

Before that, we introduce two second-quantization operators, the so-called field operators:

\[
\hat{\Psi}^\dagger(s'_1) = \sum_{p=1}^{K} k_p^*(s'_1) \hat{k}_p^\dagger
\]

which creates an electron in state \(|s'_1\rangle\), and

\[
\hat{\Psi}(s_1) = \sum_{q=1}^{K} k_q(s_1) \hat{k}_q
\]

which annihilates an electron in state \(|s_1\rangle\). It immediately comes that

\[
\hat{\Gamma}(s_1; s'_1) = \hat{\Psi}^\dagger(s'_1) \hat{\Psi}(s_1).
\]

This operator is called the time-independent two-point field correlation operator.

**Proposition III.B.1** For every \((\ell, m)\) in \(S^2\), we have

\[
\forall (s_1, s'_1) \in (S_4)^2, \quad \langle \psi_m | \hat{\Gamma}(s_1; s'_1) | \psi_m \rangle = \gamma^T_{\ell \rightarrow m}(s_1; s'_1).
\]

**Proof.** We first insert the definition of \(\hat{\Gamma}(s_1; s'_1)\):

\[
\langle \psi_m | \hat{\Gamma}(s_1; s'_1) | \psi_m \rangle = \sum_{i \in I} \langle \psi_i | (|S_i : s'_1\rangle \langle S_i : s_1| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}}) | \psi_m \rangle
\]

which transforms into

\[
\langle \psi_m | \hat{\Gamma}(s_1; s'_1) | \psi_m \rangle = \sum_{i \in I} \int_{S_{\ell \setminus i}} \int_{S_{\ell \setminus i}} \int_{S_{\ell \setminus i}} \int_{S_{\ell \setminus i}} \psi_i^T(s'_1, s'_{-1}) \psi_i(s_1, s_{-1}) \times
\]

\[
\langle S_i : s'_1 | \langle S_i : s_1| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}} \rangle \langle S_i : s'_1 | \langle S_i : s_1| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}} \rangle \langle S_i : s_1| \otimes \hat{\mathbb{1}}_{S_{\ell \setminus i}} \rangle \rangle
\]

Closure relationship in the \(W\) basis reduces the square brackets in the last line, which leads to

\[
\langle \psi_i | \hat{\Gamma}(s_1; s'_1) | \psi_m \rangle = \sum_{i \in I} \int_{S_{\ell \setminus i}} \psi_i^T(s_1, s_{-1}; s'_1, s'_{-1})\psi_m(s_1, s_{-1}).
\]
Notice that \((s_1, s_{-1})\) means that the \(i^{th}\) electron is described by coordinate \(s_1\) and the remaining system is described by \(s_{-1}\), so \(s_1\) does not necessarily correspond to the coordinate of electron 1.

Since only the diagonal elements for the coordinates of the \(S_{\ell,\ell}\) elements are considered, the partitioning of the system is the same when described by \(\psi_\ell\) and by \(\psi_m\); since electrons are undistinguishable, all the terms in the sums above are equal, leading to

\[
\langle \psi_\ell | \hat{\Gamma}(s_1; s_1') | \psi_m \rangle = N \int d s_{1-1} \psi_{\ell,m}(s_1, s_{-1}; s_1', s_{-1}) = \gamma_{\ell,m}(s_1; s_1').
\]

If we now turn to the alternative definition of the time-independent two-point field correlation operator in (13), the \(\ell \times m\) element of its matrix representation in the \(S\) basis reads

\[
\gamma_{\ell,m}^T(s_1; s_1') = \sum_{p=1}^K \sum_{q=1}^K k_p^*(s_1') k_q(s_1) \langle \psi_\ell | \hat{k}_p \hat{k}_q | \psi_m \rangle.
\]

For every \((r, s)\) in \(C^2\), we have, according to (8),

\[
(\gamma_{\ell,m}^T)_{r,s} = \int_{S_1} ds_1 \int_{S_4} ds'_4 k_r^*(s_1') k_s(s_1') \gamma_{\ell,m}^T(s_1; s_1') = \langle \psi_\ell | \hat{k}_r^{\dagger} \hat{k}_s | \psi_m \rangle. \tag{14}
\]

Setting \((\ell = m)\) there, we find the state density matrix elements. Therefore, knowing that for every \((\ell, m)\) in \(S^2\) and for every \((r, s)\) in \(C^2\) we have

\[
(\gamma_{\ell,m}^A)_{r,s} = (\gamma_{m,m}^T)_{r,s} - (\gamma_{\ell,\ell}^T)_{r,s},
\]

we conclude that the one-electron reduced difference density matrix elements in second quantization read

\[
(\gamma_{\ell,m}^A)_{r,s} = \langle \psi_m | \hat{k}_r^{\dagger} \hat{k}_s | \psi_m \rangle - \langle \psi_\ell | \hat{k}_r^{\dagger} \hat{k}_s | \psi_\ell \rangle. \tag{15}
\]

The second-quantized expression of the matrix elements in (14) and (15) can be directly introduced in (11) to get the second-quantized expression of the one-electron reduced transition and difference density operators, respectively. We also have (15) can be introduced in (10) to get the \((\ell \to m)\) one-electron reduced difference density kernel, which can also be written

\[
\gamma_{\ell,m}^A(s_1; s_1') = \langle \psi_m | \hat{\Gamma}(s_1; s_1') | \psi_m \rangle - \langle \psi_\ell | \hat{\Gamma}(s_1; s_1') | \psi_\ell \rangle.
\]

Finally, note that a very common practice is to consider kind of writing:

\[
(\gamma_{\ell,m}^T)_{r,s} = \langle \psi_\ell | \hat{k}_r^{\dagger} \hat{k}_s | \psi_m \rangle,
\]

and accordingly for the state \((\ell = m)\) one-electron reduced density matrices, and for the one-electron reduced difference density matrices. The reason why this is a very common practice is explained hereafter: in our developments, if one considers

\[
[\gamma_{\ell,m}^T(s_1; s_1')]^* = \gamma_{\ell,m}^T(s_1'; s_1),
\]

rather than \(\gamma_{\ell,m}^T\), this leads, for every \((r, s)\) in \(C^2\), to

\[
(\gamma_{m,\ell}^T)_{r,s} = \langle \psi_m | \hat{k}_r^{\dagger} \hat{k}_s | \psi_\ell \rangle = \langle \psi_\ell | \hat{k}_r^{\dagger} \hat{k}_s | \psi_m \rangle^*.
\]

Hence,

\[
\forall (\ell, m) \in S^2, (\gamma_{m,\ell}^T) = (\gamma_{\ell,m}^T)\dagger.
\]

When working with real-valued wavefunctions, the one-body transition properties values are equal for the \((\ell \to m)\) and \((m \to \ell)\) transitions — i.e., for the \((\ell \to m)\) transition in \(S\) and in \(S^*\) — when the operator involved in the expectation value has a symmetric matrix representation in the one-body-state space. This excludes for instance odd powers of differential operators — as in the expression of the first-order nonadiabatic couplings for instance —, for they are anti-Hermitian. The most commonly studied quantity satisfying this condition is the electronic transition dipole moment, for which the corresponding operator is local and multiplicative.

In fact, there has been a true notational ambiguity for decades: the two mechanics — in \(S\) and in \(S^*\) — were originally independently introduced in the 50’s to derive the same quantities, and the two conventions have lived together until now because the effects of this ambiguity vanish in the application and use of the objects related in this paper.

For the one-electron reduced state and difference density matrices, the reason is more simple: as we have seen before, those matrices are Hermitian (symmetric if the basis is real). Consider the one-electron reduced density matrix corresponding to state \(|\psi_m\rangle\) (with \(m \in S\)). Its elements read

\[
\forall (r, s) \in C^2, (\gamma_{m,m}^T)_{r,s} = \langle \psi_m | \hat{k}_r^{\dagger} \hat{k}_s | \psi_m \rangle.
\]

However,

\[
\gamma_{m,m}^T = (\gamma_{m,m}^T)^\dagger.
\]

Hence,

\[
\forall (r, s) \in C^2, (\gamma_{m,m}^T)_{r,s} = \left(\gamma_{m,m}^T\right)^\dagger_{s,r} = (\gamma_{m,m}^T)_{s,r}^* = \langle \psi_m | \hat{k}_r \hat{k}_s | \psi_m \rangle^*.
\]

Since most of the practice is done with real-valued wavefunctions, it is very common to drop the star in the equalities above. This consideration naturally extends to the case of the one-electron reduced difference density matrices.

IV. Natural-orbital representation of molecular electronic transitions

In this section we will discuss two types of natural-orbital bases: those in which the matrix representation of the one-electron difference and transition
density operators is diagonal. Those are respectively called natural difference orbitals and natural transition orbitals. The former are used for defining the so-called detachment and attachment density matrices, while the latter are used for constructing the so-called transition-hole and transition-electron density matrices. The interpretation and discussion of these constructions will be elaborated in a further section.

1. Natural difference orbitals

Again, let \((\ell, m) \in S^2\) be a couple of indices corresponding to the departure \((|\psi_i\rangle)\) and the arrival \((|\psi_m\rangle)\) electronic quantum states. The \(\gamma_{\ell \rightarrow m}^d\) matrix is a \(K \times K\) Hermitian matrix. Let

\[
U^{\ell \rightarrow m} := (u_{r}^{\ell \rightarrow m})_{r \in C}
\]

be the \(K\)–tuple of its eigenvectors, the “natural difference orbitals” — their components in the \(K\) basis are stored in the columns of \(U^{\ell \rightarrow m}\), and let

\[
u_{\ell}^{\ell \rightarrow m} := (\nu_{r}^{\ell \rightarrow m})_{r \in C}
\]

be the \(K\)–tuple of its eigenvalues, the “difference occupation numbers”. From the natural difference orbitals and the absolute value of the negative occupation numbers, we then build the so-called one-electron detachment density matrix

\[
\gamma_{\ell \rightarrow m}^d := -U^{\ell \rightarrow m} \left[ \text{diag} \left( \min \left( u_{r}^{\ell \rightarrow m}, 0 \right) \right) \right] \left( U^{\ell \rightarrow m} \right)^\dagger
\]

and from natural difference orbitals and the positive occupation numbers, we build the one-electron attachment density matrix

\[
\gamma_{\ell \rightarrow m}^a := U^{\ell \rightarrow m} \left[ \text{diag} \left( \max \left( u_{r}^{\ell \rightarrow m}, 0 \right) \right) \right] \left( U^{\ell \rightarrow m} \right)^\dagger.
\]

From what precedes, we see that the one-body reduced difference density operator can be written as a sum of \(K\) dyads in the natural difference orbitals basis instead of a sum of \(K^2\) dyads in the \(K\) basis:

\[
\gamma_{\ell \rightarrow m} = \sum_{r=1}^{K} u_{r}^{\ell \rightarrow m} |u_{r}^{\ell \rightarrow m}\rangle \langle u_{r}^{\ell \rightarrow m}|,
\]

where, for every \(r\) in \(C\) we have

\[
v_{r}^{\ell \rightarrow m} := \sum_{s=1}^{K} \left( U^{\ell \rightarrow m} \right)_{s,r} |k_s\rangle = \sum_{s=1}^{K} \left( U^{\ell \rightarrow m} \right)_{s} |k_s\rangle,
\]

\[
u_{r}^{\ell \rightarrow m} := \sum_{s=1}^{K} \left( U^{\ell \rightarrow m} \right)^\dagger_{s,r} \langle k_s | = \sum_{s=1}^{K} \left( U^{\ell \rightarrow m} \right)^\dagger_{s} \langle k_s |.
\]

Such a qualitative approach is valid for any excited-state calculation method, provided we have a ground-and an excited-state 1–RDM written for the same molecular geometry and in the same basis.

2. Natural transition orbitals

Before going in further details, we would like to recall two basic results from linear algebra: From the existence of a singular value decomposition for any finite-dimensional, complex-valued matrix, we get

Lemma IV.1 Let \(A\) be an \(m \times n\) complex matrix and \(A^\dagger\) its adjoint. Let \(p\) be any strictly positive integer lower or equal to \(m(n,n)\). Then, the \(p\)th left-singular vector \(w_p \in \mathbb{C}^{n \times 1}\) of \(A\) corresponds to the same singular value \(\sigma_p\) as the \(p\)th right-singular vector \(v_p \in \mathbb{C}^{n \times 1}\) of \(A\).

Lemma IV.1 also reads

\[
\forall p \in [1, \min(m,n)], A v_p = \sigma_p w_p, \quad (16)
\]

\[
A^\dagger w_p = \sigma_p v_p. \quad (17)
\]

Lemma IV.2 Let \(A\) be an \(m \times n\) complex matrix and \(A^\dagger\) its adjoint. Let \(q\) be the strictly positive integer equal to \(\min(m,n)\). Then, \(AA^\dagger\) and \(A^\dagger A\) share \(q\) eigenvalues. Those eigenvalues are the squared singular values of \(A\).

Proof: Let \(p\) be any strictly positive integer lower or equal to \(g = \min(m,n)\). Then, multiplying (16) to the left by \(A^\dagger\) leads, according to (17), to

\[
A^\dagger A v_p = \sigma_p^2 w_p, \quad (18)
\]

while multiplying (17) to the left by \(A\) leads, according to (16), to

\[
A A^\dagger w_p = \sigma_p^2 v_p. \quad (19)
\]

Any general \(\gamma_{\ell \rightarrow m}^T\) is an \(K \times K\) complex matrix. Let

\[
L^{\ell \rightarrow m} := (\ell^{\ell \rightarrow m}_p)_{p \in C}
\]

be the \(K\)–tuple of its left-singular vectors, the so-called “left natural transition orbitals” in the \(K\) basis. Let

\[
R^{\ell \rightarrow m} := (r^{\ell \rightarrow m}_p)_{p \in C}
\]

be the \(K\)–tuple of its right-singular vectors, the so-called “right natural transition orbitals” in the \(K\) basis, and let

\[
\lambda_{\ell \rightarrow m} := (\lambda^{\ell \rightarrow m}_r)_{r \in C}
\]

be the \(K\)–tuple of its singular values. According to lemma IV.1, the left and right singular vectors are always paired (each pair shares a singular value). This is typical of the natural transition orbitals — the natural difference orbitals are, in general, unpaired. From what precedes, we get

\[
\gamma_{\ell \rightarrow m}^T = \sum_{p=1}^{K} \lambda^{\ell \rightarrow m}_p |\ell^{\ell \rightarrow m}_p\rangle \langle r^{\ell \rightarrow m}_p|.
\]

where, for every \(p\) in \(C\) we have

\[
|\ell^{\ell \rightarrow m}_p\rangle = \sum_{s=1}^{K} \left( L^{\ell \rightarrow m} \right)_{s,p} |k_s\rangle = \sum_{s=1}^{K} \left( L^{\ell \rightarrow m} \right)_{s} |k_s\rangle,
\]

\[
|r^{\ell \rightarrow m}_p\rangle = \sum_{s=1}^{K} \left( R^{\ell \rightarrow m} \right)^\dagger_{s,p} \langle k_s | = \sum_{s=1}^{K} \left( R^{\ell \rightarrow m} \right)^\dagger_{s} \langle k_s |.
\]
Finally, consider the transition “left” operator
\[
\hat{\gamma}_{l\rightarrow m} = \sum_{p=1}^{K} (L_p^{l\rightarrow m})^2 |L_p^{l\rightarrow m}\rangle \langle L_p^{l\rightarrow m}|,
\]
and its matrix representation in the K basis:
\[
\mathcal{M}(\hat{\gamma}_{l\rightarrow m}) = \gamma_{l\rightarrow m}^\dagger \gamma_{l\rightarrow m}
\]
that we will write \(\gamma_{l\rightarrow m}^0\) and name the l-density matrix. We also consider the transition “right” operator
\[
\hat{\gamma}_{r\rightarrow m} = \sum_{p=1}^{K} (L_p^{r\rightarrow m})^2 |L_p^{r\rightarrow m}\rangle \langle R_p^{r\rightarrow m}|
\]
and matrix representation in the K basis:
\[
\mathcal{M}(\hat{\gamma}_{r\rightarrow m}) = (\gamma_{r\rightarrow m})^\dagger \gamma_{r\rightarrow m}
\]
that we will write \(\gamma_{r\rightarrow m}^0\) and name the r-density matrix. From lemma IV.2, we have that the left-singular vectors of the one-body reduced transition density operator are the eigenvectors of the l-density matrix, while its right-singular vectors are the eigenvectors of the r-density matrix.

Those matrices are often involved in qualitative and quantitative analyses of molecular electronic transitions. Their physical content, and the motivation for their use is discussed hereafter.

Consistently with what is done in the literature, in what follows, we consider the special case \((l = 0)\), with \((\langle \psi_0 | \psi_0 \rangle = 1)\), and we write “\(i\)” the pure-imaginary number \((i^2 = -1)\).

Consider the time-dependent extension of the ground-state one-electron reduced density kernel, the one-fermion (hereafter denoted one-body) Green function:

\[
iG_1(s_1, t_1; s_1', t_1') = \langle \psi_0 | \hat{T}[\hat{\Psi}_{st}(s_1, t_1) \hat{\Psi}_{st}^\dagger(s_1', t_1')] | \psi_0 \rangle
\]

where \(\hat{T}[\cdot]\) is Wick’s time-ordering operator which places the operator with increasing time to the right of the \(\hat{\Psi}_{st}\) and \(\hat{\Psi}_{st}^\dagger\) operators the time-dependent extension to spin-field operators met in section III (hence, the st subscript), which, in the Heisenberg picture, read

\[
(s, t) \mapsto \hat{\Psi}_{st}(s, t) = e^{i\hat{H}t} \hat{\Psi}(s) e^{-i\hat{H}t},
\]

\[
(s, t) \mapsto \hat{\Psi}_{st}^\dagger(s, t) = e^{i\hat{H}t} \hat{\Psi}^\dagger(s) e^{-i\hat{H}t}.
\]

\(\hat{H}\) is the reference Hamiltonian operator. For the sake of brevity, we will use

\[
(s_1, t_1) \equiv (1), \quad (s_1', t_1') \equiv (1'),
\]

and

\[
\hat{\Psi}_1 \equiv \hat{\Psi}_{st}(s_1, t_1), \quad \hat{\Psi}_1^\dagger \equiv \hat{\Psi}_{st}^\dagger(s_1', t_1').
\]

The one-body Green function alternatively reads

\[
iG_1(1; 1') = H(t_1 - t_1') \langle \psi_0 | \hat{\Psi}_1 \hat{\Psi}_1^\dagger | \psi_0 \rangle
\]

\[
- H(t_1' - t_1) \langle \psi_0 | \hat{\Psi}_1^\dagger \hat{\Psi}_1 | \psi_0 \rangle,
\]

where \(H\) is the Heaviside step function, i.e., the antiderivative of Dirac’s delta distribution. It takes a value of 1 when its argument is positive, and 0 when its argument is negative.

We now apply the operator rules to derive

\[
iG_1(1; 1') = iG_{1,+}(1; 1') - iG_{1,-}(1; 1'),
\]

with \(iG_{1,+}(1; 1')\) being equal to

\[
H(t_1 - t_1') e^{iE_0(t_1 - t_1')} \langle \psi_0 | \hat{\Psi}(s_1) e^{-i\hat{H}(t_1 - t_1')} \hat{\Psi}^\dagger(s_1') | \psi_0 \rangle,
\]

and \(iG_{1,-}(1; 1')\) being equal to

\[
H(t_1' - t_1) e^{iE_0(t_1 - t_1')} \langle \psi_0 | \hat{\Psi}(s_1') e^{i\hat{H}(t_1 - t_1')} \hat{\Psi}(s_1) | \psi_0 \rangle.
\]

In the two expressions above, \(E_0\) is the ground electronic state energy. We immediately see the connection with the ground-state one-body reduced density kernel:

\[
\gamma_{0\rightarrow 0}^T(s_1; s_1') = -iG_1(s_1, t_1; s_1', t_1')
\]

where \(t_1' = \lim_{t\rightarrow 0^+} (t_1 + t)\).

The two-fermion (hereafter denoted two-body) Green function is similarly defined as

\[
i^2G_2(2; 1', 2') = \langle \psi_0 | \hat{T}[\hat{\Psi}(1) \hat{\Psi}(2) \hat{\Psi}^\dagger(2') \hat{\Psi}^\dagger(1')] | \psi_0 \rangle.
\]

Depending on the time ordering, it describes the correlated evolution of two particles, two holes, or a one-hole-one-particle pair.

The correlation between the evolution of two bodies is measured by the four-point correlation function:

\[
-L(1, 2; 1', 2') = iG_2(1, 2; 1', 2') - iG_1(1; 1')G_1(2; 2').
\]

For \(x \in \{1, 2\}\), we set the notation \((x^+) = (s_1^x, t_1^x)\), with

\[
t_1^x := \lim_{t\rightarrow 0^+} (t_x + t),
\]

(20)

Appropriate time ordering leads to the sum of two functions describing the coupled evolution of an electron and a hole:

\[
i^2G_2(1, 2; 1^+, 2^+) := (-1)^4 i^2G_{2,+}^{ph}(1, 2; 1^+, 2^+) + (-1)^4 i^2G_{2,-}^{ph}(1, 2; 1^+, 2^+),
\]

with \(i^2G_{2,+}^{ph}(1, 2; 1^+, 2^+)\) being equal to

\[
H(t_1 - t_2) \langle \psi_0 | \hat{\Psi}_1^\dagger \hat{\Psi}_1 \hat{\Psi}_2^\dagger \hat{\Psi}_2 | \psi_0 \rangle,
\]

and \(i^2G_{2,-}^{ph}(1, 2; 1^+, 2^+)\) being equal to

\[
H(t_2 - t_1) \langle \psi_0 | \hat{\Psi}_2^\dagger \hat{\Psi}_2 \hat{\Psi}_1^\dagger \hat{\Psi}_1 | \psi_0 \rangle.
\]

\(G_2(1, 2; 1^+, 2^+)\) describes the evolution (creation, propagation, destruction) of a bound one-hole-one-electron pair.

Therefore, choosing an appropriate time ordering allows to probe the causal four-point, two-time one-electron-one-hole (linear) response of the system:

\[
-L(1, 2; 1^+, 2^+) = iG_2(1, 2; 1^+, 2^+) - iG_1(1; 1^+)G_1(2; 2^+).
\]
It measures the difference between two correlated single excitations (the one-hole-one-electron pair is created, then space-time propagated and finally annihilated) and two uncorrelated ones.

Constraining $S$ to be infinite-dimensional allows us to use the closure relationship in the expression of $i^2G_{2,\tau}^{ph}(1,2;1^+,2^+)$, which turns it into

$$
H(t_1-t_2)\langle\psi_0|\Psi^\dagger_{1,2}\Psi_{1,2}|\psi_0\rangle.
$$

Note that for a time-independent Hamiltonian operator, both the one- and two-body Green functions are invariant upon collective coordinate translation. Setting $(\tau := t_1 - t_2)$, we find that the arguments of $G_2$, i.e. $(1,2;1^+,2^+)$, are transformed into $(s_1,s_2; s'_1,s'_2; \tau)$. We also set

$$
\omega_q := E_q - E_0.
$$

Expanding the field operators and recalling (20), we obtain that $i^2G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau)$ now reads

$$
H(\tau)\sum_{q=0}^{\infty}T_{0\rightarrow q}(s_1,s'_1)\gamma^T_{q\rightarrow 0}(s_2,s'_2)e^{-i\omega_q\tau}.
$$

For this, we used the results from section III, i.e.,

$$
\langle\psi_0|\Psi^\dagger_{1,2}\Psi_{1,2}|\psi_0\rangle = \gamma^T_{0\rightarrow q}(s_1,s'_1),
$$

$$
\langle\psi_0|\Psi^\dagger_{2,2}\Psi_{2,2}|\psi_0\rangle = \gamma^T_{0\rightarrow q}(s_2,s'_2).
$$

Similarly, we obtain that $i^2G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau)$ now reads

$$
H(-\tau)\sum_{q=0}^{\infty}\gamma^T_{q\rightarrow 0}(s_2,s'_2)\gamma^T_{q\rightarrow 0}(s_1,s'_1)e^{i\omega_q\tau}.
$$

Due to the definition of the four-time-dependent variables in $\chi$, we have that $iG_1(1;1^+)G_1(2;2^+)$ reads

$$\begin{align*}
iG_1(1;1^+)G_1(2;2^+) & = -iQ_0(s_1,s_2; s'_1,s'_2) \\
& = -iH(\tau)Q_0(s_1,s_2; s'_1,s'_2) \\
& - iH(-\tau)Q_0(s_1,s_2; s'_1,s'_2),
\end{align*}$$

where we have defined

$$Q_0(s_1,s_2; s'_1,s'_2) := \langle\psi_0|\Psi^\dagger_{1,2}\Psi_{s_1,s'_1}|\psi_0\rangle
$$

$$\times \langle\psi_0|\Psi^\dagger_{2,2}\Psi_{s'_2,s_2}|\psi_0\rangle
$$

$$= \gamma^T_{0\rightarrow q}(s_1,s'_1)\gamma^T_{q\rightarrow 0}(s_2,s'_2).$$

we see that the $(q = 0)$ term in $i^2G_2(s_1,s_2; s'_1,s'_2; \tau)$ reads

$$P_0(s_1,s_2; s'_1,s'_2) := [H(\tau) + H(-\tau)]Q_0(s_1,s_2; s'_1,s'_2).$$

Since $(-i)\Omega^2G_2 = iG_2$, we can write

$$-iP_0(s_1,s_2; s'_1,s'_2) = iG_1(1;1^+)G_1(2;2^+),$$

so $iG_1(1;1^+)G_1(2;2^+)$ and the $(q = 0)$ term of $i^2G_2(s_1,s_2; s'_1,s'_2; \tau)$ cancel each other in $L$. We now turn to the electron-hole correlation function, whose expression introduces a convergence factor to $L$:

$$-\chi(s_1,s_2; s'_1,s'_2; \tau) := \lim_{\eta^+ \to 0^+} e^{-\alpha\eta^+}L(s_1,s_2; s'_1,s'_2; \tau)$$

with $\eta^+ \in \mathbb{R}_+$ and $[\alpha = \text{sgn}(\tau)]$. Since

$$\forall \tau \in \mathbb{R}^+, e^{-\alpha\eta^+}H(\tau) = e^{-\alpha\eta^+}H(\tau),$$

$$\forall \tau \in \mathbb{R}^+, e^{-\alpha\eta^+}H(-\tau) = e^{-\alpha\eta^+}H(-\tau),$$

the expression of $\chi$ can be rewritten

$$\chi(s_1,s_2; s'_1,s'_2; \tau) = \lim_{\eta^+ \to 0^+} \left[ G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau; \eta^+) \right]$$

$$+ G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau; \eta^+)$$

with its two components (one for $\tau < 0$ and one for $\tau > 0$) being

$$G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau; \eta^+) := -iH(\tau)e^{-\alpha\eta^+}e^{-i\omega_{q+\tau}}$$

$$\times \sum_{q=1}^{\infty} \gamma^T_{q\rightarrow 0}(s_2,s'_2)\gamma^T_{q\rightarrow 0}(s_1,s'_1),$$

$$G_{2,\tau}^{ph}(s_1,s_2; s'_1,s'_2; \tau; \eta^+) := -iH(-\tau)e^{\alpha\eta^+}e^{i\omega_{q-\tau}}$$

$$\times \sum_{q=1}^{\infty} \gamma^T_{q\rightarrow 0}(s_2,s'_2)\gamma^T_{q\rightarrow 0}(s_1,s'_1).$$

We will now examine in details how we can Fourier-transform the electron-hole correlation function. Let $g_{\tau}$ be the $[\tau \mapsto e^{-\alpha\eta^+}H(\tau)]$ map. Its Fourier transform reads

$$\hat{F}g_\tau(\omega) = \frac{1}{\eta^+ + \omega}$$

and we immediately find $-i\hat{F}g_\tau(\omega) = (-\omega + i\eta^+)^{-1}$. Given a map $y_1$ whose Fourier transform reads $[\omega \mapsto \hat{F}y_1(\omega)]$, the Fourier transform of the time-scaled map $[t \mapsto y_1(t) = y_1(\alpha t)]$ with $\alpha$ real and different from zero, is

$$\hat{F}y_2 : \omega \mapsto \hat{F}y_2(\omega) = \frac{\hat{F}y_1(\omega/\alpha)}{\alpha^\eta}$$

We therefore deduce that the Fourier transform of $g_{\tau} : [\tau \mapsto e^{-\alpha\eta^+}H(\tau)]$ is

$$\hat{F}g_\tau(\omega) = \frac{1}{\eta^+ - i\omega}$$

and we immediately find $-i\hat{F}g_\tau(\omega) = (\omega + i\eta^+)^{-1}$. We know that, given a map, say $h_1$, whose Fourier transform is $[\omega \mapsto \hat{F}h_1(\omega)]$, the Fourier transform corresponding to the shifted map $[x \mapsto \hat{F}\omega h_1(x)]$ (with $\omega_0 \in \mathbb{R}$ in our application) will simply be $[\omega \mapsto \hat{F}h_1(\omega - \omega_0)]$. We conclude, setting

$$\Omega_{\eta \to \omega} := \omega_q,$$

$$\Omega_{\eta \to \omega} := -\omega_0,$$

that

$$-i\hat{F}g_\tau(\omega - (-\omega_q)) = (\Omega_{\eta \to \omega} - \omega + i\eta^+)^{-1}$$

$$-i\hat{F}g_\tau(\omega - \omega_q) = (\omega - \Omega_{\eta \to \omega} + i\eta^+)^{-1},$$
and that the Fourier transform of $\chi$ is

$$\chi(s_1, s_2; s'_1, s'_2; \omega) = \chi^c(s_1, s_2; s'_1, s'_2),$$

$$\chi^c(s_1, s_2; s'_1, s'_2; \omega) = \lim_{\eta \to 0^+} \sum_{q=1}^{\infty} \gamma^T_{\eta \to 0}(s_2; s'_2) \gamma^T_{\eta \to 0}(s_1; s'_1),$$

where $\chi^c$ and $\chi^c$ have the following expression:

$$\chi^c(s_1, s_2; s'_1, s'_2; \omega) = \lim_{\eta \to 0^+} \sum_{q=1}^{\infty} \gamma^T_{\eta \to 0}(s_2; s'_2) \gamma^T_{\eta \to 0}(s_1; s'_1),$$

$$\chi^c(s_1, s_2; s'_1, s'_2; \omega) = \lim_{\eta \to 0^+} \sum_{q=1}^{\infty} \gamma^T_{\eta \to 0}(s_1; s'_1) \gamma^T_{\eta \to 0}(s_2; s'_2).$$

We deduce that $\chi$ is meromorphic, with poles at the imaginary-shifted exact electronic transition energies. For a given ($q = m$), the residue of the $m$th term of $\chi^c$, i.e., corresponding to the ($\Omega_{m \to 0} = \eta^+$) pole, reads

$$R^c_{m}(s_1, s_2; s'_1, s'_2) = \gamma^T_{0 \to m}(s_2; s'_2) \gamma^T_{0 \to m}(s_1; s'_1)$$

$$\gamma^T_{0 \to m}(s_2; s'_2) = \gamma^T_{m \to 0}(s_1; s'_1) \left[ \gamma^T_{m \to 0}(s'_1; s_1) \right]^*$$

similarly, we identify the residue of the $m$th term of $\chi^c$ corresponding to the ($\Omega_{m \to 0} = \eta^+$) pole as

$$R^c_{m}(s_1, s_2; s'_1, s'_2) = \gamma^T_{0 \to m}(s_1; s'_1) \gamma^T_{0 \to m}(s_2; s'_2)$$

$$\gamma^T_{0 \to m}(s_1; s'_1) = \gamma^T_{m \to 0}(s'_1; s_1) \left[ \gamma^T_{m \to 0}(s_2; s'_2) \right]^*$$

In our finite-dimensional one-particle-state model, $R^c_m$ in the natural-transition orbitals basis reads

$$R^c_m(s_1, s_2; s'_1, s'_2) = \sum_{q=1}^{K} \gamma^T_{0 \to m}(s_2; s'_2) \gamma^T_{0 \to m}(s_1; s'_1),$$

where expression in our finite-dimensional one-particle-state model is

$$\gamma^T_{0 \to m}(s_1; s'_2) = \sum_{p=1}^{K} \gamma^T_{0 \to m}(p, q) k_p(s_1) k^*_q(s'_2)$$

Conversely, the $s'_1$ and $s_2$ coordinates are associated in $R^c_m$ with the probing of one body in $|\psi_0\rangle$. Tracing out this contribution gives

$$\gamma^T_{0 \to m}(s_1; s'_2) = \sum_{p=1}^{K} \gamma^T_{0 \to m}(p, q) k_p(s_1) k^*_q(s'_2)$$

whose expression in our finite-dimensional one-particle-state basis model is

$$\gamma^T_{0 \to m}(s_1; s'_2) = \sum_{p=1}^{K} \gamma^T_{0 \to m}(p, q) k_p(s_1) k^*_q(s'_2)$$

3. Densities

We introduce the one-body reduced detachment, attachment, $l$- and $r$-density functions $n^T_{\epsilon\to m}$ (with $\omega \in \{d, a, l, r\}$ and $(l, m) \in S^2$), which do map $S_4$ to $\mathbb{R}$ as

$$s \mapsto n^T_{\epsilon\to m}(s) = \sum_{r=1}^{K} \gamma^T_{\epsilon\to m}(r, s) k_r(s) k^*_r(s)$$

The fact that these four maps define nonnegative-valued functions is justified by the fact that any of these maps can be written in a basis which makes its coefficient matrix diagonal and positive semidefinite, so the corresponding function is a sum of products between nonnegative coefficients and the squared modulus of a spinorbital value. For visualization purposes, the spin variable can be summed out, as described in section III.

V. Interpretation

Providing a physical interpretation to the tools related above is a very complicated task — sometimes impossible. Indeed, there is, with such objects, the constant risk to overinterpret their nature, and we sometimes try to capture physical insights from maps that are constructed for practical purposes (reducing the number of terms of an expectation value using natural orbitals), and which are used to derive physical information a posteriori (see below). Whilst the state one-electron reduced density kernel is interpreted as the time-independent two-point field correlation function corresponding to a quantum electronic state — what happens at a certain point in $S_4$ is correlated with what happens at another point.
and is useful for deriving the expression for the expectation value of non-local operators, the one-body reduced transition density kernel is a much more complex object, and it seems difficult — if possible — to provide a universal statistical/physical interpretation to it if we consider two general many-body wavefunctions. It is identified in many contributions to an exciton (bound hole-electron pair) wavefunction, though this two-fermion (holes are described as obeying fermions second quantization rules and are generally treated like fermions in molecular quantum mechanics) is not antisymmetrically relatively to coordinate exchange since the one-body reduced transition density matrix is not skew-symmetric. Consistently with the exciton-wavefunction interpretation of the one-body reduced transition density kernel, $\gamma^l$, and $\gamma^r$ are often identified as transition-electron and transition-hole densities respectively, for they are seen as resulting from tracing out the hole/electron contribution from $R^<$ and $R^>$ which are both understood as the product of the exciton wavefunction value by the complex conjugate of another of its values, so the procedure suggested is the same as the one we use for deriving the state one-body reduced density kernel by tracing out the contribution of $(N-1)$ electrons in a product of an $N$-electron state wavefunction value by the complex conjugate of another of its values. The use of this model is discussed below in more details. While the transition density kernel already seems difficult to understand, $R^<$ and $R^>$ are even more complicated objects — what is the physical content of a product of two two-point, two-state cross-correlation functions? While the interpretation of $\hat{T}_N^{l\rightarrow m}(\hat{T}_N^{l\rightarrow m})^\dagger$ and $(\hat{T}_N^{l\rightarrow m})^\dagger\hat{T}_N^{l\rightarrow m}$ is highly straightforward — these two operator products are $N$-electron state-projectors, the former projects onto $|\psi_m\rangle$, the latter projects onto $|\psi\rangle$ —, the $l-$ and $r-$density matrices for their part are much more complex: they are the matrix representation of some

$$\hat{z}_T^{l\rightarrow m}(\hat{z}_T^{r\rightarrow m})^\dagger$$

and

$$(\hat{z}_T^{l\rightarrow m})^\dagger\hat{z}_T^{r\rightarrow m}$$

one-electron operators mapping $K$ onto itself. What are these operators? When acting on a one-electron quantum state, what is the nature of the one-electron quantum state that is obtained, and how can we use it?

The eigenvectors of the $l-$ and $r-$density matrices can be used to rewrite the residues of $R^<$ and $R^>$ using $K^2$ terms rather than $K^4$, and to compute transition moments (and, more generally, one-body transition properties, especially those corresponding to differential operators) using $K$ terms rather than $K^2$.

Spinorbitals are often seen as one-electron boxes, and used as such for qualitative interpretation purposes. Since left- and right-singular vectors of the one-body reduced transition density matrix are the eigenvectors of the $l$-density matrix (sometimes termed transition-electron density matrix) and $r$-density matrix (sometimes termed transition-hole density matrix), the left and right natural transition orbitals are often termed “transition-electron” (or more simply “electron”) and “transition-hole” (or more simply “hole”) natural transition orbitals, respectively. They are also given some physical interpretation, and the electronic transition picture is often approximated using a collection of “transition-hole natural transition orbital $\rightarrow$ transition-electron natural transition orbital” representations, together with the singular values corresponding to the displayed natural transition orbital pairs.

The vocables “occupied/virtual natural transition orbitals” — occupied (respectively, virtual) for the hole (respectively, electron) natural transition orbitals — are also commonly used in the literature [32]. These vocables are inherited from the historical introduction of these tools with the departure state being the Fermi vacuum, with two separate spaces of spinorbitals, and the arrival state being a linear combination of Fock states with single-electron/single-orbital replacement relatively to Fermi vacuum — the so-called configuration interaction singles method. However, since any hole and any electron natural transition orbital is a linear combination of all the orbitals from the one-electron-state basis, it naturally comes that when the electronic transition takes place between two multi-determinantal states, these vocables are not meaningful anymore. It is essentially misleading anyways since it suggests that the occupied (respectively, virtual) natural transition orbitals are occupied (respectively, unoccupied) in the departure (respectively, arrival) state, and it strongly suggests a picture of the electronic transition with departure and arrival orbitals. This model for the transition and use of the natural transition orbitals is solely meaningful and complete in the configuration interaction singles approximation, in which the natural difference and transition orbitals have identical expressions.

Consistently with what precedes, the transition-hole and transition-electron densities are often used for providing a “transition-hole density $\rightarrow$ transition-electron density” picture of the electronic transition in a simplified one-hole-one-electron reduced model for the electronic transition. Such a picture strongly suggests a departure and an arrival for the densities, while we will show in the following lines that the two corresponding densities are more related to a density-density coupling — this term is preferred since the transition-hole and the transition-electron densities do not necessarily integrate to unity, though being derived from the residues of a single-hole-single-electron coupling function. In a time-dependent picture of the light-induced transition process, the $N$-body transition operator is met when the two stationary states which compose it — the eigenstates corresponding to the reference (or zeroth-order) Hamiltonian — are not eigenstates of the field-perturbed Hamiltonian, and is associated to coherences, i.e., interferences effects — how the two states can be coupled upon the interaction of an electromagnetic field with the molecular system. Tracing out $(N-1)$-electron contributions leaves the one-electron transition density matrix containing
the one-body information related to this coupling. We therefore believe a proper use of the natural transition orbitals should involve no directionality (a double arrow \(\leftrightarrow\) might be more meaningful than a single-directional arrow \(\rightarrow\)), for the hole and particle entities are described as bound, and evolving together rather than being part of a departure-arrival situation. The associated densities can also be regarded as the two sides of a same coin, and are associated to the first-order (i.e., linear) density response — the propagation of a two-component density perturbation.

Note also that though the first-order response framework is sufficient for recovering the exact transition energies, it does not mean that the information captured into the residues of the bound one-hole-one-electron pair correlation function regarding the electronic-structure reorganization is complete. Consider for instance the transition between two multideterminantal states. Unlike the detachment/attachment density picture of the transition, which contains all the information that can be condensed into one-body density functions from many-body states — excitation degrees up to \(N\) in principle be included into the difference density matrix —, the one-electron reduced transition density kernel and matrix solely retain contributions coupling Fock-state manifolds differing by at most one value among the spinorbital occupation numbers: if the departure state contains at most the \(p\)–excitation manifold and the arrival state contains at most the \(z\)–excitation manifold (\(p\) and \(z\) are two nonnegative integers lower or equal to \(N\); these excitation degrees are given relatively to a Fermi vacuum reference common to the departure and arrival states), every couple of manifolds characterized by a value superior to unity for the absolute value of the difference in excitation degree will not be accounted for in the one-electron transition density picture, including natural transition orbital, \(l\)- and \(r\)-density representations. In summary, if \((|p| - |z| > 1)\), information will be necessarily lost. Orbital relaxation effects are also absent from the one-electron transition density matrix, natural transition orbital, and \(l\)- and \(r\)-density analyses, while they are included in the detachment/attachment picture.

What is more, the picture of the one-body reduced transition density matrix containing the single-electron replacement coefficients (i.e., the single-excitation coefficients in a full-configuration interaction picture) to the electronic transition so that its configuration interaction singles component can be pictured by a linear combination of hole-to-electron natural transition orbital population transfer is also not universal — a counterexample is given in another paper to be issued soon where, using a \textit{reductio ad absurdum} argument, we show that the transition density matrix issued from the construction of corresponding auxiliary many-body wavefunction differs from the one used for building the auxiliary many-body wavefunction itself.

On the other hand, state one-electron densities can be physically measured, and we have the property that difference between the attachment and detachment density functions is equal to the one-electron difference density whose negative/positive values — unlike those of the one-electron reduced transition density — depict actual density transfer, i.e., net density depletion/accumulation zones, so that the detachment/attachment tool provides a “simplified” picture of the density rearrangement — the contribution of the two states to the electronic-structure difference.

Yet, though the detachment and attachment densities are one-body density functions, they do not necessarily integrate to unity, so they are not necessarily picturing a single-electron evolution (\textit{vide supra}). The detachment/attachment picture is strongly directional, and suggests a sort of density “departure” and “arrival”. It is meant to compare the electronic structure of two eigenstates of the reference Hamiltonian — the one in which the system is before light-matter interaction, and the one in which the system is after the light-matter interaction, hence the terms departure/arrival states. Charge transfer can be visualized when comparing the states using the difference density, or the detachment and attachment densities as “detachment density \(\rightarrow\) attachment density” which allows the identification of the nature of the transition itself — what are the consequences of state transfer for the electronic structure of the system.

**VI. Conclusion**

Every left natural transition orbital is always paired to a right natural transition orbital, but these pairs are not meant to be interpreted as departure/arrival orbitals in the general case. On the other hand, the natural difference orbitals are not universally paired. In other words, there is no universal departure/arrival natural-orbital representation of electronic transitions that can be derived from the one-electron reduced difference or transition density matrix.
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