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Abstract

A generalization of the well known critical volume NTCP model is proposed to take into account dependence of the functional subunits of irradiated organ (or tissue). A new statistical version of the CLT is established to analyze the corresponding random fields.
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1. Introduction

The problem of finding optimal radiation doses for organs or tissues in therapy of cancer belongs to the principal ones in the modern Radiobiology (see, e.g., [26], [16], [18], [19], [28], [30], [23] and references therein). The complexity of this problem is related to nondeterministic character of the oncological therapy results.

The aim of this paper is to study stochastic models for collective effects in the behaviour of the irradiated cells. We provide a generalization of the well-known critical volume (CV) normal tissue complication probability (NTCP) model to comprise a concept of functional subunits (FSUs) dependence. Such a model is beyond the scope of [9] and for its investigation new limit theorems are required. Note that here the links between Probability and Geometry are stipulated by the dependence structure of a random field under consideration which is governed by the configuration of a graph used as a parameter set. Moreover, it seems natural from the biological view-point to assume some dependence in the collective performance of cells (and FSUs).

The description of the FSUs behaviour by means of non-binary random variables is considered as well. Other important biological response models and further research directions are tackled in the last Section.

2. Accuracy of the CV NTCP model

We recall the basic critical volume model (see [15, 20]) and after that consider more carefully its framework. The organ (or tissue) modelled is assumed to be composed of independent FSUs and it is supposed that complications in its functioning arise only if sufficiently many FSUs ("the functional reserve") are destroyed. More precisely (see, e.g., [27]), the assessment of the impact of irradiation is divided into two stages. The first one is the reaction of the cells forming an FSU which gives the
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Namely, the random event \( \{ X_i = 1 \} \) means that the \( i \)-th FSU is killed and \( \{ X_i = 0 \} \) corresponds to the case that the \( i \)-th FSU survives. As usual the argument \( \omega \in \Omega \) is omitted and we write \( X_i(D) \) (or simply \( X_i \)) instead of \( X_i(\omega, D) \).

Set \( S_n(D) = \sum_{i=1}^{n} X_i(D) \). In other words consider a random variable equal to the number of FSUs killed due to irradiation dose \( D \). Thus NTCP is \( P(S_n(D) \geq L) \) with the threshold \( L \) being some positive integer.

Using the convergence rate estimate in the central limit theorem (see, e.g., \cite{10}, p. 323) one has

\[
\sup_{-\infty < z < \infty} |P(S_n(D) \geq x) - 1 + \Phi(z)| \leq c/\sqrt{np(D)q(D)}
\]

where \( z = (x - np(D))/\sqrt{np(D)q(D)} \), \( p(D) \) and \( q(D) \) appear in (1) for \( X_i = X_i(D) \), positive constant \( c \leq 0.7975 \) and the c.d.f. of a standard normal law

\[
\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} e^{-u^2/2} du, \quad z \in \mathbb{R}.
\]

Thus if \( np(D)q(D) \) is large enough, \(^2\) for any threshold \( x \) (possibly depending on \( n \) and \( p(D) \)) the following relation holds

\[
P(S_n(D) \geq x) \approx 1 - \Phi(z)
\]

where \( z \) is introduced above and the proximity is evaluated by the right hand side of (2). It is well known that the power \(-\frac{1}{2}\) of \( n \) in \(^2\) is the best possible (see, e.g., \cite{22} for that and also about non uniform estimates of the convergence rates in CLT for independent summands).

Consequently, for a given value \( \gamma \in (0, 1) \) (close enough to 1), using the table of function \( \Phi \) one can find \( z = z_\gamma \) as the unique root of the equation \( \Phi(z) = \gamma \). Then the probability of complications is approximately \( 1 - \gamma \) (with exactly specified boundaries) and the threshold

\[
x_\gamma = np(D) + (np(D)q(D))^{1/2}z_\gamma.
\]

Evidently, \( x_\gamma = x_\gamma(n, p(D)) \).

The distribution of r.v. \( S_n \) has atoms at the points \( 0, \ldots, n \). Therefore one could choose an integer threshold \( L_\gamma = [x_\gamma] \) where \([ \cdot ]\) stands for the integer part of a real number. In this case a trivial estimate for the continuity module of the function \( \Phi \) shows that

\[
|\Phi(D)\geq L_\gamma - 1 + \Phi(z)| \leq \frac{1}{\sqrt{np(D)q(D)}} \left(c + \frac{1}{\sqrt{2\pi}}\right).
\]

We observe that if \( np(D)q(D) \) is large enough then a search for an integer threshold \( L_\gamma \) is not important.

\(^2\)Otherwise one has to use different approximations.
Note in passing that for the number of "successes" $S_n$ in the Bernoulli scheme (of $n$ independent trials with probability $p$ for "success") one can apply (see, e.g., [31]) a little bit different approximation using for $0 \leq k \leq m \leq n$ the relation

$$
P(k \leq S_n \leq m) = \Phi(t_2) - \Phi(t_1) + \frac{q - p}{6\sqrt{2\pi}\sigma}\left\{\left(1 - t^2\right)e^{-t^2/2}\right\}^{1/2} + \Delta$$

where $\sigma = \sqrt{npq}$, $t_1 = (k - \frac{1}{2} - np)/\sigma$, $t_2 = (m + \frac{1}{2} - np)/\sigma$ and the error term $\Delta$ satisfies for $\sigma \geq 5$ the inequality

$$|\Delta| \leq (0.12 + 0.18|p - q|)\sigma^{-2} + e^{-3\sigma^2/2}.$$  

Actually we deal with an equivalent description of the well-known critical volume model. Namely, suppose that the volume $V$ of the irradiated organ is $V$ and let $V_i$ represent the volume of the $i$-th FSU ($i = 1, \ldots, n$). Clearly instead of $S_n(D)$ (the number of killed FSUs) we could consider the random damage volume $\tilde{V} = \sum_{i=1}^n V_i$. In the case when $V_i = V/n$, $i = 1, \ldots, n$, one has

$$\tilde{V} = V\frac{S_n(D)}{n}.$$  

Thus we come to description of the irradiation result in terms of the damage volume and one can specify the threshold $v_c$ for $P(\tilde{V} \geq v_c)$.

Formula (5) suggests that it is natural to introduce a threshold of the type

$$x = \kappa n$$

where $\kappa \in (0, 1)$ is the fraction of killed FSUs. Thus

$$x = p + c(p(1 - p))^{1/2} \quad \text{where} \quad p = p(D), \quad c = z_\gamma n^{-1/2}.$$  

Note that $z_\gamma \geq 0$ for $\gamma \geq 1/2$ and consequently $c \geq 0$. Evidently for $c = 0$ (i.e. $\gamma = 1/2$) one has $x = p$. For each $c > 0$ the graph of a function $x = \kappa(p)$ has the following features. One can easily verify that $\kappa(p_1) = 1$ for $p_1 = 1/(1 + c^2)$, $\kappa(0+) = +\infty$, $\kappa(1-) = -\infty$ and the concave function $\kappa(p)$ attains its maximum $\kappa_* = \frac{1}{2}(1 + \sqrt{1 + c^2})$ at the point $p_* = \frac{1}{2}(1 + \frac{1}{\sqrt{1+c}})$. Moreover, for $\gamma \geq 1/2$ one has

$$0 \leq \inf_{0 \leq p \leq 1} (\kappa(p) - p) \leq \sup_{0 \leq p \leq 1} (\kappa(p) - p) \leq z_\gamma/(2\sqrt{n}).$$

Note also that if $p(D) \geq p_1$ then relation (6) can not be satisfied for any $\kappa \in (0, 1)$.

On the other hand, given $n \in \mathbb{N}$, $\gamma \geq 1/2$ (i.e. $c = z_\gamma/\sqrt{n}$) and $\kappa \in (0, 1)$, there is a unique root $p = \bar{p}$ of equation (6)

$$\bar{p} = \left(\kappa + \frac{c^2}{2} + c\left(\kappa - \kappa^2 + \frac{c^2}{4}\right)^{1/2}\right)/(1 + c^2).$$

We remark also that $p(D)$ should be nondecreasing function on $(0, \infty)$ and if $p(D)$ is continuous then for any $\kappa \in (\kappa_1, \kappa_2)$ where $\kappa_1 = \kappa(\inf_{D>0} p(D))$ and $\kappa_2 = \min\{1, \kappa(\sup_{D>0} p(D))\}$ there exists (unique if $p$ is strictly increasing) $D$ such that $p(D) = \bar{p}$.

Now we discuss the models providing $p(D)$. Assume that every FSU consists of $n_0$ cells. The surviving fraction of these cells after irradiation of dose $D$ is determined (see, e.g., [30]) by

$$SF(D) = \exp\{-\alpha D\}$$

where $\alpha > 0$ is the radiosensivity of the cells. This is a so-called single-hit model. Suppose that each cell of FSU behaves in the same manner as other ones. Usually one admits that an FSU can regenerate from a single surviving cell, which means it is disabled only when no cell survives. Thus the probability of killing an FSU due to irradiation of dose $D$ is

$$p(D) = (1 - e^{-\alpha D})^{n_0}.$$  

---

3Possibly a length or an area, the interpretation depends on the model of an organ.
4We do not use in this paper the theory of large deviations for sums of r.v’s.
5One writes also $SF(D) = \exp\{-D/D_0\}$ where $D_0$ is called the mean lethal dose.
To obtain (8) one supposes that all \(n_0\) cells in a FSU evolve independently of each other.

Now assume that every cell contains \(m\) targets, each of them must be hit at least once to inactivate the cell. Then the probability that all targets of a cell will be hit at least once is \((1 - e^{-\alpha D})^m\). Thus for this multi-target model

\[
SF(D) = 1 - (1 - e^{-\alpha D})^m, \quad p(D) = (1 - e^{-\alpha D})^{mn_0}.
\]

Most experimental survival curves have an initial slope whereas the multi-target/single-hit model predicts no initial slope. To have a more adequate description one uses the family of functions

\[
SF(D) = e^{-\alpha D}(1 - (1 - e^{-\beta D})^m), \quad \alpha > 0, \quad \beta > 0.
\]

Note (see, e.g., [16]) that for \(SF(D)\) a linear quadratic (LQ) model is also widely used with

\[
SF(D) = e^{-(\alpha D + \beta D^2)}, \quad \alpha > 0, \quad \beta > 0.
\]

Now we concentrate on the generalization of the CV model considered above.

### 3. Variant of the central limit theorem for dependent random fields

Let \(X(D) = \{X_j(D), j \in \mathbb{Z}^d\} (d \geq 1)\) be a family of random fields defined on a probability space \((\Omega, \mathcal{F}, P)\) for \(D > 0\). Employing instead of an integer lattice \(\mathbb{Z}^d\) a parameter set \(T = \delta \mathbb{Z}^d\), with \(\delta > 0\), one can easily reformulate all the results for a family of FSUs assuming, e.g., that the \(k\)-th FSU is a cube with a center at a point \(t_k \in T\) and with an edge length equal to \(\delta\). In other words one can use a scale appropriate to the problem under consideration. Thus without loss of generality we restrict ourselves to the study of a random field \(X(D)\) on a lattice \(\mathbb{Z}^d\). Moreover, we can assume that the random variable \(X_j(D)\) describes the state of the corresponding FSU after its irradiation of dose \(D\). This gives us a possibility to consider not only the death and survival of an FSU but also to consider the "intermediate" states. Then the general (collective) effect of irradiation is represented by the following sum

\[
S(U, D) = \sum_{j \in U} X_j(D)
\]

where \(U\) is a finite subset of \(\mathbb{Z}^d\). For a fixed \(D\) we also write simply \(X_j\) and \(S(U)\).

For a finite set \(I \subset \mathbb{Z}^d\) with cardinality \(|I|\) introduce the \(\sigma\)-algebra \(\mathcal{A}(I) = \sigma\{X_j, j \in I\}\), that is consider the \(\sigma\)-field generated by a field \(X \) over a set \(I\).

There are different methods (see, e.g., [3], [13]) to describe the dependence structure of a field \(X\). Here we use the maximum correlation coefficient for \(\mathcal{A}(I)\) and \(\mathcal{A}(J)\) over finite disjoint sets \(I, J \subset \mathbb{Z}^d\) which is defined as follows

\[
\rho(I,J) = \sup\{|\operatorname{corr}(\xi, \eta)| : \xi \in L^2(\Omega, \mathcal{A}(I), P), \; \eta \in L^2(\Omega, \mathcal{A}(J), P)\}
\]

(9)

where \(\operatorname{corr}(\xi, \eta)\) is the correlation coefficient for (nondegenerate, square integrable) real-valued random variables \(\xi\) and \(\eta\) measurable with respect to \(\sigma\)-algebras \(\mathcal{A}(I)\) and \(\mathcal{A}(J)\).

Assume that for all finite disjoint sets \(I, J \subset \mathbb{Z}^d\), some positive \(c_0\) and \(\lambda\) one has

\[
\rho(I, J) \leq c_0|I||J|(\text{dist}(I, J))^{-\lambda}
\]

(10)

where

\[
\text{dist}(I, J) = \min\{||q - j|| : q \in I, \; j \in J\}, \; \|z\| = \max_{1 \leq k \leq d} |z_k|, \; z \in \mathbb{Z}^d.
\]

**Remark 1.** Employing condition (10) has the following motivation. In many stochastic models it is reasonable to assume that dependence between the random variables \(\{X_j, j \in I\}\) and \(\{X_j, j \in J\}\) is

\[
\rho(I, J) \leq c_0|I||J|(\text{dist}(I, J))^{-\lambda}
\]
rather small if the distance between $I$ and $J$ is large enough. However, due to the paper \cite{12} it was realized that for random fields (in contrast to stochastic processes corresponding to the case $d = 1$) one cannot, in general, measure the dependence between $\mathcal{A}(I)$ and $\mathcal{A}(J)$ only in terms of the distance between $I$ and $J$. Namely in many situations the dependence between $\mathcal{A}(I)$ and $\mathcal{A}(J)$ could increase for sets $I$ and $J$ growing, e.g., in such a way that the distance between them is fixed. Dependence notions based on correlations are quite familiar in various domains of applied probability. Appearance of the sets $\mathcal{A}$ is large enough.

First of all we establish the central limit theorem (CLT) with convergence rate for partial sums

$$S(U_n) = \sum_{j \in U_n} X_j, \quad n \in \mathbb{N},$$

of multi-indexed dependent r.v’s where summation is carried over the integer cubes $U_n = [-n,n]^d \cap \mathbb{Z}^d$, $n \in \mathbb{N}$.

**Theorem 1** Let $X(D) = \{X_j(D), j \in \mathbb{Z}^d\}$, $D > 0$, be a family of strictly stationary random fields such that for some $\delta \in (0, 1]$, $c_2+\delta(D) > 0$ and any $D > 0$

$$E|X_0(D)|^{2+\delta} \leq c_{2+\delta}(D).$$

Assume that condition \cite{10} holds for all fields $X(D)$ with the same $\lambda > 4d(1+\delta)/\delta$ and $c_0$. Then there exists $\nu = \nu(d, \lambda, \delta) > 0$ such that for each $D > 0$ and any $n \in \mathbb{N}$

$$\sup_{x \in \mathbb{R}} |P((S(U_n, D) - |U_n|E X_0(D))/(\sigma(D)|U_n|^{1/2}) \leq x) - \Phi(x)| \leq A|U_n|^{-\nu}$$

where $A = A_0(d, \lambda) \max\{1, c_0 E X_0^2(D)\} \max\{1, c_{2+\delta}(D)/\sigma^{2+\delta}(D)\}$ and

$$\sigma^2(D) = \sum_{j \in \mathbb{Z}^d} \text{cov}(X_0(D), X_j(D)) \neq 0.$$

**Proof** is based on the classical blocks technique initiated by Bernstein, so we only indicate the main steps and concentrate in the next Section on a statistical version of this result.

For every $n \in \mathbb{N}$ introduce $p = p(n) = \lfloor n^a \rfloor$ and $q = q(n) = \lfloor n^\beta \rfloor$ where $0 < \beta < \alpha < 1$ and $\lfloor \cdot \rfloor$ stands for an integer part of a number. Consider $k = k(n) = \lfloor (2n+1)/(2p+q) \rfloor$. Then one can write $[-n,n] = I_1 \cup I_1' \cup \ldots \cup I_k \cup I_k' \cup I_k''$ where $I_m$, $I_m'$, $I_m''$ are disjoint intervals of the form $I_m = [a_m, a_m + 2p]$, $I_m' = (a_m + 2p, a_m + 2p + q)$ and $I_m'' = (a_k + 2p + q, n]$ ($I_m''$ can be empty, $a_1 = -n, a_m \in [-n,n], m = 1, \ldots , k$).

Set $B_i = I_{i1} \times \ldots \times I_{id} \cap \mathbb{Z}^d$ where $i = (i_1, \ldots , i_d) \in M_n = \{1, \ldots , k\}^d$ and let $V_n = \cup i \in M_n B_i$.

It is easy to verify that for all $n$ large enough

$$\frac{1}{|U_n|}E(S(U_n) - ES(U_n) - (S(V_n) - ES(V_n)))^2 \leq \left(1 - \frac{|V_n|}{|U_n|}\right) \sum_{j \in \mathbb{Z}^d} |\text{cov}(X_0, X_j)| \leq 4dn^{-\gamma}v(D)$$

where $\gamma = \min\{1 - \alpha, \alpha - \beta\}$ and the series

$$\sum_{j \in \mathbb{Z}^d} |\text{cov}(X_0(D), X_j(D))| = v(D).$$
converges in view of (10) for $\lambda > d$. Consequently,
\[
\mathbb{E} \left| \frac{S(U_n) - |U_n|\mathbb{E}X_0}{\sigma(D)|U_n|^{1/2}} - \frac{S(V_n) - |V_n|\mathbb{E}X_0}{\sigma(D)|U_n|^{1/2}} \right| \leq 2(dv(D))^{1/2}n^{-\gamma/2}\sigma^{-1}(D).
\] (17)

**Lemma 1** Let $X(D) = \{X_j(D), j \in \mathbb{Z}^d\}$ be a wide-sense stationary random field such that (10) holds with some $\lambda > d$. Then for all $n \in \mathbb{N}$
\[
\left| \frac{\text{var}S(U_n)}{|U_n|} - \sigma^2(D) \right| \leq a(n, d, \lambda)
\] (18)

where $a = a_0(d, \lambda)c_0\mathbb{E}X_0^2(D)$ and
\[
f(n, d, \lambda) = \begin{cases} 
  n^{d-\lambda}, & d < \lambda < d + 1, \\
  (1 + \ln n)/n, & \lambda = d + 1, \\
  n^{-1}, & \lambda > d + 1.
\end{cases}
\]

**Proof.** One has
\[
|\text{var}S(U_n) - \sigma^2(D)|U_n| \leq \sum_{i \in U_n} \sum_{j \notin U_n} |\text{cov}(X_i, X_j)| = T_1 + T_2
\]
where the sums $T_1$ and $T_2$ are taken respectively over the sets $\{i \in U_n, j \notin U_n, \|i - j\| = r, r > n\}$ and $\{i \in U_n, j \notin U_n, \|i - j\| = r, r \in \{1, \ldots, n\}\}$. Evidently,
\[
T_1 \leq 2d3^{d-1}|U_n|c_0\mathbb{E}X_0^2 \sum_{r > n} r^{d-1-\lambda} \leq 2d3^{d-1}c_0\mathbb{E}X_0^2n^{d-\lambda}|U_n|/\lambda - d,
\]
\[
T_2 \leq \sum_{r=1}^{n} \sum_{n-r < \|i\| \leq n, \|j - i\| = r} |\text{cov}(X_i, X_j)|
\]
\[
\leq 2d c_0\mathbb{E}X_0^2 \sum_{r=1}^{n} r^{-\lambda}(2n + 1)^d - (2(n - r) + 1)^d)(2r + 1)^d-1 \leq 4d^21^{d-1}c_0(2n + 1)^{d-1}\mathbb{E}X_0^2 \sum_{r=1}^{n} r^{d-\lambda}.
\]

Using a trivial estimate
\[
\sum_{r=1}^{n} r^{-\mu} \leq 1 + \int_{1}^{n} x^{-\mu}dx, \quad \mu > 0,
\]
we come to relation (18). The Lemma is proved.

Set $Y_j = S(B_j) - \mathbb{E}S(B_j)$ where $B_j$ belongs to a collection of ”large” blocks, $j \in M_n = \{1, \ldots, k\}$, $k = k(n)$. Clearly $Y_j = Y_j(p_n, D)$. Introduce independent copies $Z_j$, $j \in M_n$, of random variables $Y_j$, $j \in M_n$.

Then it is easily seen that for any $t \in \mathbb{R}$, $t^2 = -1$ and all $n$ large enough
\[
|\mathbb{E}\exp\{it \sum_{j \in M_n} Y_j\} - \mathbb{E}\exp\{it \sum_{j \in M_n} Z_j\}| \leq 4|M_n|c_0q^{-\lambda}(2p + 1)^d |U_n| \leq 4c_03^d n^{2d}q^{-\lambda},
\]
\[
\mathbb{E} \left( \frac{\sum_{j \in M_n} Y_j}{\sigma(D)|U_n|^{1/2}} \right)^2 \leq \nu(D)/\sigma^2(D), \quad \mathbb{E} \left( \frac{\sum_{j \in M_n} Z_j}{\sigma(D)|U_n|^{1/2}} \right)^2 \leq \nu(D)/\sigma^2(D).
\]

Thus
\[
|\mathbb{E}\exp\left\{ \frac{it \sum_{j \in M_n} Y_j}{\sigma(D)|U_n|^{1/2}} \right\} - \mathbb{E}\exp\left\{ \frac{\sum_{j \in M_n} Z_j}{\sigma(D)|U_n|^{1/2}} \right\}| \leq \min\{4c_03^d n^{2d}q^{-\lambda}, 2|t|\sqrt{\nu(D)}/\sigma(D)\}.
\] (19)
Using Lemma 1 one can verify that for all \( n \) large enough
\[
E \left( \frac{\sum_{j \in M_n} Z_j}{\sigma(D) |U_n|^{1/2}} - \frac{\sum_{j \in M_n} Z_j}{\sqrt{\text{var} \sum_{j \in M_n} Z_j}} \right)^2 \leq (4dn^{-\gamma} + a\sigma^{-2}(D)f(p, d, \lambda))^2
\]
where \( \gamma, a \) and \( f \) are the same as in \([15]\) and \([18]\). Therefore for \( \lambda > d + 1 \) we can write
\[
E \left| \frac{\sum_{j \in M_n} Z_j}{\sigma(D) |U_n|^{1/2}} - \frac{\sum_{j \in M_n} Z_j}{\sqrt{\text{var} \sum_{j \in M_n} Z_j}} \right| \leq C_1 n^{-\tau}
\]
where \( C_1 = C_1(d, a) \max\{1, \sigma^{-2}(D)\} \), \( \tau = \min\{\gamma, \alpha\} \).

Now the Esseen inequality implies that for every \( T > 0 \) one has
\[
P \left( \frac{\sum_{j \in M_n} Z_j}{\sigma(D) |U_n|^{1/2}} \leq x \right) - \Phi(x) \leq a_1 \int_{|t| \leq T} \left| \frac{\text{E} \exp\{it\sum_{j \in M_n} Z_j\} - \exp\{-\frac{a^2}{2}t^2\}}{t} \right| dt + a_2 T^{-1}
\]
where \( a_1 \) and \( a_2 \) are absolute constants.

Applying the Berry–Esseen estimate of the convergence rate in the CLT for independent summands \( Z_i, i \in M_n \), with finite absolute moments of order \( 2 + \delta \) (see, e.g., \([10]\), p. 322), using \([17]\) to \([20]\) and estimating the integral in the right hand side of \([21]\) as a sum of integrals \( \int_{|t| \leq 1/T} \) and \( \int_{1/T < |t| \leq T} \) and finally taking \( T = bn^\zeta \) with appropriately small \( \zeta \) and specified \( b > 0 \) we arrive at \([13]\). This completes the proof of Theorem 1.

**Remark 2.** There are many versions of the CLT for random fields under various dependence conditions (see, e.g., \([2]\), \([11]\), \([3]\), \([11]\), \([7]\), and references therein). In the same manner we could use instead of the maximal correlation coefficient \( \rho \), e.g., the Rosenblatt-type mixing coefficient. We proved here the CLT with rate because it permits to establish the law of the iterated logarithm (announced in \([8]\)) under the dependence conditions of the type \([11]\). It is worth mentioning that to this end we need only arbitrary slow power-type estimate of the convergence rate in the CLT without specifying an exponent \( \nu \) in \([13]\). We do not provide here an explicit cumbersome expression for \( \nu \). More restrictive mixing conditions than \([10]\), i.e. \( \rho(I, J) \leq c_0 |I||J| \exp\{-a \text{dist}(I, J)\} \) where \( a \) and \( b \) are some positive parameters, were recently used in \([24]\), \([25]\) (see also the references therein) for CLT and LIL. We do not consider here growing subsets \( U_n \subset \mathbb{Z}^d \) more general than “integer” cubes. For generalizations of this kind we refer to \([1]\), \([7]\).

### 4. Statistical version of the CLT

There are two ways for applications of Theorem 1. Namely, if we believe in the model describing the stochastic behaviour of each FSU (see Section 1) then we can calculate \( \mathbb{E}X_a \). However, the problem for dependent FSUs is the following one. Now we cannot claim (in general) that the variance of the sum \( S(U_n, D) \) is equal to the sum of variances of summands. Thus for every \( D > 0 \), in contrast to the CLT for the Bernoulli scheme, i.e.
\[
\frac{S_n(D) - np(D)}{\sqrt{np(D)(1-p(D))}} \xrightarrow{\mathbb{P}} Z \sim N(0, 1) \quad \text{as } n \to \infty
\]
discussed in Section 1 (here \( p(D) = \mathbb{E}X_0 \), \( Z \) is a standard normal r.v.), the relation
\[
\frac{S(U_n, D) - |U_n|\mathbb{E}X_0(D)}{\sigma(D)|U_n|^{1/2}} \xrightarrow{\mathbb{P}} Z \sim N(0, 1) \quad \text{as } n \to \infty
\]
contains an unknown function \( \sigma(D) \). As usual \( \xrightarrow{\mathbb{P}} \) stands for weak convergence of random variables distributions.
Fortunately it is possible to construct a sequence of nonnegative statistical estimates $\hat{C}(U_n, D)$ for $\sigma^2(D)$ such that for any $D > 0$

$$\hat{C}(U_n, D) \xrightarrow{P} \sigma^2(D) \quad \text{as } n \to \infty$$

(23)

where $\xrightarrow{P}$ means the convergence in probability as usual. We employ here a family of consistent statistical estimates introduced in [6] for random fields $^6$, for stochastic processes we refer to the paper [21].

Then by virtue of (22) and (23) we come, for every $D > 0$ (if $\sigma(D)^2 \neq 0$), to the formula

$$(\hat{C}(U_n, D)|U_n|)^{-1/2}(S(U_n, D) - |U_n| \mathbb{E}X_n(D)) \xrightarrow{D} Z \sim N(0, 1) \quad \text{as } n \to \infty.$$  

(24)

In other words a random normalization is used in the CLT.

Consequently to determine (approximately) for a given value $\gamma \in (0, 1)$ the threshold $x_\gamma$, we can apply the following analogue of formula [4]

$$P(S_n \geq x) \approx 1 - \Phi(x)$$

(25)

where $x = \frac{(x - n \mathbb{E}X(D))}{\sqrt{\hat{C}(U_n, D)|U_n|}}$, $x \in \mathbb{R}, n \in \mathbb{N}$. However, now in the right hand side of (25) there is a r.v. $\Phi(x)$, i.e. we use $\Phi(x)$ as statistical estimate for $P(S_n < x)$. Note that we have used only the value $\mathbb{E}X_n(D)$ provided by the model of stochastic behaviour for FSUs and we did not suppose here that the collective effect of the evolution of cells under irradiation is described by independent random variables.

Another way of using Theorem 1 is to construct approximate confidence intervals for the unknown mean value $\mathbb{E}X_n(D)$ without hypotheses concerning the explicit formulas (discussed in Section 1) for distribution of random variables $X_j, j \in U_n$.

Thus in both cases it is desirable to establish the CLT for dependent random fields using random normalization.

**Remark 3.** As far as we know, in previous applications of the CLT to NTCP models for independent FSUs the question of convergence rate was not raised, so Section 1 covers this gap. However, the same question in case of dependent FSUs is more involved. We intend to investigate the accuracy of the proposed model in a special publication. One can consider Theorem 1 as the first step in this direction. Moreover, we can obtain the power-type estimate in the CLT with random normalization. However, the rate of convergence will be slower than that for independent random summands. The effect of convergence rate in the CLT sensitivity to the dependence conditions was demonstrated for positively or negatively associated random fields in [4].

For $j \in U \subset \mathbb{Z}^d$ ($1 \leq |U| < \infty$) and $b = b(U) > 0$ set

$$K_j(b) = \{t \in \mathbb{Z}^d : \|j - t\| \leq b\}, \quad Q_j = Q_j(U, b) = U \cap K_j(b),$$

(26)

$$\hat{C}(U, D) = \frac{1}{|U|} \sum_{j \in U} |Q_j| \left(\frac{S(Q_j, D)}{|Q_j|} - \frac{S(U, D)}{|U|}\right)^2.$$  

(27)

Note that the averaged variables $S(Q_j, D)/|Q_j|$ arise for dependent summands (in contrast to the traditional estimates of variance used for independent observations).

**Theorem 2** Let the conditions of Theorem 4 be satisfied. Let $\{U_n\}_{n \in \mathbb{N}}$ be a sequence of "integer" cubes, i.e. $U_n = [-n, n]^d \cap \mathbb{Z}^d$, $n \in \mathbb{N}$ $(d \geq 1)$. Assume $b(U_n) = b_n$ where $\{b_n\}_{n \in \mathbb{N}}$ is a sequence of positive integers such that $b_n \to \infty, \quad b_n = o(n)$ as $n \to \infty$.

Then for every $D > 0$ relation [21] holds if $\sigma(D) \neq 0$.

$^6$Vector-valued random fields satisfying other dependence conditions are studied in [6].
Proof. The estimate \( \hat{C}(U, D) \) introduced by means of (27) and \( \sigma^2(D) \) are invariant under the transformation \( X_j \mapsto X_j - EX_0, j \in \mathbb{Z}^d \). So, without loss of generality we can further on assume that \( EX_0 = 0 \). Let \( ||\xi||_L \) stand for the norm of a real-valued random variable \( \xi \) in a space \( L = L^1(\Omega, \mathcal{F}, P) \). For any \( U_n \subset \mathbb{Z}^d \) and \( n \in \mathbb{N} \) one has

\[
||\hat{C}(U_n, D) - \sigma^2(D)||_L \leq I_1(U_n, D) + I_2(U_n, D) + I_3(U_n, D)
\]

where

\[
I_1(U_n, D) = \frac{1}{|U_n|} \left| \sum_{j \in U_n} |Q_j| \left\{ \left( \frac{S(Q_j)}{|Q_j|} - \frac{S(U_n)}{|U_n|} \right)^2 - \left( \frac{S(U_n)}{|U_n|} \right)^2 \right\} \right|_L
\]

\[
I_2(U_n, D) = \frac{1}{|U_n|} \left| \sum_{j \in U_n} \frac{1}{|Q_j|} \left( S^2(Q_j) - ES^2(Q_j) \right) \right|_L
\]

\[
I_3(U_n, D) = \frac{1}{|U_n|} \sum_{j \in U_n} \frac{1}{|Q_j|} \left( ES^2(Q_j) - \sigma^2(D) \right)
\]

Here and below \( S(U) = S(U, D) \) for \( U \subset \mathbb{Z}^d \) and \( D > 0 \). We have

\[
|Q_j|^{-1} ES^2(Q_j) \leq v(D), \quad j \in \mathbb{Z}^d,
\]

where \( v(D) \) is the same as in (10). By virtue of condition (28) it is clear that

\[
I_1(U_n, D) \leq |U_n|^{-3} ES^2(U_n) \sum_{j \in U_n} |Q_j| + 2|U_n|^{-2} \sum_{j \in U_n} E|S(Q_j)S(U_n)|
\]

\[
\leq v(D) \{|K_0(b_n)||U_n|^{-1} + 2|K_0(b_n)|^{1/2}|U_n|^{-1/2}\} \to 0 \quad \text{as} \quad n \to \infty.
\]

For a fixed \( c > 0 \) introduce the functions

\[
h_1(x) = \text{sign}(x) \min\{|x|, c\}, \quad h_2(x) = x - h_1(x), \quad x \in \mathbb{R}.
\]

Given a nonempty finite set \( Q \subset \mathbb{Z}^d \) let

\[
\overline{S}(Q) = S(Q)/\sqrt{|Q|}.
\]

Note that

\[
I_2(U_n, D) \leq \sum_{p, m=1}^2 I_2^{(p,m)}(U_n, D)
\]

where

\[
I_2^{(p,m)}(U_n, D) = \frac{1}{|U_n|} \left| \sum_{j \in U_n} h_p(\overline{S}(Q_j))h_m(\overline{S}(Q_j)) - Eh_p(\overline{S}(Q_j))h_m(\overline{S}(Q_j)) \right|_L
\]

For \( b, n \in \mathbb{N} \) introduce the sets

\[
T_n^{(b)} = \{ s \in U_n : \inf_{t \in \partial U_n} \| s - t \| \leq b \}
\]

where \( \partial U_n = \{ j \in U_n : \exists q \notin U_n \text{ such that } \| j - q \| = 1 \} \). Put \( T_n = T_n^{(b_n)}, n \in \mathbb{N}, \) where \( b_n \) meet condition (28). Due to (28) one has

\[
I_2^{(1,2)}(U_n, D) + I_2^{(2,1)}(U_n, D) + I_2^{(2,2)}(U_n, D)
\]
\begin{align*}
&\leq 2|U_n|^{-1} \sum_{j \in U_n} \left( 2E|h_1(\mathcal{S}(Q_j))h_2(\mathcal{S}(Q_j))| + Eh_2^2(\mathcal{S}(Q_j)) \right) \\
&\leq 2 \left( 2E|h_1(\mathcal{S}(K_0(b_n)))h_2(\mathcal{S}(K_0(b_n)))| + Eh_2^2(\mathcal{S}(K_0(b_n))) + 3|T_n| |U_n|^{-1} v(D) \right) \\
&\leq 4 \left( v(D)E(\mathcal{S}^2(K_0(b_n)))1\{|\mathcal{S}(K_0(b_n))| \geq c\} \right)^{1/2} \\
&\quad + 2E(\mathcal{S}^2(K_0(b_n)))1\{|\mathcal{S}(K_0(b_n))| \geq c\} \\
&\quad + 6|T_n||U_n|^{-1} v(D) \\
\end{align*}

where 1 is an indicator function.

Condition (29) implies that
\begin{equation}
|T_n||U_n|^{-1} \to 0 \quad \text{as} \quad n \to \infty.
\end{equation}

It is easy to see that a family \( \{\mathcal{S}(K_0(b_n))\}_{n=1}^\infty \) is uniformly integrable. Consequently, taking into account (34), for any \( \varepsilon > 0 \) we can find \( c = c(\varepsilon) \) such that for all \( n \) large enough
\begin{equation}
I_2^{(1,2)}(U_n, D) + I_2^{(2,1)}(U_n, D) + I_2^{(2,2)}(U_n, D) < \varepsilon,
\end{equation}

furthermore,
\begin{equation}
(I_2^{(1,1)}(U_n, D))^2 \leq |U_n|^{-2} \sum_{j,t \in U_n} \left| \text{cov}\left(h_1^2(\mathcal{S}(Q_j)), h_1^2(\mathcal{S}(Q_t))\right) \right|.
\end{equation}

In view of (31) we obtain the inequalities
\begin{align*}
&|U_n|^{-2} \sum_{j,t \in U_n, ||j-t|| \leq 4b_n} \left| \text{cov}\left(h_1^2(\mathcal{S}(Q_j)), h_1^2(\mathcal{S}(Q_t))\right) \right| \\
&\leq 2c^2|U_n|^{-2} \sum_{j,t \in U_n, ||j-t|| \leq 4b_n} Eh_1^2(\mathcal{S}(Q_j)) \\
&\leq 2^{d+1}c^2 |U_n|^{-1} |K_0(b_n)||v(D)|.
\end{align*}

Now condition (10) with \( \lambda > d \) entails the estimate
\begin{align*}
&|U_n|^{-2} \sum_{j,t \in U_n, ||j-t|| > 4b_n} \left| \text{cov}\left(h_1^2(\mathcal{S}(Q_j)), h_1^2(\mathcal{S}(Q_t))\right) \right| \\
&\leq c_0 c^4 |U_n|^{-2} \sum_{j,t \in U_n, ||j-t|| > 4b_n} |Q_j||Q_t||j-t-2b_n|^{-\lambda} \\
&\leq c_0 c^4 d^4 |U_n|^{-1} |K_0(b_n)|^2 \sum_{r>2b_n} r^{d-1-\lambda}.
\end{align*}

Taking into account (36) - (38), (28) and (10) with \( \lambda \geq 2d \), we verify that
\begin{equation}
I_2(U_n, D) \to 0 \quad \text{as} \quad n \to \infty.
\end{equation}

Now observe that
\begin{align*}
|U_n|^{-1} \sum_{j \in U_n} |Q_j|^{-1} ES^2(Q_j) &= |U_n|^{-1} |U_n \setminus T_n||K_0(b_n)|^{-1} ES^2(K_0(b_n)) \\
&\quad + |U_n|^{-1} \sum_{j \in T_n} |Q_j|^{-1} ES^2(Q_j).
\end{align*}
According to (18) the following relation is valid
\[ |K_0(b_n)|^{-1} \mathbb{E} S^2(K_0(b_n)) \rightarrow \sigma^2(D) \text{ as } n \rightarrow \infty. \]

Due to (28) and (29) we conclude that
\[ I_3(U_n, D) \rightarrow 0 \text{ as } n \rightarrow \infty. \]  \hspace{1cm} (40)

Relations (30), (39) and (40) yield (21). The proof of Theorem 2 is complete.

5. Concluding Remarks

Besides the concept of a functional reserve of an organ undergoing irradiation it seems desirable to use the models taking into account the geometrical configuration of survived FSUs (or/and cells). Here the concepts of random clusters appear naturally. In this regard we refer to a quite recent paper (29) (cf. [17]). The stochastic models of disordered structures (involving point random fields) could be applied also to describe the damage volumes of irradiated organ. Note that it is possible to describe the relations between various FSUs (cells) in terms of random graphs and study the models where some vertices (or edges) are destroyed at random. An interesting problem is to find the optimal dose of irradiation taking into account not only the complication probabilities but the balance of conditions for irradiated organ (tissue) and its normal environment. Moreover, it is important to consider non uniform irradiation, another problem is to study a population of non-identical patients (see, e.g., [32], [14]). To conclude we mention a deep problem of constructing dynamical models describing the evolution of an irradiated organ in space and time.
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