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Abstract. The Bochner-Riesz multipliers \( B_\delta \) on \( \mathbb{R}^n \) are shown to satisfy a range of sparse bounds, for all \( 0 < \delta < \frac{n-1}{2} \). The range of sparse bounds increases to the optimal range, as \( \delta \) increases to the critical value, \( \delta = \frac{n-1}{2} \), even assuming only partial information on the Bochner-Riesz conjecture in dimensions \( n \geq 3 \). In dimension \( n = 2 \), we prove a sharp range of sparse bounds. The method of proof is based upon a 'single scale' analysis, and yields the sharpest known weighted estimates for the Bochner-Riesz multipliers in the category of Muckenhoupt weights.

1. Introduction

We study sparse bounds for the Bochner-Riesz multipliers in dimensions \( n \geq 2 \). The latter are Fourier multipliers \( B_\delta \) with symbol \( (1 - |\xi|^2)^{\frac{\delta}{2}} \), for \( \delta > 0 \). That is,

\[
\mathcal{F}B_\delta f = (1 - |\xi|^2)^{\frac{\delta}{2}} \mathcal{F}f,
\]

where \( \mathcal{F} \) is a choice of Fourier transform. At \( \delta_c = \frac{n-1}{2} \), the multiplier is borderline Calderón-Zygmund, and one has the very sharp bounds of Conde-Alonso, Culiuc, di Plinio and Ou [10], which we recall in Theorem C below. In this paper, we focus on the super-critical range \( 0 < \delta < \frac{n-1}{2} \), the study of which was initiated by Benea, Bernicot and Luque [2]. We supply sparse bound for all \( 0 < \delta < \frac{n-1}{2} \), and prove a sharp range of estimates in dimension \( n = 2 \).

Sparse bounds are a particular quantification of the (weak) \( L^p \)-bounds for an operator, which in particular immediately imply weighted and vector-valued inequalities. The topic has been quite active, with an especially relevant paper being that of Benea, Bernicot and Luque [2], but also see [3, 10, 13, 17, 20, 22] for more information about this topic. We set notation for the sparse bounds. Call a collection of cubes \( S \) in \( \mathbb{R}^n \) sparse if there are sets \( \{E_S : S \in S\} \) which are pairwise disjoint, \( E_S \subset S \) and satisfy \( |E_S| > \frac{1}{2}|S| \) for all \( S \in S \). For any cube \( Q \) and \( 1 \leq r < \infty \), set \( \langle f \rangle_{Q,r} = |Q|^{-1} \int_Q |f|^r \, dx \). Then the \((r,s)\)-sparse

\[
\langle f \rangle_{Q,r} \leq C_{r,s} s^{-1} \sum_{S \in S} \langle f \rangle_{Q,r}.
\]
form $\Lambda_{S,r,s} = \Lambda_{r,s}$, indexed by the sparse collection $S$ is

$$\Lambda_{S,r,s}(f, g) = \sum_{S \in S} |S| \langle f \rangle_{S,r} \langle g \rangle_{S,s}.$$ 

Given a sublinear operator $T$, and $1 \leq r, s < \infty$, we set $\|T : (r, s)\|$ to be the infimum over constants $C$ so that for all bounded compactly supported functions $f, g$,

$$|\langle Tf, g \rangle| \leq C \sup \Lambda_{r,s}(f, g),$$

where the supremum is over all sparse forms. It is essential that the sparse form be allowed to depend upon $f$ and $g$. But the point is that the sparse form itself varies over a class of operators with very nice properties.

The study of sparse bounds for the Bochner-Riesz multipliers was initiated by Benea, Bernicot and Luque [2], who established sparse bounds for a restricted range of parameters $\delta, r$ and $s$ below. We extend their results, using an alternate, less complicated method of proof, yielding results for all $\delta > 0$. In two dimensions our main result is as follows.

**Theorem 1.1.** Let $n = 2$, and $0 < \delta < \frac{1}{2}$. Let $R(2, \delta)$ be the open trapezoid with vertices

$$v_{2,\delta,1} = \left(\frac{1-2\delta}{4}, \frac{3+2\delta}{4}\right), \quad v_{2,\delta,2} = \left(\frac{1+6\delta}{4}, \frac{3+2\delta}{4}\right),
$$

$$v_{2,\delta,3} = \left(\frac{3+2\delta}{4}, \frac{1+6\delta}{4}\right), \quad v_{2,\delta,4} = \left(\frac{3+2\delta}{4}, \frac{1-2\delta}{4}\right).$$

*(See Figure 1.)* There holds

$$\|B_\delta : (r, s)\| < \infty, \quad \left(\frac{1}{r}, \frac{1}{s}\right) \in R(2, \delta).$$

Moreover, the inequality above fails for $\frac{1}{r} + \frac{1}{s} > 1$, with $\left(\frac{1}{r}, \frac{1}{s}\right)$ not in the closure of $R(2, \delta)$.

As $\delta$ increases to the critical value of $\delta = \frac{1}{2}$, the trapezoid $R(2, \delta)$ increases to the upper triangle with vertices $(1, 0)$, $(0, 1)$ and $(1, 1)$. This is the full arrange allowed for the case of $\delta = \frac{1}{2}$, see Theorem C.

In the next section, we give the full statement of the results in all dimensions. The remainder of the paper is taken up recalling some details about sparse bounds, the (short) proof of the main results, and then drawing out the weighted corollaries.

2. The Full Statement

In dimensions 3 and higher, we only have partial information about the Bochner-Riesz conjecture. Nevertheless, we show that from this partial information one can obtain sparse bounds as a consequence.

**Conjecture 2.1.** [Bochner-Riesz Conjecture] We have $B_\delta : L^p(\mathbb{R}^n) \hookrightarrow L^p(\mathbb{R}^n)$ if

$$\frac{1}{p} - \frac{1}{2} < \frac{1}{2} + \delta, \quad \delta > 0.$$
Figure 1. The trapezoid $R(2, \delta)$ of Theorem 1.1. The Bochner-Riesz bounds are sharp at the indices $\frac{1}{p} = \frac{3}{4}, \frac{1}{2}$, which corresponds to the Carleson-Sjölin bounds. The sparse bounds for $B_\delta$ hold for all $(\frac{1}{r}, \frac{1}{s})$ inside the dotted trapezoid, and fails outside the trapezoid. We abbreviate $v_{2,\delta,2} = v_2$, and similarly for $v_3$.

This has an equivalent formulation, in terms of ‘thin annuli,’ which is the form we prefer. Let $1_{[-1/4,1/4]} \leq \chi \leq 1_{[-1/2,1/2]}$ be a Schwartz function, and set $S_\tau$ to be the Fourier multiplier with symbol $\chi((|\xi| - 1)/\tau)$.

**Conjecture 2.3.** Subject to the condition $n |\frac{1}{p} - \frac{1}{2}| < \frac{1}{2}$, there holds

$$\|S_\tau\|_{L^p \to L^p} \lesssim \epsilon, \quad 0 < \tau < 1.$$  

Above, we use the notation $A(\tau) \lesssim \epsilon B(\tau)$ to mean that for all $0 < \epsilon < 1$, there is a constant $C_\epsilon$ so that uniformly in $0 < \tau < 1$, there holds $A(\tau) \leq C_\epsilon \tau^{-\epsilon} B(\tau)$. It is typical in these types of questions that one expects losses in $\tau$ that are of a logarithmic nature at end points. This issue need not concern us.

The Theorem below takes as input partial information about the Bochner-Riesz Conjecture and deduces a range of sparse bounds. For $0 < \delta < \frac{n-1}{2}$, let $R(n, p_0, \delta)$ be the open trapezoid with vertexes

$$v_{n,\delta,1} = (\frac{1}{p_0} (1 - \frac{2\delta}{n-1}), \frac{1}{p_0} + \frac{1}{p_0} \frac{2\delta}{n-1}), \quad v_{n,\delta,2} = (\frac{1}{p_0} + \frac{1}{p_0} \frac{2\delta}{n-1}, \frac{1}{p_0} + \frac{1}{p_0} \frac{2\delta}{n-1}),$$  

$$v_{n,\delta,3} = v_{n,p_0,2}, \quad v_{n,\delta,4} = v_{n,p_0,1}, \quad \text{where } (a, b) = (b, a).$$

**Theorem 2.6.** Assume dimension $n \geq 2$. And let $1 < p_0 < 2$ be such that the estimate (2.4) holds. Then, for $0 < \delta < \frac{n-1}{2}$, the following sparse bound hold.

$$\|B_\delta : (r, s)\| < \infty, \quad (\frac{1}{r}, \frac{1}{s}) \in R(n, p_0, \delta).$$
Moreover, for the critical value of $p = p(\delta)$ given by $\frac{n}{p} = \frac{n+1}{2} + \delta$, the inequality above fails for $\frac{1}{r} + \frac{1}{s} > 1$, with $(\frac{1}{r}, \frac{1}{s})$ not in the closure of $R(n, p, \delta)$.

This Theorem contains Theorem 1.1, since the Bochner-Riesz conjecture holds in dimension 2, as was proved by Carleson-Sjölin [7]. (Also see Córdoba [11].) In dimensions $n \geq 3$, the best results are currently due to Bourgain-Guth, [4], but also see Sanghyuk Lee [24]. We summarize the best known information in

**Theorem A.** *These positive results hold for the Bochner-Riesz Conjecture.*

1. [7] In the case of $n = 2$, (2.2) holds.
2. [4, Thm 5] In the case of $n \geq 3$, the condition (2.2) holds if $q = \max(p, p')$ satisfies

$$ q > \begin{cases} 2^{\frac{4n+3}{4n-3}} & n \equiv 0 \mod 3 \\ 2^{\frac{n+1}{2n+1}} & n \equiv 1 \mod 3 \\ 2^{\frac{4n+1}{2n+1}} & n \equiv 2 \mod 3 \end{cases} $$

Concerning sparse bounds for the Bochner-Riesz multipliers, the general result of Benea, Bernicot and Luque [2] is a bit technical to state in full generality. We summarize it as follows.

**Theorem B.** *These two results hold.*

1. [2, Thm 1] In dimension $n = 2$, for $\delta > \frac{1}{6}$, we have $\|B_\delta : (\frac{6}{5}, 2)\| < \infty$.
2. [2, Thm 3] In dimensions $n > 3$, for all $\delta > 0$, there is a $1 < p(\delta) < 2$ for which we have $\|B_\delta : (p(\delta), 2)\| < \infty$. (Using our notation, the sparse bound holds when the second coordinate of $v_{n,\delta,2}$ is $\frac{1}{2}$.)

Our result provides sparse bounds for the Bochner-Riesz multipliers, for all $\delta > 0$, and all $p$ in a non-trivial interval around 2. It is a routine exercise to verify that a consequence of Theorem 1.1 that we have

$$ \|B_\delta : (2, \frac{6}{5})\| < \infty, \quad n = 2, \delta > \frac{1}{6}. $$

Indeed, using the notation Theorem 1.1, we have $v_{2,1/6,2} = (\frac{1}{2}, \frac{5}{6})$. This is the two dimensional result of [2].

The interest in sparse bounds, besides their quantification of $L^p$ bounds, is that they quickly deliver weighted and vector-valued inequalities. In many examples, these estimates are sharp [3, 10, 21, 25], or dramatically simplify existing proofs, and provide weighted inequalities in settings where none were known before [19, 20, 23]. The mechanism to do this is already well represented in the literature [3], and was initiated by Benea, Bernicot and Luque [2] in the setting of Bochner-Riesz multipliers. We point the interested reader there for more information about weighted estimates in the Bochner-Riesz setting.

That our result and that of [2] coincide at the case of $r = 2$ is not so surprising. They approach the problem by using sharp results about spherical restriction, as there is a close connection between the Bochner-Riesz Conjecture and spherical restriction, subject
to an index in the restriction question being 2. Our approach is more direct, working essentially with the 'single scale' version of the Bochner-Riesz Conjecture directly, through Conjecture 2.3. In both cases, we use the 'optimal' unweighted estimates, and derive the sparse bounds.

Concerning the critical index \( \delta_n = \frac{n-1}{2} \), it is well known that the Bochner-Riesz operator is borderline Calderón-Zygmund. Hence one expects much better sparse bounds. The best sharp bound is due to Conde-Alonso, Culiuc, di Plinio and Ou [10]. It shows not only sparse bounds in the upper triangle of the \((\frac{1}{r}, \frac{1}{s})\) plane, but also a quantitative estimate at the vertex \((1,1)\).

**Theorem C.** [10] *In all dimensions* \( n \geq 2 \), *we have*

\[
\|B_{\delta_n} : (1, 1 + \epsilon)\| \lesssim \epsilon^{-1}, \quad 0 < \epsilon < \infty.
\]

Note that the trapezoid of our theorem increases to the upper triangle, as \( \delta \) increases to the critical index \( \delta_n = \frac{n-1}{2} \). In that sense, our results 'interpolates' the better bounds known in the critical case. We do not recover Theorem C. Indeed we can't as the proof is intrinsically multiscale, whereas ours is not.

The sparse bounds imply vector-valued and weighted inequalities for the Bochner-Riesz multipliers. The weights allowed are in the intersection of certain Muckenhoupt and reverse Hölder classes. The inequalities we can deduce are strongest at the vertex \( v_{n,\delta,2} \), using the notation of (2.5). Indeed, the weighted consequence is the strongest known for the Bochner-Riesz multipliers. The method of deduction follows the model of arguments in [2, §7] and [3, §6], and so we suppress the details.

We conclude with these remarks.

1. Seeger [26] proves an endpoint weak-type result for the Bochner-Riesz operators in the plane. The sparse refinement of that is given Kesler and one of us in [18].
2. Extensions of these results to maximal Bochner-Riesz operators is hardly straightforward. For relevant norm inequalities, see [5, 24, 28].
3. Bak [1] proves endpoint estimates for negative index Bochner-Riesz multipliers. (Also see Gutiérrez [16].) Aside from endpoint issues, it would be easy to derive sparse bounds for these operators using the techniques of this paper. The \( A_{p,q} \) weighted consequences would be new, it seems. The endpoint issues would be interesting.
4. It is also of interest to obtain weighted bounds that more explicitly involve the Kakeya maximal function, as is done by Carbery [5] and Carbery and Seeger [6]. This would require substantially new techniques.

**Acknowledgment.** We benefited from conversations with Andreas Seeger and Richard Oberlin, as well as careful readings by referees.
3. Background on Sparse Forms

We collect some facts concerning sparse bounds. It is a useful fact that given bounded and compactly supported functions, there is basically one form that controls all others.

**Proposition 3.1.** [22, §4] Given $1 \leq r, s < \infty$, and bounded and compactly supported functions $f, g$, there is a single sparse form $\Lambda_{S_0, r, s}$ for which

$$\sup_S \Lambda_{S, r, s}(f, g) \lesssim \Lambda_{S_0, r, s}(f, g).$$

The implied constant is only a function of dimension.

Second, closely related sparse forms are also controlled by the sparse forms we defined at the beginning of the paper. For a cube $Q$, and $1 \leq r < \infty$, set a non-local average to be

$$\langle f \rangle_{Q, r} = \left| Q \right|^{-1} \left| f(x) \right|^r [1 + \text{dist}(x, Q)/|Q|]^{-(n+1)} \, dx.$$

And then define a sparse form $\Lambda'_{S, r, s}$ using the non-local averages above in place of $\langle f \rangle_{Q, r}$. These forms are not essentially larger.

**Proposition 3.3.** [14, Lemma 2.8] For bounded and compactly supported functions $f, g$, and $1 \leq r, s < \infty$, we have

$$\sup_S \Lambda'_{S, r, s}(f, g) \lesssim \sup_S \Lambda_{S, r, s}(f, g).$$

A central point is that the selection of the 'optimal' sparse form in Proposition 3.1 is certainly non-linear. But at the same time, one would ideally like to interpolate sparse bounds. We do not know how to do this in general, but the analysis of the operators $S_{\tau}$, being 'single scale', places us in a situation where we can interpolate.

Using the notation of (3.2), for $0 < \tau < 1$, set

$$\tilde{\Lambda}_{\tau, r, s}(f, g) = \sum_{Q \in \mathcal{D}} \langle f \rangle_{Q, r} \langle g \rangle_{Q, s} |Q|, \quad 0 < \eta < 1.$$

Above, $\mathcal{D}$ denotes the dyadic cubes in $\mathbb{R}^n$, and $\ell Q = |Q|^\frac{1}{n}$ is the side length of $Q$. That is, the sum is over all dyadic subcubes with side length between 1 and $1/\tau^{1+\eta}$. We have this interpolation fact.

**Proposition 3.5.** Let $1 \leq r_j, s_j \leq \infty$ for $j = 0, 1$ and fix $0 < \tau < \infty$. Suppose that for some linear operator $T$ we have

$$|\langle T f, g \rangle| \leq C_j \tilde{\Lambda}_{\tau r_j, s_j}(f, g), \quad j = 0, 1,$$

for all smooth compactly supported functions $f, g$. Then, for $0 < \theta < 1$, we have

$$|\langle T f, g \rangle| \leq C_0^\theta C_1^{1-\theta} \tilde{\Lambda}_{\tau_{r_0}, s_0}(f, g),$$

where $1/\tau_0 = \frac{1}{r_0} + \frac{1-\theta}{r_1}$, and similarly for $s_0$. 
The proof is a variant of Riesz-Thorin interpolation, but we include some details, as the proposition is new in this context, as far as we know.

**Proof.** Let us recast the sparse bound in a slightly more general form. For cubes $Q$, set
\[
\langle \langle f \rangle \rangle_{\lambda,Q,r} = \left[ \frac{1}{|Q|} \int \frac{|f(x)|^r}{(1 + \text{dist}(x,Q)/|Q|)^{n+1}} d\lambda(x) \right]^\frac{1}{r}.
\]
Above, $\lambda$ is some Borel measure. Fix a finite collection of cubes $Q$, and consider a 'sparse form' given by
\[
B_{r,s}(f, g) = B_{Q,\lambda,w,r,s}(f, g) = \sum_{Q \in Q} w(Q) \langle \langle f \rangle \rangle_{\lambda,Q,r} \langle \langle g \rangle \rangle_{\lambda,Q,s}.
\]
Above $w : Q \mapsto (0, \infty)$ is a non-negative function. The sparse forms that we consider are special instances of these more general forms.

Appeal to Hölder’s inequality. Given $r_0 < r_1$ and $s_0 < s_1$, we have
\[
B_{r_\theta,s_\theta}(f, g) \leq B_{r_0,s_0}(f, g)^\theta B_{r_1,s_1}(f, g)^{1-\theta}, \quad 0 < \theta < 1
\]
where $\frac{1}{r_\theta} = \frac{0}{r_0} + \frac{1-\theta}{r_1}$, and similarly for $s_\theta$.

Let us consider a bilinear form $\beta$ for which we have
\[
|\beta(f, g)| \leq A_j B_{r_j,s_j}(f, g), \quad j = 0, 1.
\]
By multiplying $f$, $g$ and the measure $\lambda$ by various constants, we can assume that
\[
B_{r_j,s_j}(f, g) = 1, \quad j = 0, 1.
\]
For $0 < \theta < 1$, consider the holomorphic function $F(s) = \beta(f_s, g_s)$, where
\[
f_s = \text{sgn}(f)|f|^{(1-s)\frac{r_0}{r_0} + s\frac{r_1}{r_1}},
\]
and similarly for $g_s$. The function $F(s)$ is of at most exponential growth in the strip $0 \leq \text{Re} s \leq 1$. Namely,
\[
|F(s)| \leq B_{r_1,s_1}(f_s, g_s) \leq C e^{C|s|}, \quad 0 < \text{Re} s \leq 1.
\]
for some finite positive constant $C$. This is because $f$ and $g$ are bounded functions, and we have a finite collection of cubes $Q$. Our deduced bounds are independent of these *a priori* assumptions. It also holds that $|F(j + i\sigma)| \leq A_j$, for $j = 0, 1$. It follows from Lindelöf’s Theorem that $F$ is log-convex on $[0, 1]$. In particular,
\[
|F(\theta)| = |\beta(f, g)| \leq A_0^\theta A_1^{1-\theta}.
\]
From this, we conclude our proposition. \qed
4. Proof of the Sparse Bounds

The connection between the Bochner-Riesz and the $S_\tau$ multipliers is well-known, and central to standard papers in the subject like [5, 11]. We briefly recall it here. For each $0 < \delta < \frac{n-1}{2}$, we have

$$B_\delta = T_0 + \sum_{k=1}^{\infty} 2^{-k\delta} \text{Dil}_{1-2^{-k}} S_{2^{-k}},$$

where these conditions hold: First, $T_0$ is a Fourier multiplier, with the multiplier being a Schwartz function supported near the origin. The operator $\text{Dil}_s f(x) = f(x/s)$ is a dilation operator. And, each $S_{2^{-k}}$ is a Fourier multiplier with symbol $\chi_k(2^k \|\xi| - 1)$, where the $\chi_k$ satisfy a uniform class of derivative estimates.

The point is then to show this result, in which we exploit the openness of the condition we are seeking to prove.

**Theorem 4.1.** Assume dimension $n \geq 2$. And let $1 < p_0 < 2$ be such that the estimate (2.4) holds. Then, the following sparse bounds hold. For all $(\frac{1}{r}, \frac{1}{s}) \in \mathbb{R}(n, p_0, \delta)$, there is a $\kappa = \kappa(r, s) > 0$ so that

$$\|S_\tau : (r, s)\| \lesssim \tau^{-\delta + \kappa}, \quad 0 < \tau < 1.$$

The papers of Córdoba [11, 12] also proceeds by analysis of the operators $S_\tau$. Also see Duoandikoetxea [15, Chap 8.5]. Write $S_\tau f = K_\tau * f$. The basic properties of this operator and kernel that we need are these.

**Lemma 4.2.** For $0 < \tau < \frac{1}{2}$, these properties hold.

1. We have this estimate for the kernel $K_\tau$. For all $0 < \eta < 1$ and $N > 1$,

$$|K_\tau(x)| \lesssim \tau \cdot \begin{cases} 1 + |x|^{-\eta} & |x| \leq C\tau^{-1-\eta} \\ |x|^{-n} [\tau|x|]^{-N} & \text{otherwise.} \end{cases}$$

The implied constants depend upon $0 < \eta < 1$, and $N > 1$.

2. $\|S_\tau\|_{1 \mapsto 1} \lesssim \tau^{-\frac{n-1}{2}}$.

**Proof.** The second estimate follows from the first. The first is seen this way. Let $\sigma$ denote normalized Haar measure on the sphere $S^{n-1} \subset \mathbb{R}^n$. Then, recall [27, Chap VIII.3], that the Fourier transform of $\sigma$ has an expression in terms of Bessel functions as follows.

$$\hat{d\sigma}(x) = \int_{S^{n-1}} e^{-2\pi i x \xi} d\sigma(\xi) = 2\pi |x|^{\frac{n-1}{2}} J_{\frac{n-3}{2}}(2\pi |x|).$$

The Bessel function has an expansion [27, Chap VIII.1.4]

$$J_{\frac{n-3}{2}}(s) = \sqrt{\frac{s}{\pi^3}} \cos\left(s - \pi \frac{n-3}{4}\right) + O(s^{-3/2}), \quad s \to \infty.$$
It is preferable to write
\begin{equation}
\frac{d^m}{ds^m} a_\pm(s) \lesssim [1 + s]^{-m}, \quad m \in \mathbb{N}, \quad s > 0.
\end{equation}

This follows from the asymptotic expansion of the Bessel functions.

Turning to our estimates for \( K_\tau(x) \), it is clear that \(|K_\tau(x)| \leq \|\chi(\tau^{-1}|x| - 1)\|_1 \leq \tau \), since we are only estimating the volume of a thin annulus. Thus, we only need to consider \( |x| \gtrsim 1 \) below. In terms of the Bessel function, we have
\[ K_\tau(x) = \int \chi(\tau^{-1}|\xi| - 1) e^{ix \cdot \xi} d\xi \]
\[ = n \int_{S^{n-1}} \int_0^2 \chi(\tau^{-1}|r - 1|) e^{irx} d\sigma(\xi) \, r^{n-1} \, dr \]
\[ = 2n\pi \, |x|^{\frac{2-n}{2}} \int_0^2 \chi(\tau^{-1}|r - 1|) \frac{n}{r^n} \int_0^r a_+ (r |x|) e^{ir|x|} \, dr. \]

Using (4.4), this last expression is the sum of two terms, both of a similar nature. The first term is
\[ 2n\pi |x|^{\frac{1-n}{2}} \int_0^2 \chi(\tau^{-1}|r - 1|) \frac{n-1}{r^n} a_+ (r |x|) e^{ir|x|} \, dr. \]

The integral above is obviously dominated by \( \tau \), and this is the estimate that we use for \( 1 \leq |x| < \tau^{-1-\eta} \). For \( |x| \geq \tau^{-1-\eta} \), we can employ the standard integration by parts argument and the derivative conditions in (4.5).

The decay condition in (4.3) reveal that for fixed \( \tau \), we need not be concerned with the full complexity of the sparse bound. We can rather work with this modified definition. Recall the sparse form \( \tilde{\Lambda}_{\tau,r,s} \) defined in (3.4), where we restrict cubes to have side length at least one, and no more than \( \tau^{-1-\eta} \). And for which we have the interpolation estimate of Proposition 3.5. We define \( \|T : (r, s, \tau)\| \) to be the best constant \( C \) in the inequality
\[ \langle Tf, g \rangle \leq C \tilde{\Lambda}_{\tau,r,s}(f, g), \]
the inequality holding uniformly over all bounded and compactly supported functions \( f, g \).

**Lemma 4.6.** Assume dimension \( n \geq 2 \). And let \( 1 < p_0 < 2 \) be such that the estimate (2.4) holds. These sparse bounds hold, for all \( 0 < \tau, \eta < 1 \).
\begin{align}
\|S_\tau : (1, 1, \tau)\| &\lesssim \tau^{-\frac{1}{2} - n\eta}, \\
\|S_\tau : (1, \infty, \tau)\| &\lesssim \tau^{-\frac{1}{2} - n\eta}, \\
\|S_\tau : (p_0, p_0', \tau)\| &\lesssim \tau^{-\eta}
\end{align}

The implied constants depend upon \( 0 < \eta < 1 \).
Proof. It is in the last condition (4.9) that the hypothesis is important. Note that if \( f, g \) are supported on a cube \( Q \) of side length \( \tau^{-1-\eta} \), then we have from the assumption that the Bochner-Riesz estimate (2.4) holds for \( p = p_0 \),
\[
|\langle S_\tau f, g \rangle| \leq \tau^{-\varepsilon} \|f\|_{p_0} \|g\|_{p_0} \leq c \langle f \rangle_{Q, p_0} \langle g \rangle_{Q, p_0} |Q|.
\]
In view of the decay beyond the scale \( \tau^{-1-\eta} \) in (4.3), and the global form of the average in (3.4), we can easily complete the proof of the claimed bound. (And, we only need to use the dyadic cubes of scale \( \tau^{-1-\eta} \), rather than the full range of scales in (3.4).)

In a similar way, if \( f \) and \( g \) are supported on a cube of side length \( \tau^{-1-\eta} \), one can use the kernel decay in (4.3) to see that
\[
|\langle S_\tau f, g \rangle| \leq \|K_\tau(x)\|_1 \|f\|_1 \|g\|_\infty \\
\leq \tau^{-\eta} \|f\|_1 \|g\|_\infty \leq \tau^{-\eta} \|f\|_{Q,1} \|g\|_{Q,\infty} |Q|.
\]
And from this, we see that (4.8) holds.

The case of (4.7) is a little more involved, and requires that we use all the scales in our modified sparse operator (3.4), whereas the previous cases did not. Very briefly, we can dominate \( K_\tau \) by a positive Calderón-Zygmund kernel, with Calderón-Zygmund norm at most \( \tau^{-\eta} \). From this, and the known results for sparse domination of Calderón-Zygmund operators, the bounds (4.7) follow. To be more explicit, let \( \varphi = 1_{|x|<2} \), and set \( \varphi_k(x) = 2^{-kn} \varphi(x2^{-k}) \). Then, we have
\[
|K_\tau(x)1_{|x|<\tau^{-1-\eta}}| \leq \tau^{-\eta} \sum_{k: 1 \leq 2^k \leq \tau^{-1-\eta}} \varphi_k(x).
\]
Convolution with \( \varphi_k \) is an average on scale \( 2^k \), so that
\[
\left| \int \int K_\tau(x-y)1_{|x-y|<\tau^{-1-\eta}} f(y)g(x) \, dx \, dy \right| \leq \tau^{-\eta} \sum_{k: 1 \leq 2^k \leq \tau^{-1-\eta}} \Lambda_{\tau,1,1}(f, g).
\]
But, the same bound holds for the remainder of the kernel \( K_\tau \), due to the decay estimates in (4.3). This completes the proof.

Proof of Theorem 4.1. We in fact show that for \( 0 < \delta < 1 \) and \( \left( \frac{1}{\tau}, \frac{1}{s} \right) \in \mathcal{R}(n, p_0, \delta) \),
\[
(4.10) \quad \|S_\tau : (r, s, \tau)\| \leq \tau^{-\delta - \eta}, \quad 0 < \tau, \eta < 1.
\]
Above \( \delta \) is fixed, but \( \tau \) and \( \eta \) are allowed to vary. (The implied constant depends upon \( \eta \).) This proves our Theorem, since for fixed \( \left( \frac{1}{\tau}, \frac{1}{s} \right) \in \mathcal{R}(n, p_0, \delta) \), we have \( \left( \frac{1}{\tau}, \frac{1}{s} \right) \in \mathcal{R}(n, p_0, \delta, \kappa) \), for a choice of \( 0 < \kappa(\tau, s) < \delta \).

The bounds in (4.10) are self-dual and can be interpolated, and so it suffices to verify the bounds above at the vertexes \( v_1 = v_{n,\delta,1} \) and \( v_2 = v_{n,\delta,2} \) of \( \mathcal{R}(n, p_0, \delta) \), as defined in (2.5). But this is again an interpolation. To get the point \( v_1 \), interpolate between the sparse bound (4.9) and (4.7). For the point \( v_2 \), use (4.9) and (4.8). See Figure 2. □
Figure 2. The interpolation argument for the sparse bounds. We have the sparse bounds \((\frac{1}{p_0}, \frac{1}{p_0'}), (1,0), (1,1)\) as well as their duals. The sparse bound at \((\frac{1}{p_0}, \frac{1}{p_0'})\) is, up to logarithmic terms, uniformly bounded in \(0 < \tau < \frac{1}{2}\), while the others are bounded by \(\tau^{-\frac{n-1}{2}}\). Interpolation, along the dotted lines, to the circles, yields sparse bounds with growth \(\tau^{-\delta}\), for \(0 < \delta < \frac{n-1}{2}\).

5. Sharpness of the sparse bounds

We discuss sharpness of the sparse bounds in Theorem 2.6. Recalling that \(p(\delta)\) is the critical index for the Bochner-Riesz operator \(B_\delta\), we cannot have any sparse bound \((r, s)\), where \(1 \leq r < p_\delta\), as that would imply the boundedness of \(B_\delta\) on \(L^p\), for \(r < p < p(\delta)\).

It remains to show sharpness of the \((r, s)\) sparse bound when \(p_\delta < r, s < p_\delta'\). This follows from a standard example. We work in dimensions \(n \geq 2\). Consider the rectangles \(R\) and \(\tilde{R}\) defined by

\[ R = \left[ \frac{1}{\lambda}, 1 \right] \times \left[ \frac{c}{\sqrt{\lambda}}, \frac{c}{\sqrt{\lambda}} \right]^{n-1}; \quad \tilde{R} = R + \frac{1}{\lambda}(1,0,\ldots,0). \]

Above \(0 < c < 1\) is a small dimensional constant. Define the functions

\[ f(x) = e^{i|x|} 1_R(x), \quad g(x) = e^{-i|x|} 1_{\tilde{R}}(x). \]

Using well known asymptotic estimates for the Bochner Riesz kernel, we have

\[
|\langle B_\delta f, g \rangle| \approx \left| \int_{\tilde{R}} \int_{R} \frac{e^{i(|x-y|-|x|+|y|)}}{(1 + |x-y|)^{n-1+\delta}} \, dy \, dx \right|
\]

\[
\approx |R|^2 \lambda^{\frac{n-1}{2}+\delta} \approx \lambda^{\frac{n+1}{2}+\delta}
\]

(5.1)
The kernel estimates we are referencing are analogs of (4.4), which has two exponential terms in it. Above, one can directly verify that the phase function satisfies
\[ |x - y| - |x| + |y| \leq c, \quad x \in \tilde{R}, \ y \in R. \]
This leads to the estimate above. There is a second exponential term with phase function
\[ -|x - y| - |x| + |y| \simeq -2|x - y|, \quad x \in \tilde{R}, \ y \in R. \]
So, that term has substantial cancellation.

Recall that the largest value of sparse form \( \Lambda_{S,r,s}(f, g) \) is obtained by a single sparse form. For the functions \( f, g \) above, it is clear that this largest form is obtained by taking \( S \) to consist of only the smallest cube \( Q \) that contains the support of both \( f \) and \( g \). That cube has \( \ell Q \simeq \lambda^{-1} \). And then,
\[
(5.2) \quad |Q| (f)_{Q,r} (g)_{Q,s} \simeq \lambda^{-n+\frac{n+1}{2}(\frac{1}{r} + \frac{1}{s})}.
\]
We see that the \( (r, s) \) sparse bound for \( B_\delta \) implies that \((5.1)\) should be less than \((5.2)\) for all small \( \lambda \). By comparing exponents, we see that
\[ -\frac{n+1}{2} + \delta \geq -n + \frac{n+1}{2}(\frac{1}{r} + \frac{1}{s}). \]
The case of equality above is the line that defines the top of the trapezoid \( R(n, p(\delta), \delta) \), as is verified by inspection.

6. Weighted Consequences

The sparse bounds imply vector-valued and weighted inequalities for the Bochner-Riesz multipliers. The weights allowed are in the intersection of certain Muckenhoupt and reverse Hölder classes. The inequalities we can deduce are strongest at the vertex \( v_{n,\delta/2} \), using the notation of (2.5). Indeed, the weighted consequence is the strongest known for the Bochner-Riesz multipliers. The method of deduction follows the model of arguments in [2, §7] and [3, §6], as well as [20, §6]. We tread lightly around the details.

It is also of interest to obtain weighted bounds that more explicitly involve the Kakeya maximal function, as is done by Carbery [5] and Carbery and Seeger [6]. We leave to the future to obtain sparse variants of these latter results.

Recall that a weight \( w \) is in the Muckenhoupt \( A_p \) class if it has a density \( w(dx) = w(x)dx \), with \( w(x) > 0 \), which is locally integrable, and \( \sigma(x) = w(x)^{-\frac{1}{p-1}} \) is also locally integrable, and
\[
[w]_{A_p} = \sup_Q (w)_{Q} (\sigma)_{Q}^{p-1} < \infty,
\]
where \( w(Q) = \int_Q w(dx) \), and the supremum is over all cubes. We use the standard extension to \( p = 1 \), namely
\[
[w]_{A_1} = \left\| \frac{Mw}{w} \right\|_\infty
\]
We set \( A_p^\infty = \{w^\alpha : w \in A_p \} \).
We will set $B_{\delta,p}$ to be the class of weights $w$ such that we have the inequality
\[ \|B_{\delta}\|_{L^p(w) \to L^p(w)} \leq L_{\nu} \]
Below, we will focus on qualitative results. All results can be made entirely quantitative, but given the incomplete information that we have the Bochner-Riesz conjecture, or even the full range of sparse bounds in two dimensions, we do not pursue the quantitative bounds at this time.

The best known results concerning the weighted estimates for the Bochner-Riesz multipliers in the category of $A_p$ classes, are below. We emphasize that some of these hold for the maximal Bochner-Riesz multiplier, which we are not considering in this paper.

**Theorem D.**

1. (Christ, [9]) We have the inclusion below valid in all $n \geq 2$.

\[ A^{n-2/2}_{1+2\delta(n-1)/2} \subset B_{\delta,2}, \quad \frac{n-1}{2(n+1)} < \delta < \frac{n-1}{2} \]

2. (Carro, Duoandikoetxea, Lorente [8]) We have the inclusion below, valid in all dimensions $n \geq 2$.

\[ A^{n-2/2}_{2\delta(n-1)/2} \subset B_{\delta,2}. \]

The second result is a consequence of the \((1/2 + 2\delta(n-1)/2, 1 + 2\delta(n-1)/2)\) sparse bound. This latter sparse bound can be deduced from the the (trivial) \((2, 2, \tau)\) and \((1, 1, \tau)\) sparse bounds, as defined in Lemma 4.6. That is, (6.2) has little to do with the Bochner-Riesz operators. (The authors of [8] note a similar argument.)

We are able to deduce this improvement of (6.1), in that it applies for all $0 < \delta < \frac{n-1}{2}$, and increases the integrability of the Bochner-Riesz bound. Finally, it approximates the known estimate at the critical index, see Theorem C, and the earlier result of Vargas [29].

**Theorem 6.3.** In all dimensions $n \geq 2$, using the notation of (2.5), write the vertex $v_{n,\delta,2} = (\frac{1}{r}, \frac{1}{s})$. We have

\[ A_{1-p}^{1/2} \cdot A_{1-p}^{1/(s-1)} \subset B_{\delta,p}, \quad 0 < \delta < \delta' < \frac{n-1}{2}, \quad r < p < s'. \]

In particular, for $n = 2$, we have the explicit value $v_{2,\delta,2} = (\frac{1+6\delta}{4}, \frac{3+2\delta}{4})$, and

\[ A_{1-p}^{1/4} \cdot A_{1-p}^{1/4+6\delta} \subset B_{\delta',p}, \quad 0 < \delta < \delta' < \frac{1}{2}, \quad \frac{4}{1+6\delta} < p < \frac{4}{1-2\delta}. \]

This contrasts to [2, Theorem 14], which is restrictive in the range of $0 < \delta < \frac{n-1}{2}$ that are allowed. (See [2, Corollary 16] for an example of the kind of vector-valued consequences that can be derived.) We use the vertex $v_{n,\delta,2}$, as it is the strongest sparse bound we have. The proof is however elementary. We have this known proposition.

**Proposition 6.4.** If a linear operator $T$ satisfies a $(r, s)$ sparse bound, with $1 \leq s < r$, we then have

\[ \|T : L^p(w^p) \to L^p(w^p)\| < \infty, \quad w \in A_{1-p}^{1/(s-1)} \cdot A_{1-p}^{1/s}, \quad r < p < s'. \]
Proof of Theorem 6.3. It is a consequence of [3, Prop. 6.4], that the sparse bound assumption implies that
\[ \|T : L^p(w) \to L^p(w)\| < \infty, \quad r < p < s' \]
provided the weight \( w \) is in
\[ w \in A^{1/s'/p} \cap RH_{(s'/p)'} = A_1^{1/(s'/p)'} \cdot A_1^{1-p} \]
Above, \( RH_\rho \) denotes the reverse Hölder class of weights of index \( 1 < \rho < \infty \), and the equality above is classical. By direct calculation, \( 1/(s'/p) = \frac{s-p(s-1)}{s} \).

□
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