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Resumen

In this paper, a method to estimate the parameters of first and second order systems with time delays with different accuracy levels for autotuning of event-based PID controllers is presented. Information from the describing function of the non-linearity that introduces the event-based sampling strategy and measures of the oscillations are used to generate the estimations. The event-based sampling condition applied is based on the sampling strategy known as symmetric-send-on-delta.
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1 INTRODUCTION

During last years, studies on the application of the event-based paradigm to different control engineering fields have experimented a huge expansion both in printed publications and in conferences and workshops. From the first two publications in an international conference with an explicit mention to event-based control [1] and sampling [2] to these days, the event-based paradigm has been applied to PID control, predictive control, networked control, distributed control, agent-based systems, filtering, state estimation, sampling, etc. (see [11]). However, there is one specific field in control engineering in which the event-based paradigm has not been applied until now: parameter estimation of transfer functions. To find references on system identification that can be considered near or related to the event-based paradigm, it is necessary to look at works on autotuning based on relays, such as [8, 10, 13, 15].

As a relay is a static non-linearity, the common procedure in the frequency domain to analyze the behavior of a relay in a feedback loop is the describing function (DF). This method relies on the estimation of the amplitude \( K_u \) and frequency \( \omega_u \) of the oscillations produced by a relay, which are approximations to the true values due to the truncated high order harmonics that the DF approach introduces even with no measurement errors.

The relationship between the describing function approach and the parameter estimation based on events is due to the fact that an event-based sampling can generate an oscillatory signal in the control loop. In the most basic architecture of an event-based feedback control loop, the sampling is done applying a Send-On-Delta (SOD) sampling strategy to the process output [12, 14]. When the output is quantified by a quantity multiple of \( \delta \), the relationship between the input and the output of the event sampling block is symmetric with respect to the origin. Then, this strategy is known as Symmetric-Send-On-Delta (SSOD) and can be seen also as a generalization of a biased relay [3] with its corresponding describing function.

The present paper provides an event-based parameter estimation approach for autotuning purposes of control loops using a SSOD block located at the process output. A first try on using the describing function approach to autotuning of event-based PI control loops was reported in [4]. In this work, the process (first order plus time delay, FOPTD for short) parameters are estimated considering a limit cycle of one level generated by the SSOD block and knowing at first one of the three FOPTD parameters. Also, the parameter estimation in an event-based control loop is considered in [5]. In such work, the estimation approach is based on curving fitting using a relay in series with the SSOD block and a pre-tuned PI controller. From measurements obtained of the oscillatory signals and using the controller parameter values, expressions to obtain the FOPTD parameters are given.

In the new approach presented here, a previous tuning of the controller is not necessary and the method can be applied at the beginning of the design phase, as a previous step to the tuning. Like previous works based on DF, the model parameters need to be calculated using some previous information from the process (i.e., the static gain or the velocity gain in a process with integration), but no additional experiments are needed.

The rest of the paper is organized as follows. In Section 2, the structure of the control loop con-
The event-based feedback control loop considered in this work is divided into three units (Figure 1): the sensor, the control, and the actuator. The sensor unit is composed of the sensor and its on-board intelligence, and it is on charge of computing the error $e(t) = y_r(t) - y(t)$. The event-based sampler takes the error $e(t)$ and produces an event-based signal $e^*(t)$ transmitted to the controller. The control unit $C(s)$ implements the control law that, without loss of generality, is considered to be PID. The actuator unit receives $u(t)$ from $C(s)$ and applies it to the process $G(s)$.

The autotuning logic block contains the programming code needed to apply the different steps of the estimation approach explained in this paper. So, during the identification phase, the logic would be in charge of deactivating the integral and derivative actions of the PID in Figure 1 and modify the proportional gain to produce the oscillations needed to estimate the parameters. At the same time, the logic would introduce changes in the reference $y_r$ to disturb the process (for example, a step or a pulse). Once the event-based estimation phase concludes, the $C(s)$ would start working with the information received from the autotuning logic, being these data, for example, the three PID parameters derived from a set of tuning rules or directly the model parameters for the predictive controller.

In this paper, the event-based sampling is done applying a SSOD. Formally, a SOD sampler can be thought as a block which receives a continuous signal $e(t)$ as input and generates a sampled signal $e^*(t)$ as output, which is a piecewise constant signal with $e^*(t) = e(t_k), \forall t \in [t_k, t_{k+1})$. Each $t_k$ is denoted as event time, and it holds that $t_{k+1} = \inf \{t \mid t > t_k, |e(t) - e(t_k)| \geq \delta \}$, where $\delta > 0$ is the sampling threshold. In the symmetric case (SSOD), the sampled output signal $e^*(t)$ can assume only values multiple of the threshold $\delta$, and it is mathematically described as follows:

$$
e^*(t) = \begin{cases} 
(i + 1)\delta & \text{if } e(t) \geq (i + 1)\delta \land e^*(t^-) = i\delta \\
i\delta & \text{if } e(t) \in (i - 1), (i + 1)\delta \land e^*(t^-) = i\delta \\
(i - 1)\delta & \text{if } e(t) \leq (i - 1)\delta \land e^*(t^-) = i\delta
\end{cases}$$

The key point of the relationship between $e(t)$ and $e^*(t)$ is that it can be considered as a generalization of a relay with hysteresis, where there is an infinite number of thresholds [9], as shown in Figure 2. This implies that a describing function of this non-linearity can be derived and applied to the analysis of the oscillations.

### 3 THE DESCRIBING FUNCTION APPROACH

The describing function of a SSOD block that produces a signal similar to Figure 2 is given by the following equation [6, 7]:

$$N(A, \delta) = \frac{2\delta}{\pi} \left[ 1 + \sqrt{1 - \left(\frac{m\delta}{2}\right)^2} + 2 \sum_{k=1}^{m-1} \sqrt{1 - \left(\frac{2k\delta}{m}\right)^2} \right] - \frac{2\delta^2}{\pi} m,$$

considering that the input is a sinusoidal signal of amplitude $A$. In (1), $m = \text{floor}(A/\delta)$ represents the amplitude of the oscillation reached by the signal $e(t)$. According to Figure 2, the output of the SSOD block is zero for inputs of amplitude $A < \delta$, so $A$ must be equal or higher than $\delta$ in order to produce some output. For this reason, the quotient $\delta/A \in [0, 1]$ can be considered as a normalized parameter $\delta_A$. So, the DF expression of the SSOD block can be rewritten as

$$N(\delta_A) = \frac{2\delta}{\pi} \left[ 1 + \sqrt{1 - (\delta_A m)^2} + 2 \sum_{k=1}^{m-1} \sqrt{1 - (\delta_A k)^2} \right] - \frac{2\delta^2}{\pi} m,$$

Figure 1: Event-based control loop where the estimation parameter approach is included as part of the autotuning logic.

Figure 2: Relationship between $e(t)$ and $e^*(t)$.
Figure 3: Nyquist plot of $-1/N(\delta_A)$. A $C_i$ point corresponds to $\delta_A = 1/i$.

where $\delta_A \in [0, 1]$. The calculations of $N(A, \delta)$ are omitted for brevity.

The condition for the existence of limit cycles is given by [33]:

$$G_{ol}(j\omega) = -\frac{1}{N(\delta_A)}.$$  \hspace{1cm} (3)

where $G_{ol}(j\omega) = C(j\omega)G(j\omega)$. In Figure 3, the portrait of $-1/N(\delta_A)$ is represented for $\delta_A \in [0, 1]$ and some particular points are illustrated. The intersection of $G_{ol}(j\omega)$ at a point $C$ of $-1/N(\delta_A)$ is known as intersection or critical point. The subindex $i$ in a $C$ point means that its intersection with $G_{ol}(j\omega)$ produces theoretically an oscillation of amplitude $A = i\delta$, $i \geq 1$. As an oscillation of amplitude $A = i\delta$ with $i = 1, \ldots, n$ means that $m = |A/\delta| = |i\delta/\delta| = i$, from (2) the expression to obtain the $C_i$ corresponding to an oscillation of amplitude $i\delta$ is

$$C_i = \frac{-1}{2\pi} \left[ 1 + 2\sum_{k=1}^{i-1} \sqrt{1 - \left(\frac{k}{i}\right)^2} - j\frac{2}{\pi} \right].$$  \hspace{1cm} (4)

In Figure 4.a, each arc segment of the SSOD represents a certain type of limit cycle. The first arc, starting in $C_1$, represents possible limit cycles of amplitudes in the interval $[\delta, \infty)$ and corresponds to the triggering of events at crossing the $\pm\delta$ thresholds (Figure 4.b), the second arc represents possible limit cycles of amplitudes $[2\delta, \infty)$ generated at crossing the $\pm2\delta$ thresholds (Figure 4.c), and so on (Figure 4.d). Two or more intersection in the Nyquist map means that the process can reach two or more oscillations of different frequencies and amplitudes depending on the operation conditions. It is important to notice that $N(\delta_A = 0) = C_{\infty} = \lim_{t \to \infty} C_i = -1$, that means the intersection of $G_{ol}(j\omega)$ with $C_{\infty}$ would produce a limit cycle of infinite amplitude, i.e., instability.

Applying a proportional gain $C(j\omega) = K_{osc}$ to a stable $G(j\omega)$, three possible cases can be generated:

- Case 1: $G_{ol}(j\omega) < -1$ and $G(j\omega) < -1/N(\delta_A)$. No oscillations at any frequency.
- Case 2: $G_{ol}(j\omega) < -1$ and $G(j\omega) = -1/N(\delta_A)$. Existence of oscillations at frequency $\omega_{osc}$ and amplitude given by the intersection point, that is, $A = [1/\delta_A]$. There can be as many stable limit cycles as intersections.
- Case 3: $G_{ol}(j\omega) > -1$. Instability. However, depending of the operation or initial conditions of the process, the stable limit cycle can be reached avoiding the instability. Hence, for small perturbations, as the limit cycle is locally stable, it will converge to its original state with increasing time, avoiding the instability.

The event-based method for parameter estimation consists in applying a proportional gain $K_{osc}$ to the unknown process $G(s)$ and forcing it to enter in a limit cycle of amplitude $i\delta$, $i \geq 1$. That means to move the process from Case 1 to Cases 2 or 3. The details of the approach will be given in the next section, but a further comment is required before. The value of $C$ from the DF analysis is an approximation of the true value of the experimental oscillations denoted as $C'$. Higher accuracy in the estimation depends higher oscillations, but, at the same time, the sensibility of $K_{osc}$ is higher.

4 THE PARAMETER ESTIMATION PROCEDURE

The transfer functions models used for PID autotuning and the equations derived for them are summarized in Table 1. We make the following assumptions:

(i) the process is in steady state with the SSOD block centered in zero; (2) $K_{osc}$ is set to 1.

The estimation procedure can be divided into the following steps:

1. Getting the oscillation parameters.
   (a) To reach an stable oscillation of high order, i.e. $i > 5$, move out the process from the steady state introducing a square pulse of amplitude, for example, $y_r = y_{max}$, and increasing the $K_{osc}$ gain.
   (b) Once the oscillation is stable, annotate the gain $K_{osc}$, the amplitude of the oscillation

Figure 4: Graphical determination of the limit cycles of $G_{ol}(s) = 2.25e^{-s}/(s + 1)$.
A_{osc} and the frequency ω_{osc}.

(c) As the amplitude A of the oscillation will be not an integer number, calculate the crossing point C_{osc} using (1). In case of A is an integer number is also possible to use (4).

2. Estimation of steady-state gain by asymmetric oscillations.
   (a) Add a bias δ to the SSOD block output to produce a stable asymmetric oscillation.
   (b) Repeat step 1a.
   (c) Once the oscillation is stable, K becomes

   \[ K = \frac{\int_{0}^{\infty} y(t) dt}{K_{osc} \int_{0}^{\infty} e^{\delta} (t) dt}. \] (5)

3. Estimate T using data from steps 1 and 2 according to Table 2.
4. Obtain L using T and the arguments of C_i according to Table 2.

5 SIMULATION EXAMPLES

Without loss of generality, the approach can be applied with oscillations of amplitude non-multiple of δ that means that (1) must be used to calculate C_{osc} instead of (4). In all the experiments, δ was set to 1 and the steady-state gain K was obtained by introducing a bias of δ = 0.5 in the SSOD block and the approximations were exact.

5.1 Accuracy of the estimations

Table III illustrates the actual and process transfer function parameters obtained using information from the oscillations of amplitudes 2δ and 3δ. The frequencies and gains of the current processes represent the points in which the processes intersect with the critical points C_1, C_2 and C_3 in the Nyquist map. These points are approximations obtained from the DF, whereas the true values are obtained from experimental measures. Note that estimations using C_3 are very close to the actual processes, and the estimation error in any parameter is below the 2%.

Note that in the presented example of SOPTD two approaches are possible: 1) consider that there is a single pole with multiplicity equal to 2 and identify T_1, and 2) fix the value of T_1 and estimate T_2. The application of the approach to the estimation of two different lags is complicated due to the discrepancies between theoretical and practical critical points, especially in the frequencies, producing imaginary solutions in many situations.

Notice the non-causal model obtained in the last case in Table 3 with the lowest amplitude oscillation due to the discrepancies between the real (ω_1 = 0.304) and the theoretical (ω_1 = 0.404) oscillations frequency. As the order of oscillation increases, the discrepancy reduces and the estimation parameters converge to the real ones.

5.2 Comparative with other methods

Table 4 compares the actual and estimated process transfer functions for first order processes using the event-based and the ATV-2 approaches [8, 10]. Note that the estimations provided by ATV-2 are less accurate. However, since the AVT-2 assumes that the dead time can be observed from the initial response of the system to the relay tests, the delays of the ATV-based results are exact.

5.3 High-order processes

Table 4 presents the outcome of the event-based identification method when the process is modeled as FOPTD and SOPTD. With regard to the second case, the results for the SOPTD-1 are not so good due to the dominant lag as the estimation produces an average lag, that is, a critically damped system but, however the real process is overdamped. Applying the SOPTD-2 model when T_1 is provided, the estimated model can be now considered a good approach to the real one. Nyquist curves of the real processes and estimated transfer functions are presented in Figure 5.

5.4 Non-minimum phase processes

In this section, results of the estimation of FOPTD and SOPTD of non-minimum phase processes are presented in Table 6. The second case presented is compared with other method in the literature called phase deviation [15] in Figure 6. Note how this method presents a bad behavior at low frequencies that produces stationary error in contrast to the event-based method proposed in this paper.

6 DISCUSSION

In this paper, a simple event-based method to estimate the parameters of first and second order systems with time delays using SSOD sampling has been presented.
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table 3: Comparative of the improvement of the estimations using information from three oscillations of different amplitude and frequency.

| Nominal process | C1 | C2 | C3 |
|-----------------|----|----|----|
| $\frac{1}{s+1}$ | $0.896$ | $1.127$ | $1.185$ |
| $s+1$ | $0.963$ | $1.19$ | $1.185$ |
| $s+1$ | $1.009$ | $1.038$ | $1.038$ |

The method is based on the information that the descri-
bining function of the SSOD sampling block provides about the point in which the process starts oscillating when the gain margin with respect to $-1/N(\delta x)$ is reduced to zero by applying a proportional gain.
The oscillation means the intersection of the process with a point of some arc segment of the SSOD descri-

tion in the Nyquist loci. With the pro-

Table 4: Parameter estimation of FOPTD with different delays and time constants. The information used in the event-based method corresponds to oscillation of amplitude higher to 46.

| Process | Event-based | ATV-2 |
|---------|-------------|-------|
| $e^{-2s}/s+1$ | $A = 4.565, \omega_{osc} = 1.088, K_{osc} = 1.856$ | $0.498e^{-2s}/0.761s+1$ |
| $e^{-5s}/s+1$ | $A = 6.4, \omega_{osc} = 0.5134, K_{osc} = 1.15$ | $0.833e^{-2s}/0.728s+1$ |
| $e^{-2s}/10s+1$ | $A = 5.12, \omega_{osc} = 0.7859, K_{osc} = 8$ | $0.988e^{-2s}/8.02s+1$ |

The method is based on the information that the descri-
bining function of the SSOD sampling block provides about the point in which the process starts oscillating when the gain margin with respect to $-1/N(\delta x)$ is reduced to zero by applying a proportional gain.
The oscillation means the intersection of the process with a point of some arc segment of the SSOD descri-

tion in the Nyquist loci. With the pro-

Table 5: Examples of parameter estimation of high-order processes.

| Process | FOPTD | SOPTD |
|---------|-------|-------|
| $e^{-2s}/(2s+1)^2$ | $A = 6.122, K_{osc} = 2.5, \omega_{osc} = 0.623$ | $e^{-2.405s}/2.5s+1$ |
| $e^{-0.2s}/(s+1)(3s+1)$ | $A = 7.2, K_{osc} = 7.45, \omega_{osc} = 3.514$ | $0.718s+1$ |
| $e^{-2s}/(3s+1)^2$ | $A = 8.18, K_{osc} = 1.95, \omega_{osc} = 0.2749$ | $e^{-5.55s}/3.516s+1$ |

very accurate for non-measurement errors of the limit cycle waveform. The identification accuracy can be indeed high due to the use of oscillations that reduce the high-harmonic components of the limit cycle, especially for identifying higher-order or time delay processes of which the relay responses are apparently different from the sinusoidal shape.

Additionally, as other DF-related methods, the computational cost is low because applications of numerical methods to solve non-linear equations or costly experimental measures of high-order harmonics are not needed.

However, many questions and problems still remain open. One shortcoming of the method is that obtaining high-order oscillations can be sometimes difficult since depends on the historical operation of the pro-
Figure 5: Nyquist curves of high-order processes and estimated models for three cases presented in Table 5. (a) \( e^{-2s}/(s+1)(10s+1) \), (b) \( e^{-2s}/(0.5s^2+1.5s+1) \), (c) \( e^{-2s}/(2s+1)^2 \).

Table 6: Examples of parameter estimation of high-order processes.

| Process | FOPTD | SOPTD |
|---------|-------|-------|
| \((1-s)e^{-s}/(s+1)^2\) | \(A = 9.46, K_{osc} = 1.5, \omega_{osc} = 0.4648\) | \(A = 4.323, K_{osc} = 2.369, \omega_{osc} = 0.4648\) |
| \((1-s)e^{-4s}/(s+1)^4\) | \(A = 7.09, K_{osc} = 1.19, \omega_{osc} = 0.3459\) | \(A = 6.499, K_{osc} = 1.813, \omega_{osc} = 0.3459\) |
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