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Abstract
Development of new drugs is an expensive and time-consuming process. Due to the world-wide SARS-CoV-2 outbreak, it is essential that new drugs for SARS-CoV-2 are developed as soon as possible. Drug repurposing techniques can reduce the time span needed to develop new drugs by probing the list of existing FDA-approved drugs and their properties to reuse them for combating the new disease. We propose a novel architecture DeepGLSTM, which is a Graph Convolutional network and LSTM based method that predicts binding affinity values between the FDA-approved drugs and the viral proteins of SARS-CoV-2. Our proposed model has been trained on Davis, KIBA (Kinase Inhibitor Bioactivity), DTC (Drug Target Commons), Metz, ToxCast and STITCH datasets. We use our novel architecture to predict a Combined Score (calculated using Davis and KIBA score) of 2,304 FDA-approved drugs against 5 viral proteins. On the basis of the Combined Score, we prepare a list of the top-18 drugs with the highest binding affinity for 5 viral proteins present in SARS-CoV-2. Subsequently, this list may be used for the creation of new useful drugs.
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1 Introduction
The discovery of drugs, by the traditional approach, is time-consuming and expensive. Generally, it costs billions of US dollars and takes about 10-15 years for a drug to be accepted or rejected by FDA (US Food and Drug Administration) [1][2]. The traditional approach of drug discovery goes under several phases of trials [1]. To reduce time and cost, we use already approved drugs to identify their use in combating SARS-CoV-2. This technique of discovering new applications of drugs is known as drug repurposing or repositioning [3].

A high throughput screening experiment examines bioactivities between drugs and proteins in this traditional approach, which makes it a costly and time-consuming process [4][5]. This is an infeasible task as there are millions of drug-like compounds [4] and hundreds of potential targets. As an example, 500 protein kinases [7] are responsible for modification of about 30% of human proteins [8]. Protein plays an important role in drug-target interaction prediction. Proteins are the most important components for most of the functions within and outside human cells. The three-dimensional structure of a protein and its spatial orientation determines the role of a protein. Therefore, structural changes in a protein can significantly alter its functionality [52]. In drug discovery, many drugs are designed to bind specific proteins. Any structural change of drugs may thus alter their properties to bind with the proteins. As a result, an important problem in computational drug discovery is to predict whether a drug can bind with a specific protein or not. This problem is popularly known as drug-target interaction prediction, and has become a topic of significant research interest in recent years. We use drug-target interaction prediction in order to reuse FDA-approved drugs on new target proteins in the repurposing or repositioning [3] technique of drug discovery. In DTI (drug-target interaction) [6], the goal is to predict the binding affinity between the FDA-approved drugs and the new target proteins. Machine learning methods may be used for predicting the drug-target binding affinity.

Drug-target interaction is measured in terms of binding affinity [6]. Greater interaction between the drug-target pairs indicate a stronger readout for binding affinity. It is evaluated in terms of inhibition constant (Ki), dissociation constant (Kd), changes in free energy measures (δG, δH), the half-maximal inhibitory constant (IC50) [10], half-maximal activity concentration (AC50) [17], KIBA score [20] and SCORES (used in STITCH database) [18]. In [20], KIBA scores were calculated to optimize the consistency between Ki, Kd and IC50 by making use of the available statistical information. Here, we introduce, Cb, a Combined Score (by combining both pKd and KIBA scores, as mentioned in Eqn. [3,13] to predict binding affinity between FDA-approved drugs and new targets for SARS-CoV-2.

Many statistical and machine learning models [11][12][13] are used in the repurposing or repositioning approach of the discovery of drugs, i.e., to predict DTI (drug-target interaction) of FDA-approved drugs on new targets. The ma-
machine learning techniques, which have been previously used for DTI prediction, are affinity similarity (SimBoost) [14] and Kronecker regularized least squares based (KronRLS) [15] [16].

SimBoost [14] is a gradient boosting method that depends on the features extracted from the drugs, the targets, and the drug-target pairs. This approach uses feature engineering to build three types of features:

- object-based features.
- network-based features collected from a homogeneous network - such as neighborhood statistics, network metrics (betweenness, closeness, etc.), and PageRank scores collected from drug-drug, target-target networks.
- network-based features collected from a heterogeneous network - such as drug-target networks.

These features are supplied into a supervised learning method named gradient boosting regression trees, derived from the gradient boosting machine learning model.

In the KronRLS [15] [16] approach, kernels from drugs and targets are built from their molecular descriptors, fed into a regularized least squares regression model (RLS) to predict the binding affinity. In recent years, DTI predictions have shifted from machine learning models to deep learning models [9]. Deep learning models predict better than the above-mentioned machine learning models. Some of the deep learning models proposed earlier for drug repurposing, are DeepDTA [9], WideDTA [17], MT-DTI [28], DeepCPI [26], GANsDTA [24], Attention-DTA [25], 1-D CNN [31], DeepGS [27] and GraphDTA [18].

In DeepDTA [9], drugs (provided in SMILES notation) and targets are represented as sequence of characters. In WideDTA [17], drugs and proteins are represented as words instead of characters as in DeepDTA [9]. Similarly, other deep learning based models are DeepGS [27], DeepCPI [26], MT-DTI [28], Attention-DTA [25] and 1-D CNN [31], which are also used for drug-target interaction (DTI) prediction.

Earlier, Graph Neural Network (GNN) based works [27] [18] did not capture proper topological information of the required graph (i.e., generated from the SMILES notation of any drug) by providing simple adjacency representation as input to the GNN module. However, [27] [15] used 1-D CNN to encode protein sequence information. It is well-known from existing literature that LSTM performs better than 1-D CNN to capture sequential information [39] and therefore, has been used in our model.

Our proposed model DeepGLSTM introduces a novel Graph Convolution Network (GCN) block to pass the drug compound information using power graph representation to capture graph topological information to achieve state-of-the-art (SOTA) results in neural drug repurposing domain.

Our work makes the following contributions:

- DeepGLSTM introduces a Graph Convolution Network (GCN) block to process the drug compounds using power graph representation and a bidirectional-LSTM (Bi-LSTM) layer to process the protein sequence. The experimental results show that our model outperforms the previous state-of-the-art results for the affinity prediction task.
- We train our model on multiple benchmark datasets, Davis [19], KIBA [20], DTC [44], Metz [43], ToxCast [45] and STITCH [46]. We also apply our proposed model to predict the affinity score ($C_b$ Score, Eqn. 3.13) between FDA-approved drugs and the 5 viral proteins [32] [33] [34] [35] [36] of SARS-CoV-2.

2 Related Work

Drug-target affinity predictions are presently performed in two ways. The first one is simply by using traditional machine learning based methods [11] [12] [13]. The second one consists of adoption of deep learning based methods [9]. Nowadays, prediction of drug-target binding affinity has shifted from traditional machine learning models to deep learning models and most of the recent works are based on neural networks, i.e., on deep learning based approaches.

[26] used an end-to-end deep learning approach for predicting drug-target affinity. Similarly, [9] introduced CNN based approach to predict affinity between drugs and targets, and this trend continued in [17] and [31]. Similarly, [24] gives a self-attention based approach for predicting affinity. [24] proposed a generative adversarial network (GAN) to learn useful patterns within labeled and unlabeled sequences and takes advantage of convolutional regression to predict affinity. In this method, two partial GANs, one for the feature extraction from the raw protein sequences, and another for the SMILES strings, were used with a CNN based regression network, for the purpose of affinity prediction. But [24] did not discuss about how GAN would perform when trained on small datasets. Again, [25] used CNN architecture followed by attention based mechanisms to determine the significance of the SMILES sequences of the drugs for interactions with proteins, thereby using it for affinity score prediction. Nevertheless, all of these methods convert drug compounds into corresponding string representations, which are not ideal to represent drug molecules. Using such strings may lead to exclusion of the topological information of the drug molecules. As a result, it decreases the performance of the above-discussed method and its power of predicting drug-target affinity. [50] used both LSTM and CNN for predicting drug-target binding affinity score. [51] introduced a similarity-based method using CNN to perform the required task. [55] used DTC as well as Metz dataset to perform the required task. [47] used ToxCast dataset to predict drug-target binding affinity score.

In contrast to the aforementioned models, [18] used topological information of drug molecules using graph neural networks. In this method, chemical structures of drugs (provided in SMILES notation) are represented as graphs, where the nodes are the atoms, the edges represent interactions between atoms, and the proteins are represented as strings made of characters. Specifically, graph convolutional networks (GCN), graph attention networks (GAT) and graph isomorphism networks (GIN) were used to predict drug-target affinity. Similarly, [27] used a combination
of GAT and 1-D CNN for predicting affinity between drugs and target.

We compare our results with KronRLS [15, 16], SimBoost [13], DeepDTA [9], MT-DTI [28], DeepCPI [26], WideDTA [17], GANsDTA [24], AttentionDTA [23], 1DCNN [31], DeepGS [27], and GraphDTA [18].

3 Methodologies

3.1 Proposed Architecture In this section, we present our novel architecture DeepGLSTM to predict the required affinity score for drug-target binding. The architecture of our proposed model is shown in Fig. 1. DeepGLSTM has two functional modules. The first one helps to capture the topological information from the drug molecules. On the other hand, the second one captures the sequential information from the targeted protein structures.

In most of the previous works, drugs and proteins have been encoded using one-hot representation. Later, GraphDTA [18], DeepGS [27] used graph representation to embed the drug compounds and one-hot representation for protein structures. Experimental results show that providing graph representation as an input improves the model performance and produces better results. We follow this technique to embed the drug compound topological information and feed it as an input. Similarly, for protein sequences, one could also represent them as graphs. But, doing so is more difficult because the tertiary structure of a protein is not always available in a reliable form. So, for protein sequences we use the popular one-hot encoding representation [18].

We represent each drug compound by its corresponding SMILES (Simplifed Molecular Input Line Entry System) [29] notation. This notation always considers the compounds as a graph of the interactions between atoms (i.e., the nodes). To describe a node feature, we use a set of atomic features adapted from DeepChem [30]. Here, each node is represented as a multi-dimensional binary feature vector. The feature vector of every node demonstrates five pieces of information (i.e., the atom symbol, the number of adjacent atoms, the number of adjacent hydrogens, the implicit valence of the atom and whether the atom is in an aromatic structure) [30]. Then we use the open-source chemical informatics software RDKit [22] to convert the SMILES data to its corresponding molecular graph representation (i.e., adjacency representation $A \in R^{N \times N}$), which helps us to extract the required atomic features.

The protein sequence is a string of ASCII characters, which represents amino acids. We initialize the protein sequence embedding layer by mapping every amino acid to an English letter and subsequently, marking the amino acid with the sequential index of that letter in the English alphabet. We pass the embedding representation ($c \in R^{d_p}$, where $d_p$ is the dimension of the protein sequence embeddings) to a Bi-LSTM layer, which captures the dependencies between the characters in a sequence ($p = [c_1, c_2, ..., c_n]$) of length $n$. We get the output representation $h_t \in R^{2d_{l}}$, where $d_{l}$ represents the number of output units used in each LSTM cell. We compute Eqn. (3.1) for execution of the LSTM.

$$\tilde{h}_t = LSTM(c_t, h_{t-1})$$
$$h_t = \tilde{h}_t | h_{t-1}$$

Table 1: Dataset statistics

| Dataset       | # of drugs (comounds) | # of targets (proteins) | Total number of drug-target pairs used |
|---------------|-----------------------|-------------------------|---------------------------------------|
| Davis(kd)     | 68                    | 442                     | 30056                                 |
| KIBA          | 2111                  | 229                     | 118254                                |
| DTC(pk1)      | 5985                  | 119                     | 63594                                 |
| Meta(pk1)     | 1471                  | 170                     | 35907                                 |
| ToxCast(A,640) | 7057                  | 328                     | 342806                                |
| STITCH        | 724471                | 15258                   | 1244420                               |

Figure 1: Model architecture of DeepGLSTM
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features for every drug compound, incorporation of multi-hop connectedness relationship between the nodes present in a graph may turn out to be important. For this reason, we introduce the idea of using GCN in our architecture. It is a well-known fact that a randomly initialized GCN can be strong enough to produce important feature representations, which can capture the connectedness relationship between the graph nodes. We introduce three blocks consisting of GCNs. In the first block, we stack three GCN layers. In the second block, we stack two GCN layers and in the final block we use only one GCN layer. For every drug compound, we compute a simple propagation rule as mentioned in Eqn. (3.4) by taking the adjacency representation (\(A \in R^{N \times N}\)) generated from the RDKit tool and a node feature matrix \(X \in R^{N \times C}\) (where \(C\) is the number of features per node) as inputs in the first block. To overcome the degree normalization problem of the adjacency representation, we compute the normalized adjacency representation \(A_{norm}\) as in Eqn. (3.2) where \(D \in R^{N \times N}\) is the degree matrix representation of \(A\).

\[
A_{norm} = D^{-1/2}AD^{-1/2}
\]

The Eqn. (3.3) makes the first block workable, where \(W\) is the trainable weight, \(H^0_e = X\) is the \(i^{th}\) layer output representation and \(\sigma\) is a non-linear activation function. Thus, \(i^{th}\) layer of the GCN module produces a global representation \((H^i_e \in R^{N \times M'})\) for \(A\).

\[
H^i_e = \sigma(H_{norm}^{i-1}W^{i-1})
\]

In a graph, every node \(v\) is connected to every node \(u\) that belongs to its neighborhood \(\Gamma(v)\) by an edge. Every node \(w\) in \(\Gamma(u)\) that are not present in \(\Gamma(v)\) has a shortest path distance of 2 from \(v\). In other words, they are two hops away from \(v\). If \(v\) is connected to all such nodes that are two hops away from it, we get a graph that can be represented by \(A^2\). Such a graph can be referred to as a power graph of power 2. Similarly, to further increase the local reachability of \(v\), the value of the exponent of the power graph may be increased. Note that, increasing the exponent of the power graph would typically lead to much denser graphs due to its increased reachability.

In the GCN second block, we take squared representation \((A^2 \in R^{N \times N})\) of \(A \in R^{N \times N}\) and the same node feature representation \(X\) as input. By similar argument, we compute the normalized adjacency representation \(A_{norm}^{2}\) as in Eqn. (3.4) where \(D'\) is the degree representation of \(A^2\).

\[
A_{norm}^{2} = D'^{-1/2}A^2D'^{-1/2}
\]

Eqn. (3.5) makes the second GCN block workable, \(W'\) is the trainable weight, \(H'_e = X\) is the \(i^{th}\) layer output representation and \(\sigma\) is a non-linear activation function. Thus, this GCN block produces a global representation \((H'_e \in R^{N \times M''})\) for \(A^2\).

\[
H'_e = \sigma(A_{norm}^{2}H'_e^{i-1}W'^{i-1})
\]

Finally, GCN layer of the third block takes cubic representation \((A^3 \in R^{N \times N})\) of \(A \in R^{N \times N}\) and the same feature \(X\) as input. By similar argument, we compute the normalized adjacency representation \(A_{norm}^{3}\) as in Eqn. (3.6) where \(D''\) is the degree representation of \(A^3\).

\[
A_{norm}^{3} = D''^{-1/2}A^3D''^{-1/2}
\]

Similarly, Eqn. (3.7) makes the third GCN block workable and the parameters are same as discussed above. This block produces the required global representation \((H''_e \in R^{N \times M''})\) for \(A^3\).

\[
H''_e = \sigma(A_{norm}^{3}H''_e^{i-1}W''^{i-1})
\]

We concatenate the output representations of the three blocks as shown in Eqn. (3.8) to get the final graph level representation for every drug compound.

\[
H_e = (H^1_e, H'^1_e, H''_e)
\]

Subsequently, we pass \(H_e\) into a global max-pool layer followed by some fully connected layers to get the representation, which makes the computation fast and efficient. Then we concatenate the output representations of the Bi-LSTM and the fully connected layers. Finally, we feed the concatenated representation into some fully connected layers followed by the output layer to predict the affinity score.

### 3.2 Baselines

We consider the following models as baselines - traditional machine learning based methods KnnRLS [15, 16], SimBoost [13], deep learning based models DeepDTA [9], WideDTA [17], GANsDTA [24], AttentionDTA [23], DeepCPI [25], MT-DTI [28], GraphDTA [18] and DeepGS [27].

### 3.3 Dataset

Here, we have used Davis [19], KIBA [20], DTC [14], Metz [13], ToxCast [15] and STITCH [48] datasets for our experiments as summarized in Table 1.

In our experiments, we transformed the \(K_d\) value of the Davis dataset into log space \(pK_d\), similar to [14], by using Eqns. (3.9). We also divide SCORES metric for STITCH dataset by 100 to make the training process simpler.

\[
pK_d = -\log_{10}(K_d/1e9)
\]

### 3.4 Parameter Settings

In our experiments, we fixed the length of the protein sequence \((n)\) to 1000 for all the datasets. The dimension \((2d_i)\) of the hidden vector representation of the Bi-LSTM layer is of 128. We also fixed the number of input node features \((C)\) of the required drug compounds to 78. We set the final hidden vector representation \((M)\) of the first GCN block to 312. Similarly, we also set the output representations \((M', M'')\) for the
rest of the GCN blocks to 156, 78 respectively. Throughout our experiment, we have considered a dropout probability rate (p) of 0.2 and we used ADAM optimizer with learning rate 0.0005. Since this is a regression problem, we use the mean squared error (MSE) as the loss function to evaluate the training of our model. For all the experiments, we train our model to 1000 epochs. We use batch size (B) of 512 for KIBA, DTC, Metz, ToxCast and STITCH and batch size of 128 for Davis dataset. We followed the parameter settings of GraphDTA [18] to carry out baseline experiments for the mentioned datasets (cf. section 3.3). Reported results of the baselines models in Table 2 were taken from the previous literature works. Note that the baseline results of Table 3 were obtained by carrying out the required experiments using the source code given in the corresponding work [18]. We used Google Colab PRO plus to carry out the experiments.

We perform the required computation for MSE, concordance index (CI) and \( r^2 \) to evaluate the performance of our model. We use (MSE), concordance index (CI) and \( r^2 \) index to evaluate the performance of our model.

We perform the required computation for MSE (where \( P_i \) is the predicted binding affinity value and \( Y_i \) is the original binding affinity value), CI and \( r^2 \) index using the equations

\[
MSE = \frac{1}{B} \sum_{i=1}^{B} (P_i - Y_i)^2
\]

\[
CI = \frac{1}{Z} \sum_{\delta_i > \delta_j} h(b_i - b_j)
\]

\[
h(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
0.5, & \text{if } x = 0 \\
0, & \text{if } x < 0 
\end{cases}
\]

\[
r^2_m = r^2 \times (1 - \sqrt{r^2 - r^0_m})
\]

3.5 Results We use (MSE), concordance index (CI) and \( r^2 \) index to evaluate the performance of our model.

We follow the parameter settings of GraphDTA [18] to carry out baseline experiments for the mentioned datasets (cf. section 3.3). Reported results of the baselines models in Table 2 were taken from the previous literature works. Note that the baseline results of Table 3 were obtained by carrying out the required experiments using the source code given in the corresponding work [18]. We used Google Colab PRO plus to carry out the experiments.

---

Open-source code is available at https://github.com/MLlab4CS/DeepGLSTM.git

Table 2: Performance comparison of DeepGLSTM against all other baseline models (cf. section 3.2) on Davis (\( pK_d \)) and KIBA.

| Model                  | Davis (\( pK_d \)) | KIBA  |
|------------------------|--------------------|-------|
|                        | MSE                | CI    | \( r^2_m \) | MSE    | CI    | \( r^2_m \) |
| ResNet-BM [12]         | 0.329              | 0.969 | 0.109      | 0.711  | 0.762 | 0.037    |
| SimDGC [14]            | 0.292              | 0.973 | 0.644      | 0.772  | 0.836 | 0.629    |
| DeepDTA [20]           | 0.251              | 0.878 | 0.638      | 0.784  | 0.863 | 0.673    |
| MT-DT-D (GIN) [18]     | 0.268              | 0.875 | 0.633      | 0.200  | 0.944 | 0.588    |
| MT-DT-D (GAT) [18]     | 0.245              | 0.979 | 0.966      | 0.793  | 0.852 | 0.748    |
| DeepDTA [20]           | 0.253              | 0.867 | 0.607      | 0.211  | 0.852 | 0.657    |
| WideDTA [17]           | 0.202              | 0.836 | 0.633      | 0.766  | 0.785 | 0.605    |
| GANDTA (GY) [18]       | 0.276              | 0.881 | 0.663      | 0.214  | 0.866 | 0.715    |
| Attention-DT A [20]    | 0.245              | 0.887 | 0.661      | 0.162  | 0.882 | 0.746    |
| HGCN [18]              | 0.202              | 0.890 | 0.686      | 0.793  | 0.860 | 0.684    |
| DeepGLSTM [18]         | 0.254              | 0.880 | -          | 0.139  | 0.889 | -        |
| GraphDTA (GCN) [18]    | 0.245              | 0.881 | -          | 0.210  | 0.896 | -        |
| GraphDTA (GAT) [18]    | 0.253              | 0.892 | 0.562      | 0.179  | 0.896 | 0.671    |
| GraphDTA (GIN) [18]    | 0.229              | 0.895 | 0.649      | 0.149  | 0.882 | 0.684    |
| DeepGLSTM [18]         | 0.255              | 0.895 | 0.689      | 0.139  | 0.899 | 0.702    |

Figure 2: Plots showing DeepGLSTM versus measured binding affinity values for the (a) Davis dataset (\( pK_d \)) (b) KIBA dataset (KIBA score) (c) DTC dataset (\( pK_i \)) (d) Metz dataset (\( pK_i \)) (e) ToxCast dataset (AC50) (f) STITCH dataset (SCORES). In this figure Coef V is Pearson correlation score.

More specifically, when \( \delta_i > \delta_j \), a positive score is given if \( r^2_m \geq 0.5 \). In Eqn. 3.12 \( r^2 \) and \( r^0_m \) represent...
Table 3: Performance comparison between DeepGLSTM and GraphDTA on DTC (pKᵦ), Metz (pKᵦ), Toxcast (AC₅₀) and Stitch (SCORES).

| Model                  | DTC (pKᵦ) | Metz (pKᵦ) | Toxcast (AC₅₀) | Stitch (SCORES) |
|------------------------|------------|------------|---------------|-----------------|
|                        | MSE        | CI         | r²_m         | MSE             | CI         | r²_m         | MSE             | r²_m         |
| GraphDTA (GCN) [18]    | 0.317      | 0.878      | 0.812        | 0.317           | 0.801      | 0.620        | 0.315           | 0.919       |
| GraphDTA (GAT, GCN) [18]| 0.209      | 0.857      | 0.799        | 0.333           | 0.795      | 0.692        | 0.317           | 0.917       |
| GraphDTA (GCN) [18]    | 0.195      | 0.850      | 0.788        | 0.393           | 0.775      | 0.549        | 0.346           | 0.911       |
| DeepGLSTM              | 0.149      | 0.895      | 0.841        | 0.294           | 0.810      | 0.640        | 0.313           | 0.919       |

Table 4: Performance comparison of 1-D CNN vs. Bi-LSTM (using Davis Dataset (pKᵦ))

| Name of the Models | Mean Squared Error |
|-------------------|--------------------|
| 1ˢᵗ block GCN + 1-D CNN | 0.234             |
| 1ˢᵗ block GCN + Bi-LSTM | 0.239             |

The metric, Cᵢ, Combined Score (as mentioned in Eqn. 3.13) is used to obtain the top-18 (cf. supplementary) FDA-approved drugs for 5 viral proteins of SARS-CoV-2. Since, Davis and KIBA datasets are widely used in literature, we use both of these datasets to implement Cᵢ.

Fig. 2 shows the predicted value (p) versus measured value (m) plots on all the datasets. If the predicted value (p) closely resembles the measured value (m), a model may be considered to be good and therefore, the output values should be close to the red line (p = m) as shown in the figures. From Fig. 2, we can see that our model performs well on Davis, KIBA, DTC and Metz. For Toxcast and STITCH datasets, our model shows performance compared to other state-of-the-art methods. Therefore, we can conclude that the performance of our model is uniformly good over most of the datasets that are available in drug repurposing domain. We compare performance of our model with the performance of the baseline models mentioned in section 3.2. The comparative evaluation results are presented in Table 2 and Table 3. Our model outperforms all the baseline models in terms of CI on Davis, KIBA, DTC, METZ and ToxCast datasets, in terms of MSE on KIBA, DTC, METZ, ToxCast and STITCH datasets and also in terms of r²_m on KIBA, DTC and STITCH datasets. Additionally, our model produces relatively comparable results in terms of MSE on Davis dataset and in terms of r²_m on Davis, Metz and ToxCast datasets. To conclude in a more consolidated way, we use our model to predict drug-target affinity in terms of Cᵢ (cf. Eqn. 3.13) for 2,304 (n') FDA-approved drugs against 5 SARS-CoV-2 viral proteins. As a result, this model yields the required Cᵢ scores for 11,520 drug-target interactions.

According to the definition, higher Cᵢ value indicates higher binding affinity between a drug and its corresponding target and vice-versa [14]. So, we first sort the drugs in descending order of their Cᵢ values predicted by our model. Then we take the top three drugs that bind with receptors and top three drugs that bind with non-receptors. We do this for five highly researched SARS-CoV-2 viral proteins (Glycoprotein S aka Spike protein, RNA-dependent RNA Polymerase aka RdRp, Helicase, Papain-like Proteinase and Open Reading Frame 3a aka ORF3a) and combine them into a set consisting of 18 drugs. The prediction statistics for the selected SARS-CoV-2 viral proteins, in terms of all the binding affinity measuring metrics used, have been provided in the supplementary. Among the drugs that bind with receptors, the ones with the highest Cᵢ values were, Isoproterenol, Medrysone, Lindane, Mecamylamine, Oxybenzone, Morphine, Estradiol, L-Menthol, Ergocalciferol and Methoxyphenamine. Among the drugs that bind with non-receptors, the ones with the highest Cᵢ values were, Lactulose, Sorbitol, Migalastat, Guaracol, Cyanidanol, Mannitol, Arbutin and Benzoin. Therefore, from the list of drugs with highest binding affinity scores for the viral proteins, researchers may select drugs to conduct further experiments to understand their usage as prospective drugs to treat SARS-CoV-2 patients. As a future work, the receptor based drugs with high binding affinity may be tested for their interactions with important SARS-CoV-2 receptors. Similarly, the non-receptor based drugs with high binding affinity may be tested for their interactions with important enzymes.

4 Analysis and Discussion

We carried out ablation study on Davis dataset [19] for our DeepGLSTMR model. Initially, we consider GraphDTA [18] architecture as our baseline model. GraphDTA uses a block similar to the first GCN block of DeepGLSTM for drug compounds and 1-D CNN for protein sequence information. But it is a well-known fact that LSTM performs better than 1-D CNN to capture the sequential representation [20]. We just replace the 1-D CNN with Bi-LSTM keeping the remaining parts of the GraphDTA architecture same. The performance evaluation of this experiment is reported in Table 3. It shows that Bi-LSTM is much more efficient than 1-D CNN.

Additionally, to show the effectiveness of different components of our DeepGLSTM model, we carried out ablation study experiments by incrementally introducing the model components. The result of these ablation study experiments are reported in Table 4 which clearly shows the
Table 5: Effectiveness of different components of DeepGLSTM (using Davis Dataset (pK\textsubscript{d}))

| Name of the Models | Input to GCN block | Mean Squared Error |
|--------------------|---------------------|--------------------|
| 1\textsuperscript{st} block GCN | $A^{1}$ | 0.240 |
| 2\textsuperscript{nd} block GCN | $A^{2}$ | 0.244 |
| 3\textsuperscript{rd} block GCN | $A^{3}$ | 0.251 |

Table 6: Effectiveness of using the power graph (using Davis Dataset (pK\textsubscript{d}))

| Name of the Models | Input to GCN block | Mean Squared Error |
|--------------------|---------------------|--------------------|
| 1\textsuperscript{st} block ($\#$ of layers 2) | $A$ | 0.237 |
| 1\textsuperscript{st} block + 2\textsuperscript{nd} block $\longrightarrow$ DeepGLSTM | $A$ | 0.232 |
| DeepGLSTM $\longrightarrow$ 1\textsuperscript{st} block ($\#$ of layers 4) + 2\textsuperscript{nd} block ($\#$ of layers 3) + 3\textsuperscript{rd} block ($\#$ of layers 2) + 4\textsuperscript{th} block ($\#$ of layer 1) | $A$, $A^{2}$, $A^{3}$ | 0.238 |

5 Conclusion

In this paper, we present a novel architecture for the task of predicting binding affinity values between the FDA-approved drugs and viral proteins. Our model uses three blocks of GCN for learning the topological information from the drug molecules. Our Bi-LSTM learns the representation of the protein sequences. We carried out our experiments on the Davis, KIBA, DTC, Metz, ToxCast and STITCH datasets. We also use our model for predicting binding affinity values between 2,304 FDA-approved drugs and 5 viral proteins for SARS-CoV-2. Our model produces state-of-the-art results on the Davis, KIBA, DTC, Metz, ToxCast and STITCH datasets. We have also reported the drugs that show significantly high binding affinity with some of the most studied viral proteins of SARS-CoV-2.
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