RBF Neural Network Control for USV with Input Saturation
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Abstract. Intelligent control for USV with input saturation based on RBF network was proposed. Firstly, sliding surfaces with integral were designed on the basis of the sliding mode variable structure control technology. Secondly, RBF network was applied to approximate compensate the input saturation of system, and which was optimized by Genetic Algorithms. Finally, the control algorithm for USV was deduced by backstepping method with Lyapunov theory on the basis of sliding mode control. Relevant simulations show the control method is available for USV motion control.

1 Introduction

Unmanned Surface Vehicle (USV) due to the advantages of small size, mobility and other characteristic has become an important development trend of the future of the ship and which is mainly used to implement the dangerous task. So, it is playing increasing roles in commercial, scientific and military applications [1]. As the disturbances of wind, wave, current and other marine environment, the course of USV will inevitably deviate from the original given course when navigating at sea. While course control is a prerequisite to solve the trajectory tracking, autonomous navigation and collision avoidance and other issues. So, Steering control is one of the important research topics in the field of motion control [2] for USV.

At present, the motion control of most ships is on the basis of PID which has the advantages of simple algorithm structure and easy project realization, but its control parameters entirely rely on artificial experience judgments, therefore, it can only achieve limited intermittent adjustment with poor adaptive ability. A series of control theories and methods have been applied in USV heading control with the rapid development and progress of computer technology, such as Lyapunov stability theory and method [3], backstepping control algorithm [4,5], sliding mode control theory and technology [6-8], intelligent control theory and technology represented by fuzzy algorithm [9-12] and neural network [13-15].

In this paper, a kind of RBF network control algorithm for USV is proposed on the basis of Nomoto mathematical model and combination of integral backstepping control and sliding mode control.

2 Problem description

2.1. USV plane motion model

In actual straight-line voyages, ship movements usually exhibit a non-linear state. Therefore, in the mathematical model of plane motion, the nonlinear model for USV is described as following with influence of interference.

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f(x) + g \cdot u + dt \\
y &= x_1
\end{align*}
\]

(1)

Where, \(x_1\) and \(x_2\) are the state variables of control system, \(y\) is the actual course, \(f(x)\) is the uncertain mathematical function of the system, and \(f(x) = -\frac{1}{T}H(\phi)\) \(, H(\phi) = \phi + \alpha \phi^3\) \(, \phi\) is actual course too, \(\alpha\) is the constant to be determined. \(g\) is the gain of control input, and \(g = \frac{K}{T}\) \(, u\) is control input representing rudder angle. \(dt\) is external interference. \(K\) is the index of ship’s turning performance and \(T\) is the index of ship’s followability. These parameters can be obtained through ship handling experiment.

2.2. Anti-saturation compensation based on RBF network

It is well known that the USV is generally driven by rudder servo system. Thus, the actual characteristics of the rudder servo system, in general, the actual output of the rudder angle is less than 35 °, must be taken into account in actual navigation with large-scale motor. To solve this problem, in this paper, the anti-saturation theory is cited first, and an online approximation and effective compensation is achieved by RBF neural network.
Anti-saturation compensation for rudder servo system is described as follows, the maximum control input value is introduced as $u_{\text{max}}$, and maximum value is $35^\circ$. In addition, it is constructed that $\delta = u - v$ and $u = \text{sat}(v)$. Therefore, the control input restricted mathematical formula $\text{sat}(v)$ was shown in equation (2).

$$\text{sat}(v) = \begin{cases} u_{\text{max}} & v > u_{\text{max}} \\ v & |v| \leq u_{\text{max}} \\ -u_{\text{max}} & v < -u_{\text{max}} \end{cases}$$  \hspace{1cm} (2)$$

Fig. 1. Closed-loop control system with saturation

In paper, the RBF neural network is designed to approximate rudder output $\delta$ so as to realize effective compensation, where closed-loop control system diagram for USV is shown in figure 1 on the basis of RBF neural network compensation.

It is described that the mathematical model of RBF network is shown in equation (3).

$$h_j = \exp \left( -\frac{\|x - c_j\|}{2b_j^2} \right)$$

$$\delta = W^T \cdot h(x) + \varepsilon$$  \hspace{1cm} (3)$$

Where, $x$ is the input of RBF network, $j$ is a hidden layer of the network the first network input, $h = [h_j]^T$ is high Gaussian function, $W^r$ is the ideal for weighting value, $\varepsilon$ is ideal for neural network approximation error, and $\varepsilon \leq \varepsilon_{\text{max}}$.

According to figure 1, the RBF network input is $x = v$, the network output $\delta$ is obtained by equation (4).

$$\delta = \tilde{W}^T h(x)$$

$$\tilde{\delta} = \delta - \delta = -\tilde{W}^T h(x) + \varepsilon$$  \hspace{1cm} (4)$$

Where, $\tilde{W} = \tilde{W} - W^r$.

2.3 RBF Neural Network Optimization

RBF neural network has a universal property of approximation [16], while its ability of approximation depends entirely on network performance parameters, i.e., output weights $w_j$, width $b_j$ and the number of hidden center units $c_j$. However, it is very difficult to determine these parameters in advance. In view of that, GA is used to optimize RBF neural network, which is able to approach the internal uncertainties of ship model and external disturbance, so as to achieve the best performance of approaching. The process of RBF neural network parameters optimization is shown in Figure 2.

Fig. 2. RBF neural network optimization with GA

3 Intelligent Steering control design based on backstepping

The designing process of control law contains the following steps. Firstly, according to the characteristics of the system (1), the sliding surfaces are defined as following:

$$\begin{cases} \xi = z_2 \\ \zeta_1 = x_1 - \varphi_1 \\ \zeta_2 = x_2 - \sigma_1 \end{cases}$$  \hspace{1cm} (5)$$

Where, $\varphi_1$ is expected course, $\sigma_1$ and $\sigma_2$ are virtual stabilization function, $z_1$ is heading error, $\xi$ is the integral term which is added in order to eliminate the static error.
Secondly, constructing the Lyapunov function to determine the asymptotic stability of control system. According to equation (5), it is obtained equation (6).
\[
\dot{z}_i = z_i + \sigma_i - \phi_i, \quad (6)
\]
The virtual stabilization \(\sigma_i\) is set as equation (7)
\[
\sigma_i = -k_i z_i + \phi_i, \quad (7)
\]
Therefore, it can be obtained equation (8).
\[
\dot{\sigma}_i = -k_i (-k_i z_i + z_2) + \phi_i, \quad (8)
\]
Similarly, it is obtained equation (9) and equation (10) according to equation (5).
\[
\dot{z}_i = -k_i z_i + z_2, \quad (9)
\]
\[
\dot{z}_2 = \dot{\sigma}_i = f(z) + g u + dt - \sigma_i, \quad (10)
\]
And, the first Lyapunov function is constructed as equation (11).
\[
V_1 = \frac{1}{2} z_i^2 + z_2^2 \quad (11)
\]
It can be inferred equation (12) by equation (11).
\[
\dot{V}_1 = -k_i z_i^2 + z_i z_2 + z_2 \left[ f(z) + g u + dt - \sigma_i \right] \quad (12)
\]
The second Lyapunov function is constructed as equation (13).
\[
V_2 = V_2 + \frac{\lambda}{4} \dot{z}_2^2 \quad (13)
\]
Similarly, it can be inferred equation (14) by equation (13).
\[
\dot{V}_2 = -k_i \dot{z}_2^2 + z_2 \left[ z_i + f(z) + g u + dt - \sigma_i + \frac{\lambda}{4} \dot{z}_2^2 \right] \quad (14)
\]

Thirdly, according to figure 2, it is known that \(u = v + \delta\), which is taken into equation (14). Therefore, it can be obtained equation (15).
\[
\dot{V}_3 = -k_i \dot{z}_2^2 + z_2 \left[ z_i + f(z) + g (v + \delta) + dt - \sigma_i + \frac{\lambda}{4} \dot{z}_2^2 \right] \quad (15)
\]
The following control law with damping law [9] is designed by the RBF network.
\[
v = \frac{1}{g} \left[ -z_i - f(z) - (k_i + \eta) z_2 + \sigma_i - \lambda \dot{z}_2 \right] - \dot{\delta} \quad (16)
\]
It can be inferred equation (17), according to equation (15) and equation (16).
\[
\dot{V}_3 = -k_i \dot{z}_2^2 - k_i z_2^2 - \eta z_2 z_i + z_2 g \dot{\delta} + z_2 dt \quad (17)
\]
Finally, the total Lyapunov function is constructed as equation (18).
\[
L = V_3 + \frac{1}{2} \gamma \dot{W}^T \dot{W} \quad (18)
\]
Where, \(\gamma > 0\).

Therefore, it can be inferred equation (19) by equation (18).
\[
\dot{L} = -k_i \dot{z}_2^2 - k_i z_2^2 - \eta z_2^2 + z_2 g \dot{\delta} + z_2 dt + \gamma \dot{W}^T \dot{W} = -k_i \dot{z}_2^2 - k_i z_2^2 - \eta z_2^2 + \dot{W}^T (\gamma \dot{W} - \dot{h}_z_2) + \left[ d(t) + \varepsilon + g \delta \right] z_2 \quad (19)
\]

In order to ensure system asymptotically stable, the following adaptive law is designed.
\[
\dot{W} = \frac{1}{\gamma} h_z_2 \quad (20)
\]
It is easy obtained formula (21) by theorem \(\alpha \theta \leq \eta \delta^2 + \frac{1}{4 \eta} \gamma^2 \).
\[
\sigma z_2 \leq \eta z_2^2 + \frac{1}{4 \eta} \| \dot{W} \|^2 \quad (21)
\]
Where, \(\sigma = d(t) + \varepsilon + g \delta\).

Therefore, the formula (22) can be acquired.
\[
\dot{L} = -k_i z_2^2 - k_i z_2^2 - \eta z_2^2 + \sigma z_2 \leq -k_i z_2^2 - k_i z_2^2 - \eta z_2^2 + \frac{1}{4 \eta} \| \dot{W} \|^2 \leq -k_i z_2^2 + \frac{1}{4 \eta} \| \dot{W} \|^2 \quad (22)
\]

In order to ensure that the system (1) is asymptotically stable, it is only need to prove the establishment which is
\[
k_i z_2^2 \geq \frac{1}{4 \eta} \| \dot{W} \|^2 \quad \text{Proof slightly, see the literature [4].}
\]

So, the entire control system is asymptotically stable.

### 4 Simulation

#### 4.1. Simulated USV model

The USV “Lanxin” was adopted in simulation, and the parameters of planar motion mathematical model were listed as table 1. So, the parameters of Nomoto model of “Lanxin” were \(K = 1.502\), \(T = 0.905\), \(\alpha_i = 0.001\), \(\alpha_{(u=2, \ldots, \psi)} = 0\), when its speed is 8.5 knots.

| Table 1. The “LanXin” USV Parameters |
|--------------------------------------|
| Length Between Perpendiculars | 7.02 m |
| Breadth | 2.60 m |
| Speed | <=35 kn |
| Draft (full load) | 0.32 m |
| Block Coefficient | 0.6976 |
| Displacement (full load) | 2.73 m³ |
| Rudder Area | 0.2091 m² |
| Distance Between Barycenter and Center | 0.35 m |

At the same time, the model of rudder servo system which was described as equation (23) was added into nonlinear Nomoto model of “Lanxin”.
\[
\delta = -\frac{1}{T_r} \delta + \frac{1}{T_r} \delta_i \quad (23)
\]
Where, \(T_r\) is time constant, and the value of which is generally about 0.2 seconds. \(\delta_i\) is executed rudder angle. \(\delta\) is real-time rudder angle, and the restriction of which was shown in equation (24).
\[
\delta = \begin{cases} 
35^\circ & \delta > 35^\circ \\
\delta & |\delta| \leq 35^\circ \\
-35^\circ & \delta < -35^\circ
\end{cases}
\] (24)

In addition, it is considered that ship’s movement is greatly affected by wind and wave. And the model can be replaced by a transfer function of second-order wave and a white noise [17].

4.2. Condition setting

The ideal angle command is \( x_i = \sin(\tau) \). In order to show that the control system compensates the control input limited capacity, a larger initial error is used, and the initial vector of the system is \( \begin{bmatrix} 10 & 0 \end{bmatrix} \). RBF network structure is adopted as figure 1, and network input is \( \chi = \nu \), according to the actual input range of the network to design Gaussian function of the parameters, taking \( C_i = \begin{bmatrix} -1.0 & -0.5 & 0 & 0.5 & 1.0 \end{bmatrix} \) and \( b_i = 5 \), the network initial value is zero. Using the control law equation (19) and adaptive law equation (24), where \( c = 5 \), \( \gamma = 10 \). In the sliding mode control, the saturation function is used instead of the switching function, and the boundary layer thickness \( \Delta \) is 0.02.

4.3. Simulation and analysis

Simulation of USV course tracking control was carried out on the basis of Matlab/Simulink platform, and the results were shown in figure 3, figure 4 and figure 5.

The output response of angle tracking and speed tracking of USV was depicted in figure 3. And from two pictures, it can be seen that course angle reaches the set value with no overshoot.

And the output response of restricted front and rear control inputs was described in figure 4. And from this picture, it can be seen that an internal auxiliary compensation mechanism designed with anti-saturation control technique can make control input quickly quit saturation.

And also the output response of rudder angle and approximation was bewritten in figure 5. And from this picture, it can be seen that an internal auxiliary compensation mechanism on the basis of RBF network has effective online approximation, which is proposed by anti-saturation control technique.
5 Conclusion

Intelligent steering control for USV with input saturation was proposed based on RBF network. It is shown that an internal auxiliary compensation mechanism designed with anti-saturation control technique can make control input quickly quit saturation, and RBF neural network optimized by GA has effective online approximation. Therefore, the intelligent control algorithm designed in this paper is available for USV.
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