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Abstract

A ubiquitous phenomenon is that interesting signals or data concentrate on low dimensional smooth manifolds inside a high dimensional ambient Euclidean space. Random projections are a simple and powerful tool for dimensionality reduction of such signals and data. Previous, seminal works have studied bounds on how the number of projections needed to preserve the geometry of these manifolds, at a given accuracy, scales with the intrinsic dimensionality, volume and curvature of the manifold. However, such works employ definitions of volume and curvature that are inherently difficult to compute. Therefore such theory cannot be easily tested against numerical simulations to quantitatively understand the tightness of the proven bounds. We instead study the typical distortions arising in random projections of an ensemble of smooth Gaussian random manifolds. In doing so, we find explicitly computable, approximate theoretical bounds on the number of projections required to preserve the geometric structure of these manifolds to a prescribed level of accuracy. Our bounds, while approximate, can only be violated with a probability that is exponentially small in the ambient dimension, and therefore they hold with high probability in most cases of practical interest. Moreover, unlike previous work, we test our theoretical bounds against numerical experiments on the actual geometric distortions that typically occur for random projections of random smooth manifolds. Through this comparison, we find our bounds are tighter than previous results by several orders of magnitude.

1 Introduction

The very high dimensionality of modern datasets poses severe statistical and computation challenges for machine learning. Thus dimensionality reduction methods that lead to a compressed or lower dimensional description of data is of great interest to a variety of fields. A fundamental desideratum of dimensionality reduction is the preservation of distances between all pairs of data points of interest. Since many machine learning algorithms depend only on pairwise distances between data points, often computation in the compressed space is almost as good as computation in the much higher dimensional ambient space. In essence, many algorithms achieve similar performance levels in the compressed space at much higher computational efficiency, without a large sacrifice in statistical efficiency. This logic applies, for example, to regression [1], signal detection [2], classification [3–6], manifold learning [7], and nearest neighbor finding [8].

Geometry preservation through dimensionality reduction is possible because, while data often lives in a very high dimensional ambient space, the data usually concentrates on much lower dimensional manifolds within the space. Recent work has shown that even random dimensionality reduction, whereby the data is projected onto a random subspace, can preserve the geometry of data or signal manifolds to surprisingly high levels of accuracy. Moreover this accuracy scales favorably with the complexity of the geometric structure of the data. For example the celebrated Johnson-Lindenstrauss (JL) lemma [8–10] states that the number of random projections needed to reliably achieve a fractional distance distortion on $P$ points that is less than $\epsilon$, scales as $\frac{\log P}{\epsilon^2}$, i.e. only logarithmically with $P$. In compressed sensing, the space of $K$-sparse $N$ dimensional signals corresponds to a union of
$K$ dimensional coordinate subspaces. The fact that these signals can be reconstructed with only $O(K \log K/N)$ random measurements can be understood in terms of geometry preservation of this set through random projections \cite{11, 12}. Finally, while random projections are widely applied across many fields, a particularly interesting application domain lies in neuroscience. Indeed, as reviewed in \cite{13, 14} random projections may be employed both by neuroscientists to gather information from neural circuits using many fewer measurements, as well as potentially by neural circuits to communicate information using many fewer neurons. Moreover, the act of recording from a subset of neuronal itself could potentially be modeled as a random projection \cite{15}.

Perhaps one of the most universal hypotheses for low dimensional structure in data is a smooth $K$ dimensional manifold $M$ embedded as a submanifold in Euclidean space $\mathbb{R}^N$. In particular, recent seminal works have shown random projections preserve the geometry of smooth manifolds to an accuracy that depends on the curvature and volume of the manifold \cite{16, 17}. However, the theoretical techniques used lead to highly complex measures of geometric complexity that are difficult to compute in general. For example, \cite{16} required knowing the condition number of $M$, which is the inverse of the smallest distance normal to $M$ in $\mathbb{R}^N$ at which the normal neighborhood of $M$ in $\mathbb{R}^N$ intersects itself. In addition, \cite{16} required knowledge of the geodesic covering regularity, which is related to the smallest number of points needed to form a cover of $M$, such that all points in $M$ are within a given geodesic distance of the cover. Alternatively, \cite{17} required not only knowledge of the volume of $M$ under the standard Riemannian volume measure, but also, a curvature measure related to the volume of the image of $M$ under the Gauss map, which maps each point $x \in M$ to its $K$ dimensional tangent plane $T_x M$. The image of the Gauss map is a submanifold of the Grassmannian $G_{K,N}$ of all $K$ dimensional subspaces of $\mathbb{R}^N$, and its volume must be computed with respect to the standard Riemannian volume measure on the Grassmannian. Also, \cite{17} required knowledge of the number of points needed to form covers with respect to both measures of volume of $M$ and curvature of $M$, with the latter described by the volume of the image of the Gauss map.

Moreover, it is unclear how tight either of the results in \cite{16, 17} actually are. For example, the bounds on the number of required projections to preserve geometry in \cite{16} had constants that were $O(3000)$. Potentially tighter bounds were found in \cite{17} by using the average curvature rather than maximum curvature of the manifold $M$, but the constants in these bounds were not explicitly computed in \cite{17}. Ideally, one would like to conduct simulations to understand the tightness of the bounds proven in either of these works. However, a major impediment to testing theory against experiment by conducting such simulations lies in the difficulty of numerically evaluating geometric quantities like the manifold condition number, geodesic covering regularity, Riemannian and Grassmannian volumes, and the sizes of coverings with respect to both of these volumes.

Here we take a different perspective by considering random projections of an ensemble of random manifolds. By studying the geometric distortion induced by random projections on typical random realizations of such smooth random manifolds, we find much tighter, but approximate, bounds on the number or random projections required to preserve geometry to a given accuracy. Essentially, a shift in perspective from a fixed given manifold $M$, as studied in \cite{16, 17}, to an ensemble of random manifolds, as studied here, enables us to combine a sequence of approximations and inequalities to derive approximate bounds. Our main approximations involve neglecting large fluctuations in the geometry of manifolds in our ensemble. In particular, the probability of such fluctuations are exponentially suppressed by the ambient dimensionality $N$, so our bounds, while approximate, are exceedingly unlikely to be violated in practical situations of interest, as $N$ can be quite large. Interestingly, our methods also enable us to numerically compute lower bounds of the manifold condition number and geodesic covering regularity for realizations of manifolds in our ensemble, thereby enabling us to numerically evaluate the tightness of the bounds proven in \cite{16} (but not in \cite{17} as precise constants were not provided there).

We find that our approximate bounds derived here on the number of projections required to preserve the geometry of manifolds are more than two orders of magnitude better than this previous bound. Moreover, we conduct simulations to evaluate the exact scaling relations relating the probability and accuracy of geometry preservation under random projections to the number of random projections chosen and the manifold volume and curvature. Our numerical experiments yield strikingly simple, and, to our knowledge, new scaling relations relating random projections and their accuracy to the dimensionality and geometry of smooth manifolds.
2 Overall approach and background

Here we introduce the model of random manifolds that we work with (§2.1) and the notion of random projections and geometry preservation (§2.2). We then discuss our overall strategy for analyzing how accurately a random projection preserves the geometry of a random manifold (§2.3).

2.1 A statistical model of smooth random submanifolds of $\mathbb{R}^N$

We consider $K$ dimensional random Gaussian submanifolds $\mathcal{M}$ of $\mathbb{R}^N$, described by an embedding, $x^i = \phi^i(\sigma^\alpha)$, where $x^i$ ($i,j = 1, \ldots, N$) are Cartesian coordinates for the ambient space $\mathbb{R}^N$. The maps $\sigma^\alpha$ ($\alpha = 1, \ldots, K$) are random Gaussian functions, with

$$\langle \phi^i(\sigma) \rangle = 0, \quad \langle \phi^i(\sigma_1)\phi^i(\sigma_2) \rangle = Q^{ij}(\sigma_1 - \sigma_2).$$  \hspace{1cm} (1)

We assume each intrinsic coordinate $\sigma^\alpha$ has an extent $L_\alpha$, and the random embedding functions have a correlation length scale $\lambda_\alpha$ along each intrinsic coordinate, so that the kernel is given by

$$Q^{ij}(\delta \sigma) = \frac{\sigma^2}{N} \delta^{ij} e^{-\frac{\delta \sigma^2}{\lambda_\alpha^2}}, \quad \rho = \sum_\alpha \left( \frac{\delta \sigma^\alpha}{\lambda_\alpha} \right)^2. \hspace{1cm} (2)$$

Here the kernel is translation invariant, and so is only a function of the separation in intrinsic coordinates, $\delta \sigma = \sigma_1 - \sigma_2$, while the embedding functions $\phi^i$ are independent across the ambient Cartesian coordinates. While our results apply to more general functional forms of correlation decay, in this work we focus our calculations on the choice of a Gaussian profile of decay, $e^{-\frac{\delta \sigma^2}{\lambda_\alpha^2}}$ in (2).

2.2 Geometric distortion induced by random projections

We are interested in how the geometry of a submanifold $\mathcal{M} \subset \mathbb{R}^N$ is distorted by a projection onto a random $M$ dimensional subspace. Let $A$ be an $M$ by $N$ random projection matrix whose rows come from an orthonormal basis for this random subspace, drawn from a uniform distribution over the Grassmannian $\mathcal{G}_{M,N}$ of all $M$ dimensional subspaces of $\mathbb{R}^N$. The geometric distortion of a single point $u \in \mathbb{R}^N$ under any projection $A$ is defined as

$$D_A(u) = \sqrt{\frac{N}{M} \| Au \|_2^2 - 1}. \hspace{1cm} (3)$$

$D_A(u)$ reflects the fractional change in the length of $u$ incurred by the projection, and the scaling with $N$ and $M$ is chosen so that its expected value over the random choice of $A$ is 0. More generally, the distortion of any subset $S \subset \mathbb{R}^N$ is defined as the worst case distortion over all of its elements:

$$D_A(S) = \max_{u \in S} D_A(u). \hspace{1cm} (4)$$

Ideally we would like to guarantee a small worst case distortion $D_A(S) \leq \epsilon$ with a small failure probability $\delta$ over the choice of random projection $A$, where $\delta$ is defined as

$$\delta = \mathbb{P}[D_A(S) > \epsilon]. \hspace{1cm} (5)$$

In general, the failure probability $\delta$ will grow as the geometric complexity or size of the set $S$ grows, the desired distortion level $\epsilon$ decreases, or the projection dimensionality $M$ decreases.

For practical applications, one is often faced with the task of choosing the number of random projections, $M$, to use. To minimize computational costs, one would like to minimize $M$ while maintaining a desired small distortion level $\epsilon$ and failure probability $\delta$ in (5) to ensure the accuracy of subsequent computations. Thus an important quantity is the minimum projection dimensionality $M^*(\epsilon, \delta)$ that is necessary to guarantee distortion at most $\epsilon$ with a success probability of at least $1 - \delta$:

$$M^*(\epsilon, \delta) = \min M \in \mathbb{N} \quad \text{s.t.} \quad \mathbb{P}[D_A(S) \leq \epsilon] \geq 1 - \delta. \hspace{1cm} (6)$$

Any upper bound $\overline{\delta}(\epsilon, M)$ on the failure probability $\delta$, at fixed projection dimensionality $M$ and distortion $\epsilon$, naturally yields an upper bound $\overline{M}(\epsilon, \delta)$ on the minimum projection dimensionality $M^*(\epsilon, \delta)$ required to guarantee a prescribed distortion $\epsilon$ and failure probability $\delta$ such that (5) holds:

$$\delta \leq \overline{\delta}(\epsilon, M) \quad \Rightarrow \quad M^*(\epsilon, \delta) \leq \overline{M}(\epsilon, \delta), \hspace{1cm} (7)$$
where the function $\bar{M}(\epsilon, \delta)$ is found by inverting the function $\bar{d}(\epsilon, M)$. The function $\bar{M}(\epsilon, \delta)$ allows us to answer the question: what projection dimensionality $M$ is sufficient to guarantee that the failure probability $\bar{d}$ in (5) is less than a prescribed failure probability $\delta_0$ at a prescribed distortion level $\epsilon$? Given an upper bound $\delta \leq \bar{d}(\epsilon, M)$, a sufficient condition for the guarantee is choosing $M$ such that $\bar{d}(\epsilon, M) \leq \delta_0$. Thus, (7) yields a sufficient condition on the projection dimensionality $M$ to guarantee distortion at most $\epsilon$ with success probability at least $1 - \delta_0$:

$$M \geq \bar{M}(\epsilon, \delta_0) \implies P[D_A(S) \leq \epsilon] \geq 1 - \delta_0. \quad (8)$$

For example, in the simplest case where $S$ is a single point in $\mathbb{R}^N$, a simple concentration of measure argument [10] yields an upper bound on the failure probability. At small $\epsilon \ll 1$ this argument yields,

$$\delta \leq \bar{d}(\epsilon, M) = 2e^{-\frac{1}{4}M\epsilon^2} \implies M^*(\epsilon, \delta) \leq \bar{M}(\epsilon, \delta) = \frac{4\ln(2/\delta)}{\epsilon^2}. \quad (9)$$

More generally, when the set $S$ consists of all $\binom{P}{2}$ displacement vectors between a cloud of $P$ points, a simple union bound applied to this result yields the celebrated JL lemma [8–10]. When $\epsilon \ll 1$, the JL lemma yields

$$\delta \leq \bar{d}(\epsilon, M) = 2\binom{P}{2}e^{-\frac{1}{4}M\epsilon^2} \approx e^{-\frac{1}{4}(M\epsilon^2 - 8\ln P)}$$

$$\implies M^*(\epsilon, \delta) \leq \bar{M}(\epsilon, \delta) = \frac{8\ln P + 4\ln \frac{2}{\delta}}{\epsilon^2}. \quad (10)$$

Thus, remarkably, because the failure probability of preserving the length of a single point is exponentially suppressed by $M$, the minimal number of random projections $M^*$ required to preserve the pairwise geometry of a cloud of $P$ points, within distortion $\epsilon$ with success probability $1 - \delta$, scales at most logarithmically with the number of points. Indeed, any choice of $M \geq \bar{M}(\epsilon, \delta)$ guarantees the geometry preservation condition in (5).

Another instructive example, which we will use below, is a JL type lemma when the set $S \subset \mathbb{R}^N$ is a $K$ dimensional linear subspace. This result was proven as Lemma 5.1 in [12], and the proof strategy is as follows. First, a random projection $A$ preserves distances between all pairs of points in a $K$ dimensional subspace with distortion $\epsilon$ if and only if it preserves all points on the unit sphere $S^{k-1}$ with distortion $\epsilon$, due to the linearity of both the projection and the subspace. Then a covering argument reveals that if any projection $A$ preserves a particular set of $\binom{\frac{\sqrt{P}}{2}}{2}$ points (that cover $S^{k-1}$) with distortion less than $\frac{\epsilon}{2}$, then $A$ will preserve all points in $S^{k-1}$ with distortion less than $\epsilon$.

Finally, applying the JL lemma with distortion $\frac{\epsilon}{2}$ to the covering set of $\binom{\frac{\sqrt{P}}{2}}{2}$ points yields an upper bound on the failure probability in (5) when $S$ is a $K$ dimensional subspace:

$$\delta \leq 2\binom{\frac{\sqrt{P}}{2}}{2}e^{-\frac{1}{4}M(\frac{\epsilon}{2})^2} = e^{-\left(\frac{1}{8}M(\epsilon^2 - K\ln \frac{12}{\epsilon^2} - \ln 2)\right)} \implies M^*(\epsilon, \delta) < \frac{16\left[K\ln \frac{12}{\epsilon^2} + \ln \frac{2}{\delta}\right]}{\epsilon^2}. \quad (11)$$

Thus again, exponential suppression of the failure probability on a single point by the number of projections, implies the minimal number of projections $M^*$ required to preserve geometry needs to grow at most logarithmically in the volume of $S^{k-1}$, or equivalently, linearly in the subspace dimensionality $K$. Again, any choice of $M$ greater than the upper bound on $M^*(\epsilon, \delta)$ in (11) is sufficient to guarantee the geometry preservation condition in (5) when $S$ is a $K$ dimensional linear subspace. As we will see below, this condition is only a sufficient condition; it is not a necessary condition as the geometry of a subspace can be preserved at the same distortion level and success probability with fewer projections.

### 2.3 Strategy for analyzing random projections of smooth random manifolds

In this work, we are interested in the set of all displacement vectors, or chords, between all pairs of points in a random manifold $\mathcal{M}$:

$$S = \mathcal{M} - \mathcal{M} \equiv \{u = x_1 - x_2 \in \mathbb{R}^N \mid x_1, x_2 \in \mathcal{M}\}. \quad (12)$$

We equate the notion of preserving the geometry of the manifold $\mathcal{M}$, to ensuring that all chords are preserved with a small distortion $\epsilon$ and small failure probability $\delta$ in (5). As discussed above, this condition is sufficient to guarantee that many machine learning algorithms, that depend only on
Figure 1: Schematic description of manifolds, cells and chords.

(a) Embedding map $\phi$ from intrinsic coordinates, $\sigma^\alpha$, to extrinsic coordinates, $x^i$, with partition into cells in intrinsic coordinates. (b) A helix, with examples of long chords, which are not parallel to any tangent vector, and short chords, which are all approximately tangential.

Because the set of all chords in (12) is infinite, one cannot simply use the union bound to bound the failure probability $\delta$ of achieving a given distortion $\epsilon$ as was done in the JL lemma for a point cloud in (10). However, the probability of failure for different chords are correlated due to the smoothness of $M$. In essence, nearby chords will have similar distortions. To exploit these correlations to bound the failure probability, we partition the manifold into cells, $S_{\vec{m}} \subset \mathbb{R}^N$ (see Figure 1a):

$$S_{\vec{m}} = \left\{ x^i = \phi^i(\sigma^\alpha) \left| \sigma^\alpha - \sigma^\alpha_{\vec{m}} \right| \leq \frac{\gamma}{2} \lambda_\alpha \forall \alpha = 1, \ldots, K \right\}, \quad \sigma^\alpha_{\vec{m}} = \left( m^\alpha + \frac{1}{2} \right) \gamma \lambda_\alpha. \quad (13)$$

Here $\vec{m}$ denotes a $K$-tuple of integers indexing the cells $S_{\vec{m}}$, $\sigma_{\vec{m}}$ is the intrinsic coordinate of the center of a cell, and every cell has a linear extent, in intrinsic coordinates, that is a fraction $\gamma$ of the autocorrelation length $\lambda_\alpha$ in each dimension $\alpha$. When $\gamma \ll 1$, these cells will be smaller than the typical length scale of curvature of $M$. This means that all chords starting in one cell and ending in another will be approximately parallel in $\mathbb{R}^N$ and so have similar distortion. Our overall strategy to bound the failure probability $\delta$ of all possible chords in (12) is to quantify how similar the distortion is for all chords starting in one cell and ending in another, and then apply the union bound to the finite set of all pairs of cells. We must consider two types of chords: long chords between two different cells, and short chords between two points in the same cell (Figure 1b). By the union bound, the total failure probability is bounded by the sum of the failure probabilities for long and short chords.

For long chords, we must first ensure that the distortion of all chords between a given pair of cells is less than $\epsilon$. In §3.1 we show this condition is guaranteed if the distortion of the chord joining their centers is less than a function $E_C(\epsilon, \theta_C)$ defined in (15), where $\sin \theta_C = d/x$, $d$ is the diameter of a ball that contains a cell and $x$ is the length of the chord joining the centers, both measured in the ambient space. To apply this result, we need to know the typical diameter of cells and the distance between them in random manifolds. In §4.1 we show that these quantities take specific values with high probability. Then, we can bound the probability that all long chords beginning in one cell and ending in another have distortion less than $\epsilon$ by the probability that the central chord connecting the two cell centers has distortion less than $E_C(\epsilon, \theta_C)$. By the union bound, the failure probability for preserving the geometry of all central chords is bounded by the sum of the failure probabilities for each central chord. In turn the failure probability for each central chord can be computed via the JL lemma (10) \footnote{The set $\mathcal{g} S_{\vec{m}}$ is a subset of the Grassmannian, $\Theta_{K,N}$, the set of all $K$ dimensional subspaces of $\mathbb{R}^N$. The Gauss map, $\mathcal{g}$, takes a point on the manifold, $M$, to the point in the Grassmannian corresponding to its tangent space.} in §5.1. In §5.1 we combine these results to bound the failure probability for preserving the length of all long chords of $M$.

For the small values of $\gamma \ll 1$ that we consider, the short chords beginning and ending in the same cell will all be parallel to some tangent vector of $M$. Thus bounding the distortion of all short chords is equivalent to bounding the distortion of all tangent spaces. Corresponding to each cell, $S_{\vec{m}}$, there is a set of subspaces, $\mathcal{g} S_{\vec{m}}$, comprising the tangent spaces of all points in $S_{\vec{m}}$. We need
to ensure that the distortion of all tangent spaces in $\mathfrak{g}S_m$ is less than $\epsilon$. In [3.2] we show that this is guaranteed if the distortion of the central tangent space $\mathcal{U}_{m}$ is less than a function $\mathcal{E}_T(\epsilon, \theta_T)$ defined in (17), where $\theta_T$ is the largest principal angle between $\mathcal{U}_{m}$ and any other tangent space in $\mathfrak{g}S_m$. In [4.2] we show that $\theta_T$ is bounded by a specific value with high probability in our model of random manifolds $M$. Then, we can bound the probability that all short chords beginning and ending in the same cell have a distortion less than $\epsilon$ by the probability that the central tangent space of the cell has a distortion less than $\mathcal{E}_T(\epsilon, \theta_T)$. By the union bound, the failure probability over all central tangent spaces is bounded by the sum of the failure probabilities for each central tangent space. In turn, the failure probability for each central tangent space can be computed via the subspace form of the JL lemma in (11) [12]. In [5.2], we combine these results to bound the failure probability for preserving the length of all short chords of $M$.

Finally, the results for long and short chords will be combined in [5.3] culminating in (28) where we determine how many dimensions $M$ a random projection requires to ensure, with low failure probability, that the geometric distortion of a random manifold $M$ is less than $\epsilon$.

### 3 Bounding the distortion of long and short chords

Here we begin the strategy outlined in [2.3]. In particular, in [3.1] we bound the distortion of all long intercellular chords beginning and ending in two different cells in terms of the distortion of the central chord connecting the two cell centers. Also, in [3.2] we bound the distortion of all short intracellular chords within a cell in terms of the distortion of the central tangent space of the cell. These bounds also depend on the typical size, separation, and curvature of these cells, but we postpone the calculation of such typical cell geometry in random manifolds to [4.2].

#### 3.1 Distortion of long chords in terms of central chords, cell diameter and cell separation

Consider the set of all long chords between two different cells whose centers are at $x_1$ and $x_2$ in $\mathbb{R}^N$. Each cell can be completely contained by a ball of diameter $d$, centered on the cell, where $d$ is the typical cell diameter which we compute in [4.1]. The set of chords between these two balls forms a cone that we refer to as the chordal cone, $C$. By construction, $C$ contains all long chords between the two cells. An important measure of the size of this cone $C$ is the maximal angle between any chord $y \in C$ and the central chord $x = x_1 - x_2$. This maximal angle is achieved by the outermost vectors tangent to the boundaries of each ball (see Figure 2a), yielding $\theta_C = \sin^{-1}\frac{d}{\|x\|}$, where $x = \|x\|$ is the typical separation between cells, which we compute in [4.1].

Now how small must the central distortion $D_A(x)$ be to guarantee that $D_A(y) \leq \epsilon$ for all chords $y$ in $C$, and thus all long chords between the two cells? Call this quantity $\mathcal{E}_C(\epsilon, \theta_C)$:

$$D_A(x) \leq \mathcal{E}_C(\epsilon, \theta_C) \implies D_A(y) \leq \epsilon \quad \forall y \in C. \tag{14}$$

As shown in [3.1] in the limit of large $N$ and small $\epsilon$ and $\gamma$, this guarantee holds when the central distortion of $x$ under $A$ satisfies the bound:

$$D_A(x) \lesssim \epsilon - \sqrt{\frac{N}{M}} \sin \theta_C \equiv \mathcal{E}_C(\epsilon, \theta_C). \tag{15}$$

Intuitively, the larger the cone size $\theta_C$, the smaller the central distortion of $x$ under $A$ must be to guarantee that all chords $y \in C$ have distortion less than $\epsilon$ under the same projection $A$. Conversely, for small cone sizes $\theta_C$, all chords $y \in C$ will be almost parallel to the central chord $x$, and therefore have similar distortion to it under any projection $A$. Then the distortion of $x$ need not be much smaller than $\epsilon$ to guarantee (14). We note that to ensure the distortion $\epsilon$ of all chords in the cone is not much larger than the central distortion $\mathcal{E}_C$, the cone size $\theta_C$ must be small. Indeed $\theta_C$ must be $O(\sqrt{M/N} \epsilon)$, and this is the regime of chordal cone size we will employ below.

Tests of this formula with randomly generated vectors can be seen in Figure 2b where we compare $D_A(x)$ to $\mathcal{E}_C(D_A(y), \theta_C)$. Note that $\mathcal{E}_C(D_A(y), \theta_C)$ is a lower bound on $D_A(x)$. Proof by contradiction: if $D_A(x)$ were smaller than $\mathcal{E}_C(D_A(y), \theta_C)$, due to the monotonicity of $\mathcal{E}_C(\epsilon, \theta_C)$ there would be an $\epsilon < D_A(y)$ such that $D_A(x) \leq \mathcal{E}_C(\epsilon, \theta_C)$, so $D_A(y)$ would have be less than $\epsilon$ which is contradictory. We see that this was satisfied, and the bound is tighter for smaller $\theta_C$. 
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maximal principal angle \( \theta \) to a tangent vector at some point in the cell. Thus to bound the distortion of all short chords, we focus on bounding the distortion of all tangent planes in a cell. Let \( U \in T \) be a tangent space to a cell center. Also, assume all tangent spaces \( U' \) at all other points in the cell have principal angles with \( U \) that satisfy \( \theta_a \leq \theta_T \) (see §A.1 for a review of principal angles between subspaces). This maximal principal angle \( \theta_T \) depends on the size and curvature of cells, which we compute in §4.2. The set of all subspaces in \( \mathcal{G}_{K,N} \) with all principal angles \( \theta_a \leq \theta_T \) forms a “cone” of subspaces that we will refer to as the tangential cone, \( \mathcal{T} \) (see Figure 4a for a schematic).

Now how small must the distortion of the central subspace \( D_A(U) \) be to guarantee that \( D_A(U') \leq \epsilon \) for all subspaces \( U' \) in \( \mathcal{T} \) (and thus all chords within the cell)? Call this quantity \( E_{\mathcal{T}}(\epsilon, \theta_T) \).

\[
D_A(U) \leq E_{\mathcal{T}}(\epsilon, \theta_T) \quad \implies \quad D_A(U') \leq \epsilon \quad \forall U' \in \mathcal{T}.
\] (16)

As shown in §B.2 in the limit of large \( N \) and small \( \epsilon \) and \( \gamma \), this guarantee is valid when the distortion of \( U \) satisfies the bound:

\[
D_A(U) \lesssim \epsilon - \frac{N}{M} \sin \theta_T = E_{\mathcal{T}}(\epsilon, \theta_T).
\] (17)

Intuitively, when \( \theta_T \) is large, \( U' \) can lie in very different directions to \( U \), so the distortion of \( U \) needs to be made very small to ensure that the distortion of \( U' \) lies within the desired limit. When \( \theta_T \) is small, \( U' \) must lie in similar directions to \( U \), so the distortion of \( U \) does not need to be much smaller than \( \epsilon \), as \( U' \) will be almost parallel to it and will therefore have a similar distortion. We note that to ensure the distortion \( \epsilon \) of all tangent spaces in the tangential cone is not much larger than the central distortion \( E_{\mathcal{T}} \), the cone size \( \theta_T \) must be small. Indeed \( \theta_T \) must be \( O(M \epsilon/N) \), and this is the regime of tangential cone size we will employ below.

Tests of this formula with randomly generated subspaces can be seen in Figure 3b, where we compare \( D_A(U) \) to \( E_{\mathcal{T}}(U', \theta_C) \). For the same reason as for the long chords in §3.1, \( E_{\mathcal{T}}(U', \theta_T) \) should be a lower bound for \( D_A(U) \). We see that this was satisfied, and the bound is tighter for smaller \( \theta_T \).

### 3.2 Distortion of short chords in terms of central tangent space distortion and cell curvature

As discussed in §2.3 for small cells with \( \gamma \ll 1 \), all short chords within a single cell will be parallel to a tangent vector at some point in the cell. Thus to bound the distortion of all short chords, we focus on bounding the distortion of all tangent planes in a cell. Let \( U \in \mathcal{G}_{K,N} \) be the tangent space at a cell center. Also, assume all tangent spaces \( U' \) at all other points in the cell have principal angles with \( U \) that satisfy \( \theta_a \leq \theta_T \) (see §A.1 for a review of principal angles between subspaces). This maximal principal angle \( \theta_T \) depends on the size and curvature of cells, which we compute in §4.2. The set of all subspaces in \( \mathcal{G}_{K,N} \) with all principal angles \( \theta_a \leq \theta_T \) forms a “cone” of subspaces that we will refer to as the tangential cone, \( \mathcal{T} \) (see Figure 4a for a schematic).

Now how small must the distortion of the central subspace \( D_A(U) \) be to guarantee that \( D_A(U') \leq \epsilon \) for all subspaces \( U' \) in \( \mathcal{T} \) (and thus all chords within the cell)? Call this quantity \( E_{\mathcal{T}}(\epsilon, \theta_T) \).

\[
D_A(U) \leq E_{\mathcal{T}}(\epsilon, \theta_T) \quad \implies \quad D_A(U') \leq \epsilon \quad \forall U' \in \mathcal{T}.
\] (16)

As shown in §B.2 in the limit of large \( N \) and small \( \epsilon \) and \( \gamma \), this guarantee is valid when the distortion of \( U \) satisfies the bound:

\[
D_A(U) \lesssim \epsilon - \frac{N}{M} \sin \theta_T = E_{\mathcal{T}}(\epsilon, \theta_T).
\] (17)

Intuitively, when \( \theta_T \) is large, \( U' \) can lie in very different directions to \( U \), so the distortion of \( U \) needs to be made very small to ensure that the distortion of \( U' \) lies within the desired limit. When \( \theta_T \) is small, \( U' \) must lie in similar directions to \( U \), so the distortion of \( U \) does not need to be much smaller than \( \epsilon \), as \( U' \) will be almost parallel to it and will therefore have a similar distortion. We note that to ensure the distortion \( \epsilon \) of all tangent spaces in the tangential cone is not much larger than the central distortion \( E_{\mathcal{T}} \), the cone size \( \theta_T \) must be small. Indeed \( \theta_T \) must be \( O(M \epsilon/N) \), and this is the regime of tangential cone size we will employ below.

Tests of this formula with randomly generated subspaces can be seen in Figure 3b, where we compare \( D_A(U) \) to \( E_{\mathcal{T}}(U', \theta_C) \). For the same reason as for the long chords in §3.1, \( E_{\mathcal{T}}(U', \theta_T) \) should be a lower bound for \( D_A(U) \). We see that this was satisfied, and the bound is tighter for smaller \( \theta_T \).
4.1 Separation and size of cells

To compute the cell diameter \( d \) and cell separation \( x \), which determine the size \( \theta_C \) of a chordal cone \( C \) in \[\text{Fig.} \ 3\], we first compute the Euclidean distance between two points on the manifold. Detailed calculations can be found in \[\text{Fig.} \ 3\]. There, we work in the limit of large \( N \), so that sums over ambient coordinates \( i = 1, \ldots, N \) are self-averaging, and can be replaced by their expectations, as the size of typical fluctuations is \( O(1/N) \) and the probability of large \( O(1) \) deviations is exponentially suppressed in \( N \). Thus by working in the large \( N \) limit, we can neglect fluctuations in the geometry of the random manifold. In this limit, for random manifolds described by \[1 \] and \[2 \], the squared distance between two points on the manifold has expected value

\[
\| \mathbf{x}_1 - \mathbf{x}_2 \|^2 = \sum_i \left( \phi_i'(\sigma_1) - \phi_i'(\sigma_2) \right)^2 = 2\ell^2 \left( 1 - e^{-\frac{x}{\ell}} \right). \quad (18)
\]

\[\text{Fig.} \ 4 \] and \[\text{Fig.} \ 5 \] reveal that this formula matches well numerical simulations of randomly generated manifolds for \( K = 1 \) and \( K = 2 \) respectively, especially at small separations \( \rho \).

Given the definition of cells in \[13 \], \[18 \] predicts the mean distance between two cell centers to be,

\[
x^2_{\tilde{m}\tilde{n}} \equiv \| \mathbf{x}_{\tilde{m}} - \mathbf{x}_{\tilde{n}} \|^2 = 2\ell^2 \left( 1 - e^{-\frac{x^2}{2\ell^2}} \right). \quad (19)
\]

This distance increases with \( \tilde{m} - \tilde{n} \), but saturates, since at large \( N \), \( \| \phi(\sigma) \| = \ell \) with high probability, effectively confining \( \mathcal{M} \) to a sphere, thereby bounding the distance between cells.

Eq. \[18 \] also predicts the diameter, or twice the distance from the cell center a corner, to be

\[
d = 2\sqrt{2} \ell \left( 1 - e^{-\frac{x^2}{2\ell^2}} \right)^{1/2} \approx \gamma \ell \sqrt{K} \quad \text{for} \quad \gamma \ll 1. \quad (20)
\]

Thus the maximum angle between the central chord and any other chord between the two cells obeys

\[
\sin \theta_C = \frac{d}{x} \approx \gamma \sqrt{\frac{K/2}{1 - e^{-\frac{x^2}{2\ell^2}}}}. \quad (21)
\]

4.2 Curvature of cells

The curvature of a cell is related to how quickly tangent planes rotate in \( \mathbb{R}^N \) as one moves across the cell. Here we compute the principal angles between tangent planes belonging to the same cell. This calculation allows us to find an upper bound on \( \theta_T \), the largest principal angle between the tangent plane at the center of a cell, \( \mathcal{C}_m \), and any other tangent plane in the same cell. \( \theta_T \) determines the size of the “tangential cone” \( \mathcal{T} \) that appears in \[17 \] in \[3.2 \]. Detailed calculations can be found in...
There, as we described in §4.1 we work in the large $N$ limit so we can neglect fluctuations in the curvature, as typical curvature values concentrate about their mean.

For the random manifold ensemble in (2), the expected sum of squares of sines and cosines of the principal angles $\theta_a$ for $a = 1, \ldots, K$ between two tangent planes at intrinsic separation $\rho$ is

$$\sum_{a=1}^{K} \cos^2 \theta_a = (K - 2\rho + \rho^2)e^{-\rho}, \quad \sum_{a=1}^{K} \sin^2 \theta_a = K - (K - 2\rho + \rho^2)e^{-\rho}. \quad (22)$$

Note that $\sin^2 \theta_{\text{max}} \leq \sum_a \sin^2 \theta_a \leq K \sin^2 \theta_{\text{max}}$, and therefore $\frac{\sum_a \sin^2 \theta_a}{K} \leq \sin^2 \theta_{\text{max}} \leq \sum_a \sin^2 \theta_a$. Tests of this formula can be found for $K=1$ in Figure 4b and for $K = 2$ in Figure 5b, where we see that the relation is a good approximation, especially at small $\rho$. We also see that (22) yields an upper bound for $\sin^2 \theta_{\text{max}}$, which becomes tighter for smaller $\rho$.

The largest possible principal angle $\theta_T$ between the central plane $U_0$ and any other plane $U'$ in the cell occurs when $U'$ is at one of the cell corners. Evaluating (22) at the corner yields, for $\gamma \ll 1$,

$$\sin \theta_T \approx \frac{\gamma}{2} \sqrt{K(K + 2)}. \quad (23)$$

## 5 Putting it all together

In §5.1 we saw how to limit the distortion of all chords by limiting the distortion of chords related to the centers of cells. In §4.1 we found the highly probable size, separation and curvature of these cells, which are needed as input for the distortion limits. In this section we combine these to find an upper limit on the probability that any chord has distortion greater than $\epsilon$ under a random projection $A$.

We do this in two steps. First, in §5.1 we will bound this probability for the long chords between different cells. Then, in §5.2 we will do the same for the short chords within a single cell. Finally, in §5.3 we will combine these two results with the union bound to find our upper limit on the probability of a random projection causing distortion greater than $\epsilon$ for any chord of the submanifold $M$.

### 5.1 Long chords

Here we combine the results of §3.1 and §4.1 to find an upper bound on the probability that any long intercellular chord has distortion greater than $\epsilon$ under a random projection $A$. The detailed calculations behind these results can be found in §D.1.

The manifold $M$ is split into cells $S_m$ with centers $m$, as described in (13). By combining the results of §3.1 and §4.1, the union bound, and the JL lemma [8,10], and then minimizing with respect to $\gamma$ to get the best bound, we find that, for $N \gg M \gg K \gg 1 \gg \epsilon$, $N \gg K^2$, $N \gg K \log V$ and $L_\alpha \gg \lambda_\alpha$,

$$\delta_{\text{long}} \lesssim \exp \left( - \frac{Me^2}{4} + \ln V + K \ln \left( \frac{NM^2}{K} \right) + C_0 - \ln \Gamma \left( \frac{K}{2} \right) \right), \quad (24)$$

where $C_0 = -0.098$ and $V = \prod_\alpha \frac{L_\alpha}{\lambda_\alpha}$.
Figure 5: Testing (13) and (22) with random 2-dimensional surfaces with $N = 1000$ and $\lambda_2/\lambda_1 = 1.8$, computing (a) the Euclidean distance and (b) the principal angles between tangent planes, relative to the central point. In the rightmost panels, the upper black diagonal lines indicate equality of theory and simulation (green points). In (b, right), the two black diagonal lines also indicate predicted upper and lower bounds on $\sin^2 \theta_{\text{max}}$ (red points), as described below (22).

5.2 Short Chords

Here we combine the results of §3.2 and §4.2 to find an upper bound on the probability that any short intracellular chord has distortion greater than $\epsilon$ under a random projection $A$. The detailed calculations behind these results can be found in §D.2.

By combining the results of §3.2 and §4.2, the union bound, translational invariance, and the subspace version of the JL lemma proved in [12, Lemma 5.1], and then minimizing with respect to $\gamma$ to get the best bound, we find that, for $N \gg M \gg K \gg 1 \gg \epsilon$, $N \gg K^2$, $N \gg K \log V$ and $L_\alpha \gg \lambda_\alpha$,

$$
\delta_{\text{short}} \lesssim \exp \left( - \frac{M \epsilon^2}{16} + \ln V + K \ln \left( \frac{9N \sqrt{K + 2}}{\epsilon \sqrt{K}} \right) + K \right).
$$

5.3 All Chords

By combining the results for long and short chords, we can compute the probability of failing to achieve distortion less than $\epsilon$ over all chords

$$
\delta \equiv \mathbb{P} [D_A(M - M) > \epsilon] \leq \delta_{\text{long}} + \delta_{\text{short}}.
$$

Comparing (24) and (25), we see that $\delta_{\text{long}} \ll \delta_{\text{short}}$. Therefore, we only need to keep $\delta_{\text{short}}$:

$$
\delta \lesssim \exp \left( - \frac{M \epsilon^2}{16} + \ln V + K \left( \ln \left( \frac{9N \sqrt{K + 2}}{\epsilon \sqrt{K}} \right) + 1 \right) \right).
$$

So the minimum number of projections necessary to get distortion $\epsilon$ with probability $1 - \delta$ satisfies

$$
M^*(\epsilon, \delta) \lesssim \frac{16}{\epsilon^2} \left( \ln V + K \left( \ln \left( \frac{9N \sqrt{K + 2}}{\epsilon \sqrt{K}} \right) + 1 \right) + \ln 1/\delta \right).
$$

This is just an upper bound on the minimum required number of projections. It may be possible to achieve this distortion with fewer projections.
Figure 6: Comparison of the results of [16] (“Previous theory”) and the result (28) (“New theory”) to numerical experiments on random manifolds and random projections. (a) For the numerical experiments, we fix the ambient dimension \( N = 1000 \). For each \( M \) ranging from 4 to 200, each \( \ln V \), and each \( K \), we generate one random manifold \( \mathcal{M} \). We then sample 100 random projections and for each projection \( \textbf{A} \) we compute the distortion \( D_\text{A}(\mathcal{M}) \), obtaining an empirical distribution of distortions. We then compute the distortion \( \epsilon(M, K, \ln V, N) \) that leads to a failure probability of \( \delta = 0.05 \) under this empirical distribution. We then interpolate between different values of \( M \) to find the minimum value of \( M \) sufficient to achieve the desired value of \( \epsilon \) with failure probability \( \delta \). This numerically extracted minimum value of \( M \) can be compared with \( M^*(\epsilon, \delta = 0.05) \) in our theory. We compare these numerical results for \( M, \epsilon, V, K \) and \( N \) with our new theory predicted in (28), as well as a previous theory in [16] (see \([C.3]\) for the calculation of relevant geometric quantities in this previous theory). (b) Here, for numerical experiments, we follow a similar procedure as in (a) except we fix \( V \) to \((10\sqrt{2}/3)^K\) and we vary \( N \) from 200 to 20,000. Separate plots of the numerical experiments and “New theory” can be found in Figure 9.

We tested this formula by generating random manifolds, computing the distortion under random projections of different dimensions and seeing how many projection dimensions are needed to get a given maximum distortion 95% of the time. The dominant scaling relation between the various quantities can be easily seen by dividing both sides of (28) by \( K \), leading us to plot \( \frac{M^*\tau^2}{K} \) against \( \ln\frac{V}{K} \) or \( \ln N \). The results are shown in Figure 6 along with a comparison with previous results from [16]. We note that the bounds on random projections of smooth manifolds in [16] contain two geometric properties of the manifold: the geodesic covering regularity, \( R \), and the inverse condition number, \( \tau \). In \([C.3]\), we find a lower bound on \( R \) and an upper bound on \( \tau \). As these two quantities appear in the result of [16] in the form \( \ln(R/\tau) \), we will underestimate their upper bound on the number of projections sufficient to achieve distortion \( \epsilon \) with probability \( 1 - \delta \). Despite the fact that we underestimate their upper bound, we see that our radically different methods provide a tighter upper bound by more than two orders of magnitude, even relative to this underestimate of previous results.

6 Discussion

6.1 The approximate nature of our bounds

In contrast to previous work [16, 17], our bound on the number of projections \( M \) sufficient to guarantee preservation of geometry to an accuracy level \( \epsilon \) with probability of success \( 1 - \delta \) in (28) should be viewed as an approximate bound. However, in appropriate limits relevant to practical cases of interest, we expect our bound to be essentially an exact upper bound. What is the regime of validity of our bound and the rationale for it? We discuss this in detail in the beginning of the Appendices. However, roughly, we expect our bound to be an exact upper bound in the limit \( N \gg M \gg K \gg 1 \gg \epsilon \), along with \( N \gg K^2 \), \( N \gg \ln V \), and \( L_\alpha \gg \lambda_\alpha \). Some of these requirements are fundamental, while others can be relaxed, leading to more complex, but potentially tighter approximate upper bounds (see Appendices).

Most importantly, the constraint that \( N \gg \ln V \) enables us to neglect fluctuations in the geometry of the random manifold \( \mathcal{M} \). Intuitively, as discussed below, \( V \) measures the number of independent correlation cells in our random manifold ensemble. A heuristic calculation based on extreme value theory reveals that the constraint \( N \gg \ln V \) ensures that the geometric properties of even the most extreme correlation cell will remain close to the mean across cells, with the probability of \( O(1) \)
fluctuations in geometry exponentially suppressed in $N$. In contrast, the requirement that $N \gg M$ is less fundamental, as it simply enables us to simplify various formulas associated with chordal and tangential cones; in principle, slightly tighter but more complex bounds could be derived without this constraint. However, in many situations of interest, especially when random projections are successful, we naturally have $N \gg M$. Also $\epsilon \ll 1$ and $M \gg K$ are not as fundamental to our approach. We simply focus on $\epsilon \ll 1$ to ignore cumbersome terms of $O(\epsilon^3)$ in the JL lemma; but also $\epsilon \ll 1$ is the interesting limit when random projections do preserve geometry accurately. Moreover, since the natural scale of distortion $\epsilon$ is $O(K/M)$, the focus on the $\epsilon \ll 1$ limit implies the $M \gg K$ limit. Finally, the constraints $N \gg K^2$, $K \gg 1$ and $L_\alpha \gg \lambda_\alpha$ are, at a technical level, related to the ability to approximate sums over our discretization of $M$ into cells in (13) with integrals, while ignoring boundary effects in the integration. Furthermore, they are required to approximate the resulting integral with a saddle point (see §D.1). These constraints are technical limitations of our theoretical approach, but they do not exclude practical cases of interest.

### 6.2 The gap between our theoretical bounds and numerical experiments

As seen in Figure 6 we upper bound in (28), while still being 2 orders of magnitude tighter than an underestimate of an upperbound in (16), nevertheless exhibits a gap of about 2 orders of magnitude relative to actual numerical simulations. What is the origin of this gap? First, our numerical simulations obey the approximate scaling law (fits not shown):

$$M^*(\epsilon, \delta) \approx \frac{1.2 \ln V + 2.5K}{\epsilon^2}.$$  

(29)

Comparing the numerical scaling in (29) to our theoretical upper bound in (28), we see two dominant sources of looseness in our bound: (a) the pre-factor of 16, and (b) the term involving $\ln \frac{N}{\epsilon}$. We discuss each of these in turn.

First, the pre-factor of 16 in (28) originates from our reliance on the subspace JL lemma in (11). In essence, we require this lemma to bound the failure probability of preserving the geometry of all tangent spaces within a tangential cone, by bounding the failure probability of single tangent space at the center of a cell. However, one can see through random matrix theory, that the subspace JL lemma is loose, relative to what one would typically see in numerical experiments, precisely by this factor of 16. Indeed, when viewed as an upper bound on the distortion $\epsilon$ incurred by projecting a $K$ dimensional subspace in $R^N$, down to $M$ dimensions, (11) predicts approximately, $\epsilon \lesssim 4\sqrt{K/M}$. However, for a $K$ dimensional subspace, this distortion is precisely related to the maximum and minimum singular values of an appropriately scaled random matrix, whose singular value distribution, for large $M$ and $K$, is governed by the Wishart distribution (18). A simple calculation based on the Wishart distribution then yields a typical value of distortion $\epsilon = \sqrt{K/M}$ (see e.g. Sec. 5.3 of (14)).

Second, the term involving $\ln \frac{N}{\epsilon}$ in (28) originates from our strategy of surrounding cells by chordal cones or tangential cones that explore the entire $N$ dimensional ambient space, rather than being restricted to the neighborhood of the $K$ dimensional manifold $M$. For example, to bound the failure probability of preserving the geometry of all short chords within a cell, we want to bound the failure probability of all tangent spaces within a cell. Since this set is difficult to describe, we instead bound the failure probability of a strictly larger set: the tangential cone of all subspaces in $R^N$ within a maximal principal angle of the tangent space at the center (see §3.2). This tangential cone contains many subspaces that twist in the ambient $R^N$ in ways that the tangent planes of $M$ restricted to the cell do not. As a result, preserving the geometry of the tangential cone to $O(\epsilon)$ requires the angle of the tangent cone $\theta_T$ to be $O(M\epsilon/N)$. Then summing the failure probability over all these small tangential cones via the union bound yields the $\ln \frac{N}{\epsilon}$ term in (28). Roughly, for $N = 1000$ and $\epsilon = O(0.1)$ as in Figure 6, we obtain $\ln \frac{N}{\epsilon} \approx 10$. When combined with the multiplicative factor of 16, we roughly explain the two order magnitude looseness of our theoretical upper bound, relative to numerical experiments.

Thus any method to derive a tighter JL lemma for subspaces, or a proof strategy that does not involve needlessly controlling the distortion of all possible ways tangent spaces could twist in the ambient $R^N$, would lead to even tighter bounds. Overall, the simple numerical scaling we observe in (29) illustrates the remarkable power of random projections to preserve the geometry of curved manifolds. To our knowledge, the precise constants and scaling relation we observe in (29) have
never before been concretely ascertained for any ensemble of curved manifolds. Indeed this scaling relation provides a precise benchmark for testing previous theories and presents a concrete target for future theory.

6.3 A measure of manifold complexity through random projections

Intriguingly, random projections provide a potential answer to a fundamental question: what governs the size, or geometric complexity of a manifold? The intrinsic dimension does not suffice as an answer to this question. For example, intuitively, a \( K \)-dimensional linear subspace seems less complex than a \( K \)-dimensional curved manifold, yet they both have the same intrinsic dimension. Despite their same intrinsic dimensionality, from a machine learning perspective, it can be harder to both learn functions on curved manifolds and compress them using dimensionality reduction, compared to linear subspaces. In contrast to the measure of intrinsic dimensionality, the number \( K \) random projections \( M \) required to preserve the geometry of a manifold to accuracy \( \epsilon \) with success probability \( 1 - \delta \) is much more sensitive to the structure of the manifold. Indeed, this number can be naturally interpreted as a potential description of the size or complexity of the manifold itself.

The naturalness of this interpretation can be seen directly in the analogous results for a cloud of \( P \) points in \( \mathbb{R}^N \), a \( K \)-dimensional subspace in \( \mathbb{R}^N \), and our smooth manifold ensemble in \( \Sigma \). To leading order, the number of projections \( M \) grows as \( \ln P \) for a cloud of \( P \) points, as the intrinsic dimension \( K \) for a linear subspace, and as the intrinsic dimension \( K + \lambda \) for a smooth manifold. Here \( V \) measures the volume of the entire manifold \( \prod_{\alpha=1}^{K} \lambda_{\alpha} \) in intrinsic coordinates, in units of the volume of an autocorrelation cell \( \prod_{\alpha=1}^{K} \lambda_{\alpha} \). Thus \( V \) is a natural measure of the number of independently moveable degrees of freedom, or correlation cells, in our manifold ensemble. The entropy-like logarithm of \( V \) is the additional measure of geometric complexity, as measured through the lens of random projections, manifested in a \( K \)-dimensional nonlinear curved manifold \( M \), compared to a \( K \)-dimensional flat linear subspace.

To place this perspective in context, we review other measures of the size or complexity of a subset of Euclidean space that are related to random projection theory. For example, the statistical dimension of a subset \( S \subset \mathbb{R}^N \) measures how maximally correlated a normalized vector restricted to \( S \) can be with a random Gaussian vector \( \mathbf{x} \in \mathbb{R}^N \). Generally, larger sets have larger statistical dimension. This measure governs a universal phase transition in the probability that the subset \( S \) lies in the null-space of a random projection \( A \). Essentially, if the dimensionality \( M \) of the projection is more (less) than the statistical dimension of \( S \), then the probability that \( S \) lies in the null-space of \( A \) is exceedingly close to 0 (1). Thus sets with smaller statistical dimension require fewer projections to escape the null-space. Also related to statistical dimension, which governs when points in \( S \) shrunk to 0 under a random projection, a certain excess width functional of \( S \) governs, more quantitatively, the largest amount a point in \( S \) can shrink under a random projection. When \( S \) is a linear \( K \)-dimensional subspace, the shrinkage factor is simply the minimum singular value of an \( M \times K \) submatrix of \( A \), but for more general \( S \) the shrinkage factor is a restricted singular value. Finally, another interesting measure of the size of a subset \( S \subset \mathbb{R}^N \) is its Gelfand width. The \( M \)-Gelfand width of \( S \) is the minimal diameter of the intersection of \( S \) with all possible \( N - M \) dimensional null-spaces of projections down to \( M \) dimensions. Again, larger sets have larger Gelfand widths. In particular, sets of small \( M \)-Gelfand width have their geometry well preserved under a random projection down to \( M \) dimensions.

While the number of random projections required to preserve geometry, the statistical dimension, the excess width functional, and the Gelfand width all measure the size or geometric complexity of a subset, it can be difficult to compute the latter three measures, especially for smooth manifolds. Here we have studied an ensemble of random manifolds from the perspective of random projection theory, but it may be interesting to study such an ensemble from the perspective of these other measures as well.
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Appendices

In these appendices, we provide the derivations of the results presented in §3-5. The overall strategy is as follows.

To reduce the infinite set of all possible chords to a finite problem we will take advantage of the fact that the smoothness of the manifold will correlate the distortions of nearby chords. We will partition the manifold into “cells” whose size is proportional to the correlation lengths of the random manifolds, which control the length scales of the manifold’s curvature (this will be made precise in (71)). Then any chord that begins and ends in the same cells as another chord will be almost parallel to it, and therefore have a similar distortion.

We will have to consider two different types of chord: the long chords between two different cells, and the short chords between two points in the same cell.

In [B] we find constraints that need to be satisfied by chords involving the cell centers so that we are guaranteed that all chords have distortion less than \( \epsilon \). These results will depend on the size, separation and curvature of these cells, which we will calculate in [C]. In [D] we combine these results to bound the failure probability for all chords of the submanifold.

A central aspect of our approach is that we derive approximate upper bounds on the failure probability of the preservation of geometry through random projections. In order to be explicit about the nature of our approximations, why we need them, and their regime of validity, we first discuss the particular approximations here, before delving into our approach. In particular, our approximations require \( N, M, K, \epsilon, L_0 \lambda_\alpha \) to lie in a certain regime. Fortunately this regime does not exclude many cases of practical interest.

We require \( N \gg M \) to derive approximate forms of the functions \( \mathcal{E}_C(\epsilon, \theta_C) \) and \( \mathcal{E}_T(\epsilon, \theta_T) \) in (58) and (68) in [B]

We require \( N \gg K \log(L/\lambda) \) to neglect fluctuations about the self-averaging results in (73) and (81) in [C]. To derive approximate forms of \( \theta_C \) and \( \theta_T \) in (78) and (87) in [C] we need \( \gamma \ll 1/\sqrt{K} \), which becomes \( \epsilon \sqrt{M/N} \ll 1 \) and \( M \epsilon/N \ll 1 \) for the values of \( \gamma \) used there. As we already assumed that \( N \gg M \), the only additional requirement is \( \epsilon \gg 1 \).

In order to neglect the \( \epsilon^3 \) terms in the JL lemma in (97) and its subspace analogue in (106) in [D] we need \( \epsilon \ll 1 \). As typically \( \epsilon \sim O(\sqrt{K/M}) \) (see [12, 16]), this implies that \( M \gg K \).

We need \( \gamma \ll 1/(KNM\epsilon^2)^{1/4} \) to approximate sums with integrals in (99) in [D.1] which amounts to \( N \gg (M\epsilon^2)^{1/4} K \sim K^2 \) for the value of \( \gamma \) used there. To perform the integrals with the saddle point method in (101) we need \( M\epsilon^2, K \gg 1 \), and ignoring boundary corrections requires \( L_0 \gg \lambda_\alpha \). Neglecting \( \theta_{long} \) relative to \( \theta_{short} \) in (27) also requires \( M\epsilon^2, K \gg 1 \), but this is already assumed.

In summary, we will work in the regime \( N \gg M \gg K \gg 1 \gg \epsilon \), along with \( N \gg K^2 \), \( N \gg K \log(L/\lambda) \) and \( L_0 \gg \lambda_\alpha \).

Before all of that, we will describe the formalism we use.

A Preliminary definitions

Before embarking on the derivation of our bound, we will define some useful concepts and conventions for subspaces, projections etc. as well as the definition of the various types of distortion we will come across.

A.1 Subspaces, projections and principal angles

In this section, we describe the notation and conventions we will use for subspaces, projections and the angles between them, and some of their useful properties.

Let \( U \) and \( U' \) be two \( K \) dimensional subspaces of \( \mathbb{R}^N \), i.e. members of the Grassmannian \( \mathbb{G}_{N,K} \). They can be represented by orthonormal bases that can be put into \( N \times K \) column-orthogonal matrices, \( U, U' \) with \( U^\top U = U'^\top U' = I_K \). However, any orthonormal linear combinations of
these would provide equally good bases:

\[ U \rightarrow UV, \quad V \in O(K). \]

Any meaningful descriptor of these subspaces is invariant under these \( O(K) \) transformations.

Now let’s define the principal angles between these two spaces. First we can find the vectors in each space that have the smallest angles with each other, i.e. the unit vectors, \( u \in U \) and \( u' \in U' \) that maximize \( u \cdot u' = \cos \theta \). Then we do the same in the subspaces of \( U \) and \( U' \) that are perpendicular to \( u \) and \( u' \) respectively. We can repeat this process until there are no dimensions left. The \( K \) resulting angles can be put in the vector \( \theta \). Unit vectors in \( U \) can be written as \( u = Us \), with \( s \in S_1^{K-1} \) (the unit sphere in \( \mathbb{R}^K \)). The maximization we need is then

\[
\max_{s, s' \in S_1^{K-1}} s^T U^T U' s'.
\]

This results in the Singular Value Decomposition (SVD) of \( U^T U' \):

\[
U^T U' = W \text{ diag}(\cos \theta) V^T, \quad W, V \in O(K).
\]

(30)

This means that the eigenvalues of \( U^T U' U^T U \) and \( U'^T U U^T U' \) are \( \cos^2 \theta \).

An \( M \) dimensional projection is a \( M \times N \) matrix \( A \). The subspace of \( \mathbb{R}^N \) spanned by its rows is \( A \).

We will assume that \( M > K \) and that the projection is row orthogonal, \( AA^T = I_M \), except where explicitly stated.

We can define principal angles between subspace \( U \) and the projection via the SVD of \( AU \):

\[
AU = W \text{ diag}(\cos \phi) V^T, \quad W \in \mathbb{R}^{M,K}, W^T W = I_K, V \in O(K).
\]

(31)

The eigenvalues of \( U^T A^T A U \) are \( \cos^2 \phi \), but the eigenvalues of \( AUU^T A^T \) are \( \cos^2 \phi \) with an additional \( M - K \) zeros. If the projector is not orthogonal, the singular values will not be interpretable as cosines of angles.

Another way of characterizing a subspace is via the projection matrix \( UU^T \). One could also describe the difference between two subspaces via \( UU^T - U'U'^T \). What are the singular values of this matrix? One can look at the eigenvalues of its square

\[
\begin{bmatrix}
UU^T + U'U'^T - UU^T U'^T - U'^T UU^T
\end{bmatrix}
\]

\[
\lambda v
\]

(32)

\[
\Rightarrow [I - U^T U' U^T U] U^T v = \lambda U^T v, \quad \text{and} \quad [I - U'^T U U'^T U] U'^T v = \lambda U'^T v,
\]

where the second line comes from multiplying the first from the left by \( U^T \) and the third by multiplying the first by \( U'^T \). If both \( U^T v \) and \( U'^T v \) are zero then \( \lambda \) must be zero. Otherwise, either \( U^T v \) is an eigenvector of \( U^T U'^T U \), which has eigenvalues \( \cos^2 \theta_a \), or \( U'^T v \) is an eigenvector of \( U'^T U U'^T \), which also has eigenvalues \( \cos^2 \theta_a \). So the eigenvalues are either 0 or \( \sin^2 \theta_a \), and the singular values are either 0 or \( \sin \theta_a \). Taking the trace of the equation above:

\[
\|UU^T - U'U'^T\|_F^2 = 2K - 2 \|U^T U'\|_F^2 = 2 \sum_a \sin^2 \theta_a.
\]

(33)

This implies that the \( \sin \theta_a \) singular values have multiplicity 2 and 0 has multiplicity \( N - 2K \) (unless some of the angles are zero).

We can apply the same analysis to \( A^T A - UU^T \). If \( A v \) is nonzero it must be an eigenvector of \( AUU^T A^T \), which has eigenvalues 0 and \( \cos^2 \phi_a \). If \( U^T v \) is nonzero it must be an eigenvector of \( U^T A^T A U \), which has eigenvalues \( \cos^2 \phi_a \). If both are zero, the eigenvalue must be zero. Therefore, the eigenvalues are either 0, 1 or \( \sin^2 \phi_a \), and the singular values are either 0, 1 or \( \sin \phi_a \). This only works if we are using orthogonal projections. Taking the trace:

\[
\|AA^T - UU^T\|_F^2 = M + K - 2 \|AU\|_F^2 = M - K + 2 \sum_a \sin^2 \phi_a.
\]

(34)

This implies that the \( \sin \phi_a \) singular values have multiplicity 2, 0 has multiplicity \( N - M - K \) and 1 has multiplicity \( M - K \) (unless some of the angles are zero or \( \pi/2 \)).
If \( s_i \) are the singular values of \( B \), \( s'_i \) are the singular values of \( B' \) and \( \rho_i \) are the singular values of \( B - B' \), Weyl’s inequality states that

\[
\rho_{\text{min}} \leq |s_i - s'_i| \leq \rho_{\text{max}}.
\]

If we apply this to \( A^T A - U U^T \) and \( A^T A - U' U'^T \), we find

\[
|\sin \varphi_a - \sin \varphi'_a| \leq \sin \theta_{\text{max}}.
\]

Again, this only works if we are using orthogonal projections.

### A.2 Distortions under projections

In this section we list the definitions of distortion under a projection \( A \) for various structures, such as vectors, vector spaces, Grassmannians and manifolds.

The distortion of an \( N \)-dimensional vector \( u \) under an \( M \)-dimensional projection \( A \) is defined as

\[
D_A(u) = \left| \sqrt{\frac{N}{M}} \|Au\|_2 - 1 \right|.
\]

This depends only on the direction of \( u \) and not its magnitude.

If \( S_1 \) and \( S_2 \) are subsets of \( \mathbb{R}^N \), their relative distortion is defined as

\[
D_A(S_1 - S_2) = \max_{x_1 \in S_1, x_2 \in S_2} D_A(x_1 - x_2).
\]

The main subset we will be interested in is a submanifold \( \mathcal{M} \) of \( \mathbb{R}^N \):

\[
D_A(\mathcal{M} - \mathcal{M}) = \max_{x_1, x_2 \in \mathcal{M}} D_A(x_1 - x_2).
\]

where \( x_1, x_2 \) are points of \( \mathbb{R}^N \) that lie on the submanifold, so \( x_1 - x_2 \) is a chord.

The distortion of a subspace \( U \) is defined as

\[
D_A(U) = \max_{u \in U} \{D_A(u)\}.
\]

This is related to singular value decomposition. Without loss of generality, we can assume \( u \) is a unit vector. Unit vectors in \( U \) can be written as \( Us \), where \( s \) is a unit vector in \( \mathbb{R}^K \). Then

\[
D_A(U) = \max_{s \in \mathbb{S}^{K-1}} \left| \sqrt{\frac{N}{M}} \|AU s\|_2 - 1 \right|
= \max \left\{ \sqrt{\frac{N}{M}} s_{\text{max}} - 1, 1 - \sqrt{\frac{N}{M}} s_{\text{min}} \right\}
= \max \left\{ \sqrt{\frac{N}{M}} \cos \varphi_{\text{min}} - 1, 1 - \sqrt{\frac{N}{M}} \cos \varphi_{\text{max}} \right\},
\]

where \( s_{\alpha} \) are the singular values of \( AU \). The last line requires an orthogonal projection.

The Grassmannian, \( \mathcal{G}_{K,N} \) is the set of all \( K \)-dimensional vector subspaces of \( \mathbb{R}^N \). The distortion of a subset of the Grassmannian, \( S \), is defined as

\[
D_A(S) = \max_{U \in S} D_A(U).
\]

One particularly interesting subset is the image of a submanifold \( \mathcal{M} \) under the Gauss map. The Gauss map, \( g \), takes points of \( \mathcal{M} \) to the points in the Grassmannian corresponding to the tangent space of \( \mathcal{M} \) at that point, \( T_m \mathcal{M} \), regarded as a subspace of \( \mathbb{R}^N \), so that \( g \mathcal{M} \) is the set of all tangent planes of \( \mathcal{M} \):

\[
D_A(g \mathcal{M}) = \max_{m \in \mathcal{M}} D_A(T_m \mathcal{M}).
\]

This is the maximum distortion of any tangent vector of \( \mathcal{M} \). As every tangent vector can be approximated arbitrarily well by a chord, \( D_A(\mathcal{M} - \mathcal{M}) \geq D_A(g \mathcal{M}) \). If there exists a tangent vector
The chords between the two balls form a cone that we will refer to as the chordal cone: each point, with $d_R$ we have two points in $\mathbb{R}^N$ as $x^i = \phi^i(\sigma^\alpha)$, where $i, j = 1, \ldots, N, \alpha, \beta = 1, \ldots, K$. Consider a curve on $\mathcal{M}$ given by $\sigma^\alpha = \gamma^\alpha(t)$, so that $x^i = \phi^i(\gamma^\alpha(t)) \equiv \Gamma^i(t)$. The length of this curve is given by

$$L[\gamma] = \int_0^T \sqrt{h_{\alpha\beta} \gamma'^\alpha \gamma'^\beta} \, dt = \int_0^T \left\| \dot{\Gamma} \right\|_2 \, dt,$$

where the sums over the repeated $\alpha, \beta$ indices are implicit (Einstein summation convention). The geodesic distance between two points $\sigma$ and $\sigma'$ is defined as

$$d(\sigma, \sigma') = \min_{\gamma(0) = \sigma, \gamma(T) = \sigma'} L[\gamma],$$

The distortion of a curve is given by

$$D_A(\gamma) = \sqrt{\frac{\int_0^T dt \left\| \dot{\Gamma} \right\|_2^2}{\int_0^T dt \left\| \Gamma \right\|_2^2}} - 1,$$

and distortion of geodesic distance is the distortion of the curve that achieves the minimum in (45).

The geodesic distortion of the manifold is the maximum distortion over all geodesics. As any tangent vector can be thought of as an infinitesimal geodesic, this must be an upper bound for $D_A(g, \mathcal{M})$.

However, we can see from (46) that the distortion of any curve is bounded by the maximum distortion of $\Gamma$. As $\Gamma$ is a tangent vector of $\mathcal{M}$, its distortion is upper bounded by $D_A(g, \mathcal{M})$. Therefore, the geodesic distortion of the submanifold is equal to $D_A(g, \mathcal{M})$.

## B Bounding distortion for cells

In this section we are going to present the details behind the formulae presented in §3. These were criteria that representative chords involving cell centers have to satisfy so that all other chords are guaranteed to have distortion less than $\epsilon$. The probability of the representative chords failing to meet these criteria is then an upper bound on the probability of any other chord failing to have distortion less than $\epsilon$.

Here, we derive these criteria, for the long intercellular chords in §B.1 and the short intracellular chords in §B.2.

### B.1 Bounding distortion between different cells

In this section we present the derivation of the function $E_C(\epsilon, \theta_{\text{max}})$ from (15) of §3.1. This function is an upper limit on the distortion of the chord between the centers of two different cells such that all chords between these two cells are guaranteed to have distortion less than $\epsilon$.

We have two points in $\mathbb{R}^N$, $x_1$ and $x_2$, the centers of two cells, and balls of diameter $d$ centered at each point, with $d$ chosen so that these balls completely enclose the corresponding cells. The set of chords between the two balls form a cone that we will refer to as the chordal cone:

$$C = \left\{ y_1 - y_2 \mid \| y_1 - x_1 \|, \| y_2 - x_2 \| \leq \frac{d}{2} \right\}$$

Consider a vector in this cone, $y \in C$. Let $\Delta x = y - x$. These chords are described schematically in Figure 2a, with $\Delta x = \Delta x_1 - \Delta x_2$. The outermost vectors in this cone will be tangent to the spheres that bound the two balls, and therefore $\Delta x_{1,2}$ will be perpendicular to $y$ (see Figure 2a). This means that the angle between the central vector, $x$, and the edge of the cone is given by:

$$\sin \theta_C = \frac{d}{x},$$

where $x = \| x \|$. 

How small do we have to make the $D_A(x)$ so that we are guaranteed that $D_A(y) \leq \epsilon$ for all vectors in this cone, and thus all chords between the cells? Call this quantity $E_C(\epsilon, \theta_C)$:

$$D_A(x) \leq E_C(\epsilon, \theta_C) \implies D_A(y) \leq \epsilon \quad \forall y \in C. \quad (49)$$

We will derive the form of this function here.

Without loss of generality, we can choose the subspace of the projection to be spanned by the first $M$ Cartesian axes. It will be helpful to split all vectors into the first $M$ and last $N - M$ components, $x = (x', x'')$, etc., i.e. $x' = A^T A x$ and $x'' = (I - A^T A) x$. We will indicate the norms of these vectors by $x$, $x'$ and $x''$, etc.

The distortion of $x$ can be written as

$$D_A(x) = \sqrt{\frac{N}{M} x' - 1} = \sqrt{\frac{N}{M} \frac{x'^2}{x'^2 + x''^2} - 1} = \sqrt{\frac{N}{M} \frac{1}{1 + \frac{x''^2}{x'^2}} - 1}. \quad (50)$$

Now, consider the distortion of $y = x + \Delta x$. We define $\Delta x'$ and $\Delta x''$ in the same way as $x'$ and $x''$, with $\Delta x'$ and $\Delta x''$ defined as their norms. This means that the component of $y$ parallel to the projection subspace $A$ is given by $y' = x' + \Delta x'$ and the orthogonal component is given by $y'' = x'' + \Delta x''$. We use $\theta'(\theta'')$ to denote the angles between $x'(x'')$ and $A x'(A x'')$. The condition we want to guarantee is

$$D_A(y) = \sqrt{\frac{N}{M} \frac{1}{\frac{y'^2}{y'^2} + \frac{x''^2}{x'^2}} - 1} \leq \epsilon. \quad (51)$$

Note that

$$\sqrt{\Delta x'^2 + \Delta x''^2} = \|\Delta x_1 - \Delta x_2\| \leq \|\Delta x_1\| + \|\Delta x_2\| \leq d. \quad (52)$$

Using this, in the case where the quantity inside the absolute value in (51) is positive, we see that the worst case scenario is when $\theta' = 0$, $\theta'' = \pi$ and $\Delta x'' = \sqrt{d^2 - \Delta x'^2}$. This means that the component of $\Delta x$ parallel to $A$ is parallel to the corresponding component of $x$, which makes the length of $A y$ as large as possible. The component of $\Delta x$ perpendicular to $A$ is antiparallel to the corresponding component of $x$, which makes the length of $y$ as small as possible. This situation is described in Figure 7a. Furthermore, saturating (52) requires $\Delta x_1$ and $\Delta x_2$ to be antiparallel, with lengths as large as possible, so they go from the center of their respective cells to opposite point on the boundaries of their respective balls.

In the case where the quantity inside the absolute value in (51) is negative, we see that the worst case scenario is when $\theta' = \pi$, $\theta'' = 0$ and $\Delta x'' = \sqrt{d^2 - \Delta x'^2}$. This means that the component of $\Delta x$ parallel to $A$ is antiparallel to the corresponding component of $x$, which makes the length of $A y$ as small as possible. The component of $\Delta x$ perpendicular to $A$ is parallel to the corresponding component of $x$, which makes the length of $y$ as large as possible. This situation is described in Figure 7b. Again, saturating (52) requires $\Delta x_1$ and $\Delta x_2$ to go from the center of their respective cells to opposite point on the boundaries of their respective balls.

In both cases, $\Delta x'$ and $\Delta x''$ lie in the subspace spanned by $x'$ and $x''$, and therefore so do $y'$ and $y''$. In this situation, all of the relevant vectors can be drawn in a plane, as shown in Figure 7. If $\varphi$ is the angle between $x$ and the projector and $\varphi'$ is the corresponding angle for $y$, the conditions in (49) can be rewritten as

$$D_A(x) \leq E_C(\epsilon, \theta_C) \iff \sqrt{\frac{M}{N} (1 - E_C(\epsilon, \theta_C))} \leq \cos \varphi \leq \sqrt{\frac{M}{N} (1 + E_C(\epsilon, \theta_C))}, \quad (53)$$

$$D_A(y) \leq \epsilon \iff \sqrt{\frac{M}{N} (1 - \epsilon)} \leq \cos \varphi' \leq \sqrt{\frac{M}{N} (1 + \epsilon)}. \quad (54)$$

Because $\varphi'$ lies in the range $[\varphi - \theta_C, \varphi + \theta_C]$, we have:

$$\cos \varphi \cos \theta_C - \sin \varphi \sin \theta_C \leq \cos \varphi' \leq \cos \varphi \cos \theta_C - \sin \varphi \sin \theta_C. \quad (55)$$
Figure 7: Description of central chord $x$, with components $x'$ parallel to, and $x''$ perpendicular to the projector, as well as corresponding components of $y$, a vector on the edge of the chordal cone, $C$. The angles between the projector and $x(y)$ is $\varphi(\varphi')$, and $\theta_C$ is the angle between $x$ and $y$. (a) When $\varphi > \varphi'$. (b) When $\varphi < \varphi'$.

Combining this with (53) leads to

$$
\sqrt{\frac{M}{N}} (1 - E_C) \cos \theta_C - \sqrt{1 - \frac{M}{N} (1 - E_C)^2 \sin \theta_C} \leq \cos \varphi' \leq \sqrt{\frac{M}{N}} (1 + E_C) \cos \theta_C + \sqrt{1 - \frac{M}{N} (1 + E_C)^2 \sin \theta_C}. \tag{56}
$$

Therefore, (54) is guaranteed if

$$
(1 - E_C) \cos \theta_C - \sqrt{\frac{N}{M} - (1 - E_C)^2 \sin \theta_C} \geq 1 - \epsilon,
\quad (1 + E_C) \cos \theta_C + \sqrt{\frac{N}{M} - (1 + E_C)^2 \sin \theta_C} \leq 1 + \epsilon. \tag{57}
$$

These inequalities reveal that, in order to guarantee that the distortion of every vector within a chordal cone should have a distortion, $\epsilon$, that is the same order of magnitude as the distortion $E_C$ at the central chord, the cone must be small; its size $\theta_C$ must be $O(\epsilon \sqrt{M/N})$, this will be justified by our choice of $\gamma$ in (102). Furthermore, if we make the assumption $M \ll N$, both of these conditions reduce to the same inequality. We find that the distortion of $x$ needs to satisfy the bound:

$$
D_A(x) \leq \epsilon - \sqrt{\frac{N}{M} \sin \theta_C} \equiv E_C(\epsilon, \theta_C). \tag{58}
$$

which is (15) of §3.1.

### B.2 Bounding distortion within a single cell

In this section we present the derivation of the function (17) from §3.2. This is an upper limit on the distortion of the tangent plane at the center of the cell such that all tangent planes in this cell are guaranteed to have distortion less than $\epsilon$.

Suppose we have a $K$ dimensional subspace, $\mathcal{U}$, the tangent space at a cell center, and the largest principal angle with the tangent spaces of points in the cell is bounded by $\theta_T$. The region around $\mathcal{U}$ in the Grassmannian where all subspaces $\mathcal{U}'$ have $\theta_a \leq \theta_T$ forms a “cone” of subspaces that we will refer to as the tangential cone:

$$
\mathcal{T} = \{ \mathcal{U}' \in \Phi_{K,N} | \angle(\mathcal{U}, \mathcal{U}') \leq \theta_T \}, \tag{59}
$$

where $\angle(\mathcal{U}, \mathcal{U}')$ denotes the set of principal angles between the subspaces $\mathcal{U}$ and $\mathcal{U}'$. These subspaces are described schematically in Figure 3a.
How small do we have to make the distortion at $\mathcal{U}$ so that we are guaranteed that all subspaces in this region (and thus all chords within the cell) have distortion at most $\epsilon$? Call this quantity $\mathcal{E}_T(\epsilon, \theta_T)$:

$$D_A(\mathcal{U}) \leq \mathcal{E}_T(\epsilon, \theta_T) \implies D_A(\mathcal{U}') \leq \epsilon \ \forall \mathcal{U}' \in \mathcal{T}.$$ \hspace{1cm} (60)

We will find such a function here.

The condition we want to guarantee is $D_A(\mathcal{U}') \leq \epsilon$, which, according to (41), is equivalent to

$$\cos \varphi'_\min \leq \sqrt{\frac{M}{N}(1+\epsilon)} \quad \text{and} \quad \cos \varphi'_\max \geq \sqrt{\frac{M}{N}(1-\epsilon)},$$ \hspace{1cm} (61)

where $\varphi'_\min$ and $\varphi'_\max$ are the minimum and maximum principal angles between the projection subspace $A$ and the subspace $\mathcal{U}'$.

This can be rewritten as

$$\sin \varphi'_\min \geq \sqrt{1 - \frac{M}{N}(1+\epsilon)^2} \quad \text{and} \quad \sin \varphi'_\max \leq \sqrt{1 - \frac{M}{N}(1-\epsilon)^2}$$ \hspace{1cm} (62)

From the Weyl’s inequality (36), we see that the difference between the sines of principal angles of $\mathcal{U}$ and $\mathcal{U}'$ (wrt. $A$) is bounded by $\sin \theta_T$, the largest possible principal angle between $\mathcal{U}$ and $\mathcal{U}'$.

The worst case scenario is when the smallest principal angle between $A$ and $\mathcal{U}'$ is made as small as possible, and the largest principal angle is made as large as possible, i.e.:

$$\sin \varphi'_\min = \sin \varphi'_{\min} - \sin \theta_T, \quad \sin \varphi'_\max = \sin \varphi'_{\max} + \sin \theta_T.$$ \hspace{1cm} (63)

where $\varphi'_{\min}$ and $\varphi'_{\max}$ are the minimum and maximum principal angles between the projection subspace $A$ and the central subspace $\mathcal{U}'$. The first of these could occur if $A$ spanned the first $M$ Cartesian axes, $\mathcal{U}$ and $\mathcal{U}'$ spanned one vector in the $M-M+1$ plane and the $M+2$ to $M+K$ axes, with the vector in the $M-M+1$ plane for $\mathcal{U}$ making a larger angle with the $M$-axis than the vector for $\mathcal{U}'$. In the limit as these two angles tend to zero, Weyl’s inequality would be saturated and the first equation in (63) would hold. The second of these could occur if $A$ spanned the first $M$ Cartesian axes, $\mathcal{U}$ and $\mathcal{U}'$ spanned one vector in the $M-M+1$ plane and the first $K-1$ axes, with the vector in the $M-M+1$ plane for $\mathcal{U}$ making a smaller angle with the $M$-axis than the vector for $\mathcal{U}'$. In the limit as these two angles tend to zero, Weyl’s inequality would be saturated and the second equation would hold.

This means that (62) is guaranteed if

$$\sin \varphi'_{\min} \geq \sqrt{1 - \frac{M}{N}(1+\epsilon)^2} + \sin \theta_T \quad \text{and} \quad \sin \varphi'_{\max} \leq \sqrt{1 - \frac{M}{N}(1-\epsilon)^2} - \sin \theta_T.$$ \hspace{1cm} (64)

This means that we need $\mathcal{U}$ to satisfy

$$\cos \varphi'_{\min} \leq \sqrt{\frac{M}{N}(1+\epsilon)^2 - 2 \sin \theta_T \sqrt{1 - \frac{M}{N}(1+\epsilon)^2 - \sin^2 \theta_T}},$$ \hspace{1cm} (65)

$$\cos \varphi'_{\max} \geq \sqrt{\frac{M}{N}(1-\epsilon)^2 + 2 \sin \theta_T \sqrt{1 - \frac{M}{N}(1-\epsilon)^2 - \sin^2 \theta_T}}.$$

Therefore, the distortion at $\mathcal{U}$ needs to satisfy the bounds:

$$D_A(\mathcal{U}) \leq \left[ (1+\epsilon)^2 - 2 \sin \theta_T \sqrt{\frac{N}{M} \left[ \frac{N}{M} - (1+\epsilon)^2 \right] - \frac{N}{M} \sin^2 \theta_T} \right]^{\frac{1}{2}} - 1 \equiv \mathcal{E}_T^+(\epsilon, \theta_T),$$ \hspace{1cm} (66)

$$D_A(\mathcal{U}) \leq 1 - \left[ (1-\epsilon)^2 + 2 \sin \theta_T \sqrt{\frac{N}{M} \left[ \frac{N}{M} - (1-\epsilon)^2 \right] - \frac{N}{M} \sin^2 \theta_T} \right]^{\frac{1}{2}} \equiv \mathcal{E}_T^-(\epsilon, \theta_T).$$

These inequalities reveal that, in order to guarantee that the distortion of every subspace within a tangential cone should have a distortion, $\epsilon$, that is the same order of magnitude as the distortion $\mathcal{E}_T$ at the central tangent space, the cone must be small; its size $\theta_T$ must be $O(M\epsilon/N)$, this will be justified by our choice of $\gamma$ in (108). Furthermore, if we make the assumption $M \ll N$,

$$\mathcal{E}_T^+(\epsilon, \theta_T) \approx \epsilon - \frac{N}{M} \sin \theta_T.$$ \hspace{1cm} (67)
So we have
\[ \mathcal{E}_T(\epsilon, \theta_T) = \min \{ \mathcal{E}^+_T(\epsilon, \theta_T), \mathcal{E}^-_T(\epsilon, \theta_T) \} \approx \epsilon - \frac{N}{M} \sin \theta_T. \] (68)
This is \(^{(17)}\) from §3.2. This expression for \(\mathcal{E}_T(\epsilon, \theta_T)\), when inserted into \(^{(60)}\), yields a potentially overly strict upper bound on distortion at the central plane \(\mathcal{D}_A(\mathcal{U})\), sufficient to guarantee that the distortion at all planes \(\mathcal{U}'\) in the tangential cone \(T\) is less than \(\epsilon\). However, this condition, while sufficient, may not be necessary; other potentially tighter bounds on perturbations of singular values could lead to less strict requirements on the distortion at the central tangent plane required to preserve the entire tangential cone.

C Gaussian random manifolds

In this section, we will compute the diameters of the cells, the distance between their centers and the maximum principal angle between the tangent planes at cell centers and all tangent planes in the same cell for a class of random manifolds that we will now describe.

We will consider \(K\) dimensional Gaussian random submanifolds, \(\mathcal{M}\), of \(\mathbb{R}^N\), described by embeddings: \(x^i = \phi^i(\sigma^\alpha)\). The Cartesian coordinates for the ambient space \(\mathbb{R}^N\) are \(x^i (i, j = 1, \ldots, N)\), and the intrinsic coordinates for the manifold are \(\sigma^\alpha (\alpha, \beta = 1, \ldots, K)\). The embedding maps \(\phi^i(\sigma)\) are Gaussian random functions with
\[ \langle \phi^i(\sigma) \rangle = 0, \quad \langle \phi^i(\sigma_1)\phi^i(\sigma_2) \rangle = Q^{ij}(\sigma_1 - \sigma_2). \] (69)
Here we will consider the case when the kernel is given by
\[ Q^{ij}(\delta\sigma) = \frac{\ell^2}{N} \delta^{ij} e^{-\frac{\| \delta\sigma \|^2}{\lambda_\alpha}}, \quad \rho = \sum_\alpha \left( \frac{\delta\sigma^\alpha}{\lambda_\alpha} \right)^2. \] (70)
The \(\lambda_\alpha\) are the correlation lengths with respect to the coordinates \(\sigma^\alpha\). We will partition the manifold into cells with sides of coordinate length \(\gamma\lambda_\alpha\), as follows: the cell \(S_{\vec{m}}\) has center \(\sigma_{\vec{m}}\); where
\[ m^\alpha \gamma\lambda_\alpha \leq \sigma^\alpha < (m^\alpha + 1) \gamma\lambda_\alpha, \quad \sigma^\alpha_{\vec{m}} = \left( m^\alpha + \frac{1}{2} \right) \gamma\lambda_\alpha. \] (71)
We will choose values of \(\gamma\) that are small but nonzero (see \(^{(102)}\) and \(^{(108)}\)).

C.1 Separation and size of cells

In this section, we present the derivation of the results in §4.1. These were the Euclidean distance between two points on the manifold which lead to the diameter of a cell and the distance between cell centers, i.e. the quantities \(d\) and \(x\) that determine \(\theta_{\text{max}}\) in \(^{(58)}\).

The squared distance between two points on the manifold is given by
\[ \| \vec{x}_1 - \vec{x}_2 \|^2 = \sum_\alpha \left[ \phi^i(\sigma_1) - \phi^i(\sigma_2) \right]^2 = \phi^i(\sigma_1)\phi^i(\sigma_1) + 2\phi^i(\sigma_1)\phi^i(\sigma_2) + \phi^i(\sigma_2)\phi^i(\sigma_2), \] (72)
where the sums over the repeated \(i\) index are implicit (Einstein summation convention).

Contraction of the \(i, j\) indices are sums over \(N\) quantities that are each \(\sim \mathcal{O}(1/N)\) (see \(^{(7)}\)). In the limit of large \(N\), they are expected to be self-averaging, i.e. they can be replaced by their expectations, with the probability of \(\mathcal{O}(1)\) fractional deviations being suppressed exponentially in \(N\) due to their standard deviation being \(\sim \mathcal{O}(1/\sqrt{N})\). However, there is a large number of cells to consider, so the largest deviation will typically be significantly larger. If the we have \(n\) iid Gaussian random variables with standard deviation \(\sigma\), the expected value of the maximum deviation from the mean for any of these random variables is \(\sigma\sqrt{2\ln n}\). In the situations considered in this section, the number of pairs of cells is \(\frac{\sqrt{V}}{\pi^2} \left( \frac{V}{\pi^2} - 1 \right)\), where \(V = \prod_\alpha L_\alpha / \lambda_\alpha\). However, cells that lie within a correlation length, \(\lambda_\alpha\), of each other will be correlated due to the smoothness of the manifold. We can group the cells into clusters whose sides are of length \(\lambda_\alpha\), so that the clusters are approximately independent of each other. Thus, the effective number of independent samples will be \(\mathcal{O}(V^2)\). This means that the maximum deviation will be small when:
\[ \sqrt{\frac{4\ln V}{N}} \ll 1 \iff V \ll e^{-\frac{N}{4}}. \] (73)
As \( \log V \sim \mathcal{O}(K \log(L/\lambda)) \), this requires \( N \gg K \log(L/\lambda) \).

This means that
\[
\|x_1 - x_2\|^2 = 2 \left( Q^{ii}(0) - Q^{ii}(\sigma_1 - \sigma_2) \right). \tag{74}
\]

We are going to assume that the kernel \( Q(\sigma) \) takes the form given in (70). This means that
\[
\|x_1 - x_2\|^2 = 2\ell^2 \left( 1 - e^{-\frac{\gamma^2 \ell^2}{4}} \right), \tag{75}
\]
with the probability of \( \mathcal{O}(1) \) fractional deviations suppressed exponentially in \( N \).

As we partition the manifold into the cells described in (71), this means that the distance between the centers of two cells is given by
\[
x^2_{m,n} = \|x_m - x_n\|^2 = 2\ell^2 \left( 1 - e^{-\frac{\gamma^2 \ell^2}{4}} \right). \tag{76}
\]

The largest distance from the center of the cell to any other point in the cell will be to one of the corners:
\[
\max_{x \in S_m} \|x_m - x\|^2 = 2\ell^2 \left( 1 - e^{-\frac{\gamma^2 \ell^2}{4}} \right) \approx \frac{\gamma^2 \ell^2 K}{4}, \tag{77}
\]
where we assume that \( \gamma \ll 1/\sqrt{K} \), this will be justified by our choice of \( \gamma \) in (102). Thus, cells can be enclosed in balls of radius \( \frac{d}{2} = \sqrt{2\ell \left( 1 - e^{-\frac{\gamma^2 \ell^2}{4}} \right)} \approx \frac{\gamma \sqrt{K}}{2} \). This gives the maximum angle between the central chord and any other chord between the two cells:
\[
\sin \theta_C = \frac{d}{x} \approx \gamma \sqrt{\frac{K/2}{1 - e^{-\frac{\gamma^2 \ell^2}{4}}}}. \tag{78}
\]

### C.2 Curvature of cells

In this section, we present the derivation of the results in \S 4.2. These were quantities related to the principal angles between tangent planes. This lead to an upper bound on \( \sin \theta_{\text{max}} \), the largest principal angle between the tangent plane at the center of a cell, \( U_m \), and any other tangent plane in the same cell, i.e. the quantity that appears in (68).

In (69), we saw that the cosines of the principal angles are given by the singular values of the matrix \( U^T U \). Therefore, the sum of the squares of the cosines is given by the square of its Frobenius norm:
\[
\sum \cos^2 \theta_a = \text{tr} \ U^T U U^T U' = \text{tr} \ U' U^T U U^T. \tag{79}
\]

Note that \( U^T U \) is the projection matrix for the tangent space, \( h^{ij} = \phi^i_{\alpha} h^{\alpha\beta} \phi^j_{\beta} \), where \( h^{\alpha\beta} \) is the inverse of the induced metric, \( h_{\alpha\beta} = \phi^\alpha_{\alpha} \phi^\beta_{\beta} \) and subscripts \( \alpha, \beta, \ldots \) indicate derivatives wrt. \( \sigma^\alpha \sigma^\beta \). Therefore,
\[
\sum \cos^2 \theta_a = h^{ij}(\sigma) h^{ij}(\sigma') \tag{80}
\]
\[
= h^{\delta\alpha}(\sigma) \phi^i_{\alpha}(\sigma) \phi^j_{\beta}(\sigma') h^{\delta\gamma}(\sigma') \phi^i_{\delta}(\sigma') \phi^j_{\gamma}(\sigma) \]
\[
= \phi^i_{\delta}(\sigma) [\phi^\delta_{\alpha}(\sigma) \phi^\gamma_{\beta}(\sigma)]^{-1} \phi^i_{\alpha}(\sigma) \phi^j_{\delta}(\sigma') [\phi^\beta_{\delta}(\sigma') \phi^\gamma_{\gamma}(\sigma')]^{-1} \phi^j_{\gamma}(\sigma').
\]

where sums over repeated \( i, j \) and \( \alpha, \beta \) indices are implicit.

Like in the \cellcolor{red}previous section\, contractions of the \( i, j \) indices are sums over \( N \) quantities that are \( \mathcal{O}(1/\sqrt{N}) \). However, in the situations considered in this section we consider single cells rather than pairs of cells. As in the \cellcolor{red}previous section\, the number of approximately independent clusters of cells is \( V \). Therefore, the condition analogous to (73) is
\[
\sqrt{\frac{2 \ln V}{N}} \ll 1 \iff V \ll e^{-\frac{N}{2}}. \tag{81}
\]
As before, in the limit of $N \gg K \log(L/\lambda)$, these quantities are self-averaging, i.e. they can be replaced by their expectations, with the probability of $O(1)$ fractional deviations being suppressed exponentially in $N$.

This means that
\[
\sum_a \cos^2 \theta_a = [Q^{ij}_{\alpha\beta}(0)]^{-1} Q^{ij}_{\alpha\beta}(\sigma - \sigma')[Q^{jk}_{\gamma\delta}(0)]^{-1} Q^{jk}_{\gamma\delta}(\sigma' - \sigma),
\]
where the following relation was used:
\[
\langle \phi^i_{\alpha}(\sigma) \phi^j_{\beta}(\sigma') \rangle = - Q^{ij}_{\alpha\beta}(\sigma - \sigma'),
\]
As the kernel $[69]$ is an even function of its arguments, all odd derivatives will vanish at zero.

We are going to assume that the kernel, $Q(\sigma)$ in [69], takes the form of (70). This means that
\[
Q^{ii}_{\alpha\beta}(\sigma) = \ell^2 \left( \frac{\delta_{\alpha\beta}}{\lambda_{\alpha}^2} - \frac{\sigma^\alpha \sigma^\beta}{(\lambda_{\alpha} \lambda_{\beta})^2} \right) e^{-\alpha^2}, \quad [Q^{ii}_{\alpha\beta}(0)]^{-1} = \frac{\lambda_{\alpha}^2}{\ell^2} \delta_{\alpha\beta}.
\]
Therefore, we have
\[
\sum_a \cos^2 \theta_a = (K - 2\rho + \rho^2)e^{-\rho}, \quad \sum_a \sin^2 \theta_a = K - (K - 2\rho + \rho^2)e^{-\rho}.
\]
with the probability of $O(1)$ fractional deviations suppressed exponentially in $N$. The last expression is an upper bound on $\sin^2 \theta_{\max}$.

Looking at (85) and (71), we see that the largest principal angle with any tangent space in the cell and $U_m$, will occur with high probability in one of the corners, where $\rho = \gamma^2 K/4$. Then
\[
\max_{U' \in \mathcal{U}_m} \sin \angle(U_m, U') \leq \min \left\{ \sqrt{K} \left[ 1 - \left( 1 - \frac{\gamma^2 K}{2} + \frac{2K\gamma^2}{16} \right) e^{-\gamma^2 K/4} \right] \right\} \equiv \sin \theta_T,
\]
where $\sin \angle(U_m, U')$ denotes the set of sines of principal angles between the subspaces $U$ and $U'$. For $\gamma \ll 1/\sqrt{K}$, this will be justified by our choice of $\gamma$ in (108), this can be approximated as
\[
\sin \theta_T \lesssim \frac{\gamma}{2} \sqrt{K(K + 2)}.
\]
This becomes much simpler for the $K = 1$ case, i.e. 1-dimensional curves. To simplify our notation for this special case, we will indicate derivatives wrt. the intrinsic coordinate with dots.

The cosine of the angle between tangent vectors at two points on the curve is given by
\[
\cos \theta = \frac{\dot{\phi}(\sigma) \cdot \dot{\phi}(\sigma')}{\|\dot{\phi}(\sigma)\| \|\dot{\phi}(\sigma')\|} = \left( \frac{\dot{Q}^{ii}(\sigma - \sigma')}{Q^{ii}(0)} \right) = (1 - \rho) e^{-\rho/2}.
\]

### C.3 Condition number and geodesic covering regularity

The bounds on random projections of smooth manifolds in [16] contain two geometric properties of the manifold: the geodesic covering regularity, $R$, and the inverse condition number, $\tau$. We will find a lower bound on $R$ and an upper bound on $\tau$. As they appear in the result of [16] in the form $\ln(R/\tau)$, we will underestimate their bound on the number of projections required to achieve distortion $\epsilon$ with probability $1 - \delta$. As we see in Figure 6, this underestimate is 2 orders of magnitude greater than our result and 4 orders of magnitude greater than the simulations.

The geodesic covering number, $G(r)$, is the minimum number of points on the manifold needed such that everywhere on the manifold is within geodesic distance $r$ of at least one of the points. Equivalently, it is the minimum number of geodesic balls of radius $r$ needed to cover $M$. The geodesic covering regularity is then the smallest $R$ such that $G(r) \leq K^{K^2/2} \text{Vol}(M)(R/r)^K$.

The total volume of all the covering balls must be at least as large as the volume of $M$. This means that $G(r)$ must be at least as large as the ratio of the volumes of $M$ and one of these balls. From
we see that, when self averaging is valid, the induced metric is given by \( h_{\alpha \beta} = \delta_{\alpha \beta}(\ell/\lambda_\alpha)^2 \). This means that geodesics are straight lines in the \( \sigma \)-coordinates, the length of a geodesic is \( \ell \sqrt{\rho} \), the volume of the manifold is \( \ell^K V \) and the volume of a geodesic ball is the usual Euclidean expression in terms of \( r \). Combined with the inequality \( \Gamma(n+1) > (n/e)^n \), this leads to:

\[
\frac{K^2}{r^K} \frac{\text{Vol}(\mathcal{M})}{\pi^K} R^K \geq G(r) \geq \frac{\text{Vol}(\mathcal{M})}{\text{Vol}(\mathcal{B}^K)} = \frac{\Gamma \left( \frac{K}{2} + 1 \right) \text{Vol}(\mathcal{M})}{\pi^K r^K} \geq \frac{K^2}{r^K} \frac{\text{Vol}(\mathcal{M})}{(2\pi e)^{K/2}}.
\]  

(89)

Therefore the geodesic covering regularity satisfies the inequality:

\[
R \geq \frac{1}{\sqrt{2\pi e}}.
\]  

(90)

The inverse condition number is the largest distance in the ambient space that we can expand all points of the manifold in all perpendicular directions before two of these normal balls touch. Such a situation is depicted in Figure 8. At the first instance where the normal balls touch, \( \tau \) would be the larger of the two perpendicular distances from the manifold \( (\tau_1 \text{ and } \tau_2) \), because extending the balls by only the smaller of the two distances would not result in them touching. If the two points on the manifolds are \( x_1 \) and \( x_2 \) (the centers of the two balls), and \( \theta \) is the angle between the two vectors joining the point of first intersection to \( x_1 \) and \( x_2 \), for fixed \( \|x_1 - x_2\| \) and \( \theta \) the furthest one could extend \( \tau_1 \) is depicted in Figure 8 (regardless of whether or not this is the first intersection of two normal balls), as lengthening \( \tau_1 \) any further would make it impossible for a chord of length \( \|x_1 - x_2\| \) to reach the other line. In that case, the larger of the two lengths is \( \|x_1 - x_2\| / \sin \theta \).

Therefore

\[
\tau \leq \min_{x_1, x_2 \in \mathcal{M}} \left\{ \frac{\|x_1 - x_2\|}{\sin \theta} \right\} \leq \min_{x_1, x_2 \in \mathcal{M}} \left\{ \frac{\|x_1 - x_2\|}{\sin \theta_{\min}} \right\}.
\]  

(91)

Where \( \theta_{\min} \) is the smallest nonzero principal angle between the normal planes at \( x_1 \) and \( x_2 \) (lines parallel to the directions of the zero principal angles can never touch). As the normal spaces have dimension \( N - K \), they must share at least \( N - 2K \) directions (assuming \( N > 2K \)). We will number the principal angles so that the first \( K \) are the nonzero ones and the remaining \( N - 2K \) are zero.

Following (32), with \( U_\perp \) denoting an orthonormal basis for the normal space and noting that \( UU^T + U_\perp U_\perp^T = \mathbf{I} \), we can write:

\[
U_\perp U_\perp^T - U_\perp U_\perp^T = (\mathbf{I} - UU^T) - (\mathbf{I} - U'U'^T) = U'U'^T - UU^T.
\]  

(92)

From the discussion below (32), we know that the singular values of these differences of projection operators are the sines of principal angles. Therefore, the nonzero principal angles satisfy \( \theta_\alpha = \theta_{\alpha} \).
and we can apply the results of (85) to find a lower bound on $\sin^2 \bar{\theta}_{\min}$:

$$
\sin^2 \bar{\theta}_{\min} = 1 - \cos^2 \bar{\theta}_{\min}
\geq 1 - \sum_{a=1}^{K} \cos^2 \bar{\theta}_a
= 1 - (K - 2\rho + \rho^2)e^{-\rho}.
$$

This lower bound on $\bar{\theta}_{\min}$ is only useful when $(K - 2\rho + \rho^2)e^{-\rho} < 1$, as $\bar{\theta}_{\min} \geq 0$ becomes a stronger bound outside that region (for $K = 1$ this is not an issue). However, $\tau$ is a minimum over $x_1$ and $x_2$, so if we only search for a minimum in the region where $(K - 2\rho + \rho^2)e^{-\rho} < 1$ the true value of $\tau$ can only be equal to or smaller than the value we find. As we are only looking for an upper bound on $\tau$, the value we find will be a valid, if possibly loose, upper bound. Making use of (75), we have:

$$
\tau^2 \leq \min_{\rho} \left\{ \frac{2\ell^2 \left(1 - e^{-\rho/2}\right)}{1 - (K - 2\rho + \rho^2)e^{-\rho}} \right\}.
$$

For $K = 1$, the minimum is at $\rho = 0$, where $\tau \leq \ell/\sqrt{3}$. For $K \geq 3$, the minimum (in the allowed region) is at $\rho = \infty$, where $\tau \leq 2\ell$. For $K = 2$, there is a minimum at $\rho = 0.87689$, where $\tau \leq 0.614525\ell$.

\section{D Overall logic}

In this section we combine the results of (B) and (C) to find an upper limit on the probability that any chord has distortion greater than $\epsilon$ under a random projection $A$.

We will do this in two steps. First, in (D.1) we will bound this probability for the long chords between different cells. Then, in (D.2) we will do the same for the short chords within single cells.

\subsection{D.1 Long chords}

Here we combine the results of (B.1) and (C.1) to find an upper bound on the probability that any long intercellular chord has distortion greater than $\epsilon$ under a random projection $A$.

We consider Gaussian random manifolds $M$ of the type described in (C) partitioned into cells $S_{\vec{m}}$ with centers $\sigma_{\vec{m}}$, where each side has coordinate length $\Delta \sigma^a = \gamma \Lambda_{a}$, as described in (71). We have

$$
\delta_{\text{long}} = \mathbb{P}[D_A([M - M]_{\text{long}}) > \epsilon] = \mathbb{P}\left[\bigcup_{\vec{m}, \vec{n}} \{D_A(S_{\vec{m}} - S_{\vec{n}}) > \epsilon\}\right]
\leq \sum_{\vec{m}, \vec{n}} \mathbb{P}[D_A(S_{\vec{m}} - S_{\vec{n}}) > \epsilon],
$$

where we used the union bound.

Now we will use the results of (C.1) From (78), we saw that for $\gamma \ll 1/\sqrt{K}$, we have

$$
\sin \theta_C \approx \gamma \sqrt{\frac{K/2}{1 - e^{-\frac{1}{\gamma}}}^{\frac{1}{2}}}. \quad (95)
$$

This quantity can be used to bound the distortion of all vectors between these cells, using the results of (B.1).

As the function $E_C(\epsilon, \theta_C)$ defined in (88) has the property that $D_A(x_{\vec{m}} - x_{\vec{n}}) < E_C(\epsilon, \theta_C)$ guarantees that $D_A(S_{\vec{m}} - S_{\vec{n}}) < \epsilon$ in the region, it follows that

$$
\mathbb{P}[D_A(S_{\vec{m}} - S_{\vec{n}}) > \epsilon] \leq \mathbb{P}[D_A(x_{\vec{m}} - x_{\vec{n}}) > E_C(\epsilon, \theta_C)]. \quad (96)
$$

This last quantity was computed in (9) (10):

$$
\mathbb{P}[D_A(x) > \epsilon] \leq 2 e^{-\frac{\epsilon^2}{4} (\frac{1}{2} - \frac{3}{4})}. \quad (97)
$$
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We can ignore the $\epsilon^3$ term when $\epsilon \ll 1$.

Putting it all together, we find that:

$$
\delta_{\text{long}} \approx \sum_{n_i, n_r} \exp \left( -\frac{M}{4} \left[ \epsilon - \gamma \frac{K N}{2 M (1 - e^{-\frac{2}{\gamma^2 ||n_i - n_r||^2}})} \right]^2 \right). \tag{98}
$$

If we define $\tilde{y}_{1,2} = \gamma \tilde{m}, \gamma \tilde{n}$, when $\gamma \ll 1/(KNM\epsilon^2)^{1/4}$ the change in the summand across a cell, e.g. when $m_1$ changes by 1 with all other $m_a, n_a$ fixed, is much smaller than the summand itself, so we can approximate the sum with an integral:

$$
\delta_{\text{long}} \approx \gamma^{-2K} \int d\tilde{y}_1 \int d\tilde{y}_2 \exp \left( -\frac{M}{4} \left[ \epsilon - \gamma \frac{K N}{2 M (1 - e^{-\frac{2}{\gamma^2 \tilde{y}_1^2}})} \right]^2 \right). \tag{99}
$$

We can make a change of variables to $\tilde{y} = \tilde{y}_1 - \tilde{y}_2$, and use spherical coordinates with $y = \|\tilde{y}\|$:

$$
\delta_{\text{long}} \approx \gamma^{-2K} \int d\tilde{y}_1 \int dy \ 2\pi \frac{K}{\Gamma(\frac{K}{2})} y^{K-1} \exp \left( -\frac{M}{4} \left[ \epsilon - \gamma \frac{K N}{2 M (1 - e^{-\frac{y^2}{\gamma^2}})} \right]^2 \right) \tag{100}
$$

where we made the change of variables $\rho = y^2$ and $\frac{2\pi K}{\Gamma(\frac{K}{2})}$ is the volume of the sphere $S^{K-1}$. When $M\epsilon^2 \gg 1$ and $K \gg 1$, we can perform the integral using the saddle point method (method of steepest descent) as the result is $O(M^2, K)$, whereas first correction to this is $O(\log(M^2, K))$ and all higher order corrections scale as negative powers of $(M^2, K)$. As the value of $\rho$ at the saddle point given below is $O(1)$, the difference in $\sigma^{\alpha}$ for the relevant pairs of cells is $O(\lambda_\alpha)$. Thus, so long as $L_\alpha \gg \lambda_\alpha$, boundary effects can be neglected and the integral wrt $\tilde{y}_1$ produces a factor of $\mathcal{V} = \prod_\alpha \frac{L_\alpha}{\lambda_\alpha}$:

$$
\delta_{\text{long}} \approx \frac{\pi K}{\Gamma(\frac{K}{2})} \gamma^{-2K} \mathcal{V} \exp \left( -\min_\rho \left\{ \frac{M}{4} \left[ \epsilon - \gamma \frac{K N}{2 M (1 - e^{-\frac{\rho}{\gamma^2}})} \right]^2 \right. \right) \frac{K}{2} \ln \rho \right) \tag{101}
$$

We can minimize (101) wrt. $\gamma$ to get the tightest bound, which leads to

$$
\rho^* = e^{\frac{\epsilon^2}{2}} - 1 = -1 - 2W_{-1} \left( -\frac{1}{2\sqrt{\epsilon}} \right) = 2.513, \quad \gamma^*_C = \sqrt{\frac{M \rho^* e^{-\frac{\epsilon^2}{2}}}{2KN}} \left( \epsilon - \sqrt{\epsilon^2 - \frac{16K}{M}} \right),
$$

$$
\sin \theta^*_C \approx \frac{1}{2} \sqrt{\frac{M}{N}} \left( \epsilon - \sqrt{\epsilon^2 - \frac{16K}{M}} \right), \tag{102}
$$

where $W_{-1}(x)$ is the $-1$ branch of the Lambert W function, $W(x)e^{W(x)} = x$. Note that $\sin \theta^*_C \approx O(\sqrt{M/N})$, justifying the assumption made in deriving the approximate form of $E_C(\epsilon, \theta_c)$ in (58), and $\gamma^* \approx O(\epsilon^{1/2}/K^2)$, justifying the small $\gamma$ assumption used to approximate $\theta_c$ in (58). With this value of $\gamma$, the condition for replacing the sum with an integral in (99), $\gamma \ll 1/(KNM\epsilon^2)^{1/4}$, becomes $KN \gg (M\epsilon^2)^3$. When $\epsilon \sim O(\sqrt{K/M})$, this reduces to $N \gg K^2$. 
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Introducing $\mu = \frac{M^2}{K}$, we have:

$$
\delta_{\text{long}} \lesssim \exp \left( -\frac{K}{8} \left[ \mu + \sqrt{\mu(\mu - 16)} + 16 \ln \left( \frac{\mu - \sqrt{\mu(\mu - 16)}}{\sqrt{\mu}} \right) - \frac{8}{K} \ln V \right. \right.
$$

$$
\left. \left. - 8 \ln N + 4(\ln \rho^* - \rho^*) - 8 - 4 \ln 4 \pi + \frac{8}{K} \ln \Gamma \left( \frac{K}{2} \right) \right) \right)
$$

(103)

$$
< \exp \left( -\frac{M^2}{4} + \ln V + K \ln \left( \frac{NM^2}{K} \right) + C_{0} - \ln \Gamma \left( \frac{K}{2} \right) \right),
$$

where $C_{0} = \frac{\theta'}{2} + \frac{1}{2} \ln(\pi/\rho^*) + 2 - 5 \ln 2 = -0.097651^2$

**D.2 Short chords**

Here we combine the results of §B.2 and §C.2 to find an upper bound on the probability that any short intracellular chord has distortion greater than $\epsilon$ under a random projection $A$.

We consider Gaussian random manifolds $M$ of the type described in §C, partitioned into cells $S_{\vec{m}}$, with centers $\sigma_{\vec{m}}$, where each side has coordinate length $\Delta \sigma^o = \gamma \lambda_o$ as described in (71). The set of tangent spaces at points in $S_{\vec{m}}$ are denoted by $\mathbf{g}_S_{\vec{m}}$, the central tangent space is denoted by $U_{\vec{m}}$. We have

$$
\delta_{\text{short}} = P[D_A([M - M]_{\text{short}}) > \epsilon]
$$

$$
= P[D_A(M) > \epsilon]
$$

$$
= P \left[ \cup_{\vec{m}} \{ D_A(g_S_{\vec{m}}) > \epsilon \} \right]
$$

$$
\leq \sum_{\vec{m}} P[D_A(g_S_{\vec{m}}) > \epsilon]
$$

$$
= \gamma^{-K} V \{ D_A(g_S_{1}) > \epsilon \},
$$

where we used the union bound to go from the third to the fourth line. To go from the fourth to fifth line, we used translational invariance and wrote the number of cells as $\gamma^{-K} V$, where $V = \prod_{\lambda_o} \frac{L_{\lambda_o}}{K_{\lambda_o}}$.

In (87), we saw that $\sin \theta_T \lesssim \frac{\gamma}{2} \sqrt{K(K + 2)}$. As the function $\mathcal{E}_T(\epsilon, \theta_T)$ defined in §B.2 has the property that $D_A(U_{\vec{m}}) < \mathcal{E}_T(\epsilon, \theta_T)$ guarantees that $D_A(U') < \epsilon$ in the cell $g_S_{\vec{m}}$, it follows that

$$
P[D_A(g_S_{\vec{m}}) > \epsilon] \leq P[D_A(U_{\vec{m}}) > \mathcal{E}_T(\epsilon, \theta_T)].
$$

(105)

This last quantity was computed in [12] Lemma 5.1:

$$
P[D_A(U) > \epsilon] \leq 2 e^{-\frac{M}{2} [\epsilon^2 - \epsilon^3 / 3] + 2 K \log \frac{12}{\epsilon}},
$$

(106)

where the $\epsilon^3$ is negligible when $\epsilon \ll 1$.

Putting it all together, we find that for $N \gg M \gg K \gg 1 \gg \epsilon$:

$$
\delta_{\text{short}} \lesssim \exp \left( \ln V - K \ln \gamma - \frac{M}{16} \left[ \epsilon - \frac{\gamma N}{2 M} \sqrt{K(K + 2)} \right]^2 + 2 K \log \frac{12}{\epsilon} \right).
$$

(107)

This is true for all $\gamma$, but we can minimize this wrt. $\gamma$ to get the best bound:

$$
\gamma_T = \frac{M \epsilon - \sqrt{M(M \epsilon^2 - 32 K)}}{N \sqrt{K(K + 2)}}, \quad \Rightarrow \quad \sin \theta_T \approx \frac{M \epsilon - \sqrt{M(M \epsilon^2 - 32 K)}}{2 N},
$$

(108)

Note that $\sin \theta_T \sim O(M \epsilon / N)$, justifying the assumptions made in deriving (67), and $\gamma^* \sim O(M \epsilon / KN)$, justifying the small $\gamma$ approximation in (87).

---

1We also used the fact that $\sqrt{\mu(\mu - c)} + c \ln \left( \mu - \sqrt{\mu(\mu - c)} \right) > \mu$ for all $\mu > c > 2 \sqrt{c}$. This can be proved by noting that the derivative the left hand side wrt. $\mu$ is less than 1, and that the inequality is valid in the limit $\mu \rightarrow \infty$. As this quantity is multiplied by a negative quantity in the exponent, replacing it with a smaller quantity will increase the exponential.
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Introducing $\mu = \frac{M^2}{K}$, we have:

$$\delta_{\text{short}} \lesssim \exp \left( \ln \Psi - \frac{K}{32} \left[ \mu + \sqrt{\mu(\mu - 32)} \right] + K \left[ \frac{1}{2} + \ln \left( \frac{144N\sqrt{K} + 2}{\epsilon \sqrt{K}(\mu - \sqrt{\mu(\mu - 32)})} \right) \right] \right)$$

$$< \exp \left( -\frac{M^2}{16} + \ln \Psi + K \ln \left( \frac{9N\sqrt{K} + 2}{\epsilon \sqrt{K}} \right) \right),$$

where we used the inequality discussed in footnote 2.

Note that we used different values for $\gamma$ in (102) and (108), but as the most important differences between (95) and (107) are the coefficients of the terms proportional to $M$, this will not change the fact that $\theta_{\text{long}} \ll \theta_{\text{short}}$.

### D.3 Comparison with simulations

In Figure 9, we present the comparison between simulations and theory shown in Figure 6, but plotted separately so that the details can be seen.
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