Design of intelligent acquisition system for moving object trajectory data under cloud computing

Abstract: In order to study the intelligent collection system of moving object trajectory data under cloud computing, information useful to passengers and taxi drivers is collected from massive trajectory data. This paper uses cloud computing technology, through clustering algorithm and density-based DBSCAN algorithm combined with Map Reduce programming model and design trajectory clustering algorithm. The results show that based on the 8-day data of 15,000 taxis in Shenzhen, the characteristic time period is determined. The passenger hot spot area is obtained by clustering the passenger load points in each time period, which verifies the feasibility of the passenger load point recommendation application based on trajectory clustering. Therefore, in the absence of holidays, the number of passenger hotspots tends to be stable. It is reliable to perform cluster analysis. The recommended application has been demonstrated through experiments, and the implementation results show the rationality of the recommended application design and the feasibility of practice.
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1 Introduction

With the rapid development of computer technology and the wide application of Internet technology, the amount of data in all walks of life is increasing rapidly. To analyze these massive data and transform them into easy-to-understand and useful knowledge has become an important issue facing all walks of life. At present, data mining technology has been widely used in various fields [1]. Among them, the density-based DBSCAN algorithm can mine clusters of any shape from the spatial data set containing noise and has been widely used in the field of spatial data mining. The emergence of cloud computing technology has solved the storage and calculation of massive data in data mining. With the powerful storage and computing capabilities provided by cloud computing technology, data mining technology has entered a period of rapid development based on cloud computing [2]. Taxi in the city is a manifestation of the dynamics of the city.
With the rapid development of wireless communication technology, the track record of the taxi has become convenient and fast. Most domestic taxis are already equipped with GPS terminals, which generate a large amount of trajectory data every day. How to obtain useful information for passengers and taxi drivers from the massive trajectory data has become a research hotspot. This paper proposes a trajectory clustering algorithm based on the idea of cloud computing. The traffic dispatch center will have a large amount of taxi trajectory data. To meet the real-time performance of the function, powerful computing power is required [3]. The traditional single-node server can no longer meet the demand. Therefore, this paper designs a data collection system based on cloud computing and proposes recommended application for taxi hotspots. In this paper, cloud computing technology is used through clustering algorithm and density-based DBSCAN algorithm combined with Map Reduce programming model, design trajectory clustering algorithm.

The article is thus organized in the following order. Literature reviews of various techniques and algorithms are detailed in Section 2. Section 3 discusses the system design and parallel design of trajectory clustering algorithm. The offline processing analysis of recommendation system and results is discussed in Section 4. Finally, the manuscript is concluded in Section 5.

2 Literature review

With the development of wireless network positioning, network communication, and data mining technology, the use of GPS trajectories to provide services for taxi drivers has attracted widespread attention in the industry, such as Microsoft Research Asia, Rutgers University, and Wuhan University [4]. Many new methods have been proposed to reduce the empty time of taxis, improve energy efficiency, and maximize the income of taxi drivers. Wu et al. proposed a series of studies based on GPS trajectory [5]. Geo Life is an application system based on GPS data and displays the results on an electronic map. It is not only a tool for managing personal GPS data, but also a platform for sharing GPS data and exchanging experience. T-Drive is an application system based on taxi trajectory data, which can provide services to taxi drivers and can help ease traffic and urban planning. The system extracts the taxi's passenger location and the passenger’s alighting location based on the status of the taxi [6]. Study the trajectory of experienced taxi drivers, calculate the probability that passengers can be picked up at each stop, and then recommend picking locations for taxi drivers and waiting locations for passengers. Clustering algorithm is an important part of data mining. For the parallel processing of clustering algorithm, many scholars have put forward their own ideas. Zhao et al. proposed a clustering method based on MPI (Message Passing Interface), but due to MPI using inter-process communication to coordinate parallel computing will cause the disadvantages of large memory overhead, low parallel efficiency, and intuitiveness. Wan et al. proposed an efficient parallel clustering algorithm in a high-performance cluster environment [7]. Li Jingbin et al. proposed a method to improve the clustering speed through a multicore CPU platform. Mao Jiali and others realized the parallelization of k-means algorithm based on partition based on PVM (Parallel Virtual Machine) system, but the system lacks flexibility due to the limitation of the platform. Zhou et al. proposed a clustering algorithm that processes data and tasks in parallel, but the communication overhead between each node is relatively large, and the parallelization effect is not ideal [8]. In August 2006, at the Search Engine Conference, Google CEO Eric Schmidt first proposed the concept of cloud computing. Cloud computing distributes computing tasks to clusters consisting of a large number of computers to obtain more powerful storage and computing capabilities. Cloud computing combines a variety of technologies and is developing very rapidly. Major companies at home and abroad are vying to join the field of cloud computing, such as foreign IT giants Google, Amazon, IBM, Cisco, and Microsoft [9]. In China, the development of cloud computing is still in its infancy. In terms of open source frameworks, the Apache Foundation’s Hadoop framework is widely used by enterprises and institutions to build cloud computing platforms due to its excellent features. It includes HDFS distributed storage systems, HBase, and Map Reduce programming models. At present, many large IT service providers, such as Yahoo, IMB, etc., are using the Hadoop
framework [10–15]. Figure 1 shows the Graph about the key technologies of Integration of cloud computing and moving objects in video. This paper is also based on the Hadoop framework, using HDFS to store trajectory data in a distributed manner and using Map Reduce programming ideas to parallelize the clustering algorithm [16]. This paper proposes a trajectory clustering algorithm based on the idea of cloud computing. The traffic dispatch center will have a large amount of taxi trajectory data. To meet the real-time performance of the function, powerful computing power is required. The traditional single-node server can no longer meet the demand. Therefore, this paper designs a data mining system based on cloud computing and proposes Recommended apps for taxi passenger hotspots [17–20].

Figure 1: Graph about the key technologies of integration of cloud computing and moving objects in video.

3 Research methods

3.1 System design

The steps of data mining can be summarized into three main steps, preprocessing of data, data mining, and processing after data mining. Based on this step, this paper proposes a trajectory data mining system based on a three-tier structure [21].
3.1.1 Data layer

Taxi location information is automatically collected by the GPS system equipped with the taxi. The original taxi location data are filtered, classified, and integrated and stored in the data center. Basic road traffic data provide all road information, land use information, traffic district information, and traffic facilities information [22]. Through time-space analysis of basic road traffic data, it is helpful to model the taxi movement pattern. Other data sources include passenger survey results, taxi survey results, etc. Based on this information, mining algorithms can be evaluated and related parameters can be adjusted.

3.1.2 Excavation layer

The mining layer mainly includes parallel data mining algorithms based on Map Reduce. This layer uses spatiotemporal data mining algorithms to mine the trajectory data and transform the original data into useful knowledge. Different types of analysis models can be provided according to different needs to extract, process, and analyze data. First, the raw data collected from mobile sensors are preprocessed and used in the mining stage. Some data received from taxis contain noise and data loss due to GPS unit or transmission problems. Data preprocessing must identify and remove these data to ensure the quality of the data set [23]. On the other hand, traffic forecasting models in different regions are different, and working days and rest days may have different patterns [24–28]. In order to divide the data into different data sets, it is also necessary to classify the data. Next, data mining, association analysis, cluster analysis, and data classification are needed to create different analysis modes to accurately describe the trajectory pattern of taxis.

3.1.3 Application layer

The application layer mainly uses the knowledge obtained by data mining to provide services, including direct access to data interfaces and end-user-oriented application services. Taxi trajectory data are widely used. Passenger waiting time model and taxi empty rate model are important indicators to evaluate taxi service quality, service capability, and passenger satisfaction. From the perspective of a taxi driver, how much he hopes to be able to provide him with a suggestion that his taxi will never be empty [29]. From the perspective of a taxi passenger, he hopes that when he wants to take a taxi, the system can efficiently and timely provide him with an empty taxi to his location. Considering the efficiency and profitability of taxi operations, taxi operators need to learn the relationship between taxi demand and supply and balance the benefits of these two stakeholder groups. The trajectory mining system can provide them with this help. Efficient taxi management is an important means to provide passengers with quality services and achieve corporate profit growth. The mining system can provide analysis results of various types of taxi business, which helps managers make correct decisions [29].

3.2 Parallel design of trajectory clustering algorithm

3.2.1 Algorithm preprocessing

When processing massive taxi trajectory data, the entire data area is the map of Shenzhen. This area is linear and can be divided into equal areas. However, after statistics on part of the original data, it is found that a large number of taxi pick-up points are concentrated in some areas, and most of the areas are sparsely distributed or even nonexistent. Therefore, this article uses a density-based partitioning method to ensure that too much The multi-passenger point data are distributed in a region, which prevents the data from consuming too much performance or even node operation errors when they are distributed to a data
node for processing, which affects the results of the entire clustering process and the stability of system operation. In order to facilitate data processing, when the data are specifically partitioned, the data are partitioned into a rectangular area, as shown in Figure 2. Through the analysis of the characteristics of the taxi trajectory data, the daily distribution law is similar, and there will not be much change. The specific results refer to the experimental chapter. Therefore, when dealing with massive taxi trajectory data, first analyze and process one day’s data to get a rough partition, and then partition all data. After the data are partitioned, it can provide a basis for the parallel processing of the entire algorithm, and the task of processing massive data can be assigned to a large-scale computer cluster for separate processing. After the data are partitioned, they provide a basis for the task allocation of the cloud computing platform Hadoop, which can allocate small data areas to each data node for processing.

Figure 2: Schematic diagram of data partition.

### 3.2.2 Parallel implementation of the algorithm

The realization of parallel algorithm based on Map Reduce is mainly based on the algorithm idea of parallelization to write Map function and reduce function. The Map function takes the form of key-value pairs as input parameters. This article uses the partition number of the passenger point data as the key value, and all data objects in the partition as the data value. The following is the pseudo-code implementation of the Map function (Table 1).

| Table 1: Map function |
|-----------------------|
| Mark all objects in the dataset as unvisited; |
| Initialize the cluster identifier Cluster Id; |
| for data object a in data object set |
| if object a is not visited |
| if object a the number of objects in the Eps neighborhood $\leq$ Min Pits |
| Mark object a as noise object |
| else if object a is at the partition boundary |
| Mark object a as boundary noise object |
| else |
| new set P; |
| Mark object a as a cluster object; |
| Let P store all objects in the neighborhood where the radius of object a is Eps; |
| for object point b in set P |
| Mark b as visited; |
| Recursively process all objects in object b; |
| Cluster Id ++; |
| End for |
The Reduce function merges the obtained local clustering results. The input data are also key-value pairs. The content in Table 2 is the pseudo-code implementation of the Reduce function.

Table 2: Reduce function

| For key-value pair in partial result set |
|------------------------------------------|
| if data object a is a noise object |
|   if data object a is not a boundary noise object |
|     Delete data object a; |
| else |
|     Processing boundary objects a; |
| else |
|   if cluster C is a boundary cluster |
|     Pint class cluster C; |
| else |
|     Perform boundary data processing; |
| End if |
| End for |

4 Research results

4.1 Data source

4.1.1 Data introduction

The data source used in this article is the official data from the D problem in the 2020 National College Student Mathematical Modeling Summer Camp. The data collected the trajectories of 15,000 taxis in Shenzhen from April 18, 2020 to April 26, 2021.

4.1.1.1 Data format

The data provider is Beijing Qihua Communication Co., Ltd. The data content mainly includes real-time information related to vehicles and passengers generated by the GPS of the taxi assembly [30]. The original database table includes the taxi license plate number field, the data collection time field, the longitude and latitude fields where the taxi is located, the instantaneous speed field of the taxi, the empty and loaded state field of the taxi, and the driving direction field. The meaning of each field in the data table is as follows:

name: Taxi license plate number, the unique number of the taxi in the traffic control department.
time: GPS collection time point, time information format is YYYYMMDD hh:mm:ss.
jd and wd: longitude and latitude information, output in the form of geodetic coordinate system.
status: vehicle status, 0 means nonmetering, that is, no-load state; 1 means metered, heavy-loading state.
v: The instantaneous speed of the vehicle, which requires unit conversion.
Angle: the direction the vehicle is traveling, 0 means east, 1 means southeast, 2 means south, 3 means southwest, 4 means west, 5 means northwest, 6 means north, and 7 means northeast.

4.1.2 Data preprocessing

Although the data set used in this article is relatively standard, the amount of original data is still relatively large and needs to be filtered accordingly. Attribute filtering is to filter out some attributes that are not used
in the data mining process. The taxi pick-up point is the moment when the taxi status changes from 0 to 1, so attributes that are not related to this can be filtered out, such as vehicle speed and vehicle driving direction [31]. In addition to some data that are useless for data mining, there are still some error messages in the original data set. Because taxis shuttle in the city, GPS signals are more susceptible to the influence of surrounding buildings, which will produce some incorrect data. In addition, when passing through some areas such as tunnels, there will be a short interruption of signals, taxis are always in motion, and it is normal for GPS equipment to have accuracy differences, which may lead to different forms of noise data in the data set [32].

4.2 Trajectory clustering algorithm based on map reduce

In order to verify the timeliness of the trajectory clustering algorithm based on the Map Reduce platform, this paper processes the original data and extracts 10,000, 50,000, 80,000, 150,000, and 300,000 data for experiments [33]. The experimental platform uses a stand-alone system and a Hadoop-based cloud computing system. Figure 2 shows the final running results after statistics. It can be seen from Figure 3 that before 80,000 items, the processing times of the stand-alone system and the Hadoop cloud platform system are not much different, and when the amount of data doubles again, the time required for the stand-alone system shows a geometric increase. The increase in running time of algorithms based on the Hadoop platform is still not great. Experiments show that the DBSCAN algorithm based on Map Reduce has higher timeliness than a stand-alone system and is more suitable for large-scale data set mining tasks.

![Figure 3: Comparison of DBSCAN algorithm operation under stand-alone system and cloud platform.](image)

4.3 Offline processing analysis of recommendation system

4.3.1 Analysis of passenger loading points

The taxi’s driving is restricted by time and space conditions, showing the regularity of changing with time. After preprocessing the data and extracting the passenger load points, the load points from the 18th to the 25th are counted. As shown in Figure 4. In Figure 4, the 18th to the 22nd are Monday to Friday, which are normal working days, and the 23rd and 24th are Saturdays and Sundays, which are the rest days. Figure 5
selects the 19th and 20th, 23rd and 24th to represent working days and rest days, respectively, to make statistics on the passenger load in each time period.

It can be seen from the passenger load statistics for each time period in the four days in Figure 4 that the areas with the smallest number of passengers in the four days are distributed between 0:00 and 6:00. During this period, most residents are resting at night. From the trend of the four curves, it can be seen that the three peak hours are 7:00–12:00, 12:00–16:00, and 18:00–22:00, which are in the three periods with the largest crowd flow, such as commuting to get off work, school, and so on. It can also be seen from the figure that the 19th and 20th working days are almost the same as the 23rd and 24th rest days. The number of passengers on working days is generally higher than that on rest days of the low valley and peak area.

Through the analysis of the taxi passenger situation, according to the travel pattern of the crowd, the time of day is divided into different characteristic time periods, specifically 0:00–7:00, 7:00–12:00, and 12:00–16. In the five time periods of 00, 16:00–20:00, and 20:00–24:00, the next hotspot clustering of taxi passengers will be carried out according to the above characteristic time periods.
4.3.2 Clustering parameters

For DBSCAN algorithm, the difference of Eps and Min Pts parameter settings will cause the difference of clustering results. The judgment of the core object is based on Eps and Min Pts. Two parameters determine whether the current object is a core object or a noise object and determine the final clustering result. Offline processing mainly explores the hotspot area of taxi passengers, that is, within the radius of Eps, the number of taxi passengers exceeds Min Pts Area. After experimenting with one day’s data, this paper defines the taxi passenger hotspot area in a circular area with a radius of 400M, and the area where the number of taxi passenger points exceeds 12.

4.3.3 Clustering results

Based on Hadoop’s DBSCAN algorithm, with parameters Eps = 400, Min Pts = 12, cluster analysis of daily data is performed. Figure 5 shows the number of passenger hotspots from the 18th to the 25th. It can be seen from the Figure 6 that the daily passenger load points are between 200 and 250. Therefore, in the absence of holidays, the number of passenger hotspots tends to be stable. It is reliable to perform cluster analysis.

![Figure 6: Statistics of passenger hot spots from 18th to 25th.](image)

5 Conclusion

This article introduces the format and preprocessing of the data source, verifies the timeliness of the trajectory clustering algorithm based on the cloud platform, and conducts statistical analysis based on the 8-day data of 13,798 taxis in Shenzhen and determines the characteristic time. By clustering the passenger load points in each time period to get the passenger hot spots, map matching with Baidu map, combined with the recommendation degree to display, it verifies the feasibility of the passenger load point recommendation application based on trajectory clustering. The trajectory clustering algorithm needs to be improved. In this article, when using the DBSCAN algorithm for clustering, it is still necessary to enter the corresponding Eps and Min Pts parameters, but the difference of the parameters will lead to differences in the clustering results. There are still shortcomings in the research on parameter selection, and it will be necessary in the future. We also summarize the problems and the challenges existed in moving object data mining, which mainly includes the following aspects:
• Most of the current trajectory clustering algorithms cannot fully combine time and space dimensions, and they just regard time as the additional dimension of trajectory object.
• When clustering results are converted to knowledge, some problems lead to a considerable part of them being either too complex to be intuitively understandable or too simple, close to common sense, which deviates from the target results.
• When the trajectory data used in trajectory clustering are too much, they often lead to the efficiency of trajectory clustering algorithms being low.
• The general applicability of trajectory clustering algorithm is low.
• Most trajectory clustering algorithm cannot take the overall features and local features of trajectories into an overall consideration.
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