Faculty Versus Resident Self-Assessment Using Pathology Milestones: How Aligned Are We?
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Abstract
Competent physicians must be able to self-assess skill level; however, previous studies suggest that medical trainees may not accurately self-assess. We utilized Pathology Milestones (PM) data to determine whether there were discrepancies in self- versus Clinical Competency Committee (CCC) ratings by sex, program year (PGY), time of evaluation, and question category (Patient Care, Medical Knowledge, Systems-Based Practice [SBP], Practice-Based Learning and Improvement [PBL], Professionalism [PRO], and Interpersonal and Communication Skills) and Residency In-Service Examination (RISE) score. We completed retrospective analyses of PM evaluation scores from 2016 to 2019 (n = 23 residents) 2 times per year. Discrepancies in evaluation scores were calculated by subtracting CCC scores from resident self-evaluation scores. There was no significant difference in discrepancy scores between male versus female residents (P = .94). Discrepancy scores among all PGYs were significantly different (P < .0001), with PGY1 tending to overrate the most, followed by PGY2. PGY3 and PGY4 underrated themselves on average compared to CCC ratings, with PGY4 having significantly lower self-ratings than CCC compared to any other PGY. In January, residents underscored themselves and in July residents overscored themselves compared to CCC (P < .0001 for both). Question types resulted in variable discrepancy scores, with SBP significantly lower than and PRO significantly higher than all other categories (P < .05 for both). Increases in RISE score correlated to increases in self- and CCC-scoring. These discrepancies can help trainees improve self-assessment. Discrepancies indicate potential areas for amelioration, such as curriculum adjustments or Milestone’s verbiage.
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Introduction
A common method of evaluating progress of trainees is by self-assessment. When self-assessment scores are compared to official evaluations, educators can better identify how accurately a trainee understands his or her skill level. Frequently, evaluation of one’s own skill is impacted by cognitive bias known as the Dunning-Kruger Effect, in which lower skilled individuals tend to overestimate their abilities, while experts tend to underestimate their abilities.1 Accurate self-assessment and skill development to a level of competency and beyond are important characteristics for successful physicians.
Previous studies regarding self-assessment in medical programs have led to variable results. In one study, it was found that experienced clinicians tended to self-assess more accurately than trainees, but the correlation was not statistically significant. It was concluded from these results that the accumulation of knowledge influences measured competency but may not increase self-assessment skills.2

Additional studies have evaluated the validity of resident self-assessment and its correlation with competency. One study examined self-assessment of program/postgraduate year (PGY) 1 residents across 9 different procedural competencies utilizing their objective structured clinical examination (OSCE). They found no significant correlation between the official scoring and resident self-assessment.3 Another study examined residents in internal medicine to determine levels of skill acquisition through OSCE and self-assessment. Most of the participating residents evaluated themselves lower than their true OSCE score.4 However, the authors acknowledge that this study was limited by sample size, number of stations, and time allotted for testing.4 Taken together, the results of these previous studies suggest resident self-assessment may not align with official evaluations.

The Milestone system was developed by the Accreditation Council for Graduate Medical Education (ACGME) to place proper emphasis on skill development in areas important to each respective specialty. In general, all specialty-specific Milestones fall within the 6 ACGME core competencies: Patient Care (PC), Medical Knowledge (MK), Systems-Based Practice (SBP), Practice-Based Learning and Improvement (PBL), Professionalism (PRO), and Interpersonal and Communication Skills (ICS)5 that allow for longitudinal evaluation and feedback across the continuum of a resident’s time in a program.5 These competencies could be difficult to assess objectively with other traditional testing, so Milestones serve as an added level of evaluation. Although self-assessment using Milestones is not required, it is recommended by the ACGME that pathology residents complete a self-assessment biannually.6,6

One study of the Milestones’ efficacy evaluated whether residents could efficiently self-assess their progress using the system.7 They found that trainees seemed to pinpoint their skill levels more accurately using Milestones than with a general assessment. However, this study did not compare the self-assessment results to faculty evaluations, so the discrepancy between the 2, if any, is unknown.7

Starting in 2013, anatomic and clinical pathology residents utilized the first iteration of 27 specialty specific ACGME Milestones.5,8,9 A pilot study found that, much like the prior works, the accuracy of self-assessment among trainees was inconsistent; some would consistently underrate while others overrated themselves.9 Not surprisingly, these investigators determined that utilizing feedback to residents who under- or overrated themselves served to partially correct the discrepancy between the rankings.9

The current study aimed to compare residents’ self-Milestones scoring to those of the program’s Clinical Competency Committee (CCC). This study is novel in that it follows multiple classes of residents over time. We considered these scores relative to the residents’ sex, the time of the academic year, PGY, and Resident In-Service Examination (RISE) performance to look for discrepancies and trends. We further examined the specific Milestones categories: PC, MK, SBP, PBL, PRO, and ICS to see whether there were differences between resident and CCC scores within these categories.

Methods

This retrospective study was deemed exempt by the authors’ institutional review board. As a part of the semiannual evaluation process, the program’s CCC evaluated each resident’s progress using the ACGME Milestones (n = 23 residents).8 The CCC was able to view residents’ self-assessments at the time they made their ratings; however, the CCC was blinded from residents’ prior self-assessments. Additionally, the CCC was able to view their own previous scores. For the purposes of our study, information on annual RISE performance, PGY, sex, and timing of evaluation (ie, mid-year was January, end of year was July) were collected. All information was deidentified by one researcher with ethical access to the data.

Evaluation of each resident’s performance was collected for as many years as the residents worked during the study period (2015-2019). Differences between how residents evaluated themselves versus how their committee evaluated them were calculated by subtracting CCC scores from resident scores (ie, resident − CCC). This value is reported as the “discrepancy evaluation score;” negative scores indicated residents’ underestimation of their performance relative to CCC, while positive scores indicated overestimation.

Discrepancies in responses for individual Milestone items were assessed using generalized estimating equations to determine the model adjusted main effects of sex, PGY, month of evaluation, and Milestone category (ie, PC, MK, SBP, PBL, PRO, and ICS). Model results are reported as model adjusted means with associated standard errors and 95% confidence intervals.

To assess associations between evaluations and RISE scores, all raw evaluation data were averaged within each resident, separately for each of their PGYs, and separately for resident and CCC evaluators. These averaged evaluations were used as an outcome variable for general estimating equations, which included the examination score (either raw RISE score or national percentile), sex, PGY, evaluator type (ie, resident or CCC), and an interaction between RISE and evaluator type, to assess whether the association between annual score and evaluation differed by evaluator type. To visualize significant interactions, model estimated means were calculated for each group at the overall minimum and maximum test scores and plotted. P values associated with the differences between evaluators at the low and high ends of RISE scores were Bonferroni adjusted. This same analysis between evaluations and RISE scores was repeated using only PC and MK scores for the average calculation of evaluation scores, given these
2 question types most closely align with what the RISE measures. All analyses were performed using SAS software version 9.4 (SAS Institute Inc).

Results

Details of our 23 residents included in the study can be seen in Table 1. Given some residents were ending their program when the study period started, while others were beginning their residency at the end of the study, residents had various lengths of follow-up (Table 1). Specifically, n = 4 residents who were followed continuously for all 4 years.

Based on the adjusted general estimating equation model, there was no significant difference in discrepancy evaluation scores between male versus female residents (P = .94, Table 2). However, the month of evaluation was significantly associated with discrepancy ratings (P < .0001, Table 2). In January, or roughly halfway through the academic year, residents on average significantly underscored themselves relative to CCC. In July, or at the end of the academic year, residents significantly overscored themselves.

The discrepancy scores among all PGYs were significantly different from one another (P < .0001 for all), and one stable trend emerged: PGY1 residents tended to overrate their performance by the largest margin (0.52 [CI: 0.33 to 0.70]), followed by PGY2 (0.16 [CI: −0.03 to 0.34]). Both PGY3 and PGY4 residents underrated themselves on average compared to CCC ratings (−0.23 [CI: −0.42 to −0.05] and −0.42 [CI: −0.61 to −0.23], respectively), with PGY4 having the lowest self-ratings relative to CCC compared to any other PGY (Table 2). This pattern of residents tending to overrate themselves compared to CCC in their early years more so than in later years is visualized in Figure 1.

Discrepancies in ratings were significantly different between Milestone categories in the adjusted model. Specifically, SBP Milestones had significantly lower (−0.21 [CI: −0.39 to −0.04]) discrepancy scores than all other categories (PBLI and MK P < .05; PRO, PC, and ICS P < .0001), indicating that residents on average underestimated their abilities compared to the CCC in this specific area. The items in the PRO category had a discrepancy score that was significantly

Table 1. Characteristics of Residents Included in the Study.*

| Sex | Frequency | Percent |
|-----|-----------|---------|
| F   | 10        | 43.48   |
| M   | 13        | 56.52   |

Follow-up time, years

|      |   |   |
|------|---|---|
| 1    | 7 | 30.43 |
| 2    | 7 | 30.43 |
| 3    | 5 | 21.74 |
| 4    | 4 | 17.39 |

Abbreviations: F, female; M, male.

*Sex and number of years residents were included in the study are detailed.

Table 2. Model Estimated Means for Discrepancy in Evaluation Scores.*

| Variable             | Model adjusted means | Standard error | 95% Confidence interval | P Value |
|----------------------|----------------------|----------------|-------------------------|---------|
| Sex                  |                       |                |                         | .94     |
| F                    | 0.01                 | 0.13           | −0.26                   | 0.28    |
| M                    | 0.00                 | 0.12           | −0.24                   | 0.24    |
| Program year (PGY)   |                       |                |                         | <.0001! |
| 1                    | 0.52                 | 0.09           | 0.33                    | 0.70    |
| 2                    | 0.16                 | 0.09           | −0.03                   | 0.34    |
| 3                    | −0.23                | 0.09           | −0.42                   | −0.05   |
| 4                    | −0.42                | 0.09           | −0.61                   | −0.23   |
| Month of evaluation  |                       |                |                         | <.0001! |
| January              | −0.07                | 0.09           | −0.25                   | 0.11    |
| July                 | 0.08                 | 0.09           | −0.11                   | 0.26    |
| Question type        |                       |                |                         | <.0001! |
| ICS                  | 0.07                 | 0.10           | −0.13                   | 0.26    |
| MK                   | −0.05                | 0.09           | −0.24                   | 0.14    |
| PBLI                 | −0.04                | 0.10           | −0.24                   | 0.15    |
| PC                   | 0.03                 | 0.09           | −0.15                   | 0.21    |
| PRO                  | 0.24                 | 0.09           | 0.06                    | 0.42    |

*Sex and number of years residents were included in the study are detailed.
higher (0.24 [CI: 0.06-0.42]) than all other categories (ICS $P < .05$; MK, PBLI, PC, and SBP $P < .0001$), suggesting residents have an inflated view of their PRO abilities compared to the CCC rating (Table 2).

When assessing the relationship between national test scores and evaluations, instead of using a discrepancy score, averages of raw evaluation ratings were calculated separately for each resident, PGY, and evaluator type (ie, resident or CCC), and then evaluator type was entered into the model, along with an interaction term between evaluator type and national test score, to be able to assess differences in evaluators. After adjusting for PGY, the association between RISE scores and evaluation ratings significantly differed by evaluator type (CCC vs resident; interaction $P < .0001$; see Figure 2). Specifically, on the lowest end of RISE scores (a score of 397), residents rated themselves significantly higher than CCC ($P = .005$). However, on the highest end of RISE scores (a score of 679), residents rated themselves significantly lower than CCC ($P = .001$).

**Discussion**

We followed multiple classes of pathology residents over time to determine whether there were discrepancies between resident self- and CCC-ratings using Pathology Milestones. We found that on average residents late in the academic year (ie, July) and early in their program (PGY 1) tended to significantly score themselves higher on Milestones than the CCC did; however, this trend was reversed midway through the academic year (January) and at the end of the program (PGY 4), where residents scored themselves significantly lower than the CCC. Also, residents tended to underestimate their knowledge of SBP relative to all other categories (PBLI, MK, PRO, PC, and ICS) compared to the CCC ratings, while residents tended to overestimate their knowledge of the PRO category relative to all other categories and the CCC. Finally, residents with low

---

**Figure 1.** Average discrepancy scores (resident – CCC) per question category on the ACGME Pathology Milestones. A score of 0 indicates that residents and CCC evaluations were the same. There is a notable negative slope for each question category as residents matriculate from program year (PGY) 1 to PGY 4. Symbols indicate outliers. ACGME indicates Accreditation Council for Graduate Medical Education; CCC, Clinical Competency Committee.

**Figure 2.** A, After adjusting for PGY and sex, the association between RISE scores and Milestone ratings significantly differed for CCC versus residents (interaction $P < .0001$). Specifically, on the lowest end of RISE scores (a score of 397), residents rated themselves significantly higher than CCC ($P = .005$). However, on the highest end of RISE scores (a score of 679), residents rated themselves significantly lower than CCC ($P = .001$). B, After adjusting for PGY and sex, the association between RISE scores and Milestone ratings, where only MK and PC were used in the Milestone rating average calculation, significantly differed for CCC versus residents (interaction $P = .01$). Specifically, on the lowest end of RISE scores (a score of 397), there was no significant difference in ratings between residents and CCC ($P = .08$). However, on the highest end of RISE scores (a score of 679), residents rated themselves significantly lower than CCC ($P = .03$). CCC indicates Clinical Competency Committee; PGY, program year; RISE, Residency In-Service Examination.
RISE scores tended to significantly overstate themselves compared to CCC, while residents with high RISE scores tended to significantly underrate themselves compared to CCC.

We found that sex did not impact discrepancy score; however, previous studies suggest that sex can impact Milestone ratings. Santen et al found small but significant differences in CCC ratings between males and females, some points that favored males and some favored females. Dayal et al found that males attained higher Milestones ratings as they progressed through residency. Notably, these studies did not compare self-ratings to CCC and based on our findings, there were no differences in discrepancy score between males and females, which suggests that male and female residents may score themselves similar to the CCC and when there is variability, this variability is similar for males and females. However, our finding contradicts a finding in a previous study that examined discrepancy between self- and CCC scoring, which found that female residents were significantly more likely to underscore themselves compared to the CCC than males were. Due to the small sample size of females in the previously published study and the current study, more work needs to be done with a larger sample size to better elucidate this trend.

We also investigated if time of the academic year (January = mid academic year, versus July = end of the academic year) impacted the discrepancy score and found on average that residents overrated themselves compared to CCC at the end of the year but underrated themselves midyear. Our findings corroborate the findings of Lyle et al among surgery programs, which found that self-evaluations tended to be lower than the CCC toward the beginning of the academic year and greater than the CCC at the end of the academic year. Interestingly both studies suggest that self-evaluations within a single academic year do not follow the Dunning-Kruger Effect.

However, when we examined self-evaluations over the entire 4-year residency program, the less experienced PGY1s consistently overrated themselves compared to CCC, while the PGY4s underrated themselves. This was also evident when looking at the individual trajectories of residents (data not shown), where the vast majority followed the same trend and there were no instances of residents who consistently over- or underevaluated themselves over time. This shift over the course of the training program corresponds to the Dunning-Kruger Effect as residents overestimate their abilities early and underestimate their abilities as they develop expertise and become aware of what they do not know. It should be noted that because only 4 residents were followed continuously over all 4 years, the observation of the Dunning-Kruger Effect is primarily based upon comparison of early year residents to later-year residents.

In a previous study among surgery programs, it was found that, apart from PGY3 residents, the trend was for trainees to evaluate themselves lower than the official ranking by a mean of one-half level. Our findings for PGY3-level trainees were similar, but our other PGY years varied from this previous study. Also as noted in previous works, there is debate if residents are “expert enough” in their specialty to evaluate themselves, particularly as this relates to competence.

Regarding the specific categories within the Milestones, residents tended to underestimate their knowledge of SBP relative to all other categories compared to the CCC ratings. This may be, as many previous studies have documented because SBP (or Health Systems Science [HSS] in other parlance) may not be well understood by the residents and/or may not be clearly taught or prioritized during medical school or residency training. Previous studies have shown that it is often difficult to find educators who have a strong background in these areas, particularly in how to teach SBP/HSS well. This lack of teaching or prioritization would likely be the case in the current study if none of the residents had reached a level 4 on Milestones; however, this was not demonstrated in our study, as some residents, but not all, reached a level 4 or higher in this measure by the end of their residency. It is also possible that the residents and the CCC may be using different criteria to evaluate SBP, which would also lead to a discrepancy in scores.

Interestingly, residents tended to overestimate their knowledge of the PRO category relative to all other categories and the CCC. It is well-documented in the literature that training residents and medical students in the areas of professionalism can be difficult. Previous reviews of the medical professionalism literature also suggest that it is difficult to measure professionalism due to “frequent use of abstract idealized definitions, the context specific nature of professionalism, and evaluator reluctance to address relatively minor lapses” regarding the Ginsburg et al review. To overcome this, the CCC’s assessment of professionalism is very comprehensive as it utilizes 360° evaluations, including input from other faculty, staff, patients, and members of the resident’s peer group.

Finally, the positive slopes seen in Figure 2 suggest that both resident self- and CCC evaluation tend to increase on average as RISE score increases. Milestones scores have been shown, in previous studies in surgery and internal medicine, to correlate to In-Training Exam scores and American Board of Internal Medicine (ABIM) scores, therefore our findings corroborate this previous research. It is important to note, however, that this does not mean RISE scores and all Milestones core competencies have a direct relationship, rather it could be that one, such as MK, or several competencies have a direct relationship to RISE but there may not be a direct relationship between RISE and all core competencies. Interestingly, we do see the general Dunning-Kruger Effect visible in this measure as well because residents who score lower on the RISE tend to overscore themselves relative to the CCC and residents who have the highest RISE scores tend to underscore themselves relative to the CCC. It could be beneficial to both trainees and CCCs to inform them of this effect.

Although this is a unique study of residency Milestones because it follows residents over multiple years of their training program, a limitation of this study is that it involves only a single program at a single institution with a single CCC. Further studies will be needed to determine whether these findings are consistent at other institutions, with other CCCs, or in other
specialties. Additionally, we utilized the CCC ratings as an “expert” group but there may be inherent bias as the CCC members know who the residents are, they are able to see the residents’ self-evaluation, and view their RISE score, so this likely impacted their rankings. Additionally, because the CCC was able to view their own previous Milestones scores for the residents as well as the residents’ current self-assessment, it should be noted that this may cause confirmation bias.

Another point to consider is that, early in training, the CCC could have difficulty accurately evaluating the trainee due to limited exposure. In fact, early on, the resident may be able to self-assess more accurately than the CCC, so this could be a confounding factor in our study. Although this is unlikely, it should be noted as possible. It is equally possible that residents may push themselves to align their self-evaluation with the CCC, which may be another contributor to the trends we observed. This is a limitation of our study.

Overall, this type of wholistic scoring is typically viewed as more comprehensive, but these limitations may have artificially increased/decreased the CCC’s Milestones score or the discrepancy score to some degree and cannot be considered completely independent of one another.

The Milestones are a beneficial part of a wholistic assessment of resident progress over time. Our findings suggest that resident self-evaluation, over time (years) and as content knowledge grows (as measured by RISE score), follows the Dunning-Kruger Effect.1 As discussed in previous literature, explaining Milestones to the residents at the beginning of their training and utilizing feedback to residents who under- or over-rate themselves would be beneficial and may partially correct discrepancies between the rankings.10

Conclusions
The ACGME Milestones provide a consistent metric for evaluating trainees’ progression through residency. In our program, residents tended to overestimate their abilities compared to CCC early in their training and underestimate their abilities as they completed their final year. Those who scored lower on the RISE also tended to overestimate their abilities. Providing guidance, particularly to early trainees and those who do not perform well on the RISE, may help alleviate some discrepancies.
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