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Abstract. Generalizing the bounded kernel results of Borgs, Chayes, Lovász, Sós and Vesztergombi (2), we prove two Sampling Lemmas for unbounded kernels with respect to the cut norm. On the one hand, we show that given a (symmetric) kernel $U \in L^p([0,1]^2)$ for some $3 < p < \infty$, the cut norm of a random $k$-sample of $U$ is with high probability within $O(k^{-\frac{1}{4}} + \frac{1}{p})$ of the cut norm of $U$. The cut norm of the sample has a strong bias to being larger than the original, allowing us to actually obtain a stronger high probability bound of order $O(k^{-\frac{1}{4}} + \varepsilon)$ for how much smaller it can be (for any $p > 2$ here). These results are then partially extended to the case of vector valued kernels.

On the other hand, we show that with high probability, the $k$-samples are also close to $U$ in the cut metric, albeit with a weaker bound of order $O((\ln k)^{-\frac{1}{2}} + \frac{1}{2})$ (for any appropriate $p > 2$).

As a corollary, we obtain that whenever $U \in L^p$ with $p > 4$, the $k$-samples converge almost surely to $U$ in the cut metric as $k \to \infty$.

1. Introduction

The cut norm for matrices was introduced by Frieze and Kannan in [5], and used to formulate a regularity lemma that provides a weaker regularity notion than Szemerédi’s, but with better bounds and the advantage of allowing for efficient algorithms. The main feature of the cut norm is that it emphasizes structure over randomness, and “filters out noise” via averaging in the following sense. For an $n \times n$ matrix with all entries 1, the cut norm equals 1, whereas for a matrix with iid $\pm 1$ entries with 0 expectation, the cut norm is with high probability of order $O(n^{-1/2})$. In other words, if two matrices differ by essentially a white noise, then their difference has very small cut norm, but as the difference becomes more “structured”, its norm increases. This norm has played a key role in the development of (dense) graph limit theory due to its strong combinatorial ties.

In graph limit theory, graphs are up to isomorphism identified with their adjacency matrix, and it turns out that under the notion of density convergence, the limiting objects can be represented by graphons, which are symmetric, measurable $[0,1]^2 \to [0,1]$ functions. These functions can essentially be viewed as continuous analogues of adjacency matrices of graphs. Leaving the realm of simple graphs towards weighted graphs and multigraphs, the next natural classes of limit objects are represented by an unbounded, $L^p$ kernel for some $p < \infty$, see for instance the cut distance focused papers [3, 4] by Borgs, Chayes, Cohn and Zhao, and then vector valued graphs, see [7] by Lovász, Szegedy, and the second author.

The First Sampling Lemma as originally proved by Alon, de la Vega, Kannan and Karpinski in [1] is concerned with estimating the distance of two matrices (or, more generally, $r$-dimensional arrays) in the cut norm by sampling. That result was later improved and extended to graphons and bounded kernels – symmetric functions in $L^\infty([0,1]^2)$ – by Borgs, Chayes, Lovász, Sós and Vesztergombi in [2], proving an error bound for $k$-sampling of order $O(k^{-1/4})$ with high probability.

If one is interested in whether the sample is actually close to the original kernel, not just at roughly the same distance from the origin, the norm itself does not quite cut it, however. Namely, for simple graphs, the result of sampling does not depend on the labelling of the vertices, only on the isomorphism class of the graph; similarly, the distribution of the random samples of a kernel does not change if we apply a measure preserving transformation to the underlying unit interval $[0,1]$ to “permute” the kernel $U$ (cf. the effect of relabelling the vertices of a finite graph on its adjacency matrix). Hence we cannot expect norm concentration of the samples around $U$ unless it is invariant under such transformations, i.e., is constant. This is where the so-called cut metric comes in, which essentially factorizes along these isomorphism
It was shown in the above mentioned paper \cite{2} that for bounded kernels, the cut distance of a sample from the original kernel is with high probability of order $O((\ln k)^{-1/2})$. The significantly worse order of magnitude in this Second Sampling Lemma compared to the First Sampling Lemma is due to having to make use of the weak Szemerédi Regularity Lemma. These sampling lemmas are a key ingredient in showing that the cut metric for matrices (or bounded kernels) is equivalent to the metric induced by left-convergence (also called density convergence) in the context of dense graph limit theory.

The second author showed in \cite{6} that for unbounded kernels, the random sample and the original norm $\|U\|_\square$ are arbitrarily close in order to the bound for $L^\infty$. Indeed, in the graph limit theory context, the cut norm usually appears in various bounds (e.g., in Counting)

Under mild conditions, we derive a First Sampling Lemma for unbounded kernels. We provide bounds on the difference between the cut norm of an unbounded kernel and the cut norm of a sample with high probability. The upper and lower bounds turn out to be of very different orders of magnitude, with both depending on the sizes. In particular, this indicates that one may not automatically expect the sampling lemma to extend to unbounded kernels.

Throughout the paper, we will denote a symmetric, real valued measurable function $[0,1]^2 \rightarrow \mathbb{R}$, but in the last part of the paper we will be looking at vector valued kernels $U$. Let $X$ denote the random $k$-vector $X = (X_1, X_2, \ldots, X_k)$, and let $U_X := U[X]$ denote the step-function on $[0,1]^2$ with uniform steps of length $1/k$ in each variable, and values given by $U(X_i, X_j))_{i \neq j \in [k]}$, and 0 on the main diagonal (in order to avoid having to use values concentrated on a null-set).

Recall that given an $n \times n$ matrix $A$ and a function $U \in L^1([0,1]^2)$, their cut norm is defined as:

$$\|A\|_\square = \frac{1}{n^2} \max_{S,T \subseteq [n]} \left| \sum_{i \in S, j \in T} A_{ij} \right| \quad \text{and} \quad \|U\|_\square = \sup_{S,T \subseteq [0,1]} \left| \int_{S \times T} U(x,y) dx dy \right|,$$

respectively.

For two functions $U_1, U_2 \in L^1([0,1]^2)$, their cut distance is defined as follows. Let $\Psi$ denote the set of measure preserving bijections $[0,1] \rightarrow [0,1]$. Then

$$\delta_\square(U_1, U_2) := \inf_{\psi \in \Psi} \|U_1 - U_2 \circ \psi\|_\square,$$

where $(U_2 \circ \psi)(x,y) := U_2(\psi(x), \psi(y))$.

Our goal is to provide a high probability bound on the difference of the norm $\|U_X\|_\square$ of the random sample and the original norm $\|U\|_\square$. The typical application would be to check with high probability that $\|U\|_\square$ is small, via looking at the samples $U_X$. Indeed, in the graph limit theory context, the cut norm usually appears in various bounds (e.g., in Counting...
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Lemmas or the weak version of Szemerédi’s Regularity lemma by Frieze and Kannan) in the form \( \|U_1 - U_2\|_1 \), where it is sufficient to test for its smallness for applicability. On the other hand, we also want to obtain a concentration result for the samples around the kernel \( U \), i.e., bound with high probability the cut distance \( \delta_\square(U_X, X) \).

Our main results are generalizations of the graphon sampling lemmas (\cite{2}, Theorems 4.6 (i) and 4.7 (i)) to the unbounded real valued case, and for the First Sampling Lemma, partially to the vector valued case (the upper bound is valid only in finite dimensions). For the sake of readability, we here eliminate a parameter and formulate a simplified version of our real valued result, proved in full in Section \[7\].

**Theorem 2.1.** (First Sampling Lemma for Unbounded Kernels). Let \( k \geq 2 \) be an integer, \( p > 2 \), and \( U \in L^p_\text{sym}([0, 1]^2) \).

1. For any \( \phi > 0 \), the upper bound
   \[
   \|U_X\|_\square - \|U\|_\square \leq \left( 30\|U\|_p + 6\sqrt{\frac{\phi p}{2}}(\|U\|_1 + 2\|U\|_p) \right) \frac{\sqrt{\ln k}}{k^{\frac{1}{2}\frac{1}{2} + \phi p}}
   \]
   holds with probability at least \( 1 - 3k^{-\phi} \).

2. For any \( \gamma \in (1/p, 1/2) \), the lower bound
   \[
   \|U_X\|_\square - \|U\|_\square \geq -\left( \|U\|_1 + \sqrt{18(\gamma p - 1)}(\|U\|_1 + 2\|U\|_p) \right) \frac{\sqrt{\ln k}}{k^{\frac{1}{2}\frac{1}{2} + \gamma p}}
   \]
   holds with probability at least \( 1 - 3k^{1-\gamma p} \).

**Remark 2.2.** In the upper bound, the second term within the parentheses is \( o(1) \) when \( \phi \in (0, \frac{3}{4}) \), and then the true order of magnitude is \( k^{-\frac{1}{2} + \frac{1}{8} + \phi} \). This is only possible for \( p > 3 \), however even in the \( p \in (2, 3] \) regime the total order of magnitude is \( O(\sqrt{\ln k} k^{-\frac{1}{2} + \frac{1}{8} + \phi}) \), and \( \phi \) can be chosen small enough to make this \( o(1) \).

In the lower bound, the term \( \|U\|_1 \) on the RHS seems out of place. However, it is trivially bounded above by \( \|U\|_1 \), so this lower bound can easily be made dependent only on \( L^p \) norms. Also, the reason for that term existing is actually a question of normalization for the cut norm of the samples that we will address in detail in Section \[5\].

We also note that for any kernel \( U \in \bigcap_{p \leq 1/2} L^p_\text{sym}([0, 1]^2) \) (essentially the class of kernels for which all homomorphism densities are finite, see \cite{2}), the order of magnitude of the upper bound can be made arbitrarily close to the \( k^{-1/4} \) seen in the bounded case.

This First Sampling Lemma then allows us to derive the following generalization of the Second Sampling Lemma to unbounded kernels. Note that we do not bound the norm of the difference itself, but rather the so-called cut distance of the two functions.

**Theorem 2.3.** (Second Sampling Lemma for Unbounded Kernels). Let \( k \geq 2 \) be an integer, \( p > 2 \), and \( U \in L^p_\text{sym}([0, 1]^2) \). For any \( \phi \in (0, \frac{3}{4}) \) we have that with probability at least
\[
1 - e^{-\ln^2 k^{1/2}} - 3k^{-\phi},
\]
\[
\delta_\square(U_X, U) \leq \frac{C}{(\ln k)^{\frac{1}{2} - \frac{1}{2p}}},
\]
where \( C \) depends only on \( p, \|U\|_1, \|U\|_p \) and \( \phi \).

**Remark 2.4.** The reason why the cut norm is not the right thing to look at here is as follows. If we replace \( U \) by some \( U \circ \psi (\psi \in \Psi) \) — amounting to a relabelling of vertices at the level of graphs —, then the distribution of the random stepfunctions \( U_X \) will be the same as that of
\( \mathcal{U} \circ \psi \). And unless \( U = U \circ \psi \) a.e. for all \( \psi \in \Psi \) – meaning \( U \) is constant –, we cannot expect a better bound than the constant \( \frac{1}{2} \sup_{\psi \in \Psi} \| U - U \circ \psi \|_\Box \).

Also, note again that \( p \to \infty \) leads to the order \( O(1/\sqrt{\ln k}) \) valid for bounded kernels ([9, Lemma 10.16]).

As a corollary, we obtain the following almost sure convergence result for the samples.

**Corollary 2.5.** Let \( p > 4 \), and for each integer \( k \geq 2 \), let \( X^{(k)} \in [0,1]^k \) be a uniform random \( k \)-vector. Then for any kernel \( U \in L^p_{\text{sym}}([0,1]^2) \), the convergence \( \delta_{\Box}(U,X^{(k)}) \to 0 \) holds with probability 1.

In our proof of the First Sampling Lemma, we shall proceed by establishing intermediate steps, splitting the error into the deterministic, ”systematic error” \( \mathbb{E}_X [\| U_X \|_\Box] - \| U \|_\Box \) (i.e., comparing the expected value of the random norm to the original), and the random ”dispersion” term \( \mathbb{E}_X [\| U_X \|_\Box] - \| U_X \|_\Box \) (i.e., exploiting concentration inequalities to bound with high probability the error between the expectation and the true random norm).

First, we deal with the “dispersion” term (Section 4), which is responsible for the polynomial bound on the size of the exceptional set. Then we proceed to prove a lower bound on the “systematic error” (Section 5), matching the results obtained in the bounded kernel case. Finally, we provide an upper bound on the “systematic error” (Section 5), which is of a significantly larger order of magnitude, and asymptotically matches the bounded kernel case as \( p \to \infty \). The final steps of the proof will be provided in Section 7. The upper bound will be shown in Theorem 7.1, and the lower bound in Theorem 7.3.

In Section 8, we then turn our attention to the First Sampling Lemma for vector valued kernels. These arise naturally in the context of coloured graph limits or limits of multigraphs, see for instance [7]. Whilst being able to maintain the lower bound of the real valued case, the upper bound behaves very differently, and we are only able to obtain a finite upper bound in finite dimensions. We actually suspect that in the infinite dimensional setting, one may be able to construct an unbounded vector valued kernel for which the norms of the samples exhibit very weak or no concentration around their expectation, even under \( L^p \) constraints.

In Section 9, we use our results from Section 7 to derive the generalisation of the Second Sampling lemma, i.e., we show a high probability upper bound for \( \delta_{\Box}(U,\mathcal{U}_k) \).

Finally, we note that in Subsection 6.2 we sketch an approach to the First Sampling Lemma for unbounded kernels based on the original sub-sampling approach of [1]. This approach leads to interesting intermediate results that are not covered by the main approach, however the final bounds obtained are slightly worse than in Theorem 2.1. The full technical details have therefore been relegated to the Appendix (Section 10).

3. Preliminaries

Throughout this paper, given an integer \( a \geq 1 \), we shall let \( [a] \) denote the set of integers \( \{1, \ldots, a\} \). For an index set \( I \) and a vector \( Z \in [0,1]^I \), let \( Z_A \) denote the restriction of \( Z \) to the indices in the set \( A \subset I \) (i.e., \( Z_A \) is a vector of length \( |A| \), which we obtain by keeping the coordinates in the set \( A \) and deleting all other coordinates in \( Z \)).

We shall be making use of the following generalised version of Azuma’s Inequality.

**Lemma 3.1.** Let \( (\Omega, \mathcal{A}, \pi) \) be a probability space and \( X \) be a random point of \( \Omega^n \) (chosen according to the product measure). Let \( f_1, \ldots, f_t : \Omega^n \to \mathbb{R} \) be measurable functions, such that
Lemma 3.2. For any $1 \leq a \leq n$ the event sets

$$H_{\alpha,a,i} := \left\{ \left| E_X \left[ f_i(X) X_a \right] - E_X \left[ f_i(X) X_{a-1} \right] \right| \geq \alpha_a \right\}$$

for all $1 \leq i \leq \ell$ are contained in a set $H_{\alpha,a}$. Then

$$P_X \left( \left| f_i(X) - E_X[f_i(X)] \right| \geq \mu \sqrt{\sum_{a=1}^{n} \alpha_a^2} \text{ for some } i \in [\ell] \right) \leq 2\ell e^{-2\mu^2} + P_X \left( \bigcup_{a \in [n]} H_{\alpha,a} \right)$$

for any $\mu, \alpha_a \geq 0$.

More precisely, there exists a set $S_{\mu}$ with $\pi^n(S_{\mu}) \leq 2\ell e^{-2\mu^2}$ such that for almost all $X \in \Omega^n \setminus (S_{\mu} \cup \bigcup_{a \in [n]} H_{\alpha,a})$, we have

$$\left| f_i(X) - E_X[f_i(X)] \right| \leq \mu \sqrt{\sum_{a=1}^{n} \alpha_a^2} \quad \forall i \in [\ell].$$

The proof of this claim goes similarly to the one in [11, Prop. 34].

Another useful statement is a generalisation of the well known Chebyshev’s inequality, which we will use in the following form.

Lemma 3.2. For a real random variable $Z$ and any $\delta > 0, p \geq 1$ we have that

$$P_Z \left( \left| Z - E_Z[Z] \right| > \delta \right) \leq \min \left\{ 1, \frac{2pE_Z[|Z|^p]}{\delta^p} \right\}$$

Proof. Indeed, we have

$$P_Z \left( \left| Z - E_Z[Z] \right| > \delta \right) \leq \min \left\{ 1, \frac{E_Z \left( \left| Z - E_Z[Z] \right|^p \right)}{\delta^p} \right\} \leq \min \left\{ 1, \frac{E_Z \left[ |Z| + |E_Z[Z]| \right]^p}{\delta^p} \right\}$$

$$\leq \min \left\{ 1, \frac{2p-1E_Z \left[ |Z|^p + |E_Z[Z]|^p \right]}{\delta^p} \right\} \leq \min \left\{ 1, \frac{2pE_Z[|Z|^p]}{\delta^p} \right\},$$

as desired. \qed

At some point, it will actually be more convenient to work with the following one-sided version of the cut norm:

$$\|A\|_{\diamond}^+ = \frac{1}{n^2} \max_{S,T \subseteq [n]} \sum_{i \in S, j \in T} A_{ij}$$

for an $n \times n$ matrix $A$, and

$$\|U\|_{\diamond}^+ = \sup_{S,T \subseteq [0,1]} \int_{S \times T} U(x,y) dxdy$$

for a function $U \in L^1([0,1]^2)$. We note that

$$\|A\|_{\diamond} = \max\{\|A\|_{\diamond}^+, \|-A\|_{\diamond}^+\}, \quad \text{and} \quad \|U\|_{\diamond} = \max\{\|U\|_{\diamond}^+, \|-U\|_{\diamond}^+\}.$$  

(1) $\|A\|_{\diamond} = \max\{\|A\|_{\diamond}^+, \|-A\|_{\diamond}^+\}, \quad \text{and} \quad \|U\|_{\diamond} = \max\{\|U\|_{\diamond}^+, \|-U\|_{\diamond}^+\}$.

For a stepfunction $W \in L^1_{\text{sym}}([0,1]^2)$ over the steps $[(i-1)/n, i/n]$ ($i \in [n]$), let us further define $W_{i,j}$ as the a.e. value on $[(i-1)/n, i/n] \times [(j-1)/n, j/n]$, and

$$W(Z_1, Z_2) := \sum_{i \in Z_1, j \in Z_2} W_{i,j}$$
for finite subsets $Z_1, Z_2 \subset [n]$. Similarly, for any $A \in \mathbb{R}^{n \times n}$, any set $Q_1$ of rows and any set $Q_2$ of columns, we write

$$A(Q_1, Q_2) = \sum_{i \in Q_1, j \in Q_2} A_{ij}.$$ 

Note that this means

$$\|A\|_\square = \frac{1}{n^2} \max_{S,T \subseteq [n]} |A(S, T)| \quad \text{and} \quad \|A\|_\square^+ = \frac{1}{n^2} \max_{S,T \subseteq [n]} A(S, T).$$

Also, simple monotonicity arguments for step functions yield the corresponding result for step functions.

**Lemma 3.3.** For any stepfunction $W \in L^1_{sym}([0,1]^2)$ over the steps $[(i-1)/n, i/n] \ (i \in [n])$, we have

$$\|W\|_\square = \frac{1}{n^2} \max_{S,T \subseteq [n]} |W(S, T)|.$$ 

**Proof.** Consider arbitrary measurable subsets $S, T \subseteq [0,1]$, and let $i \in [n]$. Define $S_i := S \cap [(i-1)/n, i/n]$, and let $s_i := \lambda(S_i)$. We define $T_j$ and $t_j \ (j \in [k])$ similarly. Then if $\int_{S_i \times T_j} W \geq 0$, then

$$\int_{(S \cap [(i-1)/n, i/n]) \times T} W \leq \int_{S \times T} W \leq \int_{(S \cup [(i-1)/n, i/n]) \times T} W,$$

and if $\int_{S_i \times T_j} W < 0$, then

$$\int_{(S \cup [(i-1)/n, i/n]) \times T} W \leq \int_{S \times T} W \leq \int_{(S \cap [(i-1)/n, i/n]) \times T} W.$$ 

This means that fixing the set $T$, the absolute value of integral over $S \times T$ can be maximized by setting each $s_i$ to either 0 or 1/n. The same is valid swapping the roles of $S$ and $T$, and hence the maximum is achieved when each $s_i, t_j$ is either 0 or 1/n. In other words, for any $S$ and $T$, there exist subsets $S, T \subset [k]$ such that

$$\left| \int_{S \times T} W \right| \leq \left| \int_{(\bigcup_{i \in S} [(i-1)/n, i/n]) \times (\bigcup_{j \in T} [(j-1)/n, j/n])} W \right| = |W(S, T)|,$$

and we are done. \qed

For a.e. $x \in [0,1]$, let us write

$$U_x := E_{z \in [0,1]} \left[ |U(x, z)| \right] = \int_0^1 |U(x, z)| dz.$$ 

**Definition 3.4.** Let $\nu, \gamma > 0$ and $k \geq 1$ be an integer. Let $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ be a uniform random $k$-vector and let $U \in L^1_{sym}([0,1]^2)$ be a kernel. We define

$$\Delta U(X) := \max_{j \in [k]} \left\{ \left| U_{X_j} - \|U\|_1 \right|, \left| \sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)| \right| - \|U\|_1 \right\},$$

and $L^0_{\nu, \gamma} \subseteq [0,1]^k$ as

$$L^0_{\nu, \gamma} := \left\{ X \in [0,1]^k \mid \Delta U(X) \leq \nu k^\gamma \|U\|_1 \right\}.$$
We claim that $P_X \left( X \in L^0_{\nu, \gamma} \right)$ is very close to 1, i.e., the section integrals and the averages are both highly concentrated around their expectation

$$E_{(x,y) \in [0,1]^2} \left[ |U(x,y)| \right] = E_{x \in [0,1]} [U_x] = \int_0^1 \int_0^1 |U(x,z)| dz dx = \| U \|_1.$$ 

**Proposition 3.5.** Let $k \geq 1$ be an integer, $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ a uniform random $k$-vector and let $U \in L^1_{sym}( [0,1]^2 )$ be a kernel. For arbitrary $p > \max \left\{ 1, \frac{1}{\gamma} \right\}$, we have

$$P_X \left( X \in L^0_{\nu, \gamma} \right) \geq 1 - 2k \cdot \frac{2p \| U \|_p^p}{\nu^p k^{-p} \| U \|_1^p} \to 1 \quad \text{as } k \to \infty$$

for any kernel $U \in L^p_{sym}( [0,1]^2 )$.

**Proof.** For an arbitrary $j \in [k]$ substituting $Z = \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k-1}$ into the generalised Chebyshev’s inequality (Lemma 3.2) we obtain that

$$P_X \left( \left| \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k-1} - \| U \|_1 \right| > \delta_0 \right) \leq \min \left\{ 1, \frac{2p E_X \left[ \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k-1} \right]^p}{\delta_0^p} \right\}.$$ 

By Jensen’s inequality for the convex function $x^p$,

$$E_X \left[ \sum_{i \in [k] \setminus \{j\}} \frac{|U(X_i, X_j)|}{k-1} \right] \leq E_X \left[ \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k-1} \right] = E_{(x,y) \in [0,1]^2} \left[ |U(x,y)|^p \right] = \| U \|_p^p,$$

a constant in $k$.

Hence for all $p \geq 1$

$$P_X \left( \left| \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k-1} - \| U \|_1 \right| > \delta_0 \right) \leq \min \left\{ 1, \frac{2p \| U \|_p^p}{\delta_0^p} \right\}.$$ 

On the other hand, substituting $Z = U_x$ into the generalised Chebyshev’s inequality (Lemma 3.2) we obtain that

$$P_{x \in [0,1]} \left( \left| U_x - \| U \|_1 \right| > \delta_1 \right) \leq \min \left\{ 1, \frac{2p E_{x \in [0,1]} \left[ |U_x|^p \right]}{\delta_1^p} \right\}.$$ 

Again by Jensen’s inequality,

$$E_{x \in [0,1]} \left[ (U_x)^p \right] \leq E_{(x,y) \in [0,1]^2} \left[ |U(x,y)|^p \right] = \| U \|_p^p.$$

Thus for any $p \geq 1$

$$P_{x \in [0,1]} \left( \left| U_x - \| U \|_1 \right| > \delta_1 \right) \leq \min \left\{ 1, \frac{2p \| U \|_p^p}{\delta_1^p} \right\}.$$
Finally
\[ \mathbb{P}_{X \in [0,1]^k} \left( X \in (L^0_{\nu,\gamma})^c \right) \]
\[ = \mathbb{P}_{X \in [0,1]^k} \left( \exists j \in [k] : \left( |U_{X_j}| - \|U\|_1 > \nu k^\gamma \|U\|_1 \right) \lor \left( \frac{\sum_{i \in [k] \setminus \{j\}} |U(X_i, X_j)|}{k - 1} - \|U\|_1 > \nu k^\gamma \|U\|_1 \right) \right) \]
\[ \leq k \cdot \mathbb{P}_{X \in [0,1]^k} \left( |U_x| - \|U\|_1 > \nu k^\gamma \|U\|_1 \right) + k \cdot \mathbb{P}_{X \in [0,1]^k} \left( \frac{\sum_{i \in [k-1]} |U(X_i, X_k)|}{k - 1} - \|U\|_1 > \nu k^\gamma \|U\|_1 \right) \]
\[ \leq k \cdot \min \left\{ 1, \frac{2^p \|U\|^p_p}{(\nu k^\gamma \|U\|_1)^p} \right\} + k \cdot \min \left\{ 1, \frac{2^p \|U\|^p_p}{(\nu k^\gamma \|U\|_1)^p} \right\} = 2k \cdot \min \left\{ 1, \frac{2^p \|U\|^p_p}{(\nu k^\gamma \|U\|_1)^p} \right\}. \]
Hence
\[ \mathbb{P}_X \left( X \in L^0_{\nu,\gamma} \right) \geq 1 - 2k \cdot \min \left\{ 1, \frac{2^p \|U\|^p_p}{(\nu k^\gamma \|U\|_1)^p} \right\} \geq 1 - 2k \cdot \frac{2^p \|U\|^p_p}{\nu k^\gamma \|U\|_1^p} \xrightarrow{k \to \infty} 1, \]
provided \( \gamma p > 1 \). \hfill \square

4. First Sampling Lemma: Bounding the “dispersion”

**Definition 4.1.** Let \( k \geq 1 \) be an integer, \( X = (X_1, X_2, \ldots, X_k) \in [0,1]^k \) a uniform random \( k \)-vector and let \( U \in L^1_{\text{sym}}([0,1]^2) \) be a kernel. Let the martingale \( (M_b(X))_{1 \leq b \leq k+1} \) be defined through \( M_b(X) := E_{X_{[k]\setminus\{b-1\}}}[U_X] \) for all \( b \in [k+1] \) (in particular, \( M_{k+1}(X) = \|U_X\|_\infty \)).

Further, define the martingale \( (M_b^+(X))_{1 \leq b \leq k+1} \) as \( M_b^+(X) := E_{X_{[k]\setminus\{b-1\}}}[U_X^+] \) for all \( b \in [k+1] \) (in particular, \( M_{k+1}^+(X) = \|U_X^+\|_\infty \)).

Given an integer \( a \in [k] \), let \( Y^{(a)} \) be the random \( k \)-vector obtained by replacing the \( a \)-th term \( X_a \) in \( X \) by \( X_0 \), i.e., \( Y^{(a)} = (X_1, \ldots, X_{a-1}, X_0, X_{a+1}, \ldots, X_k) \).

**Lemma 4.2.** Let \( U \in L^1_{\text{sym}}([0,1]^2) \) be a kernel, \( k \geq 1 \) an integer, \( X = (X_1, X_2, \ldots, X_k) \in [0,1]^k \) a uniform random \( k \)-vector and \( a \in [k] \). Let further \( * \in \{ , + \} \) (i.e., the below is valid both for the cut norm and its one-sided version, and both martingales). We then have the following.

(A) Almost surely
\[ |k^2 \cdot \|U_X\|_\infty - k^2 \cdot \|U_{Y^{(a)}}\|_\infty| \leq 2 \sum_{j \in [k] \setminus \{a\}} |U(X_0, X_j)| + 2 \sum_{j \in [k] \setminus \{a\}} |U(X_a, X_j)|. \]

(B) Almost surely
\[ |M_{a+1}(X) - M_{a+1}^{*}(Y^{(a)})| \leq \frac{2}{k^2} \left[ \sum_{j \in [a-1]} \left( |U(X_0, X_j)| + |U(X_a, X_j)| \right) + (k - a) \cdot (U_{X_0} + U_{X_a}) \right]. \]

(C) Almost surely
\[ |M_{a+1}(X) - M_{a+1}^{*}(X)| \leq \frac{2}{k^2} \left[ \sum_{j \in [a-1]} |U(X_0, X_j)| + \sum_{j \in [a-1]} U_{X_j} + (k - a) \cdot U_{X_a} - (k - a) \cdot \|U\|_1 \right]. \]

**Proof.** Apart from a single step in the proof of part (A), the proofs for \( M \) and the cut norm are identical to the proofs for \( M^+ \) and the corresponding \( \| \cdot \|^+ \).
Part (A): For any \( S, T \subseteq [k] \) the function \( \mathcal{U}_X(S, T) \) is a function of the independent random variables \( X_\ell, \ell \in [k] \), and if we change the value of one of these \( X_a \) to \( X_0 \), the sum \( \mathcal{U}_X(S, T) \) changes to \( \mathcal{U}_{Y(a)}(S, T) \). Note that

\[
\left| \mathcal{U}_X(S, T) - \mathcal{U}_{Y(a)}(S, T) \right| \leq \left| \mathcal{U}_X(S, T) - \mathcal{U}_{Y(a)}(S, T) \right| = \left| \sum_{i \in S, j \in T} \left( U(X_i, X_j) - U(Y_i^{(a)}, Y_j^{(a)}) \right) \right|
\]

\[
\leq \sum_{i \in S, j \in T} \left| U(X_i, X_j) - U(Y_i^{(a)}, Y_j^{(a)}) \right| \leq 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_a, X_j) \right| + 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_0, X_j) \right|.
\]

For the last inequality, note that the terms with \( i, j \neq a \) cancel out, and if for example \( a \in S \) and \( a \notin T \) then the sum changes by at most

\[
\sum_{j \in T} \left| U(X_0, X_j) - U(X_a, X_j) \right| \leq \sum_{j \in T} \left( \left| U(X_0, X_j) \right| + \left| U(X_a, X_j) \right| \right)
\]

\[
\leq \sum_{j \in [k] \setminus \{a\}} \left| U(X_0, X_j) \right| + \sum_{j \in [k] \setminus \{a\}} \left| U(X_a, X_j) \right|,
\]

with the other cases for \( a \) working in a similar fashion.

Hence, recalling Lemma 3.3 we have

\[
\left| k^2 \cdot \left\| \mathcal{U}_X \right\|_\diamond - k^2 \cdot \left\| \mathcal{U}_{Y(a)} \right\|_\diamond \right| = \left| \max_{S, T \subseteq [k]} \mathcal{U}_X(S, T) - \max_{S, T \subseteq [k]} \mathcal{U}_{Y(a)}(S, T) \right|
\]

\[
\leq 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_0, X_j) \right| + 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_a, X_j) \right|,
\]

but also

\[
\left| k^2 \cdot \left\| \mathcal{U}_X \right\|_\diamond - k^2 \cdot \left\| \mathcal{U}_{Y(a)} \right\|_\diamond \right| = \left| \max_{S, T \subseteq [k]} \mathcal{U}_X(S, T) - \max_{S, T \subseteq [k]} \mathcal{U}_{Y(a)}(S, T) \right|
\]

\[
\leq 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_0, X_j) \right| + 2 \sum_{j \in [k] \setminus \{a\}} \left| U(X_a, X_j) \right|,
\]

proving inequality (A).

Part (B): For the second inequality, we are fixing \( X_1, X_2, \ldots, X_a \), and taking the expected value over \( X_{a+1}, \ldots, X_k \).
\[ |M^*_a + 1(X) - M^*_a + 1(Y^{(a)})| = \left| E_{X^{(a)}} \left[ \|U_X\|^* - \|U_Y\|^* \right] \right| \leq E_{X^{(a)}} \left[ \|U_X\|^* - \|U_Y\|^* \right] \]

\[ \leq \frac{2}{k^2} \sum_{j \in [a]} \left( |U(X_0, X_j)| + |U(X_a, X_j)| \right) \]

Part (C): Finally, we look at the martingale difference:

\[ |M_a^*(X) - M_{a+1}^*(X)| = \left| E_{X_{[k]\{a\}}} \|U_X\|^* - E_{X_{[k]\{a\}}} \|U_X\|^* \right| \]

\[ = \left| E_{X_0, X_{[k]\{a\}}} \|U_X\|^* - E_{X_{[k]\{a\}}} \|U_X\|^* \right| \]

\[ \leq \frac{2}{k^2} \sum_{j \in [a-1]} \left( |U(X_0, X_j)| + |U(X_a, X_j)| \right) + (k - a) \cdot (U_{X_0} + U_{X_a}) \]

This now allows us to bound the size of the sets where the martingale difference is large, and apply Lemma 3.1.

**Lemma 4.3.** Let \( U \in L^1_{sym}([0, 1]^2) \) be a kernel and \( k \geq 1 \) an integer. Let further \( * \in \{ , + \} \), and

\[ H_{a,a}^* := \left\{ X \in [0, 1]^k \quad |M_a^*(X) - M_{a+1}^*(X)| \geq \alpha \right\} \]

for \( a \in [k] \) and \( \alpha > 0 \). Setting \( \alpha := \frac{\alpha}{k} \|U\|_1 (1 + \nu k^\gamma) \) and \( \nu, \gamma > 0 \), we then have

\[ \bigcup_{a \in [k]} H_{a,a}^* \subseteq (L^{0\nu\gamma})^c. \]
Lemma 5.1. Consequently, for any $p > \frac{1}{7}$, $U \in L^p_{sym}([0, 1]^2)$, $\lambda > 0$, integer $k \geq 1$, and $X = (X_1, X_2, \ldots, X_k) \in [0, 1]^k$ uniform random $k$-vector, we have

$$\mathbb{P}_X \left( \left| \|UX\|_{\square}^* - \mathbb{E}_X [\|UX\|_{\square}] \right| \geq \lambda \alpha \sqrt{\frac{2}{k}} \right) \leq 2e^{-2\lambda^2} + 2k \min \left\{ 1, \frac{2^p \|U\|_{L^p}}{\nu \|k\|^p \|U\|_{\square}} \right\}.$$

Proof. By Lemma 4.2 Part (C), we have for any $X \in L^0_{\nu, \gamma}$ that

$$|\mathcal{M}_a^*(X) - \mathcal{M}_{a+1}^*(X)| \leq \frac{2}{k^2} \left[ \sum_{j \in [k]\backslash\{a\}} |U(X_a, X_j)| + \sum_{j \in [a-1]} U_{X_j} + (k - a) \cdot U_{X_a} + (k - a) \cdot \|U\|_1 \right] \leq \frac{2}{k^2} \left[ (k - 1)\|U\|_1 (1 + \nu k^\gamma) + (a - 1)\|U\|_1 (1 + \nu k^\gamma) + (k - a) \cdot \|U\|_1 \right] \leq \frac{6k}{k^2} \left[ \|U\|_1 (1 + \nu k^\gamma) \right] = 2 \frac{k^2}{k^2} \left[ (3k - a - 2)\|U\|_1 + (2k - 2)\nu k^\gamma \|U\|_1 \right] \leq \frac{6k}{k^2} \|U\|_1 (1 + \nu k^\gamma) = \alpha_0. \]

Note that $\alpha_0$ depends only on $k, \nu, \gamma$ (and not on $a$). By applying Lemma 3.1 to the function $f(X) := \|UX\|_{\square} : [0, 1]^k \to \mathbb{R}$ and using Proposition 3.5, we then obtain

$$\mathbb{P}_X \left( \left| \|UX\|_{\square}^* - \mathbb{E}_X [\|UX\|_{\square}] \right| \geq \lambda \sqrt{k \cdot \alpha_0^2} \right) \leq 2e^{-2\lambda^2} + \mathbb{P}_X \left( X \in \cup_{a \in [k]} H_{a, a}^* \right) \leq 2e^{-2\lambda^2} + \mathbb{P}_X \left( X \in (L^0_{\nu, \gamma})^c \right) \leq 2e^{-2\lambda^2} + 2k \cdot \min \left\{ 1, \frac{2^p \|U\|_{L^p}}{\nu \|k\|^p \|U\|_{\square}} \right\}.$$ 

5. Lower bound on the “systematic error” term

Bounding $\mathbb{E}[\|UX\|_{\square}] - \|U\|_{\square}$ from below is rather straight forward, and both the bound and its proof carry over from the bounded kernel case.

Lemma 5.1. For any kernel $U \in L^1_{sym}([0, 1]^2)$, $k \geq 1$ integer and $X = (X_1, X_2, \ldots, X_k) \in [0, 1]^k$ uniform random $k$-vector, we have

$$\mathbb{E}_X [\|UX\|_{\square}] - \|U\|_{\square} \geq -\frac{1}{k} \|U\|_{\square}.$$ 

Proof. Let $S_1, S_2 \subset [0, 1]$ be two measurable sets, and define the induced random finite sets $S_i := \{ j \in [k] : X_j \in S_i \}$ for $i = 1, 2$.

By Lemma 3.3 we then have

$$\|UX\|_{\square} \geq \frac{1}{k^2} |UX(S_1, S_2)|.$$

Fixing $S_1, S_2$ and taking the expectation over the k-vector $X$, we obtain

$$\mathbb{E}_X [\|UX\|_{\square}] \geq \frac{1}{k^2} \mathbb{E}_X \left[ UX(S_1, S_2) \right] \geq \frac{1}{k^2} \left\| \mathbb{E}_X \left[ UX(S_1, S_2) \right] \right\|.$$ 

$$= \frac{k - 1}{k} \int_{S_1 \times S_2} U(x, y) \, dxdy,$$
as $U[X]$ is 0 on the main diagonal by definition.

Taking the supremum over all measurable sets $S_1, S_2$, this leads to

$$\mathbb{E}[\|U_X\|_\square] \geq \frac{k-1}{k}\|U\|_\square,$$

and hence

$$\mathbb{E}[\|U_X\|_\square] - \|U\|_\square \geq -\frac{1}{k}\|U\|_\square. \tag{2}$$

\[\square\]

**Remark 5.2.** Note that the lower bound in (2) is of an order that will turn out to be negligible compared to the bound on the dispersion term, and thus may seem of little importance. However, the true inequality here is actually the equivalent

$$\mathbb{E}[\|U_X\|_\square] \geq \|U\|_\square, \tag{3}$$

which corresponds to a different normalisation of the cut norm for the sample $U_X$. Indeed, just as for simple graphs, samples from graphons result in $k \times k$ matrices that have diagonal entries all 0, and so one may argue that the “correct” normalisation for the cut norm would be a factor $1/k(k-1)$ instead of $1/k^2$: inequality (3) is satisfied with equality for the constant 1 graphon (corresponding to the complete graph case).

### 6. Upper bound on the “systematic error” term

We shall present two approaches to bounding the “systematic error” $\mathbb{E}[\|U_X\|_\square] - \|U\|_\square$ from above, which in the bounded kernel case has been shown to be less than or equal to $\frac{\|U\|_\infty}{k^{1/4}}$ (Inequality (4.15)). Our main approach – and somewhat surprisingly the one yielding better bounds, works by truncating $U$ at an appropriate, $k$ dependent level, and then bounding the various error terms that arise, using an intermediate step of the original bounded kernel First Sampling Lemma as a black box along the way. The second approach adapts the full original proof to the unbounded setting, and yields a slightly weaker bound of order $k^{-\frac{1}{4} + \frac{1}{2p} (\ln k)^{1/4}}$, as opposed to $k^{-\frac{1}{4} + \frac{1}{2p}}$ for our main approach. We chose to include the second approach for two reasons. On the one hand, there are intermediate results that in themselves are interesting, and fall outside of the path of the main approach. On the other hand, comparing these approaches leads to an interesting open question. Namely, the approach leading to a weaker bound being the one that closely follows the original proof may be an indication that this original approach is not sharp even in the bounded kernel case, and that there may be room for improvements, which would in turn impact the unbounded kernel case as well.

As the second approach yields a slightly weaker bound, we shall only provide the interesting intermediate results and a skeleton proof here, with details relegated to the Appendix.

#### 6.1. Main approach: truncation.

Let us follow a direct truncation approach to the problem. Namely, we truncate the unbounded kernel $U \in L^1_{sym}([0,1])$ at a certain threshold, turning it into a bounded kernel to which we can apply intermediate results from the original First Sampling Lemma. To finish, we then bound the various error terms arising from the truncation. For each $k$, let $U^*_k$ denote a truncated version of $U$. Our only assumptions on the truncation method are that for each $k \in \mathbb{N}$ we have a threshold $f(k) > 0$ such that $U(x,y) = U^*_k(x,y)$ as long as $|U(x,y)| \leq f(k)$, $\|U^*_k\|_\infty \leq f(k)$, $U^*_k$ retains the same sign as $U$, and $\lim_{k \to \infty} f(k) = \infty$. Then we have the following.
Proposition 6.1. Let $k \geq 2$ be an integer and $p \geq 1$. Then for any kernel $U \in L^p_{sym}([0, 1]^2)$, we have

$$E_X(\|U_X\|_0) - \|U\|_0 \leq 30\|U\|_p k^{-\frac{1}{2} + \frac{1}{p}}.$$ 

Proof. Let $U_{k,X}^*$ denote the random $k$-sample obtained from $U^*$. Then we have the following.

$$E_X(\|U_X\|_0) - \|U\|_0 = (E_X(\|U_X\|_0) - E_X(\|U_{k,X}^*\|_0)) + (E_X(\|U_{k,X}^*\|_0) - \|U_k^*\|_0) + (\|U_k^*\|_0 - \|U\|_0)$$

$$\leq E_X(\|U_X\|_0) - \|U_{k,X}^*\|_0) + (E_X(\|U_{k,X}^*\|_0) - \|U_k^*\|_0) + (\|U_k^*\|_0 - \|U\|_0)$$

The second term on the RHS is covered by the bounded kernel case, though the error bound has to be scaled with the $L^\infty$ norm $f(k)$ of $U_k^*$. By [2] Inequality (4.15) we then obtain

$$E_X(\|U_{k,X}^*\|_0) - \|U_k^*\|_0) \leq \frac{8f(k)}{k^{1/4}}.$$ 

On the other hand, the triangle inequality yields

$$\|U_X\|_0 - \|U_{k,X}^*\|_0) \leq \|U_X - U_{k,X}^*\|_0 \leq \|U_X - U_{k,X}^*\|_1$$

and

$$\|U_k^*\|_0 - \|U\|_0 \leq \|U_k^* - U\|_0 \leq \|U_k^* - U\|_1,$$

hence the first and third terms can be bounded as follows.

$$E_X(\|U_X\|_0) - \|U_{k,X}^*\|_0) + (\|U_k^*\|_0 - \|U\|_0)$$

$$\leq E_X(\|U_X - U_{k,X}^*\|_1) + \|U_k^* - U\|_1 = \left(\frac{k(k - 1)}{k^2} + 1\right) \|U_k^* - U\|_1.$$ 

Hence it only remains to bound the effect of the truncation, which can be done using the $L^p$ norm. Indeed

$$\|U_k^* - U\|_1 \leq \int_{|U| > f(k)} |U| = \int_{f(k)}^\infty P(|U| \geq t) \, dt = \int_{f(k)}^\infty f(k)P(|U| \geq s) \, ds.$$ 

Applying Lemma 3.2 we obtain for $s \geq 1$

$$P(|U| \geq s) = \frac{2p\|U\|_p^p}{s^p(f(k) - \|U\|_1)^p},$$

leading to

$$\|U_k^* - U\|_1 \leq \int_{f(k)}^\infty f(k)P(|U| \geq s) \, ds \leq \int_{f(k)}^\infty f(k) \frac{2p\|U\|_p^p}{s^p(f(k) - \|U\|_1)^p} \, ds$$

$$= 2p\|U\|_p^p \frac{f(k)}{(f(k) - \|U\|_1)^p}.$$ 

Hence

$$E_X(\|U_X\|_0) - \|U\|_0 \leq \frac{8f(k)}{k^{1/4}} + 2p+1\|U\|_p^p \frac{f(k)}{(f(k) - \|U\|_1)^p},$$

and setting $f(k) := ck^\gamma$, the first term increases with $\gamma$, whereas the second decreases. The optimum balance is reached when $\gamma p = 1/4$, and choosing $c = 3\|U\|_p \geq 3\|U\|_1$ finishes the proof, since $f(k) - \|U\|_1 \geq 2\|U\|_p k^\gamma$. \qed
6.2. “Original” approach: Random $q$-subsamples. The main issue with proving a high probability upper bound is that the cut norm of a sample is a maximum over all possible subsets of rows and columns, and bounding from above the expectation of a maximum is significantly harder than a maximum of expectations. Even though the corresponding sums are not independent, and some are automatically too small due to the size of the subsets, we a priori still have to contend with $\Theta(4^q)$ choices, each with their own “bad set” where the corresponding sum is too far away from $\|U\|_\infty$, and we cannot obtain good bounds via such a direct approach. The upper bound on the “systematic error” $E_X[\|U_X\|_C] - \|U\|_\infty$ will be achieved by first considering the corresponding problem for the one-sided cut norm $\| \cdot \|_1^+$, and then introducing an extra layer of randomisation. Namely, we shall make use of a random subset $Q_1$ of the rows and a random subset $Q_2$ of the columns of $U_X$ to bound the expectation of $\|U_X\|_1^+$, and then apply the generalised Azuma’s inequality to bound the deviation from this expected value. The essence of this approach is that it allows us to strike a balance between the bound on the deviation from the expected value, and the size of the corresponding exceptional set.

Let $k \geq 1$ be an integer and $R_1, R_2 \subseteq [k]$. Given $U \in L^2_{sym}([0,1]^2)$ and $Z \in [0,1]^k$, we denote by $R_{1,Z}^+$ the set of columns $j \in [k]$ for which $U_Z(R_1, \{j\}) > 0$, and by $R_{1,Z}^-$ the set of columns $j \in [k]$ for which $U_Z(R_1, \{j\}) < 0$. The sets of rows $R_{2,Z}^+, R_{2,Z}^-$ are defined analogously. Note that $U_Z(R_1, R_{1,Z}^+), U_Z(R_{2,Z}^+, R_2)$ are independent uniform random $q$-subsets of $[k]$, and by this definition. Since $k\|U_X\|_2 = \|(U(X_1, X_2))_{i\neq j \in [k]}\|_F$ where $\| \cdot \|_F$ denotes the Frobenius norm of a matrix, we have the following.

**Lemma 6.2.** ([1] Lemma 3) Let $k \geq 1$ be an integer, $q \in [k]$, and $R_1, R_2 \subseteq [k]$. Let further $Q$ be a random $q$-subset of $[k]$ and $U \in L^2_{sym}([0,1]^2)$ a kernel. Then for a.e. $X \in [0,1]^k$,

$$U_X(R_1, R_2) \leq E_Q \left[ U_X \left( (Q \cap R_2)_X^+, R_2 \right) \right] + \frac{k^2}{\sqrt{q}} \|U_X\|_2.$$

The following lemma gives an upper bound on the one-sided cut norm, using the sampling procedure from Lemma 6.2 (i.e. by maximizing only over certain rectangles, at the cost of averaging these estimates). The main point for our purposes will be that (for a fixed $Q_1$ and $Q_2$), the number of index subset pairs to consider is only $4^q$, as opposed to $4^k$ in the definition of the cut norm.

**Lemma 6.3.** Let $U \in L^2_{sym}([0,1]^2)$ be a kernel, $k \geq 1$ an integer, $q \in [k]$, and $Q_1, Q_2$ two independent uniform random $q$-subsets of $[k]$. Then for a.e. $X \in [0,1]^k$

$$\|U_X\|_1^+ \leq \frac{1}{k^2} E_{Q_1,Q_2} \left[ \max_{R_i \subseteq Q_i} U_X(R_{2,X}^+, R_{1,X}^+) \right] + \frac{2}{\sqrt{q}} \|U_X\|_2.$$

The proof follows from an iterated application of Lemma 6.2.

**Corollary 6.4.** Let $U \in L^2_{sym}([0,1]^2)$ be a kernel, $k \geq 1$ an integer, $q \in [k]$, and $Q_1, Q_2$ two independent uniform random $q$-subsets of $[k]$. Let further $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ be a uniform random $k$-vector. Then

$$E_X \left[ \|U_X\|_1^+ \right] \leq \frac{1}{k^2} E_X \left[ E_{Q_1,Q_2 \subseteq [k]} \left[ \max_{R_i \subseteq Q_i} U_X(R_{2,X}^+, R_{1,X}^+) \right] \right] + \frac{2}{\sqrt{q}} E_X \left[ \|U_X\|_2 \right].$$

We shall treat the two summands on the RHS of the inequality in Corollary 6.4 separately, with the first term being much trickier to handle.

First we deal with the expectation of the $L^2$ norm. Not too surprisingly, we are able to provide an upper bound in terms of the $L^2$ norm of the original kernel $U$.
Lemma 6.5. Let $U \in L^2_{sym}([0,1]^2)$ be a kernel, $k \geq 1$ be an integer and $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ a uniform random $k$-vector. Then

$$E_X[\|U_X\|_2] \leq \sqrt{\frac{k-1}{k}} \|U\|_2 \leq \|U\|_2.$$ 

Proof. Note that

$$E_X[\|U_X\|_2^2] = \frac{1}{k^2} E_X\left[\sum_{i \neq j \in [k]} |U(X_i, X_j)|^2\right] = \frac{k(k-1)}{k^2} \cdot \int_0^1 \int_0^1 U(x,y)^2 dxdy = \frac{k-1}{k} \|U\|_2^2,$$

since we set $U_X$ to 0 on the steps along the main diagonal. Also, by convexity $(E_X[\|U_X\|_2])^2 \leq E_X[\|U_X\|_2^2]$.

Next we look at obtaining an upper bound on $E_X[E_{Q_1, Q_2 \subseteq [k]} \max_{R_1 \subseteq Q_i} U_X(R^+_2, R^+_1, X)]$.

The main difficulty for this term is that whilst we can relatively easily bound each individual expectation $E_X[E_{Q_1, Q_2 \subseteq [k]} \max_{R_1 \subseteq Q_i} U_X(R^+_2, R^+_1, X)]$, being able to derive an upper bound on the maximum’s expectation requires us to be able to also control what exactly happens on the “bad sets” for all choices of $R_1, R_2$ simultaneously. This is in stark contrast to the bounded case, where a trivial infinity norm bound could be used on the maximum as long as the bad sets were small enough to result in a negligible contribution to the expectation.

First we shall prove an upper bound on $U_X(R^+_2, R^+_1, X)$ with high probability for a fixed choice of $R_1, R_2$ (using Azuma’s inequality), then proceed to treating the uniform problem of a high probability upper bound on $\max_{R_1 \subseteq Q_i} U_X(R^+_2, R^+_1, X)$. Integrating then leads to a deterministic upper bound on the expectation.

To prove an upper bound on $U_X(R^+_2, R^+_1, X)$, we first take the expected value of $U_X(R^+_2, R^+_1, X)$ (for arbitrary $(R_i \subseteq Q, i = 1,2)$) over the choice of $X \in [0,1]^k$. More precisely, we fix the values $X_i$ for $i \in Q := Q_1 \cup Q_2$ and take the expected value over the rest. Note that $|Q| \leq 2q$.

Our approach will be very similar to the one taken to bound the dispersion term.

Definition 6.6. Let $U \in L^1_{sym}([0,1]^2)$ be a kernel. Let $k \geq 1$ be an integer and $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ a uniform random $k$-vector. Let $q \in [k]$ be an integer, and $Q_1, Q_2$ uniform random $q$-subsets of $[k]$. Define the martingale $(N(R_1, R_2), b(X))_{b \in [k+1]}$ as

$$N(R_1, R_2), b(X) := E_{X \setminus [k] \cup \{b-1, b, b+1\}}[U_X(R^+_2, R^+_1, X)]$$

for arbitrary $R_1 \subseteq Q_1, R_2 \subseteq Q_2$ and all $b \in [k+1]$.

In particular, $N(R_1, R_2), 1(X) = E_{X \setminus [k] \cup Q}[U_X(R^+_2, R^+_1, X)]$ and $N(R_1, R_2), k+1(X) = U_X(R^+_2, R^+_1, X)$.

Similarly to Lemma 1.2, we can again bound the martingale differences. However, as we now have one martingale for each choice of $R_1$ and $R_2$, this time around we also need to keep track of the exceptional sets to guarantee that their total measure is still small, so that we can apply the generalised Azuma’s inequality Lemma 3.11 see Lemma 10.2.

In particular, we obtain the following concentration inequality.

Corollary 6.7. Let $k \geq 2$, $q \in [k]$ be integers, $p \geq 2$, $\nu \geq 1$, $\gamma > 0$, $Q_1, Q_2 \subseteq [k]$ with $|Q_1| = |Q_2| = q$. Then for any kernel $U \in L^p_{sym}([0,1]^2)$, there exists a set $S_{k,p,\nu,\gamma,Q_1,Q_2}$ of measure
at most $\frac{2}{\nu p^2}$ such that for any $X \in L_{\nu,\gamma}^0 \setminus S_{k,\nu,\gamma,Q_1,Q_2}$ we have

$$
\max_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \mathbb{E}_{X(k)} \left[ \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) - \mathbb{E}_{X(k)} \left[ \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) \right] \right] \leq 4(k - 1)\sqrt{k \ln k} \|U\|_1 (1 + \nu k^\gamma) \sqrt{qvp(\gamma + 3) \over 2}.
$$

This allows us to bound the tail of the distribution of $\max_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+)$ (Lemma 10.3), and thereby its expectation.

**Proposition 6.8.** Let $k \geq 2$, $q \in \{k\}$ be integers, $p \geq 2$, and $\gamma > 0$. Then for any kernel $U \in L^p_{sym}(\{0, 1\}^2)$, we have

$$
\mathbb{E}_X \left[ \mathbb{E}_{Q_1,Q_2 \subseteq [k], |Q_1|=|Q_2|=q} \left[ \max_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) \right] \right] \leq (k - q)^2\|U\|_1^+ + 4(k + q)q\|U\|_1 + 4k^\gamma(k - 1)\sqrt{k \ln k} \|U\|_1 \sqrt{qvp(\gamma + 3) \over 2} \left( 1 + k^{1-\gamma} 3 \cdot 2^p+1\|U\|_p^2 \|U\|_p^2(2p - 3) \right).
$$

Combining these results, optimising the choice of $q$, and using the corresponding result for $-U$, we end up with the following upper bound.

**Proposition 6.9.** Let $k \geq 2$ be an integer and $p > 2$. Then for any kernel $U \in L^p_{sym}(\{0, 1\}^2)$, we have

$$
\mathbb{E}_X \left[ \|\mathcal{U}_X\|_\infty - \|U\|_\infty \right] \leq Ck^{-\gamma p + {1 \over 4} + \frac{3}{2p}} (\ln k)^{1/4}
$$

for some constant $C$ depending only on $p$, $\|U\|_1$, $\|U\|_2$ and $\|U\|_p$.

7. **Proof of Theorem 2.1**

7.1. **Upper bound.** Combining Proposition 6.1 with Lemma 4.3 we obtain the following high probability upper bound.

**Theorem 7.1.** Let $k \geq 2$ be an integer, $p > 2$, $\nu > 0$. For any $\phi > 0$ we have that the upper bound

$$
\|\mathcal{U}_X\|_\infty - \|U\|_\infty \leq \left( 30\|U\|_p + 6 \sqrt{\phi p k^{1-\gamma} \ln k} \right) k^{-\frac{1}{4} + \frac{1}{4p}}
$$

holds with probability at least

$$
p_{\nu,\phi,p,U} := 1 - 2 + \frac{2p\|U\|_p^2}{\nu p\|U\|_p^2} k^{-\phi p}.
$$

**Proof.** Let $\phi > 0$ and let us apply Lemma 4.3 with $\gamma := \phi + 1/p$ and $\lambda := \sqrt{2p-1 \over 2} \ln k$. This yields

$$
P \left( \|\mathcal{U}\|_\infty - \mathbb{E}[\|\mathcal{U}\|_\infty] \geq \sqrt{\frac{\gamma p - 1}{2} \ln k \cdot 6 \|U\|_1 (1 + \nu k^\gamma) \sqrt{k}} \right) \leq 2e^{-2\lambda^2} + \frac{2p\|U\|_p^2}{\nu p\|U\|_p^2} k^{1-\gamma p}
$$

where $1 - \gamma p = -\phi p < 0$. Now $\gamma > 0$ and

$$
\gamma - {1 \over 2} = \phi - \frac{1}{2} = -{1 \over 4} + \frac{1}{4p} - \left( {p - 3 \over 4p} - \phi \right),
$$
so this deviation from the expectation can be bounded above by
\[ 6\sqrt{\frac{2p \ln k}{2}}\|U\|_1 (1 + \nu) \frac{k^{-1 + \frac{3}{4p}}}{k^{4p^2}}. \]
Together with Proposition 6.1 we thus obtain the desired result. \( \square \)

Part (2) of Theorem 2.1 follows by setting \( \nu = \frac{2\|U\|_p}{\|U\|_1}. \)

Remark 7.2. Note that if \( p > 3 \), then for \( \phi \in (0, \frac{p-3}{4p}) \) the upper bound is of order \( k^{-1 + \frac{1}{4p}} \), and this is optimal here, with the bound getting progressively worse for larger values \( \phi \). On the other hand, for \( p \in [1, 3] \), the dispersion term always dominates, and we actually need \( p > 2 \) for the bound to converge to 0 in function of \( k \).

7.2. Lower bound.

Theorem 7.3. Let \( k \geq 2 \) be an integer, \( p > 2 \), \( U \in L^p_{sym}([0,1]^2) \) a kernel, \( \nu > 0 \), and \( \gamma \in (1/p, 1/2) \). Then with probability at least \( p'_{\nu, \gamma, p, U} := 1 - (2 + \frac{2p\|U\|_p^p}{\nu^p\|U\|_1^p})k^{1-\gamma p} \), we have
\[ \|U\|_\infty - \|U\|_0 \geq - \left( \|U\|_0 + \sqrt{18(\gamma p - 1)(1 + \nu)\|U\|_1} \right) k^{-1/2+\gamma}\sqrt{\ln k}. \]

Proof. Let us apply Lemma 4.3 with \( \lambda := \sqrt{\frac{2p-1}{2}} \ln k \). This yields
\[ \mathbb{P} \left( \|U\|_\infty - \mathbb{E}_U [\|U\|_\infty] \geq \sqrt{\frac{\gamma p - 1}{2}} \ln k \cdot \sqrt{k} \cdot \frac{6}{k}(1 + \nu k^\gamma)\|U\|_1 \right) \leq 2k^{1-\gamma p} + k^2 \frac{2p\|U\|_p^p}{\nu^p\|U\|_1^p} \leq \left( 2 + \frac{2p\|U\|_p^p}{\nu^p\|U\|_1^p} \right) k^{1-\gamma p} = 1 - p'_{\nu, \gamma, p, U}. \]
Combining with Lemma 5.1 we obtain that with probability at least \( p'_{\nu, \gamma, p, U} \), we have
\[ \|U\|_\infty - \|U\|_0 = (\mathbb{E}_U [\|U\|_\infty] - \|U\|_0) + (\|U\|_\infty - \mathbb{E}_U [\|U\|_\infty]) \geq - \frac{1}{k}\|U\|_0 - \sqrt{\frac{\gamma p - 1}{2}} \ln k \cdot \frac{6}{k}(1 + \nu k^\gamma)\|U\|_1 \geq - \left( \|U\|_0 + \sqrt{18(\gamma p - 1)(1 + \nu)\|U\|_1} \right) k^{-1/2+\gamma}\sqrt{\ln k}. \] \( \square \)

Part (1) of Theorem 2.1 follows by setting \( \nu = \frac{2\|U\|_p}{\|U\|_1}. \)

Remark 7.4. Note that the original result in [2] only states a lower bound of order \( O(k^{-1/4}) \), but a slightly better optimized concentration inequality would actually yield \( O(k^{-1/2}) \).

8. Bounds for multigraphs and vector valued kernels

Up to now, we have been treating unbounded, real valued kernels, that essentially correspond to limits of weighted graphs. In many applications, however, real valued kernels are not rich enough in structure to capture the limit objects. For edge-coloured graphs with at least 3 colours, or equivalently multigraphs, the adjacency matrix (or kernel) is actually vector valued, being pointwise equal to a (probability) distribution on the set of colours/multiplicities.

As shown by Lovász, Szegedy and the second author in [7], in the most general left-convergence setting, kernels are represented by a function \( U \) taking values in a dual Banach space, typically a space of measures. For instance, a classical graphon takes values \( U(x,y) \) between 0 and
1, which can be interpreted as a probability distribution on the two-element set \( \{0, 1\} \), with weight \( U(x, y) \) on 1. However, as soon as a probability distribution is over a set of more than 2 elements, a single value is not enough to describe it, and we have to resort to vector valued kernels. We shall here present a short overview of the formalism needed, and then show how the First Sampling Lemma can be adapted to this more general setting. The lower bound extends rather naturally, whilst the upper bound is presented in the finite dimensional setting, as an infinite dimensional result seems to be out of reach without a completely novel approach.

8.1. Lower bound in dual spaces.

**Definition 8.1.** Let \( Z \) be a separable Banach space, and \( Z \) its dual. A symmetric function \( W : [0, 1]^2 \to Z \) is called an \( L^p_Z \)-kernel if it is weak-* measurable, and the function \((x, y) \mapsto \|W(x, y)\|_Z\) lies in \( L^p([0, 1]^2) \). We define the norm

\[
\|W\|_\square := \sup_{\|f\|_Z = 1} \|\langle f, W \rangle\|_\square.
\]

Moreover, \( W \) is called a \( Z \)-graphon, if it is an \( L^p_Z \)-kernel for all \( p \in (1, \infty) \).

Note that the definition of the cut norm can be reformulated as follows.

\[
\|W\|_\square = \sup_{\|f\|_Z = 1} \|\langle f, W \rangle\|_\square = \sup_{\|f\|_Z = 1} \sup_{S, T \subseteq [0, 1]} \int_S \langle f, W \rangle.
\]

For any \( L^p_Z \)-kernel \( W \), we also define \( \|W\|_\nu := \left( \int_{[0,1]^2} \|W(x, y)\|^p_Z \right)^{1/p} < \infty \) for any \( p \geq 1 \).

We claim that the following result holds.

**Theorem 8.2.** Let \( Z \) be a separable Banach space, and \( Z \) its dual. Let \( k \geq 2 \) be an integer, \( p > 2 \), \( U : [0, 1]^2 \to Z \) be an \( L^p_Z \)-kernel, and \( \gamma \in (1/p, 1/2) \). Then with probability at least \( p'_{\gamma, p, U} := 1 - 3k^{1-\gamma} \), we have

\[
\|U\|_\square - \|U\|_\square \geq - \left( \|U\|_\square + \sqrt{18(\gamma p - 1)}(\|U\|_1 + 2\|U\|_\nu) \right) k^{-1/2+\gamma} \sqrt{\ln k}.
\]

**Proof.** Let \( \varepsilon > 0 \) be arbitrary. Choose an \( f \in Z \) such that \( \|f\|_Z = 1 \) and

\[
\|U\|_\square \leq (1 + \varepsilon k^{-1/2+\gamma} \sqrt{\ln k}) \|\langle f, U \rangle\|_\square.
\]

Then applying Theorem \[1.3\] to the kernel \( \langle f, U \rangle \) with \( \nu = 2\|\langle f, U \rangle\|_m / \|\langle f, U \rangle\|_1 \geq 2 \), we obtain that with probability at least \( p'_{\gamma, p, U} := 1 - 3k^{1-\gamma} \), we have

\[
\|U\|_\square - \|U\|_\square \geq \|\langle f, U \rangle\|_\square - (1 + \varepsilon k^{-1/2+\gamma} \sqrt{\ln k}) \|\langle f, U \rangle\|_\square
\]

\[
= \|\langle f, U \rangle\|_\square - \|\langle f, U \rangle\|_\square - \varepsilon k^{-1/2+\gamma} \sqrt{\ln k} \|\langle f, U \rangle\|_\square
\]

\[
\geq - \left( (1 + \varepsilon) \|\langle f, U \rangle\|_\square + \sqrt{18(\gamma p - 1)}(\|\langle f, U \rangle\|_1 + 2\|\langle f, U \rangle\|_\nu) \right) k^{-1/2+\gamma} \sqrt{\ln k}
\]

\[
\geq - \left( (1 + \varepsilon) \|\langle f, U \rangle\|_\square + \sqrt{18(\gamma p - 1)}(\|U\|_1 + 2\|U\|_\nu) \right) k^{-1/2+\gamma} \sqrt{\ln k}.
\]

As the sets where this inequality fails are monotone increasing as \( \varepsilon \) decreases, we obtain the desired result by passing to the limit. \( \square \)
8.2. **Upper bound in** $\mathbb{R}^n$. The upper bound is unfortunately of a very different nature, and the real valued case does not readily transfer to the multidimensional case in the way it did for the lower bound. Indeed, here the choice of $f$ has to be tailored to $\mathcal{U}_X$. In infinite dimensions, compactness still allows us to achieve a sampling lemma, but with the size of the bad set increasing exponentially with the dimension. To keep in line with the typical application of $Z$ being a space of signed measures, we formulate the next result for $\mathbb{R}^n$ equipped with the 1-norm.

**Theorem 8.3.** Let $k, n \geq 2$ be integers, $p > 2$, and $\phi > 0$. Let further $Z = (\mathbb{R}^n, \| \cdot \|_1)$ with $n \geq 2$, and $U : [0, 1]^2 \rightarrow Z$ be an $L^p_Z$-kernel. Then we have that with probability at least

$$1 - 6n^{k^{-\phi} + \frac{n(1-\phi)}{2}},$$

the upper bound

$$\|\mathcal{U}_X\| - \|U\| \leq 10 \left[ \|U\| + 30\|U\|_p + 6\sqrt{\frac{\phi p}{2}} (\|U\|_1 + 2\|U\|_p) \frac{\sqrt{\ln k}}{k^{\frac{1}{4p} - \phi}} \right] k^{-\frac{1}{4} + \frac{1}{4p}}$$

is satisfied.

**Remark 8.4.** Note that the size of the bad set and the upper bound will both tend to 0 if $p > \frac{n + 2 + \sqrt{n^2 + 1}}{2}$ (in particular if $p > n + 2$) and $\phi \in \left(\frac{p - 1}{p}, \frac{n - 1}{4p}, \frac{p - 3}{4p}\right)$.

**Proof.** Given an $\epsilon \in (0, 1)$, one can choose a finite subset $E$ of the unit sphere $\Gamma$ in $Z = (\mathbb{R}^n, \| \cdot \|_\infty)$ of size at most $2n/(\epsilon \sqrt{n})^{n-1}$ such that for any $v \in \Gamma$ there exists an $f \in E$ with $\|v - f\|_\infty \leq \epsilon$. Thus for any $X$ we have

$$\|\mathcal{U}_X\| \leq (1 - \epsilon)^{-1} \max_{f \in E} \|\langle f, \mathcal{U}_X \rangle\|.$$

Applying Theorem 7.1 to the kernel $U^{(f)} := \langle f, U \rangle$ with $\nu = 2\|U^{(f)}\|_p/\|U^{(f)}\|_1 > 0$, we obtain that for each $f \in E$, with probability at least $1 - 3k^{-\phi}$, we have

$$\|\langle f, \mathcal{U}_X \rangle\| \leq \|U\| + \left(30\|U\|_p + 6\sqrt{\frac{\phi p}{2}} (\|U\|_1 + 2\|U\|_p) \frac{\sqrt{\ln k}}{k^{\frac{1}{4p} - \phi}} \right) k^{-\frac{1}{4} + \frac{1}{4p}}$$

By the union bound, this holds for all $f \in E$ simultaneously with probability at least $1 - 6n(\epsilon \sqrt{n})^{1-n}k^{-\phi}$, leading to

$$\|\mathcal{U}_X\| \leq (1 - \epsilon)^{-1} \left[ \|U\| + \left(30\|U\|_p + 6\sqrt{\frac{\phi p}{2}} (\|U\|_1 + 2\|U\|_p) \frac{\sqrt{\ln k}}{k^{\frac{1}{4p} - \phi}} \right) k^{-\frac{1}{4} + \frac{1}{4p}} \right].$$

Letting $\epsilon := k^{-\frac{1}{4} + \frac{1}{4p}} < 1/\sqrt{2} < 9/10$, we have $(1 - \epsilon)^{-1} < 1 + 10\epsilon < 10$, hence with probability at least $1 - 6n(k^{-\frac{1}{4} + \frac{1}{4p}} \sqrt{n})^{1-n}k^{-\phi} = 1 - 6n\frac{1}{4p}k^{-\phi + \frac{(n-1)(p-1)}{4p}}$, we have

$$\|\mathcal{U}_X\| \leq 10 \left[ \|U\| + 30\|U\|_p + 6\sqrt{\frac{\phi p}{2}} (\|U\|_1 + 2\|U\|_p) \frac{\sqrt{\ln k}}{k^{\frac{1}{4p} - \phi}} \right] k^{-\frac{1}{4} + \frac{1}{4p}}.$$  

□
Note that if instead of applying the real-valued results, one aims to generalize their proof method (sketched for the unbounded kernel case in the Appendix, Section 10), it quickly turns out that the attempts will fail at several key points.

In the vector valued case, there is no complete order, and hence no natural “positive” or “negative” contribution to $U_X(R_1, R_2)$ that would allow for a variation on Lemma 6.2.

Furthermore, Banach space valued concentration results extending Azuma’s inequality with usable bounds are generally confined to uniformly smooth spaces (cf. [8, 10]), which are automatically reflexive. As mentioned earlier, the most relevant applications are where $Z$ is a space of signed measures (with total variation norm), which is not reflexive when infinite dimensional. Also, even in the finite dimensional case the space $(\mathbb{R}^n, \| \cdot \|_1)$ is not uniformly smooth.

9. Second Sampling Lemma

Our goal here is to directly bound the cut distance between the function $U$ and its sample $U_X$. We will be combining our generalized First Sampling Lemma with the original bounded kernel result below.

**Proposition 9.1** (Theorem 4.7 (i), [2]). Let $U \in L^\infty_{sym}([0, 1]^2)$ be a bounded kernel, and $k \geq 2$ an integer. Then

$$\delta_{\square}(U, U_k) \leq \frac{20}{\sqrt{\log_2 k}} \|U\|_{\infty}$$

holds with probability at least $1 - e^{-k^2/2 \log_2 k}$.

Similarly to our approach in Section 6.1, we want to truncate $U$ at large absolute values, and bound the errors in function of the truncation value $f(k)$. So for each $k$, let $U^*_k$ denote a truncated version of $U$. Our only assumptions on the truncation method are that for each $k \in \mathbb{N}$ we have a threshold $f(k) > 0$ such that $U(x, y) = U^*_k(x, y)$ as long as $|U(x, y)| \leq f(k)$, $\|U^*_k\|_{\infty} \leq f(k)$, $U^*_k$ retains the same sign as $U$, and $\lim_{k \to \infty} f(k) = \infty$.

Then we have the following.

**Theorem 9.2.** Let $p > 2$, and $\phi \in (0, 1/2 - 1/p)$. Then there exists a constant $C_{\phi, p}$ such that for any integer $k \geq 2$ and any kernel $U \in L^p_{sym}([0, 1]^2)$, the inequality

$$\delta_{\square}(U, U_k) \leq C_{\phi, p}(\|U\|_1 + \|U\|_p)(\log k)^{-1 + \frac{1}{2p}}$$

holds with probability at least $p_{k, \phi, p} := 1 - e^{\frac{k^2}{2 \log_2 p}} - 3k^{-\phi p}$.

**Proof.** Let $U^*_k, X$ denote the random $k$-sample obtained from $U^*$. Then we have the following.

$$\delta_{\square}(U, U_X) \leq \delta_{\square}(U, U^*_k) + \delta_{\square}(U^*_k, U^*_k, X) + \delta_{\square}(U^*_k, X, U^*_k) \leq \|U - U^*_k\|_{\square} + \|U^*_k, X, U^*_k\|_{\square} + \|U^*_k, X, U_X\|_{\square}.$$ 

By the bounded kernel result Proposition 9.1 we have that

$$\delta_{\square}(U^*_k, U^*_k, X) \leq \frac{20}{\sqrt{\log_2 k}} \|U^*_k\|_{\infty} \leq \frac{20}{\sqrt{\log_2 k}} f(k)$$

holds with probability at least $1 - e^{\frac{k^2}{2 \log_2 p}}$.
On the other hand, since \( \mathcal{U}_{k,X}^* - \mathcal{U}_X \) is the random \( k \)-sample of \( U - U_k^* \), the upper bound from Theorem 2.1 tells us that with probability at least 1 - \( 3k^{-\phi p} \),

\[
\| \mathcal{U}_{k,X}^* - \mathcal{U}_X \|_{\Box} \leq \| U - U_k^* \|_{\Box} + 30 \| U - U_k^* \|_p k^{-\frac{1}{4} + \frac{1}{\phi} + \phi} + 6 \sqrt{\frac{\phi p}{2}} (\| U - U_k^* \|_1 + 2 \| U - U_k^* \|_p) \sqrt{\ln k} k^{-\frac{1}{4} + \frac{1}{\phi} + \phi}.
\]

By assumption, we have \( \| U - U_k^* \|_1 \leq \| U \|_1 \) and \( \| U - U_k^* \|_p \leq \| U \|_p \), hence with \( C_{1,\phi,p,U} := 30 \| U \|_p \) and \( C_{2,\phi,p,U} := 6 \sqrt{\frac{\phi p}{2}} (\| U - U_k^* \|_1 + 2 \| U - U_k^* \|_p) \leq 6 \sqrt{\frac{\phi p}{2}} (\| U \|_1 + 2 \| U \|_p) \), we have that

\[
\| \mathcal{U}_{k,X}^* - \mathcal{U}_X \|_{\Box} \leq \| U_k^* - U \|_{\Box} + C_{1,\phi,p,U} k^{-\frac{1}{4} + \frac{1}{\phi} + \phi} + C_{2,\phi,p,U} \sqrt{\ln k} k^{-\frac{1}{4} + \frac{1}{\phi} + \phi}
\]

goes to zero with probability at least 1 - \( 3k^{-\phi p} \).

Finally, by the proof of Proposition 6.1

\[
\| U_k^* - U \|_{\Box} \leq \| U_k^* - U \|_1 \leq 2^p \| U \|_p \frac{f(k)}{(f(k) - \| U \|_1)^p}.
\]

Thus with probability at least \( p_{k,\phi,p} = 1 - e^{-\frac{k^2}{2 \log k}} - 3k^{-\phi p} \), we have

\[
\delta_{\Box}(U, \mathcal{U}_X) \leq \| U - U_k^* \|_{\Box} + \delta_{\Box}(U_k^*, \mathcal{U}_{k,X}) + \| \mathcal{U}_{k,X}^* - \mathcal{U}_X \|_{\Box}
\]

\[
\leq 2^{p+1} \| U \|_p \frac{f(k)}{(f(k) - \| U \|_1)^p} + C_{1,\phi,p,U} k^{-\frac{1}{4} + \frac{1}{\phi} + \phi} + C_{2,\phi,p,U} \sqrt{\ln k} k^{-\frac{1}{4} + \frac{1}{\phi} + \phi}
\]

\[
+ \frac{20}{\sqrt{\log_2 k}} f(k).
\]

Balancing the first and last term yields an optimal choice of \( f(k) = c(\ln k)^{1/2p} \) and an order of magnitude \( O((\ln k)^{-\frac{1}{4} + \frac{1}{\phi}}) \). For any \( \phi \in (0, \frac{1}{2} - \frac{1}{p}) \), the two middle terms are then of lower order (polynomial in \( k \)), and setting \( c = 3 \| U \|_p \) as in the proof of Proposition 6.1, we can find a constant \( C_{\phi,p} \) such that with probability at least \( p_{k,\phi,p} \), the inequality

\[
\delta_{\Box}(U, \mathcal{U}_X) \leq C_{\phi,p}(\| U \|_1 + \| U \|_p)(\ln k)^{-\frac{1}{2} + \frac{1}{p}}
\]

holds, as desired.

With this result in hand, we can show that almost sure convergence of samples holds not only in the metric of left-convergence, but also in the cut metric \( \delta_{\Box} \), provided the kernel \( U \) satisfies \( U \in L^p \) for some \( p > 4 \).

**Corollary.** (Proposition 2.3) Let \( p > 4 \), and for each integer \( k \geq 2 \), let \( X^{(k)} \in [0,1]^k \) be a uniform random \( k \)-vector. Then for any kernel \( U \in L^p_{sym}([0,1]^2) \), the convergence \( \delta_{\Box}(U, \mathcal{U}_{X^{(k)}}) \to 0 \) holds with probability 1.

**Proof.** Note that when \( p > 4 \), we may in Theorem 9.2 choose \( \phi = \varepsilon + 1/p \) with \( \varepsilon \in (1/p, 1/2 - 1/p) \), meaning that \( 1 - p_{k,\phi,p} = O(k^{-1-\varepsilon p}) \). By the Borel-Cantelli lemma, with probability 1 the inequality

\[
\delta_{\Box}(U, \mathcal{U}_{X^{(k)}}) \leq C_{\phi,p}(\| U \|_1 + \| U \|_p)(\ln k)^{-\frac{1}{2} + \frac{1}{p}}
\]

holds for all but finitely many integers \( k \geq 2 \), implying the desired convergence.

**Remark 9.3.** By the same arguments, we also see that for \( p \in (2,4] \), the sequence \( \mathcal{U}_X \) almost surely has \( U \) as a \( \delta_{\Box} \)-accumulation point.
Finally, we note that the vector valued version of the Second Sampling Lemma cannot be directly derived from its real valued counterpart the way it was done for the First Sampling Lemma. Let $\Gamma$ denote the unit sphere of the Banach space $Z$, and let $U$ be an $L^p_Z$-kernel. We then have

$$\delta_n(U, U) = \inf_{\psi \in \Psi} \|U - U \circ \psi\| = \inf_{\psi \in \Psi} \sup_{f \in \Gamma} \|\langle f, U \rangle - \langle f, U \circ \psi \rangle\|.$$  

The issue is that to apply the real valued case, we would have to compare this infimum with the values

$$\delta_n(\langle f, U \rangle, \langle f, U \rangle) = \inf_{\psi \in \Psi} \|\langle f, U \rangle - \langle f, U \circ \psi \rangle\|,$$

which in essence would amount to bounding $\inf_{\psi \in \Psi} \sup_{f \in \Gamma}$ by $\sup_{f \in \Gamma} \inf_{\psi \in \Psi}$, which clearly is not feasible.
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10. Appendix

Here we provide the proofs and intermediate results for the random $q$-subsample approach described in Section 6.2.

Recall that $N(R_1, R_2, k)(X) := E_{X(k)}[\|U_X(R_2 X, R_1 X)\|$ and that given an integer $a \in [k]$, $Y^{(a)}$ denotes the random $k$-vector obtained by replacing the $a$-th term $X_a$ in $X$ by $X_0$, i.e.,
Lemma 10.1. Let $U \in L^1_{\text{sym}}([0,1]^2)$, $k \geq 1$ an integer, and $X = (X_1, X_2, \ldots, X_k) \in [0,1]^k$ a uniform random $k$-vector. Let $q \in [k]$ be an integer, $Q_1, Q_2$ two independent uniform random $q$-subsets of $[k]$ and $a \in [k] \setminus Q$, where $Q := Q_1 \cup Q_2$. Then for any $R_1 \subseteq Q_1$ and $R_2 \subseteq Q_2$ we have the following.

\[(A) \quad E_{X[a]^{\infty}} \left[ U_X \left( R_{2,X}^+, R_{1,X}^+ \right) \right] \leq (k - |Q|)^2 \|U\|_1^+ + 2k \sum_{i \in Q} U_{X_i} + U(Q,Q). \]

\[(B) \quad \text{Almost surely} \]

\[ |\mathcal{N}_{(R_1,R_2),a+1}(X) - \mathcal{N}_{(R_1,R_2),a+1}(Y^{(a)})| \leq \sum_{j \in [k] \setminus \{a\}} \left( |U(X_a, X_j)| + |U(X_0, X_j)| \right) + (k - 1) \left( \|U\|_1 + U_{X_a} \right). \]

\[(C) \quad \text{Almost surely} \]

\[ |\mathcal{N}_{(R_1,R_2),a}(X) - \mathcal{N}_{(R_1,R_2),a+1}(X)| \leq \sum_{j \in [k] \setminus \{a\}} \left( U_{X_j} + |U(X_a, X_j)| \right) + (k - 1) \left( \|U\|_1 + U_{X_a} \right). \]

Proof. Part (A): Define

\[ R_1 = \left\{ y \in [0,1] : \sum_{i \in R_1} U(X_i, y) > 0 \right\}, \]

\[ R_2 = \left\{ y \in [0,1] : \sum_{i \in R_2} U(y, X_i) > 0 \right\}. \]

For every $i \in [k] \setminus Q$ and $j \in [k] \setminus Q$, the contribution of a term $U(X_i, X_j)$ to the value of $E_{X[a]^{\infty}} \left[ U_X \left( R_{2,X}^+, R_{1,X}^+ \right) \right]$ is

\[ \int_{R_2 \times R_1} U(x,y) dxdy \leq \|U\|_1^+. \]

The contribution of the terms $U(X_i, X_j)$ with exactly one of $i$ and $j$ in $Q$ adds up to at most $2k \sum_{i \in Q} U_{X_i}$, because for example assuming $i \in Q, j \in [k] \setminus Q$ and using independence,

\[ E_{X[a]^{\infty}} \left[ U(X_i, X_j) \right] = \int_{[0,1]^{k-|Q|}} U(X_i, X_j) \prod_{a \in [k] \setminus Q} dX_a \]

\[ = \int_0^1 U(X_i, X_j) dX_j \leq \int_0^1 \left| U(X_i, X_j) \right| dX_j = U_{X_i}. \]

Hence

\[ E_{X[a]^{\infty}} \left[ U_X \left( R_{2,X}^+, R_{1,X}^+ \right) \right] \leq (k - |Q|)^2 \|U\|_1^+ + 2k \sum_{i \in Q} U_{X_i} + \sum_{i \in R_{2,X}^+ \cap Q, j \in R_{1,X}^+ \cap Q} U(X_i, X_j) \]

\[ \leq (k - |Q|)^2 \|U\|_1^+ + 2k \sum_{i \in Q} U_{X_i} + U(Q,Q). \]

Part (B): We wish to bound the change to the value of $U_X \left( R_{2,X}^+, R_{1,X}^+ \right)$ as $X$ is replaced by $Y^{(a)}$. The function $U_X \left( R_{2,X}^+, R_{1,X}^+ \right)$ is a function of the independent random variables $(X_{\ell})_{\ell \in [k] \setminus Q}$.
(as we fixed the other values), of which exactly one changes to $X_0$ in $Y^{(a)}$ since $a \notin Q$. This change has a double effect. On the one hand, it affects the values of $U$ that are considered, and on the other hand, as a secondary effect, the sets $R^+_2$ and $R^+_1$ themselves may change.

Now, since $X_i$ is fixed for all $i \in R_1 \cup R_2 \subseteq Q$ but $a \notin Q$, we actually have both $R^+_{2,Y^{(a)}} \subseteq \{a\}$ and $R^+_{1,X} \Delta R^+_{1,Y^{(a)}} \subseteq \{a\}$. Therefore the only terms that may change are the ones in the $a$-th row or column of $U_X$ and $U_{Y^{(a)}}$, and so

$$
\|U_X(R^+_{2,X}, R^+_{1,X}) - U_{Y^{(a)}}(R^+_{2,Y^{(a)}}, R^+_{1,Y^{(a)}})\| \leq \sum_{j \notin \{k\} \setminus \{a\}} \|U(X_a, X_j)\| + \sum_{j \in \{k\} \setminus \{a\}} \|U(Y^{(a)}_a, Y^{(a)}_j)\|
$$

which then leads to

$$
\mathcal{N}_{R_1, R_2, a+1}(X) - \mathcal{N}_{R_1, R_2, a+1}(Y^{(a)}) \leq
$$

\begin{align*}
&\leq \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \|U_X(R^+_{2,X}, R^+_{1,X}) - U_{Y^{(a)}}(R^+_{2,Y^{(a)}}, R^+_{1,Y^{(a)}})\| \right] \\
&\leq \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \notin \{k\} \setminus \{a\}} \|U(X_a, X_j)\| + \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \in Q} \|U(X_a, X_j)\| \right] \right] \\
&+ \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \notin \{k\} \setminus \{a\}} \|U(Y_a, X_j)\| + \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \in Q} \|U(Y_a, X_j)\| \right] \right] \\
&= \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \notin \{k\} \setminus \{a\}} \left( \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right) \right] \\
&+ \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \sum_{j \notin \{k\} \setminus \{a\}} \left( \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right) \right] \\
&= \sum_{j \in \{a\} \setminus \{a\}} \left( \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right) + \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right] \\
&+ \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right] \\
&= \sum_{j \in \{a\} \setminus \{a\}} \left( \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right) + \sum_{j \in \{a\} \setminus \{a\}} \left( U_{X_a} + U_{X_0} \right) \\
&+ \mathbb{E}_{|k \setminus \{a\} \subseteq Q |} \left[ \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right] \\
&\leq \sum_{j \in \{k\} \setminus \{a\}} \left( \|U(X_a, X_j)\| + \|U(X_0, X_j)\| \right) + (k - 1) \left( U_{X_a} + U_{X_0} \right). 
\end{align*}
Part (C): Finally, we bound the martingale difference.

\[ |\mathcal{N}_{(R_1,R_2),a}(X) - \mathcal{N}_{(R_1,R_2),a+1}(X)| \]

\[ \leq \left| \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_X \left( R_{2,1}^+, R_{1,1}^+ \right) \right] - \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_X \left( R_{2,1}^+, R_{1,1}^+ \right) \right] \right| \]

\[ = \mathbb{E}_{X_0} \left[ \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_Y(a) \left( R_{2,1}^+, R_{1,1}^+ \right) \right] - \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_X \left( R_{2,1}^+, R_{1,1}^+ \right) \right] \right] \]

\[ \leq \mathbb{E}_{X_0} \left[ \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_Y(a) \left( R_{2,1}^+, R_{1,1}^+ \right) \right] - \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_X \left( R_{2,1}^+, R_{1,1}^+ \right) \right] \right] \]

\[ \leq \mathbb{E}_{X_0} \left[ \sum_{j \in \{k\} \setminus \{a\}} \left( |U(X_a, X_j)| + |U(X_0, X_j)| \right) + \mathbb{E}_{X_0} \left[ (k-1) (|U|_1 + U_{X_a}) \right] \right] \]

As in our approach to the dispersion term, this now allows us to bound the size of the sets where the martingale difference is large, and apply Lemma 3.1. However, for what will follow, we need to keep track of our actual exceptional sets, not only their measure.

Lemma 10.2. Let \( U \in L^1_{\text{sym}}([0,1]^2) \) be a kernel, \( k \geq 2 \) an integer, \( q \in [k] \), \( \nu, \gamma > 0 \), \( Q_1, Q_2 \subseteq [k] \) with \( |Q_1| = |Q_2| = q \), and \( \beta := 4(k - 1)\|U\|_1 (1 + \nu k^\gamma) \). Let further

\[ H_{\beta,a,R_1,R_2} := \left\{ X \in [0,1]^k \mid |\mathcal{N}_{(R_1,R_2),a}(X) - \mathcal{N}_{(R_1,R_2),a+1}(X)| \geq \beta \right\} \]

for \( a \in [k] \) and \( R_1 \subseteq Q_1, R_2 \subseteq Q_2 \). Then

\[ \bigcup_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \bigcup_{a \in [k]} H_{\beta,a,R_1,R_2} \subseteq (L^0_{\nu,\gamma})^c. \]

Consequently, letting \( X = (X_1, X_2, \ldots, X_k) \in [0,1]^k \) be a uniform random \( k \)-vector, for any \( \lambda > 0 \) we have

\[ \mathbb{P}_X \left( (X \in L^0_{\nu,\gamma}) \land \left( \max_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \left| U_X(R_{2,1}^+, R_{1,1}^+) - \mathbb{E}_{X|\{a\}} \left[ \mathcal{U}_X(R_{2,1}^+, R_{1,1}^+) \right] \right| \geq \lambda \sqrt{k \cdot \beta^2} \right) \right) \]

\[ \leq 2 \cdot 4^q e^{-2\lambda^2}. \]

Proof. By Lemma 10.1 we have for any \( X \in L^0_{\nu,\gamma} \), \( R_1 \subseteq Q_1, R_2 \subseteq Q_2 \) and \( a \in [k] \setminus Q \) that

\[ |\mathcal{N}_{(R_1,R_2),a}(X) - \mathcal{N}_{(R_1,R_2),a+1}(X)| \leq \sum_{j \in \{k\} \setminus \{a\}} (U_{X_j} + |U(X_a, X_j)|) + (k-1) (|U|_1 + U_{X_a}) \]

\[ \leq 4(k - 1)\|U\|_1 (1 + \nu k^\gamma) \beta. \]

Note that \( \beta \) depends only on \( U, k, \nu \) and \( \gamma \), and not on any of \( a, R_1 \) and \( R_2 \). Also, whenever \( a \in Q \), we actually have \( \mathcal{N}_{(R_1,R_2),a}(X) = \mathcal{N}_{(R_1,R_2),a+1}(X) \), hence indeed

\[ \bigcup_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \bigcup_{a \in [k]} H_{\beta,a,R_1,R_2} \subseteq (L^0_{\nu,\gamma})^c. \]
By applying Lemma 5.1 to the $4^a$ functions $f_{R_1,R_2}(X) := \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) : [0,1]^k \to \mathbb{R}$ (where $R_1 \subseteq Q_1$ and $R_2 \subseteq Q_2$), we obtain the desired result.

**Corollary** (Corollary 6.7). Let $k \geq 2$, $q \in [k]$ be integers, $p \geq 2$, $\nu \geq 1$, $\gamma > 0$, $Q_1, Q_2 \subseteq [k]$ with $|Q_1| = |Q_2| = q$. Then for any kernel $U \in L^p_{sym}([0,1]^2)$, there exists a set $S_{k,\nu,\gamma,Q_1,Q_2}$ of measure at most $\frac{2}{\nu p k^p}$ such that for any $X \in L^0_{\nu,\gamma} \setminus S_{k,\nu,\gamma,Q_1,Q_2}$ we have

$$\max_{R_1 \subseteq Q_1, \; R_2 \subseteq Q_2} \left| \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) - \mathbb{E}_{X_{[k]} \mid Q} \left[ \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) \right] \right| \leq 4(k-1)\sqrt{k \ln k} \|U\|_1 (1 + \nu k^\gamma) \sqrt{\frac{q \nu p (\gamma + 3)}{2}}.$$

**Proof.** Let $\lambda = \sqrt{\frac{q \nu p (\gamma + 3) \ln k}{2}}$. Then

$$\lambda \sqrt{k} (4(k-1)\|U\|_1(1 + \nu k^\gamma)) = 4(k-1)\sqrt{k \ln k} \|U\|_1 (1 + \nu k^\gamma) \sqrt{\frac{q \nu p (\gamma + 3)}{2}}.$$

Further, since $k \geq 2$, we have $k^2 \nu \geq \nu$, but we also have $\nu^2 \geq \nu$, $q \nu \geq 1$ and $\nu p \geq 2$ as $q, \nu \geq 1$ and $p \geq 2$, implying $k^{np} \geq 4$. Thus

$$e^{-2\lambda^2} = e^{-q \nu p (\gamma + 3) \ln k} = k^{q \nu p} \cdot k^{2 np} \cdot k^{q p} \leq k^{-q p} \cdot \nu^{-p} \cdot 4^{-q}.$$

Applying Lemma 10.2 with our choice of $\lambda$ and setting

$$S_{k,\nu,\gamma,Q_1,Q_2} := \left\{ X \in L^0_{\nu,\gamma} : \left( \max_{R_1 \subseteq Q_1, \; R_2 \subseteq Q_2} \left| \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) - \mathbb{E}_{X_{[k]} \mid Q} \left[ \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) \right] \right| \geq \lambda \sqrt{k \cdot \beta^2} \right) \right\},$$

then finishes the proof. \qed

The above proof actually implies

$$\mathbb{P}_X(X \notin L^0_{\nu,\gamma} \setminus S_{k,\nu,\gamma,Q_1,Q_2}) \leq \frac{k^p \|U\|_p^p}{\nu^{p k^p} \|U\|_1^p} + \frac{2^{p+1} \|U\|_p^p k}{\nu^{p k^p} \|U\|_1^p}.$$

Now define the following measurable function on $[0,1]^k$:

$$N_{k,\gamma,Q_1,Q_2}(X) := \inf \left\{ \nu \geq 1 \mid X \in L^0_{\nu,\gamma} \setminus S_{k,\nu,\gamma,Q_1,Q_2} \right\}.$$

Using the notation $\kappa_{p,\gamma} = \frac{2^{p+1} \|U\|_p^p k}{\nu^{p k^p} \|U\|_1^p}$, we then have for any $t \geq 1$ that

$$\mathbb{P}_X(N_{k,\gamma,Q_1,Q_2}(X) > t) \leq \mathbb{P}_X(X \notin L^0_{\nu,\gamma} \setminus S_{k,\nu,\gamma,Q_1,Q_2}) \leq \kappa_{p,\gamma} t^{-p}.$$

Combining the previous result with part (A) of Lemma 10.1 this allows us to prove the following upper bound on $\max_{R_1 \subseteq Q_1, \; R_2 \subseteq Q_2} \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+)$.

**Lemma 10.3.** Let $k \geq 2$ and $q \in [k]$ be integers, $p \geq 2$, $\gamma > 0$, $Q_1, Q_2 \subseteq [k]$ with $|Q_1| = |Q_2| = q$. Then for any kernel $U \in L^p_{sym}([0,1]^2)$, we have

$$\max_{R_1 \subseteq Q_1, \; R_2 \subseteq Q_2} \mathcal{U}_X(R_{2,X}^+, R_{1,X}^+) \leq (k - |Q|)^2 \|U\|_1^+ + 2k \sum_{i \in Q} U_{X_i} + \mathcal{U}_X(Q, Q)$$

$$+ 4(k-1)\sqrt{k \ln k} \|U\|_1 (1 + N_{k,\gamma,Q_1,Q_2}(X) k^\gamma) \sqrt{\frac{q N_{k,\gamma,Q_1,Q_2}(X) p (\gamma + 3)}{2}}$$

for a.e. $X \in [0,1]^k$. 
Proof. By Corollary 6.7 we have for any \( \nu \geq 1 \) and \( X \in L_{\nu, \gamma}^0 \setminus \Sigma_{k, \nu, \gamma}^0 \) that

\[
\max_{R_1 \subseteq Q_1, \atop R_2 \subseteq Q_2} \mathcal{U}_X(R_{2, X}^+, R_{1, X}^+) \leq \max_{R_1 \subseteq Q_1, \atop R_2 \subseteq Q_2} \mathbb{E}_{X(k), Q} \left[ \mathcal{U}_X(R_{2, X}^+, R_{1, X}^+) \right]
+ 4(k - 1) \sqrt{k \ln k} \|U\|_1 (1 + \nu k^\gamma) \sqrt{\frac{q p (\gamma + 3)}{2}}.
\]

Applying part (A) of Lemma 10.3 and taking the infimum over all valid \( \nu \) for a fixed \( X \), this finishes the proof. \( \square \)

The above upper bound now only depends on \( X \) through the random variable \( N_{k, \gamma, Q_1, Q_2}(X) \), whose tail distribution we have control over via (4). This can in turn be exploited to bound the expectation of the maximum, a significant step forward compared to the maximum of the expectations.

**Proposition** (Proposition 6.8). Let \( k \geq 2, q \in [k] \) be integers, \( p \geq 2 \), and \( \gamma > 0 \). Then for any kernel \( U \in \mathbb{L}_{\text{sym}}^p([0, 1]^2) \), we have

\[
\mathbb{E}_X \left[ \mathbb{E}_{Q_1, Q_2 \subseteq [k], \atop |Q_1|=|Q_2|=q} \left[ \max_{R_1 \subseteq Q_1, \atop R_2 \subseteq Q_2} \mathcal{U}_X(R_{2, X}^+, R_{1, X}^+) \right] \right]
\leq (k - q)^2 \|U\|_+^+ + 4(k + q)q \|U\|_1 + 4k^\gamma (k - 1) \sqrt{k \ln k} \|U\|_1 \sqrt{\frac{q p (\gamma + 3)}{2}} (1 + k^{1-\gamma} p \frac{3}{2p - 3} \|U\|_p^p (2p - 3)).
\]

**Proof.** We have by Lemma 10.3

\[
\mathbb{E}_X \left[ \mathbb{E}_{Q_1, Q_2 \subseteq [k], \atop |Q_1|=|Q_2|=q} \left[ \max_{R_1 \subseteq Q_1, \atop R_2 \subseteq Q_2} \mathcal{U}_X(R_{2, X}^+, R_{1, X}^+) \right] \right]
\leq \mathbb{E}_X \left[ \mathbb{E}_{Q_1, Q_2 \subseteq [k], \atop |Q_1|=|Q_2|=q} \left[ (k - |Q|)^2 \|U\|_+^+ + 2k \sum_{i \in Q} U_{X_i} + \mathcal{U}_X(Q, Q) \right] \right]
+ 4k^\gamma (k - 1) \sqrt{k \ln k} \|U\|_1 \sqrt{\frac{q p (\gamma + 3)}{2}} \mathbb{E}_X \left[ \mathbb{E}_{Q_1, Q_2 \subseteq [k], \atop |Q_1|=|Q_2|=q} \left[ (1 + N_{k, \gamma, Q_1, Q_2}(X)) \sqrt{N_{k, \gamma, Q_1, Q_2}(X)} \right] \right]
\leq (k - q)^2 \|U\|_+^+ + 4kq \|U\|_1 + 2q(2q - 1) \|U\|_1
+ 4k^\gamma (k - 1) \sqrt{k \ln k} \|U\|_1 \sqrt{\frac{q p (\gamma + 3)}{2}} \mathbb{E}_{Q_1, Q_2 \subseteq [k], \atop |Q_1|=|Q_2|=q} \left[ \mathbb{E}_X \left[ 2N_{k, \gamma, Q_1, Q_2}^{3/2}(X) \right] \right].
\]

Now by (4) we obtain

\[
\mathbb{E}_X \left[ N_{k, \gamma, Q_1, Q_2}^{3/2}(X) \right] = \int_0^\infty P \left( N_{k, \gamma, Q_1, Q_2}^{3/2}(X) \geq s \right) ds = \frac{3}{2} \int_0^\infty P \left( N_{k, \gamma, Q_1, Q_2}(X) \geq t \right) \sqrt{t} dt
\leq \frac{3}{2} \int_0^1 \sqrt{t} dt + \frac{3}{2} \int_1^\infty k_{p, \gamma} t^{1/2-p} dt = 1 + \frac{3k_{p, \gamma}}{2p - 3},
\]
and so
\[
E_X \left[ \mathbb{E}_{Q_1, Q_2 \subseteq [k], |Q_1| = |Q_2| = q} \left[ \max_{R_1 \subseteq Q_1, R_2 \subseteq Q_2} \mathcal{U}_X (R_{2,X}^+, R_{1,X}^+) \right] \right]
\leq (k - q)^2 \|U\|_\infty^+ + 4(k + q)q \|U\|_1 + 4k\gamma(k - 1) \sqrt{k \ln k} \|U\|_1 \sqrt{\frac{qp(\gamma + 3)}{2} \left( 1 + \frac{3\kappa_p, \gamma}{2p - 3} \right)}.
\]

Combining Lemma 6.5 and Proposition 6.8 with our upper bound from Corollary 6.4, and using that \( kq \leq k\sqrt{q}k \), we arrive at the following.

**Proposition 10.4.** Let \( k \geq 2 \), \( q \in [k] \) be integers, \( p \geq 2 \), and \( \gamma > 0 \). Then for any kernel \( U \in L_{sym}^p([0, 1]^2) \), we have that
\[
E_X \left[ \|U\|_\infty^+ - \|U\|_\infty^+ \right] \leq \|U\|_1 + \|U\|_1 \kappa^{-1/2 + \max(0, 1 - \gamma p)} \sqrt{q \ln k} \left\{ 8 + 4 \sqrt{\frac{p(\gamma + 3)}{2} \left( \frac{3 \cdot 2^{p+1} \|U\|_p^p}{\|U\|_1^p (2p - 3)} \right)} \right\} + \frac{2}{2p - 3} \|U\|_2.
\]

Now we want to minimize the exponent of \( k \) in the second term by choosing \( \gamma \) appropriately, and then pick \( q \) so that the last two terms match up, and we obtain the best possible exponent for \( k \) in the upper bound. The minimizing choice is \( \gamma = 1/p \), whereas for \( q \), matching exponents imply \( k\gamma^{-1/2} \sqrt{\ln k} \sim 1/q \), leading to \( q := \left\lfloor \frac{k^{1/2 - \gamma}}{\sqrt{\ln k}} \right\rfloor = \left\lfloor \frac{k^{1/2 - 1/p}}{\sqrt{\ln k}} \right\rfloor \). This results in the following upper bound.

**Proposition 10.5.** Let \( k \geq 2 \) be an integer and \( p \geq 2 \). Then for any kernel \( U \in L_{sym}^p([0, 1]^2) \), we have
\[
E_X \left[ \|U\|_\infty^+ - \|U\|_\infty^+ \right] \leq Ck^{-\frac{1}{2} + \frac{1}{2p} (\ln k)^{1/4}}
\]
for some constant \( C \) depending only on \( p \), \( \|U\|_1 \), \( \|U\|_2 \), and \( \|U\|_p \).

Combining with the corresponding result for \(-U\), we obtain Proposition 6.9.