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Abstract—Cognitive radio is a promising technology to improve spectral efficiency. However, the secure performance of a secondary network achieved by using physical layer security techniques is limited by its transmit power and channel fading. In order to tackle this issue, a cognitive unmanned aerial vehicle (UAV) communication network is studied by exploiting the high flexibility of a UAV and the possibility of establishing line-of-sight links. The average secrecy rate of the secondary network is maximized by robustly optimizing the UAV’s trajectory and transmit power. Our problem formulation takes into account two practical inaccurate location estimation cases, namely, the worst case and the outage-constrained case. In order to solve those challenging non-convex problems, an iterative algorithm based on S-Procedure is proposed for the worst case while an iterative algorithm based on Bernstein-type inequalities is proposed for the outage-constrained case. The proposed algorithms can obtain effective suboptimal solutions of the corresponding problems. Our simulation results demonstrate that the algorithm under the outage-constrained case can achieve a higher average secrecy rate with a low computational complexity compared to that of the algorithm under the worst case. Moreover, the proposed schemes can improve the secure communication performance significantly compared to other benchmark schemes.

Index Terms—Cognitive radio, UAV communications, physical-layer security, robust design.

I. INTRODUCTION

A. Background and Motivation

The explosive increase of wide-band service requirements and the unprecedented proliferation of mobile devices result in a severe spectrum scarcity issue. In order to alleviate the spectrum crunch and to meet the increasing demand for high data rates, cognitive radio (CR) that aims to realize spectrum sharing between a primary network and a secondary network has been proposed to improve the spectral efficiency [1], [2]. Specifically, secondary users (SUs) coexist with primary users (PUs) in the same frequency spectrum while ensuring that PUs can tolerate the interference caused by SUs. Due to the promised high-spectral efficiency brought by CR, it has been widely investigated in traditional terrestrial communication networks such as cellular networks, wireless sensor networks, and relaying networks [3], [4]. However, in CR networks, the transmit power of a secondary base station should be restricted in order to guarantee the quality of service (QoS) of the PUs. What’s worse, the harsh channel fading conditions of terrestrial communication networks further degrade the performance of SUs. Thus, it is of utmost importance to study how to improve the performance of SUs in CR networks.

Recently, unmanned aerial vehicles (UAVs) communications have been extensively investigated for wireless communications in both military and civil applications due to the advantages of UAVs in terms of highly controllable mobility and flight flexibility [5], [6]. Compared with terrestrial CR networks, which are dominated by non-line-of-sight (NLoS) links due to multipaths and blockages, UAV-enabled CR networks can flexibly deploy UAVs in the air according to the actual environment [8]. In particular, the communication performance of ground nodes can be greatly improved since the air-to-ground channel is dominated by line-of-sight (LoS) with generally a small path loss exponent [9]. Moreover, the LoS channel facilitates the establishment of high data rate communications between UAVs and ground nodes. In practice, the throughput of UAV-enabled CR networks can be significantly improved by designing the UAV’s trajectory that exploits the extra design degrees of freedom [10], [11]. Thus, it is promising to exploit UAVs to establish CR networks that can improve the performance of SUs. However, due to the existence of strong LoS links from UAVs to PUs in UAV-enabled CR networks, the interference caused by the cognitive UAV transmitters to PUs is also increased substantially [12]. Thus, this is a major challenge for the design of the UAV’s trajectory and transmission power in UAV-enabled CR networks.
Moreover, due to the broadcast nature of wireless communications and the existence of LoS channels, potential eavesdroppers (Eves) on the ground are more prone to illegally intercept confidential information sent to legitimate recipients. It results in a significant security challenge for UAV-enabled CR networks. Besides conventional cryptography encryption methods enabling secure information transmission, physical-layer security technology has emerged as a promising alternative approach to guarantee the security of wireless communication systems by exploiting the physical layer characteristics of wireless channels [13]-[17]. In [18], the physical layer security of a UAV network was studied to jointly design the trajectory and transmission power of the UAV in order to maximize the minimum average secrecy rate of all users. As a significant metric for physical layer security, it was shown that the secrecy rate is closely related to channel conditions [19]. Thus, it is necessary to design the trajectory in UAV-enabled CR networks to improve the secure performance of SUs.

To unlock the potential of UAV-enabled communication systems, joint UAV’s trajectory and transmit power design has been studied under different scenarios [29]-[33]. However, these works assumed perfect channel estimations, which depends on the availability of accurate estimation for the locations of ground nodes. In practice, it is extremely difficult to acquire the exact location of PUs/Eves due to the existence of location estimation errors and quantization errors. Especially in UAV-enabled CR networks, it is challenging for a UAV to keep tracking the exact location of PUs/Eves via a camera or a synthetic aperture radar due to the energy limitation of the UAV [20]. As a result, the trajectory design and power allocation based on the assumption of perfect location information may lead to a large performance loss for UAV-enabled CR networks in practice. Recently, although the robust trajectory and transmit power designs have been considered in [16], [17], only the worst-case scenario has been studied. Specifically, in the worst-case scenario, the location errors are modeled by bounded sets. However, the bounded location error model usually leads to a conservative resource allocation which underestimates the actual communication performance of UAV systems. Thus, in the considered UAV-enabled CR network, we not only focus on the robust design based on the bounded location error model, but also consider the robust design based on the probabilistic location error model. For the latter model, the location errors are captured by a probability distribution [21], and outage probability constraints are proposed to replace the excessively conservative worst-case constraints adopted in the existing robust designs. Under this model, UAV-enabled CR networks can achieve better performance. In particular, the latter robust design is more suitable for scenarios with delay-sensitive communication devices [27].

Our proposed two robust UAV’s trajectory and transmit power optimization schemes in this paper are promising to improve the secure communication performance of SUs against the channel estimation error and offer a better protection to the performance of PUs. Moreover, the studied fair performance comparison between the two proposed robust designs is helpful for the performance analysis in UAV-enabled CR networks with practically imperfect channel state information (CSI).

B. Related Works

1) Traditionally terrestrial CR networks: The designs of robust resource allocation in traditionally terrestrial CR communication networks have been investigated under the bounded CSI error model in [22], [23] and under the probabilistic CSI error model in [24]-[26]. Specifically, in [22], the worst-case robust secure multiobjective resource allocation scheme was studied for multiple-input single-output CR networks with simultaneously wireless information and power transfer. Beamforming was designed to strike the tradeoff between the considered conflicting system design objectives. In [23], the authors studied the worst-case robust design of secure wireless information and power transfer in a cognitive relaying system. It was shown that by introducing a joint robust beamforming, transformation matrix and power splitting method, the minimization of transmit power can be achieved in the worst-case scenario. In order to improve the performance of CR networks under the bounded CSI error model, robust resource allocation designs under the outage probability constraints were proposed [24]-[26]. In [24], a robust beamforming problem was studied in CR networks to minimize the total SU’s transmit power via considering probabilistic chance constraints. It was shown that the robust beamforming design taking into account chance constraints is an effective approach to improve the performance compared to the conventional worst-case based method. Under the PU’s performance outage probability constraints, a robust cooperative beamforming was optimized for a CR relaying network in [25]. In [26], the SU power allocation problem was studied in a CR network with uncertain knowledge of interference information. In [27] and [28], robust beamforming designs were considered under two different CSI error models in wireless power transfer systems. However, the robust resource allocation schemes proposed in [22]-[28] are not applicable to UAV-enabled CR networks, since the channels in UAV-enabled CR networks are LoS channels and are coupled with the trajectory of UAVs.

2) UAV-enabled CR networks: To improve the throughput of SUs in CR networks, UAV-enabled CR communication systems were studied in [29]-[33]. In [29], the authors investigated spectrum sharing in UAV-enabled small-cell networks to maximize the throughput. In [30], an multiple-input multiple-output CR system was studied to maximize the achievable rate. In [31], a UAV-based CR system was proposed to improve the detection performance of spectrum sensing and access the idle spectrum. In [32], a UAV-aided CR satellite terrestrial network was investigated. By jointly optimizing the base station/UAV transmit power and the UAV’s trajectory, the achievable rate of the ground user can be maximized. In [33], the authors deployed a cognitive UAV to convey data to a set of Internet-of-Things devices. Although the above literature discussed the application of cognitive UAVs in various scenarios, they did not address the robust UAV’s trajectory and transmit power design issues in UAV-enabled CR networks when the locations of ground nodes cannot be accurately estimated.

C. Contributions and Organization

In this paper, we focus on designing robust trajectory and transmit power for secure UAV-enabled CR networks under
two practical cases that the locations of Eves and PUs cannot be accurately obtained. Two practical estimation error models are considered, namely, the bounded location error model and the probabilistic location error model. There is one SU, multiple Eves, and multiple PUs in the networks. It is assumed that the UAV knows the accurate location of the SU, but only knows the approximate regions where PUs and Eves are located. Our goal is to maximize the average secrecy rate subject to the UAV’s maximum mobility constraint, the UAV’s transmit power constraint, and the average interference power constraint. To the best of our knowledge, this is the first work that studies the robust design of secure UAV-enabled CR networks under these two location error models. Although the bounded location error model has been studied in [16], [17], and the probabilistic location error model has been studied in [21], the proposed schemes in [16, 17] are only applicable to conventional wireless terrestrial communication networks and cannot work in UAV-enabled CR networks, and the physical-layer security issue in CR networks has not been considered in [21], and thus the security of the UAV-enabled network cannot be guaranteed. Different from existing works, the main contributions of this paper are summarized as follows.

- The robust trajectory and transmit power design problem is first studied in the secure UAV-enabled CR networks under the bounded location error model. The considered worst-case robust average secrecy rate maximization (WCR-ASRM) problem is intractable due to its non-convexity and the existence of semi-infinite constraints. To tackle the intractability, we propose a suboptimal algorithm to iteratively solve an approximation problem obtained by using the successive convex approximation (SCA) method and S-Procedure.
- An outage-constrained robust average secrecy rate maximization (OCR-ASRM) problem is formulated for secure UAV-enabled CR networks under the probabilistic location error model. The relationship between the two location error models is studied and highlighted. The Bernstein-type inequalities are exploited to approximate the probabilistic constraints which are difficult to handle since they have no closed-from expressions. The original problem is tackled by an iterative algorithm based on the SCA method and a suboptimal solution is obtained.
- Simulation results and theoretical derivations show that the robust trajectory and transmit power design under the probabilistic location error model achieves a higher average secrecy rate and a lower algorithm complexity compared to that under the bounded location error model. Besides, our proposed robust schemes can achieve a larger average secrecy rate compared to benchmark schemes.

The rest of this paper is organized as follows. In Section II, the system model is presented. Section III presents a robust trajectory and transmit power design problem under the bounded location error model. Section IV presents a robust trajectory and transmit power design problem under the probabilistic location error model. In Section V, simulation results are presented. Finally, this paper is concluded in Section VI.

Notations: Boldface capital letters and boldface lower case letters represent matrixes and vectors, respectively. $\mathbb{C}^{M \times N}$, $\mathbb{H}^N$, $\mathbb{R}$, and $\mathbb{I}_n$ denote the set of $M$-by-$N$ complex matrixes, the set of $N$-by-$N$ Hermitian matrices, the set of all real numbers, and a $n \times n$ identity matrix, respectively. $x^T$ represents the transpose of a vector $x$. $\mathbb{R}[x]$ denotes the real part of vector $x$. $\| \cdot \|$ denotes the Euclidean norm of a vector. $x \sim N(\mu, \Sigma)$ means that $x$ is a real-valued random vector following a Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. $[a]^+$ denotes the function $\max(a, 0)$. $\nabla^2 f(x,y)$ denotes a square matrix composed of second-order partial derivatives of the multivariate function $f(x,y)$. $A \succeq 0$ means that $A$ is a Hermitian positive semi-definite matrix. $\text{Tr}(A)$ and $\text{vec}(A)$ denote the trace operation and the vectorization, respectively.

II. SYSTEM MODEL

A downlink secure UAV-enabled CR network under spectrum sharing is considered in Fig. 1, where a cognitive UAV transmits a piece of confidential information to a ground SU over the spectrum band of the PUs, in the presence of a set of $K$ ground Eves, and $L$ ground PUs. Let $\mathcal{K} \triangleq \{1, \ldots, K\}$ denote the set of Eves and $\mathcal{L} \triangleq \{1, \ldots, L\}$ denote the set of PUs. In this paper, we consider a three-dimensional Cartesian coordinate system where the SU, the $l$th PU, and the $k$th Eve, $l \in \mathcal{L}, k \in \mathcal{K}$, have fixed horizontal location of $q_s = (x_s, y_s)^T$, $q_l = (x_{p,l}, y_{p,l})^T$, and $e_k = (x_{e,k}, y_{e,k})^T$, respectively. Similar to the work in [34], it is assumed that the UAV flies at a constant altitude $H$ to avoid encountering obstacles. Specifically, in the horizontal direction, the UAV flies from the pre-determined initial location $q_I = (x_I, y_I)^T$ to the final location $q_F = (x_F, y_F)^T$ with the time-varying horizontal location $q(t) = (x(t), y(t))^T$, where $t \in T = [0, T]$ and $T$ is the flight duration.

In order to facilitate the trajectory design of the UAV, the flight duration $T$ is equally divided into $N$ sufficiently small time slot with each duration of $d_t$. Due to the sufficiently small $d_t$, the state of the UAV in each time slot can be regarded as static. Thus, the flight trajectory of the UAV can be expressed as $q[n] = (x[n], y[n])^T$, where $n \in N^c \triangleq \{1, \ldots, N\}$. The initial location $q_I$ and the final location $q_F$ can be denoted as $q[1]$ and $q[N]$, respectively. Considering a practical speed
constraint of the UAV, the mobility constraint of the UAV can be expressed as
\[ \| q[n] - q[n-1] \|^2 \leq (V_{\text{max}} d_n)^2, \forall n \in \mathcal{N}, \]
where \( V_{\text{max}} \) is the maximum available horizontal speed of the UAV. Let \( P[n] \) denote the transmit power of the UAV in time slot \( n \), \( \bar{P} \) and \( P_{\text{max}} \) denote the average transmit power and the peak transmit power of the UAV, respectively. Thus, the average and peak transmit power constraints imposed on the UAV can be given as, respectively,
\[ \frac{1}{N} \sum_{n=1}^{N} P[n] \leq \bar{P}, \quad 0 \leq P[n] \leq P_{\text{max}}, \forall n \in \mathcal{N}. \]

Since UAVs generally operate above moderate altitude [8], the channels from the UAV to SU, PUs, and Eves are all dominated by LoS components [16], [17]. Thus, the distance between the UAV and the receivers can be used to determine the corresponding channels. Specifically, the channel power gain from the UAV to the SU in time slot \( n \) is given by
\[ h[n] = \frac{\beta_0}{\| q[n] - q_s \|^2 + H^2}, \]
where \( \beta_0 \) denotes the channel power gain with reference distance 1 m. In time slot \( n \), the channel power gains from the UAV to the \( i \)th PU and the \( k \)th Eve are given as, respectively,
\[ s_i[n] = \frac{\beta_0}{\| q[n] - q_i \|^2 + H^2}, \]
\[ g_k[n] = \frac{\beta_0}{\| q[n] - q_e \|^2 + H^2}. \]

Note that accurate \( q_i \) and \( q_e \) are unknown due to the existence of location estimation errors and quantization errors. It is assumed that the potential location regions of the PUs and Eves can be estimated at the UAV. This assumption can be justified from two aspects. On the one hand, due to the LoS link in UAV communications, it is possible for a UAV to obtain the approximate location of eavesdroppers via a camera or a synthetic aperture radar [35]. On the other hand, the UAV can obtain the estimated location of the PUs via cooperation between the primary network and the secondary network [27]. Moreover, Eves may be legitimate SUs in the past but do not have the privilege to access the confidential information in the current communication slots [21], [22]. In this case, the location of Eves can be estimated via the previous cooperation between Eves and the UAV.

In order to guarantee the QoS of all PUs, the interference temperature (IT) constraint is applied [35]. In this case, the interference caused by the UAV to all PUs is controlled and limited. The average interference power constraint of the \( i \)th PU is given by
\[ \frac{1}{N} \sum_{n=1}^{N} s_i[n] P[n] \leq \Upsilon, \quad i \in \mathcal{L}, \]
where \( \Upsilon \) denotes the constant IT threshold imposed on all PUs. On the other hand, to guarantee secure transmission from the UAV to the SU, the physical layer security technique is employed, and the average secrecy rate of the SU during the flight time \( T \) is given by
\[ R^{\text{sec}} = \frac{1}{N} \sum_{n=1}^{N} \min_{k \in \mathcal{K}} \left\{ \left[ R_U[n] - R_{E,k}[n] \right]^+ \right\}, \]
\[ R_U[n] = \log_2 \left( 1 + \frac{P[n] h[n]}{\sigma^2} \right), \]
\[ R_{E,k}[n] = \log_2 \left( 1 + \frac{P[n] g_k[n]}{\sigma^2_k} \right), \]
where \( \sigma^2 \) and \( \sigma^2_k \) denote the variance of Gaussian noises at the SU receiver and the \( k \)th Eve receiver, respectively.

In this paper, since the perfect location of PUs and Eves are unknown, two robust trajectory and transmit power designs are proposed, namely, the worst case and the outage-constrained case. The details are presented as follows.

### III. WORST-CASE ROBUST TRAJECTORY AND TRANSMIT POWER DESIGN

In this section, the robust trajectory and transmit power design problem is considered under the bounded location error model. Under this practical location uncertainty model, a lower bounded performance of UAV-enabled CR networks can be estimated and guaranteed. Moreover, this model is appropriate in many military applications requiring a high-level of security. In this work, the average secrecy rate is maximized subject to the robust trajectory and transmit power constraint problem. Since the robust trajectory and transmit power design problem is non-convex with infinite inequality constraints, a suboptimal iterative algorithm is proposed based on the SCA method and S-Procedure. In each iteration, a convex optimization problem is solved by using the standard convex optimization method.

#### A. The Bounded Location Error Model

According to the works in [16] and [17], in practice, the estimation errors for the location of PUs and Eves can be modeled as the bounded location error model. The bounded location error model for the location of the \( i \)th PU is given as
\[ q_i = \bar{q}_i + \Delta q_i, \quad l \in \mathcal{L}, \]
\[ \Psi_l \triangleq \left\{ \Delta q_l \in \mathbb{R}^{2 \times 1} : \| \Delta q_l \|^2 \leq \omega_l^2 \right\}, \]
and the bounded location error model for the location of the \( k \)th Eve is given as
\[ e_k = \bar{e}_k + \Delta e_k, \quad k \in \mathcal{K}, \]
\[ \Omega_k \triangleq \left\{ \Delta e_k \in \mathbb{R}^{2 \times 1} : \| \Delta e_k \|^2 \leq \xi_k^2 \right\}, \]
where \( \bar{q}_i \) and \( \bar{e}_k \) denote the estimates of the location vectors \( q_i \) and \( e_k \), respectively; \( \Delta q_i \) and \( \Delta e_k \) denote the location estimation errors of \( q_i \) and \( e_k \), respectively; \( \Psi_l \) and \( \Omega_k \) represent the uncertainty regions of \( q_i \) and \( e_k \), respectively; \( \omega_l \) and \( \xi_k \) denote the radii of the uncertainty regions \( \Psi_l \) and \( \Omega_k \), respectively.
B. Worst-Case Robust ASRM Problem

Based on the bounded location error model, the WCR-ASRM problem subject to the UAV mobility constraint, the transmit power constraint, and the average interference power constraint is formulated as

\[
\begin{align*}
\max_{\mathcal{P},Q} & \quad \frac{1}{N} \sum_{n=1}^{N} \min_{k \in k} \left\{ R_U[n] - \max_{\Delta e_k \in \Omega_k} R_{E,k}[n] \right\} \\
\text{s.t.} & \quad \frac{1}{N} \sum_{n=1}^{N} s_l[n] P[n] \leq T, \quad \forall \Delta q_l \in \Psi_l, \quad l \in \mathcal{L}, \\
& \quad (1), (2a), (2b),
\end{align*}
\]  

(10a)

where \(\mathcal{P}\) and \(Q\) denote the sets of variables \(\{P[n]\}_{n=1}^{N}\) and \(\{q[n]\}_{n=1}^{N}\), respectively. (10b) can guarantee that the average interference power caused by the UAV to each PU does not exceed the IT threshold for all location estimation errors satisfying (8b). Owing to the nonlinear objective function and the non-convex constraint in (10b), the original optimization problem (10) is non-convex and challenging to solve. Moreover, the infinite inequality constraint caused by the uncertain region complicates the problem. Note that the operator \([\cdot]^+\) in the objective function can be safely omitted without affecting the optimal value of the optimization problem. For more relevant proof details, please refer to the work in [16].

In general, the formulated problem is non-convex and intractable. As a compromise approach, we aim to design a suboptimal algorithm to achieve an efficient solution. To this end, slack variables \(\alpha_n, \beta_n,\) and \(\gamma_{l,n}\), where \(n \in \mathcal{N}\) and \(l \in \mathcal{L}\), are introduced. Thus, (10) can be equivalently expressed as

\[
\begin{align*}
\max_{\mathcal{P},Q,\alpha,\beta,\gamma,N} & \quad \frac{1}{N} \sum_{n=1}^{N} \{\log_2 (\alpha_n) - \beta_n\} \\
\text{s.t.} & \quad \frac{1}{N} \sum_{n=1}^{N} \gamma_{l,n} \leq T, \quad \forall l, \\
& \quad \|q[n] - q_k\|^2 + H^2 - \frac{\beta_0 P[n]}{\sigma^2 (\alpha_n - 1)} \leq 0, \quad \forall n, \\
& \quad \|q[n] - e_k\|^2 + H^2 - \frac{\beta_0 P[n]}{\sigma^2 (\gamma_{l,n} - 1)} \geq 0, \quad \forall k,n, \Delta e_k \in \Omega_k, \\
& \quad \|q[n] - q_i\|^2 + H^2 - \frac{\beta_0 P[n]}{\gamma_{l,n}} \geq 0, \quad \forall l, n, \Delta q_l \in \Psi_l, \\
& \quad \alpha_n > 1, \quad \forall n, \\
& \quad (1), (2a), (2b),
\end{align*}
\]  

(11a)

provided that there exists a vector \(\mathbf{x}\) such that \(f_1(\mathbf{x}) < 0\).

By applying the \(S\)-Procedure and introducing slack variables \(\theta_{k,n}, \chi_{l,n}, \lambda_{k,n}, \) and \(\mu_{l,n}\), where \(n \in \mathcal{N}, l \in \mathcal{L},\) and \(k \in \mathcal{K}\), (11) can be expressed equivalently as

\[
\begin{align*}
\max_{\mathcal{P},Q,\alpha,\beta,\gamma,\theta,\chi,\lambda,\mu,N} & \quad \frac{1}{N} \sum_{n=1}^{N} \{\log_2 (\alpha_n) - \beta_n\} \\
\text{s.t.} & \quad \left[ (\lambda_{k,n} + 1) I_2 - (q[n] - \bar{e}_k)^T c_{k,n} - \lambda_{k,n} \xi^2_{k} \right] \geq 0, \quad \forall k,n, \\
& \quad \frac{\beta_0 P[n]}{\sigma^2 (2\beta_n - 1)} \leq \theta_{k,n}, \quad \forall k,n, \\
& \quad \left[ (\mu_{l,n} + 1) I_2 - (q[n] - \bar{q}_l)^T c_{l,n} - \mu_{l,n} \omega^2_l \right] \geq 0, \quad \forall l,n, \\
& \quad \lambda_{k,n}, \chi_{l,n}, \mu_{l,n}, \varphi_n \geq 0, \quad \forall k,n, \mu_{l,n} \geq 0, \quad \forall \varphi_n, \\
& \quad (11b), (11c), (11d), (11g),
\end{align*}
\]  

(13a)

where \(c_{k,n}\) and \(c_{l,n}\) are given as, respectively,

\[
\begin{align*}
c_{k,n} &= (q[n] - \bar{e}_k)^T (q[n] - \bar{e}_k) + H^2 - \theta_{k,n}, \\
c_{l,n} &= (q[n] - \bar{q}_l)^T (q[n] - \bar{q}_l) + H^2 - \chi_{l,n},
\end{align*}
\]  

(14a)

(14b)

where \(\theta, \chi, \lambda, \) and \(\mu\) denote the sets of slack variables \(\{\theta_{k,n}\}_{k=1}^{K,n=1}, \{\chi_{l,n}\}_{l=1}^{L,n=1}, \{\lambda_{k,n}\}_{k=1}^{K,n=1},\) and \(\{\mu_{l,n}\}_{l=1}^{L,n=1}\), respectively. Thus, there are finite numbers of inequality constraints in problem (13). However, (13) is still non-convex due to the existence of variables coupling in (11c), (13b), (13c), (13d), and (13e). To solve this difficulty, we introduce the slack variables, \(\tau[n] = (P[n] - 1)\) and \(\varphi_n = 2^\varphi_n - 1\), where \(n \in \mathcal{N}\). Then, the problem in (13) can be rewritten as

\[
\begin{align*}
\max_{\mathcal{P},Q,\alpha,\beta,\gamma,\theta,\chi,\lambda,\mu,N} & \quad \frac{1}{N} \sum_{n=1}^{N} \{\log_2 (\alpha_n) - \log_2 (\varphi_n + 1)\} \\
\text{s.t.} & \quad \frac{\beta_0}{\sigma^2 (\tau[n] - 1)} \leq \theta_{k,n}, \quad \forall k,n, \\
& \quad \frac{\beta_0}{\tau[n] - 1} \leq \chi_{l,n}, \quad \forall l,n, \\
& \quad \|q[n] - q_i\|^2 + H^2 - \frac{\beta_0}{\sigma^2 (\alpha_n - 1)} \leq 0, \quad \forall n, \\
& \quad \frac{1}{N} \sum_{n=1}^{N} \frac{1}{\tau[n]} \leq \tilde{P}, \quad \tau[n] \geq \frac{1}{P_{\text{max}}}, \quad \forall n, \\
& \quad (1), (11b), (11f), (13b), (13d), (13f),
\end{align*}
\]  

(15a)

(15b)

(15c)

(15d)

(15e)

(15f)

where \(\tau\) and \(\varphi\) denote the sets of the slack variables \(\{\tau[n]\}_{n=1}^{N}\) and \(\{\varphi_n\}_{n=1}^{N}\), respectively. Note that (15b) and (15c) are convex constraints. However, (15d) is a non-convex constraint which is verified in the following proposition.

Proposition 1: Let \(f(x, y) = \frac{1}{x^2 + y^2}\), where \(x > 0\) and \(y > 0\). Then, \(f(x, y)\) is jointly convex with respect to \(x\) and \(y\).

Proof: Please refer to Appendix A.

Meanwhile, the objective function in (15a) is non-concave, since \(-\log_2 (\varphi_n + 1)\) is convex. Moreover, constraints (13b) and (13d) are non-convex due to the existence of the second-order variables \(x^2[n]\) and \(y^2[n]\) in \(c_{k,n}\) and \(c_{l,n}\). Fortunately,
the above functions are convex which are lower bounded by the corresponding first-order Taylor approximations. For a given set of feasible points, \( \{ \tilde{\tau} [n], \tilde{q} [n], \tilde{\alpha}_n, \tilde{\varphi}_n \}_{n=1}^N \), inequalities (16) shown at the bottom of this page must hold \( \forall n \in N \). Then, the lower bound value of (15) can be obtained by solving the following problem:

\[
\begin{align*}
\max_{\tau, \varrho, \alpha, \gamma, \theta, \chi, \lambda, \mu} & \quad \frac{1}{N} \sum_{n=1}^{N} \left\{ \log_2 (\alpha_n) + \Phi (\varphi_n) \right\} \quad (17a) \\
\text{s.t.} & \quad \| q [n] - \tilde{q}_k \|_2^2 + H^2 - \Theta (\tau [n], \alpha_n) \leq 0, \quad \forall n, \quad (17b) \\
& \quad (\lambda_{k,n} + 1) I_k - (q [n] - \tilde{e}_k) \geq 0, \quad \forall k, n, \quad (17c) \\
& \quad (\mu_{l,n} + 1) I_k - (q [n] - \tilde{q}_l) \geq 0, \quad \forall l, n, \quad (17d) \\
& \quad (\tilde{c}_{k,n} - c_{k,n}^2) \leq 0, \quad \forall c_{k,n}, \quad (17e)
\end{align*}
\]

where \( \tilde{c}_{k,n} \) and \( \tilde{c}_{l,n} \) are respectively given as,

\[
\begin{align*}
\tilde{c}_{k,n} &= (q [n] - \tilde{e}_k)^T (2q [n] - \tilde{e}_k - q [n]) + H^2 - \chi_{k,n}, \quad (18a) \\
\tilde{c}_{l,n} &= (q [n] - \tilde{q}_l)^T (2q [n] - \tilde{q}_l - q [n]) + H^2 - \chi_{l,n}. \quad (18b)
\end{align*}
\]

Note that (17) is a convex optimization problem, which can be efficiently solved by using the standard convex optimization method, e.g., the interior-point method [37]. Then, Algorithm 1 based on the SCA method is proposed to tighten the first-order Taylor approximations. In this case, the suboptimal solutions of the original optimization problem (10), \( P^* \) and \( Q^* \), can be obtained by iteratively solving (17).

**Algorithm 1: Iterative Algorithm for solving (10)**

1: **Initialization:**
   - Initialize \( \{ \tilde{\tau} [n], \tilde{q} [n], \tilde{\alpha}_n, \tilde{\varphi}_n \}_{n=1}^N \), the threshold \( \epsilon \rightarrow 0 \).
2: **Optimization:**
   - repeat
     1) Obtain suboptimal \( \tau^*, \varrho^*, \alpha^*, \) and \( \varphi^* \) by solving (17).
     2) if \( R^{\text{sec}} (P^*, Q^*) - R^{\text{sec}} (\tilde{P}, \tilde{Q}) \leq \epsilon \)
       break;
   - end
     3) Update \( \{ \tilde{\tau} [n] \}_{n=1}^N \leftarrow \tau^*, \{ \tilde{q} [n] \}_{n=1}^N \leftarrow \varrho^*, \{ \tilde{\alpha}_n \}_{n=1}^N \leftarrow \alpha^*, \{ \tilde{\varphi}_n \}_{n=1}^N \leftarrow \varphi^* \).
3: **Output** \( \{ P^* \) and \( Q^* \).]

**Remark 1:** Due to the inequalities in (16b), (16c), and (16d), the left hand side (LHS) of (15d) is a lower bound of (17b), and the LHS of (13b) and (13d) are upper bounds for (17c) and (17d), respectively. In other words, (17b), (17c), and (17d) hold implying (15d), (13b), and (13d) hold, respectively. Hence, the solution of problem (17) is a feasible suboptimal solution of problem (15).

**Remark 2:** The convergence of Algorithm 1 is guaranteed. Since (16a) is a lower bound of \( -\log_2 (\varphi_n + 1) \), the objective function of (17) is a lower bound of the objective function of (15). Note that the objective value of (15) is equal to that of (17) only at feasible points \( \{ \tilde{\tau} [n], \tilde{q} [n], \tilde{\alpha}_n, \tilde{\varphi}_n \}_{n=1}^N \), and the objective value of (15) is larger than that of (17) with the solution of (17). Thus, the objective value of (15) with the solution of (17) is no less than that with the solution \( \{ \tilde{\tau} [n], \tilde{q} [n], \tilde{\alpha}_n, \tilde{\varphi}_n \}_{n=1}^N \). It means that the objective value of (17) and (15) is non-decreasing over iteration.

**Remark 3:** In step 1 of Algorithm 1, the convex optimization problem in (17) can be solved by using the interior-point method (IPM) [37]. According to [53], the computational complexity of Algorithm 1 using the IPM can be divided into three parts, namely, the required numbers of iterations of the SCA method, the iteration complexity, and the per-iteration computation cost. It is assumed that the maximum number of iterations of the SCA method is \( T_1 \) and the accuracy of the iteration is \( \epsilon \). Problem (17) has \( (K + L)N \) linear matrix inequalities (LMIs) of size 3, \( 2(K + L + 2)N + L + 1 \) LMIs of size 1. The number of decision variables \( m \) is on the order of

\[
\begin{align*}
- \log_2 (\varphi_n + 1) & \geq -\log_2 (\tilde{\varphi}_n + 1) - \frac{1}{\ln 2} (\varphi_n - \tilde{\varphi}_n) = \Phi (\varphi_n) \quad (16a) \\
\frac{\beta_0}{\sigma^2} & \geq \left( \frac{\beta_0}{\sigma^2} \right) \left( \frac{1}{\tilde{\tau} [n] (\tilde{\alpha}_n - 1)} - \frac{(\tau [n] - \tilde{\tau} [n])}{(\tilde{\tau} [n])^2 (\tilde{\alpha}_n - 1)} - \frac{(\alpha_n - \tilde{\alpha}_n)}{(\tilde{\alpha}_n - 1)^2} \right) = \Theta (\tau [n], \alpha_n) \quad (16b) \\
(q [n] - \tilde{e}_k)^T (q [n] - \tilde{e}_k) & \geq (q [n] - \tilde{e}_k)^T (2q [n] - \tilde{e}_k - q [n]) \quad (16c) \\
(q [n] - \tilde{q}_l)^T (q [n] - \tilde{q}_l) & \geq (q [n] - \tilde{q}_l)^T (2q [n] - \tilde{q}_l - q [n]) \quad (16d)
\end{align*}
\]

\[
\mathcal{O} \left( T_1 \sqrt{5K + 5L + 4} \right) N + L + 1 \ln (\epsilon^{-1}) \left\{ \left( 27 + 9m \right) \left( K + L \right) N + \left[ 2 \left( K + L + 2 \right) N + L + 1 \right] \left( 1 + m \right) + m^2 \right\} \quad (19)
\]


\((K + L)N\), e.g., \(m = \mathcal{O}((K + L)N)\), where \(\mathcal{O}(\cdot)\) is the big-O notation. Thus, the total complexity of Algorithm 1 under the bounded location error model is given by (19), as shown at the bottom of this page. Note that the proposed Algorithm 1 has a polynomial time computational complexity which is suitable for practical implementation.

IV. OUTAGE-CONSTRAINED ROBUST TRAJECTORY AND TRANSMIT POWER DESIGN

In this section, the robust trajectory and transmit power design problem is considered under the probabilistic location error model. The probabilistic location error model is different from the bounded location error model as the latter is appropriate to handle the extreme scenario where the system performance has to be guaranteed even in the worst case. Under the bounded location error model, the performance is usually conservative since the worst-case objective function is considered and all constraints should be rigorously hold. As an alternative, the probabilistic location error model is considered for tackling the issues caused by over protection. In this section, the constraints involving the location error model are outage probability constraints. Note that the OCR-ASRM problem is even more challenging to compare to the WCR-ASRM problem due to the existence of probability constraints. Furthermore, to provide a fair comparison between the performance under two different location error models, a method is proposed to ensure that the WCR-ASRM problem is a safe approximation to the OCR-ASRM problem [39]. In this case, each feasible point of the WCR-ASRM problem is also feasible to the OCR-ASRM problem, and always satisfies the corresponding outage probability constraints.

A. The Probabilistic Location Error Model

According to the work in [21], it is assumed that the locations of each PU and each Eve are stochastic and follow the Gaussian distribution due to the estimation errors. Specifically, \(x\) and \(y\) coordinates are independent and identically distributed (i.i.d.) Gaussian random variables. The Gaussian location error models for the location of the \(l\)th PU and the \(k\)th Eve, are given as, respectively,

\[
\begin{align*}
q_l &= \bar{q}_l + \Delta q_l, \quad \Delta q_l \sim \mathcal{N}(0, \bar{\omega}_l^2 2) , \quad \forall l \in \mathcal{L}, \\
e_k &= \bar{e}_k + \Delta e_k, \quad \Delta e_k \sim \mathcal{N}(0, \bar{\omega}_k^2 2) , \quad \forall k \in \mathcal{K},
\end{align*}
\]

where \(\bar{q}_l\) and \(\bar{e}_k\) denote the estimated location; \(\Delta q_l\) and \(\Delta e_k\) denote the location estimation errors; \(\bar{\omega}_l^2\) and \(\bar{\omega}_k^2\) are variances of the corresponding location estimation errors.

B. Outage-Constrained Robust ASRM Problem

Based on the probabilistic location error model, the OCR-ASRM problem is studied under the outage probabilistic constraints which is formulated as

\[
\begin{align*}
\max_{\rho, q, \beta, \gamma} & \quad \frac{1}{N} \sum_{n=1}^{N} \{R_{E} \mid [n] - \beta_n \} \quad (21a) \\
\text{s.t.} & \quad \Pr_{\{\Delta e_k\}} \left\{ R_{E,k} \mid [n] \leq \beta_n \right\} \geq 1 - \rho, \quad \forall k, n, \quad (21b) \\
& \quad \Pr_{\{\Delta q_l\}} \left\{ s_l \mid [n] P \mid [n] \leq \gamma_{l,n} \right\} \geq 1 - \phi, \quad \forall l, n, \quad (21c) \\
& \quad (11b), (11g), \quad (21d)
\end{align*}
\]

where \(\rho \in (0, 1]\) denotes the maximum outage probability associated with the transmission rate of all Eves and \(\phi \in (0, 1]\) denotes the maximum outage probability associated with the interference power of all PUs. Since the location estimation errors of Eves are probabilistic, the problem of maximizing the average secrecy rate (7a) can be transformed into a problem that maximizes (21a) while satisfying the corresponding outage probability constraint (21b) by introducing an auxiliary variable \(\beta_n\), (21c) guarantees that the outage probability of the interference power of the PUs being larger than \(\gamma_{l,n}\) is less than \(\phi\). Note that the probability term in (21b) can be regarded as the coupling of probability terms among Eves, which is intractable and complicated. In order to decouple the joint probabilistic constraint into tractable terms, by exploiting the independence between the locations of Eves, we have the following implication:

\[
(21b) \iff \prod_{k=1}^{K} \Pr_{\{\Delta e_k\}} \{ R_{E,k} \mid [n] \leq \beta_n \} \geq 1 - \rho, \quad \forall n, \quad (22a) \\
\iff \Pr_{\{\Delta e_k\}} \{ R_{E,k} \mid [n] \leq \beta_n \} \geq 1 - \bar{\rho}, \quad \forall k, n, \quad (22b)
\]

where \(\bar{\rho} = 1 - (1 - \rho)^{1/K}\). (22b) means that the outage probability of mutual information for each Eve being larger than \(\beta_n\) should be lower than \(\bar{\rho}\). Then, by introducing the slack variables \(\alpha_n, n \in \mathcal{N}\), a lower bound value of problem (21) can be obtained by solving the following problem:

\[
\begin{align*}
\max_{\rho, q, \beta, \gamma} & \quad \frac{1}{N} \sum_{n=1}^{N} \{\log_2 (\alpha_n) - \beta_n \} \quad (23a) \\
\text{s.t.} & \quad \Pr_{\{\Delta e_k\}} \{ R_{E,k} \mid [n] \leq \beta_n \} \geq 1 - \bar{\rho}, \quad \forall k, n, \quad (23b) \\
& \quad \|q[n] - q_s\|^2 + H^2 - \frac{\beta_0 P[n]}{\sigma^2 (\alpha_n - 1)} \leq 0, \quad \forall n, \quad (23c) \\
& \quad (11b), (11f), (11g), (21c). \quad (23d)
\end{align*}
\]

For a fair comparison between the performance of the WCR-ASRM design and the OCR-ASRM design, the radii of uncertainty regions, \(\Psi_l\) and \(\Omega_k\), are chosen as [39]

\[
\begin{align*}
\omega_l &= \omega_l \sqrt{\frac{F^{-1}((1 - \phi))}{\chi^2}} , \quad \forall l \in \mathcal{L}, \quad (24a) \\
\xi_k &= \xi_k \sqrt{\frac{F^{-1}((1 - \rho)^{1/K})}{\chi^2}} , \quad \forall k \in \mathcal{K}, \quad (24b)
\end{align*}
\]

where \(F^{-1}(\cdot)\) denotes the inverse cumulative distribution function of a Chi-square random variable with 2 degrees of freedom. Thus, the uncertainty radius \(\omega_l\) can satisfy \(\Pr_{\{\Delta q_l\}} \left\{ \|\Delta q_l\|^2 \leq \omega^2_l \right\} = 1 - \phi\) and the uncertainty radius \(\xi_k\) can satisfy \(\Pr_{\{\Delta e_k\}} \left\{ \|\Delta e_k\|^2 \leq \xi^2_k \right\} = 1 - \bar{\rho}\). By choosing \(\omega_l\) and \(\xi_k\), if constraints (11d) and (11e) are satisfied, constraints (23b) and (21c) must be satisfied. Thus, the WCR-ASRM problem (11) can be considered as a safe approximation to the OCR-ASRM problem (23). Note that the closed-form expressions of constraints (21c) and (23b) are difficult to derive directly due to the outage probability. To convert the probability constraints into deterministic forms, the Bernstein-type inequality is applied to provide a safe approximation of problem (23), which is summarized as follows.

Lemma 2 (The Bernstein-type Inequality) [40]: Define \(A \in \mathbb{R}^{N \times N}\) as...
where

\[ \mathbb{E}^N, \mathbf{x} \sim \mathbb{N}(0, \mathbf{I}), \mathbf{b} \in \mathbb{C}^{N \times 1}, \mathbf{c} \in \mathbb{R}, \text{ and } \rho \in (0, 1), \]

the following implication holds

\[
\Pr \left\{ x^T \mathbf{A} \mathbf{x} + 2 \Re \left\{ x^T \mathbf{b} \right\} + c \geq 0 \right\} \geq 1 - \rho
\]

\[
\leq \left\{ \begin{array}{ll}
\text{Tr} (\mathbf{A}) - \sqrt{2 \ln (\rho)} + \ln (\rho) \nu_2 + c & \geq 0, \\
\left\| \frac{\text{vec}(\mathbf{A})}{\sqrt{2} } \right\| & \leq \nu_1, \\
\nu_2 \mathbf{I}_N + \mathbf{A} & \succeq 0, \quad \nu_2 \geq 0,
\end{array} \right.
\]

(25)

where \( \nu_1 \) and \( \nu_2 \) are slack variables.

By applying Lemma 2, an approximate expression of the outage interference power constraint (21c) can be given as

\[
\text{Tr} (\mathbf{A}_k) - \sqrt{2 \ln (\rho)} \eta_{k,n} + \ln (\phi) \zeta_{l,n} + \bar{c}_{k,n} \geq 0, \quad \forall l, n.
\]

(26a)

\[
\left\| \frac{\text{vec}(\mathbf{A}_k)}{\sqrt{2} } \right\| \leq \eta_{l,n}, \quad \forall l, n,
\]

(26b)

\[
\zeta_{l,n} \mathbf{I}_2 + \mathbf{A}_k \succeq 0, \quad \zeta_{l,n} \geq 0, \quad \forall l, n,
\]

(26c)

where \( \eta_{l,n} \) and \( \zeta_{l,n} \) are slack variables; \( \mathbf{A}_k = \bar{w}_1^n \mathbf{q}_n \) and \( \bar{w}_1^n \).

Note that the first part of (26c) always holds since \( \zeta_{l,n} + \bar{w}_1^n \geq 0 \). Similar to the outage interference power constraint, the outage transmission rate constraints of eavesdroppers (23b) can be approximated as

\[
\text{Tr} (\mathbf{A}_k) - \sqrt{2 \ln (\rho)} v_{k,n} + \ln (\phi) \zeta_{k,n} + \bar{c}_{k,n} \geq 0, \quad \forall k, n.
\]

(28a)

\[
\left\| \frac{\text{vec}(\mathbf{A}_k)}{\sqrt{2} } \right\| \leq v_{k,n}, \quad \forall k, n,
\]

(28b)

\[
\zeta_{k,n} \mathbf{I}_2 + \mathbf{A}_k \succeq 0, \quad \zeta_{k,n} \geq 0, \quad \forall k, n,
\]

(28c)

where \( v_{k,n} \) and \( \zeta_{k,n} \) are slack variables; \( \mathbf{A}_k = \bar{w}_1^n \mathbf{q}_n \) and \( \bar{w}_1^n \).

Note that the first part of (28c) always holds since \( \zeta_{k,n} + \bar{w}_1^n \geq 0 \). Thus, these LMs in the first part of (26c) and (28c) can be omitted. To tackle the coupling of variables in (23c), (27), and (29), we introduce slack variables \( \tau [n] = (\varphi [n])^{-1} \) and \( \varphi [n] = 2^{\frac{\beta}{\rho}} - 1 \). Thus, the approximation problem for (23) can be rewritten as

\[
\max \frac{1}{N} \sum_{n=1}^{N} \log (\alpha_n) - \log (\varphi [n] + 1)
\]

(30a)

s.t. \( \| q [n] - q_\ell [n] \| ^2 + H^2 - \frac{\beta_0}{\tau [n]} \leq 0 \), \( \forall n, \)

(30b)

(1), (15e), (11b), (11f), (26a)-(26c), (28a)-(28c), (30c)

where \( \eta, \zeta, \eta, \text{ and } \zeta \) denote the sets of slack variables \( \{ \{ \eta_{l,n} \}_{l=1}^{L} \}_{n=1}^{N}, \{ \{ \zeta_{l,n} \}_{l=1}^{L} \}_{n=1}^{N}, \{ \{ \eta_{k,n} \}_{k=1}^{K} \}_{n=1}^{N}, \text{ and } \{ \{ \zeta_{k,n} \}_{k=1}^{K} \}_{n=1}^{N}, \)

Note that (31) is a convex optimization problem and can be solved effectively via standard convex optimization methods. Then, Algorithm 2 based on the SCA method can tighten these first-order Taylor approximation constraints in (31). Thus, the suboptimal solution of (30) can be obtained by iteratively solving (31). Note that (30) is a safe approximation to the original OCR-ASRM problem in (21). Thus, the suboptimal solution of (30) is also the suboptimal solution of (21). The pseudo code of Algorithm 2 under the probabilistic location error model is omitted since the procedure is similar to that of Algorithm 1.

**Remark 4:** The computational complexity of Algorithm 2 also arises from three parts, namely, the required numbers of iterations of the SCA method, the iteration complexity, and the per-iteration computation cost. It is assumed that the maximum number of iterations of the SCA method of Algorithm 2 is \( T_2 \) and the accuracy of the iteration of Algorithm 2 is the same as that of Algorithm 1. Problem (31) has \( 2 (K + L + 2) N + L + 1 \) LMs of size 1, \( (K + L) N \) second-order cone constraints with dimension 7. The numbers of decision variables \( s \) is on the order of \( (K + L) N \), e.g., \( s = O((K + L) N) \). Then, the total complexity of Algorithm 2 under the probabilistic location error model is given by (33), as shown at the bottom of this page. Note that the proposed Algorithm 2 also has a polynomial time computational complexity which is suitable for practical implementation.

**Remark 5:** By comparing (19) and (33), it can be observed that \( T_1 \) and \( T_2 \) have less effect on the complexity of Algorithm 1 and Algorithm 2, respectively. Thus, the complexity difference between Algorithm 1 and Algorithm 2 is mainly due to

\[
\mathcal{O} \left( T_2 \sqrt{4 (K + L + 1) N + L + 1 \ln (\epsilon^{-1}) \cdot m \left( 49 (K + L) N + \frac{2 (K + L + 2) N + L + 1}{(1 + m + m^2)} \right) \right)
\]

(33)
the iteration complexity and the per-iteration computation cost. Note that the iteration complexity of Algorithm 1 is larger than that of Algorithm 2. Besides, for the per-iteration computation cost, there is a higher order polynomial term in Algorithm 1 than Algorithm 2. Thus, it can be seen that the complexity of Algorithm 2 is lower than that of the Algorithm 1 since the LMs of size 2 in the first part of (26c) and (28c) are always hold and can be omitted in Algorithm 2.

V. SIMULATION RESULTS

In this section, simulation results are presented to verify the performance of the proposed robust trajectory and transmit power design schemes in Section III (denoted as the bounded location scheme) and Section IV (denoted as the probabilistic location scheme), as compared to the following three benchmark schemes: 1) non-robust joint trajectory and transmit power scheme; 2) fixed trajectory scheme I; 3) fixed trajectory scheme II. Specifically, the non-robust design can be obtained from the WCR-ASRM design in Section III, where we treat the estimated location of each Eve as the actual location of Eve, e.g., \( \xi_k = 0 \), and then evaluate the worst-case average secrecy rate obtained in the bounded location error model. Fixed trajectory scheme I and fixed trajectory scheme II perform robust transmit power allocation based on the bounded location error model and the probabilistic location error model, respectively, and design the UAV’s trajectory in the following manner: the UAV flies straightly from the initial location to the location right above the SU with the maximum speed \( V_{max} \), then hovers there for a certain duration, and finally flies straightly to the final location with the maximum speed \( V_{max} \) by the end of time \( T \). This setting is also used to generate the initial feasible points for the proposed robust schemes. Accordingly to the parameters adopted in [8], [16], we set the constant flight altitude of the UAV as \( H = 100 \) m, the horizontal coordinates of the SU as \((x_s, y_s) = (0, 0)\) m. It is assumed that there exists one PU, e.g., \( L = 1 \), and the estimated horizontal coordinates of the PU is \((x_{p,1}, y_{p,1}) = (−40, −80)\) m. In this case, it is possible to better observe the trend of the UAV’s transmit power affected by the PU. It is assumed that there are \( K = 2 \) Eves and the estimated horizontal coordinates of Eves are \((x_{e,1}, y_{e,1}) = (240, −120)\) m and \((x_{e,2}, y_{e,2}) = (−240, 120)\) m, respectively. Other simulation parameters are set as follows: \( \rho = 0.2 \), \( \phi = 0.2 \), \( \varepsilon_1 = 5 \), \( \varepsilon_2 = 35 \), \( \omega_1 = 5 \), \( V_{max} = 10 \) m/s, \( T/N = 1 \) s, \( P_{max} = 4 \bar{P} \), and \( \sigma^2 = \sigma_1^2 = \sigma_2^2 = −50 \) dBm.

Fig. 2 shows the convergence performance of our proposed algorithms for the bounded location scheme and the probabilistic location scheme. To ensure that the UAV has enough time to fly freely and hover at desired locations, the flight time \( T \) is set as 60 s. In order to study the effect of the transmit power and the IT threshold on the performance of the UAV-enabled CR network, we consider three different cases: 1) \( \bar{P} = −10 \) dB, \( \Upsilon = 2.5 \times 10^{-7} \) W; 2) \( \bar{P} = −20 \) dB, \( \Upsilon = 3 \times 10^{-8} \) W; 3) \( \bar{P} = −20 \) dB, \( \Upsilon = 2.5 \times 10^{-7} \) W. It can be seen from Fig. 2 that the achievable average secrecy rate of case 1 is higher than that of case 3, as a higher transmit power can be used for information transfer to improve the security communication performance of the UAV system. Moreover, the superiority of the achievable average secrecy rate of case 3 over case 2 can be explained by the fact that the higher the IT threshold, the smaller the limitation of the UAV’s transmit power. When the tolerable interference power threshold of the PUs is large enough, the average interference power constraint is inactive. In this case, the average interference power of the PU has no effect on the trajectory design and the power allocation. In contrast, the transmit power constraint is active and has a significant influence on the trajectory design and power allocation. When the tolerable interference power threshold of the PUs is small enough, the transmit power constraint is inactive. In this case, the average interference power constraint is active and has an effect on the trajectory design and power allocation. Thus, the UAV can achieve a higher average secrecy rate through a more flexible power allocation optimization. It is observed that the two proposed iterative algorithms can converge within a few number of iterations. It can be seen that more iterations are needed to achieve convergence when the given average transmit power of the UAV \( \bar{P} \) is sufficiently large. The reason is that when the given average transmit power is large, the initial feasible points (fixed trajectory) have a great impact on the secure communication performance, resulting in a low average secrecy rate at the beginning of iterations. Thus, more iterations are needed to converge to the desired suboptimal solution. It is also observed that case 3 can converge faster than case 2. In fact, due to the higher IT threshold in case 3, the existence of the PU does not affect the maximum average secrecy rate optimization problem, resulting in a faster convergence than case 2.

Fig. 3(a) shows the UAV’s trajectories obtained by different schemes when \( T = 60 \) s, \( \bar{P} = −10 \) dB, and \( \Upsilon = 2.5 \times 10^{-7} \) W. Fig. 3(b) shows the UAV’s transmit power versus the flight time \( T \) under different schemes. It can be seen from Fig. 3(a) that the UAV’s trajectory obtained by the proposed probabilistic location scheme is similar to that obtained by the bounded location scheme, and the UAV first flies towards the SU along an arc path away from Eve 1 at a high speed, then
channel plays an important role in the improvement of the impact on the UA V’s transmit power. This shows that the low impact on the UA V’s trajectory but has a significant average interference power constraint of the PU has a performance loss. Moreover, as can be seen from Fig. 3, scheme, resulting in an inefficient communication and a severe cannot obtain the desirable hover point through the non-robust ignores the uncertainty of all Eves locations. Thus, the UA V for the non-robust design, the hovering point is set directly for the rest of the time. Note that a hovering point is the point where the maximum secrecy rate can be achieved among the rest of the points contributing the UA V’s trajectory. However, for the non-robust design, the hovering point is set directly above the SU. The reason is that the non-robust scheme ignores the uncertainty of all Eves locations. Thus, the UA V cannot obtain the desirable hover point through the non-robust scheme, resulting in an inefficient communication and a severe performance loss. Moreover, as can be seen from Fig. 3, the average interference power constraint of the PU has a low impact on the UA V’s trajectory but has a significant impact on the UA V’s transmit power. This shows that the trajectory optimization of the UA V under the line-of-sight channel plays an important role in the improvement of the secrecy rate of the SU. Thus, the UAV chooses to reduce the transmit power rather than stay away from the PU to satisfy the average interference power constraint of the PU. In Fig. 3(b), the UAV’s transmit power is relatively small in the first 20 seconds. The reason is that in the first 20 seconds of the flight, the UAV is close to the PU, and the UAV reduces its transmit power to reduce the interference caused to the PU. In contrast, the UAV’s transmit power obtained by fixed trajectory scheme II is relatively small in the last 20 seconds. Comparing to fixed trajectory scheme I, it can be seen that fixed trajectory scheme II only optimizing the transmit power is more difficult to satisfy the corresponding outage constraint under the probabilistic location error model. Hence, due to the large uncertainty of Eve 2, the UAV under fixed trajectory scheme II should significantly reduce the transmit power when approaching Eve 2. Furthermore, the actual average transmit power of the UAV is less than the given transmit power limit $\bar{P}$ due to the existence of the average interference power constraints. Also, it can be seen that the average transmit power of the proposed schemes is larger than that of the benchmark schemes. The reason is that the proposed probabilistic location scheme and the bounded location scheme both have a stronger ability to utilize energy resources than those three benchmark schemes while satisfying the QoS requirement of the PU.

Fig. 4 shows the average secrecy rate versus the total flight time under different schemes when $\bar{P} = -10$ dB and $\Upsilon = 2.5 \times 10^{-7}$ W. It is seen that the average secrecy rate increases with the total flight time, regardless of the schemes. The reason is that as the total flight time increases, the UAV has more time to hover over the desirable point to achieve a more efficient communication which improves the average secrecy rate. It is also observed that as the total flight time increases, the gaps of the average secrecy rate between the proposed schemes and the benchmark schemes are enlarged. In fact, a longer flight time magnifies the performance loss since the UAV in benchmark schemes hovers on the undesired location for communication. In addition, it can be seen that the achievable average secrecy rate of the probabilistic location scheme is higher than that of the bounded location scheme. It can be explained by the fact that the secure performance of the UAV-enabled CR system achieved by the bounded location scheme is too conservative due to the worst-case objective function and stringent constraints.

Fig. 5 shows the average secrecy rate versus the total transmit power when approaching Eve 2. Furthermore, the actual average transmit power of the UAV is less than the given transmit power limit $\bar{P}$ due to the existence of the average interference power constraints. Also, it can be seen that the average transmit power of the proposed schemes is larger than that of the benchmark schemes. The reason is that the proposed probabilistic location scheme and the bounded location scheme both have a stronger ability to utilize energy resources than those three benchmark schemes while satisfying the QoS requirement of the PU.

Fig. 4 shows the average secrecy rate versus the total flight time under different schemes when $\bar{P} = -10$ dB and $\Upsilon = 2.5 \times 10^{-7}$ W. It is seen that the average secrecy rate increases with the total flight time, regardless of the schemes. The reason is that as the total flight time increases, the UAV has more time to hover over the desirable point to achieve a more efficient communication which improves the average secrecy rate. It is also observed that as the total flight time increases, the gaps of the average secrecy rate between the proposed schemes and the benchmark schemes are enlarged. In fact, a longer flight time magnifies the performance loss since the UAV in benchmark schemes hovers on the undesired location for communication. In addition, it can be seen that the achievable average secrecy rate of the probabilistic location scheme is higher than that of the bounded location scheme. It can be explained by the fact that the secure performance of the UAV-enabled CR system achieved by the bounded location scheme is too conservative due to the worst-case objective function and stringent constraints.
secrecy rates achieved by fixed trajectory scheme I and II become saturated when the UAV’s average transmit power is higher than -15 dB. This indicates that compared with other schemes, fixed trajectory schemes I and II result in a larger interference to the PU and obtain a lower energy efficiency. It is also observed that the gap of the achievable average secrecy rate between the bounded location scheme and the non-robust scheme becomes larger as the average transmit power increases. In fact, the high transmit power intensifies the performance losses as the non-robust scheme ignores the location estimation errors of Eves. Thus, as the average transmit power increases, the deviation of the non-robust optimized trajectory and the proposed robust optimized trajectory becomes larger, resulting in a large performance loss.

Fig. 6 shows the average secrecy rate versus the interference temperature threshold under different schemes when $T = 60$ s and $\bar{P} = -17$ dB. It can be seen that the average secrecy rate increases with the IT threshold since more transmit power can be utilized to improve the communication performance. Note that when the IT threshold is larger than $11 \times 10^{-8}$ W, the average secrecy rates achieved by all schemes become saturated except for fixed trajectory schemes I and II. This indicates that fixed trajectory schemes cannot fully utilize the given average transmit power at $T = 11 \times 10^{-5}$ W. It is also seen that the achievable average secrecy rate of the non-robust scheme is rapidly reduced when the IT threshold is less than $7 \times 10^{-8}$ W. The reason is that when the noise power that the PU can tolerate is very low, the power allocation of the UAV is severely limited. In this case, the non-robust scheme ignores the uncertainty of all Eves locations, which may result in undesirable UAV’s trajectories and inefficient communication links, further leading to a more serious degradation of communication performance.

Fig. 5 shows the average secrecy rate versus the total flight time.

Fig. 4. The average secrecy rate versus the total flight time.

Fig. 5. The average secrecy rate versus the UAV’s average transmit power.

Fig. 6. The average secrecy rate versus the interference temperature threshold.

VI. Conclusion

Secure communication was studied in a UAV-enabled CR network. Robust trajectory and transmit power were jointly designed to realize secure communication while protecting the PU from the harmful interference under the bounded location error model and the probabilistic location error model. Two iterative algorithms based on these two location error models were proposed to obtain a suboptimal solution of the formulated non-convex problems. Theoretical derivations and simulation results showed that the proposed probability location scheme not only has lower algorithm complexity, but also achieves a higher average secrecy rate compare to the proposed bounded location scheme. Moreover, it was shown that the average secrecy rate obtained by our proposed robust trajectory and transmit power schemes are higher than those achieved by the benchmark schemes.
APPENDIX A

PROOF OF PROPOSITION 1

The Hessian matrix of \( f(x, y) \), where \( x > 0 \) and \( y > 0 \), is given as

\[
\nabla^2 f(x, y) = \frac{1}{xy} \begin{bmatrix}
2x-2 & (xy)^{-1} \\
(xy)^{-1} & 2y^{-2}
\end{bmatrix}
= \frac{1}{xy} \begin{bmatrix}
x^{-2} & 0 \\
0 & y^{-2}
\end{bmatrix} + \frac{1}{xy} \begin{bmatrix}
x^{-1} & x^{-1} y^{-1} \\
x^{-1} y^{-1} & y^{-1}
\end{bmatrix} \geq 0.
\]

Note that the Hessian matrix of \( f(x, y) \) can be rewritten as a linear combination of two positive semidefinite matrices. Thus, \( f(x, y) \) is a convex function. This completes the proof.
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