Melting line of calcium characterized by in situ LH-DAC XRD and first-principles calculations
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In this work, the melting line of calcium has been characterized both experimentally, using synchrotron X-ray diffraction in laser-heated diamond-anvil cells, and theoretically, using first-principles calculations. In the investigated pressure and temperature range (pressure between 10 and 40 GPa and temperature between 300 and 3000 K) it was possible to observe the face-centred phase of calcium and to confirm (and characterize for the first time at these conditions) the presence of the body-centred cubic and the simple cubic phase of calcium. The melting points obtained with the two techniques are in excellent agreement. Furthermore, the present results agree with the only existing melting line of calcium obtained in laser-heated diamond anvil cells, using the speckle method as melting detection technique. They also confirm a flat slope of the melting line in the pressure range between 10 and 30 GPa. The flat melting curve is associated with the presence of the solid high-temperature body-centered cubic phase of calcium and to a small volume change between this phase and the liquid at melting. Reasons for the stabilization of the body-centered face at high-temperature conditions will be discussed.

The phase diagrams and melting behaviour of the alkaline-earth metals (group IIa in the periodic table) at extreme conditions of pressure (P) and temperature (T) are of fundamental interest in condensed matter physics and material science. In fact, the presence of a nearly empty d-band, lying in close proximity to the sp-valence band, strongly affect their behaviour at extreme conditions: showing relatively large compressibility and an unusual trend in going from highly symmetric (densely packed) structures to a more open-packed one. Among the alkaline-earth metals, calcium (Ca), attracts considerable interest due to its unexpectedly complex phase diagram, its loss of metallic properties under pressure and for being the element with the highest critical temperature (25 K) under high pressure. For these reasons, the phase diagram and equation of state (EoS) of Ca have been extensively studied both experimentally and theoretically over the years. However, most of the reported studies focus on the characterization of Ca under high P and room or low T conditions. Very few high P–T experiments have been performed on Ca in part due to its high chemical reactivity at high T. Among the high P–T studies on Ca, only a recent study by Anzellini et al. used X-ray diffraction (XRD) to unambiguously determine the observed crystal structures. In this particular study, performed using a resistively-heated diamond anvil cell (DAC) coupled with synchrotron XRD, the high P–T phase diagram of Ca was characterized between ambient conditions and 53 GPa—800 K. In the reported P–T range, the face-centred (fcc, Ca-I), body-centred (bcc, Ca-II) and simple cubic (sc, Ca-III) phases of Ca were observed. In particular it was possible to establish a connection between the fcc phase previously observed at low P and high T, with the one reported at ambient T and high P. However, nothing is known about the stability of bcc Ca above 800 K.

Concerning the melting line of Ca, early experiments performed in a piston-cylinder apparatus reported a melting temperature of 1500 K at 4 GPa based on differential thermal analysis. The only other information on the melting curve of calcium was obtained up to 80 GPa and 3000 K using a laser-heated DAC (LH-DAC).
In this experiment, the pressures were determined ex situ using the ruby fluorescence method\(^\text{18}\) and the temperature was determined using spectral radiometry\(^\text{19}\). The melting of the sample surface was probed using the laser-speckle technique\(^\text{20}\). The obtained results showed an unusual trend of the melting line, with a slope flattening around 1500 K between 5 and 32 GPa, dramatically increasing between 32 and 45 GPa [(dT /dP) ~ 96 K/GPa] and flattening again around 45 GPa and 2750 K [(dT /dP) ~ 3 K/GPa]\(^\text{8}\). The observed behaviour suggested that below 32 GPa Ca melts from the Ca-II (bcc) phase and that there must be a Ca-II–Ca-III-liquid (bcc-sc-liquid) triple point located around 32 GPa and 1550 K.

The lack of structural information on the phase diagram of Ca above 800 K, has highlighted the need for the present study. In fact, with the use of LH-DAC coupled with angular-dispersive synchrotron XRD, it is possible to obtain an in situ characterization of phase diagrams and melting lines of samples at extreme P-T conditions (in excess of 3 Mbar and 5000 K, respectively). "Time resolved" analysis of the structural, chemical and textural evolution of the sample can be performed as a function of P and T. Furthermore, the nature of the XRD technique provides an objective melting criterion, i.e. the appearance of a diffuse halo in the diffraction pattern due to the scattering from the liquid sample. Such a characteristic is of great importance, as the only information on the melting line of Ca was provided using the speckle technique. As for some materials the validity of this method has been recently put into question\(^\text{21–27}\), it is fundamental to characterize the flattening of the melting curve of Ca with a more reliable technique. Furthermore, the combination of the obtained experimental results with first principle calculations, provides important insights on the dynamics of the observed phase-transitions.

**Results**

**Experiments.** Five experimental runs have been performed at Diamond Light Source (DLS), using the experimental conditions reported in the “Methods” section. Each run was performed on a different region of the Ca samples, so to minimize the presence of any possible chemical reactions obtained in previous measurements. During the experiments, it was possible to cover a P-T range between 10 and 40 GPa and between ambient T and 3000 K, respectively. In this investigated portion of the phase diagram, only the I, II, and III solid phases of Ca and the B2 phase of KCl were observed (in addition to liquid Ca). In one experiment performed near 40 GPa in Ca-III, the presence of a weak signal from the B1 phase of CaO was detected and refined according to the parameter reported in Richet et al.\(^\text{28}\). This suggests that Ca-III could be more reactive to oxygen than Ca-I and Ca-II. However, the presence of this partial chemical reaction did not affect the present measurements.

Figure 1 shows the textural evolution observed in the run carried out around 9.5 GPa from room T up to 2438 K. At ambient T (Fig. 1a), the XRD signal of Ca has the texture of an oriented powder corresponding to Ca-I. The
For this reason, although the thermal expansion is strongly affected by the nature of the LH-DAC technique and the adopted sample loading. The presence of this thermal gradient is further proved by the different textural behaviour observed in the two phases. In fact, while Ca-I shows only a partial re-crystallization between ambient temperature and 1704 K (Fig. 1a–d), Ca-II immediately has a single-crystal-like texture showing a "fast re-crystallization" phenomenon with the temperature increase. Furthermore, at 1704 K, it is detected the onset of the solid-liquid transition (Fig. 2), both phases are still present and start disappearing only at higher temperatures when a large portion of the sample is melted (Fig. 1e,f).

Figure 2a shows the corresponding evolution of the integrated diffraction signal for the same ramp. The signal at 1704 K (in blue) starts showing a clear signal of diffuse scattering coexisting with Bragg peaks from Ca-II. As previously discussed, it is possible to observe how the diffuse scattering is enhanced with the increasing temperature, up to a maximum of 2438 K (orange pattern), where most of the sample is melted. The presence of both Ca phases at this temperature is linked to the axial thermal gradients (around 800 K) developed between the two sample surfaces and caused by both the nature of the LH-DAC technique and the adopted sample loading. The presence of this thermal gradient is further proved by the different textural behaviour observed in the two phases. In fact, while Ca-I shows only a partial re-crystallization between ambient temperature and 1704 K (Fig. 1a–d), Ca-II immediately has a single-crystal-like texture showing a "fast re-crystallization" phenomenon with the temperature increase. Furthermore, at 1704 K, it is detected the onset of the solid-liquid transition (Fig. 2), both phases are still present and start disappearing only at higher temperatures when a large portion of the sample is melted (Fig. 1e–f).

Similar results have been observed in the other ramps. At 13 and 16 GPa the samples, originally in the Ca-I phase at ambient temperature, transformed to the Ca-II phase above 1200 K (the lowest measurable with the present setup) to be molten above 1700 K. At 25 GPa, the sample maintained its Ca-II phase from room temperature up to 1700 K, where it melted. Finally, at 40 GPa the sample presented a Ca-III phase in the investigated temperature range up to the measured melting temperature of 2000 K. In this case, a partial formation of CaO was clear, suggesting a more enhanced reactivity of the Ca-III with respect to the other two solid phases. This is consistent with the well-known pressure-induced electron transfer in CaO. Normally, the oxidation of Ca is expected to occur only on the sample surfaces. Since the melting is detected from XRD produced by X-rays going through the entire sample, and it is detected at much lower than the melting temperature of CaO, the presence of partial formation of the latter is not expected to affect the present characterization.

Concerning the accurate measurement of the melting temperature, it is often discussed how it could be overestimated by experiments performed using LH-DAC combined with XRD. For this reason, although the temperature of the last solid and first liquid found in this study is quite close in values and within the experimental errors, the actual melting temperature has been considered as the average between those two values and are reported in Fig. 3 as black circles.

Considering the thermal evolution of the lattice parameters, the results obtained around 9 GPa (1400 K < T < 1600 K) lead to an average linear expansion coefficient of 7(1) × 10⁻⁵ K⁻¹. This agrees, within the experimental errors, with the value of the thermal EoS reported in Anzellini et al. using a Berman model for temperatures below 800 K. However, according to the present study, at higher pressures (15 GPa and 24 GPa), the value of the linear expansion coefficient is drastically reduced to 1.5(9) × 10⁻⁵ K⁻¹. This suggests that, in the case of Ca, the thermal expansion is strongly affected by pressure. Such an effect is not taken into account by the EoS adopted in...
Anzellini et al., which assumes only a $T$ dependence of the thermal expansion. Although such a model works well for many metals., that is not the case for Ca.

According to the present experiment, the unit-cell volume of Ca-II at the melting $T$ (1500 (200) K) is 57.9(5) Å$^3$ at 15 GPa and 49.1(5) Å$^3$ at 24 GPa. These values are approximately 10% smaller than the values obtained using the PVT EoS determined by Anzellini et al. with data obtained up to 800 K. This suggests that anharmonic effects, not considered in the Berman model, are not negligible in Ca for $T$ close to melting.

Calculations. In Fig. 4 the results from the present calculations are summarized. In particular, it is possible to observe the calculated Ca-I/Ca-II phase boundary and melting temperatures (from the Ca-II phase) at different pressures.

Similarly to the simulations obtained by Wang et al., the present calculations reproduce qualitatively the experimental phase boundary reported by Anzellini et al. However, they seem to underestimate the Ca-I/Ca-II transition pressure. In particular, the obtained Ca-I/Ca-II transition $T$ increases as a function of $P$ from ambient pressure up to 3 GPa. Above this $P$, the $T$ of the phase transition becomes $P$-independent up to 7 GPa, when it suddenly decreases with a nearly vertical slope.

This strong non-linear dependence of the phase boundary is caused by two phenomena, which favour the stabilization of the Ca-II phase. In particular, at high $T$ the Ca-II structure is favoured by entropy effects, whereas at high $P$ this structure becomes favoured because of the $sp$-to-$d$ electron transfer. The positive slope at low $P$ is due to the fact that the Ca-II phase at high $T$ has a larger volume and entropy than the Ca-I. Then, according to the Clausius-Clapeyron equation ($dT/dP = \Delta V/\Delta S$), the slope of the phase boundary should be positive as determined by the present calculations. However, at high $T$ the Ca-II phase is more compressible than the Ca-I phase, becoming $\Delta V = 0$ at 3 GPa. This could explain why at this conditions, the Ca-I/Ca-II transition $T$...
becomes $P$-independent. Upon further compression, the reported solid–solid phase boundary (with a negative slope) is driven by the sp–d electron delocalization, producing a large volume collapse. Therefore while $\Delta S > 0$ as at high $T$, $\Delta V < 0$. This explains the negative slope of the phase boundary. On the other hand, the large volume and small entropy change is what makes the phase boundary nearly vertical.

**Discussion**

In Fig. 3, the present experimental and first principle results are compared with the ones obtained in previous studies. Both the present experiments and calculations are in excellent agreement between each other, and are supporting the melting of Ca from the Ca-II phase below 25 GPa. This is in agreement with the Ca–II phase reported at high $T$ in the same $P$ range from the resistively-heated experiments. The present results also agree with previous studies where melting was determined using the speckle method and calculated via ab initio molecular dynamic simulations. All those methods found that Ca has a flat melting curve from 5 to 30 GPa, being the melting $T$ basically not affected by $P$ in this pressure range. This fact is quite unusual in metals and can only be explained by the fact that above 5 GPa there is basically no volume change between Ca-II and liquid Ca.

From the present experiment, it was possible to determine the unit-cell volume of solid Ca-II just below the melting $T$ and to characterize its $P$-induced evolution. As previously discussed, the volume of Ca-II changes at 1500 K (the melting $T$) from 57.9 (5) Å$^3$ at 15 GPa to 49.1 (5) Å$^3$ at 24 GPa (relative change of 13%). Therefore, a similar change must be expected for the liquid Ca (at these $P$-$T$ conditions), being such a $P$-induced change in the volume of liquid Ca comparable to those observed in liquid Co and Ni under a similar $P$ change.

The present results for the Ca-III phase are also in good agreement with previous speckle method studies. They confirm that at the Ca-II–III–liquid triple point there is a large increase in the melting slope. The large positive melting slope of Ca-III indicates that there is an increase in the volume from Ca-III to liquid Ca at melting. This observation is in agreement with the fact that liquid Ca has a similar volume than Ca-II, but Ca-III has a much smaller volume due to the 20% volume collapse occurring at the Ca-II–Ca-III transition.

In conclusion, the results obtained in the present study provide for the first time a direct observation of melting in Ca at high $P$–$T$ conditions. The obtained experimental and theoretical results are in excellent agreement and the performed first principle calculations provide an explanation for the fact that Ca-I transforms into Ca-II both at high $T$ and at high $P$. Concerning the melting line of Ca, both experiments and calculations confirm the results obtained in previous studies, showing that Ca has an unusual flat melting curve below 30 GPa, a distinctive and unique feature of this metal. The present results also allow the determination of melting from the Ca-III phase to be obtained, showing that the Ca-II–III transition, and the associated volume collapse, deeply affects the melting curve of Ca.

**Methods**

**Experimental.** Three membrane diamond anvil cells (DAC) were equipped with diamonds with culet sizes ranging from 400 to 500 µm. The gaskets where prepared from pre-indentered and sparkle-erosion drilled Re foils. Sample loadings were performed under an inert atmosphere to prevent sample oxidation or other possible chemical reactions. Following the procedure described in Anzellini et al., samples were cut from a piece of 99% purity Ca, sourced from Goodfellow, with Al (800 ppm) and Mg (1000 ppm) as main impurities (according to the vendor spreadsheet). The obtained samples were squeezed between two FIB-cut KCl disks and loaded in the DAC’s high-pressure chambers. The KCl disks, oven dried at 200 °C, were loaded in the DAC, were used as both insulating material (thermal and chemical) as well as pressure gauge.

The experiment was performed at the extreme condition beamline I15 of the Diamond Light Source (DLS) synchrotron. I15’s polychromatic beam was tuned to 29.3 keV and focussed down to 6 × 9 µm$^2$. A Pilatus 2M detector was used to ensure fast data collections with a good signal/noise ratio. The sample–to-detector distance was measured following standard procedure from the diffraction rings of a CeO$_2$ standard.

The high $P$–$T$ experiment were performed using the beamline LH-1 system, following the procedure described in Anzellini et al. Before each heating ramp, the sample was brought to the target pressure. The $P$ was measured from the compression curve of the KCl according to the thermal EoS of Dewaele et al. Two 100 W Nd:YAG fibre lasers were individually focused on both sample surfaces. During the experiment, the $T$ of the sample was measured by spectral radiometry (between 450 nm and 950 nm) following the procedure described in Anzellini et al.. $T$ were collected from both sides (upstream and downstream) of the sample and the average between those two readings was taken as the actual $T$ value. The error in each $T$ measurement was assumed to be the maximum value between the difference in the upstream and downstream $T$ and the full width at half maximum (FWHM) of their histograms obtained from the two-colours pyrometry (as described in Benedetti and Loubye). The corresponding thermal $P$ was measured from the EoS of Dewaele et al. under the assumption that KCl and Ca were at the same $T$. Considering the sample loading geometry and the corresponding axial thermal gradients, it is possible to estimate the maximum error in $P$ varying from 1.2 GPa at 1200 K and 3 GPa at the maximum $T$ reached. In order to maximize the size of the hot spot at uniform $T$ the two lasers were unfocused towards the sample. Once coupled together, their relative positions were adjusted to obtain a uniform hot spot over about 40 µm in diameter. Before and after each heating ramp the relative alignment of the X-rays with the lasers and the temperature reading was checked following the procedure described in Anzellini et al.

The heating ramps were performed in “trigger mode” i.e. both lasers were set to a target power, after 0.3 s a diffraction pattern and a temperature measurement were collected simultaneously. Then, 0.3 s after the XRD collection, both lasers were turned off. Such a procedure enable the minimization of the interaction time between the lasers and the sample (reducing the probability of possible chemical reactions). Plus, as each $P$–$T$ point is individually collected, it is possible to adjust the alignment of the experimental setup during the ramp, before spoiling the sample conditions.
During each ramp, the laser’s target powers were increased until a diffuse ring (characteristic of a liquid sample) was detected on the diffraction pattern, or a hole was laser-drilled in the sample. Several heating-ramps were performed at different $P$ for each sample. In order to avoid any chemical contamination, each ramp was performed on a different region of the sample. The quality of the selected regions was checked by XRD before the heating started. An accurate analysis of the diffraction patterns was performed in order to detect the appearance of the melting and to obtain structural and textural information about the sample and the insulating material.

During the analysis procedure, masks were applied on a per-image basis using the DIOPTAS suite\(^\text{44}\). The images were azimuthally integrated and a Le Bail analysis was performed using the TOPAS suite\(^\text{45}\) using previously reported parameters\(^\text{6}\) as starting values. The structural measurements were compared to the $T$ ones in order to obtain a detailed in situ and “time resolved” analysis of the sample evolution as a function of $P$ and $T$.

**Theoretical.** The calculations were based on finite temperature density functional theory (DFT)\(^\text{46-48}\) using the exchange-correlation functional known as PBE\(^\text{49}\), as implemented in the vasp code\(^\text{50}\). The projector-augmented-wave (PAW) formalism\(^\text{51,52}\) was used and, for the majority of the calculations, a Ca PAW potential with an [Ar] core (2 electrons in valence) and an outmost cutoff radius of 1.96 Å, was adopted. Single particle wave functions were expanded in plane-waves (PW), with a cutoff of 103 eV. During the process, the obtained results were spot-checked using a PAW potential with a [Ne] core (10 electrons in valence), using an outmost cutoff radius of 1.22 Å and a PW cutoff of 267 eV.

The phase diagram has been obtained using a combination of harmonic calculations for the solid region, and direct solid–liquid coexistence to determine the melting points. The harmonic calculations have been performed on the fcc and the bcc phases of Ca, using the small displacement method as implemented in the PHON code\(^\text{53}\). A $4 \times 4 \times 4$ supercell (64 atoms) and a $4 \times 4 \times 4$ grid of k-points were used to sample the Brillouin zone for both structures.

The melting curve was computed using the coexistence method\(^\text{54}\). With this method, solid and liquid are simulated side by side in a large box, using molecular dynamics (MD). If the simulations are done at constant volume and constant internal energy (microcanonical ensemble, or NVE), then there is a whole range of internal energies for which coexistence between solid and liquid is maintained\(^\text{55}\). The average $P$ and $T$ over the MD run provides a point on the melting curve.

As the solid part of the phase diagram shows that the bcc phase is the most stable at high $T$, the melting calculations have been performed assuming coexistence with this phase. As an independent cross check, the melting $T$ from the fcc phase was also computed at one $P$, and found to be lower than the corresponding melting $T$ for the bcc phase, confirming the thermodynamic stability of this latter phase.

In order to prepare the system to determine melting from the bcc phase, a ($5 \times 5 \times 20$) supercell (1000 atoms) was used. This was initially equilibrated at a guessed melting $T$ for 2000 steps, each with a length of 0.5 fs. The equilibrium condition was obtained by performing MD simulations at constant $T$ using a combination of Nosé\(^\text{56}\) and Andersen thermostats\(^\text{57}\) and sampling the Brillouin zone with the $T$ point only. Once the equilibrium was reached, the simulation was stopped and the atoms in one half of the simulation cell were clamped, whereas those in the other half were left free to move at a $T$ about 10 times higher than the original one. This simulation continued until good diffusion was observed for at least 1 ps. After that, the simulation was stopped again and the system was simulated for an additional 1 ps at the guessed melting $T$, still holding the atoms in the solid part of the cell clamped.

After this preparatory cycle, all atoms are released, random initial velocities (drawn from a Maxwellian distribution) are assigned to them, and the system is simulated in the NVE ensemble, with $P$ and $T$ obtained as time averages as the simulation proceeds. The system is monitored by calculation of the average number density in slices of the cell taken parallel to the boundary and by directly inspecting the positions of the atoms during the course of the simulations. The density in the solid part is a periodic function of slice number, while in the liquid it fluctuates rather weakly about its average value. A feedback mechanism is naturally built in the procedure: if $T$ is higher than the melting $T$ some of the solid will melt, absorb latent heat in the process and reduce $T$. If there is enough solid in the simulation cell the system stabilises with a new amount of solid and liquid, coexistence is maintained and a melting point can be obtained by averaging $P$ and $T$ over the equilibrated part of the simulation. If instead, the initial amount of solid is not enough, the whole solid will melt and the simulation cannot be used to obtain a melting point. This is the case in which the internal energy is outside (too high) the range of coexistence, and the simulation must be restarted with lower values for the initial velocities. Similarly, if the initial energy is too low the system will solidify, and the simulation needs to be restarted also in this case. The procedure therefore often involves a number of trial and error steps. As an example, $P$ and $T$ obtained for a number of simulations performed at $V/N = 28$ Å\(^3\) are shown in Fig. 5. In simulation # 1 the amount of total energy is too high, and the system melts completely in less than 5 ps. Simulation # 2 is started with a lower amount of $E$, but this is still just outside the range of stability and the system also melts completely, but this time after about 10 ps. Note how in both simulation # 1 and # 2 $T$ drops as the solid melts and absorbs latent heat in the process. Simulations # 3 and # 4 coexist for a long time, after an initial equilibration time during which the amount of solid and liquid in the simulation cell adjusts to the respective internal energy values. Since there is less energy in simulation # 4 than in # 3, system # 4 ends up with more solid, which is apparent in a slightly larger pressure. This also shows that at these conditions the volume change on melting is slightly negative, which is consistent with the slightly negative slope of the melting curve. All simulations at other thermodynamic conditions were continued for 35–50 ps to obtain melting points. The error on the melting temperature and pressure was calculated by standard re-blocking procedure\(^\text{58}\).

To test for size effects, one simulation was repeated using a ($7 \times 7 \times 20$) supercell (1960 atoms), from which the obtained results were compatible with those obtained with the smaller 1000-atom cells. The calculations were
also repeated at two different volumes using the [Ne] core PAW potential. Because of the cost of the simulation with this PAW, these two simulations were only continued for about 10 ps. No noticeable drift was found in the instantaneous $P$ and $T$, showing that the amount of solid and liquid is roughly constant throughout each simulation, which therefore can be used to extract a point on the melting curve even though they are relatively short. The points obtained using this harder PAW potential agree well with those obtained with the less expensive [Ar] core PAW potential.

Finally, we note that a coexistence simulation in the NVE ensemble can result in the build up of a non-hydrostatic $P$, due to the different volume of solid and liquid. In previous work\(^5\) this non-hydrostatic behavior has been found to be very small and, by repeating the simulations at constant stress, it was found to have an undetectable effect on the calculated melting $T$. Here it was not possible to detect any non-hydrostatic behaviour (see Fig. 1 of Supplementary Materials), therefore the present NVE simulations are expected to be representative of hydrostatic behaviour.

### Data availability

The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

Received: 8 February 2021; Accepted: 9 July 2021
Published online: 22 July 2021

### References

1. Skriver, H. Calculated structural phase transitions in the alkaline earth metals. *Phys. Rev. Lett.* **49**, 1768 (1982).
2. Olijnik, H. & Holzapfel, W. Phase transition in alkaline earth metals under pressure. *Phys. Lett.* **100A**, 191 (1984).
3. Oganov, A. *et al.* Exotic behavior and crystal structures of calcium under pressure. *PNAS* **107**, 7646 (2010).
4. Sakata, M., Nakamoto, Y. & Shimizu, K. Superconducting state of Ca-VII below a critical temperature of 29 K at a pressure of 216 GPa. *Phys. Rev. B* **83**, 220512(R) (2011).
5. Yabuuchi, T., Nakamoto, Y., Shimizu, K. & Kikegawa, T. New high-pressure phase of calcium. *J. Phys. Soc. Jpn.* **74**, 2391 (2005).
6. Anzellini, S. *et al.* Phase diagram of calcium at high pressure and high temperature. *Phys. Rev. Mater.* **2**, 083608 (2018).
7. Gu, Q., Krauss, G., Grin, Y. & Steurer, W. Experimental confirmation of the stability and chemical bonding analysis of the high-pressure phases Ca-I, II and III at pressure up to 52 GPa. *Phys. Rev. B* **79**, 134121 (2009).
8. Errandonea, D., Roehler, R. & Ross, M. Melting of the alkaline-earth metals to 80 GPa. *Phys. Rev. B* **65**, 012108. [https://doi.org/10.1103/PhysRevB.65.012108](https://doi.org/10.1103/PhysRevB.65.012108) (2001).
9. Jayaraman, A. Ultrahigh pressures. *Rev. Sci. Instrum.* **57**, 1013 (1986).
10. Kennedy, G. & Newton, R. Solids Under Pressure (Wiley, 1963).
11. Schwarz, U. et al. Distortions in the cubic high-pressure phases of calcium. J. Phys. Condens. Matter 31, 065401 (2019).
12. Fujihisa, H., Nakamoto, Y., Shimizu, K., Yabuuchi, T. & Gotoh, Y. Crystal structures of calcium IV and V under high pressure. Phys. Rev. Lett. 101, 095503 (2008).
13. Tse, J., Desgreniers, S., Ohishi, Y. & Matsouka, T. Large amplitude fluxional behaviour of elemental calcium under high pressure. Sci. Rep. 2, 372 (2012).
14. Novoselov, D., Korotin, D., Shorikov, A., Oganov, A. & Anisimov, V. Weak coulomb correlations stabilize the electric high-pressure phase of elemental calcium. J. Phys. Condens. Matter 32, 445501 (2020).
15. Teweldeberhan, A. & Bonev, S. High-pressure phases of calcium and their finite-temperature phase boundaries. Phys. Rev. B 78, 140101(R) (2008).
16. Yao, Y., Klug, D., Sun, J. & Martonak, R. Structural prediction and phase transformation mechanisms in calcium at high pressure. Phys. Rev. Lett. 103, 055503 (2009).
17. Errandonea, D. The melting curve of ten metals up to 12 GPa and 1600 K. J. Appl. Phys. 108, 033517 (2010).
18. Liu, L., Bi, Y. & Xu, J.-A. Ruby fluorescence pressure scale revisited. Chin. Phys. B 22, 056201 (2013).
19. Benedetti, L. & Loubeyre, P. Temperature gradients, wavelength-dependent emissivity, and accuracy of high and very-high-temperature measurements in the laser-heated diamond cell. High Press. Res. 24, 423–445 (2004).
20. Errandonea, D. Phase behavior of metals at very high P-T conditions: A review of recent experimental studies. J. Phys. Chem. Solids 67, 2018 (2006).
21. Dewaele, A., Mezouar, M., Guignot, N. & Loubeyre, P. Melting of lead under high pressure studied using second-scale time-resolved X-ray diffraction. Phys. Rev. B Condens. Matter Mater. Phys. 76, 1–5 (2007).
22. Dewaele, A., Mezouar, M., Guignot, N. & Loubeyre, P. High melting points of tantalum in a laser-heated diamond anvill cell. Phys. Rev. Lett. 104, 29–31 (2010).
23. Anzellini, S., Dewaele, A., Mezouar, M., Loubeyre, P. & Morard, G. Melting of iron at Earth inner core boundary based on fast X-ray diffraction. Science 340, 464–6 (2013).
24. Lord, O. et al. The melting curve of Ni to 1 Mbar. Earth Planet. Sci. Lett. 408, 226–236 (2014).
25. Anzellini, S. et al. In situ characterization of the high pressure–high temperature melting curve of platinum. Sci. Rep. 9, 13034 (2019).
26. Hrušiak, R., Meng, Y. & Shen, G. Microstructures define melting of molybdenum at high pressure. Nat. Commun. 8, 14562 (2016).
27. Santamaría-Pérez, D. et al. X-ray measurements of Mo melting at 119 GPa and the high pressure phase diagram. J. Chem. Phys. 130, 124509 (2009).
28. Richter, P., Mao, H. & Bell, P. Static compression and equation of state of CaO to 1.35 Mbar. J. Geophys. Res. 103, 2018 (1998).
29. Anzellini, S. & Boccato, S. A practical review of the laser-heated diamond anvil cell for university laboratories and synchrotron applications. Curr. Comput.-Aided Drug Des. 10, 459 (2020).
30. Boehler, R., Santamaría-Pérez, D., Errandonea, D. & Mezouar, M. Melting, density, and anisotropy of iron at core conditions: New X-ray measurements to 150 GPa. J. Phys. Conf. Ser. 121, 022018 (2008).
31. Stutzmann, V., Dewaele, A., Bouchet, J., Bottin, F. & Mezouar, M. High-pressure melting curve of titanium. Phys. Rev. B 92, 224110 (2015).
32. Boehler, R., Ross, M. & Boercker, D. B. High-pressure melting curves of alkali halides. Phys. Rev. B 53, 556–563. https://doi.org/10.1103/PhysRevB.53.556 (1996).
33. Smurov, I. Y. Characteristics of Laser Heating of Materials (Springer, 1993).
34. Sun, et al. The high-pressure melting of CaO. Solid State Commun. 150, 1785 (2010).
35. Hrušiak, R., Meng, Y. & Shen, G. Microstructures define melting of molybdenum at high pressure. Nat. Commun. 8, 14562 (2017).
36. Wang, Y. et al. Electronically driven 1d cooperative diffusion in a simple cubic crystal. Phys. Rev. X 11, 011006 (2021).
37. Anzellini, S. et al. Thermal equation of state of ruthenium characterized by resistively heated diamond anvil cell. Sci. Rep. 10, 7092 (2020).
38. Errandonea, D. et al. High-pressure/high-temperature phase diagram of zinc. J. Phys. Condens. Matter 30, 295402 (2018).
39. Cazorla, C. et al. Thallium under extreme compression. J. Phys. Condens. Matter 28, 445401 (2016).
40. Teweldeberhan, A. M. & Bonev, S. A. High-pressure phases of calcium and their finite-temperature phase boundaries. Phys. Rev. B 78, 140101. https://doi.org/10.1103/PhysRevB.78.140101 (2008).
41. Boccato, S. et al. Compression of liquid Ni and Co under extreme conditions explored by X-ray absorption spectroscopy. Phys. Rev. B 100, 180101. https://doi.org/10.1103/PhysRevB.100.180101 (2019).
42. Anzellini, S. et al. Laser-heating system for high-pressure X-ray diffraction at the extreme condition beamline I15 at Diamond Light Source. J. Synchrotron. Radiat. 25, 1860 (2018).
43. Dewaele, A. et al. High-pressure-high-temperature equation of state of KCl and KBr. Phys. Rev. B Condens. Matter Mater. Phys. 85, 1–7 (2012).
44. Prescher, C. & Prakapenka, V. DIOPTAS: A program for reduction of two-dimensional x-ray diffraction data and data exploration. High Press. Res. 35, 223 (2015).
45. Coueho, A. TOPAS and TOPAS-Academic: An optimization program integrating computer algebra and crystallographic object written in C++: J. Appl. Crystallogr. 51, 210 (2018).
46. Hohenberg, P. & Kohn, W. Inhomogeneous electron gas. Phys. Rev. 136, B864 (1964).
47. Kohn, W. & Sham, L. J. Self-consistent equations including exchange and correlation effects. Phys. Rev. 140, 1133 (1965).
48. Mermin, N. D. Thermal properties of the inhomogeneous electron gas. Phys. Rev. 137, A1441 (1965).
49. Perdew, J. P., Burke, K. & Ernzerhof, M. Generalized gradient approximation made simple. Phys. Rev. Lett. 77, 3865 (1996).
50. Kresse, G. & Furthmüller, J. Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set. Phys. Rev. B 54, 11169 (1996).
51. Blöchl, P. E. Projector augmented-wave method. Phys. Rev. B 50, 17953 (1994).
52. Kresse, G. & Joubert, D. From ultrasoft pseudopotentials to the projector augmented-wave method. Phys. Rev. B 59, 1758 (1999).
53. Alfe, D. Phon: A program to calculate phonons using the small displacement method. Comput. Phys. Commun. 180, 2622 (2009).
54. Morris, J., Wang, C., Ho, K. & Chan, C. Melting line of aluminum from simulations of coexisting phases. Phys. Rev. B 49, 3109 (1994).
55. Alfe, D., Gillan, M. J. & Price, G. D. Complementary approaches to the ab initio calculation of melting properties. J. Chem. Phys. 116, 6170 (2002).
56. Nose, S. A molecular dynamics method for simulations in the canonical ensemble. Mol. Phys. 52, 255 (1984).
57. Andersen, H. C. Molecular dynamics simulations at constant pressure and/or temperature. J. Chem. Phys. 72, 2384 (1980).
58. Allen, M. P. & Tildesley, D. Computer Simulation of Liquids (Oxford Science Publications, 1987).
59. Pozzo, M. & Alfe, D. Melting curve of face-centered-cubic nickel from first-principles calculations. Phys. Rev. B 88, 024111 (2013).

Acknowledgements
The authors acknowledge the DLS synchrotron facilities for provision of beamtime on the beamlines I15 (DLS Ref. NR21191). S.A. thanks Melanie Drage for the help during the data acquisition. S.A. also acknowledges the
support from the Natural Environment Research Council of Great Britain and Northern Ireland via Grants NE/M000117/1 and NE/M00046X/1. D. E. is thankful for the financial support to this research from the Spanish Ministerio de Ciencia, Innovación y Universidades, the Spanish Research Agency, and the European Fund for Regional Development under Grant No. PID2019-106383GB-C41 and by Generalitat Valenciana through the grant Prometeo/2018/123 EFIMAT. The work of MP was supported by a National Environment Research Council (NERC) Grant Number NE/R000425/1. Calculations were performed on the U.K. national service Archer2, and on the Monsoon2 system, a collaborative facility supplied under the Joint Weather and Climate Research Programme, a strategic partnership between the UK Met Office and NERC. Calculations were also performed on the Cambridge Service for Data Driven Discovery (CSD3) operated by the University of Cambridge Research Computing Service (www.csd3.cam.ac.uk), provided by Dell EMC and Intel using Tier-2 funding from the Engineering and Physical Sciences Research Council (capital grant EP/P020259/1), and DiRAC funding from the Science and Technology Facilities Council (www.dirac.ac.uk). Finally, calculations were also performed at University College London (UCL) Research Computing, the MMM hub (EP/P020194/1) and on the Oak Ridge Leadership Computing Facility (DE-AC05-00OR22725).

Author contributions
S.A. and D.E conceived the experiment. S.A. conducted the experiment. S.A. and D.E. analyzed the results. D.A. and M.P. performed the theoretical calculations. The manuscript is written through contributions of all authors. All authors have given approval to the final version of the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-94349-4.

Correspondence and requests for materials should be addressed to S.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021