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1. A very personal introduction

After finishing my physics studies in 1990 with the Diplomarbeit\(^{20}\) (master thesis) at the Theoretical Particle Physics in Heidelberg, my supervisor told me that I cannot continue with “that sort of rigorous mathematics” at that institute, and sent me off to Wilhelm von Waldenfels – a move I am eternally grateful for! So, I became Wilhelm’s PhD-student.

Apart from many other things (such as an outstandingly good example for what a functioning research group is (see also Footnote\(^{[c]}\), or such as total honesty in science\(^{[a]}\)), in Wilhelm’s research group I learned two things\(^{[b]}\) I consider determining for the rest of my mathematical life:

Be elementary! \hspace{1cm} and \hspace{1cm} Be rigorous!

Regarding “Be rigorous!”, after Heidelberg’s Theoretical Particle Physics sent me away for being “too rigorous”, it might come as a surprise that I still had to learn being rigorous better. In fact, I still remember as if it was yesterday, when I was giv-

\(^{[a]}\)Honesty, so total that much later I was surprised to have to learn that even in mathematics honesty is not necessarily a granted virtue.
\(^{[b]}\)These things were to be learned from him in the first place. But I would like to emphasize that also all group members were exemplary.
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my first mathematical talk in Wilhelm’s Oberseminar [c] presenting the results of my master thesis, when at a certain point Wilhelm would shout at me “Schlam-pereir” [d], after I had messed up. And even after my PhD, when I proposed some nonsense in the seminar, he would say “You are a doctor of mathematics, you have to know that such a thing cannot work!” – adding then a to-the-point explanation, why: “The concept of Hamel basis does not work together nicely with the topology of a Hilbert space.”

Regarding “Be elementary!”, this is – hoping we are being rigorous always – what this little note is dedicated to.

Being elementary does not mean being simple, or easy (or even trivial) [e] Being as elementary as possible means to reduce the prerequisites (other, possibly sophisticated theories, theorems and their proofs) of a proof to a minimum. Starting from the premise that a mathematician to fully understand (the proof of) a theorem should understand also the prerequisites (and their proofs), it is clear that being elementary in the proof of a result increases enormously the number of readers who can claim to understand the result. Being elementary means not to break a butterfly on the wheel[f].

Wilhelm loved elementary proofs (and produced many of them), tailored to deal with a specific problem instead of aiming at maximum generality; but he would not be dogmatic about them. He would not tell his students that a proof of their results has to be more elementary; but he would recognize an elementary proof if he sees one – and would get very enthusiastic about it. Just receiving his (rare!) praises on such occasions is enough motivation to wish to get more of them. Let me illustrate how this influenced me with some mathematics:

1.1 Example. Suppose for $-1 < q < 1$ we have an operator $\alpha \in \mathcal{B}(H)$ satisfying the $q^2$–CCR

$$\alpha \alpha^* - q^2 \alpha^* \alpha = 1 - q^2.$$  

(Well, it is $\alpha := \frac{\alpha}{\sqrt{1-q^2}}$ that fulfills the $q^2$–CCR $\alpha \alpha^* - q^2 \alpha^* \alpha = 1$.) Putting $\Gamma := 1 - \alpha^* \alpha$, by easy algebraic computations one verifies $\alpha \Gamma = q^2 \Gamma \alpha$. Applying to the $q^2$–CCR the reverse triangle inequality, taking also into account that $\|\alpha^* \alpha\| = \|\alpha \alpha^*\|$, we see that $\alpha$, hence, also $\Gamma$ are contractions.

[c] “Oberseminar” – the dictionary says “postgraduate seminar” (I am not convinced that this translation meets the right spirit) – is the German terminology for the weekly seminar when the research group – of course, including students who still have to graduate – meets to present and discuss the latest news. We would meet always, independently on whether there was a talk scheduled or not, and while chatting along with a cup of coffee in our hands, frequently somebody would go to the blackboard and improvise a talk on their latest problems – and more than once the problems came closer to their solution taking in the feedback from the group.
[d] Doing a work in a sloppy, slovenly, messy, untidy, ... way. Not a very friendly comment ...
[e] Many referees seem to live under the illusion that an elementary proof it trivial and, thus, not worth of publication.
[f] In German we say, translated literally, not to shoot with canons at sparrows.
If $q \neq 0$, by elementary Hilbert space arguments, the eigenspace of $\Gamma$ to the eigenvalue 0 is a reducing subspace; we may take it away, that is, we may assume that $\Gamma$ is injective.

To see more clearly how $\alpha$ acts on $H$ (that is, to do the representation theory of the $q^2$–CCR), one may proceed in two different ways:

- One may show that the spectrum of $\Gamma$ is \{1, $q^2$, $q^4$, \ldots\} $\cup$ \{0\}.
- By applying to the normal operator $\Gamma$ the spectral theorem (and recalling that $\Gamma$ is assumed injective), we get $\Gamma = \sum_{k=0}^{\infty} E_k q^{2k}$, where $E_k$ is the projection onto the eigenspace of $\Gamma$ to the eigenvalue $q^{2k}$.
- By $\alpha \Gamma = q^2 \Gamma \alpha$, we see that $\alpha^*$ and $\alpha$ go forth and back between the eigenspaces $E_k H$ and $E_{k+1} H$, and we deduce the form of $\alpha^*$ as weighted right shift.

This is more or less how Vaksman and Soibelman proceeded to find the irreducible representation of the quantum group $SU_q(2)$. Unless you call the spectral theorem (together with all knowledge needed to prove it for bounded operators) elementary, this method is not elementary.

- One shows (by a certainly not trivial, but completely elementary proof) the following lemma (see Lemma 2.1): $\Gamma$ injective $\implies \lim_{k \to \infty} \alpha^k = 0$ in the strong operator topology.
- Since $\Gamma$ is a contraction we may form the Neumann series over $q^{2k} \Gamma$ to find $1 - q^2 \Gamma$ · · · $1 - q^2 \Gamma = \sum_{k=n}^{\infty} (q^{2k} \Gamma)^n$. We may further define $P_k := \alpha^{*k} \frac{1}{1 - q^2 \Gamma} \cdots \frac{1}{1 - q^2 \Gamma} \alpha^k$ ($k \in \mathbb{N}$) and $P_0 = 1$, and put $E_k := P_k - P_{k+1}$ ($k \in \mathbb{N}_0$). It is completely elementary to show the $P_k$ is a decreasing projection-valued function that, by the lemma, converges strongly to 0. Therefore, the $E_k$ determine a spectral measure on $\mathbb{N}_0$. (See Section 2.3.)
- It is completely elementary to show that $\Gamma = \sum_{k=0}^{\infty} E_k q^{2k}$ (in norm!) and that $\sqrt{1 - q^{2(k+1)}} E_k H$ and $\sqrt{1 - q^{2(k+1)}} E_{k+1} H$ define an inverse pair of unitaries between $E_k H$ and $E_{k+1} H$. (See again Section 2.3.)

From this, the same representation of $\alpha^*$ as weighted right shift follows. This is more or less the representation theory of $SU_q(2)$ from the PhD-thesis.\[31\] If you agree that the Neumann series and how to deal with commutation relations under the sum is elementary, then so is this proof.

(It is noteworthy that the same method in the case $q = 0$, where $\alpha^*$ is simply an isometry, looks awkward. On the one hand, the $E_k$ still exist but are much simpler: $E_k = \alpha^{*k} \alpha^k - \alpha^{*k+1} \alpha^{k+1}$. But $\Gamma$ is never injective and the $E_k$ do not correspond to its spectral measure. Still the $E_k$ give back $\alpha^*$ as a (no longer weighted) right shift. The condition that replaces that $\Gamma$ had to be injective, is now one of the many equivalent conditions to say that the isometry $\alpha^*$ is pure or has no unitary part; see, for instance, Section 2.8. Recall that $SU_0(2)$ is no longer a quantum group, but
Wilhelm wrote towards the end of the abstract of Ref. 47: “The mathematical techniques are mainly the well-known methods of nearly elementary probability theory.” It is a pity that the expression “nearly elementary probability” did not enter standard terminology for presenting probability. One (out of many) convincing example(s) of being nearly elementary in Wilhelm’s work is surely everything that has to do with algebraic central limit theorems; this is what I try to illustrate in Section 2 (the Giri-von Waldenfels algebraic CLT) and 3 (the Speicher-von Waldenfels general algebraic CLT), while in Section 4 I discuss some of its impact, presenting in the appendix the CLT for boolean conditional independence.

2. CLT versus algebraic CLT

The classical C(entral) L(imit) T(heorem), in its simplest form for an i(ndependent) i(dentically) d(distributed) sequence of real random variables \( (X_n) \) on a probability space, asserts: If \( X_n \sim X \) with \( \mathbb{E}X = 0 \) and \( \forall X = 1 \), then the sequence of random variables

\[
S_N := \frac{X_1 + \ldots + X_N}{\sqrt{N}}
\]

converges in distribution to a random variable \( Y \) (not necessarily on the same probability space) with standard normal distribution \( \mathcal{N}(0, 1) \), that is,

\[
\lim_{N \to \infty} \mathbb{E} f(S_N) = \mathbb{E} f(Y)
\]

for every bounded measurable function \( f \) on \( \mathbb{R} \).

There are several subclasses of the bounded measurable functions such that it is sufficient to check convergence for the subclass only:

- \( f = \mathbb{I}_I \) being indicator functions of intervals \( I \). (That is, \( \mathbb{E} f(X) = P(X \in I) =: \mu(I) \) with \( \mu \) being the probability measure of \( X \), explaining the name convergence in distribution.)
- The continuous functions with bounded support. (More or less the Riesz representation theorem.)
- Passing to complex valued functions, we have the collection of functions

\[
f_\omega := e^{i\omega \cdot \bullet} \quad (\omega \in \mathbb{R})
\]

The function \( \omega \mapsto \hat{\mu}(\omega) := \mathbb{E} f_\omega(X) = \mathbb{E} e^{i\omega \cdot X} \) is the characteristic function or Fourier transform of \( \mu, \hat{\mu} \).

[8] This brings to my mind the book[15] entitled “Probabilità Elementare” which I used, following an advice from Franco Fagnola, to prepare myself for the competition yielding me my present job. I am really wondering if the students of Computer Science with whom, as the back-flap says, this textbook has been tested, would agree to call it very elementary. A book that really sticks to finitely additive probabilities for quite a time before introducing measure theory, is Parthasarathy’s textbook[19] (also for Computer Science) I stay with finite additivity to the very end. (Of course, the probabilities I consider are \( \sigma \)–additive; but to work at this level, one need not know that. The discussion is independent on which integration theory you put as a basis.)
The simplest proof of the above CLT is surely by characteristic functions\[h\]. That indicator functions suffice to have convergence in distribution, is a statement that makes part of Lebesgue integration; it is up to you if you consider it elementary. But none of the proofs that checking convergence on the other two classes suffices, is exactly elementary\[i\]. So accepting that proving pointwise convergence of the characteristic functions is elementary, the proof that this suffices for having the CLT is not.

But apart from these technicalities, the problem when we wish to pass from classical probability to quantum (or noncommutative, or algebraic) probability, and try to have a CLT also there, is a different one: To say what convergence in distribution is for random variables, one has to say what a function of a random variable is (and compute their expectations). (Real) quantum variables are (self-adjoint) elements in a unital (no longer necessarily commutative) \(\ast\)-algebra \(\mathcal{A}\) and the expectation functional is replaced by a functional \(\varphi: \mathcal{A} \to \mathbb{C}\) which is linear, positive (that is, \(\varphi(a^*a) \geq 0\)), and normalized (that is, \(\varphi(1) = 1\)), that is, \(\varphi\) is a state. To say what for a function \(f\) on \(\mathbb{R}\) and for a self-adjoint element \(a \in \mathcal{A}\) we understand by \(f(a)\), we need what is called a functional calculus at \(a\): For each \(a = a^* \in \mathcal{A}\) a unital homomorphism \(F_a\) from a unital algebra of functions on \(\mathbb{R}\) containing \(\text{id}_\mathbb{R}\) into \(\mathcal{A}\) such that \(F_a(\text{id}_\mathbb{R}) = a\).

The only functional calculus which we have for elements in a general (algebraic) quantum probability spaces \((\mathcal{A}, \varphi)\) is for polynomials – and every more powerful calculus (in necessarily more restricted classes of quantum probability spaces) starts from the polynomial calculus and extends it (as far as the subclass allows). The best known instances are holomorphic functional calculus for Banach \(\ast\)-algebras, continuous functional calculus for \(C^\ast\)-algebras, and measurable functional calculus for von Neumann algebras. The latter two are forms of the spectral theorem and also work for not necessarily bounded self-adjoint (in the functional analytic definition of adjoint) operators on a Hilbert space \(H\)[j]. But, if any functional calculus starts\[j\], it takes advantage of the fact that, if \(X \sim \mu\) and \(Y \sim \nu\) are independent, then \(X + Y \sim \mu \ast \nu\) and \(\hat{\mu} \ast \hat{\nu} = \hat{\mu} \hat{\nu}\).

The proof of the Riesz theorem as presented in Section 50 of the book\[24\] by Riesz and Sz.-Nagy, is a valid predecessor of the proof of the spectral theorem for bounded self-adjoint operators presented in Section 107 of the same book. The proof that pointwise convergence of the characteristic functions is enough, uses concepts such as tightness of a sequence of probability measures Banach-Alaoglu-type arguments.

The latter is used to consider included classical probability into von Neumann probability spaces \((\mathcal{A}, \varphi)\) where \(\mathcal{A} \subset \mathcal{B}(H)\) is a von Neumann algebra and \(\varphi\) a normal state on \(\mathcal{A}\). Looking, then, at (not necessarily bounded) operators on \(H\) that are affiliated with \(\mathcal{A}\) (roughly speaking, operators that have a polar decomposition where the partially isometric factor is in \(\mathcal{A}\) and where the positive radial part has a spectral measure in \(\mathcal{A}\) allowing to define all sorts of bounded functions of it in \(\mathcal{A}\)), one gets enough unbounded operators but everything is determined by what \(\varphi\) does on projections. Gleason type theorems tell when a function defined on the lattice of projections is the restriction of a normal state.

Given an algebraic probability space \((\mathcal{A}, \varphi)\), we get by GNS-construction a pre-Hilbert space \(\mathcal{D} = \mathcal{A}/\mathcal{N}\), where \(\mathcal{N}\) is the space of length-zero-elements of the form \((a, b) := \varphi(a^*b)\), with a representation \(\pi\) of \(\mathcal{A}\) by adjointable operators on \(\mathcal{D}\) and cyclic vector \(\Omega := 1 + \mathcal{N}\) (that is,
with polynomials, then why not looking at convergence at polynomials to begin with? Why not simply look at convergence of the moments?

Well, one main answer to this question is that, in classical probability, not all random variables \( X \) possess all moments \( \mathbb{E}X^m \) \((m \in \mathbb{N}_0)\). But for the classical CLT stated in the beginning of this section, existence of the second moment is enough. (There are even better versions without the latter condition.) The trick is that for convergence in distribution we need to know only the expectations of the random variables \( f(X) \) for bounded functions, which all exist \textit{a priori} and computing them does not require to know the expectations of the random variables \( X^m \). (This is similar to the procedure in Footnote \([j]\), reducing everything to those projections that are indicator function of the (possibly) unbounded quantum random variables in question.)

In an algebraic quantum probability space, it is part of the definition that the state \( \varphi \) exists on the whole algebra – and this includes, for \( a = a^* \in \mathcal{A} \) the elements \( a^m \). But, if all moments exist, then checking convergence of moments is enough also classically provided the moments determine the limit distribution: If \( Y, X_1, X_2, \ldots \) are random variables all possessing all (finite!) moments and if there is no other distribution than that of \( Y \) having the same moments \( \mathbb{E}Y^m \), then convergence of \( \mathbb{E}X_n \xrightarrow{n \to \infty} \mathbb{E}Y^m \) for any \( m \) implies \( X_n \xrightarrow{n \to \infty} Y \) in distribution. This is what we take as notion of convergence for algebraic central limit theorem:

A sequence \( a_n \) of self-adjoint elements in a quantum probability space \( (\mathcal{A}, \varphi) \) \textit{converges in moments} to a self-adjoint element \( b \) in a quantum probability space \( (\mathcal{B}, \psi) \) if

\[
\lim_{n \to \infty} \varphi(a_n^m) = \psi(b^m)
\]

for all \( m \in \mathbb{N}_0 \). (We entirely ignore the question whether these are moments of a classical probability distribution, or whether they determine it.)

With this, after specifying what is \textit{independent}, we are able to formulate the analogue of the classical CTL from above. Suppose \( a = a^* \) is in the quantum probability space \( (\mathcal{A}_0, \varphi_0) \). Define \( \mathcal{A} \) to be the subalgebra of \( \bigotimes_{n \in \mathbb{N}} \mathcal{A}_0 \ni a_1 \otimes a_2 \otimes \ldots \) generated by elements

\[
a_1 \otimes \ldots \otimes a_N \otimes 1 \otimes \ldots \quad (N \in \mathbb{N}; a_i \in \mathcal{A}_0),
\]

\( \pi(\mathcal{A})\Omega = \mathcal{D} \) such that \( \langle \Omega, \pi(a)\Omega \rangle = \varphi(a) \). Note that the algebraic domain \( \mathcal{D} \) is invariant under all \( \pi(a) \). If a self-adjoint element \( a \) has a \( \pi(a) \) that is essentially self-adjoint on \( \mathcal{D} \), then we get its spectral measure. If this is true for all self-adjoint elements of \( \mathcal{A} \), then we may pass to the von Neumann algebra on \( H = \mathcal{D} \) generated by the projections of all these spectral measures, and for all self-adjoint elements \( a \in \mathcal{A} \) the operator \( \pi(a) \) is affiliated with this von Neumann algebra.

If the GNS-representation \( \pi \) is faithful, we may identify \( \mathcal{A} \) as algebra of operators on \( \mathcal{D} \). Sufficient for that is, if \( \pi \) is \textit{faithful}, that is, if \( \varphi(a^*a) = 0 \) implies \( a = 0 \); but this is by far not necessary. (Any vector state on \( \mathcal{B}(H) \) \((\dim H \geq 2)\) is a counter example.) It is sufficient and necessary, if \( \varphi \) is a trace – as in classical probability where the algebra is commutative.

\[ \text{[k] See, for instance, Theorem 11.4.1 in the nice book \([25]\) by Rosenthal. Unfortunately, this is not a standard topic in a first course in measure theoretic probability; many – otherwise, really excellent – books do not discuss it.} \]
and (well-)define the linear functional $\varphi$ on $\mathcal{A}$ by

$$\varphi(a_1 \otimes \ldots \otimes a_N \otimes 1 \otimes \ldots) := \varphi_0(a_1) \ldots \varphi_0(a_N);$$

obviously, $\varphi$ is a state on $\mathcal{A}$.

Let us denote the $n$–th factor $1 \otimes \ldots \otimes 1 \otimes \mathcal{A}_0 \otimes 1 \otimes \ldots$ in $\mathcal{A}$ by $\mathcal{A}_n$ and let us identify $a_n \in \mathcal{A}_0$ with the corresponding element in $\mathcal{A}_n$. Especially, for $a \in \mathcal{A}_0$ denote by $a_n$ the copy of $a$ in $\mathcal{A}_n$. Define

$$s_N := \frac{a_1 + \ldots + a_N}{\sqrt{N}}.$$

2.1 Theorem. If $a = a^* \in \mathcal{A}_0$ with $\varphi_0(a) = 0$ and $\varphi_0(a^2) = 1$, then

$$\lim_{N \to \infty} \varphi(s_N^m) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} x^m e^{-\frac{x^2}{2}} dx,$$

the $m$–th moment of the normal law $N(0,1)$, for all $m \in \mathbb{N}_0$. In other words, the sequence $s_N$ converges in moments to a standard gaussian (quantum) random variable.

This is a (quite) special case of the algebraic CLT by Giri and von Waldenfels (Theorem 1 in Ref. [13]). We discuss on the proof, under much more general circumstances, in the next section.

2.2 Note. Giri and von Waldenfels [13] is probably the first time that an algebraic quantum CLT has been proved (that is, by convergence of moments requiring not more than existence of all moments of $a$). There is the earlier result by Cushen and Hudson [11] — a contribution of another great man, Robin Hudson, to be commemorated in this volume – where the proof is by considerably more analytic (pushing forward the characteristic function approach, leading to distributions on the Weyl algebra), but limited to sequences of pairs $(p_n, q_n)$ of quantum variables that fulfill a priori the Heisenberg commutation relations $p_n q_n - q_n p_n = \frac{1}{i}$. Of course, the Heisenberg commutation relations limits what $p_n$ and $q_n$ can be. (For instance, neither of them can be bounded in the GNS-representation; also, under regularity conditions on the GNS-representation – that is, on the state – the representing operators are quite determined by the Stone–von Neumann theorem.) It is noteworthy that the general version of Theorem 2.1 (Theorem 113) plus Theorem 2.13 allows to recover Theorem 113 in this algebraic way. (See Example 313 to Theorem 113.) Also a version for Fermion commutation relations can be shown. (See von Waldenfels [18].)

Theorem 2.1 and the classical version we spoke about in this section, are individual central limit theorems in the sense that there is a single distribution (of $X$ in

$[n] \mathcal{A}$ is the inductive limit of the unital $*$–algebras $\mathcal{A}^N := \bigotimes_{n=1}^N \mathcal{A}_0$ under the canonical embeddings of the $\mathcal{A}^N$ into the first $N$ factors of $\mathcal{A}^{N+M}$, and $\varphi$ is the linear functional defined on this inductive limit by the compatible family $\varphi^N := \varphi_0^N$ of functionals on $\mathcal{A}^N$.}
the classical case, and of $a$ in $(A_0, \varphi_0)$ in the quantum case) and the convergence is to a distribution of a single random variable (of $Y$ in the classical case, and of $b$ in $(B, \psi)$ in the quantum case). Already in the Hudson-Cushen CLT mentioned in the preceding note, we are speaking about a sequence of pairs with a fixed joint distribution. The Giri-von Waldenfels CLT, of which we reported in Theorem 2.1 only the one-variable-version, is actually a multivariate CLT: It is a CLT for sequences of families of (quantum) random variables that are identically distributed (that is, they have identical joint distributions) – and that are independent in a certain sense, namely, tensor independent (explaining the occurrence of the infinite tensor product occurring in the construction of the quantum probability space $(A, \varphi)$ in Theorem 2.1).

The multivariate case and situations different from tensor independence, is what leads us right into the next section. We conclude the present section with some more remarks.

2.3 Note. Independence – or quantum independence – is one of the topics which Wilhelm’s work helped crucially unfolding. Tensor independence, the most classical one (as it captures classical independence when applied to commutative quantum probability spaces), is considered by many the “most natural” one, in the sense that when physicists wish to model two quantum physical systems as subsystems of a single one in such a way that one has nothing to do with the other, they take tensor products. But – unlike in classical probability – there are (sometimes, many) more independences in quantum probability. One of the most famous is Voiculescu’s free independence (or freeness); it is the “most noncommutative” one and in a very strict (functorial) view point is may be considered the “only noncommutative” one (it is the only unital independence that survives the transition from states to conditional expectations; see Theorem 2.18 and see also Section 1 of the present notes). A (non-unital) independence that is even more noncommutative, is monotone independence (Lu 10, Muraki 17); here we have that “$A$ independent of $B$” does not imply “$B$ independent of $A$”. Boolean independence (Speicher and Woroudi 43) can be traced back to von Waldenfels 47. There is $q$–independences (Bozejko and Speicher 10) for $q \in [-1, 1]$, interpolating tensor (or Boson) independence ($q = 1$) and Fermion independence ($q = -1$) going over freeness ($q = 0$).

Starting (probably) with Accardi, Schürmann, and von Waldenfels 4, one of Wilhelm’s students, Michael Schürmann, has taken on the challenge to examine independence axiomatically 28 and to examine the quantum Lévy processes associated with each such independence. For tensor independence, the research culminated conclusively in his habilitation thesis 27. This work also discusses $q$–independence – but this does not belong to the axiomatic independences. In fact, axiomatic independences are very few; see Speicher 10, Ben Ghorbal and Schürmann 7, and Muraki 18. On the other hand, dropping the one or the other requirement of axiomatic independence, there can be very many – in fact, enough so, to derive, in the single-random-variable-case any central distribution as central limit distribution for a suitable
notion of independence. (See Theorem 6.1(v) in Accardi and Bozejko.)

We do not discuss this in detail; there will be more about independences and Lévy processes in Michael Schürmann’s contribution to this volume. We mentioned independence only to underline how much it means to say that the CLT in the next section’s title covers the technical part of CLTs for every independence.

3. The Speicher-von Waldenfels general algebraic CLT
Let us right start with the theorem from Speicher and von Waldenfels – and then explain it.

3.1 Central Limit Theorem. Let \((A, \varphi)\) be a quantum probability space. Let \(J\) be a fixed index set. Consider elements \(b^{(j)}_n \in A\) \((j \in J, n \in \mathbb{N})\) such that for each \(j \in J\) there is \(j'\) with \((b^{(j)}_n) = b^{(j')}_n\), which fulfill the following assumptions.

i) We have

\[
\varphi\left(b^{(j_1)}_{\sigma(1)} \cdots b^{(j_n)}_{\sigma(n)}\right) = 0
\]

for all \(n \in \mathbb{N}\), all \((j_1, \ldots, j_n) \in J^n\) and all \(\sigma: \{1, \ldots, n\} \to \mathbb{N}\) with the property that there exists \(k \in \mathbb{N}\) such that \(#\sigma^{-1}(k) = 1\).

ii) For all \(n \in \mathbb{N}\) there exists a constant \(C_n < \infty\), such that

\[
\left|\varphi\left(b^{(j_1)}_{\sigma(1)} \cdots b^{(j_n)}_{\sigma(n)}\right)\right| \leq C_n
\]

for all \((j_1, \ldots, j_n) \in J^n\) and all \((\sigma(1), \ldots, \sigma(n)) \in \mathbb{N}^n\).

iii) We have an invariance of all second order correlations under order preserving injections, i.e.

\[
\varphi\left(b^{(j_1)}_{\theta(\sigma(1))} \cdots b^{(j_n)}_{\theta(\sigma(n))}\right) = \varphi\left(b^{(j_1)}_{\sigma(1)} \cdots b^{(j_n)}_{\sigma(n)}\right)
\]

for all \(n \in \mathbb{N}\), all \((j_1, \ldots, j_n) \in J^n\), all \(\sigma: \{1, \ldots, n\} \to \text{Im}(\sigma)\) with the property that for all \(k \in \text{Im}(\sigma)\) we have \(#\sigma^{-1}(k) = 2\), and for all order preserving injective mappings \(\theta: \text{Im}(\sigma) \to \mathbb{N}\).

For each \(N \in \mathbb{N}\) we define

\[
S^{(j)}_N := \frac{b^{(j)}_1 + \cdots + b^{(j)}_N}{\sqrt{N}}.
\]

Then we have for all \(n \in \mathbb{N}\) and all \((j_1, \ldots, j_n) \in J^n\)

\[
\lim_{N \to \infty} \varphi\left(S^{(j_1)}_N \cdots S^{(j_n)}_N\right) = 0,
\]

if \(n\) is odd, and

\[
\lim_{N \to \infty} \varphi\left(S^{(j_1)}_N \cdots S^{(j_n)}_N\right) = \frac{1}{(2!)^{\frac{n}{2}}} \sum_{\sigma: \{1, \ldots, n\} \to \{1, \ldots, \frac{n}{2}\}} \varphi\left(b^{(j_1)}_{\sigma(1)} \cdots b^{(j_n)}_{\sigma(n)}\right),
\]

for all \(n \in \mathbb{N}\) and all \((j_1, \ldots, j_n) \in J^n\).
if \( n \) is even.

How to interpret this?

- The index \( j \in J \) labels a selection of \( \#J \) elements \( b^{(j)} \) in a unital \( * \)-algebra \( A_0 \).
  
  In fact, if we take the free unital algebra generated by \( \#J \) symbols \( b^{(j)} \) and define an involution by \( b^{(j)*} := b^{(J-j)} \) (the \( j' \) that exists by the hypotheses of the theorem for any \( j \); it need not be unique, but any fixed choice works).
  
  Then for each \( n \in \mathbb{N} \) we can define a homomorphism \( \alpha_n : A_0 \to A \) sending \( b^{(j)} \) to \( b^{(j)}_n \).
  
  We continue denoting \( a_n := \alpha_n(a) \) for \( a \in A_0 \), as in Theorem 2.1. \( S_N^{(j)} \) is what you usually would write down in a multivariate CLT.

- The condition in (ii) is the only technical condition that in the end yields convergence. For concrete independences, this is, usually, fulfilled automatically.

  The condition in (i) means for \( n = 1 \) that the \( b^{(j)} \) are sent to central elements in \( \alpha_k(A_0) \). (\( \Rightarrow \) Central Limit Theorem.) For bigger \( n \) it yields what is called frequently the singleton condition: If in a monomial of generators from several \( \alpha_i(A_0) \), there is exactly one coming from a certain \( \alpha_k(A_0) \), then \( \varphi \) at that monomial is 0. (This is a condition any independence fulfills. It means that in a sum over monomials of degree \( n \), only those contribute where, for each \( k \), there occurs either no factor or there occur at least two.

  This is responsible for the fact that in a CLT the normalization \( \frac{1}{\sqrt{N}} \) (yielding the law of large numbers) may be replaced with the weaker normalization \( \frac{1}{N} \) without producing divergence.)

  The result means not only that the moments on the left-hand side converge. It means that in the sum that occurs when expanding the product of \( n \) factors of the type \( b^{(j)}_1 + \cdots + b^{(j)}_N \) only those monomials contribute to the limit where from the generators of each \( \alpha_k(A_0) \) there are either no factors or exactly two factors. Under these general conditions this is the best one can do to compute the limit distribution. How to compute each number under the sum is what the specific independence in question tells us; see the Examples 3.2 below and the appendix.

- If, in (iii), we require \( \{1, \ldots, n\} \to \mathbb{N} \), we get what is called a sequence of quantum probability subspaces \( \alpha_n(A_0) \) with spreadable \( (\text{joint}) \) distribution. (For most independences, if the \( \alpha_n(A_0) \) are independent and identically distributed (see below), then their joint distribution is spreadable.) Fixing, under spreadability, to \( \sigma \) that is constant \( n \) (only the \( n \)th copy of \( A_0, \alpha_n(A_0) \), is involved) we get that

  \[
  \varphi_0(a) := \varphi(a_n)
  \]

does not depend on \( n \), hence, well-defines a state \( \varphi_0 \) on \( A_0 \) turning it into a quantum probability space \( (A_0, \varphi_0) \): The \( \alpha_n(A_0) \) are identically dis-
The condition in (iii) alone does not guarantee identically distributed but only \( \text{identically correlated} \): The correlations \( \phi(b_{n}^{(j)}b_{n}^{(\ell)}) \) for all \( j, \ell \in J \) do not depend on \( n \).

In the limit formula for moments of even degree the sum is taken over functions \( \sigma: \{1, \ldots, n\} \to \{1, \ldots, \frac{n}{2}\} \) such that for each \( k \) in the codomain \( \{1, \ldots, \frac{n}{2}\} \) there are exactly two \( i_{k} \neq j_{k} \) in the domain \( \{1, \ldots, n\} \) such that \( \sigma(i_{k}) = \sigma(j_{k}) = k \). So, such a function determines a partition of the domain \( \{1, \ldots, n\} \) into pairs \( \{i_{k}, j_{k}\} \), that is, a \text{pair partition}. Two such functions \( \sigma, \sigma' \) determine the same pair partition if and only if there is a permutation \( \pi \in S_{\frac{n}{2}} \) of the codomain \( \{1, \ldots, \frac{n}{2}\} \) such that \( \sigma' = \pi \circ \sigma \). The map \( \pi \) considered as map into \( \mathbb{N} \) is injective, yes, but it is order preserving if and only if \( \pi = \text{id} \). So, under the condition in (iii) we have no invariance under \( \pi \). However, if we have invariance under all \( \pi \), equivalently, if the invariance under \( \vartheta \) is not only for order preserving injections but for all injections, then all \( \pi \circ \sigma \) give the same contribution. Since there are \( \left(\frac{n}{2}\right)! \) of them, we may cancel out the factor in front of the sum, and take the sum over all pair partitions. The occurrence of pair partitions in central limit theorems and that frequently for determining the moments of the central limit distribution one has “just” to count the number of certain (sub)classes of pair partitions, plays an important role in the research of another of Wilhelm’s students, Roland Speicher.

3.2 Example. We discuss some one-variable-cases, that is, \( \#J = 1 \) and we write \( b^{(j)} = b \). (Note that in each of the following examples the growth condition in (ii) is fulfilled with \( C_{n} = 1 \).)

(1) In the case of Theorem 2.1, tensor independence, we have \( \varphi_{0}(b^{2}) = 1 \), and for the functions \( \sigma \) occurring in the sum we have

\[
\varphi(b_{\sigma(1)} \ldots b_{\sigma(n)}) = \varphi(b_{1}^{2}) \ldots \varphi(b_{\frac{n}{2}}^{2}) = \varphi_{0}(b^{2}) = 1.
\]

There are \( \binom{n}{2} \) possibilities to select the pair that is sent to 1, then, \( \binom{n-2}{2} \) possibilities to select the pair that is sent to 2, and so forth. We get that there are

\[
\binom{n}{2} \binom{n-2}{2} \ldots \binom{2}{2} = \frac{n!}{2^{n}}
\]

functions \( \sigma \). Consequently,

\[
\lim_{N \to \infty} \phi(S_{N}^{n}) = \frac{n!}{2^{\frac{3}{2}}(\frac{n}{2})!} = n!!
\]

This is, why in a consequent dualization of “probability space” into “quantum probability space”, quantum random variables are homomorphisms from a \( * \)-algebra \( A_{0} \) into a quantum probability space. (This dualizes classical random variables, which are functions \text{from a probability space into a measurable space}.) The fixed \text{quantum measurable space} is \( A_{0} \), and the the quantum random variables are the \( \alpha_{n} \). So, that \( \varphi \circ \alpha_{n} \) does not depends on \( n \) is what it means to say the \( \alpha_{n} \) are \text{identically distributed}.
(for even $n$). These are both the number of pair partitions and the even moments
of the normal law $N(0,1)$.

(2) For free independence, we have that

$$\varphi(a_{\sigma(1)}^{(1)} \ldots a_{\sigma(n)}^{(n)}) = 0$$

for any selection of central $a^{(k)} \in \mathcal{A}_0$ ($1 \leq k \leq n$) and any $\sigma$ such that $\sigma(k-1) \neq \sigma(k) \neq \sigma(k+1)$ ($1 < k < n$). Writing a general $a \in \mathcal{A}_0$ as $a = \varphi(a) - (a - \varphi(a))$

(where $a - \varphi(a)$ is central), this becomes a recursion to compute $\varphi$ on any monomial in terms of $\varphi_0$ alone.

If, in the sum of the CLT, the pair partition of $\sigma$ has no pair consisting of neighbouring elements (that is, it $\sigma(k-1) \neq \sigma(k) \neq \sigma(k+1)$), then for the central elements $b$ we have $\varphi(b_{\sigma(1)} \ldots b_{\sigma(n)}) = 0$. If there is a pair $\{i_k, j_k\}$ with
(without loss of generality) $j_k = i_k + 1$, then, rewrite

$$b_{i_k} b_{j_k} = \varphi(b_{i_k} b_{j_k}) + (b_{i_k} b_{j_k} - \varphi(b_{i_k} b_{j_k})).$$

The term arising from the summand $\varphi(b_{i_k} b_{j_k})$ has the same structure but with degree reduced from $n$ to $n - 2$ (and a factor $\varphi(b_{i_k} b_{j_k}) = 1$ in front of it). The central element $b_{i_k} b_{j_k} - \varphi(b_{i_k} b_{j_k})$ remaining in the term arising from the second summand, is a singleton – and none of the consecutive operations to reduce the degree further by means of the recursion can change this; its contribution is, therefore, 0. We see:

- Only pair partitions that can be reduced by consecutive elimination of next neighbour pairs contribute to the sum.
- The contribution of each such so-called noncrossing pair partition (for the way they can be represented graphically) is 1.

To determine the limit of the moments for the free CLT, we are, thus, reduced to the problem to count the number of the noncrossing pair partitions of $\{1, \ldots, n\}$ ($n$ even). They are known to be given by the Catalan numbers

$$\text{Catalan}_{\frac{n}{2}} := \frac{n!}{(\frac{n-2}{2}(!(\frac{n}{2})!)}.$$

and they coincide with the even moments of the Wigner semicircle law with density $x \mapsto \frac{\sqrt{4-x^2}}{2\pi}$ on $[-2,2]$.

(3) For boolean independence, we have that

$$\varphi(a_{\sigma(1)}^{(1)} \ldots a_{\sigma(n)}^{(n)}) = \varphi(a_{\sigma(1)}^{(1)}) \ldots \varphi(a_{\sigma(n)}^{(n)})$$

for any (that is, not necessarily central) selection of $a^{(k)} \in \mathcal{A}_0$ ($1 \leq k \leq n$) and any $\sigma$ such that $\sigma(k-1) \neq \sigma(k) \neq \sigma(k+1)$ ($1 < k < n$). We see that in the sum over $\varphi(b_{\sigma(1)} \ldots b_{\sigma(n)})$ only those $\sigma$ contribute that have a pair partition

\[\text{[n]}\text{Well, writing } \sigma(k) \neq \sigma(k+1) (1 \leq k < n) \text{ would be enough, and we will do so in the sequel. But here we wish to emphasize on the position } k \text{ and that is is surrounded by elements from different subalgebras, and for that we do accept a certain redundancy.}\]
with only next-neighbour pairs (each of them with a factor $\varphi_0(b^2)^{2n} = 1$). There is only one such pair partition. The even moments of the boolean CLT limit distribution are just 1, the distribution, therefore, given by the probability measure $\delta_{-1/2} + \delta_{1/2}$.

Examples where the invariance condition in (iii) really only holds for order preserving injections $\vartheta$, are the $q$–CLT (Schürmann [20]) and the CLT for monotone independence (with the arcsine law as limit distribution).

4. Fock, conditional expectation, and module, and all that

A generalization that was surely beyond what Wilhelm might have dreamed of is the passage from independence in a state to conditional independence in a conditional expectation (also known as independence with amalgamation or as operator-valued independence). In classical probability, where everything is done with emphasis on the probability measure(s) and the expectation functional is a second-order object, conditional expectation – a map on algebras of random variables – is, actually, much closer to its generalization to quantum probability: A positive idempotent onto a subalgebra that is also a bimodule map for the bimodule structure of the big algebra over its subalgebra.

Note that we do not even require that the big (unital) $*$–algebra $\mathcal{A}$ is a quantum probability space. (No state!) We just speak about a $\mathcal{B}$–quantum probability space $(\mathcal{A}, \Phi)$ where $\Phi$ is a conditional expectation onto a unital $*$–subalgebra $\mathcal{B}$ of $\mathcal{A}$. (Typically, it is required that the unit of $\mathcal{B}$ coincides with the unit of $\mathcal{A}$.) As already observed in Skeide [34], Theorem 3.1 remains true in this setting without changing a word in its proof.

Among many others, the axiomatic independences have been promoted to conditional independences in a $\mathcal{B}$–quantum probability space $(\mathcal{A}, \Phi)$. There is free conditional independence (or freeness with amalgamation) also in Voiculescu [41], which underlies Roland Speicher’s habilitation thesis [41]. There is monotone conditional independence in Skeide [38] and Popa [23]. Boolean conditional independence has been

---

[o] In classical probability, one requires, additionally, that the measure (that is, the expectation functional) is preserved. This makes, given the subalgebra, a conditional expectation unique, while existence is a consequence of the Radon-Nikodym theorem (only the version for probability measures). Several authors do require the same in quantum probability: Their conditional expectation on a (usually, von Neumann) quantum probability space should preserve the state. (Also this forces uniqueness, while existence is characterized by Takesaki’s famous theorem that the state preserving conditional expectation exists if and only if the modular automorphism group of the (faithful normal) state leaves the subalgebra (globally) invariant.)

[p] There are conditional expectations onto subalgebras that have a different unit. Very typical is $a \mapsto \rho a p$ where the subalgebra $\rho A p$ of $\mathcal{A}$ has its own unit $p$. This happens, for instance, in monotone and boolean independence, where (at least some of) the independent subalgebras have different units but are, usually, expected (that is, the image of a conditional expectation). But for our new noncommutative scalars $\mathcal{B}$, we expect that their unit acts as unit on the whole thing.

[q] We take the occasion to mention that in Skeide [35] there is a flaw (regarding the non-valid attempt to identify the $\mathcal{B}$ of the nonunital subalgebra with that of the containing algebra. But the moment defining formula is there – and Popa [23] coincides with that.
formulated in Skeide. In the free case, there is an individual CLT by Voiculescu and a multivariate version by Speicher. The monotone CLT is due to Popa. A multivariate CLT for the boolean case is presented in the appendix of the present notes.

To cite p.71 of Lance: “The enquiring reader will already have asked the question:” What happened to tensor independence? Well, the answer is that it disappeared – at least in full generality there is no such thing as the tensor product of algebras over a common subalgebra, and writing down the moment defining formula simply leads to ill-defined nonsense. (In a certain sense, this is nice: There is only one “truly noncommutative” (namely, over noncommutative scalars!) axiomatic conditional independence that is unital: Freeness! See also Roland Speicher’s contribution to this volume.) A way out is to limit conditional tensor independence to so-called centered B–quantum probability spaces, that is, the algebra is generated by elements that commute with the subalgebra B, and limit the moment defining formula to these (from where they extend well-definedly to the whole). This has been introduced (as Bose–independence) in Skeide (preprint 1996) and Skeide discusses the CLT.

The proof of CLTs is done most conveniently by – simultaneously – identifying the limit moments as moments of certain operators on Fock-type objects. (This is true already for scalar independence, but the bigger effect is obtained in the conditional versions.) The fact that we replace the scalars C by noncommutative (that is, not necessarily commutative!) scalars B cries for Hilbert modules – in the same way C∗-algebras with positive functionals cry for Hilbert spaces. For states on a unital C∗-algebra we have the well-known GNS-construction; see Footnote [j]. For CP-maps – and a conditional expectation is a CP-map! – we have Paschke’s GNS-construction. We do not discuss this for general CP-maps, but directly in the case of conditional expectations, which is a good deal more similar to the GNS-construction for states. (See the discussion in Section 4.3.) If Φ : A → B ⊂ A is a conditional expectation, then define on A the semiinner product ⟨a, a′⟩ := Φ(a∗a′), divide out the length-zero elements N and complete the quotient A/N (a pre-Hilbert B–module) to obtain a Hilbert B–module E. Then a(a′ + N) := aa′ + N (well-)defines a left action of A on E (we say, E is turned into a correspondence from A to B), and

[i] A warning: Being centered is a tough requirement for a bimodule. (It means it is a subbimodule of a free bimodule, generated by a vector space. Only B(H)–bimodules fulfill this automatically; see Skeide.) And, on the other hand, in this framework all desirable commutation relations can be imposed in the centered case, by imposing them on elements of B. (See Skeide for q–commutation relations.) As always, conditional independence is the more interesting the “smaller” B is (also in the sense the “lesser” structure B has) as compared with A ⊃ B. More interesting is when the relevant B–bimodules are generated by elements that fulfill (nontrivial) commutation relations with elements of B; see, for instance, the treatment of the square of white noise in Accardi and Skeide.

Conditional tensor independence does have advantages in classical probability (where it always exists).
with the cyclic vector \( \omega := 1 + N \) (in fact, \( \underline{\mathcal{A}} \omega = \mathcal{E} \)) we get

\[
\langle \omega, a\omega \rangle = \Phi(a).
\]

Note that \( \omega \) is in the center of \( \mathcal{E} \) (\( b\omega = \omega b \)), so that \( \mathcal{E} \supset \omega \mathcal{B} = \mathcal{B} \).

In fact, Speicher \cite{Speicher91} identified the moments of the CLT-distribution in conditional freeness\cite{Speicher90} as moments of certain sums \( a^\ast(x) + a(y) \) of the creation and annihilation operators on the full Fock module\cite{Speicher90}. Popa\cite{Popa99} did the same for monotone conditional independence. The appendix of the present notes discusses the boolean case. Before passing to the appendix, we conclude the discussion with the following considerations.

4.1 Note. The observation that all classical (\( \mathbb{R} \)-valued) Lévy processes may be represented in a very canonical way on the symmetric Fock space \( \Gamma(L^2(\mathbb{R}_+, K)) \) as a sum of suitable creation, conservation, and annihilation operators, goes probably back to Parthasarathy and Schmidt\cite{Parthasarathy79}. This includes, of course, that every single random variable with infinitely divisible distribution may be represented on the Fock space. But more interesting is the interplay with independence in this representation. Roughly, if we look how the increment \( X_t - X_s \) from \( s < t \) to \( t \) of the Lévy process are represented, then it turns out that the representing operators “live on \( L^2([s, t], K) \subset L^2(\mathbb{R}_+, K)^\ast \)”, meaning that they are in

\[
\mathcal{L}(\Gamma(L^2([s, t], K))) \otimes \text{id} \subset \mathcal{L}\left(\Gamma(L^2([s, t], K)) \otimes \Gamma(L^2([s, t], K)^\perp)\right)
\]

Note that this means freeness (or free independence) in a conditional expectation. It has nothing to do with the “conditionally free” random variables in Bożejko et al\cite{Bozejko94} which is “scalar business”.

The first mentioning of the full Fock module might have been in Accardi and Lu\cite{Accardi85} but (looking also at the preprint data) is was almost simultaneous with Pimsner\cite{Pimsner90} and Speicher\cite{Speicher91}. The time was simply ripe for that.

It is noteworthy that Accardi and Lu\cite{Accardi85} motivated by the concrete physical example they study in that paper, pass immediately from full Fock modules to so-called interacting Fock modules. The so-called weak coupling limit in a conditional expectation they compute may actually be considered as a sort of CLT in its own right. Only in Skeide\cite{Skeide91} it has been observed that (putting the right left action) the module carrying the limit distribution is, actually, a full Fock module.

Note, however, that this does not mean that the limiting objects would be conditionally free in some sense; the occurring creators and annihilators associated to certain disjoint time intervals do not have orthogonal arguments. (See also Note 4.1)

As a spin-off of the paper\cite{Accardi85} there is the notion of interacting Fock space (IFS), so only the scalar version, introduced and studied systematically by Accardi et al\cite{Accardi87, Accardi91, Accardi93}. A pre-Hilbert space (allowing technically to deal with unbounded operators without problems) \( \mathcal{I} = \bigoplus_{n \in \mathbb{N}_0} H_n \) for a family of pre-Hilbert spaces \( H_n \) with \( H_0 = \mathcal{H} \) and a linear map \( a^\ast : H \to \mathcal{L}(\mathcal{I}) \) (H another pre-Hilbert space) such that

\[
\text{span} a^\ast(H)H_n = H_{n+1}.
\]

(See Refs.\cite{Accardi87, Accardi91} for this way to define IFS.) If we assume that \( \mathcal{I} \) is adjointable in the sense that every \( a^\ast(f) \) has an adjoint \( a(f) : \mathcal{I} \to \mathcal{I} \), then one would view \( a^\ast(x) + a(x) \) and \( a^\ast(y) + a(y) \) as independent in the vacuum state \( \varphi := \langle \Omega, \cdot \rangle \) (inducing, thus, a notion of independence) whenever \( \langle x, y \rangle = 0 \). We mentioned already that using IFS, every central distribution occurs as CLT-distribution.
in the well-known factorization $\Gamma(H_1 \oplus H_2) = \Gamma(H_1) \otimes \Gamma(H_2)$ of the symmetric Fock space. (We write $\mathcal{L}$ because the operators are unbounded.) This means, the increments, looked at as quantum random variables, are tensor independent in the vacuum state $\varphi = \langle \Omega, \bullet \Omega \rangle$, where $\Omega$ denotes the Fock vacuum. (Schürmann has generalized this to all quantum Lévy processes.)

“All” Hilbert spaces (infinite-dimensional and separable) are isomorphic – and representing a single distribution by operators on a Fock-type space is almost as uninformative: We know, it is always possible. This becomes more interesting, when the question is whether the quantum random variables represented by creation and annihilation (and, sometimes, conservation) operators to disjoint intervals are indedent in some sense.

Of course, the more structure the Fock-type space has (=the less general it is!), the more informative is also what we get for a single variable. (For instance, the Fock space has a “strong” inherent structure, if all distributions of $a(f)^* + a(f)$ ($a^*(f)$ some creation operator and its adjoint $a(f)$) are from the same restricted convolution family (for some sort of independence) of distributions. In fact, in the symmetric Fock space we get only normal laws $N(0, \sigma^2)$ and in the full Fock space we get only (scaled) semicircular laws. To include, on the symmetric Fock space, general Lévy processes (such as Poisson processes) creators and annihilators already are not enough: One also needs conservation operators.

We see (see also Footnote [u]) that representing a certain distribution on a Fock space (or module) is one thing. The question whether several of them done on the same Fock space (or module) might be (conditionally) independent is a totally different one.

**Appendix: Conditional boolean CLT**

Let $\mathcal{B}$ be a unital $C^*$–algebra, and let $E$ be a $\mathcal{B}$–correspondence. The boolean Fock module over $E$ is the $\mathcal{B}$–correspondence $\mathcal{F}_B(E) := \mathcal{B} \oplus E$. [u] We denote by $\omega := 1 \in \mathcal{B}$ the vacuum. For $x \in E$ the creator $a^*(x)$ is defined as

$$a^*(x) := \begin{pmatrix} 0 & 0 \\ x & 0 \end{pmatrix} \in \mathcal{B}^a(\mathcal{F}_B(E)) = \begin{pmatrix} \mathcal{B}^a(\mathcal{B}) & \mathcal{B}^a(E, \mathcal{B}) \\ \mathcal{B}^a(\mathcal{B}, E) & \mathcal{B}^a(E) \end{pmatrix} = \begin{pmatrix} \mathcal{B} & E^* \\ E & \mathcal{B}^a(E) \end{pmatrix}$$

(for the last equality recall that $\mathcal{B}$ is unital), with adjoint $a(x) := a^*(x)^* = \begin{pmatrix} 0 \\ x^* \end{pmatrix}$.

Recall that for a $\mathcal{B}$–quantum probability space $(\mathcal{A}_0, \Phi_0)$ we have the GNS-correspondence $\mathcal{E}$ with the cyclic and central (the latter, because the CP-map $\Phi_0$ is a conditional expectation) unit vector $\omega$ such that $\Phi_0 = \langle \omega, \bullet \omega \rangle$. This decomposes $\mathcal{E}$ into

$$\mathcal{E} = \mathcal{B} \oplus E$$

[u] This is an interacting Fock module $\mathcal{I} = \bigoplus_{n \in \mathbb{N}_0} E_n$ (with $E_1 = E$ and $E_n = \{0\}$ for $n \geq 2$) in its own right.
where the summand isomorphic to $B$ is $\omega^*E = \omega B$ and where $E = \omega^p$. For any $a \in A_0$ we denote by
\[
\begin{pmatrix}
\alpha \\
\beta^* \\
\gamma \\
\delta
\end{pmatrix}
\]
($\alpha$ in $B$, $\beta$ and $\gamma$ in $E$, $\delta \in \mathfrak{B}(E)$) its action on $B \oplus E$.

Recall from Skeide [SS] that subalgebras $A_k$ of a $B$–quantum probability space $(\mathcal{A}, \Phi)$ are conditionally boolean independent if
\[
\Phi(a_1 \ldots a_n) = \Phi(a_1) \ldots \Phi(a_n)
\]
for any $a_k \in \mathcal{A}_{\sigma(k)}$ ($1 \leq k \leq n$) whenever $\sigma$ is such that $\sigma(k) \neq \sigma(k+1)$ ($1 \leq k < n$).

**Theorem.** Let $(A_0, \Phi_0)$ and $(\mathcal{A}, \Phi)$ be $B$–quantum probability spaces, and for each $n \in \mathbb{N}$ let $\pi_n : A_0 \to \mathcal{A}$ be $a(n$ almost never unital, so not $B$–preserving) homomorphism respecting the bimodule action of $B$ (that is, $\pi_n(bab') = bab'$, where, as usual, $a_n := \pi_n(a)$) such that the subalgebras $A_n$ are conditionally boolean independent in $\mathcal{A}$.

For every selection of elements $b^{(j)} \in A_0$ ($j$ in an index set $J$) with $\Phi_0(b^{(j)}) = 0$, putting
\[
S_N^{(j)} := \frac{b_1^{(j)} + \ldots + b_N^{(j)}}{\sqrt{N}},
\]
we obtain
\[
\lim_{N \to \infty} \Phi(S_N^{(j_1)} \ldots S_N^{(j_n)}) = \left\langle \omega, (a^*(\gamma^{(j_1)}) + a(\beta^{(j_1)})) \ldots (a^*(\gamma^{(j_n)}) + a(\beta^{(j_n)})) \omega \right\rangle
\]
where for each $j$ we denote by $(\gamma^{(j)} \beta^{(j)*})$ the action of $b^{(j)}$ on $B \oplus E$.

**Proof.** For each limit is sufficient to limit the discussion to the finite subset $\{j_1, \ldots, j_n\}$ of those $j$ that actually occur. On this, by $\|\Phi\| = 1$, the growth condition in (ii) is, obviously, fulfilled with $C_n := (\max_k \|b^{(j_k)}\|)^n$.

As for the scalar case in Example 3.2[3], we argue that only $\sigma$ with a partition into next neighbour pairs contributes and that the order of the number is $\{1, \ldots, \frac{n}{2}\}$ that label these pairs do not matter. We find that the only contribution from the sum in the formula in Theorem 3.1 that remains is
\[
\Phi_0(b^{(j_1)}b^{(j_2)}) \ldots \Phi_0(b^{(j_{n-1})}b^{(j_n)}).
\]
Taking into account that $\Phi_0(b^{(j)}) = 0$, hence, $\alpha^{(j)} = 0$, we get $\Phi_0(b^{(j)}b^{(j')}) = \langle \beta^{(j)}, \gamma^{(j')} \rangle$. So,
\[
\lim_{N \to \infty} \Phi(S_N^{(j_1)} \ldots S_N^{(j_n)}) = \langle \beta^{(j_1)}, \gamma^{(j_2)} \rangle \ldots \langle \beta^{(j_{n-1})}, \gamma^{(j_n)} \rangle
\]
That this coincides with $\left\langle \omega, (a^*(\gamma^{(j_1)}) + a(\beta^{(j_1)})) \ldots (a^*(\gamma^{(j_n)}) + a(\beta^{(j_n)})) \omega \right\rangle$, follows easily from $a(x)\omega = 0$, from $a^*(x)a^*(y) = 0$, and from $a(x)a^*(y)\omega = \omega(x, y)$. □
Acknowledgments. Apart from thanking for useful comments by Malte Gerhold and Orr Shalit, and bibliographic assistance from my predecessors in Heidelberg, Michael Schürmann and Roland Speicher, it is my heartfelt wish to thank Wilhelm for his teaching of the heart of how to look at mathematics as I received it through him and his students. Later, but certainly not least, I wish to thank the referee for an extremely meticulous reading of this manuscript.

References
1. L. Accardi and M. Bozejko. Interacting Fock spaces and gaussianization of probability measures. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 1:663–670, 1998.
2. L. Accardi and Y.G. Lu. The Wigner semi-circle law in quantum electro dynamics. Commun. Math. Phys., 180:605–632, 1996. (Rome, Volterra-Preprint 1993/0132).
3. L. Accardi, Y.G. Lu, and I.V. Volovich. Interacting Fock spaces and Hilbert module extensions of the Heisenberg commutation relations. Number 1997-008 in IAS Publications. IIAS, Kyoto, 1997.
4. L. Accardi, M. Schürmann, and W. von Waldenfels. Quantum independent increment processes on superalgebras. Math. Z., 198:451–477, 1988.
5. L. Accardi and M. Skeide. Hilbert module realization of the square of white noise and the finite difference algebra. Math. Notes, 86:803–818, 2000. (Rome, Volterra-Preprint 1999/0384).
6. L. Accardi and M. Skeide. Interacting Fock space versus full Fock module. Commun. Stoch. Anal., 2:423–444, 2008. (Rome, Volterra-Preprint 1998/0328, revised 2000).
7. A. Ben Ghorbal and M. Schürmann. Non-commutative notions of stochastic independence. Math. Proc. Cambridge Philos. Soc., 3:531–561, 2002.
8. B.V.R. Bhat and M. Skeide. Pure semigroups of isometries on Hilbert $C^*$-modules. J. Funct. Anal., 269:1539–1562, 2015. electronically Jun 2015. Preprint, arXiv:1408.2631.
9. M. Bozejko, M. Leinert, and R. Speicher. Convolution and limit theorems for conditionally free random variables. Pac. J. Math., 175:357–388, 1996.
10. M. Bozejko and R. Speicher. An example of generalized Brownian motion. Commun. Math. Phys., 137:519–531, 1991.
11. C.D. Cushen and R.L. Hudson. A quantum-mechanical central limit theorem. J. Appl. Probability, 8:454–469, 1971.
12. M. Gerhold and M. Skeide. Interacting Fock spaces and subproduct systems. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 23:n.3, Article 1 (53 pp), 2020. Preprint, arXiv:1808.07037v3.
13. N. Giri and W. von Waldenfels. An algebraic version of the central limit theorem. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 42:129–134, 1978.
14. E.C. Lance. Hilbert $C^*$-modules. Cambridge University Press, 1995.
15. G. Letta. Probabilità elementare. Zanichelli, 1993.
16. Y.G. Lu. An interacting free Fock space and the arcsine law. Prob. Math. Statist., 17:149–166, 1997.
17. N. Muraki. Noncommutative Brownian motion in monotone Fock space. Commun. Math. Phys., 183:557–570, 1997.
18. N. Muraki. The five independences as quasi-universal products. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 5:113–134, 2002.
19. K.R. Parthasarathy. Introduction to probability and measure. Number 33 in Texts and Readings in Mathematics. Hindustan Book Agency, 2005. Corrected reprint of the 1977 original.
20. K.R. Parthasarathy and K. Schmidt. Positive definite kernels, continuous tensor prod-
ucts, and central limit theorems of probability theory. Number 272 in Lect. Notes Math. Springer, 1972.
21. W.L. Paschke. Inner product modules over \( B^\ast \)-algebras. Trans. Amer. Math. Soc., 182:443–468, 1973.
22. M.V. Pimsner. A class of \( C^\ast \)-algebras generalizing both Cuntz-Krieger algebras and crossed products by \( Z \). In D.V. Voiculescu, editor, Free probability theory, number 12 in Fields Inst. Commun., pages 189–212, 1997.
23. M. Popa. A combinatorial approach to monotonic independence over a \( C^\ast \)-algebra. Pac. J. Math., 237:299–325, 2008. (arXiv: math.OA/0612570v3).
24. F. Riesz and B. Sz.-Nagy. Vorlesungen über Funktionalanalysis. Deutsch, 1982.
25. J.S. Rosenthal. A first look at rigorous probability theory. World Scientific, 2000. 1st ed.
26. M. Schürmann. Quantum \( q \)-white noise and a \( q \)-central limit theorem. Commun. Math. Phys., 140:589–615, 1991.
27. M. Schürmann. White noise on bialgebras. Number 1544 in Lect. Notes Math. Springer, 1993.
28. M. Schürmann. Non-commutative probability on algebraic structures. In H. Heyer, editor, Probability measures on groups and related structures XI, pages 332–356. World Sci. Publishing, 1995.
29. M. Schürmann and M. Skeide. Infinitesimal generators on the quantum group \( SU_q(2) \). Infin. Dimens. Anal. Quantum Probab. Relat. Top., 1:573–598, 1998. (Preprint, Heidelberg 1992).
30. M. Skeide. Der stochastisch getriebene harmonische Oscillator. Diplomarbeit, Heidelberg, 1990. available at: http://web.unimol.it/skeide/MS/downloads/Diplomarbeit.pdf
31. M. Skeide. The Lévy-Khintchine formula for the quantum group \( SU_q(2) \). PhD thesis, Heidelberg, 1994. available at: http://web.unimol.it/skeide/MS/downloads/PhD.pdf
32. M. Skeide. Hilbert modules in quantum electro dynamics and quantum probability. Commun. Math. Phys., 192:569–604, 1998. (Rome, Volterra-Preprint 1996/0257).
33. M. Skeide. Infinitesimal generators on \( SU_q(2) \) do not depend on \( q \). In R.L. Hudson and J.M. Lindsay, editors, Quantum Probability Communications X, number X in QP-PQ:, pages 329–349. World Scientific, 1998. (Rome, Volterra-Preprint 1996/0242).
34. M. Skeide. A central limit theorem for Bose \( \bar{3} \)-independent quantum random variables. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 2:289–299, 1999. (Cottbus, Reihe Mathematik 1997/M-20).
35. M. Skeide. Quantum stochastic calculus on full Fock modules. J. Funct. Anal., 173:401–452, 2000. (Rome, Volterra-Preprint 1999/0374).
36. M. Skeide. Hilbert modules and applications in quantum probability. Habilitationschrift, Cottbus, 2001. available at: http://web.unimol.it/skeide/MS/downloads/habil.pdf
37. M. Skeide. A note on Bose \( \bar{3} \)-independent random variables fulfilling \( q \)-commutation relations. In W. Freudenberg, editor, Quantum Probability and Infinite Dimensional Analysis, number XV in Quantum Probability and White Noise Analysis, pages 205–214. World Scientific, 2003. (Rome, Volterra-Preprint 1996/0258).
38. M. Skeide. Independence and product systems. In S. Albeverio, Z.-M. Ma, and M. Röckner, editors, Recent developments in stochastic analysis and related topics, pages 420–438. World Scientific, 2004. (arXiv: math.OA/0308245).
39. M. Skeide. Probabilità elementare (per l’informatica). available at: http://web.unimol.it/skeide/MS/downloads/CdPS.pdf 2014.
Dispense della lezione del A.A. 2013/14.
40. R. Speicher. On universal products. *Fields Inst. Commun.*, 12:257–266, 1997.
41. R. Speicher. *Combinatorial theory of the free product with amalgamation and operator-valued free probability theory*. Number 627 in Mem. Amer. Math. Soc. American Mathematical Society, 1998.
42. R. Speicher and W. von Waldenfels. A general central limit theorem and invariance principle. In L. Accardi, editor, *Quantum Probability & Related Topics IX*, number IX in QP-PQ:, pages 371–387. World Scientific, 1994.
43. R. Speicher and R. Woroudi. Boolean convolution. *Fields Inst. Commun.*, 12:267–279, 1997.
44. L.L. Vaksman and Y.S. Soibelman. Algebra of functions on the quantum group SU(2). *Functional Anal. Appl.*, 22:170–181, 1988.
45. D. Voiculescu. Symmetries of some reduced free product $C^*$–algebras. In H. Araki, C.C. Moore, S. Stratila, and D. Voiculescu, editors, *Operator algebras and their connections with topology and ergodic theory (Bucsteni, 1983)*, number 1132 in Lect. Notes Math., pages 556–588. Springer, 1985.
46. D. Voiculescu. Operations on certain non-commutative operator-valued random variables. *Astérisque*, 232:243–275, 1995.
47. W. von Waldenfels. An approach to the theory of pressure broadening of spectral lines. In M. Behara, K. Krickeberg, and J. Wolfowitz, editors, *Probability and Information Theory II*, number 296 in Lect. Notes Math. Springer, 1973.
48. W. von Waldenfels. An algebraic central limit theorem in the anti-commuting case. *Z. Wahrscheinlichkeitstheorie und Verw. Gebiete*, 42:135–140, 1978.