Bidiagonal triads and the tetrahedron algebra

Darren Funk-Neubauer

Department of Mathematics and Physics, Colorado State University-Pueblo, Pueblo, Colorado, USA

ABSTRACT
We introduce a linear algebraic object called a bidiagonal triad. A bidiagonal triad consists of three diagonalizable linear transformations on a finite-dimensional vector space which satisfy the following condition. The eigenspaces of the three transformations can be ordered so that each transformation raises the eigenspaces of the other two in a block-bidiagonal fashion. We show that each of the three eigenvalue sequences associated to a bidiagonal triad satisfy the same linear recurrence relation. Based on the solutions to this recurrence we define the notion of a reduced bidiagonal triad, and show that every bidiagonal triad is equivalent to a reduced one. We show that every finite-dimensional irreducible representation of the tetrahedron Lie algebra provides numerous examples of reduced bidiagonal triads. Conversely, we show how irreducible representations of the tetrahedron algebra can be constructed starting from a certain type of reduced bidiagonal triad.

1. Introduction
In this paper we introduce a linear algebraic object called a bidiagonal triad (BD triad). We begin with some comments on the origins of this concept. BD triads arose as a way to extend and generalize the concept of a bidiagonal pair (BD pair). A BD pair consists of two diagonalizable linear transformations on a finite-dimensional vector space which satisfy the following condition. The eigenspaces of the two transformations can be ordered so that each transformation raises the eigenspaces of the other in a block-bidiagonal fashion (see Definition 2.4 for the precise definition). BD pairs have been used to study representations of various well-known algebras including \(\mathfrak{sl}_2\), \(U_q(\mathfrak{sl}_2)\), and \(U_q(\mathfrak{b}\mathfrak{sl}_2)\). BD pairs appear implicitly in [5, 12, 13, 22, 27, 36]. However, they were not explicitly defined until [14] which contains a systematic study of BD pairs including a classification theorem. The study of BD pairs revealed that each BD pair has a third transformation associated to it which also acts in a bidiagonal fashion on the eigenspaces of the original two. This led to the concept of a bidiagonal triple (BD triple). A BD triple consists of three diagonalizable linear transformations on a finite-dimensional vector space which satisfy the following condition. The eigenspaces of the three transformations can be ordered so that each transformation bidiagonally raises the eigenspaces of one of the other transformations and bidiagonally lowers the eigenspaces of the remaining transformation (see Definition 2.6 for the precise definition). A systematic study of BD triples including a classification theorem appears in [15]. See [3, 4, 29, 33, 37–41] for more references to BD pairs and triples.

A BD triad is a modification of a BD triple. As with a BD triple, a BD triad consists of three diagonalizable linear transformations on a finite-dimensional vector space. However, in a BD...
triad, the eigenspaces of the three transformations can be ordered so that each transformation bidia
diagonally raises the eigenspaces of the other two transformations (see Definition 2.9 for the pre
cise definition). Whereas a BD triple consists of three bidiagonal raising actions and three bidiagonal lowering actions, a BD triad consists of six bidiagonal raising actions. A BD triad is a more symmetric version of a BD triple in the following sense. If \( A, B, C \) denotes a BD triad then any permutation of \( A, B, C \) is also a BD triad. However, if \( A, B, C \) denotes a BD triple then only the permutations \( (A, B, C), (C, A, B), (B, C, A) \) are BD triples. The permutations \( (A, C, B), (C, B, A), (B, A, C) \) will not produce BD triples. Another key difference between a BD triad and a BD triple is as follows. For a triad the three transformations have a common eigenvector (see Note 2.11 for details). However, for a triple there does not exist a common eigenvector for all three transformations, but any two of the three have a common eigenvector (see Note 2.8 for details).

The four main results of this paper are as follows. First, we show that the three eigenvalue se
quences associated to a BD triad satisfy a linear recurrence relation (see Theorem 4.1). Based on the solutions to this recurrence we define the notion of a reduced BD triad (see Definition 4.2). In our second main result we show that reduced BD triads are canonical in the sense that every BD triad is equivalent to a reduced one (see Definition 2.15 and Theorem 4.3). Versions of Theorems 4.1 and 4.3 for BD triples appear in [15, Theorem 4.3, Theorem 4.6]. Our next two main results concern the relationship between BD triads and representations of the tetrahedron Lie algebra. In our third main result we show that every finite-dimensional irreducible module for the tetrahedron algebra provides numerous examples of reduced BD triads (see Theorem 4.5). Our fourth main result is a partial converse of Theorem 4.5. In Theorem 4.6 we show how an irreducible module for the tetrahedron algebra can be constructed starting from a certain type of reduced BD triad called thin (see Definition 2.14). The stronger non-thin version of Theorem 4.6 is false as we demonstrate with a counterexample in Section 11.

We now offer some background on the tetrahedron algebra (see Definition 3.1). The tetrahe
dron algebra, denoted \( \mathfrak{d} \), was introduced in [17]. \( \mathfrak{d} \) has essentially six generators, each of which can be identified with the six edges of a tetrahedron. In other words, each generator is indexed by a pair of vertices in the tetrahedron. The symmetric group \( S_4 \) acts on \( \mathfrak{d} \) as a group of auto
morphisms [17, Section 2]. \( \mathfrak{d} \) is isomorphic to the three-point \( \mathfrak{sl}_2 \) loop algebra [17, Theorem 11.5]. Any five of the six edges of the tetrahedron generate a subalgebra of \( \mathfrak{d} \) which is isomorphic to the \( \mathfrak{sl}_1 \) algebra [17, Corollary 12.6]. The three surrounding edges in each of the four faces of the tetrahedron form a basis for a subalgebra of \( \mathfrak{d} \) isomorphic to \( \mathfrak{sl}_2 \) [17, Corollary 12.4]. Each of the three pairs of opposite edges of the tetrahedron generate a subalgebra of \( \mathfrak{d} \) isomorphic to the Onsager algebra [17, Corollary 12.5]. \( \mathfrak{d} \) decomposes into the direct sum of these three Onsager subalgebras [17, Theorem 11.6]. For more information on the algebras mentioned in the previous five sentences see the references in [17, Section 1]. The finite-dimensional irreducible \( \mathfrak{d} \)-modules were classified in [16, Theorems 1.7, 1.8]. This classification invokes the classification of modules for the Onsager algebra (see [7–9] as well as the summary in [16, Theorems 1.3, 1.4, 1.6]). For more information on representations of the tetrahedron algebra see [2, 6, 11, 25, 32]. See [18, 30, 31] for how the tetrahedron algebra has been used in algebraic combinatorics and graph theory.

Finite-dimensional irreducible \( \mathfrak{d} \)-modules provide numerous examples of BD pairs, triples, and triads as follows. The actions of the two generators corresponding to any two edges of the tetrahedron that meet in a common vertex act as a BD pair [14, Theorem 5.10], [16, Theorem 3.8], [17, Corollary 12.4]. The actions of the three generators corresponding to the surrounding edges of each face of the tetrahedron act as a BD triple [15, Theorem 4.8], [16, Theorem 3.8], [17, Corollary 12.4]. The actions of the three generators corresponding to any three edges of the tetrahedron that meet in a common vertex act as a BD triad (see Theorem 4.5 of this paper). See also Note 10.4 of this paper. The \( q \)-tetrahedron algebra \( \mathfrak{d}_q \) is a quantum analog of the
tetrahedron algebra [21]. In a similar fashion to $\mathfrak{e}$, finite-dimensional irreducible $\mathfrak{e}_q$-modules provide numerous examples of BD pairs and triples [15, 21].

We now remark on the initial motivation for investigating BD pairs, triples, triads and the tetrahedron algebra. All of these objects originated from the study of tridiagonal pairs. A tridiagonal pair is an ordered pair of diagonalizable linear transformations on a finite-dimensional vector space, each of which acts in a tridiagonal fashion on the eigenspaces of the other (see [20, Definition 1.1] for the precise definition). Tridiagonal pairs originally arose in algebraic combinatorics through the study of a combinatorial object called a P- and Q-polynomial association scheme [20]. Tridiagonal pairs appear in a wide variety of mathematical subjects including representation theory, orthogonal polynomials, special functions, partially ordered sets, statistical mechanics, and classical mechanics. See [14, Introduction] for the appropriate references. A major classification result involving tridiagonal pairs appears in [26]. Finite-dimensional irreducible $\mathfrak{e}$-modules provide numerous examples of tridiagonal pairs. The actions of each pair of generators corresponding to opposite edges of the tetrahedron act as a tridiagonal pair [16, Theorem 1.7, Corollary 2.7]. These tridiagonal pairs are said to have Krawtchouk type [23]. See Note 10.4 for a survey of Leonard pairs. Leonard pair, has also been the subject of much research. The Leonard pairs are classified up to isomorphism [34, Theorem 1.9]. See [35] for a survey of Leonard pairs.

This paper is organized as follows. In Section 2 we recall the definitions of BD pair and triple and then define BD triad along with a number of related definitions. In Section 3 we recall the relationship between $\mathfrak{e}$ and the Lie algebra $\mathfrak{sl}_2$. Section 4 contains statements of the main results of the paper. In Section 5 we develop the tools needed to prove our main results including some additional properties of BD triads. Sections 6 through 10 contain the proofs of the main results stated in Section 4. In Section 11 we provide a counterexample to show that a stronger version of Theorem 4.6 is false.

2. Bidiagonal triads

Notation 2.1. Throughout this paper we adopt the following notation. Let $d$ denote a nonnegative integer. Let $\mathbb{K}$ denote a field. Let $V$ denote a vector space over $\mathbb{K}$ with finite positive dimension. For linear transformations $X : V \to V$ and $Y : V \to V$ we define $[X,Y] := XY - YX$.

Note 2.2. With reference to Notation 2.1 observe that $[X,X] = 0$ and $[X,Y] = -[Y,X]$. Also, $[[X,Y],Z] = [X,[Y,Z]] - [Y,[X,Z]]$. That is, for $c_1, c_2 \in \mathbb{K}$ and a linear transformation $Z : V \to V$ we have $[X, c_1 Y + c_2 Z] = c_1 [X,Y] + c_2 [X,Z]$ and $[c_1 X + c_2 Y, Z] = c_1 [X,Z] + c_2 [Y,Z]$.

We present the following lemma in order to motivate the definitions of bidiagonal pair, triple, and triad.

Lemma 2.3. [15, Lemma 2.2] With reference to Notation 2.1 the following $(i),(ii)$ hold.

(i) Suppose that there exists an ordering $\{Y_i\}_{i=0}^d$ of the eigenspaces of $Y$ with $XY_i \subseteq Y_i + Y_{i+1}$ $(0 \leq i \leq d)$, where $Y_{d+1} = 0$. Then for $0 \leq i \leq d$, the restriction $[X,Y]_{|Y_i}$ maps $Y_i$ into $Y_{i+1}$.

(ii) Suppose that there exists an ordering $\{Y_i\}_{i=0}^d$ of the eigenspaces of $Y$ with $XY_i \subseteq Y_{i-1} + Y_i$ $(0 \leq i \leq d)$, where $Y_{-1} = 0$. Then for $0 \leq i \leq d$, the restriction $[X,Y]_{|Y_i}$ maps $Y_i$ into $Y_{i-1}$. 
**Definition 2.4.** [14, Definition 2.2] A bidiagonal pair (BD pair) on $V$ is an ordered pair of linear transformations $A : V \rightarrow V$ and $A' : V \rightarrow V$ that satisfy the following three conditions.

(i) Each of $A$, $A'$ is diagonalizable.
(ii) There exists an ordering $\{ V_i \}_{i=0}^{d}$ (resp. $\{ V'_i \}_{i=0}^{D}$) of the eigenspaces of $A$ (resp. $A'$) with

\begin{align}
A' V_i &\subseteq V_i + V_{i+1} \quad (0 \leq i \leq d), \\
A V'_i &\subseteq V'_i + V'_{i+1} \quad (0 \leq i \leq D),
\end{align}

where each of $V_{d+1}$, $V'_{D+1}$ is equal to 0.

(iii) The restrictions

\begin{align}
[A', A]^{d-2i}|_{V_i} : V_i &\rightarrow V_{d-i} \quad (0 \leq i \leq d/2), \\
[A, A']^{D-2i}|_{V'_i} : V'_i &\rightarrow V'_{D-i} \quad (0 \leq i \leq D/2),
\end{align}

are bijections.

**Lemma 2.5.** [14, Lemma 2.4] With reference to Definition 2.4, we have $d = D$.

**Definition 2.6.** [15, Definition 2.5] A bidiagonal triple (BD triple) on $V$ is an ordered triple of linear transformations $A : V \rightarrow V$, $A' : V \rightarrow V$, and $A'' : V \rightarrow V$ that satisfy the following three conditions.

(i) Each of $A$, $A'$, $A''$ is diagonalizable.
(ii) There exists an ordering $\{ V_i \}_{i=0}^{d}$ (resp. $\{ V'_i \}_{i=0}^{D}$) (resp. $\{ V''_i \}_{i=0}^{\delta}$) of the eigenspaces of $A$ (resp. $A'$) (resp. $A''$) with

\begin{align}
A' V_i &\subseteq V_i + V_{i+1}, \quad A'' V_i \subseteq V_{i-1} + V_i \quad (0 \leq i \leq d), \\
A'' V'_i &\subseteq V'_i + V'_{i+1}, \quad A V'_i \subseteq V'_{i-1} + V'_i \quad (0 \leq i \leq D), \\
A V''_i &\subseteq V''_i + V''_{i+1}, \quad A' V''_i \subseteq V''_{i-1} + V''_i \quad (0 \leq i \leq \delta),
\end{align}

where each of $V_{d+1}$, $V_{-1}$, $V'_{D+1}$, $V'_{-1}$, $V''_{\delta+1}$, $V''_{-1}$ is equal to 0.

(iii) The restrictions

\begin{align}
[A', A]^{d-2i}|_{V_i} : V_i &\rightarrow V_{d-i} \quad (0 \leq i \leq d/2), \\
[A'', A']^{D-2i}|_{V'_i} : V'_i &\rightarrow V'_{D-i} \quad (0 \leq i \leq D/2), \\
[A, A'']^{\delta-2i}|_{V''_i} : V''_i &\rightarrow V''_{\delta-i} \quad (0 \leq i \leq \delta/2),
\end{align}

are bijections.

**Lemma 2.7.** [15, Lemma 2.6] With reference to Definition 2.6, we have $d = D = \delta$.

**Note 2.8.** With reference to Definition 2.6, we have $V_d = V'_0$, $V'_d = V''_0$, and $V''_d = V_0$ [15, Lemma 5.9]. Thus, in a BD triple there does not exist a common eigenvector for all three transformations, but any two of the three have a common eigenvector.

**Definition 2.9.** A bidiagonal triad (BD triad) on $V$ is an ordered triple of linear transformations $A : V \rightarrow V$, $A' : V \rightarrow V$, and $A'' : V \rightarrow V$ that satisfy the following three conditions.

(i) Each of $A$, $A'$, $A''$ is diagonalizable.
(ii) There exists an ordering $\{ V_i \}_{i=0}^{d}$ (resp. $\{ V'_i \}_{i=0}^{D}$) (resp. $\{ V''_i \}_{i=0}^{\delta}$) of the eigenspaces of $A$ (resp. $A'$) (resp. $A''$) with
A' V_i \subseteq V_i + V_{i+1}, \quad A'' V_i \subseteq V_i + V_{i+1} \quad (0 \leq i \leq d), \quad (11)

A'' V'_i \subseteq V'_i + V'_{i+1}, \quad AV'_i \subseteq V'_i + V'_{i+1} \quad (0 \leq i \leq D), \quad (12)

AV''_i \subseteq V''_i + V''_{i+1}, \quad A'V''_i \subseteq V''_i + V''_{i+1} \quad (0 \leq i \leq \delta), \quad (13)

where each of \( V_{d+1}, V'_{d+1}, V''_{\delta+1} \) is equal to 0.

(iii) The restrictions

\[ [A', A]^{d-2i}|_{V_i} : V_i \rightarrow V_{d-i}, \quad [A'', A]^{d-2i}|_{V_i} : V_i \rightarrow V_{d-i} \quad (0 \leq i \leq d/2), \quad (14)\]

\[ [A'', A]^{D-2i}|_{V'_i} : V'_i \rightarrow V'_{D-i}, \quad [A, A]^{D-2i}|_{V'_i} : V'_i \rightarrow V'_{D-i} \quad (0 \leq i \leq D/2), \quad (15)\]

\[ [A, A'']^{\delta-2i}|_{V''_i} : V''_i \rightarrow V''_{\delta-i}, \quad [A', A'']^{\delta-2i}|_{V''_i} : V''_i \rightarrow V''_{\delta-i} \quad (0 \leq i \leq \delta/2), \quad (16)\]

are bijections.

**Lemma 2.10.** With reference to Definition 2.9, we have \( d = D = \delta \).

**Proof.** Let \( A, A', A'' \) denote a BD triad. Then \( A, A' \) is a BD pair. So by Lemma 2.5 we have \( d = D \). Also, \( A', A'' \) is a BD pair. So by Lemma 2.5 we have \( D = \delta \).

**Note 2.11.** With reference to Definition 2.9, we have \( V_d = V'_d = V''_d \) [14, Lemma 6.6]. Thus, in a BD triad the three transformations have a common eigenvector.

With reference to Definition 2.9 we call \( V \) the vector space underlying \( A, A', A'' \). We say \( A, A', A'' \) is over \( \mathbb{K} \). In view of Lemma 2.10, for the remainder of this paper we use \( d \) to index the eigenspaces of \( A, A', \) and \( A'' \). We call \( d \) the diameter of \( A, A', A'' \). The diameter of a BD pair and BD triple are defined similarly.

For the remainder of this paper we assume that the field \( \mathbb{K} \) is algebraically closed and characteristic zero.

Let \( A, A', A'' \) denote a BD triad of diameter \( d \). An ordering of the eigenspaces of \( A \) (resp. \( A' \) (resp. \( A'' \)) is called standard whenever this ordering satisfies (11) (resp. (12)) (resp. (13)). Let \( \{V_i\}_{i=0}^d \) (resp. \( \{V'_i\}_{i=0}^d \) (resp. \( \{V''_i\}_{i=0}^d \)) denote a standard ordering of the eigenspaces of \( A \) (resp. \( A' \) (resp. \( A'' \)). Then no other ordering of these eigenspaces is standard, and so the BD triad \( A, A', A'' \) uniquely determines these three standard orderings. For \( 0 \leq i \leq d \), let \( \theta_i \) (resp. \( \theta'_i \)) (resp. \( \theta''_i \)) denote the eigenvalue of \( A \) (resp. \( A' \) (resp. \( A'' \)) corresponding to \( V_i \) (resp. \( V'_i \)) (resp. \( V''_i \)). We call \( \{\theta_i\}_{i=0}^d \) (resp. \( \{\theta'_i\}_{i=0}^d \) (resp. \( \{\theta''_i\}_{i=0}^d \)) the first (resp. second) (resp. third) eigenvalue sequence of \( A, A', A'' \). For the remainder of this section, we adopt the notation from this paragraph. All the terms defined in this paragraph have analogs for BD pairs and BD triples, see [14, Section 2] and [15, Section 2].

**Lemma 2.12.** For \( 0 \leq i \leq d \), the spaces \( V_{d-i}, V'_d, V''_d \) all have the same dimension.

**Proof.** Since \( A, A' \) is a BD pair then, by [14, Lemma 2.7], the spaces \( V_{d-i}, V'_d, V''_d \) all have the same dimension. Since \( A', A'' \) is a BD pair then, by [14, Lemma 2.7], the spaces \( V'_d, V''_{d-i}, V''_{d-i} \) all have the same dimension.

**Definition 2.13.** With reference to Lemma 2.12, for \( 0 \leq i \leq d \), let \( \rho_i \) denote the common dimension of \( V_{d-i}, V'_d, V''_{d-i} \). We refer to the sequence \( \{\rho_i\}_{i=0}^d \) as the shape of \( A, A', A'' \).

The shape of a BD pair and BD triple are defined similarly. See [14, Lemma 2.8] and [15, Lemma 2.9].
The following definitions will be used in stating two of our main results (see Theorem 4.6 and Theorem 4.3).

**Definition 2.14.** Let \( \{ \rho_i \}_{i=0}^d \) denote the shape of \( A, A', A'' \). We say that \( A, A', A'' \) is **thin** whenever \( \rho_i = 1 \) for \( 0 \leq i \leq d \).

Similarly, a BD pair or BD triple is called **thin** whenever its shape is \( (1, 1, 1, \ldots, 1) \).

**Definition 2.15.** Let \( \{ f_i \}_{i=0}^d \) and \( \{ g_i \}_{i=0}^d \) each denote a sequence of scalars taken from \( K \). Let \( X : V \to V \) and \( Y : V \to V \) denote linear transformations. Let \( B, B', B'' \) denote a BD triad on \( V \).

(i) We say \( f_i \) is **affine equivalent** to \( g_i \), denoted \( f_i \sim g_i \), whenever there exist \( r, s \) in \( K \) with \( r \neq 0 \) such that \( f_i = r g_i + s \) for \( 0 \leq i \leq d \).

(ii) We say \( X \) is **affine equivalent** to \( Y \), denoted \( X \sim Y \), whenever there exist \( r, s \) in \( K \) with \( r \neq 0 \) such that \( X = r Y + s I \).

(iii) We say \( A, A', A'' \) is **affine equivalent** to \( B, B', B'' \) whenever \( A \sim B, A' \sim B' \), and \( A'' \sim B'' \).

### 3. The tetrahedron algebra

**Definition 3.1.** [17, Definition 1.1] Let \( \mathfrak{g} \) denote the Lie algebra over \( K \) that has generators

\[
\{ X_{ij} \mid i, j \in \mathbb{I}, i \neq j \} \quad \mathbb{I} = \{0, 1, 2, 3\}
\]

and the following relations:

(i) For distinct \( i, j \in \mathbb{I} \),

\[
X_{ij} + X_{ji} = 0.
\]

(ii) For mutually distinct \( h, i, j \in \mathbb{I} \),

\[
[X_{hi}, X_{ij}] = 2X_{hi} + 2X_{ij}.
\]

(iii) For mutually distinct \( h, i, j, k \in \mathbb{I} \),

\[
[X_{hi}, [X_{hi}, X_{ij}]] = 4[X_{hi}, X_{ijk}].
\]

We call \( \mathfrak{g} \) the **tetrahedron algebra** and pronounce the symbol \( \mathfrak{g} \) as “tet.”

The relations in Definition 3.1(iii) are the well-known **Dolan-Grady** relations. See [1, 7–10, 28].

We now comment of how the generators of \( \mathfrak{g} \) correspond to the edges of a tetrahedron. Label the four vertices of a tetrahedron with the elements of \( \mathbb{I} \). The generator \( X_{ij} \) is identified with the directed edge of the tetrahedron pointing from vertex \( i \) to vertex \( j \).

The following definition will be used in stating two of our main results (see Theorem 4.5 and Theorem 4.6).

**Definition 3.2.** We call \( X_{ru}, X_{su}, X_{tu} \) a **corner triad** in \( \mathfrak{g} \) whenever \( X_{ru}, X_{su}, X_{tu} \) are mutually distinct generators of \( \mathfrak{g} \).

The name “corner triad” comes from the fact that the generators \( X_{ru}, X_{su}, X_{tu} \) correspond to the three edges of the tetrahedron that meet at the vertex labeled by \( u \).

The following information concerning \( \mathfrak{g} \)-modules will be useful in proving one of our main results (Theorem 4.5).
Lemma 3.3. [16, Theorem 3.8] Let $V$ denote a finite-dimensional irreducible $\mathfrak{g}$-module. Then the following (i), (ii) hold.

(i) For distinct $r, s \in I$ the generator $X_{rs}$ is diagonalizable on $V$.
(ii) There exists an integer $d \geq 0$ such that for all distinct $r, s \in I$ the eigenvalues for $X_{rs}$ on $V$ are $\{d - 2i\}_{i=0}^d$.

Definition 3.4. [16, Definition 3.9] Let $V$ denote a finite-dimensional irreducible $\mathfrak{g}$-module. By the diameter of $V$ we mean the nonnegative integer $d$ from Lemma 3.3(ii).

Notation 3.5. Let $V$ denote a finite-dimensional irreducible $\mathfrak{g}$-module of diameter $d$. For distinct $r, s \in I$ and $0 \leq i \leq d$ we let $V_{rs}(d - 2i)$ denote the eigenspace of $X_{rs}$ on $V$ corresponding to eigenvalue $d - 2i$.

Note that by Definition 3.1(i) we have

$$X_{sr} = -X_{rs},$$

and so

$$V_{rs}(d - 2i) = V_{sr}(2i - d).$$

We now discuss the Lie algebra $\mathfrak{sl}_2$ and its relationship to $\mathfrak{g}$.

Definition 3.6. Let $\mathfrak{sl}_2$ denote the Lie algebra over $\mathbb{K}$ that has a basis $h, e, f$ and Lie bracket

$$[h, e] = 2e, \quad [h, f] = -2f, \quad [e, f] = h.$$  

The following two lemmas give a description of all finite-dimensional $\mathfrak{sl}_2$-modules.

Lemma 3.7. [19, Theorem 6.3] Each finite-dimensional $\mathfrak{sl}_2$-module $V$ is completely reducible; this means that $V$ is a direct sum of irreducible $\mathfrak{sl}_2$-modules.

The finite-dimensional irreducible $\mathfrak{sl}_2$-modules are described as follows.

Lemma 3.8. [19, Theorem 7.2] There exists a family of finite-dimensional irreducible $\mathfrak{sl}_2$-modules $V(d), \quad d = 0, 1, 2, ...$

with the following properties: $V(d)$ has a basis $\{v_i\}_{i=0}^d$ such that $h.v_i = (d - 2i)v_i$ for $0 \leq i \leq d$, $e.v_i = (i + 1)v_{i+1}$ for $0 \leq i \leq d$, $f.v_i = (i - 1)v_{i-1}$ for $0 \leq i \leq d$, where $v_{d+1} = 0$, and $v_{-1} = 0$. Moreover, every finite-dimensional irreducible $\mathfrak{sl}_2$-module is isomorphic to exactly one of the modules $V(d)$.

Lemma 3.9. [14, Lemma 3.7] Let $V$ denote an $\mathfrak{sl}_2$-module with finite positive dimension. Define

$$V_{\text{even}} := \text{span}\{v \in V \mid h.v = i \cdot v, \quad i \in \mathbb{Z}, \quad i \text{ even}\},$$

$$V_{\text{odd}} := \text{span}\{v \in V \mid h.v = i \cdot v, \quad i \in \mathbb{Z}, \quad i \text{ odd}\}.$$ 

Then $V_{\text{even}}$ and $V_{\text{odd}}$ are $\mathfrak{sl}_2$-modules, and $V = V_{\text{even}} + V_{\text{odd}}$ (direct sum).

Definition 3.10. [14, Definition 3.8] Let $V$ denote an $\mathfrak{sl}_2$-module with finite positive dimension. With reference to Lemma 3.9, we say $V$ is segregated whenever $V = V_{\text{even}}$ or $V = V_{\text{odd}}$.

The following two lemmas explain the relationship between $\mathfrak{sl}_2$ and $\mathfrak{g}$.
Lemma 3.11. [17, Lemma 3.2] The Lie algebra \( \mathfrak{sl}_2 \) is isomorphic to the Lie algebra over \( \mathbb{K} \) that has basis \( X, Y, Z \) and Lie bracket
\[
[X, Y] = 2X + 2Y, \quad [Y, Z] = 2Y + 2Z, \quad [Z, X] = 2Z + 2X.
\]
An isomorphism with the presentation in Definition 3.6 is given by:
\[
X \rightarrow 2e - h, \quad Y \rightarrow -2f - h, \quad Z \rightarrow h.
\]
The inverse of this isomorphism is given by:
\[
e \rightarrow (X + Z)/2, \quad f \rightarrow -(Y + Z)/2, \quad h \rightarrow Z.
\]

Definition 3.12. [15, Definition 3.3] Let \( X, Y, Z \) denote a basis for \( \mathfrak{sl}_2 \) satisfying the relations from Lemma 3.11. We refer to the ordered triple \( X, Y, Z \) as an equitable triple in \( \mathfrak{sl}_2 \).

Lemma 3.13. [17, Proposition 3.6] Let \( h, i, j \) denote mutually distinct elements of \( \mathbb{I} \). Then there exists a unique Lie algebra homomorphism from \( \mathfrak{sl}_2 \) to \( \mathbb{K} \) that sends
\[
X \rightarrow X_{hi}, \quad Y \rightarrow X_{ij}, \quad Z \rightarrow X_{jh}.
\]

4. The main theorems

The four theorems in this section make up the main conclusions of the paper.

Theorem 4.1. Let \( A, A', A'' \) denote a BD triad on \( V \) of diameter \( d \). Let \( \{\theta_i\}_{i=0}^d \), \( \{\theta_i'\}_{i=0}^d \) and \( \{\theta_i''\}_{i=0}^d \) denote the first, second, and third eigenvalue sequences of \( A, A', A'' \) respectively. Suppose that \( d \geq 2 \). Then for \( 1 \leq i \leq d - 1 \) we have
\[
\frac{\theta_{i+1} - \theta_i}{\theta_i - \theta_{i-1}} = \frac{\theta_i'_{i+1} - \theta_i'}{\theta_i' - \theta_{i-1}'} = \frac{\theta_i''_{i+1} - \theta_i''}{\theta_i'' - \theta_{i-1}''} = 1. \tag{19}
\]

We refer to Theorem 4.1 as the recurrence theorem. The following definition will be used to state the next three theorems.

Definition 4.2. Let \( A, A', A'' \) denote a BD triad of diameter \( d \). We say \( A, A', A'' \) is reduced if the first, second, and third eigenvalue sequences of \( A, A', A'' \) are each \( \{2i - d\}_{i=0}^d \).

See [14, Definition 5.7] (resp. [15, Definition 4.5]) for the corresponding definition of a reduced BD pair (resp. BD triple).

Theorem 4.3. Every BD triad is affine equivalent to a reduced BD triad.

We refer to Theorem 4.3 as the reducibility theorem.

Note 4.4. We make the following observation in order to motivate the next two theorems. Let \( X_{ru}, X_{su}, X_{tu} \) denote a corner triad in \( \mathbb{K} \). By Definition 3.1(i),(ii) we have
\[
[X_{ru}, X_{su}] = -2X_{ru} + 2X_{su}, \quad [X_{su}, X_{tu}] = -2X_{su} + 2X_{tu}, \quad [X_{tu}, X_{ru}] = -2X_{tu} + 2X_{ru}.
\]

Let \( A, A', A'' \) denote a reduced BD triad. It is shown in Lemma 5.7 that
\[
[A, A'] = -2A + 2A', \quad [A', A''] = -2A' + 2A'', \quad [A'', A] = -2A'' + 2A.
\]

The following two theorems provide a correspondence between reduced BD triads and irreducible \( \mathbb{K} \)-modules.
Theorem 4.5. Let \( V \) denote a finite-dimensional irreducible \( \mathfrak{R} \)-module. Then each corner triad in \( \mathfrak{R} \) acts on \( V \) in a reduced BD triad.

We refer to the result in Theorem 4.5 as corner triads act as BD triads. The next theorem can be thought of as a partial converse of Theorem 4.5.

Theorem 4.6. Let \( A, A', A'' \) denote a reduced thin BD triad on \( V \). Let \( X_r, X_s, X_t \) denote a corner triad in \( \mathfrak{R} \). Then there exists a \( \mathfrak{R} \)-module structure on \( V \) such that \((X_r - A)V = 0, (X_s - A')V = 0, \) and \((X_t - A'')V = 0\). This \( \mathfrak{R} \)-module structure on \( V \) is irreducible.

We refer to the result in Theorem 4.6 as BD triads act as corner triads. Theorem 4.3 and Theorem 4.6 together show that, in the thin case, every BD triad is affine equivalent to a BD triad of the type constructed in Theorem 4.5.

The \( \mathfrak{R} \)-module constructed in Theorem 4.6 is an evaluation module for \( \mathfrak{R} \) as defined in [25, Definition 5.7]. See also [25, Proposition 6.4]. Evaluation modules are the building blocks for all finite-dimensional irreducible \( \mathfrak{R} \)-modules as described in [25, Theorem 15.2].

In Theorem 4.6 the assumption that \( A, A', A'' \) is thin is needed to guarantee the conclusion of the theorem. In Section 11 we provide a counterexample to demonstrate this.

5. Preliminaries

In this section we develop some tools needed to prove our main results.

Definition 5.1. Suppose that \( d \geq 2 \) and let \( \{\sigma_i\}_{i=0}^d \) denote a sequence of distinct scalars taken from \( K \). This sequence is called \( 1 \)-recurrent whenever

\[
\frac{\sigma_{i+1} - \sigma_i}{\sigma_i - \sigma_{i-1}} = 1 \quad (1 \leq i \leq d-1).
\]

Lemma 5.2. [15, Lemma 5.2] Suppose that \( d \geq 2 \) and let \( \{\sigma_i\}_{i=0}^d \) and \( \{\tau_i\}_{i=0}^d \) each denote a sequence of distinct scalars taken from \( K \). Assume \( \{\sigma_i\}_{i=0}^d \) and \( \{\tau_i\}_{i=0}^d \) are each \( 1 \)-recurrent. Then \( \{\sigma_i\}_{i=0}^d \sim \{\tau_i\}_{i=0}^d \).

Lemma 5.3. [15, Lemma 5.3] Suppose that \( d < 2 \) and let \( \{\sigma_i\}_{i=0}^d \) and \( \{\tau_i\}_{i=0}^d \) each denote a sequence of distinct scalars taken from \( K \). Then \( \{\sigma_i\}_{i=0}^d \sim \{\tau_i\}_{i=0}^d \).

Definition 5.4. [15, Definition 5.4] A decomposition of \( V \) is a sequence \( \{U_i\}_{i=0}^d \) consisting of nonzero subspaces of \( V \) such that \( V = \sum_{i=0}^d U_i \) (direct sum). For any decomposition of \( V \) we adopt the convention that \( U_{-1} := 0 \) and \( U_{d+1} := 0 \).

Lemma 5.5. [15, Lemma 5.5] Let \( \{U_i\}_{i=0}^d \) denote a decomposition of \( V \). Let \( \{\sigma_i\}_{i=0}^d \) and \( \{\tau_i\}_{i=0}^d \) each denote a sequence of distinct scalars taken from \( K \). Let \( X : V \rightarrow V \) (resp. \( Y : V \rightarrow V \)) denote the linear transformation such that for \( 0 \leq i \leq d \), \( U_i \) is an eigenspace for \( X \) (resp. \( Y \)) with eigenvalue \( \sigma_i \) (resp. \( \tau_i \)). Then \( \{\sigma_i\}_{i=0}^d \sim \{\tau_i\}_{i=0}^d \) if and only if \( X \sim Y \).

We now develop some more properties of BD triads.

Lemma 5.6. Let \( A, A', A'' \) denote a BD triad on \( V \) of diameter \( d \). Let \( \{\theta_i\}_{i=0}^d \), \( \{\theta'_i\}_{i=0}^d \), \( \{\theta''_i\}_{i=0}^d \) denote the first, second, third eigenvalue sequences of \( A, A', A'' \) respectively. Let \( r, s, t, u, v, w \) denote scalars in \( K \) with \( r, t, v \) each nonzero. Then \( ra + sI, ta' + uI, va'' + wI \) is a BD triad on \( V \). Moreover, \( \{r\theta_i + s\}_{i=0}^d \), \( \{t\theta'_i + u\}_{i=0}^d \), \( \{v\theta''_i + w\}_{i=0}^d \) are the first, second, third eigenvalue sequences of \( ra + sI, ta' + uI, va'' + wI \) respectively.

Proof. Imitate the proof of [14, Lemma 2.10].
**Lemma 5.7.** Let $A$, $A'$, $A''$ denote a reduced BD triad. Then the following hold.

\[
[A,A'] = -2A + 2A', \quad (20)
\]
\[
[A',A''] = -2A' + 2A'', \quad (21)
\]
\[
[A'',A] = -2A'' + 2A. \quad (22)
\]

**Proof.** We show (20). The proofs of (21) and (22) are similar. Let $\{\theta_i\}_{i=0}^d$ (resp. $\{\theta'_i\}_{i=0}^d$) denote the first (resp. second) eigenvalue sequence of $A$, $A'$, $A''$. By Definition 4.2 we have

\[
\theta_i = 2i - d = \theta'_i \quad (0 \leq i \leq d). \quad (23)
\]

First assume that $d = 0$. Observe that $A = \theta_0 I$ and $A' = \theta'_0 I$. By (23), $\theta_0 = 0$ and $\theta'_0 = 0$. Combining the previous two sentences we obtain (20). Now assume that $d \geq 1$. Observe that $A$, $A'$ is a BD pair. So by [14, Theorem 5.3] there exist scalars $b, x, x', y$ such that

\[
AA' - bA'A - xA - x'A' - yI = 0. \quad (24)
\]

When $d = 1$ then $b = 1$ by [14, Definition 5.5]. When $d \geq 2$ then $b = 1$ by (23) and [14, Lemma 9.1]. Combining this with [14, Theorem 8.1] and (23) we have that $x = -2, x' = 2, y = 0$. Substituting these values into (24) we obtain (20).

### 6. The proofs of the recurrence and reducibility theorems

In this section we prove Theorem 4.1 and Theorem 4.3. First we prove the recurrence theorem.

**Proof of Theorem 4.1.** Let $A$, $A'$, $A''$ denote a BD triad on $V$ of diameter $d$. Let $\{\theta_i\}_{i=0}^d$, $\{\theta'_i\}_{i=0}^d$, and $\{\theta''_i\}_{i=0}^d$ denote the first, second, and third eigenvalue sequences of $A$, $A'$, $A''$ respectively. Suppose that $d \geq 2$. For $1 \leq i \leq d - 1$ abbreviate $\frac{\theta_{i+1} - \theta_{i}}{\theta_{i} - \theta_{i-1}}$, $\frac{\theta'_{i+1} - \theta'_{i}}{\theta'_{i} - \theta'_{i-1}}$, and $\frac{\theta''_{i+1} - \theta''_{i}}{\theta''_{i} - \theta''_{i-1}}$ as $T_i$, $T'_i$, and $T''_i$ respectively. By construction $\{\theta_i\}_{i=0}^d$ is a list of distinct scalars. So $T_i \neq 0$. Similarly, $T'_i \neq 0$ and $T''_i \neq 0$. Observe that $A$, $A'$ is a BD pair. So by [14, Theorem 5.1] we have

\[
T_i = T'_i - 1 \quad (1 \leq i \leq d - 1). \quad (25)
\]

Observe that $A'$, $A''$ is a BD pair. So by [14, Theorem 5.1] we have

\[
T'_i = T''_i - 1 \quad (1 \leq i \leq d - 1). \quad (26)
\]

Observe that $A''$, $A$ is a BD pair. So by [14, Theorem 5.1] we have

\[
T''_i = T_i - 1 \quad (1 \leq i \leq d - 1). \quad (27)
\]

Combining (25), (26), (27) we have that $T_i = T''_i - 1$. So $T_i$ must equal 1 or $-1$. But $\{\theta_i\}_{i=0}^d$ is a list of distinct scalars so $T_i \neq -1$. Thus $T_i = 1$ for $1 \leq i \leq d - 1$. Similarly $T'_i = 1$ and $T''_i = 1$ for $1 \leq i \leq d - 1$.

We now prove the reducibility theorem. The following proof is essentially the same as the proof of [15, Theorem 4.6]. For the sake of completeness and accessibility we reproduce the argument here in full.

**Proof of Theorem 4.3.** Let $A$, $A'$, $A''$ denote a BD triad on $V$ of diameter $d$. Let $\{\theta_i\}_{i=0}^d$, $\{\theta'_i\}_{i=0}^d$, and $\{\theta''_i\}_{i=0}^d$ denote the first, second, and third eigenvalue sequences of $A$, $A'$, $A''$ respectively. Let $\{V_i\}_{i=0}^d$, $\{V'_i\}_{i=0}^d$, and $\{V''_i\}_{i=0}^d$ denote the standard orderings of the eigenspaces of $A$, $A'$, $A''$ respectively. First we show that
each of \( \{\theta_i\}_{i=0}^d, \{\theta'_i\}_{i=0}^d, \{\theta''_i\}_{i=0}^d \) is affine equivalent to \( \{2i - d\}_{i=0}^d. \) \( (28) \)

If \( d < 2 \) then (28) is immediate from Lemma 5.3. Now assume that \( d \geq 2 \). By Theorem 4.1, each of the sequences \( \{\theta_i\}_{i=0}^d, \{\theta'_i\}_{i=0}^d, \{\theta''_i\}_{i=0}^d \) is 1-recurrent. Observe that the sequence \( \{2i - d\}_{i=0}^d \) is also 1-recurrent. So by Lemma 5.2 we obtain (28). Let \( B : V \to V \) (resp. \( B' : V \to V \)) (resp. \( B'' : V \to V \)) be the linear transformation such that for \( 0 \leq i \leq d \), \( V_i \) (resp. \( V''_i \)) is an eigenspace for \( B \) (resp. \( B' \) (resp. \( B'' \)) with eigenvalue \( 2i - d \). From (28) and Lemma 5.5 we have \( A \sim B, A' \sim B', \) and \( A'' \sim B''. \) Combining this with Lemma 5.6 we find that \( B, B', B'' \) is a BD triad on \( V \) of diameter \( d \). Also, \( A, A', A'' \) is affine equivalent to \( B, B', B'' \). Lemma 5.5 and Lemma 5.6 also show that each of the first, second, and third eigenvalue sequences of \( B, B', B'' \) is \( \{2i - d\}_{i=0}^d \). Hence, \( B, B', B'' \) is reduced. So \( A, A', A'' \) is affine equivalent to a reduced BD triad.

\[ \square \]

7. The proof that corner triads act as BD triads

In this section we prove Theorem 4.5.

Note 7.1. Throughout the remainder of the paper we will refer to the base of a BD pair and BD triple. See [14, Definition 5.5] and [15, Definition 2.13] for the definitions of base.

Proof of Theorem 4.5. Let \( V \) denote a finite-dimensional irreducible \( \mathbb{F} \)-module of diameter \( d \). Let \( X_{tu}, X_{su}, X_{ts} \) denote a corner triad in \( \mathbb{F} \). We show \( X_{tu}, X_{su}, X_{ts} \) acts on \( V \) as a reduced BD triad. First, observe that by Lemma 3.3

\[ \text{each of } X_{tu}, X_{su}, X_{ts} \text{ is diagonalizable on } V. \] \( (29) \)

By Lemma 3.13, there exists an \( \mathfrak{sl}_2 \)-module structure on \( V \) such that \((X - X_{tu})V = 0, (Y - X_{tu})V = 0, (Z - X_{tu})V = 0 \) where \( X, Y, Z \) is an equitable triple in \( \mathfrak{sl}_2 \). We now check that this \( \mathfrak{sl}_2 \)-module structure on \( V \) is segregated. By Lemma 3.3 the action of \( X_{tu} \) on \( V \) is diagonalizable with eigenvalues \( \{d - 2i\}_{i=0}^d \). Using the \( \mathfrak{sl}_2 \) isomorphism from Lemma 3.11 we have \( (h - Z)V = 0 \). Thus, \((h - X_{tu})V = 0 \) and so the action of \( h \) on \( V \) has eigenvalues \( \{d - 2i\}_{i=0}^d \). Hence, if \( d \) is even (resp. odd) then \( V = V_{\text{even}} \) (resp. \( V = V_{\text{odd}} \). This shows the \( \mathfrak{sl}_2 \)-module structure on \( V \) is segregated. Applying [14, Theorem 5.10] we have that \( X_{tu}, X_{su} \) acts on \( V \) as a reduced BD pair of diameter \( d \) and base 1. By [14, Definition 5.7] the eigenvalue (resp. dual eigenvalue) sequence of \( X_{tu}, X_{su} \) is \( \{2i - d\}_{i=0}^d \) (resp. \( \{d - 2i\}_{i=0}^d \)). See [14, Section 2] for the definitions of eigenvalue sequence and dual eigenvalue sequence of a BD pair. From this, Definition 2.4(ii), and Notation 3.5 we have

\[
X_{tu}V_{\text{su}}(d - 2i) \subseteq V_{\text{su}}(d - 2i) + V_{\text{su}}(d - 2(i + 1)) \quad (0 \leq i \leq d),
\]

\[
X_{su}V_{tu}(2i - d) \subseteq V_{tu}(2i - d) + V_{tu}(2(i + 1) - d) \quad (0 \leq i \leq d).
\]

Combining the previous sentence with (17) and (18) we have

\[
X_{tu}V_{\text{su}}(2i - d) \subseteq V_{\text{su}}(2i - d) + V_{\text{su}}(2(i + 1) - d) \quad (0 \leq i \leq d), \quad (30)
\]

\[
X_{su}V_{tu}(2i - d) \subseteq V_{tu}(2i - d) + V_{tu}(2(i + 1) - d) \quad (0 \leq i \leq d). \quad (31)
\]

From Definition 2.4(iii) and Notation 3.5 we have

the restriction \( [X_{tu}, X_{su}]_{d-2i} : V_{\text{su}}(d - 2i) \to V_{\text{su}}(2i - d) \) is a bijection for \( 0 \leq i \leq d/2, \)
the restriction \( [X_{tu}, X_{su}]_{d-2i} : V_{\text{su}}(2i - d) \to V_{\text{tu}}(d - 2i) \) is a bijection for \( 0 \leq i \leq d/2, \) (32)

Combining the previous sentence with (17) and (18) we have

the restriction \( [X_{tu}, X_{su}]_{d-2i} : V_{\text{su}}(2i - d) \to V_{\text{su}}(d - 2i) \) is a bijection for \( 0 \leq i \leq d/2, \) (32)
the restriction \([X_{su}, X_{tu}]^{d-2i} : V_{tu}(2i-d) \to V_{tu}(d-2i)\) is a bijection for \(0 \leq i \leq d/2\). (33)

By Lemma 3.13, there exists an \(\mathfrak{sl}_2\)-module structure on \(V\) such that \((X - X_{tu})V = 0, (Y - X_{tu})V = 0\) where \(X, Y, Z\) is an equitable triple in \(\mathfrak{sl}_2\). Repeating the argument from the previous paragraph in this case gives

\[X_{su}V_{ru}(2i-d) \subseteq V_{ru}(2i-d) + V_{ru}(2(i+1)-d), \quad (0 \leq i \leq d),\] (34)

\[X_{ru}V_{su}(2i-d) \subseteq V_{su}(2i-d) + V_{su}(2(i+1)-d), \quad (0 \leq i \leq d),\] (35)

the restriction \([X_{su}, X_{tu}]^{d-2i} : V_{tu}(2i-d) \to V_{tu}(d-2i)\) is a bijection for \(0 \leq i \leq d/2\), (36)

the restriction \([X_{ru}, X_{su}]^{d-2i} : V_{su}(2i-d) \to V_{su}(d-2i)\) is a bijection for \(0 \leq i \leq d/2\). (37)

By Lemma 3.13, there exists an \(\mathfrak{sl}_2\)-module structure on \(V\) such that \((X - X_{tu})V = 0, (Y - X_{tu})V = 0\) where \(X, Y, Z\) is an equitable triple in \(\mathfrak{sl}_2\). Repeating the argument from the first paragraph again in this case gives

\[X_{tu}V_{ru}(2i-d) \subseteq V_{ru}(2i-d) + V_{ru}(2(i+1)-d), \quad (0 \leq i \leq d),\] (38)

\[X_{ru}V_{tu}(2i-d) \subseteq V_{tu}(2i-d) + V_{tu}(2(i+1)-d), \quad (0 \leq i \leq d),\] (39)

the restriction \([X_{tu}, X_{ru}]^{d-2i} : V_{ru}(2i-d) \to V_{ru}(d-2i)\) is a bijection for \(0 \leq i \leq d/2,\) (40)

the restriction \([X_{ru}, X_{tu}]^{d-2i} : V_{tu}(2i-d) \to V_{tu}(d-2i)\) is a bijection for \(0 \leq i \leq d/2\). (41)

Combining (29)–(41) we have that \(X_{tu}, X_{su}, X_{tu}\) acts on \(V\) as a BD triad. It is immediate from (30), (31), (34), (35), (38), (39) that the first, second, and third eigenvalue sequences of \(X_{tu}, X_{su}, X_{tu}\) are each \(\{2i-d\}_{i=0}^{d}\). Therefore, the BD triad \(X_{tu}, X_{su}, X_{tu}\) is reduced.

\[\square\]

8 The raising maps \(R\) and \(r\)

This section and the next two are devoted to the proof of Theorem 4.6. Throughout the remainder of the paper we will refer to the following assumption.

Assumption 8.1. Let \(A, A', A''\) denote a reduced BD triad on \(V\) of diameter \(d\). Let \(\{V_i\}_{i=0}^d, \{V'_i\}_{i=0}^d, \{V''_i\}_{i=0}^d\) denote the standard orderings of the eigenspaces of \(A, A', A''\) respectively.

Definition 8.2. With reference to Assumption 8.1, let \(R : V \to V\) and \(r : V \to V\) denote the following linear transformations:

\[R := A - A'', \quad r := A' - A''.\]

Note 8.3. With reference to Assumption 8.1 note that by Definition 2.9(iii) \(A \neq A''\), and so \(R \neq 0\). Similarly, \(A' \neq A''\) and so \(r \neq 0\). Lastly, \(A \neq A'\) and so \(R \neq r\).

We refer to the linear transformations from Definition 8.2 as raising maps. The following lemma explains this terminology.

Lemma 8.4. With reference to Definition 8.2 the following (i), (ii) hold.

(i) \(rV''_i \subseteq V''_{i+1}\) \((0 \leq i \leq d)\).

(ii) \(rV''_i \subseteq V''_{i+1}\) \((0 \leq i \leq d)\).
Proof. (i) Adopt Assumption 8.1. Observe that $A, -A''$ is a reduced BD pair of base 1. Combining this with [14, Lemma 6.7(i)] we have, for $0 \leq i \leq d$ and $v \in V''_i$,

$$[A, -A'']v = 2(A - (2i - d)I)v = 2(A - A'')v.$$  

Combining this with Lemma 8.4 and (43) we have

$$([R, r] + [R, A''] + [A'', r] + 2R - 2r) V''_i = 0.$$  

Recall for $0 \leq i \leq d$ that $V''_i$ is the eigenspace for $A''$ corresponding to the eigenvalue $2i - d$. Combining this with Lemma 8.4 and (43) we have

$$(R, r) + (2i - d)R - (2i + 2 - d)R + (2i + 2 - d)r - (2i - d)r + 2R - 2r) V''_i = 0.$$  

Simplifying this gives $(Rr - rR)V''_i = 0$ for $0 \leq i \leq d$. Since $A''$ is diagonalizable then $\{V''_i\}_{i=0}^d$ is a decomposition of $V$. Therefore, $Rr - rR = 0$ and the result follows.

Lemma 8.5. With reference to Definition 8.2 we have $Rr = rR$.

Proof. Adopt Assumption 8.1. Observe that $A, -A'$ is a reduced BD pair of base 1. Combining this with [14, Lemma 12.2] we have

$$[A, -A'] = 2A - 2A'.$$  

From Definition 8.2 we have $A = R + A''$ and $A' = r + A''$. Substituting these into (42) and simplifying gives

$$[R, r] + [R, A''] + [A'', r] + 2R - 2r = 0.$$  

Recall for $0 \leq i \leq d$ that $V''_i$ is the eigenspace for $A''$ corresponding to the eigenvalue $2i - d$. Combining this with Lemma 8.4 and (43) we have

$$(R, r) + (2i - d)R - (2i + 2 - d)R + (2i + 2 - d)r - (2i - d)r + 2R - 2r) V''_i = 0.$$  

Simplifying this gives $(Rr - rR)V''_i = 0$ for $0 \leq i \leq d$. Since $A''$ is diagonalizable then $\{V''_i\}_{i=0}^d$ is a decomposition of $V$. Therefore, $Rr - rR = 0$ and the result follows.

Lemma 8.6. Adopt Assumption 8.1 and assume that the BD triad $A, A', A''$ is thin. With reference to Definition 8.2 the following (i),(ii) hold.

(i) The restriction $R|_{V''_i} : V''_i \to V''_{i+1}$ is a bijection for $0 \leq i \leq d - 1$.

(ii) The restriction $r|_{V''_i} : V''_i \to V''_{i+1}$ is a bijection for $0 \leq i \leq d - 1$.

Proof. (i) Observe that $A, -A''$ is a reduced BD pair of base 1. Combining this with [14, Lemma 6.7(i)] and Definition 8.2 we have

$$[A, -A'']|_{V''_i} = 2R|_{V''_i} \quad (0 \leq i \leq d).$$  

Case 1: $0 \leq i < d/2$. Combining [14, Lemma 2.5] with (44) shows that the restriction $R|_{V''_i} : V''_i \to V''_{i+1}$ is an injection. Since $A, A', A''$ is thin then $\dim(V''_i) = 1 = \dim(V''_{i+1})$. Thus, the restriction $R|_{V''_i} : V''_i \to V''_{i+1}$ is also a surjection and hence a bijection.

Case 2: $d/2 \leq i \leq d - 1$. Combining [14, Lemma 2.5] with (44) shows that the restriction $R|_{V''_i} : V''_i \to V''_{i+1}$ is a surjection. Since $A, A', A''$ is thin then $\dim(V''_i) = 1 = \dim(V''_{i+1})$. Thus, the restriction $R|_{V''_i} : V''_i \to V''_{i+1}$ is also an injection and hence a bijection.

(ii) Similar to (i).

Lemma 8.7. Adopt Assumption 8.1 and assume that the BD triad $A, A', A''$ is thin. With reference to Definition 8.2 there exists a nonzero $c \in \mathbb{K}$ such that $r = cR$.

Proof. Since $A''$ is diagonalizable then $\{V''_i\}_{i=0}^d$ is a decomposition of $V$. So to prove the desired result it suffices to show
There exists a nonzero \( c \in \mathbb{K} \) such that \((r - cR)V''_i = 0\) for \( 0 \leq i \leq d \). \hspace{1cm} (45)

Recall that since \( A, A', A'' \) is thin we have

\[
\dim(V''_i) = 1 \quad 0 \leq i \leq d.
\] \hspace{1cm} (46)

We show (45) by induction on \( i \). First we show (45) holds for \( i = 0 \). Let \( v \) denote a nonzero vector in \( V''_0 \). Note that \( \{v\} \) is a basis for \( V''_0 \) by (46). Observe that \( Rw \in V''_0 \) and \( Rw \neq 0 \) by Lemma 8.6(i). Also \( rv \in V''_1 \) and \( rv \neq 0 \) by Lemma 8.6(ii). Combining the previous two sentences with (46) shows there exists a nonzero \( c \in \mathbb{K} \) such that \( rv = cRv \). This shows (45) holds for \( i = 0 \) since \( \{v\} \) is a basis for \( V''_0 \). Now let \( i \geq 1 \) and assume (45) holds for \( i \). Let \( w \) denote a nonzero vector in \( V''_i \). Note that \( Rw \in V''_{i+1} \) and \( Rw \neq 0 \) by Lemma 8.6(i). Combining this with (46) shows \( \{Rw\} \) is a basis for \( V''_{i+1} \). By Lemma 8.5 and the induction hypothesis we have \((r - cR) Rw = R(r - cR)w = 0\). This shows (45) holds for \( i + 1 \) since \( \{Rw\} \) is a basis for \( V''_{i+1} \). \( \square \)

9. The linear transformations \( B, B', B'' \)

**Lemma 9.1.** Adopt Assumption 8.1. Then there exists a linear transformation \( B : V \to V \) such that \( A', -A'', B \) is a reduced BD triple on \( V \) of base 1. Moreover, if the BD triad \( A, A', A'' \) is thin then the BD triple \( A', -A'', B \) is also thin.

**Proof.** Observe that \( A', -A'' \) is a reduced BD pair on \( V \) of base 1. So by [15, Theorem 4.1] there exists a linear transformation \( B : V \to V \) such that \( A', -A'', B \) is a BD triple on \( V \) of base 1. Moreover, \((2i - d)^d_{i=0} \) is both the first and second eigenvalue sequence of \( A', -A'', B \). Let \((\{\overline{p}_i\}^d_{i=0})\) denote the third eigenvalue sequence of \( A', -A'', B \). See [15, Section 2] for the definition of first, second, third eigenvalue sequence of a BD triple. By [15, Lemma 2.12], Lemma 5.2, and Lemma 5.3 we have \((2i - d)^d_{i=0} \sim (\{\overline{p}_i\}^d_{i=0})\). So by Definition 2.15(i) there exist \( r, s \) in \( \mathbb{K} \) with \( r \neq 0 \) such that \( 2i - d = r\overline{p}_i + s \) for \( 0 \leq i \leq d \). Define the linear transformation \( B : V \to V \) as \( B := rB + sI \). Thus, by [15, Lemma 5.7] we have that \( A', -A'', B \) is a reduced BD triple on \( V \) of base 1. Now suppose that the BD triad \( A', A'', B \) is thin. So both the BD triad \( A', A'', B \) and the BD pair \( A', -A'' \) have shape \((1,1,1,...,1)\). From this and [15, Theorem 4.1] the BD triple \( A', -A'', B \) also has shape \((1,1,1,...,1)\). Thus, the BD triple \( A', -A'', B \) is thin.

**Definition 9.2.** Let \( c \) denote the nonzero scalar in \( \mathbb{K} \) from Lemma 8.7. Define the scalar \( a \) in \( \mathbb{K} \) as \( a := 1 - c^{-1} \).

**Note 9.3.** Let \( c \) denote the scalar from Lemma 8.7, and let \( a \) denote the scalar from Definition 9.2. By Note 8.3 and Lemma 8.7 we have that \( c \neq 1 \). Thus, \( a \neq 0 \). Also, it is clear from Definition 9.2 that \( a \neq 1 \).

**Definition 9.4.** With reference to Lemma 9.1 and Definition 9.2, let \( B' : V \to V \) and \( B'' : V \to V \) denote the following linear transformations:

\[
B' := (a^{-1} - 1)^{-1}A'' + (a - 1)^{-1}B,
\] \hspace{1cm} (47)

\[
B'' := (1 - a^{-1})A' - a^{-1}B.
\] \hspace{1cm} (48)

**Lemma 9.5.** Adopt Assumption 8.1 and assume that the BD triad \( A, A', A'' \) is thin. With reference to Lemma 9.1 and Definition 9.4 the following hold.

\[
A = (1 - a)A' + aA'',
\] \hspace{1cm} (49)

\[
A' = (1 - a)^{-1}A'' + (1 - a)^{-1}A,
\] \hspace{1cm} (50)
\[ A'' = a^{-1}A + (1 - a^{-1})A', \]  
\[ B = (a - 1)B' + aA'', \]  
\[ A'' = a^{-1}B + (a^{-1} - 1)B', \]  
\[ B = -aB'' + (a - 1)A', \]  
\[ A' = (a - 1)^{-1}B + (1 - a^{-1})^{-1}B'', \]  
\[ A = (1 - a)B' - aB'', \]  
\[ B' = (a^{-1} - 1)^{-1}B'' + (1 - a)^{-1}A, \]  
\[ B'' = -a^{-1}A + (a^{-1} - 1)B'. \]  

**Proof.** By Definition 9.2 we have \( c = (1 - a)^{-1} \). Combining this with Definition 8.2 and Lemma 8.7 gives \( A' - A'' = (1 - a)^{-1}(A - A'') \). Solving this for \( A \) gives (49). Solving (49) for \( A' \) gives (50). Solving (49) for \( A'' \) gives (51). Solving (47) for \( B \) gives (52). Solving (47) for \( A'' \) gives (53). Solving (48) for \( B \) gives (54). Solving (48) for \( A' \) gives (55). Substituting (53),(55) into (49) and simplifying gives (56). Solving (56) for \( B' \) gives (57). Solving (56) for \( B'' \) gives (58).

**Lemma 9.6.** Adopt Assumption 8.1. With reference to Lemma 9.1 the following hold.

\[ [A'', B] = 2A'' - 2B, \quad (59) \]
\[ [B, A'] = 2B + 2A'. \quad (60) \]

**Proof.** Immediate from Lemma 9.1 and [15, Corollary 8.2(i)].

**Lemma 9.7.** Adopt Assumption 8.1 and assume that the BD triad \( A', A'' \) is thin. With reference to Lemma 9.1 and Definition 9.4 the following hold.

\[ [B', A''] = 2B' + 2A'', \quad (61) \]
\[ [B', B] = 2B' + 2B, \quad (62) \]
\[ [B, B''] = 2B + 2B'', \quad (63) \]
\[ [A', B''] = 2A' - 2B'', \quad (64) \]
\[ [B'', B'] = 2B'' + 2B', \quad (65) \]
\[ [B'', A] = 2B'' + 2A, \quad (66) \]
\[ [A, B'] = 2A - 2B'. \quad (67) \]

**Proof.** Substituting (52) into (59) and simplifying gives (61). Substituting (53) into (59) and simplifying gives (62). Substituting (55) into (60) and simplifying gives (63). Substituting (54) into (60) and simplifying gives (64). Substituting (53),(55) into (21) and simplifying using (62),(63) gives (65). Substituting (51),(54) into (59) and simplifying using (20),(64) gives (66). Substituting (50),(52) into (60) and simplifying using (22),(61) gives (67).

**Lemma 9.8.** Adopt Assumption 8.1 and assume that the BD triad \( A, A', A'' \) is thin. With reference to Lemma 9.1 and Definition 9.4 the following (i)--(vi) hold.
Lemma 10.2. With reference to Notation 2.1 the following (i),(ii) are equivalent.

(i) \([A, [A, [A, B]]] = 4[A, B]\).
(ii) \([B, [B, [B, A]]] = 4[B, A]\).
(iii) \([A', [A', [A', B']]] = 4[A', B']\).
(iv) \([B', [B', [B', A']]] = 4[B', A']\).
(v) \([A'', [A'', [A'', B'']]] = 4[A'', B'']\).
(vi) \([B'', [B'', [B'', A'']]] = 4[B'', A'']\).

Proof. (i) We have
\[
[A, [A, [A, B]]] = [A, [A, [A, (a - 1)B' + aA'']]] \quad \text{by (52)}
\]
\[
= [A, [A, (a - 1)(2A - 2B') + a(-2A + 2A'')]] \quad \text{by (22), (67)}
\]
\[
= [A, -2(a - 1)[A, B'] + 2a[A, A'']] \quad \text{by (22), (67)}
\]
\[
= 4(a - 1)[A, B'] + 4a[A, A''] \quad \text{by (22), (67)}
\]
\[
= 4[A, B] \quad \text{by (52)}.
\]

(ii) We have
\[
[B, [B, [B, A]]] = [B, [B, [B, (1 - a)A' + aA'']]] \quad \text{by (49)}
\]
\[
= [B, [B, (1 - a)(2B' + 2A') + a(2B - 2A'')]] \quad \text{by (59), (60)}
\]
\[
= [B, 2(1 - a)[B, A'] - 2a[B, A'']] \quad \text{by (59), (60)}
\]
\[
= 4(1 - a)[B, A'] + 4a[B, A''] \quad \text{by (59), (60)}
\]
\[
= 4[B, A] \quad \text{by (49)}.
\]

(iii),(v) Similar to (i).
(iv),(vi) Similar to (ii).

\[\Box\]

10. The proof that BD triads act as corner triads

In this section we prove Theorem 4.6.

Lemma 10.1. With reference to Notation 2.1 the following (i),(ii) are equivalent.

(i) \([X, Y] = 2X + 2Y\).
(ii) \([-Y, -X] = -2Y - 2X\).

Proof. Immediate from Note 2.2.

Lemma 10.2. With reference to Notation 2.1 the following (i)–(iv) are equivalent.

(i) \([X, [X, [X, Y]]] = 4[X, Y]\).
(ii) \([X, [X, [X, -Y]]] = 4[X, -Y]\).
(iii) \([-X, [-X, [-X, Y]]] = 4[-X, Y]\).
(iv) \([-X, [-X, [-X, -Y]]] = 4[-X, -Y]\).

Proof. Immediate from Note 2.2.

Lemma 10.3. Let \(X, Y, Z\) denote a thin BD triple on \(V\). Let \(\{Y_i\}_{i=0}^d\) denote the standard ordering of the eigenspaces of \(Y\). Then the following (i),(ii) hold.

(i) The restriction \(\left[X, Y_i\right]_{Y_i} : Y_i \rightarrow Y_{i-j}\) is a bijection for \(0 \leq i \leq d\) and \(0 \leq j \leq i\).
(ii) The restriction \(\left[Z, Y_i\right]_{Y_i} : Y_i \rightarrow Y_{i+j}\) is a bijection for \(0 \leq i \leq d\) and \(0 \leq j \leq d - i\).
\textbf{Proof.} (i) Recall by Lemma 2.3(ii) and (6) that the restriction \([X,Y]|_{Y_i}\) maps \(Y_i \to Y_{i-j}\) for \(0 \leq i \leq d\) and \(0 \leq j \leq i\). We now show that this mapping is a bijection. Since \(X, Y, Z\) is thin we have \(\dim(Y_i) = 1\) for \(0 \leq i \leq d\).

The result is trivially true for \(i = 0\). Now let \(i \geq 1\). Since the composition of two bijections is also a bijection it suffices to show that the restriction \([X,Y]|_{Y_i} : Y_i \to Y_{i-1}\) is a bijection for \(1 \leq i \leq d\). (68)

\textbf{Case 1:} \(1 \leq i \leq d/2\). First we show that the restriction \([X,Y]|_{Y_i} : Y_i \to Y_{i-1}\) is a surjection. Let \(v \in Y_{i-1}\). By (9) there exists \(w \in Y_{d-i+1}\) such that \([X,Y]\)^{d-2i+2} \(w = v\). Observe that \([X,Y]^{d-2i+1}w \in Y_i\) and \([X,Y][X,Y]^\dagger Y_i\) \(w = v\). This shows that the restriction \([X,Y]|_{Y_i} : Y_i \to Y_{i-1}\) is a surjection. From this and (68) we have (69).

\textbf{Case 2:} \(d/2 < i \leq d\). First we show that the restriction \([X,Y]|_{Y_i} : Y_i \to Y_{i-1}\) is an injection. Let \(v \in \ker([X,Y]|_{Y_i})\). So, \([X,Y]v = 0\) and thus \([X,Y]^{2i-d}v = 0\). From this and (9) we have \(v = 0\). This shows that the restriction \([X,Y]|_{Y_i} : Y_i \to Y_{i-1}\) is an injection. From this and (68) we have (69).

(ii) Similar to (i). \(\Box\)

\textbf{Proof of Theorem 4.6.} Adopt Assumption 8.1 and assume that the BD triad \(A, A', A''\) is thin. Let \(X_{rst}, X_{su}, X_{st}\) denote a corner triad in \(\mathfrak{S}\). Let \(B\) denote the linear transformation from Lemma 9.1. Let \(B', B''\) denote the linear transformations from Definition 9.4. Comparing Definition 3.1 with Lemmas 5.7, 9.6, 9.7, 9.8, 10.1, and 10.2 we find there exists a \(\mathfrak{S}\)-module structure on \(V\) such that

\[
(X_{rst} - A)V = 0, \quad (X_{su} + A)V = 0, \quad (X_{st} - A')V = 0, \quad (X_{st} + A')V = 0, \\
(X_{stu} - A'')V = 0, \quad (X_{str} + A'')V = 0, \quad (X_{st} - B)V = 0, \quad (X_{st} + B)V = 0, \\
(X_{rt} - B')V = 0, \quad (X_{tr} + B')V = 0, \quad (X_{sr} - B'')V = 0, \quad (X_{sr} + B'')V = 0.
\]

We now show that this \(\mathfrak{S}\)-module structure on \(V\) is irreducible. Let \(W\) denote a nonzero \(\mathfrak{S}\)-submodule of \(V\). We show that \(W = V\). Let \(0 \neq w \in W\). Since \(A''\) is diagonalizable then \(\{V''_{i}\}_{i=0}^{d}\) is a decomposition of \(V\). So for \(0 \leq i \leq d\) there exists \(v''_{i} \in V''_{i}\) such that \(w = \sum_{i=0}^{d} v''_{i}\). Define \(t := \min\{i \mid 0 \leq i \leq d, \ v''_{i} \neq 0\}\), and observe that

\[
w = \sum_{i=t}^{d} v''_{i}.
\]

Recall by Lemma 9.1 that \(A', -A'', B\) is a thin BD triple and note that \(\{V''_{d-i}\}_{i=0}^{d}\) is the standard ordering of the eigenspaces of \(-A''\). By Lemma 10.3(i) we have that the restriction \([A', -A'']^{d-i}|_{V''_{i}} : V''_{i} \to V''_{d-i}\) is a bijection. Abbreviate the vector \([A', -A'']^{d-i}v''_{i}\) as \(v\). Recall \(0 \neq v''_{i} \in V''_{i}\) by construction, and so

\[
0 \neq v \in V''_{d}.
\]

By Lemma 10.3(ii) we have that for \(0 \leq r \leq d\) the restriction \([B, -A'']|_{V''_{d-r}} : V''_{d-r} \to V''_{d-r}\) is a bijection. Combining this with (71) we have \(0 \neq [B, -A'']^{d-r}v \in V''_{d-r}\) for \(0 \leq r \leq d\). Since the BD triple \(A', -A'', B\) is thin then \(\dim(V''_{d-r}) = 1\) for \(0 \leq r \leq d\). Combining the previous two sentences with the fact that \(A''\) is diagonalizable shows \(\{[B, -A'']^{d-r}v\}_{r=0}^{d}\) is a basis for \(V\).

Since \(W\) is a \(\mathfrak{S}\)-submodule of \(V\) then

\[
A'W \subseteq W, \quad -A''W \subseteq W, \quad BW \subseteq W.
\]
acts on $V$ toward a contradiction, that the conclusion of Theorem 4.6 holds. That is, suppose there exists a $f$ and third eigenvalue sequences are each $\lambda_i$ such that $\sum_{i=1}^{n} \lambda_i = \lambda$. Suppose $W$ is irreducible. We make the following observations. By Theorem 4.5 each of the following

\[
A, A', A'' - A''', B', -B', -B', -A
\]

acts on $V$ as a reduced BD triad. By [15, Theorem 4.8], [16, Theorem 3.8], and [17, Corollary 12.4] each of the following

\[
A', -A'', B, A, -A', B'' A, -A'', -B' B', B, B''
\]

acts on $V$ as a reduced BD triple of base 1. From this and [15, Lemma 5.8] each of the following

\[
A', -A'' - A'', B, A', A', A, -A', -A', B'', B'' A, -A'' - B', -B', A, B, B', B'' B', B''
\]

acts on $V$ as a reduced BD pair of base 1. By [16, Theorems 1.7, 2.4] each of the following

\[
A, B A', B' A'', B''
\]

acts on $V$ as a tridiagonal pair of Krawtchouk type [23].

### 11. A counterexample

In this section we provide a counterexample to show that the thin assumption in Theorem 4.6 is needed. That is, we demonstrate that the conclusion of Theorem 4.6 can fail to hold for BD triads which are not thin. Consider the vector space $K^6$ and let $A : K^6 \to K^6, A' : K^6 \to K^6, A'' : K^6 \to K^6$ denote the linear transformations given by the following matrices:

\[
A = \begin{bmatrix}
-3 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 1 & -1 & 0 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
0 & 0 & 0 & 3 & 0 & 3
\end{bmatrix}, \quad A' = \begin{bmatrix}
-3 & 0 & 0 & 0 & 0 & 0 \\
-2 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & -4 & 0 & 1 & 0 & 0 \\
0 & 0 & -2 & 0 & 1 & 0 \\
0 & 0 & 0 & -6 & 0 & 3
\end{bmatrix}, \quad A'' = \begin{bmatrix}
-3 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 3
\end{bmatrix}.
\]

It is straightforward to verify that $A, A', A''$ is a reduced BD triad on $K^6$ whose first, second, and third eigenvalue sequences are each $\{2i-3\}_i$. Notice that the shape of $A, A', A''$ is $(1, 2, 2, 1)$, and so this BD triad is not thin. Consider the corner triad $X_{03}, X_{13}, X_{23}$ in $K$. Suppose, toward a contradiction, that the conclusion of Theorem 4.6 holds. That is, suppose there exists a $K$-module structure on $K^6$ such that $(X_{03} - A)K^6 = 0, (X_{13} - A')K^6 = 0, and (X_{23} - A'')K^6 = 0$. Then the matrix representing $X_{03}$ is given by

\[
X_{03} = \begin{bmatrix}
3 & 12 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 8 & 0 & 0 \\
0 & 0 & 1 & 5 & 2 & 0 \\
0 & 0 & 0 & -1 & 0 & 4 \\
0 & 0 & 0 & 0 & -1 & 6 \\
0 & 0 & 0 & 0 & 0 & -3
\end{bmatrix}.
\]
However, direct calculation shows that
\[
[X_{13}, [X_{13}, [X_{13}, X_{02}]]] \neq 4[X_{13}, X_{02}],
\]
which contradicts Definition 3.1(iii). Thus, there does not exist a \( \mathcal{A} \)-module structure on \( \mathbb{K}^6 \) such that
\[
(X_{03} - A)\mathbb{K}^6 = 0, \ (X_{13} - A')\mathbb{K}^6 = 0, \ (X_{23} - A'')\mathbb{K}^6 = 0,
\]
and so the conclusion of Theorem 4.6 does not hold.
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