A MEAN VALUE FORMULA FOR THE VARIATIONAL $p$-LAPLACIAN

FÉLIX DEL TESO AND ERIK LINDGREN

Abstract. We prove a new asymptotic mean value formula for the $p$-Laplace operator,
\[ \Delta_p u = \text{div}(|\nabla u|^{p-2}\nabla u), \]
valid in the viscosity sense. In the plane, and for a certain range of $p$, the mean value formula holds in the pointwise sense. We also study the existence, uniqueness and convergence of the related dynamic programming principle.
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1. INTRODUCTION

It is well known that a function is harmonic if and only if it satisfies
\[ \int_{B_r} (u(x+y) - u(x)) \, dy = 0, \]
for all $r$ small enough. This can be relaxed: a function is harmonic at a point $x$ if and only if
\[ \int_{B_r} (u(x+y) - u(x)) \, dy = o(r^2), \quad \text{as} \ r \to 0. \]

In this paper, we study a new asymptotic mean value property for $p$-harmonic functions, i.e., solutions of the equation
\[ \Delta_p u = 0. \]
Here $p \in (1, \infty)$ and $\Delta_p$ is the $p$-Laplace operator
\begin{equation}
\Delta_p u = \text{div}(|\nabla u|^{p-2}\nabla u),
\end{equation}
the first variation of the functional
$$u \mapsto \int_\Omega |\nabla u|^p dx.$$ 
Our result implies in particular that a function is $p$-harmonic at a point $x$ if and only if it is satisfies
$$\int_{B_r} |u(x+y) - u(x)|^{p-2}(u(x+y) - u(x))dy = o(r^p), \quad \text{as } r \to 0.$$
The major strength and novelty of our mean value formula is that it recovers the variational $p$-Laplace operator (1.1) in contrast to the other known mean value formulas that recover the normalized $p$-Laplacian,
$$\Delta^N_p u = \frac{1}{p} |\nabla u|^{2-p} \Delta_p u.$$
In particular, it allows us to deal with non-homogeneous problems of the form $-\Delta_p u = f$ with $f \neq 0$, which was not possible with previous approaches.
The drawback is that it cannot be written in the form
$$u(x) = A_r[u](x) + o(r^p)$$
for some monotone operator $A_r$. However, the mean value formula is still monotonically increasing in $u$ and monotonically decreasing in $u(x)$, which is decisive in the context of viscosity solutions.

2. Main results

Our main results concern the asymptotic behavior as $r \to 0$ of the quantities
$$I_p^r[\phi](x) = \frac{1}{C_{d,p} r^p} \int_{\partial B_r} |\phi(x+y) - \phi(x)|^{p-2}(\phi(x+y) - \phi(x)) d\sigma(y)$$
and
$$M_p^r[\phi](x) = \frac{1}{D_{d,p} r^p} \int_{B_r} |\phi(x+y) - \phi(x)|^{p-2}(\phi(x+y) - \phi(x)) dy,$$
where
$$C_{d,p} = \frac{1}{2} \int_{\partial B_1} |y_1|^p d\sigma(y), \quad D_{d,p} = \frac{dC_{d,p}}{p+d}$$
and $d$ is the dimension.

Our first result, that will be proved in Section 6, provides the mean value formula for $C^2$ functions. It reads:

**Theorem 2.1.** Let $p \in (1, \infty)$, $x \in \mathbb{R}^d$ and $\phi \in C^2(B_R(x))$ for some $R > 0$. If $p \in (1,2)$ assume also that $|\nabla \phi(x)| \neq 0$. Then
$$I_p^r[\phi](x) = \Delta_p \phi(x) + o_r(1) \quad \text{and} \quad M_p^r[\phi](x) = \Delta_p \phi(x) + o_r(1),$$
as $r \to 0$.

The second of our results relates the mean value property in the viscosity sense to the $p$-Laplace equation.

**Theorem 2.2.** Let $\Omega \subset \mathbb{R}^d$ be bounded and open, $p \in (1, \infty)$ and $f$ be a continuous function. Then $u$ is a viscosity solution of
$$-I_p^r[u] = f + o_r(1), \quad \text{as } r \to 0,$$
in $\Omega$ if and only if it is a viscosity solution of
$$-\Delta_p u = f$$
in $\Omega$. 
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We refer to Section 7 for the proof of the above result, and to Section 5 for the definition of viscosity solutions.

Our third result states that in the plane, and for a certain range of \( p \), functions that satisfy the (homogeneous) mean value property in a pointwise sense are the same as the \( p \)-harmonic functions. Let \( p_0 \) be the root of

\[
2 \left( -p + \sqrt{36(p-1) + (p-2)^2} \right) \left( -p + \sqrt{16(p-1) + (p-2)^2} \right) = \frac{1}{p-1}
\]

that lies in the interval \((1, 2)\). We have \( p_0 \approx 1.117 \).

**Theorem 2.3.** Let \( \Omega \subset \mathbb{R}^2 \) be bounded and open, and \( p \in (p_0, \infty) \). Then a continuous function \( u \) satisfies

\[-I_p^r[u] = o_r(1), \text{ as } r \to 0,\]

in the pointwise sense in \( \Omega \) if and only if it is a viscosity solution of

\[-\Delta_p u = 0\]

in \( \Omega \).

We refer to Section 8 for the proof of this theorem and to page 4 for a heuristic explanation on the technical limitation \( p > p_0 \).

**Remark 2.4.** Theorem 2.2 and Theorem 2.3 remain true if one replaces \( I_p^r \) by \( M_p^r \).

The fourth and the last of our main results concerns the associated dynamic programming principle. Consider the following boundary value problem

\[
\begin{cases}
-M_p^r[U_r](x) = f(x), & x \in \Omega \\
U_r(x) = G(x), & x \in \partial \Omega_r := \{ x \in \Omega^c : \text{dist}(x, \Omega) \leq r \},
\end{cases}
\]

where \( G \) is a continuous extension of \( g \) from \( \partial \Omega \) to \( \partial \Omega_r \).

**Theorem 2.5.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded, open and \( C^2 \) domain, \( p \in (1, \infty) \), \( f \) be a continuous function in \( \overline{\Omega} \) and \( g \) a continuous function on \( \partial \Omega \). Then

i) there is a unique classical solution \( U_r \) of (2.1),

ii) \( U_r \to u \) as \( r \to 0 \) uniformly in \( \overline{\Omega} \), where \( u \) is the viscosity solution of

\[
\begin{cases}
-\Delta_p u(x) = f(x), & x \in \Omega \\
u(x) = g(x), & x \in \partial \Omega.
\end{cases}
\]

**Remark 2.6.** We have stated all our results in the context of viscosity solutions. Since weak and viscosity solutions are equivalent (cf. [12] and [11]), the same results hold true for weak solutions.

3. Related results

Recently, there has been a surge of interest around mean value properties of equations involving the \( p \)-Laplacian. In [19], it is proved that a function is \( p \)-harmonic if and only if

\[ u(x) = A_r[u](x) + o(r^2), \]

as \( r \to 0 \). Here \( A_r \) is the monotone operator

\[ A_r[u](x) = \frac{p - 2}{2(p + d)} \left( \max_{B_r(x)} u + \min_{B_r(x)} u \right) + \frac{2 + d}{p + d} \left( \int_{B_r(x)} u(y)dy \right). \]

This was first proved to be valid in the viscosity sense. In [18], this was proved to hold in the pointwise sense, in the plane and for \( 1 < p < \hat{p} \approx 9.52 \). Shortly after, this was extended to all \( p \in (1, \infty) \), in [3]. Linked to a mean value formula, there is a corresponding dynamic programming principle (DPP), which is the solution \( U_r \) of the problem \( U_r = A_r[U_r] \) subject to the corresponding
boundary conditions. The typical result is to show that $U_r \to u$ where $u$ is a viscosity solution of the boundary value problem associated to the $p$-Laplacian.

The above mentioned results are based on the following identity for the so-called normalized $p$-Laplacian

$$
\Delta_p^N u := \frac{1}{p} \Delta u + \frac{p-2}{p} |\nabla u|^{-2} \Delta_{\infty} u
$$

and the now well-known mean value formulas for the Laplacian and $\infty$-Laplacian. More precisely, for a smooth function $\phi$,

$$
\frac{A_r[\phi](x) - \phi(x)}{C_{d,p} r^2} - \Delta_p^N \phi(x) = o_r(1),
$$

for some constant $C_{d,p} > 0$. In the last years, several other mean value formulas for the normalized $p$-Laplacian have been found, and the corresponding program (equivalence of solutions in the viscosity and classical sense and study of the associated dynamic programming principle) has been developed. See for instance [2], [6], [8], [13], [16], [17], and [21].

We also want to mention [7] and [9], where two other nonlinear mean value formulas are studied, with some similarities with ours.

It is noteworthy to mention that our results are also related to asymptotic mean value formulas for nonlocal operators involving for instance fractional or non-local versions of the $p$-Laplacian. See [1] and [5].

4. Comments on our results

Comments on Theorem 2.3. The curious reader might wonder why we are not able to prove the pointwise validity for the mean value formula for the full range $p \in (1, \infty)$, as in [3]. To make a long story short this has to do with the fact that the mean value formula considered in [3] has quadratic scaling. It is therefore enough with an error term of order strictly larger than 2. The mean value formula in the present paper however, has scaling $p/(p-1)$, which makes it necessary with an error term of order strictly larger than $p/(p-1)$. When $p < 2$, this certainly comes with some difficulties that for the moment forces us to assume the larger lower bound $p > p_0$. However, we still believe that such a result holds in the full range $p \in (1, \infty)$.

Comments on the limit $p \to 1$. Formally, when $p = 1$ the mean value formula becomes

$$
\frac{1}{r^d} \int_{B_r} \text{sign}(u(x+y) - u(x)) dy = o(r), \quad \text{as } r \to 0,
$$

or

$$
\frac{1}{r^d} \left( \frac{|\{y \in B_r : u(x+y) > u(x)\}|}{|B_r|} - \frac{|\{y \in B_r : u(x+y) < u(x)\}|}{|B_r|} \right) = o_r(1),
$$

which could give a characterization of 1-harmonic functions. We plan to study this possibility in the future.

More general datum. It would also be interesting to study problems where $f = f(x, u, \nabla u(x))$ has the right monotonicity assumptions as described in [20]. Theorem 2.2 follows in a straightforward way. However, the convergence of dynamic programming principles like in Theorem 2.5 would require a more delicate study, both in terms of existence and properties of the $r$-scheme, and the study of convergence based on the Barles-Souganidis approach.

Plan of the paper. The plan of the paper is as follows. In Section 5, we introduce some notation and the notions of viscosity solutions. This is followed by Section 6, where we prove the mean value formula for $C^2$ functions. This result is then used in Section 7, where we prove the mean value formula for viscosity solutions. In Section 8, we prove that in dimension $d = 2$, and for a certain range of $p$, functions that satisfy the (homogeneous) mean value property in a pointwise sense are the same as the $p$-harmonic functions. In Section 9, we study existence, uniqueness and
convergence for the dynamical programming principle. Finally, in the Appendix, we prove and state some auxiliary inequalities.

5. Notation and Prerequisites

Throughout this paper, $d$ will denote the dimension and we will for $p \in (1, \infty)$ use the notation

$$J_p(t) = |t|^{p-2}t.$$

We now define viscosity solutions of the related equations and mean value properties:

**Definition 5.1** (Viscosity solutions of the equation). Suppose that $f$ is continuous function in $\Omega$. We say that a lower (resp. upper) semicontinuous function $u$ in $\Omega$ is a viscosity supersolution (resp. subsolution) of the equation

$$-\Delta_p u = f$$

in $\Omega$ if the following holds: whenever $x_0 \in \Omega$ and $\varphi \in C^2(B_R(x_0))$ for some $R > 0$ are such that $|\nabla \varphi(x_0)| \neq 0$,

$$\varphi(x_0) = u(x_0) \quad \text{and} \quad \varphi(x) \leq u(x) \quad (\text{resp. } \varphi(x) \geq u(x)) \quad \text{for all } x \in B_R(x_0) \cap \Omega,$

then we have

$$-\Delta_p \varphi(x_0) \geq f(x_0) \quad (\text{resp. } -\Delta_p \varphi(x_0) \leq f(x_0)).$$

A viscosity solution is a continuous function being both a viscosity supersolution and a viscosity subsolution.

It is well known that regarding viscosity solutions of equations involving the $p$-Laplace operator, there is no need to test at critical point of the test function, see for instance page 703 in [12].

**Definition 5.2** (The mean value property in the viscosity sense). Suppose that $f$ is continuous function in $\Omega$. We say that a lower (resp. upper) semicontinuous function $u$ in $\Omega$ is a viscosity supersolution (resp. subsolution) of the equation

$$-\mathcal{I}^p_u = f + a_{\tau}(1)$$

in $\Omega$ if the following holds: whenever $x_0 \in \Omega$ and $\varphi \in C^2(B_R(x_0))$ for some $R > 0$ are such that $|\nabla \varphi(x_0)| \neq 0$,

$$\varphi(x_0) = u(x_0) \quad \text{and} \quad \varphi(x) \leq u(x) \quad (\text{resp. } \varphi(x) \geq u(x)) \quad \text{for all } x \in B_R(x_0) \cap \Omega,$

then we have

$$-\mathcal{I}^p_\varphi(x_0) \geq f(x_0) + a_{\tau}(1) \quad (\text{resp. } -\mathcal{I}^p_\varphi(x_0) \leq f(x_0) + a_{\tau}(1)).$$

A viscosity solution is a continuous function being both a viscosity supersolution and a viscosity subsolution.

**Remark 5.1.** The above definition can also be considered with $\mathcal{M}^p_x$ instead of $\mathcal{I}^p_x$.

Finally, we define the concept of viscosity solution for the the boundary value problem (2.2).

**Definition 5.3** (Viscosity solutions of the boundary value problem). Suppose that $f$ is continuous function in $\overline{\Omega}$, and that $g$ is a continuous function in $\partial \Omega$. We say that a lower (resp. upper) semicontinuous function $u$ in $\overline{\Omega}$ is a viscosity supersolution (resp. subsolution) of (2.2) if

(a) $u$ is a viscosity supersolution (resp. subsolution) of $-\Delta_p u = f$ in $\Omega$ (as in Definition 5.1);

(b) $u(x) \geq g(x)$ (resp. $u(x) \leq g(x)$) for $x \in \partial \Omega$.

A viscosity solution of (2.2) is a continuous function in $\overline{\Omega}$ being both a viscosity supersolution and a viscosity subsolution.
6. The mean value formula for $C^2$-functions

In this section we prove the mean value formulas for $C^2$-functions as presented in Theorem 2.1. The proof is split into two different cases: $p > 2$ and $p < 2$. The case $p = 2$ is well known so we leave that out. We restate the results for convenience.

**Theorem 6.1.** Let $p \in (2, \infty)$ and $\phi \in C^2(B_R(x))$ for some $R > 0$. Then
\[
\frac{1}{C_{d,p}^p} \int_{\partial B_r} |\phi(x + y) - \phi(x)|^{p-2}(\phi(x + y) - \phi(x)) \, d\sigma(y) = \Delta_p \phi(x) + o(r),
\]
where $C_{d,p} = \frac{1}{2} \int_{\partial B_1} |y|^{p} \, d\sigma(y)$.

**Proof.** Since $\phi \in C^2$ near $x$, we have that
\[
\phi(x + y) - \phi(x) = y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y + o(|y|^2).
\]
Using Lemma A.1 for $\varepsilon = 0$ and with $a = y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y$ and $b = o(|y|^2)$ we get
\[
J_p(\phi(x + y) - \phi(x)) = J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y + o(|y|^2)) = J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) + o(|y|^p).
\]
Therefore,
\[
A_r := \int_{\partial B_r} J_p(\phi(x + y) - \phi(x)) \, d\sigma(y)
= \int_{\partial B_r} J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) \, d\sigma(y) + o(r^p).
\]
Now we use Lemma A.1 for some $\varepsilon \in (0, p - 2)$ with $a = y \cdot \nabla \phi(x)$ and $b = \frac{1}{2} y^T D^2 \phi(x) y$ and obtain
\[
J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) = |y \cdot \nabla \phi(x)|^{p-2} y \cdot \nabla \phi(x) + (p - 1)|y \cdot \nabla \phi(x)|^{p-2} \frac{1}{2} y^T D^2 \phi(x) y + o(|y|^p) + O(y^{2(1 + \varepsilon)})
\]
Since the first term is odd and we are integrating over a sphere in (6.1), we get
\[
A_r = \frac{1}{2} (p - 1) \int_{\partial B_r} |y \cdot \nabla \phi(x)|^{p-2} y^T D^2 \phi(x) y \, d\sigma(y) + o(r^p).
\]
Without loss of generality, assume that, $\nabla \phi(x) = ce_1$ for some $c \geq 0$. Note that this assumption implies that $|\nabla \phi(x)| = c$ and $\Delta_\infty \phi(x) = c^2 D_{11} \phi(x)$. The symmetry of the integral and the term $y^T D^2 \phi(x) y$ imply that
\[
A_r = \frac{1}{2} c^{p-2} (p - 1) \int_{\partial B_r} |y_1|^{p-2} \left( \sum_{i=1}^{d} y_i^2 D_{ii} \phi(x) \right) \, d\sigma(y) + o(r^p)
= \frac{1}{2} c^{p-2} (p - 1) \left( \sum_{i=1}^{d} D_{ii} \phi(x) \int_{\partial B_r} |y_1|^{p-2} y_i^2 \, d\sigma(y) \right) + o(r^p).
\]
Note that if $d \geq 2$, for all $i \neq 1$ we have that
\[
C_{d,p} = \frac{1}{2} \int_{\partial B_r} |y_1|^p \, d\sigma(y) = \frac{1}{2} (p - 1) \int_{\partial B_r} |y_1|^{p-2} y_i^2 \, d\sigma(y).
\]
Thus,

\[ A_r = C_{d,p} r^p c^{p-2} \left( (p-1) D_{11} \phi(x) + \sum_{i=2}^{d} D_{ii} \phi(x) \right) + o(r^p) \]

\[ = C_{d,p} r^p c^{p-2} \left( \sum_{i=1}^{d} D_{ii} \phi(x) + (p-2) D_{11} \phi(x) \right) + o(r^p) \]

\[ = C_{d,p} r^p \left( |\nabla \phi(x)|^{p-2} \Delta \phi(x) + (p-2)|\nabla \phi(x)|^{p-4} \Delta \phi(x) \right) + o(r^p). \]

Now, from identity (3.1) we get

\[ T_p^\rho[\phi](x) = \frac{1}{C_{d,p} r^p} A_r \]

\[ = \left| \nabla \phi(x) \right|^{p-2} \Delta \phi(x) + (p-2) \left| \nabla \phi(x) \right|^{p-4} \Delta \phi(x) + o(1), \]

which concludes the proof. \( \square \)

We now proceed to the case \( p < 2 \), which is slightly more involved.

**Theorem 6.2.** Let \( p \in (1, 2) \) and \( \phi \in C^2(B_R(x)) \) for some \( R > 0 \). Assume also that \( |\nabla \phi(x)| \neq 0 \). Then

\[ \frac{1}{C_{d,p} r^p} \int_{\partial B_r} |\phi(x + y) - \phi(x)|^{p-2}(\phi(x + y) - \phi(x)) d\sigma(y) = \Delta_p \phi(x) + o(1), \]

where \( C_{d,p} = \frac{1}{2} \int_{\partial B_1} |y|^p d\sigma(y). \)

**Proof.** We keep the notation \( A_r \) of (6.1). Without loss of generality, we assume that \( \nabla \phi(x) = ce \) for some \( c > 0 \). We split the proof into several parts.

**Part 1:** First we prove an estimate that will be used several times along the proof. Let \( \alpha \in (0, 1) \) and \( \rho \geq 0 \) small enough. Then

\[ \int_{\partial B_r} \left| \frac{z}{|z|} \cdot \nabla \phi(x) + \rho \left( \frac{z}{|z|} \right)^T D^2 \phi(x) \left( \frac{z}{|z|} \right) \right|^{-\alpha} d\sigma(z) \leq C_1 \]

for some \( C_1 = C_1(\alpha, d) \geq 0 \). To prove (6.2), we first note that its left hand side is equal to

\[ C_2 e^{-\alpha} \int_{\partial B_1} |z|e + \rho c^{-1} z^T D^2 \phi(x) z|^{-\alpha} d\sigma(z) \]

for some constant \( C_2 = C_2(d) > 0 \). Estimate (6.2) follows from applying Lemma A.3 with \( L(\omega, \omega) = \rho c^{-1} \omega^T D^2 \phi(x) \omega \) choosing \( \rho \) small enough such that (A.1) holds.

**Part 2:** In this part, we prove

\[ A_r = \int_{\partial B_r} J_p(\phi(x + y) - \phi(x)) d\sigma(y) \]

\[ = \int_{\partial B_r} J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) d\sigma(y) + o(r^p). \]

By Taylor expansion,

\[ A_r = \int_{\partial B_r} J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y + o(|y|^2)) d\sigma(y). \]
Lemma A.2 with \( a = y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y \) and \( b = \alpha(|y|^2) \) implies

\[
|J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y + o(|y|^2)) - J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y)| \\
\leq C \left( |y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y| + |o(|y|^2)| \right)^{p-2} o(|y|^2) \\
\leq C \left| y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y \right|^{p-2} o(|y|^2) \\
= C \left| \hat{y} \cdot \nabla \phi(x) + \frac{1}{2} |\hat{y}| y^T D^2 \phi(x) \hat{y} \right|^{p-2} o(|y|^p),
\]

where \( \hat{y} := y/|y| \). Thus,

\[
\left| A_r - \int_{\partial B_r} J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) \, d\sigma(y) \right| \leq o(r^p) \int_{\partial B_r} \left| \hat{y} \cdot \nabla \phi(x) + \frac{1}{2} |\hat{y}| y^T D^2 \phi(x) \hat{y} \right|^{p-2} \, d\sigma(y) \\
= o(r^p)
\]

where the last identity follows from applying (6.2) with \( \rho = r \) (choosing \( r \) small enough).

Part 3: This part amounts to proving that

\[
|B_{r, \gamma}| := \left| \int_{\partial B_r \cap \{ |\hat{y} \cdot e_1| \leq \gamma \}} J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) \, d\sigma(y) \right| \leq C_r r^p,
\]

where \( C_r \to 0 \) as \( \gamma \to 0 \). First we note that with our notation we have

\[
J_p(y \cdot \nabla \phi(x) + y^T D^2 \phi(x) y) = J_p(c y \cdot e_1 + \frac{1}{2} y^T D^2 \phi(x) y)
\]

\[
= (c |y|)^{p-1} J_p(y \cdot e_1 + \frac{1}{2} c^{-1} |y| y^T D^2 \phi(x) \hat{y}).
\]

Lemma A.2 with \( a = \hat{y} \cdot e_1 \) and \( b = \frac{1}{2} c^{-1} |y| y^T D^2 \phi(x) \hat{y} \) implies

\[
\left| (c |y|)^{p-1} J_p(y \cdot e_1 + \frac{1}{2} c^{-1} |y| y^T D^2 \phi(x) \hat{y}) - (c |y|)^{p-1} J_p(y \cdot e_1) \right| \\
\leq C(c |y|)^{p-1} \left( |\hat{y} \cdot e_1| + \frac{1}{2} c^{-1} |y||y|^T D^2 \phi(x) \hat{y} \right)^{p-2} \frac{1}{2} c^{-1} |y||y|^T D^2 \phi(x) \hat{y} \\
\leq C|y|^p |\hat{y} \cdot e_1|^{p-2}.
\]

By antisymmetry

\[
\int_{\partial B_r \cap \{ |\hat{y} \cdot e_1| \leq \gamma \}} (c |y|)^{p-1} J_p(y \cdot e_1) \, d\sigma(y) = 0.
\]

This, (6.2) with \( \alpha = (p-2)(1+\delta) > -1 \) and \( \rho = 0 \), and Hölder’s inequality imply

\[
|B_{r, \gamma}| \leq C_r r^p \int_{\partial B_r} |\hat{y} \cdot e_1|^{p-2} \chi_{\{ |\hat{y} \cdot e_1| \leq \gamma \}} \, d\sigma(y) \\
\leq C_r P \left( \int_{\partial B_r} |\hat{y} \cdot e_1|^{\alpha} \, d\sigma(y) \right)^{-\frac{1}{\alpha}} \left( \int_{\partial B_r} \chi_{\{ |\hat{y} \cdot e_1| \leq \gamma \}} \, d\sigma(y) \right)^{-\frac{1}{\alpha}} \\
\leq CC_r r^p,
\]

where

\[
C_r = \left( \int_{\partial B_r} \chi_{\{ |\hat{y} \cdot e_1| \leq \gamma \}} \, d\sigma(y) \right)^{-\frac{1}{\alpha}} \xrightarrow{\gamma \to 0} 0.
\]
Part 4: We will now prove that for fixed $\gamma > 0$,
\[
D_{r, \gamma} := \frac{1}{2} \int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} J_p(y \cdot \nabla \phi(x) + \mathbf{y}^T D^2 \phi(x) y) \, d\sigma(y)
\]
\[
= \frac{1}{2} \int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} (p - 1) |y \cdot \nabla \phi(x)|^{p-2} y^T D^2 \phi(x) y \, d\sigma(y) + o(r^p).
\]  
(6.4)
Here it is crucial that the integrals are restricted to the set $\{ |\mathbf{y} \cdot e_1| > \gamma \}$.

We observe that outside $\xi = 0$ the function $\xi \mapsto J_p(\xi)$ is smooth. In particular, for $a \neq 0$ and $b$ such that $|b| < |a|/2$, we have the following estimate
\[
|J_p(a + b) - J_p(a) - J_p'(a)b| \leq C(1 + |a| + |b|^{p-2}) |b|^{1+\delta}
\]
for any $\delta \in (0, p-1) \subset (0, 1)$. For any $y$ such that $|\mathbf{y} \cdot e_1| > \gamma$, the above estimate with $a = \mathbf{y} \cdot e_1$ and $b = \frac{1}{2} c^{-1} |\mathbf{y}^T D^2 \phi(x) y|$ (since $a \neq 0$ and $b < \gamma/2 < |a|/2$ by choosing $r = |y|$ small enough), together with (6.3) imply
\[
J_p(y \cdot \nabla \phi(x) + \frac{1}{2} y^T D^2 \phi(x) y) = \frac{1}{2} |\mathbf{y} \cdot e_1|^{p-2} \frac{1}{2} y^T D^2 \phi(x) y + R(y),
\]
where $R(y)$ is bounded by
\[
C_3 |y|^{p+\delta} \left( |\mathbf{y} \cdot e_1|^{p-2} + |\mathbf{y}^T D^2 \phi(x) y|^{p-2} \right) |\mathbf{y} |^{1+\delta}
\]
\[
\leq C_4 |y|^{p+\delta} \left( |\mathbf{y} \cdot e_1 + \frac{1}{2} c^{-1} |\mathbf{y}^T D^2 \phi(x) y|^{p-2} \right) |\mathbf{y} |^{1+\delta}.
\]
For some constants $C_3, C_4 \geq 0$ and $r$ small enough (depending on $\gamma$). Moreover, by antisymmetry,
\[
\int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} (c|y|) |\mathbf{y} |^{p-2} \, d\sigma(y) = 0.
\]
We apply (6.2) with $\alpha = -p + 2 + \delta \in (0, 1)$ two times, first with $\rho = r$ and later with $\rho = 0$ to get
\[
\int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} |R(y)| \, d\sigma(y) \leq \int_{\partial B_r} |R(y)| \, d\sigma(y) \leq O(r^{p+\delta}) = o(r^p)
\]
where the bound is uniform for fixed $\gamma$. This implies (6.4).

Part 5: From parts 2 and 3 we have
\[
\lim_{r \to 0} \sup_{r \to 0} \frac{|A_r - D_{r, \gamma}|}{r^p} \leq \lim_{r \to 0} \frac{|B_{r, \gamma}|}{r^p} \leq C_\gamma \frac{\gamma}{r^p} 0,
\]
Moreover, by part 4
\[
\lim_{r \to 0} \frac{D_{r, \gamma}}{r^p} = \frac{1}{2} \lim_{r \to 0} \int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} (p - 1) |y \cdot \nabla \phi(x)|^{p-2} y^T D^2 \phi(x) y \, d\sigma(y)
\]
\[
= \frac{1}{2} \int_{\partial B_r \cap \{ |\mathbf{y} \cdot e_1| > \gamma \}} |z \cdot \nabla \phi(x)|^{p-2} z^T D^2 \phi(x) z \, d\sigma(z).
\]
Since the last term is independent of $r$ and converges to
\[
\frac{1}{2} (p - 1) \int_{\partial B_r} |z \cdot \nabla \phi(x)|^{p-2} z^T D^2 \phi(x) z \, d\sigma(z) = C_{d, \phi} \Delta \phi(x),
\]
as $\gamma \to 0$, where the last equality follows from the proof of Theorem 6.1, the result follows. \qed

As an immediate corollary, we obtain that also the mean over balls have the same asymptotic limit.
Corollary 6.3. Let \( p \in (1, \infty) \) and \( \phi \in C^2(B_R(x)) \). If \( p < 2 \), assume also that \( |\nabla \phi(x)| \neq 0 \). Then

\[
\frac{1}{D_{d,p}} \int_{B_r} |\phi(x + y) - \phi(x)|^{p-2} (\phi(x + y) - \phi(x)) \, dy = \Delta_p \phi(x) + o_r(1),
\]

where \( D_{d,p} = \frac{4C_{d,p}}{p^d} \).

7. Viscosity solutions

Now we prove that satisfying the asymptotic mean value property in the viscosity sense is equivalent to being a viscosity solution of the corresponding PDE.

Proof of Theorem 2.2. We only prove that the notion of supersolutions are equivalent. The case of a subsolution can be treated similarly. Suppose first that \( u \) is a viscosity supersolution of \( -\Delta_p u = f \) in \( \Omega \). Take \( x_0 \in \Omega \) and \( \varphi \in C^2(B_R(x_0)) \) for some \( R > 0 \) such that \( |\nabla \varphi(x_0)| \neq 0 \),

\[
\varphi(x_0) = u(x_0) \quad \text{and} \quad \varphi(x) \leq u(x) \quad \text{for all} \quad x \in \Omega.
\]

Since \( u \) is viscosity supersolution of \( -\Delta_p u = f \) we have

\[
-\Delta_p \varphi(x_0) \geq f(x_0).
\]

By Theorem 2.1

\[
\Delta_p \varphi(x_0) = I_p^\varphi(x_0) + o_r(1).
\]

Therefore,

\[
-I_p^\varphi(x_0) \geq f(x_0) + o_r(1).
\]

Now suppose instead that \( u \) is a viscosity supersolution of

\[
-I_p^u = f + o_r(1)
\]

in \( \Omega \). Take again \( x_0 \in \Omega \) and \( \varphi \in C^2(B_R(x_0)) \) for some \( R > 0 \) such that \( |\nabla \varphi(x_0)| \neq 0 \),

\[
\varphi(x_0) = u(x_0) \quad \text{and} \quad \varphi(x) \leq u(x) \quad \text{for all} \quad x \in \Omega.
\]

By the definition of a supersolution,

\[
-I_p^\varphi(x_0) \geq f(x_0) + o_r(1).
\]

Again by Theorem 2.1

\[
\Delta_p \varphi(x_0) = I_p^\varphi(x_0) + o_r(1),
\]

which implies

\[
-\Delta_p \varphi(x_0) \geq f(x_0) + o_r(1).
\]

Passing \( r \to 0 \) implies \( -\Delta_p \varphi(x_0) \geq f(x_0) \) and the proof is complete. \( \square \)

8. The pointwise property in the plane

Now we are ready to prove that the mean value property is satisfied in a pointwise sense in the aforementioned range of \( p \).

Proof of Theorem 2.3. Assume that \( u \) satisfies

\[
-I_p^u = o_r(1)
\]

in the pointwise sense in \( \Omega \). Then it is obviously also a viscosity solution. By Theorem 2.2 it is also a viscosity solution of \( -\Delta_p u = 0 \) which proves the first implication.

Assume now instead that \( u \) is a viscosity solution of \( -\Delta_p u = 0 \) and let \( x_0 \in \Omega \). If \( |\nabla u(x_0)| \neq 0 \), then \( u \) is real analytic near \( x_0 \) and the mean value formula holds trivially at \( x_0 \) by Theorem 2.1.

If \( |\nabla u(x_0)| = 0 \) we need different arguments depending on \( p \).

Case \( p \geq 2 \): The case \( p > 2 \) is well-known and we do not comment on it. If \( p > 2 \), Theorem 1 in [10] implies that \( u \in C^{1,\alpha} \) for some \( 1 > \alpha > 1/(p-1) \). Then

\[
|u(x_0 + y) - u(x_0)| \leq C|y|^{1+\alpha},
\]
where the function $A$ of $\gamma$.

By Taylor expansion we thus get,

$$D^2 u = O\left(r^{\eta_n - 1}\right) \quad \text{in} \quad B_r(x_0)$$

where

$$\frac{1}{\eta_n} = \frac{1}{2} \left(-p + \sqrt{4 + \frac{1}{n}} \left(p - 1 + (p - 2)^2\right)\right).$$

In particular, when $n \geq 3$ we have that $1/\eta_n < p - 1$ which implies $|D^2 u| = o\left(r^{\frac{1}{\eta_n} - 1}\right)$ in $B_r(x_0)$.

By Taylor expansion we thus get,

$$|u(x_0 + y) - u(x_0)|^{p - 1} \leq \left(\|D^2 u\|_{L^\infty(B_r(x_0))} r^2\right)^{p - 1} = o\left(r^{\frac{1}{\eta_n} + 1}\right)^{p - 1} = o(r^p)$$

which in turn implies $-\mathcal{I}^p[u](x_0) = o_r(1)$ as in (8.2).

We still need to check the case $n = 2$. We do it in several steps.

**Step 1.** For this we need a refined expansion around a critical point $x_0$ (and assume $u(x_0) = 0$ for simplicity) taken from pages 147-148 in [18]. It reads

$$u(x) = A(x) + O\left(r^\gamma\right) \quad \text{for all} \quad x \in B_r(x_0),$$

with

$$\gamma = 1 + \frac{\lambda^{(n+2)}_k}{\lambda^{(n+1)}_k} \quad \text{and} \quad \lambda^{(n)}_k = \frac{1}{2} \left(-np + \sqrt{4k^2(p - 1) + n^2(p - 2)^2}\right)$$

and where the function $\mathfrak{A}(x)$ is defined by (see pages 3864-3865 in [3])

$$\mathfrak{A} = \tilde{\mathfrak{A}} \circ A^{-1}.$$ 

Here $A$ and $\tilde{\mathfrak{A}}$ are defined in complex variables by

$$A(re^{i\theta}) = r^\beta e^{-in\theta} \left(e^{i(n+1)\theta} + \varepsilon e^{-i(n+1)\theta}\right)$$

and

$$|A(re^{i\theta})| = r^\beta m(\theta), \quad m(\theta) = \sqrt{1 + \varepsilon^2 + 2\varepsilon \cos(2(n + 1)\theta)},$$

and

$$\tilde{\mathfrak{A}}(re^{i\theta}) = Cr^\alpha \cos((n + 1)\theta).$$

In the above, $C$, $\alpha$, $\beta$ and $\varepsilon$ are constants depending on $n$, but their values will not be important in what follow, except the fact that $|\varepsilon| < (2n + 1)^{-1}$, see equation (2.4) on page 3861 in [3]. Note that by (8.3), we necessarily have

$$\mathfrak{A}(x_0) = |\nabla \mathfrak{A}(x_0)| = 0.$$ 

**Step 2.** We prove now that $\mathfrak{A}$ satisfies the mean value property, i.e.

$$\mathcal{I}^p_r[\mathfrak{A}](x_0) = 0.$$ 

We define,

$$\tilde{B}_R = A^{-1}(B_R) = \left\{re^{i\theta} : r^\beta < \frac{R}{m(\theta)}\right\},$$

where the equality follows from the fact that $|A(re^{i\theta})| = r^\beta m(\theta)$. We also compute the jacobian of $A$ and find

$$J(re^{i\theta}) = |DA|(re^{i\theta}) = \beta r^{2(\beta - 1)}(1 - (2n + 1)e^2 - 2n\varepsilon \cos(2(n + 1)\theta)) > 0,$$
where we used that \(|c| < (2n+1)^{-1}\). By a change of variables

\[
\int_{B_R} |\mathfrak{A}(re^{i\theta})|^{p-2}\mathfrak{A}(re^{i\theta})dA = \int_{B_R} |\mathfrak{A}(re^{i\theta})|^{p-2}\mathfrak{A}(re^{i\theta}).J(re^{i\theta})rdrd\theta
\]

where

\[
r(\theta) = \left(\frac{R}{m(\theta)}\right)^{\frac{1}{2}}, \quad j(\theta) = 1 - (2n+1)c^2 - 2nc\cos(2(n+1)\theta).
\]

Hence, we see that we are left with an integral of the form

\[
\int_0^{2\pi} f(\cos(2(n+1)\theta))\cos((n+1)\theta)|^{p-2}\cos((n+1)\theta)d\theta.
\]

By change of variables we can reduce this to computing

\[
\int_0^{2\pi} f(\cos(2\theta))|\cos(\theta)|^{p-2}\cos(\theta)d\theta = 0,
\]

by symmetry. Therefore,

\[
\int_{B_R} |\mathfrak{A}(re^{i\theta})|^{p-2}\mathfrak{A}(re^{i\theta})dA = 0
\]

and \(\mathfrak{A}\) satisfies the mean value property.

**Step 3.** Now we go back to \(u\). Using (8.3), we have together with Lemma A.2

\[
|J_p(u(x_0 + y) - u(x_0)) - J_p(\mathfrak{A}(x_0 + y) - \mathfrak{A}(x_0))| = O(r^{(p-2)\gamma})O(r^\gamma) = O(r^{(p-1)\gamma}),
\]

with \(\gamma\) given in (8.4). By Step 2, \(\mathfrak{A}\) satisfies the mean value property at \(x_0\) and thus

\[
|T_p^\theta[u](x_0)| \leq Cr^{-p+(p-1)\gamma}.
\]

The proof will be finished if we verify that \(\gamma > p/(p-1)\), that is,

\[
(8.5) \quad \frac{\lambda_{n+1}^{(n)}}{\lambda_{n+1}^{(n)}} > \frac{1}{p-1}.
\]

First we verify (8.5) when \(n = 1\). In this case

\[
\lambda_{k}^{(1)} = \frac{1}{2}(-p + \sqrt{4k^2(p-1) + (p-2)^2})
\]

so that (8.5) becomes

\[
2 \left(-p + \sqrt{36(p-1) + (p-2)^2}\right) \left(-p + \sqrt{16(p-1) + (p-2)^2}\right) > \frac{1}{p-1}.
\]

This inequality is exactly true when \(p \in (p_0, 2)\).

If \(n = 2\) then

\[
\lambda_{k}^{(2)} = \frac{1}{2}(-2p + \sqrt{4k^2(p-1) + 4(p-2)^2})
\]

and (8.5) becomes

\[
2 \left(-2p + \sqrt{64(p-1) + 4(p-2)^2}\right) \left(-2p + \sqrt{36(p-1) + 4(p-2)^2}\right) > \frac{1}{p-1}.
\]

This inequality turns out to be true for \(p > 1.06\) and therefore it is true for \(p > p_0\). \(\square\)
9. Study of the Dynamic Programming Principle

Recall the notation
\[ \mathcal{M}_p^r[\phi](x) = \frac{1}{D_{d,p}F} \int_{B_r} |\phi(x + y) - \phi(x)|^{p-2} (\phi(x + y) - \phi(x)) \, dy. \]

Given an open domain \( \Omega \) and \( r > 0 \), we will in this section denote by
\[ \partial \Omega_r = \{ x \in \Omega^c : \text{dist}(x, \Omega) \leq r \} \]
and \( \Omega_r = \Omega \cup \partial \Omega_r \).

We want to study solutions of the (extended) boundary value problem
\[ \begin{cases} -\mathcal{M}_p^r[U_r](x) = f(x) & x \in \Omega, \\ U_r(x) = G(x) & x \in \partial \Omega_r := \{ x \in \Omega^c : \text{dist}(x, \Omega) \leq r \}, \end{cases} \tag{9.1} \]
where \( f \in C(\overline{\Omega}) \) and \( G \in C(\partial \Omega_r) \) (a continuous extension of \( g \in C(\partial \Omega) \)). These will be our running assumptions in this section.

9.1. Existence and uniqueness: The proof of Theorem 2.5 i). For convenience, we will write \( \mathcal{M}_p^r \) instead of \( \mathcal{M}_p^1 \) when the subindex \( r \) plays no role.

We first prove a comparison principle which immediately implies uniqueness and then we prove the existence.

**Proposition 9.1.** Let \( p \in (1, \infty) \) and \( U, V \in L^\infty(\Omega_r) \) be such that
\[ \begin{cases} -\mathcal{M}_p^r[V](x) \geq f(x) & x \in \Omega, \\ V(x) \geq G(x) & x \in \partial \Omega_r, \end{cases} \quad \text{and} \quad \begin{cases} -\mathcal{M}_p^r[U](x) \leq f(x) & x \in \Omega, \\ U(x) \leq G(x) & x \in \partial \Omega_r. \end{cases} \]

Then \( U \leq V \) in \( \Omega_r \).

**Proof.** Assume by contradiction that \( U(x) > V(x) \) for some \( x \in \Omega \). It has to be in the interior of \( \Omega \) since by definition \( U \leq G \leq V \) in \( \partial \Omega_r \).

Let \( M > 0 \) and \( x_0 \in \Omega \) be such that
\[ M = U(x_0) - V(x_0) = \sup_{x \in \Omega} \{ U(x) - V(x) \}. \]

Define \( \tilde{U} = U - M \). Then \( \tilde{U}(x_0) = V(x_0) \), \( \tilde{U} \leq V \) in \( \Omega \), \( \tilde{U} < V \) in \( \partial \Omega_r \), and
\[ \begin{cases} -\mathcal{M}_p^r[\tilde{U}](x) \leq f(x) & x \in \Omega, \\ \tilde{U}(x) \leq G(x) - M & x \in \partial \Omega_r. \end{cases} \]

By the monotonicity of \( J_p \)
\[ J_p(V(x_0 + y) - V(x_0)) - J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)) \geq J_p(\tilde{U}(x_0 + y) - V(x_0)) - J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)) \]
\[ = J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)) - J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)) = 0. \]

From the equations satisfied by \( U \) and \( V \) we have
\[ 0 \geq \mathcal{M}_p^r[V](x_0) - \mathcal{M}_p^r[U](x_0) = \frac{1}{D_{d,p}F} \int_{B_r} J_p(V(x_0 + y) - V(x_0)) - J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)) \, dy. \]

Hence, the average of the non-negative integrand is non-positive. This means that
\[ J_p(V(x_0 + y) - V(x_0)) = J_p(\tilde{U}(x_0 + y) - \tilde{U}(x_0)). \]

By the strict monotonicity of \( J_p \) this implies
\[ V(x_0 + y) - V(x_0) = \tilde{U}(x_0 + y) - \tilde{U}(x_0), \]
that is, \( V(x_0 + y) = \tilde{U}(x_0 + y) \) for all \( y \in B_r \). This means that \( \tilde{U}(x) = V(x) \) for all \( x \in B_r(x_0) \).

Repeating this process in the contact points of \( \tilde{U} \) and \( V \) and iterating, we will eventually arrive at the conclusion that \( \tilde{U}(x) = V(x) \) for some \( x \in \partial \Omega_r \). This contradicts the fact \( \tilde{U} < V \) in \( \partial \Omega_r \). \( \square \)

In order to prove the existence and to study the limit as \( r \to 0 \), we will first derive uniform bounds (in \( r \)) for the solution of (9.1).

**Proposition 9.2** \( (L^\infty\text{-bound}) \). Let \( p \in (1, \infty) \), let \( R > 0 \) and \( U_r \) be the solution of (9.1) corresponding to some \( r \leq R \). Then

\[
\|U_r\|_\infty \leq A
\]

with \( A > 0 \) depending on \( p, \Omega, f, g \) and \( R \) (but not on \( r \)).

**Proof.** Consider the function \( h(x) = |x|^{\frac{p}{p-1}} \). Then \( h \in C^\infty(\mathbb{R}^d \setminus B_1(0)) \) and

\[
\Delta_p h(x) = d \left( \frac{p}{p-1} \right)^{p-1} \quad \text{for all} \quad x \neq 0.
\]

Let \( C, D \in \mathbb{R} \) and \( z \in \mathbb{R}^d \) to be chosen later and define

\[
\psi(x) = C - D|x - z|^{\frac{p}{p-1}} \left( \frac{p-1}{p} \right)^{p-1}.
\]

Then

\[
\Delta_p \psi(x) = -D \quad \text{for all} \quad x \neq z \quad \text{and} \quad \psi \in C^\infty(\mathbb{R}^d \setminus B_1(z)).
\]

Now take \( z \) such that

\[
B_1(z) \cap \Omega_R = \emptyset.
\]

Then \( \psi \in C^\infty(\Omega_R) \). By Corollary 6.3, for all \( x \in \Omega \) we have

\[
-M^p[\psi](x) = -\Delta_p \psi(x) + \alpha_r(1) = D + \alpha_r(1) \geq D - \tilde{D}
\]

where \( \tilde{D} > 0 \) depends only on \( R \) but not on \( r \). Then choose

\[
D = \tilde{D} + \|f\|_\infty\quad \text{to get}
\]

\[
-M^p[\psi](x) \geq D - \tilde{D} = \|f\|_\infty \quad \text{for all} \quad x \in \Omega.
\]

Finally, we choose \( C \) such that \( \psi(x) \geq \|G\|_\infty \) for all \( x \in \partial \Omega_R \). Thus

\[
\begin{cases}
-M^p[\psi](x) \geq \|f\|_\infty & \text{for all} \quad x \in \Omega \\
\psi(x) \geq \|G\|_\infty & \text{for all} \quad x \in \partial \Omega_R,
\end{cases}
\]

for all \( r \leq R \). Then, by comparison (Proposition 9.1)

\[
U(x) \leq \psi(x) \leq \|\psi\|_\infty.
\]

Note that this bound depends on \( R \) but not on \( r \). A similar argument with \(-\psi\) as barrier shows that \( U(x) \geq -\|\psi\|_\infty \) and thus,

\[
\|U\|_\infty \leq \|\psi\|_\infty,
\]

which concludes the proof. \( \square \)

The aim is now to prove the existence of a solution of (9.1). Before doing that, we need some auxiliary results. Define

\[
L[\psi, \phi](x) := \frac{1}{D_p} \int_{B_r} \psi(\phi(x) - \psi(x)) \, dy.
\]

**Lemma 9.3.** Let \( r > 0 \) and \( \phi \in L^\infty(\Omega_r) \).

(a) Then there exists a unique \( \psi \in L^\infty(\Omega) \) such that

\[
-L[\psi, \phi](x) = f(x) \quad \text{for all} \quad x \in \Omega.
\]
(b) Let \( \psi_1 \) and \( \psi_2 \) be such that
\[
-L[\psi_1, \phi](x) \leq f(x) \quad \text{and} \quad -L[\psi_2, \phi](x) \geq f(x)
\]
for all \( x \in \Omega \),
then \( \psi_1 \leq \psi_2 \) in \( \Omega \).

**Proof.** We start by proving the comparison principle. This will imply uniqueness. Assume that \( \psi_1(x) > \psi_2(x) \) for some \( x \in \Omega \). Then
\[
0 = (-f(x) + f(x)) r^p D_{d,p} \\
\geq \int_{B_r} J_p(\phi(x + y) - \psi_2(x)) - J_p(\phi(x + y) - \psi_1(x)) \, dy \\
> \int_{B_r} J_p(\phi(x + y) - \psi_2(x)) - J_p(\phi(x + y) - \psi_2(x)) \, dy = 0
\]
which is a contradiction. To prove existence we start by defining
\[
\psi_1(x) := \sup_{\Omega} \phi + J_{p}^{-1}(D_{d,p} r^p f(x)).
\]
Since
\[
\sup_{\Omega} \phi - \phi(x + y) \geq 0,
\]
we have
\[
-L[\psi_1, \phi](x) = -\frac{1}{D_{d,p} r^p} \int_{B_r} J_p(\phi(x + y) - \sup_{\Omega} \phi - J_{p}^{-1}(D_{d,p} r^p f(x))) \, dy \\
\geq \frac{1}{D_{d,p} r^p} \int_{B_r} J_p(J_{p}^{-1}(D_{d,p} r^p f(x))) \, dy = f(x).
\]
By defining
\[
\psi_1(x) := \inf_{\Omega_r} \phi + \varphi^{-1}(D_{d,p} r^p f(x)),
\]
we may prove that \( -L[\psi_1, \phi](x) \leq f(x) \) in a similar manner. By continuity we can conclude that for every \( x \in \Omega \), there exists a value
\[
a_x \in \left[ \inf_{\Omega_r} \phi + J_{p}^{-1}(D_{d,p} r^p f(x)), \sup_{\Omega_r} \phi + J_{p}^{-1}(D_{d,p} r^p f(x)) \right],
\]
such that
\[
-\frac{1}{D_{d,p} r^p} \int_{B_r} J_p(\phi(x + y) - a_x) \, dy = f(x).
\]
We may then define \( \psi(x) := a_x \) for all \( x \in \Omega \). Clearly,
\[
-L[\psi, \phi](x) = f(x)
\]
for all \( x \in \Omega \), so the existence is proved. \( \square \)

We are now ready to prove the existence.

**Proposition 9.4.** There exists a solution \( U \in L^\infty(\mathbb{R}^d) \) of (9.1).

**Proof.** Consider \( h \) to be the barrier function constructed in Proposition 9.2 (denoted there by \( \psi \)), i.e., \( h \) is such that
\[
-M^p[h](x) \geq \|f\|_\infty \geq f(x) \quad \text{if} \quad x \in \Omega \quad \text{and} \quad h(x) \geq \|G\|_\infty \geq 0 \quad \text{if} \quad x \in \Omega_r.
\]

Define
\[
U_0(x) = \begin{cases} 
\inf_{z \in \partial \Omega_r} G(z) - h(x) & x \in \Omega, \\
G(x) & x \in \partial \Omega_r.
\end{cases}
\]
Note that if \( x \in \partial \Omega_r \) then
\[
U_0(x) = G(x) \geq \inf_{z \in \partial \Omega_r} G(z) \geq \inf_{z \in \partial \Omega_r} G(z) - h(x).
\]
Thus \( U_0(x) \geq \inf_{z \in \partial \Omega_r} G(z) - h(x) \) in \( \Omega_r \).

We define the sequence \( U_k \) as the sequence of solutions of
\[
\begin{cases}
- L[U_k, U_{k-1}](x) = f(x) & x \in \Omega, \\
U_k(x) = G(x) & x \in \partial \Omega_r.
\end{cases}
\]
As long as \( U_{k-1} \) is bounded, \( U_k \) exists by Lemma 9.3(a). We now prove that \( U_{k+1}(x) \geq U_k(x) \) in \( \Omega_r \) by induction. We start by proving that
\[
U_1(x) \geq \inf_{z \in \partial \Omega_r} G(z) - h(x) = U_0(x).
\]
Assume towards a contradiction that
\[
U_1(x) < \inf_{z \in \partial \Omega_r} G(z) - h(x) = U_0(x)
\]
for some \( x \in \Omega \). Clearly \( U_0(x) = U_1(x) \) if \( x \in \partial \Omega_r \). So we must have \( x \in \Omega \). By the monotonicity of \( J_p \)
\[
-f(x) = L[U_1, U_0](x) \]
\[
= \frac{1}{D_{d,p}^p} \int_{B_r} J_p(U_0(x + y) - U_1(x)) \, dy \\
\geq \frac{1}{D_{d,p}^p} \int_{B_r} J_p(( \inf_{z \in \partial \Omega_r} G(z) - h(x + y)) - U_1(x)) \, dy \\
= \frac{1}{D_{d,p}^p} \int_{B_r} J_p(( \inf_{z \in \partial \Omega_r} G(z) - h(x + y)) - U_1(x)) \, dy \\
+ \frac{1}{D_{d,p}^p} \int_{B_r} J_p(h(x + y) - h(x)) \, dy \\
- \frac{1}{D_{d,p}^p} \int_{B_r} J_p(h(x + y) - h(x)) \, dy \\
\geq -\mathcal{M}^p[h](x) \\
\geq \|f\|_{\infty}.
\]
Thus, \(-f(x) > \|f\|_{\infty}\), which is clearly a contradiction. We conclude that
\[
U_1(x) \geq \inf_{z \in \partial \Omega_r} G(z) - h(x) = U_0(x).
\]
Now assume that \( U_k \geq U_{k-1} \). Then
\[
-f(x) = L[U_{k+1}, U_k](x) \\
= \frac{1}{D_{d,p}^p} \int_{B_r} J_p(U_k(x + y) - U_{k+1}(x)) \, dy \\
\geq \frac{1}{D_{d,p}^p} \int_{B_r} J_p(U_{k-1}(x + y) - U_{k+1}(x)) \, dy \\
= L[U_{k+1}, U_{k-1}](x).
\]
This implies
\[
\begin{cases}
-L[U_{k+1}, U_{k-1}](x) \geq f(x) & x \in \Omega, \\
U_{k+1}(x) = G(x) & x \in \partial \Omega_r,
\end{cases}
\]
and

\[ \begin{cases} -L[U_k, U_{k-1}] = f(x) & x \in \Omega, \\ U_k = G(x) & x \in \partial \Omega_r. \end{cases} \]

By comparison (Lemma 9.3(b)), \( U_{k+1} \geq U_k \). Thus the induction is complete and the claim is proved.

We will now verify that \( U_k \) is uniformly bounded from above by \( \|G\|_{\infty} \). We argue that \( U_0(x) \leq h(x) \) as follows. If \( x \in \partial \Omega_r \), then

\[ U_0(x) = G(x) \leq \|G\|_{\infty} \leq h(x). \]

If instead \( x \in \Omega \), then

\[ U_0(x) = \inf_{z \in \partial \Omega_r} G(z) - h(x) \leq \inf_{z \in \partial \Omega_r} G(z) \leq \|G\|_{\infty} \leq h(x). \]

Assume now that \( U_k(x) \leq h(x) \). If \( x \in \partial \Omega_r \), then

\[ U_{k+1}(x) = G(x) \leq \|G\|_{\infty} \leq h(x). \]

On the other hand, if \( x \in \Omega \), then

\[ -f(x) = L[U_{k+1}, U_k](x) \leq L[U_{k+1}, h](x). \]

In particular,

\[ -L[h, h](x) \geq f(x) \quad \text{and} \quad -L[U_{k+1}, h](x) \leq f(x) \]

which by comparison (Lemma 9.3(b)) implies that \( U_{k+1} \leq h \) and thus proves the claim.

We conclude that for every \( x \in \Omega_r \), the sequence \( U_k(x) \) is non-decreasing and bounded from above. We can then define the limit

\[ U(x) := \lim_{k \to \infty} U_k(x). \]

By the monotone convergence theorem

\[ -f(x) = \lim_{k \to \infty} L[U_{k+1}, U_k](x) = L[\lim_{k \to \infty} U_{k+1}, \lim_{k \to \infty} U_k](x) = L[U, U](x) = M^p[U](x) \]

so that \( U \) is a solution of (9.1).

\[ \square \]

9.2. Convergence: The proof of Theorem 2.5 ii). The proof of the convergence is based on the numerical analysis technique introduced by Barles and Souganidis in [4]. We follow the outline of [6], where this technique was adapted to problems involving the \( p \)-Laplacian.

9.2.1. The strong uniqueness property for the boundary value problem. Our approximate problem (9.1) will produce a sequence of solutions that converges to a so-called generalized viscosity solution (see below). To complete our program we need to ensure that this solution is unique and coincides with the usual viscosity solution.

Definition 9.1 (Generalized viscosity solutions of the boundary value problem). Let \( f \) be a continuous function in \( \overline{\Omega} \) and \( g \) a continuous function in \( \partial \Omega \). We say that a lower (resp. upper) semicontinuous function \( u \) in \( \overline{\Omega} \) is a generalized viscosity supersolution (resp. subsolution) of (2.2) in \( \overline{\Omega} \) if whenever \( x_0 \in \overline{\Omega} \) and \( \varphi \in C^2(B_R(x_0)) \) for some \( R > 0 \) are such that \( |\nabla \varphi(x_0)| \neq 0 \),

\[ \varphi(x_0) = u(x_0) \quad \text{and} \quad \varphi(x) \leq u(x) \quad (\text{resp. } \varphi(x) \geq u(x)) \quad \text{for all } x \in B_R(x_0) \cap \overline{\Omega}, \]

then we have

\[ -\Delta_p \varphi(x_0) - f(x_0) \geq 0 \quad \text{if } x_0 \in \Omega \]

(\text{resp. } -\Delta_p \varphi(x_0) - f(x_0) \leq 0)

\[ \max\{-\Delta_p \varphi(x_0) - f(x_0), u(x_0) - g(x_0)\} \geq 0 \quad \text{if } x_0 \in \partial \Omega \]

(\text{resp. } \min\{-\Delta_p \varphi(x_0) - f(x_0), u(x_0) - g(x_0)\} \leq 0)

We need the following uniqueness results for the generalized concept of viscosity solutions.
**Theorem 9.5** (Strong uniqueness property). Let $\Omega$ be a $C^2$ domain. If $\underline{u}$ and $\overline{u}$ are generalized viscosity subsolutions and supersolutions of (2.2) respectively, then $\underline{u} \leq \overline{u}$.

The above result for standard viscosity solutions is well known (see Theorem 2.7 in [12]). The proof of Theorem 9.5 follows from this fact together with the following equivalence result between the two notions of viscosity solutions.

**Proposition 9.6.** Let $\Omega$ be a $C^2$ domain. Then $u$ is a viscosity subsolution (resp. supersolution) of (2.2) if and only if $u$ is a generalized viscosity subsolution (resp. supersolution) of (2.2).

**Proof.** We prove the statement for subsolutions. Clearly if $u$ is a viscosity subsolution, then it is also a generalized viscosity subsolution since

$$\min\{-\Delta_p \varphi(x_0) - f(x_0), u(x_0) - g(x_0)\} \leq u(x_0) - g(x_0) \leq 0.$$ 

The proof of the other implication is essentially contained in [6]. We spell out the details below.

Assume $u$ is a generalized viscosity subsolution. Fix a point $x_0 \in \partial \Omega$ and define, for $\varepsilon > 0$ small enough, the following function

$$\varphi_\varepsilon(y) = \frac{|y - x_0|^4}{\varepsilon^4} + \frac{d(y)}{\varepsilon^2} - \frac{d(\varepsilon^2)}{2\varepsilon^2}$$

where $d(y) := \text{dist}(y, \partial \Omega)$. As it is shown in the proof of Theorem 3.4 in [6], this is a suitable test function at some point $y_\varepsilon \in \overline{\Omega}$ as in Definition 9.1. Moreover, $u(x_0) \leq u(y_\varepsilon)$ for all $\varepsilon > 0$ small enough and

$$y_\varepsilon \to x_0 \quad \text{as} \quad \varepsilon \to 0.$$

By direct computations, it is also shown in step four of the proof of Theorem 3.4 in [6] that

$$\Delta_p \varphi_\varepsilon(y_\varepsilon) \leq C_1 \varepsilon^{2(2-p)} \left( \frac{C_2}{\varepsilon} - \frac{C_3}{\varepsilon^3} \right)$$

for constants $C_1, C_2, C_3 > 0$. From here, it is standard to get that there exists a constant $C > 0$ and $\varepsilon_0 > 0$ such that for all $\varepsilon < \varepsilon_0$

$$\Delta_p \varphi_\varepsilon(y_\varepsilon) < -C \varepsilon^{2p-1} < -\|f\|_{\infty} \leq -f(y_\varepsilon).$$

Thus,

$$-\Delta_p \varphi_\varepsilon(y_\varepsilon) - f(y_\varepsilon) > 0.$$

This implies that $y_\varepsilon \in \partial \Omega$. Indeed, if $y_\varepsilon \in \Omega$ then by definition of generalized viscosity subsolution we have $-\Delta_p \varphi_\varepsilon(y_\varepsilon) - f(y_\varepsilon) \leq 0$. Since $y_\varepsilon \in \partial \Omega$, then we have by definition that

$$\min\{-\Delta_p \varphi_\varepsilon(y_\varepsilon) - f(y_\varepsilon), u(y_\varepsilon) - g(y_\varepsilon)\} \leq 0$$

which implies that $u(y_\varepsilon) - g(y_\varepsilon) \leq 0$. Finally, using the fact that $u(x_0) \leq u(y_\varepsilon)$ and taking the limit as $\varepsilon \to 0$, we obtain $u(x_0) - g(x_0) \leq 0$, since $g$ is continuous. This shows $u$ is a viscosity subsolution.

Note that the restriction of having a $C^2$ domain in the proposition above comes from the fact that we need the distance function to be $C^2$ close to the boundary.

### 9.2.2. Monotonicity and consistency of the approximation.

For convenience we define

$$S(r, x, \phi(x), \phi) := \begin{cases} \frac{1}{D_{d_p^p}} \int_{B_r} J_p(\phi(x + y) - \phi(x)) \, dy - f(x) & x \in \Omega, \\ \phi(x) - G(x) & x \in \partial \Omega. \end{cases}$$

Note that (9.1) can then be equivalently formulated as

$$S(r, x, U_r(x), U_r) = 0 \quad x \in \Omega_r.$$ 

We have the following properties for $S$: 

...
Lemma 9.7. (a) (Monotonicity) Let \( t \in \mathbb{R} \) and \( \psi \geq \phi \). Then
\[
S(r, x, t, \psi) \leq S(r, x, t, \phi)
\]
(b) (Consistency) For all \( x \in \Omega \) and \( \phi \in C^2(B_R(x)) \) for some \( R > 0 \) such that \( |\nabla \phi(x)| \neq 0 \) we have that
\[
\limsup_{r \to 0, z \to x, \xi \to 0} S(r, z, \phi(z) + \xi + \eta_r, \phi + \xi) \leq \left\{ \begin{array}{ll}
- \Delta p\phi(x) - f(x) & \text{if } x \in \Omega \\
\max\{- \Delta p\phi(x) - f(x), \phi(x) - g(x)\} & \text{if } x \in \partial\Omega,
\end{array} \right.
\]
and
\[
\liminf_{r \to 0, z \to x, \xi \to 0} S(r, z, \phi(z) + \xi - \eta_r, \phi + \xi) \geq \left\{ \begin{array}{ll}
- \Delta p\phi(x) - f(x) & \text{if } x \in \Omega \\
\min\{- \Delta p\phi(x) - f(x), \phi(x) - g(x)\} & \text{if } x \in \partial\Omega,
\end{array} \right.
\]
where \( \eta_r \geq 0, \lim\phi_r/r^p \to 0 \) as \( r \to 0 \).

Proof. Note that (a) is trivial. For (b), let first \( x \in \Omega \). Recall that \( \xi \mapsto J_p(\xi) \) is a Hölder continuous function with exponent \( \delta = \min\{p - 1, 1\} > 0 \). Then, using basic properties of the lim sup, consistency for smooth functions of Theorem 2.1 and the continuity of \( - \Delta p \phi \), we get
\[
\limsup_{r \to 0, z \to x, \xi \to 0} S(r, z, \phi(z) + \xi + \eta_r, \phi + \xi)
= \limsup_{r \to 0, \Omega \ni z \to x, \xi \to 0} S(r, z, \phi(z) + \xi + \eta_r, \phi + \xi)
= \limsup_{r \to 0, \Omega \ni z \to x} \left( \frac{1}{D_d r^p} \int_{B_r} J_p(\phi(z) - \phi(z + y) + \eta_r) \, dy - f(z) \right)
\leq \limsup_{r \to 0, \Omega \ni z \to x} \left( \frac{1}{D_d r^p} \int_{B_r} J_p(\phi(z) - \phi(z + y)) \, dy - f(z) + C \left( \frac{\eta_r}{r^p} \right)^\delta \right)
= \limsup_{r \to 0, \Omega \ni z \to x} \left( - \Delta p \phi(z) - f(z) + o_r(1) + C \left( \frac{\eta_r}{r^p} \right)^\delta \right)
= \limsup_{r \to 0, \Omega \ni z \to x} (\Delta p \phi(z) - f(z)) + \limsup_{r \to 0} o_r(1) + C \left( \frac{\eta_r}{r^p} \right)^\delta
= - \Delta p \phi(x) - f(x).
\]
If \( x \in \partial\Omega \), we simply note that
\[
\limsup_{r \to 0, z \to x, \xi \to 0} S(r, z, \phi(z) + \xi + \eta_r, \phi + \xi)
= \max\left\{ \limsup_{r \to 0, \Omega \ni z \to x, \xi \to 0} \left( \frac{1}{D_d r^p} \int_{B_r} J_p(\phi(z) - \phi(z + y) + \eta_r) \, dy - f(z), \right), \limsup_{r \to 0, \Omega \ni z \to x, \xi \to 0} (\phi(z) + \eta_r - G(z) + \xi) \right\}
= \max\left\{ - \Delta p \phi(x) - f(x), \phi(x) - g(x) \right\}.
\]
A similar argument works for the lim inf.

\[9.2.3.\] Proof of the convergence. The only thing left to show is the convergence stated in Theorem 2.5. Once we have proved monotonicity and consistency as stated in Lemma 9.7, the proof follows as explained in Section 4.3 of [6].

Proof of Theorem 2.5 ii). Define
\[
\overline{u}(x) = \limsup_{r \to 0, y \to x} U_r(y), \quad \underline{u}(x) = \liminf_{r \to 0, y \to x} U_r(y)
\]
By definition \( \underline{u} \leq \overline{u} \) in \( \Omega \). If we show that \( \overline{u} \) (resp. \( \underline{u} \)) is a generalized viscosity subsolution (resp. supersolution) of (2.2), the strong uniqueness property of Theorem 9.5 ensures that \( \overline{u} \leq \underline{u} \).

Thus, \(u := \overline{u} = u\) is a generalized viscosity solution of (2.2) and \(U_r \to u\) uniformly in \(\Omega\) (see [4]). Proposition 9.6 ensures that \(u\) is a viscosity solution (2.2).

We need to show that \(\overline{u}\) is a generalized viscosity subsolution. First note that \(\overline{u}\) is an upper semicontinuous function by definition, and it is also bounded since \(U_r\) is uniformly bounded by Proposition 9.2. Take \(x_0 \in \overline{\Omega}\) and \(\varphi \in C^2(B_R(x_0))\) such that \(\overline{u}(x_0) = \varphi(x_0)\), \(\overline{u}(x) < \varphi(x)\) if \(x \neq x_0\) and \(|\nabla \varphi(x_0)| \neq 0\). Then, for all \(x \in \overline{\Omega} \cap B_R(x_0) \setminus \{x_0\}\), we have that

\[
(9.2) \quad \overline{u}(x) - \varphi(x) < 0 = \overline{u}(x_0) - \varphi(x_0).
\]

We claim that we can find a sequence \((r_n, y_n) \to (0, x_0)\) as \(n \to \infty\) such that \n
\[
(9.3) \quad U_{r_n}(x) - \varphi(x) \leq U_{r_n}(y_n) - \varphi(y_n) + e^{-1/r_n} \quad \text{for all} \quad x \in \overline{\Omega} \cap B_R(x_0).
\]

To show this, we consider a sequence \((r_j, x_j) \to (0, x_0)\) as \(j \to \infty\) such that \(U_{r_j}(x_j) \to \overline{u}(x_0)\), which exists by definition of \(\overline{u}\). For each \(j\), there exists \(y_j\) such that

\[
(9.4) \quad U_{r_j}(y_j) - \varphi(y_j) + e^{-1/r_j} \geq \sup_{\overline{u}(x_0)} \{U_{r_j} - \varphi\}.
\]

Now extract a subsequence \((r_n, x_n, y_n) \to (0, x_0, \hat{y})\) as \(n \to \infty\) for some \(\hat{y} \in \overline{\Omega}\). Then,

\[
0 = \overline{u}(x_0) - \varphi(x_0) = \lim_{n \to \infty} \{U_{r_n}(x_n) - \varphi(x_n)\} \leq \limsup_{n \to \infty} \{U_{r_n}(y_n) - \varphi(y_n) + e^{-1/r_n}\} \leq \limsup_{r \to 0, y \to \hat{y}} \{U_r(y) - \varphi(y) + e^{-1/r}\} = \overline{u}(\hat{y}) - \varphi(\hat{y}),
\]

where we in the third inequality have used (9.4). This together with (9.2) implies that \(\hat{y} = x_0\) and thus finishes proof of the claim.

Choose now \(\xi_n := U_{r_n}(y_n) - \varphi(y_n)\). We have from (9.3) that,

\[
U_{r_n}(x) \leq \varphi(x) + \xi_n + e^{-1/r_n} \quad \text{for all} \quad x \in \overline{\Omega} \cap B_R(x_0).
\]

From the monotonicity given in Lemma 9.7(a) we thus get,

\[
0 \geq S(r_n, y_n, U_{r_n}(y_n), U_{r_n}) = S(r_n, y_n, \varphi(y_n) + \xi_n, U_{r_n}) \geq S(r_n, y_n, \varphi(y_n) + \xi_n, \varphi + \xi_n + e^{-1/r_n}) = S(r_n, y_n, \varphi(y_n) + \xi_n - e^{-1/r_n}, \varphi + \xi_n).
\]

Note that \(e^{-1/r} = o(r^p)\). By the consistency, Lemma 9.7(b), we have

\[
0 \geq \liminf_{r \to 0, y \to 0, \xi \to 0} S(r_n, y_n, \varphi(y_n) + \xi_n - e^{-1/r_n}, \varphi + \xi_n)
\]

\[
\geq \liminf_{r \to 0, y \to 0, \xi \to 0} S(r, y, \varphi(y) + \xi - e^{-1/r}, \varphi + \xi)
\]

\[
\geq \begin{cases} 
-\Delta \varphi(x_0) - f(x_0) & \text{if} \quad x_0 \in \Omega, \\
\min \{ -\Delta \varphi(x_0) - f(x_0), \overline{u}(x_0) - g(x_0) \} & \text{if} \quad x_0 \in \partial \Omega,
\end{cases}
\]

which shows that \(\overline{u}\) is a viscosity subsolution and finishes the proof. \(\square\)
Appendix A. Auxiliary inequalities

We need some technical results.

**Lemma A.1.** Let $p \geq 2$ and $\varepsilon \in [0, p - 2)$. Then
\[
|a + b|^{p-2} (a + b) - |a|^{p-2}a - (p - 1)|a|^{p-2}b | \leq C \max(|a|, |a + b|)^{p-2-\varepsilon} |b|^{1+\varepsilon},
\]
where $C = C(p, \varepsilon)$.

**Proof.** It follows from the Taylor expansion of the function $J_p(t) = |t|^{p-2}t$.
\[\square\]

The following inequality is Lemma 3.4 in [14].

**Lemma A.2.** Let $p \in (1, 2)$. Then
\[
|a + b|^{p-2} (a + b) - |a|^{p-2}a | \leq C (|a| + |b|)^{p-2} |b|.
\]
Here $C$ only depends on $p$.

We also need the following lemma.

**Lemma A.3.** Let $s \in (0, 1)$ and let $L$ be a quadratic form in $\mathbb{R}^d$ such that
\begin{equation}
(A.1) \quad |L(\omega, \omega)| < \frac{1}{d^2 + 1},
\end{equation}
for all $|\omega| = 1$. Then
\[
\int_{S^d} |e_1 \cdot \omega + L(\omega, \omega)|^{-s} d\omega \leq C,
\]
where $C$ only depends on $s$ and $d$.

**Proof.** We use spherical coordinates, $(\omega_1, \omega_i) = (\cos \theta_1, \sin \theta_1 g_i(\theta_1, \ldots, \theta_{d-1}))$. By symmetry it is enough to consider the range $\theta_1 : 0 \to \pi/2$. Now, if $\theta \in (0, \pi/4)$ then
\[
\cos \theta_1 > 1/\sqrt{2}
\]
so that
\begin{equation}
(A.2) \quad e_1 \cdot \omega + L(\omega, \omega) \geq 1/\sqrt{2} - 1/2 > 0.
\end{equation}

Hence the integral over that interval is bounded by some constant.

On the other part of the interval we introduce, for fixed $(\theta_2, \ldots, \theta_{d-1})$, the function
\[
f(\theta_1) = e_1 \cdot \omega + L(\omega, \omega).
\]
We note that, due to the bounds on $L$,
\[
e_1 \cdot \omega + L(\omega, \omega) = \cos \theta_1 + \lambda_1 \cos^2 \theta_1 + \sin^2 \theta_1 \sum_{i=2}^{d} \lambda_i g_i^2
\]
\[
= \cos \theta_1 + \left( \lambda_1 - \sum_{i=2}^{d} \lambda_i g_i^2 \right) \cos^2 \theta_1 + \sum_{i=2}^{d} \lambda_i g_i^2
\]
\[
= \cos \theta_1 + A \cos^2 \theta_1 + B,
\]
where $\lambda_i$ denote the eigenvalues of $L$ and where $A$ and $B$ are functions of $\theta_2, \ldots, \theta_{d-1}$, with $|A|, |B| < 1/2$. We have
\[
f'(\theta_1) = -\sin \theta_1 - 2A \sin \theta_1 \cos \theta_1 = -\sin \theta_1 (1 + 2A \cos \theta_1),
\]
where $|2A \cos \theta_1| \leq 1/\sqrt{2}$ and $\sin \theta_1 > 1/\sqrt{2}$ when $\theta_1 \in (\pi/4, \pi/2)$. Therefore, $f'(\theta_1) < -C < 0$ when $\theta_1 \in (\pi/4, \pi/2)$. For this reason, $f$ may change sign at most once in the interval $(\pi/4, \pi/2)$. Suppose it happens at $\theta_0$. We may then write

$$\int_{\pi/4}^{\theta_0} |f(t)|^{-s} dt = \int_{\pi/4}^{\theta_0} f(t)^{-s} dt \leq C \int_{\pi/4}^{\theta_0} -f'(t)f(t)^{-s} dt = C(s) \left[ -f(t)^{-s+1} \right]_{\pi/4}^{\theta_0} \leq C(s) f(\pi/4)^{-s+1} \leq C(s).$$

Similarly

$$\int_{\theta_0}^{\pi/2} |f(t)|^{-s} dt = \int_{\theta_0}^{\pi/2} (-f(t))^{-s} dt \leq C(s) f(\pi/2)^{-s+1} \leq C(s).$$

Integration over the other angles $\theta_2, \ldots, \theta_{n-1}$ yields the desired bound.
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