Projection-based QLP Algorithm for Efficiently Computing Low-Rank Approximation of Matrices

Maboud F. Kaloorazi, Jie Chen, Senior Member, IEEE
kaloorazi@xsyu.edu.cn; jie.chen@nwpu.edu.cn

Abstract—Matrices with low numerical rank are omnipresent in many signal processing and data analysis applications. The pivoted QLP (p-QLP) algorithm constructs a highly accurate approximation to an input low-rank matrix. However, it is computationally prohibitive for large matrices. In this paper, we introduce a new algorithm termed Projection-based Partial QLP (PbP-QLP) that efficiently approximates the p-QLP with high accuracy. Fundamental in our work is the exploitation of randomization and in contrast to the p-QLP, PbP-QLP does not use the pivoting strategy. As such, PbP-QLP can harness modern computer architectures, even better than competing randomized algorithms. The efficiency and effectiveness of our proposed PbP-QLP algorithm are investigated through various classes of synthetic and real-world data matrices.

Index Terms—Low-rank approximation, the singular value decomposition, rank-revealing matrix factorization, randomized numerical linear algebra.

I. INTRODUCTION

Matrices with low-rank structure are omnipresent in signal processing, data analysis, scientific computing and machine learning applications including system identification [1], subspace clustering [2], matrix completion [3], background subtraction [4], [5], least-squares regression [6], hyperspectral imaging [7], [8], anomaly detection [9], [10], subspace estimation over networks [11], genomics [12], [13], tensor decompositions [14], and sparse matrix problems [15].

The SVD (singular value decomposition) [16], CPQR (column-pivoted QR) [17], [16] and p-QLP (pivoted QLP) [18] provide a full factorization of an input matrix. The p-QLP is closely associated with CPQR, as it uses CPQR in its computation procedure. These methods are costly in arithmetic operations (though the last two are more efficient) as well as the communication cost, i.e., moving data between the slow and fast memory [19]–[22]. Traditional methods to compute a truncated version of the SVD, CPQR and p-QLP, though efficient in arithmetic cost, need to repeatedly access the data. This is a serious bottleneck, as the data access on advanced computational platforms is considerably more expensive compared with arithmetic operations.

Randomized methods [23], [24], [25], [6], [26], [5], [27], [28], [29], [23] provide an approximation to the foregoing deterministic decompositions. The general strategy of this type of methods is as follows: first, the input matrix is transformed to a lower-dimensional space by means of random sampling. Second, an SVD or CPQR is utilized to process the reduced-size matrix. Finally, the processed matrix is projected back to the original space. Randomized methods are more efficient in arithmetic cost, highly effective, particularly if a low-rank approximation is desired, and harness parallel architectures better in comparison to their classical counterparts.

A bottleneck associated with existing randomized methods, however, is the utilization of the SVD or CPQR; as mentioned, standard methods to compute these factorizations encounter difficulties for parallel implementation, particularly for very large matrices. The goal of this paper is, thus, to devise a randomized matrix factorization method that averts this bottleneck by using only the QR factorization (without pivoting), that, compared with methods that utilize the SVD and CPQR, lends itself much readily to parallel processing.

A. Our Contributions

In this paper, we devise a matrix factorization algorithm called PbP-QLP (projection-based partial QLP). PbP-QLP makes use of random sampling and the unpivoted QR factorization, and establishes an approximation to the p-QLP, primarily for matrices with low numerical rank. Given \( A \in \mathbb{R}^{n_1 \times n_2} \), a large and dense matrix with numerical rank \( k \) and \( n_1 \geq n_2 \), and an integer \( k \leq d \leq n_2 \), PbP-QLP generates an approximation \( \hat{A}_{\text{PbP-QLP}} \) such as:

\[
\hat{A}_{\text{PbP-QLP}} = \text{QLP}^T,
\]

where \( Q \in \mathbb{R}^{n_1 \times d} \) and \( P \in \mathbb{R}^{n_2 \times d} \) are orthonormal matrices that constitute approximations to the numerical range of \( A \) and \( A^T \), respectively. \( L \in \mathbb{R}^{d \times d} \) is a lower triangular matrix, and its diagonals constitute approximations to the first \( d \) singular values of \( A \). With theoretical analysis and numerical examples, we show that, analogous to the p-QLP, PbP-QLP is rank-revealing, that is, the rank of \( A \) is revealed in the \( k \times k \) principal submatrix of \( L \). Due to incorporated randomization, as well as using only the unpivoted QR factorization as the decompositional tool, PbP-QLP (i) is efficient in arithmetic operations as its computation incurs the cost \( O(n_1 n_2 d) \), (ii) makes only a constant number of passes over \( A \), and (iii) can harness modern computing environments. We apply PbP-QLP to real data and data matrices from various applications.
B. Notation

We denote matrices/vectors by bold-face upper-case/lower-case letters. For any matrix \( M \), \( \| M \|_2 \) and \( \| M \|_F \) denote the spectral and the Frobenius norm, respectively. The \( i \)-th largest and the smallest singular value of \( M \) are indicated by \( \sigma_i(M) \) and \( \sigma_{\text{min}}(M) \), respectively. The notations \( R(M) \) and \( N(M) \) indicate the numerical range and null space of \( M \), respectively. \( \text{orth}(M) \) constructs an orthonormal basis for the range of \( M \). \( qr(M) \), \( cpqr(M) \) and \( svd(M) \) give the unpivoted QR, column-pivoted QR and SVD of \( M \), respectively. \( \text{randn}() \) generates a matrix whose entries are independent, identically distributed Gaussian random variables of zero mean and variance one. \( I_r \) indicates an identity matrix of order \( r \), and the dagger \( \dagger \) indicates the Moore-Penrose inverse.

The remainder of this paper is organized as follows. Section II briefly surveys the related works. Section III describes our proposed method (PbP-QLP). In Section IV we establish a thorough analysis for PbP-QLP. In Section V we present and discuss the results of our numerical experiments, and Section VI gives our conclusions.

II. RELATED WORKS

This section gives a review of related prior works: Section II-A presents traditional deterministic matrix factorization methods, while Section II-B describes more recent methods based on randomization for low-rank matrix approximations. In this work, we consider a matrix \( A \) defined in Section I-A.

A. Deterministic Methods

Let matrix \( A \) have a decomposition as follows:

\[
A = UTV^T. \tag{2}
\]

- The Singular Value Decomposition (SVD). If \( U \in \mathbb{R}^{n_1 \times n_2} \) and \( V \in \mathbb{R}^{n_2 \times n_2} \) have orthonormal columns, and \( T \in \mathbb{R}^{n_2 \times n_2} \) is diagonal (with non-negative entries), the factorization in (2) is called the SVD \([16]\). To be more precise, an SVD of \( A \) is defined as:

\[
A = U\Sigma V^T = [U_k \ U_\bot] \begin{bmatrix} \Sigma_k & 0 \\ 0 & \Sigma_\bot \end{bmatrix} \begin{bmatrix} V_k^T \\ V_\bot \end{bmatrix}, \tag{3}
\]

where the columns \( \{u_i\}_{i=1}^k \) of \( U_k \in \mathbb{R}^{n_1 \times k} \) and \( \{u_i\}_{i=k+1}^{n_2} \) of \( U_\bot \in \mathbb{R}^{n_1 \times (n_2-k)} \) span \( R(A) \) and \( N(A^T) \), respectively. The diagonal matrix \( \Sigma \) contains the singular values \( \sigma_i \)'s in a nonincreasing order: \( \Sigma_k \) comprises the first \( k \) and \( \Sigma_\bot \) the remaining \( n_2-k \) singular values. The columns \( \{v_i\}_{i=1}^k \) of \( V_k \in \mathbb{R}^{n_2 \times k} \) and \( \{v_i\}_{i=k+1}^{n_2} \) of \( V_\bot \in \mathbb{R}^{n_2 \times (n_2-k)} \) span \( R(A^T) \) and \( N(A) \), respectively. For any integer \( 1 \leq r < n_2 \), the SVD establishes the best rank-\( r \) approximation \( B \) to \( A \):

\[
\arg\min_{\text{rank}(B) \leq r} \| A - B \|_F = \| \Sigma_{r+1} \|_F \tag{4}.
\]

where \( \xi \in \{2, F\} \), and \( \| \Sigma_{r+1} \|_2 = \sigma_{r+1} \), and \( \| \Sigma_{r+1} \|_F = \left( \sum_{i=r+1}^{n_2} \sigma_i^2 \right)^{1/2} \).

- The Column-Pivoted QR (CPQR). If \( U \in \mathbb{R}^{n_1 \times n_2} \) is orthonormal, \( T \in \mathbb{R}^{n_2 \times n_2} \) is upper triangular, and \( V \in \mathbb{R}^{n_2 \times n_2} \) is a permutation matrix, it is called the CPQR or rank-revealing QR decomposition \([16], [17], [30]\). Columns of \( U \) span \( R(A) \) and \( N(A^T) \), and diagonals of \( T \) constitute approximations to the singular values. Let \( T \) be partitioned as:

\[
T = \begin{bmatrix} T_{11} & T_{12} \\ 0 & T_{22} \end{bmatrix},
\]

where \( T_{11} \in \mathbb{R}^{k \times k}, T_{12} \in \mathbb{R}^{k \times (n_2-k)} \), and \( T_{22} \in \mathbb{R}^{(n_2-k) \times (n_2-k)} \). The rank-revealing property of CPQR implies that \( \sigma_{\text{min}}(T_{11}) = O(\sigma_n) \), and \( \| T_{22} \|_2 = O(\sigma_n) \).

- The pivoted QLP (p-QLP). If \( U \in \mathbb{R}^{n_1 \times n_2} \) and \( V \in \mathbb{R}^{n_2 \times n_2} \) are orthonormal, and \( T \in \mathbb{R}^{n_2 \times n_2} \) is lower triangular, it is called the p-QLP \([18]\). The p-QLP is built on the CPQR, and addresses its drawbacks: the CPQR (i) establishes fuzzy approximations to the singular values, and (ii) does not explicitly establish orthogonal bases for \( R(A^T) \) and \( N(A) \). Let \( A \) have a CPQR factorization as follows:

\[
\Pi_A = Q_A R_A. \tag{4}
\]

The p-QLP is obtained by performing a CPQR on \( R_A^T \):

\[
R_A^T \Pi = \hat{P} \hat{L}^T. \tag{5}
\]

Thus, \( A = Q_A \hat{H} \hat{P}^T \Pi_A^T \). Orthogonal \( Q_A \hat{H} \) and \( \Pi_A \hat{P} \) provide bases for the column space and row space of \( A \), respectively. Diagonals of \( \hat{L} \) approximate the singular values of \( A \). The p-QLP is rank-revealing \([18], [31], [32]\).

- Complete Orthogonal Decompositions (CODs). If \( U \in \mathbb{R}^{n_1 \times n_2} \) and \( V \in \mathbb{R}^{n_2 \times n_2} \) are orthonormal, and \( T \in \mathbb{R}^{n_2 \times n_2} \) is upper or lower triangular, it is called COD \([16]\). CODs are also called UV decompositions \([30], [33]\). They are rank-revealing in the same sense as CPQR.

Computing a full factorization of \( A \) by these deterministic methods needs \( O(n_1 n_2^2) \) arithmetic operations, which is demanding. However, computing a truncated version of them, say a rank \( k \) factorization, which is done by terminating the computation procedure after \( k \) steps, incurs the cost \( O(n_1 n_2 k) \). Though this is regarded as efficient, the significant drawback encountered in computing traditional methods is the data movement, as they require to repeatedly access the date \([19]–[21]\). To be more specific, the SVD of a matrix is usually computed using the classical bidiagonalization method in two stages: (i) the matrix is reduced to a bidiagonal form, and (ii) the bidiagonal form is reduced to a diagonal form. In the first stage, a large portion of the operations are performed in terms of level-1 and level-2 BLAS (the Basic Linear Algebra Subprograms) routines. While the method only utilizes level-1 BLAS routines in the second stage \([21], [22]\). On the other hand, roughly half of the operations of CPQR and most operations of the unpivoted QR factorization are in level-3 BLAS \([20], [23]\). Level-1 and level-2 BLAS routines are memory-bound, and as such can not attain high performance on modern computing platforms. Level-3 BLAS routines, however, are CPU-bound; they can take advantage of the data locality in advanced architectures, and thus attain higher performance, very close to the peak performance rendered by the processors.
B. Randomized Methods

Recently, matrix approximation methods based on randomized sampling have gained momentum. These methods combine the ideas from random matrix theory and classical methods to approximate a matrix, especially matrices with low numerical rank. The advantages offered by randomized methods are (i) computational efficiency, and (ii) parallelization on modern computers. Using randomized methods to factor a matrix may lead to the loss of accuracy. However, the optimality is not necessary in many practical applications.

The earliest works were based on subset selection or pseudo-skeleton approximation [34], [35]. These methods are referred to as CUR decompositions [36]–[40], where matrices C and R are formed by the k (actual) columns and rows (selected according to a probability distribution) of an input matrix, respectively, and matrix U is subsequently obtained via various procedures. The works in [6], [41]–[43] were based on the concept of random projections [44] in which the authors argued that projecting a low-rank matrix onto a random subspace produces a good approximation. This is due to the linear dependency of the matrix’s rows. The work presented in [23] made use of random Gaussian matrix to firstly compress the input matrix. The rank-k approximation is subsequently obtained by means of an SVD on the small matrix. In [24], Halko, Martinsson, and Tropp devised the Randomized SVD (randomized SVD) algorithm based on random column sampling that approximates the SVD of a given matrix. R-SVD constructs a factorization to matrix A as described in Algorithm 1.

**Algorithm 1 Randomized SVD (R-SVD)**

**Input:**

\(n_1 \times n_2\) matrix A, and integers 1 \(\leq k \leq d \leq n_2\).

**Output:**

Orthogonal \(\bar{U} \in \mathbb{R}^{n_1 \times d}\) that approximates \(\mathcal{R}(A)\), diagonal \(\Sigma \in \mathbb{R}^{d \times d}\) that approximates the \(d\) leading singular values of \(A\), orthonormal \(\bar{V} \in \mathbb{R}^{n_2 \times d}\) that approximates \(\mathcal{R}(A^T)\) and, accordingly, an approximation constructed as \(\hat{A} = \bar{U}\Sigma\bar{V}^T\).

1: function \([\bar{U}, \Sigma, \bar{V}] = \text{R-SVD}(A, d)\)
2: \(\Omega = \text{randn}(n_2, d)\)
3: \(F = A\Omega\)
4: \(\bar{U} = \text{orth}(F)\)
5: \(\bar{V} = \text{orth}(\bar{F})\)
6: \([\bar{U}, \Sigma, \bar{V}] = \text{svd}(G)\) \(\Rightarrow \bar{U} : = \bar{U}\bar{U}\)
7: end function

Gu [25] modified R-SVD, by using a truncated SVD, and presented a new error analysis. He applied the modified R-SVD to improve the subspace iteration methods. The work in [26] proposed a fixed-rank matrix approximation method, that is, a rank-k factorization of an input matrix, termed SOR-SVD (subspace-orbit randomized SVD). Through the random column and row sampling, SOR-SVD first reduces the dimension of the input matrix. Then, the matrix is transformed into a lower dimensional space (compared with matrix ambient dimensions). Lastly, a truncated SVD follows to construct an approximate SVD of the given matrix. The work in [5] presented a rank-revealing algorithm using the randomized scheme termed compressed randomized UTV (CoR-UTV) decomposition. This algorithm is described in Algorithm 2.

**Algorithm 2 Compressed Randomized UTV (CoR-UTV)**

**Input:**

\(n_1 \times n_2\) matrix A, and integers 1 \(\leq k \leq d \leq n_2\).

**Output:**

\(\bar{U} \in \mathbb{R}^{n_1 \times d}\) that approximates \(\mathcal{R}(A)\), upper triangular \(\bar{T} \in \mathbb{R}^{d \times d}\) whose diagonals approximate the \(d\) leading singular values of \(A\), orthonormal \(\bar{V} \in \mathbb{R}^{n_2 \times d}\) that approximates \(\mathcal{R}(A^T)\) and, accordingly, an approximation constructed as \(\hat{A} = \bar{U}\bar{T}\bar{V}^T\).

1: function \([\bar{U}, \bar{T}, \bar{V}] = \text{CoR-UTV}(A, d)\)
2: \(\Omega = \text{randn}(n_2, d)\)
3: \(F_1 = A\Omega\)
4: \(F_2 = A^T\bar{F}_1\)
5: \(\bar{U} = \text{orth}(F_1)\)
6: \(\bar{V} = \text{orth}(F_2)\)
7: \(G = \bar{U}^T(A\bar{V}^T)\) \(\Rightarrow \text{(An approximation to G, which does not need a pass over A, can be computed as follows:)}\)
8: \(G = \bar{U}^T \bar{F}_1(V^T F_2)^\top\).
9: \([\bar{U}, \bar{T}, \bar{V}] = \text{cpqr}(G)\) \(\Rightarrow \bar{U} : = \bar{U}\bar{U}\), and \(\bar{V} : = V\bar{V}\)
10: end function

The work in [25] presented the spectrum-revealing QR factorization (SRQR) algorithm for low-rank matrix approximation. The workhorse of the algorithm is a randomized version of CPQR [20]. The accuracy of SRQR can match that of CPQR. (For a comparison of CPQR, the SVD and randomized methods in terms of approximation accuracy, see, e.g., [20], [5]). The authors in [46] presented the Flip-Flop SRQR factorization algorithm. The algorithm first applies LQ factorization is performed on the R-factor obtained. The final approximation is then given through an SVD of the transformed matrix. The authors made use of Flip-Flop SRQR for robust principal component analysis [29] and ten
decompension applications. The work in [47] presented randomized QLP decomposition algorithm; the authors have replaced the SVD in R-SVD [24] by p-QLP [18] and presented error bounds (in expected value) for the approximate leading singular values of the matrix.

The current randomized algorithms make use of the SVD or CPQR algorithms in order to factor the transformed (or reduced) input matrix. When dealing with large matrices, the drawback of such deterministic factorization algorithms, as mentioned earlier, is that standard methods to compute them can not efficiently exploit modern parallel architectures, owning to the utilization of level-1 and level-2 BLAS routines [19]–[21]. In this paper, we develop a randomized matrix factorization algorithm that uses only the unpivoted QR factorization. As most operations of this factorization are in level-3 BLAS, the proposed algorithm thereby weeds out the drawback associated with existing randomized algorithms and in turn lends itself much easily to parallel implementation.
III. PROJECTION-BASED PARTIAL QLP (PbP-QLP)

We describe in this section our proposed PbP-QLP algorithm. It approximates the p-QLP [1], providing a factorization in the form of \( L \). PbP-QLP is rank-revealing, and its development has been motivated by the p-QLP’s procedure. However, in contrast to the p-QLP, PbP-QLP (i) uses randomization, and (ii) does not use CPQR; it only employs the unpivoted QR as the decompositional apparatus. In addition to the basic form of PbP-QLP described in Section III-A, we present in Section III-B a variant of the algorithm that utilizes the power iteration scheme that enhances its accuracy and robustness.

A. Computation of PbP-QLP

Given matrix \( A \) and an integer \( 1 \leq k \leq d \leq n_2 \), we generate in the first step of computing PbP-QLP an \( n_1 \times d \) standard Gaussian matrix \( \Phi = \text{randn}(n_1,d) \). We then transform \( A \) to a low dimensional space using \( \Phi \):

\[
C = A^T \Phi. \tag{6}
\]

We next construct an orthonormal basis \( \tilde{P} \in \mathbb{R}^{n_2 \times d} \) for \( \mathcal{R}(C) \):

\[
\tilde{P} = \text{orth}(C). \tag{7}
\]

This step can efficiently be performed by a call to a packaged QR decomposition. Then, we form a matrix \( D \in \mathbb{R}^{n_1 \times d} \) by right-multiplying \( A \) with \( \tilde{P} \):

\[
D = A \tilde{P}. \tag{8}
\]

Afterwards, we use the unpivoted QR to factor \( D \):

\[
D = QR. \tag{9}
\]

We now carry out another QR factorization on \( R^T \in \mathbb{R}^{d \times d} \):

\[
R^T = \tilde{R} \tilde{R}. \tag{10}
\]

Lastly, we construct an approximation \( \tilde{A}_{\text{PbP-QLP}} \) to \( A \):

\[
\tilde{A}_{\text{PbP-QLP}} = QR^T \tilde{P} R = QLP^T, \tag{11}
\]

where \( L := \tilde{R}^T \), and \( P := \tilde{P} \tilde{R} \). Orthonormal matrices \( Q \in \mathbb{R}^{n_1 \times d} \) and \( P \in \mathbb{R}^{n_2 \times d} \) approximate \( \mathcal{R}(A) \) and \( \mathcal{R}(A^T) \), respectively. \( L \in \mathbb{R}^{d \times d} \) is lower triangular, where its diagonals approximate the first \( d \) singular values of \( A \), and its \( k \times k \) leading block reveals the numerical rank \( k \) of \( A \).

**Justification and Relation to p-QLP.** As expounded in Section II-A, the p-QLP for \( A \) involves two steps, each performing one CPQR factorization (equations (4) and (5)). Stewart [18] argues that in the second step of the computation, column pivoting is not necessary, due to pivoting done in the first step. To relate it to PbP-QLP, equations (6) and (9) emulate (up to \( d \) columns) the first step of p-QLP. Since \( P \) (7) approximates \( \mathcal{R}(A^T) \) and \( D \) is formed as in (5), matrix \( R \) (9) reveals the numerical rank of \( A \). As such, we proceed with an unpivoted QR on \( R^T \) for the second step in PbP-QLP’s computation. We will show matrix \( R \) reveals the gap in \( A \)’s spectrum through theoretical analysis and simulations.

B. Power Iteration-coupled PbP-QLP

PbP-QLP provides highly accurate approximations to the SVD of matrices with rapidly spectral decay. However, it may produce less accurate approximations for matrices whose singular values decay slowly. To enhance the accuracy of approximations, we thus utilize the power iteration (PI) scheme \([23]–[25], [48], [49]\). The reasoning behind using the PI scheme is to replace the input matrix with an intimately related matrix whose singular values decay more rapidly. In particular, \( A^T \) in (6) is substituted by \( A_{\text{PI}} \) defined as:

\[
A_{\text{PI}} = (A^T A)^q A^T,
\]

where \( q \) is the PI factor. It is seen that \( A^T \) and \( A_{\text{PI}} \) have the same singular vectors, whereas the latter has singular values \( \sigma_i^{2q+1} \). It should be noted that the performance improvement brought by the PI technique incurs an extra cost, as PbP-QLP needs more arithmetic operations and also more passes through \( A \), if \( A \) is stored externally.

The computation of \( A_{\text{PI}} \) in floating point arithmetic is prone to round-off errors. To put it precisely, let \( \epsilon_{\text{machine}} \) be the machine precision. Then, any singular component less than \( \sigma_i^{1/(2q+1)} \) will be lost. To compensate this loss of accuracy, an orthonormalization of the sample matrix between each application of \( A^T \) and \( A \) is needed \([24], [25]\). The resulting PbP-QLP algorithm is presented in Algorithm 3.

**Algorithm 3 Power Iteration-coupled PbP-QLP**

**Input:**

- \( n_1 \times n_2 \) matrix \( A \), and integers \( 1 \leq k \leq d \leq n_2 \), and \( q \geq 1 \).

**Output:**

Orthonormal \( Q \in \mathbb{R}^{n_1 \times d} \) that approximates \( \mathcal{R}(A) \), lower triangular \( L \in \mathbb{R}^{d \times d} \) whose diagonals approximate the \( d \) leading singular values of \( A \), orthonormal \( P \in \mathbb{R}^{n_2 \times d} \) that approximates \( \mathcal{R}(A^T) \) and, accordingly, an approximation constructed as \( A = QLP^T \).

1: \( \text{function } [Q, L, P] \Rightarrow \text{PbP}_\text{QLP}(A, d) \)
2: \( \Phi = \text{randn}(n_1, d) \)
3: \( C = A^T \Phi \)
4: \( P = \text{orth}(C) \)
5: \( \text{for } i = 1 : q \)
6: \( \quad C = AP; \; \tilde{P} = \text{orth}(C) \)
7: \( \quad C = A^T \tilde{P}; \; \text{orth}(C) \)
8: \( \text{end for} \)
9: \( D = AP \)
10: \( [Q, R] = qr(D) \rightarrow P := \tilde{P} \Rightarrow L := \tilde{R}^T \)
11: \( \text{end function} \)

IV. THEORETICAL ANALYSIS OF PbP-QLP

This section provides a detailed account of theoretical analysis for the PbP-QLP algorithm.

A. Rank of \( A \) is revealed in \( R \)

Here, we show that matrix \( R \) generated by the PbP-QLP algorithm (equation (9), or Step 10 of Algorithm 3) reveals...
the numerical rank of $A$. To be precise, let $A$ have an SVD as defined in [5], and the matrix $R$ be partitioned as:

$$ R = \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix}, $$

(12)

where $R_{11} \in \mathbb{R}^{k \times k}$, $R_{12} \in \mathbb{R}^{k \times (d-k)}$, and $R_{22} \in \mathbb{R}^{(d-k) \times (d-k)}$. We call the diagonals of $R$, $R$-values. The definition of rank-revealing factorizations in the literature [17]. [30], [50] implies that

$$ \sigma_{\min}(R_{11}) = O(\sigma_k). $$

(13)

$$ \|R_{22}\|_2 = O(\sigma_{k+1}). $$

(14)

We prove [14] first, and then [13].

**Theorem 1:** Let $A \in \mathbb{R}^{n_1 \times n_2}$ be an input matrix with an SVD defined in [3], $R$ be generated by PbP-QLP partitioned as in [12], integer $p \geq 0$, and $k + p \leq d$. Defining

$$ \Phi_1 := U^T \Phi, $$

where $\Phi_1 \in \mathbb{R}^{(d-p) \times d}$ and $\Phi_2 \in \mathbb{R}^{(n_2-d+p) \times d}$, we then have

$$ \|R_{22}\|_2 \leq \sigma_{k+1} + \frac{\sigma_k^2 + \sigma_1 \|\Phi_2\|_2 \|\Phi_1\|_2}{\sqrt{1 + \sigma_k^4 q^4 + \|\Phi_2\|_2^2 \|\Phi_1\|_2^2}}, $$

(15)

where $\delta_k = \frac{\sigma_{d-p+1}}{\sigma_k}$.

**Proof.** The proof is given in Appendix A.

**Remark 1:** The relation (15) implies that one of the conditions through which the rank of $A$ is revealed by matrix $R$ depends on the ratio $\frac{\sigma_k^2}{\sigma_1 \|\Phi_2\|_2 \|\Phi_1\|_2}$. Provided that (i) there exists a large gap in the singular values of $A$ ($\sigma_k \gg \sigma_{k+1}$), and (ii) $\sigma_k$ is not substantially smaller than $\sigma_1$, for any $p \geq 0$ the trailing block of $R$ is sufficiently small in magnitude. In addition, utilizing the PI technique exponentially derives down the quotient in (15) to zero. It is therefore expected that PI considerably improves the accuracy of PbP-QLP in forming a rank-revealing factorization. The following theorem bounds the minimum singular value of the leading block of $R$.

**Theorem 2:** Under the notation and hypotheses of Theorem 1 we have

$$ \sigma_{k+1} \leq \sigma_k(R_{11}) \leq \sigma_k + \sigma_{k+1} $$

(16)

**Proof.** The proof is given in Appendix B.

**Remark 2:** The bounds presented in this theorem together with that of Theorem 1 assert that if there is a substantial gap in the singular values of $A$, and $\sigma_1$ is not substantially larger than $\sigma_k$, the rank of $A$ is revealed in $R$.

### B. Approximate Subspaces and Low-Rank Approximation

The closeness of any two subspaces, say $S_1$ and $S_2$, is measured by the distance between them [16]. Denoted by $\text{dist}(S_1, S_2)$, it corresponds to the largest canonical angle between the two subspaces. The following theorem establishes the distances between $U_k$ and $V_k$ (the principal left and right singular vectors of $A$, respectively) and their corresponding approximations $Q_1$ and $P_1$ by PbP-QLP, formed by the first $k$ columns of $Q$ and $P$.

**Theorem 3:** Let $A \in \mathbb{R}^{n_1 \times n_2}$ be an input matrix with an SVD defined in [3], and $Q$ and $P$ be generated by PbP-QLP. Let further

$$ \begin{bmatrix} \Phi_{11} & \Phi_{12} \\ \Phi_{21} & \Phi_{22} \end{bmatrix} := U^T \Phi, $$

where $\Phi_{11} \in \mathbb{R}^{k \times k}$, $\Phi_{21} \in \mathbb{R}^{(n_2-k) \times k}$, $\Phi_{12} \in \mathbb{R}^{k \times (d-k)}$ and $\Phi_{22} \in \mathbb{R}^{(n_2-k) \times (d-k)}$. Let $\Phi_{11}$ be full rank, and $Q_1$ and $P_1$ be formed by the first $k$ columns of $Q$ and $P$. Then

$$ \text{dist}(R(U_k), R(Q_1)) \leq \left( \frac{\sigma_{k+1}}{\sigma_k} \right)^{2q+2} \|\Phi_{21}\|_2^2. $$

(17)

$$ \text{dist}(R(V_k), R(P_1)) \leq \left( \frac{\sigma_{k+1}}{\sigma_k} \right)^{2q+1} \|\Phi_{21}\|_2^2. $$

(18)

**Proof.** The proof is provided in Appendix C.

**Remark 3:** Provided $\sigma_k > \sigma_{k+1}$, Theorem 3 shows that the subspaces $R(Q_1)$ and $R(P_1)$ converge respectively to $R(U_k)$ and $R(V_k)$ at a rate proportional to $\left( \frac{\sigma_{k+1}}{\sigma_k} \right)^q$. The convergence rate also depends on the distribution of the random matrix employed. The virtue of powering the input matrix laid out by Theorem 3 can be seen in the accuracy of PI-coupled PbP-QLP: for large enough $q$, $Q_i^T U_k \approx 0$, which vanishes the first term in (16), as well as the second term in the right-hand side of the last relation in (15). This, simply, implies that with an appropriately chosen $q$, the rank of the input matrix is revealed in submatrix $R$ (Step 6 of Alg. 3), regardless of the gap in the spectrum being substantial or not.

**Theorem 4:** Under the notation of Theorem 1 let further $Q$ be constructed by PbP-QLP. Then

$$ \|(I - QQ^T)A\|_2 \leq \|\Sigma_\perp\|_2 + \frac{\delta_k^2 q^2 \sigma_1 \|\Phi_2\|_2 \|\Phi_1\|_2}{\sqrt{1 + \delta_k^4 q^4 \|\Phi_2\|_2^2 \|\Phi_1\|_2^2}}. $$

(19)

**Proof.** The proof is provided in Appendix D.

**Remark 4:** This theorem shows the PI scheme considerably enhances the approximation quality of PbP-QLP: the accuracy of a low-rank approximation generated by PbP-QLP coupled with PI depends on the ratio $\frac{\sigma_{d-p+1}}{\sigma_k}$. Provided that $\sigma_1 > \sigma_{k+1}$, for any $p \geq 0$, the extra quotient in the bound (19) is driven to zero exponentially fast.

### C. Estimated Singular Values and Rank-Revealing Property of PbP-QLP

Here, we establish the relation between the first $k$ estimated singular values of $A$ computed by PbP-QLP, i.e., diagonals of $L$, and the first $k$ singular values given by the SVD.

**Theorem 5:** Under the notation of Theorem 1 let further $D$ be generated by PbP-QLP. Then, for $i = 1, \ldots, k$, we have

$$ \sigma_i \geq \sigma_i(D) \geq \frac{\sigma_i}{\sqrt{1 + \delta_i^4 q^4 \|\Phi_2\|_2^2 \|\Phi_1\|_2^2}}, $$

(20)

where $\delta_i = \frac{\sigma_{d-p+1}}{\sigma_k}$.

**Proof.** The proof is given in Appendix E.

**Theorem 6:** Under the notation of Theorem 1 let further $D$ and $L$ be generated by PbP-QLP, and $L$ be partitioned as:

$$ L = \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix}, $$

(21)
where $L_{11} \in \mathbb{R}^{k \times k}$, $L_{21} \in \mathbb{R}^{(d-k) \times k}$, and $L_{22} \in \mathbb{R}^{(d-k) \times (d-k)}$. Then, for $i = 1, \ldots, k$, we have
\[
\frac{\sigma_i(L_{11})}{\sigma_i} \geq \frac{1 - O \left( \frac{\|L_{12}\|^2}{(1 - \rho^2)\sigma_i^2(L_{11})} \right)}{\sqrt{1 + \delta_i^{4q+4}\|\Phi_2\|_2^2\|\Phi_1\|_2^2}},
\]
where $\rho = \frac{\|L_{22}\|_2}{\sigma_k(L_{11})}$.

Proof. The proof is given in Appendix [I].

We have thus far shown matrix $R$ generated by PbP-QLP reveals the numerical rank of $A$. The rank-revealing property of PbP-QLP is guaranteed by Theorem 2.1 of [31]; let $R$ and $L$ be generated by PbP-QLP and partitioned as in (12) and (21), respectively. Then, we have
\[
\sigma_{\min}(L_{11}) \geq \sigma_{\min}(R_{11}), \\
\sigma_1(L_{22}) \leq \sigma_1(R_{22}).
\]

Theorem 7: Under the notation of Theorem 5, let further $L$ be constructed by PbP-QLP and partitioned as in (21). Then
\[
\sigma_{\min}(L_{11}) \leq \sigma_k \leq \sigma_{\min}(L_{11}) + \sigma_1 \left( \frac{\sigma_{k+1}}{\sigma_k} \right)^{2q+2} \|\Phi_2\|_2 \|\Phi_1\|_2^2.
\]

Proof. The proof is provided in Appendix [G].

D. High-Probability Error Bounds

The following theorem provides high-probability bounds which give further insights into the accuracy of PbP-QLP.

Theorem 8: Let $A \in \mathbb{R}^{n \times n_2}$ be an input matrix with an SVD defined in (5), $0 \leq p \leq d - k$, and $R$ and $A_{\text{PbP-QLP}}$ be generated by PbP-QLP. Let further $0 < T \ll 1$, and define
\[
C_T = \frac{\sqrt{d}}{p + 1} \left( \frac{2}{T} \right)^{\frac{1}{2q+1}} \sqrt{n - d + p + \sqrt{d} + \sqrt{2\log^2 \frac{2}{T}}}
\]
Then with probability not less than $1 - \frac{1}{T}$, we have
\[
\sigma_1(R_{22}) \leq \sigma_k + \delta_k^{2q+2} \sigma_1 C_T,
\]
\[
\frac{\sigma_i(A_{\text{PbP-QLP}})}{\sigma_i} \geq \frac{1 - O \left( \frac{\|L_{12}\|^2}{(1 - \rho^2)\sigma_i^2(L_{11})} \right)}{\sqrt{1 + \delta_i^{4q+4}C_T^2}},
\]
and
\[
\| (I - QQ^T) A \|_2 \leq \| \Sigma \|_2 + \delta_k^{2q+2} \sigma_1 C_T.
\]

Proof. The proof is given in Appendix [H].

For the distance between approximate subspaces $\mathcal{R}(Q_1)$ and $\mathcal{R}(P_1)$ and the corresponding singular subspaces, we have with high probability
\[
\text{dist}(\mathcal{R}(U_k), \mathcal{R}(Q_1)) \leq c \sqrt{k(n_1 - k)} \left( \frac{\sigma_{k+1}}{\sigma_k} \right)^{2q+2}.
\]
\[
\text{dist}(\mathcal{R}(V_k), \mathcal{R}(P_1)) \leq c \sqrt{k(n_1 - k)} \left( \frac{\sigma_{k+1}}{\sigma_k} \right)^{2q+1}.
\]
Here $c = c_1 c_2$, where $c_1$ and $c_2$ are positive absolute constants. These results follow by applying the bounds for standard Gaussian matrices $\Phi_{11}$ and $\Phi_{21}$ devised in [51], [52]:
\[
\| \Phi_{11} \|_2 \leq c_1 \sqrt{k}, \text{ and } \| \Phi_{21} \|_2 \leq c_2 \sqrt{n_1 - k}.
\]

E. Computational Cost

Computation of the simple form of PbP-QLP for matrix $A$ needs the following arithmetic operations:
- Generating a matrix $\Phi$ with Gaussian random variables costs $O(n_1 d)$.
- Forming matrix $C$ in (6) costs $O(n_1 n_2 d)$.
- Constructing the basis $P$ in (7) costs $O(n_2 d^2)$.
- Forming matrix $D$ in (8) costs $O(n_1 n_2 d)$.
- Constructing matrices $Q$ and $R$ in (9) costs $O(n_1 d^2)$.
- Constructing matrices $P$ and $R$ in (10) costs $O(d^3)$.
- Forming matrix $P$ costs $O(n_2 d^2)$.

The above cost is dominated by multiplications of $A$ and $A^T$ by associated matrices. Thus,
\[
C_{\text{PbP-QLP}} = O(n_1 n_2 d).
\]

The computation of PbP-QLP is more efficient provided that the matrix $A$ is sparse. In this case, the flop count is proportional to the number of non-zero entries $z$ of $A$ and satisfies $O(zd)$. Considering $A$ to be large, that is, $A$ is stored out-of-memory, the simple form of PbP-QLP makes two passes over $A$ to construct an approximation. However, if PbP-QLP is coupled with the PI scheme, it needs $2q + 2$ passes over $A$ and, as a result, its flop count satisfies $(q + 1)C_{\text{PbP-QLP}}$.

In addition to the arithmetic cost, another cost imposed on any algorithm is the communication cost [19], [20]. This cost, which constitutes the primary factor for traditional methods to be unsuitable on high performance computing devices, is associated with the exploitation of level-1, 2 and 3 BLAS routines: it is determined by moving data between processors working in parallel, and also data movement between different levels of the memory hierarchy. On modern devices, the communication cost considerably dominates the cost of an algorithm. This has motivated researchers to incorporate randomized sampling paradigm into matrix factorization algorithms [19], [20], [22], where the share of level-3 BLAS operations is higher. In addition, among classical methods applied to the reduced matrices by randomized methods, the unpivoted QR factorization algorithm needs the least data access (the least communication cost), as the large majority of its operations are in terms of level-3 BLAS. As PbP-QLP utilizes only the QR factorization to construct the approximation, its operations can be cast almost completely in terms of level-3 BLAS operations. Consequently, it can be executed more efficiently on highly parallel machines.

V. Numerical Simulations

This section reports our numerical results obtained by conducting a set of experiments with randomly generated data as well as real-world data. They show the performance behavior of the PbP-QLP algorithm in comparison with several existing algorithms. The experiments are run in MATLAB on a 4-core Intel Core i7 CPU running at 1.8 GHz and 8GB RAM.

A. Runtime Comparison

We compare the speed of proposed PbP-QLP against two most representative randomized algorithms, namely R-SVD
(Algorithm 1) and CoR-UTV (Algorithm 2), in factoring input matrices with various dimensions. We generate square, dense matrices of order $n$, and consider three cases for the sampling size parameter $d$, specifically $d = 0.04n$, $d = 0.2n$ and $d = 0.3n$. Note that for the runtime comparison, the distribution of singular values of matrices is immaterial. In this experiment, we have excluded deterministic algorithms for two reasons: firstly, they are considerably slower than their randomized counterparts due to computational cost. Secondly, there are no optimized MATLAB implementations for a truncated version of these algorithms. This, accordingly, enables us to clearly display the behavior of considered algorithms. The results for the three algorithms with and without the power iteration technique are reported in Tables I-III. For each runtime measurement, the result is averaged over 10 independent runs. It is seen that for the first scenario, where $d = 0.04n$ (Table I), PbP-QLP shows similar performance as R-SVD and CoR-UTV in most cases. However, as the dimension of the input matrix grows, PbP-QLP begins to edge out. For the second and third scenarios (Tables I and III), we observe that PbP-QLP outperforms the other two algorithms in all cases. Moreover, for larger matrices we observe larger discrepancies in execution time. This is because, as mentioned earlier, PbP-QLP only makes use of the unpivoted QR factorization (to factor the reduced-size matrix) whose vast majority of operations (contrary to the SVD and CPQR) are in level-3 BLAS operations. These results simply show that the “quality” of operations matters, and factorization algorithms that incorporate more BLAS-3 routines consume less time. As such, if implemented on a highly parallel machine, PbP-QLP would show yet better results compared to R-SVD and CoR-UTV. (Compared to R-SVD and PbP-QLP, CoR-UTV needs more arithmetic operations, but almost all of them are in level-3 BLAS. Thus, we expect it shows better performance if implemented in parallel.)

### TABLE I: Computational time (in seconds) for different randomized algorithms. $d$ is the sampling size parameter, and $q$ is the power iteration factor.

| Algorithms | $n (d = 0.04n)$ | 5000 | 10000 | 15000 | 20000 | 25000 |
|------------|----------------|------|-------|-------|-------|-------|
| R-SVD      | $q=0$          | 0.29 | 2.3   | 7.2   | 16.9  | 35.1  |
|            | $q=1$          | 0.51 | 4.1   | 13.0  | 29.7  | 59.5  |
|            | $q=2$          | 0.74 | 5.9   | 18.6  | 42.8  | 84.1  |
| CoR-UTV    | $q=0$          | 0.32 | 2.3   | 7.5   | 17.0  | 34.4  |
|            | $q=1$          | 0.58 | 4.2   | 13.2  | 29.6  | 59.3  |
|            | $q=2$          | 0.80 | 6.0   | 18.8  | 42.7  | 83.7  |
| PbP-QLP    | $q=0$          | 0.29 | 2.2   | 7.1   | 16.0  | 31.6  |
|            | $q=1$          | 0.53 | 4.1   | 12.7  | 28.7  | 56.6  |
|            | $q=2$          | 0.81 | 5.9   | 18.6  | 41.4  | 81.7  |

**B. Test Matrices with Randomly Generated Variables**

We construct four classes of input matrices. The first two classes contain one or multiple gaps in the spectrum and are particularly designed to investigate the rank-revealing property of PbP-QLP. The second two classes have fast and slow decay singular values. For Matrices 1, 3 and 4, we further investigate the low-rank approximation accuracy of PbP-QLP in relation to those of the optimal SVD and some existing methods. We generate square matrices of order $n = 1000$.

- Matrix 1 (low-rank plus noise). This rank-$k$ matrix, with $k = 20$, is formed as follows:
  \[ A = A_1 + A_2, \]
  \[ \text{where } A_1 = U\Sigma V^T. \] Matrices $U$ and $V$ are random orthogonal, and $\Sigma$ is diagonal whose entries $(\sigma_i)S$ decrease linearly from 1 to $10^{-25}$, and $\sigma_{k+1} = \ldots = \sigma_n = 0$. $A_2 = \mu\sigma_1N$, where $N$ is a normalized Gaussian matrix.
  We consider two cases for $\mu$:
  i) $\mu = 0.005$ in which the matrix has a gap $\approx 200$.
  ii) $\mu = 0.02$ in which the matrix has a gap $\approx 50$.
  This matrix is denoted by LowRankLargeGap.
- Matrix 2 (the devil’s stairs [13]). This challenging matrix has multiple gaps in its spectrum. The singular values are arranged analogues to a descending staircase with each step consisting of $\ell = 15$ equal singular values.
- Matrix 3 (fast decay). This matrix is generated as $A_1$ in (27), however the diagonal elements of $\Sigma$ have the form $\sigma_i = e^{-i/6}$, for $i = 1, \ldots, n$.
- Matrix 4 (slow decay). This matrix is also formed as $A_1$, but the diagonal entries of $\Sigma$ take the form $\sigma_i = i^{-2}$, for $i = 1, \ldots, n$.

### TABLE II: Computational time (in seconds) for different randomized algorithms. $d$ is the sampling size parameter, and $q$ is the power iteration factor.

| Algorithms | $n (d = 0.2n)$ | 5000 | 10000 | 15000 | 20000 | 25000 |
|------------|----------------|------|-------|-------|-------|-------|
| R-SVD      | $q=0$          | 2.4  | 20.2  | 65.7  | 195   | 429   |
|            | $q=1$          | 3.6  | 29.1  | 94.8  | 280   | 613   |
|            | $q=2$          | 4.7  | 37.9  | 124   | 364   | 782   |
| CoR-UTV    | $q=0$          | 2.7  | 22.7  | 74.4  | 236   | 469   |
|            | $q=1$          | 3.8  | 31.7  | 103   | 316   | 767   |
|            | $q=2$          | 4.9  | 39.7  | 135   | 408   | 888   |
| PbP-QLP    | $q=0$          | 2.1  | 15.4  | 48.7  | 160   | 319   |
|            | $q=1$          | 3.3  | 24.1  | 77.5  | 248   | 496   |
|            | $q=2$          | 4.3  | 33.4  | 107   | 332   | 654   |

**TABLE III: Computational time (in seconds) for different randomized algorithms. $d$ is the sampling size parameter, and $q$ is the power iteration factor.**

| Algorithms | $n (d = 0.3n)$ | 5000 | 10000 | 15000 | 20000 | 25000 |
|------------|----------------|------|-------|-------|-------|-------|
| R-SVD      | $q=0$          | 4.7  | 40.5  | 142   | 387   | 856   |
|            | $q=1$          | 6.3  | 53.2  | 193   | 504   | 1148  |
|            | $q=2$          | 8.0  | 66.6  | 244   | 622   | 1423  |
| CoR-UTV    | $q=0$          | 5.9  | 48.8  | 179   | 481   | 993   |
|            | $q=1$          | 7.7  | 61.7  | 230   | 618   | 1325  |
|            | $q=2$          | 9.5  | 74.3  | 280   | 732   | 1626  |
| PbP-QLP    | $q=0$          | 3.5  | 25.9  | 95.0  | 285   | 601   |
|            | $q=1$          | 5.2  | 38.7  | 146   | 402   | 896   |
|            | $q=2$          | 7.0  | 51.5  | 197   | 530   | 1201  |
The results for singular values estimation are plotted in Figs. 1-5. We make several observations:

1) The numerical rank of both matrices $LowRankLargeGap$ and $LowRankSmallGap$ is strongly revealed in $R$ generated by PbP-QLP with no PI technique. This is due to the fact that the gaps in the spectrums of these matrices are well-defined. R-values of PI-coupled PbP-QLP are as accurate as those of the optimal SVD. Though CPQR reveals the gaps, it substantially underestimates the principal singular values of the two matrices. Figs. 1 and 2 show that PbP-QLP is a rank-revealer.

2) For Matrix 2, R-values of basic PbP-QLP do not clearly disclose the gaps in matrix's spectrum. This is because the gaps are not substantial. However, basic PbP-QLP strongly reveals the gaps, which shows the procedure that leads to the formation $R$ provides a good first step for PbP-QLP. R-values of PI-coupled PbP-QLP clearly disclose that gaps, due to the effect of PI (see Remark 3). CPQR reveals the gaps, however it underestimates the singular values.

3) For Matrices 3 and 4, PbP-QLP, though it only uses QR factorization, provides highly accurate singular values, showing similar performance as R-SVD and CoR-UTV.

The results presented in Figs. 1-5 demonstrate the capability of PbP-QLP in accurately estimating the singular values of matrices from different classes.

For Matrices 1 ($LowRankSmallGap$), 3 and 4, we now compare the accuracy of PbP-QLP, together with other considered algorithms, for rank-$d$ approximations, where $d \geq 1$. We calculate the error as follow:

$$\text{Error} = \|A - A_{\text{Approx}}\|_2.$$ 

Here, $A_{\text{Approx}}$ is an approximation constructed by each algorithm. The results are shown in Figs. 6-8. We make two observations:

1) For Matrix 1, approximations by basic PbP-QLP for $1 \leq d \leq 20$ are highly accurate, while for $d > 20$, the approximations, similar to those of R-SVD and CoR-UTV, are poorer than the CPQR, p-QLP, and SVD. However, PI-coupled PbP-QLP with $q = 2$ produces approximations as accurate as p-QLP and the SVD for any rank parameter $d$.

2) For Matrices 3 and 4 CPQR shows a better performance compared with R-SVD, CoR-UTV and PbP-QLP methods with no PI. While PI-coupled PbP-QLP with $q = 2$ constructs approximations as good as the optimal SVD.

C. Low-Rank Image Reconstruction

This experiment investigates the performance of PbP-QLP on real-world data, where we reconstruct a gray-scale low-rank image of a butterfly of size $969 \times 812$. We compare the results of PbP-QLP against those produced by the (optimal) truncated SVD, truncated CPQR and p-QLP, R-SVD, and CoR-UTV. The reconstructions with rank $= 80$ are displayed in Fig. 9. We observe, with close scrutiny, that (i) the reconstructions by CPQR and the three randomized methods with no PI contains more noise than those of other methods, (ii) the reconstruction by CPQR, in addition to adding noise to the image, slightly
and compute the approximation errors. The results are shown
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D. Test Matrices from Applications

In this experiment, we investigate the effectiveness of the
PbP-QLP algorithm on five matrices of size 256 × 256 de-
scribed in Table [IV] from different applications [53]. These
matrices have been used in other works, e.g., [19], [54].

Table IV: Test matrices from applications.

| No. | Matrix  | Description                                      |
|-----|---------|--------------------------------------------------|
| 1   | Baart  | Discretization of a first-kind Fredholm integral equation. |
| 2   | Deriv2 | Computation of the second derivative.             |
| 3   | Foxgood| Severely ill-posed problem.                      |
| 4   | Gravity| 1D gravity surveying problem.                    |
| 5   | Heat   | Inverse heat equation.                           |

1) Low-Rank Approximation: With matrices from Table [IV]
as our inputs, similar to the experiment in Section V-B, we
construct rank- \( d \) approximations using different algorithms
and compute the approximation errors. The results are shown
in Figs. [11] [15] We observe that while PbP-QLP with no PI
scheme provides fairly accurate low-rank approximations for
Baart, Foxgood and Gravity, the approximations for Deriv2 and Heat, similar to those of R-SVD, are rather poor. This is because these two matrices have slowly decaying singular values. However, the errors incurred by PI-coupled PbP-QLP overlap those produced by the optimal SVD for all five matrices, showing the high accuracy of PbP-QLP. We further observe in Figs. [11] and [13] that for Baart and Foxgood, basic CoR-UTV produces less accurate results as the rank parameter increases. This is due to the application of input matrix to the sample matrix (Step 4 of Algorithm 2) without any orthonormalization being applied (see Section III-B). To be precise, in this case, the best accuracy attainable by basic CoR-UTV for Baart equal to 3.2 and 0.8, respectively. Thus, the best accuracy attainable by basic CoR-UTV for Baart is 3.2 × 10^{-8}, and for Foxgood is 8 × 10^{-9}. This issue, however, is resolved by applying the orthonormalization scheme, as the plots show.

2) Matrix \( \ell_2 \)-norm Estimation: For any matrix \( A \), \( \| A \|_2 \) is equal to its largest singular value. We compute an estimation to the largest singular value of each matrix from Table [IV] using PbP-QLP, and compare the results with those of CPQR and p-QLP. Fig. [16] displays the ratios of the estimated singular values to the exact norms. It is seen that (i) basic PbP-QLP substantially outperforms CPQR in estimating the matrix \( \ell_2 \)-norm, while it produces comparable results with p-QLP, and (ii) PI-coupled PbP-QLP provides excellent estimations to the first singular values and its performance exceeds that of p-QLP for all matrices.
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VI. Conclusion

We presented in this paper the rank-revealing PbP-QLP algorithm, which, by utilizing randomization, constructs an approximation to the pivoted QLP and truncated SVD. PbP-QLP is primarily designed to approximate low-rank matrices. It consists of two stages, each performing only the unpivoted QR factorization to factor the associated small matrices. With theoretical analysis, we showed that the numerical rank of a given matrix is revealed in the first stage. We further furnished a detailed theoretical analysis for PbP-QLP, which brings an insight into the rank-revealing property as well as the accuracy of the algorithm. Through numerical tests conducted on several classes of matrices, we showed our proposed PbP-QLP (i) outperforms R-SVD and CoR-UTV in runtime, and (ii) establishes highly accurate approximations, as accurate as those of the optimal SVD, to the matrices.

APPENDIX A

PROOF OF THEOREM 1

We first prove (15) for the case $q = 0$ (the basic PbP-QLP). To do so, we write $D$ and its $Q$ and $R$ factors, equations (8) and (9), with partitioned matrices:

$$D = A \hat{P} = QR = [D_1 \quad D_2] = [Q_1 \quad Q_2] \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix},$$

where $D_1$ and $Q_1$ contain the first $k$ columns, and $D_2$ and $Q_2$ contain the remaining $d - k$ columns of $D$ and $Q$, respectively. We now define a matrix $X$ constructed by the interaction of $V$ (right singular vectors of $A$) and $P$:

$$X := V^T P = \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix} \begin{bmatrix} P_1 \\ P_2 \end{bmatrix} = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix},$$

(28)

where $P_1$ contains the first $k$ columns, and $P_2$ contains the remaining $d - k$ columns of $P$. With a simple computation, we will obtain the following four equalities:

$$D_1 = U_k \Sigma_k X_{11} + U_\perp \Sigma_\perp X_{21},$$

(29)

$$D_2 = U_k \Sigma_k X_{12} + U_\perp \Sigma_\perp X_{22}. $$

(30)
By substituting right-hand side of (31). To bound the first term, firstly

\[ \| \bar{R} \|_2 \leq \| (I - Q_1 Q_1^T) D_2 \|_2 \]

The last relation follows since for any orthonormal matrix \( M \), \( \| M \|_2 \leq 1 \). By replacing \( D_2 \) \((30)\) and applying the triangle inequality, we obtain

\[ \| \bar{R} \|_2 \leq \| (I - Q_1 Q_1^T) U \Sigma_\perp X_{12\perp} \|_2 + \| (I - Q_1 Q_1^T) U \Sigma_\perp X_{22\perp} \|_2. \]

By substituting \( X_{12\perp} \) and \( X_{22\perp} \) \((28)\) into the above equation, and from the orthonormality of \( P_2 \), we will have

\[ \| \bar{R} \|_2 \leq \| (I - Q_1 Q_1^T) A_k \|_2 + \| (I - Q_1 Q_1^T) U \Sigma_\perp X_{22\perp} \|_2, \]

where \( A_k := U_k \Sigma_k V_k^T \). We now bound the two terms on the right-hand side of \((31)\). To bound the first term, firstly

\[ \mathcal{R}(D) = \mathcal{R}(A \bar{P}) = \mathcal{R}(A A^T \Phi). \]

The second equality holds as \( \mathcal{R}(P) = \mathcal{R}(A^T \Phi) \). Hence,

\[ A A^T \Phi = U \Sigma^2 U^T \Phi = U \begin{bmatrix} \Sigma^2_1 & 0 & 0 \\ 0 & \Sigma^2_2 & 0 \\ 0 & 0 & \Sigma^2_3 \end{bmatrix} \begin{bmatrix} \Phi_1 \\ \Phi_2 \\ \Phi_3 \end{bmatrix} = QR, \]

where \( \Sigma_1 \in \mathbb{R}^{k \times k} \), \( \Sigma_2 \in \mathbb{R}^{d-p-k \times (d-p-k)} \), and \( \Sigma_3 \in \mathbb{R}^{(n_2-d+p) \times (n_2-d+p)} \). Assuming that \( \Phi_1 \) is full row rank and its Moore-Penrose inverse satisfies

\[ \Phi_1 \Phi_1^T = I, \]

we define a non-singular matrix \( Y \) as follows:

\[ Y = \Phi_1 \left( \begin{smallmatrix} \Sigma^2_1 & 0 \\ 0 & \Sigma^2_2 \end{smallmatrix} \right)^{-1} \tilde{Y}, \]

where \( \tilde{Y} \in \mathbb{R}^{d \times d} \) is chosen so that \( Y \in \mathbb{R}^{d \times d} \) is non-singular and \( \Phi_1 \tilde{Y} = 0 \). We then compute the matrix product:

\[ A A^T \Phi \tilde{Y} = U \left( \begin{smallmatrix} \Sigma_1^2 & 0 \\ 0 & \Sigma_2^2 \end{smallmatrix} \right) \Phi \tilde{Y} = U \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ Z_1 & Z_2 & Z_3 \end{bmatrix}, \]

\[ Z_1 = \Sigma_1^2 \Phi_1 \Phi_1^T \Sigma_1^2, \quad Z_2 = \Sigma_2^2 \Phi_2 \Phi_2^T \Sigma_2^2, \quad Z_3 = \Sigma_3^2 \Phi_3 \tilde{Y}. \]

Let the matrix in \((32)\) have a QR factorization:

\[ U \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ Z_1 & Z_2 & Z_3 \end{bmatrix} = Q \begin{bmatrix} \Phi_1^T \\ \Phi_2^T \\ \Phi_3^T \end{bmatrix} \left( \begin{smallmatrix} R'_{11} & R'_{12} & R'_{13} \\ R'_{21} & R'_{22} & R'_{23} \\ R'_{31} & R'_{32} & R'_{33} \end{smallmatrix} \right) \]

which gives

\[ U \begin{bmatrix} I \\ Z_1 \end{bmatrix} = Q \Phi_1^T R'_{11}. \]

Since matrix \( Y \) is non-singular, by \((25)\) Lemma 4.1, we have \( QQ^T = Q' Q'^T \). Exploiting \((33)\), it follows that

\[ I - Q_1 Q_1^T = U \begin{bmatrix} I - Z_1^{-1} & 0 & -Z_1^{-1} Z_1^T \\ 0 & I & 0 \\ -Z_1 Z_1^{-1} & 0 & I - Z_1 Z_1^{-1} Z_1^T \end{bmatrix} U^T, \]
where \( Z_1 \) is defined in (32), and \( \bar{Z}^{-1} \) is defined as follows:

\[
\bar{Z}^{-1} := R_{11}^{-1} R_{11}^{-T} = (R_{11}^T R_{11})^{-1} = (I + Z_1^T Z_1)^{-1}.
\]

Writing \( A_k = U[\Sigma_1 \ 0 \ 0]^T V^T \), we obtain

\[
(I - Q_1 Q_1^T) A_k = U \begin{bmatrix} (I - \bar{Z}^{-1}) \Sigma_1 & 0 \\ -Z_1 \bar{Z}^{-1} \Sigma_1 \end{bmatrix} V^T.
\]

It follows that

\[
\|(I - Q_1 Q_1^T) A_k\|_2^2 = \|\Sigma_1 (I - \bar{Z}^{-1}) \Sigma_1\|_2 \\
\leq \|\Sigma_1\|_2^2 \|(I - Z_1^{-1})\|_2,
\]

where we have used the following relation that holds for any matrix \( M \) with \( I + M \) being non-singular:

\[
(I + M)^{-1} = I - M(I + M)^{-1} = I - (I + M)^{-1} M.
\]

Let \( K := I - \bar{Z}^{-1} \). Matrix \( K \) is positive semidefinite, and its eigenvalues satisfy [56], p.148:

\[
\lambda_i(K) = \frac{\sigma_i^2(Z_1)}{1 + \sigma_i^2(Z_1)}, \quad i = 1, \ldots, k.
\]

The largest singular value of \( Z_1 \) satisfies:

\[
\sigma_1(Z_1) \leq \frac{\lambda^2_k\|\Phi_2\|_2\|\Phi_1\|_2}{\|\Sigma_1\|_2}.
\]

Accordingly,

\[
\lambda_1(K) \leq \frac{\delta^2_k\|\Phi_2\|_2\|\Phi_1\|_2}{1 + \delta^2_k\|\Phi_2\|_2\|\Phi_1\|_2}.
\]

Plugging this result into (34) and taking the square root, it follows

\[
\|(I - Q_1 Q_1^T) A_k\|_2 \leq \frac{\delta^2_k \sigma_1\|\Phi_2\|_2\|\Phi_1\|_2}{\sqrt{1 + \delta^2_k\|\Phi_2\|_2\|\Phi_1\|_2}}.
\]

For the second term on the right-hand side of (31), we have

\[
\|(I - Q_1 Q_1^T) U \Sigma L\|_2 \leq \|(I - Q_1 Q_1^T)\|_2\|U\|_2\|\Sigma L\|_2 \\
\leq \sigma_k + 1.
\]

By substituting the results in (35) and (36) into (31), the theorem for the basic version of PbP-QLP follows.

When the PI scheme with power parameter \( q \) is used, \( A \) is supplanted by \( (A^T A)^q A^T \), and as a result

\[
\mathcal{R}(D) = \mathcal{R}(A\bar{P}) = \mathcal{R}(A(A^T A)^q A^T \Phi),
\]

Therefore, considering

\[
A(A^T A)^q A^T \Phi = U\Sigma^{2q+2}\Phi,
\]

we now define a non-singular matrix \( Y \) as:

\[
Y = \Phi_1 \begin{bmatrix} \Sigma_1^{2q+2} & 0 \\ 0 & \Sigma_2^{2q+2} \end{bmatrix}^{-1} \Phi_2^T,
\]

and compute the product

\[
A(A^T A)^q A^T \Phi Y = U \begin{bmatrix} I & 0 & 0 \\ Z_1 & Z_2 & Z_3 \end{bmatrix},
\]

where \( Z_1 = \Sigma_3^{2q+2}\Phi_2^T \Sigma_1^{-(2q+2)} \), \( Z_2 = \Sigma_3^{2q+2}\Phi_2^T \Sigma_2^{-(2q+2)} \), and \( Z_3 = \Sigma_3^{2q+2}\Phi_2^T \Phi_3 \). Proceeding further with the procedure as described for \( q = 0 \), the result for PI-incorporated PbP-QLP follows.

APPENDIX B

PROOF OF THEOREM [2]

The left inequality in (16) is easily obtained by the Cauchy’s interlacing theorem [56]. To prove the right inequality, we exploit the following theorem from [57].

**Theorem 9:** (Horn and Johnson [57]). Let \( M, N \in \mathbb{R}^{n_1 \times n_2} \) and \( \ell = \min\{n_1, n_2\} \). Then for \( 1 \leq i, j \leq \ell \) and \( i + j \leq \ell + 1 \),

\[
\sigma_i(MN) \leq \sigma_i(M)\sigma_j(N).
\]

\[
\sigma_{i+j-1}(M + N) \leq \sigma_i(M) + \sigma_j(N).
\]

\[
\sigma_{i+j-1}(MN) \leq \sigma_i(M)\sigma_j(N).
\]

By the definition of \( D_1 \) (29), we have

\[
R_{11} = Q_1^T D_1 = Q_1^T (U_k \Sigma_k X_{11} + U_{\perp} \Sigma_{\perp} X_{21}) \]

\[
= Q_1^T U_k \Sigma_k X_{11} + Q_1^T U_{\perp} \Sigma_{\perp} X_{21}.
\]

Exploiting Theorem 9 results in

\[
\sigma_k(R_{11}) \leq \sigma_k(Q_1^T U_k \Sigma_k X_{11}) + \sigma_1(Q_1^T U_{\perp} \Sigma_{\perp} X_{21}) \]

\[
\leq \sigma_k(Q_1^T U_k \Sigma_k X_{11}) + \sigma_{k+1},
\]

and \( \sigma_k \) of \( Q_1^T U_k \Sigma_k X_{11} \) is bounded above by:

\[
\sigma_k(Q_1^T U_k \Sigma_k X_{11}) \leq \sigma_1(Q_1^T \sigma_k(U_k \Sigma_k X_{11})) \leq \sigma_1(U_k)\sigma_k(X_{11}) \leq \sigma_k.
\]

The last relation follows by applying (37) with \( i = k \) and \( j = 1 \). Plugging the result into (39) gives

\[
\sigma_k(R_{11}) \leq \sigma_k + \sigma_{k+1},
\]

which completes the proof.
APPENDIX C
PROOF OF THEOREM

We provide proofs for the case the PI is used (for the simple form of PBP-QLP, $q = 0$). According to Theorem 2.6.1 of [16], we have for the distance between $\mathcal{R}(U_k)$ and $\mathcal{R}(Q_1)$

$$\text{dist} (\mathcal{R}(U_k), \mathcal{R}(Q_1)) = \| U_k U_k^T - Q_1 Q_1^T \|_2 = \| U_k^T Q_1 \|_2. \quad (40)$$

For the range of $Q$, we have

$$\mathcal{R}(Q) = \mathcal{R}(D) = \mathcal{R}(A\mathbf{P}) = \mathcal{R}(A(A^T A)^q A^T \Phi).$$

We therefore have

$$A(A^T A)^q A^T \Phi = U \begin{bmatrix} \Sigma_k^{2q+2} & 0 \\ 0 & \Sigma_k^{2q+2} \end{bmatrix} \begin{bmatrix} \Phi_{11} \\ \Phi_{21} \\ \Phi_{22} \end{bmatrix} = [Q_1 \quad Q_2] \begin{bmatrix} R_{11} \\ R_{12} \\ 0 \\ R_{22} \end{bmatrix}.$$ 

Let

$$H := U \begin{bmatrix} \Sigma_k^{2q+2} & 0 \\ 0 & \Sigma_k^{2q+2} \end{bmatrix} \begin{bmatrix} \Phi_{11} \\ \Phi_{21} \\ \Phi_{22} \end{bmatrix} = Q_1 R_{11}.$$ 

We now define a matrix $J \in \mathbb{R}^{k \times k}$ as:

$$J := \Phi_{11}^{-1} \Sigma_k^{-(2q+2)},$$

and compute a QR factorization of the product $HJ$:

$$HJ = U \begin{bmatrix} I_k \\ \Sigma_k^{2q+2} \Phi_{21} \Phi_{11}^{-1} \Sigma_k^{-(2q+2)} \end{bmatrix} = \tilde{Q}\tilde{R},$$

which gives

$$\begin{bmatrix} I_k \\ \Sigma_k^{2q+2} \Phi_{21} \Phi_{11}^{-1} \Sigma_k^{-(2q+2)} \end{bmatrix} = \begin{bmatrix} U_{\tilde{R}}^T \\ U_{\tilde{R}}^T \end{bmatrix} \tilde{Q} \tilde{R}.$$ 

From $U_{\tilde{R}}^T \tilde{Q} \tilde{R} = I_k$, it is derived that $\tilde{R}^{-1} = U_{\tilde{R}}^T \tilde{Q}$. Accordingly,

$$U_{\tilde{R}}^T \tilde{Q} = \Sigma_k^{2q+2} \Phi_{21} \Phi_{11}^{-1} \Sigma_k^{-(2q+2)} U_{\tilde{R}}^T \tilde{Q}.$$ 

From (40), it follows that

$$\| U_{\tilde{R}}^T \tilde{Q} \|_2 := \| U_k U_k^T - \tilde{Q} \tilde{Q}^T \|_2$$

By [25, Lemma 4.1], $Q_1 Q_1^T = Q Q^T$. As a result,

$$\text{dist} (\mathcal{R}(U_k), \mathcal{R}(Q_1)) = \| U_{\tilde{R}}^T \tilde{Q} \|_2 \leq \| \Sigma_k^{2q+2} \Phi_{21} \Phi_{11}^{-1} \Sigma_k^{-(2q+2)} \|_2 \| U_k \tilde{Q} \|_2,$$

from which the theorem for (41) follows.

To prove (17), since $P = PP$, we have

$$\mathcal{R}(P) = \mathcal{R}(\tilde{P}) = \mathcal{R}(A^T A)^q A^T \Phi.$$ 

The first relation follows because $\tilde{P}$ is an orthogonal matrix of order $d$. Thus, it suffices to bound from above dist($\mathcal{R}(V_k), \mathcal{R}(\tilde{P}_1)$), where $\tilde{P}_1$ is the first $k$ columns of $\tilde{P}$. The rest of the proof is similar to that of (17), and we therefore omit it.

APPENDIX D
PROOF OF THEOREM

For the left-hand side term in (19), we write

$$\|(I - Q Q^T)A\|_2 \leq \|(I - Q Q^T)A_k\|_2 + \|(I - Q Q^T)A_\perp\|_2 \leq \|(I - Q_1 Q_1^T)A_k\|_2 + \|\Sigma\|_2.$$ 

In the last relation, the first term on the right-hand side results from the fact that $\mathcal{R}(Q_1) \subset \mathcal{R}(Q)$, which for any matrix $A$ yields [24, Proposition 8.5]:

$$\|(I - Q Q^T)A\|_2 \leq \|(I - Q_1 Q_1^T)A\|_2.$$ 

By substituting the bound in (35) into (41), the theorem follows for the case $q = 0$. The theorem for the case when the PI technique is used follows similarly.

APPENDIX E
PROOF OF THEOREM

First, we write $D = Q Q^T D$. It follows that

$$D^T Q_1 Q_1^T D = P A^T Q_1 Q_1^T A \tilde{P}$$

$$= \tilde{P} V^T \begin{bmatrix} \Sigma_1 Z^{-1} \Sigma_1 & 0 & \Sigma_1 Z^{-1} Z_1^T \Sigma_3 \\ 0 & 0 & 0 \\ \Sigma_3 Z_1 Z^{-1} \Sigma_1 & 0 & \Sigma_3 Z_1 Z^{-1} Z_1^T \Sigma_3 \end{bmatrix} V^T \tilde{P}.$$ 

It is seen that $\Sigma_1 Z^{-1} \Sigma_1$ is a submatrix of $D^T Q_1 Q_1^T D$. By replacing $Z^{-1}$, we thus obtain the following relation:

$$\lambda_i(A^T A) \geq \lambda_i(D^T D) \geq \lambda_i(D^T Q_1 Q_1^T D) \geq \lambda_i(\Sigma_1(I + Z_1^T Z_1)^{-1} \Sigma_1).$$

By applying the properties of partial ordering, it follows that

$$Z_1^T Z_1 \leq \delta_{d-p+1} \Sigma_1 \Sigma_1^{-1} \Sigma_1 \leq \Sigma_1(1 + \Delta) \Sigma_1^{-1} \Sigma_1,$$

where $\Delta = \text{diag}(\delta_1, ..., \delta_k)$ is a $k \times k$ matrix with entries $\delta_i = \frac{\sigma_i}{\sigma_p^{d-p+1}}$. In addition, the following relation holds

$$\Sigma_1(I + Z_1^T Z_1)^{-1} \Sigma_1 \geq \Sigma_1(1 + \Delta)^{d-p+1} \Sigma_1 \Sigma_1^{-1} \Sigma_1,$$

which results in

$$\lambda_i(A^T A) \geq \lambda_i(D^T D) \geq \lambda_i(\Sigma_1(I + Z_1^T Z_1)^{-1} \Sigma_1) \geq \frac{\sigma_i^2}{1 + \delta_{d-p+1} \Sigma_1 \Sigma_1^{-1} \Sigma_1}.$$ 

By taking the square root of the last identity, the theorem follows.
According to Theorem 2.1 of [32], the singular values of $L_{11}$ and $D$ are related as follows:

$$\frac{\sigma_i(L_{11})}{\sigma_i(D)} > 1 - O\left(\frac{\|L_{12}\|_2^2}{(1 - \rho^2)\sigma_i^2(L_{11})}\right), \quad i = 1, \ldots, k. \quad (42)$$

We also have the following relation:

$$\frac{\sigma_i(L_{11})}{\sigma_i(D)} = \frac{\sigma_i(L_{11})}{\sigma_i(D)} \times \frac{\sigma_i(D)}{\sigma_i}. \quad (43)$$

By substituting bounds (20) and (42) into (43), the theorem follows.

**APPENDIX G**

**Proof of Theorem 7**

Let $A_k$ and $A^*$ be rank-$k$ approximations of $A$ constructed by the SVD and PbP-QLP, respectively. From the perturbation theory for singular values [58, Corollary 7.3.5], for $i = 1, \ldots, k$, we have

$$|\sigma_i - \sigma_i(L_{11})| \leq \|A_k - \hat{A}_k\|_2.$$

Writing $A_k = U_k U_k^T A$, $\hat{A}_k = Q_k Q_k^T A$, and applying Theorem 5 we obtain

$$|\sigma_i - \sigma_i(L_{11})| \leq \|A\|_2 \text{dist}(\mathcal{R}(U_k), \mathcal{R}(Q_1)),$$

from which the theorem follows.

**APPENDIX H**

**Proof of Theorem 8**

To prove this theorem, we use a key result from Theorem 5.8], stated with our notation as follows:

$$\P\{\|\Phi_i\|_2, \|\Phi_k\|_2 \geq C \} \leq C Y. \quad (44)$$

To prove (24), we observe that (15) is simplified to

$$\|R_{22}\|_2 \leq \sigma_{k+1} + \delta_{2q+2}^2 \sigma_i \|\Phi_2\|_2 \|\Phi_i\|_2.$$

Substituting the bound in (44) into the above equation gives the desired result. The bounds (25) and (26) are likewise obtained, by plugging (44) into (23) and (19), respectively.
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