Accuracy Analysis on Solution of Initial Value Problems of Ordinary Differential Equations for Some Numerical Methods with Different Step Sizes
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ABSTRACT

In this article, three numerical methods namely Euler’s, Modified Euler, and Runge-Kutta method have been discussed, to solve the initial value problem of ordinary differential equations. The main goal of this research paper is to find out the accurate results of the initial value problem (IVP) of ordinary differential equations (ODE) by applying the proposed methods. To achieve this goal, solutions of some IVPs of ODEs have been done with the different step sizes by using the proposed three methods, and solutions for each step size are analyzed very sharply. To ensure the accuracy of the proposed methods and to determine the accurate results, numerical solutions are compared with the exact solutions. It is observed that numerical solutions are best fitted with exact solutions when the taken step size is very much small. Consequently, all the proposed three methods are quite efficient and accurate for solving the IVPs of ODEs. Error estimation plays a significant role in the establishment of a comparison among the proposed three methods. On the subject of accuracy and efficiency, comparison is successfully implemented among the proposed three methods.

Keywords: Euler’s method; Modified Euler method; Fourth-order Runge-Kutta method.

1 Introduction

Differential Equations play a significant role in solving complex mathematical problems in almost every section of Science and Engineering. In mathematics, many real problems emerge in the form of differential equations, either in the form of ordinary differential equations or partial differential equations. Numerical approximation methods are frequently used to solve mathematical problems where it is so much difficult or even impossible to find out exact results. Though there are many analytical methods for solving ODEs, a large number of ODEs cannot be solved by using analytical methods. In those cases, we must have to use numerical approximate methods for solving the IVPs of ODEs. There are several numerical methods to solve the IVPs, where the exactness and effectiveness of all numerical methods are not the same. In day-to-day life, it is very important to know the process before attempting a problem in which the problem can be solved easily with less error and less computational time. From the literature review analysis, we can understand that many authors have worked on numerical solutions of the ODEs using numerous numerical methods namely Euler’s method, Modified Euler method, and RK-4 method, etc. Many authors have taken initiative, to maintain the high correctness for the solution of IVPs of ODEs. In [1], the author represents the accuracy analysis of IVPs for ODEs using the Euler method, and also in[2], the author tries to find out accurate solutions by using the RK-4 method of IVPs of ODEs. Various numerical methods are discussed and provided an order of accuracy in [3], for solving IVPs. A comparison between fourth-order and butcher’s fifth-order RK methods is discussed in [4] and an extension...
of the RK method is discussed in [5]. Improving the modified Euler method, embedded modified Euler method, modified Euler method for dynamic analyses, modified Euler method for finding numerical solution of the intuitionistic fuzzy DEs, enhanced Euler’s method, the accuracy of Euler and modified Euler technique all of these topics are elaborately analyzed in [6–11]. Authors try to established comparison [12], [13] among various numerical methods for solving the IVPs of ODEs. In [14] authors discussed Multistep Iterative Methods for Solving ODEs. The author explains the application of Matlab in [15]. The rest of the part of the article is arranged as: In segment 2, we have presented the formulation of the problem. in segment 3, some numerical examples are solved using the proposed method. In segment 4, we have discussed our finding results elaborately. In the lattermost part, the conclusion is given.

2 Formulation of the Problem

For obtaining the approximate solutions of the IVPs of ODEs, we consider three numerical methods which consisting of the form

\[ y' = f(x, y(x)), \ x \in (x_0, x_n), \ y(x_0) = y_0 \]  

(1)

Here, \( y' = \frac{dy}{dx} \) and \( f(x, y(x)) \) is a given function whereas the solution of the equation (1) is \( y(x) \). A continuous approximation to the solution \( y(x) \) may not be found; instead, approximation result to \( y \) will be produced at different values, with in the interval \( (x_0, x_n) \). Numerical methods engage the equation (1) to obtain the approximate solutions to the values of the solution corresponding to various selected values of \( x = x_n = x_0 + nh \), \( n = 1, 2, 3, ... \) and “\( h \)” denotes the step size. Solution of equation (1) is introduced by a set of points \( \{ (x_n, y_n) : n = 0, 1, 2, 3, ..., n \} \) and each point \( (x_n, y_n) \) is an approximation to the corresponding point \( (x_n, y(x_n)) \) on the curve of the solution.

2.1 Euler’s Method

In 1768, Euler introduced this method for solving the IVPs of the ordinary differential equation. It is the least difficult one-venture strategy. Euler Method is the most elementary approximation procedure for obtaining the result of the initial value problem. Error analysis can be easily understood by studying this method. Euler Approximation is generally denoted by:

\[ y_{n+1}(x) = y_n(x) + hf(x_n, y_n), \text{ where } n = 0, 1, 2, ... \]

2.2 Modified Euler Method

In this method, the curve in the interval \( (x_0, x_1) \) where \( x_1 = x_0 + h \) is approximated by the line through \( (x_0, y_0) \) with the slope \( f(x_0 + \frac{h}{2}, y_0 + \frac{h}{2} f(x_0, y_0)) \) which is the slope as the middle point whose abscissa is average of \( x_0 \) and \( x_1 \). Generalized Modified Euler method is

\[ y_{n+1}(x) = y_n(x) + h f(x_n + \frac{h}{2}, y_n + \frac{h}{2} f(x_n, y_n)) \]

2.3 Runge-Kutta Method

In 1894, the Runge-Kutta Method was first introduced by Runge and then extended by Kutta. Both of them were German mathematicians. RK method is the most well-known method because it is stable, the accuracy level is high and so much easy to coding. In the Runge-Kutta method, it is not required to find the derivatives of the superior order and the results found in the RK-4 method converge closer to the analytical solution. The general solution for the RK-4 method is

\[ y_{n+1}(x) = y_n(x) + \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4), \quad n = 0, 1, 2, ... \]

Where,

\[ k_1 = hf(x, y) \]
\[ k_2 = hf(x + \frac{h}{2}, y + \frac{k_1}{2}) \]
\[ k_3 = hf(x + \frac{h}{2}, y + \frac{k_2}{2}) \]
\[ k_4 = hf(x + h, y + k_3) \]

3 Numerical Example Solved by the Proposed Methods

In this section, two numerical problems are solved by the proposed three numerical methods with different step sizes. Numerical results and errors are computed along with the exact solution.
Using Matlab programming language. Here tables represented the result analysis and figures represent the outcomes, graphically.

**Example 1:** Taking the IVP \( y' = xe^{3x} - 2y, \) \( y(0) = 0 \) with the interval \( 0 \leq x \leq 1 \). Where exact solution of this problem is \( y(x) = \frac{1}{5}xe^{3x} - \frac{1}{25}e^{3x} + \frac{1}{25}e^{-2x} \) \[16\]

Approximate solutions and errors are represented in Tables: 1(a)-(d) and the curves of the numerical solutions are displayed in Figures: 1(a)-(c) and the error estimation are shown in figure: 2-7.

Table 1(a): Numerical approximation and Error analysis for step size 0.1

| \( x_n \) | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution \( y_n \) |
| --- | --- | --- | --- | --- |
| \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) | Error |
| 0.0 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 |
| 0.1 | 0.000000000000 | 5.75E-03 | 0.006749294038 | 9.97E-04 | 0.005754631312 | 2.58E-06 |
| 0.2 | 0.013498588076 | 1.33E-02 | 0.029150443445 | 2.34E-03 | 0.026818770597 | 5.97E-06 |
| 0.3 | 0.047241246468 | 2.39E-02 | 0.075378133434 | 4.23E-03 | 0.071155164515 | 1.06E-05 |
| 0.4 | 0.111581090509 | 3.92E-02 | 0.157727645204 | 6.95E-03 | 0.150795060680 | 1.72E-05 |
| 0.5 | 0.22269549317 | 6.15E-02 | 0.29450076590 | 1.09E-02 | 0.283643159444 | 2.66E-05 |
| 0.6 | 0.40174002971 | 9.43E-02 | 0.512613839343 | 1.66E-02 | 0.496059711487 | 4.01E-05 |
| 0.7 | 0.68437092224 | 1.42E-01 | 0.851350829919 | 2.49E-02 | 0.826540147642 | 5.95E-05 |
| 0.8 | 1.11912863167 | 2.12E-01 | 1.367687493311 | 3.68E-02 | 1.330944404474 | 8.47E-05 |
| 0.9 | 1.77715015789 | 3.13E-01 | 2.14383316315 | 5.41E-02 | 2.089901607342 | 1.27E-04 |
| 1.0 | 2.76090146780 | 4.58E-01 | 3.297890507633 | 7.88E-02 | 3.219283395463 | 1.84E-04 |

Table 1(b): Numerical approximation and Error analysis for step size 0.05

| \( x_n \) | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution \( y_n \) |
| --- | --- | --- | --- | --- |
| \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) | Error |
| 0.0 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 |
| 0.1 | 0.002904585607 | 2.85E-03 | 0.005996035529 | 2.44E-04 | 0.005752215632 | 1.62E-07 |
| 0.2 | 0.02189420367 | 6.62E-03 | 0.027385660104 | 5.73E-04 | 0.026813176258 | 3.74E-07 |
| 0.3 | 0.05921499908 | 1.19E-02 | 0.072179548852 | 1.04E-03 | 0.071145194819 | 6.67E-07 |
| 0.4 | 0.13177686492 | 1.96E-02 | 0.152476152077 | 1.70E-03 | 0.150778915532 | 1.08E-06 |
| 0.5 | 0.25280810519 | 3.08E-02 | 0.286275903353 | 2.66E-03 | 0.28361891417 | 1.67E-06 |
| 0.6 | 0.44880451446 | 4.72E-02 | 0.500071097732 | 4.05E-03 | 0.496022080755 | 2.52E-06 |
| 0.7 | 0.75530448428 | 7.12E-02 | 0.832550464785 | 6.07E-03 | 0.826484958769 | 3.73E-06 |
| 0.8 | 1.228421078658 | 1.06E-01 | 1.339842276136 | 8.99E-03 | 1.330862495679 | 5.47E-06 |
| 0.9 | 1.93324133417 | 1.57E-01 | 2.102958301727 | 1.32E-02 | 2.089782356165 | 7.96E-06 |
| 1.0 | 2.98972425296 | 2.29E-01 | 3.238309127452 | 1.92E-02 | 3.219110831606 | 1.15E-05 |
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### Table 1(c): Numerical approximation and Error analysis for step size 0.025

| $x_n$ | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution($y_n$) |
|-------|----------------|-----------------------|--------------------|-----------------------|
|       | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error |
| 0.0   | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 |
| 0.1   | 0.004335777285 | 1.42E-03 | 0.005812269509 | 6.02E-05 | 0.005752064070 | 1.01E-08 | 0.005752053972 | 6.51E-09 |
| 0.2   | 0.023511255782 | 3.30E-03 | 0.026954180136 | 1.41E-04 | 0.026812825231 | 2.34E-08 | 0.026812801841 | 7.12E-09 |
| 0.3   | 0.065189414327 | 5.96E-03 | 0.071399940965 | 2.55E-04 | 0.071144569342 | 4.17E-08 | 0.071144527667 | 4.23E-09 |
| 0.4   | 0.140984971975 | 9.79E-03 | 0.151196875876 | 4.19E-04 | 0.15077902934 | 6.75E-08 | 0.15077783574 | 6.71E-09 |
| 0.5   | 0.268216182029 | 1.54E-02 | 0.28427236357 | 6.56E-04 | 0.283616626128 | 1.04E-07 | 0.283616521867 | 1.04E-08 |
| 0.6   | 0.472412666565 | 2.36E-02 | 0.497018392082 | 9.99E-04 | 0.49601972666 | 1.57E-07 | 0.49601956563 | 1.64E-08 |
| 0.7   | 0.79081920111 | 3.56E-02 | 0.82797794459 | 1.50E-03 | 0.826481120592 | 2.33E-07 | 0.826480869814 | 2.39E-08 |
| 0.8   | 1.2778383329234 | 5.30E-02 | 1.33307213991 | 2.22E-03 | 1.33085736774 | 3.41E-07 | 1.33085702639 | 3.47E-08 |
| 0.9   | 2.01151257325 | 7.83E-02 | 2.093025016734 | 3.25E-03 | 2.089774893669 | 4.97E-07 | 2.08977439701 | 4.97E-08 |
| 1.0   | 3.104429503703 | 1.15E-01 | 3.223835121649 | 4.74E-03 | 3.219100037310 | 7.18E-07 | 3.219099319039 | 7.25E-08 |

### Table 1(d): Numerical approximation and Error analysis for step size 0.0125

| $x_n$ | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution($y_n$) |
|-------|----------------|-----------------------|--------------------|-----------------------|
|       | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error |
| 0.0   | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 | 0.000000000000 | 0.00E+00 |
| 0.1   | 0.005045831795 | 7.06E-04 | 0.005767003879 | 1.49E-05 | 0.005752054602 | 6.31E-10 | 0.005752053972 | 6.31E-10 |
| 0.2   | 0.025164790521 | 1.65E-03 | 0.026847902665 | 3.51E-05 | 0.02681283032 | 1.46E-09 | 0.026812801841 | 1.49E-09 |
| 0.3   | 0.068169901843 | 2.97E-03 | 0.07120793211 | 6.34E-05 | 0.07114453026 | 2.60E-09 | 0.071144527667 | 2.61E-09 |
| 0.4   | 0.145884152643 | 4.89E-03 | 0.150881866166 | 1.04E-04 | 0.15077838687 | 4.21E-09 | 0.15077783547 | 4.23E-09 |
| 0.5   | 0.275918865492 | 7.70E-03 | 0.28377939607 | 1.63E-04 | 0.28361652837 | 6.51E-09 | 0.283616521867 | 6.53E-09 |
| 0.6   | 0.484218652898 | 1.18E-02 | 0.496267368286 | 2.48E-04 | 0.49601957434 | 9.80E-09 | 0.49601956563 | 9.82E-09 |
| 0.7   | 0.808689273993 | 1.78E-02 | 0.826852420892 | 3.72E-04 | 0.82648088434 | 1.45E-08 | 0.826480869814 | 1.46E-08 |
| 0.8   | 1.304352661078 | 2.65E-02 | 1.33140695918 | 5.50E-04 | 1.330857047705 | 2.13E-08 | 1.330857026397 | 2.15E-08 |
| 0.9   | 2.050652054747 | 3.91E-02 | 2.09058115411 | 8.07E-04 | 2.08977442801 | 3.10E-08 | 2.089774397011 | 3.12E-08 |
| 1.0   | 3.161779432515 | 5.73E-02 | 3.220274616732 | 1.18E-03 | 3.219099363868 | 4.48E-08 | 3.219099319039 | 4.50E-08 |
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Figure 1(a). Exact solutions curve

Figure 1(b). Approximate solution curve for step size 0.1

Figure 1(c). Approximate solution curve for step size 0.05

Figure 1(d). Approximate solution curve for step size 0.025

Figure 1(e). Approximate solution curve for step size 0.0125
Figure 2. Error estimation for different step sizes obtained by Euler’s method using Matlab

Figure 3. Error estimation diagram obtained by Euler’s method using MS Excel for different step sizes
Figure 4. Error estimation for different step sizes obtained by Modified Euler method using Matlab

Figure 5. Error estimation diagram obtained by Modified Euler method using MS Excel for different step size
Figure 6. Error estimation for different step size obtained by Runge-Kutta method using Matlab

Figure 7. Error estimation diagram obtained by Runge-Kutta method using MS Excel for different step size
Example 2: Taking the IVP \( y' = \cos 2x + \sin 3x, y(0) = 1 \) with the interval \( 0 \leq x \leq 1 \).

Where exact solution of this problem is \( y(x) = \frac{1}{2} \sin 2x - \frac{1}{3} \cos 3x + \frac{4}{3} \) \[16\]

Approximate solutions and errors are represented in Tables: 2(a)-(d) and the curves of the numerical solutions are shown in Figures: 8(a)-(c) and the error estimation are shown in Figures: 9-14. Table: 2(a), 2(b), 2(c), 2(d) represents numerical approximations and errors of step sizes 0.1, 0.05, 0.025, 0.0125 respectively.

Table 2(a): Numerical approximation and Error analysis for step size 0.1

| \( x_n \) | Euler's method | | Modified Euler method | | Runge-Kutta method | | Exact Solution(\( y_n \)) |
|---|---|---|---|---|---|---|---|
| \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) |
| 0.0 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 |
| 0.1 | 1.100000000000 | 1.42E-02 | 1.113779392250 | 4.43E-04 | 1.114225959952 | 9.72E-08 | 1.11422502356 |
| 0.2 | 1.227586784500 | 2.54E-02 | 1.251834851820 | 1.09E-03 | 1.252930905339 | 2.72E-07 | 1.252930632851 |
| 0.3 | 1.376129025190 | 3.23E-02 | 1.406562151417 | 1.89E-03 | 1.408457599999 | 5.13E-07 | 1.408451247274 |
| 0.4 | 1.536952776440 | 3.42E-02 | 1.568432567409 | 2.79E-03 | 1.571226295222 | 7.99E-07 | 1.571225460624 |
| 0.5 | 1.699809857175 | 3.06E-02 | 1.726597217999 | 3.73E-03 | 1.730490866058 | 1.11E-06 | 1.730489758515 |
| 0.6 | 1.853649586422 | 2.14E-02 | 1.870450855690 | 4.63E-03 | 1.875088320681 | 1.41E-06 | 1.875086097881 |
| 0.7 | 1.987270124958 | 7.07E-03 | 1.988928950435 | 5.41E-03 | 1.994341921838 | 1.69E-06 | 1.994340333194 |
| 0.8 | 2.090587775913 | 1.17E-02 | 2.072900958825 | 6.02E-03 | 2.078919951205 | 1.91E-06 | 2.078918040035 |
| 0.9 | 2.155214141738 | 3.36E-02 | 2.115223031015 | 6.39E-03 | 2.121616590141 | 2.06E-06 | 2.121614529445 |
| 1.0 | 2.175231920292 | 5.73E-02 | 2.111480578868 | 6.50E-03 | 2.117981669124 | 2.12E-06 | 2.117979545613 |

Table 2(b): Numerical approximation and Error analysis for step size 0.05

| \( x_n \) | Euler's method | | Modified Euler method | | Runge-Kutta method | | Exact Solution(\( y_n \)) |
|---|---|---|---|---|---|---|---|
| \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) | Error | \( y(x_n) \) |
| 0.0 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 |
| 0.1 | 1.07222114888 | 7.00E-03 | 1.114111784500 | 1.11E-04 | 1.11422502356 | 6.07E-09 | 1.11422502356 |
| 0.2 | 1.24056555275 | 1.24E-02 | 1.252659141960 | 2.71E-04 | 1.252930632851 | 1.70E-08 | 1.252930632851 |
| 0.3 | 1.39276294740 | 1.57E-02 | 1.407973957854 | 4.72E-04 | 1.408452724724 | 3.20E-08 | 1.408451247274 |
| 0.4 | 1.55480911611 | 1.64E-02 | 1.57052836494 | 6.98E-04 | 1.571225460624 | 4.98E-08 | 1.571225460624 |
| 0.5 | 1.71615147682 | 1.44E-02 | 1.72955807993 | 9.32E-04 | 1.730489758515 | 6.91E-08 | 1.730489758515 |
| 0.6 | 1.86552609799 | 9.56E-03 | 1.87393120443 | 1.16E-03 | 1.875086907881 | 8.18E-08 | 1.875086907881 |
| 0.7 | 1.992159266248 | 2.18E-03 | 1.992988678987 | 1.35E-03 | 1.994340338451 | 1.05E-07 | 1.994340233194 |
| 0.8 | 2.086258611653 | 7.34E-03 | 2.077415203110 | 1.50E-03 | 2.078918040035 | 1.19E-07 | 2.078918040035 |
| 0.9 | 2.14001755721 | 1.84E-02 | 2.120018200359 | 1.60E-03 | 2.121614529445 | 1.29E-07 | 2.121614529445 |
| 1.0 | 2.148232067272 | 3.03E-02 | 2.116356396560 | 1.62E-03 | 2.117979678083 | 1.32E-07 | 2.117979545613 |
Table 2(c): Numerical approximation and Error analysis for step size 0.025

| $x_n$ | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution($y_n$) |
|-------|----------------|-----------------------|--------------------|------------------------|
|       | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error |
| 0.0   | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 |
| 0.1   | 1.110749992637 | 3.47E-03 | 1.11419482744 | 2.77E-05 | 1.114222502735 | 3.79E-10 | 1.114222502356 | 3.79E-10 |
| 0.2   | 1.246791479539 | 6.14E-03 | 1.252862772881 | 6.79E-05 | 1.252930633913 | 1.06E-09 | 1.252930632851 | 1.06E-09 |
| 0.3   | 1.400725017356 | 7.73E-03 | 1.408333298913 | 1.1E-04 | 1.408451249273 | 2.0E-09 | 1.408451247274 | 2.0E-09 |
| 0.4   | 1.563191769534 | 8.03E-03 | 1.571051091797 | 1.74E-04 | 1.571225463738 | 3.11E-09 | 1.571225460624 | 3.11E-09 |
| 0.5   | 1.723534424552 | 6.96E-03 | 1.730256890708 | 2.33E-04 | 1.730489762831 | 4.32E-09 | 1.730489758515 | 4.32E-09 |
| 0.6   | 1.870595480808 | 4.49E-03 | 1.874798048125 | 2.89E-04 | 1.875086913388 | 5.51E-09 | 1.875086907881 | 5.51E-09 |
| 0.7   | 1.993587717283 | 7.53E-04 | 1.994002243653 | 3.38E-04 | 1.99430239775 | 6.85E-09 | 1.994302331914 | 6.85E-09 |
| 0.8   | 2.082964124496 | 4.05E-03 | 2.078542420224 | 3.76E-04 | 2.07891804783 | 7.45E-09 | 2.078918040035 | 7.45E-09 |
| 0.9   | 2.131213321269 | 9.60E-03 | 2.121215543589 | 3.99E-04 | 2.121614537476 | 8.03E-09 | 2.121614529445 | 8.03E-09 |
| 1.0   | 2.13511693059 | 1.55E-02 | 2.117573857702 | 4.06E-04 | 2.117979553889 | 8.28E-09 | 2.117979545613 | 8.28E-09 |

Table 2(d): Numerical approximation and Error analysis for step size 0.0125

| $x_n$ | Euler's method | Modified Euler method | Runge-Kutta method | Exact Solution($y_n$) |
|-------|----------------|-----------------------|--------------------|------------------------|
|       | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error | $y(x_n)$ | Error |
| 0.0   | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 | 1.000000000000 | 0.00E+00 |
| 0.1   | 1.112493166509 | 1.73E-03 | 1.114215583912 | 6.92E-06 | 1.114222502379 | 2.40E-11 | 1.114222502356 | 2.40E-11 |
| 0.2   | 1.249878021984 | 3.05E-03 | 1.252913668655 | 1.70E-05 | 1.252930632917 | 6.60E-11 | 1.252930632851 | 6.60E-11 |
| 0.3   | 1.404617620904 | 3.83E-03 | 1.40842176183 | 2.95E-05 | 1.408451247399 | 1.25E-10 | 1.408451247274 | 1.25E-10 |
| 0.4   | 1.567252209577 | 3.97E-03 | 1.571181870797 | 4.36E-05 | 1.571225460819 | 1.95E-10 | 1.571225460624 | 1.95E-10 |
| 0.5   | 1.727070311723 | 3.42E-03 | 1.730431544801 | 5.82E-05 | 1.730489758784 | 2.70E-10 | 1.730489758515 | 2.70E-10 |
| 0.6   | 1.872913431431 | 2.17E-03 | 1.87504697072 | 7.22E-05 | 1.875086908225 | 3.44E-10 | 1.875086907881 | 3.44E-10 |
| 0.7   | 1.994048432560 | 2.92E-04 | 1.994255785745 | 8.44E-05 | 1.99430239775 | 4.11E-10 | 1.994302331914 | 4.11E-10 |
| 0.8   | 2.081034992804 | 2.12E-03 | 2.078824140668 | 9.39E-05 | 2.078918040500 | 4.65E-10 | 2.078918040035 | 4.65E-10 |
| 0.9   | 2.126513677884 | 4.90E-03 | 2.121514789004 | 9.97E-05 | 2.121614529947 | 5.02E-10 | 2.121614529445 | 5.02E-10 |
| 1.0   | 2.125847047520 | 7.87E-03 | 2.117878129842 | 1.01E-04 | 2.117979546130 | 5.17E-10 | 2.117979545613 | 5.17E-10 |
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Figure 8(a). Exact solutions curve

Figure 8(b). Approximate solution curve for step size 0.1

Figure 8(c). Approximate solution curve for step size 0.05

Figure 8(d). Approximate solution curve for step size 0.025

Figure 8(e). Approximate solution curve for step size 0.0125
Figure 9. Error estimation for different step sizes obtained by Euler’s method using Matlab

Figure 10. Error estimation diagram obtained by Euler’s method using MS Excel for different step sizes
Figure 11. Error estimation for different step sizes obtained by Modified Euler method using Matlab

Figure 12. Error estimation diagram obtained by Modified Euler method using MS Excel for different step sizes
Figure 13. Error estimation for different step sizes obtained by Runge-Kutta method using Matlab

Figure 14. Error estimation diagram obtained by Runge-Kutta method using MS Excel for different step sizes
4 Results & Discussion

In this article, for a better understanding of the proposed three methods with different step sizes, various figures and result-table is used. Table: 1(a)-(e) and Table: 2(a)-(e) represents the approximate result analysis and also the error estimation for step sizes 0.1, 0.05, 0.025, and 0.0125 elaborately. Figures: 1(a)-(c) and Figures: 8(a)-(e) shown the exact solution curve along with the approximate solution curves for the different step sizes. Error estimation plays a vital role to determine the superiority of the proposed three methods. As a consequence, for a clearer appreciation, error analysis is shown in two different ways for every step size where Matlab programming language and MS Excel are used. Figures: 2-7 and Figures: 9-14 reveal the error estimation for the proposed three methods with different step sizes. It is observed that the accuracy level of all the proposed methods depends on the step sizes. The accuracy level of all the proposed methods is increased gradually when the step sizes become too much decreased. For all the proposed three methods it is revealed that a small step size provides a better approximation. Errors are analyzed for every step size, which established a comparison of accuracy and effectiveness among all the proposed three methods. The accuracy level and convergence rate are highest for Runge-Kutta fourth-order method compare to other methods.

5 Conclusion

In this article, three numerical methods namely Runge-Kutta fourth-order method, Modified Euler method, and Euler’s method are discussed for solving the IVPs of the ODEs. The results of the proposed methods are best fitted with the exact solution for a relatively very much small step size h. From the result analysis table, it is observed that very much small step size should have taken for every method for achieving accurate results. The smaller step size is taken; the more accurate results are found. Among the three methods, the rate of convergence to the accurate solution was maximum for Runge-Kutta fourth-order method and minimum for the Euler method. It revealed that the Runge-Kutta fourth-order method is better compared to the other two methods in terms of accuracy and efficacy. To conclude, for the solution of IVPs of ODEs, in the field of science and engineering, the Runge-Kutta fourth-order method gives the best approximation result.
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