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Abstract: In this paper, a rigorous Lyapunov direct method (LDM) is proposed to analyze the stability of fractional non-linear systems involving Hadamard or Caputo–Hadamard derivatives. Based on the characteristics of Hadamard-type calculus, several new inequalities are derived for different definitions. By means of the developed inequalities and modified Laplace transform, the sufficient conditions can be derived to guarantee the Hadamard–Mittag–Leffler (HML) stability of the systems. Lastly, two illustrative examples are given to show the effectiveness of our proposed results.
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1. Introduction

Over the last two decades, fractional calculus has been shown to be a powerful tool for modeling some non-classical phenomena in nature and society [1,2]. Fractional differential equations can describe materials and processes with memory, inheritance, and non-locality more compatible than the corresponding integer order models [3], such as viscoelastic systems, signal processing, electrochemistry, biology, biophysics, and so on [4–9]. In order to characterize the differences between these features, many different types fractional calculus have been proposed, such as Riemann–Liouville, Caputo, and Hadamard [10,11].

A large number of papers and books have studied the typical fractional derivatives (Riemann–Liouville and Caputo) [12–18], but Hadamard and Caputo–Hadamard derivatives are also worth further study. There are many differences between the Hadamard calculus and typical fractional ones: the kernel function of the former is logarithmic form \((\log t)/t^{\alpha-1}\), while that of the latter is power form \((t-s)^{\alpha-1}\); the former can be viewed as a generalization of the form \((t^d/d^n)^{\alpha}\), and the latter can be thought of as an extension of classical derivatives \((d/dt)^{\alpha}\). The solutions of Hadamard-type differential equations can own logarithmic decay \((\log t)^{-\alpha}\), but typical fractional differential equations have the power-law decay \(t^{-\alpha}\) [19]. In addition, the Hadamard-type calculus are widely applied to practical problems in mechanics and engineering, such as crack problems, fracture analysis [20], and igneous rock [21,22].

There is no doubt that stability analysis is a core problem for fractional systems. Many papers have focused on the stability of Riemann–Liouville and Caputo fractional systems, such as Caputo linear systems [23], Caputo non-linear systems [24–26], Caputo time-delay systems [27], Riemann–Liouville non-linear systems [28], Riemann–Liouville time-varying delays systems [29], and so on. However, there are few topics on the stability of Hadamard and Caputo–Hadamard fractional systems. It should be note that Li et al. [19] investigated the logarithmic decay of fractional Hadamard and Caputo–Hadamard systems. Ma et al. [30] discussed the finite-time stability of Hadamard-type systems.

It is well known that the LDM provides a handy tool for the stability analysis of fractional non-linear systems. There are two main aspects to illustrate its importance: on
the one hand, this technique allows to formalize practical goals; on the other hand, LDM obtain the stability of a wide class of fractional systems without explicitly solving it. The LDM refers to look for a Lyapunov function for a non-linear differential equation. The LDM is only a sufficient condition for proving the stability, which means that the non-linear system may be stable, even if the Lyapunov function is not found. However, it is not easy to construct an appropriate Lyapunov function, due to there being few practical algebraic criteria for fractional systems.

Inspired by the above discussion, this paper studies the LDM of Hadamard-type fractional non-linear systems, aiming to give some simple criteria of stability. Firstly, several new Hadamard-type fractional inequalities are given, which extend the applications of Hadamard calculus. Then, the asymptotic stability of Hadamard and Caputo–Hadamard non-autonomous systems are obtained by LDM. Finally, two examples are given to illustrate the efficiency of the developed theory by the predictor–corrector algorithm.

The layout of the current paper is structured as follows. Section 2 introduces some necessary definitions and lemmas. Section 3 develops several inequalities. Section 4 proves the efficiency of the developed theory by the predictor–corrector algorithm.

Theorem 2. Let

\[ t < 0, \quad 0 < \alpha < 1. \]

The Hadamard derivative of function \( f(t) \) is defined by

\[ H^\alpha_{t_0,t} f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{\alpha-1} f(s) \frac{ds}{s}, \]

where \( 0 < t_0 < t \) and \( \alpha > 0 \).

Definition 2 ([31]). The Hadamard derivative of function \( f(t) : (t_0, +\infty) \to \mathbb{R} \) is defined by

\[ H^\alpha_{t_0,t} f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \left( \log \frac{t}{s} \right)^{n-\alpha-1} f(s) \frac{ds}{s}, \]

where \( t_0 > 0, \delta = t \frac{d}{dt}, \) and \( n-1 < \alpha < n \in \mathbb{Z}^+ \).

Definition 3 ([32]). The Caputo–Hadamard derivative of function \( f(t) : (t_0, +\infty) \to \mathbb{R} \) is defined by

\[ \text{CH}^\alpha_{t_0,t} f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{n-\alpha-1} \left( \frac{d}{ds} \right)^n f(s) \frac{ds}{s}, \]

where \( t_0 > 0, \) and \( n-1 < \alpha < n \in \mathbb{Z}^+ \).

Obviously \( \text{CH}^\alpha_{t_0,t} C = 0, \forall C \in \mathbb{R} \).

Lemma 1 ([1,32,33]). Let \( \alpha, \beta \in (0,1), \) and \( t_0 > 0. \) Then, the following relationships hold:

\[ \begin{align*}
(i) & \quad \text{CH}^\alpha_{t_0,t} f(t) = H^\alpha_{t_0,t} f(t) - f(t_0) \left( \frac{1}{1-\alpha} \right) \left( \log \frac{t}{t_0} \right)^{-\alpha}; \\
(ii) & \quad H^\alpha_{t_0,t} \left( H^\beta_{t_0,t} f(t) \right) = H^\alpha_{t_0,t} f(t); \\
(iii) & \quad H^\alpha_{t_0,t} \left( \text{CH}^\alpha_{t_0,t} f(t) \right) = f(t) - f(t_0).
\end{align*} \]
Lemma 2 ([34]). Let $\mathcal{L}_m$ be the modified Laplace transform. Then, the following relationships hold:

(i) $\mathcal{L}_m \left( \mathcal{H} \mathcal{D}^{-\alpha}_{t_0} f(t) \right) = s^{-\alpha} \mathcal{L}_m \{ f(t) \}$; \hspace{1cm} (4)

(ii) $\mathcal{L}_m \left( \mathcal{H} \mathcal{D}^{\beta}_{t_0} f(t) \right) = s^\beta \mathcal{L}_m \{ f(t) \} - \left. \sum_{k=0}^{n-1} s^{n-k-1} \delta^k \mathcal{H} \mathcal{D}^{-(n-k)}_{t_0} f(t) \right|_{t=t_0}$; \hspace{1cm} (5)

(iii) $\mathcal{L}_m \left( \mathcal{C} \mathcal{H} \mathcal{D}^{\alpha}_{t_0} f(t) \right) = s^\alpha \mathcal{L}_m \{ f(t) \} - \sum_{k=0}^{n-1} s^{n-k-1} \delta^k f(t_0)$, \hspace{1cm} (6)

where $n-1 < \alpha < n \in \mathbb{Z}^+$ and $t_0 > 0$.

Lemma 3 ([34]). Let $E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}$ be the Mittag–Leffler function. Then, there holds

$$\mathcal{L}_m \left\{ \left( \log \frac{t}{t_0} \right)^{\alpha k + \beta - 1} E_{\alpha,\beta}^{(k)} \left( \pm \eta \left( \log \frac{t}{t_0} \right)^\alpha \right) \right\} = \frac{k^{\frac{\alpha}{\alpha - \beta}} E_{\alpha,\beta}^{(k)}(z)}{(s^\alpha \pm \eta k)^{\frac{\beta}{\alpha - \beta}}},$$

where $\text{Re}(s) > \frac{1}{\eta}, \alpha > 0, \beta > 0, z \in \mathbb{C}$, and $E_{\alpha,\beta}^{(k)}(y) = \frac{d^k}{dy^k} E_{\alpha,\beta}(y)$.

Lemma 4 ([34]). Assume $\mathcal{L}_m \{ \phi(t) \} = \ hats \phi(s)$ and $\mathcal{L}_m \{ \psi(t) \} = \ hats \psi(s)$, then

$$\mathcal{L}_m \{ \phi(t) \ast \psi(t) \} = \mathcal{L}_m \{ \phi(t) \} \mathcal{L}_m \{ \psi(t) \} = \phi(s) \psi(s),$$

and

$$\mathcal{L}_m^{-1} \{ \phi(s) \psi(s) \} = \phi(t) \ast \psi(t),$$

where $\mathcal{L}_m^{-1}$ is the inverse modified Laplace transform, and the convolution $\ast$ is defined by

$$\phi(t) \ast \psi(t) = \int_{t_0}^{t} \phi \left( \frac{t_0}{\tau} \right) \psi(\tau) \frac{d\tau}{\tau}. \hspace{1cm} (7)$$

Lemma 5 ([33]). Let $f(t, \varphi(t))$ be locally Lipschitz continuous in $\varphi(t)$ for any $t > t_0$. Assume $\varphi(t)$ and $\psi(t)$ are continuous functions satisfying Caputo–Hadamard fractional equations $\mathcal{C} \mathcal{H} \mathcal{D}^{\alpha}_{t_0} \varphi(t) = f(t, \varphi(t))$ and $\mathcal{C} \mathcal{H} \mathcal{D}^{\alpha}_{t_0} \psi(t) \leq f(t, \psi(t))$, $\alpha \in (0, 1)$, respectively. If $\varphi(t_0) \leq \psi(t_0)$, then one has $\varphi(t) \leq \psi(t)$.

Lemma 6 ([35]). Let $A$ be an $n \times n$ matrix. If $0 < \alpha < 2$, $\beta \in \mathbb{R}$, $\frac{\pi \alpha}{2} < u < \min\{ \pi, \pi \alpha \}$, $u \leq \arg(\lambda(A)) \leq \pi$ and $\gamma > 0$, then

$$\| E_{\alpha,\beta}(A) \| \leq \frac{\gamma}{1 + \| A \|},$$

where $\| \cdot \|$ is the $l_2$-norm.

3. Hadamard-Type Fractional Inequalities

In this part, some Hadamard-type fractional inequalities are given, which are very important in the stability analysis.

Theorem 1. For the continuous function $f(t, \varphi(t))$, one gets

$$\| \mathcal{H} \mathcal{D}^{\alpha}_{t_0} f(t, \varphi(t)) \| \leq \mathcal{H} \mathcal{D}^{\alpha}_{t_0} \| f(t, \varphi(t)) \|,$$

where $\alpha > 0$ and $t > t_0 > 0$.

Proof. From the Definition 1, one has
Then, the following inequalities hold:

\[
\| H\mathcal{D}^a_{I_0}f(t, \varphi(t)) \| = \left\| \frac{1}{\Gamma(a)} \int_0^t \left( \frac{t}{s} \right)^{a-1} f(s, \varphi(s)) \frac{ds}{s} \right\| \\
\leq \frac{1}{\Gamma(a)} \int_0^t \left( \frac{t}{s} \right)^{a-1} \| f(s, \varphi(s)) \| \frac{ds}{s} \\
= H\mathcal{D}^a_{I_0} \| f(t, \varphi(t)) \|. 
\]

Theorem 2. Let \( x(t) \in \mathbb{R}, a \in (0, 1), X(t) \in \mathbb{R}^n, \) and \( M \in \mathbb{R}^{n \times n} \) be a positive definite matrix. Then, the following inequalities hold:

(i) \( CHD^x_{I_0} x^{2m}(t) \leq 2x^m(t) CHD^x_{I_0} x^m(t) \); (8)

(ii) \( CHD^x_{I_0} x^\alpha(t) \leq \frac{2m}{n} x(t) CHD^x_{I_0} x^{\alpha-1}(t) \); (9)

(iii) \( CHD^x_{I_0} x^\frac{m}{n}(t) \leq \frac{2m}{n} x^{\frac{m}{n}-1}(t) CHD^x_{I_0} x(t) \); (10)

(iv) \( CHD^x_{I_0} x^m(t) \leq 2x^{m-1}(t) CHD^x_{I_0} x(t) \); (11)

(v) \( CHD^x_{I_0} \left( X^\top(t) MX(t) \right) \leq 2X^\top(t) M CHD^x_{I_0} X(t) \); (12)

where \( t > t_0, m \in \mathbb{N}^+, n \in \mathbb{N}^+ \) and \( 2m \geq n \).

Proof. (i) By applying Definition 3, let

\[
y(t) = \Gamma(1-a) \left( CHD^x_{I_0} x^{2m}(t) - 2x^m(t) CHD^x_{I_0} x^m(t) \right) \\
= 2m \left[ \int_{t_0}^t \left( \frac{t}{s} \right)^{-a} x^m(s) \frac{ds}{s} - x^m(t) \int_{t_0}^t \left( \frac{t}{s} \right)^{-a} x^m(s) \frac{ds}{s} \right] \\
= 2m \left[ \left( \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right) \right] \left[ \frac{ds}{s} \right]. 
\]

Taking integrate by parts on \((13)\), it follows

\[
y(t) = \left( \log \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right)^2 |_{s=1} - \left( \log \frac{t}{t_0} \right)^{-a} \left( x^m(t_0) - x^m(t) \right)^2 \\
= a \int_{t_0}^t \left( \log \frac{t}{s} \right)^{-a-1} \left( x^m(s) - x^m(t) \right)^2 \frac{ds}{s}, 
\]

in which

\[
\lim_{s \to t} \left( \log \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right)^2 = \lim_{s \to t} \left( \log \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right)^2 \\
= \lim_{s \to t} \left( \log \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right)^2 \\
= \lim_{s \to t} \left( \log \frac{t}{s} \right)^{-a} \left( x^m(s) - x^m(t) \right)^2 \\
= 0. 
\]

According to \((14)\), we get \( y(t) \leq 0 \). The proof of \((8)\) is completed.

(ii) Similarly, by Definition 3, we derive
\[
\Gamma(1 - \alpha)(CHD_{t_0}^{\alpha}x_{\frac{m}{n}}(t) - \frac{2m}{2m-n}x(t)CHD_{t_0}^{\alpha}x_{\frac{m}{n}-1}(t))
= \frac{2m}{n} \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} x_{\frac{m}{n}-1}(s) \frac{dx(s)}{ds} ds
- \frac{2m(x(t))}{2m-n} \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} \left( \frac{2m}{n} - 1 \right) x_{\frac{m}{n}-2}(s) \frac{dx(s)}{ds} ds
= \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} \frac{d}{ds} y(s) ds,
\]

where \( y(s) = x_{\frac{m}{n}}(s) - \frac{2m}{2m-n}x(t)x_{\frac{m}{n}-1}(s) + \left( \frac{2m}{2m-n} - 1 \right)x_{\frac{m}{n}}(t). \)

By means of integrating by parts on (16), one deduces that
\[
\Gamma(1 - \alpha)(CHD_{t_0}^{\alpha}x_{\frac{m}{n}}(t) - \frac{2m}{2m-n}x(t)CHD_{t_0}^{\alpha}x_{\frac{m}{n}-1}(t))
= \lim_{t_0 \to t} \frac{y(s)}{\left( \log \frac{t}{s} \right)^{1-a}} s=t - \frac{y(t_0)}{\left( \log \frac{t}{t_0} \right)^{1-a}} - \alpha \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} y(s) ds,
\]

where
\[
\lim_{t_0 \to t} \frac{y(s)}{\left( \log \frac{t}{s} \right)^{1-a}} = \lim_{t_0 \to t} \left( \frac{2m}{n} x_{\frac{m}{n}-1}(s) \frac{ds(s)}{ds} - \frac{2m}{n} x(t)x_{\frac{m}{n}-2}(s) \frac{dx(s)}{ds} \right) \left( \log \frac{t}{s} \right)^{1-a} = 0.
\]

By means of Young’s inequality [36], one has
\[
x_{\frac{m}{n}-1}(s)x(t) \leq |x_{\frac{m}{n}-1}(s) | \cdot |x(t) | \leq \frac{2m-n}{2m} x_{\frac{m}{n}}(s) + \frac{n}{2m} x_{\frac{m}{n}}(t).
\]

Moreover,
\[
y(s) \geq x_{\frac{m}{n}}(s) - \frac{2m}{2m-n} \left( \frac{2m-n}{2m} x_{\frac{m}{n}}(s) + \frac{n}{2m} x_{\frac{m}{n}}(t) \right) + \left( \frac{2m}{2m-n} - 1 \right)x_{\frac{m}{n}}(t)
= 0.
\]

Therefore, from Formula (17), it holds that
\[
\Gamma(1 - \alpha)(CHD_{t_0}^{\alpha}x_{\frac{m}{n}}(t) - \frac{2m}{2m-n}x(t)CHD_{t_0}^{\alpha}x_{\frac{m}{n}-1}(t)) \leq 0.
\]

This concludes the proof of (9).

(iii) Using Definition 3 concludes that
\[
\Gamma(1 - \alpha)(CHD_{t_0}^{\alpha}x_{\frac{m}{n}}(t) - \frac{2m}{n} x_{\frac{m}{n}-1}(t)CHD_{t_0}^{\alpha}x(t))
= \frac{2m}{n} \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} x_{\frac{m}{n}-1}(s) \frac{dx(s)}{ds} ds
- \frac{2m}{n} x_{\frac{m}{n}-1}(t) \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} \frac{dx(s)}{ds} ds
= \int_{t_0}^{t} \left( \frac{t}{s} \right)^{-\alpha} \frac{d}{ds} y(s) ds,
\]

where \( y(s) = x^{2 \alpha} - \frac{2m}{n} x^{2 \alpha - 1} t x(s) + \left( \frac{2m}{n} - 1 \right) x^{2 \alpha} (t) \).

Integrating by parts on (20), we see that

\[
\Gamma(1 - \alpha)(CH \text{D}^\alpha_{\alpha,t} x^{2 \alpha} (t) - \frac{2m}{n} x^{2 \alpha - 1} t c \text{D}^\alpha_{\alpha,t} x(t))
= \left( \frac{y(s)}{(\log \frac{s}{t})^\alpha} \right)_{s=t} - \frac{y(t_0)}{(\log \frac{t_0}{t})^\alpha} - \alpha \int_{t_0}^t \frac{y(s)}{s} ds \quad (21)
\]

in which

\[
\lim_{s \to t} \frac{y(s)}{(\log \frac{s}{t})^\alpha} = 0.
\quad (22)
\]

Employing Young’s inequality [36] implies that

\[
x^{2 \alpha - 1} t x(s) \leq |x^{2 \alpha - 1} t| \cdot |x(s)| \leq \frac{2m - n}{2m} x^{2 \alpha} (t) + \frac{n}{2m} x^{2 \alpha} (s).
\]

Furthermore, there holds

\[
y(s) = x^{2 \alpha} (s) - \frac{2m}{n} x^{2 \alpha - 1} t x(s) + \left( \frac{2m}{n} - 1 \right) x^{2 \alpha} (t)
\geq x^{2 \alpha} (s) - \frac{2m}{n} \left( \frac{2m - n}{2m} x^{2 \alpha} (t) + \frac{n}{2m} x^{2 \alpha} (s) \right) + \left( \frac{2m}{n} - 1 \right) x^{2 \alpha} (t)
= 0.
\quad (23)
\]

One, thus, gets \( \Gamma(1 - \alpha)(CH \text{D}^\alpha_{\alpha,t} x^{2 \alpha} (t) - \frac{2m}{n} x^{2 \alpha - 1} t c \text{D}^\alpha_{\alpha,t} x(t)) \leq 0. \) This concludes the proof of (10).

(iv) Using Formula (8), we have

\[
CH \text{D}^\alpha_{\alpha,t} x^{2 \alpha} (t) \leq 2x^{2 \alpha - 1} (t) CH \text{D}^\alpha_{\alpha,t} x^{2 \alpha - 1} (t)
\leq 2^2 x^{2 \alpha - 2} (t) CH \text{D}^\alpha_{\alpha,t} x^{2 \alpha - 2} (t)
\leq 2^m x^{2 \alpha - m} (t) CH \text{D}^\alpha_{\alpha,t} x(t).
\]

This concludes the proof of (11).

(v) Since \( M \) is positive definite, it is obvious that there exists a non-singular matrix \( H \), such that \( M = H^T H \). The variable \( X(t) \) in (12) is rewritten as

\[
P(t) = HX(t),
\]

with \( P(t) = [P_1(t), P_2(t), \ldots, P_n(t)] \). By means of (8), one has

\[
CH \text{D}^\alpha_{\alpha,t} (X^T(t)MX(t)) - 2X^T(t)MCH \text{D}^\alpha_{\alpha,t} X(t)
= CH \text{D}^\alpha_{\alpha,t} P^T(t)P(t) - 2P^T(t) CH \text{D}^\alpha_{\alpha,t} P(t)
\leq \sum_{i=1}^n [CH \text{D}^\alpha_{\alpha,t} P_i^2(t) - 2P_i(t) CH \text{D}^\alpha_{\alpha,t} P_i(t)]
\leq 0.
\]

We thus prove (12). \( \Box \)
Remark 1. When \( m = 1 \), the result in (8) can be reduced to
\[
CHD_{t_0,t}^a x^2(t) \leq 2x(t) CHD_{t_0,t}^a x(t).
\] (24)

Remark 2. Notably, fractional derivatives in inequalities (8)–(12) are extend from the Caputo case [3,26,37–39] to the Caputo–Hadamard case.

Theorem 3. Let \( x(t) \in \mathbb{R}, \alpha \in (0, 1), X(t) \in \mathbb{R}^n \) and \( M \in \mathbb{R}^{n \times n} \) is a positive definite matrix. Then, the following inequalities hold:

(i) \( H D_{t_0,t}^\alpha x^{2m}(t) \leq 2x^m(t) H D_{t_0,t}^\alpha x^m(t) \);  

(ii) \( H D_{t_0,t}^\alpha x^{2m}(t) \leq \frac{2m}{2m-n} x(t) H D_{t_0,t}^\alpha x^{2m-1}(t) \);  

(iii) \( H D_{t_0,t}^\alpha x^{2m}(t) \leq \frac{2m}{n} x^{2m-1}(t) H D_{t_0,t}^\alpha x(t) \);  

(iv) \( H D_{t_0,t}^\alpha x^{2m}(t) \leq x^{2m-1}(t) H D_{t_0,t}^\alpha x(t) \);  

(v) \( H D_{t_0,t}^\alpha (X(t)) M X(t) \leq 2X(t) M H D_{t_0,t}^\alpha X(t) \),

where \( t > t_0, m \in \mathbb{N}^+, n \in \mathbb{N}^+ \) and \( 2m \geq n \).

Proof. (i) Based on Definition 2 and (1), it holds that
\[
H D_{t_0,t}^\alpha x^{2m}(t) - 2x^m(t) H D_{t_0,t}^\alpha x^m(t)
\]
\[
= CHD_{t_0,t}^a x^{2m}(t) + \frac{x^{2m}(t)}{\Gamma(1-\alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} - 2x^m(t) \left[ CHD_{t_0,t}^a x^m(t) + \frac{x^m(t)}{\Gamma(1-\alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} \right]
\]
\[
= CHD_{t_0,t}^a x^{2m}(t) - 2x^m(t) CHD_{t_0,t}^a x^m(t) + \frac{1}{\Gamma(1-\alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} [x^{2m}(t_0) - 2x^m(t_0) x^m(t_0)]
\]
\[
\leq CHD_{t_0,t}^a x^{2m}(t) - 2x^m(t) CHD_{t_0,t}^a x^m(t)
\]
\[
+ \frac{1}{\Gamma(1-\alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} (x^m(t_0) - x^m(t))^2.
\]

Using Equality (14), one gets
\[
CHD_{t_0,t}^a x^{2m}(t) - 2x^m(t) CHD_{t_0,t}^a x^m(t) + \frac{1}{\Gamma(1-\alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} (x^m(t_0) - x^m(t))^2
\]
\[
= \frac{1}{\Gamma(1-\alpha)} \left[ \left( \log \frac{t}{s} \right)^{-\alpha} (x^m(s) - x^m(t))^2 \right]_{s=t} - \frac{1}{\Gamma(1-\alpha)} \left[ \left( \log \frac{t}{t_0} \right)^{-\alpha} (x^m(t_0) - x^m(t))^2 \right] - \alpha \int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{-\alpha-1} (x^m(s) - x^m(t))^2 ds + \left( \log \frac{t}{t_0} \right)^{-\alpha} (x^m(t_0) - x^m(t))^2 \left( \log \frac{t}{t_0} \right)^{-\alpha} \left( \log \frac{t}{t_0} \right)^{-\alpha+1} \int_{t_0}^{t} \frac{(x^m(s) - x^m(t))^2 ds}{s} \right].
\]

From (15), we get
\[
CHD_{t_0,t}^a x^{2m}(t) - 2x^m(t) CHD_{t_0,t}^a x^m(t) + (x^m(t_0) - x^m(t))^2 \frac{\left( \log \frac{t}{t_0} \right)^{-\alpha}}{\Gamma(1-\alpha)} \leq 0.
\]
The proof of (25) is complete.

(ii) By Definition 2 and (1), one gets

\[ h_{D_{0,t}^a,l} x^{\frac{2m}{n}}(t) = \frac{2m}{2m-n} x(t) h_{D_{0,t}^a,l} x^{\frac{2m}{n}-1}(t) \]

\[ = \frac{2m}{2m-n} x(t) \left( \frac{x^{\frac{2m}{n}}(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \right) \]

\[ - \frac{2m}{2m-n} x(t) \left( c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}-1}(t) + \frac{x^{\frac{2m}{n}}(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \right) \]

\[ \leq \frac{2m}{2m-n} x(t) c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}-1}(t) + \frac{y(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a}, \]

where \( y(s) = x^{\frac{2m}{n}}(s) - \frac{2m}{2m-n} x^{\frac{2m}{n}-1}(s) + \left( \frac{2m}{2m-n} - 1 \right) x^{\frac{2m}{n}}(t) \).

Recalling Equality (17), one has

\[ c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}}(t) - \frac{2m}{2m-n} x(t) c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}-1}(t) + \frac{y(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} = \frac{y(s)}{(\log \frac{1}{s})^\alpha} \int_{t_0}^t \frac{y(s)}{(\log \frac{1}{s})^{\alpha+1}} ds. \]

Using (18) and (19), we have

\[ c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}}(t) - \frac{2m}{2m-n} x(t) c_{H_{D_{0,t}^a,l}} x^{\frac{2m}{n}-1}(t) + \frac{y(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \leq 0. \]

Thus, the result (26) holds true.

(iii) With the help of Definition 2 and (1), we get

\[ h_{D_{0,t}^a,l} x^{\frac{2m}{n}}(t) = \frac{2m}{n} x^{\frac{2m}{n}-1}(t) h_{D_{0,t}^a,l} x(t) \]

\[ = \frac{2m}{n} x^{\frac{2m}{n}-1}(t) \left( \frac{x^{\frac{2m}{n}}(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \right) \]

\[ - \frac{2m}{n} x^{\frac{2m}{n}-1}(t) \left( c_{H_{D_{0,t}^a,l}} x(t) + \frac{x^{\frac{2m}{n}}(t_0)}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \right) \]

\[ \leq \frac{2m}{n} x^{\frac{2m}{n}-1}(t) c_{H_{D_{0,t}^a,l}} x(t) + \frac{1}{\Gamma(1-a)} \left( \log \frac{t}{t_0} \right)^{-a} \cdot \frac{1}{y(t_0)}, \]

where \( y(s) = x^{\frac{2m}{n}}(s) - \frac{2m}{n} x^{\frac{2m}{n}-1}(s) + \left( \frac{2m}{n} - 1 \right) \frac{2m}{n} x^{\frac{2m}{n}}(t). \)

It follows from (21) that
Theorems 2 and 3 almost have the same form, which illustrates the uniformity of the two definitions.

**Theorem 4.** Let \( x(t) \) be an absolutely continuous function and satisfy the inequality

\[
\mathcal{C} \mathcal{H} \mathcal{D}_{t_0+}^\alpha x^2(t) - \frac{2m}{n} x(t) \mathcal{C} \mathcal{H} \mathcal{D}_{t_0+}^\alpha x^{2\alpha - 1}(t) + \frac{y(t_0)}{\Gamma(1 - \alpha)} \left( \log \frac{t}{t_0} \right)^{-\alpha} y(t_0) \leq 0.
\]

The proof of (27) is complete.

(iv) and (v) Adopting the similar method of (11) and (12), Formulas (28) and (29) are obtained successfully.

**Remark 3.** Setting \( m = 1 \), then Formula (25) arrives at

\[
\mathcal{H} \mathcal{D}_{t_0+}^\alpha x^2(t) \leq 2x(t) \mathcal{H} \mathcal{D}_{t_0+}^\alpha x(t).
\]

**Remark 4.** The results of Theorem 3 also hold for the Riemann–Liouville fractional derivative, which have not been discussed until now.

**Remark 5.** The Theorems 2 and 3 bridge the gap from Hadamard and Caputo–Hadamard fractional derivatives of Lyapunov functions to non-linear systems. Using the newly established inequalities, the stability problem of Hadamard-type system can be well solved by LDM. Moreover, two Theorems 2 and 3 almost have the same form, which illustrates the uniformity of the two definitions.

**Theorem 4.** Let \( x(t) \geq 0 \) be an absolutely continuous function and satisfy the inequality

\[
\mathcal{C} \mathcal{H} \mathcal{D}_{t_0+}^\alpha x(t) \leq c_1 x(t) + c_2(t), \quad 0 < \alpha \leq 1,
\]

where \( 0 < t_0 < t, c_1 \in \mathbb{R}^+, \) and \( c_2(t) \geq 0 \) is an integrable function. Then,

\[
x(t) \leq x(t_0) E_\alpha \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) + \Gamma(\alpha) E_{\alpha,1} \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) \mathcal{H} \mathcal{D}_{t_0+}^\alpha c_2(t),
\]

where \( E_\alpha(z) = E_{\alpha,1}(z) \).

**Proof.** Let \( \mathcal{C} \mathcal{H} \mathcal{D}_{t_0+}^\alpha x(t) - c_1 x(t) = g(t) \), using modified Laplace transform, one has

\[
x(s) = \frac{s^{\alpha-1} x(t_0) + g(s)}{s^\alpha - c_1},
\]

Using Lemma 3 and (7) gives

\[
x(t) = x(t_0) E_\alpha \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) + g(s) \ast \left[ \left( \log \frac{t}{t_0} \right)^{\alpha-1} E_{\alpha,1} \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) \right]
\]

\[
= x(t_0) E_\alpha \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) + \int_{t_0}^t \left( \log \frac{\tau}{t_0} \right)^{\alpha-1} g(\tau) E_{\alpha,1} \left( c_1 \left( \log \frac{\tau}{t_0} \right)^{\alpha} \right) \frac{d\tau}{\tau}.
\]

With the aid of the inequality \( g(t) \leq c_2(t) \), one obtains

\[
x(t) \leq x(t_0) E_\alpha \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) + \int_{t_0}^t \left( \log \frac{\tau}{t_0} \right)^{\alpha-1} c_2(\tau) E_{\alpha,1} \left( c_1 \left( \log \frac{\tau}{t_0} \right)^{\alpha} \right) \frac{d\tau}{\tau}
\]

\[
\leq x(t_0) E_\alpha \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) + \Gamma(\alpha) E_{\alpha,1} \left( c_1 \left( \log \frac{t}{t_0} \right)^{\alpha} \right) \mathcal{H} \mathcal{D}_{t_0+}^\alpha c_2(t).
\]

This ends the proof. \( \square \)
Theorem 5. Let \( x(t) \) be an absolutely continuous non-negative function and satisfy the inequality
\[
\mu_{\alpha \alpha}^a x(t) \leq c_3 x(t) + c_4(t), \quad 0 < \alpha \leq 1,
\]
where \( 0 < t_0 < t \leq T, c_3 > 0, \) and \( c_4(t) \geq 0 \) is an integrable function. Then,
\[
x(t) \leq E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) \left( \frac{x(t_0)}{\Gamma(2 - \alpha)} + \Gamma(\alpha) \mu_{\alpha \alpha}^a c_4(t) \right).
\]

Proof. Defining a function \( g(t) = \mu_{\alpha \alpha}^a x(t) - c_3 x(t) \), taking modified Laplace transform, it follows
\[
x(s) = \frac{\mu_{\alpha \alpha}^a x(t_0) + g(s)}{s^\alpha - c_3}.
\]
By applying Lemma 3 and Definition 7, the following equation follows:
\[
x(t) = \mu_{\alpha \alpha}^a x(t_0) \cdot \left( \log \frac{t}{t_0} \right)^{\alpha - 1} E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) + g(s) \ast \left[ \left( \log \frac{t}{t_0} \right)^{\alpha - 1} E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) \right]
= \mu_{\alpha \alpha}^a x(t_0) \cdot \left( \log \frac{t}{t_0} \right)^{\alpha - 1} E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) + \int_{t_0}^t \left( \log \frac{t}{\tau} \right)^{\alpha - 1} g(\tau) E_{\alpha,\alpha} \left( c_3 \left( \log \frac{\tau}{t_0} \right)^\alpha \right) d\tau.
\]

Using the inequality \( g(t) \leq c_4(t) \), one obtains
\[
x(t) \leq \mu_{\alpha \alpha}^a x(t_0) \cdot \left( \log \frac{t}{t_0} \right)^{\alpha - 1} E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) + \int_{t_0}^t \left( \log \frac{t}{\tau} \right)^{\alpha - 1} c_4(\tau) E_{\alpha,\alpha} \left( c_3 \left( \log \frac{\tau}{t_0} \right)^\alpha \right) d\tau
\leq E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) \left( \mu_{\alpha \alpha}^a x(t_0) \cdot \left( \log \frac{t}{t_0} \right)^{\alpha - 1} + \Gamma(\alpha) \mu_{\alpha \alpha}^a c_4(t) \right)
\leq E_{\alpha,\alpha} \left( c_3 \left( \log \frac{t}{t_0} \right)^\alpha \right) \left( x(t_0) \frac{1}{\Gamma(2 - \alpha)} + \Gamma(\alpha) \mu_{\alpha \alpha}^a c_4(t) \right).
\]
These complete the proof. \( \square \)

Theorem 6. If \( x(t) \geq 0 \) is a continuous function, then
\[
\mu_{\alpha \alpha}^a \left( x(t) - x^* - x^* \log \frac{x(t)}{x^*} \right) \leq \frac{x(t) - x^*}{x^*} \mu_{\alpha \alpha}^a x(t),
\]
where \( 0 < t_0 < t, x^* \in \mathbb{R}^+ \) and \( \alpha \in (0,1) \).

Proof. By the linearity property of Caputo–Hadamard derivative, (31) becomes
\[
\mu_{\alpha \alpha}^a \left( x(t) - \mu_{\alpha \alpha}^a x^* - x^* \mu_{\alpha \alpha}^a \left( \log \frac{x(t)}{x^*} \right) \right) \leq \frac{x(t) - x^*}{x^*} \mu_{\alpha \alpha}^a x(t).
\]
By using \( \mu_{\alpha \alpha}^a x^* = 0 \) and multiplying \( x(t) \), we have
\[
x(t) \mu_{\alpha \alpha}^a x(t) - x^* x(t) \mu_{\alpha \alpha}^a \left( \log \frac{x(t)}{x^*} \right) \leq (x(t) - x^*) \mu_{\alpha \alpha}^a x(t).
\]
Rewriting the inequality (32), we get
\[
CH \mathcal{D}_{t_0}^a x(t) - x(t) CH \mathcal{D}_{t_0}^a \left( \log x(t) - \log x^* \right) \leq 0. \tag{33}
\]

Using Definition 3, inequality (33) can be read as
\[
- \frac{1}{\Gamma(1 - a)} \int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{-a} \frac{x(s) - x(t)}{x(s)} \frac{dx(s)}{ds} ds \leq 0. \tag{34}
\]

Setting the auxiliary variable \( w(s) = \frac{x(s) - x(t)}{x(t)} \), we know that \( \frac{dw(s)}{ds} = \frac{1}{x(t)} \frac{dx(s)}{ds} \).

Inequality (34) is expressed as
\[
\frac{x(t)}{\Gamma(1 - a)} \int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{-a} \left( 1 - \frac{1}{w(s) + 1} \right) \frac{dw(s)}{ds} ds \leq 0. \tag{35}
\]

By means of integrate by parts, setting: \( v(s) = \left( \log \frac{t}{s} \right)^{-a} \), \( du = (1 - \frac{1}{w(s) + 1}) \frac{dw(s)}{ds} ds \), \( u(s) = w(s) - \log(w(s) + 1) \), one deduces that
\[
\int_{t_0}^{t} \left( \log \frac{t}{s} \right)^{-a} \left( 1 - \frac{1}{w(s) + 1} \right) \frac{dw(s)}{ds} ds
= w(s) - \log(w(s) + 1) \begin{cases} \frac{1}{\log \frac{t}{s}} \bigg|_{s=t} \end{cases} - w(t_0) - \log(w(t_0) + 1)
- \alpha \int_{t_0}^{t} \frac{w(s) - \log(w(s) + 1)}{\log \frac{t}{s}} ds. \tag{36}
\]

In the first term of (36), there has an indetermination at \( s = t \). The corresponding limit can be given as follows,
\[
\lim_{s \to t} \frac{w(s) - \log(w(s) + 1)}{\left( \log \frac{t}{s} \right)^a} = \lim_{s \to t} \frac{x(s) - x(t) - x(t) \log \frac{x(s)}{x(t)}}{x(t) \left( \log \frac{t}{s} \right)^a}. \tag{37}
\]

By virture of L’Hospital’s rule, (37) yields that
\[
\lim_{s \to t} \frac{x(s) - x(t) - x(t) \log \frac{x(s)}{x(t)}}{x(t) \left( \log \frac{t}{s} \right)^a} = \lim_{s \to t} \frac{\log x(t)}{ax(t) \left( \log \frac{t}{s} \right)^{a-1}} = \lim_{s \to t} \frac{-s \left( \log \frac{t}{s} \right)^{1-a}}{ax(t)} \frac{dx(s)}{ds} ds = 0.
\]

In view of \( w(s) > -1 \) and \( w(s) - \ln(w(s) + 1) \geq 0 \), (36) is read as
\[
- \left( \frac{w(t_0) - \ln(w(t_0) + 1)}{\left( \log \frac{t}{t_0} \right)^a} - \alpha \int_{t_0}^{t} \frac{w(s) - \ln(w(s) + 1)}{\left( \log \frac{t}{s} \right)^{a+1}} ds \right) \leq 0.
\]

It is obvious that the inequality (31) is true.

4. Stability of Hadamard-Type Systems

In this part, asymptotic stability theorems of Hadamard-type systems are obtained.
Consider the following two Hadamard-type systems:

$$\begin{align*}
\begin{cases}
\mathcal{H}D_{t_0}^{\alpha} x(t) = f(t, x(t)), \\
x(t_0) = x_0,
\end{cases}
\end{align*}
$$

(38)

and

$$\begin{align*}
\begin{cases}
\mathcal{H}D_{t_0}^{\alpha} x(t) = f(t, x(t)), \\
\mathcal{H}D_{t_0}^{\alpha} x(t)|_{t=t_0} = x_0,
\end{cases}
\end{align*}
$$

(39)

where $0 < t_0 < t$, $\alpha \in (0, 1)$, $f(t, x(t)) : (t_0, \infty) \times \Omega \to \mathbb{R}^n$ is piecewise continuous in $t$ and locally Lipschitz in $x$, and domain $\Omega \subseteq \mathbb{R}^n$ contains the origin $x = 0$.

For convenience, we always suppose that the equilibrium $x_e$ is the origin [19], that is $x_e = 0$.

**Definition 4** ([40]). *The solution of (38) or (39) is called HML stable if*

$$\|x(t)\| \leq \left[ h(t_0, x_0) \cdot E_\alpha \left( -\eta \left( \log \frac{t}{t_0} \right)^\alpha \right) \right] ^b,$$

(40)

*where* $t_0 > 0$, $\alpha \in (0, 1)$, $\eta \geq 0$, $b > 0$, $h(t_0, 0) = 0$, $h(t, x(t)) \geq 0$, and $h(t, x(t))$ is locally Lipschitz on $x(t)$.

**Theorem 7.** If $x_e = 0$ is an equilibrium of system (38), $f(t, x)$ is a Lipschitz function of $x$ (with constant $\eta > 0$), then

$$\| x(t) \| \leq \| x_0 \| \cdot E_\alpha \left( \eta \left( \log \frac{t}{t_0} \right)^\alpha \right).$$

(41)

*In particular, when* $\alpha = 1$, *then*

$$\| x(t) \| \leq \| x_0 \| \cdot \left( \frac{t}{t_0} \right)^\eta.$$

**Proof.** By taking Hadamard fractional integral $\mathcal{H}D_{t_0}^{-\alpha}$ for (38), together with (3), Theorem 1 and the Lipschitz condition, one has

$$\| x(t) \| - \| x_0 \| \leq \| x(t) - x_0 \| = \| \mathcal{H}D_{t_0}^{-\alpha} \mathcal{H}D_{t_0}^{\alpha} x(t) \| \leq \mathcal{H}D_{t_0}^{-\alpha} \| f(t, x(t)) \| \leq \eta \mathcal{H}D_{t_0}^{-\alpha}\| x(t) \|.$$

There exists a function $G(t) \geq 0$ satisfying

$$\| x(t) \| - \| x_0 \| = \eta \mathcal{H}D_{t_0}^{-\alpha}\| x(t) \| - G(t).$$

(42)

Taking the modified Laplace transform for (42) yields

$$\| x(s) \| - \| x_0 \| s^{-1} = \eta s^{-\alpha}\| x(s) \| - G(s),$$

(43)

where $\| x(s) \| = \mathcal{L}_m\{\| x(t) \|\}$. Equation (43) implies that

$$\| x(s) \| = \frac{s^{-1}\| x_0 \|}{1 - \eta s^{-\alpha}} - \frac{G(s)}{1 - \eta s^{-\alpha}}.$$  

(44)

Using the inverse modified Laplace transform to (44), one derives that

$$\| x(t) \| = \| x_0 \| E_\alpha \left( \eta \left( \log \frac{t}{t_0} \right)^\alpha \right) - G(t) * \left( \log \frac{t}{t_0} \right)^{-1} E_{\alpha,0} \left( \eta \left( \log \frac{t}{t_0} \right)^\alpha \right),$$

where $*$ denotes the modified convolution operator.
Applying \((\log \frac{1}{t_0})^{-1}E_{a,0}\left(\eta(\log \frac{1}{t_0})^a\right) \geq 0\), one arrives at

\[
\| x(t) \| \leq \| x_0 \| E_a\left(\eta(\log \frac{1}{t_0})^a\right) .
\]

All of these establish inequality (41). \(\square\)

**Theorem 8.** Let \(x_e = 0\) be an equilibrium point of (38) and \(x_e \in \Omega \subset \mathbb{R}^n\). If \(W(t,x(t)) : (t_0, \infty) \times \Omega \to \mathbb{R}\) is a continuously differentiable function and locally Lipschitz in the variable \(x\), and satisfies

\[
\beta_1 \| x(t) \|^a \leq W(t,x(t)) \leq \beta_2 \| x(t) \|^{ab},
\]

where \(0 < t_0 < t, x(t) \in \Omega, a \in (0,1), \) and \(\beta_1, \beta_2, \beta_3, a, b \in \mathbb{R}^+\), then \(x_e = 0\) is HML stable.

**Proof.** By applying (45) and (46), it follows

\[
CHD_{t_0,\alpha}^a W(t,x(t)) \leq -\frac{\beta_3}{\beta_2} W(t,x(t)).
\]

There exits a function \(G(t) \geq 0\), such that

\[
CHD_{t_0,\alpha}^a W(t,x(t)) + G(t) = -\frac{\beta_3}{\beta_2} W(t,x(t)).
\] (47)

By taking the modified Laplace transform for (47), one has

\[
s^a W(s) - W(t_0, x_0) s^{a-1} + G(s) = -\frac{\beta_3}{\beta_2} W(s),
\] (48)

where \(W(t_0, x_0) \geq 0\) and \(W(s) = \mathcal{L}_m(W(t,x(t)))\). Formula (48) can be updated as

\[
W(s) = \frac{W(t_0, x_0) s^{a-1} - G(s)}{s^a + \frac{\beta_3}{\beta_2}}.
\] (49)

According to the inverse modified Laplace transform, (49) becomes

\[
W(t) = W(t_0, x_0) E_a\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right) - G(t) * \left(\log \frac{t}{t_0}\right)^{a-1} E_{a,a}\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right).
\]

In view of \(\left(\log \frac{t}{t_0}\right)^{a-1} \geq 0\) and \(E_{a,a}\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right) \geq 0\), one obtains

\[
W(t,x(t)) \leq W(t_0, x_0) E_a\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right).
\] (50)

Substituting (50) into (45) yields that

\[
\| x(t) \| \leq \left[ \frac{W(t_0, x_0)}{\beta_1} E_a\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right) \right]^{\frac{1}{2}}.
\]

Let \(h(t_0, x_0) = \frac{W(t_0, x_0)}{\beta_1} \geq 0\), then one has

\[
\| x(t) \| \leq \left[ h(t_0, x_0) E_a\left(-\frac{\beta_3}{\beta_2} \left(\log \frac{t}{t_0}\right)^a\right) \right]^{\frac{1}{2}}.
\]
In addition, $W(t, x)$ is locally Lipschitz in variable $x$ and $W(t_0, x_0) = 0$ if $x_0 = 0$, we can derive that $h(t_0, x_0)$ is also locally Lipschitz and $h(t_0, 0) = 0$. By Definition 4, the equilibrium point $x_0 = 0$ of (38) is Hadamard–Mittag–Leffer stable. □

**Theorem 9.** If all the assumptions in Theorem 8 are hold except replacing Caputo–Hadamard derivative $CHD_{t_0,t}$ by Hadamard derivative $HD_{t_0,t}$, then we can get $\lim_{t \to \infty} x(t) = 0$.

**Proof.** By (1) and $W(t, x) \geq 0$, we arrive at

$$CHD_{t_0,t} W(t, x(t)) \leq HD_{t_0,t} W(t, x(t)) \leq -\beta_3 \|x(t)\|^{\eta}.$$  

Using similar technique as Theorem 8 was proved, one obtains $\lim_{t \to \infty} x(t) = 0$. □

**Theorem 10.** For the Caputo–Hadamard system (38), $f(t, x(t))$ is a Lipschitz function of $x(t)$ (with constant $\eta > 0$). Suppose there exists a Lyapunov function $W(t, x(t))$ satisfies

$$\beta_1 \|x(t)\|^a \leq W(t, x(t)) \leq \beta_2 \|x(t)\|,$$  

$$\frac{dW(t, x(t))}{dt} \leq -\beta_3 \|x(t)\| \eta.$$  

where $\beta_1, \beta_2, \beta_3, a \in \mathbb{R}^+$. Then

$$\|x(t)\| \leq \left[ \frac{W(t_0, x_0)}{\beta_1} E_{1-a} \left( -\frac{\beta_3}{\beta_2 \eta} \left( \log \frac{t}{t_0} \right)^{1-a} \right) \right]^\frac{1}{a}.$$  

**Proof.** Exploiting (51) and (52), then we obtain

$$CHD_{t_0,t}^{1-a} W(t, x(t)) = HD_{t_0,t}^{1-a} (tW(t, x(t))) \leq -\beta_3 HD_{t_0,t}^{-a} ||x|| \leq -\beta_3 \eta^{-1} HD_{t_0,t}^{-a} ||f(t, x)|| \leq -\beta_3 \eta^{-1} || HD_{t_0,t}^{-a} f(t, x) || = -\beta_3 \eta^{-1} || x || .$$  

Thus, according to (51) and (54), then follow the same as proof of Theorem 8. □

**Theorem 11.** Consider the following Caputo–Hadamard non-linear systems:

$$CHD_{t_0,t}^a x(t) = Ax(t) + f(x(t)),$$  

where $0 < t_0 < t, \alpha \in (0, 2), A \in \mathbb{R}^{n \times n}, f : \Omega \to \mathbb{R}^n$. Under the following two conditions:

$$(i) \ |\arg(\lambda_i(A))| > \frac{\alpha \pi}{2}; \quad (56)$$  

$$(ii) \ \lim_{\|x(t)\| \to 0} \frac{\|f(x(t))\|}{\|x(t)\|} = 0,$$  

where $\lambda_i(A), i = 1, 2, \ldots, n$ are the eigenvalues of matrix $A$, $x_0 = 0$ of system (55) is locally asymptotically stable.

**Proof.** The proof will be done in two cases.

(i) The case $\alpha \in [0, 1]$, taking modified Laplace transform on (55) gives

$$X(s) = (s^a I - A)^{-1} (s^{a-1} x_0 + F(s)),$$  

where $I \in \mathbb{R}^{n \times n}$ is an identity matrix, and $F(s) = \mathcal{L}_m \{ f(x(t))\}$. Then, taking inverse modified Laplace transform on (58) yields
\[ x(t) = E_{\alpha} \left( A \left( \log \frac{t}{t_0} \right)^\alpha \right) x_0 + \int_{t_0}^{t} \left( \log \frac{t}{\tau} \right)^{\alpha - 1} E_{\alpha, \alpha} \left( A \left( \log \frac{t}{\tau} \right)^\alpha \right) f(x(\tau)) \frac{d\tau}{\tau}. \]  

(59)

In addition, from (57), there exist \( c_5 > 0 \) and \( \delta > 0 \), such that

\[ \| f(x(t)) \| \leq \frac{\alpha \| A \|}{2c_5} \| x(t) \|, \quad \text{as } \| x(t) \| < \delta. \]  

(60)

With the help of (60) and Lemma 6, (59) becomes

\[ \| x(t) \| \leq \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \int_{t_0}^{t} \frac{\| x_0 \|}{1 + \| A \| \left( \log \frac{t}{\tau} \right)^\alpha} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau}, \]

where \( \gamma > 0 \). By virtue of Gronwall–Bellman Lemma [41], one obtains

\[ \| x(t) \| \leq \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \| A \| \| x_0 \| \frac{d\tau}{\tau} \]

\[ \leq \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \| A \| \| x_0 \| \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau} \]

\[ \leq \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \| A \| \| x_0 \| \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau} \]

\[ = \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \| A \| \| x_0 \| \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau} \]

\[ = \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \| A \| \| x_0 \| \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau} \]

\[ = \frac{\gamma \| x_0 \|}{1 + \| A \| \left( \log \frac{1}{t_0} \right)^\alpha} + \frac{\alpha \gamma}{2} \| A \| \| x_0 \| \Gamma(1 - 0.8a) \Gamma(0.5a) \| A \| \int_{t_0}^{t} \left( \log \frac{1}{\tau} \right)^{\alpha - 1} \frac{d\tau}{\tau} \]

\[ \to 0, \quad \text{as } t \to \infty. \]

Therefore, \( x_0 = 0 \) of system (55) is asymptotically stable.

(ii) For the case \( \alpha \in (1, 2) \), let the initial condition be \( x^{(k)}(t_0) = x_k \), \( k = 0, 1 \). Applying modified Laplace transform to (55) yields

\[ X(s) = (s^\alpha I - A)^{-1} (s^{\alpha - 1} x_0 + t_0 s^{\alpha - 2} x_1 + F(s)), \]  

(61)

where \( F(s) = L_m \{ f(x(t)) \} \). Then, taking inverse modified Laplace transform on (61) leads to

\[ x(t) = x_0 E_{\alpha} \left( A \left( \log \frac{t}{t_0} \right)^\alpha \right) + x_1 t_0 \left( \log \frac{t}{t_0} \right) E_{\alpha, \alpha} \left( A \left( \log \frac{t}{t_0} \right)^\alpha \right) \]

\[ + \int_{t_0}^{t} \left( \log \frac{t}{\tau} \right)^{\alpha - 1} f(x(\tau)) E_{\alpha, \alpha} \left( A \left( \log \frac{t}{\tau} \right)^\alpha \right) \frac{d\tau}{\tau}. \]  

(62)

From (57), there exist \( c_6 > 0 \) and \( \delta > 0 \), such that

\[ \| f(x(t)) \| \leq \frac{\| A \|}{2c_6} \| x(t) \|, \quad \text{as } \| x(t) \| < \delta. \]  

(63)
Applying (63) and Lemma 6 to (62), one has

$$
\|x(t)\| \leq \frac{\gamma \|x_0\|}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} + \frac{c_{st0} \|x_1\| (\log \frac{t}{\tau})}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} \gamma^{\alpha - 1} \frac{\|x(\tau)\|}{\|A\| (\log \frac{t}{\tau})^{0.5}} \int_0^t (\log \frac{t}{\tau})^{0.5(a - 1) - 1} \|x(\tau)\| \frac{d\tau}{\|A\| (\log \frac{t}{\tau})^{0.5}}
$$

where $\gamma > 0$. Using Gronwall–Bellman Lemma [41] gives

$$
\|x(t)\| \leq \frac{\gamma \|x_0\|}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} + \frac{c_{st0} \|x_1\| (\log \frac{t}{\tau})}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} \gamma^{\alpha - 1} \frac{\|x(\tau)\|}{\|A\| (\log \frac{t}{\tau})^{0.5}} 
+ \frac{\int_0^t \left( \frac{\gamma \|x_0\|}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} + \frac{c_{st0} \|x_1\| (\log \frac{t}{\tau})}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} \gamma^{\alpha - 1} \frac{\|x(\tau)\|}{\|A\| (\log \frac{t}{\tau})^{0.5}} \right) (\alpha - 1) (\log \frac{t}{\tau})^{0.5(a - 1) - 1} \|A\| \frac{d\tau}{2(1 + \|A\| (\log \frac{t}{\tau})^{0.5})}}
$$

\[= \frac{\gamma \|x_0\|}{(1 + \|A\| (\log \frac{t}{\tau})^{0.5})^{0.5}} + \frac{c_{st0} \|x_1\| (\log \frac{t}{\tau})}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} \gamma^{\alpha - 1} \frac{\|x(\tau)\|}{\|A\| (\log \frac{t}{\tau})^{0.5}} 
+ \frac{\int_0^t \left( \frac{\gamma \|x_0\|}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} + \frac{c_{st0} \|x_1\| (\log \frac{t}{\tau})}{1 + \|A\| (\log \frac{t}{\tau})^{0.5}} \gamma^{\alpha - 1} \frac{\|x(\tau)\|}{\|A\| (\log \frac{t}{\tau})^{0.5}} \right) (\alpha - 1) (\log \frac{t}{\tau})^{0.5(a - 1) - 1} \|A\| \frac{d\tau}{2(1 + \|A\| (\log \frac{t}{\tau})^{0.5})}}
\]
Therefore, \( x_\varepsilon = 0 \) of (55) is locally asymptotically stable. \( \square \)

**Definition 5 ([42]).** If a continuous function \( \beta : [0, t) \to [0, +\infty) \) is strictly increasing and \( \beta(0) = 0 \), then \( \beta \) is said to belong to class-\( K \).

**Theorem 12.** For system (38), if there exists a Lyapunov function \( W(t, x(t)) : (t_0, \infty) \times \Omega \to \mathbb{R} \), such that

\[
\beta_1(\|x(t)\|) \leq W(t, x(t)) \leq \beta_2(\|x(t)\|),
\]

\[
\text{c}_H D^\alpha_{0,t} W(t, x(t)) \leq -\beta_3(\|x(t)\|),
\]

where \( t_0 > 0, \alpha \in (0, 1) \), and \( \beta_1, \beta_2, \beta_3 \) are class-\( K \) functions. Then, \( x_\varepsilon = 0 \) of system (38) is uniformly asymptotically stable.

**Proof.** By the function \( \beta_3 \geq 0 \) in (65), we have

\[
\text{c}_H D^\alpha_{0,t} W(t, x(t)) \leq 0,
\]

which implies \( W(t, x(t)) \leq W(t_0, x_0) \). For \( \varepsilon > 0 \), let \( \delta := \beta^{-1}_2(\beta_1(\varepsilon)) > 0 \). If \( \|x_0\| < \delta \), together with (64), we get

\[
\beta_1(\|x(t)\|) \leq W(t, x(t)) \leq W(t_0, x_0) \leq \beta_2(\delta) = \beta_2(\beta^{-1}_2(\beta_1(\varepsilon))) = \beta_1(\varepsilon),
\]

which implies \( \|x(t)\| < \varepsilon \). It suffices to get that \( x_\varepsilon = 0 \) of system (38) is uniform Lyapunov stable.

In what follows, the attractiveness of (38) at \( x_\varepsilon = 0 \) will be proved, that is \( \lim_{t \to \infty} x(t) = 0 \). From (64), one derives \( \|x(t)\| \leq \beta^{-1}_1(W(t, x(t))) \). Therefore, if \( \lim_{t \to \infty} W(t, x(t)) = 0 \) holds, the uniformly asymptotic stability of system (38) can be reached.

By using (64) and (65), we then obtain

\[
\text{c}_H D^\alpha_{0,t} W(t, x(t)) \leq -\beta_3(\beta^{-1}_2(W(t, x(t)))).
\]

From the footnote in page 153 of [43], there exists a locally Lipschitz continuous and class-\( K \) function \( \beta \) which satisfies \( \beta_3(\beta^{-1}_2(r)) \geq \beta(r) \). Next, using the (67), we derive

\[
\text{c}_H D^\alpha_{0,t} W(t, x(t)) \leq -\beta(W(t, x(t))).
\]

Let \( y(t) \) be a solution of the following Caputo–Hadamard system:

\[
\text{c}_H D^\alpha_{0,t} y(t) = -\beta(y(t)).
\]

where \( y(t) \geq 0 \) and \( y(t_0) = W(t_0, x_0) > 0 \). With the help of Lemma 5, we have \( W(t, x(t)) \leq y(t), \forall t > t_0 \). In the subsequent discussion, we will prove \( \lim_{t \to +\infty} y(t) = 0 \).

By reductio ad absurdum, if there exists an constant \( \varepsilon > 0 \) such that \( y(t) \geq \varepsilon, \forall t > t_0 \). By means of (3) and (68), one gets

\[
y(t_0) - y(t) = H D^\alpha_{0,t} y(t) \geq H D^\alpha_{0,t} \beta(\varepsilon) = \frac{\log^\alpha(\frac{t}{t_0})}{\Gamma(\alpha + 1)} \beta(\varepsilon).
\]

Due to \( \lim_{t \to +\infty} \frac{\log^\alpha(\frac{t}{t_0})}{\Gamma(\alpha + 1)} = +\infty \), it contradicts with the assumption. Therefore, we have
\[
\liminf_{t \to +\infty} y(t) = 0. \tag{70}
\]

Recalling from (68), one derives
\[
\frac{1}{\Gamma(1-\alpha)} \int_{t_0}^{t} (\log \frac{t}{\tau})^{-\alpha} \frac{dy(\tau)}{d\tau} d\tau = -\beta(y(t)), \tag{71}
\]
where \( t > t_0 \). From \( y(t) \geq 0 \) and \( y(t_0) > 0 \), there exists an instant \( t_1 > t_0 \), such that \( \frac{dy(t)}{dt} < 0 \), \( \forall t \in (t_0, t_1) \). Suppose that there exists an instant \( t_2 \geq t_1 \) satisfying \( \frac{dy(t)}{dt} < 0 \), \( \forall t \in [t_1, t_2) \). By the monotonicity of \( y(t) \), it is evident that \( y(t_2) \geq y(t_1) \). So one can immediately get
\[
[\text{CH}D^{\alpha}_{0,t}y(t)]_{t=t_2} - [\text{CH}D^{\alpha}_{0,t}y(t)]_{t=t_1} = -\beta(y(t_2)) + \beta(y(t_1)) \leq 0. \tag{72}
\]

Using Definition 3 yield that
\[
[\text{CH}D^{\alpha}_{0,t}y(t)]_{t=t_2} - [\text{CH}D^{\alpha}_{0,t}y(t)]_{t=t_1} = \frac{1}{\Gamma(1-\alpha)} \left( \int_{t_0}^{t_2} (\log \frac{t_2}{\tau})^{-\alpha} \frac{dy(\tau)}{d\tau} d\tau - \int_{t_0}^{t_1} (\log \frac{t_1}{\tau})^{-\alpha} \frac{dy(\tau)}{d\tau} d\tau \right) \leq 0,
\]

which is paradox with (72). That is to say, \( t_2 \) does not exist. Therefore, \( y(t) \) is monotonically decreasing. By \( y(t) \) has lower bound and (70), we finally get \( \lim_{t \to +\infty} y(t) = 0 \).

According to the previous discussion, the theorem follows. \( \Box \)

Theorem 13. Let \( x_c = 0 \) be an equilibrium of the Caputo–Hadamard system (38). If function \( W(t, x(t)) : (t_0, \infty) \times \Omega \to \mathbb{R} \) is continuously differentiable and locally Lipschitz in the variable \( x \), and satisfies
\[
\beta_1\|x(t)\|^a \leq W(t, x(t)) \leq \beta_2 \text{CH}D^{\alpha}_{0,t}||x(t)||^{ab}, \tag{74}
\]
\[
\text{CH}D^{\alpha}_{0,t}W(t, x(t)) \leq -\beta_3\|x(t)\|^ab, \tag{75}
\]
where \( \alpha, \alpha_2 \in (0, 1) \), and \( \beta_1, \beta_2, \beta_3, \alpha, b \in \mathbb{R}^+ \), then the equilibrium \( x_c = 0 \) is HML stable.

Proof. Combining (74) and (75), there exists \( G(t) \geq 0 \) satisfying
\[
\text{CH}D^{\alpha}_{0,t}W(t, x(t)) + G(t) + \frac{\beta_3}{\beta_2} \text{H}D^{\alpha_2}_{0,t}W(t, x(t)) + \beta_3\|x_0\|^{ab} = 0.
\]

Applying modified Laplace transform, we can compute that
\[
W(s) = \frac{W(t_0, x_0)s^{\alpha_1+\alpha_2-1} - s^{\alpha_2} \cdot G(s) - \beta_3\|x_0\|^{ab}s^{\alpha_2-1}}{s^{\alpha_1+\alpha_2} + \frac{\beta_3}{\beta_2}}.
\]

Using inverse modified Laplace transform, we get
\[
W(t, x(t)) = W(t_0, x_0)E_{\alpha_1+\alpha_2} \left( -\frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{\alpha_1+\alpha_2} \right) - \left( \log \frac{t}{t_0} \right)^{\alpha_1-1} \cdot E_{\alpha_1+\alpha_2,\alpha_1} \left( -\frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{\alpha_1+\alpha_2} \right) \ast G(t) - \beta_3\|x_0\|^{ab} \left( \log \frac{t}{t_0} \right)^{\alpha_1} \cdot E_{\alpha_1+\alpha_2,\alpha_1+1} \left( -\frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{\alpha_1+\alpha_2} \right).}
This, together with (74), implies that
\[
\|x(t)\| \leq \left[ \frac{W(t, x(t))}{\beta_1} \right]^\frac{1}{2} \leq \left[ \frac{W(t_0, x_0)}{\beta_1} \Gamma_{a_1+a_2} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right) \right]^\frac{1}{2}.
\]

Therefore, it is easily seen that \( x_0 = 0 \) is HML stable. \( \square \)

**Theorem 14.** If all the assumptions in Theorem 13 are hold except replacing \( C_H \mathcal{D}_{t_0,t} \) by \( H \mathcal{D}_{t_0,t} \), then the equilibrium \( x_0 = 0 \) is HML stable.

**Proof.** Similarly, there exists a function \( G(t) \geq 0 \), such that
\[
H \mathcal{D}_{t_0,t}^{a_1} W(t, x(t)) + G(t) + \frac{\beta_3}{\beta_2} H \mathcal{D}_{t_0,t}^{a_2} W(t, x(t)) = 0.
\]

Applying modified Laplace transform, one computes
\[
W(s) = \frac{H \mathcal{D}_{t_0,t}^{a_1} W(t_0, x_0) s^{a_2} - s^{a_2} G(s)}{s^{a_1+a_2} + \frac{\beta_3}{\beta_2}}.
\]

Using inverse modified Laplace transform, one obtains
\[
W(t, x(t)) = H \mathcal{D}_{t_0,t}^{a_1} W(t_0, x_0) \left( \log \frac{t}{t_0} \right)^{a_1-1} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right) \\
- \left( \log \frac{t}{t_0} \right)^{a_1-1} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right)^\alpha G(t)
\]
\[
= \frac{W(t_0, x_0)}{\Gamma(2-a_1)} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right) \\
- \left( \log \frac{t}{t_0} \right)^{a_1-1} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right)^\alpha G(t)
\]
\[
\leq \frac{W(t_0, x_0)}{\Gamma(2-a_1)} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right).
\]

Then, we can write
\[
\|x(t)\| \leq \left[ \frac{W(t, x(t))}{\beta_1} \right]^{\frac{1}{2}} \leq \left[ \frac{W(t_0, x_0)}{\beta_1 \Gamma(2-a_1)} \Gamma_{a_1+a_2,\alpha_1} \left( \frac{\beta_3}{\beta_2} \left( \log \frac{t}{t_0} \right)^{a_1+a_2} \right) \right]^{\frac{1}{2}}.
\]

Therefore, \( x_0 = 0 \) of the Hadamard system (38) is asymptotic stable. \( \square \)

**Remark 6.** Due to the complexity of Leibniz rule and chain rule for Hadamard-type fractional derivative, it is not easy to construct the Lyapunov function and compute its Hadamard-type fractional derivative. We establish a class of inequalities about \( x^{2m}(t), x^{2m}(t), x^{2m}(t), X^T(t)MX(t) \), \( x(t) - x^* - x^* \log \frac{x(t)}{x^*} \), which make it possible to avoid the use of complicated Hadamard and Caputo–Hadamard fractional Leibniz rule. It undoubtedly opens up a new gate to study the stability and leads a new direction.

5. Numerical Examples

Now, we provide two examples to show the usefulness of the LDM for Hadamard-type systems. The predictor–corrector algorithm in [44] is employed for the numerical simulation.
Example 1. Consider the following Caputo–Hadamard system:

\[ CH^\alpha_1 x(t) = -30x(t) - x^3(t), \]  

(76)

where \( x(t) \in \mathbb{R} \).

The Lyapunov function is chosen as \( W(t, x(t)) = \frac{1}{2}x^2(t) \). Then,

\[ CH^\alpha_0 W(t, x) \leq x \cdot CH^\alpha_0 x = x(-30x - x^3) \leq -30\|x\|^2. \]  

(77)

As can be seen from (77) and Theorem 8, \( x_e = 0 \) of the system (76) is HML stable. The corresponding curves in Figure 1 illuminate the stability clearly.

Example 2. Consider the following Caputo–Hadamard system:

\[
\begin{align*}
CH^\alpha_1 x_1 &= -2x_1 - x_2 \sin(t) + 3x_3 \cos(t), \\
CH^\alpha_1 x_2 &= x_1 \sin(t) - 4x_2 - 2x_3, \\
CH^\alpha_1 x_3 &= -3x_1 \cos(t) + 2x_2 - 5x_3,
\end{align*}
\]

(78)

where \( \alpha = 0.98 \).

Choosing the Lyapunov function

\[ W(x_1, x_2, x_3) = \frac{1}{2}x_1^2(t) + \frac{1}{2}x_2^2(t) + \frac{1}{2}x_3^2(t). \]

Now, applying Remark 1, it can be found that

\[ CH^\alpha_0 W(x_1, x_2, x_3) = \frac{1}{2} CH^\alpha_0 x_1^2 + \frac{1}{2} CH^\alpha_0 x_2^2 + \frac{1}{2} CH^\alpha_0 x_3^2 \leq x_1 CH^\alpha_0 x_1 + x_2 CH^\alpha_0 x_2 + x_3 CH^\alpha_0 x_3 \]

\[ = x_1 (-2x_1 - x_2 \sin(t) + 3x_3 \cos(t)) + x_2 (x_1 \sin(t) - 4x_2 - 2x_3) + x_3 (-3x_1 \cos(t) + 2x_2 - 5x_3) \]

\[ = -2x_1^2 - 4x_2^2 - 5x_3^2 \leq -2\|x(t)\|^2. \]
According to Theorem 8, \( x_e = 0 \) of the system (78) is HML stable. Figure 2 just illustrate this result.

![Figure 2](image-url)

**Figure 2.** The evolution of system (76). (a) \( x(1) = (1.2, -1, -1.5)^T \); (b) \( x(1) = (-1.2, 1, 1.5)^T \).

6. Conclusions

A class of Lyapunov theorems has been developed for non-linear Hadamard-type fractional systems. Additionally, several useful Hadamard-type fractional inequalities are investigated. Based on these inequalities, it is very easy to design a appropriate Lyapunov function and calculate their Hadamard-type fractional derivative. According to the modified Laplace transform and the properties of Hadamard fractional calculus, the asymptotic stability theories of Hadamard-type systems are discussed, which enriched the knowledge of fractional calculus. Using these results, LDM can be applied to analyze the HML stability of Hadamard-type systems. At last, two examples are given to check the results of the systems by using the developed theory. In the future, we may focus on the following meaningful topics:
• Extend the fractional order $a$ of Hadamard-type system (38) and (39) from $(0,1)$ to $(1,2)$;
• Develop the asymptotic stability on incommensurate systems, switching systems, and time-delay systems;
• Choose appropriate Lyapunov functions for Hadamard-type system from a certain set.
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