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Abstract—We present a novel control strategy for a team of unmanned aerial vehicles (UAVs) to autonomously achieve a desired formation using only visual feedback provided by the UAV’s onboard cameras. This effectively eliminates the need for global position measurements. The proposed pipeline is fully distributed and encompasses a collision avoidance scheme. In our approach, each UAV extracts feature points from captured images and communicates their pixel coordinates and descriptors among its neighbors. These feature points are used in our novel pose estimation algorithm, QuEst, to localize the neighboring UAVs. Compared to existing methods, QuEst has better estimation accuracy and is robust to feature point degeneracies. We demonstrate the proposed pipeline in a high-fidelity simulation environment and show that UAVs can achieve a desired formation in a natural environment without any fiducial markers.

Supplementary Material

Video of the simulations is available at https://youtu.be/AMXbX1Ezg8Q, and the code can be accessed at https://goo.gl/QH5qhw.

I. INTRODUCTION

In recent years, Unmanned Aerial Vehicles (UAVs) have persistently become more miniaturized and affordable, while their onboard computational and communication capabilities have advanced significantly. Thanks to these technological trends and theoretical advances in distributed control, it is now possible to deploy UAVs to collaboratively map and monitor an environment [1], inspect infrastructures [2], deliver goods [3], or manipulate objects [4], [5]. In these applications, the ability to bring the UAVs to a desired geometric shape is a fundamental building block upon which more sophisticated maneuvering and navigation policies can be constructed.

There exists a large body of work on formation control of autonomous vehicles [6]–[8] that can be used to achieve a desired configuration. However, many methods rely on a centralized motion planning scheme or a global positioning/communication paradigm [9]–[12]. Fully distributed formation control strategies [13]–[16], on the other hand, do not have these requirements and compared to the centralized methods have better scalability, naturally parallelized computation, and resiliency to global positioning signal jamming or loss.

The main contribution of this abstract is to address two major challenging problems that are often not considered in the distributed formation control literature: 1) How can UAVs achieve a desired formation without relying on a centralized motion planning scheme to avoid collision? 2) How can UAVs localize their neighbors without using global position measurements? To address the first question, we propose a control design that enjoys several properties which can be used for collision avoidance. To address the second question, we propose to use the images captured by onboard UAV cameras in a novel camera pose estimation routine to estimate the relative position and orientation information needed for the formation control. The collision avoidance scheme that naturally arises from our control design is what distinguishes our pipeline the most from similar work [17], [18] that use visual feedback for localization.

II. METHODOLOGY

In what follows, we present the formation control and camera pose estimation components of the proposed pipeline and show how they can be merged as a full system. We assume that the UAVs are desired to operate at a constant altitude, all desired formations are planar, and the UAVs are equipped with low-level flight controllers that can regulate their speed to a desired value.

A. Distributed Formation Control

To bring a team of $n$ UAVs to a desired planar formation, we define a linear velocity control vector $u_i \in \mathbb{R}^2$ for each
UAV as

\[ u_i := \sum_{j \in N_i} A_{ij} q_j^i, \]  

where \( i \in \{1, 2, \ldots, n\} \) denotes the index of each UAV, \( N_i \subset \mathbb{N} \) is the index set of neighboring vehicles for the \( i \)-th UAV, \( q_j^i \in \mathbb{R}^2 \) denotes the position of UAV \( j \) in UAV \( i \)'s local coordinate frame, and \( A_{ij} \in \mathbb{R}^{2 \times 2} \) are constant control gain matrices that are provided to each UAV before the mission. At any instant of time, the low-level flight controller of each UAV regulates the UAV's linear velocity to the desired control vector \( u_i \) given in (1).

If the \( A_{ij} \) matrices are chosen properly, the desired formation emerges from the interaction of all vehicles [19], [20]. To design these matrices, we propose a novel approach based on a semidefinite problem (SDP) formulation that not only ensures that a desired formation is achieved, but further has the following properties that are proven in our previous work [21], [22]:

1) The control is robust to perturbations, noise, and disturbances in the input.
2) The control is robust to unmodeled dynamics and input saturations.
3) Any positive scaling of the control vector does not affect the convergence of the desired formation.
4) If UAVs move in the desired direction perturbed by a rotation up to ±90°, convergence to the desired formation remains guaranteed.

We exploit property (4) to design a fully distributed collision avoidance strategy. In this strategy, if moving along the control vector results in collision, the UAVs rotate their control vectors to avoid collision. If the required rotation is above 90°, the UAVs stop until a feasible direction is available. Although gridlocks can occur and are unavoidable due to the distributed nature of this strategy, in our extensive simulations we have observed that if the UAVs are initially far apart they can often overcome gridlocks and converge to the desired formation.

If the sensing/communication graph among UAVs is time-varying, by adding addition constraints to the SDP problem one can ensure that the UAVs achieve the desired formation regardless of the switches in the sensing topology, as shown in our previous work [23].

B. Camera Relative Pose Estimation

Image feature points are edges, corners, etc., in an image, which can be identified and matched in images that were taken from a scene at two different locations. An example is shown in Fig. 2, where SURF feature points [24] indicated by + signs are extracted from the onboard images of two UAVs and matched as illustrated with the dashed lines. The homogeneous coordinates of matched feature point pairs, \( m, n \in \mathbb{R}^3 \), are known from the images and must satisfy the rigid motion constraint

\[ u R m + t = v n, \]  

where \( R \in \text{SO}(3) \) and \( t \in \mathbb{R}^3 \) are respectively the unknown relative rotation matrix and the translation vector (i.e., pose) between the camera coordinate frames at each view, and \( u, v \in \mathbb{R} \) are unknown depths of feature points in the corresponding coordinate frames. By using the quaternion representation of rotation matrix \( R \) in (2), our novel pose estimation algorithm, QuEst, can recover the relative pose from as low as 5 generic feature point pairs. On average, QuEst has shown up to 50% increase in the estimation accuracy over state-of-the-art algorithms [25]. Furthermore, random sample consensus (RANSAC) [26] can be incorporated to eliminate any potential mismatched feature points.

C. Vision-Based Distributed Formation Control

In our proposed formation control pipeline, the relative position measurements required to compute the control vector (1) are estimated from the images captured by the onboard UAV cameras. Feature points pixel coordinates and their descriptors are extracted from onboard images and communicated by UAVs to their neighbors. If the cameras have overlapping fields of view, corresponding feature points can be matched based on their descriptors and used in QuEst to estimate the relative pose. It is well-known that by solely using the images the estimated relative positions can only be recovered up to a common positive unknown scale factor. This, however, does not affect the convergence of the UAVs to the desired formation due to the property (3) in our proposed formation control strategy.

To investigate the required communication bandwidth of our proposed pipeline, we consider SURF image features [24] and assume that 500 feature points are extracted in 50 ms from 320 × 240 pixel images. Each feature point consists of 2 single precision x-y coordinates and a 64 element single precision descriptor vector, where each single precision number is represented by 32 bits. Hence, the communication bandwidth required for each neighboring UAV is about 5.2 KB/s, which is well within the range of current wireless communication technology.

III. SIMULATION RESULTS

We conduct several simulations for a formation of quadrotors using their front-facing or downward-facing cameras. Our simulations verify that by using the proposed pipeline a team of quadrotors can achieve a desired formation without collision and by solely using their onboard images. The
simulations are performed in the high-fidelity Unreal Engine 4 environment using Microsoft AirSim [27]. AirSim is designed according to the software-in-the-loop (SITL) principle, in which the quadrotor flight controller cannot specify whether it is running under simulation or a real vehicle. The simulator includes PX4 SITL flight controller, which allows the simulation code to be directly imported to the commercially available quadrotor platforms. Links to simulation code and video are provided in the Supplementary Material section.

Fig. 3(a) shows a snapshot of the simulation for 3 quadrotors after reaching a desired equilateral triangle formation. The quadrotors initially start from a line configuration on the ground and ascend 20 meters. Only the downward-facing quadrotor cameras are used in this simulation to achieve the desired formation. Images captured by these cameras are shown in the left side of the figure, and an example of matched image feature point for the first and second quadrotors is shown in the bottom. The ground truth trajectory of quadrotors based on the GPS data provided by the simulation software is shown in Fig. 4(a), where the communication topology among UAVs is shown via gray lines. Note that global position or orientation measurements (such as GPS or magnetometer) are not used in the formation control pipeline and are recorded only for plotting the trajectories.

Fig. 3(b) shows a snapshot of the simulation for 9 quadrotors after reaching a desired square grid desired formation. In this simulation, the quadrotors ascend 40 meters from an initial line configuration, and only the front-facing cameras are used. Images captured by these cameras are shown in the left side of the figure, and the GPS trajectory of quadrotors is shown in Fig. 4(b).

Although the relative position vectors that are recovered up to an unknown positive scale factor from the QuEst algorithm are sufficient to achieve a desired formation, the collision avoidance strategy requires an estimate of the distance between two UAVs to detect an imminent collision. The altitude of the UAVs from the ground are used in our simulations to estimate the unknown scale factor for the recovered positions. In practice, onboard sensors such as altimeter, sonar, stereo cameras, laser range finder, etc., can be used to estimate the altitude.

IV. Future Work

Our demonstrations in this work were focused on planar formations. We are currently working on extending the proposed pipeline to 3D formations. Our initial results have validated that our design approach can be used to achieve a desired 3D formation while avoiding collisions. Due to the distributed nature of our collision avoidance strategy gridlocks can occur. Incorporating a communication scheme such that agents can detect/avoid the gridlock situations will be a topic of future work. Further future research include leveraging leader-follower strategies for cooperative navigation of multiple UAVs, hence, allowing a single human operator to navigate a team of UAVs while they autonomously travel in a specified formation.

REFERENCES

[1] T. Cieslewski, S. Choudhary, and D. Scaramuzza, “Data-efficient decentralized visual SLAM,” in IEEE International Conference on Robotics and Automation, 2018.
[2] T. Ozaslan, G. Loianno, J. Keller, C. Taylor, V. Kumar, J. Wozencraft, and T. Hood, “Autonomous navigation and mapping for inspection of penstocks and tunnels with MAVs,” IEEE Robotics and Automation Letters, vol. 2, no. 3, pp. 1740–1747, 2017.
[3] K. Dorling, J. Heinrichs, G. G. Messier, and S. Magierowski, “Vehicle routing problems for drone delivery,” Transactions on Systems, Man, and Cybernetics: Systems, vol. 47, no. 1, pp. 70–85, 2017.
[4] R. Bähnemann, D. Schindler, M. Kamel, R. Siegwart, and J. Nieto, “A decentralized multi-agent unmanned aerial system to search, pick up, and relocate objects,” in IEEE International Symposium on Safety, Security and Rescue Robotics, Oct 2017, pp. 123–128.

[5] G. Losanno, V. Spumy, T. Baca, J. Thomas, D. Thakur, D. Hert, R. Penicka, T. Krajník, A. Zhou, A. Cho, M. Saska, and V. Kumar, “Localization, grasping, and transportation of magnetic objects by a team of mavs in challenging desert like environments,” IEEE Robotics and Automation Letters, 2018.

[6] J. C. Barca and Y. A. Sekercioglu, “Swarm robotics reviewed,” Robotics, vol. 31, no. 3, pp. 345–359, 2013.

[7] Z. Yan, N. Jouandeau, and A. A. Cherif, “A survey and analysis of multi-robot coordination,” International Journal of Advanced Robotic Systems, vol. 10, no. 12, p. 399, 2013.

[8] K.-K. Oh, M.-C. Park, and H.-S. Ahn, “A survey of multi-agent formation control,” Automatica, vol. 53, pp. 424–440, 2015.

[9] N. Michael, M. M. Zavlanos, V. Kumar, and G. J. Pappas, “Distributed multi-robot task assignment and formation control,” in International Conference on Robotics and Automation. IEEE, 2008, pp. 128–133.

[10] M. Aranda, G. López-Nicolás, C. Sagüés, and M. M. Zavlanos, “Coordinate-free formation stabilization based on relative position measurements,” Automatica, vol. 57, pp. 11–20, 2015.

[11] N.-s. P. Hyun, P. A. Vela, and E. I. Verriest, “Collision free and permutation invariant formation control using the root locus principle,” in American Control Conference. IEEE, 2016, pp. 2572–2577.

[12] T. Motoyama and K. Cai, “Top-down synthesis of multi-agent formation control: An eigenstructure assignment based approach,” in American Control Conference. IEEE, 2017, pp. 259–264.

[13] M. H. Trinh, S. Zhao, Z. Sun, D. Zelazo, B. D. Anderson, and H.-S. Ahn, “Bearing-based formation control of a group of agents with leader-first follower structure,” IEEE Transactions on Automatic Control, 2018.

[14] K. Fathian, D. I. Rachinskii, M. W. Spong, and N. R. Gans, “Globally asymptotically stable distributed control for distance and bearing based multi-agent formations,” in American Control Conference. IEEE, 2016, pp. 4642–4648.

[15] K. Fathian, D. I. Rachinskii, T. H. Summers, and N. R. Gans, “Distributed control of cyclic formations with local relative position measurements,” in Conference on Decision and Control. IEEE, 2016, pp. 49–56.

[16] T. Han, Z. Lin, R. Zheng, and M. Fu, “A barycentric coordinate-based approach to formation control under directed and switching sensing graphs,” IEEE Transactions on cybernetics, vol. 48, no. 4, pp. 1202–1215, 2018.

[17] E. Montijano, E. Cristofalo, D. Zhou, M. Schwager, and C. Sagüés, “Vision-based distributed formation control without an external positioning system,” IEEE Transactions on Robotics, vol. 32, no. 2, pp. 339–351, 2016.

[18] S. Vempala and S. Saripalli, “Monocular vision based collaborative localization for micro aerial vehicle swarms,” arXiv preprint arXiv:1804.02510, 2018.

[19] Z. Lin, L. Wang, Z. Han, and M. Fu, “Distributed formation control of multi-agent systems using complex laplacian,” IEEE Transactions on Automatic Control, vol. 59, no. 7, pp. 1765–1777, July 2014.

[20] Z. Lin, L. Wang, Z. Han, and v. Minyue Fu, “A graph laplacian approach to coordinate-free formation stabilization for directed networks,” IEEE Transactions on Automatic Control, vol. 61, no. 5, pp. 1269–1280, May 2016.

[21] K. Fathian, T. H. Summers, and N. R. Gans, “Robust distributed formation control of agents with higher-order dynamics,” Control Systems Letters, 2018.

[22] K. Fathian, S. Safaoui, T. H. Summers, and N. R. Gans, “Robust distributed planar formation control for higher-order holonomic and nonholonomic agents,” arXiv preprint, arXiv:1807.11058, 2018.

[23] K. Fathian, D. I. Rachinskii, T. H. Summers, M. W. Spong, and N. R. Gans, “Distributed formation control under arbitrarily changing topology,” in American Control Conference. IEEE, 2017, pp. 271–278.

[24] H. Bay, T. Tuytelaars, and L. Van Gool, “SURF: Speeded up robust features,” in European conference on computer vision. Springer, 2006, pp. 404–417.

[25] K. Fathian, J. P. Ramirez-Paredes, E. A. Doucette, J. W. Curtis, and N. R. Gans, “QuEst: a quaternion-based approach for camera motion estimation from minimal feature points,” IEEE Robotics and Automation Letters, vol. 3, no. 2, pp. 857–864, 2018.

[26] M. A. Fischler and R. C. Bolles, “Random sample consensus: a paradigm for model fitting with applications to image analysis and automated cartography,” Communications of the ACM, vol. 24, no. 6, pp. 381–395, 1981.

[27] S. Shah, D. Dey, C. Lovett, and A. Kapoor, “AirSim: high-fidelity visual and physical simulation for autonomous vehicles,” in Field and Service Robotics, 2017. [Online]. Available: https://arxiv.org/abs/1705.05065