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Abstract

An earlier investigation found that the performance of advanced students in a quantum mechanics course did not automatically improve from midterm to final exam on identical problems even when they were provided the correct solutions and their own graded exams. Here, we describe a study, which extended over four years, in which upper-level undergraduate students in a quantum physics course were given four identical problems in both the midterm exam and final exam. Approximately half of the students were given explicit incentives to correct their mistakes in the midterm exam. In particular, they could get back up to 50% of the points lost on each midterm exam problem. The solutions to the midterm exam problems were provided to all students in both groups but those who corrected their mistakes were provided the solution after they submitted their corrections to the instructor. The performance on the same problems on the final exam suggests that students who were given incentives to correct their mistakes significantly outperformed those who were not given an incentive. The incentive to correct the mistakes had greater impact on the final exam performance of students who had not performed well on the midterm exam.
I. INTRODUCTION

Helping students learn to think like a scientist is an important goal of most courses for science and engineering majors at all levels. Meeting this goal is also critical to prepare an additional one million STEM professionals in ten years according to the recommendations of the United States President’s Council of Advisors on Science and Technology (PCAST) report. In order to achieve this goal, it may be beneficial if students are provided incentives to help them learn to think like scientists.

One attribute of experts is that they are likely to use problem solving as an opportunity for learning. In particular, experts automatically reflect upon their mistakes in their problem solutions in order to repair, extend and organize their knowledge structure. Since experts learn from their own mistakes, they are unlikely to make the same mistakes when asked to solve a problem a second time, especially if they have had access to a correct solution. Unfortunately, for many students in physics courses, problem solving is a missed learning opportunity. Without guidance, students often do not reflect upon the problem solving process after solving problems in order to learn from them nor do they make an effort to learn from their mistakes after the graded problems are returned to them.

However, closing the “performance gap” between high and low achieving students and ensuring that all students excel in science courses are important goals of science education research. Prior research in introductory physics suggests that instruction can explicitly prompt students to learn successfully from their mistakes by rewarding them for correcting their mistakes. This type of activity, if it is repeated in many courses throughout the undergraduate course work, also has the potential to help students learn to make use of problem solving as a learning opportunity.

Prior research also suggests that only providing students worked examples is insufficient and effective approaches to learning involve students engaged in meta-cognition or self-monitoring while they solve problems. For example, research suggests that students who went through a productive failure cycle, in which they worked in groups to solve complex ill-structured math problems without any scaffolding support struggled to learn up until a consolidation lecture by the instructor. However, these students from the productive failure condition significantly outperformed their counterparts from the lecture and practice condition on both well- and ill-structured problems on the posttest. After the posttest, they
also demonstrated significantly better performance in using structured-response scaffolds to solve problems on a new topic not even covered during instruction. Similarly, Schwartz et al. have proposed invention tasks to prepare students for future learning.

One characteristic of prior research studies has been that they have mostly focused on how introductory physics students differ from physics experts and strategies that may help introductory students learn to learn. By comparison, few investigations have focused on the learning skills of advanced physics students, although some investigations have been carried out on the difficulties advanced students have with advanced topics such as quantum physics and how to help them learn quantum mechanics better.

It is often implicitly assumed that, unlike students in introductory physics courses, most students who have made it through an entire undergraduate physics curriculum have not only learned a wide body of physics content but have also picked up the habits of mind and self-monitoring skills needed to build a robust knowledge structure. Many physics instructors take for granted that advanced physics students will learn from their own mistakes in problem solving without explicit prompting, especially if they are given access to clear solutions. They often assume that, unlike introductory students, advanced students have become independent learners and they will take the time out to learn from their mistakes, even if the instructors do not reward them for fixing their mistakes, e.g., by explicitly asking them to turn in, for course credit, a summary of the mistakes they made and writing down how those mistakes can be corrected.

However, such assumptions about advanced students’ superior learning and self-monitoring skills have not been substantiated by research. Very little is known about whether a physics professor develops these skills in a continuous or discontinuous manner from the time they are introductory students. There may be some discontinuous “boosts” in this process for many students, e.g., when they become involved in graduate research or when they ultimately independently start teaching and researching. There is also no research data on the fraction of students who have gone through the “traditional” undergraduate or graduate physics curriculum and have been unable to develop sufficient learning and self-monitoring skills, which are the hallmark of a physicist.

Moreover, investigations in which advanced physics students are asked to perform tasks related to simple introductory physics content do not properly assess their learning and self-monitoring skills. Advanced students may possess a large amount of “compiled
knowledge” about introductory physics and may not need to do much self-monitoring or learning while dealing with introductory problems. For example, when physics graduate students were asked to group together introductory physics problems based upon similarity of solution, their categorization was better than that of introductory physics students. While such tasks may be used to compare the grasp that introductory and advanced students have of introductory physics content, tasks involving introductory level content do not provide much insight into advanced physics students’ learning and self-monitoring skills. The task of evaluating advanced physics students’ learning and self-monitoring skills should involve advanced-level physics topics at the periphery of advanced students’ own understanding. Also, while tracking the same student’s learning and self-monitoring skills longitudinally is an extremely difficult task, taking snapshots of advanced students’ learning and self-monitoring skills can be very valuable.

Earlier, Mason and Singh investigated the extent to which upper-level students in quantum mechanics learn from their mistakes. They administered four problems in the same semester twice, both on the midterm and final exams in an upper-level quantum mechanics course. The performance on the final exam shows that while some students performed equally well or improved compared to their performance on the midterm exam on a given question, a comparable number performed poorly both times or regressed (i.e., performed well on the midterm exam but performed poorly on the final exam). The wide distribution of students’ performance on problems administered a second time points to the fact that many advanced students may not automatically exploit their mistakes as an opportunity for repairing, extending, and organizing their knowledge structure. Mason and Singh also conducted individual interviews with a subset of students to delve deeper into students’ attitudes toward learning and the importance of organizing knowledge. In these individual interviews, they also found evidence that even in these advanced courses, many students do not automatically learn from their mistakes and they often resort to rote learning strategies for getting through the course. For example, they found that many students focused on selectively studying for the exams and did not necessarily look at the solutions provided by the instructor for the midterm exams to learn, partly because they did not expect those problems to be repeated on the final exam and/or found it painful to confront their mistakes.

Similar to the benefits observed for introductory physics students, one instructional strategy that may help even advanced students is explicitly prompting them to learn from their
mistakes by rewarding them for correcting the mistakes\cite{10,11,16}. Indeed, giving incentives even to advanced students for learning from their mistakes, e.g., by explicitly rewarding them for correcting their mistakes can be an excellent learning opportunity for many students. Students may gain a new perspective on their own solutions, which may have mistakes, by asking themselves reflective questions while correctly solving the problems making use of the resources available to them. These issues are particularly important considering that the diversity in the prior preparation of students at all levels has increased and many students need explicit guidance not only in the introductory courses, but also in the advanced courses.

Here, we discuss a study spanning four years in which advanced undergraduate physics students taking a quantum mechanics course were given the same four problems in both the midterm exam and final exam similar to the Mason and Singh study but approximately half of the students were given incentives to correct their mistakes in the midterm exam and could get back up to 50\% of the points lost on each midterm exam problem. The solutions to the midterm exam problems were provided to all students but those who corrected their mistakes were provided the solution after they submitted their corrections to the instructor. The performance on the same problems on the final exam suggests that students who were given incentives to correct their mistakes significantly outperformed those who were not given an incentive.

II. METHODOLOGY

Our study took place over four years (the data were collected in four separate but identical courses) in the first semester of a two-semester upper-level undergraduate quantum mechanics course sequence taught by the same physics instructor at the University of Pittsburgh. This upper-level quantum mechanics course sequence is mandatory only for those students who want to obtain an honors degree in physics. It is often one of the last courses an undergraduate physics major takes. Most students in this course are physics or engineering physics majors in their senior year (but some are in their junior year and there are also a few first year physics graduate students, who typically did not take a full year quantum mechanics sequence as undergraduate students). The four years in which the data were collected in the course were not consecutive years because typically a physics instructor at that university teaches a course for two consecutive years and then another instructor teaches it.
Therefore, the data were collected from four classes that spanned a six year period. The classes were primarily taught in a traditional lecture format but the instructor had the students work on some preliminary tutorials that were being developed. Students were assigned weekly homework throughout the fifteen-week semester. In addition, there were two midterm exams and a final exam. The homework, midterm and final exams were the same in different years. The midterm exams covered only limited topics and the final exam was comprehensive. Students had instruction in all relevant concepts before the exams, and homework was assigned each week from the material covered in that week. Each week, the instructor held an optional class in which students could ask for help about any relevant material in addition to holding office hours. The first midterm exam took place approximately eight weeks after the semester started, and the second midterm exam took place four weeks after the first midterm examination. For our study, two problems were selected from each of the midterm exams and were given again verbatim on the final exam along with other problems not asked earlier. The problems given twice are listed in Appendix A.

In the second and fourth year in which this study was conducted, the data were collected from classes in which students were asked to self-diagnose their mistakes on both their midterm exams in the course and could earn a maximum of 50% of the points lost on each problem for submitting the corrected solution to each of the midterm exam problems. These classes formed the experimental or incentivized group. Including both years, there were 31 students in the incentivized group. There were no self-diagnosis activities in the first and third year in that students were not provided any grade incentive to diagnose their mistakes and submit the corrected solution to the midterm exam problems. The students in these two years formed the comparison group. There were 33 students in the comparison group including both years.

All students were provided the solution to each midterm exam problems. Thus, students in both the experimental and comparison groups had the opportunity to learn from their mistakes before they encountered the four problems selected from the midterm exams on their final exam (as noted earlier, two problems were selected from each midterm exam). However, for the experimental group, the midterm solutions were provided after students self-diagnosed their mistakes. Moreover, written feedback was provided to all students as needed in both the experimental and comparison groups after their midterm exam performance, indicating on the exams where mistakes were made. As noted, students in the incentivised
group were asked to submit the corrected solution to each problem on the midterm exam on which they did not have a perfect score. They were given four days to diagnose and correct their mistakes and submit corrected solutions. They were directed to work on their own while correcting their mistakes, but were free to use any resources, homework, notes, and books to help them with this correction opportunity. Of course, students in either the comparison group or incentivized group were free to use these resources to study at any time prior to the final in-class exam.

It is worth noting that these questions were in-class exam questions: short enough to be answered during the exam and similar to homework and quiz questions that students previously worked on. The corrected solution submitted by most students after the self-diagnosis was almost perfect so it was easy for the instructor to reward students with 50% of the points lost. Our goal was to evaluate how students performed in subsequent problem solving based upon whether they diagnosed and corrected their mistakes on the midterm exam when provided with a grade incentive.

Three of the problems chosen (problem 1 which will also be called the expectation value problem for convenience, problem 2 or measurement problem and problem 3 or momentum problem in Appendix A) were those that several students had difficulty with; a fourth problem (problem 4 or harmonic oscillator problem) which most students found straightforward on one of the two midterm exams was also chosen. The most difficult of the four problems (based upon students’ performance) was the momentum problem in Appendix A that was also assigned as a homework problem before the midterm exam but was perceived by students to be more abstract in nature than the other problems.

III. RUBRICS AND SCORING

A scoring rubric, developed jointly with E. Yerushalmi and E. Cohen to assess how well the students in introductory physics courses diagnose their mistakes when explicitly prompted to do so, was adapted to score students’ performance on each of the four quantum mechanics problems on both the midterm and final exams. The scoring was checked independently by two scorers for approximately 25% of the students and at least 95% agreement was found on the scoring for each student on each problem in each attempt (on midterm and final exams).
The scoring rubric has two sections: one section scores students on their physics performance and the other section scores how well they presented their solution. The rubric for the presentation part was somewhat different from the corresponding part for introductory physics because quantum mechanics problems often asked for more abstract answers (e.g., proving that certain energy eigenstates are equally probable) as opposed to finding a numerical answer. Therefore, some categories in the introductory physics rubric (e.g., writing down units) were omitted from the presentation part of the quantum mechanics rubric and other categories were adapted to reflect the nature of the quantum problems better (e.g., checking the answer was adapted to making a conceptual connection with the results).

Although the grading rubric allows us to assign scores to each student for performance on physics and presentation parts separately, these two scores are highly correlated with the regression coefficient between the two scores being \( R = 0.98 \). The reason for this high correlation is that students’ presentation of the problem depended upon whether or not they understood the physical content. If a student did not know the relevant physical concepts, he/she could not set up an appropriate problem solving strategy to score well on the presentation part. We therefore only focus on students’ physics scores on each of the four questions given on the midterm exam (called the pretest) and final exam (called the posttest).

Appendix B demonstrates the scoring rubric for physics for all the four problems. Below, we first describe the symbols used for scoring and then explain how a quantitative score is derived after the initial scoring is assigned symbolically for each sub-part of the rubric. The symbol “+” (worth 1 point) is assigned if a student correctly completes a task as defined by the criterion for a given row. The symbol “-” (worth 0 points) is assigned if the student either fails to do the given task or does it incorrectly. If a student is judged to have gotten something partially correct, then the rater may assign a combination of pluses and minuses (+/-, +/-, +/-) to reflect this performance, with the understanding that such a combination represents an average score of pluses and minuses (e.g., ++/- translates to 2/3 of a point). If the student’s solution does not address a criterion then “n/a” (not applicable) is assigned and the criterion is not considered for grading purposes at all. For example, if the student does not invoke a principle, the student will receive a “-” in the invoking appropriate concepts row but will receive “n/a” for applying it in the applying appropriate concept row because the student cannot be expected to apply a principle that he/she did not invoke. We
note that “using legitimate principles or concepts that are not appropriate in this problem” and “using invalid principles and concepts (for instance, confusing a general state $|\psi\rangle$ with an eigenstate of an operator corresponding to an observable $|\psi_n\rangle$)” are included in invoking appropriate concepts category in Appendix B. However, a student will not lose points if he/she wrote legitimate principles or concepts but never used them to solve the problem.

Although we only focus on students’ physics scores, we note that the rubric for the presentation part included sub-components such as organization, plan, and evaluation. For example, for the momentum problem, the organization sub-component of the presentation part of the rubric included clear/appropriate knowns, for example, $e^u = \sum_n \frac{1}{n!} u^n$. The plan sub-component of the rubric for momentum problem was divided into (1) appropriate target quantity chosen, (2) appropriate intermediate variables chosen, and (3) consistent plan. The evaluation sub-component of the rubric for the momentum problem included completing proof: $f(x + x_0) = e^{i\hat{p}x_0/\hbar} f(x)$ and making connection with results (momentum operator is generator of translation in space).

An overall or cumulative score is tabulated for each question for each student (see Appendices C and D for examples of scores using the rubric for student solutions from the comparison group and incentivized group on the pretest and posttest). For the cumulative physics score for each student on a given problem on the midterm or final exams, the average of the scores for each subcategory (e.g., invoking appropriate and inappropriate physics concepts and applying concepts correctly or incorrectly) is used.

IV. RESULTS

All students who had less than perfect score on the midterm exams took advantage of the incentive to correct their mistakes for course credit. Our goal was to investigate correlation between the midterm exam score (which we call pretest score) and final exam score (which we call posttest score) on the four common problems for each group (comparison and incentivized groups). In particular, by comparing the performance of incentivized students with the comparison group, we examined the effect of giving grade incentives to correct one’s mistakes on the pretests on subsequent performance on the posttest on the four problems repeated from the pretest.

The comparison group and incentivized group had nearly identical average performance
on the pretest as shown in Table I (t-test comparing the pretest data of all students in the comparison and incentivized groups shows t=-0.037 and p=0.971). A similar analysis comparing the posttest performance of the two groups shows that incentivized group performance is statistically significantly better than the comparison group (with t=3.265 and p=0.002). In addition, we conducted a repeated measures ANOVA and investigated the interaction between the groups and the growth from the pretest to the posttest scores and find a statistically significant difference (with F(1,62)=11.6, p=0.001, $\eta^2 = 0.16$).

TABLE I: Average pretest and posttest scores, gain and normalized gain ($g$) for students in the comparison and incentivized groups broken down into low, medium and high performance categories based on students’ pretest score and for all students. While the pretest scores are comparable for the comparison group (number of students $N = 33$) and incentivized group ($N = 31$), the posttest scores are significantly higher for the incentivized group (reflected in gain and $g$). The numbers of students in the low, medium and high performance categories are 8, 14 and 11, respectively in the comparison group, and 7, 15 and 9, respectively in the incentivized group.

|        | Comparison Group |        | Incentivized Group |
|--------|------------------|--------|-------------------|
|        | Pre  | Post | Gain | $g$   | Pre  | Post | Gain | $g$   |
| All    | 67.9 | 71.5 | +3.6 | 0.112 | 67.6 | 88.4 | +20.8 | 0.642 |
| Low    | 34.6 | 50.8 | +16.2| 0.248 | 30.8 | 75.7 | +44.9| 0.649 |
| Medium | 64.7 | 66.3 | +1.6 | 0.045 | 67.3 | 88.5 | +21.3| 0.651 |
| High   | 96.0 | 93.0 | -2.9 | -     | 96.9 | 98.1 | +1.2 | 0.387 |

We also conducted a t-test to compare the differences between the pretest and postest scores for all students in each group. We find that for the comparison group, the difference between the pretest and postest scores is not significant (t=-0.590 and p=0.557) but for the incentivized group, the difference between the pretest and postest scores is significant (t=-3.966 and $p < 0.001$). Moreover, the Cohen’s d is 1.01 between the pretest and posttest performance of the incentivized group, which signifies a large effect size. Cohen’s d is given by the difference between the means divided by the spooled standard deviation where the spooled standard deviation is defined as $\sigma_{spool} = \sqrt{\sigma_{comparison}^2 + \sigma_{incentivized}^2 / 2}$.

These results suggest that the comparison group students’ average posttest performance on these problems is comparable to their performance on the pretest but for the students in
the incentivized group, the average posttest performance on these problems is significantly better than their performance on the pretest. We also note that the fact that the average score on the posttest is comparable to the pretest in the comparison group suggests that the assumption that the upper-level physics students will automatically learn from their mistakes may not be valid.

Examination of the performance of students in the comparison group shows that some students did well both times or improved in performance but others did poorly both times or deteriorated on the posttest. We find that students struggled the most on the momentum problem both on the pretest and posttest. Moreover, examining the students who regressed from the pretest to posttest, we observe a pattern in which students who answered a question correctly on the pretest employed a different procedure for the same question on the posttest. The procedure used was often a technique learned in the second half of the course and was not relevant to solving the problem. This is suggestive that some students are applying memorized procedures, rather than trying to actually understand the problem they are solving.

In the comparison group, in many of these cases in which students performed poorly, students wrote extensively on topics that were irrelevant to the question asked. It is hard to imagine that students did not know that the things written by them were likely to be not relevant to the questions asked. It is possible that the students thought that if they wrote anything that they could remember about the topic (whether relevant or not) they may get some points on the exam for trying. Often, the irrelevant writings of a student on a particular question were different in the pretest and posttest. The poor performance of the students both times suggests that when the pretest was returned to them and the correct solutions were provided, they did not automatically use their mistakes as an opportunity for learning. A typical example of a student response for each question from the comparison group showing worse performance or comparable poor performance on the posttest as in the pretest (along with the scores tabulated using the rubric) is shown in Appendix C.

Figure 1 shows the average gain over the four problems (defined as the arithmetic difference between posttest and pretest averages for the questions; gain can therefore range from -100% to +100%) vs pretest score (which can range from zero to 100%) for each student on the four questions repeated from the pretest to posttest in the comparison group and incentivized group. Red-filled triangles are for each student from the comparison group and
the blue-filled squares are used for each student in the incentivized group. Students whose score improved are above the horizontal axis at zero gain; students whose performance deteriorated are below the horizontal axis. The regions of possible gain are shaded according to posttest score performance categories: green for High posttest performance, yellow for Medium posttest performance and orange for Low posttest performance. The performance categories are defined as follows: “High,” for scores from 85% to 100%; “Medium” for scores from 50% to 85%; and “Low” for scores from zero to 50%. The 50% cutoff was chosen somewhat arbitrarily and the 85% cutoff was chosen so that roughly one third of the students scored in the High performance category on the pretest.

Figure 1 and Table I both show that students with poor performance on the midterm exam were likely to benefit from self-diagnosis activities in which they submitted the self-diagnosed corrected midterm exam solutions for 50% of the points lost on each problem. Therefore, the gap between the High and Low performers on the midterm exam was reduced for this incentivized group on the repeated problems on the final exam. On the other hand, for the comparison group in which students did not correct their mistakes but were given the correct solutions to all of the midterm exam problems, the gap remained, i.e., scores did not substantially improve for low performers, and remained diverse.

As shown in both Figure 1 and Table I, the data were analyzed by breaking the students into three groups based on their pretest performance. The initially high-performing students from both the comparison and incentivized groups (scoring 85% and higher on the pretest) generally performed very well on the posttest regardless of the intervention (see Figure 1). Most of these students who start in the High pretest category stay in that category. Students who initially performed at a Medium level on the pretest (scoring between 50% and 85%) in the incentivized group perform better on the posttest than the corresponding students who were in the comparison group. In the comparison group, students in the Medium performance category on the pretest were as likely to improve on the posttest (above the horizontal axis in Figure 1A) as they were to deteriorate (below the horizontal axis). In contrast, in the incentivized group, almost all of the students in the Medium category on the pretest improved on the posttest (see Figure 1B).

Furthermore, about half of these students in the incentivized group improved as much as possible on the posttest, saturating the boundary for maximal improvement (see Figure 1B). Among the initially Low performing students (pretest scores less than 50%), many students
in both comparison and incentivized groups improved on the posttest. However, the degree to which these struggling students performed on the posttest is highly dependent on whether or not they received a grade incentive to improve. The students in the Low category on the pretest in the incentivized and comparison groups had an average gain of 44.9% and 16.2%, respectively (Table I). In summary, the gains are much larger for the incentivized group, bringing the average of the Low category to the level of the Medium category, and the Medium category to the High category (see Figure 1 and Table I). A typical example of a student response for each question showing improvements in the incentivized group (along with the scores tabulated using the rubric) is shown in Appendix D.

The data shown in Figure 1 and Table I are shown in two other forms in Figure 2 because it may be instructive to view the data in another form. In particular, the average pretest vs. posttest score for each student on the four questions repeated from the pretest to posttest is plotted for the comparison group and incentivized group. Red-filled triangles are used for each student from the comparison group and the blue-filled squares are for each student in the incentivized group. In addition, the histograms along each axis show the distribution of the pretest and posttest scores for the comparison group and the incentivized group. A closer look at the histograms suggests that pre-intervention scores are similar for the comparison and incentivized group. However, the incentivized group posttest distribution has shifted out of the lower region, and is peaked near the High performance cutoff.

Table I also includes the average normalized gain $g$, for each group for each performance category. The normalized gain is defined as the posttest percent minus the pretest percent divided by (100-pretest percent). The normalized gain scales the gain based upon the pretest scores (e.g., $g = 0$ implies that there is no gain at all from the pretest to posttest, $g = 0.5$ implies that the gain is 50% of the maximum possible that could have been gained and $g = 1$ implies that the gain is the maximum amount possible. Table I shows that the normalized gain $g$ for each pretest performance category is larger for the incentivized group than the comparison group (negative gains are not converted to the normalized gain $g$). For incentivized group, the normalized gain is large for the low and medium pretest performance categories.

While these results are encouraging, caution is urged in interpreting improvement. Our findings support the claim that students improve on problems administered a second time when expert-like behavior (self-diagnosing and correcting their mistakes) is explicitly incen-
tivized. It does not necessarily follow that students have become adept at self-monitoring skills from just two such interventions in the two midterm exams in quantum mechanics. In particular, we compared the performance of students in the incentivized and comparison groups on four other problems on the same final exam for which incentivized group students did not diagnose their mistakes. We find that while the incentivized group scored higher than the comparison group, the results are not statistically significant.

V. DISCUSSION

A common hypothesis is that advanced students will benefit from solutions to exams provided after the exams because they would want to learn from their mistakes. However, we find that many upper-level students who do not receive an explicit grade incentive to learn from their mistakes, in fact, do not learn from their mistakes. More encouragingly, students who are given an incentive (earn back some points for correcting their mistakes), typically perform substantially better on problems repeated a second time from midterm to final exam.

Prior research demonstrates that many introductory students do not automatically learn from their mistakes without explicit intervention\(^{10\,16}\). Moreover, many introductory physics students are “captive audiences” – they may not buy into the goals of the course and their main goal becomes getting a good grade even if their learning is superficial\(^{31}\). Research suggests that the introductory physics students can benefit from explicit guidance and feedback in developing problem solving and learning skills and alignment of course goals with assessment methods\(^{10\,16\,31\,35\,44\,45}\). However, it is commonly assumed that the learning skills of students in advanced physics courses are superior to those of students in introductory courses so they will monitor their learning and learn from their mistakes. For example, instructors often believe that physics seniors in an upper-level quantum mechanics course can monitor their own learning and they will automatically take the time out to learn from their mistakes. One reason offered is that advanced physics majors have chosen this major and are therefore eager to learn the material. They will make every effort to repair, organize and extend their knowledge because they are intrinsically motivated to learn and are not grade driven.

Contrary to these beliefs, our earlier investigation\(^{18}\) found that the performance of ad
vanced students in the upper-level quantum mechanics sequence did not automatically improve on identical questions given on a midterm exam and on the final exam. The students were provided the correct solutions and their own graded exams. Even then, there was an apparent lack of reflective practice by supposedly mature students and many students did not take the opportunity to repair and organize their knowledge structure. In individual interviews, we probed students’ attitudes and approaches towards problem solving and learning, and also asked them to solve the same problems again. The statistical results were consistent with some students’ “self-described” approaches towards problem-solving and learning. In the interviews, we find evidence that even in these advanced courses there are students who do not use their mistakes as an opportunity for learning and for building a robust knowledge structure; they resort to rote learning strategies for getting through the course. For example, one interviewed student alluded to the fact that he always looked at the correct homework solutions provided but did not always look up the correct midterm exam solutions partly because he did not expect those questions to be repeated on the final exam. This tendency to “study” the problems that may show up on the exam without making an effort to build a good knowledge structure is typically not expected of physics students in advanced courses.

Individual discussions with some physics faculty suggests that sometimes their incorrect inferences about advanced physics students’ learning and self-monitoring skills are based on the fact that they feel that all physics majors are like them. They may not appreciate the large diversity in the population of physics majors today and may not realize that those who become college physics faculty consist of a very select group of undergraduate physics majors. While longitudinal research is needed to investigate the differences between those advanced students who pursue graduate study and eventually become physics faculty and those who do not, it is possible that those students aspiring to be physics faculty are intrinsically motivated to learn and make more effort to learn from their mistakes on their own.

Our study suggests that similar to introductory students, advanced physics students who do not automatically use their mistakes as a learning opportunity may benefit from explicit scaffolding support and guidance to help them learn from their mistakes. Students will automatically use problem solving as an opportunity for reflecting and learning if they are intrinsically motivated to learn the content and to extend and organize their knowledge.
However, advanced students who are not intrinsically motivated may need extrinsic motivation, e.g., explicit reward to help them learn from their mistakes. The strategy discussed here is explicitly asking advanced students in upper-level quantum mechanics course to correct their mistakes in midterm exams similar to the strategies that have been used successfully for introductory courses\textsuperscript{10–16}. Our research suggests that even many upper-level students may be more motivated to engage with instructional material in a more meaningful way if they are provided a grade incentive to correct their mistakes. Considering the relative ease with which instructors in physics courses at all levels can implement the intervention in which students are given grade incentives to correct and learn from their mistakes, instructors at all levels should consider giving students this opportunity to learn. Asking students to correct their mistakes in many courses may also help students understand the importance of learning from mistakes and the role of appropriate productive struggle in learning physics.

Many research-based instructional approaches require training for instructors, instructor preparation time, and materials which can add to costs associated with teaching. However, the self-diagnosis and correction of mistakes discussed in this paper does not require exceptional effort on the part of instructors, nor does it require class time. Like many effective research-based methods, the student is the active agent. It has been found that for introductory students, the corrections themselves take some time to evaluate, incurring some ongoing instructor labor\textsuperscript{15,16}. However, for upper-level students in quantum mechanics, we find that students seize the opportunity and produce expert-like solutions when asked to diagnosed their mistakes and submit corrected solutions for course credit. Therefore, the additional instructor labor is minimal, due to the high quality of the solutions that students typically produce after self-diagnosis of mistakes. In any case, the additional labor on the part of the instructor if students are asked to diagnose their own mistakes for a grade incentive is no more than an additional round of exam evaluations. Moreover, the self-diagnosis of mistakes discussed in this research study can be used along with other research-based curricula and pedagogies.

VI. CONCLUSION

Explicitly providing grade incentives to correct mistakes on the midterm exam positively affected the final exam performance of students with a diverse spectrum of prior performance
on the same problems and the students who were given incentives to correct their mistakes significantly outperformed those who were not given an incentive. In other words, the performance of students in the group in which no incentives were provided shows that while some advanced students performed equally well or improved compared to their performance on the midterm exam on the questions administered a second time, a comparable number of students obtained lower scores on the final exam than on the midterm exam. The wide distribution of students’ performance on problems administered a second time in this case suggests that many advanced students do not automatically exploit their mistakes as an opportunity for learning. An explicit incentive to correct their mistakes can be an effective formative assessment tool. If this type of easy-to-implement intervention is implemented routinely in all physics courses, students are likely to use their mistakes as a learning opportunity and may even develop better self-monitoring skills over time. We note that we are advocating for instructors to give students incentives to correct their mistakes in all STEM courses; we are not suggesting that they repeat the same questions on a final exam as was necessary for the purposes of this research.
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FIG. 1: Average gain (defined as the difference between posttest and pretest score) vs pretest score for each student on the four questions repeated from the pretest to posttest in the comparison group (A) and incentivized group (B). Red-filled triangles are for each student from the comparison group and the blue-filled squares are for each student in the incentivized group in which students received an explicit grade incentive to correct their own mistakes in pretest before answering the same questions on the posttest. Students whose scores improved are above the horizontal axis; students whose performance deteriorated are below the horizontal axis.
FIG. 2: Average pretest vs. posttest score for each student on the four questions repeated from the pretest to posttest in the comparison group and incentivized group. Red-filled triangles are used for each student from the comparison group and the blue-filled squares are for each student in the incentivized group. The histograms along each axis show the distribution of the pretest and posttest scores for the comparison group and the incentivized group. A closer look at the histograms suggests that pre-intervention scores are similar for the comparison and incentivized group. However, the incentivized group posttest distribution has shifted out of the lower region, and is peaked near the “High” performance cutoff.
Appendix A: Questions

The following problems were given both on the midterm and final exams. Students were given an additional sheet on which useful information was provided. For example, they were given the explicit form of $\psi_n(x)$ and $E_n$ (the $n^{th}$ energy eigenfunction and the $n^{th}$ energy eigenvalue, respectively) for a one-dimensional (1-D) infinite square well. For the 1-D Harmonic Oscillator, they were given the energies $E_n$ in terms of quantum number $n$, how the lowering and raising operators, $a_-$ and $a_+$, relate to the position and momentum operators, $\hat{x}$ and $\hat{p}$, the commutation relation between the raising and lowering operators, $[a_-, a_+]$, and how the raising and lowering operators, $a_+$ and $a_-$, acting on the $n^{th}$ energy eigenstate of a one-dimensional harmonic oscillator changes that state etc.

1) The eigenvalue equation for an operator $\hat{Q}$ is given by $\hat{Q} |\psi_i\rangle = \lambda_i |\psi_i\rangle$, with $i = 1...N$. Find an expression for $\langle \psi | \hat{Q} | \psi \rangle$, where $|\psi\rangle$ is a general state, in terms of $\langle \psi_i | \psi \rangle$.

2) For an electron in a one-dimensional infinite square well with well boundaries at $x = 0$ and $x = a$, measurement of position yields the value $x = a/2$. Write down the wave function immediately after the position measurement and without normalizing it show that if energy is measured immediately after the position measurement, it is equally probable to find the electron in any odd-energy stationary state.

3) Write an expression to show that the momentum operator $\hat{P}$ is the generator of translation in space. Then prove the relation. (Simply writing the expression is not sufficient... you need to prove it.)

4) Find the expectation value of potential energy in the $n^{th}$ energy eigenstate of a one-dimensional Harmonic Oscillator using the ladder operator method.
Appendix B: Rubrics

Summaries of the rubrics used to evaluate student performance on the physics part on all four problems are shown here. As noted in the text, each problem receives an overall score, which is the average of the Invoking and Applying scores. Each of these general criteria scores is in turn the average of the specific criteria scores, which can take on the values 0, 1, 1/3, 1/2, 2/3, or N/A. N/A arises when certain criteria are not present to include in determining a score. Inter-rater reliability was tested for roughly 25% of the dataset and found to be better than 95%.
TABLE II: Summary of the rubric used for problem 1 (expectation value problem). In this problem, students are asked to write the expectation value of an observable $Q$ in terms of eigenstates and eigenvalues of the corresponding operator.

| Problem 1 | General Criteria | Specific Criteria |
|-----------|-----------------|------------------|
| Overall Score | Invoking appropriate concepts | Spectral decomposition expressing identity operator in terms of a complete set of eigenstates $|\psi_n\rangle$:  
\[ \hat{I} = \sum |\psi_n\rangle \langle \psi_n| \]
Or expressing general state in terms of the eigenstates of $\hat{Q}$:  
\[ |\psi\rangle = \sum c_n |\psi_n\rangle, \text{ where } c_n = \langle \psi_n|\psi\rangle \]

| | Make use of $\hat{Q} |\psi_n\rangle = \lambda_n |\psi_n\rangle$ |
| | $\langle \psi_n|\psi\rangle^* = \langle \psi|\psi_n\rangle$ |
| | Using legitimate principles or concepts that are not appropriate in this problem. |
| | Using invalid principles or concepts (for instance, confusing a general state $|\psi\rangle$ with an eigenstate $|\psi_n\rangle$). |
| Applying concepts | Inserting spectral decomposition into the expression for expectation value |
| | Eigenvalue evaluated and treated as number. |
| | Probability expressed in terms of $\langle \psi_n|\psi\rangle^*$ and $\langle \psi_n|\psi\rangle$ |

TABLE III: Summary of the rubric used to solve problem 2 (measurement problem). In this problem, a particle in a one dimensional infinite square well is first measured to be at the center of the well. Students are asked to show that a subsequent energy measurement can yield any odd-integer energy state with equal probability.
TABLE IV: Summary of the rubric used to solve problem 3 (momentum problem). In this problem, students prove that momentum operator is the generator of translation in space.

| Problem 3 | General Criteria | Specific Criteria |
|-----------|------------------|-------------------|
| Overall Score | Invoking appropriate concepts | Taylor expansion definition $f(x + x_0) = \sum_{n=0}^{\infty} \frac{1}{n!} x_0^n \frac{d^n}{dx^n} f(x)$ |
| | | Momentum operator in position space in one dimension is $\hat{p} = \frac{\hbar}{i} \frac{d}{dx}$ |
| | | Expansion of exponential: $e^u = \sum_{n=0}^{\infty} \frac{1}{n!} u^n$ |
| | | Using legitimate principles or concepts that are not appropriate in this problem. |
| | | Using invalid principles or concepts (for instance, confusing position space with momentum space). |
| | Applying concepts | Partial derivative in terms of momentum operator: $\frac{\partial}{\partial x} = \frac{i}{\hbar} \hat{p}$ |
| | | $e^{i\hat{p}x_0/\hbar} = \sum_n \frac{x_0^n (i\hat{p}/\hbar)^n}{n!}$ |
| | | Taylor expansion performed correctly to obtain: $f(x + x_0) = e^{i\hat{p}x_0/\hbar} f(x)$ |
TABLE V: The summary of the rubric used to solve problem 4 (harmonic oscillator problem).

In this problem, students are asked to find the expectation value of the potential energy for a one-dimensional harmonic oscillator when the system is in the $n^{th}$ energy eigenstate.

| Problem 4 | General Criteria | Specific Criteria |
|-----------|------------------|-------------------|
| **Invoking appropriate concepts** | $V = \frac{1}{2} m \omega^2 x^2 = \frac{1}{2} k x^2$ | Express expectation value of $f(x)$ as: $\langle f(x) \rangle = \int_{-\infty}^{\infty} \psi^* (x) f(x) \psi(x) dx$ |
| | $H = \frac{p^2}{2m} + \frac{1}{2} m \omega^2 x^2$ | Describe $\hat{x}$ (or $\hat{H}$) in terms of raising and lowering operators $a_+$ and $a_-$ (as given in the formula sheet provided to students) |
| | | Use orthogonality principle: $\int_{-\infty}^{\infty} \psi^*_n (x) \psi_n (x) dx = \delta_{mn}$ |
| | | Using legitimate principles or concepts that are not appropriate in this problem, e.g. $\psi_n$ in terms of $\psi_0$. |
| | | Using invalid principles or concepts (for instance, an incorrect definition of expectation value). |
| **Applying concepts** | Proper expansion of expressions, e.g. order of ladder operators in cross terms $a_+ a$ and $a_- a_+$ is correctly accounted for. | Apply the operators correctly to obtain the correct states and coefficients. For instance, $a_+ |\psi_n\rangle = \sqrt{n+1} |\psi_{n+1}\rangle$ |
| | | Apply the orthogonality relation: $\int_{-\infty}^{\infty} \psi^*_n (x) \psi_{n\pm 2} (x) dx = 0$, $\int_{-\infty}^{\infty} \psi^*_n (x) \psi_n (x) dx = 1$ |
Appendix C: Example Responses from the Comparison Group

Below, we provide typical sample student responses from the comparison groups to show how students deteriorated from the pretest to posttest on the same problem. Each example includes both pretest and posttest for a given student for a particular problem.

| Comparison Group | Problem 1 | Student Work |
|------------------|-----------|--------------|
| **Pretest**      | \[ \langle \psi \mid \hat{Q} \mid \psi \rangle = \] |
|                  | \[ = \langle \psi \mid \hat{Q} \sum_{i=1}^N \psi_i \rangle \langle \psi \mid \psi \rangle \] |
|                  | \[ = \sum_{i=1}^N \langle \psi \mid \hat{Q} \psi_i \rangle \langle \psi \mid \psi \rangle \] |
|                  | \[ = \sum_{i=1}^N \langle \psi \mid \psi \rangle \langle \psi \mid \psi \rangle \] |
|                  | \[ = \sum_{i=1}^N \langle \psi \mid \psi \rangle \langle \psi \mid \psi \rangle \] |
|                  | \[ \therefore \langle \psi \mid \hat{Q} \mid \psi \rangle = \sum_{i=1}^N \langle \psi \mid \psi \rangle \langle \psi \mid \psi \rangle \] |
|                  | in terms of \[ \langle \psi \mid \psi \rangle \] |
| **Posttest**     | \[ \hat{Q} \mid \psi \rangle = \lambda \mid \psi \rangle \] |
|                  | \[ \langle \psi \mid \hat{Q} \mid \psi \rangle = \int_{-\infty}^{\infty} dx \langle \psi \mid \hat{Q} \mid \psi \rangle \langle \psi \mid \psi \rangle \] |
|                  | \[ = \int_{-\infty}^{\infty} dx \langle \psi \mid \psi \rangle \hat{Q} \langle \psi \mid \psi \rangle \] |

FIG. 3: An example of a pretest and posttest solution pair for a student from the comparison group which demonstrates a typical deterioration on the expectation value problem. The pretest and posttest scores are 100% and 50% for invoking, 89% and 33% for applying, and 95% and 42% for the overall scores, respectively. While the pretest solution is almost perfect, the posttest solution shows student difficulties including confusion between the discrete spectrum of the eigenstates of \( \hat{Q} \) and the continuous spectrum of position eigenstates and difficulty with the treatment of the operator \( \hat{Q} \).
Problem 2
Student Work

Pretest

\(\psi(x,0) = \sqrt{\frac{2}{a}} \sin \left( \frac{n \pi}{a} x \right)\)

\(\langle x \rangle = \frac{a}{2}\) after a pos. measurement

\(\langle x \rangle = \int_0^a \psi^* x \psi = \frac{a}{2} = \frac{2}{a}\left(\frac{a^2}{a}\right)\)

\(\Psi(x,t) = \sum_{n=1}^\infty c_n \psi_n(x) e^{-\frac{m}{2m} t} = A \left(c_n \psi_n e^{-\frac{m}{2m} t} + \ldots + c_n \psi_n e^{-\frac{m}{2m} t}\right)\)

\(\psi_n = A \sin \left(\frac{n \pi}{a} x\right)\)

\(\langle H \rangle = \int_0^a A^2 \sin \left(\frac{n \pi}{a} x\right) \left(-\frac{\hbar^2}{2m} \partial^2 + 0\right) \sin \left(\frac{n \pi}{a} x\right) dx\)

\(= A^2 \int_0^a \sin \left(\frac{n \pi}{a} x\right) \left(\frac{\hbar^2}{2m} \left(\frac{n \pi}{a}\right)^2 \sin \left(\frac{n \pi}{a} x\right)\right) dx\)

\(= A^2 \int_0^a \sin \left(\frac{n \pi}{a} x\right) \left(\frac{\hbar^2}{2m} \frac{n^2 \pi^2}{a^2} \sin \left(\frac{n \pi}{a} x\right)\right) dx\)

\(= A^2 \left(\frac{\hbar^2 n^2 \pi^2}{2ma^2}\right) \int_0^a \sin \left(\frac{n \pi}{a} x\right) dx\)

\(= A^2 \left(\frac{\hbar^2 n^2 \pi^2}{2ma^2}\right) \left(\frac{1}{2}\right)\)

\(= A^2 E_n (0.5)\)

50% probability of energy being in odd energy eigenstate.

50% probability of energy being in even energy eigenstate.

Posttest

\(\psi(x) = \sqrt{\frac{2}{a}} \sin \left( \frac{n \pi}{a} x \right)\)

\(\psi = A \sin kx + B e^{ikx} \cos kx\)

\(-\frac{\hbar^2}{2m} \partial^2 \psi + 0\psi' = E\psi'\)

\(\partial^2 \psi = -\frac{2mE}{\hbar^2} \psi'\)

\(\partial^2 \psi = -k^2 \psi'\) where \(k' = \sqrt{\frac{2mE}{\hbar}}\)

\(\psi'(x) = A \sin \left(\frac{2n \pi}{a} x\right)\)

\(\hat{H}\psi' = \frac{-\hbar^2}{2m} \partial^2 \psi'(x) = A \left(-\frac{\hbar^2}{2m} \partial^2 \left(\frac{2n \pi}{a} \cos \left(\frac{2n \pi}{a} x\right)\right)\right)\)

\(-\frac{\hbar^2}{2m} \left(\frac{2n \pi}{a} \sin \left(\frac{2n \pi}{a} x\right)\right) = \frac{2mE_n^2 \pi^2}{a^2} \psi'(x)\)

So \(E_n = \frac{2mE_n^2 \pi^2}{ma^2}\) for \(\psi'(x)\).

FIG. 4: An example of a pretest and posttest solution pair for a student from the comparison group for the measurement problem. The pretest and posttest scores are 36% and 8% for invoking, 13% and 17% for applying, and 24% and 13% for the overall scores, respectively. The student struggles with this problem in the pretest. In the posttest, no improvement is demonstrated.
FIG. 5: An example of a pretest and posttest solution pair for a student from the comparison group which demonstrates a typical deterioration for the momentum problem. The pretest and posttest scores are 89% and 0% for invoking, 100% and 0% for applying, and 95% and 0% for the overall scores, respectively. The pretest solution is nearly perfect, but in the posttest, no relevant knowledge is displayed.

| Problem 3 | Student Work |
|-----------|--------------|
| **Pretest** | $f_p(x + x_0) = \sum_n c_n(x_0)^n \left( \frac{\partial}{\partial x} \right)^n f(x)$ |
| But $\hat{p} = \frac{\hbar}{i} \frac{\partial}{\partial x} \quad i\hat{p} = \frac{\partial}{\partial x}$ |
| $f_p(x + x_0) = \sum_n c_n(x_0)^n \left( \frac{i\hat{p}}{\hbar} \right)^n f(x)$ |
| $= e^{i\hbar \frac{i\hat{p}}{\hbar}} f(x)$ |

| **Posttest** | $\hat{p}\ket{\beta} = i\alpha\bra{\alpha}\ket{\beta}$ |
| $p = \frac{\hbar}{i} \frac{\partial}{\partial x}$ |
FIG. 6: An example of a pretest and posttest solution pair for a student from the comparison group which demonstrates a typical deterioration for the harmonic oscillator problem. The pretest and posttest scores are 100% and 40% for invoking, 83% and 0% for applying, and 92% and 20% for the overall scores, respectively. The student’s pretest performance is good, except for some minor errors with the coefficients when dealing with the ladder operators but the posttest solution demonstrates that this proficiency has deteriorated.
Appendix D: Example Responses from the Incentivized Group

Below, we provide typical sample student responses from the incentivized group to show how students improved from pretest to posttest. Each example includes both pretest and posttest for a given student for a particular problem.

**Incentivized Group**

**Problem 1**

| Pretest | Student Work |
|---------|--------------|
| $\langle \psi | \hat{Q} | \psi \rangle$ | $= \sum_{i=1}^{N} \langle \psi | \hat{\lambda}_i | \psi \rangle$ |
| | $= \sum_{i=1}^{N} \langle \psi | (\langle \psi | \psi \rangle) | \psi \rangle$ |
| | $= \sum_{i=1}^{N} |\langle \psi | \psi \rangle|^2$ |

| Posttest | |
|----------|---|
| $\langle \psi | \hat{Q} | \psi \rangle = \sum_{i=1}^{N} \langle \psi | \hat{\lambda}_i | \psi \rangle |\langle \psi | \psi \rangle$ | $= \sum_{i=1}^{N} \langle \psi | \hat{\lambda}_i | \psi \rangle |\langle \psi | \psi \rangle$ |
| | $- \sum_{i=1}^{N} \hat{\lambda}_i |\langle \psi | \psi \rangle|^2$ |

FIG. 7: An example of a pretest and posttest solution pair for a student from the incentivized group which demonstrates improvement in student understanding for the expectation value problem. The pretest and posttest scores are 54% and 100% for invoking, 33% and 100% for applying, and 44% and 100% for the overall scores, respectively. While the pretest solution shows difficulty with the expansion of a general state in terms of the eigenstates of the operator $\hat{Q}$ and confusion between the eigenvalue of $\hat{Q}$ and the probability amplitude for measuring $Q$, the posttest shows excellent use of Dirac notation to solve the problem.
FIG. 8: An example of a pretest and posttest solution pair for a student from the incentivized group which demonstrates improvement in student understanding for the measurement problem. The pretest and posttest scores are 0% and 100% for invoking, 25% and 100% for applying, and 13% and 100% for the overall scores, respectively. The pretest solution shows that the student incorrectly inserts \( x = \frac{a}{2} \) in the expression for the energy eigenfunction instead of calculating the probability of measuring energy. The posttest solution is essentially perfect.
FIG. 9: An example of a pretest and posttest solution pair for a student from the incentivized group which demonstrates improvement in student understanding for the momentum problem. The pretest and posttest scores are 20% and 100% for invoking, 0% and 89% for applying, and 10% and 95% for the overall scores, respectively. The pretest shows exploratory derivations focused on expectation value of momentum that has nothing to do with the correct solution. The posttest solution is a succinct derivation of the desired result.
FIG. 10: An example of a pretest and posttest solution pair for a student from the incentivized group which demonstrates improvement in student understanding for the harmonic oscillator problem. The pretest and posttest scores are 33% and 100% for invoking, 0% and 100% for applying, and 17% and 100% for the overall scores, respectively. The pretest shows that the student struggles and eventually abandons the problem, but in the posttest, the student demonstrates proficient use of the ladder operators to solve the problem.