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Abstract—In this paper we treat the problem of identification of a subset of active users in a set of a large number of potentially active users. The users from the subset are activated randomly, such that the access point (AP) does not know the subset or its size a priori. The active users are contending to report their activity to the AP over a multiple access channel. We devise a contention algorithm that assumes a combination of physical-layer network coding and K-out-of-N signature coding, allowing for multiple detection of up to K users at the access point. In addition, we rely on the principles of coded slotted ALOHA (CSA) and use of successive interference cancellation to enable subsequent resolution of the collisions that originally featured more than K users. The objective is to identify the subset of active users such that the target performance, e.g., probability of active user resolution and/or throughput is reached, which implies that the duration of the contention period is also not known a priori. In contrast to standard CSA approaches, in the proposed algorithm each user, active or not, has a predefined schedule of slots in which it sends its signature. We analyze the performance of the proposed algorithm both in the asymptotic and non-asymptotic settings. We also derive an estimator that, based on the observation of collision multiplicities, estimates how many users are active and thereby enables tuning of the length of the contention period.

I. INTRODUCTION

In wireless communications there are often scenarios in which a large number of terminals (i.e., users) are associated with the same access point. However, at a given time, the subset of users that is active and has data to send is random. This requires a random access protocol for identification of the subset of active users. Such protocol can be used, e.g., to schedule the users after the identification procedure, such that each user can deliver its data to the access point. Alternatively, if each user has a small amount of data to send, this can be done using the random access protocol.

Slotted ALOHA (SA) [1] is a widely used random access solution that offers simple implementation, but suffers from low throughput. Namely, a typical SA premise is that collisions of two or more user packets in a slot are destructive, posing the key limitation on the performance. However, recent advances on physical layer have given rise to motivation to relax or even discard this assumption. Particularly, the recently proposed coded slotted ALOHA (CSA) [2] exploits successive interference cancellation to resolve collisions, providing for expected throughputs that asymptotically tend to 1 – the upper limit on performance in absence of capture effect and/or multiple user detection. Another recent advance is the use of physical-layer network coding (PLNC) for random access [3], [4], transforming the collisions into the (noiseless) sums of colliding packets. In particular, if K-out-of-N signature coding for multiple access [5] is combined with PLNC [4], [6], [7], sums of up to K packets can be directly resolved.

In this paper we assume a scenario in which a subset of users is activated in a batch, such that neither the identities nor the number of active users in the subset are known. We propose a random access algorithm that exploits combination of CSA and sign-compute-resolve frameworks [6] in order to identify the active users. The batch arrival is resolved within a contention period, consisting of equal-length slots, whose start and termination are signaled by the AP. On slot level the contention is based on the principles of sign-compute-resolve, briefly introduced as follows. The active users contend with packets that are PLNC-encoded representation of their signatures, where the signatures are unique representations of the user identities. If there are up to K user packets colliding in a slot, their PLNC-decoded sum is immediately resolvable into constituent signatures. If there are more than K packets colliding in a slot, the PLNC-decoded sum cannot be resolved and is stored for later use. Further, the active users transmit their PLNC encoded signatures in multiple slots, according to the pseudorandom transmissions schedules. These schedules are predefined and there is one-to-one mapping from the signature of each user (active or not) to the specific transmission schedule. A resolution of a signature in any of the slots, enables its removal, i.e., cancellation, from all other slots in which it appears and which contain more than K colliding packets. In this way, previously unresolved sums may become resolvable into constituent signatures, instigating new iterations of signature cancellations and resolutions; this is a founding feature of CSA methods. The above described random access scheme is executed until the AP decides that the target performance is reached, which may be when the predefined fraction of users has been resolved and/or throughput is maximized. In this respect, as the number of active users is unknown, the AP has to obtain its estimate along with the resolution of their signatures in order to decide whether the target performance has been reached.

The pivotal goal of the paper is to analyze the proposed random access method and assess its potential. We also
evaluate the proposed method both in the asymptotic and non-asymptotic settings, for a simple instance of the scheme in which the transmission schedules of the users are defined such that each slot has the same number of potentially active users. We also develop an estimator that fits naturally in the proposed framework, allowing for the termination of the scheme that adapts to the actual number of active users.

The rest of the text is organized as follows. In Section II, we provide a brief account of the related work. System model is presented in Section III. The analysis of the asymptotic performance and the derivation of the proposed estimator is provided in Section IV. The evaluation of the proposed scheme is performed in Section V. Section VI concludes the paper.

II. RELATED WORK

Coded slotted ALOHA, i.e., codes-on-graphs based design and optimization of slotted ALOHA with successive interference cancellation (SIC) was established in [8]. This initial work was followed by application of different coding-for-erasures methods in CSA framework [9], [10]. A CSA variant that exploits multiple user detection in a setting similar to ours was addressed in [11]. The typical assumptions in these papers, as well as in CSA framework in general [2], is that the number of the active users is a priori known, such that the parameters of the scheme, like frame lengths and probability distributions that control transmission schedules of the users, can be optimized with respect to it. In contrast, the random access strategy proposed in this paper assumes that only the probability distribution governing the number of active users is known. Another important difference to standard CSA is that the active users in standard CSA independently and uncoordinatedly establish their transmission schedules, whereas in this paper the transmission schedules of all users are determined by the AP, but actually followed only by the active users that are a priori unknown. In terms of codes-on-graphs, we consider a design of right-node degree-distribution in rateless coding framework [12] for up to $K$-out-of-$N$ decoding scenario, where only an a priori unknown fraction of the input symbols (i.e., users) and the corresponding edges in the graph actually exist (i.e., are active). On the other hand, the standard CSA considers a decentralized design of left-node degree-distribution when the number of active users is a priori known.

Combination of PLNC and signature coding in SA framework was considered in [4], [7] and in tree-splitting framework in [6]. Unlike in [4], [7], we consider a SIC-enabled scenario, such that the random access strategy is optimized on the basis of the contention period.

III. SYSTEM MODEL

We consider a scenario where there are $N$ users and $N$ is known by the AP. The user population is homogenous, i.e., all users have the same transmission capabilities and are considered equally important. Time is slotted, the slots are grouped in contention periods, and the users are synchronized on the slot and on the contention period basis. We consider a single contention period. The length of the contention period $M$ is not specified a priori, but determined on the fly by the AP, which also signals its termination.

We consider a batch arrival resolution, where the probability of a user arriving, i.e., being active at the start of the contention period, denoted by $p_A$, is a priori known. We assume that

$$p_A = \frac{\alpha}{N} \ll 1. \quad (1)$$

The number of active users $N_A$ is a binomially distributed random variable with mean $E[N_A] = p_A N = \alpha$ and probability mass function (pmf)

$$p(n) = P[N_A = n] = \binom{N}{n} p_A^n (1 - p_A)^{N-n} \approx \frac{\alpha^n}{n!} e^{-\alpha}, \quad (2)$$

for $0 \leq n \leq N$. The rest of the $N - N_A$ users are inactive.

Each user has a unique signature $U_i$, which is a sequence of integers taking values in $\{0, \ldots, q\}$. The length of these signatures is specified below. The goal of the AP is to learn the set of active users through their signatures. The users apply power control when transmitting, such that the multiple access channel (MAC) they experience can be modeled as a Gaussian MAC with unit channel gains. Further, the active users also apply PLNC, i.e., user $i$ transmits $X_i = \text{PLNC}(U_i)$. The AP observes in slot $j$ (henceforth denoted as $s_j$)

$$Y_j = \sum_{i \in A_j} X_i + Z_j, \quad j = 1 \ldots M, \quad (3)$$

where $A_j$ is the set of active users that transmitted in slot $j$ and $Z_j$ is additive white Gaussian noise with unit variance. We assume the use of reliable PLNC [13], where the rates are selected in a way that the sum of the interfering signals i decoded reliably and the noise is effectively eliminated, such that the AP obtains

$$V_j = \sum_{i \in A_j} U_i, \quad (4)$$

and the MAC channel effectively becomes an integer adder channel. This is depicted in Fig. 1.

The user signatures are codewords of a $K$-out-of-$N$ signature code for the integer adder channel [5], [6], such that the AP is able to unambiguously, i.e., uniquely resolve $V_j$ into constituent signatures if $|A_j| \leq K$. In [5], [6] it was shown that the signatures can be constructed such that their length is $L \approx K \log N$ bits. The use of signature coding allows for the generalization of the concept of the collision, as now the AP is able to directly exploit the slots in which there are $K$ or less active users. In essence, joint application of PLNC and signature coding effectively provides an error-free multiple user detection of up to $K$ users at the AP.

Finally, we assume that the AP is capable of storing unresolved sums $V_j$ and performing SIC, through which the sums that contain more than $K$ signatures of the active users may become useful in later stages.

1Note that PLNC is commonly specified in terms of operations in the finite field $\mathbb{F}_q$. We adopt the framework of [7] in which the connection to integer operations is made precise and refer the reader to [7] for further details.
A. Access Strategy

Our interest is to design an access strategy that, given the uncertainty in the set of the active users and knowing only \( p_A \) and \( N \), achieves favorable performance in the terms of the probability of identifying active/inactive users and/or throughput (both parameters are formally defined later). We adopt an approach in which the transmission schedule of each user is fixed at the beginning of the contention period by the AP and signaled to the users. This could be achieved, e.g., via beacon by which the AP signals the start of the contention period and informs the users about their transmission schedules.\(^2\) The transmission schedule effectively applies to active users only and defines in which slots of the contention period the users should transmit their signatures. The design of the schedules is crucial for the achievement of an effective resolution strategy, when both the set and the size of the set of active users is a priori not known.

For the design of the schedules, we adopt an approach inspired by the rateless coding paradigm \([12],[13]\). Specifically, the pivotal design parameter of the considered approach is the specification of the number of potentially active users in all slots \( s_j \), denoted as slot degrees \(|s_j|\); this is done according to a predefined slot degree distribution

\[
\Omega_d = \Pr(|s_j| = d), \quad 1 \leq d \leq N, \quad \text{and} \quad \sum_{d=1}^{N} \Omega_d = 1. \quad (5)
\]

Observe that slot degrees are independent identically distributed (i.i.d) random variables, with the expected value \( \beta = \mathbb{E}(|s|) \). Further, after specifying \(|s_j|\), the AP schedules \(|s_j|\) users in slot \( s_j \) by choosing them uniformly randomly from the set of all users (comprising both active and inactive users). Therefore, only a random subset of users \( A_j \) from \(|s_j|\) scheduled ones is actually present in the slot, corresponding to the active users. Assume that \(|s_j| = d_S \) and \( N_A = n \). The number of active users \(|A_j|\) is a random variable in the range \([0, d_S]\), whose conditional pmf is

\[
p(d_A|d_S, n) = \Pr(|A_j| = d_A|d_S, n) = \begin{cases} \binom{n}{d_A} \left( \frac{N-n}{d_S-d_A} \right) / \binom{N}{d_S}, & n \geq d_A \\ 0, & n < d_A \end{cases}, \quad (6)
\]

which, for fixed \( d_S \) and when \( n, N \to \infty \), can be approximated as

\[
p(d_A|d_S, n) \approx \left( d_S/d_A \right)^{n-d_A} (N^{-d_A}) (1 - n/N)^{d_S-d_A}, \quad (7)
\]

The active-degree distribution of a slot is

\[
\Psi_{d_A} = \Pr(|A_j| = d_A) = \sum_{n=1}^{N} \sum_{d_S=1}^{N} p(d_A|d_S, n) \Omega_d \Pr(n), \quad (8)
\]

for \( 0 \leq d_A \leq N \).

In order to avoid non-unique resolvability of the signature sums when \(|A_j| > K\), one could set \( \max |s_j| = K, \forall j \). However, such an approach is too restrictive and it is beneficial to allow \( \max |s_j| \to K \), as shown in later sections. In order to cope with the case when it happens that \(|A_j| > K\), we assume that the AP is able to infer how many signatures are actually present in the sum \( V_j \). This could be done, e.g., using an indicator symbol that is set to 1 and located at a fixed and the same position in every signature, such that the sum of these symbols indicates the value of \(|A_j| \) \([5],[6]\). We further comment on this issue in Section \[IV-B\].

From the user perspective, the assigned schedule defines:

(i) how many times a user sends a replica of its signature, which is denoted as the user degree \(|u_i|\), \( 1 \leq i \leq N \),

(ii) slots in which these replicas occur.

It can be shown that the user degrees are characterized by the user degree distribution

\[
\Pr(|u_i| = d_U) = \Lambda_{d_U} \approx \left( \frac{M \beta}{d_U} \right)^{d_U} \left( 1 - \frac{1}{N} \right)^{M \beta - d_U} \equiv \left( \frac{M \beta}{d_U} \right)^{d_U!} e^{-\frac{M \beta}{d_U}}, \quad 1 \leq d_U \leq M, \quad (9)
\]

where \( M \) is the length of the contention period that is adaptively determined, \( M \beta \) is the total number of signature transmissions taking place in the contention period, and the expected user degree is \( \mathbb{E}[|u|] = \frac{M \beta}{N \beta} \).

B. Resolution of the Active Users Status

The algorithm for the resolution of the user-activity status resembles the iterative belief-propagation erasure decoding of rateless codes \([12]\), with a difference that up to \( K \) simultaneous transmissions can be resolved. Specifically, after each slot, the AP performs PLNC decoding, stores the received signature sum \([4]\) and attempts resolution of the involved signatures. If the AP succeeds (i.e., there were up to \( K \) signatures in the sum), then it also removes the resolved signatures from all previously stored and unresolved signature sums, in which these signatures may be involved, i.e., the
AP performs successive interference cancellation\(^3\) In the next step, the AP attempts to resolve the signature sums that were affected by SIC in the previous step. Note that, after resolution of a signature sum, the AP also implicitly learns which of the potentially involved signatures (i.e., users) are inactive; however, this information does not help resolution of the active signatures in the proposed framework.

C. Performance Parameters

The basic performance parameter of interest is the conditional probability of resolving an active user, given that there are \(N_A = n\) users active,

\[
p_R(M|n) = \frac{N_R(M|n)}{n},
\]

where \(N_R(M,n)\) is the number of the resolved active users during \(M\) slots of the contention period, given that \(N_A = n\). Averaging over \(N_A\) produces

\[
p_R(M) = \sum_{n=1}^{N} p_R(M|n) p(n) \approx \sum_{n=1}^{N} \frac{N_R(M|n)}{n} \frac{\alpha^n}{n!} e^{-\alpha},
\]

(12)

We are also interested in throughput, i.e., the rate by which the AP resolves user activity status over slots. The throughput conditioned on \(N_A = n\) is

\[
T(M|n) = \frac{N_R(M|n)}{MK} = \frac{p_R(M|n)n}{MK},
\]

(13)

and the average throughput is

\[
T(M) = \sum_{n=1}^{N} T(M|n) p(n) \approx \frac{1}{MK} \sum_{n=1}^{N} p_R(M|n) \frac{n^\alpha e^{-\alpha}}{(n-1)!},
\]

(14)

where the normalization through factor \(K\) takes into account the overhead required by the signature coding.

D. Graph Representation

We represent the contention process through a graph, see Fig. 2. The nodes on the left represent users and the nodes on the right represent slots of the contention period. There are two types of users, active - marked in blue, and inactive - marked in white. In line with the description of the access strategy, all the edges of the graph are pre-determined before the contention period starts, corresponding to the individual schedules. Among them, only the edges incident to the active users are actually realized and correspond to the signatures’ transmissions; these edges are represented by solid lines. The edges corresponding to the inactive users are represented by dashed lines. Before the resolution starts, the AP does not know which edges in the graph are actually active/inactive.

The resolution algorithm, in terms of graph representation, can be seen as removal of the involved edges, see Fig. 3. Specifically, when the signature sum is resolved, all edges incident to a slot are removed; this holds both for the active and inactive edges, as the latter do not contribute to the sum. Finally, when an edge incident to a user node is removed, then all the other edges incident to the same user node are also removed; this corresponds to the SIC step of the algorithm.

IV. ANALYSIS

A. Asymptotic Probability of User Activity Status Resolution

We derive the probability of user activity status resolution in asymptotic setting when \(N \to \infty\), using the approach that is based on the and-or tree evaluation [15]. In order to foster a tractable analysis, we use the following approximation to (14)

\[
T(M) \approx T(M|E[N_A]) = T(M|\alpha),
\]

(15)

where \(E[N_A] = \alpha\), see (11). In other words, we develop the analysis for the expected number of active users. In further text, we drop the subscript referring to user/slot, when there is no ambiguity.

We assume that the decoding algorithm is in its \(l\)-th iteration. We start by considering a slot node, as depicted in Fig. 4(a), and assume that there are \(d_A \geq 1\) active edges. We consider one of the randomly chosen active edges that has not been removed in previous iterations and by \(r_A(l|d_A)\) denote the probability that the edge is not removed in the current iteration. Finally, by \(y_A(l-1)\) we denote the probability that an active edge incident to the slot was not removed in the previous iteration\(^4\).

The probability that an active edge incident to a slot is not removed in the current iteration is:

\[
r_A(l|d_A) = 1 - \sum_{h=1}^{\min(d_A,K)} \left( \frac{d_A - 1}{h - 1} \right) y_A(l-1)^{h-1}(1 - y_A(l-1))^{d_A-h},
\]

(16)

\(^3\)Recall that the AP defines the schedules and thereby knows in which slots the signature replicas occur.

\(^4\)For a more detailed introduction to and-or tree evaluation, we refer the interested reader to [15].
ing an edge incident to a slot/user node, we need

Using analogous notation, this is expressed as

The probability that an active edge incident to a slot node is not

In order to derive unconditional probabilities of not removing
an edge incident to a slot/user node of a certain degree; these are

The probability that an active edge incident to a slot node is not removed in iteration \( l \) is

The probability that an edge incident to a user node is not

where \((1 + \epsilon) = \frac{M}{N}\).

The and-or tree evaluation starts with the initial value

from which the asymptotic throughput can be derived as

where \(N_A = n \) is

Let the exact value of \(|A_j|\), denoted by \(K_{max}\), after which the AP only knows that the number of active signatures is equal to or larger than \(K_{max}\). We consider only the case when \(K_{max} \geq K\), for obvious reasons. In further text, we propose a simple maximum a posteriori (MAP) estimator that makes use of the observations of \(|A_j|\), \(1 \leq j \).

The a priori probability that the number of active users \(N_A\) is equal to \(n\) is given by \(P\). Assume for the time being that the exact value of \(|A_j|\) can be detected. With a slight abuse of notation, where we denote by \(|s_j|\) and \(|A_j|\) the realizations of the slot degree and the number of the active users in slot \(s_j\), the a posteriori probability that \(N_A = n\) is

\[
p(n \mid |A_1|, \ldots, |A_m|; |s_1|, \ldots, |s_m|) = \frac{p(|A_1|, \ldots, |A_m| \mid |s_1|, \ldots, |s_m|; n) \cdot p(n)}{\prod_{j=1}^{m} p(|A_j| \mid |s_j|)}.
\]
where \(m\) denotes the current number of the observed slots and where we used the fact that the selection of the slot degrees and of the users is independent over slots. The MAP estimator provides \(n\) that maximizes (24), i.e.,

\[
\arg\max_{n} \{p(n \mid \mathcal{A}_1, \ldots, \mathcal{A}_m; \{s_1, \ldots, s_m\})\},
\]

(26)
or, equivalently,

\[
\arg\max_{n} \{\log(p(n \mid \mathcal{A}_1, \ldots, \mathcal{A}_m; \{s_1, \ldots, s_m\}))\}.
\]

(27)

Further, we have

\[
\log(p(n \mid \mathcal{A}_1, \ldots, \mathcal{A}_m; \{s_1, \ldots, s_m\})) = \log(p(n)) + \sum_{j=1}^{m} \log(p(A_j \mid |s_j|, n)) = \sum_{j=1}^{m} \log(p(A_j \mid |s_j|)).
\]

(28)

Instead of maximizing (28), it is equivalent to maximize

\[
F(m, n) = \sum_{j=1}^{m} \log(p(A_j \mid |s_j|, n)) + \log(p(n)).
\]

(29)

The maximum can be obtained by solving the equation

\[
\frac{\partial F(m, n)}{\partial n} = \sum_{j=1}^{m} \left\{ \frac{|A_j|}{n} - \frac{|s_j| - |A_j|}{N - n} \right\} + \log \alpha - \frac{1}{h} + \gamma = 0,
\]

(30)

where \(\gamma\) is the Euler–Mascheroni constant, and where we substituted (6) and (3) into (29).

The estimation is performed after each observed slot, upon execution of the signature resolution algorithm. Specifically, after each observed slot \(s_j\), the AP detects whether \(|A_j| \leq K\). If yes, the AP resolves the sum \(V_j\) and iterates SIC and signature resolution step, as described in Section III. After the signature resolution, the AP obtains up-to-date information on all \(A_j\), \(1 \leq j \leq m\), which may include learning the exact values of some \(A_j\) for which the AP previously only knew that \(|A_j| \geq K_{\max}\). Using all \(A_j\) that are exactly known, the AP solves (30) and obtains the current estimate of \(N_A\). Obviously, as the slots of the contention period elapse, the estimate becomes more refined. We note that disregarding the slots for which it remains only known that \(|A| \geq K_{\max}\) is clearly a suboptimal solution, but it allows for an analytically elegant estimator (30).

**V. Evaluation**

As an illustration, we evaluate the performance of the proposed scheme in a simplified instance in which all slot degrees \(|s_j|\) are equal and set to \(\beta\), i.e.,

\[
\Omega_{d_s} = \begin{cases} 
1, & d_s = \beta, \\
0, & \text{otherwise}
\end{cases}
\]

(31)

We do not investigate the optimality of such an approach in the paper, and the design of more involved slot degree-distributions which may offer improved performance is part of our ongoing work. In the rest of the text we assume that the probability of user activation is \(p_A = 0.2\).

**A. Asymptotic Performance**

In the asymptotic case, when \(N \to \infty\), it can be shown that (18) becomes

\[
\psi_{d_A} = \frac{\beta - 1}{d_A - 1} p_A^{d_A-1} (1-p_A)^{\beta-d_A}, \quad d_A \geq 1,
\]

(32)

which, combined with (19) and (21), enables the evaluation.

Fig. 5 shows the asymptotic performance for constant \(p_A = 0.2\). In particular, the figure depicts (a) the maximal probability of active user resolution \(p_R^*\), (b) the corresponding maximal expected throughput \(T^*\), and (c) the corresponding optimal slot degree \(\beta^*\) for which \(p_R^*\) is achieved, as functions of the ratio \(M/N\), i.e., the number of slots in the contention period vs the total number.
of users. Obviously, Fig. 5(a) shows that increase in $K$ allows for faster increase in $p_R^*$. Also, all the curves corresponding to $p_R^*$ show a threshold-like behavior characteristic for CSA [2], i.e., there is a steep increase at a certain value of $M/N$ when the SEC gain emerges. This steep increase in $p_R^*$ happens at $\frac{M}{N} \approx 0.2 \frac{K}{E}$; note that $M = \frac{p_A N}{R}$ is the minimum number of slots required to resolve $N_A = p_A N$ users in the proposed scenario. Fig. 5(a) also depicts the upper limit on the probability of the active user resolution $p_U = 1 - P[|u_i| = 0] \approx 1 - e^{-\frac{M^*}{N}}$, i.e., the upper bound assumes that all users that transmitted at least once become resolved. Obviously, as $K$ grows, the gap between $p_U^*$ and $p_U$ narrows. Fig. 5(b) shows that $T^*$ is maximized for $M = \frac{E}{2}$, and that the maximum values of $T^*$ slowly increase with $K$. This means that investing in signature coding, i.e., increasing $K$, does not notably impact throughput in this simple scheme, but does benefit attaining the upper bound on the $p_R$ performance. Finally, Fig. 5(c) shows that $\beta^*$ increases with $K$, which could be expected.

B. Non-asymptotic Performance

Non-asymptotic performance is evaluated via simulations for $N = 1000$, $K_{\text{max}} = 10$ and varying $\beta$. The aim is to maximize the expected throughput, i.e., to find the optimal $\beta$, when the estimated fraction of resolved (active) users $f_{R,E}$ is above a predefined threshold $H$. In each simulation run, the slots are added and user resolution and estimation executed until $f_{R,E} = \frac{N_R}{N_A} \geq H$, where $N_R$ and $N_E$ are the current number of resolved active users and the current estimate of the total number of active users, respectively. When $f_{R,E} \geq H$, then $N_R$, $N_E$, the actual number of active users $N_A$ and the length of the contention period $M$ are recorded.

Table I presents performance parameters for $H = 0.7$: (i) $f_{R,E}$, (ii) the actual fraction of resolved users $f_{R,A} = \frac{N_R}{N_A}$, (iii) the maximal throughput $T^* = \frac{M}{N}$, (iv) the relative estimation error $\Delta n_E = \frac{N_E - N_A}{N_A}$, and (v) the relative absolute error $|\Delta n_E| = \frac{|N_E - N_A|}{N_A}$, averaged over simulation runs for $p_r^*$ that maximizes the average throughput. Obviously, $f_{R,E}$ is rather close to $f_{R,A}$ and the estimation errors are small. Further, $f_{R,E}$ is actually considerably larger than $H$. In particular, choice of $H = 0.7$ corresponds to the value of $p_r^*$ in Fig. 5(a) for which there is a sharp increase in $p_r^*$ as $K$ grows, which is due to SEC; this corresponds to a sudden jump in $f_{R,E}$ well above $H$ in a course of a single slot in the non-asymptotic scenario. 3The values of $\beta^*$ are quite close to the ones presented in Fig. 5(c), for which the corresponding $p_r^*$ is equal to $f_{R,A}$. Finally, $T^*$ is lower than in the asymptotic case, which can be expected in CSA-based schemes [3, 9].

VI. CONCLUDING REMARKS

We presented a scheme for the resolution of batch arrival of the unknown subset of users, leveraging on sign-compute-resolve and CSA frameworks. In contrast to standard CSA, we considered design of the slot-degree distributions when the number active users is a priori not known. We developed analytical description of the asymptotic performance and the estimator of the number of active users, which is an integral part of the proposed scheme. We evaluated the scheme in a simple instance in which all slot degrees are the same. Optimization of the slot-degree distribution and the criteria for the contention termination are part of our ongoing work.
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