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Abstract—This work compares Deep Reinforcement Learning (DRL) and Model Predictive Control (MPC) for optimal control. We consider a longitudinal Adaptive Cruise Control (ACC), i.e., car-following control, problem whose state-space equations have three state variables. Within the state-space representation, a first-order system is used as the Control-Oriented Model (COM) to describe the acceleration dynamics of a 2015 Toyota Prius hybrid electric vehicle. The multi-objective cost function for car following penalizes gap-keeping errors, control efforts, and jerks. Based on the state-space equations and the cost function, we trained a DRL policy using the Deep Deterministic Policy Gradient (DDPG) algorithm and formulated the MPC optimization problem to be solved via Interior-Point Optimization (IPO). We first tested the DRL-trained policy and the MPC approach with the COM, considering no modeling errors. The COM test results showed that the DRL solution is equivalent to MPC with a sufficiently long prediction horizon with regards to episode cost. Particularly, the DRL episode cost is 4.29% higher than a benchmark solution provided by optimizing the entire episode via IPO. Then the DRL-trained policy and MPC were tested with a High-Fidelity Model (HFM) of the Prius, considering modeling errors. We found that the DRL-trained policy is more tolerant to modeling errors than MPC regarding episode costs. When tested with the Highway Fuel Economy Test (HWFET), the Federal Test Procedure 75 (FTP-75), and the US06 Supplemental Federal Test Procedure on the HFM, the MPC episode costs were 49.62%, 30.20%, and 41.22% higher than those of the DRL solution, respectively.

Index Terms—Deep Reinforcement Learning, Model Predictive Control, Adaptive Cruise Control.

I. INTRODUCTION

Reinforcement learning is a learning-based method for optimal decision making and control [1]. In reinforcement learning, an agent takes an action based on the environment state and consequently receives a reward. Reinforcement learning maximizes cumulative discounted reward by learning an optimal state-action mapping policy through trial and error. The policy is trained via Bellman’s principle of optimality which dictates that the remaining actions constitute an optimal policy with regard to the state resulting from a previous action. Deep reinforcement learning (DRL) which utilizes deep (multi-layer) neural nets as policy representations has drawn significant attention as its trained policy surpassed the best human player in playing board games [2]. Different DRL algorithms have been proposed which include Deep Q-Networks [3], Trust Region Policy Optimization [4], Proximal Policy Optimization [5], and Deep Deterministic Policy Gradient (DDPG) [6]. In this work, we use DDPG. DDPG outputs continuous control actions by training a deterministic policy offline. DDPG is a popular choice for optimal control, especially for a dynamic system that can be modeled with state-space equations.

Model Predictive Control (MPC) is both the states of the art and practice for optimal control [7]. MPC benefits from a sufficiently accurate COM of the plant dynamics. At each time step, a constrained optimization problem is formulated based on the COM to minimize a defined cost function in a predictive time horizon. The optimization problem is solved online and only the first value of the solved control sequence is applied. At the next time step, this predictive control procedure is repeated with updated states. There are various methods to formulate the optimization problem with the state-space equations and the cost function which include direct single shooting, direct multiple shooting, and direct collocation. There are also various online optimization solvers for MPC which include sequential quadratic programming and interior point optimization (IPO) [8]. In this work, we use IPO with direct single shooting. IPO and its family ultimately solve the formulated optimization problem via Newton-Raphson’s method by successively approximating the root of the cost function derivative. The IPO solution is on the interior of the set described by the inequality constraints and close to the true optimal solution.

Since both DRL and MPC can provide optimal control solutions, it is of research interest to understand their advantages and disadvantages. For our comparison, we consider solving an optimal control problem for a dynamic system represented by a system of state-space equations. We do not consider training an end-to-end (such as image-to-control-action) solution using DRL [3]. Before using the example for comparison details, one could understand some known differences between the two. Firstly, MPC demands online optimization that requires relatively powerful computing devices for real-time applications, which raises monetary concerns. For automotive engineering, hardware-in-the-loop simulations are needed to verify the real-time readiness of MPC before real-world deployment [9]. On the other hand, offline-trained DRL solution representations
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are neural nets which result in very little computation time during deployment. Secondly, MPC is theory-based while, up to date, DRL control solutions are black-box neural nets and lack theoretical guarantees. In this work, we do not focus on these known differences about the computing requirement and theoretical guarantees for DRL and MPC.

In this work, we focus on the optimality level (minimum episode cost) that DRL and MPC can achieve without and with modeling errors. In order for fair comparison, we use the same COM for DRL to train a policy and for MPC optimization. Most of the parameter settings are the same for both DRL and MPC except that the DRL reward utilizes a discount factor which is absent in the MPC optimization. This is due to the fact that DRL requires a discount factor less than one for convergence while MPC normally does not include the discount factor. We raised a few questions that guided our research:

1. When there are no modeling errors, i.e. testing on the COM, is DRL or MPC better in achieving the minimum cost? We use IPO to optimize for the entire simulation episode once to obtain a benchmark solution, called the IPO solution, for both DRL and MPC. MPC usually obtains better optimality levels with longer prediction horizons. It may be interesting to see the difference between the DRL solution and MPC with difference prediction horizons. The comparison of the DRL, MPC, and IPO solutions could draw insights on training policies via Bellman’s principle of optimality versus optimizing via Newton-Raphson’s method. It would also show the effect of the discount factor on the optimality-seeking of DRL.

2. When there are modeling errors, i.e., testing on the HFM, does DRL or MPC achieve a lower cost? In this work, we consider disturbances to be within the scope of modeling errors since both modeling errors and disturbances are the differences from the state-space model. In our previous work, we showed that modeling errors due to neglecting vehicle dynamics could cause significantly degraded DRL control performance [10]. As both DRL and MPC suffer from performance degradation due to modeling errors [11], [12], this work could show whether DRL or MPC is better at handling modeling errors given that most conditions are the same.

To answer these questions, we develop both DRL and MPC controllers for ACC car-following control. Car following is one of the most common behaviors of road vehicles. ACC is a type of Advanced Driver Assistance Systems that enable intelligent and automated driving [13]. Automated vehicle development has been a popular interest in academia and industry as it could potentially revolutionize transportation. We develop ACC controllers for the hybrid electric vehicle, 2015 Toyota Prius, since we have previously developed a HFM of it in MATLAB/Simulink [14], [9]. The HFM includes control input execution delay (control delay) of 0.2s, power-train modeling, and external resistances including aerodynamic drag and rolling resistance. Road grade resistant force is not considered as we assume flat surfaces. Note that the COM does not include the control delay.

For the rest of the paper, literature review is documented in Section II; ACC problem formulation is in Section III; Methodologies of DRL and MPC are documented in Section IV; Results are shown in Section V; Section VI draws the conclusion.

II. LITERATURE REVIEW

There are multiple papers in the literature that compare reinforcement learning and MPC performances. In [15], the authors compared reinforcement learning and MPC in controlling non-linear electrical power oscillation damping. With a random tree as the policy, the reinforcement learning is not DRL. With a low-dimensional deterministic model of the system, the authors considered no modeling errors. The results show that with different parameter settings, the reinforcement learning solutions could be worse or better than MPC’s with regard to the cumulative discounted cost. The authors also showed data which indicates that reinforcement learning is at least 10 times faster than MPC during testing.

In [16], the authors compared DRL and receding-horizon control (same as MPC) in controlling a team of unmanned aerial vehicles to maximize wild fire coverage. The authors used a stochastic model of wild fire propagation which adds randomness (disturbances) to the control. The DRL environment state is high-dimensional since it includes both images and continuous states, indicating a hybrid-input DRL control. The results show that DRL outperformed receding-horizon control by a moderate margin regarding cumulative reward.

In [17], the authors compared an integrated MPC-DRL and a pure MPC controllers for control of high-dimensional tasks such as humanoid getup and in-hand manipulation. The integrated MPC-DRL controller is essentially a MPC controller wherein the MPC terminal cost is learned via DRL. The training and testing were based on an accurate model without considering modeling errors. The authors found that the integrated MPC-DRL controller achieved higher rewards than a pure MPC controller by a moderate margin.

In [18], the authors compared DRL and MPC for merging into dense traffic. The DRL and MPC methods do not share the same cost function. Specifically, DRL has a complex cost function including absolute-value costs while MPC has a quadratic cost function. Thus, the authors did not compare the episode costs of DRL and MPC. However, the authors found that the DRL-trained policy significantly out-performed MPC regarding merging success rates.

III. ACC PROBLEM FORMULATION

![Fig. 1. Schematic for two-car following.](image)

In this section, we formulate the ACC problem with state-space equations and define the multi-objective cost function.
We consider controlling a following vehicle \( i \) to maintain a constant time gap \( t_s = 1 \text{s} \) with its immediately preceding vehicle \( i-1 \), see Fig. [1]. The gap-keeping error \( e \) and the velocity difference \( e_v \) between the preceding and following vehicles are:

\[
e = l_{i-1} - l_i - b_{i-1} - (d_0 + hv_i) \\
e_v = v_{i-1} - v_i 
\]

where \( l_{i-1} \) and \( l_i \) are the distances traversed by the preceding \( i-1 \) and following \( i \) vehicles, respectively, \( b_{i-1} \) is the vehicle body length of the preceding vehicle \( i-1 \), \( d_0 \) is a standstill distance for safety, and \( v_{i-1} \) and \( v_i \) are the velocities of the preceding \( i-1 \) and following \( i \) vehicles, respectively. Taking the derivatives of \( e \) and \( e_v \) and using a first-order system to approximate the acceleration dynamics, we obtain the following state-space equations for ACC:

\[
\dot{e} = v_{i-1} - v_i - l_g a_i = e_v - l_g a_i \\
\dot{e}_v = a_{i-1} - a_i = -a_i \\
\dot{a}_i = \frac{u_i - a_i}{\tau}
\]

where \( a_i \) is the acceleration of the following vehicle, \( a_{i-1} \) is the acceleration of the preceding vehicle whose value is set to zero, and \( u_i \) is the control input (commanded acceleration) to the following vehicle. Setting \( a_{i-1} = 0 \) in the state-space equations depicts the situation that the preceding vehicle is running with a constant speed. When the preceding vehicle has varying speeds, its acceleration values can be considered as disturbances. They contribute to the modeling errors and are helpful for us to compare DRL and MPC on handling modeling errors.

The third equation in the state-space equations is the first-order system describing the acceleration dynamics which is also called the longitudinal COM of the following vehicle. The first-order system is a popular choice to describe the behaviors of a Toyota Prius; they also found the control delay to be 0.2s which is what we used in the HFM.

The ACC cost function has three objectives: minimizing gap-keeping error \( e \), control effort \( u_i \), and jerk which is the rate of acceleration \( j_i = \dot{a}_i \). The cost function is defined as:

\[
c = \sum \alpha \sqrt{(\frac{e_i}{e_{\text{max}}})^2 + \varepsilon} + \beta \sqrt{(\frac{u_i}{u_{\text{min}}})^2 + \varepsilon} + \gamma \sqrt{(\frac{\dot{a}_i}{(u_{\text{max}} - u_{\text{min}})/\Delta t})^2 + \varepsilon}
\]

where \( \alpha = 1/3, \beta = 1/3, \) and \( \gamma = 1/3 \) are the weights, \( \varepsilon = 10^{-8} \) is an extremely small value, \( \Delta t = 0.1 \text{s} \) is the time step, \( e_{\text{max}} = 15 \text{m} \) is the nominal maximum gap-keeping error, and \( u_{\text{max}} = 2 \text{m/s}^2 \) and \( u_{\text{min}} = -3 \text{m/s}^2 \) are the allowed maximum and minimum control input values. Table [I] summarizes the ACC parameter values.

**TABLE I**

| Parameter                           | Value |
|-------------------------------------|-------|
| Constant time gap \( t_s \)        | 1s    |
| First-order-system COM time constant \( \tau \) | 0.1s  |
| Control frequency                   | 10Hz  |
| Allowed maximum control input \( u_{\text{max}} \) | 2m/s² |
| Allowed minimum control input \( u_{\text{min}} \) | -3m/s² |
| Nominal maximum gap-keeping error \( e_{\text{max}} \) | 15m   |
| Weight for gap-keeping error \( \alpha \) | 1/3   |
| Weight for control action \( \beta \) | 1/3   |
| Weight for jerk \( \gamma \) | 1/3   |

The cost function is almost the same as an absolute-value cost function except for having \( \varepsilon \). The reason to add the \( \varepsilon \) is to create a smooth and differentiable cost function such that IPO could converge. A pure absolute-value cost function is not differentiable at the minimum which causes IPO unable to converge. A quadratic cost function which is popular for MPC is not used since it causes significant steady-state errors of DRL solutions [24]. We do not use different cost functions for DRL and MPC as it would be meaningless to compare episode costs.

DRL usually utilizes the notion of reward \( r \) which is the negative value of MPC cost \( c \). That is, \( r = -c \). At each time step \( t = 0, 1, 2, ..., T \) where \( T \) is the episode termination time step, the DRL reward \( r_t \) is discounted as \( \gamma^t r_t \) with the discount factor \( \gamma = 0.99 \). Recall that the discount factor is not used in MPC.

**IV. Methodologies**

In this section, the DRL and MPC methodologies to solve the optimal control solutions for ACC are introduced. Since both DRL and MPC are based on discrete time, RungeKutta-4 (RK4) is used to discretize the ACC state-space equations. For both DRL training and MPC optimization, the discrete time step is 0.1s.

**A. DRL**

Reinforcement Learning is formulated as a Markov Decision Process: At time \( t \), given the environment state \( s_t \), an agent takes an action \( a_i \) based on a policy \( \mu \), resulting in a new state \( s_{t+1} \) and a reward \( r_t \). Reinforcement Learning learns
a state-action mapping policy that maximizes the cumulative discounted reward \( \sum_{t=0}^{\infty} \gamma^t r_t \). The specific reinforcement learning algorithm we use, DDPG, has two networks: the actor \( \phi \) and critic \( \theta \) networks. The critic network, also called the Q-network, is trained based on Bellman’s principle of optimality. Specifically, the Q-value for a state-action pair is defined as the cumulative discounted reward from time \( t \): \( Q_\theta(s_t, a_t) = \sum_{t=0}^{\infty} \gamma^t r_t \). The critic network parameters \( \theta \) are updated by minimizing the loss \( L_t = r_t + \gamma Q_\theta(s_{t+1}, \mu_\phi(s_{t+1})) - Q_\theta(s_t, a_t) \) using gradient descent with respect to \( \theta \). The actor network, also called the policy network, is updated by taking a gradient ascent on the Q-value \( Q_\theta(s_t, \mu_\phi(s_t)) \) with respect to \( \phi \).

Several techniques are used to improve training stability and convergence. They include target networks, mini-batch gradient descent, experience replay, batch normalization, and addition of Gaussian noise to the action for exploration \([3, 25]\). Table II shows the DDPG parameter values. Both the actor and critic neural nets have two hidden layers with 64 linear rectifier neurons for each layer. Additionally, before discounting, the reward is clipped to have value within \([-1, 0]\) since it is suggested that sudden large change of reward values decrease training stability \([26]\).

| Parameter                      | Value         |
|--------------------------------|---------------|
| Target network update coefficient | 0.001         |
| Reward discount factor          | 0.99          |
| Actor learning rate             | 0.0001        |
| Critic learning rate            | 0.001         |
| Experience replay memory size   | 500000        |
| Mini-batch size                 | 64            |
| Actor Gaussian noise mean       | 0             |
| Actor Gaussian noise standard deviation | 0.02 |

For training the ACC optimal control policy, the reinforcement learning state evolution is based on the ACC state-space equations with \( a_{i-1} = 0 \). For each training episode, the initial conditions for the state \( e_0, e_r, 0, a_{i,0} \) are randomly distributed in \([-5, 5], [-5, 5], \) and \([-3, 2]\), respectively. All the training episode length is 20s. We trained the DDPG policy for 1.2 million time steps and observed convergence of the cumulative reward. The undiscounted cumulative reward during the training is shown in Fig. 2. The reason to show the undiscounted cumulative reward is that changes of the undiscounted cumulative reward are more observable during training. The training took about an hour on a desktop computer with a 16-core (32-thread) AMD processor and a Nvidia GeForce RTX GPU.

### B. MPC

With the ACC state-space equations and the cost function, we formulate the optimization problem using direct single shooting for a certain prediction horizon. Then the optimization problem is solved using IPO. The first value of the solved control sequence is applied. Such procedure is repeated as the receding-horizon MPC. Note that we also solve for the optimization solution just once for the entire episode using IPO as the benchmark solution. The benchmark is denoted as IPO solution for the rest of the paper. The MPC optimization problem is formulated and solved using the open-source symbolic framework CasADi \([27]\).

### V. RESULTS

This section shows the testing results of the DRL and MPC controllers without and with modeling errors. For without modeling errors, the controllers are tested on the COM with a fixed initial condition and \( a_{i-1} = 0 \). COM testing allows us to better understand the inherent differences of DRL and MPC before the effect of modeling errors. For with modeling errors, the controllers are tested on the HFM with the same fixed initial condition and \( a_{i-1} = 0 \) as for the COM. This allows us to understand how modeling errors may degrade the DRL and MPC performances differently. We also conducted HFM testing with the drive cycles which is more realistic. In this case, the preceding vehicle’s velocity profile follows the drive cycles, meaning that \( a_{i-1} \) is not zero. For drive cycle testing, the modeling errors are larger due to non-zero \( a_{i-1} \).

#### A. COM testing with constant speed following

Without modeling errors, the DRL and MPC controllers are tested on the COM. The fixed initial condition is \([e_0, e_{r,0}, a_{i,0}]=[5m, 5m/s, 0m/s]^2\]. With \( a_{i-1} = 0 \), the preceding vehicle has a constant velocity. The results of the episode is plotted in Fig. 3. The curves for the three methods, DRL, MPC, and IPO, look similar. In the third plot of control input and acceleration values, the DRL curve exhibits an uncommon shape, indicating that the trained policy is not formula-based. The plotted MPC solution has a prediction horizon \( h=2.8s \), which is adequate but not comparably long. For \( h=2.8s \), the MPC solution decelerates faster and with larger values compared to the benchmark IPO solution.

The MPC episode cost decreases with increasing prediction horizon, see Fig. 4 and Table III. There is an acute change of the episode cost when increasing the prediction horizon from 2.7s to 2.8s, see Table III. This may be because the defined cost function which is almost the same as an absolute-value cost function, which generates acute MPC performance improvement around a certain prediction horizon. We experimented with a quadratic cost function whose results are not
Fig. 3. (Color Online) COM test results of an episode. Note that when MPC $h=5$s, the MPC results are almost identical to those of IPO.

Fig. 4. (Color Online) Episode cost simulation time in python for COM testing.

|               | Episode cost increase compared to the IPO solution [%] | Episode simulation time in python [s] |
|---------------|------------------------------------------------------|--------------------------------------|
| DRL           | 4.19                                                 | 0.4518                               |
| MPC ($h=2.5s$)| 1413.08                                              | 99.01                                |
| MPC ($h=2.7s$)| 1370.34                                              | 70.10                                |
| MPC ($h=2.8s$)| 2.16                                                 | 65.82                                |
| MPC ($h=3s$)  | 1.42                                                 | 76.05                                |
| MPC ($h=5s$)  | -0.02                                                | 181.68                               |
| IPO           | 0                                                    | 50.90                                |

TABLE III

Comparison of DRL, MPC, and IPO solutions when testing on the COM.

shown here, the transition of the episode cost with increasing prediction horizon values are smoother and slower.

From Table III, the DRL episode cost is 4.19% higher than that of the benchmark IPO solution, while MPC with a long prediction horizon $h=5$s is equivalent to IPO (just 0.02% lower). This suggests that DRL is equivalent to MPC with a sufficiently long prediction horizon with regards to the episode cost. From Table III we also see that the DRL-trained policy which is a neural net took less than 0.5 seconds in episode testing while the MPC and IPO optimization methods took at least 50 seconds, given that all testing was carried out in python on the same computer.

B. HFM testing with constant speed following

With modeling errors, DRL and MPC controllers are tested on the HFM. Remember that the first-order-system COM is an approximation to the acceleration dynamics of the HFM, which generates modeling errors. The modeling errors for the 2015 Toyota Prius hybrid electric vehicle that we consider have multiple causes. Firstly, the control delay of 0.2s is not considered in the COM. Secondly, the COM does not model mode switches between electric and hybrid modes of Prius which can happen during speeding and braking. Thirdly, the low-level PI controller causes overshoot and oscillation when correcting the error between the control input and actual acceleration, which is also not modeled in the COM. Last but not least, the COM does not model the power limit of the vehicle which could happen at high speeds. The power limit contributes to the largest modeling errors as it happens. There, we consider HFM testing at different (low and high) speeds.

The state initial condition for the HFM testing is the same as for the COM testing. The preceding vehicle also has a constant
speed with $a_{t-1} = 0$. During simulation, RK4 is used for HFM discretization. Note that the HFM operates at 100Hz contrary to training or control frequency 10Hz (0.1s as the time step) of the COM.

**TABLE IV**

| $v_{i,0}$ [m/s] | MPC ($h=5s$) episode cost increase compared to the DRL solution [%] |
|----------------|---------------------------------------------------------------|
| 0              | 1.30                                                          |
| 5              | 1.21                                                          |
| 10             | -0.55                                                         |
| 15             | 0.73                                                          |
| 20             | 19.92                                                         |
| 25             | 13.94                                                         |

The first two rows of plots in Fig. 5 show the HFM testing results when the initial speeds of the following vehicle $v_{i,0}$ are 5m/s and 25m/s, respectively. Correspondingly, the preceding vehicle is running at 10m/s and 30m/s, respectively. For $v_{i,0}=5$m/s, the DRL and MPC results look similar. In fact, MPC episode cost is just 1.3% higher than that of DRL, see Table [IV]. For $v_{i,0}=25$m/s, the following vehicle experienced the power limit constraint, see the third plot of
In this work, we compare DRL and MPC performances for ACC car-following control. The DRL training and MPC optimization are based on the same state-space equations and cost function. They also share the same discretization method and training and control frequency. We also keep the testing conditions the same for DRL and MPC. The only difference is that DRL utilizes a reward discount factor $\gamma = 0.99$ for convergence purpose. The discount factor is not used for MPC since it is abnormal to use it. Our results show that, without modeling errors (testing on the COM), DRL is equivalent to MPC with a sufficiently long prediction horizon. Additionally, the DRL episode cost is just 4.19% higher than that of the benchmark IPO solution. It suggests that DRL can be used to train a sub-optimal control policy that is very close to the optimal. With modeling errors (testing on the HFM and with drive cycles), DRL is significantly better than MPC regarding episode costs when the modeling errors are significant. When the modeling errors are small, the DRL and MPC performances are similar. DRL is more tolerant with smaller cost increase than MPC in the presence of the same modeling errors.

Despite the advantages of DRL, one could always use an accurate model to reduce the modeling errors and significant degradation of the MPC performance. Recent developments in tube-based MPC could also make MPC more robust and disturbance-tolerant [12]. For DRL, the use of transfer learning or meta learning on the trained policy could make it even better in handling modeling errors and uncertainties [23], [29]. Also, the ACC car-following control is a low-dimensional task with only three state variables. DRL is known to handle well higher-dimensional tasks with complex cost functions [6], [17]. Thus, it would be interesting to compare DRL and MPC with these factors considered.

One of the known short comings of MPC is the computation time it needs for online optimization. One of the known disadvantages of DRL is the lack of theoretical guarantees for the black-box neural-net solution. The combination of both could potentially alleviate the short comings of both and make use of their advantages. In fact, such research efforts are ongoing [17], [30], [31], [32], [33].
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