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Abstract

We consider a generic system composed of a fixed number of particles distributed over a finite number of energy levels. We make only general assumptions about system’s properties and the entropy. System’s constraints other than fixed number of particles can be included by appropriate reduction of system’s state space. For the entropy we consider three generic cases. It can have a maximum in the interior of system’s state space or on the boundary. On the boundary we can have another two cases. There the entropy can increase linearly with increase of the number of particles and in the another case grows slower than linearly. The main results are approximations of system’s sum of states using Laplace’s method. Estimates of the error terms are also included. As an application, we prove the law of large numbers which yields the most probable state of the system. This state is the one with the maximal entropy. We also find limiting laws for the fluctuations. These laws are different for the considered cases of the entropy. They can be mixtures of Normal, Exponential and Discrete distributions. Explicit rates of convergence are provided for all the theorems.
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1 Introduction

We consider a system which is composed of $N$ particles distributed over $m + 1$ energy levels. The energies of the levels are given by the vector $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_m, \varepsilon_{m+1})$. 
A single system’s state is represented by the vector of the occupation numbers of the levels, denoted by \((N_1, N_2, \ldots, N_m, N_{m+1})\). Since the number of particles in the system is fixed, the occupation numbers satisfy

\[ N = \sum_{i=1}^{m+1} N_i. \tag{1} \]

For each accessible state, let us introduce vectors of weights of the first \(m\) occupation numbers, that is, \(x = (x_1, \ldots, x_m) := (\frac{N_1}{N}, \ldots, \frac{N_m}{N})\). Due to constraint (1), the last occupation number, i.e. \(N_{m+1}\), is determined by the first \(m\) numbers. So, the vector \(x\) together with the number of particles \(N\) uniquely determines a single state represented by the vector \((N_1, \ldots, N_{m+1})\).

Now, let us define a set \(D \subset \mathbb{R}^m\) composed of vectors \(x \in \mathbb{R}^m\) such that the following constraints are valid

\[ x_1 + x_2 + \ldots + x_m \leq 1, \]
\[ x_i \geq 0, \text{ for } i = 1, \ldots, m, \]

and also define a set \(L_N := \{ \frac{N_i}{N} \mid N \in \mathbb{N}^m \}\) for \(N \geq N_0, N_0 \in \mathbb{Z}_+\). We assume that \(0 \in \mathbb{N}^m\). Then, the state space of the system is represented by the set \(D \cap L_N\).

Initially, we assumed the system is constrained only by the number of particles. Constraints on the other properties of the system can also be included. Additional constraints can reduce the set \(D \cap L_N\) even further to a set \(\mathcal{A} \cap L_N\), where \(\mathcal{A} \subset D\). So, let \(\mathcal{A} \cap L_N\) be the set of states of the system which are accessible under given generic constraints.

An example of additional constraint is bounded maximal average energy per particle, i.e. \(E \geq \sum_{i=1}^{m+1} \varepsilon_i N_i/N\). When such exemplary system has a large number of particles, majority of its states are in the range \((NE - \Delta, NE)\), for some small \(\Delta > 0\). Therefore, such system could be considered as a microcanonical ensemble, i.e., a fixed number of particles and total energy.

Let us consider system’s entropy \(S\) defined on the set \(\mathcal{A}\). We assume the function \(S\) is sufficiently regular, has a unique maximum and can be represented as a product of two functions, that is

\[ S(x, N) = h(N) f(x, N), \tag{2} \]

where \(f, h\) are sufficiently regular, and \(h\) is also an increasing function.

Particular cases of the considered generic system might include features such as energy level degeneracy and indistinguishability of the particles. Such features might be reflected in the specific form of the functions \(f\) and \(h\), as shows the example in the end of introduction.

The main results of this paper are approximations of the sum of states \(\Sigma(N)\) defined by

\[ \Sigma(N) := \sum_{\mathcal{A} \cap L_N} g(x) e^{h(N)f(x, N)}, \tag{3} \]

where the function \(g\) is sufficiently regular.

First, we develop a result for two energy levels, i.e. \(m = 1\), with the maximum of the entropy on the boundary of the domain of summation. The methodology of
the proof is based on the analogous result for Laplace’s integral in [7]. Although, this univariate case is rather insignificant in the physics context, we need a specific estimates for the further development.

Our main concern is with a finite number of energy levels. We prove the results for two cases of the function \( f \) in (3). The function \( f(\cdot, N) \) can have a unique maximum in the interior of \( \mathcal{A} \) or a unique non-critical maximum on the boundary \( \{ x : x_1 = 0 \} \). For the integral instead of the sum, analogous results are proved in [7] and in a simplified form also in [5]. Here we use the same methodology as in [7], and also include an explicit remainder estimate.

An alternative way of approximating the sum of states for a similar class of systems is developed in [10].

Then we consider a discrete random vector \( X(N) := (X_1, X_2, \ldots, X_m) \), where \( X(N) \in \mathcal{A} \cap L_N \). We use the fundamental postulate of statistical mechanics that system’s microstates are equally probable, see e.g. [8] and [9], and define the pmf of \( X(N) \) to be

\[
P(X(N) = x) := \frac{e^{S(x, N)}}{\sum_{\mathcal{A} \cap L_N} e^{S(y, N)}},
\]

where the entropy \( S(x, N) \) is given by (2).

As an application, we use the approximations of \( \Sigma(N) \) to explicitly calculate the limit of \( X(N) \) as \( N \to \infty \). For that, we prove the law of large numbers, which can be interpreted as finding the most probable state of the system with a very large number of particles. This state is the point of maximum of the entropy (2). Our next results yields the distributions of the fluctuations from the most probable state. They are different for two cases of the entropy maximum. When the maximum is in the interior of the domain, the fluctuations have Normal distribution. When the maximum is on the boundary, there can be further two cases depending on the function \( h(N) \) in (2). If \( h(N) = N \), then the fluctuations distribution is Exponential in the direction orthogonal to the boundary of the state space and Normal in other directions. When \( \lim_{N \to \infty} \frac{h(N)}{N} = 0 \), the fluctuations distribution is Discrete in direction orthogonal to the boundary and Normal in other directions. Explicit rate of convergence is provided for all the limit theorems.

Analogous limit theorems for the integrals instead of the sums are proved in [7]. For the integral with Gaussian measure, law of large numbers and central limit theorem are proved in [1, 2] and [3]. Another application of Laplace’s method to prove the limit theorems is presented in [4].

The results presented in this paper are applied in proofs of limit theorems in [6]. There the considered system is more specific. It consist of particles that are non-interacting and indistinguishable with the average energy per particle smaller or equal to some prescribed value. Furthermore, that system has degenerate energy levels, and the number of degeneracy \( G \) depends on the number of particles, that is, \( G = G(N) \). Moreover, three cases of the degeneracy function \( G \) are considered. The functions \( f \), \( h \) and the point of maximum of the entropy were derived from the system’s properties and are different for each case of \( G(N) \).
1) \( \lim_{N \to \infty} \frac{G(N)}{N} = \infty, \)

\[
\begin{align*}
    h(N) &= N, \\
    f(x) &= \sum_{i=1}^{m} x_i \ln \frac{g_i}{x_i}, \\
    x_i^* &= \frac{g_i}{e^{\lambda \varepsilon_i + \nu}}, \quad i = 1, \ldots, m,
\end{align*}
\]

2) \( \frac{G(N)}{N} = \alpha + \beta(N) \), where \( \alpha > 0 \), \( \lim_{N \to \infty} \beta(N) = 0 \),

\[
\begin{align*}
    h(N) &= N, \\
    f(x) &= \sum_{i=1}^{m} \left( (x_i + g_i \alpha) \ln(x_i + g_i \alpha) - x_i \ln x_i \right), \\
    x_i^* &= \frac{g_i \alpha}{e^{\lambda \varepsilon_i + \nu} - 1}, \quad i = 1, \ldots, m,
\end{align*}
\]

3) \( \lim_{N \to \infty} \frac{G(N)}{N} = 0, \)

\[
\begin{align*}
    h(N) &= G(N), \\
    f(x) &= \sum_{i=1}^{m} g_i \ln x_i, \\
    x_i^* &= \frac{g_i}{\lambda \varepsilon_i + \nu}, \quad i = 1, \ldots, m,
\end{align*}
\]

where \( \lambda, \nu \) are some constants obtained from the systems constraints. Then with use of the theorems developed in this work author proves that for the large enough system the points of maximum given above are the most probable states. Those states are well known Maxwell-Boltzmann statistics, Bose-Einstein statistics and Zipf-Mandelbrot Law, respectively. The fluctuations are also provided.

2 Approximation with Laplace’s Method

First, let us make several technical assumptions about the sum of states (3) and the functions \( f, h \) and \( g \). We consider a closed ball \( B_\varepsilon \subset \mathcal{A} \) with the center at the origin, radius \( \varepsilon > 0 \) and volume \( |B_\varepsilon| \). Then we specify the function \( f : \mathcal{A} \times \mathbb{Z}_+ \to \mathbb{R} \). The derivatives of \( f(\cdot, N) \) up to third order exists on \( B_\varepsilon \) and are uniformly bounded. For all \( N \geq N_0 \), where \( N_0 \in \mathbb{Z}_+ \), the function \( f(\cdot, N) \) have a unique maximum at \( x^*(N) \in B_\varepsilon \) such that

\[
\Delta := \inf_{N \geq N_0, x \in \mathcal{A} \setminus B_\varepsilon} \{ f(x^*(N), N) - f(x, N) \} > 0. \tag{5}
\]

We choose the origin of our coordinate system to be the point \( x^* = \lim_{N \to \infty} x^*(N) \).

Further, we specify that the function \( h : \mathbb{R}_+ \to \mathbb{R} \) is positive, increasing and
\[ \lim_{N \to \infty} \frac{h(N)}{N} = 0 \text{ or } h(N) = N. \] We also specify the function \( g : A \to \mathbb{R} \). Assume \( g \) is differentiable in \( B_\varepsilon \) and define constant

\[ G := \sup_{x \in A} |g(x)| < \infty, \quad G^{(1)} := \sup_{x \in B_\varepsilon} \|Dg(x)\| < \infty, \quad (6) \]

\[ C > 0, \quad C \geq \sum_{A \cap L_N} \frac{1}{N^m} e^{h(N_0)} f(x, N), \quad \text{for all } N \geq N_0, \quad (7) \]

where \( \| \cdot \| \) is a max norm and \( D \) is a differential operator, that is, \( D := \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_m} \right) \). Let us assume that the sum (3) is finite and specify the two cases of its function \( f \)

(a) \( f(\cdot, N) \) has a nondegenerate maximum in the interior of \( B_\varepsilon \) and introduce constant

\[ F^{(2)} := \inf_{x \in B_\varepsilon, N \geq N_0} \|D^2f(x, N)^{-\frac{1}{2}}\|^2 > 0, \quad (8) \]

\[ F^{(2)}_{\det} := \inf_{x \in B_\varepsilon, N \geq N_0} \sqrt{|}\det D^2f(x, N)| > 0, \quad (9) \]

\[ F^{(2)} := \sup_{x \in B_\varepsilon, N \geq N_0} \|D^2f(x, N)\| < \infty, \quad (10) \]

\[ F^{(3)} := \sup_{x \in B_\varepsilon, N \geq N_0} \|D^3f(x, N)\| < \infty, \quad (11) \]

(b) \( f(\cdot, N) \) has a unique maximum on the boundary \( \{x : x_1 = 0\} \) and \( \frac{\partial f(x_1(N), N)}{\partial x_1} < 0 \). We also introduce constant

\[ F^{(1)} := \inf_{x \in B_\varepsilon, N \geq N_0} \left| \frac{\partial f(x, N)}{\partial x_1} \right| > 0, \quad (12) \]

\[ F^{(2)} := \inf_{x \in B_\varepsilon, N \geq N_0} \|D_y^2f(x, N)^{-\frac{1}{2}}\|^2 > 0, \quad (13) \]

\[ F^{(2)}_{\det} := \inf_{x \in B_\varepsilon, N \geq N_0} \sqrt{|}\det D_y^2f(x, N)| > 0, \quad (14) \]

\[ F^{(2)} := \sup_{x \in B_\varepsilon, N \geq N_0} \|D^2f(x, N)\| < \infty, \quad (15) \]

\[ F^{(3)} := \sup_{x \in B_\varepsilon, N \geq N_0} \|D^3f(x, N)\| < \infty, \quad (16) \]

where \( y = (x_2, \ldots, x_m) \) and \( D_y \) is a differential operator in that coordinates.

Furthermore, we assume that on every section \( B_\varepsilon(x_1) = \{y : (x_1, y) \in B_\varepsilon, x_1 \in [0, \varepsilon)\} \) we have a unique nondegenerate maximum of \( f \).

**Remark 1** The situation when the boundary of the domain is \( \{x : x_1 = a\} \) with \( a \in \mathbb{Q}_+ \) can be reduced to the case of the boundary \( \{x : x_1 = 0\} \), if we only consider \( N \) such that \( Na \in \mathbb{Z} \). This is because for those values, the structure of lattice \( L_N \) is preserved after appropriate shift of the coordinate system.
2.1 One Dimensional Entropy

For the case (b) of the function \(f\) and \(A = [0, \infty)\) we define a set

\[ U_N := \left\{ x : x \leq \frac{1}{h(N)^{1-\delta}}, x \in A \right\}, \]

where the parameter \(\delta \in (0, 1)\). Additionally, let us define \(N_1 := \max \{\frac{1}{h(\delta)} N \}, N_0\}. For all \(N \geq N_1\), the set \(U_N \subset B_{\varepsilon}\) and we have the following results.

**Proposition 1** For the case (b) of the function \(f\) and \(A = [0, \infty)\), the following approximation holds

\[
\sum_{U_N \cap L_N} e^{h(N)f'(0,N)x} = \frac{1}{1 - \exp\left(\frac{h(N)}{N} f'(0,N)\right)} \left(1 + \omega_{UB}(N) \exp\left(-|f'(0,N)| h(N)^{\delta}\right)\right),
\]

where \(\omega_{UB}(N) = O(1)\) as \(N \to \infty\) and

\[
|\omega_{UB}(N)| < \frac{N}{h(N)} \frac{1 - \exp\left(\frac{h(N)}{N} f'(0,N)\right)}{|f'(0,N)|} \exp\left(\frac{h(N)}{N} |f'(0,N)|\right).
\]

**Theorem 1** For the case (b) of the function \(f\) and \(A = [0, \infty)\), the following approximation holds

\[
\sum_{A \cap L_N} g(x) e^{h(N)f(x,N)} = e^{h(N)f(0,N)} \frac{1}{1 - \exp\left(\frac{h(N)}{N} f'(0,N)\right)} \left(g(0) + \frac{\omega_B(N)}{h(N)^{1-2\delta}}\right),
\]

where \(\delta \in (0, \frac{1}{2})\), \(\omega_B(N) = O(1)\) as \(N \to \infty\) and

\[
|\omega_B(N)| \leq \left(\frac{G F^{(2)}}{2} + G^{(1)} h(N)^{-\delta}\right) \exp\left(\frac{F^{(2)}}{2h(N)^{1-\delta}}\right) \left(1 + \omega_{UB}(N) \exp\left(-F^{(1)} h(N)^{\delta}\right)\right) + \omega_{UB}(N) G h(N)^{1-2\delta} \exp\left(-F^{(1)} h(N)^{\delta}\right) G h(N)^{1-2\delta} \exp\left(-h(N)^{\delta}\right) + NC \exp\left(-h(N) \Delta - h(N_0)(f(0,N) - \Delta)\right).
\]

where \(\omega_{UB}\) is defined in Proposition 1.

**Proof of Proposition 1** Let \(x = \frac{i}{N}\), \(i = 0, \ldots, I_N\), with \(I_N = \left\lfloor \frac{N}{h(N)^{-\delta}} \right\rfloor\). Then we have

\[
\sum_{U_N \cap L_N} e^{h(N)f'(0,N)x} = \sum_{i=0}^{I_N} \exp\left(\frac{h(N)}{N} f'(0,N)i\right),
\]

which is equal

\[
\sum_{U_N \cap L_N} e^{h(N)f'(0,N)x} = \sum_{i=0}^{\infty} \exp\left(\frac{h(N)}{N} f'(0,N)i\right) - \sum_{i>I_N} \exp\left(\frac{h(N)}{N} f'(0,N)i\right) = \frac{1}{1 - \exp\left(\frac{h(N)}{N} f'(0,N)\right)} - \sum_{i>I_N} \exp\left(\frac{h(N)}{N} f'(0,N)i\right),
\]

\(\text{Springer}\)
by the formula for the summation of the geometric series. Then, we estimate the last term by the simple approximation of the sum with an integral

\[
\sum_{i > I_N} \frac{N}{h(N) \left| f'(0, N) \right|} \exp \left( - \left| f'(0, N) \right| \left( h(N)^\delta - \frac{h(N)}{N} \right) \right) = \frac{N}{h(N) \left| f'(0, N) \right|} \exp \left( - \left| f'(0, N) \right| h(N)^\delta \right),
\]

where \( I_N > \frac{N}{h(N)^{1-\delta}} - 1 \) and the expression in the exponent is negative due to (12). Hence we get the result of the Proposition.

**Proof of Theorem 1** Let us introduce \( S_B(N), \Sigma_B(N) \) and using the Taylor’s Theorem decompose \( \Sigma(N) \)

\[
S_B(N) := g(0)e^{h(N) f(0, N)} \frac{1}{1 - \exp \left( \frac{h(N)}{N} f'(0, N) \right)},
\]

\[
\Sigma_B(N) := g(0)e^{h(N) f(0, N)} \sum_{U \cap L} \exp \left( h(N) f'(0, N) x \right),
\]

\[
\Sigma(N) = \Sigma_{11}(N) + \Sigma_{12}(N) + \Sigma_2(N) + \Sigma_3(N) := g(0) \sum_{U \cap L} e^{h(N) f(x, N)} + \sum_{U \cap L} g'(x_0) x e^{h(N) f(x, N)} + \sum_{(B \setminus U) \cap L} g(x) e^{h(N) f(x, N)} + \sum_{(A \setminus B) \cap L} g(x) e^{h(N) f(x, N)}.
\]

Here and everywhere in the proofs \( x_0 \) denotes a point between \( x \) and the point of the expansion. It might be different in a different instances. Now, we put together the above expressions

\[
|\Sigma(N) - S_B(N)| \leq |\Sigma_{11}(N) - \Sigma_B(N)| + |\Sigma_B(N) - S_B(N)| + |\Sigma_{12}(N)| + |\Sigma_2(N)| + |\Sigma_3(N)|.
\]

For \(|\Sigma_{11}(N) - \Sigma_B(N)|\) we use the second order Taylor’s Theorem to obtain

\[
|\Sigma_{11}(N) - \Sigma_B(N)| \leq |g(0)| \sum_{U \cap L} \exp \left( h(N) f(0, N) + h(N) f'(0, N) x \right) \times \left| \exp \left( \frac{1}{2} h(N) f''(x_0(N), N) x^2 \right) - 1 \right|. \tag{17}
\]

The second term in the Taylor’s Theorem can be bounded, that is \(|f''(x_0(N), N) x^2| \leq F(2)^2 x^2\), where \( F(2) \) is defined by (15). Next, using result (17) with the inequality \(|e^t - 1| \leq |t| e^{|t|}\) and the fact that for any \( x \in U_N, x \leq h(N)^{-1+\delta} \) yields

\[
|\Sigma_{11}(N) - \Sigma_B(N)| \leq \frac{1}{2} G F(2) e^{h(N) f(0, N) h(N)^{-1+2\delta}} \sum_{U \cap L} \exp \left( h(N) f'(0, N) x \right) \times \exp \left( \frac{1}{2} F(2) h(N)^{-1+2\delta} \right), \tag{18}
\]

\( \square \) Springer
where $G$ is defined by (6). We need the last term in the inequality (18) to be bounded as $N \to \infty$, hence we set $\delta \in (0, \frac{1}{2})$. Then, with use of Proposition 1 we obtain the estimate

$$|\Sigma_{11}(N) - \Sigma_B(N)| \leq \frac{1}{2} G F(2) \exp \left( \frac{F(2)}{2h(N)^{1-2\delta}} \right) e^{h(N)f(0,N)} h(N)^{-1+2\delta} \times \frac{1}{1-\exp \left( \frac{h(N)}{N} f'(0,N) \right)} \left( 1 + \omega_{UB}(N) \exp \left( - |f'(a,N)| h(N)^\delta \right) \right).$$

Next expression to approximate, $|\Sigma_B(N) - S_B(N)|$, can be directly obtained from Proposition 1

$$|\Sigma_B(N) - S_B(N)| \leq \omega_{UB}(N)|g(0)| e^{h(N)f(0,N)} \frac{1}{1-\exp \left( \frac{h(N)}{N} f'(0,N) \right)} \exp \left( - |f'(0,N)| h(N)^\delta \right).$$

Now, let us consider the sum $\Sigma_{12}(N)$. Here again, we apply the second order Taylor’s Theorem and since $g$ has a bounded derivative in $U_N$ we obtain

$$|\Sigma_{12}(N)| \leq G(1) e^{h(N)f(0,N)} h(N)^{-1+\delta} \sum_{U_N \cap L_N} e^{h(N)f'(0,N)\delta} \exp \left( \frac{1}{2} h(N) F(2) x^2 \right),$$

where $G(1)$ is defined by (6). Further, applying Proposition 1 and using that $x \leq h(N)^{-1+\delta}$ we obtain

$$|\Sigma_{12}(N)| \leq G(1) \exp \left( \frac{F(2)}{2h(N)^{1-2\delta}} \right) e^{h(N)f(0,N)} h(N)^{-1+\delta} \frac{1}{1-\exp \left( \frac{h(N)}{N} f'(0,N) \right)} \times \left( 1 + \omega_{UB}(N) \exp \left( - |f'(0,N)| h(N)^\delta \right) \right).$$

For $|\Sigma_2(N)|$ we apply the first order Taylor’s Theorem which yields

$$f(x, N) \leq f(x^*(N), N) - F'(1)x,$$

where $F'(1)$ is defined by (12). Then we substitute it into $|\Sigma_2(N)|$ and get

$$|\Sigma_2(N)| \leq e^{h(N)f(0,N)} \sum_{(B_\varepsilon \cup U_N) \cap L_N} |g(x)| \exp \left( - h(N) F'(1) x \right).$$

Since in the set $B_\varepsilon \cup U_N$ function $g$ is bounded by $G$ and $x > \frac{1}{h(N)^{1-\delta}}$, hence

$$|\Sigma_2(N)| \leq G e^{h(N)f(0,N)} \exp \left( - F'(1) h(N)^\delta \right) \sum_{B_\varepsilon \cap L_N} 1.$$

The number of elements in the set is bounded by $\varepsilon N + 1$. Therefore

$$|\Sigma_2(N)| \leq G e^{h(N)f(0,N)} \exp \left( - F'(1) h(N)^\delta \right) (\varepsilon N + 1).$$

In case of $|\Sigma_3(N)|$ we have the following upper bound

$$|\Sigma_3(N)| \leq e^{h(N)f(0,N)} \sum_{(A \cup B_\varepsilon) \cap L_N} |g(x)| \exp \left( h(N_0)(f(x, N) - f(0, N)) - (h(N) - h(N_0)) \Delta \right) \leq \exp \left( (h(N) - h(N_0))(f(0, N) - \Delta) \right) \sum_{(A \cup B_\varepsilon) \cap L_N} |g(x)| e^{h(N_0)f(0,N)} \leq GC e^{h(N)f(0,N)} N \exp \left( - h(N) \Delta - h(N_0)(f(0, N) - \Delta) \right),$$

where the last inequality is due to assumption (7).
Then, we combine the above approximations

\[
|\Sigma(N) - S_B(N)| \leq e^{h(N)f(0,N)}h(N)^{-1+2\delta} \frac{1}{1-\exp\left(\frac{h(N)}{N} f'(0,N)\right)} \left[ \left( \frac{G F^{(2)}}{2} + G^{(1)} h(N)^{-\delta} \right) \times \right.
\]

\[
\exp\left(\frac{F^{(2)}}{2h(N)^{1-\delta}}\right) \left(1 + \omega_{UB}(N) \exp\left(- F^{(1)} N^{\delta}\right)\right) + \omega_{UB}(N) G h(N)^{1-2\delta} \exp\left(- F^{(1)} h(N)^{\delta}\right) + \right.
\]

\[
G h(N)^{1-2\delta} \left(\exp\left(- F^{(1)} h(N)^{\delta}\right)(\epsilon N + 1) + CN \exp\left(- h(N) \Delta - h(N_0)(f(0,N) - \Delta)\right)\right) \times \left(1 - \exp\left(\frac{h(N)}{N} f'(0,N)\right)\right). \]

\]

\[\square\]

2.2 Multivariate Entropy with Maximum in the Interior

For the case (a) of the function \(f\), we define sets

\[U_N := \left\{ x : |x - x^*(N)| \leq \frac{1}{h(N)^{2-\delta}} \right\},\]

\[V_{N,y} := \left\{ x : y_i - \frac{1}{2N} \leq x_i < y_i + \frac{1}{2N}, i \in 1, 2, \ldots, m \right\},\]

\[V_N := \left\{ x : x \in V_{N,y}, y \in U_N \cap L_N \right\},\]

where the parameter \(\delta \in (0, \frac{1}{2})\). Further, let us define \(N_1 := \max \left\{ h^{-1}(\epsilon^{\frac{2}{m-1}}), N_0 \right\}\). For all \(N \geq N_1\), the set \(U_N \subset B_\epsilon\) we have the following results

**Proposition 2** For the case (a) of the function \(f\), the following approximation holds

\[
\sum_{U_N \cap L_N} \exp\left(\frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N))\right) = \]

\[
N^m \left(\frac{2\pi}{h(N)}\right)^{\frac{m}{2}} \left(\frac{1}{\sqrt{|\det D^2 f(x^*(N), N)|}} + \omega_{UI}(N) h(N)^{1/2+(m+1)\delta}\right),\]

where \(\delta \in (0, \frac{1}{2m+1})\), \(\omega_{UI}(N) = O(1)\) as \(N \to \infty\) and

\[
|\omega_{UI}(N)| \leq \frac{2m}{\Gamma(\frac{m}{2})} F^{(2)} + \frac{1}{\Gamma(\frac{m+1}{2})} \left[ \frac{\sqrt{m} h(N)^{1/2-\delta}}{N} m F^{(2)} h(N) + \frac{m F^{(2)} h(N)}{2N^2} \right] \left(1 + \frac{\sqrt{m} h(N)^{1/2-\delta}}{N}\right)^m \times \]

\[
\left[\left(1 - \frac{h(N)^{1/2+\delta}}{N}\right)^m + \frac{1}{F^{(2)}_{det}} \exp\left(\frac{1}{2} h(N_0) F^{(2)} \right) \frac{1}{h(N)^{m\delta}} \right].\]
Theorem 2 For the case (a) of the function $f$, the following approximation holds

$$
\sum_{A \cap L_N} g(x) e^{h(N) f(x, N)} = e^{h(N) f(x^*(N), N)} N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \times \\
\left( \frac{g(x^*(N))}{\sqrt{\det D^2 f(x^*(N), N)}} + \omega_I(N) \frac{1}{h(N)^{1/2+3\delta}} + \omega_{U1}(N) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right),
$$

where $\delta \in (0, \frac{1}{3(m+1)})$, $\omega_I(N) = O(1)$ as $N \to \infty$ and

$$
|\omega_I(N)| \leq \left( \frac{1}{\sqrt{\det D^2 f(x^*(N), N)}} + \omega_{U1}(N) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right) \exp \left( \frac{F(3)}{6h(N)^{1/2-3\delta}} \right) \times \\
\left( \frac{GF(3)}{6} + G^{(1)}(h(N)^{-2\delta}) + G^{(2)}(2\pi/h(N)^{1/2-3\delta}) \left( \frac{\pi m}{\Gamma(\frac{m}{2}+1)} \right) \exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} \right) \right) \times \\
\left( \epsilon + \sqrt{m} \frac{1}{N} \right)^m + C \exp \left( -h(N) \Delta - h(N_0)(f(x^*, N) - \Delta) \right),
$$

where $\omega_{U1}$ is defined in Proposition 1.

Proof of Proposition 1 Let us define $I(N)$ and $\Sigma'(N)$

$$
I(N) := N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \frac{1}{\sqrt{\det D^2 f(x^*(N), N)}} = \\
N^m \int_{\mathbb{R}^m} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx,
$$

$$
\Sigma'(N) := \sum_{U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right),
$$

and decompose $I$ into four integrals with the indicator function

$$
I(N) = I_1(N) + I_2(N) - I_3(N) + I_4(N) := \\
N^m \int_{\mathbb{R}^m} \left( I_{V_N}(x) + I_{U_N \setminus V_N}(x) - I_{V_N \setminus U_N}(x) + I_{\mathbb{R}^m \setminus U_N}(x) \right) \times \\
\exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx.
$$

Then decompose $I_1(N)$ into a smaller integrals and use the Taylor’s Theorem

$$
I_1(N) = I_{11}(N) + I_{12}(N) := \\
N^m \sum_{y \in U_N \cap L_N} \int_{V_{N,y}} \exp \left( \frac{1}{2} h(N)(y - x^*(N))^T D^2 f(x^*(N), N)(y - x^*(N)) \right) dx + N^m \times \\
\sum_{y \in U_N \cap L_N} \int_{V_{N,y}} (x - y)^T D \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \bigg|_{x=x_0(y)} dx.
$$

We combine above decompositions into

$$
|\Sigma'(N) - I(N)| \leq |\Sigma'(N) - I_{11}(N)| + |I_{12}(N)| + |I_2(N) - I_3(N)| + |I_4(N)|,
$$

and approximate each term separately.
First, we consider the expression $|\Sigma'(N) - I_{11}(N)|$. For the integral $I_{11}(N)$, we have

$$I_{11}(N) = N^m \sum_{y \in U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(y - x^*(N))^T D^2 f(x^*(N), N)(y - x^*(N)) \right) \int_{V_{N,y}} 1dx =$$

$$\sum_{y \in U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(y - x^*(N))^T D^2 f(x^*(N), N)(y - x^*(N)) \right),$$

as the integral is equal to the volume of the hypercube $V_{N,y}$, that is, $N^{-m}$. Hence $|\Sigma'(N) - I_{11}(N)| = 0$.

Then we approximate $|I_{12}(N)|$. Since for any $x \in V_{N,y}$, $|x - y| \leq \frac{\sqrt{m}}{N}$, hence

$$|I_{12}(N)| \leq N^m \sum_{y \in U_N \cap L_N} \frac{\sqrt{m}}{N} \times$$

$$\int_{V_{N,y}} \left| D \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \right| dx =$$

Next, we estimate the derivative in (19)

$$\left| D \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \right|_{x = x_\theta(y)} \leq\$$

$$\frac{1}{2} h(N) \max_i 2 \sum_{j=1}^{m} \frac{\partial^2 f(x^*(N), N)}{\partial x_i \partial x_j} (x_j - x_j^*(N)) \times$$

$$\exp \left( \frac{1}{2} h(N)(x_\theta(y) - x^*(N))^T D^2 f(x^*(N), N)(x_\theta(y) - x^*(N)) \right) \leq$$

$$h(N)mF^{(2)}[x - x^*(N)] \exp \left( \frac{1}{2} h(N)(x_\theta(y) - x^*(N))^T D^2 f(x^*(N), N)(x_\theta(y) - x^*(N)) \right),$$

where $F^{(2)}$ is defined by (10). Since in the integration we included the points outside $U_N$ and within $V_N$, hence we have

$$|x - x^*(N)| \leq \frac{1}{h(N)^{1/2 - \delta}} + \frac{\sqrt{m}}{N} = \frac{1}{h(N)^{1/2 - \delta}} \left( 1 + \frac{\sqrt{mh(N)^{1/2 - \delta}}}{N} \right).$$

Using that and the fact that the volume of $V_{N,y}$ is $N^{-m}$ we obtain

$$|I_{12}(N)| \leq m^{3/2} F^{(2)} \frac{h(N)^{1/2 + \delta}}{N} \left( 1 + \frac{\sqrt{mh(N)^{1/2 - \delta}}}{N} \right) \times$$

$$\sum_{y \in U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(x_\theta(y) - x^*(N))^T D^2 f(x^*(N), N)(x_\theta(y) - x^*(N)) \right) \leq$$

$$m^{3/2} F^{(2)} \frac{h(N)^{1/2 + \delta}}{N} \left( 1 + \frac{\sqrt{mh(N)^{1/2 - \delta}}}{N} \right) \sum_{U_N \cap L_N} 1,$$

where the last inequality is because $D^2 f$ is negative definite in $U_N \subset B_\varepsilon$, hence occurring exponent can be bounded by 1. Now we estimate the size of the sum $\sum_{U_N \cap L_N} 1$. It is clear that this sum is bounded by the number of the hypercubes $V_{N,y}$, $y \in L_N$ that intersects $U_N$. The sphere of the radius $h(N)^{-1/2 + \delta} + \sqrt{m}N^{-1}$ and
dimension $m$ contains all such hypercubes. Therefore, this sphere’s volume divided the volume of hypercube $V_{N,y}$, that is
\[
\left(\frac{N}{h(N)^{1/2-\delta}} + \sqrt{m}\right)^m \frac{\pi^{m/2}}{\Gamma\left(\frac{m}{2} + 1\right)},
\]
is an upper bound for the number of $V_{N,y}$ that intersects $U_N$. Putting that into the estimate (20) yields
\[
|I_{12}(N)| \leq \frac{m^{3/2}F'(2)}{\Gamma\left(\frac{m}{2} + 1\right)} N^m \left(\frac{\pi}{h(N)}\right)^{\frac{m}{2}} h(N)^{1/2+(m+1)\delta} \left(1 + \frac{\sqrt{m}h(N)^{1/2-\delta}}{N}\right)^{m+1}.
\]
For the approximation of $|I_2(N) - I_3(N)|$ let us introduce a set
\[
\tilde{U}_N := \left\{ x : \frac{1}{h(N)^{1/2-\delta}} - \frac{\sqrt{m}}{N} \leq |x - x^*(N)| \leq \frac{1}{h(N)^{1/2-\delta}} + \frac{\sqrt{m}}{N} \right\}.
\]
Since $\tilde{U}_N$ contains the domains of the integration of $I_2(N)$ and $I_3(N)$ we have
\[
|I_2(N) - I_3(N)| \leq N^m \int_{\tilde{U}_N} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx \leq \frac{m^{3/2}F'(2)}{\Gamma\left(\frac{m}{2} + 1\right)} N^m \int_{\tilde{U}_N} \exp \left( -\frac{1}{2} h(N) F'(2) |x - x^*(N)|^2 \right) dx \leq \tag{21}
\]
\[
N^m \exp \left( -\frac{1}{2} h(N) 2^8 F'(2) \left| 1 - \frac{\sqrt{m}h(N)^{1/2-\delta}}{N} \right|^2 \right) \int_{\tilde{U}_N} 1 dx,
\]
where we used the fact that
\[
(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \leq -\|D^2 f(x^*(N), N)\| |x - x^*(N)|^2 \leq -F'(2) |x - x^*(N)|^2,
\]
with $F'(2)$ defined by (8). Next, we calculate the integral in (21) by performing the change of coordinates system to the spherical
\[
\int_{\tilde{U}_N} 1 dx = \frac{2\pi^{m/2}}{m\Gamma\left(\frac{m}{2}\right)} \left[ \left(\frac{1}{h(N)^{1/2-\delta}} + \frac{\sqrt{m}}{N}\right)^m - \left(\frac{1}{h(N)^{1/2-\delta}} - \frac{\sqrt{m}}{N}\right)^m \right].
\]
Hence, we obtain the following estimate for $|I_{G2}(N) - I_{G3}(N)|$
\[
|I_2(N) - I_3(N)| \leq \frac{2}{\Gamma\left(\frac{m}{2}\right)} N^m \left(\frac{\pi}{h(N)}\right)^{\frac{m}{2}} h(N)^{m\delta} \exp \left( -\frac{1}{2} h(N) 2^8 F'(2) \left| 1 - \frac{\sqrt{m}h(N)^{1/2-\delta}}{N} \right|^2 \right) \times
\]
\[
\left[ \left(1 + \frac{\sqrt{m}h(N)^{1/2-\delta}}{N}\right)^m - \left(1 - \frac{\sqrt{m}h(N)^{1/2-\delta}}{N}\right)^m \right].
\]
Finally, we approximate the last integral $I_4(N)$

$$|I_4(N)| \leq N^m \int_{\mathbb{R}^m \cup U_N} \exp \left( \frac{1}{2} (h(N) - h(0))(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \times \exp \left( \frac{1}{2} h(0)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx \leq$$

$$\exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} + \frac{1}{2} h(0)^{2\delta} F^{(2)} \right) \times \int_{\mathbb{R}^m} \exp \left( \frac{1}{2} h(0)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx \leq$$

$$\frac{1}{\det \left( \frac{2\pi}{h(N)} \right)} N^m \exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} + \frac{1}{2} h(0)^{2\delta} F^{(2)} \right).$$

where $F^{(2)}_{det}$ is given by (9).

Then we combine all approximations

$$|\Sigma'(N) - I(N)| \leq N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \frac{h(N)^{1/2 + (m+1)\delta}}{N^{\gamma}} \left[ \frac{2^{\frac{m}{2}} F^{(2)}_{det} m^2}{\Gamma(\frac{m}{2} + 1)} \left( 1 + \frac{\sqrt{m}h(N)^{1/2 - \delta}}{N} \right)^{m+1} \right. +$$

$$\left. \frac{2^{-\frac{m}{2} + 1}}{\Gamma(\frac{m}{2}) \frac{h(N)^{1/2 + \delta}}{N}} \exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} - \frac{1}{2} \sqrt{m}h(N)^{1/2 - \delta} \right) \right] \times$$

$$\left( \left( 1 + \frac{\sqrt{m}h(N)^{1/2 - \delta}}{N} \right)^{m} - \left( 1 - \frac{\sqrt{m}h(N)^{1/2 - \delta}}{N} \right)^{m} \right) +$$

$$\frac{1}{\det \left( \frac{2\pi}{h(N)} \right)} \frac{h(N)}{h(0)} \left( \frac{m}{2} \right) \exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} + \frac{1}{2} h(0)^{2\delta} F^{(2)} \right) \right],$$

and for the error term to decrease as $N \to \infty$, we set $\delta \in \left( 0, \frac{1}{2(m+1)} \right)$.

\begin{proof}
Let us introduce $I_G(N)$, $\Sigma_G(N)$ and using the Taylor’s Theorem decompose $\Sigma(N)$

$$I_G(N) := N^m g(x^*(N)) e^{h(N)f(x^*(N), N)} \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \frac{1}{\sqrt{\det D^2 f(x^*(N), N)}} =$$

$$N^m g(x^*(N)) e^{h(N)f(x^*(N), N)} \times \int_{\mathbb{R}^m} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) dx,$$

$$\Sigma_G(N) := g(x^*(N)) e^{h(N)f(x^*(N), N)} \times \sum_{U_N \cap \mathcal{L}_N} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right),$$

$$\Sigma(N) = \Sigma_{11}(N) + \Sigma_{12}(N) + \Sigma_{2}(N) + \Sigma_{3}(N) := g(x^*(N)) \sum_{U_N \cap \mathcal{L}_N} e^{h(N)f(x, N)} +$$

$$\sum_{U_N \cap \mathcal{L}_N} Dg(x_0(N))^T (x - x^*(N)) e^{h(N)f(x, N)} + \sum_{(B_1 \cap U_N) \cap \mathcal{L}_N} g(x) e^{h(N)f(x, N)} +$$

$$\sum_{(A \setminus B_1) \cap \mathcal{L}_N} g(x) e^{h(N)f(x, N)}.$$
We combine the above decompositions into
\[ |\Sigma(N) - I_G(N)| \leq |\Sigma_{11}(N) - \Sigma_G(N)| + |\Sigma_G(N) - I_G(N)| + |\Sigma_{12}(N)| + |\Sigma_2(N)| + |\Sigma_3(N)|. \]

For \( |\Sigma_{11}(N) - \Sigma_G(N)| \) we use the third order Taylor’s Theorem to obtain
\[
|\Sigma_{11}(N) - \Sigma_G(N)| = |g(x^*(N))| \times \\
\sum_{U_N} \exp \left( h(N) f(x^*(N), N) + \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \times (22)
\]
due to \( Df(x^*(N), N)^T(x - x^*(N)) = 0 \), since \( x^*(N) \) is critical point. The third term in the Taylor’s Theorem can be bounded
\[
|D^3 f(x_\theta)\delta^3| \leq \|D^3 f(x_\theta)\| \cdot |\delta|^3 \leq F(3) \cdot |\delta|^3,
\]
where \( F(3) \) is defined by (11). Next, using the result (22) with the inequality \(|e^t - 1| \leq |t| e^{|t|}\) and the fact that for \( x \in U_N, |x - x^*(N)| \leq h(N)^{-1/2 + \delta} \) yields
\[
|\Sigma_{11}(N) - \Sigma_G(N)| \leq \frac{1}{6} G F(3) e^{h(N) f(x^*(N), N)} h(N)^{-1/2 + 3\delta} \times \\
\sum_{U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right) \exp \left( \frac{1}{6} F(3) h(N)^{-1/2 + 3\delta} \right),
\]
with \( G \) defined by (6). In order to bound the last term in the above estimate, we set \( \delta \in \left( 0, \frac{1}{3} \right) \). Then with use of Proposition 2 we obtain the following estimate
\[
|\Sigma_{11}(N) - \Sigma_G(N)| \leq \frac{1}{6} G F(3) \exp \left( \frac{F(3)}{6h(N)^{1/2 - 3\delta}} e^{h(N) f(x^*(N), N)} N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} h(N)^{-1/2 + 3\delta} \times \\
\left( \frac{1}{\sqrt{\det D^2 f(x^*(N), N)}} + \omega_{U_1}(N) h(N)^{1/2 + (m + 1)\delta} \right) \right)
\]
with \( \delta \in \left( 0, \frac{1}{2(m+1)} \right) \). For the estimate to be valid for all \( m \in \mathbb{Z}_+ \), we set \( \delta \in \left( 0, \frac{1}{3(m+1)} \right) \).

Next expression to approximate, \( |\Sigma_G(N) - I_G(N)| \), can be directly obtained from Proposition 2
\[
|\Sigma_G(N) - I_G(N)| \leq \omega_{U_1}(N) g(x^*(N)) e^{h(N) f(x^*(N), N)} N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} h(N)^{1/2 + (m + 1)\delta} \frac{\omega_{U_1}(N)}{N}.
\]

Now, let us consider the sum \( \Sigma_{12}(N) \). Here again, we apply the third order Taylor’s Theorem and since in \( U_N \) the derivative of \( g \) is bounded by \( G^{(1)} \), we obtain
\[
|\Sigma_{12}(N)| \leq G^{(1)} e^{h(N) f(x^*(N), N)} h(N)^{-1/2 + \delta} \exp \left( \frac{1}{6} h(N) F(3) \right) \times \\
\sum_{U_N \cap L_N} \exp \left( \frac{1}{2} h(N)(x - x^*(N))^T D^2 f(x^*(N), N)(x - x^*(N)) \right).
\]
where the constant $G^{(1)}$ is defined by (6). Further, applying Proposition 2 and using that $|x - x^*(N)| \leq h(N)^{-1/2+\delta}$ in $U_N$ we obtain

$$|\Sigma_1(N)| \leq G^{(1)} \exp \left( \frac{F(3)}{6h(N)^{1/2-\delta}} \right) e^{h(N) f(x^*(N),N)} N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} h(N)^{-1/2+\delta} \times \frac{1}{\sqrt{\det D^2 f(x^*(N),N)}} + \omega_U(N) \frac{h(N)^{1/2+(m+1)\delta}}{N},$$

For $|\Sigma_2(N)|$, we apply the second order Taylor’s Theorem to $f$ to get

$$f(x, N) \leq f(x^*(N), N) - \frac{1}{2} F''(2) |x - x^*(N)|^2,$$

and then estimate $|\Sigma_2(N)|$

$$|\Sigma_2(N)| \leq e^{h(N) f(x^*(N),N)} \sum_{(B_\varepsilon \setminus U_N) \cap L_N} g(x) \exp \left( - \frac{1}{2} N F''(2) |x - x^*(N)|^2 \right).$$

Since in the set $B_\varepsilon \setminus U_N$, the function $g$ is bounded by $G$ and $|x - x^*(N)| > \frac{1}{N^{1/2-\delta}}$, hence

$$|\Sigma_2(N)| \leq G e^{h(N) f(x^*(N),N)} \exp \left( - \frac{1}{2} h(N)^{2\delta} F''(2) \right) \sum_{B_\varepsilon \cap L_N} 1. \quad (23)$$

Now, we estimate the size of the sum $\sum_{U_N \cap L_N} 1$. It is clear that this sum is bounded by the number of the hypercubes $V_{N,y}$, $y \in L_N$ that intersects $B_\varepsilon$. The sphere of the radius $\varepsilon + \sqrt{m}N^{-1}$ and dimension $m$ contains all such hypercubes. Therefore, this sphere volume divided by the volume of $V_{N,y}$, that is

$$\frac{\pi^{m/2}}{\Gamma(\frac{m}{2} + 1)} (N\varepsilon + \sqrt{m})^m,$$

is an upperbound for the number of $V_{N,y}$ that intersects $B_\varepsilon$. Adding that to the estimate (23) yields

$$|\Sigma_2(N)| \leq G e^{h(N) f(x^*(N),N)} \sum_{(A \setminus B_\varepsilon) \cap L_N} |g(x)| e^{h(N) f(x^*(N),N)} \exp \left( - \frac{1}{2} h(N)^{2\delta} F''(2) \right) \left( \varepsilon + \sqrt{m} \right)^m.$$

In case of $|\Sigma_3(N)|$ we have the following upper bound

$$|\Sigma_3(N)| \leq e^{h(N) f(x^*(N),N)} \times \sum_{(A \setminus B_\varepsilon) \cap L_N} |g(x)| \exp \left( h(N_0)(f(x, N) - f(x^*(N), N)) - (h(N) - h(N_0))\Delta \right) \leq \exp \left( \left( h(N) - h(N_0) \right)(f(x^*(N), N) - \Delta) \right) \sum_{(A \setminus B_\varepsilon) \cap L_N} |g(x)| e^{h(N_0) f(x, N)} \leq GC e^{h(N) f(x^*(N),N)} N^m \exp \left( - h(N)\Delta - h(N_0)(f(x^*(N), N) - \Delta) \right),$$

where the last inequality is due to assumptions (6) and (7).
Then we combine the above approximations
\[
|\Sigma(N) - I_G(N)| \leq h(N)^{-1/2+3\delta} e^{h(N) f(x^*(N),N) N^m} \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \times \\
\left[ \left( \frac{1}{\sqrt{|\det D^2 f(x^*(N),N)|}} + \omega_{U1}(N) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right) \exp \left( \frac{F^{(3)}}{6h(N)^{1/2-3\delta}} \right) \times \right.
\left. \left( \frac{GF^{(3)}}{6} + G^{(1)} h(N)^{-2\delta} \right) + G \left( \frac{2\pi}{h(N)} \right)^{-\frac{m}{2}} h(N)^{1/2-3\delta} \frac{\pi^{\frac{m}{2}}}{\Gamma\left(\frac{m}{2}+1\right)} \exp \left( -\frac{1}{2} h(N)^{2\delta} F^{(2)} \right) \times \right.
\left. (\varepsilon + \frac{\sqrt{m}}{N})^m \right] + \\
\omega_{U1}(N) g(x^*(N)) \omega_{U1}(N) e^{h(N) f(x^*(N),N) N^m} \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} h(N)^{1/2+(m+1)\delta} \frac{1}{N}.
\]

\[\square\]

2.3 Multivariate Entropy with Maximum on the Boundary

**Theorem 3** For the case (b) of the function \( f \), the following approximation holds
\[
\sum_{A \cap L \cap \{x: x^i \geq 0\}} g(x) e^{h(N) f(x,N)} = e^{N f(x^*(N),N) N^{m-1}} \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \frac{1}{1 - \exp \left( \frac{h(N) f(x^*(N),N)}{\delta x_1} \right)} \times \\
\left( \frac{g(x^*(N))}{\sqrt{\det D^2 f(x^*(N),N)}} + \omega_1(N) \frac{1}{h(N)^{1/2-3\delta}} + \omega_2(N) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right),
\]
valid for all \( N \geq N_1 \) with \( N_1 := \max \left\{ \left[ h^{-1}(\varepsilon \frac{1}{\mathbf{1}}) \right], \left[ h^{-1}(\varepsilon \frac{2}{\mathbf{1}}) \right], N_0 \} \), \( \delta = (0, \frac{1}{3(m+1)}) \), \( \omega_1(N) = O(1) \), \( \omega_2(N) = O(1) \), \( \omega_C(N) = O(1) \) as \( N \to \infty \) and
\[
\omega_1(N) = \omega_1(N) + \omega_1(N) \frac{\omega_{B2}(N)}{h(N)^{1-2\delta}} + \omega_{B1}(N) \frac{1}{F_{det}^{(2)}(N)^{1/2+\delta}} + \omega_C(N),
\]
\[
\omega_2(N) = \omega_U(N) G + \omega_U(N) \frac{G \omega_{B2}(N)}{h(N)^{1-2\delta}},
\]
where \( \omega_{B1} \) is defined in Proposition 2, \( \omega_1 \) in Theorem 2 and \( \omega_{B1}, \omega_{B2}, \omega_C \) are
\[
|\omega_{B1}(N)| \leq \left( 1 + \omega_{UB}(N) \exp \left( - F^{(1)}(h(N)^{\delta}) \right) \right) \exp \left( \frac{F^{(2)}}{2h(N)^{1-\delta}} \right) \times \\
\left( \frac{GF^{(3)}}{2} + G^{(1)} h(N)^{-\delta} + m^2 G F^{(3)} h(N)^{-\delta} \right) + G h(N)^{1-2\delta} \exp \left( - F^{(1)}(h(N)^{\delta}) \right) \times \\
\left( \omega_{UB}(N) + (N \varepsilon + 1) \left( 1 - \exp \left( \frac{h(N) f(x^*(N),N)}{\delta x_1} \right) \right) \right),
\]
\[
|\omega_{B2}(N)| \leq \left( 1 + \omega_{UB}(N) \exp \left( - F^{(1)}(h(N)^{\delta}) \right) \right) \exp \left( \frac{F^{(2)}}{2h(N)^{1-\delta}} \right) \frac{F^{(2)}}{2} + h(N)^{1-2\delta} \times \\
\exp \left( - F^{(1)}(h(N)^{\delta}) \right) \omega_{UB}(N) + (N \varepsilon + 1) \left( 1 - \exp \left( \frac{h(N) f(x^*(N),N)}{\delta x_1} \right) \right),
\]
\[
|\omega_C(N)| \leq N \left( \frac{2\pi}{h(N)} \right)^{\frac{m+1}{2}} h(N)^{1/2-3\delta} \left( 1 - \exp \left( \frac{h(N) f(x^*(N),N)}{\delta x_1} \right) \right) \times \\
GC \exp \left( - h(N) \Delta - h(N_0)(f(x^*(N),N) - \Delta) \right),
\]
where $\omega_{UB}$ inside $\omega_{B1}$ and $\omega_{B2}$ is defined in Proposition 1.

**Remark 2** The situation when the boundary is an arbitrary hyperplane with rational coefficients can be reduced to the case with boundary $\{x : x_1 = 0\}$. This is because after appropriate rotation of the coordinate system, the structure of the lattice, which is essential for the application of Theorem 3 is preserved. That is, all the points of the domain are on the equally spaced hyperplanes parallel to the boundary $\{x : x_1 = 0\}$.

**Proof** We decompose $\Sigma(N)$ into

$$
\Sigma(N) = \Sigma_1(N) + \Sigma_2(N) := \sum_{B_\varepsilon \cap L_N \cap \{x : x_1 \geq 0\}} g(x) e^{h(N)f(x,N)} dx + \sum_{(A \cap \{x : x_1 \geq 0\} \setminus B_\varepsilon) \cap L_N} g(x) e^{h(N)f(x,N)} dx,
$$

and approximate $\Sigma_2(N)$ as the sum $\Sigma_3(N)$ in the previous proof.

Since $A \setminus B_\varepsilon \subset A \setminus U_N$

$$
|\Sigma_2(N)| \leq \exp \left( \left( h(N) - h(N_0) \right) \left( f(x^*(N), N) - \Delta \right) \right) \sum_{(A \cap \{x : x_1 \geq 0\} \setminus B_\varepsilon) \cap L_N} \exp \left( - h(N) \Delta - h(N_0) \left( f(x^*(N), N) - \Delta \right) \right).
$$

Then we express $\Sigma_1(N)$ as

$$
\Sigma_1(N) = \sum_{x_1 \in B_\varepsilon \cap L_N, x_1 \geq 0} \Sigma_1(x_1, N),
$$

where the sum is over the values of coordinate $x_1$ of the points in $B_\varepsilon \cap L_N$. Further, we have

$$
\Sigma_1(x_1, N) := \sum_{B_\varepsilon \cap L_N(x_1), x_1 \geq 0} g(x_1, y) e^{h(N)f(x_1, y, N)},
$$

where $B_\varepsilon \cap L_N(x_1) = \{ y : (x_1, y) \in B_\varepsilon \cap L_N \}$. Next, we apply Theorem 2 to $\Sigma_1(x_1, N)$

$$
\Sigma_1(x_1, N) = e^{h(N)f(x_1, y^*(x_1, N), N)} N^{m-1} \left( \frac{2\pi}{h(N)} \right)^{\frac{m-1}{2}} \left( \frac{g(x_1, y^*(x_1, N))}{\sqrt{|\det D_f^1 f(x_1, y^*(x_1, N), N)|}} \right) + \omega_f(x_1, N) \frac{1}{h(N)^{1/2-3\delta}} + \omega_{UF}(x_1, N) G h(N)^{1/2+(m+1)\delta} N,
$$

where $y^*(x_1, N) = \arg \max_{y \in B_\varepsilon(x_1)} f(x_1, y, N)$. As the summation is over the set $B_\varepsilon \cap L_N(x_1)$, the constants which occurs as a result of application of Theorem 2 can be replaced by the appropriate constants for the larger set $B_\varepsilon$, which are independent of $x_1$, that is (13), (14), (15) and (16). Then, we apply Theorem 1 to $\Sigma_1(N)$

$$
\Sigma_1(N) = e^{Nf(x^*(N), N)} N^{m-1} \left( \frac{2\pi}{h(N)} \right)^{\frac{m-1}{2}} \frac{1}{1 - \exp \left( \frac{h(N)}{\pi} \frac{\partial f(x^*(N), N)}{\partial x_1} \right)} \left( \frac{g(x^*(N))}{\sqrt{|\det D_f^1 f(x^*(N), N)|}} \right) + \omega_{UB}(N) \frac{1}{h(N)^{1/2-3\delta}} + \omega_f(N) \omega_{B1}(N) h(N)^{1/2-3\delta} + \omega_f(N) \omega_{B2}(N) h(N)^{1/2-3\delta} + \omega_{UF}(N) \omega_{B1}(N) G h(N)^{1/2+(m+1)\delta} N + \omega_{UF}(N) \omega_{B2}(N) G h(N)^{1/2+(m+1)\delta} N.
$$
where \((0, y^*(0, N)) = x^*(N)\). Since Theorem 1 was applied on the curve \(y^*(x_1, N)\), the constants in the estimate of \(\omega_{B1}(N)\) and \(\omega_{B2}(N)\) can also be replaced by the constants for the larger set \(B\) i.e. \((12), (13)\) and \((15)\).

\[
|\omega_{B1}(N)| \leq \left( 1 + \omega_{UB}(N) \exp \left( -F^{(1)} h(N) \delta \right) \right) \exp \left( \frac{F^{(2)}}{2h(N)^{1-\delta}} \right) \times \\
\left( \frac{GF^{(2)}}{2} + G^{(1)} h(N)^{-\delta} + \frac{m^2 GF^{(3)}}{2F^{(2)}} h(N)^{-2\delta} \right) h(N)^{1-2\delta} \exp \left( -F^{(1)} h(N) \delta \right) \times \\
\left( \omega_{UB}(N) + (N \varepsilon + 1) \left( 1 - \exp \left( \frac{h(N)}{N} \frac{\partial f(x^*(N), N)}{\partial x_1} \right) \right) \right).
\]

\[
|\omega_{B2}(N)| \leq \left( 1 + \omega_{UB}(N) \exp \left( -F^{(1)} h(N) \delta \right) \right) \exp \left( \frac{F^{(2)}}{2h(N)^{1-\delta}} \right) \times \\
\exp \left( -F^{(1)} h(N) \delta \right) \left( \omega_{UB}(N) + (N \varepsilon + 1) \left( 1 - \exp \left( \frac{h(N)}{N} \frac{\partial f(x^*(N), N)}{\partial x_1} \right) \right) \right).
\]

Then we combine the above result with the estimate of \(\Sigma_2(N)\) to obtain the final result.

\[\blacksquare\]

3 Limit Theorems

For the function \(f\) in \(3\), let us additionally assume

\[
f(x, N) = f(x) + \epsilon(N) \sigma(x), \quad \text{(24)}
\]

where \(\sigma(x), f(x)\) are functions that possess the derivatives at \(x^*\) up to second order and the function \(\epsilon(N) > 0\) for all \(N\), and \(\epsilon(N) \to 0\) as \(N \to \infty\). Furthermore, for the case (a) of \(f(x, N)\) presented in the beginning of Section 2, we assume that the function \(f(x)\) has a nondegenerate maximum at \(x^*\). In the case (b), we assume \(\frac{\partial f(x^*)}{\partial x_1} < 0\) and w.r.t. coordinates \((x_2, \ldots, x_m)\) function \(f(x)\) has a nondegenerate maximum at the point \(x^*\) on the boundary \(\{x : x_1 = 0\}\). For both cases, equation (24) implies

\[
x^*(N) = x^* + \epsilon(N) O(1) , \quad N \to \infty. \quad \text{(25)}
\]

Let us consider two cases of the pmf of \(X(N)\) given by \((4)\)

\[(a) \quad P(X(N) = x) = \sum_{A \cap L_N} e^{h(N)f(x, N)} , \quad \text{for the case (a) of } f, \quad \text{(26)}
\]

\[(b) \quad P(X(N) = x) = \sum_{A \cap \{x : x_1 \geq 0\} \cap L_N} e^{h(N)f(x, N)} , \quad \text{for the case (b) of } f. \quad \text{(27)}
\]

3.1 Weak Law of Large Numbers

**Theorem 4** (Weak law of large numbers) As \(N \to \infty\), the random vector \(X(N)\) converges in distribution to the constant \(x^*\) and the following estimate of the mgf holds

\[
M_{X(N)}(\xi) = e^{\xi x^*} \left( 1 + \frac{O(1)}{h(N)^{1/2 - 2\delta}} + O(1) \frac{h(N)^{1/2 + (m+1)\delta}}{N} + O(1) \varepsilon(N) \right) , \quad N \to \infty,
\]

where \(\delta \in (0, \frac{1}{3(m+1)})\).
Remark 3 For this and the following limit theorems the convergence error term can be explicitly estimated with use of the results from the Section 2.

Proof To prove the convergence of $X(N)$, it is sufficient to prove the convergence of its moment generating function

$$(a) MX(N)(\xi) = \sum_{A \cap L_N} e^{\xi^T x} e^{h(N) f(x, N)} \frac{e^{\xi^T x} e^{h(N) f(x, N)}}{\sum_{A \cap L_N} e^{h(N) f(x, N)}},$$

$$(b) MX(N)(\xi) = \sum_{A \cap \{x: x_1 \geq 0\} \cap L_N} e^{\xi^T x} e^{h(N) f(x, N)} \frac{e^{\xi^T x} e^{h(N) f(x, N)}}{\sum_{A \cap \{x: x_1 \geq 0\} \cap L_N} e^{h(N) f(x, N)}},$$

where $|\xi| < h$, for some $h > 0$. We approximate the denominator for the case (a) of $f$ with use of Theorem 2, and for the case (b) using Theorem 3

$$(a) \sum_{A \cap L_N} e^{h(N) f(x, N)} = e^{h(N) f(x^*(N), N)} N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \frac{1}{\sqrt{|\det D^2 f(x^*(N), N)|}} \times \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + O(1) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right),$$

$$(b) \sum_{A \cap \{x: x_1 \geq 0\} \cap L_N} e^{h(N) f(x, N)} = e^{h(N) f(x^*(N), N)} N^{m-1} \left( \frac{2\pi}{h(N)} \right)^{\frac{m-1}{2}} \times \frac{1}{\sqrt{|\det D^2 f(x^*(N), N)|}} \left(1 - \exp \left( \frac{h(N) \partial f(x^*(N), N)}{N} \right) \right) \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + O(1) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right).$$

Then we do the same for the numerator

$$(a) \sum_{A \cap L_N} \exp (\xi^T x + h(N) f(x, N)) = \exp (\xi^T x^*(N) + h(N) f(x^*(N), N)) N^m \left( \frac{2\pi}{h(N)} \right)^{\frac{m}{2}} \times \frac{1}{\sqrt{|\det D^2 f(x^*(N), N)|}} \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + O(1) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right),$$

$$(b) \sum_{A \cap \{x: x_1 \geq 0\} \cap L_N} \exp (\xi^T x + h(N) f(x, N)) = \exp (\xi^T x^*(N) + h(N) f(x^*(N), N)) \times N^{m-1} \left( \frac{2\pi}{h(N)} \right)^{\frac{m-1}{2}} \times \frac{1}{\sqrt{|\det D^2 f(x^*(N), N)|}} \left(1 - \exp \left( \frac{h(N) \partial f(x^*(N), N)}{N} \right) \right) \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + O(1) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right).$$

Dividing the approximation of denominator by the approximation of numerator yields for the both cases

$$MX(N)(\xi) = \exp (\xi^T x^*(N)) \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + O(1) \frac{h(N)^{1/2+(m+1)\delta}}{N} \right).$$
Next, we use the estimate (25) and the Taylor’s expansion for the exponent function to obtain

\[ M_{X(N)}(\xi) = \exp \left( \xi^T x^\ast \right) \left( 1 + \epsilon(N) \xi^T O(1) \right) \left( 1 + O\left( \frac{h(N)^{1/2+3\delta}}{h(N)^{1/2-3\delta}} \right) + O\left( \frac{h(N)^{1/2+(m+1)\delta}}{N} \right) \right), \]

which leads to the result of the theorem.

### 3.2 Central Limit Theorem

Here, let us consider the function \( \epsilon(N) \) introduced in (24) to be \( \epsilon(N) = o\left( \frac{1}{\sqrt{h(N)}} \right) \) as \( N \to \infty \). Then for the case (a) of \( f \), we have the following result

**Proposition 3** For the function \( \tilde{f}(x, N) := f(x, N) + \frac{1}{\sqrt{h(N)}} \xi^T (x^\ast - x) \) with \( \xi > 0 \), the following approximations hold

\[ \tilde{x}^\ast(N) - x^\ast(N) = D^2 f(x^\ast)^{-1} \frac{\xi}{\sqrt{h(N)}} + O\left( \frac{1}{h(N)^{1/2}} \right), \tag{28} \]

\[ \tilde{f}(\tilde{x}^\ast(N), N) - f(x^\ast(N), N) = \frac{1}{2h(N)^{1/2}} \xi^T D^2 f(x^\ast)^{-1} \xi + O\left( \frac{1}{h(N)^{1/2}} \right) + O\left( \frac{h(N)^{1/2}}{\sqrt{h(N)}} \right), \tag{29} \]

\[ \frac{\sqrt{| \det D^2 f(x^\ast(N), N) |}}{\sqrt{| \det D^2 f(\tilde{x}^\ast(N), N) |}} = 1 + O\left( \frac{1}{h(N)^{1/2}} \right), \tag{30} \]

as \( N \to \infty \), where \( \tilde{x}^\ast(N) \) is a maximum of \( \tilde{f} \).

**Proof** The proof is analogical to the proof of Proposition 1 in [7]. The difference is that here the function \( \tilde{f} \) is defined with a more general function \( h(N) \) instead of \( N \). We can replace \( N \) with \( h(N) \) everywhere in the results without a significant effect on the proof. \( \square \)

Now, having Proposition 3 we can prove the following limit theorems with the estimates valid for a sufficiently large \( N \) and the parameter \( \delta \in (0, \frac{1}{3(m+1)}) \)

**Theorem 5** (Central limit theorem I) For \( X(N) \) with distribution (26), the random vector \( Z(N) = \sqrt{h(N)}(x^\ast - X(N)) \) converges weakly to \( N(0, D^2 f(x^\ast)^{-1}) \) and the following estimate of the mgf holds

\[ M_{Z(N)}(\xi) = \exp \left( \frac{1}{2} \xi^T D^2 f(x^\ast)^{-1} \xi \right) \times \left( 1 + O\left( \frac{1}{h(N)^{1/2}} \right) + O\left( \frac{h(N)^{1/2+(m+1)\delta}}{N} \right) + O\left( \epsilon(N) \sqrt{h(N)} \right) \right). \]

Here, let us introduce notation \( \xi_y = (\xi_2, \ldots, \xi_m) \), \( Y = (X_2(N), \ldots, X_m(N)) \) and \( y^\ast = (x_2^\ast, \ldots, x_m^\ast) \).
Theorem 6 (Central limit theorem II) For $X(N)$ with distribution (27) and assuming $\lim_{N \to \infty} \frac{h(N)}{N} = 0$, the random vector $Z(N) = (h(N)(x^*_1 - X_1(N)), \sqrt{h(N)}(y^* - Y(N)))$ converges weakly to $\exp \left| \frac{\partial f(x^*)}{\partial x_1} \right| \frac{1}{2} \xi_y^T D_y^2 f(x^*)^{-1} \xi_y$ for $Z_1(N)$ and to $\mathcal{N}(0, D_y^2 f(x^*)^{-1})$ for $(Z_2(N), \ldots, Z_m(N))$. Furthermore, the following estimate of the mgf holds

$$M_{Z(N)}(\xi) = \left| \frac{\partial f(x^*)}{\partial x_1} \right| \frac{1}{2} \xi_y^T D_y^2 f(x^*)^{-1} \xi_y \times \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + \frac{O(1)}{h(N)^{1/2+(m+1)\delta}} \right).$$

Theorem 7 (Central limit theorem III) For $X(N)$ with distribution (27) and assuming $h(N) = N$ the random vector $Z(N) = (h(N)(x^*_1 - X_1(N)), \sqrt{h(N)}(y^* - Y(N)))$ converges weakly to the discrete distribution with the pmf $P(Z_1(N) = i) = \exp \left( \frac{\partial f(x^*)}{\partial x_1} i \right)\left(1 - \exp \left( \frac{\partial f(x^*)}{\partial x_1} \right) \right)$, for $Z_1(N)$ and to $\mathcal{N}(0, D_y^2 f(x^*)^{-1})$ for $(Z_2(N), \ldots, Z_m(N))$. Furthermore, the following estimate of the mgf holds

$$M_{Z(N)}(\xi) = \left(1 - \exp \left( \frac{\partial f(x^*)}{\partial x_1} \right) \right) \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + \frac{O(1)}{h(N)^{1/2+(m+1)\delta}} \right).$$

Proof of Theorem 5 Let us define $\tilde{f}(x, N) := f(x, N) + \frac{1}{\sqrt{h(N)}} \xi^T (x^* - x)$. Then the mgf of $Z(N)$ can be expressed

$$M_{Z(N)}(\xi) = \frac{\sum_{A \cap L_N} e^{h(N)\tilde{f}(x, N)}}{\sum_{A \cap L_N} e^{h(N)f(x, N)}}.$$

First, we approximate the numerator and the denominator of the mgf using Theorem 2

$$M_{Z(N)}(\xi) = \exp \left( h(N)\tilde{f}(\tilde{x}^*(N), N) - h(N)f(x^*(N), N) \right) \frac{\sqrt{|\det D^2 f(x^*(N), N)|}}{\sqrt{|\det D^2 \tilde{f}(\tilde{x}^*(N), N)|}} \times \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + \frac{O(1)}{h(N)^{1/2+(m+1)\delta}} \right).$$

Next, we insert the estimates (29) and (30) from Proposition 3

$$M_{Z(N)}(\xi) = \exp \left( \frac{1}{2} \xi^T D^2 f(x^*)^{-1} \xi + \frac{O(1)}{h(N)^{1/2+(m+1)\delta}} \right) \times \left(1 + \frac{O(1)}{h(N)^{1/2-3\delta}} + \frac{O(1)}{h(N)^{1/2+(m+1)\delta}} \right).$$
and use the estimate
\[
\exp \left( \frac{O(1)}{\sqrt{h(N)}} + O(1)\epsilon(N)\sqrt{h(N)} \right) = 1 + \frac{O(1)}{\sqrt{h(N)}} + O(1)\epsilon(N)\sqrt{h(N)},
\]
which leads to the final result.

Proof of Theorem 6 This proof is analogous. Here, we define \( \tilde{f}(x, N) := f(x, N) + \frac{1}{\sqrt{h(N)}}\xi^T \left( \sqrt{h(N)}(x_1^* - x_1), x_2^* - x_2, \ldots, x_m^* - x_m \right) \). Then approximate the numerator and the denominator of the mgf using Theorem 3
\[
M_{Z(N)}(\xi) = \exp \left( h(N)\tilde{f}(x^*(N), N) - N\tilde{f}(x^*(N), N) \right) \times
\left( 1 + \frac{O(1)}{h(N)^{1/2 - \delta}} + O(1)\frac{h(N)^{1/2 + (m + 1)\delta}}{N} + O(1)\epsilon(N)\sqrt{h(N)} \right).
\]
Since the first coordinate of \( x^*(N) \) is independent of \( N \), we can consider \( f \) as a function of the remaining \( m - 1 \) coordinates. In that situation, we will have the case (a) of \( f \), hence we can apply Proposition 3 to obtain
\[
M_{Z(N)}(\xi) = \frac{1-\exp \left( h(N)\frac{\partial f(x^*(N), N)}{\partial x_1} \right)}{1-\exp \left( h(N)\frac{\partial f(x^*(N), N)}{\partial x_1} \right)} \exp \left( \frac{1}{2} \xi y D^2 f(x^*) - 1 \right) \times
\left( 1 + \frac{O(1)}{h(N)^{1/2 - \delta}} + O(1)\frac{h(N)^{1/2 + (m + 1)\delta}}{N} + O(1)\epsilon(N)\sqrt{h(N)} \right). \quad (31)
\]
Next, using the first order Taylor’s Theorem yields
\[
\left| \frac{\partial f(\tilde{x}^*(N), N)}{\partial x_1} - \frac{\partial f(x^*(N), N)}{\partial x_1} \right| \leq \exp(2) \left( |\tilde{x}^*(N) - x^*(N)| + |x^*(N) - x^*| \right),
\]
and with use of (24), (25) and (28) we get
\[
\frac{\partial f(\tilde{x}^*(N), N)}{\partial x_1} = \frac{\partial f(x^*)}{\partial x_1} + \frac{O(1)}{\sqrt{h(N)}}.
\]
Analogous estimation procedure is for the other derivative
\[
\frac{\partial f(x^*(N), N)}{\partial x_1} = \frac{\partial f(x^*)}{\partial x_1} + O(1)\epsilon(N).
\]
Using the above estimates and the approximation \( e^x = 1 + x + O(x^2) \) if \( x \to 0 \), we obtain
\[
\left| \frac{\partial f(x^*(N), N)}{\partial x_1} - \frac{\partial f(x^*)}{\partial x_1} - O(1)\frac{\partial f(x^*)}{\partial x_1} \right| = \frac{\partial f(x^*)}{\partial x_1} + O(1)\frac{\partial f(x^*)}{\partial x_1} - f(x^*) \left( 1 + \frac{O(1)}{\sqrt{h(N)}} + O(1)\frac{h(N)}{N} \right),
\]
and again substituting that into estimate (31) yields the final result. \( \square \)

Springer
Proof of Theorem 7 The proof is similar to the proof of Theorem 6. Here we have $h(N) = N$ and therefore the main difference is in the last step. That is, using $e^x = 1 + O(x)$ if $x \to 0$ we obtain

$$\left| \frac{1}{1-\exp\left(\frac{\partial f(x^*(N),N)}{\partial x_1}\right)} - \frac{1}{1-\exp\left(\frac{\partial f(\tilde{x}^*(N),N)}{\partial x_1}\right)} \right| \leq \frac{O(1)}{\sqrt{h(N)}} \left(1 + O(1)\epsilon(N)\right),$$

and substituting that into appropriate estimate of the mgf yields the final result. 

Acknowledgments Author dedicates special thanks to Professor Vassili Kolokoltsov from University of Warwick, for hints in developing the results of this work. That was, using the Taylor’s Theorem in the proofs and, as outlined in the Remark 1, obtaining the solution for some cases by reducing the limit for natural numbers to the limit for specific subsequence of the natural numbers.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Ellis, R., Rosen, J.: Asymptotic analysis of Gaussian integrals II. Manifold of minimum points. Commun. Math. Phys. 82, 153–181 (1981)
2. Ellis, R., Rosen, J.: Asymptotic analysis of Gaussian integrals I. Isolated minimum points. Trans. Am. Math. Soc. 273(2), 447–481 (1982)
3. Ellis, R., Rosen, J.: Laplace’s method for gaussian integrals with an application to statistical mechanics. Ann. Probab. 10(1), 47–66 (1982)
4. Hwang, C.-R.: Laplace’s method revisited: Weak convergence of probability measures. Ann. Probab. 8(6), 1177–1182 (1980)
5. Kolokoltsov, V.N.: Semiclassical Analysis for Diffusions and Stochastic processes. Springer (2000)
6. Łapiński, T.M.: Law of large numbers unifying Maxwell-Boltzmann, Bose-Einstein and Zipf-Mandelbort distributions, and related fluctuations. arXiv:1501.06718 (2015)
7. Łapiński, T.M.: Multivariate Laplace’s approximation with estimates and application to limit theorems. Journal of Approximation Theory, 248. https://doi.org/10.1016/j.jat.2019.105305 (2019)
8. Pathria, R., Beale, P.: Statistical Mechanics, 3rd edn. Elsevier (2011)
9. Reif, F.: Fundamentals of Statistical and Thermal Physics. Waveland Press (2013)
10. Werbachowska, A.: Exact and approximate methods of calculating the sum of states for noninteracting classical and quantum particles occupying a finite number of modes. Phys. Rev. E 84(4), 041125 (2011)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.