Theory of spin magnetic quadrupole moment and temperature-gradient-induced magnetization
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We revisit a quantum-mechanical formula of the spin magnetic quadrupole moment (MQM) in periodic crystals. Two previous attempts were inconsistent with each other; one is gauge dependent, and the other is gauge invariant. Here we define the spin MQM by calculating the spin density in a nonuniform system. Our definition is analogous to that of the charge polarization, but the result is gauge invariant and coincides with the latter previous one. We also formulate what we call gravitomagnetoelectric (gravito-ME) effect, in which the magnetization is induced by a temperature gradient. Although the Kubo formula for the gravito-ME effect provides an unphysical divergence at zero temperature, we prove that the correct susceptibility is obtained by subtracting the spin MQM from the Kubo formula. It vanishes at zero temperature and is related to the ME susceptibility by the Mott relation. We explicitly calculate the gravito-ME susceptibility in a Rashba ferromagnet and show its experimental feasibility.

I. INTRODUCTION

In classical electromagnetism in matter, multipole moments characterize the anisotropy of the charge and magnetization densities, the latter of which originates from the circulating charge current and spin densities. Among multipole moments, the magnetic quadrupole moment (MQM) has been believed to be an important ingredient for the magnetoelectric (ME) effect\textsuperscript{1–3}. This phenomenon is allowed only when both the inversion and time-reversal symmetries are broken but enables us to control the charge polarization (CP) by a magnetic field and the magnetization by an electric field. Note that the magnetization is also induced by an electric field in noncentrosymmetric metals, which is called inverse spin galvanic or Edelstein effect\textsuperscript{4–7}. The ME and Edelstein effects are different by their symmetry requirements and mechanisms. Since the celebrated discovery of the first ME material Cr\textsubscript{2}O\textsubscript{3}\textsuperscript{8–12}, the MQM and ME effect have been studied in many materials\textsuperscript{13–18}.

When we define multipole moments quantum mechanically in periodic crystals, we suffer from the fact that the position operator is unbounded. Traditionally, only the atomic multipole moments have been studied in the field of strongly correlated electron systems\textsuperscript{19–21}. Recently, a cluster extension was discussed in the context of the anomalous Hall effect in noncollinear antiferromagnets\textsuperscript{22}. However, this difficulty, at least for the dipole moments, was already overcome. The CP was defined by calculating the charge current density during an adiabatic deformation of the Hamiltonian\textsuperscript{23–25}. The result is expressed by the gauge-dependent Berry connection but unique modulo a quantum. On the other hand, the orbital magnetization (OM) was defined by calculating the grand potential in a magnetic field\textsuperscript{26} and is expressed by the gauge-invariant Berry curvature and magnetic moment. More recently, the orbital MQM was defined by extending this thermodynamic definition\textsuperscript{27,28}.

The spin MQM is classically defined by

\[
M' = \frac{g\mu_B}{\hbar} \frac{1}{V} \int d^d x \bar{s}_a(\bar{x}),
\]

in which \(g\), \(\mu_B\), \(V\), \(\bar{s}(\bar{x})\) are the \(g\) factor, Bohr magneton, volume of a \(d\)-dimensional system, and spin density, respectively. So far, there were two attempts at a quantum-mechanical theory of the spin MQM in periodic crystals. One was to calculate the conventional spin current density during an adiabatic deformation\textsuperscript{29–31}. Similar to the CP, the result is expressed by the Berry connection. In the absence of spin-orbit interactions (SOIs), this definition seems natural, because spin is a Noether charge, and the spin MQM is regarded as a spin analog of the CP. However, in the presence of SOIs, a locally conserved spin current density is no longer well defined, nor is the spin MQM unique even modulo any quanta. Note that a covariantly conserved spin current density can be defined in some cases\textsuperscript{32–34}. The other attempt was to calculate the grand potential in a nonuniform Zeeman field\textsuperscript{35}. The result is gauge invariant and turns out to have a direct relation to the ME susceptibility. Obviously, these two results are inconsistent with each other; the former is gauge dependent, and the latter is gauge invariant. One of the goals of this paper is to resolve this inconsistency.

We also shed light on another aspect of multipole moments. It is well known that the Kubo formulas of the Nernst and thermal Hall conductivities diverge at zero temperature, and these unphysical results are corrected by adding the OM and twice the heat magnetization (HM), respectively\textsuperscript{36–40}. In fact, Luttinger’s gravitational potential\textsuperscript{41}, introduced to deal with a temperature gradient, perturbs not only the density matrix but also the charge and heat current densities. The former yields the Kubo formulas, and the latter turns into the magnetization corrections. Note that the HM is a heat analog
of the OM and characterizes the circulating heat current density. One of the authors previously introduced a gravitational vector potential by gauging the time translation symmetry and defined the HM thermodynamically with use of a gravitational magnetic field\textsuperscript{42,43}. More generally, multipole moments may play an important role in such phenomena induced by a temperature gradient.

In particular, the spin magnetization induced by a temperature gradient is of recent interest in the field of spintronics\textsuperscript{44–47}. According to the semiclassical Boltzmann theory, the susceptibility vanishes at zero temperature in a two-dimensional electron gas with the Rashba SOI\textsuperscript{44,46}, where the Edelstein effect and its heat analog are allowed. On the other hand, in a Rashba ferromagnet, where both the Edelstein and ME effects as well as their heat analogs are allowed, the Kubo formula of the susceptibility resulted in an unphysical divergence at zero temperature owing to the Fermi-sea terms\textsuperscript{47}. This result implies the failure of the Kubo formula for the heat analog of the ME effect and reminds us of the Nernst and thermal Hall effects. Hence, we expect that a multipole correction is necessary for this phenomenon.

In this paper, we propose another definition of the spin MQM by calculating the gravito-ME susceptibility in a Rashba SOI\textsuperscript{47–49}. If we replace these two quantities, the spin MQM should fully reproduce the thermodynamic formula of the spin (orbital) MQM,

\begin{equation}
M^i_a \equiv - \frac{\partial \Omega}{\partial (\partial X_i \cdot B^a)}. \tag{3}
\end{equation}

This definition yields a direct relation between the spin (orbital) MQM and ME susceptibility for insulators at zero temperature,

\begin{equation}
-q \frac{\partial M^i_a}{\partial \mu} = \alpha^i_a, \tag{4}
\end{equation}

with \(q\) being the electron charge.

Aiming at practical calculation, we define the auxiliary spin (orbital) MQM by

\begin{equation}
\tilde{M}^i_a \equiv \frac{\partial (\beta M^i_a)}{\partial \beta}, \tag{5}
\end{equation}

with the energy \(K \equiv E - \mu N = \Omega + TS\). With the help of the Maxwell relations, we can prove a relation between these two quantities,

\begin{equation}
\tilde{M}^i_a = \frac{\partial \beta M^i_a}{\partial \beta}. \tag{6}
\end{equation}

A similar relation is known for the OM\textsuperscript{26}.

From now on, we focus on the spin MQM. To deal with such a slowly varying Zeeman field, we use the gradient expansion of the Keldysh Green’s function\textsuperscript{48}. See Appendix A for the details. Below we consider a clean noninteracting system described by the Hamiltonian \(\mathcal{H}(\vec{X}, \vec{p})\). The first-order perturbation of the energy \(K\) with respect to the gradient is expressed by

\begin{equation}
K_D(\vec{X}) = i\hbar \sum_{n \neq m} \int \frac{d^d \vec{p}}{(2\pi \hbar)^d} \frac{\langle u_n |v'| \phi_{nm} \rangle \langle \phi_{nm}| \partial \mathcal{H}| u_m \rangle}{(\epsilon_n - \epsilon_m)^2} \times \{f_n(\epsilon_n - \mu) - (\epsilon_n - \epsilon_m)f_n + f'_n(\epsilon_n - \mu)/2\}. \tag{7}
\end{equation}

Here we have introduced a complete orthonormal set of wavefunctions \(|u_n(\vec{X}, \vec{p})\rangle\) that satisfy \(\mathcal{H}(\vec{X}, \vec{p})|u_n(\vec{X}, \vec{p})\rangle = \epsilon_n(\vec{X}, \vec{p})|u_n(\vec{X}, \vec{p})\rangle\). \(v'(\vec{X}, \vec{p})\) is the velocity operator, and \(f_n(\vec{X}, \vec{p})\) is the velocity operator, and \(f_n(\vec{X}, \vec{p}) = \phi_n(\vec{X}, \vec{p}) - \mu\) with \(f(\xi) = (e^{\beta \xi} - 1)^{-1}\) being the Bose or Fermi distribution function.

More specifically, we consider \(\mathcal{H}(\vec{X}, \vec{p}) = \mathcal{H}(\vec{p}) - (g\mu_B/\hbar)\vec{B}(\vec{X}) \cdot \vec{s}\). The first term describes a periodic crystal, and the second term is the perturbation of the nonuniform Zeeman interaction. \(\partial_\mu \mathcal{H}(\vec{X}, \vec{p})\) in Eq. (7) is equal to \(- (g\mu_B/\hbar)\partial X_\mu \cdot B^a(\vec{X}) \cdot s_a\). Then, we successfully reproduce the thermodynamic formula of the spin

\[\]
MQM\textsuperscript{35},

\[ M^i_a = \frac{g\mu_B}{\hbar} \sum_n \int \frac{d^dp}{(2\pi\hbar)^d} \times \left[ -\Omega^i_{an} \int_0^\infty dz f(z) + m^i_{an} f_n \right], \tag{8a} \]

\[ \Omega^i_{an} \equiv i\hbar \sum_{m(\neq n)} \frac{\langle u_n | v^i | u_m \rangle \langle u_m | s_n | u_n \rangle}{(\epsilon_n - \epsilon_m)^2} + \text{c.c.}, \tag{8b} \]

\[ m^i_{an} = - i\hbar \sum_{m(\neq n)} \frac{\langle u_n | v^i | u_m \rangle \langle u_m | s_n | u_n \rangle}{\epsilon_n - \epsilon_m} + \text{c.c.} \tag{8c} \]

This formula is valid for insulators and metals at zero and nonzero temperature. See Appendix B for the details.

### III. SPIN DENSITY IN A NONUNIFORM SYSTEM

Here we propose an alternative definition of the spin MQM. As described in Sec. I, the spin MQM is interpreted as a spin analog of the CP. The CP was defined by calculating the charge current density during an adiabatic deformation\textsuperscript{23-25}. However, in general cases with SOIs, the spin MQM cannot be defined similarly, because a spin current density is not well defined. Our definition is based on a relation for the spin density,

\[ M^i_a = M_a - \partial_{\vec{X}_i} M^i_a, \tag{9} \]

which is similar to a relation for the charge density,

\[ \rho^\text{tot} = \rho - \partial_{\vec{X}_i} P^i. \tag{10} \]

The spin MQM and CP can be defined by calculating the spin and charge densities in a nonuniform system, respectively, in a systematic manner.

Below we focus on a clean noninteracting fermion system. We consider \( \mathcal{H}(\vec{X}, \vec{p}, \vec{B}) = \mathcal{H}(\vec{X}, \vec{p}) - (g\mu_B/\hbar) \vec{B} \cdot \vec{s} \) instead of the Hamiltonian \( \mathcal{H}(\vec{X}, \vec{p}) \). This additional Zeeman field is introduced only to make expressions simple and set to zero at the end of the derivation. For insulators at zero temperature, we obtain the spin density up to the first order with respect to the gradient as

\[ M^i_a (\vec{X}) = M_a (\vec{X}) - \partial_{\vec{X}_i} M^i_a (\vec{X}), \tag{11a} \]

\[ M_a (\vec{X}) = M_{0a} (\vec{X}) - \partial_{\vec{B}} \left[ i\hbar \sum_{\text{occ}} \int \frac{d^dp}{(2\pi\hbar)^d} (\partial_{p_i} u_n | (\epsilon_n + \mathcal{H} - 2\mu) | \partial_{\vec{B}^*} u_n) + \text{c.c.} \right], \tag{11b} \]

\[ M^i_a (\vec{X}) = - i\hbar \sum_{\text{occ}} \int \frac{d^dp}{(2\pi\hbar)^d} (\partial_{p_i} u_n | (\epsilon_n + \mathcal{H} - 2\mu) | \partial_{\vec{B}^*} u_n) + \text{c.c.} \tag{11c} \]

Here we have introduced a complete orthonormal set of wavefunctions \( |u_n(\vec{X}, \vec{p}, \vec{B})\rangle \) that satisfy \( \mathcal{H}(\vec{X}, \vec{p}, \vec{B}) |u_n(\vec{X}, \vec{p}, \vec{B})\rangle = \epsilon_n(\vec{X}, \vec{p}, \vec{B}) |u_n(\vec{X}, \vec{p}, \vec{B})\rangle \). \( M_{0a} (\vec{X}) \) is the unperturbed spin density, and occ represents the summation over the occupied bands. See Appendix C for the details.

\( \mu \) in Eq. (11) originates from Eq. (C7) and is an integral constant at first. In fact, we find

\[ \frac{\partial M^i_a (\vec{X})}{\partial \mu} = \sum_{\text{occ}} \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \partial_{\vec{B}^*} (i\hbar \langle \partial_{p_i} u_n | \partial_{\vec{X}_i} u_n + \text{c.c.} \rangle) - \partial_{\vec{X}_i} (i\hbar \langle \partial_{p_i} u_n | \partial_{\vec{B}^*} u_n + \text{c.c.} \rangle) \right] \]

\[ = \sum_{\text{occ}} \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \partial_{\vec{B}^*} (i\hbar \langle \partial_{p_i} u_n | \partial_{\vec{X}_i} u_n + \text{c.c.} \rangle) + \partial_{\vec{X}_i} (i\hbar \langle \partial_{p_i} u_n | \partial_{\vec{B}^*} u_n + \text{c.c.} \rangle) + \hbar \partial_{p_i} (i \langle \partial_{\vec{X}_i} u_n | \partial_{\vec{B}^*} u_n + \text{c.c.} \rangle) \right] = 0, \tag{12} \]

and hence the spin density \( M^i_a (\vec{X}) \) is independent of \( \mu \), which is physically reasonable. Here we have added the total derivative with respect to \( p_i \) to the integrand and used the Bianchi identity. Nonetheless, by identifying \( \mu \) as the chemical potential, we can interpret \( M_a (\vec{X}) = M_{0a} (\vec{X}) - \partial_{\vec{B}^*} K_D (\vec{X}) \) as the dipole contribution to the spin density, in which \( K_D (\vec{X}) \) is the variation of the energy in Eq. (7). Also,

\[ M^i_a = \frac{g\mu_B}{\hbar} \sum_{\text{occ}} \int \frac{d^dp}{(2\pi\hbar)^d} [\Omega^i_{an} (\epsilon_n - \mu) + m^i_{an}], \tag{13} \]

is identical to the thermodynamic formula of the spin MQM in Eq. (8a) for insulators at zero temperature.

We readily discuss how the chemical potential dependence of the spin MQM emerges, which yields the ME
effect as indicated by Eq. (4). For insulators at zero temperature, the ME susceptibility should not depend on the chemical potential, and hence the spin MQM linearly depends on it. From Eq. (12), we find that the chemical potential dependence of the spin MQM comes from the dipole moment. This dipole moment, given in Eq. (11b), may be nonzero only near the surface because of $|\partial_X u_n|$. We can also reproduce the well-known formula of the CP23–25 by replacing $(g\mu_B/\hbar)\rho_s$ with $q$. For insulators at zero temperature, we obtain the charge density up to the first order with respect to the gradient as

$$\rho^{\text{tot}}(\vec{X}) = \rho_0(\vec{X}) - \partial_X P^i(\vec{X}),$$  \hfil (14a)$$

$$P^i(\vec{X}) = i\hbar \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} (u_n |\partial_p u_n).$$  \hfil (14b)

See Appendix D for the details. Thus, the CP defined by calculating the charge density in a nonuniform system agrees with that by calculating the charge current density during an adiabatic deformation23–25.

Equation (13) is one of our main results. We have demonstrated that the spin MQM is defined in the same way as the CP. In contrast to the CP, the formula is gauge invariant and consistent with the thermodynamic formula Eq. (8a) in the literature35. The former is valid only for insulators at zero temperature, while the latter is applied to more generic cases, namely, for insulators and metals at zero and nonzero temperature. Nonetheless, our definition provides a systematic understanding of the CP and spin MQM, the former of which cannot be defined thermodynamically. The first definition by using an adiabatic deformation29–31 has not been reproduced.

**IV. GRAVITO-ME EFFECT**

The ME effect is a phenomenon in which the magnetization is induced by an electric field when both the inversion and time-reversal symmetries are broken. Here we discuss a heat analog of the ME effect. The magnetization can also be induced by a temperature gradient, which we call the gravito-ME effect. The gravito-ME susceptibility $\beta^i$ is defined by $\delta M_a = \beta^i a(-\partial_i T)$, in which $\delta M_a$ is the magnetization measured from its equilibrium value. In a Rashba ferromagnet, where the above symmetries are broken by the Rashba SOI and Zeeman interaction, respectively, this susceptibility was calculated by using the Kubo formula47. However, the result diverges at zero temperature and hence is unphysical. Here we prove that the gravito-ME susceptibility is corrected by the spin MQM and related to the ME susceptibility by the Mott relation.

To deal with a temperature gradient, it is useful to introduce Luttinger’s gravitational potential that is coupled to the Hamiltonian density41. In the presence of the gravitational potential, denoted by $\phi_g(\vec{X})$, the density matrix is perturbed as $\rho^{\phi_g} = \rho + \rho'$. Furthermore, the spin density operator is perturbed as

$$s^{\phi_g}_a(\vec{X}) = [1 + \phi_g(\vec{X})] s_a(\vec{X}).$$  \hfil (15)

The factor originates from $\sqrt{-g}$ in general relativity, with $g = \det(g_{\mu\nu})$ being the determinant of the metric tensor $g_{\mu\nu}$. The expectation value of the spin density operator is expressed by

$$\text{tr}[\rho^{\phi_g} s^{\phi_g}_a(\vec{X})] = \text{tr}[\rho s_a(\vec{X})] + \text{tr}[\rho' s_a(\vec{X})] + \phi_g(\vec{X}) \text{tr}[s_a(\vec{X})],$$  \hfil (16)

within the first order with respect to the gravitational potential. The first term is the unperturbed spin density and expressed by $(g\mu_B/\hbar) \text{tr}[s_a(\vec{X})] = M_a(\vec{X}) - \partial_X M^i_a(\vec{X})$. Then, Eq. (16) is rewritten by

$$(g\mu_B/\hbar) \text{tr}[\rho^{\phi_g} s^{\phi_g}_a(\vec{X})] = [1 + \phi_g(\vec{X})] M_a(\vec{X})$$

$$- \partial_X \{ [1 + \phi_g(\vec{X})] M^i_a(\vec{X}) \}$$

$$+ (g\mu_B/\hbar) \text{tr}[\rho' s_a(\vec{X})]$$

$$- [-\partial_X \phi_g(\vec{X})] M^i_a(\vec{X}).$$  \hfil (17)

The first and second terms are the dipole and quadrupole contributions to the equilibrium spin density in the presence of the gravitational potential. As far as the susceptibility is concerned, the magnetization is measured from such equilibrium terms. The third term yields the Kubo formula. Since $-\partial_X \phi_g(\vec{X})$ in the fourth term corresponds to $-\partial_X T(\vec{X})/T$, the gravito-ME susceptibility is given by

$$T \beta^i_a = T \tilde{\beta}^i_a - M^i_a,$$  \hfil (18)

in which tilde represents the Kubo formula. Thus, the gravito-ME susceptibility is corrected by the spin MQM, as the Nernst and thermal Hall conductivities are corrected by the OM and HM, respectively36–40.

In the absence of disorder or interactions, the Kubo formulas of the ME and gravito-ME susceptibilities are given by

$$\alpha^i_a = g g \mu_B \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} \Omega^{i, an}_a f_n,$$  \hfil (19a)$$

$$T \tilde{\beta}^i_a = g g \mu_B \sum_n \int \frac{d^d p}{(2\pi \hbar)^d}$$

$$\times [\Omega^{i, an}_a (\epsilon_n - \mu) + m^{i, an}_n] f_n.$$  \hfil (19b)

The spin MQM Eq. (8a) and ME susceptibility Eq. (19a) satisfy the direct relation Eq. (4) for insulators at zero temperature. The right-hand side of Eq. (19b) is in general nonzero, and hence $\beta^i_a$ diverges at zero temperature. By subtracting the spin MQM Eq. (8a), we obtain

$$T \beta^i_a = g g \mu_B \sum_n \int \frac{d^d p}{(2\pi \hbar)^d}$$

$$\times [ f_n (\epsilon_n - \mu) + \int_{\epsilon_n - \mu}^\infty dz f(z) ].$$  \hfil (20)
This susceptibility vanishes at zero temperature in accordance with physical requirement. Furthermore, the formulas satisfy the Mott relation at low temperature,

\[ \beta^a_\alpha = \frac{\pi^2 T}{3q} \frac{\partial \alpha^a_\alpha}{\partial \mu} (\mu, T = 0), \tag{21} \]
as proved in Appendix E. The previous study obtained an unphysical result \(^{47}\) because of the correction from the spin MQM was overlooked. In this sense, the spin MQM plays an essential role for the gravito-ME effect.

As a representative, we consider a Rashba ferromagnet described by

\[ \mathcal{H}(\hat{p}) = p^2/2m + \alpha (p_y \sigma_x - p_x \sigma_y) + b \sigma_z, \tag{22} \]
in which \( \hat{\sigma} \) is the Pauli matrix for the spin degree of freedom, i.e., \( \hat{\sigma} = (\hbar/2) \hat{\sigma} \). The dispersions are given by \( \epsilon_\pm(p) = p^2/2m \pm \sqrt{(\alpha p)^2 + b^2} = \epsilon(p) \pm \Delta(p) \), and Eqs. (8b) and (8c) are expressed by \( \Omega^a_{xx}(p) = \Omega^a_{yy}(p) = \mp 2 \hbar e A_b/4[\Delta(p)]^3, \) \( \Omega^a_{xy}(p) = \mp \hbar e a/4[\Delta(p)]^3, \) respectively. Figure 1 shows the chemical potential dependence and temperature dependences of the ME and gravito-ME susceptibilities for \( b = 0.5 \). We set the energy unit to \( ma^2 = 1 \). In Fig. 1(a), the Kubo formula \( T \beta^x_0 \) is nonzero even at \( T = 0.001 \), as already reported \(^{47}\). However, the spin MQM \( M^x \) is almost equal to \( T \beta^x_0 \), leading to the almost vanishing gravito-ME susceptibility \( T \beta^x_x \). Figures 1(b) and (c) clearly show that \( \beta^x_x \) vanishes at zero temperature and satisfies the Mott relation. In general, the gravito-ME susceptibility is dramatically enhanced at band edges and anticrossing points. We also show the results for \( b = 1.5 \) in Fig. 2.

We believe that the gravito-ME effect is experimentally observable. In a polar semiconductor BiTeI, the giant Rashba SOI \( \hbar\omega_c = 3.85 \) eV was found with use of angle-resolved photoemission spectroscopy \(^{49}\). The effective mass is \( m = 0.1 m_e \), leading to \( ma^2 = 2.3 \times 10^4 K \). Although this material is not ferromagnetic, we can apply a magnetic field. The orbital effect is suppressed for \( \omega_c \tau \ll 1 \), in which \( \omega_c, \tau \) are the cyclotron frequency and relaxation time, respectively. Even in such a strongly disordered system, a heat analog of the Edelstein effect is allowed \(^{14,47}\), but the direction of the induced magnetization is different from that of the gravito-ME effect. By using the \( g \) factor \( g = 63 \) estimated by quantum oscillations \(^{50}\), we obtain \( b = g \mu_B B/2 = 2.1 \times 10^2 K \) for \( B = 10 T \). \( b/ma^2 = 9.1 \times 10^{-2} \) is less than unity. For \( \mu/ma^2 = -0.2 \), where the Mott relation holds up to \( T/ma^2 = 0.01 \), we find the induced magnetization \( M_x/\mu_B = 2 \times 10^3 T/(\Delta T/L_x)(L_xL_y) \) by the gravito-ME effect. \( \Delta T \) is the temperature difference in the \( x \) direction, and \( L_x, L_y \) are the sample widths. We estimate \( M_x/\mu_B = 8 \times 10^{-2} \) for \( T = 20 K \). \( \Delta T = 2 K, L_y = 1 \mu m \). This value of the magnetization is observable by various experimental methods. Note that the Rashba ferromagnet is also realized in bilayer devices composed of ferromagnetic and nonmagnetic metals such as Co/Pt \(^{31}\). In these systems, the induced magnetization of electrons yields the spin-orbit torque on the magnetization of the ferromagnet \(^{52-54}\).

\section{Relation to the Spin Hall Effect}

Finally, we discuss why the first definition of the spin MQM \(^{26-31}\) does not work in the presence of SOIs. To do this, we relate our derivation of the spin MQM to the spin Hall effect. As is well known, the CP is related to the quantum Hall effect by Thouless’s charge pumps \(^{55,56}\). The charge current density during an adiabatic deformation is expressed by

\[ J^i(t) = -\frac{q}{\hbar} \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} \Omega_{n;p,i} \Delta_n. \tag{23} \]
The Berry curvature as well as the magnetic moment, which appears later, in a parameter space \( (\lambda_1,\lambda_2,\ldots) \) is defined by

\[ \Omega_{n;\lambda_1\lambda_2} \equiv \hbar^2 \langle \partial_{\lambda_1} u_n | \partial_{\lambda_2} u_n \rangle + c.c., \tag{24a} \]

\[ m_{n;\lambda_1\lambda_2} \equiv -\hbar^2 \langle \partial_{\lambda_1} u_n | (\epsilon_n - \mathcal{H}) | \partial_{\lambda_2} u_n \rangle/2 + c.c. \tag{24b} \]

If the time dependence in Eq. (23) is owing to a vector potential \( A_j(t) = -E_j t \), \( \partial_i \) is replaced with \( q E_j \partial_j \), because the Hamiltonian is a function of \( p_j - q A_j \). Thus, we obtain the Hall conductivity,

\[ \sigma^{ij} = -\frac{\hbar}{q} \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} \Omega_{n;p,p;j} \Delta_n. \tag{25} \]

On the other hand, neither a locally conserved spin current density nor a spin pump is well defined in the presence of SOIs.

In our derivation, we have considered a nonuniform system instead of an adiabatic deformation. As seen in Appendix D, the charge density in a nonuniform system is expressed by

\[ \rho^{\text{tot}}(\mathbf{X}) = \rho_0(\mathbf{X}) + \frac{q}{\hbar} \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} \times (\Omega_{n;p,X} \Delta_n + m_{n;p,X} \Delta_n'). \tag{26} \]

Provided that the system is nonuniform owing to a vector potential \( A_j(\mathbf{X}) = \epsilon_{ijk} B^k \mathbf{X}^t/2 \), in which \( B^k \) is not a Zeeman field but a magnetic field coupled only to the orbital motion here, \( \partial_X \) is replaced with \(-q \epsilon_{ijk} B^k \partial_j/2 \). Then, Eq. (26) turns into

\[ \frac{\partial \rho^{\text{tot}}}{\partial B^k} = -\frac{q}{\hbar} \frac{1}{2} \epsilon_{ijk} \sum_n \int \frac{d^d p}{(2\pi \hbar)^d} \times (\Omega_{n;p,p;j} \Delta_n + m_{n;p,p;j} \Delta_n'). \tag{27} \]

This is equal to the Fermi-sea term of the Hall conductivity, according to the Středa formula \(^{57}\). Similarly, the spin density in a nonuniform system, calculated in
Appendix C, turns into the spin-orbital susceptibility $\partial M^{\alpha s}/\partial B^k$. If we choose the conserved spin current density $d\{x^i, s_\alpha\}/2\partial t$ by adding the torque dipole density $\{x^i, (ds_\alpha/dt)\}/2$ to the conventional spin current density $\{v^i, s_\alpha\}/2^{58}$, the spin-orbital susceptibility is equal to the Fermi-sea term of the spin Hall conductivity $^{59}$. We believe that the inconsistency regarding the spin MQM can be resolved by calculating the conserved spin current density, but not the conventional one, during an adiabatic deformation.

VI. SUMMARY

To summarize, we have derived a quantum-mechanical formula of the spin MQM in a periodic crystal in the same way as the CP. Instead of calculating the conventional spin current density during an adiabatic deformation, which leads to the gauge-dependent result$^{29}$, we have calculated the spin density in a nonuniform system. Our result Eq. (13) is gauge invariant in contrast to the CP and coincides with the thermodynamic formula$^{35}$. The inconsistency in the literature originates from the spin nonconservation in the presence of SOIs, more precisely, the torque dipole density in the conserved spin current density. By using the correctly defined spin MQM, we have formulated the temperature-gradient-induced magnetization, namely, the gravito-ME effect. We have proved that the gravito-ME susceptibility is corrected by the spin MQM as in Eq. (18) and related to the ME susceptibility by the Mott relation as in Eq. (21). This phenomenon can be experimentally observed in a Rashba ferromagnet such as BiTeI in a magnetic field and Co/Pt. Finally, we expect that the susceptibility of any physical quantity to a temperature gradient is corrected by the corresponding multipole moment. Thus, multipole moments are impor-
tant not only as microscopic origins of the electromagnetic responses but also in the phenomena induced by a temperature gradient.
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Appendix A: Gradient expansion

Gradient expansion is a perturbation theory of the Keldysh Green’s function with respect to a slowly varying field. In this method, the Keldysh Green’s function \( \hat{G}(x_1, x_2) \) is expressed in the Wigner representation, namely, in terms of the center-of-mass coordinate \( X_{12} \equiv (x_1 + x_2)/2 \) and relative momentum \( p_{12} \). Since the Wigner transformation is the Fourier transformation, if \( G(x_1, x_2) \) is the unperturbed Keldysh Green’s function in which effects of disorder or interactions are in principle taken into account. By substituting Eqs. (A1) and (A3) into Eq. (A2), we obtain \( \hat{G}_0 = (\hat{\mathcal{L}} - \Sigma_0)^{-1} \) and

\[
\hat{G}_D = \hat{G}_0 \hat{\Sigma}_D \hat{G}_0 + i[\hat{G}_0 \partial_{X^i} \hat{G}_0^{-1} \hat{G}_0 \partial_{p^i} \hat{G}_0^{-1} \hat{G}_0 - (X^\lambda \leftrightarrow p_\lambda)],
\]

Hereafter we use the Wigner representation and drop the arguments \( X_{12}, p_{12} \) for simplicity.

The Keldysh Green’s function is determined by the Dyson equation,

\[
(\hat{\mathcal{L}} - \hat{\Sigma}) \ast \hat{G} = \hat{G} \ast (\hat{\mathcal{L}} - \hat{\Sigma}) = 1,
\]

in which \( \hat{\mathcal{L}}, \hat{\Sigma} \) are the Lagrangian and self-energy. We expand \( \hat{G}, \hat{\Sigma} \) as

\[
\hat{G} = \hat{G}_0 + (\hbar/2) \hat{G}_D,
\]

\[
\hat{\Sigma} = \hat{\Sigma}_0 + (\hbar/2) \hat{\Sigma}_D.
\]

Here \( \hat{G}_0 \) is the unperturbed Keldysh Green’s function in which effects of disorder or interactions are in principle taken into account. By substituting Eqs. (A1) and (A3) into Eq. (A2), we obtain \( \hat{G}_0 = (\hat{\mathcal{L}} - \Sigma_0)^{-1} \) and

\[
\hat{G}_D = \hat{G}_0 \hat{\Sigma}_D \hat{G}_0 + i[\hat{G}_0 \partial_{X^i} \hat{G}_0^{-1} \hat{G}_0 \partial_{p^i} \hat{G}_0^{-1} \hat{G}_0 - (X^\lambda \leftrightarrow p_\lambda)],
\]

The Keldysh Green’s function contains three independent Green’s functions: retarded \( G^R \), advanced \( G^A \), and lesser \( G^< \). In particular, \( G^< \) is necessary for calculating expectation values. The unperturbed Green’s functions satisfy

\[
G^R_0 = (\mathcal{L} - \Sigma^R_0)^{-1},
\]

\[
G^A_0 = (\mathcal{L} - \Sigma^A_0)^{-1},
\]

\[
\hat{\Sigma}_0 = (\Sigma_0^R - \Sigma_0^A) f(-p_0),
\]

\[
\Sigma_0 = (\Sigma_0^R - \Sigma_0^A) f(-p_0),
\]

Eq. (A4) reads

\[
G^{R, A, <}_D = G^{R, A, <}_0 \Sigma_D + i \{ G^{R, A, <}_0 \partial_{X^\lambda} (G^{R, A, <}_0)^{-1} G^{R, A}_0 \partial_{p^\lambda} (G^{R, A}_0)^{-1} - (X^\lambda \leftrightarrow p_\lambda) \},
\]

\[
G^{(1)}_D = G^{R, A, <}_0 \Sigma^{(1)}_D G^{R, A, <}_0 - i \{ G^{R, A, <}_0 \partial_{X^\lambda} [(G^{R, A}_0)^{-1}] G^{R, A}_0 \partial_{X^\lambda} \},
\]

\[
G^{R, A, <}_D \] is nonzero only when the system is dynamical and depends on \( X^0 \). These expressions are valid for disordered or interacting systems as far as a perturbation theory goes.
Appendix B: Derivation of the thermodynamic formula

Next we derive the thermodynamic formula of the spin MQM with the gradient expansion. As described in Sec. II, we calculate the energy $K \equiv E - \mu N$ instead of the grand potential $\Omega \equiv E - TS - \mu N$. The energy is expressed by

$$K(X) = \pm \hbar \int \frac{dDp}{(2\pi\hbar)^D} \xi \text{tr}(G^\xi),$$

(B1)

in which $D = d + 1$ is the spacetime dimension, and $\xi \equiv -p_0$. When an external field is static but nonuniform, which is identified as the Zeeman field later, the first-order perturbation of the energy with respect to the gradient is given by

$$K_D(\vec{X}) = \pm \frac{i\hbar^2}{2} \int \frac{dDp}{(2\pi\hbar)^D} \xi \text{tr}(G^\xi f(\xi) + G^{\xi(1)}D_D f'(\xi))$$

$$= \frac{i\hbar^2}{2} \int \frac{dDp}{(2\pi\hbar)^D} f(\xi) \text{tr}(G^\xi + G^{\xi(1)}D_D f'(\xi))$$

(B2)

Here we have used Eqs. (A3a) and (A6a). $G_D^R$ is readily available from Eq. (A7a), and $G^{\xi(1)}_D$ vanishes.

In the absence of disorder or interactions, Eq. (A7a) is reduced to

$$g_D^R = i g_0^R \partial_X \cdot (g_0^R)^{-1} \partial_{p_i} (g_0^R)^{-1} g_0^R - (X^i \leftrightarrow p_i),$$

(B3)

in which $g_0^R(\vec{X},\vec{\xi},\vec{p}) = [\xi - \mathcal{H}(\vec{X},\vec{p}) + \mu + i\eta]^{-1}$ ($\eta \to +0$) is the retarded Green’s function of the Hamiltonian $\mathcal{H}(\vec{X},\vec{p})$. By substituting Eq. (B3) to Eq. (B2), we obtain

$$K_D(\vec{X}) = -\frac{\hbar}{2} \int \frac{dDp}{(2\pi\hbar)^D} \int \frac{d\xi}{2\pi} f(\xi) \text{tr}(g_0^R \partial_X \cdot (g_0^R)^{-1} \partial_{p_i} (g_0^R)^{-1} g_0^R - (X^i \leftrightarrow p_i)) + \text{c.c.}$$

(B4)

Here we introduce a complete orthonormal set of wavefunctions $|u_n(\vec{X},\vec{p})\rangle$ that satisfy $\mathcal{H}(\vec{X},\vec{p})|u_n(\vec{X},\vec{p})\rangle = \epsilon_n(\vec{X},\vec{p})|u_n(\vec{X},\vec{p})\rangle$. These wavefunctions are replaced with the Bloch wavefunctions later. By expanding the trace in Eq. (B4), we obtain

$$K_D(\vec{X}) = \frac{\hbar}{2} \sum_{n \neq m} \int \frac{dDp}{(2\pi\hbar)^D} \langle u_n | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_n \rangle - \text{c.c.} \int \frac{d\xi}{2\pi} f(\xi) \langle (g_0^R)^2 g_0^R \rangle$$

$$= -\frac{\hbar}{2} \sum_{n \neq m} \int \frac{dDp}{(2\pi\hbar)^D} \langle (u_n | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_n \rangle - \text{c.c.} \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{g_0^R}{(\epsilon_n^m - \epsilon_m^2)} - \frac{g_0^R}{(\epsilon_m^m - \epsilon_n^2)} - \frac{(g_0^R)^2}{(\epsilon_m^m - \epsilon_n^m)} \right]$$

(B5)

in which $v^i(\vec{X},\vec{p}) \equiv \partial_p \mathcal{H}(\vec{X},\vec{p})$ is the velocity operator, and $g_0^R(\vec{X},\vec{p}) = (\xi - \epsilon_n(\vec{X},\vec{p}) + \mu + i\eta)^{-1}$. The intraband process $n = m$ does not contribute to this variation of the energy. By using $g_{mn}^R(\vec{X},\vec{p}) - \text{c.c.} = -2\pi i \delta(\xi - \epsilon_n(\vec{X},\vec{p}) + \mu)$, we can carry out the integral over $\xi$ and obtain

$$K_D(\vec{X}) = \frac{i\hbar}{2} \sum_{n \neq m} \int \frac{dDp}{(2\pi\hbar)^D} \langle (u_n | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_n \rangle - \text{c.c.} \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{f_n(\epsilon_n - \mu)}{(\epsilon_n - \epsilon_m)^2} - \frac{f_m(\epsilon_m - \mu)}{(\epsilon_n - \epsilon_m)^2} - \frac{1}{(\epsilon_n - \epsilon_m)^2} \left( \frac{f_n + f'_n(\epsilon_n - \mu)}{2} \right) \right]$$

$$= i\hbar \sum_{n \neq m} \int \frac{dDp}{(2\pi\hbar)^D} \langle (u_n | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_n \rangle - \text{c.c.} \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{f_n(\epsilon_n - \mu)}{(\epsilon_n - \epsilon_m)^2} - \frac{f_m(\epsilon_m - \mu)}{(\epsilon_n - \epsilon_m)^2} - \frac{1}{(\epsilon_n - \epsilon_m)^2} \left( \frac{f_n + f'_n(\epsilon_n - \mu)}{2} \right) \right]$$

(B6)

with $f_n(\vec{X},\vec{p}) \equiv f(\epsilon_n(\vec{X},\vec{p}) - \mu)$.

Finally, we consider a more specific system. The Hamiltonian $\mathcal{H}(\vec{X},\vec{p})$ consists of two terms; one is the unperturbed term $\mathcal{H}(\vec{p})$ that describes a periodic crystal, and the other is the perturbation Zeeman interaction $-(q\mu_B/\hbar)\vec{B}(\vec{X}) \cdot \vec{s}$. 
∂_X, \mathcal{H}(\vec{X}, \vec{p}) in Eq. (B6) is equal to −(g_\mu_B/\hbar)\partial_X B_a(\vec{X}) \cdot s_a. Thus, the auxiliary spin MQM Eq. (5) is expressed by

\[ M^i_a = \frac{g_\mu_B}{\hbar} \sum_n \int \frac{d^d p}{(2\pi\hbar)^d} \left\{ \Omega^i_{an} f_n(\epsilon_n - \mu) + m^i_{an}[f_n + f'_n(\epsilon_n - \mu)] \right\}, \quad (B7a) \]

\[ \Omega^i_{an} = i\hbar \sum_{m(\neq n)} \frac{\langle u_n|v^i|m\rangle \langle u_m|s_a|u_n\rangle}{(\epsilon_n - \epsilon_m)^2} + c.c. \quad (B7b) \]

\[ m^i_{an} = -\frac{i\hbar}{2} \sum_{m(\neq n)} \frac{\langle u_n|v^i|m\rangle \langle u_m|s_a|u_n\rangle}{\epsilon_n - \epsilon_m} + c.c. \quad (B7c) \]

In these expressions, we have replaced \( \epsilon_n(\vec{X}, \vec{p}), |u_n(\vec{X}, \vec{p})\rangle \) with \( \epsilon_n(\vec{p}), |u_n(\vec{p})\rangle \) for the unperturbed Hamiltonian \( \mathcal{H}(\vec{p}) \), because we have already taken into account the first-order perturbation with respect to \( \partial_X B_a(\vec{X}) \). We solve Eq. (6) and reproduce the thermodynamic formula of the spin MQM as

\[ M^i_a = \frac{g_\mu_B}{\hbar} \sum_n \int \frac{d^d p}{(2\pi\hbar)^d} \left[ -\Omega^i_{an} \int_{\epsilon_n-\mu}^{\infty} dz f(z) + m^i_{an} f_n \right]. \quad (B8) \]

This formula is valid for insulators and metals at zero and nonzero temperature.

**Appendix C: Calculation of the spin density in a nonuniform system**

We calculate the spin density with the gradient expansion to derive a formula of the spin MQM. The spin density is expressed by

\[ M^a_{\text{tot}}(X) = \pm i\hbar \frac{g_\mu_B}{\hbar} \int \frac{d^d p}{(2\pi\hbar)^d} \text{tr}(s_a G^<). \quad (C1) \]

In a nonuniform system, it consists of the unperturbed term \( M_0 a(\vec{X}) \) and the first-order perturbation with respect to the gradient,

\[ M_{Da}(\vec{X}) = \pm \frac{i\hbar}{2} \frac{g_\mu_B}{\hbar} \int \frac{d^d p}{(2\pi\hbar)^d} \text{tr}(s_a G^>) \]

\[ = \frac{i\hbar}{2} \frac{g_\mu_B}{\hbar} \int \frac{d^d p}{(2\pi\hbar)^d} \text{tr}\left\{ s_a \left[ (G^R_D - G^B_D^<) f(\xi) + G^<_D^{-1}(1) f'(\xi) \right] \right\} \]

\[ = \frac{i\hbar}{2} \frac{g_\mu_B}{\hbar} \int \frac{d^d p}{(2\pi\hbar)^d} f(\xi) \text{tr}(s_a G^R_D) + c.c. \quad (C2) \]

We evaluate Eq. (C2) in the absence of disorder or interactions. Instead of the Hamiltonian \( \mathcal{H}(\vec{X}, \vec{p}) \) that describes the nonuniform system, we consider \( \mathcal{H}(\vec{X}, \vec{p}, \vec{B}) = \mathcal{H}(\vec{X}, \vec{p}) - (g_\mu_B/\hbar)\vec{B} \cdot \vec{s} \) to make expressions simple later. This
Zeeman field $\vec{B}$ is set to zero at the end of the derivation. By using Eq. (B3), we obtain

$$M_{Da}(\vec{X}) = -\frac{\hbar g\mu_B}{2} \int \frac{d^d p}{(2\pi \hbar)^d} \int \frac{d\xi}{2\pi} f(\xi) \text{tr}[s_a g_0^R \partial_X (g_0^R)^{-1} g_0^R \partial_{p_i} (g_0^R)^{-1} g_0^R - (X^i \leftrightarrow p_i)] + \text{c.c.}$$

$$= \frac{\hbar g\mu_B}{2} \sum_{nm\neq m} \frac{d^d p}{(2\pi \hbar)^d} \langle u_n | v^{|u_m} \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \rangle \int \frac{d\xi}{2\pi} f(\xi) (g_{0n}^R g_{0n}^R + \text{c.c.})$$

$$= \frac{\hbar g\mu_B}{2} \sum_{n \neq m \neq r} \frac{d^d p}{(2\pi \hbar)^d} \langle u_n | v^{|u_m} \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \rangle$$

$$\times \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{g_{0n}^R}{(\epsilon_n - \epsilon_m)(\epsilon_n - \epsilon_r)} + \frac{g_{0m}^R}{(\epsilon_m - \epsilon_n)(\epsilon_m - \epsilon_r)} + \frac{g_{0r}^R}{(\epsilon_r - \epsilon_m)(\epsilon_r - \epsilon_n)} - \text{c.c.} \right]$$

$$+ \frac{\hbar g\mu_B}{2} \sum_{n \neq m} \frac{d^d p}{(2\pi \hbar)^d} \langle u_n | v^{|u_m} \langle u_m | \partial_X \mathcal{H} | u_m \rangle \langle u_m | s_a | u_n \rangle - \text{c.c.} \rangle$$

$$\times \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{g_{0m}^R}{(\epsilon_n - \epsilon_m)^2} - \frac{(g_{0m}^R)^2}{\epsilon_m - \epsilon_n} + \text{c.c.} \right]$$

$$- \frac{\hbar g\mu_B}{2} \sum_{n \neq r} \frac{d^d p}{(2\pi \hbar)^d} \langle u_n | v^{|u_m} \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \rangle$$

$$\times \int \frac{d\xi}{2\pi} f(\xi) \left[ \frac{g_{0m}^R}{(\epsilon_n - \epsilon_m)^2} - \frac{(g_{0m}^R)^2}{\epsilon_m - \epsilon_n} - \text{c.c.} \right]. \quad (C3)$$

These terms represent the interband processes $n \neq m \neq r, n \neq m = r, r = n \neq m, n = m \neq r$. The intraband process
\[ M_{Da} (\vec{X}) = -\frac{i\hbar \mu_B}{\hbar} \sum_{n \neq m \neq r} \int \frac{d^dp}{(2\pi\hbar)^d} \left( \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \right) \times \frac{f_n}{(\epsilon_n - \epsilon_m)} \left[ \frac{f_m}{(\epsilon_m - \epsilon_n)} + \frac{f_r}{(\epsilon_r - \epsilon_n)} \right] \]

\[ - \frac{i\hbar \mu_B}{\hbar} \sum_{n \neq m} \int \frac{d^dp}{(2\pi\hbar)^d} \left( \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_m \rangle \langle u_m | s_a | u_n \rangle - \text{c.c.} \right) \times \frac{f_n}{(\epsilon_n - \epsilon_m)^2} \left[ \frac{f_m}{(\epsilon_m - \epsilon_n)^2} + \frac{f_m}{\epsilon_m - \epsilon_n} \right] \]

\[ + \frac{i\hbar \mu_B}{\hbar} \sum_{n \neq r} \int \frac{d^dp}{(2\pi\hbar)^d} \left( \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \right) \times \left[ \frac{f_n}{(\epsilon_n - \epsilon_r)} - \frac{f_r}{(\epsilon_r - \epsilon_n)^2} - \frac{f_r'}{\epsilon_r - \epsilon_n} \right] \]

\[ = - \frac{i\hbar \mu_B}{\hbar} \sum_{n \neq m \neq r} \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \right] \times \left[ \frac{f_n}{(\epsilon_n - \epsilon_m)^2} + \frac{f_n'}{(\epsilon_n - \epsilon_m)} \right] \]

\[ - \frac{i\hbar \mu_B}{\hbar} \sum_{n \neq m} \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_m \rangle \langle u_m | s_a | u_n \rangle - \text{c.c.} \right] \times \left[ \frac{f_n}{(\epsilon_n - \epsilon_m)^2} + \frac{f_n'}{(\epsilon_n - \epsilon_m)} \right] \]

\[ + \frac{i\hbar \mu_B}{\hbar} \sum_{n \neq r} \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \langle u_m | v^i | u_m \rangle \langle u_m | \partial_X \mathcal{H} | u_r \rangle \langle u_r | s_a | u_n \rangle - \text{c.c.} \right] \times \left[ \frac{f_n}{(\epsilon_n - \epsilon_m)^2} + \frac{f_n'}{(\epsilon_n - \epsilon_m)} \right] \]

\[ \times \left[ f_n - (\epsilon_n - \epsilon_m)f_n' \right]. \quad (C4) \]

in which \((v^i \to \partial_X \mathcal{H} \to s_a)\) represents cyclic permutation. To make these expressions simple, we use

\[ \langle u_m | v^i | u_n \rangle = \partial_p \epsilon_n \delta_{mn} + (\epsilon_n - \epsilon_m)\langle u_m | \partial_p u_n \rangle, \quad (C5a) \]

\[ \langle u_m | \partial_X \mathcal{H} | u_n \rangle = \partial_X \epsilon_n \delta_{mn} + (\epsilon_n - \epsilon_m)\langle u_m | \partial_X u_n \rangle, \quad (C5b) \]

\[ - (\mu_B / \hbar) \langle u_m | s_a \rangle = \partial_B \epsilon_n \delta_{mn} + (\epsilon_n - \epsilon_m)\langle u_m | \partial_B u_n \rangle. \quad (C5c) \]

Then, by carrying out the summations over \(r \neq m(\neq n)\), we obtain

\[ M_{Da} (\vec{X}) = \frac{i\hbar}{2} \sum_n \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \langle \partial_p u_n | Q_n \partial_X \mathcal{H} | \epsilon_n \rangle Q_n | \partial_B^a u_n \rangle - \text{c.c.} + (p_i \to X^i \to B^a) \right] f_n \]

\[ - \frac{i\hbar}{2} \sum_n \int \frac{d^dp}{(2\pi\hbar)^d} \left[ \langle \partial_p u_n | (\epsilon_n - \mathcal{H}) | \partial_B^a u_n \rangle \partial_X \epsilon_n - \text{c.c.} + (p_i \to X^i \to B^a) \right] f_n'. \quad (C6) \]

\(Q_n \equiv 1 - |u_n\rangle \langle u_n|\) is the projection operator, which guarantees the gauge invariance. Regarding the first term in Eq. (C6), we find

\[ \langle \partial_p u_n | Q_n \partial_X \mathcal{H} | \epsilon_n \rangle Q_n | \partial_B^a u_n \rangle - \text{c.c.} + (p_i \to X^i \to B^a) = \partial_X \epsilon_n \langle \partial_p u_n | (\epsilon_n + \mathcal{H} - 2\mu) | \partial_B^a u_n \rangle - \text{c.c.} + (p_i \to X^i \to B^a), \quad (C7) \]

in which \(\mu\) is not the chemical potential but an integral constant. For insulators at zero temperature, we can drop
the second term in Eq. (C6) and obtain

\[ M_{a}^{\text{tot}}(\vec{X}) = M_{a}(\vec{X}) - \partial_{X^{i}}M'_{a}(\vec{X}), \]  

\[ M_{a}(\vec{X}) = M_{0a}(\vec{X}) - \partial_{B^{a}} \left[ \frac{ih}{2} \sum_{n}^{\text{occ}} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \langle \partial_{p^{a}}u_{n}(\epsilon_{n} + H - 2\mu) \partial_{X^{i}}u_{n} \rangle + \text{c.c.} \right], \]  

\[ M'_{a}(\vec{X}) = -\frac{ih}{2} \sum_{n}^{\text{occ}} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \langle \partial_{p^{a}}u_{n}(\epsilon_{n} + H - 2\mu) \partial_{B^{a}}u_{n} \rangle + \text{c.c.}. \]  

Here we have added the unperturbed term \( M_{0a}(\vec{X}) \), and \( \text{occ} \) represents the summation over the occupied bands. If we identify \( \mu \) as the chemical potential, we use Eq. (C5) again and find that \( M_{a}(\vec{X}) = M_{0a}(\vec{X}) - \partial_{B^{a}}K_{D}(\vec{X}) \) is the dipole contribution to the spin density, in which \( K_{D}(\vec{X}) \) is the variation of the energy in Eq. (B6). We also find that

\[ M_{a}^{i} = \frac{g\mu_{B}}{\hbar} \sum_{n}^{\text{occ}} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \Omega_{an}^{i}(\epsilon_{n} - \mu) + m_{an}^{i}. \]  

is identical to the thermodynamic formula of the spin MQM Eq. (B8) for insulators at zero temperature. In this expression, we have replaced \( \epsilon_{n}(\vec{X}, \vec{p}, \vec{B}), |u_{n}(\vec{X}, \vec{p}, \vec{B})\rangle \) with \( \epsilon_{n}(\vec{p}), |u_{n}(\vec{p})\rangle \), because we have already taken into account the first-order perturbation with respect to the gradient.

**Appendix D: Rederivation of the CP**

We reproduce the well-known formula of the CP\textsuperscript{23–25} by replacing \((g\mu_{B}/\hbar)s_{n} \) with \( q \) in Eq. (C4). Since the particle number is diagonal, most of the terms in Eq. (C4) vanish. The charge density is given by

\[ \rho_{D}(\vec{X}) = \frac{ihq}{\hbar} \sum_{n \neq m} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \langle u_{n}^{\dagger}v^{i}|u_{m}\rangle \langle u_{m}|\partial_{X^{i}}H|u_{n}\rangle - \text{c.c.} [f_{n} - (\epsilon_{n} - \epsilon_{m})f_{n}'/2] - \frac{\hbar}{\epsilon_{n} - \epsilon_{m}} \langle u_{n}\rangle \partial_{p^{i}}\langle u_{n}\rangle - \text{c.c.} \}

\[ = \frac{ihq}{\hbar} \sum_{n} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \left\{ \langle \partial_{p^{a}}u_{n}\partial_{X^{i}}u_{n}\rangle - \text{c.c.} \right\} - \frac{\hbar}{\epsilon_{n} - \epsilon_{m}} \langle u_{n}\rangle \partial_{p^{i}}\langle u_{n}\rangle - \text{c.c.} \}

\[ = \rho_{0}(\vec{X}) - \partial_{X^{i}}P^{i}(\vec{X}), \]  

\[ P^{i}(\vec{X}) = \frac{ihq}{\hbar} \sum_{n} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \langle u_{n}|\partial_{p^{a}}u_{n}\rangle. \]  

**Appendix E: Proof of the Mott relation**

Here we prove the Mott relation between the ME and gravito-ME susceptibilities in fermion systems. The chemical-potential derivative of Eq. (19a) at zero temperature is given by

\[ \frac{\partial\alpha^{i}}{\partial\mu}(\mu, T = 0) = \frac{g\mu_{B}}{\hbar} \sum_{n} \int \frac{d^{d}p}{(2\pi\hbar)^{d}} \Omega_{an}^{i}(\mu - \epsilon_{n}). \]  

(E1)
Then, Eq. (20) is rewritten by

\[ T^{β}_α = \frac{1}{q} \int \frac{d\varepsilon}{\partial T} \left[ f(\varepsilon - \mu) - \frac{1}{\pi T} \frac{f'(\varepsilon - \mu)}{\varepsilon - \mu} \right] \]

in which we have used the Sommerfeld expansion.
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