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Abstract

We present classifiers that can accurately predict the proficiency level of nonnative Hebrew learners. This is important for practical (mainly educational) applications, but the endeavor also sheds light on the features that support the classification, thereby improving our understanding of learner language in general, and transfer effects from Arabic, French, and Russian on nonnative Hebrew in particular.
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1. Introduction

The language of nonnative speakers (L2) differs from native language (L1), and learners take time to reach a level of proficiency that is comparable with native language. Assessing the proficiency level of nonnative speakers is essential for tasks such as determining university admittance, adaptation of language learning tools, tailoring foreign language training for students, etc.

We show that the proficiency level of nonnative Hebrew speakers (defined here technically, as scores in language aptitude tests) can be accurately predicted from the essays they author. On a recently-released corpus of Hebrew essays authored by prospective students with three different mother tongues (Arabic, Russian, and French), we present simple classifiers that can distinguish between native and nonnative speakers, identify the native language of the author, and predict the essay’s proficiency score with accuracy that does not differ much from that of human graders. We then provide a detailed analysis of the features that enable the classification, thereby deriving insight into the characteristics of second language, transfer effects from the native language, and in general, a better understanding of bilingualism.

After discussing related work, we describe the experimental setup for this work in Section 2. The experiments’ results are presented in Section 3, followed by an analysis in Section 4. We conclude with suggestions for future work.

2. Related work

Assessing the proficiency level of nonnative speakers is an important task that has great benefits for educational applications, and automating it is therefore an ongoing endeavor, typically aided by learner corpora (Lüdeling et al., 2008; Blanchard et al., 2013; Wisniewski et al., 2013).

Various measures have been proposed for assessing foreign language proficiency (Scarborough, 1990; Ortega, 2003; Attali and Burstein, 2005; Bulté and Housen, 2012; Zesch et al., 2015; Weiss, 2017 and many more). However, calculating these measures is complex, expensive and most importantly, does not always achieve good results.

Consequently, methods based on text classification have been widely adopted in recent years. Crossley et al. (2012) analyzed 100 English essays authored by speakers of 19 different L1s. They found that the strongest predictors of proficiency level were word imaginability, word frequency, lexical diversity, and word familiarity. On this small dataset, their indices identified the proficiency level of authors (on a 2-class scale) with 70% accuracy.

Pilán et al. (2016) used L2 Swedish essays written by learners, but augmented them by texts written by experts, primarily intended as reading material for learners. Aiming to predict the 6-level categorization of the Common European Framework of Reference for Languages (CEFR, Hawkins and Filipović (2012)) they obtained an F1 score of 0.721, and an analysis revealed that the best-performing features are lexical. Amorim and Veloso (2017) worked on a dataset of 1840 essays in Brazilian Portuguese, classified to 5 levels. Lexical richness was the most important determinant of grade. Vajjala and Rama (2018) focused on three different L2s (German, Italian, and Czech) for which CEFR-graded data are available through the Merlin Corpus (Wisniewski et al., 2013). With 2286 essays and six proficiency levels, they reached F1 scores of 0.686 to 0.837. The best-performing features were part-of-speech (POS) n-grams, but linguistic features specific to the task, including essay length, lexical richness, and spelling errors, boosted the accuracy somewhat.

More recent works use neural models rather than statistical classification. Hirao et al. (2020) worked on a dataset of essays written by Japanese learners, whose proficiency is scored between 1 and 6. They compared the performance of feature-based classification with neural models, and concluded that BERT (Devlin et al., 2018) yielded the best results. Standard neural models, however, use only the texts of the essays and cannot leverage linguistically motivated features. Dasgupta et al. (2018), working on the Automated Student Assessment Prize dataset, consisting of thousands
of English essays (Mathias and Bhattacharyya, 2018), combined a deep neural network with features such as lexical diversity, cohesion, well-formedness etc., and showed improved results. A similar approach was applied by Uto et al. (2020) to the same dataset; they showed that the best performing model is BERT, augmented (via simple concatenation) by essay-level features. These include length-based features, POS unigrams, number of spelling errors, and readability features.

We address two more tasks in this work. The binary classification task, namely distinguishing between native and nonnative authors, is known to be easy (Mas-sung and Zhai, 2016; Rabinovich et al., 2016; Nisioi et al., 2016). The native language identification task (Koppel et al., 2005) gained much attention with the Native Language Identification Shared Tasks (Tetreault et al., 2013; Malmasi et al., 2017). The state-of-the-art in identifying the L1 of highly-fluent English nonnative authors, with over 30 different L1s, is currently achieved with statistical classification (Goldin et al., 2018).

3. Experimental setup

3.1. Data

Our data (Gafni et al., 2022) consists of 4000 short essays written in Hebrew. They are equally divided between the following four groups: Native speakers of Hebrew; and learners of Hebrew with L1s Arabic, French, and Russian. The natives’ essays were produced as part of the Psychometric Entrance Test, a centralized exam for access to higher-education institutions in Israel. The learners’ essays were authored as part of a specialized test for assessing Hebrew proficiency level, again in preparation for undergraduate academic studies. All essays were made available to us in sentence-scrambled format.

The nonnative essays include anonymized meta-information about the author’s L1 and a proficiency score. That score is the result of an averaged aggregate of four distinct factors: content, organization, lexical richness, and lexical precision (explained in Section 5). Each essay was graded by two human raters, who assign a score between 1 (very low) and 7 (very high) to each of the four factors. The sum of the four scores is the total score, which is then averaged over the two raters. The scores thus range between 4 and 28; the essays in our dataset have scores between 17 and 28, distributed as equally as possible across the three L1s (see Figure 1, the Arabic and the Russian lines perfectly overlap).

The specific task definition and the choice of prompts are known to strongly affect facets of the written essays

---

1 The data, code, and parameters used in this work will all be made publicly-available for research purposes.
2 Very few of the essays had a third human score, which we ignored.
ficiency level and by the research goal of better understanding the characteristics of nonnative Hebrew, in particular as a function of the writer’s L1. Therefore, and also owing to the very small size of our dataset, we refrain from using contemporary deep neural models, which are typically opaque and do not lend themselves to easy interpretation, and resort instead to statistical text classification.

We define feature-based classifiers that predict the L1 and the proficiency level of authors, and analyze the features that perform best on these tasks. We hypothesize that such features can shed light on the characteristics of learner language in general, and transfer effects from L1 in particular. This basic methodology has been used extensively in computational linguistics to analyze the features that are indicative of translationese (Volansky et al., 2015; Rabinovich and Wintner, 2015), nonnative speakers (Rabinovich et al., 2017), speakers of various L1 backgrounds (Goldin et al., 2018), etc. The native and the learners’ essays were written in response to different sets of prompts. The use of content words as features may thus yield excellent results when distinguishing between native and nonnative authors, based on prompt-specific vocabulary rather than the native and nonnative linguistic traits that we seek to investigate. We therefore try, when we design features, to exclude any indication of content, and focus on the style of the authors.

3.3. Tasks

We define three classification tasks. Identifying native Hebrew speakers: we trained a binary classifier to distinguish between native and nonnative authors. Native language identification: using only the nonnative texts, we trained a classifier to distinguish between the three L1s Arabic, French, and Russian. Assessing proficiency: using the nonnative texts, we trained a regression model to predict the values that make up the Hebrew proficiency score. All the tasks are implemented using the XGBoost library for Python, with default parameters. In all tasks, the instance for classification is a single, complete essay.

3.4. Classification and evaluation

For each of the three experiments, we set aside 20% of the data as our evaluation set. The remaining 80% were used for training a model, using the XGBoost library for Python, with default parameters. In all tasks, the instance for classification is a single, complete essay.

We used the entire feature matrix, unless stated otherwise. The final models were evaluated with the help of the evaluation data set. As evaluation metrics, we used accuracy for the classification models and absolute mean error for the regression model. In addition, we made use of the fact that the score was annotated twice, by two different human raters, and report inter-annotator agreement between the annotators and between the human-assigned score and our model’s predictions.

We work with the SHAP library to model feature importance. SHAP’s TreeExplainer approximates Shapley values for every feature to explain that feature’s impact on the model’s predictions per datapoint. To showcase the overall effect of a feature, the library provides functions that aggregate and plot the SHAP values over the entire dataset.

3.5. Feature engineering

From the raw texts, we produced approximately 2300 features, ranging from trivial measurements (like text and average sentence length) to language-specific aspects such as lexical discourse markers. We now detail these features; understanding some of them requires familiarity with Hebrew morphology and orthography (Yona and Wintner, 2008; Fabri et al., 2014).

Length We computed the length of an article, the number of tokens and sentences, and mean word and sentence length.

Functional Morphemes As mentioned above, we wanted to exclude content words from the essays so as to alleviate prompt-dependent biases. Separating content from function words is non-trivial in our use case, since the data are not tagged for parts of speech. In addition, we used a list of 46724 stopwords to find all forms of standalone function words. Finally, we converted the remaining feature matrix of function words and affixes to a Tf-Idf representation.

Lexical richness We used different type-token ratio metrics designed to measure lexical richness, which is known to be associated with fluency and proficiency. Specifically, we employed root type-token ratio (RTTR) (Guiraud, 1954; Guiraud, 1960), corrected type-token ratio (CTTR) (Carroll, 1964), and the measure of textual lexical diversity (MTLD) (McCarthy, 2005; McCarthy and Jarvis, 2010).

The high number of stopwords again stems from the fact that Hebrew is morphologically complex and function words can inflect. All of these forms are included in the list.
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Phonetics and orthography  Hebrew has a number of letter pairs that are homophonic, i.e., may be used to represent the same sound. We hypothesized that learners might find the distinction difficult. We therefore counted occurrences of those letters (excluding those cases where they served as affixes), normalized by text length. Additionally, there are five letters whose form changes in word-final position. Since this is a concept foreign to writers of French and Russian (but not of Arabic), we included normalized counts of those letters as well.

Discourse markers  Various function words serve to highlight the logical structure of a text. Commanding a large repertoire of these connectors is likely an indicator of fluency. We created a list of 41 discourse markers and included their weighted counts in the feature set.

Frequency  Finally, we used several word-rank based metrics to account for lexical richness. Rank is computed on large corpora to account for the frequencies of words. A low rank corresponds to a high frequency of a word in a corpus. We used a rank list computed on the Hebrew Wikipedia (Itai and Wintner, 2008). For every essay, we computed its mean and median word ranks. We then divided the rank list into five quantiles of logarithmically increasing sizes and computed the normalized word count per quantile.

Note that our rank-based features take into account all the words in a text, including content words. If a word does not occur in a corpus, it might be because it is very rare, or because it has been misspelled. We decided to view any words that do not occur in the list of Wikipedia words as misspellings and ignore them. However, it should be noted that the abjadic nature of the Hebrew writing system, where vowels are often not written, contributes to a phenomenon whereby many misspellings result in actual, often rare, words, which will thus be counted in our framework.

4. Results

4.1. Native vs. nonnative authors

The nativeness classifier makes near-perfect predictions with an accuracy of 99%. Out of the 800 data points in our test set, the classifier predicts the wrong class for six essays, or 0.75%.

The most predictive feature for this model is the length of the essay. This is unsurprising, as essays written by native speakers of Hebrew are more than twice as long as those by nonnative speakers. Native essays wrongly classified as nonnative all have a lower-than-average essay length.

Interestingly, when we excluded essay length from the feature matrix, the classifier’s accuracy only sank by one percent point and other features (RTTR, mean sentence length and the use of the homophonic letter ח and the discourse marker_summary in sum) come out more strongly as predictors. This points to the fact that the overall signal in the dataset is strong and does not rely solely on the length of an essay. This is reassuring since essay length is strongly dependent on the task and may be very different for another set of data points. In terms of homophonic letters, our model correlated lower use of the letter ח with nativeness. Nonnative speakers are more likely to overuse this letter in contexts where a same-sounding כ is called for. Other indicators of nativeness are a higher use of the suffix יות, used to form feminine nouns and adjectives; and a higher count of words that occur in the last logarithmic quantile, i.e., the rarest words.

4.2. Native language identification

In the second task, we sought to identify the L1 of an essay’s author, using only the subset of the data produced by nonnative speakers. Our three-way classifier was able to predict an author’s native language with an accuracy of 77%. The confusion matrix is depicted in Figure 4, where the true label is on the y-axis and the predicted label is on the x-axis. The plot shows the model mainly confused between authors whose L1 is French or Russian (approximately 16% errors). This may be explained by the typological closeness of these languages, in contrast to Arabic.

![Figure 4: L1 identification confusion matrix.](image-url)
the model, and coloured by the L1. Thus, the first row indicates that the model’s top predictive feature—particularly for the classification of Arabic—is mean sentence length. However, the plot does not reveal whether this is due to overuse, underuse, or a different pattern entirely; we went back to the raw data and investigated a given feature’s behavior by L1.

Unsurprisingly, we identified high mean sentence length as the most significant feature to predict L1 Arabic, in addition to overuse of the conjunctive proclitic ו—* and. This is likely because native speakers of Arabic tend to use punctuation sparingly, and instead chain sentences together with conjunctions. For Russian, on the other hand, underuse of the determiner ג—the is the most predictive feature, which can be explained by the fact that Russian does not have definitive articles.

4.3. Predicting proficiency

For our final and primary task, we trained a regression model for each of the four score components outlined above, as well as a separate model for the overall score. We then evaluated the models on each of five targets separately. This problem turned out to be easier than we expected: the variance among scores is apparently not great, and since the lower portion of the score distribution is not included in our dataset, a baseline model that always predicts a conservative value for each component is going to be close to the truth much of the time. In Table 1 we report the mean absolute error (in terms of score points) of a baseline that always predicts the median of the values in the training set. After hyperparameter tuning, our model for predicting the overall score yielded a mean absolute error of 1.67 points on the evaluation set (Table 1), reflecting a reduction of 12% of the error wrt. the baseline. The discrepancy between the two human annotators, for comparison, is 2.52 points on average. Table 1 shows the mean absolute error of the models on each component individually, as well as on the total score; in parentheses we report the error rate reduction with respect to the baseline, in percents. The table also depicts ablation results obtained by using subsets of the feature groups (Section 3.5) for prediction. Each feature set individually is close to the baseline, but their combination fares much better.

The models for the individual score components all selected very similar subsets of features as the highest-ranking for their predictions. This explains why the model for predicting score performs almost identically to the aggregated score, gleaned from the sum of the sub-components (1.67 and 1.69, respectively). We briefly overview these features here, and will refer to them in more detail in the discussion of the component models (Section 5).

To identify the most important predictors, we once again plot feature importance using the SHAP library. Figure 6 showcases the results for the general score regression model. The model’s features are ranked by their impact, with the most important feature on top. For every feature (a row in the plot), the plot contrasts a data point’s value—represented by a shade on the spectrum between red (high) and blue (low)—with that value’s impact on the model (the SHAP value) which is high on the left and on the right, but low towards the middle line. For example, the first feature in Figure 6 shows that a high value for the RTTR feature is correlated directly with a high positive impact on the score prediction. Conversely, high usage of the letter ג correlates with a high negative impact on the score, as demonstrated by the penultimate feature.

To summarize our results, the most important features include at least one measurement of lexical richness (usually RTTR), text length, median word rank, the use of the accusative marker זו, the use of discourse mark-
ers, and word-final use of י, וה, ו and י (all of which can be morphological suffixes encoding functions such as gender and number). For all these features, a higher feature value correlates with a higher score. On the other hand, higher values for the following features correspond to lower scores: Words in the first quantile (i.e., the most common words), use of the pronouns אני I and הם they, the discourse markers גם and also and אבל but, and the end-letter . Average sentence length is a mixed feature, in that longer sentences can correlate both with high and with low scores.

To further validate the results, we computed Krippendorff’s Alpha [Krippendorff, 2011], a well-known inter-annotator agreement metric to be used with ordinal ratings [Artstein and Poesio, 2008], for each of the models. Agreement was computed both between the two raters, as well as between the raters’ mean and the model prediction. We then compared the results to check whether agreement among the raters was higher or lower than agreement between the model and the human raters. In light of the above discussion, it is not surprising that the human raters receive a lower alpha score, 0.363, on the overall score task, than the model raters. In light of the above discussion, it is not surprising that the human raters receive a lower alpha score, 0.363, on the overall score task, than the model raters. The alpha coefficient for the raters is 0.22, whereas that for the model agrees with the raters is 0.17. Again, RTTR, median word rank and the number of discourse markers used. Word-final 👶 and the use of שיש there is and והנה vindicate are markers for a lower score in this category. The use of the latter can simplify talking about a topic in an impersonal way. The importance of lexical features, coupled with the comparatively good performance of the model, raises the question whether the annotators actually followed the guidelines for this component.

5.2. Organization

This component evaluates the structure of the text. Raters were asked to assess whether the essay’s sentences followed each other in a logical manner and built up a coherent argument. Here, we expected our model to pick up on some lexical cues, most notably the use of discourse markers, whose whole purpose is the logical structuring of a text.

Our model’s performance on this component is again slightly above the raters’. The alpha coefficient for the model’s agreement with the raters is 0.22, whereas that between raters it is 0.17. Again, RTTR, essay length and discourse markers are highly predictive features. According to the model, a higher count of discourse markers correlates with better scores (as we would expect). In addition, overuse of the conjunction גם and also, the quantifier רבים many/much and the existential יש there is indicates lower results in this component. Presumably, these are less-refined function words that help organize a text. For instance, a high use of גם and also indicates a certain monotony in the writer’s sentence-organization arsenal. Finally, in our model for this component, greater mean sentence length correlates more clearly with lower scores than in the other components; this may indicate that longer sentences contribute to a less rigorous inner-textual organization.

| Features             | Total | Content | Organization | Lex. richness | Lex. precision |
|----------------------|-------|---------|--------------|---------------|----------------|
| Baseline             | 1.90  | 1.51    | 0.57         | 0.52          | 0.59           |
| All                  | 1.67  | 1.49    | 0.53         | 0.48          | 0.56           |
| Length               | 1.89  | 0.52    | 0.59         | 0.52          | 0.57           |
| Functional morphemes | 1.92  | 0.53    | 0.57         | 0.50          | 0.59           |
| Lexical richness     | 1.80  | 0.50    | 0.59         | 0.51          | 0.58           |
| Frequency            | 1.87  | 0.53    | 0.59         | 0.51          | 0.57           |
| Phonetics/Orthography| 1.90  | 0.53    | 0.58         | 0.51          | 0.59           |
| Discourse markers    | 1.81  | 0.52    | 0.55         | 0.51          | 0.58           |

Table 1: Results: Mean absolute error (the lower the better) and error rate reduction.

5. Analysis

We now discuss the results, focusing on the features that best predict each of the proficiency score components. For each component, we first describe the rating guidelines and then present our model’s results, followed by a feature analysis.

5.1. Content

To evaluate the content component, raters were instructed to check whether the text followed an overall idea and presented an adequate response to the prompt. Since no information about prompts is encoded in the features, we expected the model to fare rather poorly in comparison to human raters.

However, the model overtook the annotators. It produced a mean absolute error of 0.53 points for the prediction of the content score which, as a reminder, can lie anywhere between one and seven points. Krippendorff’s alpha between the model’s predictions and the actual values is 0.3, much higher than the inter-annotator agreement between the two annotators which is 0.185. While this is a relative measure, it shows that, in a situation where two humans find it hard to agree on a common assessment, the model is able to pick up on features that let it approximate the target value with higher accuracy. The most telling features in this model are essay length, RTTR, median word rank and the number of discourse markers used. Word-final 👶 and the use of יש there is and והנה vindicate are markers for a lower score in this category. The use of the latter can simplify talking about a topic in an impersonal way. The importance of lexical features, coupled with the comparatively good performance of the model, raises the question whether the annotators actually followed the guidelines for this component.

5.2. Organization

This component evaluates the structure of the text. Raters were asked to assess whether the essay’s sentences followed each other in a logical manner and built up a coherent argument. Here, we expected our model to pick up on some lexical cues, most notably the use of discourse markers, whose whole purpose is the logical structuring of a text.

Our model’s performance on this component is again slightly above the raters’. The alpha coefficient for the model’s agreement with the raters is 0.22, whereas that between raters it is 0.17. Again, RTTR, essay length and discourse markers are highly predictive features. According to the model, a higher count of discourse markers correlates with better scores (as we would expect). In addition, overuse of the conjunction גם and also, the quantifier רבים many/much and the existential יש there is indicates lower results in this component. Presumably, these are less-refined function words that help organize a text. For instance, a high use of גם and also indicates a certain monotony in the writer’s sentence-organization arsenal. Finally, in our model for this component, greater mean sentence length correlates more clearly with lower scores than in the other components; this may indicate that longer sentences contribute to a less rigorous inner-textual organization.
5.3. Lexical richness

On this component, raters were asked to check whether the authors used a variety of words that were fitting to the topic and the style of the text. An overuse of repetition and the imprecise use of words was to be penalized.

Compared to the previous two components, our model this time displayed lower performance. While the raters agree at an alpha value of 0.35, the average agreement between our model and the raters is 0.28. For this component, our logarthmic rank values made for good prediction features. A high count of words in the first quantile—which represents the most frequent words in our rank list—was indicative of low lexical richness. Conversely, a high count of words in the fourth quantile—that is, rarer words—correlated with higher values for this score component. In addition, the model again identified a high RTTR and use of the accusative marker את as predictors for a higher result. Interestingly, the model picked up on mean token length, selecting it as the seventh-most important feature. According to the model, longer words correlate with a higher lexical richness score. At the same time, an overuse of the common conjunctions אבל and גם again point to a poorer vocabulary on the part of the author.

5.4. Lexical precision

This component evaluates the correct use of content words and function words in context. For example, raters were asked to check that authors make the right choice in terms of prepositions and look out for what is known as “false friends”. Since we have attempted to exclude content words as much as possible, our model is handicapped by only being able to use function words for its predictions.

As expected, the agreement value between the model and the human raters is lower (0.22) than the agreement between the raters (0.36). The top features for predicting this category look very similar to the ones listed above for lexical richness. In terms of functional morphemes, the model actually ranked an overuse of the plural affix ים relatively high as an indicator for a lower score. On the other hand, higher use of the accusative marker את again correlates with higher scores. Interestingly, a higher count of words in the lowest rank quantile—i.e., very rare words—accounted for a lower result on this component. This is in line with the observation made above, that misspellings can easily give rise to actual words in a mostly vowelless writing system like Hebrew. This model does not like pronouns: higher counts of אני I, הם they and הט he all correlate with lower scores.

6. Conclusions

We have demonstrated that simple, feature-based classifiers can accurately identify native Hebrew authors; predict the native language of nonnative authors; and predict their Hebrew proficiency scores. The models’ predictions are often indistinguishable from those of human raters.

Evidently, our classifiers predict the total scores (as well as each component) with very high accuracy; in fact, using a small subset of the features suffices for highly accurate predictions. More surprising is the fact that extremely shallow features (e.g., length) suffice for accurate prediction of components such as content. We propose several explanations for these results.

First, recall that our dataset is biased: whereas each score component can be scored between 1 and 7, the actual scores in our corpus are higher, and the total scores, which can vary between 7 and 28, in fact begin at 17 (see the score distribution in Figure 1). Consequently, the actual score of each component are “squashed” between 3, sometimes even 4, and 7. Indeed, our model predicts values in a narrower distribution than the actual dataset. Figure 7 depicts the score distribution in the dataset vs. our model predictions. Evidently, our model tends to predict scores that are closer to the mean.

This is exacerbated by the fact that our test set is small, and its score distribution always has a flatter bell curve than the entire dataset, often with tails (especially the lower tail) cut off. The success of our models can be partly attributed to the fact that they tend to predict values that are closer to the mean. This is helpful since our test set has a flatter score distribution than the entire dataset, as can be seen in Figure 8.

Second, it is clear that the different feature groups are highly correlated (as all of them are correlated with

| Features               | Total | Content | Organization | Lexical richness | Lexical precision |
|------------------------|-------|---------|--------------|-----------------|------------------|
| All                    | .411  | .297    | .217         | .280            | .224             |
| Length                 | .222  | .223    | .157         | .132            | .073             |
| Functional morphemes   | .245  | .233    | .225         | .269            | .223             |
| Lexical richness       | .299  | .239    | .163         | .177            | .139             |
| Frequency              | .248  | .164    | .135         | .108            | .142             |
| Phonetics/Orthography  | .187  | .113    | .096         | .147            | .091             |
| Discourse markers      | .253  | .228    | .189         | .066            | .029             |
| IAA human raters       | .363  | .185    | .169         | .353            | .355             |

Table 2: Results: agreement (in terms of Krippendorff’s alpha) between model predictions and human annotators.
proficiency level). This explains the observed fact that each feature group individually is a good predictor of all score components.

Finally, observe that our predictions are in general more accurate than the scores of the human raters (in terms of agreement). We believe that human raters tend to form a holistic assessment of the essay they score, and may find it difficult to score each component individually. This is related to a more general question, namely the correspondence between standard aptitude tests and “real” language proficiency, which has often been disputed (Wisniewski, 2017). We leave this conjecture for more dedicated future investigation.

In the future, we hope to gain access to a larger dataset of essays, including ones on the lower end of the distribution, in order to fully validate the usefulness of our classifiers in mimicking human raters. With a more diverse dataset, we would like to investigate whether the same features enable predicting proficiency for the different L1s, or whether some are more L1-specific.
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