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Abstract. We are entering an era in which humans will increasingly work in partnership and collaboration with artificially intelligent entities. For millennia, tools have augmented human physical and mental performance but in the coming era of cognitive systems, human cognitive performance will be augmented. We are only just now beginning to define the fundamental concepts and metrics to describe, characterize, and measure augmented and collaborative cognition. In this paper, the results of a cognitive augmentation experiment are discussed and we calculate the increase in cognitive accuracy and cognitive precision. In the case study, cognitively augmented problem solvers show an increase of 74% in cognitive accuracy—the ability to synthesize desired answers—and a 27% increase in cognitive precision—the ability to synthesize only desired answers. We offer a formal treatment of the case study results and propose cognitive accuracy and cognitive precision as standard metrics to describe and measure human cognitive augmentation.
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1 Introduction

With recent advances in artificial intelligence (AI) and cognitive systems (cogs), we are at the beginning of a new era in human history in which humans will work in partnership with artificial entities capable of performing high-level cognition rivaling or surpassing human cognition. The new era will see human cognitive performance augmented by working with such artificial entities—human cognitive augmentation. Needed is a way to measure how cognitively augmented a human is by virtue of working with artificial entities. We propose two new metrics: cognitive accuracy and cognitive precision. Cognitive accuracy measures the ability to produce a desired result. Cognitive precision measures the ability to produce only the desired result and not any undesired results.

We can envision the situation as shown in Fig. 1. Together, a human and an artificial entity work together, forming a virtual entity, with the goal of performing a cognitive
task—the transformation of information in an input form to a desired output form. We can compare this situation to a human performing all cognition alone without the help of an artificial entity. The human involved in collaboration with the cog is cognitively augmented and therefore able to perform at a higher level than the human working alone. However, the question is how can we measure the degree of cognitive augmentation?

The result of any cognitive process can be either the desired result (or close to it) or an undesired result. We define cognitive accuracy ($C_A$) as the propensity to produce the desired result. We define cognitive precision ($C_P$) as the propensity to not produce something other than the desired result. Note, these are not necessarily equivalent to “correct” and “incorrect” results. Often, the result of cognitive processing cannot be labeled as correct or incorrect. For example, asking a person what things in life are important to them will generate a number of answers. It is not possible to determine if one of those answers is correct and the rest incorrect. However, we can identify a particular answer as being the one we desire. Once we have chosen the target, we can calculate accuracy and precision of any set of answers relative to the target.

![Diagram](image)

**Fig. 1.** In the coming era, human cognitive performance will be enhanced by partnering with artificially intelligent entities. The human/artificial ensemble will achieve a higher cognitive accuracy and cognitive precision than a human working alone.

This paper presents the results of a case study in which students were given an innovation problem and asked to synthesize as many solutions as they could think of in a period of time. Some students received expert advice in the form of suggested concepts pertaining to a class of preferred solutions. Other students received no assistance. Students receiving the expert advice represent cognitively augmented humans and students receiving no assistance represent non-augmented humans. Results show cognitively augmented students achieved a 74% increase in cognitive accuracy and a 27% increase in cognitive precision.

## 2 Previous Work

The idea of enhancing human cognitive ability with artificial systems is not new. In the 1640s, mathematician Blaise Pascal created a mechanical calculator called the Pascaline [1]. Thousands of years before this, mechanical devices such as the abacus aided basic arithmetic operations. Throughout history, humans have created thousands of
such devices. Using these devices, a human is able to perform mathematical calculations difficult or impossible for an unaided human. These devices augment human mental performance, but the human still does all the thinking.

In the 1840s, Ada Lovelace was among the first to envision a machine performing a human task—musical composition [2, 3]. Lovelace imagined the machine composing the music, not a machine enhancing a human’s ability to compose music. However, ideas like this were a century before their time. In the 1940s, Vannevar Bush envisioned a system called the Memex and discussed how employing associative linking could enhance a human’s ability to store and retrieve information [4]. Similar to the above-mentioned calculating devices, the Memex made the human more efficient but did not actually do any of the thinking on its own.

In 1950, Turing discussed whether or not machines themselves could think and offered the “imitation game” as a way to decide if a machine is exhibiting intelligence [5]. Since coining the phrase artificial intelligence (AI) in 1955, several generations of researchers have sought to create an artificial system capable of human-like intelligence [6]. Also in the 1950s, Ross Ashby coined the term intelligence amplification maintaining human intelligence could be synthetically enhanced by increasing the human’s ability to make appropriate selections on a persistent basis [7]. But here again, the idea is the human does all of the thinking. The synthetic aids just make the human more efficient.

In the early 1960s, Engelbart and Licklider envisioned human/computer symbiosis. Licklider imagined humans and computers becoming mutually interdependent, each complementing the other [9]. However, Licklider envisioned the artificial aids merely assisting with the preparation work leading up to the actual thinking which the human would do. Engelbart’s H-LAM/T framework described the human as a part in a multi-component human/computer system allowing human and artificial systems to work together to perform problem-solving tasks [8]. Through the work of Engelbart’s Augmentation Research Center, and other groups in the 1950s and 1960s, many of the devices we take for granted today were invented as “augmentation” tools including: the mouse, interactive graphical displays, keyboards, trackballs, WYSIWYG software, email, word processing, and the Internet. However, while making it easier for the human to think and perform, none actually do any of the thinking themselves. In essence, these are just modern versions of devices aiding human mental activity.

Recently, researchers have discussed entities capable of performing cognition on their own. One branch of AI has sought to develop semi-autonomous intelligent software agents to act on behalf of a user or other program [10, 11]. These agents are designed to interact as if they were human but also perform on their own without supervision from the human user. The concept of the agent—a self-contained, interactive and concurrently executing object, possessing internal state and communication capability—can be traced to the Hewitt’s Actor model [12]. Software agents act autonomously and only occasionally communicate with the human user. However, the field of human-autonomy teaming has studied real-time interaction between humans and artificial systems. One active area involves military applications. Constraints must be met though because combat requires systems to respond rapidly and efficiently while attaining mission objectives [13]. One goal of this research is an Autonomous Squad
Member where a human squad member, either in a military or law enforcement setting, is assisted by an autonomous agent in mission environments [14]. NASA has researched the idea of having fewer human operators on long space flights by using artificial intelligence [15, 16].

However, these are all highly-specialized applications. What about the average person? Thirty years ago, Apple, Inc. envisioned an intelligent assistant called the Knowledge Navigator [17]. The Knowledge Navigator was an artificial executive assistant capable of natural language understanding, independent knowledge gathering and processing, and high-level reasoning and task execution. The Knowledge Navigator was envisioned as a colleague anyone could work with. The Knowledge Navigator concept was well ahead of its time, however, some of its features are seen in today’s voice-controlled “digital assistants” such as Siri, Cortana, and Amazon Echo.

More recently, [Forbus, 18] described companion cognitive systems as software collaborators helping their users work through complex arguments, automatically retrieving relevant precedents, providing cautions and counter-indications as well as supporting evidence. Companions assimilate new information, generate and maintain scenarios and predictions, and continually adapt and learn about the domains they are working in, their users, and themselves. Companions, operate in a limited domain however achieve expert-level performance in that domain, often exceeding that of a human expert.

[Langley, 19] challenged the cognitive systems research community to develop a synthetic entertainer, a synthetic attorney, and a synthetic politician as a way to drive future research in integrated cognitive systems. The vision here is to develop a virtual human. We maintain the goal should be not to create a virtual human capable of being an entertainer, an attorney, or a politician, but rather create a cognitive system capable of expert-level performance in entertainment, a different cognitive system capable of exhibiting expert performance in a subfield of law, and a cognitive system capable of expert politicking.

[Fulbright, 41-45] foresees the creation a cognitive system for virtually any human endeavor and maintains the democratization of expertise will change the way we live, work, and play over the next several decades much like the computer and Internet have changed our lives over the last few decades.

A significant step toward this vision occurred in 2011, when a cognitive computing system built by IBM, called Watson, defeated two of the most successful human Jeopardy! champions of all time [20]. Watson received clues in written natural language and gave answers in natural spoken language. Watson’s answers were the result of searching and deeply reasoning about millions of pieces of information and aggregation of partial results with confidence ratios. Watson was not programmed to play Jeopardy! Instead, Watson was programmed to learn how to play Jeopardy! which it did in many training games with live human players before the match [21, 22]. Watson practiced and achieved expert-level performance within the narrow domain of playing Jeopardy! Watson represents a new kind of computer system called a cognitive system [23, 3].

Instead of replacing humans, cognitive systems seek to act as partners with and alongside humans. John Kelly, Senior Vice President and Director of Research at IBM describes the coming revolution in cognitive augmentation as follows [24]:
The goal isn’t to... replace human thinking with machine thinking. Rather...humans and machines will collaborate to produce better results – each bringing their own superior skills to the partnership. The machines will be more rational and analytic – and, of course, possess encyclopedic memories and tremendous computational abilities. People will provide judgment, intuition, empathy, a moral compass and human creativity.”

Cognitive systems, whether or not they are human or artificial, process and transform information. To measure and characterize cognition then, we must consider how to measure information and quantify information processing. Most information content metrics devised so far key off of the structure of the information being processed. In 1948, Claude Shannon developed the basis for what has become known as information theory [25-27]. Shannon, like Hartley before him, equates order/disorder and information content. In the 1960’s, Ray Solomonoff, Gregory Chaitin, Andrey Kolomogorov and others developed the concept of algorithmic information theory (Kolmogorov-Chaitin complexity) as a measure of information [28-31]. The algorithmic information content, I, of a string of symbols, w, is defined as the size of the minimal program running on the universal Turing machine generating the string. This measure of information concerns the complexity of a data structure as measured by the amount of effort required to produce it. A string with regular patterns can be “compressed” and produced with fewer steps than a string of random symbols which requires a verbatim listing symbol by symbol. Like the entropic measures described above, this description equates order/disorder to information content, although in a different manner by focusing on the computational resources required. In 1990, Tom Stonier suggested an exponential relationship between entropy, S, and information [32-34]. Stonier also maintained information content is dependent on the structure present and uses Shannon’s entropy to provide the measure of that structure.

Renaldo Vigo has recently proposed a new kind of information theory, generalized representational information theory (GRIT) [35, 36]. Key to GRIT is how humans learn concepts from information. Empirical evidence shows human concept extraction is based on the detection of patterns—invariance in the information. Vigo’s generalized invariance structure theory (GIST) maintains it is easier to extract a concept from information with less variance (more similarity between elements) than it is from information with a more variance (less similarity between elements). A key measure of information is then the structural complexity—a different measure of structure than Shannon entropy. Values calculated with GIST formulae agree with empirical evidence from human trials.

Fulbright has proposed several metrics based on GRIT and GIST for describing cognitive processing [37-39]. Cognitive work, is an accounting of all changes in structural complexity caused by a transformation of information. Cognitive work is a measure of the total effort expended in the execution of a cognitive process. When humans (H) and artificial entities, or cogs, (C) work together, each are responsible for some amount of change (cognitive gain (G)) and each expend a certain amount of cognitive work (W):
\[ W^* = W_H + W_C \quad G^* = G_H + G_C \]

Given that we can calculate the individual cognitive contributions, it is natural to compare their efforts. In fact, doing so yields the augmentation factor, \( A^* \):

\[ A_W^* = \frac{w_C}{w_H} \quad A_G^* = \frac{g_C}{g_H} \] (2)

Note humans working alone without the aid of artificial entities are not augmented at all and have an \( A^* = 0 \). If humans are performing more cognitive work than artificial entities, \( A^* < 1 \). This is the world in which we have been living so far. However, when cogs start performing more cognitive work than humans, \( A^* > 1 \) with no upward bound. That is the coming cognitive systems era. Fulbright defines other efficiency metrics by comparing cognitive gain and cognitive work to each other and to other parameters such as time, \( t \), and energy, \( E \).

However, all of these metrics focus on the microscopic features of the information itself—structure. As such, they are based on quantities difficult, if not possible, to measure and calculate. This renders these metrics interesting conceptually but useless in a practical sense. In this paper, we discuss two macroscopic metrics: cognitive accuracy and cognitive precision. Instead of focusing on characteristics of the information, these two metrics focus on the results of the cognitive processing making them easy to calculate and useful across multiple domains.

### 3 Cognitive Accuracy and Cognitive Precision

To define the notions of cognitive accuracy and cognitive precision, we first model the students in the class with a general information machine (GIM) [40]. A GIM is a stochastic Turing machine accepting information as an input and producing information as an output. In a traditional Turing machine, rules specify symbol transitions dictating a deterministic transformation of an input to a specific output. However, the rules in a GIM are stochastic in nature. Each transition rule is associated with a probability rather than being a deterministic certainty. Therefore, for a given input, the GIM’s output may vary with each run. Over a number of runs, given the same input, a set of outputs (\( C \)) is created. The pattern of outputs in \( C \) is determined by the randomness of the probabilities within the GIM and denoted as \( \lambda \) as shown in Fig. 2.

If the GIM is truly random, the outputs in \( C \) are evenly distributed with the average probability of each output, \( c \), being \( 1/|C| \) where \( |C| \) is the cardinality of \( C \) or simply the number of different outputs. If the GIM is truly deterministic (such as that of a traditional Turing machine), one and only one output will be generated 100% of the time. Of course, the probability of that output is 100% and the probability of any other possible output is zero. If, however, the randomness of the GIM is an intermediate value a pattern of outputs will emerge. Some of these outputs will be very similar to other outputs and can be grouped together into subsets of \( C \). The probability of a subset can be calculated by comparing the cardinality of the subset with the cardinality of \( C \).
Critical is the distribution pattern of $C$. If we choose one of the subsets in $C$ as the preferred type of output we can characterize any distribution pattern based on the ideas of accuracy and precision as shown in Fig. 3. Accuracy involves the propensity to hit the preferred subset. Precision involves the propensity to hit only the preferred subset. The goal, of course, is for every output to fall within the preferred subset (upper right quadrant). This represents high accuracy and high precision. It is possible for outputs to be very similar to each other (forming a tight cluster) but not falling within the preferred subset (lower right quadrant). This represents high precision but low accuracy. Outputs centered on the preferred subset but not tightly clustered (upper left quadrant) represents high accuracy but low precision. Outputs with low accuracy and low precision (lower left quadrant) have only accidental relationship to the preferred subset.

Fig. 2. Cognitive processing modeled as stochastic manipulation of information.
Since the outputs in the model are the result of cognitive processing, we call these two measures \textit{cognitive accuracy} ($C_A$) and \textit{cognitive precision} ($C_P$).

4 The Case Study

For the case study, an innovation problem was given to a classroom of students registered into the INFO 307: Systematic Innovation course at the University of South Carolina Upstate. INFO 307 teaches students an innovation methodology called I-TRIZ. This test was done on the first day of two consecutive semesters before any instruction took place. This was done so as to not bias any results with the effect of learning the methodology. One semester consisted of 25 students and the second semester consisted of 21 students. Students were given ten minutes to write down as many solutions as they could think of to the following problem:

![Fig. 3. Precision and accuracy relative to a target subset.](image)
**Problem:** Skeet shooting is a recreational and competitive activity where participants, using shotguns, attempt to break clay targets mechanically flung into the air from fixed stations at high speed from a variety of angles. The problem is the shattered skeet litter the grass field harming the grass. As you know, grass needs sun, water, and nutrients to be healthy. The skeet fragments prevent water and sun from reaching the grass and diminish the healthy nutrients in the soil after they eventually dissolve.

The I-TRIZ methodology employs a collection of innovative concepts, called operators, gleaned from the study of millions of patents. The operators represent a distillation of human innovative thought and therefore represent a collection of expert knowledge. In the I-TRIZ methodology, operators are used to stimulate thinking and inspire solutions to problems. The case study was designed to demonstrate the effect operators have on problem solving ability even for those without training in the methodology. One-third of the students were given the above problem statement without any other information at all (no operators). One-third of the students were given the problem statement and a list of five operators (OPS 1) and one-third of the students were given the problem statement and a list of five additional operators (OPS 2) for a total of ten operators. The operators given were:

**OPS 1:**
1. exclude the source
2. use a disposable object
3. apply liquid support/introduce a liquid
4. inversion (apply the opposite)
5. phase transformation (freeze/melt/boil; solid/liquid/gas/plasma)

**OPS 2:**
1. transform a substance to a fluid state
2. self-healing (system corrects itself)
3. formation of mixtures
4. transform the aggregate state to eliminate a harmful effect
5. resources - modified water

These operators were chosen for a reason. Based on previous experience, solutions to this problem generally fall into three distinct categories:

- **F:** modifying the field/cleaning up the field
- **T:** modifying the target (skeet)
- **G:** modifying the gun or bullet.

Solutions in the field category (F) include: covering the field with a tarp or net, various ways of cleaning up the field, and relocating to a location without a grass field.
Solutions in the target category (T) include: using targets made of biodegradable material, using targets made of fertilizer and other nutrients good for the grass, and enhancing the rapid dissolvability of the targets. Solutions in the gun category (G) include: using a different kind of gun or bullet, and using a laser or electromagnetic gun/target.

For the case study, the modifying the target (T) category of solutions was chosen as the preferred type of solution because solutions in the other two categories are considered obvious solutions (the first ones most people think of off the top of their head). Operators in OPS1 and OPS2 shown above were chosen with the intent of driving student thinking toward solutions in the T category.

The results of the case study are shown in Fig. 4. A total of 128 solutions were created by the students. Of course, there were many duplicative solutions. In all, 11 different solutions were synthesized by the class over the two semesters. Each of the 128 solutions turned in by the students were classified into one of the three solution categories and the simple percentage for each category was calculated.

Students receiving only the problem statement and no operators produced solutions in the preferred subset just over one quarter of the time for an accuracy of, $C_A = 27\%$. Students receiving five operators (OPS 1) produced solutions in the preferred subset with an accuracy of $C_A = 40\%$. Students receiving ten operators (OPS 1 + OPS 2) achieved an accuracy of $C_A = 47\%$. Therefore, the operators increased the students’ cognitive accuracy by $(40\%-27\%)/27\% = 48\%$ (for OPS1) and $(47\%-27\%)/27\% = 74\%$ (for OPS 1 + OPS 2).

Non-augmented students tended to focus on the modifying the field (F) type of solution (61% of the solutions). Together with the modifying the gun/bullet (G) type of solution (12%), non-augmented students therefore missed the preferred subset 73% of the time. However, students augmented with the operators created far fewer solutions.
outside of the preferred subset: 52% + 8% = 60% (for OPS 1) and 43% + 10% = 53% (for OPS 1 + OPS 2). Therefore, augmented students achieved a reduction of the miss-rate (60% - 73%)/73% = -18% (for OPS 1) and (53% - 73%)/73% = -27% (for OPS 1 + OPS 2) representing an increase in cognitive precision.

Students were cognitively augmented by the operators. Even without formal training in the IPS methodology, students were able to create solutions of the preferred (non-obvious) type far in excess of students solving the problem without operators.

5 Conclusion

In the coming era of cognitive systems, cognition will be the result of human collaboration with artificially intelligent entities (cogs). Cogs will think on their own and offer expert advice to the human. The human will consider the expert advice and use it to enhance the quality of his or her own thinking. Together, the biological/artificial collaboration will yield a cognitive product greater than each of the entities could have produced on their own. Humans will be cognitively augmented. We have proposed two new metrics to describe the result of such cognitive augmentation. Cognitive accuracy is the ability of the human/artificial ensemble to create the desired output. Cognitive precision is the ability of the ensemble to create nothing but the desired output.

The results of a case study were presented. In the case study, student problem solving was augmented by considering problem solution concepts called operators. The cognitive accuracy of the cognitively augmented students was increased by as much as 74% meaning they were significantly more likely to create solutions of the preferred type. Furthermore, the cognitive precision of the group was increased by 27% meaning the students were less likely to create solutions not of the preferred type.

We believe the metrics of cognitive accuracy and cognitive precision are two ideas applicable to any study of cognition, biological or artificial. Since these ideas rely only on the results of cognitive processing and do not rely on the structure of the information involved nor on any particulars of how the cognition is performed these metrics can be used to compare and contrast results across multiple domains.
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