Dissipative phase transitions in optomechanical systems
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We show that optomechanical quantum systems can undergo dissipative phase transitions within the limit of small nonlinear interaction and strong external drive. In such a defined thermodynamical limit, the nonlinear interaction stabilizes optomechanical dynamics in strong and ultrastrong coupling regimes. As a consequence optomechanical systems possess a rich phase diagram consisting of periodic orbits, discontinuous, and continuous dissipative phase transitions with and without bifurcation. We also find a critical point where continuous and discontinuous dissipative phase transition lines meet. Our analysis demonstrates that optomechanical systems are valuable for understanding the rich physics of dissipative phase transitions and ultrastrong coupling regimes.

I. INTRODUCTION

One of the recent research foci in the field of open quantum systems are so-called dissipative phase transitions (DPTs) [1]. They are defined as an effect of abrupt change in the physical properties of the steady-state caused by small variations of the system external parameters in the appropriate thermodynamic limit. Unlike their equilibrium counterparts, which can be divided into two distinct categories based on the nature of the fluctuations (thermal and quantum phase transitions), DPTs generally support the coexistence of thermal and quantum fluctuations [2], which leads in general to richer phase diagrams. DPTs are typically accompanied by intriguing phenomena such as critical slowing down [3], optical bistability [4], and break down of photon blockade [5]. Some of these effects have been experimentally studied in a variety of physical systems [16–23].

In the context of optical quantum systems, recent developments in control and manipulation, as well as their interaction with the environment, make them good candidates for simulating the physics of many-body systems, and quantum phase transitions [24–31]. A fundamental distinction between phase transitions in quantum optical systems and conventional phase transitions arises from the notion of the thermodynamic limit. The latter is usually associated with the limit of a large number of particles: only in this regime can one observe a phase transition. While phase transitions in quantum optical systems can fall into this category (e.g., the Dicke model [32–35]), the observation of phase transitions is possible even with a finite number of components due to their infinite-dimensional Hilbert spaces [34–35]. In this letter, we follow this line of research and show that two coupled quantum harmonic oscillators exhibit a very rich phase diagram encompassing all known types of DPTs. A physical system exemplified in detail is the dissipative optomechanical system driven by an external laser field [36]. The interplay between the weak nonlinear interaction and a strong external drive (in the exact thermodynamical limit) results in linear dynamics with various steady states associated with different phase-space regions. The stability diagram identifies these regions and their separation is marked by transition lines at which dissipative phase transitions occur. This is in contrast to a simplified standard linearized optomechanical approach, where the system dynamics is considered to be unstable beyond the transition lines [37–39]. Here we demonstrate that stabilization of the system is possible through the dissipative phase transitions in the whole red- and partially in the blue-detuned regime. Our analysis reveals a rich phase diagram composed of discontinuous DPTs, continuous DPTs, and periodic orbits. The continuous DPT appears in two distinct categories: with and without bifurcation. We find a single critical point where bifurcation occurs in complete analogy to the continuous phase transition with symmetry breaking. The continuous DPT without bifurcation (symmetry breaking) is a curious effect that has only very recently been theoretically studied in non-equilibrium quantum systems [40]. To confirm the quantum properties of DPTs, we provide a numerical study and show that quantum entanglement and squeezing are maximized along transition lines, thus correctly marking the phase transition. Finally, we specify the universality class of the optomechanical systems by studying finite-size scaling and critical exponents.

II. QUANTUM OPTOMECHANICS IN THE THERMODYNAMIC LIMIT

Thermodynamic limit. A generic quantum optomechanical system consists of a laser-driven optical cavity with a movable mirror. The Hamiltonian of the system is typically of the following form [41] (with $\hbar = 1$):

$$H = \omega_c a^\dagger a + \omega_m b^\dagger b + g_0 a^\dagger a(b + b^\dagger) - i (E_e e^{i\omega_e t} a - E_d e^{-i\omega_d t} a^\dagger).$$

(1)
Here, $a$ is the annihilation operator of the cavity mode with frequency $\omega_c$, and $b$ is the annihilation operator of the mechanical resonator mode with frequency $\omega_m$. The coupling rate between the cavity field and the mechanical resonator is denoted by $g_0$, and $E$ is the amplitude of the laser drive. Without loss of generality, we assume $E$ is a real number. In the frame rotating with the laser frequency $\omega_L$, the Hamiltonian becomes time-independent:

$$H = -\Delta a^\dagger a + \omega_m b^\dagger b + g_0 a^\dagger a (b + b^\dagger) - i E (a - a^\dagger),$$ (2)

where $\Delta = \omega_L - \omega_c$ denotes detuning. The Markovian open system is described by a time-independent master equation

$$\dot{\rho} = \mathcal{L}[\rho] = -i[H, \rho] + \kappa \mathcal{D}[a]\rho + \gamma \mathcal{D}[b]\rho,$$ (3)

where $\kappa$ and $\gamma$ are the damping rates of the cavity and the mechanical resonator, respectively. Here $\mathcal{D}[a]\rho = 2\rho a^\dagger - \rho a - a^\dagger \rho a$ and $\mathcal{D}[b]\rho$ is the Lindblad operator.

We begin our analysis by changing the picture $\rho \rightarrow U(t)\rho U^\dagger(t)$, with

$$U(t) = \exp[\alpha^\dagger(t)a - \alpha(t)a^\dagger] \exp[\beta^\dagger(t)b - \beta(t)b^\dagger]$$ (4)

being the displacement operator and $\alpha(t)$ and $\beta(t)$ are yet to be determined. The master equation (3) keeps the form in the new picture with the new Linblad operator

$$\mathcal{L}'[\rho] = -i[H', \rho] + \kappa \mathcal{D}[a]\rho + \gamma \mathcal{D}[b]\rho$$

and the new time-dependent Hamiltonian which we split into three terms

$$H(t) = H^{(1)}(t) + H^{(2)}(t) + H_{int}.$$ (5)

These are

$$H^{(1)}(t) = i \left[ \dot{\alpha} + (i\Delta - ig_0(\beta + \beta^*) + \kappa)\alpha - E \right] a$$

$$+ i \left[ \dot{\beta} - (i\omega_m - \gamma)\beta + ig_0|\alpha|^2 \right] b + h.c.,$$ (6)

$$H^{(2)}(t) = - \left( \Delta - g_0\beta - g_0\beta^* \right) a^\dagger a + \omega_m b^\dagger b$$

$$+ g_0 (\alpha^\dagger b + ba^\dagger),$$ (7)

$$H_{int} = g_0 a^\dagger a (b + b^\dagger).$$ (8)

Here we omit the explicit time dependence $\alpha = \alpha(t)$ and $\beta = \beta(t)$ for simplicity. Our goal is to show that only the quadratic term $H^{(2)}(t)$ survives in the thermodynamic limit, leading to an exact linear dynamics of the system. The necessary precondition is that the linear term vanishes, i.e., $H^{(1)}(t) = 0$, which gives the set of equations for $\alpha(t)$ and $\beta(t)$:

$$\dot{\alpha}(t) = (i\Delta - ig_0(\beta(t) + \beta^*(t) - \kappa))\alpha(t) + E,$$ (9)

$$\dot{\beta}(t) = -(i\omega_m + \gamma)\beta(t) - ig_0|\alpha(t)|^2.$$ (10)

These are the semiclassical equations of motion. We define the thermodynamic limit as follows

$$E \rightarrow \infty \text{ and } g_0 \rightarrow 0, \text{ s.t. } \dot{E} = g_0 E \rightarrow \text{const.} \ (\text{TDL})$$

Given the first condition $E \rightarrow \infty$, the solution to the semiclassical equations (9) are not well-defined, since in this case we get $\alpha(t) \rightarrow \infty$ and $\beta(t) \rightarrow \infty$. However, multiplying (9) with the interaction constant $g_0$ from both sides, we obtain

$$\dot{\alpha}(t) = \left( i\Delta - i \left( \beta(t) + \beta^*(t) - \kappa \right) \right) \alpha(t) + E,$$

$$\dot{\beta}(t) = -(i\omega_m + \gamma)\beta(t) - i|\alpha(t)|^2,$$ (11)

where $\tilde{\alpha}(t) = g_0\alpha(t)$ and $\tilde{\beta}(t) = g_0\beta(t)$ represent the rescaled mean amplitudes of the cavity field and the mechanical resonator of the steady-state. This is directly measurable in the experiment [12] and used by default in theoretical analysis. These equations now have well defined solutions in the limit $E \rightarrow +\infty$ for $\dot{\alpha}(t)$ and $\dot{\beta}(t)$ only if $g_0 \rightarrow 0$ and $\dot{E} = g_0 E \rightarrow \text{const.}$ This choice of (TDL) is also in analogy with statistical mechanics, e.g., the TDL for a gas with $n$ particles confined in a volume $V$ is reached as $n \rightarrow \infty$ and $V \rightarrow \infty$, keeping the density $N/V$ constant. Following this analogy in optomechanical systems, we have the mean photon number in the cavity $n \propto E$ and the length of the cavity $L \propto 1/g_0$ [36], which is then consistent with the choice of (TDL).

Once we set the (TDL) condition, the displaced noninear interaction term (8) $H_{int} = g_0\alpha^\dagger a (b + b^\dagger) \rightarrow 0$ vanishes as $g_0 \rightarrow 0$, while the only term that survives in the limit is the quadratic Hamiltonian (7) as a function of $\dot{\alpha}(t)$ and $\dot{\beta}(t)$. Thus, the dynamics becomes linear in the thermodynamical limit.

To study the steady-state properties, we take the limit $t \rightarrow +\infty$ for which equations (11) can lead to stationary solutions $(\tilde{\alpha}, \tilde{\beta})$ obtained by solving $\dot{\alpha}(t) = 0$ and $\dot{\beta}(t) = 0$, i.e.

$$\left( i\Delta - i \left( \tilde{\beta} + \tilde{\beta}^* \right) - \kappa \right) \tilde{\alpha} + \tilde{E} = 0,$$

$$- (i\omega_m + \gamma) \tilde{\beta} - i|\tilde{\alpha}|^2 = 0.$$ (12)

In this case, the Hamiltonian in (8) and consequently the corresponding master equation becomes time-independent.

**Semi-classical solutions.** Before proceeding to the quantum regime, we shall find the stationary solutions of the semiclassical equations (12). These are the set of coupled cubic equations which can be reduced to the second-order using the following ansatz. First, we define the rescaled mean photon number $\tilde{n} = |\tilde{\alpha}|^2$, which satisfies the following equation:

$$[\Delta + \frac{2\bar{n}\omega_m}{\omega_m^2 + \gamma^2}]^2 + \kappa^2|\tilde{n} - \tilde{E}|^2 = 0.$$ (13)

In general, there are three solutions to the cubic equation above; however, only those satisfying $\tilde{n} \geq 0$ are physical. It is well known that one solution, which we label as $\tilde{n}_1$, is always physical in the whole parameter space [55]. We set $\tilde{n}_1$ as the reference and the corresponding solutions of (12) we denote as $(\tilde{\alpha}_1, \tilde{\beta}_1)$, i.e., those satisfying $\tilde{n}_1 = |\tilde{\alpha}_1|^2$. On this basis, we define two key parameters,
effective detuning, and coupling strength:
\[ \tilde{\Delta} = \Delta - (\tilde{\beta}_j + \tilde{\beta}_j^*). \]  
(14)

\[ G = \sqrt{\tilde{n}_1} = |\tilde{\alpha}_1|. \]

Having assumed that one solution of the cubic equation \[ \tilde{n}_2 = \frac{1}{2} G^2 - \frac{\tilde{\Delta}}{2 \omega_m} (\gamma^2 + \omega_m^2) \] is known (parameter \( \tilde{n}_1 = G^2 \)), we can find the analytical expression for the other two solutions
\[ \tilde{n}_{2,3} = \frac{1}{2} G^2 - \frac{\tilde{\Delta}}{2 \omega_m} (\gamma^2 + \omega_m^2) \pm \frac{1}{2} \sqrt{G^4 - \frac{\kappa^2}{\omega_m^2} (\gamma^2 + \omega_m^2)^2 - 2G^2 \frac{\tilde{\Delta}}{\omega_m} (\gamma^2 + \omega_m^2)}. \]  
(15)

Finally, the stationary solutions to the semiclassical equations \[ \dot{\tilde{\beta}}_j = -\frac{i\tilde{\alpha}_j^2}{\omega_m - i\gamma}, \ j = 1, 2, 3. \] Each of these solutions, when substituted into \( \tilde{n}_j \), defines one Hamiltonian in the thermodynamical limit, i.e.
\[ H_j = -\tilde{\Delta} \tilde{a}_j \tilde{a}^\dagger_j + \omega_m \tilde{b}_j \tilde{b}_j^\dagger + (\tilde{\alpha}_j \tilde{a}_j + \tilde{\alpha}_j^* \tilde{a}_j^\dagger) (\tilde{b}_j + \tilde{b}_j^\dagger), \]  
(17)

with \( j = 1, 2, 3 \). This is our working Hamiltonian in the thermodynamic limit, which has two new properties: a) the detuning of the cavity mode is shifted to the value \( \tilde{\beta}_j + \tilde{\beta}_j^* \), and b) the interaction between the modes is linear and its strength is directly proportional to the amplitude \( |\tilde{\alpha}_j| \). Moreover, these Hamiltonians depend only on parameters \( \tilde{\Delta} \) and \( G \), which will serve to define our stability diagram. For example, the Hamiltonian for the reference solution reads
\[ H_1 = -\tilde{\Delta} \tilde{a}_1 \tilde{a}^\dagger_1 + \omega_m \tilde{b}_1 \tilde{b}_1^\dagger + G(e^{i\theta}(\tilde{\alpha}_1 \tilde{a}_1 + \tilde{\alpha}_1^* \tilde{a}_1^\dagger))(\tilde{b}_1 + \tilde{b}_1^\dagger), \]  
(18)

with \( \theta = \text{Arg}[\tilde{\alpha}_1] = \text{Arg}[\kappa + i \tilde{\Delta}]. \)

**Stability analysis and quantum steady-state.** In this section, we examine the quantum mechanical behavior of the system in the thermodynamic limit. To do this, we find the steady-state solution of the master equation
\[ \hat{\rho} = \mathcal{L}[\rho] = -i[H_j, \rho] + \kappa D[\alpha] \rho + \gamma D[b] \rho, \ j = 1, 2, 3. \]  
(19)

For simplicity, we use an equivalent formulation of the Fokker-Planck equation for the Wigner quasi-probability distribution associated with the density operator \( \rho \) \[ 4 \gamma \kappa [(\gamma + \kappa)^2 + (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* + \omega_m - \tilde{\Delta})^2] \]
\[ (\gamma + \kappa)^2 + (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i - \tilde{\beta}_i^* + \omega_m + \tilde{\Delta})^2 \]
\[ + 16 (\gamma + \kappa)^2 \omega_m |\tilde{n}_i|^2 (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta}) > 0, \]  
(26)

\[ (\gamma^2 + \omega_m^2) (\kappa^2 + (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta})^2) \]
\[ - 4 \omega_m |\tilde{n}_i|^2 (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta}) > 0. \]  
(27)

Instability occurs if at least one of the above inequalities is violated. This is closely related to the dissipative phase transition, which we will examine in the next section. With diffusion matrix \( D = \text{diag}(\kappa, \kappa, \gamma, \gamma) \) and \( A_j \) being the drift matrix which can be calculated directly from the Hamiltonian \( \tilde{\Delta} \), i.e.
\[ A_j = -\kappa \begin{pmatrix} -2(\frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \text{Re}[\tilde{\beta}_j]) + \tilde{\Delta} & 2 \text{Re}[\tilde{n}_j] & 0 \text{Re}[\tilde{n}_j] \\ 2 \text{Re}[\tilde{n}_j] & 0 & -\gamma \omega_m \end{pmatrix}. \]  
(21)

The drift matrix \( A_j \) controls the time evolution of the first moment \( \langle x \rangle(t) \)
\[ \frac{d\langle \tilde{x} \rangle}{dt} = A_j \langle \tilde{x} \rangle, \]  
(22)

while the time evolution of the second moment, correlation matrix \( V \), is given by
\[ \frac{dV}{dt} = A_j V + V A_j^T + D. \]  
(23)

Since the dynamics is linear, the steady-state solution to the Eq. \( (22) \) is a unique Gaussian state (provided that the dynamics is stable):
\[ W_s(\tilde{x}) = \frac{1}{4 \pi^2 \sqrt{\text{det}V_s}} e^{\frac{1}{2}(\tilde{x} - \tilde{x}_s)^T V_s^{-1}(\tilde{x} - \tilde{x}_s)}. \]  
(24)

Here \( x_s \) and \( V_s \) are stationary solution to Eq. \( (22) \) and Eq. \( (23) \), respectively.

Each \( A_j \) (for \( j = 1, 2, 3 \)) defines one steady-state solution which we label with roman numerals I (reference), II and III. We study their stability by considering the time evolution of a small deviation around the stationary solution, \( x = x_s + \delta x \).
\[ \frac{d(\delta x)}{dt} = A_j (\delta x), \]  
(25)

which has the time evolution \( \langle \delta x \rangle(t) = e^{t A_j} \langle \delta x \rangle(0) \). The steady-state is stable if all eigenvalues \( \lambda_i \) of \( A_j \) satisfy \( \text{Re}[\lambda_i] < 0 \) (more details about eigenvalues of the drift matrix can be found in Appendix A). Using this condition we obtain the necessary and sufficient conditions for the stability of the solution, known as the Routh-Hurwitz criterion [4]:

\[ 4 \gamma \kappa ([\gamma + \kappa]^2 + 2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* + \omega_m - \tilde{\Delta})^2 \]
\[ ([\gamma + \kappa]^2 + 2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} - \tilde{\beta}_i - \tilde{\beta}_i^* + \omega_m + \tilde{\Delta})^2 \]
\[ + 16 (\gamma + \kappa)^2 \omega_m |\tilde{n}_i|^2 (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta}) > 0, \]  
(26)

\[ (\gamma^2 + \omega_m^2) (\kappa^2 + 2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta})^2 \]
\[ - 4 \omega_m |\tilde{n}_i|^2 (2 \frac{\omega_m G^2}{\omega_m^2 + \gamma^2} + \tilde{\beta}_i + \tilde{\beta}_i^* - \tilde{\Delta}) > 0. \]  
(27)
III. DISSIPATIVE PHASE TRANSITIONS

When an abrupt change in the physical properties of the steady-state occurs (in the thermodynamic limit), we have a dissipative phase transition. Mathematically, this situation happens when the so-called Liouvilian gap closes \([1]\). More precisely, consider the solution of the eigenvalue problem of the operator in (19)

\[ \mathcal{L}[e_k] = \mu_k e_k, \quad k = 1, 2, \ldots \]  

(28)

Given its specific form one can show that all the eigenvalues satisfy \(\text{Re}[\mu_k] \leq 0\), with \(\mu_1 = 0\) being the eigenvalue associated to the steady-state \([13, 16]\). For convenience, we sort the eigenvalues in such a way that \(\text{Re}[\mu_1] < \text{Re}[\mu_2] < \ldots\), and the relevant quantity is the Liouvilian gap \(\mu = -\mu_2\). The DPT occurs when the real part of the gap vanishes, i.e., \(\text{Re}[\mu] = 0\). For linear systems, this condition completely translates to a constraint on eigenvalues of the drift matrix \([32, 47]\), i.e., for eigenvalues of \(A_j\) sorted in order \(\text{Re}[\lambda_1] < \text{Re}[\lambda_2] < \ldots\), and \(\text{Re}[\lambda_j] = 0\), the DPT occurs for \(\text{Re}[\lambda_j] = 0\). The last condition is precisely the Routh-Hurwitz criterion \([26, 27]\) defined in the previous section. In this way, we establish a one-to-one correspondence between instability and dissipative phase transitions for our optomechanical system. The points for which the left hand side of Eq. (26) vanishes are called hard-mode instabilities and correspond to the pure imaginary Lindblad gap \(\text{Re}[\lambda_1] = 0\). In this regime the system exhibits periodic orbits \([35]\). On the other hand, the points for which the left hand side of Eq. (27) vanishes, are called soft-mode instabilities and correspond to the closure of the Lindblad gap, i.e. \(\lambda_1 = 0\). In this regime the system undergoes first- and second-order dissipative phase transitions \([1]\).

We investigate the stability of all three solutions, and the results are shown in the phase (stability) diagram in Fig. 1. The diagram is composed of seven regions (described in detail in the caption of Fig. 1) separated by hard- (red lines) and soft-mode (blue and green lines) instability lines. Interestingly, we find stability in the ultrastrong coupling regime (typically \(G > 0.1 \omega_m\)), in the whole red- and partially in the blue-detuned regimes, where the stabilization is obtained via dissipative phase transition. This contrasts with the common belief that this regime has fundamental parametric instability (see Appendix A). DPTs occur at transition lines, and we divide them into several distinct categories:

**First-order phase transition.** First-order phase transitions or discontinuous phase transitions correspond to a discontinuous change in the behavior of an observable’s mean values across the transition line. The typical behavior is shown in Fig. 2(a), where the rescaled mean photon number shows a discontinuous change. The optomechanical system exhibits a first-order phase transition along the blue-soft mode instability line (see Fig. 1). For \(\Delta_c < \Delta < 0\) (with \(\Delta_c/\omega_m = -1/4\sqrt{3}\)) we have a first-order DPT between the steady states I and II, whereas, for \(\Delta < \Delta_c\) we have a first-order DPT between the steady states I and III. Notably, the latter occurs in the regime of parameters which is in the domain of experimental reach \([33]\). The first-order transition line separates bistable regions, i.e., B and C, from the monostable region D. Typically, the system’s state in these bistable regions depends on its history, which then gives rise to hysteresis behavior \([30, 39]\).

**Second-order phase transition.** Second-order or continuous phase transitions involve a continuous change in an observable’s mean values across the transition line. The typical behavior is shown in Fig. 2(b), where

---

**Figure 1. Phase (stability) diagram.** Optomechanical systems possess three distinct steady-state solutions which we label as I (reference), II and III. Based on the stability regions of these solutions, the stability diagram can be decomposed into seven regions (A to G). Two stable steady states co-exist in regions A (II and III), B (I and III), and C (I and II). Only one stable steady-state exist in regions D (I), E (I), F (II), and G (II). The solutions are separated by instability lines: the hard mode (red) and the soft mode (blue and green) with one touching point (black dot, critical point). For simplicity, the results are evaluated for \(\kappa = 1/4\) and \(\gamma = 0\) in units \(\omega_m = 1\). For other values the results do not change qualitatively.

**Figure 2. Rescaled mean photon number \(\tilde{n}\).** a) Discontinuous DPT between the I and the III steady-state. Continuous DPT between the I and the II steady-state. b) The plots are evaluated for \(\Delta = -0.2\), \(\kappa = 1/4\), and \(\gamma = 0\) in units \(\omega_m = 1\).
the rescaled mean photon number displays a continuous change across the phase transition. In our system, the second-order DPT occurs along the soft-mode instability line where two different steady-states in the thermodynamic limit are equal. We find two categories of continuous DPTs: with and without bifurcation. DPTs without bifurcation occur when the soft-mode instability of exactly two steady states are equal such that each of the solutions is stable on one side of the stability line. In our case, such phase transition between the steady states I and III occurs along the green soft mode instability line for $\Delta_s < \Delta < 0$ (see Fig. 4). Similarly, in the region defined by $\Delta < \Delta_c$ along the green instability line, we have another continuous DPT without bifurcation between the steady states I and II. The two soft-mode instability lines (blue and green) meet at the critical point $(\Delta_c, G_c)$ where we have a continuous DPT with bifurcation. This behavior is depicted in Fig. 4.

**Periodic orbits.** The imaginary gap of the Liouvillian gives rise to the onset of oscillations, which do not have any counterpart in the closed system. These oscillations can be divided into limit cycles and periodic orbits [55]. Limit cycles are isolated trajectories, meaning all neighboring trajectories either converge to the limit cycle or diverge to another attractor. Stable limit cycles are accompanied by self-sustained oscillations and have been extensively studied in optomechanical systems [50–53]. In contrast, periodic orbits are surrounded by closed orbits and thus the amplitude of oscillations depends on the initial conditions. Optomechanical systems experience periodic orbits along the hard-mode instability lines. The typical behavior is shown in Fig. 3.

![Figure 3. Periodic orbits.](image)

**Quantum properties.** An interesting question is the behavior of quantum properties such as entanglement and squeezing in different phases of the system. To answer this question, one must consider quantum fluctuations. In the thermodynamic limit, stable linear dynamics results in a Gaussian steady-state, which is entirely characterized by its correlation matrix that is found as the stationary solution of Eq. (23).

$V = \begin{pmatrix} \alpha & \beta \\ \beta^T & \gamma \end{pmatrix}$ ,

we have $\eta^{-} \equiv 2^{-1/2} \Sigma(V) - \sqrt{\Sigma(V)^2 - 4 \det(V)}^{1/2}$, where $\Sigma(V) \equiv \det \alpha + \det \gamma - 2 \det \beta$. A Gaussian state is entangled if and only if $\eta^{-} < 1/2$. The typical behavior of the logarithmic negativity is shown in Fig. 5 (a). Entanglement reaches a maximum value of $E_N^c = 1/2$ at the continuous DPT between steady states I and II, thus correctly marking the dissipative phase transition in the system.

$\Sigma(V) = \begin{pmatrix} G & \alpha \\ \beta^T & G \end{pmatrix}$

Next, we perform squeezing analysis in the phase diagram. A Gaussian state is called a squeezed state if...
there exists a basis in phase space in which at least one diagonal element of the correlation matrix is smaller than 1/2 (shot-noise limit) \(^{56}\). We evaluate the diagonal elements of the correlation matrix in the \((x_c, p_c, x_m, p_m)\) basis, and we find all of them to be greater than 1/2 in the whole phase space. This means that measurement of quadratures will not display squeezing effects at any point in the space of parameters. However, investigation of the lowest eigenvalue of the correlation matrix, presented in Fig. 5 (b), reveals that there exist regions with eigenvalues less than 1/2. This means that squeezing is present for a hybrid mode which involves combination of the cavity and mechanical mode\(^1\). As can be seen from the evaluated plot, the maximum squeezing also occurs at the continuous DPT line between steady states I and II. These calculations show that squeezing properly marks the phase transition. While squeezing changes continuously along continuous DPTs, it changes discontinuously along discontinuous DPTs. This observation shows that squeezing also reveals the nature of the DPTs.

**Universality Class.** Universality is one of the remarkable properties of continuous equilibrium phase transitions \(^{57}\) which originates from the long-range fluctuation close to the continuous phase transition point. In such cases, the correlation length becomes much larger than the typical range of the interactions, which results in the cooperative phenomena independent of the microscopic details of the considered system. Unlike for equilibrium phase transitions, little is known about non-equilibrium phase transitions due to the lack of a general framework for studying DPTs. Still, it is believed that non-equilibrium phenomena can be grouped into universality classes similar to equilibrium systems. As we have shown, the optomechanical system undergoes both continuous and discontinuous DPTs in the thermodynamic limit. To specify the universality class we numerically compute the critical exponents of two quantities (see Fig. 6): photon number fluctuations \(\langle \delta a^{\dagger} \delta a \rangle \propto |G - G_c|\) and asymptotic decay rate (ADR) \(\kappa_{ADR} \propto |G - G_c|^\nu_{ADR}\) (with \(\nu_c = -1\) and \(\nu_{ADR} = 1\)), where the ADR determines the time scale at which the steady-state is attained \(^{58}\).

Finally, we calculate the finite-size scaling of optomechanical systems with the Keldysh formalism \(^{59,60}\) (see Appendix A), which gives rise to the following scaling relation for the photon number in the cavity

\[
\langle n_c \rangle \approx \langle x_{cl}^2 \rangle \sim N^{1/3}.
\]  

(30)

We find that optomechanical systems have the same critical exponents as Dicke and Rabi models \(^{52,54}\), but a different finite size-scaling. This should not be surprising since all these models have the same type of interaction

\[
\sim (a + a^\dagger)(b + b^\dagger) \text{ in the exact thermodynamic limit (in the Rabi model the interaction is } \sim (a + a^\dagger)^2). \text{ In contrast, their nonlinear interactions, which are the central element for deriving the finite scaling, are different (quartic versus cubic).}
\]

**IV. CONCLUSION AND OUTLOOK**

In this paper, we show that driven dissipative optomechanical systems undergo dissipative phase transitions in the well-defined thermodynamic limit. The system exhibits a rich phase diagram composed of different regions which are separated by DPTs: first- and second-order dissipative phase transitions, and periodic orbits.

Some of the first-order DPTs happen in a regime of parameters that are within experimental reach. Our work predicts the observation of first-order DPT and its characteristics, such as critical slowing down and hysteresis behavior in the laboratory. Furthermore, our theoretical analysis at the thermodynamic limit shows that the optomechanical system is stable in the ultrastrong coupling regime (more details in Appendix A). This should allow experimental studies to probe the physics related to the ultrastrong coupling, such as the nontrivial ground state \(^{52}\).

Optomechanical systems do exhibit second-order DPTs with and without bifurcation. The equilibrium counterpart of the second-order DPT without bifurcation cannot be explained by Landau theory, and in general they correspond to the domain of topological phase transitions \(^{51}\). This is a novel topic in the context of out of equilibrium quantum systems, and our work may help to improve the understanding of the matter.

We conclude with a final remark on the possible relevance of our study for the domain of quantum computing. The fact that the system may exhibit multiple steady states is an alternative way to utilize a harmonic os-

---

\(^1\) The hybrid modes can be obtained by applying appropriate linear optical elements (e.g., beam splitters and phase shifters) to the cavity and mechanical modes.
cillator’s infinite-dimensional Hilbert space [63] together with the symmetry of the optomechanical steady-state for encoding and processing quantum information. One can achieve this goal by suitably engineering the initial state for the parameter regimes that undergo second-order DPT with bifurcation.
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Appendix A: Eigenvalues of the drift Matrix

In this section, we study the behavior of the eigenfrequencies and decay rates in the weak, strong, and ultrasharp coupling regime. Since the drift matrix is real, its eigenvalues appear in the complex conjugate pairs. The real part of the eigenvalues corresponds to the effective mode dissipation $\Gamma$. The system is stable only if all dissipation rates are positive (see Fig. 8 (a)). On the other hand, the imaginary part of the eigenvalues of the drift matrix corresponds to the system's eigenfrequencies. In Fig. 8 (b), we plot the eigenfrequencies with respect to the effective coupling $G$, for the resonance case ($\Delta/\omega_m = -1$). By increasing $G$ from 0, the eigenfrequencies of the combined system split into two separate branches in the strong coupling regime (gray lines). The amount of splitting between these two branches indicates the energy exchange rate, distinguishing between...
the strong and ultrastrong regimes [38]. As the system coupling approaches the transition point $G^*$, the lower branch goes to zero. In previous studies [38], the region $G > G^*$ (Fig. 7 gray area) has been considered as the fundamental parametric instability region due to the linear approximation. This assumption introduces the upper bound for the energy exchange rate. In contrast, here, we show that the system is stable in this region. In fact, it is stable with a different steady-state. The purple lines show the eigenfrequencies after the phase transition.

![Figure 7. Eigenvalues of the drift matrix. a) Effective mode dissipation $\Gamma$ in terms of effective coupling $G$. b) Eigenfrequencies $\Omega$ in terms of effective coupling $G$. The gray lines in both plots correspond to the first steady-state solution (I), while the purple ones correspond to the second steady-state solution (II). The gray area indicates the instability region if only the linear coupling is considered [38]. Both plots have been evaluated for $\kappa/\omega_m = 1/4$, $\gamma/\omega_m = 0$, and $\Delta/\omega_m = -1$ (resonance case).](image_url)

**Appendix B: Keldysh Path integral formalism**

In this section, we briefly introduce the Keldysh path integral formalism [59, 60]. We use this formalism along side with the renormalization group (RG) method [57] to determine the finite size scaling exponents. The most general evolution of the density matrix is given by the master equation

$$\rho(t) = e^{(t-t_0)\mathcal{L}} \rho(t_0) \equiv \lim_{N \to \infty} (1 + \delta_t \mathcal{L})^N \rho(t_0).$$

(B1)

Here the Trotter decomposition is used to derive the evolution operator and Keldysh partition function

$$Z = tr[\rho(t)] = 1,$$

(B2)

which is one of the central objects in this formalism. Within the formalism, the partition function takes the following form [59]

$$Z = \int \mathcal{D}[a_+, a^*_+, a_-, a^*_-, b_+, b^*_+, b_-, b^*_-] e^{iS}.$$  

(B3)

Here $a_\pm$ and $b_\pm$ are complex numbers on the Keldysh contour and $S$ is the Keldysh action. In our case, the action is composed of two parts, free part, .

$$S_F =
\begin{align*}
a^*_+(i\partial_t + \Delta + i\kappa) a_+ + a^*_-(i\partial_t - \Delta + i\kappa) a_- - 2i\kappa a_+ a^*_+ \\
+ b^*_+(i\partial_t - \omega_m + i\gamma) b_+ + b^*_-(i\partial_t + \omega_m + i\gamma) b_- - 2i\gamma b_+ b^*_+,
\end{align*}$$

(B4)

and the interaction part,

$$S_I = -(\bar{\alpha} a^*_+ + \tilde{\alpha}^* a_-)(b_+ + b^*_+) - g a^*_+ a_+(b_+ + b^*_+)$$

$$+ (\bar{\alpha} a^*_+ + \tilde{\alpha}^* a_-)(b_- + b^*_+ - g a^- a_-(b_- + b^*_+).$$

(B5)

It is convenient to introduce Keldysh rotation, $a_{cl} = 1/\sqrt{2}(a_+ + a_-)$, $a_{q} = 1/\sqrt{2}(a_+ - a_-)$, $b_{cl} = 1/\sqrt{2}(b_+ + b_-)$, $b_{q} = 1/\sqrt{2}(b_+ - b_-)$. Now, let us write down the action in the frequency space and the rotated basis

$$S = \frac{1}{2} \int_\omega V^\dagger(\omega) \begin{pmatrix} 0 & \omega G^R \end{pmatrix}^{-1}(\omega) D^K V(\omega),$$

(B6)

where

$$V(\omega) = \begin{pmatrix} a_{cl}(\omega) \\
+ \omega a_{cl}(-\omega) \\
b_{cl}(\omega) \\
+ \omega b_{cl}(-\omega) \end{pmatrix}.$$ 

(B7)

The Block entry, $G^R$ is the retarded Green’s function given by:

$$[G^R]^{-1}(\omega) = \begin{pmatrix} \omega - \Delta + i\kappa & 0 & -\bar{\alpha} & -\tilde{\alpha} \\
0 & -\omega - \Delta - i\kappa & -\bar{\alpha}^* & -\tilde{\alpha}^* \\
-\bar{\alpha}^* & -\bar{\alpha} & \omega - \omega_m + i\gamma & 0 \\
-\tilde{\alpha}^* & -\tilde{\alpha} & 0 & -\omega - \omega_m - i\gamma \\
\end{pmatrix},$$

(B8)

while $G^A = (G^R)^*$ is the advanced Green’s function, and $D^K = 2i diag(\kappa, \kappa, \gamma, \gamma)$ is the Keldysh Green’s function. These Green functions shall serve to derive the properties of the system. Namely, characteristic frequencies of the system, $\omega$ are given by the zeros of the determinant of $[G^R]^{-1}(\omega)$, and they are directly related to the eigenvalues of the drift matrix, i.e. $\lambda = i\omega$. To derive the finite size scaling exponent for optomechanical system far from thermodynamic limit we will proceed with the same approach as for the open Dicke and Rabi models [32, 34].

Firstly, we shall integrate out the mechanics mode and change the variable to the $a_{cl(q)} = \sqrt{-\Delta/2}(x_{cl(q)} + ip_{cl(q)})$ and $a^-_{cl(q)} = \sqrt{-\Delta/2}(x_{cl(q)} - ip_{cl(q)})$, then we integrate out the $p_{cl}$ and $p_{q}$. Finally by low frequency expansion we arrive at the following form for the action.
in the time domain

\[ S_{xx}^{c} = \int dt \left( x_{cl}(t) \, x_{q}(t) \right) \]  \hspace{1cm} \text{(B9)}

This action is invariant under following scaling transformations

\[ t \rightarrow rt, \quad x_{cl}(t) \rightarrow \sqrt{r} x_{cl}(t), \quad x_{q}(t) \rightarrow \frac{1}{\sqrt{r}} x_{q}(t). \]  \hspace{1cm} \text{(B10)}

The same analysis holds for the mechanics mode. Now if we look at the nonlinear interaction up to \( g = G/|\alpha| = G/\sqrt{N} \) order, the latter scaling transformation yields to the following nonlinear terms of the action

\[ \frac{G}{\sqrt{N}} \int dt \phi_{cl} \phi_{cl} \phi_{q} \rightarrow \frac{Gr}{\sqrt{N}} \int dt \phi_{cl} \phi_{cl} \phi_{q}, \]  \hspace{1cm} \text{(B11)}

\[ \frac{G}{\sqrt{N}} \int dt \phi_{q} \phi_{q} \phi_{q} \rightarrow \frac{G}{\sqrt{r} \sqrt{N}} \int dt \phi_{q} \phi_{q} \phi_{q}. \]  \hspace{1cm} \text{(B12)}

This results in the following scaling relation for the photon number in the cavity \( \langle n_{c} \rangle \approx \langle x_{cl}^{2} \rangle \sim N^{1/3}. \)