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Abstract

Recent years have witnessed the success of deep learning on the visual sound separation task. However, existing works follow similar settings where the training and testing datasets share the same musical instrument categories, which to some extent limits the versatility of this task. In this work, we focus on a more general and challenging scenario, namely the separation of unknown musical instruments, where the categories in training and testing phases have no direct overlap with each other. To tackle this new setting, we propose the “Separation-with-Consistency” (SeCo) framework, which can accomplish the separation on unknown categories by exploiting the consistency constraints. Furthermore, to capture richer characteristics of the novel melodies, we devise an online matching strategy, which can bring stable enhancements with no cost of extra parameters. Experiments demonstrate that our SeCo framework exhibits strong adaptation ability on the novel musical categories and outperforms the baseline methods by a notable margin.

1. Introduction

The objective of visual sound separation is to separate the mixed audio signals into individual components with the guidance of visual cues. Deep neural networks can extract rich semantic information from both visual and auditory modalities, which significantly promote the development of the visual sound separation task. Most deep-learning based approaches, such as [44, 13, 11], adopt the setting where the training and testing sets share the same musical instrument categories. Despite the success, there still exist some limitations on such training mode, which confine the separation targets to the musical instruments that have appeared in the training set. The more general setting of visual sound separation on unknown musical instruments remains an unexplored problem.

In this work, we undertake the task of visually guided music separation on unknown classes, that is, the categories of training and testing sets have no direct overlap. Under the real scenario, it is challenging to directly identify and separate the sound of the unfamiliar musical instruments from the mixed audio signal, even for humans. Thus, it may be difficult to directly apply the existing frameworks to this new setting and reasonable priors must be added to enhance the adaptability of the deep models to the unknown musical sounds.

To handle this challenging new setting, we propose a novel ‘Separation with Consistency’ (SeCo) framework, which exploits the consistency constraints to realize the visual sound separation on the novel musical instruments. The system receives two types of consistency supervisions, namely the inter-modal consistency and the intra-modal consistency. Firstly, the audio-visual associations in videos are natural and will not change with different categories. Therefore, it is critical to strengthen the audio-visual (AV) correlations during training, instead of simply capturing the isolated features for the auditory and visual modalities. In this way, the visual cues can provide better separation guidance even for the categories that have never been seen before. Specifically, we require that the separated audio signals should be aligned with the visual components in the original videos, which is denoted as the inter-modal consistency. Secondly, even though directly identifying unfamiliar sounds is not easy for humans, things will become quite different if some auditory examples are provided. In particular, human brains can achieve the goal of separating the novel target sound by perceiving the similarities and differences between the mixed sound and the given template sound. Thus, it is a natural idea to incorporate such a template learning mechanism in deep models for the assistance of visual sound separation on unknown classes. Specifically, since the sounds from the same type of musical instruments normally enjoy similar timbres and tones, the features extracted from them should be close in the embedding space. In this way, the intra-modal consistency expands the supervision scale from the sample level to the wider category level, which can effectively help the deep models adapt...
well to the unknown classes.

For an unfamiliar melody, humans may listen to the melody over and over again to better capture the characteristics of the musical tone. Similarly, this behavior can also be applied to our task. We develop an online matching strategy to iteratively refine the predicted mask for each sample independently so that the potential of the devised consistency guidance can be further exploited. The online matching strategy can bring stable improvements without introducing any extra parameters.

Our contributions can be summarized as followed. (1) We explore the task of visual music separation under the scene of unknown musical instruments, which expands the scope of visual sound separation and makes the task more versatile. (2) We propose a novel framework, SeCo, to adapt to this challenging situation. The results show that our approach outperforms the baselines by a noticeable margin. We also conduct in-depth ablation studies to analyze the effects of the key parameters. (3) We design an online matching strategy, which brings consistent improvements with no extra parameter costs.

2. Related Work

Audio-Visual Learning. With the development of deep learning, audio-visual learning has also received widespread attention in recent years and breakthroughs have been made in various sub-fields [47, 41]. Audio-visual representation learning aims at finding the correlations between the audio and visual modality in a self-supervised manner and thus provides good audio/visual representations [1, 2, 30, 23, 29, 17]. In addition, many works utilize audio information to improve the video analysis tasks [20, 15]. The objective of the audio-visual localization task is to localize the sound source in the visual context [34, 44, 2, 18]. Another important branch of the audio-visual learning field lies in the cross-modality generation, which consists of visual-to-audio [46, 27] and audio-to-visual [5, 4, 16, 45] tasks. Most previous works in audio-visual learning require that the training and validation data come from the same domain or similar scenario, while our work investigates a more challenging setting where the training and testing set has no direct category overlaps.

Visual Sound Separation. By leveraging visual modality to the sound separation task, models can utilize the richer context information, which outperforms the simple modality approaches. Visual sound separation is explored on various identities, such as speakers [10, 6, 26], objects [12] and musical sounds [44, 42, 13, 42, 43, 11]. Our work concentrates on the branch of visual music separation.

Zhao et al. [44] propose the PixelPlayer framework with the ‘mix-and-separation’ paradigm, which learns to separate mixed audios into components and locate the sound production regions on images in a self-supervised manner. Considering the limitations of static images, many works attempt to adopt visual cues from other modalities and further benefit the separation task, such as motion [43], skeleton [11] and scene graph [3]. Gao et al. [14] incorporate audio-visual consistency in the speech separation framework but the training and validation sets act on the same category, i.e., speakers. Unlike any of the above, we focus on the visual sound separation task of unknown musical instruments and also propose an effective framework to handle this new scene.

Transfer Learning on Novel Category. Humans naturally have a strong ability to establish the perception of new objects, even with very limited samples. However, in most cases, machines can obtain such perception ability only if it has been fed enough examples. Thus, few-shot [7] and zero-shot [24] learning are proposed to investigate the transferability of machines when very few or even no samples are provided on new objects. Such learning paradigms can effectively reduce the burdens of data acquisition and storage. Few-shot learning approaches utilize the information of the limited samples from the new category, while the models have no exposure to any instances of the target class under the zero-shot setting. The mainstream solutions for the few-shot setting include metric learning [21, 35, 37] and meta-learning [9, 28]. Zero-shot learning approaches usually transfer knowledge from familiar classes, such as semantic embedding [25, 22], or exploit external information such as knowledge graphs [40]. In addition to the classification scene, many works extend the few/zero-shot setting to other sub-fields such as object detection [19] and semantic segmentation [39]. Despite the success in vision fields, it is still challenging to deploy novel category transfer learning on multi-modality models. By leveraging the inter-modal and intra-modal consistency guidance, our SeCo framework exhibits impressive transferring performance on unknown musical separation and serves as a strong baseline for this novel and challenging task.

3. Methodology

We propose the ‘Separation-with-Consistency’ paradigm (SeCo) to achieve the transfer learning of visual sound separation on novel musical instruments. Specifically, the consistency guidance is composed of the inter-modal and intra-modal parts, which require the separated sounds to align with the corresponding visual cues and sounds of the same category. The pipeline of our SeCo framework is illustrated in Fig. 1.

3.1. Framework Overview

The goal of the visual sound separation task is to separate the sound components from the mixed signal by leveraging the visual information. Following previous works [44, 13, 43], we also adopt the ‘mix-and-separation’ paradigm to carry out the training in a self-supervised manner.
Figure 1. The whole pipeline of our “Separation-with-Consistency” framework is composed of the separation part and the consistency part. In the separation stage, the visual features and audio features are extracted by the vision network $\text{Net}^V$ and audio network $\text{Net}^A$, respectively, and get fused in the fusion network $\text{Net}^F$ to predict the separation masks. In the consistency stage, the separated spectrograms and the template spectrograms pass through the consistency network $\text{Net}^C$ to generate the high-level features for the computation of the consistency constraints. The system is trained by minimizing the combination of the separation loss ($L_{\text{mask}}$) and the consistency loss ($L_{\text{intra-modal}}$ & $L_{\text{inter-modal}}$).

Suppose we have two video clips $\{P, Q\}$ with corresponding audio signals $\{x_P, x_Q\}$, the audio components are mixed to generate a synthetic mixture signal $x_m = x_P + x_Q$. For easy training, the mixed raw signal $x_m$ is first converted to the spectrogram $S_m$ via Short Time Fourier Transform (STFT). The vision analysis network extracts the visual feature $f_{vi}^i$ ($i \in \{P, Q\}$) from the input frames for each video clip, while the audio feature $f_a$ is generated by feeding the mixed spectrogram $S_m$ into the audio network. Afterward, the audio feature is fused with the visual features $\{f_{vi}^P, f_{vi}^Q\}$, respectively, to produce the separation masks $\{M_P, M_Q\}$. Finally, we multiply the mixed spectrogram with the predicted masks to obtain the clean spectrograms and produce the clean signals via Inverse STFT.

Different from the original setting, we aim to explore a more challenging scenario to separate the unknown musical instruments. To achieve the adaptation ability on the novel categories, we introduce an additional consistency analysis network, which requires the predicted separation results to maintain both the inter-modal and intra-modal consistency. The inter-modal consistency is implemented with the synchronization of video and the corresponding separated audio [23, 29], where the network can capture the audio-visual correlations when encountering new categories and acquire stronger transferring ability. Besides, based on the observation that instruments of the same type normally have similar timbres and tones, we add the intra-modal consistency supervision to the system, which will shorten the distance of the audio features from the same category and enlarge that from different categories in the embedding space.

Inspired by the fact that humans may spend more time observing and exploring repeatedly when encountering unfamiliar objects, we introduce the online matching mechanism during the inference stage so that the model can better fit the new instrument category. Specifically, the framework will make explicit adjustments for each sample pair by recurrently updating the model parameters from the supervision of the consistency loss. Please note that no Ground-Truth masks are required since we only adopt the consistency loss as the error signal. The initial separation signals may be coarse due to the considerable gap between the training domain and the testing domain. But as the model becomes more familiar with the test sample, it can grasp more precise information and hence generate more delicate audio components.

3.2. Separation Network

The separation network is composed of three components, that is, the vision analysis network, the audio network, and a fusion network. The mixed spectrogram passes through the audio network to generate the audio feature. The visual feature is extracted by the vision analysis network for each video clip and then fused with the mixed audio feature in the fusion network to produce the separation mask. The process is illustrated in Fig. 2.
The audio network takes the mixed spectrogram convolution layers and 5 de-convolution layers for upsampling. The U-Net consists of 5 downsampling convolutional encoder-decoder with skip-connections to extract the audio features. The U-Net preserves the high temporal resolution and low channel capacity properties, which can capture the detailed motions and only keep the fast branch. Our vision network also preserves the high temporal resolution and low channel capacity properties, which can capture the detailed motions without introducing heavy parameter burdens. The specific implementation of the network will be provided in the supplementary material.

3.2.2 Audio network

Following previous works [44, 13], we adopt a U-Net [33] style encoder-decoder with skip-connections to extract the audio features. The U-Net consists of 5 downsampling convolution layers and 5 de-convolution layers for upsampling. The audio network takes the mixed spectrogram \( S_m \) as input and yields audio feature of shape \( D_a \times T_0 \times F_0 \), where \( T_0 \) and \( F_0 \) refer to the temporal and frequency dimensions, respectively, and have the same values as \( S_m \). If not specified, we set \( D_a = 64 \) in the experiments.

3.2.3 Fusion network

After the visual and audio features are extracted, we can fuse the visual guidance into the audio feature to compute the separation mask. Before the fusion, we adjust the channel dimension of the visual feature to \( D_a \) via a linear projection and then apply a sigmoid activation on the projected feature. The activated visual feature is multiplied with the audio feature along the channel dimension to compute the fusion mask of shape \( 1 \times T_0 \times F_0 \). Finally, we activate the fusion mask via the sigmoid function to acquire the predicted separation mask. The separation loss \( L_{mask} \) is the per-pixel binary cross-entropy loss between the predicted mask and the Ground-Truth mask. The Ground-Truth mask of each component is produced by checking whether the target spectrogram is dominant in the mixed spectrogram at every \( T-F \) unit:

\[
M_i^{GT}(x, y) = \{S_i(x, y) \geq S_m(x, y)\}, i \in \{P, Q\},
\]

where \( (x, y) \) refers to the coordinates along the \( T-F \) dimensions.

3.3 Consistency Network

To raise the adaptation ability on novel classes, we propose two types of consistency contraints, i.e., inter-modal consistency and intra-modal consistency, which are both exerted on the predicted separation results. Thus, the mixed spectrogram \( S_m \) is multiplied by the predicted masks \( \{M_P, M_Q\} \) to develop the separated spectrograms \( \{S_P^{pred}, S_Q^{pred}\} \). Furthermore, since the comparison of the raw spectrograms may not be very informative, we use high-level features to replace the low-level spectrograms for consistency computation, which are extracted from the consistency network. The network is stacked by 10 residual blocks, followed by a global max-pooling layer. The consistency embeddings of \( \{S_P^{pred}, S_Q^{pred}\} \) are denoted as \( \{f_P^{pred}, f_Q^{pred}\} \), respectively.

3.3.1 Inter-modal consistency

Since the audio-visual associations in videos are natural and will not be disturbed by the category information, we add the inter-modal consistency to the system to strengthen the synchronization between the audio and visual elements so that it will present stronger adaptation ability with novel categories. Similar to [23], the training objective is minimizing the distance on the positive pairs while enlarging the distance on the negative pairs. The positive pairs are synchronized audio-visual samples, i.e., the separated audio embeddings and their corresponding visual features \( \{f_P^{pred}, f_Q^{pred}\}, i \in \{P, Q\} \). The negative pairs are obtained by cross-pairing the uncorrelated audio and visual features, that is, \( \{f_i^{pred}, f_j^{pred}\}, i \neq j, i, j \in \{P, Q\} \).

At the beginning of training, the separation results may be poor since the network has not fully converged yet, and the suboptimal separation predictions may confuse the identification of positive pairs. Based on this consideration, we...
introduce the Ground-Truth audio features to assist the synchronization learning, which are extracted from \{S_p, S_Q\} and denoted as \{f^{GT}_{p}, f^{GT}_{Q}\}. The loss weights between the predicted part and the Ground-Truth part vary according to the training time. The inter-modal consistency loss is defined as follows:

\[
L_{\text{inter-modal}} = \gamma(t)(D(f^{GT}_{p}, f^{p}_{p}) + D(f^{GT}_{Q}, f^{Q}_{Q})) + D(f^{\text{pred}}_{p}, f^{p}_{p}) + D(f^{\text{pred}}_{Q}, f^{Q}_{Q}) - D(f^{\text{pred}}_{p}, f^{p}_{Q}) - D(f^{\text{pred}}_{Q}, f^{Q}_{p}),
\]

where \(D\) refers to the \(L_2\) distance between two features and \(\gamma(t)\) is the weight for the Ground-Truth assisted part that decays over training time. All features are normalized before computation.

### 3.3.2 Intra-modal consistency

The design of the intra-modal consistency is based on two assumptions: (1) Instruments of the same category should have similar tones and timbres so their audio signals are supposed to be closer when projected to the feature space. (2) To achieve a higher quality separation result, the audio features of the two mixed videos should be pulled away. Please note that assumption (2) does not conflict with (1) because we require that the two mixed audios come from different instrument classes.

For the in-class similarity learning in assumption (1), we utilize audio signals \{\(x^{\text{temp}}_{p}, x^{\text{temp}}_{Q}\}\} from the additionally sampled template video clips. Please note that the template clip comes from a different video of the same category as the separation target. The template audio signals are also converted to spectrograms via STFT and then pass through the consistency network to produce the high-level embeddings \{\(f^{\text{temp}}_{p}, f^{\text{temp}}_{Q}\}\}. The intra-modal consistency loss is shown as follows:

\[
L_{\text{intra-modal}} = D(f^{\text{pred}}_{p}, f^{\text{temp}}_{p}) + D(f^{\text{pred}}_{Q}, f^{\text{temp}}_{Q}) - D(f^{\text{pred}}_{p}, f^{\text{temp}}_{Q}) - D(f^{\text{pred}}_{Q}, f^{\text{temp}}_{p}),
\]

where \(D\) represents the \(L_2\) distance between the features and all features are normalized before computation. The consistency loss \(L_{\text{cs}}\) is the sum of the inter-modal and intra-modal components:

\[
L_{\text{cs}} = L_{\text{inter-modal}} + L_{\text{intra-modal}}
\]

Therefore, the overall loss function of our framework is:

\[
L = L_{\text{mask}} + \lambda L_{\text{cs}},
\]

where \(\lambda\) is the weight of consistency loss.

### 3.4. Online Matching Strategy

We introduce an online matching strategy to promote model compatibility with the samples from the novel domain in the inference phase. The parameters of networks will be fine-tuned explicitly for each sample pair by the backpropagation of error signals from the consistency loss. In this way, the online matching process can be regarded as ‘training during inference’ but we only adopt the consistency loss as the supervision signal, and the optimization is based on one single pair. We emphasize that no Ground-Truth separation masks are involved in this process so that the process can be regarded as a self-correction mechanism (the Ground-Truth assisted part in \(L_{\text{inter-modal}}\) is excluded).

For each sample pair, we optimize the model parameters via the consistency loss for several iterations and generate the refined separation masks for the pair based on the updated parameters. Before moving to the next pair, the parameters are switched to the original state so that the samples will not mutually affect each other. In practice, we fix all BatchNorm layers to avoid the fluctuations caused by the single sample input. Please refer to the supplementary for more details about the process. Our online matching strategy will not introduce any extra parameters but can bring consistent improvements.

### 4. Experiments

#### 4.1. Implementation Details

Our pipeline is implemented with the PyTorch framework [31]. We use an Adam optimizer with betas (0.9, 0.999) and batch size 40. The weight of consistency loss \(\lambda\) in Eq. 5 is set to 0.01. The decay parameter \(\gamma(t)\) in Eq. 2 follows the function: \(\gamma(t) = \max(0.1, 0.5^{\text{iter}/100})\), where \(\text{iter}\) refers to the training iterations. The framework is trained for 17000 iterations. The learning rate of the vision and consistency network are 1e-4 while the that of the audio and fusion network are 1e-3. During the online matching process, the learning rate is 1e-4 for the entire system and each sample pair is refined for 5 iterations. Since the consistency loss is the only supervision signal, we set \(\lambda\) to 1.0 in this process. The data processing details will be provided in the supplementary.

#### 4.2. Dataset and Evaluation Metrics

We quantitatively evaluate our framework on the MUSIC-21 dataset [43] which contains 21 classes of instruments. The dataset is composed of untrimmed videos crawled from the YouTube website so that the contents are relatively diverse and complex. We randomly select 16 instruments as the training split and use the other 5 classes as the testing split, denoted as split-1. More details are provided in the supplementary.
Table 1. Sound separation results on the MUSIC-21 testing dataset, higher is better for all metrics. The SeCo (motion only) does not adopt the consistency loss and utilizes the motion information as visual guidance. SeCo incorporates both the consistency loss and the online matching strategy, which outperforms all baselines by a large margin. The results are reproduced with official codes as existing pre-trained models are trained on all categories in MUSIC-21.

We use the open-source mir_eval library [32] to conduct quantitative evaluations on the separated audios, where three metrics are selected: Signal-to-Distortion Ratio (SDR), Signal-to-Interference Ratio (SIR), and Signal-to-Artifact Ratio (SAR). The units are dB. The SDR score is normally regarded as the most convincing metric.

4.3. Quantitative Results

The results of the baseline and our SeCo are shown in Table 1. The traditional method NMF-MFCC [36] does not exhibit obvious degeneration on the testing splits, which is reasonable since it is non-learned. The traditional algorithm can only return unpaired separation signals so that we conduct the exclusive matchings and take the overall best results. Even with the best matching, it still presents trivial performances, which means that the traditional method lacks the potential for further improvements. The deep-learning based Sound-of-Pixels [44], Co-separation [13], and MPNet [42] methods only adopt the spatial semantics as visual cues and do not explicitly capture the temporal correlations. The results indicate that they fail to successfully separate the sounds of the novel classes. The spatial semantics such as appearances and textures are closely related to the category so the learned visual representations cannot provide sufficient separation guidance when encountering the novel classes.

On the other hand, if the basic components of the visual guidance are transferred from spatial to temporal, i.e., the motion information, the over-fitting symptom can be alleviated, where we can see that motion only SeCo provides a relatively good baseline. Compared with the spatial semantics, the temporal information is less category-specific, which can serve as more effective separation guidance with the novel instrument types. Explanations for the effectiveness may come from the following two aspects. Firstly, the temporal information of motions can better interact with the audio signals since there exists a natural correspondence between the player’s movements and sound components. Exploiting such correlations will reduce the dependence on categories and enhance the adaptation ability to new instruments. Secondly, [43, 48] show that motion cues can be used to guide the separation on duets of the same instruments while [44] exhibits inferior performances, which also indicates that motions are less dependent on categories.

We also compare with [43], which adopts optical flow as the visual guidance. The results indicate that explicitly using motion information may also benefit the separation process of novel categories. However, it is still inferior to directly learning the motion representations from the raw frames, probably due to the noise in optical flow estimations. Considering the additional computational cost to extract optical flow, learning motion representations in an end-to-end manner may be a more reasonable choice.

Despite the progress of motion representations, simply replacing the visual modality still fails to bring satisfying performance improvements. In general, the baseline results demonstrate that it is a challenge for the normal frameworks to handle the sound separation task on musical instruments that have never seen before. Our SeCo framework outperforms all baseline methods by a large margin under this challenging scenario, which demonstrates the effectiveness of our method. Although changing the visual modality can bring a relatively good starting point, we argue that the main improvements come from the consistency loss. By accomplishing the music separation on novel categories, our method outperforms the limitation of prior works and proves the feasibility of deploying a more general setting. The results may expand the scope of visual music separation and make the task more versatile.

4.4. Ablation Study

4.4.1 Inter-modal v.s. intra-modal consistency

We conduct experiments to investigate the importance of the different loss components and report the results in Table 2. We can see that both the inter-modal consistency and the intra-modal consistency will promote the separation performance on novel musical instrument types, since adopting either loss will win the baseline method (w/o the consistency loss). As depicted in the Table, we achieve the best results by employing both inter-modal and intra-modal consistency losses regarding all evaluation criteria.
4.4.2 Comparison of different visual cues

To investigate the effects of visual cues, we conduct experiments on three visual modalities, i.e., image, skeleton, and motion. Implementation details of the image and skeleton are provided in the supplementary.

The performance comparisons of different visual modalities are summarized in Table 3, where both the baseline and our SeCo approaches are presented. From the baseline results, we can see that when using the static images as the visual guidance, the model fails to successfully separate sounds from the unknown musical instruments. We suspect that the failure may come from the dependence of spatial information on categories, which causes over-fitting to the training scenarios, as analyzed in Sec. 4.3. The visual features of the skeleton modality incorporate both the spatial and temporal relations and we can see that the over-fitting problem has been a little bit alleviated. However, simply replacing the images with skeletons is not enough to generate the optimal results. The possible reason is that the skeleton data only retain the joint coordinates of the players while discarding much detailed information in the original video clips. Such simple and intuitive visual cues may hinder the ability to conduct visual sound separation on new categories, given no additional prior knowledge. In contrast, for the motion modality, the 3d-CNN based vision analysis network directly learns the temporal representations from the original video clips, which can capture richer semantics. This property makes the motion modality better visual cues in our setting and provides an advanced starting point for further improvements.

In addition to the analysis of the baseline results, we also evaluate the performances of our SeCo framework when utilizing different vision modalities. Please note that the inter-modality loss is not applicable to the image-based visual cues. Therefore, for a fair comparison, only the intra-modality loss is applied as the consistency constraints for all modalities. The SeCo pipeline includes both the normal training and the online matching process and we can find that SeCo considerably exceeds the baseline on all three modalities. The results verify the robustness and flexibility of our approach.

### Table 3. Sound separation results when utilizing visual cues of different modalities. We report results from both the baseline and the SeCo method. The SeCo method includes the normal training and the subsequent online matching process.

| Modality | Baseline SDR | Baseline SIR | Baseline SAR | SeCo (w/ O.M.) SDR | SeCo (w/ O.M.) SIR | SeCo (w/ O.M.) SAR |
|----------|--------------|--------------|--------------|--------------------|--------------------|--------------------|
| Image    | -2.56        | 2.42         | 4.97         | 2.95               | 6.34               | 9.45               |
| Skeleton | -1.35        | 2.83         | 6.05         | 3.43               | 7.82               | 9.97               |
| Motion   | 1.16         | 4.39         | 11.10        | 3.91               | 6.50               | 11.34              |

4.4.3 Division of musical instrument categories

To ensure that our SeCo framework does not rely on certain instrument types, we make verifications on different train/test splits. These extra train/test splits also follow the 16/5 category division but the internal instrument types vary from each other. We conduct experiments on 2 additional splits and list the results in Table 4, which demonstrate that our SeCo framework is effective on various splits rather than constrained to certain specific instrument types. The category divisions of the splits are provided in the supplementary. Moreover, the results also confirm the robustness of our online matching strategy, which can also handle different instrument types.

### Table 4. Separation results on different train/test splits. We show results w/o and w/ the online matching strategy (denoted as O.M. in table), respectively.

| Split  | Baseline SDR | Baseline SIR | Baseline SAR | SeCo (w/o O.M.) SDR | SeCo (w/o O.M.) SIR | SeCo (w/o O.M.) SAR | SeCo (w/ O.M.) SDR | SeCo (w/ O.M.) SIR | SeCo (w/ O.M.) SAR |
|--------|--------------|--------------|--------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Split-1| 2.37         | 5.03         | 11.29        | 4.01                | 7.13                | 11.62               |
| Split-2| 3.81         | 6.28         | 12.67        | 5.72                | 8.87                | 13.38               |
| Split-3| 2.72         | 5.23         | 12.04        | 3.89                | 6.93                | 12.50               |

4.5. Qualitative Results

We visualize four cases of the separated spectrograms on the MUSIC-21 testing dataset in Fig. 3. In (a) and (b), we compare the baseline method and the SeCo method. Both methods adopt the motion information as visual cues but the consistency loss is not included in the baseline method. We can observe that the baseline results lose many details and contain components from its mixture audio counterpart, while the SeCo results are closer to the Ground-Truth spectrograms. The comparisons vividly show the effectiveness of the consistency loss.

Although our SeCo method is superior to the baseline method, it may still encounter the detail missing and noisy
problems due to the challenge of the unknown musical sound separation task. However, these problems can be alleviated by the subsequent online matching process. As shown in (c) and (d), the online matching process can correct the undesirable effects from the other audio component and grasp more details. In this way, we can obtain separation results of higher quality.

5. Discussion and Future Work

Experimental results demonstrate that existing visual sound separation frameworks do not inherently possess the ability to generalize well on novel instrument categories. As a preliminary work, we leverage some priors (e.g., templates from the same category) to enhance the transferability of unseen instruments during the training and testing stages, which raises the separation performance and verifies the feasibility of this setting. Compared with the delicate point-wise separation masks, categories can be regarded as global messages, and we find that such coarse priors can assist the process. However, we hope those priors can be removed in future explorations to improve the versatility of this setting further.

To explore the effects of the visual analysis network, we change the backbone from FastNet to R3D [38] and observe the SDR score decreases to 2.51 dB. The possible reason is that R3D pays less attention to the motion messages, affecting its adaptation to new instrument categories. The results also indicate that visual encoders play an important role in the separation process, especially in this setting. Although FastNet is an economical solution, we wish to see more explorations on the visual encoders to provide more effective separation guidance.

6. Conclusions

In this work, we explore a novel and challenging scenario of visual sound separation, i.e., music separation on unknown musical instruments. To promote the adaptation ability for the deep model on unfamiliar melodies, we design the Separation-with-Consistency (SeCo) framework that utilizes both the inter-modal and intra-modal consistency constraints. Moreover, to fully exploit the consistency potentials, we devise the online matching strategy, which further boosts the system performance with no extra parameter costs. We conduct extensive ablation studies to analyze the key factors in the system, which also exhibit that our SeCo framework is effective and robust on various visual modalities and musical instrument types. Our work proves the feasibility of separation on novel musical instruments and hence expands the scope of the visual sound separation task. We wish our work could inspire the community to further explore the transferability of deep models in the audio-visual learning field.
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