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Identifying transcription factor binding sites with experimental methods is often expensive and time consuming. Although many computational approaches and tools have been developed for this problem, the prediction accuracy is not satisfactory. In this paper, we develop a new computational approach that can model the relationships among all short sequence segments in the promoter regions with a graph theoretic model. Based on this model, finding the locations of transcription factor binding site is reduced to computing maximum weighted cliques in a graph with weighted edges. We have implemented this approach and used it to predict the binding sites in two organisms, Caenorhabditis elegans and mus musculus. We compared the prediction accuracy with that of the Gibbs Motif Sampler. We found that the accuracy of our approach is higher than or comparable with that of the Gibbs Motif Sampler for most of tested data and can accurately identify binding sites in cases where the Gibbs Motif Sampler has difficulty to predict their locations.

1. Introduction

Gene regulation is one of the most important biological processes at molecular level. Recent work [1] has shown that gene regulations precisely control the expression levels of genes, which in turn controls many biological processes. In general, the regulation is performed by a binding process, where a protein called transcription factor binds to the promoter region of a gene. The nucleotides where the binding occurs form a binding site. Methods that can accurately identify the locations of binding sites in the promoter regions of genes are thus crucial for understanding the process of gene regulation.

Traditionally, TF binding sites have been characterized by a variety of different experimental approaches [2, 3]. However, predicting transcription factor binding sites with experimental approaches is often expensive and time consuming. Recently, with the large amount of sequence data, computational approaches have become an important alternative to predicting the transcription factor binding sites [4–9]. Most of the available computational approaches process the promoter regions of a set of homologous genes and recognize binding sites by identifying subsequences that are similar in sequence content. Most of these approaches employ a randomized sampling procedure to identify these subsequences and thus cannot guarantee the prediction accuracy.

For example, approaches based on Gibbs sampling randomly select a candidate subsequence of a fixed length from each sequence. A sequence is arbitrarily selected and each subsequence of the same length in the sequence is aligned to a profiling model obtained from the subsequences selected on other sequences, and each subsequence in the selected sequence is thus associated with a probability value which is the alignment score. One of the subsequences is then selected based on the distribution of the probability values of these subsequences, and a new set of subsequences is thus obtained. The procedure can be repeated until the maximum allowed number of iterations has been reached or a set of satisfying local optimal subsequences have been found [4, 5, 10]. Consensus used a greedy algorithm to align functionally related sequences and applied the algorithm to identify the binding sites for the E. coli CRP protein [11].
Bailey and Elkan [12, 13] used the Expectation maximization technique to fit a two-component mixture model to find binding sites and developed a software MEME+. MEME+ performed better than their previous MEME software [13]. However, its accuracy for identifying transcription factor binding sites is far from being satisfactory.

Genetic algorithms simulate the process of Darwin evolutionary process to find a local optimal solution for an optimization problem. Approaches based on GAs start with an initial population of a certain size. Each individual in the population is a valid solution for the problem. The individuals in the population then go through selection, crossover, and mutation based on certain methods and probabilities to evolve to the next generation. This evolutionary procedure keeps going until the maximum allowed number of generations is reached or the difference between the results falls into a small threshold. Genetic algorithms have been applied to predict the transcription factor binding sites such as FMGA [14]. FMGA was declared to have better performance than Gibbs Motif Sampler [5] in both accuracy and computation time. MDGA [15] is another program that used genetic algorithms to find motifs in homologous sequences. It used information content to evaluate the fitness of an individual during the evolution. MDGA achieved higher accuracy than Gibbs sampling algorithm based approaches while requiring less computation time [15].

In this paper, we develop a new approach that can predict the transcription factor binding sites without using a sampling procedure to select subsequences. Our approach uses a graph to model all subsequences in the promoter regions of the homologous genes and the similarity between any pair of subsequences that are from different promoter regions. In particular, each subsequence is represented by a vertex in the graph, and two vertices are joined by an edge if the two corresponding subsequences are from different promoter regions and their similarity is higher than a threshold. The threshold can be determined using the base compositions of the promoter regions and is guaranteed to be statistically significant. Each edge in the graph is associated with a weight value which is the similarity of the two corresponding subsequences. We then compute the maximum weighted clique in the graph, and the subsequences represented by the vertices in the clique are the transcription factor binding sites.

In order to efficiently compute the maximum weighted clique in the graph, we developed an iterative approach to preprocess the vertices in the graph and remove the vertices that cannot be in the clique from the graph, the size of the graph can thus be significantly reduced by applying this technique to it. After the preprocessing stage, the algorithm exhaustively enumerates all cliques that contain as many vertices as the number of promoter region sequences in the data set and returns the one with the largest weight value.

We have implemented this approach in a computer program with C++ programming language and used the program to predict the binding sites for two organisms, *Caenorhabditis elegans* and *mus musculus*. We evaluated the prediction accuracy of our approach based on the testing data sets and compared it with that of the Gibbs Motif Sampler [5]. Our testing results showed that our approach can achieve an average developer score of 0.90 on the test data, which is higher than or comparable with that of the Gibbs Sampler. In addition, our approach can accurately identify the binding sites in some cases where the Gibbs Motif Sampler has difficulty to locate the binding sites, which is one important advantage of our approach over the Gibbs Motif Sampler.

### 2. Method

#### 2.1. Notations and Problem Description

Given a graph \( G = (V, E) \), a clique in \( G \) is a vertex subset \( C \) such that every pair of vertices in \( C \) is joined by an edge in \( G \). If each edge in \( G \) is associated with a weight value, a maximum weighted clique is a clique where the sum of the weight values of all edges in the clique is the maximum of all cliques in \( G \). The degree of a vertex is the number of vertices that are adjacent to it in \( G \).

Given the sequences of the promoter regions of a set of \( k \) homologous genes, \( S_1, S_2, \ldots, S_k \), the goal of the problem. The goal of the problem is to select a subsequence of a given length \( L \) from each sequence such that the sum of the similarities between all pairs of selected sequences is maximized. To compare two subsequences and evaluate their similarity, we perform a pair wise alignment between them, and the alignment score is used as a measure of the similarity. We show later in the paper that this problem can be solved by computing the maximum weighted clique in a graph.

#### 2.2. The Algorithm

Given a set of DNA sequences \( S_1, S_2, \ldots, S_k \) with similar transcription factor binding sites, we take each \( S_i \) where \( i \in [1, K] \) and divide it into \( N \times L \) subsequences of length \( L \) as described in Figure 1, where \( N \) is the number of nucleotides in \( S_i \). In particular, we choose the subsequence that starts from each nucleotide in \( S_i \) and contains \( L \) nucleotides. It is not difficult to see that the number of such subsequences is \( N \times L \).

We then construct a graph \( G \) such that each vertex of the graph represents a subsequence. Subsequences from the same sequence are placed in one column, and all vertices in \( G \) can thus be partitioned into \( k \) disjoint columns. A sample of randomly generated and normally distributed sequence comparison scores is used to calculate a threshold which is then used to determine which sequences are similar. The algorithm starts with the first column and selects a vertex in that column and aligns its corresponding subsequence to that of every other vertex that is from a different column. If the alignment score of two subsequences is higher than the threshold, we make their vertices adjacent in \( G \). The
algorithm repeats the above process for each vertex until all vertices in the graph have been processed.

After all the edges have been added to the graph, we proceed to preprocess the graph and remove the vertices that cannot be in a clique of size $k$. In particular, we examine the degree of each vertex, and if the degree of a vertex is less than $k$, we remove it from $G$. This procedure is applied iteratively to all vertices in the graph until the size of the graph cannot be further reduced.

The algorithm then starts enumerating all $k$-cliques in the graph and computes the weight of each clique. To this end, the algorithm assigns an integer id between 1 and $k$ to each column in the graph and starts with columns 1 and 2. In particular, all edges that connect a vertex from column 1 and a vertex from column 2 are included in a set $S$. $S$ is maintained by the algorithm to store cliques. Initially, $S$ contains a set of edges, which are in fact cliques on two vertices. The algorithm then proceeds to examine vertices in columns 3 through $k$. After the algorithm completes processing column $j$, $S$ contains a set of cliques of size $j$ in $G$. For every vertex $u$ in column $j + 1$, the algorithm checks each $j$-clique $M$ in $S$ to examine whether $u$ and $M$ can together form a $j + 1$-clique. In other words, the algorithm examines whether $u$ is adjacent to every vertex in $M$ or not. If it is the case, $u$ and $M$ are combined into a single $j + 1$-clique and included in $S$. After every vertex in column $j + 1$ has been processed, the algorithm examines the cliques in $S$ and removes all $j$-cliques from $S$. It is not difficult to see that after all $k$ columns have been processed, $S$ contains a set of $k$-cliques in $G$. It then computes the weight value of each clique in $S$ by adding up the weight values of all edges in the clique and outputs the clique with the largest weight value.

The matrix used to generate the comparison score is a log odds ratio matrix for comparing DNA nucleotide sequences. This matrix was developed by Chiromante et al. [16]. They followed a common approach used in protein alignment and determined substitution score by using a set of trusted aligned symbol pairs and using log odds ratio [16]. The matrix used for the alignment of short subsequences is shown in the Table 1.

In order to compute the threshold of similarity value that is used to construct the edges in $G$, we first compute the base composition of all promoter region sequences. Based on the percentage of each nucleotide in the base composition, we randomly generate two subsequences, each of which contains $L$ nucleotides. We then perform a pair wise alignment between the two generated subsequences. The alignment can generate an alignment score. We repeat the procedure for a sufficiently large number of times, and we thus can obtain a large collection of alignment scores. This collection of alignment scores in fact describes the distribution of alignment scores between two subsequences from the given base composition. We then choose a confidence value $p$ and find the smallest value $c$ such that the percentage of the alignment scores higher than $c$ in the collection is not larger than $p$. The value of $c$ is then used as the threshold of similarity to construct graph $G$.

### 2.3. Time Complexity

Each iterative step in the preprocessing stage of the algorithm may need up to $O(N^2)$ computation time, where $N$ is the number of nucleotides in each promoter region sequence. Since each iterative step removes at least one vertex from the graph, the preprocessing stage may need up to $O(N^3)$ computation time. We use $W$ to denote the maximum number of vertices in a column in the graph after the graph is preprocessed. The number of $k$-cliques in the graph is at most $O(W^k)$. The computation time needed to check whether a vertex can be added into an existing clique to form a larger clique is at most $O(k)$. The computation time needed to compute the maximum weighted clique in the preprocessed graph is thus at most $O(W^k)$. Putting the preprocessing stage and the clique enumeration stage together, the algorithm needs at most $O(N^3+kW^k)$ computation time.

### 2.4. Experimental Results

We have implemented our approach with C++ programming language and used it to predict the transcription factor binding sites in the promoter regions of three genes that were selected from two organisms Caenorhabditis elegans and mus musculus. One data set is selected from the promoter region of a gene of Caenorhabditis elegans, and the remaining two are selected from the promoter regions of two genes of mus musculus. Table 2 provides a description of the testing data we have used to test the accuracy of our approach.

In order to evaluate the accuracy of our approach, we compare the binding sites predicted by our approach with the correct binding sites for all sequences in the data set. A developer score is computed to provide a measure of the accuracy. The developer score is computed based on the deviation of the predicted starting position of a binding site from its real starting position. In particular, for a binding site of length $L$, if the deviation is $D$, the developer score $d$ of the prediction result is then computed as follows:

$$d = \max \left\{ 1 - \frac{D}{L}, 0 \right\}.$$  \hspace{1cm} (1)

It is not difficult to see that the developer score is a measure of the accuracy of a predicted binding site. If the predicted binding site is completely correct, the deviation $D$ is 0, and the developer score is thus 1.0. On the other hand, if the predicted binding site is completely incorrect, it does not even intersect the real binding site, the deviation $D$ is at least $L$, and the developer score is thus 0.0. In general, the developer score of a predicted binding site is a positive real number between 0.0 and 1.0. A higher value of the developer score indicates a more accurate prediction result.

We also used the Gibbs Motif Sampler [5] to predict the binding sites on the same data sets and evaluate the accuracy.

|   | A  | C  | G  | T  |
|---|----|----|----|----|
| A | 100| −123| −28| −109|
| C | −123| 91 | −140| −28 |
| G | −28 | −140| 91 | −123|
| T | −109| −28 | −123| 100 |

Table 1: Shows the matrix used to compute comparison scores.
Table 2: Information on the data sets we have used to test the accuracy of our approach.

| Data set number | Number of sequences | Length of each sequence | Length of the binding site | Organism the data set describes |
|-----------------|---------------------|-------------------------|----------------------------|--------------------------------|
| 1               | 27                  | 11-12                   | 6                          | *Caenorhabditis elegans*       |
| 2               | 20                  | 11–13                   | 6                          | *mus musculus*                 |
| 3               | 20                  | 19–23                   | 11                         | *mus musculus*                 |

Table 3: The developer score of the predicted binding sites in data set 1 for both our approach and the Gibbs Motif Sampler. The actual binding sites are marked by nucleotides in capital letters.

| Actual binding site | Binding site predicted by our approach | Binding site predicted by Gibbs Motif Sampler | Developer score of our approach | Developer score of Gibbs Motif Sampler |
|---------------------|----------------------------------------|---------------------------------------------|---------------------------------|---------------------------------------|
| GAAACCctgtta        | AAACCC                                | GAAACC                                      | 0.83                            | 1.00                                  |
| GAAGCCcttcca        | AAACCC                                | AAACCC                                      | 0.83                            | 1.00                                  |
| GAAGCCgcaaaaa       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCctctac        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCaatatat       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCtttagagaa     | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAATCCtttagat       | GAATCC                                | GAATCC                                      | 1.00                            | 1.00                                  |
| GAACCCttgcaaa       | GAACCC                                | GAACCC                                      | 1.00                            | 1.00                                  |
| GAAGCCaatatat       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCtatata        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCctcctcaaa     | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCatagagac      | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCatata         | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCccaa         | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCctga         | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCctgtagt       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcata         | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCctttt        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcttactt       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcttacta       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcttgac        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCatattt       | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCtattt        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCatatta        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcttaa        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCacttta        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCcttagt        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCtagat        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAAGCCacttt        | GAAGCC                                | GAAGCC                                      | 1.00                            | 1.00                                  |
| GAATCCcttac        | GAATCC                                | GAATCC                                      | 1.00                            | 1.00                                  |

It is evident from the testing results that our program can achieve an average developer score of 0.90 for the testing data sets. This indicates that our approach can identify the binding sites with accuracy comparable with or better than that of the Gibbs Motif Sampler for most of the tested sequences. In addition, in some cases where the Gibbs Motif Sampler has difficulty to locate the binding sites, our program can identify the binding sites with high accuracy. For example, for sequences 2, 3, and 18 in the data set for *mus musculus* that contains binding sites of length 11, the Gibbs Motif Sampler fails to identify the correct locations of binding sites while our approach identifies the binding sites for all sequences with high accuracy. The Gibbs Motif Sampler significantly outperforms our approach only in sequence 16 in the data set for *Caenorhabditis elegans*, where our approach fails to identify the correct location of binding site while the Gibbs Motif Sampler identifies its correct location without any error. It is worth mentioning that our approach achieves significantly higher prediction accuracy for all sequences in the data set for *mus musculus* that contains binding sites of length 11.
### Table 4: The developer score of the predicted binding sites in data set 2 for both our approach and the Gibbs Motif Sampler. The actual binding sites are marked by nucleotides in capital letters.

| Actual binding site | Binding site predicted by our approach | Binding site predicted by Gibbs Motif Sampler | Developer score of our approach | Developer score of Gibbs Motif Sampler |
|---------------------|----------------------------------------|---------------------------------------------|-------------------------------|---------------------------------------|
| tgaatcCAGCTG        | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| gggatCAGTG         | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| atttgtCAGTG        | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| CAGCTGgagggtac     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| gggtCAGTGGtcc     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| taagCAGTGtgtc     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| CAGCTGgccgccgc     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| aggtataCAGTG       | TACACG                                 | CACGTG                                      | Not Found                     | 1.00                                  |
| AACGTGcactagcgtcc  | AACGTG                                 | CACGTG                                      | 1.00                          | 0.00                                  |
| AACGTGactccgtacc   | AACGTG                                 | CACGTG                                      | 1.00                          | 0.00                                  |
| CAGCTGatgtgcct     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| CAGCTGaatgtgtc     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| AAGCTGacagcctc     | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| agtCAGTGgtcc      | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| taatgcACAGTG       | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| tgaCAGTGgtc       | CACGTG                                 | CACGTG                                      | 1.00                          | 1.00                                  |
| AAGCTGctgtatgtgcc | AACGTG                                 | CACGTG                                      | 1.00                          | 0.00                                  |
| catgtCAGTGGcc     | CATGTG                                 | CACGTG                                      | 0.17                          | 1.00                                  |
| aggaatGCAGTG       | CGCAGT                                 | Not Found                                   | 1.00                          | 0.00                                  |
| aggtagcCAGTG       | CGCAGT                                 | CACGTG                                      | 0.67                          | 1.00                                  |

### Table 5: The developer score of the predicted binding sites in data set 3 for both our approach and the Gibbs Motif Sampler. The actual binding sites are marked by nucleotides in capital letters.

| Actual binding site | Binding site predicted by our approach | Binding site predicted by gibbs motif sampler | Developer score of our approach | Developer score of gibbs motif sampler |
|---------------------|----------------------------------------|---------------------------------------------|-------------------------------|---------------------------------------|
| gcaACAGTGTGTAaaaatttcgtg | CATAGGTGTAa | CACATAGGTTGTAa | 0.91                          | 0.73                                  |
| ctcacacCCAGGGGTGTAAGagttggt | CCCAGGGGTGA | CACCGGGGTGGA | 0.91                          | 0.00                                  |
| acGTAGGGTGCGAAtctcttcggt | CGTAGGGTGC | Not Found | 0.91                          | 0.00                                  |
| gcggatacgtgATAGGGTGTAaAa | TGTTAGGGTGTA | CATGTTAGGGTTGTA | 0.91                          | 0.73                                  |
| cttaacacCTAGGGTGAAtgagg | CTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| gcacGTAGGGTGCTACttggtag | CGTAGGGTCTA | CATAGGGTTGCTA | 0.91                          | 0.73                                  |
| acatagtcacCTAGGGTGTAaAtt | CTTTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| cgtaacacGTAGGGTTGAaAgtgc | CGTAGGGTTGTA | CGCTAGGGTTGTA | 0.91                          | 0.00                                  |
| gcaCTAGGGTGAaAtatactacgga | AGTAGGGTTGGA | CAAGTAGGGTTGGA | 0.91                          | 0.73                                  |
| acatagtcacacCTAGGGTGAAtactcagagc | CCTAGGGTGA | CATAGGGTTGGA | 0.91                          | 0.73                                  |
| gtgagatgtacacCTAGGGTGAaApta | CCTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| acacCTAGGGTGAaAatcatctatc | CTTTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| attagtcacacCTAGGGTGAaaAgagc | CTTTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| ccagatacacaTTAGGGTGTATCac | CTTTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
| tatcaacacGTAAGGGTTGCTtag | GGTAGGGTTTA | CAGTAGGGTTGTA | 0.91                          | 0.73                                  |
| ggcgaAAGGGTGTGAaAatcaccacct | GAAAGGGTGA | Not Found | 0.91                          | 0.00                                  |
| gaattacacTTAGGGTGTGAaAa | CTTAGGGTGA | CATAGGGTTGTA | 0.91                          | 0.73                                  |
3. Conclusions

In this paper, we developed a novel approach that can efficiently and accurately predict the transcription binding sites in the promoter regions of genes. Our approach uses a graph model to describe the subsequences in the promoter regions of homologous genes and their relationships. The problem is then reduced to a graph optimization problem. In order to efficiently compute the optimal solution of the problem, we developed a preprocessing technique that can significantly reduce the size of the graph. Our testing results on the sequence data from two organisms *Caenorhabditis elegans* and *mus musculus* showed that our approach can achieve prediction accuracy higher than or comparable with that of the Gibbs Motif Sampler.

We believe the performance of our approach can be further improved if we employ a weighted scoring scheme that can assign different relative weight values to the pairwise matching scores obtained on different positions in the subsequences. It is well known that mutation is much more likely to occur in nucleotides near the boundary of the binding sites than those near the center of the binding sites. Lower values of relative weights thus should be assigned to the matching scores obtained on nucleotides near the boundary of the binding sites. Determining the relative weights that can maximize the accuracy of prediction is an interesting problem and would be a part of our future work.

Acknowledgment

The work was supported by the Natural Science Foundation of Jiangsu Province (BK2011319).

References

[1] C. T. Harbison, D. B. Gordon, T. I. Lee et al., “Transcriptional regulatory code of a eukaryotic genome,” *Nature*, vol. 431, pp. 99–104, 2004.

[2] D. J. Galas and A. Schmitz, “DNAase footprinting: a simple method for the detection of protein-DNA binding specificity,” *Nucleic Acids Research*, vol. 5, no. 9, pp. 3157–3170, 1978.

[3] M. M. Garner and A. Revzin, “A gel electrophoresis method for quantifying the binding of proteins to specific DNA regions: application to components of the Escherichia coli lactose operon regulatory system,” *Nucleic Acids Research*, vol. 9, no. 13, pp. 3047–3060, 1981.

[4] G. D. Stormo and G. W. Hartzell, “Identifying protein-binding sites from unaligned DNA fragments,” *Proceedings of the National Academy of Sciences of the United States of America*, vol. 86, no. 4, pp. 1183–1187, 1989.

[5] C. E. Lawrence, S. F. Altschul, M. S. Boguski, J. S. Liu, A. F. Neuwald, and J. C. Wootton, “Detecting subtle sequence signals: a gibbs sampling strategy for multiple alignment,” *Science*, vol. 262, no. 5131, pp. 208–214, 1993.

[6] J. S. Liu, A. F. Neuwald, and C. E. Lawrence, “Bayesian models for multiple local alignment and gibbs sampling strategies,” *Journal of American Statistics Association*, vol. 90, no. 432, pp. 1156–1170, 1995.

[7] R. Durbin et al., *Biological Sequence Analysis: Probabilistic Models of Proteins and Nucleic Acids*, Cambridge University Press, 1998.

[8] F. P. Roth, J. D. Hughes, P. W. Estep, and G. M. Church, “Finding DNA regulatory motifs within unaligned noncoding sequences clustered by whole-genome mRNA quantitation,” *Nature Biotechnology*, vol. 16, no. 10, pp. 939–945, 1998.

[9] S. Carey and S. Smale, “Analysis and modeling of DNA-protein interactions,” in *Transcriptional Regulation in Eukaryotes: Concepts, Strategies and Techniques*, pp. 448–462, Cold Spring Harbor Laboratory Press, 2000.

[10] G. Z. Hertz and G. D. Stormo, “Identifying DNA and protein patterns with statistically significant alignments of multiple sequences,” *Bioinformatics*, vol. 15, no. 7-8, pp. 563–577, 1999.

[11] G. D. Stormo, “Computer methods for analyzing sequence recognition of nucleic acids,” *Annual Review of Biophysics and Biophysical Chemistry*, vol. 17, pp. 241–263, 1988.

[12] T. L. Bailey and C. Elkan, “Unsupervised learning of motifs in biopolymers using expectation maximization,” Tech. Rep. CS93-302, Department of Computer Science, University of California, San Diego, Calif, USA, 1993.

[13] T. L. Bailey and C. Elkan, “Fitting a mixture model by expectation maximization to discover motifs in biopolymers,” in *Proceedings of the 2nd International Conference on Intelligent Systems for Molecular Biology*, pp. 28–36, 1994.

[14] F. F. M. Liu, J. J. P. Tsai, R. M. Chen, S. N. Chen, and S. H. Shih, “FMGA: finding motifs by genetic algorithm,” in *Proceedings of the 4th IEEE Symposium on Bioinformatics and Bioengineering (BIBE’04)*, pp. 459–466, May 2004.

[15] D. Che, Y. Song, and K. Rasheed, “MDGA: motif discovery using a genetic algorithm,” in *Proceedings of the Genetic and Evolutionary Computation Conference (GECCO ’05)*, pp. 447–452, Washington, DC, USA, June 2005.

[16] F. Chiaromonte, V. B. Yap, and W. Miller, “Scoring pairwise genomic sequence alignment,” in *Proceedings of the Pacific Symposium on Biocomputing*, vol. 7, pp. 115–126, 2002.