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Abstract: The online automatic estimation of the quality of products manufactured in any machining process without any manual intervention represents an important step toward a more efficient, smarter manufacturing industry. Machine learning and Convolutional Neural Networks (CNN), in particular, were used in this study for the monitoring and prediction of the machining quality conditions in a high-speed milling of stainless steel (AISI 303) using a 3mm tungsten carbide. The quality was predicted using the Acoustic Emission (AE) signals captured during the cutting operations. The spectrograms created from the AE signals were provided to the CNN for a 3-class quality level. A promising average f1-score of 94% was achieved.
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1. Introduction

In this paper, we investigate the automatic detection of quality degradation during a milling machining process by analyzing the acoustic signature of the machining process using neural networks. Such a degradation is often due to the inevitable tool wear resulting from any metal cutting process. Typical tool wear is characterized by three stages: break-in, steady state, and failure [1]. Break-in indicates the rapid process that transforms and wears the tool when it is first used. Afterwards, and for most of the tool’s lifespan, the tool’s wear increases gradually; here, the tool is in a steady-state condition. Finally, failure represents a rapidly deterioration phase at the end of the tool’s life.

Reliable continuous quality monitoring would allow real-time decision-making to adjust the machining process when the process is about to produce an undesired surface quality in the workpiece (e.g., replacing a machining tool, changing cutting parameters, etc.). In this paper, we investigate Acoustic Emission (AE) sensors for the indirect monitoring of machining quality. AE sensors are used to detect the high-frequency waves that are provoked by the metal-cutting process. AEs typically include a frequency range from 100 to 1 MHz [2]. The analysis of the AE allows the characterization of the process without a direct observation of the workpiece, thereby possibly avoiding the wasting of material, tools breaking, and unplanned production stops (unplanned equipment downtime).
Theoretical Background

The usage of sensors for the monitoring of cutting processes has been studied for several years. In this context, previous research has demonstrated that the acoustic signals analyzed during an industrial process can contain features which could be used to automatically estimate the quality of the process itself [3,4]. If this is compared to traditional manual interventions, AE signals can be acquired without interfering with the cutting process, and the sensed frequency range is much higher compared to other sensors such as accelerometers. The previous works used AE (often in combination with other sensors) for the prediction and monitoring of the state of the surface, gear grinding [5–7], turning [8,9] and the analysis of scuffing [10]. The surface quality and the tool wear are the variables that are typically monitored. AE sensors have also been studied in other manufacturing processes, such as additive manufacturing [3].

Our study is focused on milling machining for high-precision industry (the watch and automotive industries). Specifically, milling is a machining process that aims to remove material using rotating cutters. For the analysis of different manufacturing operations, AE sensors have been often used in combination (or compared with) other sensors, such as simpler microphones [11], force and power measurements [12], vibration acceleration sensing [13,14], and infrared cameras [15] (for a general survey of data-driven monitoring in the manufacturing process, a reader can refer to the survey of Xu et al. [16]).

The usage of Acoustic Emission sensors for the monitoring of machining processes has been investigated for several years, but the recent availability of data-driven learning solutions based on Machine Learning opens the path to the analysis of larger amounts of data from sensors that have higher dynamics. Machine Learning approaches have shown potential for making better decisions to monitor and, finally, to automate the machining process. Different algorithms are used in the literature, such as Support Vector Machines [11,17], Hidden Markov Models [18], decision trees [14], and (deep) neural networks (such as Convolutional Neural Networks, Long Short-Term Memory networks, etc.) [9].

In this study, we want to investigate the machine learning performances that can be achieved by reducing—at the bare minimum—the pre-processing and feature extraction steps, using only the information from AE sensors. In a similar work, Krishnan et al. [18] extracted the milling process signature and used Hidden Markov modelling for the prediction of the tool conditions. Their study showed a promising correlation between the AE signal features and the tool conditions. In their study, the features were manually extracted. We focus our study on the usage of Convolutional Neural Networks (CNN) [19] for the automatic extraction of the relevant features.

The rest of the paper is organized as follows: Section 2 will describe the materials and the methodology used to acquire the dataset, including the data labeling approach. Section 3 will present the realized data processing and machine learning architecture. Finally, Section 4 will discuss the results achieved.

2. Materials, Methods and Data Acquisition

2.1. Materials

A milling machine, called ‘Micro5’ (Figure 1), was used for the cutting process. The Micro5 machine belongs to a novel category of milling machines characterized by their small size and the related improved efficiency.

The sensor used for the acquisition was a Vallen VS45-H. This sensor is a piezoelectric AE-sensor with a wide frequency response. This sensor can be used in a frequency range between 40 kHz and 450 kHz. For this project, we limited the maximum sampling rate to 200 kHz. Resulting from our use of the Nyquist–Shannon sampling theorem, we limited our study to frequencies between 40 kHz and 100 kHz. The AE sensor was placed in direct contact with the raw material, as displayed in the figure below (Figure 2).
2.2. Methodology: Data Acquisition, Labeling and Classification

For the experimentation, we used a milling machine working with stainless steel (AISI 303) and no lubrication. A tungsten carbide tool with a 3 mm diameter was used for the machining. The cutting process consisted in simple linear passes at different heights (creating a stair-shaped workpiece, as illustrated in Figure 3). Once half of the material was machined, the process was repeated symmetrically. Figure 4 shows the resulting part.

Figure 1. The Micro5, the milling machine used in this study.

Figure 2. Acoustic emission sensor positioning. As highlighted by the red circle, the AE sensor is glued to the material that is being machined.

Figure 3. A visual representation of the milling operation investigated in this study. (a) The raw material before the machining; (b) in black, from the right to the left, the path of the cutting tool. In the representation, we can observe 5 passes, of which 1 is outside the material, and 4 are in the material–top view. (c) Removal of the first 2 levels of the material-lateral view.
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2.3. Milling Dataset

In order to train the supervised machine learning algorithms, the creation of a labeled dataset is needed. The materials presented in the previous sections were used to realize multiple workpieces; the acquired data represent the dataset used for the study. Table 1 summarizes the conditions and the different experiences realized.

Table 1. Summary of the different experiences realized. Only the data from experiences 4, 5 and 6 were used to train the evaluating Machine Learning solutions.

| Experience ID | Spindle Rotation Speed (Revolutions per Minute) | Number of Stairs Machined | Quality Label: 0 (Good), 1 (Intermediate), 2 (Bad) |
|---------------|-----------------------------------------------|---------------------------|--------------------------------------------------|
| 1             | 0 RPM                                         | ×                         | -                                                |
| 2             | 29k RPM                                       | ×                         | -                                                |
| 3             | 35k RPM                                       | ×                         | -                                                |
| 4             | 29k RPM                                       | 6×                        | 0, 0, 0, 1, 1, 1                                 |
| 5             | 33k RPM                                       | 6×                        | 1, 1, 1, 1                                       |
| 6             | 35k RPM                                       | 3×                        | 1, 2, 2                                          |

Experiences 1, 2, and 3 did not involve any actual machining. The tool was mounted on the machine, but the material was not processed. In experience 1, the milling machine was turned on and the spindle was not turning. In experiences 2 and 3, the spindle was turning at 29,000 and 35,000 revolutions per minute respectively, but the cutting tool was not touching the material. This allows the characterization of the signal ‘noise’ generated by the machine, rather than by the contact between the tool and the material. Actual machining with the tool cutting the material was recorded for experiences 4, 5, and 6. The last column presents the encoding of the observed labels: 0 stands for ‘good quality’, 1 for ‘intermediate quality’, and 2 for ‘bad quality’.

A simple observation of the dataset allows us to notice the impact of the spindle’s rotation speed on the machining quality degradation. In the given configuration, a lower RPM allowed the process to maintain a better machining quality for a longer time. A higher RPM quickly degraded the machining quality (due to faster tool wear).
2.4. Labeling Approach

In order to label the dataset, the quality of the machining was computed with the help of the observed surface roughness. As mentioned in the previous paragraph, in this project, we considered three different quality labels (good, intermediate and poor quality). It is important to highlight that the process quality was observed and measured only at the end of the machining of the resulting parts. This implies that the quality of the machining and the related label (used as the ground truth and labels in the analyses) can be assessed only for the particular steps of the process on the surface of the remaining material (see Figure 5).

![Figure 5](image-url) This figure shows the details of a workpiece. The left side was machined with a tool at the end of its lifespan. The presence of multiple chips in the material indicates that the quality of the stair edges has deteriorated.

As shown in Table 1, the acquired database is relatively small. The labeling approach generated only 15 labels, one per stair. In order to augment the labels in the dataset and to make it suitable for the Machine Learning approach, we decided to extend the labels to each pass through the material (multiple passes are required to machine one stair). The stair labels were extended to each pass of the spindle on the material through a linear interpolation. The passes outside the material, when the tool is moving but it is not touching the material, were removed. This allowed us to increase the number of labels from 15 to 544.

2.5. Feature Extraction

Instead of using the raw acoustic data directly as our model input, we converted the value of these sensors into the frequency domain. Several time/frequency transformation approaches were evaluated (wavelet transformation, constant Q-transformation, etc.); in this paper, we present the results achieved with a spectrogram based on the Fast Fourier Transform (FFT) approach (1024 FFTs with a window overlap of 512).

Figure 6 shows an example of 1 minute of the acoustic signal (top part of the figure) and the resulting spectrogram (bottom part). On the first passes on the left, the tool is not touching the material. The periodic pattern shows the different passes in the material. Figure 7 zooms in on the spectrogram generated by one pass.

In the middle of the spectrogram, we can observe a clearer area. This section represents when the tooling machine is actively machining the material and more frequencies are being captured. The darker areas represent the machining portions when there is no contact between the tool and the workpiece. An interesting approach to exploit this data could be to subtract the machine noise signature from the machining noise; however, this approach has not been explored in this paper.

Finally, before providing the spectrograms to the neural network, the inputs were resized to a constant size of 126 × 126 points.
The details of the implementations are presented in Appendix A. This deep learning model is trained to automatically recognize patterns in images, and to associate such patterns with the appropriate label. The architecture of our CNN is as follows: two convolutional layers for the classification itself. For the convolutions, 32 and 64 filters, 3 × 3, were used respectively for the first and second layers. The max pooling and dropout layers were used to reduce the computational cost of the learning, and to reduce the risk of overfitting (a model with high variance and low bias [20]). The details of the implementations are presented in Appendix A.

In order to assess the training process quality, we decided to adopt a cross-validation approach. Cross-validation is used in applied machine learning to estimate the quality of a machine learning model, and it is particularly relevant for small datasets. The goal is to estimate how the model is

![Figure 6](image1.png)

**Figure 6.** Transformation of the signal from the time domain to the related spectrogram. On the left, we can observe that the first 5 passes are outside the material (no-machining), the sixth touches the material only partially, and the following passes characterize the normal machining behavior.

![Figure 7](image2.png)

**Figure 7.** A typical spectrogram of one pass. In the dark blue vertical areas, highlighted by the red arrows, the tool is outside of the machining area. The color, in log scale, represents the intensity of the signal.

2.6. Classification

The spectrograms generated by the feature extraction preprocessing can be used as image-like inputs for the classification task. Image classification is a well-documented problem; today, one of the most frequently-used approaches for such tasks is the Convolutional Neural Network (CNN). This deep learning model is trained to automatically recognize patterns in images, and to associate such patterns with the appropriate label. The architecture of our CNN is as follows: two convolutional layers, the purpose of which is to extract features from the inputted images, followed by two dense layers for the classification itself. For the convolutions, 32 and 64 filters, 3 × 3, were used respectively for the first and second layers. The max pooling and dropout layers were used to reduce the computational cost of the learning, and to reduce the risk of overfitting (a model with high variance and low bias [20]). The details of the implementations are presented in Appendix A.
expected to perform when it is used to make predictions on data that are not seen during the training of the model. The approach used here is a k-folds cross-validation with k = 5. The idea behind the k-fold validation is to split k times the dataset into training and validation sets. As the name implies, for each fold, the newly created training set will be used to train the model, while the validation set (unseen by the model) will be used to evaluate its classification performance. Then, 138 sur 544 images were used in the test set. Among other parameters (such as network complexity), the number of epochs used to train a dataset affects the bias and variance of a classifier. In particular, the more epochs are used to train the dataset, the higher the risk of overfitting. A common approach to limit overfitting is to observe the behavior of the training and validation loss after each epoch during the whole training process. If the training loss tends to get smaller and smaller while the validation loss increases, then we can clearly see that the model is starting to memorize the training set instead of learning general patterns: it is overfitting. The observation of training and validation loss allows for a deeper understanding of the model’s behaviors; it not only gives insight about whether or not the model is overfitting, but also about when it started to happen. The knowledge of when the model starts to overfit allows the use of a technique called early stopping. As the name implies, this will shorten the training process if necessary. The stopping condition is based on the validation loss and how it behaves: if—after converging for a while—it starts going back up, then we know the model is starting to overfit. Categorical cross-entropy was used as the loss function, using Adam as the optimizer.

3. Results

Our classification performances were computed over multiple runs using a confusion matrix (displayed in Figure 8) and an f1-score on a test set that was unseen during the training phase. The f1-score (also called the f-measure) is the harmonic mean of the Precision and Recall [21]. Overall, on these runs, the model achieved an average f1-score of 94% and, as mentioned in the previous section, we reduced the overfitting risk with the help of a 5-fold cross-validation approach, regularization, and dropout layers. Since the dataset is unbalanced (labels 0 and 1 are more represented than label 2), we preferred the f1-score over other metrics, such as accuracy.

![Confusion Matrix](image)

**Figure 8.** Classification performance of the model for one run.

4. Discussion

As shown in the confusion matrix (Figure 8), only a few data points were misclassified by the neural network solution. In addition, the misclassified points belong to the middle class 1, indicating an intermediate quality of the machining: the classifier never confuses ‘good’ quality with ‘bad’ quality. All of the misclassified points were classified with the 0 label; this could be due to the unbalanced dataset, but further analysis is needed to assess this point.

Concerning the computational performances, the filtering of the signal directly after the acquisition and the generation the spectrogram can be achieved in pseudo-real time. Considering the typical length of a machining process (from a few seconds to several minutes), the proposed classifier can
predict the quality of the machining directly during the process. The AE sensor’s high sampling frequency leads to a rapidly-growing dataset, even for rather short cutting operations. In this study, we collected data during the whole processing. However, most of the data are redundant: for instance, the data at the beginning of a pass are quite similar to the data at the end of the same pass. In order to shorten the computation time, it can be opportune to reduce the time windows used to generate the spectrogram to few milliseconds. Instead of collecting data for a whole pass, just a significant fraction of the data can be collected. These results are extremely promising because they show that it is possible to detect the quality of a machining process without directly observing the realized workpiece. This observation has several practical consequences:

- Additional machines to assess the quality can be removed from the production line.
- If the quality estimation can be performed on the fly during the machining, tool breakage and material and time wastage can be avoided.

Nevertheless, the presented results were achieved in a particular set of conditions, and further analyses are needed in order to validate these results in a more general context. The current limitations include:

- The small dataset.
- The fact that realized milling process is simple, as it consists of linear passes repeated at different heights. More complex cutting operations can generate noise that could be more difficult to analyze.
- Only one type of material was used, along with one type of tool and one type of lubrication (no lubrication).

In order to address these limitations, we plan to evaluate the model’s performance on a larger dataset acquired in different machining conditions. The presented 3-class classification problem will be adapted into a multi-objective regression formulation in order to directly predict the surface roughness and dimensional quality (given nominal values to achieve for a specific task). From an applied perspective, the novel approach has the advantage of being easier to adapt to different scenarios. According to the context of utilization, it will be possible to decide for each specific use case what can be considered to be ‘good’ or ‘bad’ machining by fixing the appropriate thresholds. For instance, for a precision workpiece used in the watchmaking industry, minimal variations can have a huge impact on the functioning of a watch, whereas such strict requirements are not required in other domains, and the machining constraints can be relaxed.
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Appendix A

The convolution architecture is detailed with the following summary (generated using Keras API, http://keras.io/ and then adjusted for publication).

Table A1. CNN model summary.

| Layer (Type)          | Output Shape          | Param #     |
|----------------------|-----------------------|-------------|
| Conv2D (relu)        | (None, 126, 126, 32)  | 320         |
| Conv2D (relu)        | (None, 124, 124, 64)  | 18496       |
| MaxPooling2D         | (None, 62, 62, 64)    |             |
| Dropout              | (None, 62, 62, 64)    |             |
| Flatten              | (None, 246016)        |             |
| Dense                | (None, 128)           | 31490176    |
| Dropout              | (None, 128)           |             |
| Dense (softmax)      | (None, 3)             | 387         |

Total params: 31,509,379  
Trainable params: 31,509,379  
Non-trainable params: 0
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