ON THE DISTRIBUTION OF THE NUMBER OF LATTICE POINTS IN NORM BALLS ON THE HEISENBERG GROUPS
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ABSTRACT. We investigate the fluctuations in the number of integral lattice points on the Heisenberg groups which lie inside a Cygan-Korányi norm ball of large radius. Let $E_q(x) = |\mathbb{Z}^{d+1} \cap \delta_x B| - \text{vol}(B)x^{d+2}$ denote the error term which occurs for this lattice point counting problem on the Heisenberg group $\mathbb{H}_q$, where $B$ is the unit ball in the Cygan-Korányi norm and $\delta_x$ is the Heisenberg-dilation by $x > 0$. The characteristic behavior of the error term $E_q(x)$ may only be one of two types, depending on whether $q = 1$ or $q > 1$. It is the higher dimensional case that is the most challenging, and we shall confine ourselves to the case $q \geq 3$. To that end, for $q \geq 3$ we consider the suitably normalized error term $E_q(x)/x^{2q-1}$, and prove it has a limiting value distribution which is absolutely continuous with respect to the Lebesgue measure. We show that the defining density for this distribution, denoted by $P_q(\alpha)$, can be extended to the whole complex plane $\mathbb{C}$ as an entire function of $\alpha$ and satisfies for any non-negative integer $j \geq 0$ and any $\alpha \in \mathbb{R}$, $|\alpha| > \alpha_{q,j}$, the bound:

$$|P_q^{(j)}(\alpha)| \leq \exp\left(-|\alpha|^{4j/\log\log|\alpha|}\right)$$

where $\beta > 0$ is an absolute constant. In addition, we prove that $\int_{-\infty}^{\infty} \alpha^3 P_q(\alpha) d\alpha < 0$, and we give an explicit formula for the $j$-th integral moment of the density $P_q(\alpha)$ for any integer $j \geq 1$. Finally, we show that for $j = 1, 2$, the $j$-th integral moment of $E_q(x)/x^{2q-1}$ is equal to $\int_{-\infty}^{\infty} \alpha^j P_q(\alpha) d\alpha$, and more generally:

$$\lim_{X \to \infty} \frac{1}{X} \int_{-X}^{X} |E_q(x)/x^{2q-1}|^j dx = \int_{-\infty}^{\infty} |\alpha|^j P_q(\alpha) d\alpha$$

for any $0 < \lambda \leq 2$.
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1. Introduction, notation and statement of results

1.1. Introduction. We investigate the fluctuations in the number of integral lattice points on the Heisenberg groups which lie inside a Cygan-Korányi norm ball of expanding radius. This lattice point counting problem arises naturally in the context of the Heisenberg groups, and may be viewed as a non-commutative analogue of the classical lattice point counting problem for Euclidean balls. The latter problem, namely the Euclidean case, has been extensively studied and there is vast body of work dedicated to this subject. Of particular relevance to us is the planar case, the so called Gauss circle problem, which is the problem of determining how many integral lattice points there are in a circle of large radius $x > 0$ centered at the origin. Denoting the unit ball with respect to the Euclidean norm by $B^*$, and the error term by $E(x) = |\mathbb{Z}^2 \cap x B^*| - \pi x^2$, one seeks to determine the exponent $\omega > 0$ defined by:

$$\omega = \sup \{ \alpha > 0 : |E(x)| \ll x^{2-\alpha} \}.$$  

The determination of the exponent $\omega$ is a famous open problem. Gauss gave the first lower bound $\omega \geq 1$. This lower bound has been improved many times over, the landmark results being: $\omega \geq \frac{3}{4}$ Voronoï [21] and Sierpiński [17]; $\omega \geq \frac{280}{289}$ Kolesnik [15]; $\omega \geq \frac{45}{44}$ Iwaniec and Mozzochi [14]; $\omega \geq \frac{288}{289}$ Huxley [13]; $\omega \geq \frac{1131}{1130}$ Bourgain and Watt [4]. It is conjectured that $\omega = \frac{3}{2}$, which is supported by following moment estimates:

$$\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left( E(x)/x^{1/2} \right)^k dx = (-1)^k c_k \quad k = 2, 3, \ldots, 9$$

where $c_k > 0$ are positive constants. For $k = 2$ this was proved by Cramér [6], $k = 3, 4$ by Tsang [19], and for $k = 5, \ldots, 9$ by Wenguang [22]. It is natural to ask: what can be said about the nature in which $|\mathbb{Z}^2 \cap x B^*|$ fluctuates around its expected value $\pi x^2$? Wintner [23] proved that the suitably normalized error term $E(x)/x^{1/2}$ has a limiting value distribution in the sense that, there is a measure $dv$ such that for any interval $I \subseteq \mathbb{R}$:

$$\lim_{X \to \infty} \frac{1}{X} \text{meas}\{ x \in [X, 2X] : \frac{E(x)}{x^{1/2}} \in I \} = \int_I dv(\alpha).$$

Heath-Brown [12] showed that the limiting value distribution is absolutely continuous with respect to the Lebesgue measure, that is $dv(\alpha) = f(\alpha)d\alpha$, and that the density $f(\alpha)$ can be extended to the whole complex plane $\mathbb{C}$ as an entire function of $\alpha$; in particular, $f(\alpha)$ is supported on all of the real line. He also estimated the tails showing that $f(\alpha)$ decays roughly like $\exp (-|\alpha|^{1-c})$, and in particular the is non-Gaussian. The underlying idea behind Heath-Brown’s proof is based on the fact that $E(x)/x^{1/2}$ can be very well approximated in the mean by a very short initial segment of its Voronoï series. In fact, the method developed in [12] applies to a rather general type of functions $F(x)$ satisfying the following hypothesis.

**Hypothesis (H).** There exist continuous real-valued functions $a_1(x), a_2(x), \ldots$ of period 1, and real numbers $\lambda_1, \lambda_2, \ldots$ which are linearly independent over $\mathbb{Q}$, such that:

$$\lim_{M \to \infty} \limsup_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \min \left\{ 1, \left| F(x) - \sum_{n \leq N} a_n(\lambda_n x) \right| \right\} dx = 0$$

where the functions $a_n(x)$ satisfy:

(i) $\int_0^1 a_n(x)dx = 0$  
(ii) $\sum_{n=1}^{\infty} \int_0^1 a_n^2(x)dx < \infty$

(iii) $\max_{x \in [0, 1]} |a_n(x)| \ll n^{1-c}$  
(iv) $\lim_{n \to \infty} n^c \int_0^1 a_n^2(x)dx = \infty \quad$ for some constant $c > 1$.

In the case of the Gauss circle problem, it can be shown that $E(x)/x^{1/2}$ satisfies Hypothesis (H) with:

$$a_n(x) = \frac{[\mu(n)]}{\pi} \sum_{k=1}^{\infty} \frac{r_2(nk^2)}{(nk^2)^{3/4}} \cos \left( 2\pi kx - \frac{3\pi}{4} \right) \quad \lambda_n = \sqrt{n}$$
and one can take \( c = \frac{5}{4} \), for example. Here \( \mu(\cdot) \) is the Möbius function and \( r_2(\cdot) \) is the counting function for the number of representations of an integer as a sum of two squares. There are other well known error terms in analytic number theory, as well as error terms arising from counting problem in other areas, which are known to satisfy Hypothesis (H). We refer the reader to \([13]\) for more details and references.

We now proceed to introduce the lattice point counting problem on the Heisenberg groups. We mentioned at the beginning of the introduction that this problem may be viewed as a non-commutative analogue of the lattice point counting problem for Euclidean balls. More specifically, we shall replace the usual vector addition in \( \mathbb{R}^{2q+1} \) by a non-commutative group law and replace the Euclidean dilation by Heisenberg dilation which will be compatible with our new group structure. The analogue of the Euclidean norm will be the Cygan-Korányi norm, which is the canonical norm on our new group. The lattice point counting problem we shall then consider is that of estimating the number of integral lattice points that are contained in a Heisenberg dilated Cygan-Korányi norm ball of large radius. Our goal will be to prove that the error term, properly normalized, has a limiting value distribution. As we shall see, the various analytic results we shall prove for this limiting distribution correspond precisely to the known results for the two distributions are indistinguishable. Nevertheless, there are some subtle yet profound differences between the two, which is due to the fact the dilation process we are using is no longer the Euclidean one. Also, Hypothesis (H) fails to hold in our case for the exact same reason.

1.2. The lattice point counting problem on the Heisenberg group \( \mathbb{H}_q \). Let \( q \geq 1 \) be an integer. We endow the space \( \mathbb{R}^{2q+1} \equiv \mathbb{R}^2q \times \mathbb{R} \) with the following homogeneous structure:

\[
(v, w) \star (v', w') = (v + v', w + w' + 2(3v, v')) \quad ; \quad J = \begin{pmatrix} 0 & I_q \\ -I_q & 0 \end{pmatrix}
\]

\[
\delta_x(v, w) = (xv, x^2w) \quad ; \quad x \in \mathbb{R}_x
\]

where \( \langle \, , \, \rangle \) stands for standard inner product on \( \mathbb{R}^{2q} \). The identity element is \((0, 0)\) and the inverse is given by \((v, w)^{-1} = (-v, -w)\). We shall write \( \mathbb{H}_q = (\mathbb{R}^{2q+1}, \star) \) and refer to this group as the \( q \)-th Heisenberg group. It is a 2-step nilpotent group with a 1-dimensional center, and it is easily checked that the Heisenberg dilations \( \delta_x \) satisfy:

\[
\delta_x((v, w) \star (v', w')) = \delta_x(v, w) \star \delta_x(v', w')
\]

\[
\delta_{x'}(\delta_x(v, w)) = \delta_{x'x}(v, w).
\]

Hence \( \{\delta_x : x \in \mathbb{R}_x\} \) forms a group of automorphisms of \( \mathbb{H}_q \), called the dilation group. The group \( \mathbb{H}_q \) carries a canonical norm known as the Cygan-Korányi norm:

\[
\mathcal{N}(v, w) = \left( |v|^4 + w^2 \right)^{1/4} \quad ; \quad | \cdot |_2 = \text{Euclidean norm on } \mathbb{R}^{2q}.
\]

It is homogeneous with respect to the action of the dilation group \( \mathcal{N} \circ \delta_x = x \mathcal{N} \), and is sub-additive in the sense that:

\[
\mathcal{N}((v, w) \star (v', w')) \leq \mathcal{N}(v, w) + \mathcal{N}(v', w').
\]

Consequently, the Cygan-Korányi norm defines a left invariant homogeneous distance on \( \mathbb{H}_q \). This norm has been extensively studied by Cygan \([7], [8]\) and Korányi \([10]\). It appears in the expression defining the fundamental solution of a natural sublaplacian on \( \mathbb{H}_q \) and in other natural kernels, see \([18]\) and \([5]\). It is the analogue of the Euclidean norm on the abelian homogeneous group \((\mathbb{R}^{2q+1}, \star)\), and it is for this canonical norm that we shall consider the lattice point counting problem on the \( q \)-th Heisenberg group.

Let:

\( \mathcal{B} = \{(v, w) \in \mathbb{R}^{2q} \times \mathbb{R} : \mathcal{N}(v, w) \leq 1\} \)

be the Cygan-Korányi norm ball in \( \mathbb{H}_q \) of unit radius. We consider the problem of estimating the number of points in the integral lattice \( \mathbb{Z}^{2q+1} \) which lie inside the dilated ball \( \delta_x \mathcal{B} \) of radius \( x > 0 \):

\[
|\mathbb{Z}^{2q+1} \cap \delta_x \mathcal{B}| = \left| \{(z, z') \in \mathbb{Z}^{2q} \times \mathbb{Z} : \mathcal{N}(z, z') \leq x\} \right|.
\]

We expect that the number of such points should be well approximated by \( \nu \text{vol}(\mathcal{B}) x^{2q+2} \), where \( \nu(\cdot) \) is the \((2q + 1)\)-dimensional volume. We shall therefore consider the error term that arises from this approximation.
Definition. Let \( q \geq 1 \) be an integer. For \( x > 0 \) define:
\[
E_q(x) = \left| \mathbb{Z}^{2q+1} \cap \delta_x \mathcal{B} \right| - \text{vol}(\mathcal{B}) x^{2q+2}
\]
and set \( \kappa_q = \sup \{ \alpha > 0 : |E_q(x)| \ll x^{2q+2-\alpha} \} \).

Let us remark that the Gaussian curvature of the enclosing surface \( \partial \mathcal{B} \) vanishes at both points of intersection of \( \mathcal{B} \) with the \( w \)-axis, namely the north and south poles. In fact, all of the \( 2q \) principal curvatures vanish at these two points. We now proceed to describe the current state of knowledge regarding the error term \( E_q(x) \).

1.3. Upper bound, mean-square and \( \Omega \)-results for \( E_q(x) \): A short survey. Garg, Nevo and Taylor \([9]\) have obtained the lower bound \( \kappa_q \geq 2 \) for any value of \( q \geq 1 \). In our previous work \([10]\), this lower bound was proved to be sharp in the case of \( q = 1 \), namely \( \kappa_1 = 2 \), and so the problem is resolved for \( \mathbb{H}_1 \). In the higher dimensional case the behavior of the error term is of an entirely different nature, and is closely related both in shape and form to the error term in the Gauss circle problem as soon as \( q \geq 3 \), while \( q = 2 \) marks the transition point. The case \( q = 2 \) will not be dealt with in the current paper as it requires a different approach, and the corresponding results will appear in a separate paper.

From now on we assume that \( q \geq 3 \). In \([11]\) we succeeded in establishing the upper bound \( |E_q(x)| \ll x^{2q-2/3} \), which translates to the lower bound \( \kappa_q \geq \frac{q}{4} = 2.666... \). This improves upon the lower bound obtained by Garg, Nevo and Taylor. We also have the following \( \Omega \)-result \([11]\):
\[
E_q(x) = \Omega \left( x^{2q-1} \left( \log x \right)^{1/4} W(x) \right) ; \quad W(x) = \left( \log \log x \right)^{1/8}.
\]

Consequently, \( \kappa_q \leq 3 \). In regards to what should be the true order of magnitude of \( E_q(x) \) we conjecture that \( |E_q(x)| \ll \epsilon x^{2q-1/2} \), or in other words \( \kappa_q = 3 \). This conjecture is supported by the second moment estimate established in \([11]\). For \( q \equiv 0 \ (2) \) we have:
\[
\frac{1}{X} \int_X^{2X} \left| \frac{E_q(x)}{x^{2q-1}} \right|^2 \, dx = \frac{1}{2} \left( \frac{\pi^{q-1}}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,m=1 \atop (d,2m)=1}^{\infty} \frac{r_2^2(m,d; q)}{m^{3/2}d^{2q-3}} + 2^{2q} \sum_{d,m=1 \atop d=0(4)}^{\infty} \frac{r_2^2(m,d; q)}{m^{3/2}d^{2q-3}} \right\} + O\left( X^{-1} \log^2 X \right)
\]
and for \( q \equiv 1 \ (2) \):
\[
\frac{1}{X} \int_X^{2X} \left| \frac{E_q(x)}{x^{2q-1}} \right|^2 \, dx = \frac{1}{2} \left( \frac{\pi^{q-1}}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,m=1 \atop (d,2m)=1}^{\infty} \frac{r_2^2(m,d; q)}{m^{3/2}d^{2q-3}} + 2^{2q} \sum_{d,m=1 \atop d=0(4)}^{\infty} \frac{r_2^2(m,d; q)}{m^{3/2}d^{2q-3}} \right\} + O\left( X^{-1} \log^2 X \right).
\]

The arithmetical functions \( r_2(m,d; q) \) and \( r_{2,\chi}(m,d; q) \) will feature prominently throughout the paper, and so it is appropriate at this point to introduce them.

Definition. Let \( q \geq 3 \) be an integer. For integers \( m, d \geq 1 \) define:
\[
r_2(m,d; q) = \sum_{a+b=d, m | a} \left( \frac{|a|}{\sqrt{m}} \right)^{q-1} ; \quad r_{2,\chi}(m,d; q) = \sum_{a+b=d, m | a} \chi(|a|) \left( \frac{|a|}{\sqrt{m}} \right)^{q-1}
\]
where the representation runs over \( a, b \in \mathbb{Z} \), and \( \chi \) denotes the non-trivial Dirichlet character \((mod \ 4)\).

We now proceed to present the main results of this paper. Our goal is to investigate the nature in which \( |\mathbb{Z}^{2q+1} \cap \delta_x \mathcal{B}| \) fluctuates around its expected value \( \text{vol}(\mathcal{B}) x^{2q+2} \). To that end, let \( dv_{X,q}(\alpha) \) be the distribution of the random variable \( x \mapsto E_q(x)/x^{2q-1}, \ x \) uniformly distributed on a segment \([X, 2X]\). We shall establish the weak convergence of the distributions \( dv_{X,q}(\alpha) \), as \( X \to \infty \), to an absolutely continuous distribution \( dv_q(\alpha) = \mathcal{P}_q(\alpha) \, d\alpha \), and obtain decay estimates for its defining density \( \mathcal{P}_q(\alpha) \).
1.4. Statement of the main results.

**Theorem 1.** Let \( q \geq 3 \) be an integer. Then the normalized error term \( E_q(x)/x^{2q-1} \) has a limiting value distribution in the sense that, there exists a probability density \( P_q(\alpha) \) such that for any bounded (piecewise)-continuous function \( F \):

\[
\lim_{X \to \infty} \frac{1}{X} \int_X^{2X} F\left(E_q(x)/x^{2q-1}\right)dx = \int_{-\infty}^{\infty} F(\alpha)P_q(\alpha)d\alpha .
\]

(1.4)

The density \( P_q(\alpha) \) can be extended to the whole complex plane \( \mathbb{C} \) as an entire function of \( \alpha \), and in particular is supported on all of the real line. It satisfies for any non-negative integer \( j \geq 0 \) and any \( \alpha \in \mathbb{R}, |\alpha| > \alpha_{q,j} \), the bound:

\[
|P_q^{(j)}(\alpha)| \leq \exp\left(-|\alpha|^{4-\beta/\log \log |\alpha|}\right)
\]

(1.5)

where \( \beta > 0 \) is an absolute constant.

Theorem 1 therefore establishes the weak convergence of the distributions \( dv_{X,q}(\alpha) \) to an absolutely continuous distribution \( dv_q(\alpha) = P_q(\alpha)d\alpha \) as \( X \to \infty \). Our next result gives an explicit formula for all the integral moments of the density \( P_q(\alpha) \).

**Theorem 2.** Let \( q \geq 3 \) be an integer. The \( j \)-th integral moment of \( P_q(\alpha) \) is given by:

\[
\int_{-\infty}^{\infty} \alpha^j P_q(\alpha)d\alpha = \sum_{\ell_1 + \cdots + \ell_s = j} \prod_{\ell \geq 1} \sum_{m_{\ell} \geq 1 \atop m_{\ell} > m_{\ell+1}} \prod_{i=1}^{\infty} Q_q(m_{\ell}, \ell) ^{\ell_{i}}
\]

(1.6)

where the series on the RHS of (1.6) converges absolutely. For integers \( m, \ell \geq 1 \), the term \( Q_q(m, \ell) \) is given by:

\[
Q_q(m, \ell) = (-1)^\ell \frac{\pi^{q-1}}{4^q(q)} \frac{\mu^2(m)}{m^{q/2}} \sum_{a(8)} \cos \left( \frac{a\pi}{4} \right) \sum_{\ell_1, \ell_2, \cdots, \ell_s = 1}^{\infty} \prod_{i=1}^{s} \frac{1}{d^{\ell_i}} \frac{r(mk^2, d_i; q)}{d^{q/2} k_i^{1/2}}
\]

(1.7)

where for \( q \equiv 0 \pmod{2} \) we define \( \epsilon_q(d) = 1 \), and:

\[
\begin{align*}
\tau(mk^2, d; q) &= \begin{cases} 0 & (k, d) \neq 1 \text{ or } d \equiv 2 \pmod{4} \\
& \quad \cdot (d, 2) = 1 \\
& \quad \cdot (-1)^2 \cdot 2^q r_2(mk^2, d; q) & d \equiv 0 \pmod{4} \end{cases} \\
\end{align*}
\]

while for \( q \equiv 1 \pmod{2} \) we define \( \epsilon_q(d) = 1 \) if \( (d, 2) = 1 \) and \( \epsilon_q(d) = -1 \) otherwise, and:

\[
\begin{align*}
\tau(mk^2, d; q) &= \begin{cases} 0 & (k, d) \neq 1 \text{ or } d \equiv 2 \pmod{4} \\
& \quad \cdot (d, 2) = 1 \\
& \quad \cdot (-1)^{q/2} \cdot 2^q r_2(mk^2, d; q) & d \equiv 0 \pmod{4} \end{cases}
\end{align*}
\]

Note that for \( \ell = 1 \) the sum in (1.7) is void, so by definition \( Q_q(m, 1) = 0 \). In addition, the first moment of \( P_q(\alpha) \) vanishes while its third moment is strictly negative:

\[
\int_{-\infty}^{\infty} \alpha P_q(\alpha)d\alpha = 0 \quad \text{ and } \quad \int_{-\infty}^{\infty} \alpha^3 P_q(\alpha)d\alpha < 0 .
\]

(1.8)

From Theorem 2 it follows that \( P_q(\alpha) \) is asymmetric, and is skewed towards negative values of \( \alpha \). It can also be shown that the maximum of \( P_q(\alpha) \) occurs at positive \( \alpha \). Our third and final result is:
Theorem 3. Let $q \geq 3$ be an integer. Then for $0 < \lambda \leq 2$ we have:

$$\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} |\mathcal{E}_q(x)/x^{2q-1}|^4 \, dx = \int_{-\infty}^{\infty} |\alpha|^4 \mathcal{P}_q(\alpha) d\alpha$$

(1.9)

and, in the case where $\lambda = 1$:

$$\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \mathcal{E}_q(x)/x^{2q-1} \, dx = \int_{-\infty}^{\infty} \alpha \mathcal{P}_q(\alpha) d\alpha .$$

(1.10)

On the method of proof. Our main idea of the proof is to show, using the results obtained in [11], that $\mathcal{E}_q(x)/x^{2q-1}$ can be approximated in the mean by certain oscillating series with incommensurable frequencies. Our problem is then to establish the existence of a limiting distribution for almost periodic functions of a special form. These functions are given by a conditionally convergent square-summable series $\sum_{m=1}^{\infty} \phi_{q,m}(\gamma_m)l$ with linearly independent frequencies $\gamma_m$, where $\phi_{q,m}(\cdot)$ are real valued continuous functions satisfying certain conditions. Heath-Brown [12], see also [2], has proved some general theorems concerning the limiting distribution of certain series similar to ours. The results however can not be applied to our case (at least not directly), since to begin with the functions $\phi_{q,m}(\cdot)$ are not periodic. Nevertheless, the principle ideas developed in [12] can be made to work in our case. As will be apparent, the lack of periodicity will not be the only issue we shall be faced with in the analysis stage of $\phi_{q,m}(\cdot)$ and there will be additional difficulties, more intrinsic in nature, that we shall need to overcome.

Notation and conventions. Throughout this paper, $q \geq 3$ is an arbitrary fixed integer. The following notation will occur repeatedly in this paper:

1. $\chi$ = the non-trivial Dirichlet character (mod 4)
2. $\mu$ = the Möbius function
3. $\gamma_m = \sqrt{m}$ ; $m \in \mathbb{N}$
4. $\xi(d; q) = \mathbb{1}_{d=1(2)} + (-1)^{\frac{q+1}{2}} \mathbb{1}_{d=0(2)} + (-1)^{\frac{q+1}{2}} 2^{q/2} \mathbb{1}_{d=0(4)}$ ; $q \equiv 0 (2)$
5. $\varphi_q = \frac{\pi^q}{(1 - 2^{-q}) \Gamma(q) \zeta(q)}$ ; $\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}$, $\Re(s) > 1$
6. $\varphi_{X,q} = \frac{\pi^q}{2^{q-1} \Gamma(q) L(q, \chi)}$ ; $L(s, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}$, $\Re(s) > 1$
7. $r_2(m) = \left| \{(a, b) \in \mathbb{Z}^2 : a^2 + b^2 = m\} \right|

2. Almost periodicity of $\mathcal{E}_q(x)/x^{2q-1}$

2.1. Statement of Theorem 4. In this section we show that the normalized error term $\mathcal{E}_q(x)/x^{2q-1}$ can be approximated, in a suitable sense, by means of certain oscillating series. This notion is made precise in the following theorem:

Theorem 4. We have:

$$\lim_{M \to \infty} \limsup_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left| \mathcal{E}_q(x)/x^{2q-1} - \sum_{m \leq M} \phi_{q,m}(\gamma_m x^2) \right|^2 dx = 0$$

(2.1)

where the functions $\phi_{q,m}(\cdot)$ are defined in accordance with the parity of $q$. For $q \equiv 0 (2)$:

$$\phi_{q,m}(t) = \frac{\varphi_q}{2\pi} \frac{r_2(m)}{m^{3/4}} \sum_{d, k=1}^{\infty} \frac{\xi(d; q) r_2(mk^2, d; q)}{d^{q - 3/2} k^{3/2}} \sin \left( \frac{2\pi k}{d} - \frac{\pi}{4} \right)$$
and for $q \equiv 1 \pmod{2}$:

$$
\Phi_{q,m}(t) = 2^{q-2} \frac{\vartheta_{\eta,q}}{\pi} \sum_{m=3/4} \frac{\chi(d) r_2(m^2, d; q)}{d^{q-3/2} m^{3/4}} \sin \left(2\pi \frac{k}{d} t - \frac{\pi}{4}\right) + \frac{(-1)^{\frac{q+1}{2}}}{2^q} \sum_{\substack{d, k=1 \atop d \equiv 0 \pmod{4}}}^{\infty} \frac{r_{2, \chi}(m^2, d; q)}{d^{q-3/2} m^{3/2}} \cos \left(2\pi \frac{k}{d} t - \frac{\pi}{4}\right).
$$

The proof of Theorem 4 will be given at the end of this section. We now proceed to analyse the approximate expression for $E_q(x)$ obtained in [11].

2.2. **The approximate expression for $E_q(x)$**. In [11] we obtained a Voronoï-type series expansion for the error term $E_q(x)$. The derivation of this series expansion is quite involved and highly technical, and occupies a substantial part of [11]. Before we present it, we give a rough sketch of the main ideas. The first step is to execute the lattice point count in the following form:

$$
|\mathcal{B}| = 2 \sum_{0 \leq m \leq \frac{2q+1}{2}} r_{2q}(m) \left(\sqrt{x^4 - m^2} - m\right) + \sum_{0 \leq |n| \leq \frac{2q+1}{2}} r_{2q}(m) + \sum_{|m| \leq \frac{2q+1}{2}} \sum_{0 \leq |n| \leq \frac{2q+1}{2}} r_{2q}(m) - 2 \sum_{0 \leq m \leq \frac{2q+1}{2}} r_{2q}(m) 2\psi \left(\sqrt{x^4 - m^2}\right)
$$

where $\psi(t) = t - \lfloor t \rfloor - 1/2$, and $r_{2q}(m)$ is the counting function for the number of representation of the integer $m$ as a sum of $2q$-square. One then proceeds to extract the main term. The first sum is estimated using contour integration and gives a contribution to the main term plus a negligible error term. The second sum is estimated directly using the Euler–Maclaurin summation formula, which together with the second sum, gives a contribution to the main term plus a non-negligible error term in the form of a certain oscillating sum involving the function $\psi$. Having extracted the main term, the next step is to subject the oscillating sums involving the function $\psi$ to a transformation process whose end result is the Voronoï-type series expansion mentioned above. This process begins with an application of Vaaler’s Lemma, which enables us to approximate the above $\psi$-sums by a certain type of exponential sums. In turn, these exponential sums are estimated using a sharp form of the B-process of Van der Corput. The end result of this long process is:

$$
E_q(x) \approx \Phi_{q,m}(t) + \sum_{d,m} v(d) \frac{r_2(m, d; q)}{d^{q-3/2} m^{3/4}} \sin \left(2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4}\right) + \sum_{d,m} \eta(d) \frac{r_{2, \chi}(m, d; q)}{d^{q-3/2} m^{3/2}} \cos \left(2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4}\right) + \text{lower order terms}
$$

where the range of summation depends on the variable $x$, and $v(\cdot)$, $\eta(\cdot)$ are certain bounded coefficients which depend on $q$. The fact of the matter is that the series expansion for $E_q(x)$ is a bit more involved than the one sketched above. In order to state it, we first need to introduce some notation and definitions.

**Definition.** Let $H \geq 1$. For integers $m, d \geq 1$ we define the following arithmetical functions:

$$
a_H(m, d; q) = \frac{1}{m^{3/4}} \left\{ \sum_{n+h^2=m \atop 0 \leq n \leq H \atop n \equiv 0 \pmod{d}} \tau \left(\frac{h}{|H| + 1}\right) \left(\frac{h}{\sqrt{m}}\right)^{q-1} + \sum_{n+h^2=m \atop 1 \leq h \leq H \atop n \equiv 0 \pmod{H} \atop h \equiv 0 \pmod{d}} \tau \left(\frac{h}{d|H| + d}\right) \left(\frac{n}{\sqrt{m}}\right)^{q-1} \right\}
$$

$$
a_H^*(m, d; q) = \frac{1}{m^{3/4}} \left\{ \sum_{n+h^2=m \atop 1 \leq h \leq H \atop n \equiv 0 \pmod{H} \atop h \equiv 0 \pmod{d}} \tau \left(\frac{h}{|H| + 1}\right) \left(\frac{h}{\sqrt{m}}\right)^{q-1} + \sum_{n+h^2=m \atop 1 \leq h \leq H \atop n \equiv 0 \pmod{H} \atop h \equiv 0 \pmod{d}} \tau^* \left(\frac{h}{d|H| + d}\right) \left(\frac{n}{\sqrt{m}}\right)^{q-1} \right\}
$$
\[
\begin{align*}
    a_{H,x}(m, d; q) &= \frac{2}{m^{3/4}} \left\{ \sum_{n+h^2=m \atop 1 \leq h \leq H} \chi(-n) \tau \left( \frac{n}{d[H/d] + d} \right) \left( \frac{n}{\sqrt{m}} \right)^{q-1} \right. \\
    &\quad \left. + \sum_{n+h^2=m \atop 0 \leq n \leq h} \chi(-n) \tau \left( \frac{n}{d[H/d] + d} \right) \left( \frac{n}{\sqrt{m}} \right)^{q-1} \right\}
\end{align*}
\]

where the double-dash \( ^{\prime\prime} \) indicates that the terms \((n, h)\) corresponding to \(n = 0, h\) are multiplied by \(1/2\), and \(\lambda(h) = \mathbb{1}_{h=0(4)} - \mathbb{1}_{h=2(4)}\). The functions \(\tau(t)\) and \(\tau^*(t)\) are given by:

\[
\begin{align*}
    \tau(t) &= t(1-t) \cot (\pi t) + \pi^{-1}t ; \quad 0 < t < 1 \\
    \tau^*(t) &= t(1-t) ; \quad 0 < t < 1.
\end{align*}
\]

Remark 1. Note that for integers \(m > 2H^2\) the above arithmetical functions vanish identically. Let us also note that since \(\tau(t)\) is bounded on the closed interval \([0,1]\), in fact \(\tau(t) = \pi^{-1} + O(t^2)\) uniformly for \(t \in [0,1]\), we have that:

\[
    |a_{H,x}(m, d; q)| \leq a_H(m, d; q) \leq C \frac{r_2(m, d; q)}{m^{3/4}} \mathbb{1}_{m \leq 2H^2}
\]

for any integers \(m, d \geq 1\) and any \(H \geq 1\), where \(C > 0\) is an absolute constant.

With the above arithmetical functions we construct the following trigonometric sums.

**Definition.** Let \(H \geq 1\). For real \(x > 0\) we define the following trigonometric sum in accordance with the parity of \(q\).

For \(q \equiv 0 \pmod{2}\):

\[
S_{q,H}(x) = 2\varrho_q \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{\xi(d; q)a_H(m, d; q)}{d^{q-3/2}} \sin \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right)
\]

\[
S^*_{q,H}(x) = 2\varrho_q \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{\lvert\xi(d; q)\rvert a_H(m, d; q)}{d^{q-3/2}} \cos \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right).
\]

For \(q \equiv 1 \pmod{2}\):

\[
S_{q,H}(x) = 2\varrho_q \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{\chi(d)a_H(m, d; q)}{d^{q-3/2}} \sin \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right) +
\]

\[
\left. + (-1)^{a-1} 2^{q-1} \varrho_{q,y} \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{a_{H,y}(m, d; q)}{d^{q-3/2}} \cos \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right) \right).
\]

\[
S^*_{q,H}(x) = 2\varrho_{q,y} \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{b_H(m, d; q)}{d^{q-3/2}} \cos \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right)
\]

\[
T_{q,H}(x) = 2\varrho_{q,y} \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{\chi(d)}{d^{q-3/2} h^{3/2}} \tau \left( \frac{h}{d[H/d] + d} \right) \sin \left( 2\pi \frac{h^2}{d^2} x^2 - \frac{\pi}{4} \right)
\]

\[
T^*_{q,H}(x) = (-1)^{a-1} 2^{q-1} \varrho_{q,y} \sum_{m \leq 2H^2 \atop d \leq \sqrt{m}} \frac{\chi(h)}{d^{q-3/2} h^{3/2}} \tau \left( \frac{h}{d[H/d] + d} \right) \cos \left( 2\pi \frac{h^2}{d^2} x^2 - \frac{\pi}{4} \right)
\]
\[ T_q^H(x) = 2 \mathcal{S}_{q,H} \sum_{d \leq H} \frac{\lambda'(h,d)}{d^{q-3/2}} \mathcal{K}(x/H) \cos \left( 2\pi \frac{h}{d} \right) \]

where \( \mathcal{K}(m,d;q) = 2^{q-1} \Lambda_H(m,d;q) + 2^{q-2} \mathbb{I}_{d \equiv 0(4)} \mathcal{B}_H(m,d,q) \), and \( \Lambda'(h,d) = 2^{q-2} + \mathbb{I}_{d \equiv 0(4)} 4^{q-1} \lambda(h) \).

We have the following approximate expression for \( E_q(x) \) (see \( \text{[1]} \), §3.4 Proposition 3.1).

**Proposition 1.** Let \( X > 0 \) be large, \( H = H(X) = X^2/2 \) and \( X \leq x \leq 2X \). Then:

\[ E_q(x) / x^{2q-1} = \mathcal{S}_{q,H}(x) + \mathcal{R}_q^H(x) + 1_{q = 3} \left( \mathcal{T}_{q,H}(x) + \mathcal{T}_{q,H}(x) \right) + O \left( x^{-1} \log^2 x \right) \tag{2.2} \]

where for \( q \equiv 0 \) (2):

\[ |\mathcal{R}_q^H(x)| \leq \mathcal{S}_{q,H}(x) + \mathcal{C}_q \log^2 x \quad ; \quad \mathcal{C}_q > 0 \tag{2.3} \]

and for \( q \equiv 1 \) (2):

\[ |\mathcal{R}_q^H(x)| \leq \mathcal{S}_{q,H}(x) + 1_{q = 3} \mathcal{T}_{q,H}(x) + \mathcal{C}_q \log^2 x \quad ; \quad \mathcal{C}_q > 0 \tag{2.4} \]

**Remark 2.** The above approximate expression was key in establishing the asymptotic estimate for the second moment of \( E_q(x) \) with a sharp bound on the remainder term (see \( \text{[1]} \), §1.3 Theorem 2). For our present purposes, namely proving Theorem 4, one could work with a weaker form of the approximate expression.

2.3. **Approximating \( E_q(x) \) in the mean by a short initial segment of \( \mathcal{S}_{q,H}(x) \).** Our first objective is to dispose of the remainder terms appearing in \( (2.2) \). We have the following estimate (see \( \text{[1]} \) §4.2 Proposition 4.5).

**Lemma 1.** Let \( X > 0 \) be large, \( H = H(X) = X^2/2 \). If \( \mathcal{K}(x) = \mathcal{K}_{q,H}(x) \) denotes any of the following trigonometric sums: \( \mathcal{S}_{q,H}(x) \), \( \mathcal{T}_{q,H}(x) \), \( \mathcal{T}_{q,H}(x) \), \( \mathcal{T}_{q,H}(x) \), then:

\[ \frac{1}{X} \int_{X}^{2X} \mathcal{K}(x) dx \ll \left( X^{-1} \log^2 X \right)^2. \tag{2.5} \]

We immediately obtain:

**Proposition 2.** For \( X > 0 \) let \( H = H(X) = X^2/2 \). Then:

\[ \lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left| \mathcal{E}_q(x)/x^{2q-1} - \mathcal{S}_{q,H}(x) \right|^2 dx = 0. \tag{2.6} \]

**Proof.** From Proposition 1 and Lemma 1 we obtain after applying Cauchy–Schwarz inequality to handle the cross-terms:

\[ \frac{1}{X} \int_{X}^{2X} \left| \mathcal{E}_q(x)/x^{2q-1} - \mathcal{S}_{q,H}(x) \right|^2 dx \ll X^{-2} \log^4 X. \tag{2.7} \]

Letting \( X \to \infty \) concludes the proof.

Having disposed of the remainder terms in the approximate expression \( (2.2) \), our next objective is to reduce the number of terms appearing in \( \mathcal{S}_{q,H}(x) \). We have the following lemma (see \( \text{[1]} \) §4.1 Lemma 4.1).

**Lemma 2.** Let \( X_0 \geq 1 \) be a fixed parameter. Suppose that for \( X > X_0 \), there are arithmetical functions \( v, \eta : \mathbb{N} \to \mathbb{R} \) and \( \alpha, \beta : \mathbb{N}^2 \to \mathbb{R} \), depending on the parameter \( H = H(X) = X^2/2 \), which satisfy the following two conditions:

\begin{align*}
C.1 \quad|v(d)|, \quad|\eta(d)| & \leq w_q / d^{q-3/2} \mathbb{I}_{d \leq \sqrt{H}} \\
C.2 \quad|\alpha(n,d)|, \quad|\beta(n,d)| & \leq C \frac{r_2(n,d; q)}{n^{3/4}} \mathbb{I}_{n \leq H^2}
\end{align*}
where \( C, w_q > 0 \) are absolute constants. For real \( x > 0 \) define:

\[
\mathcal{I}_{q,H}^\sin(x; \nu, \alpha) = \sum_{d,n} \nu(d) \alpha(n, d) \sin \left( 2\pi \frac{\sqrt{n}}{d} x^2 - \frac{\pi}{4} \right)
\]

\[
\mathcal{I}_{q,H}^\cos(x; \eta, \beta) = \sum_{d,n} \eta(d) \beta(n, d) \cos \left( 2\pi \frac{\sqrt{n}}{d} x^2 - \frac{\pi}{4} \right).
\]

Then for all large \( X > X_0 \):

\[
\frac{1}{X} \int_X^{2X} \left( \mathcal{I}_{q,H}^\sin(x; \nu, \alpha) + \mathcal{I}_{q,H}^\cos(x; \eta, \beta) \right)^2 \, dx = \frac{1}{2} \left( \Xi_H(x; \nu, \alpha) + \Xi_H(x; \eta, \beta) \right) + O \left( X^{-1} \log X \right)
\]  

(2.8)

where:

\[
\Xi_H(x; \nu, \alpha) = \sum_{\ell,d,n} |\mu(\ell)| \left( \sum_r \nu(rd) \alpha((rn)^2 \ell, rd) \right)^2 ; \quad \Xi_H(x; \eta, \beta) = \sum_{\ell,d,n} |\mu(\ell)| \left( \sum_r \eta(rd) \beta((rn)^2 \ell, rd) \right)^2
\]

and the implied constant depends only on the absolute constants in conditions C.1 and C.2

With the aid of Lemma 2 we prove the following proposition:

**Proposition 3.** For \( X > 0 \) let \( H = H(X) = X^2/2 \). Then:

\[
\lim_{M \to \infty} \limsup_{X \to \infty} \frac{1}{X} \int_X^{2X} \left| S_{q,H}(x) - S_{q,M,H}(x) \right|^2 \, dx = 0
\]

(2.9)

where for \( q \equiv 0 \mod 2 \):

\[
S_{q,H}(x) = 2q \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{\chi(d; q) a_{q}(m, d; q)}{d^{q-3/2}} \sin \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right)
\]

and for \( q \equiv 1 \mod 2 \):

\[
S_{q,H}(x) = 2q \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{\chi(d; q) a_{q}(m, d; q)}{d^{q-3/2}} \sin \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right) \cos \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right)
\]

\[
+ \frac{1}{d} \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{a_{H,q}(m, d; q)}{d^{q-3/2}} \cos \left( 2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4} \right).
\]

**Proof.** Fix an integer \( M \geq 1 \). We refer to Lemma 2 with \( X_0 = 2M \). Let \( X > X_0, H = H(X) = X^2/2 \). For \( q \equiv 0 \mod 2 \) we define:

\[
\nu(d) = 2q \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{\chi(d; q)}{d^{q-3/2}} \quad ; \quad \alpha(m, d) = a_{H}(m, d; q) \mathbb{1}_{m> M}
\]

\[
\eta(d) = 0 \quad ; \quad \beta(m, d) = 0.
\]

For \( q \equiv 1 \mod 2 \) we define:

\[
\nu(d) = 2q \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{\chi(d; q)}{d^{q-3/2}} \quad ; \quad \alpha(m, d) = a_{H}(m, d; q) \mathbb{1}_{m> M}
\]

\[
\eta(d) = \frac{1}{d} \sum_{m \leq M \atop d \leq \sqrt{H}} \frac{a_{H,q}(m, d; q)}{d^{q-3/2}} \mathbb{1}_{d \equiv 0 \mod 4} \quad ; \quad \beta(m, d) = a_{H,q}(m, d; q) \mathbb{1}_{m> M}
\]

With the above definitions we have for \( X < x < 2X \):

\[
S_{q,H}(x) - S_{q,M,H}(x) = \mathcal{I}_{q,H}^\sin(x; \nu, \alpha) + \mathcal{I}_{q,H}^\cos(x; \eta, \beta).
\]
Conditions C.1 and C.2 are clearly satisfied. Let us first estimate $\Xi_H(v, \alpha)$ and $\Xi_H(\eta, \beta)$. For integers $m, \ell, r, d \geq 1$ we have:

$$|\alpha((rm)^2\ell, rd)|, |\alpha((rm)^2\ell, rd)| \leq c \frac{r_2((rm)^2\ell, rd; q)}{(m^2\ell)^{3/4}r^{3/2}} l_M < m^2\ell r^2 \leq 2H^2; \quad c > 0 \text{ an absolute constant}$$

$$r_2((rm)^2\ell, rd; q) = r_2(m^2\ell, d; q) \leq r_2(m^2\ell) .$$

Thus:

$$0 \leq \Xi_H(v, \alpha) + \Xi_H(\eta, \beta) \ll \sum_{n} \frac{r_2(n)}{n^{3/2}} \left( \sum_{m^2 \geq M} \frac{1}{r^d} \right)^2 \ll M^{-1/2} \log 2M . \quad (2.10)$$

Taking $\lim \sup$ we obtain from (2.8) in Lemma 2:

$$\limsup_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left| S_{q,H}(x) - S_{q,H}^{M}(x) \right|^2 \, dx \ll M^{-1/2} \log 2M . \quad (2.11)$$

Letting $M \to \infty$ concludes the proof. \hfill \square

2.4. **Proof of Theorem 4.** Before presenting the proof of Theorem 4, we need the following lemma (see [11, §4.3 Lemma 4.5]) which shows that for integers $m \geq 1$ which are of moderate size with respect to the parameter $H$, $m^{3/4}a_H(m, d; q)$ and $m^{3/4}a_{H,\chi}(m, d; q)$ can be approximated by $r_2(m, d; q)$ and $r_{2,\chi}(m, d; q)$ with a reasonable error.

**Lemma 3.** Let $H \geq 1$. Suppose the $1 \leq d \leq H$ and $1 \leq m \leq Y$ for some $Y \leq H^2$; then:

$$a_H(m, d; q) = \frac{r_2(m, d; q)}{4\pi m^{3/4}} + O \left( \frac{r_2(m, d; q)Y}{m^{3/4}H^2} \right) \quad (2.12)$$

$$a_{H,\chi}(m, d; q) = -\frac{r_{2,\chi}(m, d; q)}{2\pi m^{3/4}} + O \left( \frac{r_2(m, d; q)Y}{m^{3/4}H^2} \right) \quad (2.13)$$

where the implied constant is absolute.

We now proceed to present the proof of Theorem 4.

**Proof.** (Theorem 4.) By Proposition 2 and Proposition 3 it suffices to show that:

$$\lim_{M \to \infty} \limsup_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left| S_{q,H}^{M}(x) - \sum_{m \leq M} \phi_{q,m} (\gamma m x^2) \right|^2 \, dx = 0 \quad (2.14)$$

Fix an integer $M \geq 1$. We refer to Lemma 2 with $X_0 = 2M$. Define:

$$\mathcal{A}_M = \{ M < n \leq M^4 : n = mk^2 \text{ with } m > M \text{ and } \mu^2(m) = 1 \}.$$ 

Let $X > X_0$, $H = H(X) = X^2/2$. For $q \equiv 0 \pmod{2}$ we define:

$$\nu(d) = \frac{q_d \chi(d; q)}{2\pi} \frac{d^{3/2}}{d^q-3/2} \mathbb{1}_{d \leq \sqrt{H}} ; \quad \alpha(n, d) = \frac{r_2(n, d; q)}{n^{3/4}} \mathbb{1}_{n \in \mathcal{A}_M}$$

$$\eta(d) = 0 ; \quad \beta(n, d) = 0 .$$

For $q \equiv 1 \pmod{2}$ we define:

$$\nu(d) = 2^{q-2} \frac{q_d \chi(d; q)}{\pi} \frac{d^{3/2}}{d^q-3/2} \mathbb{1}_{d \leq \sqrt{H}} ; \quad \alpha(n, d) = \frac{r_2(n, d; q)}{n^{3/4}} \mathbb{1}_{n \in \mathcal{A}_M}$$

$$\eta(d) = (-1)^{\frac{q_d}{2}} \frac{q_d \chi(d; q)}{\pi} \frac{1}{d^q-3/2} \mathbb{1}_{d \neq 0 (4)} \mathbb{1}_{d \leq \sqrt{H}} ; \quad \beta(n, d) = \frac{r_{2,\chi}(n, d; q)}{n^{3/4}} \mathbb{1}_{n \in \mathcal{A}_M}.$$
Let $X < x < 2X$. By Lemma 3 we have for $q \equiv 0 \pmod{2}$:

$$S_{q,H}^M(x) - \sum_{m \leq M} \Phi_{q,m}(\gamma m^2) = \frac{\vartheta_4}{2\pi} \sum_{d \leq \sqrt{M}} \frac{\xi(d;q) r_2(m,d;q)}{d^{q-3/2} m^{3/4}} \sin \left(2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4}\right) -$$

$$- \sum_{m \leq M} \Phi_{q,m}(\gamma m^2) + O\left(M^{5/4} X^{-4}\right) = \frac{\vartheta_4}{2\pi} \sum_{d \leq \sqrt{M}} \frac{\xi(d;q) r_2(m,d;q)}{d^{q-3/2} m^{3/4}} \sin \left(2\pi \frac{\sqrt{m}}{d} x^2 - \frac{\pi}{4}\right) -$$

$$- \frac{\vartheta_4}{2\pi} \sum_{\substack{m k^2 \leq M^4 \in \mathbb{Z}}} \mu^2(m) \frac{\xi(d;q_2(m k^2,d;q_2)}{d^{q-3/2} (m k^2)^{3/4}} \sin \left(2\pi \frac{\sqrt{m k^2}}{d} x^2 - \frac{\pi}{4}\right) + O\left(M^{5/4} X^{-1/2} + M^{-1/2} \left(\log 2M\right)^3\right) =$$

$$= \mathcal{J}_{q,H}^\sin(x;\nu,\alpha) + \mathcal{J}_{q,H}^\cos(x;\eta,\beta) + O\left(M^{5/4} X^{-1/2} + M^{-1/2} \left(\log 2M\right)^3\right). \tag{2.15}$$

By Lemma 3 for $q \equiv 1 \pmod{2}$, the same arguments give:

$$S_{q,H}^M(x) - \sum_{m \leq M} \Phi_{q,m}(\gamma m^2) = \mathcal{J}_{q,H}^\sin(x;\nu,\alpha) + \mathcal{J}_{q,H}^\cos(x;\eta,\beta) + O\left(M^{5/4} X^{-1/2} + M^{-1/2} \left(\log 2M\right)^3\right). \tag{2.16}$$

From the definition of $\mathcal{A}_M$ it follows that:

$$0 \leq \mathcal{H}_M(v,\alpha) + \mathcal{H}_M(\eta,\beta) \ll \sum_{n \geq M} r^2_2(n)/n^{3/2} \ll M^{-1/2} \log 2M$$

and so by (2.8) in Lemma 2 we have:

$$\limsup_{X \to \infty} \frac{1}{X} \int_X^{2X} \left| \mathcal{J}_{q,H}^\sin(x;\nu,\alpha) + \mathcal{J}_{q,H}^\cos(x;\eta,\beta) \right|^2 dx \ll M^{-1/2} \log 2M. \tag{2.17}$$

Applying Cauchy–Schwarz inequality to handle the cross-terms we conclude from (2.15), (2.16) and (2.17) that:

$$\limsup_{X \to \infty} \frac{1}{X} \int_X^{2X} \left| S_{q,H}^M(x) - \sum_{m \leq M} \Phi_{q,m}(\gamma m^2) \right|^2 dx \ll M^{-1/2} \log 2M. \tag{2.18}$$

Letting $M \to \infty$ concludes the proof. \hfill \Box

3. The Probability Density $\mathcal{P}_q(\alpha)$

3.1. Statement of Theorem 5 & 6. In this section we construct the probability density. The theorems we shall set out to prove are:

**Theorem 5.** Let $\alpha \in \mathbb{C}$. Then the limit:

$$\Phi_q(\alpha) \overset{\text{def}}{=} \lim_{M \to \infty} \lim_{X \to \infty} \frac{1}{X} \int_X^{2X} \exp\left(2\pi i \alpha \sum_{m \leq M} \Phi_{q,m}(\gamma m^2)\right) dx \tag{3.1}$$

exists, and defines an entire function of $\alpha$. It is given by:

$$\Phi_q(\alpha) = \prod_{m=1}^{\infty} L(\alpha, m) = \lim_{n \to \infty} \frac{1}{n!} \int_0^n \exp\left(2\pi i \alpha \log |\alpha| + C_q |\alpha|^{1/4}\right) dt.$$ 

where $L(\alpha, m)$ are entire functions of $\alpha$, and the infinite product converges absolutely and uniformly on any compact subset of the plane. For large $|\alpha|$, $\alpha = \sigma + i\tau$, $\Phi_q(\alpha)$ satisfies the bound:

$$|\Phi_q(\alpha)| \leq \exp\left(-\left(C_q^{-1}\sigma^2 - C_q\tau^2\right)|\alpha| \log |\alpha| + C_q |\tau|^{1/4}|\alpha|\right) \tag{3.2}$$
where \( C_q > 1 \) is constant, and \( F(x) = x^{\frac{1}{\log\log x}} \) with \( c > 0 \) an absolute constant. In particular, for any non-negative integer \( j \geq 0 \) and any \( \sigma \in \mathbb{R} \), \( |\sigma| > \sigma_{q,j} \), we have:

\[
|\Phi_{q,j}^{(j)}(\sigma)| \leq \exp \left( -K_q \sigma^2 F^{-1/2}(|\sigma|) \log |\sigma| \right) ; \quad K_q = \frac{1}{2^c C_q}.
\]

**Theorem 6.** Let \( x \in \mathbb{R} \). Then the integral:

\[
P_q(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi_q(\sigma) \exp \left( -2\pi i x \sigma \right) d\sigma
\]

converges absolutely, and defines a probability density. It satisfies for any non-negative integer \( j \geq 0 \) and any \( x \in \mathbb{R} \), \( |x| > x_{q,j} \), the bound:

\[
|P_q(x)| \leq \exp \left( -|x|^{4 - \beta / \log \log |x|} \right) ; \quad \beta = 48c .
\]

Moreover, the density \( P_q(x) \) can be extended to the whole complex plane \( \mathbb{C} \) as an entire function of \( x \), and in particular is supported on all of the real line.

The proofs will be given at the end of this section.

### 3.2. Mean value theorems

In this section we establish certain mean value theorems related to the functions \( \Phi_{q,m}(t) \). We make the following definition.

**Definition.** For integers \( m, n \geq 1 \), we define the function \( \Phi_{q,m}(\cdot; n) \) in accordance with the parity of \( q \). For \( q \equiv 0 \) (2):

\[
\Phi_{q,m}(t;n) = \frac{\varphi_q \mu^2(m)}{2\pi m^{3/4}} \sum_{d \leq n} \sum_{k=1}^{\infty} \frac{\chi(d) \tau_2(mk^2, d; q)}{d^{3/2} k^{3/2}} \sin \left( 2\pi \frac{k}{d} t - \frac{\pi}{4} \right)
\]

and for \( q \equiv 1 \) (2):

\[
\Phi_{q,m}(t;n) = 2\varphi_q \frac{\mu^2(m)}{m^{3/4}} \left\{ \sum_{d \leq n} \sum_{k=1}^{\infty} \frac{\chi(d) \tau_2(mk^2, d; q)}{d^{3/2} k^{3/2}} \sin \left( 2\pi \frac{k}{d} t - \frac{\pi}{4} \right) \right. + \left. (-1)^{\frac{\mu_1}{2}} 2^q \sum_{d \leq n} \sum_{k=1}^{\infty} \frac{\tau_2(mk^2, d; q)}{d^{3/2} k^{3/2}} \cos \left( 2\pi \frac{k}{d} t - \frac{\pi}{4} \right) \right\}.
\]

**Lemma 4.** For any integers \( m, n \geq 1 \) and any \( t \in \mathbb{R} \):

\[
|\Phi_{q,m}(t)| \leq a_q \frac{\mu^2(m)}{m^{3/4}} \tau_2(m) ; \quad |\Phi_{q,m}(t;n)| \leq a_q \frac{\mu^2(m)}{m^{3/4}} \tau_2(m) \tag{3.5}
\]

\[
|\Phi_{q,m}(t) - \Phi_{q,m}(t;n)| \leq a_q \frac{\mu^2(m)}{m^{1/2}} \tau_2(m) \tag{3.6}
\]

where \( a_q > 0 \) is some constant.

**Proof.** Let \( m, n \geq 1 \) be any integers with \( \mu^2(m) = 1 \). First, we note that \( |\tau_2(mk^2, d; q)| \leq \tau_2(\cdot; q) \leq \tau_2(\cdot) \). Suppose \( k, d \geq 1 \) are integers. If \( m \) has a prime divisor \( p = 3 \) (4) then \( \tau_2(mk^2, d; q) = \tau_2(mk^2, d; q) = 0 \) because \( m \) is square-free, and so \( \Phi_{q,m}(t) = \Phi_{q,m}(t;n) \equiv 0 \). We may thus suppose that if \( p | m \) then either \( p = 2 \) or \( p = 1 \) (4). In this case we have:

\[
|\tau_2(mk^2, d; q)| \leq |\tau_2(mk^2, d; q)| \leq \tau_2(mk^2) \leq \tau_2(m) \left( \sum_{d \mid k} 1 \right)^2 .
\]

The lemma now follows by partial summation. \( \square \)
Definition. Let \( f : \mathbb{R} \to \mathbb{C} \) be a continuous function. For \( X > 0 \), define the mean value \( \mathfrak{M}_X(f) \) of \( f \) to be:

\[
\mathfrak{M}_X(f) = \frac{1}{X} \int_{-X}^{X} f(x) dx .
\]

If in addition, \( \mathfrak{M}_X(f) \) converges as \( X \to \infty \), we shall denote by \( \mathcal{L}(f) \) the resulting limit.

Definition. For \( \alpha \in \mathbb{C} \), \( \gamma \in \mathbb{R} \), and \( m \geq 1 \) an integer, let the functions \( \mathcal{F}_{\alpha,m} \) and \( g_\gamma \) be defined by:

\[
\mathcal{F}_{\alpha,m}(x) = \exp \left( 2\pi i \alpha \phi_{q,m}(\gamma m^2 x^2) \right)
\]

\[
g_\gamma(x) = \exp \left( 2\pi i \gamma x^2 \right).
\]

Lemma 5. Fix a complex number \( \alpha \in \mathbb{C} \). Let \( \mathcal{A} \) be a finite set of integers, and \( \gamma \in \mathbb{R} \) a real number. Then the limit:

\[
\mathcal{L}(\alpha, \mathcal{A}; \gamma) \overset{\text{def}}{=} \lim_{X \to \infty} \mathfrak{M}_X \left( g_\gamma \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right)
\]

exists. Moreover, if \( \gamma \notin \mathbb{B} = \text{span}_\mathbb{Z} \{ \sqrt{m} : m \in \mathbb{N}, \mu^2(m) = 1 \} \) then this limit is zero. In the particular case where \( \gamma = 0 \) and \( \mathcal{A} = \{ m \} \), the limit is given by:

\[
\mathcal{L}(\alpha, m) = \lim_{n \to \infty} \frac{1}{n!} \int_{0}^{n!} \exp \left( 2\pi i \alpha \phi_{q,m}(t) \right) dt .
\]

(3.7)

Proof. The proof is by induction on \( |\mathcal{A}| = \ell \). For \( \ell = 0 \) and real \( \gamma \) we have:

\[
\mathfrak{M}_X(g_\gamma) = \frac{1}{X} \int_{X}^{2X} \exp \left( 2\pi i \gamma x^2 \right) dx \overset{X \to \infty}{\longrightarrow} \begin{cases} 1 & \gamma = 0 \\ 0 & \gamma \neq 0. \end{cases}
\]

(3.8)

Suppose the lemma holds for a particular value of \( \ell - 1 \), and let \( \mathcal{A} = \{ m_1, \ldots, m_\ell \} = \mathcal{Q} \cup \{ m_\ell \} \) be a set of \( \ell \) distinct numbers. Fix a real number \( \gamma \). If \( \mu(m_\ell) = 0 \) then \( \phi_{q,m_\ell}(x) \equiv 0 \), and so the lemma holds trivially for the value \( \ell \) as well. Suppose now that \( \mu^2(m_\ell) = 1 \), and let \( \epsilon > 0 \) be arbitrary. By Lemma 4 we may find \( N = N_{\epsilon, \ell} \) such that for \( n \geq N \) and \( t \in \mathbb{R} \):

\[
\left| \exp \left( 2\pi i \alpha \phi_{q,m_\ell}(t) - \phi_{q,m_\ell}(t;n) \right) \right| - 1 \leq \frac{\epsilon}{6} \exp \left( -16\pi \ell a_q |a| \right) .
\]

(3.9)

Thus for any \( n \geq N \) and any \( X > 0 \):

\[
\left| \mathfrak{M}_X \left( g_\gamma \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - \frac{1}{X} \int_{X}^{2X} \exp \left( 2\pi i \alpha \phi_{q,m_\ell}(\gamma m_\ell^2 x^2; n) \right) g_\gamma(x) \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m}(x) dx \right| \leq \frac{\epsilon}{6}
\]

(3.10)

Now, let us fix an integer \( n \geq N \). The function \( t \mapsto \exp \left( 2\pi i \alpha \phi_{q,m_\ell}(n! t; n) \right) \) is continuous and 1-periodic, and has a Fourier series which converges to it in the mean:

\[
\lim_{H \to \infty} \int_{0}^{1} \left| \exp \left( 2\pi i \alpha \phi_{q,m_\ell}(n! t; n) \right) - \sum_{h=-H}^{H} c_{h,n}(m_\ell) \exp (2\pi i h t) \right| dt = 0
\]

where the Fourier coefficients are given by:

\[
c_{h,n}(m_\ell) = \frac{1}{n!} \int_{0}^{n!} \exp \left( 2\pi i \left( \alpha \phi_{q,m_\ell}(t; n) - \frac{h}{n!} \right) \right) dt .
\]
In particular, for any \( X \geq \sqrt{\frac{n}{\gamma_{m_e}}} \) we have:

\[
\left| \frac{1}{X} \int_{X}^{2X} \left( \exp \left( 2\pi i \phi_{q,m} (\gamma_{m_e}; n) \right) - \sum_{h=-H}^{H} c_{h,n}(m_{e}) \exp \left( 2\pi i \frac{h}{n} \gamma_{m_e} x \right) \right) g_{\gamma}(x) \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m}(x) dx \right| \leq 2 \exp \left( 16\pi (\ell - 1) a_{q}(\alpha) \right) \int_{0}^{1} \left| \exp \left( 2\pi i \phi_{q,m} (n!; n) \right) - \sum_{h=-H}^{H} c_{h,n}(m_{e}) \exp \left( 2\pi i h t \right) \right| dt \rightarrow 0.
\]

We may thus find some \( T \geq \sqrt{\frac{n}{\gamma_{m_e}}} \) such that for all \( X \geq \sqrt{\frac{n}{\gamma_{m_e}}} \):

\[
\left| \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - \sum_{h=-H}^{H} c_{h,n}(m_{e}) \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma + \frac{h}{n!} \gamma_{m_e}} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) \right| \leq \frac{\epsilon}{3}.
\]

Now, by our induction hypothesis:

\[
\sum_{h=-H}^{H} c_{h,n}(m_{e}) \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma + \frac{h}{n!} \gamma_{m_e}} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) \rightarrow_{X \rightarrow \infty} \sum_{h=-H}^{H} c_{h,n}(m_{e}) \mathcal{L} \left( \alpha, \mathcal{A}; \gamma + \frac{h}{n!} \gamma_{m_e} \right) = \mathcal{L}
\]

for some \( \mathcal{L} \in \mathbb{C} \). If \( \gamma \notin \mathcal{B} \) then \( \gamma + \frac{h}{n!} \gamma_{m_e} \notin \mathcal{B} \), and so by our induction hypothesis:

\[
\mathcal{L} \left( \alpha, \mathcal{A}; \gamma + \frac{h}{n!} \gamma_{m_e} \right) = 0
\]

for each value of \(-H \leq h \leq H\). Thus, if \( \gamma \notin \mathcal{B} \) then \( \mathcal{L} = 0 \). Now, by (3.13) we may find \( T = T_{e,m_{e},n,H} \geq \sqrt{\frac{n}{\gamma_{m_e}}} \) such that for all \( X \geq T \):

\[
\left| \sum_{h=-H}^{H} c_{h,n}(m_{e}) \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma + \frac{h}{n!} \gamma_{m_e}} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - \mathcal{L} \right| \leq \frac{\epsilon}{6}.
\]

In particular, from (3.12) and (3.14) we obtain that for any \( X, Y \geq T \):

\[
\left| \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - \mathfrak{M}_{\mathcal{E}} \left( g_{\gamma} \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) \right| \leq \epsilon.
\]

Since \( \epsilon \) in (3.15) is arbitrary, we deduce by Cauchy’s convergence criterion that the limit \( \mathcal{L} \left( \alpha, \mathcal{A}; \gamma \right) \) exists. Now suppose \( \gamma \notin \mathcal{B} \). Then the limit \( \mathcal{L} \) in (3.13) satisfies \( \mathcal{L} = 0 \), and so by letting \( X \rightarrow \infty \) in (3.12) we deduce that:

\[
\left| \mathcal{L} \left( \alpha, \mathcal{A}; \gamma \right) \right| \leq \frac{\epsilon}{3}
\]

for any \( \epsilon > 0 \), which implies that \( \mathcal{L} \left( \alpha, \mathcal{A}; \gamma \right) = 0 \).

We now prove (3.7) in the particular case \( \mathcal{A} = \{ m \} \) and \( \gamma = 0 \geq 1 \). If \( \mu(m) = 0 \), then \( \phi_{q,m}(t) \equiv 0 \), and so the claim is obvious. Suppose now that \( \mu^{2}(m) = 1 \), and let \( \epsilon > 0 \) be arbitrary. Then (3.12) reads as follows. For any \( n \geq N_{e} \), there exists \( H(n) = H_{e,m_{e},n} \) such that, for all \( X \geq \sqrt{\frac{n}{\gamma_{m}}} \):

\[
\left| m_{X} \left( \mathcal{F}_{\alpha,m} \right) - \sum_{h=-H(n)}^{H(n)} c_{h,n}(m) \mathfrak{M}_{\mathcal{E}} \left( g_{\frac{h}{n!} \gamma_{m_e}} \right) \right| \leq \frac{\epsilon}{3}.
\]

By (3.3) we have:

\[
\sum_{h=-H(n)}^{H(n)} c_{h,n}(m) \mathfrak{M}_{\mathcal{E}} \left( g_{\frac{h}{n!} \gamma_{m_e}} \right) \rightarrow_{X \rightarrow \infty} 0
\]

and since \( \mathcal{L} \left( \alpha, m \right) \) exists, on letting \( X \rightarrow \infty \) in (3.17) we deduce that for any \( n \geq N_{e} \):

\[
\left| \mathcal{L} \left( \alpha, m \right) - c_{0,n}(m) \right| \leq \frac{\epsilon}{3}.
\]
Now, for $n \geq N_\epsilon$ we have by (3.9):

$$
|c_{0,n}(m) - \frac{1}{n!} \int_0^n \exp \left( 2\pi i \alpha \phi_{q,m}(t) \right) dt| \leq \frac{\epsilon}{6}
$$

(3.20)

and so, for any $n \geq N_\epsilon$:

$$
|L(\alpha, m) - \frac{1}{n!} \int_0^n \exp \left( 2\pi i \alpha \phi_{q,m}(t) \right) dt| \leq \frac{\epsilon}{2}.
$$

(3.21)

Since $\epsilon$ in (3.21) is arbitrary, we deduce that:

$$
L(\alpha, m) = \lim_{n \to \infty} \frac{1}{n!} \int_0^n \exp \left( 2\pi i \alpha \phi_{q,m}(t) \right) dt.
$$

(3.22)

This completes the proof of Lemma 5.

□

With the aid of Lemma 5 we can now prove:

**Proposition 4.** Fix a complex number $\alpha \in \mathbb{C}$. Then with the notation as in Lemma 5, we have for $\ell \geq 1$:

$$
L \left( \prod_{m \leq \ell} \mathcal{F}_{\alpha,m} \right) = \prod_{m \leq \ell} L(\alpha, m).
$$

(3.23)

**Proof.** The proof is by induction on $\ell$, the results being trivial for $\ell = 0$. Suppose the claim holds for a particular value $\ell - 1$, and write $\mathcal{A} = \{1, 2, \ldots, \ell\} = \mathcal{A} \cup \{\ell\}$. If $\mu(\ell) = 0$ then $\phi_{q,\ell}(t) \equiv 0$, and so the claim holds trivially for the value $\ell$ as well. Suppose now that $\mu(\ell) = 1$, and let $\epsilon > 0$ be arbitrary. By Lemma 4 we may find $N = N_{\epsilon, \ell}$ such that for $n \geq N$ and $\ell \in \mathbb{R}$:

$$
\left| \exp \left( 2\pi i \alpha \left( \phi_{q,\ell}(t) - \phi_{q,\ell}(t; n) \right) \right) \right| - 1 \leq \frac{\epsilon}{3} \exp \left( -16\pi \ell a_q |\alpha| \right).
$$

(3.24)

Thus, for any $n \geq N$ and any $X > 0$:

$$
\left| \mathfrak{R}_X \left( \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - \frac{1}{X} \int_X^{2X} \exp \left( 2\pi i \alpha \phi_{q,\ell}(\gamma; n) \right) \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m}(x) dx \right| \leq \frac{\epsilon}{3}
$$

(3.25)

From Lemma 5 with the particular value $\gamma = 0$ we know that $L(\alpha, \mathcal{A}; 0)$ exists, and so we may find $T = T_{\epsilon, \ell}$ such that for all $X \geq T$:

$$
\left| \mathfrak{R}_X \left( \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m} \right) - L(\alpha, \mathcal{A}; 0) \right| \leq \frac{\epsilon}{3}.
$$

(3.26)

Hence, for any $n \geq N$ and any $X \geq T$:

$$
\left| L(\alpha, \mathcal{A}; 0) - \frac{1}{X} \int_X^{2X} \exp \left( 2\pi i \alpha \phi_{q,\ell}(\gamma; n) \right) \prod_{m \in \mathcal{A}} \mathcal{F}_{\alpha,m}(x) dx \right| \leq \frac{2\epsilon}{3}.
$$

(3.27)

Now, let us fix an integer $n \geq N$. The function $t \mapsto \exp \left( 2\pi i \phi_{q,\ell}(n!; n) \right)$ is continuous and 1-periodic, and has a Fourier series which converges to it in the mean:

$$
\lim_{H \to \infty} \int_0^1 \left| \exp \left( 2\pi i \phi_{q,\ell}(n!; n) \right) - \sum_{h=-H}^H c_{h,n}(\ell) \exp (2\pi i h t) \right| dt = 0
$$

\[\square\]
where the Fourier coefficients are given by:

\[ c_{h,n}(\ell) = \frac{1}{n!} \int_0^{n!} \exp \left( 2\pi i \left( \alpha \phi_{q,\ell}(t;n) - \frac{h}{n!} t \right) \right) dt. \]

In particular, for any \( X \geq \sqrt{\frac{\mu}{\gamma}} \) we have:

\[
\left| \frac{1}{X} \int_X^{2X} \left( \exp \left( 2\pi i \alpha \phi_{q,\ell}(\gamma x^2; n) \right) - \sum_{h=-H}^{H} c_{h,n}(\ell) \exp \left( 2\pi i \frac{h}{n!} \gamma x^2 \right) \right) \prod_{m \in \mathcal{M}} \mathcal{F}_{\alpha,m}(x) dx \right| \leq \left\| \mathcal{L}(\alpha, \phi; 0) - \sum_{h=-H}^{H} c_{h,n}(\ell) \mathbb{R} \left( \frac{\mu}{n!} \gamma \prod_{m \in \mathcal{M}} \mathcal{F}_{\alpha,m} \right) \right\| \leq \epsilon. \tag{3.28}
\]

Now, for \( h \neq 0 \) we have that \( \frac{h}{n!}\gamma \not\in \mathcal{B} \) so by Lemma 5 with the particular value \( \gamma = \frac{h}{n!}\gamma \):

\[
\sum_{h=-H}^{H} c_{h,n}(\ell) \mathbb{R} \left( \frac{\mu}{n!} \gamma \prod_{m \in \mathcal{M}} \mathcal{F}_{\alpha,m} \right) \xrightarrow{X \to \infty} 0. \tag{3.30}
\]

Thus, on letting \( X \to \infty \) in (3.29), and referring once more to Lemma 5 this time with the particular value \( \gamma = 0 \), we obtain:

\[
\left| \mathcal{L}(\alpha, \phi; 0) - c_{0,n}(\ell) \mathcal{L}(\alpha, \phi; 0) \right| \leq \epsilon. \tag{3.31}
\]

By our induction hypothesis:

\[
\mathcal{L}(\alpha, \phi; 0) = \prod_{m \in \mathcal{M}} \mathcal{L}(\alpha, m). \tag{3.32}
\]

Letting \( n \to \infty \) in (3.31), we obtain by (3.7) in Lemma 5:

\[
\left| \mathcal{L} \left( \prod_{m \leq \ell} F_{\alpha,m} \right) - \prod_{m \leq \ell} \mathcal{L}(\alpha, m) \right| \leq \epsilon. \tag{3.33}
\]

Since \( \epsilon \) is arbitrary, we obtain (3.28). This concludes the proof. \( \square \)

With the aid of Lemma 5, and repeating the exact same arguments used to prove Proposition 4, one obtains:

**Proposition 5.** For any collection of distinct integers \( m_1, \ldots, m_s \geq 1 \), and any collection of (not necessarily distinct) integers \( \ell_1, \ldots, \ell_s \geq 1 \), one has:

\[
\lim_{X \to \infty} \frac{1}{X} \int_X^{2X} \prod_{i=1}^{s} \phi_{q,m_i}(\gamma m_i x^2) dx = \prod_{i=1}^{s} Q_q(m_i, \ell_i) \tag{3.34}
\]

where for integers \( m, \ell \geq 1 \):

\[
Q_q(m, \ell) \overset{\text{def}}{=} \lim_{n \to \infty} \frac{1}{n!} \int_0^{n!} \phi_{q,m}(t) dt.
\]
3.3. **Auxiliary estimates.** In this subsection we establish several auxiliary estimates which will be needed for the proof of the main results in this paper.

**Lemma 6.** Let \( m \geq 1 \) be an integer. Then with the notation as in Proposition 5, we have:

1. \( \phi_{q,m}(\cdot) \) has limiting mean value equal to zero:
   \[
   Q_q(m, 1) = 0.
   \] (3.35)

2. The limiting mean value of \( \phi_{q,m}^2(\cdot) \) in the case where \( q \equiv 0 \pmod{2} \) is given by:
   \[
   Q_q(m, 2) = \frac{1}{2} \left( \frac{\pi^{q-1}}{2\Gamma(q)} \right)^2 \sum_{d,k=1}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}k^3} + 2^q \sum_{d,k=1}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}k^3} \right) \frac{\mu^2(m)}{m^{3/2}}
   \] (3.36)

   and in the case where \( q \equiv 1 \pmod{2} \) it is given by:
   \[
   Q_q(m, 2) = \frac{1}{2} \left( \frac{\pi^{q-1}}{2\Gamma(q)} \right)^2 \sum_{d,k=1}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}k^3} + 2^q \sum_{d,k=1}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}k^3} \right) \frac{\mu^2(m)}{m^{3/2}}.
   \] (3.37)

3. In addition, we have the lower and upper bound estimates:
   \[
   \sum_{m \geq \ell} Q_q(m, 2) \geq A_q \ell^{-1/2} \log 2\ell
   \] (3.38)

   \[
   \sum_{m \geq \ell} Q_q(m, 2) \leq B_q \ell^{-1/2} \log 2\ell
   \] (3.39)

   for some constants \( A_q, B_q > 0 \).

**Proof.** (1) If \( \mu^2(m) = 0 \) then \( \phi_{q,m}(t) \equiv 0 \), and so the claim is obvious. Suppose then that \( \mu^2(m) = 1 \). By Lemma 4, we have for any integer \( n \geq 1 \):

   \[
   \left| \frac{1}{n!} \int_0^{n!} \phi_{q,m}(t) - \phi_{q,m}(t; n) \, dt \right| \leq \frac{1}{n!} \int_0^{n!} \left| \phi_{q,m}(t) - \phi_{q,m}(t; n) \right| \, dt \leq a_q \frac{r_2(m)}{n^{3/2}m^{3/4}}.
   \] (3.40)

   Since \( n!/d \in \mathbb{N} \) for every integer \( 1 \leq d \leq n \), we obtain in the case where \( q \equiv 0 \pmod{2} \):

   \[
   \frac{1}{n!} \int_0^{n!} \phi_{q,m}(t; n) \, dt = \frac{Q_{q,m}}{2\pi m^{3/4}} \sum_{d \leq n} \frac{\xi(d; q)r_2(mk^2, d; q)}{d^{q-3/2}k^{3/2}} \int_0^1 \sin \left( 2\pi k \frac{n^1}{d} - \frac{\pi}{4} \right) \, dt = 0
   \] (3.41)

   and in the case where \( q \equiv 1 \pmod{2} \):

   \[
   \frac{1}{n!} \int_0^{n!} \phi_{q,m}(t; n) \, dt = 2^{q-2} \frac{Q_{q,m}}{\pi m^{3/4}} \sum_{d \leq n} \frac{\chi(d)r_2(mk^2, d; q)}{d^{q-3/2}k^{3/2}} \int_0^1 \sin \left( 2\pi k \frac{n^1}{d} - \frac{\pi}{4} \right) \, dt +
   \]

   \[
   + (-1)^{q-2} \frac{Q_{q,m}}{2\pi m^{3/4}} \sum_{d \leq n} \frac{\xi(d; q)r_2(mk^2, d; q)}{d^{q-3/2}k^{3/2}} \int_0^1 \cos \left( 2\pi k \frac{n^1}{d} - \frac{\pi}{4} \right) \, dt = 0
   \] (3.42)

Thus, the LHS of (3.40) takes the form:

\[
\left| \frac{1}{n!} \int_0^{n!} \phi_{q,m}(t) \, dt \right| \leq a_q \frac{r_2(m)}{n^{3/2}m^{3/4}}.
\] (3.43)
Letting \( n \to \infty \) in (3.43) we obtain (3.35).

(2) We may clearly assume that \( \mu^2(m) = 1 \), for otherwise \( \phi_{q,m}(t) \equiv 0 \) and the result is trivial. By Lemma 4, we have for any integer \( n \geq 1 \):

\[
\frac{1}{n!} \int_0^{n!} \phi_{q,m}(t) dt = \frac{1}{n!} \int_0^{n!} \phi_{q,m}^2(t; n) dt + O \left( \frac{r_2(m)}{n^{1/2} m^{3/2}} \right). \tag{3.44}
\]

We note that \( r_3(sh^2, hd; q) = r_2(s, d; q) \) and \( r_{2,x}(sh^2, hd; q) = \chi(h)r_{2,x}(s, d; q) \) for integers \( s, h, d \geq 1 \). In the case where \( q \equiv 0 \mod{2} \) we have:

\[
\frac{1}{n!} \int_0^{n!} \phi_{q,m}^2(t; n) dt = \frac{1}{2} \left( \frac{\pi q}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,k=1 \atop d,2mk^2=1}^{\infty} \sum_{k=1}^{\infty} \frac{r_2^2(m, d; q)}{d^{2q-3}k^3} \left( \sum_{b=1}^{\infty} \frac{\xi(bd; q)}{b^q} \right) \right\} \frac{\mu^2(m)}{m^{3/2}} + O \left( \frac{r_2^2(m)}{n^{2} m^{3/2} \log n} \right). \tag{3.45}
\]

In (3.45) we have extended the summation over \( 1 \leq d \leq n \) and \( 1 \leq b \leq n/d \) all the way to infinity, referred to the definition of \( \xi_q \), and used the following identity valid for any integer \( d \geq 1 \):

\[
\sum_{b=1}^{\infty} \frac{\xi(bd; q)}{b^q} = \left( 1 - 2^{-q} \right) \xi(q) \left\{ 1_{d=1(2)} + (-1)^{\frac{d}{2}} 2^q 1_{d=1(4)} \right\}.
\]

Note that in the second line of (3.45) we have restricted the summation over the variable \( d \) to those satisfying the additional coprimality condition \( (d, m) = 1 \). We may do so because if \( mk^2 = a^2 + b^2 \) with \( b \equiv 0(d) \) where \( d, k \geq 1 \) are integers satisfying \( (d, k) = 1 \), then since \( m \) is square-free we must have that \( (d, m) = 1 \). Letting \( n \to \infty \) in (3.44) we obtain from (3.45) that for \( q \equiv 0 \mod{2} \):

\[
Q_q(m, 2) = \frac{1}{2} \left( \frac{\pi q}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,k=1 \atop d,2mk^2=1}^{\infty} \sum_{k=1}^{\infty} \frac{r_2^2(m, d; q)}{d^{2q-3}k^3} \left( \sum_{b=1}^{\infty} \frac{\xi(bd; q)}{b^q} \right) \right\} \frac{\mu^2(m)}{m^{3/2}}. \tag{3.46}
\]

In the case \( q \equiv 1 \mod{2} \), we obtain in a similar way:

\[
\frac{1}{n!} \int_0^{n!} \phi_{q,m}^2(t; n) dt = \frac{1}{2} \left( \frac{\pi q}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,k=1 \atop d,2mk^2=1}^{\infty} \sum_{k=1}^{\infty} \frac{r_2^2(m, d; q)}{d^{2q-3}k^3} \left( \sum_{b=1}^{\infty} \frac{\xi(bd; q)}{b^q} \right) \right\} \frac{\mu^2(m)}{m^{3/2}} + O \left( \frac{r_2^2(m)}{n^{2} m^{3/2} \log n} \right). \tag{3.47}
\]

Letting \( n \to \infty \) in (3.44) we obtain from (3.47) that for \( q \equiv 1 \mod{2} \):

\[
Q_q(m, 2) = \frac{1}{2} \left( \frac{\pi q}{2\Gamma(q)} \right)^2 \left\{ \sum_{d,k=1 \atop d,2mk^2=1}^{\infty} \sum_{k=1}^{\infty} \frac{r_2^2(m, d; q)}{d^{2q-3}k^3} \left( \sum_{b=1}^{\infty} \frac{\xi(bd; q)}{b^q} \right) \right\} \frac{\mu^2(m)}{m^{3/2}}. \tag{3.48}
\]

(3) Since for integers \( m \geq 1 \) we have:

\[
r_2(m, 1; q) = \sum_{a^2+b^2=m} \left( \frac{|a|}{\sqrt{m}} \right) q^{-1} \geq \sum_{a^2+b^2=m, |a| \geq |b|} \left( \frac{|a|}{\sqrt{m}} \right) q^{-1} \geq 2^{-2q/3} r_2(m)
\]
it follows from (3.46) and (3.48) that:

\[ \sum_{m \geq \ell} Q_q(m, 2) \geq \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \sum_{m \geq \ell} \frac{\mu^2(m)}{m^{3/2}} r_2^2(m, 1; q) \geq \frac{1}{2 \pi} \left( \frac{\pi^{q-1}}{\Gamma(q)} \right)^2 \sum_{m \geq 2 \ell} \frac{\mu^2(m)}{m^{3/2}} r_2^2(m). \] (3.49)

From the upper bound (3.5) in Lemma 4 we have:

\[ \sum_{m \geq \ell} Q_q(m, 2) \leq a_q^2 \sum_{m \geq \ell} \frac{\mu^2(m)}{m^{3/2}} r_2^2(m). \] (3.50)

The desired results now follow by partial summation, together with the estimate:

\[ \sum_{n \leq N} \mu^2(n) r_2^2(n) \sim h N \log N \quad \text{as } N \to \infty \]

where \( h > 0 \) is a positive constant. This concludes the proof. □

**Lemma 7.** Let \( m, \ell \geq 1 \) be integers. Then:

\[ Q_q(m, \ell) = (-1)^\ell \left( \frac{\pi^{q-1}}{4 \Gamma(q)} \right)^{\ell} \sum_{\sigma(a)} \cos \left( a \frac{\pi}{4} \right) \sum_{e_1, \ldots, e_\ell = \pm 1} \sum_{d_1, k_1, \ldots, d_\ell, k_\ell = 1} \prod_{i=1}^\ell \frac{\pi^q (m k_i^2, d_i; q)}{d_i^{-3/2} k_i^{3/2}} \] (3.51)

where for \( q \equiv 0 (2) \) we define \( e_q(d) = 1 \), and:

\[ r(m k^2, d; q) = \begin{cases} 0 & ; (k, d) \neq 1 \text{ or } d \equiv 2 (4) \\ r_2(m k^2, d; q) & ; (d, 2) = 1 \\ (-1)^{\frac{q}{2}} 2^q r_2(m k^2, d; q) & ; d \equiv 0 (4) \end{cases} \]

while for \( q \equiv 1 (2) \) we define \( e_q(d) = 1 \) if \( (d, 2) = 1 \) and \( e_q(d) = -1 \) otherwise, and:

\[ r(m k^2, d; q) = \begin{cases} 0 & ; (k, d) \neq 1 \text{ or } d \equiv 2 (4) \\ \chi(d) r_2(m k^2, d; q) & ; (d, 2) = 1 \\ (-1)^{\frac{q-1}{2}} 2^q r_2, \chi(m k^2, d; q) & ; d \equiv 0 (4) \end{cases} \]

Note that for \( \ell = 1 \) the sum in (3.51) is void, so by definition \( Q_q(m, 1) = 0 \) which is consistent with (3.38) in Lemma 6. In addition we have:

\[ \sum_{m=1}^\infty Q_q(m, 3) < 0. \] (3.52)

where the series on the LHS of (3.52) converges absolutely.

**Proof.** Fix some integers \( m, \ell \geq 1 \). The case \( Q_q(m, \ell) \) where \( \ell = 1, 2 \) was treated in Lemma 6, so we may assume that \( \ell \geq 3 \). We may clearly suppose that \( \mu^2(m) = 1 \), for otherwise \( \phi_q(m)(\ell) \equiv 0 \) and the result is trivial. By Lemma 4, we have for any integer \( n \geq 1 \):

\[ \frac{1}{n!} \int_0^n \phi^\ell_q(m)(t) dt = \frac{1}{n!} \int_0^n \phi^\ell_q(m)(t; n) dt + O\left( \frac{r^\ell_q(m)}{n^{1/2} m^{3/4}} \right). \] (3.53)
For $q \equiv 0 \pmod{2}$ we have:

$$
\phi^\ell_{q,m}(t;n) = \left( \frac{\phi_q}{2\pi} \right)^\ell \frac{\mu^2(m)}{m^{3/4}} \sum_{d \leq n} \sum_{k=1}^\infty \frac{\xi(dq;r_2(mk^2,d,q)}{d^{q-3/2}k^{3/2}} \sin \left( \frac{2\pi k}{d} t - \frac{\pi}{4} \right) =
$$

$$
= (-1)^\ell \left( \frac{\phi_q}{4\pi} \right)^\ell \frac{\mu^2(m)}{m^{3/4}} \sum_{d(8)} \left[ \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{\xi(dq;r_2(mk^2,d,q)}{d^{q-3/2}k^{3/2}} \cos \left( 2\pi \sum_{i} e_i d_i + \frac{a\pi}{4} \right) \right].
$$

Since $r_2(mk^2s^2,ds;q) = r_2(mk^2,d,q)$ and:

$$
\sum_{s=1}^\infty \frac{\xi(sd;q)}{sq} = (1 - 2^{-q}) \zeta(q) \left( \delta_{d=1(2)} + (-1)^{q-1} 2^q \delta_{d=0(4)} \right)
$$
on letting $n \to \infty$ in (3.53) we obtain:

$$
Q_q(m,\ell) = (-1)^\ell \left( \frac{\phi_q}{4\pi} \right)^\ell \frac{\mu^2(m)}{m^{3/4}} \lim_{n \to \infty} \sum_{d(8)} \left[ \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{\xi(dq;r_2(mk^2,d,q)}{d^{q-3/2}k^{3/2}} \cos \left( 2\pi \sum_{i} e_i d_i + \frac{a\pi}{4} \right) \right] =
$$

$$
= (-1)^\ell \left( \frac{\pi^{\ell-1}}{4\Gamma(q)} \right) \frac{\mu^2(m)}{m^{3/4}} \sum_{d(8)} \cos \left( \frac{a\pi}{4} \right) \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{3(mk^2,d;q)}{d^{q-3/2}k^{3/2}} \cos \left( 2\pi \sum_{i} e_i d_i + \frac{a\pi}{4} \right).
$$

(3.54)

For $q \equiv 1 \pmod{2}$ we have:

$$
\phi^\ell_{q,m}(t;n) = (-1)^\ell \left( \frac{2\pi^{-3} \phi_q \alpha}{\pi} \right)^\ell \frac{\mu^2(m)}{m^{3/4}} \sum_{d(8)} \left[ \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{3(mk^2,d;q)}{d^{q-3/2}k^{3/2}} \cos \left( 2\pi \sum_{i} e_i d_i + \frac{a\pi}{4} \right) \right].
$$

where $\epsilon_q(d) = 1$ if $(d,2) = 1$ and $\epsilon_q(d) = -1$ otherwise, and:

$$
3(mk^2,d;q) = \begin{cases} 0 & ; \ d \equiv 2 \pmod{4} \\
\chi(d)r_2(mk^2,d,q) & ; \ (d,2) = 1 \\
(-1)^{\frac{d-1}{2}} 2^q r_2,\chi(mk^2,d,q) & ; \ d \equiv 0 \pmod{4}.
\end{cases}
$$

Since $r_2,\chi(mk^2s^2,ds;q) = \chi(s)r_2,\chi(mk^2,d,q)$ for integers $s \geq 1$, on letting $n \to \infty$ in (3.53) we obtain:

$$
Q_q(m,\ell) = (-1)^\ell \left( \frac{2\pi^{-3} \phi_q \alpha}{\pi} \right)^\ell \frac{\mu^2(m)}{m^{3/4}} \sum_{d(8)} \cos \left( \frac{a\pi}{4} \right) \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{3(mk^2,d_i;q)}{d^{q-3/2}k^{3/2}} =
$$

$$
= (-1)^\ell \left( \frac{\pi^{\ell-1}}{4\Gamma(q)} \right) \frac{\mu^2(m)}{m^{3/4}} \sum_{d(8)} \cos \left( \frac{a\pi}{4} \right) \sum_{e_1,\ldots,e_{\ell} = 1} \prod_{i=1}^{\ell} \frac{3(mk^2,d_i;q)}{d^{q-3/2}k^{3/2}}.
$$

(3.55)
Let us now prove (3.52). We only treat the case \( q \equiv 0 (2) \), the proof in the case where \( q \equiv 1 (2) \) being similar. Let \( m \geq 1 \) be an integer. We have:

\[
Q_q(m, 3) = -\frac{3}{25/2} \left( \frac{\pi^{q-1}}{2\Gamma(q)} \right) \frac{\mu^2(m)}{m^{n/4}} S_q(m, 3)
\]  

(3.56)

where:

\[
S_q(m, 3) = \sum_{d_i, k_i}^* \sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 \hat{\xi}(\ell d_i; q) r_2(m k_i^2, \ell d_i; q)
\]

(3.57)

and for integers \( n \geq 1 \) we define \( \hat{\xi}(n; q) = \mathbf{1}_{n=1(2)} + (-1)^{\frac{n}{2} - 2q} \mathbf{1}_{n=0(4)} \). Since \( r_2(n, h, s; q) \) is non-negative and satisfies the inequality \( r_2(n, h, s; q) \leq r_2(n, s, q) \) for integers \( n, h, s \geq 1 \), we obtain the following lower bound:

\[
\sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 \hat{\xi}(\ell d_i; q) r_2(m k_i^2, \ell d_i; q) = \sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 \hat{\xi}(d_i; q) + (-1)^{\frac{q}{2} - 2q} \sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 r_2(m k_i^2, 2\ell d_i; q) \geq \left( \prod_{i=1}^3 \hat{\xi}(d_i; q) - \eta_q \right) U_{k_1, k_2, k_3}
\]

(3.58)

where:

\[
U_{k_1, k_2, k_3} = \sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 r_2(m k_i^2, \ell d_i; q) \quad ; \quad \eta_q = \frac{1}{2^{3q-10}}.
\]

Hence:

\[
S_q(m, 3) \geq \left( 1 - \eta_q \right) \sum_{d_i, k_i}^* U_{k_1, k_2, k_3} - \eta_q \sum_{1 \leq j < s \leq 3} \sum_{d_i, k_i}^* U_{k_1, k_2, k_3} + (2^{2q} - \eta_q) \sum_{1 \leq j < s \leq 3} \sum_{d_i, k_i}^* U_{k_1, k_2, k_3} \geq \left( 1 - \eta_q \right) \sum_{d_i, k_i}^* U_{k_1, k_2, k_3} - \eta_q \sum_{1 \leq j < s \leq 3} \sum_{d_i, k_i}^* U_{k_1, k_2, k_3} + (2^{2q} - \eta_q) \sum_{1 \leq j < s \leq 3} \sum_{d_i, k_i}^* U_{k_1, k_2, k_3}
\]

(3.59)

Fix distinct integers \( 1 \leq w, j, s \leq 3 \) with \( j < s \). We have:

\[
\sum_{d_i, k_i}^* U_{k_1, k_2, k_3} = \frac{1}{2^{3q-9/2}} \sum_{d_i, k_i}^* \sum_{\ell = 1}^\infty \frac{1}{\ell^{3q-9/2}} \prod_{i=1}^3 r_2(m k_i^2, 2\ell d_i; q) \int_{k_w = 0(2)}^{\infty} \int_{d_j, d_s = 0(4)} \int_{k_{w",k_2",k_3",d_j",d_s"}} \prod_{i=1}^3 r_2(m k_i^2, 2\ell d_i; q) d_k d_k d_k d_k d_k d_k d_k d_k
\]

(3.60)

Since for \( k \equiv 0 (2) \):

\[
r_2(m k/2, \ell d; q) = \sum_{a^2 + b^2 = mk^2} \left( \frac{|a|}{\sqrt{mk^2}} \right)^{q-1} \leq r_2(m k^2, 2\ell d; q)
\]
it follows that:

\[
\frac{r_2(m(k_w/2)^2, \ell d_w; q)}{m^{q-3/2} k_w^{3/2}} \prod_{i=1}^{3} \frac{r_2(m^2 k_i^2, \ell d_i; q)}{m^{q-3/2} k_i^{3/2}} \leq \prod_{i=1}^{3} \frac{r_2(m^2 k_i^2, \ell d_i; q)}{m^{q-3/2} k_i^{3/2}} \leq \prod_{i=1}^{3} \frac{r_2(m^2 k_i^2, \ell d_i; q)}{m^{q-3/2} k_i^{3/2}} .
\]

Hence:

\[
\sum_{d_i, k_i}^{\ast} \mathcal{U}_{d_i, k_i}(d_i d_2 d_3, 2) = 1 \sum_{(d_i, d_2, d_3, 2) = 1} \sum_{(k_i, k_2, k_3) = 1}^{\ast} \mathcal{U}_{d_i, k_i}(d_i d_2 d_3, 2) = \frac{1}{2} \sum_{(d_i, d_2, d_3, 2) = 1} \sum_{(k_i, k_2, k_3) = 1}^{\ast} \mathcal{U}_{d_i, k_i}(d_i d_2 d_3, 2) .
\]

From (3.59) we deduce that:

\[
S_q(m, 3) \geq \left(1 - \left(1 - \frac{3}{2q-9/2}\right)\eta_q\right) \sum_{a, k, \ell}^{\ast} \mathcal{U}_{a, k, \ell}(d_i, k_i) \geq \frac{1}{2} \sum_{k_i}^{\ast} \mathcal{U}_{k_i}(d_i, k_i) \geq \frac{1}{2} \sum_{k_i}^{\ast} \mathcal{U}_{k_i}(d_i, k_i) .
\]

For integers \( k, x \geq 1 \) we have:

\[
r_2(m(kx)^2, 1; q) \geq \sum_{a^2 + b^2 = m k^2 x^2} \left(\frac{|a|}{\sqrt{mkx^2}}\right)^{q-1} \leq r_2(mk^2, 1; q) \geq 2^{q-1} r_2(mk^2) .
\]

and so, by (3.62):

\[
S_q(m, 3) \geq \frac{1}{2} \sum_{k_i}^{\ast} \mathcal{U}_{k_i}(d_i, k_i) .
\]

Inserting this lower bound for \( S_q(m, 3) \) into (5.56), we obtain:

\[
Q_q(m, 3) \leq -\left(\frac{\pi^{q-1}}{2q^{4+1}\Gamma(q)}\right)^3 \frac{\mu^2(m)}{m^{q/4}} \sum_{k_i}^{\ast} \mathcal{U}_{k_i}(d_i, k_i) .
\]

Finally, summing over all \( m \geq 1 \) we derive:

\[
\sum_{m=1}^{\infty} Q_q(m, 3) \leq -\left(\frac{\pi^{q-1}}{2q^{4+1}\Gamma(q)}\right)^3 \sum_{m, k_i}^{\ast} \frac{r_2^3(mk^2)}{m^{q/4}} \mu^2(m) = -\left(\frac{\pi^{q-1}}{2q^{4+1}\Gamma(q)}\right)^3 \sum_{n=1}^{\infty} \frac{r_2^3(n)}{n^{q/4}} < 0 .
\]

This concludes the proof. \( \square \)

3.4. Proof of Theorem 5 & 6.

Proof. (Theorem 5) Let \( \alpha \in \mathbb{C} \). By Proposition 4 and Lemma 5 we have:

\[
\Phi_q(\alpha) = \prod_{m=1}^{\infty} L(\alpha, m) ; \quad L(\alpha, m) = \lim_{n \to \infty} \frac{1}{n!} \int_0^n \exp \left(2m\alpha \phi(t)\right) dt .
\]

(3.66)
Since $\Phi_q(m)(\cdot)$ is bounded, $L(\alpha, m)$ defines an entire function of $\alpha$ where the limit converges uniformly on any compact subset of the plane. By Lemma 4 we may find some $M = M_\alpha$ such that for any $m \geq M$ and any $t \in \mathbb{R}$:

\[
\exp\left(2\pi i \Phi_q(m(t)) \right) = 1 + 2\pi i \Phi_q(m(t)) + E_{\alpha, m}(t) \quad : \quad |E_{\alpha, m}(t)| \leq |\alpha|^2 \frac{r^2(m)}{m^{3/2}}.
\]

By (3.35) in Lemma 6 it follows that for $m \geq M$:

\[
L(\alpha, m) = 1 + E_{\alpha, m}(t) \quad : \quad |E_{\alpha, m}(t)| \leq \lim_{n \to \infty} \frac{1}{n!} \int_0^n |E_{\alpha, m}(t)| dt \leq |\alpha|^2 \frac{r^2(m)}{m^{3/2}}.
\]

\[ (3.67) \]

Since $\sum_{m=1}^{\infty} r^2(m)/m^{3/2}$ converges, the estimate (3.67) implies the absolute convergence of the infinite product in (3.66), uniformly on any compact set. Hence $\Phi_q(\alpha)$ is an entire function of $\alpha$. Now, let us now estimate $\Phi_q(\alpha)$. Let $c > 0$ be an absolute constant such that:

\[
r_2(m) \leq m^{-c \log \log m} \quad : \quad m > 2
\]

and for real $x > e$ we write $\theta(x) = 3/4 - c \log x$ so that $F(x) = x^{1/\theta(x)}$. Let $0 < \epsilon < \frac{1}{10}$ be a small constant, $\epsilon = \epsilon_q$ depending on $q$, which will be specified later. In what follows, we write $\alpha = \sigma + i\tau$, and assume $|\alpha|$ is sufficiently large in terms of the absolute constant $c$ and the parameter $q$. Set:

\[
\ell = \ell(\alpha) = \left( \left( e^{-|\alpha|} \right)^{1/(\theta(|\alpha|))} \right) + 1.
\]

The product over $1 \leq m \leq \ell - 1$ in (3.66) is estimated trivially by applying the upper bound (3.5) in Lemma 4:

\[
\prod_{m=1}^{\ell-1} \left| L(\alpha, m) \right| \leq \exp \left( a_q |\tau| \sum_{m=1}^{\ell-1} \frac{\mu^2(m)}{m^{3/4}} r^2(m) \right) \leq \exp \left( b_q e^{-|\tau| F(|\alpha|)^{1/4}} \right)
\]

\[ (3.68) \]

for some positive constant $b_q$. Suppose now $m \geq \ell$. Then:

\[
\frac{r^2(m)}{m^{3/4}} |\alpha| \leq m^{-\theta(m)} |\alpha| \leq \left( e^{-|\alpha|} \right)^{\theta(|\alpha|)/m^{3/4}} |\alpha| \leq \epsilon
\]

\[ (3.69) \]

and it follows from (3.35) in Lemma 6 and the upper bound (3.5) for $\Phi_q(m(t))$ in Lemma 4 that:

\[
L(\alpha, m) = 1 - \left( \frac{2\pi \alpha}{2} \right)^2 Q_q(m, 2) + R_m(\alpha) \quad : \quad R_m(\alpha) = \sum_{j=3}^{\infty} Q_q(m, j)(2\pi \alpha)^j j!
\]

\[ (3.70) \]

\[
|R_m(\alpha)| \leq \left( \frac{2}{3} \pi a_q \epsilon \exp \left( 2\pi a_q \epsilon \right) \right)^2 \frac{2 |\alpha|^j}{j!} Q_q(m, 2).
\]

We now specify $\epsilon$. We choose $0 < \epsilon < \frac{1}{10}$ such that:

\[
2\pi a_q \epsilon^{1/2} \exp \left( 2\pi a_q \epsilon \right) \leq 1.
\]

With this choice of $\epsilon$ we have:

\[
|R_m(\alpha)| \leq \epsilon^{1/2} \frac{2 |\alpha|^j}{j!} Q_q(m, 2). \quad (3.71)
\]

Since $|L(\alpha, m) - 1| \leq \epsilon < \frac{1}{4}$, on rewriting (3.70) in the form:

\[
L(\alpha, m) = \exp \left( - \frac{2\pi \alpha}{2} Q_q(m, 2) + R_m(\alpha) \right)
\]

\[ (3.72) \]

we find that:

\[
|R_m(\alpha)| \leq \epsilon^{1/2} \frac{2 |\alpha|^j}{j!} Q_q(m, 2).
\]

\[ (3.73) \]

Hence:

\[
|L(\alpha, m)| \leq \exp \left( - \frac{\pi^2}{2} (\sigma^2 - 3\tau^2) Q_q(m, 2) \right)
\]

\[ (3.74) \]
It follows that:
\[
\prod_{m \geq \ell} |L(\alpha, m)| \leq \exp \left( -\frac{\pi^2}{2} (\sigma^2 - 3\tau^2) \sum_{m \geq \ell} Q_q(m, 2) \right).
\] (3.75)

By (3.38) and (3.39) in Lemma 6:
\[
\frac{\pi^2}{2} \sum_{m \geq \ell} Q_q(m, 2) \geq \frac{\pi^2}{2} A_q \ell^{-1/2} \log 2\ell \geq D_q F^{-1/2} (|\alpha|) \log |\alpha|
\]
\[
\frac{3\pi^2}{2} \sum_{m \geq \ell} Q_q(m, 2) \leq \frac{3\pi^2}{2} B_q \ell^{-1/2} \log 2\ell \leq \tilde{D}_q F^{-1/2} (|\alpha|) \log |\alpha|
\]
for some constants \(\tilde{D}_q, D_q > 0\). Taking \(C_q = 1 + \max\{\tilde{D}_q, \frac{B_q}{A_q}, b_q e^{-1}\}\) we find that:
\[
\prod_{m \geq \ell} |L(\alpha, m)| \leq \exp \left( -\left( C_q^{-1} \sigma^2 - C_q \tau^2 \right) F^{-1/2} (|\alpha|) \log |\alpha| \right)
\] (3.76)
which together with (3.68) gives:
\[
|\Phi_q(\alpha)| = \prod_{m = 1}^{\infty} |L(\alpha, m)| \leq \exp \left( -\left( C_q^{-1} \sigma^2 - C_q \tau^2 \right) F^{-1/2} (|\alpha|) \log |\alpha| + C_q \tau |\alpha|^{1/4} (|\alpha|) \right)
\] (3.77)
as claimed. The estimates for the derivatives of \(\Phi_q(\sigma)\) on the real axis are now straightforward. For \(\sigma \in \mathbb{R}, |\sigma| \) large, it follows from (3.77) that:
\[
\max_{|\omega - \sigma| = 1} |\Phi_q(\omega)| \leq \exp \left( -2K_q \sigma^2 F^{-1/2} (|\sigma|) \log |\sigma| \right) : K_q = \frac{1}{2^n C_q}
\]
and so, by Cauchy’s integral formula for the \(j\)-th derivative we obtain:
\[
|\Phi_q^{(j)}(\sigma)| = \frac{j!}{2\pi} \left| \int_{|\omega - \sigma| = 1} \frac{\Phi_q(\omega)}{(\omega - \sigma)^{j+1}} d\omega \right| \leq j! \max_{|\omega - \sigma| = 1} |\Phi_q(\omega)| \leq \exp \left( -K_q \sigma^2 F^{-1/2} (|\sigma|) \log |\sigma| \right).
\]

This completes the proof of Theorem 5. \(\square\)

\textbf{Proof. (Theorem 6)} Let \(x \in \mathbb{C}\) be a complex number. By (3.2) in Theorem 5 we have for \(\sigma \in \mathbb{R}, |\sigma| \) large:
\[
|\Phi_q(\sigma)| \leq \exp \left( -C_q^{-1} \sigma^2 F^{-1/2} (|\sigma|) \log |\sigma| \right).
\]

Since \(\sigma^2 F^{-1/2} (|\sigma|) = |\sigma|^{2+O(1/\log \log |\sigma|)}\), it follows that the integral:
\[
\mathcal{P}_q(x) = \int_{-\infty}^{\infty} \Phi_q(\sigma) \exp \left( -2\pi i x \sigma \right) d\sigma
\]
converges absolutely, and thus defines an entire function of \(x\). Let us now estimate \(\mathcal{P}_q^{(j)}(x)\) for large \(|x|, x \in \mathbb{R}\) and \(j \geq 0\) a non-negative integer. We have:
\[
\mathcal{P}_q^{(j)}(x) = (-2\pi i)^j \int_{\ell(0)} \alpha^j \Phi_q(\alpha) \exp \left( -2\pi i x \alpha \right) d\alpha
\] (3.78)
where for \(\tau \in \mathbb{R}\) we set \(\ell(\tau) = \{\sigma + i\tau : \sigma \in \mathbb{R}\}\). Since \(\Phi_q(\alpha)\) is an entire function of \(\alpha\), by Cauchy’s theorem and the decay estimate (3.2) in Theorem 5, we may shift the line of integration to:
\[
\mathcal{P}_q^{(j)}(x) = (-2\pi i)^j \exp \left( 2\pi i x \tau \right) \int_{-\infty}^{\infty} (\sigma + i\tau)^j \Phi_q(\sigma + i\tau) \exp \left( -2\pi i x \sigma \right) d\sigma
\] (3.79)
for some \( \tau = \tau_\star \) to be determined later, which satisfies \( \text{sgn}(\tau) = -\text{sgn}(x) \). Thus:

\[
|\mathcal{P}_{q}^{(j)}(x)| \leq \left(2\pi C_{q}|\tau|\right)^{j+1} \exp\left(-2\pi|x||\tau|\right) \int_{-\infty}^{\infty} \left(\sigma^{2} + 1\right)^{j/2} |\Phi_{q}(C_{q}\tau \sigma + i\tau)| d\sigma =
\]

\[
= \left(2\pi C_{q}|\tau|\right)^{j+1} \exp\left(-2\pi|x||\tau|\right) \left\{ \int_{|\sigma| \leq \sqrt{2}} \ldots d\sigma + \int_{|\sigma| > \sqrt{2}} \ldots d\sigma \right\}. \tag{3.80}
\]

In what follows, \( |\tau| \) is assumed to be large in terms of the parameter \( j \), and the constants \( C_{q} \) and \( c \) appearing in the statement of Theorem 5. In the range \( |\sigma| \leq \sqrt{2} \) we have by Theorem 5:

\[
|\Phi_{q}(\sigma + i\tau)| \leq \exp\left(-2C_{q}^{2}|\tau|F^{1/4}\left(|C_{q}\tau \sigma + i\tau|\right)\right) \leq \exp\left(2C_{q}^{2}|\tau|F^{1/4}\left(|\tau|\right)\right)
\]

and so:

\[
I_{1} = \int_{|\sigma| \leq \sqrt{2}} \left(\sigma^{2} + 1\right)^{j/2} |\Phi_{q}(C_{q}\tau \sigma + i\tau)| d\sigma \leq \exp\left(4C_{q}^{2}|\tau|F^{1/4}\left(|\tau|\right)\right). \tag{3.81}
\]

Referring to Theorem 5 once again, we find that in the range \( |\sigma| > \sqrt{2} \):

\[
|\Phi_{q}(\sigma + i\tau)| \leq \exp\left(-2C_{q}^{2}|\tau|4^{\theta}\left(|\tau|\right)\right) \leq \exp\left(\left(8C_{q}^{2}\right)^{2}|\tau|F^{1/4}\left(|\tau|\right)\right)
\]

where:

\[
G(|\tau|) = \left(\frac{\log|\tau|}{8C_{q}}\right)^{\frac{8\theta(|\tau|)}{8\theta(|\tau|) - 3}} \left|\tau\right|^{\frac{8\theta(|\tau|) - 3}{8\theta(|\tau|) - 3}} ; \quad \theta(|\tau|) = \frac{3}{4} - \frac{c}{\log \log |\tau|}.
\]

Making a change of variables, we obtain:

\[
I_{2} = \int_{|\sigma| > \sqrt{2}} \left(\sigma^{2} + 1\right)^{j/2} |\Phi_{q}(C_{q}\tau \sigma + i\tau)| d\sigma \leq
\]

\[
\leq \left(2G^{-1}(|\tau|)\right)^{j+1} \int_{0}^{\infty} \exp\left(-2C_{q}^{2}\left(|\tau|4^{\theta}(|\tau|)\right) G^{-1}(|\tau|)\sigma\right) \left(\sigma^{-\frac{8\theta(|\tau|) - 3}{8\theta(|\tau|) - 3}} - 1\right) d\sigma =
\]

\[
= \left(2G^{-1}(|\tau|)\right)^{j+1} \left\{ \int_{0}^{y} \ldots d\sigma + \int_{y}^{\infty} \ldots d\sigma \right\} ; \quad y = 2^{\frac{8\theta(|\tau|)}{8\theta(|\tau|) - 3}} \tag{3.82}
\]

In the range \( |\sigma| \leq y \) we estimate trivially:

\[
I_{3} = \int_{0}^{y} \ldots d\sigma \leq 2^{2j+2} \exp\left(12C_{q}^{2}\left(|\tau|4^{\theta}(|\tau|) G^{-1}(|\tau|)\right)^{\frac{1}{8\theta(|\tau|) - 3}}\right). \tag{3.83}
\]

In the range \( |\sigma| > y \), we make a change of variables obtaining:

\[
I_{4} = \int_{y}^{\infty} \ldots d\sigma \leq j!\left(|\tau|^{-4\theta} G(|\tau|)\right)^{\frac{8\theta(|\tau|) - 3}{8\theta(|\tau|) - 3}} \left\{ \int_{y}^{\infty} \ldots d\sigma \right\} \tag{3.84}
\]

We find that the integral \( I_{3} \) dominates, and so:

\[
\int_{-\infty}^{\infty} \left(\sigma^{2} + 1\right)^{j/2} |\Phi_{q}(C_{q}\tau \sigma + i\tau)| d\sigma \leq \left(2^{2}G^{-1}(|\tau|)\right)^{j+1} \exp\left(12C_{q}^{2}\left(|\tau|4^{\theta} G^{-1}(|\tau|)\right)^{\frac{1}{8\theta(|\tau|) - 3}}\right). \tag{3.85}
\]
By (3.80) we arrive at:

\[
|P_q^{(j)}(x)| \leq \left(2^2 C_q \pi |\tau|G^{-1}(|\tau|)\right)^{j+1} \exp\left(-2 \pi |\tau|\left(|x| - 6C_q^2 \pi^{-1}\left(|\tau|G^{-1}(|\tau|)\right)\right)\right).
\]  

(3.86)

We choose \(|\tau| = |x|^{1 - \frac{\beta}{48}}\), with \(\beta = 48c\). A simple calculation gives (remember that \(|x|\) is assumed to be large):

\[
|x| - 6C_q^2 \pi^{-1}\left(|\tau|G^{-1}(|\tau|)\right)\geq \frac{|x|}{2}
\]

and we obtain:

\[
|P_q^{(j)}(x)| \leq \left(2^2 C_q \pi |\tau|G^{-1}(|\tau|)\right)^{j+1} \exp\left(-\pi |x|^{4-\beta/\log \log |x|}\right) \leq \exp\left(-|x|^{4-\beta/\log \log |x|}\right).
\]  

(3.87)

It remains to show that \(P_q(x)\) defines a probability density. This will be a consequence of the proof of Theorem 1. □

4. Proof of the main results: Theorem 1, 2 & 3

We have everything in place for the proof of the main theorems. We begin with the proof of Theorem 1.

**Proof.** (Theorem 1) We shall prove that (4.4) holds with \(P_q(a)\) defined as in (4.3). The analytic continuation of \(P_q(a)\) and the decay estimates (4.5) for its derivatives have already been established in Theorem 6, where it remained to show that \(P_q(a)\) is a probability density. This will follow from our proof. Let us begin by showing that for any \(F \in C_0^\infty(\mathbb{R})\) the limit:

\[
\mathcal{L}(F) \equiv \lim_{X \to \infty} \frac{1}{X} \int_X^{2X} F(E_q(x)/x^{2q-1})dx
\]

exists. To that end, let \(F \in C_0^\infty(\mathbb{R})\). Since \(F\) is smooth and compactly supported, we have:

\[
|F(w) - F(y)| \leq c_F |w - y|
\]

for all \(w, y \in \mathbb{R}\), where \(c_F > 0\) is some constant. Thus, for any integer \(M \geq 1\) and any \(X > 0\):

\[
\frac{1}{X} \int_X^{2X} F(E_q(x)/x^{2q-1})dx = \frac{1}{X} \int_X^{2X} F\left(\sum_{m \leq M} \phi_{q,m}(\gamma_m x^2)\right)dx + \mathcal{E}_F(X, M)
\]

(4.2)

where \(\mathcal{E}_F(X, M)\) satisfies the bound:

\[
|\mathcal{E}_F(X, M)| \leq c_F \frac{1}{X} \int_X^{2X} E_q(x)/x^{2q-1} - \sum_{m \leq M} \phi_{q,m}(\gamma_m x^2)dx.
\]

(4.3)

It follows from Theorem 4 that:

\[
\lim_{M \to \infty} \limsup_{X \to \infty} |\mathcal{E}_F(X, M)| = 0.
\]

(4.4)

As \(F \in C_0^\infty(\mathbb{R})\), we have using the notation as in §3.2:

\[
\frac{1}{X} \int_X^{2X} F\left(\sum_{m \leq M} \phi_{q,m}(\gamma_m x^2)\right)dx = \int_{-\infty}^{\infty} \widehat{F}(a) \mathfrak{L}_X(M(a, M))da
\]

(4.5)

where \(\widehat{F}\) denotes the Fourier transform of \(F\). Letting \(X \to \infty\) in (4.5), we have by Lemma 5 and Proposition 4 together with an application of Lebesgue’s Dominated Convergence Theorem:

\[
\lim_{X \to \infty} \frac{1}{X} \int_X^{2X} F\left(\sum_{m \leq M} \phi_{q,m}(\gamma_m x^2)\right)dx = \int_{-\infty}^{\infty} \widehat{F}(a) \mathfrak{L}(a, M)da.
\]

(4.6)
Letting $M \to \infty$ in (4.6), we have by Theorem 5 and Lebesgue’s Dominated Convergence Theorem:

$$\lim_{M \to \infty} \lim_{X \to \infty} \frac{1}{X} \int_{-X}^{X} \mathcal{F} \left( \sum_{m \leq M} \phi_{q,m} (\gamma m x^2) \right) dx = \lim_{M \to \infty} \int_{-\infty}^{\infty} \hat{\mathcal{F}}(\alpha) \prod_{m \leq M} \mathcal{L}(\alpha, m) d\alpha =$$

$$= \int_{-\infty}^{\infty} \hat{\mathcal{F}}(\alpha) \Phi_q(\alpha) d\alpha = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \hat{\Phi}_q(\alpha) d\alpha$$

(4.7)

where in the last equality we made use of Parseval’s theorem which is justified due to the decay estimates for $\Phi_q(\alpha)$ in Theorem 5. Since by definition $\mathcal{P}_q(\alpha) = \hat{\Phi}_q(\alpha)$, it follows from (4.7) that:

$$\frac{1}{X} \int_{-X}^{X} \mathcal{F} \left( \sum_{m \leq M} \phi_{q,m} (\gamma m x^2) \right) dx = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha + \delta^\circ_F(X, M)$$

(4.8)

where $\delta^\circ_F(X, M)$ satisfies:

$$\lim_{M \to \infty} \lim_{X \to \infty} |\delta^\circ_F(X, M)| = 0.$$  

(4.9)

Inserting (4.8) into (4.2), we deduce from (4.4) and (4.9) that:

$$\limsup_{X \to \infty} \left| \frac{1}{X} \int_{-X}^{X} \mathcal{F} \left( E_q(x) / x^{2q-1} \right) dx - \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha \right| \leq$$

$$\leq \lim_{M \to \infty} \lim_{X \to \infty} |\delta^\circ_F(X, M)| + \lim_{M \to \infty} \limsup_{X \to \infty} |\delta_F(X, M)| = 0.$$

(4.10)

From (4.10) we conclude that for any $\mathcal{F} \in C_0^\infty(\mathbb{R})$ the limit $\mathcal{L}(\mathcal{F})$ exists and is given by:

$$\lim_{X \to \infty} \frac{1}{X} \int_{-X}^{X} \mathcal{F} \left( E_q(x) / x^{2q-1} \right) dx = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha.$$  

(4.11)

The result extends easily to the class $C_0(\mathbb{R})$ of continuous functions with compact support. Indeed, let $\omega(y) \geq 0$ be a smooth bump function supported in $[-1, 1]$ having total mass 1, and for integers $n \geq 1$ define $\omega_n(y) = n \omega(ny)$. Let $\mathcal{F} \in C_0(\mathbb{R})$, and define $\mathcal{F}_n = \mathcal{F} \ast \omega_n \in C_0^\infty(\mathbb{R})$ where $\ast$ denotes the Euclidean convolution operator. We have for any integer $n \geq 1$ and any $X > 0$:

$$\left| \frac{1}{X} \int_{-X}^{X} \mathcal{F} \left( E_q(x) / x^{2q-1} \right) dx - \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha \right| \leq$$

$$\leq \left| \frac{1}{X} \int_{-X}^{X} \mathcal{F}_n \left( E_q(x) / x^{2q-1} \right) dx - \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha \right| + \max_{y \in \mathbb{R}} |\mathcal{F}(y) - \mathcal{F}_n(y)|.$$

(4.12)

The claim now follows from (4.12) Since $\max_{y \in \mathbb{R}} |\mathcal{F}(y) - \mathcal{F}_n(y)| \to 0$ and:

$$\lim_{n \to \infty} \lim_{X \to \infty} \frac{1}{X} \int_{-X}^{X} \mathcal{F}_n \left( E_q(x) / x^{2q-1} \right) dx = \lim_{n \to \infty} \int_{-\infty}^{\infty} \mathcal{F}_n(\alpha) \mathcal{P}_q(\alpha) d\alpha = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha.$$  

(4.13)

Let us now show that the limit $\mathcal{L}(\mathcal{F})$ exists for all continuous bounded functions. Suppose then that $\mathcal{F}$ is a continuous bounded function. Let $\psi \in C_0^\infty(\mathbb{R})$ satisfy $0 \leq \psi(y) \leq 1$ and $\psi(y) = 1$ for $|y| \leq 1$, and set $\psi_n(y) = \psi(y/n)$. Define
Theorem 2

\[
\lim_{n \to \infty} \left\{ \frac{1}{X} \int_{X} \mathcal{F} \left( \mathcal{E}_q(x) / x^{2q-1} \right) - \mathcal{F}_n \left( \mathcal{E}_q(x) / x^{2q-1} \right) \right\} dx = 0.
\]

Since (4.11) holds for the class \( C_0(\mathbb{R}) \), we have by the definition of \( \psi_n \):

\[
\lim_{n \to \infty} \frac{1}{X} \int_{X} \mathcal{F}_n \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx = \int_{\mathbb{R}} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha + \int_{|\alpha| > n} \mathcal{F}(\alpha) \psi_n(\alpha) \mathcal{P}_q(\alpha) d\alpha.
\]

It then follows from the rapid decay of \( \mathcal{P}_q(\alpha) \) that:

\[
\lim_{n \to \infty} \frac{1}{X} \int_{X} \mathcal{F}_n \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha.
\]

Since for any integer \( n \geq 1 \) and any \( X > 0 \) we have:

\[
\left| \frac{1}{X} \int_{X} \mathcal{F} \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx - \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) \right| \leq \left| \frac{1}{X} \int_{X} \mathcal{F}_n \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx - \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) \right| + \left| \frac{1}{X} \int_{X} \mathcal{F} \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx - \mathcal{F}_n \left( \mathcal{E}_q(x) / x^{2q-1} \right) \right|
\]

we conclude from (4.17) and (4.19) that for any continuous bounded function \( \mathcal{F} \), the limit \( \mathcal{L}(\mathcal{F}) \) in (4.11) exists and is given by:

\[
\lim_{n \to \infty} \frac{1}{X} \int_{X} \mathcal{F} \left( \mathcal{E}_q(x) / x^{2q-1} \right) dx = \int_{-\infty}^{\infty} \mathcal{F}(\alpha) \mathcal{P}_q(\alpha) d\alpha.
\]

The extension of (4.21) to the class of bounded piecewise-continuous functions is now straightforward. It remains to show that \( \mathcal{P}_q(\alpha) \) defines a probability density. To that end, we note that the LHS of (4.21) is real and non-negative whenever \( \mathcal{F} \) is. By Theorem 6 we know that \( \mathcal{P}_q(\alpha) \) is an entire function of \( \alpha \), and in particular is continuous, so by
choosing a suitable test function $F$ in (4.21) we conclude that $P_q(\alpha) \geq 0$ for real $\alpha$. Taking $F \equiv 1$ in (4.21) we have $\int_{-\infty}^{\infty} P_q(\alpha) d\alpha = 1$. The proof of Theorem 1 is therefor complete.

We now proceed to present the proof of Theorem 2.

**Proof. (Theorem 2)** For integers $M, j \geq 1$ we have:

$$\frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j dx = \sum_{s=1}^{j} \sum_{\ell_1 + \ldots + \ell_s = j} \frac{j!}{\ell_1! \ldots \ell_s!} \sum_{M_1 \geq \ldots \geq M_s \geq 1}^{X} \frac{1}{X} \int \phi_{q,m_i}(y_m x^2) dx.$$  

(4.22)

It follows from Proposition 5 that:

$$\lim_{x \to \infty} \frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j dx = \sum_{s=1}^{j} \sum_{\ell_1 + \ldots + \ell_s = j} \frac{j!}{\ell_1! \ldots \ell_s!} \sum_{M_1 \geq \ldots \geq M_s \geq 1}^{X} \prod_{i=1}^{s} Q_q(m_i, \ell_i).$$  

(4.23)

By (3.35) in Lemma 6 we have that $Q_q(m, 1) = 0$ for any integer $m \geq 1$, and so by the upper bound (3.3) for $\phi_{q,m}(\cdot)$ in Lemma 4 we may extend the summation over the variables $m_1 > \ldots > m_1 \geq 1$ all the way to infinity, obtaining:

$$\lim_{x \to \infty} \frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j dx = \sum_{s=1}^{j} \sum_{\ell_1 + \ldots + \ell_s = j} \frac{j!}{\ell_1! \ldots \ell_s!} \sum_{M_1 \geq \ldots \geq M_s \geq 1}^{X} \prod_{i=1}^{s} Q_q(m_i, \ell_i) + O_{q,j}\left(M^{-1/2} (\log 2M)^{2j-1}\right).$$

(4.24)

where the series in (4.24) converges absolutely. Thus, on letting $M \to \infty$ in (4.24) we conclude that for any integer $j \geq 1$ the limit:

$$L(j) \equiv \lim_{M \to \infty} \lim_{x \to \infty} \frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j dx = \sum_{s=1}^{j} \sum_{\ell_1 + \ldots + \ell_s = j} \frac{j!}{\ell_1! \ldots \ell_s!} \sum_{M_1 \geq \ldots \geq M_s \geq 1}^{X} \prod_{i=1}^{s} Q_q(m_i, \ell_i)$$

(4.25)

exists, where the series in (4.25) converges absolutely. Now, fix the integer $j \geq 1$ and let $\psi \in C_0^\infty(\mathbb{R})$ satisfy $0 \leq \psi(y) \leq 1$ and $\psi(y) = 1$ for $|y| \leq 1$. Set $\psi_n(y) = \psi(y/n)$, and let $F_n(y) = y^j \psi_n(y) \in C_0^\infty(\mathbb{R})$. For $M \geq 1$ an integer, we have by the definition of $\psi_n$:

$$\frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j \left| - F_n\left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right) \right| dx \leq \frac{1}{n^j} \frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^{2j} dx.$$  

(4.26)

Since $L(2j)$ exists, it follows that:

$$\lim_{n \to \infty} \limsup_{M \to \infty} \limsup_{x \to \infty} \frac{1}{X} \int \left| \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right)^j - F_n\left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right) \right| dx \leq L(2j) \lim_{n \to \infty} n^{-j} = 0.$$  

(4.27)

By Theorem 1 and the definition of $\psi_n$ we have:

$$\lim_{M \to \infty} \lim_{x \to \infty} \frac{1}{X} \int F_n \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right) dx = \int_{|\alpha| \leq n} \alpha^j P_q(\alpha) d\alpha + \int_{|\alpha| > n} \alpha^j \psi_n(\alpha) P_q(\alpha) d\alpha.$$  

(4.28)

It follows from the rapid decay of $P_q(\alpha)$ that:

$$\lim_{n \to \infty} \lim_{M \to \infty} \lim_{x \to \infty} \frac{1}{X} \int F_n \left( \sum_{m \leq M} \phi_{q,m}(y_m x^2) \right) dx = \int_{-\infty}^{\infty} \alpha^j P_q(\alpha) d\alpha.$$  

(4.29)
Since for any integers \( n, M \geq 1 \) and any \( X > 0 \) we have:

\[
\left| \frac{1}{X} \int_{X}^{2X} \left( \sum_{m \leq M} \phi_{q,m}(y_{m}x^{2}) \right)^{j} d\alpha - \int \alpha^{j} \mathcal{P}_{q}(\alpha) d\alpha \right| \leq \left| \frac{1}{X} \int \mathcal{F}_{n} \left( \sum_{m \leq M} \phi_{q,m}(y_{m}x^{2}) \right) d\alpha - \int \alpha^{j} \mathcal{P}_{q}(\alpha) d\alpha \right| + \\
+ \frac{1}{X} \int \left( \sum_{m \leq M} \phi_{q,m}(y_{m}x^{2}) \right)^{j} \mathcal{F}_{n} \left( \sum_{m \leq M} \phi_{q,m}(y_{m}x^{2}) \right) d\alpha \tag{4.30}
\]

we conclude from the above that:

\[
\int \alpha^{j} \mathcal{P}_{q}(\alpha) d\alpha = \sum_{m=1}^{\infty} Q_{q}(m,1) = 0 \quad ; \quad \int \alpha^{3} \mathcal{P}_{q}(\alpha) d\alpha = \sum_{m=1}^{\infty} Q_{q}(m,3) < 0 . \tag{4.32}
\]

This concludes the proof. \( \square \)

The proof of Theorem 3 is now straightforward.

Proof. (Theorem 3) First we consider the case \( 0 < \lambda < 2 \). To that end, fix some \( 0 < \lambda < 2 \) and let \( \mathcal{F}_{n}(y) = |y|^4 \psi_{n}(y) \in \mathcal{C}_{0}(\mathbb{R}) \), where \( \psi_{n}(y) = \psi(y/n) \) and \( \psi \in \mathcal{C}_{0}(\mathbb{R}) \) satisfies \( 0 \leq \psi(y) \leq 1 \), and \( \psi(y) = 1 \) for \( |y| \leq 1 \). By \( 4.15 \) and the definition of \( \psi_{n} \) we have for \( X > 2 \):

\[
\frac{1}{X} \int_{X}^{2X} \left| \frac{E_{q}(x)/x^{2q-1}}{n} - \mathcal{F}_{n} \left( \frac{E_{q}(x)/x^{2q-1}}{n} \right) \right| dx \leq \frac{1}{m^{n-1}} \left( D_{q} + O \left( X^{-1} \log^{2} X \right) \right) . \tag{4.33}
\]

Since \( 2 - \lambda > 0 \), it follows that:

\[
\lim_{n \to \infty} \limsup_{X \to \infty} \frac{1}{X} \int_{X}^{2X} \left| \frac{E_{q}(x)/x^{2q-1}}{n} - \mathcal{F}_{n} \left( \frac{E_{q}(x)/x^{2q-1}}{n} \right) \right| dx = 0 . \tag{4.34}
\]

By Theorem 1 and the definition of \( \psi_{n} \) we have:

\[
\lim_{X \to \infty} \frac{1}{X} \int \mathcal{F}_{n} \left( \frac{E_{q}(x)/x^{2q-1}}{n} \right) dx = \int_{|\alpha| \leq n} |\alpha|^{4} \mathcal{P}_{q}(\alpha) d\alpha + \int_{|\alpha| > n} |\alpha|^{4} \psi_{n}(\alpha) \mathcal{P}_{q}(\alpha) d\alpha . \tag{4.35}
\]

It follows from the rapid decay of \( \mathcal{P}_{q}(\alpha) \) that:

\[
\lim_{n \to \infty} \lim_{X \to \infty} \frac{1}{X} \int \mathcal{F}_{n} \left( \frac{E_{q}(x)/x^{2q-1}}{n} \right) dx = \int_{-\infty}^{\infty} |\alpha|^{4} \mathcal{P}_{q}(\alpha) d\alpha . \tag{4.36}
\]
Since for any integer \( n \geq 1 \) and any \( X > 0 \) we have:

\[
\frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^4 \, dx - \int_{-\infty}^{\infty} |\alpha|^4 \mathcal{P}_q(\alpha) \, d\alpha \leq \frac{1}{X} \int_{X}^{2X} \mathcal{F}_n \left( \frac{E_q(x)}{x^{2q-1}} \right) \, dx - \int_{-\infty}^{\infty} |\alpha|^4 \mathcal{P}_q(\alpha) \, d\alpha + \frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^4 \, dx - \mathcal{F}_n \left( \frac{E_q(x)}{x^{2q-1}} \right) \, dx
\]  

(4.37)

we conclude from the above that:

\[
\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^4 \, dx = \int_{-\infty}^{\infty} |\alpha|^4 \mathcal{P}_q(\alpha) \, d\alpha.
\]  

(4.38)

The exact same arguments give in the case \( \lambda = 1 \):

\[
\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} E_q(x)/x^{2q-1} \, dx = \int_{-\infty}^{\infty} \alpha \mathcal{P}_q(\alpha) \, d\alpha.
\]  

(4.39)

We now treat the case \( \lambda = 2 \). We reexamine in detail the statement of Theorem 2 of \cite{11}, eq. (1.6) and (1.7) therein. Renormalizing by \( x^{2q-1} \) and taking limits, we have in the case where \( q \equiv 0 \pmod{2} \):

\[
\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^2 \, dx = \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \left\{ \sum_{d,m=1 \atop (d,2m)=1}^{\infty} \frac{r_2^2(m, d; q)}{m^{3/2}d^{2q-3}} + 2^{2q} \sum_{d,m=1 \atop (d,m)=1 \atop d \equiv 0 (4)}^{\infty} \frac{r_2^2(m, d; q)}{m^{3/2}d^{2q-3}} \right\}
\]  

(4.40)

and in the case where \( q \equiv 1 \pmod{2} \):

\[
\lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^2 \, dx = \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \left\{ \sum_{d,m=1 \atop (d,2m)=1}^{\infty} \frac{r_2^2(m, d; q)}{m^{3/2}d^{2q-3}} + 2^{2q} \sum_{d,m=1 \atop (d,m)=1 \atop d \equiv 0 (4)}^{\infty} \frac{r_2^2(m, d; q)}{m^{3/2}d^{2q-3}} \right\}.
\]  

(4.41)

By (3.36) and (3.37) in Lemma 6 it follows from Theorem 2 that for \( q \equiv 0 \pmod{2} \):

\[
\int_{-\infty}^{\infty} \alpha^2 \mathcal{P}_q(\alpha) \, d\alpha = \sum_{m=1}^{\infty} Q_q(m, 2) = \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \left\{ \sum_{m,d,k=1 \atop (d,2mk^2)=1}^{\infty} \frac{r_2^2(mk^2, d; q)}{d^{2q-3}(mk^2)^{3/2}} \mu^2(m) + 2^{2q} \sum_{m,d,k=1 \atop (d,mk^2)=1 \atop d \equiv 0 (4)}^{\infty} \frac{r_2^2(mk^2, d; q)}{d^{2q-3}(mk^2)^{3/2}} \mu^2(m) \right\} = \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \left\{ \sum_{m,d,k=1 \atop (d,2mk^2)=1}^{\infty} \frac{r_2^2(mk^2, d; q)}{d^{2q-3}(mk^2)^{3/2}} \mu^2(m) + 2^{2q} \sum_{m,d,k=1 \atop (d,mk^2)=1 \atop d \equiv 0 (4)}^{\infty} \frac{r_2^2(mk^2, d; q)}{d^{2q-3}(mk^2)^{3/2}} \mu^2(m) \right\} = \lim_{X \to \infty} \frac{1}{X} \int_{X}^{2X} |E_q(x)/x^{2q-1}|^2 \, dx
\]  

(4.42)
and for $q \equiv 1 \pmod{2}$:

$$
\int_{-\infty}^{\infty} \alpha^2 \mathcal{P}_q(\alpha) d\alpha = \sum_{m=1}^{\infty} Q_q(m, 2) = \\
= \frac{1}{2} \left( \frac{\pi^{q-1}}{2 \Gamma(q)} \right)^2 \left\{ \sum_{\substack{m,d,k=1 \atop (d, 2mk^2)=1}}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}(mk^2)^{3/2}} \mu^2(m) + 2^{2q} \sum_{\substack{m,d,k=1 \atop (d, mk^2)=1 \atop d=0}}^{\infty} \frac{r_2(mk^2, d; q)}{d^{q-3}(mk^2)^{3/2}} \mu^2(m) \right\} = (4.43)
$$

$$
\lim_{x \to \infty} \frac{1}{x} \int_{x}^{2x} |E_q(x)/x^{2q-1}|^2 dx.
$$

This concludes the proof. □
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