Fast cloud-cloud collisions in a strongly barred galaxy: Suppression of massive star formation
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ABSTRACT
Recent galaxy observations show that star formation activity changes depending on galactic environments. In order to understand the diversity of galactic-scale star formation, it is crucial to understand the formation and evolution of giant molecular clouds in an extreme environment. We focus on observational evidence that bars in strongly barred galaxies lack massive stars even though quantities of molecular gas are sufficient to form stars. In this paper, we present a hydrodynamical simulation of a strongly barred galaxy, using a stellar potential which is taken from observational results of NGC1300, and we compare cloud properties between different galactic environments: bar, bar-end and spiral arms. We find that the mean of cloud’s virial parameter is $\alpha_{\text{vir}} \sim 1$ and that there is no environmental dependence, indicating that the gravitationally-bound state of a cloud is not behind the observational evidence of the lack of massive stars in strong bars. Instead, we focus on cloud-cloud collisions, which have been proposed as a triggering mechanism for massive star formation. We find that the collision speed in the bar is faster than those in the other regions. We examine the collision frequency using clouds’ kinematics and conclude that the fast collisions in the bar could originate from random-like motion of clouds due to elliptical gas orbits shifted by the bar potential. These results suggest that the observed regions of lack of active star-formation in the strong bar originate from the fast cloud-cloud collisions, which are inefficient in forming massive stars, due to the galactic-scale violent gas motion.
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1 INTRODUCTION
Galactic-scale star formation appears to have a wide variety depending on galactic-scale environments. Recent observational works have shown that systematic variations exist in a power-law relation between the gas surface density and the surface density of the star formation rate (SFR), and that the star formation activity is sensitive to global structural variations such as galaxy type (e.g. Daddi et al. 2010; Leroy et al. 2013), conditions in the galactic central region (e.g. Oka et al. 2001) and the grand design spiral arms (e.g. Sheth et al. 2002; Momose et al. 2010). In order to understand the diversity of galactic-scale star formation, understanding the formation and evolution of giant molecular clouds (GMCs), which are stellar nurseries, in extreme environments is quite informative.

A galactic bar structure has been known as an environment where the star formation is suppressed. The SFR in the bar is lower than that in the spiral arms, even when the gas surface density is almost the same (Momose et al. 2010; Hirota et al. 2014); i.e., the star formation efficiency ($\text{SFE} \equiv \Sigma_{\text{SFR}}/\Sigma_{\text{gas}}$) is very low in the bar environment. It has been proposed that a strong shock and/or shear along the bar would inject turbulence into the dense gas to prevent star formation (Tubbs 1982; Athanassoula 1992; Downes et al. 1996; Reynaud & Downes 1998; Sorai et al. 2012; Meidt et al. 2013). However, the spatial scale of the gas stream in the bar is of the order of a kpc, which is much larger than that of individual GMCs (< 50 pc), let alone cloud cores (< 0.1 pc). Although we would expect that the large scale turbulence injected by the galactic bar could cascade down
to smaller scales and affect gas structures to some extent, the actual physical process which prevents star formation is still not clear.

Recent high resolution hydrodynamical simulations have been a powerful tool for investigating the GMC’s formation and their time evolution. The two-dimensional models of the weakly barred galaxy M83 have found that the SFE is lower than that of the spiral arms due to the strong internal turbulence of the clouds (Nimori et al. 2013). However, the three-dimensional simulations of the same galaxy have shown counter-evidence suggesting that the typical internal cloud velocity dispersion has little variation between clouds in the bar and spiral arm (Fujimoto et al. 2014a). Instead, Fujimoto et al. (2014b) put a spotlight on a triggered star formation induced by cloud-cloud collisions.

Interactions between GMCs can trigger a shock at the collision interface, which fragments into stars. The triggered star formation by cloud-cloud collisions has been suggested as a mechanism to create massive stars and super star clusters (e.g. Habe & Ohta 1992; Furukawa et al. 2009; Ohama et al. 2010; Fukui et al. 2014, 2016, 2018; Torii et al. 2017). Takahira et al. (2014) performed hydrodynamical simulations of cloud-cloud collisions, and found that production of massive star-forming cores in a collision strongly depends on the relative speed of the two clouds. A fast collision shortens the gas accretion phase of the cloud cores formed, leading to suppression of core growth and massive star formation (see also Takahira et al. 2018). Fujimoto et al. (2014b) found that clouds formed in the bar region typically collide faster than those in the spiral arms due to the elongated gas motion by the bar potential and that the high-velocity cloud-cloud collisions are responsible for the low SFE in the bar.

The previous studies in terms of the star formation efficiency, however, have been made for barred galaxies with a rather weak bar. In order to unveil the cause for the low star formation efficiency in the bar region clearly, studying a barred galaxy with a strong bar is ideal, where the absence of star formation is most clearly seen. An extremely unproductive region for massive star formation is seen in such a strong bar; prominent HII regions are mostly not seen although there are remarkable dust lanes along the stellar bar. Towards nearby strongly barred galaxies NGC1300 and NGC5383, sensitive CO observations were recently made and a large amount of molecular gas is proven to be present in the bar, even though they are not associated active star-forming regions (Maeda et al. 2018).

In this paper, we extend the previous studies of a weakly barred galaxy by Fujimoto et al. (2014a) and Fujimoto et al. (2014b) to the strongly barred galaxy NGC1300 (the V-band image and CO(2−1) intensity map are shown in Figure 1), and investigate the effects of the strong bar on the formation and evolution of GMCs to understand the physical mechanism of the observed lack of active star-forming regions in the strong bar. It is worth emphasizing here that unveiling the cause for the massive star formation suppression is also very important to understand the star formation in high redshift galaxies. For instance, high speed cloud collisions are expected to happen more frequently in the early universe, then the star formation may be suppressed, which would reduce the overproduction of stars without invoking the various feedback mechanisms proposed.

This paper is organised as follows. In Section 2, we present our model of the strongly barred galaxy NGC1300 and discuss details of the three-dimensional hydrodynamical simulation. Section 3 details our results, discussing first the global evolution of the galactic disc and moving on to exploring cloud properties and cloud-cloud collisions. In Section 4, we make the discussion of the physical mechanism that causes the unproductive massive star formation in the strong bar more quantitatively by examining the collision frequencies of clouds using clouds’ kinematics. Section 5 presents our conclusions.

2 NUMERICAL METHODS

2.1 The code

The simulations presented in this paper are of an isolated galaxy disc run using the adaptive mesh refinement (AMR) hydrodynamics code ENZO (Bryan et al. 2014; Brummel-Smith et al. 2019). The evolution of the gas is performed using a three-dimensional version of the ZEUS hydrodynamics algorithm (Stone & Norman 1992), which uses an artificial viscosity as a shock-capturing technique with the variable associated with this, the quadratic artificial viscosity, set to the default value of 2.0.

The gas cools radiatively to 10 K using a one-dimensional cooling curve created from the CLOUDY package’s cooling table for metals and ENZO’s non-equilibrium cooling rates for atomic species of hydrogen and helium (Abel et al. 1997; Ferland et al. 1998). This is implemented as tabulated cooling rates as a function of density and temperature (Jin et al. 2017). The Solar values for the metallicity and the dust-to-gas ratio are assumed. In addition to radiative cooling, the gas can also be heated via diffuse photoelectric heating in which electrons are ejected from dust grains via far-ultraviolet (FUV) photons. This is implemented as a constant heating rate of 8.5 × 10−26 erg s−1 per hydrogen atom uniformly throughout the simulation box. This rate is chosen to match the expected heating rate assuming a UV background consistent with the Solar neighbourhood value (Draine 2011). The cosmic ray heating is not considered. Self-gravity of the gas is also implemented.

The galaxy is modelled in a three-dimensional box of (128 kpc)3 with isolated gravitational boundary conditions and periodic fluid boundaries. The root grid is 1283 with an additional nine levels of refinement, producing a minimum cell size of Δx = 1.953125 pc. We refine a cell by a factor of 2 whenever the mass included in the cell exceeds 1000 M⊙, or whenever the Jeans length, λJ = c_s/√(Gρ), drops below four cell widths, satisfying the Truelove et al. (1998) criterion. To prevent unresolved collapse at the finest resolution level, a pressure floor is implemented that injects energy to halt the collapse once the Jeans length becomes smaller than four cells. Gas in this regime follows a γ = 2 polytropy, P ∝ ρ^γ. In addition to the static root grid, we impose five levels of statically refined regions enclosing the whole galactic disc of 20 kpc radius and 2 kpc height. This guarantees that the circular motion of the gas in the galactic disc is well resolved, with a maximum cell size of 31.25 pc.

In order to study the formation process of the cold dense clouds formed from the hot/warm diffuse gas, we use a relaxation strategy; in the first 560 Myr, we run the simulation...
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2.2 The structure of the galactic disc

Our galaxy is modelled on the barred spiral galaxy, NGC1300, with the stellar potential and gas distribution obtained from observational results. Figure 1 shows the face-on views of V-band image taken with Hubble Space Telescope (HST) and velocity-integrated $^{12}\text{CO}(2-1)$ intensity map corrected for the position angle and inclination of $-85.5^\circ$ and $50.2^\circ$ (England 1989a), respectively. To enhance the $^{12}\text{CO}(2-1)$ emitting regions, we show the integrated intensity in the velocity range where the significant CO emission is seen.

Figure 1. Face-on views of V-band (F555W filter) image taken with HST (left) and velocity-integrated $^{12}\text{CO}(2-1)$ intensity map (right) corrected for the position angle and inclination of $-85.5^\circ$ and $50.2^\circ$ (England 1989a), respectively. The V-band image is obtained from the Hubble Legacy Archive (https://hla.stsci.edu/). The $^{12}\text{CO}(2-1)$ image is generated from the ALMA archival data under project 2015.1.00925.S as proposed by B. Guillermo et al. We used the significant emission defined as follows: We first identify pixels with the Hubble Legacy Archive (https://hla.stsci.edu/). The median value of our cloud age at $t=590$ Myr, we include the cooling and heating of the gas and additional two levels of refinement ($\Delta x = 1.953125$ pc), that allows the diffuse gas to collapse to the cold dense clouds. In order to focus on the early evolutionary stage of the clouds, we select the snapshot at $t=600$ Myr when we analyse a single snapshot, and when we discuss time-averaged behaviour, the average is drawn from the time interval between $t=590 - 610$ Myr. In fact, the median value of our cloud age at $t=590$ Myr is $\sim 5$ Myr, which is shorter than the observational estimates of cloud lifetimes (10-40 Myr; e.g. Kawamura et al. 2009; Chevance et al. 2019).

In order to study the effects of the galactic structures such as the bar on the evolution of the gas clouds alone, there is no star formation or stellar feedback in this simulation.

2.2.1 Stellar potential

We use $10^6$ fixed-motion star particles to create a stellar potential model in keeping with the observed global characteristics of the stellar distribution in NGC1300. This model is based on the work of England (1989b), revised with the Hubble parameter of $H = 73$ km s$^{-1}$ Mpc$^{-1}$ and the distance to NGC1300 of $d = 20.7$ Mpc. The stellar density, consisting of the disc, bulge, bar and spiral arms, is given by

$$\rho_{\text{star}}(r, \theta, z) = \Sigma(r, \theta) h(z)$$

$$= \left(\Sigma_{\text{disc}}(r) + \Sigma_{\text{bulge}}(r) + \Sigma_{\text{bar}}(r) + \Sigma_{\text{arm}}(r)\sin(2\theta)\right) h(z),$$

where $\Sigma(r)$ is the radial distribution of each component and $h(z)$ is the vertical distribution. Each of these are given by

$$\Sigma_{\text{disc}}(r) = \frac{M_{\text{disc}}}{2\pi r_{\text{disc}}^2} \exp\left(-\frac{r}{r_{\text{disc}}}\right),$$

$$\Sigma_{\text{bulge}}(r) = \frac{M_{\text{bulge}}}{2\pi} \frac{\rho_{\text{bulge}}}{r_{\text{bulge}}^2 + r^2} \frac{1}{\sqrt{r_{\text{bulge}}^2 + r^2}},$$

$$\Sigma_{\text{bar}}(x, y) = \frac{M_{\text{bar}}}{2\pi \sigma_x \sigma_y} \exp\left(-\frac{x^2}{2\sigma_x^2} - \frac{y^2}{2\sigma_y^2}\right),$$

$$\Sigma_{\text{arm}}(r, \theta) = \begin{cases} M_{\text{arm}} \frac{1}{2\pi \sigma_x^2} \exp\left(-\frac{r}{r_{\text{arm}}}\right) (1 + \sin(2\theta)) & : r > 7.3 \text{ kpc} \\ 0 & : \text{otherwise}, \end{cases}$$

where $M_{\text{disc}} = 6.78 \times 10^9 \, M_\odot$, $M_{\text{bulge}} = 4.0 \times 10^9 \, M_\odot$, $M_{\text{bar}} = 4.0 \times 10^4 \, M_\odot$, $M_{\text{arm}} = 8.3 \times 10^5 \, M_\odot$, $r_{\text{disc}} = 8.4$ kpc, $r_{\text{bulge}} = 1.2$ kpc, $\sigma_x = 3$ kpc, $\sigma_y = 0.34 \sigma_x$ and $r_{\text{arm}} = 2.4$ kpc. All these
parameters are revised using the latest value of the Hubble constant and the distance to NGC1300. We assume the vertical stellar distribution $h(z)$ is

$$h(z) \propto \text{sech}^2 \left( \frac{z}{200 \text{ pc}} \right). \quad (6)$$

Each star particle has a mass of $8.42 \times 10^4 \, M_\odot$, giving a total stellar mass of $M_* = 8.42 \times 10^{10} \, M_\odot$.

Figure 2 shows the resulting distribution of the star particles. The top panel shows the axisymmetric star particle distribution, which rotates at a constant pattern speed. We perform test simulations with four different pattern speeds: 16, 18, 20, and 22 km s$^{-1}$ kpc$^{-1}$. We select $\Omega = 20 \, \text{km s}^{-1} \, \text{kpc}^{-1}$ for the production run because the size of the gaseous bar formed in the hydrodynamic simulation matches the observational results for NGC1300. In both cases, the distance of the bar-end from the galactic centre is $7 - 8$ kpc (see Section 3.1).

The average distance to the neighbouring particle is $\sim 50$ pc at $r = 8$ kpc and $\sim 70$ pc at $r = 16$ kpc. To remove the discreteness effects of the star particles, we smooth the particles’ gravitational contribution by adding the mass on to the grid at AMR level 3, with a cell size of 125 pc. That is because the star particles should act as an external potential so that the gas feels gravity from the stellar component of the galaxy as a whole. Unlike an N-body galaxy simulation which includes gravitational interactions between particles, our fixed-motion star particles do not interact with each other, and they are put as a gravitational source only for the gas. To treat their gravitational effects as an external potential, we smooth their gravitational contributions at a coarser level of the gas cell (the cell size is 125 pc), rather than putting them at the finest level whose cell size is 2 pc.

### 2.2.2 Dark matter potential

In addition to the stellar potential, the galaxy sits in a static dark matter halo with an NFW model (Navarro et al. 1996). The halo concentration parameter is set to $c = 0.5$, and the virial mass of the halo (of which the mean density is 200 times the cosmological critical value) is set to $M_{200} = 5.4 \times 10^{10} \, M_\odot$. These parameters are selected via comparisons between the rotation curve estimated from the stellar and dark matter potential and that from the observational results from NGC1300 (England 1989b). We also compare and roughly match the rotation curve from the simulation with the observational results at around $r > 6$ kpc (see Section 3.1).

### 2.2.3 Gas mass

We estimate the H$_2$ gas mass from the archival $^{12}$CO(2–1) data which was observed with Atacama Compact Array (7m + total power) under project 2015.1.00925.S as proposed by B. Guillermo et al. We calibrated raw visibility data using the Common Astronomy Software Applications (CASA) and the observatory-provided calibration script. We imaged the interferometric map using the CLEAN algorithm in CASA by adopting Briggs weighting with robust = 0.5. The resulting image is feathered with the total power image to recover the extended emission. The spatial resolution is $7.6'' \times 4.1''$, corresponding to $760 \, \text{pc} \times 410 \, \text{pc}$ at the distance of $d = 20.7$ Mpc. The rms noise of the data cube is $11.0 \, \text{mJy beam}^{-1}$ per $10.0 \, \text{km s}^{-1}$ bin. The luminosity of the $^{12}$CO(2–1) ($I_{\text{CO}(2-1)}$) is $(3.0 \pm 0.3) \times 10^4 \, \text{K km s}^{-1} \, \text{pc}^2$. The total molecular gas mass is estimated to be $(1.70 \pm 0.78) \times 10^8 \, M_\odot$ by adopting the Galactic CO-to-H$_2$ conversion factor of 4.4 $M_\odot$ (K km s$^{-1}$ pc$^2$)$^{-1}$ (Bolatto et al. 2013) and the line ratio ($I_{\text{CO}(2-1)}/I_{\text{CO}(1-0)}$) of 0.8 (Leroy et al. 2009). Combining the H$_2$ gas mass and the HI gas mass of $(3.72 \pm 0.60) \times 10^9 \, M_\odot$ taken from the observations by England (1989a), we estimate that the total gas mass in NGC1300 to be $(5.42 \pm 0.98) \times 10^9 \, M_\odot$. 

---

**Figure 2.** The stellar component of the galactic potential. Top panel shows the axisymmetric star particle distribution (disc and bulge). Bottom panel shows the non-axisymmetric star particle distribution (bar and arm), which rotates clockwise at a constant pattern speed.
2.2.4 Initial gas distribution

For the galaxy’s radial gas distribution, we assume an initial exponential density profile with a radial scalelength of 8.4 kpc, based on the observations of England (1989b). The initial vertical distribution is assumed to be proportional to \( \text{sech}^2(z/h) \) with a vertical scaleheight of \( h_z = 100 \) pc. The total gas mass of H\( \text{i} \) and H\( \text{II} \) in the simulation is \( 5.42 \times 10^9 \, M_\odot \) as described in Section 2.2.3. This gives an initial gas distribution:

\[
\rho_{\text{gas}}(r,z) = \rho_0 \exp \left(-\frac{r}{8.4 \, \text{kpc}}\right) \text{sech}^2\left(\frac{z}{100 \, \text{pc}}\right),
\]

where \( \rho_0 = 9.152 \times 10^{-2} \, M_\odot \, \text{pc}^{-3} \). The gas is set in circular motion as calculated via \( V_{\phi}(r) = (G M_{\text{tot}}/r)^{1/2} \), where \( M_{\text{tot}} \) is the enclosed mass of stars, dark matter and gas within the radius \( r \).

3 RESULTS

3.1 Global structure and disc evolution

In the initial stages of the simulation, the gas profile is smoothly exponential as described in Section 2.2.4. As the simulation begins, the gas distribution changes according to the gravitational force by the stellar potential and the self-gravity, and the grand design pattern appears in the gas distribution. After \( t = 150 \) Myr (a half pattern rotation period), the gaseous bar settles into a quasi-equilibrium with no large structural change. The grand design two spiral arms form and dissipate repeatedly by their outward expansion in a 200 – 300 Myr period.

We include the cooling and heating of the gas from \( t = 560 \) Myr, and then the gas fragments into knots and filaments. Figure 3 shows the gas distribution in the galactic disc at three different times: \( t = 560, 580 \) and 600 Myr. The top row is the gas surface density, the middle is the density-weighted temperature, and the bottom row is the surface density of the dense gas \( (\geq 100 \, \text{cm}^{-3}) \). At \( t = 560 \) Myr, the galactic gas disc has already been stabilized, and the grand design of the gaseous bar and spiral arms has already formed. The temperature of the gaseous arms is around \( 10^4 \) K, while the bar region has much higher temperature because of the shock heating by the strong elliptical gas motion in the stellar bar potential. The dense gas has not yet formed at that time. After the cooling of the gas is included, the gas cools down to several hundred K, and the gas begins to fragment into filaments and to form dense gas clouds as shown in the middle and right panels in Figure 3.

The global galactic structures of the bar and spiral arms at \( t = 600 \) Myr are similar to the \( ^{12}\text{CO}(J = 2 \rightarrow 1) \) image of NGC 1300 (see the right panel of Figure 1), with the bar-end at \( r = 7 \sim 8 \) kpc. The total dense gas mass \( (\geq 100 \, \text{cm}^{-3}) \) is \( 1.69 \times 10^9 \, M_\odot \), which is consistent with the observed molecular gas mass of \( 1.7 \times 10^9 \, M_\odot \) as shown in Section 2.2.3. The bar and spiral arms rotate in a clockwise sense in the panels with the non-axisymmetric stellar potential.

Figure 4 shows the radial profile of the mean circular velocity of the gas. This is calculated by using a mass-weighted average over \(-1 < z < 1 \) kpc. While time-dependent fluctuations are seen in the inner region of radius \( r < 6 \) kpc due to the strong elliptical gas motion inside the bar region, the profile shape remains unchanged in the large radius \( r > 6 \) kpc, keeping the circular velocity \( 150 \sim 160 \, \text{km s}^{-1} \), which is roughly consistent with the observed rotation velocities of NGC 1300 obtained from Hi (England 1989b) and \(^{13}\text{CO}(J = 2 \rightarrow 1)\).

3.2 Cloud definition and classification

We define a cloud in our simulation by a connected dense region that is enclosed by a contour at a threshold number density of H atom, \( n_{\text{H} \text{L}} \): from the defined clouds in our simulation we exclude small clouds that contain fewer than \( 3^3 \) cells, since we cannot properly resolve properties for such small clouds. Previous works have used \( n_{\text{H} \text{L}} = 100 \, \text{cm}^{-3} \), because it is similar to the mean (volume-averaged) densities of typical Galactic GMCs (Tasker & Tan 2009; Fujimoto et al. 2014a; Li et al. 2018). However, we use a slightly higher threshold density of \( n_{\text{H} \text{L}} = 400 \, \text{cm}^{-3} \), since we can identify the maximum number of clouds at this threshold density. Figure 5 shows the number of identified clouds with different threshold densities. When \( n_{\text{H} \text{L}} < 400 \, \text{cm}^{-3} \), the number of identified clouds increases with increasing the threshold density, since there are clouds that are contained in larger structures at lower threshold densities. On the other hand, when \( n_{\text{H} \text{L}} > 400 \, \text{cm}^{-3} \), the number of identified clouds decreases with the increase of the threshold density, since relatively diffuse low-density clouds are excluded from the cloud definition. Note that we do not see a significant difference in cloud properties, such as cloud mass and virial parameter (except for cloud radius), between \( n_{\text{H} \text{L}} = 100 \) and 400 cm\(^{-3}\).

To compare the impact of different galactic environments on cloud properties, we define cloud groups based on the cloud’s location in the disc by using three kinds of circles, the Bar, Bar-end and Arm, of which positions at \( t = 600 \) Myr are shown in Figure 6. All circles co-rotate around the galactic centre with the same pattern speed of the bar and arm potential. In the snapshot at \( t = 600 \) Myr, 99 clouds are in the Bar region, 131 are in the Bar-end region and 120 are in the Arm region.

The three regions are completely different in terms of not only the location in the galactic disc but also the global-scale gas flow. As shown in Figure 4, the gas in the Bar region, where the galactic radius is \( \ll 8 \) kpc, rotates faster than the non-axisymmetric bar potential. On the other hand, the gas in the Arm region, where the galactic radius is \( \gg 8 \) kpc, rotates slower than the spiral arm potential. The gas in the Bar-end region, where the galactic radius is \( \sim 8 \) kpc, co-rotates with the non-axisymmetric pattern.

3.3 Cloud properties

To see the impact of the galactic environment on the cloud formation, we plot the cloud property distributions for clouds in each of our defined regions at \( t = 600 \) Myr in Figure 7. The top left panel of Figure 7 shows the normalized cumulative distribution function of the cloud mass for these three environments, where the cloud mass is calculated by the sum of the total gas mass in each cell belonging to the cloud. In all three cases, the cloud mass ranges from \( 5 \times 10^3 \, M_\odot < M_c < 5 \times 10^6 \, M_\odot \), and the median values lie...
Figure 3. The global gas distribution in the face-on galactic disc. Left to right, the images show the disc at $t = 560$, 580 and 600 Myr. Top to bottom, the images show the gas surface density, the density-weighted gas temperature and the surface density of dense gas of $\geq 100 \text{ cm}^{-3}$. The galactic disc rotates clockwise.

at around $M_\star \approx 10^5 M_\odot$, in reasonable agreement with the GMCs observed in nearby galaxies (e.g. Rosolowsky et al. 2003; Freeman et al. 2017). There is a slight environmental difference between the three regions; the Bar-end clouds have the largest fraction of massive clouds, and, on the other hand, the Bar clouds have the smallest. However, the difference is no more than 0.3 dex in log-scale.

The top right panel of Figure 7 shows the normalized cumulative distribution function of the cloud radius. We define the cloud radius as

$$R_c = \left( \frac{3V_c}{4\pi} \right)^{1/3},$$

(8)

where $V_c$ is the cloud volume which is calculated the sum of the cell volumes in the cloud. In all three regions, the median values lie at around $R_c \sim 8$ pc, and their shapes of the distribution are similar.

The bottom left panel of Figure 7 shows the normalized cumulative distribution function of the velocity dispersion of the clouds. We define the velocity dispersion as

$$\sigma_c = \sqrt{\sigma_{1D}^2 + c_s^2},$$

(9)

where $\sigma_{1D}$ is the mass-averaged one-dimensional velocity dispersion defined as $\sigma_{1D} = \langle \sqrt{\overline{\mathbf{v}^2}} - \mathbf{v}_{\text{CoM}} \rangle$, where $\mathbf{v}$ is the velocity of the gas and $\mathbf{v}_{\text{CoM}}$ is the cloud’s centre of mass velocity, $c_s$ is the sound speed, and the angle brackets indicate a mass-weighted average over the cells in the cloud.
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Figure 4. Azimuthally-averaged radial profiles of the gas circular velocity (mass-weighted average over $-1 < z < 1$ kpc) for the galactic disc at $t = 560$, 580 and 600 Myr. The black solid line shows the constant pattern speed of the non-axisymmetric stellar potential. The dark yellow line shows the observed value from England (1989), and their errors are shown with a filled area.
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Figure 5. The total number of clouds identified in the simulated galactic disc, as a function of the threshold number density for cloud definition.

Clouds in the Bar-end and Arm regions show median values of $\sim 3$ km s$^{-1}$, and the Bar clouds have slightly smaller velocity dispersion of $\sim 2$ km s$^{-1}$. This might be because clouds are less massive in the Bar. Since the cloud mass is small, their gravitational potential well can be shallow, which could result in failing to catch their surrounding high velocity dispersion gas.

The bottom right panel of Figure 7 shows the normalized cumulative distribution function of the cloud virial parameter defined as (Bertoldi & McKee 1992),

$$\alpha_{\text{vir}} = \frac{5\sigma_{\text{vir}}^2 R_c}{GM_c}. \quad (10)$$

The distributions show that the median values are around $\alpha_{\text{vir}} \sim 1$, indicating that most clouds are gravitationally bound, and that there is almost no environmental dependence. This result is consistent with Maeda et al. (2020) who identified GMCs in NGC 1300 by ALMA $^{12}$CO(1 – 0) observations and found that there is no significant variation in the $\alpha_{\text{vir}}$ between the arm and bar region. We have shown detailed comparison with the observation in Appendix A.

We can see a high-end tail of the virial parameter in the Arm region. When we make the distributions with smaller regions with 1.5 kpc diameter, the over-all distribution does not change, but the high-end tail disappears, indicating that it appears by chance in the plot. We also check histograms of their properties, and again, we do not find any clearer difference between three regions.

In summary, we do not find any significant dependence of cloud properties on the galactic regions, in particular, the cloud virial parameter. $\alpha_{\text{vir}} \sim 1$ indicates that most clouds are gravitationally bound and that low- and intermediate-mass stars can form in all regions. In terms of massive stars, however, we still cannot explain the observed evidence of the lack of massive star formation in strong bars with the cloud’s virial parameters because we find no environmental dependence. In fact, recent ALMA observations also show no significant variation in the virial parameter (Maeda et al. 2020). Instead, in the following sections, we focus on a cloud-cloud collision, which has been suggested as a triggering mechanism of massive star formation (e.g. Habe & Ohta 1992; Furukawa et al. 2009; Ohama et al. 2010; Fukui et al. 2014, 2016, 2018; Torii et al. 2017), and look for the cause of the lack of massive stars in strong bars.

3.4 Cloud-cloud collisions

To see the impact of galactic environments on the clouds’ interactions, we follow the evolution of the clouds, analysing simulation outputs at intervals of 0.2 Myr between $t = 590$ and 610 Myr and mapping the clouds between the outputs with a tag number assigned to each cloud. The algorithm of
Figure 7. Normalized cumulative distribution function of cloud masses (top left), radii (top right), velocity dispersion (bottom left), and virial parameters (bottom right).

Table 1. The number of cloud-cloud collisions, the number of clouds, the collision frequency per Gyr of clouds in each region, and the surface density of the estimated SFR assuming that star formation can be triggered only by cloud-cloud collisions, and the observed SFR in NGC1300 (Maeda et al. in preparation).

|       | Bar  | Bar-end | Arm  |
|-------|------|---------|------|
| n_{ccc} | 28   | 46      | 33   |
| n_{cloud} | 99   | 131     | 120  |
| f_{ccc} [Gyr^{-1}] | 14.1 | 17.6    | 13.8 |
| \Sigma_{SFR} [10^{-3} M_{\odot} yr^{-1} kpc^{-2}] | 3.38 | 5.52    | 2.87 |
| \Sigma_{SFR, Obs} [10^{-3} M_{\odot} yr^{-1} kpc^{-2}] | \leq 1.0 | 3.9 - 4.6 | 4.7 - 5.9 |

this cloud tracking is described in Tasker & Tan (2009). We define a collision if we find a single cloud near the positions predicted by two other clouds before 0.2 Myr. Table 1 shows the number of cloud-cloud collisions occurred in between \( t = 590 - 610 \) Myr, the number of clouds at \( t = 600 \) Myr, the collision frequency per clouds per Gyr in each region, the surface density of the estimated star formation rates (SFRs), and the observed ones in NGC1300.

The collision frequency is defined as,

\[
    f_{ccc} = \frac{n_{ccc}}{n_{cloud} \Delta t}, \tag{11}
\]

where \( n_{ccc} \) is the number of collisions, \( n_{cloud} \) is the number of clouds, and \( \Delta t \) is the tracking time of 20 Myr. The collision frequencies are \( 10-20 \) Gyr\(^{-1} \), which is slightly lower than those in a Milky-Way-type galaxy. Collision frequencies of \( 30-40 \) Gyr\(^{-1} \) are estimated for Milky-Way-type galaxy simulations (Tasker & Tan 2009; Dobbs et al. 2015). Because the modelling galaxy is different, it is not surprising that we get different collision frequencies. The other possible reason is that our clouds are more compact and smaller because of the higher threshold density for cloud definition, which can make the cross-sections of clouds smaller and then the collision frequencies lower.

We see that there is no significant environmental difference in the collision frequency, suggesting that a frequency of the cloud-cloud collisions does not seem to be the cause of the lack of the massive stars in strong bars in observations.

For a more quantitative discussion, we estimate SFRs assuming that star formation can be initiated only by cloud-cloud collisions and compare the estimates with those of observations. Based on a cloud collision triggered star formation model proposed by Tan (2000), we define the surface density of the SFR as,

\[
    \Sigma_{SFR} = \epsilon f_{sf} \left( \sum_{\Delta t} \sum_{A} M_{ccc} \right) / A \Delta t, \tag{12}
\]
where $\epsilon$ is the total star formation efficiency, $f_{sf}$ is the fraction of cloud collisions which lead to star formation, $M_{\text{cc}}$ is the colliding cloud mass just after the incident, and $A$ is the surface area of each galactic region. For simplicity, we use the default values of $\epsilon = 0.2$ and $f_{sf} = 0.5$ in Tan (2000).

Again, we do not see a significant environmental dependence as with the collision frequencies. Compared to the observed SFRs in NGC1300 (Maeda et al. in preparation), although the estimates for the Bar-end and Arm are roughly consistent, the one for the Bar is much larger than the upper limit of the observed value; the estimated SFR in the Bar is $3.38 \times 10^{-3} \, M_\odot / \text{yr} \cdot \text{kpc}^{-2}$, and the observed one is less than $10^{-3} \, M_\odot / \text{yr} \cdot \text{kpc}^{-2}$. Fujimoto et al. (2014b) suggested that using the fixed values for $\epsilon$ and $f_{sf}$ is too simplistic because not all cloud-cloud collisions should have the same efficiency to form stars, and the efficiency should be changed with properties of the collisions, such as the collision velocity. Hydrodynamical simulations of a cloud-cloud collision have shown that there is a clear dependence of the production rate of massive star-forming cores on the relative speed of the two colliding clouds (Takahira et al. 2014).

We find that there is a clear environmental dependence in the collision speed. Figure 8 shows the normalized cumulative distribution function of the cloud-cloud collision speed. The samples are the collisions occurred in 20 Myr between $t = 590$ and 610 Myr, as shown in Table 1. The black line shows a free-fall speed $v_{\text{ff}}$ as a function of cloud mass.
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**Figure 8.** Normalized cumulative distribution function of the cloud-cloud collision speed. The samples are the collisions occurred in 20 Myr between $t = 590$ and 610 Myr, as shown in Table 1.

The fast collisions in the Bar do not correlate with cloud mass. Figure 9 shows the scatter plot between the collision speed and the mass of the most massive cloud in each collision. There is a rough correlation between them in the Bar-end and Arm, suggesting that the cloud collisions in these regions could be caused by gravitational interactions between clouds. On the other hand, the Bar clouds have large scatter. We also investigate correlation between the collision speed and the cloud mass ratio between the colliding partners, and find no correlation between them.

For a more quantitative discussion, we overplot the free-fall speed as a function of cloud mass with a black line. The free-fall speed is defined as,

$$v_{\text{ff}} = \sqrt{\frac{2G M_c}{R_c}} \left( \frac{1}{2R_c} - \frac{1}{D_{\text{nearest}}} \right)$$

where $D_{\text{nearest}}$ is the distance to the nearest cloud. For simplicity, we use the median values: $R_c = 8$ pc and $D_{\text{nearest}} = 100$ pc.

![Figure 9](image2.png)

**Figure 9.** The scatter plots of the cloud-cloud collision speed versus the mass of the most massive cloud in each collision. The samples are the collisions occurred in 20 Myr between $t = 590$ and 610 Myr, as shown in Table 1. The black line shows a free-fall speed $v_{\text{ff}}$ as a function of cloud mass.

It shows that although there is a small deviation, the Bar-end and Arm clouds roughly fit the free-fall line, supporting the idea of a large contribution of gravitational interactions between clouds to driving collisions. We note that not only gravitational interactions but also other physical mechanisms, such as a hydrodynamical drag from the low-density surrounding gas and a coagulation of the ISM around the spiral arm and the resonance point produced by the global galactic potential, could also be the cause of the cloud collisions. That could be the reason we see a small deviation in the scatter plot in those regions.

On the contrary to the Bar-end and Arm, a large fraction of clouds in the Bar region have much faster collision speed than the free-fall speed, indicating that the gravitational interactions have only a small contribution to driving collisions.

We can confirm the origin of the high-speed collisions in the Bar region using visual inspection of the galactic disc. Figure 10 shows 2 kpc patches of the total (top row) and dense (middle and bottom row) gas surface density in the...
Figure 10. Zoomed-in on each galactic environments on the right side of the disc at $t = 600$ Myr. Left to right, the images show the Bar, Bar-end and Arm regions. Top to bottom, the images show the gas surface density, the dense gas surface density of $\geq 400$ cm$^{-3}$ and the same plot but overlaid with arrows showing the cloud’s bulk projected velocity. The arcs in the bottom images show galactocentric radii at intervals of 500 pc.

The bottom panels of Figure 10 show that motion of clouds in the Bar region deviates from the galactic circular motion. This is due to the elongated elliptical gas motion shifted by the galactic bar potential. On the other hand, clouds in the Arm regions are close to the circular orbit around the galactic centre. Clouds in the Bar-end are moderate. The elongated motion of the gas in the Bar could cause the high speed collisions of clouds, as we have shown that some of the velocity are crossing each other, as seen around at $(x,y) = (-700,400)$ pc. Such irregular cloud velocities are hardly seen in the Bar-end and Arm regions. In Appendix B, we have shown one example of the fast collision induced by a filament-filament collision due to the elongated gas motion in the Bar region.

Lastly, in Figure 11, we show the normalized cumulative distribution functions of the virial parameter just after cloud-cloud collision. Even though we stated in Section 3.3 that the virial parameter might not be an important factor for massive star formation, it is still interesting to check the distribution just after collisions because we can see the effects of the high-speed collision on the cloud’s internal state. Figure 11 shows that although there is no difference in the...
median, the Bar clouds have a high end tail which is \( \alpha_{vir} > 2 \). It indicates that the high-speed collisions might induce turbulence into the cloud, and then parts of the clouds that had experienced the merger could be gravitationally unbound, that is not suitable for formation of low- and intermediate-mass stars, let alone massive stars.

In summary, we have shown that although there is no significant difference in the cloud’s properties such as virial parameter and the frequency of cloud-cloud collision between three galactic regions, the collision speed shows a clear environmental dependence; the Bar clouds have \( \sim 5 \) \( \text{km s}^{-1} \) higher median value than the other regions. Significant fraction of clouds collides each other with more than 20 \( \text{km/s} \) in the bar region. The high-speed collisions in the Bar originate from the global galactic gas motion; the gas flow is highly elongated by the bar potential, that induces dispersion in the clouds’ motion, that can cause violent cloud-cloud collisions. The high-speed collision can make clouds gravitationally unbound, as we have shown that clouds just after merging can have high virial parameters.

4 DISCUSSION

4.1 The physical mechanism of the fast collision

Here we make the discussion of the physical mechanism that causes the high-speed cloud collisions in the Bar region more quantitatively by examining the spatial distributions of clouds and the velocity deviation between the cloud and surrounding gas, and by estimating the collision frequency of clouds assuming that clouds are in random motion.

The top left panel of Figure 12 shows the normalized cumulative distribution function of the distance to the nearest cloud. Although the difference between regions is only a few tens \( \text{pc} \) at the median, we see that the Bar clouds have a smaller distance to the nearest clouds, indicating that the spatial distribution of the Bar clouds are more crowded and clustered compared to those in other two regions.

The top right panel of Figure 12 shows the normalized cumulative distribution function of the vertical cloud distributions. We see that almost all clouds lie in the small region between \( \sim 30 \text{ pc} < z < 30 \text{ pc} \) around the galactic mid-plane. It indicates that we can neglect the effect of the vertical cloud distribution in discussion of clouds’ motion in \( x-y \) plane in the following section.

The bottom left panel of Figure 12 shows the normalized cumulative distribution function of the velocity deviation between the cloud and its surrounding gas within a radius of \( r < 100 \text{ pc} \). To calculate velocities of the clouds and its surrounding gas, we use a mass-weighted average over the cells for each. We set a cut-off radius of 100 \( \text{pc} \) because it is nearly the median of the distance to the nearest cloud, as shown in the top left panel of Figure 12.

We find that the Bar clouds have a substantially higher velocity deviation than the other two regions; the median in the Bar is \( \sim 10 \text{ km s}^{-1} \), and those in the Bar-end and Arm are \( \sim 2 \text{ km s}^{-1} \). The trend of this environmental dependence is similar to that is seen in the cloud-cloud collision speed, as shown in Figure 8. It indicates that the galactic region where clouds have a high-velocity deviation can also have fast cloud-cloud collisions. Note that the collision speeds are faster than the velocity deviations. That might be because, in the collision speed plot, we use only clouds which actually collide with others. On the other hand, in the velocity deviation plot, we use all clouds, including those that have low-velocity deviation and are unlikely to collide soon.

Finally, we estimate the collision frequency of clouds using clouds’ kinematics. For this estimate, we impose some assumptions. The first is that all clouds have the same spherical shape and size which is much smaller than the average distance between them. The second is that clouds are in constant, rapid, random motion. The third is that clouds undergo random elastic collisions between themselves. The fourth is that except during collisions, the interactions among clouds such as gravity and viscosity are negligible. This model is well known as kinetic theory and often applied to ideal gases. We also assume that clouds move in a two-dimensional plane as we have shown that we can neglect the vertical cloud distributions in the galactic mid-plane. The collision frequency becomes,

\[
f_{\text{coll,kin}} = 2 R_{SV} N_{sv} \Delta \nu,
\]

where \( R_{SV} = \sqrt{A_{xy}/\pi} \), \( A_{xy} \) is the projected area of the cloud in the \( x-y \) plane, \( N \) is the surface number density of clouds, and \( \Delta \nu \) is the velocity deviation between the cloud and its surrounding gas as defined above. The \( N \) and \( \Delta \nu \) are calculated within a sphere whose radius is 100 \( \text{pc} \) centred at the cloud. To calculate frequencies for every clouds, we use \( R_{SV} \), \( N \), and \( \Delta \nu \) for each cloud. The bottom right panel of Figure 12 shows the normalized cumulative distribution function of the estimated collision frequency of clouds.

The median frequencies in the Bar-end and Arm regions are \( \sim 5 \text{ Gyr}^{-1} \). They are much lower than the actual frequencies of 17.6 and 13.8 Gyr\(^{-1}\) measured by our cloud tracking as shown in Table 1. It is natural to get this result because the Bar-end and Arm clouds are in gentle motion, and that the gravitational interactions between clouds seem to have a large contribution to collisions as shown in Figure 9, which
is far different from our assumption that clouds are in rapid random motion and that gravitational interactions among them are negligible.

Surprisingly, on the other hand, the clouds’ kinematic estimate seems to work in the Bar; the median is \( \sim 16 \text{ Gyr}^{-1} \), which is almost consistent with the actual collision frequency of \( \sim 14.1 \text{ Gyr}^{-1} \), indicating that their clouds’ motion has a large deviation so strong as gravitational interactions can be negligible. It suggests that a random-like motion of clouds induced by the elongated gas stream due to the bar potential could be the physical mechanism of the fast collisions in the Bar region.

4.2 Why does not the fast collision affect global distributions of cloud properties?

Here we discuss why the effect of the high-speed collision in the Bar region is invisible in the distribution functions of cloud properties; Figure 7 have shown that there is no significant environmental dependence even though the fast cloud collision, which could inject kinetic energy into clouds and make them gravitationally unbound, should be observable in the velocity dispersion and virial parameter. There are two reasons. The first is that the total number of colliding clouds is too small. As shown in Table 1, the number of collisions occurred in 20 Myr are 28, 46 and 33 in the Bar, Bar-end and Arm regions, respectively. It indicates that the number of collisions we could find in a one-time snapshot (assuming that the duration is 1 Myr) are only 1.4, 2.3, and 1.65, respectively. These numbers are much smaller than the total number of clouds at \( t = 600 \text{ Myr} \); the number fractions of the colliding clouds are less than 0.02.

The second reason is that the effects of the collision do not last for long time; the excited internal gas motion induced by the collision decays quickly within a few Myr. We have investigated the time evolution of cloud properties before and after they collide. Figure 13 shows the cumulative distribution function of the cloud mass, radius, velocity dispersion, and virial parameter at \( t = -1, 0, 1, 2, \) and \( 3 \text{ Myr} \) (here, \( t = 0 \text{ Myr} \) is set as the time just after they collide). To see an extreme case, the plots shows only the Bar regions where the collision speed is the fastest. Looking at cloud mass and radius distribution, we see that the median values slightly increase just after collision, and they do not get back to the initial value within 3 Myr after the collision. It indicates that the collision forms bigger clouds rather than splitting them into smaller clouds or dispersing the clouds to diffuse ambient gas. Looking at the velocity dispersion, on the other hand, we see a significant increase just after collision, and then they get back to the values close to the initial. The behavior of the virial parameter is similar to the one of the velocity dispersion; 40 per cent of colliding clouds becomes highly unstable after collision, but they return to marginally gravitational bound within at most 2 Myr.

Figure 12. Normalized cumulative distribution function of the distance to the nearest cloud (top left), the vertical cloud distributions (top right), the velocity deviation between the cloud and its surrounding gas within a radius of \( r < 100 \text{ pc} \) (bottom left), and the estimated collision frequency of clouds (bottom right).
Fast cloud collisions in a strong bar

Figure 13. Time evolution of normalized cumulative distribution functions of cloud masses (top left), radii (top right), velocity dispersions (bottom left), and virial parameters (bottom right) before and after cloud collisions in the Bar region. The PDFs are at $t = -1, 0, 1, 2, \text{ and } 3 \, \text{Myr}$; the time just after collision occurs is set as $t = 0 \, \text{Myr}$. Note that there might be a time lag of at most 0.2 Myr because we analyse simulation outputs at intervals of 0.2 Myr.

Myr because of the decay of the excited internal gas velocity dispersion. For those two reasons, it is reasonable that we hardly see the effects of the fast cloud-cloud collisions on global distributions of cloud properties, in particular, the velocity dispersion and virial parameter.

We emphasize that even though the number fraction of colliding clouds we find in a one-time snapshot looks low, the star formation rate estimated with the assumption that star formation is triggered only by cloud-cloud collisions is roughly consistent with the observations of NGC1300 (except for the Bar region, as we discussed in Section 3.4), indicating that the number of collisions is enough to explain the observed star formation activities.

4.3 Stellar feedback

Not only global galactic gas dynamics but also local stellar feedback affect the GMC’s formation and evolution (e.g. Dobbs et al. 2011; Tasker et al. 2015; Fujimoto et al. 2016, 2019; Grisdale et al. 2018). Observations, however, show that the bar structure of a strongly barred galaxy, which is the target of this paper, lacks active star-forming regions, so we expect that the effects of stellar feedback on clouds in the strong bar region are very small and that the formation and evolution scenarios of the Bar clouds obtained from our simulation should be more or less consistent with those in the real galaxies. Nonetheless, we can not neglect the local feedback effects, especially in the Bar-end and Arm regions. In fact, observations of the strongly barred galaxy NGC1300, which is the galaxy modelled by this simulation, show that the bar-end and spiral arm regions contain a lot of H ii regions and thus have potential to possess massive stars which will explode as supernovae, although the bar region shows almost no star-forming activities. In future work, we will extend our simulations to include stellar feedback in order to have the gas and cloud evolution in the Bar-end and Arm regions more realistic.

5 CONCLUSIONS

Bars of the strongly barred galaxies show an absence of prominent Hii regions even though there are remarkable dust lanes and molecular gas along the stellar bar. The physical mechanism that prevents gas clouds from forming massive stars is still debated. To address this question, we have performed a hydrodynamical simulation of the strongly barred galaxy NGC1300. Our main results are as follows.

(i) We compare the cumulative distribution functions of cloud properties such as mass, radius, internal velocity dispersion, and virial parameter. We find no significant environmental dependence, in particular, in the virial parameter.
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(Figure 7). It appears that the observational lack of massive star formation in the strong bar cannot be explained by a systematic trend of clouds which are gravitationally unbound.

(ii) Instead, the relative speed of cloud-cloud collisions shows a clear environmental dependence; the Bar clouds collide with others faster than those in the other regions (Figure 8). It suggests that the observational lack of massive star formation in the strong bar is caused by fast cloud-cloud collisions, which are inefficient in forming massive stars. The fast collisions result in producing clouds whose virial parameters are extremely high just after the collision ($\alpha_{\text{vir}} > 2$; Figure 11).

(iii) The high-speed collisions originate from the galactic-scale elliptical gas motion elongated by the stellar bar potential (Figure 10). The elongated gas motion induces irregular motion of the ISM and makes the velocity deviations between clouds high in the Bar region (Figure 12).

(iv) We estimate the collision frequency of clouds using the clouds’ kinematics and compare it with the actual frequency measured with cloud tracking. The estimated frequency of the Bar cloud is consistent with the actual frequency (Figure 12 and Table 1), indicating that the high-speed collisions in the Bar can be explained by the random-like motion of clouds due to the galactic-scale violent gas motion.

From these results, we conclude that the physical mechanism that causes the lack of massive star forming regions in the bar of strongly barred galaxies is the high-speed cloud-cloud collisions due to the elongated global gas motion by the stellar bar. For further understanding, we will include stellar feedback to our simulations and compare with high-resolution observations in future work.
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APPENDIX A: CLOUD PROPERTIES: COMPARISON WITH OBSERVATIONS

We compare the cloud properties with the observational results of the same galaxy of NGC1300 done by Maeda et al. (2020). They had done $^{12}$CO(1–0) observations toward the western bar, arm and bar-end regions with ALMA 12-m array with a beam size of ~40 pc. With identification of GMCs using the CPROPS algorithm, they found that there was virtually no significant variations in GMC properties among the galactic regions.

Figure A1 shows direct comparisons between simulated and observed clouds. Over all, the simulation and observation have the same qualitative features as regards environmental dependence of cloud properties; there is no significant systematic difference between three galactic regions. However, looking at the mean values, there is quantitative difference between simulation and observation. The cloud masses and radii in the simulation are lower than those in the observation; the difference can be one order of magnitude for mass and at least a factor of six for radius.

The situation gets better if we use the same selection criteria used for the observed clouds. In the observation, the mass completeness limit was estimated to be $2.0 \times 10^5 M_\odot$, and the mass limit for resolved samples was $5.0 \times 10^5 M_\odot$ (see Section 5 in Maeda et al. 2020). Therefore, the observed cloud samples were selected with $M_c > 2.0 \times 10^5 M_\odot$ for mass and velocity dispersion, and with $M_c > 5.0 \times 10^5 M_\odot$ for radii and virial parameters. Figure A2 shows the same normalized cumulative functions of cloud properties, but the simulated clouds are selected with the same selection criteria which are used for the observed clouds. The mean masses for the simulated clouds get close to those for the observed clouds, although the simulated clouds are still smaller and less massive.

Having a systematic difference between simulation and observation is not surprising because the spatial resolution of the ALMA observation is at most 40 pc, which is much larger than the 2 pc resolution of this simulation. The low resolution in the observation could cause non-detection of small clouds or merging smaller clouds to a connected larger structure. We should also mention that the simulated clouds can be relatively small due to the slightly high threshold density of $n_{H_2} = 400 \, \text{cm}^{-3}$ for cloud definition. For those reasons, the simulation and observation might be looking at somewhat different objects; it is possible that some observed clouds could be associations which consist of diffuse ambient molecular gas and/or multiple clouds, and, on the other hand, the simulated clouds could be each dense clumps of which the association consists. For a more complete comparison, there are many things we should do; e.g. we need to convolve the simulation with the beam size of the observation and fine-tune the threshold density for the cloud definition, as mentioned above. We should also consider the method for cloud identification, which is currently different between observation and simulation: the cloud in the simulation is identified as a coherent structure contained within a contour at the threshold density no matter how many density peaks exist within the cloud, but the observed cloud splits up into multiple clouds when there are multiple density maxima. Moreover, post-processing of the simulation data for a chemical transition from atomic gas to molecular gas or radiative transfer to calculate the CO emission might be needed as well.

With regards to internal velocity dispersion, the difference between simulation and observation is minimal, in particular, in the case we impose the selection criteria of $M_c > 2.0 \times 10^5 M_\odot$, as shown in Figure A2. That might be because we calculate a mass-weighted velocity dispersion for simulated clouds, so that the ambient low density gas surrounding the denser parts of the clouds hardly affects the over-all value of the velocity dispersion. As a results, we get the virial parameter for the simulated clouds close to those for the observation, as shown in both Figure A1 and Figure A2.

APPENDIX B: EXAMPLE OF FAST COLLISION

Figure B1 shows one example of the fast collision occurred in the Bar region at $t = 598.8 \, \text{Myr}$. Although most gentle collisions in the Bar-end and Arm regions occur in filaments, some fast collisions in the Bar region are triggered by filament-filament collisions, which is the case shown in this figure. The collision speed is 34.5 km/s, and masses of the colliding clouds are $2.66 \times 10^5 M_\odot$ and $9.55 \times 10^4 M_\odot$. The massive cloud has the internal velocity dispersion of 3.8 km/s and a virial parameter of 0.9 just before collision at $t = -2$ or $-1 \, \text{Myr}$. During the collision ($t = 0 \, \text{Myr}$), the velocity dispersion and virial parameter increase to 9.6 km/s and 4.3, respectively. After the collision ($t = 2 \, \text{Myr}$), they get back to normal: 4.7 km/s and 0.9.
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Figure A1. Normalized cumulative distribution function of cloud masses (top left), radii (top right), velocity dispersion (bottom left), and virial parameters (bottom right), with the observed clouds in the same galaxy of NGC1300 observed by Maeda et al. (2020). Note that the beam size is 40 pc, and the mass completed limit is $2.0 \times 10^5 \, M_\odot$ for the observed samples.
Figure A2. Same as Figure A1, but showing the simulated clouds with $M_c > 2.0 \times 10^5 \, M_\odot$ for cloud masses and velocity dispersion, and with $M_c > 5.0 \times 10^5 \, M_\odot$ for cloud radii and virial parameters, which are the same selection criteria used for the observed clouds.
Figure B1. One example of the fast cloud collision occurred in the Bar region. Top to bottom, the images show the time evolution of the collision. Left panels show the dense cloud gas ($\rho > 400 \text{ cm}^{-3}$), and the right panels show the total gas.