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Abstract

Analysis of temporal patterns of high-dimensional time-series water quality data is essential in informing better pollution management. In this study, Dynamic Factor Analysis (DFA) and Cluster Analysis (CA) were adopted to analyze time-series water quality data monitored at five stations SB1, SB2, SB3, SB4 and SB5 on La Buong river in the Southern Vietnam. Application of DFA identified two temporal patterns in SB1 and SB2 and three temporal patterns in SB3, SB4 and SB5. Analysis of factor loadings of water variables revealed run-off-driven patterns with the contribution of Total Suspended Solid (TSS), turbidity or Fe at all stations. The association of other variables like BOD$_5$, COD at SB1, SB2, SB4, and SB5 to this run-off pattern exposed their sharing of common driver. On the contrary, separation of variables like Phosphate (PO$_4^{3-}$) in SB3, SB4 and SB5 from run-off pattern suggested their local point-source origin. The derived factors from DFA were later used in time-point CA to explore temporal distribution of pollution intensities. Comparisons between clusters' value and two regulatory benchmarks A2 and B1 for drinking and irrigation water respectively suggested land-use approach for abating TSS, Fe and BOD$_5$, COD at most sites. The control of point sources of BOD$_5$ and COD pollutants is needed at SB3 along with PO$_4^{3-}$, Ammonium (NH$_4^+$) and *Escherichia coli* (E.coli) at SB1 and SB4.

1. Introduction

Long-term monitoring of water quality in a watershed is essential to understand hydro-chemical properties and water resource pollution (Vega et al. 1998; Felipe-Sotelo et al. 2007). Continuous surveying of water quality over time also helps keep track of the dynamics of water quality. Insights from analyzing water quality time series can unravel the link between anthropogenic and natural drivers and water quality (see Diamantini et al. 2018 for instances) and inform appropriate policies towards better managing quality of water resource. However, long-term monitoring program of water quality usually originate multi-dimensional time-series datasets which require sophisticated method for analysis (Dixon and Chiswell 1996).

Univariate statistical analysis is the approach used to describe each water quality variable's value distributions and, to its best, the extent they are correlated. However, shortcomings of univariate method appear in case comprehensive interpretation of dataset is needed because it is unable to capture the complexity of data structure (Le et al. 2017). Insights generated from univariate methods can hardly support integrated water quality management, for it usually targets specific types of pollution. In such context, composite indices like Water Quality Index (WQI) were formulated as a measure considering multipule water parameters. The index was proved to fit the objectives of communicating about the health status of water bodies rather than the structural composition of water datasets (Pesce and Wunderlin 2000; Wunderlin et al. 2001). Other information can be derived from datasets like sources of pollution would also be hidden in WQI after normalization and weighting of water parameters (Le et al. 2017).

Multivariate statistical analysis with two popular techniques of factor analysis (FA) and cluster analysis (CA), is an approach to handle multi-constituent dataset. The FA explores latent structures that explain the correlation between variables (Liu et al. 2003; Kowalkowski et al. 2006; Budaev 2010). The primary objectives of FA are to capture maximum variabilities in the original dataset with a minimum number of factors and therefore, minimize information redundancy (Kowalkowski et al. 2006) while CA is a multivariate technique of grouping observations into clusters possessing high internal homogeneity and high external heterogeneity between groups (Shrestha and Kazama 2007; Le et al. 2017). FA combined with CA has multiple applications like explaining temporal and spatial characteristics of water quality (Vega et al. 1998; Felipe-Sotelo et al. 2007; Juahir et al. 2011; Vialle et al. 2011; Magyar et al. 2013) and exploring sources driving water quality (Singh et al. 2005; Le et al. 2017). The dynamic factor analysis (DFA) was suggested as FA for time-series data for its ability in exploring temporal co-variabilities in dataset (Molenaar 1985). Understanding this dynamic relationships in time-series data had many applications especially in ecological and environmental researches, like noted works by Y. M. Kuo et al. (2014) and Y-M. Kuo and Chang (2010) in air and groundwater pollution, Zuur, Tuck, and Bailey (2003) in fishery, Kisekka et al. (2013) and Muñoz-Carpena, Ritter, and Li (2005) in water pollution.

La Buong river is a downstream branch of the Dong Nai river system, one of the largest and most important national river basins in Vietnam (Khoi et al. 2019). The La Buong watershed has been undergone rapid socio-economic development, imposing high pressures on water environment (Fig. 1). Drivers of such pressures include population increase, urbanization and agricultural intensification to name a few. Khoi et al. (2019) used a modelling approach with SWAT model to show that stream flow and water quality of the La Buong river would be impaired by climate change and land use and land covers (LULCs) changes. However, the application of SWAT model in assessing water quality has many uncertainties especially in area featured by diffused and heterogeneous sources of pollution (Glavan and Pinter 2012). The modelling approach also aimed at predicting water quality rather than understanding driving forces of pollutions. To address complexity of water pollution in the area, it is essential to adopt a data-driven multivariate time-series technique. Therefore, in this research, we applied dynamic multivariate technique for pollution characterization and later suggested policies for local authorities in water quality management. The paper's objective is twofold: i) to understand temporal patterns of water quality parameters and their drivers, and ii) to assess pollution intensities of pollution patterns and suggest abatement solutions.

2. Material And Method
2.1 Study area, sample collection and data preprocessing

La Buong river traverses a distance of 52km with a catchment of 478.5 km² (Fig. 1). The terrain of the catchment area is relatively flat, with an average elevation of 93m. The catchment is affected by a tropical monsoon climate, with the rainy season from May to October and the dry season from November to April (Khoi et al. 2019). The mean annual rainfall is 1999 mm with 87–93% in the rainy season and 7–13% in the dry season. The yearly average evaporation is about 1155 mm, and the average air temperature is 26°C. The La Buong catchment is characterized by high agricultural activities. Rhodic Ferralsols and Ferric Acrisols are the dominant soil in the catchment taking up to 75% of catchment area.

Five monitoring sites were distributed along La Buong river. Figure 1 shows the locations of these sites along with borders of sub-basins. Figure 2 presented land-use characteristic at each sub-basin. Four sites SB1, SB2, SB4 and SB5 are located near residential area. The most intensive level of built-up was observable in SB1 (Fig. 2a) and SB5 (Fig. 2e). Besides built-up, agriculture is the main land-use type in SB1, SB2 (Fig. 2b) and SB4 (Fig. 2d) sub-basin. Lastly, SB3 (Fig. 2c) is the site directly receives discharge from Giang Dien industrial park.

Water quality data were monitored monthly during 2009–2017 by the Department of Natural Resources and Environment of Dong Nai province. The monitoring program measured 21 water parameters. However, five parameters including Salinity, Zinc, Total grease, Aldrin and Endosulfan were excluded in this study due to their low variances (see Figure A1 in the Appendix). Hence, our study analyzed 16 parameters, including Temperature, pH, Conductivity, Turbidity, Total Suspended Solid (TSS), DO, COD, BOD₅, Ammonium (NH₄⁺), Nitrite (NO₂⁻), Nitrate (NO₃⁻), Phosphate (PO₄³⁻), Lead (Pb), Iron (Fe), Escherichia coli (E.coli) and Coliform.

Preprocessing of the original dataset included scanning for missing values and outliers, and imputation. Outliners are unique values distinctive to other observations that can distort the result of multivariate analysis. In this research, outliers were identified and trimmed using Interquartile Range (IQR), a method defines outliers as values above the upper whisker limit (third quartile + 1.5IQR) or below the lower whisker limit (first quartile – 1.5IQR) (Barbato et al. 2011). Imputation of missing values was conducted to maintain dataset dimension, taking into account that more than 50% of original information would be lost due to missing values and outlier removal. The imputed dataset was normalized (Eq. 1) to avoid scale differences (Kowalkowski et al. 2006).

\[
Z = \frac{x - \text{min}(x)}{\text{max}(x) - \text{min}(x)}
\]  

(1)

2.2 Correlation analysis

Correlation analysis was conducted to explore relationships among variables in dataset and filter irrelevant variables with no significant associations with others (Aguilera et al. 2018). The maximal information coefficient (MIC) proposed by Reshef et al. (2011) was applied to analyze the pair-wise association of time-series variables. The coefficient is more equitable compared to others measures such as mutual information estimation or squared Pearson/Spearman correlation R² (Reshef et al. 2011; Kinney and Atwal 2014; Albanese et al. 2018). MIC captures a wide range of correlation both linear and nonlinear, and provides a score for functional relationships. MIC score ranges from 0 for statistically independent variables to 1 for probability for noiseless functional relationships. Pairwise MICs were computed using python module minepy (Albanese et al. 2013).

2.3 Dynamic factor analysis (DFA) and cluster analysis (CA)

2.3.1 DFA

DFA was adopted for analyzing dynamic patterns of dataset. The DFA is a dimensionality reduction technique used for time-series data (Kuo et al. 2014). The method is useful for identifying latent temporal pattern in multivariate datasets by mining their lagged covariance. The full mathematical formula for the DFA was given in (2). In this study, the DFA was conducted using Python module statsmodels (Seabold and Perktold 2010).

\[
y_t = \Delta f_t + \beta x_t + u_t
\]  

(2)

in which:

\(y\): observed data
\(f\): unobserved factors
\(\Delta\): matrix of factor loadings
x: exogenous variables

B: matrix of regression parameters

u: error term

The aim of the DFA model is to find a set of M independent factors from a dataset of space n x N (n is number of observations, N is number of variables, N > M). Loading of M factors is a matrix of size N x M explaining the relative importance of factors to variables (Zuur et al. 2003a; Kuo et al. 2014). Canonical correlation coefficient is another quantity showing cross-correlation between M factors and N variables. In this research, N was 16 normalized water quality parameters and the DFA model was constructed for each monitoring site.

Exogenous (or explainable) variables (x) can be included to improve the model fitness (Kuo et al. 2014). The regression matrix B is of size i x N, with i is number of exogenous variables. Regression matrix helps identify exogenous variables that had significant influences on response variable (ibid). However, exogenous variables were not included for unraveling impacts of driver variables is out of scope of this research.

To find optimal value for number of factors, the Akaike's information criterion (AIC) (Akaike 1974) was suggested. The AIC judges performance of the DFA models on balancing between model fitting and number of underlying factors (Kuo et al. 2014). Models with low AICs are preferred for their simplicity but still ensuring less information loss (Kisekka et al. 2013). In this study, AIC was adopted as a metric for selection of number of factors of model. The developed model was later validated with observed values using Nash-Sutcliffe (NSE) coefficient of efficiency (Nash and Sutcliffe 1970)(3). The coefficients of determination (R^2), which quantifies correlations between variables and factors, were combined with graph validation to select valid patterns (factors) and their associated variables. The derived factors and factor loadings of variables were analyzed to generate insights about temporal structure of 16 water quality parameters at each site.

\[
NSE = 1 - \frac{\sum_{t=1}^{k} (Q_m - Q_m^o)^2}{\sum_{t=1}^{k} (Q_m - \bar{Q_m})^2}
\]

in which:

\(Q_m\): mean of observed variable

\(Q_m^o\): modeled value of variable

\(Q_m^t\): observed value of variable at time t

### 2.3.2 CA and cluster profiling

CA was conducted to find clusters of time points in a time-series dataset based on similarities of their values. In this study, the Python scikit-learn module’s hierarchical algorithm (Pedregosa et al. 2011) was utilized for clustering data. The Ward method was selected for defining similarities between observations. Number of clusters was identified by interpreting the Dendrogram and the validity of the clustering result was examined by silhouette score (Rousseeuw 1987). The independent factors derived from DFA were inputs for CA to address the concern about the existence of multi-collinearity in a dataset, which can impose implicit weighting and affect the analytical result (Kisekka et al. 2013; Kuo et al. 2013).

The derived clusters were profiled in terms of their temporal features and pollution intensities. To link pollution intensities with temporal patterns, only parameters that showed associations to derived dynamic factors were selected. Two Vietnamese regulatory standards of A2 and B1 for drinking and irrigation water respectively were adopted as benchmarks for assessing pollution intensities. The 95% confident intervals (CIs) of water quality parameters were calculated for each cluster using Bootstrap method (Efron 1979) to make statistical inference about level of pollution on comparing to the benchmark regulatory.

### 3. Results And Discussion

#### 3.1 Pairwise correlation of water quality variables

Figure 3 presents pair-wise MIC values at five monitoring sites. MIC values identified prevalent pair-wise associations of variables in five monitoring sites. The highest associations were among three variables TSS, Turbidity and Fe with MIC values ranging from 0.85 to 0.99. The high correlations between TSS, Turbidity and Fe mainly arriving from soil indicated their sharing of common source, probably driven by run-off in agricultural areas. Besides high correlation between BOD5 and COD which was intuitive, another noted type of correlation was among DO and nutrient parameters (reactive Nitrogen and PO4^3-). The highest correlation was between DO and NO2^- in SB1 and SB2 (Fig. 3-a,b), probably explained by denitrification process forming Nitrite in low DO condition (Le et al. 2017, 2019).
Cross-group association were important as they may indicate sharing of common drivers of pollution (Wunderlin et al. 2001). In SB1 and SB2 (Fig. 3-a,b), a significant correlation was observable between Fe and NO$_3^-$ (0.66 and 0.85 for SB1 and SB2 respectively). SB2 was also marked for its high correlation between run-off-related variables (like TSS, Fe), and organic parameters (BOD$_5$, COD). This indicated run-off source of NO$_2^-$ and organic pollution in sub-basin SB1 and SB2 respectively. The SB3 (Fig. 3-c), by contrast, had very low correlation between these run-off and organic groups (for instances, MIC value of Fe-COD pair was only 0.48). The noted relationships in SB3 was between organic (BOD$_5$ and COD) and nutrient parameters (PO$_4^{3-}$ and NO$_3^-$). In SB4 and SB5 (Fig. 3-d,e), such cross-group association was significant among Fe, E.coli and COD and among TSS, BOD$_5$ and PO$_4^{3-}$ respectively. Also from MIC analysis, individual variables associate with at least one other variable at all five stations, therefore we decided to sustain all 16 time-series variables subjected in the DFA.

### 3.2 Multivariate data analysis

#### 3.2.1 Model selection and validation

Analysis of AICs for the DFA models with different numbers of factors showed that in the SB1, three factors gave optimal result (AIC was 2365); for other four stations, the five-factor model gave the smallest AIC values (AIC values were 2235, 1594, 1170 and 2210 for SB2, SB3, SB4 and SB5 respectively).

Figure 4 shows the results of model validation using the Nash-Sutcliffe coefficient. Performance ranges for the coefficient was suggested in Chiew and McMahon (1993). The selected models for five sites performed well in almost all variables in that all NSE values were at an acceptable level (higher than 0.3). Selected models performed equally well on TSS, DO, COD, NO$_3^-$, and Fe, which had NSE values in satisfactory levels. On the other hand, NSE values of pH and E.coli were among the lowest, especially in SB1, SB2, and SB3 sites.

#### 3.2.2 Temporal patterns of variables and drivers of pollution

An analysis of determination coefficients of variables combined with graph validation showed that valid factors could capture temporal patterns of variables with coefficient higher than 0.4. This finding was similar to work by Y. M. Kuo, Chiu, and Yu (2014) suggesting that a correlation higher than 0.25 is moderate. Figure 5 presents derived valid factors projected onto space of scaled variables (for determination coefficients, see Table A2 of Appendix).

Table 1 shows loadings of variables in valid factors for five pollution sites. In SB1 site, two common patterns were recognized including factor 1 of Turbidity, TSS, COD, BOD$_5$ and Fe, and factor 2 of NH$_4^+$. Similarly, SB2 site owned two common patterns, first one captured fluctuation of Turbidity, TSS, COD, BOD$_5$, NO$_2^-$, PO$_4^{3-}$, and Fe and second one described trend of conductivity. In other three sites, there were three latent temporal patterns. In SB3 site, the first pattern included Turbidity, TSS, NO$_3^-$ and Fe; the second pattern included DO and COD and the last pattern described BOD$_5$ and PO$_4^{3-}$. The SB4 site possessed three patterns, the first one included turbidity, TSS, DO, COD, BOD$_5$, Fe, NO$_3^-$ and Coliform, the second included Temperature and E. coli, the third included PO$_4^{3-}$. Lastly, SB5 site' three patterns include one of TSS and COD, BOD$_5$, another one of DO and PO$_4^{3-}$ and last one of NO$_3^-$.

Most of the variables were positively correlated to their associated factors. SB2 was exceptional because of negative loadings of variables in the first factor, leading to inverse co-movement of factors and response variables. The signs of loading also revealed the dynamic relationships between variables. For example, the intuitive inverse correlation between DO and COD with loadings of 0.28 and −0.34 respectively in factor 2 of SB3. Similarly, it can be inferred that PO$_4^{3-}$ was the main driver of low DO in SB5 site on considering their inverse relationship (loadings of -0.32 and 0.38, respectively).

The first factor in each monitoring site explained the dominant pattern in the dataset. Analysis of this pattern’s components showed the contributions of at least one parameter related to run-off pollution, i.e., TSS, Turbidity, and Fe, making it pattern of run-off pollution. Similar inferences about sources of pollution can be found in Wang et al. (2013) and Razmkhah, Abrishamchi, and Torkian (2010). Association of other variables with run-off pollution revealed insightful information about drivers of these variables. In specific, association of COD and BOD$_5$ with run-off pollution in SB1, SB2, SB4 and SB5 suggested that organic pollution at these sites could be linked to area sources of organic pollutants. Similarly, NO$_2^-$ pattern in SB2, NO$_3^-$ patterns in SB3 and SB4 sites and total coliform pattern in SB4 could be driven by run-off from agricultural areas. In addition, loadings of variables in run-off factors also revealed features of run-off surface. In specific, the low loading to Fe in run-off factor of SB5 site (lying in the most urbanized sub-basin) compared to other sites indicated low influence of traditional natural surface's run-off. This insight was legitimate taking in account the impacts of quarry site upstream of SB5 and dominant urban land-use in its sub-basin. Similar findings about influence of local sources of pollution were suggested by Nguyen et al. (2019) and Felipe-Sotelo et al. (2007).

Contrarily, the independence of derived factors to each others at each site suggested distinctions of drivers of pollution. In the SB1, NH$_4^+$ owned a pattern that diverted from run-off components, pointing to sources other than run-off of NH$_4^+$. A very likely source of NH$_4^+$ in the SB1 was...
human excreta (Van Drecht et al. 2003) taking in account location of SB1 in residential area. Effluence from residential area was also likely the main source of PO₄³⁻ in the SB3, SB4 and SB5 as suggested by Riemersma et al. (2006). Similarly, in the SB3, separation of COD and BOD₅ from run-off factor revealed that organic pollution might be driven by point sources’ activities; such influence was very likely on considering that water bodies at SB3 site receive discharge from industrial zone nearby. Also, the isolation of COD from BOD pattern in SB3 proved the influence of industrial effluent. Same inference was also valid in case of E.coli in SB4 site. Unlike total Coliform which was run-off driven, trend of E.coli in SB4 was driven by discrete point sources of surrounding livestock farms. Lastly, pattern of PO₄³⁻ at the SB3, SB4 and SB5 were driven by point sources. 3.2.3 Pollution profile and policy implication

Application of Hierarchical clustering for factors showed that at SB1 and SB4, there were optimally two clusters, and at the three remaining sites SB2, SB3 and SB5, there were three clusters. Figure A4 of Appendix showed dendograms plotting distances between clusters at each site.

Figure 6 and 7 presented temporal and pollution characteristics of clusters respectively; for numeric presentation of cluster profiles, see Table A3 of Appendix. Water quality parameters associated with run-off factors realized in the DFA models had an apparently higher range of mean distributions in clusters occupied mainly by wet-month data points, i.e. May, June, July, August, September and October. For example, in SB1 site, cluster 1 composed approximately 71% by wet-season data points (Fig. 6-a) had TSS, Fe, Turbidity (CIs of 52.73–94.08, 4.83–8.38 and 36.80–73.86 respectively) significantly higher than these in cluster 2 featured by 63% of dry-season data points (CIs of 18.86–30.48, 1.72–2.83 and 13.21–21.78 respectively). Similarly, the BOD₅ and COD values of wet-period cluster in the SB1 had CIs of 5.69–7.64 and 18.21–27.99 respectively compared to 4.03–4.92 and 10.88–14.57 in dry-period cluster. Such inference was weakly adoptable in case of NO₃⁻ in SB3 and Coliform in SB4 where CIs of these two parameters in rainy-season clusters showed higher ranges of values but not strictly significant.

Cluster profiling of water quality variables detached from run-off pattern was complex for it was unlikely possible to describe seasonal characteristics of these clusters. The NH₄⁺ parameter in SB1 site for instance, had indistinguishable CIs on comparing between wet and dry-season cluster (CIs of 0.39–0.82 and 0.34–0.59 respectively). Similar remark was adoptable to, conductivity in SB1; DO, COD, BOD₅ and PO₄³⁻ in SB2; Temperature and PO₄³⁻ in SB4 and lastly DO, PO₄³⁻ and NO₃⁻ in SB5. E.coli parameter in SB4 was an exception as its CIs in wet season was significantly lower than in dry season (150.00-236.28 compared to 290-1085.70).

Profiling of clusters in term of their seasonal characteristics and varying pollution intensities supported pollution management on comparing to regulatory limit A2 (for drinking water) and B1 (for irrigation water) (Fig. 7). Run-off-induced pollution that breach the two standards was rather a year-round phenomenon especially for Fe which exceeded both the criteria of A2 and B1. The problem with TSS was less severe in dry season in SB1 (cluster 2), SB2 (cluster 1), SB5 (cluster 1) when pollution level only exceeded lower regulatory level B1. This also suggested that TSS and Fe pollutions of La Buong river is rather a natural phenomenon which are intensified in wet season by surface run-off. This phenomenon was also observed in another study in Dong Nai river basin (Quan and Meon 2015). Therefore, a proper abatement scheme for TSS and Fe pollution should consider controlling of pollution sources by land-use practices in wet season combined with water treatment solutions before using. Furthermore, for TSS pattern at SB5 site showed the influence of urban run-off and quarry site in wet season, measures like green infrastructure for abating run-off contamination and pollution control at quarry site at SB5 should be considered.

For organic parameters that could be linked to run-off drivers like BOD₅, COD in the SB1, SB2 SB4, and SB5, an obvious pattern of exceeding regulatory levels (mostly B1) could be observed in wet-season clusters. This finding was strongly policy-relevant as organic pollution abatement in SB1, SB2, and SB4 sites could be conducted through land-use management policy at watershed scale aiming at limiting the influence of run-off. For SB5, more concerns should be on urban run-off. A similar suggestion was also suitable for NO₂⁻ and PO₄³⁻ pollution in SB2. On the contrary, exceeding the regulatory limit of BOD₅ and COD at the SB3 site could be reduced at point sources with a particular focus on the industrial zone.

Eutrophication parameters excluded from run-off-driven groups like NH₄⁺ in SB1, PO₄³⁻ in SB3, SB4 and SB5, and NO₃⁻ in SB5, the NH₄⁺ and PO₄³⁻ showed significant nutrient pollution. The separation of these parameters from the run-off pattern pointed out that reduction for point sources is more efficient. Abating NH₄⁺ pollution at SB1 and PO₄³⁻ pollution at SB3, SB4 and SB5 should target domestic waste treatment from the residential area.

4. Conclusion

In this study, temporal patterns of 16 water quality parameters monitored from 2010 to 2017 at five La Buong watershed stations were analyzed using DFA and CA techniques. The DFA helped identify explicitly the pattern of run-off-driven variables and other patterns related to point sources. DFA results also helped unravel the influences of local sources on pollution patterns like effluence from the industrial park at SB3 affecting BOD₅ and COD wastewater from residential areas as sources of NH₄⁺ in the SB1 PO₄³⁻ in the SB4 and SB5 or discrete source of E.coli in the SB4. This finding suggested that DFA is a data-driven bottom-up method suitable for pollution management in the local context.
Time-point clustering of temporal patterns have segmented time-series data into clusters of distinctive temporal structure. The profiling of temporal clusters compared to regulatory values suggested that in order to address Fe and TSS, a combination of land-use measures and water treatment plan is necessary. The land-use approach was also suitable to control organic pollution observed in the SB1, SB2, SB3 and SB5. This finding supported the application of the dynamic multivariate approach in developing an integrated pollution management scheme. On the contrary, the point-source measures worked better for organic pollution in SB3 and E.coli problem in SB4 as well as NH$_4$+ in the SB1.
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Tables

Table 1. Factor loadings of variables in factors for each pollution sites (bold underlined numbers present significant loadings)

| Parameters | SB1 | SB2 | SB3 | SB4 | SB5 |
|------------|-----|-----|-----|-----|-----|
| Temperature | -0.04 | -0.05 | -0.05 | -0.14 | -0.06 | -0.22 | -0.28 | -0.04 | **-0.32** | -0.01 | -0.20 | -0.14 | -0.05 |
| Conductivity | -0.09 | -0.24 | -0.14 | **-0.32** | 0.20 | -0.27 | -0.25 | 0.03 | -0.22 | 0.10 | 0.06 | -0.31 | 0.15 |
| pH | -0.11 | -0.05 | -0.23 | -0.07 | -0.07 | -0.08 | -0.16 | 0.24 | 0.17 | -0.03 | 0.25 | -0.14 | 0.22 |
| Turbidity | **0.37** | 0.26 | **-0.32** | -0.18 | **0.42** | 0.13 | -0.15 | **0.33** | -0.19 | 0.20 | 0.27 | 0.25 | 0.12 |
| TSS | **0.38** | 0.01 | **-0.29** | 0.18 | **0.42** | 0.16 | 0.09 | **0.34** | -0.15 | 0.16 | **0.35** | 0.17 | 0.05 |
| DO | -0.10 | 0.19 | 0.21 | 0.03 | 0.13 | **0.28** | -0.02 | **0.28** | 0.22 | 0.20 | -0.08 | **0.38** | 0.06 |
| COD | **0.38** | -0.17 | **-0.36** | 0.20 | 0.18 | **-0.34** | 0.12 | **0.32** | -0.09 | -0.22 | **0.36** | -0.06 | 0.01 |
| BOD$_5$ | **0.36** | -0.15 | **-0.29** | 0.27 | 0.10 | -0.24 | **0.34** | **0.27** | -0.22 | -0.21 | **0.31** | -0.08 | 0.07 |
| NH$_4^+$ | 0.12 | **-0.39** | -0.09 | 0.03 | -0.05 | -0.23 | 0.21 | -0.18 | -0.09 | -0.12 | 0.13 | -0.24 | 0.08 |
| NO$_2^-$ | 0.24 | -0.28 | **-0.27** | -0.18 | 0.19 | -0.27 | -0.15 | -0.11 | -0.28 | -0.04 | 0.27 | -0.22 | -0.18 |
| NO$_3^-$ | 0.25 | -0.09 | -0.23 | -0.16 | **0.33** | -0.17 | -0.06 | **0.26** | -0.27 | -0.04 | 0.26 | 0.03 | **-0.35** |
| PO$_4^{3-}$ | 0.11 | -0.29 | **-0.31** | 0.13 | 0.10 | -0.17 | **0.34** | 0.15 | 0.10 | **-0.29** | 0.28 | **-0.32** | 0.10 |
| Pb | 0.18 | 0.15 | -0.26 | -0.02 | **0.30** | 0.14 | 0.10 | 0.14 | -0.08 | -0.17 | 0.16 | 0.21 | 0.15 |
| Fe | **0.35** | 0.21 | **-0.32** | -0.08 | **0.41** | 0.19 | 0.02 | **0.38** | -0.02 | 0.11 | 0.30 | 0.29 | 0.09 |
| E.coli | 0.16 | 0.14 | -0.13 | 0.07 | -0.23 | 0.06 | 0.13 | 0.22 | **0.35** | 0.04 | 0.29 | 0.05 | -0.15 |
| Coliform | 0.25 | 0.20 | -0.24 | -0.02 | -0.25 | 0.13 | -0.04 | **0.30** | 0.13 | -0.16 | 0.17 | 0.11 | -0.32 |
Figure 1

Map of study area and locations of monitoring sites
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Figure 2

Land-use characteristics at monitoring sites (a-SB1, b-SB2, c-SB3, d-SB4, e-SB5) (background image is false-color composite of Sentinel-2 data taken in March 2020)
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Figure 3

Pairwise Maximal Information Coefficient between variables in five stations (values less than 0.5 were masked out)

Figure 4

Nash-Sutcliffe coefficients for dynamic factor models at the five stations
Figure 5

Please see the Manuscript file for complete figure caption.

Figure 6

Temporal profiles of derived clusters (percent of months) at each monitoring site, blank cell presents zero percent
Figure 7
Cluster profiles for five monitoring sites (red and black dot lines showed regulatory benchmarks A2 and B1)
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