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Abstract

In the field of parameterized complexity theory, the study of graph width measures has been intimately connected with the development of width-based model checking algorithms for combinatorial properties on graphs. In this work, we introduce a general framework to convert a large class of width-based model-checking algorithms into algorithms that can be used to test the validity of graph-theoretic conjectures on classes of graphs of bounded width. Our framework is modular and can be applied with respect to several well-studied width measures for graphs, including treewidth and cliquewidth.

As a quantitative application of our framework, we prove analytically that for several long-standing graph-theoretic conjectures, there exists an algorithm that takes a number $k$ as input and correctly determines in time double-exponential in $k^{O(1)}$ whether the conjecture is valid on all graphs of treewidth at most $k$. These upper bounds, which may be regarded as upper-bounds on the size of proofs/disproofs for these conjectures on the class of graphs of treewidth at most $k$, improve significantly on theoretical upper bounds obtained using previously available techniques.
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1 Introduction

1.1 Motivation

When mathematicians are not able to solve a conjecture about a given class of mathematical objects, it is natural to try to test the validity of the conjecture on a smaller, or better behaved class of objects. In the realm of graph theory, a common approach is to try to analyze the conjecture on restricted classes of graphs, defined by fixing some structural parameter. In this work, we push forward this approach from a computational perspective by focusing on parameters derived from graph width measures. Prominent examples of such parameters are the \textit{treewidth} of a graph, which intuitively quantifies how much a graph is similar to a tree \cite{65, 10, 41} and the \textit{cliquewidth} of a graph, which intuitively quantifies how much a graph is similar to a clique \cite{30}. More specifically, we are concerned with the following problem.

\textbf{Problem 1 (Width-Based ATP).} \textit{Given a graph property $\mathcal{P}$ and a positive integer $k$, is it the case that every graph of width at most $k$ belongs to $\mathcal{P}$?}

Problem\textsuperscript{1} provides a width-based approach to the field of automated theorem proving (ATP). For instance, consider Tutte’s celebrated 5-flow conjecture \cite{72}, which states that every bridgeless graph has a nowhere-zero 5-flow. Let $\text{HasBridge}$ be the graph property comprising all graphs that
have a bridge and $\text{NZFlow}(5)$ be graph property comprising all graphs that admit a nowhere-zero 5-flow. Then, proving Tutte’s 5-flow conjecture is equivalent to showing that every graph belongs to the graph property $\text{HasBridge} \lor \text{NZFlow}(5)$. Since Tutte’s conjecture has been unresolved for many decades, one possible approach for gaining understanding about this conjecture is to try to determine, for gradually increasing values of $k$, whether every graph of width at most $k$, with respect to some fixed width-measure, belongs to $\text{HasBridge} \lor \text{NZFlow}(5)$. What makes this kind of question interesting from a proof theoretic point of view is that several important classes of graphs have small width with respect to some width measure. For instance, trees and forests have treewidth at most 1, series-parallel graphs and outerplanar graphs have treewidth at most 2, $k$-outerplanar graphs have treewidth at most $3k - 1$, co-graphs have cliquewidth at most 2, any distance hereditary graph has cliquewidth 3, etc [11, 14, 20, 17, 16, 45]. Therefore, proving the validity of a given conjecture on classes of graphs of small width corresponds to proving the conjecture on interesting classes of graphs.

1.2 Our Results

In this work, we introduce a general and modular framework that allows one to convert width-based dynamic programming algorithms for the model checking of graph properties into algorithms that can be used to address Problem 1. More specifically, our main contributions are threefold.

1. We start by defining the notions of a treelike decomposition class (Definition 2) and of a treelike width-measure (Definition 3). These two notions can be used to express several well studied width measures for graphs, such as treewidth [13], pathwidth [51], carving width [71], cutwidth [23, 70], bandwidth [23], cliquewidth [30], etc, and some more recent measures such as ODD-width [4]. It is worth noting that treelike width measures strictly generalize width measures defined by some prominent formalisms, such as families of graph grammars [9, 12]. On the one hand, each graph grammar in such a family corresponds to a class of graphs of constant cliquewidth [38]. On the other hand, the class of hypercube graphs has unbounded cliquewidth [19] but constant ODD-width [4], and ODD-width is a treelike width measure.

2. Subsequently, we introduce the notion of a treelike dynamic programming core (Definition 7), a formalism for the specification of dynamic programming algorithms operating on treelike decompositions. Our formalism combines two points of view for dynamic programming: the symbolic point of view [28] that allows one to use symbolic tree automata to reason about classes of graphs of bounded width, and the combinatorial point of view [7] that provides a general methodology for the specification of state-of-the-art combinatorial algorithms for model-checking graph properties on classes of bounded width. Treelike DP-cores satisfying certain coherency and finiteness properties are suitable for the study of the computational complexity of the problem of determining whether certain graph-theoretic conjectures are valid on the class of graphs of width at most $k$ (for several suitable notions of width). Additionally, our formalism allows one to establish upper bounds on the size of a hypothetical counter-example of width at most $k$ in terms of the computational complexity of algorithms for model-checking the graph properties arising in the statement of the conjecture.

3. Our main result (Theorem 23) states that if a graph property $\mathcal{P}$ is a Boolean combination (see Section 5.6) of graph properties $\mathcal{P}_1, \ldots, \mathcal{P}_\ell$ that can be decided by coherent and finite DP-cores $D_1, D_2, \ldots, D_\ell$, then the process of determining whether every graph of width at most $k$ belongs to $\mathcal{P}$ can be decided roughly $1$ in time

\[ 2^{O(\beta(k) \mu(k))} \leq 2^{2^{O(\beta(k))}}, \]

1The precise statement of Theorem 23 involves other parameters that are negligible in typical applications.
where $\mu(k)$ and $\beta(k)$ are respectively the maximum multiplicity and the maximum bitlength of a DP-core from the list $D_1, \ldots, D_\ell$ (see Section 5.2). Additionally, if a counterexample of width at most $k$ exists, then a term of height at most $2^{O(\beta(k) \cdot \mu(k))}$ representing such a counterexample can be constructed (Corollary 20).

We illustrate our approach by specializing on graphs of bounded treewidth. More specifically, we show that several long-standing conjectures in graph theory can be tested on the class of graphs of treewidth at most $k$ in time double exponential in $k^{O(1)}$. Examples of such conjectures include Hadwiger’s conjecture [40], Tutte’s flow conjectures [72] and Barnette’s conjecture [73] (Section 6). Our upper bounds improve significantly on upper bounds obtained using previous techniques. For instance, we show that Hadwiger’s conjecture for $c$ colors can be verified on the class of graphs of treewidth at most $k$ in time $2^{O(k \log k + c^2)}$, while previously, the best known upper bound was of the form $p^{c^3}$ for $p = (k + 1)^{(c-1)}$ [49].

1.3 Related Work

General automata-theoretic frameworks for the development of dynamic programming algorithms have been introduced under a wide variety of contexts [39, 59, 60, 52, 61, 56, 53, 5, 6, 7]. In most of these contexts, automata are used to encode the space of solutions of combinatorial problems when a graph $G$ is given at the input. For instance, given a tree decomposition of width $k$ of a graph $G$, one can construct a tree automaton representing the set of proper 3-colorings of $G$ [6].

In our framework, treelike DP-cores are used to define graph properties. For instance, one can define a treelike DP-core $D$, where for each $k \in \mathbb{N}$, $D[k]$ is a finite representation of the set of all graphs of treewidth at most $k$ that are 3-colorable. In our setting, it is essential that graphs of width $k$ are encoded as terms over a finite alphabet whose size only depends on $k$. We note that the idea of representing families of graphs as tree languages over a finite alphabet has been used in a wide variety of contexts [18, 2, 29, 35, 37, 28]. Nevertheless, the formalisms arising in these contexts are usually designed to be compatible with logical algorithmic meta-theorems, and for this reason, tree automata are meant to be compiled from logical specifications, rather than to be programmed. In contrast, our combinatorial framework allows one to easily specify state-of-the-art dynamic programming algorithms operating on treelike decompositions, and to safely combine these algorithms (just like plugins) for the purpose of width-based automated theorem proving.

The monadic second-order logic of graphs (MSO2 logic) extends first-order logic by introducing quantification over sets of vertices and over sets of edges. This logic is powerful enough to express several well studied graph-theoretic properties such as connectivity, Hamiltonicity, 3-colorability, and many others. Given that for each $k \in \mathbb{N}$, the MSO2 theory of graphs of treewidth at most $k$ is decidable [68, 27], we have that if a graph property $\mathcal{P}$ is definable in MSO2 logic, then there is an algorithm that takes an integer $k$ as input, and correctly determines whether every graph of treewidth at most $k$ belongs to $\mathcal{P}$. A similar result can be proved with respect to graphs of constant cliquewidth using MSO1 logic [68], and for graphs of bounded ODD width using FO logic [4]. One issue with addressing Problem 1 using this logic-theoretic approach is that algorithms obtained in this way are usually based on quantifier-elimination. As a consequence, the function upper-bounding the running time of these algorithms in terms of the width parameter grows as a tower of exponentials whose height depends on the number of quantifier alternations of the logical sentence given as input to the algorithm. For instance, the algorithm obtained using this approach to test the validity of Hadwiger’s conjecture restricted to $c$ colors on graphs of treewidth at most $k$ has a very large dependency on the width parameter. In [49], the time necessary to perform this task was estimated in $f(c, k) \leq p^{c^2}$, where $p = (k + 1)^{(c-1)}$ [49]. Our approach yields a much smaller upper bound of the form $2^{2^{O(k \log k + c^2)}}$. Significant reductions in complexity, with respect to the logical approach, can also be observed for other conjectures.
Algorithms with optimal dependency on the width parameter have been obtained for many graph properties \[53, 62\] under standard complexity theoretic assumptions, such as the exponential-time hypothesis (ETH) \[44, 43\] and related conjectures \[21, 22\]. It is worth noting that in many cases, the development of such optimal algorithms requires the use of advanced techniques borrowed from diverse subfields of mathematics, such as structural graph theory \[60, 8\], algebra \[14, 15, 57\], combinatorics \[63, 55\], etc. Our framework allows one to incorporate several of these techniques in the development of faster algorithms for width-based automated theorem proving.

## 2 Preliminaries

We let \(\mathbb{N}\) denote the set of natural numbers and \(\mathbb{N}_+\) denote the set of positive natural numbers. We let \([0] = \emptyset\), and for each \(n \in \mathbb{N}_+\), we define \([n] = \{1, \ldots, n\}\). Given a set \(S\), the set of finite subsets of \(S\) is denoted by \(\mathcal{P}_{\text{fin}}(S)\).

In this work, a graph is a triple \(G = (V, E, \rho)\) where \(V \subseteq \mathbb{N}\) is a finite set of vertices, \(E \subseteq \mathbb{N}\) is a finite set edges, and \(\rho \subseteq E \times V\) is an incidence relation. For each edge \(e \in E\), we let \(\text{endpts}(e) = \{v \in V : (e, v) \in \rho\}\) be the set of vertices incident with \(e\). In what follows, we may write \(V_G, E_G\) and \(\rho_G\) to denote the sets \(V, E\) and \(\rho\) respectively. We let \(|G| = |V_G| + |E_G|\) be the size of \(G\). We let \text{GRAPHS}\ denote the set of all graphs. For us, the empty graph is the graph \((\emptyset, \emptyset, \emptyset)\) with no vertices, no edges, and no incidence pairs.

An isomorphism from a graph \(G\) to a graph \(H\) is a pair \(\phi = (\phi_1, \phi_2)\) where \(\phi_1 : V_G \to V_H\) is a bijection from the vertices of \(G\) to the vertices of \(H\) and \(\phi_2 : E_G \to E_H\) is a bijection from the edges of \(G\) to the edges of \(H\) with the property that for each vertex \(v \in V_G\) and each edge \(e \in E_G\), \((\phi_1(v), \phi_2(e))\) is in \(\rho_H\). If such a bijection exists, we say that \(G\) and \(H\) are isomorphic, and denote this fact by \(G \sim H\).

A graph property is any subset \(\mathcal{P} \subseteq \text{GRAPHS}\) closed under isomorphisms. That is to say, for each two isomorphic graphs \(G\) and \(H\) in \text{GRAPHS}, \(G \in \mathcal{P}\) if and only if \(H \in \mathcal{P}\). Note that the sets \(\emptyset\) and \text{GRAPHS}\ are graph properties. Given a set \(S\) of graphs, the isomorphism closure of \(S\) is defined as the set \(\text{ISO}(S) = \{G \in \text{GRAPHS} : \exists H \in S, G \sim H\}\). Given a graph property \(\mathcal{P}\), a \(\mathcal{P}\)-invariant is a function \(I : \mathcal{P} \to S\), for some set \(S\), that is invariant under graph isomorphisms. More precisely, \(I(G) = I(H)\) for each two isomorphic graphs \(G\) and \(H\) in \(\mathcal{P}\). If \(\mathcal{P} = \text{GRAPHS}\), we may say that \(I\) is simply a graph invariant. For instance, chromatic number, clique number, dominating number, etc., as well as width measures such as treewidth and cliquewidth, are all graph invariants. In this work, the set \(S\) will be typically \(\mathbb{N}\), when considering width measures, or \(\{0, 1\}^n\) when considering other invariants encoded in binary.

In order to avoid confusion we may use the letter \(M\) to denote invariants corresponding to width measures, and the letter \(I\) to denote general invariants.

A ranked alphabet is a finite non-empty set \(\Sigma\) together with a function \(r : \Sigma \to \mathbb{N}\) that specifies the arity of each symbol in \(\Sigma\). The arity of \(r\) is the maximum arity of a symbol in \(\Sigma\). A term over \(\Sigma\) is a pair \(\tau = (T, \lambda)\) where \(T\) is a rooted tree, where the children of each node are totally ordered, and \(\lambda : \text{Nodes}(T) \to \Sigma\) is a function that labels each node \(p\) in \(\text{Nodes}(T)\) with a symbol from \(\Sigma\) of arity \(|\text{Children}(p)|\), i.e., the number of children of \(p\). In particular, leaf nodes are labeled with symbols of arity 0. We may write \(\text{Nodes}(\tau)\) to refer to \(\text{Nodes}(T)\). We write \(|\tau|\) to denote \(|\text{Nodes}(\tau)|\). The height of \(\tau\) is defined as the height of \(T\). We denote by \(\text{Terms}(\Sigma)\) the set of all terms over \(\Sigma\). If \(\tau_1 = (T_1, \lambda_1), \ldots, \tau_r = (T_r, \lambda_r)\) are terms in \(\text{Terms}(\Sigma)\), and \(a \in \Sigma\) is a symbol of arity \(r\), then we let \(a(\tau_1, \ldots, \tau_r)\) denote the term \(\tau = (T, \lambda)\) where \(\text{Nodes}(T) = \{u\} \cup \text{Nodes}(T_1) \cup \cdots \cup \text{Nodes}(T_r)\) for some fresh node \(u\), \(\text{root}(T) = u\), \(\lambda(u) = a\), and \(\lambda|_{\text{Nodes}(T_j)} = \lambda_j\) for each \(j \in \{1, \ldots, r\}\). A tree automaton is a tuple \(A = (\Sigma, Q, F, \Delta)\) where \(\Sigma\) is a ranked alphabet, \(Q\) is a finite set of states, \(F\) is a final set of states, and \(\Delta\) is a set of transitions (i.e., rewriting rules) of the form \(a(q_1, \ldots, q_r) \to q\), where \(a\) is a symbol of arity \(r\), and \(q_1, \ldots, q_r, q\) are states in \(Q\). A term \(\tau\) is accepted by \(A\) if it can be rewritten into a final state in \(F\) by transitions in \(\Delta\). The language of \(A\), denoted by \(L(A)\), is the set of all terms accepted by \(A\). We refer to \[28\] for basic concepts on tree automata theory.
3 Treelike Width Measures

In this section, we introduce the notion of a treelike width measure. Subsequently, we show that prominent width measures such as treewidth and cliquewidth fulfill the conditions of our definition. We start by introducing the notion of a treelike decomposition class.

**Definition 2.** Let \( r \in \mathbb{N} \). A treelike decomposition class of arity \( r \) is a sequence \( C = \{ (\Sigma_k, L_k, G_k) \}_{k \in \mathbb{N}} \), where for each \( k \in \mathbb{N} \), \( \Sigma_k \) is a ranked alphabet of arity at most \( r \), \( L_k \) is a regular tree language over \( \Sigma_k \), and \( G_k : L_k \to \text{GRAPHS} \) is a function that assigns a graph \( G_k(\tau) \) to each \( \tau \in L_k \). Additionally, we require that for each \( k \in \mathbb{N} \), \( \Sigma_k \subseteq \Sigma_{k+1} \), \( L_k \subseteq L_{k+1} \), and \( G_{k+1}|_{L_k} = G_k \).

Terms in the set \( L(C) = \bigcup_{k \in \mathbb{N}} L_k \) are called \( C \)-decompositions. For each such a term \( \tau \), we may write simply \( G(\tau) \) to denote \( G_k(\tau) \). The \( C \)-width of a \( C \)-decomposition \( \tau \), denoted by \( w_C(\tau) \), is the minimum \( k \) such that \( \tau \in L_k \). The \( C \)-width of a graph \( G \), denoted by \( w_C(G) \), is the minimum \( C \)-width of a \( C \)-decomposition \( \tau \) with \( G(\tau) \cong G \). We let \( w_C(G) = \infty \) if no such minimum \( k \) exists.

For each \( k \in \mathbb{N} \), we may write \( C_k = (\Sigma_k, L_k, G_k) \) to denote the \( k \)-th triple in \( C \). The graph property defined by \( C_k \) is the set \( G[C_k] = \text{ISO}(\{ G(\tau) : \tau \in L_k \}) \). Note that every graph in \( G[C_k] \) has \( C \)-width at most \( k \), and that \( G[C_k] \subseteq G[C_{k+1}] \). We let \( G[C] = \bigcup_{k \in \mathbb{N}} G[C_k] \) be the graph property defined by \( C \). We note that the \( C \)-width of any graph in \( G[C] \) is finite.

**Definition 3** (Treelike Width Measure). Let \( P \) be a graph property and \( M : \mathbb{N} \to \mathbb{N} \) be a \( P \)-invariant. We say that \( M \) is a treelike width measure if there is a treelike decomposition class \( C \) such that \( P = G[C] \), and for each graph \( G \in P \), \( w_C(G) = M(G) \). In this case, we say that \( C \) is a realization of \( M \).

The next theorem states that several well studied width measures for graphs are treelike. The proof of this theorem can be found in Appendix A.

**Theorem 4.** The width measures treewidth, pathwidth, carving width, cutwidth, cliquewidth and ODD width [7] are treelike width measures.

In our results related to width-based automated theorem proving, we will need to take into consideration the time necessary to construct a description of the languages associated with a treelike decomposition class. Let \( C = \{ (\Sigma_k, L_k, G_k) \}_{k \in \mathbb{N}} \) be a treelike decomposition class of arity \( r \). An automaton for \( C \) is a sequence \( A = \{ A_k \}_{k \in \mathbb{N}} \) of tree automata where for each \( k \in \mathbb{N} \), \( \mathcal{L}(A_k) = L_k \). We say that \( A \) has complexity \( f : \mathbb{N} \to \mathbb{N} \) if for each \( k \in \mathbb{N} \), \( A_k \) has at most \( f(k) \) states, and there is an algorithm \( \mathfrak{A} \) that takes a number \( k \in \mathbb{N} \) as input, and constructs \( A_k \) in time \( k^{O(1)} \cdot f(k)^{O(r)} \).

4 A DP-Friendly Realization of Treewidth

As stated in Theorem 4, treewidth fulfills our definition of a treelike width measure. Indeed, suitable encodings of graphs of treewidth at most \( k \) as terms over a finite alphabet (whose size may depend on \( k \)) can be used to realize treewidth as a treelike width measure. Examples of such encodings have been considered in the literature under a wide variety of contexts [34, 18, 2, 29, 35, 37]. In this section, we introduce the notion of a \( k \)-instructive tree decomposition, and use this notion to define an alternative realization of treewidth as a treelike width measure. At the same time that \( k \)-instructive tree decompositions provide a representation of graphs of treewidth at most \( k \) as terms over a finite alphabet, such decompositions have a close correspondence with the notion edge-introducing tree decompositions, which are often used to define dynamic programming algorithms parameterized by treewidth. This correspondence allows one to translated dynamic programming algorithms that decide graph properties by processing edge-introducing tree decompositions of width at most \( k \) into dynamic programming algorithms that decide such properties by processing \( k \)-instructive tree decompositions. These translated algorithms can then be used in the context of automated theorem proving.
Definition 5. For each \( k \in \mathbb{N} \), we let
\[
\Sigma_k = \{\text{Leaf}, \text{IntroVertex}\{u\}, \text{ForgetVertex}\{u\}, \text{IntroEdge}\{u,v\}, \text{Join} : u,v \in [k+1], u \neq v\}.
\]
where \( \text{Leaf} \) is a symbol of arity 0, \( \text{IntroVertex}\{u\} \), \( \text{ForgetVertex}\{u\} \) and \( \text{IntroEdge}\{u,v\} \) are symbols of arity 1, and \( \text{Join} \) is a symbol of arity 2. We call \( \Sigma_k \) the \( k \)-instructive alphabet.

Intuitively, the elements of \( \Sigma_k \) should be regarded as instructions that can be used to construct graphs inductively. Each such a graph has an associated set \( b \subseteq [k+1] \) of active labels. In the base case, the instruction \( \text{Leaf} \) creates an empty graph with an empty set of active labels. Now, let \( G \) be a graph with set of active labels \( b \). For each \( u \in [k+1] \setminus b \), the instruction \( \text{IntroVertex}\{u\} \) adds a new vertex to \( G \), labels this vertex with \( u \), and adds \( u \) to \( b \). For each \( u \in b \), the instruction \( \text{ForgetVertex}\{u\} \) erases the label from the current vertex labeled with \( u \), and removes \( u \) from \( b \). The intuition is that the label \( u \) is now free and may be used later in the creation of another vertex. For each \( u,v \in b \), the instruction \( \text{IntroEdge}\{u,v\} \) introduces a new edge between the current vertex labeled with \( u \) and the current vertex labeled with \( v \). We note that multiedges are allowed in our graphs. Finally, if \( G \) and \( G' \) are two graphs, each having \( b \) as the set of active labels, then the instruction \( \text{Join} \) creates a new graph by identifying, for each \( u \in b \), the vertex of \( G \) labeled with \( u \) with the vertex of \( G' \) labeled with \( u \).

![Figure 1: A 2-instructive tree decomposition \( \tau \), and the graph \( G(\tau) \) associated with \( \tau \). Note that the graph has four vertices even though only labels from the set \( \{1, 2, 3\} \) are used in the instructions occurring in the tree. Intuitively, once a vertex has been forgotten, its label can be reused when introducing a new vertex.]

A graph constructed according to the process described above can be encoded by a term over the alphabet \( \Sigma_k \). We let \( \text{ITD}_k \) be the set of all terms over \( \Sigma_k \) that encode the construction of some graph. The terms in \( \text{ITD}_k \) are called \( k \)-instructive tree decompositions (see Appendix B for a formal definition). The following lemma, whose proof can be found in Appendix C, establishes a close correspondence between graphs of treewidth at most \( k \) and \( k \)-instructive tree decompositions.

Lemma 6. Let \( G \in \text{GRAPH} \) and \( k \in \mathbb{N} \). Then \( G \) has treewidth at most \( k \) if and only if there exists a \( k \)-instructive tree decomposition \( \tau \) such that \( G(\tau) \simeq G \).

5 Treelike Dynamic Programming Cores

In this section, we introduce the notion of a treelike dynamic-programming core (treelike DP-core), a formalism intended to capture the behavior of dynamic programming algorithms operating on
Our formalism generalizes and refines the notion of dynamic programming introduced in [7]. There are two crucial differences. First, our framework can be used to define DP-cores for classes of dense graphs, such as graphs of constant clique width, whereas the DP-cores devised in [7] are specialized to work on tree decompositions. Second, and most importantly, in our framework, graphs of width \( k \) can be represented as terms over ranked alphabets whose size depends only on \( k \). This property makes our framework modular and particularly suitable for applications in the realm of automated theorem proving.

**Definition 7** (Treelike DP-Cores). A treelike dynamic programming core is a sequence of 6-tuples \( D = \{ (\Sigma_k, \mathcal{W}_k, \text{Final}_k, \Delta_k, \text{Clean}_k, \text{Inv}_k) \}_{k \in \mathbb{N}} \) where for each \( k \in \mathbb{N} \),

1. \( \Sigma_k \) is a ranked alphabet;
2. \( \mathcal{W}_k \) is a decidable subset of \( \{0,1\}^* \);
3. \( \text{Final}_k : \mathcal{W}_k \rightarrow \{0,1\} \) is a function;
4. \( \Delta_k \) is a set containing
   - a finite set \( \hat{a} \subseteq \mathcal{P}_{\text{fin}}(W_k) \) for each symbol \( a \) of arity 0,
   - a function \( \hat{a} : W_k^{x \tau(a)} \rightarrow \mathcal{P}_{\text{fin}}(W_k) \) for each symbol \( a \) of arity \( \tau(a) \geq 1 \);
5. \( \text{Clean}_k : \mathcal{P}_{\text{fin}}(W_k) \rightarrow \mathcal{P}_{\text{fin}}(W_k) \) is a function;
6. \( \text{Inv}_k : \mathcal{P}_{\text{fin}}(W_k) \rightarrow \{0,1\}^* \) is a function.

We let \( D[k] = (\Sigma_k, \mathcal{W}_k, \text{Final}_k, \Delta_k, \text{Clean}_k, \text{Inv}_k) \) denote the \( k \)-th tuple of \( D \). We may write \( D[k], \Sigma \) to denote the set \( \Sigma_k \), \( D[k], \mathcal{W} \) to denote the set \( \mathcal{W}_k \), and so on.

Intuitively, for each \( k \), \( D[k] \) is a description of a dynamic programming algorithm that operates on terms from \( \text{Terms}(\Sigma_k) \). This algorithm processes such a term \( \tau \) from the leaves towards the root, and assigns a set of local witnesses to each node of \( \tau \). The algorithm starts by assigning the set \( D[k], \hat{a} \) to each leaf node labeled with symbol \( a \). Subsequently, the set of local witnesses to be assigned to each internal node \( p \) is computed by taking into consideration the label of the node, and the set (sets) of local witnesses assigned to the child (children) of \( p \). The algorithm accepts \( \tau \) if at the end of the process, the set of local witnesses associated with the root node \( \text{root}(\tau) \) has some final local witness, i.e., some local witness \( w \in \mathcal{W} \) such that \( D[k], \text{Final}(w) = 1 \).

The function \( D[k], \text{Clean} \) is used to remove redundant local witnesses during the processing of a term. The function \( D[k], \text{Inv} \) is useful in the context of optimization problems. For instance, given a set \( S \) of local witnesses encoding weighted partial solutions to a given problem, \( D[k], \text{Inv}(S) \) may return (a binary encoding of) the minimum/maximum weight of a partial solution in the set.

The process described above is formalized in our framework using the notion of \( k \)-th dynamization of a dynamic core \( D \), which is a function \( \Gamma[D, k] \) that assigns a set \( \Gamma[D, k](\tau) \) of local witnesses to each term \( \tau \in \text{Terms}(k) \). Given a symbol \( a \) of arity \( r \) in the set \( D[k], \Sigma \), and subsets \( S_1, \ldots, S_r \subseteq D[k], \mathcal{W} \), we let \( D[k], \hat{a}(S_1, \ldots, S_r) \) denote the following set:

\[
D[k], \text{Clean} \left( \bigcup_{i \in [r], w_i \in S_i} D[k], \hat{a}(w_1, \ldots, w_r) \right) .
\]

Using this notation, for each \( k \in \mathbb{N} \), the function \( \Gamma[D, k] \) is defined by induction on the structure of \( \tau \) as follows.

**Definition 8** (Dynamization). Let \( D \) be a treelike DP-core. For each \( k \in \mathbb{N} \), the \( k \)-th dynamization of \( D \) is the function \( \Gamma[D, k] : \text{Terms}(D[k], \Sigma) \rightarrow \mathcal{P}_{\text{fin}}(D[k], \mathcal{W}) \) inductively defined as follows.

1. If \( \tau = a \) for some symbol \( a \in D[k], \Sigma \) of arity 0, then \( \Gamma[D, k](\tau) = D[k], \hat{a} \).
2. If $\tau = a(\tau_1, \ldots, \tau_r)$ for some $a \in \text{Terms}(D[k], \Sigma)$ of arity $r$, and some terms $\tau_1, \ldots, \tau_r$ in $\text{Terms}(D[k], \Sigma)$, then $\Gamma[D, k](\tau) = D[k].a(\Gamma[D, k](\tau_1), \ldots, \Gamma[D, k](\tau_r))$.

For each $k \in \mathbb{N}$, we say that a term $\tau \in \text{Terms}(D[k], \Sigma)$ is accepted by $D[k]$ if the set $\Gamma[D, k](\tau)$ contains a final local witness, i.e., a local witness $w$ with $D[k].\text{Final}(w) = 1$. We let $\text{Acc}(D[k])$ denote the set of all terms accepted by $D[k]$. We let $\text{Acc}(D) = \bigcup_{k \in \mathbb{N}} \text{Acc}(D[k])$. The combination of the notion of a DP-core with the notion of a treelike decomposition class can be used to define graph properties.

**Definition 9** (Graph Property of a DP-Core). Let $C$ be a treelike decomposition class, and $D$ be a treelike DP-core. For each $k \in \mathbb{N}$, the graph property of $D[k]$ is the set

$$G[D[k], C] = \text{ISO}(\{G(\tau) : \tau \in L_k \cap \text{Acc}(D[k])\}).$$

The graph property defined by $D$ is the set

$$G[D, C] = \bigcup_k G[D[k], C].$$

We note that for each $k \in \mathbb{N}$, $G[D[k], C] \subseteq G[C_k]$, and hence, $G[D, C] \subseteq G[C]$.

### 5.1 Coherency

In order to be useful in the context of model-checking and automated theorem proving, DP-cores need to behave coherently with respect to distinct treelike decompositions of the same graph. This intuition is formalized by the following definition.

**Definition 10** (Coherency). Let $C = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class, and $D$ be a treelike DP-core. We say that $D$ is $C$-coherent if for each $k \in \mathbb{N}$, $\Sigma_k = D[k], \Sigma$, and for each $k, k' \in \mathbb{N}$, and each $\tau \in L_k$ and $\tau' \in L_{k'}$ with $G(\tau) \simeq G(\tau')$,

1. $\tau \in \text{Acc}(D[k])$ if and only if $\tau' \in \text{Acc}(D[k'])$, and
2. $D[k].\text{Inv}(\Gamma[D, k](\tau)) = D[k'].\text{Inv}(\Gamma[D, k'](\tau'))$.

Let $D$ be a $C$-coherent treelike DP-core. Condition 1 of Definition 10 guarantees that if a graph $G$ belongs to $G[D, C]$, then for each $k \in \mathbb{N}$ and each $C$-decomposition $\tau$ of width at most $k$ such that $G(\tau) \simeq G$, we have that $\tau \in \text{Acc}(D[k])$. On the other hand, if $G$ does not belong to $G[D, C]$, then no $C$-decomposition $\tau$ with $G(\tau) \simeq G$ belongs to $\text{Acc}(D)$. This discussion is formalized in the following proposition.

**Proposition 11.** Let $C = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class, and $D$ be a $C$-coherent treelike DP-core. Then for each $k \in \mathbb{N}$, and each $\tau \in L_k$, we have that $G(\tau) \in G[D, C]$ if and only if $\tau \in \text{Acc}(D[k])$.

**Proof.** Let $k \in \mathbb{N}$ and $\tau \in L_k$. Suppose that $\tau \in \text{Acc}(D[k])$. Then, by Definition 10, $G(\tau) \in G[D[k], C]$, and therefore, we have that $G(\tau) \in G[D, C]$. Note that this direction holds even if $D$ is not coherent.

For the converse, we do need coherency. Suppose $G(\tau) \in G[D, C]$. Then, there is some $k' \in \mathbb{N}$ and some $\tau' \in \text{Acc}(D[k'])$ such that $G(\tau') \simeq G(\tau)$. Since $D$ is $C$-coherent, we can infer from Definition 10 that $\tau \in \text{Acc}(D[k])$. \hfill $\square$

Coherent DP-cores may be used to define not only graph properties but also graph invariants, as specified in Definition 12.

**Definition 12** (Invariant of a DP-Core). Let $C$ be a decomposition class and $D$ be a $C$-coherent treelike DP-core. The $G[D, C]$-invariant defined by $D$ is the function $I[D, C] : G[D, C] \to \{0, 1\}^*$ that assigns to each graph $G \in G[D, C]$, the string $D[k].\text{Inv}(\Gamma[D, k](\tau))$, where $\tau$ is an arbitrary $C$-decomposition such that $G(\tau) \simeq G$, and $k = w_C(\tau)$ is the $C$-width of $\tau$. 
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We note that Condition 2 of Definition 10 requires that for any two C-decompositions \( \tau \) and \( \tau' \), of C-width \( k = w_C(\tau) \) and \( k' = w_C(\tau') \), respectively, if \( \mathcal{G}(\tau) \simeq \mathcal{G}(\tau') \), then
\[
D[k].\text{Inv}(\Gamma[D, k](\tau)) = D[k'].\text{Inv}(\Gamma[D, k'](\tau')).
\]

Therefore, for each graph \( G \in \mathcal{G}[D, C] \), the value \( I[D, C](G) \) is well-defined, and invariant under graph isomorphism. This value is also independent of the C-decomposition of \( G \) chosen to perform the computation of the invariant.

In Appendix 5.6 we illustrate the notion of a coherent DP-core using the vertex cover problem as an example. More specifically, for each \( r \in \mathbb{N} \), we define an ITD-coherent DP-core \( C\text{-VertexCover}_r \) corresponding to the graph property \( \text{VertexCover}_r \), the set of graphs that have a vertex-cover of size at most \( r \). Here, ITD is the instructive tree decomposition class defined in Section 4, which realizes the width measure treewidth. For each \( k \in \mathbb{N} \), \( C\text{-VertexCover}_r[k] \) accepts a \( k \)-instructive tree decomposition \( \tau \) if and only if the graph \( \mathcal{G}(\tau) \) has a vertex cover of size at most \( r \). By adapting \( C\text{-VertexCover}_r \), we obtain another DP-core \( D \) which can be used to compute the vertex cover number of a graph. More specifically, for each \( k \in \mathbb{N} \), and each \( k \)-instructive tree decomposition \( \tau \), the string \( D[k].\text{Inv}(\Gamma[D, k](\tau)) \) is (a binary encoding of) the minimum size of a vertex cover in the graph \( \mathcal{G}(\tau) \).

5.2 Complexity Measures

In order to analyze the behavior of treelike DP-cores from a quantitative point of view, we define the notions of bitlength and multiplicity of a DP-core \( D \). We say that a set \( S \) of local witnesses is \((D, k, n)\)-useful if there is some \( \tau \in \text{Terms}(D[k], \Sigma) \) of size \( |\tau| \leq n \) such that \( \Gamma[D, k](\tau) = S \). The bitlength of \( D \) is the function \( \beta_D \) that assigns to each pair \((k, n)\) the maximum number of bits \( \beta_D(k, n) \) in a \((D, k, n)\)-useful witness, while the multiplicity \( \mu_D \) of \( D \) is the function that assigns to each pair \((k, n)\) the maximum number of elements \( \mu_D(k, n) \) in a \((D, k, n)\)-useful set. Finally, we let \( \delta_D(k, n) \) denote the number of \((D, k, n)\)-useful sets. We call \( \delta_D \) the deterministic state complexity of \( D \).

An important class of DP-cores is the class of cores where the maximum number of bits in a useful local witness corresponding to a term \( \tau \) is independent of the size of \( \tau \). In other words, the number of bits may depend on \( k \) but not on \( |\tau| \).

**Definition 13 (Finite DP-cores).** We say that a treelike DP-core \( D \) is finite if there is a function \( f : \mathbb{N} \to \mathbb{N} \) such that for each \( n \in \mathbb{N} \), \( \beta_D(k, n) \leq f(k) \).

If \( D \) is a finite DP-core then we may write simply \( \beta_D(k) \) and \( \mu_D(k) \) to denote the functions \( \beta_D(k, n) \), and \( \mu_D(k, n) \) respectively.

We say that a DP-core is internally polynomial, if there is an algorithm \( \mathcal{A} \) that when given a number \( k \in \mathbb{N} \) as input, simulates the functions in \( D[k] \) in time polynomial in \( k \) and in the size of the input to these functions (see Appendix 14 for a formal definition). We note that typical dynamic programming algorithms operating on tree-like decompositions give rise to internally polynomial DP-cores. Note that the fact that \( D \) is internally polynomial does not imply that one can determine whether a given term \( \tau \) is accepted by \( D \) in time polynomial in \( |\tau| \). The complexity of this test is governed by the bitlength and multiplicity of the DP-core in question (see Theorem 14).

5.3 Model Checking and Invariant Computation

Let \( C = \{ (\Sigma_k, L_k, \mathcal{G}_k) \}_{k \in \mathbb{N}} \) be a treelike decomposition class, and \( D \) be a \( C \)-coherent treelike DP-core. Given a \( C \)-decomposition of width at most \( k \), we can use the notion of dynamization (Definition 5), to check whether the graph \( \mathcal{G}(\tau) \) encoded by \( \tau \) belongs to the graph property \( \mathcal{G}[D, C] \) represented by \( D \). The next theorem states that the complexity of this model-checking
task is essentially governed by the bitlength and by the multiplicity of $D$. We note that in typical applications the arity $r$ of a decomposition class is a constant (most often 1 or 2), and the width $k$ is smaller than $\beta_D(k, n)$ for each $n \in N$. Nevertheless, for completeness, we explicitly include the dependence on $k^{O(1)}$ and $r^{O(1)}$ in the calculation of the running time.

**Theorem 14** (Model Checking). Let $C = \{(\Sigma_k, L_k, \mathcal{G}_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class of arity $r$, $D$ be an internally polynomial $C$-coherent treelike DP-Core, and let $\tau$ be a $C$-decomposition of $C$-width at most $k$ and size $|\tau| = n$.

1. One can determine whether $\mathcal{G}(\tau) \in \mathcal{G}[D, C]$ in time
$$T(k, n) = n \cdot k^{O(1)} \cdot r^{O(1)} \cdot \beta_D(k, n)^{O(1)} \cdot \mu_D(k, n)^{r+O(1)}.$$  
2. One can compute the invariant $I[D, C](\mathcal{G}(\tau))$ in time
$$T(k, n) + k^{O(1)} \cdot \beta_D(k, n)^{O(1)} \cdot \mu_D(k, n)^{O(1)}.$$  

The proof of Theorem 14 can be found in Appendix E.

### 5.4 Inclusion Test

Let $C$ be a treelike decomposition class, and $D$ be a treelike DP-core. As discussed in the introduction, the problem of determining whether $\mathcal{G}[C] \subseteq \mathcal{G}[D, C]$ can be regarded as a task in the realm of automated theorem proving. A width-based approach to testing whether this inclusion holds is to test for increasing values of $k$, whether the inclusion $\mathcal{G}[C_k] \subseteq \mathcal{G}[D, C]$ holds. It turns out that if $D$ is $C$-coherent, then testing whether $\mathcal{G}[C_k] \subseteq \mathcal{G}[D, C]$ reduces to testing whether all $C$-decompositions of width at most $k$ are accepted by $D[k]$, as stated in Lemma 15 below. We note that this is not necessarily true if $D$ is not $C$-coherent.

**Lemma 15.** Let $C = \{(\Sigma_k, L_k, \mathcal{G}_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class and $D$ be a $C$-coherent treelike DP-core. Then, for each $k \in \mathbb{N}$, $\mathcal{G}[C_k] \subseteq \mathcal{G}[D, C]$ if and only if $L_k \subseteq \text{Acc}(D[k])$.

**Proof.** Suppose that $L_k \subseteq \text{Acc}(D[k])$. Let $G \in \mathcal{G}[C_k]$. Then, there is some $k \in \mathbb{N}$, and some $k$-instructive tree decomposition $\tau \in L_k$, such that $\mathcal{G}(\tau)$ is isomorphic to $G$. Since, by assumption, $\tau$ also belongs to $\text{Acc}(D[k])$, we have that both $\mathcal{G}(\tau)$ and $G$ belong to $\mathcal{G}[D[k], C]$. Therefore, $G$ also belongs to $\mathcal{G}[D, C]$. Since $G$ was chosen to be an arbitrary graph in $\mathcal{G}[C_k]$, we have that $\mathcal{G}[C_k] \subseteq \mathcal{G}[D, C]$. We note that for this direction, we did not need the assumption that $D$ is $C$-coherent.

For the converse, we do need the assumption that $D$ is coherent. Suppose that $\mathcal{G}[C_k] \subseteq \mathcal{G}[D, C]$. Let $\tau \in L_k$. Then, by the definition of graph property associated with a treelike decomposition class, we have that $\mathcal{G}(\tau)$ belongs to $\mathcal{G}[C_k]$. Therefore, by our supposition, $\mathcal{G}(\tau)$ also belongs to $\mathcal{G}[D, C]$. This means that for some $k'$, there is some $k'$-instructive tree decomposition $\tau'$ in $\text{Acc}(D[k'])$ such that $\mathcal{G}(\tau')$ is isomorphic to $\mathcal{G}(\tau)$. But since $D$ is coherent, this implies that $\tau$ also belongs to $\text{Acc}(D[k])$. Since $\tau$ was chosen to be an arbitrary treelike decomposition in $L_k$, we have that $L_k \subseteq \text{Acc}(D[k])$. \qed

Lemma 15 implies that if $D$ is coherent, then in order to show that $\mathcal{G}[C_k] \not\subseteq \mathcal{G}[D, C]$ it is enough to show that there is some $C$-decomposition $\tau$ of width at most $k$ that belongs to $L_k$ but not to $\text{Acc}(D[k])$. We will reduce this later task to the task of constructing a dynamic programming refutation (Definition 10).

Let $C$ be a decomposition class with automation $A$, and let $D$ be a $C$-coherent treelike DP-core. An $(A, D, k)$-pair is a pair of the form $(q, S)$ where $q$ is a state of $A_k$ and $S \subseteq D[k].W$. We say that such pair $(q, S)$ is $(A, D, k)$-inconsistent if $q$ is a final state of $A_k$, but $S$ has no final local witness for $D$. 
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Definition 16 (DP-Refutation). Let $C = \{ (\Sigma_k, L_k, G_k) \}_{k \in \mathbb{N}}$ be a decomposition class, $A$ be an automation for $C$, $D$ be a $C$-coherent treelike DP-core, and $k \in \mathbb{N}$. An $(A, D, k)$-refutation is a sequence of $(A, D, k)$-pairs

$$R \equiv (q_1, S_1)(q_2, S_2) \ldots (q_m, S_m)$$

satisfying the following conditions:

1. $(q_m, S_m)$ is $(A, D, k)$-inconsistent.
2. For each $i \in [m]$,
   
   (a) either $(q_i, S_i) = (q, D[k].\hat{a})$ for some symbol $a$ of arity 0 in $\Sigma_k$, and some state $q$ such that $a \rightarrow q$ is a transition of $A_k$, or
   
   (b) $(q_i, S_i) = (q, D[k].\hat{a}(S_{j_1}, \ldots, S_{j_{\tau(a)}}))$, for some $j_1, \ldots, j_{\tau(a)} < i$, some symbol $a \in \Sigma_k$ of arity $\tau(a) > 0$, and some state $q$ such that $a(q_{j_1}, \ldots, q_{j_{\tau(a)}}) \rightarrow q$ is a transition of $A_k$.

The following theorem shows that if $C$ is a decomposition class with automaton $A$ and $D$ is a $C$-coherent treelike DP-core, then showing that $G[C] \not\subseteq G[D, C]$, is equivalent to showing the existence of some $(A, D, k)$-refutation.

Theorem 17. Let $C = \{ (\Sigma_k, L_k, G_k) \}_{k \in \mathbb{N}}$ be a decomposition class with automaton $A$, and $D$ be a $C$-coherent treelike DP-core. For each $k \in \mathbb{N}$, we have that $G[C_k] \not\subseteq G[D, C]$ if and only if some $(A, D, k)$-refutation exists.

Proof. Suppose that $G[C_k] \not\subseteq G[D, C]$. Then, there is a graph $G$ that belongs to $G[C_k]$, but not to $G[D, C]$. Since $G \in G[C_k]$, we have that for some $\tau \in L_k$, $G$ is isomorphic to $G(\tau)$. Since $G \not\in G[D, C]$ we have that $\tau \notin \text{Acc}(D)$, and therefore, $\tau \notin \text{Acc}(D[k])$.

Let $\text{Sub}(\tau) = \{ \sigma : \sigma$ is a subterm of $\tau \}$. The set of subterms of $\tau$ is ordered topologically by $\tau$. Since we ordered the subterms topologically, for each $i, j \in [m]$, if $\sigma_i$ is a subterm of $\sigma_j$, then $i \leq j$. Additionally, $\sigma_m = \tau$. Now, consider the sequence

$$R \equiv (q_1, S_1)(q_2, S_2) \ldots (q_m, S_m).$$

Since $\sigma_1, \sigma_2, \ldots, \sigma_m$ are subterms of $\tau$ and ordered topologically, we have that for each $i \in [m]$, $\sigma_i$ is a subterm of $\tau$, and $q_i$ is the unique state of $A_k$ such that $a \rightarrow q$ is a transition of $A_k$, then we set $(q_i, S_i) = (q_i, D[k].\hat{a})$.

- If $\sigma_i = a$ has arity zero, and $q$ is the unique state of $A_k$ such that $a \rightarrow q$ is a transition of $A_k$, then we set $(q_i, S_i) = (q_i, D[k].\hat{a}(S_{j_1}, \ldots, S_{j_{\tau(a)}}))$.

By construction, $R$ satisfies Condition 2 of Definition 16. Now, we know that $\tau \in L_k$ and that $\tau$ is the state reached by $\tau$ in $A_k$, and therefore, $q_m$ is a final state. On the other hand, $S_m = \Gamma[D[k]^(\tau)$ and $\tau \notin \text{Acc}(D[k])$, and therefore, $S_m$ has no final local witness. Therefore, the pair $(q_m, S_m)$ is an $(A, D, k)$-inconsistent pair, so Condition 1 of Definition 16 is satisfied. Consequently, the first direction of Theorem 17 is proved, i.e., $R$ is an $(A, D, k)$-refutation.

For the converse, assume that $R \equiv (q_1, S_1)(q_2, S_2) \ldots (q_m, S_m)$ is an $(A, D, k)$-refutation. Using this refutation, we will construct a sequence of terms $\sigma_1, \sigma_2, \ldots, \sigma_m$ with the following property: for each $i \in [m]$, $\sigma_i \in \text{Terms}(\Sigma_k)$ and $S_i = \Gamma[D[k]^(\sigma_i)$. Since $q_m$ is a final state for $A_k$ but $S_m$ has no final local witness for $D[k]$, we have that $\sigma_m$ is in $L_k$ but not in $\text{Acc}(D[k])$. In other words, $G(\sigma_m)$ is in $G[C_k]$ but not in $G[D[k], C]$. Since $D$ is a $C$-coherent treelike DP-core, we have that for each $k' \in \mathbb{N}$, there is no term $\sigma' \in \text{Acc}(D[k'])$ with $G(\sigma_m) \not\subseteq G(\sigma')$ (otherwise, $\sigma_m$ would belong to $\text{Acc}(D[k])$). Therefore, $G(\sigma_m)$ is not in $G[D, C]$ either. We infer that $G[C_k] \not\subseteq G[D, C]$.

Note that $|\text{Sub}(\tau)|$ may be smaller than $|\tau|$, since a given subterm may occur in several positions of $\tau$. 
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Now, for each $i \in \mathbb{N}$, the construction of $\sigma_i$ proceeds as follows. If there is a symbol $a \in \Sigma_k$ of arity 0 such that $a \rightarrow q_i$ is a transition of $\mathcal{A}_k$, and $S_i = D[k].\tilde{a}$, then we let $\sigma_i = a$. On the other hand, if there is a symbol $a \in \Sigma_k$ of arity $\tau(a) > 0$ and some $j_1, \ldots, j_r < i$ such that $a(q_{j_1}, \ldots, q_{j(n)}) \rightarrow q_i$ is a transition of $\mathcal{A}_k$ and $S_i = D[k].\tilde{a}(S_{j_1}, \ldots, S_{j(n)})$, then we let $\sigma_i = a(\sigma_{j_1}, \ldots, \sigma_{j(n)})$. It should be clear that for each $i \in [m]$, $\sigma_i$ is a term in $\text{Terms}(\Sigma_k)$. Furthermore, using Definition 8 it follows by induction on $i$ that for each $i \in [m]$, $S_i = \Gamma[D,k][\sigma_i]$. This concludes the proof of the theorem. □

Theorem 17 implies the existence of a simple forward-chaining style algorithm for determining whether $\mathbb{G}[C_k] \subseteq \mathbb{G}[D,C]$ when $D$ is a finite and C-coherent treelike DP-core.

**Theorem 18** (Inclusion Test). Let $\mathcal{C} = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class with automation $\mathcal{A}$, and let $D$ be a finite, internally polynomial C-coherent treelike DP core. Let $r$ be the arity of $\mathcal{C}$ and $f(k)$ the complexity of $\mathcal{A}$. Then, one can determine whether $\mathbb{G}[C_k] \subseteq \mathbb{G}[D,C]$ in time

$$f(k)^{O(r)} \cdot 2^{O(r \cdot \delta_D(k) \cdot \mu_D(k))} \leq f(k)^{O(r)} \cdot 2^{r \cdot 2^{O(\delta_D(k))}}.$$ 

The proof of Theorem 18 can be found in Appendix F.

### 5.5 On the Size of Counter-Examples

The proof of Theorem 17 provides us with an algorithm to extract, from a given $(\mathcal{A},D,k)$-refutation $R$, a C-decomposition $\tau$ of width at most $k$ such that $\mathcal{G}(\tau) \notin \mathbb{G}[D,C]$. The graph $\mathcal{G}(\tau)$ corresponding to $\tau$ may be regarded as a counter-example for the conjecture $\mathbb{G}[C] \subseteq \mathbb{G}[D,C]$. Note that if the refutation has length $m$, then the height of the C-decomposition $\tau$ is at most $m - 1$. Here, by height we mean the length of the longest path between a leaf node of $\tau$ and the root node. This implies that if $\mathcal{C}$ is a treelike decomposition class of arity $r$, the number of nodes of $\tau$ is at most $m$, if $r = 1$, and at most $\frac{r^m - 1}{r - 1}$ nodes, if $r > 1$.

**Corollary 19.** Let $\mathcal{C} = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class of arity $r$ with automation $\mathcal{A}$, $D$ be a C-coherent treelike DP-core, and $R = (q_1, S_1)(q_2, S_2) \ldots (q_m, S_m)$ be a $(\mathcal{A},D,k)$-refutation. Then, there is a C-decomposition $\tau \in L_k$ of height at most $m - 1$ such that $\mathcal{G}(\tau) \in \mathbb{G}[C_k] \setminus \mathbb{G}[D,C]$. Additionally, $\tau$ has at most $m$ nodes if $r = 1$, and at most $\frac{r^m - 1}{r - 1}$ nodes if $r > 1$.

Since the search space in the proof of Theorem 18 has at most $f(k) \cdot \delta_D(k)$ distinct $(\mathcal{A},D,k)$-pairs, a minimum-length $(\mathcal{A},D,k)$-refutation has length at most $f(k) \cdot \delta_D(k)$. Therefore, this fact together with Corollary 19 implies the following result.

**Corollary 20.** Let $\mathcal{C} = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ be a treelike decomposition class of complexity $f(k)$, and let $D$ be a finite, C-coherent treelike DP core. If $\mathbb{G}[C_k] \not\subseteq \mathbb{G}[D,C]$, then there is a C-decomposition $\tau \in L_k$ of height at most $f(k) \cdot \delta_D(k) - 1$ such that $\mathcal{G}(\tau) \in \mathbb{G}[C_k] \setminus \mathbb{G}[D,C]$. Additionally, $\tau$ has at most $f(k) \cdot \delta_D(k)$ nodes if $r = 1$, and at most $r^{f(k) \cdot \delta_D(k)}$ nodes if $r > 1$.

The requirement that the DP-core $D$ in Theorem 18 is finite can be relaxed if instead of asking whether $\mathbb{G}[C_k] \subseteq \mathbb{G}[D,C]$, we ask whether all graphs in $\mathbb{G}[C_k]$ that can be represented by a C-decomposition of size at most $n$ belong to $\mathbb{G}[D,C]$.

**Corollary 21** (Bounded-Size Inclusion Test). Let $\mathcal{C}$ be a treelike decomposition class of complexity $f(k)$ and arity $r$, and let $D$ be a (not necessarily finite) internally polynomial C-coherent treelike DP core. One can determine in time

$$f(k)^{O(r)} \cdot 2^{O(r \cdot \delta_D(k,n) \cdot \mu_D(k,n))} \cdot n^{O(1)}$$

whether every graph corresponding to a C-decomposition of width at most $k$ and size at most $n$ belongs to $\mathbb{G}[D,C]$. 
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We note that whenever $\mu_D(k, n) = h_1(k)$ for some function $h_1 : \mathbb{N} \to \mathbb{N}$, and $\beta_D(k, n) = h_2(k) \cdot \log n$ for some function $h_2 : \mathbb{N} \to \mathbb{N}$, then the running time stated in Corollary 21 is of the form $n^{h_3(k)}$ for some function $h_3 : \mathbb{N} \to \mathbb{N}$. This is significantly faster than the naive brute-force approach of enumerating all terms of width at most $k$, and size at most $n$, and subsequently testing whether these terms belong to $G[D, C]$.

5.6 Combinators and Combinations

Given a graph property $\mathbb{P}$, and a graph $G \in \text{GRAPH}$, we let $\mathbb{P}(G)$ denote the Boolean value $\text{true}$ if $G \in \mathbb{P}$ and the value $\text{false}$, if $G \notin \mathbb{P}$. For each $\ell \in \mathbb{N}$ we call a function of the form

$$C : \{0, 1\}^\ell \times (\{0, 1\}^*)^\ell \to \{0, 1\},$$

an $\ell$-combinator. Given graph properties $\mathbb{P}_1, \ldots, \mathbb{P}_\ell$ and graph invariants $I_1, \ldots, I_\ell$, we let

$$\hat{C}(\mathbb{P}_1, \ldots, \mathbb{P}_\ell, I_1, \ldots, I_\ell)$$

denote the graph property consisting of all graphs $G$ such that

$$C(\mathbb{P}_1(G), \ldots, \mathbb{P}_\ell(G), I_1(G), \ldots, I_\ell(G)) = 1.$$

We say that $C$ is polynomial if it can be computed in time $O_\ell(|X|^c)$ for some constant $c$ on any given input $X$.

Intuitively, a combinator is a tool to define graph classes in terms of previously defined graph classes and previously defined graph invariants. It is worth noting that Boolean combinations of graph classes can be straightforwardly defined using combinators. Nevertheless, one can do more than that, since combinators can also be used to establish relations between graph invariants. For instance, using combinators one can define the class of graphs whose covering number (the smallest size of a vertex-cover) is equal to the dominating number (the smallest size of a dominating set). This is just an illustrative example. Other examples of invariants that can be related using combinators are: clique number, independence number, chromatic number, diameter, and many others. Next, we will use combinators as a tool to combine graph properties and graph invariants defined using DP-cores.

**Theorem 22.** Let $C$ be and $\ell$-combinator, $C$ be a treelike decomposition class, and $D_1, \ldots, D_\ell$ be $C$-coherent treelike DP-cores. Then, there exists a $C$-coherent treelike DP-core $D = D(C, D_1, \ldots, D_\ell)$ satisfying the following properties:

1. $G[D, C] = C(G[D_1, C], \ldots, G[D_\ell, C], I[D_1, C], \ldots, I[D_\ell, C]).$
2. $D$ has bitlength $\beta_D(k, n) = \sum_{i=1}^\ell \beta_{D_i}(k, n) \cdot \mu_{D_i}(k, n).$
3. $D$ has multiplicity $\mu_D(k, n) = 1.$
4. $D$ has d.s.c. $\delta_D(k, n) \leq \prod_{i=1}^\ell \delta_{D_i}(k, n).$

**Proof.** We let the $C$-combination of $(D_1, \ldots, D_\ell)$ be the DP-core $D$, where for each $k \in \mathbb{N}$, the components of the tuple $D[k]$ are specified below. Here, we let $u, v \in [k + 1]$, and $S = (S_1, \ldots, S_t)$ and $S' = (S'_1, \ldots, S'_t)$ be tuples in $P_{\text{fin}}(D_1[k].W) \times \cdots \times P_{\text{fin}}(D_\ell[k].W)$. For each $i \in [\ell]$, we let $F(D_i[k], S_i)$ be the Boolean value 1 if $S_i$ has a final local witness and 0 otherwise.

1. $D[k].W = P_{\text{fin}}(D_1[k].W) \times \cdots \times P_{\text{fin}}(D_\ell[k].W).$
2. $D[k].\text{Leaf} = \{(D_1[k].\text{Leaf}, \ldots, D_\ell[k].\text{Leaf})\}.$
3. $D[k].\text{IntroVertex}(u)(S) = \{(D_1[k].\text{IntroVertex}(u)(S_1), \ldots, D_\ell[k].\text{IntroVertex}(u)(S_\ell))\}.$
4. $D[k].\text{ForgetVertex}(u)(S) = \{(D_1[k].\text{ForgetVertex}(u)(S_1), \ldots, D_\ell[k].\text{ForgetVertex}(u)(S_\ell))\}$.
5. $D[k].\text{IntroEdge}(u, v)(S) = \{(D_1[k].\text{IntroEdge}(u, v)(S_1)), \ldots, D_\ell[k].\text{IntroEdge}(u, v)(S_\ell)\}$.

6. $D[k].\text{Join}(S, S') = \{(D_1[k].\text{Join}(S_1, S'_1)), \ldots, D_\ell[k].\text{Join}(S_\ell, S'_\ell)\}$.

7. $D[k].\text{Clean}(S) = \{(D_1[k].\text{Clean}(S_1)), \ldots, D_\ell[k].\text{Clean}(S_\ell)\}$.

8. $D[k].\text{Final}(S) = C(F(D_1[k], S_1), \ldots, F(D_\ell[k], S_\ell), D_1[k].\text{Inv}(S_1), \ldots, D_\ell[k].\text{Inv}(S_\ell))$.

9. $D[k].\text{Inv}(S) = (D_1[k].\text{Inv}(S_1), \ldots, D_\ell[k].\text{Inv}(S_\ell))$.

The upper bounds for the functions $\beta_D(k, n)$, $\mu_D(k, n)$, and $\delta_D(k, n)$, can be inferred directly from this construction. Finally, since the DP-cores $D_1, \ldots, D_\ell$ are C-coherent, the DP-core $D$ is also C-coherent.

We call the DP-core $D = D(C, D_1, \ldots, D_\ell)$ the C-combination of $D_1, \ldots, D_\ell$.

If the DP-cores $D_1, \ldots, D_\ell$ are also finite, besides being C-coherent, and internally polynomial, then Theorem 22 together with Theorem 18 directly imply the following theorem, which will be used in Section 6 to establish analytic upper bound on the time necessary to verify long-standing conjectures on graphs of bounded treedwidth.

**Theorem 23** (Inclusion Test for Combinations). Let $C$ be a treelike decomposition class of arity $r$; $D_1, \ldots, D_\ell$ be finite, internally polynomial, C-coherent treelike DP-cores; and $C$ be a polynomial $\ell$-combinator. Let $D = D(C, D_1, \ldots, D_\ell)$ be the C-combination of $D_1, \ldots, D_\ell$. $\beta(k) = \max_i \beta_{D_i}(k)$ and $\mu(k) = \max_i \mu_{D_i}(k)$. Then, for each $k \in \mathbb{N}$, one can determine whether $G[C_k] \subseteq G[D, C]$ in time

$$f(k)^O(r) \cdot 2^{O(\ell \cdot r \cdot \beta(k) \cdot \mu(k))} \leq f(k)^O(r) \cdot 2^{\ell \cdot r \cdot 2^O(\beta(k))}.$$  

We note that in typical applications, the parameters $r$ and $\ell$ are constant, while the growth of the function $f(k)$ is negligible when compared with $2^{O(\beta(k) \cdot \mu(k))}$. Therefore, in these applications, the running time of our algorithm is of the form $2^{O(\beta(k) \cdot \mu(k))} \leq 2^{2^O(\beta(k))}$. It is also worth noting that if $G[C_k] \not\subseteq G[D, C]$, then there a C-decomposition $\tau \in L_k$ of height at most $2^{O(\beta(k) \cdot \mu(k))}$ such that $G(\tau) \in G[C_k] \setminus G[D, C]$. Intuitively, the graph $G(\tau)$ is a counter-example for the statement $G[C_k] \subseteq G[D, C]$.

**6 Applications of Theorem 23**

In this section, we show that Theorem 23 can be used to show that several long-standing graph-theoretic conjectures can be tested in time double exponential in $k^{O(1)}$ on the class of graphs of treewidth at most $k$. The next theorem enumerates upper bounds on the bitlength and multiplicity of DP-cores deciding several graph properties. These upper bounds are obtained by translating combinatorial dynamic programming algorithms for these properties parameterized by treedwidth into internally polynomial, ITD-coherent, finite DP-cores. Here, ITD is the class of instructive tree decompositions introduced in Section 4. This class has complexity $2^k$. In our examples, we will use the following graph properties.

1. **Simple**: the set of all simple graphs (i.e. without multiedges).
2. **MaxDeg$\geq c$**: the set of graphs containing at least one vertex of degree at least $c$.
3. **MinDeg$\leq c$**: the set of graphs containing at least one vertex of degree at most $c$.
4. **Colorable(c)**: the set of graphs of chromatic number at most $c$.
5. **Conn**: set of connected graphs.
6. \(\text{VConn}_<(c)\): the set of graphs with vertex-connectivity at most \(c\). A graph is \(c\)-vertex-connected if it has at least \(c\) vertices, and if it remains connected whenever fewer than \(c\) vertices are deleted.

7. \(\text{EConn}_<(c)\): the set of graphs with edge-connectivity at most \(c\). A graph is \(c\)-edge-connected if it remains connected whenever fewer than \(c\) edges are deleted.

8. Hamiltonian: the set of Hamiltonian graphs. A graph is Hamiltonian if it contains a cycle that spans all its vertices.

9. \(\text{NZFlow}(Z_m)\): the set of graphs that admit a \(Z_m\)-flow. Here, \(Z_m = \{0, \ldots, m - 1\}\) is the set of integers modulo \(m\). A graph \(G\) admits a nowhere-zero \(Z_m\)-flow if one can assign to each edge an orientation and a non-zero element of \(Z_m\) in such a way that for each vertex, the sum of values associated with edges entering the vertex is equal to the sum of values associated with edges leaving the vertex.

10. \(\text{Minor}(H)\): the set of graphs containing \(H\) as a minor. A graph \(H\) is a minor of a graph \(G\) if \(H\) can be obtained from \(G\) by a sequence of vertex/edge deletions and edge contractions.

**Theorem 24.** Let ITD be the instructive tree decomposition class defined in Section 4. The properties specified above have ITD-coherent DP-cores with complexity parameters (bitlength \(\beta\), multiplicity \(\mu\), state complexity \(\nu\), deterministic state complexity \(\delta\)) as specified in Table 4.

| Property       | \(\beta(k)\)      | \(\mu(k)\)      |
|----------------|-------------------|------------------|
| Simple         | \(O(k^c)\)        | 1                |
| \(\text{MaxDeg}_>(c)\) | \(O(k \cdot \log c)\) | 1                |
| \(\text{MinDeg}_<(c)\) | \(O(k \cdot \log c)\) | 1                |
| \(\text{Colorable}(c)\) | \(O(k \log c)\)   | \(2^{O(\beta(k))}\) |
| Conn           | \(O(k \log k)\)   | \(2^{O(\beta(k))}\) |
| \(\text{VConn}(c)\) | \(O(\log c + k \log k)\) | \(2^{O(\beta(k))}\) |
| \(\text{EConn}(c)\) | \(O(\log c + k \log k)\) | \(2^{O(\beta(k))}\) |
| Hamiltonian    | \(O(k \log k)\)   | \(2^{O(\beta(k))}\) |
| \(\text{NZFlow}(Z_m)\) | \(O(k \log m)\)   | \(2^{O(\beta(k))}\) |
| \(\text{Minor}(H)\) | \(O(k \log k + |V_H| + |E_H|)\) | \(2^{2^\beta(k)}\) |

Table 1: Complexity measures for DP-cores deciding several graph properties.

The proof of Theorem 24 can be found in Appendix H. Note that in the case of the DP-core C-Hamiltonian the multiplicity \(2^{O(k)}\) is smaller than the trivial upper bound of \(2^{O(k \log k)}\) and consequently, the deterministic state complexity \(2^{2^{O(k)}}\) is smaller than the trivial upper bound of \(2^{2^{O(k \log k)}}\). We note that the proof of this fact is a consequence of the rank-based approach developed in [15]. Next, we will show how Theorem 23 together with Theorem 24 can be used to provide double-exponential upper bounds on the time necessary to verify long-standing graph-theoretic conjectures on graphs of treewidth at most \(k\). If such a conjecture is false, then Corollary 20 can be used to establish an upper bound on minimum height of a term representing a counterexample for the conjecture.

**Hadwiger’s Conjecture.** This conjecture states that for each \(c \geq 1\), every graph with no \(K_{c+1}\)-minor has a \(c\)-coloring [10]. This conjecture, which suggests a far-reaching generalization of the 4-colors theorem, is considered to be one of the most important open problems in graph theory. The conjecture has been resolved in the positive for the cases \(c < 6\) [91], but remains open for each value of \(c \geq 6\). By Theorem 24 \(\text{Colorable}(c)\) has DP-cores of deterministic state complexity \(2^{2^{O(k \log c)}}\), while \(\text{Minor}(K_{c+1})\) has DP-cores of deterministic state complexity
$2^{2^O(k \log k + c^2)}$. Therefore, by using Theorem 23 we have that the case $c$ of Hadwiger’s conjecture can be tested in time $f(c, k) = 2^{2^O(k \log k + c^2)}$ on graphs of treewidth at most $k$.

Using the fact for each fixed $c \in \mathbb{N}$, both the existence of $K_{c+1}$-minors and the existence of $c$-colorings are MSO-definable, together with the fact that the MSO theory of graphs of bounded treewidth is definable one can estimate $f(c, k)$ by writing explicitly MSO sentences and then by bounding the running time of the decision algorithm. This estimate is however very large (a tower of exponentials of height 10 in $k + c$ suffices). In [49] Karababayshi have estimated that $f(c, k) \leq p^{p^k}$, where $p = (k + 1)^{(c-1)}$. It is worth noting that our estimate of $2^{2^O(k \log k + c^2)}$ obtained by a combination Theorem 23 and Theorem 24 improves significantly on both the estimate obtained using the MSO approach and the estimate provided in [49].

**Tutte’s Flow Conjectures.** Tutte’s 5-flow, 4-flow, and 3-flow conjectures are some of the most well studied and important open problems in graph theory. The 5-flow conjecture states that every bridgeless graph $G$ has a $Z_5$-flow. This conjecture is true if and only if every 2-edge-connected graph has a $Z_5$-flow [72]. By Theorem 24, both $ECon(2)$ and $NZFlow(Z_5)$ have coherent DP-cores of deterministic state complexity $2^{2^O(k \log k)}$. Since Tutte’s 5-flow conjecture can be expressed in terms of a Boolean combination of these properties, we have that this conjecture can be tested in time $2^{2^O(k \log k)}$ on graphs of treewidth at most $k$. The 4-flow conjecture states that every bridgeless graph with no Petersen minor has a nowhere-zero 4-flow [75]. Since this conjecture can be formulated using a Boolean combination of the properties $ECon(2)$, $Minor(P)$ (where $P$ is the Petersen graph), and $NZFlow(Z_4)$, we have that this conjecture can be tested in time $2^{2^O(k \log k)}$ on graphs of treewidth at most $k$. Finally, Tutte’s 3-Flow conjecture states that every 4-edge connected graph has a nowhere-zero 3-flow [36]. Similarly to the other cases it can be expressed as a Boolean combination of $ECon(4)$ and $NZFlow(Z_3)$. Therefore, it can be tested in time $2^{2^O(k \log k)}$ on graphs of treewidth at most $k$.

**Barnette’s Conjecture.** This conjecture states that every 3-connected, 3-regular, bipartite, planar graph is Hamiltonian. Since a graph is bipartite if and only if it is 2-colorable, and since a graph is planar if and only if it does not contain $K_5$ or $K_{3,3}$ as minors, Barnette’s conjecture can be stated as a combination of the cores $VCon(3)$, $MaxDeg_\geq(3)$, $MinDeg_\leq(3)$, $Colorable(2)$, $Minor(K_2)$ and $Minor(K_{3,3})$. Therefore, by Theorem 23 it can be tested in time $2^{2^O(k \log k)}$ on graphs of treewidth at most $k$.

### 7 Conclusion and Future Directions

In this work, we have introduced a general and modular framework that allows one to combine width-based dynamic programming algorithms for model-checking graph-theoretic properties into algorithms that can be used to provide a width-based attack to long-standing conjectures in graph theory. By generality, we mean that our framework can be applied with respect to any treelike width measure (Definition 3), including treewidth [13], cliquewidth [30], and many others [51, 71, 23, 70, 4]. By modularity, we mean that dynamic programming cores may be developed completely independently of each other as if they were plugins, and then combined either with the purpose of model-checking more complicated graph-theoretic properties, or with the purpose of attacking a given graph theoretic conjecture.

As a concrete example, we have shown that the validity of several longstanding graph theoretic conjectures can be tested on graphs of treewidth at most $k$ in time double exponential in $k^{O(1)}$. This upper bound follow from Theorem 23 together with upper bounds established on the bitlength/multiplicity of DP-cores deciding several well studied graph properties. Although still high, this upper bound improves significantly on approaches based on quantifier elimination. This is an indication that the expertise accumulated by parameterized complexity theorists in
the development of more efficient width-based DP algorithms for model checking graph-theoretic properties have also relevance in the context of automated theorem proving. It is worth noting that this is the case even for graph properties that are computationally easy, such as connectivity and bounded degree.

For simplicity, have defined the notion of a treelike width measure (Definition 3) with respect to graphs. Nevertheless, this notion can be directly lifted to more general classes of relational structures. More specifically, given a class $\mathcal{R}$ of relational structures over some signature $\sigma$, we define the notion of a treelike $\mathcal{R}$-decomposition class as a sequence of triples $C = \{(\Sigma_k, L_k, G_k)\}_{k \in \mathbb{N}}$ precisely as in Definition 2, with the only exception that now, $G_k$ is a function from $L_k$ to $\mathcal{R}$. With this adaptation, and by letting the relation $\simeq$ in Definition 10 denote isomorphism between $\sigma$-structures, all results in Section 5 generalize smoothly to relational structures from $\mathcal{R}$. This generalization is relevant because it shows that our notion of width-based automated theorem proving can be extended to a much larger context than graph theory.

In the field of parameterized complexity theory, the irrelevant vertex technique is a set of theoretical tools [3, 66] that can be used to show that for certain graph properties $P$ there is a constant $K_P$, such that if $G$ is a graph of treewidth at least $K_P$ then it contains an irrelevant vertex for $P$. More specifically, there is a vertex $x$ such that $G$ belongs to $P$ if and only if the graph $G \setminus x$ obtained by deleting $x$ from $G$ belongs to $P$. This tool, that builds on Robertson and Seymour’s celebrated excluded grid theorem [66, 24] and on the flat wall theorem [25, 50, 67], has found several applications in structural graph theory and in the development of parameterized algorithms [2, 66, 32, 48, 46]. Interestingly, the irrelevant vertex technique has also theoretical relevance in the framework of width-based automated theorem proving. More specifically, the existence of vertices that are irrelevant for $P$ on graphs of treewidth at least $K_P$ implies that if there is some graph $G$ that does not belong to $P$, then there is some graph of treewidth at most $K_P$ that also does not belong to $P$. As a consequence, $P$ is equal to the class of all graphs (see Section 2 for a precise definition of this class) if and only if all graphs of treewidth at most $K_P$ belong to $P$. In other words, the irrelevant vertex technique allows one to show that certain conjectures are true in the class of all graphs if and only if they are true in the class of graphs of treewidth at most $K$ for some constant $K$. This approach has been considered for instance in the study of Hadwiger’s conjecture (for each fixed number of colors $c$) [49, 69, 47]. Identifying further conjectures that can be studied under the framework of the irrelevant vertex technique would be very relevant to the framework of width-based automated theorem proving.
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A Proof of Theorem 4

The proof of Theorem 4 follows from results available in the literature. A graph has cliquewidth at most \( k \) if and only if it can be defined as the graph associated with a \( k \)-expression as introduced in \([34]\). The fact that the set of all \( k \)-expressions is regular follows directly by the definition of \( k \)-expression \([30, 28]\). This shows that cliquewidth is a treelike width measure. In Chapter 12 of \([34]\) it is shown how to define graphs of treewidth at most \( k \) using suitable parse trees, and how to associate a graph of treewidth at most \( k \) to each such parse tree. The fact that the set of all parse trees corresponding to graphs of treewidth at most \( k \) is regular is a direct consequence of the definition. This shows that treewidth is a treelike width measure.

Graphs of pathwidth can be defined using finite automata whose size depends only on \( k \) \([33]\). This restriction preserves regularity. Therefore, pathwidth is also a treelike width measure. Cutwidth can be shown to be treelike using the notion of slice decompositions considered for instance in \([38]\), while the fact that carving-width is treelike follows from the generalization of slice-decompositions to the context of trees defined in \([33]\). Finally, the fact that ODD-width is a treelike width measure stems from the fact that for each \( k \) the set of all ordered decision diagrams (ODDs) of width at most \( k \) can be defined using a finite automata whose size depends only on \( k \) \([3]\). □

B Formal Definition of Instructive Tree Decompositions

For each \( k \in \mathbb{N} \), we formally define the set \( \text{ITD}_k \) of \( k \)-instructive tree decompositions as the language of a suitable tree automaton \( \mathcal{A}_k \) over the alphabet \( \Sigma_k \). More specifically, we let \( \text{ITD}_k = \mathcal{L}(\mathcal{A}_k) \) where \( \mathcal{A}_k = (\Sigma_k, Q_k, F_k, \Delta_k) \) is a tree automaton with \( Q_k = F_k = \mathcal{P}([k + 1]) \), and transitions

\[
\Delta_k = \{ \text{Leaf} \to \emptyset \} \cup \\
\{ \text{IntroVertex}(u)(b) \to b \cup \{u\} \mid b \subseteq [k + 1], \ u \in [k + 1] \setminus b \} \cup \\
\{ \text{ForgetVertex}(u)(b) \to b \setminus \{u\} \mid b \subseteq [k + 1], \ u \in b \} \cup \\
\{ \text{IntroEdge}(u, v)(b) \to b \setminus \{u, v\} \mid b \subseteq [k + 1], \ u, v \in b, \ u \neq v \} \cup \\
\{ \text{Join}(b, b) \to b \mid b \subseteq [k + 1] \}.
\]

Intuitively, states of \( \mathcal{A}_k \) are subsets of \([k + 1]\) corresponding to subsets of active labels. The set of transitions specify both which instructions can be applied from a given set of active labels \( b \), and which labels are active after the application of a given instruction.

**Definition 25.** The terms in \( \text{ITD}_k \) are called \( k \)-instructive tree decompositions. Terms in \( \text{ITD}_k \) that do not use the symbol \( \text{Join} \) are called \( k \)-instructive path decompositions. We let \( \text{IPD}_k \) denote the set of all \( k \)-instructive path decompositions.

Given numbers \( n_1, n_2 \in \mathbb{N} \) and a subset \( Y \subseteq [n_2] \), we let \( \gamma[n_1, n_2, Y] : [n_2] \setminus Y \to \{n_1 + 1, \ldots, n_1 + n_2 - |Y|\} \) be the unique injective function from \([n_2] \setminus Y \) to \( \{n_1 + 1, \ldots, n_1 + n_2 - |Y|\} \) with the property that for each \( i, j \in [n_2] \setminus Y \), \( i < j \) implies that \( \gamma(i) < \gamma(j) \). Intuitively, for each \( i \in [n_2] \setminus Y \), \( \gamma[n_1, n_2, Y](i) \) is equal to \( n_1 + \) the order of \( i \) in the set \([n_2]\setminus Y \).

Let \( k \in \mathbb{N} \). A \( k \)-boundaried graph is a pair \((G, \theta)\) where \( G \) is a graph and \( \theta : B \to V_G \) is an injective map from some subset \( B \subseteq [k + 1] \) to the vertex set of \( G \). We assume that \( V_G = [n] \) for some \( n \in \mathbb{N} \), and that \( E_G = [m] \) for some \( m \in \mathbb{N} \). Given \( k \)-boundaried graphs \((G_1, \theta_1)\) and \((G_2, \theta_2)\) with \( \text{Dom}(\theta_1) = \text{Dom}(\theta_2) \), the join of \((G_1, \theta_1)\) and \((G_2, \theta_2)\), denoted by \((G_1, \theta_1) \oplus (G_2, \theta_2)\), is the \( k \)-boundaried graph \((G, \theta)\) obtained by identifying, for each \( u \in B \), the vertex \( \theta_1(u) \) of \( G_1 \) with the vertex \( \theta_2(u) \) of \( G_2 \). More precisely, let \( V_{G_1} = [n_1] \), \( E_{G_1} = [m_1] \), \( V_{G_2} = [n_2] \), and \( E_{G_2} = [m_2] \) for numbers \( n_1, m_1, n_2, m_2 \in \mathbb{N} \), and let \( \gamma = \gamma[n_1, n_2, \theta_2(B)] \). Then, the \( k \)-boundaried graph \((G, \theta)\) is defined as follows.

1. \( V_G = [n_1 + n_2 \setminus \{\theta_2(B)\}] \),
2. \( E_G = [m_1 + m_2] \)

3. \( \rho_G = \rho_G \cup \{(e + m_1, \theta_1(u)) : (e, \theta_2(u)) \in \rho_2\} \)
   \( \cup \{(e + m_1, \gamma(x)) : (e, x) \in \rho_2, x \in V_G \setminus \text{Im}(\theta_2)\} \)

4. For each \( u \in [k + 1], \theta(u) = \theta_1(u) \).

For each \( k \in \mathbb{N} \), we let \( \mathcal{F}_k = \{f : b \to \mathbb{N} \mid b \subseteq [k + 1], f \text{ is injective}\} \) be the set of injective functions from some subset \( b \subseteq [k + 1] \) to \( \mathbb{N} \). As a last step, we define a function \( G : \bigcup_{k \in \mathbb{N}} \text{ITD}_k \to \text{GRAPHS} \) that assigns a graph \( G(\tau) \) to each \( \tau \in \bigcup_k \text{ITD}_k \). This function is defined inductively below, together with an auxiliary function \( \theta : \bigcup_k \text{ITD}_k \to \bigcup_k \mathcal{F}_k \) that assigns, for each \( k \in \mathbb{N} \), and each \( k \)-instructive tree decomposition \( \tau \), an injective map \( \theta[\tau] : b \to \mathbb{N} \) in the set \( \mathcal{F}_k \). In this way, the pair \( (G(\tau), \theta[\tau]) \) forms a \( k \)-boundaried graph. Each element \( u \in b \) is said to be an active label for \( G(\tau) \), and the vertex \( \theta[\tau](u) \) is the active vertex labeled with \( u \). The functions \( G \) and \( \theta \) are inductively defined as follows. Below, for each \( \tau \in \bigcup_k \text{ITD}_k \), we specify the injective map \( \theta[\tau] \) as a subset of pairs from \([k + 1] \times \mathbb{N}\).

1. If \( \tau = \text{Leaf} \), then \( G(\tau) = (\emptyset, \emptyset, \emptyset) \) and \( \theta[\tau] = \emptyset \).

2. If \( \tau = \text{IntroVertex}\{u\}(\sigma) \) then
\[
G(\tau) = (V_{G(\sigma)} \cup \{|V_{G(\sigma)}| + 1\}, E_{G(\sigma)}, \rho_{G(\sigma)}), \quad \text{and} \quad \theta[\tau] = \theta[\sigma] \cup \{(u, |V_{G(\sigma)}| + 1)\}.
\]

3. If \( \tau = \text{IntroVertex}\{u\}(\sigma) \), then \( G(\tau) = G(\sigma) \), and \( \theta[\tau] = \theta[\sigma] \setminus \{(u, \theta[\sigma](u))\} \).

4. If \( \tau = \text{IntroEdge}\{u, v\}(\sigma) \), then
\[
G(\tau) = (V_{G(\sigma)}, E_{G(\sigma)} \cup \{|E_{G(\sigma)}| + 1\}, \rho_{G(\sigma)} \cup \{|E_{G(\sigma)}| + 1, \theta[\sigma](u), \theta[\sigma](v)\}), \quad \text{and} \quad \theta[\tau] = \theta[\sigma].
\]

5. If \( \tau = \text{Join}(\sigma_1, \sigma_2) \in \text{ITD}_k \), then \( (G(\tau), \theta[\tau]) = (G(\sigma_1), \theta[\sigma_1]) \oplus (G(\sigma_2), \theta[\sigma_2]) \).

For illustration purposes, in Figure 2 we provide a step-by-step construction of the graph associated with the 2-instructive tree decomposition of Figure 1.

By letting, for each \( k \in \mathbb{N} \), \( G_k \) be the restriction of \( G \) to the set \( \text{ITD}_k \), we have that the sequence \( \text{ITD} = \{(\Sigma_k, \text{ITD}_k, G_k)\}_{k \in \mathbb{N}} \) is a treelike decomposition class. We call this class the instructive tree decomposition class. Note that \( \text{ITD} \) has complexity \( 2^k \), since as discussed above, for each \( k \in \mathbb{N} \), \( \text{ITD}_k \) is accepted by a tree automaton \( A_k \) with \( 2^k \) states.

C Proof of Lemma 6

Next, in Definition 26 we provide a slightly different, but equivalent definition of the standard notion of tree decomposition of a graph. The only difference is that we replace the condition that requires that for each edge of the graph there is a bag containing the endpoints of that edge, with a choice function \( \beta \), which specifies, for each edge \( e \), the bag \( X_{\beta(e)} \) that contains the endpoints of \( e \). We also assume that the tree is rooted, since choosing a root can be done without loss of generality.

**Definition 26** (Tree Decomposition). Let \( G \) be a graph. A tree decomposition of \( G \) is a triple \( (T, X, \beta) \) where \( T = (N, F, r) \) is a rooted tree with set of nodes \( N \), set of arcs \( F \), and root \( r \); \( \beta : E_G \to N \) is a function mapping each edge \( e \in E_G \) to some node \( p \in N \); and \( X = \{X_u\}_{u \in N} \) is a collection of subsets of \( V_G \) satisfying the following properties.

1. For each vertex \( x \in V_G \), there is some \( p \in N \) such that \( x \in X_p \).
Figure 2: Construction of the graph associated to the 2-instructive tree decomposition of Fig. 1. The set of active labels on each node is specified in blue, while the graph associated to the decomposition rooted at that node is specified in green. The boundary maps are omitted in the figure. Nevertheless, in each node the boundary map assigns each label $i$ to vertex $i$, except for the left child of the topmost node, where the boundary map assigns labels 1, 2, and 3 to vertices 4, 2, and 3 respectively.

2. For each edge $e \in E_G$, $\text{endpts}_G(e) \subseteq X_{\beta(e)}$.

3. For each vertex $x \in V_G$, the set $\{p \in N : x \in X_p\}$ induces a connected subtree of $T$.

The subsets in $X$ are called bags. The width of $(T, X, \beta)$ is defined as the maximum size of a bag in $X$ minus one: $w(T, X, \beta) = \max_{p \in N} |X_p| - 1$. The treewidth of a graph $G$ is the minimum width of a tree decomposition of $G$.

We say that $(T, X, \beta)$ is a nice edge-introducing tree decomposition of $G$ if the function $\beta$ is injective, and additionally, each node $p \in N$ is of one of the following types.

1. Leaf node: $p$ has no child, and $X_p = \emptyset$.

2. IntroVertex node: $p$ has a unique child $p'$ and $X_p = X_{p'} \cup \{x\}$ for some vertex $x \in V_G$. We say that $x$ is introduced at $p$.

3. ForgetVertex node: $p$ has a unique child $p'$ and $X_p = X_{p'} \cup \{x\}$ for some vertex $x \in V_G$. We say that $x$ is forgotten at $p$. 
be shown that any tree decomposition of width $k$ (see [31], pages 161 and 168), except that we do not require the root bag to be empty. It can be shown that any tree decomposition of width $k$ can be efficiently transformed into a nice, edge-introducing tree decomposition of width at most $k$ (see for instance Lemma 7.4 of [31]).

Let edge-introducing tree decomposition of width at most $k$.

The proof is by induction on the height $h$

Proof. Let $\tau$ be a $k$-instructive tree decomposition, and $G(\tau)$ be its associated graph. Then this graph can be obtained from smaller graphs of size at most $k + 1$ by successively identifying sub-graphs of size at most $k + 1$. This implies that $G(\tau)$ is a subgraph of a $k$-tree, and therefore that $G(\tau)$ has treewidth at most $k$. In the next claim, we show how to actually extract from $\tau$ a nice edge-introducing tree decomposition of the graph $G(\tau)$ of width at most $k$.

Claim 28. Let $\tau$ be a $k$-instructive tree decomposition. Then, the graph $G(\tau)$ has a nice edge-introducing tree decomposition $(T, X, \beta)$ of width at most $k$ where the bag associated with the root node $r$ is the set $X_r = \theta[\tau](B(\tau))$.

Proof. The proof is by induction on the height $h$ of $\tau$. In the base case, $h = 0$. In this case, $\tau = \text{Leaf}$. Therefore, since $G(\tau)$ is the empty graph, the claim is vacuously satisfied. Now, suppose the claim is valid for every $k$-instructive tree decomposition $\tau$ of height at most $h$, and let $\tau$ be a $k$-instructive tree decomposition of height $h + 1$. There are four cases to be analyzed.

- Let $\sigma$ be a $k$-instructive tree decompositions of height at most $h$ and let $(T, X, \beta)$ be a nice edge-introducing tree decompositions with root $r$ and root-bag $X_r$ satisfying the conditions of the claim. In this case we create a new root node $r'$ with root bag $X_{r'}$, and set $r$ as the child of $r'$.

1. If $\tau = \text{IntroVertex}\{u\}(\sigma)$, we let $X_{r'} = X_r \cup \{\theta[\tau](u)\}$.
2. If $\tau = \text{ForgetVertex}\{u\}(\sigma)$, we let $X_{r'} = X_r \setminus \{\theta[\tau](u)\}$.
3. If $\tau = \text{IntroEdge}\{u, v\}(\sigma)$, we let $X_{r'} = X_r$.

- Let $\sigma_1$ and $\sigma_2$ be $k$-instructive tree decompositions of height at most $h$ and let $(T_1, X_1, \beta_1)$ and $(T_2, X_2, \beta_2)$ be their respective nice edge-introducing tree decompositions with roots $r_1$ and $r_2$ and root-bags $X_{r_1}$ and $X_{r_2}$ satisfying the conditions of the claim.

4. Let $\tau = \text{Join}(\sigma_1, \sigma_2)$. In this case, we create a new root bag $r$, labeled with the bag $X_r = X_{r_1}$ and set $r_1$ and $r_2$ as the children of $r$. Additionally, in the new tree decomposition, for each node $p$ of $T_2$, the bag $X_p$ is replaced by the bag

$$X'_p = \{\theta[\sigma_1](u) : u \in B(\sigma), \theta[\sigma_2](u) \in X_p\} \cup \{\gamma(x) : x \in X_p \setminus \theta[\sigma_2](B(\sigma_2))\},$$

where $\gamma = \gamma[n_1, n_2, Y]$ is the relabeling function defined in Section [13] with $n_1 = |V_{G_1}|$, $n_2 = |V_{G_2}|$, and $Y = \theta[\sigma_2](B(\sigma_2))$. 
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In any of the four cases, the obtained tree decomposition \((T, X, \beta)\) is a tree decomposition of the graph \(G(\tau)\) where the bag corresponding to the root node \(r\) is the set \(X_r = \theta[\tau](B(\tau))\). □

For the converse, let \(G\) be a graph and \(\alpha : V_G \to [k+1]\) be a proper \((k+1)\)-coloring of \(G\). More specifically, for each edge \(e \in E_G\) the endpoints of \(e\) are colored differently by \(\alpha\). We say that \(\alpha\) is bag-injective with respect to a nice, edge introducing tree decomposition \((T, X, \beta)\) of \(G\) if for each bag \(X_p \in X\), the restriction \(\alpha|_{X_p}\) is injective.

**Observation 29.** Let \(G\) be a graph and \((T, X, \beta)\) be a tree decomposition of \(G\) of width \(k\), where \(T = (N, F, r)\). Then, one can construct in time \(O(k \cdot |N|)\) a proper \((k+1)\)-coloring \(\alpha\) of \(G\) that is bag-injective for \((T, X, \beta)\).

**Proof.** We will construct a coloring \(\alpha : V_G \to [k+1]\) of \(G\) that is bag-injective for \((T, X, \beta)\) by traversing the bags in \(X\) from the root towards the leaves. We start by choosing an arbitrary injective coloring of the vertices in the root bag \(X_r\). Since \(X_r\) has at most \(k+1\) vertices, such an injective coloring with at most \((k+1)\) colors exists. Now assume that the vertices of a given bag \(X_p\) have been injectively colored with at most \(k+1\) colors, and let \(p'\) be a child of \(p\). Then we have three possibilities: (i) \(X_{p'} = X_p\); (ii) \(X_{p'} = X_p \setminus \{x\}\), for some vertex \(x\); (iii) \(X_{p'} = X_p \cup \{x\}\) for some vertex \(x\). In the first two cases, an injective coloring of the vertices in \(X_{p'}\) has already been chosen. In the last case, we just choose some arbitrary color for \(x\) in the set \([k+1]\)\setminus\alpha(X_p)\).

We proceed in this way until all bags have been visited. Since each vertex occurs in some bag, each vertex has received some color from the set \([k+1]\). Since the endpoints of each edge \(e\) are contained in some bag, and since by construction, the coloring in each bag is injective, we have that the endpoints of \(e\) receive distinct colors. Therefore, \(\alpha\) is a proper \((k+1)\)-coloring of \(G\). □

Now, let \(G\) be a graph of treewidth at most \(k\). Let \((T, X, \beta)\) be a nice, edge-introducing tree decomposition of \(G\) of width at most \(k\). Let \(\alpha : V_G \to [k+1]\) be a proper \((k+1)\)-coloring of \(G\) that is bag-injective for \((T, X, \beta)\). By Observation 29 such a coloring exists and can be constructed in time \(O(k \cdot |N|)\) where \(N\) is the set of nodes of \(T\). Then, a \(k\)-instructive tree decomposition \(\tau\) of \(G\) can be constructed as follows: We let \(\tau\) have the same structure as \(T\), except that instead being labeled with bags, the nodes are now labeled with instructions from the alphabet \(\Sigma_k\). More specifically, each leaf node is labeled with the instruction \text{Leaf}. Additionally, for each non-leaf node \(p\) of \(T\): If a vertex \(x\) is introduced at \(p\), then we label the node \(p\) of \(\tau\) with the instruction \text{IntroVertex}(\alpha(x))\). If an edge \(\{x, y\}\) is introduced at \(p\), then the node \(p\) of \(\tau\) is labeled with the instruction \text{IntroEdge}(\alpha(x), \alpha(y))\). If a vertex \(x\) is forgotten at \(p\), then the node \(p\) of \(\tau\) is labeled with the instruction \text{ForgetVertex}(\alpha(x))\). Finally, \(p\) is a join node, then the node \(p\) of \(\tau\) is labeled with the instruction \text{Join}. It follows by induction on the height \(T\) that there is an isomorphism \(\phi = (\phi_1, \phi_2)\) from \(G\) to \(G(\tau)\) such that for each vertex \(x \in V_G\), \(x\) belongs to the root bag \(X_r\) if and only if \(\alpha(x) \in B(\tau)\) and \(\theta[\tau](\alpha(x)) = \phi_1(x)\). This concludes the proof of Lemma 6.

\[\Box\]

## D  Formal Definition of Internally Polynomial DP-Cores

A DP-core \(D\) is internally polynomial if there is an algorithm \(\mathfrak{A}\) that when given \(k \in \mathbb{N}\) as input simulates the behavior of \(D(k)\) in such a way that the output of the invariant function has polynomially many bits in the bitlength of \(D(k)\); \(\mathfrak{A}\) decides membership in the set \(D(k).\mathcal{W}\) in time polynomial in \(k\) plus the size of the size of the queried string; for each symbol \(a\) of arity 0, \(\mathfrak{A}\) constructs the set \(D(k).\mathfrak{a}\) in time polynomial in \(k\) plus the maximum number of bits needed to describe such a set; and \(\mathfrak{A}\) computes each function in \(D(k)\) in time polynomial in \(k\) plus the size of the input of the function. Note that the fact that \(D\) is internally polynomial does not imply that one can determine whether a given term \(\tau\) is accepted by \(D\) in time polynomial in \(|\tau|\). The complexity of this test is governed by the bitlength and multiplicity of the DP-core in question (see Theorem 14).
Definition 30 (Internally Polynomial DP-Cores). Let \( D \) be a treelike DP-core. We say that \( D \) is internally polynomial if the following conditions are satisfied.

1. For each \( k \in \mathbb{N} \), and each \((D,k,n)\)-useful set \( S \), \(|D[k].\text{Inv}(S)| = \beta_D(k,n)O(1)\).

2. There is a deterministic algorithm \( \mathfrak{A} \) such that the following conditions are satisfied.

   (a) Given \( k \in \mathbb{N} \), and a string \( w \in \{0,1\}^* \), \( \mathfrak{A} \) decides whether \( w \in D[k].\mathcal{W} \) in time \((k + |w|)O(1)\).

   (b) Given \( k \in \mathbb{N} \), and a symbol \( a \in \Sigma_k \) of arity 0, the algorithm constructs the set \( D[k].a \) in time \( \beta_D(k,0) \cdot \mu(D,k,0) \).

   (c) Given \( k \in \mathbb{N} \), a symbol \( a \in \Sigma_k \), and an input \( X \) for the function \( D[k].a \), the algorithm constructs the set \( D[k].a(X) \) in time \((k + |X|)O(1)\).

   (d) Given \( k \in \mathbb{N} \), an element \( \text{Function} \in \{\text{Final,\text{Clean,Inv}}\} \), and an input \( X \) for the function \( D[k].\text{Function} \), the algorithm computes the value \( D[k].\text{Function}(X) \) in time \((k + |X|)O(1)\).

E Proof of Theorem 14

Since \( D \) is \( C \)-coherent, and since \( \tau \) has \( C \)-width at most \( k \), by Proposition 11 we have that \( G(\tau) \) belongs to \( G[D,C] \) if and only if \( \tau \in \text{Acc}(D[k]) \). In other words, if and only if the set \( \Gamma[D,k](\tau) \) has some final local witness. Therefore, the model-checking algorithm consists of two steps: we first compute the set \( \Gamma[D,k](\tau) \) inductively using Definition 30 and subsequently, we test whether this set has some final local witness. Since \(|\tau| = n\), we have that \( \tau \) has at most \( n \) sub-terms. Let \( \tau \) be such a subterm. If \( \sigma = a \) for some symbol of arity 0, then the construction of the set \( \Gamma[D,k](\sigma) \) takes time at most \( \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \). Now, suppose that \( \sigma = a(\sigma_1, \ldots, \sigma_{\tau(a)}) \) for some symbol \( a \in \Sigma_k \), and some terms \( \sigma_1, \ldots, \sigma_{\tau(a)} \) in \( \text{Terms}(\Sigma_k) \), and assume that the sets \( \Gamma[D,k](\sigma_1), \ldots, \Gamma[D,k](\sigma_{\tau(a)}) \) have been computed. We claim that using these precomputed sets, together with Equation 14 the set \( \Gamma[D,k](\sigma) \) can be constructed in time \( kO(1) \cdot rO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \). To see this, we note that in order to construct \( \Gamma[D,k](\sigma) \), we need to construct, for each tuple \( (w_1, w_2, \ldots, w_{\tau(a)}) \) of local witnesses in the Cartesian product \( \Gamma[D,k](\sigma_1) \times \cdots \times \Gamma[D,k](\sigma_{\tau(a)}) \), the set \( D[k].\hat{a}(w_1, \ldots, w_{\tau(a)}) \). Since, by assumption, \( D \) is internally polynomial, this set can be constructed in time at most \( kO(1) \cdot rO(1) \cdot \beta_D(k,n)O(1) \). That is to say, polynomial in \( k \) plus the size of the input to this function, which is upper bounded by \( r \cdot \beta_D(k,n) \).

In particular, this set has at most \( kO(1) \cdot rO(1) \cdot \beta_D(k,n)O(1) \) local witnesses. Since we need to consider at most \( \mu_D(k,n)O(1) \) tuples, taking the union of all such sets \( D[k].\hat{a}(w_1, \ldots, w_{\tau(a)}) \) takes time \( kO(1) \cdot rO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \). Finally, once the union has been computed, since \( D \) is internally polynomial, the application of the function \( D[k].\text{Clean} \) takes an additional (additive) factor of \( kO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \). Therefore, the overall computation of the set \( \Gamma[D,k](\tau) \), and subsequent determination of whether this set contains a final local witness takes time

\[
T(k,n) = n \cdot kO(1) \cdot rO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) + O(1).
\]

For the second item, after having computed \( \Gamma[D,k](\tau) \) in time \( T(k,n) \), we need to compute the value of \( D[k].\text{Inv} \) on this set. This takes time \( kO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \). Therefore, in overall, we need time \( T(k,n) + kO(1) \cdot \beta_D(k,n)O(1) \cdot \mu_D(k,n)O(1) \) to compute the value \( I[D,C](G(\tau)) \).

\( \square \)

F Proof of Theorem 18

Using breadth-first search, we successively enumerate the \((A,D,k)\)-pairs that can be derived using rule 10 of Definition 16. We may assume that the first traversed pairs are those in the set

\[
\{(q, D[k].\hat{a}) \mid \tau(a) = 0, a \rightarrow q \text{ is a transition of } A_k\},
\]
which correspond to symbols of arity 0. We run this search until either an inconsistent \((A, D, k)\)-pair has been reached, or until there is no \((A, D, k)\)-pair left to be enumerated. In the first case, the obtained list of pairs
\[
R = (q_1, S_1)(q_2, S_2)\ldots(q_m, S_m)
\]
is, by construction, an \((A, D, k)\)-refutation since \((q_m, S_m)\) is inconsistent and for each \(i \in [m]\), \((q_i, S_i)\) has been obtained by applying the rule 2 of Definition 10. In the second case, no such refutation exists. More specifically, in the beginning of the process, \(R\) is the empty list, and the pairs \(\{(A_k, a), D[k], \hat{a}\} : \nu(a) = 0\) are added to a buffer set \(Y\). While \(Y\) is non-empty, we delete an arbitrary pair \((q, S)\) from \(Y\) and append this pair to \(R\). If the pair is inconsistent, we have constructed a refutation \(R\), and therefore, we return \(R\). Otherwise, for each \((q', S')\) that can be obtained from \((q, S)\) using the rule 2 of Definition 10 (together with another pair from \(R\)), we insert \((q', S')\) to the buffer \(Y\) provided this pair is not already in \(R\). We repeat this process until either \(R\) has been returned or until \(Y\) is empty. In this case, we conclude that \(G[C] \subseteq G[D[k], C]\), and return Inclusion Holds. This construction is detailed in Algorithm I.

Now, an upper bound on the running time of the algorithm can be established as follows. Since \(A\) has complexity \(f(k)\), the breadth-first search constructs at most \(f(k) \cdot \delta_D(k)\) pairs of the form \((q, S)\) where \(q\) is a state of \(A_k\) and \(S \subseteq D[k], W\). Furthermore, since \(C\) has arity at most \(r\), the creation of a new pair may require the analysis of at most \(f(k)^r \cdot \delta_D(k)^r\) tuples of previously created pairs. For each such a tuple \([q_1, S_1), (q_2, S_2), \ldots, (q_r, S_r)]\) with \(r' \leq r\), the computation of the state \(q'\) from the tuple \((q_1, \ldots, q_r)\) takes time \(f(k)^{O(1)}\) and, as argued in the proof of Theorem 14, the computation of the set \(S' = D[k] \hat{a}(S_{j_1}, \ldots, S_{j_{t(a)}})\) from the tuple \((S_{j_1}, \ldots, S_{j_{t(a)}})\) takes time \(k^{O(1)} \cdot r^{O(1)} \cdot \beta_D(k)^{O(1)} \cdot \mu_D(k)^{r+O(1)}\). Therefore, the whole process takes time at most
\[
k^{O(1)} \cdot r^{O(1)} \cdot \beta_D(k)^{O(1)} \cdot \mu_D(k)^{r+O(1)} \cdot f(k)^{r+O(1)} \cdot \delta_D(k)^{r+O(1)}\].

By assumption, \(f(k) \geq k\). Additionally, \(\mu_D(k) \leq 2^{\beta_D(k)}\) and \(\delta_D(k) \leq 2^{\beta_D(k) \cdot \mu_D(k) + 1}\). Therefore, Expression 3 can be simplified to
\[
f(k)^{O(r)} \cdot 2^{O(r \cdot \beta_D(k) \cdot \mu_D(k))} \leq f(k)^{O(r)} \cdot 2^{r \cdot 2^{O(\beta_D(k))}}.
\]
\[\square\]

G. Example: A Coherent DP-Core for VertexCover,

Let \(G = (V, E, \rho)\) be a graph. A subset \(X\) of \(V\) is a vertex cover of \(G\) if every edge of \(G\) has at least one endpoint in \(X\). We let \textbf{VertexCover}, be the graph property consisting of all graphs that have a vertex cover of size at most \(r\).

In this section, for illustration purposes, we formally define a coherent DP-core deciding the property \textbf{VertexCover}, and provide a proof of correctness for this DP-core. More specifically, let \(ITD = \{(\Sigma_k, |ITD_k, G_k)\}_{k \in N}\) be the decomposition class defined in Section IV which realizes treewidth. We will define an ITD-coherent treelike DP-core \textbf{C-VertexCover}, with graph property \(G[C-\textbf{VertexCover}, ITD] = \textbf{VertexCover}\). It is enough to specify, for each \(k \in \mathbb{N}\), the components of \(C-\textbf{VertexCover}[k]\). A local witness for \(C-\textbf{VertexCover}[k]\) is a pair \(w = (R, s)\) where \(R \subseteq [k+1]\) and \(s \in \mathbb{N}\). Intuitively, \(R\) denotes the set of active labels associated with vertices of a partial vertex cover, and \(s\) denotes the size of the partial vertex cover. Therefore, we set
\[
C-\textbf{VertexCover}[k].W = \{(R, s) : R \subseteq [k + 1], s \in \{0, 1, \ldots, r\}\}.
\]
In this specific DP-core, each local witness is final. In other words, for each local witness \(w\), we have
\[
C-\textbf{VertexCover}[k].Final(w) = 1.
\]
Algorithm 1: Inclusion Test

**Input**: An automation \( \mathcal{A} \) for \( C \), a finite, \( C \)-coherent treelike DP-core \( D \), and an integer \( k \in \mathbb{N} \).

**Output**: An \((\mathcal{A}, D, k)\)-refutation \( R \) if \( G[C_k] \nsubseteq G[D[k], C] \), and ”Inclusion Holds”, otherwise.

| Step | Description |
|------|-------------|
| 1    | \( R \leftarrow [ ] ; \) /* [ ] is the empty list. */ |
| 2    | \( \hat{R} \leftarrow \{ \} ; \) /* \{ \} is the empty set. */ |
| 3    | \( Y \leftarrow \{(q, D, a) : r(a) = 0, a \rightarrow q \text{ is a transition of } A_k;\} \); |
| 4    | InconsistentPair \( \leftarrow \) false; |
| 5    | **while** \( Y \neq \emptyset \) and InconsistentPair = false **do** |
| 6    | Remove some pair \((q, S)\) from \( Y \), append it to \( R \), and insert it in \( \hat{R} \); |
| 7    | **if** \((q, S)\) is an inconsistent \((\mathcal{A}, D, k)\)-pair, **then** |
| 8    | return \( R \); /* In this case, \( R \) is a \((\mathcal{A}, D, k)\)-refutation. */ |
| 9    | **else** |
| 10   | foreach \( a \in \Sigma_k \) do |
| 11   | foreach sequence \( (q_1, S_1) \ldots (q_{t(a)}, S_{t(a)}) \) of pairs from \( \hat{R}^{(a)} \) having at least one occurrence of \((q, S)\) do |
| 12   | \((q', S') \leftarrow (a(q_1, q_2, \ldots, q_{t(a)}), D[k], a(S_1, S_2, \ldots, S_{t(a)}));\) |
| 13   | **if** \((q', S')\) is not in \( \hat{R} \) **then** \( Y \leftarrow Y \cup \{(q', S')\} \); |
| 14   | return ”Inclusion Holds.” |

If \( S \) is a set of local witnesses, and \((R, s)\) and \((R, s')\) are local witnesses in \( S \) with \( s < s' \), then \((R, s')\) is redundant. The clean function of the DP-core takes a set of local witnesses as input and removes redundancies. More precisely,

\[
C\text{-VertexCover}_{[k], \text{Clean}}(S) = \{(R, s) \in S : \nexists s' < s, (R, s') \in S\}.
\]

The invariant function of the core takes a set of witnesses as input and returns the smallest value \( s \) with the property that there is some subset \( R \subseteq [k + 1] \) with \((R, s) \in S\). If \( S = \emptyset \), it returns the value \( \infty \), indicating that the minimum size of a vertex cover in the graph is greater than \( r \).

\[
C\text{-VertexCover}_{[k], \text{Inv}}(S) = \begin{cases} 
\min\{s : \exists R \text{ s.t. } (R, s) \in S\} & \text{if } S \neq \emptyset. \\
\infty & \text{if } S = \emptyset.
\end{cases}
\]

Next, we define the transition functions of the DP-core.

**Definition 31.** Let \( w = (R, s) \) and \( w' = (R', s') \) be local witnesses, and \( u, v \in [k + 1] \) be such that \( u \neq v \).

1. \( C\text{-VertexCover}_{[k], \text{LeafSet}} = \{(\emptyset, 0)\} \).
2. \( C\text{-VertexCover}_{[k], \text{IntroVertex}}(u)(w) = \{w\} \).
3. \( C\text{-VertexCover}_{[k], \text{ForgetVertex}}(u)(w) = \{(R \setminus \{u\}, s)\} \).
4. \( C\text{-VertexCover}_{[k], \text{IntroEdge}}(u, v)(w) = \begin{cases} 
\{w\} & \text{if } u \lor v \in R, \\
\emptyset & \text{if } u, v \notin R \text{ and } s = r, \\
\{(R \cup \{u\}, s + 1), (R \cup \{v\}, s + 1)\} & \text{otherwise.}
\end{cases} \)
5. \( C\text{-VertexCover}_{[k], \text{Join}}(w, w') = \begin{cases} 
\{(R \cup R', s + s' - |R \cap R'|)\} & \text{if } s + s' - |R \cap R'| \leq r, \\
\{} & \text{otherwise.}
\end{cases} \)
It should be clear that $C$-$\text{VertexCover},[k]$ is both finite and internally polynomial. The next lemma characterizes, for each $k$-instructive tree decomposition $\tau$, the local witnesses $w$ that are present in the set $\Gamma[C$-$\text{VertexCover},[k]()]$. Given a $k$-instructive tree decomposition $\tau$, we let $(\mathcal{G}(\tau),\theta[\tau])$ be the $k$-boundaried graph defined by $\tau$ according to the construction in Appendix B. We let $B(\tau)$ denote the domain of $\theta[\tau]$, that is to say, the set of active labels corresponding to the root node of $\tau$. We also let $\theta[\tau](B(\tau))$ be the image of the map $\theta[\tau]$, that is to say, the set of vertices of $\mathcal{G}(\tau)$ corresponding to labels in $B(\tau)$.

**Lemma 32.** Let $r \in \mathbb{N}$. For each $k \in \mathbb{N}$, each $k$-instructive tree decomposition $\tau$, and each local witness $w = (R,s)$ in $C$-$\text{VertexCover},[k],W$, $w \in \Gamma[C$-$\text{VertexCover},[k]()]$ if and only if the following predicate is satisfied:

- $P$-$\text{VertexCover},[k]()]$ if and only if $G$ has a vertex cover of size at most $r$. Since, for this specific DP-core, every local witness is final, we have that $\tau \in \text{Acc}(C$-$\text{VertexCover},[k])$ if and only if $G$ has a vertex cover of size at most $r$. Therefore, $G \in G[C$-$\text{VertexCover},[k],\text{ITD}]$ if and only if $G$ has a vertex cover of size at most $r$.

**Theorem 33.** For each $r \in \mathbb{N}$, the DP-core $C$-$\text{VertexCover}$ is coherent. Additionally, for each $k \in \mathbb{N}$, $G[C$-$\text{VertexCover},[k],\text{ITD}] = \text{VertexCover} \cap \text{GRAPHSTW}[k]$.

**Proof.** Let $k \in \mathbb{N}$, $G$ be a graph of treewidth at most $k$, and $\tau \in \text{ITD}_k$ be such that $\mathcal{G}(\tau) \simeq G$. Then, by Lemma 32 $\Gamma[C$-$\text{VertexCover},[k]()]$ is nonempty (i.e. has some local witness) if and only if $G$ has a vertex cover of size at most $r$. Since, for this specific DP-core, every local witness is final, we have that $\tau \in \text{Acc}(C$-$\text{VertexCover},[k])$ if and only if $G$ has a vertex cover of size at most $r$. Therefore, $G \in G[C$-$\text{VertexCover},[k],\text{ITD}]$ if and only if $G$ has a vertex cover of size at most $r$.

Now, consider the DP-core $C$-$\text{VertexCover}$ (i.e. without the subscript $r$) where for each $k \in \mathbb{N}$, all components are identical to the components of $C$-$\text{VertexCover}$, except for the local witnesses $(R,s)$, where now $s$ is allowed to be any number in $\mathbb{N}$, and for the edge introduction function $C$-$\text{VertexCover}[k].\text{IntroEdge}\{u,v\}$ which is defined as follows on each local witness $w = (R,s)$.

$$
C$-$\text{VertexCover}[k].\text{IntroEdge}\{u,v\}(w) = \begin{cases} 
\{w\} & \text{if } u \text{ or } v \in R, \\
\{(R \cup \{u\},s+1),(R \cup \{v\},s+1)\} & \text{otherwise}.
\end{cases}
$$

Then, in this case, the core is no longer finite because one can impose no bound on the value $s$ of a local witness $(R,s)$. Still, we have that the multiplicity of $C$-$\text{VertexCover}[k]$ is bounded by $2^{k+1}$ (i.e., a function of $k$ only) because the clean function eliminates redundancies. Additionally, one can show that this variant actually computes the minimum size of a vertex cover in the graph represented by a $k$-instructive tree decomposition. Below, we let $D = C$-$\text{VertexCover}$ and $I[D,C] : G[D,C] \rightarrow \{0,1\}^*$ be the graph invariant computed by $D$.

**Theorem 34.** Let $\tau$ be a $k$-instructive tree decomposition. Then, $I[D,C](\mathcal{G}(\tau))$ is the (binary encoding of) the minimum size of a vertex cover in $\mathcal{G}(\tau)$.

We omit the proof of Theorem 34 given that the proof is very similar to the proof of Theorem 33. In particular, this theorem is a direct consequence of an analog of Lemma 32 where $C$-$\text{VertexCover}$, is replaced by $C$-$\text{VertexCover}$ and the predicate $P$-$\text{VertexCover}$, is replaced by the predicate $P$-$\text{VertexCover}$ obtained by omitting the first condition ($s \leq r$).
G.1 Proof of Lemma 32

In this section, we prove Lemma 32 by induction on the height of a \( k \)-instructive tree decomposition \( \tau \). Although the proof is straightforward, it serves as an illustration of how the objects \( B(\tau), G(\tau), \theta[\tau] \) and \( \Gamma[D,k](\tau) \) interact with each other in an inductive proof of correctness of a DP-core \( D \). In particular, the structure of this proof can be adapted to provide inductive proofs for the correctness of DP-cores deciding other graph properties.

Base Case: In the base case, the height of \( \tau \) is 0, and therefore \( \tau = \text{Leaf} \). By Definition 8 and Definition 31.1 \( \Gamma[C-\text{VertexCover},k](\tau) = C-\text{VertexCover},k,\text{LeafSet} = \{(\emptyset,0)\} \). Since \( G(\tau) = (\emptyset,\emptyset,\emptyset) \), we have that \( \emptyset \) is the only vertex cover of \( G(\tau) \), and since this vertex cover has size 0, \( w = (\emptyset,0) \) is the only local witness with \( P-\text{VertexCover}(\tau,w) = 1 \). Therefore, the lemma holds in the base case.

Inductive Step: Now, assume that the lemma holds for every \( k \)-instructive tree decomposition of height at most \( h \). Let \( \tau \) be a \( k \)-instructive tree decomposition of height \( h+1 \), and \( w = (R,s) \) be a local witness in \( C-\text{VertexCover},k,\mathcal{W} \). There are four cases to be considered.

1. Let \( \tau = \text{IntroVertex}\{u\}(\sigma) \). Suppose \( w \in \Gamma[C-\text{VertexCover},k](\tau) \). By Definition 8 and Definition 31.1 we have that \( w \) also belongs to \( \Gamma[C-\text{VertexCover},k](\sigma) \). By the induction hypothesis, \( P-\text{VertexCover},k(\sigma,w) = 1 \). Then, \( s \leq r \), and \( s \) is the minimum size of a vertex cover \( X \) in \( G(\sigma) \) with \( \theta[\sigma](R) = X \cap \theta[\sigma](B(\sigma)) \). This implies that \( X \) is also a vertex cover in \( G(\tau) \) with \( \theta[\tau](R) = X \cap \theta[\tau](B(\tau)) \). Therefore, \( P-\text{VertexCover},k(\tau,w) = 1 \).

For the converse, let \( P-\text{VertexCover},k(\tau,w) = 1 \). Then, there is a vertex cover \( X \) of \( G(\tau) \) of size \( s \) where \( \theta[\tau](R) = X \cap \theta[\tau](B(\tau)) \) and \( s \) is the minimum size of such vertex cover. Since \( E_{G(\tau)} = E_{G(\sigma)} \), the vertex cover \( X \) is a vertex cover of \( G(\sigma) \) such that \( \theta[\sigma](R) = X \cap \theta[\sigma](B(\sigma)) \). Therefore, \( P-\text{VertexCover},k(\sigma,w) = 1 \). By the induction hypothesis, \( w \in \Gamma[C-\text{VertexCover},k](\sigma) \). By Definition 31.1 \( C-\text{VertexCover},k,\text{IntroVertex}\{u\}(w) = \{w\} \). Therefore, \( w \in \Gamma[C-\text{VertexCover},k](\tau) \).

2. Let \( \tau = \text{ForgetVertex}\{u\}(\sigma) \). Suppose \( w \in \Gamma[C-\text{VertexCover},k](\tau) \). By Definition 31.1 there exists \( w' = (R',s') \in \Gamma[C-\text{VertexCover},k](\sigma) \) such that \( C-\text{VertexCover},k,\text{ForgetVertex}\{u\}(w') = \{w\} \). Note that \( R' \setminus \{u\} = R \) and \( s' = s \). By the induction hypothesis, \( P-\text{VertexCover},k(\sigma,w') = 1 \), and therefore, there exists a vertex cover \( X \) of \( G(\sigma) \) such that \( \theta[\sigma](R') = X \cap \theta[\sigma](B(\sigma)) \). Since \( G(\sigma) = G(\tau) \), the set \( X \) is a vertex cover of \( G(\tau) \). We can infer the following by the fact that \( B(\tau) = B(\sigma) \setminus \{u\} \), \( R = R' \setminus \{u\} \), and \( \theta[\tau] = \theta[\sigma]_{B(\tau)} \):

\[
\theta[\tau](R) = X \cap \theta[\tau](B(\tau)).
\] (4)

Since \( X \) is a vertex cover of minimum size in \( G(\sigma) \) such that \( \theta[\sigma](R') = X \cap \theta[\sigma](B(\sigma)) \) and since \( G(\tau) = G(\sigma) \), we have that \( X \) is also a vertex cover of minimum size in \( G(\tau) \) that satisfies Equation 4. Consequently, \( P-\text{VertexCover},k(\tau,w) = 1 \).

For the converse, suppose \( P-\text{VertexCover},k(\tau,w) = 1 \). Then, there is a vertex cover \( X \) of \( G(\tau) \) such that \( \theta[\tau](R) = X \cap \theta[\tau](B(\tau)) \) and \( |X| = s \leq r \). Since \( G(\tau) = G(\sigma) \), the set \( X \) is a vertex cover of \( G(\sigma) \). There are two cases to be considered:

(a) \( \theta[\sigma](u) \in X \). In this case, let \( w' = (R',s) \) where \( R' = R \cup \{u\} \).

(b) \( \theta[\sigma](u) \notin X \). In this case, let \( w' = (R',s) \) where \( R' = R \).

In both cases we will show that \( w' \in \Gamma[C-\text{VertexCover},k](\sigma) \). Recall that \( B(\tau) = B(\sigma) \setminus \{u\} \) and \( \theta[\tau] = \theta[\sigma]_{B(\tau)} \), and therefore we have that

\[
\theta[\sigma](R') = X \cap \theta[\sigma](B(\sigma)).
\] (5)
Equation \[5\] holds for the two cases and \(X\) is a vertex cover of minimum size satisfying Equation \[3\]. Therefore, \(P_{-}{\text{VertexCover}}[k](\sigma, w') = 1\), and by the induction hypothesis, \(w' \in \Gamma[C_{-}{\text{VertexCover}}, k](\sigma)\). By Definition \[31.3\] \(C_{-}{\text{VertexCover}}[k].\text{ForgetVertex}\{u\}(w') = \{(R' \setminus \{u\}, s)\} \) and we have that \((R' \setminus \{u\}, s) = w\), and therefore, \(w' \in \Gamma[C_{-}{\text{VertexCover}}, k](\tau)\).

3. Let \(\tau = \text{IntroEdge}(u, v)(\sigma)\). Suppose \(w \in \Gamma[C_{-}{\text{VertexCover}}, k]\). By Definition \[31.4\] there exists \(w' = (R', s') \in \Gamma[C_{-}{\text{VertexCover}}, k]\) where \(C_{-}{\text{VertexCover}}[k].\text{IntroEdge}(u, v)(w') = \{w\}\) and either \((R, s) = (R', s')\) or \((R, s) = (R' \cup \{x\}, s' + 1)\) where \(x \in \{u, v\}\). By the induction hypothesis, \(P_{-}{\text{VertexCover}}[k](\sigma, w') = 1\), and therefore, there is a vertex cover \(X\) of minimum size where \(\theta[\sigma](R') = X \cap \theta[\sigma](B(\sigma))\).

We consider two cases and define \(X'\) with regards to these cases.

(a) \(R = R' \cup \{x\}\) where \(x \in \{u, v\}\). In this case let \(X' = X \cup \{\theta[\tau](x)\}\).

(b) \(R = R'\). In this case let \(X' = X\).

Note that \(E_{\tilde{G}(\tau)} = E_{\tilde{G}(\sigma)} \cup \{e\}\) where \((e, \theta[\tau](u)), (e, \theta[\tau](v)) \in \rho_{\tilde{G}(\tau)}\) so that \(X'\) is a vertex cover of \(\tilde{G}(\tau)\). Recall that \(B(\tau) = B(\sigma)\) and \(\theta[\tau] = \theta[\sigma]\). We can infer the following equation by the fact that we have mentioned.

\[
\theta[\tau](R) = X' \cap \theta[\tau](B(\tau))
\]

If we show \(X'\) is a vertex cover of minimum size satisfying \[6\] then we have proved the statement. Next, we will prove the vertex cover \(X'\) is minimum size. Suppose \(X' = X\) (the second case), then obviously \(X'\) is minimum size. Otherwise, suppose \(X' = X \cup \{\theta[\tau](x)\}\) (the first case) and suppose \(X'\) is not a vertex cover of minimum size and there is a vertex cover \(|X''| < |X'|\) where \(\theta[\tau](R) = X'' \cap \theta[\tau](B(\tau))\). Therefore, we have \(\theta[\tau](R') = (X'' \setminus \{\theta[\tau](x)\}) \cap \theta[\tau](B(\sigma))\) and we know \(|X'' \setminus \{\theta[\tau](x)\}| < |X|\), and therefore, this contradicts the assumption that \(X\) is the minimum size vertex cover which satisfies the second condition of the definition of \(P_{-}{\text{VertexCover}}\).

For the converse, suppose \(P_{-}{\text{VertexCover}}[k](\tau, w') = 1\). Then, there exists a vertex cover \(X\) where \(\theta[\tau](R) = X \cap \theta[\tau](B(\tau))\) where \(\theta[\tau](x)\) is the endpoint of it. In the following let \(e\) be the edge that \(\theta[\tau](u)\) and \(\theta[\tau](v)\) are the endpoints of it.

(a) \(X \setminus \{\theta[\tau](x)\}\) where \(x \in \{u, v\}\) is a vertex cover of \(\tilde{G}(\tau) \setminus \{e\}\). In this case let \(w' = (R', s')\) where \(R' = R \setminus \{u, v\}\) and \(s' = s - 1\), and let \(X' = X \setminus \{\theta[\tau](x)\}\).

(b) \(X \setminus \{\theta[\tau](x)\}\) where \(x \in \{u, v\}\) is not a vertex cover of \(\tilde{G}(\tau) \setminus \{e\}\). In this case, we set \(w' = (R', s')\) where \(R' = R\) and \(s' = s\), and let \(X' = X\).

In both cases, we show that \(P_{-}{\text{VertexCover}}[k](\sigma, w') = 1\). The condition \(s' \leq r\), is satisfied. Since \(\tilde{G}(\tau) = \tilde{G}(\sigma) \setminus \{e\}\), \(X'\) in both cases is a vertex cover of \(\tilde{G}(\sigma)\). We have \(B(\tau) = B(\sigma)\) and \(\theta[\tau] = \theta[\sigma]\), and therefore in the both cases the following equation is satisfied.

\[
\theta[\sigma](R') = X' \cap \theta[\sigma](B(\sigma))
\]

Now it remains to show that \(X'\) is a minimum size vertex cover satisfying Equation \[7\]. If \(X' = X\), then since \(X\) has minimum size, \(X'\) has minimum size. Now, let \(X' = X \setminus \{\theta[\tau](x)\}\) and suppose \(X'\) does not have minimum size. Then there exists a vertex cover \(X''\) where \(\theta[\sigma](R') = X'' \cap \theta[\sigma](B(\sigma))\) such that \(|X''| < |X'|\), and consequently, we have \(|X'' \setminus \{\theta[\tau](x)\}| < |X|\) and \(\theta[\tau](R) = (X'' \setminus \{\theta[\tau](x)\}) \cap \theta[\tau](B(\tau))\) and this contradicts the assumption that \(X\) has minimum size. Therefore, \(X'\) has minimum size, and consequently, \(P_{-}{\text{VertexCover}}[k](\tau, w') = 1\). By the induction hypothesis, \(w' \in \Gamma[C_{-}{\text{VertexCover}}, k](\tau)\).

By Definition \[31.4\] \(C_{-}{\text{VertexCover}}[k]\).
4. Let \( \tau = \text{Join}(\sigma_1, \sigma_2) \). Suppose \( w \in \Gamma[\text{C-VertexCover}, k](\tau) \). Let \( w_1 = (R_1, s_1) \in \Gamma[\text{C-VertexCover}, r, k](\sigma_1) \) and \( w_2 = (R_2, s_2) \in \Gamma[\text{C-VertexCover}, k](\sigma_2) \) be local witnesses such that \( \text{C-VertexCover}(k) \cdot \text{Join}(\tau) = \{w\} \). By Definition 31, \( R = R_1 \cup R_2 \) and \( s = s_1 + s_2 - |R_1 \cap R_2| \) where \( s \leq r \). By the induction hypothesis, since \( w_1 \in \Gamma[\text{C-VertexCover}, r, k](\sigma_1) \), we have \( \text{P-VertexCover}[k](\sigma_i, w_i) = 1 \) for \( i \in \{1, 2\} \). Therefore, for each \( i \in \{1, 2\} \), there exists a vertex cover \( X_i \) of minimum size in \( G(\sigma_i) \) where \( \theta[\sigma_i](R_i) = X_i \cap \theta[\sigma_i](B(\sigma_i)) \). Let \( X = X_1 \cup \{\gamma(x) : x \in X_2 \ \theta[\sigma_2](B(\sigma_2)) \} \) where \( \gamma = \gamma[n_1, n_2, Y] \) is the relabeling function from Section 14 with \( n_1 = |V_G(\sigma_1)|, n_2 = |V_G(\sigma_2)| \) and \( Y = B(\sigma_2) \). Let \( \zeta : V_G(\sigma_2) \to V_G(\tau) \) be the map such that for each \( x \in V_G(\sigma_2) \).

\[
\zeta(x) = \begin{cases} 
\theta[\sigma_2]^{-1}(x) & \text{if } x \in \theta[\sigma_2](B(\sigma_2)) \\
\gamma(x) & \text{if } x \notin \theta[\sigma_2](B(\sigma_2)) 
\end{cases}
\]

By the fact that \( B(\tau) = B(\sigma_2) \) and that \( R_2 \subseteq B(\sigma_2) \), we can infer that \( \zeta(\theta[\sigma_2](R_2)) = \theta[\sigma_2](B(\sigma_2)), \zeta(\theta[\sigma_2](B(\sigma_2))) = \theta[\sigma_2](B(\tau)), \zeta(X_2) = (X \setminus X_1) \cup \theta[\sigma](R_2), \) and \( X = X_1 \cup \zeta(X_2) \). Therefore, we have the following.

\[
\zeta(\theta[\sigma_2](R_2)) = \zeta(X_2) \cap \zeta(\theta[\sigma_2](B(\sigma_2))) \implies \theta[\sigma_2](R_2) = \zeta(X_2) \cap \theta[\sigma_2](B(\tau)).
\]

The set \( X \) is a vertex cover of \( G(\tau) \) since each edge is not in \( G(\sigma_1) \) or \( G(\sigma_2) \). If an edge is in \( G(\sigma_1) \), then at least one of its endpoints is in \( X_1 \) and if an edge is not in \( G(\sigma_2) \), then at least one of its endpoints is in \( \zeta(X_2) \). By the fact \( \theta[\sigma_1](R_1) = X_1 \cap \theta[\sigma_1](B(\sigma_1)), B(\tau) = B(\sigma_1) = B(\sigma_2), \theta[\tau] = \theta[\sigma_1], \) and Equation 8, we can infer the following.

\[
\theta[\sigma_1](R_1) \cup \theta[\tau](R_2) = (X_1 \cap B(\tau)) \cup (\zeta(X_2) \cap \theta[\sigma_2](B(\tau))) \implies \theta[\tau](R_1) \cup \theta[\tau](R_2) = (X_1 \cup \zeta(X_2)) \cap \theta[\tau](B(\tau)) \implies \theta[\tau](R) = X \cap \theta[\tau](B(\tau))
\]

The vertex cover \( X \) satisfies Equation 9 and if we show that \( s \) is the minimum size of such vertex cover satisfying Equation 9 then we have proved the statement. Suppose \( X \) is not a vertex cover of minimum size and there exists a vertex cover \( \mathcal{M} \) such that \( |\mathcal{M}| < |X| \) where \( \theta[\tau](R) = \mathcal{M} \cap \theta[\tau](B(\tau)) \). Let \( \mathcal{M}_1 = \mathcal{M} \cap V_G(\sigma_1) \) and \( \mathcal{M}_2 = \zeta^{-1}(\mathcal{M} \cap \zeta(V_G(\sigma_2))) \) be vertex covers of \( G(\sigma_1) \) and \( G(\sigma_2) \) satisfying the following equation.

\[
\theta[\sigma_1](R_i) = \mathcal{M}_1 \cap \theta[\sigma_1](B(\sigma_i))
\]

for \( i \in \{1, 2\} \). We have \( \mathcal{M}_1 \cup \zeta(\mathcal{M}_2) = \mathcal{M} \), and consequently, the following equation holds.

\[
|\mathcal{M}| = |\mathcal{M}_1 \cup \zeta(\mathcal{M}_2)| = |\mathcal{M}_1| + |\zeta(\mathcal{M}_2)| - |\mathcal{M}_1 \cap \zeta(\mathcal{M}_2)|
\]

Also we have the following.

\[
|X| = |X_1 \cup \zeta(X_2)| = |X_1| + |\zeta(X_2)| - |X_1 \cap \zeta(X_2)|
\]

We know \( X_i \) is a vertex cover of minimum size of \( G(\sigma_i) \) satisfying Equation 10 and therefore, \( |X_i| \leq |\mathcal{M}_i|, \) and also by \( \theta[\tau](R_1 \cap R_2) = \mathcal{M}_1 \cap \zeta(\mathcal{M}_2) = X_1 \cap \zeta(X_2) \), Equation 11 and Equation 12 we can infer \( |X| \leq |\mathcal{M}|. \) This contradicts the assumption that \( |\mathcal{M}| < |X| \), and therefore, \( X \) is minimum size. As a consequence, \( \text{P-VertexCover}[k](\tau, w) = 1 \).

For the converse, suppose \( \text{P-VertexCover}[k](\tau, w) = 1 \). Then, there is a vertex cover \( X \) that satisfies the conditions of the predicate \( \text{P-VertexCover}[k] \). Let \( w_1 = (R_1, s_1) \) be such that \( R_1 = \theta[\tau]^{-1}(X \cap \theta[\sigma_1](B(\sigma_1))) \) and \( s_1 = |X \cap V_G(\sigma_1)| \). Analogously, let \( w_2 = (R_2, s_2) \).
be such that $R_2 = \theta[\tau]^{-1}(X \cap \zeta(\theta[\sigma_2](B(\sigma_2))))$, $s_2 = |X \cap \zeta(V_{\overline{G}}(\sigma_2))|$. Let $X_1 = X \cap V_{\overline{G}}(\sigma_1)$, and $X_2 = \zeta^{-1}(X \cap \zeta(V_{\overline{G}}(\sigma_2)))$. Then, for each $i \in \{1, 2\}$, we have that

$$\theta[\sigma_i](R_i) = X_i \cap \theta[\sigma_i](B(\sigma_i)).$$

(13)

Therefore, $X_1$ is a minimal-size vertex cover in the graph $G(\sigma_1)$, and $X_2$ is a minimal-size vertex cover in the graph $G(\sigma_2)$, since the non-minimality of either set would contradict the assumption that $X$ has minimum size. Therefore, $P$-VertexCover, $[k](\sigma_i, w_i) = 1$. By the induction hypothesis, $w_i \in \Gamma[C$-VertexCover, $r, k](\sigma_i)$ for $i \in \{1, 2\}$. By Definition 31.4, we have that $C$-VertexCover, $r, k$.Join($w_1, w_2$) = $\{w\}$, and therefore, $w \in \Gamma[C$-VertexCover, $r, k](\tau)$. □

H Proof of Theorem 24

In this section, we prove Theorem 24. More specifically, for each graph property $P$ listed in Theorem 24 we provide an upper bound for the bit-length $\beta_D(k)$ of a suitable ITD-coherent DP-core $D$ with $G[D, ITD] = P$. The multiplicity of such a DP-core $D$ is trivially upper bounded by $2^{O(\beta_D(k))}$, the state complexity of $D$ is trivially upper bounded by $2^{O(\beta_D(k))}$, and the deterministic state complexity of $D$ is trivially upper bounded by $2^{2^{O(\beta_D(k))}}$. In some cases, we show that these two last upper bounds can be improved using additional arguments.

The process of specifying a coherent DP-core $D$ deciding a given graph property $P$ can be split into four main steps, which should hold for each $k \in \mathbb{N}$.

1. The specification of a suitable set $D[k], W$ of local witnesses, and of a Boolean function $D[k].$Final determining which are the final local witnesses in $D[k], W$.

2. The specification of a predicate $P[k] \subseteq ITD_k \times D[k], W$ such that for each $\tau \in ITD_k$, and each final local witness $w$, $(\tau, w) \in P[k]$ if and only if the graph $G(\tau)$ belongs to $P$.

3. The specification of the functions belonging to $D[k]$.

4. An inductive proof that for each pair $(\tau, w) \in ITD_k \times D[k], W$, $(\tau, w) \in \Gamma[D, k](\tau)$ if and only if $(\tau, w) \in P[k]$. This last step together with Step 2 guarantees that the DP-core is coherent and that $G[D[k]] = P$.

The process described above was exemplified in full detail with respect to the DP-core $C$-VertexCover, defined in Appendix C. In this section, we are only interested in providing an upper bound on the bit-length of the DP-cores listed in Theorem 24. Therefore, we will only carry out in details Steps 1 and 2. Our choices of local witnesses is based on simplicity, instead of efficiency, and our goal primarily to justify the asymptotic upper bounds listed in Theorem 24.

H.1 C-Simple

The graph property of the DP-core C-Simple is the set Simple of all simple graphs. For each $k \in \mathbb{N}$, a local witness for C-Simple$k$ is a subset $w \subseteq \binom{[k+1]}{2}$. All local witnesses are final. The transitions of C-Simple$k$ are defined in such a way that for each $k$-instructive tree decomposition $\tau$ and each local witness $w$, $w \in \Gamma[C$-Simple, $k](\tau)$ if and only if the following predicate is satisfied:

- $P$-Simple$k$$(\tau, w) \equiv G(\tau)$ is a simple graph, and for each two distinct elements $u$ and $v$ in $\{k+1\}$, $\{u, v\} \in w$ if and only if there is a unique edge $e \in E_{\overline{G}}(\tau)$ such that endpts$G(\tau)(e) = \{\theta[\tau](u), \theta[\tau](v)\}$.

Each local witness $w$ may be represented as a Boolean vector in $\{0, 1\}^{\binom{k+1}{2}}$ which has one coordinate for each pair $\{u, v\} \in w$. The DP-core C-Simple$k$ can be defined in such a way that it is deterministic, in the sense that the set obtained from each local witness $w$ upon the application of each transition is a singleton. Therefore, the multiplicity of C-Simple$k$ is 1. This implies that the deterministic state complexity of C-Simple$k$ is at most $2^{\binom{k+1}{2}}$. 

H.2 \textbf{C-MaxDeg}_≥(d)

The graph property of the DP-core \textbf{C-MaxDeg}_≥(d) is the set \textbf{MaxDeg}_≥(d) of all graphs with maximum degree at least \(d\). For each \(k \in \mathbb{N}\), a local witness for \textbf{C-MaxDeg}_≥(d)[k] is a pair 
\((x, y) \in \{0, 1\} \times \{0, 1, \ldots, d + 1\}^{k+1}\). Such local witness is final if and only if \(x = 1\) or there is some \(u \in [k+1]\) such that \(y_u \geq d\). The transitions of \textbf{C-MaxDeg}_≥(d)[k] are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\) and each local witness \((x, y), (x, y) \in \Gamma[\textbf{C-MaxDeg}_≥(d), k](\tau)\) if and only if the following predicate is satisfied:

- \(P[\textbf{MaxDeg}_≥(d)[k](\tau, (x, y))] \equiv\) for each \(u \in [k+1]\), the vertex \(\theta[\tau](u)\) in the graph \(G(\tau)\) has degree \(y_u\) if \(y_u \leq d\) and degree at least \(d+1\) if \(y_u = d+1\); \(x = 1\) if and only if there is some vertex of degree at least \(d\) in \(V_{G(\tau)} \setminus \theta[\tau](B(\tau))\).

Each local witness \((x, y)\) can be represented as a binary string containing \(1 + (k + 1) \cdot \lceil \log(d + 1) \rceil\) bits. The DP-core \textbf{C-MaxDeg}_≥(d)[k] can be defined in such a way that it is deterministic. Therefore, the multiplicity of \textbf{C-MaxDeg}_≥(d)[k] is 1. This implies that the deterministic state complexity of \textbf{C-MaxDeg}_≥(d)[k] is upper bounded by \(2^{O(k \log d)}\).

H.3 \textbf{C-MinDeg}_≤(d)

The graph property of the DP-core \textbf{C-MinDeg}_≤(d) is the set \textbf{MinDeg}_≤(d) of all graphs with minimum degree at most \(d\). For each \(k \in \mathbb{N}\), a local witness for \textbf{C-MinDeg}_≤(d)[k] is a pair 
\((x, y) \in \{0, 1\} \times \{0, 1, \ldots, d + 1\}^{k+1}\). Such local witness is final if and only if \(x = 1\) or \(y_u \leq d\) for some \(u \in [k+1]\). The transitions of \textbf{C-MinDeg}_≤(d)[k] are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\) and each local witness \((x, y), (x, y) \in \Gamma[\textbf{C-MinDeg}_≤(d), k](\tau)\) if and only if the following predicate is satisfied:

- \(P[\textbf{MinDeg}_≤(d)[k](\tau, (x, y))] \equiv\) for each \(u \in [k+1]\), the vertex \(\theta[\tau](u)\) in the graph \(G(\tau)\) has degree \(y_u\) if \(y_u \leq d\) and degree at least \(d+1\) if \(y_u = d+1\); \(x = 1\) if and only if there is some vertex of degree at most \(d\) in \(V_{G(\tau)} \setminus \theta[\tau](B(\tau))\).

Each local witness \((x, y)\) can be represented as a binary string containing \(1 + (k + 1) \cdot \lceil \log(d + 1) \rceil\) bits. The DP-core \textbf{C-MinDeg}_≤(d)[k] can be defined in such a way that it is deterministic. Therefore, the multiplicity of \textbf{C-MinDeg}_≤(d)[k] is 1. This implies that the deterministic state complexity of \textbf{C-MinDeg}_≤(d)[k] is upper bounded by \(2^{O(k \log d)}\).

H.4 \textbf{C-Colorable}(c)

The graph property of the DP-core \textbf{C-Colorable}(c) is the set \textbf{Colorable}(c) of all graphs that are \(c\)-colorable. For each \(k \in \mathbb{N}\), a local witness for \textbf{C-Colorable}(c)[k] is a vector in \(w \in \{0, 1, \ldots, c\}^{k+1}\). All local witnesses are final. The transitions of \textbf{C-Colorable}(c)[k] are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\), and each local witness \(w, w \in \Gamma[\textbf{C-Colorable}(c), k](\tau)\) if and only if the following predicate is satisfied:

- \(P[\textbf{Colorable}(c)[k](\tau, w)] \equiv\) there is a proper \(c\)-coloring \(\alpha : V_{G(\tau)} \rightarrow [c]\) where for each \(u \in B(\tau), w_u = \alpha(\theta[\tau](u))\) and for each \(u \in [k+1] \setminus B(\tau), w_u = 0\).

Each local witness can be represented using \(\lceil \log(c + 1) \rceil \cdot (k + 1)\) bits. It is worth noting that every graph of treewidth at most \(k\) is \((k + 1)\)-colorable, and therefore, for \(c \geq k + 1\), we can define \textbf{C-Colorable}(c)[k] as the trivial DP-core which accepts all \(k\)-instructive tree decompositions. This DP-core has a unique local witness, and this unique local witness is final.
H.5 C-Conn

The graph property of the DP-core C-Conn is the set Conn of all connected graphs. For each $k \in \mathbb{N}$, a local witness for $C-Conn[k]$ is a pair $(\gamma, P)$ where $\gamma \in \{0, 1, 2, 3\}$, and $P$ is a partition of some subset of $[k+1]$. Such a local witness $(\gamma, P)$ is final if $\gamma \neq 3$ and $P$ has at most one cell (the empty partition with no cell is a legal partition of the empty set). The transitions of $C-Conn[k]$ are defined in such a way that for each $k$-instructive tree decomposition $\tau$, and each local witness $(\gamma, P), (\gamma, P) \in \Gamma[C-Conn, k](\tau)$ if and only if the following predicate is satisfied:

- $P-Conn[k](\tau, (\gamma, P)) \equiv U(P) = B(\tau)$: for each two labels $u, v \in B(\tau)$, $u$ and $v$ are in the same cell of $P$ if and only if $\theta[\tau](u)$ and $\theta[\tau](v)$ belong to the same connected component in the graph $G(\tau)$; furthermore,

$$\gamma = \begin{cases} 0 & \text{if } G(\tau) \text{ is the empty graph;} \\ 1 & \text{if } P \neq \emptyset \text{ and every vertex in } G(\tau) \text{ is reachable from } \theta[\tau](U(P)); \\ 2 & \text{if } P = \emptyset, G(\tau) \text{ is connected and not the empty graph;} \\ 3 & \text{if } P \neq \emptyset \text{ and some vertex in } G(\tau) \text{ is not reachable from } \theta[\tau](U(P)), \\ & \text{or } P = \emptyset \text{ and } G(\tau) \text{ is disconnected.} \end{cases}$$

Each local witness $(\gamma, P)$ can be represented using $2 + (k + 1) \cdot \lceil \log(k + 2) \rceil = O(k \log k)$ bits. Additionally, $C-Conn$ can be defined in such a way that it has multiplicity 1. Therefore, its deterministic state complexity is upper bounded by $2^{O(k \log k)}$.

H.6 C-VConn\(_{\leq} (c)$

The graph property of the DP-core $C-VConn_{\leq} (c)$ is the set of all graphs with vertex-connectivity at most $c$. A local witness is a triple $(r, \gamma, P)$ where $r \in \{0, 1, \ldots, c\}, \gamma \in \{0, 1, 2, 3\}$, and $P$ is a partition of some subset of $[k+1]$. A witness is final if $\gamma = 3$ or $P$ has more than one cell (this means that after removing $r \leq c$ vertices the graph gets disconnected). The transitions of $C-VConn_{\leq} (c)[k]$ are defined in such a way that for each $k$-instructive tree decomposition $\tau$, and each local witness $(r, \gamma, P), (r, \gamma, P) \in \Gamma[C-VConn_{\leq} (c), k](\tau)$ if and only if the following predicate is satisfied:

- $P-VConn_{\leq} (c)[k](\tau, w) \equiv$ there is a subset of vertices $X \subseteq V_G(\tau)$ of size $r$ such that: $U(P) \subseteq B(\tau)$ and for each $u \in B(\tau), u \in U(P)$ if and only if $\theta[\tau](u) \notin X$; for each two labels $u, v \in B(\tau), (u, v)$ are in the same cell of $P$ if and only if $\theta[\tau](u)$ and $\theta[\tau](v)$ belong to the same connected component in the graph $G(\tau) \setminus X$; furthermore,

$$\gamma = \begin{cases} 0 & \text{if } G(\tau) \setminus X \text{ is the empty graph;} \\ 1 & \text{if } P \neq \emptyset \text{ and every vertex in } G(\tau) \setminus X \text{ is reachable from } \theta[\tau](U(P)); \\ 2 & \text{if } P = \emptyset, G(\tau) \setminus X \text{ is connected and not the empty graph;} \\ 3 & \text{if } P \neq \emptyset \text{ and some vertex in } G(\tau) \setminus X \text{ is not reachable from } \theta[\tau](U(P)), \\ & \text{or } P = \emptyset \text{ and } G(\tau) \setminus X \text{ is disconnected.} \end{cases}$$

Each local witness can be represented using $2 + \lceil \log c \rceil + (k+1) \cdot (1 + \lceil \log(k + 2) \rceil) = O(\log c + k \log k)$ bits. It is worth noting that every graph of treewidth at most $k$ has connectivity at most $k + 1$, and therefore, for $c \geq k + 1$, we can define $C-VConn_{\leq} (c)[k]$ as the trivial DP-core which accepts all $k$-instructive tree decompositions. This DP-core has a unique local witness, and this unique local witness is final.

H.7 C-EConn\(_{\leq} (c)$

The graph property of the DP-core $C-EConn_{\leq} (c)$ is the set of all graphs with edge-connectivity at most $c$. A local witness is a tuple $(r, \gamma, P)$ where $r \in \{0, 1, \ldots, c\}, \gamma \in \{0, 1, 2, 3\}$, and $P$ is
a partition of some subset of \([k + 1]\). A witness is final if \(\gamma = 3\) or \(P\) has more than one cell (this means that after removing \(r \leq c\) edges, the graph gets disconnected). The transitions of \(\text{C-EConn}_<(c)[k]\) are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\), and each local witness \((r, \gamma, P)\), \((r, \gamma, P) \in \Gamma[\text{C-EConn}_<(c), k]\) if and only if the following predicate is satisfied:

- \(\text{P-EConn}_<(c)[k](\tau, w) \equiv \) there is a subset of edges \(Y \subseteq V_G(\tau)\) of size \(r\) such that: \(U(P) = B(\tau)\); for each two labels \(u, v \in B(\tau), u\) and \(v\) are in the same cell of \(P\) if and only if \(\theta[\tau](u)\) and \(\theta[\tau](v)\) belong to the same connected component in the graph \(G(\tau) \setminus Y\); furthermore,

\[
\gamma = \begin{cases} 
0 & \text{if } G(\tau) \setminus Y \text{ is the empty graph}; \\
1 & \text{if } P \neq \emptyset \text{ and every vertex in } G(\tau) \setminus Y \text{ is reachable from } \theta[\tau](U(P)); \\
2 & \text{if } P = \emptyset, G(\tau) \setminus Y \text{ is connected and not the empty graph}; \\
3 & \text{if } P \neq \emptyset \text{ and some vertex in } G(\tau) \setminus Y \text{ is not reachable from } \theta[\tau](U(P)), \\
& \text{or } P = \emptyset \text{ and } G(\tau) \setminus Y \text{ is disconnected.}
\end{cases}
\]

Each local witness can be represented using \(2 + \lceil \log c \rceil + (k + 1) \cdot \lceil \log(k + 2) \rceil = O(\log c + k \log k)\) bits.

### H.8 C-Hamiltonian

The graph property of the DP-core \(\text{C-Hamiltonian}\) is the set Hamiltonian of all graphs that are Hamiltonian. This DP-core is defined by a straightforward adaptation of the standard algorithm for testing Hamiltonicity parameterized by treewidth. See for instance \([76]\).

For each \(k \in \mathbb{N}\), a local witness for \(\text{C-Hamiltonian}(c)[k]\) is a pair \((\beta, M)\) where \(\beta : S \rightarrow \{0, 1, 2\}\) is a function whose domain \(S\) is a subset of \([k + 1]\) and \(M \subseteq \mathcal{P}(\beta^{-1}(1), 2)\) is a matching that relates pairs of labels in \(S\) that are sent to the value 1. The transitions of \(\text{C-Hamiltonian}(c)[k]\) are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\), and each local witness \(w, w' \in \Gamma[\text{C-Hamiltonian}(c), k](\tau)\) if and only if the following predicate is satisfied:

- \(\text{P-Hamiltonian}(c)[k](\tau, w) \equiv \) either \(G(\tau)\) is Hamiltonian and \(\beta^{-1}(0) = \beta^{-1}(1) = \emptyset\), or there is a partition \(P\) of \(V_G(\tau)\) into vertex-disjoint paths such that for each \(u \in B(\tau), \theta[\tau](u)\) has degree \(\beta(u)\) in some path of \(P\).

Each local witness can be represented using \(\lceil \log k \rceil \cdot (k + 1) = O(k \log k)\) bits. This yields a multiplicity of at most \(2^{O(k \log k)}\), and consequently a deterministic state complexity of \(2^{2^{O(k \log k)}}\).

Dynamic programming algorithms that can be translated into DP-cores with better multiplicity have been devised in \([31, 15]\). For example, using a clever \(D[k]\).Clean function, that applies the rank-based approach introduced in \([13]\) to eliminate redundancies, one can guarantee that the number of local witnesses in a useful witness set (i.e. the multiplicity of the DP-core) is always bounded by \(2^{O(k)}\). In other words, this clean function decreases the multiplicity of the DP-core without affecting the existence of a solution. As a consequence, the deterministic state complexity of the DP-core is upper bounded by \((2^{O(k \log k)})^2 = 2^{2^{O(k)}}\). A nice discussion about the rank based approach and other approaches to solve the Hamiltonian cycle problem on graphs of bounded treewidth is also present in \([76]\).

### H.9 C-NZFlow(\(Z_m\))

We let \(Z_m = \{0, \ldots, m - 1\}\) be the set of integers modulo \(m\). Let \(G\) be a graph and \((t, h)\) be an orientation of \(G\). In other words, \(t : E_G \rightarrow V_G\) and \(h : E_G \rightarrow V_G\) are maps that specify the tail \(t(e)\) and the head \(h(e)\) of each edge \(e \in E_G\) \((t(e) \neq h(e))\). For each \(v \in V_G\), we let \(\delta^-(v) = \{e \in E_G \mid t(e) = v\}\) be the set of edges whose tail is \(v\), and \(\delta^+(v) = \{e \in E_G \mid h(e) = v\}\) be the set of edges whose head is \(v\). We say that \(v\) satisfies the flow equation if the following condition is satisfied.
\[
\sum_{e \in \delta^+(v)} \phi(e) = \sum_{e \in \delta^-(v)} \phi(e)
\] (14)

**Definition 35** (Nowhere-Zero \(Z_m\)-Flow). Let \(G\) be a graph and \((t, h)\) be an orientation of \(G\). A nowhere-zero \(Z_m\)-flow in \((G, t, h)\) is a function \(\phi : E_G \to Z_m\) satisfying the following conditions:

1. for each \(v \in V\), \(v\) satisfies the flow equation, and
2. for each \(e \in E\), \(\phi(e) \neq 0\).

We say that \(\phi : E_G \to Z_m\) is a nowhere-zero \(Z_m\)-flow in \(G\) if there is an orientation \((t, h)\) such that \(\phi\) is a \(Z_m\)-flow in \((G, t, h)\).

For each \(m \in \mathbb{N}\), we let \(NZFlow(Z_m)\) be the graph property consisting of all graphs that admit a nowhere-zero \(Z_m\)-flow. For each \(k \in \mathbb{N}\), a local witness for \(C-NZFlow(Z_m)[k]\) is a set of triples of the form \((u, v, f)\) where \(u\) and \(v\) belong to \([k + 1]\) and \(f \in Z_m\). Such a local witness is final, meaning that \(C-NZFlow(Z_m)[k]\).Final\((u, v, f) = 1\) if and only if \(Flow(w, u)\) is true for each \(u \in Labels(w)\). The transitions of \(C-MaxDeg\) \((d)[k]\) are defined in such a way that for each \(k\)-instructive tree decomposition \(\tau\) and each local witness \(w, w \in \Gamma[C-NZFlow(Z_m), k][\tau]\) if and only if the following predicate is satisfied:

- \(P-NZFlow(Z_m)[k][\tau, w] \equiv\) there is an orientation \((t, h)\) of the graph \(G(\tau)\), and a function \(\phi : E_{G(\tau)} \rightarrow Z_m\) such that the following conditions are satisfied.
  1. For each \(u\) and \(v\) in \(B(\tau)\), and each \(f \in Z_m\), \((u, v, f) \in w\) if and only if \(\sum_e \phi(e) = f\), where \(e\) ranges over all edges \(e \in E_{G(\tau)}\) with \(t(e) = \theta(\tau)(u)\), and \(h(e) = \theta(\tau)(v)\).
  2. For each \(u \in B(\tau)\), \(Flow(w, u) = true\) if and only if \(\theta(\tau)(u)\) satisfies the flow equation (Equation 14). In particular, if \(w\) is a final local witness, then for each \(u \in B(\tau)\), the vertex \(\theta(\tau)(u)\) satisfies the flow equation.
  3. Each vertex \(x \in V_{G(\tau)} \setminus Im(\theta(\tau))\), satisfies the flow equation (Equation 14).

Since a local witness for \(C-NZFlow(Z_m)[k]\) is a set with \(O(k^2)\) triples, such a witness can be represented by a binary vector of length \(O(k^2 \cdot \log m)\), where \(\log m\) bits are used to represent each flow value.

**H.10 C-Minor(H)**

Parameterized algorithms for determining whether a pattern graph \(H\) is a minor of a host graph \(G\) parameterized by the branchwidth of the host graph have been devised in [22], and subsequently improved in [1]. Both algorithms operate with branch decompositions instead of tree decompositions. The later algorithm works in time \(O(2^{2k+1} \cdot \log k \cdot |V_H|^2 \cdot |E_H|^2 \cdot |V_G|)\), where \(k\) is the width of the input branch decomposition. Partial solutions in both algorithms are combinatorial objects called *quasimodels*. A local witness may be regarded as an encoding of the restriction of a quasimodel to the active vertices of a given \(k\)-instructive tree decomposition. We note that our local witnesses have bitlength \(O(k \cdot \log k + |V_H| + |E_H|)\), and as a consequence, our DP-core decides whether a graph \(G\) of treewidth at most \(k\) has an \(H\)-minor in time \(2^{O(k \cdot \log k + |V_H| + |E_H|)} \cdot (|V_G| + |E_G|)\).

We will need the following variant of the predicate \(P-Conn[k][\tau, (\gamma, P)]\) defined in Subsection H.5. This variant is parameterized by a subset \(X \subseteq \mathbb{N}\), where \(X\) is meant to be a subset of \(V_{G(\tau)}\). Note that this variant is obtained essentially, by replacing \(G(\tau)\) with \(G(\tau)[X]\) and by requiring that \(P\) is a partition of some subset of \(B(\tau)\), instead of a partition of \(B(\tau)\).
• \( \text{P-Conn}^X[k](\tau, (\gamma, P)) \equiv X \subseteq V_{G(\tau)} \); \( U(P) \subseteq B(\tau) \) and for each \( u \in B(\tau), u \in U(P) \) if and only if \( \theta[\tau](u) \in X \); for each two labels \( u, v \in B(\tau), u \) and \( v \) are in the same cell of \( P \) if and only if \( \theta[\tau](u) \) and \( \theta[\tau](v) \) belong to the same connected component in the graph \( G(\tau)[X] \); furthermore,

\[
\gamma = \begin{cases} 
0 & \text{if } G(\tau)[X] \text{ is the empty graph;} \\
1 & \text{if } P \neq \emptyset \text{ and every vertex in } G(\tau)[X] \text{ is reachable from } \theta[\tau](U(P)); \\
2 & \text{if } P = \emptyset, G(\tau)[X] \text{ is connected and not the empty graph;} \\
3 & \text{if } P \neq \emptyset \text{ and some vertex in } G(\tau)[X] \text{ is not reachable from } \theta[\tau](U(P)), \\
or \quad P = \emptyset \text{ and } G(\tau)[X] \text{ is disconnected.}
\end{cases}
\]

Below, we define the notions of quasi-model and model of a graph \( H \) in a graph \( G \). Intuitively, a model should be regarded as a certificate that \( H \) is a minor of \( G \), while a quasi-model is a substructure that can be potentially extended to a model.

**Definition 36** (Quasimodels and Models). Let \( H \) and \( G \) be graphs. A quasimodel of \( H \) in \( G \) is a pair of sequences \( M = ([X_x]_{x \in V_H}, [y_e]_{e \in E_H}) \) satisfying the following conditions:

1. for each \( x \in V_H, X_x \) is a subset of \( V_G \),
2. for each two distinct \( x, x' \in V_H, X_x \) is disjoint from \( X_{x'} \),
3. for each \( e \in E_H \) with endpoints \( \{x, x'\} \), either \( y_e \) is an edge in \( E_G \) with one endpoint in \( X_x \) and another endpoint in \( X_{x'} \), or \( y_e = 0 \),
4. for each two distinct \( e, e' \in E_H, y_e \neq y_{e'} \).

We say that \( M \) is a model of \( H \) in \( G \) if additionally, for each \( x \in V_H, G[X_x] \) is a connected subgraph of \( G \), and for each \( e \in E_H, y_e > 0 \).

We say that a graph \( H \) is a minor of a graph \( G \) if there is a model of \( H \) in \( G \). The graph property of the DP-core \( \text{C-Minor}(H) \) is the set of all graphs that have a model of \( H \). A local witness is a pair of tuples

\[
w = ([\gamma_x, P_x]_{x \in V_H}, [b_e]_{e \in E_H})
\]

(15)

where for each \( x \in V_H, \gamma_x \in \{0, 1\} \), \( P_x \) is a partition of some subset of \( \{k + 1\} \), and for each \( e \in E_H, b_e \in \{0, 1\} \). Such a local witness is final if and only if \( b_e = 1 \) for every \( e \in E_H \), and for each \( x \in V_H, \gamma_x \neq 3 \) and \( P_x \) has at most one cell. Note that this last condition, imposed on the pair \( \gamma_x, P_x \), is just the condition for a local witness to be final with respect to the DP-core \( \text{C-Conn} \) defined in Subsection 11.3. Intuitively, this will be used to certify that for some \( X_x \subseteq V_{G(\tau)} \), the induced subgraph \( G(\tau)[X_x] \) is connected.

The transitions of \( \text{C-Minor}(H)[k] \) are defined in such a way that for each \( k \)-instructive tree decomposition \( \tau \), and each local witness \( w = ([\gamma_x, P_x]_{x \in V_H}, [b_e]_{e \in E_H}), w \in \Gamma[\text{C-Minor}(H), k](\tau) \) if and only if the following predicate is satisfied:

- \( \text{P-Minor}(H)[k](\tau, w) \equiv \) there exists a quasi-model \( ([X_x]_{x \in V_H}, [y_e]_{e \in E_H}) \) of \( H \) in \( G \) such that

1. for each \( x \in V_H, \text{P-Conn}^X[k](\tau, (\gamma_x, P_x)) = 1 \), and
2. for each \( e \in E_H, b_e = 1 \) if and only if \( y_e > 0 \).

Each local witness \( ([\gamma_x, P_x]_{x \in V_H}, [b_e]_{e \in E_H}) \) can be straightforwardly represented using

\[
|V_H| \cdot (2 + k \cdot \lceil \log(k + 2) \rceil) + E_H = O(|V_H| \cdot k \cdot \log k + |E_H|)
\]

bits, given that each partition \( P_x \) can be represented by at most \( k \log k \) bits. Nevertheless, this upper bound can be improved to \( O(k \log k + |V_H| + |E_H|) \) by noting that one can assume that the vertices of \( V_H \) are ordered (any fixed ordering) and that for each \( x, x' \in V_H \) with \( x \neq x' \),
each cell of $P_x$ is disjoint from each cell of $P_x'$. More specifically, we may represent the sequence $[P_x]_{x \in V_H}$ as a sequence of symbols from the alphabet $\{1, \ldots, k+1\} \cup \{|, :\}$, where two consecutive occurrences of the symbol $|$ enclose labels occurring in some $P_x$, while the symbol $:$ is used to separate cells inside the partition. Numbers occurring after the $x$-th occurrence symbol $|$ and before the $(x+1)$-th occurrence of this symbol correspond to partition $P_x$. The symbol $:$ is used to separate cells within two consecutive occurrences of the symbols $|$. Since no number in the set $\{1, \ldots, k+1\}$ occurs twice in the sequence, the symbol $:$ occurs at most $k$ times, and the symbol $|$ occurs at most $|V_H|$ times, the length of this sequence is at most $(k+1)+k+|V_H|$. Note that the numbers in $\{1, \ldots, k+1\}$ require each $O(\log k)$ bits to be represented, while the symbols $|$ and $:$ can be represented with 2 bits. Therefore, the overall representation of the witness, including the vector $[b_e]_{e \in E_H}$ has $O(k \log k + |V_H| + |E_H|)$ bits.