SYMBOLIC DYNAMICS FOR NONUNIFORMLY HYPERBOLIC MAPS WITH SINGULARITIES IN HIGH DIMENSION
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Abstract. We construct Markov partitions for non-invertible and/or singular nonuniformly hyperbolic systems defined on higher dimensional Riemannian manifolds. The generality of the setup covers classical examples not treated so far, such as geodesic flows in closed manifolds, multidimensional billiard maps, and Viana maps, and includes all the recent results of the literature. We also provide a wealth of applications.
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1. Introduction

In 2013, Sarig constructed countable Markov partitions with full topological entropy for $C^{1+\beta}$ surface diffeomorphisms [Sar13]. Since then, his method is being further developed to other classes of systems, including classes where the classical literature of Markov partitions was not able to handle, such as billiard maps. Here are some of the recent developments:

- Lima and Sarig for three dimensional flows without fixed points [LS19].
- Lima and Matheus for surface maps with discontinuities [LM18].
- Ben Ovadia for diffeomorphisms in any dimension [BO18].
- Lima for one-dimensional maps [Lim20].

The goal of the present work is to continue this program, constructing Markov structures for maps on higher dimensional Riemannian manifolds, with the novelty of allowing the map to be non-invertible and have a singular set, and the manifold to be disconnected and non-compact. This unified framework allows us to cover many classical examples of nonuniform hyperbolic dynamics, such as geodesic flows in closed manifolds, billiard maps, and Viana maps. Also, this wider framework includes the four works cited above, in some cases providing even better results (in comparison to [Lim20]). Not only this: using the recent work of Ben Ovadia [BO20], we are able to identify the points coded by recurrent sequences.
Before stating the main result, let us mention some of its applications. Let $N$ be a closed $C^\infty$ Riemannian manifold, let $X$ be a $C^{1+\beta}$ vector field on $N$ s.t. $X_x \neq 0$ for all $x \in N$, and let $g = \{g^t\}_{t \in \mathbb{R}} : N \to N$ be the flow determined by $X$. Assume that $g$ has positive topological entropy, call it $h$. Let $\mu$ be a $g$-invariant Borel probability measure on $N$. We call $\mu$ hyperbolic if all of its Lyapunov exponents are non-zero, except for the zero exponent in the flow direction. A simple closed orbit of length $\ell$ is a parametrized curve $\gamma(t) = g^t(x)$, $0 \leq t \leq \ell$, s.t. $\gamma(0) = \gamma(\ell)$ and $\gamma(t) \neq \gamma(s)$ for $s \neq t$. Denoting the trace of $\gamma$ by the set $\{\gamma(t) : 0 \leq t \leq \ell\}$, we let $[\gamma]$ denote the equivalence class of the relation $\gamma_1 \sim \gamma_2 \iff \gamma_1, \gamma_2$ have equal lengths and traces, and let $\text{Per}(g) := \# \{[\gamma] : \gamma \text{ is simple and } \ell(\gamma) \leq T\}$.

**Theorem 1.1.** Let $g$ be as above. If $g$ has a hyperbolic measure of maximal entropy, then $\exists C > 0$ s.t. $\text{Per}_T(g) \geq Ce^{ht}/T$ for all $T$ large enough.

The second application deals with equilibrium measures, see Section 7 for its definition and Section 9 for the definition of the geometric potential $J$ of a flow and its equilibrium measures.

**Theorem 1.2.** For $g$ as above, let $\varphi : N \to \mathbb{R}$ be a Hölder continuous potential or $\varphi = tJ$ for $t \in \mathbb{R}$. Then every equilibrium measure of $\varphi$ has at most countably many ergodic hyperbolic components, and each of them is Bernoulli up to a period.

The above result is the higher dimensional extension of Theorems 1.1 and 1.4 of [LLS16]. Observe that, by Theorem 1.2, if we know that the equilibrium measure has the K property, then it is necessarily Bernoulli. This observation applies for geodesic flows of closed rank one manifolds, where Burns et al proved that if the pressure gap $P(\text{Sing}, g) < P(g)$ holds then $\varphi$ has a unique equilibrium measure and it is hyperbolic [BCFT18], and Call & Thompson proved that this measure has indeed the K property and that the unique measure of maximal entropy is Bernoulli [CT19]. Here, $\text{Sing}$ is the set of vectors with rank larger than one. We thus obtain the following corollary.

**Corollary 1.3.** Let $g$ be the geodesic flow of a closed rank one manifold $N$, and assume that $P(\text{Sing}, g) < P(g)$. If $\varphi : T^1N \to \mathbb{R}$ is Hölder continuous or $\varphi = tJ$ for $t \in \mathbb{R}$, then the unique equilibrium state of $\varphi$ is Bernoulli.

The proofs of Theorems 1.1 and 1.2 are in Section 9 which also contains a theorem that provides a symbolic coding for the considered flows. The next application deals with multidimensional billiards. Let $f$ be the billiard map associated to one of the following contexts: dispersing billiards with finitely many disjoint scatterers, billiards of hard balls systems, or a three-dimensional Bunimovich stadium as considered in [BDM06], see Figure 1.

In all of these cases, it is known that the natural smooth $f$-invariant measure $\mu_{\text{SRB}}$ is hyperbolic, mixing, and has Kolmogorov-Sinaï entropy $h > 0$. Let $\text{Per}_n(f)$ denote the number of periodic orbits of period $n$ for $f$.

**Theorem 1.4.** For the above billiards, there exists $C > 0$ s.t. $\text{Per}_n(f) \geq C e^{hn}$ for all $n$ large enough.

The proof of Theorem 1.4 and a detailed discussion on multidimensional billiards is in Section 10. The last applications deal with Viana maps, introduced in [Via97].
These maps are defined as follows. Let $a_0 \in (1,2)$ be a parameter s.t. $t = 0$ is pre-periodic for the quadratic map $t \mapsto a_0 - t^2$. For fixed $d \geq 16$ and $\alpha > 0$, the associated Viana map is the skew product $f = f_{a_0,d,\alpha} : S^1 \times \mathbb{R} \to S^1 \times \mathbb{R}$ defined by $f(\theta, t) = (d\theta, a_0 + \alpha \sin(2\pi \theta) - t^2)$. If $\alpha > 0$ is small enough then there is a compact interval $I_0 \subset (-2,2)$ such that $f(S^1 \times I_0) \subset \text{int}(S^1 \times I_0)$. Hence $f$ has a critical set $S^1 \times \{0\}$, where $df$ is non-invertible. When $\alpha > 0$ is small, $f$ possesses a unique invariant probability measure $\mu_{\text{SRB}}$ that is absolutely continuous with respect to Lebesgue [Alv00, AV02], nonuniformly expanding [Via97], and mixing [ALP05]. As a matter of fact, all these properties hold for a $C^3$ neighborhood of $f$. Letting $\text{Per}_n(f)$ as before and $h = h_{\mu_{\text{SRB}}}(f) > 0$, our main theorem implies the following results.

**Theorem 1.5.** If $\alpha > 0$ is small, then $\exists C > 0$ s.t. $\text{Per}_n(f) \geq Ce^{hn}$ for all $n$ large enough. The same applies to a $C^3$ neighborhood of $f$.

**Theorem 1.6.** If $\alpha > 0$ is small, there exists a $C^3$ neighborhood $\mathcal{U}$ of $f$ such that every map in $\mathcal{U}$ has at most countably many ergodic measures of maximal entropy, and the lift to the natural extension of each of them is Bernoulli up to a period.

The proofs of Theorems 1.5 and 1.6 are given in Section 11.

### 1.1. Statement of main theorem.

To cover all the above contexts at the same time, our framework requires seven assumptions to be satisfied: the first four are assumptions on the manifold, and the last three are on the map. In the sequel we specify these assumptions. Let $M$ be a smooth, possibly disconnected and/or with boundary and/or not compact, Riemannian manifold with finite diameter. We will always assume that the diameter of $M$ is smaller than one (just multiply the metric by a small constant). We allow $M$ to have infinitely many connected components, as long as it is contained in a larger Riemannian manifold. We fix hence and for all a closed set $\mathcal{D} \subset M$, which will denote the set of discontinuities of the map. Given $x \in M$, let $T_xM$ denote the tangent space of $M$ at $x$. For $r > 0$, let $B_x[r] \subset T_xM$.

---

1. This avoids pathological situations in which natural conditions, e.g. precompactness, are lost.
denote the open ball with center 0 and radius \( r \). Given \( x \in M \setminus \mathcal{D} \), let \( \text{inj}(x) \) be the injectivity radius of \( M \) at \( x \), and let \( \exp_x : B_r[\text{inj}(x)] \to M \) be the exponential map at \( x \).

The Riemannian metric on \( M \) induces a Riemannian metric on the tangent bundle \( TM \), called the Sasaki metric, see e.g. [BMW12, §2]. Denote the Sasaki metric by \( d_{\text{sas}}(\cdot, \cdot) \). Denote the Sasaki metric on \( TB_x[r] \) by the same notation, and the context will be clear in which space we are. For nearby small vectors, the Regularity of \( x,x \) choice of \( \tau \) and post composition with isometries. In particular, \( x,x \) bundle \( x,x \) where we use the identification \( T \in v \). Similarly, if \( v \in T_yM, w \in T_yM \) then \( d_{\text{sas}}(v,w) \approx d(x,y) + \|v - P_yw\| \) as \( d_{\text{sas}}(v,w) \to 0 \), see e.g. [BMW12, Appendix A]. The rate of convergence depends on the curvature \( \|A\| \) of generality:

\[
\frac{d}{d\gamma} \cdot \gamma \to 0,
\]

where we use the identification \( T \in v \). The next two assumptions are on the regularity of the derivative \( d\exp_x \). For \( x,x' \in M \setminus \mathcal{D} \), let \( \mathcal{L}_{x,x'} := \{ A : T_xM \to T_{x'}M : A \text{ is linear} \} \) and \( \mathcal{L}_x := \mathcal{L}_{x,x} \). Observe that the parallel transport \( P_{y,x} \) considered in (A1) is in \( \mathcal{L}_x \). Given \( y \in \mathcal{B}_x,z \in \mathcal{B}_{x'} \) and \( A \in \mathcal{L}_y,z, \) let \( \bar{A} \in \mathcal{L}_{y,x'}, \bar{A} := P_{x',x} \circ A \circ P_{y,y} \). By definition, \( \bar{A} \) depends on \( x,x' \) but different basepoints define a map that differs from \( \bar{A} \) by pre and post composition with isometries. In particular, \( \|A\| \) does not depend on the choice of \( x,x' \). Similarly, if \( A_1 \in \mathcal{L}_{y,z} \), then \( \|A_1 - A_2\| \) does not depend on the choice of \( x,x' \). Define the map \( \tau = \tau_y : \mathcal{B}_x \times \mathcal{B}_x \to \mathcal{L}_x \) by \( \tau(y,z) = d(\exp_x^{-1})_z \), where we use the identification \( T_v(T_yM) \cong T_yM \) for all \( v \in T_yM \).

**Regularity of \( d\exp_x \):**

(A3) If \( y_1,y_2 \in \mathcal{B}_x \) then \( \|d(\exp_x^{-1})_{v_1} - d(\exp_x^{-1})_{v_2}\| \leq d(x,\mathcal{D})^{-\alpha}d_{\text{sas}}(v_1,v_2) \) for all \( \|v_1\|,\|v_2\| \leq 2d(x) \), and \( \|\tau(y_1,z_1) - \tau(y_2,z_2)\| \leq d(x,\mathcal{D})^{-\alpha}d(y_1,y_2) + d(z_1,z_2) \) for all \( z_1, z_2 \in \mathcal{B}_x \).

(A4) If \( y_1,y_2 \in \mathcal{B}_x \) then the map \( \tau(y_1,\cdot) - \tau(y_2,\cdot) : \mathcal{B}_x \to \mathcal{L}_x \) has Lipschitz constant \( \leq d(x,\mathcal{D})^{-\alpha}d(y_1,y_2) \).

Conditions (A1)–(A2) guarantee that the exponential maps and their inverses are well-defined and have uniformly bounded Lipschitz constants in balls of radii \( d(x,\mathcal{D})^\alpha \). Condition (A3) controls the Lipschitz constants of the derivatives of these maps, and condition (A4) controls the Lipschitz constants of their second derivatives. Here are some situations when (A1)–(A4) are satisfied, in increasing order of generality:
The curvature tensor $R$ of $M$ is globally bounded, e.g., when $M$ is the phase space of a billiard map.

$R, \nabla R, \nabla^2 R, \nabla^3 R$ grow at most polynomially fast with respect to the distance to $\mathcal{D}$, e.g., when $M$ is a moduli space of curves equipped with the Weil-Petersson metric \[BMW12\].

Now we discuss the assumptions on the map. Consider a map $f : M \setminus \mathcal{D} \to M$. We assume that $f$ is differentiable at every point $x \in M \setminus \mathcal{D}$, and we let $\mathcal{C} = \{x \in M \setminus \mathcal{D} : df_x$ is not invertible \} be the critical set of $f$. We assume that $\mathcal{C}$ is a closed subset of $M$.

**Singular set $\mathcal{S}$:** The singular set of $f$ is $\mathcal{S} := \mathcal{C} \cup \mathcal{D}$.

The singular set $\mathcal{S}$ is closed. We assume that $f$ satisfies the following properties.

**Regularity of $f$:** $\exists \mathcal{R} > 1$ s.t. for all $x \in M$ with $x, f(x) \notin \mathcal{S}$ there is $\min\{d(x, \mathcal{S})^a, d(f(x), \mathcal{S})^a\} < r(x) < 1$ s.t. for $D_x := B(x, 2r(x))$ and $E_x := B(f(x), 2r(x))$ the following holds:

(A5) The restriction of $f$ to $D_x$ is a diffeomorphism onto its image; the inverse branch of $f$ taking $f(x)$ to $x$ is a well-defined diffeomorphism from $E_x$ onto its image.

(A6) For all $y \in D_x$ it holds $d(x, \mathcal{S})^a \leq \|df_y\| \leq d(x, \mathcal{S})^{-a}$; for all $z \in E_x$ it holds $d(x, \mathcal{S})^a \leq \|dg_z\| \leq d(x, \mathcal{S})^{-a}$, where $g$ is the inverse branch of $f$ taking $f(x)$ to $x$.

(A7) For all $y, z \in D_x$ it holds $\|df_y - df_z\| \leq \mathcal{R} d(y, z)^\beta$; for all $y, z \in E_x$ it holds $\|dg_y - dg_z\| \leq \mathcal{R} d(y, z)^\beta$, where $g$ is the inverse branch of $f$ taking $f(x)$ to $x$.

Although technical, conditions (A5)–(A7) hold in most cases of interest, e.g., if $\|df^\pm\|, \|d^2 f^\pm\|$ grow at most polynomially fast with respect to the distance to $\mathcal{S}$.

**Remark 1.7.** In practice, it is enough to check assumptions (A3), (A4) and (A6) up to multiplicative constants. As a matter of fact, if they hold with multiplicative constants, then we can multiply the metric by a small parameter and increase $a$ to obtain (A3), (A4) and (A6) as stated above. A similar reduction occurs in (A7): if $\|df_y - df_z\| \leq \mathcal{R} d(x, \mathcal{S})^{-\gamma} d(y, z)^\beta$ for some $c > 0$, then we can replace $a$ by $\max\{a, 2c/\beta\}$, $\beta$ by $\beta/2$, and $\mathcal{R}$ by $4^{\beta/2} \mathcal{R}$ and obtain the first inequality in (A7).

Finally, we define the measures that we are able to code.

**$f$–adapted measure:** An $f$–invariant probability measure $\mu$ on $M$ is said to be $f$–adapted if $\log d(x, \mathcal{S}) \in L^1(\mu)$. A fortiori, $\mu(\mathcal{S}) = 0$.

Due to assumption (A6), if $\mu$ is $f$–adapted then the conditions of the non-invertible version of the Oseledets theorem are satisfied. Therefore, if $\mu$ is $f$–adapted then for $\mu$–a.e. $x \in M$ the Lyapunov exponent $\chi(v) = \lim_{n \to +\infty} \frac{1}{n} \log \|df^n(v)\|$ exists for all $v \in T_x M$. Among the adapted measures, we consider the hyperbolic ones. Fix $\chi > 0$.

**$\chi$–hyperbolic measure:** An $f$–invariant probability measure $\mu$ is called $\chi$–hyperbolic if for $\mu$–a.e. $x \in M$ we have $|\chi(v)| > \chi$ for all $v \in T_x M$.

The next theorem is the main result of this paper. For that, let $\hat{f} : \hat{M} \to \hat{M}$ be the natural extension of $f$, and let $\hat{\mu}$ be the lift of $\mu$, see Subsection 1.5 for the definitions.
Theorem 1.8 (Main theorem). Assume that $M, f$ satisfy assumptions (A1)-(A7). For all $\chi > 0$, there is a set $\text{NUH}^\# \subset \hat{M}$, a locally compact countable topological Markov shift $(\Sigma, \sigma)$ and a Hölder continuous map $\pi : \Sigma \to \hat{M}$ s.t.:

1. $\pi \circ \sigma = \hat{f} \circ \pi$.
2. $\hat{\mu}[\text{NUH}^\#] = 1$ for all $f$-adapted $\chi$-hyperbolic measures $\mu$.
3. $\pi |_{\Sigma^\#} : \Sigma^\# \to \text{NUH}^\#$ is a surjective finite-to-one map.

Above, $\Sigma^\#$ is the recurrent set of $\Sigma$; it carries all $\sigma$-invariant probability measures, see Section 1.4 for the definition. In general, $\pi$ might not be bounded-to-one. In summary, Theorem 1.8 provides a single symbolic extension that is finite-to-one and onto a set that carries all $f$-adapted $\chi$-hyperbolic measures.

1.2. Related literature. Symbolic models for systems with hyperbolicity have a longstanding history that can be traced back at least to the 19th century with the study of geodesic flows on surfaces with constant negative curvature by Hadamard [Had98], see also [KU07]. During the late sixties and early seventies of the 20th century, the area saw a great deal of development when symbolic models were constructed for uniformly hyperbolic diffeomorphisms and flows, via the works of Adler & Weiss [AW67, AW70], Sinai [Sin68a, Sin68b], Bowen [Bow70, Bow73], and Ratner [Rat69, Rat73]. Since then, other approaches were created, each of them treating different settings. In the sequel we discuss some of them.

Hofbauer towers: Takahashi created a combinatorial method to construct an isomorphism between a large subset $X$ of the natural extension of $\beta$-shifts and countable topological Markov shifts [Tak73]. Hofbauer showed that $X$ carries all measures of positive entropy and so $\beta$-shifts have a unique measure of maximal entropy [Hof78]. Later, Hofbauer extended his construction to piecewise continuous interval maps [Hof79, Hof81]. The symbolic models obtained by his methods are called Hofbauer towers, and they have been extensively used to understand ergodic properties of one-dimensional maps.

Higher dimensional Hofbauer towers: Buzzi constructed Hofbauer towers for piecewise expanding affine maps in any dimension [Buz97], for perturbations of fibered products of one-dimensional maps [Buz98], and for arbitrary piecewise invertible maps whose entropy generated by the boundary of some dynamically relevant partition is less than the topological entropy of the map [Buz99]. These towers carry all invariant measures with entropy close enough to the topological entropy of the system.

Inducing schemes: Many systems, although not hyperbolic, do have sets on which it is possible to define a (not necessarily first) return map that is uniformly hyperbolic. This process is known as inducing. Hofbauer towers can actually be regarded as inducing schemes to obtain a uniformly expanding map, see [Bru95] for this relation. Some invariant measures of the original system lift to the induced one and, when this occurs, the uniform hyperbolicity can be explored to provide ergodic theoretical properties of the original measure. This approach was done for one-dimensional maps [PS05], higher dimensional maps that do not have full “boundary entropy” [PSZ08], and expanding measures [Pin11].

Yoccoz puzzles: Yoccoz constructed Markov structures for quadratic maps of the complex plane, now called Yoccoz puzzles, and used them to prove the MLC conjecture for finitely renormalizable parameters, see e.g. [Hub93].
Billiards: Bunimovich, Chernov, and Sinaĭ constructed countable Markov partitions for two dimensional dispersing billiard maps [BSC90]. Young constructed an inducing scheme for certain two dimensional dispersing billiard maps and used it to prove exponential decay of correlations [You98]. Young’s methods are nowadays called Young towers, and are known to exist for various billiards, see e.g. [Che99, Mar04] and references therein. All these results are for Liouville measures. Lima and Matheus constructed countable Markov partitions for two dimensional billiard maps and hyperbolic (not necessarily Liouville) measures that are adapted to the billiard map [LM18].

Symbolic extensions: a symbolic extension is an extension by a subshift over a finite alphabet s.t. the projection map is continuous. They reveal a great deal on the entropy structure of topological systems, and are known to exist in various contexts, see [BD04, DN05, DM09, Bur11, Dow11] and references therein.

Nonuniformly hyperbolic diffeomorphisms and flows: Katok constructed horseshoes of large topological entropy for $C^{1+\beta}$ diffeomorphisms [Kat80]. Such horseshoes usually have zero measure for measures of maximal entropy. Sarig constructed countable Markov partitions with full topological entropy for $C^{1+\beta}$ surface diffeomorphisms [Sar13]. Ben Ovadia extended the work of Sarig to any dimension [BO18]. Lima and Sarig constructed symbolic models for nonuniformly hyperbolic three dimensional flows with positive speed [LS19].

It is important noticing that the projection map $\pi$ given by Theorem 1.8 is Hölder continuous, which is usually not the case for Hofbauer towers neither for symbolic extensions. Also, its restriction to $\Sigma^\#$ is finite-to-one and hence preserves entropy. Finally, as mentioned above, while Hofbauer towers only work in specific higher dimensional situations, our setting is broad enough to cover various contexts that were not known to have countable Markov partitions neither finite-to-one symbolic extensions by countable Markov shifts.

1.3. Method of proof. Let $m$ denote the dimension of $M$. The proof of Theorem 1.8 can be summarized in the following steps:

1. The derivative cocycle $df$ induces an invertible cocycle $\hat{df}$, defined on a fiber bundle over the natural extension space $\hat{M}$, with the same spectrum as $df$.
2. For a fixed $\chi > 0$, define a nonuniformly hyperbolic locus $\text{NUH} \subset \hat{M}$ of points with nonuniform hyperbolicity at least $\chi > 0$.
3. For each $\hat{x} \in \text{NUH}$, define a Pesin chart $\Psi_\hat{x}$ from a subset of $\mathbb{R}^m$ to $M$ for which $f$ and its inverse branche defined by $\hat{x}$ are small perturbations of hyperbolic matrices.
4. Define a subset $\text{NUH}^* \subset \text{NUH}$ in which there are values $Q(\hat{x})$ s.t. the restriction of $\Psi_\hat{x}$ to the ball with radius $Q(\hat{x})$ is well-defined and $\lim_{n \to \infty} \frac{1}{n} \log Q(\hat{f}^n(\hat{x})) = 0$.
5. Introduce the $\varepsilon$-double chart $\Psi_\hat{x}^{p^u, p^s}$ as a pair of Pesin charts with the same center but different domains. The parameters $p^u/p^s$ give definite sizes for the stable/unstable manifolds at $\hat{x}$.
6. Define abstract counterparts of stable/unstable manifolds in $\hat{M}$, which we call stable/unstable sets.
(7) Construct a countable collection of \( \varepsilon \)-double charts that are dense in the space of all \( \varepsilon \)-double charts, where denseness is defined in terms of finitely many parameters of \( \hat{f} \).

(8) Draw an edge \( \Psi_{p,s}^{p',q'} \rightarrow \Psi_{q,s}^{q',p'} \) if \( f \) and its respective inverse branch, when represented in the Pesin charts, are small perturbations of hyperbolic matrices, and if the parameters \( p', q' \) are as large as possible.

(9) Using the stable/unstable sets, each path of \( \varepsilon \)-charts defines an element of \( \hat{M} \), and this coding induces a locally finite countable cover on \( \hat{M} \).

(10) Applying an abstract refinement procedure to this cover, the resulting partition defines \( (\Sigma, \sigma) \) and \( \pi \) that satisfy Theorem 1.8.

In step (9), local finiteness means that each element of the cover intersects finitely many others. It is important to stress the need of this property, since it guarantees that the partition in step (10) is countable. If not, then we could end up with an uncountable partition (e.g. the refinement of the cover of \( \mathbb{R} \) by intervals with rational endpoints is uncountable). Local finiteness is essential, and it is the reason that the whole proof is tailored in a way to provide a precise control on all parameters involved in the construction.

The idea of considering double charts is due to Sarig [Sar13], and it allows to treat the hyperbolicity in the stable and unstable directions separately. We believe that this is one of the main reasons for the method to work, together with a fine control of all the parameters involved in the construction. The method has been further refined and simplified [BO18, LS19, LM18, Lim20]. Since here we allow derivatives to explode, an even finer control of the parameters is required. Also, neither \( \hat{M} \) nor \( \hat{f} \) are smooth objects. For these reasons, we have decided to provide most of the proofs, in a self-contained manner. The price we pay is its length.

We mention an important improvement in comparison with [Lim20]. Even when working with nonuniformly expanding maps, we will make use of the parameter \( p^s \). Recalling that \( p^s \) represents a choice of size for stable manifolds, it has no geometrical meaning in this case, but its usage provides a symmetrization between future and past and, more importantly, allows to obtain a locally compact \( (\Sigma, \sigma) \) in Theorem 1.8. This is better than [Lim20], where the constructed graph might have vertices with infinite degree.

1.4. Preliminaries. Let \( \mathcal{G} = (V, E) \) be an oriented graph, where \( V \) = vertex set and \( E \) = edge set. We denote edges by \( v \rightarrow w \), and we assume that \( V \) is countable.

Topological Markov shift (TMS): A topological Markov shift (TMS) is a pair \( (\Sigma, \sigma) \) where

\[
\Sigma := \{ \text{\( Z \)-indexed paths on \( \mathcal{G} \)} \} = \{ v = \{v_n\}_{n \in \mathbb{Z}} \in V^\mathbb{Z} : v_n \rightarrow v_{n+1}, \forall n \in \mathbb{Z} \}
\]

and \( \sigma : \Sigma \rightarrow \Sigma \) is the left shift, \( [\sigma(v)]_n = v_{n+1} \). The recurrent set of \( \Sigma \) is

\[
\Sigma^\#: = \left\{ v \in \Sigma : \exists v, w \in V \text{ s.t. } \begin{cases} v_n = v \text{ for infinitely many } n > 0 \\ v_n = w \text{ for infinitely many } n < 0 \end{cases} \right\}.
\]

We endow \( \Sigma \) with the distance \( d(v, w) := \exp[-\min\{|n| \in \mathbb{Z} : v_n \neq w_n \}] \). This choice is not canonical, and affects the Hölder regularity of \( \pi \) in Theorem 1.8.

Throughout this text, we will consider subsets of euclidean spaces \( \mathbb{R}^n \). All calculations in \( \mathbb{R}^n \) will be made with respect to the canonical euclidean norm \( \|\cdot\| \).
induced by the canonical inner product $\langle \cdot, \cdot \rangle_{\mathbb{R}^n}$ of $\mathbb{R}^n$. Given a linear transformation $T : \mathbb{R}^n \to \mathbb{R}^m$, let $\|T\| := \sup_{x \neq 0} \frac{\|Tx\|}{\|x\|}$. Given an open bounded set $U \subset \mathbb{R}^n$ and $h : U \to \mathbb{R}^m$, let $\|h\|_{C^0} := \sup_{x \in U} \|h(x)\|$ denote the $C^0$ norm of $h$. In most cases the domain $U$ will be clear, but when it is not we will write $\|h\|_{C^0(U)}$.

For $0 < \delta \leq 1$, let $\text{Hol}_\delta(h) := \sup \frac{\|h(x) - h(y)\|}{\|x - y\|}$ where the supremum ranges over distinct elements $x, y \in U$. Observe that $\text{Hol}_1(h)$ is the best Lipschitz constant for $h$, and so we denote it by $\text{Lip}(h)$. We call $h$ a contraction if $\text{Lip}(h) < 1$, and an expansion if $h$ is invertible and $\text{Lip}(h^{-1}) < 1$. When $h$ is a linear transformation, then $\|h\| = \text{Lip}(h)$. We also define $\|h\|_{C^1} := \|h\|_{C^0} + \text{Hol}_1(h)$. Now assume that $h$ is differentiable. By the mean value inequality, $\text{Lip}(h) = \|dh\|_{C^0}$. In this case, define its $C^1$ norm by $\|h\|_{C^1} := \|h\|_{C^0} + \|dh\|_{C^0} = \|h\|_{C^0} + \text{Hol}_1(h)$. Finally, for $0 < \delta \leq 1$ let

$$\|h\|_{C^{1+\delta}} := \|h\|_{C^1} + \text{Hol}_\delta(dh) = \|h\|_{C^0} + \|dh\|_{C^0} = \|h\|_{C^0} + \|dh\|_{C^0} + \text{Hol}_\delta(dh)$$

denote its $C^{1+\delta}$ norm.

The euclidean norm is equivalent to any other norm in $\mathbb{R}^n$, but the notions of contraction and expansion differ from the choice of the norm. On the other hand, statements claiming that a norm is small are not too sensitive to the choice of the norm. Since it is the euclidean norm that will be related to the definition of the Lyapunov inner product (see Section 2.1), we prefer to work only with the euclidean norm. Given $r > 0$, denote the ball of $\mathbb{R}^n$ with center 0 and radius $r$ by $B^n[r]$. Observe that if $0 \leq d \leq n$ then $B^n[r^d] \subset B^d[r] \times B^{n-d}[r] \subset B^n[\sqrt{2}r]$.

We fix a smooth Riemannian manifold $(M, \langle \cdot, \cdot \rangle)$ of dimension $m$ and finite diameter. Multiplying the metric by a small constant if necessary, we assume that the diameter of $M$ is smaller than one. We do not require $M$ to be connected neither compact. For $r > 0$, let $B_x[r] \subset T_xM$ denote the open ball with center 0 and radius $r$. Since $M$ will be fixed throughout the majority of the paper, we will denote the ball of $\mathbb{R}^m$ with center 0 and radius $r$ simply by $B[r]$. Write $a = e^{\pm b}$ when $e^{-\varepsilon} \leq \frac{a}{b} \leq e^{\varepsilon}$, and $a = \pm b$ when $-|b| \leq a \leq |b|$. We use $a \wedge b$ to denote $\min\{a, b\}$.

1.5. Natural extensions. Most of the discussion in this section is classical, see e.g. [Roh61] or [Aar97 §3.1]. Given a map $f : M \to M$, let

$$\widehat{M} := \{ \hat{x} = (x_n)_{n \in \mathbb{Z}} : f(x_{n-1}) = x_n, \forall n \in \mathbb{Z} \}.$$ We will write $\hat{x} = (\ldots, x_{-1}; x_0, x_1, \ldots)$ where $:$ denotes the separation between the positions $-1$ and $0$. Although $\widehat{M}$ does depend on $f$, we will not write this dependence. Endow $\widehat{M}$ with the distance $\hat{d}(\hat{x}, \hat{y}) := \sup \{ 2^n d(x_n, y_n) : n \leq 0 \}$; then $\widehat{M}$ is a compact metric space. As for TMS, the definition of $\hat{d}$ is not canonical and affects the Hölder regularity of $\pi$ in Theorem 1.8. For each $n \in \mathbb{Z}$, let $\vartheta_n : \widehat{M} \to M$ be the projection into the $n$-th coordinate, $\vartheta_n[\hat{x}] = x_n$. Consider the sigma-algebra in $\widehat{M}$ generated by $\{ \vartheta_n : n \leq 0 \}$, i.e. the smallest sigma-algebra that makes all $\vartheta_n$, $n \leq 0$, measurable.

Natural extension of $f$: The natural extension of $f$ is the map $\hat{f} : \widehat{M} \to \widehat{M}$ defined by $\hat{f}(\ldots, x_{-1}; x_0, \ldots) = (\ldots, x_0; f(x_0), \ldots)$. It is an invertible map, with inverse $\hat{f}^{-1}(\ldots, x_{-1}; x_0, \ldots) = (\ldots, x_{-2}; x_{-1}, \ldots)$. 
Note that $\hat{f}$ is indeed an extension of $f$, since $\vartheta_0 \circ \hat{f} = f \circ \vartheta_0$. It is the smallest invertible extension of $f$; any other invertible extension of $f$ is an extension of $\hat{f}$. The benefit of considering the natural extension is that, in addition to having an invertible map explicitly defined, there is a bijection between $f$–invariant and $\hat{f}$–invariant probability measures, as follows.

**Projection of a Measure:** If $\hat{\mu}$ is an $\hat{f}$–invariant probability measure, then $\mu = \hat{\mu} \circ \vartheta_0^{-1}$ is an $f$–invariant probability measure.

**Lift of a Measure:** If $\mu$ is an $f$–invariant probability measure, let $\hat{\mu}$ be the unique probability measure on $\hat{M}$ s.t. $\hat{\mu}([\hat{x} \in \hat{M} : x_n \in A]) = \mu[A]$ for all $A \subset M$ Borel and all $n \leq 0$.

It is clear that $\hat{\mu}$ is $\hat{f}$–invariant. It is also clear that if $\mu, \hat{\mu}$ are related either by the projection or lift procedures, then for every measurable $\varphi : M \to \mathbb{R}$ it holds $\int_M \varphi d\mu = \int_{\hat{M}} (\varphi \circ \vartheta_0) d\hat{\mu}$. What is less clear is that the projection and lift procedures are inverse operations, and that they preserve ergodicity and the Kolmogorov-Sinaï entropy, see [Rob61]. Here is one consequence of these facts: $\mu$ is an ergodic equilibrium measure for a potential $\varphi : M \to \mathbb{R}$ iff $\hat{\mu}$ is an ergodic equilibrium measure for $\varphi \circ \vartheta_0 : \hat{M} \to \mathbb{R}$. In particular, the topological entropies of $f$ and $\hat{f}$ coincide, and $\mu$ is a measure of maximal entropy for $f$ iff $\hat{\mu}$ is a measure of maximal entropy for $\hat{f}$.

Now let $N = \bigsqcup_{x \in M} N_x$ be a vector bundle over $M$, and let $A : N \to N$ measurable s.t. for every $x \in M$ the restriction $A \mid_{N_x}$ is a linear isomorphism $A_x : N_x \to N_f(x)$. The map $A$ defines a (possibly non-invertible) cocycle $(A^{(n)})_{n \geq 0}$ over $f$ by $A^{(n)}_x = A_{f^{n-1}(x)} \cdots A_{f(x)} A_x$ for $x \in M$, $n \geq 0$. There is a way of extending $(A^{(n)})_{n \geq 0}$ to an invertible cocycle over $\hat{f}$. For $\hat{x} \in \hat{M}$, let $N_{\hat{x}} := N_{\vartheta_0[\hat{x}]}$ and let $\hat{N} := \bigsqcup_{\hat{x} \in \hat{M}} N_{\hat{x}}$, a vector bundle over $\hat{M}$. Define the map $\hat{A} : \hat{N} \to \hat{N}$, $\hat{A}_{\hat{x}} := A_{\vartheta_0[\hat{x}]}$. For $\hat{x} = (x_n)_{n \in \mathbb{Z}}$, define

$$\hat{A}^{(n)}_{\hat{x}} := \begin{cases} A^{(n)}_{x_0} \cdots A_{x_{-2}} A_{x_{-1}}^{-1} & \text{if } n \geq 0 \\ A_{x_0}^{-1} \cdots A_{x_{-2}}^{-1} A_{x_{-1}}^{-1} & \text{if } n \leq 0. \end{cases}$$

By definition, $\hat{A}^{(m+n)}_{\hat{x}} = \hat{A}^{(m)}_{\hat{f}^n(\hat{x})} \hat{A}^{(n)}_{\hat{x}}$ for all $\hat{x} \in \hat{M}$ and all $m, n \in \mathbb{Z}$, hence $(\hat{A}^{(n)})_{n \in \mathbb{Z}}$ is an invertible cocycle over $\hat{f}$.

Let $M, f$ satisfying (A1)–(A7), and take $N = TM$ and $A = df$. Define $\rho : \hat{M} \to \mathbb{R}$ by $\rho(\hat{x}) := d\left(\{\vartheta_{-1}[\hat{x}], \vartheta_0[\hat{x}], \vartheta_1[\hat{x}]\}, \mathcal{S}\right)$. We note that $\mu$ is $f$–adapted iff log $\rho \in L^1(\mu)$:

- If $\mu$ is $f$–adapted then by $\hat{f}$–invariance the functions log $d(\vartheta_i[\hat{x}], \mathcal{S})$, $i = -1, 0, 1$, are in $L^1(\mu)$ and so is their minimum log $\rho$.
- Reversely, if log $\rho \in L^1(\mu)$ then log $d(\vartheta_0[\hat{x}], \mathcal{S}) \in L^1(\hat{\mu})$ and so

$$\int_M |\log d(x, \mathcal{S})| d\mu(x) = \int_{\hat{M}} |\log d(\vartheta_0[\hat{x}], \mathcal{S})| d\hat{\mu}(\hat{x}) < \infty,$$

thus proving that log $d(x, \mathcal{S}) \in L^1(\mu)$.

For simplicity, we will write $\vartheta$ to represent $\vartheta_0$. If $\vartheta$ is a function on $M$, we will sometimes represent the composition $\vartheta \circ \vartheta$ also by $\vartheta$. For example, $\vartheta(\hat{x}) := \vartheta(\vartheta[\hat{x}])$ and $\mathcal{B}_{\hat{x}} := \mathcal{B}_{\vartheta[\hat{x}]}$. 
Part 1. Proof of the main theorem

2. Pesin theory

Consider the derivative cocycle \((df^n_x)_{n \geq 0}\). Since \(df_x\) is not necessarily invertible for all \(x \in M\), we apply the method described in the previous section to extend it to an invertible cocycle, defined in a subset of \(\hat{M}\).

Invertible cocycle: The cocycle \((df^n_x)_{n \geq 0}\) induces an invertible cocycle \((\hat{df}^{(n)}_x)_{n \in \mathbb{Z}}\), defined for all \(\hat{x} = (x_n)_{n \in \mathbb{Z}} \in \hat{M} \setminus \bigcup_{n \in \mathbb{Z}} \hat{f}^n(\partial^{-1}[\mathcal{F}])\) by

\[
\hat{df}^{(n)}_x := \begin{cases} 
    df^n_{x_0}(df_{x_{-n}}^{-1} \cdots (df_{x_{-2}}^{-1}(df_{x_{-1}})^{-1}, & \text{if } n \geq 0 \\
    (df_{x_{-n}}^{-1} \cdots (df_{x_{-2}}^{-1}(df_{x_{-1}})^{-1, & \text{if } n \leq 0.}
\end{cases}
\]

Since \(\hat{x} \not\in \bigcup_{n \in \mathbb{Z}} \hat{f}^n(\partial^{-1}[\mathcal{F}])\), each \(df_{x_n}\) is invertible and so the above definition makes sense. The vector bundle in which \((\hat{df}^{(n)}_x)_{n \in \mathbb{Z}}\) acts is \(\hat{T}M\), where \(\hat{T}M_x = T_{x_0}M\). We consider a parameter \(\chi > 0\), fixed throughout all of Part I.

The nonuniformly hyperbolic locus NUH: It is defined as the set of points \(\hat{x} \in \hat{M} \setminus \bigcup_{n \in \mathbb{Z}} \hat{f}^n(\partial^{-1}[\mathcal{F}])\) for which there is a splitting \(\hat{T}M_x = E^s_x \oplus E^u_x\) s.t.:

(NUH1) Every \(v \in E^s_x\) contracts in the future at least \(-\chi\) and expands in the past:

\[
\limsup_{n \to +\infty} \frac{1}{n} \log \|\hat{df}^{(n)}_x v\| \leq -\chi \quad \text{and} \quad \liminf_{n \to +\infty} \frac{1}{n} \log \|\hat{df}^{(-n)}_x v\| > 0.
\]

(NUH2) Every \(v \in E^u_x\) contracts in the past at least \(-\chi\) and expands in the future:

\[
\limsup_{n \to +\infty} \frac{1}{n} \log \|\hat{df}^{(-n)}_x v\| \leq -\chi \quad \text{and} \quad \liminf_{n \to +\infty} \frac{1}{n} \log \|\hat{df}^{(n)}_x v\| > 0.
\]

(NUH3) The parameters \(s(\hat{x}) = \sup_{v \in E^s_x, |v| = 1} S(\hat{x}, v)\) and \(u(\hat{x}) = \sup_{v \in E^u_x, |v| = 1} U(\hat{x}, w)\) are finite, where:

\[
S(\hat{x}, v) = \sqrt{2} \left( \sum_{n \geq 0} e^{2n\chi} \|\hat{df}^{(n)}_x v\|^2 \right)^{1/2},
\]

\[
U(\hat{x}, w) = \sqrt{2} \left( \sum_{n \geq 0} e^{2n\chi} \|\hat{df}^{(-n)}_x w\|^2 \right)^{1/2}.
\]

The above conditions are weaker than Lyapunov regularity, hence NUH contains all Lyapunov regular points with exponents greater than \(\chi\) in absolute value. Moreover, a periodic point \(\hat{x}\) is in NUH iff all of its exponents are greater than \(\chi\) in absolute value. But NUH might contain points with some Lyapunov exponents equal to \(\pm \chi\), and even non-regular points, where the contraction rates oscillate infinitely often. Formally, \(\text{NUH} = \text{NUH}_\chi\) depends on \(\chi > 0\), but since this parameter is fixed, we will omit such dependence. When we need to consider NUH for different values of \(\chi\), we will be explicit. Clearly, NUH is \(\hat{f}\)-invariant. By the Oseledets theorem, if \(\mu\) is \(\chi\)-hyperbolic then (NUH1)–(NUH3) hold \(\hat{\mu}\)-a.e.
2.1. Oseledets-Pesin reduction. We provide a diagonalization for the cocycle \((\hat{d}_n)_n\in\mathbb{Z}\) inside NUH. Write \(E^s \oplus E^u\) to represent the splitting on NUH.

**Lyapunov inner product:** We define an inner product \(\langle \cdot, \cdot \rangle\) on NUH, which we call *Lyapunov inner product*, by the following identities:

- For \(v_1^s, v_2^s \in E^s\):
  \[
  \langle v_1^s, v_2^s \rangle = 2 \sum_{n \geq 0} e^{2n\chi} \left\langle \hat{d}_n v_1^s, \hat{d}_n v_2^s \right\rangle.
  \]

- For \(v_1^u, v_2^u \in E^u\):
  \[
  \langle v_1^u, v_2^u \rangle = 2 \sum_{n \geq 0} e^{2n\chi} \left\langle \hat{d}_n(-) v_1^u, \hat{d}_n(-) v_2^u \right\rangle.
  \]

- For \(v^s \in E^s\) and \(v^u \in E^u\):
  \[
  \langle v^s, v^u \rangle = 0.
  \]

By conditions (NUH1)-(NUH3), the infinite sums above are finite. Let \(||\cdot||\) denote the norm induced by \(\langle \cdot, \cdot \rangle\). As we know, \(||\cdot||\) uniquely defines \(\langle \cdot, \cdot \rangle\), so we also call \(||\cdot||\) the Lyapunov norm. Because of the term \(\mu_n = 0\) that appears in the sums defining \(\langle \cdot, \cdot \rangle\), we have \(||v|| \geq 2||v||\) for all \(v \in E^s \oplus E^u\). Furthermore, if \(v^s \in E^s_\infty\) then \(||v^s|| = S(\hat{x}, v^s)\), and if \(v^u \in E^u_\infty\) then \(||v^u|| = S(\hat{x}, v^u)\).

For \(\hat{x} \in NUH\), let \(d_s(\hat{x}), d_u(\hat{x}) \in \mathbb{N}\) be the dimensions of \(E^s_\infty, E^u_\infty\) respectively. Since the splitting \(E^s \oplus E^u\) is \(\hat{d}\)-invariant, the functions \(d_s, d_u\) are \(\hat{f}\)-invariant. Recall that \((\cdot, \cdot)_{\mathbb{R}^n}\) denotes the canonical inner product in \(\mathbb{R}^n\).

**Linear map** \(C(\hat{x})\) : For \(\hat{x} \in NUH\), define \(C(\hat{x}) : \mathbb{R}^n \to \hat{T}\mathbb{M}_{\hat{x}}\) to be a linear map satisfying the following conditions:

- \(C(\hat{x})\) sends the subspace \(\mathbb{R}^{d_s(\hat{x})} \times \{0\}\) to \(E^s_\infty\) and \(\{0\} \times \mathbb{R}^{d_u(\hat{x})}\) to \(E^u_\infty\).

- \(\langle v, w \rangle_{\mathbb{R}^n} = \langle C(\hat{x})v, C(\hat{x})w \rangle\) for all \(v, w \in \mathbb{R}^n\), i.e. \(C(\hat{x})\) is an isometry between \((\mathbb{R}^n, \langle \cdot, \cdot \rangle_{\mathbb{R}^n})\) and \((\hat{T}\mathbb{M}_{\hat{x}}, \langle \cdot, \cdot \rangle)\).

The map \(C(\hat{x})\) is not uniquely defined (for instance, rotations inside \(E^s_\infty, E^u_\infty\) preserve both properties above). What is important for us is to define \(C(\hat{x})\) s.t. the map \(\hat{x} \in NUH \mapsto C(\hat{x})\) is measurable, and this can be done as in [BO13] Footnote at page 48. Below we list the main properties of \(C(\hat{x})\).

**Lemma 2.1.** For all \(\hat{x} \in NUH\), the following holds.

1. \(\|C(\hat{x})\| \leq 1\) and
   \[
   \|C(\hat{x})\|^{-2} = \sup_{v^s, v^u \in E^s_\infty \oplus E^u_\infty \atop \|v^s + v^u\| \neq 0} \frac{\|v^s\|^2 + \|v^u\|^2}{\|v^s + v^u\|^2}.
   \]

2. \(D(\hat{x}) = C(\hat{f}(\hat{x}))^{-1} \circ \hat{d}_x \circ C(\hat{x})\) is a block matrix
   \[
   D(\hat{x}) = \begin{bmatrix} D_s(\hat{x}) & 0 \\ 0 & D_u(\hat{x}) \end{bmatrix}
   \]
   where \(D_s(\hat{x})\) is a \(d_s(\hat{x}) \times d_s(\hat{x})\) matrix with \(\|D_s(\hat{x})v_1\| < e^{-\chi}\) for all unit vectors \(v_1 \in \mathbb{R}^{d_s(\hat{x})}\), and \(D_u(\hat{x})\) is a \(d_u(\hat{x}) \times d_u(\hat{x})\) matrix with \(\|D_u(\hat{x})v_2\| > e^\chi\) for all unit vectors \(v_2 \in \mathbb{R}^{d_u(\hat{x})}\).
(3) If \(v_1 \in \mathbb{R}^{d_s(\vec{x})}\) is unitary then
\[
\|D_s(\vec{x})v_1\| \geq d(\vartheta[\vec{x}], \Im)^a(1 + e^{2\chi})^{-1/2},
\]
and if \(v_2 \in \mathbb{R}^{d_u(\vec{x})}\) is unitary then
\[
\|D_u(\vec{x})v_2\| \leq d(\vartheta[\vec{x}], \Im)^{-a}(1 + e^{2\chi})^{1/2}.
\]
(4) \(d(\vartheta[\vec{x}], \Im)^{2a}(1 + e^{2\chi})^{-1/2} \leq \frac{\|C(\vec{f}(\vec{\chi}))^{-1}\|}{\|C(\vec{\chi})\|^2} \leq d(\vartheta[\vec{x}], \Im)^{-2a}(1 + e^{2\chi})^{1/2}.
\]

**Proof.** Parts (1) and (2) can be proved as in [BO18, Lemma 2.9], but for later use on some estimates we will prove them. Let \(v = v_1 + v_2\), where \(v_1 \in \mathbb{R}^{d_s(\vec{x})} \times \{0\}\) and \(v_2 \in \{0\} \times \mathbb{R}^{d_u(\vec{x})}\). By the Cauchy-Schwarz inequality and the arithmetic-geometric mean inequality, we have
\[
2\langle C(\vec{\chi})v_1, C(\vec{\chi})v_2 \rangle \leq 2\|C(\vec{\chi})v_1\|\cdot\|C(\vec{\chi})v_2\| \leq \|C(\vec{\chi})v_1\|^2 + \|C(\vec{\chi})v_2\|^2,
\]
hence
\[
\|C(\vec{\chi})v\|^2 = \|C(\vec{\chi})v_1\|^2 + \|C(\vec{\chi})v_2\|^2 + 2\langle C(\vec{\chi})v_1, C(\vec{\chi})v_2 \rangle
\]
\[
\leq 2\|C(\vec{\chi})v_1\|^2 + \|C(\vec{\chi})v_2\|^2
\]
\[
= \|v_1\|^2 + \|v_2\|^2 = \|v\|^2,
\]
thus proving that \(\|C(\vec{\chi})\| \leq 1\). The formula for \(\|C(\vec{\chi})^{-1}\|\) is almost automatic: if \(v = v^s + v^u \in E^s_{\vec{x}} \oplus E^u_{\vec{x}}\) then \(\|C(\vec{\chi})^{-1}v\|^2 = \langle v, v \rangle = \|v^s\|^2 + \|v^u\|^2\) and so
\[
\|C(\vec{\chi})^{-1}\| = \sup_{v \neq 0} \frac{\|v^s\|^2 + \|v^u\|^2}{\|v\|^2}.
\]
This proves part (1). Now we prove part (2). By the definition of \(C(\cdot)\), we have
\[
\mathbb{R}^{d_s(\vec{x})} \times \{0\} \overset{C(\vec{\chi})}{\longrightarrow} E^s_{\vec{x}} \overset{\partial f_{\vec{x}}}{\longrightarrow} E^s_{\vec{f}(\vec{\chi})} \overset{C(\vec{f}(\vec{\chi}))^{-1}}{\longrightarrow} \mathbb{R}^{d_s(\vec{f}(\vec{\chi}))} \times \{0\}.
\]
Similarly,
\[
\{0\} \times \mathbb{R}^{d_u(\vec{x})} \overset{C(\vec{\chi})}{\longrightarrow} E^u_{\vec{x}} \overset{\partial f_{\vec{x}}}{\longrightarrow} E^u_{\vec{f}(\vec{\chi})} \overset{C(\vec{f}(\vec{\chi}))^{-1}}{\longrightarrow} \{0\} \times \mathbb{R}^{d_u(\vec{f}(\vec{\chi}))},
\]
and so \(D(\vec{x})\) has the block form
\[
D(\vec{x}) = \begin{cases}
D_s(\vec{x}) & 0 \\
0 & D_u(\vec{x})
\end{cases},
\]
where \(D_s(\vec{x})\) has dimension \(d_s(\vec{x})\) and \(D_u(\vec{x})\) has dimension \(d_u(\vec{x})\). To obtain the estimates of \(\|D_s(\vec{x})\|\) and \(\|D_u(\vec{x})\|\), we give general estimates for the ratios \(\frac{\|\partial f_{\vec{x}}v^s\|^2}{\|v^s\|^2}\) and \(\frac{\|\partial f_{\vec{x}}v^u\|^2}{\|v^u\|^2}\).

**Claim:** For all nonzero \(v^s \in E^s, v^u \in E^u\) it holds
\[
d(\vartheta[\vec{x}], \Im)^a(1 + e^{2\chi})^{-1/2} < \frac{\|\partial f_{\vec{x}}v\|}{\|v\|} < e^{-\chi}
\]
and
\[
e^{\chi} < \frac{\|\partial f_{\vec{x}}v^u\|}{\|v^u\|} < d(\vartheta[\vec{x}], \Im)^{-a}(1 + e^{2\chi})^{1/2}.
\]
Proof of the claim. Write $\hat{x} = (x_n)_{n \in \mathbb{Z}}$. Observe that for $v^s \in E^s$ we have
\[ \|v^s\|^2 = 2\|v^s\|^2 + 2e^{2x}\sum_{n \geq 0} e^{2nx}\|\hat{d}f^{(n)}(\hat{d}f v^s)\|^2 = 2\|v^s\|^2 + e^{2x}\|\hat{d}f v^s\|^2 \quad (2.1) \]
and similarly for $v^u \in E^u$ we have
\[ \|v^u\|^2 = 2\|v^u\|^2 + 2e^{2x}\sum_{n \geq 0} e^{2nx}\|\hat{d}f^{(-n)}(\hat{d}f^{-1} v^s)\|^2 = 2\|v^u\|^2 + e^{2x}\|\hat{d}f^{(-1)} v^u\|^2 . \quad (2.2) \]
Equation (2.1) implies that
\[ \frac{\|\hat{d}f v^s\|^2}{\|v^s\|^2} = e^{-2x}\left(1 - \frac{2\|v^s\|^2}{\|v^s\|^2}\right) . \]
On one hand, $\frac{\|\hat{d}v^s\|^2}{\|v^s\|^2} < e^{-2x}$. On the other hand, since $\|v^s\|^2 > 2\|v^s\|^2 - 2e^{2x}\|\hat{d}f v^s\|^2 \geq 2[1 + e^{2x}d(x_0, \mathcal{D})^2]\|v^s\|^2$, we have $\frac{2\|v^s\|^2}{\|v^s\|^2} < \frac{1}{1 + e^{2x}d(x_0, \mathcal{D})^2}$ and so $\frac{\|\hat{d}v^s\|^2}{\|v^s\|^2} = e^{-2x}\left(1 - \frac{1}{1 + e^{2x}d(x_0, \mathcal{D})^2}\right) = \frac{\|\hat{d}(x_0, \mathcal{D})^2\|^2}{1 + e^{2x}d(x_0, \mathcal{D})^2} > \frac{\|\hat{d}(x_0, \mathcal{D})^2\|^2}{1 + e^{2x}}$. Hence $d(x_0, \mathcal{D})^a(1 + e^{2x})^{-1/2} < \frac{\|\hat{d}v^s\|}{\|v^s\|} < e^{-x}$. The second estimate is proved similarly. Using equation (2.2) with $\hat{d}f v^u$ instead of $v^u$, we have $\|\hat{d}f v^u\|^2 = 2\|\hat{d}f v^u\|^2 + 2e^{2x}\|v^u\|^2$ and so
\[ \frac{\|v^u\|^2}{\|\hat{d}f v^u\|^2} = e^{-2x}\left(1 - \frac{2\|v^u\|^2}{\|\hat{d}f v^u\|^2}\right) . \]
Then $\frac{\|v^u\|^2}{\|\hat{d}f v^u\|^2} < e^{-2x}$ and, since $\|\hat{d}f u^u\|^2 > 2\|\hat{d}f v^u\|^2 + 2e^{2x}\|\hat{d}f^{(-1)} v^u\|^2 \geq 2[1 + e^{2x}d(x_0, \mathcal{D})^2]\|\hat{d}f v^u\|^2$, we also have $\frac{\|v^u\|^2}{\|\hat{d}f v^u\|^2} > e^{-2x}\left(1 - \frac{1}{1 + e^{2x}d(x_0, \mathcal{D})^2}\right) > \frac{d(x_0, \mathcal{D})^2}{1 + e^{2x}}$, thus implying that $e^x < \frac{\|\hat{d}v^u\|}{\|v^u\|} < d(x_0, \mathcal{D})^{-a}(1 + e^{2x})^{1/2}$. \hfill \Box

The claim actually implies parts (2) and (3), since if $v^s \in E^s$ and $v^u \in E^u$ are nonzero vectors then the definition of $C(\hat{x})$ implies that $\|D_u(\hat{x})v^s\| = \|\hat{d}f C(\hat{x}) v^u\|$ and $\|D_u(\hat{x})v^u\| = \|\hat{d}f C(\hat{x}) v^u\|$. To prove part (4), observe that since $\hat{d}f z$ is invertible, part (1) implies that
\[ \|C(\hat{x})^{-1}\|^2 = \sup_{v^s + v^u \in E^s \oplus E^u} \frac{\|\hat{d}f v^s\|^2 + \|\hat{d}f v^u\|^2}{\|\hat{d}(v^s + v^u)\|^2} . \]
Now apply the claim and (A6) to conclude part (4). \hfill \Box

In summary, what we did above was to define, inside NUH, a Lyapunov inner product that depends on $\chi > 0$. The construction works because of conditions (NUHI)-(NUH3). For $\chi' < \chi$, we can perform the same construction inside NUH_{\chi'}, obtaining a different Lyapunov inner product $\|\cdot\|_{\chi'}$. Since NUH_{\chi'} \supset NUH, the Lyapunov inner product $\|\cdot\|_{\chi'}$ is also defined inside NUH. Notice that $\|\cdot\|_{\chi'} \leq \|\cdot\|$,
so we say that \( \|\cdot\| \) is stronger than \( \|\cdot\|' \). For \( \hat{x} \in \text{NUH}' \), define a linear map \( C_{\chi'}(\hat{x}) \) using \( \|\cdot\|' \). Then \( C_{\chi'}(\hat{x}) \) satisfies an analogue of Lemma 2.1 for a block matrix \( D_{\chi'}(\hat{x}) \), with \( \chi \) replaced by \( \chi' \). Note that \( D(\hat{x}) \) has better hyperbolicity rates than \( D_{\chi'}(\hat{x}) \). Also, since \( \|\cdot\|' \leq \|\cdot\| \) then part (1) implies that \( \|C_{\chi'}(\hat{x})^{-1}\| \leq \|C(\hat{x})^{-1}\| \).

The Lyapunov inner product \( \|\cdot\| \) will be used in the majority of the paper, but there is one subtle point that we will need to use \( \|\cdot\|' \) (see Section 5.3), as successfully implemented by Ben Ovadia [BO20].

### 2.2. Pesin charts

The next step is to define charts for which \( \hat{f} \) is a small perturbation of a hyperbolic matrix. Recall that \( \hat{d}(\hat{x}) := \hat{d}(\vartheta(\hat{x})) \).

**Pesin chart \( \Psi_{\hat{z}} \):** The Pesin chart at \( \hat{z} \in \text{NUH} \) is \( \Psi_{\hat{z}} : \hat{d}(\hat{x}) \to M \) defined by \( \Psi_{\hat{z}} := \exp_{\hat{d}(\hat{x})} \circ C(\hat{x}) \).

**Lemma 2.2.** The Pesin chart \( \Psi_{\hat{z}} \) is a diffeomorphism onto its image s.t.:

1. Lip \( (\Psi_{\hat{z}}) \leq 2 \) and Lip \( (\Psi_{\hat{z}}^{-1}) \leq 2\|C(\hat{x})^{-1}\| \).
2. \( \|d(\Psi_{\hat{z}})v_1 - d(\Psi_{\hat{z}})v_2\| \leq d(\vartheta(\hat{x}), \mathcal{F})^{-a}\|v_1 - v_2\| \) for all \( v_1, v_2 \in \hat{d}(\hat{x}) \).

**Proof.** The proof is very similar to the proof of [LM18, Lemma 3.1]. Write \( \hat{x} = (x_n)_{n \in \mathbb{Z}} \). Since \( C(\hat{x}) \) is a contraction, we have \( C(\hat{x})(B(\hat{d}(x_0))) \subset B_{x_0}(\hat{d}(x_0)) \) and so by (A1) it follows that \( \Psi_{\hat{z}} \) is a well-defined differentiable map with \( \Psi_{\hat{z}}(B(\hat{d}(x_0))) \subset \text{NUH} \). Its inverse is \( C(\hat{x})^{-1} \circ \exp_{x_0} \) which, again by (A1), is a well-defined differentiable map from \( \Psi_{\hat{z}}(B(\hat{d}(x_0))) \) onto \( B(\hat{d}(x_0)) \). This proves that \( \Psi_{\hat{z}} \) is a diffeomorphism onto its image.

1. By Lemma 2.1(1) and (A2), Lip \( (\Psi_{\hat{z}}) \leq 2 \) and Lip \( (\Psi_{\hat{z}}^{-1}) \leq 2\|C(\hat{x})^{-1}\| \).
2. Since \( \|C(\hat{x})v_1\| \leq \|v_1\| \leq \hat{d}(x_0) \), assumption (A3) implies that
   \[
   \|d(\Psi_{\hat{z}})v_1 - d(\Psi_{\hat{z}})v_2\| = \|d(\exp_{x_0}C(\hat{x})v_1, C(\hat{x}) - d(\exp_{x_0}C(\hat{x})v_2) \circ C(\hat{x})\|
   \leq d(\hat{x}_0, \mathcal{F})^{-a}\|C(\hat{x})v_1 - C(\hat{x})v_2\| \leq d(\hat{x}_0, \mathcal{F})^{-a}\|v_1 - v_2\|,
   \]
   thus completing the proof. \( \square \)

Now we introduce a parameter for which the restriction of \( \Psi_{\hat{z}} \) to a smaller domain with this size has better properties. Given \( \varepsilon > 0 \), let \( I_{\varepsilon} := \{e^{-\frac{1}{2}n} : n \geq 0 \} \). Recall that \( \rho(\hat{x}) = d(\{\theta^{-1}[\hat{x}], \theta_0[\hat{x}], \theta_1[\hat{x}], \mathcal{F}\}). \)

**Parameter \( Q(\hat{x}) \):** For \( \hat{x} \in \text{NUH} \), define \( Q(\hat{x}) = \max\{Q \in I_{\varepsilon} : Q \leq \tilde{Q}(\hat{x})\} \), where
   \[
   \tilde{Q}(\hat{x}) = e^{\varepsilon/\beta} \min\left\{\|C(\hat{x})^{-1}\|^{-48/\beta}, \rho(\hat{x})^{66/\beta}\right\}.
   \]

This parameter depends on \( \varepsilon > 0 \), but for simplicity we will suppress this dependence. It is important noting that most of the results will hold for \( \varepsilon > 0 \) small enough. The term \( e^{\varepsilon/\beta} \) will allow to absorb multiplicative constants, while the minimum takes into account the two situations where we will have to take a smaller domain for the Pesin chart:

- The rate of nonuniform hyperbolicity is measured by \( \|C(\hat{x})^{-1}\| \): the longer it takes to see hyperbolicity, the bigger \( \|C(\hat{x})^{-1}\| \) is.
- The term \( \rho(\hat{x}) \) controls how small the Pesin charts needs to be for its image not to intersect \( \mathcal{F} \).
We observe that this definition is stronger than those in [Sar13, LS19, LM18]. In particular, calculations in these works that only depend on the definition of $Q(\hat{x})$ can be used here. From its definition and Lemma 2.1(4), we have the following:

$$Q(\hat{x}) \leq \varepsilon^{6/\beta}, \ ||C(\hat{x})||Q(\hat{x})^{\beta/48} \leq \varepsilon^{1/8}, \ ||C(\hat{f}(\hat{x}))^{-1}||Q(\hat{x})^{\beta/12} \leq \varepsilon^{1/4},$$

$$\rho(\hat{x})^{-a}Q(\hat{x})^{\beta/96} < \varepsilon^{1/16}. \quad (2.3)$$

We can also define, for each $\hat{x} \in \text{NUH}_{\chi'}$, a Pesin chart $\Psi_{\chi', \hat{x}} = \exp_{\hat{x}} \circ C_{\chi'}(\hat{x})$, for which Lemma 2.2 holds with $\chi$ replaced by $\chi'$. We could also define a parameter $Q_{\chi'}(\hat{x})$, where $||C(\hat{x})^{-1}||$ is replaced by $||C_{\chi'}(\hat{x})^{-1}||$. In this case, for $\hat{x} \in \text{NUH}$ we have $Q(\hat{x}) \leq Q_{\chi'}(\hat{x})$. Since all calculations will be made with the smaller value $Q(\hat{x})$, the parameter $Q_{\chi'}$ has no essential role in this paper.

### 2.3. The map $f$ and its inverse branches in Pesin charts.

We start introducing a notation for the inverse branches of $f$.

**Inverse branches of $f$:** If $x, f(x) \notin \mathcal{S}$, let $f_x^{-1}$ be the inverse branch of $f$ that sends $f(x)$ to $x$ and is defined in $E_x = B(f(x), 2\varepsilon(x))$. Given $\hat{x} = (x_n)_{n \in \mathbb{Z}} \in \hat{M}$, write $f_{\hat{x}}^{-1} := f_{x_0}^{-1}$.

By assumption (A5), $f_x$ is a well-defined diffeomorphism from $E_x$ onto its image. For $x \in M$, define $m(x) := \frac{1}{2} \min\{d(x, \mathcal{S})^2, d(f(x), \mathcal{S})^2\}$, and $m(\hat{x}) := m(\hat{\varepsilon})$.

**The maps $F_{\hat{x}}$ and $F_{\hat{x}}^{-1}$:** For $\hat{x} \in \text{NUH}$, define $F_{\hat{x}} : B[m(\hat{x})] \to \mathbb{R}^m$ by the composition $F_{\hat{x}} = \Psi_{\hat{x}}^{-1} \circ f \circ \Psi_{\hat{x}}$; similarly, define $F_{\hat{x}}^{-1} : B[m(\hat{x})] \to \mathbb{R}^m$ by $F_{\hat{x}}^{-1} = \Psi_{\hat{x}}^{-1} \circ f_{\hat{x}}^{-1} \circ \Psi_{\hat{x}}^{-1}$.

**Theorem 2.3.** The following holds for all $\varepsilon > 0$ small enough. If $\hat{x} \in \text{NUH}$ then $F_{\hat{x}}, F_{\hat{x}}^{-1}$ are well-defined diffeomorphisms onto their images. Furthermore, the restrictions of $F_{\hat{x}}$ and $F_{\hat{x}}^{-1}$ to $B[20Q(\hat{x})]$ and $B[20Q(f(\hat{x}))]$ respectively satisfy:

1. $F_{\hat{x}}^{-1} \circ F_{\hat{x}}$ and $F_{\hat{x}} \circ F_{\hat{x}}^{-1}$ are the identity map.
2. $d(F_{\hat{x}}^{-1})_0 = D(\hat{x})^{\pm 1}$, cf. Lemma 2.1
3. $F_{\hat{x}} = D(\hat{x}) + H^+$ and $F_{\hat{x}}^{-1} = D(\hat{x})^{-1} + H^-$ where:
   a. $H^+(0) = 0$ and $d(H^+)_0 = 0$.
   b. $\parallel H^\pm \parallel_{C^{1+\frac{\beta}{2}}} < \varepsilon$.
4. $\parallel dF_{\hat{x}}^{\pm 1} \parallel_{C^0} < 2d(\hat{\varepsilon}) \langle 1 + \varepsilon^2 \rangle^{1/2}$.

**Proof.** The proof is an adaptation of the proof of [LM18, Theorem 3.3] to our context. We start by showing that $F_{\hat{x}}^{\pm 1}$ are well-defined. Write $\hat{x} = (x_n)_{n \in \mathbb{Z}}$. Given $v \in B[m(\hat{x})]$, Lemma 2.2(1) implies that $\Psi_{\hat{x}}(v) \in B(x_0, 2m(\hat{x})) \subset D_{x_0}$ and by (A6) we get that $(f \circ \Psi_{\hat{x}})(v) \in B(f(x_0), 2m(\hat{x})d(x_0, \mathcal{S})^{-a}) \subset B_{f(x_0)}$, where in the latter inclusion we used that $2m(\hat{x})d(x_0, \mathcal{S})^{-a} \leq d(f(x_0), \mathcal{S})^a < d(f(x_0))$. By (A1), the composition $(\Psi_{\hat{x}}^{-1} \circ f \circ \Psi_{\hat{x}})(v)$ is well-defined. We proceed similarly for $F_{\hat{x}}^{-1}$: given $v \in B[m(\hat{x})]$, we have $\Psi_{f(\hat{x})}(v) \in B(f(x_0), 2m(\hat{x})) \subset E_{x_0}$ and so (A6) gives that $(f_{\hat{x}}^{-1} \circ \Psi_{f(\hat{x})})(v) \in B(x_0, 2m(\hat{x})d(x_0, \mathcal{S})^{-a}) \subset B_{x_0}$, since $2m(\hat{x})d(x_0, \mathcal{S})^{-a} \leq d(x_0, \mathcal{S})^a < d(x_0)$. By (A1), the composition $(\Psi_{\hat{x}}^{-1} \circ f_{\hat{x}}^{-1} \circ \Psi_{f(\hat{x})})(v)$ is well-defined. Now we prove parts (1)–(4).
(1) It is clear that, whenever defined, the compositions $F^{-1}_x \circ F_x$ and $F_x \circ F^{-1}_x$ are the identity. We start showing that $F^{-1}_x \circ F_x$ is well-defined in $B[20Q(\hat{x})]$. By the beginning of the proof, it is enough to show that $F_x(B[20Q(\hat{x})]) \subset B[m(\hat{x})]$. Indeed, assumption (A6) and Lemma 2.1 imply that

$$F_x(B[20Q(\hat{x})]) \subset B[80d(x_0, \mathcal{S})^{-a}\|C(\hat{f}(\hat{x}))\|\|Q(\hat{x})\|]$$

and this latter radius is $80d(x_0, \mathcal{S})^{-a}\|C(\hat{f}(\hat{x}))\|\|Q(\hat{x})\| < \frac{1}{2} \rho(\hat{x})^{-2a} \leq m(\hat{x})$ for $\varepsilon > 0$ sufficiently small, since by (2.3) it holds $\rho(\hat{x})^{-3a}Q(\hat{x})^{1/2} < \rho(\hat{x})^{-3a}Q(\hat{x})^{1/2} < \varepsilon^{3/16}$ and $\|C(\hat{f}(\hat{x}))\|\|Q(\hat{x})\|^{1/2} < \varepsilon^{1/4}$.

Similarly, $F^{-1}_x(B[20Q(\hat{x})]) \subset B[80d(x_0, \mathcal{S})^{-a}\|C(\hat{x})^{-1}\|\|Q(\hat{x})\|]$. By Lemma 2.1, we have

$$80d(x_0, \mathcal{S})^{-a}\|C(\hat{x})^{-1}\|\|Q(\hat{x})\| < 80d(x_0, \mathcal{S})^{-a}\|C(\hat{f}(\hat{x}))\|\|Q(\hat{x})\|$$

which is smaller than $\frac{1}{2} \rho(\hat{f}(\hat{x}))^{-2a}$ since by (2.3) we have $\rho(\hat{f}(\hat{x}))^{-5a}Q(\hat{x})^{1/2} < \varepsilon^{5/16}$ and $\|C(\hat{f}(\hat{x}))\|\|Q(\hat{x})\|^{1/2} < \varepsilon^{1/8}$.

(2) This follows from the identities $d(\Psi_f)_{x_0} = C(\hat{x})$, $d_f = d(\hat{f})_{x_1}^{-1} = (d_f)_{x_0}^{-1}$ and from Lemma 2.4.

(3) Define $H^+ : B[20Q(\hat{x})] \to \mathbb{R}^m$ and $H^- : B[20Q(\hat{x})] \to \mathbb{R}^m$ by the equalities $F_x = D(\hat{x}) + H^+$ and $F^{-1}_x = D(\hat{x})^{-1} + H^-$. Property (a) follows from part (2) above, so it remains to prove (b). We show the following fact.

**Claim:** $\|d(F^{-1}_x)_{w_1} - d(F^{-1}_x)_{w_2}\| \leq \frac{\varepsilon}{\beta} \|w_1 - w_2\|$ for every $w_1, w_2 \in B[20Q(\hat{x})]$, and $\|d(F^{-1}_x)_{w_1} - d(F_{-1}_x)_{w_2}\| \leq \frac{\varepsilon}{\beta} \|w_1 - w_2\|$ for every $w_1, w_2 \in B[20Q(\hat{x})]$.

Before proving the claim, let us show how to conclude (b). Applying the claim with $w_2 = 0$, we get $\|d(H^\pm)_{w}\| \leq \frac{\varepsilon}{\beta} \|w\| < \frac{\varepsilon}{\beta}$ and so $\|dH^\pm\|_{C^0} < \frac{\varepsilon}{\beta}$. By the mean value inequality, $\|H^\pm(w)\| \leq \frac{\varepsilon}{\beta} \|w\| < \frac{\varepsilon}{\beta}$, thus $\|H^\pm\|_{C^0} < \frac{\varepsilon}{\beta}$. The claim also implies that $\|H^\pm\|_{C^{\beta/2}}(H^\pm) \leq \frac{\varepsilon}{\beta}$. These estimates imply that $\|H^\pm\|_{C^{\beta/2}} \leq \frac{\varepsilon}{\beta}$.

**Proof of the claim.** We begin proving it for $F_x$. Remind that $\hat{x} = (x_n)_{n \in \mathbb{Z}}$. For $i = 1, 2$, write $u_i = C(\hat{x})w_i$ and define

$$A_i = d(\exp_x^{-1}(x_0)(f \circ \exp_x)(v_i)), B_i = d(\exp_x^{-1}(u_i)), C_i = d(\exp_x)(u_i)$$

Note that $\|u_1 - u_2\| \leq \|w_1 - w_2\|$. We first estimate $\|A_i B_i C_i - A_2 B_2 C_2\|$.

- By (A2), $\|A_i\| \leq 2$. By (A2), (A3), (A6):

$$\|A_1 - A_2\| \leq d(f(x_0), \mathcal{S})^{-a}d((f \circ \exp_x)(u_1), (f \circ \exp_x)(u_2)) \leq 2d(x_0, \mathcal{S})^{-a}d(f(x_0), \mathcal{S})^{-a}\|u_1 - u_2\| \leq 2\rho(\hat{x})^{-2a}\|w_1 - w_2\|.$$

- By (A6), $\|B_i\| \leq \rho(\hat{x})^{-a}$. By (A2) and (A7):

$$\|B_1 - B_2\| \leq \mathcal{R}(\exp_x(u_1), \exp_x(u_2)) \leq 2\mathcal{R}\|u_1 - u_2\|^\beta \leq 2\mathcal{R}\|w_1 - w_2\|^\beta.$$ 

- By (A2), $\|C_i\| \leq 2$. By (A3):

$$\|C_1 - C_2\| \leq d(x_0, \mathcal{S})^{-a}\|u_1 - u_2\| \leq \rho(\hat{x})^{-a}\|w_1 - w_2\|.$$
Applying some triangle inequalities, we get that
\[ \| A_1B_1C_1 - A_2B_2C_2 \| \leq 24\delta \rho(\tilde{x})^{-3a} \| w_1 - w_2 \|^\beta. \]

Now we estimate \( \|d(F^{-1}_x)w_1 - d(F^{-1}_x)w_2\|\):
\[
\|d(F^{-1}_x)w_1 - d(F^{-1}_x)w_2\| \leq \|C(f(\tilde{x}))^{-1}\| \cdot \| A_1B_1C_1 - A_2B_2C_0 \| \cdot \|C(\tilde{x})\|
\leq 24\delta \rho(\tilde{x})^{-3a} \|C(f(\tilde{x}))^{-1}\| \cdot \| w_1 - w_2 \|^\beta.
\]

Since \( \| w_1 - w_2 \| < 40Q(\tilde{x}) \), using Lemma 2.1(4) and the definition of \( Q(\tilde{x}) \) we obtain that for \( \varepsilon > 0 \) small enough it holds
\[
24\delta \rho(\tilde{x})^{-3a} \|C(f(\tilde{x}))^{-1}\| \cdot \| w_1 - w_2 \|^\beta/2
\leq 200\delta(1 + e^{2\chi})^{1/2} \rho(\tilde{x})^{-5a} \|C(\tilde{x})^{-1}\| Q(\tilde{x})^{\beta/2}
= 200\delta(1 + e^{2\chi})^{1/2} \rho(\tilde{x})^{-5a} Q(\tilde{x})^{5\beta/96} \cdot \|C(\tilde{x})^{-1}\| Q(\tilde{x})^{\beta/48} Q(\tilde{x})^{41\beta/96}
\leq 200\delta(1 + e^{2\chi})^{1/2} e^{-1/6} e^{1/8} e^{41/16} = 200\delta(1 + e^{2\chi})^{1/2} e^{3} < \frac{\varepsilon}{\beta},
\]

which completes the proof of the claim for \( F^{-1}_x \). Now we prove it for \( F^{-1}_z \). For \( i = 1, 2 \), write \( w_i = C(f(\tilde{x}))w_i \) and define
\[
A_i = d(\exp_{x_0}^{-1}(f_{x_i}^{-1})\exp_{f(x_0)}(u_i)), \quad B_i = d(\exp_{x_0}^{-1}(f_{x_i}^{-1})\exp_{f(x_0)}(u_i)), \quad C_i = d(\exp_{x_0}^{-1}(f_{x_i}^{-1})\exp_{f(x_0)}(u_i)).
\]

Again, we have \( \| u_1 - u_2 \| \leq \| w_1 - w_2 \| \) and the following similar estimates:

\( \circ \) By (A2), \( \| A_1 \| \leq 2 \). By (A2), (A3), (A6):
\[
\| A_1 - A_2 \| \leq d(x_0, \mathcal{D})^{-a} d((f_{x_1}^{-1} \circ \exp_{f(x_0)})(u_1), (f_{x_2}^{-1} \circ \exp_{f(x_0)})(u_2))
\leq 2d(x_0, \mathcal{D})^{-2a} \| u_1 - u_2 \| \leq 2\rho(\tilde{x})^{-2a} \| u_1 - u_2 \|.
\]

\( \circ \) By (A6), \( \| B_i \| \leq \rho(\tilde{x})^{-a} \). By (A2) and (A7):
\[
\| B_1 - B_2 \| \leq \delta d(\exp_{f(x_0)}(u_1), \exp_{f(x_0)}(u_2)) \leq 2\delta \| u_1 - u_2 \|^\beta \leq 2\delta \| w_1 - w_2 \|^\beta.
\]

\( \circ \) By (A2), \( \| C_i \| \leq 2 \). By (A3):
\[
\| C_1 - C_2 \| \leq d(f(x_0), \mathcal{D})^{-a} \| u_1 - u_2 \| \leq \rho(\tilde{x})^{-a} \| w_1 - w_2 \|.
\]

As before, the above estimates imply that
\[
\| A_1B_1C_1 - A_2B_2C_0 \| \leq 24\delta \rho(\tilde{x})^{-3a} \| w_1 - w_2 \|^\beta
\]
and then a calculation identical to the one made for \( F^{-1}_x \) works:
\[
24\delta \rho(\tilde{x})^{-3a} \|C(\tilde{x})^{-1}\| \cdot \| w_1 - w_2 \|^\beta/2
\leq 200\delta(1 + e^{2\chi})^{1/2} \rho(\tilde{x})^{-5a} \|C(\tilde{x})^{-1}\| Q(\tilde{x})^{\beta/2}
\leq 200\delta(1 + e^{2\chi})^{1/2} e^{3} < \frac{\varepsilon}{\beta},
\]

Hence \( \|d(F^{-1}_z)w_1 - d(F^{-1}_z)w_2\| < \frac{\varepsilon}{\beta} \| w_1 - w_2 \|^\beta/2 \), thus proving the claim. \( \Box \)

(4) By Lemma 2.1(3) and part (2) above,
\[
\|d(F^{-1}_z)w_0\| = \|D_w(\tilde{x})\| \leq \|\vartheta(\tilde{x}), \mathcal{D}\|^{-a} (1 + e^{2\chi})^{1/2}.
\]

By part (3) above, if \( w \in B[20Q(\tilde{x})] \) then
\[
\|d(F^{-1}_z)w\| \leq \varepsilon \| w \|^\beta/2 + \|\vartheta(\tilde{x}), \mathcal{D}\|^{-a} (1 + e^{2\chi})^{1/2} < 2\|\vartheta(\tilde{x}), \mathcal{D}\|^{-a} (1 + e^{2\chi})^{1/2},
\]
An analogous result holds for the Lyapunov inner product \(\|\cdot\|_{\mathcal{F}}\): defining \(F_{\chi^\prime,\hat{x}}\) and \(F_{\chi^\prime,\hat{x}}^{-1}\) as compositions with the Pesin charts \(\Psi_{\chi^\prime,\cdot}\), then Theorem 2.3 holds with \(D(\hat{x})\) and \(\chi^\prime\) replaced by \(D_{\chi^\prime}(\hat{x})\) and \(\chi^\prime\), but still in the same domain \(B[20Q(\hat{f}(\hat{x}))]\).

### 2.4. Temperedness and the parameters \(q(\hat{x}), q^s(\hat{x}), q^u(\hat{x})\).

Now we will focus on the points for which \(Q\) does not converge exponentially fast to zero too fast along the trajectory of \(\hat{x}\). Intuitively, this condition will guarantee that hyperbolicity will prevail over the degeneracies of nonuniform hyperbolicity, of the derivative, and of the proximity to \(\mathcal{F}\). Recall that \(\chi > 0\) is fixed a priori and \(\varepsilon > 0\) is sufficiently small. Define \(\varepsilon_n := e^{-\varepsilon n} \in I_\varepsilon\) where \(n\) is the unique positive integer s.t. \(e^{-\varepsilon n} \leq \varepsilon < e^{-\varepsilon(n-1)}\). In particular, we have \(\varepsilon_n < \varepsilon\).

**Parameter \(q(\hat{x})\):** For \(\hat{x} \in \text{NUH}\), let \(q(\hat{x}) := \delta_n \min\{e^{\varepsilon n}|Q(\hat{f}^n(\hat{x})) : n \in \mathbb{Z}\}\).

**The set \(\text{NUH}^*\):** It is the set of \(\hat{x} \in \text{NUH}\) such that \(q(\hat{x}) > 0\).

Observe that if \(\hat{x} \in \text{NUH}\) satisfies

\[
\lim_{n \to \pm \infty} \frac{1}{|n|} \log \|C(\hat{f}^n(\hat{x}))^{-1}\| = \lim_{n \to \pm \infty} \frac{1}{|n|} \log d(\vartheta_n[\hat{x}], \mathcal{F}) = 0,
\]

then \(\lim_{n \to \pm \infty} \frac{1}{|n|} \log Q(\hat{f}^n(\hat{x})) = 0\) and so \(\hat{x} \in \text{NUH}^*\). The next lemma states the basic properties of \(q\).

**Lemma 2.4.** For all \(\hat{x} \in \text{NUH}^*\), \(0 < q(\hat{x}) < \varepsilon Q(\hat{x})\) and \(\frac{q(\hat{x})}{q(\hat{x})} = e^{\pm \varepsilon}\).

This is [LM18, Lemma 4.1], and the proof goes through without change. Now we introduce two more parameters, that will be regarded as sizes of the stable and unstable manifolds at \(\hat{x}\).

**Parameters \(q^s(\hat{x}), q^u(\hat{x})\):** For \(\hat{x} \in \text{NUH}\), define

\[
q^s(\hat{x}) := \delta_n \min\{e^{\varepsilon n}|Q(\hat{f}^n(\hat{x})) : n \geq 0\}
\]

\[
q^u(\hat{x}) := \delta_n \min\{e^{\varepsilon n}|Q(\hat{f}^n(\hat{x})) : n \leq 0\}.
\]

Note that \(q^s(\hat{x}), q^u(\hat{x})\) are just the separation, in the definition of \(q(\hat{x})\), of the past from the future. We list the main properties of \(q^s(\hat{x})\) and \(q^u(\hat{x})\).

**Lemma 2.5.** For all \(\hat{x} \in \text{NUH}^*\), the following holds.

1. **Good definition:** \(0 < q^s(\hat{x}), q^u(\hat{x}) < \varepsilon Q(\hat{x})\) and \(q^s(\hat{x}) \wedge q^u(\hat{x}) = q(\hat{x})\).
2. **Greedy algorithm:** For all \(n \in \mathbb{Z}\) it holds

\[
q^s(\hat{f}^n(\hat{x})) = \min\{e^s Q(\hat{f}^{n+1}(\hat{x})), \delta_n Q(\hat{f}^n(\hat{x}))\}
\]

\[
q^u(\hat{f}^n(\hat{x})) = \min\{e^u Q(\hat{f}^{n-1}(\hat{x})), \delta_n Q(\hat{f}^n(\hat{x}))\}.
\]

This is [LM18, Lemma 4.2], and the same proof works. Now we introduce the set that we will effectively code.

**The set \(\text{NUH}^\#:** It is the set of \(\hat{x} \in \text{NUH}^*\) s.t.

\[
\limsup_{n \to +\infty} q(\hat{f}^n(\hat{x})) > 0 \quad \text{and} \quad \limsup_{n \to -\infty} q(\hat{f}^n(\hat{x})) > 0.
\]
For a fixed $t > 0$, the set $\{\tilde{x} \in \text{NUH}^* : q(\tilde{x}) > t\}$ can be regarded, in the usual literature, as a Pesin block. In this sense, $\tilde{x} \in \text{NUH}^*$ iff its trajectory returns to some Pesin block infinitely often in the past and in the future. Therefore, $\text{NUH}^*$ is the dynamical counterpart of the recurrent set $\Sigma^*$ introduced in Section 1.4. The next lemma shows that $\text{NUH}^*$ is large for all $f$–adapted $\chi$–hyperbolic measures.

**Lemma 2.6.** If $\mu$ is an $f$–adapted measure and $\hat{\mu}$ is carried by $\text{NUH}$, then $\hat{\mu}$ is carried by $\text{NUH}^*$. In particular, $\text{NUH}^*$ carries all $f$–adapted $\chi$–hyperbolic measures.

**Proof.** Fix an $f$–adapted measure $\mu$ s.t. $\hat{\mu}[\text{NUH}] = 1$. By the Poincaré recurrence theorem, every measure supported in $\text{NUH}^*$ is supported in $\text{NUH}^*$, so it is enough to show that

$$\lim_{n \to \pm \infty} \frac{1}{|n|} \log \|C(\hat{f}^n(\tilde{x}))^{-1}\| = \lim_{n \to \pm \infty} \frac{1}{|n|} \log \rho(\hat{f}^n(\tilde{x})) = 0$$

for $\hat{\mu}$–a.e. $\tilde{x} \in \text{NUH}$. Let us prove these. Since $\mu$ is $f$–adapted, $\log \rho \in L^1(\hat{\mu})$ and so by the Birkhoff ergodic theorem $\lim_{n \to \pm \infty} \frac{1}{|n|} \log \rho(\hat{f}^n(\tilde{x})) = 0$ for $\hat{\mu}$–a.e. $\tilde{x} \in \text{NUH}$. For the other equality, define $\varphi : \text{NUH} \to \mathbb{R}$ by

$$\varphi(\tilde{x}) := \log \left[ \frac{\|C(\hat{f}(\tilde{x}))^{-1}\|}{\|C(\hat{f}(\tilde{x}))\|} \right] = \log \|C(\hat{f}(\tilde{x}))^{-1}\| - \log \|C(\hat{f}(\tilde{x}))\|.$$ 

Using Lemma 2.1(1) and again that $\log \rho \in L^1(\hat{\mu})$, we get that $\log \left[ \frac{\|C(\hat{f}(\tilde{x}))^{-1}\|}{\|C(\hat{f}(\tilde{x}))\|} \right]$ is in $L^1(\hat{\mu})$. Letting $\varphi_n(\tilde{x}) = \log \|C(\hat{f}^n(\tilde{x}))^{-1}\| - \log \|C(\hat{f}(\tilde{x}))^{-1}\|$ denote the $n$–th Birkhoff sum of $\varphi$, by the Birkhoff ergodic theorem $\lim_{n \to +\infty} \frac{\varphi_n(\tilde{x})}{n}$ exists $\hat{\mu}$–a.e. The Poincaré recurrence theorem implies that

$$\lim_{n \to +\infty} \inf_{n \to +\infty} |\varphi_n(\tilde{x})| = \lim_{n \to +\infty} \inf_{n \to +\infty} \left| \log \|C(\hat{f}^n(\tilde{x}))^{-1}\| - \log \|C(\hat{f}(\tilde{x}))^{-1}\| \right| < \infty$$

for $\hat{\mu}$–a.e $\tilde{x} \in \text{NUH}$, hence $\lim_{n \to +\infty} \frac{\varphi_n(\tilde{x})}{n} = 0$ for $\hat{\mu}$–a.e. $\tilde{x} \in \text{NUH}$. Proceeding similarly for $n \to -\infty$, we get that $\lim_{n \to -\infty} \frac{1}{|n|} \log \|C(\hat{f}^n(\tilde{x}))^{-1}\| = 0$ for $\hat{\mu}$–a.e. $\tilde{x} \in \text{NUH}$. 

**3. Overlap, double charts, and graph transforms**

We will use the Pesin charts to apply the graph transform method. For that, we allow the size of the domain of definition to vary. Recall that $B[r]$ is the ball of center 0 and radius $r$ in $\mathbb{R}^m$.

**Pesin chart $\Psi_\eta^\gamma$:** It is the restriction of $\Psi_\tilde{x}_2$ to $B[\eta]$, where $0 < \eta \leq Q(\tilde{x})$.

### 3.1. The overlap condition

**We recall a notion, introduced in [Sar13], that allows to change coordinates from $\Psi_\tilde{x}_1$ to $\Psi_\tilde{x}_2$.**

**$\varepsilon$–overlap:** Two Pesin charts $\Psi_\tilde{x}_1$, $\Psi_\tilde{x}_2$ are said to $\varepsilon$–overlap if $d_{s/u}(\tilde{x}_1) = d_{s/u}(\tilde{x}_2)$, $d_{\tilde{\eta}_1} = e^{\pm \varepsilon}$ and if $\exists x \in M$ s.t. $\vartheta(\tilde{x}_1), \vartheta(\tilde{x}_2) \in B_x$ and

$$d(\vartheta(\tilde{x}_1), \vartheta(\tilde{x}_2)) + \|C(\tilde{x}_1) - C(\tilde{x}_2)\| < (\eta_1 \eta_2)^4.$$ 

When this happens, we write $\Psi_\eta^\gamma \cong \Psi_\gamma^{\eta_2}$.
We claim that if $\varepsilon > 0$ is small enough, then $\Psi_{\tilde{x}_1}^{\psi_{\varepsilon}} \approx \Psi_{\tilde{x}_2}^{\theta_{\varepsilon}}$ implies that

$$\Psi_{\tilde{x}_1}(B[20Q(\tilde{x}_1)]) \subset B_{\delta_{\tilde{x}_1}} \cap B_{\theta_{\tilde{x}_2}} \text{ for } i = 1, 2$$

(3.1)

and hence we can apply (A1)–(A4) without mentioning $x$. We prove this for $i = 1$. Firstly, since $d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) < \varepsilon^2 d(\vartheta[\tilde{x}_2], \mathcal{Y})$, we have $d(\vartheta[\tilde{x}_1], \mathcal{Y}) = d(\vartheta[\tilde{x}_2], \mathcal{Y})$. By Lemma 2.2(1), $\Psi_{\tilde{x}_1}(B[20Q(\tilde{x}_1)]) \subset B(\vartheta[\tilde{x}_1], 40Q(\tilde{x}_1))$ which is contained in $B_{\delta_{\tilde{x}_1}}$ since $40Q(\tilde{x}_1) \leq 40e^{\beta} \rho_{\tilde{x}_1}^a < 2\delta_{\tilde{x}_1}$. For the other inclusion, note that

$$\Psi_{\tilde{x}_1}(B[20Q(\tilde{x}_1)]) \subset B(\vartheta[\tilde{x}_1], 40Q(\tilde{x}_1)) \subset B(\vartheta[\tilde{x}_1], 40Q(\tilde{x}_1) + d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2])).$$

Since $40Q(\tilde{x}_1) + d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) < 40e^{\beta} e^{\alpha_d} d(\vartheta[\tilde{x}_2], \mathcal{Y})^a + d(\vartheta[\tilde{x}_2], \mathcal{Y})^a < 2\delta_{\tilde{x}_1}$ for $\varepsilon > 0$ small enough, it follows that $\Psi_{\tilde{x}_1}(B[20Q(\tilde{x}_1)]) \subset B_{\theta_{\tilde{x}_2}}$.

The next result quantifies the closeness of Pesin charts when an $\varepsilon$-overlap occurs.

**Proposition 3.1.** The following holds for $\varepsilon > 0$ small enough. If $\Psi_{\tilde{x}_1}^{\psi_{\varepsilon}} \approx \Psi_{\tilde{x}_2}^{\theta_{\varepsilon}}$ and $C_i = C(\tilde{x}_i)$ for $i = 1, 2$ then:

1. **Control of $\rho$:** $d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) = e^{\pm \varepsilon}$ for $i = -1, 0, 1$. In particular, $d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) = e^{\pm \varepsilon}$.

2. **Control of $\mathcal{C}^{-1}$:** $\|C^{-1}_1 - C^{-1}_2\| < (\eta_1 \eta_2)^2$ and $\|\mathcal{C}^{-1}_i\| = e^{\pm (\eta_1 \eta_2)^2}$.

3. **Control of $\mathcal{Q}$:** $\mathcal{Q}_{\tilde{x}_1}(\mathcal{Q}(\tilde{x}_2)) = \exp[\pm \frac{96\alpha_d}{\beta}]$.

4. **Overlap:** $\Psi_{\tilde{x}_1}(B[\varepsilon^{-1} \eta_1]) \subset \mathcal{P}(\tilde{x}_2)$ for $i, j = 1, 2$.

5. **Change of Coordinates:** For $i, j = 1, 2$, the map $\Psi_{\tilde{x}_1}^{-1} \circ \Psi_{\tilde{x}_2}$ is well-defined in $B[d(\vartheta[\tilde{x}_2], \mathcal{Y})^a]$, and $\|\Psi_{\tilde{x}_1}^{-1} \circ \Psi_{\tilde{x}_2} - 1\|_{C^{1+\frac{3}{4}}} < \varepsilon (\eta_1 \eta_2)^2$ where the norm is taken in $B[d(\vartheta[\tilde{x}_2], \mathcal{Y})^a]$.

**Proof.** Recall from [2.3] that $\|C^{-1}_i\| \leq \varepsilon^{1/8} Q(\tilde{x}_i)^{-\beta/48} \leq \varepsilon^{1/8} \eta_i^{-\beta/48}$.

1. The case $i = 0$ was treated above. Consider $i = 1$. Since $d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) < (\eta_1 \eta_2)^4 < \varepsilon^2 \rho_{\tilde{x}_2}^a$, we have $\delta_{\tilde{x}_1} \subset D_{\tilde{x}_2}$. By (A6), $d(\vartheta[\tilde{x}_1], \vartheta[\tilde{x}_2]) \leq \varepsilon^2 \rho_{\tilde{x}_2}^a < \varepsilon^2 d(\vartheta[\tilde{x}_2], \mathcal{Y})$ and so $d(\vartheta[\tilde{x}_1], \mathcal{Y}) = d(\vartheta[\tilde{x}_2], \mathcal{Y})$. The same proof applies to $i = -1$.

2. We have $\|C^{-1}_1 - C^{-1}_2\| = \|C^{-1}_1\| \cdot \|C^{-1}_2\| \cdot \|C - C_2\| \leq \varepsilon^{1/4} (\eta_1 \eta_2)^{1-\beta/48} < \frac{1}{2} (\eta_1 \eta_2)^3$.

Additionally,

$$\left\| \frac{C^{-1}_i}{\|C^{-1}_i\|} - I \right\| \leq \frac{1}{2} (\eta_1 \eta_2)^3$$

and so $\|C^{-1}_i\| = e^{\pm (\eta_1 \eta_2)^2}$.

3. By parts (1) and (2), $\rho_{\tilde{x}_1}^{\beta/48} \rho_{\tilde{x}_2}^{\alpha_d/8} = \exp \left[\pm \frac{96\alpha_d}{\beta}\right]$, and $\|C^{-1}_i\|^{-\beta/48} \cdot \|C^{-1}_i\|^{\alpha_d/8} = \exp \left[\pm \frac{48\alpha_d}{\beta}\right]$. Since $\frac{48\alpha_d}{\beta} < \frac{96\alpha_d}{\beta}$, we get $Q_{\tilde{x}_1}(\tilde{x}_2) = \exp \left[\pm \frac{96\alpha_d}{\beta}\right]$. By the definition of $Q$, we obtain

$$\frac{Q(\tilde{x}_1)}{Q(\tilde{x}_2)} = \exp \left[\pm \left(\frac{96\alpha_d}{\beta} + \frac{3}{4}\right)\right] = \exp \left[\pm \frac{97\alpha_d}{\beta}\right].$$
(4) The proof of this and of the next part follows [LM18, Prop. 3.4]. We prove that 
\[ \Psi_{\tilde{x}_1}(B[e^{-2\varepsilon} \eta_1]) \subset \Psi_{\tilde{x}_2}(B[\eta_2]). \]
If \( v \in B[e^{-2\varepsilon} \eta_1] \) then \( \| C(\tilde{x}_1) v \| \leq e^{-2\varepsilon} \eta_1 < 2\varepsilon(x) \),

hence by (A1):

\[ d_{\text{Sas}}(C(\tilde{x}_1)v, C(\tilde{x}_2)v) \leq 2 \left[d(\theta(\tilde{x}_1), \theta(\tilde{x}_2)) + \| C_1 v - C_2 v \|\right] \leq 2(\eta_1 \eta_2)^4. \]

By (A2), \( d(\Psi_{\tilde{x}_1}(v), \Psi_{\tilde{x}_2}(v)) \leq 4(\eta_1 \eta_2)^4 \) and so \( \Psi_{\tilde{x}_1}(v) \in B(\Psi_{\tilde{x}_2}(v), 4(\eta_1 \eta_2)^4) \). By Lemma [27, 21], \( B(\Psi_{\tilde{x}_2}(v), 4(\eta_1 \eta_2)^4) \subset \Psi_{\tilde{x}_2}(B) \) where \( B \subset \mathbb{R}^m \) is the ball with center \( v \) and radius \( 8\| \tilde{C}_2^{-1} \| (\eta_1 \eta_2)^4 \), hence it is enough that \( B \subset \Psi_{\tilde{x}_2} \). If \( w \in B \) then \( \| w \| \leq \| v \| + 8\| \tilde{C}_2^{-1} \| (\eta_1 \eta_2)^4 \leq (e^{-\varepsilon} + 8\varepsilon^{6/\beta})\eta_2 < \eta_2 \) for \( \varepsilon > 0 \) small enough.

(5) The proof that \( \Psi_{\tilde{x}_2}^{-1} \circ \Psi_{\tilde{x}_1} \) is well-defined in \( B[d(\theta[\tilde{x}_1], \mathcal{S})^a] \) is similar to the proof of (4), the only difference being in the last estimate: if \( \varepsilon > 0 \) is small enough then for \( w \in B \) it holds

\[
\| w \| \leq \| v \| + 8\| \tilde{C}_2^{-1} \| (\eta_1 \eta_2)^4 \leq d(\theta[\tilde{x}_1], \mathcal{S})^a + 8(\eta_1 \eta_2)^3 \\
\leq \left[ e^{\alpha \varepsilon} + 8\varepsilon^{6/\beta} \right] d(\theta[\tilde{x}_2], \mathcal{S})^a < 2\varepsilon \tilde{x}_2.
\]

Now:

\[
\Psi_{\tilde{x}_2}^{-1} \circ \Psi_{\tilde{x}_1} - \text{Id} = C_2^{-1} \circ \exp_{\theta[\tilde{x}_2]}^{-1} \circ \exp_{\theta[\tilde{x}_1]}^{-1} \circ \exp_{\theta[\tilde{x}_1]} \circ C_1 - \text{Id} \\
= [C_2^{-1} \circ \exp_{\theta[\tilde{x}_2]}^{-1} \circ \exp_{\theta[\tilde{x}_1]}^{-1} \circ \exp_{\theta[\tilde{x}_1]} - \exp_{\theta[\tilde{x}_1]}] \circ \exp_{\theta[\tilde{x}_1]} \circ C_1 \\
+ C_2^{-1} (C_1 - C_2) \\
= [C_2^{-1} \circ \exp_{\theta[\tilde{x}_2]}^{-1} - \exp_{\theta[\tilde{x}_1]}^{-1}] \circ \exp_{\theta[\tilde{x}_1]} \circ \Psi_{\tilde{x}_1} + C_2^{-1} (C_1 - C_2).
\]

We calculate the \( C^{1+\frac{\varepsilon}{2}} \) norm of \( [\exp_{\theta[\tilde{x}_2]}^{-1} - \exp_{\theta[\tilde{x}_1]}^{-1}] \circ \Psi_{\tilde{x}_1} \) in the ball \( B[d(\theta[\tilde{x}_1], \mathcal{S})^{2a}] \). By Lemma [27, 22], \( \| \Psi_{\tilde{x}_1} \|_0 \leq 2 \) and

\[
\text{Hol}_2 \left( d(\Psi_{\tilde{x}_1}) \right) \leq d(\theta[\tilde{x}_1], \mathcal{S})^{-a} d(\theta[\tilde{x}_1], \mathcal{S})^{2a(1-\beta/2)} = 2d(\theta[\tilde{x}_1], \mathcal{S})^a(1-\beta/2) < 2.
\]

Call \( \Theta := \exp_{\theta[\tilde{x}_2]}^{-1} - \exp_{\theta[\tilde{x}_1]}^{-1} \circ \exp_{\theta[\tilde{x}_1]}^{-1} \). For \( \varepsilon > 0 \) sufficiently small, inside \( \mathcal{B}_{\tilde{x}_1} \) we have the following bounds:

- By (A2), \( \| \Theta(z) \| \leq d_{\text{Sas}}(\exp_{\theta[\tilde{x}_2]}^{-1}(z), \exp_{\theta[\tilde{x}_1]}^{-1}(z)) \leq 2d(\theta[\tilde{x}_2], \theta[\tilde{x}_1]) \leq 2\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 \)
  thus \( \| \Theta \circ \Psi_{\tilde{x}_1} \|_C < \varepsilon^{6/\beta}(\eta_1 \eta_2)^3. \)

- By (A3), \( \| d(\Theta) \| = \| \tau(\theta[\tilde{x}_2], z) - \tau(\theta[\tilde{x}_1], \theta[\tilde{x}_1]) \| \leq d(\theta[\tilde{x}_2], \mathcal{S})^{-a} d(\theta[\tilde{x}_1], \theta[\tilde{x}_2]) < \varepsilon^{6/\beta}(\eta_1 \eta_2)^3. \)
  Hence \( \| d(\Theta) \|_C < \varepsilon^{6/\beta}(\eta_1 \eta_2)^3 \) and \( \| d(\Theta \circ \Psi_{\tilde{x}_1}) \|_C \leq 2\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 < \varepsilon^{2/\beta}(\eta_1 \eta_2)^3. \)

- By (A4),

\[
\| d(\Theta) - d(\Theta_2) \| = \| [\tau(\theta[\tilde{x}_2], y) - \tau(\theta[\tilde{x}_1], y)] - [\tau(\theta[\tilde{x}_2], z) - \tau(\theta[\tilde{x}_1], z)] \| \\
\leq d(\theta[\tilde{x}_2], \mathcal{S})^{-a} d(\theta[\tilde{x}_1], \theta[\tilde{x}_2]) d(y, z)
\]

hence \( \text{Lip} (d(\Theta)) \leq d(\theta[\tilde{x}_1], \mathcal{S})^{-a} d(\theta[\tilde{x}_1], \theta[\tilde{x}_2]) \).

- Using that

\[
\text{Hol}_{\mathcal{S}} \left( d(\Theta_1 \circ \Theta_2) \right) \leq \| d(\Theta_1) \|_C \text{Hol}_{\mathcal{S}} \left( d(\Theta_2) \right) + \text{Lip} (d(\Theta_1)) \| d(\Theta_2) \|_C^2 2d(\theta[\tilde{x}_1], \mathcal{S})^{2a(1-\beta/2)}
\]
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for $\Theta_2$ defined in $B[d(\vartheta|[\hat{x}_1],\mathcal{S})^{2a}]$, we obtain that
\[
\text{Hol}_{\hat{z}}[d(\Theta \circ \Psi_{\hat{z}_1})] \\
\leq \|d\Theta\|_{C^0_0} \text{Hol}_{\hat{z}}(d\Psi_{\hat{z}_1}) + \text{Lip}(d\Theta) \|d\Psi_{\hat{z}_1}\|_{C^0_0} 2d(\vartheta|[\hat{x}_1],\mathcal{S})^{2a(1-\beta/2)} \\
< 2\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 + d(\vartheta|[\hat{x}_1],\mathcal{S})^{-a}d(\vartheta|[\hat{x}_2],\vartheta|[\hat{x}_1],\mathcal{S})^{2a(1-\beta/2)} \\
< 2\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 + 8\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 < \varepsilon^{2/\beta}(\eta_1 \eta_2)^3.
\]
This implies that $\|\Theta \circ \Psi_{\hat{z}_1}\|_{C_{1+\frac{\alpha}{2}}} < 3\varepsilon^{2/\beta}(\eta_1 \eta_2)^3$, hence
\[
\|C_{-1}^{-1} \circ P_{\mathcal{S}([\hat{x}_2],x) \circ \Theta \circ \Psi_{\hat{z}_1}}\|_{C_{1+\frac{\alpha}{2}}} \leq \|C_{-1}^{-1}\|_3^2(\eta_1 \eta_2)^3 \leq 3\varepsilon^{2/\beta}(\eta_1 \eta_2)^2.
\]
Thus
\[
\|\Psi_{\hat{z}_2}^{-1} \circ \Psi_{\hat{z}_1} - 1\|_{C_{1+\frac{\alpha}{2}}} \leq 3\varepsilon^{2/\beta}(\eta_1 \eta_2)^2 + \|C_{-1}^{-1}\|(\eta_1 \eta_2)^4 < 3\varepsilon^{2/\beta}(\eta_1 \eta_2)^2 + 2\varepsilon^{6/\beta}(\eta_1 \eta_2)^3 < 3\varepsilon^{2/\beta}(\eta_1 \eta_2)^2.
\]

3.2. The maps $F_{\hat{x},\hat{y}}$ and $F_{\hat{x},\hat{y}}^{-1}$. Let $\hat{x}, \hat{y} \in \text{NUH}$. When $\Psi_{\hat{x},\hat{y}}^\eta \overset{\varepsilon}{\approx} \Psi_{\hat{y},\hat{y}}^{\eta'}$, we are able to change $\Psi_{\hat{x},\hat{y}}$ by $\Psi_{\hat{y},\hat{y}}$ in $F_{\hat{x},\hat{y}}$. Similarly, when $\Psi_{\hat{x},\hat{y}}^\eta \overset{\varepsilon}{\approx} \Psi_{\hat{x},\hat{y}}^{-1(\hat{y})}^\eta$, we can change $\Psi_{\hat{x},\hat{y}}$ by $\Psi_{\hat{x},\hat{y}}^{-1(\hat{y})}$ in $F_{\hat{x},\hat{y}}^{-1}$. In this section, we prove that these changes define maps that satisfy a result similar to Theorem 2.3.

The maps $F_{\hat{x},\hat{y}}$ and $F_{\hat{x},\hat{y}}^{-1}$: If $\Psi_{\hat{x},\hat{y}}^\eta \overset{\varepsilon}{\approx} \Psi_{\hat{y},\hat{y}}^{\eta'}$, define $F_{\hat{x},\hat{y}} := \Psi_{\hat{y},\hat{y}}^{-1} \circ f \circ \Psi_{\hat{x},\hat{y}}$. Similarly, if $\Psi_{\hat{x},\hat{y}}^{-1(\hat{y})} \overset{\varepsilon}{\approx} \Psi_{\hat{y},\hat{y}}^{-1(\hat{y})}$, define $F_{\hat{x},\hat{y}}^{-1} := \Psi_{\hat{y},\hat{y}}^{-1(\hat{y})} \circ f^{-1} \circ \Psi_{\hat{x},\hat{y}}^{-1(\hat{y})}$.

We will write $F_{\hat{x},\hat{y}}^\pm$ to represent both $F_{\hat{x},\hat{y}}$ and $F_{\hat{x},\hat{y}}^{-1}$. In the above form, the definitions are not symmetric, since the natural would be to define $F_{\hat{x},\hat{y}}^{-1}$ taking the inverse branch $f^{-1(\hat{y})}$ instead of $f^{-1}$. As a matter of fact, the overlap is strong enough to guarantee that, in our domains of definition, $f^{-1}$ and $f^{-1(\hat{y})}$ coincide. We state this as a separate lemma, since it will be used a few times in the text.

Lemma 3.2. Let $\hat{x}, \hat{y} \in \text{NUH}$ and assume $\Psi_{\hat{x},\hat{y}}^\eta \overset{\varepsilon}{\approx} \Psi_{\hat{y},\hat{y}}^{\eta'}$. If $A = \Psi_{\hat{y},\hat{y}}(B[20Q(\hat{y})])$, then $A \subset E_{\hat{x}}$ and $f^{-1(\hat{y})}(A) \subset f^{-1(\hat{y})}(E_{\hat{x}})$.

Proof. Write $\hat{x} = (x_n)_{n \in \mathbb{Z}}$ and $\hat{y} = (y_n)_{n \in \mathbb{Z}}$. The map $f^{-1}$ is the inverse branch of $f$, taking $x_1$ to $x_0$ and, by (A5), it is well-defined in $E_{x_0}$. By Proposition 3.1.1, we have $d(y_{-1},\mathcal{S}) = e^{\epsilon \varepsilon}d(x_0,\mathcal{S})$ and $d(y_0,\mathcal{S}) = e^{\epsilon \varepsilon}d(x_1,\mathcal{S})$, then
\[
Q(\hat{y}) < \varepsilon^{6/\beta}(\rho(\hat{y}))^a \\
\leq \varepsilon^{6/\beta}e^{\epsilon \varepsilon} \min\{d(x_0,\mathcal{S})^a, d(y_0,\mathcal{S})^a\} < \varepsilon(x_0).
\]
Also, (A6) implies that $d(x_1, y_0) < \rho(\hat{x})^{-a}d(x_0, y_{-1}) < \rho(\hat{x})^{-a}Q(\hat{x}) < \varepsilon\rho(\hat{x})^a < \varepsilon(x_0)$ and so $A \subset B(y_0, 40Q(\hat{y}))$. Since $A \subset B(y_0, 40Q(\hat{y})) \subset B(x_1, 40Q(\hat{y})+d(x_1, y_0)) \subset E_{x_0}$. Now we prove the second inclusion. Since $A \subset B(y_0, 40Q(\hat{y}))$, again by (A6) we have
\[
f^{-1(\hat{y})}(A) \subset B(y_{-1}, 40d(y_{-1},\mathcal{S})^{-a}Q(\hat{y})) \\
\subset B(x_0, 40d(y_{-1},\mathcal{S})^{-a}Q(\hat{y}) + d(y_{-1}, x_0)).
\]
Now we prove (c). Start observing that for $F$ and $\hat{x}$, the following holds for all $\varepsilon > 0$ small enough. If $\hat{x}, \hat{y} \in \text{NUH}$ and $\Psi_{\hat{y}}^n \approx \Psi_{\hat{y}}^{n'}$ then $F_{\hat{x}, \hat{y}}$ is well-defined in $\mathcal{B}[20Q(\hat{x})]$ and can be written as $F_{\hat{x}, \hat{y}} = D(\hat{x}) + H^\pm$ s.t. for all $t \in [\eta, 20Q(\hat{x})]$ it holds:

(a) $\|H^+(0)\| < \varepsilon \eta$,
(b) $\|H^+\|_{C^1(B(\hat{y}))} < \varepsilon \eta^2$.
(c) $\text{Hol}_{\hat{x}}(dH^+) < \varepsilon$.

Similarly, if $\hat{x}, \hat{y} \in \text{NUH}$ and $\Psi_{\hat{x}}^n \approx \Psi_{\hat{x}}^{n'}$ then $F_{\hat{x}, \hat{y}}^{-1}$ is well-defined in $\mathcal{B}[20Q(\hat{y})]$ and can be written as $F_{\hat{x}, \hat{y}}^{-1} = D(\hat{y})^{-1} + H^\pm$ s.t. for all $t \in [\eta, 20Q(\hat{y})]$ it holds:

(d) $\|H^-(0)\| < \varepsilon \eta$,
(e) $\|H^-\|_{C^1(B(\hat{y}))} < \varepsilon \eta^2$.
(f) $\text{Hol}_{\hat{x}}(dH^-) < \varepsilon$.

Observe that the overlap condition is strong enough to guarantee that $F_{\hat{x}, \hat{y}}$ is defined in a domain of radius $20Q(\cdot)$ and, except for the $C^1$ norm, the estimates are also uniform in this domain.

**Proof.** First assume that $\Psi_{\hat{y}}^n \approx \Psi_{\hat{y}}^{n'}$, and let us prove items (a)–(c). We write $F_{\hat{x}, \hat{y}} = (\Psi_{\hat{y}}^{-1} \circ \hat{y}) \circ F_{\hat{x}} =: G \circ F_{\hat{x}}$ and see it as a small perturbation of $F_{\hat{x}}$. By Theorem 2.3 (3–4),

$$
F_{\hat{x}}(0) = 0, \|dF_{\hat{x}}\|_{C^0} < 2d(\vartheta(\hat{x}), \mathcal{S})^{-a}(1 + e^{2\chi})^{1/2}, \|d(F_{\hat{x}})_v - d(F_{\hat{x}})_w\| \leq \varepsilon \|v - w\|^{\beta/2}
$$

for $v, w \in B[20Q(\hat{x})]$, where the $C^0$ norm is taken in $B[20Q(\hat{x})]$, and by Proposition 3.1 (5) we have

$$
\|G - I\|_{C^0} < \varepsilon (\eta \varrho)^2, \|d(G - I)\|_{C^0} < \varepsilon (\eta \varrho)^2, \|dG_v - dG_w\| \leq \varepsilon (\eta \varrho)^2 \|v - w\|^{\beta/2}
$$

for $v, w \in B[d(\vartheta(\hat{x}), \mathcal{S})^{2\alpha}]$, where the $C^0$ norm is taken in this same domain. We start proving that $F_{\hat{x}, \hat{y}}$ is well-defined in $B[20Q(\hat{x})]$. We have

$$
F_{\hat{x}}(B[20Q(\hat{x})]) \subset B[40\varrho(\hat{x})^{-a}(1 + e^{2\chi})^{1/2}Q(\hat{x})] \subset B[d(\vartheta(\hat{x}), \mathcal{S})^{2\alpha}]
$$

since $40\varrho(\hat{x})^{-a}(1 + e^{2\chi})^{1/2}Q(\hat{x}) < (1 + e^{2\chi})^{1/2}e^{6/\beta}d(\vartheta(\hat{x}), \mathcal{S})^{2\alpha} < d(\vartheta(\hat{x}), \mathcal{S})^{2\alpha}$ for $\varepsilon > 0$ small enough. By Proposition 3.1 (5), $F_{\hat{x}, \hat{y}}$ is well-defined.

Let $H^+ := G \circ F_{\hat{x}} - d(F_{\hat{x}})_0 = F_{\hat{x}, \hat{y}} - D(\hat{x})$, cf. Lemma 2.1. By Proposition 3.1 (3), we have $\|H^+(0)\| = \|G(0)\| < \varepsilon (\eta \varrho)^2 < \frac{1}{8} \varepsilon \eta$, which is stronger than (a).

Now we prove (c). Start observing that for $\varepsilon > 0$ small enough it holds:

$$
\|d(H^+)_0\| \leq \|dG \circ D(\hat{x}) - D(\hat{x})\| \leq \|d(G - I)\| \cdot \|D(\hat{x})\|
$$

$$
< \varepsilon (\eta \varrho)^2 d(\vartheta(\hat{x}), \mathcal{S})^{-a}(1 + e^{2\chi})^{1/2} \leq \varepsilon (\eta \varrho)^2 e^{6/\beta} (1 + e^{2\chi})^{1/2} < \frac{1}{8} \varepsilon \eta^{\beta/3}.
$$
Since \( F_\bar{x}(B[20Q(\bar{x})]) \subset B[d(\tilde{\vartheta}_1[\bar{x}], \mathcal{S})^{2a}] \), if \( \varepsilon > 0 \) is small enough then for all \( v, w \in B[20Q(\bar{x})] \) we have

\[
\|d(H^+)_v - d(H^+)_w\| = \|dG_{F_\bar{x}(v)} \circ d(F_\bar{x})_v - dG_{F_\bar{x}(w)} \circ d(F_\bar{x})_w\|
\leq \|dG_{F_\bar{x}(v)} - dG_{F_\bar{x}(w)}\| \cdot \|d(F_\bar{x})_v\| + \|dG_{F_\bar{x}(w)}\| \cdot \|d(F_\bar{x})_w\| \\
\leq \varepsilon (\eta\eta')^2 \|F_\bar{x}(v) - F_\bar{x}(w)\|^\beta/2 \|d(F_\bar{x})\|_{C^0} + \varepsilon \|dG\|_{C^0} \|v - w\|^\beta/2 \\
\leq \left[ \varepsilon (\eta\eta')^2 \|d(F_\bar{x})\|_{C^0}^{1+\beta/2} + 80\varepsilon Q(\bar{x})^{\beta/6} \right] \|v - w\|^\beta/3 \\
\leq \left[ 4\eta d(\tilde{\vartheta}[\bar{x}], \mathcal{S})^{-2a}(1 + e^{2x}) + 80Q(\bar{x})^{\beta/6} \right] \varepsilon \|v - w\|^\beta/3 \\
\leq \left[ 4\varepsilon^{6/\beta}(1 + e^{2x}) + 80\varepsilon \right] \varepsilon \|v - w\|^\beta/3 < \frac{1}{4} \varepsilon \|v - w\|^\beta/3,
\]

hence \( \text{Hol}_\mathcal{S}(dH^+) < \frac{1}{4} \varepsilon \), which is stronger than (c). Finally, we fix \( \eta \leq t \leq 20Q(\bar{x}) \) and prove (b). For \( v \in B[t] \):

\[
\circ \quad \|d(H^+)_v\| \leq \|d(H^+)_0\| + \frac{1}{8} \varepsilon \|v\|^\beta/3 < \frac{1}{4} \varepsilon \eta^{\beta/3} + \frac{1}{8} \varepsilon t^{\beta/3} < \frac{1}{4} \varepsilon t^{\beta/3}, \text{ therefore}
\]

\[
\|dH^+\|_{C^0(B[t])} < \frac{1}{4} \varepsilon t^{\beta/3}.
\]

\[
\circ \quad \|H^+\|_{C^0(0)} + \|dH^+\|_{C^0}\|v\| < \frac{1}{8} \varepsilon \eta + \frac{1}{4} \varepsilon t^{\beta/3} < \frac{1}{4} \varepsilon t^{\beta/3}, \text{ which implies}
\]

\[
\|H^+\|_{C^0(B[t])} < \frac{1}{4} \varepsilon t^{\beta/3}.
\]

Thus, \( \|H^+\|_{C^1(\mathcal{S})} < \varepsilon t^{\beta/3} \).

Now we prove the second part. Assume that \( \Psi_\mathcal{S} \cong \Psi_{\mathcal{S}'} \). By Lemma 3.2 we have \( F^{-1}_{\bar{x}, \tilde{\vartheta}} = \Psi^{-1}_\mathcal{S} \circ f^{-1}_{\bar{x}, \tilde{\vartheta}} \circ \Psi_\vartheta \) in the domain \( B[20Q(\tilde{\vartheta})] \). Writing \( F^{-1}_{\bar{x}, \tilde{\vartheta}} = (\Psi^{-1}_\mathcal{S} \circ \Psi_{\mathcal{S}'} \circ f^{-1}_{\bar{x}, \tilde{\vartheta}}) \circ \Psi_{\mathcal{S}'} \circ f^{-1}_{\bar{x}, \tilde{\vartheta}} = G \circ L \) and seeing it as a small perturbation of \( L = F^{-1}_{\bar{x}, \tilde{\vartheta}} \), we have by Theorem 2.3(3-4) that

\[
L(0) = 0, \quad \|dL\|_{C^0} < 2d(\tilde{\vartheta}_1[\bar{x}], \mathcal{S})^{-a}(1 + e^{2x})^{1/2}, \quad \|dL_v - dL_w\| \leq \varepsilon \|v - w\|^\beta/2
\]

for \( v, w \in B[20Q(\tilde{\vartheta})] \), where the \( C^0 \) norm is taken in \( B[20Q(\tilde{\vartheta})] \), and by Proposition 3.1(5) that

\[
\|G - \text{Id}\| < \varepsilon (\eta\eta')^2, \quad \|d(G - \text{Id})\|_{C^0} < \varepsilon (\eta\eta')^2, \quad \|dG_v - dG_w\| \leq \varepsilon (\eta\eta')^2 \|v - w\|^\beta/2
\]

for \( v, w \in B[d(y_1, \mathcal{S})^{2a}] \), where the \( C^0 \) norm is taken in this same domain. To prove that \( F_{\bar{x}, \tilde{\vartheta}} \) is well-defined in \( B[20Q(\tilde{\vartheta})] \), notice that

\[
L(B[20Q(\tilde{\vartheta})]) \subset B[40\rho(\tilde{\vartheta})^{-a}(1 + e^{2x})^{1/2}Q(\tilde{\vartheta})] \subset B[d(y_1, \mathcal{S})^{2a}]
\]

since \( 40\rho(\tilde{\vartheta})^{-a}(1 + e^{2x})^{1/2}Q(\tilde{\vartheta}) < 40(1 + e^{2x})^{1/2}e^{6/\beta}d(y_1, \mathcal{S})^{2a} < d(y_1, \mathcal{S})^{2a} \) for \( \varepsilon > 0 \) small enough. By Proposition 3.1(5), \( F_{\bar{x}, \tilde{\vartheta}}^{-1} \) is well-defined.

Let \( H^- := G \circ L - dL_0 = F_{\bar{x}, \tilde{\vartheta}}^{-1} - D(f^{-1}(\tilde{\vartheta}))^{-1} \). By Proposition 3.1(5), we have \( \|H^-(0)\| = \|G(0)\| < \varepsilon (\eta\eta')^2 < \frac{1}{8} \varepsilon \eta_1 \), which is stronger than (a). To prove (c), start observing that for \( \varepsilon > 0 \) small enough it holds:

\[
\|d(H^-)_0\| \leq \|dG_0 \circ D(f^{-1}(\tilde{\vartheta}))^{-1} - D(f^{-1}(\tilde{\vartheta}))^{-1}\| \leq \|d(G - \text{Id})_0\| \|D(f^{-1}(\tilde{\vartheta}))^{-1}\| \\
< \varepsilon (\eta\eta')^2 d(\tilde{\vartheta}_1[\bar{x}], \mathcal{S})^{-a}(1 + e^{2x})^{1/2} < \varepsilon \eta\eta' e^{6/\beta}(1 + e^{2x})^{1/2} < \frac{1}{8} \varepsilon \eta^{\beta/3}.
\]
Since \( L(B[20Q(\hat{y})]) \subset B[d(y_{-1}, \mathcal{S})^{2n}] \), if \( \varepsilon > 0 \) is small enough then for all \( v, w \in B[20Q(\hat{y})] \) we have:

\[
\|d(H^+)v - d(H^-)w\| = \|dG_{L(v)} \circ dL_v - dG_{L(w)} \circ dL_w\|
\leq \|dG_{L(v)} - dG_{L(w)}\| \cdot \|dL_v\| + \|dG_{L(w)}\| \cdot \|dL_v - dL_w\|
\leq \varepsilon (\eta \beta)^{1/2} \|L(v) - L(w)\|^{\beta/2} \|dL\|_{C^0} + \varepsilon \|dG\|_{C^0} \|v - w\|^{\beta/2}
\leq \left[ 4\varepsilon (\eta \beta)^{1/2} (1 + \varepsilon^2) + 80Q(\hat{y})^{3/6} \right] \|v - w\|^{\beta/3}
\leq \left[ 4\varepsilon^5/\beta (1 + \varepsilon^2) + 80\varepsilon \right] \|v - w\|^{\beta/3} < \frac{1}{8} \varepsilon \|v - w\|^{\beta/3}.
\]

This implies that \( \text{Hol}_\mathcal{S}(dH^-) < \frac{1}{8} \varepsilon \), which is stronger than (c). Finally, we fix \( \eta \leq t \leq 20Q(\hat{y}) \) and prove (b). For \( v \in B[t] \):

\[
\|d(H^-)v\| \leq \|d(H^-)0\| + \frac{1}{8} \varepsilon \|v\|^{\beta/3} < \frac{1}{8} \varepsilon \eta^{\beta/3} + \frac{1}{8} \varepsilon t^{\beta/3} \leq \frac{1}{4} \varepsilon t^{\beta/3}, \text{ therefore }
\|dH^-\|_{C^0(B[t])} < \frac{1}{4} \varepsilon t^{\beta/3}.
\]

\[
\|H^-(v)\| \leq \|H^-(0)\| + \|dH^-\|_{C^0} \|v\| < \frac{1}{4} \varepsilon \eta + \frac{1}{4} \varepsilon t^{\beta/3} < \frac{1}{2} \varepsilon t^{\beta/3}, \text{ which implies }
\|H^-\|_{C^0(B[t])} < \frac{1}{2} \varepsilon t^{\beta/3}.
\]

Thus, \( \|H^-\|_{C^1(B[t])} < \varepsilon t^{\beta/3} \). \( \square \)

### 3.3. Double Charts

We now define \( \varepsilon \)-double charts. Recall that \( \varepsilon > 0 \) is a fixed small parameter, and that \( \delta_\varepsilon = \varepsilon^{-\varepsilon n} \in I_\varepsilon \) where \( n \) is the unique positive integer \( \varepsilon^{-\varepsilon n} < \varepsilon < \varepsilon^{-\varepsilon^{n-1}} \).

**\( \varepsilon \)-double chart:** An \( \varepsilon \)-double chart is a pair of Pesin charts \( \Psi_{\varepsilon}^{p^s,p^u} = (\Psi_{\varepsilon}^{p^s}, \Psi_{\varepsilon}^{p^u}) \) where \( p^s, p^u \in I_\varepsilon \) with \( 0 < p^s, p^u \leq \delta_\varepsilon Q(\hat{y}) \).

When \( v = \Psi_{\varepsilon}^{p^s,p^u} \), we call \( \hat{x} \) the center of \( v \). The parameters \( p^s/p^u \) will define sizes for the stable/unstable manifold at \( \hat{x} \). Hence, for \( \hat{x} \in \text{NUH}^+ \) the prototype of \( \varepsilon \)-double chart is \( \Psi_{\varepsilon}^{q^s,q^u}(\hat{x}) \).

**Edge \( v \rightarrow w \):** Given \( \varepsilon \)-double charts \( v = \Psi_{\varepsilon}^{p^s,p^u} \) and \( w = \Psi_{\varepsilon}^{q^s,q^u} \), we draw an edge from \( v \) to \( w \) if the following conditions are satisfied:

\begin{align*}
\text{(GPO1)} & \quad \Psi_{\varepsilon}^{q^s \land p^u}(f(\hat{x})) \approx \Psi_{\varepsilon}^{q^s}(f(\hat{x})), \text{ and } \Psi_{\varepsilon}^{p^s \land q^u}(f^{-1}(\hat{y})) \approx \Psi_{\varepsilon}^{p^s}(f^{-1}(\hat{y})). \\
\text{(GPO2)} & \quad p^s = \min\{e^\varepsilon q^s, \delta_\varepsilon Q(\hat{x})\} \text{ and } q^u = \min\{e^\varepsilon p^u, \delta_\varepsilon Q(\hat{y})\}.
\end{align*}

Since \( d_{s/u} \) are \( \hat{f} \)-invariant, (GPO1) implies that \( d_{s/u}(\hat{x}) = d_{s/u}(\hat{y}) \). Condition (GPO1) allows to pass from an \( \varepsilon \)-double chart at \( \hat{x} \) to an \( \varepsilon \)-double chart at \( \hat{y} \) and vice-versa. By Lemma 2.5.2, we have \( \Psi_{\varepsilon}^{q^s \land p^u}(f(\hat{x})) \approx \Psi_{\varepsilon}^{q^s}(f(\hat{x})), \text{ and } \Psi_{\varepsilon}^{p^s \land q^u}(f^{-1}(\hat{y})) \approx \Psi_{\varepsilon}^{p^s}(f^{-1}(\hat{y})) \). Hence we can regard (GPO2) as the counterpart of Lemma 2.5.2 for a general edge. Observe that (GPO2) implies that \( \frac{p^s \land q^u}{q^s \land p^u} = e^{\varepsilon \varepsilon} \). Indeed, we have \( p^s \land p^u = \min\{e^\varepsilon q^s, \delta_\varepsilon Q(\hat{x})\} \land p^u = \min\{e^\varepsilon q^s, p^u\} \) and similarly \( q^s \land q^u = \min\{q^s, e^\varepsilon p^u\} \). Thus \( p^s \land p^u = e^\varepsilon \min\{q^s, e^{-\varepsilon} p^u\} \leq e^\varepsilon \min\{q^s, e^\varepsilon p^u\} = e^\varepsilon (q_s \land q_u) \) and similarly \( q_s \land q_u \leq e^\varepsilon (p_s \land p_u) \). In particular, the ingoing and outgoing degrees of every \( \varepsilon \)-double chart are finite.

**\( \varepsilon \)-generalized pseudo-orbit (\( \varepsilon \)-gpo):** An \( \varepsilon \)-generalized pseudo-orbit (\( \varepsilon \)-gpo) is a sequence \( v = \{v_n\}_{n \in \mathbb{Z}} \) of \( \varepsilon \)-double charts s.t. \( v_n \overset{\varepsilon}{\rightarrow} v_{n+1} \) for all \( n \in \mathbb{Z} \).
3.4. The graph transform method. The proofs of this section are collected, in a self-contained manner, in the Appendix. We hope this separation will both clarify the presentation as highlight the main arguments used to employ the graph transform method, without boundedness assumptions on the derivative. Let \( v = \Psi_x^{\mu, \nu} \) be an \( \varepsilon \)-double chart. Recall from Lemma 2.1 that

\[
D(\tilde{x}) = \begin{bmatrix}
D_s(\tilde{x}) & 0 \\
0 & D_u(\tilde{x})
\end{bmatrix}
\]

where \( D_s(\tilde{x}) \) is a \( d_s(\tilde{x}) \times d_s(\tilde{x}) \) matrix s.t. \( \|D_s(\tilde{x})\| < e^{-\chi} \), and \( D_u(\tilde{x}) \) is a \( d_u(\tilde{x}) \times d_u(\tilde{x}) \) matrix s.t. \( \|D_u(\tilde{x})^{-1}\| < e^{-\chi} \).

Admissible manifolds: We define an \( s \)-admissible manifold at \( v \) as a set of the form \( \Psi_x^{-1}\{v_1, G(v_1)\} : v_1 \in B^{d_s(\tilde{x})}[p^s] \) where \( G : B^{d_u(\tilde{x})}[p^u] \to \mathbb{R}^{d_u(\tilde{x})} \) is a \( C^{1+\beta/3} \) function s.t.:

- (AM1) \( \|G(0)\| \leq 10^{-3}(p^s \wedge p^u) \).
- (AM2) \( \|dG_0\| \leq \frac{1}{2}(p^s \wedge p^u)^{\beta/3} \).
- (AM3) \( \|dG\|_{C^0} + \text{Hol}_G(dG) \leq \frac{1}{2} \) where the norms are taken in \( B^{d_s(\tilde{x})}[p^s] \).

Similarly, a \( u \)-admissible manifold at \( v \) is a set of the form \( \Psi_x^{-1}\{(G(v_2), v_2) : v_2 \in B^{d_u(\tilde{x})}[p^u]\} \) where \( G : B^{d_u(\tilde{x})}[p^u] \to \mathbb{R}^{d_u(\tilde{x})} \) is a \( C^{1+\beta/3} \) function satisfying (AM1)–(AM3), where the norms are taken in \( B^{d_u(\tilde{x})}[p^u] \).

The function \( G \) is called the representing function. Since we are working with the euclidean norm, admissible manifolds at \( v \) are contained in \( \Psi_x^{-1}(B^{d_s(\tilde{x})}[p^s] \times B^{d_u(\tilde{x})}[p^u]) \). Let \( \mathcal{M}^s(v) \) (resp. \( \mathcal{M}^u(v) \)) denote the set of all \( s \)-admissible (resp. \( u \)-admissible) manifolds at \( v \). Define a metric on \( \mathcal{M}^s(v) \), comparing representing functions: for \( V_1, V_2 \in \mathcal{M}^s(v) \) with representing functions \( G_1, G_2 \) and for \( i \geq 0 \), define \( d_{C^i}(V_1, V_2) := \|G_1 - G_2\|_{C^i} \), where the norm is taken in \( B^{d_s(\tilde{x})}[p^s] \). A similar definition holds for \( \mathcal{M}^u(v) \).

**Lemma 3.4.** The following holds for \( \varepsilon > 0 \) small enough. If \( v = \Psi_x^{\mu, \nu} \) is an \( \varepsilon \)-double chart, then for every \( V^s \in \mathcal{M}^s(v) \) and \( V^u \in \mathcal{M}^u(v) \) the intersection \( V^s \cap V^u \) consists of a single point \( y = \Psi_x(w) \), and \( \|w\| < 50^{-1}(p^s \wedge p^u) \). Additionally, \( y \) is a Lipschitz function of the pair \( (V^s, V^u) \), with Lipschitz constant 3.

Let \( v = \Psi_x^{\mu, \nu} \), \( w = \Psi_y^{\mu, \nu} \) be \( \varepsilon \)-double charts with \( v \xrightarrow{\varepsilon} w \). We now define the graph transforms: these are two maps that work in different directions of the edge \( v \xrightarrow{\varepsilon} w \), one of them sending \( u \)-admissible manifolds at \( v \) to \( u \)-admissible manifolds at \( w \), and the other sending \( s \)-admissible manifolds at \( w \) to \( s \)-admissible manifolds at \( v \). In the sequel, we will write \( d_s(\tilde{x}) = d_s(\tilde{y}) \) and \( m - d_s(\tilde{x}) = d_u(\tilde{x}) = d_u(\tilde{y}) \).

**Graph transforms \( \mathcal{F}^s_{v,w} \) and \( \mathcal{F}^u_{v,w} \):** The graph transform \( \mathcal{F}^s_{v,w} : \mathcal{M}^s(w) \to \mathcal{M}^s(v) \) is the map that sends an \( s \)-admissible manifold at \( w \) with representing function \( G : B^{d_s(q^s)} \to \mathbb{R}^{-m-d} \) to the unique \( s \)-admissible manifold at \( v \) with representing function \( G : B^{d_s(p^s)} \to \mathbb{R}^{-m-d} \) s.t.

\[
\left\{ (v_1, \tilde{G}(v_1)) : v_1 \in B^{d_s(p^s)} \right\} \subset F_{\tilde{x},\tilde{y}}^{-1} \left\{ (v_1, G(v_1)) : v_1 \in B^{d_s(q^s)} \right\}.
\]
The graph transform $\mathcal{F}_{v,w}: \mathscr{M}^u(v) \to \mathscr{M}^u(w)$ is the map that sends a $u$-admissible manifold at $v$ with representing function $G: B^{m-d}[p^u] \to \mathbb{R}^d$ to the unique $u$-admissible manifold at $w$ with representing function $G: B^{m-d}[q^u] \to \mathbb{R}^d$ s.t.

$$\{ (\tilde{G}(v_2), v_2) : v_2 \in B^{m-d}[q^u] \} \subset F_{\tilde{x},\tilde{y}} \{ (G(v_2), v_2) : v_2 \in B^{m-d}[p^u] \}.$$ 

In other words, the representing functions of $s,u$-admissible manifolds change by the application of $F_{\tilde{x},\tilde{y}}, F_{\tilde{x},\tilde{y}}$ respectively.

**Proposition 3.5.** The following holds for $\varepsilon > 0$ small enough. If $v \xrightarrow{\varepsilon} w$ then $\mathcal{F}_{v,w}$ and $\mathcal{F}_{v,w}^u$ are well-defined. Furthermore, if $V_1, V_2 \in \mathscr{M}^u(v)$ then:

1. $d_{C^0}(\mathcal{F}_{v,w}(V_1), \mathcal{F}_{v,w}(V_2)) \leq e^{-\varepsilon/2}d_{C^0}(V_1, V_2)$.
2. $d_{C^1}(\mathcal{F}_{v,w}(V_1), \mathcal{F}_{v,w}(V_2)) \leq e^{-\varepsilon/2}(d_{C^1}(V_1, V_2) + d_{C^0}(V_1, V_2)^{\beta/3})$.
3. $f(V_1)$ intersects every element of $\mathscr{M}^s(w)$ at exactly one point.

An analogous statement holds for $\mathcal{F}_{v,w}$, where in (3) we consider $f^{-1}_{\tilde{x}}(V_1)$.

As already mentioned, all the proofs are in the Appendix, where the required assumptions (GT1)–(GT3) are weaker than we need. If $f_{\tilde{x}}^p, p^u \xrightarrow{\varepsilon} f_{\tilde{y}}^p, q^u$ then (GT1)–(GT3) are satisfied for:

- $p = q^s, \tilde{p} = p^s, \eta = q^s \land q^u, \tilde{\eta} = p^s \land p^u$ and $F = F_{\tilde{x},\tilde{y}}^{-1}$, thus $\mathcal{F}_{v,w}^s$ satisfies the appendix.
- $p = p^u, \tilde{p} = q^u, \eta = p^s \land p^u, \tilde{\eta} = q^s \land q^u$ and $F = F_{\tilde{x},\tilde{y}}$, thus $\mathcal{F}_{v,w}^u$ satisfies the appendix.

### 3.5. Stable/unstable manifolds of $\varepsilon$–gpo's.

Call a sequence $v^+ = \{v_n\}_{n \geq 0}$ a positive $\varepsilon$–gpo if $v_n \xrightarrow{\varepsilon} v_{n+1}$ for all $n \geq 0$. Similarly, a negative $\varepsilon$–gpo is a sequence $v^- = \{v_n\}_{n \leq 0}$ s.t. $v_{n-1} \xrightarrow{\varepsilon} v_n$ for all $n \leq 0$.

**Stable/unstable manifold of positive/negative $\varepsilon$–gpo:** The stable manifold of a positive $\varepsilon$–gpo $v^+ = \{v_n\}_{n \geq 0}$ is

$$V^s[v^+] := \lim_{n \to -\infty} (\mathcal{F}_{v_0,v_1}^s \circ \cdots \circ \mathcal{F}_{v_{n-1},v_n}^s \circ F_{v_{n-1},v_n})(V_n)$$

for some (any) choice of $(V_n)_{n \geq 0}$ with $V_n \in \mathscr{M}^s(v_n)$. The unstable manifold of a negative $\varepsilon$–gpo $v^- = \{v_n\}_{n \leq 0}$ is

$$V^u[v^-] := \lim_{n \to \infty} (\mathcal{F}_{v_0,v_1}^u \circ \cdots \circ \mathcal{F}_{v_{n+1},v_{n+2}}^u \circ F_{v_{n+1},v_{n+2}})(V_n)$$

for some (any) choice of $(V_n)_{n \leq 0}$ with $V_n \in \mathscr{M}^u(v_n)$. For an $\varepsilon$–gpo $v = \{v_n\}_{n \in \mathbb{Z}}$, let $V^s[v] := V^s[\{v_n\}_{n \geq 0}]$ and $V^u[v] := V^u[\{v_n\}_{n \leq 0}]$.

Before proceeding to the main properties of these manifolds, let us show that the action of the graph transforms has a simple description in terms of positive/negative $\varepsilon$–gpo’s.

**Lemma 3.6.** Let $v \xrightarrow{\varepsilon} w$. If $v^- = \{v_n\}_{n \leq 0}$ is a negative $\varepsilon$–gpo with $v_0 = v$, then

$$\mathcal{F}_{v,w}^u(V^u[v^-]) = V^u[w^-]$$

where $w^- = \{w_n\}_{n \leq 0}$ is the negative $\varepsilon$–gpo with $w_0 = w$ and $w_n = v_{n+1}$ for $n < 0$.

Similarly, if $w^+ = \{w_n\}_{n \geq 0}$ is a positive $\varepsilon$–gpo with $w_0 = w$, then

$$\mathcal{F}_{v,w}^s(V^s[w^+]) = V^s[w^+]$$

where $w^+ = \{w_n\}_{n \geq 0}$ is the positive $\varepsilon$–gpo with $v_0 = v$ and $v_n = w_{n-1}$ for $n > 0$. 

Proof. We prove the first statement. By definition,

\[
V^u[w^-] = \lim_{n \to \infty} (\mathcal{F}_{w_{n-1},w_0}^u \circ \mathcal{F}_{w_{n-2},w_{n-1}}^u \circ \cdots \circ \mathcal{F}_{w_0,w_{n-1}}^u)(V_n)
\]

\[
= \lim_{n \to \infty} (\mathcal{F}_{w,w_0}^u \circ \cdots \circ \mathcal{F}_{w_{n+1},w_{n+2}}^u)(V_n).
\]

for some (any) choice of \((V_n)_{n \leq 0}\) with \(V_n \in \mathcal{M}^u(w_n) = \mathcal{M}^u(w_{n+1})\). By Proposition 3.5, \(\mathcal{F}_{w,w_0}^u\) is continuous and so

\[
V^u[w^-] = \mathcal{F}_{w,w_0}^u \left[ \lim_{n \to \infty} (\mathcal{F}_{w_{n-1},w_0}^u \circ \cdots \circ \mathcal{F}_{w_{n+1},w_{n+2}}^u)(V_n) \right] = \mathcal{F}_{w,w_0}^u(V^u[w^-]).
\]

The second statement is proved analogously.

The next proposition collects the main properties of stable/unstable manifolds.

**Proposition 3.7.** The following holds for all \(\varepsilon > 0\) small enough. For every positive \(\varepsilon\)-gpo \(v^+ = \{\Psi_{x_n}^{p_0,p_n}\}_{n \geq 0}\) and every negative \(\varepsilon\)-gpo \(v^- = \{\Psi_{x_n}^{p_0,p_n}\}_{n \leq 0}\):

1. **Admissibility:** \(V^s[v^+]\) is a well-defined admissible manifold at \(v_0\), and if \(G\) and \(G_n\) are the contracting properties of \(V^s[v^+]\) and \((\mathcal{F}_{v_0,v_1}^s \circ \cdots \circ \mathcal{F}_{v_{n-1},v_n}^s)(V_n)\) respectively, then \(dG_n \to dG\) uniformly. The same holds for \(V^u[v^-]\).

2. **Invariance:** If \(d = d_\ast(\tilde{x}_0)\) then \(V^s[v^+]\) equals

\[
\left\{ \begin{array}{l}
y \in \Psi_{\tilde{x}_n}(B^d[p_0] \times B^{m-d}[p_0]) : f^n(y) \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]), \\
\forall n \geq 0
\end{array} \right. \]

and \(V^u[v^-]\) equals

\[
\left\{ \begin{array}{l}
y \in \Psi_{\tilde{x}_n}(B^d[p_0] \times B^{m-d}[p_0]) : (f_{\tilde{x}_n}^{-1} \circ \cdots \circ f_{\tilde{x}_{n-1}}^{-1})(y) \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]), \\
\forall n < 0
\end{array} \right. \]

3. **Shadowing:** If \(d = d_\ast(\tilde{x}_0)\) then \(V^s[v^+]\) equals

\[
\left\{ \begin{array}{l}
y \in \Psi_{\tilde{x}_n}(B^d[p_0] \times B^{m-d}[p_0]) : f^n(y) \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]), \\
\forall n \geq 0
\end{array} \right. \]

and \(V^u[v^-]\) equals

\[
\left\{ \begin{array}{l}
y \in \Psi_{\tilde{x}_n}(B^d[p_0] \times B^{m-d}[p_0]) : (f_{\tilde{x}_n}^{-1} \circ \cdots \circ f_{\tilde{x}_{n-1}}^{-1})(y) \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]), \\
\forall n < 0
\end{array} \right. \]

4. **Hyperbolicity:** If \(y, z \in V^s[v^+]\) then

\[
d(f^n(y), f^n(z)) \leq 4p_0 \varepsilon^{-\frac{\beta}{n}} \text{ for all } n \geq 0.
\]

Similarly, if \(y, z \in V^u[v^-]\) then

\[
d((f_{\tilde{x}_n}^{-1} \circ \cdots \circ f_0^{-1})(y), (f_{\tilde{x}_n}^{-1} \circ \cdots \circ f_0^{-1})(z)) \leq 4p_0 \varepsilon^{\frac{\beta}{n}} \text{ for all } n \leq 0.
\]

5. **Hölder property:** The map \(v^+ \mapsto V^s[v^+]\) is Hölder continuous, i.e., there exists \(K > 0\) and \(\theta < 1\) s.t. for all \(N \geq 0\), if \(v^+, w^+\) are positive \(\varepsilon\)-gps with \(v_n = w_n\) for \(n = 0, \ldots, N\) then \(d_{C^1}(V^s[v^+], V^s[w^+]) \leq K\theta^N\). The same holds for the map \(v^- \mapsto V^u[v^-]\).

**Proof.** When \(M\) is compact and \(f\) is a \(C^{1+\beta}\) diffeomorphism, this is [BO18, Prop. 3.12 and 4.4(1)]. The same proofs work in our case, since they only use the hyperbolicity of \(F_{\tilde{x}_n,\tilde{x}_{n+1}}^{1+\beta}\) (Theorem 3.3) and the contracting properties of the graph transforms (Proposition 3.5).
3.6. Stable/unstable sets of \( \varepsilon \)-gpo’s. Having in mind that we want to build a symbolic dynamics for \( \hat{f} : \hat{M} \to \hat{M} \), we now introduce the set-theoretical counterparts of stable/unstable manifolds in \( \hat{M} \), which we call stable/unstable sets.

**Stable/unstable set of positive/negative \( \varepsilon \)-gpo:** The **stable set** of a positive \( \varepsilon \)-gpo \( \Psi \) is 

\[
\hat{V}^s(\Psi) := \{ y_n \in \hat{M} : y_0 = \hat{V}^s(y) \}
\]

The **unstable set** of a negative \( \varepsilon \)-gpo \( \Psi \) is 

\[
\hat{V}^u(\Psi) := \{ y_n \in \hat{M} : y_0 = \hat{V}^u(y) \}
\]

For an \( \varepsilon \)-gpo \( \Psi = \{ v_n \}_{n \in \mathbb{Z}} \), let \( \hat{V}^s(\Psi) := \hat{V}^s(\{ v_n \}_{n \geq 0}) \) and \( \hat{V}^u(\Psi) := \hat{V}^u(\{ v_n \}_{n \leq 0}) \).

In other words, \( \hat{V}^s(\Psi) \) is the set of all points in \( \hat{M} \) for which the zeroth position belongs to \( V^s(\Psi) \), while \( \hat{V}^u(\Psi) \) is the set of all points in \( \hat{M} \) for which the zeroth position belongs to \( V^u(\Psi) \) and **additionally** the negative positions are uniquely determined by the inverse branches prescribed by \( \Psi \). By Proposition 3.7(4), \( \hat{V}^u(\Psi) \) has diameter \( \leq 4p_0^u \). On the other hand, \( \hat{V}^s(\Psi) \) might have big diameter. Indeed, two elements \( \hat{y}, \hat{z} \in \hat{V}^s(\Psi) \) can have \( y_{-1}, z_{-1} \) generated by different inverse branches of \( \hat{f} \) and then, since the distance in \( \hat{M} \) is a supremum over all negative positions, the distance \( d(\hat{y}, \hat{z}) \) can be large. This is somewhat contradictory to calling \( \hat{V}^s(\Psi) \) a stable set, but we will nevertheless use this terminology. In any case, the coding we will construct will consider intersections of stable and unstable sets, which in particular will have diameter \( \leq 4p_0^u \). The next proposition justifies our terminology.

**Lemma 3.8.** The following holds for all \( \varepsilon > 0 \) small enough:

1. If \( \Psi = \{ \Psi_{xx}^n \}_{n \geq 0} \) is a positive \( \varepsilon \)-gpo and \( d = d_s(\tilde{x}_0) \) then

\[
\hat{V}^s(\Psi) = \partial^{-1}(V^s(\Psi)) = \left\{ (y_n)_{n \in \mathbb{Z}} \in \hat{M} : y_0 = \Psi_{xx}(B^d[p_0^s] \times B^{m-d}[p_0^s]) \right\}
\]

2. If \( \Psi = \{ \Psi_{xx}^n \}_{n \leq 0} \) is a negative \( \varepsilon \)-gpo and \( d = d_s(\tilde{x}_0) \) then

\[
\hat{V}^u(\Psi) = \left\{ (y_n)_{n \in \mathbb{Z}} \in \hat{M} : y_0 = \Psi_{xx}(B^d[p_0^u] \times B^{m-d}[p_0^u]) \right\}
\]

This lemma is just a rewriting of the definitions of \( \hat{V}^s(\Psi) \) and \( \hat{V}^u(\Psi) \) in terms of Proposition 3.7(3). We just observe that the equality \( y_0 = f_{\tilde{x}_0}^{-1}(y_{n+1}) \) in part (2) follows from Lemma 3.2.

**Stable/unstable sets at \( v \):** Given an \( \varepsilon \)-double chart \( v \), a **stable set** at \( v \) is any \( \hat{V}^s(\Psi) \) which is a positive \( \varepsilon \)-gpo with \( v_0 = v \). We let \( \hat{\mathcal{M}}^s(v) \) denote the set of all stable sets at \( v \). Similarly, an **unstable set** at \( v \) is any \( \hat{V}^u(\Psi) \) which is a negative \( \varepsilon \)-gpo with \( v_0 = v \), and we let \( \hat{\mathcal{M}}^u(v) \) denote the set of all unstable sets at \( v \).

Now we define graph transforms for stable/unstable sets. Let \( v \leadsto w \).

**Graph transforms** \( \tilde{F}_{v,w} : \hat{\mathcal{M}}^s(v) \to \hat{\mathcal{M}}^s(w) \) is the map that sends \( \hat{V}^s(w) \) to \( \hat{V}^s(v) \) where \( \hat{V}^s(v) \) is defined by \( v_0 = v \) and \( v_n = w_{n-1} \) for all \( n > 0 \). Similarly, the graph transform
\[ \hat{\mathcal{F}}_{v,w} : \hat{\mathcal{M}}(v) \rightarrow \hat{\mathcal{M}}(w) \] is the map that sends \( \hat{\mathcal{M}}[w^{-}] \in \hat{\mathcal{M}}(v) \) to \( \hat{\mathcal{M}}[w^{-}] \in \hat{\mathcal{M}}(w) \) where \( w^{-} = \{ w_{n} \}_{n \leq 0} \) is defined by \( w_{0} = w \) and \( w_{n} = v_{n+1} \) for all \( n < 0 \).

The next result collects the main properties of the graph transforms and stable/unstable sets.

**Proposition 3.9.** The following holds for all \( \varepsilon > 0 \) small enough.

1. **Product Structure:** If \( \hat{V}^{s}/\hat{V}^{u} \) is a stable/unstable set at \( v \) then \( \hat{V}^{s} \cap \hat{V}^{u} \) consists of a single element of \( \hat{M} \).

2. **Action under \( \hat{\mathcal{F}}^{s/u} \):** Let \( v \xrightarrow{\varepsilon} w \). If \( \hat{V}^{u} \in \hat{\mathcal{M}}(v) \) then \( \hat{\mathcal{F}}_{v,w}[\hat{V}^{u}] \subset \hat{f}(\hat{V}^{u}) \).

   Similarly, if \( \hat{V}^{s} \in \hat{\mathcal{M}}(w) \) then \( \hat{\mathcal{F}}_{v,w}[\hat{V}^{s}] \subset \hat{f}^{-1}(\hat{V}^{s}) \).

3. **Action under \( \hat{f} \):**

   \[ \hat{f} \left( \hat{V}^{s}[\{ v_{n} \}_{n \geq 0}] \right) \subset \hat{V}^{s}[\{ v_{n} \}_{n \geq 1}] \quad \text{and} \quad \hat{f}^{-1} \left( \hat{V}^{s}[\{ v_{n} \}_{n \leq 0}] \right) \subset \hat{V}^{s}[\{ v_{n} \}_{n \leq -1}] \]

4. **Hyperbolicity:** If \( (y_{n})_{n \in \mathbb{Z}}, (z_{n})_{n \in \mathbb{Z}} \in \hat{V}^{s}[w^{+}] \) where \( w^{+} = \{ \Psi_{\hat{x}^{-1}}^{\hat{p}_{+}} \}_{n \geq 0} \), then

   \[ d(y_{n}, z_{n}) \leq 4p_{0}e^{-\frac{\varepsilon}{2}n} \]

   for all \( n \geq 0 \).

   Hence, taking \( \theta = \max \left\{ e^{-\frac{\varepsilon}{2}}, \frac{1}{2} \right\} \), if \( \hat{y}, \hat{z} \in \hat{V}^{s}[w^{+}] \) then \( d(\hat{y}_{n}, \hat{z}_{n}) < \theta^{n} \)

   for all \( n \geq 0 \). Similarly, if \( (y_{n})_{n \in \mathbb{Z}}, (z_{n})_{n \in \mathbb{Z}} \in \hat{V}^{s}[w^{-}] \) where \( w^{-} = \{ \Psi_{\hat{x}^{-1}}^{\hat{p}_{-}} \}_{n \leq 0} \), then

   \[ d(y_{n}, z_{n}) \leq 4p_{0}e^{\frac{\varepsilon}{2}n} \]

   for all \( n \leq 0 \).

   Hence, if \( \hat{y}, \hat{z} \in \hat{V}^{s}[w^{-}] \) then \( d(\hat{f}(\hat{y}_{n}), \hat{f}(\hat{z}_{n})) < \theta^{n} \) for all \( n \leq 0 \).

5. **Disjointness:** Let \( v = \Psi_{\hat{x}}^{p_{+}} \) and \( w = \Psi_{\hat{y}}^{q_{-}} \) with \( \hat{x} = \hat{y} \). If \( \hat{V}^{s}, \hat{W}^{s} \) are stable sets at \( v \) and \( w \) then they are either disjoint or one contains the other. The same holds for unstable sets \( \hat{V}^{u}, \hat{W}^{u} \) at \( v \) and \( w \).

6. **Let \( v \xrightarrow{\varepsilon} w \). If \( \hat{V}^{u} \) is an unstable set at \( v \) then \( \hat{f}(\hat{V}^{u}) \) intersects every stable set at \( w \) at a single element; if \( \hat{V}^{s} \) is a stable set at \( w \) then \( \hat{f}^{-1}(\hat{V}^{s}) \) intersects every unstable set at \( v \) at a single element.**

**Proof.**

(1) Write \( v = \Psi_{\hat{x}^{-1}}^{p_{+}}, \hat{V}^{s} = \hat{V}^{s}[\{ \Psi_{\hat{x}^{-1}}^{p_{+}} \}_{n \geq 0}], \hat{V}^{u} = \hat{V}^{u}[\{ \Psi_{\hat{x}^{-1}}^{p_{+}} \}_{n \leq 0}] \). Let us see the conditions for which \( \hat{y} = (y_{n})_{n \in \mathbb{Z}} \) belongs to \( \hat{V}^{s} \cap \hat{V}^{u} \). By the definition of stable/unstable sets, we must have that \( y_{0} \in V^{s}[\{ \Psi_{\hat{x}^{-1}}^{p_{+}} \}_{n \geq 0}] \cap V^{u}[\{ \Psi_{\hat{x}^{-1}}^{p_{+}} \}_{n \leq 0}] \).

By Lemma 3.4, this latter intersection consists of a single element, hence \( y_{0} \) is uniquely defined. In particular, if \( n \geq 0 \) then each \( y_{n} = f^{n}(y_{0}) \) is uniquely defined. Finally, by Lemma 3.8(2), if \( n \leq 0 \) then \( y_{n} = (f_{\hat{x}^{-1}}^{-1} \circ \cdots \circ f_{\hat{x}^{-1}}^{-1})(y_{0}) \) is uniquely defined. These conditions uniquely characterize \( \hat{y} \).

(2) We prove the statement for \( \hat{\mathcal{F}}_{v,w} \) (the proof for \( \hat{\mathcal{F}}_{v} \) is simpler because there is no need to control inverse branches). Fix a negative \( \varepsilon \)-gpo \( v^{-} = \{ v_{n} \}_{n \leq 0} \) with \( v_{0} = v \), and let \( w^{-} = \{ w_{n} \}_{n \leq 0} \) defined by \( w_{0} = w \) and \( w_{n} = v_{n+1} \) for \( n < 0 \). Let \( V^{u} = V^{u}[w^{-}], \hat{V}^{u} = \hat{V}^{u}[w^{-}], W^{u} = V^{u}[w^{-}] \) and \( \hat{W}^{u} = \hat{V}^{u}[w^{-}] \). By definition, \( \hat{\mathcal{F}}_{v,w}(V^{u}) = \hat{W}^{u} \), and so we need to show that \( \hat{f}(\hat{V}^{u}) \supset \hat{W}^{u} \). By Lemma 3.6, we have \( \hat{\mathcal{F}}_{v,w}(V^{u}) = W^{u} \). Since \( \hat{\mathcal{F}}_{v,w} \) is a restriction of \( f \) to a subset, \( f(V^{u}) \supset W^{u} \).

Writing \( w_{n} = \Psi_{\hat{x}^{-1}}^{p_{+}} \), the definition of unstable set gives that

\[ \hat{V}^{u} = \left\{ \hat{y} = (y_{n})_{n \in \mathbb{Z}} \in \hat{M} : y_{0} \in V^{u} \text{ and } y_{n} = f_{\hat{x}^{-1}}^{-1}(y_{n+1}) \text{ for all } n < 0 \right\} \]
By the definition of stable sets and Proposition \(3.7(2)\), on the estimates of \(\hat{f}(\hat{u}) = \{(z_n)_{n \in \mathbb{Z}} \in \hat{M} : z_0 \in f(V^u) \text{ and } z_n = f_{\hat{x}_n}^{-1}(z_{n+1}) \text{ for all } n < 0\}\),

\[\mathcal{E} = (z_n)_{n \in \mathbb{Z}} \in \hat{M} : z_0 \in W^u \text{ and } z_n = f_{\hat{x}_n}^{-1}(z_{n+1}) \text{ for all } n < 0\] = \(\hat{W}^u\).

(3) By the definition of stable sets and Proposition \(3.7(2)\),

\[\hat{f}(\hat{V}^u) = \{(\hat{x}_n)_{n \in \mathbb{Z}} \in \hat{M} : \hat{x}_0 \in f(V^u) \text{ and } \hat{x}_n = f_{\hat{x}_n}^{-1}(\hat{x}_{n+1}) \text{ for all } n < 0\}\]

\[\supset \{(\hat{x}_n)_{n \in \mathbb{Z}} \in \hat{M} : \hat{x}_0 \in W^u \text{ and } \hat{x}_n = f_{\hat{x}_n}^{-1}(\hat{x}_{n+1}) \text{ for all } n < 0\} = \hat{W}^u.

Similarly,

\[\hat{f}^{-1}(\hat{V}^u) = \{(\hat{x}_n)_{n \in \mathbb{Z}} \in \hat{M} : \hat{x}_0 \in V^u \text{ and } x_n = f_{\hat{x}_n}^{-1}(x_{n+1}) \text{ for all } n < 0\}\]

\[\supset \{(\hat{x}_n)_{n \in \mathbb{Z}} \in \hat{M} : \hat{x}_0 \in V^u \text{ and } x_n = f_{\hat{x}_n}^{-1}(x_{n+1}) \text{ for all } n < 0\} = \hat{V}^u.

(4) The estimates of \(d(y_n, z_n)\) follow directly from Proposition \(3.7(4)\), so we focus on the estimates of \(d(\hat{f}^n(\hat{y}), \hat{f}^n(\hat{z}))\). Let \(\theta := \max \{e^{-\frac{n}{2}}, \frac{1}{2}\}\). Start with \(\hat{y}, \hat{z} \in \hat{V}^u[\hat{u}^+]\), and fix \(n \geq 0\). Recalling that the diameter of \(M\) is smaller than one and using that \(\hat{f}^n(\hat{y}) = \{(y_{n+k})_{k \in \mathbb{Z}}\}_{k \in \mathbb{Z}}\) and \(\hat{f}^n(\hat{z}) = \{(z_{n+k})_{k \in \mathbb{Z}}\}_{k \in \mathbb{Z}}\), we have:

- If \(-n \leq k \leq 0\) then \(d(y_{n+k}, z_{n+k}) \leq 4p^*_n e^{-\frac{n}{2}(n+k)} < \theta^{n+k}\). This implies that \(2^k d(y_{n+k}, z_{n+k}) < \theta^{-k} \theta^{n+k} = \theta^n\).

- If \(-n < k\) then \(2^k d(y_{n+k}, z_{n+k}) < 2^k \theta^{-k} \theta^{n-k} = \theta^{n-2k}\) \(= \theta^{-n}\). Hence \(d(\hat{f}^n(\hat{y}), \hat{f}^n(\hat{z})) < \theta^n\). The other estimate is simpler. Let \(\hat{y}, \hat{z} \in \hat{V}^u[\hat{u}^+]\) and fix \(n \leq 0\). For \(k \leq 0\) we have \(d(y_{n+k}, z_{n+k}) \leq 4p^*_n e^{-\frac{n}{2}(n+k)} < \theta^{-n-k}\) and so \(2^k d(y_{n+k}, z_{n+k}) < \theta^{-k} \theta^{n-k} = \theta^{-n-2k} \leq \theta^{-n}\). Hence \(d(\hat{f}^n(\hat{y}), \hat{f}^n(\hat{z})) < \theta^{-n}\).

(5) The proof is motivated by [Sar13, Proposition 6.4], with the modifications needed to deal with inverse branches. We start dealing with unstable sets. Let \(\hat{V}^u = \hat{V}^u[\hat{u}^-]\) where \(\hat{u}^- = \{(\hat{x}_n, \hat{p}_n)\}_{n \leq 0}\) and \(\hat{V}^u = \hat{V}^u[\hat{w}^-]\) where \(\hat{w}^- = \{(\hat{y}_n, \hat{q}_n)\}_{n \leq 0}\), and assume that \(\hat{x}_0 = \hat{y}_0\) and \(\hat{V}^u \cap \hat{W}^u \neq \emptyset\). We will show that if \(q^*_0 \leq p^*_0\) then \(\hat{W}^u \subset \hat{V}^u\). To do this, we first prove that for \(n < 0\) the inverse branches \(f_{\hat{x}_n}^{-1}\) and \(f_{\hat{y}_n}^{-1}\) coincide in the domains of interest.

CLAIM 1: For every \(n \leq 0\) it holds \(\theta_n[\hat{W}^u] \subset E_{\hat{x}_{n-1}}\) and \(\theta_{n-1}[\hat{W}^u] \subset f_{\hat{x}_{n-1}}^{-1}(E_{\hat{x}_{n-1}})\).

**Proof of Claim 1.** Fix \(\hat{x} = (z_k)_{k \in \mathbb{Z}} \in \hat{V}^u \cap \hat{W}^u\) and \(n \leq 0\). Recall, by the proof of Lemma \(3.2\) that \(Q(\hat{x}_0) < \varepsilon \rho(\hat{x}_{n-1})\). Using that \(\hat{z} \in \hat{V}^u\), Lemma \(3.8\) implies that

\[z_n \in B(\theta_0[\hat{x}_n], 40Q(\hat{x}_n)) \subset B(\theta_1[\hat{x}_{n-1}], 50Q(\hat{x}_n)),\]

since by the overlap assumption we have \(d(\theta_0[\hat{x}_n], \theta_1[\hat{x}_{n-1}]) < p^*_n \wedge p^*_n < Q(\hat{x}_n)\). Now let \(\hat{t} = (t_k)_{k \in \mathbb{Z}} \in \hat{W}^u\) be arbitrary. Using part (4) and the inequality \(p^*_0 \leq \theta_n[\hat{V}^u] \subset E_{\hat{x}_{n-1}}\) and \(\theta_{n-1}[\hat{W}^u] \subset f_{\hat{x}_{n-1}}^{-1}(E_{\hat{x}_{n-1}})\).
If $\varepsilon > 0$ is small then $d(z_n, t_n) \leq 4q_0^u e^{-\varepsilon n} \leq 4q_0^u e^{-\varepsilon n} \leq 4 \left( \frac{\varepsilon}{p_0^u} \right) p_n^u \leq 4p_n^u$ and so $\vartheta_n[\hat{W}^u] \subset B(\vartheta_n[\hat{z}_{n-1}], 50Q(\hat{x}_{n-1}) + 4p_n^u) \subset E\hat{x}_{n-1}$, where in the last passage we used that $50Q(\hat{x}_{n-1}) + 4p_n^u < 60Q(\hat{x}_{n-1}) < 2\varepsilon(\hat{x}_{n-1})$.

The second inclusion is easier. We have $z_{n-1} \in B(\vartheta_0[\hat{x}_{n-1}], 50Q(\hat{x}_{n-1}))$ and $d(z_{n-1}, t_{n-1}) \leq 4p_{n-1}^u$, thus $\vartheta_{n-1}[\hat{W}^u] \subset B(\vartheta_0[\hat{x}_{n-1}], 50Q(\hat{x}_{n-1}))$. Now, (A6) implies $f_{\hat{x}_{n-1}}^{-1}(E\hat{x}_{n-1}) \supset B(\vartheta_0[\hat{x}_{n-1}], 2d(\vartheta_0[\hat{x}_{n-1}], \mathcal{S})^a(\hat{x}_{n-1}))$. The radius of this latter ball is $> 2p(\hat{x}_{n-1})^2a > 50Q(\hat{x}_{n-1})$, therefore $\vartheta_{n-1}[\hat{W}^u] \subset f_{\hat{x}_{n-1}}^{-1}(E\hat{x}_{n-1})$. \hfill $\square$

Letting $d = d_s(\hat{x}_0)$, Claim 1 implies that

$$\hat{W}^u = \left\{ (z_n)_{n \in \mathbb{N}} \in \hat{M} : z_0 \in \Psi_{\hat{x}_0}(B[d]^{[p_0^u]} \times B^{m-1}[p_0^u]), z_n = f_{\hat{x}_n}^{-1}(z_{n+1}) \in \Psi_{\hat{y}_n}(B[20Q(\hat{y}_n)]), \forall n < 0 \right\},$$

i.e. we can substitute $f_{\hat{x}_n}^{-1}$ by $f_{\hat{x}_n}^{-1}$ in the inverse branches. This allows us to employ the same methods of [Sar13, Proposition 6.4], summarized in our context as follows. Below, “$n$ is small enough” means that $-n$ is large enough.

**Claim 2:** If $n$ is small enough then $\vartheta_n[\hat{W}^u] \subset \Psi_{\hat{x}_n}(B[d]^{[p_0^u]} \times B^{m-1}[p_0^u])$.

The proof is made exactly as in [Sar13, Claim 1 in pp. 420].

**Claim 3:** If $n$ is small enough then $\vartheta_n[\hat{W}^u] \subset \Psi_{\hat{x}_n}(B[d]^{[p_0^u]} \times B^{m-1}[p_0^u])$.

The proof of this claim is made exactly as in [Sar13, Claim 2 in pp. 420]. Finally, to prove that $\hat{W}^u \subset \hat{V}^u$, we proceed as in [BO18, Claim 3 in pp. 102]. The proof for stable sets is simpler and can be made as in [Sar13, Proposition 6.4] or [BO18, Claim 3 in pp. 102], since in this case we do not have difficulties with inverse branches.

(6) Since $\hat{f}$ is invertible, it is enough to prove the first statement. Let $v = \Psi_{\hat{x}}^{-1} q^s, w = \Psi_{\hat{y}}^{-1} q^s, \hat{V}^u = \hat{V}^u[q^s]$ an unstable set at $v$, and $\hat{V}^s = \hat{V}^u[w^s]$ a stable set at $w$. Let $V^u = V^u[w^s]$ and $V^s = V^s[w^s]$. If $(z_n)_{n \in \mathbb{Z}} \in \hat{f}(\hat{V}^u) \cap \hat{V}^s$ then $z_n \in f(V^u) \cap V^s$. By Proposition 3.5(3), $z_0$ is uniquely defined. In particular, $z_n$ is uniquely defined for all $n \geq 0$. Furthermore, $z_1 = f_{\hat{x}}^{-1}(z_0)$ is uniquely defined and therefore, by Lemma 3.8(2), $z_n$ is uniquely defined for each $n < -1$. This show that $\hat{f}(\hat{V}^u) \cap \hat{V}^s$ consists of a single element. \hfill $\square$

**Shadowing:** We say that an $\varepsilon$-gpo $\{\Psi_{\hat{x}_n}^{p_n^u, p_n^s}\}_{n \in \mathbb{Z}}$ shadows a point $\hat{y} = (y_n)_{n \in \mathbb{Z}} \in \hat{M}$ if $y_n \in \Psi_{\hat{x}_n}(B[20Q(\hat{x}_n)])$ for all $n \in \mathbb{Z}$.

**Lemma 3.10.** Every $\varepsilon$-gpo shadows a unique point.

The proof is the same as [LS19, Theorem 4.2], with the shadowed point of an $\varepsilon$-gpo $\hat{y}$ being the intersection $V^s[a] \cap \hat{V}^u[a]$. In particular, by Lemma 3.4 we obtain that shadowing implies the stronger inclusion $y_n \in \Psi_{\hat{x}_n}(B[p_n^u \wedge p_n^s])$ for all $n \in \mathbb{Z}$.

3.7. Hyperbolicity along stable/unstable sets. In this section, we establish some estimates that will play an essential role in the proof of Theorem 5.1. Given a positive $\varepsilon$-gpo $\hat{y}^s$, let $V^s/\hat{V}^s$ be its $s$-admissible manifold/set. Below, we use the notation $TV^s = \bar{T}V^s$ to represent the tangent bundle of $V^s$ as a subset of $\bar{T}M$, i.e. for every $\hat{y} \in \hat{V}^s$ we let $T_{\hat{y}}\bar{T}V^s$ be the tangent subspace $T_{\hat{y}[\hat{y}]}V^s$ as a subset of $\bar{T}M_{\hat{y}}$.

**Proposition 3.11.** The following holds for $\varepsilon > 0$ small enough.
(1) If $\hat{V}^s = \hat{V}^s[v^+]$ where $v^+ = (\Psi_{\hat{z}_n}^{p_n^s, p_{n+1}^s})_{n \geq 0}$ is a positive $\varepsilon$-gpo, then for every $v \in T\hat{V}^s$ with $\|v\| = 1$ and every $n \geq 0$ it holds
\[ \|\hat{d}^f(n)v\| \leq 8\|C(\hat{x}_0)^{-1}\| e^{-\varepsilon_{\hat{z}} n}. \]
Similarly, if $\hat{V}^u = \hat{V}^u[u^-]$ where $u^- = (\Psi_{\hat{z}_n}^{p_n^s, p_{n+1}^s})_{n \leq 0}$ is a negative $\varepsilon$-gpo, then for every $v \in T\hat{V}^u$ with $\|v\| = 1$ and every $n \geq 0$ it holds
\[ \|\hat{d}^f(-(n))v\| \leq 8\|C(\hat{x}_0)^{-1}\| e^{-\varepsilon_{\hat{z}} n}. \]

(2) If $v$ is an $\varepsilon$-gpo and $\{\hat{y}\} = \hat{V}^s[u] \cap \hat{V}^u[u]$, then for all nonzero $v \in T\hat{y}\hat{V}^s$ it holds
\[ \liminf_{n \to +\infty} \frac{1}{n} \log \|\hat{d}^f(-n)v\| > 0 \]
and for all nonzero $v \in T\hat{y}\hat{V}^u$ it holds
\[ \liminf_{n \to +\infty} \frac{1}{n} \log \|\hat{d}^f(n)v\| > 0. \]

Proof. All statements are about the cocycle $(\hat{d}^f(n))_{n \in \mathbb{Z}}$, therefore we can prove the result in the domains of the Pesin charts and then push it to the respective tangent spaces. As we will see, the proof is symmetric and so we just need to prove the estimates for the stable manifolds.

(1) Let $d = d_s(\hat{x}_0)$, and let $G_k$ be the representing function of $V^s[(\Psi_{\hat{z}_n}^{p_n^s, p_{n+1}^s})_{n \geq k}]$. Fix $v \in T\hat{y}\hat{V}^s$ with $\|v\| = 1$, and let $z = (v_0, G_0(v_0))$ with $\hat{d}[\hat{y}] = y = \Psi_{\hat{z}_0}(z)$. Thus
\[ v = (d\Psi_{\hat{z}_0})_z \left[ \begin{array}{c} w \\ (dG_0)_v w \end{array} \right] \]
for some $w \in \mathbb{R}^d$. In particular, $\|w\| \leq \left\| \left[ \begin{array}{c} w \\ (dG_0)_v w \end{array} \right] \right\| \leq 2\|C(\hat{x}_0)^{-1}\|$. Using that $\Psi_{\hat{z}_n} \circ F_{\hat{z}_{n-1}} \circ \cdots \circ F_{\hat{z}_0} = f^n \circ \Psi_{\hat{z}_0}$, we have
\[ \hat{d}^f(n)v = (d(\Psi_{\hat{z}_n} \circ F_{\hat{z}_{n-1}} \circ \cdots \circ F_{\hat{z}_0}))_z \left[ \begin{array}{c} w \\ (dG_0)_v w \end{array} \right] \]
and so
\[ \|\hat{d}^f(n)v\| \leq 2 \left\| (d(\Psi_{\hat{z}_n} \circ F_{\hat{z}_{n-1}} \circ \cdots \circ F_{\hat{z}_0}))_z \left[ \begin{array}{c} w \\ (dG_0)_v w \end{array} \right] \right\|. \]
Define inductively $z_k = (v_k, G_k(v_k))$ and $w_k \in \mathbb{R}^d$ by $z_0 = z$, $z_k = F_{\hat{z}_{k-1}, \hat{z}_k}(z_{k-1})$, $w_0 = w$ and
\[ \left[ \begin{array}{c} w_k \\ (dG_k)_v w_k \end{array} \right] = (dF_{\hat{z}_{k-1}, \hat{z}_k})_w \left[ \begin{array}{c} w_{k-1} \\ (dG_{k-1})_w w_{k-1} \end{array} \right]. \]
In particular, $z_k \in B^d[p_k^s] \times \mathbb{R}^{m-d} \subset B(2p_k^s)$. We want to bound $\left\| \left[ \begin{array}{c} w_n \\ (dG_n)_v w_n \end{array} \right] \right\|$. By Lemma 12.2(1), we have $\left\| \left[ \begin{array}{c} w_k \\ (dG_k)_v w_k \end{array} \right] \right\| \leq 2\|w_k\|$, hence it is enough to estimate $\|w_n\|$. Write $F_{\hat{z}_{k-1}, \hat{z}_k} = D(\hat{z}_{k-1}) + H_{k-1}^+$, where $H_{k-1}^+$ satisfies Theorem 3.3.
Then
\[ \|w_k\| \leq \|D_x(\hat{x}_{k-1})w_{k-1}\| + \left\| (dH_{k-1}^+)_{z_{k-1}} \left[ w_{k-1} \right] \right\| \]
\[ \leq (\|D_x(\hat{x}_{k-1})\| + 2\|H_{k-1}^+\|z_{k-1}) \|w_{k-1}\| \]
and so, by Lemma 2.1(2) and Theorem 3.3(b), we obtain that
\[ \|w_k\| \leq \left[ e^{-\chi} + 4\varepsilon(p_{k-1}^n)^{\beta/3} \right] \|w_{k-1}\| \leq e^{-\varepsilon/8} \|w_{k-1}\|, \quad (3.2) \]
where in the last passage we used that \( \varepsilon > 0 \) is small enough. Therefore, we conclude that \( \|w\| \leq e^{-\frac{\varepsilon}{8n}} \|w_0\| \leq 2\|\hat{C}(\hat{x}_0)^{-1}\|e^{-\frac{\varepsilon}{8}} \) and so \( \|\hat{d}^{(-n)}(v)\| \leq 8\|\hat{C}(\hat{x}_0)^{-1}\|e^{-\frac{\varepsilon}{8}}. \)

(2) Write \( \mathcal{V}_n = \{v_n\}_{n \in \mathbb{Z}} = \{\Psi_{\hat{x}_n}^{p_n}\}_{n \in \mathbb{Z}} \) with \( \eta_n = p_n^u \wedge p_n^s \), and let \( \hat{y} \in \hat{V}_s^{[\hat{z}] \cap \hat{V}_u^{[\hat{z}]}}. \) Let \( \hat{V}_s = \hat{V}_s^{[\{v_k\}_{k \geq n}]} \) and \( \hat{V}_u = \hat{V}_u^{[\{v_k\}_{k \leq n}]} \), we have \( \{\hat{f}_n(\hat{y})\} = \hat{V}_s \cap \hat{V}_u. \)

Fix a nonzero vector \( v \in T_{\hat{y}}\hat{V}_s \) and \( n \geq 0. \) Then \( w = \hat{d}^{(-n)}(v) \in T_{\hat{f}^{-n}(\hat{y})}\hat{V}_s. \) By part (1), we have \( \|w\| = \|\hat{d}^{(-n)}(v)\| \leq 8\|\hat{C}(\hat{x}_n)^{-1}\|e^{-\frac{\varepsilon}{8}} \|w\| \) and so \( \|\hat{d}^{(-n)}(v)\| \geq \frac{1}{8}\|w\|e^{-\frac{\varepsilon}{8}} \|\hat{C}(\hat{x}_n)^{-1}\|e^{-\frac{\varepsilon}{8}} \|w\|. \) Since \( C(\hat{x}_n)^{-1}\| \geq \eta_n^\beta/48 \geq (e^{-\varepsilon n}\eta_0)^{\beta/48} \), we get that
\[ \|\hat{d}^{(-n)}(v)\| \geq \frac{1}{8}\|w\|e^{-\frac{\varepsilon}{8}} \|\hat{C}(\hat{x}_n)^{-1}\|e^{-\frac{\varepsilon}{8}} \|w\|. \]
and so \( \liminf_{n \to +\infty} \frac{1}{n} \log \|\hat{d}^{(-n)}(v)\| \geq \frac{\chi}{2} - \frac{\beta \varepsilon}{48} > 0 \) if \( \varepsilon > 0 \) is small enough.

Observe that part (1) can be improved if we have an estimate that is better than the one provided by Theorem 3.3(b), which in general is not true for \( \varepsilon \)-gpo’s.

Nevertheless, if we apply the method to a real orbit, then we can apply Theorem 2.3 and, the smaller \( \|z_{k-1}\| \) is, the closer we get to a contraction of rate \( e^{-\chi}. \) This is the content of the next result, which is the claim in [BO18] pp. 85., adapted to our context. Fix \( \hat{x} \in \text{NUH}^* \), and let \( \hat{x}_n = \hat{f}^n(\hat{x}) = q^s(\hat{x}_n) \) and \( p_n^u = q^u(\hat{x}_n). \) We know that \( \{\Psi_{\hat{x}_n}^{p_n^u}\}_{n \in \mathbb{Z}} \) is an \( \varepsilon \)-gpo. Fix \( \chi \in (0, \chi) \), let \( \delta = (e^{-\chi} - e^{-\chi})^{\beta/\beta} < 1 \) and consider the sequence \( \mathcal{V}_n = \{\Psi_{\hat{x}_n}^{p_n^u}\}_{n \in \mathbb{Z}}. \) In practice, \( \delta \) diminishes the domains of the Pesin charts. Observe that \( \mathcal{V} \) is not necessarily an \( \varepsilon \)-gpo, since the parameters \( \delta p_n^u, \delta p_n^s \) might not satisfy (GPO2). Nevertheless, they do satisfy condition (GT1) in the Appendix, so we can define graph transforms. Hence, although \( \mathcal{V} \) is not an \( \varepsilon \)-gpo, this sequence still defines invariant sets, which we will denote by \( \hat{V}_s = \hat{V}_s^{[\mathcal{V}^+]} \) and \( \hat{V}_u = \hat{V}_u^{[\mathcal{V}^+]}. \) Now, since we diminished the domains of the Pesin charts then the estimates used in the proof of Proposition 3.11(1) can be improved to give a rate of contraction of the order of \( e^{-\chi'}. \)

**Corollary 3.12.** Let \( \hat{x} \in \text{NUH}^* \). For a fixed \( \chi' \in (0, \chi) \), let \( \mathcal{V} \) be as above. If \( \hat{V}_s = \hat{V}_s^{[\mathcal{V}^+]} \) then for every \( v \in T \hat{V}_s \) with \( \|v\| = 1 \) and every \( n \geq 0 \) it holds
\[ \|\hat{d}^{(-n)}(v)\| \leq 8\|C(\hat{x})^{-1}\|e^{-\chi'n}. \]
Similarly, if \( \hat{V}_u = \hat{V}_u^{[\mathcal{V}^-]} \) then for every \( v \in T \hat{V}_u \) with \( \|v\| = 1 \) and every \( n \geq 0 \) it holds
\[ \|\hat{d}^{(-n)}(v)\| \leq 8\|C(\hat{x})^{-1}\|e^{-\chi'n}. \]
Proof. Proceed exactly as in the proof of Proposition \[3.11(1)\], except at inequalities \[3.2\] which, by Theorem \[2.3(3)(b)\], take the stronger form

$$\|w_k\| \leq \left[e^{-\chi} + 4\varepsilon (\delta \rho_{k-1})^{\beta/3}\right] \|w_{k-1}\| \leq \left[e^{-\chi} + \delta^{\beta/3}\right] \|w_{k-1}\| = e^{-\chi} \|w_{k-1}\|,$$

thus establishing the result. \qed

Observe that the closer $\chi'$ is to $\chi$, the better the estimate gets but the domains where the estimates hold will shrink to a point.

4. Coarse graining

We now construct a countable family of $\varepsilon$–double charts that defines a topological Markov shift that shadows all relevant orbits. Recall the definitions of the sets NUH, NUH*, and NUH#.

**Theorem 4.1.** For all $\varepsilon > 0$ sufficiently small, there exists a countable family $\mathcal{A}$ of $\varepsilon$–double charts with the following properties:

1. **Discreteness:** For all $t > 0$, the set $\{\Psi_{x}^{p^*,p^u} \in \mathcal{A} : p^*,p^u > t\}$ is finite.
2. **Sufficiency:** If $\hat{x} \in \text{NUH}^*$ then there is a sequence $v \in \mathcal{A}$: that shadows $x$; if $\hat{x} \in \text{NUH}^+$ then there is a recurrent sequence $v \in \mathcal{A}$ that shadows $x$.
3. **Relevance:** For all $v \in \mathcal{A}$ there is an $\varepsilon$–gpo $v \in \mathcal{A}$ with $v_0 = v$ that shadows a point in NUH#.

Above, $(v_n)_{n \in \mathbb{Z}} \in \mathcal{A}$ is called recurrent if there are $v,w \in \mathcal{A}$ s.t. $v_n = v$ for infinitely many $n > 0$ and $v_n = w$ for infinitely many $n < 0$. Parts (1) and (3) will be crucial to prove the inverse theorem (Theorem 5.1). Since NUH# carries all $f$–adapted $\chi$–hyperbolic measures (see Lemma 2.6), part (2) says that the $\varepsilon$–gpo’s in $\mathcal{A}$ shadow a.e. point with respect to every $f$–adapted $\chi$–hyperbolic measure.

**Proof.** We follow the same strategy of \[LM18\] Theorem 5.1. For $t > 0$, let $M_t = \{x \in M : d(x, \mathcal{A}) \geq t\}$. Since $M$ has finite diameter (remember we are even assuming it is smaller than one), each $M_t$ is precompact. Let $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. Fix a countable open cover $\mathcal{E} = \{\mathcal{B}_i\}_{i \in \mathbb{N}_0}$ of $M\setminus \mathcal{A}$ s.t.:

- $\mathcal{B}_i := \mathcal{B}_{zi} = B(z_i, 2\delta(z_i))$ for some $z_i \in M$.
- For every $t > 0$, $\{\mathcal{B} \in \mathcal{E} : \mathcal{B} \cap M_t \neq \emptyset\}$ is finite.

Let $X := M^3 \times \text{GL}(m, \mathbb{R})^3 \times (0, 1]$. For $\hat{x} \in \text{NUH}^*$, let $\Gamma(\hat{x}) = (\hat{x}, C, Q) \in X$ with

$$\hat{x} = (\vartheta_{-1}[\hat{x}], \vartheta_0[\hat{x}], \vartheta_{1}[\hat{x}]), \quad C = (C(\hat{f}^{-1}(\hat{x})), C(\hat{f}(\hat{x}))), \quad Q = Q(\hat{x}).$$

Let $Y = \{\Gamma(\hat{x}) : \hat{x} \in \text{NUH}^*_a\}$. We want to construct a countable dense subset of $Y$. Since the maps $\hat{x} \mapsto C(\hat{x}), Q(\hat{x})$ are usually just measurable, we apply a precompactness argument. For each triple of vectors $\underline{k} = (k_{-1}, k_0, k_1), k = (k_{-1}, k_0, k_1), a_0 = (a_{-1}, a_0, a_1) \in \mathbb{N}_0^3, b \in \mathbb{N}_0$ and $d \in \{0, 1, \ldots, m\}$, define

$$Y_{\underline{k}, \underline{a}, b, d} := \left\{ \Gamma(\hat{x}) \in Y : \begin{array}{l}
e e^{-k_i-1} \leq d(\vartheta_i[\hat{x}], \mathcal{A}) < e^{-k_i}, & -1 \leq i \leq 1 \\
e e^{b} \leq ||C(\hat{f}(\hat{x}))^{-1}|| < e^{b+1}, & -1 \leq i \leq 1 \\
e \delta_i[\hat{x}] \in \mathcal{B}_{a_i}, & -1 \leq i \leq 1 \\
e e^{-b-1} \leq Q(\hat{x}) < e^{-b}, & d_s(\hat{x}) = d \end{array} \right\}.$$
Clearly, any dependence on \( d \in \{0, 1, \ldots, m \} \) is finite. To avoid an extra summand in the calculations, in the sequel we will omit the dependence on \( d \).

**Claim 1:** \( Y = \bigcup_{k, \ell, a \in \mathbb{N}_0^3} Y_{k, \ell, a, b, d} \) and each \( Y_{k, \ell, a, b, d} \) is precompact in \( X \).

**Proof of Claim 1.** The first statement is clear. We focus on the second. Fix \( k, \ell, a \in \mathbb{N}_0^3, b, d \in \mathbb{N}_0 \). Take \( \Gamma(\widehat{x}) \in Y_{k, \ell, a, b, d} \). Then

\[
\widehat{x} \in M_{e^{-k_{-1}}} \times M_{e^{-k_0-1}} \times M_{e^{-k_1-1}},
\]

a precompact subset of \( M^3 \). For \(|i| \leq 1\), \( C(\widehat{f}_i(\widehat{x})) \) is an element of \( GL(m, \mathbb{R}) \) with norm \( \leq 1 \) and inverse norm \( \leq e^{\epsilon i+1} \), hence it belongs to a compact subset of \( GL(m, \mathbb{R}) \). This guarantees that \( C \) belongs to a compact subset of \( GL(m, \mathbb{R})^3 \). Also, \( Q \in [e^{-b-1}, 1] \), a compact subinterval of \((0, 1]\). Since the product of precompact sets is precompact, the claim is proved.

Let \( j \geq 0 \). By Claim 1, there exists a finite set \( Y_{k, \ell, a, b, d} \subset Y_{k, \ell, a, b, d} \) s.t.: for every \( \Gamma(\widehat{x}) \in Y_{k, \ell, a, b, d} \) there exists \( \Gamma(\widehat{y}) \in Y_{k, \ell, a, b, d} \) s.t.:

- (a) \( d(\vartheta_i(\widehat{x}), \vartheta_i(\widehat{y})) + \| C(\widehat{f}_i(\widehat{x})) - C(\widehat{f}_i(\widehat{y})) \| < e^{-8(j+2)} \) for \(-1 \leq i \leq 1\).
- (b) \( Q(\widehat{x}) \frac{Q(\widehat{y})}{Q(\widehat{y})} = e^{\pm \varepsilon / 3} \).

**The Alphabet \( \mathcal{A} \).** Let \( \mathcal{A} \) be the countable family of \( \Psi_{\varepsilon, p}^{p, p^u} \) s.t.:

- (CG1) \( \Gamma(\widehat{x}) \in Y_{k, \ell, a, b, d} \) for some \( (k, \ell, a, b, d) \in \mathbb{N}_0^3 \times \mathbb{N}_0^3 \times \mathbb{N}_0 \times \mathbb{N}_0 \times \mathbb{N}_0 \).
- (CG2) \( 0 < p^s, p^\ell \leq \delta_{\varepsilon} Q(\widehat{x}) \) and \( p^s, p^u \in I_{\varepsilon}\).
- (CG3) \( e^{-j-2} \leq p^s \wedge p^u \leq e^{-j+2} \).

**Proof of discreteness.** By Lemma 2.1(4), we have:

\[
\| C(\widehat{f}_i(\widehat{x})) \|^{-1} \leq \rho(\widehat{x})^{-2a}(1 + e^2)^{1/2}\| C(\widehat{x}) \|^{-1}. \quad (4.1)
\]

Fix \( t > 0 \), and let \( \Psi_{\varepsilon, p}^{p, p^u} \in \mathcal{A} \) with \( p^s, p^u > t \). Note that \( \rho(\widehat{x}) > \rho(\widehat{x})^{2a} > Q(\widehat{x}) > p^s, p^u > t \). If \( \Gamma(\widehat{x}) \in Y_{k, \ell, a, b, d} \) then:

- Finitness of \( k \): for \(|i| \leq 1\), \( e^{-k_i} > d(\vartheta_i(\widehat{x}), \mathcal{A}) \geq \rho(\widehat{x}) > t \), hence \( k_i < |\log t| \).
- Finitness of \( \ell \): we have \( e^{\ell_i} \leq \| C(\widehat{x}) \|^{-1} < Q(\widehat{x})^{-1} < t^{-1} \), hence \( \ell_i < |\log t| \). For \( i = \pm 1 \), inequality \((4.1)\) implies that

\[
e^{\ell_i} \leq \| C(\widehat{f}_i(\widehat{x})) \|^{-1} < t^{-1}(1 + e^2)^{1/2} < e^{\chi+1-t},
\]

hence \( \ell_i < \chi + 1 + 2|\log t| =: T_i \), which is bigger than \( |\log t| \).

- Finiteness of \( b \): \( e^{-b} > Q(\widehat{x}) > t \), hence \( b < |\log t| \).

- Finiteness of \( j \): \( t < p^s \wedge p^u \leq e^{-j+2} \), hence \( j < |\log t| + 2 \).

- Finiteness of \( a \): \( \vartheta_i(\widehat{x}) \in \mathcal{B}_a, \cap M_i \), hence \( \mathcal{B}_a \) belongs to the finite set \( \{ \mathcal{B} \in \mathcal{P} : \mathcal{B} \cap M_i \neq \emptyset \} \).

- Finiteness of \( (p^s, p^u) \): \( t < p^s, p^u \), hence \#\( \{(p^s, p^u) : p^s, p^u > t \} \leq \#(I_{\varepsilon} \cap (t, 1])^2 \) is finite.

The first four items above give that, for \( \varepsilon \in \mathbb{N}_0 \) and \( t > 0 \),

\[
\# \left\{ \Gamma(\widehat{x}) : \Psi_{\varepsilon, p}^{p, p^u} \in \mathcal{A} \text{ s.t. } p^s, p^u > t \text{ and } \vartheta_i(\widehat{x}) \in \mathcal{B}_a, |i| \leq 1 \right\} \leq \sum_{j=0}^{[\log t]^2} \sum_{b=0}^{[\log t]} \sum_{k_i, \ell_i=0}^{T_i} \sum_{-1 \leq i \leq 1} \#Y_{k, \ell, a, b, d} (j)
\]
is the finite sum of finite terms, hence finite. Together with the last two items, we conclude that

\[
\# \left\{ \Psi^p_n, p^n \in \mathcal{A} : p^s, p^n > t \right\} \leq \sum_{j=0}^{[\lceil \log t \rceil +2} \sum_{b=0}^{T_1} \sum_{b_i, d_i, e_i = 0}^{b_i+1} \# Y_{x_b, b, d, e}(j) \times \left( \# \{ \mathcal{B} \in \mathcal{P} : \mathcal{B} \cap M_t \neq \emptyset \} \right)^3 \times (\# (I_e \cap (t, 1)))^2
\]

is finite. This proves the discreteness of \( \mathcal{A} \).

**Proof of sufficiency.** Let \( \widehat{x} \in \text{NUH}^* \), and take \((k_i)_{i \in \mathbb{Z}}, (\ell_i)_{i \in \mathbb{Z}}, (a_i)_{i \in \mathbb{Z}}, (b_i)_{i \in \mathbb{Z}}, (d_i)_{i \in \mathbb{Z}}, (j_i)_{i \in \mathbb{Z}} \) s.t.:

\[
d(\partial_i[\widehat{x}], \mathcal{P}) \in [e^{-k_i-1}, e^{-k_i})], \quad \| C(\widehat{f}^{(i)}(\widehat{x}))^{-1} \| \in [e^{\ell_i}, e^{\ell_i+1}], \quad \partial_i[\widehat{x}] \in \mathcal{B}_{n_i},
\]

\[
Q(\widehat{f}^{(i)}(\widehat{x})) \in [e^{-b_i-1}, e^{-b_i}), \quad d_i = d_{s_i} (\widehat{f}^{(i)}(\widehat{x})), \quad q(\widehat{f}^{(i)}(\widehat{x})) \in [e^{-j_i-1}, e^{-j_i+1}).
\]

For \( n \in \mathbb{Z} \), define

\[
\ell^{(n)} = (k_{n-1}, k_n, k_{n+1}), \quad \ell_i^{(n)} = (\ell_{n-1}, \ell_n, \ell_{n+1}), \quad a_i^{(n)} = (a_{n-1}, a_n, a_{n+1}).
\]

Then \( \Gamma(\widehat{f}^{(n)}(\widehat{x})) \in Y_{\ell^{(n)}, \ell_i^{(n)}, a_i^{(n)}, b_i, d_i} \). Take \( \Gamma(\widehat{x}_n) \in Y_{\ell^{(n)}, \ell_i^{(n)}, a_i^{(n)}, b_i, d_i} \) s.t.:

\[
(a_n) \quad d(\partial_i[\widehat{f}^{(n)}(\widehat{x})], \partial_i[\widehat{x}_n]) + \left\| C(\widehat{f}^{(n)}(\widehat{x}))^{-1} - C(\widehat{f}^{(n)}(\widehat{x}_n)) \right\| < e^{-2(n+2)} \text{ for } |i| \leq 1.
\]

\[
(b_n) \quad \frac{Q(\widehat{f}^{(n)}(\widehat{x}_n))}{Q(\widehat{x}_n)} = e^\pm \varepsilon/3.
\]

Define \( p_n^s = \delta_x \min \{ e^{\varepsilon|k|}Q(\widehat{x}_{n+k}) : k \geq 0 \} \) and \( p_n^n = \delta_x \min \{ e^{\varepsilon|k|}Q(\widehat{x}_{n+k}) : k \leq 0 \} \). We claim that \( \{ \Psi^p_n, p^n \}_{n \in \mathbb{Z}} \) is an \( \varepsilon \)-gpo in \( \mathcal{A} \) that shadows \( x \).

**Claim 2:** \( \Psi^p_n, p^n \in \mathcal{A} \) for all \( n \in \mathbb{Z} \).

**(CG1)** By definition, \( \Gamma(\widehat{x}_n) \in Y_{\ell^{(n)}, \ell_i^{(n)}, a_i^{(n)}, b_i, d_i} \).

**(CG2)** By \( (b_n) \), \( \inf \{ e^{\varepsilon|k|}Q(\widehat{x}_{n+k}) : k \geq 0 \} = e^{\pm \varepsilon/3} \inf \{ e^{\varepsilon|k|}Q(\widehat{f}^{(n+k)}(\widehat{x})) : k \geq 0 \} \) is positive. Since the only accumulation point of \( I_x \) is zero, it follows that \( p_n^s \) is well-defined and positive. The same proof applies to \( p_n^n \). The other conditions are clear from the definition.

**(CG3)** Again by \( (b_n) \), we have

\[
\min \{ e^{\varepsilon|k|}Q(\widehat{x}_{n+k}) : k \geq 0 \} = e^{\pm \varepsilon/3} \min \{ e^{\varepsilon|k|}Q(\widehat{f}^{(n+k)}(\widehat{x})) : k \geq 0 \}
\]

hence \( \frac{p_n^s}{Q(\widehat{f}^{(n)}(\widehat{x}))} = e^{\pm \varepsilon/3} \), and analogously \( \frac{p_n^n}{Q(\widehat{f}^{(n)}(\widehat{x}))} = e^{\pm \varepsilon/3} \). By Lemma 2.5(1), \( p_n^s \wedge p_n^n = e^{\pm \varepsilon/3} q(\widehat{f}^{(n)}(\widehat{x})) \in [e^{-j_n-2}, e^{-j_n+2}) \).

**Claim 3:** \( \Psi^p_n, p^n \rightarrow \Psi^p_{n+1}, p^n_{n+1} \) for all \( n \in \mathbb{Z} \).
We have $\partial_1[\tilde{x}_n], \partial_0[\tilde{x}_{n+1}] \in \mathcal{B}_{a_{n+1}}$, and by (a$_n$) with $i = 1$ and (a$_{n+1}$) with $i = 0$, we have
\[
d(\partial_1[\tilde{x}_n], \partial_0[\tilde{x}_{n+1}]) + \left\| C(\tilde{f}(\tilde{x}_n)) - C(\tilde{x}_{n+1}) \right\|
\leq d(\partial_1[\tilde{f}^n(\tilde{x})], \partial_0[\tilde{x}_n]) + \left\| C(\tilde{f}^{n+1}(\tilde{x})) - C(\tilde{f}(\tilde{x}_n)) \right\|
+d(\partial_1[\tilde{f}^n(\tilde{x})], \partial_0[\tilde{x}_{n+1}]) + \left\| C(\tilde{f}^{n+1}(\tilde{x})) - C(\tilde{x}_{n+1}) \right\|
< e^{-\delta(n+2)} + e^{-\delta(n+1+2)} \leq e^{-\delta} \left( q(\tilde{f}^n(\tilde{x}))^8 + q(\tilde{f}^{n+1}(\tilde{x}))^8 \right)
\leq e^{-\delta} (1 + e^{8e}) \leq e^{-\delta}(1 + e^{8e})(p^s_{n+1} \wedge p^n_{n+1})^8 \leq \left( p^s_{n+1} \wedge p^n_{n+1} \right)^8 ,
\]
where in $\lesssim$ we used Lemma 2.4 and in $\approx$ we used that $e^{-\delta}(1 + e^{8e}) < 1$ when $\varepsilon > 0$ is sufficiently small. This proves that $\Psi_{x_n}^{p^s_{n+1} \wedge p^n_{n+1}} \approx \Psi_{x_{n+1}}^{p^s_{n+1} \wedge p^n_{n+1}}$. Similarly, we prove that $\Psi_{x_n}^{p^s_{n} \wedge p^n_{n}} \approx \Psi_{x_{n+1}}^{p^s_{n} \wedge p^n_{n}}$.

(GPO2) The very definitions of $p^n_{s}, p^n_{n}$ guarantee that $p^s_{n} = \min\{e^{8}p^s_{n+1}, \delta_{g}Q(\tilde{x}_n)\}$ and $p^n_{n+1} = \min\{e^{8}p^n_{n+1}, \delta_{g}Q(\tilde{x}_{n+1})\}$.

**Claim 4:** $\{\Psi_{x_n}^{p^n_s, p^n_n}\}_{n \in \mathbb{Z}}$ shadows $\tilde{x}$.

By (a$_n$) with $i = 0$, we have $\Psi_{x_n}^{p^n_s, p^n_n} \approx \Psi_{x_n}^{p^n_s, p^n_n}$, hence by Proposition 3.1(4) we have $\tilde{\partial}_n[\tilde{x}] = \Psi_{x_n}^{p^n_s, p^n_n}(0) \in \Psi_{\tilde{x}_n}(B[p^s_{n} \wedge p^n_{n}])$, thus $\{\Psi_{x_n}^{p^n_s, p^n_n}\}_{n \in \mathbb{Z}}$ shadows $\tilde{x}$.

We thus proved that every $\tilde{x} \in$ NUH$^+$ is shadowed by an $\varepsilon$-gpo $\{\Psi_{x_n}^{p^n_s, p^n_n}\}_{n \in \mathbb{Z}} \in \mathcal{A}_s$ s.t. $\Psi_{x_n}^{p^n_s, p^n_n} = e^{\pm \varepsilon}/q(\tilde{f}(\tilde{x}))$. If additionally $\tilde{x} \in$ NUH$^+$, then $\limsup_{n \to +\infty} (p^s_{n} \wedge p^n_{n}) > 0$ and $\limsup_{n \to -\infty} (p^s_{n} \wedge p^n_{n}) > 0$, hence the discreteness of $\mathcal{A}$ implies that $\{\tilde{\partial}_n[\tilde{x}]\}_{n \in \mathbb{Z}}$ is recurrent. This completes the proof of sufficiency.

**Proof of relevance.** The alphabet $\mathcal{A}$ might not a priori satisfy the relevance condition, but we can easily reduce it to a sub-alphabet $\mathcal{A}$ satisfying $(1)-(3)$. Call $v \in \mathcal{A}$ relevant if there is $\gamma \in \mathcal{A}$ s.t. $\gamma$ shadows a point in NUH$^+$. Since NUH$^+$ is $\tilde{f}$-invariant, every $v_i$ is relevant. Then $\mathcal{A}' = \{v \in \mathcal{A} : v$ is relevant$\}$ is discrete because $\mathcal{A}' \subset \mathcal{A}$, it is sufficient and relevant by definition.

Let $\Sigma$ be the TMS associated to the graph with vertex set $\mathcal{A}$ given by Theorem 4.1 and edges $v \mapsto w$. An element of $\Sigma$ is an $\varepsilon$-gpo, hence we define $\pi : \Sigma \to \hat{M}$ by
\[
\pi([v_n]_{n \in \mathbb{Z}}) := \tilde{V}^s([v_{n+1}]_{n \geq 0}) \cap \tilde{V}^u([v_{n}]_{n \leq 0}).
\]

Recall the definition of $\Sigma^\#$. Here are the main properties of the triple $(\Sigma, \sigma, \pi)$.

**Proposition 4.2.** The following holds for all $\varepsilon > 0$ small enough.

1. Each $v \in \mathcal{A}$ has finite ingoing and outgoing degree, hence $\Sigma$ is locally compact.
2. $\pi : \Sigma \to \hat{M}$ is Hölder continuous.
3. $\pi \circ \sigma = \hat{f} \circ \pi$.
4. $\pi[\Sigma] \supset \text{NUH}^+$ and $\pi[\Sigma^\#] \supset \text{NUH}^+$. 
Proof. Part (1) follows from (GPO2), part (3) is obvious, and part (4) follows from Theorem 1.8. We prove part (2). Let $K > 1$, $\theta \in (0, 1)$ satisfying Proposition 3.7. We will define constants $K_0 > 0$ and $\theta_0 \in (0, 1)$ s.t. if $v = \{v_n\}_{n \in \mathbb{Z}}$, $w = \{w_n\}_{n \in \mathbb{Z}} \in \Sigma$ satisfy $v_n = w_n$ for $|n| \leq N$ then $d(\pi(v), \pi(w)) \leq K_0 \theta_0^N$. Recall that $M$ has diameter smaller than one. Let $\theta_0 := \max \{\theta, \frac{1}{2}\} \in (0, 1)$. For $v, w$ as above, write $\pi(\bar{x}) = \tilde{x} = \{x_n\}_{n \in \mathbb{Z}}$ and $\pi(\bar{y}) = \tilde{y} = \{y_n\}_{n \in \mathbb{Z}}$. By part (3), we have $\hat{f}^n(\bar{x}) = \pi[\sigma^n(\bar{v})]$ and $\hat{f}^n(\bar{y}) = \pi[\sigma^n(\bar{w})]$ and so $\{x_n\} = V^s[\sigma^n(\bar{v})] \cap V^u[\sigma^n(\bar{v})]$ and $\{y_n\} = V^s[\sigma^n(\bar{w})] \cap V^u[\sigma^n(\bar{w})]$. Fix $-N \leq n \leq 0$. Since $\sigma^n(\bar{v}), \sigma^n(\bar{w})$, coincide in all positions $-(N + n), \ldots, N + n$. Proposition 3.7 implies that $d_C(V^s[\sigma^n(\bar{v})], V^s[\sigma^n(\bar{w})]) \leq 6K\theta_0^{N+n}$ and $d_C(V^u[\sigma^n(\bar{v})], V^u[\sigma^n(\bar{w})]) \leq 6K\theta_0^{N+n}$. By Lemma 3.4 it follows that $d(x_n, y_n) \leq 6K\theta_0^{N+n}$ and so

$$2^n d(x_n, y_n) \leq 6K2^n\theta_0^{N+n} \leq 6K\theta_0^{-n}\theta_0^{N+n} = 6K\theta_0^N.$$ 

Noting that if $n < -N$ then $2^n d(x_n, y_n) < 2^n \leq \theta_0^{-n} < \theta_0^N$, we conclude that $d(\tilde{x}, \tilde{y}) \leq 6K\theta_0^N$. Letting $K_0 := 6K$, the proof is complete. \qed

It is important noting that $(\Sigma, \sigma, \pi)$ does not satisfy Theorem 1.8 since $\pi$ might be (and usually is) infinite-to-one. We use $\pi$ to induce a locally finite cover of NUH*, which will then be refined to a cover of NUH by pairwise disjoint sets that will give a proof of Theorem 1.8.

5. The inverse problem

Now we start investigating the non-injectivity of $\pi$. More specifically, if $v = \{v_n\}_{n \in \mathbb{Z}}$ and $w = \{w_n\}_{n \in \mathbb{Z}}$ satisfy $\pi(v) = \pi(w)$, then we want to compare $v_n$ and $w_n$ and show that they are uniquely defined “up to bounded error”. We do this under the additional assumption that $v, w \in \Sigma^\#$. Remind that $\Sigma^\#$ is the recurrent set of $\Sigma$;

$$\Sigma^\# := \{v \in \Sigma : \exists v, w \in V \text{ s.t. } v_n = v \text{ for infinitely many } n > 0 \}.$$ 

The main result is the following.

Theorem 5.1 (Inverse theorem). The following holds for $\varepsilon > 0$ small enough. If $\{\Psi_{\bar{x}_n}^{\varepsilon, \bar{p}_n}\}_{n \in \mathbb{Z}} \in \Sigma^\#$ satisfies $\pi(\{\Psi_{\bar{x}_n}^{\varepsilon, \bar{p}_n}\}_{n \in \mathbb{Z}}) = \tilde{x}$ then $\tilde{x} \in \text{NUH}^*$, and for all $n \in \mathbb{Z}$:

1. $d(\bar{\psi}(\bar{x}_n), \bar{\psi}(\hat{f}^n(\bar{x}))) < 25^{-1}(p^\varepsilon_n \wedge p^\rho_n)$ and $\bar{p}(\hat{f}^n(\bar{x})) = e^{\pm \varepsilon}$.

2. $\frac{1}{|\mathbb{C}(\bar{x}_n)|^2} < e^{\pm 2\varepsilon}$.

3. $\frac{1}{Q(\bar{x}_n)} = e^{\mp \varepsilon}$.

4. $q^{\rho}(\hat{f}^n(\bar{x})) = e^{\pm \varepsilon}$ and $q^{\varepsilon}(\hat{f}^n(\bar{x})) = e^{\pm \varepsilon}$.

5. $(\Psi_{\bar{x}_n}^{\varepsilon, \bar{p}_n})'(v) = \delta_n + O_n v + \Delta_n(v)$ for $v \in B[10Q(\bar{x}_n)]$, where $\delta_n \in \mathbb{R}^m$ satisfies $\|\delta_n\| < 25^{-1}(p^\varepsilon_n \wedge p^\rho_n)$, $O_n$ is an orthogonal linear map preserving the splitting $\mathbb{R}^d \times \mathbb{R}^{m-d}$, and $\Delta_n : B[10Q(\bar{x}_n)] \rightarrow \mathbb{R}^m$ satisfies $\Delta_n(0) = 0$ and $\|d\Delta_n\|_{C_0} < 5\sqrt{\varepsilon}$ on $B[10Q(\bar{x}_n)]$.

In particular, $\tilde{x} \in \text{NUH}^*$.

The above theorem compares the parameters of an $\varepsilon$-gpo with the parameters of its shadowed point, and it allows to identify the coded set in Theorem 1.8.
we state a corollary that is useful for comparing the parameters of two \( \varepsilon \)-gpo’s that shadow a same point.

**Corollary 5.2.** The following holds for \( \varepsilon > 0 \) small enough. If \( \mathcal{P} = \{ \Psi_{x_{\mathcal{P}}} \}_{n \in \mathbb{Z}} \in \Sigma^{\#} \) and \( w = \{ \Psi_{y_{\mathcal{P}}} \}_{n \in \mathbb{Z}} \in \Sigma^{\#} \) satisfy \( \pi(w) = \pi(w) \), then for all \( n \in \mathbb{Z} \):

1. \( d(\vartheta[x_{\mathcal{P}}], \vartheta[y_{\mathcal{P}}]) < 10^{-1} \max\{p_n, q_n, q_n^\ast \} \).
2. \( p_n = e^{\pm 2 \varepsilon} \) and \( q_n^\ast = e^{\pm 2 \varepsilon} \).
3. \( (\Psi_{y_{n}} \circ \Psi_{x_{n}})(v) = \delta_n + O_\varepsilon v + \Delta_n(v) \) for \( v \in B[10Q(x_{\mathcal{P}})] \), where \( \delta_n \in \mathbb{R}^m \) satisfies \( \|\delta_n\| < 10^{-1}(q_n, q_n^\ast) \), \( O_n \) is an orthogonal linear map preserving the splitting \( \mathbb{R}^d \times \mathbb{R}^{m-d} \), and \( \Delta_n : B[10Q(x_{\mathcal{P}})] \to \mathbb{R}^m \) satisfies \( \Delta_n(0) = 0 \) and \( \|d\Delta_n\| < 9\sqrt{\varepsilon} \) on \( B[10Q(x_{\mathcal{P}})] \).

In the following section, we provide some preliminary results that will be used to prove Theorem 5.1. After this preparation is done, we will proceed to prove each part of 5.1. Clearly, we only need to prove it for \( n = 0 \).

### 5.1. Identification of invariant subspaces

In order to analyse the inverse problem, we have to compare the parameters of charts. One of the steps is to compare the hyperbolicity parameters, which are related to the Lyapunov inner product, see Section 2.1. In principle, for \( \tilde{x}, \tilde{y} \in \text{NUH} \) with \( d(\vartheta[\tilde{x}], \vartheta[\tilde{y}]) \ll 1 \), it is not clear how to compare the norm in the Lyapunov inner product between vectors in \( E^s_{\tilde{x}} \) and \( E^s_{\tilde{y}} \). When \( \tilde{x} \) defines an \( \varepsilon \)-double chart \( \Psi_{\tilde{x}}^p \) and \( \tilde{y} \) belongs to a stable/unstable set at \( \Psi_{\tilde{x}}^p \), Ben Ovadia proposed a canonical way of making this comparison, using the representing function in the chart [BO18]. The idea is to make an identification of subspaces in the chart and then push it to the manifold. Here, we follow the same approach, adapted to our context. Since the unstable subspace depends on inverse branches, the definition is made inside \( \tilde{T}M \). In particular, if \( \tilde{y} \) is the intersection of a stable and an unstable set, both at an \( \varepsilon \)-double chart \( \Psi_{\tilde{x}}^p \), then we can compare the tangent spaces \( \tilde{T}M_{\tilde{x}} \) and \( \tilde{T}M_{\tilde{y}} \).

Let \( \Psi_{\tilde{x}}^p \) be an \( \varepsilon \)-double chart, let \( V = V^s \) be an \( s \)-admissible manifold at \( \Psi_{\tilde{x}}^p \) and \( \tilde{V} \) be the respective stable set. In the sequel, we use again the notation \( TV = \tilde{V} \) to represent the tangent bundle of \( V \) as a subset of \( \tilde{T}M \). Writing \( d = d_s(\tilde{x}) \), recall that

\[
V = \Psi_{\tilde{x}}\{(v_1, G(v_1)) : v_1 \in B^d[p^s]\}
\]

where \( G : B^d[p^s] \to \mathbb{R}^{m-d} \) is a \( C^{1+\beta/3} \) function satisfying (AM1)–(AM3). Fix \( \tilde{y} \in \tilde{V} \), and write \( \vartheta[\tilde{y}] = y = \Psi_{\tilde{x}}(z) \) where \( z = (v_1, G(v_1)) \). Denote the tangent space to the graph of \( G \) at \( z \) by \( T_z\text{Graph}(G) \). We have

\[
T_z\text{Graph}(G) = \left\{ \left[ \begin{array}{c} w \\ (dG)_v w \end{array} \right] : w \in \mathbb{R}^d \right\},
\]

which is canonically isomorphic to \( \mathbb{R}^d \times \{0\} \) via the map

\[
\iota_s : \mathbb{R}^d \times \{0\} \longrightarrow T_z\text{Graph}(G)
\]

\[
\left[ \begin{array}{c} w \\ 0 \end{array} \right] \longmapsto \left[ \begin{array}{c} w \\ (dG)_v w \end{array} \right].
\]
Recalling that \( E_x^s = (d\Psi_x)_0[\mathbb{R}^d \times \{0\}] \) and \( T_g\hat{V} = (d\Psi_x)_z[T_z\text{Graph}(G)] \), we have the following definition.

**The map \( \Theta^s_{x,\hat{g}} \):** We define \( \Theta^s_{x,\hat{g}} : E_x^s \to T_g\hat{V} \) as the composition of the linear maps

\[
\Theta^s_{x,\hat{g}} := (d\Psi_x)_z \circ \iota_s \circ [(d\Psi_x)_0]^{-1}.
\]

In other words, \( \Theta^s_{x,\hat{g}} \) is defined to make the diagram below commute

\[
\begin{array}{ccc}
\mathbb{R}^d \times \{0\} & \xrightarrow{\iota_s} & T_z\text{Graph}(G) \\
(d\Psi_x)_0 \downarrow & & \downarrow (d\Psi_x)_z \\
E_x^s \xrightarrow{\Theta^s_{x,\hat{g}}} & & T_g\hat{V}
\end{array}
\]

so that

\[
\Theta^s_{x,\hat{g}} \left( (d\Psi_x)_0 \begin{bmatrix} w \\ 0 \end{bmatrix} \right) = (d\Psi_x)_z \begin{bmatrix} w \\ (dG)_v w \end{bmatrix}.
\]

A similar definition holds when \( \hat{g} \) belongs to an unstable set at \( \Psi_{x}^{E^s - p_n} \). Let

\[
V = \Psi_{x} \{(G(v_2), v_2) : v_2 \in B^{m-d}[p_n]\}
\]

where \( G : B^{m-d}[p_n] \to \mathbb{R}^d \) is a \( C^{1+\beta/3} \) function satisfying (AM1)–(AM3), and let \( \hat{V} \) be the respective unstable set. For \( \hat{g} \in \hat{V} \), write \( \vartheta(\hat{g}) = y = \Psi_x(z) \) where \( z = (G(v_2), v_2) \). Now

\[
T_z\text{Graph}(G) = \left\{ \begin{bmatrix} (dG)_v w \\ w \end{bmatrix} : w \in \mathbb{R}^{m-d} \right\},
\]

which is canonically isomorphic to \( \{0\} \times \mathbb{R}^{m-d} \) via the map

\[
\iota_u : \{0\} \times \mathbb{R}^{m-d} \longrightarrow T_z\text{Graph}(G)
\]

\[
\begin{bmatrix} 0 \\ w \end{bmatrix} \longmapsto \begin{bmatrix} 0 \\ w \end{bmatrix}.
\]

**The map \( \Theta^u_{x,\hat{g}} \):** We define \( \Theta^u_{x,\hat{g}} : E_x^u \to T_g\hat{V} \) as the composition of the linear maps

\[
\Theta^u_{x,\hat{g}} := (d\Psi_x)_z \circ \iota_u \circ [(d\Psi_x)_0]^{-1}.
\]

Similarly, \( \Theta^u_{x,\hat{g}} \) is defined to make the following diagram commute

\[
\begin{array}{ccc}
\{0\} \times \mathbb{R}^{m-d} & \xrightarrow{\iota_u} & T_z\text{Graph}(G) \\
(d\Psi_x)_0 \downarrow & & \downarrow (d\Psi_x)_z \\
E_x^u \xrightarrow{\Theta^u_{x,\hat{g}}} & & T_g\hat{V}
\end{array}
\]

and so

\[
\Theta^u_{x,\hat{g}} \left( (d\Psi_x)_0 \begin{bmatrix} 0 \\ w \end{bmatrix} \right) = (d\Psi_x)_z \begin{bmatrix} (dG)_v w \\ w \end{bmatrix}.
\]

Now assume that \( \{\hat{g}\} = \hat{V}^s \cap \hat{V}^u \), where \( \hat{V}^{s/u} \) is a stable/unstable set at \( \Psi_{x}^{E^s - p_n} \). By the above discussion, we have two linear maps \( \Theta^{s/u}_{x,\hat{g}} : E_x^{s/u} \to T_g\hat{V}^{s/u} \). Since \( E_x^s \oplus E_x^u = T\bar{M}_x = T_{\hat{g}}\hat{V}^s \oplus T_{\hat{g}}\hat{V}^u = T\bar{M}_{\hat{g}} \), the following definition makes sense.
Let $G, H$ and so The map $\Theta$ The next lemma proves that the maps just defined are close to parallel transports. Similar, $\parallel \Theta = \Theta \parallel$ to the subspace $E_x$. In particular, $\parallel \Theta \parallel = \exp [\pm \eta^{15\beta/48}]$ for all $v \in E_x$. An analogous statement holds for unstable sets. Then we obtain a commuting diagram

$$
\begin{array}{c}
\mathbb{R}^m \\
\mathbb{R}^m
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
\hat{E}_x \\
\hat{E}_x
\end{array}
\begin{array}{c}
\Theta_{x,\hat{g}} \\
\Theta_{x,\hat{g}}
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
\hat{E}_x \vphantom{\hat{E}_x} \\
\hat{E}_x \vphantom{\hat{E}_x}
\end{array}
\begin{array}{c}
\Theta\vphantom{\Theta} \\
\Theta
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
\hat{E}_x \vphantom{\hat{E}_x} \\
\hat{E}_x \vphantom{\hat{E}_x}
\end{array}
\begin{array}{c}
\Theta_{x,\hat{g}}(v) := \Theta_{x,\hat{g}}(v) + \Theta_{x,\hat{g}}(v^u).
\end{array}
$$

The next lemma proves that the maps just defined are close to parallel transports.

**Lemma 5.3.** Let $\Psi_{x,y}^{p_v, p_u}$ be an $\varepsilon$-double chart with $\vartheta[\hat{x}] = x$ and $\eta = p_v \wedge p_u$. 

(1) Let $\hat{V}$ be a stable set at $\Psi_{x,y}^{p_v, p_u}$, and let $\hat{y} \in \hat{V}$. If $\vartheta[\hat{y}] = y \in \Psi_{x}(B^d[\eta] \times B^{m-d}[\eta])$ then

$$
\|\Theta_{x,\hat{g}} - P_{x,y}\| \leq \frac{1}{2} \eta^{15\beta/48},
$$

where $P_{x,y}$ is the restriction of the parallel transport from $x$ to $y$ to the subspace $E_x$. In particular, $\|\Theta_{x,\hat{g}}(v)\| = \exp [\pm \eta^{15\beta/48}]$ for all $v \in E_x$. An analogous statement holds for unstable sets.

(2) If $\hat{y} \in \hat{V} \cap \hat{U}$ where $\hat{V} \cap \hat{U}$ is a stable/unstable set at $\Psi_{x,y}^{p_v, p_u}$, then

$$
\|\Theta_{x,\hat{g}} - P_{x,y}\| \leq \frac{1}{2} \eta^{15\beta/48}.
$$

In particular, $\|\Theta_{x,\hat{g}}(v)\| = \exp [\pm \eta^{15\beta/48}]$ for all $v \in \hat{E}_x$.

**Proof.** We start proving part (2). For simplicity, write $\Theta = \Theta_{x,\hat{g}}$ and $P = P_{x,y}$. By Lemma 3.4 $\|v_1\| \leq \|(v_1, v_2)\| < \eta$. By (AM2)–(AM3),

$$
\|d(G)v_1\| \leq \|d(G)v_0\| + \frac{1}{2} v_1^{\beta/3} \leq \frac{1}{2} \eta^{\beta/3} + \frac{1}{2} \eta^{\beta/3} = \eta^{\beta/3}.
$$

Similarly, $\|d(H)v_1\| \leq \eta^{\beta/3}$. Hence $\eta = 1 + L$, where $\|L\| \leq \eta^{\beta/3}$. Writing $y = \Psi_{x}(z)$ for $z \in B^d[\eta] \times B^{m-d}[\eta]$, we have $\Theta = (d\Psi_{x})_z \circ (d\Psi_{x})_0^{-1}$ and so

$$
\Theta = (d\Psi_{x})_z \circ [(d\Psi_{x})_0^{-1} E = (d\exp x)_{C(\hat{x})} z + E = (d\exp x)_{C(\hat{x})} z - P + E.
$$

where $E = (d\exp x)_{C(\hat{x})} z - P + E$. Therefore $\Theta - P = (d\exp x)_{C(\hat{x})} z - P + E$.

Observe that:
\( (\exp_{x})_{C(\Psi)z} - P = (\exp_{x})_{C(\Psi)z} - (\exp_{x})_{0} \) and so by (A3) we have
\[
\| (\exp_{x})_{C(\Psi)z} - P \| \leq d(x, y)^{-a} \| z \| \leq 2\rho(\tilde{x})^{-a} \eta \leq 2\varepsilon^{1/16} \eta^{95/96},
\]
where in the last passage we used that \( \rho(\tilde{x})^{-a} \eta^{95/96} \leq \rho(\tilde{x})^{-a} \eta^{95/96} \leq \varepsilon^{1/16} \).
\( \| P \| \leq 2\| C(\Psi) \| \| L \| \leq 2\| C(\Psi) \| \eta^{1/3} \leq 2\varepsilon^{1/16} \eta^{15/48} \), where in the last passage we used that \( \| C(\Psi) \| \eta^{3/48} \leq \| C(\Psi) \| Q(\tilde{x})^{3/48} \leq \varepsilon^{1/8} \).
Therefore, if \( \varepsilon > 0 \) is small enough then
\[
\| \Theta - P \| \leq 2\varepsilon^{1/16} \eta^{95/96} + 2\varepsilon^{1/8} \eta^{15/48} < \frac{1}{2} \eta^{15/48}.
\]
This proves part (2). Part (1) is proved exactly in the same manner, using that \( \iota_{s} = \text{Id}_{\mathbb{R}^{s} \times \{0\}} + L \) and that the same estimates above hold for \( L \).

Compare Lemma 5.3 with the estimates in the proof of [BO18, Lemma 4.6]. Our assumption is stronger because we require \( y \) to be very close to the center of the chart \( \Psi_{\tilde{x}}^{\rho^{u}, \rho^{a}} \), but we obtain a much better estimate. This sharpened estimate will be used in the next section, for the following reason. Given an edge \( \Psi_{\tilde{x}}^{\rho^{u}, \rho^{a}} \to \Psi_{\tilde{y}}^{\rho^{u}, \rho^{a}} \), we will need to compare the parameters of the two charts. The usual implementation, under the assumption that \( f \) is a diffeomorphism, makes this comparison using that the ratio \( \frac{Q(\tilde{f}(x))}{Q(\tilde{x})} \) is bounded, since the derivative is uniformly bounded. This is not the case in our context, and there is no a priori bound on the ratio \( \frac{Q(\tilde{f}(x))}{Q(\tilde{x})} \). On the other hand, we know that \( \frac{\rho^{u}}{\rho^{a}} = e^{\pm \varepsilon} \). Hence, provided our estimates depend on \( \rho^{u}, \rho^{a} \) and \( q^{u}, q^{a} \), we will be able to compare the parameters of \( \Psi_{\tilde{x}}^{\rho^{u}, \rho^{a}} \) with those of \( \Psi_{\tilde{y}}^{\rho^{u}, \rho^{a}} \).

### 5.2. Improvement lemma.
As we have seen in Lemma 2.1 the Lyapunov inner product allows to “transform” a nonuniformly hyperbolic system into a uniformly hyperbolic one and then use the classical tools of uniform hyperbolicity, such as graph transforms. One essential feature of uniform hyperbolicity is the following: forward iterations of the system improve the behavior along unstable directions (the forward expansion uniformizes the behavior), and backward iterations improve the behavior along stable directions. This philosophy is behind the recent work on anisotropic spaces, see e.g. [BKL02]. The main result of this section is another manifestation of this behavior. We call it an improvement lemma, as in [LM18].

Recall the functions \( S, U \) introduced in [NUH3] and the graph transforms \( \mathcal{F}^{s/u} \) introduced in Section 3.6. Throughout this section, \( d \) is the dimension of the stable subspace.

#### Lemma 5.4 (Improvement lemma).
The following holds for all \( \varepsilon > 0 \) small enough.

Let \( v \to w \) with \( v = \Psi_{\tilde{x}_{0}}^{p_{0}^{u}, p_{0}^{a}}, w = \Psi_{\tilde{x}_{1}}^{p_{1}^{u}, p_{1}^{a}} \), and write \( \eta_{0} = p_{0}^{u} \wedge p_{0}^{a}, \eta_{1} = p_{1}^{u} \wedge p_{1}^{a} \). Fix \( \hat{V}_{1} \in \mathcal{F}^{s}(w) \) and let \( \hat{V}_{0} = \mathcal{F}^{s}_{\hat{s}_{1}, \hat{V}_{1}}(\hat{V}_{1}) \). Let \( \hat{y}_{0} \in \hat{V}_{0}, \hat{y}_{1} = \hat{f}(\hat{y}_{0}) \in \hat{V}_{1} \), and assume that
\[
\hat{\vartheta}(\hat{y}_{0}) \in \Psi_{\hat{x}_{0}}(B^{d}(\eta_{0}) \times B^{m-d}(\eta_{1})) \quad \text{and} \quad \hat{\vartheta}(\hat{y}_{1}) \in \Psi_{\hat{x}_{1}}(B^{d}(\eta_{1}) \times B^{m-d}(\eta_{1})).
\]

Let \( v_{1} \in T_{\hat{y}_{1}}\hat{V}_{1} \) and \( v_{0} = \hat{f}^{-1}(v_{1}) \in T_{\hat{y}_{0}}\hat{V}_{0} \). Finally, let \( w_{0} \in \hat{T}_{\tilde{x}_{0}} \) s.t. \( v_{0} = \Theta_{\tilde{x}_{0}, \tilde{y}_{0}}^{s} (w_{0}) \) and \( w_{1} \in \hat{T}_{\tilde{x}_{1}} \) s.t. \( v_{1} = \Theta_{\tilde{x}_{1}, \tilde{y}_{1}}^{s} (w_{1}) \). If \( \frac{S(\hat{y}_{0}, v_{0})}{S(\hat{y}_{0}, w_{0})} = \exp(\pm \varepsilon) \) for \( \varepsilon \geq \sqrt{\varepsilon} \), then
\[
\frac{S(\hat{y}_{0}, v_{0})}{S(\tilde{x}_{0}, w_{0})} = \exp \left[ \pm (\xi - Q(\tilde{x}_{0})^{3/4}) \right]
\]
An analogous statement holds for unstable sets.
Proof. Let \( x_0 = \vartheta[x_0], \ y_0 = \vartheta[y_0], \ x_1 = \vartheta[x_1], \ y_1 = \vartheta[y_1]. \) Also let \( q = df^{-1}w_1 = (df_{x_0}^{-1})_{x_1}w_1 \in TM_{f^{-1}(x_1)}, \) see Figure 2. In the following, the basepoints in \( \hat{T}M \) of all vectors involved in the calculations are fixed, hence we write \( S(\cdot, v) \) simply by \( \|v\|. \) We focus on one side of the estimate: under the assumption that \( \varepsilon > \rho \), we will prove that \( \|v_0\| \leq \exp[\varepsilon - Q(\rho)^{3/4}]. \) The inequality in the other direction will follow in the same way. We are allowed to make one normalization, so we take \( \|v_0\| = 1. \) We write \( \|v_{\theta}\| = \|v_0\| \cdot \|\Theta\| \) and estimate each of the fractions separately. Before, we compare the norms of the fiber components of the vectors \( v_0, w_0, q. \) The calculations are simple, once we pay attention to which parallel transports we apply.

- Comparison of \( v_0, w_0; \) by Lemma 5.3(1),

\[
\|P_{y_0,x_0}v_0 - w_0\| \leq \frac{1}{2} \eta_0^{15\beta/48} < \frac{1}{2} \eta_0^{14\beta/48}. \tag{5.1}
\]

- Comparison of \( v_0, q; \) recalling the definitions of \( q \) and \( v_0, \) we have

\[
\|q - P_{y_0,f_{x_0}^{-1}(x_1)}v_0\| = \|(df_{x_0}^{-1})_{x_1}w_1 - P_{y_0,f_{x_0}^{-1}(x_1)} \circ (df_{x_0}^{-1})_{y_1}v_1\|
\]

\[
= \|(df_{x_0}^{-1})_{x_1}w_1 - (df_{x_0}^{-1})_{y_1}[P_{y_1,x_1}v_1]\|
\]

\[
\leq \|(df_{x_0}^{-1})_{x_1}\| \|w_1 - P_{y_1,x_1}v_1\| + \|(df_{x_0}^{-1})_{y_1}\| \|v_1\|.
\]

By Lemma 5.3(1), \( \|w_1 - P_{y_1,x_1}v_1\| \leq \frac{1}{2} \|v_1\| \eta_0^{15\beta/48} \leq d(x_0, \mathcal{V})^{-a} \eta_0^{15\beta/48} \) for \( \varepsilon > 0 \) small enough, since \( \eta_1 \leq \varepsilon \eta_0. \) Using assumptions (A6)–(A7) and that \( d(x_1, y_1) \leq 2\eta_1 \leq 4\eta_0, \) we conclude that

\[
\|q - P_{y_0,f_{x_0}^{-1}(x_1)}v_0\| \leq d(x_0, \mathcal{V})^{-2a} \eta_0^{15\beta/48} + 4\eta_0^{15\beta/48} \leq d(x_0, \mathcal{V})^{-a} \eta_0^{15\beta/48} + 4\eta_0^{15\beta/48} \leq \varepsilon^{1/8} \eta_0^{14\beta/48} + 4\varepsilon^{1/16} \eta_0^{15\beta/48} \leq \frac{1}{2} \eta_0^{14\beta/48}.
\]

- Comparison of \( w_0, q; \) the two estimates above imply that

\[
\|q - P_{x_0,f_{y_0}^{-1}(x_1)}w_0\| \leq \|q - P_{y_0,f_{x_0}^{-1}(x_1)}v_0\| + \|P_{y_0,f_{y_0}^{-1}(x_1)}v_0 - P_{x_0,f_{x_0}^{-1}(x_1)}v_0\|
\]

\[
= \|q - P_{y_0,f_{x_0}^{-1}(x_1)}v_0\| + \|P_{y_0,x_0}v_0 - w_0\| < \eta_0^{14\beta/48}.
\]
Now we estimate the fractions $\frac{\|v_0\|}{\|\varrho\|}$ and $\frac{\|v_0\|}{\|w_0\|}$.

**Estimate of $\frac{\|v_0\|}{\|w_0\|}$:** by the definition of $S$ and Lemma [5.3.1],

$$\|w_0\| = \|C(\tilde{x}_0)^{-1}w_0\| \geq \|w_0\| \geq \exp\left(-\eta_0^{13/48}\right) \geq \frac{1}{2}.$$  

Therefore, letting $A = C(\tilde{x}_0)^{-1}$ and $B = C(\tilde{f}^{-1}(\tilde{x}_1))^{-1}$, we have

$$\left|\frac{\|v_0\|}{\|w_0\|} - 1\right| \leq 2\|v_0\| - \|w_0\| = 2\|B\varrho\| - \|Aw_0\|.$$  

Let $\tilde{B} = B \circ P_{x_0, f_{\tilde{x}_0}^{-1}(x_1)}$, so that $A, \tilde{B}$ have the same domain (and codomain). Then

$$\|B\varrho\| - \|Aw_0\| \leq \left|\|B\varrho\| - \|\tilde{B}w_0\|\right| + \|\tilde{B}w_0 - Aw_0\|$$  

$$\leq \|B\|\|\varrho - P_{x_0, f_{\tilde{x}_0}^{-1}(x_1)}w_0\| + \|\tilde{B}w_0 - Aw_0\|$$  

By the overlap condition, Proposition [3.1.2] and the comparison of $w_0, \varrho$, the latter expression above is at most $2\|A\|\eta_0^{14/48} + 2\eta_0 \leq 2\varepsilon^{1/8}\eta_0^{13/48} + 2\eta_0 < \frac{1}{7}\eta_0^{\beta/4}$. Hence

$$\left|\frac{\|v_0\|}{\|w_0\|} - 1\right| < \frac{1}{7}\eta_0^{\beta/4}$$  

and so

$$\frac{\|v_0\|}{\|w_0\|} = \exp\left(\pm\eta_0^{\beta/4}\right).$$  

(5.2)

**Estimate of $\frac{\|v_0\|}{\|\varrho\|}$:** by the latter estimate, we need to prove that

$$\frac{\|v_0\|^2}{\|\varrho\|^2} \leq \exp\left[2\xi - 4Q(\tilde{x}_0)^{\beta/4}\right].$$  

(5.3)

Recall our assumption that $\frac{\|v_0\|}{\|w_1\|} \leq \varepsilon^\xi$ for $\xi \geq \sqrt{\varepsilon}$. By relation (2.1),

$$\frac{\|v_0\|^2}{\|\varrho\|^2} = \frac{\|v_0\|^2 + \varepsilon^2\|v_1\|^2}{\|\varrho\|^2} \leq \frac{\|v_0\|^2 + \varepsilon^2\varepsilon^2\|v_1\|^2}{\|\varrho\|^2}$$

$$= \varepsilon^{2\xi} \left(\frac{\|v_0\|^2 + \varepsilon^2\|v_1\|^2}{\|\varrho\|^2}\right) = \varepsilon^{2\xi} \left(1 - \frac{\|\varrho\|^2 - \|v_0\|^2}{\|\varrho\|^2 + \varepsilon^2\|v_1\|^2}\right)$$

$$= \varepsilon^{2\xi} \left(1 - \frac{\|\varrho\|^2 - \|v_0\|^2}{\varepsilon^2\|v_1\|^2}\right)$$

hence [5.3] will follow once we prove that (remind that $\|v_0\| = 1$)

$$\frac{\|\varrho\|^2 - \varepsilon^{-2\xi}}{\varepsilon^2\|v_1\|^2} \geq 2Q(\tilde{x}_0)^{\beta/4} \iff \|\varrho\|^2 - \varepsilon^{-2\xi} \geq 2\|\varrho\|^2Q(\tilde{x}_0)^{\beta/4}.$$  

We estimate the order of $\varepsilon$ in both sides of this last inequality:

- By the comparison of $v_0, \varrho$, we have $\|\varrho\| - 1 < \frac{1}{7}\eta_0^{14/48} < Q(\tilde{x}_0)^{\beta/4} < \varepsilon^{3/2}$.

  Since $\xi \geq \sqrt{\varepsilon}$, we have $1 - \varepsilon^{-2\xi} \geq 1 - \varepsilon^{-2\sqrt{\varepsilon}} > \varepsilon^{1/2}$ and so

$$\|\varrho\|^2 - \varepsilon^{-2\xi} = \left(1 - \varepsilon^{-2\xi}\right) + \left(\|\varrho\|^2 - 1\right) \geq \left(1 - \varepsilon^{-2\xi}\right) - \|\varrho\|^2 - 1 > \varepsilon^{1/2} - 3\varepsilon^{3/2}.$$
Since \( \|g\| = \|B\| \leq 2\|B\| \leq 4\|A\| \), we have
\[ 2\|g\|^{\beta/4}Q(\hat{x}_0)^{\beta/4} \leq 32\|A\|^2Q(\hat{x}_0)^{\beta/4} \leq 32\varepsilon^{1/4}Q(\hat{x}_0)^{5\beta/24} \leq 32\varepsilon^{1/4}\varepsilon^{5/4} = 32\varepsilon^{3/2}. \]
If \( \varepsilon > 0 \) is small enough then \( \varepsilon^{1/2} - 3\varepsilon^{3/2} > 32\varepsilon^{3/2} \). This proves (5.3) which, together with (5.2), gives that \( \frac{\|v_0\|}{\|w_0\|} \leq \exp[\xi - Q(\hat{x})^{\beta/4}] \). The proof for stable sets is now complete.

The proof for unstable sets is the same, as we now explain. When dealing with the unstable direction, we usually need to identify which inverse branches are being used. So we would expect to require that, for the proof of the improvement lemma, the inverse branches associated with \( \hat{f}(\hat{x}_0) \) and \( \hat{x}_1 \) are the same, so that we can compare \( U(\hat{f}(\hat{x}_0), \hat{d}w_0) \) and \( U(\hat{x}_1, w_1) \). This is indeed not necessary, since this comparison comes directly from the overlap condition, which guarantees that these two values are almost the same! Therefore, the same proof applied for stable sets also works for unstable sets.

As we just saw, the proof of the improvement lemma relies on the estimate of the fractions \( \|\frac{g}{\hat{g}}\| \) and \( \|\frac{v_0}{\hat{v}_0}\| \). The estimate of the first fraction is consequence of the overlap condition, which allows to compare the matrices \( A \) and \( B \). The overlap condition depends heavily on the parameter \( \chi \): if we consider a different parameter \( \chi' \in (0, \chi) \), then it is not clear how the respective matrices \( A \) and \( B \) defined in terms of this new parameter are related (in particular, we might not have an overlap). On the other hand, the estimate of the second fraction is entirely dynamical, and does not depend on the comparison of \( A \) and \( B \). Because of this, if we consider a real orbit as in Corollary 3.12 then the functions \( S(\chi'), U(\chi) \) defined in terms of \( \chi' \) satisfy an improvement. This fact was observed in [BO20]. Let us recall the context of Corollary 3.12. For a fixed \( \chi' \in (0, \chi) \), let \( \delta = (e^{-\chi'} - e^{-\chi})^{3/\beta} < 1 \). Fix \( \hat{x} \in NUH^* \), and let \( \hat{x}_n = \hat{f}^n(\hat{x}), p_n = q^*(\hat{x}_n), p_n^\mu = q^\mu(\hat{x}_n) \). The sequence \( v_n = \{\psi_n^\mu q_n^\mu\}_{n \in \mathbb{Z}} \) defines sets \( \hat{V}_\chi^s[v] \) and \( \hat{V}_\chi^u[v] \). Clearly, if \( \tilde{y} \in \hat{V}_\chi^u[v] \) then \( \hat{f}(\tilde{y}) \in \hat{f}(\hat{V}_\chi^s[v]) \subset \hat{V}_\chi^s[\sigma(\hat{y})] \).

**Corollary 5.5.** The following holds for all \( \varepsilon > 0 \) small enough. For \( \hat{y} \in \hat{V}_\chi^s[v] \), let \( v_1 \in T\hat{f}(\hat{y}) \hat{V}_\chi^s[\sigma(v)] \) and \( v_0 = \hat{d}^{(-1)} v_1 \in T\hat{y} \hat{V}_\chi^s[v] \). Also, let \( w_0 \in \hat{T}M_{\hat{y}} \) s.t. \( v_0 = \Theta_{\hat{y}, \hat{y}}^s(w_0) \) and \( w_1 \in \hat{T}M_{\hat{y}} \) s.t. \( v_1 = \Theta_{\hat{y}, \hat{y}}^s(\hat{f}(\hat{y}), w_1) \). If \( \frac{S_Y(\hat{f}(\hat{y}), v_1)}{S_Y(\hat{f}(\hat{y}), w_1)} = \exp[\pm \xi] \) for \( \xi \geq \sqrt{\varepsilon} \), then
\[ \frac{S_Y(\hat{y}, v_0)}{S_Y(\hat{y}, w_0)} = \exp \left[ \pm (\xi - Q(\hat{x})^{\beta/4}) \right]. \]

An analogous statement holds for unstable sets.

**Proof.** As in Lemma 5.4, it is enough to prove the result for \( \hat{V}_\chi^u[v] \). We assume that \( \|v_0\| = 1 \) and write \( S_Y(\cdot, v) \) simply by \( \|v\|_Y \). Again, we focus on one side of the estimate: assuming that \( \frac{\|v_1\|_{\chi'}}{\|w_1\|_{\chi'}} \leq \exp[\xi] \) for \( \xi \geq \sqrt{\varepsilon} \), we will prove that \( \frac{\|v_0\|_{\chi'}}{\|w_0\|_{\chi'}} \leq \exp[\xi - Q(\hat{x})^{\beta/4}] \). Note that, in the notation of Lemma 5.4, we have
Therefore, we just need to prove that
\[ \frac{\|w_0\|^2}{2\|w_0\|^2 + 2e^2\|w_1\|^2} \leq \frac{2\|v_0\|^2 + e^2\|w_1\|^2}{2\|w_0\|^2 + e^2\|w_1\|^2}. \]

Therefore, we just need to prove that
\[ \frac{\|w_0\|^2 - e^{-2\xi}}{\|w_0\|^2} \geq Q(\tilde{x})^{1/4} \iff \|w_0\|^2 - e^{-2\xi} \geq \|w_0\|^2 Q(\tilde{x})^{1/4}. \]

Note that:
\[ \circ \quad \|w_0\| - 1 < \varepsilon/2 \quad \text{and so} \quad \|w_0\|^2 - e^{-2\xi} > \varepsilon/2 - 3\varepsilon/2. \]
\[ \circ \quad \text{Since} \quad \|w_0\|^2 - e^{-2\xi} \leq \|C^{-1}(\tilde{x})^{-1}w_0\| \leq 2\|C^{-1}(\tilde{x})^{-1}\|, \quad \text{we have} \]
\[ \|w_0\|^2 Q(\tilde{x})^{1/4} \leq 4\|C^{-1}(\tilde{x})^{-1}\|^2 \leq 4\varepsilon/4 Q(\tilde{x})^{3/24} \leq 4\varepsilon/2. \]

If \( \varepsilon > 0 \) is small enough then \( \varepsilon/2 - 3\varepsilon/2 > 4\varepsilon/2 \), which concludes the proof. \( \square \)

The above corollary indeed works for the (potentially larger) invariant sets associated to \( \{ p_{\pm}^{\hat{y}} \}_{\hat{y} \in \mathbb{Z}_n} \), but since our application will require to diminish the Pesin charts by \( \delta \) (so that Corollary 3.12 works), we preferred to state it with \( \delta \).

5.3. **Proof that** \( \hat{x} \in \text{NUH} \). The first step in the proof of Theorem 5.1 is guaranteeing that \( \hat{x} \in \text{NUH} \). We start proving that the relevance of each symbol of \( \mathcal{A} \) implies the existence of stable/unstable sets where \( S/U \) are bounded. We continue employing the notation for tangent bundles of stable/unstable sets. Recall the definitions of \( s(\hat{x}), u(\hat{x}) \) in page 12. The result below is [BO20, Lemma 4.2 and Corollary 4.3], adapted to our context.

**Lemma 5.6.** **Let** \( \hat{W}^s = \hat{V}^s[w^+] \), **where** \( w^+ \) **is a positive** \( \varepsilon^- 1 \)-**gpo**. **If** \( \hat{W}^s \cap \text{NUH} \neq \emptyset \) **then**
\[ \sup_{\hat{y} \in \hat{W}^s} s(\hat{y}) < \infty. \]

**The same applies to negative** \( \varepsilon^- 1 \)-**gpo’s, with respect to the function** \( u \).

**Proof.** We start proving the lemma for stable sets. For \( \chi' \in (0, \chi) \), represent \( S_{\chi'}(\cdot, v) \) simply by \( \|v\|_{\chi'} \) and \( S(\cdot, v) \) by \( \|v\| \).

**Claim 1:** For every \( v \), \( \|v\| = \sup_{\chi' < \chi} \|v\|_{\chi'} \). In particular, if \( \|v\|_{\chi'} \leq L \) for every \( v \in T\hat{W}^s \) with \( \|v\| = 1 \) and every \( \chi' \in (0, \chi) \), then \( \sup_{\hat{y} \in \hat{W}^s} s(\hat{y}) \leq L \).

The proof of Claim 1 is direct, and we leave the details to the reader. By hypothesis, there is \( \hat{x} \in \hat{W}^s \cap \text{NUH}^\# \). Write \( \hat{x}_n = \hat{f}_n^\#(\hat{x}) \), \( p_n = q^\#(\hat{f}_n^\#(\hat{x})) \) and \( p_n^\# = q^\#(\hat{f}_n^\#(\hat{x})) \). We have \( \limsup_n q(\hat{x}_n) > 0 \) and so there is \( q > 0 \) and an increasing sequence \( \{n_k\}_{k \geq 0} \) s.t. \( q(\hat{x}_{n_k}) \geq q \) for all \( k \geq 0 \). By (2.3) and Lemma 2.4 for every \( \hat{y} \in \text{NUH}^\# \) we have \( \|C(\hat{y})^{-1}\| < 4^{-1/4} \|\hat{y}\|^{\beta/48} < 4^{-\beta/48} \) and so in particular \( Q(\hat{x}_{n_k}) > q \) and \( |C(\hat{x}_{n_k})^{-1}| < q^{-\beta/48} \) for every \( k \geq 0 \).

Fix \( \chi' \in (0, \chi) \), and let \( \chi = \chi' - \frac{\chi}{2} \). Also, let \( v = \{v_n\}_{n \in \mathbb{Z}} \) with \( v_n = \psi_{\hat{x}_n}^{p_n^\#} \cdot \psi_{\hat{x}_n}^{p_n} \), where \( \delta = (e^{-\chi} - e^{-\chi'})^{3/\beta} < 1 \). Write \( \hat{V}_{\chi,n}^s = \hat{V}_{\chi}^s(\{v_t\}_{t \geq n}) \). We want to bound
a\|v\|_\chi', uniformly in v with \(\|v\| = 1\) and \(\chi'\). Instead of \(\hat{W}^s\), doing this for \(\hat{V}^s_{x,0}\) is simpler, since inside this latter set we have better estimates given by Corollary 3.12. Although \(\hat{W}^s\) is in general not contained in \(\hat{V}^s_{x,0}\), if \(n\) is large then \(\hat{f}^n(\hat{W}^s) \subset \hat{V}^s_{\chi,n}\). The reason for this inclusion is that, while by Proposition 3.11(1) the size of \(\hat{f}^n(\hat{W}^s)\) is at most of the order of \(e^{-\frac{1}{2}n}\), the size of \(\hat{V}^s_{\chi,n}\) is of the order of \(q(\hat{x}_n)\), which decreases to zero slower than \(e^{-\epsilon n}\). Let us provide the details of this fact.

**Claim 2:** If \(n\) is large enough then \(\hat{f}^n(\hat{W}^s) \subset \hat{V}^s_{\chi,n}\).

**Proof of Claim 2.** Write \(\hat{x} = \{x_n\}_{n \in \mathbb{Z}}\) and let \(W^s\) be the \(s\)-admissible manifold associated to \(\hat{W}^s\). We will check Proposition 3.7(4). Since \(B^d[\delta p^s_n] \times B^{m-d}[\delta p^s_n] \supset B[\delta p^s_n]\), it is enough to prove that if \(n\) is large enough then \(f^n(W^s) \subset \Psi_{\hat{x}_n}(B[\delta p^s_n])\).

By Proposition 3.7(4), \(f^n(W^s) \subset B(x_n, e^{-\frac{1}{2}n})\). Since

\[
\Psi_{\hat{x}_n}(B[\delta p^s_n]) \supset B \left( x_n, \frac{1}{2} \|C(\hat{x}_n)^{-1}\|^{-1} \delta p^s_n \right),
\]

it is enough to prove that for \(n\) large enough

\[
\frac{1}{2} \|C(\hat{x}_n)^{-1}\|^{-1} \delta p^s_n > e^{-\frac{1}{2}n} \iff e^{-\frac{1}{2}n} \|C(\hat{x}_n)^{-1}\|^{-1} \delta p^s_n < \frac{1}{2}.
\]

Since \(\|C(\hat{x}_n)^{-1}\| (p^s_n)^{\beta/48} \leq \|C(\hat{x}_n)^{-1}\| Q(\hat{x}_n)^{\beta/48} < 1\) and \(p^s_n \geq e^{-\epsilon n} p^s_0\), we have

\[
e^{-\frac{1}{2}n} \|C(\hat{x}_n)^{-1}\|^{-1} \delta p^s_n < e^{-\frac{1}{2}n} \left( \frac{1}{p^s_0} \right)^{1+\frac{\beta}{m}} \leq e^{-\frac{1}{2}n} \left( \frac{\epsilon n}{p^s_0} \right)^{1+\frac{\beta}{m}} = \left( \frac{1}{p^s_0} \right)^{1+\frac{\beta}{m}} e^{-\frac{1}{2}n(1+\frac{\beta}{m})}.
\]

which, for \(\epsilon > 0\) small enough, converges to zero exponentially fast.

Now we complete the proof of the lemma for \(\hat{W}^s\). Start observing that, for every \(n \geq 0\), Corollary 3.12 implies that if \(v \in TV^s_{\chi,n}\), with \(\|v\| = 1\) then

\[
\|v\|_{\chi'}^2 = 2 \sum_{\ell \geq 0} e^{2\ell \chi'} \|\hat{f}^\ell(v)\|^2 \leq 2 \sum_{\ell \geq 0} e^{2\ell \chi'} 64 e^{-2\ell \chi} \|C(\hat{x}_n)^{-1}\|^2 \leq 128 \|C(\hat{x}_n)^{-1}\|^2 \sum_{\ell \geq 0} e^{\ell(\chi'-\chi)}
\]

and so for every \(k \geq 0\) and every \(v \in TV^s_{\chi,n,k}\) we obtain the bound

\[
\|v\|_{\chi'}^2 \leq 128 q^{-\beta/24} \sum_{\ell \geq 0} e^{\ell(\chi'-\chi)}.
\]

Call this bound \(L^2\), so that \(\|v\|_{\chi'} \leq L\) for every \(v \in TV^s_{\chi,n,k}\) with \(\|v\| = 1\). Had \(L\) been independent of \(\chi'\), the proof would be complete, but unfortunately \(L \to \infty\) as \(\chi' \to \chi\). The way to improve the estimate on \(\|v\|_{\chi'}\) to a bound that is independent of \(\chi'\) is by applying Corollary 5.5 as we now explain. Define \(\xi \geq \sqrt{\epsilon}\) by \(e^{\xi} = \max\{\sqrt{2L}, e^{\sqrt{\epsilon}}\}\). We claim that

\[
\|\Theta^{\hat{y}_n,\hat{f}^\ell(\hat{v})}_{\chi,n,k}(v)\|_{\chi'} = \exp[\pm \xi], \quad \text{for all} \ \hat{y} \in \hat{V}^s_{\chi,n,k} \text{ and } v \in E^s_{\chi,n,k} \setminus \{0\}.
\]
By a normalization, we just need to check this estimate for $\|v\| = 1$. By Lemma 3.11, we have $\frac{1}{2} \leq \|\Theta_{\xi \nabla \hat{g}}(v)\| \leq 2$ and so

$$(\sqrt{2L})^{-1} = \frac{\sqrt{2/2}}{2L} \leq \frac{\|\Theta_{\xi \nabla \hat{g}}(v)\|}{\|v\|_{\chi'}} \leq \frac{2L}{\sqrt{2}} = \sqrt{2L}.$$ 

Now fix $k \geq 1$. Apply Corollary 3.5 along the path $\hat{x}_{n_{k-1}} \to \cdots \to \hat{x}_{n_k}$. Since the ratio does not get worse for all transitions $\hat{x}_t \to \hat{x}_{t+1}$ and it improves a fixed amount in the last edge $\hat{x}_{n_{k-1}} \to \hat{x}_{n_{k-1}+1}$, we conclude that

$$\frac{\|\Theta_{\xi \nabla \hat{g}}(v)\|}{\|v\|_{\chi'}} = \exp \left[ \pm (\xi - q^{\beta/4}) \right], \quad \text{for all } \hat{y} \in \hat{V}_{\chi,n_{k-1}}, \text{ and } v \in E^s_{\chi,n_{k-1}} \setminus \{0\}.$$ 

Repeating this procedure until reaching $\hat{x}_{n_0}$, we obtain at least $k$ improvements, as long as the ratio remains outside $[\exp(-\sqrt{C}), \exp(\sqrt{C})]$. Taking $k \to +\infty$, we conclude that

$$\frac{\|\Theta_{\xi \nabla \hat{g}}(v)\|}{\|v\|_{\chi'}} = \exp[\pm \sqrt{C}], \quad \text{for all } \hat{y} \in \hat{V}_{\chi,n_0} \text{ and } v \in E^s_{\chi,n_0} \setminus \{0\}. \quad (5.4)$$

Now fix $k$ large enough s.t. $f^{n_k}(\hat{W}^s) \subset \hat{V}_{\chi,n_k}^s$. Let $v \in T\hat{W}^s$ with $\|v\| = 1$. If $w = \hat{df}^{(n_k)}(v) \in T\hat{V}_{\chi,n_k}^s$ then

$$\|v\|_{\chi'}^2 = 2 \sum_{n=0}^{n_k-1} \|\hat{df}^{(n)}(v)\|^2 = 2 \sum_{n=0}^{n_k-1} e^{2n\chi'} \|\hat{df}^{(n)}(v)\|^2 + 2 \sum_{n=0}^{n_k-1} e^{2n\chi'} \|\hat{df}^{(n)}(v)\|^2$$

$$= 2 \sum_{n=0}^{n_k-1} e^{2n\chi} \|\hat{df}^{(n)}(v)\|^2 + 2 \sum_{n=0}^{n_k-1} e^{2n\chi} \|w\|^2.$$

If $\hat{z}$ is the center of the zeroth chart defining $\hat{W}^s = \hat{V}^s[w^+]$, then by Proposition 3.11 (1) the first term above is bounded by $128\|C(\hat{z})\|^{-1} 2 \sum_{n=0}^{n_k-1} e^{n\chi}$. To estimate the second term, write $w \in T\hat{V}_{\chi,n_k}^s$ and define $\hat{g}$ by the equality $w_{\|w\|} = \Theta_{\xi \nabla \hat{g}}(\hat{g})$. Using estimate (5.4), Lemma 3.3 (1) and Lemma 2.1 (1), we get that

$$\|w\|_{\chi'} \leq 2 e^{\sqrt{C}} \|\hat{g}\|_{\chi'} \leq 2 e^{\sqrt{C}} \|\hat{g}\|_{\chi'} \leq 2 e^{\sqrt{C}} \|C(\hat{z})\|^{-1} \leq 2 e^{\sqrt{C}} \|C(\hat{z})\|^{-1}.$$

Hence $e^{2n\chi} \|w\|^2 \|w\|_{\chi'} \leq 256\|C(\hat{z})\|^{-1} e^{2n\chi} + 2 e^{2n\chi} q^{-\beta/24}$, and so

$$\|v\|^2_{\chi'} \leq 128\|C(\hat{z})\|^{-1} \left[ \sum_{n=0}^{n_k-1} e^{n\chi} + 2 e^{n\chi} q^{-\beta/24} \right],$$

which is independent of $v$ and $\chi'$. By Claim 1, the proof for $\hat{W}^s$ is complete.

Now let $\hat{W}^u = \hat{V}^u[w^-]$ for a negative $\varepsilon$-gpo $w^- = \{\Psi_{\xi \nabla \hat{g}}\}_{n \leq 0}$, and assume that there exists $\hat{x} \in \hat{W}^s \cap \text{NUH}^\#$. As before, write $\hat{x}_n = f^n(\hat{x})$ and let $\hat{V}_{\chi,n}^s$ =
\[ \hat{V}^u_{x_k} \{ \Psi_k \}_{k \leq n} \] for \( n \leq 0 \). The proof for \( \hat{W}^u \) is identical to the proof for \( \hat{W}^s \), provided the inverse branches used to define \( \hat{W}^u \) are the same as those used to define \( \hat{V}^u_{x_k} \). In other words, we just need to verify that \( f^{-1}_{x_n} \) and \( f^{-1}_{y_n} \) are the same inverse branch for all \( n < 0 \). Fix \( n < 0 \). By Lemma 3.8(2), \( x_{n+1} \in \Psi_{y_{n+1}}(B[20Q(y_{n+1})]) \).

Since \( f^{-1}_{x_n}(x_{n+1}) = x_n = f^{-1}_{y_n}(x_{n+1}) \), the uniqueness of inverse branches provided by assumption (A5) implies that \( f^{-1}_{x_n} \) and \( f^{-1}_{y_n} \) are the same inverse branches. \( \square \)

Now we proceed to show that, in the notion of Theorem 5.3, \( \pi(y) \in \text{NUH} \).

Recall the relevance property of each \( \varepsilon \)-double chart of \( \mathcal{A} \), see Theorem 4.1(3).

Proposition 5.7. For every \( v_0 \in \mathcal{A} \), there exists a constant \( L = L(v_0) \) s.t. the following holds. If \( v = \{ v_n \} \in \Sigma^\# \) satisfies \( v_n = v_0 \) for infinitely many \( n > 0 \) and if \( \hat{x} = \pi(y) \), then \( s(\hat{y}) < L \). The same applies to \( u(\hat{x}) \). In particular, \( \hat{x} \in \text{NUH} \).

Proof. As usual, we represent \( S(\cdot, v) \) simply by \( \| v \| \). Write \( \hat{V}_s = \hat{V}_s^s[w] \), \( v_n = \Psi_p \psi_n \), \( \eta_n = p_n \psi_n \), and let \( \{ n_k \} \) be an increasing sequence s.t. \( v_{n_k} = v_0 \). Since \( v_0 \) is relevant, there is \( \hat{w} \in \Sigma \) with \( w_0 = v_0 \). \( \pi(\hat{w}) \in \text{NUH}^\#. \) By Lemma 5.6, if \( \hat{W}_s = \hat{V}_s^s[w] \) then \( \sup_{\hat{y} \in \hat{W}_s} s(\hat{y}) < \infty \). By Lemma 5.3(1),

\[
L_0 \coloneqq \sup \left\{ \frac{\| \Theta_{\hat{w}, \hat{v}}(v) \|_{\| v \|}}{\| v \|} : \hat{y} \in \hat{W}_s, \hat{v}[\hat{y}] \in \Psi_{\hat{v}_0}(B_{\hat{d}_{\hat{v}}}[\hat{y}_0] \times B_{\hat{d}_{\hat{v}}}[\hat{v}_0], \hat{v} \in \hat{E}_{\hat{v}_0} \setminus \{ 0 \} \right\}
\]

is also finite. Define \( L_1 = \max \{ L_0, e^{\sqrt{\varepsilon}} \} > 1 \).

For each \( k \geq 1 \), we have \( \hat{W}_s \in \mathcal{A}_s(v_{n_k}) \). Starting from \( \hat{W}_s \), apply the stable graph transform along the path \( v_0 \rightarrow v_1 \rightarrow \cdots \rightarrow v_{n_k} \) to obtain some stable set at \( v_0 \), call it \( \hat{W}_s^k \). Let \( G \) be the representing function of \( \hat{V}_s \), and let \( G_k \) be the representing function of \( \hat{W}_s^k \). By Proposition 4.7(1), \( \| G_k - G \|_{C^1} \rightarrow 0 \). \( k \rightarrow \infty \)

Claim: If \( \{ w_k \} \) converges to \( w \in TM \) in the Sasaki metric, then

\[
\sum_{n=0}^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2 \leq \liminf_{k \rightarrow +\infty} \sum_{n=0}^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2.
\]

Proof of the claim. Fix \( N > 0 \). For each \( \delta > 0 \), there exists \( k_0 \geq 1 \) s.t.

\[
k \geq k_0 \implies \| \hat{d}_n^{(u)} w_k \| = e^{2\varepsilon} \text{ for } n = 0, 1, \ldots, N.
\]

For \( k \geq k_0 \), we have

\[
\sum_{n=0}^{N} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2 \leq e^{2\varepsilon} \sum_{n=0}^{N} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2 \leq e^{2\varepsilon} \sum_{n=0}^{2^n \chi} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2
\]

and so

\[
\sum_{n=0}^{N} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2 \leq e^{2\varepsilon} \liminf_{k \rightarrow +\infty} \sum_{n=0}^{2^n \chi} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2.
\]

Since \( \delta > 0 \) is arbitrary, we get that

\[
\sum_{n=0}^{N} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2 \leq \liminf_{k \rightarrow +\infty} \sum_{n=0}^{2^n \chi} e^{2^n \chi} \| \hat{d}_n^{(u)} w_k \|^2.
\]

Finally, take \( N \rightarrow +\infty \) to conclude the proof of the claim. \( \square \)
Write \( \vartheta[\tilde{x}] = \Psi_{\tilde{x}_0}(z, G(z)) \). Since \( \tilde{x} = \pi(v) \), by Lemma 3.4 we have that \( \|z\| < \eta_0 \).

For each \( k \geq 1 \), define \( \tilde{y}_k \) as the unique element of \( \tilde{W}_k^s \) s.t. \( \vartheta[\tilde{y}_k] = \Psi_{\tilde{x}_0}(z, G_k(z)) \).

Fix \( v \in E_{\tilde{x}_0}^s \) with \( \|v\| = 1 \). If \( v = (d\Psi_{\tilde{x}_0})_0 \left[ \begin{array}{c} w \\ 0 \end{array} \right] \) then

\[
\Theta_{\tilde{x}_0, \tilde{x}}(v) = (d\Psi_{\tilde{x}_0})(z, G(z)) \left[ \begin{array}{c} w \\ (dG)_z w \end{array} \right]
\]

and so \( \Theta_{\tilde{x}_0, \tilde{y}_k}(v) \rightarrow \Theta_{\tilde{x}_0, \tilde{x}}(v) \) in the Sasaki metric. By the claim,

\[
\|\Theta_{\tilde{x}_0, \tilde{x}}(v)\| \leq \liminf_{k \to +\infty} \|\Theta_{\tilde{x}_0, \tilde{y}_k}(v)\|
\]

and so it is enough to bound the right hand side above.

We claim that \( \vartheta[\tilde{f}^n(\tilde{y}_k)] \in \Psi_{\tilde{x}_0}(B^d[\eta_0] \times B^{m-d}(\eta_0)) \) for \( n = 0, \ldots, n_k \). To prove this, note that \( \tilde{f}^n(\tilde{y}_k) \) belongs to a stable set and so it is enough to show that, in the charts representation, the first coordinate of \( \vartheta[\tilde{f}^n(\tilde{y}_k)] \) belongs to \( B^d[\eta_0] \).

The case \( n = 0 \) is true because \( \|z\| < \eta_0 \). The proof is by induction, so we just show how to obtain it for \( n = 1 \). Write \( F_{\tilde{x}_0, \tilde{z}_1} = D(\tilde{x}_0) + (H^1 + H^2) \), where \( D(\tilde{x}_0) \) is given by Lemma 2.1(2) and \( H^+ = (H^1, H^2) \) satisfies items (a)–(c) in Theorem 3.3. We have \( \vartheta[\tilde{y}_k] = \Psi_{\tilde{x}_0}(z, G_k(z)) \) and so \( \vartheta[\tilde{f}(\tilde{y}_k)] = \Psi_{\tilde{z}_1}(\pi, *) \) where \( \pi = D_{\pi}(\tilde{x}_0)z + H^+(\tilde{x}_0, G_k(\tilde{x}_0)) \).

Now, for fixed \( k \geq 1 \), write \( g_k = \Theta_{\tilde{x}_0, \tilde{y}_k}(v) \) and define \( w_k \in E_{\tilde{x}_1}^s \) by the equality \( \Theta_{\tilde{x}_1, \tilde{y}_k}^- (w_k) = \tilde{f}^k g_k \), for all \( \ell \geq 0 \). Since \( \tilde{f}^n_k(\tilde{y}_k) \in \tilde{W}^{s}(\tilde{W}_k^s) \subseteq \tilde{W}^s, \) we have that \( \|\tilde{f}^k g_k\| \leq L_1 \). By Lemma 5.4, we get that

\[
\|\tilde{f}^k e_k\| \leq L_1 \text{ and, repeating this procedure, we obtain that } \|g_k\| \leq L_1.
\]

By Lemma 5.3(1), \( \|g_k\| \leq L_1 \|w_0\| \leq 2L_1 s(\tilde{x}_0) \) and so

\[
\|\Theta_{\tilde{x}_0, \tilde{x}}(v)\| \leq 2L_1 s(\tilde{x}_0).
\]

Defining \( L = L(v_0) := 3L_1 s(\tilde{x}_0) \) and applying Lemma 5.3(1) again, it follows that \( \|v\| < L \) for all \( v \in T_{\tilde{x}} V^s \) with \( \|v\| = 1 \), and so \( s(\tilde{x}) < L \).

The proof for \( \tilde{V}^u \) is identical to the above since, as in the proof of Lemma 5.6, the inverse branches of the unstable sets involved in the proof coincide. Finally, we show that \( \tilde{x} \in \text{NUH} \). Defining \( E_x^u = T_{\tilde{x}}(\tilde{V}^u(\tilde{x})) \) and \( E_{\tilde{x}}^u = T_{\tilde{x}}(\tilde{V}^u(\tilde{x})) \), then what we just proved and Proposition 3.11(2) imply that \( \tilde{x} \) satisfies (NUH1)–(NUH3). □

Consequently, if \( v \in \Sigma^\# \) then \( \tilde{x} = \pi(v) \in \text{NUH} \) and so the Lyapunov inner product \( \|\cdot\| \) is well-defined in \( \tilde{T}M_{\tilde{x}} \), as well as \( C(\tilde{x}), Q(\tilde{x}) \). In the next sections we will prove parts (1)–(5) of Theorem 5.1.
5.4. Control of $d$ and $\rho$. We start estimating $d([\vartheta_0], [\vartheta])$. By Lemma 3.4, $\vartheta([\vartheta]) = \Psi_{\vartheta_0}(u)$ for some $\|u\| < 50^{-1}(p_0^* \wedge p_0^{\eta})$. Since $\vartheta([\vartheta_0]) = \Psi_{\vartheta_0}(0)$ and $\Psi_{\vartheta_0}$ is 2-Lipschitz, we get that $d([\vartheta_0], [\vartheta]) < 25^{-1}(p_0^* \wedge p_0^{\eta})$. Now we estimate $\rho([\vartheta_0], [\vartheta])$. Such estimate does not follow from Proposition 3.1(1), since we assume no overlap condition between $\vartheta_0$ and $\vartheta$. Nevertheless, we can employ a calculation similar to that used to prove Proposition 3.1(1). Start observing that, by the above estimate, $d([\vartheta_0], [\vartheta]) < 25^{-1}(p_0^* \wedge p_0^{\eta}) < \varepsilon^2 \rho([\vartheta_0])^2 < \varepsilon^2 d([\vartheta_0], [\vartheta])$ and so

$$d([\vartheta_0], [\vartheta]) = d([\vartheta_0], [\vartheta]) + d([\vartheta_0], [\vartheta]) = (1 \pm \varepsilon^2) d([\vartheta_0], [\vartheta]) = \varepsilon^{2\varepsilon} d([\vartheta_0], [\vartheta]).$$

To estimate $\frac{d([\vartheta_0], [\vartheta])}{d([\vartheta_0], [\vartheta])}$, start observing that, since $\vartheta([\vartheta]) \in D_{\vartheta_0}$, assumption (A6) implies that $d([\vartheta_0], [\vartheta]) < \varepsilon^2 \rho([\vartheta_0]) < \varepsilon^2 d([\vartheta_0], [\vartheta])$ and so

$$d([\vartheta_0], [\vartheta]) = d([\vartheta_0], [\vartheta]) + d([\vartheta_0], [\vartheta]) = (1 \pm \varepsilon^2) d([\vartheta_0], [\vartheta]) = \varepsilon^{2}\varepsilon d([\vartheta_0], [\vartheta]).$$

We estimate of $\frac{d([\vartheta_0], [\vartheta])}{d([\vartheta_0], [\vartheta])}$ in the same way, using that $\vartheta([\vartheta]) \in E_{\vartheta_0}^{\eta} - \{v_0\}$. Altogether, we conclude that $\frac{d([\vartheta_0], [\vartheta])}{d([\vartheta_0], [\vartheta])} = \varepsilon^{2\varepsilon}$. This proves part (1) of Theorem 5.1.

5.5. Control of $C^{-1}$. Recall that $\hat{x} = \pi(y)$ for $y \in \Sigma^\#$, we proved in Section 3.3 that $\hat{x} \in \text{NUH}$, i.e. there is a splitting $\hat{TM}_\hat{x} = E^s_\hat{x} \oplus E^u_\hat{x}$ satisfying (NUH1)–(NUH3). To control $C^{-1}$, we need to control the Lyapunov inner product for vectors in $E^s_\hat{x}$ and $E^u_\hat{x}$. We explain how to make the control in $E^s_\hat{x}$ (the control in $E^u_\hat{x}$ is analogous). Write \( y = \{v_n\} \in \Sigma \) and $\Theta_n = \Theta_{\hat{x}_n, \hat{\vartheta}(n)}$. Without loss of generality, assume that $v_0$ repeats infinitely often in the future, i.e. there is an increasing sequence $\{n_k\}_{k \geq 1}$ s.t. $v_{n_k} = v_0$ for all $k \geq 1$. Let $L = 3L_1 s(\hat{x}_0)$ as in Proposition 5.7 and let $\xi > 0$ s.t. $L \geq e^{\sqrt{\xi}}$ and $s(\hat{x}_0) \geq \sqrt{\xi}$, we have $\xi > \sqrt{\xi}$. We claim that

$$\|v\|_{[\Theta_{n_k}(v)]} = \exp[\pm \xi], \quad \text{for all } v \in E^s_{\hat{x}}_0 \setminus \{0\}. \quad (5.6)$$

By a normalization, we just need to check this for $\|v\| = 1$. We proved in Proposition 5.7 that $\|\Theta_{n_k}(v)\| \leq 2L_1 s(\hat{x}_0)$, see estimate (5.5). On one hand, applying Lemma 3.3(1) we have $\|\Theta_{n_k}(v)\| \leq 2L_1 s(\hat{x}_0) < L$, and on the other hand

$$\|\Theta_{n_k}(v)\| \geq \frac{\sqrt{\xi}}{2L_1 s(\hat{x}_0)} > L^{-1},$$

which proves (5.6). Now fix $k \geq 1$. Using (5.6), apply Lemma 5.4 along the path $v_{n_{k-1}} \xrightarrow{\varepsilon} v_{n_k}$. Since the ratio does not get worse for all edges $v_k \rightarrow v_{k+1}$ and it improves a fixed amount in the last edge $v_{n_{k-1}} \xrightarrow{\varepsilon} v_{n_{k-1}+1}$, we conclude that $\|\Theta_{n_k}(v)\| \geq \exp[\pm (\xi - Q(\hat{x}_0)^{\beta/4})]$ for all $v \in E^s_{\hat{x}}_0 \setminus \{0\}$. Repeating this procedure until reaching $v_0$, we obtain at least $k$ improvements, as long as the ratio remains outside $[\exp(-\varepsilon), \exp(\varepsilon)]$. Taking $k \rightarrow +\infty$, we conclude that $\|\Theta_{n_k}(v)\| = \exp[\pm (\varepsilon)]$ for all $v \in E^s_{\hat{x}}_0 \setminus \{0\}$. Since $v_{n_k} = v_0$, we obtain similarly that $\|\Theta_{n_k}(v)\| = \exp[\pm (\varepsilon)]$ for all $v \in E^s_{\hat{x}}_0 \setminus \{0\}$. Finally, given $n \in \mathbb{Z}$, let $n_k > n$ and apply Lemma 5.4 along the path $v_n \xrightarrow{\varepsilon} \cdots \xrightarrow{\varepsilon} v_{n_k}$ to conclude that

$$\|v\|_{[\Theta_{n_k}(v)]} = \exp[\pm (\varepsilon)], \quad \text{for all } v \in E^s_{\hat{x}}_n \setminus \{0\}. \quad (5.7)$$
By a similar argument, we conclude that
\[
\frac{\|v\|}{\|\Theta_n(v)\|} = \exp[\pm \sqrt{\varepsilon}], \quad \text{for all } v \in E_n^u \setminus \{0\}.
\] (5.8)

We are now ready to prove part (2) of Theorem 5.1. For simplicity, assume \( n = 0 \) and write \( \Theta = \Theta_0 \). If \( v = v^a + v^u \in E_n^a \oplus E_n^u \), then \( \Theta(v) = \Theta(v^a) + (\Theta(v^u) = E_n^a \oplus E_n^u \).

By the calculation made in the proof of Lemma 2.1.1 and estimates (5.7) and (5.8),
\[
\frac{\|C(\hat{x}_0)^{-1}\|}{\|C(\hat{x})^{-1}\Theta(v)\|} = \frac{\|v^a\|^2 + \|v^u\|^2}{\|\Theta(v^a)\|^2 + \|\Theta(v^u)\|^2} = \exp[\pm 2\sqrt{\varepsilon}]
\] (5.9)
and so \( \frac{\|C(\hat{x}_0)^{-1}\|}{\|C(\hat{x})^{-1}\Theta(v)\|} = \exp[\pm \sqrt{\varepsilon}] \). By Lemma 5.3(2), if \( \varepsilon > 0 \) is small enough then \( \|\Theta^\pm\| = \exp[\pm \sqrt{\varepsilon}] \), hence \( \frac{\|C(\hat{x})^{-1}\|}{\|C(\hat{x}_0)^{-1}\|} = \exp[\pm 2\sqrt{\varepsilon}] \).

5.6. **Control of** \( Q, p^s, p^n \) **and proof that** \( \hat{x} \in \text{NUH}^\# \). Now we prove parts (3) and (4) of Theorem 5.1. We begin controlling \( Q \). As usual, let \( n = 0 \). Recall that \( Q(\hat{x}) = \max\{Q \in I \in : Q \leq Q(\hat{x})\} \), where
\[
Q(\hat{x}) = e^{f/\beta} \min \left\{ \|C(\hat{x})^{-1}\|^{-48/\beta}, \rho(\hat{x})^{96a/\beta} \right\}.
\]
By part (1), \( \frac{\rho(\hat{x}_0)^{96a/\beta} \phi(\hat{x}_0)^{96a/\beta}}{\rho(\hat{x})^{96a/\beta}} = \exp \left[ \frac{96\varepsilon}{\beta} \right] \) for \( \varepsilon > 0 \) small enough.

By part (2), \( \frac{\|C(\hat{x}_0)^{-1}\|^{-48/\beta}}{\|C(\hat{x})^{-1}\|^{-48/\beta}} = \exp \left[ \frac{96\sqrt{\varepsilon}}{\beta} \right] \). Hence, \( \frac{Q(\hat{x}_0)}{Q(\hat{x})} = \exp \left[ \frac{96\sqrt{\varepsilon}}{\beta} \right] \) and so \( \frac{Q(\hat{x})}{Q(\hat{x}_0)} = \exp \left[ \frac{96\sqrt{\varepsilon}}{\beta} + \frac{\varepsilon}{3} \right] \). If \( \varepsilon > 0 \) is small enough then \( \frac{Q(\hat{x})}{Q(\hat{x}_0)} = \exp \left[ \pm \sqrt{\varepsilon} \right] \).

Now we prove part (4). We show how to control \( p^s \) (the proof for \( p^n \) is analogous). By (GPO2), we have \( p_0^s = \delta_\varepsilon \inf \{e^{\varepsilon Q(\hat{x}_n)^s} : n \geq 0\} \) and so by part (3)
\[
q^s(\hat{x}) = \delta_\varepsilon \inf \{e^{\varepsilon Q(\hat{x}_n)} : n \geq 0\} = p_0^s \times \exp \left[ \pm \sqrt{\varepsilon} \right].
\]
Hence \( q^s(\hat{x}) > 0 \) and \( \frac{p_0^s}{q^s(\hat{x})} = \exp \left[ \pm \sqrt{\varepsilon} \right] \).

Finally, observe that we also have \( \frac{q^s}{q^s(\hat{x})} = \exp \left[ \pm \sqrt{\varepsilon} \right] \). Since \( v \in \Sigma^\# \), it follows that \( \limsup_{n \to \infty} q(\hat{f}^n(\hat{x})) > 0 \) and \( \limsup_{n \to \infty} q(\hat{f}^n(\hat{x})) > 0 \), thus proving that \( \hat{x} \in \text{NUH}^\# \).

5.7. **Control of** \( \Psi^s_{\hat{x}_n} \circ \Psi_{\hat{x}_n} \). Fix \( n = 0 \), and let \( x_0 = \hat{v}(\hat{x}_0) \), \( x = \hat{v}(\hat{x}) \), \( \eta = p_0^s \wedge p_0^u \), \( \Theta = \Theta_{\hat{x}_0, \hat{x}} \), and \( F = F_{\hat{x}_0, \hat{x}} \). We start proving that \( \Psi_{\hat{x}_0}^{-1} \circ \Psi_{\hat{x}_0} \) is well-defined in \( B[10Q(\hat{x})] \). We have
\[
\Psi_{\hat{x}_0}(B[10Q(\hat{x}_0)]) \subset B(x_0, 20Q(\hat{x}_0)) \subset B(x, 20Q(\hat{x}_0) + d(x_0, x)) \subset \mathcal{B}_x,
\]
where in the last inclusion we used parts (1) and (3) to obtain that \( 20Q(\hat{x}_0) + d(x_0, x) < 25Q(\hat{x}_0) + \frac{\varepsilon}{2} < 25Q(\hat{x}_0) \leq 25e^{\sqrt{\varepsilon}}Q(\hat{x}) \), \( \Phi(\hat{x}) \). By assumption (A1), \( \Psi_{\hat{x}_0}^{-1} \circ \Psi_{\hat{x}_0} \) is well-defined in \( B[10Q(\hat{x}_0)] \).

Now we represent \( \Psi_{\hat{x}_0}^{-1} \circ \Psi_{\hat{x}_0} \) as required. We have \( \Psi_{\hat{x}_0}^{-1} \circ \Psi_{\hat{x}_0} = C(\hat{x})^{-1} \circ \Phi \circ C(\hat{x}_0) \), where \( \Phi = \exp_{\hat{x}_0}^{-1} \circ \exp_{\hat{x}_0} \). The composition \( \Phi(\hat{x})^{-1} \circ \Phi \circ \Phi(\hat{x}) \) has norm close to one. Indeed, by (5.9) we have \( \|C(\hat{x})^{-1} \circ \Phi \circ C(\hat{x}_0)v\| = e^{\pm 2\sqrt{\varepsilon}}\|C(\hat{x}_0)^{-1} \circ C(\hat{x}_0)v\| = e^{\pm 2\sqrt{\varepsilon}}\|v\| \). By the polar decomposition for matrices, \( C(\hat{x})^{-1} \circ \Phi \circ C(\hat{x}_0) = OR \) where \( O \) is an orthogonal matrix and \( R \) is positive symmetric with \( \|Rv\| = e^{\pm 2\sqrt{\varepsilon}}\|v\| \) for all \( v \in \mathbb{R}^m \). Since \( C(\hat{x})^{-1} \circ \Phi \circ C(\hat{x}_0) \) preserves the splitting \( \mathbb{R}^d \times \mathbb{R}^{m-d} \), the same holds for \( O \). Also, diagonalizing \( R \) and estimating its eigenvalues, we get that if
\( \varepsilon > 0 \) is small enough then \( \| R - \text{Id} \| \leq 4\sqrt{\varepsilon} \), see details in \( \text{[BO18]} \) pp. 100. Define 
\[ \delta = (\Psi_{\tilde{\tau}}^{-1} \circ \Psi_{\tilde{\tau}})(0) \in \mathbb{R}^m, \text{ and } \Delta : B[10Q(\tilde{x}_0)] \to \mathbb{R}^m \text{ s.t. } \Psi_{\tilde{\tau}}^{-1} \circ \Psi_{\tilde{\tau}} = \delta + O + \Delta. \]
We start estimating \( d\Delta \). For \( z \in B[10Q(\tilde{x}_0)] \),
\[
(d\Delta)_z = C(\tilde{x})^{-1} \circ (d\Phi)_{C(\tilde{x}_0)z} \circ C(\tilde{x}_0) - O \\
= C(\tilde{x})^{-1} \circ \left[ (d\Phi)_{C(\tilde{x}_0)z} - \Theta \right] \circ C(\tilde{x}_0) + OR - O.
\]
To estimate \( E \), observe that:
\( \circ \) By lemma \( \text{[5.3]}(2) \), \( \| P - \Theta \| \leq \frac{1}{2} \eta^{15\beta/48} \).
\( \circ \) By assumptions \( \text{(A2)-(A3)} \),
\[
\| (d\Phi)_{C(\tilde{x}_0)z} - P \| = \left\| (d\exp_{\tilde{x}}^{-1})\Psi_{\tilde{\tau}_0}(z)(d\exp_{\tilde{x}_0})C(\tilde{x}_0)z - \text{Id} \right\| \\
= \left\| (d\exp_{\tilde{x}}^{-1})\Psi_{\tilde{\tau}_0}(z)(d\exp_{\tilde{x}_0})C(\tilde{x}_0)z - (d\exp_{\tilde{x}}^{-1})\Psi_{\tilde{\tau}_0}(z)(d\exp_{\tilde{x}_0})C(\tilde{x}_0)z \right\| \\
\leq \left\| (d\exp_{\tilde{\tau}}^{-1})\Psi_{\tilde{\tau}_0}(z) - (d\exp_{\tilde{x}}^{-1})\Psi_{\tilde{\tau}_0}(z) \right\| \cdot \left\| (d\exp_{\tilde{x}_0})C(\tilde{x}_0)z \right\| \\
\leq 2d(x_0, \mathcal{O})^{-a} d(x, x_0)
\]
which, by part (1), is bounded by \( \frac{1}{2\sqrt{\varepsilon}}d(x_0, \mathcal{O})^{-a} \eta \leq \frac{1}{2\sqrt{\varepsilon}} \eta^{15\beta/48} \).
Hence, \( \| E \| < \eta^{15\beta/48} \) and so, by part (2), we get that
\[
\| C(\tilde{x})^{-1} \circ E \circ C(\tilde{x}_0) \| \leq \| C(\tilde{x})^{-1} \| \| \eta^{15\beta/48} \| \leq e^{2\sqrt{\varepsilon}} \| C(\tilde{x}_0)^{-1} \| \| \eta^{15\beta/48} \| \\
\leq e^{2\sqrt{\varepsilon} \varepsilon^{1/8}} \eta^{143/48} \ll \sqrt{\varepsilon}.
\]
Since \( \| OR - O \| = \| R - \text{Id} \| \leq 4\sqrt{\varepsilon} \), we conclude that \( \| (d\Delta)_z \| \leq 5\sqrt{\varepsilon} \). In particular, since \( \Delta(0) = 0 \), we have \( \| \Delta(z) \| \leq \| d\Delta \| |_{C^0} \| z \| \leq 5\sqrt{\varepsilon} \| z \|. \)
Finally, we estimate \( \| \delta \| \). Let \( z \) s.t. \( \Psi_{\tilde{\tau}_0}(z) = x \). We have \( \theta = (\Psi_{\tilde{\tau}}^{-1} \circ \Psi_{\tilde{\tau}_0})(z) = \delta + Oz + \Delta(z) \) and so \( \delta = -Oz - \Delta(z) \). By Lemma \( \text{3.4} \) we have \( \| z \| \leq 50^{-1} \eta \), therefore for \( \varepsilon > 0 \) small enough
\[
\| \delta \| \leq \| Oz \| + \| \Delta(z) \| \leq (1 + 5\sqrt{\varepsilon}) \| z \| \leq \frac{1}{50} \| z \| \leq \frac{1}{25} \eta.
\]
5.8. Proof of Corollary \( \text{5.2} \). Parts (1)--(2) are consequences of parts (1) and (4) of Theorem \( \text{5.1} \). We prove part (3) as we proved Theorem \( \text{5.1} \), with the required modifications. Write \( \pi(y) = \pi(\bar{y}) = \tilde{x} \). Assume \( n = 0 \), and let \( x = \partial \tilde{x}, x_0 = \partial \bar{x}_0, y_0 = \partial \bar{y}_0, \eta = p_0 \wedge p_0^\perp, \bar{\eta} = q_0 \wedge q_0^\perp \). By Theorem \( \text{5.1} \), \( \| \eta/\eta = e^{\pm 2\sqrt{\varepsilon}} \| \). Let
\[
A = \Theta_{\bar{y}_0}^{-1}, \quad B = \Theta_{\bar{x}_0, \tilde{x}}, \quad \Theta = A \circ B \\
C = P_{\bar{y}_0, x}, \quad D = P_{\bar{x}_0, x}, \quad P = C \circ D.
\]
The proof that \( \Psi_{\bar{y}_0}^{-1} \circ \Psi_{\bar{x}_0} \) is well-defined in \( B[10Q(\tilde{x}_0)] \) is the same. Now, we have \( \Psi_{\bar{y}_0}^{-1} \circ \Psi_{\bar{x}_0} = C(\bar{y}_0)^{-1} \circ \Phi \circ C(\tilde{x}_0) \), where \( \Phi = \exp_{\bar{y}_0}^{-1} \circ \exp_{\bar{x}_0} \), and \( \| C(\bar{y}_0)^{-1} \circ \Theta \circ C(\tilde{x}_0)v \| = e^{\pm 4\sqrt{\varepsilon}} \| v \| \) for all \( v \). Hence \( C(\bar{y}_0)^{-1} \circ \Theta \circ C(\tilde{x}_0) = OR \) where \( O \) is an orthogonal matrix preserving the splitting \( \mathbb{R}^d \times \mathbb{R}^{m-d} \) and \( R \) is positive symmetric with \( \| R - \text{Id} \| \leq 4\sqrt{\varepsilon} \). Let \( \delta = (\Psi_{\bar{y}_0}^{-1} \circ \Psi_{\bar{x}_0})(0) \in \mathbb{R}^m \) and \( \Delta \) s.t. \( \Psi_{\bar{y}_0}^{-1} \circ \Psi_{\bar{x}_0} = \delta + O + \Delta \). If \( y \in B[10Q(\tilde{x}_0)] \) then
\[
(d\Delta)_y = C(\bar{y}_0)^{-1} \circ E \circ C(\tilde{x}_0) + OR - O.
\]
where $E = (d\Phi)_{C(\hat{x}_0)}z - \Theta$. Note that:

- By lemma 5.3(2), $\|A^{-1} - C^{-1}\| \leq \frac{5}{2}\eta^{15\beta/48}$ and $\|B - D\| \leq \frac{1}{2}\eta^{15\beta/48}$. We also have $\|A\|, \|B\|, \|C\|, \|D\| < 2$. Since $A - C = A(C^{-1} - A^{-1})C$, we have
  
  $$\|A - C\| \leq 4\|A^{-1} - C^{-1}\| \leq 2\eta^{15\beta/48}$$

and so

$$\|P - \Theta\| = \|AB - CD\| \leq \|A\|\|B - D\| + \|A - C\|\|D\|$$

$$\leq \eta^{15\beta/48} + 4\eta^{15\beta/48} \leq (\epsilon^2 \sqrt{\epsilon} + 4)\eta^{15\beta/48} < 6\eta^{15\beta/48}$$

for $\epsilon > 0$ small enough.

- Proceeding similarly as before and using part (1), we have
  
  $$\|(d\Phi)_{C(\hat{x}_0)}z - P\| \leq 2d(y_0, \mathcal{S})^{-a}d(x_0, y_0) \leq 2\rho(\hat{y}_0)^{-a}\frac{1}{10} \max\{\eta, \hat{\eta}\}$$

  $$\leq \frac{1}{10} \epsilon^2 \sqrt{\epsilon} \rho(\hat{y}_0)^{-a}\eta \ll \eta^{15\beta/48}.$$}

Hence $\|E\| < 7\eta^{15\beta/48}$ and so

$$\|C(\hat{y}_0)^{-1} \circ E \circ C(\hat{x}_0)\| \leq 7\|C(\hat{y}_0)^{-1}\| \eta^{15\beta/48} \leq 7\epsilon^{1/8} \eta^{14\beta/48} \ll \sqrt{\epsilon},$$

which implies that $\|(d\Delta_z)\| < 9\sqrt{\epsilon}$. To estimate $\|\delta\|$ we let $z$ s.t. $\Psi_{\hat{y}_0}(z) = x$. By Lemma 3.4 we have $|z| < 50^{-1}\eta$ and $\|\Psi_{\hat{y}_0}^{-1} \circ \Psi_{\hat{x}_0}(z)\| < 50^{-1}\eta$, and so

$$\|\delta\| \leq \|\Psi_{\hat{y}_0}^{-1} \circ \Psi_{\hat{x}_0}(z)\| + \|Oz\| + \|\Delta(z)\| \leq \|\Psi_{\hat{y}_0}^{-1} \circ \Psi_{\hat{x}_0}(z)\| + (1 + 9\sqrt{\epsilon})|z|$$

$$< 50^{-1}\eta + 50^{-1}(1 + 9\sqrt{\epsilon})\eta < 50^{-1}\left(1 + (1 + 9\sqrt{\epsilon})\epsilon^2 \sqrt{\epsilon}\right) \eta < \frac{1}{10} \eta$$

for $\epsilon > 0$ small enough.

6. Symbolic dynamics

We are approaching the completion of the proof of Theorem 1.8. In this section, we will employ the same methods used in [Sar13, BO18] to our context (the results are stated in terms of $\tilde{M}$). This part is more abstract than the material of the previous sections, and whenever possible we will just invoke the results of [Sar13, BO18]. When needed, we will provide the complete details. In the sequel, we fix $\chi > 0$ and for $\epsilon > 0$ small enough we let $(\Sigma, \sigma, \pi)$ be the triple given by Proposition 4.2. Most of the results below will use Lemma 3.8, Proposition 3.9, Theorem 4.1, Proposition 4.2, and Corollary 5.2.

6.1. A countable Markov partition. We use Corollary 5.2 to construct a cover of NUH that is locally finite and satisfies a (symbolic) Markov property.

The Markov cover $\mathcal{Z}$: Let $\mathcal{Z} := \{Z(v) : v \in \mathcal{A}\}$, where

$$Z(v) := \{\pi(v) : v \in \Sigma^\# \text{ and } v_0 = v\}.$$ 

In other words, $\mathcal{Z}$ is the family defined by the natural partition of $\Sigma^\#$ into cylinder at the zeroth position. Using stable/unstable sets, we define invariant sets inside each $Z \in \mathcal{Z}$. Let $Z = Z(v)$.

s/u-sets in $\mathcal{Z}$: Given $\hat{x} \in Z$, let $\hat{W}^s(\hat{x}, Z) := \hat{V}^s\{v_n\}_{n \geq 0} \cap Z$ be the $s$-set of $\hat{x}$ in $Z$ for some (any) $v = \{v_n\}_{n \in \mathbb{Z}} \subset \Sigma^\#$ s.t. $\pi(v) = \hat{x}$ and $v_0 = v$. Similarly, let $\hat{W}^u(\hat{x}, Z) := \hat{V}^u\{v_n\}_{n \leq 0} \cap Z$ be the $u$-set of $\hat{x}$ in $Z$. 
By Proposition 3.9(5), the definitions above do not depend on the choice of $\gamma$, and any two $s$-sets ($u$-sets) either coincide or are disjoint. We also define $\hat{V}^s(\hat{x}, Z) := \hat{V}^s[\{v_n\}_{n\geq 0}]$ and $\hat{V}^u(\hat{x}, Z) := \hat{V}^u[\{v_n\}_{n\leq 0}]$. Here are the main properties of $\mathcal{Z}$.

**Proposition 6.1.** The following holds for all $\varepsilon > 0$ small enough.

1. Covering property: $\bigcup_{Z \in \mathcal{Z}} Z = \text{NUH}^\#$.
2. Local finiteness: $\# \{ Z' \in \mathcal{Z} : Z \cap Z' \neq \emptyset \} < \infty$.
3. Product structure: For every $Z \in \mathcal{Z}$ and every $\hat{x},\hat{y} \in Z$, the intersection $\hat{W}^s(\hat{x}, Z) \cap \hat{W}^u(\hat{y}, Z)$ consists of a single point, and this point belongs to $Z$.
4. Symbolic Markov property: If $\hat{x} = \pi(\psi)$ with $\psi = \{v_n\}_{n \in \mathbb{Z}} \in \Sigma^\#$, then $\hat{f}(\hat{W}^s(\hat{x}, Z(v_0))) \subset \hat{W}^s(\hat{f}(\hat{x}), Z(v_1))$ and $\hat{f}^{-1}(\hat{W}^u(\hat{f}(\hat{x}), Z(v_1))) \subset \hat{W}^u(\hat{x}, Z(v_0))$.

**Proof.** By Proposition 4.2(4), we have proved as in [Sar13, Proposition 10.5], using Proposition 3.9(1). Part (4) is proved in [Sar13, Theorem 10.2], using Corollary 5.2(2) and Theorem 4.1(1). Part (3) is proved as in [Sar13, Lemma 10.7], using Proposition 3.9. The proof of part (2) is based on [Sar13, Lemmas 10.8 and 10.10] and [BO18, Lemmas 5.8 and 5.10]. Since the referred proofs are not simple applications of previous results, and since they use two norms (the euclidean and supremum norms), we will provide the complete details below.

Let $p = p^0_0 \land p^1_0$ and $q = q^0_0 \land q^0_1$. Since $Z \cap Z' \neq \emptyset$, Corollary 5.2 implies that $\frac{p}{q} = e^{\pm 3\delta}$ and that $\Psi_{\bar{z}_0}^{-1} \circ \Psi_{\bar{z}_0} = \delta + O + \Delta$ on $B[10Q(\bar{z}_0)]$, where $\delta \in \mathbb{R}^m$ satisfies $||\delta|| < 10^{-1}q$, $O$ is an orthogonal linear map preserving the splitting $\mathbb{R}^d \times \mathbb{R}^{m-d}$, and $\Delta : B[10Q(\bar{z}_0)] \to \mathbb{R}^m$ satisfies $\Delta(0) = 0$ and $\|\Delta\|_{C^0} < 9\sqrt{\varepsilon}$ on $B[10Q(\bar{z}_0)]$. In particular, $\|\Delta(v)\| \leq 9\sqrt{\varepsilon}\|v\|$ for all $v \in B[10Q(\bar{z}_0)]$.

(a) By Lemma 3.3 and the definition of $Z$, we have $\vartheta[Z] \subset \Psi_{\bar{z}_0}(B[50^{-1}p])$. If $v \in B[50^{-1}p]$ then

$$
\|\Psi_{\bar{z}_0}^{-1} \circ \Psi_{\bar{z}_0}(v)\| \leq \|\delta\| + \|Ov\| + \|\Delta(v)\| \leq \|\delta\| + (1 + 9\sqrt{\varepsilon})\|v\|
$$

$$
\leq 10^{-1}q + (1 + 9\sqrt{\varepsilon})50^{-1}p \leq \left[10^{-1} + 50^{-1}(1 + 9\sqrt{\varepsilon})e^{3\delta} \right] q < q
$$

for $\varepsilon > 0$ small enough, and so $\vartheta[Z] \subset \Psi_{\bar{z}_0}(\Psi_{\bar{z}_0}^{-1} \circ \Psi_{\bar{z}_0})(B[50^{-1}p]) \subset \Psi_{\bar{z}_0}(B[q])$. 

For $\hat{x},\hat{y} \in Z$, let $[\hat{x}, \hat{y}]_Z :=$ intersection point of $\hat{W}^s(\hat{x}, Z)$ and $\hat{W}^u(\hat{y}, Z)$, and call it the Smale bracket of $\hat{x}, \hat{y}$ in $Z$.

**Lemma 6.2.** The following holds for all $\varepsilon > 0$ small enough.

1. Compatibility: If $\hat{x},\hat{y} \in Z(v_0)$ and $\hat{f}(\hat{x}),\hat{f}(\hat{y}) \in Z(v_1)$ with $v_0 \rightarrow v_1$ then $\hat{f}(\hat{x}, \hat{y})_{Z(v_0)} = \hat{f}(\hat{x}, \hat{y})_{Z(v_1)}$.
2. Overlapping charts properties: If $Z = Z(\Psi_{\bar{z}_0}^{p_0, q_0}), Z' = Z(\Psi_{\bar{z}_0}^{p_0', q_0'}) \in \mathcal{Z}$ with $Z \cap Z' \neq \emptyset$ then:
   (a) $\vartheta[Z] \subset \Psi_{\bar{z}_0}(B[q^0_0 \land q^0_1])$.
   (b) If $\hat{x} \in Z \cap Z'$ then $\hat{W}^s(u)(\hat{x}, Z) \subset \hat{W}^s(u)(\hat{x}, Z')$.
   (c) If $\hat{x} \in Z \cap Z'$ then $\hat{W}^s(\hat{x}, Z)$ and $\hat{W}^u(\hat{x}, Z')$ intersect at a unique point.

**Proof.** Part (1) is proved as in [Sar13, Lemma 10.7], using Proposition 3.9. The proof of part (2) is based on [Sar13, Lemmas 10.8 and 10.10] and [BO18, Lemmas 5.8 and 5.10]. Since the referred proofs are not simple applications of previous results, and since they use two norms (the euclidean and supremum norms), we will provide the complete details below.
(b) Let $v = \{v_n\}_{n \in \mathbb{Z}} = \{\Psi_{\bar{z}_n}^n\}_{n \in \mathbb{Z}}$ and $w = \{w_n\}_{n \in \mathbb{Z}} = \{\Psi_{\bar{z}_n}^n\}_{n \in \mathbb{Z}}$ in $\Sigma^\#$ s.t. $\hat{x} = \pi(v) = \pi(w)$. We have to show that $\hat{W}^s(\hat{x},Z) \subset \hat{V}^s(\hat{x},Z')$. Let us start proving the statement for $\hat{W}^s$. Fix $n \geq 0$. By Proposition 4.2(3), we have $\hat{f}^n(\bar{z}) = \pi(\hat{f}^n(v)) = \pi(\hat{f}^n(w))$ and so $\hat{f}^n(\bar{z}) \in \hat{V}(v_n) \cap \hat{V}(w_n)$. By item (a) above, $\partial[Z(v_n)] \subset \Psi_{\bar{z}_n}(B[q_n \wedge q_n]) \subset \Psi_{\bar{z}_n}(B[20Q(g_{n})])$. Now, Proposition 6.1(4) implies that $\hat{f}^n(\hat{W}^s(\hat{x},Z)) \subset \hat{W}^s(\hat{f}^n(\bar{z}),Z(v_n)) \subset Z(v_n)$ and so

$$\hat{f}_n [\hat{W}^s(\hat{x},Z)] = \partial \left[\hat{f}^n(\hat{W}^s(\hat{x},Z))\right] \subset \partial[Z(v_n)] \subset \Psi_{\bar{z}_n}(B[20Q(g_{n})]).$$

By Lemma 3.8 it follows that $\hat{W}^s(\hat{x},Z) \subset \hat{V}^s(\{w_n\}_{n \geq 0}) = \hat{V}^s(\hat{x},Z')$. The proof for $\hat{W}^u$ is analogous, once we pay attention that the equality $\hat{x} = \pi(v) = \pi(w)$ implies that the inverse branches associated to $v$ and $w$ coincide.

(c) We apply methods very similar to those used in the appendix. Let $\hat{V}^s(\hat{x},Z) = \hat{V}^s(\hat{x},Z')$ and $\hat{V}^u(\hat{y},Z') = \hat{V}^u(\hat{w},Z')$. Any point in $\hat{V}^s(\hat{x},Z) \cap \hat{V}^s(\hat{y},Z')$ is defined by its zeroth position, so we need to show that $\hat{V}^s(\hat{x},Z)$ and $\hat{V}^u(\hat{w},Z')$ intersect at a single point. Write $V^s = V^s[\hat{w}]$, and let $G : B[\hat{p}] \to \mathbb{R}^{m-d}$ be the representing function of $V^s$, i.e. $V^s = \Psi_{\hat{p}} \{ (v,G(v)) : v \in B[\hat{p}] \}$. Recall that $G$ satisfies (AM1)–(AM3) of Section 3.4. By item (a), we can express $V^s$ in the chart $\Psi_{\hat{p}}$ by

$$V^s = \left[\Psi_{\hat{p}} \circ (\Psi_{\hat{p}}^{-1} \circ \Psi_{\hat{z}}) \right] \{ (v,G(v)) : v \in B[\hat{p}] \}$$

$$= \Psi_{\hat{p}} \left\{ \delta + O(v,G(v)) + \Delta(v,G(v)) : v \in B[\hat{p}] \right\}.$$  

We want to express $\delta + O(v,G(v)) + \Delta(v,G(v))$ as a graph. With respect to the splitting $\mathbb{R}^d \times \mathbb{R}^{m-d}$, write $\delta = (\delta_1,\delta_2)$ and $\Delta = (\Delta_1,\Delta_2)$. Since $O$ preserves such splitting, if we write $w = Ov$ then

$$\delta + O(v,G(v)) + \Delta(v,G(v)) = (Ov + \Delta_1(v,G(v)) + \delta_1, OG(v) + \Delta_2(v,G(v)) + \delta_2)$$

$$= (w + \Sigma_1(w) + \delta_1, OGO^{-1}w + \Sigma_2(w) + \delta_2) = (\Gamma(w), OGO^{-1}w + \Sigma_2(w) + \delta_2),$$

where $\Sigma_1(w) = \Delta_1(O^{-1}w,G^{-1}w)$, $\Sigma_2(w) = \Delta_2(O^{-1}w,G^{-1}w)$ and $\Gamma = Id + \Sigma_1$ and $\Sigma_1$ are defined in $B[\hat{p}]$. We start collecting some estimates for $\Sigma_1, \Sigma_2, \Gamma$:

- $\|\Sigma_1(0)\| = \|\Delta_1(0,G(0))\| \leq \|\Delta_1\|_{c_0} \|G(0)\| \leq 9\sqrt{\varepsilon} \{\varepsilon\} < 10^{-2}\sqrt{\varepsilon}$.
- $\|\Sigma_2\|_{c_0} \leq \|\Delta_2\|_{c_0} (1 + \|G\|_{c_0}) < 10\sqrt{\varepsilon}.$
- $\|\Gamma(0)\| \leq \|\Sigma_1(0)\| + \|\delta_1\| < 10^{-2}\sqrt{\varepsilon} + 10^{-1}q < \frac{q}{\varepsilon} (p \wedge q),$ since $\frac{q}{\varepsilon} = \varepsilon^{\pm 2\sqrt{\varepsilon}}$.

In particular, if $v \in B[\hat{p}]$ then

$$\|\Sigma_1(v)\| \leq \|\Sigma_1\|_{c_0} \|v\| + \|\Sigma_1(0)\| \leq 10\sqrt{\varepsilon}p_0 + 10^{-2}\sqrt{\varepsilon}p < 20\sqrt{\varepsilon}p_0$$

and so $\|\Sigma_1 + \delta_1\|_{c_0} < 20\sqrt{\varepsilon}p_0 + 10^{-1}q < 20\varepsilon^{3/2}+10^{-1}\varepsilon < \varepsilon$. By Lemma 12.1(2), $\Gamma$ has an inverse $\Phi : \Gamma(B[\hat{p}]) \to B[\hat{p}]$. We can also estimate $\|\phi\|_{c_0}$ and $\|\phi\|_{c_0}$ in their domains as definition, as follows:

- $d\Gamma = Id + d\Sigma_1$ and so $\|d\Gamma\|_{c_0} = 1 + \|d\Sigma_1\|_{c_0} = 1 + 10\sqrt{\varepsilon} = \varepsilon^{\pm 15\sqrt{\varepsilon}},$ since $e^{-15\sqrt{\varepsilon}} < 1 - 10\sqrt{\varepsilon} < 1 + 10\sqrt{\varepsilon} < e^{15\sqrt{\varepsilon}}$ for $\varepsilon > 0$ small enough.
- Letting $A = (d\Sigma_1), w$, we have $(d\Gamma)_w = (d\Sigma_1)_w^{-1} = (Id + d\Sigma_2)_w^{-1} = Id + \sum_{k \geq 1} (-1)^k A_k$. Noting that $\|\sum_{k \geq 1} (-1)^k A_k\| \leq \sum_{k \geq 1} \|A_k\| < 10\sqrt{\varepsilon} < 12\varepsilon$, we conclude that $\|\phi\|_{c_0} = 1 + 12\sqrt{\varepsilon} = \varepsilon^{\pm 15\sqrt{\varepsilon}$, since $e^{-15\sqrt{\varepsilon}} < 1 - 12\sqrt{\varepsilon} < 1 + 12\sqrt{\varepsilon} < e^{15\sqrt{\varepsilon}}$ for $\varepsilon > 0$ small enough. 
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Introducing the variable \( \tilde{w} = \Gamma(w) \), we obtain that

\[
V^s = \Psi_{\tilde{y}_0}\left\{ (\tilde{w}, \tilde{G}(\tilde{w})): \tilde{w} \in \Gamma(B^d[\tilde{p}_0]) \right\},
\]

where \( \tilde{G} : \Gamma(B^d[\tilde{p}_0]) \to \mathbb{R}^{n-d} \) is defined by \( \tilde{G} = (OGO^{-1} + \tilde{\Delta}_2 + \delta_2) \circ \Phi \). Now we estimate \( \|G(0)\| \) and \( \|dG\|_{C^0} \). Since

\[
\| \Phi(0) \| = \| \Phi(0) - \Phi(\Gamma(0)) \| \leq \| d\Phi \|_{C^0} \| \Gamma(0) \| \leq e^{15\sqrt{\varepsilon}} \frac{1}{6} (p \wedge q)
\]

and

\[
\| OGO^{-1} \Phi(0) \| = \| GOGO^{-1} \Phi(0) \| \leq \| GOGO^{-1} \Phi(0) - GOGO^{-1} \Phi(\Gamma(0)) \| + \| G(0) \|
\]

\[
\leq \| dG \|_{C^0} \| d\Phi \|_{C^0} \| \Gamma(0) \| + \| G(0) \| \leq \varepsilon e^{15\sqrt{\varepsilon}} \frac{1}{6} (p \wedge q) + 10^{-3} p
\]

\[
\leq \left( \frac{1}{6} \varepsilon e^{15\sqrt{\varepsilon}} + 10^{-3} e^2 \sqrt{\varepsilon} \right) (p \wedge q) < 10^{-2} (p \wedge q),
\]

we obtain that

\[
\| \tilde{G}(0) \| \leq \| OGO^{-1} \Phi(0) \| + \| \tilde{\Delta}_2(\Phi(0)) \| + \| \delta_2 \|
\]

\[
\leq \| OGO^{-1} \Phi(0) \| + \| d\Delta_2 \|_{C^0} \| \Phi(0) \| + \| \tilde{\Delta}_2(0) \| + \| \delta_2 \|
\]

\[
\leq 10^{-2} (p \wedge q) + 10\sqrt{\varepsilon} e^{15\sqrt{\varepsilon}} \left( \frac{1}{6} p + 10^{-2} \sqrt{\varepsilon} p \right) + 10^{-1} q
\]

\[
\leq \left( 10^{-2} + 2\sqrt{\varepsilon} e^{15\sqrt{\varepsilon}} + 10^{-2} \sqrt{\varepsilon} e^2 \sqrt{\varepsilon} + 10^{-1} e^2 \sqrt{\varepsilon} \right) (p \wedge q) < \frac{1}{6} (p \wedge q),
\]

where in the last inequality we used that \( \varepsilon > 0 \) is small enough. The estimate of \( d\tilde{G} \) is simpler:

\[
\| d\tilde{G} \|_{C^0} \leq \| O \circ dG \circ O^{-1} + d\Delta_2 \|_{C^0} \| d\Phi \|_{C^0} \leq \left( \| dG \|_{C^0} + \| d\Delta_2 \|_{C^0} \right) \| d\Phi \|_{C^0}
\]

\[
\leq (\varepsilon + 10\sqrt{\varepsilon}) e^{15\sqrt{\varepsilon}} < 15\sqrt{\varepsilon},
\]

where again in the last inequality we used that \( \varepsilon > 0 \) is small enough.

We finally prove item (c). We proceed similarly to the proof of Lemma [12,10](1). Write \( V^s = V^s(\tilde{w}) \), and let \( H : B^{m-d}[\tilde{q}_0] \to \mathbb{R}^d \) be its representing function. The intersection \( V^s \cap V^u \) corresponds to points \( (\tilde{w}, v) \) satisfying the system

\[
\begin{align*}
\{ \quad & v = \tilde{G}(\tilde{w}) \\
& \tilde{w} = H(v) 
\end{align*}
\]

for which necessarily \( \tilde{w} \) is a fixed point of \( H \circ \tilde{G} \). Note the following:

- If \( \tilde{w} \in B^{d}[\frac{3}{2}]p \) then \( \| \tilde{G}(\tilde{w}) \| \leq \| d\tilde{G} \|_{C^0} \| \tilde{w} \| + \| \tilde{G}(0) \| \leq 15\sqrt{\varepsilon} \frac{1}{3} p + \frac{1}{6} (p \wedge q) < \frac{2}{3} p \).

- If \( v \in B^{m-d}[\frac{3}{2}]p \) then \( \| H(v) \| \leq \| dH \|_{C^0} \| v \| + \| H(0) \| \leq \varepsilon \frac{3}{2} p + 10^{-3} q < \frac{2}{3} p \).

Therefore

\[
B^{d}[\frac{3}{2}]p \overset{\tilde{G}}{\to} B^{m-d}[\frac{3}{2}]p \overset{H}{\to} B^{d}[\frac{3}{2}]p,
\]

so the restriction of \( H \circ \tilde{G} \) to \( B^{d}[\frac{3}{2}]p \) is well-defined. The derivative of this composition is at most \( \| dH \|_{C^0} \| d\tilde{G} \|_{C^0} \leq 15\varepsilon^{3/2} < 1 \), so it has a fixed point \( \tilde{w} \in B^{d}[\frac{3}{2}]p \). For this fixed point, \( v = \tilde{G}(\tilde{w}) \in B^{m-d}[\frac{3}{2}]p \subset B^{m-d}[\tilde{q}_0] \), and so we obtain a point in \( V^s \cap V^u \). It remains to prove the uniqueness. Note that \( \Gamma(B^{d}[\tilde{p}_0]) \subset B^{d}[2\tilde{p}_0] \).
Letting \( a = (2p_0^ε) \lor q_0^ε \), apply the Kirszbraun theorem to extend \( \tilde{G} \) and \( H \) to functions in the domains \( B^{d[a]} \) and \( B^{m-d[a]} \) with Lipschitz constants bounded by \( 15\sqrt{ε} \) and \( ε \) respectively. The same calculation above implies that

\[
B^{d[a]} \xrightarrow{\tilde{G}} B^{m-d[a]} \xrightarrow{H} B^d[a]
\]

and that \( H \circ \tilde{G} \) is a contraction, hence \( V^s \cap V^u \) consists of a single point. \( \square \)

The next step is to refine \( \mathcal{Z} \) to destroy its non-trivial intersections. The result will be a partition of \( \text{NUH}^\# \) by sets with the (geometrical) Markov property. This method, first developed by Sinai and Bowen for finite covers \([\text{Sin68a}, \text{Sin68b}, \text{Bow75}]\), also works for countable covers satisfying the local finiteness property \([\text{Sar13}]\). Write \( \mathcal{Z} = \{Z_1, Z_2, \ldots\} \).

**The Markov partition \( \mathcal{R} \):** For every \( Z_i, Z_j \in \mathcal{Z} \), define a partition of \( Z_i \) by:

\[
T_{ij}^u = \{x \in Z_i : \tilde{W}^s(\tilde{x}, Z_i) \cap Z_j \neq \emptyset, \tilde{W}^u(\tilde{x}, Z_i) \cap Z_j \neq \emptyset\}
\]

\[
T_{ij}^\emptyset = \{x \in Z_i : \tilde{W}^s(\tilde{x}, Z_i) \cap Z_j \neq \emptyset \}
\]

\[
T_{ij}^u = \{x \in Z_i : \tilde{W}^s(\tilde{x}, Z_i) \cap Z_j \neq \emptyset, \tilde{W}^u(\tilde{x}, Z_i) \cap Z_j = \emptyset\}
\]

\[
T_{ij}^\emptyset = \{x \in Z_i : \tilde{W}^s(\tilde{x}, Z_i) \cap Z_j \neq \emptyset, \tilde{W}^u(\tilde{x}, Z_i) \cap Z_j = \emptyset\}
\]

Let \( \mathcal{T} := \{T_{ij}^{\alpha\beta} : i, j \geq 1, \alpha \in \{s, \emptyset\}, \beta \in \{u, \emptyset\}\} \), and let \( \mathcal{R} \) be the partition generated by \( \mathcal{T} \). Clearly \( T_{ii}^{uu} = Z_i \), hence \( \mathcal{R} \) is a partition of \( \text{NUH}^\# \). Using Lemma \([\text{6.2(2)}(b)]\) of [\text{Sar13}], we prove that \( T_{ij}^{uu} = Z_i \cap Z_j \). Also, proceeding as in [\text{Sar13} Proposition 11.2], \( \mathcal{R} \) is the partition defined by the following equivalence relation in \( \text{NUH}^\# \):

\[
\tilde{x} \sim \tilde{y} \iff \text{for all } Z, Z' \in \mathcal{Z}:
\begin{cases}
\tilde{x} \in Z & \Leftrightarrow \tilde{y} \in Z \\
\tilde{x} \notin Z & \Leftrightarrow \tilde{y} \notin Z \\
\hat{W}^s(\hat{x}, Z) \cap Z' \neq \emptyset & \Leftrightarrow \hat{W}^s(\hat{y}, Z) \cap Z' \neq \emptyset \\
\hat{W}^u(\hat{x}, Z) \cap Z' \neq \emptyset & \Leftrightarrow \hat{W}^u(\hat{y}, Z) \cap Z' \neq \emptyset.
\end{cases}
\]

By definition, \( \mathcal{R} \) is a refinement of \( \mathcal{Z} \). By Theorem \([\text{Sina13 Proposition 11.1(1)}] \), \( \mathcal{R} \) possesses two local finiteness properties:

- For every \( Z \in \mathcal{Z} \), \#\{\( R \in \mathcal{R} : R \subset Z \}\} < \infty.
- For every \( R \in \mathcal{R} \), \#\{\( Z \in \mathcal{Z} : Z \supset R \}\} < \infty.

Now we show that \( \mathcal{R} \) is a Markov partition in the sense of Sinai \([\text{Sin68a}]\).

**s/u-sets in \( \mathcal{R} \):** Given \( \hat{x} \in R \in \mathcal{R} \), we define the \( s \)-set and \( u \)-set of \( \hat{x} \) by:

\[
\hat{W}^s(\hat{x}, R) := \bigcap_{T_{ij}^{\alpha\beta} \in \mathcal{R}} \hat{W}^s(\hat{x}, Z_i) \cap T_{ij}^{\alpha\beta} \text{ and } \hat{W}^u(\hat{x}, R) := \bigcap_{T_{ij}^{\alpha\beta} \in \mathcal{R}} \hat{W}^u(\hat{x}, Z_i) \cap T_{ij}^{\alpha\beta}.
\]

We have that \( \hat{W}^s/\hat{u}(\hat{x}, R) \subset R, \hat{W}^s(\hat{x}, R) \cap \hat{W}^u(\hat{x}, R) = \{\hat{x}\} \), and any two \( s \)-sets (\( u \)-sets) either coincide or are disjoint. The proofs are made as in [\text{Sar13} Prop. 11.5(1)-(2)], using Proposition \([\text{3.9(5)}] \).

**Proposition 6.3.** The following are true.

1. **Product structure:** For every \( R \in \mathcal{R} \) and every \( \hat{x}, \hat{y} \in R \), the intersection \( \hat{W}^s(\hat{x}, R) \cap \hat{W}^u(\hat{y}, R) \) consists of a single point, and this point belongs to \( R \). Denote it by \([\hat{x}, \hat{y}]\).
(2) **Hyperbolicity:** If \( \widehat{\gamma}, \widehat{\xi} \in \widehat{W}^{s}(\widehat{x}, R) \) then \( d(\widehat{f}^{n}(\widehat{\gamma}), \widehat{f}^{n}(\widehat{\xi})) \xrightarrow{n \to \infty} 0 \), and if \( \widehat{\gamma}, \widehat{\xi} \in \widehat{W}^{u}(\widehat{x}, R) \) then \( d(\widehat{f}^{n}(\widehat{\gamma}), \widehat{f}^{n}(\widehat{\xi})) \xrightarrow{n \to \infty} 0 \). The rates are exponential.

(3) **Markov property:** Let \( R_{0}, R_{1} \in \mathcal{R} \). If \( \widehat{x} \in \widehat{R}_{0} \) and \( \widehat{f}(\widehat{x}) \in R_{1} \) then
\[
\widehat{f}(\widehat{W}^{s}(\widehat{x}, R_{0})) \subset \widehat{W}^{s}(\widehat{f}(\widehat{x}), R_{1}) \quad \text{and} \quad \widehat{f}^{-1}(\widehat{W}^{u}(\widehat{f}(x), R_{1})) \subset \widehat{W}^{u}(\widehat{x}, R_{0}).
\]

**Proof.** Part (1) is proved as in [Sar13, Proposition 11.5(3)], using Lemma 6.2(2)(b). Along the proof we also obtain that \( [\widehat{x}, \widehat{y}] = [\widehat{x}, \widehat{y}]_{Z} \) for every \( Z \in \mathcal{Z} \) containing \( R \). Part (2) is proved as in [Sar13, Proposition 11.5(4)], using Proposition 3.9(4).
Finally, part (3) is proved as in [Sar13, Proposition 11.7], using Lemma 6.2(1), Proposition 6.3(4), Lemma 6.2(2)(b) and the equality \( [\widehat{x}, \widehat{y}] = [\widehat{x}, \widehat{y}]_{Z} \) for all \( \widehat{x}, \widehat{y} \in \widehat{R} \) and all \( Z \in \mathcal{Z} \) containing \( R \).

6.2. **A finite-to-one Markov extension.** Using the Markov partition \( \mathcal{R} \), we now define a symbolic coding that satisfies Theorem 1.8. Let \( \mathcal{G} = (\widehat{V}, \widehat{E}) \) be the oriented graph with vertices \( \widehat{V} = \mathcal{R} \) and edges \( \widehat{E} = \{R \to S : R, S \in \mathcal{R} \text{ and } \widehat{f}(R) \cap S \neq \emptyset\} \), and let \( (\widehat{\Sigma}, \widehat{\sigma}) \) be the TMS induced by \( \mathcal{G} \). Since the ingoing and outgoing degrees of every vertex in \( \Sigma \) is finite, the same occurs to \( \widehat{\Sigma} \); see [Sar13, Proposition 12.3].

For \( \ell \in \mathbb{Z} \) and a path \( R_{m} \to \cdots \to R_{n} \) on \( \mathcal{G} \), define
\[
\ell[R_{m}, \ldots, R_{n}] := \widehat{f}^{-\ell}(R_{m}) \cap \cdots \cap \widehat{f}^{-\ell-(n-m)}(R_{n}),
\]
that represents the set of points whose itinerary from \( \ell \) to \( \ell + (n - m) \) visits the rectangles \( R_{m}, \ldots, R_{n} \). The crucial property that gives the new coding is that \( \ell[R_{m}, \ldots, R_{n}] \neq \emptyset \). This is a consequence of the Markov property of \( \mathcal{R} \) (Proposition 6.3(3)), and the proof can be made by induction as in [Sar13, Lemma 12.1]. By Proposition 6.3(2), if \( \{R_{n}\}_{n \in \mathbb{Z}} \subset \widehat{\Sigma} \), then \( \bigcap_{n \geq 0} [R_{n+1}, \ldots, R_{n}] \) is the intersection of a descending chain of nonempty closed sets with diameters converging to zero. We can therefore consider the following definition.

**The map \( \widehat{\pi} : \widehat{\Sigma} \to \widehat{M} \):** Given \( \widehat{R} = \{R_{n}\}_{n \in \mathbb{Z}} \subset \widehat{\Sigma} \), \( \widehat{\pi}(\widehat{R}) \) is defined by the identity
\[
\{\widehat{\pi}(\widehat{R})\} := \bigcap_{n \geq 0} [R_{n+1}, \ldots, R_{n}].
\]

As we will prove, \( (\widehat{\Sigma}, \widehat{\sigma}, \widehat{\pi}) \) is a triple satisfying Theorem 1.8. To show this, we start relating \( \pi \) and \( \widehat{\pi} \). Consider the cylinder sets in \( \Sigma \): for \( \ell \in \mathbb{Z} \) and a path \( v_{m} \xrightarrow{\ell_{1}} \cdots \xrightarrow{\ell_{k}} v_{n} \) in \( \Sigma \), let
\[
Z_{\ell}[v_{m}, \ldots, v_{n}] := \{\pi(w) : w \in \Sigma^{\#} \text{ and } w_{\ell_{1}} = v_{m}, \ldots, w_{\ell_{k}+(n-m)} = v_{n}\}.
\]

By Proposition 4.2(2), the diameter of \( Z_{-n}[v_{-n}, \ldots, v_{n}] \) goes to zero as \( n \to \infty \).

**Lemma 6.4.** The following are true.

(1) For each \( \widehat{R} = \{R_{n}\}_{n \in \mathbb{Z}} \subset \widehat{\Sigma} \) and \( Z(v) \supset R_{0} \), there exists \( v = \{v_{n}\}_{n \in \mathbb{Z}} \subset \Sigma \) with \( v_{0} = v \) s.t. \( m[R_{m}, \ldots, R_{n}] \subset Z[v_{m}, \ldots, v_{n}] \) for every \( m \leq n \). In particular, \( \widehat{\pi}(\widehat{R}) = \pi(v) \). If \( \widehat{R} \in \widehat{\Sigma}^{\#} \), then \( v \in \Sigma^{\#} \).

(2) If \( R_{m} \to \cdots \to R_{n} \) is a path on \( \widehat{\Sigma} \) and \( v_{m} \xrightarrow{\ell_{1}} \cdots \xrightarrow{\ell_{k}} v_{n} \) is a path on \( \Sigma \) s.t. \( R_{k} \subset Z(v_{k}) \) for \( k = m, \ldots, n \), then \( [R_{m}, \ldots, R_{n}] \subset Z[v_{m}, \ldots, v_{n}] \).

**Proof.** The proof of part (1) follows [BPVL19, Claim in pp. 20]. Fix \( \widehat{R} = \{R_{n}\}_{n \in \mathbb{Z}} \subset \widehat{\Sigma} \) and \( v \) s.t. \( Z(v) \supset R_{0} \). For each \( k \geq 0 \), fix some \( \widehat{y}_{k} \in -k[R_{-k}, \ldots, R_{k}] \). Since
$\mathcal{A}$ and $\mathcal{Z}$ both cover the same set NUH, there is $v^{(k)} = \{v(k)_{\ell} \in \Sigma^# \}$ with $v_0^{(k)} = v$ s.t. $\gamma_{v(k)} = \pi[v^{(k)}]$. Since the degrees of the graph defining $\Sigma$ are finite, for each $\ell \geq 0$ there are finitely many possibilities for the tuple $(v(k)_{\ell}, \ldots, v^{(k)}_{\ell})$. By a diagonal argument, there is $v = \{v_{\ell} \}_{\ell} \in \Sigma$ s.t. for each $\ell \geq 0$ we have $(v_{\ell}, \ldots, v^{(k)}_{\ell}) = (v(k)_{\ell}, \ldots, v^{(k)}_{\ell})$ for infinitely many $k \geq 0$. We claim that $v$ satisfies part (1). Clearly $\gamma_{v(k)} = v$. For the other statements, firstly note that $\gamma_{v(k)} = \pi[\sigma^n(v^{(k)})]$, and so $R_n \subset Z_{v(k)}$ for all $k \geq |n|$. In particular, $R_n \subset Z_{v_n}$. Now let $m \leq n$, and take $k \geq |m|, |n|$. Fix $\gamma \in \{R_m, \ldots, R_n\}$. We need to show that $\gamma \in Z_m[v_m, \ldots, v_n]$.

- Since $\gamma_{v_{m}} \in R_m \subset Z_{v_m}$, there is $\gamma_{w} \in \Sigma^#$ with $w = v_m$ s.t. $\gamma_{w} = \pi[\sigma^n(\gamma)]$.
- Since $\gamma_{v_{n}} \in R_n \subset Z_{v_n}$, there is $\gamma_{z} \in \Sigma^#$ with $z = v_n$ s.t. $\gamma_{z} = \pi[\sigma^n(\gamma)]$.

Define $\gamma = \{a_{\ell} \}_{\ell} \in \Sigma^#$ by:

$$a_{\ell} = \left\{ \begin{array}{l}
  w_{\ell}, \ell \leq m \\
  v_{\ell}, m \leq \ell \leq n \\
  z_{\ell}, \ell \geq n.
\end{array} \right.$$ 

Since both $w, z \in \Sigma^#$, also $\gamma \in \Sigma^#$. Observe that:

- If $\ell \leq m$ then $\gamma_{v_{\ell}} = \pi[\sigma^n(\gamma)] \in Z_{w_{\ell}} = Z_{a_{\ell}}$.
- If $m \leq \ell \leq n$ then $\gamma_{v_{\ell}} = \pi[\sigma^n(\gamma)] \in Z_{v_{\ell}} = Z_{a_{\ell}}$.
- If $\ell \geq n$ then $\gamma_{v_{\ell}} = \pi[\sigma^n(\gamma)] \in Z_{z_{\ell}} = Z_{a_{\ell}}$.

Hence $\partial[\gamma_{v_{\ell}}] \subset \partial[Z_{a_{\ell}}]$ for all $\ell \in \mathbb{Z}$, which implies that $\gamma$ shadows $\gamma$ and so $\pi(\gamma) = \gamma$. In particular $\gamma \in Z_m[v_m, \ldots, v_n]$. To prove the equality $\gamma(\gamma) = \pi(\gamma)$, first observe that

$$\{\gamma(\gamma)\} = \bigcap_{n \geq 0} Z_{\gamma}[v_{-n}, \ldots, v_{n}] \subset \bigcap_{n \geq 0} Z_{\gamma}[v_{-n}, \ldots, v_{n}].$$

Since

$$\{\pi(\gamma)\} = \bigcap_{n \geq 0} Z_{\gamma}[v_{-n}, \ldots, v_{n}] \subset \bigcap_{n \geq 0} Z_{\gamma}[v_{-n}, \ldots, v_{n}],$$

the intersection $\bigcap_{n \geq 0} Z_{\gamma}[v_{-n}, \ldots, v_{n}]$ is non-empty. But it consists of a descending chain of closed sets with diameter converging to zero, so it equals $\{\pi(\gamma)\}$. It follows that $\gamma(\gamma) = \pi(\gamma)$. Finally, the local finiteness properties of $\mathcal{A}$ and $\mathcal{Z}$ imply that if $\gamma \in \Sigma^#$ then $\pi(\gamma) \in \Sigma^#$. This concludes the proof of part (1).

The proof of part (2) follows exactly the same argument made above, when we took $\gamma \in \{R_m, \ldots, R_n\}$ and proved that $\gamma \in Z_m[v_m, \ldots, v_n]$. \hfill \Box

The non-injectivity of $\pi$ is analysed using the notion of affiliation [Sar13 §12.3].

**Affiliation:** Two rectangles $R, R' \in \mathcal{A}$ are called affiliated if there are $Z, Z' \in \mathcal{Z}$ s.t. $Z \supset R, Z' \supset R'$ and $Z \cap Z' \neq \emptyset$. If this occurs, we write $R \sim R'$.

**Lemma 6.5** (Bowen property). If $R = \{R_n\}_{n \in \mathbb{Z}}, S = \{S_n\}_{n \in \mathbb{Z}} \in \Sigma^#$, then $\gamma(R) = \gamma(S)$ iff $R_n \sim S_n$ for all $n \in \mathbb{Z}$.

**Proof.** (\(\Rightarrow\)) Assume that $R \sim S$ with $\hat{x} = \hat{\gamma}(R) = \hat{\gamma}(S)$. By Lemma 6.4 there are $\tilde{v} = \{v_n\}_{n \in \mathbb{Z}}, \tilde{w} = \{w_n\}_{n \in \mathbb{Z}} \in \Sigma^#$ s.t. $\hat{x} = \pi(\tilde{v}) = \pi(\tilde{w})$. By Proposition 4.2(3), for every $n \in \mathbb{Z}$ we have $\gamma(\tilde{v}) = \pi[\sigma^n(\tilde{v})] = \pi[\sigma^n(\tilde{w})]$ and so $\gamma(R) \in Z(\gamma) \cap Z(\gamma)$, proving that $R_n \sim S_n$. 

\(\Box\)
Assume that $\hat{R} = \{R_n\}_{n \in \mathbb{Z}}, \tilde{S} = \{S_n\}_{n \in \mathbb{Z}} \in \hat{\Sigma}^#$ with $R_n \sim S_n$. Letting $\hat{x} = \hat{\pi}(\hat{R})$ and $\tilde{y} = \tilde{\pi}(\tilde{S})$, we want to show that $\hat{x} = \tilde{y}$. Start applying Lemma 6.4(1) to obtain $v = \{v_n\}_{n \in \mathbb{Z}} = \{\psi_{\hat{R}_n}^v\} \in \Sigma^# \text{ s.t. } \hat{x} = \pi(v)$ and $w = \{w_n\}_{n \in \mathbb{Z}} = \{\psi_{\tilde{S}_n}^w\} \in \Sigma^# \text{ s.t. } \tilde{y} = \pi(w)$. Had we that $Z(v_n) \cap Z(w_n) \neq \emptyset$ for all $n \in \mathbb{Z}$, we could just apply Lemma 6.2(2)(a) to obtain that $\hat{x}$ is shadowed by $w$, thus concluding that $\hat{x} = \pi(w) = \tilde{y}$. Unfortunately, we do not know if $Z(v_n)$ and $Z(w_n)$ intersect, but we do know that they cannot be far apart. Indeed, we claim that $\vartheta(Z(v_n)) \subset \psi_{\hat{v}_n}(B[20Q(\hat{y}_n)])$ for all $n \in \mathbb{Z}$. Once this is proved, we get that $\hat{x} = \tilde{y}$. We prove the inclusion for $n = 0$. Since $R_0 \sim S_0$, there are $a = \psi_{\hat{R}_0}^{x_0}$ and $b = \psi_{\tilde{S}_0}^{y_0}$ s.t. $Z(a) \supset R_0, Z(b) \supset S_0$ and $Z(a) \cap Z(b) \neq \emptyset$. Since $Z(v_0), Z(a) \supset R_0$, we have that $Z(v_0) \cap Z(a) \neq \emptyset$. Similarly, $Z(w_0) \cap Z(b) \neq \emptyset$. Letting $r = r^a \wedge r^w$, $t = t^a \wedge t^w$, and $q = q_0 \wedge q_0$, the same arguments used to prove the proof of Lemma 6.2(2)(a) imply that

$$\vartheta[Z(v_0)] \subset \psi_{\hat{v}_0}(B[r]) \subset \psi_{\hat{v}_0}(B[3t]) \subset \psi_{\hat{v}_0}(B[9q]),$$

which is contained in $\psi_{\hat{v}_0}(B[20Q(\hat{y}_0)])$. \hfill \Box

The next theorem completes the proof of Theorem 1.8.

**Theorem 6.6.** The following holds for all $\varepsilon > 0$ small enough.

1. $\hat{\pi}: \hat{\Sigma} \to \hat{M}$ is Hölder continuous.
2. $\hat{\pi} \circ \hat{\sigma} = \hat{f} \circ \hat{\pi}$.
3. $\hat{\pi} |_{\hat{\Sigma}^\#}: \hat{\Sigma}^\# \to \text{NUH}^\#$ is a finite-to-one surjective map.

**Proof.** (1) We have to show that the diameter of $-n[R_{-n}, \ldots, R_n]$ decays exponentially fast in $n$. By Proposition 4.2(2), there are $C > 0$ and $\theta \in (0, 1)$ s.t. the diameter of every $Z_{-n}[v_{-n}, \ldots, v_n]$ is at most $C\theta^n$. For a fixed $-n[R_{-n}, \ldots, R_n]$, apply Lemma 6.4 to obtain $\tilde{v}_{-n} \tilde{v} \tilde{v} v_n$ s.t. $-n[R_{-n}, \ldots, R_n] \subset Z_{-n}[v_{-n}, \ldots, v_n]$. This concludes the proof.

(2) Fix $R \in \hat{\Sigma}$, and let $v \in \Sigma$ satisfying Lemma 6.4(1). Then $\hat{\pi}(R) = \pi(v)$ and $\hat{\pi}[\hat{\sigma}(R)] = \pi[\sigma(v)]$. By Proposition 4.2(3), it follows that

$$\hat{\pi}[\hat{\sigma}(R)] = \pi[\sigma(v)] = \hat{f}[\pi(v)] = \hat{f}[\hat{\pi}(R)].$$

(3) The proof is an adaptation of [LS19] Theorem 5.6(5) to our context. We provide the details. For $R \in \mathcal{R}$, define

$$N(R) := \#\{(R', v') \in \mathcal{R} \times \mathcal{A} : R' \text{ is affiliated to } R \text{ and } Z(v') \supset R'\}.$$ 

By Proposition 6.1(2), $N(R)$ is finite. If $R, S \in \mathcal{R}$ then $N(R, S) := N(R)N(S)$ is also finite.

**Claim:** If $\hat{x} = \hat{\pi}(R)$ where $R_n = R$ for infinitely many $n < 0$ and $R_n = S$ for infinitely many $n > 0$, then $\#(\hat{\pi}^{-1}(\hat{x}) \cap \hat{\Sigma}^\#) \leq N(R, S)$.

**Proof of the claim.** The proof is by contradiction. Write $N := N(R, S)$, and assume that $R^{(0)}, \ldots, R^{(N)} \in \hat{\Sigma}^#$ are distinct and satisfy $\hat{\pi}(R^{(j)}) = \hat{x}$ for $j = 0, \ldots, N$. Write $R^{(0)} = R$ and $R^{(j)} = \{R^{(j)}_k\}_{k \in \mathbb{Z}}$. By Lemma 6.4(1), for each $j$ there is $v^{(j)} \in \Sigma^#$ with $\hat{x} = \pi(v^{(j)})$. By Lemma 6.5, for every $i \in \mathbb{Z}$ the sets $R^{(0)}_i, \ldots, R^{(N)}_i$ are affiliated. Fix $n$ large enough s.t. the sequences $(R^{(j)}_n, \ldots, R^{(j)}_n)$, $j = 0, \ldots, N$, are all distinct, and fix $k, \ell > n$ s.t. $R^{(0)}_{-k} = R$ and $R^{(0)}_{\ell} = S$. There are at most
These points are uniquely defined by Proposition 6.3(1), since \( z \) and \(-z\) are the endpoints of the interval \( [-k,B_{-k},...,B_k] \). Similarly, we obtain that \( a \) and \(-a\) are the endpoints of the interval \( [-A_{-k},...,A_k] \) and \( a \) and \(-a\) are the endpoints of the interval \( [-k,B_{-k},...,B_k] \) and \( a \) and \(-a\) are the endpoints of the interval \( [-A_{-k},...,A_k] \). We will obtain a contradiction once we show that \( \z_A \neq \z_B \). Fix \( \z_A \in \{A_{-k},...,A_k\} \) and \( \z_B \in \{-k,B_{-k},...,B_k\} \) and define \( \z_A, \z_B \) by the equalities

\[
\hat{f}^k(\z_A) := [\hat{f}^k(\z_A), \hat{f}^k(\z_B)] \quad \text{and} \quad \hat{f}^{-k}(\z_B) := [\hat{f}^{-k}(\z_A), \hat{f}^{-k}(\z_B)].
\]

These points are uniquely defined by Proposition 6.3(1), since \( \hat{f}^k(\z_A), \hat{f}^k(\z_B) \in A \) and \( \hat{f}^{-k}(\z_A), \hat{f}^{-k}(\z_B) \in B \). We will obtain a contradiction once we show that \( \z_A \neq \z_B \) and \( \z_A = \z_B \). Firstly, note that by Proposition 6.3(3) we have \( \z_A \in [-k,B_{-k},...,B_k] \) and \( \z_B \in [-k,B_{-k},...,B_k] \). Since \( (A_{-k},...,A_k) \neq (B_{-k},...,B_k) \), we get that \( \z_A \neq \z_B \).

Now we show that \( \z_A = \z_B \). Since \( \hat{f}^k(\z_A) \in A \subset Z(a) \) and \( \hat{f}^{-k}(\z_B) \in B \subset Z(b) \), there are \( \alpha = \{\alpha_n\}_{n \in \Z} \), \( \beta = \{\beta_n\}_{n \in \Z} \) with \( \alpha = a \) and \( \beta = b \) s.t. \( \z_A = \pi(\alpha) \) and \( \z_B = \pi(\beta) \). Define \( c = \{c_n\}_{n \in \Z} \in \Sigma \) by:

\[
c_n = \begin{cases} 
\beta_n, & n \leq -k \\
\alpha_n, & -k \leq n \leq \ell \\
\alpha_n, & n \geq \ell.
\end{cases}
\]

Since both \( \alpha, \beta \in \Sigma^\# \), also \( c \in \Sigma^\# \). We claim that \( \z_A = \pi(c) = \z_B \). Write \( c_n = \Psi_{\tilde{x}_n}^{v_{\tilde{x}_n}} \). By Proposition 6.3(3), \( \hat{f}^{-k}(\z_A), \hat{f}^{-k}(\z_B) \) both belong to \( \tilde{W}^u(\hat{f}^{-k}(\tilde{x}_B), B) \). Since this latter \( s \)-set is contained in \( \tilde{W}^u(\{c_n\}_{n \leq -k}] \), Lemma 3.8 implies that

\[
\vartheta_n[\z_A], \vartheta_n[\z_B] \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]) \quad \text{for all } n \leq -k.
\]

Similarly, we obtain that

\[
\vartheta_n[\z_A], \vartheta_n[\z_B] \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]) \quad \text{for all } n \geq \ell.
\]

Now fix \( -k \leq n \leq \ell \). We have \( \hat{f}^n(\z_A), \hat{f}^n(\z_B) \in A_n \cup B_n \subset Z(a_n) \cup Z(b_n) \). Since \( \pi(\alpha) = \tilde{x} = \pi(b) \), we have \( Z(a_n) \cap Z(b_n) \neq \emptyset \) and so, recalling that \( a_n = c_n \), Lemma 6.2(2) implies that \( \vartheta_n[Z(a_n) \cup Z(b_n)] \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]) \). Therefore

\[
\vartheta_n[\z_A], \vartheta_n[\z_B] \in \Psi_{\tilde{x}_n}(B[20Q(\tilde{x}_n)]) \quad \text{for all } -k \leq n \leq \ell.
\]

But then \( c \) shadows both \( \z_A \) and \( \z_B \) which, by Lemma 3.10 implies that \( \z_A = \z_B \). We therefore obtain a contradiction.

The claim concludes the proof of the theorem.

We finish this section stating a result that will be used in Part 2. Since \( \hat{\pi}(\tilde{\Sigma}^\#) = \text{NUH}^\# \) and every \( \tilde{x} \in \text{NUH}^\# \) has invariant subspaces \( E^u_{\tilde{x}}, E^s_{\tilde{x}} \), each \( \tilde{R} \in \tilde{\Sigma}^\# \) is associated to subspaces \( E^u_{\tilde{R}(\tilde{x})}, E^s_{\tilde{R}(\tilde{x})} \).

**Proposition 6.7.** The maps \( \tilde{R} \in \tilde{\Sigma}^\# \rightarrow E^{s/u}_{\tilde{R}(\tilde{x})} \) are Hölder continuous.

The proof is made as in [Sar13, Lemma 12.6], using Lemma 6.4(2) and Proposition 3.7(5).
Part 2. Applications

In this part, we provide some applications of Theorem 1.8.

- Estimating the number of closed orbits.
- Establishing ergodic properties of equilibrium measures.

Let $f$ satisfying conditions (A1)–(A7), and recall that $\vartheta : \hat{M} \to M$ is the projection into the zeroth coordinate, see Subsection 1.5. Recall also that there are bijective projection/lift procedures between $f$–invariant probability measures $\mu$ in $M$ and $\hat{f}$–invariant probability measures $\hat{\mu}$ in $\hat{M}$. Using this bijection, call $\hat{\mu}$ a $\chi$–hyperbolic measure if $\mu$ is $\chi$–hyperbolic, and $\hat{\mu}$ an $\hat{f}$–adapted measure if $\mu$ is $f$–adapted. In the sequel, let NUH$^\chi_\#$ represent the set NUH$^\chi_\#$ for the parameter $\chi > 0$. Also, let $(\Sigma, \sigma, \pi)$ be the triple given by Theorem 1.8 for $f$ and the parameter $\chi$. The next result is of great relevance to our applications.

**Proposition 6.8.** Fix $f$ satisfying conditions (A1)–(A7) and $\chi > 0$. Each $f$–adapted $\chi$–hyperbolic measure $\mu$ in $M$ can be lifted to a $\sigma$–invariant probability measure $\nu$ in $\Sigma$ s.t.:

1. **Ergodicity:** $\mu$ is ergodic iff $\nu$ is ergodic.
2. **Entropy:** $h_{\mu}(f) = h_{\nu}(\sigma)$.
3. **Integral:** For all $\psi : M \to \mathbb{R}$ measurable it holds $\int_M \psi d\mu = \int_\Sigma (\psi \circ \vartheta \circ \pi) d\nu$.

Reversely, each $\sigma$–invariant probability measure $\nu$ in $\Sigma$ projects to a $\chi$–hyperbolic probability measure $\mu$ in $M$ s.t. (1)–(3) hold.

Note that we do not claim that the projected measure $\mu$ is $f$–adapted.

**Proof.** The bijection of Subsection 1.5 between $f$–invariant probability measures $\mu$ in $M$ and $\hat{f}$–invariant probability measures $\hat{\mu}$ in $\hat{M}$ preserve (1)–(3), and restricts to a bijection between $f$–adapted $\chi$–hyperbolic measures in $M$ and $\hat{f}$–adapted $\chi$–hyperbolic measures in $\hat{M}$. By Lemma 2.6 if $\mu$ is $f$–adapted and $\chi$–hyperbolic, then $\hat{\mu}$ is carried by NUH$^\chi_\#$. Proceeding as in [Sar13, §13], we can lift $\hat{\mu}$ to a $\sigma$–invariant probability measure $\nu$ on $\Sigma$ that satisfies (1)–(3).

Now we project measures. By the Poincaré recurrence theorem, every $\sigma$–invariant probability measure $\nu$ in $\Sigma$ is carried by $\Sigma^\#$, hence it descends to an $\hat{f}$–invariant probability measure $\hat{\mu}$ carried by NUH$^\chi_\#$ (attention: $\hat{\mu}$ is not necessarily $\hat{f}$–adapted). This projection clearly satisfies (1) and (3) and, since $\pi |_{\Sigma^\#} : \Sigma^\# \to \text{NUH}_\#^\chi$ is finite-to-one, it also satisfies (2). By the definition of NUH$^\chi_\#$, $\hat{\mu}$ descends to a $\chi$–hyperbolic measure $\mu$ on $M$. \hfill $\Box$

7. Equilibrium measures

Call a measure *hyperbolic* if it is $\chi$–hyperbolic for some $\chi > 0$. We will restrict our attention to equilibrium measures of Hölder continuous potentials or of multiples of the geometric potential. Let us first recall some definitions. Let $(Y, S)$, where $Y$ is a complete metric separable space and $S : Y \to Y$ is a map, and let $\psi : Y \to \mathbb{R}$ be a (not necessarily continuous) potential.

**Topological pressure:** The *topological pressure* of $\psi$ is $P_{\text{top}}(\psi) := \sup \{ h_{\mu}(S) + \int S \psi d\mu \}$, where the supremum ranges over all $S$–invariant probability measures for which $\int S \psi d\mu$ makes sense and $h_{\mu}(S) + \int S \psi d\mu \neq \infty - \infty$. 

EQUILIBRIUM MEASURE: An equilibrium measure for $\psi$ is an $S$–invariant probability measure $\mu$ for which $\int \psi \, d\mu$ makes sense, $h_\mu(S) + \int \psi \, d\mu \neq \infty - \infty$, and $P_{\text{top}}(\psi) = h_\mu(S) + \int \psi \, d\mu$.

When $\psi = 0$, equilibrium measures are called measures of maximal entropy and $P_{\text{top}}(0)$ is called the topological entropy of $S$, which we denote by $h_{\text{top}}(S)$. If $\pi : (X,T) \to (Y,S)$ is finite-to-one, then equilibrium measures for $\psi$ lift to equilibrium measures for $\varphi = \psi \circ \pi$. Note that $\varphi$ is Hölder continuous whenever $\psi, \pi$ are.

7.1. Hölder continuous potentials. In this section we prove the following result.

**Theorem 7.1.** Assume that $f$ satisfies assumptions (A1)–(A7). Every equilibrium measure of a bounded Hölder continuous potential with finite topological pressure has at most countably many $f$–adapted hyperbolic ergodic components. Furthermore, the lift to $M$ of each such ergodic component is Bernoulli up to a period.

Of course, if $f$ is invertible then each measure itself is Bernoulli up to a period. Note that if $P_{\text{top}}(0) < \infty$ then every bounded Hölder continuous potential has finite topological pressure.

**Proof.** Let $\psi : M \to \mathbb{R}$ be a bounded Hölder continuous potential with $P_{\text{top}}(\psi) < \infty$. We prove that, for each $\chi > 0$, $\psi$ possesses at most countably many $f$–adapted $\chi$–hyperbolic ergodic equilibrium measures. The first part of the theorem will follow by taking the union of these measures for $\chi_n = \frac{1}{n}$, $n > 0$. Fix $\chi > 0$, and let $\pi : \Sigma \to \tilde{M}$ be the coding given by Theorem 1.8 for the parameter $\chi$. Define $\varphi : \Sigma \to \mathbb{R}$ by $\varphi = \psi \circ \vartheta \circ \pi$, a bounded Hölder continuous potential. We claim that $P_{\text{top}}(\varphi) \leq P_{\text{top}}(\psi)$. Indeed, for each $\sigma$–invariant probability measure $\nu$ there is an $f$–invariant probability measure $\mu$ satisfying Proposition 6.8 and so $h_\nu(\varphi) + \int \varphi \, d\nu = h_\mu(f) + \int \psi \, d\mu$. Taking the supremum over all $\nu$, we conclude that $P_{\text{top}}(\varphi) \leq P_{\text{top}}(\psi)$. Now assume that $\mu$ is an $f$–adapted $\chi$–hyperbolic equilibrium measure for $\psi$. Again by Proposition 6.8, there is a $\sigma$–invariant probability measure $\nu$ s.t. $h_\nu(\varphi) + \int \varphi \, d\nu = h_\mu(f) + \int \psi \, d\mu = P_{\text{top}}(\psi)$, and so $P_{\text{top}}(\varphi) \geq P_{\text{top}}(\psi)$. Therefore, $P_{\text{top}}(\psi) = P_{\text{top}}(\varphi)$ and $\nu$ is an equilibrium measure for $\varphi$. By [BS03] Thm. 1.1, each topologically transitive countable topological Markov shift carries at most one equilibrium measure for $\varphi$. Hence, there are at most countably many such $\nu$, which implies that there are at most countably many $f$–adapted $\chi$–hyperbolic equilibrium measures for $\psi$. This concludes the proof of the first part of theorem.

Now we prove the second part. Buzzi & Sarig have shown how to construct, when they exist, equilibrium measures for bounded Hölder continuous potentials in symbolic spaces, see [BS03] Thm. 1.2]. Using this, Sarig proved that such measures have local product structure and are Bernoulli up to a period, see [SarII]. Since these results are proved at a symbolic level, each $\nu$ in the previous paragraph is Bernoulli up to a period. Finally, since this latter property is preserved by finite-to-one factor maps, we conclude that $\tilde{\mu}$ is Bernoulli up to a period. □

Theorem 7.1 also holds for unbounded Hölder continuous potentials, provided $\sup \psi < \infty$ and $P_{\text{top}}(\psi) < \infty$. Indeed, these are the conditions required for the potential in [BS03] Thm. 1.1].
Corollary 7.2. If $f$ satisfies assumptions (A1)–(A7) and $h_{\text{top}}(f) < \infty$, then $f$ possesses at most countably many $f$–adapted hyperbolic ergodic measures of maximal entropy, and the lift to $\hat{M}$ of each of them is Bernoulli up to a period.

Again, if $f$ is invertible then each measure itself is Bernoulli up to a period.

7.2. Multiples of the geometric potential. The proof of Theorem 7.1 relies on the properties on $\varphi$ that allow to use [BS03]. We will prove, using Proposition 6.7 that these conditions are also satisfied for multiples of the geometric potential. We start with some definitions.

Hyperbolic locus of $f$: The hyperbolic locus of $f$ is the set $\hat{M}_{\text{hyp}}$ defined as
\[
\hat{M}_{\text{hyp}} := \bigcup_{\chi > 0} \text{NUH}_\chi.
\]

Clearly, $\hat{M}_{\text{hyp}}$ is $\hat{f}$–invariant and carries all hyperbolic measures. Observe that, by Proposition 6.11 each $\hat{x} \in \hat{M}_{\text{hyp}}$ is associated to two subspaces $E^s_{\hat{x}}, E^u_{\hat{x}}$ of $T\hat{M}_x$.

Geometric potential of $f$: The geometric potential of $f$ is the function $J : \hat{M}_{\text{hyp}} \to \mathbb{R}$ defined by
\[
J(\hat{x}) := -\log \det \left[ \hat{df} | E^s_{\hat{x}} \right].
\]

Note that $J$ is defined in the natural extension only. Indeed, it is in this set that unstable directions are well-defined. Let $t \in \mathbb{R}$.

Topological pressure of $tJ$: The topological pressure of $tJ$ is defined as $P_{\text{top}}(tJ) = \sup \{ h_{\hat{\mu}}(\hat{f}) + \int tJ \hat{d}\mu \}$ where the supremum ranges over all $\hat{f}$–invariant probability measures $\hat{\mu}$ supported on $\hat{M}_{\text{hyp}}$ for which $\int J \hat{d}\mu$ makes sense and $h_{\hat{\mu}}(\hat{f}) + \int tJ \hat{d}\mu \neq \infty - \infty$.

Equilibrium measure for $tJ$: An equilibrium measure for $tJ$ is an $\hat{f}$–invariant probability measure $\hat{\mu}$ supported on $\hat{M}_{\text{hyp}}$ for which $\int J \hat{d}\mu$ makes sense, $h_{\hat{\mu}}(\hat{f}) + \int tJ \hat{d}\mu \neq \infty - \infty$, and $P_{\text{top}}(tJ) = h_{\hat{\mu}}(\hat{f}) + \int tJ \hat{d}\mu$.

In the generality of (A1)–(A7), the functions $tJ$ can be unbounded (possibly approaching $\pm \infty$), as well as $P_{\text{top}}(tJ)$ might not be finite. Except for these possibilities, an analogue of Theorem 7.1 holds.

Theorem 7.3. Assume that $f$ satisfies assumptions (A1)–(A7), and fix $t \in \mathbb{R}$. If $\sup(tJ) < \infty$ and $P_{\text{top}}(tJ) < \infty$, then every equilibrium measure of $tJ$ has at most countably many $\hat{f}$–adapted hyperbolic ergodic components. Furthermore, each such ergodic component is Bernoulli up to a period.

Proof. Each ergodic hyperbolic equilibrium measure of $tJ$ is $\chi$–hyperbolic for some $\chi > 0$. For each $\chi > 0$, consider $(\Sigma, \sigma, \pi)$ given by Theorem 1.8 and let $\varphi : \Sigma \to \mathbb{R}$ be defined by $\varphi = (tJ) \circ \pi$. Observe that $\varphi$ is globally defined with $\sup(\varphi) < \infty$, and by Proposition 6.7 it is H"older continuous. Proceeding as in the proof of Theorem 7.1 we get that $P_{\text{top}}(\varphi) \leq P_{\text{top}}(tJ) < \infty$. Hence we can apply [BS03] to $\varphi$ and repeat the rest of the proof of Theorem 7.1.

It is important noticing that, in our setting, neither the Ruelle inequality nor the Pesin entropy formula are known to hold, hence we do not know if an invariant Liouville measure is an equilibrium measure of $J$. 

8. Exponential growth rate of periodic orbits

Let $f$ satisfying assumptions (A1)–(A7). For $\chi > 0$ and $n \geq 1$, let $\text{Per}_{n,\chi}(f)$ denote the number of periodic points of period $n$ for $f$ with all Lyapunov exponents greater than $\chi$ in absolute value. The next result provides sufficient conditions for the exponential growth rate of $\text{Per}_{n,\chi}(f)$.

**Theorem 8.1.** Assume that $f$ satisfies assumptions (A1)–(A7). If $f$ possesses an $f$–adapted $\chi$–hyperbolic mixing measure with entropy $h > 0$, then

$$\liminf_{n \to \infty} e^{-hn}\text{Per}_{n,\chi}(f) \geq 1.$$ 

**Proof.** This proof was suggested to us by Jérôme Buzzi, making use of his recent work [Buz20]. We will use some standard terminology of symbolic dynamics on Markov shifts, see e.g. [Kit98]. Let $\mu$ be $f$–adapted $\chi$–hyperbolic mixing with $h \mu(f) = h > 0$. Being mixing, $\mu$ is in particular ergodic. Consider the triple $(\Sigma, \sigma, \pi)$ given by Theorem 1.8. Then $\pi |_{\Sigma^\#} : \Sigma^\# \to \text{NUH}_\chi^\#$ satisfies the Main Theorem of [Buz20]: it is a Borel semiflows with the Bowen property (see Lemma 6.5). Hence there is a TMS $(\Sigma^\#, \hat{\sigma})$ and a 1–Lipschitz map $\theta : \Sigma \to \Sigma^\#$ s.t. $\pi \circ \theta : \Sigma \to \text{NUH}_\chi^\#$ is an injective semiflows and $(\pi \circ \theta)(\Sigma^\#)$ carries all $\hat{f}$–invariant measures of $\pi(\Sigma^\#) = \text{NUH}_\chi^\#$. This allows to lift $\hat{\mu}$ to a mixing $\hat{\sigma}$–invariant probability measure $\lambda$ on $\Sigma$ with entropy $h$. If $\Sigma$ is defined by the oriented graph $(\bar{V}, E)$, then $\lambda$ is carried by the topological Markov shift $(\tilde{\Sigma}, \tilde{\sigma})$ defined by the graph with vertex set $\tilde{V}_\lambda := \{ \tilde{v} \in \bar{V} : \lambda(a(\tilde{v})) > 0 \}$ and edges accordingly. Since $\lambda$ is mixing, $(\tilde{\Sigma}, \tilde{\sigma})$ is topologically mixing (its graph is aperiodic).

We now prove the theorem. Since the set of periodic points of $f$ is in bijection with the set of periodic points of its natural extension $\hat{f}$ and $\pi \circ \theta$ is injective, it is enough to estimate $\text{Per}_{n}(\tilde{\sigma} |_{\tilde{\Sigma}})$. We consider two cases. In the first, assume that $\lambda$ is a measure of maximal entropy for $(\tilde{\Sigma}, \tilde{\sigma})$. By [Buz20] Lemma 6.2,

$$\lim_{n \to \infty} e^{-hn} \text{Per}_{n}(\tilde{\sigma} |_{\tilde{\Sigma}}) \geq 1$$

and the result follows. Now assume that $\lambda$ is not a measure of maximal entropy. Since $h_{\text{top}}(\tilde{\Sigma}) = \sup \{ h_{\text{top}}(\tilde{\sigma} |_{\tilde{\Sigma}}) \}$ where $\tilde{\Sigma}$ runs over all subshifts of $\Sigma$ with finitely many states, we can fix one such subshift with $h_{\text{top}}(\tilde{\sigma} |_{\tilde{\Sigma}}) > h$. The pair $(\Sigma, \sigma)$ might not be topologically mixing, but since $\Sigma$ is defined by a finite graph inside an aperiodic (in particular transitive) graph, we can add to this finite graph finitely many closed paths with coprime lengths and get a new finite graph that is aperiodic and whose associated TMS, still denoted by $\Sigma$, satisfies $h_{\text{top}}(\sigma |_{\Sigma}) = h' > h$. By a standard result for TMS with finitely many states (see e.g. [Kit98] Observation 1.4.3)), we have

$$\lim_{n \to \infty} e^{-h'n} \text{Per}_{n}(\sigma |_{\Sigma}) \geq 1$$

and then we obtain a result stronger than the one stated in the theorem. \hfill \square

9. Flows with positive speed

In this section we recast some definitions and results of [LS19], which will allow us to apply Theorem 1.8 to code nonuniformly hyperbolic measures for flows. We begin defining the flow counterpart of a TMS. Let $(\Sigma, \sigma)$ be a TMS and $r : \Sigma \to \mathbb{R}^+$
a Hölder continuous map bounded away from zero and infinity. Let $r_n$ denote the $n$–th Birkhoff sum of $r$ with respect to $\sigma$.

**Topological Markov Flow:** The *topological Markov flow* with roof function $r$ and base map $\sigma : \Sigma \to \Sigma$ is the flow $\sigma_r : \Sigma_r \to \Sigma_r$ where

$$\Sigma_r := \{(\underline{v}, t) : \underline{v} \in \Sigma, 0 \leq t < r(\underline{v})\}, \quad \sigma_r^t(\underline{v}, t) = (\sigma^n(\underline{v}), t + \tau - r_n(\underline{v}))$$

for the unique $n \in \mathbb{Z}$ s.t. $0 \leq t + \tau - r_n(\underline{v}) < r(\sigma^n(\underline{v}))$.

Informally, $\sigma_r$ increases the $t$ coordinate at unit speed subject to the identifications $(\underline{v}, r(\underline{v})) \sim (\sigma(\underline{v}), 0)$. The cocycle identity guarantees that $\sigma_r^{\tau_1 + \tau_2} = \sigma_r^{\tau_1} \circ \sigma_r^{\tau_2}$. There is a natural metric $d_r$ on $\Sigma_r$, called the *Bowen-Walters metric*, s.t. $\sigma_r$ is a continuous flow [BW72]. Moreover, $\exists C > 0, 0 < \kappa < 1$ s.t. $d_r(\sigma_r^t(\omega_1), \sigma_r^t(\omega_2)) \leq C|\tau_1 - \tau_2|^{1/2}$ for all $|\tau| < 1$ and $\omega_1, \omega_2 \in \Sigma_r$, see [LS19, Lemma 5.8(3)]. Accordingly, we define the *recurrent set* of $\Sigma_r$ by $\Sigma_r^\# := \{(\underline{v}, t) \in \Sigma_r : \exists \underline{v} \in \Sigma^\#\}$.

Let $N$ be a closed $C^\infty$ Riemannian manifold, let $X$ be a $C^{1+\beta}$ vector field on $N$ s.t. $X_x \neq 0$ for all $x \in N$ and $\delta = \{g^t\}_{t \in \mathbb{R}} : N \to N$ be the flow defined by $X$. Given $\chi > 0$, a $\mu$–invariant probability measure $\mu$ on $N$ is called $\chi$–*hyperbolic* if all of its Lyapunov exponents are greater than $\chi$ in absolute value, except for the zero exponent in the flow direction. Theorem 1.8 implies the following result.

**Theorem 1.9.** Let $g$ be as above and $\chi > 0$. If $\mu$ is $\chi$–hyperbolic, then there is a topological Markov flow $(\Sigma_r, \sigma_r)$ and a Hölder continuous map $\pi_r : \Sigma_r \to N$ s.t.:

1. $\pi_r \circ \sigma_r^t = g^t \circ \pi_r$ for all $t \in \mathbb{R}$.
2. $\pi_r[\Sigma_r^\#]$ has full measure with respect to $\mu$.
3. Every $x \in N$ has finitely many pre-images in $\Sigma_r^\#$.

To prove the above theorem, we recall some facts from [LS19].

**Canonical Transverse Ball and Flow Box:** Given $r > 0$, the canonical transverse ball at $x$ of radius $r$ is $S_r(x) := \{\exp_x(v) : v \in T_xN, v \perp X_x, \|v\| \leq r\}$, and the canonical flow box of $S_r(x)$ is $\text{FB}_r(x) := \{g^t(y) : y \in S_r(x), |t| \leq r\}$.

The following lemmas are the higher dimensional counterparts of [LS19, Lemmas 2.2 and 2.3], and their proofs are canonical.

**Lemma 9.2.** There are constants $r_0, \delta \in (0, 1)$ which only depend on $g$ s.t. for every $x \in N$ the flow box $\text{FB}_{r_0}(x)$ contains $B(x, \delta)$, and the map $(y, t) \mapsto g^t(y)$ is a diffeomorphism from $S_{r_0}(x) \times [-r_0, r_0]$ onto $\text{FB}_{r_0}(x)$.

**Lemma 9.3.** There is a constant $\delta > 1$ which only depends on $g$ s.t. for every $x \in N$ the maps $t_x : \text{FB}_{r_0}(x) \to [-r_0, r_0]$ and $q_x : \text{FB}_{r_0}(x) \to S_{r_0}(x)$ defined by $y = \phi_x^{-t_x(y)}(q_x(y))$ are well-defined maps with $\text{Lip}(t_x), \text{Lip}(q_x), \|t_x\|_{C^{1+\beta}}, \|q_x\|_{C^{1+\beta}} \leq \delta$.

**Standard Poincaré Section:** A standard Poincaré section for $g$ is a set $M = \bigcup_{i=1}^n S_r(x_i)$ satisfying the following conditions:

- For every $x \in N$ the set $\{t > 0 : g^t(x) \in M\}$ is a sequence tending to $+\infty$ and the set $\{t < 0 : g^t(x) \in M\}$ is a sequence tending to $-\infty$.
- The roof function $R : M \to (0, \infty)$, defined by $R(x) := \min\{t > 0 : g^t(x) \in M\}$, is bounded away from zero and infinity.
POINCARE MAP: The Poincaré map of a standard Poincaré section $M$ is the map $f : M \to M$ defined by $f(x) := g^{R(x)}(x)$.

Above, $r$ is called the radius of $M$. Let $\partial M$ denote the relative boundary of $M$, equal to the disjoint union of the sets $\partial S_r(x_i) := \{\exp_{x_i}(v) : v \in T_{x_i}N, v \perp X_{x_i}, \|v\| = r\}$. The set $\partial M$ introduces discontinuities for $f$.

SINGULAR AND REGULAR SETS: The singular set of $f$ is

$$\mathcal{S} := \left\{ x \in M : V \text{ is diffeomorphic to an open ball, and } f : V \to f(V) \text{ and } f^{-1} : V \to f^{-1}(V) \text{ are diffeomorphisms} \right\}.$$

The regular set is $M' = M \setminus \mathcal{S}$.

Lemma 9.4. The maps $R, f, f^{-1}$ are differentiable on $M'$, and there is $\mathcal{C} > 0$ only depending on $g$ s.t. $\sup_{x \in M'} \|df_x\| < \mathcal{C}$, $\sup_{x \in M'} \|(df_x)^{-1}\| < \mathcal{C}$ and $\|f|_U\|_{C^{1+s}} < \mathcal{C}$, $\|f^{-1}|_U\|_{C^{1+s}} < \mathcal{C}$ for all open and connected $U \subset M'$.

This is [LS19, Lemma 2.5], and the proof is the same. There is a relation between $g$–invariant and $f$–invariant measures.

INDUCED MEASURE: Every $g$–invariant probability measure $\mu$ on $N$ induces an $f$–invariant measure $\nu$ on $M$ by the equality

$$\int_N \varphi d\mu = \frac{1}{\int_M R d\nu} \int_M \left( \int_0^{R(x)} \varphi[g^t(x)] dt \right) d\nu(x), \text{ for all } \varphi \in L^1(\mu).$$

ADAPTED POINCARE SECTION: A standard Poincaré section $M$ is adapted for $\mu$ if

$$\lim_{n \to \pm \infty} \frac{1}{n} \log d_M(f^n(x), \mathcal{S}) = 0 \text{ for } \nu\text{-a.e. } x \in M.$$ 

A fortiori, $\nu(\mathcal{S}) = 0$. Above, $d_M$ is the intrinsic Riemannian distance on $M$, with the convention that the distance between different connected components of $M$ is infinite. The next result states that any $g$–invariant probability measure has adapted Poincaré sections.

Theorem 9.5. Every $g$–invariant probability measure $\mu$ has adapted Poincaré sections with arbitrarily small radius and roof function.

This is the higher dimensional version of [LS19, Theorem 2.8], whose proof consists on constructing a one-parameter family $\{M_r\}_{r \in [a,b]}$ of standard Poincaré sections s.t. $M_r$ has radius $r$ and then using a Borel-Cantelli argument to show that $M_r$ is adapted to Lebesgue a.e. $r \in [a,b]$. To construct the family of standard Poincaré sections, [LS19] fixes a finite set of flows boxes that covers $N$ and then takes a fine discretization of the associated canonical transverse balls. Then they show that it is possible to lift/decrease the points of the discretization in the flow direction and take smaller canonical transverse balls centered at these displaced points so that the balls are pairwise disjoint. This argument uses Lemmas 9.2 and 9.3, which are also true in our case. Hence the same proof applies.

Now we discuss nonuniform hyperbolicity. Consider a $g$–invariant probability measure $\mu$. Let $\mu$ be $\chi$–hyperbolic, let $M$ be an adapted Poincaré section for $\mu$, and let $\nu$ be the induced measure on $M$. The derivative cocycle $df^n_x : T_x M \to T_{f^n(x)} M$ is well-defined $\nu$–a.e. By Lemma 9.4, the functions $\log \|df_x\|, \log \|df_x^{-1}\|$ are bounded, hence the Oseledets theorem applies and so $f$ possesses well-defined Lyapunov exponents $\nu$–a.e. The following lemma proves that $\nu$ is hyperbolic. Let $\chi' = \chi \inf R$. 

SYMBOLIC DYNAMICS FOR MAPS WITH SINGULARITIES IN HIGH DIMENSION
Lemma 9.6. If $\mu$ is $\chi$–hyperbolic for $g$ then $\nu$ is $\chi'$–hyperbolic for $f$.

This is the higher dimensional version of [LS19, Lemma 2.6], and the proof is
the same.

Proof of Theorem 9.1. Let $\mu$ be $\chi$–hyperbolic, let $M$ be an adapted Poincaré sec-
tion for $\mu$ given by Theorem 9.5. Let $f : M \to M$ be its Poincaré map and $\nu$ be
the measure on $M$ induced by $\mu$. By Lemma 9.6 $\nu$ is $\chi'$–hyperbolic. Since $M$
is the disjoint union of smooth balls of codimension one, assumptions (A1)–(A4) are
satisfied. By Lemma 9.4, assumptions (A5)–(A7) are satisfied. Apply Theorem 1.8
for $f$ and the parameter $\chi' > 0$ to get a triple $(\Sigma, \sigma, \pi)$. Since $\nu$ is $\chi'$–hyperbolic, it
is carried by $\pi[\Sigma^\#] = \text{NUH}_{\chi'}$. Now proceed as in [LS19, pp. 230–232] to construct
a coding $\pi_r : \Sigma_r \to N$ satisfying Theorem 9.1. □

Concluding this section, we prove Theorems 1.1 and 1.2. Start recalling the
definition of the geometric potential of a flow and its equilibrium measures, see e.g.
[LLS16]. Let $\chi > 0$. The following definition is the flow version of the nonuniformly
hyperbolic locus.

The nonuniformly hyperbolic locus $\text{NUH}_\chi$: It is defined as the set of points $x \in N$ for which there is a splitting $T_x N = E^s_x \oplus X_x \oplus E^u_x$ s.t.:

(NUH1) Every $v \in E^s_x$ contracts in the future at least $-\chi$ and expands in the past:
$$\limsup_{t \to +\infty} \frac{1}{t} \log \|dg^{-t} v\| \leq -\chi \quad \text{and} \quad \liminf_{t \to +\infty} \frac{1}{t} \log \|dg^t v\| > 0.$$  

(NUH2) Every $v \in E^u_x$ contracts in the past at least $-\chi$ and expands in the future:
$$\limsup_{t \to +\infty} \frac{1}{t} \log \|dg^{-t} v\| \leq -\chi \quad \text{and} \quad \liminf_{t \to +\infty} \frac{1}{t} \log \|dg^t v\| > 0.$$  

(NUH3) The parameters $s(x) = \sup_{v \in E^s_x, \|v\|=1} S(x, v)$ and $u(x) = \sup_{w \in E^u_x, \|w\|=1} U(x, w)$ are finite,
where:
$$S(x, v) = \sqrt{2} \left( \sum_{n \geq 0} e^{2n\chi} \|dg^n v\|^2 \right)^{1/2},$$
$$U(x, w) = \sqrt{2} \left( \sum_{n \geq 0} e^{2n\chi} \|dg^{-n} w\|^2 \right)^{1/2}.$$  

Hyperbolic locus of $g$: The hyperbolic locus of $g$ is the set $N_{\text{hyp}}$ defined as
$$N_{\text{hyp}} := \bigcup_{\chi > 0} \text{NUH}_\chi.$$  

Geometric potential of $g$ [BR75]: The geometric potential of $g$ is the function
$J : N_{\text{hyp}} \to \mathbb{R}$ defined by
$$J(x) = -\frac{d}{dt}\bigg|_{t=0} \log \det \left[ dg^{t} \big|_{E^s_x} \right] = -\lim_{t \to 0} \frac{1}{t} \log \det \left[ dg^{t} \big|_{E^s_x} \right].$$  

Observe that $J$ is bounded, since $g$ is $C^{1+\beta}$.  

EQUILIBRIUM MEASURE FOR $tJ$: An equilibrium measure for $tJ$ is a $g$-invariant probability measure $\mu$ supported on $N_{\text{hyp}}$ s.t. $P_{\text{top}}(tJ) = h_\mu(g^1) + \int tJd\mu$, where

$$P_{\text{top}}(tJ) := \sup \left\{ h_\mu(g^1) + \int_N tJd\mu : \mu \text{ is } g \text{-invariant probability measure with } \mu(N_{\text{hyp}}) = 1 \right\}.$$ 

Since $J$ is bounded, $P_{\text{top}}(tJ) < \infty$. The proof of Theorem 1.2 is made exactly as in [LLS16], since it establishes the “Bernoulli up to a period” property at the symbolic extension and then projects to the flow. The same reasoning can be made to prove Theorem 1.1 using its symbolic version [LS19, Theorem 8.1].

10. Multidimensional billiards

We refer to the books [CFSS82, CM06] and the survey [Sza17] for general texts on the dynamics of billiards. Let $(N, \langle \cdot, \cdot \rangle)$ be a $C^\infty$ compact manifold, let $\{p_i\}_{i \in \mathbb{R}}$ be its geodesic flow, and let $B_1, \ldots, B_k$ be open sets of $N$ s.t. their boundaries $\partial B_1, \ldots, \partial B_k$ are $C^3$ submanifolds of codimension one. The sets $B_1, \ldots, B_k$ are called scatterers. For each $x \in \partial B_i$, let $n(x) \in T_xN$ be the unitary vector orthogonal to $T_x\partial B_i$ that points outward $B_i$ (points in two boundaries have two normal vectors). If $N_0 = N \setminus \bigcup_{i=1}^k B_i$, then we define the billiard flow $\varphi = \{\varphi^t\}_{t \in \mathbb{R}}$ on $N$ with scatterers $B_1, \ldots, B_k$ as the restriction of the geodesic flow to the unit tangent bundle $T^1N$ with the identification $v \sim v - 2\langle n(x), v \rangle n(x)$ for $(x, v) \in T^1N_0$ s.t. $x \in \bigcup_{i=1}^k \partial B_i$. In other words, we flow under the geodesic flow until we hit one of the scatterers, and when this occurs we reflect the vector according to the law of optics, i.e. the angle of incidence equals the angle of reflection. The flow $\varphi$ is well-defined in a subset of $T^1N_0$. Letting $M = \{(x, v) \in T^1N_0 : x \in \bigcup_{i=1}^k \partial B_i$ and $\langle v, n(x) \rangle \geq 0\}$, the billiard map $f$ is the map of successive hits to the scatterers, i.e. $f(x, v) = (x', v')$ where $(x, v)$ represents a collision point with a direction and $(x', v')$ represents the next collision point with the new direction. Formally, there are closed sets $\mathcal{F}^+, \mathcal{F}^- \subset M$ s.t. $f : M \setminus \mathcal{F}^+ \to M$ and $f^{-1} : M \setminus \mathcal{F}^- \to M$ are diffeomorphisms onto their images, so that we can regard $f$ as an invertible map with singular set $\mathcal{F} = \mathcal{F}^+ \cup \mathcal{F}^-$. When the second fundamental form of the scatterers is positive (the scatterers are strictly convex), the billiard is called dispersing, and when it is nonnegative (the scatterers are convex), then the billiard is called semi-dispersing. See Figure 3 for examples. The map $f$ has a natural invariant Liouville measure $\mu_{\text{SRB}} = \cos \angle(n(x), v)dx dv$.

Billiard maps have been studied since the beginning of the twentieth century, one of the reasons being their relation with statistical mechanics. Indeed, the dynamics associated to a mechanical system of $m$ one-dimensional point particles in an interval with heavy walls is a billiard in a subset of $\mathbb{R}^m$. More generally, the famous Lorentz gas and hard balls systems define billiards in some $\mathbb{R}^n$, see [CFSS82, Chapter 6]. The celebrated Boltzmann-Sinai hypothesis states that in billiards of $N \geq 2$ hard balls of unit mass moving on the flat torus $T^d = \mathbb{R}^d / \mathbb{Z}^d$, $d \geq 2$, the measure $\mu_{\text{SRB}}$ is ergodic after the obvious reductions coming from physical invariants [Sin63]. The billiards of classical Lorentz gases are dispersing, see Figure 3(a). For hard balls systems, the scatterers are cylinders and so the billiards are semidispersing, see Figure 3(b).
Figure 3. (a) Dispersing billiard in $T^3$ (credits to Imre Péter Tóth). (b) Billiard of a hard balls system in $T^3$ (credits to $[PH00]$). (c) Three-dimensional Bunimovich stadium.

There is a large literature on billiards, which includes proving the existence of invariant manifolds, nonuniform hyperbolicity, ergodicity, the K property, the Bernoulli property, decay of correlations, etc. The proofs of ergodicity follow Sinai’s approach of first obtaining local ergodicity via the so-called fundamental theorem. Many authors contributed to this question, among them Sinai, Bunimovich, Chernov, Krámli, Simányi, Szász $[Sin70, BS73, SC87, KSS90]$. While dynamical properties where checked for two-dimensional billiards, most of the above contributions assume that these same properties hold for billiards in higher dimension. For instance, it was commonly assumed that singularity submanifolds have bounded curvature, which turned not to be always true $[BCST03]$. Fortunately, the same authors showed that the theory remains true under a weaker condition called Lipschitz decomposability, see $[BCST02]$. They also showed that algebraic semi-dispersing billiards are Lipschitz decomposable (here, algebraic means that the scatterers are defined by algebraic equations). Since billiards coming from hard balls systems are algebraic and $\mu_{SRB}$ is hyperbolic $[SS99]$, it was possible to establish the Boltzmann-Sinai ergodic hypothesis, whose contributions include but are not limited to $[KSS91, KSS92, Sim92b, Sim92a, Sim09, Sim13]$. Actually, $\mu_{SRB}$ is Bernoulli $[CH96]$.

There is another class of billiards, known as nowhere dispersing, where the boundary of scatterers is nowhere convex and yet $\mu_{SRB}$ is hyperbolic. In dimension two, the first examples are due to Bunimovich $[Bun74a, Bun74b, Bun79]$, which include the famous Bunimovich stadium. There are some generalizations in higher dimension $[BR97, BR98a, BDM06]$, and it is known that $\mu_{SRB}$ is ergodic $[BR98b, BDM08]$. The example considered in $[BDM06, BDM08]$ is depicted in Figure 3(c), and can be regarded as a three-dimensional version of the Bunimovich stadium.

Ledrappier & Strelcyn have shown that the Pesin entropy formula holds for $\mu_{SRB}$ for a class of systems that includes the billiards mentioned above $[KSLP86, Part III]$, therefore in each of these cases $h = h_{\mu_{SRB}}(f) > 0$. The application of Theorem 1.8 for multidimensional billiards deals with the growth rate on the number of periodic orbits. Let $\text{Per}_n(f)$ denote the number of periodic points of period $n$ for $f$. Up to the authors’ knowledge, the only available result about $\text{Per}_n(f)$ in the literature is due to Stoyanov, who proved that for semi-dispersing billiards $\text{Per}_n(f)$
grows at most exponentially fast \cite{Sto89}. Our result provides a sufficient condition for the growth rate to be indeed exponential.

**Theorem 10.1.** Let $f$ be a billiard map in any dimension, and assume that $\mu_{SRB}$ is a hyperbolic mixing measure with entropy $h > 0$. Then there exists $C > 0$ s.t. $\operatorname{Per}_n(f) \geq C e^{hn}$ for all $n$ large enough.

This theorem is a direct consequence of Theorem 8.1 (actually, if $\mu_{SRB}$ is hyperbolic then $\liminf_n e^{-hn} \operatorname{Per}_{n,\chi}(f) \geq 1$). It applies to all examples in Figure 3. Note that, the bigger $h$ is, the better is the estimate. The usual way of obtaining sharp estimates is considering measures of maximal entropy, but in the broad setup considered here we do not know if measures of maximal entropy exist nor if they are adapted and hyperbolic. The only situation where these are true is for a class of two-dimensional dispersing billiards \cite{BD20}. Using \cite{LM18,BD20,Buz20}, it follows that $\operatorname{Per}_n(f) \geq C e^{nh}$ for all $n$ large enough, where $h_*$ is the topological entropy of $f$. It would be interesting to extend this result to higher dimensions.

11. Viana maps

We finish our applications proving Theorems 1.5 and 1.6. Recall that, for $a_0 \in (1,2)$ s.t. $t = 0$ is pre-periodic for the quadratic map $x \mapsto a_0 - t^2$, for $d \geq 16$ and $\alpha > 0$, the associated Viana map is the skew product $f = f_{a_0,d,\alpha} : S^1 \times \mathbb{R} \to S^1 \times \mathbb{R}$ defined by $f(\theta,t) = (d\theta,a_0 + \alpha \sin(2\pi \theta) - t^2)$, whose restriction to the annulus $S^1 \times I$ has an attractor. In the sequel, $f$ is considered as this restriction. The map $f$ is $C^\infty$ with a critical set $S^1 \times \{0\}$ where $df$ is non-invertible and, when $\alpha > 0$ is small, it has a unique invariant probability measure $\mu_{SRB}$ that is absolutely continuous with respect to Lebesgue $\mu_{SRB}$, nonuniformly expanding \cite{Via97}, and mixing \cite{ALP05}. All these properties hold for a $C^3$ neighborhood of $f$. We claim that assumptions (A1)–(A7) hold for every map in a $C^3$ neighborhood of $f$. We also show that, for maps in this neighborhood, every measure with large entropy is adapted. Once these are proved, Theorem 1.5 follows from Theorem 8.1 and Theorem 1.6 follows from Corollary 7.2.

**Proposition 11.1.** Every $f$ as above possesses a $C^2$ neighborhood $\mathcal{U}_f$ s.t. every map in $\mathcal{U}_f$ satisfies assumptions (A1)–(A7).

**Proof.** Start observing that $S^1 \times \mathbb{R}$ has zero curvature, hence (A1)–(A4) are automatic. It remains to obtain (A5)–(A7). In this proof, we will write $f_0 := f_{a_0,d,\alpha}$ and let $f$ be a map in a $C^2$ neighborhood of $f_0$. While we will check (A5) directly, recall from Remark 1.7 that (A6)–(A7) follow from simpler estimates, allowing multiplicative constants and the Lipschitz constants of the derivatives of inverse branches $g : E_x \to g(E_x)$ to be bounded by a multiple of $d(x,\mathcal{S})^{-c}$ for some $c > 0$.

The map $f_0$ is $C^2$ with $df_0(\theta,t) = \begin{bmatrix} d & 0 \\ \ast & -2t \end{bmatrix}$, hence it has no discontinuities and its critical/singular set is equal to $\mathcal{S}_{f_0} = S^1 \times \{0\}$. We fix a $C^2$ neighborhood $\mathcal{U}$ of $f_0$ s.t. for all $f \in \mathcal{U}$:

- $\frac{\partial}{\partial \theta} \det df_x < -2$ for $x = (\theta,t)$.
- $\|df\|_{C^0} < \infty$ and $\min_{x \in S^1 \times I_0} \|df_x\| > 0$.

Using the first condition, the implicit function theorem implies that the singular set of $f$ is a graph over $S^1$, i.e. $\mathcal{S}_f = \{(\theta,t_0); \theta \in S^1\}$.
Fix $f \in \mathcal{F}$, and write $\mathcal{J} = \mathcal{J}_f$ and $h(x) = |\det df_x| = \|df_x\| \cdot \|(df_x)^{-1}\|^{-1}$. We start estimating $\|(df_x)^{-1}\|^{-1}$ from below in terms of $d(x, \mathcal{J})$. Fix $x \in \mathbb{S}^1 \times I_0 \setminus \mathcal{J}$. By assumption, $\left| \frac{\partial h}{\partial r} \right| > 2$ and so by the mean value theorem $h(x) = h(\theta, t) - h(\theta, t_0) \geq 2|t - t_0| \geq 2d(x, \mathcal{J})$, hence

$$\|(df_x)^{-1}\|^{-1} = \frac{h(x)}{\|df_x\|} \geq 2\|df_x^{-1}\|^{-1} d(x, \mathcal{J}).$$

By the quantitative version of the inverse function theorem, see e.g. [Sma74], there is a constant $K = K(f)$ s.t. $f$ is invertible in a ball centered at $x$ with radius $K\|df_x\|^{-1} \geq 2K\|df_x^{-1}\|^{-1}$. Renaming and reducing $K$ if necessary, we can take $r_1(x) := Kd(x, \mathcal{J})$ with $K < \frac{1}{2}$ and assume that the restriction of $f$ to $B_x := B(x, r_1(x))$ is a diffeomorphism. Now we prove (A5)–(A7).

(A5) If $y \in B_x$ then $d(y, \mathcal{J}) \geq \frac{1}{2}d(x, \mathcal{J})$, hence $\|(df_y)^{-1}\|^{-1} \geq 2\|df_y^{-1}\|^{-1} d(y, \mathcal{J}) \geq \|df_x^{-1}\|^{-1} d(x, \mathcal{J})$. Therefore $f(B_x)$ contains the ball with center $f(x)$ and radius $\|df_x^{-1}\|^{-1} d(x, \mathcal{J}) r_1(x) = K\|df_x^{-1}\|^{-1} d(x, \mathcal{J})^2$ and so $\mathcal{J} := \frac{1}{2}K\|df_x^{-1}\|^{-1} d(x, \mathcal{J})^2$ satisfies (A5) up to multiplicative constants.

(A6) By hypothesis, $\|df_x\|_{C^0} < \infty$ and $\min_{y \in \mathbb{S}^1 \times I_0} \|df_y\| > 0$ and so the assumption on $df$ is satisfied up to multiplicative constants. Now let $g : E_x \to g(E_x)$ be the inverse branch of $f$ taking $f(x)$ to $x$. Let $z \in E_x$ and $g(z) = y \in B_x$. We have $\|dg_y\| = \|(df_y)^{-1}\| \geq \frac{1}{\|df_y\|} \geq \|df_x^{-1}\|^{-1}$ and

$$\|dg_x\| = \|(df_x)^{-1}\| = \frac{\|df_x\|}{\|df_y\|} \leq \frac{\|df_x\|_{C^0}}{\|df_y\|_{C^0}} \leq \|df_y\|_{C^0} d(x, \mathcal{J})^{-1},$$

thus proving that $dg$ satisfied (A6) up to multiplicative constants.

(A7) The estimate on $df$ holds because $f$ has bounded $C^2$ norm. We now estimate the Lipschitz constant of $dg$. If $z, w \in E_x$ then

$$\|dg_z - dg_w\| = \|(df_g(z))^{-1} - (df_g(w))^{-1}\| \leq \|(df_g(z))^{-1}\| \cdot \|(df_g(w))^{-1}\| \cdot \|df_g(z) - df_g(w)\| \leq \|df_x\|_{C^0} \cdot \|(df_g(z))^{-1}\| \cdot \|(df_g(w))^{-1}\| \cdot d(g(z), g(w)) \leq \|(df_x)_{C^0} \| \|df_x^{-1}\| \cdot \|(df_g(z))^{-1}\| \cdot \|df_x^{-1}\| \cdot d(x, \mathcal{J})^{-1} \cdot d(z, w),$$

hence we obtain (A7) for $g$ up to multiplicative constants.

\[ \text{Proposition 11.2. If } f \text{ is as above, then every ergodic } f-\text{invariant measure } \mu \text{ with } h(\mu(f)) \geq h(\mu_{\text{SRB}}(f)) \text{ is hyperbolic and } f-\text{adapted. The same applies to every map that is } C^3 \text{ close to } f. \]

\[ \text{Proof. Similarly to the previous proposition, write } f_0 := f_{0_0, d_0, \alpha} \text{ and let } f \text{ be a map in a } C^3 \text{ neighborhood of } f_0. \text{ Given } (\theta_0, t_0) \in \mathbb{S}^1 \times I_0, \text{ we set } (\theta_0, t_0) := f_0((\theta_0, t_0)). \text{ Thus } (df_0)^n((\theta_0, t_0)) = \begin{bmatrix} d^n & 0 \\ b_n(\theta_0, t_0) & c_n(\theta_0, t_0) \end{bmatrix} \text{ where } c_n(\theta_0, t_0) = (-2^n) \prod_{t=0}^{n-1} t_0 \text{ and } |b_n(\theta, t)| \leq n^2 \text{ for all } n \geq 1, \text{ hence } \lim_{n \to \infty} \frac{1}{n} \log \|(df_0^n)_x\| = \log(d) \text{ for all } x \in \mathbb{S}^1 \times I_0. \text{ Moreover, if } \varepsilon > 0 \text{ then there is } \delta > 0 \text{ s.t. every } f \text{ with } d_{C^1}(f, f_0) < \delta \text{ satisfies } \log(d) - \varepsilon \leq \lim \inf_{n \to \infty} \frac{1}{n} \log \|(df_0^n)_x\| \leq \lim \sup_{n \to \infty} \frac{1}{n} \log \|(df_0^n)_x\| \leq \log(d) + \varepsilon. \]
This implies that if \( \lambda_1 \geq \lambda_2 \) are the Lyapunov exponents of \( f \) with respect to \( \mu_{SRB} \), then \( \log(d) - \varepsilon \leq \lambda_1 \leq \log(d) + \varepsilon \). By [Vin97], there is a constant \( c = c(f_0) > 0 \) s.t. if \( f \) is \( C^3 \) close to \( f_0 \) then \( \lambda_2 > c \). In the sequel, we fix \( \varepsilon < \frac{c}{2} \) and take \( f \) s.t. both estimates on \( \lambda_1, \lambda_2 \) hold.

Let \( \mu \) be an ergodic \( f \)-invariant probability measure with \( h_\mu(f) \geq h_{\mu_{SRB}}(f) \). We first prove that \( \mu \) is hyperbolic. By the Pesin entropy formula (see [Liu98] for a version for endomorphisms), \( h_{\mu_{SRB}}(f) = \lambda_1 + \lambda_2 \) and by Ruelle inequality we have \( h_\mu(f) \leq \bar{\lambda}_1 + \max\{0, \bar{\lambda}_2\} \), where \( \bar{\lambda}_1 \geq \bar{\lambda}_2 \) are the Lyapunov exponents of \( f \) for \( \mu \).

Let's prove that \( \bar{\lambda}_2 > 0 \). By contradiction assume \( \bar{\lambda}_2 \leq 0 \). Recall that by assumption, \( |\lambda_1 - \bar{\lambda}_1| \leq 2\varepsilon \) and so the condition \( \bar{\lambda}_1 \geq h_\mu(f) \geq h_{\mu_{SRB}}(f) \) implies that

\[
\bar{\lambda}_1 \geq \lambda_1 + \lambda_2
\]

which gives that \( 0 \geq \lambda_2 - |\lambda_1 - \bar{\lambda}_1| > c - 2\varepsilon > 0 \), a contradiction. This proves that \( \mu \) is hyperbolic and \( \bar{\lambda}_2 > 0 \). It remains to prove that it is \( f \)-adapted. Since \( f \) is \( C^2 \), there is a constant \( C > 0 \) s.t. \( \det df_x \leq C d(x, \mathcal{S}) \) and so it is enough to show that \( \log(\det df_x) \in L^1(\mu) \). This is easy: first observe that \( \log^+(\det df_x) \) is uniformly bounded, then \( \log^+(\det df_x) \in L^1(\mu) \) so we can apply Kingman theorem to \( \log(\det df_x) \). Recall that \( \lim_{n \to \infty} \frac{1}{n} \log(\det df^n_x) = \bar{\lambda}_1 + \bar{\lambda}_2, \mu \) almost everywhere. Kingman theorem implies that \( \int \lim_{n \to \infty} \frac{1}{n} \log(\det df^n_x) \, d\mu = \int \log(\det df_x) \, d\mu \), hence \( \int \log(\det df_x) \, d\mu \in (0, \infty) \). The proof is complete.

### 12. Appendix: The graph transform method

In this appendix, we explain how to define and construct the graph transforms induced by a map that is \( C^{1+\delta} \) close to a hyperbolic matrix, for some \( \delta > 0 \). The results proved here are used in Section 3.3. We start recalling some definitions introduced in Section 1.4. Let \( \|\cdot\| \) be the euclidean norm of \( \mathbb{R}^n \), induced by the canonical inner product \( \langle \cdot, \cdot \rangle_{\mathbb{R}^n} \) of \( \mathbb{R}^n \). Given a linear transformation \( T : \mathbb{R}^n \to \mathbb{R}^n \), let \( \|T\| = \sup_{\|v\| = 1} \|Tv\|_{\mathbb{R}^n} \). Given an open bounded set \( U \subset \mathbb{R}^n \) and \( h : U \to \mathbb{R}^m \), let \( \|h\|_{C^0} := \sup_{x \in U} \|h(x)\| \) denote the \( C^0 \) norm of \( h \). When the domain \( U \) is not clear in the context, we will write \( \|h\|_{C^0(U)} \). For \( 0 < \delta \leq 1 \), let \( \text{Hol}_\delta(h) := \sup_{x,y \in U} \frac{\|h(x) - h(y)\|}{\|x-y\|^\delta} \). The supremum ranges over distinct elements \( x, y \in U \). We call \( h \) a contraction if \( \text{Lip}(h) < 1 \), and an expansion if \( h \) is invertible and \( \text{Lip}(h^{-1}) < 1 \). When \( h \) is a linear transformation, then \( \|h\| = \text{Lip}(h) \).

If \( h \) is differentiable then \( \text{Lip}(h) := \|dh\|_{C^0} \). Let \( \|h\|_{C^1} := \|h\|_{C^0} + \|dh\|_{C^0} = \|h\|_{C^0} + \text{Lip}(h) \) denote its \( C^1 \) norm, and for \( 0 < \delta \leq 1 \) let

\[
\|h\|_{C^{1+\delta}} := \|h\|_{C^1} + \text{Hol}_\delta(dh) = \|h\|_{C^0} + \|dh\|_{C^0} = \|h\|_{C^0} + \|dh\|_{C^0} + \text{Hol}_\delta(dh)
\]

denote its \( C^{1+\delta} \) norm. Below we list some basic properties of these norms.

**Lemma 12.1.** The following holds:

1. If \( \varphi, \psi \) are maps s.t. \( \varphi \circ \psi \) is well-defined, then

\[
\begin{align*}
\text{Hol}_\delta(\varphi \circ \psi) &\leq \text{Lip}(\varphi) \text{Hol}_\delta(\psi) \\
\text{Hol}_\delta(\varphi \circ \psi) &\leq \text{Hol}_\delta(\varphi) \text{Lip}(\psi)^\delta.
\end{align*}
\]

In particular, if \( \psi \) is a contraction then \( \|\varphi \circ \psi\|_{C^\delta} \leq \|\varphi\|_{C^\delta} \).
(2) (Perturbation of identity) If $\|\varphi\|_{C^\delta} < 1$, then $I + \varphi$ is invertible and

$$\|(I + \varphi)^{-1}\|_{C^\delta} \leq \frac{1}{1 - \|\varphi\|_{C^\delta}}.$$  

Similarly, if $\varphi$ is linear and $\|\varphi\| < 1$, then $I + \varphi$ is invertible and

$$\|(I + \varphi)^{-1}\| \leq \frac{1}{1 - \|\varphi\|}.$$  

Obviously, the euclidean norm is equivalent to any other norm in $\mathbb{R}^n$, but the notions of contraction and expansion differ from the choice of the norm. On the other hand, statements claiming that a norm is small are not very sensitive to the choice of the norm. Given $\varepsilon > 0$, denote the ball of $\mathbb{R}^n$ with center 0 and radius $r$ by $B^n[r]$. Observe that if $0 \leq d \leq n$ then $B^n[r] \subset B^d[r] \times B^{n-d}[r] \subset B^n[\sqrt{2}r]$.

In this appendix, we fix some parameters:

- $m > 0$, the dimension of the euclidean space.
- $0 \leq d \leq m$, the dimension of one of the invariant subspaces. The other invariant subspace has dimension $m - d$.
- $\delta \in (0, 1)$, the regularity of derivatives.
- $\chi > 0$, that controls the minimal contraction and expansion.
- $\varepsilon > 0$, the parameter of approximation.
- $r > 0$, the size of the domain where the maps will be defined.

The reader should have in mind that the construction will be made for given parameters $m, d, \delta, \chi$, and that $\varepsilon, r$ will be chosen to make the calculations work. The order of choice will be as follows: $\varepsilon > 0$ will be arbitrarily small to make a finite number of inequalities to hold, and $r$ will be of the form $\varepsilon^{2/\delta} \times C$ with $C < 1$. In particular, $2\varepsilon^{\delta} < \varepsilon$ for small $\varepsilon > 0$, and we will use this inequality many times. Since $m$ will be fixed throughout the appendix, we denote the ball of $\mathbb{R}^m$ with center 0 and radius $r$ simply by $B[r]$.

12.1. Admissible graphs. The introduction of admissible graphs requires fixing some extra parameters:

- $p \leq r$, the parameter that control the sizes of stable graphs.
- $q \leq r$, the parameter that control the sizes of unstable graphs.

All definitions in this section depend on the choice of these parameters. For simplicity of notation, the first $d$ coordinates in $\mathbb{R}^m$ will represent the unstable subspace.

**Graphs:** Given a $C^{1+\delta}$ function $G : B^d[p] \to \mathbb{R}^{m-d}$, let

$$V^u = \{(v, G(v)) : v \in B^d[p]\}$$

denote the graph of $G$, and call it a $u$–graph. Similarly, given a $C^{1+\delta}$ function $G : B^{m-d}[q] \to \mathbb{R}^d$, let

$$V^s := \{(G(w), w) : w \in B^{m-d}[q]\}$$

denote the graph of $G$, and call it an $s$–graph. We call $G$ the representing function.

Among the $s/u$–graphs, we are interested in those that can eventually represent stable/unstable manifolds, and for that we require some extra conditions on the representing functions. We call them admissible graphs. The definition requires some conditions on the representing function that depends on the minimum $p \land q$, so that we can later relate $s$–graphs and $u$–graphs. To simplify the exposition and ease the notation, we will work only with unstable graphs with a given parameter $p$, and introduce an extra parameter $\eta \leq p$ that, for applications in Section 3.4, will
be equal to $\eta = p \wedge q$, so that the results obtained in this and next section work for both $s$-admissible and $u$-admissible graphs. We will also just use the terminology graph and not mention that it is $u$ or $s$ graph. From now on, fix $\eta \leq p \leq r$.

**Admissible Graph:** A graph $V = \{(v,G(v)) : v \in B^d[p]\}$ is called an admissible graph if its representing function $G$ satisfies the following conditions:

1. $\|G(0)\| \leq 10^{-3} p$.
2. $\|G(t)\| \leq \frac{1}{2} p^3$.
3. $\|G\|_{C^3} = \|dG\|_{C^0} + \text{Hol}_3(dG) \leq \frac{1}{2}$.

The estimate on the representing function is linear in $\eta$, while the estimates on its derivative is of the order of $\eta^3$. This distinction will be clear when we start establishing estimates in the next results. We start with a basic lemma.

**Lemma 2.2.** If $G$ is the representing function of an admissible graph, then:

1. $\|dG\|_{C^0} < \varepsilon$ where the norm is taken in $B^d[p]$.
2. $\|G\|_{C^0(B^d[t])} < 10^{-2} t$, for every $t \in [\eta, p]$.

**Proof.** (1) By (AM2)–(AM3), if $v \in B^d[p]$ then

$$\|((dG)v)_{0}\| \leq \|(dG)_{0}\| + \frac{1}{2} \|v\| \leq \frac{1}{2} \eta \delta + \frac{1}{2} \eta p^3 \leq r^3 < \varepsilon.$$  

(2) By the mean value inequality, the inequality above and (AM1) we obtain that for $v \in B^d[t]$ we have

$$\|G(v)\| \leq \|G(0)\| + \|dG\|_{C^0}\|v\| \leq 10^{-3} \eta + \varepsilon t \leq (10^{-3} + \varepsilon)t < 10^{-2} t,$$

where in the last inequality we require $\varepsilon > 0$ to be small.  

We let $\mathcal{M} = \mathcal{M}_{u,p}$ denote the set of all admissible graphs as defined above. We define a metric on $\mathcal{M}$, comparing the representing functions. More specifically, for $V_1, V_2 \in \mathcal{M}$ with representing functions $G_1, G_2$ and for $i \geq 0$, define $d_{C^i}(V_1, V_2) := \|G_1 - G_2\|_{C^i}$ where the norm is taken in $[-p, p]$.

**12.2. Graph transforms.** Now we introduce a dynamics for which we want to induce an action on admissible graphs. For that, consider a map $F$ that is close to a hyperbolic linear map. We will apply the map $F$ to elements of $\mathcal{M} = \mathcal{M}_{u,p}$. The idea is to see (a restriction of) each image as an admissible graph in $\mathcal{M} = \mathcal{M}^\times_{\tilde{p}, \tilde{\eta}}$, where $\tilde{p}, \tilde{\eta}$ satisfy $\tilde{\eta} \leq \tilde{p}$ and are related to $p, \eta$. The relation that the four parameters, $p, \eta, \tilde{p}, \tilde{\eta}$, must satisfy are consequences of the contraction/expansion properties required on $F$. When properly implemented, we will have constructed an operator $\mathcal{F} : \mathcal{M} \to \mathcal{M}^\times$, called unstable graph transform or simply graph transform.  

We start fixing the four parameters that will define the spaces $\mathcal{M}$ and $\mathcal{M}^\times$:

1. $0 < \eta \leq p$, the parameters defining the domain $\mathcal{M} = \mathcal{M}^\times_{\eta} p$ of $\mathcal{F}$.
2. $0 < \tilde{\eta} \leq \tilde{p}$, the parameters defining the codomain $\mathcal{M} = \mathcal{M}^\times_{\tilde{p}, \tilde{\eta}}$ of $\mathcal{F}$.

For $\varepsilon > 0$ small enough, we require the following:

(GT1) $\tilde{p} \leq e \varepsilon p$ and $\frac{\tilde{\eta}}{\eta} = e^{\varepsilon}$.  

Now, let $F : B^d[p] \to \mathbb{R}^m$ be a $C^{1+\delta}$ map of the form $F = D + H$ with  

$$D = \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix}$$

s.t. the following conditions hold:
(GT2) $D_1 : \mathbb{R}^d \to \mathbb{R}^d$ and $D_2 : \mathbb{R}^{n-d} \to \mathbb{R}^{n-d}$ are invertible linear maps s.t. 
$\|D_1^{-1}\| < e^{-\chi}$ and $\|D_2\| < e^{-\chi}$. 

(GT3) $H : B[\tau] \to \mathbb{R}^m$ satisfies:
(a) $\|H(0)\| < \varepsilon \eta$. 
(b) $\|dH\|_{C^q(B[\tau])} < \varepsilon \eta^\delta$, for every $t \in [\eta, 2\eta]$. 
(c) $\text{Hol}_d(dH) < \varepsilon$, i.e. $\|dH_x - dH_y\| < \varepsilon \|x - y\|^\delta$ for distinct $x, y \in B[\tau]$.

Let us explain conditions (GT1)–(GT3). Conditions (GT2) and (GT3) state that $F$ is close to a hyperbolic matrix in the $C^{1+\delta}$ norm, where the first $d$ coordinates expand and the last $m - d$ coordinates contract. To explain condition (GT1), consider an admissible graph $V$ with representing function $G : B^d[\bar{p}] \to \mathbb{R}^{m-d}$. We want to consider $F(V)$ as a new graph with representing function defined on $B^d[\bar{p}]$. Since $F$ stretches $V$ horizontally roughly by $e^\chi$, if $\varepsilon > 0$ is small enough then this growth is more than $e^\varepsilon$. By (GT1) we have $\bar{p} \leq e^\varepsilon p$, therefore $F(V)$ contains an admissible graph with representing function $G : B^d[\bar{p}] \to \mathbb{R}^{m-d}$. Moreover, by (GT1) the parameters $\eta, \bar{\eta}$ are comparable, and by the control on the error term $H$ given by (GT2)–(GT3), we actually obtain that $\tilde{G}$ satisfies conditions (AM1)–(AM3) for the parameters $\bar{p}, \bar{\eta}$, thus defining an admissible graph in $\tilde{\mathcal{M}}$. The attentive reader might have observed the similarity between (GT2)–(GT3) and the statement of Theorem 3.3. It is indeed for $F_{\xi, \eta}^{\pm}$ that we will apply the results proved in this appendix.

Observe that, contrary to [Sar13, BO18], we do not require any uniform upper bound on $\|D_1\|$ neither lower bound on $\|D_2\|$, so that the results can be applied to the greater generality considered in the main text. Indeed, classical works on the graph transform are set up similar to what we do, see e.g. [KSLP86, KH95]. We start defining $\mathcal{F}$ properly.

**Graph Transform $\mathcal{F}$:** The *graph transform* is the map $\mathcal{F} : \mathcal{M} \to \tilde{\mathcal{M}}$ that sends an admissible graph $V \in \mathcal{M}$ with representing function $G$ to the unique admissible graph $\tilde{V}$ with representing function $\tilde{G} : B^d[\bar{p}] \to \mathbb{R}^{m-d}$ s.t. $\{(ar{v}, \tilde{G}(\bar{v})) : \bar{v} \in B^d[\bar{p}]\} \subset F(V)$.

We already claim that $\tilde{V} \in \tilde{\mathcal{M}}$, but this requires checking properties (AM1)–(AM3), that we will do in the sequel. From now on write $H = (h_1, h_2)$, so that 
$$F(v, w) = (D_1v + h_1(v, w), D_2 + h_2(v, w)).$$

12.2.1. **Proof that $F(V)$ restricts to a graph.** We start showing that $F(V)$ can be restricted to a graph. This means that, in the proper domain, the first coordinate of $F(V)$ is injective.

**Lemma 12.3.** The following holds for all $\varepsilon > 0$ small enough. The map $\Psi : B^d[\bar{p}] \to \mathbb{R}^d$ defined by
$$\Psi(v) = D_1v + h_1(v, G(v))$$
is injective, its image $\Psi(B^d[\bar{p}])$ contains $B^d[e^{\chi - \sqrt{\tau}} \bar{p}]$, and its inverse $\Phi : \Psi(B^d[\bar{p}]) \to B^d[\bar{p}]$ satisfies the following:

1. $\|d\Phi\|_{C^q} < e^{-\chi + \varepsilon}$.
2. $\|\Phi(0)\| < 2\varepsilon \eta e^{-\chi + \varepsilon} < 2\varepsilon \eta$.
3. $\|d\Phi\|_{C^q} < e^{-\chi + 3\varepsilon}$.

\[\text{Recall that we have inverted the order of } D_1, D_2 \text{ in comparison to the main text.}\]
Proof. This lemma is a sole consequence of the expansion property of $D_1$. We start proving that $\Psi$ is injective. By Lemma 12.2(2), if $v \in B^d[p]$ then $\|G(v)\| < \varepsilon^{-2}p$, and so $\left\|\begin{bmatrix} v \\ G(v) \end{bmatrix} \right\| < 2p$. By (GT3), we know that $\|dh_1\|_{C^0(B[2p])} \leq \varepsilon(2p)^\delta < \varepsilon^2$. Given $v_1, v_2 \in B^d[p]$, we have

$$\|(v_1, G(v_1)) - (v_2, G(v_2))\| = \|(v_1 - v_2, G(v_1) - G(v_2))\| \leq (1 + \varepsilon)\|v_1 - v_2\|,$$

since $\|G(v_1) - G(v_2)\| \leq \|dG\|_{C^0}\|v_1 - v_2\| \leq \varepsilon\|v_1 - v_2\|$. Now assume that $\Psi(v_1) = \Psi(v_2)$, i.e.

$$D_1(v_1 - v_2) = h_1(v_2, G(v_2)) - h_1(v_1, G(v_1)).$$

We have $\|D_1(v_1 - v_2)\| \geq \varepsilon\|v_1 - v_2\|$, while the norm of the right hand side of the above equality is at most

$$\|dh_1\|_{C^0(B[2p])}\|(v_1, G(v_1)) - (v_2, G(v_2))\| \leq \varepsilon^2(1 + \varepsilon)\|v_1 - v_2\|,$$

which implies that $v_1 = v_2$, hence $\Psi$ is injective. Let $\Phi : \Psi(B^d[p]) \to B^d[p]$ be the inverse of $\Psi$.

Before continuing, let $L(v)$ be the derivative of the map $v \mapsto h_1(v, G(v))$, i.e.

$$L(v) = (dh_1)(v,G(v)) \begin{bmatrix} I \\ dG_v \end{bmatrix}$$

where $I$ is the $d \times d$ identity matrix. By Lemma 12.2(1), we have $\left\|\begin{bmatrix} I \\ (dG_v) \end{bmatrix} \right\| < 1 + \varepsilon$ for all $v \in B^d[p]$, hence $\|L\|_{C^0} < 2\|dh_1\|_{C^0(B[2p])} < 2\varepsilon^2$.

Now we show that the image of $\Psi$ contains $B^d[\varepsilon^\sqrt{\varepsilon}p]$. We prove this using a fixed point theorem. Start observing that if $v \in B^d[p]$ then

$$\|h_1(v, G(v))\| \leq \|h_1(0, 0)\| + \|dh_1\|_{C^0(B[2p])}\left\|\begin{bmatrix} v \\ G(v) \end{bmatrix} \right\| < \varepsilon \eta + 2\varepsilon^2p < 2\varepsilon p.$$

If $\bar{v} \in B^d[\varepsilon^\sqrt{\varepsilon}p]$, then $\Psi(v) = \bar{v}$ iff $v$ is a fixed point of the map $T : v \in B^d[p] \mapsto D_1^{-1}[\bar{v} - h_1(v, G(v))]$. We have

$$\|Tv\| \leq \|D_1^{-1}\| \left\|\begin{bmatrix} \bar{v} \\ h_1(v, G(v)) \end{bmatrix} \right\| < e^{-\varepsilon^2} \left(\varepsilon^\sqrt{\varepsilon}p + 2\varepsilon p\right) < (1 - \varepsilon + 3\varepsilon) p < p,$$

where in the last passage we used that $e^{-\varepsilon^2} + 2\varepsilon < 1 - \sqrt{\varepsilon} + 3\varepsilon < 1$ if $\varepsilon > 0$ is small enough. Hence $T : B^d[p] \to B^d[p]$ and, since $\|(dT)\| = \|D_1^{-1}L(v)\| \leq \|D_1^{-1}\|\|L\|_{C^0} < 2\varepsilon^2$, the fixed point theorem implies that $T$ has a unique fixed point. Since $\bar{v} \in B^d[\varepsilon^\sqrt{\varepsilon}p]$ is arbitrary, we get that $\Psi(B^d[p])$ contains $B^d[\varepsilon^\sqrt{\varepsilon}p]$.

The next step is to prove (1)–(3). We have $(d\Phi)_{\bar{v}} = [(d\Psi)v]^{-1}$ where $v = \Phi(\bar{v})$. Letting $\bar{L} = L \circ \Phi$, we have $(d\Psi)v = D_1 + \bar{L}(\bar{v}) = [I + \bar{L}(\bar{v})D_1^{-1}]D_1$ and so

$$(d\Phi)_{\bar{v}} = D_1^{-1}[I + \bar{L}(\bar{v})D_1^{-1}]^{-1}.$$

We consider $I + \bar{L}(\bar{v})D_1^{-1}$ as a perturbation of the identity. We have $\left\|\bar{L}D_1^{-1}\right\|_{C^0} = \left\|L\Phi D_1^{-1}\right\|_{C^0} \leq \|L\|_{C^0} < 2\varepsilon^2$. For a fixed $\bar{v}$, apply Lemma 12.1(2) to conclude that $\|(d\Phi)_{\bar{v}}\| < \varepsilon^{\varepsilon^2} < e^{-\varepsilon^2}$, where in the last inequality we used that $1 - \varepsilon < e^\varepsilon$ for $\varepsilon > 0$ small enough. Since $\bar{v}$ is arbitrary, we obtain (1).
Lemma 12.1(2) gives that
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Remark 12.4.

The derivative 

$$(d\Phi)_v = D_1^{-1}[I + \bar{L}D_1^{-1}]^{-1}$$

It remains to prove part (3). Again, we use that 

$$d\Phi = D_1^{-1}[I + \bar{L}D_1^{-1}]^{-1}$$

consider 

$$I + \bar{L}D_1^{-1}$$

as a perturbation of the identity. We will estimate the values

$$\text{Hol}_\delta(\bar{L}D_1^{-1}) \leq \text{Hol}_\delta(L),$$

so it is enough to estimate 

$$\text{Hol}_\delta(L).$$

Recalling that 

$$\|(v_1, G(v_1)) - (v_2, G(v_2))\| \leq (1 + \varepsilon)\|v_1 - v_2\|$$

for 

$$v_1, v_2 \in B^d[p],$$

we have

$$\|L(v_1) - L(v_2)\| = \|(dh_1)(v_1, G(v_1)) I (dG) v_1 - (dh_1)(v_2, G(v_2)) I (dG) v_2\|

Thus

$$\text{Hol}_\delta(L) \leq \|dh_1\|_{C^0(B[2p])} \|dG\| v_1 - v_2\| +$$

and so 

$$\text{Hol}_\delta(\bar{L}D_1^{-1}) < 2\varepsilon.$$ 

We already know that 

$$\|\bar{L}D_1^{-1}\|_{C^0} < 2\varepsilon^2,$$

therefore

$$\|\bar{L}D_1^{-1}\|_{C^\delta} < 2\varepsilon^2 + 2\varepsilon^2 < 2.5\varepsilon$$

Remark 12.4. The derivative 

$$(d\Psi)_v = D_1 + \bar{L}(v)$$

has the form 

$$A + B,$$

which could be written as 

$$(I + BA^{-1})A$$

as we did or as 

$$A(I + A^{-1}B)$$

as did in [BO18]. The
problem with this second factorization is that the inverse map has the form \((I + A^{-1}B)^{-1}A^{-1}\) and so, when estimating its \(\delta\)-Hölder constant, the term \(\text{Lip}(A^{-1})^\delta\) appears and gives an estimate that depends on \(\delta\) and is weaker than part (3).

By the above lemma, \(F(v, G(v))\) can be represented in terms of \(\tilde{v} = \Phi^{-1}(v)\) as
\[
(D_1 v + h_1(v, G(v)), D_2 G(v) + h_2(v, G(v))) = (\tilde{v}, \widetilde{G}(\tilde{v})),
\]
where \(\widetilde{G} = [D_2 G(\cdot) + h_2(\cdot, G(\cdot))] \circ \Phi = D_2 G \Phi + h_2(\Phi, G \Phi)\). By hypothesis, we have \(\bar{p} \leq e^p \leq e^{e - \sqrt{2}}p\) for \(\varepsilon > 0\) small enough. Therefore, if \(V \in \mathcal{M}\) is an admissible graph with representing function \(\Phi\), then we can restrict \(\tilde{G}\) to \(B^d[\bar{p}]\), still denoting it by \(\tilde{G} : B^d[\bar{p}] \to \mathbb{R}^{m-d}\), and formally define \(\mathcal{F}(V)\) as the graph with representing function \(\tilde{G}\):
\[
\mathcal{F}(V) = \{ (\tilde{v}, \widetilde{G}(\tilde{v})) : v \in B^d[\bar{p}] \}.
\]

12.2.2. Proof that \(\mathcal{F}(V)\) is admissible. We let \(V \in \mathcal{M}\) with representing function \(G\), and \(\mathcal{F}(V)\) with representing function \(\tilde{G}\). In the previous section we explicitly described \(\tilde{G}\). Using this, we will now prove that \(\tilde{G}\) satisfies conditions (AM1)–(AM3) with respect to the parameters \(\bar{p}, \tilde{n}\), thus proving that \(\mathcal{F}(V) \in \mathcal{M}\). The proofs rely on the contraction property of \(D_2\).

**Lemma 12.5.** \(\|\tilde{G}(0)\| < e^{-\chi} (\|G(0)\| + \sqrt{\varepsilon} \eta)\), and so \(\|\tilde{G}(0)\| < 10^{-3} \eta\).

**Proof.** We have \(\tilde{G}(0) = D_2 G(\Phi(0)) + h_2(\Phi(0), G(\Phi(0)))\). Observe that \(\|G(\Phi(0))\| \leq ||G(0)|| + ||dG||_{C^0} ||\Phi(0)||\) which, by (AM2) and Lemma \ref{lemma:AM2}, satisfies
\[
\|G(\Phi(0))\| \leq 10^{-3} \eta + 2 \varepsilon^2 \eta = (10^{-3} + 2 \varepsilon^2) \eta.
\]
In particular, \(\|G(\Phi(0))\| < \eta\) and so \(\left\| \Phi(0) \right\|_{G(\Phi(0))} < 2 \eta\). Therefore
\[
\left\| \tilde{G}(0) \right\| \leq \|D_2 G(\Phi(0))\| + \|h_2(\Phi(0), G(\Phi(0)))\|
\leq \|D_2 G(\Phi(0))\| + \|h_2(0, 0)\| + \|dh_2\|_{C^0(B[2\eta])} \left\| \Phi(0) \right\|_{G(\Phi(0))}
\leq \|D_2 \|\|G(0)\| + ||dG||_{C^0} ||\Phi(0)|| + \|h_2(0, 0)\| + \|dh_2\|_{C^0(B[2\eta])} \left\| \Phi(0) \right\|_{G(\Phi(0))}
\leq e^{-\chi} (\|G(0)\| + 2 \varepsilon^2 \eta + \varepsilon \eta + 2 \varepsilon^2 \eta = e^{-\chi} (\|G(0)\| + 2 \varepsilon^2 \eta + e^\chi \eta + 2 \varepsilon^2 \eta)).
\]
If \(\varepsilon > 0\) is small enough then \(2 \varepsilon^2 \eta + e^\chi (\varepsilon \eta + 2 \varepsilon^2 \eta) = (2 \varepsilon^2 + e^\chi [\varepsilon + 2 \varepsilon^2]) \eta < \sqrt{\varepsilon} \eta\), and so
\[
\left\| \tilde{G}(0) \right\| \leq e^{-\chi} (\|G(0)\| + \sqrt{\varepsilon} \eta).
\]
Using (AM1), in particular we have that
\[
\left\| \tilde{G}(0) \right\| \leq e^{-\chi} (10^{-3} \eta + \sqrt{\varepsilon} \eta) = e^{-\chi} (10^{-3} + \sqrt{\varepsilon}) \eta \leq e^{-\chi + \varepsilon} (10^{-3} + \sqrt{\varepsilon}) \eta < 10^{-3} \eta,
\]
since \(e^{-\chi + \varepsilon} (10^{-3} + \sqrt{\varepsilon}) < 10^{-3}\) if \(\varepsilon > 0\) is small enough. \(\square\)

**Lemma 12.6.** \(\|(d \tilde{G})_0\| < e^{-2 \chi + \varepsilon} (\|dG\|_0 + 2 \varepsilon^4 \eta^5)\), and so \(\|(d \tilde{G})_0\| < \frac{1}{2} \eta^5\).
Proof. We will use that \( \left\| \begin{bmatrix} \Phi(0) \\ G(\Phi(0)) \end{bmatrix} \right\| < 2\eta \), as proved Lemma 12.5. Since \( \bar{G} = [D_2G(\cdot) + h_2(\cdot, G(\cdot))] \circ \Phi \), we have that

\[
(d\bar{G})_v = \left( D_2(d\bar{G}) + (dh_2)(\Phi(\bar{v}), G(\Phi(\bar{v}))) \right) (d\Phi)_v
\]

and so

\[
(d\bar{G})_0 = \left( D_2(d\bar{G}) + (dh_2)(\Phi(0), G(\Phi(0))) \right) (d\Phi)_0.
\]

By (AM3) and Lemma 12.3(2),

\[
\|(d\bar{G})_0\| \leq \|(dG)_0\| + \frac{1}{2} \|\Phi(0)\| \delta < \|(dG)_0\| + \frac{1}{2} (2\varepsilon\eta) \delta < \|(dG)_0\| + \varepsilon^\delta \eta^\delta,
\]

hence

\[
\|(d\bar{G})_0\| < \left( \|D_2\| \|(d\bar{G})_0\| + \|dh_2\|_{C^0([2\eta])} \right) \|(d\Phi)_0\|
\]

\[
< (e^{-\chi} \|(dG)_0\| + 2\varepsilon \eta^\delta) \|(d\Phi)_0\| = e^{-\chi} \|(d\Phi)_0\| \|(dG)_0\| + 2e^\chi \varepsilon \eta^\delta
\]

\[
< e^{-2\chi + \varepsilon} \left( \|(dG)_0\| + e^\delta \eta^\delta + 2e^\chi \varepsilon \eta^\delta \right) < e^{-2\chi + \varepsilon} \left( \|(dG)_0\| + 2e^\delta \eta^\delta \right)
\]

where in the last passage we used Lemma 12.3(1) and that \( 2e^\chi \varepsilon < \varepsilon^\delta \delta \), for \( \varepsilon > 0 \) small enough. Using (AM2), in particular we obtain that

\[
\left\| (d\bar{G})_0 \right\| < e^{-2\chi + \varepsilon} \left( \frac{1}{2} \eta^\delta + 2e^\delta \eta^\delta \right) = e^{-2\chi + \varepsilon} \left( \frac{1}{2} + 2e^\delta \right) \eta^\delta
\]

\[
\leq e^{-2\chi + 2\varepsilon} \left( \frac{1}{2} + 2e^\delta \right) \eta^\delta < \frac{1}{2} \eta^\delta
\]

since \( e^{-2\chi + 2\varepsilon} \left( \frac{1}{2} + 2e^\delta \right) < 1 \) if \( \varepsilon > 0 \) is small enough.

\[\square\]

Lemma 12.7. \( \left\| d\bar{G} \right\|_{C^\delta} < e^{-\chi} \left( \left\| dG \right\|_{C^\delta} + \sqrt{\varepsilon} \right) \), and so \( \left\| d\bar{G} \right\|_{C^\delta} < \frac{1}{2} \).
By Lemmas $[12.3, 12.5, 12.6, 12.7]$, we finally obtain that the graph transform $\mathcal{F} : \mathcal{M} \to \tilde{\mathcal{M}}$ is well-defined.

**Remark 12.8.** The proofs of Lemmas $[12.5, 12.6, 12.7]$ rely solely on our underlying assumptions and on Lemma $[12.3]$. Therefore, the obtained estimates hold for $\tilde{G}$ defined in the larger domain $\Psi(B^d[p])$ and, in particular, $\|d\tilde{G}\|_{C^0} < \varepsilon$.

### 12.3. Estimates on the norm of $\mathcal{F}$

In this section we obtain estimates of $\mathcal{F}$ in the $C^0$ and $C^1$ norms.

**Proposition 12.9.** The following holds for $\varepsilon > 0$ small enough. If $V_1, V_2 \in \mathcal{M}$ then:

1. $d_{C^0}(\mathcal{F}(V_1), \mathcal{F}(V_2)) \leq e^{-\chi/2}d_{C^0}(V_1, V_2)$,
2. $d_{C^1}(\mathcal{F}(V_1), \mathcal{F}(V_2)) \leq e^{-\chi/2}(d_{C^1}(V_1, V_2) + d_{C^0}(V_1, V_2)^4)$.

**Proof.** Let $V_1, V_2$ with representing functions $G_1, G_2$, and let $\tilde{G}_1, \tilde{G}_2$ be the representing functions of $\mathcal{F}(V_1), \mathcal{F}(V_2)$. With respect to $G_1, G_2$, we consider the functions $\Psi_1, \Psi_2$ as defined in the proof of Lemma $[12.3]$ as well as their inverses $\Phi_1, \Phi_2$. We also let

\[
\Delta_1 = D_2 G_1(\cdot) + h_2(\cdot, G_1(\cdot))
\]

\[
\Delta_2 = D_2 G_2(\cdot) + h_2(\cdot, G_2(\cdot)),
\]

so that $\tilde{G}_1 = \Delta_1 \Phi_1$ and $\tilde{G}_2 = \Delta_2 \Phi_2$ (compositions).

(1) We want to prove that $\|\tilde{G}_1 - \tilde{G}_2\|_{C^0} \leq e^{-\chi/2}\|G_1 - G_2\|_{C^0}$. We have

\[
\|\tilde{G}_1 - \tilde{G}_2\|_{C^0} \leq \|\Delta_1 \Phi_1 - \Delta_1 \Phi_2\|_{C^0} + \|\Delta_1 \Phi_2 - \Delta_2 \Phi_2\|_{C^0}
\]

so we estimate each of the terms above.

- $\|d\Delta_1\|_{C^0} < 2\varepsilon$: to prove this, note that $d\Delta_1 = D_2 \circ dG_1 + H_1$, where $L_1$ is a function just like the one considered in Lemma $[12.3]$ so in particular $\|L_1\|_{C^0} < 2\varepsilon$. Together with Lemma $[12.2.1]$, we obtain that

\[
\|d\Delta_1\|_{C^0} \leq \|D_2\|_{C^0}\|dG_1\|_{C^0} + \|L_1\|_{C^0} \leq e^{-\chi}\varepsilon + 2\varepsilon^2 < 2\varepsilon.
\]

- $\|\Delta_1 - \Delta_2\|_{C^0} \leq (e^{-\chi} + \varepsilon^2)\|G_1 - G_2\|_{C^0}$: to prove this, just observe that

\[
\|\Delta_1 - \Delta_2\|_{C^0} = \|D_2(G_1 - G_2) + [h_2(\cdot, G_1(\cdot)) - h_2(\cdot, G_2(\cdot))]\|_{C^0}
\]

\[
\leq \|D_2\|_{C^0}\|G_1 - G_2\|_{C^0} + \|dh_2(\cdot, G_1(\cdot)) - h_2(\cdot, G_2(\cdot))\|_{C^0}
\]

\[
\leq (e^{-\chi} + \varepsilon^2)\|G_1 - G_2\|_{C^0}.
\]

- $\|\Phi_1 - \Phi_2\|_{C^0} \leq \varepsilon^2\|G_1 - G_2\|_{C^0}$: start observing that

\[
\|\Psi_1 - \Psi_2\|_{C^0} = \|h_1(\cdot, G_1(\cdot)) - h_1(\cdot, G_2(\cdot))\|_{C^0} \leq \varepsilon^2\|G_1 - G_2\|_{C^0}.
\]

It is worth reminding that the norms above are calculated in $B^d[p]$, while the norm of $\Phi_1 - \Phi_2$ is to be calculated in $B^d[e^{\chi}\varepsilon^{2\varepsilon}]$. Since $\Psi_1(B^d[p]) \subseteq B^d[e^{\chi}\varepsilon^{2\varepsilon}]$, we have

\[
\|\Phi_1 - \Phi_2\|_{C^0} \leq \|\Phi_2\|_{C^0} \leq \|\Phi_2 - \Phi_2\|_{C^0} = \|\Phi_2 - \Phi_2\|_{C^0}
\]

\[
\leq \|d\Phi_2\|_{C^0}\|\Psi_2 - \Psi_1\|_{C^0} \leq \|\Phi_2 - \Phi_1\|_{C^0} = \|d\Phi_2\|_{C^0}\|\Psi_2 - \Psi_1\|_{C^0} \leq \varepsilon^2\|G_1 - G_2\|_{C^0},
\]

where we used Lemma $[12.3.1]$. 


Using the three estimates above, we get that
\[
\|\tilde{G}_1 - \tilde{G}_2\|_{C^0} \leq 2\varepsilon \cdot \varepsilon^2 \|G_1 - G_2\|_{C^0} + (e^{-\chi} + \varepsilon^2)\|G_1 - G_2\|_{C^0}
\]
\[
= (e^{-\chi} + \varepsilon^2 + 2\varepsilon^3)\|G_1 - G_2\|_{C^0} \leq (e^{-\chi} + 3\varepsilon^2)\|G_1 - G_2\|_{C^0}
\]
and so \(\|\tilde{G}_1 - \tilde{G}_2\|_{C^0} \leq e^{-\chi/2}\|G_1 - G_2\|_{C^0}\) for \(\varepsilon > 0\) small enough.

(2) In view of part (1), we need to estimate \(\|\tilde{G}_1 - d\tilde{G}_2\|_{C^0}\) in terms of \(\|G_1 - G_2\|_{C^0}\) and \(\|G_1 - G_2\|_{C^0}\). We will show that
\[
\|\tilde{G}_1 - d\tilde{G}_2\|_{C^0} \leq (e^{-\chi} + 3\varepsilon^2)\|G_1 - dG_2\|_{C^0} + (e^{-\chi} + 3\varepsilon^2)\|G_1 - G_2\|_{C^0}^\delta.
\]

Note that the contribution of \(\|G_1 - G_2\|_{C^0}\) is very small. We have \(d\tilde{G}_1 = (d\Delta_1)\Phi_1 \circ d\Phi_1\) and \(d\tilde{G}_2 = (d\Delta_2)\Phi_2 \circ d\Phi_2\), hence for \(\tilde{v} \in B^d[p]\):
\[
\left\|\left((d\tilde{G}_1)\tilde{v} - (d\tilde{G}_2)\tilde{v}\right)\right\| = \left\|(d\Delta_1)\Phi_1(\tilde{v})\left((d\Phi_1)\tilde{v} - (d\Delta_2)\Phi_2(\tilde{v})\right)\right\|
\]
\[
\leq \left\|(d\Delta_1)\Phi_1(\tilde{v})\right\|\left\|(d\Phi_1)\tilde{v} - (d\Delta_2)\Phi_2(\tilde{v})\right\| + \left\|(d\Delta_1)\Phi_1(\tilde{v})\right\|\left\|(d\Phi_2)\tilde{v}\right\|
\]
\[
\leq \left\|(d\Delta_1)\Phi_1(\tilde{v})\right\|\left\|(d\Phi_2)\tilde{v}\right\| + \left\|(d\Delta_1)\Phi_1(\tilde{v})\right\|\left\|(d\Delta_2)\Phi_2(\tilde{v})\right\|
\]
\[
\leq \|d\Delta_1\|_{C^0}\|d\Phi_1 - d\Phi_2\|_{C^0} + \text{Hol}_\delta(d\Delta_1)\|\Phi_1 - \Phi_2\|_{C^0}\|d\Phi_2\|_{C^0} + \|d\Delta_1 - d\Delta_2\|_{C^0}\|d\Phi_2\|_{C^0}
\]

In the above expression, we need to estimate the values of \(\|d\Delta_1 - d\Delta_2\|_{C^0}\), \(\text{Hol}_\delta(d\Delta_1)\) and \(\|d\Phi_1 - d\Phi_2\|_{C^0}\).

**Claim 1:** \(\|d\Delta_1 - d\Delta_2\|_{C^0} \leq (e^{-\chi} + \varepsilon^2)\|G_1 - dG_2\|_{C^0} + \varepsilon^2\|G_1 - G_2\|_{C^0}^\delta\).

**Proof of Claim 1.** We have \(d\Delta_1 = D_2 \circ dG_1 + L_1\) and \(d\Delta_2 = D_2 \circ dG_2 + L_2\) and so
\[
\|d\Delta_1 - d\Delta_2\|_{C^0} \leq \|D_2\|\|dG_1 - dG_2\|_{C^0} + \|L_1 - L_2\| \quad (12.2)
\]
We will prove that \(\|L_1 - L_2\| \leq \varepsilon^2 \left(\|dG_1 - dG_2\|_{C^0} + \|G_1 - G_2\|_{C^0}^\delta\right)\). Indeed,
\[
\|L_1(v) - L_2(v)\| = \left\|\left((d\Delta_2)_{v,G_1(v)}\left[I\left((dG_1)_{v,G_1(v)}\right) - (d\Delta_2)_{v,G_2(v)}\left[I\left((dG_2)_{v,G_2(v)}\right)\right]\right]\right\|
\]
\[
\leq \left\|(d\Delta_2)_{v,G_1(v)}\right\|\left\|(d\Phi_2)_{v,G_1(v)}\right\| + \left\|(d\Delta_2)_{v,G_1(v)}\right\|\left\|(d\Phi_2)_{v,G_2(v)}\right\| + \left\|(d\Delta_2)_{v,G_1(v)}\right\|\left\||(d\Delta_2)_{v,G_2(v)}\right\| + \left\|(d\Phi_2)_{v,G_2(v)}\right\| + \left\|(d\Phi_2)_{v,G_1(v)}\right\| + \left\|(d\Phi_2)_{v,G_2(v)}\right\| + \left\|(d\Phi_2)_{v,G_1(v)}\right\| + \left\||(d\Delta_2)_{v,G_2(v)}\right\| + \left\||(d\Delta_2)_{v,G_1(v)}\right\| + \left\||(d\Phi_2)_{v,G_2(v)}\right\| + \left\||(d\Phi_2)_{v,G_1(v)}\right\|
\]
and so
\[
\|L_1 - L_2\|_{C^0} \leq \varepsilon^2 \left(\|dG_1 - dG_2\|_{C^0} + \|G_1 - G_2\|_{C^0}^\delta\right).
\]
Using (12.2), \(\|d\Delta_1 - d\Delta_2\|_{C^0} \leq (e^{-\chi} + \varepsilon^2)\|dG_1 - dG_2\|_{C^0} + \varepsilon^2\|G_1 - G_2\|_{C^0}^\delta\). □
Claim 2: $\mathrm{Hol}_3(d\Delta_1) < \frac{1}{2}e^{-\chi} + 2\varepsilon^2 < 1$.

Proof of Claim 2. By Lemma [2.1],

$$\mathrm{Hol}_3(d\Delta_1) \leq \|D_2\|\mathrm{Hol}_3(dG_1) + \mathrm{Hol}_3(L_1) < \frac{1}{2}e^{-\chi} + \mathrm{Hol}_3(L_1),$$

so it is enough to prove that $\mathrm{Hol}_3(L_1) < 2\varepsilon^2$. Calculating $\|L_1(v_1) - L_1(v_2)\|$ as in the proof of Claim 1, we get that

$$\|L_1(v_1) - L_1(v_2)\|$$

$$= \left\| (dh_2)_{v_1,G_1(v_1)} \left[ I_{(dG_1)_{v_1}} - (dh_2)_{v_2,G_1(v_2)} \right] I_{(dG_1)_{v_2}} \right\|$$

$$\leq \left\| (dh_2)_{v_1,G_1(v_1)} \left[ I_{(dG_1)_{v_1}} - (dh_2)_{v_1,G_1(v_1)} \right] I_{(dG_1)_{v_2}} \right\| +$$

$$\left\| (dh_2)_{v_1,G_1(v_1)} \left[ I_{(dG_1)_{v_2}} - (dh_2)_{v_2,G_1(v_2)} \right] I_{(dG_1)_{v_2}} \right\|$$

$$\leq \|dh_2\|_{C^0(B[2\rho])}\|dG_1\|_{v_1} - \|dG_1\|_{v_2} + \mathrm{Hol}_3(dh_2) \left\| \left[ G_1(v_1) - G_1(v_2) \right] \right\|^\delta$$

$$\leq \left( \|dh_2\|_{C^0(B[2\rho])}\mathrm{Hol}_3(dg_1) + (1 + \varepsilon)^\delta \|dG_1\|_{C^0}\mathrm{Hol}_3(dh_2) \right) \|v_1 - v_2\|^\delta$$

and so $\mathrm{Hol}_3(H_1) \leq \frac{\varepsilon^2}{2} + (1 + \varepsilon)^\delta \varepsilon^2 < 2\varepsilon^2$. 

Claim 3: $\|d\Phi_1 - d\Phi_2\|_{C^0} \leq \varepsilon^2\|dG_1 - dG_2\|_{C^0} + \varepsilon\|G_1 - G_2\|_{C^0}$.

Proof of Claim 3. Fix $\tilde{v} \in B^d[e^{-\sqrt{\tau}}p]$ and let $v = \Phi(\tilde{v})$. We have

$$\|d\Phi_1 - d\Phi_2\|_{\Phi} \leq \|Id - d\Phi_1\|_{\Phi} + \|d\Phi_2\|_{\Phi}$$

$$= \|d\Phi_2\|_{\Phi} - d\Phi_1\|_{\Phi} \leq \|d\Psi_2\|_{\Phi} - d\Psi_1\|_{\Phi}$$

because $\|d\Phi_1\|, \|d\Phi_2\| < 1$. We have $(\Psi_2 - \Psi_1)(v) = h_1(v,G_2(v)) - h_1(v,G_1(v))$, thus

$$\|d(\Psi_2 - \Psi_1)\| = \left\| (dh_1)_{v,G_2(v)} \left[ I_{(dG_2)_v} - (dh_1)_{v,G_1(v)} \right] I_{(dG_1)_v} \right\|$$

$$\leq \left\| (dh_1)_{v,G_2(v)} \left[ I_{(dG_2)_v} - (dh_1)_{v,G_1(v)} \right] I_{(dG_1)_v} \right\| +$$

$$\left\| (dh_1)_{v,G_2(v)} \left[ I_{(dG_1)_v} - (dh_1)_{v,G_1(v)} \right] I_{(dG_1)_v} \right\|$$

$$\leq \|dh_1\|_{C^0(B[2\rho])}\|dG_1\|_{v} - \|dG_2\|_{v} + \mathrm{Hol}_3(dh_1)\|G_2(v) - G_1(v)\|^\delta$$

$$\leq \|dh_1\|_{C^0(B[2\rho])}\|dG_1 - dG_2\|_{C^0} + \mathrm{Hol}_3(dh_1)\|G_1 - G_2\|^\delta$$

$$\leq \varepsilon^2\|dG_1 - dG_2\|_{C^0} + \varepsilon\|G_1 - G_2\|_{C^0},$$

concluding the proof of Claim 3. 

\[\Box\]
Proof. (1) Fix $V$ and $G, J$ so the restriction of $V$ are reduced to analysing the fixed points of $J$ and later prove that it is unique. For the existence, we endow $\mathcal{M}^s$ and $V^u \in \mathcal{M}^u$ it holds:

1. $V^s$ and $V^u$ intersect at a single point $w$, and $\|w\| \leq 50^{-1} \eta$.
2. $w = w(V^s, V^u)$ is a Lipschitz function of the pair $(V^s, V^u)$, with Lipschitz constant $\frac{1}{1-\varepsilon^2}$.

Proof. (1) Fix $V^s, V^u$ with representing functions $G, J$. Observe that intersections of $V^s$ and $V^u$ correspond to points $(v_1, v_2)$ that satisfy the system:

$$
\begin{cases}
  v_1 = J(v_2) \\
  v_2 = G(v_1).
\end{cases}
$$

This system, in turn, corresponds to $v_1$ being a fixed point of $J \circ G$, wherever this composition is well-defined (one direction is direct; for the other, if $(J \circ G)(v_1) = v_1$ then defining $v_2 = G(v_1)$ we have $(v_1, v_2) = (v_1, G(v_1)) = (J(v_2), v_2))$. Hence we are reduced to analysing the fixed points of $J \circ G$.

Since $G, J$ are defined in different domains, we first prove the existence of a fixed point for their composition and later prove that it is unique. For the existence, we reduce their domains to $B^d[\eta]$ and $B^{m-d}[\eta]$. By Lemma 12.2, we have

$$
B^d[\eta] \xrightarrow{G} B^{m-d}[10^{-2}\eta] \subset B^{m-d}[\eta] \xrightarrow{J} B^d[10^{-2}\eta],
$$

so the restriction of $J \circ G$ to $B^d[\eta]$ is well-defined. We claim that this restriction is a contraction. Indeed, in the respective domains we have $\|dG\|_{C^0, 1}, \|dJ\|_{C^0} < \varepsilon$ and so $\|d(J \circ G)\|_{C^0} < \varepsilon^2 < 1$. This guarantees the existence of a fixed point $v_1 \in B^d[10^{-2}\eta]$, which guarantees the existence of an intersection point $w = (v_1, v_2) \in V^s \cap V^u$ with $\|w\| < 50^{-1} \eta$.

To prove uniqueness, we first extend $G, J$ to domains on the same size. By the Kirszbraun theorem, we can extend $G, J$ to functions $\tilde{G} : B^d[p \lor q] \to \mathbb{R}^{m-d}$ and
\( \tilde{J} : B^{n-d}[p \lor q] \to \mathbb{R}^d \) so that Lip(\( \tilde{G} \)) = Lip(G) < \varepsilon and Lip(\( \tilde{J} \)) = Lip(J) < \varepsilon. The same calculation performed in Lemma 12.2 gives that

\[
B^{d}[p \lor q] \xrightarrow{\tilde{G}} B^{n-d}[10^{-2}(p \lor q)] \subset B^{m-d}[p \lor q] \xrightarrow{\tilde{J}} B^{d}[10^{-2}(p \lor q)],
\]

and by definition the composition \( \tilde{J} \circ \tilde{G} \) is a contraction. It therefore has the unique fixed point \( w \).

(2) We start with a simple claim about contractions on metric spaces.

**Claim:** Let \((X,d)\) be a complete metric space, let \(f_1, f_2\) be contractions on \(X\), and let \(x_1, x_2\) be the unique fixed points of \(f_1, f_2\). If \(d(f_1, f_2) := \sup\{d(f_1(x), f_2(x)) : x \in X\}\), then

\[
d(x_1, x_2) \leq \frac{d(f_1, f_2)}{1 - \operatorname{Lip}(f_1)}.
\]

**Proof of the claim.** We have

\[
d(x_1, x_2) = d(f_1(x_1), f_2(x_2)) \leq d(f_1(x_1), f_1(x_2)) + d(f_1(x_2), f_2(x_2))
\]

and the claim follows. \(\square\)

Let \(V^s_1, V^s_2 \in \mathcal{M}^s\) with representing functions \(G_1, G_2\), and \(V^u_1, V^u_2 \in \mathcal{M}^u\) with representing functions \(J_1, J_2\). Let \(f_1 = J_1 \circ G_1\) and \(f_2 = J_2 \circ G_2\), and let \(v_i\) be the intersection of \(V^s_i\) and \(V^u_i\). By part (1), \(v_1 = (v_1, v_2)\) and \(v_2 = (t_1, t_2)\) where \(v_1\) is the unique fixed point of \(f_1\) and \(t_1\) is the unique fixed point of \(f_2\). Observing that Lip(\(f_1\)) < \(\varepsilon^2\) and that

\[
\|f_1 - f_2\|_{C^0} \leq \|J_1 \circ G_1 - J_1 \circ G_2\|_{C^0} + \|J_1 \circ G_2 - J_2 \circ G_2\|_{C^0} \leq \varepsilon \|G_1 - G_2\|_{C^0} + \|J_1 - J_2\|_{C^0} \leq \|G_1 - G_2\|_{C^0} + \|J_1 - J_2\|_{C^0},
\]

the claim implies that \(\|v_1 - t_1\| \leq \frac{\|G_1 - G_2\|_{C^0} + \|J_1 - J_2\|_{C^0}}{1 - \varepsilon^2}\). Proceeding similarly with \(v_2, t_2\), we conclude that

\[
\|w_1 - w_2\| \leq \frac{2\|G_1 - G_2\|_{C^0} + \|J_1 - J_2\|_{C^0}}{1 - \varepsilon^2} = \frac{2d_{C^0}(V^s_1, V^s_2) + d_{C^0}(V^u_1, V^u_2)}{1 - \varepsilon^2}.
\]

\(\square\)

For the second lemma, let \(F\) and \(\mathcal{F}\) be as in Section 12.2 with \(\mathcal{F} : \mathcal{M}^u_{p, \eta} \to \mathcal{M}^u_{\tilde{p}, \tilde{\eta}}\). We let \(\tilde{q} \geq \tilde{\eta}\) be another parameter and consider \(\mathcal{M}^s_{\tilde{q}, \tilde{\eta}}\).

**Lemma 12.11.** For every \(V^u \in \mathcal{M}^u_{p, \eta}\) and \(V^s \in \mathcal{M}^s_{\tilde{q}, \tilde{\eta}}\), the intersection \(F(V^u) \cap V^s\) consists of a single point.

**Proof.** If \(G\) is the representing function of \(V^u\) then

\[
F(V^u) = \left\{ (\tilde{v}, \tilde{G}(\tilde{v})) : \tilde{v} \in \Psi(B^{d}[p]) \right\},
\]

where \(\tilde{G} : \Psi(B^{d}[p]) \to \mathbb{R}^{m-d}\) is defined as before by \(\tilde{G} = D_2 G \Phi + h_2(\Phi, G \Phi)\). By Remark 12.8 \(\|\tilde{G}\|_{C^{0}} < \varepsilon\). Hence we can apply the same proof of Lemma 12.10 and conclude that \(F(V^u) \cap V^s\) consists of a single point. \(\square\)
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