Exploring the Causes of Design Changes in Building Construction Projects: An Interpretive Structural Modeling Approach
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Abstract: The purpose of this study is to investigate the mutual interactions between the causes of design changes using Interpretive Structural Modeling (ISM) and to classify the causes using the “Matrice d’Impacts Croisés Multiplication Appliquée à un Classement” MICMAC technique. This study further identifies and proposes strategies to mitigate design change occurrence and map them onto the identified connections between the causes. To achieve these goals, critical causes of design changes were identified through a comprehensive literature review; 23 key causes were then refined according to the opinions of relevant experts involved in the Iranian building construction sector. Stakeholders associated with each cause and the management areas from which causes arise were also considered. The factors “Unfamiliarity with new construction methods”, “Design errors”, “Value engineering”, “Scope uncertainty”, “Change orders”, and “Constructability ignored in the design phase”, which are highly influenced by other factors, emerged at the highest level of the ISM diagram, and “Clients’ attitudes and experience” as the main root cause of design changes at the bottom of the diagram. The MICMAC technique results showed that consultant-related causes significantly influence other causes, and policy and client-related causes have a feedback effect on the whole system. The findings of this study provide a better insight into how various causes of design changes are connected to one another and can ultimately assist project managers of different parties, even in other countries, to choose influential strategies to mitigate design changes in building construction projects.

Keywords: design change; causes; building construction projects; interpretive structural modeling

1. Introduction

By supplying diverse facilities, infrastructure, and employment for a wide range of people, the building construction industry is believed to significantly contribute to the economic structure of countries and to considerably influence the fulfillment of the national socio-economic improvement goals [1]. For this reason, it is essential to devise a scheme for constantly improving the productivity and efficiency of these construction projects. However, the main problem is that this industry is a dynamic environment involving various stakeholders and consisting of numerous uncertainties [2]. This issue, coupled with project complexity, makes the management of these projects difficult, and as a result, despite considerable progress in the area of project management, building construction projects are still plagued by time variations and cost over-run [3]. A number of studies have been conducted on the causes of time and cost over-run, all of which have identified design changes as one of the major factors having a detrimental effect on pro-
jects’ time and cost, irrespective of their type and size [2]. Yap and Skitmore [4], for example, claimed that the contribution of design changes to time and cost over-runs of Malaysian building projects is between 5% and 20%. It is also the case even for developed countries such as the US [5] and the UK [6] because a similar trend has been reported. Other problems, which are anticipated but are not limited to, include claims and disputes, injuries, design-induced rework, and inconveniences to owners and end-users [7,8], which can result in project failure.

Overall, according to Khanh [9], the literature on design changes can be divided into five main categories, namely concept and classification, causes of design changes, impacts of design changes, evaluation of design changes, and solutions for preventing design changes. Although some studies have been conducted to discover the causes of design changes, they mainly fall short of considering the interactions between causes, and few of them have paid adequate attention to this issue. In other words, each cause has been investigated and ranked independently, as if it has no connection with others. However, taking the multiple impacts of causes on one another into account can bring main root causes to light, which can assist project participants to direct available resources to critical causes in order to either eliminate them or mitigate their severe impacts. As stated by Yap et al. [10] and Shoar et al. [11], single-cause recognition and merely prioritizing factors do not provide a comprehensive ascertainment of causation and may even be misleading and result in undesired outcomes. Apart from this, neither different stakeholders associated with causes nor common project management knowledge areas from which causes arise have received sufficient attention in previous studies. These would make the suggestion of amendments to the project management processes difficult.

Given the aforementioned shortcomings, the purpose of this study is to model the interdependencies amongst the causes of design changes and to identify the most significant causes. These could form a basis for better devising intervention strategies. Considering stakeholders associated with causes and the areas from which they arise, stakeholders who play a critical role and the most challenging areas are also identified. Overall, the main contributions of this study to the body of knowledge can be outlined as follows:

- Theoretical contribution, arising from developing a systematic hierarchy model to explore the underlying influences among causes;
- Empirical contribution, arising from the determination of the driving and dependence power of each cause in connection with others;
- Identifying the most important management areas on which stakeholders and decision-makers should concentrate;
- Identifying and proposing remedies based on the position of causes in the developed hierarchical model and their dependence/driving power.

In this study, the developed hierarchical model is achieved according to the Iranian experts’ mindsets working in the building construction industry. However, external validation of research findings showed that the proposed strategies and identified major causes could also assist project managers of different parties in other countries to prevent design changes or mitigate their adverse effects on the project performance. The rest of this study is organized as follows. The following section identifies various causes of design changes and investigates the methods which have been applied to analyze the causes in previous studies. It is then followed by the research methods section in which the research process is discussed. The applications and terminology of Interpretive Structural Modeling (ISM), which is the main component of the proposed research process, are also discussed in this section. In the fourth section, the model outputs are analyzed, and the achieved results and proposed intervention strategies are discussed. In the fifth section, the theoretical and empirical contributions of the study are discussed. Finally, in the last section, the conclusions are drawn, and the limitations of this study as well as the suggestions for future research are presented.
2. Literature Review

Construction projects are susceptible to a high level of change, and the rationale behind this ranges from intrinsic ones such as project complexity to extrinsic ones such as environmental changes [12]. Changes normally occur to modify or correct the design or scope of work [8]. As repeatedly claimed by past studies, three primary criteria of successful projects are the completion within time, budget, and quality [13,14] and design changes have been alleged to inevitably impact these triple key success principles [15,16]. Gamil and Abdul Rahman [17], for example, assessed the critical factors causing failure to the Yemeni construction industry. Their study identified frequent change of design as one of the top 10 factors ranked among 62 factors causing failures to the industry. Annamalaisami and Kuppuswamy [18] investigated the relationships between cost over-run factors to improve current construction cost and controlling practices. Their study revealed that the cost variance during construction is 17.43% for non-infrastructural Indian construction projects because of various factors, and the most significant factors were design and specification change and price escalation. Aslam et al. [19] examined the impact of design changes on project cost and concluded that design change is one of the main factors leading to cost over-run, which can even account for 40% of the project cost.

The Iranian construction industry contributed to 4% of the Gross Domestic Product (GDP) in 2015 [20]. Formal governmental authorities say that the construction sector’s share of total country’s budget was increased from 17.5% in 2003 to more than 24% in 2006 and 28.8% in 2008 [21], which is indicative of the pivotal role of this sector in Iran’s economy. However, previous studies unveiled that Iranian construction projects, notably building projects, suffer from cost and time over-run. For instance, according to the statistical center of Iran, between the years 2002 and 2012, the direct costs of delays in the building construction projects were estimated at USD 21 billion. In the same vein, a recent study conducted by Heravi and Mohammadian [22] reported that nearly 30% of Iranian building projects experienced a minimum of 25% cost over-run and delays. There are studies indicating that design changes are one of the major causes of these over-runs in this country. As reported by Parchami-Jalal and Shoar [23], modifications in design documents are one of the most crucial factors affecting projects’ time and cost in Iran. Likewise, Samarghandi et al. [21] studied the reasons for delay and cost over-run in this country. Their study revealed that more than two thirds of respondents were in agreement that too many design changes were one of the key reasons. Despite the significance of this issue in both developed and developing countries, few studies on the problem of design changes and their causes have been conducted [24], and they scarcely targeted the Iranian context. However, to ameliorate projects’ performance, it is imperative to address this issue. The primary step to pre-empt the disruptive impacts of design changes is to identify their causes. To this aim, the literature review of this study is two-fold. Initially, it identifies the various causes of design changes reported in previous studies. Then, it discusses the methods, which have been applied to discover their shortcomings, and justifies the method applied in this research.

Gharaibeh et al. [2] investigated factors leading to design changes according to the opinions of 252 professionals from the Jordanian construction industry and found owners’ requirements, design errors and omissions, and value engineering among the top major influential factors. Bassa et al. [25] investigated the causes and effects of design changes in Ethiopia using a questionnaire survey distributed to project managers, clients, and engineers. The results indicated that lack of design review during the design process, errors and omission in design, plan changes by the client, incomplete contract documents, differing site conditions, lack of experience for design evaluation during the design period, and the impediment in the prompt decision-making process were the main causes of design changes. Yap et al. [24] investigated 39 reasons leading to design changes. They reported eight factors including competency of the project team, quality and workmanship, site constraints and safety consideration, legislation and regulations, active rework, pro-
ject communication, end-user requirements, and risk management as the underlying factors of design changes in building projects. In another study, Yap and Skitmore [4] also investigated the causes of design changes in Malaysian building projects and revealed that lack of co-ordination among various professional consultants, change of requirements/specification, addition/omission of scope, erroneous/discrepancies in design documents, and unforeseen ground conditions were the five most significant causes. Although the unfavorable impact of design changes on time and cost is revealed by Parchami-Jalal and Shoar [23] and Samarghandi et al. [21], respectively, in the Iranian context, no studies were found to scrutinize the causes of design changes in this developing country.

In terms of the methods applied to identify the main causes, it was established that most studies identified the main causes using the Relative Importance Index (RII), which is unable to consider the interactions between causes. As stated by Gharaibeh et al. [2], in order to plan preventive measures and assign responsibilities, developing causal models, which describe the factors that result in design changes, is necessary. Few studies have investigated the interactions between causes. Yap et al. [24], for example, after identifying the most contributing factors to design changes, designed a cause-and-effect diagram to represent causes’ interactions. In another study, Yap et al. [10] also applied causal loop diagrams to provide a better understanding of how causes of design changes are related to each other. There are also studies that investigated causes’ interactions and examined the impact of interacted design change causes on the project performance quantitatively. Saad et al. [26], for example, proposed a system dynamics model to capture the factors that may result in engineering- and medical-related design changes in healthcare projects and to investigate the impact of those design changes on the project performance. Afshargholi and Yitmen [27] employed an Artificial Neural Network (ANN) model to evaluate the quantified measurement of interacted design change causes on time and cost performance of petrochemical projects. However, as the purpose of this study is only to identify the most crucial underlying causes of design changes based on their interactions, the mentioned studies, which analyzed design changes’ impacts on the project performance, are excluded in this study.

The main limitation of the aforementioned studies from the perspective of the methodology is that as they analyzed influential causes qualitatively, the driving and dependent factors were not determined, and the importance and influence of stakeholders associated with the causes have not been assessed by considering the interactions between causes. Additionally, as the driving and dependence power of causes were not considered, the main management areas which should be focused on were not determined. It is also worthwhile to mention that as some causes of design changes are, in essence, qualitative, studies evaluating the causes’ interactions and their impacts on the project objectives quantitatively failed to consider all influential causes. In this study, in order to identify the interrelationships between causes of design changes and fill the existing gap, ISM along with the “Matrice d’Impacts Croisés Multiplication Appliquée à un Classement” (MICMAC) are utilized. With the aid of a MICMAC diagram, the causes were categorized into four groups based on the degree to which each factor either affects or is to be affected by other causes.

3. Research Methods

As illustrated in Figure 1, the research process of this study is organized in three stages as follows:

- In the first stage, in order to complete the initial list of causes identified through a comprehensive literature review and to customize them for the Iranian context, a panel of twenty professionals was surveyed. The Relative Importance Index (RII) was employed for this purpose.
- Having determined the most contributing causes, in the second step, the interrelationships between causes were assessed using the nominal group technique, in which
group interviews were conducted in a way that ensured the interviewees addressed issues independently, free from any interference by other participants [28]. To do so, another panel of experts consisting of five experts was applied. The ISM approach was employed to visualize the interrelationships between the causes. The causes and management areas associated with causes were also categorized based on their driving and dependence power and illustrated using MICMAC diagrams.

- Finally, in the last stage, the results were discussed and through another brainstorming session with experts and conducting the literature review, some recommendations to alleviate the critical causes were also presented.

**Figure 1.** The flowchart diagram of the research process.

The first two stages of the research are delineated in this section, and the last stage, in the Results and Recommendations section.

It is believed that topics evaluating the impact of human actions and behavior on construction processes should pay careful attention to the research design process to enhance the reliability and validity of the study [29].

With regard to the reliability, it should be mentioned that several measures have been suggested to assess research reliability, which could be found in the previous literature [30,31]. In this study, all of the data, which gathered through each stage of research, were mechanically recorded and transcribed to provide a chance for others to assess the consistency and repeatability of the results [31]. Additionally, multiple data sources, including previous literature and three groups of industry-related experts, and multiple research methods, including literature review, nominal group technique, and the questionnaire survey, were employed to ensure that the study’s findings would be reliable. Yin [30] noted that meaningful parallelism of findings across multiple data sources could increase research reliability. Previous studies also emphasized that triangulation, simultaneously using multiple data sources or research methods, can go a long way toward enhancing the reliability and validity of results [29,32]. To this aim, in this research, previous studies were first rechecked to ensure that all critical factors were identified. Second, industry-related experts were surveyed to verify the accuracy of factor identification. Third, the opinions of another panel of experts were assessed using the nominal group technique to construct the causal relationships among the factors. Finally, the results and a transcription of the meeting were sent to them to examine the reliability of the results. Amendments were made in the model based on the comments received. The mentioned process, which has also been employed in previous studies [33,34], is believed to satisfy the reliability of the findings.

With regard to the validity, it should be noted that since the developed model is the basis for making decisions and committing resources, its validity has vital importance for model builders and users [35]. To this purpose, prior to beginning each stage, the validity of the previous stage was assessed. Certain types of validity, including conceptual validity, experimental validity, operational validity, and external validity were deployed to
evaluate the conceptual model, the ISM results, the proposed strategies, and the generalizability of the overall findings, respectively [36]. In Table 1, each type of validity is described, and the designed questions to evaluate them are shown. These questions have concordance with the questions designed in the previous studies [37–39]. For each of the questions, the experts had to rate their level of agreement based on a 5-point Likert scale (from 1 as strongly disagree to 5 as strongly agree). The final value of the experts’ agreement was obtained by averaging the degrees of agreement of the experts with each question. The fourth column of Table 1 shows the mean value of the experts’ agreement with each question. The final value of the experts’ agreement is finally presented in the fifth column.

With regard to the appropriateness and sufficiency of the experts employed to assess the reliability and validity of the research, it should also be noted that in this study, three panels of experts were deployed. The first panel, including twenty professionals, was responsible for identifying and verifying the critical causes of design changes. The second panel, including five professionals, was in charge of constructing the model and evaluating the validity of each stage, and the third panel, including eight professionals, was responsible for evaluating the external validity of the overall research findings. It is worth mentioning that although the number of experts in the first panel was limited to twenty, as the data gathered during the first stage were triangulated using literature review, questionnaires, and interviews with the second panel, the results and the number of experts are believed to be reliable and adequate, respectively. Referring to previous studies which employed the same approach, the number of experts in the second panel is also believed to be adequate [40,41]. In order to identify the right experts for the third panel of experts, purposive sampling was employed. The selection criteria were defined, namely, (1) having related publication(s) in established journals in the field of design changes, design errors, or design deficiencies; (2) having more than 15 years of experience with building construction projects; (3) holding a senior position in a professional organization. The experts were identified basically from the author lists of related publications, regional and country affiliates of International Project Management Association (IPMA), and Co-operative Network for Building Researchers (CNBR) Yahoo group. Invitations were sent to the experts via email, and they were requested to fill and return the questionnaire designed based on the four questions regarding the external validity of research findings, which are depicted in Table 1. Five of the responses received were inappropriate, leaving only eight valid responses for the analysis. The respondents were from the United States, United Kingdom, Australia, Poland, Jordan, Ethiopia, China, and Malaysia, and all of them met at least two out of the three proposed criteria. This meets the need of having experts from both developed and developing countries. While a small sample is employed, the proper geographical balance of experts, who were positive of research results, is believed to satisfy the credibility and generalizability of the findings.
Table 1. Conceptual, experimental, and operational validation of the model.

| Validation          | Description                                                                 | Designed Questions                                                                                                   | Mean Value of Experts’ Agreement | Final Value of Experts’ Agreement |
|---------------------|----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------|----------------------------------|----------------------------------|
| Conceptual validity | It is concerned with the degree of relevance and accuracy of the scope, and level of detail underlying the conceptual model. | Is the conceptual model an accurate representation of the system under investigation? Does the conceptual model contain all necessary details? | 4.6                              | 4.7                              |
|                     |                                                                            | Are the results of the research sufficiently accurate and efficient? Are the results achieved from the analysis of the model in agreement with what has been witnessed during the project? | 4.4                              |                                  |
| Experimental validity| It is concerned with the degree of efficiency and accuracy of obtained results. | Are the immediate causes of design changes identified by the analysis, the most prevalent causes witnessed during the project? Does managing the identified root causes of design changes result in mitigating the occurrence of design changes? | 4.6                              | 4.45                             |
| Operational validity | It is concerned with the quality and applicability of the proposed intervention strategies. | How do you evaluate the usefulness and applicability of the proposed strategies for managing and decreasing the occurrence of design changes in construction projects? | 4.4                              | 4.4                              |
|                     |                                                                            | Does the causal model contain critical factors that could lead to design changes in building construction projects within different settings? | 4.5                              |                                  |
|                     |                                                                            | Are the causal relationships found within this study generalizable to building construction projects in different settings? | 4.25                             |                                  |
|                     |                                                                            | Based on your experience, could the consideration of the proposed strategies be of benefit to tackling design changes in your own setting? | 4.375                             |                                  |
|                     |                                                                            | Are the findings of this study congruent with, connected to, or confirmatory of previous knowledge in this field? | 4.625                             |                                  |

3.1. Data Collection

Through an intensive literature review, a primary list of causes of design changes, consisting of 38 causes, was prepared by the authors, which is presented in Table A1. In order to narrow down the causes to the most critical ones and identify causes, which might be overlooked, the first panel of experts, consisting of twenty experts working in the Iranian building construction industry, was employed. All of them had at least 20 years of experience participating in building construction projects and have been holding very senior position in their representative organizations (five project managers, four construction managers, four senior designers, two senior engineers of technical office, two contract managers, two project control managers, and one site administrator). Out of these twenty experts, six experts were working for consultants, and eight and six experts were serving contractor and client firms, respectively. They all had a doctoral degree from a reputable university. It is also worth mentioning that heterogeneous experts, which were chosen from the community of consultants, contractors, and clients, reduce the adverse effects of biases and improve the generalization ability. Experts’ opinions with regard to causes’ significance were surveyed using a questionnaire consisting of three sections as follows.

In the first section, after providing a paragraph outlining the objectives of this study, the respondents were asked to clarify their general information. Respondents’ years of
experience, qualifications, and position in their company were gathered in this part. This section was designed to ensure that all experts are appropriate for this study.

In the second part, the initial list of causes was provided for experts in a table, and they were asked to determine the level of importance of the causes using an ordinal scale of 1 to 5, which 1 indicated the lowest significance and 5 indicated the highest significance. Their opinions, then, were aggregated using the Relative Importance Index (RII) and based on Equation (1). This method has been repeatedly utilized in similar previous studies [4,23,25] to rank and identify main factors.

\[
RII = \frac{1}{A \times N} \sum_{i=1}^{5} W_i
\]

where \(W_i\) denotes the rating given to each cause by the respondents (ranging from 1 to 5), \(A\) is the highest weight (i.e., 5 in this case), and \(N\) is the total number of respondents.

In the third section, the respondents were asked to state other important causes which might have been neglected in the study. However, no further causes were identified using this part. Finally, causes, which had an RII of more than 60, were selected for the next step to investigate their interrelationships using the ISM approach. These causes are provided in Table 2. The main causes were also categorized based on the stakeholders associated with them, and the management areas from which they arise. In terms of their stakeholders, five categories, namely contractors, clients, consultants, government, and all parties, and in terms of their relevant management areas, nine categories, namely policy, scope, time, cost, quality, communication, procurement, integration, and external were assumed for the causes.

**Table 2. Causes of design changes.**

| ID | Causes                                      | Responsible Stakeholders | Management Area | Source |
|----|---------------------------------------------|--------------------------|-----------------|--------|
| C01| Clients' attitude and experience            | Client                   | Policy          | [42]   |
| C02| Unrealistic client's demands                | Client                   | Policy          | [27]   |
| C03| Contracting strategy                        | Client                   | Policy          | [19]   |
| C04| Poorly written contract                     | Client                   | Scope           | [25]   |
| C05| Financial issues                            | Client                   | Cost            | [24]   |
| C06| Contractor qualification                    | Client                   | Policy          | [27]   |
| C07| Change order                               | Client                   | Scope           | [25]   |
| C08| Scope uncertainty                           | Client                   | Scope           | [19]   |
| C09| Design reuse                               | Consultant               | Quality         | [42]   |
| C10| Unfamiliarity with new construction methods | Contractor               | Quality         | [19]   |
| C11| Poor communication and co-operation         | All parties              | Communication   | [24]   |
| C12| Timeboxing                                 | Consultant               | Time            | [42]   |
| C13| Consultant qualification                    | Client                   | Policy          | [42]   |
| C14| Design errors                              | Consultant               | Quality         | [2]    |
| C15| Schedule variance                           | All parties              | Time            | [10]   |
| C16| Poor quality control and supervision        | Consultant               | Quality         | [42]   |
| C17| Value engineering                          | Client                   | Policy          | [4]    |
| C18| Change in specifications                    | Consultant               | Integration     | [10]   |
| C19| Unavailability of materials and equipment   | Contractor               | Procurement     | [2]    |
| C20| Economic conditions                         | Government               | External        | [27]   |
| C21| Change in government regulations            | Government               | External        | [24]   |
| C22| Constructability ignored in design process  | Consultant               | Quality         | [4]    |
| C23| Inappropriate planning                      | Contractor               | Time            | [19]   |
3.2. Data Analysis

Having determined the most critical causes of design changes, in this stage, their inter-relationships were investigated using the ISM. Interpretive structural modeling is defined as a process that transforms unclear and poorly articulated mental models of systems into visible, well-defined models [43]. It provides a better understanding of how various variables of a complex system are interrelated and facilitates analyzing the direct and indirect effect of each variable on the others [40]. This approach has been repeatedly applied to investigate construction management issues. Prakash and Phadtare [41], for example, developed a hierarchical structural framework of verifiable drivers in project marketing through the application of the ISM. Iyer and Sagheer [34] used the ISM to investigate the interrelationships of risks in Public–Private Partnership (PPP) projects. Tavakolan and Etemadinia [44] incorporated fuzzy logic and proposed the fuzzy weighted interpretive structural modeling to determine and trace the interactions among project risks. Yu et al. [33] also used the ISM approach to identify factors that significantly impact the utilization of big data and to investigate how these factors influence each other.

According to Janes [28], three steps of the ISM approach are as follows.

Step 1: Relationship Identification

In this step, a Structural Self-Interaction Matrix (SSIM), which represents which causes directly affect other causes, is constructed. For this purpose, experts are asked to determine which causes influence a specific cause, and which causes receive influence from it. As experts’ opinions might differ, the nominal group technique is normally used, in which experts’ viewpoints are gathered independently and sent to other experts. This process continues until a consensus on causes’ interactions is achieved by experts. In this approach, respondents’ competency overrides their quantity, and there is no criterion to clarify how many respondents should be chosen. However, most previous studies have used three to five experts to develop the SSIM [40]. For two causal factors such as i and j, each element of the SSIM located above the diagonal is assigned a letter based on the following rules:

- V indicates factor i affects factor j;
- A indicates factor j affects factor i;
- X indicates factors i and j have a mutual impact on each other;
- O indicates there is no relation between i and j.

In this paper, the second panel of experts, including five accessible experts who were willing to participate in this study, were deployed. Two of them were faculty members having more than 20 years of experience teaching and researching in the field of construction management. The other three experts had more than 25 years of experience working for different construction companies as senior project managers and also had a doctoral degree in the field of construction management. Providing the matrix of causes and the rules of filling the SSIM, they were asked to determine which causes are related to each other. Based on the nominal group technique, the completed matrices were collected and sent to other experts to be investigated. Finally, after four rounds, a consensus on the causes’ interactions was achieved.

Step 2: Model Calculation

In this step, the initial and final reachability matrices are generated, and the causes are partitioned into different levels. In the initial reachability matrix, based on Equation (2) and the SSIM, each element is assigned either 0 or 1, i.e.,

\[
(i, j) = \begin{cases} 
V, (i, j) = 1, (j, i) = 0 \\
A, (i, j) = 0, (j, i) = 1 \\
X, (i, j) = 1, (j, i) = 1 \\
O, (i, j) = 1, (j, i) = 0
\end{cases}
\] (2)
Having determined the initial reachability matrix, using the principle of transitivity the final reachability matrix is prepared. The transitivity states that if an element ‘x’ is connected to an element ‘y’ and ‘y’ is connected to an element ‘z’ then ‘x’ is also related to ‘z’. Thereafter, the reachability and antecedent sets can be obtained from the final reachability matrix. While the antecedent set for a cause like C1 is composed of the cause itself and all other causes exerting influence on C1, the reachability set for C1 consists of the cause itself and all other causes receiving influence from C1. Finally, comparing the reachability and antecedent sets, the intersection set, consisting of causes that are similar in between aforementioned sets, is defined for each cause. All the critical causes can be located on different levels by performing the process as follows. If the intersection set is the same as the reachability set, causes are located at the top level. The top-level causes meeting the above condition are eliminated from the element set, and this process is repeated iteratively till all the levels are determined [40].

In this study, according to experts’ opinions and the SSIM, the initial reachability matrix was prepared, which is depicted in Table 3. Following the rules of transitivity, the final reachability matrix was prepared, which is shown in Table 4. This matrix indicates how a specific cause can directly or indirectly exert influence on other causes.

Table 3. Initial reachability matrix.

| C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 | C10 | C11 | C12 | C13 | C14 | C15 | C16 | C17 | C18 | C19 | C20 | C21 | C22 | C23 |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 1  | 1  | 1  | 1  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 1  | 0  | 1  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 1  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 1  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 1  | 0  | 1  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 1  |
| 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |

Step 3: Diagram Drawing

In this step, based on the final reachability matrix and the location of each cause in different levels, an ISM diagram, which represents the interrelationships of the causes, is drawn. The levels are indicative of causes’ significance, and the causes located at the lowest level of the diagram are the root causes of the considered problem. Therefore, more efforts should be put into managing them.

In this study, the final reachability matrix, the reachability set, and the antecedent set were determined for each cause, and after eight iterations, the causes were classified into
eight levels. The hierarchical model of causes, which consists of eight levels, is illustrated in Figure 2.

Having determined the driving and dependence power of each cause, based on the final reachability matrix, the MICMAC technique can be used to classify them. The MICMAC analysis works on the principle of multiplication properties of matrices [45], and it aims to investigate the dependence and driving power of factors [46]. According to Malone [47], factors can be categorized into four clusters as follows.

*Independent factors:* This cluster is comprised of factors that have a high driving power and a low dependence power. These factors exert a profound influence on other factors and consequently have the capacity to drive the whole system.

*Linkage factors:* This cluster is comprised of factors that have high driving and dependence powers. These factors are unstable, and not only can any modification of them affect other factors but also it can result in a feedback effect on themselves [47].

*Autonomous factors:* This cluster is comprised of factors that have low driving and dependence powers. As they are not connected to other factors, they are not of great importance in the system.

*Dependent factors:* This cluster is comprised of factors that have a low driving power and a high dependence power. As these factors receive an influence from others, they are mainly reliant on other factors and do not impact them.

### Table 4. Final reachability matrix.

|     | C1  | C2  | C3  | C4  | C5  | C6  | C7  | C8  | C9  | C10 | C11 | C12 | C13 | C14 | C15 | C16 | C17 | C18 | C19 | C20 | C21 | C22 | C23 | DrP |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| C1  | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 21  |
| C2  | 0   | 1   | 0   | 1   | 1   | 0   | 1   | 1   | 1   | 0   | 1   | 1   | 1   | 1   | 0   | 1   | 1   | 0   | 1   | 1   | 1   | 0   | 13  |
| C3  | 0   | 0   | 1   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 1   | 0   | 14  |
| C4  | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 6   |
| C5  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 0   | 0   | 0   | 3   |
| C6  | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 1   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 0   | 3   |
| C7  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| C8  | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| C9  | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 2   |
| C10 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| C11 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 8   |
| C12 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 0   | 1   | 0   | 1   | 1   | 0   | 0   | 0   | 0   | 4   |
| C13 | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 1   | 1   |
| C14 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |
| C15 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 7   |
| C16 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 2   |
| C17 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 1   |
| C18 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 0   | 0   | 2   |
| C19 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 3   |
| C20 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 1   | 0   | 0   | 0   | 4   |
| C21 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 1   | 0   | 3   |
| C22 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 1   |
| C23 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   | 0   | 0   | 1   | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 1   | 8   |
| DeP| 1   | 2   | 2   | 3   | 3   | 3   | 5   | 5   | 10  | 4   | 5   | 9   | 3   | 12  | 8   | 10  | 14  | 13  | 5   | 1   | 4   | 5   |_   |

Notes: * Transitivity; DrP—Driving Power; DeP—Dependence Power.
4. Results and Recommendations

4.1. Results of ISM and MICMAC Analyses

As shown in Figure 2, six causes including C10 (Unfamiliarity with new construction methods), C14 (Design errors), C17 (Value engineering), C8 (Scope uncertainty), C7 (Change orders), and C22 (Constructability ignored in design phase) located at the highest levels of the ISM diagram, which indicates that the occurrence of these causes can directly lead to design changes. The ISM results revealed that two out of the six mentioned causes, including C17 (Value engineering) and C14 (Design errors), have the highest dependence power, which indicates that they are mainly caused by other factors. This is consistent with the results of previous studies which investigated the causes of design changes. Yap and Skitmore [4], for example, ranked scope uncertainty and design errors as the third and fourth most significant causes of design changes. Yap et al. [24] identified value engineering as the main reason for design changes in Malaysian building projects. Gharibeh et al. [2] found design errors and value engineering to be vital causes of design changes that profoundly affect project performance as well. Bassa et al. [25] identified client change orders as one of the main causes of design changes for the Ethiopian construction projects.

As can be seen, C1 (Clients’ attitude and experience) is also placed at the lowest level of the diagram, which indicates that all causes of design changes own their origins to this factor. The ISM results also showed that three causes, including C1 (Clients’ attitude and experience), C3 (Contracting/bidding strategy), and C2 (Unrealistic client’s demands), have the highest driving power, unveiling that they proactively trigger the occurrence of other causes. This is in line with Lopez et al.’s [48] study which asserted that many of the
errors that occur are a result of unrealistic client and end-user expectations. They also noted that stereotypes such as “the best bid is the lowest bid” have been common in the construction industry and adversely influenced the quality of design documents [48]. Likewise, Khanh [9] revealed that unclear requirements during the design phase have a profound influence on the occurrence of the design changes in residential construction projects.

Although most previous studies failed to show how a specific cause could be triggered by others, in this study, using the ISM diagram, the interrelationships between causes could be discerned and discussed. To exemplify, the interactions of design errors with other causes are investigated in this part. Poor quality control and supervision is one of the main reasons which can give rise to design errors. As stated by Assaf et al. [42], some design firms are reluctant to establish a quality management system and to perform regular audits, and they regard it as a non-added value activity. Design reuse is also another cause of design errors. Although a wide array of reasons can cause these two factors, the adoption of timeboxing, which is the allocation of a fixed time to a design task irrespective of its complexity, among others, is the main one. As stated by Love et al. [49], the implementation of such a practice increases the propensity to commit mistakes and not to undertake design checks, reviews, and verifications. Increasing unrealistic clients’ demands whose origins lie in clients’ attitudes and experience can impose a tight schedule or low design fees to design firms and motivate them to adopt this method [48]. Poor communication and co-operation among involved parties and inappropriate planning, which stem from recruiting unqualified consultants and contractors by clients, are also other factors that can increase schedule pressure and prompt design firms to apply this method.

As shown in Figure 3, the causes were also categorized into four groups using the MICMAC technique. Based on the MICMAC results, C1 (Clients’ attitude and experience), C2 (Unrealistic client’s demands), C3 (Contracting/bidding strategy), C6 (Contractor’s qualification), and C13 (consultant’s qualification) were placed in the independent cluster, which indicates that they exert a high influence on other causes. Causes including C12 (Timeboxing), C9 (Design reuse), C16 (Poor quality control and supervision), C14 (Design errors), C18 (Change in specifications), C17 (Value engineering), and C15 (Schedule variance) all of which are located in the top three levels of the ISM diagram, were placed in the dependent cluster, which indicates that they receive influence from other causes. All other causes were classified as autonomous ones.

![Figure 3. Overall classification of causes.](image-url)
As illustrated in Figures 4 and 5, the causes were also investigated based on the stakeholders associated with them as well as the management areas from which they arise. It was revealed that client-related causes belong to the linkage cluster, which indicates that their changes not only can affect other causes but also can result in a feedback effect on themselves. As is clear, three out of six causes at the top of the ISM diagram as well as the main one at the bottom of it are associated with the clients. This is in agreement with many previous studies [50–52] which found client-related causes as the main reason for design changes. Consultant-related causes were also categorized as independent causes, which indicate that they considerably influence other causes. The MICMAC method also disclosed that time- and quality-related causes are dependent on other causes, and Policy-related causes, which are labeled linkage causes, can have a feedback effect on the whole system. Therefore, more efforts should be put into eliminating or mitigating the adverse effects of these causes. Other categories were categorized as autonomous causes, which indicate that they do not exert a noticeable impact on other factors.

Figure 4. Classification of causes in terms of management areas associated with them.

Figure 5. Classification of causes in terms of stakeholders associated with them.

4.2. Proposing Recommendations to Overcome Design Changes

It is self-evident that the elimination of the links between causes or the causes themselves can sharply decrease the propagating effects of the interrelations. Therefore,
through discussing the obtained results from the ISM and MICMAC methods with the second panel of experts and conducting a literature review, some mitigation/preventive actions were identified, which are outlined in this section for each type of causes and shown in Figure 6. This figure also presents how the identified strategies can break the links among the causes. The suggested strategies are believed to be conducive to managing the design and construction phases of buildings with different types, sizes, and functions. Overall, the results of the ISM and MICMAC indicate that as C2 (Unrealistic client’s demands) and C3 (Contracting/bidding strategy) belong to the bottom levels in the hierarchy structure and have the highest driving power, it is expected that addressing these causes prevents design changes to a large extent. In other words, the highest priority should be given to strategies targeting these causes.

Figure 6. Influencing causes and corresponding strategies.

4.2.1. Strategies to Address Independent Causes

As illustrated in Figure 6, the origins of design change causes lie in five root causes placing at the bottom of the diagram and labeled independent causes. In order to break the links exiting from the contracting/bidding strategy, clients are advised to select design firms and contractors based on their track records, experience in handling similar projects, the understanding of the firm from the needs and requirements of the client, and the firm’s capability to meet the project time and cost constraints (strategy 1) [2]. Clients are inclined to give more primacy to prequalification criteria that there is evidence for. However, as argued by Nazari et al. [53], to prequalify contractors and design firms, equal importance should also be given to intangible criteria, such as innovation, and using the same list of criteria and weights for different project types should be avoided. Indeed, a projects’ performance is dependent on parties’ experience and qualifications. Therefore, to pre-empt
various causes stemming from contractors’ and consultants’ incompetency, project participants should take full advantage of reusable project knowledge and learn from errors to devise better plans and reduce mistakes (strategy 2) [24]. As discussed by Lopez et al. [48], learning from errors is believed to be a collective capacity that can result in individual, organizational, and inter-organizational error prevention practices overtime. It is worth mentioning that interaction is the key element of the learning process, which can facilitate the sharing of experiences. Therefore, establishing more connections with both individuals within the organization and team members of other organizations to exchange information, knowledge, and new ideas and to reuse the knowledge achieved for future projects, can significantly improve the quality of plans, and prevent subsequent consequences. Although it might take a while for these strategies to be effective, they could potentially prevent the occurrence of other causes in the long term. In order to break the link between clients’ attitudes and unrealistic clients’ demands, clients should accustom themselves to the processes involved in building projects [54] and align themselves with end-user requirements (strategy 3). Additionally, during the briefing stage, consultants should do their best to capture the design needs of the client and provide adequate guidance and support for clients about what can be obtained (strategy 4). Digital Engineering (DE), which is regarded as the outcome of the integration of various technologies, including Building Information Modeling (BIM), Virtual Reality (VR), Augmented Reality (AR), etc., could be an appropriate option for information exchange and collaborative decision making during the project life cycle [55]. Visualization applications and a powerful interactive design environment could also assist designers to reach a common language with clients and have a better understanding of growing client requirements at the outset of the project [56].

4.2.2. Strategies to Address Dependent Causes

As shown in Figure 6, seven factors labeled dependent causes are located at top levels, which indicate that they can be influenced by other factors. Although it is widely accepted that addressing driving factors can control dependent ones [57], some strategies to tackle these factors are also proposed. In order to prevent schedule variances, all parties are recommended to establish a strong and continuous relationship with one another so as to address problems at the earliest time (strategy 5). As noted by Yap et al. [10], effective project communication is able to noticeably decrease schedule variance through team cohesion, collaborative culture, sharing of project experiences, and a common understanding of problems. In some cases, not all project teams involved in a project are always present on a job site. Therefore, immersive technologies, which facilitate the participation of all parties and share information about the design issues in actual time, could be a suitable option for increasing communication and providing more realistic insights, notably for clients [58]. Additionally, as discussed by Pour Rahimian et al. [59], these technologies could be potentially integrated with nD BIM and Machine Learning (ML) to automate construction progress monitoring and to diagnose any discrepancy at the earliest time. These could assist contractors to better plan projects and decrease schedule variance. Clients and consultants should also involve contractors earlier in the design phase (strategy 6). This can facilitate making construction-related design decisions and prevent claims and rework as well. As asserted by Hosseini et al. [55], both DE and BIM could potentially streamline the process of early participation and contribution of all stakeholders by enhancing information exchange. In order to break the links leading to design errors, consultants should establish an effective quality control system (strategy 7). Previous errors in design documents should be documented, and the lessons learned should be regularly incorporated into the quality control system. The combination of advanced interactive visualization with the power of BIM is also believed to be a good option for the early identification of design errors and their impact on building performance [56]. However, it is worth mentioning that there is a limit to the extent to which errors can be eliminated using these strategies [54]. To prevent design firms from resorting to the timeboxing
method, strategy 3 is again recommended. It should be noted that this practice occurs when low design fees, often based on competitive fee tendering, are imposed on designers by clients. Therefore, the mentioned strategy by removing the root cause and making clients’ demands more realistic can pre-empt this practice. To prevent and control the consequences of employing the timeboxing method, project managers of design firms are recommended to recruit experienced staff for crucial design tasks (strategy 8). As experienced staff are more familiar with organizational processes and practices and have the experience of working in similar conditions, allocating them to critical design tasks can decrease the probability of committing errors and reusing previous design documents.

4.2.3. Strategies to Address Autonomous Causes

Although the rest of the causes labeling autonomous causes cannot have a significant impact on other causes, they still need attention. In order to break the links leading to change orders and scope uncertainty, clients are advised to spend more time clarifying requirements and objectives in the contract and establishing a change management system to assess the impact of each change in terms of time, cost, and quality before issuing them (strategy 9). Integration of changes, reviewing and evaluating all change requests, updating project documents, and project management plans are all important factors that result from a change, and these changes will be accompanied by risks in different areas of the project. As discussed by Moshtaghian et al. [60], the information received from the executive operation could be integrated with BIM to provide a dynamic database to identify these risks and evaluate change’s impacts on project objectives. Establishing such a mechanism would provide valuable information for clients and assist them to make more reasonable decisions. In order to eliminate causes that are related to financial issues and economic conditions, clients are advised to give more priority to undertaking market assessments and conducting feasibility studies prior to the design phase (strategy 10) [2]. With more and more projects completing within budget and schedule, the significance of conducting a feasibility study and considering its findings in financing and designing the project will be manifested and recognized by the clients, notably ones in the developing countries. Overall, as discussed earlier, the provided strategies could be beneficial for buildings with various features. However, since strategies 2, 5, and 9 are predominantly dealing with information management, they are more suitable for commercial buildings and buildings with high technologies which involve a wide range of stakeholders.

5. Discussions

The analysis of design change causes and their interactions with each other, based on the proposed method, will provide practitioners with a better insight into how a particular cause could be triggered by the occurrence of other causes and how a particular cause could eventually lead to a design change. The findings of this study will also assist project managers of different parties to direct limited resources to causes exerting the highest influence on the whole system. Although many research studies are available on the causes of design change, there is a dearth of research focusing on understanding the interactions among the causes and proposing remedial strategies based on these interactions. Comparing the results of the study with the findings of previous research revealed that while the model is representative of the Iranian experts’ mindsets, it can also work well within other contexts and truly show how the causes are interconnected. Additionally, external validation of results showed that Iranian expert opinions are in agreement with those of other experts in other countries as all chosen international professionals validated the obtained results. Overall, the theoretical, empirical, and methodological contributions of this study can be outlined as follows.

As mentioned by Makadok et al. [61], any theory has six adjustable levers, namely how, who, where, why, what, and when, which correspond to the classic “five W’s and an H” of journalism. Therefore, the contributions of a theory could be assessed based on its mentioned levers. First, to describe what, this study identified 23 main causes of design
changes in the building construction sector of Iran. To the authors’ best knowledge, this is the first study that investigates design change causes in the Iranian context. Second, to answer how, this study shifts attention from a feeble model, which assumes causes to be independent, to a well-structured model that considers the interactions between the causes. Finally, to explain why, this study introduces a causal mechanism and provides logical consistency for the ISM-based model by categorizing the identified causes into dependent, independent, autonomous, and linkage groups. Compared to previous research, such as Yap et al.’s study [10], which investigated the causal mechanism between the factors, this study facilitates the identification of causes that are of great importance in the model by clarifying the driving and dependence power of each cause. Additionally, this study, by considering the management areas from which the causes arise and categorizing causes in this regard, implies which project management areas are more challenging considering design change, and how different groups impact one another.

A significant empirical contribution of this study is that not only is it capable of providing more comprehensive insights into how the causes of design changes are related to each other through providing explicit mental models, but it further analyzed them empirically to identify the priority of the causes based on their driving and dependence power. Although the interactions of the causes have been investigated in previous research, such as Yap et al.’s study [10], according to the empirical knowledge of experts, they mainly failed to identify major causes and rank them considering the causes’ interactions.

From the methodological point of view, this study makes a significant contribution by proposing remedial strategies based on the available links among the causes. As decision-makers can easily investigate how a specific strategy can eliminate a cause and prevent the occurrence of other subsequent causes on a specific path, they can prioritize their strategies and give more primacy to the ones that target causes with higher driving power. This is unlike previous studies [2,4,25] which proposed strategies only based on the grasped importance of the causes and irrespective of the interactions between them.

6. Conclusions

It has been argued that design changes are one of the contributory factors to projects’ time and cost over-run, and their adverse effects involve all project participants. Although numerous studies have been carried out to delve into the causes of design changes, few of them investigated the interactions between the causes. To fill the existing gap, in this study, the latent interrelations between the causes were investigated using the ISM approach. Based on the MICMAC technique, they were also classified with respect to their dependence and driving powers. Stakeholders associated with them and management areas from which the causes arise were also considered. To this aim, firstly, based on the literature review, 38 causes of design change were identified. Then, using a panel of 20 relevant professionals involved in the Iranian building construction sector, they were confined to 23 major ones based on their significance. Using the nominal group technique, the interactions of the causes were investigated thereafter and represented by the ISM approach. The results showed that C10 (Unfamiliarity with new construction methods), C14 (Design errors), C17 (Value engineering), C8 (Scope uncertainty), C7 (Change orders), and C22 (Constructability ignored in design phase) located at the highest level of the ISM diagram, can instantly lead to design changes. C1 (Clients’ attitude and experience) was also identified as the main root cause of design changes. The MICMAC technique results revealed that C1 (Clients’ attitude and experience), C2 (Unrealistic client’s demands), C3 (Contracting/bidding strategy), C6 (Contractor’s qualification), and C13 (consultant’s qualification), which have strong driving power and significantly influence other causes, should be given more emphasis. It was also disclosed that policy and client-related causes can have a feedback effect on the whole system. Furthermore, the MICMAC technique results showed that the time and quality-related causes are dependent on other causes,
and the consultant-related causes significantly influence other causes. In the end, ten strategies to address the identified causes and their interrelationships were proposed. Assuming a similarity between the causal natures of design changes, the proposed strategies, and identified major causes are believed to be of benefit to project managers of different parties in other countries as well.

Using the ISM provided a better understanding of how critical causes are interrelated. In other words, its results facilitate the identification of paths through which a specific cause could happen. This can assist project managers of all parties in devising a scheme for mitigating the detrimental effects of design changes. Overall, the main research contribution of this study can be outlined as providing a basis for project managers and decision-makers to further investigate design changes and to plan strategies to prevent them, considering the interrelations between the causes. That is to say, the identification of paths through which a particular cause could occur can help managers prevent other causes to be triggered. Using the developed model, the identified strategies could also be prioritized on the basis of the causes that they target. More importance, therefore, could be given to the strategies that address causes with higher driving power.

Despite the significant contributions of this study, it has a number of limitations as follows. First, this study identified the main causes of design changes irrespective of project types. The causes of design changes, however, could be different with respect to project types and sizes. Therefore, future studies should identify the main causes considering this issue and examine the interactions of causes using the proposed method. Second, this study did not take cognizance of the level of strength that each factor exerts on others. Future research should, therefore, take the intensity of the influences into account. Third, while the external validation of research results showed that the findings of this study could be also of benefit to the practitioners of other countries, it should be mentioned that this study drew on the experience of practitioners working in the Iranian construction industry. Therefore, the priority of the causes could be different in other contexts, and as a result, the causes, which the model included, could be different. Therefore, future studies should be conducted in other countries to extend the boundary of the developed model. Fourth, this study investigated the causes’ interactions and did not map them onto the effects of design changes. In future work, the interactions of the causes and effects, and feedback loops should be considered, and factors’ importance should be calculated considering the aforementioned interactions. As a result, decision-makers can identify major paths which can result in a particular effect and devise more efficient measures to handle them. Finally, another limitation is indeed the reliance on data collected from the first panel of experts (i.e., 20 experts) using questionnaire surveys. Although the method is ubiquitous and well suited to this study, they do attract the criticism that results might be variable when tests are replicated with a larger group. Nevertheless, it should be emphasized that all the respondents had more than 20 years’ relevant experience. This provides a benchmark against which further research into this area can be usefully compared and contrasted.
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Appendix A

Table A1. The primary list of causes of design changes.

| ID | Causes                                               | Source |
|----|------------------------------------------------------|--------|
| C01| Clients’ attitude and experience                     | [42]   |
| C02| Unrealistic client’s demands                         | [27]   |
| C03| Contracting strategy                                 | [19]   |
| C04| Poorly written contract                              | [25]   |
| C05| Financial issues                                     | [24]   |
| C06| Contractor qualification                             | [27]   |
| C07| Change order                                         | [25]   |
| C08| Scope uncertainty                                    | [19]   |
| C09| Design reuse                                         | [42]   |
| C10| Unfamiliarity with new construction methods          | [19]   |
| C11| Poor communication and co-operation                  | [24]   |
| C12| Timeboxing                                           | [42]   |
| C13| Consultant qualification                             | [42]   |
| C14| Design errors                                        | [2]    |
| C15| Schedule variance                                    | [10]   |
| C16| Poor quality control and supervision                 | [42]   |
| C17| Value engineering                                    | [4]    |
| C18| Change in specifications                             | [10]   |
| C19| Unavailability of materials and equipment            | [2]    |
| C20| Economic conditions                                  | [27]   |
| C21| Change in government regulations                      | [24]   |
| C22| Constructability ignored in design process           | [4]    |
| C23| Inappropriate planning                               | [19]   |
| C24| Slow decision-making                                 | [62]   |
| C25| Change of use of building                            | [4]    |
| C26| Insufficient soil investigation prior to design       | [4]    |
| C27| The expensiveness of current design                  | [27]   |
| C28| Non-compliance with authority requirements           | [63]   |
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C29 Compliance to new quality requirements  [64]  
C30 Unforeseen ground conditions  [4]  
C31 Site safety considerations  [65]  
C32 Undetected underground utilities  [4]  
C33 Clashes with adjacent structures  [4]  
C34 Problem with adjacent properties  [4]  
C35 Local authority planning permission requirements  [64]  
C36 Outdated design  [66]  
C37 Incomplete drawings  [2]  
C38 Skill shortage in certain trades  [67]  
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