Connected and Automated Vehicles (CAVs), particularly those with a hybrid electric powertrain, have the potential to significantly improve vehicle energy savings in real-world driving conditions. In particular, the Eco-Driving problem seeks to design optimal speed and power usage profiles based on available information from connectivity and advanced mapping features to minimize the fuel consumption over an itinerary. This paper presents a hierarchical multi-layer Model Predictive Control (MPC) approach for improving the fuel economy of a 48V mild-hybrid powertrain in a connected vehicle environment. Approximate Dynamic Programming (ADP) is used to solve the Receding Horizon Optimal Control Problem (RHOCP), where the terminal cost for the RHOCP is approximated as the base-policy obtained from the long-term optimization.

The controller was extensively tested virtually (using both deterministic and Monte Carlo simulations) across multiple real-world routes where energy savings of more than 20% have been demonstrated. Further, the developed controller was deployed and tested at a proving ground in real-time on a test vehicle equipped with a rapid prototyping embedded controller. Real-time in-vehicle testing confirmed the energy savings observed in simulation and demonstrated the ability of the developed controller to be effective in real-time applications.

1 Introduction

Connected and Automated Vehicles (CAVs) have the potential to increase safety, driving comfort, as well as fuel economy, by exploiting look-ahead driving informa-
tion available via advanced navigation systems, vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication \[1, 2\]. Intuitively, with these connectivity technologies, a controller can plan a speed trajectory that minimizes unnecessary acceleration and braking events, thereby improving driver comfort and fuel-efficiency \[3\]. Meanwhile, powertrain electrification can increase the vehicle fuel (or energy) efficiency, by including battery packs and electric motors as alternative energy storage and power generation devices respectively \[4\]. While combining these two technologies could further compound their efficiency improvements, they present a greater challenge from a planning and control perspective \[5\].

Eco-Dri

veld in literature as the control of vehicle velocity for minimizing the fuel or energy consumption over an itinerary, is gaining prominence \[6\]. Based on the powertrain configuration considered in each application, the methods developed for determining the optimized velocity profile can vary, depending on whether the powertrain is equipped with a single power source \[7-9\] or a hybrid electric drivetrain \[10, 11\]. The latter involves modeling multiple power sources and devising optimal control algorithms that can split the power demand in a synergistic manner to efficiently utilize the electric energy stored in the battery. Most of the existing literature consider the Eco-Driving problem in a decentralized fashion i.e., the speed trajectory optimization and powertrain control are performed sequentially, and then integrated within a hierarchical control structure \[12\]. Based on overall system efficiency and calibration effort considerations, this paper explores an alternative approach, where the speed trajectory and powertrain torque split are jointly optimized.

Incorporation of V2I information enables the processing and use of Signal Phase and Timing (SPaT) information in real-time for performing Eco-Approach and Departure (Eco-AND) at signalized intersections. Eco-AND refers to velocity control for increasing the likelihood to pass through a signalized intersection during a green window. Studies from literature have shown that such maneuvers can improve the overall fuel efficiency \[13, 14, 15\]. When Eco-AND is combined with Eco-Dri

ving the terminal cost of the MPC.

The proposed solution method yields optimal closed-loop strategies that are robust against external disturbances and has its theoretical foundations in the traditional Dynamic Programming (DP) \[19, 20, 21\]. This hierarchical optimization framework is well-suited for in-vehicle implementation, where advanced mapping systems can provide long-term route information and vehicle-to-everything (V2X) technologies can update this information in the short-term. Further, this work proposes a systematic and comprehensive verification framework for virtual and experimental evaluation of fuel-savings from the CAV optimization algorithms. Simulations and track testing results validate the developed rollout algorithm-based optimization framework making it suitable for real-time applications containing environmental disturbances and modeling uncertainties.

2 Model of Parallel Mild-Hybrid Electric Vehicle

The P0 mild-hybrid electric vehicle (mHEV) architecture studied in this work is illustrated in Fig. 1. A Belted Starter Generator (BSG) is connected to the crankshaft of a 1.8L turbocharged gasoline engine equipped with Dynamic Skip Fire, DSF \[22, 23\] and a 48 V battery pack.

A forward-looking vehicle simulator was developed in MATLAB-Simulink to evaluate fuel consumption and com-

Fig. 1: Block diagram of P0 mHEV topology.
pare different control strategies over prescribed routes. The inputs to the plant model in Fig. 2 are the desired BSG torque ($T_{\text{bsg,des}}$) and desired engine torque ($T_{\text{eng,des}}$), which are obtained from a simplified model of the software in the Electronic Control Module (ECM). This contains a baseline torque split strategy and essential functions that convert the driver’s input (pedal positions) to commands, which are fed to the powertrain components. Note that in the descriptions of the equations that follow, the arguments of certain terms may be suppressed for brevity.

### 2.1 Vehicle Dynamics

The vehicle acceleration is modeled with the road-load equation, considering only the longitudinal dynamics and disregarding the lateral dynamics [4]:

$$\begin{align*}
\frac{dv_t}{dt} &= \frac{F_{\text{trc,net}}(v_t) - F_{\text{road,net}}(v_t)}{M} \\
F_{\text{trc,net}} &= \frac{T_{\text{out,t}} - F_{\text{brk,net}}}{R_w}
\end{align*}$$

(1)

where $v_t$ is the velocity of the vehicle, $M$ is the effective mass of the vehicle (including driveline rotational inertia and the total payload), $F_{\text{trc,net}}$ is the net force exerted by the propulsion system (including the braking force $F_{\text{brk,net}}$) of the vehicle, $R_w$ is the rolling radius of the wheel, and $F_{\text{road,net}}$ is the road-load, which is defined as the force imparted on a vehicle from aerodynamic drag, tire rolling resistance and road grade:

$$F_{\text{road,net}}(v_t) = \frac{1}{2} \rho_d A_f v_t^2 + M_g \cos\alpha \cdot C_r(v_t) + M_g \sin\alpha$$

(2)

where $C_d$ is the aerodynamic drag coefficient, $\rho_d$ is the air density, $A_f$ is the effective aerodynamic frontal area, $C_r$ is rolling resistance coefficient, and $\alpha$ is the road grade (expressed in rad).

### 2.2 Powertrain

The engine fuel consumption is modeled using static nonlinear maps $\psi_t(\cdot, \cdot, \cdot)$, as functions of the gear, engine speed and torque. The fuel flow rate obtained from this model can be expressed as:

$$\dot{m}_{f,t} = \psi_t(n_{gr,t}(v_t, T_{\text{eng,t}}), \omega_{\text{eng,t}}, T_{\text{eng,t}})$$

(3)

where $n_{gr,t}$ is the selected gear number, $T_{\text{eng,t}}$ is the engine torque, and $\omega_{\text{eng,t}}$ is the engine speed.

The BSG is modeled using an efficiency map, which is a quasi-static representation of torque production:

$$\begin{align*}
\omega_{\text{bsg,t}} &= \frac{r_{\text{belt}} \cdot \omega_{\text{eng,t}}}{\eta_{\text{bsg}}}, \\
F_{\text{bsg,t}} &= T_{\text{bsg,t}} \cdot \omega_{\text{bsg,t}} \cdot \bar{\eta}_{\text{bsg,t}} \\
\bar{\eta}_{\text{bsg,t}} &= \begin{cases} 
\eta_{\text{bsg,t}}(\omega_{\text{bsg,t}}, T_{\text{bsg,t}}), & T_{\text{bsg,t}} < 0 \\
\frac{1}{\eta_{\text{bsg,t}}(\omega_{\text{bsg,t}}, T_{\text{bsg,t}})}, & T_{\text{bsg,t}} > 0
\end{cases}
\end{align*}$$

(4)

where $\omega_{\text{bsg,t}}$ is the BSG speed, $r_{\text{belt}}$ is the belt ratio, $P_{\text{bsg,t}}$ is the electrical power required to produce a torque $T_{\text{bsg,t}}$ at speed $\omega_{\text{bsg,t}}$, and $\eta_{\text{bsg,t}}$ is the BSG efficiency.

The battery is modeled as a zero-th order equivalent circuit, which comprises an ideal voltage source and a resistor in series. The voltage across the circuit is considered the terminal battery voltage. The model equations are:

$$\begin{align*}
I_{\text{bat,t}} &= \frac{V_{\text{oc,t}}(\xi_t) - \sqrt{V_{\text{oc,t}}^2(\xi_t) - 4R_0 \cdot P_{\text{bsg,t}}}}{2R_0} \\
\dot{\xi}_{t,bat} &= I_{\text{bat,t}} + I_{\text{bias}} \\
\frac{d\xi_t}{dt} &= -\frac{1}{C_{\text{nom}}} \cdot \dot{I}_{\text{bat,t}}
\end{align*}$$

(5)

where $V_{\text{oc,t}}$ is the battery open-circuit voltage, $R_0$ is an approximation of the battery internal resistance, $I_{\text{bat,t}}$ is the battery current, $\xi_t$ is the battery SoC, and $C_{\text{nom}}$ is the nominal capacity of the battery. Further, a calibration term $I_{\text{bias}}$ is introduced as a highly simplified representation of the onboard electrical auxiliary loads.

Power at the flywheel is transmitted to the wheels via a torque converter and 6-speed automatic gearbox. A simplified torque converter model is developed with the purpose of

---

**Fig. 2:** Block diagram of 48V P0 mild-hybrid drivetrain.
computing the power losses during DSF activity. The desired fuel mass consumed, \(\dot{m}_{fuel}\), is determined by the transmission control module using maps as a function of the gear, engine speed and torque. The model equations are:

\[
\begin{align*}
\omega_{p,t} &= \omega_{turb,t} + \omega_{des_{slip,t}}(\theta_{gr,t}(v_t, T_{eng,t}), \omega_{eng,t}, T_{eng,t}) \\
\omega_{eng,t} &= \begin{cases} 
\omega_{p,t}, & \omega_{p,t} \geq \omega_{eng,stall} \\
\omega_{idle}, & 0 \leq \omega_{p,t} < \omega_{eng,stall} \\
0, & 0 \leq \omega_{p,t} < \omega_{eng,stall}, stop = 1 
\end{cases} \\
T_{turb,t} &= T_{pt,t}
\end{align*}
\]

where \(\omega_{p,t}\) is the speed of the torque converter pump, \(\omega_{turb,t}\) is the speed of the turbine, \(\omega_{eng,stall}\) is the speed at which the engine stalls, \(\omega_{idle}\) is the idle speed (target) of the engine, \(stop\) is a flag from the ECM indicating engine shut-off when the vehicle is stationary, \(T_{turb,t}\) is the turbine torque, and \(T_{pt,t}\) is the powertrain torque.

The transmission is modeled as a static gearbox with efficiency \(\eta_{turb,t}\), which is determined empirically from vehicle test data:

\[
\begin{align*}
\omega_{turb,t} &= r_f \cdot r_{gr,t}(\theta_{gr,t}(v_t, T_{eng,t})) \cdot \frac{v_t}{R_w} \\
T_{out,t} &= r_f \cdot r_{gr,t}(\theta_{gr,t}(v_t, T_{eng,t})) \cdot T_{turb,t} \cdot \eta_{turb,t} \\
\eta_{turb,t} &= \frac{1}{\eta_{turb,t}(\omega_{turb,t}, T_{turb,t})}, \quad T_{turb,t} \geq 0 \\
\eta_{turb,t} &= \frac{1}{\eta_{turb,t}(\omega_{turb,t}, T_{turb,t})}, \quad T_{turb,t} < 0
\end{align*}
\]

where \(r_f\) is the final drive ratio, \(r_{gr,t}\) is the gear ratio, and \(T_{out,t}\) is the transmission output shaft torque.

The vehicle model was calibrated using experimental data collected from chassis dynamometer testing. The key variables used for evaluating the model are vehicle velocity, battery SoC, gear number, engine speed, desired engine and BSG torque profiles, and the fuel consumption. Fig. 3 shows sample results from model verification over the FTP regulatory drive cycle, where the vehicle velocity, battery SoC and fuel consumption are compared against experimental data.

The predicted vehicle velocity adequately matches the experimental data. Mismatches in the battery SoC profiles can be attributed to the simplicity of the battery model, in which electrical accessory loads are modeled using a constant current bias. The fuel consumption over the FTP cycle is well estimated by the model, with error on the final value less than 4% relative to the actual engine. The error in the terminal SoC is 3% on a 48 V, 8 Ah battery. This is comparable to the SoC estimation error in vehicle. The calibration is considered satisfactory for energy and fuel consumption prediction over user-defined routes.

### 3 Problem Formulation

The objective of the nonlinear dynamic optimization problem, formulated in the spatial domain, is to minimize the fuel consumption of the vehicle over an entire itinerary.

A key benefit of a spatial trajectory formulation is that it naturally lends itself to the incorporation of route-related information, such as posted speed limit signs, location of traffic lights and stop signs, whose positions along the route remain fixed.

Consider a dynamic control problem discretized in the spatial domain having the form:

\[
x_{s+1} = f_s(x_s, u_s), \quad s = 1, \ldots, N.
\]

where \(s\) is the discrete position, \(x_s \in X \subset \mathbb{R}^P\) is the state, \(u_s \in U \subset \mathbb{R}^q\) is the input or control, and \(f_s\) is a function that describes the state dynamics. In this work, the state variables chosen are the vehicle velocity and the battery SoC: \(x_s = [v_s, \xi_s]^T\). The engine torque and BSG torque are chosen as the control variables: \(u_s = [T_{eng,s}, T_{bsg,s}]^T\).

The control and the state are constrained, and the constraint function \(h_t : X \times U \rightarrow \mathbb{R}^r\) is expressed as \(h_t(x_s, u_s) \leq 0, \forall s = 1, \ldots, N\), which includes the route speed limits, operating limits of physical actuators and subsystems, constraints for drive comfort and so on. An admissible control map at position \(s\) is a map \(h_s : X \rightarrow U\) such that \(h(x_s, u_s(x)) \leq 0, \forall x \in X\). The collection of admissible control maps is denoted by \(M = (\mu_1, \ldots, \mu_N)\), which is referred to as the policy of the controller.
The controller aims at minimizing a cost, given by:

\[ J(\mathcal{M}) = c_{N+1}(x_{N+1}) + \sum_{j=1}^{N} c_s(x_s, u_s) \]  

(9)

where, \( c_s : X \times U \rightarrow \mathbb{R} \) is the per stage cost function, defined in this work as a weighted average of the fuel consumption and travel time:

\[ c_s(x_s, u_s) = \gamma \frac{m_{f,s}(x_s, u_s)}{\bar{m}_f} + (1 - \gamma) \cdot t_s \]  

(10)

where, the weight \( \gamma \in (0, 1) \) is a tunable penalty factor that can be used to trade-off between the amount of fuel consumed and time taken to complete the route; effectively it constitutes a driving aggressiveness parameter, \( m_{f,s} \) is the fuel consumption rate, \( \bar{m}_f \) is a cost normalizing weight and \( t_s \) is the travel time per step.

4 Full-Route Optimization using Dynamic Programming

To perform the constrained optimization problem described in Section 3, a custom DP algorithm was developed and employed [24]. The DP formulation provides the closed-loop optimal policy, which makes it attractive for in-vehicle implementation. Specifically, for every feasible discretized state, there exists a control input that corresponds to the optimal strategy for the tail sub-problem. This property inherently adds robustness against unmodeled plant dynamics or other types of modeling errors. Further, DP can handle highly nonlinear cost and constraint functions while ensuring constraint satisfaction.

DP uses the Bellman Principle of Optimality (BPO) equation to break the optimization problem into smaller sub-problems, solving them via backward recursion. Mathematically, the proposition made in the DP algorithm is that for every initial state \( x_1 \), the optimal cost \( J^*(\mathcal{M}) \) of the problem defined in (9) is equal to \( J_1(x_1) \), given by the last step of the following algorithm, and solved using backward recursion from position \( N \) to 1:

\[ J_{N+1}(x_{N+1}) = c_{N+1}(x_{N+1}) \]

\[ J_s(x_s) = \min_{\mu_s(x_s)} \left( J_{s+1} \left( f_s(x_s, \mu_s(x_s)) \right) + c_s(x_s, \mu_s(x_s)) \right), \quad \forall s = 1, \ldots, N \]  

(11)

Further, the policy \( \mathcal{M}^* = (\mu_1^*, \ldots, \mu_N^*) \) is optimal if for each \( x_s \) and \( s, \mu_s^*(x_s) \) minimizes the right side of (11) [25]. Here, \( J_s(x_s) \) is interpreted as the optimal cost for the \((N+1-s)\) stage problem starting at state \( x_s \) and position \( s \), and ending at position \( N+1 \). For use in Section 5 the following assignment is made:

\[ V_{N+1}(x_{N+1}) = J_{N+1}(x_{N+1}), \quad V_s(x_s) = J_s(x_s), \quad \forall s = 1, \ldots, N \]  

(12)

where \( V_s \) is termed the value function, equal to the cost-to-go function at position \( s \).

The constraints of the \( N \)-step optimization are defined as follows:

\[ v_s \in [v_s^{\min}, v_s^{\max}], \quad \forall s = 2, \ldots, N + 1 \]

\[ \xi_s \in [\xi_s^{\min}, \xi_s^{\max}], \quad \forall s = 2, \ldots, N + 1 \]

\[ v_1 = v_1^{\min}, \quad \xi_1 \in [\xi_1^{\min}, \xi_1^{\max}] \]

\[ a_s \in [a_s^{\min}, a_s^{\max}], \quad \forall s = 1, \ldots, N \]

\[ T_{\text{eng},s} \in [T_{\text{eng},s}^{\min}(v_s), T_{\text{eng},s}^{\max}(v_s)], \quad \forall s = 1, \ldots, N \]

\[ T_{\text{bsg},s} \in [T_{\text{bsg},s}^{\min}(v_s), T_{\text{bsg},s}^{\max}(v_s)], \quad \forall s = 1, \ldots, N \]

where, \( v_s^{\min}, v_s^{\max} \) are the minimum and maximum route speed limits respectively; \( \xi_1^{\min}, \xi_1^{\max} \) represent the static limits applied on battery SoC variation; \( a_s^{\min}, a_s^{\max} \) are the limits imposed on the vehicle acceleration for comfort; \( T_{\text{eng},s}^{\min}, T_{\text{eng},s}^{\max} \) are the state-dependent minimum and maximum torque limits of the engine respectively, and \( T_{\text{bsg},s}^{\min}, T_{\text{bsg},s}^{\max} \) are the state-dependent minimum and maximum BSG torque limits respectively. To ensure SoC-neutrality over the global optimization, a terminal constraint is applied on the battery SoC: \( \xi_N = \xi_{N+1} \). Dynamical constraints are imposed by the vehicle model dynamics, described in [1] [7]. Here, as the dynamic optimization problem is solved by the DP algorithm, the state dynamics introduced in [1] and [5] are discretized and transformed to spatial domain:

\[ v_{s+1}^2 = v_s^2 + 2 \Delta d_s \left( \frac{F_{\text{req}} - F_{\text{road}}(v_s)}{M} \right) \]  

\[ \xi_{s+1} = \xi_s - \frac{\Delta d_s}{v_s} \cdot \bar{I}_{\text{batt},s} \]  

\[ \frac{1}{C_{\text{norm}}} \]  

(14)

where \( \Delta d_s \) is the distance over one step (i.e. \( \Delta d_s = d_{s+1} - d_s \)), where \( d_s \) is the distance traveled along the route at position \( s \) and \( v_s = \left( v_s + v_{s+1} \right) / 2 \) is the average velocity over one step.

In this formulation, the signal phase information of each traffic light is deterministically incorporated as part of the initialization process before the trip begins. Varying timing information (i.e. time in each phase) however, cannot be utilized in the full-route optimization routine. To address the unknown phase and timing of each traffic light in real-time, a receding horizon framework integrated with a pass-in-green model is proposed in this work, discussed in Section 5.1.

Fig. 4 shows sample results from a full-route DP optimization over an urban test route, in which all the traffic lights are assumed red (equivalent to stop signs). From Fig.
Fig. 4: Sample results from full-route DP optimization.

(a) Pareto curve
(b) Vehicle velocity and battery SoC profile, $\gamma = 0.7$

5 Model Predictive Control using Rollout Algorithm (Eco-Driving Algorithm)

If there is variability in route conditions and/or uncertainty in route information, the vehicle velocity and powertrain optimization will need to be re-run with the updated information to reflect these changes. For in-vehicle applications having limited computational resources, it becomes infeasible to periodically recompute the optimization for the remaining portion of the route online. This serves as the primary motivation to construct a receding horizon optimization problem by truncating the full-route horizon of $N$ steps to $N_H \ll N$ steps, formulated at a position $s$ as:

$$ J^*_s(x_s) = \min_{M^s} c_{s+N_H}(x_{s+N_H}) + \sum_{k=s}^{s+N_H-1} c_k(x_k, \mu_k(x_k)), $$

where the approximation $\tilde{J}_{k+N_H}$ (and as a result $\tilde{J}_{k+1}$) is the cost-to-go of a known suboptimal policy, termed as the base policy or base heuristic, and $M^s := \left(\hat{\mu}_k^s, \ldots, \hat{\mu}_{k+N_H-1}^s\right)$ is the rollout policy. One of the properties that make the rollout algorithm attractive for on-board optimization is the cost improvement property [32], namely if the base heuristic produces a feasible solution, the rollout algorithm also produces a feasible solution whose cost is no worse than the cost corresponding to the base heuristic (proof in [25], adapted in Appendix A).

For cost improvement to be valid, it is important that the base heuristic and the rollout policy are computed over the same constraint set. In the context of the real-time Eco-Driving problem considered in this work, cost improvement is of relevance as the rollout algorithm is inherently robust to parametric uncertainties and modeling errors experienced en route. Here, the base heuristic is chosen as the value function

$$ c_k(x_k, \mu_k(x_k)) = \left(\gamma \frac{m_f k(x_k, \mu_k(x_k))}{m_f^{\text{form}}} + (1 - \gamma)\right) \cdot t_k $$

where, $N_H$ is the number of steps in the receding horizon. This MPC or look-ahead optimization problem is subject to the same constraints introduced in [13].

A key challenge in [15] is the definition of an appropriate terminal cost and/or terminal state constraints that approximate the optimal solution provided by DP in a full-information scenario. This work introduces a terminal cost (or equivalently, the cost to complete the remaining route) approximation strategy based on the use of Approximate Dynamic Programming, specifically the rollout algorithm. Care has to be taken while imposing the terminal cost for the MPC – a charge-sustaining constraint on the battery SoC over each horizon results in an overly conservative torque split strategy, while a greedy heuristic can lead to violation of SoC-neutrality over the entire trip. Some other methods adopted in the literature for constructing approximations of the value function include local linear approximation [26, 27], Monte Carlo-based [28] and Q-learning-based approaches [29, 30, 31].

Rollout algorithms form an important class of DP-based online suboptimal control techniques based on approximation in the value space. Here, the optimal cost-to-go function is replaced by an approximation, resulting in a suboptimal DP policy. Using the rollout algorithm framework, the following one-step look-ahead optimization problem is solved from position $k + N_H$ to $k$,

$$ J_{k+N_H}(x_{k+N_H}) = c_{k+N_H}(x_{k+N_H}), $$

$$ J_s(x_s) = \min_{\hat{\mu}_s(x_s)} \tilde{J}_{s+1} (f_s(x_s, \hat{\mu}_s(x_s))) + c_s(x_s, \hat{\mu}_s(x_s)), $$

where $s = k, \ldots, k + N_H - 1$.

The vehicle velocity profile is smooth and the torque split strategy determined by the optimization routine is charge-sustaining in nature.
of the corresponding full-route DP:

\[ J_{k+N_H}(x_{k+N_H}) = V_{k+N_H}(x_{k+N_H}), \]
\[ \forall k = 1, \ldots, N - N_H + 1 \]

where \( V_k \) is the value function of the full-route DP solution at \( k \), the global position along the route. The rationale behind this is explained using the BPO equation. Setting the local position \( k \) position along the route, the problem below is solved from \( k \) to \( k+N_H \) to the value function of the full-route DP results in (11)-(12) for the \( N \) terminal cost in (16) to the value function of the full-route DP. This claim is valid in the absence of traffic or other uncertainties en route i.e. as long as the per stage cost remains the same for both the \( N_H \)-step and \( N \)-step DP.

Fig. 5 is a visual representation of the online vehicle velocity and powertrain optimization framework developed in this work. The value function from the deterministic full-route DP optimization is computed at the beginning of the itinerary and applied as the terminal cost of each online receding horizon optimization. This base heuristic operates in conjunction with the policy improvement that at each step applies a correction to compensate for uncertainties en route and modeling errors.

The formulation of the Eco-Driving problem using the rollout algorithm is summarized as follows. At each global position \( k \) along the route, the problem below is solved from local position \( k + N_H - 1 \) to \( k \), \( \forall k = 1, \ldots, N - N_H + 1 \):

\[ J_{k+N_H}(x_{k+N_H}) = V_{k+N_H}(x_{k+N_H}), \]

subject to: \( \forall k = 1, \ldots, N - N_H + 1 \),

\[ v_s \in [v_{s}^{\min}, v_{s}^{\max}], \quad \forall s = k + 1, \ldots, k + N_H \]
\[ \xi_s \in [\xi_{s}^{\min}, \xi_{s}^{\max}], \quad \forall s = k + 1, \ldots, k + N_H \]
\[ v_{1} = v_{1}^{\min}, \quad \xi_{1} = \xi_{1}^{\min}, \quad \xi_{1}^{\max}, \quad \xi_{1} = \xi_{N+1}^{\min}, \quad \xi_{N+1}^{\max}, \quad \xi_{N+1} \]
\[ a_s \in [a_{s}^{\min}, a_{s}^{\max}], \quad \forall s = k + 1, \ldots, k + N_H \]
\[ T_{eng,s} \in [T_{eng,s}^{\min}(v_s), T_{eng,s}^{\max}(v_s)], \quad \forall s = k + 1, \ldots, k + N_H - 1 \]
\[ T_{bgs,s} \in [T_{bgs,s}^{\min}(v_s), T_{bgs,s}^{\max}(v_s)], \quad \forall s = k + 1, \ldots, k + N_H - 1 \]

5.1 Incorporation of SPaT Information (Eco-Driving Algorithm with Eco-AND)

Incorporating SPaT information in the aforementioned Eco-Driving framework can be addressed by adding time as a state variable in the optimization problem formulation [33]. However, this is accompanied by an exponential increase in the computational effort required to compute the optimal solution [34].

In this work, a computationally economical alternative is proposed to perform Eco-AND at signalized intersections by utilizing V2I technologies. Specifically, a rule-based approach is developed to increase the likelihood of passing-in-green by using SPaT information broadcast to the vehicle.
within communication range to determine kinematically feasible vehicle velocity constraints that are then imposed to the MPC routine.

The feasible velocity constraints are applied as offsets to the route speed limits, and are determined by first examining the possibility to execute a pass-in-green maneuver while respecting vehicle dynamics constraints and route speed limits. If deemed infeasible, the traffic light is treated as a stop sign and the vehicle decelerates to a stop according to the fuel-optimal profile computed by the rollout algorithm. If a pass-in-green maneuver is deemed feasible, the Eco-AND algorithm uses the current vehicle velocity, distance to the upcoming intersection, and the SPaT information to calculate the offsets \( v_{o f f, s}^{\text{min}} \) or \( v_{o f f, s}^{\text{max}} \), that are applied to the minimum and/or maximum route speed limit respectively. The effective velocity constraints fed to the MPC are summarized below:

\[
v_s \in \left[ v_s^{\text{min}} + v_{o f f, s}^{\text{min}}, v_s^{\text{max}} - v_{o f f, s}^{\text{max}} \right], \quad \forall s = k + 1, \ldots, k + N_H
\]

However, changing the vehicle speed constraints abruptly from the route speed limits to those prescribed by the Eco-AND algorithm will likely cause an infeasibility in the optimization routine. To ensure a feasible solution, the constraints fed to the rollout algorithm are suitably shaped by recursively applying:

\[
v_{s+1} = v_s - 2\Delta v_{o f f, s},
\]

from the current speed till the calculated (modified) speed limit is reached. Constraint shaping in this manner increases the likelihood with which the vehicle crosses the intersection in the green window while ensuring kinematic feasibility for use in the optimization routine.

6 Verification Framework

The process for verification of the proposed vehicle velocity and powertrain optimization strategy is summarized in Fig. 6. The virtual Evaluation of the Eco-Driver case involves the generation of multiple simulation scenarios, where the parameter \( \gamma \) in the optimization is varied to determine and quantify the Pareto-optimal fronts among the objectives (total fuel consumption and trip travel time). This evaluation is initially performed by assuming that all the traffic lights along the route are stop signs. The optimizer is benchmarked against a realistic baseline, which is assumed as the same demonstration vehicle without DSF. Note that for the baseline case, the 48V mHEV system is enabled. Further, no longitudinal automation is assumed, and for this reason all the simulations were conducted by including a validated Enhanced Driver Model (EDM), a modified car-following model that mimics the behavior of a human driver in presence of speed limits and signalized intersections [35].

Following this initial virtual verification, experimental testing was conducted on a closed test track at the Transportation Research Center (TRC) Inc. in East Liberty, OH, where the Eco-Driver algorithm was demonstrated through real-time implementation in the demonstration vehicle. To obtain a realistic baseline for benchmarking the results, the vehicle was fitted with a Brake and Throttle Robot (BTR) [36], programmed to follow pre-established velocity profiles generated in simulation with the EDM. This deterministic scenario was used to validate the simulation tools on specific scenarios, offering an initial estimate of the fuel-saving potentials of the developed Eco-Driver algorithm.

Next, a more comprehensive virtual verification (Evaluation of Eco-Driver algorithm with Eco-AND, in Fig. 6) was performed using a Monte Carlo simulation framework, in which the driver aggressiveness and the SPaT information are treated as random variables. From the results of this simulation, in-vehicle verification at TRC was conducted by extracting and testing sample cases from corresponding scenarios selected from the Monte Carlo simulations. Here, SPaT variability, including communication latencies, was realistically emulated during testing. Benchmarking was performed using a BTR that follows the velocity profiles generated in simulation by the EDM, where the decision to approach a signalized intersection is based on the concept of Line-of-Sight (LoS) [37]. Choosing a simulation model to generate the reference velocity profile for vehicle testing guarantees repeatability of the experiment and limits the uncertainties induced by the testing environment.

7 Virtual Evaluation

7.1 Test Route

Fig. 7 shows the features of the representative route over which the optimization routine is tested. This urban route set in Columbus, OH is 7.4km in length and comprises 22 traffic lights and 3 stop signs.

7.2 Evaluation of Eco-Driver Algorithm

Fig. 8 shows sample results from the Eco-Driver algorithm over the urban test route with no traffic, in which all the traffic lights are assumed to be stop signs. These results are in accordance with the BPO equation \( \forall N_H \) (and the claim made in Section 5), as evident from the comparison with the Pareto curve from the full-route DP optimization.
over the same route. This result is obtained by imposing identical constraints on the full-route DP optimization and the MPC (Eco-Driving algorithm), and the value function from the full-route DP solution is applied as the terminal cost of each $N_H$-horizon problem. The step sizes of the discretized distance, state and control grids used for simulation are provided in Table 1 (selection was made after repeated simulations and based on the desired accuracy and associated computational requirements for this specific system and application).

To highlight the role of cost improvement in the rollout algorithm, a realistic parametric variability is introduced in the optimization problem. Specifically, let the total vehicle mass (or alternately the payload) that is considered for performing the full-route DP optimization and computing its value function be different from the actual payload carried en route. This can be interpreted as a scenario in which the number of passengers and their mass cannot be accurately determined before the trip begins. To demonstrate cost improvement using simulations in this case, the value function used in the Eco-Driving algorithm is computed using the pre-trip (or original) vehicle mass while the stage cost is computed using the en route (or perturbed) mass of the vehicle (assuming that the total vehicle mass can be estimated online, as seen in [38,39]). The results of this MPC are then compared with that obtained by full-route DP optimization using the original mass of the vehicle. Further, it is also compared with the global optimum i.e. a full-route DP solution using the perturbed mass of the vehicle (that in a realistic sense cannot be determined a priori). Note that the choice of grid discretization used for this evaluation is provided in Table 1.

To quantitatively evaluate the performance of the different optimization routines, the cumulative costs that they accrue are compared using the following definition:

$$J^*(x_1) = \sum_{k=1}^{N} \left( \gamma \cdot \frac{m_{f,k}^*}{m_{f,\text{norm}}} + (1 - \gamma) \right) \cdot t_{\tau}^*$$

(19)

where $m_{f,N}, t_{\tau}^*$ are respectively the resulting cumulative fuel consumption and total travel time from applying the optimal control policy. For fair evaluation, the cumulative costs are compared while ensuring battery SoC neutrality over their respective trips.

Fig. 9(a) highlights the cost improvement properties of the rollout algorithm framework proposed by introducing a significant parametric variation of 20%, in which an error metric $J_{\epsilon}^*$ is compared for the different optimization routines over a range of $\gamma$. $J_{\epsilon}^*$ represents a normalized cumulative cost error term defined as follows:

$$J_{\epsilon}^*(x_1) = \left| \frac{J^*(x_1) - J_{\theta + \delta \theta}^*(x_1)}{J_{\theta}^*(x_1) - J_{\theta + \delta \theta}^*(x_1)} \right|$$

(20)

where $J_{\theta}^*, J_{\theta + \delta \theta}^*$ are the cumulative costs accrued by the full-route DP optimization run with the original, and
the perturbed (or optimum) vehicle mass respectively. Clearly, for \( J^*(x_1) = J^*_0(x_1), J^*_1(x_1) = 0 \) and for \( J^*(x_1) = J^*_0(x_1), J^*_1(x_1) = 1 \), forming the bounds of the error term in Fig. 9(a). The results from the numerical simulations are in excellent agreement with the cost improvement property of the rollout algorithm, with over 95% reduction in the error metric (compared to the full-route DP with the pre-trip mass).

Fig. 9(b) shows the impact of the horizon length \( N_H \) on the cost improvement results, in which the same error metric \( J^*_1 \) is used for comparison. It is seen that the error (w.r.t. the perturbed full-route DP) progressively decreases as \( N_H \) increases. This is expected as the role of the “incorrect” terminal cost in determining the cost-to-go \( J^*_1(x_1) \) effectively decreases as the length of the receding horizon increases. The small discrepancy in this trend for \( \gamma = 0.5 \) can be attributed to minor numerical errors arising due to the particular choice of the horizon length, and discretization of the distance, state and control input grids.

7.3 Evaluation of Eco-Driving Algorithm with Eco-AND

The Eco-Driving algorithm with Eco-AND is evaluated by performing large-scale Monte Carlo simulations over real-world routes in which each traffic light has time-varying SPaT information.

7.3.1 Baseline Case

The baseline considered is the Enhanced Driver Model or EDM, a deterministic reference velocity predictor that uses route characteristics to generate velocity profiles representing different levels of driver aggressiveness [35]. The EDM predicts the response of a human driver when operating a vehicle in presence of traffic, stop signs and traffic lights by using a realistic LoS based heuristic strategy [37]. For simulations over urban and mixed routes, a LoS of 100 m is considered to be reasonable. The velocity reference from the EDM is fed to a tracking controller that generates the necessary inputs to the validated vehicle model described in Section 2.

An additional case is now constructed to quantify the fuel saving potentials of Eco-AND. The LoS approach (as introduced in [37]) is adapted and used in conjunction with the rollout algorithm to interact with traffic signals. Here, the signal phase information is available to the driver only within the LoS, and at any point beyond it, the traffic light is assumed to be a stop sign. It should be noted that unlike Eco-AND, the Eco-Driving with LoS does not receive any timing information from the traffic light.

7.3.2 Variability in SPaT Information

To recreate the degree of variability typically associated to SPaT at subsequent signalized intersections, a base SPaT sequence is extracted from the traffic simulation program SUMO (Simulation of Urban MOBility) [40]. SUMO contains models of traffic lights in which the SPaT sequences are assigned based on the location, speed limits of the intersecting roads, presence of adjacent traffic lights and other factors [41]. Once the desired route is created, the SPaT information and initial signal phase corresponding to a given lane at each signalized intersection along the route is obtained. The extracted SPaT sequences are then validated to be in accordance with the regulations outlined in the City of Columbus Traffic Signal Design Manual [42]. Starting from this base SPaT, all the traffic lights are offset by the same uniformly random value such that the phase difference between the traffic lights remains constant i.e. the signals are synchronized. Alternately, this can be interpreted as considering the departure time as a uniform random variable: \( t_{dep} \sim U(0,t_{cyc}) \), where \( t_{dep} \) is the departure time and \( t_{cyc} \) is the traffic cycle time, chosen in this study as 90 s (fixed).

7.3.3 Monte Carlo Simulations

Monte Carlo simulations are then performed over the test route by considering the SPaT information as a random variable. Here, 2000 different scenarios are generated by randomly changing the departure time (as described above). The different cases being compared in this simulation study are: Baseline (EDM with LoS of 100 m), Eco-Driving with LoS (no timing information, current phase of each traffic signal...
is known within a LoS of 100m, \( N_H = 20 \), and Eco-Driving with Eco-AND \(( N_H = 20 \)\). For both the Eco-Driving cases, three calibrations are considered: \( \gamma = \{ 0.4, 0.7, 0.82 \} \), to represent an aggressive, normal and relaxed driving behavior respectively. Note that the choice of grid discretization used for this evaluation is shown in Table 1. For fair comparison, the baseline EDM for each simulation is calibrated to represent a driver aggressiveness comparable to that value of \( \gamma \). In total, 6000 simulations are executed for each case.

Fig. 10 shows the distributions of the fuel consumption for the baseline \(( \bullet \)\), Eco-Driving with LoS \(( \bullet \)\) and Eco-Driving with Eco-AND \(( \bullet \)\) cases, corresponding to \( \gamma = \{ 0.4, 0.7, 0.82 \} \). It is to be noted that the travel times obtained for each \( \gamma \) remains the same across the three cases being evaluated. A non-parametric probability density function (PDF) known as the Kernel Density Estimator (KDE) is used to obtain the fitted distribution for each of the cases shown.

Over the mixed test route, it is seen that the Eco-Driving algorithm with Eco-AND reduces the fuel consumption of the baseline 48V hybrid by 18%, 18% and 19% corresponding to \( \gamma = \{ 0.4, 0.7, 0.82 \} \) respectively. Further, there is a significant reduction in the standard deviation of the fuel consumption distribution compared to the baseline. This is a notable result as this means that the Eco-Driving algorithm equipped with Eco-AND can more consistently achieve a fuel consumption close to the mean of the distribution i.e. the spread of the fuel consumption due to variability in the driver aggressiveness and SPaT information is significantly reduced.

To quantify the benefits obtained from Eco-AND specifically, the results from Eco-Driving with LoS are compared against that with Eco-AND. For the urban route with 22 traffic lights, the Eco-AND provides an incremental 6% fuel saving over the LoS implementation, with similar mean travel time. Simulations were also performed over other urban and mixed routes, the Eco-AND results in 2 – 10% additional fuel savings. The reason for the increased benefits from the pass-in-green algorithm over urban routes can be attributed to the higher density of traffic lights.

8 In-vehicle Implementation and Results

Experimental tests were conducted at TRC to verify the implementation of the optimizer, and compare the results obtained by the demonstration vehicle against the simulation models and a realistic baseline. The tests conducted allow one to evaluate the real-world benefits of fuel consumption and travel time of the optimizer over reconstructed routes.

The MPC framework is implemented on the demonstration vehicle, a 2016 VW Passat 1.8L with a 6-speed automatic transmission and turbocharged gasoline engine, which was retrofitted as a mHEV by installing a BSG and a 48V battery pack. The demonstration vehicle was also equipped with CAV technologies and DSF (shown in Fig. 11(a)). For all baseline testing the 48V mild-hybrid system is active and DSF is disabled, while for all optimizer testing both the mild-hybrid system and DSF are enabled. The on-board CAV technologies include an advanced GPS module for enhanced navigation, a Dedicated Short Range Communication (DSRC) module that enables V2X communication, camera and radar modules to support Adaptive Cruise Control (ACC) functionality. These CAV technologies enable the ability of full longitudinal control of the ve-
hicle to achieve SAE Level 1+ functionality (in accordance with SAE J3016).

The real-time Eco-Driving algorithm (with Eco-AND), integrated with V2X communication and ACC, have been implemented using rapid prototyping hardware (dSPACE MicroAutoBox II, or MABx in short) in the test vehicle. Online calibration of control parameters and data logging are performed using dSPACE ControlDesk software via the Host Ethernet interface. A significant result to be noted here is that the implemented optimizer can compute the solution to a 20-step receding horizon optimization problem via the 2-state, 2-input DP in $\approx 200$ ms on the MABx.

8.1 Experimental Test Setup

All vehicle tests were performed in a single lane with 0% grade on the 7.5mi High-Speed Test Track located at TRC (refer Fig. 11(b)) over the reconstructed routes extracted from the central Ohio region. The results presented in this section are related to tests run over an urban route, as shown in Fig. 7. Here, the reader is encouraged to refer to [43], in which the in-vehicle implementation of the optimizer is compared and verified against the corresponding simulation models over a mixed (urban-highway) route.

For each of the tests conducted, the measured and calculated variables are vehicle speed, battery SoC, cumulative fuel consumed, and travel time. Each test case is repeated at least five times while ensuring that the controllable test conditions (such as the payload, initial battery SoC, calibration values for acceleration limits that affect comfort, wait time at a stop) along each trip are maintained similar. Factors that cannot be controlled (such as track conditions, ambient weather) are noted throughout the tests. This is used to evaluate the variability in travel time and fuel consumption for each case, and the possible inherent variability across fuel consumption measurements. In this study, the A/F Ratio (AFR) and airflow estimates from the ECM (obtained over CAN or Controller Area Network) are used to calculate the instantaneous fuel flow rate.

8.1.1 Test Setup for Evaluation of Eco-Driving Algorithm

For evaluation of the Eco-Driving case, three calibrations for the driver aggressiveness parameter are considered: $\gamma = \{0.3, 0.7, 0.75\}$. In this scenario, all the traffic lights along the route are assumed to be flashing red, i.e. treated as stop signs. Table 2 summarizes the test setup for the Eco-Driving test scenario. Note that the horizon length corresponding to $N_H = 20$ in this case takes a range of values, as the step size of the discretized distance grid is not fixed. This enables the usage of a fine discretization in certain sections of the route and coarser in other sections, allowing the Eco-Driving algorithm to satisfactorily capture the model dynamics while running in real-time on the MABx.

| Parameter | Value |
|-----------|-------|
| $N_H$     | 20 (150 − 750m) |
| $\gamma$  | $\{0.3, 0.7, 0.75\}$ |
| $\{a_{\text{min}}, a_{\text{max}}\}$ | $\{-2.4, 2.4\}$ m/s$^2$ |
| $I_{\text{bias}}$ | 12 A |

Table 2: Summary of Eco-Driving test setup and calibration parameters.

8.1.2 Test Setup for Evaluation of Eco-Driving Algorithm with Eco-AND

In order to evaluate the Eco-Driving algorithm with Eco-AND, a test environment was designed where traffic light SPaT information is broadcast to the optimizer as the vehicle approaches a signalized intersection. The introduc-
Fig. 12: RSU (mounted in the rear seat) that broadcasts SPaT information within DSRC range of the upcoming traffic light.

Note that the travel time recorded for testing the EcoDriving with Eco-AND case includes the time spent at stop signs and the wait time at red traffic lights along the route. Here, the test setup for evaluation is identical to that for the EcoDriving case in Table 2 but for the “Controls” category, where the EcoDriving algorithm equipped with Eco-AND capability is used.

8.1.3 Test Setup for Baseline Evaluation

The baseline considered for benchmarking the optimizer must be representative of the driving behavior of a conventional driver. However, utilizing human drivers over reconstructed routes limits the repeatability of the tests, inevitably introducing undesired variability in the fuel consumption and travel time.

For this reason, a BTR is programmed and calibrated to follow reference velocity profiles which are generated in simulation using the EDM calibrated to represent a variety of driving styles. This ensures repeatability and controlled variability across baseline tests. The BTR accurately tracks the reference velocity profile by robotic actuation of the accelerator and brake pedals with a human driver only responsible for the steering action. Table 3 summarizes the test setup adopted to evaluate the baseline.

Here, note that the processing of the baseline test results differ depending on whether the EcoDriving or the EcoDriving with Eco-AND is being benchmarked. For fair evaluation of the EcoDriving case, the travel time recorded excludes the time spent at stops along the route, while for the EcoDriving with Eco-AND case, the travel time includes the time spent at stop signs as well as the wait time at red traffic lights.

Table 3: Summary of baseline test setup.

| Variable     | Description                     |
|--------------|---------------------------------|
| HEV state    | 48 V mHEV                       |
| DSF state    | OFF                             |
| Vehicle mass | ≈ 1850 kg (incl. payload)       |
| Grade        | 0 %                             |
| Initial SoC  | 50 %                            |
| Controls     | Production-level ECM            |
| Driver       | BTR                             |

8.1.4 Testing of SPaT Variability

The variability of SPaT makes evaluation of the EcoDriving with Eco-AND case different from the aforementioned EcoDriving case. For an ideal experimental verification of the EcoDriving algorithm with Eco-AND, it would be necessary to run a statistically significant number of tests, treating $\gamma$ and SPaT as random variables. However, to significantly reduce the number of tests and the resulting testing time without compromising the validity of the results, sample cases from the Monte Carlo simulations were selected and reconstructed at TRC.

For each tested condition, the values of $\gamma$ and the SPaT scenario were selected to represent a dominant mode of the respective Monte Carlo simulation over that route. In this work, $\gamma = 0.7$ is chosen for the reconstructed route as it compactly represents normal driver aggressiveness. However, to significantly reduce the number of tests and the resulting testing time without compromising the validity of the results, sample cases from the Monte Carlo simulations were selected and reconstructed at TRC.

For each tested condition, the values of $\gamma$ and the SPaT scenario were selected to represent a dominant mode of the respective Monte Carlo simulation over that route. In this work, $\gamma = 0.7$ is chosen for the reconstructed route as it compactly represents normal driver aggressiveness. The SPaT scenarios are replicated in real-time by broadcasting them on a Roadside Unit (RSU). For convenience in setup and testing, this RSU is mounted on the rear seat and connected to a supplementary 12 V battery as shown in Fig. 12. The V2I communication is emulated via the in-vehicle RSU that broadcasts SPaT and MAP information in accordance with the SAE J2735 standard to the On-Board Unit (OBU) mounted on the vehicle.

A custom application was developed to input specific SPaT scenarios, defined by the duration of phase for each traffic light, and initial parameters corresponding to a particular SPaT scenario (i.e., initial phase and time remaining in initial phase). A custom decoder, designed and implemented on a PC connected to the OBU, then unpacks the SPaT messages and makes it available on the MABx, which contains the EcoDriving algorithm with Eco-AND. Within the range $d_{DSRC}$ from the upcoming traffic light, an arbitration strategy implemented within the MABx model selects the corresponding SPaT information.

For the EcoDriving case in Table 2, note that the processing of the baseline test results differ depending on whether the EcoDriving or the EcoDriving with Eco-AND is being benchmarked. For fair evaluation of the EcoDriving case, the travel time recorded excludes the time spent at stops along the route, while for the EcoDriving with Eco-AND case, the travel time includes the time spent at stop signs as well as the wait time at red traffic lights.
8.2 Experimental Results for Eco-Driving

To evaluate the benefits of the Eco-Driving algorithm over a representative baseline, multiple trips are executed over the same reconstructed urban route for the chosen $\gamma$ values (refer Table 2). The travel times from the Eco-Driving tests are used to generate the EDM parameter sets with similar (driver) aggressiveness and travel times for each $\gamma$. The generated EDM velocity profiles are then used as reference inputs to the BTR.

Fig. 13(a) compares the vehicle testing results for the baseline (executed using the BTR) against the Eco-Driving case, for each $\gamma$. Here, the error bars represent the maximum deviation of the data points from their respective mean and are determined using data from at least five test runs. Over the urban route tested, featuring 23 stops, the Eco-Driving algorithm with DSF enabled reduces the fuel consumption by over 25% (and up to 33%), relative to the baseline, with comparable travel time.

In Fig. 13(b) and 13(c), a run-to-run comparison of the states (velocity and battery SoC) and cumulative fuel consumption along the urban route are respectively shown for $\gamma = 0.7$. A noticeable contrast is observed between the baseline and optimizer tests, with the Eco-Driving algorithm resulting in 33% fuel savings for similar travel time. Here, the DSF-enabled optimizer increases the operation of the engine within the DSF fly-zones and thereby leverages the fuel-saving potential of the cylinder deactivation technology (DSF). A notable result is that the Eco-Driving algorithm computes an energy management strategy that has a charge-sustaining SoC profile over the entire route (both in simulation and from in-vehicle implementation). This highlights the benefits of the closed-loop control strategy determined by the ADP-based optimizer and the inherent robustness it provides against modeling inaccuracies.

8.3 Experimental Results for Eco-Driving with Eco-AND

The specific case ($\gamma$ and SPaT scenario tuple) selected from the Monte Carlo simulations for vehicle testing corresponds to a dominant mode of the statistical distribution. Over the reconstructed urban route considered, the average (over five runs) in-vehicle fuel consumption and travel time are observed to lie within the range of their corresponding distributions. Further, as seen in Table 4, they are closely comparable to their respective mean values from the Monte Carlo simulations (refer Fig. 10).

The baseline case considered to benchmark the optimizer is constructed such that the driver aggressiveness (i.e., resulting travel time) matches a dominant mode of the statistical distribution obtained through Monte Carlo simulations while being comparable to the mean travel time from the Eco-Driving with Eco-AND testing. Fig. 14 compares the in-vehicle test results from the baseline (using the BTR) and the Eco-Driving with Eco-AND cases. The enhanced range (compared to typical human LoS) and information (signal time in addition to the current phase) enabled by V2I technologies is used by the Eco-AND feature to provide modified speed constraints to the rollout algorithm-based optimization. While the number of stop-at-red scenarios remains the same in this specific case, the resulting velocity profile is much smoother with fewer acceleration-deceleration events (highlighted with the green shaded sections).

The torque split strategies of the baseline and Eco-Driving with Eco-AND cases over the urban route are evaluated by comparing the resulting battery SoC and cumulative fuel consumption trajectories, shown in Fig. 15. A key benefit from the designed Eco-Driving algorithm with Eco-AND is the resulting charge sustaining torque split strategy. In contrast, the terminal SoC for the baseline case is 40% (while its initial SoC was 50%).

The impact of smoother velocity transients, and fuel-efficient approach and departure from signalized intersections and stop signs is seen in the relative cumulative fuel consumption trajectories, shown in Fig. 15. A key benefit from the designed Eco-Driving algorithm with Eco-AND is the resulting charge sustaining torque split strategy. In contrast, the terminal SoC for the baseline case is 40% (while its initial SoC was 50%).

Fig. 13: In-vehicle testing of the Eco-Driving algorithm and comparison against baseline over urban route.
| Case                        | Travel Time [s] | Fuel Consumed [g] |
|-----------------------------|-----------------|-------------------|
| Virtual (Monte Carlo simulation) | 712             | 404               |
| Experimental tests          | 735             | 417               |

Table 4: Mean travel time and fuel consumption results (virtual and experimental) using LO-RA with Eco-AND over urban route, $\gamma = 0.7$.

Fig. 14: Run-to-run comparison of vehicle velocity and time-space plots between baseline and Eco-Driving with Eco-AND experimental tests over urban route.

Fig. 15: Run-to-run comparison of battery SoC and cumulative fuel consumption profiles between baseline and Eco-Driving with Eco-AND experimental tests over urban route.

| Case                        | Travel Time [s] | Fuel Consumed [g] |
|-----------------------------|-----------------|-------------------|
| Baseline                   | 714             | 538               |
| Eco-Driving with Eco-AND   | 735             | 417               |

Table 5: Comparison of cumulative fuel consumption and travel time from baseline (without DSF) and Eco-Driving with Eco-AND (with DSF) experimental tests.

The proposed control framework comprises a long-term co-optimization of vehicle speed and SoC performed over the entire route itinerary, and a short-term optimization where the variability in route conditions and/or uncertainty in route information are considered by transforming the full-route optimization into a receding horizon optimal control problem, solved periodically over shorter horizons. The terminal cost for the receding horizon optimization is approximated as the residual cost (or cost to complete the remaining route) from the full-route optimization and solved using Approximate Dynamic Programming, specifically the rollout algorithm. This approximation, termed as the base policy in this paper, results in cost improvement, which is important for real-time applications with environmental and modeling uncertainties.

Further, this work proposes a systematic and comprehensive verification framework for virtual and experimental evaluation (on a test vehicle equipped with a rapid prototyping embedded controller). Here, the fuel-saving potential for the specific route tested here, the optimizer saves over 22% in fuel with a marginal increase of 2.9% in trip time while ensuring SoC neutrality over the entire trip.

9 Conclusions
In this paper, a multi-layer hierarchical MPC framework is developed to solve the Eco-Driving problem for a 48 V mild-hybrid powertrain in a connected vehicle environment.
tial of the hierarchical optimization framework was evaluated over real-world routes. Results indicate that both the simulation and track testing show a fuel consumption reduction of more than 20%, compared against a suitable baseline with comparable trip time. Further, the simulation and track testing results are sufficiently close to each other, validating that the developed rollout algorithm-based optimization framework is suitable for real-time applications containing environmental disturbances and modeling uncertainties. Future work includes the implementation of the algorithm with the consideration of traffic information via vehicle-to-vehicle (V2V) and signal phase and timing information via vehicle-to-infrastructure (V2I) communication.
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A Proof of Cost Improvement in Rollout

This proof is adapted from [25] to better represent the nomenclature used in this work. Let \( J_k(x_k) \) and \( \hat{J}_k(x_k) \) be the costs-to-go of the base policy and rollout policy respectively, starting from a state \( x_k \) at position \( k \), \( \forall k = 1, \ldots, N \). Define \( \mathcal{M} := (\mu_1, \ldots, \mu_N) \) as the base policy and \( \hat{\mathcal{M}} := (\hat{\mu}_1, \ldots, \hat{\mu}_N) \) as the rollout policy. At the terminal stage, let \( \hat{J}_{N+1}(x_{N+1}) = c_{N+1}(x_{N+1}) \). The induction begins by assuming: \( \hat{J}_k(x_{k+1}) \leq \hat{J}_k(x_{k+1}) \), \( \forall x_{k+1} \). Now, for all \( x_k \):

\[
\hat{J}_k(x_k) = \hat{J}_{k+1}(f_k(x_k, \hat{\mu}_k'(x_k))) + c_k(x_k, \hat{\mu}_k'(x_k)) \leq \hat{J}_{k+1}(f_k(x_k, \hat{\mu}_k'(x_k))) + c_k(x_k, \hat{\mu}_k'(x_k)) \leq \hat{J}_{k+1}(f_k(x_k, \hat{\mu}_k''(x_k))) + c_k(x_k, \hat{\mu}_k''(x_k)) = \hat{J}_k
\]

The proof is hence complete.