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The effects of Hubbard-type on-site interactions on the BHZ model is studied in this paper for model parameters appropriate for the HgTe/CdTe quantum well. Within a simple mean field theory we search for plausible magnetic instabilities in the model and find that the ground state becomes ferromagnetic when the interaction strength between electrons in hole orbital is strong enough. However, this is not true in interacting systems where the electron occupation is close to 1/2 for both electron and hole orbital.

II. MODEL AND METHOD

We consider the BHZ model with Hubbard-type interaction on a square lattice with two orbital \{\{E,|H,\sigma\}\} per site. The system is described by a Hamiltonian

\[ H_0 = \sum_{\langle i,j \rangle, \sigma} \varepsilon_{E} C_{i,E,\sigma}^\dagger C_{i,E,\sigma} + \varepsilon_{H} C_{i,H,\sigma}^\dagger C_{i,H,\sigma} \]

being the on-site energy term with \(\varepsilon_{E}\) being the on-site energy for \(\tau\) orbital and

\[ T = \sum_{\langle i,j \rangle, \sigma} t_{E} C_{i,E,\sigma}^\dagger C_{j,E,\sigma} + t_{H} C_{i,H,\sigma}^\dagger C_{j,H,\sigma} \]

\[ + \sigma t_{EH} [i(C_{i,E,\sigma}^\dagger C_{i+\hat{x},H,\sigma} - C_{i,E,\sigma}^\dagger C_{i-\hat{x},H,\sigma}) \]

\[ + (C_{i,E,\sigma}^\dagger C_{i+\hat{y},H,\sigma} - C_{i,E,\sigma}^\dagger C_{i-\hat{y},H,\sigma}) + c.c] \]

which describes electron hopping between different lattice sites where \(t_{\tau}, t_{EH}\) denotes intra-orbital and inter-orbital hopping, respectively. \(C^+(C)_{i,\tau,\sigma}\) creates/annihilates a \(\tau\)-orbital \((\tau=E,H)\) electron with spin \(\sigma = \uparrow, \downarrow\) (or \pm) on site \(i\), \(i < j \) denotes nearest neighbor (NN) sites and c.c denotes the hermitian conjugate.

\[ H_U = \sum_{i} \sum_{\tau=E,H} U_{\tau} n_{i,\tau,\uparrow} n_{i,\tau,\downarrow} + \sum_{\langle i,j \rangle, \sigma, \sigma'} U_{EH} n_{i,E,\sigma} n_{i,H,\sigma'} \]

where \(U_{\tau}(\tau=E,H), U_{EH} > 0\) describe repulsive interaction between electrons and \(n_{i,\tau,\sigma} = C_{i,\tau,\sigma}^\dagger C_{i,\tau,\sigma}\). Fourier transforming, we obtain

\[ H_{BHZ} = \sum_{\mathbf{k}} \Psi_{\mathbf{k}}^\dagger \begin{pmatrix} h(\mathbf{k}) & 0 \\ 0 & h^*(\mathbf{-k}) \end{pmatrix} \Psi_{\mathbf{k}} \]

\[ h(\mathbf{k}) = \varepsilon_{E} j_{2} + d_{\sigma}(\mathbf{k}) \cdot s^{\alpha} \]

where \(\Psi_{\mathbf{k}} = \{C_{E,k,\uparrow}, C_{H,k,\uparrow}, C_{E,k,\downarrow}, C_{H,k,\downarrow}\}^T\), \(s^{\alpha}\)’s are Pauli matrices,

\[ C_{\tau,k,\sigma} = \frac{1}{\sqrt{N}} \sum_{i} \exp(i\mathbf{k} \cdot \mathbf{R}_{i}) C_{i,\tau,\sigma} \]
where $N$ is the total number of sites and

$$
\varepsilon_k = C - \frac{2D}{a^2}(2 - \cos(k_x) - \cos(k_y))
$$

$$
d_n(k) = \begin{bmatrix}
A & A & \sin(k_x) & -A & \sin(k_y)
\end{bmatrix}, M(k)
$$

$$
M(k) = M - \frac{2B}{a^2}(2 - \cos(k_x) - \cos(k_y))
$$

$$
D = (t_E + t_H)/2, B = (t_E - t_H)/2, A = 2t_EH
$$

$$
M = \frac{\varepsilon_E - \varepsilon_H}{2} - 2(t_E - t_H)
$$

$$
C = \frac{\varepsilon_E + \varepsilon_H}{2} - 2(t_E + t_H)
$$

where $a$ is the lattice constant. Expanding the Hamiltonian around the $\Gamma$ point $k = 0$, we see that $H$ reduces to the continuum BHZ Hamiltonian describing topological insulators, with $(-D + (-B))k^2$ being the kinetic term of the electron (E) and hole (H) orbital and $M$ being the Dirac mass. The topological region is characterized by $M \cdot B > 0$. $A$ describes the hybridization between the H and E orbital and $C$ is a overall constant energy term which will be absorbed in the chemical potential in the following.

We shall treat the interaction term in a mean-field theory where

$$
n_{i,\tau,\sigma}n_{i',\tau',\sigma'} \approx \langle n_{i,\tau,\sigma} \rangle n_{i',\tau',\sigma'} + \langle n_{i,\tau,\sigma} \rangle \langle n_{i',\tau',\sigma'} \rangle - \langle n_{i,\tau,\sigma} \rangle \langle n_{i',\tau',\sigma'} \rangle
$$

and the mean field Hamiltonian becomes,

$$
H_{MF} = H_{BHZ} + \sum_{i,\sigma,\tau} (U_\tau \langle n_{i,\tau,\sigma} \rangle + U_{EH} \langle n_{i,\bar{\tau}} \rangle) n_{i,\tau,\sigma}
$$

(6)

where $\bar{E}(H) = H(E) n_{i,\tau} = \sum \langle n_{i,\tau,\sigma} \rangle$ and $\langle ... \rangle$ denotes (ground state) expectation value.

To understand the physics behind the mean-field theory, we first consider the case when the hybridization between the E and H orbitals vanishes. In this case the two bands overlap because of band inversion (see Fig.1) and a small part of the E-band is occupied whereas the H-band is almost filled (see Fig.1(a)). In this case the E and H bands are described separately by single-band Hubbard models which are almost empty/filled. Mean-field studies for single band Hubbard model on square lattice has been carried out long ago and it was found that the ground state is antiferromagnetic at and close to half filling and becomes ferromagnetic away from half filling when the interaction strength $U$ is large than certain critical value. In HgTe/CdTe quantum well the E and H bands are nearly empty or fully filled, correspond to the case in Fig.1(a), suggesting that we should look for ferromagnetic phases in our mean-field theory. Antiferromagnetic phase is expected only if the band inversion is so large that the two bands are both nearly half filled (case shown in Fig.1(b)). We’ve searched for both ferromagnetic and antiferromagnetic phases numerically in our study and find that the antiferromagnetic phase has higher energy for band parameters appropriate for HgTe/CdTe quantum well. In the following we shall focus on the paramagnetic and ferromagnetic phases.

FIG. 1. Schematic band structure illustrating the filling of the E and H bands. The blue-solid/red-dash color denotes the part of bands which are occupied/empty. (a) The case for small band inversion corresponding to HgTe/CdTe quantum well. (b) The situation with large band inversion.

The mean field Hamiltonian which captures both paramagnetic and ferromagnetic phases is in $k$-space,

$$
H_{MF} = H_{BHZ} + \sum_{\tau,\sigma} h_{\tau,\sigma} n_{\tau,k,\sigma}
$$

(7)

$$
h_{\tau,\sigma} = \frac{U_\tau}{2} (n_{\tau} - \sigma m_{\tau}) + U_{EH} n_{\bar{\tau}}
$$

where $n_{\tau}$ and $m_{\tau}$ are the occupation number and the magnetization of the $\tau$ orbital, respectively with

$$
n(m)_{\tau} = \frac{1}{V} \sum_{k} < n_{\tau,k,\dot{\tau}} > + (-) < n_{\tau,k,\dot{\bar{\tau}}} >
$$

$$
= \frac{1}{V} \sum_{k} (\Theta(\mu - E_{k,\dot{\tau}}))|\alpha_{\tau,k,\dot{\tau}}|^2 + \Theta(\mu - E_{k,\dot{\bar{\tau}}})|\beta_{\tau,k,\dot{\bar{\tau}}}|^2
$$

$$
+ (-) \Theta(\mu - E_{k,\dot{\bar{\tau}}})|\alpha_{\tau,k,\dot{\bar{\tau}}}|^2 + \Theta(\mu - E_{k,\dot{\tau}})|\beta_{\tau,k,\dot{\tau}}|^2
$$

$$
|\alpha_{\tau,k,\sigma}|^2 = \frac{1}{2} \left( 1 + \frac{\text{Sign}_M M_k}{\sqrt{(M_k + \Sigma_2)^2 + |A_k|^2}} \right)
$$

$$
|\beta_{\tau,k,\sigma}|^2 = \frac{1}{2} \left( 1 - \frac{\text{Sign}_M M_k}{\sqrt{(M_k + \Sigma_2)^2 + |A_k|^2}} \right)
$$

(8)

where $n_{\tau,k,\sigma} = C_0^{\tau,k,\sigma} C_{\tau,k,\sigma}$ and $\text{Sign}_E(H) = 1(-1)$. $\Theta(x)$ is the step function. $E_{k,\sigma,\pm}$ is the eigen-energies of $H_{MF}$ given by,

$$
E_{k,\sigma,\pm} = \varepsilon_k + \Sigma_{1,\sigma} \pm \sqrt{(M_k + \Sigma_2)^2 + |A_k|^2}
$$

(9)

where,

$$
\Sigma_{1,\sigma} = \frac{U_E (n_E - \sigma m_E) + U_H (n_H - \sigma m_H) + 4U_{EH}}{4}
$$

(10)

$$
\Sigma_{2,\sigma} = \frac{U_E (n_E - \sigma m_E) - U_H (n_H - \sigma m_H) + 2U_{EH} (n_H - n_E)}{4}
$$

$$
A_k = \frac{A}{a} (\sin(k_x) + i \sin(k_y)).
$$
The ground state energy density is
\[
\frac{E_g}{V} = \frac{1}{V} \sum_{\mathbf{k}} \sum_{\mathbf{r},\sigma} \Theta(\mu - E_{\mathbf{k},\sigma}) E_{\mathbf{k},\sigma} \label{eq:energy_density}
\]
\[
- \frac{U}{4} (n_{E}^2 - m_{H}^2) - \frac{U_H}{4} (n_{H}^2 - m_{H}^2) - U_{EH} n_{E} n_{H}.
\]

The mean field parameters \(n(m)\) are determined self-consistently via the mean-field equations.

**III. RESULTS AND PHASE DIAGRAM**

We consider the half filled case for the BHZ model where the chemical potential is in the gap and the system is a topological insulator. We employ the parameters appropriate for the 7.5nm HgTe/CdTe quantum well with \(M = -0.0146\text{eV}, B = -1.87\text{eV} \cdot nm^2, A = 0.55\text{eV} \cdot nm, D = -1.45\text{eV} \cdot nm^2\) and \(C = 0.29\). The lattice constant \(a\) is chosen to be 1 nm.

In Fig. 2(a) we show the self-consistent determined mean field parameters, \(n_H, m_E\) and \(m_H\) as a function of interaction strength \(U_H\) of the H orbit with (i) \(U_E = U_{EH} = 0\), (ii) \(U_E = 10\text{eV}, U_{EH} = 0\) and (iii) \(U_E = 0, U_{EH} = 1.5\text{eV}\) respectively. We first consider the case with only \(U_H \neq 0\) which is similar to the single band Hubbard model. We note that an important difference between the single band Hubbard model and the BHZ model is that in our case, the relative position of the two bands depends on interaction. When \(U_H\) increases, the on-site energy of H orbital is shifted upward while the E orbital energy remains stationary leading to increasing population in E band. Changing other interactions have similar effects. Thus we are actually moving along a curve in the density-interaction phase diagram of the one-band Hubbard model when interaction changes. At small \(U_H\), only one solution with \(m_H = 0\) is found. The system remains a TI. As interaction strength increase, two self-consistent solutions appear. The ground state is the one with lower energy. The energy difference between the ferromagnetic and paramagnetic phases are shown in Fig. 2(b).

We find a first order phase transition between paramagnetic and ferromagnetic phases indicated by the sign change of the energy difference between the two phases. We note that despite \(U_E = 0\) in this case, \(m_E\) has non-vanishing negative value as long as \(m_H \neq 0\) because of nonzero band hybridization \(A \neq 0\).

Including \(U_E\) and \(U_{EH}\) have similar effect as \(U_H\). \(U_E\) increases the energy of E orbital (see Fig. 3(c)). However, as discussed above, the occupation number of E orbital is much smaller than H, and the effect of \(U_E\) is much smaller compared to \(U_H\) because of smallness of \(n_E\). Therefore \(U_E\) has almost no effect on the phase transition. \(U_{EH}\) raises the energies of the two orbital simultaneously but with different values depending on the occupation numbers of the two bands. The shift in energy of E(H) orbital is proportional to \(n_H(n_E)\). Again, since \(n_H >> n_E\), the energy of E orbital is shifted faster than H orbital leading to decreasing/increasing occupation number in E/H orbital for \(U_{EH} > 0\).

The dependence of the paramagnetic-ferromagnetic phase boundary on the interactions are summarized in the phase diagram in Fig. 4. We see that the ferromagnetic region shrink when \(U_E, U_{EH} > 0\) since these interactions effectively increase/decrease the occupation of H/E orbital. We note that besides the ferromagnetic phase, we have also searched for the solution of antiferromagnetic phase. We find that the anti-ferromagnetic phase exists only if \(U_H >> U_E, U_{EH}\) such that the en-

\[\text{(a)} \quad U_H = U_E = U_{EH}\]

\[\text{(b)} \quad U_H = 6.95\text{eV}, U_E = E_{EH} = 0\]

\[\text{(c)} \quad U_H = 6.95\text{eV}, U_E = 10\text{eV}, U_{EH} = 0\]

\[\text{(d)} \quad U_H = 6.95\text{eV}, U_E = 10\text{eV}, E_{EH} = 3\text{eV}\]
energy of H orbital is lifted to be close to the 1/2 filling case shown in Fig. 4(b).

FIG. 4. Phase diagram in $U_H - U_{EH}$ space with given $U_E$. The color represent the magnitude of magnetization.

The evolution of the band structure in the two phases is shown in Fig. 5. The band structure without interaction is shown in Fig. 5(a). In this case the bands are doubly degenerate with band extremum at $\Gamma$ point. The band structure near the phase transition point ($U_H = 6.95$ eV, $U_E = U_H = 0$) is shown in Fig. 5(b). We see that the band extremum are shifted to finite $k$-points due to the upward shifting of H-orbital compared with the E-orbital. The band degeneracy is lifted by the magnetization and the system becomes gapless in the ferromagnetic phase (Fig. 5(c)). We caution that the E and H orbital are linear combination of different atomic orbital (s and p orbits) in realistic material. Although a state with uniform magnetization is obtained in the lattice model, the magnetization distribution on the two atomic orbital are in general different in real materials.

FIG. 5. Band structure (along $k_x \in [-\pi, \pi], k_y = 0$) evolution with interaction strength $U_H$.

IV. SUMMARY AND DISCUSSIONS

Summarizing, we studied in this paper the effects of Hubbard-type on-site interaction on the BHZ model. Within a mean-field theory, we find a ferromagnetic state when $U_H$ is large enough and the band inversion is small. The system becomes gapless (metallic) in the ferromagnetic phase. We have computed the Chern number (C) for the energy bands in the ferromagnetic phase and find that they have values $C = \pm 1$, i.e., the ferromagnetic transition is not a topological phase transition.

Our result is qualitatively consistent with the phase diagram inferred from Ref.[28] for the single-band Hubbard model. The magnitude of $U_H$ is roughly 7 eV close to the critical point and is about a quarter of the band width, which is not unrealistic. It should be emphasized that mean field approximation has overestimated the tendency of ferromagnetic ordering. The region of ferromagnetic phase shifts when more accurate calculations are performed on the one-band Hubbard model and similar result is expected here. We note that more exotic phases are proposed to appear in the one band Hubbard model when the system is close to half-filling and similar situation is expected here when the H-orbital is lifted up further such that both E- and H-orbital are close to half-filling. The parameters we use in this paper are base on 7.5nm HgTe/CdTe quantum well.

Our result may be generalized to other similar 2DTI material; for example, the InAs/GaSb quantum well. Due to the inversion symmetry breaking, InAs/GaSb quantum well has considerable Rashba spin orbit coupling and is described by a modified BHZ model on square lattice with extra (small) bulk inversion asymmetry (BIA) and structural inversion asymmetry (SIA) term described by the tight-binding Hamiltonian $H_{TB} = H_{BHZ} + H_{BIA} + H_{SIA}$, where

$$H_{BIA} = \sum_{k, \sigma} \Delta E(k) C_{E, \downarrow, k, \sigma}^\dagger C_{E, \uparrow, k, \sigma} + \Delta H(k) C_{H, \downarrow, k, \sigma}^\dagger C_{H, \uparrow, k, \sigma} + \Delta 0 (C_{E, \downarrow, k, \sigma}^\dagger C_{H, \downarrow, k, \sigma} - C_{E, \uparrow, k, \sigma}^\dagger C_{H, \uparrow, k, \sigma}) + c.c (12)$$

$$H_{SIA} = \sum_k i \xi_E(k) C_{E, \downarrow, k, \sigma}^\dagger C_{E, \uparrow, k, \sigma} + c.c$$

where $\Delta E(H)(k) \rightarrow \Delta E(H)(k) + i\xi_E(k)$ in the $k \rightarrow 0$ limit. $\xi_E$ is the electron Rashba term where $k_{\perp} = k_x \pm ik_y$. This leads to spin-flip term in the Hamiltonian $H_{TB}$. However, the interaction term is of the same form as the $H_U$ and the Hamiltonian has the same form as $H_T$ after diagonalizing $H_{TB}$ except that the spins have different quantization axis at each k point. In particular, the Hubbard interaction has similar effect on the model as the original Hubbard-BHZ model and the effect of orbital filling will be similar.

As discussed above, we see that when the H-orbital is lifted up and the system becomes a large gap topological insulator, stronger effects of electron interaction (and more exotic phases) are expected when the orbital are close to half-filling. The search for large gap topological insulator has been a hot topic after the discovery of topological insulator since larger gap implies that the topological effects can be measured at higher temperatures. This is important for the application of TI based electronic devices. Our calculation suggests that large gap TI is also helpful to realize exotic phases in TI. We note that large gap 2DTI has been predicted to exist in transition metal dichalcogenides described by the $k \cdot p$.
Hamiltonian,

\[ H_{TMD} = \begin{pmatrix} E_p(k_x, k_y) & 0 & -iv_1 \hbar k_x & v_2 \hbar k_y \\ 0 & E_p(k_x, k_y) & v_2 \hbar k_y & -v_1 \hbar k_x \\ iv_1 \hbar k_x & v_2 \hbar k_y & E_d(k_x, k_y) & 0 \\ v_2 \hbar k_y & iv_1 \hbar k_x & 0 & E_d(k_x, k_y) \end{pmatrix} \]  

in the basis of p and d orbital where \( E_p = -\delta + \frac{k^2 v^2}{2m_p} + \frac{\hbar^2 k^2}{2m_y} \), \( E_d = \delta + \frac{k^2 v^2}{2m_p} + \frac{\hbar^2 k^2}{2m_y} \). \( \delta \) is the inverted gap with value ranges from 0.284 eV to 0.978 eV (calculated in GW approximation)\(^{15}\). The inverted gaps are 20 to 100 times of HgTe/CdTe and InAs/GaSb quantum wells leading to closer to half band fillings for both p and d orbital. There has been some experimental evidence indicating that the 1T' structure of TMD material WTe\(_2\) is a 2D topological insulator\(^{28,49}\). Our study suggests that this material may be a good candidate for strong correlation effect.
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