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Abstract
Purpose – Insurance companies exist to manage the risk of others, which is why they are perceived to be competitive in risk management (RM). Considering this, we investigate how different RM capabilities make insurers effective in RM. These capabilities include understanding risk and risk management (URRM), risk identification (RI), risk assessment and analysis (RAA) and risk monitoring (RMON) activities in insurance companies. In addition, the authors probe how these capabilities can jointly yield a competitive advantage for the insurance industry under the resource-based view (RBV) and dynamic capabilities perspective (DCP).

Design/methodology/approach – The authors present a latent variable RM model for the insurance industry and employ structural equation modeling (SEM) to test the hypotheses. Furthermore, the authors also conduct confirmatory factor analysis (CFA) and convergent and discriminant validity analysis for model fit and invariance testing, respectively.

Findings – The results show that insurers who investigated RM-related capabilities directly influence their risk management practices (RMPs). Moreover, improving these capabilities will make insurers more effective in managing the risks of others. Thus, RM as a business process will yield a competitive advantage for the insurance sector. The findings are supported by the theoretical insights presented by the RBV and DCP. Furthermore, the model also adheres to the convergent and discriminant validity cut-off values.

Originality/value – To the best of the authors’ knowledge, this is the first study examining insurers’ RM practices as a source of a competitive advantage.
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1. Introduction

The preceding US financial crisis of 2007–2008 wiped out $3 trillion from the global market and mostly affected banks [1]. Insurers were the third-largest asset managers with portfolios worth $19 trillion; however, with few exceptions (e.g. American International Group (AIG) & Yamato Life), insurers’ prudent and conservative business policies proved to be resilient. However, the financial institutions that failed apparently applied sophisticated risk management (RM) techniques, but insurers’ RM practices were stronger. If we examine the other side of the picture, excessive risk exposure and poorly executed or nearly nonexistent management of credit risk made the insurers AIG and Yamato Life insolvent (Pathak et al., 2013) [2]. Discernibly, one can argue that effective RM determines the survival of insurance companies. Therefore, we present a model determining the antecedents of risk management practices (RMPs) in the insurance industry. Similarly, our study draws on theoretical insights from the resource-based view (RBV) and dynamic capabilities perspective (DCP) and investigates how the effectiveness of RM as a business process can yield a sustained competitive advantage for the insurance industry.

We use the RM process to assess an insurer’s competitive advantage for two reasons. First, the purpose of the existence of insurance firms is to manage the risk of others. Insurance firms are perceived to be competitive in managing risks. However, insurers’ business model, like other financial institutions, comprises multiple processes, such as customer services. They may have a competitive advantage in one business process and disadvantages in others. Second, the RM process, unlike others, is firm-driven whereas other processes may be market-driven. Thus, the assessment of the RM process will serve as a disaggregated measure of insurers’ competitiveness.

Our model, as shown in Figure A1, shows that the RM process [3] involves the following: (1) understanding risks and risk management (URRM), (2) risk identification (RI), (3) risk assessment and analysis (RAA), (4) RMPs and (5) risk monitoring (RMON). These components make handling those events possible and are measured by benchmarked items as recommended by various actuarial bodies, industry experts and RM laws in the USA, the UK, China and Pakistan [3]. We employ the banking sector RM model for three reasons: (1) past studies found that banks’ RM practices were effective (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; and Hameeda and Al-Ajmi, 2012); (2) the banking sector’s RM practices are fairly regulated worldwide with a more sophisticated RM regime – BASEL III – whereas insurers’ RM practices are regionally controlled; and (3) to the best of our knowledge, no past study has developed an RM model for the insurance sector. However, theoretically, the link between the banking and insurance industries is inconclusive. Some researchers propose that banking and insurance services are complementary to each other (e.g. Beck and Webb, 2003). For instance, the coverage offered by insurers can hedge people from risks and thus guarantee returns for banks. Moreover, during an economic boom period, banks with improved payment systems support the rapid development of the insurance sector. In contrast, the products offered by both industries can also be substitutes (Allen and Santomero, 2001; Haiss and Sümegi, 2008), and the products offered by insurers can also capture banks’ market share. This is called the “savings substitution effect”. In the context of RM, we argue that stronger RM by insurers will increase their financial health, thereby promoting customer confidence. Hence, stronger RM will perform a complementary role in promoting banks’ business because insurance policies are sold as bancassurance.
Modigliani and Miller (1958) argued that in perfect markets, corporate riskiness is irrelevant to firm value. Thus, RM does not yield any competitive advantage. In contrast, some researchers have suggested that RM may bring value to firms by mitigating and/or utilizing some market imperfections. The past literature has discussed the influence of RM on firm value (e.g. Liebenberg and Hoyt (2003); Hoyt and Liebenberg, 2011; Leiria et al., 2021) and performance (e.g. Meulbroek, 2002). However, it did not study RM from the perspective of the possible antecedent of a competitive advantage. In addition, past studies on RM and RBV have various shortcomings. First, the recent literature focusing on corporate risk modeling argues that the RM function in itself is endogenous (Ellul and Yerramilli, 2013; Smith and Stulz, 1985; Stulz, 2008) [4]. The endogeneity of the RM function could be due to two reasons. (1) The business process channel phenomenon when a firm’s intrinsic risk culture (that is, a business process) determines both risk mitigation and the strength of the RM function. For instance, insurers having a conservative (aggressive) risk culture might be more (less) risk averse and might have a strengthened (weakened) RM function. Evidence for the business process channel was found in the work performed by Fahlenbrach and Stulz (2011). They found that financial entities that underperformed in the 1998 Russian crisis also performed poorly in the 2007–2008 financial turmoil. (2) The hedging channel phenomenon means that entities that are more prone to financial turmoil are mostly likely to be aggressive in handling risks (Froot et al., 1993; Smith and Stulz, 1985). Hence, insurers are in the business of taking risks, and they may ideally resort to taking higher risks in tandem with stronger RM.

Second, the resource-based literature (e.g. Barney, 1986, 1991; Peteraf et al., 2013; Wernerfelt, 1984; Liu et al., 2019) has used a common approach of developing measures of resources/capabilities and theoretical criteria of yielding a sustained competitive advantage and enhancing firm performance. Furthermore, many of these studies (e.g. Farjoun, 1998; Markides and Williamson, 1994) have focused on tangible resources and used an aggregate measure of firm performance (Chen et al., 2019). Third, few empirical studies (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; Hameeda and Al-Ajmi, 2012) have investigated how RMPs are influenced by different RM processes. They showed that banks’ RMPs were significantly influenced by URRM, RI, RAA and RMON. Conversely, studies covering insurers’ RM practices primarily focused on risk assessment and quantification processes including risk responsibilities, capital assessment, risk reporting and decision-making and employee satisfaction (e.g. Vaughan, 2009). Past empirical studies (e.g. Acharyya and Mutenga, 2013; Atluntas et al., 2011; Tillinghast, 2006) only covered excerpts of insurers’ RM framework, and they were not able to present a comprehensive RM model applicable in the dynamic market. Moreover, they also failed to address how the relationship between the RM process and its constituent components holds. This paper fills these potential research gaps and intends to perform the following: (1) address the potential issue of endogeneity by employing a latent variable RM model, (2) examine insurers’ RM process within the context of the RBV and DCP, (3) investigate how insurers’ RMPs are influenced by different RM-related capabilities and (4) investigate how RM can yield sustained competitive advantage for insurers.

Consequently, we contribute to the existing literature in the following ways. First, we contribute to the managerial finance literature by presenting a latent variable RM model. Past studies used three approaches to study insurers’ RM: (1) using descriptive analysis to investigate the status of RM/ERM implementation (e.g. Atluntas et al., 2011; Tillinghast, 2006), (2) constructing an RM measure to study the strength of the RM function by regressing it on some micro- and macroeconomic variables (e.g. Ellul and Yerramilli, 2013) and (3) probing how a particular financial risk (e.g. credit risk) affects a given phenomenon (e.g. agency costs) (e.g. Caballero and Krishnamurthy, 2008; Leland, 1998). We argue that RM is a broad, dynamic and complex concept that cannot be measured directly (that is, it is unobservable) but rather can be inferred through other risk-related business processes. Its strength is more likely affected by a firm’s internal factors than external factors. Our model
investigates how firms’ RM function (that is, RMPs) is influenced by different RM processes. Second, we contribute to the strategic management literature and investigate how insurers’ RM function can yield a sustained competitive advantage under the RBV. Given the business model of the insurance industry, we assert that RM as a business process is an important source that enables insurers to realize their competitive potential. To the best of our knowledge, no study has used this approach.

The remainder of this article is structured as follows. In section 2, we discuss the theoretical background outlining the key theoretical insights of the RBV and DCP and how RM as a business process can yield a competitive advantage for the insurance sector. Section 3 discusses our model, the key variables of interest and the hypothesized relationships. Furthermore, section 4 provides details about our survey and statistical techniques employed. The empirical results and discussion are presented in section 5. Finally, section 6 concludes our article with a summary of the main findings, study limitations and future research directions.

2. Theoretical background

2.1 Risk management and the RBV

The RBV asserts that firms excel due to the resources they possess, not because of their product offerings. Ideally, firms might have access to the same pool of resources available in the market. However, one firm may be more competitive than another firm. Argumentatively, there is an intrinsic characteristic such as a “business process” that enables firms to transform these resources into valuable resources to achieve a sustained competitive advantage. The RBV argues that firms achieve and preserve competitive advantages by using worthwhile resources and capabilities that are unique (rare) (Barney, 1986, 1991; Barney and Wright, 1998; Peteraf, 2013; Wernerfelt, 1984). The theoretical expectations of the RBV suggest that not all business processes can yield a sustained competitive advantage (Ray et al., 2004). The RBV literature suggests that business processes that employ common resources can provide competitive parity. Similarly, processes using valuable and unique (rare) resources can provide a temporary competitive advantage. Furthermore, business processes employing valuable, rare and expensive to copy resources will provide a preserved competitive advantage (Barney, 1991). Accordingly, business processes applying intangible resources can be sources of sustained competitive advantages (Barney, 1991; Dierickx and Cool, 1989; Itami, 1987; Lippman and Rumelt, 1982).

A “business process is a set of routine activities that organizations take to reach their objectives” (Nelson and Winter, 1982; Porter, 1979; Ray et al., 2004). Contextually, resources are transformed into goods and services through business processes. Scholars admit that resources have the ability to give a competitive advantage depending on their utilization through business processes. Porter (1991, p. 108) argued that “resources are not valuable in and of themselves, but they are valuable because they allow firms to perform activities . . . business processes are the source of competitive advantage.”

RM as a business process represents an intangible, socially complex, causally ambiguous and path-dependent organizational resource if employed effectively and efficiently and can provide a sustainable competitive advantage to insurers. For a resource to bring a sustained competitive advantage under the RBV, it should satisfy the VRIN criteria (e.g. Barney, 1986, 1991; Peteraf, 1993; Wernerfelt, 1984; Liu et al., 2019). RM is valuable (V) because it brings value to insurers by allowing them to exploit market imperfections through risk mitigation. All insurers in the financial market conduct RM practices. However, organizational RM procedures are specific to a particular insurer only, making them rare (R). Socially, the complexity characteristics of RM make it inimitable (I). Stronger (weaker) RM practices strengthen (weaken) the financial health of the insurer, and the effect is determined by their financial rating. Insurers’ rating influences their market reputation. RM cannot be replaced by any other process, making it non-substitutable (N). Discernibly, insurers may not be able to attribute their performance and/or market reputation to superior RM practices, which
makes the effect causally ambiguous. RM is path-dependent and should be blended with organizational experience. The experience gained by risk managers tends to improve their competence in identifying risks, predicting their occurrence probability and effect and determining appropriate action plans.

2.2 Risk management and dynamic capabilities perspective
The RBV argues that firms gain a competitive advantage through their internal organization. Discernibly, the organizational strategy should focus on the market structure and the firm’s strategic situation within that structure (Porter, 1979). Specifically, the RBV assumes that firms possess “bundles of resources” that are distributed unevenly among them. Furthermore, the difference in resources can also persist over time (Mahoney and Pandian, 1992; Wernerfelt, 1984; Bogodistov and Wohlgemuth, 2017). Argumentatively, the RBV has limitations in a dynamic environment. The DCP covers this limitation. Dynamic capabilities relate to “the capacity of an organization to purposefully create, extend, or modify its resource base” (Helfat and Peteraf, 2007). DCP focuses on firms’ ability to adjust to expeditiously changing and immoderate environments (Teece et al., 1997).

Dynamic capabilities are traceable routines and processes that firms need to focus on to handle unforeseen circumstances and/or changing environments (dynamic market) to achieve a sustained competitive advantage. Dynamic capabilities are distinctive and path-dependent in nature, but they are notably common among firms (equivalently termed “best practice”). Eisenhardt and Martin (2000), stated that the “DCP is more homogeneous, fungible, equifinal, and substitutable than are usually assumed”. The DCP serves as a mechanism by which resources are transformed into a competitive advantage (e.g. Priem and Butler, 2000). Effective RM practices represent a dynamic capability enabling insurers to handle the uncertain and rapidly changing financial market. RM is an insurer-specific and strategic organizational process that creates value. However, RM has substantial empirical research involved with it; therefore, it has significant commonalities among top insurers. That is why most common RM practices can be referred to as insurers’ best practices.

2.3 Risk management and competitive advantages
US financial turmoil and the Eurozone sovereign credit crunch revealed that the global financial market is more sophisticated and interdependent than is usually assumed. The financial market is constantly changing to satisfy borrowers’ needs. Chronologically, the financial market has shifted from conventional financing modes to more complex modes. “Wall street greed” and “incentive compensation arrangement” (Harrington and Doeringhausen, 1993) made financial intermediaries devise structured financial instruments and hybrid securities, which significantly altered the financial market structure. For instance, credit default swaps (CDSs) converted AIG’s insurance assets into mortgage-backed securities (MBSs) and collateralized debt obligations (CDOs) supported by real estate assets. Eventually, AIG lost $21 billion and risked the solvency of the life insurance business and international financial market.

Metaphorically, the modern financial market can be classified as a high momentum market (e.g. Eisenhardt, 1989), where change has become nonlinear and capricious. Furthermore, when market borders are fogged, effective business models are hard to determine, and market drivers are ambiguous and continuously evolving. Similarly, uncertainty cannot be modeled in a high-velocity market as a probability because unforeseeable outcomes cannot be reasonably assessed (e.g. Eisenhardt and Martin, 2000). The very dynamic nature of the financial market has posed great challenges for RM in the insurance industry. To meet such challenges, insurers should convert the RM process (an intangible resource) into an organizational capability (e.g. read Cachón-Rodríguez et al., 2019, 2020, 2021). RM should give insurers the ability to assimilate, construct and reorganize
internal and external expertise to consider rapid changes in the financial market. RM should be significantly less reliant on available knowledge and instead concentrate on expeditiously generating situation-specific advance knowledge. For instance, AIG sold CDSs to protect against the risk of default of corporate bonds. Usually, if this position is held until maturity without any externality, then this is an arbitrage trade. Similarly, in the long run, arbitrage trades are subject to market risk. Nonetheless, AIG’s RM framework practically mapped both corporate bonds and CDS to the risk of default, ignoring systematic risk. We argue that effective RMPs can yield a competitive advantage for the insurance industry. In addition, insurers’ RM process consists of different subprocesses/constructs, and the model that we present shows the hypothesized relationship between them (see section 3). Discernibly, an effective RM function should meet these relationships.

3. The model and hypothesis development
RM is a holistic process that examines whether other business processes within the firm are in agreement with its strategic objectives (Desender, 2007; Pagach and Warr, 2008; Nocco and Stulz, 2006; Regine and Bart, 2018). The financial sector also provides a mechanism to assess investment and performance decisions. Managers should develop an RM strategy consistent with the dynamic environment and the firm’s risk appetite (Atluntas et al., 2011; Moreno, et al., 2021).

Efficient risk integration is the bottom line of the RM process, where interrelations among risks and risk prioritization are addressed. We argue that insurance industries such as banks and other financial institutions are exposed to similar risks, which is why we adopt the RM model previously used for the banking industry to assess the effectiveness of insurers’ RMPs. Insurers have always been and will continue to be large institutional investors prone to market volatility. Furthermore, although the prior financial crisis did not affect the insurance industry much, not all insurers survived the crisis unharmed. It can be argued that large losses can still occur even if RM is flawless (Jorion, 2009). Lehman and Hoffmann (2010) stated that “the challenges emanating from the different business models and the sector-specific response of the RM practice in insurance and banking have made RM an endogenous and self-reinforcing process that over time may indeed have led to the different outcomes observed in real-time.”

Nevertheless, past studies concerning insurers’ RM steps (e.g. RI, RAA and RMON) slightly differ in terminologies (e.g. Carbone and Tippett, 2004; Falkner and Hiebl, 2015; Hopkins, 2015). However, they failed to find a relationship between the RM process and its components. Moreover, past empirical studies (Atluntas et al., 2011; Tillinghast, 2006) only covered excerpts of the insurers’ RM framework, and they were not able to present a comprehensive RM model applicable in the dynamic environment. Insurers assume indispensable risks to achieve their strategic objectives matching their “risk appetite”.

Past RM studies covering the banking sector (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassam, 2009; and Hameeda and Al-Ajmi, 2012) argue that organizational RMPs are influenced by URRM, RI, RAA and RMON. The aforementioned antecedents of the RM function are latent variables. In accordance with the previous strand of literature, we measure these latent variables through Likert scale items. Our latent variable RM model will help us determine how the relationships among these variables hold, which previous RM studies focusing on insurers were unable to capture (e.g. Atluntas et al., 2011; Tillinghast, 2006; and Yevgen and Veit, 2017). The details of these items are presented in Table A2. We will briefly discuss these latent variables here:

3.1 RMP
We use insurers’ RMPs as the dependent variable. We measure our RMP construct with three items (i.e. RMP1, RMP2 and RMP3). Past studies have identified that for effective RM
practices, RM procedures should be well documented (RMP1) (S&P, 2005), and organizations should also encourage training programs in the area of RM and business ethics (RMP2) (AAA, 2013) [5].

3.2 URRM
RM is a path-dependent process. It is important not only to understand current scenarios but also to understand a series of historical events. In other words, insurers should not merely focus on “who we are” but also “how we got here.” In the financial market, the majority of advancements in RM are influenced by past experiences. Risks may emerge through multiple sources, and these sources of risk emergence diminish with time, making the RM process path-dependent. We argue that for effective RM, insurers should have a clear understanding of past practices/experiences and imaginable future events at all levels within the organization. This can only be achieved through a clear understanding of commonly used RM terminologies (e.g. insurers’ risk profile and risk appetite) at an individual level (Tiberius et al., 2021). URRM is the overlapping pool of individual and collective knowledge regarding how RM tools may be used to generate and sustain competitive advantages. The common understanding of RM and organizational capabilities to handle potential risks will facilitate the achievement of risk mitigation objectives by setting a common direction at all levels.

We used three (3) items to measure our URRM construct. Similarly, we ask insurance personnel whether there is a common understanding of the organizational risk profile (URRM1), risk appetite (URRM2) and risk tolerance (URRM3) at all levels. Past studies have shown that a positive link exists between URRM and banks’ RMPs (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; and Hassan and Al-Ajmi, 2012). Similarly, we anticipate that URRM positively influences insurers’ RMPs because a good understanding of risks and RM terminologies collectively will enhance their capacity to take the right actions.

3.3 RI
RM starts with the identification of various risks emerging in the dynamic environment. RI is a dynamic capability that forms the basis of the entire RM process. Effective identification of potential internal and external risks is crucial for effective and flawless risk strategy formulation. RI involves highlighting the internal (e.g. business activity) and external (e.g. industry-specific changes) factors that might affect a firm and/or risks faced and reference values (e.g. equity capital). Insurers’ incompetence in RI will render the entire RM function ineffective.

The literature suggests that an organization’s RI should agree with its strategic objectives (RI1), be effective (RI2) and be comprehensive (RI3). Al-Tamimi and Al-Mazrooei (2007) and Hassan (2009) reported that banks did not face any difficulty in identifying and classifying their potential risks. They also found a positive relationship between RI and RMP. We also expect that RI will positively impact insurers’ RMP because the correct identification of risks will complement the entire RM process.

3.4 RAA
RAA involves insurers’ capability of evaluating the likelihood and magnitude of the risks identified and how they align with their risk strategy and long-term goals. According to the consensus reached by policy-makers, practitioners and academia, one of the reasons for the subprime risks faced by financial institutions during the 2007–2008 crisis was the flaws in risk assessment at financial institutions. Possible explanations could be the following: (1) c-suite or highly compensated market participants knowingly took excessive tail risks and were not restrained by risk managers (Senior Supervisors Group, 2008), Kashyap et al. (2008)
and (2) managers’ risk assessment was hindered by historical measures, and they unknowingly ignored low-probability, nonsalient events that turned out to be significant (Botzen et al., 2010; Shleifer, 2011; Darren and Francesco, 2018; Otero et al., 2020).

We measure the RAA construct through four (4) items. Accordingly, we ask insurance personnel if their RM framework could assess risks qualitatively (RAA1) (IAA, 2008) and quantitatively (RAA2) (IAA, 2008). We also ask whether risk prioritization (RAA3) exists (EU Solvency II, 2016) and whether RAA is hindered by resource constraints (RAA4) (Al-Tamimi and Al-Mazrooei, 2007). Al-Tamimi and Al-Mazrooei (2007) and Hassan (2009) reported that banks’ RMPs were positively influenced by RAA. We predict that RAA is positively linked with insurers’ RMPs because insurers face resource constraints. RAA should be able to prioritize risks needing active management.

3.5 RMON
RMON involves insurers’ internal control capabilities including management information systems for controlling, monitoring and reporting risks. RMON aims to determine whether the risk exposures are in line with the desired level and handled properly. We asked insurance personnel whether the responsibility (RMON1) and accountability (RMON2) (IAA, 2008) for RM are understood at all organizational levels. Past studies (e.g. Al-Tamimi and Al-Mazrooei, 2007; and Hassan, 2009; To et al., 2021) reported a positive relationship between RMON and banks’ RMPs. We expect RMON to influence insurers’ RMPs positively because it will assist insurers in identifying the shortcomings in the entire RM process. All of the proposed relationships among constructs are presented in appendix Figure A1.

4. The survey
4.1 The instrument description
To study the RMPs of the insurance industry, a modified version of a questionnaire previously used for banks was adopted (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; Hameeda and Al-Ajmi, 2012). The authors modified the questionnaire to fit the insurance sector in different regulatory regimes [6]. The questionnaire used in this study was segmented into two parts. Part 1 consisted of five nominally scaled questions related to respondent profiles such as gender, industry experience, operational position, assigned department and qualifications. It also included three questions on insurance company features: insurer type, incorporated country and majority shareholders. Part 2 included 14 ordinally scaled questions and was divided into five segments, each representing a construct to measure (i.e. URRM, RI, RAA, RMON and RMP). The ordinal questions were measured on a five-point Likert scale. The responses were measured on a continuum ranging from strongly disagree to strongly agree. The questions asked in the questionnaire were bilingual, i.e. English and Chinese.

4.2 Data and sample description
To achieve the study objectives, a self-administered survey was conducted covering both life and nonlife insurers operating in the USA, the UK, China and Pakistan. The questionnaire was distributed to insurance companies having a significant market share in their respective countries [7] and having AM best ratings greater than or equal to B—. The questionnaires were randomly distributed to respondents working in the life and nonlife sectors through the social networking platform “LinkedIn”. However, in China and Pakistan, where the authors had geographical access, some of the questionnaires were distributed in print versions. The survey covered the period from October 2016 to March 2017. The research was conducted on a referral basis with informal assistance from the North American Association of Insurance
Commissioners (NAIC); the Institute and Faculty of Actuaries (UK); the Insurance Association of Pakistan (IAP); the Pakistan Society of Actuaries; Deloitte China; the University of International Business and Economics, Beijing, China and the China Association of Actuaries. Respondents who completed the questionnaire were asked to forward it to their colleagues. Respondents were provided an incentive to participate in the survey and were informed that for every successful questionnaire, one dollar would be donated to the Save the Children Inc. Syrian refugees' fund. In total 269 questionnaires were successfully filled. However, only one questionnaire from each department of an insurance company was considered, resulting in a total of 240 successfully completed questionnaires being included in this study [8]. Consequently, we were able to cover 73 insurers (i.e. 21 American, 19 British, 24 Chinese and 9 Pakistani companies) from both sectors.

The survey consisted of two phases: (1) distributing the online/print versions and collecting the completed surveys and (2) conducting a few follow-up interviews to obtain deeper insights and to find any inconsistencies among answers. According to the Swiss Re Sigma World Insurance Report 2017, the economies covered in this study contribute 44.92% of the world insurance market with respect to gross written premiums (the USA 28.9%, China 28.9%, the UK 7.03% and Pakistan 0.5%). The descriptive statistics for the sample are given in Table 1.

4.3 Statistical techniques

The answers provided by respondents were analyzed using numerous statistical methods including descriptive statistics and multivariate data analysis. However, due to the small sample size, the statistical significance possesses small power. It is worth mentioning here that even if some tests might not produce significant results, descriptive statistics indicate statistical significance. These tests cannot be interpreted as discrepancies do not exist (see appendix Table A4). In short, considering our sample size, these differences are not adequately large to be claimed “significant” with a minute probability of error.

Because the study was survey-based, confirmatory factor analysis (CFA) and structural equation modeling (SEM) were conducted as proposed by Kline (2011). CFA provided the ability to estimate the reliability and validity of the operational model, that is, how well the data fit the measurement model. SEM analysis allowed the authors to assess the goodness-of-fit of the CFA solution (Cachón-Rodríguez et al., 2019, 2021). Cronbach’s alpha and the average variance extracted (AVE) were calculated to assess convergent validity. Because the study was based on a multigroup survey, configural and metric invariance testing were conducted to test for measurement invariance of the questionnaire.

5. Results and discussion

5.1 Convergent and discriminant validity

We analyzed the constructs using two methods as recommended by Anderson and Gerbing (1988). First, we analyzed the five constructs represented by sixteen items using CFA. CFA is conducted to confirm the factor structures on the suggested scales. CFA was performed after removing the outliers from the dataset, as proposed by Kline (2011). Because the subsamples (i.e. the USA, the UK, China and Pakistan) were relatively small, the responses from all the countries were analyzed together. Past studies by MacCallum et al. (1999) and Jackson et al. (2001) showed that sample sizes below 100 tend to be nonconvergent.

As shown in Table 2, CFA showed that the proposed measurement model had a relatively good fit ($\chi^2 = 111.384, DF = 62$, normed $\chi^2 = 1.797$, RMSEA = 0.058, CFI = 0.974, IFI = 0.974 and TLI = 0.961). Thus, it can be refuted that the constructs were correctly measured by the observed variable and that their measurement power was adequate. The internal consistency assessment (Cronbach’s alpha) of the constructs showed that the constituent items in the
The proposed model were reliable. The Cronbach’s alpha assessment fell between the ranges of 0.711 and 0.903, and this was far above of the minimally acceptable range of 0.6 recommended by Hair et al. (1988). The convergent validity of the measurement model was tested using the standardized factor loadings of the items. The loadings ranged from 0.679 to 0.888 at \( \alpha < 0.001 \) and exceeded the 0.5 level. Moreover, convergent validity was also confirmed through the composite reliability assessment, and the constructs’ reliability was acceptable and fell between 0.749 and 0.883 (Hair et al., 1988). The AVE of all five constructs also exceeded the minimum level of 0.5, as proposed by Hair et al. (1988) and they fell between 0.562 and 0.722, giving strong evidence of convergent validity (Conway and Lance, 2010; Siemsen et al., 2010). To test the discriminant validity among constructs, we needed to determine whether the correlations among constructs were significantly different from zero. The correlation confidence interval \( \text{correlations} + \pm 1.96 \times \text{standard error of estimate} \) did not

| Features                  | Frequency | Percentage distribution (%) |
|---------------------------|-----------|----------------------------|
| **Gender**                |           |                            |
| Male                      | 162       | 67.5                       |
| Female                    | 78        | 32.5                       |
| **Experience**            |           |                            |
| 5 years or less           | 125       | 52.1                       |
| More than 5 years but less than 10 years | 50 | 20.8 |
| More than 10 years        | 65        | 27.1                       |
| **Position**              |           |                            |
| Executive/director level  | 30        | 12.5                       |
| Middle management level   | 65        | 27.1                       |
| Supervisory level         | 29        | 12.1                       |
| Operational level         | 116       | 48.3                       |
| **Department**            |           |                            |
| Operation                 | 61        | 25.4                       |
| Finance                   | 25        | 10.4                       |
| Actuary/risk management   | 78        | 32.5                       |
| Treasury/investment       | 14        | 5.8                        |
| Others                    | 43        | 17.9                       |
| **Highest degree**        |           |                            |
| Graduate                  | 76        | 37.1                       |
| Masters                   | 99        | 41.2                       |
| Doctorate                 | 11        | 4.6                        |
| Professional              | 54        | 22.5                       |
| **Type**                  |           |                            |
| Life                      | 111       | 46.3                       |
| Nonlife                   | 129       | 53.8                       |
| **Incorporated country**  |           |                            |
| USA                       | 28        | 11.7                       |
| UK                        | 31        | 12.9                       |
| China                     | 112       | 46.7                       |
| Pakistan                  | 69        | 28.8                       |
| **Majority ownership**    |           |                            |
| State-owned               | 71        | 29.6                       |
| Publicly owned            | 151       | 54.6                       |
| Foreign-owned             | 38        | 15.8                       |

Table 1. Sample features
possess 1 (Joeng and Jang, 2011). We also checked the maximum shared variance (MSV) and max R (H), which were also acceptable. Conclusively, CFA showed that the measurement model possessed both convergent and discriminant validity. For brevity, the items are indicated by abbreviations. The full forms are presented in appendix Table A2, and the correlation matrix of the constructs is presented in appendix Table A3. In the analysis available upon request, we show that none of the items were significantly correlated with each other.

Measurement invariance testing was conducted to assess how the constructs were supported by multiple groups (Kline, 2011). Due to very small country-wise subsamples, invariance testing was conducted by establishing two insurer subgroups: life and nonlife. Fan et al. (1999) studied the influence of the sample size on SEM and found that most of the model fit indices, such as the GFI, AGFI, RFI and NNFI, were affected by the sample size. Although the invariance testing results were largely influenced by a relatively small subsample size, overall, both configural invariance and metric invariance test results showed that in both groups, the constructs were represented in the same way. The invariance testing results are presented in Table 3.

5.2 SEM model
SEM analysis was conducted to assess the general model fit and relationships among constructs (as represented in Figure A1). The results of the SEM analysis are presented in Table 2, and the conceptual model is presented in appendix Figure A2. All of the goodness-of-fit indices fell between acceptable ranges, demonstrating that the structural model fit the data well. However, the significance of the chi-squared value (i.e. \( \rho \) value < 0.001) indicates that the estimated covariance matrix diverges significantly from the sample covariance matrix, and

| Variables | Standardized loadings | Cronbach’s alpha | Construct reliability (CR) | AVE | MSV | Max R (H) |
|-----------|-----------------------|------------------|-----------------------------|-----|-----|-----------|
| URRM      |                       | 0.829            | 0.853                       | 0.659 | 0.578 | 0.854     |
| URRM1     |                       | **0.839***       |                             |      |      |           |
| URRM2     |                       | **0.791***       |                             |      |      |           |
| URRM3     |                       | **0.813***       |                             |      |      |           |
| RI        |                       | 0.881            | 0.883                       | 0.716 | 0.585 | 0.886     |
| RI1       |                       | **0.859***       |                             |      |      |           |
| RI2       |                       | **0.870***       |                             |      |      |           |
| RI3       |                       | **0.808***       |                             |      |      |           |
| RAA       |                       | 0.785            | 0.836                       | 0.562 | 0.523 | 0.853     |
| RAA1      |                       | **0.739***       |                             |      |      |           |
| RAA2      |                       | **0.715***       |                             |      |      |           |
| RAA3      |                       | **0.855***       |                             |      |      |           |
| RAA4      |                       | **0.679***       |                             |      |      |           |
| RMON      |                       | 0.837            | 0.838                       | 0.722 | 0.585 | 0.849     |
| RMON1     |                       | **0.888***       |                             |      |      |           |
| RMON2     |                       | **0.801***       |                             |      |      |           |
| RMP       |                       | 0.747            | 0.749                       | 0.600 | 0.521 | 0.757     |
| RMP1      |                       | **0.813***       |                             |      |      |           |
| RMP2      |                       | 0.734            |                             |      |      |           |

**Note(s):** Goodness-of-fit index: \( \chi^2 = 111.384, \) DF = 62, normed \( \chi^2 = 1.797, \) RMSEA = 0.058, CFI = 0.974, IFI = 0.974 and TLI = 0.961
***\( \rho \) value < 0.001
**\( \rho \) value < 0.01
*\( \rho \) value < 0.05

Table 2. Confirmatory factor analysis results (N = 240)
this divergence can be attributed to sampling size issues (Fan et al., 1999). To overcome this chi-squared shortcoming, the normed chi-squared was calculated, and it fell in an acceptable range of 1.0–3.0. The other indices, such as the comparative fit index (CFI), incremental fit index (IFI) and Tucker-Lewis index (TLI), significantly exceeded the cut-off value of 0.90; in contrast, the goodness-of-fit index (GFI) was relatively lower. In addition, the root mean square residual (RMR) and root mean square error of approximation (RMSEA) also fell between acceptable ranges, further confirming that the structural model fit the data well.

5.3 Discussion
Our findings show that comprehensive RI, improved RMON and extensive RAA by insurers will improve the effectiveness of RM function. In addition, our results also indicate that an increase in the URRM will also improve insurers’ RM function, but the relationship is statistically nonsignificant (see Table 4). Our results are consistent with the findings of Al-Tamimi and Al-Mazrooei (2007), Hassan (2009) and Hameeda and Al-Ajmi (2012). They found that banks’ RMP function was positively influenced by URRM, RI, RMON and RAA for

| Variable relationships | Standardized estimate | t-statistic | p-value | Significance |
|------------------------|-----------------------|------------|---------|--------------|
| RMP → RI               | 0.209                 | 1.875      | 0.061   | *            |
| RMP → RMON             | 0.345                 | 2.800      | 0.005   | ***          |
| RMP → RAA              | 0.223                 | 2.357      | 0.018   | **           |
| RMP → URRM             | 0.119                 | 1.188      | 0.235   |              |

| Model fit indices | Cut-off value |
|-------------------|---------------|
| $\chi^2 = 106.956$|               |
| DF = 62           |               |
| $p$-value < 0.001  |               |
| Normed $\chi^2 = 1.725$ | 1.0–3.0     |
| RMSEA = 0.057     | <0.08        |
| CFI = 0.977       | >0.90        |
| IFI = 0.977       | >0.90        |
| TLI = 0.966       | >0.90        |

Table 4. Structure equation modeling results

Note(s): ***$p$-value < 0.01
**$p$-value < 0.05
*p$-value < 0.1
banks operating in the Middle East region. Our results agree with RBV’s expectation that intangible and socially complex resources such as URRM, RI, RMON and RAA will enhance the effectiveness of the business processes within an organization (e.g. RM). RM is a socially complex and path-dependent phenomenon; hence, insurers should have a sound understanding of the common risks and RM terminologies. This will enable insurers to purposefully create and modify their RM framework to fit the dynamic environment. URRM and RI are specialized skills (or resources) that enable management to formulate an effective organizational risk strategy consistent with their strategic goals. Furthermore, RMON and RAA are recursive business processes that enable firms to examine the effectiveness of their RM function in achieving their strategic goals. The positive relationships between RMP and URRM, RI, RAA and RMON show that insurers’ RM function is effective. This supports the DCP in that effective RM can also enhance insurers’ competitiveness. The goal of insurers is to bear the risk of others; and improved URRM, RI, RAA and RMON will enable them to meet their strategic goal of minimizing risks effectively. Thus, they will perform competitively.

Our results show that insurers’ RMPs are positively influenced by URRM, but the relationship is nonsignificant (see Table 4). This finding is quite puzzling because studies conducted by practitioners (e.g. AAA, 2013; S&P, 2005) recommended that there should be a common understanding of the various risks and RM terminologies at all organizational levels in the insurance industry; hence, strengthening URRM will also enhance insurers’ RM framework. From practitioners’ perspective, enhanced knowledge of URRM will enable insurers’ personnel to better understand their perceived contribution towards organizational RM objectives. In addition, our results also show that insurers’ RMPs were positively and significantly influenced by RI. Our finding related to RI is propitious for the insurance sector and is also consistent with the previous strand of literature (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; and Hameeda and Al-Ajmi, 2012). Comprehensive RI will correctly recognize relevant risks; hence, stronger RI will complement insurers’ RM. Similarly, correct identification of the relevant risks will assist in designing appropriate RM measures. Furthermore, we also found that RAA positively and significantly influences insurers’ RMPs. This promising finding is consistent with previous studies (e.g. Al-Tamimi and Al-Mazrooei, 2007; Hassan, 2009; and Hameeda and Al-Ajmi, 2012) that banks’ RMPs were positively and significantly influenced by RAA. From practitioners’ perspective, improving insurers’ ability to assess and analyze risks will enable them to correctly match their risk-taking with their risk tolerance. Finally, our results show that insurers’ RMPs are also positively and significantly influenced by RMONs. This finding is also consistent with the previous strand of literature. For instance, Hameeda and Al-Ajmi (2012) found that banks’ RMPs were positively influenced by RMON. From practitioners’ perspective, improved RMON will enable insurers to determine whether the risk exposures are in line with the desired level and addressed properly. It will also give insurers the ability to take corrective measures where necessary.

6. Conclusion
In this study, we investigated how insurers’ RMPs can yield a sustained competitive advantage for the insurance industry. We did this by studying the relationship between insurers’ RMPs and different RM-related capabilities/processes, namely, URRM, RI, RAA and RMON. Similarly, we found that insurers’ RMPs were significantly influenced by RI, RAA and RMON. Our findings agreed with the expectations of the RBV and DCP. However, URRM did not have any influence on insurers’ RMPs. We argued that insurers’ RM framework, as a business process, is an intangible resource that satisfies VRIN criteria (see section 2 for the details). However, insurers’ RM-related practices are significantly common in the industry and are often termed best practices. We further contend that an effective RM framework will
enhance insurers’ capability to purposefully create and modify their resource base to fit a high momentum financial market.

The significance of our study is supported by its unique purpose. We found that different RM-related capabilities of interest played significant roles in determining the effectiveness of insurers’ RMPs. Our findings entail several practical and policy implications. These findings can generally be applied not only to the insurance industry but also to other financial institutions. For instance, from a regulatory perspective, our research findings will assist regulators in setting priority-based regulatory guidelines. Moreover, from a practitioner’s perspective, our findings can be used by insurers to introduce RM-related training and development programs to rectify the shortcomings identified by this study.

The few limitations of this study are that the questions asked in this were closed-ended, respondents were required to choose among available options and they were not encouraged to provide their feedback. Second, our second limitation is the use of a 5-point Likert scale (e.g. strongly disagree to strongly agree) to measure respondents’ opinions. Respondents were encouraged to select their opinion from available alternatives without providing a suitable rationale. However, the appropriate rationale could highlight the magnitude of the huge difference between the opinions.

Considering the study findings and limitations, as well as the scarce literature on insurers’ RM practices, future research directions abound. The possible future directions could be secondary data analysis covering the past trends and financial shocks of the developed and emerging insurance markets to arrive at more objective findings.

Endnotes

(1) The model we have adopted has been used to assess banking sector RMPs. See Al-Tamimi and Al-Mazrooei (2007), Hassan (2009) and Hameeda and Al-Ajmi (2012) for further details.

(2) First, the authors incorporated the insurance literature into the questionnaire then, the questionnaire was sent to the industry experts such as CEOs, CFO’s, Directors and CRO’s of all the economies. They were asked to comment on the questionnaire based on their feedback the modifications were made, and the questionnaire was sent again, this process was repeated until the final draft. Afterward, a pilot study with a sample size of 100 was conducted. During the pilot study, a questionnaire was further amended based on respondents’ feedback and CFA analysis. The details of the questionnaire modifications are presented in Appendix Table A1.

(3) The numerous definitions of the RM process exist in the literature. This definition is the most comprehensive one. See Bogodistov and Wohlgemuth (2017) for details.
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Notes
1. International monetary fund (2009).
2. AIG suffered losses of $99.2 billion in 2008. Furthermore, Japanese time-honored insurer Yamato Life failed with $2.7 billion in debts.
3. We adopted the questionnaire previously used to assess the effectiveness of the risk management practices of the banking sector (e.g. Hameeda and Al-Ajmi, 2012). In addition, for each variable of interest, we incorporated recommendations made by local actuarial bodies and regulatory frameworks of the sample region (see Appendix A1 & A2 for details). We treated these recommendations as benchmark RM practices. Moreover, we sent the final draft of the questionnaire to the key personnel (e.g. CEO, CRO, etc.) of the insurance sector of the sample region and asked for their feedback (see the Acknowledgment section for the details). Then, the questionnaire was resent to the same experts after including recommended amendments. This process was repeated until a consensus was reached.
4. An endogenous phenomenon is one that evolves within a particular system rather than outside that system.
5. For the details of the items, please refer to appendix Tables A1 and A2.
6. First, the authors incorporated the insurance literature into the questionnaire. Then, the questionnaire was sent to industry experts such as the CEOs, CFOs, directors and CROs of insurance companies operating in China, Pakistan, the UK and the USA. These experts were asked to comment on the questionnaire. Based on their feedback, modifications were made, and the questionnaire was resent again. This process was repeated until the final draft was acquired. Then, a pilot study with a sample size of 100 was conducted. During the pilot study, the questionnaire was further amended based on respondents’ feedback and CFA. The details of the questionnaire modifications are presented in Appendix Table A1.
7. We calculated the market share as the sum of the direct premiums written across all product lines by a particular insurer divided by the sum of direct premiums written in fire, allied, commercial multiple perils and homeowners’ lines by all insurers nationwide.
8. The reason for this is that during the survey, we noticed that similar responses were collected from the same department. However, when the responses were different, both of the filled questionnaires were considered.
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### Appendix

#### Item modification references (5-point Likert scale: 1-strongly disagree to 5-strongly agree)

| Item  | Description                                                                 |
|-------|-----------------------------------------------------------------------------|
| URRM1 | There is a common understanding of our organizational risk profile at all levels |
| URRM2 | There is a common understanding of our organizational risk appetite at all levels |
| URRM3 | There is a common understanding of our organizational risk tolerance at all levels |
| RI1   | Our risk management strategy is in agreement with our organizational objectives |
| RI2   | We have an effective risk identification in place                            |
| RI3   | Our risk identification procedure is comprehensive                          |
| RAA1  | Potential shocks (risks) to our business are assessed by using quantitative analysis methods |
| RAA2  | Potential shocks (risks) to our business are assessed by using qualitative analysis methods (e.g. high, moderate and low) |
| RAA3  | Our response to analyzing risk includes prioritizing risk and selecting those that need active management |
| RAA4  | Our response to analyzing risks are hindered by resource constraints          |
| RMON1 | Responsibility for risk management is clearly set out and understood at all levels |
| RMON2 | Accountability for risk management is clearly set out and understood at all levels |
| RMP1  | Our risk management procedures and processes are documented and provide guidance to staff about managing risks |
| RMP2  | Our organizational policy encourages training programs in the area of risk management as well as, business ethics |

#### Constructs Correlation matrix

| Constructs | URRM | RI  | RAA  | RMON  | RMP  |
|------------|------|-----|------|-------|------|
| URRM       | 1    |     |      |       |      |
| RI         | 0.683| 1   |      |       |      |
| RAA        | 0.572| 0.723| 1    |       |      |
| RMON       | 0.760| 0.765| 0.661| 1     |      |
| RMP        | 0.622| 0.710| 0.677| 0.722| 1    |

**Note(s):** all the correlations were significant at 0.01 level
|    | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
|----|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| URR1 | 18.5 | 40.7 | 33.3 | 0 | 71 | 71 | 64.3 | 21.4 | 19 | 78 | 233 | 544 | 12.6 | 7.6 | 25.8 | 10.6 | 51.5 | 4.5 |
| URR2 | 11.1 | 37 | 33.3 | 3.6 | 14.3 | 0 | 75 | 71 | 1 | 10.7 | 18.4 | 544 | 15.5 | 4.5 | 22.7 | 18.2 | 48.5 | 6.1 |
| URR3 | 7.4 | 3.7 | 22.2 | 40.7 | 25.9 | 0 | 10.7 | 7.1 | 78.6 | 36 | 1 | 5.8 | 233 | 563 | 13.6 | 3 | 28.8 | 16.7 | 45.5 | 6.1 |
| URR4 | 0 | 18.5 | 37 | 40.7 | 37 | 0 | 7.1 | 7.1 | 67.9 | 17.9 | 19 | 12.6 | 146 | 57.3 | 13.6 | 1.5 | 25.8 | 12.1 | 47 | 13.6 |
| URR5 | 0 | 11.1 | 25.9 | 29.6 | 33.3 | 0 | 7.1 | 10.7 | 60.7 | 21.4 | 3.9 | 9.7 | 17.5 | 563 | 12.6 | 25.8 | 9.1 | 48.5 | 16.7 |
| URR6 | 3.7 | 7.4 | 22.2 | 25.9 | 40.7 | 3.6 | 36 | 14.3 | 28.6 | 50 | 49 | 3.9 | 37.9 | 41.7 | 11.7 | 7.6 | 21.2 | 36.4 | 28.8 | 6.1 |
| URR7 | 0 | 3.7 | 29.6 | 40.7 | 25.9 | 0 | 71 | 32.1 | 35.7 | 25 | 19 | 6.8 | 37.9 | 35.9 | 17.5 | 13.6 | 36.4 | 36.4 | 13.6 |
| URR8 | 0 | 3.7 | 22.2 | 33.3 | 40.7 | 3.6 | 36 | 7.1 | 46.4 | 393 | 1 | 39 | 155 | 66 | 13.6 | 3 | 19.7 | 152 | 53 | 9.1 |
| URR9 | 0 | 0 | 22.2 | 29.6 | 48.1 | 3.6 | 36 | 7.1 | 39.3 | 46.4 | 1 | 7.4 | 194 | 523 | 19.4 | 1.5 | 19.7 | 152 | 48.5 | 12.1 |
| R1 | 0 | 11.1 | 11.1 | 37 | 40.7 | 3.6 | 36 | 7.1 | 64.3 | 21.4 | 19 | 19 | 28.2 | 51.5 | 16.5 | 15 | 25.8 | 13.6 | 53 | 6.1 |
| R2 | 0 | 7.4 | 18.5 | 51.9 | 22.2 | 3.6 | 36 | 7.1 | 71.4 | 14.3 | 29 | 7.8 | 369 | 447 | 7.8 | 15 | 22.7 | 19.7 | 51.5 | 4.5 |
| RAA1 | 0 | 0 | 3.7 | 48.1 | 48.1 | 3.6 | 36 | 25 | 57.1 | 10.7 | 1 | 6.8 | 233 | 641 | 4.9 | 3 | 16.7 | 30.3 | 48.5 | 1.5 |
| RAA2 | 3.7 | 7.4 | 11.1 | 33.3 | 44.4 | 7.1 | 0 | 25 | 50 | 17.9 | 19 | 4.9 | 31.1 | 544 | 7.8 | 15 | 18.2 | 19.7 | 54.5 | 6.1 |
| RAA3 | 3.7 | 7.4 | 33.3 | 33.3 | 22.2 | 3.6 | 0 | 21.4 | 53.6 | 21.4 | 0 | 49 | 447 | 398 | 10.7 | 4.5 | 16.7 | 30.3 | 42.4 | 6.1 |
| RAA4 | 0 | 7.4 | 11.1 | 37 | 44.4 | 0 | 0 | 143 | 53.6 | 32.1 | 0 | 29 | 272 | 602 | 9.7 | 3 | 15.2 | 152 | 62.1 | 4.5 |
| RAA5 | 0 | 11.1 | 22.2 | 37 | 29.6 | 0 | 36 | 28.6 | 46.4 | 21.4 | 0 | 1 | 34 | 563 | 8.7 | 3 | 4.5 | 31.8 | 57.6 | 3 |
| RMON1 | 3.7 | 7.4 | 18.5 | 33.3 | 37 | 3.6 | 36 | 17.9 | 50 | 25 | 1 | 49 | 272 | 573 | 9.7 | 3 | 9.1 | 19.7 | 52.1 | 6.1 |
| RMON2 | 7.4 | 22.2 | 25.9 | 44.4 | 3.6 | 36 | 21.4 | 46.4 | 25 | 0 | 49 | 282 | 573 | 9.7 | 15 | 3 | 33.3 | 53 | 9.1 |
| RMON3 | 18.5 | 44.4 | 37 | 3.6 | 0 | 143 | 607 | 21.4 | 0 | 1 | 28.2 | 534 | 175 | 15 | 12.1 | 25.8 | 54.5 | 6.1 |
| RMON4 | 3.7 | 14.8 | 40.7 | 40.7 | 0 | 7.1 | 7.1 | 50 | 35.7 | 1 | 39 | 272 | 563 | 11.7 | 15 | 4.5 | 24.2 | 63.6 | 6.1 |
| RMP1 | 7.4 | 7.4 | 51.9 | 33.3 | 3.6 | 0 | 10.7 | 60.7 | 25 | 19 | 5.8 | 282 | 495 | 14.6 | 15 | 3 | 21.2 | 56.1 | 18.2 |
| RMP2 | 3.7 | 11.1 | 37 | 40.7 | 40.7 | 3.6 | 36 | 10.7 | 64.3 | 17.9 | 1 | 10.7 | 262 | 55.3 | 6.8 | 3 | 10.6 | 18.2 | 56.1 | 12.1 |
| RMP3 | 3.7 | 7.4 | 37 | 51.9 | 0 | 36 | 17.9 | 53.6 | 25 | 0 | 10.7 | 223 | 54.4 | 12.6 | 3 | 13.6 | 21.2 | 51.5 | 10.6 |

**Table A4.** Percentage distribution by countries. Insurers’ RM as a business process.
**Figure A1.**
Proposed RM model relationships

**Figure A2.**
Standardized regression estimates for SEM analysis

*Note(s):*** $\rho$ value < 0.1; **$\rho$ value < 0.05; *$\rho$ value < 0.001;
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