A TEST FUNCTION METHOD FOR EVOLUTION EQUATIONS WITH FRACTIONAL POWERS OF THE LAPLACE OPERATOR
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ABSTRACT. In this paper, we discuss a test function method to obtain nonexistence of global-in-time solutions for higher order evolution equations with fractional derivatives and a power nonlinearity, under a sign condition on the initial data. In order to deal with fractional powers of the Laplace operator, we introduce a suitable test function and a suitable class of weak solutions. The optimality of the nonexistence result provided is guaranteed by both scaling arguments and counterexamples. In particular, our manuscript provides the counterpart of nonexistence for several recent results of global existence of small data solutions to the following problem:

\[
\begin{aligned}
    &u_{tt} + (-\Delta)^{\theta} u_t + (-\Delta)^{\sigma} u = f(u, u_t), \quad t > 0, \quad x \in \mathbb{R}^n, \\
    &u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x),
\end{aligned}
\]

with \( f = |u|^p \) or \( f = |u_t|^p \), where \( \theta \geq 0 \) and \( \sigma > 0 \) are fractional powers.

1. Introduction

In this paper, we investigate the critical exponent for the nonexistence of global solutions to evolution equations with fractional spatial derivatives and a source power nonlinearity.

We consider a linear differential operator

\[
L = \partial_t^m + \sum_{j=0}^{m-1} A_j \partial_t^j, \quad \text{where } A_j = a_j (-\Delta)^{\sigma_j},
\]

with \( m \geq 1, a_j \in \mathbb{R}, \) and \( \sigma_j \geq 0 \). Here \((-\Delta)^{\sigma_j}\) represents a (possibly) fractional power of the Laplace operator (see later, Definition 3.1). We assume that at least one among \( A_j \), with \( j = 0, \ldots, m-1 \) is a non-integer power of the Laplace operator.

We are interested in finding nonexistence results for global-in-time solutions to the Cauchy problem

\[
\begin{aligned}
    &Lu = |\partial_t^\ell u|^p, \quad t > 0, \quad x \in \mathbb{R}^n, \\
    &\partial_t^j u(0, x) = u_j(x), \quad j = 0, \ldots, m-1.
\end{aligned}
\]

In the evolution equation, a source power nonlinearity \( |\partial_t^\ell u|^p \) appears, with \( p > 1 \), and \( \ell \) an integer between 0 and \( m-1 \).
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Our interest is in a first moment motivated by recent global-in-time existence results derived for evolution equations with structural damping

\[
\begin{aligned}
&u_{tt} + (-\Delta)^{\sigma_1} u_t + (-\Delta)^{\sigma_0} u = f(u, u_t), \quad t > 0, \ x \in \mathbb{R}^n, \\
u(0, x) = u_0(x), \ u_t(0, x) = u_1(x).
\end{aligned}
\] (1.3)

In [7, 8], global existence in time of small data solutions to (1.3) in low space dimension is proved in the case \(0 < \sigma_1 < \sigma_0\) for supercritical powers \(p > p_0\) or, respectively, \(p > p_1\), when a power nonlinearity \(|f| \approx |u|^p\) or, respectively, \(|f| \approx |u_t|^p\) is considered. Here

\[
p_0 = 1 + \frac{2\sigma_0}{n - 2\sigma_1}, \quad p_1 = 1 + \frac{2\sigma_1}{n},
\]

if \(2\sigma_1 \leq \sigma_0\), whereas

\[
p_0 = 1 + \frac{2\sigma_0}{n - \sigma_0}, \quad p_1 = 1 + \frac{\sigma_0}{n},
\]

if \(2\sigma_1 \geq \sigma_0 > 1\). Also, in [15], global existence in time of small data solutions to

\[
\begin{aligned}
&u_{tt} + (-\Delta)^{\sigma} u = |u|^p, \quad t > 0, \ x \in \mathbb{R}^n, \\
u(0, x) = u_0(x), \ u_t(0, x) = u_1(x).
\end{aligned}
\] (1.4)

is proved for \(p > 1 + 2\sigma/(n - \sigma)\) when \(\sigma > 1\) in low space dimension.

The nonexistence counterpart of these existence results is derived by using a classic test function method, under the assumption that all powers of the Laplace operator are integer. That assumption of integer powers is motivated by the inefficacy of the classical test function method, when dealing with fractional differential operators. For the details of the classical test function method and related topics, we refer the reader to [39, 40, 41, 42] (see also [10, 11, 19, 28, 29, 34, 35] and references therein). For the application of a modified test function method to Cauchy problems with fractional derivatives in time and classical derivatives in space we address the reader to [8]. For an application of a test function method to nonlinearities of type \(\mu(|u|)|u|^p_{\sigma_c}\), where \(\mu\) is a modulus of continuity, we refer to [14].

In recent times, several authors investigated existence of global-in-time small data solutions for evolution equations with supercritical power nonlinearities, and the importance of having an instrument which provides a counterpart blowup or nonexistence argument for subcritical (and possibly critical) power nonlinearities is crucial. In particular, the counterpart of the global-in-time existence result for the classical damped wave equation [37] \((\sigma_1 = 0, \ \sigma_0 = 1 \text{ in } (1.3))\) has been derived in the critical case in [49] by a simple application of the test function method (for the wave equation without damping, the methods are different and we address the reader to the classical results in [20, 21, 22, 23, 30, 32, 44, 45, 46], but this list is far from being exhaustive).

In this manuscript, we provide a positive answer to this problem, constructing a suitable test function which behaves well when fractional Laplace operators are applied. In particular, we refer to Examples 6.2, 6.3 and 6.4. Moreover, with this construction, we can obtain a nonexistence argument for a wide class of possibly higher order operators, as in [11].

The non-existence of global-in-time weak positive solutions for \(u_{tt} + (-\Delta)^{\sigma} u = u^p\), with fractional values of \(\sigma\), has been proved in [16] for \(1 < p \leq 1 + 2\sigma/n\), using the
classical test function method. This was possible thanks to the pointwise control of fractional derivative derived by Córdoba and Córdoba in [1, Theorem 1] and [2, Proposition 2.3],

\[ ((-\Delta)^{s/2} \phi^2)(x) \leq 2\phi(x)(-\Delta)^{s/2} \phi(x) \]  

for any \( x \in \mathbb{R}^n \), \( 0 < s < 2 \), and \( \phi \in \mathcal{S} \), nonnegative, where \( \mathcal{S} \) is the Schwartz class.

The same approach works for some damped evolution models, \( u_{tt} + 2(-\Delta)^{\sigma/2} u_t + (-\Delta)^\sigma u = u^p \), see [9, 13]. In these models, a suitable sign assumption on the initial data was sufficient to guarantee the positivity of the solution, which was crucial to effectively employ estimate (1.5) in the test function method.

On the other hand, positive solutions may not exist in general cases. We mention that estimates of type

\[ |((-\Delta)^{s/2} \phi^2)(x)| \leq 2|\phi(x)(-\Delta)^{s/2} \phi(x)| \]  

for any \( x \in \mathbb{R}^n \) with some \( s > 0 \) and \( \phi \in C^\infty \) do not hold generally with compactly supported functions because \((-\Delta)^{s/2}\) is non-local when \( s \) is not even number. In [18], it is shown that (1.6) holds for \( 0 < s < 2 \) and \( \phi(x) = \langle x \rangle^{-q} \) with some \( q > 0 \).

The second goal of this manuscript is to provide a constructive method which allows us to directly compute the critical exponents of nonexistence for operators as in (1.1), simply knowing the fractional powers \( \sigma_j \) appearing in (1.1). Namely, we find the best possible scaling which relates the time and space variable, for which a nonexistence result holds for \( Lu = |\partial_t u|^p \).

For the ease of reading, the paper is organized in sections. In each section, we discuss an aspect of the problem considered:

- in Section 2, we give a suitable definition of test function, which fits our need to behave well with fractional Laplace operators, and consequently a definition of weak solution to (1.2);
- in Section 3, we discuss the action of the fractional Laplacian operators on the test function considered;
- in Section 4, we discuss how the critical exponent for (1.2) is obtained for different operators by a constructive method;
- in Section 5, we give the proofs of Theorems 1.2 and 1.3;
- in Section 6, we provide examples of the application of Theorems 1.2 and 1.3 to some equations;
- in Section 7, we briefly discuss the case of an equation with classical derivatives, for the ease of reference, showing the validity of the critical exponent constructed in Section 4.

Having in mind that the questions and details about “what is a weak solution”, “how the fractional Laplacian operator act on the test function”, and “how the critical exponent is derived” are postponed, respectively, to Sections 2, 3 and 4 we are ready to state our nonexistence results.

First of all, we construct the critical exponent for (1.2).

**Definition 1.1.** Let \( L \) be as in (1.1). To uniform the notation, we denote \( a_m = 1 \) and \( \sigma_m = 0 \) (here \((-\Delta)^0 = \text{Id}, \) the identity operator), consistently with the notation

\[ L = \sum_{j=0}^m A_j \partial_t^j, \quad \text{where} \quad A_j = a_j(-\Delta)^{\sigma_j}. \]
For any $\eta \in [0, \infty]$, we define the function
\[ g(\eta) = \min_{j=0, \ldots, m, a_j \neq 0} \{(j - \ell)\eta + 2\sigma_j\}. \]
Then we define
\[ p_c = \max_{\eta \in [0, \infty]} h(\eta), \quad \text{where} \quad h(\eta) = \frac{n + \eta}{(n + \eta - g(\eta))_+} = 1 + \frac{g(\eta)}{(n + \eta - g(\eta))_+}, \quad (1.7) \]
where $b_+ = \max(b, 0)$ for $b \in \mathbb{R}$ and we set $1/0 = \infty$. We call $p_c$ as in (1.7) the critical exponent for (1.2).

Our main result is the following.

**Theorem 1.2.** Let $L$ be as in (1.1), in particular at least one among $A_j$ is a non-integer power of the Laplace operator. We set $p_c$ be as in Definition 1.1 and we fix $q = n + 2s$, where $s \in (0, 1)$ is given by
\[ s = \min\{\sigma_j - [\sigma_j] : \sigma_j \text{ is not integer and } a_j \neq 0\}. \quad (1.8) \]
By $[\sigma]$ we denote the largest integer, smaller than or equal to $\sigma$, i.e., its floor function. We define
\[ I = \{j \geq \ell : \sigma_{j+1} = 0, a_{j+1} \neq 0\}. \]
We assume that $u_j = 0$ for any $j \leq \ell - 1$, that $u_j \in L^1(\langle x \rangle^q dx)$, for any $j = \ell, \ldots, m - 1$, with $j \notin I$, and that $u_j \in L^1$ for any $j \in I$. Here and in the following, we use the notation
\[ \langle x \rangle = (1 + |x|^2)^{\frac{1}{2}}. \]
Moreover, we assume the sign condition
\[ \sum_{j \in I} a_{j+1} \int_{\mathbb{R}^n} u_j(x) \, dx > 0, \quad (1.9) \]
where $a_j$ are as in (1.1). If there exists a global-in-time weak solution
\[ u \in W^{\ell, p}_{\text{loc}}([0, \infty), L^p(\mathbb{R}^n, \langle x \rangle^q dx)) \]
for (1.2), according to Definition 2.3, then $p \geq p_c$. Moreover, if $p = p_c$, then $\partial_\ell u \in L^{p_c}([0, \infty) \times \mathbb{R}^n)$.

**Remark 1.3.** We stated Theorem 1.2 with the most possible general definition of weak solution, which was consistent with the special test function employed in our argument (our main difficulty was in dealing with a non compactly supported test function). In particular, the nonexistence result applies to more regular solutions. In other words, regular solutions are also weak solutions, as it is customary. We show this in Section 2.

In the general case, we are not able to provide a nonexistence result in the critical case $p = p_c$, unless the derivatives are not fractional (see Section 7). A partial result for non-integer powers of the Laplace operator is provided by the following.

**Theorem 1.4.** Let $\ell = 0$. Under the assumption of Theorem 1.2, we further assume that $\sigma_0 \in (0, 3)$ is not integer. If there exists a global-in-time weak solution
\[ u \in L^p_{\text{loc}}([0, T), L^p(\mathbb{R}^n, \langle x \rangle^q dx)) \text{ to (1.2)} \]
then $p > p_c$. 

Remark 1.5. In Theorem 1.4, the assumption $\sigma_0 \in (0, 3)$ is technical. It is naturally expected that the assumption may be relaxed. For details, see Lemma 3.4 and Remark 3.3. Also, an analogous of Theorem 1.4 may be easily derived for $\ell > 0$, under suitable assumptions, but we avoid its statement, for the sake of brevity. An example of such application is provided in Example 6.4.

The sharpness of the critical exponent $p_c$ is discussed in two ways: by a scaling argument in Section 3 and by concrete examples collected in Section 6. For these models, we may prove a global existence result for supercritical powers $p > p_c$, and this shows the sharpness of the critical exponent $p_c$ found in our paper.

2. Test function and weak solutions

In this paper we employ a modified test function method to derive our results. In order to deal with nonlocal operators, as the fractional Laplace operator is, we will replace compactly supported test functions by suitable test functions with a polynomial decay. To present this approach, we introduce a definition of weak solution to problem (1.2) which fits our scopes.

Definition 2.1. Let $L$ be as in (1.1) and fix $q = n + 2s$, where $s \in (0, 1)$ as in (1.2). We define the space $C_q^\infty(\mathbb{R}^n)$ as the subspace of infinitely differentiable functions $\varphi$ such that $\langle x \rangle^q \varphi$ is bounded, and for any $\sigma > 0$, with $\sigma$ integer or $\sigma - [\sigma] \in (s, 1)$, the function $\langle x \rangle^\sigma (-\Delta)^\sigma \varphi$ is bounded.

Remark 2.2. The space $C_q^\infty$ is a vector space. We will show in Section 3 that it is nonempty, in particular, the function $\varphi(x) = \langle x \rangle^{-r}$ is in $C_q^\infty$, for any $r \geq q$. We notice that, due to $q > n$, we get the inclusion

$$C_q^\infty \subset L^\infty(\mathbb{R}^n, \langle x \rangle^q dx) \subset L^1.$$  

Moreover, if $\varphi \in C_q^\infty$, then $A_j \varphi \in L^\infty(\mathbb{R}^n, \langle x \rangle^q dx) \subset L^1$ for any $j = 0, \ldots, m$, as well, as a consequence of (1.8).

Definition 2.3. Let $L$ be as in (1.1) and fix $q = n + 2s$, where $s \in (0, 1)$ as in (1.2). Assume that the initial data in (1.2) verify the assumption

$$u_j = 0 \text{ if } j = 0, \ldots, \ell - 1 \text{ and } u_j \in L^1((x)^{-q} dx) \text{ if } j \geq \ell.$$

We fix $T \in (0, \infty]$. We say that $u \in W^{\ell, p}_{loc}([0, T), L^p(\mathbb{R}^n, \langle x \rangle^{-q} dx))$ is a weak solution to (1.2) if $\partial_t^j u(0, \cdot) = 0$ for any $j \leq \ell - 1$, and for any function $\psi \in C_c^\infty([0, T))$, with $\psi = 1$ in a neighborhood of 0 and for any function $\varphi \in C_q^\infty(\mathbb{R}^n)$, it holds

$$\int_0^T \psi(t) \int_{\mathbb{R}^n} |\partial_t^\ell u(t, x)|^p \varphi(x) \, dx \, dt = \sum_{j=0}^m (-1)^{j-\ell} \int_0^T \psi^{(j-\ell)}(t) \int_{\mathbb{R}^n} \partial_t^\ell u(t, x) A_j \varphi(x) \, dx \, dt$$

$$- \sum_{j=1}^{m-1} \int_{\mathbb{R}^n} u_j(x) A_{j+1} \varphi(x) \, dx,$$

where for $j \geq 0$, $\psi^{(j)}$ is the compactly supported primitive of $\psi^{(j+1)}$,

$$\psi^{(j)}(t) = - \int_t^T \psi^{(j+1)}(\tau) \, d\tau.$$
We say that the weak solution is locally-in-time defined if $T < \infty$, and is globally-in-time defined if $T = \infty$. Equivalently, a function $u \in W^{t,p}_{\text{loc}}([0, \infty), L^p(\mathbb{R}^n, (x)^{-q}dx))$ is a global-in-time weak solution if, and only if, $u|_{[0,T] \times \mathbb{R}^n}$ is a local-in-time weak solution, for any $T > 0$.

**Remark 2.4.** We recall that in Definition 2.3 and in the following, by $C_c^{\infty}(\mathbb{R})$, we denote the infinitely differentiable functions, compactly supported in $[0, T)$. In particular, functions in $C_c^{\infty}([0, T))$ vanish as $t \to T$, but may assume nonzero values at $t = 0$, since the interval $[0, T)$ is left-closed.

We stress that we fix a test function $\psi$ with a constant value in a neighborhood of the origin in order to simplify the definition of weak solution, see the proof of Proposition 2.7. The choice of assuming null initial data $u(0, \cdot) = 0$ for $j \leq \ell - 1$ has the same motivation. A definition of weak solution working for generic test functions $\psi \in C_c^{\infty}([0, T))$ may be easily derived following the proof of Proposition 2.7.

**Remark 2.5.** We remark that when $\ell = 0$, it holds

$$L^p_{\text{loc}}([0, T), L^p(\mathbb{R}^n, (x)^{-q}dx)) \subset L^p_{\text{loc}}([0, T) \times \mathbb{R}^n)$$

so that the weak solution space in Definition 2.3 is properly contained in a more customary weak solution space used when one deals with “classical” test functions $\varphi \in C_c^{\infty}$ and classical derivatives, say $\sigma_j$ are integers (see Section 7). We recall that $u \in L^p_{\text{loc}}([0, T), X)$ where $X$ is a normed functional space, if for any $T_1 \in [0, T)$, $u|_{[0, T_1]} \in L^p([0, T_1], X)$, that is,

$$\int_0^{T_1} \|u(t, \cdot)\|^p_X dt < \infty.$$ 

We emphasize the crucial difference between the space $L^p_{\text{loc}}((0, T), X)$ and its proper subspace $L^p_{\text{loc}}((0, T), \mathbb{R}^n)$.

The choice of the solution space $L^p_{\text{loc}}([0, T), L^p(\mathbb{R}^n, (x)^{-q}dx))$ is motivated by the fact that we are dealing with test functions of type $\varphi(x) = (x)^{-q}$ in this paper, where $q > n$.

When $\ell \geq 1$, the weak solution space is modified in $W^{t,p}_{\text{loc}}([0, T), L^p(\mathbb{R}^n, (x)^{-q}dx))$, so that the weak derivative $\partial_t^\ell u$ exists in $L^p_{\text{loc}}([0, T), L^p(\mathbb{R}^n, (x)^{-q}dx))$. Moreover, by standard embeddings, $u \in C^{\ell-1}([0, T), L^p(\mathbb{R}^n, (x)^{-q}dx))$, so that the initial condition $\partial_t^\ell u(0, \cdot) = 0$ (a.e.) for any $j \leq \ell - 1$ is well-defined.

**Remark 2.6.** We notice that the integrals in Definition 2.3 are well-defined for weak solutions. In particular, due to $A_j \varphi \in L^\infty((x)^qdx)$ for any $j = 0, \ldots, m$ (Remark 2.4), the integral

$$\int_{\mathbb{R}^n} u_j(x) A_{j+1} \varphi(x) dx$$

is well-defined, for any $j = \ell, \ldots, m - 1$, and

$$\int_{\mathbb{R}^n} |\partial_t^\ell u(t, x)| |A_j \varphi(x)| dx$$

$$\leq \left( \int_{\mathbb{R}^n} |\partial_t^\ell u(t, x)|^p (x)^{-q} dx \right)^{\frac{1}{p}} \left( \int_{\mathbb{R}^n} (x)^{q/p} |A_j \varphi(x)|^{p'} dx \right)^{\frac{1}{p'}},$$

with the latter integral being bounded by

$$\int_{\mathbb{R}^n} (x)^{q/p} |A_j \varphi(x)|^{p'} dx \leq C' \int_{\mathbb{R}^n} (x)^{-q} dx \leq C',$$
due to $q > n$.

We may easily show that smooth, classical solutions are weak solutions.

**Proposition 2.7.** Assume that $u_j = 0$ for any $j = 0, \ldots, \ell - 1$, and that $u_j \in S$, for any $j = \ell, \ldots, m - 1$ in (1.2), where $S(\mathbb{R}^n)$ is the Schwartz space. Assume that $u \in C^m([0, T), S)$ is a “classical” solution to (1.2). Then, $u$ is also a weak solution to (1.2), according to Definition 2.5.

**Proof.** We multiply the equation $Lu = |\partial_{x}^q u|^p$ in (1.2), by $\psi(t) \varphi(x)$, and we integrate with respect to time and space. Due to $\partial_{t}^j u(t, \cdot) \in S$ and $\varphi \in C_\infty^n$, by integration by parts in space, we first get

$$
\int_0^T \psi(t) \int_{\mathbb{R}^n} \varphi(x) \partial_{t}^j A_j u(t, x) \, dx \, dt = \int_0^T \psi(t) \int_{\mathbb{R}^n} \partial_{t}^j u(t, x) A_j \varphi(x) \, dx \, dt,
$$

for any $j = 0, \ldots, m$. For any $j = \ell + 1, \ldots, m$, after $j - \ell$ steps of integration by parts in time, recalling that $\psi = 1$ in a neighborhood of $t = 0$ and is compactly supported in $[0, T)$, we then obtain

$$
\int_0^T \psi(t) \int_{\mathbb{R}^n} \partial_{t}^j u(t, x) A_j \varphi(x) \, dx \, dt = -\int_{\mathbb{R}^n} \partial_{t}^{j-1} u(0, x) A_j \varphi(x) \, dx + (-1)^{j-\ell} \int_0^T \psi^{(j-\ell)}(t) \int_{\mathbb{R}^n} \partial_{t}^\ell u(t, x) A_j \varphi(x) \, dx \, dt
$$

where in the last equality we replaced the initial condition $\partial_{t}^{j-1} u(0, x) = u_{j-1}(x)$.

If $\ell \geq 1$, we shall also integrate by parts the term in which the $j$-th time derivative of $u$ appears, for any $j = 0, \ldots, \ell - 1$. After the first step of integration by parts, we obtain

$$
\int_0^T \psi(t) \int_{\mathbb{R}^n} \partial_{t}^\ell u(t, x) A_j \varphi(x) \, dx \, dt = -\psi^{(-1)}(0) \int_{\mathbb{R}^n} \partial_{t}^\ell u(0, x) A_j \varphi(x) \, dx
$$

$$
-\int_0^T \psi^{(-1)}(t) \int_{\mathbb{R}^n} \partial_{t}^{\ell+1} u(t, x) A_j \varphi(x) \, dx \, dt
$$

$$
= -\int_0^T \psi^{(-1)}(t) \int_{\mathbb{R}^n} \partial_{t}^{\ell+1} u(t, x) A_j \varphi(x) \, dx \, dt,
$$

where in the last equality we replaced the initial condition $\partial_{t}^\ell u(0, x) = 0$. Similarly, after a total of $\ell - j$ steps of integration by parts, we get

$$
\int_0^T \psi(t) \int_{\mathbb{R}^n} \partial_{t}^{j} u(t, x) A_j \varphi(x) \, dx \, dt = (-1)^{\ell-j} \int_0^T \psi^{(j-\ell)}(t) \int_{\mathbb{R}^n} \partial_{t}^j u(t, x) A_j \varphi(x) \, dx \, dt.
$$
This concludes the proof.

3. Fractional Laplacian and its action on the test function

There are several possible definitions of fractional powers of the Laplace operator, which are equivalent on suitable classes of functions.

Definition 3.1. For any \( s > 0 \), we may define the fractional Laplace operator \((-\Delta)^s\) : \( H^s \to L^2 \), as
\[
(-\Delta)^s f = \mathfrak{F}^{-1}(|\xi|^s \hat{f}),
\]
where \( \mathfrak{F} \) is the Fourier transformation in \( L^2(\mathbb{R}^n) \), and we denote \( \hat{f} = \mathfrak{F}(f) \). When \( s \) is an even integer, the definition is consistent with the definition of integer power of the Laplace operator.

If \( s > 0 \) is not an even integer, the operator \((-\Delta)^{s/2}\) admits an integral representation. For \( y \in \mathbb{R}^n \), let \( \tau_y \) be the translation operator given by \( \tau_y f(x) = f(x + y) \). Then the identity
\[
(-\Delta)^{s/2} f(x) = (-1)^{s/2} C_s \int_{\mathbb{R}^n} \frac{(\tau_{y/2} - \tau_{-y/2}) f(x)}{|y|^{n+s}} dy
\]
holds for any \( f \in H^s \), where
\[
C_s = 2^{-2[2/2]-2+s} \left( \int_{\mathbb{R}^n} \frac{\sin(y_1)^2}{|y|^{n+s}} dy \right)^{-1} > 0.
\]
The identity above is essentially shown in [12].

The fractional Laplace operator may be conveniently extended to more general spaces, in particular, it may be extended by duality to the tempered distribution space.

We collect some pointwise controls for the fractional derivative of bounded functions with bounded derivatives. For these functions, the action of the fractional Laplace operator may be defined via (3.1).

Lemma 3.2. Assume \( f \in C^2 \), bounded, with bounded derivatives. If there exists a constant \( C_0 \) such that the estimate
\[
|f(y)| \leq C_0 |f(x)|, \quad \sup_{|\alpha|=2} |\partial^{\alpha} f(y)| \leq C_0 \sup_{|\alpha|=2} |\partial^{\alpha} f(x)|
\]
hold when \( |x| \leq |y| \), then for \( |x| > 1 \), the following pointwise estimate holds:
\[
|(-\Delta)^{\sigma} f(x)| \leq C |x|^{-n-2\sigma} \int_{|y|<|x|} |f(y)| dy + C |f(x)||x|^{-2\sigma}
\]
\[
+ \frac{2^{3-2\sigma}}{2 - 2\sigma} C |x|^{2-2\sigma} \sum_{|\alpha|=2} \frac{|\alpha|}{\alpha!} |\partial^{\alpha} f(x/2)|,
\]
for any \( \sigma \in (0,1) \), where the action of the fractional Laplace operator is defined by (3.1).

Proof. We conveniently modify (3.1), i.e.,
\[
(-\Delta)^{\sigma} f(x) = -C_{2\sigma} \int_{\mathbb{R}^n} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+2\sigma}} dy.
\]
The Taylor theorem implies that
\[ f(x + y) - f(x) = \nabla f(x) \cdot y + \sum_{|\alpha|=2} \frac{|\alpha|}{\alpha!} y^\alpha \int_0^1 (1 - \theta) \partial^\alpha f(x + \theta y) d\theta, \]
\[ f(x - y) - f(x) = -\nabla f(x) \cdot y + \sum_{|\alpha|=2} \frac{|\alpha|}{\alpha!} (-y)^\alpha \int_0^1 (1 - \theta) \partial^\alpha f(x - \theta y) d\theta. \]

Therefore, by the symmetry, \((-\Delta)^\sigma f(x)\) is expressed by
\[ (-\Delta)^\sigma f(x) = 2C_{2\sigma} \int_{|y|>r} \frac{f(x) - f(x + y)}{|y|^{n+2\sigma}} dy \]
\[ - 2C_{2\sigma} \sum_{|\alpha|=2} \frac{|\alpha|}{\alpha!} \int_{|y|<r} \frac{y^\alpha}{|y|^{n+2\sigma}} \int_0^1 (1 - \theta) \partial^\alpha f(x + 2\theta y) d\theta dy \] (3.3)
with any \(r > 0\). We put \(r = |x|/2\). We estimate the first term of the right-hand side of (3.3). At first we have
\[ \int_{|y|>|x|/2} \frac{f(x)}{|y|^{n+2\sigma}} dy = C f(x)|x|^{-2\sigma}. \] (3.4)
The following estimates also hold:
\[ \int_{|y|>|x|/2} |f(x + y)| \frac{|y|^{n+2\sigma}}{|y|^{n+2\sigma}} dy \]
\[ \leq \int_{|y|<|x|/2} |f(x + y)| \frac{|y|^{n+2\sigma}}{|y|^{n+2\sigma}} dy + \int_{|y|>|x|/2} |f(x + y)| \frac{|y|^{n+2\sigma}}{|y|^{n+2\sigma}} dy \]
\[ \leq C|x|^{-n-2\sigma} \int_{|y|<|x|/2} |f(y)| dy + CC_0|f(x)||x|^{-2\sigma}. \] (3.5)
The second term of the right-hand side of (3.3) is estimated by
\[ \left| \sum_{|\alpha|=2} \frac{\alpha!}{|\alpha|} \int_{|y|<|x|/2} \frac{y^\alpha}{|y|^{n+2\sigma}} \int_0^1 (1 - \theta) \partial^\alpha f(x + \theta y) d\theta dy \right| \]
\[ \leq C \sum_{|\alpha|=2} \frac{\alpha!}{|\alpha|} \int_{|y|<|x|/2} \frac{dy}{|y|^{n+2\sigma-2}} |\partial^\alpha f(x/2)| \]
\[ \leq \frac{2^{2-2\sigma}}{2-2\sigma} C|x|^{2-2\sigma} \sum_{|\alpha|=2} \frac{|\alpha|}{\alpha!} |\partial^\alpha f(x/2)|. \] (3.6)
Since (3.4), (3.5), and (3.6) imply (3.3), we conclude the proof. \(\square\)

As a consequence of Lemma 3.2, we derive the following.

**Corollary 3.3.** Let \(f(x) = (x)^{-q}\), for some \(q > n\), and let \(\sigma > 0\). We set \(s = \sigma - |\sigma|\). Then
\[ \forall x \in \mathbb{R}^n : |(-\Delta)^\sigma f(x)| \leq C (x)^{-q_{\sigma}} \]
where \(C = C(n, \sigma) > 0\), and \(q_{\sigma} = q+2\sigma\) if \(\sigma\) is an integer, or \(q_{\sigma} = n+2s\) otherwise.

**Proof.** It is easy to check that
\[ (-\Delta)^\sigma f(x) = \sum_{k=0}^{[\sigma]} c_k (x)^{-q_{\sigma}-2k}, \] (3.7)
Lemma 3.4. In order to recover such property, we present the following result. The property that the derivatives of the test function vanish at the origin. In the classical test function method to deal with nonexistence results in the critical case (3.8), we may separately apply Corollary 3.3. 

Proof. Let us assume that \( \sigma \) is not an integer, that is, \( s \in (0, 1) \). Applying Lemma 3.2 separately to each term \( \langle x \rangle^{-q+i\sigma -2k} \) in (3.7), we may estimate

\[
|(-\Delta)^s \langle x \rangle^{-q+i\sigma -2k}| \leq C \langle x \rangle^{-n-2s},
\]

and this concludes the proof. \( \square \)

Thanks to Corollary 3.3, we get that the function \( \phi(x) = \langle x \rangle^{-q} \), where \( q = n+2s \), with \( s \) defined as in (1.8), belongs to the test functions space \( \mathcal{C}^\infty_0 \), introduced in Definition 2.1.

However, one crucial property missing for \((-\Delta)^{\sigma} \langle x \rangle^{-q} \), which is used in the classical test function method to deal with nonexistence results in the critical case is the property that the derivatives of the test function vanish at the origin. In order to recover such property, we present the following result.

**Lemma 3.4.** For \( \theta \in [0, 1] \), let

\[
\phi_\theta(x) = \frac{(1-\theta) + x^2}{1 + x^2}.
\]

Then for any \( q > 0 \) and \( \sigma \in (0, 3) \setminus \{1, 2\} \), there exists \( \theta_{n,\sigma,q} \in (0, 1) \) such that

\[
(-\Delta)^{\sigma} \langle \cdot \rangle^{-q} \phi_{\theta_{n,\sigma,q}}(0) = 0.
\]  

(3.8)

We notice that for any \( \theta \in (0, 1) \), the function

\[
\langle x \rangle^{-q} \phi_\theta(x) = \langle x \rangle^{-q} - \theta \langle x \rangle^{-(q+2)}
\]

is a nonnegative difference of functions to which we may separately apply Corollary 3.3.

**Proof.** For simplicity, we denote \( \langle \cdot \rangle^{-q} \phi_\theta \) by \( f_\theta \).

We recall that when \( 0 < \sigma < 1 \), (3.1) implies that the integral representation

\[
((-\Delta)^{\sigma} f_\theta)(x) = C_{2\sigma} \text{P.V.} \int_{\mathbb{R}^n} \frac{f_\theta(x) - f_\theta(x + y)}{|y|^{n+2\sigma}} dy
\]

holds. \((-\Delta)^{\sigma} f_\theta(0) > 0 \) follows from the fact that \( \sup f_\theta = f_\theta(0) = f(0) = 1 \). Similarly, \((-\Delta)^{\sigma} f_1(0) < 0 \) follows from the fact that \( \inf f_1 = f_1(0) = 0 \). Since the map \( \theta \rightarrow ((-\Delta)^{\sigma} f_\theta)(0) \) is realized as a continuous function, there exists \( \theta_{n,\sigma,q} \) satisfying (3.8).

When \( 1 < \sigma < 2 \), (3.1) implies that the integral representation

\[
((-\Delta)^{\sigma} f_\theta)(x) = -C_{2\sigma} \text{P.V.} \int_{\mathbb{R}^n} \frac{3f_\theta(x) - 4f_\theta(x + y) + f_\theta(x + 2y)}{|y|^{n+2\sigma}} dy
\]

holds. \((-\Delta)^{\sigma} f_\theta(0) < 0 \) follows from the fact that

\[
\tilde{f}(x) = 3 - 4\langle x \rangle^{-q} + \langle 2x \rangle^{-q} > 0.
\]
hols for \( x > 0 \). Indeed, \( \tilde{f}(0) = 0 \) and
\[
\tilde{f}'(x) = 4qx_{\langle x \rangle}^{-q-2} - (2x)^{-q-2} > 0
\]
for \( x > 0 \). Moreover, the estimate \( (\langle -\Delta \rangle^{\sigma/2}f_1)(0) > 0 \) also holds because
\[
-4\frac{x^2}{1 + x^2}x_{\langle x \rangle}^{-q} + \frac{4x^2}{1 + x^2} (2x)^{-q} \leq -\frac{4x^2}{1 + x^2} (\langle x \rangle - q - 2) \leq 0.
\]
Therefore, there exists \( \theta_{n,\sigma,q} \) satisfies (3.8).

When \( 2 < \sigma < 3 \), (3.1) implies that the integral representation
\[
(\langle -\Delta \rangle^{\sigma}f_\theta)(x) = -C_{2\sigma} P.V. \int_{\mathbb{R}^n} \frac{10f_\theta(x - 15f_\theta(x + y) + 6f_\theta(x + 2y) - f_\theta(x + 3y)}{|y|^{n+2\sigma}} dy
\]
holds. \( (\langle -\Delta \rangle^{\sigma}f_\theta)(0) > 0 \) follows from the fact that
\[
\tilde{f}(r) = 10 - 15(r)^{-q} + 6(2r)^{-q} - (3r)^{-q} > 0.
\]
hols for \( r > 0 \). Indeed, for \( r > 0 \),
\[
\frac{d}{dr} \tilde{f}(r) = qr f^\#(r),
\]
\[
f^\#(r) = 15(r)^{-q-2} - 24r^{-q-2} + 9(3r)^{-q-2}.
\]
hold. We claim that the estimate \( \tilde{f}(r) > 0 \) follows from the estimate \( f^\#(r) > 0 \) for \( r > 0 \). Since
\[
\frac{d}{dR} R^\sigma (1 + 9R)^2 (1 + 4R)^8 (1 + 4R)^9
\]
the Young inequality implies that the estimate
\[
\langle 2r \rangle^{-q-2} \leq \langle r \rangle^{-3q/2} \langle 3r \rangle^{-2q} / 8
\]
\[
\leq \frac{5}{8} \langle r \rangle^{-q-2} + \frac{3}{8} \langle 3r \rangle^{-q-2}.
\]
This implies that
\[
f^\#(r) > 0 \quad (3.9)
\]
holds for any \( r > 0 \). In addition, (3.9) implies that
\[
(\langle -\Delta \rangle^{\sigma}f_1)(x) = -C_{2\sigma} P.V. \int_{\mathbb{R}^n} \frac{f^\#(|y|)}{|y|^{n+2\sigma-2}} dy < 0.
\]
Therefore, there exists \( \theta_{n,\sigma,q} \) satisfies (3.8).

\[\square\]

**Remark 3.5.** It is naturally conjectured that (3.8) holds with any non even integer \( \sigma \) with some \( \theta \) and it seems numerically correct, at least.
4. THE CRITICAL EXPONENT

In this section, we describe how we derived the critical exponent in Definition 1.1 and how to compute it. The function $g$ is designed in order to describe the scaling property of the operator $L$ defined in (1.1), according to a scaling parameter $\eta$. Namely, if one applies a scaling argument to the time and space variable of the problem (1.2) by replacing $(t, x) \mapsto (R^{-\eta} t, R^{-1} x)$ for some $R > 1$, then

$$
\partial_t^{j-\ell} (\psi(R^{-\eta} t)) A_j(\varphi(R^{-1} x)) = R^{-(j-\ell)\eta - 2\sigma_j} (\partial_t^{j-\ell} \psi)(R^{-\eta} t) (A_j \varphi)(R^{-1} x).
$$

The terms above are the ones appearing in the definition of weak solution given by (2.1), and are related to the scaling of each term in $L$.

Since we are interested in taking the limit as $R \to \infty$, for any possible scaling parameter $\eta$, the function $g(\eta)$ gives the largest quantity of type $R^{-(j-\ell)\eta - 2\sigma_j}$, for any $j$. Namely,

$$
\forall R \geq 1, \quad R^{-(j-\ell)\eta - 2\sigma_j} \leq R^{-g(\eta)}.
$$

The scaling of the linear operator $L$ is then compared with the power nonlinearity $|\partial_t u|^p$ in (1.2). In particular, for a given scaling parameter $\eta$, one may prove that global solutions to (1.2) may exist only if $p \geq h(\eta)$ (see the proof of Theorem 1.2).

Since our aim is to obtain the largest possible range for nonexistence, we look for parameters $\bar{\eta}$ which realize the maximum $h(\bar{\eta}) = \max_{\eta \geq 0} h(\eta)$ and we apply our test function method with that optimal scaling $(R^{-\bar{\eta}} t, R^{-1} x)$. Indeed, as a consequence of the previous discussion, a scaling $(R^{-\eta} t, R^{-1} x)$ gives the largest possible range for nonexistence if we fix $\eta = \bar{\eta}$.

It is clear that $h(\eta)$ admits a maximum value (which may also be $\infty$ in some cases), since $h$ is a continuous function on the compact interval $[0, \infty]$. In this section, we show how to find $\max_{\eta \in [0, \infty]} h(\eta)$ constructively. In particular, we show that if $p_c \in (1, \infty)$, then there exists a unique maximum point $\bar{\eta}$ in the interval $(0, \infty)$; moreover, $h$ is increasing in $[0, \bar{\eta}]$ and decreasing in $[\bar{\eta}, \infty]$.

First of all, we discuss how $g$ may be conveniently represented.

**Remark 4.1.** The function $g$ is continuous and piecewise smooth, since it is piecewise described by the line $(j-\ell)\eta + 2\sigma_j$ with some $j$.

Moreover, there exists a unique finite sequence $\{(j_k, \eta_k)\}_{k=0}^{m_1}$ with $m_1 \leq m$, $\eta_0 = 0$, and $\eta_k$ increasing, such that

$$
\forall \eta \in [\eta_k, \eta_{k+1}): \quad g(\eta) = (j_k - \ell)\eta + 2\sigma_{j_k}, \quad (4.1)
$$

where we formally set $\eta_{m_1+1} = \infty$.

We have the following properties on the sequences $j_k$ and $\sigma_{j_k}$:

- it holds $j_0 = \min\{j : a_j \neq 0, \sigma_j = 0\}$ and $m_1 = \min\{j : a_j \neq 0\}$
- the sequence $j_k$ is decreasing; this is a consequence of the fact that the slope of the line $(j - \ell)\eta + 2\sigma_j$ is increasing with respect to $j$;
- the sequence $\sigma_{j_k}$ is increasing. Indeed, assume by contradiction that $\sigma_{j_{k+1}} \leq \sigma_{j_k}$; then, using that $j_k$ is decreasing, it follows that

$$(j_k - \ell)\eta + 2\sigma_{j_k} > (j_{k+1} - \ell)\eta + 2\sigma_{j_{k+1}} \geq g(\eta), \quad \forall \eta > 0.$$ 

This gives the contradiction, since $g(\eta)$ could never assume the value $(j_k - \ell)\eta + 2\sigma_{j_k}$.

Thanks to the representation of the function $g(\eta)$ given in Remark 4.1, we may easily find a sufficient and necessary condition to get $p_c = \infty$ in (1.7).
Remark 4.2. The critical exponent $p_c$ in (1.7) is $\infty$ (that is, we have no global-in-time solutions for any power nonlinearity $p > 1$) if, and only if, there exists $\eta \in [0, \infty)$ such that $g(\eta) - \eta = n$ (since $g(\eta) - \eta$ is a continuous function).

If $j_{m_1} \geq \ell + 2$, we find $p_c = \infty$, since $g(\eta) - \eta \not\nearrow \infty$ as $\eta \nearrow \infty$.

If $j_{m_1} = \ell + 1$, we find that

$$h(\infty) = \lim_{\eta \to \infty} \frac{n + \eta}{n + \eta - g(\eta)} = \infty,$$

so that $p_c = \infty$ as well, due to $g(\eta) = \eta - 2\sigma_j$ for any $\eta \in [j_m, \infty]$.

Assume now that $j_{m_1} \leq \ell$. Thanks to the representation of $g$ provided by Remark 4.1, the function $g(\eta) - \eta$ is increasing in $[0, \eta_k]$, and nonincreasing in $[\eta_k, \infty]$, where

$$k = \min\{k : j_k \leq \ell + 1\}.$$

As a consequence, $p_c = \infty$ if, and only if,

$$2\sigma_j \geq n + (\ell + 1 - j_k)\eta_k.$$

Thanks to the representation of the function $g(\eta)$ given in Remark 4.2, we may easily study the monotonicity of the function $h(\eta)$ in each interval of type $[\eta_k, \eta_{k+1}]$.

Remark 4.3. We assume that $p_c < \infty$, since the case $p_c = \infty$ is already discussed in Remark 4.2. As a consequence, we may replace:

$$h(\eta) = \frac{n + \eta}{n + \eta - g(\eta)} = 1 + \frac{g(\eta)}{n + \eta - g(\eta)},$$

for any $\eta \in [0, \infty)$, since the denominator is positive. We first notice that $h(0) = 1$, since $\sigma_{j_0} = 0$, and

$$h(\infty) = \lim_{\eta \to \infty} \frac{n + \eta}{n + \eta - g(\eta)} = \frac{1}{\ell + 1 - j_{m_1}} \leq 1,$$

due to $j_{m_1} \leq \ell$.

In order to determine $p_c$, we may differentiate $h$ with respect to $\eta$, for any $\eta \neq \eta_k$, where $\eta_k$ is given in Remark 4.2. We get:

$$h'(\eta) = \frac{-g(\eta) + (n + \eta)g'(\eta)}{(n + \eta - g(\eta))^2}.$$

The monotone behavior of $h$ is determined by the sign of $-g(\eta) + (n + \eta)g'(\eta)$. However, in any interval of type $[\eta_k, \eta_{k+1}]$, the sign is obtained by formula 4.1, that is,

$$\forall \eta \in (\eta_k, \eta_{k+1}) : -g(\eta) + (n + \eta)g'(\eta) = -2\sigma_{j_k} + n(j_k - \ell).$$

So the sign of $h'(\eta)$ is constant in every interval $(\eta_k, \eta_{k+1})$ and is given by

$$\forall \eta \in (\eta_k, \eta_{k+1}) : \text{sign} h'(\eta) = s_k \equiv \text{sign} (-2\sigma_{j_k} + n(j_k - \ell)).$$

Due to the fact that $j_k$ is decreasing and $\sigma_{j_k}$ is increasing, we find that $s_k$ is a decreasing function.

Recalling that $\sigma_{j_0} = 0$, we get $s_0 = 1$ if $j_0 \geq \ell + 1$ and $s_0 \leq 0$ if $j_0 \leq \ell$. In this latter case, $p_c = h(0) = 1$, and we get no result of nonexistence. Therefore, in the following we assume that $j_0 \geq \ell + 1$.

On the other hand, $s_{m_1} = -1$ as a consequence of $j_{m_1} \leq \ell$ (since we assumed $p_c < \infty$, see Remark 4.2).
Moreover, we may exclude the case where $s_k = 0$ for some $k$. Indeed, if $s_k = 0$, then $2\sigma_{j_k} = n(j_k - \ell)$. Since $\sigma_{j_k} \geq 0$, the estimate $j_k \geq \ell$ holds. \eqref{1.1} implies that we have

$$ g(\eta_k) = (j_k - \ell)(n + \eta_k), $$

so that

$$ h(\eta_k) = \frac{1}{\ell + 1 - j_k} = \begin{cases} 1 & \text{if } j_k \geq \ell + 1, \\ \infty & \text{if } j_k = \ell + 1. \end{cases} $$

The both cases contradict our assumptions, since $1 = h(0) < h(\eta_k) \leq p_c < \infty$, so there is no $k$ such that $s_k = 0$.

Therefore, there exists a unique $k$ such that $s_{k-1} = 1$ and $s_k = -1$; then $h$ is increasing in $[0, \eta_k]$ and decreasing in $[\eta_k, \infty)$, and the critical exponent is

$$ p_c = h(\eta_k). $$

Moreover, due to $g(\eta_k) < n + \eta_k$ (since $p_c < \infty$) and $s_k = -1$, we find the chain of inequalities

$$ n + \eta_k > g(\eta_k) = (j_k - \ell)\eta_k + 2\sigma_{j_k} > (n + \eta_k)(j_k - \ell), $$

which gives $j_k - \ell < 1$, that is, $j_k \leq \ell$.

**Remark 4.4.** Assume that $a_0 = \ldots = a_{k-1} = 0$, for some $k \geq 1$, and $a_k \neq 0$ in \eqref{1.1}. As a consequence, $j_{m_i} = k$. We may distinguish two cases. If $\ell \leq k - 1$, then $p_c = \infty$ due to $j_{m_i} = k \geq \ell + 1$ (see Remark 4.2). Assume now that $k \leq \ell$. In this case, we may define $w = \partial_t^k u$, and reduce the original problem \eqref{1.2} to a problem of order $m - k$ with power nonlinearity $|\partial_t^{\ell-k} w|^p$. Indeed, Cauchy problem \eqref{1.2} now reads as

$$ \begin{aligned}
\sum_{j=0}^{m-k} a_{j+k} A_{j+k} \partial_t^j w = |\partial_t^{\ell-k} w|^p, & \quad t > 0, \ x \in \mathbb{R}^n, \\
\partial_t^j w(0, x) = u_{j+k}(x), & \quad j = 0, \ldots, m - 1 - k.
\end{aligned} \tag{4.2} $$

For this reason, it is not restrictive to assume $a_0 \neq 0$ in meaningful examples, as the ones collected in Section 6.

**Remark 4.5.** Assume that $p_c \in (1, \infty)$ and let $\bar{\eta}$ satisfy $p_c = h(\bar{\eta})$. Then we define

$$ J_p = \{ j : \ a_j \neq 0, \ g(\bar{\eta}) = (j - \ell)\bar{\eta} + 2\sigma_j \} $$

and say that

$$ L_p = \sum_{j \in J_p} \partial_t^j A_j $$

is the principal part of $L$. Since there exists $\eta_k$ such that $\bar{\eta} = \eta_k$, it follows that $j_{k-1}, j_k \in J_p$, namely, the principal part of $L$ contains at least two terms of $L$: $\partial_t^{j_{k-1}} A_{j_{k-1}}$ and $\partial_t^{j_k} A_{j_k}$.

In particular, thanks to Remark 4.3, which implies that $j_k \leq \ell$, at least one index in $\{0, \ldots, \ell\}$ belongs to $J_p$. In the special case $\ell = 0$, this means that $A_0$ belongs to the principal part $L_p$ of $L$.

We may say that $L_p$ is a quasi-homogeneous operator (of type $(g(\bar{\eta}) + \ell \bar{\eta}, \bar{\eta}, 1)$), in analogy to Definition 2.2 in \cite{10} (see also \cite{23, 38}). Indeed, our critical exponent $p_c$ is consistent with the one defined in \cite{10}.
5. Proof of Theorems 1.2 and 1.4

We are now ready to prove Theorem 1.2, combining a classical test function argument with the novel estimates obtained in Section 3 and with the critical exponent constructed as in Section 4.

**Proof of Theorem 1.2.** We assume that $p < p_c$ and we show that if $u$ is a global-in-time weak solution to (1.2), according to Definition 2.3, then $u \equiv 0$. Due to the initial conditions, it is sufficient to show that the function $v = \partial^\ell_t u$ is identically zero. Indeed, if this is true, then for any $t \geq 0$, for some $c_0, \ldots, c_{\ell-1} \in \mathbb{R}$. Imposing the initial conditions, we derive $c_0 = \ldots = c_{\ell-1} = 0$, so that $u$ is identically zero.

Let us prove that $v \equiv 0$. Recalling that $u$ is a global-in-time weak solution to (1.2), according to Definition 2.3, we fix suitable test functions $\psi$ and $\phi$, depending on a parameter $R \gg 1$, on which we test the integral equality in (2.1).

Let $\chi$ be a smooth decreasing function satisfying $\chi(t) = 1$ for any $0 \leq t \leq 1/2$ and $\chi(1) = 0$, and fix $\psi(t) = (\chi(t))^{mp'}$. Let $\eta \geq 0$. For any $R \gg 1$, we define $\psi_R(t) = \psi(R^{-\eta}t)$, $\phi_R(x) = \langle R^{-1}x \rangle^{-q}$.

We remark that $\phi_R \in C_1$, thanks to Corollary 3.3. We also preliminarily notice that $(A_j \phi_R(x)) = R^{-2\sigma_j} (A_j \phi)(R^{-1}x)$.

Recalling that $\partial^\ell_t u = v$, the integral equality in (2.1) reads as
\[
\int_0^\infty \psi_R(t) \int_{\mathbb{R}^n} |v(t,x)|^p \phi_R(x) \, dx \, dt = \sum_{j=0}^m (-1)^{(j-\ell)} \int_0^\infty \psi_R^{(j-\ell)}(t) \int_{\mathbb{R}^n} v(t,x) A_j \phi_R(x) \, dx \, dt
\]
\[ - \sum_{j=\ell}^{m-1} \int_{\mathbb{R}^n} u_j(x) A_{j+1} \phi_R(x) \, dx.\]

At first, we obtain that the identity
\[
\lim_{R \to \infty} \sum_{j=\ell}^{m-1} \int_{\mathbb{R}^n} u_j(x) A_{j+1} \phi_R(x) \, dx = \sum_{j=\ell}^{m-1} \lim_{R \to \infty} R^{-2\sigma_{j+1}} \int_{\mathbb{R}^n} u_j(x) A_{j+1} \phi(R^{-1}x) \, dx
\]
\[ = \sum_{j=\ell} \sum_{j=1} \int_{\mathbb{R}^n} u_j(x) \, dx\]

follows from the Lebesgue dominant convergence theorem, due to $u_j \in L^1(\langle x \rangle^q dx)$ and $A_j \phi \in L^\infty(\langle x \rangle^{-q} dx)$. In the last equality, we used that $A_{j+1} \phi = a_{j+1} \phi$, if $j \in I$. Due to the sign assumption (1.9), the latter term in the identity is strictly positive.
As a consequence of the previous identity and of the sign assumption (1.9), we obtain the inequality

\[
\limsup_{R \to \infty} \sum_{j=0}^{m} \int_{0}^{\infty} \int_{\mathbb{R}^n} v(t, x) (-1)^{j-\ell} \psi_{R}^{(j-\ell)}(t)(A_j \varphi_R)(x) \, dx \, dt > \limsup_{R \to \infty} \int_{0}^{\infty} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t) \varphi_R(x) \, dx \, dt = \int_{0}^{\infty} \int_{\mathbb{R}^n} |v(t, x)|^p \, dx \, dt.
\]

The latter equality in (5.1) has to be understood in the sense of an integral of a nonnegative function, which may be a nonnegative number or \( \infty \). Indeed, by Beppo-Levi monotone convergence theorem for nonnegative increasing sequences, we find the limit as a consequence of \( \psi_R(t) \varphi_R(x) \to 1 \) as \( R \to \infty \).

Corollary 3.3 implies that

\[
|(A_j \varphi_R)(x)| = R^{-2\sigma_j} |(A_j \varphi)(R^{-1} x)| \leq CR^{-2\sigma_j} \varphi(R^{-1} x) = CR^{-2\sigma_j} \varphi(x).
\]

We also assert that

\[
|\psi_{R}^{(j-\ell)}(t)| \leq CR^{-(j-\ell)\eta} \psi_R(t)^{1/p}.
\]

Indeed, when \( j - \ell \geq 0 \), (5.3) is directly computed:

\[
|\psi_{R}^{(j-\ell)}(t)| = R^{-(j-\ell)\eta} (\chi^{(j-\ell)})(R^{-\eta} t) \\
\leq CR^{-(j-\ell)\eta} \chi^{(j-\ell)}(R^{-\eta} t) = CR^{-(j-\ell)\eta} \psi_R(t)^{1/p}.
\]

When \( j - \ell < 0 \), since

\[
\psi_{R}^{(-1)}(t) = - \int_{t}^{\infty} \psi(R^{-\eta} \tau) d\tau = R^{\eta} \psi^{(-1)}(R^{-\eta} t),
\]

the identity

\[
\psi_{R}^{(j-\ell)}(t) = R^{-(j-\ell)\eta} \psi^{(-1)}(R^{-\eta} t),
\]

is shown inductively. Since for any \( t \in [0, 1] \), we have

\[
|\psi^{(-1)}(t)| = \left| \int_{t}^{\infty} \psi(\tau) d\tau \right| \leq \psi(t) \left| \int_{t}^{1} d\tau \right| \leq \psi(t)
\]

because \( \psi(t) = 0 \) for any \( t \geq 1 \), the estimate

\[
|\psi^{(j-\ell)}(t)| \leq \psi(t)
\]

holds if \( j - \ell < 0 \). Estimates (5.4) and (5.5) imply that (5.3) holds also when \( j - \ell < 0 \).

Then (5.2), (5.3), and the Hölder inequality imply that we have

\[
\sum_{j=0}^{m} (-1)^{j-\ell} \int_{0}^{\infty} \int_{\mathbb{R}^n} v(t, x) \psi_{R}^{(j-\ell)}(t)(A_j \varphi_R)(x) \, dx \, dt \\
\leq CR^{-(j-\ell)\eta - 2\sigma_j + (n+\eta)/p'} \left( \int_{0}^{\infty} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t) \varphi_R(x) \, dx \, dt \right)^{1/p}. \tag{5.6}
\]
Here we just used that
\[
\left( \int_0^\infty \int_{\mathbb{R}^n} |a_j^{-1}(x)|^{-q} \, dx \, dt \right)^{\frac{1}{p^*}} = C \, R^{\frac{\alpha+n}{p}}.
\]
Recalling the definition of \( g(\eta) \) and \( h(\eta) \) in Definition 1.1, we get
\[
-(j - \ell)\eta + 2\sigma j \leq -g(\eta) \frac{p}{p - 1} + (n + \eta)
\]
\[
\leq \frac{1}{p - 1} \left( (n + \eta - g(\eta))p - (n + \eta) \right)
\]
\[
\begin{cases}
< 0 & \text{if } n + \eta - g(\eta) \leq 0,
= \frac{\eta - g(\eta)}{p - 1} & \text{if } n + \eta - g(\eta) > 0.
\end{cases}
\]
Therefore, due to \( p < p_c = \sup_{\eta \geq 0} h(\eta) \), there exists some \( \eta \geq 0 \) such that
\[
-(j - \ell)\eta + 2\sigma j \leq (n + \eta) < 0.
\]
This inequality, (5.1), (5.6), and the monotone convergence theorem imply that
\[
\int_0^\infty \int_{\mathbb{R}^n} |v(t,x)|^p \, dx \, dt = \lim_{R \to \infty} \int_0^\infty \int_{R^n} |v(t,x)|^p \psi_R(t) \phi_R(x) \, dx \, dt \to 0.
\]
As a consequence, \( v \equiv 0 \), which is impossible, as a consequence of the sign condition (1.3), which implies non-trivial data.

Therefore, if \( u \) is a global-in-time weak solution to (1.2), then \( p \geq p_c \).

On the other hand, if \( p = p_c \), then by (5.1) we derive
\[
\int_0^\infty \int_{\mathbb{R}^n} |v(t,x)|^p \, dx \, dt
\]
\[
< \limsup_{R \to \infty} \sum_{j=0}^m \int_0^\infty \int_{R^n} v(t,x) (-1)^{j+\ell} \psi_R^{(j+\ell)}(t)(A_j \varphi_R)(x) \, dx \, dt < \infty,
\]
that is, \( v \in L^p([0, \infty) \times \mathbb{R}^n) \). This concludes the proof. \( \square \)

As an application of Lemma 3.4, we may prove Theorem 1.4.

Proof of Theorem 1.4. By virtue of Theorem 1.2 it is sufficient to assume that \( p = p_c \) and show that any global-in-time solution should verify \( u \equiv 0 \) to get a contradiction with the sign assumption (1.9).

By virtue of Theorem 1.2, we already know that \( u \in L^p([0, \infty) \times \mathbb{R}^n) \). We now use the information that \( u \) is a weak solution, according to Definition 2.3, with \( \psi_R \) as in the proof of Theorem 1.2 but we modify \( \varphi_R \). In particular, we fix
\[
\varphi(x) = \langle x \rangle^{-q} \phi(\theta(x)\langle x \rangle^{-q} - \theta),
\]
where \( \theta = \theta_{n,q,\sigma} \in (0, 1) \) is the parameter obtained by Lemma 3.4 with \( \sigma = \sigma_0 \). In particular, now \( \langle A_0 \varphi \rangle(0) = 0 \). Then we set \( \varphi_R(x) = \varphi(R^{-1}x) \), as in the proof of Theorem 1.2.

By the fact that \( u \in L^p([0, \infty) \times \mathbb{R}^n) \) and that \( \varphi \to 1 - \theta \), the dominated convergence theorem gives us
\[
\int_0^\infty \int_{\mathbb{R}^n} |u(t,x)|^p \, dx \, dt = \frac{1}{1 - \theta} \lim_{R \to \infty} \int_0^\infty \int_{R^n} |u(t,x)|^p \psi_R(t) \varphi_R(x) \, dx \, dt.
\]
On the other hand, we notice that
\( (\partial_t^j \psi)(R^{-n} t) \to 0 \), for any \( j = 1, \ldots, m - 1 \), and \( (A_0 \varphi)(R^{-1} x) \to (A_0 \varphi)(0) = 0 \),
pointwisely, as $R \to \infty$. Now the information that $u$ is a weak solution, together
with the sign assumption (1.9), gives us
\[(1 - \theta) \int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^{p_c} \, dx \, dt < \limsup_{R \to \infty} \sum_{j=0}^m (-1)^j \int_0^\infty \int_{\mathbb{R}^n} u(t, x) \partial_t^j \psi_R(t) A_j \phi_R(x) \, dx \, dt \]
\[\leq \sum_{j=0}^m \limsup_{R \to \infty} \int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^{p_c} \frac{\partial_t^j \psi_R(t) A_j \phi_R(x)^{p_c}}{\psi_R(t) \varphi_R(x)} \, dx \, dt = 0.\]
Therefore $u \equiv 0$. We notice that we used at the same time Hölder inequality and
the information that $p = p_c$ to estimate each integral in the sum. \hfill \Box

6. Examples

Here we present examples of equations for which we explicitly compute the criti-
cal exponent provided by Theorem 1.2, also employing the properties discussed in
Section 4. Every time we say that $p_c$ is the critical exponent, we imply that Theo-
rem 1.2 may be used to prove nonexistence of global weak solutions for
$p < p_c$, and possibly Theorem 1.4 may be used to extend the nonexistence result to the critical
case $p = p_c$.

Example 6.1. We consider the fractional heat equation,
\[Lu = u_t + (-\Delta)^\sigma u = |u|^p,\]
that is, $m = 1$, $\ell = 0$, and $\sigma_0 = \sigma > 0$. Then
\[g(\eta) = \min \{\eta, 2\sigma\} = \begin{cases} \eta & \text{if } \eta \in [0, 2\sigma], \\ 2\sigma & \text{if } \eta \in [2\sigma, \infty]. \end{cases} \]
As a consequence, $\eta_1 = 2\sigma$ and
\[p_c = h(2\sigma) = 1 + \frac{2\sigma}{n}.\]
In particular, if $\sigma = 1$, $p_c$ coincides with the well-known Fujita exponent $1 + \frac{2}{n}$
(17, 26, 33). By standard methods, it is easy to show that global existence of small
data solutions holds for supercritical powers $p > p_c$. For details, see [16, 17] and
reference therein.

Example 6.2. We consider the fractional $\sigma$-evolution equation of second order
with power nonlinearity $|u|^p$,
\[Lu = u_{tt} + (-\Delta)^\sigma u = |u|^p,\]
that is, $m = 2$, $\ell = 0$, $a_1 = 0$ and $\sigma_0 = \sigma > 0$. Then
\[g(\eta) = \min \{2\eta, 2\sigma\} = \begin{cases} 2\eta & \text{if } \eta \in [0, \sigma], \\ 2\sigma & \text{if } \eta \in [\sigma, \infty]. \end{cases} \]
As a consequence, $\eta_1 = \sigma$ and
\[p_c = h(\sigma) = 1 + \frac{2\sigma}{n - \sigma},\]
provided that $\sigma < n$. For $\sigma > 1$, the global existence of small data solutions for
supercritical powers $p > p_c$ in low space dimension has been recently proved in [15].
Example 6.3. We consider a damped fractional \( \sigma \)-evolution equation of second order with power nonlinearity \( |u|^p \),
\[
Lu = u_{tt} + (-\Delta)^\sigma u_t + (-\Delta)^\sigma u = |u|^p,
\]
where \( \sigma_0 = \sigma > 0 \) and \( \sigma_1 \geq 0 \). Then \( m = 2 \) and \( \ell = 0 \). We compute
\[
g(\eta) = \min\{2\eta, \eta + 2\sigma_1, 2\sigma\}.
\]
We shall distinguish three cases.

If \( \sigma_1 = 0 \), the damping is called classical, exterior, or weak, and
\[
g(\eta) = \begin{cases} 
\eta & \text{if } \eta \in [0, 2\sigma], \\
2\sigma & \text{if } \eta \in [2\sigma, \infty]. 
\end{cases}
\]
As a consequence, \( \eta_1 = 2\sigma \) and
\[
p_c = h(2\sigma) = 1 + \frac{2\sigma}{n},
\]
as in Example 6.4. Indeed, the principal part of the operator is \( L_p = \partial_t + (-\Delta)^\sigma \), the fractional heat operator. The diffusion phenomenon for this model, that is, the solution to \( Lu = 0 \) asymptotically behaves as the solution to \( L_p u = 0 \) for a suitable choice of initial data, has been investigated in [31] for fractional powers (for the integer case, we refer to [25, 27, 36, 43]).

If \( 0 < \sigma_1 < \sigma/2 \), the damping is called structural and effective, and
\[
g(\eta) = \begin{cases} 
2\eta & \text{if } \eta < 2\sigma_1, \\
\eta + 2\sigma_1 & \text{if } 2\sigma_1 < \eta < 2(\sigma - \sigma_1) \\
2\sigma & \text{if } \eta > 2(\sigma - \sigma_1). 
\end{cases}
\]
Then \( \eta_1 = 2\sigma_1, \eta_2 = 2(\sigma - \sigma_1) \), and the critical exponent is
\[
p_c = h(2(\sigma - \sigma_1)) = 1 + \frac{2\sigma}{n - 2\sigma_1},
\]
provided that \( 2\sigma_1 < n \). The global existence of small data solutions for supercritical powers \( p > p_c \), in low space dimension, has been proved in a series of papers [5, 7, 9]. The principal part of the operator is \( L_p = (-\Delta)^\sigma \partial_t + (-\Delta)^\sigma \). Indeed, a diffusion phenomenon also holds for this model [4], similarly to the case \( \sigma_1 = 0 \).

If \( 2\sigma_1 > \sigma \), the damping is called structural and noneffective, and
\[
g(\eta) = \begin{cases} 
2\eta & \text{if } \eta < \sigma, \\
2\sigma & \text{if } \eta > \sigma.
\end{cases}
\]
In such a case, \( \eta_1 = \sigma \) and
\[
p_c = h(\sigma) = 1 + \frac{2\sigma}{n - \sigma},
\]
provided that \( \sigma < n \), as in Example 6.2. The global existence of small data solutions for supercritical powers \( p > p_c \), in low space dimension, is proved in [8].

The adjective “noneffective” for the damping hints to the fact that the principal part of the operator, \( L_p = \partial_t + (-\Delta)^\sigma \), does not contain the damping (see also the classification introduced in [6]).
In the limit case $2\sigma_1 = \sigma$, the critical exponent is the same as in the effective and noneffective case, but the operator $L$ is quasi-homogeneous, that is, $L_p = L$.

**Example 6.4.** We consider a damped wave equation, as in Example 6.3, but with nonlinearity $|u_t|^p$, that is,

$$Lu = u_{tt} + (-\Delta)^\sigma u_t + (-\Delta)^\sigma u = |u_t|^p.$$  

Then $m = 2$, $\ell = 1$, $\sigma_1 \geq 0$ and $\sigma_0 = \sigma > 0$. We compute

$$g(\eta) = \min\{\eta, 2\sigma_1, -\eta + 2\sigma\}.$$  

If $\sigma_1 = 0$ (classical damping), then $j_0 = 1$ and $\eta_1 = 2\sigma$. Due to $g(\eta_1) = 0$, we do not have a nonexistence result. So, let $\sigma_1 > 0$, that is, we consider a structural damping. We distinguish two cases.

If the damping is effective, that is, $2\sigma_1 < \sigma$, then

$$g(\eta) = \begin{cases} 
\eta & \text{if } \eta < 2\sigma_1, \\
2\sigma_1 & \text{if } 2\sigma_1 < \eta < 2(\sigma - \sigma_1), \\
-\eta + 2\sigma & \text{if } \eta > 2(\sigma - \sigma_1).
\end{cases}$$  

As a consequence, $\eta_1 = 2\sigma_1$, $\eta_2 = 2(\sigma - \sigma_1)$, and

$$s_0 = 1, \quad s_1 = s_2 = -1,$$

so that

$$p_c = h(2\sigma_1) = 1 + \frac{2\sigma_1}{n}.$$  

The global existence of small data solutions for supercritical powers $p > p_c$, in low space dimension, is proved in [7]. The principal part of the operator is $L_p = \partial_t^2 + (-\Delta)^\sigma \partial_t$. Indeed, a diffusion phenomenon also holds for this model [4]. Indeed, the problem for $L_p u = |u_t|^p$ may be reduced to the problem for the fractional heat equation $\partial_t v + (-\Delta)^\sigma v = |v|^p$, treated in Example 6.7, setting $v = u_t$. Therefore, it is a natural outcome that the critical exponent is the same for the two problems.

We also mention that, following the ideas in the proof of Theorem 1.3 one may prove the nonexistence of global-in-time solutions also in the critical case $p = 1 + 2\sigma_1/n$, if $\sigma_1 \in (0,3)$, thanks to the property that $A_0 = (-\Delta)^\sigma$ is not in the principal part of the operator in the effective case.

If the damping is noneffective, that is, $2\sigma_1 > \sigma$, then

$$g(\eta) = \begin{cases} 
\eta & \text{if } \eta < \sigma, \\
-\eta + 2\sigma & \text{if } \eta > \sigma.
\end{cases}$$  

In such a case, $\eta_1 = \sigma$ is the best scaling and

$$p_c = h(\sigma) = 1 + \frac{\sigma}{n}.$$  

The global existence of small data solutions for supercritical powers $p > p_c$, in low space dimension, is proved in [8]. The principal part of the operator is $L_p = \partial_t^2 + (-\Delta)^\sigma$ and it does not contain the damping term.
Example 6.5. Let us consider an operator $L$ as in (1.1) and assume that $p_c = h(\eta)$ for some $\eta \in (0, \infty)$. Then its principal part $L_p$ is a quasi-homogeneous operator of order $m_p \leq m$, in the sense that:

$$L_p u = \sum_{j=0}^{m_p} b_j (-\Delta)^{\sigma_{m_p} + (m_p - j)\theta} \partial^j_t u,$$

(6.1)

where $\sigma_{m_p} \geq 0$ and $\theta = 1/(2\eta)$. Here $b_j \in \mathbb{R}$, with $b_{m_p} \neq 0$ and at least one among $b_0, \ldots, b_{m_p-1}$ is nonzero.

On the other hand, if $L = L_p$ is a quasi-homogeneous operator in the form (6.1), for some $\theta > 0$, and we consider problem (1.2), then

$$g(\eta) = 2\sigma_{m_p} + (m_p - \ell) \min\{\eta, 2\theta\}.$$

In particular, setting $\sigma = \sigma_{\ell} = \sigma_{m_p} + (m_p - \ell)\theta$, we obtain that

$$p_c = h(2\theta) = 1 + \frac{2\sigma}{n + 2\theta - 2\sigma},$$

provided that $2\sigma < n + 2\theta$.

7. The case of integer powers

For the ease of reading, we collect in this Section the basics of the classical test function method, applied in the case in which the critical exponent is determined via the analogous of Definition 1.1, in space dimension $n = 1$. The reason to fix space dimension $n = 1$ is that in higher space dimension, a differential operator could be not homogeneous in space, in general, so the critical exponent requires different calculations to be computed in space dimension $n \geq 2$. However, if all the derivatives $\partial^r_j x$ are replaced by $(-\Delta)^{r_j/2}$, with even integer $r_j$, in (7.1), then our result remains valid also in higher space dimension $n \geq 2$.

Let $L$ be an operator of order $m$ in the time variable,

$$L = \partial^m_t + \sum_{j=0}^{m-1} a_j \partial^r_j x \partial^j_t,$$

(7.1)

where $r_j$ is an integer number. Consistently with Definition 1.1, we now put

$$g(\eta) = \min_{j=0,\ldots,m-1, a_j \neq 0} \{(j - \ell)\eta + r_j\}.$$

for any $\eta \in [0, \infty]$, and we define $p_c$ as in (1.7), the critical exponent for (1.2). Due to the fact that now the derivatives are integer, we may rely on a more classical definition of weak solution.

Definition 7.1. Let $L$ be as in (7.1). Assume that the initial data in (1.2) verify the assumption

$$u_j = 0 \text{ if } j = 0, \ldots, \ell - 1 \text{ and } u_j \in L^1_{loc}(\mathbb{R}) \text{ if } j \geq \ell.$$

We fix $T \in (0, \infty]$. We say that $u \in W^{\ell,p}_{loc}([0,T), L^p_{loc}(\mathbb{R}))$ is a weak solution to (1.2) if $\partial^j_t u(0, \cdot) = 0$ for any $j \leq \ell - 1$, and for any function $\psi \in C_c^{\infty}([0,T))$,
with $\psi = 1$ in a neighborhood of $0$ and for any function $\varphi \in C_c(\mathbb{R})$, it holds
\[
\int_0^T \psi(t) \int_{\mathbb{R}} |\partial^\ell u(t, x)|^p \varphi(x) \, dx \, dt
= \sum_{j=0}^m (-1)^{(j+r_j-\ell)} \int_0^T \psi^{(j-\ell)}(t) \int_{\mathbb{R}} \partial^\ell u(t, x) \partial^{r_j} \varphi(x) \, dx \, dt
\[
- \sum_{j=\ell}^{m-1} (-1)^{r_{j+1}} \int_{\mathbb{R}} u_j(x) \partial^{r_{j+1}} \varphi(x) \, dx,
\]
where for $j < 0$, $\psi^{(j)}$ is the compactly supported primitive of $\psi^{(j+1)}$,
\[
\psi^{(j)}(t) = -\int_t^T \psi^{(j+1)}(\tau) d\tau.
\]

It is easy to show that classical solutions $u \in C_c([0, \infty) \times \mathbb{R})$ are weak solutions, integrating by parts. Then we have the following.

**Theorem 7.2.** Let $L$ be as in (7.1), and $p_c$ be as defined above. We define
\[
I = \{ j \geq \ell : r_{j+1} = 0, a_{j+1} \neq 0 \}.
\]
We assume that $u_j = 0$ for any $j \leq \ell - 1$, that $u_j \in L^1_{loc}(\mathbb{R})$, for any $j = \ell, \ldots, m - 1$, with $j \notin I$, and that $u_j \in L^1(\mathbb{R})$ for any $j \in I$. Moreover, we assume the sign condition (1.9). If there exists a global-in-time weak solution $u \in W^{\ell,p}_{loc}(\mathbb{R}^n) \to W^{\ell,1}_{loc}(\mathbb{R}^n)$, according to Definition 7.1, then $p > p_c$.

**Proof.** The proof of Theorem 7.2 is a classical application of the test function method, in particular it is completely analogous to the proof of Theorem 1.2, but we now fix $\varphi(x) = \psi(|x|)$ as a test function in space, where the test function in time $\psi(t)$ is defined as in the proof of Theorem 1.2.

However, due to the fact that the derivatives are integer, in the critical case $p = p_c$, we may deduce that $v = \partial^\ell u$ is identically zero, as we did in the proof of Theorem 1.2. Namely, thanks to
\[
(\partial^j \psi)(R^{-j}t) \to 0, \text{ for any } j = 1, \ldots, m - 1, \text{ and } \partial^\ell u(R^{-1}x) \to (\partial^\ell \varphi)(0) = 0,
\]
pointwisely, as $R \to \infty$, applying dominated convergence theorem and Hölder inequality. \qed
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