Problem of damping oscillations of a mechanical system with integral memory
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Abstract. The paper considers a mechanical system defined by a linear system of integro-differential equations with nonlocal convolution type terms. The problem of controllability is studied for various types of control (boundary and volume-distributed control) and various types of kernels. These kernels simulate the aftereffect of the system. It is proved that in some cases there is no possibility of damping the oscillations of the system for arbitrary initial conditions. In this work, those cases are distinguished when there is the possibility of damping oscillations over a finite period of time for any initial conditions.

1. Introduction
Calculation, design and construction of high-rise buildings pose such problems for engineers as ensuring the safety of buildings and structures under variable loads, especially wind and seismic, as well as ensuring their durability, ability to control strength, rigidity and basic dynamics, characteristics of building structures. The use of passive and active oscillation control systems can be considered as one of the approaches to solving the above problems. Control systems allow you to limit unwanted deformations, displacements and stresses, to control and change dynamic characteristics, using control forces that counteract external influences. Problems similar to those considered in this paper also arise in the case of damping oscillations of pipelines with a liquid. Currently, many high-rise buildings and other modern structures are not without control systems. The results of solving the problem of finding the optimal synthesizing control function of the damping process in the vibration isolation system are given in [1]. It is proved in the well-known monograph [2,3] and in the article [4] that by controlling the string at one of its ends with a small force or with the help of a small displacement it is possible to stop the oscillations of the string in a finite time. It is also easy to prove that a similar result is valid for the telegraph equation, which is a wave equation with an additional term that depends on the displacement rate [5]. Namely, by controlling a small force or a small displacement of one of the ends, it is possible to completely stop oscillations in a finite time. More precisely, in this case, the oscillatory system is modeled using the following equation $c^2\dddot{u} + \alpha \ddot{u} = u''$ on the segment $x \in [0, \pi], t \geq 0, u = u(t, x)$. Here, the dot means the derivative with respect to time, and the prime denotes the derivative with respect to the spatial variable.
The control action is \( u(0,t) = f(t) \) or \( u'(0,t) = g(t) \). For example, a next condition is specified \( u(\pi,t) = 0 \) at the right end of the segment. Instead of the term \( \hat{u} \) that simulates the resistance proportional to speed in a moving medium we consider the term \( \hat{u}' \) that simulates the Kelvin-Voigt friction. Kelvin-Voigt friction in this form is one of the models of internal friction in a material associated with the friction of different parts of the material against each other during deformation. Moreover, such friction also leads to damping of oscillations as well as friction against the external environment. However, studies show that the presence of Kelvin-Voigt friction in the system makes it impossible the damping of system oscillations in a finite time. In fact, in the work [4] a condition is established under which it is impossible to bring the system oscillations from an arbitrary initial state to complete rest. Namely, in this work, the characteristic of the spectrum density of the problem under consideration is introduced, which was previously introduced by the American mathematician N. Levinson to study other issues

\[
\hat{a} = \lim_{R \to \infty} \frac{2}{R} \int_{-R}^{R} \frac{n(t)}{t} dt,
\]

where \( n(t) \) is the number of spectrum points on the complex plane contained in a circle of radius \( t \) of the boundary value problem with homogeneous boundary conditions obtained from the original Laplace transform with respect to the variable \( t \). In this paper it was proved that if the spectrum is sufficiently “dense”, then the control problem we are considering does not have a solution for arbitrary initial conditions (for \( t = 0 \)). We note that in the presence of Kelvin – Voigt friction, the spectrum necessarily has an accumulation point on the real axis. Here, the spectrum is understood as the set of such complex values of the Laplace transform parameter that the corresponding boundary value problem with zero boundary conditions has a nonzero solution. You can verify this by noting that finding the spectrum in this case reduces to analyzing the solution of quadratic equations with respect to the spectral parameter. This simple analysis shows that there is a countable number of spectrum points on the real axis with a finite accumulation point, an accumulation point \(-\infty\), and also a finite number of complex conjugate pairs of spectrum points lying in the left half-plane. Thus, the characteristic of the density of the spectrum \( \hat{a} \) will be \( \infty \) in our case, and the problem of controllability of the system is unsolvable. It should be noted that the asymptotically solution of the problem, of course, exponentially quickly tends to zero. The problem of calming the oscillations is insoluble precisely in a finite time.

The situation changes if we consider external force as a control action \( f(x,t) \), distributed over the entire length of the segment. Similar problems were considered in [6] without taking into account the Kelvin-Voigt friction. All control problems considered in this paper have a solution. That is, the system can be brought to complete rest for a finite time by a control distributed and limited in size. In this paper, we show that the same result occurs in the presence of Kelvin-Voigt friction, i.e., Kelvin-Voigt friction for controlling distributed over the entire length of the segment is not an obstacle for bringing the system to rest for a finite time.

Integro-differential models are often used in the study of viscoelastic systems. So friction in the system is often described as a convolutional term

\[
\int_{0}^{t} K(t-\tau) u(x,\tau) d\tau.
\]

The relaxation core of the system is often chosen as the sum of decreasing exponential functions. Such a kernel does not have a singularity at zero. However in a number of studies the function \( K(t) \) is chosen as a function with an integrable singularity at the point zero [7]. We now consider similar problems of distributed boundary control in the case \( K(t) = \mathcal{E}_{\alpha}(-\lambda, t) \), where \( \mathcal{E} \) is the Rabotnov function [7]. This function does not have an explicit analytical expression, however, it can easily be
set using the Laplace transform: \( \hat{\mathcal{A}}_c(-\lambda, p) = (p^{1-a} + \lambda)^{-1} \). It turns out and this will be proved below for a given kernel neither the boundary control problem, nor the control problem distributed over the entire segment, the purpose of which is to bring peace to rest in a finite time, is unsolvable.

2. Problem specification and decision

We will seek a solution to the control problem, namely, the function \( f(x,t) \) in the form of an expansion according to the following system of functions: \( \{ \sin nx \}, \ n = 1,2,\ldots \). Moreover, we assume that the function \( u(t,x) \) has zero boundary values at \( x = 0, \pi \). We could consider other boundary values; in principle, this would not change the result of the existence of a control action \( f(x,t) \) that satisfies to the next restriction \( |f(t,x)| < \varepsilon \). Expanding the unknown solution \( u(t,x) \) in a series according to the same system of functions, we come to the need to solve a countable number of rest problems for second order ordinary linear differential equations with the help of limited force. Expanding the unknown solution \( u(t,x) \) in a series according to the same system of functions, we come to the need to solve a countable number of rest problems for the linear second order ordinary differential equations with the help of limited force. Moreover, it is easy to see that only a finite number of these ordinary differential equations will describe oscillatory motions, which corresponds to a finite number of complex points of the this problem spectrum. An infinite number of spectrum points corresponds to real negative eigenvalues. Below we show that such problems of calming the oscillations can be solved in a finite time, which can be chosen common for the entire countable number of these problems. We further consider the case of only purely real negative eigenvalues. The method of constructing a control action for the case of complex eigenvalues is absolutely similar.

Let's look at the problem of controlling system movement

\[
\ddot{u} + a\dot{u} + bu = f(t) \tag{3}
\]

\[
u(0) = A, \quad \dot{u}(0) = B, \quad |f(t)| < \varepsilon. \tag{4}
\]

In (3-4) \( u = u(t) \) is an unknown time dependent function, the dot denotes the time derivative, \( a,b,A,B,\varepsilon \) are constants and \( \varepsilon > 0 \), \( f(t) \) is a control function. Here \( u \) is a function of one variable \( t \), \( u \) describes the dynamics of the Fourier coefficient, that is the coefficient for one of the basis functions when the solution is expanded into a Fourier series.

The goal of control is to stop system oscillations, that is to find the function \( f(t) \), such that \( u(t) \equiv 0 \) for all \( t > T \), if \( T \) is a given constant.

Suppose that the characteristic equation for differential equation (3) has two different negative roots \( \lambda_1, \lambda_2 \). This assumption corresponds to the case of system motion without oscillations. For an oscillatory system, the solution of the problem of rest at a finite time is similar to the following. Then the solution of problem (3), (4) for a given function \( f(t) \) has the following form

\[
u(t) = \frac{B - A\lambda_2}{\lambda_1 - \lambda_2} e^{\lambda_1 t} + \frac{A\lambda_1 - B}{\lambda_1 - \lambda_2} e^{\lambda_2 t} + \int_0^t \frac{f(\tau)}{\lambda_1 - \lambda_2} (e^{\lambda_1 (t-\tau)} - e^{\lambda_2 (t-\tau)}) d\tau. \tag{5}
\]

We show there is a time moment \( T \) for which

\[
u(T) = \dot{u}(T) = 0 \tag{6}
\]

with the right choice of \( f(t) \) function. We introduce the following notation

\[
k_1 = \frac{\lambda_1 (B - A\lambda_2)}{\lambda_1 - \lambda_2}, k_2 = \frac{\lambda_2 (A\lambda_1 - B)}{\lambda_1 - \lambda_2}. \tag{7}
\]
Then the conditions for the system to be at rest (6) will take the following form

\[ k_1 e^{kT} + k_2 e^{kT} + R_1 e^{kT} \int_0^T e^{-k\tau} f(\tau) d\tau + R_2 e^{kT} \int_0^T e^{-k\tau} f(\tau) d\tau = 0 \]  

\[ \lambda_1 k_1 e^{kT} + \lambda_2 k_2 e^{kT} + \lambda_1 R_1 e^{kT} \int_0^T e^{-k\tau} f(\tau) d\tau + \lambda_2 R_2 e^{kT} \int_0^T e^{-k\tau} f(\tau) d\tau = 0. \]  

Here we have designated as \( R_1 = \frac{\lambda_1}{\lambda_1 - \lambda_2} \), \( R_2 = -\frac{\lambda_2}{\lambda_1 - \lambda_2} \).

To satisfy equalities (8), (9) we will seek a control function in the form

\[ f(t) = C_1 e^{-k_1 t} + C_2 e^{-k_2 t}, \]

where constants \( C_1, C_2 \) are to be determined.

We introduce the notation

\[ D_{ij} = \int_0^T e^{-(\lambda_i + \lambda_j)\tau} dt, \quad (i, j = 1, 2), \]

then conditions (8), (9) take the form

\[ k_1 e^{kT} + k_2 e^{kT} + (R_1 e^{kT} D_{11} + R_2 e^{kT} D_{21}) C_1 + (R_1 e^{kT} D_{12} + R_2 e^{kT} D_{22}) C_2 = 0 \]

\[ \lambda_1 k_1 e^{kT} + \lambda_2 k_2 e^{kT} + (\lambda_1 R_1 e^{kT} D_{11} + \lambda_2 R_2 e^{kT} D_{21}) C_1 + (\lambda_1 R_1 e^{kT} D_{12} + \lambda_2 R_2 e^{kT} D_{22}) C_2 = 0. \]

Thus, constants \( C_1, C_2 \) are a solution to a second order linear equation system \( M \cdot \vec{C} = \vec{r} \) with the matrix \( M \)

\[
M = \begin{pmatrix}
R_1 e^{kT} D_{11} + R_2 e^{kT} D_{21} & R_1 e^{kT} D_{12} + R_2 e^{kT} D_{22} \\
\lambda_1 R_1 e^{kT} D_{11} + \lambda_2 R_2 e^{kT} D_{21} & \lambda_1 R_1 e^{kT} D_{12} + \lambda_2 R_2 e^{kT} D_{22}
\end{pmatrix},
\]

right side \( \vec{r} \) and unknown vector \( \vec{C} \)

\[ \vec{r} = -\begin{pmatrix} k_1 e^{kT} + k_2 e^{kT} \\ \lambda_1 k_1 e^{kT} + \lambda_2 k_2 e^{kT} \end{pmatrix}, \quad \vec{C} = \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}. \]

We study the behavior of the solution \( \vec{C} \) taking into account that the constants \( k_1, k_2, R_1, R_2 \) are independent of \( T \), and the constants \( D_{ij}(T) \) are exponentially increasing when \( T \to \infty \). Also the determinant of the matrix \( M \) will exponentially increase as \( e^{-(\lambda_1 + \lambda_2)T} \), when \( T \to \infty \), and the unknowns \( C_1, C_2 \) obtained, for example, according to the Cramer rule, will be limited. Therefore, the solution to the control problem \( f(t) = C_1(T) e^{k_1 T} + C_2(T) e^{k_2 T} \) will exponentially decrease on the \([0; T]\) interval. Hence it is easy to determine the control time needed to stop the system \( T \preceq -c \ln(\varepsilon), \) where \( c > 0 \) and \( c \) is independent of \( \varepsilon \).

Using the proved statement on the system that describes the motion of the individual Fourier components of the solution, it is easy to show that the motion of the entire system can be brought to rest in a finite time. It is only necessary to prove (and this is not difficult) that for all Fourier decomposition components, the rest time can be chosen as a common one.
Next, we consider a system with an integral term of convolution type, in the study of which the same approach can be applied, consisting in constructing a control for each term in the Fourier expansion of the desired solution. The system already contains a term corresponding to Kelvin–Voigt friction, and an integral member of the convolution type, which models the integral aftereffect in the system. It has the form of convolution, in which the role of the kernel is played by an exponential function. In this case, the task of bringing to rest with the help of a distributed force in a finite time is also solvable.

We now consider the following control problem

\[ \ddot{u} + \alpha\dot{u} + \beta^2 u - \beta^2 u + \beta^2 \lambda u = \lambda f(x,t), \]  

(16)

where \( f(x,t) \) is control, \( K(t) = C \exp(-\lambda t), \) \( u(t,x) = 0 \) at \( t = T \), \( u(0, x) = \varphi(x), \dot{u}(0, x) = \psi(x). \)

We differentiate the equation (16) with respect to \( t \). We get

\[ \ddot{u} + \alpha\dot{u} + \beta^2 u - \beta^2 u - \beta^2 \lambda u + \int_{0}^{t} \lambda e^{-\lambda(t - \tau)} u_{ss}(\tau) d\tau = \lambda f(x,t). \]  

(18)

We multiply the equation (16) by \( \lambda \) and add to equation (18). Then the integral terms mutually annihilate, and we get the following equation

\[ \ddot{u} + \alpha\dot{u} + (\alpha + C^2) u - C u + \lambda \ddot{u} - \beta^2 \lambda u = \lambda f(x,t) + \dot{f}(x,t). \]  

(19)

Then the solution to the problem (19) can be sought in the form \( u(t,x) = \sum_{k=1}^{\infty} u_k(t) \sin kx \). We obtain for the Fourier coefficients the equations

\[ u_k(t) = \int_{0}^{t} \lambda f(x,t) + \dot{f}(x,t) = \sum_{k=1}^{\infty} g_k(t) \sin kx. \]  

To solve the problem (20) i.e., construct a control \( |g_k(t)| < \varepsilon \) such that \( u_k(t) = 0 \) at \( t = T \), we represent a solution to a third-order equation with constant coefficients in the form

\[ u_k(t) = C_1 e^{-\mu_1 t} + C_2 e^{-\mu_2 t} + C_3 e^{-\mu_3 t} + \int_{0}^{t} P_k(t - \tau) g_k(\tau) d\tau, \]  

(21)

where \( P_k(t) \) is the fundamental solution to the equation (20), composed of exponential functions \( e^{-\mu_i t} (i = 1, 2, 3) \), so that \( P_k(0) = \dot{P}_k(0) = 0, \ddot{P}_k(0) = 1. \)

We will look for an unknown control \( g_k(\tau) \) in the form of a combination \( k_1 e^{-\mu_1 \tau} + k_2 e^{-\mu_2 \tau} + k_3 e^{-\mu_3 \tau} \) with unknown coefficients \( k_1, k_2, k_3 \) so that the following condition is satisfied: \( u_k(T) = \dot{u}_k(T) = \ddot{u}_k(T) = 0 \). This condition leads to a linear system for \( k_1, k_2, k_3 \), the coefficients of which can be easily expressed in terms of integrals of the form \( \int_{0}^{T} e^{\mu_i \tau} d\tau \cdot \int_{0}^{T} e^{\mu_i \tau} d\tau \). Using the explicit form of the system for \( k_1, k_2, k_3 \), we can prove (using the Cramer rule for solving linear systems) that the constant \( T > 0 \) can be chosen so that for all \( k = 1, 2, \ldots \), the solutions of these
linear systems will satisfy the inequality \(|g_\epsilon(t)|<\varepsilon^*\). With sufficient smoothness of the functions \(\varphi(x), \psi(x)\) (determining the initial conditions for the original system (16)), one can choose \(\varepsilon^*>0\) so that the following condition is satisfied: \(|f(x,t)|<\varepsilon^*\).

We show now that in the case when the internal friction is defined by an integral member of the convolution type, where the kernel is Rabotnov \(\mathcal{H}\)-function, neither the boundary control problem nor the distributed control problem will be solvable for arbitrary initial conditions. Suppose, on the contrary, that we have found the distributed control \(f(x,t)\) we need, we will make the Laplace transform in the variable \(t\). We obtain the next equality, using the properties of the Laplace transform of the derivative of the function and of the convolution of functions

\[
p^\alpha \hat{u}(p,x) + \alpha p \hat{u}_\alpha(p,x) - C(p^{1-\alpha} + \lambda)^{-1} \hat{u}_\alpha(p,x) = \hat{f}(p,x) - \varphi(x) - p\psi(x) . \tag{22}
\]

Here the functions \(\varphi(x), \psi(x)\) are the problem initial conditions. Note that the function \(\hat{f}(p,x)\) is an entire function of the complex variable \(p\) according to the Paley-Wiener theorem [11], since the original function \(f(x,t)\) is finite in \(t\) (since it only controls for a finite time). If now we go the curve around the point zero on the complex plane on the right side of the equality (22), then we will return to the original value. And if we make the same turn on the left side, then we will come to a different value. Indeed, functions \(\hat{u}(p,x), \hat{u}_\alpha(p,x)\) are entire functions for the same reason, and function \(p^{1-\alpha}\) with non-integer \(\alpha\) is a branching function for which the indicated traversal along the contour around the zero point leads to different value than the original. Consequently, the left-hand side will change its value with the indicated traversal along the contour around the point zero. We have obtained a contradiction, which proves the insolubility of the considered control problem.

3. Conclusion

In this paper, various control problems (namely, rest at a finite time) for systems with distributed parameters are considered. These are problems of boundary and distributed control; the system itself may contain terms that model the Kelvin – Voight friction and the integral aftereffect. The aftereffect kernel can be defined by both exponential functions and functions having a singularity at zero. Studies show that, depending on the convolution kernel, type of control, and the presence of Kelvin-Voight friction, different answers take place. Apparently the first works where it was pointed out that the problems of controllability by differential and integro-differential systems were qualitatively different were [12-14]. The behavior of such controlled systems is varied and qualitatively different from the previously studied cases of control of differential systems without integral aftereffect. In works [15-17] where systems of differential equations are considered, it is proved that even with toughening the requirements for the control action (small in absolute value boundary control and “smooth” boundary control), the controllability of the system is not lost and, on the whole, the qualitative picture corresponds to that established in [2]. These works are based on the methods developed in [18–20]. Problems of the dynamics of systems with integral delay were considered in [21-23].
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