Precise many-body simulations of antiferromagnetic phases using broken-symmetry perturbative expansions
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We introduce a spin-symmetry-broken extension of the connected determinant algorithm [Phys. Rev. Lett. 119, 045701 (2017)]. The resulting systematic perturbative expansions around an antiferromagnetic state allow for numerically exact calculations directly inside a magnetically ordered phase. We show new precise results for the magnetic phase diagram and thermodynamics of the three-dimensional cubic Hubbard model at half-filling. With detailed computations of the order parameter in the low to intermediate-coupling regime, we establish the Néel phase boundary. The critical behavior in its vicinity is shown to be compatible with the $O(3)$ Heisenberg universality class. By determining the evolution with decreasing temperature through the phase transition we identify the different physical regimes at $U/t=4$. We provide quantitative results for several thermodynamic quantities deep inside the antiferromagnetic dome up to large interaction strengths and investigate the crossover between the Slater and Heisenberg regimes.

In strongly correlated materials, such as high temperature superconducting copper oxides or iron-based pnictides, the interactions between electrons yield intricate phase diagrams, exhibiting, e.g., magnetically or charge-ordered phases, superconductivity or Mott insulating behaviors. Understanding the properties of these different phases, their interplay and driving mechanisms is one of the outstanding challenges of modern condensed matter theory.

From the theoretical point of view, one of the simplest models to investigate phase transitions is the three-dimensional cubic Hubbard model [1–6] given by the Hamiltonian

$$\hat{H} = -t \sum_{\langle i,j \rangle} \sum_{\sigma} \hat{c}_{i\sigma}^{\dagger} \hat{c}_{j\sigma} + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} - \mu \sum_i \hat{n}_{i\sigma}, \quad (1)$$

where $t$ is the hopping amplitude between nearest-neighbor sites $\langle i,j \rangle$ on a cubic lattice, $U \geq 0$ the on-site Coulomb interaction, $\mu$ the chemical potential, $\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^{\dagger} \hat{c}_{i\sigma}$ and $\hat{c}_{i\sigma}$ creates an electron on site $i$ with spin $\sigma$. At half-filling ($\mu = U/2$), the ground state has antiferromagnetic long-range spin order. In three dimensions this SU(2) symmetry-broken phase survives up to the Néel temperature $T_N(U)$ above which the system becomes paramagnetic. While there is qualitative understanding of the mechanisms that produce the antiferromagnetic order both at weak and strong coupling, obtaining unbiased quantitative results, especially close to the phase transition and inside the ordered phase, is still very challenging [7–16]. Therefore, despite its apparent simplicity, the Hubbard model on the cubic lattice is an ideal platform to explore the potential of new algorithms before engaging in the study of more realistic systems. The model was realized in cold-atomic experiments on optical lattices where antiferromagnetism is under active investigation [17–25].

The main challenge for theoretical approaches based on finite size lattices is to properly account for the increasing correlation length in the vicinity of a second order phase transition, and, as such, to extrapolate to the thermodynamic limit. In that respect, the diagrammatic Monte Carlo approach [26–28] is very promising as it offers the possibility to investigate a system directly in the thermodynamic limit. The method stochastically computes the coefficients $a_k$ appearing in the perturbative expansion in $U$ of a physical observable, $\mathcal{A}(U) = \sum_k a_k U^k$ in the simplest formulation. The computational cost rapidly increases with increasing perturbation orders and only so many coefficients can be computed before the statistical variance becomes overwhelming. Nevertheless, important improvements [29, 30] make it now possible to reach perturbation orders as large as $10–12$. In the context of the repulsive Hubbard model, diagrammatic Monte Carlo has already been successfully applied to non-perturbative regimes in the two-dimensional square lattice [28, 31–40].

In the usual formulation, the perturbation series is constructed starting from the non-interacting ($U = 0$) SU(2)-symmetric solution of Eq. (1). This allows to obtain results for the interacting system in its paramagnetic regime. As the phase transition to the antiferromagnetic state is approached, however, the resummation of the series becomes increasingly difficult. The reason is that
a second-order phase transition happening at $U = U_c$ is accompanied by a singularity in the complex-$U$ plane for observables $A(U)$ that show a non-analyticity at $U_c$. Consequently, investigating the antiferromagnetic transition in the cubic Hubbard model can only be done from temperatures above and not too close to the Néel temperature $T_N$. Very recently, the spin structure factor perturbation series has been computed this way in the paramagnetic phase of the cubic Hubbard model [39]. Assuming the critical behavior in the vicinity of the phase transition, the authors were able to accurately compute $T_N$ in the weak-to-intermediate coupling regime both at half-filling and at finite doping. This approach is however not able to address the properties of the model inside the ordered phase.

In this Letter, we take a complementary approach and compute the perturbation series for physical observables within the antiferromagnetic phase of the cubic half-filled Hubbard model. We show that our broken-symmetry approach to perturbative expansions is a powerful tool for studying magnetically ordered phases and phase transitions. Our results are obtained directly in the thermodynamic limit and, thus, do not involve any finite size scaling. We document the vanishing of the magnetic order parameter at $T_N$ and the corresponding critical exponent $\nu$ and report and discuss the behavior of the double occupation in the weak-to-intermediate coupling regime both at half-filling and at finite doping. This approach is however not able to address the properties of the model inside the ordered phase.

Method. The possibility to construct symmetry-broken perturbation series comes from a flexibility in the choice of the starting point around which the perturbation is expanded. This freedom has been extensively applied to diagrammatic Monte Carlo computations in the non-magnetic phase to improve the convergence properties of the series [36–38, 41–49]. Very recently, it has been used to construct a perturbation theory around a BCS state and inside the superconducting phase of the attractive Hubbard model [50]. Here, we follow similar steps and introduce the modified Hamiltonian

$$\hat{H}_\xi = -t \sum_{\langle i,j \rangle} \sum_\sigma \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} - \frac{U}{2} \sum_\sigma \hat{n}_{i\sigma} + (1 - \xi) h \sum_i p_i \hat{S}_i^z + \xi U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},$$

where $\hat{S}_i^z = (\hat{n}_{i\uparrow} - \hat{n}_{i\downarrow})/2$ and $p_i = \pm 1$ depending on whether $i$ belongs to one or the other sub-lattice of the bipartite cubic lattice. Observables are expressed as perturbation series in $\xi$ and physical results are recovered for $\xi = 1$ where both Hamiltonians become equivalent, $\hat{H}_{\xi=1} = \hat{H}$. The perturbation series in $\xi$ is built around a state that breaks the SU(2) spin rotation symmetry of the original Hamiltonian. Indeed, $\hat{H}_{\xi=0}$ describes free electrons in a staggered external magnetic field $h$. Because this state breaks the symmetry from the start, the perturbation series can describe a magnetically ordered phase without the need of undergoing a phase transition. Accordingly, singularities in the complex-$\xi$ plane associated to the phase transition are avoided.

We compute the coefficients of the perturbation series with the CDet [29] algorithm using a rejection-free many-configuration Monte Carlo [51] as well as a fast principal minor algorithm [52, 53] to improve the speed of the determinant calculations. The series are evaluated with different resummation techniques [54, 55] that serve as a basis to determine the error bars of our results, see Supplementary Material [56]. While the diagrammatic expansion can be formulated directly in the thermodynamic limit, in practice, we use a system with $L^3 = 20^3$ sites for our computations. We have carefully checked that this is large enough to avoid finite-size effects, even in the vicinity of the phase transition, as discussed in the Supplementary Material [56]. In the following, we will denote this spin symmetry-broken algorithm by CDet(AF).

In the Hamiltonian of Eq. (2), the field $h$ can be chosen arbitrarily and different choices for $h$ define different series. In order to obtain the best convergence and to cross-check different results, we have computed several values in the range $0 \leq h \leq h_{MF}$, where $h_{MF}$ is the effective field found in the mean-field solution of Eq. (1). In the following, we will parameterize $h = \alpha h_{MF}$ with $0 \leq \alpha \leq 1$. Note that when $\alpha = 0$, the perturbation series is the usual expansion limited to the paramagnetic regime.

For our analysis we compute the double occupancy $D = \langle \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} \rangle = E_{\text{pot}}/U$, the staggered magnetization $m = \langle \hat{n}_{i\uparrow} - \hat{n}_{i\downarrow} \rangle$ (which is the order parameter for the Néel phase transition) and the grand potential per lattice site $-\Omega/L^3 = P$ where $L$ is the linear system size.

**FIG. 1.** Comparison of the Néel temperature $T_N(U)$ (lime stars), obtained with the symmetry broken CDet(AF), with other numerical methods. References for the numerical methods data are indicated in the legend.
of the cubic lattice, and $P$ the thermodynamic pressure. The grand potential computations enable us to determine the entropy density and magnetization through

$$s = -\frac{\partial \Omega}{L^3 \partial T} \quad m = -\frac{\partial \Omega}{L^3 \partial H_{\text{ext}}} \bigg|_{H_{\text{ext}}=0}, \quad (3)$$

where $H_{\text{ext}}$ is an external Zeeman staggered field whose sign alternates on neighboring sites in the form of an additional term to the Hubbard Hamiltonian Eq. (1): $H_{\text{ext}} \sum_i \rho_i \hat{S}_z^i$. All energies are expressed in units of the hopping amplitude $t=1$.

**Phase diagram and universality class.** We start our study by determining the Néel temperature for different values of the interaction in order to establish the magnetic phase diagram of the system.

In Fig. 1 we compare our values for the critical temperature $T_N(U)$ from CDet(AF) against numerous other numerical methods [7, 9–12, 39, 57]. The Néel temperature is expected to increase with increasing interaction at small $U$ since the transition is driven by the Slater mechanism [58] and reaches a maximum in the intermediate coupling around $U \approx 6–10$, before decreasing like $T_N \approx 0.946J$ [59] in the high-$U$ Heisenberg limit, where $J = 4t^2/U$ is the super-exchange coupling. We have been able to determine the critical temperature up to an intermediate coupling strength of $U = 6$. For $U > 6$, regarding the magnetization, we experience increased difficulty in resuming our perturbation series and loss of Monte Carlo accuracy in the critical region close to the phase transition.

The values of the Néel temperature displayed in Fig. 1 are obtained from the computation of the magnetization as a function of temperature $m(T)$, which we show in Fig. 2. The order parameter $m$ indicates the phase transition by assuming a non-zero value when decreasing the temperature. Thanks to our high precision data, we manage to compute directly the $\beta$ critical exponent along with the Néel temperature from the critical behaviour $m(T) \approx a(T_N - T)^\beta$. The obtained values for the critical exponent Fig. 2 (top right) compare remarkably well to the literature values for the $O(3)$ Heisenberg universality class [8, 11, 60, 61]. They establish the first direct computations of the $\beta$ critical exponent on a fermionic lattice and in the thermodynamic limit. They also yield the Néel temperature with very good accuracy: $T_N(U=2) = 0.0411(8)$, $T_N(U=4) = 0.1902(3)$ and $T_N(U=6) = 0.312(2)$. As shown in Fig. 1, the values that we obtain for the Néel temperature compare well with paramagnetic DiagMC [39] and DCA extrapolated to infinite cluster size [9], as well as to the recently improved dynamical vertex approximation DΓA [57], but are out of the error bounds obtained by finite-size scaling of $L \leq 10$ DDMC data [7].

**Double occupancy.** The signatures of the phase transition can also be read from the double occupancy, shown in Fig. 3. At $U=4$, we observe a singularity in the double occupancy at a temperature in good agreement with the value of the Néel temperature determined in Fig. 2. At this value of the interaction, the double occupancy increases with decreasing temperature in the normal phase because of the Pomeranchuk effect [62–66]. It decreases in the antiferromagnetic phase which is consistent with the Slater mechanism expected at small interaction: The ordered phase is stabilized because of a gain in potential energy $E_{\text{pot}} = UD$ and, hence, a lowering of double occupancy at fixed interaction. At higher values of $U$ the double occupancy curve flattens, and within our accuracy, we are not able to document the non-analyticity of the double occupancy at the Néel temperature. We do not observe significant changes of the double occupancy around the Néel temperature at $U=8$ within the $10^{-2}$ relative accuracy of our computation. Further work with better sensitivity or studying the kinetic energy would be
needed to clearly document the change from a Slater to a Heisenberg regime with a kinetic-energy driven phase transition, as was done in DMFT and extensions thereof in [67–69].

Grand potential. The grand potential at \( U = 4 \) is displayed in Fig. 4. In order to evaluate the entropy density from Eq. (3) we suppose a polynomial behavior of the grand potential with temperature. Since \( \Omega(T) - \Omega(T = 0) \propto T^4 \) for \( T \to 0 \), we fit the \( T < T_N \) data with the expression \(-\Omega(T) = -\Omega(T = 0) + aT^4 + bT^5 + cT^6\) (cyan curve). At \( T > T_N \) we expect a quadratic behavior in the degenerate Fermi liquid regime. The data is well fitted by the expression \(-\Omega/L^3(T) = d + cT^2\) (yellow curve). We impose continuity up to first order derivative at \( T = T_N \). At higher temperatures \( T \geq 0.4 \) the grand potential becomes almost linear in temperature \(-\Omega(T) \approx \log(4)T\). The entropy density is then extracted with a finite difference scheme. These different behaviors of the grand potential lead to different physical regimes for the evolution of the entropy density with temperature. In the AF phase the entropy density varies as \( s \propto T^3 \) at small temperatures. For temperatures just above the transition \( T \in [T_N, 0.35] \) the entropy density increases linearly with the temperature which is a signature of a metallic behaviour of the system in this part of the phase diagram. At higher temperatures of the order of the interaction \( T \sim U = 4 \) the entropy density saturates to \( s(T \to +\infty) = \log(4) \).

Magnetically saturated regime at low \( T \). We are now interested in the low temperature properties of the system where the magnetization has reached saturation. We have observed earlier that the magnetization only changes significantly in a shell of size \( \delta T \sim 0.1 \) below the Néel temperature, so that the region with saturated magnetization represents an important part of the antiferromagnetic dome.

Direct computations of the magnetization become problematic for \( U > 6 \) because the associated series are difficult to resum. At small temperature it turns out to be more practical to compute the grand potential density and extract the magnetization as its variation with the external field as stated in Eq. (3). More details, and the associated computations are shown in [56].

The directly computed magnetization compares well with differentiating the grand potential as shown in Fig. 5. For \( U \geq 6 \) we observe no difference between the \( T = 0.1 \) and \( T = 0.2 \) curves which shows that the magnetization is already saturated at its zero temperature value. The magnetization will eventually have a maximum with respect to \( U \), but this must happen for values of \( U > 18 \).

The variations of the double occupancy with the interaction at low temperatures are shown in Fig. 5. In the normal phase the double occupancy is decreasing quasi-linearly with the interaction. In the vicinity of the phase transition we observe good agreement between results for the paramagnetic and symmetry-broken computations. As expected, at the transition \( U_c \) we observe a singularity in the double occupancy, and these results can be used to estimate the value of the critical interaction at fixed temperature. The double occupancy decreases faster with increasing interaction when entering the AF phase which is consistent with the Slater mechanism at the transition for values of the critical interaction \( U_c < 6 \). In the antiferromagnetic phase the double occupancy is a convex...
FIG. 5. Left panel: Magnetization as a function of the interaction $U$ for two different values of the temperature. For better visibility the magnetization at $T = 0.2$ is shifted by +0.5. The square markers are obtained through direct computation of the order parameter like in Fig. 2. The round markers are obtained by numerically differentiating the grand potential of the order parameter like in Fig. 2. The round markers are shifted by +0.2. The square markers are in the normal and magnetic symmetry-broken CDet with $\alpha = 0$. The round markers are obtained with the antiferromagnetic symmetry-broken CDet with $\alpha \neq 0$ (AF).

function of the interaction which decays slowly to zero at infinite interaction. At $U > 7$ we cannot distinguish between the different temperatures within our accuracy as expected from Fig. 3.

Conclusions. To conclude, we have applied the new algorithmic developments of the symmetry-broken CDet approach to produce the first high order diagrammatic computations inside an antiferromagnetic phase and directly in the thermodynamic limit. We have provided a quantitative description of the antiferromagnetic phase of the cubic half-filled Hubbard model. After determining the critical behavior of the system and its phase diagram we have reported resummed results at small temperatures deep inside the antiferromagnetic dome up to high interactions $U = 18$. We have shown that diagrammatic Monte Carlo is a powerful tool to study the physics of ordered systems with no need for an embedding scheme or system size extrapolation. A more advanced, non-linear chemical-potential shift combined with other CDet extensions [38] may lead to further improvements for describing the critical behaviour in the strong-coupling Heisenberg part of the antiferromagnetic dome. This symmetry-broken expansion could be applied to incommensurate orders in the doped regime, similarly to what was done in [70] in order to investigate how the magnetic properties are modified as the two-dimensional limit is approached. This application would be especially relevant for the physics of cuprate superconductors.
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SUPPLEMENTAL MATERIAL FOR “PRECISE MANY-BODY SIMULATIONS OF ANTFERROMAGNETIC PHASES USING BROKEN-SYMMETRY PERTURBATIVE EXPANSIONS”

TUNING THE SHIFT $\alpha$

We detail in this section the effect of the choice of the shift parameter on the series behaviour and discuss our method for selecting the optimal value of the $\alpha$ parameter. The expression of the perturbation Hamiltonian $\hat{H}_\xi$ is given in Eq. 1 with $\xi$ the expansion parameter. We parameterize $h = \alpha h_{MF}$ with $h_{MF}$ the effective field which corresponds to the mean-field solution at interaction $U$ and temperature $T$. The free parameter $\alpha$ modifies the intensity of the staggered field in the non-perturbed system. There is no limitation prohibiting choices of $\alpha > 1$, however, it was not beneficial in our studies and we limit ourselves to values of the shift $\alpha \in [0, 1]$. The value $\alpha = 1$ leads to a non-perturbed Hamiltonian $\hat{H}_{\xi=0}$ corresponding to the antiferromagnetic mean-field Hamiltonian for which the Hartree insertions are canceled in the diagrammatic expansion of an observable $\mathcal{A}$.

We employ different resummation techniques in order to extrapolate the computed series to infinite orders. We use Padé and D-log Padé approximants [1, 2] cross checked with an exponential fitting of the expansion coefficient with respect to the order to establish a controlled result. In the end the error on an observable is determined through error propagation of the MC error on the result. In the end the error on an observable is determined through error propagation of the MC error on the computed observable. If the best convergence is usually given by shifts in the range $\alpha \in [0.7−1]$, it is helpful (especially for the magnetization close to the Néel temperature) to calibrate its value in order to obtain a quickly converging series. At $U = 4$, $T = 0.15$ we find a “magical shift” $\alpha = 0.162$ for which the convergence of the series is optimal, leading to an accurate result. The maximum expansion order we are able to reach with good accuracy depends strongly on the value of the shift and is higher for $\alpha$ close to 1, which can be explained by the cancellation of Hartree insertion which reduces the MC variance.

![FIG. S1. Partial sums of magnetization $m$ and double-occupancy $D$ for different values of the interaction $U$ and temperature $T$ as a function of the maximum order $n$. The partial sums are highly dependent on the value of the shift $\alpha$. The red colored band corresponds to the result with error after resummation.]

SYSTEM-SIZE EFFECTS

The diagrammatic expansion is formulated directly in the thermodynamic limit. In practice we solve the unperturbed Hamiltonian and tabulate for finite $L$ the non-interacting Green’s functions to build the diagrammatic expansion of the problem. Considering an expansion series of the magnetization at $U = 4$, $T = 0.18$ close to the phase transition ($T_N \approx 0.19$ at an interaction $U = 4$), we show in Fig. S2 that, up to relatively high order and negligible contribution to the resummed result, the contribution from each order is converged within statistical error for a linear system size $L \geq 20$. This shows that the final error on our results is dominated by statistical and resummation error. Finite size effects would only affect very high perturbation orders which can be neglected to determine the converging value of the series. This property remains valid when getting closer to the Néel temperature (see [3]). In our study, we fix the system-size to $L^3 = 20^3$ sites on a cubic lattice which proves to be large enough to avoid finite-size effects, even in the critical region in the vicinity of the Néel phase transition.
To illustrate this we show the evolution of the value of different observables with linear system size in Fig. S3, with a convergence reached for $L \geq 20$.

**FIG. S2.** System-size study: Contribution to the magnetization of its expansion coefficients $m_n$ at different orders $n$, as a function of the linear system size $L$. The parameters of the perturbation expansion are $T = 0.18$, $U = 4$, $\alpha = 0.1$. The inset is the same plot for smaller contributions.

**FIG. S3.** System-size study: Double-occupancy and magnetization at $U = 4$, $T = 0.15$ as a function of the linear system size $L$ for a cubic lattice of $L^3$ sites.

**GRAND-POTENTIAL COMPUTATIONS**

Grand potential computations are shown in Fig. S4. The corresponding magnetization is obtained with a first or second order polynomial fit of the grand potential data as a function of the external field $H_{\text{ext}}$. This method for estimating indirectly the magnetization as a derivative of the grand potential proves to be efficient deep inside the antiferromagnetic dome, in the regime where magnetization is saturated to its zero temperature value. In the vicinity of the phase transition we expect the grand potential curve as a function of the external field $H_{\text{ext}}$ to be flattening close to the origin $H_{\text{ext}} = 0$ as the temperature gets higher. These changes at very small fields are hard to resolve and we rely on direct computations of the magnetization in this regime.

**FIG. S4.** Grand potential density $-\Omega/L^3$ as a function of the external staggered field $H_{\text{ext}}$ for different values of the temperature and interaction parameters. The orange line corresponds to the best fit by a second (first) order polynomial on the top and bottom left (right) panels.
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