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In this paper, using results in dynamic programming, lower bounds for the optimal total cost are established. The lower bounds characterize the fundamental limits on the maximum achievable information acquisition rate and the optimal reliability. Moreover, upper bounds are obtained via an analysis of two heuristic policies for dynamic selection of actions. It is shown that the first proposed heuristic achieves asymptotic optimality, where the notion of asymptotic optimality, due to Chernoff, implies that the relative difference between the total cost achieved by the proposed policy and the optimal total cost approaches zero as the penalty of wrong declaration (hence the number of collected samples) increases. The second heuristic is shown to achieve asymptotic optimality only in a limited setting such as the problem of a noisy dynamic search. However, by considering the dependency on the number of hypotheses, under a technical condition, this second heuristic is shown to achieve a nonzero information acquisition rate, establishing a lower bound for the maximum achievable rate and error exponent. In the case of a noisy dynamic search with size-independent noise, the obtained nonzero rate and error exponent are shown to be maximum.
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1. Introduction. This paper considers a generalization of the classical sequential hypothesis testing problem due to Wald [58]. Suppose there are $M$ hypotheses among which only one is true. A Bayesian decision maker is responsible to enhance his information about the correct hypothesis in a speedy and sequential manner while accounting for the penalty of wrong declaration. In contrast to the classical sequential $M$-ary hypothesis testing problem [2, 22, 39], our decision maker can choose one of $K$ available actions and, hence, exert some control over the collected samples’ “information content.” We refer to this generalization, originally tackled by Chernoff [17], as the active sequential hypothesis testing problem.

The active sequential hypothesis testing problem naturally arises in a broad spectrum of applications such as medical diagnosis [6], cognition [54], sensor management [27], underwater inspection [28], generalized search [48], group testing [16] and channel coding with perfect feedback [12]. It is intuitive that at any time instant, an optimized Bayesian decision maker relies on his current belief to adaptively select the most “informative” sensing action, that is, an action that provides the highest amount of “information.” Making this intuition precise is the topic of our study.

The most well-known instance of our problem is the case of binary hypothesis testing with passive sensing ($M = 2, K = 1$), first studied by Wald [58]. In this instance of the problem, the optimal action at any given time is provided by a sequential probability ratio test (SPRT). There are numerous studies on the generalizations to $M > 2$ ($K = 1$) and the performance of known simple and practical heuristic tests such as MSPRT [2, 22, 39]. The generalization to the active testing case was considered by Chernoff in [17] where a heuristic randomized policy was proposed and whose asymptotic performance was analyzed. More specifically, under a certain technical assumption on uniformly distinguishable hypotheses, the proposed heuristic policy is shown to achieve asymptotic optimality where the notion of asymptotic optimality [17] denotes the relative tightness of the performance upper bound associated with the proposed policy and the lower bound associated with the optimal policy.

The problem of active hypothesis testing also generalizes another classic problem in the literature: the comparison of experiments first introduced by Blackwell [9]. This is a single-shot version of the active hypothesis testing problem in which the decision maker can choose one of several (usually two) actions/experiments to collect a single observation sample before making the final decision. There have been extensive studies [9, 21, 24, 35–37, 57] on comparing the actions. Applying various results from [9, 21] in our context of active hypothesis testing and utilizing a dynamic programming interpretation, a notion of optimal information utility, that is, an optimal measure to quantify the information gained by different sensing actions, can be derived [43]. Inspired by this view of the problem, which coincides
with that promoted by DeGroot [20], we provide a set of (uniform) lower bounds for the optimal information utility. Furthermore, we provide two heuristic policies whose performance is investigated via nonasymptotic and asymptotic analysis. The first policy is shown to be asymptotically optimal, matching the performance of the scheme proposed in [17] (and follow-up works [8, 11]), and provides a benchmark for comparison when considering Chernoff’s asymptotic regime. In contrast, our second proposed policy is only shown to be asymptotically optimal in a limited setup, including that of noisy dynamic search. However, this policy has a provable advantage for large \( M \) over those proposed in the literature. More specifically, this policy can provide, under a technical condition, reliability and speedy declaration simultaneously. In information theoretic terms, this policy can be shown to achieve nonzero information acquisition rate and, hence, to generalize Burnashev’s [12] variable-length channel coding scheme. We elaborate on a complete literature survey in Section 2.2.

The remainder of this paper is organized as follows. In Section 2 we formulate the active sequential hypothesis testing problem and discuss the related works. Section 3 provides a dynamic programming formulation and characterizes a notion of optimal information utility. In Section 4 we provide three lower bounds and two upper bounds on the optimal information utility. The bounds are nonasymptotic and complementary for various values of the parameters of the problem. Section 5 states the asymptotic consequence of the bounds obtained in Section 4. In particular, the obtained bounds are used to establish notions of order and asymptotic optimality for the proposed policies (generalizing that of [17]); and characterize lower and upper bounds on the maximum achievable information acquisition rate and the optimal reliability. In Section 6 we investigate an important special case of the active hypothesis testing, namely, the noisy dynamic search. In Section 7 we discuss the technical assumptions made in our work and contrast them with the (weaker) assumptions in the literature. More specifically, we show that our first technical assumption weakens significantly one of the assumptions made in [17]. On the other hand, our second technical assumption is significantly stronger than the corresponding assumptions in the literature. However, we show that while this assumption is critical in obtaining the nonasymptotic lower and upper bounds of Section 4, it has no bearing on our asymptotic results in Section 5. Finally, we conclude the paper and discuss future work in Section 8. In the interest of brevity, we have chosen to focus our analysis, provided in the Appendix, on Theorems 1–3, whose results, to the best of our knowledge, are entirely new and whose proofs require a substantially different approach than those commonly available in the literature. In contrast, the proofs of Propositions 1–4 as well as Corollaries 1, 3, 5–7 follow similar lines of argument to the proofs in the literature or in those obtained in the Appendix and are included in the form of a supplemental article [44].
Notation: Let \( [x]^+ = \max\{x, 0\} \). The indicator function \( 1_{\{A\}} \) takes the value 1 whenever event \( A \) occurs, and 0 otherwise. For any set \( \mathcal{S} \), \( |\mathcal{S}| \) denotes the cardinality of \( \mathcal{S} \). All logarithms are in base 2. The entropy function on a vector \( \rho = [\rho_1, \rho_2, \ldots, \rho_M] \in [0,1]^M \) is defined as \( H(\rho) = \sum_{i=1}^M \rho_i \log \frac{1}{\rho_i} \), with the convention that \( 0 \log \frac{1}{0} = 0 \). Finally, the Kullback–Leibler (KL) divergence between two probability density functions \( q(\cdot) \) and \( q'(\cdot) \) on space \( \mathcal{Z} \) is defined as \( D(q||q') = \int_{\mathcal{Z}} q(z) \log \frac{q(z)}{q'(z)} \, dz \), with the convention \( 0 \log \frac{0}{0} = 0 \) and \( b \log \frac{b}{0} = \infty \) for \( a, b \in [0,1] \) with \( b \neq 0 \).

2. Problem setup and summary of the results. In Section 2.1 we formulate the problem of active sequential hypothesis testing, referred to as Problem (P) hereafter. Section 2.2 states the main contributions of the paper and provides a summary of related works.

2.1. Problem formulation. Here, we provide a precise formulation of our problem.

Problem (P) (Active sequential hypothesis testing). Let \( \Omega_M = \{1, 2, \ldots, M\} \). Let \( H_i, i \in \Omega_M \), denote \( M \) hypotheses of interest among which only one holds true. Let \( \theta \) be the random variable that takes the value \( \theta = i \) on the event that \( H_i \) is true for \( i \in \Omega_M \). We consider a Bayesian scenario with prior \( \rho(0) = [\rho_1(0), \rho_2(0), \ldots, \rho_M(0)] \), that is, initially \( P(\theta = i) = \rho_i(0) > 0 \) for all \( i \in \Omega_M \). \( \mathcal{A}_M \) is the subset of all sensing actions which may depend on \( M \) and is assumed to be finite with \( |\mathcal{A}_M| < \infty \). Let \( \mathbb{P}(A_M) \) denote the collection of all probability distributions on elements of \( \mathcal{A}_M \), that is, \( \mathbb{P}(A_M) = \{\lambda \in [0,1]^{\mathcal{A}_M} : \sum_{a \in \mathcal{A}_M} \lambda_a = 1\} \). \( \mathcal{Z} \) is the observation space. For all \( a \in \mathcal{A}_M \), the observation kernel \( q^a(\cdot) \) (on \( \mathcal{Z} \)) is the probability density function for observation \( Z \) when action \( a \) is taken and \( H_i \) is true. We assume that observation kernels \( \{q^a_i(\cdot)\}_{i \in \Omega_M, a \in \mathcal{A}_M} \) are known and the observations are conditionally independent over time. Let \( L \) denote the penalty (loss) for a wrong declaration, that is, the penalty of selecting \( H_j, j \neq i \), when \( H_i \) is true.\(^2\) Let \( \tau \) be the stopping time at which the decision maker retires. The objective is to find a sequence of sensing actions \( A(0), A(1), \ldots, A(\tau - 1) \), a stopping time \( \tau \) and a declaration rule \( d: \mathcal{A}_M^\tau \times \mathcal{Z}^\tau \to \Omega_M \) that collectively minimize the expected total cost

\[
\mathbb{E}[\tau] + L \mathbb{P}e,
\]

\(^2\)In general, we can define a loss matrix \( [L_{ij}]_{i,j \in \Omega_M} \), where \( L_{ij} \) denotes the penalty (loss) of selecting \( H_j \) when \( H_i \) is true.

\(^3\)We assume that \( A(t) \) is selected as a (possibly randomized) function of \( A_{0}^{t-1} := [A(0), A(1), \ldots, A(t-1)] \) and \( Z_{0}^{t-1} := [Z(0), Z(1), \ldots, Z(t-1)] \), that is, sensing actions and observations up to time \( t \).
where $P_e = P(d(A_0^{n-1}, Z_0^{n-1}) \neq \theta)$ denotes the probability of making a wrong declaration, and the expectation is taken with respect to the initial prior distribution $\rho(0)$ on $\theta$ as well as the distributions of action sequence, observation sequence and the stopping time.

2.2. Overview of the results and summary of the related works. The first attempt to solve Problem (P) goes back to Chernoff’s work on active binary composite hypothesis testing [17]. Chernoff proposed the following scheme to select actions: at each time $t$, find the most likely true hypothesis, and then select an action that can discriminate this hypothesis the best from each and every element in the set corresponding to the alternative hypothesis. Much of the subsequent literature extended this approach [1, 8, 11, 31, 32, 34, 47]. Chernoff showed that as $L$ goes to infinity, the relative difference between the expected total cost achieved by his proposed scheme and the optimal expected total cost approaches zero, which he termed as asymptotic optimality.\footnote{In [17], the objective was to minimize $cE[\tau] + P_e$ and the proposed policy was shown to be asymptotically optimal as $c \to 0$. It is straightforward to show that for $L = \frac{1}{c}$, this problem coincides with Problem (P) defined in this paper. However, we have chosen $E[\tau] + LP_e$ as an objective function for Problem (P) because of its interpretation as the Lagrangian relaxation of an information acquisition problem in which the objective is to minimize $E[\tau]$ subject to $P_e \leq \varepsilon$, where $\varepsilon > 0$ denotes the desired probability of error.}

One of the main drawbacks of Chernoff’s asymptotic optimality notion was his neglecting the complementary role of asymptotic analysis in $M$. In particular, the notion of asymptotic optimality in $L$ falls short in showing the tension between using an (asymptotically) large number of samples to discriminate among a few hypotheses with (asymptotically) high accuracy or an (asymptotically) large number of hypotheses with a lower degree of accuracy. As a result, although the scheme proposed in [17] and its subsequent extensions [1, 8, 11, 31, 32, 34, 47] are asymptotically optimal in $L$, their provable information acquisition rate is restricted to zero. Intuitively, the rate of information acquisition under any given heuristic relates to the ratio between $\log M$ and the expected number of samples: the larger this ratio, the faster information is acquired.

As elaborated in Section 5.3, to obtain asymptotic characterization of the optimal expected total cost in a nonzero rate regime, it is important to propose schemes which scale optimally with $M$ as well. In his seminal paper [12], Burnashev tackled the primal (constrained) version of Problem (P) in the context of channel coding with feedback, and provided lower and upper bounds on the expected number of samples (or, equivalently, channel uses) required to convey one of $M$ uniformly distributed messages over a discrete memoryless channel (DMC) with a desired probability of error. The lower bound identified the dominating terms in both number of messages and
error probability, hence characterized the optimal reliability function (also known as the error exponent) in addition to the feedback capacity (which was known to coincide with the Shannon capacity [53]). In this paper, we generalize this lower bound to the problem of active sequential hypothesis testing, that is, Problem (P):

- We derive three lower bounds on the expected total cost (1). The bounds hold for all prior beliefs and are nonasymptotic and complementary for various values of \( L \) and \( M \). In Section 5 these bounds are collectively used to generalize the (information theoretic) notions of achievable communication rate [18] and error exponent [23] to the context of active sequential hypothesis testing.

- The first and second lower bounds identify the dominating terms in \( L \) and hence are useful in establishing asymptotic optimality of order-1 (due to Chernoff [17]) and order-2 in \( L \). Furthermore, from an information theoretic viewpoint, these bounds are used to characterize an upper bound on the reliability function (error exponent) at zero rate.

- The third lower bound characterizes the dominating terms of growth in the optimal expected total cost in terms of \( L \) and \( M \) simultaneously. We use this as a converse (in a fashion somewhat similar to Shannon’s channel coding converse [18]) to derive an upper bound \( T_{\text{max}} \) on the maximum achievable information acquisition rate. Additionally, this lower bound allows us to provide an upper bound on the reliability function (error exponent) for all rates \( R \in [0, T_{\text{max}}] \), and establish order optimality in \( M \) as a necessary condition for any policy which achieves nonzero information acquisition rate.

In addition to a lower bound on an expected number of samples, Burnashev proposed a coding scheme with two phases of operation whose performance provides a tight upper bound (in both number of messages and error probability). It is interesting to note that the scheme of Chernoff, if specialized to channel coding with feedback, coincides with the second phase of Burnashev’s scheme and is of a repetition code nature. This means that while the first phase of Burnashev’s scheme can achieve any information rate up to the capacity of the channel, Chernoff’s one-phase scheme has a rate of information acquisition equal to zero. Inspired by Burnashev’s coding scheme, we also obtain two heuristic two-phase policies \( \tilde{\pi}_1 \) and \( \tilde{\pi}_2 \) whose nonasymptotic analysis in Proposition 2 and Theorem 3 provides two upper bounds on the optimal performance:

\[5\] In [13], Burnashev attempted to tackle the problem of active sequential hypothesis testing by Chernoff [17]. However, the sensing actions in [13] were allowed to be functions of the true hypothesis, \( \theta \), which, in general, is not observable in the active testing setting [17]. In this sense, [13] only extends Burnashev’s earlier work [12] on variable-length coding over a discrete memoryless channel (DMC) with feedback to allow for more general channels.
Policy $\tilde{\pi}_1$ is a simple two-phase modification of Chernoff’s scheme in which testing for the maximum likely hypothesis is delayed and contingent on obtaining a certain level of confidence. More specifically, in its first phase, $\tilde{\pi}_1$ selects actions in a way that all pairs of hypotheses can be distinguished from each other, while its second phase coincides with Chernoff’s scheme [17] where only the pairs including the most likely hypothesis are considered. The second phase of $\tilde{\pi}_1$ ensures its asymptotic optimality in $L$, while its first phase in a very natural manner weakens the technical assumption in [17] in which all actions are assumed to discriminate between all hypotheses pairs or the need for the infinitely often reliance on suboptimal randomized action deployed in [17, 47].

Policy $\tilde{\pi}_2$ is only shown to be asymptotically optimal in $L$ under a stronger condition, which is later shown to be satisfied in the important cases of binary hypothesis testing and noisy dynamic search in Section 6, however, with the advantage that here for a fixed $M$ the asymptotic optimality [17] can be strengthened to a higher order. In particular, in Section 5.1, we show that when $\tilde{\pi}_2$ is asymptotically optimal it achieves a bounded difference with the optimal performance. Furthermore, under a technical condition, policy $\tilde{\pi}_2$ can ensure that information acquisition occurs at a nonzero rate. Mathematically, this means that, under policy $\tilde{\pi}_2$, the expected total cost (1) grows in $L$ and $M$ in an order optimal fashion establishing a lower bound on the maximum achievable information acquisition rate $I_2 \leq I_{\text{max}}$ as well as a lower bound on the optimal reliability function (optimal error exponent) for all rates $R \in [0, I_2]$.

To illustrate contributions of our work as well as highlight the rate–reliability trade-off, we treat the problem of noisy dynamic search in Section 6.2. This problem is of independent and extensive interest, and arises in a variety of fields from fault detection to whereabouts search to noisy group testing. We specialize the results obtained in the earlier sections for the general active hypothesis testing, and discuss our findings in the context of other solutions in the literature. Particularly, in the case of size-independent Bernoulli noise, the upper bound corresponding to policy $\tilde{\pi}_2$ is shown to be asymptotically tight in both $L$ and $M$, hence ensuring the maximum acquisition rate and reliability simultaneously, but there is no guarantee on the tightness of the bounds for general noise models. The potentially growing gap between the lower and upper bounds obtained here, in particular, underline the significant complications of acquiring information in the general active hypothesis testing over that of (variable-length coding with feedback) [13]. For instance, while in the channel coding context the maximum information rate and reliability are fully known and match that of channel capacity and error exponent, they remain largely uncharacterized, beyond our bounds here, even in the practically relevant problem of a noisy dynamic search.
As briefly discussed in the Introduction, the above results have all been obtained under an important technical assumption which is stronger than those commonly made in the literature. However, we will show that this assumption can be significantly weakened. More precisely, we show that our original technical assumption can be replaced with one that is weaker, to the best of our knowledge, than all other assumptions in the literature \[1, 8, 11, 12, 32, 39, 47\], and, in particular, subsumes that of \[17\], to obtain a set of (nonasymptotic) bounds which are looser than those obtained in Section 4. On the other hand, these looser (nonasymptotic) bounds are shown to have similar dominating terms to those obtained in Section 4, and hence ensure the validity of our asymptotic results in Section 5.

3. Dynamic programming and characterization of an optimal policy. In this section we first derive the corresponding dynamic programming (DP) equation for Problem (P). From the DP solution, we characterize an optimal policy for Problem (P).

The problem of active $M$-ary hypothesis testing is a partially observable Markov decision problem (POMDP) where the state is static and observations are noisy. It is known that any POMDP is equivalent to an MDP with a compact yet uncountable state space, for which the belief of the decision maker about the underlying state becomes an information state \[33\]. In our setup, thus, the information state at time $t$ is the belief vector $\rho(t)$ whose $i$th element is the conditional probability of hypothesis $H_i$ to be true given the initial belief and all the observations and actions up to time $t$, that is, $\rho_i(t) := P(\{\theta = i\}|A_{t-1}^t, Z_{t-1}^t)$. Accordingly, the information state space is defined as $P(\Omega_M) := \{\rho \in [0, 1]^M : \sum_{i=1}^M \rho_i = 1\}$ and the optimal expected total cost can be defined as follows.

**Definition 1.** For all $\rho \in P(\Omega_M)$, let functional $V^*(\rho)$, hereafter referred to as the *optimal value function*, denote the optimal expected total cost \(1\) of Problem (P) given the Bayesian prior $\rho$. In other words, $V^*(\rho) := \min\{E[\tau] + LPe\}$ given the initial belief $\rho$, where the minimization is taken over the stopping time $\tau$, the sequence of actions and observations, and the declaration rule.

A general approach to solving Problem (P) is to provide a functional characterization of $V^*$: given $V^*$ in its functional form, the optimal expected total cost for Problem (P) can be obtained by a simple evaluation of $V^*$ at the initial belief $\rho(0)$. Next we state a dynamic programming equation which characterizes $V^*$.

To obtain the dynamic programming equation, consider a single step of the problem. In one sensing step, the evolution of the belief vector follows
Bayes’ rule and is given by $\Phi^a$, a measurable function from $\mathbb{P}(\Omega_M) \times \mathcal{Z}$ to $\mathbb{P}(\Omega_M)$ for all $a \in A_M$:

$\Phi^a(\rho, z) := \left[ \rho_1 \frac{q_1^a(z)}{q_1^a(z)}, \rho_2 \frac{q_2^a(z)}{q_2^a(z)}, \ldots, \rho_M \frac{q_M^a(z)}{q_M^a(z)} \right], \tag{2}$

where $q_a^\rho(z) = \sum_{i=1}^M \rho_i q_i^a(z)$, and $\Phi^a(\rho, z) = \rho$ if $q_a^\rho(z) = 0$. In other words, if $\rho \in \mathbb{P}(\Omega_M)$ is an a priori distribution, $\Phi^a(\rho, z)$ gives us the posterior distribution when sensing action $a$ has been taken and $z$ has been observed.

We define a Markov operator $T^a$, $a \in A_M$, such that for any measurable function $g : \mathbb{P}(\Omega_M) \to \mathbb{R}$,

$(T^a g)(\rho) := \int g(\Phi^a(\rho, z)) q(a^\rho(z)) dz. \tag{3}$

Note that at any given information state $\rho$, taking sensing action $a \in A_M$ followed by the optimal policy results in expected total cost $1 + (T^a V^*)(\rho)$, where 1 denotes the one unit of time spent to take the sensing action and collect the corresponding observation sample, and $(T^a V^*)(\rho)$ is the expected value of $V^*$ on the space of posterior beliefs; while declaration $j$ results in expected cost $(1 - \rho_j)L$ where $(1 - \rho_j)$ is the probability that hypothesis $H_j$ is not true, and $L$ is the penalty of making a wrong declaration. This intuition, while relying on the compactness of $\mathbb{P}(\Omega_M)$ to treat various measurability issues, can be formalized in the following dynamic programming equation.

**FACT 1** (Proposition 9.8 in [7]). The optimal value function $V^*$ satisfies the following fixed point equation:

$V^*(\rho) = \min \left\{ 1 + \min_{a \in A_M} (T^a V^*)(\rho), \min_{j \in \Omega_M} (1 - \rho_j)L \right\}. \tag{4}$

**DEFINITION 2.** A Markov stationary policy is a stochastic kernel from the information state space $\mathbb{P}(\Omega_M)$ to $A_M \cup \{d\}$ describing the conditional distribution on sensing actions $A(t)$, $t = 0, 1, \ldots, \tau - 1$ and stopping time $\tau$ (the choice of declaration $d$ marks the stopping time $\tau$). In other words, under policy $\pi$, the probability that action $a$ is selected at belief state $\rho$ is given by $\pi(a|\rho)$.

As shown in Corollary 9.12.1 in [7], equation (4) provides a characterization of an optimal Markov stationary deterministic policy $\pi^*$ for Problem (P) as follows: sensing action $a^* = \arg\min_{a \in A_M} (T^a V^*)(\rho)$ is the least costly sensing action, resulting in $1 + \min_{a \in A_M} (T^a V^*)(\rho)$, hence is the optimal action to take unless wrongly declaring $H_i^*$, where $i^* = \arg\min_{j \in \Omega_M} (1 - \rho_j)L$, is even less costly, in which case it is optimal to retire and declare $H_i^*$ as the true hypothesis.
Remark 1. It follows from (4) that if \( \min_{j \in \Omega_M} (1 - \rho_j)L \leq 1 \), then we have a full characterization of \( V^*(\rho) = \min_{j \in \Omega_M} (1 - \rho_j)L \) and the optimal policy. Therefore, the region of interest in our analysis is restricted to \( L > 1 \) and \( P_L(\Omega_M) := \{ \rho \in P(\Omega_M) : \min_{j \in \Omega_M} (1 - \rho_j)L > 1 \} \).

Before we close this section, we provide the following lemma.

Lemma 1. Suppose there exist \( \beta > 0 \) and a functional \( V : P(\Omega_M) \to \mathbb{R}_+ \) such that for all belief vectors \( \rho \in P(\Omega_M) \),

\[
V(\rho) \leq \min\left\{ \beta + \min_{a \in A_M} (T^aV)(\rho), \min_{j \in \Omega_M} (1 - \rho_j)\beta L \right\}.
\]

Then \( V^*(\rho) \geq \frac{1}{\beta} V(\rho) \) for all \( \rho \in P(\Omega_M) \).

The proof is provided in the supplemental article [44], Section 1.

4. Performance bounds. In lieu of numerical approximation of or derivation of a closed form for \( V^* \), in Section 4.1 we use Lemma 1 to find lower bounds for the value function \( V^* \). In Section 4.2 we analyze two heuristic schemes to achieve upper bounds for \( V^* \).

We have the following technical assumptions:

Assumption 1. For any two hypotheses \( i, j \in \Omega_M, i \neq j \), there exists an action \( a, a \in A_M \), such that \( D(q_i^a || q_j^a) > 0 \).

Assumption 2. There exists \( \xi_M < \infty \) such that

\[
\max_{i, j \in \Omega_M} \max_{a \in A_M} \sup_{z \in Z} \log \frac{q_i^a(z)}{q_j^a(z)} \leq \xi_M.
\]

Assumption 1 ensures the possibility of discrimination between any two hypotheses, hence ensuring Problem (P) has a meaningful solution. Assumption 2 implies that no two hypotheses are fully distinguishable using a single observation sample. Assumption 2 is a technical one which enables our nonasymptotic characterizations, however, in Section 7 we discuss the consequence of weakening this assumption in detail.

4.1. Lower bounds for \( V^* \).

Theorem 1. Under Assumption 1 and for \( L > 1 \) and \( \rho \in P_L(\Omega_M) \),

\[
V^*(\rho) \geq V_1(\rho) := \left\lceil \sum_{i=1}^{M} \rho_i \max_{j \neq i} \frac{\log((1 - L^{-1})/L^{-1}) - \log(\rho_i/\rho_j)}{\max_{a \in A_M} D(q_i^a || q_j^a) - K'_1} \right\rceil,
\]

where \( K'_1 \) is a constant independent of \( L \) whose closed form is given in the supplemental article [44], equation (144).
The proof of Theorem 1 is provided in Appendix.
Following Chernoff’s approach (Theorem 2 in [17]), and for large values of \( L \), the lower bound can be tightened as follows:

**Proposition 1.** Under Assumptions 1 and 2, and for \( L > 1 \), \( \rho \in \mathbb{P}_L(\Omega_M) \), and arbitrary \( \delta \in (0, 1) \),

\[
V^*(\rho) \geq \sum_{i=1}^{M} \rho_i \left[ (1 - \delta) \log\left( \frac{L}{(K' \log 2L)} \right) - \max_{j \neq i} \log(\rho_i / \rho_j) \right]^+ + \max_{\lambda \in \mathbb{P}(A_M)} \min_{j \neq i} \sum_{a \in A_M} \lambda_a D(q_a^i || q_a^j) + \delta 
\]

\[
\times \left( 1 - \frac{2M(K' \log 2L/\delta)}{\rho_i} \right) - \frac{M \epsilon_M^2}{\delta^2} \right]^+ ,
\]

where \( K' \) is a constant independent of \( \delta \) and \( L \) whose closed form is given in the supplemental article [44], equation (81).

The proof of Proposition 1 is provided in the supplemental article [44], Section 5.1.

Next we provide another lower bound which is more appropriate for large values of \( M \). Let \( I(\rho; q_a^i) = H(\rho) - (T^a H)(\rho) \) denote the mutual information between \( \theta \sim \rho \) and observation \( Z \) under action \( a \). Let \( D_{\text{max}}(M) := \max_{i,j \in \Omega_M} \max_{a \in A_M} D(q_a^i || q_a^j) \), \( I_{\text{max}}(M) := \max_{a \in A_M} \max_{\hat{\rho} \in \mathbb{P}(\Omega_M)} I(\hat{\rho}; q_a^i) \), and \( \alpha(L, M) := \frac{M-1}{M-1 + 2L I_{\text{max}}(M)} \).

**Theorem 2.** Under Assumption 1 and for \( L > 1 \) and \( \rho \in \mathbb{P}_L(\Omega_M) \),

\[
V^*(\rho) \geq \left[ \frac{H(\rho) - H([\alpha(L, M), 1 - \alpha(L, M)]) - \alpha(L, M) \log(M - 1)}{I_{\text{max}}(M)} \right]
\]

\[
+ \alpha(L, M) L \right]^+ .
\]

Furthermore, under Assumptions 1 and 2, and for \( L > \max\{1, \frac{\log M}{I_{\text{max}}(M)} \} \) and arbitrary \( \delta \in (0, 0.5) \),

\[
V^*(\rho) \geq V_2(\rho)
\]

\[
:= \left[ \frac{H(\rho) - H([\delta, 1 - \delta]) - \delta \log(M - 1)}{I_{\text{max}}(M)} \right]
\]

\[
+ \log((1 - L^{-1})/L^{-1}) - \log((1 - \delta)/\delta) - \xi_M \frac{D_{\text{max}}(M)}{D_{\text{max}}(M)} \right]^+ 
\]

\[
\times \mathbf{1}_{\{\max_{i \in \Omega_M} \rho_i \leq 1 - \delta\}} - K^2 \right]^+ ,
\]
where $K'_2$ is a constant independent of $\delta$ and $L$ whose closed form is given in the supplemental article [44], equation (151).\(^6\)

The proof of Theorem 2 is provided in Appendix.

Theorem 2 can be used to show that when $L < \frac{\log M}{T_{\text{max}}(M)}$, Problem (P) will have a trivial solution. The precise statement is given by the following corollary.

**Corollary 1.** Let $L < \frac{\log M}{T_{\text{max}}(M)}$, and suppose the decision maker has a uniform prior belief about the hypotheses. For sufficiently large $M$, the optimal policy randomly guesses the true hypothesis without collecting any observation, hence, $P_e$, the probability of making a wrong declaration, approaches $1 - \frac{1}{M}$.

The proof of Corollary 1 is provided in the supplemental article [44], Section 2.1.

**Remark 2.** The lower bounds in Theorems 1 and 2 can be explained by the following intuition: for any measure of uncertainty $U : \mathbb{P}(\Omega_M) \to \mathbb{R}_+$, the number of samples required to reduce the uncertainty down to a target level $U_{\text{target}}$ has to be at least $\frac{U(\rho(0)) - U_{\text{target}}}{\Delta_{\text{max}}(U)}$, where $\Delta_{\text{max}}(U)$ is the maximum amount of reduction in $U$ associated with a single sample, that is, $\Delta_{\text{max}}(U) = \max_{a \in A_M} \max_{\rho \in \mathbb{P}(\Omega_M)} \{ U(\rho) - (T^a U)(\rho) \}$. The lower bound in Theorem 1 is associated with such a lower bound when taking $U$ to be the log-likelihood function, while the lower bound in Theorem 2 is associated with setting $U$ to be the Shannon entropy.

### 4.2. Upper bounds for $V^*$

Next we propose two Markov policies $\tilde{\pi}_1$ and $\tilde{\pi}_2$. Policies $\tilde{\pi}_1$ and $\tilde{\pi}_2$ have two operational phases. Phase 1 is the phase in which the belief about all hypotheses is below a certain threshold, while in phase 2, the belief about one of the hypotheses has passed that threshold and actions are selected in favor of that particular hypothesis. The difference between the two policies is in the actions they take in each phase.

First we describe policy $\tilde{\pi}_1$. Let $\mu_0$ and $\mu_i, i \in \Omega_M$, be vectors in $\mathbb{P}(A_M)$ such that

\[
\mu_0 := \arg \max_{\lambda \in \mathbb{P}(A_M)} \min_{j \neq i} \sum_{a \in A_M} \lambda_a D(q_{i}^a \| q_{j}^a),
\]

\[
\mu_i := \arg \max_{\lambda \in \mathbb{P}(A_M)} \min_{j \neq i} \sum_{a \in A_M} \lambda_a D(q_{i}^a \| q_{j}^a) \quad \forall i \in \Omega_M.
\]

\(^6\)As it will be discussed in Section 5.2, $K'_2$ can be selected independent of $M$ as well if $\sup_M \xi_M < \infty$. 

Moreover, let \( \mu_0 \) and \( \mu_i \) denote elements of \( \mu_0 \) and \( \mu_i \) corresponding to \( a \in A_M \), respectively. Consider a threshold \( \tilde{\rho} \), \( \tilde{\rho} > \frac{1}{2} \). Markov (randomized) policy \( \tilde{\pi}_1 \) is defined as follows:\footnote{Policies \( \tilde{\pi}_1 \) and \( \tilde{\pi}_2 \) are not unique; they each represent a class of parameterized policies. In fact, the tilde in \( \tilde{\pi}_1 \) and \( \tilde{\pi}_2 \) has been chosen to emphasize the dependency of these policies on the threshold/parameter \( \tilde{\rho} \).}

- If \( \rho_i \geq 1 - L^{-1} \), retire and select \( H_i \) as the true hypothesis.
- If \( \rho_i \in [\tilde{\rho}, 1 - L^{-1}) \), then
  \[ \tilde{\pi}_1(a|\rho) = \mu_{ia} \quad \forall a \in A_M. \]
- If \( \rho_i < \min\{\tilde{\rho}, 1 - L^{-1}\} \) for all \( i \in \Omega_M \), then
  \[ \tilde{\pi}_1(a|\rho) = \mu_{0a} \quad \forall a \in A_M. \]

In [17], Chernoff proposed a policy that, at each time \( t \), selects action \( a \) with probability \( \mu_{i^*a} \), where \( i^* = \arg \max_{i \in \Omega_M} \rho_i(t) \) denotes the most likely true hypothesis. In other words, \( \tilde{\pi}_1 \) coincides with Chernoff’s scheme in its second phase and ensures its asymptotic optimality in \( L \), while its first phase in a very natural manner relaxes the technical assumption in [17] where all actions were required to discriminate between all hypotheses pairs. Following Chernoff’s approach (Theorem 1 in [17]), we can analyze the performance of policy \( \tilde{\pi}_1 \) and obtain the following upper bound for \( V^* \).

For notational simplicity, let

\[
I_{\mu_0}(M) := \min_{i \in \Omega_M} \min_{j \neq i} \sum_{a \in A_M} \mu_{0a} D(q_i^a \parallel q_j^a),
\]

\[
I_1(M) := \left( \frac{\log M + 4\xi_M}{\min_{i \in \Omega_M} \min_{j \neq i} \sum_{a \in A_M} \mu_{ja} D(q_i^a \parallel q_j^a)} \right)^{-2} I_{\mu_0}(M),
\]

\[
D_{\mu_i}(M) := \min_{j \neq i} \sum_{a \in A_M} \mu_{ia} D(q_i^a \parallel q_j^a) \quad \forall i \in \Omega_M.
\]

**Proposition 2.** Under Assumptions 1 and 2, and for \( L > 1, \rho \in \mathbb{P}_L(\Omega_M) \), and arbitrary \( \iota \in (0, 1) \),

\[
V^*(\rho) \leq V_1(\rho)
\]

\[
:= \frac{H(\rho) + \log M + \log(\tilde{\rho}/(1 - \tilde{\rho}))}{I_1(M)} (1 + \iota) + \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\mu_i}(M)} (1 + \iota)
\]

\[
+ M \left( 2 + \frac{1}{((\iota/2)/(1 + \iota))^{4}(I_1(M)/(4\xi_M)^4)} \right)
\]

\[
\times \left( L \left( 1 - \max_{j \in \Omega_M} \rho_j \right) \right)^{-((\iota(1 + \iota)^2/4\xi_M^3) + 2}.
\]
The proof is based on a performance analysis of policy $\tilde{\pi}_1$ and is provided in the supplemental article [44], Section 5.2.

Next we describe policy $\tilde{\pi}_2$. Let $\eta_0$ and $\eta_i$, $i \in \Omega_M$, be vectors in $\mathbb{P}(A_M)$ such that

$$\eta_0 := \arg \max_{\lambda \in \mathbb{P}(A_M)} \min_{i \in \Omega_M} \min_{\rho \in \mathbb{P}_L(\Omega_M)} \sum_{a \in A_M} \lambda_a D\left( q_i^a \left\| \sum_{j \neq i}^{\rho_j} \frac{\hat{\rho}_j}{1 - \hat{\rho}_i} q_j^a \right\| \right),$$

$$\eta_i := \arg \max_{\lambda \in \mathbb{P}(A_M)} \min_{\rho \in \mathbb{P}_L(\Omega_M)} \sum_{a \in A_M} \lambda_a D\left( q_i^a \left\| \sum_{j \neq i}^{\rho_j} \frac{\hat{\rho}_j}{1 - \hat{\rho}_i} q_j^a \right\| \right), \quad \forall i \in \Omega_M.$$ 

Moreover, let $\eta_{0a}$ and $\eta_{ia}$ denote elements of $\eta_0$ and $\eta_i$, respectively. Consider a threshold $\tilde{\rho}$, $\rho > \frac{1}{2}$. Markov (randomized) policy $\tilde{\pi}_2$ is defined as follows:

- If $\rho_i \geq 1 - L^{-1}$, retire and select $H_i$ as the true hypothesis.
- If $\rho_i \in [\tilde{\rho}, 1 - L^{-1})$, then $\tilde{\pi}_2(a | \rho) = \eta_{ia} \forall a \in A_M$.
- If $\rho_i < \min\{\tilde{\rho}, 1 - L^{-1}\}$ for all $i \in \Omega_M$, then $\tilde{\pi}_2(a | \rho) = \eta_{0a} \forall a \in A_M$.

For notational simplicity, let

$$I_{\eta_0}(M) := \min_{i \in \Omega_M} \min_{\rho \in \mathbb{P}_L(\Omega_M)} \sum_{a \in A_M} \eta_{0a} D\left( q_i^a \left\| \sum_{j \neq i}^{\rho_j} \frac{\hat{\rho}_j}{1 - \hat{\rho}_i} q_j^a \right\| \right),$$

$$I_{\eta, \tilde{\rho}}(M) := \min_{i \in \Omega_M} \min_{k \neq i} \min_{\rho : \rho_k \geq \tilde{\rho}} \sum_{a \in A_M} \eta_{ka} D\left( q_i^a \left\| \sum_{j \neq i}^{\rho_j} \frac{\hat{\rho}_j}{1 - \hat{\rho}_i} q_j^a \right\| \right),$$

$$I_2(M) := \min\{I_{\eta_0}(M), I_{\eta, \tilde{\rho}}(M)\},$$

$$D_{\eta_i}(M) := \min_{\rho \in \mathbb{P}_L(\Omega_M)} \sum_{a \in A_M} \eta_{ia} D\left( q_i^a \left\| \sum_{j \neq i}^{\rho_j} \frac{\hat{\rho}_j}{1 - \hat{\rho}_i} q_j^a \right\| \right), \quad \forall i \in \Omega_M.$$ 

**Theorem 3.** Under Assumptions 1 and 2, and for $L > 1$ and any $\rho \in \mathbb{P}_L(\Omega_M)$,

$$V^*(\rho) \leq \nabla_2(\rho) := \frac{H(\rho) + \log(\hat{\rho}/(1 - \hat{\rho})) + \xi_M + \log e}{I_2(M)} + \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\eta_i}(M)} + 1.$$ 

The proof is based on a performance analysis of policy $\tilde{\pi}_2$ and is provided in the Appendix.

**5. Asymptotic analysis and consequences.** In this section we state and discuss the consequence of the bounds obtained in Section 4 in asymptotically large $L$ and $M$. Note that Table 1 provides a list of the notation introduced in Section 4.
can be applied to establish the order optimality and asymptotic optimality of the proposed policies as defined below. Let $V_\pi(\rho)$ denote the value function for policy $\pi$, that is, the expected total cost achieved by policy $\pi$ when the initial belief is $\rho$.

**Definition 3.** For fixed $M$, policy $\pi$ is referred to as order optimal in $L$ if for all $\rho \in \mathbb{P}(\Omega_M)$,

$$\lim_{L \to \infty} \frac{V_\pi(\rho) - V^*(\rho)}{V_\pi(\rho)} < 1.$$ 

**Definition 4.** For fixed $M$, policy $\pi$ is referred to as asymptotically optimal of order-1 in $L$ if for all $\rho \in \mathbb{P}(\Omega_M)$,

$$\lim_{L \to \infty} \frac{V_\pi(\rho) - V^*(\rho)}{V_\pi(\rho)} = 0.$$ 

| Notation | Description |
|----------|-------------|
| $I_{\max}(M)$ | $\max_{a \in A_M} \max_{\rho \in \mathbb{P}(\Omega_M)} I(\rho; q^a)$ |
| $D_{\max}(M)$ | $\max_{i,j \in \Omega_M} \max_{a \in A_M} D(q^a || q^j)$ |
| $\mu_0$ | $\arg \max_{\lambda \in \mathbb{P}(\Omega_M)} \min_{j \neq i} \sum_{a \in A_M} \lambda_a D(q^a || q^j)$ |
| $\mu_i$ | $\arg \max_{\lambda \in \mathbb{P}(\Omega_M)} \min_{j \neq i} \sum_{a \in A_M} \lambda_a D(q^a || q^j)$ |
| $I_{\mu_0}(M)$ | $\min_{j \neq i} \frac{\log M + \gamma M}{2} \sum_{a \in A_M} \mu_{a\lambda} D(q^a || q^j)$ |
| $I_1(M)$ | $\frac{\log M + 4\gamma M}{2} \sum_{a \in A_M} \mu_{a\lambda} D(q^a || q^j)$ |
| $D_{\mu_0}(M)$ | $\min_{j \neq i} \frac{\log M + \gamma M}{2} \sum_{a \in A_M} \mu_{a\lambda} D(q^a || q^j)$ |
| $\eta_0$ | $\arg \max_{\lambda \in \mathbb{P}(\Omega_M)} \min_{\rho \in \mathbb{P}(\Omega_M)} \sum_{a \in A_M} \lambda_a D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
| $\eta_i$ | $\arg \max_{\lambda \in \mathbb{P}(\Omega_M)} \min_{\rho \in \mathbb{P}(\Omega_M)} \sum_{a \in A_M} \lambda_a D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
| $I_{\eta_0}(M)$ | $\min_{\rho \in \mathbb{P}(\Omega_M)} \sum_{a \in A_M} \eta_{a\lambda} D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
| $I_{\eta}(M)$ | $\min_{\rho \in \mathbb{P}(\Omega_M)} \min_{j \neq i} \sum_{a \in A_M} \eta_{a\lambda} D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
| $D_{\eta_0}(M)$ | $\min_{\rho \in \mathbb{P}(\Omega_M)} \sum_{a \in A_M} \eta_{a\lambda} D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
| $D_{\eta}(M)$ | $\min_{\rho \in \mathbb{P}(\Omega_M)} \sum_{a \in A_M} \eta_{a\lambda} D(q^a || \sum_{j \neq i} \frac{\rho_j}{1 - \rho_i} q^j)$ |
Definition 5. For fixed $M$, policy $\pi$ is referred to as *asymptotically optimal of order-2* in $L$ if for all $\rho \in \mathbb{P}(\Omega_M)$, there exists a constant $B$ independent of $L$ such that

$$V_\pi(\rho) - V^*(\rho) \leq B.$$ 

Remark 3. It is clear from the definitions above that order optimality is weaker than asymptotic optimality of order-1, while asymptotic optimality of order-2 is the strongest notion. The notion of asymptotic optimality of order-1 was first introduced in [17], which naturally motivates the extension of higher orders.

The next corollary establishes order and asymptotic optimality of our proposed policies.

Corollary 2. Under Assumptions 1 and 2, policy $\tilde{\pi}_1$ is asymptotically optimal of order-1 in $L$. Furthermore, policy $\tilde{\pi}_2$ attains asymptotic optimality of order-2 in $L$ if

$$\min_{j \neq i} \max_{a \in A_M} D(q_{i}^{a} || q_{j}^{a}) = D_{\eta_i}(M) \quad \forall \ i \in \Omega_M. \quad (5)$$

Proof. Using Proposition 1 and by setting $\delta = (\log L)^{-1/3}$, we obtain

$$V^*(\rho) \geq \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\mu_i}(M)} + O((\log L)^{2/3}). \quad (6)$$

On the other hand, from Proposition 2 and by setting $\iota = (\log L)^{-1/4}$, we get

$$V^*(\rho) \leq \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\mu_i}(M)} + O((\log L)^{3/4}). \quad (7)$$

The proof of the first part of the corollary simply follows from Definition 4, inequality (6) and (7).

Similarly, the proof of the second part of the corollary follows from Definition 5, Theorems 1 and 3. □

5.2. Order and asymptotic optimality in both $L$ and $M$. As mentioned in Section 2.2, one of the main drawbacks of Chernoff’s asymptotic optimality notion was his neglecting the complementary role of parameter $M$. In particular, the notion of asymptotic optimality in $L$ falls short in showing the tension between using an (asymptotically) large number of samples to discriminate among a few hypotheses with (asymptotically) high accuracy or an (asymptotically) large number of hypotheses with a lower degree of
accuracy. In this section we address this issue by analyzing the bounds when
$L$ and $M$ are both asymptotically large. More specifically, we consider a se-
tquence of problems indexed by parameter $M$ in which the set of actions and
observation kernels grow monotonically as $M$ increases, that is, for all
$M < M'$,
\begin{equation}
\mathcal{A}_M \subseteq \mathcal{A}_{M'} \quad \text{and} \quad \{q^a_i(\cdot)\}_{i \in \Omega_M, a \in \mathcal{A}_M} \subseteq \{q^a_i(\cdot)\}_{i \in \Omega_{M'}, a \in \mathcal{A}_{M'}}.
\end{equation}

Recall the notation listed in Table 1. Also, let $D_1(M)$ and $D_2(M)$ denote,
respectively, the harmonic mean of $\{D_{\mu_i}(M)\}_{i \in \Omega_M}$ and $\{D_{\eta_i}(M)\}_{i \in \Omega_M}$, that is,
\begin{equation}
D_1(M) = M \left( \sum_{i=1}^{M} \frac{1}{D_{\mu_i}(M)} \right)^{-1}, \quad D_2(M) = M \left( \sum_{i=1}^{M} \frac{1}{D_{\eta_i}(M)} \right)^{-1}.
\end{equation}

Moreover, let
\begin{equation}
T_{\text{max}} := \sup_M I_{\text{max}}(M), \quad D_{\text{max}} := \sup_M D_{\text{max}}(M),
\end{equation}
\begin{equation}
L_{\text{max}} := \inf_M I_{\text{max}}(M), \quad D_2 := \inf_M D_2(M),
\end{equation}
\begin{equation}
L_2 := \inf_M I_2(M), \quad D_2 := \inf_M D_2(M).
\end{equation}

By the definition and from (8), $D_{\text{max}}(M)$ and $I_{\text{max}}(M)$ are nondecreasing
in $M$. Furthermore, from Jensen’s inequality,
\begin{equation}
I_{\text{max}}(M) = \max_{a \in \mathcal{A}_M} \max_{\hat{\rho} \in \mathcal{P}(\Omega_M)} \sum_{i=1}^{M} \hat{\rho}_i D \left( q^a_i \| \sum_{j=1}^{M} \hat{\rho}_j q^a_j \right)
\end{equation}
\begin{equation}
\leq \max_{a \in \mathcal{A}_M} \max_{\hat{\rho} \in \mathcal{P}(\Omega_M)} \sum_{i=1}^{M} \hat{\rho}_i \sum_{j=1}^{M} \hat{\rho}_j D(q^a_i \| q^a_j)
\end{equation}
\begin{equation}
\leq \max_{a \in \mathcal{A}_M} \max_{i, j \in \Omega_M} D(q^a_i \| q^a_j) = D_{\text{max}}(M)
\end{equation}
and by Assumption 2, we have\(^8\)
\begin{equation}
D_{\text{max}}(M) \leq \max_{i, j \in \Omega_M} \max_{a \in \mathcal{A}_M} \max_{z \in \mathcal{Z}} \log \frac{q^a_i(z)}{q^a_j(z)} \leq \xi_M.
\end{equation}

Similarly, $I_2(M) \leq D_{\eta}(M) \leq D_{\mu}(M) \leq D_{\text{max}}(M) \leq \xi_M$, \(\forall i \in \Omega_M\), for all
$M$. Since $D_{\text{max}}(M)$ and $I_{\text{max}}(M)$ are nondecreasing in $M$, we have $D_{\text{max}} = D_{\text{max}}(2)$, $D_{\text{max}} = \lim_{M \to \infty} D_{\text{max}}(M)$, $L_{\text{max}} = I_{\text{max}}(2)$ and $T_{\text{max}} = \lim_{M \to \infty} I_{\text{max}}(M)$.

\(^8\)Inequality (14) holds true even if Assumption 2 is replaced by a more general assumption such as those suggested in Section 7.
Furthermore, to ensure that the distance between the observation kernels remains bounded as $M$ increases (and $D_{\text{max}} < \infty$), we consider the following assumption:

**Assumption 3.** There exists $\xi < \infty$ such that

$$\sup_M \xi_M \leq \xi.$$  

This assumption allows us to specialize Theorem 2 as follows.

**Corollary 3.** Let $\rho_{u,M}$ denote a uniform prior on the set of hypotheses $\Omega_M$. Under Assumptions 1, 2 and 3, and for $\delta = \frac{1}{\log 2ML}$ and $L > \max\{2, \frac{\log M}{D_{\text{max}}(M)}\}$,

$$V_2(\rho_{u,M}) \geq \left[\frac{\log M - 2}{T_{\text{max}}} + \frac{\log((1 - L^{-1})/L^{-1})}{D_{\text{max}}} - \frac{\log \log M + \xi}{D_{\text{max}}} - K'_2\right]^+, \quad \text{where } K'_2 \text{ is a positive constant independent of } L \text{ and } M.$$  

The proof of Corollary 3 is provided in the supplemental article [44], Section 2.2.

The next definition extends the notions of order and asymptotic optimality defined in Section 5.1 to the case where $M$ increases as well.

**Definition 6.** Policy $\pi$ is referred to as order optimal and asymptotically optimal of order-1 in $L$ and $M$ if, respectively,$^9$

$$\lim_{L,M \to \infty} \frac{V_\pi(\rho_{u,M}) - V^*(\rho_{u,M})}{V_\pi(\rho_{u,M})} < 1, \quad \lim_{L,M \to \infty} \frac{V_\pi(\rho_{u,M}) - V^*(\rho_{u,M})}{V_\pi(\rho_{u,M})} = 0.$$  

**Corollary 4.** Under Assumptions 1, 2 and 3, for $L > \frac{\log M}{T_{\text{max}}(M)}$, and if $I_2 > 0$, policy $\tilde{\pi}_2$ is order optimal in $L$ and $M$. Furthermore, if $T_{\text{max}} = L_2$ and $D_{\text{max}} = D_2$, policy $\tilde{\pi}_2$ is asymptotically optimal of order-1 in $L$ and $M$.

**Proof.** The proof follows from Definition 6, Corollary 3 and Theorem 3.$^\square$

5.3. Information acquisition rate and reliability. In this section we explain the primal (constrained) version of Problem (P), referred to as Problem (P'), and use the obtained bounds in Section 4 to extend the (information theoretic) notions of achievable communication rate and error exponent to the context of active sequential hypothesis testing.

$^9$Note that unlike Definitions 3–5 where we considered the performance gap between policy $\pi$ and the optimal policy $\pi^*$ for all values of $\rho \in \mathcal{P}(\Omega_M)$, here we consider the performance gap specifically at the uniform vector in the information state space.
Problem (P′) (Information acquisition problem). Consider a sequence of active hypothesis testing problems indexed by parameter \( M \) (i.e., the number of hypotheses of interest), action space \( \mathcal{A}_M \) and observation kernels \( \{ q^a_i(\cdot) \}_{i \in \Omega_M, a \in \mathcal{A}_M} \): a Bayesian decision maker with uniform prior belief \( \rho(0) = \rho_{u,M} \) is responsible to find the true hypothesis with the objective to minimize \( \mathbb{E}[\tau] \) subject to \( P_e \leq \varepsilon \),

\[
\text{(15)} \quad \text{minimize } \mathbb{E}[\tau] \text{ subject to } P_e \leq \varepsilon,
\]

where \( \tau \) is the stopping time at which the decision maker retires, \( P_e \) is the probability of making a wrong declaration, and \( \varepsilon > 0 \) denotes the desired probability of error. Furthermore, let the set of actions and observation kernels grow monotonically as \( M \) increases, that is, for all \( M < M' \),

\[
\text{(16)} \quad \mathcal{A}_M \subseteq \mathcal{A}_{M'} \quad \text{and} \quad \{ q^a_i(\cdot) \}_{i \in \Omega_M, a \in \mathcal{A}_M} \subseteq \{ q^a_i(\cdot) \}_{i \in \Omega_{M'}, a \in \mathcal{A}_{M'}}.
\]

Let \( \mathbb{E}_\pi[\tau] \) and \( P_{e\pi} \) denote, respectively, the expected stopping time (or, equivalently, the expected number of collected samples) and the probability of error under policy \( \pi \). Following the notation in [49], we define \( M_\pi(t, \varepsilon) \) as the maximum number of hypotheses among which policy \( \pi \) can find the true hypothesis with \( \mathbb{E}_\pi[\tau] \leq t \) and \( P_{e\pi} \leq \varepsilon \). Policy \( \pi \) is said to achieve information acquisition rate \( R > 0 \) with reliability (also known as error exponent) \( E > 0 \) if

\[
\text{(17)} \quad \lim_{t \to \infty} \frac{1}{t} \log M_\pi(t, 2^{-Et}) = R.
\]

For a fixed number of hypotheses \( M \), hence at information acquisition rate \( R = 0 \), policy \( \pi \) is said to achieve reliability \( E > 0 \) if

\[
\text{(18)} \quad \lim_{t \to \infty} \frac{-1}{t} \log P_{e\pi}(t, M) = E,
\]

where \( P_{e\pi}(t, M) \) is the minimum probability of error that policy \( \pi \) can guarantee for \( M \) hypotheses with the constraint \( \mathbb{E}_\pi[\tau] \leq t \).

The reliability function \( E(R) \) is defined as the maximum achievable error exponent at information acquisition rate \( R \).

Before we proceed with the upper and lower bounds on the maximum achievable information acquisition rate and the optimal reliability function, we refer the reader to Table 1 for the list of notation introduced in Section 4. Also recall that \( D_1(M) \) and \( D_2(M) \) denote, respectively, the harmonic mean of \( \{ D_\mu_i(M) \}_{i \in \Omega_M} \) and \( \{ D_\eta_i(M) \}_{i \in \Omega_M} \).

Corollary 5. For any given fixed \( M \) (rate \( R = 0 \)), no policy can achieve reliability higher than \( D_1(M) \). Also, no policy can achieve positive reliability \( E > 0 \) at rates higher than \( T_{\max} \). Furthermore,

\[
\text{(19)} \quad E(R) \leq D_{\max} \left( 1 - \frac{R}{T_{\max}} \right), \quad R \in (0, T_{\max}).
\]
Remark 4. Corollary 5 establishes an upper bound, $T_{\text{max}}$, on the maximum achievable information acquisition rate. As shown in the supplemental article [44], Section 3.3, this result can be strengthened to show that no policy can achieve diminishing error probability at rates higher than $T_{\text{max}}$.

Corollary 6. For fixed $M$, hence at rate $R = 0$, a policy $\pi$ can achieve the maximum reliability, that is, $E = D_1(M)$, if and only if it is asymptotically optimal (of order-1 or higher) in $L$. Furthermore, a policy $\pi$ can achieve a nonzero rate $R > 0$ with nonzero reliability $E > 0$ only if it is order optimal in $L$ and $M$.

Corollary 6 implies that for fixed $M$, hence at $R = 0$, policies $\tilde{\pi}_1$ and $\pi^*$ achieve the optimal error exponent, while policy $\tilde{\pi}_2$ might or might not [depending on condition (5)]. Furthermore, Corollary 6, in effect, underlines the deficiency of characterizing the solution to Problems (P) in terms of $L$ in isolation from $M$, hence, Chernoff’s notion of asymptotic optimality (solely in $L$). In particular, an order optimal policy can achieve nonzero rate and reliability simultaneously, an improvement over $\tilde{\pi}_1$ (and all extensions of [17]).

Corollary 7. Policy $\tilde{\pi}_2$ achieves rate $R \in [0, L_2]$ with reliability $E$ if

$$E \leq D_2 \left(1 - \frac{R}{L_2}\right).$$

(20)

Figure 1 summarizes the results above. The upper bound on the reliability function is shown in red. Policy $\tilde{\pi}_1$ achieves the optimal reliability $D_1(M)$ for fixed $M$ (at $R = 0$) with no provable guarantee for $R > 0$ (this point is shown in green), while policy $\tilde{\pi}_2$ ensures an exponentially decaying error probability (the error exponent is shown in blue) for $R \in [0, L_2]$.

Fig. 1. Lower and upper bounds on the optimal reliability function $E(R)$. 
Remark 5. It can be shown that any optimal policy $\pi^*$ for Problem (P) also achieves any rate $R \in [0, L_2]$ with reliability $E$ satisfying (20) for Problem (P').

The proofs of all the results in this section are provided in the supplemental article [44], Section 3, and are based on the fact that Problem (P) can be viewed as a Lagrangian relaxation of Problem (P'). It is somewhat intuitive that as $L \to \infty$ the solution of Problem (P) is closely related to that of Problem (P') when $\varepsilon \to 0$. The following lemma makes this intuition precise.

**Lemma 2.** Let $E[\tau^*_\varepsilon]$ denote the minimum expected number of samples required to achieve $P_e \leq \varepsilon$. We have

$$
E[\tau^*_\varepsilon] \geq (1 - \varepsilon L)(V^*(\rho(0)) - 1),
$$

where $V^*(\rho(0))$ is the optimal solution to Problem (P) for prior belief $\rho(0)$ and penalty of wrong declaration $L$.

Given the above connection, Corollary 5 follows readily from the lower bounds obtained in Proposition 1 and Theorem 2 (in particular, its Corollary 3), and Corollaries 6 and 7 follow from the upper bounds given by Proposition 2 and Theorem 3.

6. **Examples.** In this section we consider important special cases of the active hypothesis testing to provide some intuition about the conditions of Corollaries 2 and 4, and, in particular, establish the order-2 asymptotic optimality of $\tilde{\pi}_2$ for a fixed value of $M$ and rate–reliability optimality of policy $\tilde{\pi}_2$.

6.1. **Binary hypothesis testing.** Consider Problem (P) for $M = 2$. In this setting, policies $\tilde{\pi}_1$ and $\tilde{\pi}_2$ are equivalent and by Corollary 2, both policies are asymptotically optimal of order-1 in $L$. Asymptotic optimality of order-2 of $\tilde{\pi}_1$ and $\tilde{\pi}_2$ is also verified from Corollary 2 since equality (5) holds trivially for $M = 2$. Furthermore, we obtain

$$
V^*(\rho) = \rho_1 \frac{\log L - \log(\rho_1/\rho_2)}{\max_{a \in A_M} D(q_1^a \| q_2^a)} + \rho_2 \frac{\log L - \log(\rho_2/\rho_1)}{\max_{a \in A_M} D(q_2^a \| q_1^a)} + O(1).
$$

The problem of reliability (error exponent) associated with passive binary hypothesis testing with fixed-length (nonsequential) as well as variable-length (sequential) sample size has been studied by [10, 19, 25]. The generalization to channel coding with feedback with two messages was addressed in [4, 5, 46]. Recently, the authors in [26] and [50] have generalized this problem for fixed-length and variable-length sample size, respectively, to the active binary hypothesis testing in the non-Bayesian context, and identified the error exponent corresponding to both error types. Our work provides
nonasymptotic bounds as well as an asymptotic optimal solution in a total
cost and Bayesian sense, and is consistent with the findings in [50].

6.2. Noisy dynamic search. Consider the problem of sequentially search-
ing for a single target in \( M \) locations where the goal is to find the target
quickly and accurately. In each step, the player can inspect an allowable
combination of the locations, and the outcome of the inspection is noisy.
This problem is closely related to the problems of fault detection, whereabouts
search and group testing. In fault detection, the objective is to determine the
faulty component in a system known to have one failed component [15, 42].
In whereabouts search, the goal is to find an object which is hidden in one
of \( M \) boxes, where it is usually assumed that there is no false alarm, that
is, the outcome of inspecting box \( i \) is always 0 if no object is present, and is
a Bernoulli random variable with a known parameter otherwise [30, 56]. In
group testing, the goal is to locate the nonzero element\(^{10}\) of a vector in \( \mathbb{R}^M \)
with a possible noisy linear measurement of the vector [16, 52]. One possible
search strategy for these problems is the maximum likelihood policy. In the
case of fault detection/whereabouts search, this policy is equivalent to one
that inspects a segment with the highest probability of having the faulty
component/hidden object, while in the case of group testing, it is equivalent
to measuring the most likely nonzero element of the vector. However, as the
number of segments or the dimension of vectors, \( M \), increases, the scheme
becomes impractical. In such a case, it is more intuitive to initially follow a
noisy binary search [14, 29, 48] and narrow down the search to single
segments only after we have collected sufficient information supporting the
presence of the target in those segments [51, 55].

In this section, we first consider the problem of a noisy dynamic search
with size-dependent Bernoulli noise whose special cases have been indepen-
dently studied in [14, 16, 29, 30, 42, 48, 52, 56].\(^{11}\) Remark 6 at the end of
this section discusses a generalization for the symmetric noise model of [15].

Let \( a \subset \Omega_M \) be a subset of locations that can be simultaneously inspected,
referred to as the inspection region hereafter, and let \( A_M = 2^{\Omega_M} \) be the
collection of all allowable inspection regions. We assume that the outcome
of an inspection depends on the size of the inspection region. More precisely,
the outcome of inspecting region \( a \), where \( |a| = n \), is a random variable with
Bernoulli distribution:

\[
q^a_i = \begin{cases} 
B(1 - p_n), & \text{if } i \in a \text{ and } |a| = n \\
B(p_n), & \text{if } i \notin a \text{ and } |a| = n 
\end{cases} \quad \forall i \in \Omega_M, \forall a \in A_M,
\]

where \( p_1 > 0 \) and for all \( n \), \( p_n \leq p_{n+1} \) and \( p_n \leq p \) for some \( p < 0.5 \).

\(^{10}\)Group testing with \( d > 1 \) nonzero elements is also a special case of active hypothesis
testing with \( \binom{d}{2} \) hypotheses (possible configurations).

\(^{11}\)Of course in this paper we are interested in a sequential setting where the sample
size is not fixed a priori and is determined by the observation outcomes.
Lemma 3. Consider the problem of a noisy dynamic search with size-dependent Bernoulli noise explained above. We have

\[
\min_{j \neq i} \max_{a \in \mathcal{A}} \mathcal{D}(q^a_i || q^a_j) = \mathcal{D}_{\eta_i}(M) = (1 - 2p_1) \log \frac{1 - p_1}{p_1}, \quad \forall i \in \Omega_M,
\]

\[
\mathcal{D}_0 = \mathcal{D}_{\max} = (1 - 2p_1) \log \frac{1 - p_1}{p_1},
\]

\[
0 < 1 - \sup_n H([p_n, 1 - p_n]) \leq \mathcal{L}_2 \leq \bar{H}_{\max} \leq 1 - H([p_1, 1 - p_1]).
\]

The proof is provided in the supplemental article [44], Section 4.

Lemma 3, together with Corollaries 2 and 4, implies that \( \tilde{\pi}_2 \) attains asymptotic optimality of order-2 in \( L \), and order optimality in \( L \) and \( M \). Furthermore, for the special case of size-independent Bernoulli noise where \( 0 < p_1 = p_2 = \cdots = p < 0.5 \), policy \( \tilde{\pi}_2 \) attains asymptotic optimality of order-1 in \( L \) and \( M \).

The active hypothesis testing scheme proposed by Chernoff [17] as well as its variants [8, 11], when specialized to a noisy dynamic search with size-independent Bernoulli noise, simplifies to one that inspects, at each instant, a location with the highest probability of having the target. This scheme, which was also studied in [15] in a finite horizon context, has an information acquisition rate that is restricted to zero, while at zero rate, it achieves asymptotic optimality and maximum error exponent \( \mathcal{D}_{\max} = (1 - H([p, 1 - p]) \log \frac{1 - p}{p} \). In contrast, in [14, 29], a noisy binary search was proposed in which the locations are partitioned along the median of the posterior and, in effect, are inspected along a generalized binary tree. It was shown in [14, 29] that the proposed policy can achieve any rate \( R < 1 - H([p, 1 - p]) \) with reliability \( E(R) = 1 - H([p, 1 - p]) - R \). In other words, the proposed policy in [14, 29] is asymptotically optimal in \( M \) (since \( 1 - H([p, 1 - p]) = \bar{H}_{\max} \)) but only order optimal in \( L \) (since \( 0 < 1 - H([p, 1 - p]) < (1 - 2p) \log \frac{1 - p}{p} = \bar{D}_{\max} \)). Lemma 3 shows that, in the case of size-independent Bernoulli noise, our proposed policy \( \tilde{\pi}_2 \) combines the best of the above two approaches: in its first phase, by randomly selecting actions from \( \mathcal{A}_M \), it ensures the maximum acquisition rate obtained by the noisy binary search of [14, 29], while its second phase coincides with the schemes in [8, 11, 17], ensuring the maximum feasible error exponent.

Remark 6. Lemma 3 can be extended beyond the Bernoulli noise model so long as the observation kernels

\[
q^a_i(\cdot) = \begin{cases} f_n(\cdot), & \text{if } i \in a \text{ and } |a| = n \\ \bar{f}_n(\cdot), & \text{if } i \notin a \text{ and } |a| = n \end{cases} \quad \forall i \in \Omega_M, \forall a \in \mathcal{A}_M,
\]
satisfy the following conditions:

\[(25) \quad f_n(z) = \tilde{f}_n(b - z) \quad \forall z \in Z \text{ for some } b \in \mathbb{R},\]

\[(26) \quad D(f_n \parallel \alpha f_n + \bar{\alpha} \tilde{f}_n) \geq D(f_{n+1} \parallel \alpha f_{n+1} + \bar{\alpha} \tilde{f}_{n+1}) \quad \forall \alpha \in [0, 1], \bar{\alpha} = 1 - \alpha,\]

\[(27) \quad \sup_{n} \sup_{z \in Z} f_n(z) / \tilde{f}_n(z) < \infty.\]

In particular, under these conditions

\[(28) \quad \min_{j \neq i} \max_{a \in A_M} D(q_{ai} \parallel q_{aj}) = \max_{i} D(f_1 \parallel \tilde{f}_1) \quad \forall i \in \Omega_M,\]

\[(29) \quad D_2 = \max_{a \in A_M} D(f_1 \parallel \tilde{f}_1),\]

\[(30) \quad \inf_{n} D\left( f_n \left\| \frac{1}{2} f_n + \frac{1}{2} \tilde{f}_n \right\| \right) \leq L_2 \leq \max_{n} D \left( f_1 \left\| \frac{1}{2} f_1 + \frac{1}{2} \tilde{f}_1 \right\| \right).\]

Condition (25) implies that given a fixed inspection area, the collected samples provide identical information regarding the presence of the target or its absence. Condition (26) implies that the samples become less informative as the size of the inspection region increases. Conditions (25) and (26) are natural, while condition (27) is a technical one to ensure that Assumptions 2 and 3 hold (we address weakening these assumptions in Section 7).

7. Discussions. In this section we provide a discussion on the technical assumptions of the paper. In particular, we discuss the necessity of our Assumptions 1 and 2, and compare them with the common assumptions in the literature. In contrast to Assumption 1 which is shown to be necessary for the problem of active hypothesis testing to have a meaningful solution, Assumption 2 can be relaxed to more general assumptions without affecting the asymptotic results of the paper.

7.1. Assumption 1. We first discuss the necessity of Assumption 1. If Assumption 1 does not hold, then there exist two hypotheses $i, j \in \Omega_M, i \neq j$ such that for all $a \in A_M$, $D(q_{ai} \parallel q_{aj}) = 0$. In other words, $q_{ai}(\cdot) = q_{aj}(\cdot)$ for all $a \in A_M$, and, hence, the decision maker is not capable of distinguishing these two hypotheses. In this sense, Assumption 1 is necessary for Problem (P) to be meaningful.

Next we compare Assumption 1 to its counterpart in [17]:

**Assumption 1’**. $D(q_{ai} \parallel q_{aj}) > 0, \forall i, j \in \Omega_M, i \neq j, \forall a \in A_M$.

This assumption assures consistency (see Lemma 1 in [17]), that is, $\arg \max_{i \in \Omega_M} \rho_i(t)$ converges exponentially fast to the true hypothesis regardless of the way the sensing actions are selected. However, this assumption is very restrictive and does not hold in many problems of interest such as channel coding with feedback [12] and noisy dynamic search (e.g., one can-
not discriminate between locations 1 and 2 by inspecting location 3). It was remarked in [17], Section 7, that the above restrictive assumption can be relaxed if the proposed scheme is modified to take a (possibly randomized) action capable of discriminating between all hypotheses pairs infinitely often (e.g., at any time $t$ when $t$ is a perfect square). In this paper, however, we took a different approach and constructed policy $\tilde{\pi}_1$, a simple two-phase modification of Chernoff’s original scheme in which testing for the maximum likely hypothesis is delayed and contingent on obtaining a certain level of confidence.

7.2. Assumption 2. We first discuss the necessity of Assumption 2. For observation kernels with bounded support, Assumption 2 is a necessary condition to ensure that the observation kernels are absolutely continuous with respect to each other and, hence, no observation is noise free. Although this assumption might hold in many settings such as the problem of a noisy dynamic search with Bernoulli noise explained in Section 6.2, it does not hold in general for observation kernels with unbounded support such as Gaussian distribution. Next we replace Assumption 2 by more general assumptions on the observation kernels and discuss the consequences.

To the best of our knowledge, Assumption $2'$ below, given first by [17], is the weakest condition in the literature of hypothesis testing and sequential analysis, and is often interpreted to an assumption which limits the excess over the boundary at the stopping time [38].

**Assumption 2’’.** There exist $\xi_M < \infty$ such that

$$\max_{i,j \in \Omega_M} \max_{a \in A_M} \int_{\mathcal{Z}} q^a_i(z) \log \left| \frac{q^a_i(z)}{q^a_j(z)} \right|^2 dz \leq \xi_M.$$ 

Proposition 1 remains valid even if Assumption 2 is replaced with Assumption $2’$ (with the only change that $\xi_M^2$ is replaced with $\xi_M$ in the bound). The proof of Proposition 2 relies on Chernoff’s approach [17], and the asymptotic behavior of the bound remains intact if Assumption 2 is replaced with Assumption $2’$. However, as shown in the proof of this proposition in the supplemental article [44], Section 5, Assumption 2 allows us to give a precise nonasymptotic characterization of the bound by applying the *method of bounded differences* and, in particular, McDiarmid’s inequality [41].

Next we consider the consequence of weakening Assumption 2 on Theorems 2 and 3, hence on the performance of policy $\tilde{\pi}_2$. To do so, we consider an even weaker assumption than Assumption $2’$ as given below:

**Assumption 2’’.** There exist $\xi_M < \infty$ and $\gamma > 0$ such that

$$\max_{i,j \in \Omega_M} \max_{a \in A_M} \int_{\mathcal{Z}} q^a_i(z) \left| \log \frac{q^a_i(z)}{q^a_j(z)} \right|^{1+\gamma} dz \leq \xi_M.$$ 

Define function \( \psi_M : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) as follows:

\[
\psi_M(b) := \max_{i,j \in \Omega} \max_{a \in A_M} \int_{Z} q^a_i(z) \left[ \log \frac{q^a_i(z)}{q^a_j(z)} \right] \, dz,
\]

where \( [g]_b = g1_{\{g>b\}} \). Note that \( \psi_M(b) \) is in general nonincreasing in \( b \), and if Assumption 2'' holds, \( \psi_M(b) \leq b^{-\gamma} \xi_M \). Under the weaker Assumption 2'' (and naturally Assumption 2'), Theorems 2 and 3 can be replaced by the following:

**Proposition 3.** Under Assumptions 1 and 2'' and for \( L > \frac{\log M}{I_{\max}(M)} \), \( \rho \in \mathbb{P}_L(\Omega_M) \), \( \delta \in (0, 0.5) \), and \( b > 0 \),

\[
V^*(\rho) \geq V_3(\rho) := \frac{1}{1 + \psi_M(b)/D_{\max}(M)} \times \left[ H(\rho) - H([\delta, 1 - \delta]) - \delta \log(M - 1) \right] / I_{\max}(M)
\]

\[
+ \frac{\log((1-L^{-1})/L^{-1}) - \log((1-\delta)/\delta) - b}{D_{\max}(M)}
\]

\[
\times 1_{\{\max_{i \in \Omega_M} \rho_i \leq 1-\delta\}} - K'_3 \right]^+ ,
\]

where \( K'_3 \) is a positive constant independent of \( \delta \) and \( L \). In addition, if Assumption 3 also holds, then \( K'_3 \) can be selected independent of \( M \) as well.

The proof is provided in the supplemental article [44], Section 8.1.

**Proposition 4.** Under Assumptions 1 and 2', and for \( L > 1 \) and \( \rho \in \mathbb{P}_L(\Omega_M) \), \( \exists b' \in (0, \infty) \) such that for all \( b \geq b' \), \( 0 \leq \frac{(1+(\log e)/b)2^{-b}\psi_M(b)}{I_2(M) - \psi_M(b)} < 1 \), and

\[
V^*(\rho) \leq V_3(\rho) := \left( 1 - \frac{(1+(\log e)/b)2^{-b}\psi_M(b)}{I_2(M) - \psi_M(b)} \right)^{-1} \times \left( \frac{H(\rho) + \log(\tilde{\rho}/(1 - \tilde{\rho})) + b + \log e}{I_2(M) - \psi_M(b)} + \sum_{i=1}^{M} \log \frac{\rho_i}{D_{\eta_i}(M) - \psi_M(b)} \right) + 1.
\]

The proof is provided in the supplemental article [44], Section 8.2.

As we discussed, \( \psi_M(b) \leq b^{-\gamma} \xi_M \) under Assumption 2''. Furthermore, if Assumption 3 holds, then \( \sup_M \psi_M(b) \leq b^{-\gamma} \xi \). In other words, we can select \( b \) as a function of \( L \) and \( M \) (e.g., \( b = \log \log LM \)) such that \( V_3 \) and \( V_3 \) have the same dominating terms (in \( L \) and \( M \)) as \( V_2 \) and \( V_2 \), respectively.
In summary, the asymptotic results of the paper presented in Section 5 hold under the weaker Assumptions 2’ and 2” replacing Assumption 2 (with the only exception that the asymptotic optimality of order-2 of policy $\tilde{\pi}_2$ established in Corollary 2 is degraded to asymptotic optimality of order-1). Our choice to present the work under Assumption 2, however, significantly simplifies the presentation and also enables a precise nonasymptotic characterization of the lower and upper bounds.

8. Conclusions and future work. In this paper we considered the problem of active sequential $M$-ary hypothesis testing. Using a DP formulation, we characterized the optimal value function $V^*$. Three lower bounds (complementary for various values of the parameters of the problem) were obtained for the optimal value function $V^*$. We also proposed two heuristic policies whose performance analysis resulted in two upper bounds for $V^*$. Subsequently, we discussed important consequences of the bounds and established order and asymptotic optimality of the proposed policies under different scenarios. An important problem which remains is further improvement of the performance bounds.

In this paper we focused on sequential policies, that is, policies whose sample size is not known initially and is dependent on the observation outcomes. There exist other types of policies in the literature. For example, nonsequential policies take a fixed number of samples (independent of observation outcomes) and make the final decision afterward, while multi-stage policies (introduced in [3, 40]) can take a retire–declare action only at the end of each stage, and stages are not necessarily of the same size. Comparing the performance of sequential, nonsequential and multi-stage policies in the context of active hypothesis testing is an area of future work.

In this paper we assumed that all sensing actions incur one unit of cost (each action can be executed in one unit of time). It is also of interest to consider the scenario where there is a cost associated with each action which, for example, characterizes the amount of energy or time required to perform that action; and the goal is to find the true hypothesis subject to a cost criterion. Such generalization has been studied for the problem of variable-length coding with feedback in [45].

APPENDIX: PROOF OF THEOREMS 1–3

A.1. Proof of Theorem 1. Let $\Gamma$ be the set of all mappings $\gamma: \Omega_M \rightarrow \Omega_M$ such that $\gamma(i) \neq i$ for $i \in \Omega_M$. Now associated with any $\gamma \in \Gamma$, define

$$V_1^\gamma(\rho) = \left[ \sum_{i=1}^{M} \rho_i \log \left( \frac{(1 - L^{-1})/L^{-1}}{\max_{\tau \in A_M} D(q_{\rho}^\tau || q_{\gamma(i)}^\tau)} \right) - K_1' \right]^+.$$ (31)
Next we use Lemma 1 to show that $V^* \geq V_1^\gamma$ for all $\gamma \in \Gamma$. In particular, we show that for all $\gamma \in \Gamma$ and all $\rho \in P(\Omega_M)$, $V_1^\gamma(\rho) \leq \min\{1 + \min_{a \in A_M} (T^a V_1^\gamma)(\rho), \min_{j \in \Omega_M} (1 - \rho_j) L\}$. For any $\rho$ such that $V_1^\gamma(\rho) = 0$, the inequality holds trivially. For $V_1^\gamma(\rho) > 0$ and for any action $a \in A_M$, we have

$$(T^a V_1^\gamma)(\rho)$$

$$\geq \sum_{i=1}^M \int \rho_i q_i^a(z) \frac{\log((1 - L^{-1})/L^{-1}) - \log(\rho_i q_i^a(z)/(\rho_\gamma z_i q_\gamma(i)(z)))}{\max_{\hat{a} \in A_M} D(q_i^a \| q_\gamma(i))} dz$$

$$- K'_1$$

$$= V_1^\gamma(\rho) - \sum_{i=1}^M \rho_i \frac{D(q_i^a \| q_\gamma(i))}{\max_{\hat{a} \in A_M} D(q_i^a \| q_\gamma(i))}$$

$$\geq V_1^\gamma(\rho) - 1.$$

Claim 1 (In Section 9.1 of the supplemental article [44]). Constant $K'_1$ can be selected independent of $L$ such that $V_1^\gamma(\rho) \leq \min_{j \in \Omega_M} (1 - \rho_j) L$ is satisfied for all $\gamma \in \Gamma$.

Using Claim 1 and letting $V_1(\cdot) = \max_{\gamma \in \Gamma} V_1^\gamma(\cdot)$, we have the assertion of the theorem.

A.2. Proof of Theorem 2. We first show that for all $\rho \in P(\Omega_M)$,

$$V^*(\rho) \geq \left[ \frac{H(\rho) - H([\alpha(L, M), 1 - \alpha(L, M)]) - \alpha(L, M) \log(M - 1)}{I_{\max}(M)} + \alpha(L, M)L \right]^+.$$  

(32)

Note that the right-hand side of (32) can be written as

$$G(\rho) = \left[ \frac{H(\rho) - H(\nu)}{I_{\max}(M)} + \alpha(L, M)L \right]^+,$$

(33)

where

$$\nu = \left[ \frac{\alpha(L, M)}{M - 1}, \ldots, \frac{\alpha(L, M)}{M - 1}, 1 - \alpha(L, M) \right].$$

(34)

Next we show that $G(\rho) \leq \min\{1 + \min_{a \in A_M} (T^a G)(\rho), \min_{j \in \Omega_M} (1 - \rho_j) L\}$ for all $\rho \in P(\Omega_M)$. For any $\rho$ such that $G(\rho) = 0$, the inequality holds trivially. For $G(\rho) > 0$ and for any action $a \in A_M$, we have

$$(T^a G)(\rho) = \frac{\int H(\Phi^a(\rho, z))q_i^a(z) dz - H(\nu)}{I_{\max}(M)} + \alpha(L, M)L$$
\begin{equation}
\frac{H(\rho) - I(\rho; q^\delta_\rho) - H(\nu)}{I_{\max}(M)} + \alpha(L, M)L
\end{equation}

\begin{equation}
 = G(\rho) - \frac{I(\rho; q^\delta_\rho)}{I_{\max}(M)}
\end{equation}

\begin{equation}
\geq G(\rho) - 1,
\end{equation}

where the last inequality follows from the fact that

\begin{equation}
I(\rho; q^\delta_\rho) \leq \max_{\hat{a} \in A_M} \max_{\hat{\rho} \in \mathbb{P}(\Omega_M)} I(\hat{\rho}; q^\delta_{\hat{a}}) = I_{\max}(M).
\end{equation}

Therefore,

\begin{equation}
G(\rho) \leq 1 + \min_{a \in A_M} (T^a G)(\rho).
\end{equation}

What remains is to show that \(G(\rho) \leq \min_{j \in \Omega_M} (1 - \rho_j) L\). Rewriting \(G\) as

\begin{equation}
G(\rho) = \left[ \frac{\sum_{i=1}^{M-1} \rho_i \log(1/\rho_i) + (1 - \sum_{i=1}^{M-1} \rho_i) \log(1/(1 - \sum_{i=1}^{M-1} \rho_i)) - H(\nu)}{I_{\max}(M)} \right. \\
\quad + \left. \alpha(L, M)L \right]^{+},
\end{equation}

we can compute the gradient at \(\nu\). For all \(i = 1, 2, \ldots, M - 1\),

\begin{equation}
\frac{\partial G}{\partial \rho_i}(\nu) = \left( \log \frac{1}{\rho_i} - \log e - \log \frac{1}{1 - \sum_{i=1}^{M-1} \rho_i} + \log e \right) \bigg|_{\rho = \nu} / I_{\max}(M) \bigg|_{\rho = \nu}
\end{equation}

\begin{equation}
= \left( \log \frac{\rho M}{\rho i} \right) / I_{\max}(M) \bigg|_{\rho = \nu} = \left( \log \frac{1 - \alpha(L, M)}{\alpha(L, M)/(M - 1)} \right) / I_{\max}(M) = L.
\end{equation}

Furthermore, \(G(\nu) = \alpha(L, M)L = (1 - \nu_M)L\). Without loss of generality and since both functions \(G(\rho)\) and \(\min_{j \in \Omega_M} (1 - \rho_j)L\) are symmetric, let us focus on \(\mathbb{P}_M(\Omega_M) := \{ \rho \in \mathbb{P}(\Omega_M) : \rho_M \geq \rho_i, \forall i \in \Omega_M - \{M\} \}\). In this case, \(\min_{j \in \Omega_M} (1 - \rho_j)L = (1 - \rho_M)L = \sum_{i=1}^{M-1} \rho_i L\) and, hence, \(\min_{j \in \Omega_M} (1 - \rho_j)L\) is the tangent hyperplane to \(G(\rho)\) at \(\nu\). This along with concavity of function \(G\) implies \(G(\rho) \leq \min_{j \in \Omega_M} (1 - \rho_j)L\). Using Lemma 1, we have the assertion of the theorem.

Next we need to show that

\begin{equation}
V^*(\rho) \geq V_2(\rho) = \left[ \frac{H(\rho) - H([\delta, 1 - \delta]) - \delta \log(M - 1)}{I_{\max}(M)} \right. \\
\quad + \left. \log((1 - L^{-1})/L^{-1}) - \log((1 - \delta)/\delta) - \xi_M \right] / D_{\max}(M)
\end{equation}

\begin{equation}
\times 1_{\{\max_{i \in \Omega_M} \rho_i \leq 1 - \delta\}} - K'_2 \right]^{+}.
\end{equation}
We show this in two steps. First we consider the following function:

\[
J'(|\rho|) := \left[ \sum_{i=1}^{M} \rho_i \frac{\log((1 - L^{-1})/L^{-1}) - \log(\rho_i/(1 - \rho_i))}{D_{\text{max}}(M)} - K'_2 \right]^+.
\]

We use Jensen’s inequality to show that

\[
J'(|\rho|) \leq 1 + \min_{a \in A_M} (T^a J')(|\rho|) \quad \forall |\rho| \in \mathbb{P}(\Omega_M).
\]

For any \( |\rho| \) such that \( J'(\rho) = 0 \), inequality (38) holds trivially. For any \( |\rho| \) such that \( J'(\rho) > 0 \) and for any \( a \in A_M \), we have

\[
(T^a J)(\rho) \geq J'(\rho) - \sum_{i=1}^{M} \rho_i \delta_i D(\eta_i/\rho_i) D_{\text{max}}(M) \geq J'(\rho) - 1.
\]

Next we define \( J(\rho) = \max\{J'(\rho), J''(\rho)\} \), where \( J''(\rho) \) is the right-hand side of (36), that is,

\[
J''(\rho) = \left[ \frac{H(\rho) - H([\delta,1-\delta]) - \delta \log(M-1)}{I_{\text{max}}(M)} + \frac{\log((1 - L^{-1})/L^{-1}) - \log((1 - \delta)/\delta) - \xi_M}{D_{\text{max}}(M)} \right] \times 1_{\{\max_{i \in \Omega_M} \rho_i \leq 1-\delta\}} - K'_2 \right]^+.
\]

- **Case 1:** For all \( |\rho| \) such that \( J(\rho) = 0 \) or \( J(\rho) = J'(\rho) \), it is trivial from (38) that

\[
J(\rho) = J'(\rho) \leq 1 + \min_{a \in A_M} (T^a J')(\rho) \leq 1 + \min_{a \in A_M} (T^a J)(\rho).
\]

- **Case 2:** For all \( |\rho| \) such that \( J(\rho) = J''(\rho) > 0 \), and for any action \( a \in A_M \), we have

\[
(T^a J)(\rho) = \int J(\Phi^a(\rho,z))q_i^a(z) dz
\]
(a) \[
\int H(\Phi^a(\rho, z))q_\rho(z) \, dz - H([\delta, 1 - \delta]) - \delta \log(M - 1) \\
= I_{\text{max}}(M) \\
+ \frac{\log((1 - L^{-1})/L^{-1}) - \log((1 - \delta)/\delta) - \xi_M}{D_{\text{max}}(M)} \\
\times 1_{\{\max_{i \in \Omega_M} \rho_i \leq 1 - \delta\}} - K'_2
\]
(b) \[
J'(\rho) = J''(\rho) - 1
\]
where (a) follows from Claim 2 below and (b) holds since \( \rho \) is such that \( J(\rho) = J''(\rho) \).

**Claim 2** (In Section 9.2 of the supplemental article [44]). Let \( \rho \) be such that \( J(\rho) = J''(\rho) > 0 \). If Assumption 2 holds, then for all actions \( a \in A_M \) and observations \( z \in Z \),

\[
J(\Phi^a(\rho, z)) \geq \frac{H(\Phi^a(\rho, z)) - H([\delta, 1 - \delta]) - \delta \log(M - 1)}{I_{\text{max}}(M)} \\
+ \frac{\log((1 - L^{-1})/L^{-1}) - \log((1 - \delta)/\delta) - \xi_M}{D_{\text{max}}(M)} \\
\times 1_{\{\max_{i \in \Omega_M} \rho_i \leq 1 - \delta\}} - K'_2.
\]

Combining (40) and (41), we have that

\[
J(\rho) \leq 1 + \min_{a \in A_M} (T^a J)(\rho).
\]

We also have the following:

**Claim 3** (In Section 9.3 of the supplemental article [44]). For \( L > \frac{\log M}{I_{\text{max}}(M)} \), constant \( K'_2 \) can be selected independent of \( \delta \) and \( L \) such that \( J(\rho) \leq \min_{j \in \Omega_M} (1 - \rho_j)L \). Furthermore, if \( \sup_M \xi_M < \infty \), then \( K'_2 \) can be selected independent of \( M \) as well.

Lemma 1, together with (43) and Claim 3, implies that \( V^* \geq J = \max\{J', J''\} \geq J'' = V_2 \). This is a slightly stronger result than (36).

**A.3. Proof of Theorem 3.** Recall that \( \rho_i(n) \) denotes the posterior belief about hypothesis \( H_i \) after \( n \) observations. Let \( \tau, \tau_i, i \in \Omega_M \), be Markov
stopping times defined as follows:

\begin{align}
\tau &:= \min\left\{ n : \max_{j \in \Omega_M} \rho_j(n) \geq 1 - L^{-1} \right\}, \\
\tau_i &:= \min\{ n : \rho_i(n) \geq 1 - L^{-1} \}.
\end{align}

From (1), the expected total cost under policy \( \tilde{\pi}_2 \) is upper bounded as

\[ V_{\tilde{\pi}_2}(\rho) = E_{\tilde{\pi}_2}\left[ \tau + \min_{j \in \Omega_M} (1 - \rho_j(\tau))L \right] \]

\begin{equation}
\leq E_{\tilde{\pi}_2}[\tau] + 1 \\
\leq \sum_{i=1}^{M} \rho_i E_{\tilde{\pi}_2}(\tau_{i}| \theta = i) + 1,
\end{equation}

where \( \rho = [\rho_1, \rho_2, \ldots, \rho_M] = [\rho_1(0), \rho_2(0), \ldots, \rho_M(0)] \) and the last inequality follows from the fact that \( \tau \leq \tau_i, \forall i \in \Omega_M \). For notational simplicity, subscript \( \tilde{\pi}_2 \) is dropped for the rest of the proof.

Next we find an upper bound for \( \pi \).

\[ U_n := \log \frac{\rho_i(n)}{1 - \rho_i(n)} - \log \frac{\tilde{\rho}}{1 - \tilde{\rho}} \]

and let \( \mathcal{F}_n \) denote the history of previous actions and observations up to time \( n \), that is, \( \mathcal{F}_n := \sigma\{\rho(0), A(0), Z(0), \ldots, A(n-1), Z(n-1)\} \). Under policy \( \tilde{\pi}_2 \), the sequence \( \{U_n\} \), \( n = 0, 1, \ldots \), forms a submartingale with respect to the filtration \( \{\mathcal{F}_n\} \) with the following properties:

(C1) If \( U_n < 0 \) and \( \rho_j(n) < \tilde{\rho} \) for all \( j \in \Omega_M \) \( \Rightarrow P(A(n) = a) = \eta_0a \):

\[ E[U_{n+1} - U_n | \mathcal{F}_n, \theta = i] \]

\[ = \sum_{a \in A_M} P(A(n) = a)E[U_{n+1} - U_n | \mathcal{F}_n, \theta = i, A(n) = a] \]

\[ = \sum_{a \in A_M} \eta_0a E[U_{n+1} - U_n | \mathcal{F}_n, \theta = i, A(n) = a] \]

\[ = \sum_{a \in A_M} \eta_0a E\left[ \log \frac{\rho_i(n)}{1 - \rho_i(n)} - \log \frac{\tilde{\rho}}{1 - \tilde{\rho}} \bigg| \mathcal{F}_n, \theta = i \right] \]

\[ = \sum_{a \in A_M} \eta_0a \int q_i^a(z) \log \left( \sum_{j \neq i} \frac{\rho_j(n)}{1 - \rho_j(n)}q_j^a(z) \right) dz \]

\[ \geq \max_{a \in A_M} \min_{\tilde{\rho}} \min_{P_L(\Omega_M)} \sum_{a \in A_M} \lambda_a D\left( q_i^a \left\| \sum_{j \neq i} \frac{\tilde{\rho}_j}{1 - \tilde{\rho}_i} q_j^a \right \| \right) \]

\[ = I_{\eta_0}(M). \]
If $U_n < 0$ and $\rho_k(n) \geq \tilde{\rho}$ for some $k \neq i$ ($\Rightarrow P(A(n) = a) = \eta_{ka}$):

$$E[U_{n+1} - U_n | F_n, \theta = i] = \sum_{a \in A_M} \eta_{ka} E[U_{n+1} - U_n | F_n, \theta = i, A(n) = a]$$

$$= \sum_{a \in A_M} \eta_{ka} \int q_{a}^i(z) \log \frac{q_{a}^i(z)}{\sum_{j \neq i} (\tilde{\rho}_j(n)/(1 - \tilde{\rho}_i(n)))q_{j}^a(z)} dz$$

$$\geq \min_{i \in \Omega_M} \min_{k \neq i} \min \sum_{a \in A_M} \eta_{ka} D \left( q_{a}^i \left\| \sum_{j \neq i} \frac{\tilde{\rho}_j}{1 - \tilde{\rho}_i} q_{j}^a \right) \right)$$

$$= I_{\eta, \tilde{\rho}}(M);$$

(C2) If $U_n \geq 0$ ($\rho_i(n) \geq \tilde{\rho} \Rightarrow P(A(n) = a) = \eta_{ia}$):

$$E[U_{n+1} - U_n | F_n, \theta = i] = \sum_{a \in A_M} \eta_{ia} E[U_{n+1} - U_n | F_n, \theta = i, A(n) = a]$$

$$= \sum_{a \in A_M} \eta_{ia} \int q_{a}^i(z) \log \frac{q_{a}^i(z)}{\sum_{j \neq i} (\tilde{\rho}_j(n)/(1 - \tilde{\rho}_i(n)))q_{j}^a(z)} dz$$

$$\geq \max_{\lambda \in \mathbb{P}(A_M)} \min_{\tilde{\rho} \in \mathbb{P}_L(\Omega_M)} \sum_{a \in A_M} \lambda_{a} D \left( q_{a}^i \left\| \sum_{j \neq i} \frac{\tilde{\rho}_j}{1 - \tilde{\rho}_i} q_{j}^a \right) \right)$$

$$= D_{\eta_i}(M);$$

(C3) $|U_n - U_{n-1}| \leq \max_{i,j \in \Omega_M} \max_{a \in A_M} \sup_{z \in \mathbb{Z}} \log \frac{q_{a}^i(z)}{q_{j}^a(z)} \leq \xi_M$.

Stopping time $\tau_i$ defined in (45) can be rewritten as

$$\tau_i = \min \{ n : \rho_i(n) \geq 1 - L^{-1} \}$$

$$= \min \left\{ n : \frac{\rho_i(n)}{1 - \rho_i(n)} \geq \frac{1 - L^{-1}}{L^{-1}} \right\}$$

(48)

$$= \min \left\{ n : \log \frac{\rho_i(n)}{1 - \rho_i(n)} - \log \frac{\tilde{\rho}}{1 - \tilde{\rho}} \geq \log \frac{1 - L^{-1}}{L^{-1}} - \log \frac{\tilde{\rho}}{1 - \tilde{\rho}} \right\}$$

$$= \min \left\{ n : U_n \geq \log \frac{1 - L^{-1}}{L^{-1}} - \log \frac{\tilde{\rho}}{1 - \tilde{\rho}} \right\}$$

$$\leq \min \{ n : U_n \geq \log L \}.$$

The assertion of the theorem follows from (48) and the following lemma.
**Lemma 4.** Consider the sequence \( \{U_n\}, n = 0, 1, \ldots \) defined in (47), and assume there exist positive constants \( K_1 \leq K_2 \leq K_3 \) such that

\[
\begin{align*}
\mathbb{E}[U_{n+1} | \mathcal{F}_n, \theta = i] & \geq U_n + K_1 & \text{if } U_n < 0, \\
\mathbb{E}[U_{n+1} | \mathcal{F}_n, \theta = i] & \geq U_n + K_2 & \text{if } U_n \geq 0,
\end{align*}
\]

\[|U_{n+1} - U_n| \leq K_3.\]

Consider the stopping time \( \nu = \min\{n: U_n \geq B\} \), \( B > [U_0]^+ \). Then we have

\[
\mathbb{E}[\nu | \theta = i] \leq \frac{B - U_0}{K_2} + U_0 \mathbf{1}_{\{U_0 < 0\}} \left( \frac{1}{K_2} - \frac{1}{K_1} \right) + \frac{K_3 + \log e}{K_1}.
\]

The proof of Lemma 4 is provided in the supplemental article [44], Section 6.

In particular, from (C1)–(C3) and Lemma 4, we have

\[
\rho_i \mathbb{E}[\tau_i | \theta = i] \leq \rho_i \left( \frac{\log L - [\log(\rho_i/(1 - \rho_i)) - \log(\tilde{\rho}/(1 - \tilde{\rho}))]^+}{D_{\eta_i}(M)} \right.
\]

\[
+ \left. \frac{\log((1 - \rho_i)/\rho_i) + \log(\tilde{\rho}/(1 - \tilde{\rho}))^+ + \xi_{M} + \log e}{I_2(M)} \right)
\]

\[
\leq \rho_i \frac{\log L}{D_{\eta_i}(M)} + \rho_i \frac{\log(1/\rho_i) + \log(\tilde{\rho}/(1 - \tilde{\rho})) + \xi_{M} + \log e}{I_2(M)}.
\]

This inequality together with (46) and the fact that \( \sum_{i=1}^{M} \rho_i \log \frac{1}{\rho_i} = H(\rho) \) implies the assertion of the theorem:

\[
V^*(\rho) \leq V_{\tilde{\pi}_2}(\rho)
\]

\[
\leq \frac{H(\rho) + \log(\tilde{\rho}/(1 - \tilde{\rho})) + \xi_{M} + \log e}{I_2(M)} + \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\eta_i}(M)} + 1.
\]

**Remark 7.** For large values of \( H(\rho) \) and \( \tilde{\rho} \) and when \( I_{\eta_0}(M) > I_{\eta_\tilde{\rho}}(M) \), the upper bound (49) can be tightened as follows (see Section 7 in [44] for the proof):

\[
V_{\tilde{\pi}_2}(\rho) \leq \frac{H(\rho) + \log(\tilde{\rho}/(1 - \tilde{\rho})) + \xi_{M} + \log e}{I_{\eta_0}(M)} + \sum_{i=1}^{M} \rho_i \frac{\log L}{D_{\eta_i}(M)}
\]

\[
+ \frac{1 - \tilde{\rho}}{I_{\eta_\tilde{\rho}}(M)} \log M + (2 - \tilde{\rho}) \xi_{M} + 4 + \log e + 1.
\]
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SUPPLEMENTARY MATERIAL

Technical proofs (DOI: 10.1214/13-AOS1144SUPP). For the interest of space, we only provided the proofs of the theorems in this paper. Proofs of the propositions, lemmas, corollaries and technical claims are provided in the supplemental article.
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