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Abstract—In this work, we propose and study optimal proactive resource allocation and demand shaping for data networks. Motivated by the recent findings on the predictability of human behavior patterns in data networks, and the emergence of highly capable handheld devices, our design aims to smooth out the network traffic over time and minimize the data delivery costs.

Our framework utilizes proactive data services as well as smart content recommendation schemes for shaping the demand. Proactive data services take place during the off-peak hours based on a statistical prediction of a demand profile for each user, whereas smart content recommendation assigns modified valuations to data items so as to render the users’ demand less uncertain. Hence, our recommendation scheme aims to boost the performance of proactive services within the allowed flexibility of user requirements. We conduct theoretical performance analysis that quantifies the leveraged cost reduction through the proposed framework. We show that the cost reduction scales at the same rate as the cost function scales with the number of users. Further, we prove that demand shaping through smart recommendation strictly reduces the incurred cost even below that of proactive downloads without recommendation.

Index Terms—Resource allocation, wireless networks, convex optimization, predictable demand.

I. INTRODUCTION

The vast expansion of highly capable smart wireless devices has powered a substantial transformation of the global data network into a more mobile, increasingly demanding, and socially more interconnected form. Such a wireless revolution has raised major concerns about an inevitable surge of wireless traffic load by throughput-hungry applications that existing resource allocation schemes may not stand. These applications include multimedia services which constitute more than 50% of the total Internet load [1]. On the other hand, there is a growing body of evidence that the available spectrum, which defines an ultimate resource for wireless communications, is suffering an inherent underutilization problem as has been reported in the recent studies by FCC.

Consequently, there is an urgent call for the development of more advanced and sophisticated techniques improving the wireless resource management and allocation. The notion of dynamic spectrum access (DSA) has been introduced as a remedy to the spectrum underutilization problem, and has been enabled through the cognitive radio technology [2]. The cognitive radio approach, however, is still facing significant technological hurdles [3], and will offer only a partial solution to the problem. This limitation is tied to the main reason behind the underutilization of the spectrum; namely the large disparity between the average and peak traffic demand in the network.

The traffic demand at the peak hour is much higher than that at night. The cognitive radio approach assumes that the users will be able to utilize the spectrum at the off-peak times, but at those times one may expect the cognitive radio traffic characteristics to be similar to that of the primary users.

Recently, we have proposed the notion of proactive resource allocation [4] as a remedy to the spectrum crisis. The technique aims at exploiting the predictable human demand as well as the powerful processing capabilities and the large memory storage offered by the smart wireless devices in smoothing out the wireless network traffic over time by proactively serving predictable peak-hour requests during the off-peak time. Hence, the peak-to-average demand ratio is minimized and significant utilization for the available resources is provided.

There exists a substantial evidence, both for general human behavior [5]–[9] and specifically for wireless data users [10]–[12], that supports the underlying premise of large-timescale (in the order of minutes to hours) user predictability which, in turn, motivates our proactive design framework. In [4], the potential gains of proactive resource allocation, under large-timescale optimization, have been characterized for unicast and multicast networks as well as networks with heterogeneous QoS requirements. In this work, however, user predictability has been assumed to be perfect, and network schedulers capable of serving the demand proactively at zero cost as long as the load falls within a predefined capacity.

In this paper, we shed light on the cost incurred due to data delivery, including proactively served data. Further, we consider the uncertainty about the future demand and capture it through probabilistic demand profiles. There exist attempts to leverage the popularity and/or predictability of some media content in pre-caching purposes, and hence enhance the reliability of communication. We can see in [13] that the authors apply a proactive scheme for emptying network queues that store MPEG videos in order to accommodate for the incoming traffic with the objective of minimizing the frame error rate. Yet, the developed approach lacks solid performance analysis, and its impact is limited to the small-timescale of milliseconds. The content pre-caching idea has also been proposed in [14] with the intention of offering high QoS communication in some geographical areas. While the authors present their practical views of the design, there are no results provided to quantify the potential of the
idea. More recently, in [15], the popularity of video content has been harnessed to provide proactive caching solutions that essentially minimize data transmission power. However, the proposed model assumes multicast transmission, hence rules out unicast sources and the associated concerns about resource losses due to uncertainty. Further, the assumed model treats all demand as identically distributed over time, which therefore does not capture the peak-to-average-ratio problem addressed in this work.

In this paper, we develop a framework for optimal proactive resource allocation for wireless networks comprising a service provider and associated subscribers. The subscribers’ demand assumes cyclostationary statistics as it repeats itself over finite time durations, whereby the service provider can track, learn and construct a demand profile to each subscriber. These profiles are then used to determine proactive data downloads to the users in a way that minimizes the time average expected cost incurred by the service provider while providing reliable data delivery. Moreover, we investigate a further improvement to the cost performance under the potential of slightly modified demand profiles. We refer to this operation as demand shaping. While such an operation is primarily targeted to further reduce the data delivery costs, it also has a substantial promise for high QoS data delivery. In particular, proactive data download facilitates an enhanced consumption process without undesirable delays or buffering problems. Thus, it implicitly provides an incentive for users cooperation with demand shaping. We develop a smart recommendation scheme to perform demand shaping while maintaining the user satisfaction about the quality of offered data items. The main contributions of this work are listed as follows.

- In Section II we provide a description of the time-slotted system model, and layout the time average expected cost expression for a traditional non-proactive network.
- In Section III we formulate the problem, and prove the existence of a steady state solution.
- In Section IV-A, we characterize the optimal solution to the problem under weak user satisfaction constraints.
- In Section IV-B we take the user satisfaction into account. We propose an iterative scheme where an almost-surely strictly reduced cost below that of proactive downloads alone can be obtained.
- In Section VI we formulate and study a data-item recommendation problem that assigns new ratings to the recommended data items that 1) achieve the modified profiles, and 2) remain as close as possible, in the Euclidean-distance sense, to the actual ratings made by the corresponding users.

II. SYSTEM MODEL

We consider a network comprising N users with variable demand and a service provider that responds to user’s requests in a timely basis. The service provider has a total of M different data items that each user can request in a random fashion. Each data item m is assumed to have a size of \( S(m) > 0 \), and

\[
\tilde{S} := \min_{m \in \{1, \ldots, M\}} \{ S(m) \} > 0, \quad (1)
\]

\[
\hat{S} := \max_{m \in \{1, \ldots, M\}} \{ S(m) \} < \infty. \quad (2)
\]

The assumption on the fixed number of data items is justified by the observation that new content updates replace obsolete data. For example, several YouTube channels, CNN, Fox news, and social network updates gain the highest attention and popularity, while previous updates are substantially less interesting.

In a time-slotted system, the content of each data item is consistently updated every time slot, where such a content could be a movie (as in YouTube and Netflix), a soundtrack (as in Pandora), a social network update (as in Facebook and Twitter), a news update (as in CNN and Fox News), etc. Our assumption of fast content update rate is intended to yield the worst-case scenario results and to reveal the potential gains to be leveraged. We consider the application-layer timescale in which the duration of a time slot is the time taken by a user to completely run the requested data item, which can be of the order of minutes or possibly hours. At each time slot, the service provider supplies the requested data items, which have been updated, and partially served over the previous time slot to the respective users.

Data item valuations: Define \( v_{n,t}(m) \in [0, 1] \) as the valuation (rating) of data item m as offered by the service provider to user n at time t. The offered valuations depend on the user preferences and interests, and can be estimated through different techniques, such as collaborative filtering.

Users’ demand profiles: We assume that the demand of each user can be tracked, learned, and predicted by the service provider over time. The service provider constructs a demand profile for every user n and time slot t, denoted \( P_{n,t} = (P_{n,t}(m))_{m=1}^{M} \), where \( P_{n,t}(m) \) is the probability that user n requests item m in slot t. The probability that user n requests data item m at time slot t is modeled as \( P_{n,t}(m) := \phi_{m,t}(v_{n,t}) \), where \( \phi_{m,t} : [0, 1]^{M} \rightarrow [0, 1] \) is a non-negative function that maps the ratings of user n into a corresponding probability of requesting item m specifically at time slot t for any \( m, n, t \). The function \( \phi_{m,t} \) captures the relative differences between the ratings of the M data items as seen by user n. Then, we model the statistics of the predictable user demands as follows:

Please note that a data item is not restricted to contain only one video, as for example one can consider CNN as a data item with multiple new videos update it every time slot. A user therefore can consume all these videos in one slot, while another user consumes only one video with roughly the same duration from a YouTube channel which can be treated as another data item.
The demand of user \( n \) at slot \( t \) is captured by a random variable \( \mathbb{I}_{n,t}(m) \) where
\[
\mathbb{I}_{n,t}(m) = \begin{cases} 
1, & \text{with probability } P_{n,t}(m), \\
0, & \text{with probability } 1 - P_{n,t}(m).
\end{cases}
\]
- For any two users \( n, k \) such that \( n \neq k \), \( \mathbb{I}_{n,t}(m) \) is independent of \( \mathbb{I}_{k,l}(j) \) for all \( m, j \).
- At slot \( t > 0 \), user \( n \) requests at most one data item. Hence, \( \sum_{m=1}^{M} \mathbb{I}_{n,t}(m) \leq 1 \).
- The probability that user \( n \) does not request any data item at slot \( t \) is \( \tilde{q}_{n,t} := 1 - \sum_{m=1}^{M} P_{n,t}(m) \).

Further, the demand profile of each user follows a cyclostationary pattern that repeats itself consistently in a period of \( T \) time slots as shown in Fig. 1. The \( T \)-slot period can be interpreted as a single day through which the activity of each user varies each hour, but occurs with the same statistics consistently each day. Thus, we can write \( p_{n,t+l} = p_{n,t+kT+l} \) for any non-negative integer \( k \), and \( l = 0, \ldots, T-1 \).

The cyclostationarity assumption is motivated by the recent findings in human behavioral patterns [5], [6], and the wireless user activity measurements provided in [10]. Yet, the results and insights drawn under such an assumption can directly apply to the case when this assumption is relaxed.

**Incurred cost:** To supply requested data items, the service provider incurs a certain cost due to the resources consumed at each time slot, which is supposed to depend on the total load created by the users’ demand. Suppose that \( L \) is the total network load at a given slot, then the cost incurred by the service provider is \( C(L) \), where \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) is a smooth, strictly convex, and monotonically increasing cost function. We assume also that full demand realizations of any slot are available to service provider at the end of such slot, thus proactive control decisions are made based on the statistical characteristics of demand.

We consider the time average expected cost incurred by a non-proactive network, a network whose service provider does not exploit the predictability of the user demand, as
\[
C^N(N) := \limsup_{\tau \to \infty} \frac{1}{\tau} \sum_{t=0}^{\tau-1} \mathbb{E}[C(L_t)],
\]
where \( L_t := \sum_{m=1}^{M} \sum_{n=1}^{N} s(m) \mathbb{I}_{n,t}(m) \), \( t \geq 0 \) is the total load at time slot \( t \) encountered by the non-proactive network, and the expectation is over the demand profiles \( p_{n,t} \), \( \forall n, t \). The average cost \( C^N(N) \) represents a baseline to which we compare the relative cost reduction leveraged through efficient utilization of the available users’ profiles.

### III. Problem Formulation

#### A. Proactive Data Download and Demand Shaping

The proposed proactive network framework utilizes the predictable and cyclostationary nature of the users’ demand in balancing the total load over time and minimizing the time average expected cost.

To this end, our approach aims to produce proactive data downloads at each time slot depending on the demand statistics. It harnesses the prior knowledge about the user profile in the upcoming time slot, combines it with the statistics about the demand during the current slot, and proactively sends a portion of each potential data item to the respective users. We denote by \( x_{n,t+1}(m) \) the portion of data item \( m \) sent ahead to user \( n \) at time slot \( t \), \( m = 1, \ldots, M \), \( n = 1, \ldots, N \), \( t = 0, 1, \ldots \). We note that, the limitation of proactive download decisions to one-slot ahead is aligned with our assumption that content updates occur every time slot, hence small proactive download window guarantees freshness of served content.

We also investigate the potential for a service provider to slightly modify the demand profile of each user so as to enhance the certainty about the future requests under user satisfaction constraints. Note that user satisfaction is a crucial parameter that service providers need to improve, and modified demand profiles have to obey.

The modification of demand profiles offers a further cost reduction gain since more deterministic users render the proactive download process more efficient.

The service provider may offer slightly different valuations from those recognized by users as follows. Suppose that \( \hat{p}_{n,t} = (\hat{p}_{n,t}(m))_{m=1}^{M} \) is the profile of user \( n \) at time slot \( t \) with \( \hat{q}_{n,t} \) being the probability that user \( n \) remains silent in slot \( t \). Then, we model user \( n \)’s flexibility to change his own profile of slot \( t \) from \( p_{n,t} \) to \( \hat{p}_{n,t} \) by a satisfaction region \( F_{\hat{p}_{n,t}} \), which is a collection of demand profiles that user \( n \) is satisfied to adopt at slot \( t \). Further, each profile \( p_{n,t} \in F_{\hat{p}_{n,t}} \) always satisfy \( \hat{q}_{n,t} = 1 - \sum_{m=1}^{M} \hat{p}_{n,t}(m) \), since the modification of the user preferences should not affect his activity at that slot. The dependence of the satisfaction region on \( \hat{p}_{n,t} \) demonstrates the importance of that profile in the new allocation so as not to deviate much from it.

For simplicity of notation, let \( v = \{ v_{n,t} \}_{n,t} \), \( x = \{ x_{n,t} \}_{n,t} \), \( p = \{ p_{n,t} \}_{n,t} \), and \( \bar{c}(\cdot) = \limsup_{\tau \to \infty} \frac{1}{\tau} \sum_{t=0}^{\tau-1} \mathbb{E}[C(\cdot)] \).

Now, the proactive download and demand shaping problem for time average expected cost minimization is formulated as

\[ \text{minimize} \quad \bar{C}(x, v, p) \quad \text{subject to} \quad \text{constraints.} \]
Lemma 1. Let \( \{y_n\}_{n \geq 0} \) be a periodic sequence in \( \mathbb{R}_+ \), with a finite period \( T \), then \( \lim_{n \to \infty} \frac{1}{N} \sum_{i=0}^{n-1} y_i = \frac{1}{N} \sum_{i=0}^{T-1} y_i . \)

Theorem 1. For any \( N \in \mathbb{N} \), optimization problem (4) is equivalent to \( C^P(N) = \)
\[
\min_{v, x, p} \phi \left( L_t + \sum_{m=1}^{M} \sum_{n=1}^{N} (x_{n,t+1}(m) - x_{n,t}(m)) \| n, t(m) \right)
\]
subject to \( 0 \leq x_{n,t}(m) \leq S(m), \quad \forall m, n, t \geq 0 , \)
\( p_{n,t} \in \mathcal{F}_{n,t}, \quad \forall n, t \geq 0 , \)
\( p_{n,t} = p_{n,nT+t}, \quad \forall k, n, t \geq 0 , \)
\( P_{n,t}(m) = \phi_{m,t}(v_{n,t}), \quad \forall m, n, t \geq 0 , \)
\( v_{n,t} \in [0, 1]^M, \quad \forall n = 1, \ldots, N , \)
\]
where the optimization is jointly done over the valuations, proactive downloads and users’ profiles, with respect to which the expectation is defined. We now investigate the existence of a one-cycle steady-state solution.

IV. PROACTIVE DATA DOWNLOAD

In this section, we quantify the performance of proactive data downloads only. In particular, we assume that the system is operating at a given demand profile \( \tilde{p} \) while the service provider is determining the optimal proactive downloads \( x^* \).

We show that the cost reduction leveraged through efficient proactive downloads grows unboundedly with the number of users. The problem is now convex in \( x \), and by Theorem 1, this case is again equivalent to optimizing the following:
\[
C^P(N, \tilde{p}) := \min_{x} \phi \left( L_t + \sum_{m=1}^{M} \sum_{n=1}^{N} (x_{n,t+1}(m) - x_{n,t}(m)) \| n, t(m) \right)
\]
subject to \( 0 \leq x_{n,t}(m) \leq S(m), \quad \forall m, n, t \),
\( C^N(N, \tilde{p}) := \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[C(L_t)] . \)

In this section, we focus on the cost reduction leveraged through efficient proactive downloads solely. We define the cost reduction when there are \( N \) users in the system as \( \Delta C(N) := C^N(N, \tilde{p}) - C^P(N, \tilde{p}) \), and consider its asymptotic performance when the number of users grows to infinity. More specifically,
\[
\lim_{N \to \infty} \limsup_{N \to \infty} \frac{\Delta C(N)}{h(N)C'(\gamma \cdot N)} \quad \text{and} \quad \lim_{N \to \infty} \frac{\Delta C(N)}{h(N)C'(\gamma \cdot N)},
\]
where \( C' \) is the first derivative of the cost function \( C \), \( \gamma \) is some positive constant, and \( h(N), N \in \mathbb{N} \), is a positive non-decreasing function in \( N \).

By the convexity of the optimization problem 7, and the compactness of the feasible set, there exists an optimal solution \( x^* \) with \( x^*_{n,t+1}(m) \) being the optimal proactive download of data item \( m \) made to user \( n \) in slot \( t \).

Definition 1 (Active users). For each data item \( m \) and time slot \( t \), we define a set \( B_t(m) \) of active users as
\[
B_t(m) := \{ n \in \mathbb{N}_+ : \mathbb{E}[I_{n,t}(m)C'(L_t) - C'(L_{t-1})] > 0 \} , \quad t = 0, \ldots, T - 1 , \quad m = 1, \ldots, M ,
\]
with \( B_t(m) := |B_t(m)| \) is the cardinality of set \( B_t(m) \).

The active users of slot \( t \) w.r.t. item \( m \) are those users who, in the expected sense, create higher marginal cost in slot \( t \) by requesting item \( m \) than the marginal cost of the previous slot.
Thus, they have a high potential to improve the cost reduction through a proactive service of their demand.

Despite the convexity of (6), a closed form expression for the optimal value is not available for the general cost function defined above. As such, we study the asymptotic performance of $\Delta C(N)$ through upper and lower bounds that exhibit the same scaling order with $N$.

A. Upper Bound

We use the set of active users $B_t(m)$ to characterize an upper bound on $\Delta C(N)$ as follows.

**Lemma 2.** Let $N \in \mathbb{N}$. For $B_t(m)$ defined above,

$$
\Delta C(N) \leq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} S(m) \sum_{n \in B_t(m)} E[I_{n,t}(m)C'(L_t) - C'(L_{t-1})].
$$

**Proof:** Follows by the mean value theorem (MVT) for random variables. Full proof is provided in Appendix B of [21].

B. Lower Bound

In order to establish a lower bound on the cost reduction, we introduce the following preliminaries. For every time slot $t \in \{0, \ldots, T - 1\}$, suppose that $B_t(m)$ is non-empty for some data item $m$. We define the quantity $\hat{x}_t$ as

$$
\hat{x}_t := \arg \min_{0 \leq x_t \leq S} E \left[ C \left( L_{t-1} + \sum_{m=1}^{M} \sum_{n \in B_t(m)} x_t \right) \right]
$$

In other words, $\hat{x}_t$ is the optimal proactive download to all active users at time $t$, if proactive downloads are to be equally and exclusively assigned to the active users, while omitting the contribution of the proactive downloads from the previous slot.

The following result about $\hat{x}_t$ holds.

**Lemma 3.** If $B_t(m)$ is non-empty for some time slot $t$ and data item $m$, then $\hat{x}_t > 0$.

**Definition 2** (Policy A). A proactive download allocation strategy named Policy A produces a proactive download vector $\hat{x}$ satisfying the constraints of (7) as follows. For time slot $t = 0, \ldots, T - 1$, and any data item $m$,

$$
\hat{x}_{n,t}(m) = \begin{cases} 
\hat{x}_t & \text{if } n \in B_t(m), \\
0 & \text{if } n \notin B_t(m), 
\end{cases}
$$

where

$$
\hat{x}_t := \hat{x}_t - r, \quad (11)
$$

for some $r > 0$ chosen such that $\tilde{x}_t > 0$ for all $t \in \{0, \ldots, T - 1\}$, and $\hat{x}_t$ is defined in (8).

Note that, Policy A, assigns equal proactive downloads to all active users in a given slot $t$ while the use of $\tilde{x}_t$ ensures the positivity of the lower bound established below. We utilize this policy in establishing the following lower bound on the performance of $\Delta C(N)$.

**Lemma 4** (Lower bound on cost reduction). Let $N \in \mathbb{N}$. Under Policy A and for $B_t(m)$ defined above,

$$
\Delta C(N) \geq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} \hat{x}_t \sum_{n \in B_t(m)} E[I_{n,t}(m)C'(L_t) - C'(L_{t-1})]
$$

$$
\leq E \left[ \sum_{j=1}^{M} \sum_{k \in B_t(j)} \hat{x}_t \mathbb{I}_{I_{k,t}(j)} \right] > 0. \quad (12)
$$

**Proof:** Proof is omitted for brevity. We refer interested readers to Appendix D in [21].

Thus, Lemma 4 confirms that the suboptimal policy $A$, which assigns equal proactive download values to active users, yields a strictly positive cost reduction, that will be shown in Lemma 6 to attain an optimal asymptotic scaling with the number of users. Having established general upper and lower bounds on the potential cost reduction, we study its asymptotic performance with the number of users and present the result in the next subsection.

C. Asymptotic Analysis

When the number of users $N$ grows to infinity, the expected time average cost also grows to infinity when for some time slot $t$, all users request a data item with a positive probability. The cost reduction itself will also grow to infinity with a certain scaling order with $N$. Such a cost reduction depends mainly on the number of elements in $B_t(m)$, and how it scales with $N$. Since such number is system specific, and out of our design, we will address different cases of scaling of the number of active users with the total number of users. In each case, we will characterize the optimal order of growth of the cost reduction. Throughout this subsection, we assume that $\hat{q}_{n,t} < 1 - \epsilon$ for all $n, t$ and some $\epsilon > 0$. That is, each user can request a data item at any time slot with a positive probability, and this probability will not vanish as the number of users grows to infinity.

The following assumption considers the asymptotic behavior of $B_t(m)$ as $N \to \infty$.

**Assumption 1** (Scaling of the number of active users). Assume that there exists some non-decreasing function $h: \mathbb{N} \to \mathbb{N}$ such that $h(N) \to \infty$ as $N \to \infty$, and for every time slot $t$ and data item $m$, the limit

$$
\beta_t(m) := \lim_{N \to \infty} \frac{B_t(m)}{h(N)}
$$

exists, where $0 \leq \beta_t(m) < \infty$, $\forall m = 1, \ldots, M, t = 0, \ldots, T - 1$.

Thus, the function $h(N)$ captures the maximum possible scaling of the active users with the total number of users $N$. 

Note that, under Assumption 1, \( \beta_l(m) > 0 \) implies the number of active users grows to infinity as the total number of users does. The following two lemmas are crucial to establish the main asymptotic scaling result.

**Lemma 5.** Under Assumption 1, there exists a positive constant \( \gamma_2 \) such that
\[
\rho_t(m) := \limsup_{N \to \infty} \sum_{n \in B_t(m)} \frac{\mathbb{E}[I_{n,t}(m)C'(L_t) - C'(L_{t-1})]}{h(N)C'(\gamma_2 \cdot N)} < \infty, \quad \forall m, t.
\]
Further, if \( \beta_l(m) = 0 \), then \( \rho_t(m) = 0 \).

**Proof:** Proof is omitted for brevity. We refer interested readers to Appendix E in [21].

**Lemma 6.** Under Assumption 1, suppose that \( \sum_{m=1}^M \beta_l(m) > 0 \) for some time slot \( t \), and that
\[
\liminf_{N \to \infty} \frac{\sum_{m=1}^M \sum_{n \in B_t(m)} \mathbb{E}[C'(L_t)]}{\sum_{m=1}^M \beta_l(m) \mathbb{E}[C'(L_{t-1})]} > 1, \quad \text{for the same slot } t.
\]
Then,
\[
\sigma_t := \liminf_{N \to \infty} \frac{1}{h(N)C'(\gamma_1 \cdot N)} \sum_{m=1}^M \sum_{n \in B_t(m)} \mathbb{E} \left[ I_{n,t}(m) C' \left( L_t - \sum_{j=1}^M \sum_{k \in B_t(j)} \hat{x}_{t,k,t}(j) \right) \right] - \\
\mathbb{E} \left[ C' \left( L_{t-1} + \sum_{j=1}^M \sum_{k \in B_t(j)} \hat{x}_{t} \right) \right] > 0, \quad \text{for some } \gamma_1 > 0.
\]

**Proof:** Please refer to Appendix E.

Condition (14) implies that the average marginal cost due to the active users at time \( t \) grows with \( N \) faster than \( \mathbb{E}[C'(L_{t-1})] \). Such condition can particularly be realized in huge events and rallies, e.g., football games, whereby fans turn to be active in the breaks and aggressively fetch game highlights. Hence, proactive downloads of these highlights during the game play can significantly reduce service costs. The intuition of Condition (14) can be illustrated as follows. The contribution of active users to the marginal cost of a time slot \( t \) should not vanish relative to the marginal cost of the previous slot \( t - 1 \) in the asymptotic scenario, thus proactive downloads can enable a positive gain that is proportional to \( h(N)C'(N) \) as proven in Theorem 2. Yet, if such condition does not hold, there will still be a positive gain to reap, but will be shown in Theorem 3 to scale as \( C'(N) \).

Lemmas 5 and 6 are instrumental to establish the asymptotic scaling result of the cost reduction, which is stated in the following theorem.

**Theorem 2** (Asymptotic cost reduction for infinite number of active users). Under Assumption 1, suppose that the cost function \( C \) satisfies Condition (14). Then, there exist finite positive constants \( \hat{\gamma} \), and \( \hat{\gamma} \) for which
\[
\limsup_{N \to \infty} \frac{\Delta C(N)}{h(N) \cdot C'(\hat{\gamma} \cdot N)} \leq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^M S(m) \rho_t(m),
\]
and
\[
\liminf_{N \to \infty} \frac{\Delta C(N)}{h(N) \cdot C'(\hat{\gamma} \cdot N)} \geq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^M \chi_t \sigma_t(m),
\]
where \( \chi_t := \liminf_{N \to \infty} \hat{x}_t, \quad t = 0, \ldots, T - 1. \)

**Proof:** The proof is straightforward from Lemma 5 and Lemma 6.

We can also conclude the following.

**Corollary 2.** Under Assumption 1 and Condition (14), if for some time slot \( t \) and data item \( m \), \( \beta_l(m) > 0 \), then there exists a finite positive constant \( \gamma \) such that
\[
\Delta C(N) = \Theta (h(N)C'(\gamma N)).
\]

Thus, if the number of active users grows to infinity as \( h(N) \), the leveraged cost reduction grows unboundedly to infinity as \( h(N)C'(\gamma N) \). At this point, the following remarks can be made.

**Remark 1.** For a polynomial cost function with some degree \( d > 1 \), the leveraged cost reduction scales with the number of users as \( h(N)^{d-1} \). Further, if \( h(N) \) is linear in \( N \), then \( \Delta C(N) \) grows as \( N^d \), i.e., \( \Delta C(N) \) scales with \( N \) as the cost itself does.

**Remark 2.** For an exponential cost function, the cost reduction grows exponentially with the number of users. However, the constant \( \gamma \) affects the exponent of scaling.

Until this point, we have addressed the scenario where the number of active users for some data items and time slots grows to infinity which has been formalized in Lemmas 5 and Corollary 2. Now, we investigate the potential of scaling cost reduction when the number of active users does not necessarily satisfy the conditions specified in those Lemmas. Such a case can essentially result from a high uncertainty about the exact future demand for each user, especially when the user preferences are equally distributed over the set of data items. In particular, we will show that the leveraged gain does not depend on \( h(N) \), yet it will only scale as the first derivative of the cost function. The following assumption captures this scenario.

**Assumption 2** (Finite number of active users). Assume \( \liminf_{N \to \infty} B_t(m) > 0 \) for all \( m, t \), and that \( B_t(m) \leq B \) for some \( B \in [0, \infty) \), and for all \( m = 1, \ldots, M \), \( t = 0, \ldots, T - 1 \), and \( N \in \mathbb{N} \).

Assumption 2 formalizes the case when there always exists a positive number of active users in the systems, but such a number is bounded while \( N \) grows to infinity. The scaling order of the cost reduction with the number of users, under that assumption, is characterized in the following theorem.

**Theorem 3** (Asymptotic cost reduction for bounded number of active users). Under Assumption 2 let
\[
\tilde{B}_t(m) := \limsup_{N \to \infty} B_t(m),
\]
\[
\hat{B}_t(m) := \liminf_{N \to \infty} B_t(m), \quad \forall m, t.
\]
The expected time average cost $\Delta C(N)$ satisfies

$$\limsup_{N \to \infty} \frac{\Delta C(N)}{C(\gamma \cdot N)} \leq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} S(m) \sum_{n \in \mathcal{B}_t(m)} \rho_{n,t}(m),$$

(18)

$$\liminf_{N \to \infty} \frac{\Delta C(N)}{C(\gamma \cdot N)} \geq \frac{1}{T} \sum_{t=0}^{T-1} \sum_{m=1}^{M} \chi_t \sum_{n \in \mathcal{B}_t(m)} \sigma_{n,t}(m),$$

(19)

for some finite positive constants $\tilde{\gamma}, \gamma$, where

$$\rho_{n,t}(m) := \limsup_{N \to \infty} \frac{\mathbb{E}[\|S_{n,t}(m)C_n(L_t) - C_n(L_{t-1})]\]}{C'(\gamma \cdot N)}, \ n \in \mathcal{B}_t(m),$$

$$\sigma_{n,t}(m) := \liminf_{N \to \infty} \frac{\mathbb{E}\left[\mathbb{I}_{n,t}(m)C_n(L_t - \sum_{k=1}^{M} \sum_{j=1}^{k} \chi_t \mathbb{I}_{k,j}(j))\right]}{C'(\gamma \cdot N)} - \frac{\mathbb{E}\left[C_n(L_{t-1} + \sum_{j=1}^{M} \sum_{k=1}^{k} \chi_t \mathbb{I}_{k,j}(j))\right]}{C'(\gamma \cdot N)}, \ n \in \mathcal{B}_t(m).$$

Proof: The proof follows by taking lim sup and lim inf of (5) and (12), respectively, as $N \to \infty$. \quad \blacksquare

Theorem (5) establishes the fact that the leveraged cost reduction even under a finite number of active users still grows as $C'(\gamma \cdot N)$ with the total number of users. The scenario of finitely many active users represents a worst case on the user behavior whereby the dominant population of users are indifferent to data items, thus cannot be categorized as active users. Yet, in Section V we argue that these inactive users are more flexible to change their profiles to more deterministic users even under a finite number of active users still grows as $C'(\gamma \cdot N)$ even under a finite number of active users still grows as $C'(\gamma \cdot N)$.

**Remark 3.** For a class of cost functions with $C'(N) \to \infty$ as $N \to \infty$, the leveraged cost reduction grows unboundedly to infinity as $C'(\gamma \cdot N)$ even if there is only one active user for only one data item at only one time slot.

Theorem (5) and Corollary (3) have provided a worst-case scaling scenario for the cost reduction. In the asymptotic scenario of this case, the demand profiles of all but finitely many users are rather indeterministic and creating a substantial uncertainty about the expected user demand. Such a confusion may limit the proactive downloads for a wide set of users. In order to tackle such a problem, in (16), we have considered the scenario whereby service providers utilize caching centers to proactively fetch prospective content and supply it to interested users upon demand. However, the notion of demand shaping to be presented in the next section is projected to leverage even more cost reduction through, joint allocation of user demand profile and proactive data download, if users allow for modifying their demand profiles.

**V. DEMAND SHAPING**

Our notion of demand shaping is motivated by the observation that less deterministic users, whose demand profiles are divided almost equally over a subset of data items, can be expected to be more responsive to recommendation differences offered by the service provider. For example, a user who is indifferent to watching a documentary on the American revolution or the civil war is likely to be more responsive to the recommendation disparity between the two. We highlight the following point. Our proposed framework uses recommendations to improve the certainty of future demands, hence the accuracy of the proactive downloads. Therefore, less deterministic users that are sensitive to data item valuation differences provide a high potential for proactive service gains.

The joint proactive download and demand shaping problem is given by $\mathcal{C}^D(p^*, x^*) :=$

$$\min_{(p \cdot x)} \left( L_0 + \sum_{m=1}^{M} \sum_{n=1}^{N} x_{n,t+1}(m) - x_{n,t}(m) \mathbb{I}_{n,t}(m) \right)$$

subject to $0 \leq x_{n,t}(m) \leq S(m), \ \forall m, n, t,$

$$p_{n,t} \in \mathcal{F}_n, p_{n,t}, \ \forall m, n, t,$$

(21)

where $p = (p_n)_{n=1}^{N}$, and $p_{n,t} = (p_{n,t})_{t=0}^{T-1}$.

We attack the joint design problem in two scenarios due to their structural differences. First, we consider a relaxed optimal solution, a scenario whereby no restrictions are imposed on the new users’ profiles other than maintaining the same probability of being inactive, $q_{n,t}, n = 1, \cdots, N, t = 0, \cdots, T - 1$. Afterwards, we study a more practical scenario where users’ satisfaction constraints are imposed.

**A. Jointly Optimal Solution for Fully Flexible Users**

In order to gain insights on the structure of the best user profile leading to minimum expected cost with proactive downloads, we consider the relaxed version of the optimization problem (5) satisfying:

**Assumption 3.** Assume that user demands are fully flexible, i.e.,

$$\mathcal{F}_n, p_{n,t} = \left\{ p_{n,t} : \sum_{m=1}^{M} P_{n,t}(m) = 1 - q_{n,t}, P_{n,t}(m) \geq 0 \right\}.$$
Note that, the new user profile is chosen such that the probability of a user \(n\) remains silent in slot \(t\) is \(\tilde{q}_{n,t}\) **unchanged**, hence users do not have to change their activity pattern.

Under Assumption 3 since the feasible set of (21) is compact and the objective function is convex, then there exists a globally optimal solution to the problem (17). We denote such a solution by \((p^*, x^*)\) and characterize it in the following theorem.

**Theorem 4.** Under Assumption 3 define \(\mathcal{M}^* := \{m : S(m) = S\}\) and pick some \(m^* \in \mathcal{M}^*\), then

\[
P^*_{n,t}(m) = \begin{cases} 1 - \tilde{q}_{n,t}, & m = m^*, \\ 0, & m \neq m^*, \end{cases} \tag{22}
\]

\[
x^* = \arg\min_{x} \sum_{m=1}^{M} \sum_{n=1}^{N} \left( L^*_t + \frac{M}{x_{n,t+1}(m) - x_{n,t}(m))} \right) \tag{23}
\]

subject to \(0 \leq \pi_{n,t}(m) \leq S(m), \ \forall \ m, n, t,
\]

where \(\mathbb{I}_{n,t}(m)\) is the indicator function associated with \(P^*_{n,t}(m)\), and \(L^*_t\) is the non-proactive network load under \(p^*\). Further, if \(|\mathcal{M}^*| = 1\), then \((p^*, x^*)\) is **unique**.

**Proof:** Please refer to Appendix C.

Theorem 4 therefore, suggests a new user profile that ensures requesting the data item with the least size if the user is to request a data item at all. In the next subsection, we model and study the problem under user satisfaction constraints.

**B. Joint Design under User Satisfaction Constraints**

We propose a model for capturing the economic responsiveness and service flexibilities of the user demands, which will facilitate the design. Suppose that \(\tilde{p}_{n,t}\) is the initial (given) profile of user \(n\) for slot \(t\), with \(\tilde{q}_{n,t}\) being the probability that user \(n\) remains silent at slot \(t\). We utilize the notation

\[
\tilde{\pi}_{n,t}(m) := \frac{\tilde{p}_{n,t}(m)}{1 - \tilde{q}_{n,t}}, \ \forall m, n, t,
\]

to denote the probability that user \(n\) requests data item \(m\) at time slot \(t\), given that he decides to request a data item at all. We also use \(\tilde{\pi}_{n,t} := (\tilde{\pi}_{n,t}(m))_{m=1}^{M}\).

Next, we introduce a key measure and a related constraint that capture the economic responsiveness and flexibility of users in shifting their demand profile within acceptable service quality limits.

**Definition 3.** (Entropy Ball Constraint (EBC)) For user \(n\) at time slot \(t\) with initial profile \(\tilde{p}_{n,t}\) and probability of being silent \(\tilde{q}_{n,t}\), we say that a new profile \(\tilde{p}_{n,t}\) satisfies the entropy ball constraint if \(\sum_{m} P_{n,t}(m) = 1 - \tilde{q}_{n,t}\) and

\[
\left| \frac{P_{n,t}(m) - P_{n,t}(m^*)}{1 - \tilde{q}_{n,t}} \right| \leq \alpha_n H(\tilde{\pi}_{n,t}), \ \forall m, n, t \tag{24}
\]

where \(\alpha_n\) is a positive constant differentiating between user classes and normalizing the right hand side of (24), and \(H(\tilde{\pi}_{n,t}) = -\sum_{m} \tilde{\pi}_{n,t}(m) \log \tilde{\pi}_{n,t}(m)\) is the entropy [19] of \(\tilde{\pi}_{n,t}\).

The above metric utilizes the entropy of the choice of user \(n\) under the initial profile \(\tilde{p}_{n,t}\) to capture the radius of an \(M\)-dimensional ball centered at \(\tilde{\pi}_{n,t}\). The reason behind the use of the entropy function is that the higher the uncertainty about the user demand, the higher the entropy is. Hence, the user has higher potential to modify the demand profile. This holds since users with indeterministic demand may not mind a specific data item, hence grant the service provider more flexibility to suggest modified profiles.

On the other hand, small entropy reflects a deterministic demand profile whereby the user is not flexible to change his profile. Yet, being deterministic already facilitate efficient proactive downloads.

Using the above EBC, the constraint set \(\mathcal{F}_{n,\tilde{p}_{n,t}}\) can be written as

\[
\mathcal{F}_{n,\tilde{p}_{n,t}} = \{p_{n,t} : \tilde{p}_{n,t} \text{ satisfies EBC}, P_{n,t}(m) \geq 0, \forall m\}.
\]

Note that EBC maintains a constant probability of remaining silent, \(\tilde{q}_{n,t}\), for all users and time slots. Statistically, the user does not have to change his access rate.

Under Assumption 4 while the constraints of (21) are all convex in \((p, x)\), the objective function, denoted by \(f_0(p, x)\), is non-convex. Thus, in contrast to the tractable structure under fully flexible demands of previous section, the characterization of a global optimal solution of (21) is computationally intractable. Nevertheless, we next show that strict performance improvement over proactive downloads can still be guaranteed.

To see this, suppose that \(\hat{x}\) is the optimal proactive download allocation obtained under the initial user profile \(\tilde{p}\), where \((\hat{p}, \hat{x})\) does not satisfy the KKT conditions [17] of (21), then a point \((\hat{p}, \hat{x})\) which satisfies \(f_0(\hat{p}, \hat{x}) < f_0(\hat{p}, \hat{x})\), as well as the KKT conditions of (21), can be obtained through iterative solutions to approximate convex problems.

**Lemma 7.** Let \(\tilde{f}^k\) be a convex function in \((p, x)\) that replaces \(f_0\) of (21) at iteration \(k\). Denote by \((\hat{p}^{k-1}, x^{k-1})\) the optimal solution to the resulting convex optimization problem at the \(k - 1\)st iteration, \(k = 1, 2, \cdots\). If

1) \(\tilde{f}^k(p, x) \geq f_0(p, x)\) for all feasible \((p, x)\),
2) \(\nabla \tilde{f}^k(p^{k-1}, x^{k-1}) = \nabla f_0(p^{k-1}, x^{k-1})\),
3) \(\tilde{f}^k(p^{k-1}, x^{k-1}) = f_0(p^{k-1}, x^{k-1})\),

\(\forall k = 1, \cdots\), then \(f_0(p^{k-1}, x^{k-1}) > f_0(p^k, x^k), \forall k\), and the sequence \(\{(p^k, x^k)\}_k\) converges to a point \((\hat{p}, \hat{x})\) which is a locally optimal solution to (21).

The above lemma is a special case of Theorem 1 in [20] which aims at providing local optimal solutions to non-convex optimization problems.

**Corollary 4.** Starting from an initial condition \((p^0, x^0) = (\tilde{p}, \tilde{x})\), a sequence of approximate functions \{\(\tilde{f}^k\)\} generated as in Lemma 7 and resulting in a KKT-satisfying point \((\hat{p}, \hat{x})\) leads to \(f_0(\hat{p}, \hat{x}) > f_0(\hat{p}, \hat{x})\).

In the following theorem, we suggest a general approximation to \(f_0\) of (21) at each new iteration \(k\) that converges to a locally optimal solution.
Theorem 5. For \( f_0 \) being the objective function of (21), the approximate function
\[
\hat{J}^k(p, x) = f_0(p^{k-1}, x) + \sum_{m, n, t} \frac{\partial f_0(p, x^{k-1})}{\partial P_{n,t}(m)} P_{n,t}(m)
\]
at iteration \( k \geq 1 \) is convex in \((p, x)\); further, the sequence of solutions to the problem resulting from replacing \( f_0 \) with \( \{\hat{J}^k\}_k \) converges to a locally optimal solution of (21).

Proof: Please refer to Appendix D.

The approximate function (25) can now be used to replace \( f_0 \) of (21) at iteration \( k \geq 1 \). Starting with \((p^0, x^0) = (\hat{p}, \hat{x})\), the successive solutions to approximate optimization problems with \( f_0 \) being replaced by \( \hat{J}^k \) of (25) converges to a point \((\hat{p}, \hat{x})\) with \( f_0(\hat{p}, \hat{x}) < f_0(p, x) \). Further, the following conclusion can be made about \((\hat{p}, \hat{x})\).

Theorem 6. Suppose that \( \{p_{n,t}\} : \|p_{n,t} - \hat{p}_{n,t}\| < \alpha_n \) is a proper subset of \( \{p_{n,t} : p_{n,t} \geq 0, \sum_{m=1}^{M} P_{n,t}(m) = 1 - q_{n,t}\} \), then the locally optimal solution \((\hat{p}, \hat{x})\) of (21) satisfies
\[
\|p_{n,t} - \hat{p}_{n,t}\| = \alpha_n H(\hat{p}_{n,t}), \forall n, t.
\]
In other words, the locally optimal profile \(\hat{p}_{n,t}\) lies on the boundary of the EBC region.

Proof: Please refer to Appendix I.

Theorem 6 motivates the design of efficient low complexity schemes for joint proactive download and demand shaping in large scale systems.

In (21), the proof of Theorem 6 does not depend on the structure of the constraint region \( \mathcal{F}_{n,p_{n,t}} \) for any \( n, t \). Consequently, any optimal solution to the formulation (3) always yields modified demand profiles that lie on the boundary of the constraint region \( \mathcal{F}_{n,p_{n,t}} \). As the service provider aims to maximally utilize the user flexibility by pushing it to the boundary, we note that each user has the ability to control his own flexibility region (e.g., through the parameter \( \alpha_n \) in the EBC case) and the service provider should offer sufficient incentives to trade for flexibilities. The main purpose of presenting the demand shaping aspect of the problem is to reveal the potential for additional cost minimization to be leveraged by changing the users’ preferences over data item rather than changing their activities over time.

C. Impact on Cost Reduction

With the additional cost minimization capabilities offered by demand shaping, it is worthwhile to explore the effect of demand shaping on the cost reduction metric introduced in Section IV. In particular, we use the notation
\[
\Delta C^*(N) = C^N(N, \bar{p}) - C^P(N)
\]
to denote the maximum possible cost reduction obtained through proactive content download and demand shaping. The terms \( C^N(N, \bar{p}) \), \( C^P(N) \) are defined in (6) (assuming initial demand profile \( \bar{p} \)), (5), respectively.

By adding and subtracting \( C^P(N, \bar{p}) \) (defined in (7)), we can write
\[
\Delta C^*(N) = \Delta C(N) + \Delta C^P(N),
\]
the expected cost reduction gain reaped through demand shaping.

In this subsection, we present an additional scaling result of the cost reduction \( \Delta C^P(N) \) with \( N \).

Theorem 7 (Demand shaping gain). Suppose that there exists a time slot \( t_0 \) and a user \( n_0 \) for which: \( sup_n \{q_{n,t_0}\} < 1 - \epsilon \) for some \( \epsilon > 0 \), and that \( \mathcal{F}_{n_0, \bar{p}_{n_0,t_0}} \) contains a profile \( \bar{p}_{n_0,t_0} \) that satisfies
\[
\sum_{m=1}^{M} (S_m - \bar{x}_{n_0,t_0}(m)) (\bar{p}_{n_0,t_0}(m) - \bar{p}_{n_0,t_0}(m)) > 0.
\]
Then, there exists a constant \( \gamma > 0 \) such that
\[
\liminf_{N \to \infty} \frac{\Delta C^P(N)}{C'(\gamma^N)} > 0.
\]
The quantity \( x_{n,t} = (\bar{x}_{n,t}(m))_m \) is the optimal proactive download under the original demand profile \( \bar{p}_{n,t} \).

Proof: Please refer to Appendix E.

It can be seen from Condition (28) that the expected load for user \( n_0 \) under \( \bar{p}_{n_0,t_0} \) is strictly smaller than that under \( \bar{p}_{n_0,t_0} \). Thus, even if user \( n_0 \) has been found inactive in the proactive download step, and consequently has not received any proactive downloads, the demand shaping step can potentially increase the certainty about his future demand, render him active, and assign him positive proactive download. Yet, as long as the user can slightly shift his preferences to decrease his expected load in slot \( t_0 \), e.g., from YouTube with the majority of video content to Facebook with expected less load due to the text- and picture-based content, the resulting gain in this scales with the total number of users as \( C'(\gamma^N) \), at least. Thus, if the number of users that satisfy (28) also grows with \( N \) according to some function \( u(N) \), then the leveraged gain scales as \( u(n)C'(\gamma^N) \).

Not only does the result established in Theorem 7 add to the cost reduction gains beyond proactive downloads, it also provides a simple design metric, Condition (28), that can achieve significant gains with expanding customer base.

The final step in the proposed framework concerns the modification of the users’ profiles to the new ones obtained through constrained cost minimization. Towards this end, we consider a new recommendation system that sets slightly different ratings to data item from those given by the users’ themselves.

VI. DATA ITEM RECOMMENDATION SCHEME

Upon the calculation of the locally optimal demand profile \( \bar{p} \), the service provider has to assign new valuations, \( v = (v_{n,t})_{n,t} \), so that the users react to them by following the modified profiles. However, following a user-satisfaction based techniques that rely only on the user preferences and valuations (cf. (11)-(12)), the service provider has originally assigned a rating of \( r_{n,m} \) for data item \( m \) to user \( n \) (which
is independent of the dynamics of the varying network load, but the requirements of the new demand profile necessitate a valuation of $v_{n,t}(m)$ to be assigned to data item $m$ and user $n$ and time slot $t$. We presume that the new rating vector $v_{n,t}$ must be as close as possible, in the Euclidean distance sense, to the original rating vector $r_n = \left(r_n(m)\right)_{m=1}^M$, while achieving the new demand profile. Fig. 2 depicts a block diagram of the proposed data item valuation scheme.

![Block diagram of data item valuation system for a user $n$ at time slot $t$. The determination of the user interests applies through learning algorithms.](image)

Fig. 2: Block diagram of data item valuation system for a user $n$ at time slot $t$. The determination of the user interests applies through learning algorithms.

As has been hypothesized in Section III there exists a function $\phi_{m,t} : [0,1]^M \rightarrow [0,1]$ that determines the user profile based on the offered ratings to the data items. Now, assuming that the initial profile for user $n$ at slot $t$ is $\hat{p}_{n,t} = (\hat{P}_{n,t}(m))_{m=1}^M$, then according to $\phi_{m,t}$, we have $P_{n,t}(m) = \phi_{m,t}(r_n)$, where $\phi_{m,t}$ is supposed to be monotonically increasing in $r_n(m)$ and to measure the relative quality of data item $m$ to the rest of data items. After all, the rating allocation is a user-based problem where the service provider can compute new ratings for each user separately from the others. Denoting the new profile for user $n$ at time slot $t$ by $\tilde{p}_{n,t} = (\tilde{P}_{n,t}(m))_{m=1}^M$, the valuation assignment problem for user $n$ at slot $t$ is formulated as

$$\min_{v_{n,t}} \|v_{n,t} - r_n\|$$

subject to $\tilde{P}_{n,t}(m) = \phi_{m,t}(v_{n,t}), \forall m,\tilde{v}_{n,t} \in [0,1]^M$. (30)

**Remark 4.** Problem (30) is convex if and only if $\phi_{m,t}$ is a linear fractional mapping in $v_{n,t}$ [17].

An example case on a linear fractional mapping is

$$\phi_{m,t}(v_n) = (1 - \tilde{q}_{n,t}) \frac{v_n(m)}{\sum_{j=1}^M v_n(j)}, \forall m,n,t.$$ (31)

In this example, the mapping function $\phi_{m,t}$ captures the relative preference of user $n$ to choose data item $m$ amongst all data items. While problem (30) is convex, a globally optimal solution can be obtained efficiently through a gradient descent algorithm [17].

In the case where $\phi_{m,t}$ is not a linear fractional mapping, the problem turns out to be non-convex, calling for approximate solutions. One possible way of handling such a difficulty is to replace the non-convex $\phi_{m,t}$ with an approximate linear fractional form, and iteratively solving for approximate solutions till convergence to a locally optimal rating vector, a similar approach to that used in Section V.

VII. NUMERICAL SIMULATIONS

We begin our simulations with a simple two-user example to illustrate the process of the proposed system, then show the gains for large number of users next.

A. Illustrating Example

We consider a service provider that serves $M = 3$ data items with fixed sizes $s = (3,2,4)$. There are $N = 2$ users that may request services on a daily basis, whereby the day is divided into $T = 2$ time slots with demand profiles following a cyclostationary distribution with period $T$. One time slot is supposed to represent an off-peak hour demand with $\tilde{q}_{n,0} = 1 - p_0, n = 1, 2$ with $p_0 = 0.1$. The other time slot represents a peak-hour demand which has $\tilde{q}_{n,1} = 0, n = 1, 2$. The profiles of both users during the off-peak hour are $p_{1,0} = p_0 \cdot (0.8,0.1,0.1), p_{2,0} = p_0 \cdot (0.3,0.1,0.6)$. Likewise, during the peak hour $p_{1,1} = p_1 \cdot (0.8,0.1,0.1), p_{2,1} = p_1 \cdot (0.3,0.1,0.6)$. The parameters $p_0$ and $p_1$ represent the user activity during the off-peak and peak hours. We consider two main cost functions: (1) a quadratic cost function $C(L) = L^2, L \in \mathbb{R}_+$. (2) an outage-constrained cost function $C(L) = \frac{\mu}{L}$, where $\mu$ is the maximum load that the service provider can afford at a given time slot. We use $\mu = 9.8$ and plot the obtained results versus $p_1$ in Fig. 3. We can see from the figures that proactive downloads yield a significantly reduced cost that grows almost linearly with the peak hour activity $p_1$. On the other hand, the no-proactive-downloads scenario results in excessive costs that grow essentially superlinearly with $p_1$.

![Reduced cost under proactive downloads](image)

(a) Expected cost for quadratic function
(b) Expected cost for capacity constrained function vs. $p_1$.

For the proposed joint user profile and proactive downloads scheme, we conduct a simulation with $p_1 = 0.9$ fixed. For both types of cost functions, the proposed iterative algorithm is applied, taking into account the approximate convex objective function developed in [25]. The convergence of results is plotted in Fig. 4 where it is clear that the proposed algorithms start from the initial proactive downloads and profiles $(\tilde{p}, \tilde{x})$ and proceed with the iterative solutions until convergence to a local optimal solution to the original problem $(\tilde{p}, \tilde{x})$. The resulting sequence of the objective functions (the cost functions) is strictly decreasing.

Upon obtaining the new peak-hour profiles $\tilde{p}_{1,1}$, and $\tilde{p}_{2,2}$, the recommendation process proposed in (30) is invoked to assign new ratings for the available items, where we assume $\phi_{m,t}$ of (31). We take the original valuation vectors as
The results of the simulations are summarized in Table I for the quadratic and outage-constrained cost functions respectively. It can be noted that, the modified profiles lie on the boundary of the entropy ball as the service provider is interested in pushing the profiles in the direction of the most deterministic behavior.

| Item index | New profile $p_{1,1}/p_1$ | New profile $p_{2,1}/p_1$ | Rating $v^*_1$ | Rating $v^*_2$ |
|------------|---------------------------|---------------------------|--------------|--------------|
| 1          | 0.8772                    | 0.3111                    | 0.7985       | 0.3581       |
| 2          | 0.1222                    | 0.2211                    | 0.1112       | 0.2403       |
| 3          | 0.0006                    | 0.4678                    | 0.0005       | 0.5084       |

TABLE I: Modified demand profiles and recommendations for quadratic cost function.

| Item index | New profile $p_{1,1}/p_1$ | New profile $p_{2,1}/p_1$ | Rating $v^*_1$ | Rating $v^*_2$ |
|------------|---------------------------|---------------------------|--------------|--------------|
| 1          | 0.8298                    | 0.3546                    | 0.8005       | 0.2594       |
| 2          | 0.1222                    | 0.4507                    | 0.1179       | 0.3297       |
| 3          | 0.0480                    | 0.1947                    | 0.0463       | 0.1424       |

TABLE II: Modified demand profiles and recommendations for an outage-constrained cost function.

B. Increasing Number of Users

To validate the scaling laws of the cost reduction, we consider a simulation scenario of $M = 50$ data items, with their size generated randomly from a uniform distribution in $[10 : 30]$. The period of cyclostationary demand profiles is $T = 8$ slots. The demand profile for user $n$ and time $t$ follows a Zipf distribution with power 4, that is, $P_{n,t}(m) = \frac{G_{n,t}}{m^4}$, where $G_{n,t}$ is a normalizing constant. We take $(\tilde{q}_{n,t})_n = \tilde{q}_t$, $\forall n$, with $(\tilde{q}_t)_t = (0.9, 0.4, 0.01, 0.8, 0.2, 0.7, 0.05, 0.1)$. While considering a quadratic cost function $C(L) = L^2$, we compute the optimal cost reduction resulting from proactive downloads only. We plot the results in Figure 5a vs. the number of users $N$.

In particular, Figure 5a shows the leveraged cost reduction versus $N$, which manifests the quadratically increasing gain with the number of users, where in the adopted simulation setup $h(N) \geq 0.9N$, $\forall N$, thus validates the theoretical result of Corollary 2. Further, Figure 5b compares the leveraged cost reduction with that of the non-proactive network through the ratio $\frac{\Delta C(N)}{C_{\text{non}}(N)}$. The percentage gain is 17.7%.

VIII. Conclusion

In this work, we have proposed and studied a proactive resource allocation and demand shaping framework for data networks. We aim to harness the predictability of future demand in creating more opportunities for a balanced load over time, hence a considerable resource utilization. We have considered the problem from the perspective of a service provider (SP) which incurs excessive costs during the peak-hour demand in order to sustain the service of the users’ requests. We have proposed the notion of users’ demand profiles to capture the statistical information about the future demand for each user. Such profiles are utilized in proactive content downloads where a portion of highly likely future demand is downloaded to the respective users during the off-peak hour, so as to minimize the time average expected cost.

We have analyzed the asymptotic scaling laws of the cost reduction leveraged through such proactive downloads with the total number of users. We have proved the cost reduction to scale similar to the expected cost of the non-proactive networks does. Even in the worst case scenario, where the network users are indeterministic, the cost reduction scales with the first derivative of the cost function. In order to improve the certainty about the users’ demand, we have proposed and studied the notion of demand shaping, which is proved to strictly reduce the expected cost under user satisfaction constraints. We have developed a data-item recommendation scheme that enhances the certainty about the demand of each user, hence the quality of proactive downloads.

APPENDIX A

Proof of Lemma 2

The cost reduction satisfies

$$T \Delta C(N) \geq \sum_{t=0}^{T-1} \mathbb{E} \left[ C(L_t) - C\left( L_t - \sum_{m,n \in \mathcal{B}_t(m)} \tilde{x}_{t,n}(m) \right) \right]$$

Fig. 4: Convergence of the joint user profile and proactive downloads allocation.

Fig. 5: Performance of cost reduction with number of users.
The proof follows in two steps. In one step, we show that if \( \lim \inf_{N \to \infty} \tilde{x}_t > 0 \) then

\[
\lim \inf_{N \to \infty} \frac{1}{h(N) C'(\gamma_1 \cdot N)} \sum_{m=1}^{M} \sum_{n \in B_t(m)} \mathbb{E} \left[ \mathbb{I}_{n,t}(m) C' \left( L_t - \sum_{j=1}^{M} \sum_{k \in B_t(j)} \tilde{x}_t \mathbb{I}_{k,t}(j) \right) \right] > 0,
\]

for some \( \gamma_1 > 0 \). In the other step, we prove that \( \lim \inf_{N \to \infty} \tilde{x}_t > 0 \), and \( \lim \inf_{N \to \infty} \)

\[
\sum_{m \in B_t(m)} \mathbb{E} \left[ \sum_{n \in B_t(m)} \mathbb{I}_{n,t}(m) C' \left( L_t - \sum_{j=1}^{M} \sum_{k \in B_t(j)} \tilde{x}_t \mathbb{I}_{k,t}(j) \right) \right] > 1.
\]

**Step 1:** Suppose that \( \lim \inf_{N \to \infty} \tilde{x}_t > 0 \). By Fubini’s theorem, we can move the summation inside the expectation, since all the summands are non-negative. Also, by Fatou’s lemma, we have

\[
\sum_{n \in B_t(m)} \mathbb{E} \left[ \mathbb{I}_{n,t}(m) C' \left( L_t - \sum_{j=1}^{M} \sum_{k \in B_t(j)} \tilde{x}_t \mathbb{I}_{k,t}(j) \right) \right] \geq \mathbb{E} \left[ \lim \inf_{N \to \infty} \sum_{n \in B_t(m)} \mathbb{I}_{n,t}(m) \right] C'(\gamma_1 \cdot N) / h(N).
\]

**Step 2:** In this step, we prove that \( \lim \inf_{N \to \infty} \tilde{x}_t > 0 \). To that end, we show that there exists a constant \( \chi > 0 \), independent of \( N \), for which if \( \tilde{x}_t = \chi \), then

\[
\psi(\chi) := \lim \inf_{N \to \infty} \frac{1}{h(N) C'(\gamma_1 \cdot N)} \sum_{m \in B_t(m)} \mathbb{E} \left[ \mathbb{I}_{n,t}(m) C' \left( L_t - \sum_{j=1}^{M} \sum_{k \in B_t(j)} \chi \mathbb{I}_{n,t}(j) \right) \right] > 1.
\]

We note that \( \psi(\chi) \geq 0 \) is continuous and strictly decreasing in \( \chi \).
Now, we have

\[
\psi(0) = \lim_{N \to \infty} \frac{\sum_{m \in B_t(m)} \sum_{n \in B_t(m)} \mathbb{E}[\ell_n(m) C'(L_t)]}{\sum_{m \in B_t(m)} \sum_{n \in B_t(m)} \mathbb{E}[C'(L_t-1)]} \geq 0
\]

By Condition 14, we have \( \psi(0) > 1 \). Thus, by intermediate value theorem (IVT), there exists \( \chi > 0 \) such that \( \psi(\chi) > 1 \).

**APPENDIX C**

**PROOF OF THEOREM** 5

We use proof by contradiction as follows. Suppose that \( (\tilde{p}, \tilde{x}) \) with \( \tilde{I}_{n,t}(m) := 1 \), with probability \( \tilde{P}_{n,t}(m) \) and 0 with probability 1 - \( \tilde{P}_{n,t}(m) \), satisfies

\[
C^J(\tilde{p}, \tilde{x}) < C^J(p^*, x^*)
\]

where \( \tilde{P}_{n,t}(m) < 1 - \frac{q_{n,t}}{m \in \mathcal{M}^*} \), and that user \( n \) requests at least one data item under \( \tilde{p}_{n,t} \) if and only if he requests at least one data item under \( p^*_{n,t} \). That is, the event of requesting a data item is the same in both distributions, only the selected data item can differ depending on the respective distribution.

Now, let \( \tilde{x}_{n,t}(m^*) := \min\{S(m^*), \max_n \tilde{x}_{n,t}(m)\} \), \( \forall n, t \), and consider \( D := C^J(\tilde{p}, \tilde{x}) - C^J(p^*, x^*) \), we have

\[
TD = C^J(\tilde{p}, \tilde{x}) - \sum_{t=0}^{T-1} \left[ C\left( \sum_{n=1}^{N} (S(m^*) - x_{n,t}(m^*)) \right) \right]
\]

(b) holds by the mean value theorem for random variables \( 13 \)

since \( Y_t \) is a random variable satisfying

\[
Y_t > \min\left\{ \sum_{n=1}^{N} (S(m^*) - \tilde{x}_{n,t}(m^*)) \mathbb{I}_{n,t}(m^*) + \tilde{x}_{n,t}(m^*) \right\} \geq 0 \text{ a.s.,}
\]

\[
Y_t < \max\left\{ \sum_{n=1}^{N} (S(m^*) - \tilde{x}_{n,t}(m^*)) \mathbb{I}_{n,t}(m^*) + \tilde{x}_{n,t}(m^*) \right\} \text{ a.s.,}
\]

on the entire space of events for all \( t = 0, \ldots, T-1 \). Inequality (c) follows since we consider inf operator instead of \( \mathbb{E} \) operator, while noting that \( C'(Y_t) > 0 \), a.s. as \( C \) is an increasing function, and that

\[
\sum_{m=1}^{M} (S(m) - \tilde{x}_{n,t}(m)) \mathbb{I}_{n,t}(m) + \tilde{x}_{n,t+1}(m)
\]

\[
- \sum_{n=1}^{N} ((S(m) - \tilde{x}_{n,t}(m)) \mathbb{I}_{n,t}(m^*) + \tilde{x}_{n,t+1}(m^*)) \geq 0 \text{ a.s.,}
\]

by the construction of \( p^*_{n,t} \) and \( \tilde{x}_{n,t}(m) \), and the fact that

\[
\sum_{m=1}^{M} x_{n,t+1}(m) = \tilde{x}_{n,t+1}(m^*)
\]

Now, since \( C'(\inf Y_t) > 0 \) a.s., and

\[
\Pr\left[ \left( \sum_{m,n} (S(m) - \tilde{x}_{n,t}(m)) \mathbb{I}_{n,t}(m) + \tilde{x}_{n,t+1}(m) \right) - \sum_{n=1}^{N} ((S(m) - \tilde{x}_{n,t}(m)) \mathbb{I}_{n,t}(m^*) + \tilde{x}_{n,t+1}(m^*)) = 0 \right] \leq \prod_{n} q_{n,t} < 1,
\]

it follows that \( D > 0 \) which contradicts the main hypothesis \( 32 \).

If \( |\mathcal{M}^*| = 1 \), the uniqueness of \( (p^*, x^*) \) follows since we have proved that \( D < 0 \) for any \( m^* \in \mathcal{M}^* \).

**APPENDIX D**

**PROOF OF THEOREM** 5

First, we note that \( f^k \) is convex in \( (p, x) \) since \( f_0(p^{k-1}, x) \) is convex in \( x \) by the definition of the cost function \( C \), the term \( \sum_{m,n} \frac{\partial f_0(p, x^{k-1})}{\partial p_{n,t}(m)} P_{n,t}(m) \) is affine in \( p \), hence convex, and the superposition of convex functions is also convex.

Second, we consider the three conditions specified in Lemma 7. Since \( f_0 \) is continuous in \( (p, x) \) and is defined over a bounded and closed feasible set, it has a global maximum value \( U > 0 \). Such a value can be added to \( f^k \) defined above to keep Condition 1 of Lemma 7 satisfied. However, adding a constant to the objective function does not affect the solution.
Therefore, Condition 1) of Lemma [7] is not necessary in this case.

For Condition 2) of Lemma [7] we have
\[
\frac{\partial j(p, x)}{\partial x_{n,t}(m)}|_{(p^{k-1}, x^{k-1})} = \frac{\partial j(p^{k-1}, x)}{\partial x_{n,t}(m)}|_{(p^{k-1}, x^{k-1})} = \frac{\partial f_0(p, x)}{\partial x_{n,t}(m)} |_{(p^{k-1}, x^{k-1})},
\]
\[
\frac{\partial j(p, x)}{\partial P_{n,t}(m)}|_{(p^{k-1}, x^{k-1})} = \frac{\partial f_0(p, x)}{\partial P_{n,t}(m)} |_{(p^{k-1}, x^{k-1})}, \quad \forall m, n, t.
\]
Thus Condition 2) of Lemma [7] is satisfied.

Finally, Condition 3) of the same lemma need not be satisfied since it is mainly stated in Theorem 1 [20] for non-convex constraint functions. Since we are interested only in the objective function, Condition 3) of Lemma [7] is necessary for convergence to a KKT point.

APPENDIX E
PROOF OF THEOREM [7]

We construct a suboptimal solution \((\hat{p}, \hat{x})\) to (5), where \(\hat{p}_{n,t} = p_{n,t}\) if \((n, t) = (n_0, t_0)\), and \(\hat{p}_{n,t}\) if \((n, t) \neq (n_0, t_0)\), and for any \(m, n, \hat{x}_{n,t}(m) = \min\{x_{n,t}(m), S_m - \hat{x}_{n,t}(m)\}\), for some \(r > 0\) if \(t = t_0\), and \(\hat{x}_{n,t}(m)\), if \(t \neq t_0\). Hence, we have \(S_m - \hat{x}_{n,t}(m) > r\) for all \(m, n, t\).

Now we have
\[
T \sum_{t=0}^{T-1} \mathbb{E} \left[ C'(\sum_{m,n}(S_m - \hat{x}_{n,t}(m))\hat{n}_{n,t}(m) + \hat{x}_{n,t+1}(m)) \right] \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)) \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{n}_{n,t_0}(m) - \hat{n}_{n_0,t_0}(m)).
\]

Inequality (a) follows by MVT for random variables [18] and the construction of \((p, x)\). Inequality (b) follows by removing the contribution of user \(n_0\) from the argument of \(C'\), thus rendering it independent of \(\hat{n}_{n_0,t_0}\) so we can split the expectation over the product as shown in Inequality (c).

By dividing both sides of the last inequality by \(C'(\gamma N)\) for some \(\gamma > 0\), and sending \(N \to \infty\), we have
\[
T \lim_{N \to \infty} \frac{\Delta C'P(N)}{C'(\gamma N)} \geq \sum_{m=1}^{M} (S_m - \hat{x}_{n,t_0}(m)) (\hat{P}_{n_0,t_0}(m) - \hat{P}_{n_0,t_0}(m)).
\]
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