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Diffusion-weighted magnetic resonance imaging (D-MRI) is an in vivo and non-invasive imaging technology for characterizing tissue microstructure in biological samples. A major application of D-MRI is for white matter fiber tracts reconstruction. In this paper, we use D-MRI data from the Human Connectome Project (HCP) to study brain lateralization of Superior Longitudinal Fasciculus (SLF) – a major association fiber tract that is involved with motor, visual, spatial, memory and language functions. Specifically, for each subject, we reconstruct SLF in each brain hemisphere and derive a lateralization score that quantifies hemispheric asymmetry. We then relate this lateralization score to gender and handedness. We find significant handedness effects indicating that SLF lateralization is likely to be different in right-handed and left-handed individuals.

Such applications of D-MRI require statistical methods that are computationally scalable to process a large number of images and at the same time provide accurate estimates of local neuronal fiber structures. In this paper, we propose a computationally efficient method for estimating the fiber orientation distribution (FOD) at each brain voxel-based on D-MRI data, referred to as the blockwise James-Stein (BJS) estimator. BJS utilizes the spherical harmonics (SH) basis representation of the FOD and adaptively shrinks higher order SH coefficients in a blockwise nonlinear fashion. Through synthetic experiments, BJS is shown to perform competitively both in terms of computation and accuracy. Codes and example scripts for the synthetic experiments and the real data application can be found at https://github.com/vic-dragon/BJS.

1. Introduction. Diffusion-weighted magnetic resonance imaging (D-MRI) is a widely used, non-invasive tool to probe tissue microstructure of biological samples in vivo through measuring water diffusion characteristics. The most important application of D-MRI is the reconstruction of white matter fiber tracts – large axon (a.k.a. nerve fiber) bundles with similar destinations in the brain. For an example of reconstructed white matter fiber tracts, see Fig. 7. D-MRI also has many clinical applications, such as detecting brain abnormality in white matter due to axonal loss or deformation, which are related to many neuro-degenerative diseases including Alzheimer’s disease, and surgical planning by resolving complex neuronal connections between white and gray matters (Nimsky, Ganslandt and Fahlbusch, 2006).

Mapping white matter fiber tracts is of great importance for studying structural organization of neuronal networks and for understanding brain functionality (Mori, 2007; Sporns, 2011). In this paper, we present an application using D-MRI data from the Human Connectome Project (HCP) (Essen et al., 2013) to investigate lateralization (or hemispheric asymmetry) of Superior Longitudinal Fasciculus (SLF) – one of the large lateral association fiber tracts located in each hemisphere involved in motor, visual, spatial, memory and language functions (Makris et al., 2004).
Brain lateralization refers to the tendency for some neural functions to be specialized to one hemisphere of the brain. The most well-known example is the lateralization of the language pathway and it has been studied recently through neuroimaging technologies including D-MRI and functional MRI (fMRI). For example, Catani et al. (2007) and Gharabaghi et al. (2009) investigated the perisylvian language pathway, the direct connections between Broca’s and Wernicke’s territories, through D-MRI tractography. Houston et al. (2019) investigated the association of diffusion tensor imaging (DTI) metrics with language function and demographic features including age and gender by making use of tract based spatial statistics (TBSS) (Smith et al., 2006). Szaflarski et al. (2012) investigated language lateralization in left-handed children through fMRI. Lateralization of other pathways, such as the motor pathway, has also been studied through imaging technologies. E.g., Seizeur et al. (2014) studied the association between corticospinal tract asymmetry and handedness through D-MRI tractography.

In the following, we first briefly describe the D-MRI technology and the HCP D-MRI data. We then discuss various D-MRI models and estimators. Finally, we briefly describe the application and findings, as well as the data analysis pipeline.

In biological samples, water diffuses preferentially along tissue structures which leads to anisotropic diffusion. For example, in the brain water tends to diffuse faster along white matter fiber tracts. In a D-MRI experiment, multiple magnetic field gradients, each along a gradient direction (represented by a unit-length vector in \( \mathbb{R}^3 \)), are successively applied to the tissue sample. For each gradient application, the corresponding signal at a given voxel, is sensitized with the amount of water diffusion within this voxel. Specifically, the greater amount of diffusion along the gradient direction, the lower is the signal intensity (or the greater signal attenuation) due to the greater degree of phase disruption. This is the reason that D-MRI measurement is often referred to as diffusion weighted measurement.

Suppose at a particular voxel, water mainly diffuses along the left-right direction. Then for gradient applications perpendicular to the left-right direction (e.g., those along the superior-inferior or anterior-posterior directions), there would be little signal attenuation as there is little water motion along their directions. Consequently, at this voxel, the signal intensity corresponding to such gradient applications would be (nearly) the same as the baseline signal intensity (induced by a strong constant background magnetic field, referred to as the \( b_0 \)-field). On the other hand, if a gradient application is along the left-right direction, then there would be high signal attenuation such that at this voxel, the signal intensity corresponding to this gradient application would be (much) smaller than the baseline signal intensity.

In addition to the direction of gradient application, the amount of signal attenuation is also affected by other factors including field strength and the duration of gradient application. The aggregated effect of these factors is reflected by an experimental parameter called the \( b \)-value. In short, the higher the \( b \)-value, the greater is the amount of signal attenuation and the more sensitive are the measurements to water diffusion. For more details of the D-MRI technology and data acquisition, the readers are referred to Le Bihan et al. (2001); Mori (2007); Jones (2010).

D-MRI data from HCP have diffusion weighted measurements taken under three different \( b \)-values \((1,000s/mm^2, 2,000s/mm^2, 3,000s/mm^2)\). For each \( b \)-value, at each voxel (size: \( 1.25 \times 1.25 \times 1.25mm^3 \)) on a \( 145 \times 174 \times 145 \) 3D brain grid, there are measurements corresponding to a common set of 90 distinct gradient directions. Moreover, 6 non-diffusion weighted images (referred to as \( b_0 \) images) are obtained under the constant background magnetic field. In summary, for each of the three \( b \)-values, a HCP D-MRI data set consists of 96 grey scale images on a \( 145 \times 174 \times 145 \) 3D grid, along with 90 3D unit vectors representing the 90 gradient directions.

One of the earliest and still widely used D-MRI model is the single tensor model where at each voxel, the diffusion process is modeled by a 3D Gaussian distribution whose covariance
matrix is referred to as the *diffusion tensor* (Mori, 2007). The single tensor model is the reason that D-MRI is often referred to as *diffusion tensor imaging (DTI)*.

Specifically, the (noiseless) diffusion weighted signal at voxel \( v \) along a gradient direction \( x \) is given by:

\[
S(v, x) = S_0(v) \exp \{ -bx^\top D(v) x \},
\]

where \( x \) is a 3D unit-length vector, \( S_0(v) \) is the non-diffusion-weighted signal intensity at voxel \( v \), \( D(v) \) is a \( 3 \times 3 \) positive definite matrix – the diffusion tensor at voxel \( v \), and \( b > 0 \) is the *b-value*. As a tensor has only six parameters, the single tensor model can be fitted with as few as seven diffusion measurements.

Note that, if the gradient direction \( x \) is aligned with the principal eigenvector of the tensor \( D(v) \), then we will observe the most signal attenuation. Thus, the voxel-level fiber/diffusion orientation is extracted as the principal eigenvector of the (estimated) diffusion tensor and used as inputs in *tractography* algorithms for white matter tracts reconstruction (Basser et al., 2000).

The single tensor model also provides some useful image contrasts, most notably, the *fractional anisotropy (FA)* that quantifies the degree of anisotropic diffusion at a voxel:

\[
FA := \sqrt{\frac{1}{2} \sqrt{(\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2}} \sqrt{\lambda_1^2 + \lambda_2^2 + \lambda_3^2},
\]

where \( \lambda_1 \geq \lambda_2 \geq \lambda_3 > 0 \) are the three eigenvalues of the diffusion tensor \( D \) at that voxel. When diffusion is isotropic, i.e., \( \lambda_1 = \lambda_2 = \lambda_3 \), the FA value would reach the lower limit 0; Whereas when diffusion is highly anisotropic, i.e, \( \lambda_1 \gg \lambda_2, \lambda_3 \), the FA value would approach the upper limit 1.

Despite its simplicity and usefulness, the single tensor model cannot resolve *intravoxel orientational heterogeneity* (a.k.a. crossing fibers) – multiple fiber populations with distinct orientations within a voxel. This is estimated to be present in approximately 30% white-matter voxels, and so, in such regions, any single tensor model would lead to misleading FA values and poor direction estimation which adversely affects fiber reconstruction.

The SLF in our application is known to be difficult to reconstruct due to crossing between fibers of SLF and the corticospinal tract (CST) (Catani, 2010). This motivates us to employ an alternative model that expresses the D-MRI signal at each voxel as a convolution of an underlying *fiber orientation distribution (FOD)* function and an axially symmetric response function (Tournier et al., 2004). See Fig. 1 for a graphical illustration at a voxel with two fiber bundles crossing at 60°.

![Fig 1: FOD model of D-MRI signal](image-url)
The FOD model directly describes the local spatial arrangement of axonal fiber bundles and thus is particularly attractive when the downstream goal is white matter fiber tracts reconstruction. Particularly, the FOD model is able to resolve crossing fibers within a voxel at the expense of requiring high angular resolution diffusion imaging (HARDI) data (Tuch et al., 2002; Hosey, Williams and Ansorge, 2005), where a large number of gradients (such as in the HCP D-MRI experiments) is sampled.

Since FOD describes the distribution of fiber bundle orientation at each voxel, it is reasonable to think of the FOD as a smooth function with a few sharp peaks, where each peak corresponds to a distinct major fiber bundle within the voxel; or no peak at all in case of isotropic diffusion. Once the FOD is estimated, the peak directions can be extracted and then used as inputs for tractography algorithms. This means that, in presence of any fiber bundle in the voxel, it is imperative for the estimators to have sufficient angular resolution, i.e., sharp peak(s).

In this paper, we propose a blockwise James-Stein type estimator, referred to as BJS, for FOD estimation at each voxel. Through extensive synthetic experiments, we compare BJS with two other FOD estimators, namely, SHridge which uses a ridge-type penalty (Descoteaux et al., 2006; Yan et al., 2018), and SCSD which applies an iterative super-resolution sharpening (Tournier, Calamante and Connelly, 2007) upon the SHridge estimator. The results demonstrate that BJS achieves competitive performance in terms of direction estimation, particularly in maintaining angular resolution. It is also at least 10 times faster than the other two methods. The computational efficiency of BJS is important for the kind of applications as in this paper, where the FOD model needs to be fitted on a large number of voxels per image (here ~ 100K) for a large number of images (here ~ 200).

In this paper, we use the D-MRI data from 184 (unrelated) HCP young adult subjects to investigate the association between left- and right- SLF asymmetry (measured by a lateralization score) with gender and handedness – two commonly considered demographic/behavioral features in brain lateralization studies. We find significant handedness main effects on the lateralization score indicating that SLF lateralization pattern is likely to be different between right-handed and left-handed individuals. On the other hand, there is no significant gender main effect or gender-handedness interaction effect.

To carry out this application, we develop a data analysis pipeline that can be adopted to investigate associations between other D-MRI derived brain structural connectivity features and external variables. The pipeline is illustrated in Fig. 2 and includes the following major steps: Preprocessing – conducting brain extraction, white matter segmentation and registration using the software FSL version 6.0.0 (Jenkinson et al., 2012) and R packages fslr (Muschelli et al., 2015) and neurohcp (Muschelli, 2018) from the neuroconductor repository; SLF masks – creating masks using FSLeys (McCarthy, 2020) and the JHU White-Matter Tractography Atlas (Wakana et al., 2007; Hua et al., 2008); FOD estimation and peak detection – deriving BJS estimates for the white-matter voxels within the SLF masks; Extracting the peaks of the estimated FODs by a peak detection algorithm (Yan et al., 2018); SLF reconstruction – using extracted peak directions as inputs in a deterministic tractography algorithm – DiST (Wong et al., 2016); Applying streamline selection to further improve the reconstruction; Feature extraction – computing a lateralization score defined as the relative difference between the numbers of fibers (streamlines) in the left- and right-hemisphere reconstructed SLF; Group analysis – relating the lateralization score with gender and handedness through a two-way ANOVA model.
The main contributions of this paper are threefold. First, we propose a novel computationally scalable FOD estimator, BJS, which enriches the set of statistical tools for analyzing D-MRI data. Second, we establish a D-MRI data analysis pipeline that can be used for studying associations between D-MRI derived brain structural connectivity features and external variables (such as demographic and behavioral features or cognitive measures). Third, we find significant handedness effects in SLF lateralization which enhances our understanding of brain lateralization and brain function.

The rest of the paper is organized as follows. Section 2 describes the FOD model and the proposed BJS estimator. In Section 3, BJS is compared with two competing methods through synthetic experiments. Section 4 reports the HCP D-MRI application on SLF lateralization. We conclude the paper with a discussion in Section 5. Further details can be found in the Supplementary Material.

2. Methodology. In this section, we first introduce the fiber orientation distribution (FOD) model (Tournier et al., 2004), followed by a discussion of two existing FOD estimators, referred to as SH-ridge (Descoteaux et al., 2006; Yan et al., 2018) and SCSD (Tournier, Calamante and Connelly, 2007). We then describe the proposed estimator BJS, which achieves superior or similar performance as SH-ridge and SCSD, albeit being computationally much more efficient.

2.1. FOD Model and SH Representation. The FOD model assumes that the diffusion signal at each voxel is a spherical convolution between the response function – an axially symmetric convolution kernel that characterizes water diffusion when there is a single dominant fiber bundle aligned with the z-axis (the bottom-top axis), and the FOD – a probability density function defined on the unit sphere – of fiber bundle orientation at that voxel.

Specifically, in the FOD model, the (noiseless) diffusion weighted signal at voxel \( v \) along a gradient direction \( x \) is given by:

\[
S(v, x) = \int_{S^2} R(x^T y) F(v, y) d\omega(y), \quad x \in S^2,
\]
where \( \omega (y) \) is the volume element of the 3D unit sphere \( S^2 \); \( F(v, \cdot) \) is a symmetric spherical probability density function; and \( R(\cdot) \) is an axially symmetric kernel and is assumed to be the same across voxels and fiber bundles. In practice, we can estimate \( R(\cdot) \) based on voxels with a single dominant fiber bundle, characterized by high FA values under the single tensor model. It is shown in Yan et al. (2018) that the FOD model is quite robust to the specification of the response function. See Section 4.3 and the Supplementary Text (Section S.3.1) for details.

In the following, \( R(\cdot) \) is assumed to be known. Moreover, to simplify notation, hereafter, we suppress the dependency on voxel index \( v \) in \( S \) and \( F \). Our goal is to estimate the FOD \( F(\cdot) \) based on the observed diffusion measurements. As can be seen from model (3), this amounts to a spherical deconvolution problem.

Since \( S(\cdot) \), \( F(\cdot) \) and \( R(\cdot) \) are real and symmetric functions, they can be represented by real symmetrized spherical harmonic (SH) basis. Let \( \{ \tilde{\Phi}_{lm} : -l \leq m \leq l; l = 0, 1, \ldots \} \) denote the complex SH basis. Then, a real symmetrized SH basis is defined as (Descoteaux et al., 2007):

\[
\Phi_{lm} = \begin{cases} 
\sqrt{2} \cdot \Re(\tilde{\Phi}_{lm}), & \text{if } -l \leq m < 0 \\
\tilde{\Phi}_{l0}, & \text{if } m = 0 \\
\sqrt{2} \cdot \Im(\tilde{\Phi}_{lm}), & \text{if } 0 < m \leq l
\end{cases}
\]

for \( l = 0, 2, 4, \ldots \), where \( \Re(z) \) and \( \Im(z) \) denote the real and imaginary parts of \( z \in \mathbb{C} \), respectively.

Since the response function \( R(\cdot) \) is axially symmetric, \( \langle R, \Phi_{lm} \rangle = 0 \) unless \( m = 0 \). Let \( r_t = \langle R, \Phi_{l0} \rangle \) and \( f_{lm} = \langle F, \Phi_{lm} \rangle \) be the SH coefficients of \( R(\cdot) \) and \( F(\cdot) \), respectively. Then, by equation (3), the D-MRI signal \( S(\cdot) \) has SH coefficients:

\[
s_{lm} = \langle S, \Phi_{lm} \rangle = \sqrt{\frac{4\pi}{2l+1}} r_t f_{lm}, -l \leq m \leq l; \ l = 0, 2, \ldots
\]

The observed D-MRI measurements \( \{ y_i \}_{i=1}^n \) are noise corrupted versions of \( S(\cdot) \) measured along \( n \) gradient directions \( \{ x_i \}_{i=1}^n \). The major source of noise (after removing artifacts due to eddy currents, echo planar imaging distortion and subject motion) in D-MRI data is the thermal noise in the MRI scanner. It is modeled as independent and additive white noise on the real and imaginary parts of the signal. Since the observed D-MRI measurements are \( \ell_2 \) norms of the complex-valued signal from the MRI scanner, they follow a Rician distribution (Gudbjartsson and Patz, 1995). However, when the signal-to-noise ratio (SNR) level is high as is the case of HCP D-MRI data (see Fig. S.4), Rician noise can be approximated by additive Gaussian noise (Carmichael et al., 2013).

Under the assumption that a finite level (up to \( l_{\max} \)) of SH basis can represent \( S(\cdot) \) and \( F(\cdot) \), the D-MRI measurements can then be modeled as:

\[
y = \Phi R f + \varepsilon, \quad \varepsilon \sim N(0, \sigma^2 \mathbf{I}_n),
\]

where \( \mathbf{R} \) is an \( L \times L \) diagonal matrix with \( l \)-th diagonal block equal to \( r_l \sqrt{4\pi/(2l+1)} \mathbf{I}_{2l+1} \), for \( l = 0, 2, \ldots, l_{\max} \) and \( L = (l_{\max}+1)(l_{\max}+2)/2 \) is the total number of SH basis; and \( \Phi \) is the \( n \times L \) matrix with the elements in the \( i \)-th row and \( (l, m) \)-th column given by \( \Phi_{lm}(x_i) \); and \( f = (f_{lm}) \) is the \( L \times 1 \) vector of SH coefficients of the FOD \( F(\cdot) \). Moreover, the vector \( \varepsilon = (\varepsilon_i)_{i=1}^n \) represents observational noise and is assumed to have independent coordinates that follow a Gaussian distribution with \( \mathbb{E}(\varepsilon_i) = 0 \) and \( \text{Var}(\varepsilon_i) = \sigma^2 \).

In order to achieve sufficient angular resolution, higher order spherical harmonics are needed to represent the FOD (i.e., sufficiently large \( l_{\max} \)). In practice, we choose \( l_{\max} \) to be the largest even number such that the sample size \( n \) is still greater than the number of SH basis \( L \). Specifically, in the synthetic experiments \( l_{\max} = 6, 10, 12 \) (\( L = 28, 66, 91 \))
for \( n = 41, 91, 321 \) gradient directions, respectively, and in the HCP application, \( l_{\max} = 10 \) \((L = 66)\) is used as there are \( n = 90 \) gradient directions.

Also note that, due to the decay of the singular values of the design matrix resulting from the decrease of higher order SH coefficients of the response function \( R(\cdot) \), deconvolution becomes increasingly unstable and more susceptible to noise amplification when higher order harmonics are used in FOD representation. Therefore, appropriate regularization is the key to accurate FOD estimation and fiber direction extraction.

In the following, we first describe two existing FOD estimators: **SH-ridge** which is based on a ridge-type linear regularization; and **SCSD** which is based on an iterative **sharpening process** for improving **SH-ridge** through highlighting the (estimated) peaks. We then propose a **blockwise James-Stein type shrinkage estimator**, referred to as **BJS**. Blockwise nonlinear shrinkage strategies have been used in the literature for adaptive estimation in nonparametric regression (Cai, 1999; Cai, Low and Zhao, 2009) and linear inverse problems (Cavalier and Tsybakov, 2001, 2002), under the setting of i.i.d. noise. Since FOD is expected to be mostly a smooth function with a few sharp peaks (or no peak at all), we expect relatively smaller coefficients for higher level harmonics. Therefore, a nonlinear shrinkage procedure with a blockwise adaptive choice of the shrinkage parameter is expected to be more efficient than linear estimators such as **SH-ridge**.

2.2. **SHridge and SCSD.** The **SHridge** estimator is motivated by Descoteaux et al. (2006) who proposed the Laplace-Beltrami regularization to estimate the **orientation distribution function (ODF)** (Tuch, 2002, 2004). The same penalty can be used for FOD estimation (Yan et al., 2018):

\[
\min_f ||y - \Phi Rf||_2^2 + \lambda \mathbb{E}(F), \quad \mathbb{E}(F) := \int_{\Omega} (\Delta_b F)^2 d\Omega = f^T P f, 
\]

where \( P \) is a block diagonal matrix with entries \( l^2(l + 1)^2 \) and block size \( 2l + 1 \) for \( l = 0, 2, \ldots, l_{\max} \); \( \Delta_b \) is the spherical Laplacian operator, and \( \mathbb{E}(F) \) is a measure of roughness of spherical functions. With the objective function (7), the estimated coefficients of FOD are:

\[
\hat{f}^{\text{SHridge}} = (R \Phi^T \Phi R + \lambda P)^{-1} R \Phi^T y. 
\]

The tuning parameter \( \lambda \) can be chosen by a grid search and the Bayesian information criterion (BIC) (Schwarz, 1978).

The **SHridge** estimator suffers from low angular resolution and is inaccurate when there are crossing fibers with moderate to small crossing angles (see Section 3). One strategy to improve the angular resolution of FOD estimator is through a **sharpening process** which makes the major peak(s) more prominent and at the same time suppresses small peaks as these are more likely due to noise.

Specifically, Tournier, Calamante and Connelly (2007) proposed a **sharpening procedure**, referred to as the **superCSD**, which iteratively suppresses small (including negative) values and elevates large values through a super-resolution SH representation (with an order \( l_{\max}' \geq l_{\max} \)). The detailed procedure can be found in the Supplementary Text (Section S.1.1).

We refer to the estimator resulting from applying the **superCSD** procedure to the **SHridge** estimator as **SCSD**. Although **SCSD** is able to improve upon **SHridge** (see Section 3), it does so at the expense of considerable extra computational overhead. Next, we propose a new estimator **BJS** that is able to achieve a similar angular resolution as **SCSD**, albeit with much less computational cost.
2.3. Blockwise James-Stein Shrinkage Estimator (BJS). When the sample size $n$ is greater than the number of SH basis $L$, then (i) $\Phi^T \Phi$ is well-conditioned (assuming a weak requirement on the configuration of the gradients directions, e.g., from an icosphere mesh); and (ii) $R \Phi^T \Phi R$ is nonsingular. However, due to finite sampling, $\Phi^T \Phi$ is not an identity matrix. Also, for larger $L$, the matrix $R$ and consequently, the matrix $R \Phi^T \Phi R$ becomes significantly ill-conditioned, since $r_l$ decreases to zero as $l$ increases. Therefore, a linear estimator of FOD (e.g. the SHridge estimator) is likely to be inefficient. This motivates us to consider a nonlinear shrinkage procedure, referred to as BJS.

Specifically, we first obtain the ordinary least squares (OLS) solution, referred to as the transformed observations. We then partition the transformed observations into blocks corresponding to the frequency levels of the SH basis and apply a James-Stein type shrinkage estimator within each block. Since the SH transform of the response function is constant within each harmonic frequency level, the covariance matrix of the transformed data is reasonably homogeneous and well-conditioned within each block. Moreover, inspired by Laurent and Massart (2000) and Cavalier and Tsybakov (2001), we adopt a more heavily penalized version of the James-Stein shrinkage which accounts for non-isotropic covariance of the observations, thus allowing for heteroscedasticity as well as dependency among the observations. Finally, we employ a post-estimation one-step super resolution sharpening to enhance the localized peaks of the estimated FOD. Note that, BJS does not involve any grid search or iteration, thus it is computationally much more efficient than SHridge and SCSD, and scales well for processing a large number of diffusion images.

The detailed BJS procedure is as follows:

**Step 1: Transformation.** Multiply $K = \Phi^{-1} (\Phi^T \Phi)^{-1} \Phi^T$ to both sides of (6) to obtain the transformed observations:

$$z = Ky = f + K \varepsilon,$$

where

$$\text{Var}(z) = \sigma^2 KK^T = \sigma^2 R^{-1} (\Phi^T \Phi)^{-1} R^{-1} := \sigma^2 V.$$

**Step 2: Blockwise James-Stein Shrinkage.** In this step, we estimate $f$ through a blockwise James-Stein type estimator by applying an adaptive nonlinear shrinkage within each block.

Denote the block of $f$ and $z$ corresponding to the $l$-th level SH basis by $f^{(l)}$ and $z^{(l)}$, respectively. The $l$-th block consists of $(2l+1)^2$ coordinates of the respective vector $l = 0, 2, 4, \ldots, l_{\max}$ and there is $1 + l_{\max}$ total blocks. Let $V^{(l)}$ be the corresponding $(2l+1) \times (2l+1)$ submatrix of $V$ and $\eta^{(l)}$ be the $l$-th block of the transformed noise vector $\eta := K \varepsilon$.

Note that, $\eta^{(l)}$ follows $N(0, \sigma^2 V^{(l)})$. Moreover, $V^{(l)}$ equals $\frac{(2l+1)^2}{4\pi^2}$ multiplying the corresponding $(2l+1) \times (2l+1)$ submatrix of $(\Phi^T \Phi)^{-1}$. This is because within each block $R$ is a scalar multiple of the identity matrix. Consequently, $V^{(l)}$ is much better conditioned than $V$ and this motivates the blockwise shrinkage estimator described below.

For each level $l$, we have $z^{(l)} = f^{(l)} + \eta^{(l)}$. For $l = 0, 2, \ldots, l_0$ with $l_0 \geq 2$ a prespecified even number, $f^{(l)} := z^{(l)}$. For $l > l_0$, we adopt a modified version of James-Stein shrinkage described in (10), which accounts for the non-isotropic covariance of $\eta^{(l)}$:

$$\hat{f}^{(l)} = \left(1 - \frac{\sigma^2 \lambda_l^1 + 2 \lambda_l^1 \sqrt{l^{(l)}} + 2 \lambda_l^\infty l^{(l)}}{\|z^{(l)}\|_2^2} \right) z^{(l)}, \quad l > l_0,$$
where $\lambda_i$ is the vector of ordered eigenvalues of $V^{(l)}$, $\|\lambda_i\|_1$, $\|\lambda_i\|_2$, $\|\lambda_i\|_\infty$ are $\ell_1$, $\ell_2$, $\ell_\infty$ norm of $\lambda_i$, respectively, $t^{(l)} = 2\log(2l + 1)$ is a regularization parameter. The error variance $\sigma^2$ is estimated by the mean squared error (MSE) of OLS:

$$\sigma^2 = \frac{\|y - \Phi (\Phi^T \Phi)^{-1} \Phi y\|}{n - \text{rank}(\Phi)}.$$ 

Note that, even with an ill-conditioned system, we can still get a good fit of the observations by OLS and consequently a good estimate of the error variance.

Note that, shrinkage is only applied to SH coefficients with a level higher than $l_0$, whereas low order SH coefficients are estimated by OLS. The reason is to avoid excessive bias as low order SH coefficients are expected to be large. Specifically, $l_0$ should be an even number no less than 2, which limits the possible choices for $l_0$. In this paper, we set $l_0 = 4$, meaning that we do not shrink the first three levels (i.e., $l = 0, 2, 4$) of SH coefficient estimates.

The adaptive nonlinear shrinkage factor in (10) is determined by making use of a tail-probability bound for quadratic forms of Gaussian vectors from Laurent and Massart (2000) (see Lemma S.1 in the Supplementary of Text) as well as the representation,

$$||\eta^{(l)}||_2^2 \sim \sigma^2 \sum_{i=1}^{2l+1} \lambda_{l,i} w_{l,i}^2,$$

where $\lambda_{l,i}$ is the $i$-th largest eigenvalue of $V^{(l)}$, and $w_{l,i} \sim \mathcal{N}(0, 1)$.

Moreover, the shrinkage parameter $t^{(l)}$ is of the form $c \log(2l + 1)$ where $c > 1$ is a constant factor. This form ensures that, within a block, the probability of falsely detecting a (nonexistent) signal goes to zero at the rate $(2l + 1)^{-c}$ (by Lemma S.1). Moreover, if there is no signal at all, then with probability tending to one (as $l \to \infty$), except for within at most a finite number of blocks, the parameters will be shrunk to zero (by the Borel-Cantelli lemma). Particularly, for blocks corresponding to higher SH levels, larger shrinkage is applied so that the noise is more aggressively suppressed. In this paper, we set $c = 2$. Based on the results of a sensitivity experiment (Table S.4), BJS estimator is quite robust with respect to $c$. On the other hand, too small $c$ values could fail to suppress enough noise, whereas very large $c$ values could suppress too much signal and lead to loss of sharp features. The suggested value $c = 2$ achieves a good balance between noise suppression and feature retention.

**Step 3: Post-estimation Sharpening.** The evaluation of the estimated FOD on an arbitrary grid is given by $\hat{F} = \tilde{\Phi} \tilde{f}$, where $\tilde{\Phi}$ is an $\tilde{n} \times L$ matrix representing the evaluation of the $L$ SH basis on this grid. Since the estimated FOD $\hat{F}$ may have negative values caused by artificial oscillations, to impose nonnegativity, the SH coefficients $\tilde{f}$ is further updated through a one-step super-resolution sharpening process using an $l_{\text{max}}^s (\geq l_{\text{max}})$ order SH representation, which not only suppresses negative values but also sharpens the peak(s). In this paper, $l_{\text{max}}^s = 16$ is used for the synthetic experiments with separation angle $30^\circ$; for all other cases and the HCP application, $l_{\text{max}}^s = 12$ is used. See Table S.5 for a sensitivity experiment on the effect of $l_{\text{max}}^s$. Details of the one-step sharpening are available in the Supplementary Text (Section S.1.2).

Note that, both BJS and SCSD use a nonlinear super-resolution sharpening process. However, there are two differences. First, BJS uses super-resolution sharpening only once, whereas SCSD uses a computationally much more costly iterative procedure. Second, in BJS, only negative values are suppressed, whereas in SCSD both negative and small positive values are suppressed. Suppressing small positive values helps the iterative procedure to converge, but this is not necessary for the one-step procedure. In a sensitivity experiment, we examine the effect of suppressing small positive values in the one-step sharpening of BJS and find that it does not lead to better estimation (see Table S.6).
A good initial estimator is crucial for the success of the one-step sharpening process. This is evidenced by the comparison between BJS and SCSD (Section 3), where BJS is able to achieve comparable or better accuracy in FOD estimation largely due to its superior initial estimator to SHridge (which is used as the initial estimator in SCSD).

Further discussion on the James-Stein shrinkage factor. Our formulation of the blockwise shrinkage factor in (10) explicitly accounts for heteroscedastic and correlated noise within each block. In particular, one important difference of the current setting from those in the existing works is that, the covariance matrix of the transformed data is non-diagonal. This is because, due to finite sampling, the design matrix does not diagonalize in the same SH basis as the convolution kernel. Addressing this point requires a careful calibration of the shrinkage factor in BJS.

Cavalier and Tsybakov (2002) solved a linear inverse problem under a Gaussian sequence model with i.i.d. noise, using a blockwise James-Stein shrinkage rule. They first converted the inverse problem to a direct estimation problem with independent but heteroscedastic noise. They showed that a larger value of the blockwise shrinkage factor than in the ordinary James-Stein shrinkage procedure gave better control on the variance of the estimator at the expense of slightly increased bias. In our context, we also deal with an inverse problem, so a good balance between variance and bias of the estimator within each block, which is dictated by the shrinkage factor, is of great importance.

In a closely related setting, though concerning a direct rather than an inverse regression problem involving orthogonal regressors and correlated Gaussian noise, Goldenshluger and Tsybakov (2001) showed that the standard James-Stein estimator still has theoretically near-optimal risk performance (in comparison with the linear oracle estimator) as long as the correlation is mild. In our context, empirical analyses show that, for the sampling design we consider, each block of the noise covariance matrix $V$ is quite well-conditioned even for higher SH level $l$ (condition number is close to 1 for $l = 4$ and less than 1.2 for $l = 10$), while the maximum absolute correlation among the coefficients within each block is modest (around 0.3). Thus, our choice of the shrinkage factor can be seen as a hybrid addressing the combined scenarios dealt with by Cavalier and Tsybakov (2002) and Goldenshluger and Tsybakov (2001). This explains the satisfactory empirical behavior of our proposed estimator.

3. Synthetic Experiments. In this section, we first compare the running times of the three FOD estimators, namely, BJS, SHridge and SCSD. Then their performances are assessed through extensive synthetic experiments under different settings in terms of the number of fibers, separation angles between pairs of fiber bundles, the number of gradient directions, $b$-value, and signal-to-noise ratio (SNR).
3.1. Running Time Comparison. The execution times of the three methods across 30 simulation replicates are shown in Fig. 3. For **SHridge**, a grid with 100 values is used for tuning parameter selection (with BIC). For **SCSD**, the additional time by conducting the superCSD procedure is reported. On average it took **BJS** 7.246 minutes to process 100K voxels with \( n = 91 \), \( l_{\text{max}} = l_s_{\text{max}} = 10 \) in serial computing on a server with Xeon 72 core processor, 2.3GHz, 256GB RAM. Moreover, Fig. 3 shows that **BJS** is at least 10 times faster than the other two methods in terms of both serial and parallel computing.

3.2. Experimental Settings. We consider two fibers crossing at 5 different separation angles \( (30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ) \), and three fibers crossing at 2 different pair-wise separation angles \( (60^\circ, 90^\circ) \). Also, two different \( b \)-values \( 1,000s/mm^2, 3,000s/mm^2 \), a key parameter in D-MRI experiments, are considered. Moreover, diffusion signals are sampled along, \( n = 41, 91, 321 \), respectively, gradient directions pointing to the centers of the upper-half triangles of an icosphere mesh with increasing orders. Lastly, two different levels of SNR \( (20, 50) \), are used for data generation. Here, SNR is defined as the ratio of the non-diffusion weighted signal intensity \( S_0 \) to the standard deviation \( \sigma \) of the Rician noise. For each setting, 100 independent replicates of diffusion weighted measurements are generated by adding the Rician noise to the noiseless diffusion measurements.

The synthetic experiments cover settings commonly used in both clinical and research purpose D-MRI experiments. Especially, in the HPC application, we have 90 gradient directions at \( b \)-value \( 3,000s/mm^2 \) and a median SNR around 50 (Fig. S.4).

3.3. Evaluation Metrics. Estimated FODs are visualized and directly compared with the true fiber directions in Figures 4, S.1, S.2, S.3, where the opaque color represents the mean of the estimated FOD (across 100 replicates), the semitranslucent color represents the mean plus two standard deviations of the estimated FODs, and the solid lines represent true fiber directions.

In the HCP application, the purpose of FOD estimation is to obtain fiber direction estimate at each voxel, which is then used as inputs in the tractography algorithm to reconstruct SLF. Specifically, we use a peak detection algorithm (Yan et al., 2018) to extract the peak(s) of the estimated FOD and use the peak direction(s) as the estimated fiber direction(s). The performance in terms of fiber direction estimation is evaluated by three metrics (Tables 1, S.1, S.2, S.3): (i) **D.R.** – correct peak detection rate, defined as the percentage of replicates where the peak detection algorithm finds the correct number of fibers; (ii) **Bias.Sep** – bias in separation angle estimation, defined as the difference between **Mean.Sep** and the true separation...
angle, where $\text{Mean.Sep}$ is the acute separation angle between a pair of estimated fiber directions averaged across those replicates in which the correct number of fibers is detected; and (iii) $\text{RMSAE}$, defined as the squared-root of mean squared angular error—the acute angular difference between the true fiber direction and the corresponding estimated fiber direction—calculated on those replicates in which the correct number of fibers is detected. Since all angles are acute angles (measured in arc degrees), we use the usual summary statistics instead of spherical summaries. These metrics are reported in Tables 1, and S.1, S.2, S.3.

### 3.4. Results

In the case of two fibers crossing at a $45^\circ$ separation angle (Fig. 4 and Table 1), visually, $\text{BJS}$ is the best estimator among the three, as (on average) it shows the most accurate direction and retains the angular resolution the best. $\text{SHridge}$ performs the worst and shows very poor performance except for $b = 3,000s/mm^2$, SNR = 50 and $n = 321$. Under $b = 1,000s/mm^2$, $\text{SCSD}$ performs the best in terms of peak detection rate, whereas under $b = 3,000s/mm^2$, both $\text{BJS}$ and $\text{SCSD}$ could successfully identify two fibers with high rates. In terms of $\text{RMSAE}$, $\text{BJS}$ and $\text{SCSD}$ have similar performance and both are much better than $\text{SHridge}$. However, $\text{BJS}$ has considerably less bias in separation angle estimation than $\text{SCSD}$. This phenomenon is observed across nearly all simulation settings considered in this section.

In the case of two fibers crossing at $30^\circ$ and $b$-value $3,000s/mm^2$, $\text{BJS}$ outperforms both $\text{SCSD}$ and $\text{SHridge}$ (Fig. S.1 and Table S.1). In terms of peak detection rates, the performance of $\text{BJS}$ is almost twice as good as $\text{SCSD}$ and is much better than $\text{SHridge}$. Moreover, $\text{BJS}$ has little bias in separation angle estimation, whereas $\text{SCSD}$ tends to severely underestimate the separation angle under the high SNR (i.e., 50) settings.

In the case of two fibers crossing at moderate to large separation angles ($60^\circ$, $75^\circ$, $90^\circ$) (Fig. S.2 and Table S.2), and three fibers crossing at a pairwise separation angle $60^\circ$ or $90^\circ$ (Fig. S.3 and Table S.3), $\text{BJS}$ outperforms $\text{SCSD}$ in the two-fiber cases and has comparable performance with $\text{SCSD}$ in the three-fiber cases. Both perform better than $\text{SHridge}$.

In summary, when the separation angle is small (i.e., the most challenging settings), $\text{BJS}$ has a distinct advantage over $\text{SCSD}$ and $\text{SHridge}$. Overall, $\text{BJS}$ performs the best in separation angle estimation and shows competitive performance in peak detection and fiber direction estimation.

![Fig 4: Synthetic experiment: two fibers crossing at $45^\circ$. The solid lines are the true fiber directions. The opaque part and the semitranslucent part represent the mean estimated FODs across 100 replicates and the mean plus two standard deviations of the estimated FODs.](image-url)
Table 1

Synthetic experiment: two fibers crossing at 45°. D.R.: correct peak detection rate; Bias.Sep (s.e.): bias (standard error) of separation angle estimation (in arc degree); RMSAE: root mean squared acute angular error (in arc degree) of fiber direction estimation.

| b = 1000s/mm², l_{max} = 12 | Table 1 |
|-----------------------------|---------|
| **SNR** | **Design** | **BJS** | **SCSD** | **S Bridge** |
| n = 41, l_{max} = 6 | 62% | -1.33 (0.78) | 10.89 | 82% | -4.60 (0.23) | 9.41 | 3% | 29.37 (9.95) | 71.91 |
| n = 91, l_{max} = 10 | 97% | -0.39 (0.59) | 10.37 | 97% | -4.60 (0.23) | 9.51 | 0% | - | - |
| n = 321, l_{max} = 12 | 100% | -0.16 (0.31) | 6.13 | 100% | -4.60 (0.23) | 6.02 | 0% | - | - |

| b = 3000s/mm², l_{max} = 12 | Table 1 |
|-----------------------------|---------|
| **SNR** | **Design** | **BJS** | **SCSD** | **S Bridge** |
| 20 | n = 41, l_{max} = 6 | 92% | 1.17 (0.61) | 11.4 | 98% | 3.39 (0.52) | 8.77 | 2% | 21.65 (0.05) | 63.43 |
| n = 91, l_{max} = 10 | 97% | 1.67 (0.31) | 7.79 | 98% | 3.39 (0.52) | 6.76 | 0% | - | - |
| n = 321, l_{max} = 12 | 100% | 1.99 (0.22) | 5.73 | 100% | 3.39 (0.52) | 3.84 | 0% | - | - |

4. HCP Young-Adult Application. In this section, we investigate the association of SLF lateralization with gender and handedness using HCP young-adult data. The WU-Minn Human Connectome Project (HCP) (Essen et al., 2013) has eddy-current-corrected 3T D-MRI data of 1206 healthy young adults (Age: 22 ~ 35) from 457 unique families. D-MRI are taken at 3 different b-values (1,000s/mm², 2,000s/mm², 3,000s/mm²) on a 145 × 174 × 145 grid with voxel size 1.25 × 1.25 × 1.25mm³. For each b-value, 90 gradient directions and 6 b₀ images are available. In the subsequent analysis, D-MRI measurements with b-value = 3,000s/mm² are used.

We classify the subjects to be left-handed (EHI: -100 ~ -55) and right-handed (EHI: 85 ~ 100) according to the Edinburgh Handedness Index (EHI). In order to remove family effects, we choose at most one subject from each family. If all subjects from a family are right handed, then a subject is randomly selected. Otherwise, priority is given to left handed members. We also balance the sample in terms of gender by stratified sampling according to the EHI. Through the above sampling scheme, 184 subjects (left-handed female: 23; left-handed male: 23; right-handed female: 69; right-handed male: 69) are selected. The EHI distribution of these 184 subjects by the gender-handedness group is shown in Fig. 5.

Fig 5: EHI distribution by gender-handedness group of the 184 sampled HCP subjects
4.1. Preprocessing. D-MRI data downloaded from the HCP database – ConnectomeDB have gone through basic quality control (QC) and have also been minimally preprocessed. Detailed information about the HCP minimal preprocessing pipeline can be found in Glasser et al. (2013). The steps include: (i) Intensity normalization; (ii) EPI distortion correction; (iii) Eddy current correction; (iv) Gradient nonlinearity correction; (v) Registration of the mean $b_0$ image (T2w image) to the native volume T1w image; and the transformation of diffusion data, gradient deviation, and the gradient directions to the structural space ($T1w$ space). Thus, the HCP D-MRI data have already been co-registered to the structural space.

We perform additional processing on each D-MRI image using the software FSL version 6.0.0 (Jenkinson et al., 2012) and R packages fslr (Muschelli et al., 2015) and neurohcp (Muschelli, 2018) from the neuroconductor repository. The original T1w image contains both skull and the brain. Since HCP D-MRI data have already been co-registered to the structural (T1w) space, we apply the T2w extracted binary brain mask provided by HCP onto the original T1w image to obtain the T1w extracted brain image. Using the T1w extracted brain image and the FAST segmentation algorithm (Zhang, Brady and Smith, 2001) in FSL, each voxel in the brain is classified into three different tissue types (CSF – cerebrospinal fluid, GM – grey matter, WM – white matter). The segmentation result is used to create a white-matter mask. Hereafter, we refer to voxels within the white-matter mask as the white-matter voxels. Moreover, the T1w image is registered to a standard space – MNI152_T1_2mm (http://www.bic.mni.mcgill.ca/ServicesAtlases/HomePage) – by the FSL registration tools FLIRT (Jenkinson et al., 2002) (for initial linear registration) and FNIRT (Woolrich et al., 2009) (for subsequent nonlinear registration).

4.2. SLF Masks. For Superior Longitudinal Fasciculus (SLF) reconstruction, we adopt a regional-seeding tractography strategy. See Section 4.4 for a detailed discussion. For this purpose, we need to create region of interest (ROI) masks that contain SLF.

On the MNI152_T1 template space, we use FSeyes (McCarthy, 2020) and the JHU White-Matter Tractography Atlas (Wakana et al., 2007; Hua et al., 2008) to create the SLF masks in left- and right- hemispheres, respectively. The left- SLF ROI contains 41,694 voxels and the right- SLF ROI contains 38,386 voxels. Since it is known that SLF and the corticospinal tract (CST) are crossing, we further use binary masks from AutoPtx (de Groot et al., 2013) for streamline selection to dissect SLF from the initial tractography results. As can be seen on Fig. 6, the binary masks are situated at the margins of the portions of SLF masks where the probability of being on SLF is high (indicated by bright color).

Since all subsequent analyses are conducted on the subject native space, we use the inverse transformation (derived from the registration step) to move masks on the template space back to the subject native space. On the subject native space, the numbers of voxels in left- SLF and right- SLF ROIs are $47,379 \pm 5,912$ and $42,772 \pm 5,430$, respectively. More details on preprocessing and ROI masks creation can be found on https://github.com/vic-dragon/BJS.
**Superior Longitudinal Fasciculus (MNI X= -38, Z = 30)**

![Image](image_url)

Fig 6: **Left Panel – SLF masks on template space (left), Right Panel – SLF masks on the native space of one HCP subject:** The (probabilistic) ROI masks are shown by the heatmap, where brighter color corresponds to a higher probability. The (binary) streamline selection masks are shown by the white-colored strips.

### 4.3. FOD Estimation and Peak Detection.

For each subject, we first use the white-matter voxels to estimate the response function \( R(\cdot) \) in the FOD model (3) following Yan et al. (2018). Specifically, at each voxel, we fit the single tensor model (1) and identify voxels with FA value (2) greater than 0.8 and the ratio between the two smaller eigenvalues less than 1.5 as having a single dominant fiber bundle. These voxels are then used to determine the leading and minor eigenvalues of a tensor and the response function is defined as the diffusion signal under the single tensor model with this tensor. See the Supplementary Text (Section S.3.1) for more details.

For each subject, we also estimate the signal-to-noise-ratio (SNR: \( = S_0/\sigma \)) using the 6 \( b_0 \) images and the overall SNR is taken as the median SNR over all voxels. The estimated SNR and response function of the 184 selected HCP subjects are shown in Fig. S.4.

**BJS** estimators are then derived for white-matter voxels within the SLF masks. The peak directions of the estimated FODs are extracted by a peak detection algorithm (Yan et al., 2018). Moreover, non-white-matter voxels within SLF masks are automatically specified as isotropic and thus have no associated peak direction. The peak detection algorithm associates each voxel with either none, one or multiple directions and these are used as inputs in a deterministic tracking algorithm DiST (Wong et al., 2016) for SLF reconstruction described in Section 4.4.

### 4.4. SLF Reconstruction by Tractography and Streamline Selection.

In neuroscience, tractography refers to the technique of reconstructing and visually representing white matter fibers using D-MRI data. While applying a tractography algorithm, there are several options for **seeding and terminating criteria**. Tracking is initialized at so-called seed locations and there are generally two options: whole-brain seeding vs. seeding within a region of interest (ROI), referred to as regional-seeding. Commonly used terminating criteria include trajectory bending more than a prespecified angle in a single step; trajectory entering a region of low FA or leaving the white-matter segment. Moreover, tracking may be terminated when the trajectory leaves the ROI. For an overview of deterministic tractography, see Alexander (2010).

Here we apply the DiST tracking algorithm (https://github.com/vic-dragon/dmri.tracking), a deterministic tractography algorithm that can handle zero or multiple directions within one voxel and thus is suitable for tracking in crossing fiber regions (Wong et al., 2016). Moreover, we use the probabilistic masks for SLF (one on each hemisphere)
from the *JHU White-Matter Tractography Atlas* (Wakana et al., 2007; Hua et al., 2008) as both the seeding mask and the terminating mask, meaning that tracking starts from every (white-matter) voxel within these masks and trajectories will be terminated while leaving the SLF region specified by these masks. Another stopping criterion we use is when there is no viable voxel within two steps, where non-viable voxels are those leading to trajectory bending more than 60 degrees or being isotropic (e.g., non-white-matter voxels).

Note that SLF crosses with other fiber tracts, mainly, with the corticospinal tract (CST). As can be seen from the orientation color map of one HCP subject (left panel of Fig. S.6), the SLF region crosses with CST (indicated by blue color as this tract is mainly along the inferior-superior direction). As a result, the reconstructed fibers contain not only those of SLF, but also some of CST. This can also be seen from the tractography results of one HCP subject (right panel of Fig. S.6), which shows a big bundle of blue-colored tracks. In order to better dissect SLF, we further apply streamline selection. Here, we use binary masks from *AutoPtx* to dissect SLF from the initial tractography results. Only tracks (streamlines) that pass through both *AutoPtx* binary masks are retained.

The above regional-seeding approach is suitable for extracting a specific pathway (here SLF) or mapping tracts from a specific region. One advantage of the regional-seeding approach to the whole-brain-seeding approach is that the former is computationally much less intensive and scales better to processing a large number of subjects/images. The regional-seeding approach may also take advantage of existing knowledge in brain anatomy. A potential disadvantage of a regional-seeding approach is that it may lead to incomplete tract reconstruction. This can be mitigated by using anatomically informed masks such as those from a white matter atlas as we have done here. In Fig. S.5, we show SLF reconstruction results of one HCP subject after streamline selection by the *AutoPtx* masks under different seeding strategies. It shows that the regional-seeding approach we adopted here does not lose too many fiber tracks compared to the whole-brain-seeding approach.

4.5. Feature Extraction. After tractography and streamline selection, brain structural connectivity features can be extracted including the number of streamlines, the length of streamlines, etc. Here we focus on the difference between the left- and right- hemispheric SLF for the purpose of investigating the lateralization pattern of SLF and its association with gender and handedness.

Specifically, for each subject, we calculate a *lateralization score* *(LS)* based on the relative difference between the numbers of selected streamlines from the left- and right- hemispheric SLF, respectively:

\[
LS = \frac{\text{Streamlines in Left SLF} - \text{Streamlines in Right SLF}}{\left(\text{Streamlines in Left SLF} + \text{Streamlines in Right SLF}\right)/2}
\]

Here, the denominator serves the purpose of normalization so that the LS from subjects with different brain sizes are comparable. As can be seen from Fig S.7, the LS is uncorrelated with the size of the SLF ROI. A similar score was used by Catani et al. (2007) to quantify lateralization of the language pathway.
Fig 7: **Reconstructed SLF of representative HCP subjects.** (color scheme: green: anterior-posterior; blue: superior-inferior; red: left-right)

4.6. **Group Analysis and Results.** Reconstructed SLF of representative subjects from each gender-handedness group with positive- and negative- lateralization scores are illustrated in Fig. 7. Moreover, the lateralization score distribution by the gender-handedness group is shown in Fig. 8.

![Reconstructed SLF images](image)

**Fig 8:** **Lateralization score distribution:** Left panel – on all subjects; Right panel – by gender-handedness group

We use a **two-way ANOVA** model to study the association between the SLF lateralization score and gender and handedness:

\[
Y_{ijk} = \mu + \alpha_i + \beta_j + \gamma_{ij} + \varepsilon_{ijk}, \quad i = 1, 2, \quad j = 1, 2, \quad k = 1, \cdots, n_{ij},
\]
where $Y_{ijk}$ is the lateralization score, $\mu$ is the overall mean, $\alpha_i$ is the main effect of handedness at level $i$ ($i = 1$: left-handed, $i = 2$: right-handed), $\beta_j$ is the main effect of gender at level $j$ ($j = 1$: female, $j = 2$: male), $\gamma_{ij}$ is the interaction effect between handedness and gender for the level combination $i,j$, with constraints $\sum_{i=1}^{2} \alpha_i = 0$, $\sum_{j=1}^{2} \beta_i = 0$, $\sum_{i=1}^{2} \gamma_{ij} = 0$, and $\varepsilon_{ijk}$ are i.i.d $N(0, \sigma^2)$ errors. The diagnostic plots (Fig. S.8) show a good model fit.

|                | d.f. | SS   | MS   | F-value | p-value |
|----------------|------|------|------|---------|---------|
| Handedness     | 1    | 0.937| 0.937| 6.742   | 0.0102  |
| Gender         | 1    | 0.226| 0.226| 1.629   | 0.2035  |
| Handedness * Gender | 1    | 0.265| 0.265| 1.907   | 0.1690  |
| Residuals      | 180  | 25.016| 0.139|         |         |

According to the two-way ANOVA Table (Table 2), SLF lateralization is significantly associated with handedness. Moreover, the 95% confidence interval of the contrast between left-handedness and right-handedness is ($-0.289, -0.041$), which suggests right-handed subjects have a greater left lateralization tendency in SLF (i.e., larger LS) compared to left-handed subjects. On the other hand, there is no significant gender effect or gender-handedness interaction effect on SLF lateralization score.

4.7. HCP D-MRI Application with DSI Studio. We also conducted the HCP application using DSI Studio (http://dsi-studio.labsolver.org/) – a tractography software tool for D-MRI analysis (Yeh, Weeden and Tseng, 2010; Yeh et al.). DSI Studio uses Orientation Distribution Function (ODF) as a local fiber estimation method. ODF is the projection of the diffusion probability density onto the surface of the unit sphere along a ray emanating from a voxel center (Tuch, 2002, 2004). One limitation of ODF is that it does not preserve the sharp features associated with the underlying fiber bundle orientation. Therefore, if the objective is white matter fiber tracts reconstruction, it is expected that the FOD model is more efficient as it directly models the distribution of fiber orientation within a voxel.

By conducting the HCP application using DSI Studio, we obtain qualitatively similar but less significant results (Fig., S.9; Table S.7). Specifically, the p-value associated with the handedness effect is 0.0599 (vs. 0.0102 from our data analysis pipeline), whereas there is also no significant gender or handedness-gender interaction effect. More details can be found in the Supplementary Text (Section S.3.3).

5. Discussion. In this paper, we investigate the association between brain structural connectivity and demographic and behavioral features using D-MRI data from the Human Connectome Project (HCP). Specifically, we derive a lateralization score for a major association tract, Superior Longitudinal Fasciculus (SLF), and relate it to gender and handedness. We find significant handedness effects, indicating a difference in SLF lateralization between left-handed and right-handed individuals. Moreover, we propose a novel computationally efficient method, BJS, for estimating the fiber orientation distribution (FOD) at each brain voxel. We also establish a D-MRI data analysis pipeline that could be utilized for population level associative studies for relating brain anatomic features to external features including demographic, behavioral, or cognitive measurements.

The proposed BJS method is scalable for statistical analysis of brain structural connectivity at a population level. The BJS procedure constitutes an effective improvisation of the
classical James-Stein shrinkage that solves an ill-conditioned problem with noisy measurements in a non-standard setting where an exact diagonalization of the convolution operator in a basis representing the observation vector (D-MRI measurements) is not feasible due to finite sampling effects.

To reconstruct white matter fiber tracts, the estimated FOD at each voxel needs to provide reasonably accurate fiber orientation information. Based on synthetic experiment results, we believe that the estimated FODs via BJS are accurate enough to be used as inputs to a tracking algorithm. Although a large proportion of the neuronal fiber bundles can be explained by the reconstructed neuronal fiber tracks based on D-MRI, it is not sufficient to represent the actual fiber system in the brain. Also, the estimated fiber composition can be different depending on the tractography algorithm (Jones, Knösche and Turner, 2013). Despite these challenges, this paper demonstrates that it is possible to extract meaningful structural connectivity information from reconstructed neuronal fiber tracts based on D-MRI data and to relate such information with external features.
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SUPPLEMENTARY MATERIAL

Supplementary Text: A supplementary text with additional details on FOD estimators, synthetic experiments results and the HCP D-MRI application.

Codebase: Codes and example scripts for synthetic experiments and the HCP application can be found at https://github.com/vic-dragon/BJS, together with a detailed manual on D-MRI batch downloading and preprocessing.

REFERENCES

Alexander, A. L. (2010). Deterministic White Matter Tractography. In Diffusion MRI: Theory, Methods, and Applications (D. K. Jones, ed.) 201–213. Oxford University Press.

Basser, P. J., Pajevic, S., Pierpaoli, C., Duda, J. and Aldroubi, A. (2000). In vivo fiber tractography using DT-MRI data. Magnetic Resonance in Medicine 44 625–632.

Cai, T. T. (1999). Adaptive wavelet estimation: a block thresholding and oracle inequality approach. The Annals of Statistics 27 898–924.

Cai, T. T., Low, M. G. and Zhao, L. H. (2009). Sharp adaptive estimation by a blockwise method. Journal of Nonparametric Statistics 21 839–850.

Carmichael, O., Chen, J., Paul, D. and Peng, J. (2013). Diffusion tensor smoothing through weighted Karcher means. Electronic Journal of Statistics 7 1913–1956.

Catani, M. (2010). The Functional Anatomy of White Matter: From Postmortem Dissections to In Vivo Virtual Tractography. In Diffusion MRI: Theory, Methods, and Applications (D. K. Jones, ed.) 5–18. Oxford University Press.

Catani, M., Allin, M. P. G., Husain, M., Pugliese, L., Mesulam, M. M., Murray, R. M. and Jones, D. K. (2007). Symmetries in human brain language pathways correlate with verbal recall. Proceedings of the National Academy of Sciences 104 17163–17168.

Cavalier, L. and Tsybakov, A. B. (2001). Penalized blockwise Stein’s method, monotone oracles and sharp adaptive estimation. Mathematical Methods of Statistics 10.
DE GROOT, M., VERNOOIJ, M. W., KLEIN, S., IKRAM, M. A., VOS, F. M., SMITH, S. M., NIENSTEN, W. J. AND ANDERSSON, J. L. R. (2013). Improving alignment in Tract-based spatial statistics: Evaluation and optimization of image registration. NeuroImage 76 400 - 411.

DESCOTEAUX, M., ANGELINO, E., FITZGIBBONS, S. and DERICHE, R. (2006). Apparent diffusion coefficients from high angular resolution diffusion imaging: Estimation and applications. Magnetic Resonance in Medicine 56 395-410.

DESCOTEAUX, M., ANGELINO, E., FITZGIBBONS, S. and DERICHE, R. (2007). Regularized, fast and robust analytical Q-ball imaging. Magnetic Resonance in Medicine 58 497–510.

ESSEN, D. C. V., SMITH, S. M., BARCH, D. M., BEHRENS, T. E. J., YACOUB, E. and UGURBIL, K. (2013). The WU-Minn Human Connectome Project: An overview. NeuroImage 80 62 - 79.

GHHARABAGHI, A., KUNATH, F., EBB, M., SAUR, R., HECKL, S., TATAGIBA, M., GRODD, W. and KARNATH, H.-O. (2009). Perisylvian white matter connectivity in the human right hemisphere. BMC Neuroscience 10 15.

GLASSER, M. F., SOTIROPOULOS, S. N., WILSON, J. A., COALSON, T. S., FISCHL, B., ANDERSSON, J. L., XU, J., JABBI, S., WEBSTER, M., POLIMENI, J. R., VAN ESSEN, D. C. and JENKINSON, M. (2013). The minimal preprocessing pipelines for the Human Connectome Project. NeuroImage 80 105 - 124.

GOLDENSHLUGER, A. and TSYBAKOV, A. (2001). Adaptive prediction and estimation in linear regression with infinitely many parameters. The Annals of Statistics 29 1601–1619.

GUDBIARTSSON, H. and PATZ, S. (1995). The Rician distribution of noisy MRI data. Magnetic Resonance in Medicine 34 910-914.

HOSEY, T., WILLIAMS, G. and ANSORGE, R. (2005). Inference of multiple fiber orientations in high angular resolution diffusion imaging. Magnetic Resonance in Medicine 54 1480–1489.

HOUXTON, J., ALLENDORFER, J., NENERT, R., GOODMAN, A. M. and SZAFLARSKI, J. P. (2019). White Matter Language Pathways and Language Performance in Healthy Adults Across Ages. Frontiers in Neuroscience 13 1185.

HUA, K., ZHANG, J., WAKANA, S., JIANG, H., LI, X., REICH, D. S., CALABRESI, P. A., PEKAR, J. J., VAN ZIJI, P. C. M. and MORI, S. (2008). Tract probability maps in stereotaxic spaces: Analyses of white matter anatomy and tract-specific quantification. NeuroImage 39 336 - 347.

JENKINSON, M., BANNISTER, P., BRADY, M. and SMITH, S. (2002). Improved Optimization for the Robust and Accurate Linear Registration and Motion Correction of Brain Images. NeuroImage 17 825 - 841.

JENKINSON, M., BECKMANN, C. F., BEHRENS, T. E. J., WOOLRICH, M. W. and SMITH, S. M. (2012). FSL. NeuroImage 62 782 - 790.

JONES, D. K. (2010). Diffusion MRI: Theory, Methods, and Applications. Oxford University Press.

JONES, D. K., KNÖSCH, T. R. and TURNER, R. (2013). White matter integrity, fiber count, and other fallacies: The do’s and don’ts of diffusion MRI. NeuroImage 73 239 - 254.

LAURENT, B. and MASSART, P. (2000). Adaptive estimation of a quadratic functional by model selection. The Annals of Statistics 28 1302 - 1338.

LE BHAN, D., MANGIN, J. F., POUNP, C., CLARK, A. C., PAPPATA, S., MOLKO, N. and CHABRIAT, H. (2001). Diffusion tensor imaging : concepts and applications. Journal of Magnetic Resonance Imaging 13 534-546.

MAKRIS, N., KENNEDY, D. N., MCINERNEY, S., SORENSEN, A. G., WANG, R., CAVINESS, J., VERNE S. and PANDYA, D. N. (2004). Segmentation of Subcomponents within the Superior Longitudinal Fascicle in Humans: A Quantitative, In Vivo, DT-MRI Study. Cerebral Cortex 15 854-869.

MCCARTHY, P. (2020). FSLeyes 0.34.0; https://doi.org/10.5281/zenodo.3937147.

MORI, S. (2007). Introduction to Diffusion Tensor Imaging. Elsevier.

MUSCHELLI, J. (2018). neurohep: Human ‘Connectome’ Project Interface R package version 0.8.1.

MUSCHELLI, J., SWEENEY, E., LINDQUIST, M. and CRANINCEANU, C. (2015). fslr: Connecting the FSL Software with R. The R Journal 7 163–175.

NIMSKY, C., GAENSBLANDT, O. and Fahlbusch, R. (2006). Implementation of fiber tract navigation. Neurosurgery 58 292–303.

SCHWARZ, G. E. (1978). Estimating the dimension of a model. The Annals of Statistics 6 461–464.

SEITZER, R., MAGRO, E., PRIMA, S., WIEST-DAESSEL, N., MAUMET, C. and MORANDI, X. (2014). Corticospinal tract asymmetry and handedness in right- and left-handers by diffusion tensor tractography. Surgical and Radiologic Anatomy 36 111–124.

SMITH, S. M., JENKINSON, M., JOHANSEN-BERG, H., RUECKERT, D., NICHOLS, T. E., MACKAY, C. E., WATKINS, K. E., CICcarelli, O., CADER, M. Z., MATTHEWS, P. M. and BEHRENS, T. E. J. (2006). Tract-based spatial statistics: Voxelwise analysis of multi-subject diffusion data. NeuroImage 31 1487 - 1505.
SPORNS, O. (2011). *Networks of the Brain*. The MIT Press.
SZAFLARSKI, J. P., RAIAGOPAL, A., ALTAYE, M., BYARS, A. W., JACOLA, L. and VINCENT (2012). Left-handedness and language lateralization in children. *Brain Research* **1433** 85 - 97.
TOURNIER, J.-D., CALAMANTE, F. and CONNELLY, A. (2007). Robust determination of the fibre orientation distribution in diffusion MRI: Non-negativity constrained super-resolved spherical deconvolution. *NeuroImage* **35** 1459 - 1472.
TOURNIER, J.-D., CALAMANTE, F., GADIAN, D. G. and CONNELLY, A. (2004). Direct estimation of the fiber orientation density function from diffusion-weighted MRI data using spherical deconvolution. *NeuroImage* **23** 1176 - 1185.
TUCH, D. S. (2002). Diffusion MRI of complex tissue structure, PhD thesis, Massachusetts Institute of Technology.
TUCH, D. S. (2004). Q-Ball imaging. *Magnetic Resonance in Medicine* **52** 1358-1372.
TUCH, D. S., REESE, T. G., WIEGELL, M. R., MAKRIS, N., BELLIVEAU, J. W. and WEDDEN, V. J. (2002). High angular resolution diffusion imaging reveals intravoxel white matter fiber heterogeneity. *Magnetic Resonance in Medicine* **48** 577-582.
WAKANA, S., CAIRKHAN, A., PACHENBOECK, M. M., FALLON, J. H., PERRY, M., GOLLUB, R. L., HUA, K., ZHANG, J., JIANG, H., DUBEY, P., BLITZ, A., VAN ZIHL, P. and MORI, S. (2007). Reproducibility of quantitative tractography methods applied to cerebral white matter. *NeuroImage* **36** 630 - 644.
WONG, R. K. W., LEE, T. C. M., PAUL, D. and PENG, J. (2016). Fiber direction estimation, smoothing and tracking in diffusion MRI. *The Annals of Applied Statistics* **10** 1137–1156.
WOOLrich, M. W., Jbabdi, S., Patenaude, B., Chappell, M., Makni, S., Behrens, T., Beckmann, C., Jenkinson, M. and Smith, S. M. (2009). Bayesian analysis of neuroimaging data in FSL. *NeuroImage* **45** S173 - S186.
YAN, H., CARMICHAEL, O., PAUL, D., PENG, J. and ADNI (2018). Estimating fiber orientation distribution from diffusion MRI with spherical needlets. *Medical Image Analysis* **46** 57–72.
YEH, F. C., WEEDEN, V. J. and TSENG, W. Y. I. (2010). Generalized q-sampling imaging. *IEEE Transactions on Medical Imaging* **29** 1626–1635.
YEH, F.-C., VERSTYNNEN, T. D., WANG, Y., FERNÁNDEZ-MIRANDA, J. C. and TSENG, W.-Y. I. ZHANG, Y., BRADY, M. and SMITH, S. (2001). Segmentation of brain MR images through a hidden Markov random field model and the expectation-maximization algorithm. *IEEE Transactions on Medical Imaging* **20** 45-57.
S.1. FOD Estimators: Additional Details.

S.1.1. superCSD Procedure. Consider an $l_{\text{max}}$ order SH presentation. Let $L_s$ be the corresponding number of SH basis functions. Let $\Phi_{s\times n_s}^{s}$ be the evaluation matrix of the $L_s$ SH basis functions evaluated on the $n$ sampled gradient directions. Let $\Phi_{s\times n_d}^{ds}$ be the evaluation matrix of the $L_s$ SH basis functions evaluated on a dense grid (e.g., from an icosphere mesh with $n_d = 256^2$). Let $R_{s\times L_s}^{s}$ be the $R$ matrix corresponding to the $l_{\text{max}}$ order SH representation of the response function. The superCSD procedure is as follows:

1. **Initial step**: Get an initial estimator $\hat{f}_0$ (e.g., by SHridge).
2. **Filter step**: In the $l_{\text{max}}$ order SH representation of $\hat{f}_0$, set the spherical harmonics coefficients over order $l = 4$ to zero to reduce high frequency noise.
3. **($k + 1$)th updating step**: Define $\hat{F}^{k+1} = \Phi_{s\times L_s}^{ds}\hat{f}^{k}$ as the estimated FOD on the dense evaluation grid from the $k$th step. Let

   $$(S.1) \quad \hat{f}^{k+1} = \arg \min_f \| y - \Phi^s R^s f \|_2^2 + \lambda \| \Phi^s f \|_2^2,$$

   where $\Phi$ is an $n_d \times L_s$ matrix,

   $$(S.2) \quad \Phi^{k}_{i,(l,m)} = \begin{cases} \Phi^{ds}_{i,(l,m)} & \text{if } \hat{F}^{k}_l \leq \tau, i = 1, \ldots, n_d, l = 0, 2, \ldots, l_{\text{max}}, m = -l, \ldots, 0, \ldots, l. \\ 0 & \text{if } \hat{F}^{k}_l > \tau. \end{cases}$$

   Note that, (S.1) penalizes small (including negative) values of the estimated FOD.

4. Repeat step 3 until $\Phi$ stabilizes.

The recommended values for $\tau > 0, \lambda > 0$ in Tournier, Calamante and Connelly (2007) are 0.1, 1, respectively. As for $l_{\text{max}}$, the results from Tournier, Calamante and Connelly (2007) suggest relatively small level, e.g., $l_{\text{max}} = 8$ for large separation angles, and relatively large level, e.g., $l_{\text{max}} = 12$ for small separation angles.

S.1.2. BJS.

LEMMA S.1. ([Laurent and Massart, 2000]) Let $(w_1, \ldots, w_{2l+1})$ be i.i.d Gaussian variables, with mean 0 and variance 1 and $\lambda_1, \ldots, \lambda_{2l+1}$ be nonnegative. We set

$$\| \lambda \|_1 = \sum_{i=1}^{2l+1} |\lambda_i|, \quad \| \lambda \|_2 = \sqrt{\sum_{i=1}^{2l+1} \lambda_i^2}, \quad \| \lambda \|_{\infty} = \sup_{i=1,\ldots,2l+1} |\lambda_i|$$

Then, the following inequality holds for any positive $t$:

$$P(\sum_{i=1}^{2l+1} \lambda_i w_i^2 \geq \| \lambda \|_1 + 2\| \lambda \|_2 \sqrt{t} + 2\| \lambda \|_{\infty} t) \leq \exp(-t)$$
Post-estimation sharpening. Let \( \hat{F} = \Phi_{n_d \times L} \hat{\Phi} \) be the evaluation of the estimated FOD on a dense spherical grid (e.g., \( n_d = 256^2 \)). Let \( J = \{ i : \hat{F}_i < 0, i = 1, \ldots, n_d \} \), \( |J| = n_{\text{neg}} \). Let \( L_s \) be the number of SH basis functions corresponding to \( l_{\text{max}} \) order. Let \( \Phi_{n \times L_s} \) be the evaluation matrix of the \( L_s \) SH basis functions on the \( n \) sampled gradient directions. Let \( \Phi_{n_{\text{neg}} \times L_s} \) be the evaluation matrix of the \( L_s \) SH basis functions on \( n_{\text{neg}} \) grid points corresponding to negatively estimated FOD values. Let \( R_{L_s \times L_s} \) be the \( R \) matrix corresponding to the \( l_{\text{max}} \) order SH representation of the response function.

Then the (one-step) updated estimates of the SH coefficients of FOD is defined as:

\[
\hat{f}^{BJS} = \arg \min \sum_{f} \| \hat{y} - \tilde{Z} f \|^2
\]

where

\[
\hat{y} = \begin{bmatrix} \hat{y} \\ 0 \end{bmatrix}, \quad Z = \begin{bmatrix} \Phi^s & \Phi^{neg} \end{bmatrix} \\
\hat{f}^{BJS} = (Z^T \hat{Z})^{-1} Z^T \hat{y}
\]

S.2. Synthetic Experiments: Additional Results. Here we provide additional plots and tables of the synthetic experiments.

Fig S.1: Synthetic experiment: two fibers crossing at \( 30^\circ \). The solid lines are the true fiber directions. The opaque part and the semitranslucent part represent the mean estimated FODs across 100 replicates and the mean plus two standard deviations of the estimated FODs.

**Table S.1**

| SNR | Design | BJS | SCSD | SHridge |
|-----|--------|-----|------|---------|
|     | D.R.  | Bias-Sep (s.e.) | RMSAE | D.R.  | Bias-Sep (s.e.) | RMSAE | D.R.  | Bias-Sep (s.e.) | RMSAE |
| 20  |       |                  |       |       |                     |       |       |                     |       |
| n = 41, l_{\text{max}} = 6 | 46% | 1.00 (0.34) | 9.29 | 29% | 2.47 (0.72) | 11.17 | 3% | 33.45 (8.95) | 69.9 |
| n = 91, l_{\text{max}} = 10 | 89% | 0.50 (0.39) | 9.91 | 43% | 1.95 (0.62) | 7.39 | 1% | 31.45 (1.50) | 77.23 |
| n = 321, l_{\text{max}} = 12 | 82% | 0.15 (0.34) | 6.69 | 39% | 4.26 (0.56) | 5.27 | 0% | - | - |
| 50  |       |                  |       |       |                     |       |       |                     |       |
| n = 41, l_{\text{max}} = 6 | 67% | 1.02 (0.41) | 8.91 | 24% | 0.63 (1.00) | 6.88 | 1% | 41.92 (2.07) | 69.39 |
| n = 91, l_{\text{max}} = 10 | 77% | 1.18 (0.37) | 5.27 | 47% | 8.25 (0.65) | 7.45 | 0% | - | - |
| n = 321, l_{\text{max}} = 12 | 88% | 1.56 (0.38) | 4.18 | 58% | 9.00 (0.50) | 7.68 | 0% | - | - |

Synthetic experiment: two fibers crossing at \( 30^\circ \). D.R.: correct peak detection rate; Bias-Sep (s.e.): bias (standard error) of separation angle estimation (in arc degree); RMSAE: root mean squared acute angular error (in arc degree) of fiber direction estimation.

\( b = 3,000 \text{s/mm}^2 \), \( l_{\text{max}} = 16 \)
Fig S.2: **Synthetic experiment: two fibers crossing at** $60^\circ$, $75^\circ$, $90^\circ$. The solid lines are the true fiber directions. The opaque part and the semitranslucent part represent the mean estimated FODs across 100 replicates and the mean plus two standard deviations of the estimated FODs.

**TABLE S.2**

*Synthetic experiment: two fibers crossing at* $60^\circ$, $75^\circ$, $90^\circ$. **D.R.**: correct peak detection rate; **Bias.Sep** (s.e.): bias (standard error) of separation angle estimation (in arc degree); **RMSAE**: root mean squared acute angular error (in arc degree) of fiber direction estimation.

| Separation Angle | BJS | SCSD | SHridge |
|------------------|-----|------|---------|
|                  | D.R. | Bias.Sep. (s.e.) | RMSAE  | D.R. | Bias.Sep. (s.e.) | RMSAE  | D.R. | Bias.Sep. (s.e.) | RMSAE  |
| $60$             | 93%  | 1.24 (0.55)       | 12.66  | 89%  | -7.68 (0.78)     | 13.06  | 42%  | 5.90 (1.55)      | 22.90  |
| $75$             | 99%  | 0.09 (0.36)       | 8.94   | 83%  | -2.49 (0.28)     | 7.85   | 77%  | 5.17 (0.51)      | 10.94  |
| $90$             | 100% | -1.83 (0.21)      | 7.62   | 88%  | -1.53 (0.18)     | 5.96   | 93%  | -3.24 (0.25)     | 9.00   |

**TABLE S.3**

*Synthetic experiment: three fibers crossing at* $(60^\circ, 90^\circ)$. **D.R.**: correct peak detection rate; **Bias.Sep**: bias of separation angle estimation (in arc degree); **RMSAE**: root mean squared acute angular error (in arc degree) of fiber direction estimation.

| Separation Angle | BJS | SCSD | SHridge |
|------------------|-----|------|---------|
|                  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  |
| $60$             | 33%  | -2.93  | 3.48 | -2.24  | 14.83 | 30%  | -2.04  | 1.10 | -2.54  | 14.03 | 31%  | -2.85  | 1.08  | -2.45  | 11.83 |
| $50$             | 93%  | -1.68  | 0.48 | -1.24  | 19.34 | 99%  | -0.14  | 0.21 | -0.53  | 5.56  | 93%  | -0.85  | 0.63  | -0.33  | 5.66  |

**TABLE S.4**

*Synthetic experiment: three fibers crossing at* $(60^\circ, 90^\circ)$. **D.R.**: correct peak detection rate; **Bias.Sep**: bias of separation angle estimation (in arc degree); **RMSAE**: root mean squared acute angular error (in arc degree) of fiber direction estimation.

| Separation Angle | BJS | SCSD | SHridge |
|------------------|-----|------|---------|
|                  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  | D.R. | Bias.Sep1 | Bias.Sep2 | Bias.Sep3 | RMSAE  |
| $60$             | 33%  | -2.93  | 3.48 | -2.24  | 14.83 | 30%  | -2.04  | 1.10 | -2.54  | 14.03 | 31%  | -2.85  | 1.08  | -2.45  | 11.83 |
| $50$             | 93%  | -1.68  | 0.48 | -1.24  | 19.34 | 99%  | -0.14  | 0.21 | -0.53  | 5.56  | 93%  | -0.85  | 0.63  | -0.33  | 5.66  |
Fig S.3: Synthetic experiment: three fibers crossing at 60°, 90°. The solid lines are the true fiber directions. The opaque part and the semitranslucent part represent the mean estimated FODs across 100 replicates and the mean plus two standard deviations of the estimated FODs.

Table S.4

Sensitivity experiment: two fibers crossing at 45° with 5 different choices of the shrinkage parameter $t(1) = c \log(2l + 1)$ in BJS. D.R.: correct peak detection rate; Bias.Sep (s.e.): bias (standard error) of separation angle estimation (in arc degree); RMSAE: root mean squared angular error (in arc degree) of fiber direction estimation.

| Setting | c | $b = 1000s/mm^2$, $I_{max} = 12$ | $b = 3000s/mm^2$, $I_{max} = 12$ |
|---------|---|---------------------------------|---------------------------------|
|         | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE |
| n = 41, l_{max} = 6 | 1 | 62% | -1.38 (0.78) | 10.89 | 91% | -1.68 (0.62) | 11.34 | 100% | -1.12 (0.29) | 5.16 |
|         | 1.5 | 62% | -1.33 (0.78) | 10.89 | 91% | -1.72 (0.62) | 11.34 | 100% | -1.08 (0.29) | 5.16 |
|         | 2 | 62% | -1.33 (0.78) | 10.89 | 92% | -1.71 (0.61) | 11.40 | 100% | -1.03 (0.29) | 5.10 |
|         | 2.5 | 62% | -1.33 (0.78) | 10.89 | 92% | -1.73 (0.61) | 11.34 | 100% | -1 (0.29) | 5.10 |
|         | 3 | 62% | -1.33 (0.78) | 10.89 | 92% | -1.77 (0.61) | 11.34 | 100% | -0.96 (0.29) | 5.10 |
| n = 91, l_{max} = 10 | 1 | 77% | -0.56 (0.63) | 10.54 | 94% | -1.79 (0.33) | 8.42 | 96% | -0.53 (0.23) | 3.78 |
|         | 1.5 | 82% | -0.74 (0.63) | 10.49 | 97% | -1.84 (0.31) | 7.79 | 98% | -0.2 (0.24) | 3.32 |
|         | 2 | 83% | -0.99 (0.59) | 10.59 | 97% | -1.87 (0.31) | 7.79 | 98% | -0.05 (0.21) | 3.21 |
|         | 2.5 | 84% | -0.56 (0.58) | 10.37 | 98% | -1.62 (0.31) | 7.62 | 99% | -0.11 (0.19) | 3.15 |
|         | 3 | 85% | -0.63 (0.58) | 10.37 | 98% | -1.62 (0.31) | 7.62 | 100% | -0.28 (0.2) | 3.27 |
| n = 321, l_{max} = 12 | 1 | 96% | -0.17 (0.32) | 6.13 | 98% | -1.98 (0.24) | 5.44 | 97% | -0.02 (0.16) | 2.01 |
|         | 1.5 | 99% | -0.16 (0.31) | 6.07 | 99% | -1.9 (0.23) | 5.73 | 99% | -0.14 (0.11) | 2.12 |
|         | 2 | 100% | -0.16 (0.31) | 6.13 | 100% | -1.99 (0.22) | 5.73 | 100% | -0.34 (0.17) | 2.29 |
|         | 2.5 | 100% | -0.16 (0.31) | 6.13 | 100% | -2.11 (0.31) | 5.73 | 100% | -0.49 (0.18) | 2.41 |
|         | 3 | 100% | -0.16 (0.31) | 6.13 | 100% | -2.03 (0.23) | 5.73 | 100% | -0.46 (0.18) | 2.41 |

Table S.5

Sensitivity experiment: two fibers crossing at 45° with 4 different $I_{max}$ in the post-estimation sharpening step of BJS. D.R.: correct peak detection rate; Bias.Sep (s.e.): bias (standard error) of separation angle estimation (in arc degree); RMSAE: root mean squared angular error (in arc degree) of fiber direction estimation.

$k = 1000s/mm^2$

| SNR | $I_{max}$ | Design | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE |
|-----|-----------|--------|------|----------------|-------|------|----------------|-------|------|----------------|-------|
| 50  | n = 41, l_{max} = 6 | 96% | -2.22 (0.71) | 64.62 | 94% | -1.71 (0.61) | 35.07 | 93% | -4.16 (0.54) | 51.05 | 71% | -4.3 (0.48) | 44.44 |
|     | n = 321, l_{max} = 12 | 97% | -2.97 (0.71) | 64.62 | 99% | -1.71 (0.61) | 35.07 | 99% | -4.16 (0.54) | 51.05 | 99% | -4.3 (0.48) | 44.44 |

$k = 3000s/mm^2$

| SNR | $I_{max}$ | Design | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE | D.R. | Bias.Sep (s.e.) | RMSAE |
|-----|-----------|--------|------|----------------|-------|------|----------------|-------|------|----------------|-------|
| 20  | n = 41, l_{max} = 6 | 96% | -1.91 (0.61) | 9.82 | 96% | -1.91 (0.61) | 9.82 | 96% | -1.81 (0.55) | 11.40 | 96% | -1.81 (0.55) | 11.40 |
|     | n = 321, l_{max} = 12 | 98% | -2.87 (0.61) | 9.82 | 98% | -1.81 (0.55) | 11.40 | 98% | -1.81 (0.55) | 11.40 | 98% | -1.81 (0.55) | 11.40 |

Table S.5
### Table S.6

*Sensitivity experiment: two fibers crossing at 45° with three different levels of suppressing small positive values in the post-estimation sharpening step of BJS. \( \text{thres}_p \) means to suppress values less than \( \text{thres}_p \) times the mean of the initial FOD estimate. \( \text{D.R.} \): correct peak detection rate; \( \text{Bias.Sep.} \) \( (\text{s.e.}) \): bias (standard error) of separation angle estimation (in arc degree); \( \text{RMSAE} \): root mean squared acute angular error (in arc degree) of fiber direction estimation.

**b = 1000 s/mm\(^2\), \( l_{\text{max}} \) = 12**

| SNR | Design | \( \text{thres}_p = 0 \) | \( \text{thres}_p = 0.1 \) | \( \text{thres}_p = 0.5 \) |
|-----|--------|---------------------|---------------------|---------------------|
|     |        | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE |
| 50  | \( n = 41, l_{\text{max}} = 6 \) | 62% | -1.33 (0.78) | 10.39 | 61% | -1.43 (0.75) | 10.26 | 54% | -3.32 (0.38) | 9.97 |
|     | \( n = 91, l_{\text{max}} = 10 \) | 83% | -0.59 (0.59) | 10.37 | 83% | -1.15 (0.61) | 9.57 | 83% | -3.33 (0.58) | 8.14 |
|     | \( n = 321, l_{\text{max}} = 12 \) | 100% | -0.16 (0.31) | 6.13 | 100% | -0.14 (0.28) | 5.79 | 100% | -1.97 (0.30) | 5.16 |

**b = 3000 s/mm\(^2\), \( l_{\text{max}} \) = 12**

| SNR | Design | \( \text{thres}_p = 0 \) | \( \text{thres}_p = 0.1 \) | \( \text{thres}_p = 0.5 \) |
|-----|--------|---------------------|---------------------|---------------------|
|     |        | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE | D.R. | Bias.Sep. \( (\text{s.e.}) \) | RMSAE |
| 20  | \( n = 41, l_{\text{max}} = 6 \) | 92% | -1.71 (0.64) | 11.4 | 92% | -1.54 (0.62) | 11.34 | 85% | -2.24 (0.52) | 9.05 |
|     | \( n = 91, l_{\text{max}} = 10 \) | 97% | -1.67 (0.31) | 7.79 | 97% | -1.57 (0.34) | 7.62 | 94% | -1.79 (0.34) | 6.55 |
|     | \( n = 321, l_{\text{max}} = 12 \) | 100% | -1.99 (0.22) | 5.73 | 100% | -2.29 (0.23) | 5.44 | 100% | -1.94 (0.21) | 4.41 |
| 50  | \( n = 41, l_{\text{max}} = 6 \) | 100% | -1.03 (0.29) | 5.10 | 100% | -1.14 (0.29) | 4.76 | 100% | -1.99 (0.29) | 4.35 |
|     | \( n = 91, l_{\text{max}} = 10 \) | 96% | -0.05 (0.20) | 3.21 | 98% | -0.31 (0.20) | 3.15 | 98% | -0.81 (0.20) | 3.15 |
|     | \( n = 321, l_{\text{max}} = 12 \) | 100% | -0.34 (0.17) | 2.29 | 100% | -0.38 (0.17) | 2.29 | 100% | -0.34 (0.17) | 2.23 |
S.3. HCP Application: Additional Details and Plots.

S.3.1. Response function estimation.

**Step 1** At each white-matter voxel, first fit the single tensor model (1); then calculate the FA value (2) and the ratio between the two smaller eigenvalues of the diffusion tensor $D$.

**Step 2** Identify voxels with a single dominant fiber bundle characterized by $FA > 0.8$ and the ratio between the two smaller eigenvalues $< 1.5$. Define the minor eigenvalue as the average of the two smaller eigenvalues.

**Step 3** Calculate the median of the leading eigenvalue and the minor eigenvalue across voxels from Step 2, denoted by $\hat{\lambda}$ and $\bar{\lambda}$, respectively.

**Step 4** Define the response function as the diffusion signal along directions in the $y$-$z$ plane under a single tensor model with $D = \text{diag}\{\hat{\lambda}, \lambda, \bar{\lambda}\}$:

$$R(\cos(\theta)) := S_0 \exp\left(-b(\hat{\lambda} \cos^2 \theta + \lambda \sin^2 \theta)\right), \quad \theta \in [0, \pi]$$

Note that, in our implementation, we first normalize the DWI measurements at each voxel by the mean intensity of the 6 $S_0$ images at that voxel. We then set $S_0 = 1$ in the response function. Since $S_0$ corresponds to a multiplicative factor in the response function SH coefficients matrix $R$, such a normalization would not affect the fitted FOD.

S.3.2. Additional plots of the HCP D-MRI application. Here we provide additional plots of the HCP D-MRI application.

![Signal to Noise Ratio (SNR) and Ratio between the 1st eigenvalue and the mean of the 2nd and 3rd eigenvalues](image)

**Fig S.4:** Distributions of (estimated) SNR and response function: across 184 sampled HCP subjects
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Fig S.5: **SLF reconstruction of one HCP subject under different seeding strategies.**
Left panel: whole-brain-seeding; Middle panel: white-matter seeding; Right panel: regional-seeding with white matter mask. (color scheme: green: anterior-posterior; blue: superior-inferior; red: left-right)

Fig S.6: **FA corrected orientation color map of one HCP subject and the tractography of SLF:** Left Panel – The (probabilistic) SLF mask on the left-hemisphere is outlined by white-colored lines with sagittal view at MNI X = -38 and axial view at MNI Z = 30. Right Panel – SLF tractography before and after streamline selection. (color scheme: green: anterior-posterior; blue: superior-inferior; red: left-right)
Fig S.7: Lateralization score vs. number of voxels in SLF ROIs: across 184 sampled HCP subjects

Fig S.8: HCP D-MRI application: ANOVA model diagnostic plots

S.3.3. HCP D-MRI application with DSI Studio. The steps we used in DSI Studio are as follows:

- **Step 1** Convert the raw image to the input type of DSI Studio.
- **Step 2** Use GQI (an ODF estimator) as the local fiber estimation method.
- **Step 3** Apply the deterministic tractography algorithm on SLF from the DSI Studio Atlas.
- **Step 4** Calculate the lateralization score based on tractography results (i.e., number of fibers from left- and right- SLF).
- **Step 5** Conduct two-way ANOVA to relate the lateralization score to gender and handedness.

DSI Studio gives qualitatively similar results, even though the handedness effect is less significant (Fig., S.9; Table S.7).
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Fig S.9: Lateralization score distribution derived from DSI Studio: Left panel – on all subjects; Right panel – by gender-handedness group

Table S.7

|                       | d.f. | SS   | MS   | F-value | p-value |
|------------------------|------|------|------|---------|---------|
| Handedness             | 1    | 0.0286 | 0.0286 | 3.585   | 0.0599  |
| Gender                 | 1    | 0.0001 | 0.0001 | 0.006   | 0.9367  |
| Handedness * Gender    | 1    | 0.0024 | 0.0024 | 0.299   | 0.5851  |
| Residuals              | 180  | 1.4346 | 0.0080 |         |         |

Fig S.10: HCP D-MRI application with DSI Studio: ANOVA model diagnostic plots