Development of an IoT Architecture Based on a Deep Neural Network against Cyber Attacks for Automated Guided Vehicles
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Abstract: This paper introduces an integrated IoT architecture to handle the problem of cyber attacks based on a developed deep neural network (DNN) with a rectified linear unit in order to provide reliable and secure online monitoring for automated guided vehicles (AGVs). The developed IoT architecture based on a DNN introduces a new approach for the online monitoring of AGVs against cyber attacks with a cheap and easy implementation instead of the traditional cyber attack detection schemes in the literature. The proposed DNN is trained based on experimental AGV data that represent the real state of the AGV and different types of cyber attacks including a random attack, ramp attack, pulse attack, and sinusoidal attack that is injected by the attacker into the internet network. The proposed DNN is compared with different deep learning and machine learning algorithms such as a one dimension convolutional neural network (1D-CNN), a supported vector machine model (SVM), random forest, extreme gradient boosting (XGBoost), and a decision tree for greater validation. Furthermore, the proposed IoT architecture based on a DNN can provide an effective detection for the AGV status with an excellent accuracy of 96.77% that is significantly greater than the accuracy based on the traditional schemes. The AGV status based on the proposed IoT architecture with a DNN is visualized by an advanced IoT platform named CONTACT Elements for IoT. Different test scenarios with a practical setup of an AGV with IoT are carried out to emphasize the performance of the suggested IoT architecture based on a DNN. The results approve the usefulness of the proposed IoT to provide effective cybersecurity for data visualization and tracking of the AGV status that enhances decision-making and improves industrial productivity.
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1. Introduction

In recent industry applications following the Industry 4.0 revolution, the control of automated guided vehicles (AGVs) has triggered the utilization of remote online monitoring platforms, which are important for improving the industrial environment and increasing the speed of production processing. Typically, AGVs are employed to transport specified materials or products in several places (e.g., port terminals, automated plants, and airports) [1–5]. The system security of such AGVs represents the biggest challenge against online monitoring [6,7]. The main target of online monitoring is to respond rapidly to urgent problems of the operating states of the physical assets and manufacturing processes. Normally, when a propensity toward a machinery fault or failure is detected, highly experienced machine operators are capable of performing appropriate actions to prevent the outage situation of the production system.
Recently, many research works have been devoted to introducing reliable Internet of Things (IoT) infrastructures to monitor and track AGVs [8,9]. In [10], intelligent manufacturing and an IoT cloud platform were conducted by Wan et al. for advanced material handling to improve the automation capabilities with a low cost. Context-aware cloud robotics (CACRs) were used to enhance the decision-making mechanisms for the material handling processes regarding energy efficiency and cost saving. In this architecture, all robots could share the data through the cloud directly or indirectly. The cloud scheduler enabled an effective and easy strategy for the manipulation platforms and robotics to share and interact with the information. This scheduler was devoted to analyzing the location of all the robots according to the minimum element of stack vectors to perform the material handling requirements. The applied CACRs performed an analysis of the collected data from all devices in detail according to the industrial environmental conditions. The big data-based analytics and the collected information demonstrated a knowledge library between the cloud robots for learning purposes and a failure diagnosis. However, this IoT architecture did not take into account the issue of cyber attacks. In [11], a developed smart system was introduced for optimizing the scheduling of AGVs and monitoring the conditions by Yao et al. In this system, a smart combination between the data analysis and digital twin models was performed to provide smart optimized scheduling for real-time AGV management operations in complex manufacturing environments. The measured signal was conducted with an appropriate action based on a smart algorithm. However, the developed system did not take into account the issues of a failure diagnosis, time delays, data loss, and cyber attacks. The cyber attacks that occurred during the remote monitoring of the smart system increased the unmatched disturbances for the physical controlled system [12,13]. Anomalies and intrusion detection in industrial control systems (ICS) were studied based on different strategies. A variety of comprehensive surveys are devoted to the classification of strategies and methodologies on this issue [14]. The popular approach to intrusion detection in ICS is primarily based on modeling and a simulation of the machine [15,16]. Realistic problems with this method are the requirement of a specific know-how of the designs and configurations of the device as well as the complicated physical behavior of the systems. In keeping with Mitchell et al. [17], ICS anomaly detection methods consist of information- and behavior-based methods.

Information-based detection techniques search for recognized attack behaviors similar to malware signature techniques in information technology (IT) intrusion detection. Even with low false rates, these processes require the retention of an up-to-date dictionary of attack signatures and are ineffective against zero-day attacks. In assessments, behavior-based strategies search for anomalies in the runtime conduct. These strategies are more commonplace in ICS intrusion detection because ICS systems are automated and provide greater regularity and predictability than standard IT structures. Therefore, the determination of cyber attack signals based on machine learning or deep learning and the diminishing the effect of these signals by a robust model predictive control would be a key contributor to a smart manufacturing system. In [18], a new infrastructure was introduced based on artificial intelligence to validate and check the reading of smart meters to inspect if the reading was a real reading or fake. The fake reading was due to cyber attacks and ineffectual meters. Environmental factors such as temperature, humidity, and noise signals affected the performance of the meters. Moreover, the introduced infrastructure investigated the data loss that occurred through the communication channels and an unstable internet network. A classical machine learning algorithm named decision tree was devoted to handling the regression and classification of the reading of the meters. The reading visualization was performed by a developed industrial platform named CONTACT Elements for IoT. From an Industry 4.0 perspective, the security of online systems is considered to be a challenging task in the context of condition monitoring [19,20]. Appropriate action on the operating states of physical assets and manufacturing processes is needed for the suppression of cyber attacks.
This paper proposes an IoT architecture for the reliable and secure online visualization and tracking of an AGV status based on a deep neural network (DNN). The automatic identification of cyber attacks is the first step in designing a smart system for fake data suppression. The further development of real-time cyber attack monitoring needs to include a fake data suppression strategy to be a smart system in which the monitoring system could read the AGV microcontroller information, collect and analyze the sensor data, and send a control command to the automatic control interface. The superior accuracy rate of the proposed DNN is illustrated in comparison with other deep learning and machine learning algorithms in the literature. Using an innovative IoT platform called CONTACT Elements for IoT, the AGV state is visualized depending on the suggested IoT architecture. The proposed IoT architecture based on the DNN effectively identifies and simulates the normal state of the AGV. In exchange, the planned IoT architecture detects the out of service condition and essentially tracks and displays it on the dashboard of the IoT platform and creates an alert to notify the customer of the failure of the AGV. Most interestingly, the proposed IoT architecture built on the DNN easily detects network instability due to cyber attacks. To validate the feasibility of the suggested IoT platform based on the DNN, various test scenarios with a realistic configuration of AGVs and the IoT are conducted. The proposed IoT imagines and monitors the status of the AGVs, allowing for better decision-making and increased efficiency in the workplace.

2. Proposed IoT Architecture

The new features of internet networks and cloud computing introduce a fast and dynamic infrastructure to improve the performance of the system especially in critical and large-scale systems that utilize feedback control and the IoT [21]. The fast-acting nature of cloud computing due to its high speed and salient features leads to its use in industrial control applications. Cloud computing can overcome many problems related to physical systems [22]. Recently, IoT services including hardware and software have been made available by many information technology and industrial companies. Furthermore, the provided IoT platforms include data analytics solutions for various types of industrial systems [23]. The IoT platforms can collect and receive local sensor measurements in order to provide different processes such as storage purposes, visualization, and data analysis. The signals are transmitted between the AGV sensors and the controller by using serial communication protocols such as Modbus; the collected data are then transferred to the IoT platform via various network protocols such as HTTP and MQTT. Today, various IoT platforms are utilized for data analysis and visualization processes within distributed computing systems and cloud services. Real-time monitoring is influenced by the data collection method. Therefore, an offline data analysis is preferred for a high latency manner.

The data pre-processing includes different procedures such as data cleaning, data integration, data reduction, and data transformation. Time delay assessments, data loss estimations, and labeling procedures can also be involved in the data pre-processing stage. Following data pre-processing, the preparation and design of the data analysis model represent the main challenges to provide accurate results due to the different environmental characteristics for every factory. In this paper, the suggested IoT infrastructure is implemented based on distributed devices to provide a parallel computing process to decrease Wi-Fi and time delay issues. A database server is utilized to receive the collected data from all machines because the sensors have different communication protocols. The deep learning algorithm is then utilized through the gateway to classify the transferred data between the machines and the IoT platform in order to provide a reliable system.

The integration of the IoT into Industry 4.0 can increase the data transfer between wide and different smart devices and controllers for various applications such as domestic and industrial usage [24,25]. Indeed, the improvement of the IoT via smart microcontrollers has been implemented via prominent network telecommunications, e.g., Bluetooth and GSM, for remotely inspecting and monitoring microcontrollers. With the progress in Industry 4.0 and the IoT as well as 4G and 5G networks, AGV systems have utilized these
technologies to provide a good analysis and monitoring of different datasets between users and smart systems. Thus, different architectures and platforms are utilized for specific applications based on various technologies within the Industry 4.0 trend. The diversity of IoT technologies can increase the data security risks in communication networks between connected devices. This is a hot issue in the application of IoT technology in the global industrial sector.

In this work, the benefit of using IoT-based deep learning for the AGV was to provide reliable online monitoring, which can support decision-making in various features such as prediction, real-time visualization, remote controlling, and cyber-physical security. Figure 1 shows the CONTACT Elements for the proposed IoT that were utilized for users to interact with the IoT platform. Thus, the implementation of IoT technology was expected to provide an ease of operation, simplify supervision, enable rapid problem-solving, and increase work efficiency and effectiveness in large-scale manufacturing. In this paper, an additional unit was coupled between the sensors and the IoT platform to analyze the transferred data based on the proposed DNN against cyber attacks, as shown in Figure 1.

![Figure 1. Schematic diagram of the infrastructure of IoT processing for the AGV.](image)

3. Deep Learning Overview

Deep learning is the one type of machine learning that tries to mimic the functionality of the neurons in the human brain. Deep learning utilizes multi-layered artificial neural networks and uses a large amount of data to automatically extract the relevant features and learn the pattern within the dataset [26]. It has shown a good performance with extremely high accuracy in many applications including speech recognition, disease detection, speed translation, and object detection. As deep learning models normally use multiple hidden layers and a large amount of data, they require high end machines that have powerful computing capabilities.

Thanks to the development of technology, many cloud computing services as well as developed high performance CPUs and GPUs can perform such a large amount of multiplication operations. Recently, deep neural networks (DNNs), an artificial neural network, have become a popular network architecture. They are widely utilized to deal with classification and recognition problems. Figure 2 illustrates a structure of a DNN. Generally, the DNN comprises an input layer, an output layer, and multiple hidden layers. The input layer is defined by \( X = [x, x_1, \ldots x_d] \) and the output layer is represented by \( Y = [y_1, y_1, \ldots y_n] \). The number of neurons of the \( i \)th hidden layer is \( m \) and
where $f^l_i$ is the activation function of the neuron $h^{l-1}$, $w^l_i$ represents the vector of the weights for the connection between the neurons of layer $(l-1)$ and the $l$th layer, and $b^l_i$ describes the bias parameter of neuron $i$ in the $l$th layer. Typical activation functions are the sigmoid function, the hyperbolic tangent function, or the rectified linear unit. In this architecture design, the rectified linear unit (ReLU) was used as an activation function to represent a smooth approximation, as shown in Figure 2 [27].

$$f(x) = \ln[1 + \exp(x)].$$  \hspace{2cm} (2)

The input data goes through the network and it is assigned to an estimated label at the output neuron using the softmax function, which is formulated as follows:

$$y_j = \frac{\exp(h_{sj})}{\sum_{s=1}^{n}\exp(h_{sj})}$$ \hspace{2cm} (3)

where $h_s$ is the output of the last hidden layer and $n$ represents the number of neurons at the output layer. In the training process, each iteration goes through the dataset and compares the output with the cost function. The cost function can then be reduced by adjusting the weights between the neurons using a gradient descent [28]. Figure 3 shows the full strategy of the AGV visualization through the IoT dashboard. Firstly, the ROS processed the data from LiDAR to allow the robot to automatically track a scheduled trajectory. The Raspberry Pi published the feedback signals such as the location, heading direction, and motor speed signals. The single-board computer Raspberry Pi ran on a free operating system (OS) known as the Linux-kernel operating system. Python, which has advanced as an open-source programming language, was used as the coding language to send instructions to the Raspberry Pi. A Python program was developed that allowed the Raspberry Pi to collect the data in real-time.

![Figure 2. Deep neural network architecture.](image-url)
Figure 3. The full strategy for AGV visualization through the IoT dashboard.

4. Results and Discussion

Automated guided vehicles predicate on one or various computer-controlled wheels that work without the necessity for an onboard user or driver. AGVs have predefined tracks or regions within the plant that they can navigate. Navigation is performed in different ways; for example, laser guidance, optical strips, or surface-mounted magnets. Figure 4 shows a few examples of AGVs that are utilized for experiments in the Industry 4.0 Implementation Center, Center for Cyber-Physical System Innovation, National Taiwan University of Science and Technology. Above AGVs or any other devices in the Industry 4.0 Implementation Center, Center for Cyber-Physical System Innovation, National Taiwan University of Science and Technology. Above AGVs or any other devices in the Industry 4.0 Implementation Center, Center for Cyber-Physical System Innovation, National Taiwan University of Science and Technology.

Figure 4 shows a few examples of AGVs that are utilized for experiments in the Industry 4.0 Implementation Center, Center for Cyber-Physical System Innovation, National Taiwan University of Science and Technology. Above AGVs or any other devices in the Industry 4.0 Implementation Center, Center for Cyber-Physical System Innovation, National Taiwan University of Science and Technology.

AGVs are smart devices and they are connected with IoT platforms. Any device of this cyber-physical system can be exposed to cyber attacks. Cyber attackers can harness this susceptibility and occupy dominance of a single device, a section of a system, or the complete system and inspire substantial harm; for example, service perturbation, data loss, and device damage. A smart attacker can access the transmitted signals between the AGV and the IoT platform easily by manipulating these measured or received signals via internet networks. As a result, the system performance may degrade and force the system to operate at non-economical operating conditions due to non-optimal control signals or even lead to instability. There are different types of cyber attacks against numerical signals such as scaling attacks, ramp attacks, pulse attacks, and random attacks [29,30]. A scaling attack modifies the true measurement signals by adding spaced short pulses and a random attack increases or decreases the true measurement signals in a random manner. It is necessary to apply a suitable technique to recognize these types of attacks to overcome the problems due to them [31]. In this paper, the proposed DNN was trained and tested with experimental data from the AGV that represented the real status, as shown in Figure 5. The proposed DNN was also trained and tested with other types of attack data such as a random attack, ramp attack, pulse attack, and sinusoidal attack to account...
for the worst cases of attacks that represent the fake status, as shown in Figures 6 and 7. The proposed DNN was devoted to recognizing the transferred data of the AGV. The data of the AGV consisted of two classes named “Real Tracking” and “Fake Tracking”. Real tracking appeared when the transferred data was real and the internet network was stable. Fake tracking appeared when there was a cyber attack on the internet network that sent fake data. Further test scenarios were performed to confirm the effectiveness of the proposed IoT architecture based on the DNN. The steps of the proposed IoT architecture based on the DNN were concluded in Algorithm 1, which had the pseudo-code of the suggested strategy.

Figure 4. Real AGVs in the Industry 4.0 Implementation Center.

Figure 5. Speed input datasets of the AGV and the corresponding real value classifications. (a) Real data of longitudinal speed and (b) real data of rotational speed.
Figure 6. Longitudinal speed input datasets of the AGV and the corresponding fake value classifications. (a) Random fake data; (b) ramp fake data; (c) pulse fake data; and (d) sinusoidal fake data.

Figure 7. Rotational speed input datasets of the AGV and the corresponding fake value classifications. (a) Random fake data; (b) ramp fake data; (c) pulse fake data; and (d) sinusoidal fake data.
4.1. Dataset

In order to recognize cyber attacks to enhance the reliability and security of the online visualization and tracking of the AGV status, experiments were conducted to collect the AGV information. An autonomous cleaning robot received the spiral path navigation and it began to track the trajectory until it reached the final destination. At the same time, the Raspberry Pi published the robot positions and robot conditions. The collected data included the velocity and the rotation speed, which were collected from a real AGV and labeled as 0. The fake data that equated to the cyber attack was created by randomly distributed functions within the range of the AGV signals and labeled as 1. Both the real data and fake data were combined to form one dataset. The collected dataset had 3563 samples, which were split into 2850 samples for the training process and 713 samples for testing. All datasets were normalized before feeding into the defined network. In this case, the min–max approach was applied for the normalization, as shown in Equation (4):

\[
x' = \frac{x - \min(x)}{\max(x) - \min(x)}.
\]  

The DNN model was designed to consist of four hidden layers. The details of the model parameters in each layer are shown in Table 1. Figures 4–6 show the speed input datasets of the AGV and the corresponding real or fake value classifications as well as the longitudinal and rotational speed \((V, W)\) and the change of longitudinal and rotational speed \((\Delta V, \Delta W)\).

Algorithm 1. The steps of the proposed IoT architecture based on the DNN

1: Read the speed signals from AGV microcontroller.
2: Connect to the MQTT broker.
3: Input data to the DNN model.
4: Recognize the AGV status by the DNN.
5: If the result of DNN = = 0.
6: Publish that the AGV status is ‘Real Tracking’ and the network status is ‘Stable Network’.
7: Else if the result of the DNN = = 1.
8: Publish that the AGV status is ‘Fake Tracking’ and the network status is ‘Unstable Network’.
9: If the velocity > 0.
10: Publish that the service status of the AGV is ‘In Service’.
11: Else.
12: Publish that the service status of the AGV is ‘Out of Service’.
13: End.

Table 1. DNN model parameters of each layer.

| Layer (Type)   | Output Shape | Number of Parameters |
|----------------|--------------|----------------------|
| Input layer    | (1, 4)       | -                    |
| Hidden layer_1 | (None, 32)   | 160                  |
| Hidden layer_2 | (None, 64)   | 2112                 |
| Hidden layer_3 | (None, 128)  | 8320                 |
| Hidden layer_4 | (None, 32)   | 4128                 |
| Output layer   | (None, 2)    | 66                   |

| Total parameters: 14,786 |
| Trainable parameters: 14,786 |
| Non-trainable parameters: 0 |

4.2. Performance Assessment

The DNN model was built based on the prepared training dataset and testing dataset to predict the status of the AGV in which the number of epochs was set to 150. A batch
size of 32 was used as the default setting and 4 hidden layers were implemented with the
defined parameters described in Table 1. Moreover, early stopping criteria and dropout
techniques were included in the training model to suppress the overfitting problem and to
improve the performance of the proposed DNN model. The other hyperparameters were
set to default values for a fair comparison with other machine learning models. Figure 8
illustrates the performance of the proposed deep neural network for the cyber attack
detection of the AGV. It shows that both the training and testing processes could quickly
reach higher than 95% accuracies after 20 epochs. Finally, the DNN model resulted in
excellent accuracy with approximately 97.25% for the training and 96.77% for the testing
after 110 epochs. Figure 8b illustrates the training loss and testing loss, in which both values
continuously decreased. The testing loss value was marginally higher than the training
loss value at the stable point. It indicated a good fit of the model without overfitting.

Figure 8. The performance of the proposed deep neural network. (a) Model accuracy and
(b) model loss.
Furthermore, the performance of the developed DNN was evaluated by comparing it with other machine learning models such as the decision tree model, SVM model, random forest model, XGBoost model, and 1D-CNN model. The same training dataset and testing datasets were used for all models and we utilized the default hyperparameters when training each model for a fair comparison. The diagnosis confusion matrix and the diagnosis accuracy of each algorithm for the testing are illustrated in Figures 9 and 10, respectively. They show that the proposed DNN algorithm outperformed the other models; particularly, the fake tracking of the AGV could be detected with an accuracy of 91.72% and the accuracy of the real tracking reached 98.92%. This was because the DNN model was more efficient at learning complex features contained within the fake data. The classification accuracy results from the different models are listed in Table 2. The experimental results indicated that the proposed DNN model provided the best performance followed by the support vector machine model (SVM) with an accuracy of 94%. The random forest, one dimension convolutional neural network (1D-CNN), extreme gradient boosting (XGBoost), and decision tree models had the worst results with classification accuracies of approximately 93.73%, 92%, 91.87, and 90%, respectively. Note that the performances of the machine learning models were assessed by:

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

where \( TP \) is true positive, \( TN \) is true negative, \( FP \) is false positive, and \( FN \) is false negative.

Figure 9. Diagnosis confusion matrix “Real data label = 0, Fake data label = 1”. (a) Decision tree model; (b) SVM model; (c) random forest model; (d) XGBoost model; (e) 1D-CNN model; and (f) proposed DNN model.
Figure 9. Diagnosis confusion matrix "Real data label = 0, Fake data label = 1". (a) Decision tree model; (b) SVM model; (c) random forest model; (d) XGBoost model; (e) 1D-CNN model; and (f) proposed DNN model.

Figure 10. Classification percentage accuracy from different models.

Figure 11 summarizes the proposed strategy based on the DNN for providing cybersecurity and the online monitoring of the AGV. It is shown from this figure that the proposed DNN could analyze the data of the AGV and check if these data were real or fake, then publish the status of the AGV on the real-time IoT dashboard. The next subsections present various scenarios that validated the proposed IoT architecture.

4.3. Scenario 1: Real Tracking for AGVs

This test case was created to confirm the performance of the suggested DNN to indicate the real status of the AGV. Figure 12 shows the attitude of the AGV and the network condition on the dashboard of the proposed IoT platform. This figure demonstrates that the proposed DNN could recognize the real status of the AGV effectively. The suggested IoT platform could present the attitude of the AGV and the network condition in a more clarified presentation. Furthermore, the operating condition indicator was green, which confirmed that there was no fault and that the AGV in service and the internet network were reliable.

Figure 11. The flowchart of the proposed strategy based on the DNN for providing cybersecurity and online monitoring of the AGV.
Table 2. The classification accuracy from various algorithms.

| Methods         | Decision Tree | SVM  | Random Forest | XGBoost | 1D-CNN | Proposed DNN |
|-----------------|---------------|------|---------------|---------|--------|--------------|
| Detection Accuracy (%) | 92.43         | 90   | 95.23         | 94.81   | 93.13  | 96.77        |

4.3. Scenario 1: Real Tracking for AGVs

This test case was created to confirm the performance of the suggested DNN to indicate the real status of the AGV. Figure 12 shows the attitude of the AGV and the network condition on the dashboard of the proposed IoT platform. This figure demonstrates that the proposed DNN could recognize the real status of the AGV effectively. The suggested IoT platform could present the attitude of the AGV and the network condition in a more clarified presentation. Furthermore, the operating condition indicator was green, which confirmed that there was no fault and that the AGV in service and the internet network were reliable.

![CONTACT Elements for IoT](image)

**Figure 12.** The AGV and network status in the case of a real data transfer and stable internet.

4.4. Scenario 2: Out of Service State

This scenario was performed to visualize the AGV status when it was out of service due to faults, charging, or maintenance. The out of service state was recognized when the velocity and the angular speed of the AGV were equal to zero. Figure 13 presents the AGV status when it was out of service. It is clear from this figure that the velocity and the angular speed of the AGV were equal to zero and the network was stable. The operating condition indicator varied to a yellow color to remind the operator that the AGV was out of service. This scenario confirmed that the suggested IoT architecture could record when the AGV was in an out of service state, which enhanced the decision-making.

![AGV Status](image)
4.5. Scenario 3: Cyber Attack and Fake Tracking

The cyber attack demonstrated the biggest issue against the enforcement of an IoT infrastructure. This scenario was performed to assert the distinction of the suggested IoT architecture based on the DNN to detect a cyber attack within the internet network. Figure 14 shows the AGV and the network status when there was a cyber attack. It is obvious from this figure that the transferred data regarding the velocity and the angular speed of the AGV were fake, which meant that the network was unstable. The operating condition indicator varied to a red color to remind the operator that the network was unstable. This scenario confirmed that the proposed IoT architecture based on the DNN could recognize a cyber attack on the internet network effectively and visualize the status in a clearer dashboard.

4.6. Discussion

The following points summarize the main discussions of the previous test scenarios:

- The normal state of the AGV was recognized and visualized effectively by the proposed IoT architecture based on the DNN, as presented in scenario 1. Furthermore, the network status was presented in the IoT dashboard beside the AGV speed to confirm the real tracking of the AGV.

- The out of service state of the AGV due to any fault, maintenance, and charging were presented in scenario 2. The out of service state was detected when the AGV speed was equal to zero. The proposed IoT architecture recorded and presented this state effectively on the IoT dashboard. Furthermore, the CONTACT Elements for the IoT performed an alarm by changing the light color of the operating condition indicator to a yellow color to indicate to the operator about the outage of the AGV from the service to support the decision-making.
The instability of the network due to a cyber attack was detected successfully by the proposed IoT architecture based on the DNN, as clarified in scenario 3. This abnormal state was presented in a clearer way on the dashboard of the IoT platform. The light color of the operating condition indicator changed to a red color as an alarm to indicate to the operator that there was a cyber attack on the internet network.

5. Conclusions

This paper introduced a developed IoT architecture based on a DNN to visualize the status of an AGV. The study was performed to provide low cost cyber attack detection for real-time AGV monitoring. The development of online cyber attack suppression and intelligent IoT systems for AGVs is a key contributor to improving productivity in modern manufacturing. The performance of the proposed DNN was compared with other learning algorithms from the literature. The AGV status was visualized on a developed IoT platform called CONTACT Elements for IoT based on the suggested IoT architecture. The proposed IoT architecture based on the DNN effectively identified and simulated the normal state of the AGV. In contrast, the proposed IoT architecture detected the out of service condition and essentially tracked and monitored it on the dashboard of the IoT network whilst also creating an alert to notify the customer of the AGV outage. Most significantly, the suggested IoT architecture built on the DNN easily detected network instability caused by cyber attacks. Various test scenarios were performed to assert the superiority of the suggested IoT architecture based on the DNN to recognize the cyber attack and visualize the AGV status. The results emphasized the effectiveness of the proposed IoT architecture based on the DNN to provide secure monitoring for the AGV status, which enhances decision-making and can be applied to different applications. Furthermore, the provided information from...
the proposed IoT architecture based on the DNN regarding the cyber attack could help to design a robust controller against the problem of cyber attacks in future works.
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