General framework of the non-perturbative renormalization group for non-equilibrium steady states
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Abstract
This paper is devoted to presenting in detail the non-perturbative renormalization group (NPRG) formalism to investigate out-of-equilibrium systems and critical dynamics in statistical physics. The general NPRG framework for studying non-equilibrium steady states in stochastic models is expounded and fundamental technicalities are stressed, mainly regarding the role of causality and of Itô’s discretization. We analyze the consequences of Itô’s prescription in the NPRG framework and eventually provide an adequate regularization to encode them automatically. Besides, we show how to build a supersymmetric NPRG formalism with emphasis on time-reversal symmetric problems, whose supersymmetric structure allows for a particularly simple implementation of NPRG in which causality issues are transparent. We illustrate the two approaches on the example of Model A within the derivative expansion approximation at order 2 and check that they yield identical results. We stress, though, that the framework presented here also applies to genuinely out-of-equilibrium problems.
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1. Introduction
The theoretical understanding of out-of-equilibrium systems, and in particular non-equilibrium steady states, is nowadays one of the major quests of statistical physics. These systems exhibit a great variety of behavior, including genuinely non-equilibrium phase transitions and critical phenomena, ubiquitous strong-coupling regimes, recurrent absence of lower critical dimension, etc. Numerous partial results have been obtained at various levels, but all-purpose, analytical and systematic methods to treat non-equilibrium problems are scarce.
The non-perturbative renormalization group (NPRG) is one such method, and this paper is devoted to detail its implementation for out-of-equilibrium systems. Indeed, many remarkable results have already been obtained in statistical physics using the NPRG approach not only at equilibrium in systems such as frustrated magnets [1], the random field or random bond Ising model [2], membranes [3], bosonic systems [4], but also out of equilibrium, where one can mention important advances in reaction–diffusion systems [5], and for the Kardar–Parisi–Zhang universality class [6].

The starting point for applying NPRG methods is a field theory. Such a field theory is usually obtained by following one of two possible routes. Either one starts from an effective mesoscopic description in terms of a Langevin equation and then resorts to the Janssen–de Dominicis formalism [7] to construct a functional integral representation of this equation, upon introducing an additional Martin–Siggia–Rose response field [8], or, and this is the other route, one starts from a microscopic master equation that can be mapped onto a functional integral following the Doi–Peliti procedure [9]. When both descriptions coexist, the resulting field theories are of course equivalent (see however [10] for important subtleties in the derivation of the equivalence of the Janssen–de Dominicis and Doi–Peliti field theories).

Both field theoretical formulations are derived in discrete time, and a crucial ambiguity arises when performing the continuous-time limit [11, 12]. This problem implies the choice of a prescription in the continuum version (usually related to Itô’s or Stratonovich’s discretization scheme), the consequences of which still deserve discussion (e.g. [13]). Roughly speaking, the Janssen–de Dominicis transformation for instance involves a determinant which depends on the original discretization of time. This determinant can be conveniently set to unity upon adopting Itô’s discretization scheme and imposing the related prescription in subsequent calculations. This prescription is easily implemented in perturbation theory: it amounts to cancelling out tadpole diagrams [12].

The implications of this choice of time discretization within the NPRG formalism have yet to be clarified and is one of the main subjects of this paper. We shall first identify the consequences of Itô’s discretization in NPRG flow equations and then devise a simple procedure to systematically encode them. This will be the opportunity to review some other important technical aspects arising when implementing, out of equilibrium, the most popular approximation scheme of the exact NPRG equation, the derivative expansion [14, 15].

To guide us in the task of understanding the consequences of Itô’s discretization in the NPRG framework, we first review, in section 2, the discrete-time version of non-equilibrium field theories ensuing from the two standard Janssen–de Dominicis and Doi–Peliti procedures, analyze causality issues and recall the usual prescription to encode Itô’s discretization in perturbation theory. Section 3 is dedicated to expounding the specificities of the NPRG framework when applied to non-equilibrium systems. Causality issues are postponed to section 4, which focuses on identifying the relevant prescription associated with Itô’s time discretization in the NPRG context, and where we propose a simple ‘regularization’ procedure to encode it. Even though it can be (and has been) applied to genuinely out-of-equilibrium problems, we illustrate it, in section 5, to a relaxation-toward-equilibrium problem, the critical dynamics of Model A. In section 6, we show that for such models satisfying time-reversal symmetry, one can build a supersymmetric formulation of NPRG. Not only this formulation is elegant and convenient for actual calculations but, more importantly here, it is also free from any ambiguity regarding the continuous-time limit [12]. Once the supersymmetric NPRG formalism is set up, it is applied to Model A, which allows us to check that the two approaches yield identical results.
2. Field theories for non-equilibrium systems

As it constitutes the basis of the following discussions, we start by recalling the derivation of the field theory associated with an out-of-equilibrium stochastic model. We review the two standard procedures, starting from a Langevin equation or starting from a master equation. In both cases, the choice made for the continuous-time limit plays an important technical role both perturbatively and non-perturbatively.

2.1. Doi–Peliti functional

Many models (such as reaction–diffusion systems) are defined at a microscopic scale by a set of dynamical rules. The time evolution of these systems is governed by a master equation, which, in an operator representation, can be written as

\[ \partial_t |P(t)\rangle = \hat{\mathcal{W}} |P(t)\rangle, \]

where \( |P(t)\rangle = \sum_n P(n, t) |n\rangle \) is the ket associated with the probability law of the system, \( |n\rangle \) are the Fock states (number states) and \( \hat{\mathcal{W}} \equiv \hat{\mathcal{W}}(a^\dagger, a) \) is the operator, expressed in terms of creation and annihilation operators, representing the kernel of the master equation. Equation (1) can be cast into a field theory following the Doi–Peliti procedure [9]. We do not review it in detail here (see e.g. [9, 16]), but merely stress a few points regarding the ordering of discrete times.

The mean value of an observable \( \mathcal{O} \) at time \( t \) can be expressed in the operator representation as

\[ \langle \mathcal{O} \rangle(t) = \langle \mathcal{P} | \hat{\mathcal{O}} e^{\hat{\mathcal{W}} t} | \mathcal{P}(0) \rangle, \]

(2)

where \( \langle \mathcal{P} | \) is the projection state satisfying \( \langle \mathcal{P} | P(t) \rangle = 1 \) and \( \langle \mathcal{P} | \hat{\mathcal{W}} \rangle = 0 \). The procedure consists in splitting the evolution operator \( \exp(\hat{\mathcal{W}} t) \) into \( N + 1 \) time slices of width \( \tau \) and in inserting in each a closure relation written in terms of the coherent states \( |\phi_k\rangle \):

\[ \langle \mathcal{O} \rangle(t) = \int \prod_{a=0}^N d^2\phi_a \langle \mathcal{P} | \hat{\mathcal{O}} e^{\hat{\mathcal{W}} \tau} | \mathcal{P}(0) \rangle, \]

(3)

where \( d^2\phi_a \equiv d \text{Im}(\phi_a) d \text{Re}(\phi_a) \). At first order in \( \tau \) and after re-exponentiation, it can be written as

\[ \langle \mathcal{O} \rangle(t) = \int \prod_{a=0}^N d^2\phi_a \langle \mathcal{P} | \hat{\mathcal{O}} | \mathcal{P}(0) \rangle \prod_{k=1}^N \langle \phi_k | \phi_{k-1} \rangle \exp \left( \tau \sum_{k=1}^N \frac{\langle \phi_k | \hat{\mathcal{W}} | \phi_{k-1} \rangle}{\langle \phi_k | \phi_{k-1} \rangle} \right) | \phi_0 \rangle | \mathcal{P}(0) \rangle, \]

(4)

By computing the usual non-vanishing overlap \( \langle \phi_k | \phi_{k-1} \rangle \) of coherent states, one deduces (at first order in \( \tau \)) the generating functional

\[ Z[j, j^*] = \int \prod_{a=0}^N d^2\phi_a \exp \left( -\sum_{k=1}^N \phi_k^* (\phi_k - \phi_{k-1}) - \tau \sum_{k=1}^N \mathcal{W}(\phi_k^*, \phi_{k-1}) + j_k \phi_k + j_k^* \phi_k^* \right), \]

(5)

where the initial conditions and final time contributions have been omitted since our focus is on stationary states and a loss of memory of initial conditions is assumed (see e.g. [16] for details). Note that the two fields \( \phi_k \) and \( \phi_k^* \) are complex conjugate and that we have chosen the real sources \( j_k \) and \( j_k^* \) (see appendix A.1).

The continuous-time limit consists in taking the limit \( \tau \to 0 \). In this limit, the discrete sums become integrals over time and \( \phi_k^* (\phi_k - \phi_{k-1}) / \tau \) tends to \( \phi^* \delta \phi \). As we shall see in the following, this continuous version of the model becomes ambiguous when the inverse of the
operator $\partial_t \delta(t-t')$, that is $\theta(t-t')$, appears at coinciding times. To remove these ambiguities, we need to refer to the original time-discretized version of the model, equation (5). Let us already mention that the way the coherent states were introduced in the derivation above leads to the time ordering of equation (5) where the $\phi^*$ field always appears at a time equal or larger than the time of the $\phi$ field. We show in the following that this also occurs for field theories derived from Langevin equations when Itô’s time-discretization is chosen.

An example of a field theory derived from a master equation such as equation (1) is that of branching and annihilating random walks in the universality class of directed percolation [16]. A particular model belonging to this class consists in a set of identical particles $A$ diffusing on a lattice at rate $D$ and undergoing, upon encounter, the reactions: $A \rightarrow 2A$ and $2A \rightarrow \emptyset$ with rates $\sigma$ and $\lambda$ and, possibly, $A \rightarrow \emptyset$ with rate $\mu$. These models exhibit a phase transition when the system falls into the absorbing (empty) state which sets in, e.g., when the branching rate $\sigma$ is decreased. Obviously, this dynamics is irreversible since the detailed balance is violated. The transition is thus genuinely out of equilibrium.

The reaction–diffusion system above can be studied using the Doi–Peliti formalism. Its action can be written as (in the continuous-space and continuous-time limits and after a shift

$$S[\phi, \phi^*] = \int_{t,x} (\phi^* (\partial_t \phi - D \nabla^2 \phi) + (\mu - \sigma) \phi \phi^* + \sqrt{2\sigma} \lambda \phi \phi (\phi - \phi^*) + \lambda (\phi^* \phi)^2).$$

(6)

All field theories derived from this formalism share some common features: (i) their actions are proportional to the field $\phi^*$ (which is an important property, see section 4.2); (ii) they are very similar to the corresponding field theories derived from Langevin equations (see [10] for a discussion about the correspondence between the two formalisms). We now review the derivation of field theories ensuing from Langevin equations.

2.2. Janssen–de Dominicis functional

Suppose that a field $\phi(t, \vec{x})$ evolves according to a stochastic dynamics described at a mesoscopic level by the Langevin equation:

$$\partial_t \phi(t, \vec{x}) = -\Omega_1 F(\phi(t, \vec{x}))) + N(\phi(t, \vec{x}))) \zeta(t, \vec{x}),$$

(7)

where $F$ represents the deterministic part of the evolution which can depend on $\phi$ and its space derivatives, $\Omega_1$ denotes a constant and uniform relaxation rate and $\zeta(t, \vec{x})$ is a Gaussian noise:

$$P(\zeta) = \frac{1}{\sqrt{4\pi \Omega_2}} e^{-\frac{1}{4\Omega_2} \zeta^2}$$

with $\int_{t,\vec{x}} = \int d^4 \vec{x} dt$,

(8)

so that

$$\langle \zeta(t, \vec{x}) \zeta(t', \vec{x}') \rangle = 2\Omega_2 \delta(t-t') \delta^4(x-x').$$

(9)

One wants in general to compute averages of functions of the field $\mathcal{O}(\phi(t, \vec{x}))$ over the noise distribution

$$\langle \mathcal{O}(\phi) \rangle = \int D\xi P(\zeta) \mathcal{O}(\phi_\xi),$$

(10)

where $\phi_\xi(t, \vec{x})$ is the solution of equation (7) for the realization $\xi$ of the noise. This average can be conveniently written as

$$\langle \mathcal{O}(\phi) \rangle = \int D\xi P(\zeta) \int D\phi \delta(\phi - \phi_\xi) \mathcal{O}(\phi)$$

$$= \int D\xi P(\zeta) \int D\phi \delta(\partial_t \phi + \Omega_1 F(\phi) - N(\phi) \xi) \mathcal{J}(\phi) \mathcal{O}(\phi)$$

$$= \int D\xi P(\zeta) \int D\phi D[\dot{\phi}] e^{\int_{-\infty}^t \mathcal{J}(\phi + \Omega_1 F(\phi) - N(\phi) \xi)} \mathcal{O}(\phi),$$

(11)
where the functional analog of the usual identity
\[ \delta(x - x_0) = \delta(f(x))|f'(x_0)|, \]
with \( f(x) \) assumed to have a unique zero \( x_0 \), has been used. In equation (11), the Jacobian \( J \) can be written as
\[ J(\phi) = \left| \det \left( \partial_{\tau_i} + \Omega_1 \frac{\delta F(\phi)}{\delta \phi} - \frac{\delta N(\phi)}{\delta \phi} \right) \right|. \]

Note that to go from the first to the second equality in equation (11), the initial conditions, which are in principle necessary to solve the Langevin equation, have been omitted. As in the Doi–Peliti formalism, it is implicitly assumed that the dynamics under study leads at large time to a steady state with a loss of memory of the initial conditions. This derivation is therefore only valid in (or sufficiently close to) the stationary state.

At this stage, two routes can be followed. The first route consists in introducing a set of (conjugate) Grassmann fields \( \eta \) and \( \bar{\eta} \) to exponentiate the determinant as
\[ J = \int D\eta D\bar{\eta} e^{\bar{\eta} \cdot \eta \bar{\eta}} e^{\bar{\eta} (\bar{\eta} + \Omega_1 \frac{\delta N(\phi)}{\delta \phi})/(\delta \phi)} \]
(assuming that the absolute value plays no role which is the case if there is only one solution to equation (7)). This route is a priori complicated since it doubles the number of fields. It is in fact convenient only when the system relaxes to equilibrium. In this case, the model satisfies a supersymmetry that allows one to reformulate the whole theory in terms of a unique superfield which makes the corresponding formalism rather simple. We deal with this case in section 6.

The second route exploits the identity \( \det = \exp \text{Tr} \ln \), so that the determinant comes as an additional term in the exponential in (11). This term appears to be proportional to the inverse of the operator \( (\partial_{\tau_i}) \delta(t - t') \), which is \( \bar{\theta}(t - t') \), evaluated at \( t = t' \) [12, 13]. This constant \( \bar{\theta}(0) = \epsilon \) is ill defined because it depends on the precise (discrete) ordering of times [11]. The simplest choice \( \epsilon = 0 \) leads to \( J = 1 \) and corresponds in discrete time to Itô’s discretization choice. Once the Jacobian is set to unity, one can finally integrate in (11) over the Gaussian noise distribution and deduce the generating functional for correlation and response functions
\[ Z[j, \bar{j}] = \int D\phi D[\bar{\phi}] e^{-S[\phi, \bar{\phi}] + j \cdot \bar{\phi} + \bar{j} \cdot \phi} \]
with
\[ S[\phi, \bar{\phi}] = \int d\tau \bar{\phi} (\partial_\tau \phi + \Omega_1 F(\phi)) - \Omega_2 N^2(\phi) \bar{\phi}^2. \]

As in the case of reaction–diffusion systems, and for the same reasons, the ambiguity on the value of \( \bar{\theta}(0) \) has to be removed both perturbatively and non-perturbatively to make consistent calculations from equations (15) and (16). Since this ambiguity is related to the continuous-time limit, we first review the discrete time version of the action (16).

2.3. Field theory from discrete-time Langevin equations

The Langevin equation (7) in Itô’s discretization reads (assuming for simplicity \( \Omega_1 = \Omega_2 = 1 \))
\[ \phi_n - \phi_{n-1} = \tau F(\phi_{n-1}) + N(\phi_{n-1}) \xi_{n-1}, \]
where \( n \) and \( n - 1 \) are time indices and where \( \tau \) denotes the time step. Any reference to the space dependence has been omitted here since it plays no role in the following discussion. With this stochastic process is associated a transition probability
\[ T_\tau(\phi_n | \phi_{n-1}) = (2\pi N^2(\phi_{n-1}) \tau)^{-1/2} \exp \left( -\frac{(\phi_n - \phi_{n-1} - \tau F(\phi_{n-1}))^2}{2N^2(\phi_{n-1}) \tau} \right) \]
that can be rewritten as the following Gaussian integral:

\[ T_{\tau}(\phi_n|\phi_{n-1}) = \int_{-\infty}^{\infty} \frac{d\phi_n}{2\pi i} \Omega_{\tau}(\phi_n, \phi_{n-1}) \quad (19) \]

with

\[ \Omega_{\tau}(\phi_n, \phi_{n-1}) = \exp \left( -\tilde{F}_{\tau}(\phi_n - \phi_{n-1} - \tau F(\phi_{n-1})) + \tau N^2(\phi_{n-1})\tilde{\phi}_{n-1}^2 \right) \quad (20) \]

where \( \tilde{\phi}_n \) is the conjugate, or response, variable associated with the transition from \( \phi_{n-1} \) to \( \phi_n \). For a Markov chain of \( N \) transitions between times 0 and \( t_N = \tau N \), the total transition probability is the product

\[ P_N(\phi_1, t_1; \ldots; \phi_N, t_N|\phi_0, 0) = \prod_{n=1}^{N} T_{\tau}(\phi_n|\phi_{n-1}). \quad (21) \]

Hence, one obtains the generating functional of correlation and response functions [11]:

\[ Z[j_{\tau}, \tilde{j}_{\tau}] = \frac{1}{2\pi i} \int \prod_{n=1}^{N} d\phi_n d\tilde{\phi}_n e^{-S[\phi, \tilde{\phi}]+\sum_{n=1}^{N} j_{\tau} \phi_n + \tilde{j}_{\tau} \tilde{\phi}_n} \quad (22) \]

with

\[ S[\phi, \tilde{\phi}] = \tau \sum_{n=1}^{N} \tilde{\phi}_n ((\phi_n - \phi_{n-1})/\tau - F(\phi_{n-1})) - N^2(\phi_{n-1})\tilde{\phi}_{n-1}^2. \]

We emphasize that in this action all the \( \tilde{\phi} \) fields appear at a time larger than or equal to the times of all the \( \phi \) fields as in the Doi–Peliti procedure for reaction–diffusion systems, equation (5). The ambiguity in the value of \( \theta(0) \) is therefore the same in both cases. Before embarking into the NPRG formalism, let us first recall (and reformulate in a way useful for NPRG) how Itô’s prescription is dealt with in perturbation theory.

2.4. Dealing with Itô’s discretization in perturbation theory

To identify the relevant prescriptions, we use the time-discretized version of the field theory (22), which is the only form free from ambiguity. As mentioned above, the time ordering and the structure of the Janssen–de Dominicis and of the Doi–Peliti functionals are the same. Hence the considerations developed below hold for both functionals.

We consider the quadratic part of the action

\[ S_0[\phi, \tilde{\phi}] = \tau \sum_{n=1}^{N} \tilde{\phi}_n (\phi_n - \phi_{n-1})/\tau + w\tilde{\phi}_n \phi_{n-1}, \quad (23) \]

with typically \( w = \nabla^2 + m^2 \), and denote \( Z_0 \) the corresponding generating functional. Integrating over \( \tilde{\phi} \) in \( Z_0 \) produces a product of delta functions which enforces the relation

\[ M'(\phi_0, \ldots, \phi_N) = \langle \tilde{j}_0, \ldots, \tilde{j}_N \rangle, \quad (24) \]

where \( \langle \ldots \rangle \) is the transpose operator and \( M \) is the \( N \times N \) matrix with components \( M_{ij} = \delta_{i,j} + w\delta_{i-1,j} \). This matrix \( M \) is precisely the matrix whose determinant appears in equation (13). It is clear from its definition that \( \det(M) = 1 \) and, since this result straightforwardly generalizes to any interacting theory, this proves that in Itô’s discretization the Jacobian is unity. Inverting this matrix \( M^{-1}_{ij} = \delta_{i,j} - w\delta_{i-1,j} \) allows one to perform the remaining integrations over the \( \phi_n \), and one finds

\[ Z_0[j_{\tau}, \tilde{j}_{\tau}] = \exp \left( \sum_{n,m=1}^{N} j_{m} M^{-1}_{mn} \tilde{j}_{n} \right). \quad (25) \]
proportional to \( G \) interaction vertices come with the fields shifted in time according to equation (22), that is, are \( \sim \) of the form
\[
\phi(k,\tau) \quad \text{or} \quad \phi(x,\tau) \quad \text{or} \quad \phi(\omega,\tau)
\]
One can then compute the free two-point response function (the bare propagator \( G_0 \))
\[
G_{0,kl} = \langle \phi_k \phi_l \rangle = \frac{\delta^2 \ln Z_0}{\delta j_k \delta j_l} = M^{-1}_{kl} = \theta(l \leq k)(-w)^{k-l},
\]
which vanishes if the field \( \phi \) appears at an earlier time than the field \( \tilde{\phi} \) as a signature of causality. It is important to note that \( \langle \phi_k \phi_k \rangle = 1 \), whereas \( \langle \phi_k \phi_{k+1} \rangle = 0 \), which is the reason why the continuous-time limit \( \tau \to 0 \) is delicate.

In perturbation theory, the ambiguity occurs only in tadpoles in which the bare propagator \( G_0(t-t') \propto \theta(t-t') \) starts and ends at the same vertex. The value of a tadpole is therefore \( \langle \tilde{\phi}_{k-1} \tilde{\phi}_{k} \rangle \), which is vanishing because of (26) and not \( \langle \phi_{k} \phi_{k} \rangle \) (see figure 1). This result, grounded on the analysis of the discrete time field theories, implies that in the continuum the propagator in a tadpole is \( \langle \phi(t)\phi(t+\tau) \rangle_0 = G_0(t-(t+\tau)) = G_0(-\tau) \) and that, therefore, \( \theta(0) \) should be understood as
\[
\theta(0) = \lim_{\tau \to 0} \theta(-\tau) = 0.
\]
This yields the standard prescription used in perturbation theory; in Itô’s discretization, the \( \theta(0) \) appearing in \( G_0(0) \) must be set to 0 in tadpoles.

Let us note that the need for a prescription in perturbation theory is directly related to the fact that in continuous time the bare vertices are local in time and thus are singular functions of their time arguments (Dirac functions such as \( \delta(t-t') \)). The interesting point for what follows is that, since only the product of a bare propagator and of a bare vertex matters, one can remove the ambiguity, either by considering in the vertices the \( \tilde{\phi} \) fields are shifted in time with respect to the \( \phi \) fields, or by considering that this shift occurs in the propagator. In this second solution, Itô’s prescription equation (27) is effectively implemented by shifting the time \( t' \) of \( \tilde{\phi}(t') \) in \( G_0(t-t') \), that is, by replacing \( \langle \tilde{\phi}(t',\bar{x}')\phi(t,\bar{x}) \rangle_0 \) by
\[
\langle \tilde{\phi}(t'+\epsilon,\bar{x}')\phi(t,\bar{x}) \rangle_0 \quad \text{or} \quad \langle \phi(t'+\epsilon,\bar{x}')\phi(t,\bar{x}) \rangle_{0,\epsilon}
\]
with \( \epsilon \to 0^+ \) or, equivalently, in Fourier space
\[
\langle \phi(\omega',\bar{q}')\phi(\omega,\bar{q}) \rangle_{0,\epsilon} \equiv e^{-i\epsilon \omega \bar{q}} \langle \phi(\omega',\bar{q}')\phi(\omega,\bar{q}) \rangle_0.
\]
Doing so precisely amounts to change in tadpoles \( G_0(0) \) by \( G_0(-\epsilon) \), that is, \( \theta(0) \) by \( \theta(-\epsilon) \) as it should be according to equation (27).
3. The non-perturbative renormalization group for out-of-equilibrium models

The general idea underlying the NPRG is the same for equilibrium and out-of-equilibrium problems; one builds a sequence of effective models that interpolate smoothly between the micro- and the macro-physics and that consist, at an intermediate length-scale, in the integration up to this scale over the stochastic fluctuations. Two important features of out-of-equilibrium problems must nevertheless be specifically considered: the doubling of each field by a response field and causality.

3.1. General NPRG formalism for out-of-equilibrium models

We consider the field theory given by equation (22) in Itô’s discretization (or equation (5) for reaction–diffusion systems). As we shall show in the following, this time discretization requires to implement consistently a prescription on the propagator of the theory. We ignore this for the moment as we will see in section 4 that it can be easily taken into account a posteriori.

As in equilibrium, one wants to generate, through progressively averaging over fluctuations, a sequence of scale-dependent models, whose effective actions \( \Gamma_\kappa \) interpolate smoothly between the bare action \( S \) of the initial model and its effective action \( \Gamma_\kappa \), that is, the (non-equilibrium analog of the) Gibbs free energy. This requires that at the microscopic scale \( \Lambda_1 \) (the inverse of the lattice spacing for instance)

\[
\Gamma_\kappa = S
\]

and that at scale \( \kappa = 0 \), \( \Gamma_{\kappa=0} = \Gamma \).

At an intermediate scale \( \Lambda > \kappa > 0 \), the slow modes (with respect to \( \kappa \) ) are decoupled by construction in order to make \( \Gamma_\kappa \) (almost) equal to the effective action of the rapid modes.

The decoupling of the slow modes is achieved by adding a quadratic (mass-like) momentum-dependent term \( \Delta S_\kappa \) to the original action. The required properties of this term are as follows: (i) to be very large at scale \( \kappa = \Lambda \) for all momentum modes (so that all stochastic fluctuations are frozen and the mean field becomes exact: \( \Delta S_\kappa = S \))—see appendix A.1), (ii) to vanish at scale \( \kappa = 0 \) (so that the original model is recovered: \( \Gamma_{\kappa=0} = \Gamma \)) and (iii) to give a ‘square mass’ of order \( \kappa^2 \) to the slow modes when \( \Lambda > \kappa > 0 \) in order to decouple them from the long distance physics (integration over the rapid modes only). We therefore build, as in equilibrium, a scale-dependent generating functional of the correlation and response functions:

\[
Z_\kappa[j, \tilde{j}] = \int \mathcal{D}\phi \mathcal{D}\tilde{\phi} \exp \left( -S - \Delta S_\kappa + \int_x J(x) \cdot \Phi(x) \right)
\]

with \( x = (t, \vec{x}) \),

\[
\Phi(x) = \begin{pmatrix} \phi(x) \\ \tilde{\phi}(x) \end{pmatrix}
\]

and \( J(x) = \begin{pmatrix} j(x) \\ \tilde{j}(x) \end{pmatrix} \)

and

\[
\Delta S_\kappa = \frac{1}{2} \int_{x,x'} J(x) \cdot \hat{R}_\kappa (x - x') \cdot \Phi(x'),
\]

where \( \hat{R}_\kappa \) is the \( 2 \times 2 \) matrix of mass-like cutoff functions that suppress the fluctuations of the slow modes (see appendix A.2 for the definitions used throughout the text).

We also define as in equilibrium the generating functional of connected functions \( W_\kappa[J] = \log Z_\kappa[J] \) and its (modified) Legendre transform \( \Gamma_\kappa \) by

\[
\Gamma_\kappa[\Psi] + W_\kappa[J] = \int_x J(x) \cdot \Phi - \frac{1}{2} \int_{x,x'} \psi(x) \cdot \hat{R}_\kappa (x - x') \cdot \Psi(x'),
\]
where
\[ \Psi = \langle \Phi \rangle. \] (34)

It is convenient to define two notations for vertex (one-particle-irreducible) correlation functions:
\[ \Gamma^{(n)}_{\xi; \cdots, \gamma}([x_i]; \Psi) = \frac{\delta^n \Gamma_{\xi} [\Psi]}{\delta \Psi_i(x_1), \ldots, \delta \Psi_n(x_n)} \] (35)
and
\[ \Gamma^{(n, \beta)}_{\xi}([x_i], [\chi'_j]; \Psi) = \frac{\delta^{n+\beta} \Gamma_{\xi} [\Psi]}{\delta \chi'_1(x_1), \ldots, \delta \chi'_n(x'_n)} \] (36)
where \([x_i]\) stands for \((x_1, \ldots, x_n)\) and \([\chi'_j]\) for \((\chi'_1, \ldots, \chi'_n)\) (see appendix A.2 for the precise correspondence between both notations).

The exact flow for \(\Gamma_{\xi}^\prime\) is given by Wetterich’s equation [17, 14]:
\[ \partial_x \Gamma_{\xi}^\prime = \frac{1}{2} \text{Tr} \int_{x'x} \partial_x R_{\xi} (x - x') \cdot \hat{G}_{\xi} [x, x'; \Psi] \] (37)
with \(\hat{G}_{\xi} = [\hat{\Gamma}^{(2)}_{\xi} + R_{\xi}]^{-1}\) the full field-dependent propagator and where \(\hat{\Gamma}^{(2)}_{\xi}\) is the \(2 \times 2\) matrix whose elements are the \(\Gamma^{(2)}_{\xi}^{ij}\).

The flow equation of the two-point functions evaluated in a uniform (in time and space) field configuration \(\Psi_0\) is also particularly important. It is trivially derived from equation (37) and can be written as, in Fourier space,
\[ \partial_q \hat{\Gamma}^{(2)}_{\xi, \alpha} (p; \Psi_0) = \text{Tr} \int_q \partial_q \hat{R} (q) \cdot \hat{G} (q), \] (38)
where \(p = (\nu, \vec{p})\) represents a couple (frequency, momentum). The \(\Psi_0\) dependence is implicit on the right-hand side of equation (38) to alleviate the notations and \(\hat{\Gamma}^{(3)}_{\xi, \alpha} (p, q)\) is the \(2 \times 2\) matrix of functional derivatives of \(\hat{\Gamma}^{(2)}_{\xi}\) w.r.t. \(\Psi_0\) (resp. w.r.t. \(\Psi_i\) and \(\Psi_j\)) evaluated in the configuration \(\Psi_0\) (see appendix A.2 for more details and notations).

Of course, as in equilibrium, such a flow equation is not closed, and is only the starting point of an infinite hierarchy. Approximations are needed to obtain any useful result. The most widely used so far is the derivative expansion, where the vertex functions are, in Fourier space, expanded as a power series of their momenta and frequencies and which we will use in our application of NPRG to Model A in section 5.

4. Itô’s prescription and NPRG

The flow of a vertex function involves integrals of products of other vertex functions \(\Gamma^{(n, \beta)}_{\xi}\) and of full propagators \(G_{\xi}\) (see e.g. equation (38)). As in perturbation theory, an ambiguity can only appear when two times coincide. If the (full) vertex functions \(\Gamma^{(n, \beta)}_{\xi}\) are smooth functions of their time arguments, no ambiguity can arise because the times \(t\) and \(t'\) of the two ends of a propagator \(G_{\xi}(t, t')\) joining two legs of \(\Gamma^{(n, \beta)}_{\xi}\) are integrated over, so that the value of \(G_{\xi}(0)\) becomes immaterial in these integrals. Once again, this value plays a role only if the propagator \(G_{\xi}(t, t')\) is multiplied by a singular function such as, for instance, a Dirac function \(\delta(t - t')\).

This is precisely what happens within the derivative expansion where the vertex functions are, in direct space, expanded as (formal) power series of Dirac functions and of their derivatives: \(\delta^{(m)}(t - t')\). As in the perturbative case and for the same reason, the trick to
get rid of the ambiguities is to shift in the full propagator $G_ε$ (actually in $G_ε^{(1,1)} \equiv \langle \phi \phi \rangle$ which is the only causal two-point function) the time of the $\phi$ field by an infinitesimal amount $\epsilon$. Before proceeding, let us prove a theorem.

### 4.1. Causality of the response functions and choice of cutoff functions

The causality property of equation (26) can be straightforwardly generalized to all response functions both for the free field theory and for interacting theories truncated at the mean field (tree) level [11]. In discrete time it is written

$$\left\{ \prod_{i=1}^{n} \phi_{k_i} \prod_{j=1}^{\tilde{n}} \phi_{l_j} \right\} = 0 \quad \text{if} \quad \exists \ l_j/\forall k_i, \ l_j > k_i,$$

for $n > 0$ and $\tilde{n} > 0$. This equality means that for a response function to be nonzero, the largest time must be that of a $\phi$ field. We now prove (in continuous time) that this equality holds at any scale $\kappa$ of the NPRG flow. In fact, to preserve this property requires to appropriately choose the cutoff functions $\hat{R}_\kappa$ and we now discuss this point.

Most often, it turns out to be sufficient for the decoupling of the slow modes to choose an anti-diagonal matrix $\hat{R}_\kappa$, that is, a $\Delta S_\kappa$ term that couples only $\phi$ with $\tilde{\phi}$. The exception to this rule arises when the symmetries of the model, which should of course be preserved by the cutoff term, enforce the presence of an additional (diagonal) term, proportional to $\phi^2$ (as for instance occurs in the field theory associated with the Kardar–Parisi–Zhang equation [18, 6]). To the best of our knowledge, a cutoff term proportional to $\phi^2$ is never necessary and we do not consider it in the following. (It would become problematic for the proof of the property (39) and of the fact that $\Gamma_\kappa$ is proportional to $\bar{\psi}$, see section 4.2.)

The cutoff term coupling $\phi$ with $\tilde{\phi}$ must of course also preserve causality. It is therefore either a function ‘independent’ of time (actually of frequency): $R_\kappa (t - t', \vec{x} - \vec{x'}) \rightarrow \delta(t - t')R_\kappa (\vec{x} - \vec{x'})$ or proportional to $\theta(t - t')$. For the sake of simplicity, we consider in the following a ‘time-independent’ cutoff function, but the generalization to a general causal cutoff would be straightforward. To further simplify, we consider only a $\Delta S_\kappa$ term that couples $\phi$ with $\tilde{\phi}$, although the following arguments can be rather straightforwardly generalized to an additional cutoff term proportional to $\phi^2$. We finally choose a cutoff term with a $\phi$ shifted in time:

$$\Delta S_\kappa = \int_{\vec{x} \in \mathcal{C}, \vec{x'} \in \mathcal{C}} R_\kappa (\vec{x} - \vec{x'}) \phi(t, \vec{x})\tilde{\phi}(t + \epsilon, \vec{x'}).$$

The proof that (39) is preserved at every scale $\kappa$ is made by induction. First, the property is obviously satisfied at scale $\kappa = \Lambda$ since the mean field is the initial condition of the NPRG flow: $\Gamma_\Lambda = S$ (for a proof of this equality, see appendix A.1). Let us suppose that it holds at a scale $\kappa$. Then, at scale $\kappa - d\kappa$, the property is preserved if the variation of the Green functions coming from the RG flow also satisfies equation (39). The starting point of the proof is the NPRG flow equation for $\mathcal{W}_\kappa$ that reads

$$\partial_\kappa \mathcal{W}_\kappa = \int_{\vec{x} \in \mathcal{C}, \vec{x'} \in \mathcal{C}} \partial_\kappa R_\kappa (\vec{x} - \vec{x'}) \langle \phi(t, \vec{x})\tilde{\phi}(t + \epsilon, \vec{x'}) \rangle_\kappa,$$

where the index $\kappa$ in $\langle \ldots \rangle_\kappa$ means that the average is taken in the presence of the $\Delta S_\kappa$ term. The flows of the connected functions follow from equation (41):

$$\partial_\kappa \frac{\delta^{n+p} \mathcal{W}_\kappa}{\delta f_1, \ldots, \delta f_a} = \int_{\vec{x} \in \mathcal{C}, \vec{x'} \in \mathcal{C}} \partial_\kappa R_\kappa (\vec{x} - \vec{x'}) \langle \phi_1 \cdots \tilde{\phi}_a \phi(t, \vec{x})\tilde{\phi}(t + \epsilon, \vec{x'}) \rangle_\kappa,$$

where the indices $i$ stand for $(t, \vec{x}_i)$. By hypothesis, the function appearing on the right-hand side of equation (42) is non-vanishing only when its largest time is that of a $\phi$ field. It cannot
be $\phi(t, x')$ since $\hat{\phi}(t + \epsilon, x')$ is posterior and it is therefore one of the other $\phi_i$ fields. This proves that the contribution to $W^{(n, \beta)}_\epsilon$ of the momentum shell $d\kappa$ is non-vanishing only if its largest time is that of a $\phi$ field. By iteration from the initial condition, we conclude that the property (39) holds for any $\kappa$.

Note that a similar result can be derived for the one-particle-irreducible vertex functions $\Gamma^{(\eta, \beta)}_\kappa$ with the difference that the latest time must be that of a $\tilde{\psi}$ field (this subtlety comes from the fact that these functions are amputated of the propagators of their external legs).

4.2. Itô’s prescription on the full propagator $G^{(\eta, 1)}_\kappa(t, t')$ and on $\Gamma_\kappa$

The previous result implies in particular that the running full (connected) propagator $G^{(\eta, 1)}_\kappa(t, t') = \langle \hat{\phi}(t', x')\hat{\phi}(t, x) \rangle = W^{(\eta, 1)}_\kappa(t, t')$ remains proportional to $\theta(t - t')$ all along the flow since it is non-vanishing only when $t$ is larger than $t'$. The ambiguity at coinciding times remains therefore identical to the one encountered perturbatively. As emphasized in section 2.4, the ambiguity can be equivalently removed in perturbation theory by shifting the $\phi$ fields at the vertices or in the bare propagator. This second way of shifting time can in fact be formulated at the level of the discretized theory and not only in the perturbative expansion; therefore, it can be exploited also non-perturbatively. The way to keep track of a shift of time in the propagator $G^{(\eta, 1)}_\kappa(t, t')$ while Fourier transforming is to modify it as was done in the perturbative case on $G_0(t, t')$, equation (29). The non-perturbative Itô’s prescription is therefore to replace the full propagator $G^{(\eta, 1)}_\kappa(t, t')$ by

$$\langle \hat{\phi}(t', x')\hat{\phi}(t, x) \rangle_\kappa = \langle \hat{\phi}(t' + \epsilon, x')\phi(t, x) \rangle$$  \hspace{1cm} (43)

with $\epsilon \to 0^+$, that is, to multiply it in Fourier space by the regularization factor $\exp(-i\epsilon)\omega')$:

$$\langle \hat{\phi}(\omega, \bar{q})\phi(\omega, \bar{q}) \rangle_\kappa = e^{-i\epsilon\omega'}\langle \hat{\phi}(\omega', \bar{q}')\phi(\omega, \bar{q}) \rangle.$$  \hspace{1cm} (44)

Note that when this function is evaluated in a uniform field configuration, it becomes proportional to $\delta(\omega + \omega')$ in which case $\exp(-i\epsilon\omega') = \exp(i\epsilon\omega)$.

Let us finally prove the following theorem which is a consequence of Itô’s prescription: if the bare action of a non-equilibrium system and the regulator term $\Delta S_\kappa$ are proportional to $\tilde{\psi}$, then the effective average action $\Gamma_\kappa[\psi, \tilde{\psi}]$ is also proportional to $\psi$. The proof is as follows.

Let us rewrite $\Gamma_\kappa[\psi, \tilde{\psi}]$ as the sum of a term independent of $\tilde{\psi}$ and of a term proportional to $\tilde{\psi}$:

$$\Gamma_\kappa[\psi, \tilde{\psi}] = \int_x \left( V_\kappa(\psi(x)) + \tilde{\psi}(x)\Gamma^{(0, 1)}_\kappa[x; \psi, \tilde{\psi}] \right).$$  \hspace{1cm} (45)

Then

$$\int_x V_\kappa(\psi(x)) = \Gamma_\kappa[\psi, 0].$$  \hspace{1cm} (46)

By hypothesis, $V_\kappa = 0$ since $\Gamma_\kappa = S$ (see appendix A.1) and $S$ is proportional to $\tilde{\psi}$. Let us now suppose that $V_\kappa$ remains zero down to the scale $\kappa_0$. Then at $\kappa_0 - \delta\kappa, V_{\kappa_0 - \delta\kappa}$ is vanishing if and only if the contribution to $V_{\kappa_0 - \delta\kappa}$ coming from the flow between $\kappa_0$ and $\kappa_0 - \delta\kappa$ is zero. This contribution is calculated from

$$\partial_\kappa \int_x V_\kappa(\psi(x))_{\kappa_0} = \partial_\kappa \Gamma_\kappa[\psi, 0]_{\kappa_0} = \frac{1}{2} \text{Tr} \int_q \partial_\kappa \tilde{R}_\kappa(q) \hat{G}_\kappa[q, -q; \psi, \tilde{\psi} = 0].$$  \hspace{1cm} (47)

In this equation, $\hat{G}_\kappa$ is computed by inverting the matrix $(\hat{\Gamma}_{\kappa, \kappa}^{(2)} + \hat{R}_\kappa)$. As $V_{\kappa_0}(\psi) = 0$, the element $\Gamma^{(2, 0)}_\kappa[q, -q]$ of $\hat{\Gamma}_{\kappa, \kappa}^{(2)}$ is vanishing at $\tilde{\psi} = 0$. Moreover, recalling that, by
assumption, $\Delta \mathcal{S}_\epsilon$ does not have any $\phi \phi$ term (that is, as in definition (A.23) of appendix A.2, $R^{20}_\epsilon = 0 = \partial_\epsilon R^{20}_\epsilon$), the matrix element of the second row and second column of $\hat{G}_\epsilon$ is vanishing. Therefore, one obtains

$$\int_\mathbf{x} \partial_\epsilon V_\epsilon (\psi (\mathbf{x})) \Big|_{\kappa_0} = \frac{1}{2} \int_\mathbf{q} \partial_\epsilon \hat{R}^{11}_\epsilon (\mathbf{q}) (e^{-i \epsilon \omega G^{(1,1)}_\epsilon [-\mathbf{q}, \mathbf{q}] + e^{i \epsilon \omega G^{(1,1)}_\epsilon [\mathbf{q}, -\mathbf{q}]}).$$

Now, because of the causality of $G^{(1,1)}_\epsilon [-\mathbf{q}, \mathbf{q}]$, its poles lie in the upper-half-complex plane of $\omega$. The regulator term $\exp (-i \epsilon \omega)$ in the integral of the first term allows for the closure of the integration contour by a semi-circle at infinity in the lower-half plane without changing the value of the integral. From the residue theorem, we conclude that the integral over $\omega$ vanishes since no pole is enclosed in the integration contour. The same holds true for the integral of the second term, and we, therefore, conclude that $V_{\epsilon - \delta \epsilon}$ is vanishing. By iteration, at all scales, $V_\epsilon = 0$.

Note that, had we neglected the regulator terms $\exp (\pm i \epsilon \omega)$ in the integrals above, we would not have found a vanishing flow for $V_\epsilon$ and we would have concluded incorrectly that this term was generated by the RG flow. Note also that once $\Gamma_\epsilon$ has been rewritten as in equation (45) with $V_\epsilon = 0$, its flow is entirely determined by that of $\Gamma_\epsilon^{(0,1)}$, which is better behaved because it involves two propagators—as can be checked by taking the derivative of equation (37) w.r.t. $\psi$. It turns out that in all the systems studied so far (e.g. [5, 6]), the resulting integrals were unambiguous and the regulator terms $\exp (\pm i \epsilon \omega)$ not necessary. We thus conjecture that the shortcut for Itô’s prescription is to impose that $\Gamma_\epsilon$ is proportional to $\psi$ (at least if $\Gamma_\epsilon$ is an analytic functional of $\psi$). Let us now show how the NPRG formalism can be used to study Model A.

5. The derivative expansion at order 2 applied to Model A

Model A describes the purely dissipative relaxation of a non-conserved scalar field $\phi(t, \mathbf{x})$ with the Ising symmetry. It corresponds to Glauber dynamics (single-spin flips). The model is defined by the Langevin equation (7) with $N(\phi) = 1$ and $F$ deriving from the standard (equilibrium) $\phi^4$ Hamiltonian:

$$H[\phi] = \int t, \mathbf{x} \left[ \frac{1}{2} (\nabla \phi)^2 + V(\phi) \right] \quad \text{with} \quad V(\phi) = \frac{r}{2} \phi^2 + \frac{\mu}{4!} \phi^4,$$

(49)

with the usual $Z_2$ symmetry. The action of the model hence reads

$$S[\phi, \dot{\phi}] = \int_{t, \mathbf{x}} \{ \dot{\phi} (\partial_\tau \phi - \nabla^2 \phi + V'(\phi)) - \dot{\phi}^2 \}.$$  

(50)

When approaching the continuous phase transition, the relaxation time of the order parameter starts diverging, which reflects the critical slowing down of the dynamics. Besides the static critical exponents $\nu$ and $\xi$ of the Ising universality class, the critical dynamics is characterized by the dynamical exponent $z$ which relates the divergences of the relaxation time $\tau$ and of the correlation length $\xi$ in the vicinity of the critical point as $\tau \sim \xi^{-z} \sim |T - T_c|^{-z \nu}$, where $T_c$ is the critical temperature.

In the long-time limit this relaxation-toward-equilibrium model shows a time reversal symmetry that can be expressed as an invariance of the action (50) under the following field transformation [19, 20]:

$$\begin{cases} t & \rightarrow -t \\ \phi & \rightarrow \phi \\ \dot{\phi} & \rightarrow \dot{\phi} - \partial_t \phi. \end{cases}$$

(51)
Indeed, on one hand, the equilibrium part $F = \delta H/\delta \phi$ of the action (50) is invariant on its own under the transformation (51) since the additional term $\propto \partial \phi \delta H/\delta \phi$ vanishes upon time integration in the stationary regime. On the other hand, the time-evolution $\dot{\phi} \partial \phi$ and the noise $\dot{\phi}^2$ parts are not invariant on their own but the combination $\dot{\phi} \partial \phi - \dot{\phi}^2$ is, since the terms generated by the transformation (51), that are proportional to $(\partial \phi)^2$ and $\partial \phi \partial \phi$, cancel out or combine to give back the original terms of the action. We refer the reader to [19] for a detailed and general study of the field-theoretic formulation of the time reversal symmetry.

The computation of the static critical exponents of the Ising model has been performed in all dimensions using the derivative expansion [14, 5]. We now show how to compute the dynamical exponent $z$ within this framework (using a richer approximation than in the former calculation of [20]).

The exact flow equations of the correlation and response functions do not form a closed set of equations since the flow of $\Gamma_s^{(2)}$ involves $\Gamma_s^{(3)}$ and $\Gamma_s^{(4)}$, whose flow equations involve in turn $\Gamma_s^{(5)}$ and $\Gamma_s^{(6)}$, etc. As already mentioned, the derivative expansion is probably the simplest and most popular approximation—in particular for the study of critical properties—to close this hierarchy of equations. It amounts to proposing an ansatz for $\Gamma_s$ under the form of a gradient and time-derivative expansion that corresponds to an expansion of all correlation functions in terms of their frequencies and momenta.

The ansatz for $\Gamma_s$ at order 1 in time and 2 in space derivatives can be written as

$$\Gamma_s[\Psi] = \int_{\mathbb{R}^d} X_s(\Psi)(\ddot{\Psi} \partial \Psi - \ddot{\Psi}^2) + \ddot{\Psi} \left(U'_s(\Psi) - Z_s(\Psi) \nabla^2 \Psi - \frac{1}{2} \partial \Psi Z_s(\Psi)(\nabla \Psi)^2\right), \quad (52)$$

and the initial conditions of the flow are $U'_s = V'_s, Z_s = 1 = X_s$. Let us briefly justify this form; the time-reversal symmetry requires the ansatz to be invariant under the transformation (51). It first implies that the $\ddot{\Psi}^2$ and $\ddot{\Psi} \partial \Psi$ terms renormalize in the same way. These terms hence bear in (52) the same coefficient $X_s(\Psi)$. It then implies that the term linear in $\dddot{\Psi}$ is invariant on its own, which imposes that it derives from a functional $\mathcal{H}_s(\Psi)$. We naturally choose for this functional the standard ansatz for the equilibrium Ising model $\mathcal{H}_s = \int Z_s(\Psi)(\nabla \Psi)^2/2 + U_s(\Psi)$ [20]. Finally, note that in [20], only a field-independent running coefficient $X_s(\Psi) = X_s$ was considered (leading order for the critical exponent $z$), whereas we here allow for a field dependence of $X_s(\Psi)$.

The definitions of the functions involved in equation (52) are

$$U'_s(\Psi) = \text{FT} \left( \frac{\delta}{\delta \Psi(\mathbf{x})} \Gamma_s \bigg|_{\Psi=0, \bar{\Psi}=0} \right),$$

$$Z_s(\Psi) = \left[ \partial_{\mathbf{p}T} \text{FT} \left( \frac{\delta^2}{\delta \Psi(\mathbf{x}) \delta \Psi(\mathbf{y})} \Gamma_s \bigg|_{\Psi=0, \bar{\Psi}=0} \right) \right],$$

$$X_s(\Psi) = \left[ \partial_{\mathbf{v}T} \text{FT} \left( \frac{\delta^2}{\delta \Psi(\mathbf{x}) \delta \Psi(\mathbf{y})} \Gamma_s \bigg|_{\Psi=0, \bar{\Psi}=0} \right) \right], \quad (53)$$

where $\Psi$ is a constant (in time and space) and FT(.) means the Fourier transform. By translational invariance, the momentum and frequency are vanishing in the first line and the second last two lines only depend on one momentum $\mathbf{p}$ and one frequency $\nu$ (see conventions of equation (A.15)—the trivial $2\pi$ and $\delta(.)$ factors are not made explicit). In the spirit of the derivative expansion, the renormalization functions are computed at vanishing external momentum and frequency since within this approximation only the small momentum and frequency sector are correctly described.
Their flow follows from the flow of the one- and two-point functions, derived from equation (37). For $U'_x$, for instance, it is given by

$$\dot{\hat{\bar{\Delta}}}_x U'_x(\hat{\psi}) = \text{FT} \left( \frac{\delta}{\delta \hat{\psi}} \hat{\Delta}_x \right)_{\hat{\psi}=0}$$

$$= \text{FT} \left( \frac{1}{2} \hat{\Delta}_x \text{Tr} \left[ \int_{\{\hat{\psi}^{(i)}(\hat{\psi}, \hat{\bar{\Delta}}_x) \cdot \hat{\Gamma}^{(3)}_{\bar{\Delta}} \hat{\Gamma}^{(3)}_{\bar{\Delta}} \} \right]_{\hat{\psi}=0} \right),$$

where the three-point function is put in the $2 \times 2$ matrix form $\Gamma^{(3)}_{\bar{\Delta}} = \partial \Gamma^{(2)}_{\bar{\Delta}} / \partial \hat{\psi}$ and where $\hat{\Delta}_x \equiv \hat{\Delta}_x \hat{\Delta}_x / \partial \hat{\Delta}_x$. Taking the appropriate functional derivatives of (52) and evaluating the result at the uniform and stationary field configuration $\psi(t, \vec{x}) = (\psi, 0)$, one finds, in Fourier space (see appendix A.2 for notations)

$$\Gamma^{(3)}_{\bar{\Delta}} = \left[ \begin{array}{cc} U'_x + Z_x(\vec{q}_1^2 + \vec{q}_2^2 + \vec{q}_1 \cdot \vec{q}_2) + i \omega X'_x & -2 \omega X'_x \\ -2 \omega X'_x & 0 \end{array} \right].$$

The propagator $G_x$ in equation (54) is obtained by inverting the $2 \times 2$ matrix $(\Gamma^{(3)}_{\bar{\Delta}} + R_x)$ evaluated in $\psi(t, \vec{x}) = (\psi, 0)$ (or equivalently from the general expression (A.31) and (A.32) of appendix A.2). We find

$$G_x(\omega, \vec{q}, \hat{\psi}) = \frac{1}{h(\vec{q})^2 + (X_x(\psi) \omega)^2} \left[ \begin{array}{cc} 2X_x(\psi) & h(\vec{q}) + i \omega X_x(\psi) \\ -2 \omega X'_x & 0 \end{array} \right],$$

with $h(\vec{q}) = Z_x(\psi) \vec{q}_2^2 + R_x(\vec{q}_1^2) + U'_x(\psi)$. More precisely, implementing the regularization advocated in section 4, the off-diagonal terms of this propagator should be replaced by

$$h(\vec{q}) \pm i \omega X_x(\psi) e^{\pm i \omega \vec{q}}.$$

After Fourier transforming equation (54) and inserting expressions (55) and (56), the matrix product, trace and integral over the internal frequency $\omega$ are straightforward. The resulting flow equation for $U''_x$ is expressed in terms of a single integral over the internal momentum $\vec{q}$. The flows of $Z_x$ and $X_x$ are computed using equation (38), inserting the expressions for $G_x$, $\Gamma^{(3)}_x$ and $\Gamma^{(4)}_x$ (see appendix A.2) and taking the appropriate derivatives with respect to the external momentum and frequency, respectively, as in (53). Once again, the internal frequency integral can be calculated analytically, such that the flow equations for $Z_x$ and $X_x$ each involve only one remaining integral over the internal momentum $\vec{q}$.

Since we are interested in the scale invariant (fixed point) regime, we introduce the dimensionless field and renormalization functions

$$\hat{\psi} = \kappa^{(2-\delta)/2} Z_x(\psi),$$

$$\hat{\Delta}_x = \kappa^{(2-\delta)/2} \hat{X}_x(\psi),$$

$$\hat{\xi}(\hat{\psi}) = \hat{Z}_x Z_x(\psi),$$

$$\hat{\delta}(\hat{\psi}) = \hat{X}_x X_x(\psi),$$

where the running coefficients $\hat{Z}_x \equiv Z_x(\psi_0)$ and $\hat{X}_x \equiv X_x(\psi_0)$ are defined at a fixed normalization point $\psi_0$. In the critical regime, these running coefficients are expected to behave as power laws $\hat{Z}_x \sim k^{-\eta_x(\kappa)}$ and $\hat{X}_x \sim k^{-\eta_x(\kappa)}$ with $\eta_x(\kappa) = -\delta \hat{\Delta}_x \ln \hat{Z}_x$ and similarly for $\eta_x(\kappa)$. The critical exponents $\eta$ and $z$ can be expressed in terms of the fixed point values of $\eta_x(\kappa)$ and $\eta_x(\kappa)$ as $\eta = \eta_x$ and $z = 2 - \eta_x + \eta_x$. As already mentioned, the three flow equations for $U'_x$, $Z_x$ and $X_x$ involve each a single integral over a momentum variable $\vec{q}$. It is convenient to further introduce the dimensionless square internal momentum $y = q^2 / k^2$ and the dimensionless cutoff function $r(y) = (Z_x q^2)^{-1} R_x(q^2 / k^2)$. The flow equations for the dimensionless renormalization functions $\hat{\Delta}_x$, $\hat{\xi}$ and $\hat{\delta}$ are the sum of a dimensional part that comes from the change of variables
and of a dynamical part that comes from the integration of the rapid modes (previous calculations). The dimensional parts for \( \hat{u}' \), \( \hat{z} \), and \( \hat{k} \) respectively

\[
\begin{align*}
\partial_u \hat{u}'|_{\text{dim}} & = \frac{1}{2} (-d + 2 - \eta \zeta) \hat{u}' - (2 + d + \eta \zeta) \hat{\psi}' \\
\partial_z \hat{z}|_{\text{dim}} & = \eta \zeta \hat{z} + \frac{1}{2} (-2 + d + \eta \zeta) \hat{\psi}' \\
\partial_k \hat{k}|_{\text{dim}} & = \eta \zeta \hat{k} + \frac{1}{2} (-2 + d + \eta \zeta) \hat{\psi}'
\end{align*}
\]  

(59)

and for the dynamical parts we find

\[
\begin{align*}
\partial_u \hat{u}'|_{\text{dyn}} & = -\frac{v_d}{2} \int dy y^{\frac{1}{2} - 1} \frac{f s}{h^2} \\
\partial_z \hat{z}|_{\text{dyn}} & = v_d \int dy y^{\frac{1}{2} - 1} \frac{s}{h^2} \left( -h' + \frac{4 y h^2}{d h} - \frac{2 y h''}{d h} \right) \\
\partial_k \hat{k}|_{\text{dyn}} & = v_d \int dy y^{\frac{1}{2} - 1} \frac{s}{h^2} \left( \frac{3 f^2}{d h^2} - 2 \frac{f}{h} + \frac{1}{4} \frac{y''}{h^2} \right)
\end{align*}
\]

(60)

with \( \partial_u \equiv \kappa \partial_u \), \( v_d^{-1} = 2 \pi^{1/2} \Gamma (d/2) \), \( h(y, \psi) = y(\hat{z}(\psi) + r(y)) + \hat{u}'(\psi) \), \( f(y, \psi) = y \hat{z}'(\psi) + \hat{u}''(\psi) \) and \( s(y) = -\eta \zeta \hat{r}(y) - 2 y r'(y) \). As expected, \( \hat{k} \) does not contribute to \( \partial_u \hat{u}' \) and \( \partial_z \hat{z} \) which are the standard equilibrium equations of the Ising model at second order in the derivative expansion \[14, 15\]. The numerical study of these equations in dimensions 2 and 3, which does not present any serious difficulty, will appear elsewhere.

6. Supersymmetry

It is well known that the field theory associated with the Langevin equation of a model that relaxes toward thermodynamic equilibrium is endowed with a supersymmetry. Here we show that the superfield formalism that follows from this property leads to a rather simple NPRG formalism and, most importantly for us, is free from any ambiguity coming from the dimensional parts for \( \hat{u}' \), \( \hat{z} \), and \( \hat{k} \) respectively.

6.1. Time reversibility and supersymmetry of the action

We here follow the first route sketched out in section 2.2 to treat the determinant (13) which consists in rewriting it using Grassmann variables \( \eta, \tilde{\eta} \) as in (14). We here consider that \( N(\phi) = 1 \). Once the Jacobian is exponentiated, one can finally integrate in (11) over the Gaussian noise distribution and deduce the generating functional of correlation and response functions

\[
\mathcal{Z} [\phi, \tilde{\phi}] = \int D\phi D[\tilde{\phi}] D\eta D\tilde{\eta} e^{-S(\phi, \tilde{\phi}, \eta, \tilde{\eta})} \]

with

\[
S(\phi, \tilde{\phi}, \eta, \tilde{\eta}) = \int dt, \bar{l} \left\{ \tilde{\phi} \left( \partial_\phi \phi + \Omega_1 F(\phi) \right) - \Omega_2 \tilde{\phi}^2 - \eta \left( \partial_\eta + \Omega_1 \frac{\delta F(\phi)}{\delta \phi} \right) \tilde{\eta} \right\}.
\]

(61)

If \( F \) derives from a Hamiltonian

\[
F(\phi(t, \vec{x})) = \frac{\delta H(\phi)}{\delta \phi(t, \vec{x})},
\]

then the Langevin equation (7) (with \( N = 1 \)) corresponds to a dynamics that leads at long time to thermodynamic equilibrium. In this case, the noise strength is related to the relaxation

\[
\delta H(\phi) = \delta \phi(t, \vec{x})
\]

(62)

(63)
rate by the Einstein relation \( \Omega_1 = \Omega_2 \) (where \( k_B T \) is set to unity), and this coefficient can be conveniently scaled away. This equilibrium property implies that the action \( S \) possesses a supersymmetry, and it admits a compact form in the superspace in terms of a (bosonic) superfield [12]

\[
\Phi(t, \vec{x}, \vec{\theta}, \theta) \equiv \Phi(\sigma) = \phi(t, \vec{x}) + \eta(t, \vec{x})\vec{\theta} + \theta \bar{\eta}(t, \vec{x}) + \theta \bar{\phi}(t, \vec{x}),
\]

(64)

with \( \sigma = (t, \vec{x}, \vec{\theta}, \theta) \), and where \( \theta \) and \( \bar{\theta} \) are two anticommuting Grassmann variables

\[
\{\theta, \bar{\theta}\} = \theta^2 = \bar{\theta}^2 = 0.
\]

(65)

The integrals over these variables are defined as

\[
\int d\theta = \int d\bar{\theta} = 0, \quad \int d\theta \bar{\theta} = \int d\bar{\theta} \theta = 1.
\]

(66)

One introduces the differential operators

\[
D = \partial_\theta - \bar{\theta} \partial_{\bar{\theta}}, \quad \bar{D} = \partial_{\bar{\theta}}, \quad \text{with} \quad \{D, \bar{D}\} = -\partial_\theta,
\]

(67)

such that the generating functional takes the simple form

\[
Z[J] = \int D\Phi e^{-S(\Phi) + \int_m J \Phi},
\]

(68)

where \( \int_m \equiv \int d^d \vec{x} dt \int d\theta d\bar{\theta} \), with the action

\[
S[\Phi] = \int_m \bar{D} \Phi D \Phi + H(\Phi)
\]

and the supersource \( J = \tilde{j} + \bar{\theta} \gamma + \bar{\gamma} \theta + \theta \bar{\phi} j \). The generators of the supersymmetry transformations are

\[
\hat{Q} = \partial_\theta, \quad \hat{\bar{Q}} = \partial_{\bar{\theta}} + \theta \partial_\theta, \quad \text{with} \quad \{Q, \bar{Q}\} = \partial_\theta.
\]

(70)

One can check that the action (69) is invariant under the infinitesimal transformations \( \delta \Phi = \epsilon Q \Phi \) and \( \delta \Phi = \epsilon \bar{Q} \Phi \). The operators \( D \) and \( \bar{D} \) are hence covariant derivatives for the supersymmetry [12].

The correlation function between two superfields \( C(\sigma_1, \sigma_2) = \langle \Phi(\sigma_1) \Phi(\sigma_2) \rangle \) encodes all two-point correlation and response functions, and the supersymmetry encompasses all the dynamical symmetries. Indeed, the correlation function \( C \) then vanishes under the action of each of the three generators \( Q_1, \bar{Q}_1 \) and \( \bar{Q}_2 \) (where \( Q_1 \equiv Q_1 + \bar{Q}_2 = \partial_\theta + \partial_{\bar{\theta}} \) and similarly for the others), which implies respectively causality, time-translational invariance and time-reversal symmetry, and yields in turn the fluctuation–dissipation theorem. The supersymmetric formalism thus provides an elegant and powerful framework to treat equilibrium dynamics.

Let us emphasize that reaction–diffusion systems do not, in general, show time-reversal symmetry. This is particularly spectacular for the directed percolation action (6) is invariant under the ‘rapidity symmetry’ \( \phi(t) \rightarrow -\phi^*(t), \phi^*(t) \rightarrow -\phi(-t) \) (which is a characteristic feature of the models belonging to this universality class), but it is not invariant under the transformation (51) and thus does not show time-reversal symmetry. For this reason, the field theory of this model cannot be recast into the superfield formalism with a simple action such as (69).

### 6.2. The NPRG in the supersymmetric formalism

It is almost straightforward to render the NPRG formalism supersymmetric. Here again a scale-dependent generating functional \( Z_\varepsilon[J] \) is built from \( Z[J] \) defined in equation (68) by adding a quadratic cutoff term

\[
Z_\varepsilon[J] = \int D\Phi e^{-S[\Phi] - \Delta S_0 [\Phi] + \int_m J \Phi},
\]

(71)
where \( \Phi \) is the superfield (64). The cutoff term now reads

\[
\Delta S_\kappa [\Phi] = \frac{1}{2} \int d\sigma, d\sigma' \Phi(\sigma) R_\kappa(\sigma - \sigma') \Phi(\sigma'),
\]

(72)

where \( R_\kappa(\sigma - \sigma') = R_\kappa(x - x')\delta(\bar{\theta} - \bar{\theta}')\delta(\theta - \theta') \) and where the Dirac function for a Grassmann variable is simply the identity: \( \delta(\theta) = \theta \). The functional \( \Gamma_\kappa \) is defined as the (modified) Legendre transform of \( \log Z_\kappa [J] \):

\[
\Gamma_\kappa [\Psi] + \log Z_\kappa [J] = \int d\sigma J\Psi - \Delta S_\kappa [\Psi],
\]

(73)

with \( \Psi = \langle \Phi \rangle \). The exact flow equation for \( \Gamma_\kappa \) is formally identical to the one for a scalar field theory:

\[
\partial_\kappa \Gamma_\kappa = \frac{1}{2} \int d\sigma, d\sigma' \partial_\kappa R_\kappa(\sigma - \sigma') G_\kappa(\sigma', \sigma; \Psi),
\]

(74)

with \( G_\kappa \equiv (\Gamma_\kappa^{(2)} + R_\kappa)^{-1} \) and \( \Gamma_\kappa^{(n)} \) the \( n \)th functional derivative of \( \Gamma_\kappa \) with respect to the superfield \( \Psi(\sigma) \) (see appendix A.3). The whole formalism is thus extremely close to the one for equilibrium theories, the only difference being the Grassmann dimensions that encompass the out-of-equilibrium aspect of the model. Let us now show on the example of Model A how this formalism can be used in practice within the derivative expansion.

### 6.3. Model A within the supersymmetric NPRG

The supersymmetric action of Model A is given by equations (69) and (49). As already stressed, the derivative expansion consists in constructing an ansatz for \( \Gamma_\kappa \) that captures the low momentum and frequency sector of the model. In the supersymmetric formalism, it simply consists in a series expansion of \( \Gamma_\kappa \) in powers of \( \nabla \) and of the covariant derivatives \( D \) and \( \bar{D} \) that is both supersymmetric and \( Z_2 \)-invariant. At order 2 in derivatives, it can be written as

\[
\Gamma_\kappa = \int d\sigma \{ X_\kappa(\Psi) \bar{D}\Psi D\Psi + \frac{1}{2} Z_\kappa(\Psi) (\nabla \Psi)^2 + U_\kappa(\Psi) \}.
\]

(75)

By integrating over the Grassmann variables in (75), one can check that the resulting ansatz coincides with the non-supersymmetric ansatz (52) with the same functions \( U_\kappa, Z_\kappa \) and \( X_\kappa \). The flow equations for these functions are obtained by taking the appropriate functional derivatives of the flow equation (74). The effective potential is defined from \( \Gamma_\kappa^{(1)} \) evaluated in a uniform and stationary superfield configuration \( \Psi(\sigma) = \psi \):

\[
\Gamma_\kappa^{(1)} \bigg|_{\Psi = \psi} = U'_\kappa(\psi).
\]

(76)

Hence the flow equation of (the first derivative of) the potential is given by

\[
\partial_\kappa U'_\kappa(\psi) = \left[ \frac{\delta}{\delta \Psi(\sigma)} \partial_\kappa \Gamma_\kappa \right]_{\Psi = \psi} = \frac{1}{2} \bar{D}_\kappa \int_{\{m\}} \Gamma_\kappa^{(3)}[\sigma, \sigma_1, \sigma_2] G_\kappa[\sigma_2, \sigma_1]_{\Psi = \psi}.
\]

(77)

Note that the cutoff function is here chosen time independent (see section 4). As usual, the full propagator in equation (77) is obtained by inverting \((\Gamma_\kappa^{(2)} + R_\kappa)\) evaluated in the constant
superfield configuration $\Psi = \psi$ (see appendix A.3 for more details). We find in Fourier space

$$G_\kappa(\omega, \vec{q}, \Theta_1, \Theta_2) = a_1(\omega, \vec{q}) \delta^2(\Theta_1 - \Theta_2) + a_2(\omega, \vec{q}) \delta^2(\Theta_1 + \Theta_2) + a_3(\omega, \vec{q}).$$

with $\Theta \equiv (\theta, \bar{\theta})$, $\delta^2(\Theta_1 - \Theta_2) \equiv \delta(\theta_1 - \theta_2)(\bar{\theta}_1 - \bar{\theta}_2)$, $\delta^2(\Theta_1 + \Theta_2) \equiv (\theta_1 - \theta_2)(\bar{\theta}_1 - \bar{\theta}_2)$ and

$$a_1(\omega, \vec{q}) = h(\vec{q})/P(\vec{q}, \omega, \psi)$$

$$a_2(\omega, \vec{q}) = -i\omega X_\omega(\psi)/P(\vec{q}, \omega, \psi)$$

$$a_3(\omega, \vec{q}) = 2X_\omega(\psi)/P(\vec{q}, \omega, \psi),$$

where $P(\vec{q}, \omega, \psi) = h^2(\vec{q}) + (X_\omega(\psi) \omega)^2$ and $h(\vec{q}) = Z_\kappa(\psi)q^2 + R_N(\vec{q}^2) + U_N(\psi)$. Note that within the supersymmetric formalism, the equivalent of the flow (47), i.e. equation (74) evaluated at $\Psi(\sigma) = \psi$, is vanishing by virtue of the Grassmann directions. No regularization is needed, the Grassmann directions automatically encode the appropriate causality properties.

The $\Gamma^{(3)}_\kappa$ function evaluated in the same configuration is obtained by taking three functional derivatives of ansatz (75) and evaluating the result at $\Psi = \psi$. One finds in Fourier space, using the conventions of equation (A.15) (see also appendix A.3)

$$\Gamma^{(3)}_\kappa(q_1, \Theta_1, q_2, \Theta_2, \Theta_3) = -2X_\omega(\psi)(\delta^2(\Theta_1 - \Theta_2) + \delta^2(\Theta_1 + \Theta_2))$$

$$+ X_\omega(\psi)(((\theta_1 - \theta_3)(\bar{\theta}_1 - \bar{\theta}_2) + (\theta_1 - \theta_2)(\bar{\theta}_1 - \bar{\theta}_3))$$

$$+ (U_N(\psi) - Z_\kappa(\psi)(q_1^2 + q_2^2 + q_1 q_2))$$

$$\times \delta^2(\Theta_1 - \Theta_2)\delta^2(\Theta_1 - \Theta_3)$$

$$+ 2i(\omega_1 + \omega_2)X_\omega(\psi)((\theta_1 - \theta_3)(\bar{\theta}_1 - \bar{\theta}_2) + (\theta_1 - \theta_2)(\bar{\theta}_1 + \bar{\theta}_3))$$

$$+ 2 \leftrightarrow 3$$

where, by translational invariance, $\omega_3 = -\omega_1 - \omega_2$. Once equation (77) is Fourier transformed in space and time, it is straightforward to insert in this equation the expressions (78), (79) and (80) and to perform the integrals over the Grassmann variables, which cancels out most of the terms. The non-vanishing contributions yield the flow of $U_N(\psi)$, in which the integral over the internal frequency $\omega$ can be achieved to express this flow in terms of the only integral over the internal momentum $\vec{q}$ that remains. The result for the dimensionless potential is identical to the one obtained in the non-supersymmetric formalism, equation (60).

The flow equations for $Z_\kappa$ and $X_\kappa$ can be defined from the flow equation of $\Gamma^{(2)}_\kappa$ evaluated at the constant field configuration $\Psi[\sigma] = \psi$:

$$\partial_\kappa Z_\kappa(\psi) = \left[ \partial_\kappa^{FT} \left. \partial_\kappa^{\Gamma^{(2)}_\kappa}(\sigma_1, \sigma_2) \right| \sigma_1 = \sigma_2 = \psi \right] \bigg|_{\vec{q} = \vec{p} = \omega = 0}$$

$$\partial_\kappa X_\kappa(\psi) = \left[ \partial_\kappa^{FT} \left. \partial_\kappa^{\Gamma^{(2)}_\kappa}(\sigma_1, \sigma_2) \right| \sigma_1 = \sigma_2 = \psi \right] \bigg|_{\vec{q} = \vec{p} = \omega = 0}$$

with the same conventions as in equation (53) and with the flow of $\Gamma^{(2)}_\kappa$ given by

$$\partial_\kappa \Gamma^{(2)}_\kappa = \int [\sigma \bar{\sigma}] \partial_\kappa R_{\kappa} \left( -\frac{1}{2} \Gamma^{(4)}_\kappa + \Gamma^{(3)}_\kappa \Gamma^{(3)}_\kappa \right) G_{\kappa},$$

where the arguments $((\sigma \bar{\sigma}); \psi)$ of the vertex functions and of the propagator are implicit. The expression for $\Gamma^{(4)}_\kappa$ is derived in appendix A.3. Once again, after inserting (78), (79) and the expression for $\Gamma^{(4)}_\kappa$ into equation (81), after performing the integrations over the Grassmann variables and over the internal frequency, the flow equations depend on a single momentum integral and the equations thus obtained are identical to those derived in
the non-supersymmetric case, equations (60). This constitutes a non-trivial check of the consistency of the regularization of the propagator proposed with Itô’s discretization.

7. Conclusion

This paper was devoted to presenting in detail the NPRG formalism for non-equilibrium stochastic models in statistical physics. Special emphasis has been dedicated to the inspection of the consequences of Itô’s choice of discretization within this formalism. The main objectives were three-fold: (i) to provide a reference including all the specificities of NPRG for non-equilibrium systems, (ii) to set up the NPRG framework to deal with supersymmetry, and (iii) to identify the relevant prescriptions in NPRG related to Itô’s discretization and devise a systematic way to enforce these prescriptions.

Regarding (ii) we showed in section 6 that the supersymmetric formalism can be simply incorporated within the NPRG framework, and we derived in this context the NPRG flow equations for Model A at second order in the derivative expansion. (Of course, this supersymmetric version of NPRG is mostly useful when time-reversal symmetry holds.) As for (iii), going back to the discrete version of the field theory ensuing from either a Janssen–de Dominicis or a Doi–Peliti transformation, we analyzed the causality properties of the response functions and showed that these properties are preserved under the NPRG flows. We proposed a simple prescription—a regularization factor $e^{\pm i\epsilon \omega}$ in the propagator—to enforce automatically the consequences of Itô’s prescription within the NPRG flows4. We illustrated this procedure on the non-supersymmetric calculation of the NPRG flow equations for Model A, which identify with the ones obtained in the supersymmetric version and thus constitute a non-trivial check of the consistency of the proposed prescription. We emphasize that, of course, the whole non-supersymmetric framework presented here also applies to genuinely out-of-equilibrium problems.

To conclude, let us emphasize once more that, as the continuous-time field theories for non-equilibrium models (derived either from a Janssen–de Dominicis or Doi–Peliti formalism) are ill defined on their own, it is crucial to be aware of the implicit discretization chosen and of its implications. This applies in particular within the NPRG framework. This is the first time that an exhaustive account of the specificities of the NPRG methods for non-equilibrium systems is provided, including a detailed analysis of discretization problems in this context. This contribution, together with the regularization proposed, will serve as a reference for future NPRG calculations in non-equilibrium models.
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Appendix A

A.1. The limit $\kappa \to \Lambda$: a proof that $\Gamma_\Lambda = S$

We prove in the following that if the cutoff function $R_\kappa$ diverges at $\kappa = \Lambda$, the effective average action $\Gamma_\Lambda$ becomes the bare action at this scale. For simplicity, we consider in the following only the case of a frequency-independent cutoff function $R_\kappa$. The proof is rather different for the field theories derived from a Langevin equation (Janssen–de Dominicis formalism) and from a master equation (Doi–Peliti formalism). We thus study both cases separately.

A.1.1. Master equations. The Doi–Peliti formalism for master equations naturally leads to field theories written in terms of two fields $\phi$ and $\phi^*$ that are complex conjugate. It is convenient to write

$$\phi = \phi_1 + i\phi_2$$  \hspace{1cm} (A.1)

with $\phi_i$ being real and to couple these fields to real sources $J_i$ in the following way:

$$Z_\kappa[J_1, J_2] = \int D\phi_1 D\phi_2 \, e^{-S[\phi_1, i\phi_2] - \Delta S_\kappa[\phi_1, i\phi_2] + \int J_1 \phi_1 + J_2 \phi_2}. \hspace{1cm} (A.2)$$

Note that with this choice the fields $\phi$ and $\phi^*$ are coupled to independent and real sources: $2(J_1 \phi_1 + J_2 i\phi_2) = (J_1 + J_2)\phi + (J_1 - J_2)\phi^*$. From definition (A.2), it is straightforward to show that $Z_\kappa = Z_{\kappa}$ which is thus real. Note that this property follows from the fact that, although complex, the action $S$ is a polynomial in $\phi_1$ and $i\phi_2$ with real coefficients (the reaction rates). It is also straightforward to show that

$$\langle \phi_1 \rangle^* = \langle \phi_1 \rangle \quad \text{and} \quad \langle i\phi_2 \rangle^* = \langle i\phi_2 \rangle. \hspace{1cm} (A.3)$$

We define $\psi_1 = \langle \phi_1 \rangle$, $\psi_2 = \langle i\phi_2 \rangle$ and $\bar{\psi} = \langle \phi^* \rangle$, $\bar{\psi} = \langle \phi^* \rangle$ that are all real and independent: $\psi = \psi_1 + \psi_2$ and $\bar{\psi} = \psi_1 - \psi_2$. We choose in the following the natural and convenient cutoff term $\Delta S_\kappa[\phi, \phi^*] = \Delta S_\kappa[\phi_1, i\phi_2]$:

$$\Delta S_\kappa = \frac{1}{2} \int q (\bar{q}^2) \bar{\phi}(q) \phi^*(-q) = \frac{1}{2} \int q R_\kappa(\bar{q}^2) (\phi_1(q) \phi_1(-q) + \phi_2(q) \phi_2(-q)). \hspace{1cm} (A.4)$$

which we moreover take as frequency independent. We symbolically denote it $\frac{1}{2} \int R_\kappa (\phi_1^2 + \phi_2^2)$. We then define the effective average action as

$$\Gamma_\kappa[\psi_1, \psi_2] + W_\kappa[J_1, J_2] = \int \phi_1 (J_1 \psi_1 + J_2 \psi_2) - \frac{1}{2} \int \bar{\psi}(x) R_\kappa(x - x') \psi(x') \hspace{1cm} (A.5)$$

with $W_\kappa = \log Z_\kappa$. Note that this definition leads to a minus sign in the last term when written in terms of $\psi_1$ and $\psi_2$: $\frac{1}{2} \int R_\kappa (\psi_1^2 - \psi_2^2)$. It is now easy to prove from equation (A.5) the following relation:

$$e^{-\Gamma_\kappa[\psi_1, \psi_2]} = \int D\phi_1 D\phi_2 e^{-S[\phi_1, i\phi_2] - \Delta S_\kappa[\phi_1, i\phi_2] + \int J_1 \phi_1 + J_2 \phi_2}. \hspace{1cm} (A.6)$$

The cutoff term $\Delta S_\kappa[\phi_1, i\phi_2]$ in equation (A.4) is positive and formally identical to the equilibrium one for a $O(2)$ model. This means that, as usual, if $R_\kappa$ becomes infinite when $\kappa \to \Lambda$, the only configuration of $\phi_1$ and $\phi_2$ that contributes to the functional integral in equation (A.6) is $\phi_1 = \phi_2 = 0$. This leads to the expected result $\Gamma_\Lambda[\psi_1, \psi_2] = S[\phi_1 = \psi_1, i\phi_2 = \psi_2]$. Note that since the action $S$ of a reaction–diffusion system is proportional to $\phi^*$, this result shows that $\Gamma_\Lambda$ is proportional to $\bar{\psi}$. 
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A.1.2. Langevin equations. The situation is different for Langevin equations because the fields \( \phi \) and \( \bar{\phi} \) are respectively real and pure imaginary (note that in equation (11) the integration over \( \bar{\phi} \) is performed on the imaginary axis). In Itô’s discretization where Grassmann fields are not necessary, the action corresponding to a generic Langevin equation is quadratic in \( \phi \) (once the average over the noise distribution has been performed). It can be written as

\[
S = \int \bar{\phi} K(\phi) - \bar{\phi}^2 N^2(\phi),
\]

where \( K(\phi) \equiv \partial_\phi \bar{\phi} - F(\phi) \). The generating functional of correlation and response function can be written as

\[
Z_{\{j, \bar{j}\}} = \int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{-S[\phi, \bar{\phi}]} - \Delta S_{\{j, \bar{j}\} + j \phi + i \bar{\phi}},
\]

with both \( j \) and \( \bar{j} \) being real. This expression is formally very close to equation (A.2) up to the fact that the cutoff term can be written as

\[
\Delta S_{\psi} = \int_q R_q(\bar{\psi}^2) \psi \phi(\bar{q}) \phi(-q)
\]

and is thus also pure imaginary. The definition of the effective average action is

\[
\Gamma_{\psi} = \int_x \left( j_\psi + i_\bar{\psi} \right) - \int_x \bar{\psi} (x) R_\phi (x - x') \psi (x'),
\]

where \( \psi = (\langle \phi \rangle) \) and \( \bar{\psi} = (\langle \bar{\phi} \rangle) \). Once again, upon rewriting \( \bar{\phi} \) as \( i \bar{\psi} \) with \( \bar{\psi} \) real, it is straightforward to show that \( Z_{\{j, \bar{j}\}, \psi, \bar{\psi}} \) and \( \bar{\psi} \bar{\psi} \) are real. Following the same steps as above, one can derive the same relation as equation (A.6) with \( \psi_1 \) and \( i \phi_2 \) being replaced respectively by \( \phi \) and \( \bar{\phi} \), and \( \psi_1 \) and \( \psi_2 \) replaced by \( \psi \) and \( \bar{\psi} \). Now, since \( S \) is quadratic in \( \bar{\phi} \), it is possible to perform the functional integral over this field (taking into account the fact that it is imaginary). We obtain

\[
e^{-\Gamma_{\psi}} = \int \mathcal{D}\phi \exp \left(-\frac{1}{4N^2(\phi + \bar{\psi})} \left(K(\phi + \bar{\psi}) - 2\bar{\psi} N^2(\phi + \bar{\psi}) + R_\phi \phi - \frac{\delta \Gamma_{\psi}}{\delta \bar{\psi}} \right)^2 \right)
\]

\[
\times \exp \left( \int \frac{\delta \Gamma_{\psi}}{\delta \bar{\psi}} \phi - \int \bar{\psi} K(\phi + \bar{\psi}) - \bar{\psi}^2 N^2(\phi + \bar{\psi}) \right). \tag{A.11}
\]

Once again, if \( R_\phi \) diverges when \( \kappa \to \Lambda \) only the configuration \( \bar{\phi} = 0 \) contributes to the functional integral above. By expanding \( \Gamma_\Lambda \) as a power series in \( \bar{\psi} \):

\[
\Gamma_\Lambda = \int A_0(\bar{\psi}) + \bar{\psi} A_1(\bar{\psi}) + \bar{\psi}^2 A_2(\bar{\psi}) + \cdots, \tag{A.12}
\]

we find from equation (A.11) evaluated at \( \bar{\phi} = 0 \): \( A_0(\bar{\psi}) = 0, A_1(\bar{\psi}) = N^2(\bar{\psi}) \), \( A_2(\bar{\psi}) = G(\bar{\psi}) \) and all \( A_n(\bar{\psi}) = 0 \) for \( n > 2 \). We thus conclude that \( \Gamma_{\Lambda}[\psi, \bar{\psi}] = S[\phi = \psi, \bar{\phi} = \bar{\psi}] \) as expected. Note that this result proves that \( \Gamma_{\Lambda}[\psi, \bar{\psi}] \propto \bar{\psi} \).

A.2. Formulas for the NPRG propagator and vertex functions

In the non-supersymmetric case, we only need space and time coordinates and we define \( x = (t, \vec{x}) \) and \( q = (\omega, \vec{q}) \). Our convention for the Fourier transform is

\[
f(x) = \int_q f(q) e^{i(q \cdot \vec{x} - \omega t)}, \tag{A.13}
\]

where the same symbol is (abusively) used for the function and its Fourier transform and where

\[
\int_y = \int_{\omega, \vec{q}} = \int \frac{d\omega}{2\pi} \frac{d^dq}{(2\pi)^d} \quad \text{and} \quad \int_x = \int_{t, \vec{x}} = \int dt \, d^d x. \tag{A.14}
\]
For a translational invariant function \( f(x, y) \) which depends only on the difference \( (x - y) \), we define
\[
f(q, q') = (2\pi)^d \delta^{d+1}(q + q') f(q).
\] (A.15)
without again changing symbols for the function. The generalization to functions of \( n \) momenta is straightforward: \( f(q_1, \ldots, q_n) = (2\pi)^{d+1} \delta^{d+1}(\sum q_i) f(q_1, \ldots, q_{n-1}) \).

The matrix of two-point-connected correlation (and response) functions \( \hat{W}_{\kappa}^{(2)} \) is by definition
\[
W_{\kappa,i,j}[x, x'; J] = \frac{\delta^2 W_{\kappa}}{\delta j_i(x) \delta j_j(x')}.
\] (A.16)
The same definitions hold for the vertex functions \( \Gamma_{\kappa,i,j}^{(2)}[x, x'; \lambda] \) by replacing \( W_{\kappa} \) by \( \Gamma_{\kappa} \) and \( J \) by \( \lambda \). From now on, the \( \kappa \) and \( J \) (resp. \( \Psi \)) dependences of \( W \) (resp. \( \Gamma \)) are not systematically indicated to alleviate the notations. We introduce the alternative notation, e.g.,
\[
W_{\kappa,i,j}[x, x'; J] = \frac{\delta^2 W_{\kappa}}{\delta j_i(x) \delta j_j(x')},
\] (A.17)
where the first (resp. second) exponent in \((1, 1)\) refers to the number of derivatives with respect to \( j \) (resp. \( f \)). The relationship between the two definitions of the connected two-point functions is therefore
\[
\hat{W}_{\kappa}^{(2)}[x, x'; J] = \left( \begin{array}{cc} \frac{\delta^2 W_{\kappa}}{\delta j(x) \delta j(x')} & \frac{\delta^2 W_{\kappa}}{\delta j(x) \delta j'(x')} \\ \frac{\delta^2 W_{\kappa}}{\delta j(x') \delta j(x)} & \frac{\delta^2 W_{\kappa}}{\delta j(x') \delta j'(x)} \end{array} \right) = \left( \begin{array}{cc} W_{\kappa}^{(2,0)}[x, x'; J] & W_{\kappa}^{(1,1)}[x, x'; J] \\ W_{\kappa}^{(1,1)}[x', x; J] & W_{\kappa}^{(0,2)}[x', x'; J] \end{array} \right),
\] (A.18)
that is,
\[
W_{\kappa}^{(2)}[x, x'] = W^{(1,1)}[x, x'] = W_{\kappa}^{(2)}[x', x] \\
W_{\kappa}^{(2)}[x, x'] = W^{(2,0)}[x, x'], \\
W_{\kappa}^{(2)}[x, x'] = W^{(0,2)}[x, x'].
\] (A.19)
The same kind of relations exist between the two-point vertex functions \( \Gamma^{(n,\bar{n})}(x, x'), n + \bar{n} = 2 \). In Fourier space, this implies
\[
\hat{W}_{\kappa}^{(2)}[q, q'; J] = \left( \begin{array}{cc} W_{\kappa}^{(2,0)}[q, q'; J] & W_{\kappa}^{(1,1)}[q, q'; J] \\ W_{\kappa}^{(1,1)}[q', q; J] & W_{\kappa}^{(0,2)}[q', q; J] \end{array} \right).
\] (A.20)
When these functions are evaluated in a uniform field configuration, this matrix becomes proportional to \( \delta^{d+1}(q + q') \) and using the convention of equation (A.15), it yields
\[
\hat{W}_{\kappa}^{(2)}[q, J] = \left( \begin{array}{cc} W_{\kappa}^{(2,0)}(q) & W_{\kappa}^{(1,1)}(q) \\ W_{\kappa}^{(1,1)}(-q) & W_{\kappa}^{(0,2)}(-q) \end{array} \right) \quad \text{for } J \text{ uniform}
\] (A.21)
and similar relations for \( \hat{\Gamma}_{\kappa}^{(2)}(q; \Psi) \) when \( \Psi \) is uniform.

The modified Legendre transform \( \Gamma_{\kappa} \) (the effective average action) is defined by
\[
\Gamma_{\kappa} + W_{\kappa} = J \int \Phi - \frac{1}{2} \int x' \cdot \Phi - \int x' \cdot \hat{R}_{\kappa} (x - x') \cdot \Psi(x).
\] (A.22)
In Fourier space
\[
R_{\kappa}(q) = \begin{pmatrix} 0 & R_{11}(q) & R_{12}(q) \\ R_{12}(-q) & R_{11}(q) & R_{22}(q) \end{pmatrix},
\] (A.23)
where we have taken \( R_{22}^{(2)}(q) = 0 \). The true Legendre transform of \( W_{\kappa} \) is therefore \( \Gamma_{\kappa} + \frac{1}{2} \int \Phi' \cdot R_{\kappa} \cdot \Phi \). We thus find that the full field-dependent propagator is
\[
\hat{G}_{\kappa} = (\hat{\Gamma}_{\kappa} + \hat{R}_{\kappa})^{-1} = \hat{W}_{\kappa}^{(2)}
\] (A.24)
since
\[ \int \hat{W}^{(2)}(\mathbf{x}, \mathbf{y}; J) \cdot (\hat{\Gamma}^{(2)} + \hat{R})[\mathbf{y}, \mathbf{z}; \psi] = \delta^{d+1}(\mathbf{x} - \mathbf{z}) I_2, \]  
(A.25)
where \( I_2 \) is the 2 \times 2 unit matrix. In Fourier space this relation can be written as
\[ \int \hat{W}^{(2)}(\mathbf{p}, \mathbf{q}; J) \cdot (\hat{\Gamma}^{(2)} + \hat{R})[-\mathbf{q}, \mathbf{p}; \psi] = (2\pi)^{d+1} \delta^{d+1}(\mathbf{p} + \mathbf{p}') I_2. \]  
(A.26)
The exact flow equation for \( \Gamma_x \) can be written as, in Fourier space,
\[ \partial_t \Gamma_x[\psi] = \frac{1}{2} \operatorname{Tr} \int_q \partial_q \hat{\Gamma}_x(q) \cdot \hat{G}_x[q, -q; \psi] \]  
(27)
with \( \hat{G}_x \) being defined by equations (A.20), (A.24) and (A.25). Note that this equation can be conveniently rewritten as
\[ \partial_t \Gamma_x[\psi] = \frac{1}{2} \partial_t \left[ \ln \left( \hat{\Gamma}_x^{(2)} + \hat{R}_x \right) \right] \]  
(28)
where \( \partial_t = \partial_t \Gamma_x \partial / \partial \Gamma_x \), which is frequently used.

It is in general sufficient to consider the flows of the vertex functions evaluated in a uniform field configuration \( \Psi_x \) (for the calculations performed within the derivative expansion for instance). In this case, the equations simplify since the problem becomes translational invariant. The flow of the two-point functions in the configuration \( \Psi_x \) reads
\[ \partial_t \Gamma_x^{(2)}(\mathbf{p}; \Psi_x) = \operatorname{Tr} \int_q \partial_q \hat{R}(q) \cdot \hat{G}(q) \cdot \left( \hat{\Gamma}_x^{(3)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) + \hat{R}(\mathbf{p} + \mathbf{q}) \right) \]  
(29)
where in the uniform field configuration \( \Psi_x \) and using the convention of equation (A.15),
\[ \hat{G}_x(q, \Psi_x) \cdot \left( \hat{\Gamma}_x^{(2)}(\mathbf{q}, \Psi_x) + \hat{R}_x(q) \right) = I_2 \]  
(30)
and thus, omitting to write the \( \Psi_x \) dependences
\[ \hat{G}_x(q) = \frac{1}{P(q)} \begin{pmatrix} -\Gamma_x^{(0,2)}(q) - R_x^{02}(q) & \Gamma_x^{(1,1)}(q) + R_x^{11}(q) \\ \Gamma_x^{(1,1)}(-q) + R_x^{11}(-q) & -\Gamma_x^{(2,0)}(q) \end{pmatrix} \]  
(31)
with
\[ P(q) = -\Gamma_x^{(2,0)}(q)(\Gamma_x^{(0,2)}(q) + R_x^{02}(q)) + (\Gamma_x^{(1,1)}(-q) + R_x^{11}(-q))(\Gamma_x^{(1,1)}(q) + R_x^{11}(q)). \]  
(32)
The three-point functions appearing in equation (A.29) are defined by
\[ \hat{\Gamma}_x^{(3)}[\mathbf{x}, \mathbf{y}, \mathbf{z}; \psi] = \frac{\delta \hat{W}^{(2)}[\mathbf{x}, \mathbf{y}; \psi]}{\delta \psi_x(z)} \]  
(33)
and in (A.29), they are evaluated in a uniform field configuration and Fourier transformed. The same kind of definition holds of course for the four-point functions. In a uniform field configuration, the precise relationship between the \( \hat{\Gamma}_x^{(3)} \)s and the \( \hat{\Gamma}_x^{(a,b)} \)s is
\[ \hat{\Gamma}_1^{(3)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) = \begin{pmatrix} \Gamma_x^{(3,0)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) & \Gamma_x^{(2,1)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) \\ \Gamma_x^{(1,2)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) & \Gamma_x^{(1,2)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) \end{pmatrix} \]  
(34)
and
\[ \hat{\Gamma}_2^{(3)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) = \begin{pmatrix} \Gamma_x^{(2,1)}(\mathbf{q}, -\mathbf{p} - \mathbf{p}, \mathbf{p}) & \Gamma_x^{(1,2)}(\mathbf{q}, -\mathbf{p} - \mathbf{p}, \mathbf{p}) \\ \Gamma_x^{(1,2)}(-\mathbf{p} - \mathbf{p}, \mathbf{q}, \mathbf{p}) & \Gamma_x^{(0,3)}(\mathbf{p}, \mathbf{q}, -\mathbf{p} - \mathbf{q}) \end{pmatrix}. \]  
(35)
and for the four-point functions:

\[
\hat{\Gamma}^{(4)}_{12}(p, -p, q, -q) = \left( \frac{\Gamma^{(3,1)}_\epsilon(p, q, -q)}{\Gamma^{(2,2)}_\epsilon(p, -p, q)} \frac{\Gamma^{(2,2)}_\epsilon(p, q, -p)}{\Gamma^{(1,3)}_\epsilon(p, -p, -q)} \right)
\]

(A.36)

\[
\hat{\Gamma}^{(4)}_{11}(p, -p, q, -q) = \left( \frac{\Gamma^{(4,0)}_\epsilon(p, q, -q)}{\Gamma^{(3,1)}_\epsilon(p, -p, q)} \frac{\Gamma^{(3,1)}_\epsilon(p, -p, -q)}{\Gamma^{(2,2)}_\epsilon(p, q, -q)} \right)
\]

(A.37)

\[
\hat{\Gamma}^{(4)}_{22}(p, -p, q, -q) = \left( \frac{\Gamma^{(2,2)}_\epsilon(q, -q, p, -p)}{\Gamma^{(1,3)}_\epsilon(-q, p, -q)} \frac{\Gamma^{(1,3)}_\epsilon(q, p, -p)}{\Gamma^{(0,4)}_\epsilon(p, -p, q, -q)} \right).
\]

(A.38)

A.3. Formulas for the supersymmetric formalism

In this appendix, the expressions of the supersymmetric propagator \(G_\epsilon[\sigma_1, \sigma_2; \Psi]\) and vertex functions \(\Gamma^{(i)}_\epsilon\) and \(\Gamma^{(d)}_\epsilon\), are derived. For the propagator, one needs to determine the inverse of \((\Gamma^{(2)}_\epsilon + R_\epsilon)\). Taking two successive functional derivatives of \(\Gamma^{(2)}_\epsilon\) defined by ansatz (75) with respect to \(\Phi(\sigma_1)\) and \(\Psi(\sigma_2)\) and evaluating the resulting expression at uniform and stationary superfield \(\Psi(\sigma_1, \sigma_2) \equiv \psi\) yields

\[
(\Gamma^{(2)}_\epsilon + R_\epsilon)(\sigma_1, \sigma_2) = \left\{ X_\epsilon(\psi)(DD - \bar{D}D)_{\sigma_1} - Z_\epsilon(\psi)\nabla_{\sigma_1}^2 + R_\epsilon(\vec{x}_1 - \vec{x}_2) + U''_\epsilon(\psi) \right\} \times \delta^{d+3}(\sigma_1 - \sigma_2),
\]

(A.39)

with \(\delta^{d+3}(\sigma_1 - \sigma_2) \equiv \delta(t_1 - t_2)\delta^3(\vec{x}_1 - \vec{x}_2)\delta(\theta_1 - \theta_2)\delta(\bar{\theta}_1 - \bar{\theta}_2)\) and recalling that for Grassmann variables \(\delta(\theta) = \bar{\theta}\). It is convenient to Fourier transform this expression in space and time only (and not in the Grassmann directions since there is no translational invariance in these directions). Using the convention of equation (A.15)—that is without writing the \((2\pi)\) and \(\delta(.)\) factors resulting from translational invariance in space and time—we find

\[
(\Gamma^{(2)}_\epsilon + R_\epsilon)(q_1, \Theta_1, \Theta_2) = \left\{ \left[ Z_\epsilon(\psi)q_1^2 + R_\epsilon(q_1^2) + U''_\epsilon(\psi) \right]\delta^2(\Theta_1 - \Theta_2)
\]

\[+ i\omega_1 X_\epsilon(\psi)\delta^2(\Theta_1, \Theta_2) - 2X_\epsilon(\psi) \right\}
\]

(A.40)

with \(\Theta \equiv (\theta, \bar{\theta})\) and \(\delta^2(\Theta_1 - \Theta_2) \equiv \delta(\theta_1 - \theta_2)\delta(\bar{\theta}_1 - \bar{\theta}_2)\).\(\bar{\delta}^2(\Theta_1, \Theta_2) \equiv (\theta_1 - \theta_2)(\bar{\theta}_1 - \bar{\theta}_2).\) Let us now determine its inverse \(G_\epsilon\). As \((\Gamma^{(2)}_\epsilon + R_\epsilon)\) is diagonal in frequencies and momenta, so is \(G_\epsilon\). The inversion relation can be written as

\[
\int d\Theta_3 G_\epsilon(\omega, \bar{q}, \Theta_1, \Theta_3) \left[ (\Gamma^{(2)}_\epsilon + R_\epsilon)(\omega, q, \Theta_3, \Theta_2) \right] = \delta^2(\Theta_1 - \Theta_2).
\]

(A.41)

We search for the inverse \(G_\epsilon\) of \((\Gamma^{(2)}_\epsilon + R_\epsilon)\) assuming the same structure in the Grassmann directions, that is

\[
G_\epsilon(\omega, q, \Theta_1, \Theta_2) = a_1(\omega, q)\delta^2(\Theta_1 - \Theta_2) + a_2(\omega, q)\bar{\delta}^2(\Theta_1, \Theta_2) + a_3(\omega, q).
\]

(A.42)

The coefficients \(a_i\) can then be calculated using equation (A.41). One finds

\[
a_1(\omega, q) = h(q)/P(q, \omega, \psi)
\]

\[
a_2(\omega, q) = -i\alpha X_\epsilon(\psi)/P(q, \omega, \psi)
\]

\[
a_3(\omega, q) = 2X_\epsilon(\psi)/P(q, \omega, \psi).
\]

(A.43)

where \(P(q, \omega, \psi) = h^2(q) + X_\epsilon(\psi)\omega^2\) and \(h(q) = Z_\epsilon(\psi)q^2 + R_\epsilon(q^2) + U''_\epsilon(\psi)\).

Let us eventually give the expressions of the three- and four-point vertex functions. By taking an additional functional derivative of the ansatz (75) and evaluating the result at the
uniform and stationary field configuration, one finds

\[
\Gamma^{(3)}(\sigma_1, \sigma_2, \sigma_3) = U^{(3)}(\psi) \delta^{d+3}(\sigma_1 - \sigma_2) \delta^{d+3}(\sigma_1 - \sigma_3) \\
- Z_{\psi}(\psi) \left[ \delta^{d+3}(\sigma_1 - \sigma_2) \nabla_{\sigma_1}^{2} \delta^{d+3}(\sigma_1 - \sigma_3) \\
+ \delta^{d+3}(\sigma_1 - \sigma_3) \nabla_{\sigma_1}^{2} \delta^{d+3}(\sigma_1 - \sigma_2) \\
+ \nabla_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_3) \nabla_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_2) \\
+ X_{\psi}(\psi) \left[ \delta^{d+3}(\sigma_1 - \sigma_2)(D \tilde{D} - \tilde{D} D)_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_3) \\
+ \delta^{d+3}(\sigma_1 - \sigma_3)(D \tilde{D} - \tilde{D} D)_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_2) \\
+ D_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_2) \tilde{D}_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_3) \\
+ D_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_3) \tilde{D}_{\sigma_1} \delta^{d+3}(\sigma_1 - \sigma_2) \right] \right] \\
\text{(A.44)}
\]

which in Fourier space can be written as

\[
\Gamma^{(3)}(\mathbf{q}_1, \Theta_1, \mathbf{q}_2, \Theta_2, \Theta_3) = \left\{ \left[ U^{(3)}(\psi) - Z_{\psi}(\psi) (\hat{q}_1^2 + \hat{q}_2^2 + \hat{q}_{12}^2 + \hat{q}_1 \hat{q}_2) \right] \right. \\
\times \delta^2(\Theta_1 - \Theta_2) \delta^2(\Theta_1 - \Theta_3) \\
- 2X_{\psi}(\psi) \left[ \delta^2(\Theta_1 - \Theta_2) \delta^2(\Theta_1 - \Theta_3) \right] \\
+ X_{\psi}(\psi) \left[ (\hat{q}_1 - \Theta_1)(\hat{q}_1 - \Theta_2) + (\hat{q}_2 - \Theta_1)(\hat{q}_2 - \Theta_3) \right] \\
+ 2i(\omega_1 + \omega_2) X_{\psi}(\psi) (\Theta_1 - \Theta_3)(\Theta_1 - \Theta_2)(\Theta_2 - \Theta_3) \\
\left. + 2 \leftrightarrow 3 \right\}, \quad \text{(A.45)}
\]

where, by translational invariance, \(\omega_3 = -\omega_1 - \omega_2\). The expression of the four-point vertex function follows from the same procedure, which yields in Fourier space

\[
\Gamma^{(4)}(\mathbf{q}_1, \Theta_1, \mathbf{q}_2, \Theta_2, \mathbf{q}_3, \Theta_3, \Theta_4) = \left\{ \left[ U^{(4)}(\psi) + Z_{\psi}(\psi) (\hat{q}_1^2 + \hat{q}_2^2 + \hat{q}_{12}^2 + \hat{q}_1 \hat{q}_2 + \hat{q}_1 \hat{q}_3 + \hat{q}_1 \hat{q}_4) \right] \right. \\
\times \delta^2(\Theta_1 - \Theta_2) \delta^2(\Theta_1 - \Theta_3) \delta^2(\Theta_1 - \Theta_4) \\
- 2X_{\psi}(\psi) \left[ \delta^2(\Theta_1 - \Theta_2) \delta^2(\Theta_1 - \Theta_3) + 3 \leftrightarrow 4 + 2 \leftrightarrow 3 \right] \\
+ X_{\psi}(\psi) \left[ \delta^2(\Theta_1 - \Theta_3)(\Theta_1 - \Theta_4)(\Theta_1 - \Theta_2) + 3 \leftrightarrow 4 \right] \\
+ \delta^2(\Theta_1 - \Theta_3)(\Theta_1 - \Theta_4)(\Theta_1 - \Theta_2) + 2 \leftrightarrow 4 \\
+ \delta^2(\Theta_1 - \Theta_2)(\Theta_1 - \Theta_4)(\Theta_1 - \Theta_3) + 2 \leftrightarrow 3 \\
- X_{\psi}(\psi) \left[ i(\omega_1 + \omega_2 + \omega_3)(\Theta_1 - \Theta_2)(\Theta_1 - \Theta_3)(\Theta_1 - \Theta_4) \right] \\
\times (\hat{q}_1 \hat{q}_2 \hat{q}_3 + \hat{q}_1 \hat{q}_2 \hat{q}_4) + 3 \leftrightarrow 4 + 2 \leftrightarrow 4 \right\}, \quad \text{(A.46)}
\]

where again, by translational invariance, \(\omega_4 = -\omega_1 - \omega_2 - \omega_3\).
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