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Abstract

We study relations between the decaying rates of operator semigroups on Hilbert spaces and some spectral properties of their respective generators; in particular, we show that the decaying rates of orbits of semigroups which are stable but not exponentially stable, typically in Baire’s sense, depend on sequences of time going to infinity.

1 Introduction

There is a vast literature concerning the theory of stability for solutions of the abstract Cauchy problem

\[
\begin{cases}
\dot{x}(t) = Ax(t), & t \geq 0, \\
x(0) = x, & x \in \mathcal{H},
\end{cases}
\]

(ACP)

where \( A \) is the generator of a \( C_0 \)-semigroup \((T(t))_{t \geq 0}\) on a Hilbert space \( \mathcal{H} \); such theory has a very rich intersection with spectral theory, harmonic analysis, and numerous applications to partial differential equations. Actually, a great part of the recent interest in the study of stability of solutions of (ACP) comes from damped wave equations and other models (see [3, 6, 16, 20] and references therein).

Among the important results in this field we highlight the characterization of exponential stability for \( C_0 \)-semigroups on Hilbert spaces (Gearhart-Prüss Theorem) due to Herbst, Howland and Prüss [10, 11, 15], the stability theorem, by Arendt, Batty, Lyubich and Vù [2, 13], stating that a bounded \( C_0 \)-semigroup on a Banach space is (strongly) stable if the peripheral spectrum of its generator is countable and contains no residual spectrum. We also highlight the recent results obtained by Borichev and Tomilov [6], by Batty, Chill and Tomilov [3] and very recently by Rozendaal, Seifert, and Stahn [16], relating estimates on the norm of the resolvent of the generator to quantitative rates of convergence of the form

\[
\|T(t)A^{-1}\|_{\mathcal{B}(\mathcal{H})} = O(r(t)), \quad t \to \infty,
\]

with \( \lim_{t \to \infty} r(t) = 0 \), developed in order to explore polynomial and logarithmic scales, among others, of decaying rates of bounded \( C_0 \)-semigroups. As it is well known, this strategy has allowed numerous
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applications of the theory to PDEs; namely, estimates on the norm of the resolvent of the generator are often easier to compute than the estimates on the norm of the semigroup itself. In this context, we refer to [1, 3, 7, 8, 16], among others.

An important intermediate step from Gearhart-Prüss Theorem to results by Rozendaal et al. [16] was the Batty-Duyckaerts Theorem (Theorem 1.1 below) which relates the decaying rates of \( \|T(t)A^{-1}\|_{B(X)} \), \( i\mathbb{R} \subset \varrho(A) \), with the arbitrary growth of the norm of the resolvent of the generator. In order to properly recall such result, we need some preliminaries.

For every \( A \), the generator of a bounded \( C_0 \)-semigroup \((T(t))_{t \geq 0}\) on a Banach space \( X \), with \( i\mathbb{R} \subset \varrho(A) \), consider a continuous non-decreasing function

\[
M(y) := \max_{\lambda \in [-y, y]} \|R(i\lambda, A)\|_{B(X)}, \quad y \geq 0,
\]

and the associated function

\[
M_{\log}(y) := M(y)(\log(1 + M(y)) + \log(1 + y)), \quad y \geq 0.
\]

Denote by \( M_{\log}^{-1} : [M_{\log}(0), \infty) \to \mathbb{R} \) the inverse of \( M_{\log} \).

**Theorem 1.1** (Theorem 1.5 in [4]). Let \((T(t))_{t \geq 0}\) be a bounded \( C_0 \)-semigroup on a Banach space \( X \), with generator \( A \) such that \( i\mathbb{R} \subset \varrho(A) \). Then, there exists \( C > 0 \) such that

\[
\|T(t)A^{-1}\|_{B(X)} = O(1/M_{\log}^{-1}(t/C)), \quad t \to \infty.
\]

(1)

For a refinement of (1) on Hilbert spaces, see [3, 6] (see also Theorem 1.5 ahead).

The proof of Theorem 1.1 by Batty and Duyckaerts [4], which uses a technique developed by Korevaar [12], makes use of Cauchy’s Theorem and Neumann series expansions. Usually, the problem of obtaining lower bounds for the decaying rates of stable bounded \( C_0 \)-semigroups passes through the understanding of some theory of integral representation (like, for instance, Cauchy’s theory and the functional calculus of sectorial operators [3, 4]). In this paper, we use the joint resolution of the identity for normal operators [5, 18] and a result due to Muller and Tomilov [14] (see Theorem 2.1 ahead) to find the typical asymptotic behavior, in Baire’s sense, of the orbits of normal \( C_0 \)-semigroups of contractions. We also say something about non-normal semigroups. To the best of our knowledge, none of this has been detailed in the literature yet.

### 1.1 Brief discussion of our main results

Let, for every \( \lambda \in \mathbb{C} \) and every \( t \geq 0 \), \( g_t(\lambda) = e^{t\lambda} \), and let \( N \) be a normal operator on a Hilbert space \( \mathcal{H} \); denote by \( \varrho(N) \) and \( \sigma(N) \) the resolvent set and spectrum of \( N \), respectively, and by \( R(\lambda) \) the real part of the complex number \( \lambda \). We note that if \( \{z \in \mathbb{C} : R(z) > 0 \} = \mathbb{C}_+ \subset \varrho(N) \), then, by the spectral functional calculus, \( (e^{tN})_{t \geq 0} := (g_t(N))_{t \geq 0} \) is a normal \( C_0 \)-semigroup of contractions generated by \( N \). It is well known that every normal \( C_0 \)-semigroup of contractions is of this form [17].

As discussed previously, after Batty and Duyckaerts [4] have related the decaying rates of stable bounded \( C_0 \)-semigroups to the arbitrary growth of the norms of the respective resolvents, the study of polynomial and logarithmic scales of such rates has been the subject of many recent papers (see...
[3, 6, 16] and references therein). In contrast with this setting, our first result says that the decaying rates of the orbits of normal $C_0$-semigroups of contractions, typically in Baire's sense, may depend on sequences of time going to infinity.

**Theorem 1.2.** Let $N$ be a normal operator in $\mathcal{H}$ such that $\sup \{R(\lambda) : \lambda \in \sigma(N)\} = 0$ and let $\alpha, \beta : \mathbb{R}_+ \rightarrow (0, \infty)$ be real functions so that

$$\lim_{t \to \infty} \alpha(t) = \infty \quad \text{and} \quad \lim_{t \to \infty} \beta(t)e^{-t\epsilon} = 0, \ \forall \epsilon > 0.$$ 

Suppose that $(e^{tN})_{t \geq 0}$ is stable. Then,

$$\mathcal{G}_N(\alpha, \beta) := \{ x \mid \limsup_{t \to \infty} \alpha(t)\|e^{tN}x\|_{\mathcal{H}} = \infty \quad \text{and} \quad \liminf_{t \to \infty} \beta(t)\|e^{tN}x\|_{\mathcal{H}} = 0 \}$$

is a dense $G_δ$ set in $\mathcal{H}$. Moreover, the assumption on $\beta$ is optimal, that is, $\beta$ cannot be chosen to grow faster than sub-exponentially.

The next example shows that the asymptotic behavior of the orbit of a classical solution to (ACP), in Baire's sense, may be atypical.

**Example 1.1.** Let $\varphi : [2, \infty) \rightarrow \mathbb{C}$ given by the action $\varphi(y) := \frac{1}{\ln y} + iy$, and then define $M_\varphi : \mathcal{D}(M_\varphi) \subset L^2[2, \infty) \rightarrow L^2[2, \infty)$,

$$(M_\varphi f)(y) = -\varphi(y)f(y),$$

where $f \in \mathcal{D}(M_\varphi) := \{ u \in L^2[2, \infty) \mid \varphi u \in L^2[2, \infty) \}$. $M_\varphi$ is a normal operator such that $\sigma(M_\varphi) = \{-\frac{1}{\ln y} - iy, \ y \geq 2\}$, which implies that $\sup \{R(\lambda) : \lambda \in \sigma(M_\varphi)\} = 0$.

It is possible to show that

$$\|e^{tM_\varphi}M_\varphi^{-1}\|_{\mathcal{B}(L^2[2, \infty))} = O(e^{-2\sqrt{t}})$$

(this is Example 5.2 in [3]). In particular, there is $C > 0$ such that, for each $x \in \mathcal{D}(M_\varphi)$ and each $t \geq 0$,

$$\|e^{tM_\varphi}x\|_{\mathcal{H}} \leq Ce^{-2\sqrt{t}}\|x\|_{\mathcal{H}}. \quad (2)$$

We note that (2) is not the typical behavior of an orbit of such semigroup. Namely, let $\alpha(t) = t$ and $\beta(t) = t$, for all $t > 0$. If (2) holds, then $x \in \mathcal{G}_{M_\varphi}(\alpha, \beta) = \mathcal{H} \setminus \mathcal{G}_{M_\varphi}(\alpha, \beta)$, which is, by Theorem 1.2, a countable union of closed sets of empty interior in $\mathcal{H}$.

Finally, we also note that, by Theorem 1.2, each typical orbit goes to zero at a fixed but arbitrarily slow rate for a sequence of time going to infinity and sub-exponentially fast for another one.

With respect to Theorem 1.2, Example 1.2 illustrates that in some cases very regular initial data may belong to the typical set $\mathcal{G}_N(\alpha, \beta)$ with erratic behavior.

**Example 1.2.** Let $A : l^2(\mathbb{Z}) \rightarrow l^2(\mathbb{Z})$ be the linear operator given by

$$(Au)_n = u_{n-1} + u_{n+1}, \ n \in \mathbb{Z}.$$ 

It is known that $A$ is unitarily equivalent to the multiplication operator $M_\phi$ on $L^2[0, 2\pi)$, with $\phi(x) = 2\cos(x)$, from which follows that $A$ is a bounded self-adjoint operator with continuous spectrum $\sigma(A) = \sigma(M_\phi) = \sigma_c(M_\phi) = [-2, 2]$ (see [9] for details).
Now we consider the discrete Laplacian, $\Delta$, given on $\ell^2(\mathbb{Z})$ by the action

$$(\Delta u)_n = (Au)_n - 2u_n.$$ 

So, $\Delta$ is a bounded self-adjoint operator with continuous spectrum $\sigma(\Delta) = [-4, 0]$, from which it follows that $(e^{t\Delta})_{t \geq 0}$ is stable but not exponentially stable; therefore, $\Delta$ satisfies the hypotheses of Theorem 1.2. We note that for every $x \in \mathcal{G}_\Delta(\alpha, \beta)$, $(e^{t\Delta} x)_{t \geq 0}$ is infinitely differentiable since the discrete Laplacian is a bounded linear operator.

Now we recall that every normal operator $N$ can be written as $N = N_R + iN_I$, where $N_R$ and $N_I$ are self-adjoint operators such that $N_R N_I = N_I N_R$. The next theorem, a new spectral classification of (strong) stability for normal $C_0$-semigroups of contractions, is a direct application of Gearhart-Prüss Theorem and Theorem 1.2.

**Theorem 1.3.** Let $N = N_R + iN_I$ be a normal operator in $\mathcal{H}$ so that $\mathbb{C}_+ \subset \sigma(N)$. Then:

i) All orbits of $(e^{tN})_{t \geq 0}$ converge to zero with exponential rate if, and only if, $0 \notin \sigma(N_R)$.

ii) The set $\mathcal{G}_N(\alpha, \beta)$ is a dense $G_\delta$ set in $\mathcal{H}$, for every $\alpha$ and every $\beta$ as in the statement of Theorem 1.2, if and only if $0 \in \sigma(N_R)$ and $0$ is not an eigenvalue of $N_R$.

iii) The set $\mathcal{F}_N$ of $x \in \mathcal{H}$ such that $(e^{tN} x)_{t \geq 0}$ does not converge to zero is a dense open set in $\mathcal{H}$ if, and only if, $0$ is an eigenvalue of $N_R$.

Our next result is a partial extension of Theorem 1.2 to non-normal semigroups. We recall that the exponential growth bound of a $C_0$-semigroup $(T(t))_{t \geq 0}$ on $\mathcal{H}$ is defined as [20]

$$\omega_0(T) := \lim_{t \to \infty} \frac{\ln \| T(t) \|_{\mathcal{B}(\mathcal{H})}}{t}.$$ 

**Theorem 1.4.** Let $(T(t))_{t \geq 0}$ be a bounded $C_0$-semigroup on $\mathcal{H}$ such that $\omega_0(T) = 0$, and let $A$ be its generator. Suppose that $A$ is injective and, for some $k \geq 1$, that

$$\| T(t) A^{-k} \|_{\mathcal{B}(\mathcal{H})} = O(r(t)), \quad t \to \infty,$$

with $\lim_{t \to \infty} r(t) = 0$. Let $\alpha, \beta : \mathbb{R}_+ \to (0, \infty)$ be real functions so that

$$\lim_{t \to \infty} \alpha(t) = \infty \quad \text{and} \quad \liminf_{t \to \infty} \beta(t) r(t) = 0.$$

Then,

$$\mathcal{G}_A(\alpha, \beta) = \{ x \mid \lim_{t \to \infty} \sup \alpha(t) \| T(t)x \|_{\mathcal{H}} = \infty \ \text{and} \ \liminf_{t \to \infty} \beta(t) \| T(t)x \|_{\mathcal{H}} = 0 \}$$

is a dense $G_\delta$ set in $\mathcal{H}$.

**Remark 1.1.**

i) We note that, by Theorem 1.1, if $i\mathbb{R} \subset \sigma(A)$, then hypothesis (H) is satisfied. Namely, it is possible to show that (H) holds if and only if $i\mathbb{R} \subset \sigma(A)$; for details, see [4].

ii) The main dynamical difference between Theorems 1.2 and 1.4 is that the former, under the perspective of this work, describes the exact (large time) asymptotic behavior of normal $C_0$-semigroups of contractions, while the main spectral difference between Theorems 1.2 and 1.4 is that in Theorem 1.2, one may have $\sigma(N) \cap i\mathbb{R} \neq \emptyset$. Namely, thanks to the Spectral Theorem, we do not need to use hypothesis (H) to prove it.
iii) Suppose that there exists an $a > 0$ such that $\|T(t)A^{-1}\|_{B(H)} = O(t^{-a})$. Since, for every $k \geq 1$,
\[
\|T(t)A^{-k}\|_{B(H)} = \|\|T(t/k)A^{-1}\|^k\|_{B(H)},
\]
one has
\[
\|T(t)A^{-k}\|_{B(H)} = O(t^{-ka}).
\]
Thus, it follows from Theorem 1.4 that
\[
\bigcap_{k \geq 1} \{x \mid \limsup_{t \to \infty} \alpha(t)\|T(t)x\|_H = \infty \text{ and } \liminf_{t \to \infty} t^{ka/2}\|T(t)x\|_H = 0\}
\]
is a dense $G_\delta$ set in $\mathcal{H}$. One should compare this with Example 1.1: the asymptotic behavior
of the orbit of a classical solution to (ACP), in Baire’s sense, is atypical.

Consider the following result.

**Theorem 1.5** (Theorem 1.3 in [3]). Let $(T(t))_{t \geq 0}$ be a bounded $C_0$-semigroup on a Hilbert space $\mathcal{H}$,
with generator $A$, so that $i\mathbb{R} \subset \rho(A)$. Then, given $a > 0$ and $b \in \mathbb{R}$, the following assertions are
equivalent:

i) $\|(isI - A)^{-1}\|_{B(H)} = O(|s|^a(\ln |s|)^{-b}), \quad |s| \to \infty,$

ii) $\|T(t)A^{-1}\|_{B(H)} = O(t^{-\frac{b}{2}(\ln t)^{-b/a}}), \quad t \to \infty.$

**Remark 1.2.**

i) Although the condition $b \geq 0$ is presented in the statement of Theorem 1.5 in [3], it is not
necessary to impose any restriction on $b$, as it was shown in Theorem 1.1 in [16].

ii) We note that Theorem 1.4 can be naturally combined with Theorem 1.5 in order to produce
refined scales of decaying rates of bounded $C_0$-semigroups. Namely, if we replace condition (H)
in Theorem 1.4 by the condition depicted in item ii) of Theorem 1.5, then each typical orbit
of the semigroup contains a sequence that decays to zero no faster than a fixed but arbitrarily
slow rate, and, by Remark 1.1, a sequence that decays to zero at a rate super-polynomial. In
this sense, we show that typical orbits display unexpected and erratic behavior.

iii) There are in the literature numerous examples of evolution equations whose associated semi-
groups satisfy the assumptions of Theorem 1.4 (see [3, 7, 8, 16] and references therein);
particularly, such result also applies to some damped wave equations [1, 19].

### 1.2 Organization of text

The organization of this paper is as follows. In Section 2 we present a detailed study of the
relation between the (polynomial) decaying rates of a normal semigroup and the local scale spectral
properties of its generator; in particular, we prove Theorems 1.2 and 1.4.

Some words about notation: $R(z)$ denotes the real part of $z \in \mathbb{C}$, $\mathbb{C}_+ = \{z \in \mathbb{C} : R(z) > 0\}$
and $\mathcal{H}$ denotes a complex Hilbert space. Let $B(\mathcal{H})$ denote the space of all bounded linear operators
on $\mathcal{H}$. If $A$ is a linear operator in $\mathcal{H}$, we denote its domain by $\mathcal{D}(A)$, its kernel by $\text{kernel}(A)$, its
spectrum by $\sigma(A)$ and the respective resolvent set by $\varrho(A)$. For each $x \in \mathbb{R}$ and each $r > 0$, $B(x, r)$ denotes the open interval $(x - r, x + r)$. Finally, $\| \cdot \|_{\mathcal{B}(\mathcal{H})}$ denotes the norm in $\mathcal{B}(\mathcal{H})$, and $\| \cdot \|_\mathcal{H}$ the norm in $\mathcal{H}$.

2 Fine scales of decaying rates

2.1 Normal semigroups: polynomial decaying rates × spectral properties

It follows from the Spectral Theorem that every normal operator $N$ on a Hilbert space $\mathcal{H}$, with $\mathbb{C}_+ \subset \varrho(N)$, generates a normal $C_0$-semigroup of contractions; namely,

$$e^{tN} = \int_{\sigma(N)} e^{t\lambda} dE_N(\lambda),$$

where $E_N$ is the resolution of the identity of $N$. It is known that every normal $C_0$-semigroup of contractions is of this form [17].

We recall that every normal operator $N$ can be written as $N = N_R + iN_I$, where

$$N_R = \frac{N + N^*}{2} \quad \text{and} \quad N_I = -i \frac{N - N^*}{2}$$

are self-adjoint operators and $N_RN_I = N_IN_R$. In this case, $E_N$ corresponds to a joint resolution of the identity associated with the operator pair $(N_R, N_I)$ [5, 18]. Thus, for every $x \in \mathcal{H}$, $\|x\|_\mathcal{H} = 1$,

$$\|e^{tN}x\|_\mathcal{H}^2 = \|e^{t(N_R+iN_I)}x\|_\mathcal{H}^2$$

$$= \int_{\sigma(N_R) \times \sigma(N_I)} |e^{t(y+iv)}|^2 d\mu_{x}^{N_R}(y) d\mu_{x}^{N_I}(v)$$

$$= \int_{\sigma(N_I)} 1 d\mu_{x}^{N_I}(v) \int_{\sigma(N_R)} e^{2ty} d\mu_{x}^{N_R}(y)$$

$$= \int_{-\infty}^{0} e^{2ty} d\mu_{x}^{N_R}(y) ,$$

(3)

where $\mu_{x}^{N_R}$ denotes the spectral measure of $N_R$ associated with $x$; the last equality in (3) is a consequence from fact that $(e^{tN})_{t \geq 0}$ is a semigroup of contractions. Thus, at least when $\mu_{x}^{N_R}$ has a certain local regularity (with respect to the Lebesgue measure), we expect that

$$\|e^{tN}x\|_\mathcal{H}^2 = \int_{-\infty}^{0} e^{2ty} d\mu_{x}^{N_R}(y) \sim \mu_{x}^{N_R}(B(0, 1/t)) .$$

If $f$ and $g$ are two real-value functions, $f \sim g$ means that $f$ and $g$ are asymptotically equivalent, that is,

$$\lim_{t \to \infty} \frac{f(t)}{g(t)} = 1 .$$

In order to present our next result, we recall the following definition.
Definition 2.1. Let \( \mu \) be a finite (positive) Borel measure on \( \mathbb{R} \). The pointwise lower and upper scaling exponents of \( \mu \) at \( w \in \mathbb{R} \) are defined, respectively, by

\[
d^-_\mu(w) := \liminf_{\epsilon \downarrow 0} \frac{\ln \mu(B(w, \epsilon))}{\ln \epsilon} \quad \text{and} \quad d^+_\mu(w) := \limsup_{\epsilon \downarrow 0} \frac{\ln \mu(B(w, \epsilon))}{\ln \epsilon},
\]

if, for all small enough \( \epsilon > 0 \), \( \mu(B(w, \epsilon)) > 0 \); \( d^+_\mu(w) := \infty \), otherwise.

Taking into account (3), the following result is expected.

Proposition 2.1. Let \( N \) be a normal operator so that \( \mathbb{C}_+ \subset \sigma(N) \), and let \( x \in \mathcal{H} \), with \( x \neq 0 \). Then,

\[
d^+_{\mu^N}(0) = -\liminf_{t \to \infty} \frac{\ln \|e^{tN}x\|_\mathcal{H}}{\ln t} \quad \text{and} \quad d^-_{\mu^N}(0) = -\limsup_{t \to \infty} \frac{\ln \|e^{tN}x\|_\mathcal{H}}{\ln t}.
\]

We note that Proposition 2.1 relates, for every \( x \in \mathcal{H} \), the polynomial decaying rates of \( \|e^{tN}x\|_\mathcal{H} \) to dimensional properties of the spectral measure \( \mu^N_x \). Namely, this result establishes an explicit relation between the dynamics of the semigroup and the local scale spectral properties of its generator.

We also note that Proposition 2.1 indicates that the polynomial decaying rates of an orbit \((e^{tN}x)_{t \geq 0}\) may depend on sequences of time going to infinity; by Proposition 2.1, this will occur if \( d^-_{\mu^N}(0) < d^+_{\mu^N}(0) \). We will show (Corollary 2.1) that if \((e^{tN})_{t \geq 0}\) is stable but not exponentially stable, then, Baire generically in \( \mathcal{H} \),

\[
d^-_{\mu^N}(0) = 0 \quad \text{and} \quad d^+_{\mu^N}(0) = \infty.
\]

Proof (Proposition 2.1). Let \( \mu \) be a finite (positive) Borel measure on \( \mathbb{R} \). We show that, for each \( w \in \mathbb{R} \),

\[
\liminf_{t \to \infty} \frac{\ln \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y)}{\ln t} = -d^+_\mu(w), \quad (4)
\]

\[
\limsup_{t \to \infty} \frac{\ln \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y)}{\ln t} = -d^-_\mu(w), \quad (5)
\]

so, Proposition 2.1 becomes a direct consequence of (3).

Fix \( w \in \mathbb{R} \). If there exists \( \epsilon > 0 \) such that \( \mu(B(w, \epsilon)) = 0 \), then, for each \( t \geq 0 \),

\[
\int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) = \int_{B(w,\epsilon)} e^{-2t|w-y|} d\mu(y) \leq \mu(\mathbb{R}) e^{-2t\epsilon};
\]

thus,

\[
\liminf_{t \to \infty} \frac{\ln \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y)}{\ln t} = \limsup_{t \to \infty} \frac{\ln \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y)}{\ln t} = -\infty
\]

and the result follows. Suppose that, for each \( \epsilon > 0 \), \( \mu(B(w, \epsilon)) > 0 \). Since

\[
\int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \geq \int_{B(w,1/t)} e^{-2t|w-y|} d\mu(y) \geq e^{-2t} \mu(B(w,1/t)),
\]

it follows that

\[
\liminf_{t \to \infty} \frac{\ln \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y)}{\ln t} \geq -\limsup_{t \to \infty} \frac{\ln \mu(B(w,1/t))}{\ln t^{-1}} = -d^+_\mu(w)
\]
and that
\[
\limsup_{t \to \infty} \frac{\ln \left( \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \right)}{\ln t} \geq - \liminf_{t \to \infty} \frac{\ln \mu(B(w, 1/t))}{\ln t} = -d^-_\mu(w).
\]

Now, let 0 < \delta < 1. Then, for each t > 0,
\[
\int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) = \int_{B(w, \frac{1}{t^{1-\delta}})} e^{-2t|w-y|} d\mu(y) + \int_{B(w, \frac{1}{t^{1-\delta}})^c} e^{-2t|w-y|} d\mu(y) \leq \mu(B(w, 1/t^{1-\delta})) + e^{-t^{1-\delta}} \mu(\mathbb{R}).
\]

(6)

Given that it is not possible to compare directly the two terms on the right-hand side of (6), one needs to analyze two distinct cases.

**Case** \(d^-_\mu(w) < \infty\): One has, from the definition of \(d^-_\mu(w)\), that
\[
\liminf_{t \to \infty} \frac{\ln \mu(B(w, 1/t^{1-\delta}))}{\ln t} = d^-_\mu(w) < \max\{2d^-_\mu(w), 1\} =: \gamma
\]

(\(\gamma\) can be defined as any positive number greater than \(d^-_\mu(w)\), so
\[
\limsup_{t \to \infty} \frac{\ln \mu(B(w, 1/t^{1-\delta}))}{\ln t} > -\gamma.
\]

Hence, there exists a sequence \((t_k)\), with \(\lim_{k \to \infty} t_k = \infty\), such that, for sufficiently large \(k\),
\[
\mu(B(w, 1/t_k^{1-\delta})) \geq t_k^{-\gamma(1-\delta)} \geq e^{-t_k^\delta} \mu(\mathbb{R}).
\]

(7)

Now, combining (6) and (7) one has, for sufficiently large \(k\),
\[
\int_{\mathbb{R}} e^{-2t_k|w-y|} d\mu(y) \leq 2 \mu(B(w, 1/t_k^{1-\delta}))
\]

which results in
\[
\frac{1}{1 - \delta} \liminf_{t \to \infty} \frac{\ln \left( \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \right)}{\ln t} \leq - \limsup_{t \to \infty} \frac{\ln \mu(B(w, 1/t^{1-\delta}))}{\ln t^{1-\delta}} = -d^+_\mu(w).
\]

Since \(0 < \delta < 1\) is arbitrary, the complementary inequality in (4) follows.

It remains to prove the complementary inequality in (5). This is trivial if \(d^+_\mu(w) = 0\), since
\[
\limsup_{t \to \infty} \ln \left( \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \right) / \ln t \leq 0.
\]

So, let \(d^+_\mu(w) > 0\); it follows from the definition of \(d^+_\mu(w)\) that, for each \(0 < \epsilon < d^+_\mu(w)\), there exists \(t_{\delta, \epsilon} > 0\) such that, for \(t > t_{\delta, \epsilon}\),
\[
\mu(B(w, 1/t^{1-\delta})) \leq t^{-(1-\delta)(d^+_\mu(w) - \epsilon)}.
\]

(8)

Combining (6) with (8), one gets, for sufficiently large \(t\),
\[
\int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \leq 2t^{-(1-\delta)(d^+_\mu(w) - \epsilon)}.
\]

Thus,
\[
\limsup_{t \to \infty} \frac{\ln \left( \int_{\mathbb{R}} e^{-2t|w-y|} d\mu(y) \right)}{\ln t} \leq -(1 - \delta)(d^+_\mu(w) - \epsilon),
\]

and since \(0 < \delta < 1\) and \(0 < \epsilon < d^-_\mu(w)\) are arbitrary, the result follows.
Case $d^\mu_\infty(w) = \infty$: One has
\[
\lim_{t \to \infty} \frac{\ln \mu(B(w, 1/t))}{\ln t} = -\infty;
\]
given an arbitrary $\alpha > 0$, there is $t_\alpha > 0$ so that, for each $t > t_\alpha$, $\mu(B(w, 1/t)) \leq t^{-2\alpha}$. Combining this inequality with (6) (taking $\delta = \frac{1}{2}$), one obtains, for sufficiently large $t$,
\[
\int_\mathbb{R} e^{-2|w-y|} d\mu(y) \leq \mu(B(w, 1/t)) + e^{-t^{1/2}} \mu(\mathbb{R}) \leq 2t^{-\alpha},
\]
from which follows that
\[
\liminf_{t \to \infty} \frac{\ln \int_\mathbb{R} e^{-2|w-y|} d\mu(y)}{\ln t} \leq -\alpha
\]
and that
\[
\limsup_{t \to \infty} \frac{\ln \int_\mathbb{R} e^{-2|w-y|} d\mu(y)}{\ln t} \leq -\alpha;
\]
since $\alpha > 0$ is arbitrary, the result follows.

2.2 Proof of Theorem 1.2

Next, we present a proof of Theorem 1.2. The main ingredient of this proof is the relation, given by the Spectral Theorem, between the decaying rates of the semigroup $(e^{tN})_{t \geq 0}$ and the local scale properties of the corresponding spectral measures of $N_R$. However, some preparation is required.

We recall that a $C_0$-semigroup $(T(t))_{t \geq 0}$ is weakly stable if it converges to zero as $t \to \infty$ in the weak operator topology.

**Theorem 2.1** (Theorem 5.3 in [14]). Let $(T(t))_{t \geq 0}$ be a weakly stable $C_0$-semigroup on a Hilbert space $\mathcal{H}$, with generator $A$, such that $\omega_0(T) = 0$. Let $g : \mathbb{R}_+ \to (0, \infty)$ be a bounded function such that $\lim_{t \to \infty} g(t) = 0$ and let $\epsilon > 0$. Then, there exists $x_0 \in \mathcal{H}$ so that $\|x_0\|_\mathcal{H} < \sup_{t \geq 0} \{g(t)\} + \epsilon$ and
\[
\langle T(t)x_0, x_0 \rangle > g(t), \quad \forall t \geq 0.
\]

**Lemma 2.1.** Let $A$ be a negative self-adjoint operator so that $0 \in \sigma(A)$, and let $\alpha : \mathbb{R}_+ \to (0, \infty)$ such that
\[
\lim_{t \to \infty} \alpha(t) = \infty.
\]
Then, there exist $x \in \mathcal{H}$ and a sequence $t_j \to \infty$ such that, for sufficiently large $j$,
\[
\mu^A_x(B(0, 1/t_j)) \geq \frac{1}{\alpha(t_j)}.
\]

**Proof.** Since $0 \in \sigma(A)$, it follows from Gearhart-Prüß Theorem that $\omega_0(A) = 0$. We also note that it is sufficient to prove the case in which there exists a sequence $s_j \to \infty$ such that $\alpha(\sqrt{s_j}) \leq e^{\sqrt{s_j}}$, for sufficiently large $j$. Set $g : \mathbb{R}_+ \to (0, \infty)$ such that it satisfies the hypotheses of Theorem 2.1, $\sup_{t \geq 0} \{g(t)\} < 1$ and
\[
\lim_{t \to \infty} \frac{1}{g(t)\alpha(\sqrt{t})} = 0.
\]
Since $\sqrt{g}$ also satisfies the hypotheses of Theorem 2.1, there exists $x \in \mathcal{H}$, $\|x\|_{\mathcal{H}} \leq 1$, such that for every $t > 0$,

$$g(t) \leq \|e^{tA}x\|_H^2 = \int_{\mathbb{R}} e^{2ty}d\mu_x^A(y)$$

$$= \int_{B(0, \frac{1}{\sqrt{t}})} e^{2ty}d\mu_x^A(y) + \int_{B(0, \frac{1}{\sqrt{t}})^c} e^{2ty}d\mu_x^A(y)$$

$$\leq \mu_x^A(B(0, \frac{1}{\sqrt{t}})) + e^{-\sqrt{t}}. \quad (10)$$

Now, if there does not exist a sequence $t_j \to \infty$ so that, for large enough $j$,

$$\mu_x^A(B(0, 1/t_j)) \geq \frac{1}{\alpha(t_j)},$$

then, by (10), for large enough $t$,

$$g(t) \leq \frac{1}{\alpha(\sqrt{t})} + e^{-\sqrt{t}},$$

which implies, for large enough $j$,

$$\frac{2}{g(s_j)\alpha(\sqrt{s_j})} \geq 1;$$

since this contradicts (9), the result is proven. \hfill \Box

**Proof (Theorem 1.2).** Since $\sup\{R(\lambda) : \lambda \in \sigma(N)\} = 0$ and $\sigma(N_R) \subset \mathbb{R}_-$ is closed, one has $0 \in \sigma(N_R)$. Therefore, by (3), one can assume without loss of generality that $N$ is a self-adjoint operator such that $0 \in \sigma(N) \subset \mathbb{R}_-$.

Since, for each $t \geq 0$, the mapping

$$\mathcal{H} \ni x \mapsto \alpha(t) \|e^{tN}x\|_{\mathcal{H}}$$

is continuous, one has that

$$\mathcal{G}_N(\alpha) := \{x \mid \limsup_{t \to \infty} \alpha(t)\|e^{tN}x\|_{\mathcal{H}} = \infty\}$$

$$= \bigcap_{n \geq 1} \bigcap_{k \geq 1} \bigcup_{t \geq k} \{x \mid \alpha(t)\|e^{tN}x\|_{\mathcal{H}} > n\}$$

is a $G_\delta$ set in $\mathcal{H}$. The proof that

$$\mathcal{G}_N(\beta) := \{x \mid \liminf_{t \to \infty} \beta(t)\|e^{tN}x\|_{\mathcal{H}} = 0\}$$

is a $G_\delta$ set in $\mathcal{H}$ is completely analogous, being, therefore, omitted.

Let $\overline{\mathfrak{r}} \in \mathcal{H}$, let $(t_j)$ be the sequence given by Lemma 2.1 and set, for every $x \in \mathcal{H}$ and every $k \geq 1$,

$$x_k := E^N(S_k)x + \frac{1}{k}\overline{\mathfrak{r}},$$

where $S_k := (-\infty, -1/k) \cup \{0\} \cup (1/k, \infty)$. It is clear that $x_k \to x$ in $\mathcal{H}$.

Now, since $(e^{tN})_{t \geq 0}$ is stable, $E^N(\{0\}) = 0$. Namely, it follows from the Spectral Theorem and dominated convergence that, for each $x \in \mathcal{H}$,

$$\lim_{t \to \infty} \|e^{tN}x\|^2 = \mu_x^N(\{0\}) + \lim_{t \to \infty} \int_{\mathbb{R} \setminus \{0\}} e^{2ty}d\mu_x^N(y) = \mu_x^N(\{0\});$$

$$10$$
therefore, \((e^{tN})_{t \geq 0}\) is stable if, and only if, \(0\) is not an eigenvalue of \(N\), that is, if and only if
\(E^N(\{0\}) = 0\). Hence, for each \(k \geq 1\) and each \(j\) such that \(\frac{1}{t_j} < \frac{1}{k}\), one has
\[
\mu_{x_k}^N(B(0, \frac{1}{t_j})) = \langle E^N(B(0, 1/t_j))E^N(S_k)x, E^N(S_k)x \rangle + \frac{1}{k^2} \langle E^N(B(0, 1/t_j))\varpi, \varpi \rangle
\]
\[
= \langle E^N(\{0\})x, E^N(S_k)x \rangle + \frac{1}{k^2} \langle E^N(B(0, 1/t_j))\varpi, \varpi \rangle
\]
\[
= \frac{1}{k^2} \mu_{x_k}^N(B(0, 1/t_j)),
\]
from which follows that, for sufficiently large \(j\),
\[
\alpha(t_j)\|e^{t N}x_k\|_H \geq \frac{\alpha(t_j)}{k} \left( \int_{B(0,1/t_j)} e^{2t_j y} d\mu_{x_k}^N(y) \right)^{1/2}
\]
\[
\geq \frac{\alpha(t_j)}{ke} \left( \mu_{x_k}^N(B(0,1/t_j)) \right)^{1/2}
\]
\[
= \frac{\alpha(t_j)}{ke} \left( \mu_{x_k}^N(B(0,1/t_j)) \right)^{1/2}
\]
\[
\geq \frac{\sqrt{\alpha(t_j)}}{ke}.
\]
Consequently, for every \(k \geq 1\),
\[
\limsup_{t \to \infty} \alpha(t)\|e^{t N}x_k\|_H = \infty;
\]
this proves that \(G_N(\alpha)\) is a dense set in \(H\).

Now we prove that
\[
G_N(\beta) := \{x \in H \mid \liminf_{t \to \infty} \beta(t)\|e^{t N}x\|_H = 0\}
\]
is a dense set in \(H\). Given \(x \in H\), define, for each \(k \geq 1\),
\[
x_k := E^N(S_k)x.
\]
Then, \(x_k \to x\) in \(H\). Moreover, since \(E^N(\{0\}) = 0\), it follows that for each \(\epsilon < \frac{1}{k}\), \(\mu_{x_k}^N(B(0, \epsilon)) = 0\). Thus,
\[
\lim_{t \to \infty} \beta(t)\|e^{t N}x_k\|_H \leq \lim_{t \to \infty} \beta(t)e^{-\epsilon t}\|x_k\|_H = 0.
\]
(11)

It remains to prove that the assumption on \(\beta\) is optimal. Let \(x \in H\) be such that there exists \(\epsilon > 0\) with \(\mu_{x_k}^N([-\epsilon, 0]) = 0\); then, \(\|e^{t N}x\|_H = O(e^{-\epsilon t})\). Set \(\alpha(t) = t\) and consider \(G_N(\alpha)\), which is a dense \(G_\delta\) in \(H\). Then, for each \(x \in G_N(\alpha)\) and each \(\epsilon > 0\), \(\mu_{x_k}^N([-\epsilon, 0]) > 0\). It follows from the Spectral Theorem and Jensen’s inequality that
\[
\frac{1}{\|e^{t N}x\|_H^2} = \left( \int_{-\infty}^{0} e^{2ty} d\mu_{x_k}^N(y) \right)^{-1} \leq \left( \int_{-\epsilon}^{0} e^{2ty} d\mu_{x_k}^N(y) \right)^{-1}
\]
\[
\leq \frac{1}{\mu_{x_k}^N([-\epsilon, 0])^2} \int_{-\epsilon}^{0} e^{-2ty} d\mu_{x_k}^N(y) \leq \frac{e^{2t\epsilon}}{\mu_{x_k}^N([-\epsilon, 0])}.
\]
This shows that, for each \(x \in G_N(\alpha), \|e^{t N}x\|_H\) vanishes slower than exponential as \(t \to \infty\). \(\square\)
The next result, which is a direct consequence of Proposition 2.1 and Theorem 1.2, indicates how delicate is the relation between the dynamics of the semigroup and the spectral properties of its generator.

**Corollary 2.1.** Let \( N \) be as in the statement of Theorem 1.2. Suppose that \((e^{tN})_{t \geq 0}\) is stable. Then,

\[
G_N := \{ x \mid d^-_{\mu_{x,N}}(0) = 0 \quad \text{and} \quad d^+_{\mu_{x,N}}(0) = \infty \}
\]

is a dense \( G_\delta \) set in \( \mathcal{H} \).

**Proof.** For every \( n \geq 1 \) and every \( t > 0 \), consider \( \alpha_n(t) := t^{1/n} \) and \( \beta_n(t) := t^n \). Then, by Proposition 2.1,

\[
G_N = \bigcap_{n \geq 1} G_N(\alpha_n, \beta_n).
\]

It follows from Theorem 1.2 that \( G_N \) is a dense \( G_\delta \) set in \( \mathcal{H} \).

**Remark 2.1.** In proof of Theorem 1.4 we exhibit another proof that \( G_N(\alpha) \) is a dense set in \( \mathcal{H} \). The above proof explicitly indicates the relation between the decaying rates of the semigroup \((e^{tN})_{t \geq 0}\) and the local scale properties of the corresponding spectral measures of \( N_R \) (Lemma 2.1).

### 2.3 Proof of Theorem 1.3

**Proof (Theorem 1.3).** Again, by (3), we assume without loss of generality that \( N \) is a self-adjoint operator such that \( N \leq 0 \).

**i.)** This is a direct consequence of Gearhart-Prüss Theorem.

**ii.)** This is a consequence of Theorem 1.2, Gearhart-Prüss Theorem and the fact that \((e^{tN})_{t \geq 0}\) is stable if, and only if, 0 is not an eigenvalue of \( N \).

Suppose that for every \( \alpha \) and \( \beta \) defined as in the statement of Theorem 1.2, \( G_N(\alpha, \beta) \) is a dense \( G_\delta \) set in \( \mathcal{H} \). Let \( \alpha(t) = \beta(t) := t \), for all \( t > 0 \). If \( x \in \mathcal{H} \) and \((x_n)_n \subset G_N(\alpha, \beta)\) are such that

\[
\lim_{n \to \infty} x_n = x,
\]

then, by Moore-Osgood Theorem,

\[
\lim_{t \to \infty} \|e^{tN}x\|_\mathcal{H} = \lim_{n \to \infty} \lim_{t \to \infty} \|e^{tN}x_n\|_\mathcal{H} = \lim_{n \to \infty} \liminf_{t \to \infty} \|e^{tN}x_n\|_\mathcal{H} = 0.
\]

This shows that \((e^{tN})_{t \geq 0}\) is stable and, therefore, that 0 is not an eigenvalue of \( N \). We note that if \( x \in G_N(\alpha, \beta) \), then

\[
\limsup_{t \to \infty} t\|e^{tN}x\|_\mathcal{H} = \infty.
\]

Hence, \((e^{tN})_{t \geq 0}\) is not exponentially stable and, since \( \sigma(N) \subset \mathbb{R}_- \), it follows from Gearhart-Prüss Theorem that \( 0 \in \sigma(N) \).

The reciprocal is a direct consequence of Theorem 1.2.

**iii.)** If there exists an \( x \in \mathcal{H} \) such that

\[
\lim_{t \to \infty} \|e^{tN}x\|_\mathcal{H}^2 = \mu^N_x(\{0\}) > 0,
\]

then it follows that 0 is an eigenvalue of \( N \). Therefore, it remains to prove that

\[
\mathcal{F}_N := \{ x \in \mathcal{H} \mid \lim_{t \to \infty} \|e^{tN}x\|_\mathcal{H} > 0 \}
\]
is a dense open set in $\mathcal{H}$ if 0 is an eigenvalue of $N$. Since the mapping

$$\mathcal{H} \ni x \mapsto \|E^N(\{0\})x\|_{\mathcal{H}}^2$$

is continuous, it follows that

$$\mathcal{F}_N = \{ x \mid \mu^N_x(\{0\}) > 0 \} = \{ x \mid \|E^N(\{0\})x\|_{\mathcal{H}}^2 > 0 \}$$

is a open set in $\mathcal{H}$ (we note also that $\mathcal{F}_N = \mathcal{H} \setminus \ker(N)$).

Now, given $x \in \mathcal{H}$, write $x = x_1 + x_2$, with $x_1 \in \text{Span}\{x_0\}^\perp$ and $x_2 \in \text{Span}\{x_0\}$, where $x_0$, with $\|x_0\|_{\mathcal{H}} = 1$, is an eigenvector of $N$ associated with the eigenvalue 0. If $x_2 \neq 0$, then

$$\lim_{t \to \infty} \|e^{tN}x\|_{\mathcal{H}} > 0.$$ 

Now, if $x_2 = 0$, define, for each $k \geq 1$,

$$x_k := x + \frac{x_0}{k}.$$ 

It is clear that $x_k \to x$. Moreover, by the previous arguments, one has, for each $k \geq 1$,

$$\lim_{t \to \infty} \|e^{tN}x_k\|_{\mathcal{H}} > 0.$$ 

This proves that $\mathcal{F}_N$ is a dense open set in $\mathcal{H}$.

2.4 Proof of Theorem 1.4

The proof of Theorem 1.4 relies, again, on Theorem 2.1.

Proof (Theorem 1.4). The proof that each one of the sets

$$\mathcal{G}_A(\alpha) := \{ x \mid \limsup_{t \to \infty} \alpha(t)\|T(t)x\|_{\mathcal{H}} = \infty \}$$

and

$$\mathcal{G}_A(\beta) := \{ x \mid \liminf_{t \to \infty} \beta(t)\|T(t)x\|_{\mathcal{H}} = 0 \}$$

is a $G_\delta$ set in $\mathcal{H}$ follows the same reasoning presented in the proof of Theorem 1.2.

Since, by hypothesis (H), there exists $C > 0$ such that, for every $x \in \mathcal{D}(A^k)$ and every sufficiently large $t$,

$$\|T(t)x\|_{\mathcal{H}} \leq Cr(t)\|A^kx\|_{\mathcal{H}},$$

it follows that, for every $x \in \mathcal{D}(A^k)$,

$$\liminf_{t \to \infty} \beta(t)\|T(t)x\|_{\mathcal{H}} = 0.$$
Thus, $\mathcal{G}_A(\beta) \supset \mathcal{D}(A^k)$ is a dense set in $\mathcal{H}$.

It remains to prove that $\mathcal{G}_A(\alpha)$ is dense in $\mathcal{H}$. We note that, by Theorem 2.1, there exists $x_0 \in \mathcal{H}$ such that $\|x_0\|_{\mathcal{H}} \leq 1$ and, for each $t \geq 0$,

$$\|T(t)x_0\|_{\mathcal{H}} > \frac{1}{\sqrt{\alpha(t)} + 2}. \quad (12)$$

So, given $x \in \mathcal{H}$, suppose now that, for each $k \geq 1$, there exists a sequence $t_j \to \infty$ so that, for each $j$,

$$\|T(t_j)x\|_{\mathcal{H}} < \frac{\|T(t_j)x_0\|_{\mathcal{H}}}{4k}; \quad (13)$$

otherwise, it follows from (12) that $x \in \mathcal{G}_A(\alpha)$. Set, for each $k \geq 1$,

$$x_k := x + \frac{x_0}{k}.$$ 

It is clear that $x_k \to x$ in $\mathcal{H}$. Moreover, by (13), for each $k \geq 1$ and each $j$,

$$\|T(t_j)x_k\|_{\mathcal{H}} \geq \frac{2\|T(t_j)x\|_{\mathcal{H}}\|T(t_j)x_0\|_{\mathcal{H}}}{k} + \frac{\|T(t_j)x_0\|_{\mathcal{H}}^2}{k^2}$$

$$\geq \frac{\|T(t_j)x_0\|_{\mathcal{H}}^2}{2k^2}. \quad (14)$$

Thus, combining (12) and (14) it follows that,

$$\limsup_{t \to \infty} \alpha(t)\|T(t)x_k\|_{\mathcal{H}} = \infty.$$

for each $k \geq 1$. \hfill \square
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