In this paper, we develop a novel variant of off-policy natural actor-critic algorithm with linear function approximation and we establish a sample complexity of $O(\epsilon^{-3})$, outperforming all the previously known convergence bounds of such algorithms. In order to overcome the divergence due to deadly triad in off-policy policy evaluation under function approximation, we develop a critic that employs $n$-step TD-learning algorithm with a properly chosen $n$. We present finite-sample convergence bounds on this critic under both constant and diminishing step sizes, which are of independent interest. Furthermore, we develop a variant of natural policy gradient under function approximation, with an improved convergence rate of $O(1/T)$ after $T$ iterations. Combining the finite sample error bounds of actor and the critic, we obtain the $O(\epsilon^{-3})$ sample complexity. We derive our sample complexity bounds solely based on the assumption that the behavior policy sufficiently explores all the states and actions, which is a much lighter assumption compared to the related literature.

1. Introduction. Reinforcement learning (RL) is a paradigm in which an agent aims at maximizing long term rewards via interacting with the environment. For solving the RL problem, there are value space methods such as $Q$-learning, and policy space methods such as actor-critic (AC) and its variants (e.g. natural actor critic (NAC)). In the AC framework, the actor aims at performing the policy update while the critic aims at estimating the value function of the current policy at hand. For AC type algorithms to perform well, the policy used to collect samples (called the behavior policy) must sufficiently explore the state-action space (Sutton and Barto, 2018). If the behavior policy coincides with the current policy iterate of AC, it is called on-policy sampling, otherwise it is called off-policy sampling.

In on-policy AC, the agent is restricted to use the current policy iterate to collect samples, which may not be exploratory. Moreover, on-policy sampling might be of high risk (e.g. self driving cars (Yurtsever et al., 2020)), high cost (e.g. robotics (Gu et al., 2017; Levine et al., 2020)), or might be unethical (e.g. in clinical trials (Gottesman et al., 2019; Liu et al., 2018; Gottesman et al., 2020)). Off-policy AC, on the other hand, is more practical than on-policy sampling (Levine et al., 2020). Specifically, off-policy sampling enables the agent to learn using the historical data, hence decouples the sampling process and the learning process. This allows the agent to learn in an off-line manner, and makes RL applicable in high-stake problems mentioned earlier. In addition, it is empirically observed that by using a suitable behavior policy, one can rectify the exploration issue in on-policy AC. As a result, off-policy learning successfully solved many practical problems in different areas, such as board game (Silver et al., 2017), city navigation (Mirowski et al., 2018), education (Mandel et al., 2014), and healthcare (Dann et al., 2019).

In practice, AC algorithms are usually used along with function approximation to overcome the curse of dimensionality in RL (Bellman, 1957). However, it has been observed that the combination of function approximation, off-policy sampling, and bootstrapping (also known as the deadly triad (Sutton and Barto, 2018)) can result in instability or even divergence (Sutton and Barto, 2018; Baird, 1995). In this work, we develop a variant of off-policy NAC with function approximation, and we establish its finite-sample convergence guarantee in the presence of the deadly triad.

1.1. Main Contributions. The main contributions of this paper are fourfold.

Finite-Sample Bounds of Off-Policy NAC. We develop a variant of NAC with off-policy sampling, where both the actor and the critic use linear function approximation, and the critic uses off-policy sampling.
We establish finite-sample mean square bound of our proposed algorithm. Our result implies an $\tilde{O}(\epsilon^{-3})$ sample complexity, which is the best known convergence bound in the literature for AC algorithms with function approximation.

**Novelty in the Critic.** Off-policy TD with function approximation is famously known to diverge due to deadly triad (Sutton and Barto, 2018). To overcome this difficulty, we employ $n$-step TD-learning, and show that a proper choice of $n$ naturally achieves convergence, and we present finite-sample bounds under both constant and diminishing stepsizes. To the best of our knowledge, we are the first to design a single time-scale off-policy TD with function approximation with provable finite-sample bounds.

**Novelty in the Actor.** NAC under function approximation was developed in Agarwal et al. (2021) by projecting the $Q$-values (gradients) to the lower dimensional space, and this involves the use of the discounted state visitation distribution, which is hard to estimate. We develop a new NAC algorithm for the function approximation setting that is instead based on the solution of a projected Bellman equation (Tsitsiklis and Van Roy, 1997), which our critic is designed to solve.

**Exploration through Off-Policy Sampling.** We establish the convergence bounds under the minimum set of assumptions, viz., ergodicity under the behavior policy, which ensures sufficient exploration, and thus resolving challenges faced in on-policy sampling. As a result, learning can be done using a single trajectory of samples generated by the behavior policy, and we do not require constant reset of the system that was introduced in on-policy AC algorithms (Agarwal et al., 2021; Wang et al., 2019) to ensure exploration. A similar observation about employing off-policy sampling to ensure exploration has been made in the tabular setting in Khodadadian, Chen and Maguluri (2021).

1.2. **Related Literature.** The two main approaches for learning an optimal policy in an RL problem are value space methods, such as $Q$-learning, and policy space methods, such as AC. The $Q$-learning algorithm proposed in Watkins and Dayan (1992) is perhaps the most well-known value space method. The asymptotic convergence of $Q$-learning was established in Tsitsiklis (1994); Jaakkola, Jordan and Singh (1994); Borkar and Meyn (2000); Melo, Meyn and Ribeiro (2008). As for finite-sample bounds, see Wainwright (2019); Qu and Wierman (2020); Chen et al. (2021); Li et al. (2021); Chen et al. (2019) and the references therein. We next focus on related literature on AC-type of algorithms.

AC algorithms comprise two stages: actor and critic. The actor is responsible for the policy improvement, which is usually performed with the policy gradient (PG). The critic estimates the value function of the current policy (which provides the gradient), and uses TD-learning methods.

**PG Methods.** The first PG algorithm with function approximation was proposed in Sutton et al. (1999), where the asymptotic convergence was established. A refined asymptotic analysis of PG methods has been further proposed in Baxter and Bartlett (2001); Pirotta, Restelli and Bascetta (2015); Haarnoja et al. (2017). Natural policy gradient (NPG), which is a PG method with preconditioning, was proposed in Kakade (2001). Recently, there has been a line of work to establish finite-sample convergence bound of NPG. In particular, sublinear convergence of NPG was established in Azar, Gómez and Kappen (2012); Geist, Scherrer and Pietquin (2019); Agarwal et al. (2021); Shani, Efroni and Mannor (2020); Zhang et al. (2020a), and geometric convergence of NPG was established in Mei et al. (2020); Cen et al. (2021); Bhandari and Russo (2020); Lan (2021); Khodadadian et al. (2021a).

**TD-Learning.** The policy evaluation problem within the critic is usually solved with TD-learning. In the on-policy setting, the asymptotic convergence of TD-learning was established in Tsitsiklis and Van Roy (1997); Tadić (2001); Borkar (2009), and the finite-sample bounds were studied in Dalal et al. (2018); Lakshminarayanan and Szepesvari (2018); Bhandari, Russo and Singal (2018); Srikant and Ying (2019); Hu and Syed (2019); Chen et al. (2021). When TD-learning is used with off-policy sampling and function approximation, all the three elements of the deadly triad are present (Sutton and Barto, 2018). As a result, the algorithm can diverge. In order to overcome the divergence issue, numerous variants of TD-learning algorithms, such as GTD (Sutton, Szepesvári and Maei, 2008), TDC (Sutton et al., 2009), and emphatic TD-learning (Sutton, Mahmood and White, 2016), are proposed in the literature. However, all these algorithms require to maintain two iterates and hence are two time-scale algorithms, while our proposed algorithm is a single time-scale algorithm.
On-Policy AC. Several variants of AC were proposed in Barto, Sutton and Anderson (1983); Borkar and Konda (1997); Morimura et al. (2009); Peters and Schaal (2008); Thomas et al. (2013). In the tabular setting, Williams and Baird (1990); Borkar (2009); Borkar and Konda (1997) studied the asymptotic convergence of AC algorithm. Furthermore, Konda and Tsitsiklis (2000); Bhatnagar et al. (2009) characterize the asymptotic convergence of on-policy AC under function approximation. Recently, there has been a flurry of work studying the finite-sample convergence of AC and NAC (Even-Dar, Kakade and Mansour, 2009). Shani, Efroni and Mannor (2020); Lan (2021); Khodadadian et al. (2021b) perform the finite sample analysis of NAC under tabular setting, and Zhang et al. (2019); Qiu et al. (2019); Kumar, Koppel and Ribeiro (2019); Liu et al. (2019); Wang et al. (2019); Xu, Wang and Liang (2020a,b); Liu et al. (2020a); Wu et al. (2020) establish the finite-sample bounds of AC in function approximation setting. To the best of our knowledge, the best sample complexity bound of AC algorithms is provided in Lan (2021), where the authors characterize an $O(\epsilon^{-2})$ sample complexity. However, Lan (2021) only studies tabular RL in the on-policy setting.

Off-policy AC. Off-policy AC, was first proposed in Degris, White and Sutton (2012). After that, there has been numerous extensions to that work such as DPG (Silver et al., 2014), DDPG (Lillicrap et al., 2015), ACER (Wang et al., 2016), TD3 (Fujimoto, Hoof and Meger, 2018), IMPALA (Espeholt et al., 2018), ACE (Imani, Graves and White, 2018), etc. The asymptotic convergence of off-policy AC was established for Gradient-AC in Maei (2018), and for AC with emphasis in Zhang et al. (2020b). The first finite-sample bound of off-policy NAC was established in Khodadadian, Chen and Maguluri (2021). However, in Khodadadian, Chen and Maguluri (2021) only tabular setting was studied. In the function approximation setting, Xu et al. (2021) provided the finite sample analysis of a doubly robust off-policy AC. Liu et al. (2020b) also provided a convergence bound for off-policy AC, however their convergence bound does not involve a bound on the critic. A detailed comparison between our results and the related literature on off-policy AC-type algorithms with function approximation is presented in Table 1.

2. Main Results. In this section, we present our main results. Specifically, in Section 2.1 we briefly cover the background of RL and AC. In Section 2.2, we present our algorithm design for the critic, which uses off-policy sampling with linear function approximation. In section 2.3, we combine the critic with our actor update to form a variant of off-policy NAC with linear function approximation, and we present our finite-sample guarantees and sample complexity bounds.
2.1. Preliminaries. Consider modelling the RL problem as an infinite horizon MDP, which consists of a finite set of states $S$, a finite set of actions $A$, a set of unknown transition probability matrices $P = \{P_a \in \mathbb{R}^{|S| \times |S|} \mid a \in A\}$, an unknown reward function $R : S \times A \rightarrow \mathbb{R}$, and a discount factor $\gamma \in (0, 1)$. Without loss of generality we assume that $\max_{s,a} |R(s,a)| \leq 1$. For a given policy $\pi$, its state value function is defined by $V^\pi(s) = E_s[\sum_{k=0}^{\infty} \gamma^k R(S_k, A_k) \mid S_0 = s]$ for all $s \in S$, and its state-action value function is defined by $Q^\pi(s, a) = E_s[\sum_{k=0}^{\infty} \gamma^k R(S_k, A_k) \mid S_0 = s, A_0 = a]$ for all $(s, a) \in S \times A$. The goal of RL is to find an optimal policy $\pi^*$ which maximizes $V^\pi(\mu) = \sum_s \mu(s) V^\pi(s)$, where $\mu$ is an arbitrary fixed initial distribution over the state space. It was shown in the literature that the optimal policy is in fact independent of the initial distribution. See Bertsekas and Tsitsiklis (1996); Puterman (1995); Sutton and Barto (2018) for more details for the MDP model of the RL problem.

To solve the RL problem, a popular approach is to use the AC framework (Konda and Tsitsiklis, 2000). In AC algorithm, we iteratively perform the policy evaluation and the policy improvement until an optimal policy is obtained. Specifically, in each iteration, we first estimate the $Q$-function (or the advantage function) of the current policy at hand, which is related to the policy gradient. Then we update the policy using gradient ascent over the space of the policies. NAC is a variant of AC where the gradient ascent step is performed with a properly chosen pre-conditioner. See Agarwal et al. (2021) for more details about AC and NAC.

In AC framework, since we need to work with the $Q$-function and the policy, which are $|S||A|$ dimensional objects, the algorithm becomes intractable when the size of the state-action space is large (Bellman, 1957). To overcome this difficulty, in this work we consider using linear function approximation for both the policy and the $Q$-function. Specifically, let $\{\phi_i\}_{1 \leq i \leq d}$ be a set of basis functions, where $\phi_i \in \mathbb{R}^{|S||A|}$ for all $i$. Without loss of generality, we assume that $\phi_i$, $1 \leq i \leq d$, are linearly independent and are normalized so that $||\phi(s, a)||_1 \leq 1$ for all $(s, a)$, where $\phi(s, a) = [\phi_1(s, a), \cdots, \phi_d(s, a)]$ is the feature associated with state-action pair $(s, a)$. Let $\Phi = [\phi_1, \cdots, \phi_d]$ be the feature matrix. We parameterize the policy and the $Q$-function using compatible function approximation (Sutton et al., 1999). In particular, we use softmax parametrization for the policy, i.e., $\pi_{\theta}(a|s) = \frac{\exp(\phi(s, a)^\top \theta)}{\sum_{a' \in A} \exp(\phi(s, a')^\top \theta)}$ for all $(s, a)$, where $\theta \in \mathbb{R}^d$ is the parameter. As for the $Q$-function, we approximate it from the linear sub-space given by $Q = \{Q_w = \Phi w \mid w \in \mathbb{R}^d\}$, where $w \in \mathbb{R}^d$ is the corresponding parameter. Note that the compatible features in the case of our actor (which utilizes the $Q$-function) are indeed $\{\phi(s, a)\}$. The reason that our features are different than that of Bhatnagar et al. (2009); Sutton et al. (1999) is because Bhatnagar et al. (2009); Sutton et al. (1999) use the advantage function in the actor update. When using the advantage function, the corresponding parametric features are $\{\phi(s, a) - \mathbb{E}_{A \sim \pi}[\phi(s, A)]\}$.

By doing linear function approximation, we now only need to work with $d$-dimensional objects (i.e., $w$ for the $Q$-function and $\theta$ for the policy), where $d$ is usually chosen to be much smaller than $|S||A|$.

2.2. Off-Policy Multi-Step TD-learning with Linear Function Approximation. In this section, we present the $n$-step off-policy TD-learning algorithm under linear function approximation (Sutton and Barto, 2018), which is used for solving the policy evaluation (critic) sub-problem in our AC framework. Let $\pi$ be the target policy we aim to evaluate, and let $\pi_b$ be the behavior policy we used to collect samples. For any state-action pairs $(s, a)$, let $\rho(s, a) = \frac{\pi_b(a|s)}{\pi_b(a|s)}$, which is called the importance sampling ratio between $\pi$ and $\pi_b$ at $(s, a)$. For any positive integer $n$, Algorithm 1 presents the off-policy $n$-step TD-learning algorithm for estimating $Q^\pi$.

In Algorithm 1, we employ the importance sampling ratio to account for the discrepancy between the target policy $\pi$ and the behavior policy $\pi_b$. Although all the three elements of the deadly triad (bootstrapping, function approximation, and off-policy sampling) (Sutton and Barto, 2018) are present, we show that by choosing $n$ appropriately, Algorithm 1 has provable finite-sample convergence guarantee. The detailed statement of the result is presented in Section 2.4. In this section we provide some intuition.

Suppose that the Markov chain $\{(S_k, A_k)\}_{k \geq 0}$ under the behavior policy $\pi_b$ has a unique stationary distribution $\kappa_b \in \Delta^{|S||A|}$. Let $\kappa_{b, \min} = \min_{s,a} \kappa_b(s,a)$ and let $K = \text{diag}(\kappa_b)$. Algorithm 1 can be interpreted as
**Algorithm 1 Off-Policy n-Step TD-Learning with Linear Function Approximation**

1: **Input:** $K$, $\alpha$, $w_0$, $\pi_b$, and $\{(S_k, A_k)\}_{0 \leq k \leq (K+n)}$ (a single trajectory generated by the behavior policy $\pi_b$)  
2: for $k = 0, 1, \ldots, K-1$ do  
3: $\delta_{k,i} = R(S_i, A_i) + \gamma \rho(S_{i+1}, A_{i+1}) \phi(S_{i+1}, A_{i+1})^\top w_k - \phi(S_i, A_i)^\top w_k$  
4: $\Delta_{k,n} = \sum_{i=k}^{k+n-1} \gamma^{k-i} \prod_{j=i+1}^{k+n-1} \rho(S_j, A_j) \delta_{k,i}$  
5: $w_{k+1} = w_k + \alpha \phi(S_k, A_k) \Delta_{k,n}$  
6: end for  
7: **Output:** $w_K$

a stochastic approximation (SA) algorithm for solving the equation $\Phi^\top K(T_{\pi}^n(\Phi w) - \Phi w) = 0$ as explained in Section 3.1, which is equivalent to the projected Bellman equation:

$$Q_w = \Pi_{\kappa_b} T_{\pi}^n(Q_w) = \Phi (\Phi^\top K \Phi)^{-1} \Phi^\top K T_{\pi}^n(Q_w).$$

Here $T_{\pi}^n(\cdot)$ denotes the $n$-step Bellman operator, and $\Pi_{\kappa_b}(\cdot)$ stands for the projection operator onto the linear sub-space $Q$ with respect to the weighted $\ell_2$-norm with weights $\{\kappa_b(s, a)\}_{(s,a) \in S \times A}$ (Tsitsiklis and Van Roy, 1997). It is well-known that the operator $T_{\pi}(\cdot)$ (i.e., the one-step Bellman operator) is a contraction mapping$^1$ with respect to $\| \cdot \|_{\infty}$, with contraction factor $\gamma$. Moreover, the projection operator $\Pi_{\kappa_b}(\cdot)$ is a non-expansive operator with respect to the weighted $\ell_2$-norm $\| \cdot \|_{\kappa_b}$. However, due to the norm mismatch, the composed operator $\Pi_{\kappa_b} T_{\pi}(\cdot)$ need not be a contraction mapping with respect to either $\| \cdot \|_{\infty}$ or $\| \cdot \|_{\kappa_b}$. Specifically, for any given $Q_1$ and $Q_2$, in general we only have

$$\| \Pi_{\kappa_b} T_{\pi}(Q_1) - \Pi_{\kappa_b} T_{\pi}(Q_2) \|_c \leq (\gamma / \sqrt{\kappa_b \min}) \| Q_1 - Q_2 \|_c,$$

where $c = \infty$ or $c = \kappa_b$. In fact, it is not clear if $\Pi_{\kappa_b} T_{\pi}(\cdot)$ can be contractive with respect to any norm. This is the fundamental mathematical reason for the divergence of off-policy one-step TD (Sutton and Barto, 2018).

Now consider the composed operator $\Pi_{\kappa_b} T_{\pi}^n(\cdot)$. Observe that the $n$-step TD operator $T_{\pi}^n(\cdot)$ is a contraction mapping with respect to $\| \cdot \|_{\infty}$, with contraction factor $\gamma^n$. Since the contraction factor of $T_{\pi}^n(\cdot)$ decreases geometrically fast as $n$ increases, by choosing $n$ large enough, one can ensure that $\Pi_{\kappa_b} T_{\pi}^n(\cdot)$ is a contraction with respect to any chosen norm. This important observation enables us to establish the convergence of Algorithm 1 in Section 2.4. A similar idea was exploited in off-policy TD($\lambda$) algorithm in Bertsekas and Yu (2009); Yu (2012), where it was shown that for $\lambda$ close to unity, the off-policy TD($\lambda$) algorithm converges. However, Bertsekas and Yu (2009); Yu (2012) require an additional projection step in the algorithm to establish the convergence, and no finite-sample guarantees were shown.

In existing literature, to achieve stability in the presence of the deadly triad, algorithms such as GTD (Sutton, Szepesvári and Maei, 2008), TDC (Sutton et al., 2009), and Emphatic TD (Sutton, Mahmood and White, 2016) all require to maintain two iterates. Such two time-scale algorithms are in general harder to implement. In addition, the limit point of GTD-type algorithms can only be characterized when the projected Bellman equation (1) has a unique solution, which is naturally satisfied in the on-policy setting, but stated as an assumption in the off-policy setting; see for example (Sutton et al., 2009, Theorems 1 and 2). By exploiting multi-step return, Algorithm 1 naturally achieves convergence, requires to maintain only one iterate, and has a limit point that can be characterized as the solution (which is guaranteed to exist and is unique) of the $n$-step projected Bellman equation.

$^1$It is also known that $T_{\pi}(\cdot)$ is a contraction mapping with respect to the weighted $\ell_2$– norm $\| \cdot \|_{\kappa}$, where $\kappa \in \Delta[S \times A]$ is the stationary distribution of the Markov chain $\{(S_k, A_k)\}$ under the target policy $\pi$ (Tsitsiklis and Van Roy, 1997). However, since we do not assume that the target policy induces an ergodic Markov chain, such $\kappa$ may not be unique and/or may not induce a norm. Hence we cannot use this contraction property here.
2.3. Off-Policy Variant of NAC with Linear Function Approximation. In this section, we combine the off-policy TD-learning with linear function approximation algorithm in the previous section, with our variant of NPG update to form the off-policy variant of NAC algorithm. For simplicity of notation, we denote \(Q^π_b\) as \(Q^π\). Also, with input \(K\), \(\alpha\), \(w_0\), \(π\), \(π_b\), and samples \(\{(S_k, A_k)\}_{0 \leq k \leq K+n}\), we denote the output of Algorithm 2 as \(\text{CRITIC}(K, \alpha, w_0, π, π_b, \{S_k, A_k\}_{0 \leq k \leq K+n})\).

For any integer \(T \geq 1\), let \(\hat{T}\) be a uniform sample from \(\{0, 1, ..., T - 1\}\).

**Algorithm 2 Off-Policy Natural Actor-Critic with Linear Function Approximation**

1. **Input:** \(T, K, \alpha, \beta, \theta_0, π_b\), and a single trajectory \(\{(S_k, A_k)\}_{0 \leq k \leq T(K+n)}\) generated by \(π_b\)
2. **for** \(t = 0, 1, ..., \hat{T} - 1\) **do**
3. \(w_t = \text{CRITIC}(K, \alpha, 0, π, \{S_k, A_k\}_{t(K+n) \leq t \leq (t+1)(K+n)})\)
4. \(θ_{t+1} = θ_t + \beta w_t\)
5. **end for**
6. **Output:** \(θ_{\hat{T}}\)

In each iteration of the off-policy NAC algorithm 2, the critic first estimates the \(Q\)-function \(Q^π\) using \(Φw_t\). Then, the actor updates the parameter \(θ_t\) of the current policy. Note that unlike the on-policy NAC where the algorithm usually needs to be constantly reset to a specific state of the environment, which is impractical, off-policy sampling enables us to use a single sample trajectory collected under the behavior policy.

In existing literature of NAC algorithm with linear function approximation, the critic aims at finding the projection (onto \(Q\)) of the target \(Q\)-function \(Q^π\) with respect to a suitable norm involving the state visitation distribution \(d^π\) (Agarwal et al., 2021). More specifically, \(w_t\) is an estimate of the minimizer of the optimization problem

\[
E_{s \sim d^π, a \sim π}[(Q^π(s, a) - \phi(s, a)^T w)^2].
\]

However, the distribution \(d^π\) is unknown and also requires special sampling (Agarwal et al., 2021, Section 6). Moreover, such sampling requires constant reset of the system, which is necessary in variants of AC algorithms proposed in many related literature; see (Khodadadian, Chen and Maguluri, 2021, Appendix C) for a more detailed discussion.

In the tabular setting, the solution of the optimization problem (3) is simply the \(Q\)-function \(Q^π\). In the function approximation setting, the solution can be interpreted as an approximation of the \(Q\)-function \(Q^π\) from the chosen linear sub-space. We propose obtaining such approximation by solving the projected Bellman equation, which avoids the use of \(d^π\), and enables using a single trajectory of Markovian samples. The projected Bellman equation was introduced in Tsitsiklis and Van Roy (1997) for analyzing on-policy TD with linear function approximation. Here we generalize the result of Tsitsiklis and Van Roy (1997) to the off-policy setting and we use it in the critic of NAC.

As an aside, NPG algorithm can be alternatively viewed as a gradient ascent algorithm with the Fisher information matrix as the pre-conditioner. See (Agarwal et al., 2021, Eq. (16)) for more details.

2.4. Finite-Sample Convergence Guarantees. In this section, we present the finite-sample convergence bounds of Algorithms 1 and 2. We begin by stating our one and only assumption.

**Assumption 2.1.** The behavior policy \(π_b\) satisfies \(π_b(a|s) > 0\) for all \((s, a)\) and the Markov chain \(\{S_k\}\) induced by the behavior policy is irreducible and aperiodic.
Assumption 2.1 is standard in studying off-policy TD-learning algorithms (Maei, 2018; Zhang et al., 2020b). Since we work with finite state and action spaces, under Assumption 2.1, the Markov chain \( \{S_k\} \) admits a unique stationary distribution, denoted by \( \mu_b \in \Delta^{|S|} \) (Levin and Peres, 2017). In addition, we have \( \|P^k(s, \cdot) - \mu_b(\cdot)\|_{TV} \leq C \alpha^k \) for any \( k \geq 0 \), where \( C > 0, \sigma \in (0,1) \) are constants, and \( \| \cdot \|_{TV} \) stands for the total variation distance between probability distributions (Levin and Peres, 2017). Note that in this case the random process \( \{(S_k, A_k)\} \) is also a Markov chain with a unique stationary distribution, which we have denoted by \( \kappa_b \in \Delta^{|S|\cdot|A|} \), and \( \kappa_b(s, a) = \mu_b(s) \pi_b(a|s) \) for all \( (s, a) \).

In the existing literature, where on-policy NAC was studied, it is typically required that all the policies achieved in the iterations of the NAC induce ergodic Markov chains over the state-action space (Qiu et al., 2019; Wu et al., 2020). Such a requirement is strong and not possible to satisfy in an MDP where the optimal policy is a unique deterministic policy. Off-policy sampling enables us to relax such an unrealistic requirement while also ensuring exploration.

We next present the finite-sample convergence bound of the off-policy TD-learning algorithm 1 with constant stepsize. The result for using diminishing stepsizes is presented in Appendix A.3. We begin by introducing some notation. For a given stepsize \( \alpha \), let \( t_\alpha = \min\{k \geq 0 : \|P^k(s, \cdot) - \mu_b(\cdot)\|_{TV} \leq \alpha \} \), which represents the mixing time of the Markov chain \( \{S_k\} \), and can be bounded by an affine function of \( \log(1/\alpha) \) under Assumption 2.1. Let \( f(x) = n + 1 \) when \( x = 1 \) and \( f(x) = \frac{1 - x^{n+1}}{1 - x} \) when \( x \neq 1 \). Denote \( w_\pi \) as the solution of the projected Bellman equation (1). Let \( \zeta_n = \max_{s,a} \frac{\|s\|_\infty \|a\|_\infty}{\pi_b(a|s)} \), which measures the mismatch between \( \pi \) and \( \pi_b \). Let \( \lambda_{\min} \) be the smallest eigenvalue of the positive definite matrix \( \Phi \top K \Phi \).

**Theorem 2.1.** Consider \( \{w_k\} \) of Algorithm 1. Suppose that Assumptions 2.1 is satisfied, the parameter \( n \) is chosen such that \( n \geq \frac{2 \log(\gamma_c) + \log(\kappa_{b,\min})}{2 \log(\gamma)} \) (where \( \gamma_c \in (0,1) \) is some tunable constant), and \( \alpha \) is chosen such that \( \alpha(t_\alpha + n + 1) \leq \frac{1 - \gamma_c}{4 \zeta_n f(\gamma_c)} \). Then for all \( k \geq t_\alpha + n + 1 \) we have:

\[
\mathbb{E}[\|w_k - w_\pi\|_2^2] \leq c_1 (1 - (1 - \gamma_c) \lambda_{\min} \alpha)^{k - (t_\alpha + n + 1)} + c_2 \frac{\alpha(t_\alpha + n + 1)}{(1 - \gamma_c) \lambda_{\min}},
\]

where \( c_1 = (\|w_0\|_2 + \|w_0 - w_\pi\|_2 + 2)^2 \) and \( c_2 = 114 f(\gamma_c)^2 (\|w_\pi\|_2 + 1)^2 \). Moreover, when the stepsizes satisfy \( \sum_{k=0}^{\infty} \alpha_k = \infty \) and \( \sum_{k=0}^{\infty} \alpha_k^2 < \infty \), we have \( \lim_{k \to \infty} w_k = w_\pi \) almost surely.

**Remark.** Note that the choice of \( n \) here depends on the unknown parameter \( \kappa_{b,\min} \), which is a limitation of Theorem 2.1. In implementation, we can first "pretend" that \( \kappa_b \) is uniform (which implies \( \kappa_{b,\min} = 1/|S|\cdot|A| \)), and initialize \( n \) at the value \( \frac{2 \log(\gamma_c) + \log(|S|\cdot|A|)}{2 \log(\gamma)} \). As the algorithm progresses, we keep track of the iterates and see if we detect divergence. If that happens we increase the value of \( n \), otherwise we leave \( n \) unchanged.

As we see from Theorem 2.1, when using constant stepsize in Algorithm 1, the convergence bias has geometric rate while the variance is a constant with size \( O(\alpha \log(1/\alpha)) \). This phenomenon is well observed in SA literature (Srikant and Ying, 2019).

Regarding the choice of the parameter \( n \), recall from Section 2.2 that, to ensure the convergence of Algorithm 1, we need to choose the parameter \( n \) large enough so that \( \gamma^n \) is small enough to kill the norm mismatch constant \( 1/\sqrt{\kappa_{b,\min}} \) (cf. Eq. (2)). Such a requirement on \( n \) is explicitly given in Theorem 2.1. Under that condition, the operator \( \Pi_{\kappa_b} T_\pi^n (\cdot) \) is a contraction mapping with respect to both \( \| \cdot \|_\infty \) and \( \| \cdot \|_{\kappa_b} \), with a common contraction factor \( \gamma_c \in (0,1) \). We make the parameter \( \gamma_c \) a tunable constant which can be properly chosen to improve the algorithm performance.

We next present the finite-sample convergence bound of the off-policy NAC with linear function approximation. Let \( \xi = \max_{\theta} \| Q^\pi - \Phi w_{\pi_\theta} \|_\infty \), where \( Q^\pi \) is the Q-function associated with the policy \( \pi_\theta \), and \( w_{\pi_\theta} \) is the solution to the projected Bellman equation \( \Phi w = \Pi_{\kappa_b} T_{\pi_\theta}^\theta (\Phi w) \). Note that the quantity \( \xi \) measures
how powerful the function approximation architecture is. Let $\zeta_{\max} = \max_{\pi, a} \frac{1}{\pi(a|s)}$, which is an uniform upper bound of $\zeta_\pi$ for any target policy $\pi$.

**Theorem 2.2.** Consider the output $\theta_\pi$ of Algorithm 2. Under the same assumptions of Theorem 2.1, for any starting distribution $\mu$, we have for any $K \geq t_\alpha + n + 1$ and $T \geq 1$:

$$
V^{\pi^*}(\mu) - \mathbb{E}[V^{\pi^*}(\mu)] \leq \frac{2}{(1-\gamma)^2T} + \frac{4\xi}{(1-\gamma)^2}
$$

$$
\begin{align*}
&+ \frac{4}{(1-\gamma)^2}c_3(1 - (1-\gamma_c)\lambda_{\min}(\alpha) K^{-\frac{1}{2}(n+1)+1}) + \frac{44c_3f(\gamma\zeta_{\max})(\alpha(t_\alpha + n + 1))^{1/2}}{(1-\gamma)^2(1-\gamma_c)^{1/2}\lambda_{\min}}.
\end{align*}
$$

$A_1$: convergence bias in the actor $A_2$: bias due to function approximation $A_3$: convergence bias in the critic $A_4$: variance in the Critic

Here $c_3 = 1 + \max_\pi \|w_\pi\|_{2, \infty}$, where $\max_\pi \|w_\pi\|_{2, \infty} \leq \frac{2}{(1-\gamma_c)^{1/2}(1-\gamma)\sqrt{\lambda_{\min}}}$.

The term $A_1$ represents the convergence bias of the actor, and goes to zero at a rate of $O(1/T)$ as the outer loop iteration number $T$ goes to infinity. The term $A_2$ measures the convergence bias in the critic, and goes to zero geometrically fast as the inner loop iteration number $K$ goes to infinity. The term $A_3$ represents the impact of the variance in the critic, and is of the size $O(\sqrt{\alpha \log(1/\alpha)})$, which goes to zero as the inner loop stepsize $\alpha$ goes to zero.

The term $A_4$ captures the error introduced to the system due to function approximation, and cannot be eliminated asymptotically. Moreover, known results in approximate policy iteration (API) literature suggest that the $1/(1-\gamma)^2$ coefficient inside the term $A_2$ is inevitable. Specifically, it was shown in Bertsekas and Tsitsiklis (1996) that when $\max_\pi \|V^{\pi} - \Phi w_\pi\|_{\infty} \leq \xi$, under the API algorithm $\limsup_{K \to \infty} \|V^{\pi_k} - V^{\pi^*}\|_{\infty} \leq \frac{2\gamma\xi}{(1-\gamma)^2}$, and an example is presented in (Bertsekas and Tsitsiklis, 1996, Section 6.2.3), where the inequality is tight. Since NAC algorithm can be viewed as an API algorithm with a softmax policy update (which is also weighted by the current policy), it is natural to expect a similar function approximation bias. Therefore, to improve the function approximation bias term $A_2$, one has to develop instance dependent bound, which is one of our future direction.

Note that when $A_2 = 0$ (i.e., when the Q-functions corresponding to all the policies in the parametric space are linearly parameterizable), Theorem 2.2 implies convergence to the true optimal policy, which indicates that the optimal policy must also be linearly parameterizable. In fact, suppose we have complete information of the underlying MDP model and were able to implement the general QNPG update (see Appendix E for general QNPG update). Then we have convergence to the global optimal policy. Although this result is a direct implication of Theorem 2.2, we provide a simpler and more intuitive proof in Appendix E.

To further understand the parameter $\xi$, consider tabular RL, which can be thought of as a special case of RL under linear function approximation with $|S||A|$ feature vectors that correspond to the canonical basis vectors, i.e., $\Phi$ is an identity matrix. In this special case, Algorithm 1 and Theorem 2.1 give the finite-sample bounds of $n$-step off-policy tabular TD in (Khodadadian, Chen and Maguluri, 2021, Theorem 2.1). The actor in Algorithm 2 reduces to the NPG update (Agarwal et al., 2021, Lemma 5.1). Furthermore, the function approximation bias $\xi$ in this case is zero, and the finite sample bounds in Theorem 2.2 reduce to the ones presented in (Khodadadian, Chen and Maguluri, 2021, Theorem 2.2). Compared to Khodadadian, Chen and Maguluri (2021), we have an improved dependence on the effective horizon $1/(1-\gamma)$ and the size of the state-action space. The additional factors of $\log^{1/2} |S||A|$ and $1/(1-\gamma)$ in Khodadadian, Chen and Maguluri (2021) is due to the fact that they were exploiting the $\ell_\infty$-norm contraction of the corresponding variant of the Bellman operator. Here, due to the flexibility in choosing $n$, we are able to exploit the $\ell_2$-norm contraction property, which is "nicer" than $\ell_\infty$-norm contraction. This eventually enables us to remove the additional factor of $\log^{1/2} |S||A|$ and $1/(1-\gamma)$ in
Khodadadian, Chen and Maguluri (2021). See (Chen et al., 2021, Lemma 2.1) and the paragraph below for more details about the difference between stochastic approximation algorithms under $\ell_2$-norm contraction and $\ell_\infty$-norm contraction.

2.5. Sample Complexity Analysis. In this section, we derive sample complexity of off-policy NAC algorithm based on Theorem 2.2, whose proof is presented in Appendix B.5.

**Corollary 2.2.1.** In order to achieve $V^\pi^*(\mu) - \mathbb{E}[V^{\pi^*}(\mu)] \leq \epsilon + \frac{4\xi}{(1-\gamma)\rho}$, the number of samples requires is of the size

$$O\left(\epsilon^{-3}\log^2(1/\epsilon)\right) \tilde{O}\left((f(\gamma\zeta_{\text{max}})^2n(1-\gamma)^{-8}(1-\gamma_c)^{-3}\lambda_{\text{min}}^{-3})\right).$$

**Remark.** It was argued in (Khodadadian, Chen and Maguluri, 2021, Appendix C) that sample complexity is not well-defined when the convergence error does not go to zero. Therefore, one should not use sample complexity when we do not have global convergence due to the function approximation bias. However, we present Corollary 2.2.1 in terms of “sample complexity” in the same sense as used in prior literature to enable a fair comparison. See Appendix C for a more detailed discussion.

In view of the sample complexity bound, the dependency on the required accuracy level $\epsilon$ is $O(\epsilon^{-3})$. This improves the state-of-the-art sample complexity of off-policy NAC with function approximation result in the literature by a factor of $\epsilon^{-1}$ (cf. Table 1). Observe that the tunable constant $\gamma_c$ appears as $(1 - \gamma_c)^{-3}$ in the bound. This makes intuitive sense in that $\gamma_c$ is the effective contraction ratio of the composed operator $\Pi_{\kappa_{\text{t}}} T_{\pi_{\text{t}}}^{\text{critic}} (\cdot)$ in the critic. Hence we expect better sample complexity for smaller $\gamma_c$. As stated in Theorem 2.1, in order to use smaller $\gamma_c$ in our analysis, we need to choose larger $n$ in executing Algorithm 1. An advantage of using large $n$ is that it leads to a lower function approximation bias $\xi$. To see this, consider the projected Bellman equation (1). When $n$ tends to infinity, since $\lim_{n \to \infty} T_{\pi_{\text{t}}}^{\text{critic}} (\Phi w) = Q^\pi$ due to value iteration (Banach fixed-point theorem for the operator $T_{\pi_{\text{t}}} (\cdot)$), the solution of the projected Bellman equation coincides with the projection of $Q^\pi$ to the linear subspace $Q$, which has the best function approximation bias. However, note that the parameter $n$ also appears in the numerator of the sample complexity bound (which is due to the variance term in the critic), hence there is a trade-off in the choice of $n$. To summarize, increasing (decreasing) the parameter $n$ leads to better (worse) critic convergence bias and function approximation bias, but has worse (better) critic variance.

In general, the issue of high variance due to the importance sampling ratio (cf. $\zeta_{\text{max}}$) is a fundamental problem in multi-step off-policy TD-learning (Sutton and Barto, 2018). In order to reduce such high variance, several variants of off-policy RL such as Retrace($\lambda$) (Munos et al., 2016), V-trace (Espeholt et al., 2018), and $Q$-trace (Khodadadian, Chen and Maguluri, 2021) have been proposed. These algorithms use truncated importance sampling ratios to reduce $\zeta_{\text{max}}$, thus reducing the variance. However, none of them are shown to converge in the function approximation setting. Designing efficient algorithms to control the high variance in multi-step off-policy TD-learning with function approximation is one of our future directions.

3. Proof Sketch of Theorems 2.1 and 2.2. In this section, we present the proof sketch of Theorems 2.1 and 2.2. The detailed proof is presented in Appendices A and B, respectively.

3.1. Proof Sketch of Theorem 2.1. We begin by remodeling the update equation of Algorithm 1 (line 4) as a Markovian SA algorithm. For any $k \geq 0$, let $X_k = (S_k, A_k, ..., S_{k+n}, A_{k+n})$, which is a Markov chain. Denote the state space of $\{X_k\}$ by $\mathcal{X}$. Note that $\mathcal{X}$ is finite. Define an operator $F : \mathbb{R}^d \times \mathcal{X} \mapsto \mathbb{R}^d$ by

$$F(w, x) = F(w, s_0, a_0, ..., s_n, a_n)$$

$$= \phi(s_0, a_0) \sum_{i=0}^{n-1} \gamma^i \prod_{j=1}^{i} \rho(s_j, a_j) \left( \mathcal{R}(s_i, a_i) + \gamma \rho(s_{i+1}, a_{i+1}) \phi(s_{i+1}, a_{i+1})^\top w - \phi(s_i, a_i)^\top w \right).$$
Then the update equation of Algorithm 1 can be equivalently written as
\[ w_{k+1} = w_k + \alpha F(w_k, S_k, A_k, ..., S_{k+n}, A_{k+n}). \]  
(5)
Define the expected operator \( \bar{F} : \mathbb{R}^d \to \mathbb{R}^d \) of \( F(\cdot) \) by \( \bar{F}(w) = \mathbb{E}_{S_0 \sim \mu_0}[F(w, S_0, A_0, ..., S_n, A_n)] \). Then Algorithm (5) can be viewed as a Markovian SA algorithm for solving the equation \( \bar{F}(w) = 0 \).

To proceed and establish finite-sample bound of Algorithm (5), we will apply Markovian SA results in the literature. In particular, we will apply Theorem 2.1 of Chen et al. (2019), which is presented in Appendix A.2 for self-containedness. To achieve that, we establish properties of the operators \( F(\cdot), \bar{F}(\cdot) \), and the Markov chain \( \{Y_k\} \) in the following proposition, which guarantee that all the assumptions for applying (Chen et al., 2019, Theorem 2.1) is satisfied. The proof is presented in Appendix A.1.

**Proposition 3.1.** Suppose Assumption 2.1 is satisfied and \( n \geq \frac{2\log(\gamma_c) + \log(\kappa_{\min})}{2\log(\gamma)} \).

1. The operator \( F(w, x) \) satisfies \( \|F(w_1, x) - F(w_2, x)\|_2 \leq 2f(\gamma_c)\|w_1 - w_2\|_2 \) and \( \|F(0, x)\|_2 \leq f(\gamma_c) \) for any \( w_1, w_2 \in \mathbb{R}^d \) and \( x \in \mathcal{X} \).
2. The Markov chain \( \{X_k\} \) has a unique stationary distribution, denoted by \( \nu_\theta \). Moreover, it holds for any \( k \geq 0 \) that \( \max_{x \in \mathcal{X}} \|P_k(w, x) - \nu_\theta(w)\|_F \leq C\sigma^k \), where the constants \( C \) and \( \sigma \) are given right after Assumption 2.1.
3. (a) \( \bar{F}(w) \) is explicitly given by \( \bar{F}(w) = \Phi^T K(T_n\Phi w) - \Phi w \).
   (b) \( \bar{F}(w) = 0 \) has a unique solution, which we have denoted by \( w_\pi \in \mathbb{R}^d \).
   (c) Let \( M(w) = \frac{1}{2}\|w\|_2^2 \). Then we have \( \langle \nabla M(w - w_\pi), \bar{F}(w) \rangle \leq -2(1 - \gamma_c)\lambda_{\min} M(w - w_\pi) \) for any \( w \in \mathbb{R}^d \).

Proposition 3.1 (1) states that the operator \( F(w, x) \) is Lipschitz in terms of \( w \), which further implies affine growth rate of \( F(w, x) \) in the sense that \( \|F(w, x)\|_2 \leq f(\gamma_c)(\|w\|_2 + 1) \) for any \( w \in \mathbb{R}^d \) and \( x \in \mathcal{X} \). Proposition 3.1 (2) states that the auxiliary Markov chain \( \{X_k\} \) also preserves the geometric mixing property, which is particularly useful for us to control the Markovian noise in the update equation (5). Proposition 3.1 (3) implies that using \( M(w - w_\pi) \) as the Lyapunov function, both SA algorithm (5) and its associated ODE have a negative drift. This is the key property used in Chen et al. (2019) to establish the finite-sample convergence bounds. Now we are ready to apply (Chen et al., 2019, Theorem 2.1) to establish finite-sample bounds of Algorithm (5) (and hence Algorithm 1). The details are presented in Appendix A.2.

3.2. Proof Sketch of Theorem 2.2. First, we show an equivalent form of the update equation of the actor parameter \( \theta_t \) (line 4 of Algorithm 2) in the following lemma. The proof is provided in Appendix B.1.

**Lemma 3.1.** For any \( w, \theta \in \mathbb{R}^d \), let \( \theta' = \theta + \beta w \). Then the following relation holds:
\[ \pi_{\theta'}(a|s) = \frac{\exp(\beta w^\top \phi(s, a))}{\sum_{a' \in A} \pi_{\theta}(a'|s) \exp(\beta w^\top \phi(s, a'))}. \]  
(6)

Such equivalent update rule is established in Agarwal et al. (2021) but only under the condition that \( w \) is the solution of an appropriate optimization problem, which forbids Agarwal et al. (2021) from using the equivalent update equation (6) in the analysis of function approximation. Here we establish such equivalency in the case where \( w \) is arbitrary. On the one hand, this seemingly simple but important extension enables us to use the lower dimensional update equation \( \theta_{t+1} = \theta_t + \beta w_t \) in the algorithm. On the other hand, we can use the equivalent update equation (6) for the analysis to obtain better convergence rate than Agarwal et al. (2021). Using Lemma 3.1, we have the following performance bound for the actor. See Appendix B.2 for the proof.

**Proposition 3.2.** Consider \( \pi_{\bar{F}} \) generated by Algorithm 2. Let \( \beta = \log(|A|) \). Then we have
\[ V^{\pi_{\bar{F}}}(\mu) - \mathbb{E}[V^{\pi_{\bar{F}}}(\mu)] \leq \frac{2}{(1 - \gamma)^2 T} + \frac{4}{(1 - \gamma)^2 T} \sum_{t=0}^{T-1} \mathbb{E}[\|Q^{\pi_t} - \Phi w_t\|_\infty]. \]  
(7)
The first term on the RHS of Eq. (7) represents the convergence rate of the actor while the second term is a combination of the error in the critic estimate and the function approximation bias. This already improves the result in Agarwal et al. (2021), where they have $O(1/\sqrt{T})$ convergence rate of the actor in the function approximation setting while we have $O(1/T)$. Note that the $O(1/T)$ convergence rate matches with the convergence rate of the actor in the tabular setting (Agarwal et al., 2021; Khodadadian et al., 2021).

The last step is to control $\mathbb{E}[\|Q^{\pi_t} - \Phi w_t\|_\infty]$. We first use triangle inequality to obtain
\[
\mathbb{E}[\|Q^{\pi_t} - \Phi w_t\|_\infty] \leq \mathbb{E}[\|Q^{\pi_t} - \Phi w_{\pi_t}\|_\infty] + \mathbb{E}[\|\Phi w_{\pi_t} - \Phi w_t\|_\infty] 
\leq \mathbb{E}[\|Q^{\pi_t} - \Phi w_{\pi_t}\|_\infty] + \mathbb{E}[\|w_{\pi_t} - w_t\|_\infty],
\]
where we used $\|\Phi\|_\infty = \max_{s,a} \|\phi(s,a)\|_1 \leq 1$. Observe that the first term on the RHS of Eq. (8) can be bounded by $\xi$, and the second term can be bounded by applying Theorem 2.1 in conjunction with Jensen’s inequality. The result then follows from substituting the upper bound of the term $\mathbb{E}[\|Q^{\pi_t} - \Phi w_t\|_\infty]$ into Eq. (7) of Proposition 3.2.

4. Conclusion. In this paper, we establish finite-sample convergence guarantees of off-policy NAC with linear function approximation. To overcome the deadly triad in the critic, we use $n$-step TD-learning, which is a one-time scale algorithm for policy evaluation using off-policy sampling and linear function approximation, and has provable convergence bounds. As for the analysis of the actor, we identify an equivalent update equation, and use it to conduct refined analysis compared to Agarwal et al. (2021). As a result, our finite-sample bounds imply a sample complexity of $O(\varepsilon^{-3})$, which advances the state-of-the-art result in the literature.
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APPENDIX A: ANALYSIS OF THE CRITIC

A.1. Proof of Proposition 3.1.

(1) Let \( w_1, w_2 \in \mathbb{R}^d \) and \( x = (s_0, a_0, ..., s_n, a_n) \in \mathcal{X} \) be arbitrary. For simplicity of notation, we denote \( \rho_{i,j} = \prod_{k=i}^{j} \beta(s_k, a_k) \). Then we have

\[
\| F(w_1, x) - F(w_2, x) \|_2 \\
= \left\| \phi(s_0, a_0) \sum_{i=0}^{n-1} \gamma^i (\gamma \rho_{i+1} \phi(s_{i+1}, a_{i+1})^\top - \rho_{1,i} \phi(s_i, a_i)^\top)(w_1 - w_2) \right\|_2 \\
= \left\| \phi(s_0, a_0) ( (\gamma^n \rho_{1,n} \phi(s_n, a_n)^\top - \phi(s_0, a_0)^\top)(w_1 - w_2) \right\|_2 \\
\leq \| \phi(s_0, a_0) \|_2 \| (\gamma \zeta_\pi)^n \| \phi(s_n, a_n) \|_2 + \| \phi(s_0, a_0) \|_2 \| w_1 - w_2 \|_2 \\
\leq ( (\gamma \zeta_\pi)^n + 1 ) \| w_1 - w_2 \|_2 \\
\leq (\| \phi(s, a) \|_2 \leq \| \phi(s, a) \|_1 \leq 1 \text{ for all } (s, a) ) \\
\leq n (\gamma \zeta_\pi)^i \| w_1 - w_2 \|_2 \\
= f(\gamma \zeta_\pi) \| w_1 - w_2 \|_2.
\]

Similarly, we have

\[
\| F(0, x) \|_2 = \left\| \phi(s_0, a_0) \sum_{i=0}^{n-1} \gamma^i \rho_{i} \mathcal{R}(s_i, a_i) \right\|_2 \\
\leq \| \phi(s_0, a_0) \|_2 \sum_{i=0}^{n-1} (\gamma \zeta_\pi)^i \| \mathcal{R}(s_i, a_i) \| \\
\leq \sum_{i=0}^{n-1} (\gamma \zeta_\pi)^i \\
\leq f(\gamma \zeta_\pi).
\]
(2) The claim that \( \{ X_k \} \) has a stationary distribution \( \nu_\pi \) follows directly from its definition and Assumption 2.1. Now for any \( x = (s_0, a_0, \ldots, s_n, a_n) \in \mathcal{X} \), using the definition of total variation distance, we have for any \( k \geq 0 \):

\[
\left\| P_{\pi}^{n+k}x - \nu_\pi(x) \right\|_{TV} = \frac{1}{2} \sum_{s_0, a_0, \ldots, s_n, a_n} \left| \sum_s P_{a_n}(s_0, s) P_{\pi}^{n+k}(s, s) - \mu_b(s) \right| \leq \frac{1}{2} \sum_s P_{a_n}(s, s) \sum_{s_0} \left| P_{\pi}^{n+k}(s, s_0) - \mu_b(s_0) \right| \leq \max_{\pi \in \mathcal{S}} \left\| P_{\pi}^{n+k}(s, \cdot) - \mu_b(\cdot) \right\|_{TV} \leq C \sigma^k.
\]

It follows that \( \max_{x \in \mathcal{X}} \left\| P_{\pi}^{n+k}x - \nu_\pi(x) \right\|_{TV} \leq C \sigma^k \) for all \( k \geq 0 \).

(3) (a) We first compute \( \bar{F}(w) \). By definition, we have

\[
\bar{F}(w) = \mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \left( \sum_{i=0}^{n-1} \gamma^i \rho_{1,i} R(S_i, A_i) + \gamma^n \rho_{1,n} \phi(S_n, A_n)^\top w - \phi(S_0, A_0)^\top w \right) \right].
\]

Using conditional expectation and the Markov property, we have for any \( i = 0, \ldots, n - 1 \):

\[
\mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^i \rho_{1,i} R(S_i, A_i) \right] = \mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^i \rho_{1,i} \mathbb{E} \left[ R(S_i, A_i) | S_0, A_0, \ldots, S_{i-1}, A_{i-1} \right] \right] = \mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^i \rho_{1,i} \sum_{s,a} P_{A_{i-1}}(S_{i-1}, s) \pi_b(a|s) \frac{\pi(a|s)}{\pi_b(a|s)} R(s, a) \right] = \mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^i \rho_{1,i-1} |P_{\pi} R|(S_{i-1}, A_{i-1}) \right] = \mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^i |P_{\pi}^i R|(S_0, A_0) \right] = \Phi^\top \mathcal{K}(\gamma P_{\pi})^i R,
\]

where \( P_{\pi} \) is the transition probability matrix of the Markov chain \( \{ (S_k, A_k) \} \) under policy \( \pi \), and \( R \) is the reward vector. Similarly, we have

\[
\mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \gamma^n \rho_{1,n} \phi(S_n, A_n)^\top w \right] = \Phi^\top \mathcal{K}(\gamma P_{\pi})^n \Phi w,
\]

and

\[
\mathbb{E}_{S_0 \sim \mu_b} \left[ \phi(S_0, A_0) \phi(S_0, A_0)^\top w \right] = \Phi^\top \mathcal{K} \Phi w.
\]

Therefore, we obtain

\[
\bar{F}(w) = \Phi^\top \mathcal{K} \sum_{i=0}^{n-1} (\gamma P_{\pi})^i R + \Phi^\top \mathcal{K}(\gamma P_{\pi})^n \Phi w - \Phi^\top \mathcal{K} \Phi w
\]
\[ = \Phi^T \mathcal{K} \left[ \sum_{i=0}^{n-1} (\gamma P_\pi)^i R + (\gamma P_\pi)^n \Phi w - \Phi w \right] \]
\[ = \Phi^T \mathcal{K}(\mathcal{T}_\pi^n(\Phi w) - \Phi w). \]

(b) Note that the equation \( \dot{F}(w) = 0 \) is equivalent to
\[ \Phi w = \Phi(\Phi^T \mathcal{K} \Phi)^{-1} \Phi^T \mathcal{K}\mathcal{T}_\pi^n(\Phi w) = \Pi_{\kappa_b} \mathcal{T}_\pi^n(\Phi w), \]
which is the projected \( n \)-step Bellman equation (1). Observe that
\[ \| \Pi_{\kappa_b} \mathcal{T}_\pi^n(Q_1) - \Pi_{\kappa_b} \mathcal{T}_\pi^n(Q_2) \|_{\kappa_b} \leq \| \mathcal{T}_\pi^n(Q_1) - \mathcal{T}_\pi^n(Q_2) \|_{\kappa_b} \]
\[ \leq \| \mathcal{T}_\pi^n(Q_1) - \mathcal{T}_\pi^n(Q_2) \|_\infty \]
\[ \leq \gamma^n \| Q_1 - Q_2 \|_\infty \]
\[ \leq \frac{\gamma^n}{\sqrt{\kappa_{b,\min}}} \| Q_1 - Q_2 \|_{\kappa_b} \]
\[ \leq \frac{\gamma^n}{\sqrt{\kappa_{b,\min}}} \| Q_1 - Q_2 \|_{\kappa_b} \]
\[ = \gamma c \| Q_1 - Q_2 \|_{\kappa_b}. \]

It follows that the composed operator \( \Pi_{\kappa_b} \mathcal{T}_\pi^n(\cdot) \) is a contraction mapping with respect to \( \| \cdot \|_{\kappa_b} \). Therefore, Banach fixed-point theorem implies that the projected Bellman equation (1) has a unique solution. Since the matrix \( \Phi \) is full-column rank, there is a unique solution (which we have denoted by \( w_\pi \)) to the equation \( \dot{F}(w) = 0 \).

(c) Consider the Lyapunov function \( M(w) = \frac{1}{2} \| w \|_2^2 \). Since the \( n \)-step Bellman operator \( \mathcal{T}_\pi^n(\cdot) \) is linear, we have
\[ \langle \nabla M(w - w_\pi), \dot{F}(w) \rangle \]
\[ = \langle w - w_\pi, \Phi^T \mathcal{K}(\mathcal{T}_\pi^n(\Phi w) - \Phi w) \rangle \]
\[ = \langle w - w_\pi, \Phi^T \mathcal{K}\mathcal{T}_\pi^n(\Phi w - w_\pi) - \Phi^T \mathcal{K} \Phi (w - w_\pi) \rangle \]
\[ = \langle (\Phi^T \mathcal{K} \Phi)(w - w_\pi), (\Phi^T \mathcal{K} \Phi)^{-1} \Phi^T \mathcal{K} \mathcal{T}_\pi^n(\Phi w - w_\pi) - (w - w_\pi) \rangle \]
\[ = \langle (\Phi^T \mathcal{K} \Phi)(w - w_\pi), (\Phi^T \mathcal{K} \Phi)^{-1} \Phi^T \mathcal{K} \mathcal{T}_\pi^n(\Phi w - w_\pi) \rangle - \| \Phi(w - w_\pi) \|_{\kappa_b}^2 \]
\[ = (\kappa^{1/2} \Phi(w - w_\pi), \kappa^{1/2} \Phi^T \mathcal{K} \Phi)^{-1} \Phi^T \mathcal{K} \mathcal{T}_\pi^n(\Phi w - w_\pi) \rangle - \| \Phi(w - w_\pi) \|_{\kappa_b}^2 \]
\[ \leq \| \Phi(w - w_\pi) \|_{\kappa_b} \| \Phi^T \mathcal{K} \Phi(\Phi^T \mathcal{K} \Phi)^{-1} \Phi^T \mathcal{K} \mathcal{T}_\pi^n(\Phi w - w_\pi) \|_{\kappa_b} - \| \Phi(w - w_\pi) \|_{\kappa_b}^2 \]
\[ \leq \gamma c \| \Phi(w - w_\pi) \|_{\kappa_b} \| \Phi(w - w_\pi) \|_{\kappa_b} - \| \Phi(w - w_\pi) \|_{\kappa_b}^2 \]
\[ = - (1 - \gamma c) \| \Phi(w - w_\pi) \|_{\kappa_b}^2 \]
\[ \leq - 2(1 - \gamma c) \lambda_{\min} M(w - w_\pi), \]

where in the last line we used \( \sqrt{\lambda_{\min}} \| w \|_2 \leq \| \Phi w \|_{\kappa_b} \) for any \( w \in \mathbb{R}^d \).

A.2. Proof of Theorem 2.1. Since Algorithm 1 is a linear stochastic approximation algorithm under Markovian noise. Proposition 3.1 ensures the applicability of (Bertsekas and Tsitsiklis, 1996, Proposition 4.8), which gives us the almost sure convergence result under non-summable but squared-summable step-sizes. We next focus on the finite-sample guarantees.

We begin by restating (Chen et al., 2019, Corollary 2.1) in the following, where we adopt our notation for consistency.
**Theorem A.1** (Corollary 2.1 of Chen et al. (2019)). Consider the stochastic approximation algorithm
\[ w_{k+1} = w_k + \alpha G(X_k, w_k). \]

Suppose that

1. The random process \( \{X_k\} \) has a unique stationary distribution \( \nu \), and it holds for any \( k \geq 0 \) that
   \[ \max_{x \in \mathcal{X}} \| P^k(x, \cdot) - \mu(\cdot) \|_{TV} \leq C_1 \sigma^k \]  
   for some constant \( C_1 > 0 \) and \( \sigma \in (0, 1) \).
2. The operator \( G(\cdot, \cdot) \) satisfies
   \[ \| G(x, w_1) - G(x, w_2) \|_2 \leq L \| w_1 - w_2 \|_2 \]  
   and \( \| G(x, 0) \|_2 \leq L \) for any \( w_1, w_2 \in \mathbb{R}^d \) and \( x \in \mathcal{X} \).
3. The equation \( \hat{G}(w) = \mathbb{E}_{X \sim \mu}[G(X, w)] = 0 \) has a unique solution \( w^* \), and the following inequality holds for all \( w \in \mathbb{R}^d \):
   \[ (w - w^*)^\top G(w) \leq -\ell \| w - w^* \|_2^2, \]  
   where \( \ell > 0 \) is some positive constant.
4. The stepsize \( \alpha \) is chosen such that
   \[ \tau_\alpha := \min\{k \geq 0 : \max_{x \in \mathcal{X}} \| P^k(x, \cdot) - \nu(\cdot) \|_{TV} \leq \alpha \}. \]

Then we have for any \( k \geq \tau_\alpha \)
\[ \mathbb{E}[\| w_k - w^* \|_2^2] \leq (\| w_0 \|_2 + \| w_0 - w^* \|_2 + 1)^2 (1 - \ell \alpha)^{k-\tau_\alpha} + 114L^2(\| w^* \|_2 + 1)^2 \frac{\alpha \tau_\alpha}{\ell}. \]

Now we proceed to prove Theorem 2.1. To apply Theorem A.1, we begin by identifying the corresponding constants using Proposition 3.1. We have
\[ L = f(\gamma \zeta_\pi), \quad \ell = (1 - \gamma_c) \lambda_{\min}, \quad \text{and} \quad \tau_\alpha = t_\alpha + n + 1. \]

It follows that when the constant stepsize \( \alpha \) within Algorithm 1 is chosen such that \( \alpha(t_\alpha + n + 1) \leq \frac{(1-\gamma_c)\lambda_{\min}}{114f(\gamma_\pi)^2} \), we have for all \( k \geq t_\alpha + n + 1 \):
\[ \mathbb{E}[\| w_k - w^* \|_2^2] \leq c_1 (1 - (1 - \gamma_c) \lambda_{\min})^{k-(t_\alpha+n+1)} + c_2 \alpha(t_\alpha + n + 1), \]
where \( c_1 = (\| w_0 \|_2 + \| w_0 - w^* \|_2 + 1)^2 \) and \( c_2 = 114f(\gamma_\pi)^2(\| w^\pi \|_2 + 1)^2 \). This proves Theorem 2.1.

### A.3. Finite-Sample Bound for Using Diminishing Stepsizes.

We here state the finite-sample bounds of Algorithm 1 for using diminishing stepsize of the form \( \alpha_k = \frac{\alpha}{(k+h)^n} \), where \( \alpha, h > 0 \) and \( \eta \in (0, 1] \). For simplicity of notation, let \( t_k = t_{\alpha_k}, \quad L_1 = \frac{1+\log(C/\sigma)}{\log(1/\sigma)}, \) and \( \ell = (1 - \gamma_c) \lambda_{\min} \).

**Theorem A.2.** Consider \( \{w_k\} \) of Algorithm 1. Suppose that Assumptions 2.1 is satisfied, the parameter \( n \) is chosen such that \( n \geq \frac{2\log(\gamma_\pi)+\log(\delta \lambda_{\min, \nu})}{2\log(\gamma_c)} \) (where \( \gamma_c \in (0, 1) \) is some tunable constant), and \( \alpha_k = \frac{\alpha}{(k+h)^n} \), where \( \alpha > 0, \eta \in (0, 1] \), and \( h \) is chosen such that \( \sum_{i=k-t_h}^{k-1} (t_i + n + 1) \leq \frac{1-\gamma_c}{114f(\gamma_\pi)^2} \). Let \( \hat{k} := \min\{k : k \geq t_k + n + 1 \} \). Then we have the following results.

1. When \( \eta = 1 \), we have for all \( k \geq \hat{k} \):
   \[ \mathbb{E}[\| w_k - w^* \|_2^2] \leq \begin{cases}  
   c_1 \left( \frac{\hat{k} + h}{k + h} \right)^{\ell k} + \frac{8c_2\alpha^2L_1 \left[ \log \left( \frac{k+h}{\alpha} \right) + 1 \right]}{k + h}, & \ell \alpha \in (0, 1), \\
   c_1 \left( \frac{\hat{k} + h}{k + h} \right)^{\ell k} + \frac{8c_2\alpha^2L_1 \left[ \log \left( \frac{k+h}{\alpha} \right) + 1 \right]}{k + h}, & \ell \alpha = 1, \\
   c_1 \left( \frac{\hat{k} + h}{k + h} \right)^{\ell k} + \frac{8c_2\alpha^2L_1 \left[ \log \left( \frac{k+h}{\alpha} \right) + 1 \right]}{k + h}, & \ell \alpha \in (1, \infty). 
   \end{cases} \]
(2) When \( \eta \in (0, 1) \) and \( \alpha > 0 \), suppose in addition that \( \hat{k} + h \geq \lceil 2\eta/(\ell\alpha) \rceil^{1/(1-\eta)} \), then we have for all \( k \geq \hat{k} \):

\[
\mathbb{E}[\|\theta_k - \theta^*\|^2] \leq c_1 \exp \left[ -\frac{\ell\alpha}{1-\eta} \left( (k + h)^{1-\eta} - (\hat{k} + h)^{1-\eta} \right) \right] + \frac{4c_2\alpha^2L_1}{\ell\alpha} \left[ \log \left( \frac{k+h}{\alpha} \right) + 1 \right].
\]

Similar to Theorem 2.1 following from (Chen et al., 2019, Corollary 2.1), Theorem A.2 follows from (Chen et al., 2019, Corollary 2.2). Hence we omit the proof.

**APPENDIX B: ANALYSIS OF THE ACTOR**

**B.1. Proof of Lemma 3.1.** Let \( \pi \) and \( \pi' \) be two policies parametrized by \( \theta \) and \( \theta' \), respectively. Then we have

\[
\pi'(a|s) = \frac{\exp(\theta'^\top \phi(s, a))}{\sum_{a' \in A} \exp(\theta'^\top \phi(s, a'))} = \frac{\exp((\theta + \beta w)^\top \phi(s, a))}{\sum_{a' \in A} \exp((\theta + \beta w)^\top \phi(s, a'))} = \frac{\exp(\theta^\top \phi(s, a)) \exp(\beta w^\top \phi(s, a)) \sum_{a' \in A} \exp(\theta^\top \phi(s, a'))}{\sum_{a' \in A} \exp((\theta + \beta w)^\top \phi(s, a'))} = \pi(a|s) \frac{\exp(\beta w^\top \phi(s, a)) \sum_{a' \in A} \exp(\theta^\top \phi(s, a'))}{\sum_{a' \in A} \exp((\theta + \beta w)^\top \phi(s, a'))} = \pi(a|s) \frac{\exp(\beta w^\top \phi(s, a))}{\sum_{a' \in A} \pi_t(a'|s) \exp(w^\top \phi(s, a'))}.
\]

This establishes the equivalence between the two update equations.

**B.2. Proof of Proposition 3.2.** Using Lemma 3.1, we see that the update equation of the actor (line 4 of Algorithm 2) can be equivalently written by

\[
\pi_{t+1}(a|s) = \pi_t(a|s) \frac{\exp(\beta w_{t}^\top \phi(s, a)) \sum_{a' \in A} \pi_t(a'|s) \exp(\beta w_{t}^\top \phi(s, a'))}{\sum_{a' \in A} \pi_t(a'|s) \exp(\beta (w_{t}^\top \phi(s, a') - V^\pi_t(s)))} = \pi_t(a|s) \frac{\exp(\beta (w_{t}^\top \phi(s, a) - V^\pi_t(s))) \sum_{a' \in A} \pi_t(a'|s) \exp(\beta w_{t}^\top \phi(s, a') - V^\pi_t(s))}{\sum_{a' \in A} \pi_t(a'|s) \exp(\beta (w_{t}^\top \phi(s, a') - V^\pi_t(s)))} = \pi_t(a|s) \frac{\exp(\beta (w_{t}^\top \phi(s, a) - V^\pi_t(s)))}{Z_t(s)}, \tag{9}
\]

where \( Z_t(s) = \sum_{a' \in A} \pi_t(a'|s) \exp(\beta (w_{t}^\top \phi(s, a') - V^\pi_t(s))) \). We will use Eq. (9) for our analysis. To prove Proposition 3.2, we need the following sequence of lemmas.

**Lemma B.1.** For any \( t \geq 0 \) and \( s \in S \), we have the following lower bound for \( \log(Z_t(s)) \)

\[
\log(Z_t(s)) \geq \beta \sum_{a \in A} \pi_t(a|s) (w_{t}^\top \phi(s, a) - Q^\pi_t(s, a)).
\]
PROOF OF LEMMA B.1. Using the equivalent update rule (9) of $\pi_t$ and we have for any $t \geq 0$ and $s \in S$:

$$\log(Z_t(s)) = \log \left[ \sum_{a \in A} \pi_t(a|s) \exp(\beta(w_t^\top \phi(s, a) - V^\pi_t(s))) \right]$$

$$\geq \beta \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - V^\pi_t(s))) \quad \text{(Jensen’s inequality)}$$

$$= \beta \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^\pi_t(s, a) + Q^\pi_t(s, a) - V^\pi_t(s)))$$

$$= \beta \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^\pi_t(s, a)),$$

where in the last line we used $\sum_{a \in A} \pi_t(a|s)Q^\pi_t(s, a) = V^\pi_t(s)$. \qed

For any starting distribution $\mu$ and policy $\pi$, we define the following as the discounted visitation distribution.

$$d^\pi_\mu(s) = (1 - \gamma) \mathbb{E}_{s_0 \sim \mu} \left[ \sum_{t=0}^\infty \gamma^t \Pr^\pi(S_t = s|S_0 = s_0) \right].$$

**LEMMA B.2.** For any starting distribution $\mu$, the following inequality holds:

$$V^{\pi_{t+1}}(\mu) - V^\pi(\mu) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(w_t^\top \phi(s, a) - Q^\pi_t(s, a))$$

$$- \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^\pi_t(s, a)) + \frac{1}{\beta} \mathbb{E}_{s \sim d^t} \log(Z_t(s)),$$

where for the ease of notation we denote $d^\pi_\mu \equiv d^\pi$.

**PROOF OF LEMMA B.2.** For any starting distribution $\mu$, we have

$$V^{\pi_{t+1}}(\mu) - V^\pi(\mu)$$

$$= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)A^\pi_t(s, a)$$

(Performance Difference Lemma, (Agarwal et al., 2021, Lemma 3.2))

$$= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^\pi_t(s, a) - w_t^\top \phi(s, a) + w_t^\top \phi(s, a) - V^\pi_t(s))$$

$$= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^\pi_t(s, a) - w_t^\top \phi(s, a))$$

$$+ \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right). \quad (10)$$

Consider the second term on the RHS of the previous inequality. Using the definition of Kullback–Leibler (KL) divergence, we have

$$\mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right)$$
\[ \begin{align*}
&= \mathbb{E}_{s \sim d^{t+1}} D_{KL}(\pi_{t+1}(\cdot|s) \mid \pi_t(\cdot|s)) + \mathbb{E}_{s \sim d^{t+1}} \log Z_t(s) \\
&\geq \mathbb{E}_{s \sim d^{t+1}} \left[ \log Z_t(s) - \beta \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)) \right] \\
&\quad + \beta \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)) \\
&\quad \quad \quad \quad \quad \quad \quad \text{(KL divergence is non-negative)} \\
&\geq (1 - \gamma) \mathbb{E}_{s \sim \mu} \left[ \log Z_t(s) - \beta \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)) \right] \\
&\quad + \beta \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)). \\
&\quad \quad \quad \quad \quad \quad \quad (d^{t+1} \geq (1 - \gamma)\mu \text{ and Lemma B.1}) \\
\end{align*} \]

By substituting the previous inequality into Eq. (10) we obtain
\[ V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)) \]
\[ - \mathbb{E}_{s \sim \mu} \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^{\pi_t}(s, a)) + \frac{1}{\beta} \mathbb{E}_{s \sim \mu} \log Z_t(s). \]

**Lemma B.3.** The following equality holds for any starting distribution \( \mu \) and \( t \geq 0 \):
\[ V^{\pi^*}(\mu) - V^{\pi_t}(\mu) \]
\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi^*}(s, a) - w^\top \phi(s, a)) + \frac{1}{1 - \gamma} \beta \mathbb{E}_{s \sim d^*} \log(Z_t(s)) \]
\[ + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) \mid \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) \mid \pi_{t+1}(\cdot|s))], \]
where \( d^* \equiv d^*_{\mu} \) is the discounted visitation distribution corresponding to the optimal policy.

**Proof of Lemma B.3.** Using the equivalent update rule of \( \pi_t \) in (9), for any \( t \geq 0 \) and \( s \in S \) we have
\[ V^{\pi^*}(\mu) - V^{\pi_t}(\mu) \]
\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)A^{\pi^*}(s, a) \quad \text{(Performance Difference Lemma)} \]
\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi^*}(s, a) - w^\top \phi(s, a) + w^\top \phi(s, a) - V^{\pi_t}(s)) \]
\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi^*}(s, a) - w^\top \phi(s, a)) \]
\[ + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) \]
\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi^*}(s, a) - w^\top \phi(s, a)) + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} \log(Z_t(s)) \]
\[ + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) \mid \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) \mid \pi_{t+1}(\cdot|s))], \quad (11) \]
where the last line follows from the definition of KL divergence.

We now proceed to prove Proposition 3.2. Since Lemma B.2 holds for any distribution $\mu$, apply lemma B.2 with $\mu = d^*$ and we have

\[
V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) \geq \frac{1}{1-\gamma} \mathbb E_{s \sim d_{t+1}^*} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(w_t^\top \phi(s, a) - Q^\pi_t(s, a))
\]

\[
- \mathbb E_{s \sim d^*} \sum_{a \in A} \pi_t(a|s)(w_t^\top \phi(s, a) - Q^\pi_t(s, a)) + \frac{1}{\beta} \mathbb E_{s \sim d^*} \log Z_t(s),
\]

which implies

\[
\frac{1}{\beta} \mathbb E_{s \sim d^*} \log Z_t(s) \leq V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) + \frac{3}{1-\gamma} \|\Phi w_t - Q^\pi_t\|_{\infty}.
\]  (12)

Using (11), for any $T \geq 1$ we have

\[
\sum_{t=0}^{T-1} (V^{\pi_t}(\mu) - V^{\pi_t}(\mu))
\]

\[
= \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \mathbb E_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^\pi_t(s, a) - w_t^\top \phi(s, a)) + \frac{1}{(1-\gamma)\beta} \sum_{t=0}^{T-1} \mathbb E_{s \sim d^*} \log(Z_t(s))
\]

\[
+ \frac{1}{(1-\gamma)\beta} \sum_{t=0}^{T-1} \mathbb E_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))]
\]

\[
\leq \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w_t\|_{\infty} + \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \left[ V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) + \frac{3}{1-\gamma} \|Q^\pi_t - \Phi w_t\|_{\infty} \right] \text{ (Eq. (12))}
\]

\[
+ \frac{1}{(1-\gamma)\beta} \sum_{t=0}^{T-1} \mathbb E_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))]
\]

\[
\leq \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w_t\|_{\infty} + \frac{1}{1-\gamma} (V^{\pi_T}(d^*) - V^{\pi_0}(d^*)) + \frac{3}{(1-\gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w_t\|_{\infty}
\]

\[
+ \frac{1}{(1-\gamma)\beta} \mathbb E_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_0(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_T(\cdot|s))]
\]

\[
\leq \frac{4}{(1-\gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w_t\|_{\infty} + \frac{1}{(1-\gamma)^2} + \frac{\log(A)}{(1-\gamma)\beta}
\]

\[
\leq \frac{4}{(1-\gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w_t\|_{\infty} + \frac{2}{(1-\gamma)^2},
\]

where the last line follows from $\beta = \log(|A|)$. Therefore, using the previous inequality and the definition of $T$, we have:

\[
V^{\pi_T}(\mu) - \mathbb E[V^{\pi_T}(\mu)] = V^{\pi_T}(\mu) - \frac{1}{T} \sum_{t=0}^{T-1} \mathbb E[V^{\pi_t}(\mu)]
\]

\[
\leq \frac{2}{(1-\gamma)^2T} + \frac{4}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb E[\|Q^\pi_t - \Phi w_t\|_{\infty}],
\]
which proves Proposition 3.2.

**B.3. Proof of Theorem 2.2.** Using the result of Proposition 3.2, for any starting distribution \( \mu \), we have:

\[
V^\pi(\mu) - \mathbb{E}[V^\pi(\mu)] \leq \frac{2}{(1-\gamma)^2T} + \frac{4}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|Q^\pi_t - \Phi w_t\|_\infty]
\]

\[
\leq \frac{2}{(1-\gamma)^2T} + \frac{4}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|Q^\pi_t - \Phi w_t\|_\infty]
\]

\[
+ \frac{4}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|w_t - w_{\pi_t}\|_\infty]
\]

\[
\leq \frac{2}{(1-\gamma)^2T} + \frac{4\xi}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|w_t - w_{\pi_t}\|_\infty],
\]

where we recall that \( \xi = \max_\theta \|Q^\pi - \Phi w_{\pi_t}\|_\infty \).

To control \( \mathbb{E}[\|w_t - w_{\pi_t}\|_\infty] \), we apply Theorem 2.1. Since we choose the initial iterate \( w_0 = 0 \) in the critic, we can upper bound the constants \( c_1 \) and \( c_2 \) in Theorem 2.1 by

\[
c_1 \leq c_3^2 \quad \text{and} \quad c_2 \leq 114f(\gamma\zeta_{\text{max}})^2c_3^2,
\]

where \( c_3 = 1 + \max_\pi \|w_\pi\|_2 \). The following lemma provides a uniform bound on \( \|w_\pi\|_2 \) for any target policy \( \pi \). The proof is presented in Appendix B.4.

**Lemma B.4.** *For any policy \( \pi \), we have \( \|w_\pi\|_2 \leq \frac{2}{(1-\gamma)\sqrt{1-\gamma_\epsilon}} \).

Since \( \pi_t \) is determined by \( \{(S_i, A_i)\}_{0 \leq i \leq (K+n)} \) while \( w_t \) is determined by \( \{(S_i, A_i)\}_{t(K+n) \leq i \leq (t+1)(K+n)} \), using the Markov property and conditional expectation, by Theorem 2.1 we have

\[
\mathbb{E}[\|w_t - w_{\pi_t}\|_\infty] \leq \mathbb{E}[\|w_t - w_{\pi_t}\|_2]
\]

\[
\leq \sqrt{\mathbb{E}[\|w_t - w_{\pi_t}\|_2^2]}
\]

\[
\leq c_3(1 - (1 - \gamma_c)\lambda_{\text{min}}\alpha)\frac{\kappa - (t_\alpha + n + 1)}{2} + \frac{11c_3f(\gamma\zeta_{\text{max}})[\alpha(t_\alpha + n + 1)]^{1/2}}{(1-\gamma_c)^{1/2}\lambda_{\text{min}}^{1/2}}.
\]

Finally, by substituting the previous inequality into Eq. (13), we get

\[
V^\pi(\mu) - \mathbb{E}[V^\pi(\mu)] \leq \frac{2}{(1-\gamma)^2T} + \frac{4\xi}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|w_t - w_{\pi_t}\|_\infty]
\]

\[
+ \frac{4c_3}{(1-\gamma)^2(1 - (1 - \gamma_c)\lambda_{\text{min}}\alpha)\frac{\kappa - (t_\alpha + n + 1)}{2}}
\]

\[
+ \frac{44c_3f(\gamma\zeta_{\text{max}})[\alpha(t_\alpha + n + 1)]^{1/2}}{(1-\gamma_c)^{1/2}(1-\gamma)^2\lambda_{\text{min}}^{1/2}}.
\]

This proves Theorem 2.2.
B.4. Proof of Lemma B.4. For any policy $\pi$, using the projected Bellman equation $\Phi w_\pi = \Pi_{\kappa_b} T^\pi_\pi (\Phi w_\pi)$ we have

$$
\| Q^\pi - \Phi w_\pi \|_{\kappa_b}^2 = \| Q^\pi - \Pi_{\kappa_b} Q^\pi + \Pi_{\kappa_b} Q^\pi - \Phi w_\pi \|_{\kappa_b}^2
$$

$$
= \| Q^\pi - \Pi_{\kappa_b} Q^\pi \|_{\kappa_b}^2 + \| \Phi w_\pi - \Pi_{\kappa_b} Q^\pi \|_{\kappa_b}^2 \quad \text{(Babylonian–Pythagorean theorem)}
$$

$$
\leq \| Q^\pi - \Pi_{\kappa_b} Q^\pi \|_{\kappa_b}^2 + \gamma_c^2 \| \Phi w_\pi - Q^\pi \|_{\kappa_b}^2.
$$

It follows that

$$
\| Q^\pi - \Phi w_\pi \|_{\kappa_b} \leq \frac{1}{\sqrt{1 - \gamma_c}} \| \Pi_{\kappa_b} Q^\pi - Q^\pi \|_{\kappa_b}
$$

$$
\leq \frac{1}{\sqrt{1 - \gamma_c}} \| Q^\pi \|_{\kappa_b} \quad \text{(Babylonian–Pythagorean theorem)}
$$

$$
\leq \frac{1}{(1 - \gamma) \sqrt{1 - \gamma_c^2}}.
$$

Using the reverse triangle inequality we get

$$
\| w_\pi \|_2 \leq \frac{1}{\sqrt{\lambda_{\min}}} \| \Phi w_\pi \|_{\kappa_b}
$$

$$
\leq \frac{1}{\sqrt{\lambda_{\min}}} \left( \| Q^\pi \|_{\kappa_b} + \frac{1}{(1 - \gamma) \sqrt{1 - \gamma_c^2}} \right)
$$

$$
\leq \frac{2}{(1 - \gamma) \sqrt{1 - \gamma_c^2} \sqrt{\lambda_{\min}}}
$$

$$
\leq \frac{2}{(1 - \gamma) \sqrt{1 - \gamma_c^2} \lambda_{\min}}.
$$

B.5. Proof of Corollary 2.2.1. For an given accuracy $\epsilon > 0$, in order to achieve

$$
V^\pi\ast (\mu) - \mathbb{E} [V^\pi\ast (\mu)] \leq \epsilon + \frac{3\xi}{(1 - \gamma)^2},
$$

in light of Theorem 2.2 and Lemma B.4, we must have

$$
T \sim \mathcal{O} \left( \frac{1}{\epsilon (1 - \gamma)^2} \right)
$$

$$
\alpha \sim \mathcal{O} \left( \frac{\epsilon^2}{\log(1/\epsilon)} \right) \tilde{\mathcal{O}} \left( \frac{(1 - \gamma_c)^2 (1 - \gamma)^6 \lambda_{\min}^2}{n f (\gamma \zeta_{\max})^2} \right)
$$

$$
K \sim \mathcal{O} \left( \frac{\log^2(1/\epsilon)}{\epsilon^2} \right) \tilde{\mathcal{O}} \left( \frac{n f (\gamma \zeta_{\max})^2}{(1 - \gamma_c)^3 (1 - \gamma)^6 \lambda_{\min}^3} \right).
$$

Therefore, the total sample complexity is

$$
TK = \mathcal{O} \left( \frac{\log^2(1/\epsilon)}{\epsilon^3} \right) \tilde{\mathcal{O}} \left( \frac{n f (\gamma \zeta_{\max})^2}{(1 - \gamma_c)^3 (1 - \gamma)^6 \lambda_{\min}^3} \right).
$$
APPENDIX C: DISCUSSION ABOUT SAMPLE COMPLEXITY

For completeness, we restate here the argument from (Khodadadian, Chen and Maguluri, 2021, Appendix C) that explains issues with definition of sample complexity when the error is not going to zero. Consider a convergence bound of the form

\[ \text{Error} \leq \frac{1}{T} + \mathcal{E}_0, \]

where \( \mathcal{E}_0 \) is a constant bias term, and \( T \) is the number of iterations. For example, in our case, \( \mathcal{E}_0 \) represents the function approximation bias. By using the AM-GM inequality, we have

\[
\text{Error} \leq \left( \frac{1}{\mathcal{E}_0^{N-1}T^N} \right)^{1/N} + \mathcal{E}_0 \\
\leq \frac{1}{N} \mathcal{E}_0^{-1} \left( \frac{1}{T^N} \right) + \left( 2 - \frac{1}{N} \right) \mathcal{E}_0
\]

(14)

\[
= \mathcal{O} \left( \frac{1}{T^N} \right) + \mathcal{O}(\mathcal{E}_0),
\]

(15)

which leads to the misleading interpretation of obtaining \( \mathcal{O}(\epsilon^{-1/N}) \) sample complexity for any \( N \geq 1 \). See Appendix C of Khodadadian, Chen and Maguluri (2021) for a more detailed discussion.

A simple way to identify the problem in the previous derivation is to consider the special case where \( \mathcal{E}_0 = 0 \), which corresponds to using \( \Phi = I_{|S||A|} \) in our NAC algorithm (i.e., the tabular setting). In this case, since the RHS of Eq. (14) is infinity, the convergence bound in Eq. (14) and also Eq. (15) are meaningless. In our Theorem 2.2, when \( \Phi = I_{|S||A|} \) and hence \( \xi = 0 \), Theorem 2.2 still provides a meaningful finite-sample bounds. In fact, it coincides with the finite-sample bounds of tabular NAC provided in Khodadadian, Chen and Maguluri (2021) when the two truncation levels within the Q-trace algorithm are large enough. Therefore, the issue of trading off asymptotic error and convergence rate using AM-GM inequality is not present in our results.

APPENDIX D: CONVERGENCE OF QNPG

In this section we establish \( \mathcal{O}(1/T) \) convergence of QNPG, improving upon the \( \mathcal{O}(1/\sqrt{T}) \) result in Agarwal et al. (2021).

Consider an arbitrary (possibly dependent on policy \( \pi \)) distribution \( \nu^\pi \) over the states of the MDP. For an arbitrary policy \( \pi \), define

\[ w^\pi \in \arg \min_w \mathbb{E}_{s \sim \nu^\pi, a \sim \pi(s)} [(Q^\pi(s, a) - w^\top \phi(s, a))^2]. \]

Note that the solution to the projected Bellman equation 1 is denoted as \( w^\pi \) which can in general be different from \( w^\pi \).

The general QNPG algorithm is presented in Algorithm 3.

\begin{algorithm}
1: \textbf{Input:} \( T, \beta, \theta_0 \), features \( \phi_{s,a} \in \mathbb{R}^d \) for all \( s, a \), distribution function \( \pi \rightarrow \nu^\pi \)
2: \textbf{for} \( t = 0, 1, \ldots, T - 1 \) \textbf{do}
3: \hspace{1cm} Evaluate \( w^\pi \theta_t \)
4: \hspace{1cm} \( \theta_{t+1} = \theta_t + \beta w^\pi \theta_t \)
5: \textbf{end for}
6: \textbf{Output:} \( \theta_{\hat{T}} \), where \( \hat{T} \) is uniformly sampled from \([0, T - 1]\).
\end{algorithm}
Define
\[ \xi_{\text{error}} = \max_{\pi} \| Q^\pi - \Phi w^\pi \|_\infty. \]

We have the following theorem:

**THEOREM D.1.** The general QNPG Algorithm 3 with step size \( \beta \geq \log(|A|) \) satisfies the following
\[ V^* - \mathbb{E}[V^t] \leq \frac{2}{(1 - \gamma)^2 T} + \frac{4}{(1 - \gamma)^2} \xi_{\text{error}}, \]
where the expectation is only with respect to the randomness in \( \hat{T} \).

**D.1. Proof of Theorem D.1.** Throughout this section, we denote \( \pi_t \equiv \pi_{\theta_t} \). Using Lemma 3.1, we have
\[ \pi_{t+1}(a|s) = \pi_t(a|s) \frac{\exp(\beta \phi(s,a)^\top w^\pi_t)}{\sum_{a' \in A} \pi_t(a'|s) \exp(\beta \phi(s,a')^\top w^\pi_t)} \]
\[ = \pi_t(a|s) \frac{\exp(\beta \phi(s,a)^\top w^\pi_t - V^\pi_t(s))}{\sum_{a' \in A} \pi_t(a'|s) \exp(\beta \phi(s,a')^\top w^\pi_t - V^\pi_t(s))} \]
\[ = \pi_t(a|s) \frac{\exp(\beta \phi(s,a)^\top w^\pi_t - V^\pi_t(s))}{Z_t(s)}, \]
(16)
where \( Z_t(s) = \sum_{a' \in A} \pi_t(a'|s) \exp(\beta \phi(s,a')^\top w^\pi_t - V^\pi_t(s)) \). First, we state three supporting lemmas for the proof of Theorem D.1.

**LEMMA D.1.** For any \( t \geq 0 \) and \( s \in S \), we have the following lower bound for \( \log(Z_t(s)) \)
\[ \log(Z_t(s)) \geq \beta \sum_{a \in A} \pi_t(a|s)(\phi(s,a)^\top w^\pi_t - Q^\pi_t(s,a)). \]

**LEMMA D.2.** For any starting distribution \( \mu \) and \( t \geq 0 \), the following inequality holds:
\[ V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(\phi(s,a)^\top w^\pi_t - Q^\pi_t(s,a)) \]
\[ - \mathbb{E}_{s \sim \mu} \sum_{a \in A} \pi_t(a|s)(\phi(s,a)^\top w^\pi_t - Q^\pi_t(s,a)) + \frac{1}{\beta} \mathbb{E}_{s \sim \mu} \log Z_t(s), \]
where for the ease of notation we denote \( d^t_\mu \equiv d^t \).

**LEMMA D.3.** The following equality holds for any starting distribution \( \mu \) and \( t \geq 0 \):
\[ V^{\pi^*}(\mu) - V^{\pi_t}(\mu) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q^{\pi^*}(s,a) - \phi(s,a)^\top w^{\pi^*}) + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^t} \log(Z_t(s)) \]
\[ + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^t} [D_{KL}(\pi^*(\cdot|s) \mid \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) \mid \pi_{t+1}(\cdot|s))], \]
where \( d^* \equiv d^*_{\mu} \) is the discounted visitation distribution corresponding to the optimal policy.

We now proceed to prove Theorem D.1. Since Lemma D.2 holds for any distribution \( \mu \), apply this lemma with \( \mu = d^t \) and we have
\[ V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(\phi(s,a)^\top w^\pi_t - Q^\pi_t(s,a)) \]
\[ - \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi_t(a|s)(\phi(s,a)^\top w^\pi_t - Q^\pi_t(s,a)) + \frac{1}{\beta} \mathbb{E}_{s \sim d^t} \log Z_t(s), \]
which implies
\[
\frac{1}{\beta} \mathbb{E}_{s \sim d^*} \log Z_t(s) \leq V^\pi_{t+1}(d^*) - V^\pi_t(d^*) + \frac{3}{1 - \gamma} \| \Phi w^\pi_t - Q^\pi_t \|_\infty. \tag{17}
\]

Using Lemma D.3, for any \( T \geq 1 \) we have
\[
\sum_{t=0}^{T-1} (V^\pi_t(\mu) - V^\pi_t(\mu))
\]
\[
= \frac{1}{1 - \gamma} \sum_{t=0}^{T-1} \sum_{a \in A} \pi^*(a|s) (Q^\pi_t(s, a) - \phi(s, a) \phi^\pi_t) + \frac{1}{(1 - \gamma)\beta} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} \log(Z_t(s))
\]
\[
+ \frac{1}{(1 - \gamma)\beta} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))]
\]
\[
\leq \frac{1}{1 - \gamma} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w^\pi_t\|_\infty + \frac{1}{1 - \gamma} \sum_{t=0}^{T-1} (V^\pi_{t+1}(d^*) - V^\pi_t(d^*)) + \frac{3}{1 - \gamma} \|Q^\pi_t - \Phi w^\pi_t\|_\infty \tag{Eq. (17)}
\]
\[
+ \frac{1}{(1 - \gamma)\beta} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))]
\]
\[
\leq \frac{1}{1 - \gamma} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w^\pi_t\|_\infty + \frac{1}{(1 - \gamma)^2} \sum_{t=0}^{T-1} (V^\pi_{t+1}(d^*) - V^\pi_t(d^*)) + \frac{3}{(1 - \gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w^\pi_t\|_\infty
\]
\[
+ \frac{1}{(1 - \gamma)^2} \mathbb{E}_{s \sim d^*} [D_{KL}(\pi^*(\cdot|s) | \pi_0(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) | \pi_T(\cdot|s))]
\]
\[
\leq \frac{4}{(1 - \gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w^\pi_t\|_\infty + \frac{1}{(1 - \gamma)^2} \log(A) + \frac{\log(A)}{(1 - \gamma)\beta}
\]
\[
\leq \frac{4}{(1 - \gamma)^2} \sum_{t=0}^{T-1} \|Q^\pi_t - \Phi w^\pi_t\|_\infty + \frac{2}{(1 - \gamma)^2},
\]
where the last line follows from \( \beta = \log(|A|) \). Therefore, using the previous inequality and the definition of \( T \), we have:
\[
V^\pi_t(\mu) - \mathbb{E}[V^\pi_t(\mu)] = V^\pi_t(\mu) - \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[V^\pi_t(\mu)]
\]
\[
\leq \frac{2}{(1 - \gamma)^2} T + \frac{4}{(1 - \gamma)^2} \sum_{t=0}^{T-1} \mathbb{E}[\|Q^\pi_t - \Phi w^\pi_t\|_\infty]
\]
\[
\leq \frac{2}{(1 - \gamma)^2} T + \frac{4}{(1 - \gamma)^2} \epsilon_{\text{error}}
\]

Since \( w^\pi \) is defined as \( w^\pi = \arg \min_w \mathbb{E}_{s \sim d^*, a \sim \pi(\cdot|s)} [(Q^\pi(s, a) - \phi(s, a)^T w)^2] \), one might be interested in an upper bound based on the error
\[
\epsilon_{\text{bias}} = \max_\pi \mathbb{E}_{s \sim d^*, a \sim \pi(\cdot|s)} [(Q^\pi(s, a) - \phi(s, a)^T w^\pi)^2].
\]
The following Corollary characterizes this error.
The general QNPG Algorithm satisfies the following

\[ V^* - \mathbb{E}[V^\pi_{t+1}] \leq \frac{2}{(1-\gamma)^2T} + \frac{4}{(1-\gamma)^2} \sqrt{\frac{\epsilon_{\text{bias}}}{\lambda}}, \]

where \( \lambda = \min_{s,a} \nu^*(s)\pi(a|s) \) and the expectation is only with respect to the randomness in \( \tilde{T} \).

**Proof of Corollary D.1.1.** The proof follows immediately from Theorem D.1 and the norm inequality \( \|Q^\pi - \Phi w^\pi\|_* \leq \frac{1}{\sqrt{\lambda}} \mathbb{E}_{s,a \sim \nu^*(s)}[(Q^\pi(s,a) - \phi(s,a)^T w^\pi)^2] \)

**D.2. Proof of Auxiliary lemmas.**

**Proof of Lemma D.1.** Using the equivalent update rule (9) of \( \pi_t \) and we have for any \( t \geq 0 \) and \( s \in S \):

\[
\log(Z_t(s)) = \log \left[ \sum_{a \in A} \pi_t(a|s) \exp(\beta (\phi(s,a)^T w^{\pi_t} - V^{\pi_t}(s))) \right] \\
\geq \beta \sum_{a \in A} \pi_t(a|s) (\phi(s,a)^T w^{\pi_t} - V^{\pi_t}(s)) \quad \text{(Jensen’s inequality)} \\
= \beta \sum_{a \in A} \pi_t(a|s) (\phi(s,a)^T w^{\pi_t} - Q^{\pi_t}(s,a)),
\]

where in the last line we used \( \sum_{a \in A} \pi_t(a|s) Q^{\pi_t}(s,a) = V^{\pi_t}(s). \)

**Proof of Lemma D.2.** For any starting distribution \( \mu \), we have

\[
V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) \\
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) A^{\pi_t}(s,a) \\
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) (Q^{\pi_t}(s,a) - \phi(s,a)^T w^{\pi_t} + \phi(s,a)^T w^{\pi_t} - V^{\pi_t}(s)) \\
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) (Q^{\pi_t}(s,a) - \phi(s,a)^T w^{\pi_t}) \\
+ \frac{1}{(1-\gamma)\beta} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right). \tag{18}
\]

Consider the second term on the RHS of the previous inequality. Using the definition of Kullback–Leibler (KL) divergence, we have

\[
\mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) \\
= \mathbb{E}_{s \sim d^{t+1}} D_{KL}(\pi_{t+1}(|s| | \pi_t(|s|)) + \mathbb{E}_{s \sim d^{t+1}} \log Z_t(s) \\
\geq \mathbb{E}_{s \sim d^{t+1}} \left[ \log Z_t(s) - \beta \sum_{a \in A} \pi_t(a|s) (\phi(s,a)^T w^{\pi_t} - Q^{\pi_t}(s,a)) \right] \\
+ \beta \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_t(a|s) (\phi(s,a)^T w^{\pi_t} - Q^{\pi_t}(s,a)) \quad \text{(KL divergence is non-negative)}
\]
\[ \geq (1 - \gamma) \mathbb{E}_{s \sim \mu} \left[ \log Z_t(s) - \beta \sum_{a \in A} \pi_t(a|s)(\phi(s, a)^\top w_{\pi_t} - Q_{\pi_t}(s, a)) \right] \\
+ \beta \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_t(a|s)(\phi(s, a)^\top w_{\pi_t} - Q_{\pi_t}(s, a)), \quad (d^{t+1} \geq (1 - \gamma) \mu \text{ and Lemma D.1}) \]

By substituting the previous inequality into Eq. (18) we obtain

\[ V_{\pi_t+1}(\mu) - V_{\pi_t}(\mu) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s) A_{\pi_t}(s, a) \]

(Performance Difference Lemma)

\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q_{\pi_t}(s, a) - \phi(s, a)^\top w_{\pi_t} + \phi(s, a)^\top w_{\pi_t} - V_{\pi_t}(s)) \]

\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q_{\pi_t}(s, a) - \phi(s, a)^\top w_{\pi_t}) \]

\[ + \frac{1}{(1 - \gamma) \beta} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) \]

\[ = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q_{\pi_t}(s, a) - \phi(s, a)^\top w_{\pi_t}) + \frac{1}{(1 - \gamma) \beta} \mathbb{E}_{s \sim d^t} \log(Z_t(s)) \]

\[ + \frac{1}{(1 - \gamma) \beta} \mathbb{E}_{s \sim d^t} \left[ D_{\text{KL}}(\pi^*(\cdot|s) \parallel \pi_t(\cdot|s)) - D_{\text{KL}}(\pi^*(\cdot|s) \parallel \pi_{t+1}(\cdot|s)) \right]. \quad (19) \]

\[ \square \]

**APPENDIX E: GLOBAL CONVERGENCE WITH LINEAR Q-FUNCTION**

Throughout this section we denote \( \pi_t \equiv \pi_{\theta_t} \). Consider NPG Algorithm 4.

**Algorithm 4 Natural Policy Gradient Algorithm**

1: **Input**: \( T, \beta, \theta_0 = 0 \), features \( \phi(s, a) \in \mathbb{R}^d \) for all \( s, a \)
2: **for** \( t = 0, 1, \ldots, T - 1 \) **do**
3: \( \text{Evaluate the unique solution of } \Phi w = \Pi_{\kappa_b} T_{w_t}^{\pi_t}(\phi w) \text{ as } w_{\pi_t} \)
4: \( \theta_{t+1} = \theta_t + \beta w_{\pi_t} \)
5: **end for**
6: **Output**: \( \theta_T \)

In this section we prove the following fact.
FACT E.1. Suppose the Q-function corresponding to all the policies in the parametrized space is linearly realizable. In other words, suppose \( Q_{\pi, \theta}(s, a) = w_{\pi, \theta}^T \phi(s, a) \) for all \( s, a \) and \( \theta \in \mathbb{R}^d \). Then, for an arbitrary distribution \( \rho \), NPG Algorithm 4 converges to the global optimal policy as \( V^{\pi_{\rho}}(\rho) - V^{\pi_{\pi_{\rho}}}(\rho) \leq \frac{\log(|A|)}{(1-\gamma)\beta(T+1)} + \frac{1}{(1-\gamma)\beta(T+1)}. \)

Two remarks regarding the Fact E.1 are in order. First of all, we should emphasize that this fact is evident from our convergence bound in Theorem 2.2. In particular, due to the assumption on the feature vectors, it is easy to see that \( \xi = 0 \). Furthermore, due to the deterministic update of Eq. (20), we can substitute \( A_3 = A_4 = 0 \). Hence we have \( 1/T \) rate for global convergence of the update in Eq. (20). What we are doing in this section is to provide a different view point for this result. Furthermore, note that all the policies achieved through the NPG update lie within the space of parameterized policies. In particular, the parameter \( \theta_t \) of the policy \( \pi_t \) is equal to \( \theta_t = \sum_{t=0}^{t-1} \beta w_{\pi_t} \).

PROOF OF FACT E.1. By Lemma 3.1 it is easy to see that the update of Algorithm 4 is equivalent to the update of the policy as follows

\[
\pi_{t+1}(a|s) = \frac{\pi_t(a|s) \exp(\beta w_{\pi_t}^\top \phi(s, a))}{\sum_{a'} \pi_t(a'|s) \exp(\beta w_{\pi_t}^\top \phi(s, a'))},
\]

(20)

where \( w_{\pi_t} \) is the solution of the projected Bellman equation 1.

Denote \( Z_t(s) = \sum_{a'} \pi_t(a'|s) \exp(\beta w_{\pi_t}^\top \phi(s, a')) \). We have

\[
\log Z_t(s) = \log \sum_{a'} \pi_t(a'|s) \exp(\beta w_{\pi_t}^\top \phi(s, a'))
\geq \sum_{a'} \pi_t(a'|s) \beta w_{\pi_t}^\top \phi(s, a') \tag{Jensen’s inequality}
\]

\[
= \sum_{a'} \pi_t(a'|s) \beta Q^{\pi_{\pi}}(s, a')
\]

\[
= \beta V^{\pi_{\pi}}(s).
\]

For any distribution \( \mu \), denote \( d' = d^{R_{\pi_{\pi}}} \). We have

\[
V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) = \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) A^{\pi_t}(s, a)
\]

\[
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) (Q^{\pi_{\pi}}(s, a) - V^{\pi_t}(s))
\]

\[
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) (w_{\pi_t}^\top \phi(s, a) - V^{\pi_t}(s))
\]

\[
= \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) w_{\pi_t}^\top \phi(s, a) - \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) V^{\pi_t}(s)
\]

\[
= \frac{1}{(1-\gamma)\beta} \mathbb{E}_{s \sim d'+1} \sum_{a \in A} \pi_{t+1}(a|s) \log \frac{\pi_{t+1}(a|s) Z_t(s)}{\pi_t(a|s)} - \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} V^{\pi_{\pi}}(s)
\]

\[
= \frac{1}{(1-\gamma)\beta} \mathbb{E}_{s \sim d'+1} [D_{KL}(\pi_{t+1}(\cdot|s)|\pi_t(\cdot|s)) + \log Z_t(s)] - \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} V^{\pi_{\pi}}(s)
\]

\[
\geq \frac{1}{(1-\gamma)\beta} \mathbb{E}_{s \sim d'+1} \log Z_t(s) - \frac{1}{1-\gamma} \mathbb{E}_{s \sim d'+1} V^{\pi_{\pi}}(s) \tag{positivity of KL-divergence}
\]
\[
\frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \left[ \frac{1}{\beta} \log Z_t(s) - V^\pi_t(s) \right] \\
\geq \mathbb{E}_{s \sim \mu} \left[ \frac{1}{\beta} \log Z_t(s) - V^\pi_t(s) \right] \geq 0. 
\] (by definition of \(d^{t+1}\))

Note that the above inequality shows monotonic improvement of the update in NPG.

For an arbitrary distribution \(\rho\), denote \(d^\rho_t = d^\pi\). We have

\[
V^\pi_t(\rho) - V^\pi_t(\rho) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s) A^\pi_t(s, a) 
\] (Performance Difference Lemma)

\[
= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s)(Q^\pi_t(s, a) - V^\pi_t(s)) \\
= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s)(w^T_{\pi_t} \phi(s, a) - V^\pi_t(s)) \\
= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) - \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} V^\pi_t(s) \\
= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) - \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} V^\pi_t(s) \\
\leq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) - \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} V^\pi_t(s) \\
\leq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \left[ D_{KL}(\pi^*(\cdot|s) \| \pi_t(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) \| \pi_{t+1}(\cdot|s)) \right] \\
+ \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi} \left[ V^{\pi_{t+1}}(d^\pi) - V^\pi_t(d^\pi) \right]. 
\] (21)

Summing up both sides of the above inequality, we get

\[
V^\pi_t(\rho) - V^{\pi_{T-1}}(\rho) \leq \frac{1}{T} \sum_{t=0}^{T-1} V^\pi_t(\rho) - V^{\pi_t}(\rho) 
\] (monotonic improvement of NPG)

\[
\leq \frac{1}{(1 - \gamma)\beta T} \mathbb{E}_{s \sim d^\pi} \left[ D_{KL}(\pi^*(\cdot|s) \| \pi_0(\cdot|s)) - D_{KL}(\pi^*(\cdot|s) \| \pi_T(\cdot|s)) \right] \\
+ \frac{1}{(1 - \gamma)\beta T} \mathbb{E}_{s \sim d^\pi} \left[ V^{\pi_T}(d^\pi) - V^{\pi_0}(d^\pi) \right] 
\] (by Eq. (21))

\[
\leq \frac{\log(|A|)}{(1 - \gamma)\beta T} + \frac{1}{(1 - \gamma)^2 T}. 
\]

\[\Box\]