FOCUS ON THE PRESENT: A REGULARIZATION METHOD FOR THE ASR SOURCE-TARGET ATTENTION LAYER
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ABSTRACT

This paper introduces a novel method to diagnose the source-target attention in state-of-the-art end-to-end speech recognition models with joint connectionist temporal classification (CTC) and attention training. Our method is based on the fact that both, CTC and source-target attention, are acting on the same encoder representations. To understand the functionality of the attention, CTC is applied to compute the token posteriors given the attention outputs. We found that the source-target attention heads are able to predict several tokens ahead of the current one. Inspired by the observation, a new regularization method is proposed which leverages CTC to make source-target attention more focused on the frames corresponding to the output token being predicted by the decoder. Experiments reveal stable improvements up to 7% and 13% relatively with the proposed regularization on TED-LIUM 2 and Librispeech.

Index Terms— speech recognition, connectionist temporal classification, attention, understanding, regularization

1. INTRODUCTION

In recent times, a lot of progress has been made to improve the end-to-end speech recognition systems [1, 2]. End-to-end (E2E) systems have various advantages, such as simple training, joint optimization of different components, and scaling up easily to larger training data and resources. However, there are substantial concerns about applying such models to real applications due to their black-box nature. While the network can reach good overall performance, it still fails for certain examples. Understanding how the network makes predictions and explaining why the network fails under certain cases are very important for this field.

In this paper, we are focusing on the key component of the end-to-end structure, the source-target attention. Source target attention plays a major role in the E2E ASR and it has been widely used in LSTM-based E2E systems [3, 4, 5] and Transformer-based E2E systems [6, 1, 2]. Most recent efforts on visualizing and understanding attention models have focused on calculating the contribution of the input unit to the final decision [7, 8, 9, 10, 11, 12]. A lot of effort has been done to understand the attention mechanism for neural machine translation [13, 14, 15, 16], and unsupervised pre-training [17]. However, for speech recognition, the input signal (i.e. acoustic frames) is different from the output sequence (i.e. text). While visualization is still possible, the importance of individual frames is more difficult to interpret. The existing studies on speech recognition try to extract information from hidden representations using an external classifier [18], unsupervised visualization [19], or reconstruction [20]. Those methods are usually not architecture specific and relying on frame-level annotations.

In contrast, our analysis is based on state-of-the-art encoder-decoder speech recognition systems with joint connectionist temporal classification (CTC) and attention training [21]. Our method doesn’t require training any external models and any pre-trained checkpoints can be used for visualization. We used the trained CTC module to inspect the outputs from the source-target attention. To understand what information the attention is providing, we compute the token posteriors by feeding the attention output embeddings to the CTC classifier. Source-target attention heads return a weighted sum of encoder outputs and the CTC classifier is also trained on the same representations. Thus, it is natural to use CTC classifier directly on the attention outputs, without the need to train an external model for inspection. This provides us the ability to classify the attention outputs and understand how it contributes to the final decision making.

To the best of our knowledge, this is the first study to analyze the behavior of source-target attention inside the state-of-the-art Transformer models for speech recognition. One typical assumption of the end-to-end model is that the model can utilize bi-directional information to make decisions. In this study, we show that a well-trained E2E model can actually attend to frames corresponding to the token which is several tokens ahead. The ability to inspect the output from attention inspired us to propose a novel regularization term assisting attention to build the proper mapping between frames and tokens. While the overall mapping should be monotonic, it is not intuitive how different attention heads should behave. Our regularization encourages some attention heads to focus on the frames corresponding to the current prediction. Experiment results are conducted on several corpora and we observe
stable improvements by adding this regularization without increasing the number of parameters.

2. JOINT CTC & ATTENTION TRAINING

A popular framework used for End-to-end automatic speech recognition research is based on encoder-decoder architecture with joint connectionist temporal classification (CTC) and attention training [21], which is shown in Figure 1. Here, we use the transformer network as an example but the same method can be also applied to other models, such as Long short-term memory (LSTM) network [3, 4, 5]. The encoder extracts high-level audio-based representations from the input signal while the decoder combines information from both input signal and text context. The interaction between encoder and decoder is achieved by the source-target attention located in the middle of the decoder transformer block. More specifically, assume the output representation from encoder is \( h_1, h_2, ..., h_T \), the source-target attention can be considered as a weighted sum of the encoder outputs

\[
 f^\text{att}_i = \sum_t w_{i,t} V(h_t) \tag{1}
\]

where \( i \) is the index of the output token and \( V \) is a linear function known as value function. The weight coefficient \( w_{i,t} \) depends on both decoder state \( s_i \) and encoder output \( h_t \). For the transformer based system, we have a \( f^\text{att}_i \) per layer and head—we drop the indexes to keep the notation uncluttered.

In [21], CTC is introduced to reduce the number of insertion and deletion errors from the attention prediction. Pure attention-based ASR has been reported to be prone to include those errors because of its flexible alignment property, which can attend to any portion of the encoder outputs to predict the next label. CTC probabilities are used to enforce a monotonic alignment that does not allow large jumps or looping of the same frames, which reduces insertion and deletion errors.

As shown in Figure 1, the CTC network includes one linear layer and softmax activation. It also conditions on the encoder outputs, highlighted by the red box in the figure.

3. UNDERSTANDING SOURCE-TARGET ATTENTION BY APPLYING CTC CLASSIFICATION

Even though CTC enforces a monotonic alignment between the input frames and the output sequence, it still depends on the source-target attention to select the output tokens properly. In other words, the source-target attention may fail to select some of the output tokens from encoder outputs. In this work, we are focusing on the analysis of the source-target attention because of two important reasons:

- Source-target attention is the only interaction between the decoder and input signal.
- The behavior of the source-target attention is expected to be monotonic which is possible to diagnose, whereas no such expectation exists for self-attention.

3.1. Using CTC posterior to analyze attention outputs

In this paper, we are interested in the following embedding

\[
 d_i = \sum_t w_{i,t} h_t \tag{2}
\]

Compare to the equation 1, \( V \) function is ignored because it is both linear and data-independent. Also by the design of the attention mechanism, all the weights should sum up to one

\[
 \sum_t w_{i,t} = 1 \tag{3}
\]

So \( d_i \) is a weighted sum of \( h \). For example, if \( w_i \) is one-hot vector, \( d_i \) essentially selects the corresponding \( h_t \).

To understand attention weights \( w_{i,t} \), the alignment between \( h_t \) and decoder state \( s_i \) is usually needed. This is both time-consuming to get and difficult to analyze. Instead, we focus on the embedding \( d_i \) since it is not position-related. Since \( d_i \) is a weighted sum of \( h \), and the CTC is also trained on \( h \), our idea is to use CTC to analyze \( d_i \) for each attention head and each output token. In our case, CTC includes only one linear layer and the posterior logits are given by

\[
 l_{i,c} = W^\text{CTC}_c d_i + b^\text{CTC}_c \tag{4}
\]

for a given attention, where \( c \) is the output token, \( W^\text{CTC} \) and \( b^\text{CTC} \) are the parameters for the CTC layer.

And the token posterior can be computed by

\[
 p_{i,c} = \frac{e^{l_{i,c}}}{\sum_{c'} e^{l_{i,c'}}} \tag{5}
\]
Our analysis is concentrating on $\arg \max_c p_{i,c}$ which provides us the token attention head found at step $i$. This token can either be the real token included in the vocabulary or the special token $\epsilon$ defined for CTC objective.

3.2. Example

A decoding example is shown in Table 1. We used the state-of-the-art transformer model [1] for visualization. The model is trained on Librispeech [22] without any changes. The model checkpoint is publicly accessible ¹.

Considering the current token to predict, three different situations can be observed from this example:

**Predict forward** Italicized tokens are predicted ahead of their corresponding output time step. For example, the network is able to predict the word know, are, ed without any text context during the prediction of the first token $i$.

**Predict present** Tokens predicted at their actual time step by the source-target attention are highlighted in bold. When tokens are not detected at their corresponding time step by the source-target attention, the self-attention blocks are able to use the predict forward predictions to detect the present token. For instance, “know” was predicted at the beginning and the self-attention may select it for the second prediction.

**Predict backward** The head points to token from a past time step. This case is redundant because, in auto-regressive decoding, past tokens are also provided as the decoder input.

Besides these three cases, a large number of attention outputs are classified as $\epsilon$, the special token in CTC. Our assumption is that those outputs are not contributing to the final decisions since it is well-known that the large modern neural networks have a significant amount of redundancy [23].

3.3. Observations

To better understand the role of different decoder layers, we carefully examine the number of unique tokens each layer found within each utterance. This statistic is related to the length of the utterance but comparison among different layers is still meaningful. The result is reported in Table 2.

From the table, source-target attention in the lower layers of the decoder can only find $1-2$ unique tokens on average within one utterance. In comparison, the last two layers can find more than 10 different tokens. This indicates the source-target attention in lower decoder layers is not strong and suggests that those layers are more responsible for language modeling. Our observations are consistent with the previous studies [15, 24], where [15] tried to prune the number of attention heads and [24] inspects the shape of the attention weights.

4. CTC-BASED REGULARIZATION ON SOURCE-TARGET ATTENTION

Based on the analysis in the last section, we propose a novel regularization which uses CTC classification results to force the source-target attention to select corresponding frames.

The source-target attention is encouraged to predict the current token but the question is which layer and which head should make the prediction. For the deep transformer cases, this question is not answered yet in literature. In this paper, we are trying to answer this question by allowing both the case of $\epsilon$ and “Predict present”. More specifically, we compute the overall focus of target token $y_i$ by maximizing $\text{att}$ over all decoder layers and source-target attention heads

$$f_{\text{focus},i,c} = \max_{l} l_{\text{att},i,c}$$

where $l$ is defined in equation 4. The attention probability $q_{i,c}$ normalizes over all tokens except $\epsilon$

$$q_{i,c} = \frac{e^{f_{\text{focus},i,c}}}{\sum_{c'} e^{f_{\text{focus},i,c'}}}$$

to allow the existence of $\epsilon$-predictions.

The regularization we proposed is the cross-entropy between the overall attention probability and target sequence

$$L_{\text{reg}} = -\lambda \sum_i \ln q_{i,y_i}$$

Because the network can also predict ahead, we added a coefficient $\lambda$ to weight this regularization loss. From our experiments results, this coefficient is important because when the regularization weight is high, the model is discouraged to predict tokens in the future and loses the ability to use the bi-directional contextual information.

In all experiments, $W_{\text{CTC}}$ and $b_{\text{CTC}}$ are updated only by the CTC loss. We disconnect this regularization loss from the update of CTC parameters.

5. EXPERIMENTS

We conducted experiments on TED-LIUM 2 [25] and Librispeech [22] using ESPnet [5, 1]. We used 80 dimension mel-scale filterbank coefficients in addition to three-dimensional pitch features. Following the standard setups, we applied speed perturbation, SpecAugment [26] for TED-LIUM 2 and SpecAugment for Librispeech. For all experiments, we used Byte-Pair Encoding tokens [27] and the number of tokens is 500, 5000 for TED-LIUM 2 and Librispeech.

In all experiments, the encoder included 12 blocks starting with convolutional layers for down-sampling. The decoder consisted of 6 blocks which included 4 attention heads, 256 hidden units and 2048 feed-forward units. The network was trained for 100 epochs with single NVIDIA GTX1080TI GPU. Warmup [28] is used for the first 25,000 steps.

¹https://drive.google.com/open?id=17cOOSHHMKI82e1MXj4r2ig8gpGCRnG2p
Table 1. Example of network predictions from E2E ASR without external language model. The decoder includes six layers and each layer includes eight attention heads. The blank cell indicates that the output from the head has been classified as $\epsilon$. _i_ indicates the start of the new word and $H_i$ is the $i$-th attention head. Utterance ID 533-131564-0015: *I know they are bless them*

| Ground Truth | Network Prediction |
|--------------|--------------------|
| Layer 5      | Layer 6            |
| i            | i                  |
| know         | _know_             |
| they         | _they_             |
| are          | _are_              |
| bless        | _bless_            |
| them         | ed                 |
| <eos>        | <eos>              |

Table 2. Number of unique tokens (including $\epsilon$) each layer found on average within one utterance.

| Decoder Layer Index | mean ± std |
|---------------------|------------|
| 0                   | 1.9 ± 0.3  |
| 1                   | 1.0 ± 0.2  |
| 2                   | 1.1 ± 0.4  |
| 3                   | 2.8 ± 1.9  |
| 4                   | 11.1 ± 6.3 |
| 5                   | 11.6 ± 7.4 |

Table 3. Word error rates (WERs) for Tedlium2.

| WER       | dev | test |
|-----------|-----|------|
| Baseline  | 9.3 | 8.1  |

| Proposed  |       |     |
|-----------|-------|-----|
| $\lambda = 0.1$ | **8.7** | 7.8 |
| $\lambda = 0.2$ | 8.8 | **7.7** |
| $\lambda = 0.3$ | 9.6 | **8.0** |

Table 4. Word error rates (WERs) for Librispeech trained on a single NVIDIA 1080Ti GPU.

| WER       | dev_clean | dev_other | test_clean | test_other |
|-----------|-----------|-----------|------------|------------|
| Baseline  | 3.7       | 9.8       | 4.0        | 10.0       |

| Proposed  |       |     |     |     |
|-----------|-------|-----|-----|-----|
| $\lambda = 0.1$ | 3.8 | **8.6** | 4.1 | **8.7** |

6. CONCLUSION

In this paper, we present a novel way to understand the functionality of the source-target attention by inspecting the weighted sum from the attention outputs. Connectionist temporal classification is applied to analyze this weighted sum. From our observations on the state-of-the-art transformer speech recognition model, the source-target attention not only can select frames of the current token but it also can consider frames of the future tokens. This provides a new direction to understand the black box model for end-to-end speech recognition research. We further propose a novel CTC-based regularization to enforce the source-target attention to focus on corresponding frames. Our regularization can be applied to state-of-the-art transformer models and it brings improvements on several datasets. Future research includes understanding $\epsilon$-predictions, and adapting the regularization to support multiple cases.
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