Sense The Physical, Walkthrough The Virtual, Manage The Metaverse: A Data-centric Perspective

Beng Chin Ooi¹ Kian-Lee Tan¹ Anthony Tung¹ Gang Chen² Mike Zheng Shou¹ Xiaokui Xiao¹ Meihui Zhang³

¹National University of Singapore ²Zhejiang University ³Beijing Institute of Technology

{ooibc, tankl, atung, xiaoxk}@comp.nus.edu.sg cg@zju.edu.cn mikeshou@nus.edu.sg meihui_zhang@bit.edu.cn

ABSTRACT
In the metaverse, the physical space and the virtual space co-exist, and interact simultaneously. While the physical space is virtually enhanced with information, the virtual space is continuously refreshed with real-time, real-world information. To allow users to process and manipulate information seamlessly between the real and digital spaces, novel technologies must be developed. These include smart interfaces, new augmented realities, efficient storage and data management and dissemination techniques. In this paper, we first discuss some promising co-space applications. These applications offer experiences and opportunities that neither of the spaces can realize on its own. We then argue that the database community has much to offer to this field. Finally, we present several challenges that we, as a community, can contribute towards managing the metaverse.

1. INTRODUCTION
Traditionally, the physical space and the virtual space are disjoint and distinct. Users in each space operate within the scope of the space, i.e., they may communicate among themselves but do not cross the boundary to the other space. However, technological advances in hardware (e.g., GPUs, FPGAs, NVM), Internet of Things (IoT), 5G [55], AI, ubiquitous computing, smart interfaces, and new augmented realities have made it possible for these two spaces to co-exist within a unified space, namely, the metaverse. In a recent investment report [1], it is projected that “the metaverse represents a potential $8 trillion to $13 trillion opportunity by 2030, that could boast as many as 5 billion users.” Companies such as Meta and Microsoft are already investing a significant amount of resources on the metaverse.

In the metaverse (or cyber-physical system), the physical space and the virtual space interact simultaneously in real-time. Locations and events in the physical world are captured through the use of large numbers of sensors and mobile devices, and could be materialized within a virtual world. Correspondingly, certain actions or events within the virtual domain can affect the physical world (e.g., shopping or product promotion and experiential computer gaming). Thus, on one hand, the physical space is virtually enhanced with information; on the other hand, the virtual space is continuously refreshed with real-time, real-world inputs. Figure 1 shows the information flow within a co-space environment: data flow within a single space, but more importantly, data also flow into the other space. This distinguishes the metaverse from the mixed reality (or augmented reality or augmented virtuality) [64]: the mixed reality integrates the real and virtual worlds (e.g., augmenting live video imagery with computer generated graphics), but it is done in a rigid and static manner, without capturing real-time changes and their effects on either of the spaces.

In the metaverse, we can design innovative applications that provide experiences and opportunities that neither the physical nor the virtual spaces can offer. Some example applications include location based games and social networking, partnership in shopping among online and physical shoppers, and enhanced digital models that capture physical troop movements.

Within such a context, it is easy to see that a large amount
of data and information must flow within the metaverse and between the real and virtual spaces to ensure that the two worlds are synchronized. This brings new challenges such as a need to process heterogeneous data streams to materialize real world events in the virtual world, and to disseminate the information about interesting events in the virtual space to users in the physical world. In addition, new technologies are needed to enable users to manage information seamlessly between the real and digital spaces. These include smart interfaces, new augmented realities, efficient storage management, and large-scale data dissemination.

In this paper, we present a number of promising data-rich metaverse applications for which we believe that the database community has much to offer to drive the growth of the metaverse field. Then, we identify several challenges that we, as a community, can contribute to managing the large amount of data, the huge number of events, and the massive number of concurrent users within the metaverse. On one hand, there is a need to re-examine traditional research themes like data fusion, data storage and indexing, data processing engines, parallel and distributed architectures, and data privacy and security, for the metaverse; on the other hand, the community needs to broaden to new research directions to develop novel technologies that facilitate intelligent decision making, and cope with AR/VR data streaming and learning.

2. DATA-RICH METAVERSE USE CASES

The co-existence of the physical and digital spaces offers opportunities for novel applications. In what follows, we shall highlight five of these that are data-rich.

**Military Mission Exercises**

Traditionally, military exercises are carried out in either the physical realm or the virtual domain. In the physical realm, soldiers and military vehicles are mobilized for operations in some physical terrain. In the virtual domain, commanders “sweat out” in air-conditioned rooms in a simulated warfare over 3D virtual world models of the physical entities. While the former is realistic, it is limited by scale (in terms of both the number of personnel and the size of the physical space); the latter, however, handles large scale warfare at the expense of actual ground happenings. For example, it may take much longer time to cross a river physically than estimated in a model because of ground constraints and the fitness of the soldiers. Moreover, in a model, soldiers can walk through a building destroyed by artillery with ease, whereas in the physical-space exercise, it may take much longer time to bypass the building.

With the metaverse, we can now conduct a more realistic military exercise that takes on a completely new experience and flavor. Consider an exercise that involves both a small scale military exercise (in the physical space) and a virtual model of a large scale military exercise. The physical space essentially forms a small part of the entire military exercise (e.g., a physical exercise over a physical space of 5 km by 5 km compared to a virtual model that simulates a war over 100 km by 100 km space). Now, on the physical ground itself, soldiers and vehicles are equipped with location tracking devices to monitor their movement as well as other information such as fire-power, casualties, etc. Then, at the command center, based on real-time feed of the sensed data, the virtual model can accurately reflect the ground situations. Moreover, actions taken within the virtual world (e.g., simulating reinforcement, enemy counter-attack, etc) will be relayed to the ground troops, which may then be taken into account in the ground decisions. For example, if a region in the ground occupied by troops were air-raided, then the troops should “perish”. Figure 2 illustrates possible scenarios of employing metaverse in military training and modern wars.

**Figure 2: Military Exercise and Modern War**

**The Marketplace**

In today’s marketplace, we either shop in a mall or buy our products online. A physical shop may have a web page (a very primitive form of the virtual model), but there is a very limited real-time interaction between the two spaces.

In tomorrow’s metaverse shop, a physical space may be “expanded” to display more items. Figure 3 illustrates a co-space shopping scenario in a metaverse pastry shop. Similarly, in tomorrow’s metaverse marketplace, a physical mall will be “expanded” into a mall (virtually) that houses many more shops than the physical mall. In addition to the virtual correspondence of the physical shops, the virtual mall can rent out virtual space for virtual shop owners. In the physical mall, screens (large displays) can be set up within each physical shop for cyber shoppers to communicate with physical shoppers within the same shop (e.g., through simple text messages and/or more sophisticated immersive technologies). While a physical shopper is restricted to the shops that are physically located in the mall, the online shopper has a wider selection of shops (and products). The virtual mall needs to be kept up-to-date with real time information from the physical mall, e.g., live programs that are happening in the physical mall, on-going lucky draws, updates on the availability of products, etc. The same concept may be used to “expand” the space for exhibits in a museum,
or even “expand” a stadium’s sitting capacity for the global audience: sports enthusiasts may view a game through the “eyes” of the player, and concert audiences may have close-up immersive experience.

**Figure 4: Gaming and Social Networking**

**Gaming, Social Networking and E-commerce**

One class of gaming in the metaverse environment is location based gaming (LBG). LBG is gaining popularity and is believed to be the future of video-gaming where a player’s everyday experience (e.g., of moving around the city) is interleaved with the extraordinary experience of a game. These games deliver an experience that changes according to the player’s locations and actions.

In LBG, a user equipped with a GPS-enabled handset (e.g., a mobile phone) can play a video game that combines a player’s real world (i.e., his physical location) with a virtual world on the handset. The physical location becomes part of the game board, and the player’s movement directly influences the gaming progress (and may affect the game character and/or environment). Pokémon GO [2] and Zombies, Run! [5] are examples of LBG.

Another form of the metaverse games integrates a physical environment with a corresponding virtual model. Here, RFID and sensors are used to capture the information about the players’ current context, which is transmitted to a server. The server (which may be controlled by another player) follows the game rules and relays back to the physical players some information that helps them to proceed (e.g., locations of enemies in the vicinity). Examples of this category of games include Tourality [3] and Wanderer [4].

Social networking can also be conducted in the metaverse. A person in a certain location in the physical space can detect a friend at the same location in the virtual space, and they may fight together against some enemies in the virtual space. Similarly, two “comrades” who fight together in the virtual space can detect each other when they are near to each other in the physical space, giving opportunity for more social interaction. Users may form interest groups to share information and artifacts, and trade user-created contents and virtual valuables, including non-fungible tokens (NFT). They may use the metaverse to conduct consumer-to-consumer or business-to-consumer sales of physical world products.

It would be interesting to see how the multi-billion dollar industry of e-commerce, games and social networking will grow as advances in technologies to support the metaverse become mature.

**Figure 5: Assisted Surgery**

**Smart Healthcare**

Healthcare has been improving over the years, with the use of AI, sensors and improved hardware and network bandwidth, etc. With the onslaught of the pandemic, Covid-19, we have seen increasing acceptance of telemedicine, remote consultation and online collaboration. Telemedicine, or part of the examination process if not totally, has improved the efficiency and comfort of patients. Clinicians are able to monitor and diagnose many chronic cases or minor illnesses or understand the conditions efficiently.

With the metaverse, virtual healthcare could be improved with virtual reality (VR). Figure 5 illustrates that remote assistive surgery can become a real possibility with VR, thereby improving knowledge sharing and training of remote hospitals and clinics. Psychologists and psychiatrists can use VR in aversion therapy to help resolve the anxiety issues or overcome delusions. It may be used to replay the situation to overcome the fear or guilt, and treat post-traumatic stress disorder (PTSD). Metaverse enables treatment in private and an environment where interactions can be captured for analysis.

Radiology enables the clinicians to pinpoint the critical spot of the affected organ that requires medical attention or treatment. Its scanning technology, augmented with AI technology, has made great advancements in terms of quality and precision, which has resulted in more accurate diagnosis and better healthcare outcome [36]. Metaverse, with more advanced visualization and real-time comorbidity analysis, may enable the surgeons to make better decisions in surgery and treatment.

**Smart City**

Smart city refers to a technologically modern urban area that makes use of technology for technological-aided living and city planning and management. Sensors, cameras, VR/AR and fast network connectivity are needed to enable such a living condition. In metaverse, interactive platforms support urban environments modeling in 3D and with huge amounts of point cloud and infrastructure data, thereby enabling better city planning for efficiency and comfort. This is somewhat related to the concept of Digital Twin. However, metaverse, to a great extent, has “life” of its own, with data being created and exchanged by human beings in the physical world.
Metaverse not only improves the quality of living, making life a lot more convenient and richer, but also, enables efficient management of various resources which helps reduce carbon footprints. In a smart city, tourists may retrieve information with visualization, and preview the daily events on offer before making decisions. Smart healthcare, marketplace, environmental, social and governance, together with advanced infrastructure, form the fabric of a smart city.

3. CHALLENGES FROM DATA-CENTRIC PERSPECTIVES

From the above discussions, we have the following observations of the data-rich metaverse:

- There is a large amount of data/information generated within the metaverse. Some of these are static (e.g., maps, quantity-on-hand), while others are dynamic (e.g., locations, sensor data) and frequently changing. Moreover, the data may come in different formats (e.g., non-structured like video and textual and structured like personal data). These data may also come from multiple different data sources (e.g., static data from a relational database, video data from a video streaming service). In addition, the large amount of data may have to be streamed from one space to another, particularly from the physical to the virtual to ensure real-time tracking of the environment.
- There is a large number of sensors that are used to capture the data from the physical environment. In-network processing may be needed to aggregate data before transmission.
- There is a large number of events generated within the metaverse. These have to be monitored, and may trigger further actions/events both in the physical and virtual worlds.
- There is a large number of users (and queries). Each user device basically contributes a distributed node into a highly distributed environment.

Clearly, our database community has been dealing with the above-mentioned (perhaps, not at the scale that the metaverse entails). We pride ourselves for managing large datasets. We have addressed and are addressing a wide range of research problems that are relevant - sensor networks, data streams, distributed databases, update-intensive operations, search and data retrieval. As such, our experience will enable us to contribute to this new field and to chart the research directions ahead.

4. THE METAVERSE CHALLENGES

Being an integration of the physical and virtual spaces, it is certain that the metaverse brings with it the research issues within each space. In the physical domain, we need to design efficient and effective methods to sense the physical environment (through extensive use of RFID’s or sensing devices), to transform these data into a form that users will appreciate (through data cleansing, data mining, aggregation or interpolation), and to process queries in-network, and so on. While some work have been done (e.g., [31, 46, 58, 76, 75, 12]), we are only scratching the surface to realize practical deployment.

In the virtual space, with the popularity of Massively Multiplayer Online Games, there has been a tremendous amount of interests in recent years to design techniques to support interactive virtual environments for users to communicate with each other in real-time [34, 77, 78, 90]. As pointed out in [78], there are a number of research challenges that need attention, including designing database engines for games workloads and methods to guarantee consistency across multiple virtual views. Techniques for caching and indexing virtual environments (e.g., [67, 68]) need further study to scale to the large number of users.

For the rest of this section, we shall focus on challenges that arise as a result of the integration between the two spaces that may be of interests to the database community. Some non-database related issues, which we have left out, include (a) novel interface technologies that can seamlessly link the physical and cyber spaces to support real-time interaction between users within the two spaces; (b) innovative visualization and presentation of output (events and data) within the metaverse on a wide range of devices and platforms (small vs large displays, fixed vs mobile); (c) techniques, tools and devices for capturing data from the physical environment, and for creating content (high quality digital images, animation and effects, immersive experience) for the virtual environment; (d) language translation, transcription and mediation methods to support social networking and learning, and many others (e.g., security and networking infrastructure).

4.1 Data Fusion over Heterogeneous Data Sources

Data fusion is generally defined as the use of techniques that combine data from multiple sources through inferences in order to produce data that is potentially more accurate than if they were obtained from a single source [35]. While data fusion has been studied in the context of sensor networks, data fusion in the metaverse is more challenging as the inputs may come from a wide variety of sources including blogs, video/audio clips, and photographs about events that took place in the digital and physical worlds.

As an example, consider the metaverse of a library in Figure 6. Information from both video camera and RFID readers will be needed to ensure that the location of books are represented accurately in the digital space. Furthermore, reviews and opinions on the books can also be drawn from both the Web and the social networks of the users to enhance their browsing experience. Such fusion of information on a single entity requires a substantial amount of inference over semantics that are extracted from multiple data sources.

From the above discussion, we note that the metaverse data management is related to the well studied fields of data stream processing [91], sensors network [58] and data integration [52, 51]. However, it also differs in at least two ways. First, unlike the relatively simple aggregation that is being done over data streams and sensors presently, managing data in the metaverse requires more complex logic inferences over these data sources. Second, unlike data inte-
4.2 Distributed/Parallel and Novel Architectures

With a large number of cyber users, and physical users with handheld devices, the metaverse platform naturally forms a highly distributed (peer-to-peer) system. The system is highly complex because of the heterogeneity of the devices. Moreover, there is an enormity of static and dynamic data that flow within each space and across spaces.

For queries that access static data that are stored locally, techniques that can facilitate search/discovery of relevant information are critical. P2P search methods may be applicable here [41, 15, 81]. However, for dynamic data that need to be streamed from one space to the other, these methods may not be suitable. While there has been considerable work on distributed stream processing [6, 15, 43], these are restricted to query processing and typically assume a smaller number of sites and do not address the heterogeneity across the sites. Here, it seems that publish/subscribe architecture [26, 33, 92, 39, 19] may be more effective. Novel architectures that can support streaming data and search efficiently are needed. For example, we envision a publish/subscribe system over peer-to-peer networks where each peer may be a highly parallel cluster that can support a large number of mobile clients.

The need for supporting a large number of concurrent and both data and computational intensive activities, requires new system architectures to be autonomic and adaptive and scalable. In addition, the loads need to be adaptively balanced and new nodes can be easily added without substantial reconfiguration effort. Recently, the processing paradigm of MapReduce [22] and other similar applicative programming frameworks have revolutionized the extreme data analysis on clusters, and systems such as Clusteria [23] exploit modern software building blocks for efficiency and scalability. These and some other recent efforts in exploiting multi core architectures and commodity hardware (e.g., GPUs, FPGAs, non-volatile memories) may provide a basis for development of new database engines [85, 70]. Efficient resource allocations and utilization [21], and new processing paradigms such as serverless computing [83] are important for efficiency and scalability.

More recently, there has been works done to develop novel architectures for managing visual data. Most of these works manipulate the visual data as video data. As an example, LightDB was proposed to handle augmented, virtual reality and mixed reality data in form of video content [37]. While such approaches are promising, they are restricted to applications that are static.

4.3 Database Engines for the Metaverse

Managing the metaverse calls for a re-examination of the database engines as we understand today. This is because we are dealing with (a) a large amount of diverse types of data, ranging from structured to unstructured, textual to video, static and dynamic; (b) data that exist in two different spaces.

Storage Manager

While it is clear that data of different types need to be managed separately, it is not immediately clear that data of the same type from the two spaces should be treated separately. In other words, should the location of a shopper in the physical mall be stored together with the location of an online shopper; or should the real-live images of a museum be handled in the same way as the virtual images. On one hand, we can simply tag data to reflect the space it belongs to. This offers a unified view of the metaverse and simplifies the management of data. However, for operations that involve only data from a particular space, the performance may be penalized. On the other hand, we can organize the data from the two spaces separately. But, this may end up duplicating resources. Moreover, it may be possible to have a hybrid strategy - for certain data types, integrating them may be the best; for others, keeping them distinct may be optimal. It would also be interesting to study how recent storage designs such as row- or column-oriented stores [7], self-organizing storage [44], and immutable and verifiable database engines [73, 27] may serve the needs of metaverse applications.

In the context of a distributed architecture, we need to design techniques that partition the data across the sites for efficient processing [40].

Query Processing and Optimization

Query processing and optimization in the metaverse will require novel mechanisms. First, new operators may have to be introduced. As an example, sensor data may have to be interpolated (or combined using some user-defined functions) for them to be consumed by the virtual space. In fact, data can be processed and transformed as soon as they are received; alternatively, they can be transformed at runtime. As another example, data in the virtual space may be interpreted in a different way from those in the physical space. These inevitably led to changes to the optimizer to become...
aware of these operators in order to generate an optimal plan. Hellerstein’s earlier work on optimizing queries with expensive predicates may offer a good starting point.

Second, the performance requirements for the two spaces may not be necessarily the same. For example, it is reasonable to prioritize sales for a shopper in a physical mall than for an online shopper (when they both wanted the last available item). As another example, in the case of a cyber user, while real-time information is highly desirable, approximate data may be tolerated (e.g., instead of a high resolution video stream, a low resolution stream or animation may be acceptable). This calls for query processing or optimization techniques to be “space” aware. Moreover, efficient approximation techniques in the virtual space that do not sacrifice the quality of the output significantly are highly desirable.

Third, besides I/O, CPU and bandwidth considerations, the optimizer may have to be device-aware so that a feasible (and optimal for the device) plan can be generated. Some works on processing in portable devices [49, 59] and energy-efficient optimization [9] can potentially be extended for the metaverse.

Fourth, we are dealing not only with moving objects (some moving in the physical space), we are also dealing with moving queries (a user moving in the virtual environment may need to track all users within his/her views - as he/she moves, his/her views of the space changes). There are very few works on moving queries over moving objects [29, 28], and this area is certainly worth further exploration.

Fifth, one key challenge in designing a distributed architecture is to ensure that meta-data that are required for optimization can be estimated locally at each site/cluster to minimize information exchange, while at the same time the quality of the generated plan may not be significantly compromised. Designing such a cooperative system is difficult. Techniques from distributed databases may be relevant here [69].

Finally, the metaverse produces huge amounts of data, in the form of data streams. Stream and in-situ or schema-on-read processing become important. To sustain high stream ingress traffic, data processing operators have to be replicated and run in parallel threads. Stream execution plan optimization and exploitation of appropriate and new hardware are necessary [87]. Parallelism for scalability may be achieved by optimizing the processing on the cores and servers [63, 84], and efficient remote processing based on remote direct memory access (RDMA) [16]. We shall discuss this more from the perspective of AR/VR in Section 4.7.

Indexing

As mentioned, the metaverse offers a wide diversity of data. To manage this, we may need novel indexing methods. For example, in [68], an HDov tree is proposed to index content at different degrees of visibility in a virtual walkthrough environment. This structure is obtained statically, and requires high computation overhead. In the metaverse, we may need a more robust and dynamic structure to cater to the frequent updates of information. While some work has been done for location data [20, 47], no such indexing meth-
ods have been designed for the virtual domain. We need more flexible schemes to be able to handle update intensive applications and frequently changing scenes.

Buffer Management/Caching

The two categories of data (coming from the physical and virtual domains) call for novel buffer management and caching schemes. In particular, we expect an effective scheme to be conscious of the semantics. For example, data from the real space may be given higher priority over data from the virtual space. However, we need to develop criteria to compare the priorities across the two domains.

4.4 Data Consistency

In networked virtual environments, it is important that users have a consistent view of the virtual world. This requires transmitting data within the virtual world. Unfortunately, there is to-date no solutions that can scale well. Now, in the metaverse, the requirement of consistency becomes even more challenging - the virtual world must also reflect what is happening in the real world. Given the constraints in bandwidth and the large amount of data to be transmitted, we do not expect to see a truly consistent view in both worlds. However, we can try to keep the virtual world as close to the real world as possible. One solution is to tolerate some degree of discrepancies - for numerical data, they may be within certain coherency requirements; for multimedia data, a low resolution image/video may be used instead. Some recent works have looked at how to disseminate streaming data to a large number of clients while preserving data coherency [11, 65, 92]. These techniques assume a small number of distinct objects, and so do not scale to a large number of objects.

A closely related approach is to study how data to be transmitted should be prioritized. For example, more critical data can be transmitted first before less critical data. We can learn from methods developed for intermittently-connected and disruptive networks [88]. We believe there is much needed avenue to be explored in this aspect, e.g., to study different scheduling schemes. Besides prioritizing data, it may also be necessary to develop techniques to schedule multiple (continuous) queries that meet different Quality of Service (QoS) metrics. While techniques developed in [66] provided some insights on how this can be effectively handled, we believe this direction deserves further investigation.

4.5 Security and Data Privacy

In the metaverse, the increasingly interconnected and complex systems and networks increase our exposure to various threats, such as the loss of data, the loss of control over the software systems and networks, the mistrust due to ill-intended contents and actions, and so on. As a consequence, data security and privacy are major concerns.

To enhance data security in the metaverse, there exist various emerging technologies that could enable trusted collaborations and interactions, through secure communication, transfer and exchange of digital documents and assets, verifiability, and auditability. For example, commercial secure hardware can be used to establish trusted execution environments (TEE) where data and computation cannot be
modified by any other parties, including cloud vendors or service providers; then, encryption techniques can be used to protect the data and models in communication channels and on untrusted storage on the cloud. As another example, Blockchains can serve as the basis for connectivity in the metaverse to make it open and decentralized. Transactions among different parties in the metaverse can be permanently recorded and verifiable in blockchains, thus fostering a wider acceptance of the metaverse. These new applications require a re-design of data management and processing systems. For instance, decentralization requires the computation to be byzantine faulty tolerance, which introduces a huge cost in replication and consensus modeling. One possible solution is to use ledger database systems with a trusted third party serving as the auditor.

Meanwhile, protecting data privacy in the metaverse requires a delicate balance between minimizing privacy risk and maximizing data utility. On one hand, mitigating privacy risks requires restricting access to sensitive data and conforming to the privacy regulations introduced by the governments. On the other hand, data-centric applications in the metaverse may rely on the availability of various types of data pertinent to users. To address this tension between data privacy and utility, it is important to develop new algorithms and paradigms to enable data analysis in a privacy-preserving manner. Towards this end, there are emerging technologies such as federated learning and differential privacy, but major research effort is still needed to make them applicable for the metaverse applications. In addition, incentivizing users to share information for privacy-preserving analytics is a challenging issue.

4.6 Intelligent Decision Making and Self-Driving Optimizations

In recent years, we are witnessing a significant amount of effort to integrate database systems and machine learning (ML). On one hand, with ML being more data-centric, there is a need for database support to manage the data efficiently and effectively. On the other hand, incorporating learning into database systems facilitates the design of self-tuning, self-healing and autonomous DBMS. Given the applications in the metaverse are as complex, if not more, as modern applications, data-centric ML is required for effective predictions and recommendations to support informed decision making. Moreover, to ensure efficient processing, novel ML mechanisms will need to take advantage of the rich data in the metaverse. Regularization, feature interaction, explanation, efficient communication, and many other optimizations can be viewed and addressed from a data-centric perspective.

This trend of DBxAI is set to continue for better integration and exploitation of the two technologies. However, to really make the data system scalable and intelligent, the community may need to re-examine the needs and requirements for making AI/ML as an integrated part of the system, instead of putting an AI/ML layer on top of existing systems. In other words, learning from a particular instance of dataset and query patterns may only improve database optimization techniques, such as cost estimation and index design, and their system performance only temporarily. The fact that databases are dynamic in nature may make the AI/ML models and algorithms ineffective due to data and feature drift problems. This is more so in the metaverse, where the users and applications are more diversified and dynamic. From the perspective of AI and machine learning, a recent survey explores the role of AI in the foundation and development of the metaverse.

4.7 AR/VR Data Streaming and Learning

To build up the metaverse, an integral step is to digitize humans, objects and scenes from the physical space into the virtual space. Nowadays, many AR/VR applications either only (1) have low-fidelity digital avatars and scenes that we can easily tell they are not real, or (2) still heavily rely on artists to manually create the digital counterparts, which is time-consuming and not feasible for general users to adopt. Recently, a new digital twin technology, i.e. Neural Radiance Fields (NeRF), demonstrates unprecedented high-fidelity in automatically reconstructing human-like avatar realistic objects and large scenes like a city in the metaverse. A metaverse of high-fidelity could provide users immersive experience and unlock some new applications such as watching a basketball game from any viewpoint. Despite being promising, a key challenge towards high-fidelity is data explosion. This is because, in order to look realistic, avatars need to exhibit skin-level details and dynamic objects need to exhibit accurate movements, let alone much larger scenes like city. Thus, an important research issue is to jointly design the digital representations, their learning and rendering methods, and later on how to efficiently store and operate the digital assets given the new representations.

Once the metaverse has been built up, the large amount of data generated in the metaverse offers great opportunities in developing AI models specifically for AR/VR. In particular, different metaverse users may have different tasks that need AI to assist, making it challenging to customize AI model and training data for each use case. A promising solution is to develop foundation deep learning models that are first trained on large-scale data and then can be applied to various downstream tasks with minimal task-specific fine-tuning. As a starting point, the recent work EgoVLP conducted visual-language pretraining on Ego4D, a massive egocentric video dataset that targets collecting what smart glasses see throughout human daily activities, and then the pretrained EgoVLP model demonstrates strong performances on various metaverse applications such as action recognition, moment query via a textual description, object state change detection. Due to the large data scale, pretraining often requires considerable compute resources and takes a long time. For example, pretraining in EgoVLP takes two days on 32 A100 GPUs. This is a major roadblock for developing more advanced pretrained models, e.g. continual learning and update of the pretrained model given the newly arrived data stream in the ever-changing metaverse. To overcome this challenge, it is important to optimize data communication between storage and compute nodes, and to exploit parallelism in deep learning models.

The conventional workflow of machine learning has limited human-machine interaction. As Figure (a) illustrates, it is mostly unidirectional as only the machine learns from humans on “how to work”. Figure (b) outlines another popular machine learning workflow, i.e. self-interactive machine...
learning, which is used in AlphaGo where an AI agent interacts with itself. A more profound bidirectional interaction may be necessary for both the machines and humans to learn better. We envision a new paradigm of interactive machine learning, namely human-machine co-learning, where humans could learn from the model and the model could learn from humans as shown in Figure 7 (c). For example, in healthcare, clinicians may discover new knowledge or facts from the data through machine learning, and may help the machines to predict more accurately. Interactive learning could be applicable to many applications in the metaverse, in which humans interact with the model in both virtual and physical worlds, convey and discover new knowledge. As a starting point, recent works [79, 50] introduce AI assistants on smart glasses that can instruct novices in using a new device or learning a new skill. Yet, these models still do not form a bidirectional feedback loop between users and learning systems. Such bidirectional interactive learning introduces new challenges to be tackled, namely novel interface design, model update, model interpretation and model intervention.

5. CONCLUSIONS
The advancement in technologies has changed the way we live. In the real world, we can participate in virtual games. In the world of the virtual, we can shop, engage in strategic games that thrill us and receive real-time information and acquire knowledge. The merging of these two spaces will further enhance the user experience. This paper has argued for the co-existence of the two spaces, not as independent entities but as an integrated world where the two spaces interact simultaneously, and users experience an augmented world (either reality or virtuality) seamlessly. We have presented several promising applications of the metaverse, and discussed some research issues that the database community can contribute.

In our discussion, we have focused primarily on the present; with virtual space technology, time no longer “bounds” us - we can, for example, physically at a historical site experiencing virtually an event that transpired in history on the exact spot that we are standing; likewise, we can have a virtual futuristic view of the current location.

As researchers, we look forward to the exciting challenges in this field, and encourage members of our community to join us. Perhaps, by 2030, we will experience the metaverse as end-users and be brought “back to the future”!
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