Nanometre scale monitoring of the quantum confined stark effect and emission efficiency droop in multiple GaN/AlN quantum disks in nanowires
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ABSTRACT

We report on a detailed study of the intensity dependent optical properties of individual GaN/AlN Quantum Disks (QDisks) embedded into GaN nanowires (NW). The structural and optical properties of the QDisks were probed by high spatial resolution cathodoluminescence (CL) in a scanning transmission electron microscope (STEM). By exciting the QDisks with a nanometric electron beam at currents spanning over 3 orders of magnitude, strong non-linearities (energy shifts) in the light emission are observed. In particular, we find that the amount of energy shift depends on the emission rate and on the QDisk morphology (size, position along the NW and shell thickness). For thick QDisks (>4nm), the QDisk emission energy is observed to blue-shift with the increase of the emission intensity. This is interpreted as a consequence of the increase of carriers density excited by the incident electron beam inside the QDisks, which screens the internal electric field and thus reduces the quantum confined Stark effect (QCSE) present in these QDisks. For thinner QDisks (<3 nm), the blue-shift is almost absent in agreement with the negligible QCSE at such sizes. For QDisks of intermediate sizes there exists a current threshold above which the energy shifts, marking the transition from unscreened to partially screened QCSE. From the threshold value we estimate the lifetime in the unscreened regime. These observations suggest that, counterintuitively, electrons of high energy can behave ultimately as single electron-hole pair generators. In addition, when we increase the current from 1 pA to 10 pA the light emission efficiency drops by more than one order of magnitude. This reduction of the emission efficiency is a manifestation of the 'efficiency droop' as observed in nitride-based 2D light emitting diodes, a phenomenon tentatively attributed to the Auger effect.

* zagonel@ifi.unicamp.br

** mathieu.kociak@u-psud.fr
I. Introduction

Nanoscale structuring of materials is a promising route to engineer material properties and achieve new functionalities unthinkable in conventional devices. In particular, semiconductor nanowires (NWs), i.e. high aspect ratio nano-crystals with the lateral dimension in the range of few to tens of nanometres, have shown their potential for a new generation of optoelectronic devices. [1,2,3] Indeed, some very interesting examples of nanowire-based devices have already been demonstrated in the laboratory. Many of them contain quantum-confined heterostructures made up of different materials in order to achieve controlled-by-design electronic and optical properties. [4,5,6] III-nitride semiconductor nanowires for light emitting devices in the visible-UV range have already been demonstrated [7,8]. However, a thorough understanding of such complex system’s fine properties and subtleties is required to engineer and control device performance.

One current issue is to eliminate the droop of emission efficiency occurring at large carrier injection inside the optically active areas in both thin films [9,10,11,12] and NWs [13,14]. The carrier density also affects the wavelength of the emitted light. [15] Indeed, the presence of high internal electric fields in polar III-N heterostructures induces a strong band distortion in quantum-confined structures [16,17]. This results in a large redshift of the transition energy with respect to a flat-band case (so-called Quantum Confined Stark Effect (QCSE)) and in a spatial separation of the electrons and holes reducing the emission rate [18,19,20,21,22,23,24,25]. When the charge carrier density increases, non-linearities are expected [19,26,27,28,29,30,31] as charge carriers screen the internal field and thus reduce the redshift and increase the emission rate. On the other hand, the increase in charge carrier density leads to the upturn of high order phenomena such as the Auger effect (the non-radiative recombination of an electron-hole pair with an energy transfer to a third charge in their vicinity), which are deleterious for the emission properties [12].

Therefore, manipulating the carrier density and determining its influence on the emission wavelength and on the quantum efficiency are key prerequisites toward the understanding of nitride devices based on quantum confined electronic states. A large number of studies [11,20,24,32,33,34] have already addressed this problem in the case of thin films. When the active material in nitride devices is replaced by 3D NWs, new characterization and understanding challenges appear [35,36], which today remain poorly addressed. [37]

In the case of closely packed quantum emitters [14,38,39], the characterization of optical properties requires high spatial resolution in order to get both the morphology and optical activity at relevant spatial and spectral scales. Such requirements are better met by Transmission Electron Microscope operated in scanning mode (STEM) associated with high performance cathodoluminescence detectors (CL). [40,41] For a review, see ref. [42]. In this technique, a finely focused electron beam (not subject to light-optics diffraction limit) excites small regions of a sample (as small as 1 nm², or even less) and the emitted photons are collected and then analysed by an optical spectrometer. Moreover, cathodoluminescence can be used in the so-called spectrum-imaging (SPIM) mode (also called hyperspectral imaging) [43] where full spectra are acquired on a whole region of the sample for each electron beam position by scanning the electron beam. Simultaneously, a structural or morphological image, typically a High Angle Annular Dark
Field (HAADF), can be acquired. This operation mode provides very accurate simultaneous spatial and spectral information, giving clear correlation between light emission and the position of its excitation, a key to relate optical properties to other local properties as morphology, composition, strain, etc. Indeed, CL techniques have been successfully applied to gain understanding of different systems, including III-V heterostructures [25, 40, 44, 45, 46, 47, 35, 48, 49, 50, 51], diamond [52, 53, 54], plasmonics nanostructures [55, 56, 57, 58], among others.

Here, we have applied CL-STEM to study the influence of charge carrier density on the optical response of individual GaN quantum disks (QDisks) confined by AlN barriers in NWs. A careful and systematic analysis of the emission energy and intensity of many QDisks at controlled excitation currents makes possible to observe correlations between the energy shifts, emission rates and QDisks morphology which are interpreted in terms of the screening of internal electric fields and reduction of the QCSE. The GaN/AlN heterostructured nanowires were chosen since they represent a model system with a strong internal field and band gap engineering (similarly to InGaN layers), which at the same time has low defect density and sharp concentration gradients [59].

The analysis of the emission efficiency (i.e. the emission rate normalized to the incident electron beam current) demonstrates the presence of an emission efficiency droop starting at ~1 pA of electron beam current (despite the use of the STEM electron probe producing a small number of carriers inside the QDisk). The use of the CL technique for local carrier generation in the AlN/GaN system presenting strong carrier localization allows minimizing charge transport effects. The observed quantum efficiency droop is tentatively attributed to Auger effects.

II. Sample Experimental Methods

GaN NWs containing 20 GaN/AlN QDisks have been grown at 790 °C by catalyst-free Plasma-Assisted Molecular Beam Epitaxy (PA-MBE) on Si (111) substrate. More details about the growth can be found in [60]. A typical nanowire consists of a ~0.5 μm GaN base part, followed by a series of GaN/AlN QDisks with a nominal thickness of 3 nm and of a ~0.5 μm GaN cap part. As seen from Fig. 1, the QDisk thickness increases along the growth direction from ~1 nm to ~4.5 nm, while the AlN barriers have thicknesses from 2.6 to 3.6 nm independently of the growth order. The QDisks are formed by switching from Ga to Al flux without growth interruption. Due to the AlN lateral growth, the QDisk region and the GaN base are surrounded by an external AlN shell, while the GaN grown latter remains uncovered [61]. For the CL-STEM studies we have deliberately selected large diameter NWs in which thick QDisks (>4 nm) are likely to be present, in contrast to our former studies of thin QDisks [40]. The NWs were dispersed on a standard thin carbon film on a copper grid. For CL-STEM SPIM experiments, they were analysed in a VG HB501 STEM working at 60 keV using an in-house built nanoCL system, which has been optimized for high speed and high spatial resolution spectral imaging [40]. A cold finger at the sample holder keeps the sample at about 150 K. The calibration procedure for emission rate estimation is given in the Annex. For high resolution HAADF (HR-HAADF), the samples were analysed in a NION USTEM 200 operated at 200 keV.
In order to explore different regimes of the light emission rate, the incident electron beam current was set typically in the range between 0.1 pA and 600 pA. The electron beam current was monitored during the experiments using an Electron Energy Loss spectrometer as a Faraday cup and by measuring the current with an electrometer. In addition, various acquisition dwell times per spectra were used, ranging from approximately 20 ms to 10 s.

Differently from previous studies [40, 41] where all or most QDisks were studied, here we performed the in depth analysis only on selected QDisks with light emission spectrally and spatially isolated from others due to the much similar emission energy for larger QDisks and so that energy shift could be tracked. We present a representative compilation of 16 SPIMs on 4 NWs, corresponding to a total of 80 QDisks. The NWs are labelled (a), (b), (c) and (d) and the QDisks are indexed after their growth order in each NW. Each CL SPIM contains from 1k (250 by 4 positions in the sample plane) to 30k (300 by 100) spectra.

In order to estimate the emission energy and intensity of CL signal we fit a simple model to the spectra using non-linear least squares weighted to account for Poisson noise. The model consists of a Lorentzian function and a background that is flat in the spectral region of interest. We perform multi-dimensional curve fitting on the SPIMs using the SAMFire algorithm as found in the development version of HyperSpy.[62] SAMFire automatically estimates the starting parameters at each spectra to avoid falling in local minima, easing the task of performing curve fitting in multi-dimensional datasets.

III. RESULTS AND DISCUSSION

III.A EMISSION ENERGY TO EMISSION RATE RELATION

Fig. 1(a) shows the morphology of a typical NW, labelled NW(a), with its QDisks. This image was acquired simultaneously with a SPIM. The results of the SPIM are condensed in Fig. 1(b), which is obtained by adding all energy-filtered images from the SPIM after colouring them according to a colour scale associated to the emission energy. No drift correction has been applied to the data resulting in a distortion of the image and SPIM (the total acquisition time was about 8 minutes) with respect to the actual size of the object. The NW growth direction is from right to left. The full CL SPIM is given in the Supplementary Materials as a video [63], displaying the spatial distribution and intensity of light emission for a wide spatial region of the sample within a broad spectral range. Some slices from this video are shown in Fig. 2. It shows that CL intensity maxima are centred on different QDisks, depending on the emission energy. Roughly, the smaller the QDisk the higher will be its emission energy, as expected from quantum confinement. The effect of the barriers is also observed as the spatial width (at 1/e) of the light emission intensity from a single QDisk is about 10 nm (i.e.: from the centre of the QDisk to about 5 nm away in both directions along the NW growth axis). This is very small when compared to the carrier diffusion in bulk GaN or AlN [54,40] or GaN nanowires, [64] revealing the strong carrier trapping capability of the QDisks. However in the present case, contrary to [40], a clear broadening in the spatial distribution of the detected signal arises at lower energy – a given QDisk appears broader on filtered map of smaller energy, indicating a link
between excitation position and emission energy. Attribution of spectral features to individual QDisks is however possible, as detailed in the Annex.

**Fig. 1:** (a) and (c) are HAADF images of NW(a) containing 20 QDisks of GaN within AlN barriers. The image shown in (a) was taken simultaneously with the SPIM and shows some vertical compression due to sample drift. The Fig. in (b) shows a false colour image obtained by colouring each energy filtered image according to the colour scale shown and summing them. The image shown in (c) shows the same NW in HR-HAADF-STEM. GaN appears as light grey while AlN appears as dark grey.

**Fig. 2:** These images display 6 slices of the spectrum image from Fig. 1(b) showing the spatial excitation maps for each indicated energy. In each CL image, a different (false) colour helps indicating the energy according to the colour scale on the bottom. The intensity is indicated by the gradient scale on the left-hand side, which gives also the intensity range in each image. The NW growth direction is from right to left.
The relationship between the emission energy and the excitation position is made clearer in Fig. 3 were the spatial, spectral and intensity behaviour of two different QDisks are emphasized. On Fig. 3(a-d), we focus on QDisk No. 20 (NW(a)) shown above, which has a thickness of 4.7 nm and an emission spatially and spectrally well separated from that of other QDisks. The emission intensity decreases as the electron beam moves away from the QDisk. From averaged spectra around regions within a certain intensity range (Fig. 3(c-d)) it is clear that lower intensity is linked with lower emission energy. Moreover, at high excitation close to the QDisk centre the spectrum is peaked at higher energy and contains a shoulder, indicating that a range of emission energies are present under the same excitation conditions, in agreement with the stochastic nature of the excitation process.

The connection between energy shift and intensity change can be confirmed by following spectral changes of a given QDisk as a function of incident beam current for a fixed beam position, as shown for QDisk No. 10 of NW(b) (Fig. 3(e)). The variation is not linear with emission intensity. Initially, no shift is observed at small intensity (Fig. 3(f)) up to roughly $10^3\text{count/s}$. At higher count rates a continuous blue-shift is seen, what is true for most QDisks emitting at energies below GaN bulk band gap, as discussed in more detail later.

As the blue-shift occurs due to changes in the excitation position and/or the excitation current, one is tempted to link it to the carrier density created at the QDisk. Thus, the emission rate will depend either on the probe distance to the QDisk at constant incident current or on the incident current for a fixed probe position. A low electron probe current on the centre of the QDisk can be equivalent to a high current probe a few nanometres away from the QDisk centre if both situations yield the same light emission rate. Therefore, we suppose that on average the emission intensity will depend on the density of carriers excited in the QDisk, and use it to follow the energy shifts.

In this view, the blue-shift can be interpreted as due to the screening of the internal electric field and the reduction of the QCSE, as already being suggested by Jahn and co-workers [45] on an indistinguishable ensemble on quantum wells or on basal stacking faults or zinc-blende segments in GaN [64]. Blue-shifts related to field screening have also been seen in time-resolved, non-spatially resolved CL [25]. Indeed, the QCSE red-shifts the emission energy to values below the GaN band gap. Screening of the electric field reduces the QCSE, reducing the red-shift. [19,26,65,66,67]. The absence of new emission peaks or significant broadening in Fig. 3(e) supports our interpretation.
Fig. 3: (a) Region of the NW(a) containing two QD disks. (b) Panchromatic CL map shows light emission only from the last QDisk (left-most), No. 20, with a thickness of 4.7 nm. Regions of the map with spectra within similar emission intensity ranges are marked in colours in (c) and were averaged to yield spectra representative of each intensity range shown in (d). (e) Typical spectra from QDisk No. 10, with 4.3 nm, of NW(b) obtained from geometrical centre of the QDisk in each SPIM. 10 SPIMs are considered, each acquired with a different electron beam current. The much higher range of luminescence intensity as compared to (a) explains the need for a logarithm representation. (f) Emission energy as a function of the emission intensity for QDisk No. 10 considering all 10 SPIMs (each colour indicates a different SPIM with a given electron beam current).
In order to check that the above-mentioned heuristic picture is valid, we performed some 1D simulations of the luminescence energy of QWs as a simplified model of the present QDisks. The simulations are based on a one-dimensional Schrödinger–Poisson solver using the effective mass approximation [24] (material parameters of [24]), taking into account the built-in internal electric field (4 MV/cm [40]), electron-hole carrier density and exciton binding energy [68]. Band diagrams for typical results are shown in Fig. 4. For the sake of the demonstration, the electro-generated carrier density out of equilibrium has been chosen to be $10^{13}$ cm$^{-2}$; a value inducing detectable energy shifts. At equilibrium and subject to a strong internal field (top panels in Fig. 4), the QW conduction and valence (black) bands bend reducing the transition energy. Also, the squared absolute value of the electron (blue) and hole (red) wavefunctions are peaked at different spatial positions, leading to a smaller overlap and a smaller radiative rate. The effect is greater for thicker QWs (right panels on Fig. 4) than for thinner QWs (left panels). When the QWs are filled with carriers, the internal field is screened (bottom panels in Fig. 4), the bending of the bands is reduced and the transition energy becomes larger than in the case of the unscreened QCSE, while the radiative rate increases. It is worth to note that when comparing the 1D simulations to the present experiments, we are considering quantum wells and not quantum disks. The rather large diameter of the disks makes such comparison suitable but one must bear in mind that strain effects, which are present in this system, are not taken into account. In any case, the general tendency observed in the experiments is well reproduced here: at low electrogenerated charge carrier density the transition emission is close to the equilibrium one, while it blue-shifts at high charge carrier density.

Fig. 4: 1D simulation of the screened and unscreened QCSE for different thicknesses. The black lines represent the band structure of the wells. The blue (resp. red) curve represents the squared electron (resp. hole) wavefunction of the lowest QW confined level. The dotted lines represent their energy position.
Therefore, the emission energy can be used as an indicator to monitor the effects of the carrier concentration in a given QDisk. Fig. 5 (a) shows the estimated CL energy as a function of the carrier density for different QW thicknesses. It is worth noting that no significant energy shift is observed below $10^{11}$ cm$^{-2}$ whatever the thickness of the QW. Experimentally, in our datasets, shifts of roughly 0.05 eV are readily spotted, giving us a lower limit of the carrier density inside the QDisk, depending on the QDisk size. Similar trends are observed for the electron-hole overlap (Fig. 5 (b)). The electron-hole overlap increases for increasing carrier density thanks to the screening of the electric field.

![Fig. 5: a) Simulated CL emission energy as a function of the carrier density in a QW for different QW thicknesses (from 1.5 nm (violet) to 4 nm (red)). (b) Simulated electron-hole wavefunction overlap as a function of the carrier density in a QW for different QW thickness (from 1.5 nm (violet) to 4 nm (red)).](image)

As it is often the case for the electro or photo-generation of carriers, the carrier density in the QDisks is a hidden variable in our experiments. Indeed, the carrier density in each QDisk depends on the number of electron-hole pairs generated by the electron beam, and also on the radiative and non-radiative lifetimes in each QDisk. In addition, both radiative and non-radiative lifetimes are carrier density dependent, which makes any estimation extremely difficult.

Still, a more general but qualitative comparison between experimental and simulation data can be drawn as exemplified on Fig. 6, where we have plotted the emission energy as a function of the CL intensity (experimental, Fig. 6 (a)) or the product of the electron-hole squared wavefunction overlap by the carrier density (simulation, Fig. 6 (b)) for different thicknesses. This latter comparison is justifiable because CL intensity depends only on the radiative rate and the carrier density $I_{PL} \propto n/\tau_{rad}(n)$, where $n$ is the carrier density and $\tau_{rad}$ is the radiative lifetime) and because the recombination rate is proportional to the squared-electron-hole overlap [69].

In Fig. 6 (a), it is possible to note that for thin QDisks, as NW(c) QDisk No. 2 of 2.7 nm, the energy remains the same regardless of the emission intensity. In such small QDisks, the electric field has only a weak influence on the emission energy and therefore the energy remains insensitive to the possible screening of the internal field. In thicker QDisks, starting from about 3 nm, the emission energy is observed to increase with intensity. Moreover, thicker QDisks (5-6 nm) exhibit higher slopes than thinner QDisks (Fig. 6 (a)).
All curves show a clear trend that links the QDisk size to its optical properties under various excitation rates, and that can be qualitatively correlated to the simulations result in Fig. 6 (b).

As stated before the emission rate versus energy relation does not depend directly upon the nominal electron beam current but on the total density of carriers created. This is visually proven by the continuous superposition of different datasets acquired with different beam currents in Fig. 6 (a), which also indicates the absence of cumulative effects or beam damage.

![Graph showing emission energy versus emission intensity](image1)

*Fig. 6: (a) Emission energy versus emission intensity extracted from a large number of spectra. Each point in the plot corresponds to a single spectrum. The thickness of each QDisk is indicated in the legend. (b) Simulated CL energy as a function of carrier density multiplied by the electron-hole wavefunction overlap for different QW thicknesses (from 1.5 nm (violet) to 4 nm (red)).*

![Graph showing bivariate histogram](image2)

*Fig. 7: Bivariate histogram of emission energy as function of the emission intensity for seven different QDisks on NW(b), regardless of the electron beam current. Each data point has been spread according to its standard deviation. The sum of the intensity of the images equals the total number of spectra considered, 15790. The thickness and QDisk position on the NW are indicated in each panel. While QDisks No. 8 and No. 10 present similar features as discussed above, QDisks No. 6 shows a clear transition from a constant energy to the screening of the electric field responsible for the QCSE (indicated by red lines).*
In Fig. 7 the emission energies vs. emission intensity bivariate histograms are shown for seven QDisks with a higher dynamic range. In this Fig., the data are shown regardless of the SPIM or the electron probe current that was used. By doing this, we indicate the redundancy of this data and its statistical significance. The number of spectra considered in Fig. 7 is 15790. As expected, at high intensity the data have higher density as the datasets have higher number of meaningful spectra.

The higher dynamic range allows the observation of new features not seen in Fig. 6 (a). First, QDisk No. 6 shows a clear transition from constant emission energy, below \(\sim 3 \times 10^4\) counts/s, to energy shift due to partial screening of the internal electric. This transition marks the excitation rate necessary to create more carriers inside the QDisk than the total recombination rate without internal electric field screening can recombine. The electron beam current at the transition is \(\sim 1.2\) pA when it is incident at the centre of the QDisk. Considering, as discussed below, that each electron (from the electron beam) creates at most a few electron-hole pairs, [70] we can estimate that each electron creates about one electron-hole pair on average, as some do not suffer inelastic interaction. In this scenario, 1.2 pA corresponds to an excitation of \(\sim 7 \times 10^9\) carriers per second. Since the QDisk is very close to charge accumulation (and hence to energy shift) the total recombination lifetime is the inverse of the excitation rate, \(\sim 1 \times 10^2\) ns, in agreement to literature values obtained by time resolved photoluminescence (PL) for this transition energy (ignoring the non-radiative recombination).[19]

Another feature observed in Fig. 7, mainly for QDisks No. 9 and No. 14, is that for the highest observed intensities the slope becomes nearly vertical. Knowing that changes in emission energy are directly linked to changes in carrier density inside each QDisk, the vertical slope means a change in carrier density that does not show up as an intensity increase. Therefore, when the carrier concentration has attained a given value, increasing it (as observed by the energy increase) will not lead to a rise in emission intensity. This phenomenon is associated to a decrease in the conversion efficiency of carriers to photons at high carrier concentration, an effect known as ‘efficiency droop’.

For two other QDisks (QDisks No. 16 and No. 19), located close to the end of the heterostructure, the energy variations are much less pronounced. Their maximum emission rate is one order of magnitude smaller than for the most of other QDisks, although the emission has been measured in exactly the same conditions. We attribute this behaviour to the presence of a higher number of non-radiative paths in these QDisks, possibly the recombination at the surface. Indeed, if the non-radiative lifetime is shorter than the radiative one, one expects to observe a lower emission rate and a weaker screening of the internal electric field due to lower carrier density for a given excitation rate. A weaker emission rate and a possibly higher sensitivity to electron irradiation damages are more common for QDisks at the end of the heterostructure possibly due to a thinner AlN shell in this place.

Finally, we consider the variation of the FWHM as a function of intensity and the variation of the emission energy as function of electron beam current (Fig. 8 and Fig. 9). For the wide emission intensity range covering 4 orders of magnitude, the FWHM of most QDisks did not change significantly. However, for QDisks No. 14 and No. 16 some systematic variation is observed, from 0.15 eV to 0.25 eV. For most QDisk the emission energy always
increases with the electron beam current, never reaching saturation. These two observations rule out the possibility that the blue-shift of the emission energy or emission efficiency droop as a function of charge carrier density are due to band filling, which would have been a possible explanation otherwise [71].

**Fig. 8**: Variation of the Full Width at Half Maximum (FWHM) of the light emission spectra for the QDisks considered in Fig. 7, from NW(b).

**Fig. 9**: Energy shift as function of the electron beam current for the QDisks considered in Figure 7, from NW(b). The thickness of each QDisk is indicated in the legend.
III.B Efficiency droop

So far we have considered the emission intensity and energy, regardless of the electron beam current, since the excitation probability depends on the beam distance and position with respect to the QDisk. However, it is important for optoelectronic applications to know the external quantum efficiency (EQE), i.e.: the dependence of the emission rate on the excitation rate. To measure this dependence, we have monitored the emission rate of several QDisks for various electron beam currents when the beam was hitting the centre of the QDisk of interest. To be more specific, we have extracted from each SPIM and for each QDisk, only its highest emission intensity region. For example, this corresponds in Fig. 3 (c) to 9 pixels in the centre of the blue-marked area of the QDisk. Therefore, for this data charge diffusion does not play a role. Under these conditions, the charge carrier density increases with the excitation current (as indicated by Fig. 9).

Fig. 10 presents the ratio of photons emitted per incident electron as a function of the electron beam current, representing the emission efficiency for each excitation rate. For this plot alone, an estimated calibration of counts to absolute photons was used, as shown in the Annex. For low excitation rates from 7 to 100 electrons are necessary for generating a photon emission, depending on the QDisk. This quantitative analysis is in rough agreement with the interaction probability that can be determined by computing the electron mean free path $\lambda_{\text{free}}$ for GaN at 60 keV ($\lambda_{\text{free}} \sim 120$ nm) and for a t=80 nm thickness. Then, the average number of interactions is given by $\exp(-t/\lambda_{\text{free}}) \sim 0.5$ which gives about 1 inelastic interaction for every 2 electrons passing through the sample. Considering that most interactions are due to plasmon excitations and that a small number of electron-hole pairs (typically less than 3 [70,72]) are created for each plasmon decay, this gives a Fig. of about one electron-hole pair created per electron passing by. The value 7 to 100 electrons per photon is consistent considering that the emission rate is underestimated and different non-radiative channels are present. Moreover, the lower light emission from QDisk No. 19 and No. 16 in Fig. 10 is totally consistent with the lower energy shift observed in Fig. 7. In this case, non-radiative decay rate is sufficiently high to prevent carrier accumulation thus preventing the emission rate to be as high as in other QDisks. Such agreement gives confidence on the quantitative calibration of the emission efficiency scale in Fig. 10.

Fig. 10 also shows a smooth variation on the EQE with the excitation rate. We observed that up to 8*10^6 electrons per second (for most QDisks), the emission efficiency increases remarkably, while QDisk No. 16 and No. 19 shows only a moderate increase. This efficiency increase at moderate excitation is indeed expected due to saturation of non-radiative defects, which scales linearly with the carrier density (the first term in the ABC model [9] for LEDs) [10] and also due to the increased overlap of electron and hole envelope functions for screened internal electric field. Hence, the radiative recombination rate increases and fewer carriers will be lost to trap-related non-radiative channels. Yet at higher electron beam currents, starting from 4*10^7 electrons per second, the emission probability falls rather abruptly. Such a droop cannot be attributed to a sudden increase in the non-radiative paths due to irradiation damage, as it is a reversible process. We note that this analysis does not depend on the exact relation of emitted photons to detected counts on the CCD.
While we are not aware of such a droop measurement in CL experiments, it is reminiscent of the quite extensively discussed droop in nitride LEDs [9]. Few possibilities are usually evoked to explain this droop in light emission devices [9]. These are defect assisted mechanisms, spontaneous emission reduction, Auger recombination and electron leakage. In a system without electric field and subsequent potential screening, all the effects have different dependences on the charge carrier’s density that are usually expressed in the so-called “ABC” model [9]. In the absence of electron or charge-carrier leakage, the recombination is first dominated by non-radiative defects (low emission efficiency). This effect becomes negligible as the charge carrier density increases. So one can expect the emission efficiency to go to unity at high carrier density. We note that spontaneous emission rate can be reduced at high current, preventing the emission efficiency to go to unity, but it cannot account for a droop [9]. Now, in this scheme the Auger contribution becomes dominant at high charge carrier density and causes a droop of efficiency. In the present case of electrical field screening due to charge carrier density increase, the ABC model is much more difficult to apply, as the defect-related non-radiative rates and the radiative probabilities depend on the charge densities, because the screening induces a change in the electron and hole wavefunctions overlap. However, the induced changes in the probabilities are supposed to be the same in both situations and we can thus safely suppose that the screening itself cannot induce a droop. One probable cause for the droop is thus Auger effect, confirming recent findings in LEDs [12].

Interestingly, Figs 7 and 10 show that emission rates higher than $10^7$ photons per second cannot be reached in this system by an individual QDisk. Moreover, an excitation rate higher than 1 pA has a deleterious effect on the emission efficiency (Fig. 10). It is also noteworthy, that the obtained values for the maximum efficiency apply to the case of a high-energy electron excitation (60 keV acceleration voltage). Electrons with lower energy used in standard SEM-based CL set-ups transfer their energy to the sample much more efficiently. Therefore, at such low electron speed, lower currents should already lead to a
high carrier density and result in a droop in emission efficiency. We note that a few picoamperes is a relatively low current for SEMs and hence for CL performed in SEM the probe current is likely to be greater than the value giving optimal efficiency.

IV Conclusions

By using a nanometer-wide electron probe in a STEM, the light emission rate from 15 individual QDisks could be varied in a controlled way. The light emission rate is related to the carrier density generated by the electron beam inside each QDisk and hence could be controlled at will. Our observation validate a model in which, counterintuitively, a beam of high energy electrons, monitored with nanometre precision, can be ultimately seen as a controllable source of carriers generating roughly 1 carrier per incident electron.

We have shown that for thin QDisks, with emission energies greater than that of bulk GaN band gap, the emission energy is independent of the emission rate. This in because, since the emission energy in small QDisks is not significantly affected by the QCSE, screening the internal electric field has a minor effect. In general, thicker QDisks, with energies smaller than the bulk GaN, exhibit an emission energy that depends on the emission rate. Such dependence is explained as due to the QCSE and to the partial screening of the internal electric field by charge carriers inside the QDisk.

A semi-quantitative analysis of the emission efficiency as a function of the electron probe shows that the emission probability per incident electron increases up to a current of about 1 pA. This increase can be ascribed to the electron-hole envelope function overlap increase with carrier concentration and to the saturation of some non-radiative recombination paths. However, the emission probability per incident electron drops above a current of about 10pA. This efficiency droop can be tentatively attributed to Auger recombination within the QDisk.
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ANNEX

EMISSION CALIBRATION RATE PROCEDURE

When needed, we have given an estimated emitted photon rate derived in the following way. Firstly, the loss due to all elements along the acquisition chain has been calculated based on their respective specifications. Secondly, we took into account the CCD camera quantum efficiency and sensitivity (counts per photon). Finally, to correct for the finite parabolic mirror collection efficiency, the deduced rate was divided by 0.36. This last estimation relies on the hypothesis that the objects under investigation are emitting isotropically. Considering all factors, we estimate that for each CCD count, approximately 30 (for Figs 3 (e) and (f) and Figs 7, 8 and 10) or 100 (Fig. 6) photons were emitted by the sample, the difference being due to different CCD cameras. Thus, this estimated rate, even if it is certainly just an approximation, should be proportional to the exact value. Anyway, the absolute value of the emission rate has no impact on the analysis and conclusions of the present paper. The whole procedure gave coherent results on data acquired with two different setups (except for the mirror which was the same) and several orientations of the NWs with respect to the axis of the parabolic mirror in a plane perpendicular to the electron beam.

ASSIGNING SPECTRAL FEATURE TO QDISKS IN PRESENCE OF QCSE SCREENING

The emission obtained by exciting the QDisk No. 20 of NW(a), reported in Fig. 3 on the paper, is well spatially separated from the emission of all other QDisks, so it could be attributed to exclusively this specific QDisk. However, the situation is more complicated in the general case of partly spatially and spectrally overlapping emissions. To analyse the emission energy of individual QDisks when the emission energy possibly changes, we need to extend the analysis leading to the identification of individual QDisks luminescence described above and previously [40,41] to the case where the emission energy is shifting with the excitation rate (which can be varied by moving the excitation electron beam position). This is done by considering each spectrum individually and by considering regions of the SPIM in which the signal can be distinguished from the background. Such regions are determined by careful examination of the projected SPIM, which is represented as 2D images. This method was used for the analysis that leads to Fig. 11.

In Fig. 11, the results for SPIMs on NWs (a), (c) and (d) are presented as 2D images, where one axis is the position of the beam along the NWs, the other axis is the emission energy, and the colour codes indicate the CL intensity. In relation to the CL data, the HAADF profile that was measured simultaneously is given, exhibiting a maximum at each QDisk position. One can see that very distinct features arise in the combined spatial-spectral maps. At energies higher than the bulk GaN band gap (see Fig. 11(b) and (e) – NW(b)QDisk No. 2), a diamond shaped emission pattern can be seen, similar to what was observed in [40] and [41], and the shape is centred on a given QDisk, as revealed by the HAADF profile. This supports the attribution of this feature to the emission of the corresponding QDisk. The
diamond shape corresponds to constant emission energy. All other features, with energies below the GaN bandgap, have a triangular shape with the upper tip being brighter and centred on a specific QDisk (see Fig. 11 (a) and (d) – NW(a)QDisk No. 20). This shape is similar to what was observed by J. Lähnemann and co-workers when studying spontaneous polarization field in GaN.[73] We thus attribute each triangular shape to the specific QDisk on which it is centred. Note that the triangular shape is a synthetic representation of the effects seen on the filtered energy maps on Fig. 2.

Fig. 11: Spatial-spectral plots of three different nanowires containing 20 QDisks each. The position along the nanowire is indicated along the horizontal axis, while the vertical axis indicates the emission energy and the colour scale indicates the emission intensity. In (a), NW(a) is shown and similarly for NW(c) and NW(d), in (b) and (c). Figs (d) and (e) show details from the regions marked with rectangles in (a) and (b). The intense emission of the GaN segment covered with AlN is seen on the right hand side. Growth direction is from right to left.
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