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Abstract

Deduplication can be used as a data redundancy removal method that has been constructed to save system storage resources through redundant data reduction in cloud storage. Now a day, deduplication techniques are increasingly exploited to cloud data centers with the growth of cloud computing techniques. Therefore, many deduplication methods were presented by many researchers to eliminate redundant data in cloud storage. For secure deduplication, previous works typically have introduced third-party auditors for the data integrity verification, but it may be suffered from data leak by the third-party auditors. And also the customary methods could not face more difficulties in big data deduplication to correctly consider the two conflicting aims of high duplicate elimination ratio and deduplication throughput. In this paper, an improved blockchain-based secure data deduplication is presented with efficient cryptographic methods to save cloud storage securely. In the proposed method, an attribute-based role key generation (ARKG) method is constructed in a hierarchical tree manner to generate a role key when the data owners upload their data to cloud service provider (CSP) and to allow authorized users to download the data. In our system, the smart contract (agreement between the data owner and CSP) is done using SHA-256 (Secure Hash Algorithm-256) to generate a tamper-proofing ledger for data integrity, in which data is protected from illegal
modifications, and duplication detection is executed through hash-tag that can be formed by SHA-256. Message Locked encryption (MLE) is employed to encrypt data for data uploading by the data owners to the CSP. The experimental results show that our proposed secure deduplication scheme can give higher throughput and a low duplicate elimination ratio.
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1. Introduction

At present, cloud computing has been employed to store, manage and process the data as alternating storage for data backup with limited local storage space. For data storage, cloud storage is utilized by several big companies. Cloud storage might be suffered from several difficulties such as security issues, storage space issues, etc, due to a huge quantity of backup storage constraints. In cloud storage services, one challenge is the vertical amount of duplicate data. Particularly, there could be almost 68% duplicate data is obtainable on normal file systems, and up to 90-95% duplicate data is available on backup applications. As a result, issues of storage space are managed through the data deduplication process, in which the storage space effectiveness can be enhanced. In the deduplication techniques, the cloud is allowed to store only one copy of duplicate data, and links are given to that copy when required. The deduplication is mostly done through hash values (fingerprints) for the files and chunks representation wherever these values can be compared with others to establish if the chunk or file they symbolize will be a duplicate or not. The fingerprints are stored in an index structure that can be too large to fit in memory. Therefore, it will be stored in an on-disk structure that will direct to a popular difficulty called disk index lookup bottleneck.

In general, the data deduplication process is done on the block level or file level. In the block-level data deduplication, the files are segmented into blocks and only a copy of every block is stored. Block-level deduplication can thus eliminate duplicate data blocks in non-
identical files and it is used to improve storing efficiency more compared to file-level data deduplication. Thus, we focused on the block-level data deduplication in this paper. However, data deduplication can direct the tension between data confidentiality and storage efficiency. Mostly, cloud users have tension about the confidentiality of their sensitive data hosted by cloud servers that could not be trusted. A simple idea to data confidentiality consideration can be to let every cloud data owner outsource encrypted data to the cloud server that does not recognize the decryption key. In the traditional encryption process, every user needs to employ a different key to encrypt the data. Consequently, the similar data at different users can appear as completely different ciphertexts. In the data deduplication methods, the cloud server needs to recognize the same data. Thus, natural conflict may have happened between data confidentiality and storage efficiency. As a result, improved data deduplication is presented in this paper with a computing environment for efficient storage in a more secured manner.

Now a day, the blockchain-based security method is mostly focused on a distributed computing paradigm for its low cost, high efficiency, high credibility, and high data security, and. It is a key technology that has been derived from the agreement system that can be an instance of a disseminated computing scheme with higher fault tolerance. In the blockchain technique, point-to-point transactions or collaboration are realized in disseminated systems with high traceability. For example, decentralized storage systems such as File coin have taken blockchain’s benefits, in which security file storage could be achieved using an incentive mechanism and distributed structure. But none of these schemes have attempted to achieve the storage effectiveness that can be achievable through deduplication. In this paper, a cloud storage deduplication system is presented with high fault tolerance to overcome the issues of integrity, confidentiality, and reliability. For data integrity and system confidentiality, blockchain technology can be exploited. The communication frequency can also be reduced between the data owner and cloud servers, in which the risk of communications for monitoring and information leakage is reduced. In our proposed system, a smart contract is done with SHA-256, and data owner can encrypt their data by MLE scheme to make sure file confidentiality in the case of showing the files information on the blockchain. Moreover, the role key is generated according to the user’s attributes hierarchically for data uploading to a cloud storage server, in which authorized users are only allowed to access the data.
The paper can be organized as follows: the related work is reviewed in section 2 based on the secure deduplication in cloud storage. In section 3, the presented secure duplication algorithm is discussed in detail. After that, the presented method is evaluated and compared to other methods applied to deduplication in section 4. The conclusion can be discussed briefly in section 5.

2. Related works

The Secure Deduplication and Virtual Auditing of Data have been presented in Cloud called (SDVADC) [2], in which integrity auditing and deduplication of information have been realized in the cloud. Secure deduplication of information was supported by this method and effective virtual auditing of the documents was done in the download process. However, a Duplicate chunk detection problem may have occurred. A novel method has been presented in [3] using Convergent and Modified Elliptic Curve Cryptography (MECC) algorithms over the cloud and fog environment for the secure deduplication system construction. The file encryption was done initially with the help of the Convergent Encryption (CE) technique and afterward, re-encryption was done using MECC. However, the data may be obtained by the opponent through the brute-force attack when the data belongs to a knowable set for CE. A Collaborative Edge (CE) network combined is presented in [4] with the CE-D2D framework for solving maximizing video caching with efficient cellular and bandwidths. The proposed system has been using a strategy by cached only the watching chunk videos instead of offloading and caching video by one edge node. The ZEUS (zero-knowledge deduplication response) system was presented in [5]. The authors have developed ZEUS and ZEUS+ as two privacy-aware deduplication protocols: in which weaker privacy guarantees were given by ZEUS as being more capable in the communication cost, as ZEUS guarantees stronger privacy properties, at an enhanced cost of communication. However, low deduplication throughput may have happened during the ZEUS process. A security evaluation model was presented in [6] that consisting of API (Application Programming Interface) from different clouds evaluating including video discovery, security recovery engine, scanning engine, quantifiable evaluation, etc. however, energy consumption may have increased during the process of measurable evaluation in various cloud clients. The RSA (Rivest–Shamir–Adleman) based Cross-Domain Secure Deduplication (RCDSD) of synchronization was presented in [7] between dispersed storage managers without enlightening a
lot of information about the real data stored by the customers. The synchronization part has been done through an interactive protocol of collaboration between the servers. But, computing overhead may have happened in the process of CSPs’ distribution of duplication information to the users through the domain managers.

The investigation about backup storage setting enterprise of secure chunk-based deduplication method is done in [8]. The authors proposed a randomized key generation based on their inner works of backup service. Conversely, low chunking throughput can happen. Three stages are done in [9] for deduplication such as chunking, fingerprint, and indexing fingerprints. In chunking data files are divided into chunk boundary is decided by the divisor values. For each one there may be a unique value of identification that is computed through hash signature (i.e. MD-5 (Message Digit-5), SHA-1, SHA-256), which are called a fingerprint. Finally, fingerprints are stored as an index term to detect replication chunks by comparing the same fingerprints. However, in this method, high-cost computing, and medium-security is happened. Two secure data deduplication methods were proposed in [10] according to the Rabin fingerprinting in wireless sensing data of cloud computing. In the first system, deterministic tags and the other one adopts random tags were applied. But, low secure deduplication may have happened through Rabin fingerprinting. A secure data deduplication is focused on cloud storage [11]. In this work, the hash codes have been generated with the help of the Secure Hash Algorithm (SHA-512) [11]. According to this hash code-verifying system, authentication is provided. For secure Data Deduplication, cloud storage and service providers are permitted to use data with confidentiality. However, high key utilization is done by SHA-512 for deduplication and thus, low throughput can have happened.

3. Proposed Methodology

In this paper, an improved blockchain-based secure data uploading and downloading processes are suggested to more secure deduplication in a cloud storage system with high throughput and reduced deduplicate elimination ratio to save cloud storage given in Figure 1. The following methods are presented to the data uploading and downloading process to prevent data duplication.
**Role key generation:** The secret role key $SK_r$ and public role parameter $PUB_{rp}$ is generated according to the identity and policy role when the data owner uploads the data to Cloud server for the data accessing by the authorized users only.

**Duplicated data checking:** the duplicated data can be checked through the block-chain process, in which agreement between CSP and data owner is done by SHA-256 method utilized for hash tag and hash table generation to check tag availability before the data uploading by the data owner. The cloud server can check whether the same tag exists in the hash table upon receiving data. Here, the cloud server responds to the data owner with “no duplicate” or “duplicate”.
Encryption: If the data owner gets no duplicate reply from cloud server, then data will be encrypted by applying the MLE and after that, encrypted data is uploaded to cloud server with generated secret role keys. If the same data is available in the different data owner storage space, cloud server sends the stored location link.

Secure Data downloading: For secure data downloading, the role is assigned by the cloud server to the user (data consumer) if the user’s attributes can satisfy the role policy, in which the role policy is checked through generated identity role ID_R and role secret key SK_R. In this process, the data consumer can be added according to the policy role. Thus, added authorized users can only download the requested data from the cloud server.

The proposed phases are described in detail below:

a. Role Key generation

In this paper, attributed-based role key generation is done before the uploading of data to a cloud server. If the data owner wants to outsource some data to cloud storage, the data should be encrypted before being outsourced. Consequently, the data owner can be responsible to establish the access policy for each data, establish the roles, encrypting the data under the access policy, and master public and private keys can be generated. In this proposed methodology, a hierarchical tree is applied for the access policy structure representation. Here T is an access tree contains interior nodes that can be utilized as threshold gates such as AND/OR gate as the leaves are connected with attributes. A data consumer will be allocated to a role and as a result, ciphertexts will be decrypted corresponding to that role if and only if there can be an assignment of the attributes from the private key of data consumer to the tree’s leaf nodes such that the tree will be satisfied. For an example of attributes, in the university domain, the staff may be in the
position of “Assistant professor,” “lecturer”. etc., the courses are in the form of “commerce,” “medicine”, “computer sciences”. The data owner is responsible for the following three processes:

**Setup:** In this process, the security parameter is taken as input and a master key and a group public key is given as output.

**Role creation:** In this process, role with identity ID<sub>r</sub> and policy tree of role T<sub>r</sub> are taken as inputs, and the secret key role SK<sub>r</sub> is generated and role’s public parameters set PUB<sub>rp</sub> is returned and after that, an empty user list will be provided, in which list users can be listed whose attributes matched with the role policy tree.

**Data Encryption:** In the proposed methodology, the encryption process executed by the data owner after the duplication-checking process using MLE and ciphertext C can be outsourced to the cloud.

---

**Algorithm:**

**Input:** Role with identity ID<sub>r</sub>, role with policy tree T<sub>r</sub>

**Output:** Secret key role SK<sub>r</sub>, public role parameter PUB<sub>rp</sub>

**Step 1:** To state a role with policy tree T<sub>R</sub> over an attribute set ‘S’

**Step 2:** Assume th<sub>a</sub> can be the node’s threshold value for every node ‘a’ in the hierarchical tree T<sub>R</sub>

**Step 3:** If the non-leaf node contains a logical gate of “OR”

Then th<sub>a</sub> = 1

If the non-leaf node contains a logical gate of “AND”

Then th<sub>a</sub> = Number of its children

**Step 4:** Select polynomial as Y<sub>a</sub> initiating from the tree’s root node A with its degree and is given by:

\[ D_a = th_a - 1 \]  

**Step 5:** If the node ‘A’ can be the root
Then

Select a random value of tree $v \in Z_X^*$

Set $Y_a(0) = v$

Else

Set $Y_a(0) = Y_{X(a)}(index(a)) \quad (2)$

where $X(a)$ denotes the node $a$'s parent node and unique index number will be assigned in $index(a)$ to every node in $T_r$

Step 6: To assume P can be leaf node set in $T_r$

Step 7: To generate a secret key role using the following equation (3):

$$SK_r = (K_r, (\forall p \in P: C_P = g^{Y_p(0)}, C_p' = H(p^{Y_p(0)v})) \quad (3)$$

where $K_r = g^{s+H(I{D_r})}$, $C_P$: cipher text for leaf node P, $g$: key generation, $H$: hierarchical tree manner

Step 8: To generate public role parameters PUB$_{rp}$ using the following equation (4):

$$PUB_{rp} = \left(h^{s+H(I{D_r})}\prod_{k=1}^{n}(s+H(I{D_r}_k)), h^{s+H(I{D_r})}\prod_{k=1}^{n}(s+H(I{D_r}_k))\right)^m \quad (4)$$

Where, $(I{D_r}_1, I{D_r}_2, ..., I{D_{rm}})$ can be the identities role $r$’s every predecessor roles.

Thus, the role has been generated in the hierarchical tree manner when the data owners upload their data to cloud service providers, and therefore, authorized data consumers are only allowed for data accessing or downloading.

b. Duplicated data checking

Before the data uploading, the duplicated data is checked through the blockchain process, in which the smart contract is done using SHA-256 to ensure integrity and confidentiality of the data stored on CS (Cloud Server) and to avoid illegal data uploading and modifications. Compared to SHA-512, SHA-256 can provide shorter outputs that save bandwidth, and thus, we have chosen SHA-256. The SHA-256 hashing function will be utilized in the bitcoin process of
blockchain to generate smart contracts between the data owner and CSP for duplicated data checking process. The SHA-256 hash function has been illustrated in Figure 2.

In this process, the hash code key is generated by the cloud server using SHA-256 when the data owner tries to upload new data. The input file can be added with padding and a fixed 64-bit length field. The input enlarged data (message) is chopped into 512 bits-sized files (messages). These messages are in the multiple blocks with an extra 64 bits padding only for the final message. From the input data, the first message and 256 bits are provided to C that can be a compression process, in which 256-bit output is, produced that can be an input for a second message that goes through C to produce 256 bits. When continuing this process until the end of every message, the input file’s HASH is obtained in 256 bits by the cloud server. Thus, original input data has been divided into several blocks. Afterward, for each block, the hashtag values are allocated. For a particular block’s tag value, hash code is generated by applying the same SHA-256 algorithm. Here, hashtag values can be shown in blockchain with transaction information about the file’s storage payment. The data owner can check duplication check through a cloud
server locally as this unchangeable information. In the duplicated data checking process, cloud servers check the hashtag is available in the hash table. If the hashtag is already available in the hash table, the cloud server replies “duplicate” to the data owner, in which role verification is done according to the secret role key SKr and thus, data is not required to be uploaded by the same data owner. If the same input files obtainable in different owner data storage space, then the cloud server sends the stored data’s location link.

For example, while the data owner tries to upload the same data again, the hash value is calculated with the SKr using SHA-256. Here, the input file is divided into various blocks. In our proposed system, the block sizes 10 MB, 20 MB, 30 MB, and 40 MB considered. For every divided block, the tag key has been generated. After that, for every tag key, the hash value can be calculated by SHA-256. The hashtag is checked for an appropriate file by the cloud server during the data uploading process. If the input data’s hashtag is already in the hash table, the queries asked by the CSP “what is the hash tree’s path?” If the data owner gives the correct path, the data owner’s SKr is verified by the CSP. If the SKr is the same, the data is not stored again by the cloud server. The hash tree path is in the form of \( P(HT) = \{RRL, RLR, RRR, etc\} \), where, HT: Hash Tree, RRL: Root, Right, Left, RLR: Root, Left, Right, RRR: Root, Right, Right. Therefore, the leaf node is not needed to add to the hash tree. The same data owner tries to upload the same data is estimated by the following equation (5):

\[
S_{do} \xrightarrow{upload\ data} S_{d} \xrightarrow{CSP\ replies\ duplicate} \text{ (5) }
\]

Where \( S_{do} \) denotes the same data owner, \( S_{d} \) represents the same data.

If the SKr is different, the stored particular data location’s reference link is sent by the cloud server to the different data owner and it is expressed by the following equations:

\[
D_{do} \xrightarrow{upload\ data} S_{d} \xrightarrow{CSP \ ask} SKr & P(HT) \text{ (6) }
\]

\[
(SKr & P(HT))_{matched} \rightarrow S_{d} \xrightarrow{CSP\ send} R_{l}(d) \text{ (7) }
\]

\[
(SKr & P(HT))_{not\ matched} \rightarrow S_{d} \xrightarrow{CSP\ replies} Invalid\ user \text{ (8) }
\]
Where, $D_{do}$ denotes the different data owner and $R_l(d)$ represents the reference link of particular stored data.

If the hashtag is not available in the hash table, the cloud server replies “no duplicate” to the data owner, and encrypted input data is uploaded to the cloud server. Here, the encryption is done through the MLE method. The data owner first puts the decryption key in the encryption area before encrypting input data. Efficient data confidentiality is provided by the MLE function. The six primitive functions are utilized in this paper for the data encryption such as $MLE = (ParGen, KeyGen, Enc, Dec, Equ, Valid)$ working with space of plaintext, ciphertext, keyspace such as $M = \{M_\lambda\}_{\lambda \in \mathbb{N}}$, $C = \{C_\lambda\}_{\lambda \in \mathbb{N}}$, and $K = \{K_\lambda\}_{\lambda \in \mathbb{N}}$. For the data encryption, the following processes are done before the data uploading to the cloud server.

- **ParGen** represents the parameter generation algorithm takes $1^\lambda$ as input and returns public parameters $pp$ as output:
  $$PP \leftarrow keyGen(1^\lambda)$$  \hspace{1cm} (9)

- **KeyGen** represents the random key generation algorithm that takes public parameters $pp$ and message $M$ as inputs and returns a key to the message
  $$SK_M \leftarrow KeyGen_{pp}$$  \hspace{1cm} (10)

- **Enc** is the encryption algorithm that takes public parameters $PP$, a message $M$, and generated secret key $SK_M$ as inputs. It returns a cipher text:
  $$C \leftarrow Enc_{PP}(SK_M, M)$$  \hspace{1cm} (11)

- **Dec** represents the decryption algorithm that takes $PP$, $C$, and $SK_M$ as inputs and outputs a message $M$:
  $$M \leftarrow Dec(SK_M, C)$$  \hspace{1cm} (12)

- **Equ** is the equality algorithm which takes as $PP$, two cipher texts $C_1$ and $C_2$ as inputs, and it given outputs as 1 when the both $C_1$ and $C_2$ have been generated from the same message and is given by:
  $$Equ_{PP}(C_1, C_2) = 1$$  \hspace{1cm} (13)

- **Valid** represents the validity-test algorithm that takes $PP$ and $C$ as inputs and gives output as 1 if the $C$ can be valid cipher text
  $$Valid_{pp}(C) = 1$$  \hspace{1cm} (14)
Algorithm

Input: Original data

Output: deduplication, file uploading to the cloud server

Step 1: To initialize smart contract with key K, tag T, message blocks (MB₁, MB₂, MB₃,…, MBₙ), and hash tree HT

Step 2: To generate tag key K by applying the SHA-256 for appropriate data ‘D’

Step 3: To divide ‘D’ into several message blocks (MB₁, MB₂, MB₃,…, MBₙ)

Step 4: To generate hashtag ‘T’ for the data ‘D’

Step 5: To format the hash table using the same SHA-256

Step 6: To check whether the hashtag is obtainable in the hash table through the cloud server

Step 7: To verify the role of data owner based on the SKᵣ, if cloud server replies “duplicate”. If the SKᵣ is the same, data is not needed to upload again. If the SKᵣ is different, then the reference link of appropriate stored data is sent to the data owner. Thus, the data duplication is eliminated.

Step 8: To insert has tag into the hash table and to encrypt data using MLE if cloud server replies “no duplicate” and then encrypted data is uploaded with generated roles in the cloud server.

Step 9: Stop

Thus, the encrypted data can be uploaded to the cloud storage server with generated key roles such as SKᵣ, IDᵣ that have been generated by the ARKG.

C. Secure data downloading

For the more secure data downloading by the data consumers, the tag value and generated roles are utilized in the proposed methodology. Initially, the data consumer sends particular data’s tag value to the cloud server. After that, the hashtag value can be generated by
applying the SHA-256 algorithm. Consequently, the cloud server verifies whether the tag value available in the hash table. If the tag value is not available in the hash table, then the cloud server considers that data consumer as an invalid user. If the tag value is available in the hash table, then the following processes are done to download the data securely:

**Add data consumer:** This process can be done through the generated key roles that have been given in the above section (a). Cloud server takes SKr (that contains access policy) and identity of data consumer (user) IDc as inputs. The cloud server can check whether the consumer attributes satisfy the role’s access policy. If the attributes of the data consumer satisfy the role’s access policy, then the data consumer is added and a secret decryption key is given to that added data consumer to download the data securely.

**Decryption:** This process can be done by the added consumer to decrypt the encrypted data outsourced in the CSP using MLE (equation (12)). In this task, the data consumer’s secret decryption key $SK_M$ is taken as input and the plain text $M$ is returned as output if the user or data consumer received permission from the cloud server to access the data and otherwise, it gets fails.

**Delete data consumer:** In this process, SKr and IDc are taken as input, the user is removed from the data consumer role’s list RUL, and public role parameter PUBrp is updated.

| Algorithm: |
|------------|
| **Input:** Tag value, SKr, IDc |
| **Output:** Secure data downloading |

Step 1: To initialize original data, hashtag value, SKr, IDc

Step 2: To generate hashtag value for all tags by applying the SHA-256

Step 3: To check whether the hashtag value is obtainable in the hash table through the cloud server
Step 4: If the cloud server informs hash value is obtainable in the hash table, the data consumer is permitted to access the data for data downloading, and otherwise, the cloud server informs that consumer is invalid.

Step 5: To add data consumer or user if satisfies the role’s access policy according to the SKr, IDc and to provide the secret decryption key to the added user.

Step 6: To decrypt the ciphertext C using MLE (equation (12))

Step 7: Data is downloaded by the added user securely

Step 8: Stop the algorithm

Thus, the data can be downloaded by authorized users only to avoid data duplication.

4. Results and Discussions

The performance of the proposed secure data deduplication and existing data deduplication methods such as SDVADC [2], ZEUS [6], and RCDSD [7] are simulated and compared using TensorFlow Tool in terms of data deduplication rate, deduplication throughput, time complexity, and communication overhead. The technical specifications are summarized in Table 1 for the experiments.

| Parameters                | Specifications       |
|---------------------------|----------------------|
| Processor                 | Intel core I3        |
| Hard Disk                 | 500 GB               |
| Monitor                   | 15 VGA Color.        |
| Mouse                     | Logitech             |
| RAM                       | 2GB                  |
| Operating System          | Windows 7, 64 bit    |
| Program Software          | TensorFlow Tool      |
| Program Language          | Python 3.5           |
a. Data Deduplication rate

The comparison of the data deduplication rate has been illustrated in Figure 3. From the blow comparison chart, the proposed method improved blockchain-based deduplication has taken high data deduplication rate compared to existing methods SDVADC [2], ZEUS [6], and RCDSD [7]. The proposed method has taken a 28% data duplication rate for the 5MB file while the existing methods SDVADC [2], ZEUS [6], and RCDSD [7] given 23%, 22%, and 26%. The proposed method has given a 26.7% data duplication rate for the 25MB file while the existing methods SDVADC [2], ZEUS [6], and RCDSD [7] given 20.9%, 20%, and 24.5%. Likewise, for other file sizes 10MB, 15 MB, and 20 MB, the proposed secure deduplication scheme has provided the best results compared to SDVADC [2], ZEUS [6], and RCDSD [7].

![Data Deduplication rate](image)

**Figure 3 Data deduplication rate**

b. Deduplication Throughput
Deduplication throughput is the rate at which blocks, hashtags, and keys are generated successfully. Deduplication throughput has been demonstrated in Figure 4. In Figure 4, X-axis contains the files in MB size and Y-axis contains the throughput rate in MB/S (megabit per second). From Figure 4, it is clearly stated that the proposed system has taken high throughput which means it has generated the blocks, keys, and hashtags at faster rates for the deduplication checking process compared to existing methods such as SDVADC [2], ZEUS [6], and RCDSD [7].

c. Time Complexity

The comparison chart of time complexity has been demonstrated in Figure 5. In this kind of estimation, the execution time of key role generation, block generation, the hashtag generation is evaluated on a given dataset. The execution time is computed in milliseconds. The below comparison chart 5 has demonstrated that the proposed secure deduplication method has taken only a small amount of time to deduplication detection and elimination. As a result, this presented deduplication method can take low time complexity to detect and eliminate duplicated data compared to existing deduplication methods SDVADC [2], ZEUS [6], and RCDSD [7].
d. Communication Overhead

The communication overhead of the proposed and existing methods has been illustrated in Figure 6. In Figure 6, X-axis contains the number of data files used for the performance of the proposed and existing deduplication model in terms of communication overhead’s percentage level. As observed from Figure 6, the proposed deduplication system has taken less communication overhead for secure data deduplication process in the cloud storage than existing methods SDVADC [2], ZEUS [6], and RCDSD [7].
5. Conclusion

In this paper, an improved block-chain based secure data deduplication method has been presented to save cloud storage space efficiently. In this work, ARKG was applied to generate key roles before the data uploading for data accessing by authorized users. The duplicated data has been checked in the block-chain process, in which the smart contract was done with SHA-256 to verify the integrity and confidentiality of the users. For the duplicated data checking, the hash key, the hashtag was generated by applying the SHA-256. The cloud server verifies the duplicated data through hashtag availability in the hash table. The data is not uploaded to the cloud storage server if received “duplicate”. The data has been encrypted efficiently with the help of the MLE method when gets information “no duplicate” from the cloud server before the uploading. Thus, ciphertext has been uploaded by the data owner. For secure downloading, the generated roles are verified based on the data consumer’s attributes. If roles are matched, then authorized consumers can download the data securely with a decryption key. Finally, the performance of the proposed deduplication method was estimated and compared with existing deduplication methods SDVADC [2], ZEUS [6], and RCDSD [7]. This proposed method has given a high deduplication rate, and high deduplication throughput.
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