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We present a methodology for estimating the efficiency potential for candidate impurity-band photovoltaic materials from empirical measurements. This methodology employs both Fourier transform infrared spectroscopy and low-temperature photoconductivity to calculate a “performance figure of merit” and to determine both the position and bandwidth of the impurity band. We evaluate a candidate impurity-band material, silicon hyperdoped with sulfur; we find that the figure of merit is more than one order of magnitude too low for photovoltaic devices that exceed the thermodynamic efficiency limit for single band gap materials. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4820454]

I. INTRODUCTION

Intermediate-band (IB) solar cells are a proposed pathway to exceed the Shockley-Queisser1 efficiency limit.2–5 The introduction of an additional, intermediate band of electronic levels within the band gap could dramatically increase device current through a two-photon process while only resulting in small losses in operating voltage.6 Theoretical investigations7,8 indicate that intermediate-band solar cells can achieve efficiencies over 60%, though no intermediate-band devices have been demonstrated with efficiencies exceeding the Shockley-Queisser limit. Experimental work has primarily focused on three material systems: highly mismatched alloys,9–14 quantum dot structures,15–17 and impurity-band materials.3,4,18 In this article, we will focus on the latter concept, which has been studied extensively from a materials standpoint in two primary material systems: silicon hyperdoped with Ti (Si:Ti)19–26 and silicon hyperdoped with sulfur (Si:S).27–35 Despite significant efforts on these impurity-band materials, no high-efficiency devices have been demonstrated. We present an experimental framework that predicts whether a candidate impurity-band material system will actually enhance the efficiency of a photovoltaic (PV) device.

The standard architecture for an intermediate-band solar cell is a p-IB-n device.3 However, an intermediate-band material must meet certain requirements to demonstrate an efficiency enhancement over a traditional pn junction device.36 First, it must possess the appropriate band structure—i.e., an IB that is separate from both the conduction band (CB) and the valence band (VB).37 It must be able to create both excess free electrons and holes using a two-photon process where both photons have energies lower than the CB-VB band gap (we refer to these photon energies as “sub-band gap”).38 And lastly, it must have both sufficiently good optical and transport properties so that it can create mobile charges using sub-band gap light and subsequently transport these charges to the neighboring p or n regions.36 If the material fails to meet any of these three requirements, then it cannot boost the efficiency of a p-n-junction solar-cell device.

The non-dimensional figure of merit ν provides a quantitative evaluation of whether an IB material has the potential to enhance the efficiency of a solar device.36 It is defined as the ratio of the recombination lifetime for photogenerated carriers t to the transit time t for these carriers to exit the IB material in a p-IB-n device structure. For a planar, drift-driven device,39 t is related to the mobility μ, built-in voltage Vbi, and IB layer thickness w by t = w²/(μVbi). The IB layer must absorb the majority of the incident sub-band gap light, so it needs to have a thickness on the order of the absorption length, thus, w = c/α, where c defines the number of absorption lengths and α represents the optical absorption coefficient for sub-band gap photons. (It has been suggested that a value of c = 2–3 is sufficient.36) The result for ν is

\[ \nu = \frac{1}{c^2} V_{bi} \mu t \alpha^2. \] (1)

This figure of merit encompasses the inherent tradeoff in the thickness of the IB layer; a thicker layer will absorb a larger fraction of sub-band gap light, but for a given carrier lifetime t, a thicker layer reduces the fraction of photogenerated carriers that are extracted prior to recombination. For an IBPV device to have a higher efficiency than a single junction device, the IB layer must have ν ≥ 1.36 In principle, IB materials have different figures of merit for both holes and electrons and both must be large. Herein, we focus on the electron figure of merit, νe = c⁻²Vbiμeτeα².42

In this paper, we evaluate the figure of merit for a candidate impurity-band material, Si:S. Sulfur is known to produce deep levels within the silicon band gap.40 Based on optical and transport data, Si:S is a candidate material for an IB absorber layer. At 0.5 at. % S concentration, this material exhibits strong sub-band gap absorption.40,41 Photodiodes made from S-doped Si have exhibited enhanced photoresponse in the infrared (IR).42 Additionally, metallic conductivity at very high S concentrations has been observed, an
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indication of the formation of a dopant-induced metallic band. We study three samples with a range of sulfur concentrations, including one with metallic conductivity.

Each element of \( \nu \) can be measured or estimated in a material without the need to fabricate a solar-cell device. For example, \( V_{bs} \) depends on the doping profile in a device, but is generally smaller than the band gap of the material. Here, we determine \( \nu_c \) for Si:S by taking \( c = 2 \), \( V_{bs} = E_g/q = 1.1 \) V, and we experimentally measure \( \kappa_c \) and \( \mu_c \tau_e \).

We measure \( \kappa_c \) for sub-band gap photon energies using optical absorption measurements. The absorption spectra serve two purposes. First, the measurements provide \( \kappa_c \), which is used to compute \( \nu_c \). Second, spectral fits to \( \kappa_c \) determine the energetic position and width of the S-induced impurity states, which is used to reject materials that lack the desired band structure (i.e., the materials with S concentrations so large that the impurity band is degenerate or nearly-degenerate with the CB).

We determine \( \mu_c \tau_e \) by low-temperature photocconductivity measurements. Previous room-temperature photocconductivity measurements of Si:S did not produce detectable photoresponse, allowing researchers to place an upper limit on \( \mu_c \tau_e \) of \( 1 \times 10^{-7} \) cm²/V, based on the noise floor of the measurement. However, this value of \( \mu_c \tau_e \) is consistent with \( \nu_c \) greater than or less than 1 for Si:S. Thus, it is not possible to draw a conclusion about the efficiency potential of Si:S from this previous bound. We perform photocconductivity measurements at low-temperature to increase the measurement sensitivity by decreasing the background conductivity of the material. We expect \( \mu_c \tau_e \) to decrease at higher temperatures, so the low-temperature measurements provide an upper bound on \( \mu_c \tau_e \) at room temperature. By combining the values of \( \kappa_c \) and \( \mu_c \tau_e \) found here, we are able to place a definitive upper bound on \( \nu_c \) for Si:S. Additionally, the photocconductivity measurements provide information about the recombination statistics and filling fraction of sulfur trap states in Si:S, as described in Sec. V.

II. OPTICAL ABSORPTION MEASUREMENTS

A. Experimental methods

Samples for absorption measurements were fabricated using 700 \( \mu \)m thick, boron-doped, p-type Si wafers (10–20 \( \Omega \)-cm, double-side polished, Czochralski-grown, and (100) orientation) that were ion implanted at 95 keV with \( ^{32}\text{S}^+ \) at \( 7^\circ \) off normal incidence to prevent channeling effects. Wafers were prepared with three different sulfur doses: \( 3 \times 10^{15} \), \( 6 \times 10^{15} \), and \( 1 \times 10^{16} \) atoms cm\(^{-2} \). Implanted wafers were pulsed-laser melted (PLM) to restore crystallinity with four consecutive XeCl excimer laser pulses (308 nm wavelength, 25 ns pulse duration full width at half maximum, 50 ns total duration, and fluences of 1.7, 1.7, 1.7, and 1.8 J/cm², respectively.) The beam was homogenized to <4% root-mean square intensity variation over a 2 \( \times \) 2 mm² area. The resulting material is single-crystal, super-saturated with S at concentrations orders of magnitude beyond the equilibrium solid-solubility limit, and free of extended structural defects. Further details on the PLM and implantation process can be found in the previous literature.

Sulfur concentration profiles were measured by secondary ion mass spectrometry (SIMS) and found to have peak concentrations of \( 1.2 \times 10^{20} \), \( 2.1 \times 10^{20} \), and \( 3.8 \times 10^{20} \) atoms cm\(^{-3} \) for identically prepared samples that received implant doses of \( 3 \times 10^{15} \), \( 6 \times 10^{15} \), and \( 1 \times 10^{16} \) S cm\(^{-2} \), respectively. The first 200 nm from the surface have a nearly constant S concentration, and the next 150 nm contain a smoothly decreasing S concentration. Over 95% of S dopant is found within the top 350 nm of the sample.

Both transmission and reflection were measured using Fourier-transform infrared spectroscopy (FTIR) from wavelengths of 1.4 to 16 \( \mu \)m. An unprotected gold mirror was used as a reflectance standard. Measurements with wavelengths greater than 4.4 \( \mu \)m were complicated by vibrational modes in the silicon substrate and water vapor surrounding the samples and are not reported. To decouple the absorption contributions from the S-doped layer and the bulk silicon substrate, a reference sample consisting of the same silicon wafer but without the S-implanted layer was used to determine the complex index of refraction of the substrate.

B. Experimental results

The absorption coefficient of the hyperdoped sulfur layer was extracted from measured transmission and reflection spectra by modeling the sample as a thin film atop an optically thick substrate surrounded by air. The absorption coefficients for three samples containing different sulfur concentrations are given in Fig. 1. These results are consistent with previously reported ellipsometry measurements, but the data reported here extend the range of \( \kappa \) to lower photon energies.

Fits to the absorption spectra yield insight into how the band structure changes as a function of sulfur concentration. At low concentrations, S substitutional defects are deep
donors. We model the sub-band gap absorption as the excitation of an electron from a S trap state to the conduction band (assumed to be parabolic) and hence we use subscript “e” for the absorption coefficient, \( \alpha_e \). We assume that the VB to IB transition is negligibly small (i.e., \( \alpha_e \gg \alpha_d \)), an assumption that is supported by density functional theory calculations of S-doped Si that found the optical transition from VB to IB to be negligible compared to the IB to CB transition.\(^{48}\) The modeled absorption coefficient for sub-band gap light is assumed to be a product of the concentration of traps \( N_T \) and their optical cross-section \( \sigma_{\alpha} \):

\[
\alpha_e = N_T \sigma_{\alpha_e}. \quad (2)
\]

A forbidden vertical transition model\(^{49,50}\) for \( \sigma_{\alpha} \) gives the best fits to the experimental data, superior to other theoretical models describing optical cross-sections for photoionization of deep-level impurities.\(^{50}\) Additionally, the forbidden vertical transition model has previously been used to describe the optical cross-section of S in Si at dilute concentrations,\(^{51}\) as well as other deep-level impurities in Si.\(^{52}\) The model predicts

\[
\sigma_{\alpha_e} \propto \left( \frac{\hbar \omega - E_T}{(\hbar \omega)} \right)^{3/2}, \quad (3)
\]

where \( E_T \) is the trap energy and \( \hbar \omega \) is the photon energy. Equation (3) describes the excitation from a single discrete trap level. To account for broadening of the trap levels into an impurity band of finite width at the high S concentrations used here, we convolve Eq. (3) with a Gaussian distribution of trap energies, with a mean trap energy \( E_T \) and a standard deviation \( \sigma_e \):

\[
\sigma_{\alpha_e} \propto \frac{1}{E_e \sqrt{2\pi} \sigma_e} \int_0^{\infty} \left( \frac{\hbar \omega - E_T}{\hbar \omega} \right)^{3/2} \exp \left[ - \frac{(E - E_T)^2}{2E_e^2} \right] dE. \quad (4)
\]

A Gaussian distribution was used because it resembles the shape of the mid-gap density of states calculated by density functional theory in an analogous material system, Se hyperdoped silicon (Si:Se).\(^{31}\)

The spectral fits to \( \alpha_e \) and the fit parameters are shown in Fig. 1 and Table I, respectively. The spectral fits in Fig. 1 are created using Eq. (4) with the values reported in Table I. The probability distributions of trap energies for each S concentration as determined by the spectral fits are plotted in the inset of Fig. 1. For the sample with the highest S concentration, the tail of the trap distribution is degenerate or near-degenerate with the conduction band. This observation is consistent with the previous reports indicating a merging of the impurity and conduction bands in chalcogen hyperdoped Si.\(^{31}\) Additionally, the S concentration at which this effect is observed corresponds to that which has previously been associated with an insulator-to-metal transition (IMT).\(^{43}\) and with a discrete change in electronic structure observed in X-ray emission spectroscopy.\(^{30}\) The small optical gap exhibited for the higher S concentration samples means that this material is unsuitable as an IBPV absorber layer, which requires that the IB be energetically separated from both band edges.\(^{37}\) For the remainder of the manuscript, we consider only the lowest S concentration listed in Table I.

It is important to note that the increase in parameter \( E_T \) with increased S concentration (see Eq. (4)) could also be due to an increase in electron-phonon coupling, and is mathematically described by replacing \( E_T \) with \( 2kT \delta_{eC} \), where \( \delta_{eC} \) is the Franck-Condon parameter.\(^{53,54}\) However, it seems unlikely that electron-phonon interactions are the major driving force behind the broadening. Previous spectrally resolved temperature-dependent photoconductivity measurements performed under bias (where S atoms were ionized with \( E_T \approx 0.6 \text{ eV} \)) and in short-circuit mode (S atoms were neutral with \( E_T \approx 0.3 \text{ eV} \)) indicated that spectral broadening due to electron-phonon coupling was strong in ionized S impurities,\(^{55,56}\) but negligible in neutral S impurities.\(^{55}\) Additionally, analysis in Sec. V indicates that the majority (>90%) of the trap states are indeed occupied, so the S atoms are assumed neutral; this is also confirmed by Hall-effect measurements that demonstrate low ionization ratios (<7%) at room temperature.\(^{57}\) Furthermore, since the broadening in our absorption spectra is well-explained by trap states with energies near the neutral S energy (\( E_T \approx 0.3 \text{ eV} \)), we attribute the broadening to a concentration-dependent variation in the trap state energies. Also, we neglect any optical transitions from filled to empty states within the IB because the limited bandwidth of that band would not allow such transitions with photon energies greater than 0.3 eV.

### III. LOW-TEMPERATURE PHOTOCONDUCTIVITY MEASUREMENTS

#### A. Experimental methods

The relatively high absorption coefficient exhibited by Si:S for sub-band gap photon energies makes it a candidate impurity-band material; however, for a high efficiency IBPV device, it must be possible to extract the photogenerated carriers from the IB layer. We measured low-temperature photoconductivity to determine the \( \mu_s \tau_e \) product for carriers photo-excited using sub-band gap light. The samples used for the photoconductivity measurements were fabricated in an identical manner to those used for the optical absorption measurements, but with the addition of metallic top contacts and local phosphorous n-doping to achieve negligibly small contact resistance (see inset of Figs. 2 and 3 for sample geometry and regions of local doping).

The measurements were performed at a temperature of 36 K to freeze out the S-donor electrons and to reduce the background conductivity of the sample. Heavy doping of P locally underneath the metal contacts ensures that contacts

---

**TABLE I.** Fit parameters with 95% confidence intervals determined by fitting Eq. (4) to absorption coefficient data in Fig. 1.

| S concentration [cm\(^{-2}\)] | Peak S conc. [cm\(^{-2}\)] | \( E_T \) [meV] | \( E_e \) [meV] |
|-----------------------------|-----------------|-------------|-------------|
| \( 3 \times 10^{15} \)      | \( 1.2 \times 10^{20} \) | 263 ± 2   | 49 ± 4     |
| \( 6 \times 10^{15} \)      | \( 2.1 \times 10^{20} \) | 249 ± 2   | 50 ± 4     |
| \( 1 \times 10^{16} \)      | \( 3.8 \times 10^{20} \) | 241 ± 2   | 71 ± 4     |
remain Ohmic at low temperature. Excellent metal-semiconductor contact is vital for two reasons. First, it ensures that the dominant resistance in the sample is the S-doped silicon rather than the contact resistance or the regions doped with S and P, which enables accurate measurement of the Si:S sheet conductivity. Second, heavy doping reduces the possibility of photo-response false positives, such as internal photoemission.58

Photoconductivity samples received a blanket $^{32}\text{S}^+$ ion implantation dose of $3 \times 10^{15}$ atoms cm$^{-2}$ and a second, local $^{31}\text{P}^+$ ion implantation at 10 keV to a dose of $1 \times 10^{15}$ atoms cm$^{-2}$. The sample area that received the P implant was defined by photolithography. An additional control sample received a blanket implant of both the $^{32}\text{S}^+$ and the $^{31}\text{P}^+$. After implantation, the PLM process was performed as described in Sec. II A. SIMS measured a surface concentration of P of $2 \times 10^{19}$ atoms cm$^{-3}$, which is well above the insulator-to-metal transition for Si:P,59 ensuring that no carrier freeze-out would occur under the contacts. E-beam evaporated contacts consisting of a stack of Ti/Pd/Ag (20/20/200 nm) defined by photolithography were aligned to the area with the P implant. A schematic of a cross-sectional view of the photoconductivity sample is shown Fig. 2. The control sample with P implanted everywhere has identical metal contacts and will be referred to as the “contact control sample.” A top-down schematic of the photoconductivity sample and the contact control sample are drawn to scale in Fig. 3.

The samples were mounted in a closed-cycle He cryostat for low-temperature measurements. Reported temperatures refer to the actual sample temperature, which was calibrated relative to the cryostat temperature using an independent silicon diode temperature sensor attached to the sample mount. Four-point resistance measurement of the photoconductivity sample as a function of temperature is shown in Fig. 4. The sample resistance increases by several orders of magnitude as the temperature decreases, consistent with carrier freeze-out in the S-doped region. In contrast, the resistance of the contact control sample decreases slightly over the same temperature range, confirming the metallic nature of the P-doped regions. These results confirm two important characteristics of the samples at low temperature. First, the S-doped region is the largest resistor in the photoconductivity sample, and second,
the resistances of both the metal contact and the regions doped with both S and P are negligibly small at low temperature. A quartz window allowed optical access through the vacuum shroud for sample illumination. Two different monochromatic light sources were used to compare the photo-response with below- and above-band gap illumination. 1550 nm and 405 nm laser diodes provided 60 mW and 0.4 mW of incident radiation to the sample, respectively. In both cases, the beam spot size on the sample was estimated using various apertures to be below 700 μm in diameter, which is smaller than the area enclosed by the busbars and the metal fingers on the sample. The light was mechanically chopped using an optical chopper wheel.

Fig. 2 shows a schematic of the experimental setup for the photoconductivity measurements. A digital sourcemeter provided a DC voltage \( V_{app} \) across the sample and a comparative resistor \( R_C \) connected in series. Optical excitation creates excess mobile carriers, causing a drop in the sample resistance upon illumination. The reduction in sample resistance causes an increase in voltage across \( R_C \), measured as \( \Delta V \). From the circuit in Fig. 2, we can relate \( \Delta V \) to \( \Delta R \)

\[
\Delta V = \frac{R_C}{V_{avg}} \Delta R - \frac{R_C}{R_{avg} + \Delta R + R_C} \frac{\Delta R}{2} + \frac{R_C}{R_{avg} - \Delta R + R_C} \frac{\Delta R}{2},
\]

where \( R_{avg} \) is the average of the dark and illuminated sample resistances and is determined by \( R_{avg} = (\frac{V_{app}}{I_{avg}}) - R_C \), where \( I_{avg} \) is the average current measured over several cycles. \( \Delta V \) is measured as a function of \( V_{app} \) (see Fig. 5(b)), and the slope of this curve gives the right-hand side of Eq. (5). We then solve for \( \Delta R \). Additionally, it is clear from Eq. (5) that \( \Delta V/V_{app} \) should peak when \( R_C \) is equal to \( R_{avg} \). A plot of \( \Delta V/V_{app} \) for different values of \( R_C \) is given in Fig. 5(a); Eq. (5) is used to fit the data. The excellent quality of the fits to the data using a single fitting parameter suggests that the system is well described by the circuit shown in Fig. 2 and that no capacitive or inductive effects in the system impact the measurements.

In Fig. 5(b), \( \Delta V \) is plotted against \( V_{app} \) for two different chopping frequencies of the sub-band gap 1550 nm light. A linear trend is observed in both cases, as is expected from Eq. (5), but the signal changes significantly with chopping frequency. As will be discussed in detail below, the frequency-dependent signal is attributed to sample heating. As seen in Fig. 4, the sample resistance is temperature sensitive, so heating that occurs upon sample illumination can yield a false photoconductive response. To separate the photoconductive signal from any thermal artifacts, the response was measured over a wide range of chopping frequencies. At low chopping frequencies (<9 Hz), the sample resistance was measured as a function of time using a Keithley 2400 digital sourcemeter, which had a temporal resolution of 40 ms. At high frequencies, a Signal Recovery 7265 lock-in amplifier was used to measure \( \Delta V \), as shown in Fig. 2.

**B. Experimental results**

Based on the sample geometry and contact pattern, which are represented schematically in Fig. 3, the instantaneous resistance \( R \) of the photoconductivity sample is related to the sheet conductivity \( \sigma_s \) and the number of fingers protruding from each busbar \( N_i \) by Ohm’s Law

\[
R = \frac{d}{\sigma_s (2N_i - 1)L}.
\]

Sheet conductivity of the S-doped region at 36 K, under irradiation by chopped 1550 nm light, is plotted as a function of time in Fig. 6(a). For the lowest chopping frequency, 0.01 Hz, a rise time of around 10 s is observed for the conductivity to reach steady state. We attribute this slow response time to heating of the sample surface by the laser. While a purely photoconductive response would reach steady state much faster than the time constant measured here, a thermal response time can be quite slow because it is determined by the thermal mass and thermal diffusivity of both the substrate and the sample mount.

Because the thermally induced response occurs over a time scale many orders of magnitude slower than a photoconductive response, the two competing effects can be separated and individually quantified simply by changing the light-chopping frequency. The measured change in sheet conductivity, \( \Delta \sigma_s \), is simply the sum of the photoconductive response and thermal heating response

\[
\Delta \sigma_s = \Delta n_i \mu e + \Delta \sigma_{\text{thermal}},
\]
Chopping at frequencies faster than the thermal response time reduces the portion of the AC signal that is derived from sample heating ($\Delta \sigma_{\text{thermal}}$). This effect is seen in Fig. 6(a), where time-conductivity scans reveal that the peak-to-peak change in $\sigma_s$ is reduced as the chopping frequency is increased. In Fig. 6(b), the peak-to-peak change in $\sigma_s$ is divided by the product of the sheet carrier generation rate $G_s$ (described below) and the elementary charge $e$ and plotted against chopping frequency. Fig. 6(b) combines measurements done using two complementary techniques: time-conductivity scans at low chopping frequencies and measurements taken using the lock-in amplifier in the circuit shown in Fig. 2. While the sample is illuminated, $\Delta \sigma_s$ is determined by a balance between the sheet generation rate $G_s$ and the lifetime of the photo-excited carriers

$$\Delta n_e = G_s \tau_e. \tag{8}$$

The applicability of this formula is subtle, depending on the electronic state of the traps. We discuss this issue further in Sec. V. We calculate a sheet generation rate, $G_s = N_{ph}(1 - R_m - T_m)/A$, where $N_{ph}$ is the rate at which photons hit the sample (measured with a calibrated photodiode), $R_m$ and $T_m$ are the measured transmittance and reflectance, and $A$ is the active area of the device (1.0 $\times$ 1.5 mm$^2$). At high chopping frequencies, the measured photo-response plateaus, as shown in Fig. 6(b). We believe that the plateau occurs when the thermal response, $\Delta \sigma_{\text{thermal}}$, is reduced to a value well below that of the true photoconductive response, $\Delta n_e \mu_e e$. Using the value of $\Delta \sigma_s / G_s e$ measured in the high-frequency plateau regime, we can estimate $\mu_e \tau_e$.

$$\mu_e \tau_e \leq \frac{\Delta \sigma_s}{G_s e} \mid_{\text{high freq}} = (2.5 \pm 1.5) \times 10^{-9} \text{cm}^2/\text{V}. \tag{9}$$

The value of $2.5 \times 10^{-9} \text{cm}^2/\text{V}$ in Eq. (9) represents an upper limit on the $\mu_e \tau_e$ product because we cannot rule out the possibility that additional artifacts, such as internal photoemission from the contacts, contribute to the response. The value of this sub-band gap response is consistent with the previous contactless measurements, and provides an upper limit that is nearly two orders of magnitude lower than the previous room temperature measurements. It is important to note that carrier lifetimes are expected to be much higher at lower temperatures (a decreased thermal velocity $v_{th}$ and decreased capture cross-section leads to higher lifetimes) and thus the figure of merit at room temperature is expected to be lower than the value measured here.

The photoconductivity measurement was repeated using above-band gap light as a control. The response at 405 nm is plotted as a function of frequency in Fig. 6(b). The 405 nm response is almost two orders of magnitude stronger, and in contrast to the case for sub-band gap illumination, the 405 nm response is independent of chopping frequency; this is an indication that thermal effects in this case contribute minimally, and that the measured signal is dominated by a purely photoconductive response. The absorption length for 405 nm light is estimated to be around 500 nm, which is deeper than the hyperdoped sulfur layer. Therefore, quantitative analysis of the response is complicated by contributions from carriers generated in the silicon substrate, and the measured $\Delta \sigma_s / G_s e$ ratio provides an upper limit of the mobility-lifetime product for the S-doped layer. This complication is not present when 1550 nm light is used because the sub-band gap wavelength is not absorbed in the substrate and thus does not generate free carriers in the Si substrate.

IV. DISCUSSION

An IBPV device incorporating deep-level impurities in an absorber layer can have an enhanced efficiency compared to a single junction device as long as the IB material has a...
sufficiently high $\nu$ for both electrons and holes, and meets the other requirements outlined in the Introduction. We have shown through optical measurements that Si:S samples with S concentrations of $2.1 \times 10^{20}$ cm$^{-3}$ and below have a measurable optical gap (i.e., a vanishing $\varepsilon_e$ at zero photon energy) between the impurity states and the conduction band. This indicates that S concentrations below this value lead to a material with an electronic structure suitable for IBPV. We must then proceed to determine if our material has properties that meet the requirements for a high $\nu$.

Measurements presented here empirically determine $\nu_e$ for Si:S. Combining the optical data and the photoconductivity results, an upper bound on $\nu_e$ can be calculated for a sample with a $1.2 \times 10^{20}$ cm$^{-3}$ peak S concentration (the lowest dose analyzed here). Low-temperature photoconductivity measurements yield an upper bound on $\mu_e \tau_e$ of $2.5 \times 10^{-34}$ cm$^2$/V for carriers generated using 1550 nm light. From Fig. 1, $\varepsilon_e$ is 8300 cm$^{-1}$ for 1550 nm photons. Using an upper bound for $V_{th}$ of the Si band gap potential of 1.1 V and a value of $c = 2$, an upper limit on the figure of merit described in Eq. (1) is calculated

$$\nu_e \leq 0.05.$$  

(10)

To make a useful IB absorber layer, $\nu_e$ must be greater than unity; thus, S-doped silicon at a peak concentration of $1.2 \times 10^{20}$ cm$^{-3}$ is currently unsuitable for an IB absorber layer, at least as produced by our current fabrication method. We cannot increase $V_{th}$ or $c$ for this system, and do not believe that it would be easy to improve the $\mu_e \tau_e$ by a factor of 20. Therefore, we conclude that Si:S at a concentration near $10^{20}$ cm$^{-3}$ is not a good candidate for IBPV.

Had we observed $\nu_e \gg 1$, then further experimental work would be needed to understand optical cross-section and lifetime of the holes. Additionally, we have only calculated $\nu_e$ at a single photon energy that is near the peak of the absorption spectrum; had $\nu_e$ been above unity, then spectral characterization and proper weighting with the solar spectrum would be necessary to further evaluate the material.

V. PHOTOCONDUCTIVE DETERMINATION OF TRAP FILLING

Sulfur is generally found to be a (double) donor in Si, so it is generally assumed that the S trap states are filled at equilibrium at low temperature. We now show that this assumption is incompatible with the photoconductivity measurements of Sec. III B, and we must have an appreciable ($\approx 10\%$) fraction of empty sulfur trap states at equilibrium to explain our results.

If we approximate the IB as being at a single energy (neglecting the dispersion $E_o$ of Table 1), we can use the classic trapping results of Shockley and Read, giving

$$\frac{d\Delta n}{dt} = -\frac{n_f \nu_f - f_n \nu_n}{\tau_{\nu_n}} + G,$$  

(11)

where $f_{\nu_n}$ is the fraction of trap states that are empty, $f_n$ is the fraction of trapped states that are filled, and $n_1$ is the concentration of occupied conduction band states if the Fermi level is at the trap level, $G$ is the volumetric generation rate, and we have assumed non-degenerate statistics for the conduction band. If we use an effective thickness for the hyperdoped layer of $d = 270$ nm, then we turn all of our measured sheet values into volumetric values. For example, the volumetric generation rate $G$ is estimated from a sheet generation rate by $G = G_s / d$.

The bare trapping rate $1 / \tau_{\nu_n}$ is the rate at which an electron is trapped into an entirely empty set of traps and is expressed as $1 / \tau_{\nu_n} = N_T \tau_{\nu_n} / \nu_n$, where $\tau_{\nu_n}$ is the thermal velocity of electrons in the conduction band and $\nu_n$ is the trapping cross section, found to be $2 \times 10^{-15}$ cm$^2$ for S in Si at low concentrations.

For $N_T = 3.8 \times 10^{20}$ cm$^{-3}$, we expect $\tau_{\nu_n} = 2$ ps. Assuming that all excess carriers in the conduction band originate from the trap states (and not through excitation from the VB), we have $\Delta n = N_f (f_\nu - f_{\nu n})$, where $f_{\nu n}$ is the fraction of empty trap states at equilibrium.

We can find the steady-state $\Delta n$ by setting Eq. (11) to zero. Since the background B acceptor concentration is $(3.5 \pm 1.5) \times 10^{14}$ cm$^{-3}$, much less than $N_T$, and sulfur is generally a double-donor in Si, one might assume that at equilibrium the trap states are mostly full ($f_{\nu n} \approx 0$). As we will describe, we cannot explain our measurements in this case. We demonstrate this result by first analyzing the system in the limit that $f_{\nu n}$ is small.

When $f_{\nu n}$ is near zero, we have

$$\Delta n = \frac{1}{2} \left( \sqrt{r_0^2 + 4 G \tau_{\nu_n} N_T} - n_0 \right),$$  

(12)

where $n_0$ is the equilibrium conduction band concentration. If our high-concentration S behaves similarly to low-concentration S, we expect $4 G \tau_{\nu_n} N_T = 4 \times 10^{11}$ cm$^{-6}$, so $n_0$ can be neglected in Eq. (12), resulting in $\Delta n \approx \sqrt{G \tau_{\nu_n} N_T}$. Note that this form is different from Eq. (8), and has a quadratic dependence of $\Delta n$ on $G$. Given the values of mobility measured in similar Si:S systems, this should result in $\Delta \varepsilon_e \approx 0.3 - 3 \Omega^{-1}$ cm$^{-1}$, which is six orders of magnitude larger than the observed signal. Alternatively, the system would require $\tau_{\nu_n}$ to be of order $10^{-18}$ s, faster than thermalization times, to explain the observed conductivity change. We conclude that the system cannot be described with an IB that is nearly completely filled at equilibrium.

When $f_{\nu n}$ and $N_T$ are sufficiently large that $f_{\nu n}$ is always approximately $f_{\nu n}$, we have the simple result

$$\Delta n = \frac{G \tau_{\nu_n} - n_1 (1 - f_{\nu n})}{f_{\nu n}}.$$  

(13)

Since we expect $n_1 \ll G \tau_{\nu_n}$, we can neglect the remission term and find $\Delta n \approx G \tau_{\nu_n} / f_{\nu n}$. This results in an effective trapping time $\tau_{\nu_n} = \tau_{\nu_n} / f_{\nu n}$, so $\Delta n = G \tau_{\nu_n}$, which is Eq. (8).

Previous Hall effect measurements have found mobilities of similar Si:S samples to be between 15 and 150 cm$^2$/V s between 36 K and room temperature. These values combined with the measured $\mu_e \tau_e$ from Eq. (9) result in $\tau_{\nu_n}$ less than 13–130 ps. These lifetimes are consistent with the hyperdoped Si:S samples having a capture cross section.
similar to lightly doped $^{63}$ Si:S and $n_{pt,0}$ of 0.015 to 0.15. The current experiments do not explain why such a large fraction of $S$ states are empty at equilibrium. It is unlikely that these states are empty due to thermal excitation to the CB; Hall effect measurements$^{57}$ demonstrate that the ratio of the number of free carriers to the number of $S$ atoms is much less than 0.015 at low temperature. One explanation could be due to non-equilibrium chemical states of $S$ (e.g., interstitials) acting as acceptors at high sulfur concentration. The existence of such a large number of empty $S$ states at equilibrium is important for understanding and exploiting Si:S materials.

VI. CONCLUSIONS

In this paper, two experiments—FTIR optical spectroscopy and low-temperature photoconductivity—are used in conjunction to evaluate the efficiency potential of Si:S as an IB absorber layer material. It is demonstrated that using dopant concentrations above the IMT in S-hyperdoped Si yields a band structure with a negligible IB-CB gap that is unsuitable for IBPV. Using a $S$ concentration below the IMT, we calculate the figure of merit from Krich et al.$^{36}$ to quantify the candidate material’s IBPV potential. For the Si:S system with peak $S$ concentration of $1.2 \times 10^{20}$ cm$^{-3}$, we determine $\nu_e \leq 0.05$—more than one order of magnitude too low to create an IBPV device with efficiency greater than a standard silicon device. An estimate for the upper limit of the figure of merit $\nu_e$ suggests that the Si:S system is currently unsuitable for IBPV applications.

Additionally, the low-temperature photoconductivity results yield insight into the trap-filling fraction for S-hyperdoped Si. Further experimentation to determine the actual fraction of unoccupied $S$ states will yield insight on how the recombination statistics in hyperdoped materials compares to statistics for isolated defects developed by Shockley and Read.$^{62}$

Investigations continue into other promising impurity-band absorber-layer materials. One possible approach to identify suitable candidate materials is to select impurities that have a high optical cross-section but a small electrical capture cross-section for both holes and electrons; these values are found in the literature for dilute concentrations of many elements in Si and other semiconductors.
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