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Abstract The subgap structure in the surface bound states spectrum of superfluid $^3$He-B with rough surface is discussed. The subgap is formed by the level repulsion between the surface bound state and the continuum states in the course of multiple scattering by the surface roughness. We show that the level repulsion is originated from the nature of the wave function of the surface bound state that is now recognized as Majorana fermion. We study the superfluid $^3$He-B with a rough surface and in a magnetic field perpendicular to the surface using the quasi-classical Green function together with a random S-matrix model. We calculate the self-consistent order parameters, the spin polarization density and the surface density of states. It is shown that the subgap is found also in a magnetic field perpendicular to the surface. The magnetic field dependence of the transverse acoustic impedance is also discussed.
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1 Introduction

Since the discovery of superfluid $^3$He, it has been well known that the superfluid state of unconventional paring states is significantly affected by the presence of a surface [1]. The order parameter is suppressed near the boundary within some coherence lengths, and the surface density of states is considerably modified from the bulk behavior.
Such surface effects are caused by the surface scattering and depend upon the nature of boundary condition, whether quasi-particle scattering is specular or diffusive.

A typical example of the surface effects is the formation of surface bound states with energy below the bulk energy gap \([2–5]\). Buchholtz and Zwicknagl \([2]\) found mid-gap states in the BW state with a specular surface. Hara and Nagai \([3]\) showed that a \(p\)-wave polar state with a specular surface always has zero energy surface bound states irrespective of the direction of the Fermi momentum. Zhang \([4]\) discussed the effect of surface roughness on the surface density of states of superfluid \(^3\)He-B. Surface bound states in superfluid \(^3\)He-B are now recognized as Majorana fermions reflecting the topological property of the bulk system \([6–8]\). A comprehensive review from this aspect has been recently given by Mizushima et al. \([9]\).

Experimental observation of the surface bound states in superfluid \(^3\)He was not performed because of the lack of appropriate surface probes for the neutral superfluid. It has been recently reported \([5,10–13]\), however, that the transverse acoustic impedance provides useful information on the surface bound states in the B phase of superfluid \(^3\)He. The key point to identify the surface bound states is the existence of the subgap in the surface density of states \([4,14,15]\). When the surface is specular, the surface density of states is filled by the bound states up to the bulk energy gap \(\Delta_b\). In the presence of a rough surface, however, the bound state energies are lowered and have a maximum \(\Delta^*\) below the bulk energy gap \(\Delta_b\). As a result, there occurs a subgap between \(\Delta^*\) and \(\Delta_b\). The pair excitations give rise to a typical cusp in the real part of the transverse acoustic impedance and a peak in the imaginary part at the frequency \(\Delta^* + \Delta_b\), which was observed by Aoki et al. \([10]\). In addition, anomalous attenuation of the transverse sound was interpreted in terms of the presence of \(\Delta^*\) \([16]\). Observation of the surface bound states contribution to surface specific heat was also reported \([17,18]\). The existence of the surface bound states in superfluid \(^3\)He-B has now been confirmed experimentally.

The subgap structure in the surface density of states of \(^3\)He-B was first reported by Zhang \([4]\), who calculated the surface density of state using the quasi-classical theory with thin dirty layer model. It was confirmed by later calculations using other rough surface models \([14,15]\). However, the origin of the subgap structure has been a puzzle, although Zhang \([4]\) had suggested that it might be related to the suppression of the parallel component of the order parameter near the surface by the roughness. In Ref. \([19]\), we found the same subgap structure also in the two-dimensional chiral superconducting state which has a full gap at the Fermi surface as \(^3\)He-B. We showed that the origin of the subgap is the level repulsion between the bound state and the continuum states.

In this paper, we show that the subgap in the surface density of states exists in superfluid \(^3\)He-B also in the presence of a magnetic field perpendicular to the surface and that the level repulsion is originated from the structure of the bound state wave function that ensures the surface bound state to be Majorana fermion.

This paper is organized as follows. In the next section, we discuss the possible form of the wave function (Nambu amplitude) of the surface bound state allowed by the symmetry of the Hamiltonian. All the previous results \([20–24]\) of the bound state wave function agree with this possible form. In Sect. 3, we consider the quasi-classical Green function for superfluid \(^3\)He-B with a plane surface and magnetic field perpendicular to the surface. Rough surface effects are treated using the random \(S\)-
matrix theory [25, 26]. This theory is a self-consistent Born approximation theory with respect to the surface scattering and includes a roughness parameter $W$ ($0 \leq W \leq 1$). The specular surface corresponds to $W = 0$ and the fully diffusive surface corresponds to $W = 1$. We can show [5] that the random $S$-matrix theory with $W = 1$ is equivalent to Ovchinnikov’s rough surface boundary condition [27, 28]. At the surface, we can separate the quasi-classical Green function into two parts. One of them, which we shall call “pole part”, includes the contribution from the surface bound states and the other part, which we shall call “continuum part”, does not. From the structure of the bound state wave function, we show that the “pole part” and the “continuum part” appear alternately in the multi-scattering processes by the surface roughness. This leads to the level repulsion between the bound state and the continuum states. In Sect. 4, we consider a case with weak surface roughness. Using perturbation theory with respect to the roughness parameter $W$, we show that the bound state energies are lowered by the roughness and show how the upper edge $\Delta^*$ appears. Section 5 is devoted to the self-consistent calculation of the order parameters and the spin polarization density. To perform the numerical calculations, we use the Riccati representation of the quasi-classical Green function [26, 29–32]. Using the self-consistent results, we calculate the surface density of states and show that the well-defined subgap structure exists even in the presence of magnetic field. In Sect. 6, we discuss the transverse acoustic impedance and show how it depends on the magnetic field. The final section is devoted to summary and discussion. In “Appendices”, Riccati representation of $4 \times 4$ quasi-classical Green function is discussed. Explicit expressions for the transverse acoustic impedance are also presented.

2 Surface Bound States

Let us briefly review the surface bound states of a superfluid $^3$He-B filling $z > 0$ domain with a plane surface located at $z = 0$ [5, 20–24]. The magnetic field is applied in the direction perpendicular to the plane surface. We consider four-dimensional Bogoliubov equation

$$\int \, dr' \mathcal{H}(r, r') \Psi(r') = E \Psi(r),$$

$$\mathcal{H}(r, r') = \begin{pmatrix} \xi(\nabla) \delta(r - r') & \Delta(r, r') \\ \Delta^*(r', r) & -\xi(\nabla) \delta(r - r') \end{pmatrix} - \hbar \left( \begin{array}{cc} \sigma_z & \\ -\sigma_z \end{array} \right) \delta(r - r'),$$

where $\Psi$ is the Nambu amplitude and the Hamiltonian of the system in four-dimensional Nambu representation is given by

$q \Omega = \frac{\nabla^2}{2m^*} - \mu$ is the quasi-particle energy measured from the Fermi surface and $\hbar$ is half the Larmor frequency $\omega_L$. The order parameter of $^3$He-B of the present system is

$$\Delta(r, r') = \sum_p e^{i \mathbf{p} \cdot (r - r')} \Delta(z, \hat{p})$$
\[
\Delta(z, \hat{p}) = \begin{pmatrix}
-d_x + i d_y \\ d_z \\
\end{pmatrix} \frac{d}{d_z} \begin{pmatrix}
-\Delta_t e^{-i\phi} \\ \Delta_t e^{i\phi}
\end{pmatrix}
\]

\[\Delta_t = \Delta_{\parallel}(z) \sin \theta,\]
\[\Delta_{\ell} = \Delta_{\perp}(z) \cos \theta\]

where \(d\) is the \(d\)-vector, \(\hat{p}\) is a unit vector along \(p\) and \(\theta, \phi\) are the polar and the azimuthal angle of \(p\).

Let us consider the bound state wave function. Since the momentum component \(K\) parallel to the surface is conserved when the surface is specular, we consider the Nambu amplitude of the form

\[\Psi(r) = e^{iK \cdot r} \sum_{\alpha = \pm} \Phi_\alpha(z) e^{i\alpha k z},\]

with \(k = \sqrt{p_F^2 - K^2}\) the \(z\) component of the Fermi momentum. Making use of the rotational symmetry around the \(z\)-axis, we rotate the spin axis so that \(d\) is along the \(y\) direction. Applying the WKB approximation on Eq. (1), we obtain the Andreev equation

\[\mathcal{H}_\alpha \Phi_\alpha = \begin{pmatrix}
-i\alpha v_F \cos \theta \partial_z - h\sigma_z \\
\Delta_\alpha(z) \\
i\alpha v_F \cos \theta \partial_z + h\sigma_z
\end{pmatrix}
\begin{pmatrix}
\Delta_\alpha(z) \\
\Delta_{\alpha}^\dagger(z)
\end{pmatrix} \Phi_\alpha = E \Phi_\alpha,\]

where \(v_F = p_F/\tilde{m}\) is the Fermi velocity and

\[\Delta_\alpha(z) = \begin{pmatrix}
i\alpha \Delta_t \\
\alpha \Delta_{\ell}
\end{pmatrix}\]

which satisfies

\[\Delta_\alpha(z)^\dagger = -\Delta_{-\alpha}(z).\]

The surface bound states can be obtained by seeking for damping solutions of Eq. (8) and imposing the boundary condition \(\Psi = 0\) at \(z = 0\). It is useful to note that \(\mathcal{H}_\alpha\) satisfies

\[\rho_2 \sigma_1 \mathcal{H}_\alpha \sigma_1 \rho_2 = \mathcal{H}_{-\alpha},\]

where \(\rho_i\)'s and \(\sigma_i\)'s are Pauli matrices in the particle–hole space and the spin space, respectively. Since the bound state is non-degenerate, it follows that

\[\Phi_-(z) = c \rho_2 \sigma_1 \Phi_+(z),\]

where \(c\) is a constant. Substituting this into the boundary condition \(\Phi_+(0) = -\Phi_-(0)\), we obtain

\[\Phi_+(0) = u_1 \begin{pmatrix}1 \\
0 \\
-ic
\end{pmatrix} + u_2 \begin{pmatrix}0 \\
ic \\
1
\end{pmatrix} = -\Phi_-(0),\]

where \(c^2 = 1\)
where \( u_1, u_2 \) are constants. From the previous analyses [20–24], one can conclude that the damping solution is obtained when \( c = 1 \) (see below). At the surface, therefore, the wave function of the bound state is given by a linear combination of

\[
\Phi_{\uparrow} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ -i \end{pmatrix}, \quad \Phi_{\downarrow} = \begin{pmatrix} 0 \\ i \\ 1 \\ 0 \end{pmatrix}.
\] (14)

When we assume that \( \Delta_\parallel \) and \( \Delta_\perp \) are constant, we can find explicit solutions for the bound state [20,21]. In the absence of magnetic field, we can find both positive and negative energy bound states for each Fermi momentum \( p_F = (K, k) \). For positive energy eigenvalue \( E = \Delta_\parallel \sin \theta \), the eigenfunction is given by

\[
\Psi_{K}^{(+)}(r) = e^{iK \cdot r} \sin(kz) e^{-\kappa z} \left( \Phi_{\uparrow} - e^{i\phi} \Phi_{\downarrow} \right)
\] (15)

and for negative energy eigenvalue \( E = -\Delta_\parallel \sin \theta \)

\[
\Psi_{K}^{(-)}(r) = e^{iK \cdot r} \sin(kz) e^{-\kappa z} \left( e^{-i\phi} \Phi_{\uparrow} + \Phi_{\downarrow} \right).
\] (16)

with \( \kappa = \Delta_\perp / v_F \). Here we have rotated the spin axis back to the original one. In the presence of magnetic field perpendicular to the surface, the bound state energy has a gap

\[
E = \pm \sqrt{\Delta^2 + \Delta_Z^2}, \quad \Delta_Z = h.
\] (17)

We call \( \Delta_Z \) “Zeeman gap” in this paper. The corresponding eigenfunction is given by a linear combination

\[
a\Psi_{K}^{(+)}(r) + b\Psi_{K}^{(-)}(r)
\] (18)

and \( a, b \) are determined by

\[
\frac{a}{-he^{-i\phi}} = \frac{b}{E - \Delta_t}.
\] (19)

The Nambu amplitudes \( \Phi_{\uparrow} \) and \( \Phi_{\downarrow} \) are the eigenfunctions of the zero energy surface bound states of the polar state \( (\Delta_t = 0) \). Treating \( \Delta_t \) and \( h \) as perturbation [22,24], one can also show that the bound state in the BW state is given by the linear combination of \( \Phi_{\uparrow} \) and \( \Phi_{\downarrow} \). It is to be noted that, in the Nambu amplitudes \( \Phi_{\uparrow} \) and \( \Phi_{\downarrow} \), the particle component and the hole component enter with the same weight, which is a basis for the surface bound states to be Majorana fermions.

3 Quasi-Classical Green Function in the Presence of Magnetic Field

In this section, we discuss the quasi-classical Green function of \( ^3 \)He-B with the plane surface in the \( z = 0 \) plane and the magnetic field parallel to the \( z \) axis.

We consider the quasi-classical Green function \( \hat{G}_\alpha(\epsilon, z) \) (\( \alpha = \pm 1 \)) for the Fermi momentum \( p_\alpha = (K, \alpha k) \). \( p_+ \) and \( p_- \) are the outgoing and the incoming Fermi
momentum, respectively. Since the system keeps rotational symmetry around the $z$ axis, we consider $\hat{G}_\alpha$ for $\phi = \pi/2$ ($(K)_{\chi} = 0$). Green’s function for arbitrary $\phi$ is obtained by

$$\mathcal{R}^\dagger(\phi)\hat{G}_\alpha\mathcal{R}(\phi), \quad \mathcal{R}(\phi) = \exp(i(\phi - \pi/2)\rho_3\sigma_3/2)$$  \hspace{1cm} (20)

The Eilenberger equation for $\hat{G}_\alpha$ is now given by

$$v_F \cos \theta \partial_z \hat{G}_\alpha = i\alpha \left[ \hat{G}_\alpha, \mathcal{E}_\alpha(z) \right]$$  \hspace{1cm} (21)

$$\mathcal{E}_\alpha = \mathcal{E}_0 + \mathcal{E}_h$$  \hspace{1cm} (22)

$$\mathcal{E}_0 = \epsilon \rho_3 + \left( \Delta - \Delta_\alpha \right)$$  \hspace{1cm} (23)

$$\mathcal{E}_h = h\sigma_3\rho_0,$$  \hspace{1cm} (24)

where the order parameter $\Delta_\alpha$ is given by Eq. (9).

In the bulk region far from the surface, $\hat{G}_\alpha$ is given by [2,33]

$$\hat{G}^{(0)}_\alpha = \sum_{\sigma = \pm 1} i P_\sigma \frac{\mathcal{E}_\alpha}{\mathcal{E}_\sigma},$$  \hspace{1cm} (25)

where $P_\sigma$ is a projection operator

$$P_\sigma = \frac{1}{2} \left( 1 - \sigma \frac{Q}{|Q|} \right),$$  \hspace{1cm} (26)

$$Q = \mathcal{E}_0\mathcal{E}_h + \mathcal{E}_h\mathcal{E}_0,$$  \hspace{1cm} (27)

$$|Q| = \sqrt{Q^2} = 2h\sqrt{\epsilon^2 - \Delta_t^2},$$  \hspace{1cm} (28)

and

$$\mathcal{E}_\sigma = \sqrt{\epsilon^2 - \Delta_t^2 - \Delta_\alpha^2 + h^2 - \sigma|Q|}$$  \hspace{1cm} (29)

In the above, we have defined square root such that has positive imaginary part.

When the surface is specular, $\hat{G}_+$ and $\hat{G}_-$ should satisfy the boundary condition at the surface $z = 0$

$$\hat{G}_+(0) = \hat{G}_-(0) = \hat{G}_S.$$  \hspace{1cm} (30)

Using Eqs. (21), (25) and (30), we can determine the quasi-classical Green function of the system with specular surface (see “Appendix B”). The quasi-classical Green function of the present definition satisfies the normalization condition $\hat{G}_\alpha^2 = -1$.

From the symmetrical property of $\mathcal{E}_\alpha$

$$\rho_2\sigma_1\mathcal{E}_\alpha\sigma_1\rho_2 = -\mathcal{E}_{-\alpha},$$  \hspace{1cm} (31)
we can show that
\[ \rho_2 \sigma_1 \hat{G}_\alpha(z) \sigma_1 \rho_2 = -\hat{G}_{-\alpha}(z), \] (32)
therefore
\[ \rho_2 \sigma_1 \hat{G}_s \sigma_1 \rho_2 = -\hat{G}_s. \] (33)

Let us consider how the surface bound states contribute to the quasi-classical Green function. For that purpose, it is useful to remind that \( \hat{G}_s \) is expressed in terms of the eigenfunctions \( \Phi_n \) of the Andreev equation (8) in a form [25, 26, 34]
\[ \hat{G}_s = -\frac{1}{2v_F \cos \theta} \rho_3 \left( \sum_n \frac{\Phi_n(z) \Phi_n^{\dagger}(0)}{e - E_n} \bigg|_{z=+0} + \sum_n \frac{\Phi_n(z) \Phi_n^{\dagger}(0)}{e - E_n} \bigg|_{z=-0} \right). \] (34)
Bearing this in mind, we prepare 4 mutually orthogonal Nambu amplitudes
\[ |\Phi_1\rangle = \frac{1}{\sqrt{2}} \Phi_\uparrow, \quad |\Phi_2\rangle = \frac{1}{\sqrt{2}} \Phi_\downarrow, \quad |\Phi'_1\rangle = \rho_3 \Phi_1, \quad |\Phi'_2\rangle = \rho_3 \Phi_2. \] (35)
When we choose them as base vectors and calculate the matrix elements of \( g_s = \rho_3 \hat{G}_s \), we find that \( g_s \) is block diagonalized, i.e.,
\[ g_s = \rho_3 \hat{G}_s = \sum_{i,j=1,2} \left( |\Phi_i\rangle \langle \Phi_i| g_s |\Phi_j\rangle \langle \Phi_j| + |\Phi'_i\rangle \langle \Phi'_i| g_s |\Phi'_j\rangle \langle \Phi'_j| \right) \] (36)
\[ \equiv \sum_{i,j=1,2} \left( |\Phi_i\rangle g_{ij}^{(1)} |\Phi_j\rangle + |\Phi'_i\rangle g_{ij}^{(2)} |\Phi'_j\rangle \right). \] (37)
This can be proved by noting that \( \rho_2 \sigma_1 |\Phi_1\rangle = -|\Phi_1\rangle, \rho_2 \sigma_1 |\Phi_2\rangle = -|\Phi_2\rangle \) together with Eq. (33).
\[ \langle \Phi_i| g_s |\Phi'_j\rangle = \langle \Phi_i| \rho_3 \hat{G}_s |\Phi'_j\rangle \]
\[ = -\langle \Phi_i| \rho_3 \rho_2 \sigma_1 \hat{G}_s \sigma_1 \rho_2 \rho_3 |\Phi_j\rangle \]
\[ = -\langle \Phi_i| \rho_2 \sigma_1 \rho_3 \hat{G}_s \sigma_1 \rho_2 |\Phi_j\rangle \]
\[ = -\langle \Phi_i| \rho_3 \hat{G}_s \rho_3 |\Phi_j\rangle = -\langle \Phi_i| \rho_3 \hat{G}_s |\Phi'_j\rangle = 0. \] (38)
As was emphasized in the previous section, the bound state wave functions at the surface \( z = 0 \) are given by the linear combination of \( |\Phi_1\rangle \) and \( |\Phi_2\rangle \). It follows that the bound states appear in \( g^{(1)} \), while \( g^{(2)} \) has no contribution from the bound states at all. We call \( g^{(1)} \) the “pole part” and \( g^{(2)} \) the “continuum part”, although \( g^{(1)} \) has contribution also from the continuum states. From the normalization condition \( \hat{G}_s^2 = -1 \) we find
\[ g^{(1)} g^{(2)} = -1. \] (39)
Let us now consider the rough surface effects using the random S-matrix model \cite{14,25,26}. According to the theory, the Green functions at the surface are given by

\[
\hat{G}_\pm = \hat{G}_s + (\hat{G}_s \pm i)\hat{G}(\hat{G}_s \mp i),
\]

\[
\hat{G} = \frac{1}{\hat{G}_s^{-1} - \Sigma},
\]

where \(\Sigma\) is the surface self energy given by

\[
\Sigma = 2W \left\langle \frac{1}{2} \left( \hat{G} + \rho_3 \sigma_3 \hat{G} \sigma_3 \rho_3 \right) \right\rangle.
\]

Here, \(W(0 \leq W \leq 1)\) is a parameter which specifies the roughness of the surface; \(W = 0\) corresponds to the specular surface and \(W = 1\) to the completely diffusive surface \cite{14,25,26}. When \(W = 1\), the random S-matrix model is equivalent to Ovchinnikov’s boundary condition \cite{5,27,28}. Note that Eq. (42) is slightly different from our previous definition \(\Sigma = 2W \langle \hat{G} \rangle \) \cite{14,25}. This is because the integral over the azimuthal angle \(\phi\) has been already performed [see Eq. (20)].

From the definition of Eq. (42) [see also Eq. (B13)], we can show that \(\Sigma\) is also block diagonalized by the same base vectors as

\[
\Sigma = \rho_3 \sum_{i,j=1,2} \left( |\Phi_i\rangle s_{ij}^{(1)} \langle \Phi_j| + |\Phi'_i\rangle s_{ij}^{(2)} \langle \Phi'_j| \right),
\]

where \(s^{(1)}\) and \(s^{(2)}\) are \(2 \times 2\) diagonal matrices. We can also show that

\[
\hat{G} = \frac{1}{\hat{G}_s^{-1} - \Sigma}
\]

\[
= \rho_3 \sum_{ij} \left( |\Phi_i\rangle \left( \frac{1}{(g^{(1)})^{-1} - s^{(2)}} \right)_{ij} \langle \Phi_j| + |\Phi'_i\rangle \left( \frac{1}{(g^{(2)})^{-1} - s^{(1)}} \right)_{ij} \langle \Phi'_j| \right),
\]

where we used Eq. (39) and \(|\Phi'_i\rangle = \rho_3 |\Phi_i\rangle\). The self energy equation (42) is also separated.

\[
s^{(1)} = 2W \left\langle \frac{1}{(g^{(1)})^{-1} - s^{(2)}} \right\rangle_{\text{diagonal}}
\]

\[
s^{(2)} = 2W \left\langle \frac{1}{(g^{(2)})^{-1} - s^{(1)}} \right\rangle_{\text{diagonal}}
\]
The first term in Eq. (45) shows how the bound state energy is modified by the surface roughness. In fact, when we formally expand the first term, we find that

\[ g^{(1)} + g^{(1)} s^{(2)} g^{(1)} + g^{(1)} s^{(2)} g^{(1)} s^{(2)} g^{(1)} + \ldots, \tag{48} \]

namely the “pole part” and the “continuum part” appear alternately in the multi-scattering processes by the roughness. It implies that there occurs level repulsion between the bound state and the continuum states. It leads to the existence of a maximum \( \Delta^* \) of the bound state energy and a subgap between \( \Delta^* \) and the bulk energy gap.

We have shown in Ref. [19] that this actually happens in the two-dimensional chiral superconductor.

Finally we consider the surface density of states \( D(\epsilon) \) which is calculated from [14]

\[ D(\epsilon) = \int_0^{\pi/2} d\theta \sin \theta n(\epsilon, \theta), \tag{49} \]

\[ n(\epsilon, \theta) = \frac{1}{4} N(0) \text{Im} \text{tr} \left[ \rho^2 \frac{1}{2} \left( \hat{G}^+ (\epsilon + i0) + \hat{G}^- (\epsilon + i0) \right) \right] \tag{50} \]

\[ = \frac{1}{4} N(0) \text{Im} \text{tr} \left[ \frac{1}{(g^{(1)})^{-1} - s^{(2)}} + \frac{1}{(s^{(1)})^{-1} - g^{(2)}} \right] \]

\[ + \frac{1}{(g^{(2)})^{-1} - s^{(1)}} + \frac{1}{(s^{(2)})^{-1} - g^{(1)}} \right], \tag{51} \]

where \( N(0) \) is the normal state density of states.

### 4 Perturbation Theory

The advantage of the random \( S \)-matrix model is that we can treat the surface roughness in a unified way from the specular limit to the diffusive limit. In this section, we consider the surface density of states when the surface roughness is weak, i.e., \( W \) is small.

For simplicity, we assume in this section that the order parameters \( \Delta_\|, \Delta_\perp \) are spatially constant. In that case, \( \hat{G}_s \) at the specular surface is given by [14,25,26]

\[ \hat{G}_s = \hat{G}_s^{(0)} + (\hat{G}_s^{(0)}) + i \frac{-1}{\hat{G}_s^{(0)} + \hat{G}_s^{(0)}} (\hat{G}_s^{(0)} - i) \tag{52} \]

\[ = \hat{G}_s^{(0)} + (\hat{G}_s^{(0)}) - i \frac{-1}{\hat{G}_s^{(0)} + \hat{G}_s^{(0)}} (\hat{G}_s^{(0)}) + i. \tag{53} \]

Substituting Eq. (25), we obtain expressions for \( \hat{G}_s \) as is shown in “Appendix A”. We can also calculate explicitly \( g^{(1)} \) and \( g^{(2)} \) and find that \( g^{(1)} \) has poles at

\[ \epsilon = \pm \sqrt{\Delta^2 + h^2}, \tag{54} \]
while \( g^{(2)} \) has no pole. In fact, we obtain a simple result for the traces

\[
\text{tr} \ g^{(1)} = \epsilon \frac{i E_+ \left( 1 + \frac{h}{\sqrt{\epsilon^2 - \Delta^2_\ell}} \right) + i E_- \left( 1 - \frac{h}{\sqrt{\epsilon^2 - \Delta^2_\ell}} \right) - 2 \Delta_\ell}{\epsilon^2 - (\Delta^2_\ell + h^2)} \tag{55}
\]

\[
\text{tr} \ g^{(2)} = \epsilon \frac{i E_+ \left( 1 + \frac{h}{\sqrt{\epsilon^2 - \Delta^2_\ell}} \right) + i E_- \left( 1 - \frac{h}{\sqrt{\epsilon^2 - \Delta^2_\ell}} \right) + 2 \Delta_\ell}{\epsilon^2 - (\Delta^2_\ell + h^2)}. \tag{56}
\]

Let us consider the angle resolved surface density of states \( n(\epsilon, \theta) \) in low-energy region. When \( W \) is small, the pole part contribution to \( n(\epsilon, \theta) \) may be written as

\[
n(\epsilon, \theta) = \frac{N(0)}{4} \text{Im tr} \left( \frac{1}{g^{(1)}} - s^{(2)} + s^{(1)} \right) \tag{57}
\]

When the surface is specular, \( W = 0 \), therefore \( s^{(1)} = s^{(2)} = 0 \). We find from Eq. (55) the bound state peaks

\[
n(\epsilon, \theta) = \pi N(0) \Delta_\ell |\epsilon| \delta \left( \epsilon^2 - (\Delta^2_\ell + h^2) \right) \]

\[
= \frac{\pi N(0) \Delta_\ell}{2} \left( \delta \left( \epsilon - \sqrt{\Delta^2_\ell + h^2} \right) + \delta \left( \epsilon + \sqrt{\Delta^2_\ell + h^2} \right) \right) \tag{58}
\]

and also a continuous spectrum of the Bogoliubov quasi-particles which begins from the minimum energy \( \Delta_\perp - h \) [33]. The first correction by \( W \) comes from \( s^{(1)} \).

\[
\text{Im tr} \ s^{(1)} = \text{Im tr} 2W \langle g^{(1)} \rangle = 8\pi W |\epsilon| \frac{\Delta_\perp}{\Delta^2_\parallel} \sqrt{1 - \frac{\epsilon^2 - h^2}{\Delta^2_\parallel}} \Theta(|\epsilon| - h), \tag{59}
\]

where \( \Theta \) is the theta function. This describes the effects by the scattering of the bound states by the surface roughness.

Now we consider the correction by \( W \) to the first term of Eq. (57), putting \( s^{(2)} = 2W \langle g^{(2)} \rangle \), to study how the bound state energy is modified by the surface roughness.

\[
n(\epsilon, \theta) = \frac{N(0)}{4} \text{Im tr} \left( \frac{1}{g^{(1)}} - 2W \langle g^{(2)} \rangle \right) \tag{60}
\]

Since the numerical calculation is necessary to evaluate \( \langle g^{(2)} \rangle \) when the magnetic field is finite, we further simplify the problem by assuming \( \Delta_\parallel = \Delta_\perp = \Delta \). The result is shown in Fig. 1.

Figure 1 shows the bound state contribution to \( n(\epsilon, \theta) \) when \( h = 0.1\Delta \) and \( W = 0.2 \). Bound state peaks are artificially broadened to show the \( \theta \) dependence of the spectral weight. The vertical broken line of the same color shows the bound state energy Eq. (17) when \( W = 0 \). We find that the bound state energies are shifted to lower energy by the level repulsion with the continuum states. The Zeeman gap \( \Delta_Z \) is lowered by
Fig. 1 Bound states contribution to the density of state when \( h = 0.1 \Delta \) and \( W = 0.2 \). Artificial width is given to the peaks to show the \( \theta \) dependence of the spectral weight. The vertical broken lines show the bound state energies when \( W = 0 \) (Color figure online).

The roughness. The bound state at \( \theta = \pi/2 \), which has the maximum energy, has also a lower energy than that in the case of \( W = 0 \). This energy is \( \Delta^* \) at the present level of approximation. Important point is that the spectral weight of the bound state peak at \( \Delta^* \) is finite in contrast to the case of specular surface where the spectral weight is zero when \( \theta = \pi/2 \) [see Eq. (58)].

The presence of \( \Delta^* \) should be taken into account in the calculation of \( s^{(1)} \) of Eq. (46). Equation (59) of \( s^{(1)} \) was obtained by integrating the pole contribution from the bound states over \( \theta \). When \( W = 0 \) the bound state energies extend up to \( \Delta_\parallel \). But now they are limited below \( \Delta^* \). Moreover the spectral weights of the bound states are finite below \( \Delta^* \). It follows that there occurs a finite jump to zero in \( \text{Im tr } s^{(1)} \) at \( \Delta^* \). Bound state contributions to the density of states are, thus, confined in the energy range \( \Delta_Z < \epsilon < \Delta^* \), which gives rise to subgap structure.

In addition to the bound states, there is contribution to the density of states from the Bogoliubov quasi-particle excitations which have a minimum energy \( \Delta_\perp - h \) [33]. When \( W \) is sufficiently small, \( \Delta^* \) may merge into this excitation continuum.

In this section, we have discussed using a simplified model. In the following sections, we show the results of more realistic calculations based on the self-consistent order parameter.

5 Self-Consistent Order Parameter, Spin Polarized Density and Surface Density of States

In this section we discuss the order parameters, the spin polarization density and the surface density of states of \(^3\text{He}-\text{B} \) under the magnetic field normal to the rough surface.

The self-consistent order parameter \( \Delta(z) \) and the spin polarization density \( S_z(z) \) are determined by solving the gap equation

\[
\Delta(z, \hat{\rho}) = \frac{3\pi T}{2} \sum_{\omega_n} \int_0^{2\pi} \frac{d\theta_k}{2\pi} \sum_\alpha \int_0^{\pi/2} \frac{d\theta}{2} \sin \theta_k \hat{\rho} \cdot \hat{k}_\alpha \hat{G}_\alpha(K, z, i \omega_n) \left| _{12} \right. \ln \frac{T}{T_c} + \sum_{\omega_n > 0} \frac{1}{n+1/2}.
\] (61)
and the spin polarization equation

\[ S_z(z) = N(0) \tilde{h} - \frac{\pi TN(0)}{4} \sum_{\omega_n} \int_0^{\pi/2} d\theta \sin \theta \sum_{\alpha} \text{tr}_{\text{spin}} \left[ \sigma_3 \hat{G}_\alpha(K, z, i\omega_n) \right]_{11} \]

(62)

where the subscript 11 and 12 mean the 11 and 12 element of the quasi-classical Matsubara Green’s function \( \hat{G}(i\omega_n) \) in particle–hole space, respectively. The Fermi liquid correction by \( F_0^a \) to the effective magnetic field is given by

\[ \tilde{h} = \frac{\omega_L}{2} = h - \frac{F_0^a}{N(0)} S_z = h \left( 1 - \frac{F_0^a}{1 + F_0^a} \left( \frac{S_z}{S_N} \right) \right) \]

(63)

where \( h = \omega_L / 2 = \gamma H / 2 \) is half the external Larmor frequency.

In order to solve the above equations numerically, we employ the Riccati representation of the quasi-classical Green function [14,25,31,32]. Details are discussed in “Appendix B”. We obtain the self-consistent order parameter and the spin polarization density by solving the above equations iteratively. For given \( \Delta_\parallel, \Delta_\perp \) and \( S_z \), we solve the Riccati equations and the surface self energy equations. Using the obtained self energy \( \Sigma \), we calculate the gap equation and the spin polarization density, and use the results of \( \Delta_\parallel, \Delta_\perp \) and \( S_z \) for the next step.

Typical results are shown in Fig. 2. We have chosen the temperature \( T = 0.2T_c \), the cutoff frequency \( \omega_c = 30T_c \), the external Larmor frequency \( \omega_L = 0.05\pi T_c \), which is about 0.185 T when \( T_c = 1.828 \) mK, and the Fermi liquid parameter \( F_0^a = -0.75 \). The roughness parameter \( W = 1 \) corresponds to the diffusive surface and \( W = 0.0 \) corresponds to the specular surface.

In the bulk region the perpendicular component \( \Delta_\perp \) is smaller than the parallel component \( \Delta_\parallel \), since the magnetic field is applied perpendicular to the surface. In the vicinity of the surface the profiles of the order parameter are similar to that of the BW state without magnetic field discussed in our previous paper [14]. The enhancement
of the spin polarization density is seen at the surface. At lower temperatures, the enhancement is most pronounced in the diffusive limit \( W = 1 \). At higher temperatures, however, dependence of the profile on \( W \) becomes small.

The surface density of states is calculated from Eqs. (49) and (50). In Fig. 3 we show the \( W \) dependence of the surface density of states of \(^3\)He-B at \( T = 0.2T_c \) calculated using the self-consistent order parameter and the spin density given in Fig. 2. \( W = 0 \) corresponds to the specular surface, \( W = 1 \) to the diffusive limit and \( W = 0.1 \) corresponds to the surface with specularity factor about 0.5 [14]. We find that the “Zeeman gap” \( \Delta_Z \) decreases with \( W \), as discussed in the previous section. The upper edge \( \Delta^* \) of the surface bound states band can be seen for any \( W \neq 0 \). When \( W = 1 \), well-defined subgap structure exists. At \( W = 0.1 \), however, \( \Delta^* \) is merged into the continuum spectrum of the Bogoliubov quasi-particle excitations and subgap structure is no longer found.

Magnetic field dependence of the surface density of states is shown in Fig. 4. We show the surface density of states at \( T = 0.2T_c \) and \( W = 1 \) under the external magnetic field \( \omega_{L}/\pi T_c = 0.0, 0.02, 0.05 \) and 0.10. The “Zeeman gap” \( \Delta_Z \) increases with the magnetic field, as it should be. On the other hand, the upper edge \( \Delta^* \) does not so much

![Fig. 3](image_url)  
**Fig. 3** \( W \) dependence of the surface density of states at \( T = 0.2T_c \) under the magnetic field \( \omega_{L} = 0.05\pi T_c \) (Color figure online)

![Fig. 4](image_url)  
**Fig. 4** Surface density of states at \( T = 0.2T_c \), \( W = 1 \) under the magnetic fields \( \omega_{L} = 0.0, 0.02, 0.05 \), and 0.10\( \pi T_c \) (Color figure online)
Fig. 5 Characteristic energies $\Delta_Z$, $\Delta^*$, $\Delta_-$, and $\Delta_+$ found in the surface density of states. The solid curve shows the local density of states at the rough surface when $T = 0.9 T_c$, $\omega_L = 0.03 \pi T_c$. The dashed curve is the density of states in the bulk region (Color figure online)

depend on the magnetic field. The sharp peak at the bulk energy gap ($\sim 0.5 \pi T_c$) that exists when $\omega_L = 0$ is splitted by the magnetic field. This reflects the Zeeman splitting of the Bogoliubov excitations.

As can be seen in Figs. 3 and 4, the surface density of states is characterized by some band edges as well as some peaks. In Fig. 5, we plot the surface density of states when $W = 1$, $T = 0.9 T_c$ and $\omega_L = 0.03 \pi T_c$ together with the bulk density of states. We show the locations of such singularity energies $\Delta_Z$, $\Delta^*$, $\Delta_-$ and $\Delta_+$. Let us discuss on the behavior of those characteristic energies. The energy $\Delta^*$, the upper edge of the surface bound state band, increases toward the bulk energy gap as $W$ decreases [14]. On the other hand, $\Delta^*$ depends little on the magnetic field normal to the surface.

The energies $\Delta_+$ and $\Delta_-$ are related to the Zeeman splitting of the bulk energy gap. From the quasi-particle energy of the bulk BW state under the magnetic field [33,35], we can find

$$
\Delta_+ = \begin{cases} 
\Delta_{\perp b} + \frac{\omega_L b}{2} & \text{for } \Delta_{\parallel b}^2 - \Delta_{\perp b}^2 < \frac{\omega_L b}{2} \Delta_{\perp b} \\
\Delta_{\parallel b} \sqrt{1 + \frac{\omega_L^2 b^2}{4} \frac{1}{\Delta_{\parallel b}^2 - \Delta_{\perp b}^2}} & \text{for } \Delta_{\parallel b}^2 - \Delta_{\perp b}^2 > \frac{\omega_L b}{2} \Delta_{\perp b} 
\end{cases}
$$

(64)

$$
\Delta_- = \Delta_{\perp b} - \frac{\omega_L b}{2}
$$

(65)

where the subscript $b$ means the bulk value. As the magnetic field increases, $\Delta_-$ decreases. Therefore, when the magnetic field $\omega_L$ becomes sufficiently large, $\Delta_-$ becomes less than $\Delta^*$ and the subgap between $\Delta^*$ and $\Delta_-$ disappears. This also happens when $W$ is small. When the magnetic field is weak and $W$ is large, the surface states are characterized by the four energies $\Delta_Z$, $\Delta^*$, $\Delta_-$ and $\Delta_+$. In other cases, the surface states are mainly characterized by the two energies $\Delta_Z$ and $\Delta_+$. 

“Zeeman gap” $\Delta_Z$ is the lower edge of the surface bound state band. Temperature dependence of $\Delta_Z$ calculated numerically using the self-consistent order parameter is shown in Fig. 6. $\Delta_Z$ for the diffusive surface $W \neq 0$ is lowered than that for the specular surface by the level repulsion with the continuum states as discussed in the
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In the diffusive limit $W = 1$, $\Delta Z$ decreases with the temperature and becomes continuously to zero at the A–B transition temperature $T_{AB}$ as is shown in the right panel of Fig. 6.

6 Transverse Acoustic Impedance

Acoustic impedance is a useful probe to study the surface as well as the bulk properties of neutral liquid $^3$He [36]. In this section, we consider the transverse acoustic impedance of superfluid $^3$He-B under the magnetic field normal to the oscillating surface.

We consider the rough wall oscillating in $x$-direction like $R(t) = \Re e^{-i\Omega t}$. The acoustic impedance $Z$ is defined by a ratio of the stress tensor $\Pi_{xz}$ of the liquid at the wall to the velocity $\dot{R}$ of the wall

$$Z \equiv Z' + iZ'' = \frac{\Pi_{xz}}{\dot{R}(t)} \quad (66)$$

To study the time-dependent problem, we use the Keldysh Green function formalism. We have already reported a theory for the system without magnetic field [5,13]. In case of the magnetic field normal to the surface, we can formulate in almost the same way as the previous report. Some details are discussed in “Appendix C”. The final expression for the transverse acoustic impedance is given in a form

$$\frac{Z}{Z_N} = \int \frac{d\epsilon}{\Omega} \left( h_- F(\epsilon_+, \epsilon_-)^R - h_+ F(\epsilon_+, \epsilon_-)^A + (h_+ - h_-) F(\epsilon_+, \epsilon_-)^a \right), \quad (67)$$

where $\epsilon_\pm = \epsilon \pm \Omega/2$, $h_\pm = \tanh(\epsilon_\pm/2T)$, $Z_N$ is the normal state impedance in the diffusive limit ($W = 1$). The retarded function $F^R$, the advanced function $F^A$ and the anomalous function $F^a$ are defined by

$$F^R = F(\epsilon_+ + i0, \epsilon_- + i0), \quad F^A = F(\epsilon_+ - i0, \epsilon_- - i0), \quad F^a = F(\epsilon_+ + i0, \epsilon_- - i0). \quad (68)$$
Explicit form of $F$ is given in “Appendix C”.

We numerically calculate the acoustic impedance $Z = Z' + iZ''$ using the self-consistent order parameters. In Fig. 7, we show the temperature dependence of the acoustic impedance for a fixed frequency $\Omega = 0.3\pi T_c$ under magnetic fields $\omega_L/\pi T_c = 0.0, 0.01, 0.02, 0.03$ and 0.05. In the absence of magnetic field, $Z$ is characterized by a kink in the real part $Z'$ and a peak in the imaginary part $Z''$ at the temperature at which the condition $\Omega = \Delta^*(T) + \Delta_{\text{bulk}}(T)$ is satisfied. It has been shown that the kink-and-peak structure comes from the pair excitations of the bound state and the Bogoliubov quasi-particle [5,10,13]. Under finite magnetic fields, the overall temperature dependence of $Z'$ and $Z''$ is shifted to lower temperature. The peak in the imaginary part $Z''$ found under zero magnetic field eventually disappears. These behaviors are in agreement with a recent experimental report by Akiyama et al. [37].

At higher magnetic field, the second peak in $Z'$ appears at lower temperature and the impedance shows bumpy structure. The similar bumpy structure can be seen also in the frequency dependence at fixed temperatures. In Fig. 8, we show typical results of the frequency dependence of $Z(\Omega)$ at $T = 0.9T_c$ under various magnetic fields.
One can find a large bump around \( \Omega = \Delta_{\text{bulk}} \sim 0.3\pi T_c \) when \( \omega_L \neq 0 \). At lower temperatures, the bumpy structure becomes not so pronounced.

To study the origin of the bumpy structure, we divide the acoustic impedance \( Z \) into two parts \( Z = Z_1 + Z_2 \) by separating the energy integral region in Eq. (67) into \( |\epsilon| < \Omega / 2 \) for \( Z_1 \) and \( |\epsilon| > \Omega / 2 \) for \( Z_2 \) (see Ref. [5]). The component \( Z_1 \) and \( Z_2 \) give the contribution from the pair excitations and the contribution from the scattering of thermally occupied quasi-particle states, respectively. This can be understood when we look into the real part of \( Z \) that is related to the energy absorption.

\[
\frac{Z_1'}{Z_n} = \int_{-\Omega/2}^{\Omega/2} \frac{d\epsilon}{\Omega} \left[ f(\epsilon_+) + f(|\epsilon_-|) - 1 \right] \left( \frac{F^R + F^A}{2} - \mathcal{R} F^a \right) \quad (69)
\]

\[
\frac{Z_2'}{Z_n} = 2 \int_{\infty}^{\Omega/2} \frac{d\epsilon}{\Omega} \left[ f(\epsilon_+) - f(|\epsilon_-|) \right] \left( \frac{F^R + F^A}{2} - \mathcal{R} F^a \right) \quad (70)
\]

where \( f \) is the Fermi distribution function. Combination of the Fermi distribution functions implies that \( Z_1 \) is from the pair excitations and \( Z_2 \) is from the scattering of thermally occupied quasi-particle states.

In Fig. 9, we show the frequency dependence of the separated acoustic impedances under the magnetic field at \( T = 0.9T_c \) and \( W = 1 \). We find that the bump in \( Z' \) is formed by a peak in \( Z'_2 \) around \( \Omega = \Delta_- - \Delta_Z \) and a rapid increase of \( Z'_1 \) in the range \( \Delta_- + \Delta_Z < \Omega < \Delta_+ - \Delta_Z \). One can also find well-defined peak at \( \Delta_- - \Delta_Z \) in \( Z'_2 \) and at \( \Delta_Z + \Delta^* \) in \( Z'_1 \). Precise measurements will provide useful information for characteristic energies \( \Delta_Z, \Delta^*, \Delta_- \) and \( \Delta_+ \). One may expect that there exists a jump at \( \Omega = 2\Delta_Z \) in the pair excitation spectrum \( Z'_1 \). Unfortunately this is not true because the frequency window \( \Delta_Z < \epsilon < \Omega / 2 \) for \( Z_1 \) becomes small at \( \Omega = 2\Delta_Z \).

In liquid \(^3\)He, the surface boundary condition for the quasi-particles can be changed by coating the wall by \(^4\)He atoms. It has been suggested that the \(^4\)He film becomes a superfluid and the specularity is enhanced [8,11,12,38–41]. In Fig. 10, we show the temperature dependence of \( Z \) under a fixed frequency for several values of surface specularity \( S \) which is related to the roughness parameter \( W \) [5,14]. We have chosen
$S = 0.0, 0.2, 0.4$ and $0.5$, which correspond to $W = 1.0, 0.264, 0.138$ and $0.1$, respectively. When $S < 0.50$, $W$ is rather small. It follows that the subgap disappears and dominant characteristic energies which remain are $\Delta_Z$ and $\Delta_+$. As indicated by vertical arrows in Fig. 10, we find a small peak in the imaginary part $\Im Z$ at the temperature $T(S, \Omega)$ at which $\Omega = \Delta_+ - \Delta_Z$ is satisfied. $T(S, \Omega)$ decreases as $S$ increases. This is explained from the fact that $\Delta_+ - \Delta_Z$ is a decreasing function of temperature and also is an increasing function of $S$ because $\Delta_Z$ increases with $S$, while $\Delta_+$ is independent of $S$.

7 Summary and Discussion

We have shown that the subgap structure is a result of the interplay between the surface roughness and the surface Majorana state. The subgap structure is also reported in two-dimensional superconductors [19,42]. Study of the subgap structure in superfluid $^3\text{He}$-B and $p$-wave superconductors will contribute to the further understanding of the surface Majorana fermions.

In this paper, the surface states of superfluid $^3\text{He}$-B with a rough plane surface is discussed. We considered the effect by a magnetic field applied perpendicular to the surface. We calculated the self-consistent order parameter, spin polarization density and the surface density of states using the quasi-classical Green function theory with the random $S$-matrix model for the surface roughness.

It was shown that the subgap exists also in $^3\text{He}$-B in a finite magnetic field. The surface density of states is characterized by the “Zeeman gap” $\Delta_Z$, the upper edge of the surface bound states $\Delta^*$, and the Zeeman splitted bulk energy gap $\Delta_\pm$. We discussed the dependence of such characteristic energies on the magnetic field, the temperature, and the surface roughness parameter $W$.

We have also reported the results of numerical calculations of the transverse acoustic impedance and discussed its magnetic field dependence. We found bumpy behavior in the frequency as well as the temperature dependence of the acoustic impedance and discussed how this behavior is related to the surface density of states.
It is a future problem how to detect the “Zeeman gap” $\Delta_Z$ experimentally. The low-temperature surface specific heat [17,18] will be reduced by the presence of $\Delta_Z$. Recently, using microelectromechanical system (MEMS) devices in $^3$He-B, Zheng et al. [43,44] reported an anomalous damping thought to be caused by the surface bound states. It is of great interest how the damping is influenced by a magnetic field. Experiments of magnon BEC relaxation [45] are expected to give useful information on the surface bound states.

In this paper, we considered only the magnetic field perpendicular to the surface. The effect by the magnetic field parallel to the surface is an interesting problem. A quasi-classical theory of the system with magnetic field parallel to the surface has not been fully developed. This will be discussed in a forthcoming paper.
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Appendix A: $\hat{G}_s$ for Constant Order Parameter

In this appendix, we show the explicit form of $\hat{G}_s$ at the surface when the order parameter $\Delta_\parallel, \Delta_\perp$ are constant. Substituting Eq. (25) into Eq. (53), we find $\hat{G}_s$:

$$\hat{G}_{s11} = -\hat{G}_{s44} = \frac{i}{2} \left( \frac{E_+ \left( 1 - \epsilon / \sqrt{\epsilon^2 - \Delta_t^2} \right)}{h - \sqrt{\epsilon^2 - \Delta_t^2}} + \frac{E_- \left( 1 + \epsilon / \sqrt{\epsilon^2 - \Delta_t^2} \right)}{h + \sqrt{\epsilon^2 - \Delta_t^2}} \right)$$

(A1)

$$\hat{G}_{s22} = -\hat{G}_{s33} = \frac{-i}{2} \left( \frac{E_+ \left( 1 + \epsilon / \sqrt{\epsilon^2 - \Delta_t^2} \right)}{h - \sqrt{\epsilon^2 - \Delta_t^2}} + \frac{E_- \left( 1 - \epsilon / \sqrt{\epsilon^2 - \Delta_t^2} \right)}{h + \sqrt{\epsilon^2 - \Delta_t^2}} \right)$$

(A2)

$$\hat{G}_{s12} = \hat{G}_{s21} = -\hat{G}_{s34} = -\hat{G}_{s43} = -\frac{\Delta_t \Delta_\ell}{\epsilon^2 - (h^2 + \Delta_t^2)}$$

(A3)

$$\hat{G}_{s13} = \hat{G}_{s31} = \hat{G}_{s24} = \hat{G}_{s42} = \frac{\Delta_\ell}{2} \left( \frac{E_+ / \sqrt{\epsilon^2 - \Delta_t^2}}{h - \sqrt{\epsilon^2 - \Delta_t^2}} - \frac{E_- / \sqrt{\epsilon^2 - \Delta_t^2}}{h + \sqrt{\epsilon^2 - \Delta_t^2}} \right)$$

(A4)

$$\hat{G}_{s14} = \hat{G}_{s41} = \frac{\Delta_\ell (h - \epsilon)}{\epsilon^2 - (h^2 + \Delta_t^2)}$$

(A5)

$$\hat{G}_{s23} = \hat{G}_{s32} = -\frac{\Delta_\ell (h + \epsilon)}{\epsilon^2 - (h^2 + \Delta_t^2)}$$

(A6)

where $E_\pm$ is given by Eq. (29). It is obvious that $\hat{G}_s$ satisfies Eq. (33)

$$\rho_2 \sigma_1 \hat{G}_s \sigma_1 \rho_2 = -\hat{G}_s$$

(A7)
and also $\hat{G}_s$ is a symmetric matrix

$$\hat{G}_s = \hat{G}_s^\dagger.$$ \hfill (A8)

### Appendix B: Riccati Representation of Quasi-Classical Green Function

In this appendix, we consider the Riccati representation [14,25,31,32] of the quasi-classical Green function $\hat{G}_\alpha$ and the rough surface boundary condition.

Here we consider $\hat{G}_\alpha$ for $\phi = \pi/2$ ($K_x = 0$) as in Sect. 3. The quasi-classical Green’s function $\hat{G}_{+}$ in the present geometry can be parametrized in terms of $2 \times 2$ spin space matrices $D_+$ and $F_+$ as [32]

$$\hat{G}_+(K, z, \epsilon) = i \left( \frac{1}{iD_+} - iF_+ \right) \left( \frac{1}{1} - 1 \right) \left( \frac{1}{iD_+} - iF_+ \right)^{-1}. \hfill (B1)$$

From the relation $\hat{G}_-(z) = -\rho_2 \sigma_1 \hat{G}_+(z) \sigma_1 \rho_2$ of Eq. (32), we find

$$\hat{G}_-(K, z, \epsilon) = i \left( \frac{1}{i \sigma_1 F_+ \sigma_1} - i \sigma_1 D_+ \sigma_1 \right) \left( \frac{1}{1} - 1 \right) \left( \frac{1}{i \sigma_1 F_+ \sigma_1} - i \sigma_1 D_+ \sigma_1 \right)^{-1}. \hfill (B2)$$

The matrices $D_+$ and $F_+$ obey the following Riccati-type differential equations

$$-i v_F \cos \theta \partial_z D_+(z) = \left( 1 iD_+(z) \right) \rho_2 \mathcal{E}_+ \left( \frac{1}{iD_+(z)} \right) \hfill (B3)$$

$$i v_F \cos \theta \partial_z F_+(z) = \left( F_+(z) i \right) \rho_2 \mathcal{E}_+ \left( \frac{F_+(z)}{i} \right), \hfill (B4)$$

where $\mathcal{E}_\alpha$ is given by Eq. (22)

$$\mathcal{E}_\alpha = \begin{pmatrix} \epsilon + \hbar \sigma_3 & \Delta_\alpha \\ \Delta_{-\alpha} & -\epsilon + \hbar \sigma_3 \end{pmatrix}. \hfill (B5)$$

When $\text{Im} \ \epsilon > 0$, one should solve the Riccati equation for $D_+$ in the direction from $z = \infty$ to $z = 0$ and for $F_+$ in the opposite direction to have stable solutions. The boundary condition for $D_+$ is given at $z = \infty$ by

$$iD_+(\infty) = (\hat{G}_+)_{21} \frac{1}{(\hat{G}_+)_{11} + i} = \frac{i}{\alpha_+ \beta_- - \alpha_- \beta_+} \begin{pmatrix} \beta_- - \beta_+ & \alpha_+ - \alpha_- \\ (\alpha_+ - \alpha_-) \beta_+ \beta_- & \beta_- - \beta_+ \end{pmatrix}. \hfill (B6)$$
where $\hat{G}^{(0)}$ is the bulk Green’s function given by Eq. (25) and
\[
\alpha_\pm = \frac{\epsilon \pm \sqrt{\epsilon^2 - \Delta_t^2}}{\Delta_t}, \quad \beta_\pm = i\frac{\tilde{h} \pm \sqrt{\epsilon^2 - \Delta_t^2} - E_\pm}{\Delta_t}.
\]
From Eqs. (B3) and (B6), we find that
\[
\sigma_1 D_+(z) \sigma_1 = i D_+(z).
\]

The boundary condition for $\mathcal{F}_+$ should be given at $z = 0$. According to the random S-matrix model [14,25,26] for the rough surface, $\hat{G}_+$ and $\hat{G}_-$ satisfy at the surface
\[
\hat{G}_-(0) = T \hat{G}_+(0) T^{-1}, \quad T = \frac{1 - i \Sigma}{1 + i \Sigma}.
\]
where $\Sigma$ is the surface self energy given by Eq. (42). It follows from Eqs. (B1), (B2) and (B8) that at $z = 0$
\[
\left(\begin{array}{c}
1 \\
i \sigma_1 \mathcal{F}_+ \sigma_1 \\
i \sigma_1 D_+ \sigma_1 \\
1
\end{array}\right) = T \left(\begin{array}{c}
1 \\
i \mathcal{F}_+ \\
i D_+ \\
1
\end{array}\right) \left(\begin{array}{c}
A \\
B
\end{array}\right),
\]
where $A, B$ are constant matrices. The second column reads
\[
-i t D_+ = (T_{11} (-i \mathcal{F}_+) + T_{12}) B
\]
\[
1 = (T_{21} (-i \mathcal{F}_+) + T_{22}) B
\]
from which we obtain
\[
i \mathcal{F}_+(0) = \frac{1}{T_{11} + i t D_+(0) T_{21}} (T_{12} + i t D_+(0) T_{22})
\]
From the first column, we can obtain an equivalent result by using Eq. (B7) and noting from Eqs. (33) and (42) that the surface self energy $\Sigma$ can be parametrized in a form
\[
\Sigma = \left(\begin{array}{cccc}
s_{11} & 0 & 0 & s_{14} \\
0 & s_{22} & s_{23} & 0 \\
0 & s_{23} & -s_{22} & 0 \\
s_{14} & 0 & 0 & -s_{11}
\end{array}\right).
\]
We can also show that
\[
i \mathcal{F}_+(z) = \sigma_1 \mathcal{F}_+(z) \sigma_1.
\]
Finally, $\hat{G}_s$ for the specular surface is given by
\[
\hat{G}_s(K, 0, \epsilon) = i \left( \frac{1}{i D_+(0)} \begin{array}{c}
i \mathcal{F}_+(0) \\
1
\end{array} \right) \left(\begin{array}{c}
1 \\
-1
\end{array}\right) \left(\begin{array}{c}
1 \\
i D_+(0) \end{array}\right)^{-1}.
\]
Appendix C: Transverse Acoustic Impedance

We consider the rough wall oscillating in $x$-direction like $R(t) = Re^{-i\Omega t}$. The acoustic impedance $Z$ is defined by a ratio of the stress tensor $\Pi_{xz}$ of the liquid at the wall to the velocity $\dot{R}$ of the wall

$$Z = \frac{\Pi_{xz}}{\dot{R}(t)} \quad (C1)$$

To discuss the time-dependent problem, we use the Keldysh quasi-classical Green’s function

$$\hat{G}_\alpha(K, z, t, t') = \begin{pmatrix} \hat{G}_\alpha^K(K, z, t, t') & \hat{G}_\alpha^A(K, z, t, t') \\ \hat{G}_\alpha^A(K, z, t, t') & \hat{G}_\alpha^K(K, z, t, t') \end{pmatrix} \quad (C2)$$

We can apply the random S-matrix model for the rough surface to the Keldysh Green function in the same manner as to the equilibrium Green function [5,13]. To calculate the stress tensor $\Pi_{xz}$, we treat the wall displacement $R(t) = Re^{-i\Omega t}$ by perturbation theory. The stress tensor can be calculated from the Keldysh part of the equal time Green function

$$\Pi_{xz} = \frac{1}{4} \sum_{K,\alpha} \frac{1}{2v_K} \frac{1}{2} \text{Tr} \left[ K_x v_K \frac{i}{2} \delta \hat{G}^K_{aa}(K, 0, t, t) \right] , \quad (C3)$$

where $v_K = v_F \cos \theta_K$ is the $z$ component of the Fermi velocity. Following the prescription developed in Ref. [13], we obtain

$$\Pi_{xz} = \frac{1}{4} \sum_K \int \frac{d\epsilon}{2\pi} \text{Tr} \left[ \hat{G}(\epsilon_+)\delta \hat{\Sigma}(\epsilon_+, \epsilon_-)\hat{G}(\epsilon_-)\hat{G}_s(\epsilon_-) \right. 
+ \left. \hat{G}_s(\epsilon_+)\hat{G}(\epsilon_+)(\epsilon_+)\hat{\Sigma}(\epsilon_+, \epsilon_-)\hat{G}(\epsilon_-)\right]_K , \quad (C4)$$

where $\epsilon_\pm = \epsilon \pm \Omega/2$, $\hat{G}(\epsilon)$, $\hat{G}_s(\epsilon)$ are the Fourier transform of the Keldysh Green functions $\hat{G}(t-t')$, $\hat{G}_s(t-t')$ in the equilibrium state and

$$\delta \hat{\Sigma}(\epsilon, \epsilon') = 2\pi \delta(\epsilon - \epsilon' - \Omega) \left( \delta \hat{\Sigma}^D + \delta \hat{\Sigma}^{OD} \right) , \quad (C5)$$

$$\delta \hat{\Sigma}^D = -i K_x R \left( \hat{\Sigma}^{ee'} - \hat{\Sigma}(\epsilon') \right) , \quad (C6)$$

$$\delta \hat{\Sigma}^{OD} = 2i W Q_x R \hat{G}(\epsilon) \left( \hat{G}_s(\epsilon') - \hat{G}_s(\epsilon) \right) \hat{G}(\epsilon') Q + 2W Q_x R \hat{G}(\epsilon) \hat{G}_s(\epsilon') Q . \quad (C7)$$

The superscript $D$ (OD) means that the contribution to the impedance comes out through the coupling with the diagonal (off-diagonal) element of $\hat{G}$ in particle–hole space.
Introducing a unitary matrix

\[ \hat{\gamma} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \]  

(C8)

we can transform \( \hat{G}_s, \Sigma \) and \( G \) into the form

\[ \Sigma = \hat{\gamma}^\dagger \begin{pmatrix} s_1 & 0 \\ 0 & -s_2 \end{pmatrix} \hat{\gamma}, \quad \hat{G}_s = \hat{\gamma}^\dagger \begin{pmatrix} g_1 & g_o e^{-i\phi'} \\ g_o e^{i\phi'} & -g_2 \end{pmatrix} \hat{\gamma} \]  

\[ G = \left[ \hat{G}_s^{-1} - \Sigma \right]^{-1} = \hat{\gamma}^\dagger \begin{pmatrix} g_1 & g_o e^{-i\phi'} \\ g_o e^{i\phi'} & -g_2 \end{pmatrix} \hat{\gamma} \]  

(C9)  

(C10)

where \( \phi' = \phi_K - \pi/2 \). This can be shown from the properties of \( \hat{G}_s \) given by Eqs. (20) and (32) and also from Eq. (B13) for \( \Sigma \). Substituting them into Eq. (C4), we can analytically perform the \( \phi_K \) average. We finally obtain the expression for the transverse acoustic impedance.

\[ Z/Z_N = \int_{-\infty}^{\infty} d\epsilon \frac{1}{2} \left[ F^R(\epsilon_+, \epsilon_-)h_- - F^A(\epsilon_+, \epsilon_-)h_+ + F^a(\epsilon_+, \epsilon_-) (h_+ - h_-) \right] \]  

(C11)

where \( Z_N \) is the normal state impedance and \( h_\pm = \tanh(\beta\epsilon_\pm/2) \). The retarded, advanced and anomalous functions \( F^{R,A,a} \) are given by

\[ F^R = F(\epsilon_+ + i0, \epsilon_- + i0), \quad F^A = F(\epsilon_+ - i0, \epsilon_- - i0), \quad F^a = F(\epsilon_+ + i0, \epsilon_- - i0). \]  

(C12)

The explicit form of \( F \) is given as follows.

\[ F(\epsilon_+, \epsilon_-) = F^D(\epsilon_+, \epsilon_-) + F^{OD}(\epsilon_+, \epsilon_-) \]  

(C13)

\[ F^D = \left( \sin^2 \theta \frac{1}{4} \text{Tr} \left[ (s_1' - s_1)a_1 + (s_2' - s_2)a_2 \right] \right) \theta \]  

(C14)

\[ F^{OD} = \left( \sin \theta \frac{1}{4} \text{Tr} \left[ \zeta b_1 - \bar{\eta} b_2 \right] \right) \theta \]  

(C15)

\[ a_1 = g_o(g'_1 - g_1) + g_o(g'_o - g_o) + g_o(g'_o - g_o)G'_o - g_o(g'_2 - g_2)G'_o \]  

(C16)

\[ a_2 = g_2(g'_2 - g_2) + g_2(g'_o - g_o) + g_2(g'_o - g_o)G'_2 - g_o(g'_1 - g_1)G'_o \]  

(C17)

\[ b_1 = g_1(g'_1 - g_1) + g_o(g'_o - g_o) + g_1(g'_2 - g_o)G'_1 - g_2(g'_o - g_o)G'_o \]  

(C18)

\[ b_2 = g_o(g'_1 - g_1) + g_o(g'_o - g_o) + g_2(g'_2 - g_o)G'_2 + g_2(g'_2 - g_2)G'_o \]  

(C19)
Here $s$, $g$, $G$ with prime are functions of $\epsilon_-$ while $s$, $g$, $G$ without prime are functions of $\epsilon_+$. Corresponding to Eq. (C7) for $\delta \hat{\Sigma}^{OD}$, we should solve the following equations for $\bar{\zeta}$ and $\bar{\eta}$

$$\bar{\zeta} = -2W \langle G_1 \bar{\zeta} G_2 \rangle_\theta - W \langle \sin \theta \ b_1 \rangle_\theta$$

$$\bar{\eta} = -2W \langle G_2 \bar{\eta} G_1 \rangle_\theta + W \langle \sin \theta \ b_2 \rangle_\theta,$$

where

$$\langle \cdots \rangle_\theta = 2 \int_0^{\pi/2} \sin \theta \cos \theta \cdots .$$
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