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Abstract This letter proposes a fast simplified successive-cancellation (FSSC) polar decoder architecture, supporting any code rate. With the parameter \(M\), which is the maximum limit length of a special polar node, the authors present a novel scheme for online identification of special node in a polar code. In addition, under the parameter \(M\), the proposed decoder has a well-optimized architecture to reduce area, power and energy consumption, that due to require less internal memory using cross-layer calculation and less hardware resources for special node without pipeline technology. Synthesis and post-layout simulate results, based in TSMC 65nm CMOS technology, show that the consumption of hardware resources is reduced by 25%. The architecture and circuit techniques reduce the power to 54.9mW for an energy efficiency of 77.22 pJ/b.
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1. Introduction

Polar codes have drew signification attention due to the fact that they have low complexity successive-cancellation (SC) decoding algorithm and achieve the capacity of binary input memory-less symmetric-channels (BMC) [1]. However, the serial nature of SC tends to high latency and low throughput when implemented on hardware [2, 3, 4, 5]. In order to address this issue, simplified SC (SSC), Fast-SSC, SSC with maximum-likelihood decoding (ML-SSC) and belief propagation (BP) algorithm were proposed in [6, 7, 8, 9, 10, 11, 12, 13, 14]. To improve the error-correction performance of polar codes with the short and moderate code length, SC-list (SCL), Cyclic redundancy check aided successive cancellation list (CA-SCL) and BP-list (BPL) were proposed to improve the error-correction performance shown in [15, 16, 17, 18, 19, 20, 21, 22, 23].

In order to reduce the number of nodes traversing the polar decoding tree, [7, 8] proposed four special nodes to improve the throughput, collectively referred to as Fast-SSC decoder. The hardware of Fast-SSC decoder rely on the identification of type and length of special nodes in a polar code. Therefore, the identification of special nodes is processed off-line by defining a specific instruction set and the instructions are stored in a specific memory [8, 24]. The instruction dependent on the rate of polar code and when the rate changes, the instructions has to be regenerated. Although [25, 26] realize online calculation of flexible code rate, but it requires complex combinatorial logic and flexible memory design for various node lengths. In addition, when the length of special node is large, the circuit has a large hardware implementation complexity using pipeline technology for single parity check (SPC) and repeat (Rep) nodes [8, 27]. In [28], Fast-SSC decoder reduced memory by storing the node variables related to the lower stages of the decoding tree into a single memory word. In [24], the decoder reduced memory of partial sum bits and input memory by removing the input buffer. Although [28] and [24] reduce the memory of decoder, the memory can still be optimized.

This letter proposes a new polar decoder called M-fast-SSC with a limit parameter \(M\) which is the maximum limit length of special node. Under the parameter \(M\), a new scheme for the on-line identification of special polar nodes is presented. In the SC-based polar decoding, the delay of process element (PE) operation is small, and there is only one subtractor and three multiple selectors. Based on this fact, cross-layer calculation strategy is presented to reduce the internal memory of the decoder. Overall M-Fast-SSC polar decoder has been implemented and synthesized in TSMC 65nm CMOS technology-node. The proposed decoder provides a decoding throughput of 1.53 Gbps at 400MHz with the worst-case 1.08 volts and 125°C. The results show that the proposed M-fast-SSC decoder architecture is 25% more energy-efficient and 10% more area efficiency, Compared with the Fast-SSC decoder as shown in [24].

The remainder of the letter is organized as follows. Section 2 briefly reviews the principle of the polar codes. Section 3 proposes on-line identification and cross-layer calculation architectures. Section 4 shows the design architecture and decoding merging strategy of the entire decoder. Section 5 introduces the implementation and comparison of decoders. Finally, Section 6 concludes the letter.

2. Review of polar codes

For a polar code \(PC(N, K)\), the channel is split into \(N\) channels, and the \(K\) channels with the highest reliability are selected to transmit information bits represented by set \(\mathcal{I}\), and \((N-K)\) channels are used to transmit frozen bits represented...
by set \( \mathcal{C} \), usually to zero. Let \( u_{0:N-1} = \{x_0, x_1, \ldots, x_{N-1}\} \) and \( u_{0:N-1} = \{u_0, u_1, \ldots, u_{N-1}\} \) denote the encoded and input vectors respectively, and polar codes are encoded using matrix multiplication \( x_{0:N-1} = u_{0:N-1} G_{n \times n} \), where the \( G_{n \times n} \) is generator matrix calculated by the \( n \)th Kronecker power of the matrix \( F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \).

Let \( y \) denote the received noisy-codeword vectors corresponding to transmitted polar-encoded bits \( x_{0:N-1} \) and SC decoding estimates bits sequentially, starting from \( \hat{u}_0 \). The estimated value of \( \hat{u}_i \) depends on the vector \( y \) and previously decoded bits \( \hat{u}_{0:i-1} \). If \( i \in \mathcal{C} \text{ or } P_{\text{pry-noisy}}(\hat{u}_{0:i-1}|u_{0:N-1}) < 1 \), \( \hat{u}_i = 0 \). Otherwise, \( \hat{u}_i = 1 \). An illustration of the SC decoder is shown in Fig. 1 for \( PC(16,8) \), modified from [24]. The number of layers for the decoding tree is represented by the variable \( S \) from bottom to top, numbered from 0 to \( n \). For a parent node \( v \) that contains LLR values \( a_{0:2^S-1} = \{a_0', a_1', \ldots, a_{2^S-1}'\} \), the LLR values, which pass to left child nodes \( a_{0:2^S-1} = \{a_0', a_1', \ldots, a_{2^S-1}'\} \), are called \( F \) function as Eq. (1). The LLR values, that passed to right child nodes \( a_{0:2^S-1} = \{a_0', a_1', \ldots, a_{2^S-1}'\} \), is called \( G \) function calculated by Eq. (2). The partial sums \( \beta' \) for a parent node \( v \) are calculated as Eq. (3) with the left child node \( \beta' = \{\beta_0', \beta_1', \ldots, \beta_{2^S-1}'\} \) and the right child node \( \beta'' = \{\beta_0'', \beta_1'', \ldots, \beta_{2^S-1}''\} \).

\[
\begin{align*}
\alpha_i' & = \text{sgn}(a_i')\text{sgn}(a_{i+2^S-1}')\min(|a_i'|, |a_{i+2^S-1}'|), \\
\alpha_i'' & = a_{i+2^S-1}' + (1 - 2\beta_i')\alpha_i', \\
\beta_i' & = \begin{cases} 
\beta_i'' & \text{if } i \leq 2^S-1, \\
\beta_{i-2^S} & \text{otherwise},
\end{cases}
\end{align*}
\]

In the decoding tree shown in Fig. 2, Fast-SSC can reduce the number of traversed nodes of the decoding tree by using four special nodes. SSC algorithm proposed \( Rate-0 \) and \( Rate-1 \) nodes whose leaf nodes are all frozen bits or all information bits shown in [7]. For a parent node of \( Rate-0 \) or \( Rate-1 \), the decoding tree do not have to traverse its child nodes, and the nodes can be calculated at the parent node where partial sum bits are all zeros for \( Rate-0 \) node or can be made using hard decisions for \( Rate-1 \) nodes. Besides, single-parity check (SPC) and repetition (Rep) were proposed in [8]. A Rep node contains a single information bit and all other bits are frozen. Then, the decision is made by adding the LLR values together and extracting the sign bit of the result. The partial sum bits for \( Rep \) node are the same as the sign bit. For a parent node of SPC, The partial sum bits are obtained by using hard decisions on \( a_{0:2^S-1} \). Consequently, the parity check for the partial sum bits must be zero. If the parity constraint is satisfied, the decoding of the SPC node is assumed successful. If the parity is not satisfied, it means that there is at least one error. To satisfy the parity check constraint, the bit with the least reliable \( a_i' \) is found and flipped.

3. Proposed on-line identification and cross-layer calculation architectures

3.1 Limiting the length of special nodes
A polar code \( PC(N,K) \) where \( N, K \) are the length of code and information bits respectively, contains one or more types of special nodes among \( Rate-0 \), \( Rate-1 \), (SPC), and (Rep) nodes showed in [7, 8]. In hardware implementation, the variety of special nodes length and type significantly increase complexity of circuit on control and multiple selection logic. Especially for large-length special nodes, like SPC and Rep nodes require complex circuit design using pipeline technology, presented in [8, 27].

This letter proposes a new polar decoder called M-fast-SSC decoder with a limit parameter \( M = 2^S \) and \( q = 3 \) for (a) \( Rate-0 \), (b) \( Rate-1 \), (c) SPC, (d) Rep nodes.
power of two. Therefore, we define limit parameter \( M = 2^q \), as \( q \geq 2 \). Under the parameter \( M \), a special node with length \( L = 2^p \), as \( p > q \), can be divided into \((2^{p-q})\) special nodes of length \( M \), where the special nodes all belong to the set of \{rate-0, rate-1, SPC, Rep\}. The division method of these four special nodes is shown in Fig. 3. Rate-0 and Rate-1 nodes with length of \( L = 2^p \), as \( p > q \), can be divided into \((2^{p-q})\) Rate-0 and Rate-1 nodes with length of \( M \), respectively. A SPC node with length of \( L = 2^p \), as \( p > q \), can be divided into a SPC node and \((2^{p-q} - 1)\) Rate-1 nodes with length of \( M \). A Rep node with length of \( L = 2^p \), as \( p > q \), can be divided into \((2^{p-q} - 1)\) Rate-0 nodes and a Rep node with length of \( M \).

### 3.2 Identification of special nodes under parameter \( M \)

For a polar code \( PC(N, K) \), we define a corresponding frozen-bits pattern with a bit vector of length \( N \), like \( \text{FP} = [000101...11111] \), where ‘0’ and ‘1’ indicate the position of frozen-bits and information-bits, respectively. The four special nodes mentioned above in a polar code can be uniquely represented by frozen-bits pattern. For instance, rate-0, rate-1, SPC and Rep nodes with length of four can be indicated by \([0000], [1111], [0111], [0001]\), respectively.

The frozen-bits pattern with length of \( M \) indicates the type and length of a special node, but it is not always a special node with a length of \( M \), and there may be special nodes with a length less than \( M \) in the frozen-bits pattern. Therefore, we try to search for the special node with largest length under the limit parameter \( M \). Let \( \{ R_{0:3,y} \} \) denote the set that contains four frozen-bits patterns of Rate-0, Rate-1, SPC, Rep nodes with length of \( y \). The proposed scheme first searches and judges whether the bit vector of \( \text{FP}_{0:M-1} \) is the frozen-bits pattern of current node with length \( M \), belongs to the set \( \{ R_{0:3,y} \} \). If \( \text{FP}_{0:M-1} \) belongs to \( \{ R_{0:3,M} \} \), the current node is successfully identified as a special node, if not, then recursively search and determine whether the \( \text{FP}_{0:M/2-1} \) and \( \text{FP}_{M/2:M-1} \), these are obtained by dividing the original vector \( \text{FP}_{0:M-1} \) into two left and right vectors with length \( M/2 \), belong to the set \( \{ R_{0:3,M/2} \} \). The above recursive search and judgment process is repeated until all the split nodes are judged to be special nodes or the node length is reduced to four. ML decoding is used to end the current node decoding.

### 3.3 Implementation of on-line identification

In the decoding under the special node limit length parameter \( M \), we propose a circuit implementation scheme based on a finite state machine (FSM). As described in section 3.2, the FSM circuit needs to search and identify the longest possible special node, and it simultaneously needs to be able to recursively search and identify special node until the node length reaches four. Therefore, the state for the special node with length of \( M \) is set the highest priority, the state for the special node with length of \( M/2 \) is set the next highest priority, and the state of ML is set the lowest priority. In the actual parallel identification of the circuit, the possible frozen-bit pattern can be identified as a special node of various lengths. At the time, FSM selects the state with highest priority to jump and identified. Fig. 4 depicts the logic jump diagram of the finite state machine for limit parameter \( M = 16 \). It should be noted that there is actually only one IDLE state, and the Fig. 4 is just to make the figure clearer. Table I shows the jump control logic of state diagram. S16 represents the identification state of a special node of length 16, and S8_0 and S8_1 represent the identification state of a special node of length 8 for left and right nodes, respectively. For the special node state definition with a node length of four, such as S4_0, S4_1, S4_2, S4_3, these are consistent with the above description.

In our design, we trade off hardware resources, decoding throughput and identification complexity, therefore, \( M = 32 \) is chosen as the limit parameter. The identification circuit based on FSM is implemented and synthesized on TSMC 65 nm CMOS technology using the general purpose (GP) standard cell library with the worst PVT values of 1.08 V and 125°C. The synthesis results show the area of the identification circuit is only 457 \( \mu \text{m}^2 \) and 565 \( \mu \text{m}^2 \) under the clock of 0.5 GHz and 1 GHz, respectively. In addition, the identification circuit is not a critical timing path in the design.

### 3.4 Cross-layer strategy based on memory rearrangement

In order to reduce hardware area, this paper proposed cross-layer calculation scheme to reduce the size of internal LLRs memory. Cross-layer calculation for LLRs requires multi-level serial (PEs) structure and memory rearrangement. The PE units use the low-latency architecture proposed in [5]. Fig. 5 shows the compression of four LLRs to one LLR by using three PE units across the one-layer calculation method. The critical path delay of PEs architecture is the sum of two subtractors and six 2-to-1 multiplexers. The calculation method decreases the size of internal LLRs memory, but
increase combinational logic delay with two PE units connected in series. Fig. 6 shows the internal memory structure that requires to be rearranged using across one-layer calculation scheme. This calculation scheme directly calculates from the 8th layer to the 6th layer, and does not need to store the value of the LLRs of the 7th layer.

In order to balance the delay between registers in the entire design under limit parameter $M$, the cross-layer calculation just adopts one-cross-layer scheme. In cross-layer calculation case, it is reasonable to choose $(32+16)$ PE units. Table II shows the comparison results between non-cross-layer calculation and cross-layer calculation scheme for size of internal memory with polar code length $N = 1024$. The results show that the area of internal memory for the cross-layer calculation scheme is 67% smaller than that of the non-cross-layer.

4. Design of overall decoder architecture

4.1 Architecture overview

In this letter, we implemented M-Fast-SSC polar-decoder using the proposed FSM identification architecture under the limit parameter $M = 32$, shown in Fig. 7, supporting $N = 1024$ bits with any code rate. The A-Router part is the $(32+16)$ PE units used to implement Eq. (1) and Eq. (2). The B-Router part is used to calculate the partial sum bits as Eq. (3). After the channel LLRs and the corresponding frozen bit pattern are loaded, the circuit starts to decode and estimated bits are stored in the output memory of code-words.

4.2 Architecture of processor

The process block manipulates the special nodes, such as $SPC$, $Rep$ and maximum likelihood decoding ($MLD$), that is similar to the literature [8, 27]. Although the implementation of special node computing processor is similar, the proposed process is implemented without pipeline technology and reduces the hardware complexity under the limited parameter $M = 32$. An adder tree composed of $M - 1$ adders with $\log_2 M$ levels of depth calculates the $Rep$ nodes with the maximum length of $M$. A compare-select (CS) tree composed of $M - 1$ comparators with $\log_2 M$ levels of depth finds the index of the least reliable bit for the $SPC$ nodes with the maximum length of $M$. Under the parameter $M = 32$, the calculation of the longest special node for $SPC$ and $Rep$ can be completed in one clock cycle.

4.3 Strategy for reducing the steps of decoding

For a polar code sequence, the frozen bits are always more concentrated at the beginning of decoding sequence. Therefore, the jumping head strategy is used to reduce the number of decoding cycles. For example, the decoding process can start from the first information bit with the index of 127 for a polar code $PC(1024, 512)$. In addition, merging schemes for $Rate-0$ and $Rate-1$ nodes can improve the throughput further. The calculation of LLRs, partial sum bits and processor for $Rate-0$ nodes can be skipped to reduce the number of decoding clock cycles as shown in Fig. 8. The partial sum bits can be directly calculated by bypassing the sign bit of the LLRs value for $Rate-1$ nodes as shown in Fig. 9.
Table III  Comparison of the polar decoder for $PC(1024, 512)$. 

| Algorithm | Encoding | Technology (nm) | Supply (V) | PE | Quantization ($Q_1, Q_c, Q_f$) | Power (mW) | Area (mm$^2$) | Frequency (MHz) | Power Density (mW/mm$^2$) | Latency (µs) | Coded T/P (Mbps) | Information T/P (Mbps) | Area Efficiency (Gps/mm$^2$) | Energy (pJ/impo.bit) |
|-----------|----------|----------------|------------|----|-------------------------------|-----------|--------------|---------------|------------------------|-------------|-----------------|-------------------|--------------------------|-------------------|
| Our work  | Fast-SSC | Non-systematic  | 65          | 32+16 | (6,5,1) | 54.90     | 0.31          | 400            | 177.10             | 0.72        | 1526            | 711               | 4,59                | 77.22              |
| [24]-2020 | Fast-SSC | Non-systematic  | 65          | 64  | (6,5,1) | 79.90     | 0.38          | --             | 210.26             | 0.66        | 1557            | 778               | 4.10                | 102.65             |
| [29]-2019 | Fast-SSC | systematic      | 65          | 64  | (6,5,1) | 189.09    | 0.64          | 430            | 295.45             | 0.46        | 2213            | 1107              | 3.46                | 169.89             |
| [30]-2018 | Fast-SSC | systematic      | 65          | 64  | (6,5,1) | 114.00    | 0.44          | 450            | 295.09             | 0.56        | 1829            | 915               | 4.16                | 124.69             |
| [28]-2017 | Fast-SSC | systematic      | 65          | 64  | (6,5,1) | 173.75    | 0.57          | 420            | 259.09             | 0.51        | 2000            | 1000              | 3.51                | 173.07             |
| [8]-2014  | Fast-SSC | systematic      | 65          | 64  | (6,5,1) | 160.78    | 0.60          | 450            | 304.82             | 0.60        | 1719            | 860               | 2.87                | 188.41             |

Fig. 9  The forward calculation strategy for Rate-1 nodes reduces the number of clock cycles.

5. Implementation results and comparison

The proposed polar decoders under the limit parameter $M = 32$ have been implemented in verilog code, and synthesized in Synopsys Design-Compiler tool using TSMC 65 nm CMOS technology node with the worst PVT values of 1.08V and 125℃. The netlist with 0.224 mm$^2$ area has been imported in IC Compiler tool for the physical design using ten metal-layer. The final chip layout of our decoders occupies 0.31 mm$^2$ of core area and the power of decoders is analyzed using Prime Time (PT) tool.

Table III shows the synthesis results for the proposed Fast-SSC decoder under the limit parameter $M$ against state-of-the-art Fast-SSC decoders, for $PC(1024, 512)$. All decoders have the same quantization scheme, voltage and technology process. As for the parallel calculation of PE, our decoder use (32+16) PE units for cross-layer calculation, but others all use 64 units. The proposed decoder has 31% less power and 18% less area compared to the decoders with next best values shown in [24]. This is mainly due to the reduction of internal memory using cross-layer calculation technology and less hardware resources for special node calculation without pipeline technology. In addition, smaller on-line recognition logic and fewer PE units also reduce the area of decoder. The proposed decoder has the highest area and energy efficiency, higher than [8, 24, 28, 29, 30]. Although the proposed scheme to limit the length of special nodes increases the number of clock cycles for decoding one frame of data, the skipping strategy and the merge operation reduce the clock cycles as described in Section 4.3. Therefore, the throughput has not significantly decreased compared with [24].

6. Conclusion

In this letter, a new energy-efficient non-systematic polar Fast-SSC decoder under the limit parameter $M$ is designed in 65nm CMOS technology. A novel scheme for on-line identification of special nodes is presented and implemented in hardware. With the proposed cross-layer calculation scheme, optimized internal memory of polar decoder is developed. Synthesis results show that the proposed architecture has significant advantages with respect to hardware reduction. Since the proposed cross-layer scheme is a general solution that optimizes internal memory, it can also be applied to any other type of SC-based polar decoders.
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