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ABSTRACT

High frame rates are desired in many fields of application. As in many cases the frame repetition rate of an already captured video has to be increased, frame rate up-conversion (FRUC) is of high interest. We conduct a motion compensated approach. From two neighboring frames, the motion is estimated and the neighboring pixels are shifted along the motion vector into the frame to be reconstructed. For displaying, these irregularly distributed mesh pixels have to be resampled onto regularly spaced grid positions. We use the model-based key point agnostic frequency-selective mesh-to-grid resampling (AFSMR) for this task and show that AFSMR works best for applications that contain irregular meshes with varying densities. AFSMR gains up to 3.2 dB in contrast to the already high performing frequency-selective mesh-to-grid resampling (FSMR). Additionally, AFSMR increases the runtime by a factor of 11 relative to FSMR.

Index Terms— FRUC, resampling, scattered data

1. INTRODUCTION

The generation of additional video frames is of high importance in many applications. In entertainment industry, the demand for additional video frames is high, e.g., for slow motion generation, for novel view synthesis, or in frame recovery in video streaming. Additionally, varying repetition rates of captured videos and replaying devices ask for frame rate up-conversion (FRUC) [1]. Furthermore, high frame rates are also desired in video surveillance and automotive applications. Hardware that can fulfill these needs is too expensive in many scenarios so that the additional frames have to be generated artificially.

There exist three categories of FRUC approaches: the recently developed approaches using deep learning, non-motion compensated, and motion compensated (MC). The recent approaches using deep learning mostly combine motion compensation and image interpolation into one framework [2, 3]. Non-motion compensated approaches like the projection of the temporally closest original frame can be used as fallback solutions [1]. Also numerous MC methods are proposed in literature, e.g., MC shifting, MC averaging [4]. Additionally, more sophisticated MC approaches are published [5, 6]. In these approaches, bidirectional motion estimation is used for motion compensation. On the decoder side of transmission, some scenarios demand for unidirectional motion estimation and consequently, motion compensation. Furthermore, motion field estimators based on neural networks like [7] estimate the flow just in one direction as well. Hence, using unidirectional motion compensation is the most general approach of synthesizing additional video frames and increasing the frame rate. As in these cases the number of pixels that can be used for interpolation is only half the number of pixels than for bidirectional motion estimation cases, it is crucial to use the best interpolation technique available. Thus, we propose to use Key Point Agnostic Frequency-Selective Mesh-to-Grid Resampling (AFSMR) to solve the resampling problem. AFSMR already showed high performance for affine transforms [8]. Now, we demonstrate the performance of AFSMR for meshes with varying densities as they result from MC.

Our framework for FRUC using unidirectional motion compensation is further described in the next section. In Section 3 our AFSMR algorithm is explained in further detail for the application of FRUC. Subsequently, the simulation results are shown and discussed in Section 4. Section 5 concludes this paper.
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2. OUR APPROACH TO FRUC

In frame rate up-conversion, the current view in frame $F$ should be generated. We use a motion compensated approach that uses unidirectional motion estimation. Therefore, we take the two neighboring frames $F_{(c-1)}$ and $F_{(c+1)}$ into account. For the previous frame, we define the matrices $M_{(c-1)}$, $N_{(c-1)}$, and $V_{(c-1)}$ containing the horizontal coordinates, vertical coordinates, and color values, respectively. This triplet forms the set of points in $F_{(c-1)}$, thus

$$F_{(c-1)} = \{(M_{(c-1)}, N_{(c-1)}, V_{(c-1)})\}. \tag{1}$$

Analogously, we conduct the same approach for the posterior frame $F_{(c+1)}$, so that the set of points for the posterior frame is given to

$$F_{(c+1)} = \{(M_{(c+1)}, N_{(c+1)}, V_{(c+1)})\}. \tag{2}$$

In this paper, we use the most general approach for motion estimation and thus, apply unidirectional motion estimation in forward direction. Our framework is visualized in Figure 1. Hence, we estimate the motion in forward direction from frame $F_{(c-1)}$ to $F_{(c+1)}$. Therefore, we define the set of motion vectors

$$O_{(c-1\rightarrow c+1)} = \{\Delta M_{(c-1\rightarrow c+1)}, \Delta N_{(c-1\rightarrow c+1)}\}, \tag{3}$$

where $\Delta M_{(c-1\rightarrow c+1)}$ gives the displacement in horizontal direction and $\Delta N_{(c-1\rightarrow c+1)}$ in vertical direction for every pixel of $F_{(c-1)}$. To compensate for the forward motion in $F_{(c-1)}$, we get

$$M_{MC_{(c-1)}} = M_{(c-1)} + \frac{1}{2} \Delta M_{(c-1\rightarrow c+1)}, \tag{4}$$

$$N_{MC_{(c-1)}} = N_{(c-1)} + \frac{1}{2} \Delta N_{(c-1\rightarrow c+1)}. \tag{5}$$

Hence, the motion compensated point set results in

$$F_{MC_{(c-1)}} = \{(M_{MC_{(c-1)}}, N_{MC_{(c-1)}}, V_{(c-1)})\}. \tag{6}$$

This point set is then equivalent to the point set in the current view $F_{(c)}$, thus

$$F_{(c)} = F_{MC_{(c-1)}}. \tag{7}$$

Due to the motion compensation, these points are distributed arbitrarily with varying density on non-integer positions within the frame. We will refer to these points as mesh in the following. The problem arises that the mesh points cannot be displayed on a digital screen nor can they be stored efficiently. Hence, a resampling process has to be conducted that resamples the mesh points onto regular integer positions which we refer to as grid positions in the following.

3. INTERPOLATION

The resampling process can be conducted using common interpolation techniques like e.g. linear or cubic interpolation. As these techniques do not promise best results, we use Key

Point Agnostic Frequency-Selective Mesh-to-Grid Resampling (AFMSR) which shows large improvements in terms of quality compared to common interpolation techniques for several kinds of affine transforms [8]. For affine transforms, the density of the mesh points is distributed uniformly, whereas for motion compensated applications, the mesh points are not distributed uniformly but with varying density within a frame. We will evaluate the effect of this in the following.

3.1. AFMSR

AFMSR is a high-quality reconstruction technique. It assumes a set of horizontal and vertical coordinates at arbitrary non-integer positions with according color value, i.e., $F_{(c)}$. These points are resampled onto regularly spaced integer grid positions $G$. The point sets are further demonstrated in Figure 2. AFMSR exploits the assumption that an image can be locally represented as weighted superpositions of two-dimensional basis functions $\varphi_{(k,l)}$. Hence, the image is partitioned into blocks with surrounding support area so that it holds in total $M \times N$ pixels. The image signal within this reconstruction area $A$ is defined as

$$f[m, n] = \sum_{(k,l) \in K} c_{(k,l)} \varphi_{(k,l)}[m, n], \tag{8}$$

with expansion coefficients $c_{(k,l)}$, the set of available basis functions $K$ and pixel coordinates $(m, n) \in A$. As we use real-valued two-dimensional DCT basis functions, the expansion coefficients can be seen as transform coefficients.

The model is generated iteratively within the reconstruction area $A$. We initialize the model $g^{(0)}$ to zero, i.e. $g^{(0)}[m, n] = 0$. In the $\nu$-th iteration, the model is given as

$$g^{(\nu)}[m, n] = g^{(\nu-1)}[m, n] + \hat{c}_{(u,v)} \varphi_{(u,v)}[m, n], \tag{9}$$

where $\varphi_{(u,v)}[m, n]$ denotes the selected basis function in iteration $\nu$ and $\hat{c}_{(u,v)}$ the corresponding estimated expansion coefficient. In order to find the best fitting basis function, the residual $r^{(\nu)}$ is determined first

$$r^{(\nu)} = f[m, n] - g^{(\nu)}[m, n]. \tag{10}$$
Given the residual, we can determine the residual energy

\[ E^{(\nu)} = \sum_{(m,n) \in A} w[m,n] \left(f^{(\nu)}[m,n]\right)^2, \]

(11)

which includes the spatial weighting function \(w[m,n]\). The task for the model generation process is to minimize the residual energy function as good as possible. The included spatial weighting function pays more attention to the points in the center of the reconstruction area than towards the border regions. Therefore, it is designed as an isotropically decaying window function

\[ w[m,n] = \rho \sqrt{(m-\frac{N-1}{2})^2 + (n-\frac{N-1}{2})^2}. \]

(12)

Now, the expansion coefficient \(c^{(\nu)}_{k,l}\) can be determined for all frequencies \((k, l)\). Therefore, we follow [9] and set the derivative of \(E^{(\nu)}\) with respect to \(c^{(\nu)}\) to zero and get

\[ c^{(\nu)}_{k,l} = \frac{\sum_{(m,n) \in A} f^{(\nu-1)}[m,n] \phi_{k,l}[m,n] w[m,n]}{\sum_{(m,n) \in A} w[m,n] \left(\phi_{k,l}[m,n]\right)^2}. \]

(13)

At the end of an iteration, the frequency indexes of the best fitting basis function are selected according to

\[ (u, v) = \arg\max_{(k,l)} \left(\Delta E^{(\nu)}_{k,l} w_f(k,l)\right), \]

(14)

where \(w_f(k,l)\) is the spectral weighting function. Supplemental high frequencies in the model lead to undesired artifacts like ringing and noise because natural images mainly contain low frequencies [10]. Nevertheless, if high frequencies are dominant they still have to be included in the model generation in order to reconstruct fine structures. Therefore, the spectral weighting function is expressed as

\[ w_f(k,l) = \sigma \sqrt{k^2 + l^2}, \]

(15)

where \(\sigma \in [0, 1]\) parametrizes the decay and \(k, l\) denote the horizontal and vertical frequency indexes, respectively. The isotropic window function decays with increasing frequency index. Thus, it favors low frequencies more than high ones but they are still allowed to be included in the model to reconstruct fine structures. After the best fitting basis function is selected, the model generation process continues with the next iteration \(\nu + 1\). This process is repeated until a stopping criterion like e.g. a maximum number of iterations is met. In the end, the result on the grid positions still has to be obtained. Therefore, the model offers the estimated coefficients \(\hat{c}_{k,l}\) for all possible basis functions. These coefficients are inserted into (8). The image signal on the grid positions \(\mathcal{G}\) is then obtained by

\[ f[m,n] = \sum_{(k,l) \in \mathcal{K}} \hat{c}_{k,l} \phi_{k,l}[m,n], \quad \forall (m, n) \in \mathcal{G}. \]

(16)

Finally, the image signal \(f[m,n]\) on the grid is taken while omitting the original mesh points.

### 4. Evaluation

We evaluate our proposed framework for the sequences of ClassD of the HEVC test set. For motion estimation, we use on the one hand the optical flow by Farneback [11] and on the other hand one of the currently best performing motion field estimators on the Sintel data set [12] which is neural network based and called ‘RAFT’ [7]. We evaluated the results for the luma channel in terms of quality using the average PSNR and SSIM for every second frame out of the first 100 of the respective sequence. Additionally, we show run times of the different interpolation techniques.

#### 4.1. Quality

The evaluation results in terms of PSNR are given in Table 1 and in terms of SSIM in Table 2. The results are shown for the four sequences of ClassD, namely BasketballPass, BlowingBubbles, BQSquare (BQ\(\blacksquare\)), and RaceHorses (Horses). For interpolation, the commonly used linear (LIN) [13] and cubic (CUB) [13] interpolation, as well as the Nadaraya-Watson Estimator (NWE) [14] are analyzed. Furthermore, results are shown for the already high performing FSMR [15]. Last, our approach, AFMSR [8], is analyzed in further detail. Moreover, the results after applying the optical Flow by Farneback are given in the left half of Table 1 and Table 2 and the reconstruction results after estimating the motion by RAFT is given in the right half of the tables.

Beginning with the Farneback motion estimation, one can see, that AFMSR performs best in nearly all cases. It can increase the high quality results from FSMR further by up to 3.2 dB for the BQSquare sequence. FSMR uses so called key points for the model generation process. These points are an estimation of the final result using cubic interpolation. Thus, the model generated using FSMR refines the results of cubic interpolation. Hence, FSMR works well in cases where cubic interpolation performs well. We do not use these key points for AFMSR. Thereby, the results are absolutely independent from the performance of other interpolation techniques. Thus, our model can generalize better and the high quality model is more stable with respect to the distribution of the mesh points. Only in the case of the RaceHorses sequence, LIN is slightly better than AFMSR. Here, the influence of inaccurate motion estimation is visible. Therefore, we used the pretrained RAFT as second motion estimator. For both, PSNR and SSIM, the qualities drop drastically. RAFT mainly focuses on the motion field estimation and thus, is inaccurate in the per pixel true motion estimation. Nevertheless, AFMSR can compete with the comparing methods. Focusing again on a good per pixel motion estimation, the results for the BQSquare sequence and Farneback motion estimation are given per frame in Figure 3 in terms of PSNR relative to LIN. The quality of FSMR drops in some cases due to heavy ringing artifacts. For all reconstructed frames, AFMSR is the best performing method. It can increase the quality of LIN for frame 62 by nearly 10dB. An excerpt from this frame is shown in Figure 4. For LIN, CUB, and NWE the walking man is blurry. FSMR and AFMSR deliver much sharper results with some ringing next to the legs with slightly less ringing artifacts for AFMSR.
Table 1. Average results in terms of PSNR in dB. Best results are given in bold.

|                | Farneback | RAFT |
|----------------|-----------|------|
|                | BasketballPass | BlowingBubble | BQ | Horses | BasketballPass | BlowingBubble | BQ | Horses |
| LIN            | 32.5      | 29.4  | 27.7 | 26.4   | 20.3          | 22.5          | 21.5 | 16.7  |
| CUB            | 32.5      | 29.0  | 28.0 | 26.2   | 20.2          | 22.3          | 21.4 | 16.5  |
| NWE            | 31.9      | 29.9  | 29.8 | 26.0   | 20.8          | 22.9          | 24.4 | 16.7  |
| FSMR           | 32.0      | 29.7  | 32.2 | 25.9   | 20.7          | 22.4          | 21.9 | 16.7  |
| AFSMR          | 33.2      | 31.9  | 35.4 | 26.3   | 20.9          | 22.8          | 22.2 | 16.9  |

Table 2. Average results in terms of SSIM. Best results are given in bold.

|                | Farneback | RAFT |
|----------------|-----------|------|
|                | BasketballPass | BlowingBubble | BQ | Horses | BasketballPass | BlowingBubble | BQ | Horses |
| LIN            | 0.929     | 0.897 | 0.949 | 0.810 | 0.618         | 0.636         | 0.779 | 0.400 |
| CUB            | 0.928     | 0.900 | 0.954 | 0.808 | 0.611         | 0.624         | 0.775 | 0.389 |
| NWE            | 0.923     | 0.890 | 0.955 | 0.797 | 0.618         | 0.629         | 0.806 | 0.390 |
| FSMR           | 0.925     | 0.884 | 0.963 | 0.798 | 0.614         | 0.612         | 0.754 | 0.390 |
| AFSMR          | 0.928     | 0.913 | 0.972 | 0.807 | 0.620         | 0.618         | 0.764 | 0.391 |

Fig. 3. Quality of BQSquare sequence using Farneback motion estimation for all reconstructed images relative to LIN.

4.2. Run Time

As a second evaluation, we show the run times for the various interpolation techniques. Therefore, we average the run times of the Basketball Pass sequence from ClassD. The results are given in Table 3. All evaluations are pursued on a mid-range computer equipped with an Intel Xeon(R) CPU E3-1275 with 3.8GHz. Obviously, the commonly used interpolation techniques linear and cubic interpolation are the fastest techniques. The high-quality model-based approaches, FSMR and AFSMR, cannot compete with them as non-optimized MATLAB implementations are used. Nevertheless, AFSMR improves the run time by 11 times relative to FSMR. Hence, it improves FSMR in terms of run time as well as in terms of quality at the same time for FRUC applications.

5. CONCLUSION

Frame Rate Up-Conversion is of high interest in many application areas. Using a unidirectional motion compensated approach, pixels from the previous frame are shifted into the to be reconstructed frame onto arbitrary non-integer positions. Thus, a mesh with varying pixel distribution emerges. Hence, a resampling from mesh to regularly spaced grid positions is necessary to display the result on a digital screen. Common interpolation like linear or cubic interpolation can be used but they do not show the best results in terms of quality for a good true motion estimation. Therefore, a more sophisticated approach has to be used. We are using AFSMR that improves the high-quality results from FSMR for up to 3.2 dB in terms of PSNR and increases the run time by 11 times simultaneously.
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