Random line graphs and edge-attributed network inference
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Abstract: We extend the latent position random graph model to the line graph of a random graph, which is formed by creating a vertex for each edge in the original random graph, and connecting each pair of edges incident to a common vertex in the original graph. We prove concentration inequalities for the spectrum of a line graph, as well as limiting distribution results for the largest eigenvalue and the empirical spectral distribution in certain settings. For the stochastic blockmodel, we establish that although naive spectral decompositions can fail to extract necessary signal for edge clustering, there exist signal-preserving singular subspaces of the line graph that can be recovered through a carefully-chosen projection. Moreover, we can consistently estimate edge latent positions in a random line graph, even though such graphs are of a random size, typically have high rank, and possess no spectral gap. Our results demonstrate that the line graph of a stochastic block model exhibits underlying block structure, and in simulations, we synthesize and test our methods against several commonly-used techniques, including tensor decompositions, for cluster recovery and edge covariate inference. By naturally incorporating information encoded in both vertices and edges, the random line graph improves network inference.
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1. Introduction

Modern networks encode far more information than a simple list of vertex connections. Indeed, real-world network data include relevant context for the vertices in the network and information directly associated to the edges themselves. Such signal arises naturally, for example, in brain graphs [5, 8, 23, 28]. In such settings, though, it is less clear how to model unobserved characteristics of these random edges, estimate such characteristics or combine edge covariate information with graph structural information for broader inference.

In the current work, we address these questions by considering the random line graph, a graph structure that effectively transposes the roles of edge and vertex, and allows us to define the notion of an unobserved latent position for each edge in a random graph. We demonstrate how such edge latent positions can be consistently estimated from a single observation of the line graph, and show how to modify these estimates to incorporate edge covariates.

Our approach translates Hoff’s well-known latent position model [6, 13, 25] to the setting where both the edges and the vertices have latent positions. Latent position random graphs enjoy a wide array of applications because they model an intrinsic feature of most networks: that connections between vertices depend on characteristics of the vertices themselves. These characteristics are often well-represented as low-dimensional vectors, and the probabilities of connections between nodes are computed by the link function or kernel \( \kappa(x, y) \) of the associated vectors. However, since these underlying vertex characteristics are typically unobserved, it is necessary to infer them from a realization of the adjacency matrix of the graph itself. Such inference depends on the complexity of the link function, but one widely flexible and geometrically interpretable model is the random dot product graph (RDPG), in which the link function is the inner product. RDPGs of suitably high dimension can approximate any independent-edge random graph [34]. Moreover, with appropriate constraints on the set of possible latent positions, spectral decompositions supply highly accurate and computationally simple latent position estimation for single and multi-layer networks [1, 3, 20, 22, 26, 27, 29, 30].
Because latent positions are specifically formulated to encompass unobserved properties of vertices, the resulting networks lend themselves to models of graphs with vertex covariates. Spectral methods for networks with vertex covariates are considered in [4]; ongoing research suggests that the methodology specified in [2], which is a joint embedding for multiple networks with common underlying spectral structure, may prove even more effective for identifying signal in vertex covariates.

There are settings in which the inferential quantities of interest are instead properties of the (random) edges themselves, or where important graph covariates are more naturally related to the edges than to the vertices; see, for example, [17]. Since our approach is to construct a graph in which the notion of latent positions for network edges is well-defined, we can exploit methodology for vertex attributes to address meaningful challenges in edge-related inference. This is not the only option for addressing edge-associated signal: one could consider a tensor incorporating adjacency and edge covariate information into different layers, and study the decompositions of such an object as in [36]. This merits further study, and in our simulations, we compare the proposed methods to this tensor-based approach.

The central component of our edge-related inference is that of the line graph [12], which is constructed from the original graph by creating a vertex for each edge in the original graph, and connecting each pair of edges which were incident to the same vertex in the original graph. Because the vertices in the line graph correspond to the edges in the original graph, the line graph necessarily has a random vertex set, and represents an inversion of the traditional perspective—its adjacency matrix describes which vertices are incident to an edge, instead of which edges connect vertices. Since the data for any fixed edge in the original graph is encoded by the associated row of the adjacency matrix of the line graph, this naturally leads us to consider edges as vectors in a high-dimensional Euclidean space. Defining a latent position for each edge then amounts to finding a low-dimensional representation which preserves important characteristics of the edges, and more precisely, finding projections onto special subspaces which retain this information.

Line graphs are an interesting object of study in their own right. Deterministic line graphs, and some of their important spectral properties, are considered in [10, 15, 24]. Random line graphs are examined in [18, 21], though these have no theoretical results for the spectra of such graphs. To the best of our knowledge, the present work is the first theoretical exploration of the spectra of random line graphs.

To any random graph, there is an associated line graph; the converse of this statement is also true for sufficiently large connected line graphs [16, 33]. As such, there is very minor loss of generality in considering the case where we observe a random graph and construct its line graph, rather than considering the case of observing a random line graph directly. On the other hand, if one has a reason to consider such an object, our results will still elucidate its spectrum and help explain the discrepancies between these and other kinds of random graphs.

Random line graphs and latent position random graphs on a fixed vertex set differ in important ways. First, random line graphs are of random size; this presents immediate challenges for the interpretation of mean matrices for the adjacency matrix of a random line graph and subsequent analysis of their spectral properties, such as singular subspaces. Second, adjacency matrices of random line graphs are typically of high rank and not easily approximated by lower-rank decompositions. Therefore, many low-rank estimation techniques that work quite serviceably for latent position random graphs—such as latent position estimation or vertex clustering via truncated singular value decomposition—will fail if applied naively for random line graphs. In fact, the top few singular vectors of the adjacency matrix of the random line graph are typically not useful for accurate edge clustering (see Section 5).

One way to overcome the challenges of a line graph’s random size is to regard its adjacency matrix as a random projection of the adjacency matrix of the line graph of the complete graph on the same set of vertices onto the rows and columns corresponding to those edges which appear in the original graph. This makes precise the notion of the mean of a matrix with random size. To address the complexities of rank, we consider projections of the random line graph adjacency matrix onto certain lower-dimensional singular subspaces. In the case of line graphs arising from a stochastic blockmodel, we find a projection onto a lower-dimensional subspace that preserves important signal and produces consistent estimates for the edge latent positions.

These methods represent a necessary step in the incorporation of edge-related data into statistical network estimation. Given the ubiquity of such data and the critical signal it contains, no comprehensive graph inference program can neglect such a data modality. Our theoretical framework of random line graphs and our computational techniques for analyzing their spectral decompositions pave the way towards a principled,
robust, and genuinely data-driven paradigm for network inference.

1.1. Structure and overview

The paper is organized as follows. We open by discussing the spectra of adjacency matrices of random line graphs. Such spectral analysis requires contending with the inherently random size of these adjacency matrices. The random size and accompanying lack of fixed order for the mean matrix render inapplicable off-the-shelf results on matrix concentration. We address this by formalizing a generative model for the random line graph with the key feature that a fixed order for the mean of the adjacency matrix arises as an immediate consequence. For this generative model, we prove foundational concentration inequalities for the spectrum of random line graphs (Theorem 2.1).

In Section 2.3, we prove a central limit theorem for the top eigenvalue of the line graph of an Erdős-Rényi random graph, replicating the classical Füredi-Komlós Central Limit Theorem in the setting of line graphs. Furthermore, we determine the asymptotic empirical spectral distribution of a broader class of random matrices with dependent entries, as a corollary of which we obtain the limiting empirical spectral distribution for an ER line graph. Our proof of Theorem 6.5 resolves through elementary methods that the limiting spectral distribution of the line graph matches the free convolution given in [7] for the limiting spectral distribution of the Laplacian in this setting.

In Section 3, we make precise the notion that the line graph of a stochastic blockmodel (which we term an \textit{SBM line graph}) is itself stochastic blockmodel-like: Specifically, the mean of its adjacency matrix has an invariant subspace spanned by a matrix whose columns indicate the cluster memberships for the edges, just like the stochastic blockmodel (Proposition 3). We also discuss the important differences between the stochastic blockmodel and its line graph, explaining the meanings of two kinds of large eigenvalues of the line graph adjacency matrix. Since this particular invariant subspace of the mean exactly identifies the cluster memberships of the edges, when we find a consistent estimator for this subspace, this will be a signal-preserving subspace in the sense of Section 1.2. Furthermore, identifying this particular invariant subspace of the mean of the line graph adjacency matrix allows us to take the first step in addressing the issue of high rank for random line graph adjacency matrices.

Next, we consider the corresponding projection for the adjacency matrix of an SBM line graph, assuming the true cluster memberships are known (we later address the case where these are only imperfectly known). It turns out that the nonzero entries of this random projection matrix are dependent random variables which follow what we call the “damped binomial” distribution; in the supplement, we prove several properties of this distribution which may be of independent interest. We then demonstrate that the projected random line graph adjacency matrix concentrates around the corresponding projection of its mean (Proposition 4), and that the first few left singular vectors of the projected adjacency matrix are consistent estimators for those of the mean (Theorem 4.2). This implies that the left singular vectors of this projected random line graph adjacency matrix span a \textit{signal-preserving subspace for edge clustering}, a term which we define precisely in Section 1.2. This is not a property enjoyed by most of the subspaces we might typically employ for the goal of clustering the vertices of a random graph: for instance, this property does not hold for the subspace spanned by the top few eigenvectors of the random line graph adjacency matrix, as we demonstrate in Section 5. It is precisely because we have this signal-preserving property that we think of these left singular vectors of the projected adjacency matrix as estimates for the edge latent positions, one of the fundamental goals of this work.

In Section 5, we show simulations of our methods for clustering the edges of a stochastic blockmodel. In particular, we show how even an imperfect initial estimate of the node memberships, combined with our signal-recovering projection and the edge covariate information, leads to better performance over using only the adjacency information; using only the edge covariate information; or using a combination of these \textit{without} the signal-recovering projection. We integrate the information from the adjacency matrix of the line graph with that of the edge covariates by following [2], which provides an estimate for the eigenvectors of random matrices whose means share a common invariant subspace. Proofs of all major results are contained in the supplement[19]. We conclude with a discussion of future work.
1.2. Notation

We denote the space of matrices of size \( n_1 \times n_2 \) with entries in \( S \) by \( M_{n_1,n_2}(S) \). Where appropriate, we denote the eigenvalues and singular values of a matrix \( A \) in nonincreasing order by \( \lambda_1(A) \geq \lambda_2(A) \geq \cdots \), \( \sigma_1(A) \geq \sigma_2(A) \geq \cdots \), respectively. We denote the set of eigenvalues by \( \sigma(A) \). For a positive integer \( n \), we denote by \([n]\) the set \( \{1,\ldots,n\} \).

Given a graph \( G = ([n], E) \), where \( E \subseteq \binom{[n]}{2} = \{\{i,j\} : i,j \in [n], i \neq j\} \) denotes the edges, we denote its adjacency matrix as \( A(G) \).

Definition 1.1. Let \( G = ([n], E) \) be a graph. The line graph of \( G \) is the graph \( L(G) = (E, \mathcal{E}) \), where \( \{\{i,j\}, \{r,s\}\} \in \mathcal{E} \subseteq \binom{E}{2} \) whenever \( \{\{i,j\} \cap \{r,s\}\} = \emptyset \). That is, the vertices of the line graph are the edges in the original graph, with edges in the line graph between any two edges which are incident to the same vertex of the original graph.

As such, line graphs are a case of random intersection graphs [15], though they have additional structure in our setting. We have a particular interest in the case where the original graph comes from the following model:

Definition 1.2. A random graph \( G \) is said to come from a stochastic blockmodel, or SBM, when edges appear independently in \( G \), and there is a partition of \([n]\) as \( C_1,\ldots,C_k \) such that \( \mathbb{P}[[i,j] \in E] = P_{i,j} = B_{r,s} \) when \( i \in C_r \) and \( j \in C_s \), for some symmetric matrix \( B \in M_k([0,1]) \). Letting \( Z \in M_{n,k}([0,1]) \) be a matrix with one nonzero entry in each row, this means that \( P \) factorizes as \( ZBZ^T \).

This definition of clustering concerns the vertices of \( G \), but we might instead consider a clustering of the edges. As we will soon show, not all of the singular subspaces of the adjacency matrix for a random line graph preserve the signal necessary for identification of these edge clusters. To distinguish the subspaces which do preserve this signal, we use the following definition:

Definition 1.3. Let \( U \) be a matrix whose rows are constant for edges belonging to the same cluster, and distinct for any two edges which belong to different clusters. In other words, clustering the rows of \( U \) leads to a perfect identification of the edge cluster memberships. We say that \( U \) is signal-preserving (for edge clustering) when there exist \( c_1, c_2, \alpha, \beta > 0 \) such that with probability at least \( 1 - \alpha n^{-c_1} \), there exists an orthogonal matrix \( O \) such that

\[
\|U - UO\|_F \leq \beta n^{-c_2}.
\]

When \( U \) is signal-preserving and \( n \) is large enough, we see that clustering based on the rows of \( U \) will (with high probability) give a perfect assignment of the edge cluster memberships.

2. Eigenvalues of random line graph adjacency matrices

Our approach for incorporating edge covariate information, as discussed in the introduction, is to extend the notion of latent positions for vertices of a random graph to the case where the edges are allowed to have latent positions. We can then combine edge covariate information with these latent positions to get more informative positions associated to each edge, empowering further inference. This depends on a clear understanding of the singular subspaces of the adjacency matrices of random line graphs. To prove any kind of spectral convergence results requires a well-defined notion of the mean of the necessarily randomly-sized adjacency matrix of the random line graph. Once we define the mean of the random line graph, we show that certain of the eigenvalues of the random line graph adjacency matrix concentrate. This is the foundation of our theory for the spectra of random line graphs, which we will build on in subsequent sections. Our results on the eigenvalues of the random line graph adjacency matrix may be proven without assuming any special structure on the probabilities of edge formation in the graph: We only assume that edges appear in the graph independently of one another. As such, these results have broad applicability even when the original graph of interest does not exhibit stochastic blockmodel structure.

In later sections, we elucidate the structure of the singular vectors of the random line graph adjacency matrix when the random graph comes from a stochastic blockmodel.
2.1. The mean of the adjacency matrix of a random line graph

Given that the set of edges which appear in \( G \) is random, it is clear that the vertex set of the line graph is random, and therefore the adjacency matrix of \( L(G) \) will have a random size. Even conditioning on a certain size will not resolve this issue completely, since the rows and columns for one vertex set and another will typically not be in correspondence, even when they are of the same order.

To address this, we consider the adjacency matrix of the line graph as a random submatrix of the adjacency matrix of the line graph of the complete graph on the same set of vertices as the original, \( A(L(K_n)) \). This means that every pair \( \{i, j\} \) has a given row and column associated to it, which will always appear even if \( \{i, j\} \) happens not to appear as an edge in \( G \). In this case, we simply zero out the associated row and column of \( A(L(K_n)) \). This operation may be carried out using a diagonal projection matrix \( P = \text{diag}(A(G)_{i,j}) \), which on its diagonal lists all of the entries of \( A(G) \) with \( 1 \leq i < j \leq n \) in the same order as the indices of \( A(L(K_n)) \). Since \( A(G) \) has binary entries, when \( \{i, j\} \in E, A(G)_{i,j} = 1 \), and otherwise this entry is 0. Thus,

\[
[P A(L(K_n)) P]_{[i,j],[r,s]} = \begin{cases} 
A(L(K_n))_{[i,j],[r,s]} & \{i,j\}, \{r,s\} \in E \\
0 & \text{otherwise.}
\end{cases}
\]

Moreover, \( A(L(K_n))_{[i,j],[r,s]} = 1 \) if and only if \( \{i, j\} \) and \( \{r, s\} \) are incident to a common vertex in \([n]\), which means they will be incident to a common vertex in \( G \). As such, the submatrix of \( P A(L(K_n)) P \) with row and column indices given by the set of entries with \( A(G)_{i,j} = 1 \) is nothing more than \( A(L(G)) \), the adjacency matrix of the line graph of the random graph \( G \).

Having represented \( A(L(G)) \) by \( P A(L(K_n)) P \) for the corresponding diagonal projection matrix \( P \), we can now compute its mean. Independence of edge formation in the graph \( G \) ensures that the random variables \( A(G)_{i,j} \) and \( A(G)_{r,s} \) are independent when \( \{i, j\} \neq \{r, s\} \). Since \( A(L(K_n)) \) has 0 entries along its diagonal, this independence implies that \( \mathbb{E}[P A(L(K_n)) P] = \mathbb{E}[P] A(L(K_n)) \mathbb{E}[P] \), where \( \mathbb{E}[P] = \text{diag}(\mathbb{E}[A(G)_{i,j}]) = \text{diag}(P_{i,j}) \). This matrix, then, is the mean of the adjacency matrix for the random line graph.

2.2. Eigenvalue concentration of the random line graph adjacency matrix

There are many possible models one could consider for \( A(L(G)) \); our model is a judicious choice that makes spectral analysis both tractable and inferentially useful. We begin by connecting the spectra of \( A(L(G)) \) and \( A(L(G)) \) when \( G \) is a fixed graph. It turns out that the nonzero eigenvalues of \( A(L(G)) + 2I \) are the same as the nonzero eigenvalues of \( A(G) + D \), where \( D \) is the diagonal matrix with the degrees of the vertices of \( G \) on its diagonal. This means that determining the nontrivial eigenvalues of \( A(L(G)) \) is immediate when we have a fixed graph \( G \). In this lemma, we denote the multiplicity of an eigenvalue by \( \text{mult.} \).

Proposition 1. Let \( G = ([n], E) \) be a graph, \( L(G) = (E, \mathcal{E}) \) its line graph, and \( \tilde{m} = |E| \). Then

\[
\sigma(A(L(G))) = \begin{cases} 
\sigma(A(G) + D) - 2 \cup \{-2 \text{ (mult. } \tilde{m} - n)\} & \text{if } \tilde{m} \geq n, \text{ and} \\
\sigma(A(G) + D) - 2 & \text{if } \tilde{m} < n,
\end{cases}
\]

where \( D \) is the diagonal matrix with \( D_{i,i} = \deg_G(i), 1 \leq i \leq n \). In the latter case,

\[
(\sigma(A(G) + D) - 2) \setminus \sigma(A(L(G))) = \{-2 \text{ (mult. } n - \tilde{m})\}.
\]

This result follows from the known decomposition \( A(L(G)) = B^T B - 2I \), where \( B \) is the incidence matrix of the graph \( G \) [24, pg. 136], but we include its proof in the in the supplement for completeness.

Of course, given our definition for the mean of \( A(L(G)) \), one case that is of particular interest is when \( G = K_n \). The next corollary describes this matrix’s eigenvalues, and is proved alongside the preceding proposition.

Corollary 1. \( \sigma(A(L(K_n))) = \left\{ 2n - 4, n - 4 (\text{mult. } n - 1), -2 (\text{mult. } \binom{n}{2} - n) \right\} \).
This proposition has important implications. First, the nontrivial eigenvalues of the line graph are exactly a translation of the eigenvalues of \( A(G) + D \). In the case when \( \tilde{m} \geq n \), this means that if \( \tilde{m} \) grows in size, none of the new eigenvalues in the spectrum of \( (A(G) + D) + 2I \) will be nonzero, but all of the important convergence occurs in the relationship between \( \sigma(A(G) + D) \) and \( \sigma(A(K_n) + (n-1)I) \). Second, we see that comparing \( A(G) \) and \( A(L(G)) \) is difficult, but this difficulty can be ameliorated by looking at \( A(G) + D \) and \( A(L(G)) + 2I \). In particular, \( A(L(G)) + 2I \) is a rank-\( n \) positive semidefinite matrix as long as \( \tilde{m} \geq n \), and this rank does not change as \( \tilde{m} \) does. Were we to instead consider \( A(L(G)) \) without this addition, we would have a rank-\( \tilde{m} \) matrix, where the rank changes as the size of \( E \) does.

This means that for \( \tilde{m} \geq n \), the rank of \( A(L(G)) + 2I \) is not just the same as that of \( P(A(L(K_n)) + 2I)P \) (which is trivially true), but is actually the same as that of \( \mathbb{E}[P](A(L(K_n)) + 2I)\mathbb{E}[P] \), the mean matrix to which we would like to compare \( A(L(G)) + 2I \). This allows us to state a concentration result for the nonzero eigenvalues of \( A(L(G)) + 2I \), comparing these to the nonzero eigenvalues of the mean matrix we have defined.

**Theorem 2.1.** Let \( G = ([n], E) \) be a graph with adjacency matrix \( A \) whose entries are independently distributed \( A_{i,j} \sim \text{Bernoulli}(p_{i,j}) \) for all \( 1 \leq i < j \leq n \), where \( P \in M_n([p_{\min}, p_{\max}]) \), for \( 0 < p_{\min} \leq p_{\max} \leq 1 \). Then if we define \( \lambda_{i}(A(L(G))) = -2 \) whenever \( \ell \geq |E| =: \tilde{m} \), we have

\[
\mathbb{E}[\lambda_{n}(A(L(G)))] \geq 0.63p_{\min}(n - 2) - 2\log(n) + 1, \quad \text{and}
\]

\[
\mathbb{E}[\lambda_{1}(A(L(G)))] \leq 3.44p_{\max}(n - 1) + 2\log(n) - 1.
\]

Moreover,

\[
\mathbb{P}[\lambda_{n}(A(L(G))) \leq tp_{\min}(n - 2) - 2] \leq ne^{-(1-t)^2p_{\min}(n-2)/4}, \quad t \in [0, 1), \quad \text{and}
\]

\[
\mathbb{P}[\lambda_{1}(A(L(G))) \geq tp_{\max}(2n - 1) - 2] \leq n\left(\frac{e}{t}\right)^{tp_{\min}(n-1)}, \quad t \geq e.
\]

If \( \tilde{m} \geq n \), \( \lambda_{n+1}(A(L(G))), \ldots, \lambda_{\tilde{m}}(A(L(G))) = -2 \).

Since the nonzero eigenvalues of \( A(L(K_n)) + 2I \) are a simple eigenvalue \( 2(n - 1) \), and the eigenvalue \( n - 2 \) with multiplicity \( n - 1 \), we see that these bounds tell us that the nonzero eigenvalues of \( A(L(G)) + 2I \) rarely exceed \( p_{\max}\lambda_{1}(A(L(\tilde{K}_n)) + 2I) \), nor do \( p_{\min}\lambda_{n}(A(L(K_n)) + 2I) \). These look like the nonzero eigenvalues of \( A(L(K_n)) + 2I \), discounted by a factor which depends on the probabilities that edges appear in \( G \). On the other hand, we are to bound the corresponding eigenvalues of \( \mathbb{E}[P](A(L(K_n)) + 2I)\mathbb{E}[P] \), the natural lower bound would be \( p_{\min}^{2}\lambda_{n}(A(L(K_n)) + 2I) \), and we would similarly have a factor of \( p_{\max}^{2} \) appearing in the upper bound. The bounds from Theorem 2.1 may seem, at first glance, to be missing a factor of \( p_{\min} \) or \( p_{\max} \).

The resolution of this apparent disagreement lies in the nonlinearity of the maps \( \lambda_{n} : M_n(\mathbb{R}) \rightarrow \mathbb{R} \) which take a symmetric matrix to its \( n \)th largest eigenvalue, ordered nonincreasingly. This means that the expected values \( \mathbb{E}[\lambda_{i}(P(A(L(K_n)) + 2I)P)] \) are not the same as \( \lambda_{i}(\mathbb{E}[P](A(L(K_n)) + 2I)P)) \). To account for this difference and obtain our concentration results, we need to consider both \( \mathbb{E}[P]A(L(K_n))\mathbb{E}[P] \) and \( \sqrt{\mathbb{E}[P]A(L(K_n))\sqrt{\mathbb{E}[P]}} \), depending on the quantity of interest.

**Remark 1.** Suppose in the statement of Theorem 2.1 that instead \( P_{i,j} \in [p_{\min}, p_{\max}] \) for all \( 1 \leq i < j \leq n \) such that \( \{i, j\} \in S \), where \( S \subseteq \binom{[n]}{2} \), and otherwise \( P_{i,j} = 0 \). Let \( K = ([n], S) \) denote the graph for which all edges in \( S \) appear, and let \( \mu_{1} = \lambda_{1}(A(L(K))) + 2, \mu_{n} = \lambda_{n}(A(L(K))) + 2 \). Then the same argument shows that

\[
\mathbb{P}[\lambda_{n}(A(L(G))) \leq tp_{\min}\mu_{n} - 2] \leq ne^{-(1-t)^2p_{\min}\mu_{n}/4}, \quad t \in [0, 1), \quad \text{and}
\]

\[
\mathbb{P}[\lambda_{1}(A(L(G))) \geq tp_{\max}\mu_{1} - 2] \leq n\left(\frac{e}{t}\right)^{tp_{\min}\mu_{1}/2}, \quad t \geq e.
\]

### 2.3. Limit results for Erdős-Rényi line graphs

In this section, we consider limiting results for the top eigenvalue and empirical spectral distribution for the line graph of an Erdős-Rényi random graph ([9]), wherein each (undirected) edge in a graph forms...
independently with some fixed probability \( p \in (0,1) \). We first describe the limiting behavior of its top eigenvalue:

**Theorem 2.2.** Let \( G \sim \text{ER}(p) \), and let \( L(G) \) be its line graph. Then with probability 1,
\[
\frac{1}{n} \lambda_1(A(L(G))) \rightarrow 2p \text{ as } n \rightarrow \infty.
\]

**Theorem 2.3.** Let \( G \sim \text{ER}(p) \), and let \( L(G) \) be its line graph. Then as \( n \rightarrow \infty \), we have the following convergence in distribution:
\[
\frac{\lambda_1(A(L(G))) - 2(n-1)p - 4(1-p) - 2}{\sqrt{8p(1-p)}} \rightarrow \mathcal{N}(0,1).
\]

To describe the limiting behavior of the bulk eigenvalues, we consider the empirical spectral distribution (ESD) of the matrix \( A(L(G)) \). Since this matrix will always have \( m-n \) eigenvalues equal to \(-2\), we remove these from consideration. We prove that the limiting distribution is neither a semicircle nor a normal distribution, but rather a free convolution, as described in [7]. This limiting distribution applies to empirical spectral distributions for matrices in the class of Wigner matrices with Dependent Diagonal (WignerDD), which we define below.

**Definition 2.4.** Let \( W \in M_n(\mathbb{R}) \) be a symmetric random matrix with all entries above the main diagonal being independent, zero-mean random variables with common variances \( \sigma^2 \). Suppose that for each \( k \geq 1 \), we have the uniform bound on \( k \)th moments
\[
\max_{1 \leq i < j \leq n} \mathbb{E}[|(W_n)_{i,j}|^k] \leq \Omega_k,
\]
and suppose that \((W_n)_{ii} = \sum_{j \neq i} (W_n)_{ij}\) for each \( i \). We say that \( W_n \) is a Wigner matrix with Dependent Diagonal (WignerDD).

We do not require identical distribution of the entries above the diagonal, but simply that they all have the same variance and satisfy the uniform moment bound. While the assumptions of a WignerDD matrix are more general, for the special case of graph adjacencies, the requirement that diagonal entries be the sum of the off-diagonal entries connects WignerDD matrices to graph Laplacians. Namely, if \( A \) is the adjacency matrix of a loop-free network and \( D \) the diagonal matrix of degrees, then, then \( D-A \) is its Laplacian and \( D+A \) is a WignerDD matrix. We show the empirical spectral distribution of any WignerDD matrix satisfies the following limit, which matches the results given in [7] for the case in which the diagonal entries are the negations of the row sums for the off-diagonal.

**Theorem 2.5.** Let \( W_n \in M_n(\mathbb{R}) \) be a WignerDD matrix as in Definition 2.4. Define the scaled empirical spectral distribution for \( x \in \mathbb{R} \) as
\[
\hat{F}_n(x) = \frac{\# \{ i : \lambda_i(W_n) \leq x\sigma \sqrt{n} \}}{n}.
\]
Then \( \hat{F}_n(x) \rightarrow L(x) \) almost surely as \( n \rightarrow \infty \), where \( L(x) \) is the CDF of the unique distribution \( \mathcal{L} \) with all odd moments equal to 0, and even moments given by
\[
L_{2k} = \frac{k-1}{m+1} \sum_{j_1, \ldots, j_{m+1} \geq 0} \sum_{n_1, \ldots, n_{m+1} \geq 0} \prod_{i=1}^{m+1} \binom{2n_i + j_i}{j_i} \frac{(2n_i)!}{2^{n_i}n_i!}.
\]
This sequence starts as \( L_0 = 1, L_2 = 2, L_4 = 9, L_6 = 56, L_8 = 431, L_{10} = 3852 \), and for \( k \geq 1 \), satisfies \( 0 \leq L_{2k} \leq (4e)^k k^{2k} \); hence the moments satisfy Carleman’s condition. This distribution may also be characterized as the free additive convolution of the semicircle and normal distributions.

The case of the eigenvalues of the line graph adjacency matrix in the setting of an Erdős-Renyi graph follows from this general theorem:
Corollary 2. Let $G \sim \text{ER}(p)$, and let $L(G)$ be its line graph. Define the scaled, centered empirical spectral distribution of the eigenvalues of the matrix $A(L(G))$ not equal to $-2$ as follows: for $x \in \mathbb{R}$, let

$$W_n(x) := \frac{\#\{i : \lambda_i(A(L(G))) \neq -2, \lambda_i(A(L(G))) - (n-2)p - 2 \leq x\}}{n}.$$ 

Then as $n \to \infty$, the empirical spectral distribution converges weakly to $L$ almost surely. That is, $W_n(x \sqrt{np(1-p)}) \to L(x)$ with probability 1.

It turns out that this matches the limiting ESD for the Laplacian of an Erdős-Rényi random graph [7]. These results give tighter bounds for the top eigenvalue and spectral distribution of the line graph of an ER graph. Both of them are reminiscent of corresponding results for the spectrum of ER graphs, a consequence of the homogeneous connection probability in such a network, though we see that the distributional limit for the bulk eigenvalues is quite different in our setting, more closely resembling that of the Laplacian than the adjacency matrix. In the next section, we consider a significant extension of these results to the case of a stochastic blockmodel, whose line graph requires materially more sophisticated analysis.

3. Stochastic blockmodel line graphs

To obtain concentration of the nontrivial eigenvalues, we require only very weak assumptions on the probabilities of edge formation. We now explore the implications of additional structure in the original graph, namely when the original graph is a stochastic blockmodel.

Stochastic block model line graphs exhibit similar structure to SBM graphs themselves, as can be seen in Figure 1. The mean matrix for an SBM line graph and its invariant subspace carry all the relevant signal for determining edge cluster memberships. An important difference between SBM graphs and SBM line graphs is that for line graphs, this signal subspace is not simply the eigenspace corresponding to the dominant eigenvalues of $A(L(G))$. Rather, the signal subspace is a proper subspace of this eigenspace, and must be carefully identified lest it be conflated with the other eigenspace of $A(L(G))$ with large eigenvalues, which encodes the line graph structure, but does not reveal cluster memberships. However, there is no spectral gap separating these two subspaces, which makes a projection imperative for obtaining useful information from the line graph adjacency matrix. The importance of this projection is illustrated very clearly by the simulations of Section 5.

We first define the notion of the edge partition induced by the partition of the vertices, which gives us the “blocks” in the SBM line graph. These are the memberships we estimate when we obtain a clustering of the edges. We then analyze the mean of SBM line graphs and this signal subspace. In the next section, we look at the corresponding (random) subspace of $A(L(G))$, and prove that it is a signal-preserving subspace.

Definition 3.1. Let $[n]$ be partitioned into $C_1, \ldots, C_k$, where $|C_r| := n_r \geq 2$ for all $r$. We call the partition of $\binom{[n]}{2}$ given by $C_{(r,s)}$, $1 \leq r \leq s \leq k$, where $C_{(r,s)} = \{\{i, j\} \in \binom{[n]}{2} : i \in C_r, j \in C_s\}$, the partition induced by $C_1, \ldots, C_k$. For each $r$, $|C_{(r,r)}| = \binom{n_r}{2} = m_{r,r}$, and for all $r < s$, $|C_{(r,s)}| = n_r n_s =: m_{r,s}$. The condition $n_r \geq 2$ ensures that none of the blocks in the induced partition are empty.

The following proposition describes invariant subspaces of $A(L(K_n))$ corresponding to any induced partition of the edges, giving a decomposition of this matrix into its actions on a signal subspace for that particular clustering, and on the remainder of the space. When we consider a particular SBM structure for $G$, this corresponds to structure in the entries of $\mathbb{E}[P]$, where $P$ is the random projection matrix taking $A(L(K_n))$ to its random submatrix $A(L(G))$, as described in Section 2.1. With this additional probabilistic structure, only some of these invariant subspaces of $A(L(K_n))$ will remain invariant subspaces of $\mathbb{E}[PA(L(K_n))P]$. In particular, there is a unique invariant subspace among these which has minimum dimension, and this is the signal subspace we estimate.

Proposition 2. Let $[n]$ be partitioned into $C_1, \ldots, C_k$, such that $n_r \geq 2$ for all $r$. Let $Q \in M_{\binom{[n]}{2}, \binom{[k]}{2}}(\mathbb{R})$ be defined by

$$Q_{\{i,j\},(r,s)} = \begin{cases} m_{r,s}^{-1/2} & \text{if } i \in C_r, j \in C_s, \\ 0 & \text{otherwise}, \end{cases}$$

for $\{i,j\} \subseteq [n], (r,s) \subseteq [k]$. Then $Q$ is an orthogonal projector onto the signal subspace of $A(L(G))$ corresponding to the partition $C_1, \ldots, C_k$.
Fig 1: A stochastic blockmodel graph and its line graph.
for all \( \{i, j\} \in \binom{[n]}{2} \) and \( 1 \leq r \leq s \leq k \). Then \( QQ^T \) is an orthogonal projection onto an invariant subspace of \( A(L(K_n)) \), and letting \( M = Q^T A(L(K_n)) Q \in M_{(k + 1)}(\mathbb{R}) \),

\[
\sigma(M) = \{2n - 4, n - 4(\text{mult. } k - 1), -2(\text{mult. } \binom{k}{2})\}.
\]

Letting \([Q, V]\) be a unitary matrix, we have the following decomposition of \( A(L(K_n)) \):

\[
A(L(K_n)) = QMQ^T + VLVT^T,
\]

where \( \sigma(L) = \{n - 4(\text{mult. } n - k), -2(\text{mult. } \binom{n}{2} - n - \binom{k}{2})\} \).

**Remark 2.** The proof of this proposition reveals that the space of eigenvectors of \( M + 2I \) with nonzero eigenvalues is the range of a certain matrix \( F \in M_{(k + 1)}(\mathbb{R}) \).

The matrix \( F \) clearly reveals the structure of the clustered line graph. The \( k \) blocks \( C_{(i, i)} \) correspond to the first \( k \) rows of \( F \), and are just the standard unit vectors in \( \mathbb{R}^k \). The remaining rows correspond to \( C_{(i, j)} \) for \( i \neq j \), and in the case that all of the \( n_j \) are equal and large, these are very close to \( \frac{1}{\sqrt{2}} e_i^T + \frac{1}{\sqrt{2}} e_j^T \). These points all belong to the unit sphere in \( \mathbb{R}^k \) intersected with the positive orthant. For each \( i \), \( C_{(i, i)} \) appears at the corners of this set, and for each \( i < j \), \( C_{(i, j)} \) appears on the midpoint of the arc connecting the latent positions of \( C_{(i, i)} \) and \( C_{(j, j)} \). Considered together, the matrix \( QF \) gives a point in \( \mathbb{R}^k \) associated to every edge, which depends only on its assigned block. When we turn to the invariant subspaces of \( A(L(G)) \), this is the defining characteristic of the signal subspaces we wish to estimate. This property holds in that setting as a consequence of the structure of \( QF \) we observe here.

Now we consider the case of a specific SBM structure for \( G \). If \( Z \in M_{n,k}([0,1]) \) is the matrix whose rows indicate the cluster memberships of the vertices, we know that the edge-probability matrix for the stochastic blockmodel is given by \( P = ZBZ^T \), where \( B \in M_k([0,1]) \) is symmetric. This corresponds to \( \mathbb{E}[P] \) with block-constant entries along its diagonal. This being the case, only certain of the projectors \( Q \) from Proposition 2 will still project onto an invariant subspace of \( \mathbb{E}[PA(L(K_n))]P \). We describe these in the following proposition.

**Proposition 3.** Suppose \( G \) is an SBM graph with \( \mathbb{E}[A(G)] = ZBZ^T \). Let \( Z \) be fixed, let \( C_1, \ldots, C_k \) be the corresponding clustering of the vertices, and let \( C_{(r,s)}, 1 \leq r \leq s \leq k \) be the induced partition of the edges.

A projection matrix \( \tilde{Q} \) from Proposition 2 corresponding to clusters \( \tilde{C}_1, \ldots, \tilde{C}_k \) satisfies \( \mathbb{E}[P]\tilde{Q} = \tilde{Q}D \) where \( D \) is a diagonal matrix for every symmetric matrix \( B \in M_k([0,1]) \) if and only if for each \( C_i \) there is a cluster \( C_j \) such that \( \tilde{C}_i \subseteq C_j \); that is, the clustering defining \( \tilde{Q} \) is a refinement of the clustering of the vertices given by \( Z \). In this case, \( \tilde{Q} \) projects onto an invariant subspace of \( \mathbb{E}[PA(L(K_n))]P \).

Among these, the unique projection \( Q \) having minimum rank is the one with \( \tilde{C}_i = C_i \) for each \( 1 \leq i \leq k \). \( Q \) enjoys the following properties, where \( V, M, L \) are defined as in Proposition 2:

\[
\mathbb{E}[P]Q = Q\text{diag}([B_{i,j}|_{i \leq j}], \mathbb{E}[P]V = V\text{diag}([B_{i,j}I_{m_{i,j}}|_{i \leq j}] ,
\]

and the mean matrix \( \mathbb{E}[PA(L(K_n))]P \) has the following decomposition:

\[
Q\text{diag}([B_{i,j}])M\text{diag}([B_{i,j}])Q^T + V\text{diag}([B_{i,j}I_{m_{i,j}}|_{i \leq j}]LM\text{diag}([B_{i,j}I_{m_{i,j}}|_{i \leq j}]V^T.
\]

**Remark 3.** This proposition highlights the similarities between SBM line graphs and SBM graphs. One of the defining features of the SBM is that the edge probability matrix \( P = ZBZ^T \) is block-constant. This block-constant structure appears in the mean of the SBM line graph adjacency matrix in the first term of the decomposition \( 1 \), that is, in \( T_1 = Q\text{diag}([B_{i,j}])M\text{diag}([B_{i,j}])Q^T \). As in the case of an SBM, where we wish to estimate the block memberships encoded in \( Z \) and the connection probabilities \( P \), in this setting we wish to estimate the edge clusters encoded in \( Q \) and \( T_1 \).

A natural question is what the latter term \( T_2 \) encodes. This matrix has nonzero blocks in precisely the same places as \( T_1 \), but within each block, the sum of the entries in every row and column is 0. \( T_2 \) is what gives \( A(L(G)) \) the structure of a line graph in terms of its pattern of zero and nonzero entries. In that sense,
both terms are informative, but only $T_1$ contains the edge cluster signal we are interested in for the task at hand. This too is analogous to the case of an SBM: An observed $A(G)$ has a pattern of zero and nonzero entries which are informative for the connections between vertices. But for the purposes of recovering the blockmodel structure, we want to estimate the block-constant $P$. In our setting, the specific pattern of zero and nonzero entries tells us that our graph is a line graph, but for the purposes of estimating the edge clusters, we want to estimate the block-constant matrix $T_1$.

The difference in the two cases is that for an SBM, the noise matrix has much smaller eigenvalues than the signal matrix; for an SBM line graph, the noise and signal matrices have equally large eigenvalues. Since there is no spectral gap between the leading eigenspaces of these two terms, a straightforward calculation of the singular vectors of $A(L(G))$ without making use of any projection is unlikely to recover a useful subspace, since it will include a mixture of information from both $T_1$ and $T_2$. It may clearly be seen in the simulations of Section 5 that this behavior occurs not just in theory, but in practice.

4. Estimating edge latent positions

The principal result of this section is Theorem 4.2, in which we show that a judicious projection leads us to the signal-preserving subspace for edge clustering. The bedrock of this theorem, in turn, is the explicit construction of this projection matrix $Q$ and its action on $A(L(G))$. We show the action of $Q$ on $A(L(G))$ is analogous to the action of $Q$ on $A(L(K_n))$, in that the random projection $Q$ extracts from $A(L(G))$ the same signal as the fixed projection $Q$ extracts from its mean. This presents a striking illustration of the importance of isolating the proper subspace and the sensitivity of this choice to the subsequent inference task itself.

More specifically, when it comes to edge clustering, the signal-preserving subspace is not the eigenspace associated to the largest eigenvalues of $A$. To locate such a subspace, but further describes associated distributional limits for the projection that defines it.

We require some notation at the outset. Let $\tilde{m}_{i,j} = |C_{(i,j)} \cap E|$ for all $1 \leq i < j \leq k$. We define

$$\sqrt{\tilde{Q}} = PQ\text{diag} \left( \frac{\tilde{m}_{i,j}}{\tilde{m}_{i,j}} \right) = \text{diag} \left( \delta_e \sqrt{\tilde{m}_e} \right) Q = \text{diag}(Y_e)Q \in M_{(2k+1) \times (2k+1)}$$

where $m_e$ is the size of the block of the induced partition $C_{(i,j)}$ to which the edge $e$ belongs, and $\tilde{m}_e$ is the corresponding observed quantity. $\sqrt{\tilde{Q}}$ is then the same size as $Q$, but has a zero row whenever the corresponding edge is missing from $G$; the second factor renormalizes so that the columns of $\sqrt{\tilde{Q}}$ have norm 1 when they are nonzero (and when $\delta_e = 0$ for all of the edges $e$ in a certain block of the induced partition, we will multiply by 1 instead of $\sqrt{\tilde{m}_e/\tilde{m}_e}$, since the latter does not make sense in this case. The specific choice is not important, since the corresponding column is just zero).

Consider a single diagonal entry from the second expression. If $e \in C_{(i,j)}$, $Y_e = \sqrt{\tilde{m}_{i,j}}W$, where $W \sim \text{DampedBinomial}(1,m_{i,j} - 1,B_{i,j})$, which is defined as follows:

Fig 2: A three-block SBM adjacency matrix with its best block-constant estimate. The line graph of this matrix with its best block-constant estimate, corresponding to $T_1$. 
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\text{(b)} & \quad \begin{array}{c}
\text{Line Graph of the SBM Adjacency Matrix.}
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\text{(c)} & \quad \begin{array}{c}
\text{Graph with its best block-constant estimate.}
\end{array} \\
\text{(d)} & \quad \begin{array}{c}
\text{Graph with its best block-constant estimate.}
\end{array}
\end{align*}
Proposition 4. Let preserving subspace.

\[
W = \frac{B_n}{\sqrt{B_n + B_m}},
\]

where \(B_n\) and \(B_m\) are independent Binomial random variables with \(n\) and \(m\) trials respectively, and common success probability \(p\). We take \(W = 0\) in the case \(B_n = B_m = 0\).

In Theorem 6.4 it is shown that \(\mu_c = \mathbb{E}[Y_c]\) satisfies

\[
\sqrt{B_{i,j}} - \frac{1 - B_{i,j}}{2\sqrt{B_{i,j}m_{i,j}}} \leq \mu_c \leq \sqrt{B_{i,j}}.
\]

When all \(m_{i,j}\) are large, this gives

\[
\mathbb{E}[\bar{Q}] = \text{diag}(\mu_c)Q \approx \sqrt{\mathbb{E}[P]}Q = Q\text{diag}(\sqrt{B_{i,j}}).
\]

As such, we see that on average, \(\hat{Q}\) (after being padded with zeroes so that it has a consistent size) just looks like a re-scaling of the projection \(Q\). This scaling ensures that both matrices are isometries despite their different sizes. In particular, the span of \(\mathbb{E}[\bar{Q}]\) is the same as that of \(Q\).

Proposition 4 shows that \(A(L(G))\hat{Q}\) approximates \(A(L(K_n))Q\text{diag}(\mu_{i,j})\) after padding this matrix with zeros so that it has a consistent size. Since the latter matrix will be used to define the edge latent positions, this proposition is a necessary step for showing that the left singular vectors of \(A(L(G))\hat{Q}\) span a signal-preserving subspace.

**Proposition 4.** Let \(H = A(L(K_n))\hat{Q}(Q - Q\text{diag}(\mu_{i,j}))\). The columns of \(H\) are independent. When all clusters have sizes \(n_i \propto n\), then there is a constant \(C\) such that with probability at least \(1 - O(1/n)\), for \(n\) sufficiently large,

\[
\|H\|_F \leq Cn^{3/4}.
\]

**Remark 4.** The proof of Proposition 4 shows that the entries of \(H\) may be expressed as

\[
H_{i,j,(r,s)} = \frac{1}{\sqrt{m_{r,s}}} \sum_{\{\ell,p\} \in C_{(r,s)}} Y_{\ell,p} - \mu_{r,s},
\]

which is a sum of dependent, mean-zero random variables. Such a sum resists straightforward analysis, but letting \(\eta_{\{i,j,(r,s)\}} =: \eta\) denote the number of terms in this sum, we may view \(H_{i,j,(r,s)}\) as a centered DampedBinomial(\(\eta, m_{r,s} - \eta, B_{r,s}\)) random variable. We carefully analyze this distribution in the supplement.

This expression also reveals that while the columns of \(H\) are independent, there is dependence between any two rows of \(H\). This dependence can be very strong, since certain collections of entries of \(H\) will be identical. This further complicates the analysis of \(\|H\|_F\), requiring very tight bounds on the DampedBinomial distribution in order to prove Proposition 4.

The following corollary shows that the block-constant part of \(A(L(G))\) looks like a re-scaled version of the block-constant part of \(A(L(K_n))\) as described in Remark 3, with the scaling determined by the probabilities of edges appearing in each block of the induced partition:

**Corollary 3.** With probability at least \(1 - O(1/n)\),

\[
\|\hat{Q}^T A(L(G))\hat{Q} - \text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})\|_F \leq Cn^{3/4}.
\]

We may now define the latent positions of the edges. Since \(\mu_c \approx \sqrt{\mathbb{P}_e}\), the matrix

\[
\text{diag}(\mu_c)A(L(K_n))\text{diag}(\mu_c)
\]
is similar in spirit to $\mathbb{E}[PA(L(K_n))P]$, but appears to be missing a factor of roughly $\sqrt{\mathbb{E}[P]}$ on either side. As we mentioned in Section 2.2, this is nevertheless the correct object to consider for concentration because of the nonlinearities involved. When we consider projecting this matrix, we find that

$$R = \text{diag}(\mu_e)A(L(K_n))\text{diag}(\mu_e)Q = Q\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$$

$$= Q\text{diag}(\mu_{i,j})(FDFT - 2I)\text{diag}(\mu_{i,j}),$$

where $F \in M_{\{k+1\},k}(\mathbb{R})$ spans the nonzero eigenspace of $M$, as discussed in Remark 2. As such, the $k$ dominant left singular vectors of $R$ span the same subspace as $Q\text{diag}(\mu_{i,j})FD^{1/2}$, which has rows that depend only on the cluster to which the edge belongs. These are the latent positions of the edges that we wish to estimate.

Remark 5. Inspection of these latent positions shows that $C_{(i,i)}$ has latent position $(2\mu_{i,i}/\sqrt{n_i})e_i \approx 2\sqrt{B_{i,i}/n_i}e_i \in \mathbb{R}^k$, and for $i < j$, $C_{(i,j)}$ has latent position $\mu_{i,j}(\frac{1}{\sqrt{n_i}}e_i + \frac{1}{\sqrt{n_j}}e_j) \approx \sqrt{B_{i,j}/n_i}e_i + \sqrt{B_{i,j}/n_j}e_j \in \mathbb{R}^k$.

Having defined the edge latent positions, we now show that the left singular vectors of $A(L(G))\hat{Q}$ are consistent estimators for them. We cannot compare the left singular vectors of $A(L(G))\hat{Q}$ to $R$ directly, since these matrices do not have the same size. But if we instead look at the matrix $Q\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$, we see that this has rows which depend only on the cluster to which the corresponding edge belongs, and (up to a normalization), these rows are the same as those of $\text{diag}(\mu_e)A(L(K_n))\text{diag}(\mu_e)Q$ for any rows corresponding to edges appearing in $G$. But $Q\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$ has the same size as $A(L(G))\hat{Q}$, so we may compare the left singular vectors of these two matrices.

Since clustering the edge latent positions leads to perfect recovery of the edge memberships, the consistent estimator for these given by the left singular vectors of $A(L(G))\hat{Q}$ defines a signal-preserving subspace.

**Theorem 4.2.** Let $U, \hat{U} \in M_{\{k\},k}(\mathbb{R})$ be the left singular vectors of $Q\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$ and $A(L(G))\hat{Q}$, respectively, corresponding to their dominant $k$ singular values. Then there exists $C > 0$ such that with probability $1 - O(1/n)$, for $n$ sufficiently large there exists an orthogonal matrix $O$ such that

$$\|U - O\|_F \leq \frac{C}{n^{1/4}}.$$ 

Remark 6. The previous theorem shows us what each row of $A(L(G))\hat{Q}$ centers around, but because of the random size of this matrix, requires us to compare to a random object $Q\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$. We may avoid this by embedding all of the possible edges in the graph so that we have an estimator with a consistent size.

Formally, let $U$ and $\hat{U} \in M_{\{k\},k}(\mathbb{R})$ be the left singular vectors of, respectively,

$$A(L(K_n))Q\text{diag}(\mu_{i,j}) = QM\text{diag}(\mu_{i,j})$$

and $A(L(K_n))\hat{Q}$, corresponding to their dominant $k$ singular values. Then there exists $C > 0$ such that with probability $1 - O(1/n)$, for $n$ sufficiently large there exists an orthogonal matrix $O$ such that

$$\|\hat{U} - UO\|_F \leq \frac{C}{n^{1/4}}.$$ 

The rows of $\hat{U}$ give an embedding of all of the edges in $E$. Note that the mean matrix to which we compare has one fewer factor of $\text{diag}(\mu_{i,j})$: this accounts for the different scalings in $Q$ and $\hat{Q}$, since both are isometries but do not have the same number of rows.

5. Simulations

In this section, we demonstrate the utility of the line graph for inference in a stochastic block model with edge attributes. As Figure 1 shows, the line graph of an SBM has SBM-like structure. However, when incorporating edge attributes, it is important to project onto the correct eigenspace for edge clustering,
rather than projecting onto the eigenspace of leading singular vectors without using a projection. We further show that even when we do not know the true subspace onto which we should project but merely estimate it, the results are superior to methods which do not make use of an estimated projection. When combining edge covariate information with the adjacency information as observed through the line graph, we find that our approach that combines both sources of information (while using an estimated projection) outperforms methods that use only one or the other source of signal, as well as those that combine these different sources of information naively.

Fig 3: Depiction of the embedding obtained by using the left singular vectors of $A(L(G))\hat{Q}$ corresponding to the largest three singular values. GMM clustering using the first two singular vectors results in an ARI of 0.5 when compared to the true clusters, but GMM clustering using the second two singular vectors results in an ARI of 1, indicating perfect recovery of the clusters. Our method reveals the underlying edge communities.

We consider a 3-block SBM with $n_1 = n_2 = n_3 = 50$. After generating $G$ and computing $L(G)$, we find $\hat{Q}$, and compute the singular value decomposition of $A(L(G))\hat{Q} = \hat{U}\hat{S}\hat{V}^T$. When we retain only the largest three singular vectors, we get the plot in Figure 3. We compare this to the left singular vectors of $A(L(G))$ computed directly without using $\hat{Q}$, which is shown in Figure 4. Using the adjusted Rand index, we can compare clusterings obtained from these embeddings using Gaussian mixture modeling (GMM). When we do, we find that using the embedding given by the rows of the left singular vectors of $A(L(G))\hat{Q}$ corresponding to the second and third-largest singular values gives an ARI of 1, indicating perfect clustering. Using the left singular vectors of $A(L(G))\hat{Q}$ corresponding to the first and second largest singular values gives an ARI of 0.5, since the first singular vector is relatively constant across all groups. On the other hand, using any combination of two of the three left singular vectors of $A(L(G))\hat{Q}$ corresponding to the largest three singular values results in an ARI of 0, indicating a clustering with essentially no relationship to the truth. From this, we conclude that the projection $\hat{Q}$ introduced here is absolutely essential to the determination of the clustering. Failing to include the projection $\hat{Q}$ results in an embedding which retains too much information about the line graph structure, at the cost of information about the cluster structure, and leads to a far worse embedding for the task of clustering the edges. We note that in these experiments, we use $\hat{Q}$ corresponding to the clustering of the edges induced by the ground truth clustering of the vertices, which in some ways makes the comparison of these two unfair, as we can see in the stark differences between their results. In the next experiments, we will consider an approximate version of $\hat{Q}$ obtained only using information in the observed graph, and show that the results are similar in this case, indicating the importance of the projection even when this does not perfectly reflect the true cluster memberships of the edges.
Fig 4: Depiction of the embedding obtained by using the left singular vectors of $A(L(G))$ corresponding to the largest three singular values. GMM clustering using any two of these singular vectors results in an ARI of 0 when compared to the true clusters, indicating a clustering with no relation to the true memberships. This naive method fails to extract important signal, namely the edge cluster memberships.

5.1. Incorporating edge covariates

In the previous simulations, we used the true projection matrix $\hat{Q}$, which requires knowledge of the true clusters. We now consider the case where $\hat{Q}$ is estimated from the observed graph. In these experiments, we consider a 3-block SBM $G$ with $n = 300$ vertices arranged into equally-sized blocks, with block connection probability matrix given by

$$B = \rho \begin{bmatrix} 0.5 & 0.25 & 0.1 \\ 0.25 & 0.4 & 0.15 \\ 0.1 & 0.15 & 0.3 \end{bmatrix},$$

where $\rho \in \{1/10, 1/5, 1/2\}$, which we call the sparse, semi-dense, and dense settings, respectively. We compute the adjacency spectral embedding of the adjacency matrix of the original graph, ASE($A(G)$), using 3 dimensions, and obtain an approximate clustering using GMM on the rows of this matrix. From this approximate clustering, we find the induced clustering of the edges and approximate $\hat{Q}$ based on this (imperfect) clustering. This induced clustering gives us the blue curve in Figure 5, which only relies on information in the observed graph. We also generate edge covariates in $\mathbb{R}^3$ using two approaches:

- For the fixed covariate means, we set the vectors to be $(1, 0, 0), (0, 1, 0), (0, 0, 1)$ for the edge memberships between vertices in the same cluster, and $(1, 1, 0)/\sqrt{2}, (1, 0, 1)/\sqrt{2}, (0, 1, 1)/\sqrt{2}$ for the edge memberships between vertices in different clusters.
- For the random covariate means, we choose 6 vectors from a $\mathcal{N}(0, I_3)$ distribution. These covariate means are then perturbed with Normal$(0, \sigma^2 I_3)$ noise for each edge in the corresponding cluster to obtain a matrix of edge covariates, $C \in M_{m,3}(\mathbb{R})$. Clustering based on the rows of the singular value decomposition of $C$ gives the yellow curve in Figure 5. For the green and orange curves, we combine the information from the first two sources using a scaled Multiple Adjacency Spectral Embedding (scMASE) [2]. When deciding the scaling on the edge covariates, we make use of the variance estimate obtained from GMM from clustering the edge covariates only. The difference between these curves is the method used for obtaining the information coming from the observed graph. The green curve uses the 3 scaled singular vectors.
of $A(L(G))$ corresponding to the largest singular values. The orange curve uses the corresponding quantity for $A(L(G))\hat{Q}$ (where $\hat{Q}$ is computed only using observed information as described earlier). The purple curve just uses the scaled singular vectors of $A(L(G))\hat{Q}$ without using the edge covariates. We also consider a tensor-based approach which arranges the adjacency matrix and covariates as a $300 \times 300 \times 4$ tensor, and computes a low-rank decomposition via symmetric higher-order orthogonal iteration. A clustering of the edges is then obtained by applying GMM to the 3rd-mode tensor embeddings (red curve). We also compare this to finding a vertex clustering based on the first two modes of the tensor decomposition, then obtaining the induced clustering of the edges based on these vertex labels, which yields the black curve. All of these experiments were repeated with 50 times, and error bars are plotted for all of the approaches in all of these settings.

Comparing these approaches, we see that there is a marked improvement from using even the approximate projection over using the singular vectors of $A(L(G))$. Over the range of different variances for the edge covariates, the combined method making use of the approximate projection outperforms either of the methods that only make use of one source of information. Moreover, comparing the green and orange curves, this approximate projection clearly leads to a better extraction of the clustering information from $A(L(G))$. A tensor-based approach to edge clustering may be preferred in certain settings, but we see that it computes a low-rank decomposition via symmetric higher-order orthogonal iteration. A clustering of the vertices is then obtained by applying GMM to the 3rd-mode tensor embeddings (red curve). We also compare this to finding a vertex clustering based on the first two modes of the tensor decomposition, then obtaining the induced clustering of the edges based on these vertex labels, which yields the black curve. All of these methods that only make use of one source of information. Moreover, comparing the green and orange curves, this approximate projection clearly leads to a better extraction of the clustering information from $A(L(G))$. A tensor-based approach to edge clustering may be preferred in certain settings, but we see that it computes a low-rank decomposition via symmetric higher-order orthogonal iteration. A clustering of the vertices is then obtained by applying GMM to the 3rd-mode tensor embeddings (red curve). We also compare this to finding a vertex clustering based on the first two modes of the tensor decomposition, then obtaining the induced clustering of the edges based on these vertex labels, which yields the black curve. All of these methods that only make use of one source of information. Moreover, comparing the green and orange curves, this approximate projection clearly leads to a better extraction of the clustering information from $A(L(G))$. A tensor-based approach to edge clustering may be preferred in certain settings, but we see that

5.2. Computational considerations

The adjacency matrix of the line graph is typically much larger than that of the original graph, since the number of edges $m$ is often on the order of $n^2$ when the number of vertices is $n$. However, since the proposed embedding method only relies on a singular value decomposition of $A(L(G))\hat{Q}$, we may circumvent the need to construct the full line graph adjacency matrix, significantly reducing computational costs.

When we have edge covariates $v_e \in \mathbb{R}^c$, we would expect to be given an edge list $L \in M_{m,2+c}$, where the $(i,j)$th row is given by

$L_{i,j} = [(i,j), v_{ij}^T]$. 

From this, we can easily construct the adjacency matrix $A(G)$, and apply whichever method we choose to obtain an initial clustering of the vertices, $\hat{Z} \in M_{n,k}(\mathbb{R})$. We now observe that for the matrix with unnormalized columns $\hat{Q}_{un} \in M_{m,2+c}(\mathbb{R})$, and the incidence matrix $B \in M_{n,m}(\{0,1\})$, we get for $i \in \mathcal{C}_r$:

$$(B\hat{Q}_{un})_{i,(r,s)} = \#\{j \in \mathcal{C}_s : \{i,j\} \in E\} = (A(G)\hat{Z})_{i,s}.$$ 

This immediately gives $\hat{m}_{r,s} = [(\hat{Z}^T A(G)\hat{Z})_{r,s} + (\hat{Z}^T A(G)\hat{Z})_{s,r}] / 2$, so we can determine the normalizations of the columns in $\hat{Q}$. This computation can be completed in time proportional to matrix multiplication for the original adjacency matrix. Now for an edge $\{i,j\} \in E$, $i \in \mathcal{C}_r$, $j \in \mathcal{C}_s$, we get

$$(A(L(G))\hat{Q})_{i,j,(t,u)} = \begin{cases} 
\frac{[(A(G)\hat{Z})_{i,s} + (A(G)\hat{Z})_{j,t} - 2]/\hat{m}_{r,s}^{1/2}}{\text{if } (t,u) = (r,s)} \\
\frac{(A(G)\hat{Z})_{i,u}}{\hat{m}_{r,s}^{1/2}} & \text{if } t \neq r \neq s \neq u \\
\frac{(A(G)\hat{Z})_{j,t}}{\hat{m}_{r,s}^{1/2}} & \text{if } t \neq r \neq s \neq u \\
\frac{[(A(G)\hat{Z})_{i,u} + (A(G)\hat{Z})_{j,t}]}{\hat{m}_{r,t}^{1/2}} & \text{if } r = s = t \neq u \\
0 & \text{otherwise}.
\end{cases}$$

This computation is linear in $m$, which is true for any algorithm that makes use of all the edge covariates. We can now compute the singular value decomposition of $A(L(G))\hat{Q}$ to obtain the edge latent positions, all without ever having constructed the full matrix $A(L(G))$.  
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Fig 5: Comparison of edge clusterings based on (i) Adjacency matrix of the original graph only, using induced clustering (blue); (ii) Edge covariates only (yellow) (iii) Adjacency matrix of the line graph, using a projection matrix, with no covariates (purple); (iv) Adjacency matrix of the line graph with covariates, but no projection matrix (green); (v) Adjacency matrix of the line graph with covariates and projection matrix (orange); (vi) Tensor decomposition mode 3 embeddings; (vii) Tensor decomposition modes 1 and 2 embeddings. All clusterings are compared to ground truth, measured using adjusted Rand index. We see that combining the information from both sources using scMASE with the projection yields results comparable or better than the maximum of those approaches which only make use of one source of data. All experiments consider a 3-block SBM with $n = 300$ and 50 trials. See the text for a full description of the procedure used to generate these plots.
6. Discussion

In real networks, relevant information is often associated to network edges. The line graph of a random graph effectively exchanges the roles of vertex and edge, so spectral decompositions of the line graph can yield consistent inference for random graphs with edge covariates. They are therefore a valuable tool for broader graph inference.

Our work here establishes foundational components of spectral inference in a line graph: first, rendering well-defined the mean matrix for such a graph, which has a necessarily random vertex set; second, probabilistic concentration of the spectrum of the adjacency matrix of the line graph; third, detailed analysis of the largest eigenvalue and empirical spectral distribution for the ER line graph, mirroring results for the adjacency matrix and Laplacian in this setting; and finally, the determination of certain signal-preserving singular subspaces of this adjacency matrix and their extraction through an appropriate projection. The first of these is an important departure from analogous results for random graphs on a fixed vertex set; the second and third are natural parallels to similar results for random matrices; and the fourth is a key contribution of this work: without the “correct” singular subspace, inference with edge covariates can be significantly corroded, but an appropriate projection can isolate the signal-preserving subspace, with which edge covariate information can be integrated for more accurate inference.

More specifically, we establish that under mild conditions, the line graph of a stochastic block model has block-model structure. That is, the mean matrix of the line graph of an SBM can be decomposed into its actions on certain orthogonal invariant subspaces, one of which is spanned by block-constant vectors. Since the entries of these vectors are constant for edges in the same cluster, this is a signal-preserving subspace for edge clustering. Estimating the corresponding projection operator onto this subspace allows us to estimate important signal dimensions. Our simulations show that (a) the signal dimensions cannot be obtained without a projection, and (b) even when the estimated projection matrix is only approximately correct, it still enables us to extract useful signal from the line graph. Incorporating edge covariate information with the approximate projection is a vast improvement over discarding the covariates altogether, or using a naive singular value decomposition and projecting onto an inapt subspace.

There are several theoretical and practical questions that remain, even in the case of SBM graphs. In Section 5.1, we consider estimating the projection \( \hat{Q} \) using the induced clustering arising from an estimated clustering of the vertices in the underlying graph. From Figure 5, we see that an estimated projection \( \hat{Q} \) relying on a (likely imperfect) initial clustering of the vertices is still useful for capturing the signal in \( A(L(G)) \hat{Q} \), when \( \hat{Q} \) itself relies on an estimated clustering, is important for both performance guarantees and robust implementation on real data. A related question is that of choosing optimal scalings for scMASE, which we use to combine the information from adjacency and edge covariates. A plausible heuristic is to consider a range of scalings for the edge covariates, generate multiple embeddings corresponding to different values of this parameter, and choose the value that maximizes the clustering coefficient for this embedding.

Our analysis of line graphs overcomes major hurdles, including random graph size, high rank, and a nonexistent spectral gap. The very weak conditions in our key concentration inequality (discussed in Remark 1) show the utility of viewing the observed line graph as a random subgraph of the line graph of the complete graph on the same set of vertices. For extensions to random graphs beyond SBM graphs—for example, a random dot product graph—Theorem 2.1 still guarantees concentration of the spectrum. If, in addition, the mean of the random line graph exhibits identifiable matrix structure, we may be able to find a projection that permits estimation of a signal-preserving subspace for the specified inference task. This holds real promise for inference in a wider class of graph models.

**Supplementary Material**

**Proofs**

The supplement contains all proofs, both for the main results and for the damped binomial distribution.
Acknowledgements

This work was supported in part by the Defense Advanced Research Projects Agency under the LogX program (N6523620C8008-01) and the D3M program administered through contract FA8750-17-2-0112, the Naval Engineering Education Consortium (NEEC), Office of Naval Research (ONR) Award Number N00174-19-1-0011, and by funding from Microsoft Research.

The authors would like to thank Benjamin Pedigo for his insightful comments on the manuscript.

References

[1] Airoldi, E. M., Costa, T. B. and Chan, S. H. (2013). Stochastic blockmodel approximation of a graphon: Theory and consistent estimation. Adv. Neural Inf. Proc. Syst. 26 692–700.
[2] Arroyo, J., Athreya, A., Cape, J., Chen, G., Priebe, C. E. and Vogelstein, J. T. (2021). Inference for multiple heterogeneous networks with a common invariant subspace. Journ. of Mach. Learn. Res. 22 1–49.
[3] Athreya, A., Lyzinski, V., Marchette, D. J., Priebe, C. E., Sussman, D. L. and Tang, M. (2016). A limit theorem for scaled eigenvectors of random dot product graphs. Sankhya A 78 1–18.
[4] Binkiewicz, N., Vogelstein, J. T. and Rohe, K. (2017). Covariate-assisted spectral clustering. Biometrika 104 361–377.
[5] Bullmore, E. and Sporns, O. (2009). Complex brain networks: Graph theoretical analysis of structural and functional systems. Nature Rev. Neurosci 10 186–198.
[6] Diaconis, P. and Janson, S. (2008). Graph limits and exchangeable random graphs. Rend. Mat. Appl. (7) 28 33–61.
[7] Ding, X. and Jiang, T. (2008). Graph limits and exchangeable random graphs. Ann. Appl. Probab. 20 2086–2117.
[8] Durante, D. and Dunson, D. B. (2018). Bayesian inference on group differences in brain networks. Bayesian Anal. 13.
[9] Erdős, P. and Rényi, A. (1960). On the evolution of random graphs. Proc. Hungar. Acad. Sci 5 17–61.
[10] Evans, T. and Lambiotte, R. (2009). Line graphs, link partitions, and overlapping communities. Phys. Rev. E 80 016105.
[11] Füredi, Z. and Komlós, J. (1981). The eigenvalues of random symmetric matrices. Combinatorica 1 233–241.
[12] Gross, J. L. and Yellen, J. (2005). Graph Theory and its Applications. CRC press.
[13] Hoff, P. D., Raftery, A. E. and Handcock, M. S. (2002). Latent space approaches to social Network Analysis. J. Amer. Statist. Assoc. 97 1090–1098.
[14] Horn, R. and Johnson, C. (1985). Matrix Analysis. Cambridge University Press.
[15] Karónski, Scheinerman and Singer-Cohen (1999). On Random intersection graphs: the subgraph problem. Comb. Probab. Comput. 8 131–159.
[16] Lehot, P. G. (1974). An optimal algorithm to detect a line graph and output its root graph. J. ACM 21 569–575.
[17] Lelarge, M., Massoulie, L. and Xu, J. (2013). Reconstruction in the labeled stochastic block model. In 2013 IEEE Inform. Theory Workshop (ITW) 1–5. IEEE.
[18] Liu, D., Trajanovski, S. and Van Mieghem, P. (2013). Random line graphs and a linear law for assortativity. Phys. Rev. E 87 012816.
[19] Lubberts, Z., Athreya, A., Park, Y. and Priebe, C. E. (2024). Supplementary material to “Random line graphs and edge-attributed network inference. Submitted to Bernoulli.
[20] Lyzinski, V., Sussman, D. L., Tang, M., Athreya, A. and Priebe, C. E. (2014). Perfect clustering for stochastic blockmodel graphs via adjacency spectral embedding. Electron. J. Stat. 8 2905–2922.
[21] Maňka-Krašoň, A., Mwijage, A. and Kulakowski, K. (2010). Clustering in random line graphs. Comput. Phys. Commun. 181 118–121.
[22] Paul, S. and Chen, Y. (2020). Spectral and matrix factorization methods for consistent community detection in multi-layer networks. Ann. of Statist. 48 230–250.
[23] Priebe, C. E., Park, Y., Tang, M., Athreya, A., Lyzinski, V., Vogelstein, J. T., Qin, Y., Cocanougher, B., Eichler, K., Zlatic, M. and Cardona, A. (2017). Semiparametric spectral modeling of the Drosophila connectome. arXiv preprint arXiv:1705.03297.

[24] Skiena, S. (1990). Implementing Discrete Mathematics: Combinatorics and Graph Theory with Mathematica. Addison-Wesley.

[25] Smith, A. L., Asta, D. and Calder, C. A. (2017). The geometry of continuous latent space models for network data. Arxiv preprint arXiv:1712.08641.

[26] Sussman, D. L., Tang, M., Fishkind, D. E. and Priebe, C. E. (2012). A consistent adjacency spectral embedding for stochastic blockmodel graphs. J. Amer. Statist. Assoc. 107 1119–1128.

[27] Sussman, D. L., Tang, M. and Priebe, C. E. (2014). Consistent latent position estimation and vertex classification for random dot product graphs. IEEE Trans. Pattern Anal. Mach. Intell. 36 48–57.

[28] Takemura, S. Y., Bharioke, A., Lu, Z., Nern, A., Vitaladevuni, S., Rivlin, P. K. et al. (2013). A visual motion detection circuit suggested by Drosophila connectomics. Nature 500 175–181.

[29] Tang, M., Athreya, A., Sussman, D. L., Lyzinski, V., Park, Y. and Priebe, C. E. (2017). A semiparametric two-sample hypothesis testing problem for random dot product graphs. Journ. Comput. Graph. Statist. 26 344–354.

[30] Tang, M., Athreya, A., Sussman, D. L., Lyzinski, V. and Priebe, C. E. (2017). A nonparametric two-sample hypothesis testing problem for random dot product graphs. Bernoulli 23 1599–1630.

[31] Tropp, J. A. (2015). An introduction to matrix concentration inequalities. Found. Trends Mach. Learn. 8 1–230.

[32] Van der Vaart, A. W. (2000). Asymptotic statistics 3. Cambridge university press.

[33] Whitney, H. (1932). Congruent graphs and the connectivity of graphs. Amer. J. Math. 54 150–168.

[34] Wolfe, P. J. and Olhede, S. C. Nonparametric graphon estimation. arXiv preprint arXiv: 1309.5936.

[35] Yu, Y., Wang, T. and Samworth, R. J. (2015). A useful variant of the Davis-Kahan Theorem for statisticians. Biometrika 102 315–323.

[36] Zhang, A. and Xia, D. (2018). Tensor SVD: Statistical and computational limits. IEEE Trans. Inform. Theory 64 7311–7338.
Supplement to “Random line graphs and edge-attributed network inference”

Zachary Lubberts 1 Avanti Athreya 2 Youngser Park 3 and Carey E. Priebe 2

1 Department of Statistics, University of Virginia
2 Department of Applied Mathematics and Statistics, Johns Hopkins University,
3 Center for Imaging Science, Johns Hopkins University,

Supplementary material: proofs of main and supporting results.
Here, we provide proofs of main and supporting results for our paper “Random line graphs and edge-attributed network inference.” In the proofs we give here, we rely on the following decomposition and representation for the adjacency matrix of a line graph. Let $G$ be an undirected graph on $n$ vertices with edge set $E$ with size $\hat{m}$. Let $B \in M_n, b_{\hat{m}}(Z)$ be defined by

$$B_{i,e} = \chi_e(i)$$

(4)

where $\chi_e$ is the indicator function of $e \in E \subseteq \binom{V}{2}$. Then

$$(B^T B)_{e_1,e_2} = \sum_{i=1}^{n} \chi_{e_1}(i) \chi_{e_2}(i) = \begin{cases} 2 & e_1 = e_2 \\ 1 & |e_1 \cap e_2| = 1 \\ 0 & e_1 \cap e_2 = \emptyset \end{cases}$$

(5)

so $A(L(G)) = B^T B - 2I$. On the other hand,

$$(BB^T)_{i,j} = \sum_{e \in E} \chi_{e}(i) \chi_{e}(j) = \begin{cases} \deg_G(i) & i = j \\ \chi_E(e) & i \neq j \end{cases}$$

(6)

so $A(G) = BB^T - D$, with $D$ the diagonal matrix of degrees. In summary, we derive that

$$A(L(G)) = B^T B - 2I$$

$$A(G) = BB^T - D$$

(7)

(8)

The following is the proof of Proposition 1 and its corollary.

Proof. Let $B \in M_{n,\hat{m}}(Z)$ be defined by Equation 4. If $\hat{m} < n$, $A(G) + D = BB^T$ has the same eigenvalues as $B^T B = A(L(G)) + 2I$ along with $n - \hat{m}$ zeros, so subtracting 2 from the eigenvalues of both sides gives the result. On the other hand, when $\hat{m} \geq n$, $A(L(G)) + 2I = B^T B$ has the same eigenvalues as $BB^T = A(G) + D$ along with $n - \hat{m}$ zeros, so subtracting 2 from the eigenvalues of both sides gives the result.

Finally, when $G = K_n$, $\hat{m} = \binom{n}{2}$, $D = (n - 1)I$, and $A(G) = J - I$, so $A(G) + D = J + (n - 2)I$, which has eigenvalues $\{2n - 2, n - 2 (\text{mult. } n - 1)\}$. Plugging this into the proposition gives the corollary. □

We will need the following results in what follows. The first may be found in [31]:

Result 1 (Matrix Chernoff Bound). Consider a finite sequence $\{X_\ell\}$ of independent, random, Hermitian matrices with common dimension $d$. Assume that

$$0 \leq \lambda_{\min}(X_\ell) \text{ and } \lambda_{\max}(X_\ell) \leq L \text{ for each index } \ell.$$
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Introduce the random matrix $Y = \sum_\ell X_\ell$, and define the extreme eigenvalues $\mu_{\min}, \mu_{\max}$ of $EY$:

$$
\mu_{\min} = \lambda_{\min}(EY) = \lambda_{\min} \left( \sum_\ell E X_\ell \right), \quad \text{and}
$$

$$
\mu_{\max} = \lambda_{\max}(EY) = \lambda_{\max} \left( \sum_\ell E X_\ell \right).
$$

Then

$$
\mathbb{E} \lambda_{\min}(Y) \geq 0.63 \mu_{\min} - L \log d, \quad \text{and}
$$

$$
\mathbb{E} \lambda_{\max}(Y) \leq 1.72 \mu_{\max} + L \log d,
$$

and

$$
\mathbb{P} \left[ \lambda_{\min}(Y) \geq t \mu_{\min} \right] \leq d e^{-(1-t)^2 \mu_{\max}/2L} \quad \text{for } t \in [0,1), \quad \text{and}
$$

$$
\mathbb{P} \left[ \lambda_{\max}(Y) \geq t \mu_{\max} \right] \leq d \left( \frac{e}{t} \right)^t \mu_{\max}/L \quad \text{for } t \geq e.
$$

The following result may be found in [14]:

**Result 2** (Ostrowski). Let $A \in M_n$ be Hermitian, $S \in M_n$ be nonsingular. Then for each $\ell = 1, \ldots, n$,

$$
\lambda_{\ell}(SAS^*) = \theta_{\ell} \lambda_{\ell}(A),
$$

where $\theta_{\ell} \in [\sigma_{n}(S)^2, \sigma_{1}(S)^2]$.

**Proof of Theorem 2.1.** The crucial step is finding the right matrix to express as a sum of random Hermitian matrices so that we may apply Result 1. We observe that $A(L(G))$ is the submatrix of $A(L(K_n))$ with rows and columns indexed by $e \in E$. Then if we let $P = \text{diag}(\{\delta_e\}_{e \in \binom{\ell}{2}})$, where $\delta_{i,j} \sim \text{Bernoulli}(P_{i,j})$ are all independent, any particular observation of the matrix $P$ yields $A(L(G))$ as the nonzero submatrix of $PA(L(K_n))P$, since this matrix just zeroes out all rows and columns of $A(L(K_n))$ for which $\delta_e = 0$, which is equivalent to $e \notin E$. So as in the proof of Proposition 1, let $B = \{\chi_{\ell}(i)\}_{i \in [n], e \in \binom{\ell}{2}}$, so that $A(L(K_n)) + 2I = B^T B$. Now if we consider $BP$, letting $B_e$ be the $e$th column of $B$, $S_e$ the $e$th standard unit vector, we see that $BP = \sum_e \delta_e B_e S_e^T$. Then the matrix $P(A(L(K_n)) + 2I)P = PB^T BP$ has $\binom{\ell}{2} - n$ zero eigenvalues, plus the eigenvalues of $Y = BP(BP)^T = \sum_{e_1, e_2} \delta_{e_1} \delta_{e_2} (B_{e_1}S_{e_1}) (B_{e_2}S_{e_2}) = \sum_e \delta_e B_e B_e^T$,

since $\delta_e^2 = \delta_e$, being a $\{0,1\}$-valued random variable. This is a sum of independent, random, Hermitian, positive semidefinite matrices with common dimension $n$, so we can apply the matrix Chernoff bounds of Result 1 so long as we can get estimates for $\mu_{\min}, \mu_{\max}$, and $L$.

The bound on $L$ follows since each column of $B$ has exactly 2 nonzero entries, meaning that $\max_{e} \|B_e\|^2 = 2$, so $\|\delta_e B_e B_e^T\|_2 \leq 2$ for all $e$, which means $L = 2$ suffices. Considering $EY = EB(BP)^T = B(EP)B^T$, we see that $EP = \text{diag}(P_{i,j})$, which we will call $R^2$, for the diagonal matrix $R$. Now $EY = BR(BR)^T$ has the same nonzero eigenvalues as $(BR)^T BR$, which is an $*$-congruence of the matrix $B^T B$, so by Result 2, for $1 \leq \ell \leq n$, $\lambda_{\ell}(EY) = \lambda_{\ell}(RB^T BR) = \theta_{\ell} \lambda_{\ell}(B^T B)$ for some $\theta_{\ell} \in [\sigma_{\min}^2(R), \sigma_{\max}^2(R)] = [\mu_{\min}, \mu_{\max}]$. Combining this with the information from Corollary 1, since $B^T B = A(L(K_n)) + 2I$, we see that

$$
\mu_{\min} = \lambda_{\min}(EY) \in [\mu_{\min}, \mu_{\max}](n-2), \quad \text{and}
$$

$$
\mu_{\max} = \lambda_{\max}(EY) \in [\mu_{\min}, \mu_{\max}]2(n-1).
$$
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Plugging this information into Result 1, we get
\[\mathbb{E}\lambda_n(Y) \geq 0.63p_{\min}(n-2) - 2\log n,\] and
\[\mathbb{E}\lambda_1(Y) \leq 1.72(p_{\max}(n-1)) + 2\log n,\]
and
\[\mathbb{P} [\lambda_n(Y) \leq t\mu_{\min}] \leq n e^{-(1-t)^2\mu_{\min}/4} \text{ for } t \in [0, 1],\] and
\[\mathbb{P} [\lambda_1(Y) \geq t\mu_{\max}] \leq n \left(\frac{e}{t}\right)^{t\mu_{\max}/2} \text{ for } t \geq e.\]

In the probability statements, we decrease the size of the first event by using the lower bound on \(\mu_{\min}\), \(p_{\min}(n-2)\), and increase the bound on the right hand side of the first line by using the same bound on this quantity. For the second line, we decrease the size of the event by using the upper bound on \(\mu_{\max}\), \(p_{\max}(n-1)\), and increase the bound on the right hand side by using the lower bound on \(\mu_{\max}\), \(p_{\min}(n-1)\).

Now the eigenvalues of \(A(L(G)) + 2I\) are the top \(\hat{m}\) eigenvalues of \(P(A(L(K_n)) + 2I)P\), which has \(^n\binom{n}{2} - n\) zero eigenvalues, along with the eigenvalues of \(Y\). Then the eigenvalues of \(A(L(G))\) are just \((\sigma(Y) - 2) \cup \{-2\}\), where we observe that if \(\hat{m} < n\), \(Y\) must have zero eigenvalues, so \(\lambda_n(A(L(G))) = -2\) is the correct assignment for the values in this case. \(\square\)

**Proof of Theorem 2.2.** Recalling Equation 7, observe that the adjacency matrix of the line graph, \(A(L(G))\), satisfies \(A(L(G)) + 2I = B^T B\). Thus \(\sigma(A(L(G)))\), the spectrum of the line graph, corresponds to the spectrum of \(B^T B - 2I\). Of course, the spectrum of \(B^T B\) is the same as that of \(BB^T\), and again from Equation 7, we find that \(BB^T = A(G) + D\) where \(A(G)\) is the adjacency matrix of the graph \(G\) itself and \(D\) is its diagonal matrix of degrees. Importantly, \(BB^T\) is an \(n \times n\) matrix of fixed size, and its mean is straightforward to compute:
\[\mathbb{E}[BB^T] = p(J - I) + (n-1)pI\tag{9}\]
where \(J\) is the matrix of all ones. The largest eigenvalue of this matrix is \(2(n-1)p\), and all other eigenvalues are \((n-2)p\). Applying the matrix Bernstein inequality [31], we see that
\[\mathbb{P}[\|BB^T - \mathbb{E}[BB^T]\| \leq c\sqrt{n \log(n)}] \geq 1 - Cn^{-2}.\]
So by Weyl’s inequality, on this high-probability event, \(|\lambda_1(BB^T) - \lambda_1(\mathbb{E}[BB^T])| \leq c\sqrt{n \log(n)}\). In other words, with high probability, \(\lambda_1(A(L(G))) - [2(n-1)p - 2] \sim O(\sqrt{n \log(n)})\). Applying the Borel-Cantelli lemma, we see that almost surely,
\[\frac{\lambda_1(A(L(G)))}{n} - 2p \to 0 \text{ as } n \to \infty.\]
\(\square\)

To prove Theorem 2.3, we require the following lemma. While the statements are quite similar to Lemma 3 in [11], our setting is made significantly more complicated by the introduction of diagonal terms which are dependent on all of the off-diagonal entries in the corresponding row and column, while [11] assumes independence between the diagonal and off-diagonal entries. For ease of exposition, we defer the proof of Lemma 6.1 until later in the supplement. For now, we state the needed bounds and then use them in the proof of Theorem 2.3.
Lemma 6.1.

\[
\mathbb{P}[\|S - L_j\|^2 - 4n^2p(1-p) > 8p(1-p)n^{3/2}x] < 1/x^2
\]  

(10)

\[
\mathbb{P}\left[\sum_{i,j} \hat{A}_{i,j}(S_i - L)(S_j - L) - 4n^2p(1-p)(2-3p) > Cn^2x\right] < 1/x^2
\]  

(11)

\[
\mathbb{E}\left[\sum S_i/n\right] = (n-1)p, \quad \text{Var}\left(\sum S_i/n\right) = 8p(1-p) - 8p(1-p)/n
\]  

(12)

\[
\mathbb{P}\left[\sum S_i^2/n - \sum S_i/n - 4(1-p) > Cp(1-p)x^2/n\right] \leq 1/x^2
\]  

(13)

Moreover, \(\sum S_i/n\) is a scaled, translated Binomial random variable, so centering and scaling by the mean and variance given in (12) as \(n \to \infty\), this quantity will converge in distribution to a Normal random variable.

We are now ready to prove Theorem 2.3.

Proof of Theorem 2.3. The argument begins as the proof of Theorem 2.2, though we now require tighter control on the top eigenvalue of \(BB^T = A(G) + D\). To obtain such control, we follow [11]. Define \(\hat{A} = A + D - (n-1)pI\), \(\hat{P} = \mathbb{E}[\hat{A}] = p(J - I)\), where \(J\) is the \(n \times n\) matrix of all ones. Let \(S = \hat{A}j\), where \(j\) is the vector of all ones. Note that \(\mathbb{E}[S] = (n-1)pj =: Lj\).

We may write \(\hat{A} - \hat{P} = \sum_{i<j}(A_{ij} - p)(e_i + e_j)(e_i + e_j)^T\) as a sum of independent, mean-0 Hermitian matrices, with each term bounded by 2 in spectral norm. The matrix variance is given by

\[
\mathbb{E}[(\sum_{i<j} 2(A_{ij} - p)^2(e_i + e_j)(e_i + e_j)^T) = 2p(1-p)\sum_{i<j}(e_i + e_j)(e_i + e_j)^T
\]

\[
= 2p(1-p)(J - I) + 2(n-1)p(1-p)I,
\]

which has spectral norm \(4(n-1)p(1-p)\). Then by the matrix Bernstein inequality,

\[
\mathbb{P}[\|\hat{A} - \hat{P}\| > t] \leq 2n \exp\left(\frac{-t^2/2}{4(n-1)p(1-p) + 2t/3}\right),
\]

so with high probability, \(\|\hat{A} - \hat{P}\| \leq C\sqrt{n \log(n)p(1-p)}\). Since \(\hat{P}\) has one eigenvalue \((n-1)p\) and the remaining eigenvalues are just \(-p\), Weyl's inequality tells us that on this high-probability event,

\[
\max_{i \geq 2} |\lambda_i(\hat{A}) + p| \leq C\sqrt{n \log(n)p(1-p)}.
\]  

(14)

The rest of the argument now follows as in [11], utilizing Lemma 6.1 in place of Lemma 3 in [11], and Equation (14) in place of Theorem 2 from [11].

We prove Theorem 2.5 on the weak limit of the empirical spectral distribution of a Wigner matrix. The following lemma, a variant of a result in [32] on weak limits and moment sequences, is helpful.

Lemma 6.2. Let \(\mu_n\) be measures on \(\mathbb{R}\) for all \(n \geq 1\), and suppose the following:

1. for all \(k \geq 0\),

\[
\int x^k \, d\mu_n \to m_k \in \mathbb{R} \text{ as } n \to \infty,
\]  

(15)

2. \(m_k\) satisfy Carleman's condition.

Then the sequence \(\mu_n\) is tight; there exists a unique measure \(\mu\) on \(\mathbb{R}\) satisfying \(m_k = \int x^k \, d\mu\) for all \(k \geq 0\); and \(\mu_n \xrightarrow{\ast} \mu\) as \(n \to \infty\). Condition (iii) may be replaced by any sufficient condition for determinacy of the Hamburger moment problem.
Proof of Lemma 6.2. Note that Eq. 15 guarantees uniform integrability of $|x|^k$ for all $k$. By Cauchy-Schwarz, it suffices to show this for even $k$, so observe that for any $A > 0$

$$
\int_{[-A,A]^c} x^{2k} A^2 \, d\mu_n \leq \int_{[-A,A]^c} x^{2k+2} \, d\mu_n \leq \int_{\mathbb{R}} x^{2k+2} \, d\mu_n. \tag{16}
$$

Since the right hand side is a convergent sequence of real numbers, it is bounded, and thus

$$
\int_{[-A,A]^c} x^{2k} \, d\mu_n \leq \frac{B_k}{A^2}, \tag{17}
$$

Putting $k = 0$ implies that

$$
\mu_n([-A,A]^c) \leq \frac{B_0}{A^2}
$$

which can be made arbitrarily small by choosing $A$ sufficiently large. Hence $\mu_n$ is a tight sequence. By Prohorov’s Theorem, there exists a subsequence $\mu_{n_j}$ that converges weakly to a probability measure $\mu^S$, where $S$ denotes the potential dependence of this limit on the choice of subsequence. By weak convergence of $\mu_{n_j}$ and uniform integrability of $|x|^k$,

$$
m_k = \lim_{j \to \infty} \int_{\mathbb{R}} |x|^k \, d\mu_{n_j} = \int_{\mathbb{R}} |x|^k \, d\mu^S.
$$

Thus $\mu^S$ has $k$th moment given by $m_k$ for all $k \geq 0$, and therefore $m_k$ is a moment sequence. Since $m_k$ satisfies Carleman’s condition, there is only one measure with these moments. As a result, $\mu^S$ is independent of the subsequence itself, so we can write $\mu^S = \mu$. This guarantees weak convergence of the full sequence $\mu_n$ to $\mu$.

Our proof of Theorem 2.5 relies on moment convergence for the empirical spectral distribution, bounds sufficient to guarantee convergence with probability one, and detailed counting arguments. We establish, using elementary methods, that the empirical spectral distribution coincides with that given in Theorem 2 of [7], where the authors consider, by contrast, diagonal entries that are the negation of the row sums of the diagonal.

Proof of Theorem 2.5. For any given Wigner DD matrix $W_n$, scaling the off-diagonal entries by $\sigma$ produces a Wigner DD matrix with unit variance, so without loss of generality we consider the case $\sigma = 1$. For such a Wigner DD matrix $W_n$, we order the necessarily real eigenvalues by

$$
\lambda_1(W_n) \leq \cdots \leq \lambda_n(W_n).
$$

Let $X_n = \frac{W_n}{\sqrt{n}}$. Let $\hat{\mu}_n := \hat{\mu}_{X_n}$ denote the empirical spectral distribution of $X_n$. This is a random measure on $\mathbb{R}$ defined by

$$
\hat{\mu}_n((\infty, x]) = \frac{1}{n} \sum_{j=1}^{n} I_{(-\infty, x]}(\lambda_j(X_n)).
$$

The $k$th moment of this random measure is the random variable

$$
\hat{L}_k = \int_{\mathbb{R}} x^k \, d\hat{\mu}_n(x) = \frac{1}{n} \sum_{j=1}^{n} \lambda_j^k(X_n) = \frac{1}{n} \text{tr} \left( \left( \frac{W}{\sqrt{n}} \right)^k \right) \tag{18}
$$

We show that the sequence of random measures $\hat{\mu}_n$ converges weakly almost surely, as $n \to \infty$, to a unique and deterministic measure $\mu$ on $\mathbb{R}$ with cumulative distribution function $L(x)$. For $k$ a positive integer, the odd moments $L_{2k+1}$ of this limiting distribution are zero, and the even moments are given by

$$
L_{2k} = \sum_{m=0}^{k-1} \frac{1}{m+1} \sum_{j_1, j_2, \ldots, j_{m+1} \geq 0} \sum_{j_i = m} \frac{1}{2^m} \prod_{i=1}^{m+1} \binom{2n_i + j_i}{j_i} \frac{(2n_i)!}{(2n_i)!}.
$$
To establish this, we proceed as follows. First, we prove a moment convergence for the expected values of the \(k\)th random moments under \(\hat{\mu}_n\), namely that

\[
\lim_{n \to \infty} \mathbb{E}[\hat{L}_n^k] = \lim_{n \to \infty} \mathbb{E}\left[\frac{1}{n} \text{tr}\left(\frac{W}{\sqrt{n}}\right)^k\right] = L_k
\]

(19)

Second, we show that for any \(k\),

\[
\mathbb{P}\left[ \lim_{n \to \infty} \left| \hat{L}_n^k - \mathbb{E}[\hat{L}_n^k] \right| = 0 \right] = 1.
\]

(20)

The limiting results in Equations (19) and (20) imply that for each \(k \geq 1\), the set \(A_k = \{\omega : \lim_{n \to \infty} \hat{L}_n^k(\omega) = L_k\}\) has full measure. Next, we show that the deterministic sequence of real numbers \(L_k\) satisfies Carleman’s condition. With this in hand, put \(\mathcal{A} = \cap A_k\); then \(\mathcal{A}\) has full measure, and for any \(\omega \in \mathcal{A}\), \(\hat{L}_n^k(\omega) \to L_k\) for all \(k \geq 0\). Lemma 6.2 establishes that there exists a unique, deterministic probability measure \(\mu\) such that for all \(\omega \in \mathcal{A}\), \(\hat{\mu}_n(\omega)\) converges weakly to \(\mu\).

Thus the proof is complete once we verify Equations (19) and (20) and demonstrate that \(L_k\) satisfy Carleman’s condition. We focus now on Equation (19), which is the key claim. Since the trace of a matrix is the sum of its diagonal elements, and since the \(r\)th diagonal element of \(W_n^k\) is given by

\[
(W_n^k)_{rr} = \sum_{i_2, \ldots, i_k} [W_{i_1i_2}W_{i_2i_3} \cdots W_{i_kr}]
\]

where, for notational ease on the right-hand side, we suppress the dependence on \(n\) of the entries of \(W_n\), and adopt the convention that \(W_{i_1i_{l+1}} = (W_n)_{i_1i_{l+1}}\). Note that the sum on the right-hand side is over all \(k - 1\) tuples \((i_2, \ldots, i_k)\) whose components range from 1 to \(n\). Hence

\[
\mathbb{E}\left[\frac{1}{n} \text{tr}\left(\frac{W_n}{\sqrt{n}}\right)^k\right] = \frac{1}{n^{k/2 + 1}} \sum_{i_1}^n \left(\sum_{i_2, \ldots, i_k} \mathbb{E}[W_{i_1i_2}W_{i_2i_3} \cdots W_{i_ki_1}]\right)
\]

(21)

\[
= \frac{1}{n^{k/2 + 1}} \sum_{i_1, i_2, \ldots, i_k} \mathbb{E}[W_{i_1i_2}W_{i_2i_3} \cdots W_{i_ki_1}]
\]

(22)

where, again, the sum is over all possible \(k\) tuples \((i_1, \ldots, i_k)\) whose individual components range from 1 to \(n\). Consider the entries \(W_{i_li_{l+1}}\) for any \(1 \leq l \leq k\). Suppose there exists some \(l, 1 \leq l \leq k - 1\), with \(i_l = i_{l+1}\), or \(i_k = i_1\). In any such instance, there is at least one diagonal entry of \(W_n\) among the factors that comprise the product in Eq. 22. Because a WignerDD matrix \(W\) has the property that \(W_{ii} = \sum_{j \neq i} W_{ij}\), we can replace any diagonal entry \(W_{i_lj_l}\) in Eq. 22 by \(W_{i_lj_l} = \sum_{j_l \neq i_l} W_{i_lj_l}\). Let \(i = (i_1, \ldots, i_k)\), and \(j = (j_1, \ldots, j_k)\); put \((i, j) = ((i_1, j_1), \ldots, (i_k, j_k))\). We call \((i, j)\) a length-\(k\) string of pairs or a paired length-\(k\) string. With this substitution, we conclude that

\[
\mathbb{E}\left[\frac{1}{n} \text{tr}\left(\frac{W_n}{\sqrt{n}}\right)^k\right] = \frac{1}{n^{k/2 + 1}} \sum_{(i, j) \in S} \mathbb{E}[W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}]
\]

(23)

where \(S\) is the set consisting of all possible length-\(k\) strings of pairs \((i, j) = ((i_1, j_1), \ldots, (i_k, j_k))\) satisfying the following requirements:

1. For every \(l \in \{1, \ldots, k\}\), \(i_l \in \{1, \ldots, n\}\) and \(j_l \in \{1, \ldots, n\}\);
2. For every \(l \in \{1, \ldots, k\}\), \(i_l \neq j_l\);
3. For every \(1 \leq l \leq k - 1\), either \(i_{l+1} = j_l\) (that is, the \(l\)th factor in the product in Eq. 22 was not a diagonal entry) or \(i_{l+1} = i_l\) (that is, the \(l\)th factor in the product in Eq. 22 was a diagonal entry), and either \(i_1 = j_k\) or \(i_1 = i_k\).
We call the sum
\[ \sum_{(i,j) \in \mathcal{S}} [W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}] \]
the de-diagonalized representation of the trace of the kth power of \( W_n \). To compute the expectation
\[ \mathbb{E} [W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}] \]
in the de-diagonalized representation, observe that if there is any pair \((i_l, j_l)\) that is not repeated among the \( k \) pairs (when taking symmetry of \( W \) into account), then there is a mean-zero term \( W_{i_lj_l} \) that is independent of all remaining factors, rendering the expectation of the product zero. Hence it suffices only to consider sets of length-k strings of pairs belonging to \( \mathcal{S} \) in which every pair \((i_l, j_l)\) is repeated. For a given pair \((i_l, j_l)\), call its flip \((j_l, i_l)\). We call two pairs distinct if they differ in at least one entry and are not flips of one another. Define \( \mathcal{S}' \) via
\[ \mathcal{S}' = \{ (i, j) \in \mathcal{S} : \forall l, \exists l' \text{ with } (i_l, j_l) = (i_{l'}, j_{l'}) \text{ or } (i_l, j_l) = (j_{l'}, i_{l'}) \} \]
Define \( \mathcal{S}_u' \) by
\[ \mathcal{S}_u' = \{ (i, j) \in \mathcal{S}' : \text{there are } u \text{ distinct pairs } (i_l, j_l) \} \] (24)
Note that \( u \) is some integer satisfying \( 1 \leq u \leq \lfloor k/2 \rfloor \); for any such \( u \), the size of \( \mathcal{S}_u' \) is at most
\[ |\mathcal{S}_u'| \leq n^{u+1}(u+1)^{n-1}u_k \] (25)
For any paired length-k string in \( \mathcal{S}_u' \) with distinct pairs denoted by \((i'_1, j'_1), \cdots (i'_u, j'_u)\) and the \( l \)th pair \((i'_l, j'_l)\) repeated with multiplicity \( r_l \), we have
\[ \mathbb{E} [W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}] = \mathbb{E}[W_{i'_1j'_1}^{r_1} \cdots W_{i'_uj'_u}^{r_u}] = \prod_{l=1}^{u} \mathbb{E}[W_{i'_lj'_l}^{r_l}] \leq \prod_{l=1}^{u} \Omega_{r_l} \leq \Omega_k^u \]
where the penultimate bound follows from uniform boundedness of all \( r_l \)th moments of the entries of \( W_n \), and there is no loss of generality in supposing that the \( \Omega_k \) are increasing. As a consequence, for any paired length-k string in \( \mathcal{S}_u' \), we have
\[ \frac{1}{n^{k/2+1}} \left( \sum_{(i,j) \in \mathcal{S}_u'} \mathbb{E} [W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}] \right) \leq \frac{|\mathcal{S}_u'| \Omega_k^u}{n^{k/2+1}} \leq \frac{n^{u+1} \Omega_k^u (u+1)^{n-1}u_k}{n^{k/2+1}} \] (26)
Thus, if \( u < k/2 \),
\[ \lim_{n \to \infty} \frac{1}{n^{k/2+1}} \sum_{(i,j) \in \mathcal{S}_u'} \mathbb{E} [W_{i_1j_1}W_{i_2j_2} \cdots W_{i_kj_k}] = 0 \] (27)
When \( k \) is odd, \( u \) automatically satisfies \( u < k/2 \), so we conclude that for odd \( k \),
\[ \lim_{n \to \infty} \mathbb{E}[\hat{L}_n^k] = 0 \]
For even integers \( k \), Equation (27) implies that to compute the limit of \( \mathbb{E}[\hat{L}_n^k] \) as \( n \to \infty \), we need only consider the sum over paired length-k strings in \( \mathcal{S}_u' \) for \( u = k/2 \). For notational convenience and to avoid factors of the form \( k/2 \), we consider an even power represented by \( 2k \) and put \( u = k \). Because we have exactly \( k \) distinct pairs for any \((i, j)\) in \( \mathcal{S}_u' \), each length-2k string of pairs of the form \((i_1, j_2), \cdots, (i_{2k}, j_{2k})\) in \( \mathcal{S}_u' \) is a string of pairs belonging to \( \mathcal{S} \) for which each pair has a replicate (either the pair itself or its flip), so for every \( l \), we have a unique \( l' \) with \((i_l, j_l) = (i_{l'}, j_{l'}) \) or \((i_l, j_l) = (j_{l'}, i_{l'}) \).
We define two length-2k strings of pairs \((i, j)\) and \((i', j')\) in \( \mathcal{S}_u' \) to be equivalent if there exists a map \( q : \{1, \cdots, n\} \to \{1, \cdots, n\} \) with \( i'_l = q(i_l) \) and \( j'_l = q(j_l) \) for every \( l \in \{1, \cdots, 2k\} \). That is, two length-2k strings of pairs are equivalent if they are the same up to a relabeling. Under this equivalence, we can restrict our attention to strings of pairs with \( i_1 = 1 \).
We can upper bound the number of distinct equivalence classes \( C_k \) as follows: consider the representative from each equivalence class where the indices are labelled by the order in which they appear, e.g., \((1, 2), (2, 3), \) etc. Since there are only \( k \) distinct pairs, and each has \( i_t = i_{t-1} \) or \( j_t = i_{t-1} \), we see that all \( i_t, j_t \) belong to \( \{1, \ldots, k + 1\} \). Then a loose upper bound on the number of distinct equivalence classes is given by the number of ways to choose \( k \) distinct pairs from the \((k + 1)\) possible pairs, times \( 2^k \) options for each distinct pair having its second appearance in the same order as its first appearance or its flip. We can arrange the number of ways to choose \( \binom{k}{r} \) by another factor of \( k! \). In other words, we have the upper bound

\[
C_k \leq \binom{(k+1)k}{k} \frac{2^k}{2!} \leq (k + 1)k^k \left( \frac{2^k}{2!} \right) \leq (2k^2)(2e)^k, \text{ meaning the } C_k \text{ satisfy Carleman's condition.}
\]

We call \((i_t, j_t)\) an anchored pair from 1 if \( i_t = 1, j_t \neq 1 \), and it appears twice in \((i, j)\) in this same order. We call \((i_t, j_t)\) a returning pair to 1 if \( i_t = 1, j_t \neq 1 \), and its flip appears in \((i, j)\). Let \( a \) denote the number of distinct anchored pairs and \( r \) the number of distinct returning pairs. For any returning pair \((i_t, j_t), (i_r, j_r) = (j_t, i_t)\), we define its internal substring to be the length-\((l' - l)\) string of pairs \((i_{t+1}, j_{t+1}), \ldots, (i_{r-1}, j_{r-1})\). If all pairs are anchored pairs, there are no internal substrings. Let \( m_t \) be the number of internal substrings of length \( 2(t-1), 1 \leq t \leq k \) (noting that an internal substring must have an even length since it begins and ends at \( j_t \)).

We next count the number of distinct equivalence classes \( C_k \) in \( S'_k \) under this equivalence relation. We assert that \( C_k \) satisfies the recurrence relation in which \( C_0 = 1 \), and for \( k \geq 1 \),

\[
C_k = \frac{(2k)!}{2^k k!} + \sum_{a=0}^{k-1} \sum_{r=1}^{k-a} \sum_{m_1, \ldots, m_k \geq 0} \frac{(2a + r)!}{2^a a! r!} \frac{r!}{m_1! \cdots m_k!} \frac{C_0^{m_1} \cdots C_k^{m_k}}{(2k+1)!} \tag{28}
\]

To justify this, we consider the possibilities for the number of anchored pairs \( a \). If \( a = k \), we have \( k \) distinct anchored pairs in our \( 2k \) total pairs. This leads to \( (2k)!/2^k k! \) different equivalence classes for such strings: there are \( (2k)! \) ways to arrange the \( 2k \) pairs; each pair can be interchanged with its replicate, prompting the division by \( 2^k \), and finally there are \( k! \) ways to rearrange the \( k \) distinct pairs, which accounts for the equivalence relation.

When \( a < k \), there must be \( 1 \leq r \leq k - a \) returning pairs, and the total length of their internal substrings must be \( 2(k - a - r) \). Then \( \sum_{i=1}^{k} m_i = r \), since each returning pair has an internal substring with nonnegative length, and \( \sum_{i=1}^{k} 2(i-1)m_i = 2(k - a - r) \), or equivalently \( \sum_{i=1}^{k} im_i = k - a \). Considering each returning pair with its internal substring as a single object, there are \( (2a + r)! \) arrangements of the \( 2a \) anchored pairs and \( r \) returning pairs. Since we can interchange the two copies of any anchored pair without changing the string, we must divide by \( 2^a \), and the equivalence relation permits the division by \( a! \). Given any arrangement of these anchored and returning pairs, we may choose the locations of the internal substrings of various lengths from the \( r \) possible positions in \( r! / m_1! \cdots m_k! \) ways. We then have \( C_0^{m_1} \cdots C_k^{m_k} \) ways to fill the length-0 internal substring, \( C_1^{m_2} \) ways to fill the length-2 internal substrings, and so on up to \( C_k^{m_k} \) ways to fill the (at most one) length-\((k - 1)\) internal substring. Here we make use of the equivalence relation to recognize that the number of internal substrings of length \( 2t \) inside some particular returning pair \((1, j), \ldots, (j, 1)\) is just given by \( C_t \). The interested reader can verify that the moments \( L_{2k} \) give the unique solution to the recurrence relation in Equation \((28)\).

It remains to prove Equation \((20)\), which we will establish by proving that for each \( k \geq 1 \),

\[
\kappa(L_k^k) \leq \frac{B_k}{n^2}, \tag{29}
\]

where \( \kappa \) is the fourth central moment. Applying Markov's inequality and the Borel-Cantelli Lemma then yields Equation \((20)\).

Let \( \{X_t\} \) be a collection of centered random variables. The fourth moment of their sum has the following
representation:
\[
\kappa \left( \sum X_i \right) = \mathbb{E} \left[ \left( \sum X_i \right)^4 \right] \\
= \mathbb{E} \left[ \sum_{i_1, i_2, i_3, i_4} X_{i_1} X_{i_2} X_{i_3} X_{i_4} \right] \\
= \sum_{i_1} \kappa(X_{i_1}) + 4 \sum_{i_1 \neq i_2} \mathbb{E}[X_{i_1} X_{i_2}^3] + 6 \sum_{i_1 < i_2} \mathbb{E}[X_{i_1}^2 X_{i_2}^2] \\
+ 12 \sum_{i_1 < i_2 < i_3 < i_4} \mathbb{E}[X_{i_1} X_{i_2} X_{i_3}^2] + 24 \sum_{i_1 < i_2 < i_3 < i_4} \mathbb{E}[X_{i_1} X_{i_2} X_{i_3} X_{i_4}] \\
= A_1 + A_2 + A_3 + A_4 + A_5. 
\]

(30)

For any of these sums, using Hölder’s inequality and/or Cauchy-Schwarz (potentially multiple times) allows us to say that if all \( X_i \) satisfy \( \kappa(X_i) \leq \kappa \), then \( |A_j| \leq \#\{\text{nonzero terms in } A_j}\kappa \).

We now write the fourth moment of \( \hat{L}_n^k \) using the de-diagonalized representation as before. Let the set of length-\( k \) strings of pairs, \( S \), be written as \( \{s_1, \ldots, s_{m_k}\} \), noting that \( m_k \sim n^{k+1} \). For \( 1 \leq l \leq m_k \), if \( s_l = ((i_1, j_1), \ldots, (i_k, j_k)) \), then let the corresponding product be written as \( \pi_l' = \prod_{s=1}^{k} W_{i_s j_s} \). Let \( \pi_l = \pi_l' - \mathbb{E}[\pi_l'] \). Then we have
\[
\kappa(\hat{L}_n^k) = \kappa \left( \frac{1}{n^{k/2+1}} \sum_{(i,j) \in S} W_{i_1 j_1} \cdots W_{i_k j_k} \right) = \frac{1}{n^{2k-4}} \sum_{l=1}^{m_k} \pi_l. 
\]

It is easy to see that because of the uniform bound on the 4th moments of the \( W_{ij} \), we have \( \kappa(\pi_l) \leq \kappa \) for some constant \( \kappa \leq \Omega_{4k}^k \), for all \( 1 \leq l \leq m_k \). For the first three terms in the representation (30), we have
\[
A_1 \leq m_k \kappa, \quad A_2 \leq 4m_k^2 \kappa, \quad A_3 \leq 6m_k^2 \kappa, 
\]
so these terms are all of the correct order with respect to \( n \).

There are two key requirements for a term in \( A_4 \) to be nonzero: If either sequence \( s_l_1 \) or \( s_l_2 \) has no pairs in common with any other sequence, it is independent and factors out. Since \( \mathbb{E}[\pi_l] = 0 \) for all \( l \), these terms must vanish. Secondly, if some pair \((i,j)\) appears in \( s_l_1 \) and is distinct from all other pairs in that sequence, \( \mathbb{E}[\pi_l] = 0 \), so \( \mathbb{E}[\pi_l' \pi_l' \pi_l' \pi_l'] = \mathbb{E}[\pi_l' \pi_l' \pi_l' \pi_l'] \), and the mean of the independent variable \( W_{ij} \) factors out of this expectation if \((i,j)\) does not appear in either \( s_l_1 \) or \( s_l_2 \). Since \( \mathbb{E}[W_{ij}] = 0 \) for all \((i,j)\), these terms must also vanish. Moreover, this argument is identical for any pairs \((i,j)\) in \( s_l_2 \) that are distinct from all other pairs in that sequence.

There are three cases to consider: (i) Either \( s_l_1 \cap s_l_2 \neq \emptyset \), and \( s_l_2 \cap (s_l_1 \cup s_l_2) \neq \emptyset \); or (ii) \( s_l_1 \cap s_l_2 \neq \emptyset \), and \( s_l_1 \cap (s_l_2 \cup s_l_3) \neq \emptyset \); or (iii) \( s_l_1 \cap s_l_2 \neq \emptyset \) and \( (s_l_1 \cup s_l_2) \cap s_l_3 = \emptyset \). Suppose we have

- \( a_i \) distinct pairs in \( s_l_1 \cap s_l_2 \cap s_l_3 \) that are repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( b_i \) distinct pairs in \( s_l_1 \cap s_l_3 \setminus s_l_{1-i} \) that are repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( c_i \) distinct pairs in \( s_l_1 \setminus s_l_2 \setminus s_l_3 \) that are repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( d_i \) distinct pairs in \( s_l_1 \setminus (s_l_3 \cup s_l_{1-i}) \) that are repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( e_i \) distinct pairs in \( s_l_1 \cap s_l_2 \setminus s_l_3 \) that are not repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( f_i \) distinct pairs in \( (s_l_1 \setminus s_l_2 ) \setminus s_l_{1-i} \) that are not repeated in \( s_l_1 \), \( i = 1, 2 \);
- \( g_i \) distinct pairs in \( (s_l_1 \cap s_l_2 ) \setminus s_l_{1-i} \) that are not repeated in \( s_l_1 \), \( i = 1, 2 \);
- There cannot be any pairs that appear only once, in only one of either \( s_l_1 \) or \( s_l_2 \).

We have the following bounds on these variables:
\[
2a_1 + 2b_1 + 2c_1 + 2d_1 + e_1 + f_1 + g_1 \leq k \\
2a_2 + 2b_2 + 2c_2 + 2d_2 + e_2 + f_2 + g_2 \leq k \\
a_1 + c_1 + e_1 + g_1 - a_2 - c_2 - e_2 - g_2 = 0
\]
In any case, there are \( m_k \sim n^{k+1} \) ways to choose \( s_{l_1} \). Once we choose the \( k \) pairs for each of \( s_{l_1} \) and \( s_{l_2} \), there are \( \leq k^k \times k^k \) ways to arrange these two strings of pairs into some orderings, allowing repeats. We will now bound the number of ways to choose the pairs for \( s_{l_1} \) and \( s_{l_2} \) with these values for the variables above, letting \( p_k \) denote potentially different constant factors that depend on \( k \) but not \( n \). For case (i), first enumerating the number of ways to choose \( s_{l_1} \) given the choice of \( s_{l_2} \), and then enumerating the choice of \( s_{l_2} \) given these choices:

\[
(p_k)(p_k)(p_k n^{c_1})(p_k n^{d_1})(p_k)(p_k)(p_k n^{g_1})(p_k)(p_k)(p_k n^{d_2})(p_k)(p_k) \sim n^{c_1+d_1+d_2+g_1}.
\]

Adding the equation to the second inequality,

\[
a_1 + c_1 + e_1 + g_1 + a_2 + 2b_2 + c_2 + 2d_2 + f_2 \leq k,
\]

so

\[
c_1 + d_1 + g_1/2 \leq k/2, \quad g_1/2 + d_2 \leq k/2,
\]

and thus we get an upper bound of \( n^{k+1} \times n^k = n^{2k+1} \) nonzero terms in this case. Case (ii) is symmetric to case (i), so we only need to consider case (iii). Here \( a_1 = a_2 = 0, b_1 = b_2 = 0, e_1 = e_2 = 0, \) and \( f_1 = f_2 = 0, \) so we get

\[
n(1)(1)(p_k n^{c_1})(p_k n^{d_1})(1)(1)(p_k n^{g_1})(1)(1)(p_k n^{d_2})(1)(1)(p_k) \sim n^{c_1+d_1+g_1}.
\]

The additional leading factor of \( n \) comes from the fact that the first pair in \( s_{l_1} \) has \( n^2 \) options when \( s_{l_1} \cap s_{l_2} = \emptyset \), whereas when \( s_{l_1} \cap s_{l_2} \neq \emptyset \), there is at least one pair \( (i_1, j_1) \) that has already been chosen, so the next pair \( (i_{t+1}, j_{t+1}) \) has \( n \) remaining options, and similarly for all subsequent pairs in the string (and taking into account the fact that \( i_1 \in \{i_k, j_k\} \)). Arguing as in cases (i) and (ii), this is bounded above by \( n^{k+1} \), so the total number of nonzero terms in this case is bounded above by \( n^{2k+2} \). Finally, we note that these three cases and all possible values of the variables \( a_1, a_2, \cdots \) amount to \( \leq 3k^{14} \) total possibilities, which is constant with respect to \( n \).

The two key requirements for a term in \( A_5 \) to be nonzero are equivalent to those for a term in \( A_4 \) to be nonzero, and the analysis of this term is quite similar, though notationally more cumbersome. As expected, when \( s_{l_1} \cap s_{l_2} \neq \emptyset, s_{l_1} \cap (s_{l_1} \cup s_{l_2}) \neq \emptyset, \) and \( s_{l_1} \cap (s_{l_1} \cup s_{l_2} \cup s_{l_3}) \neq \emptyset, \) or by permuting the order of \( l_1, l_2, l_3, l_4, \) a similar chain can be constructed, we find that there are only \( n^{2k+1} \) nonzero terms. When \( s_{l_1} \cap s_{l_2} \neq \emptyset, s_{l_1} \cap s_{l_1} \neq \emptyset, \) but \( (s_{l_1} \cup s_{l_2}) \cap (s_{l_1} \cup s_{l_3}) = \emptyset, \) then we recover the additional factor of \( n \) as in the analysis of \( A_4 \)’s case (iii), and find a total of \( n^{2k+2} \) nonzero terms. This completes the proof of Claim (29).

So for any \( k \geq 1, \) we have

\[
P \left[ |\hat{L}_n^k - \mathbb{E}[\hat{L}_n^k]| > \frac{1}{\log(4/\log(n))} \right] \leq \log(n) \kappa(\hat{L}_n^k) \leq \frac{B_k \log(n)}{n^2}.
\]

This sequence is summable, so by the Borel-Cantelli Lemma, \( |\hat{L}_n^k - \mathbb{E}[\hat{L}_n^k]| \to 0 \) as \( n \to \infty \) with probability 1, which is the content of Equation (20). This completes the proof.

**Proof of Corollary 2.** As in the proof of Theorem 2.2, we may write \( A(L(G)) + 2I = B^T B, \) while \( A(G) + D = BB^T, \) and thus these two matrices have the same nonzero eigenvalues. By the rank inequality, the maximum difference between the ESD of \( A(G) + D \) and the ESD of \( A(G) + D - pJ \) is at most \( 1/n, \) so if either of these matrices has a limiting ESD, they both must have the same one. Subtracting by \( (n-2)pI \) merely shifts the distribution by \( (n-2)p, \) so \( W_n(x) \) must have the same limit as the ESD of \( A(G) + D - pJ - (n-2)pI. \) But this last matrix is a WignerDD matrix, so Theorem 2.5 applies.

**Proof of Proposition 2.** Each column \((r, s)\) of \( Q \) has nonzeroes only in the block of the induced partition \( C_{(r,s)}, \) where the value equals \( 1/\sqrt{m_{r,s}}. \) Then

\[
(Q^T Q)_{(r,s),(t,u)} = \begin{cases} 
m_{r,s}/\sqrt{m_{r,s}} \sqrt{m_{r,s}} & \text{if } (r, s) = (t, u), \\
0 & \text{otherwise} \end{cases}
\]

\[= I,
\]
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so \((QQ^T)(QQ^T) = QQ^T\), and by symmetry, this is an orthogonal projection.

We first observe that while the columns of \(Q\) are not eigenvectors of \(A(L(K_n))\), they span an invariant subspace of \(A(L(K_n))\) of dimension \(\binom{k+1}{2}\), meaning that \(\sigma(M) \subseteq \sigma(A(L(K_n)))\).

Claim 1: range\((A(L(K_n)))Q \subseteq \text{range}(Q)\).

Indeed, let’s compute \(A(L(K_n))\) on one of the columns of \(Q\) (after removing the normalization). Suppose \(1 \leq s < t \leq k\).

\[
(A(L(K_n)))(\sqrt{m_s}Q(s,t))_{i,j} = \sum_{\ell,p \in C_{(s,t)}} A(L(K_n))_{i,j,\ell,p} = \begin{cases} 
2n_t & \text{if } \{i, j\} \subseteq C_{(s,t)}, \\
2n_s & \text{if } \{i, j\} \subseteq C_{(t,s)}, \\
n_t & \text{if } \{i, j\} \subseteq C_{(s,r)} \text{ or } C_{(r,s)}, r \notin \{s, t\}, \\
n_s & \text{if } \{i, j\} \subseteq C_{(t,r)} \text{ or } C_{(r,t)}, r \notin \{s, t\}, \\
0 & \text{otherwise}.
\end{cases}
\]

These equalities are proved by considering the conditions imposed and summing over the corresponding entries of \(A(L(K_n))\). For instance, if \(i \in C_s\) and \(j \in C_t\), then if \(\ell = i \in C_s\), there are \(|C_{(s,t)}| = n_x - 1\) choices of \(p\) for which \(|\{i, j\} \cap \{\ell, p\}| = 1\), and if \(p = j \in C_t\), there are \(|C_{(s,t)}| = n_x - 1\) choices of \(\ell\) for which this condition holds, giving \(n_x + n_x - 2\) in total. Since the value depends only on the block of the induced partition that \(\{i, j\}\) belongs to, this has remained in \(\text{span}(Q)\).

Similarly, for \(1 \leq s = t \leq k\), we get

\[
(A(L(K_n)))(\sqrt{m_s}Q(s,s))_{i,j} = \sum_{\ell,p \in C_{(s,s)}} A(L(K_n))_{i,j,\ell,p} = \begin{cases} 
2(n_s - 2) & \text{if } \{i, j\} \subseteq C_{(s,s)}, \\
n_s - 1 & \text{if } \{i, j\} \subseteq C_{(s,u)} \text{ or } C_{(u,s)}, u \neq s \\
0 & \text{otherwise}.
\end{cases}
\]

This proves Claim 1.

Using these calculations, we can compute the entries of \(M\), for \(1 \leq i \leq j \leq k, 1 \leq \ell \leq p \leq k\):

\[
M_{i,j,\ell,p} = \begin{cases} 
2(n_x - 2) & \text{if } i = j = \ell = p \\
2n_s(n_x - 1) & \text{if } (r := i = j = \ell \neq p =: s) \text{ or } (r := i = j = p \neq \ell =: s) \\
n_s + n_r - 2 & \text{if } i = \ell \neq j = p \\
\sqrt{n_s n_t} & \text{if } i \neq j, \ell \neq p, |\{i, j\} \cap \{\ell, p\}| = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

For an example, from the proof of the claim,

\[
(A(L(K_n)))Q(1,2)_{i,j} = \begin{cases} 
(n_1 + n_2 - 2)/\sqrt{n_1 n_2} & \text{if } \{i, j\} \subseteq C_{(1,2)}, \\
2\sqrt{n_2/n_1} & \text{if } \{i, j\} \subseteq C_{(1,1)}, \\
2\sqrt{n_1/n_2} & \text{if } \{i, j\} \subseteq C_{(2,2)}, \\
\sqrt{n_2/n_1} & \text{if } \{i, j\} \subseteq C_{(1,r)}, r \notin \{1, 2\}, \\
\sqrt{n_1/n_2} & \text{if } \{i, j\} \subseteq C_{(2,r)}, r \notin \{1, 2\}, \\
0 & \text{otherwise},
\end{cases}
\]
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so

\[ M_{(1,1),(1,2)} = \left( \frac{n_1}{2} \right)^{-1/2} \left[ \left( \frac{n_1}{2} \right) 2 \sqrt{n_2/n_1} \right] = \sqrt{2}n_2(n_1 - 1) , \]

matching the second case above with \( r = 1 = i = j = \ell, s = 2 = p. \)

Now that we have \( M, \) we just need to compute the multiplicities of the eigenvalues \( 2n - 4, n - 4, \) and \( -2, \) since we know these are the only options (see Corollary 1). To see that \( 2n - 4 \in \sigma(M), \) we just find the eigenvector, which is \( x = [\sqrt{m_{i,j}}]_{i,j}. \) Indeed, for \( 1 \leq i \leq k, \)

\[
(Mx)_{(i,i)} = \sum_{(\ell,p)} M_{(i,i), (\ell,p)} \sqrt{m_{\ell,p}} \\
= 2(n_i - 2) \left( \frac{n_i}{2} \right) + \sum_{p \neq i, p > i} 2n_p(n_i - 1) \sqrt{n_i n_p} + \sum_{\ell \neq i} 2n_i(n_i - 1) \sqrt{n_i n_\ell} \\
= \sqrt{2n_i(n_i - 1)} \left( n_i - 2 + \sum_{\ell \neq i} n_\ell \right) \\
= 2(n - 2) \sqrt{\left( \frac{n_i}{2} \right)} = 2(n - 2)x_{(i,i)}
\]

and for \( i < j, \)

\[
(Mx)_{(i,j)} = \sqrt{2n_j(n_i - 1)} \sqrt{\left( \frac{n_i}{2} \right)} + \sqrt{2n_i(n_j - 1)} \sqrt{\left( \frac{n_j}{2} \right)} + (n_i + n_j - 2) \sqrt{n_i n_j} \\
+ \sum_{p > i} \sqrt{n_p n_j} \sqrt{n_i n_p} + \sum_{\ell < j, \ell \neq i} \sqrt{n_i n_\ell} \sqrt{n_j n_\ell} \\
+ \sum_{p > j} \sqrt{n_i n_p} \sqrt{n_j n_p} + \sum_{\ell < i} \sqrt{n_\ell n_j} \sqrt{n_i n_\ell} \\
= \sqrt{n_i n_j} \left( n_i - 1 + n_j - 1 + n_i + n_j - 2 + 2 \sum_{\ell \neq i, j} n_\ell \right) \\
= (2n - 4) \sqrt{n_i n_j} = (2n - 4)x_{(i,j)}
\]

So the only other eigenvalues of \( M \) must be either \( n - 4 \) or \(-2.\) We will compute the nullity of \( M + 2I, \)

which will give us the multiplicity of the eigenvalue \(-2,\) which will complete the proof.

**Claim 2:** \( \text{nullity}(M + 2I) = \binom{k + 1}{2} - k = \binom{k}{2}. \)

We choose an ordering for the indices of \( M \) which puts \((1,1), (2,2), \ldots, (k,k)\) first, followed by \((1,2), \ldots, (1,k), (2,3), \ldots, (k-1,k)\) in lexicographical order. Then we may write

\[ M + 2I = \begin{bmatrix} D & X \\ XT & Z \end{bmatrix}, \]

where \( D \in M_k(\mathbb{R}) \) is diagonal with entries \( \{2n_i - 2\}_{i=1}^k \) on the diagonal, \( X \in M_{k(k-1)/2}(\mathbb{R}) \) has entries

\[
X_{(i,i), (\ell,p)} = \begin{cases} \sqrt{2n_s(n_r - 1)} & \text{if } (r := i = \ell \neq p =: s) \text{ or } (r := i = p \neq \ell =: s) \\ 0 & \text{otherwise}, \end{cases}
\]
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and \( Z \in M_{(2)}(\mathbb{R}) \) has entries
\[
Z_{(i,j), (\ell,p)} = \begin{cases} \frac{n_i + n_j}{\sqrt{n_j n_\ell}} & \text{if } i = \ell, j = p \\ \frac{2n_i(n_j - 1)}{2(n_i - 1)} & \text{if } \{i,j\} \cap \{\ell,p\} = 0, \{s,t\} := (\{i,j\} \cup \{\ell,p\}) \setminus (\{i,j\} \cap \{\ell,p\}) \\ 0 & \text{otherwise.} \end{cases}
\]

Consider a vector partitioned as \([u^T, v^T]^T\), and belonging to the nullspace of \( M + 2I \). Then
\[
0 = \begin{bmatrix} D & X \\ X^T & Z \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} Du + Xv \\ X^T u + Zv \end{bmatrix}.
\]

From the first set of equations, and since \( 2n_i - 2 \geq 2 \) for all \( 1 \leq i \leq k \), we see that \( u = -D^{-1}Xv \). Plugging this into the second set of equations, we get \( (Z - X^TD^{-1}X)v = 0 \), so \( \text{nullity}(M + 2I) \geq \text{nullity}(Z - X^TD^{-1}X) \), which we now just have to show is \( \binom{k}{2} \), which will follow since \( Z = X^TD^{-1}X \). This will complete the proof, since \( D \) is an order-\( k \) submatrix which is clearly invertible, which along with the rank-nullity theorem gives
\[
\text{nullity}(M + 2I) \geq \binom{k}{2},
\]
\[
\text{rank}(M + 2I) \geq k,
\]
\[
\text{rank}(M + 2I) + \text{nullity}(M + 2I) = \binom{k + 1}{2},
\]
meaning the first two inequalities must be equalities.

Now we prove that \( X^TD^{-1}X = Z \) to complete the proof of the claim (and thus the proof). From the definitions,
\[
(X^TD^{-1}X)_{(i,j), (\ell,p)} = \sum_{r=1}^{k} \frac{X_{(r,r), (i,j)} X_{(r,r), (\ell,p)} 2n_r}{2n_i - 2}.
\]
Since \( X_{(r,r), (i,j)} \) is only nonzero when \( r \in \{i,j\} \), this sum can only be nonzero if \( \{i,j\} \cap \{\ell,p\} \neq \emptyset \), which matches the third case for the entries of \( Z \). When \( i = \ell \) and \( j = p \), this sum equals
\[
\frac{2n_j(n_i - 1)}{2(n_i - 1)} + \frac{2n_i(n_j - 1)}{2(n_j - 1)} = n_i + n_j = Z_{(i,j), (i,j)},
\]
and considering the case \( i = \ell, j \neq p \) as prototypical of the case where \( |\{i,j\} \cap \{\ell,p\}| = 1 \) (the other subcases are very similar), this sum equals
\[
\sqrt{\frac{2n_j(n_i - 1)}{2(n_i - 1)}} \sqrt{\frac{2n_i(n_j - 1)}{2(n_j - 1)}} = \sqrt{n_j n_\ell} = Z_{(i,j), (i,\ell)}.
\]
This proves the claim, so completes the proof. \( \square \)

**Proof of Proposition 4.** Using the formula for \( \widetilde{Q} \) in Equation (2), and the definition of \( Q \), we see that
\[
H_{(i,j), (r,s)} = \frac{1}{\sqrt{\mu_{r,s}}} \sum_{\{\ell,p\} \in C_{(r,s)}} A(L(K_n))_{(i,j), (\ell,p)} (Y_{1(\ell,p)} - \mu_{r,s}),
\]
which gives the formula above when we use the definition of \( A(L(K_n))_{(i,j), (\ell,p)} \). This is a sum of dependent, mean-0 random variables, where the exact number of terms \( \eta(\{i,j\}, \{r,s\}) \) can be determined by a counting argument. This quantity is (letting \( t \in [k] \setminus \{r,s\} \)):
For example, when \( \{i, j\} \in C_{(r,t)} \) for \( r < s < t \), if \( i, \ell \in C_r, p \in C_s, j \in C_t \), then \( \{|i, j\} \cap \{|\ell, p\| = 1 \) if and only if \( i = \ell \), so we get \( n_s \) terms as \( p \) varies in \( C_s \). Since this sum only includes terms \( Y_e \) where \( e \in C_{(r,s)} \), we have independence between the entries in a given row of \( H \), but we may have dependence between rows of \( H \), since continuing the example above, if \( i \in C_r, j_1, j_2 \in C_t \), then for all \( p \in C_s \), \( Y_{(i,p)} \) appears in the formulas for \( H_{(i_1,j_1), (r,s)} = H_{(i_2,j_2), (r,s)} \). In general, the rows \( \{i_1, j_1\} \) and \( \{i_2, j_2\} \) will be dependent whenever there is some \( r \leq s \) and \( \{|\ell, p\| \in C_{(r,s)} \) such that \( \{|i_1, j_1\} \cap \{|\ell, p\| = 1 \) and \( \{|i_2, j_2\} \cap \{|\ell, p\| = 1 \) but so long as \( \{i_1, j_1\} \) and \( \{i_2, j_2\} \) are not identical, any \( \{|\ell, p\| \in \) \( \{i_1, i_2\} \), \( \{j_1, j_2\} \) \) will fill this role (and at least one of the proposed edges in this set will be well-defined, since \(|\{|i_1, j_1, i_2, j_2\| \geq 3| \). Thus between rows, there will always be at least weak dependence, and in some cases, certain entries will be exactly equal.

Now we want to prove the result about the size of the entries of \( H \). Approaching this naively will not succeed: the entries \( Y_e \) in the sum are dependent, since they have a common factor of \( 1/\sqrt{m_{r,s}} \). However, we may view this sum as

\[
\sum_{\{|\ell, p\| \in m_{r,s}} \delta_{\{|\ell, p\|} \frac{\eta(\{|i, j\}, \{|\ell, p\|) \mu_{r,s}}{\sqrt{m_{r,s}}} = \frac{X}{\sqrt{X+Y}} \eta(\{|i, j\}, \{|\ell, p\|) \mu_{r,s},
\]

On this view, \( |H_{(i,j), (r,s)}| \) may be viewed as the absolute deviation of \( W = \frac{X}{\sqrt{X+Y}} \) from its mean, where \( X \) and \( Y \) are independent Binomial(\( \eta, B_{r,s} \)) and Binomial(\( m_{r,s} - \eta, B_{r,s} \)) random variables, respectively, and letting \( \eta := \eta(\{|i, j\}, \{|\ell, p\|) \), which is fixed for the time being. We say that \( W \sim \text{DampedBinomial}(\eta, m_{r,s} - \eta, B_{r,s}) \), and prove several properties of \( W \) in the supplementary material ([19]). In particular, \( \text{Var}(W) = O(1/n) \) and \( \text{Var}((W - E[W])^2) = O(1/n^2) \) when the cluster sizes are all proportional to \( n \).

Indeed, when all \( n_i \propto n \), we have \( \eta \approx cn \) for each \( \{|i, j\} \) and \( \{|\ell, p\| \), so

\[
\mathbb{P}[|H_{(i,j), (r,s)}| > t] \leq \frac{1}{t^2} \left( \frac{\eta(m_{r,s} - \eta)(1 - B_{r,s})}{m_{r,s}^2(m_{r,s} - 1)} + \frac{\eta^2(1 - B_{r,s})}{m_{r,s}^2} \right).
\]

In particular, each entry of \( H \) converges to 0 in probability as \( n \) grows.

This upper bound for \( \mathbb{P}[|H_{(i,j), (r,s)}| > t] \) follows immediately from applying Chebyshev’s inequality and using the upper bound on \( \text{Var}(W) \) given in the proof of Theorem 6.4. Now we find an upper bound on \( \text{Var}(\|H\|^2_F) \) to apply Chebyshev’s inequality to \( \|H\|^2_F \). By the independence between columns of \( H \), and
applying multiple Cauchy-Schwarz inequalities:

\[
\text{Var}(\|H\|_F^2) = \sum_{\{i,j\},\{\ell,p\},\{r,s\},(t,u)} \text{Cov}(H^2_{\{i,j\},(r,s)}, H^2_{\{\ell,p\},(t,u)})
\]

\[
= \sum_{\{i,j\}} \sum_{\{\ell,p\},(t,u)} \text{Cov}(H^2_{\{i,j\},(r,s)}, H^2_{\{\ell,p\},(r,s)})
\]

\[
\leq \sum_{\{i,j\}} \sum_{\{\ell,p\},(t,u)} \sqrt{\text{Var}(H^2_{\{i,j\},(r,s)}) \text{Var}(H^2_{\{\ell,p\},(r,s)})}
\]

\[
= \sum_{\{i,j\}} \left( \sum_{\{\ell,p\},(t,u)} \sqrt{\text{Var}(H^2_{\{i,j\},(r,s)})} \right)^2
\]

\[
\leq \sum_{\{i,j\}} \left( \sum_{\{\ell,p\},(t,u)} \text{Var}(H^2_{\{i,j\},(r,s)}) \right)
\]

\[
\leq \left( \frac{n}{2} \right)^2 \left( \frac{k + 1}{2} \right) \frac{C}{n^2} \leq Cn^2.
\]

For some constants \(C > 0\). Now since

\[
\mathbb{E}[\|H\|_F^2] = \sum_{\{i,j\},(r,s)} \mathbb{E}[H^2_{\{i,j\},(r,s)}]
\]

\[
= \sum_{\{i,j\}} \text{Var}(H_{\{i,j\},(r,s)}) \leq C \cdot n \leq n^{3/2},
\]

we see that

\[
\mathbb{P}[\|H\|_F > \sqrt{2}n^{3/4}] \leq \mathbb{P}[\|H\|_F^2 > \mathbb{E}[\|H\|_F^2] + n^{3/2}]
\]

\[
\leq \frac{\text{Var}(\|H\|_F^2)}{n^3}
\]

\[
\leq \frac{Cn^2}{n^3} = \frac{C}{n}.
\]

**Proof of Corollary 3.** We begin by computing

\[
\tilde{Q}^T A(L(G))\tilde{Q} = \tilde{Q}^T A(L(K_n))\tilde{Q}
\]

\[
= \tilde{Q}^T A(L(K_n))(\tilde{Q} - Q\text{diag}(\mu_{i,j})) + \tilde{Q}^T A(L(K_n))Q\text{diag}(\mu_{i,j})
\]

\[
= \tilde{Q}^T H + Q^T \text{diag}(Y_e)QM\text{diag}(\mu_{i,j}).
\]

The first term has mean 0 and satisfies \(\|\tilde{Q}^T H\|_F \leq \|H\|_F\). We note that \(Q^T \text{diag}(Y_e)Q\) is a diagonal matrix with entry \((i,j)\) being

\[
\frac{1}{m_{i,j}} \sum_{e \in C(i,j)} Y_e = \sqrt{\frac{m_{i,j}}{m_{i,j}}} = Z_{i,j}.
\]

Since \(\mathbb{E}[Z_{i,j}] = \mu_{i,j}\), the second term’s mean is \(\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})\), and

\[
\|\tilde{Q}^T A(L(G))\tilde{Q} - \text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})\|_F \leq \|H\|_F + (2n - 4)||\text{diag}(Z_{i,j} - \mu_{i,j})||_F.
\]

The last Frobenius norm may be bounded above by \(\sqrt{\binom{k+1}{2}} \max_{i,j} |Z_{i,j} - \mu_{i,j}|\), so we will apply a union bound to complete the proof after showing that for each \((i,j)\), this last quantity is \(\leq n^{-1/2}\) with probability
$1 - O(1/n)$. But since $P||Z_{i,j} - \mu_{i,j}| > n^{-1/2}| \leq n \text{Var}(Z_{i,j})$, we can apply Equation (3) to get

$$\text{Var}(Z_{i,j}) = \mathbb{E}[Z_{i,j}^2 - \mu_{i,j}^2] = B_{i,j} - \mu_{i,j}^2 = 2\sqrt{B_{i,j}}(\sqrt{B_{i,j}} - \mu_{i,j}) \leq \frac{1 - B_{i,j}}{m_{i,j}} \leq Cn^{-2},$$

which gives $P||Z_{i,j} - \mu_{i,j}| > n^{-1/2}| \leq C/n$. \hfill \Box

**Proof of Theorem 4.2.** We begin by computing $A(L(G))\hat{Q} - \hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$, which equals

$$\hat{Q}Q^TA(L(G))\hat{Q} + (I - \hat{Q}Q^T)A(L(G))\hat{Q} - \text{Qdiag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$$

$$= \hat{Q}(\hat{Q}^T A(L(G))\hat{Q} - \text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) + (I - \hat{Q}\hat{Q}^T)A(L(G))\hat{Q}.$$  

The first term may be bounded by Corollary 3, since $\hat{Q}$ is an isometry. We observe that the latter term has the same nonzero rows as $(P - \hat{Q}\hat{Q}^T)A(L(K_n))\hat{Q}$. Writing $A(L(K_n))\hat{Q}$ as $QM\text{diag}(\mu_{i,j}) + H$, the contractivity of $P - \hat{Q}\hat{Q}^T$ and bounds on $H$ from Proposition 4 allow us to restrict our attention to $(P - \hat{Q}\hat{Q}^T)QM\text{diag}(\mu_{i,j})$. Now we see that

$$PQ = \hat{Q}\text{diag}(\sqrt{\overline{m}_{i,j}}/m_{i,j}),$$

$$\hat{Q}\hat{Q}^T = \hat{Q}Q^T\text{diag}(Y_e)Q,$$

and the proof of Corollary 3 tells us that these are the same, so $(P - \hat{Q}\hat{Q}^T)Q = 0$. This gives

$$\|A(L(G))\hat{Q} - \hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})\|_F \leq Cn^{3/4} \text{ with probability } 1 - O(1/n).$$

Let $H' = A(L(G))\hat{Q} - \hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})$. By Theorem 3 of [35], since $\|H'\|_2 \leq \|H'\|_F$, on the set where $\|H'\|_F \leq Cn^{3/4}$ (which has probability $\geq 1 - O(1/n)$), there is an orthogonal matrix $O$ such that

$$\|\hat{U} - UO\|_F \leq \frac{2^{3/2}(\sigma_1(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) + \|H'\|_2\|H'\|_F}{\sigma_1^2(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) - \sigma_{k+1}^2(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j}))}$$

$$\leq \frac{C(n + n^{3/4})n^{3/4}}{n^2}.$$  

Here we bound $\sigma_1(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j}))$ by Result 2, using $\sigma_1(M) = 2n - 4$ and the bounds in Equation (3) to obtain

$$\sigma_1(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) = \sigma_1(\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) \in \sigma_1(M)[\min_{i,j} \mu_{i,j}^2, \max_{i,j} \mu_{i,j}^2] \approx Cn.$$  

Proceeding similarly using $\sigma_k(M) = n - 4$ and $\sigma_{k+1}(M) = 2$, the denominator satisfies

$$\sigma_1^2(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) - \sigma_{k+1}^2(\hat{Q}\text{diag}(\mu_{i,j})M\text{diag}(\mu_{i,j})) \geq Cn^2.$$  

\hfill \Box

We close this section by proving Lemma 6.1, which we used previously in the proof of Theorem 2.3.

**Proof of Lemma 6.1.** We prove Equation (10) using Chebyshev’s inequality. $S_i - L = 2\sum_{j \neq i}(A_{ij} - p)$, so

$$\mathbb{E}[\|S - L\|^2] = 4\sum_{i} \sum_{j \neq i} \mathbb{E}[(A_{ij} - p)(A_{ik} - p)] = 4n(n - 1)p(1 - p),$$

since these expectations are only nonzero when $k = j$.  
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\[
\mathbb{E}[\|S - L_j\|^4] = \mathbb{E} \left[ 16 \sum_{i,i', j,k \neq i,j', k'} (A_{ij} - p)(A_{ik} - p)(A_{i'j'} - p)(A_{i'k'} - p) \right].
\]

Applying linearity, we must consider several cases for the expectation of this product with different values of \(i, i', j, k, j', k'\). When \(i = i'\), the only nonzero terms appear when \(j, k, j', k'\) arrange themselves into two pairs: if these pairs have the same value, we get \(\mu_2 := p(1 - p)^4 + (1 - p)p^4\); otherwise we get \(p^2(1-p)^2\). When \(i \neq i'\), the only nonzero terms appear when \(j = k\) and \(j' = k'\); if \(j = k = i'\) and \(j' = k' = i\), then we get \(\mu_4\), and otherwise we get \(p^2(1-p)^2\). Counting the respective terms yields

\[
\mathbb{E}[\|S - L_j\|^4] = 16n(n-1)(2\mu_4 + 5(n-2)p^2(1-p)^2 + (n-2)^2p^2(1-p)^2).
\]

When we compute the variance, the \(n^4\) terms cancel, which means that

\[
\text{Var}(\|S - L_j\|^2) = \mathbb{E}[\|S - L_j\|^4] - \mathbb{E}[\|S - L_j\|^2]^2 = 32n^3p^2(1-p)^2 + O(n^2).
\]

We prove Equation (11) using Chebyshev’s inequality. Define \(B_{ij} = \tilde{A}_{ij}(S_i - L)(S_j - L)\), so that the quantity of interest in Equation (11), \(X = \sum_{i,j} B_{ij}\). Note the symmetry \(B_{ij} = B_{ji}\). By linearity,

\[
\mathbb{E}[X] = \sum_i \mathbb{E}[B_{ii}] + \sum_{i \neq j} \mathbb{E}[B_{ij}].
\]

Let us take these terms individually. For the diagonal terms,

\[
\mathbb{E}[B_{ii}] = 4 \sum_{q \neq i} \sum_{r \neq i} \sum_{s \neq i} \mathbb{E}[(A_{iq} - p)(A_{ir} - p)(A_{is} - p)] = 4(n-1)p(1-p)(1-2p),
\]

since the expectation is only nonzero when \(q = r = s\). For the off-diagonal terms,

\[
\mathbb{E}[B_{ij}] = 4 \sum_{q \neq i} \sum_{r \neq j} \mathbb{E}[A_{iq}(A_{ir} - p)(A_{js} - p)] = 4p(1-p)^2,
\]

since the expectation is only nonzero when \(r = j, s = i\). This gives

\[
\mathbb{E}[X] = 4n(n-1)p(1-p)(1-2p) + p(1-p)^2 = 4n(n-1)p(1-p)(2-3p).
\]

Now we compute the variance of \(X\).

\[
\text{Var}(X) = \sum_{i,j} \sum_{i', j'} \text{Cov}(B_{ij}, B_{i'j'}) = \sum_i \text{Var}(B_{ii}) + 2 \sum_{i \neq j} \text{Var}(B_{ij}) + 4 \sum_{i} \sum_{j \neq i} \text{Cov}(B_{ii}, B_{ij})
\]

\[
+ 2 \sum_{i} \sum_{j \neq j'} \sum_{j' \neq i} \text{Cov}(B_{ij}, B_{i'j'}) + 2 \sum_{i} \sum_{i' \neq j} \sum_{j' \neq i} \text{Cov}(B_{ii}, B_{i'j'}) + \sum_{|\{i,j,j',j'\}|=4} \text{Cov}(B_{ij}, B_{i'j'}).\]

We have already computed \(\mathbb{E}[B_{ii}] = 4(n-1)p(1-p)(1-2p)\) in the proof of the expectation, so we just need

\[
\mathbb{E}[B_{ii}^2] = 16 \sum_{q \neq i} \sum_{r \neq i} \sum_{s \neq i} \sum_{u \neq i} \sum_{v \neq i} \mathbb{E}[(A_{iq} - p)(A_{ir} - p)(A_{is} - p)(A_{iu} - p)(A_{iv} - p)]
\]

\[
= 16(n-1)[15(n-2)(n-3)p^3(1-p)^3] + 16(n-1)[10(n-2)p^2(1-p)^2(1-2p)^2 + 15(n-2)p(1-p)\mu_4 + \mu_6],
\]
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since the only nonzero terms arise when we have 3 distinct pairs (yielding \(p^3(1-p)^3\)), 2 distinct triples (yielding \(p^2(1-p)^2(1-2p)^2\)), a pair and a quartet with different values (yielding \(p(1-p)\mu_4\)), or a sextet (yielding \(\mu_6 = p(1-p)^6 + (1-p)p^6\)). We then just have to count how many sets of indices fall into each of the given patterns. This shows that \(\text{Var}(B_{ij}) = O(n^3)\).

We already computed \(\mathbb{E}[B_{ij}] = 4p(1-p)^2\) in the proof of the expectation, so we just need

\[
\mathbb{E}[B_{ij}^2] = 16 \sum_{k \neq i, k' \neq i} \mathbb{E}[A_{ij}(A_{ik} - p)(A_{i\ell} - p)(A_{i\ell'} - p)]
\]

\[
= 16 \sum_{k \neq i} \mathbb{E}[A_{ij}(A_{ik} - p)^2(A_{i\ell} - p)^2]
\]

\[
= 16p(1-p)^2[(n-2)^2p^2 + 2(n-2)p(1-p) + (1-p)^2],
\]

since nonzero terms only appear when \(k' = k, \ell' = \ell\). When \(k \neq j, \ell \neq i\), we get \(p^3(1-p)^2\); when exactly one of \(k = j\) or \(\ell = i\), we get \(p^2(1-p)^3\); and when \(k = j, \ell = i\), we get \(p(1-p)^4\). Since the mean has constant order, we see that \(\text{Var}(B_{ij}) = O(n^2)\).

The remaining covariances may be computed similarly by finding \(\mathbb{E}[B_{ij}B_{i'j'}]\) for each of the different sets of conditions on \(i, j, i', j'\).

\[
\mathbb{E}[B_{ii}B_{jj}] = 16[(n-2)^2p^2(1-p)^2[(1-2p)^2 + 9p(1-p)] + 6(n-2)p(1-p)\mu_4 + \mu_6]
\]

\[
\mathbb{E}[B_{ii}B_{ij}] = 16p(1-p)[3(n-2)(n-3)p^2(1-p)^2]
\]

\[
+ 16p(1-p)[(n-2)[4p(1-p)^2(1-2p) + 6p(1-p)^3 + \mu_4] + (1-p)^4]
\]

\[
\mathbb{E}[B_{ij}B_{i'j'}] = 16p^2(1-p)^2[(n-3)p + 4(1-p)]
\]

\[
\mathbb{E}[B_{ii}B_{i'j'}] = 16p(1-p)[(n-1)p(1-p)^2(1-2p)]
\]

\[
+ 16p(1-p)[6(n-2)p^2(1-p)^2 + 2\mu_4 + 6p^2(1-p)(1-2p)]
\]

\[
\mathbb{E}[B_{ij}B_{i'j'}] = 16p^2(1-p)^2[(1-p)^2 + 4p(1-p) + 2p^2]
\]

Since \(\mathbb{E}[B_{ii}] = O(n), \mathbb{E}[B_{ij}] = O(1)\), this shows that each of the sums in the expansion of the variance above has size at most \(O(n^4)\), as desired.

We may write \(\sum S_i = 4 \sum_{i<j} A_{i,j} - n(n-1)p\). The sum is just a \(\text{Binomial}(n(n-1)/2, p)\) random variable, so Equation (12) is immediate. Equation (13) follows as in [11]. \(\square\)

Bounds for damped binomial distribution

Next, we prove our results on the damped binomial distribution. Let \(n, m\) be positive integers and let \(p \in (0, 1)\). Then \(Z \sim \text{DampedBinomial}(n, m, p)\) when

\[
Z = \frac{X}{\sqrt{X+Y}},
\]

where \(X\) and \(Y\) are independent binomial random variables with \(n\) and \(m\) trials respectively and common success probability \(p\). \(Z\) should be understood to take the value 0 when \(X = Y = 0\). We will require the following easily-verified lemma:

**Lemma 6.3.** For all \(x \geq 0\),

\[
1 + \frac{1}{2}(x-1) - \frac{1}{2}(x-1)^2 \leq x^{1/2} \leq 1 + \frac{1}{2}(x-1), \quad \text{and}
\]

\[
1 + \frac{3}{2}(x-1) + \frac{3}{8}(x-1)^2 - \frac{1}{16}(x-1)^3 \leq x^{3/2} \leq 1 + \frac{3}{2}(x-1) + \frac{1}{2}(x-1)^2, \quad \text{and}
\]

\[
1 + \frac{5}{2}(x-1) + \frac{3}{2}(x-1)^2 \leq x^{5/2} \leq 1 + \frac{5}{2}(x-1) + \frac{15}{8}(x-1)^2 + \frac{15}{48}(x-1)^3.
\]
So for a random variable $V$ with mean $\mu$, variance $\sigma^2$, and third central moment $\kappa$,

\[
\begin{align*}
\mu^{1/2} - \frac{1}{2\mu^{3/2}} \sigma^2 &\leq \mathbb{E}[V^{1/2}] \leq \mu^{1/2}, \text{ and} \\
\mu^{3/2} + \frac{3}{8\mu^{1/2}} \sigma^2 - \frac{1}{16\mu^{3/2}} \kappa &\leq \mathbb{E}[V^{3/2}] \leq \mu^{3/2} + \frac{1}{2\mu^{1/2}} \sigma^2, \text{ and} \\
\mu^{5/2} + \frac{3\mu^{1/2}}{2} \sigma^2 &\leq \mathbb{E}[V^{5/2}] \leq \mu^{5/2} + \frac{15\mu^{1/2}}{8} \sigma^2 + \frac{15}{48\mu^{1/2}} \kappa.
\end{align*}
\]

For $x \geq 1$,

\[
(x + 1)^{-1/2} \leq x^{-1/2} \leq (x + 1)^{-1/2} + \frac{2}{(x + 1)\sqrt{x + 2}},
\]

\[
(x + 1)^{-1} \leq x^{-1} \leq (x + 1)^{-1} + \frac{3}{(x + 1)(x + 2)}.
\]

**Theorem 6.4** (Moments of the Damped Binomial). Suppose $m \sim \Theta(n^2)$, and let $Z \sim \text{DampedBinomial}(n, m, p)$. Then with $(n)_k = n(n - 1) \cdots (n - k + 1)$,

\[
\begin{align*}
\mathbb{E}[Z] &= \frac{n}{m + n} \sqrt{(m + n)p} + O(1/n^2), \\
\mathbb{E}[Z^2] &= \frac{(n)_2}{(m + n)_2} \left[ (m + n)p + \frac{m}{n - 1} \right] + O(1/n^2), \\
\mathbb{E}[Z^3] &= \frac{(n)_3}{(m + n)_3} \sqrt{(m + n)p} \left[ (m + n)p + \frac{3m}{n - 2} \right] + O(1/n^2), \\
\mathbb{E}[Z^4] &= \frac{(n)_4}{(m + n)_4} \left[ (m + n)p + \frac{6m}{n - 3} \right] + O(1/n^2).
\end{align*}
\]

Moreover,

\[
\begin{align*}
\text{Var}(Z) &= \frac{nm(1 - p)}{(m + n)_2} + O(1/n^2), \\
\text{Var}((Z - \mathbb{E}[Z])^2) &= O(1/n^2).
\end{align*}
\]

**Proof.** Analysis of the first moment $\mathbb{E}[Z]$:

\[
\begin{align*}
\mathbb{E}[Z] &= \sum_{j=0}^{m+n} \sum_{k=0}^{m} \binom{n}{j} \binom{m}{k} \sqrt{j+k} (1-p)^{m+n-j-k} p^j (1-p)^{m+n-t} \\
&= \sum_{t=1}^{m+n} \sum_{j=1}^{\min\{n,t\}} \binom{n}{j} \binom{m}{t-j} \sqrt{j} p^j (1-p)^{m+n-t} \\
&= \sum_{t=1}^{m+n} n \left[ \sum_{j=1}^{\min\{n,t\}} \binom{n-1}{j-1} \binom{m}{t-j} \right] \frac{1}{\sqrt{j}} p^j (1-p)^{m+n-t} \\
&= \sum_{t=1}^{m+n} n \binom{m+n-1}{t-1} \frac{1}{\sqrt{t}} p^t (1-p)^{m+n-t} \\
&= \sum_{t=1}^{m+n} \frac{n}{m+n} \binom{m+n}{t} \sqrt{t} p^t (1-p)^{m+n-t} \\
&= \frac{n}{m+n} \sum_{t=0}^{m+n} \binom{m+n}{t} \sqrt{t} p^t (1-p)^{m+n-t}.
\end{align*}
\]
This last expression gives $E[Z] = \frac{n}{m+n} E[T^{1/2}]$, where $T \sim \text{Binomial}(m+n,p)$. Applying the bounds of Lemma 6.3 yields

$$\frac{n}{m+n} \left[ \sqrt{(m+n)p} - \frac{(m+n)p(1-p)}{2((m+n)p)^{3/2}} \right] \leq E[Z] \leq \frac{n}{m+n} \sqrt{(m+n)p}.$$ 

The lower bound may be simplified to

$$\frac{n}{m+n} \sqrt{(m+n)p} - \frac{n(1-p)}{2(m+n)^{3/2}p} \leq E[Z] \leq \frac{n}{m+n} \sqrt{(m+n)p},$$

so the discrepancy between $E[Z]$ and its leading term when $m \sim \Theta(n^2)$ is $O(1/n^2)$.

**Analysis of the second moment** $E[Z^2]$: We proceed similarly to $E[Z]$, using $j^2 = (j)_2 + j$.

$$E[Z^2] = \sum_{j=0}^{m+n} \sum_{k=0}^{\min\{n,t\}} \binom{n}{j} \binom{m}{k} \frac{j^2}{j+k} p^j (1-p)^{m+n-j-k}$$

$$= \sum_{j=1}^{m+n} \sum_{t=2}^{\min\{j,t\}} \binom{n}{j} \binom{m}{t-j} \frac{j^2}{t} p^t (1-p)^{m+n-t}$$

$$= \sum_{j=2}^{\min\{n,t\}} (n)_2 \binom{n-2}{j-2} \binom{m}{j-1} \frac{1}{t} p^t (1-p)^{m+n-t}$$

$$+ \sum_{t=1}^{n} \sum_{j=1}^{\min\{n,t\}} n \binom{n-1}{j-1} \binom{m}{t-j} \frac{1}{t} p^t (1-p)^{m+n-t}$$

$$= \sum_{t=2}^{m+n} (n)_2 \binom{m+n}{t-2} \frac{1}{t} p^t (1-p)^{m+n-t} + \sum_{t=1}^{m+n} \binom{m+n-1}{t-1} \frac{1}{t} p^t (1-p)^{m+n-t}$$

$$= \frac{(n)_2}{(m+n)_2} \sum_{t=2}^{m+n} \binom{m+n}{t-2} (t-1) p^t (1-p)^{m+n-t} + \frac{n}{m+n} \sum_{t=1}^{m+n} \binom{m+n}{t} p^t (1-p)^{m+n-t}$$

$$= \frac{n}{m+n} \sum_{t=1}^{m+n} \binom{m+n}{t} \left( \frac{n-1}{m+n-1} + \frac{m}{m+n-1} \right) p^t (1-p)^{m+n-t}$$

$$= \frac{(n)_2}{(m+n)_2} (m+n)p + \frac{nm}{(m+n)_2} (1-(1-p)^{m+n}).$$

In the penultimate step, we used the fact that when $t = 1$, $t-1 = 0$, allowing us to add the $t = 1$ term and bring the two sums together. In the final step, we use properties of the Binomial$(m+n,p)$ distribution. This gives the desired bounds for $E[Z^2]$ immediately.

**Analysis of $\text{Var}(Z)$**: Applying the lower bound for $E[Z]$ and using $1-(1-p)^{m+n} \leq 1$, we obtain

$$\text{Var}(Z) \leq \frac{(n)_2}{(m+n)_2} (m+n)p + \frac{nm}{(m+n)_2} - \left( \frac{n}{m+n} \sqrt{(m+n)p} - \frac{n(1-p)}{2(m+n)^{3/2} \sqrt{p}} \right)^2$$

$$= \frac{nm(1-p)}{(m+n)_2} + \frac{n^2(1-p)}{(m+n)_2} - \frac{n^2(1-p)^2}{4(m+n)^2p}$$

$$= \frac{nm(1-p)}{(m+n)_2} + \frac{n^2(1-p)}{(m+n)_2} \left( 1 - \frac{1-p}{4(m+n)p} \right).$$
We note that the upper and lower bounds are both $O(1)$, whence the stated bounds follow since $(1-p)^{m+n} \sim o(1/n)$.

**Analysis of $E[Z^3]$**:

We use the formula $j^3 = (j)_3 + 3(j)_2 + j$ as in the calculation of $E[Z^2]$ to obtain:

$$E[Z^3] = \sum_{j=0}^{n} \sum_{k=0}^{m} \binom{n}{j} \binom{m}{k} \frac{j^3}{(j+k)^{3/2}} p^j (1-p)^{m+n-j-k}$$

$$= \sum_{t=1}^{m+n} \sum_{j=1}^{t} \binom{n}{j} \binom{m}{t-j} \frac{t^3}{t^{3/2}} p^t (1-p)^{m+n-t}$$

$$= \sum_{t=3}^{m+n} (n)_3 \left( \frac{m+n-3}{t-3} \right) \frac{1}{t^{3/2}} p^t (1-p)^{m+n-t}$$

$$+ \sum_{t=2}^{m+n} 3(n)_2 \left( \frac{m+n-2}{t-2} \right) \frac{1}{t^{3/2}} p^t (1-p)^{m+n-t}$$

$$+ \sum_{t=1}^{m+n} n \left( \frac{m+n-1}{t-1} \right) \frac{1}{t^{3/2}} p^t (1-p)^{m+n-t}$$

$$= \sum_{t=1}^{m+n} \left( \frac{m+n}{t} \right) \left[ \frac{(n)_3(t-1)(t-2)}{(m+n)_3} + \frac{3(n)_2(t-1)}{(m+n)_2} + \frac{n}{m+n} \right] \frac{1}{t} p^t (1-p)^{m+n-t}$$

$$= \sum_{t=1}^{m+n} \frac{n}{(m+n)_3} \left[ (n-1)_2 t^2 + 3t m(n-1) + m(m-n) \right] \frac{1}{t} p^t (1-p)^{m+n-t}$$

$$= \sum_{t=1}^{m+n} \frac{n}{(m+n)_3} \left[ (n-1)_2 t^{3/2} + 3m(n-1)t^{1/2} \right] p^t (1-p)^{m+n-t}$$  \( (L_1) \)

$$+ \frac{n}{(m+n)_3} \sum_{t=1}^{m+n} \left( \frac{m+n}{t} \right) \frac{m(m-n)}{t} p^t (1-p)^{m+n-t}. \quad \text{(L2)}$$

We bound the first line $L_1$ using Lemma 6.3 for $E[T^{3/2}]$ and $E[T^{1/2}]$ with $T \sim \text{Binomial}(m+n,p)$. After simplifying, this yields

$$\frac{(n)_3}{(m+n)_3} \left[ \frac{\sqrt{(m+n)p}}{3} \left( \frac{3(1-p)}{8} \right) - \frac{1-p}{\sqrt{(m+n)p}} \left[ \frac{3m}{2(n-2)} + \frac{1-2p}{16} \right] \right]$$

$$\leq L_1 - \frac{(n)_3}{(m+n)_3} \left[ \frac{(m+n)p)^{3/2}}{3} + \sqrt{(m+n)p} \frac{3m}{n-2} \right]$$

$$\leq \frac{(n)_3}{(m+n)_3} \frac{1}{\sqrt{(m+n)p}} \left( \frac{1-p}{2} \right).$$

We note that the upper and lower bounds are both $O(1/n^2)$. The line $L_2$ is bounded by applying the
inequalities for $x^{-1/2}$ in Lemma 6.3, giving

$$L_2 \geq \frac{nm(m-n)}{(m+n+1)_4} \sum_{t=1}^{m+n} \frac{m+n+1}{t+1} \sqrt{t+1} p^t (1-p)^{m+n-t}$$

$$= \frac{nm(m-n)}{(m+n+1)_4} \left[ \sum_{t=0}^{m+n+1} \frac{(m+n+1)}{t} \sqrt{t+1} p^{t-1} (1-p)^{m+n+1-t} - (m+n+1)(1-p)^{m+n} \right]$$

$$\geq \frac{nm(m-n)}{(m+n+1)_4} \sqrt{(m+n+1)p - \frac{(m+n+1)p(1-p)}{2((m+n+1)p)^{3/2}}} - \frac{nm(m-n)}{(m+n)_3} (1-p)^{m+n}$$

and

$$L_2 \leq \frac{nm(m-n)}{(m+n+1)_4} \sum_{t=1}^{m+n} \frac{m+n+1}{t+1} \sqrt{t+1} p^t (1-p)^{m+n-t}$$

$$+ \frac{2nm(m-n)}{(m+n+2)_5} \sum_{t=1}^{m+n+2} \frac{(m+n+2)}{t+2} \sqrt{t+2} p^t (1-p)^{m+n-t}$$

$$\leq \frac{nm(m-n)}{(m+n+1)_4} \sum_{t=0}^{m+n+1} \frac{(m+n+1)}{t} \sqrt{t+1} p^{t-1} (1-p)^{m+n+1-t}$$

$$+ \frac{2nm(m-n)}{(m+n+2)_5} \sum_{t=0}^{m+n+2} \frac{(m+n+2)}{t+2} \sqrt{t+2} p^{t-2} (1-p)^{m+n+2-t}$$

$$\leq \frac{nm(m-n)}{(m+n+1)_4} \sqrt{(m+n+1)p + \frac{2nm(m-n)}{(m+n+2)_5} p^2 \sqrt{(m+n+2)p}}.$$

Together, these bounds show that $L_2 = \Theta(1/n^2)$, so combining the bounds on $L_1$ and $L_2$, we obtain the desired bound on $\mathbb{E}[Z^3]$.

**Analysis of $\mathbb{E}[Z^4]$**: Here we use the formula $j^4 = (j)_4 + 6(j)_3 + 7(j)_2 + j$ as in the analysis of $\mathbb{E}[Z^2]$ to obtain the following calculation:

$$\mathbb{E}[Z^4] = \sum_{j=0}^{n} \sum_{k=0}^{m} \binom{n}{j} \binom{m}{k} j^4 \frac{(j+k)^2 p^j (1-p)^{m+n-j-k}}{(j+k)^2}$$

$$= \sum_{t=1}^{m+n} \sum_{j=1}^{\min(n,t)} \binom{n}{j} \binom{m}{t-j} j^4 \frac{p^j (1-p)^{m+n-t}}{t^2}$$

$$= \sum_{t=4}^{m+n} (n)_4 \binom{m+n-4}{t-4} \frac{p^t (1-p)^{m+n-t}}{t^2} + \sum_{t=3}^{m+n} 6(n)_3 \binom{m+n-3}{t-3} \frac{p^t (1-p)^{m+n-t}}{t^2}$$

$$+ \sum_{t=2}^{m+n} 7(n)_2 \binom{m+n-2}{t-2} \frac{p^t (1-p)^{m+n-t}}{t^2} + \sum_{t=1}^{m+n} n \binom{m+n-1}{t-1} \frac{p^t (1-p)^{m+n-t}}{t^2}$$
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We analyze these three terms separately using the results above. Noting that

\[ \mathbb{E}[Z^4] = \sum_{t=1}^{m+n} \binom{m+n}{t} p^t (1-p)^{m+n-t} \]

\[ \times \left[ \frac{(n)_4}{(m+n)_4} (t-1)_3 + \frac{6(n)_3}{(m+n)_3} (t-1)_2 + \frac{7(n)_2}{(m+n)_2} (t-1) + \frac{n}{m+n} \right] \]

\[ = \frac{(n)_4}{(m+n)_4} \sum_{t=1}^{m+n} \binom{m+n}{t} \left[ t^3 + \frac{6m}{n-3} t^2 + \frac{m(7m-4n+1)}{(n-2)_2} t \right] \frac{p^t (1-p)^{m+n-t}}{t} \]

\[ + \frac{n}{(m+n)_4} \sum_{t=1}^{m+n} \binom{m+n}{t} m((m+n+1)_2 - 6mn) \frac{p^t (1-p)^{m+n-t}}{t} \] \hspace{1cm} (L_1)

We can use the moments of the Binomial\((m+n,p)\) distribution to compute \(L_1\) as

\[ \frac{(n)_4}{(m+n)_4} \left[ (m+n)p \left( (m+n)p + \frac{6m}{n-3} + 1 - p \right) \right] + \frac{(n)_2 m(7m-4n+1)}{(m+n)_4} (1 - (1-p)^{m+n}), \]

the last term of which is \(O(1/n^2)\). We apply the bounds on \(x^{-1}\) from Lemma 6.3 to bound \(L_2\), using a similar approach to remove terms from the denominator as we did in the analysis of the \(L_2\) term in \(\mathbb{E}[Z^3]\).

\[ L_2 \geq \frac{nm((m+n+1)_2 - 6mn)}{(m+n+1)_5} \sum_{t=1}^{m+n} \binom{m+n+1}{t+1} p^t (1-p)^{m+n-t} \]

\[ = \frac{nm((m+n+1)_2 - 6mn)}{(m+n+1)_5 p} \mathbb{P}[T_1 \geq 2] =: LB, \]

where \(T_1 \sim \text{Binomial}(m+n+1, p)\). Note that this quantity is \(O(1/n^3)\).

\[ L_2 - LB \leq \frac{3nm((m+n+1)_2 - 6mn)}{(m+n+2)_6} \sum_{i=1}^{m+n} \binom{m+n+2}{t+2} p^t (1-p)^{m+n-t} \]

\[ = \frac{3nm((m+n+1)_2 - 6mn)}{(m+n+2)_6 p^2} \mathbb{P}[T_2 \geq 3], \]

where \(T_2 \sim \text{Binomial}(m+n+2, p)\). This quantity is \(O(1/n^5)\), which shows that \(L_2 = O(1/n^3)\), and completes the analysis of this term.

**Analysis of \(\text{Var}((Z - \mathbb{E}[Z])^2)\):** The following formula is valid for any random variable \(Z\), as can be verified with simple algebra:

\[ \text{Var}((Z - \mathbb{E}[Z])^2) = \text{Var}(Z^2) + 4\mathbb{E}[Z]^2 \text{Var}(Z) - 4\mathbb{E}[Z](\mathbb{E}[Z^3] - \mathbb{E}[Z^2] \mathbb{E}[Z]). \]

We analyze these three terms separately using the results above. Noting that \((C + O(1/n^2))^2 = C^2 + O(1/n^2)\),

\[ \text{Var}(Z^2) = \mathbb{E}[Z^4] - \mathbb{E}[Z]^2 \]

\[ = \frac{(n)_4}{(m+n)_4} \left[ (m+n)p^2 + (m+n)p + \frac{6m}{n-3} \right] - \left( \frac{(n)_2}{(m+n)_2} \left[ (m+n)p + \frac{m}{n-1} \right] \right)^2 + O(n^{-2}) \]

\[ = \frac{(n)_4}{(m+n)_4} \left[ (m+n)p^2 + (m+n)p + \frac{6m}{n-3} - \frac{(n)_2(m+n-2)_2}{(n-2)_2(m+n)_2} \left[ (m+n)p + \frac{m}{n-1} \right]^2 \right] \]

\[ + O(n^{-2}) \]

\[ = \frac{(n)_4}{(m+n)_4} \left[ (m+n)p^2 \left( 1 - \frac{(n)_2(m+n-2)_2}{(n-2)_2(m+n)_2} \right) \right] \]

\[ = \frac{(n)_4}{(m+n)_4} \left[ (m+n)p^2 \left( 1 - \frac{(n)_2(m+n-2)_2}{(n-2)_2(m+n)_2} \right) \right] \]
where we discarded any higher-order terms into the $O(1/n^2)$ in the last two lines. This is $O(1/n)$. Since $\mathbb{E}[Z] = O(1)$ and $\text{Var}(Z) = O(1/n)$, $4\mathbb{E}[Z]^2\text{Var}(Z) = O(1/n)$. Finally,

$$\mathbb{E}[Z] - \mathbb{E}[Z^2]\mathbb{E}[Z] = \frac{(n)}{(m+n)} \sqrt{(m+n)p} \left( (m+n)p + \frac{3m}{n-2} \right) - \frac{(n)}{(m+n)^2} \left[ (m+n)p + \frac{m}{n-1} \right] \frac{n}{m+n} \sqrt{(m+n)p} + O(1/n^2)$$

$$= \frac{(n)}{(m+n)} \left[ (m+n)p \sqrt{(m+n)p} \left( \frac{3}{n-2} - \frac{n(m+n-2)}{n-1}^2 (m+n) \right) \right] + O(1/n^2)$$

$$= \frac{(n)}{(m+n)} \left[ m\sqrt{(m+n)p} \left( \frac{2mn(1-p)}{n-2} (m+n) \right) \right] + O(1/n^2),$$

where we again discarded higher-order terms in the last two lines. This is $O(1/n)$. Inspecting the leading terms and using $(n^k + O(n^{k-1}))^{-1} = n^{-k} (1 + O(1/n))$, we see that

$$\text{Var}(Z - \mathbb{E}[Z]) = \frac{4m^3n^3p(1-p)}{m^5} + \frac{4mn^3p(1-p)}{m^3} - \frac{8m^2n^2p(1-p)}{m^4} + O(1/n^2) = O(1/n^2).$$

**Theorem 6.5** (Limiting distribution of the Damped Binomial). Let $Z_n \sim \text{DampedBinomial}(n, m, p)$, and suppose $m/n^2 \to \alpha > 0$. Then $Z_n$ converges in distribution to a Normal random variable as $n \to \infty$:

$$\sqrt{n} \frac{Z_n - \frac{n}{\sqrt{m}} \sqrt{p}}{\sqrt{(1-p)/\alpha}} \to \mathcal{N}(0, 1).$$

If $(m - \alpha n^2) \sim o(n^{3/2})$, then

$$\sqrt{n} \frac{Z_n - \sqrt{p/\alpha}}{\sqrt{(1-p)/\alpha}} \to \mathcal{N}(0, 1).$$

**Proof.** From the definition of the DampedBinomial distribution, we may write

$$Z_n = \frac{X_n}{\sqrt{X_n + Y_n}},$$

where $X_n \sim \text{Binomial}(n, p)$, $Y_n \sim \text{Binomial}(m, p)$ are independent. Let $\mathcal{E}_n$ be the event that $|Y_n - mp| \leq n \log(n)$. Clearly $\mathbb{P}[\mathcal{E}_n] \to 1$ as $n \to \infty$. Moreover, with probability 1 for each $n$, we have

$$Y_n \leq Y_n + X_n \leq Y_n + n.$$
Then
\[ \frac{X_n}{\sqrt{mp} \sqrt{1 + \frac{1 - \frac{\sqrt{m} \sqrt{n + \frac{1}{m} + n + 1}}{mp}}}} \leq Z_n \leq \frac{X_n}{\sqrt{mp} \sqrt{1 + \frac{1 - \frac{\sqrt{m} \sqrt{n + \frac{1}{m} + n + 1}}{mp}}}}, \]
and on the set \( \mathcal{E}_n \),
\[ \frac{X_n}{\sqrt{mp} \sqrt{1 + \frac{n \log(n) + 1}{mp}}} \leq Z_n \leq \frac{X_n}{\sqrt{mp} \sqrt{1 - \frac{n \log(n)}{mp}}} \]
Setting \( x = \frac{n \log(n) + 1}{mp} \sim O(\log(n)/n) \), we apply the bounds
\[ 1 - x/2 \leq \frac{1}{\sqrt{1 + x}} \leq 1 - x/2 + 3x^2/4, \quad x \geq 0; \]
\[ 1 + x/2 \leq \frac{1}{\sqrt{1 - x}} \leq 1 + x/2 + 3x^2/4, \quad x \in [0, 1/2]; \]
to see that
\[ \frac{1}{\sqrt{1 + \frac{n \log(n) + 1}{mp}}} = 1 - \frac{n \log(n) + 1}{2mp} + O((\log(n)/n)^2), \]
and
\[ \frac{1}{\sqrt{1 - \frac{n \log(n)}{mp}}} = 1 + \frac{n \log(n)}{2mp} + O((\log(n)/n)^2). \]
Since \( X_n/\sqrt{mp} \) is bounded above by a constant, the previous bounds show that \( Z_n - \frac{X_n}{\sqrt{mp}} \sim O(\log(n)/n) \).
So by Slutzky’s theorem, if \( \sqrt{n}(X_n/\sqrt{mp} - c_n) \to F \) in distribution as \( n \to \infty \), then \( \sqrt{n}(Z_n - c_n) \) also converges to \( F \). But since \( X \sim \text{Binomial}(n, p) \), we may apply the ordinary central limit theorem to say that
\[ \frac{X_n - np}{\sqrt{np(1-p)}} \to \mathcal{N}(0, 1). \]
Using \( m/n^2 \to \alpha \), we get
\[ \sqrt{n} \frac{X_n - np}{\sqrt{mp}} \to \mathcal{N} \left( 0, \frac{1-p}{\alpha} \right). \]
Dividing by \( \sqrt{(1-p)/\alpha} \) gives the first conclusion of the theorem.
When \( (m - \alpha n^2) \sim o(n^{3/2}) \), then we may write \( n/\sqrt{m} = \frac{n}{\sqrt{n^2 \alpha \sqrt{1 + \frac{m - \alpha n^2}{\alpha n^2}}}}. \) By virtue of the bounds on \( (1 + x)^{-1/2} \) and \( (1 - x)^{-1/2} \) above, \( \frac{n}{\sqrt{n}} - \frac{1}{\sqrt{\alpha}} \sim o(n^{-1/2}) \), so we may apply Slutzky’s theorem a second time to prove the latter bound. \( \square \)