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Abstract

A zero-one matrix \(M\) contains a zero-one matrix \(A\) if one can delete some rows and columns of \(M\), and turn some 1-entries into 0-entries such that the resulting matrix is \(A\). The extremal number of \(A\), denoted by \(\text{ex}(n, A)\), is the maximum number of 1-entries in an \(n \times n\) sized matrix \(M\) that does not contain \(A\).

A matrix \(A\) is column-\(t\)-partite (or row-\(t\)-partite), if it can be cut along the columns (or rows) into \(t\) submatrices such that every row (or column) of these submatrices contains at most one 1-entry. We prove that if \(A\) is column-\(t\)-partite, then \(\text{ex}(n, A) < n^{2\frac{1}{t}} + o(1)\), and if \(A\) is both column- and row-\(t\)-partite, then \(\text{ex}(n, A) < n^{2\frac{1}{t}} + o(1)\). Our proof combines a novel density-increment-type argument with the celebrated dependent random choice method.

Results about the extremal numbers of zero-one matrices translate into results about the Turán numbers of bipartite ordered graphs. In particular, a zero-one matrix with at most \(t\) 1-entries in each row corresponds to a bipartite ordered graph with maximum degree \(t\) in one of its vertex classes. Our results are partially motivated by a well known result of Füredi (1991) and Alon, Krivelevich, Sudakov (2003) stating that if \(H\) is a bipartite graph with maximum degree \(t\) in one of the vertex classes, then \(\text{ex}(n, H) = O(n^{2\frac{1}{t}})\). The aim of the present paper is to establish similar general results about the extremal numbers of ordered graphs.

1 Introduction

If \(H\) is a graph, the extremal number (or Turán number) of \(H\) is

\[
\text{ex}(n, H) = \max\{|E(G)| : |V(G)| = n, G \text{ does not contain } H \text{ as a subgraph}\}.
\]

By the classical Erdős-Stone theorem [8], we have

\[
\text{ex}(n, H) = \left(1 - \frac{1}{\chi(H) - 1} + o(1)\right)\left(\frac{n}{2}\right).
\]

Therefore, the asymptotic value of \(\text{ex}(n, H)\) is well understood unless \(H\) is bipartite. The value of \(\text{ex}(n, H)\) for bipartite graphs \(H\) is the subject of extensive study. Recently, there were some interesting new results on this topic, see for example [5, 14, 12]. Below, we discuss a number of
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well known results concerning the extremal numbers of bipartite graphs, but first, let us introduce the concept of ordered graphs.

An ordered graph is a pair \((G, <)\), where \(G\) is graph and \(<\) is a total ordering on the vertex set of \(G\). If \(<\) is clear from the context, we shall write simply \(G\) instead of \((G, <)\). The ordered graph \((H, <')\) is an ordered subgraph of \((G, <)\) if there exists an order preserving embedding from \(V(H)\) to \(V(G)\) that preserves edges. The extremal number of the ordered graph \((H, <')\) is

\[
\text{ex}(n, (H, <')) = \max\{\{|E(G)|: |V(G)| = n, (G, <) \text{ does not contain } (H, <') \text{ as an ordered subgraph}\}\}.
\]

The interval chromatic number of an ordered graph \(H\), denoted by \(\chi(H)\), is the minimum number of colors needed to color the vertices of \(H\) such that there are no monochromatic edges, and each color class is an interval with respect to the ordering on \(V(H)\). The systematic study of ordered graph was initiated by Pach and Tardos in [16], where the following analogue of the Erdős-Stone theorem is established:

\[
\text{ex}(n, H) = \left(1 - \frac{1}{\chi(H)-1} + o(1)\right) \binom{n}{2}.
\]

Therefore, the asymptotic value of \(\text{ex}(n, H)\) is known unless \(\chi(H) = 2\). Say that an ordered graph \(H\) is ordered bipartite if \(\chi(H) = 2\).

In case \(\chi(H) = 2\), \(\text{ex}(n, H)\) is strongly related to the extremal number of the bi-adjacency matrix of \(H\). This extremal number is defined as follows. If \(A\) and \(M\) are zero-one matrices, we say that \(M\) contains \(A\) if we can delete rows and columns of \(M\), and turn 1-entries of \(M\) into 0-entries such that the resulting matrix is \(A\). The weight of a zero-one matrix \(M\), denoted by \(w(M)\), is the number of 1-entries of \(M\). The extremal number of the zero-one matrix \(A\) is

\[
\text{ex}(n, A) = \max\{w(M): M \text{ is an } n \times n \text{ sized matrix that does not contain } A\}.
\]

If \(H\) is an ordered bipartite graph with vertex classes \(X\) and \(Y\), then \(H\) naturally corresponds to the zero-one matrix \(A_H\), whose rows correspond to the elements of \(X\), whose columns correspond to the elements of \(Y\), and \(A_H(x, y) = 1\) if and only if \(xy \in E(H)\). The following connection between the extremal number of \(H\) and \(A_H\) was established by Pach and Tardos [16]:

\[
\text{ex}(n, A_H) \leq \text{ex}(2n, H) = O(\text{ex}(n, A_H) \log n),
\]

and if \(\text{ex}(n, A_H) \geq n^{1+\epsilon}\) for some \(\epsilon > 0\), then

\[
\text{ex}(n, A_H) = \Theta(\text{ex}(n, H)).
\]

But this tells us that the order of magnitude of \(\text{ex}(n, H)\) and \(\text{ex}(n, A_H)\) are roughly the same, so it is enough to consider one of these extremal numbers. We found that it is easier work with the matrix terminology, so in the rest of our paper, we will use the language of zero-one matrices instead of ordered bipartite graphs.

Say that a matrix is acyclic if the corresponding graph is a forest. The extremal number of acyclic matrices is extensively studied, see for example [10, 15, 19, 16, 20]. It was conjectured by Füredi and Hajnal [10] that if \(A\) is a zero-one matrix that corresponds to an ordered forest, then \(\text{ex}(n, A) = O(n \log n)\). This was disproved in a weak sense by Pettie [19], and the conjecture of Füredi and Hajnal is replaced by the following conjecture of Pach and Tardos [16], which is still
Figure 1: Examples of a column-2-partite (left), row-2-partite (middle), and a $2 \times 2$-partite matrix (right).

open: $\text{ex}(n, A) = n (\log n)^{O(1)}$. The most general result connected to this conjecture is due to Korándi, Tardos, Tomon, and Weidert [15], who prove that $\text{ex}(n, A) = n^{1+o(1)}$ holds for a large class of acyclic matrices $A$.

However, there are much fewer results about the extremal number of matrices, whose underlying graph is not acyclic. Füredi and Hajnal [10] conjectured that if $G$ is an ordered bipartite graph and $G'$ is the underlying unordered bipartite graph, then the extremal numbers of $G$ and $G'$ do not differ by much, in particular $\text{ex}_<(n, G) = O(\text{ex}(n, G') \log n)$. This was disproved in a strong sense by Pach and Tardos [16]: there exist ordered bipartite cycles of arbitrary even length, whose extremal number is at least $\Omega(n^{4/3})$; we discuss this result in more detail in Section 5 (where we also prove new bounds for a large class of ordered cycles). On the other hand, by the well known result of Bondy and Simonovits [4], we have $\text{ex}(n, C_{2k}) = O(n^{1+1/2k})$, where $C_{2k}$ denotes the cycle of length $2k$. More recently, extremal numbers of some ordered cycles were studied by Győri, Korándi, Methuku, Tomon, Tompkins, and Vizer [13].

The aim of the present paper is to provide general upper bounds on the extremal numbers of zero-one matrices that are not acyclic.

A matrix $A$ is column-$t$-partite (or row-$t$-partite), if it can be cut along the columns (or rows) into $t$ submatrices such that every row (or column) of these matrices contains at most one 1-entry. Also, a matrix is $t \times s$-partite if $A$ is both row-$t$-partite and column-$s$-partite. See Figure 1 for examples.

Certain column-1-partite matrices $A$ are related to Davenport-Schinzel sequences [6], and satisfy $\text{ex}(n, A) = \Theta(n \alpha(n))$, where $\alpha(n)$ is the extremely slowly growing inverse-Ackermann function [10]. On the other hand, it follows from the result of Korándi et al. [15] that for every column 1-partite matrix $A$, we have $\text{ex}(n, A) = n^{1+o(1)}$. The $1 \times 1$-partite matrices are exactly the permutation matrices, and by the celebrated result of Marcus and Tardos [18], if $A$ is a permutation matrix, then $\text{ex}(n, A) = O(n)$. Column-$2$-partite matrices correspond to subgraphs of 1-subdivisions of bipartite multigraphs, see [5, 14] for related results in the unordered case, and $2 \times 2$-partite matrices correspond to subgraphs of disjoint unions of cycles.

We prove the following general result about the extremal numbers of column-$t$-partite matrices.

(Not that due to symmetry the analogous result for row-$t$-partite matrices also holds.)

**Theorem 1.** Let $t \geq 2$ be an integer and let $A$ be a column-$t$-partite zero-one matrix. Then

$$\text{ex}(n, A) < n^{2-\frac{1}{t}+\frac{1}{2t^{2}}+o(1)}.$$
matrix and $s \geq (t - 1)!$, then $A$ is column-$t$-partite and $\text{ex}(n, A) = \Theta(n^{2-\frac{1}{t}})$. This shows that the exponent $2 - \frac{1}{t} + \frac{1}{2t^2} + o(1)$ in Theorem 1 cannot be replaced by anything smaller than $2 - \frac{1}{t}$.

We conjecture that the latter exponent is the truth, i.e., $\text{ex}(n, A) < n^{2-\frac{1}{t}+o(1)}$. We can prove this conjecture in the case when $A$ is $t \times t$-partite.

**Theorem 2.** Let $t \geq 2$ be an integer and let $A$ be a $t \times t$-partite zero-one matrix. Then

$$\text{ex}(n, A) < n^{2-\frac{1}{t}+o(1)}.$$  

This theorem is sharp up to the $o(1)$ term assuming the following well known conjecture is true: $\text{ex}(n, K_{t,t}) = \Theta(n^{2-\frac{1}{t}})$. Let us highlight some of the unordered analogues of Theorem 1 and Theorem 2. If $A$ is column-$t$-partite, then the corresponding ordered bipartite graph has maximum degree $t$ in one of its vertex classes. A well known result of Füredi [9], reproved by Alon, Krivelevich, and Sudakov [1] applying the celebrated dependent random choice method, is the following: If $H$ is an (unordered) bipartite graph with maximum degree $t$ in one of its vertex classes, then $\text{ex}(n, H) = O(n^{2-\frac{1}{t}})$. This result served as one of our main motivations for studying the problems above. Bipartite graphs with maximum degree $t$ in one of the vertex classes correspond to zero-one matrices in which every row has at most $t$ 1-entries. Even though our proof method of Theorem 1 works for a large class of matrices, it does not work for every such matrix. It would be interesting to decide whether Theorem 1 can be extended to matrices with at most $t$ 1-entries in every row.

Our paper is organized as follows. In Section 2, we prove a somewhat weaker version of Theorem 1, while introducing our proof method and the main tools used in the paper. Then, we prove Theorem 2 in Section 3, and Theorem 1 in Section 4. In Section 5, we prove that $\text{ex}(n, A) = O(n^{2})$ holds for a large number of matrices $A$ that correspond to cycles. We finish our paper with some remarks and open questions in Section 6.

### 1.1 Preliminaries

We use the following extended definition of the binomial coefficients. If $x \in \mathbb{R}$ and $k \in \mathbb{Z}^+$, then

$$\binom{x}{k} = \begin{cases} \frac{x(x-1)\ldots(x-k+1)}{k!} & \text{if } x \geq k - 1, \\ 0 & \text{otherwise}. \end{cases}$$

We will use the following properties of this binomial coefficient.

- For every $k \in \mathbb{Z}^+$, the function $f(x) = \binom{x}{k}$ is continuous and convex.
- $\binom{x}{k} \leq \frac{x^k}{k!} < x^k$.
- If $x \geq k$, then $\binom{x}{k} \geq \binom{x}{k}^k$.

### 2 Column-$t$-partite matrices

In this section, we prove the following slightly weaker version of Theorem 1, while outlining the main ideas used in our paper.

**Theorem 3.** Let $t \geq 2$ and let $A$ be a column-$t$-partite matrix. Then

$$\text{ex}(n, A) < n^{2-\frac{1}{t}+\frac{1}{2t}+o(1)}.$$ 
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In the rest of this section, $A$ is an $r \times s$ sized matrix, and we fix a real number $\epsilon > 0$. Also, set $k = \left\lfloor \left( \frac{2^r - 1}{3} \right)^{\frac{1}{3}} \right\rfloor$. We show that $\text{ex}(n, A) < n^{2 - \frac{1}{r} - \frac{1}{s} + \epsilon}$ if $n$ is sufficiently large given the parameters $\epsilon, r, s, k$.

A copy of $K_{u,t}$ in a zero-one matrix $M$ is a submatrix of $M$ induced by $u$ distinct rows and $t$ distinct columns such that every entry in the submatrix is 1.

2.1 Overview of the proof

Let us briefly outline our proof. Let $M$ be an $n \times n$ sized matrix of weight at least $n^{2 - \frac{1}{r} - \frac{1}{s} + \epsilon}$. We construct a sequence of matrices $M = M_0, M_1, \ldots$ satisfying the following properties:

- $M_{i+1}$ is a submatrix of $M_i$ for every $i$.
- The size of $M_i$ is $\frac{n}{k^i} \times n$ for every $i$.
- With a certain definition of “density”, the density of $K_{t,t}$'s in $M_i$ is increasing as $i$ increases.

However, if this sequence is long enough, we eventually run into a contradiction as we get matrices which are too small to have the claimed density of $K_{t,t}$'s.

To construct the above sequence, for each $i$, we divide $M_i$ into $k$ equal sized blocks along its rows, and prove that either $A$ can be embedded into $M_i$ such that each row of $A$ is embedded into a different block (in which case we are done), or one of the blocks must have a high density of $K_{t,t}$'s, and then we set this block to be $M_{i+1}$.

In order to prove this, we adapt the so called dependent random choice method [1]. While this method is usually formulated in a probabilistic way, it can be easily turned into a counting argument, which is more suitable for our purposes. Roughly, the idea is to double count certain “light” copies of $K_{t,t}$, where a copy of $K_{t,t}$ is light if it belongs to $t$ columns that only intersect a few of the blocks in $1$-entries.

2.2 Proof of theorem 3

Definition 1. Given an $m \times n$ sized zero-one matrix $M$ and integer $k$, where $k$ divides $m$, the submatrix of $M$ formed by the rows $\frac{(p-1)m}{k} + 1, \frac{(p-1)m}{k} + 2, \ldots, \frac{pm}{k}$ of $M$ is called a horizontal block of $M$ for any integer $p$ with $1 \leq p \leq k$. Note that this partitions $M$ into $k$ horizontal blocks and each horizontal block is of size $\frac{m}{k} \times n$.

We will need the following two simple lemmas.

Lemma 4. Let $M$ be an $n \times n$ sized matrix such that $w(M) > tu^{2 - \frac{1}{s}}$. Then the number of copies of $K_{u,t}$ in $M$ is at least

$$\frac{1}{u^{at-t+ut}} \cdot \frac{w(M)^{tu}}{n^{2ut-u-t}}.$$  

Proof. Let $N$ be the number of copies of $K_{u,t}$ in $M$. For $1 \leq i_1 < \cdots < i_u \leq n$, let $n(i_1, \ldots, i_u)$ be the number of columns $j \in [n]$ such that $M(i_1, j) = \cdots = M(i_u, j) = 1$. Then

$$N = \sum_{1 \leq i_1 < \cdots < i_u \leq n} \binom{n}{i_1, \ldots, i_u} \geq \binom{n}{u} \left( \frac{1}{u} \right)^t \sum_{1 \leq i_1 < \cdots < i_u \leq n} n(i_1, \ldots, i_u),$$
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where the inequality holds by convexity. But the sum \( \sum_{1 \leq i_1 < \cdots < i_u \leq n} n(i_1, \ldots, i_u) \) is equal to the sum of the number of \( u \) element subsets of 1-entries contained in a column (with the sum taken over all the columns). Therefore, if \( m_j \) denotes the number of 1-entries in the \( j \)-th column for \( j \in [n] \), then

\[
\sum_{1 \leq i_1 < \cdots < i_u \leq n} n(i_1, \ldots, i_u) = \sum_{j=1}^{n} m_j \geq n \left( \frac{1}{n} \sum_{j=1}^{n} m_j \right) = n \left( \frac{1}{n} w(M) \right) \geq \frac{w(M)^u}{u^{n-1} n^u},
\]

where the first inequality holds by convexity, and the second assuming that \( w(M) \geq nu \). But then

\[
N \geq \binom{n}{u} \left( \frac{w(M)^u}{n^{u-1} u^{u-1} u! (\binom{n}{u})!} \right) \geq \binom{n}{u} \left( \frac{w(M)^u}{n^{2u-1} u^{u-1} (u!)^2} \right) \geq \frac{w(M)^tu}{n^{2d-1} u^tu^{t+1}},
\]

where the last inequality holds by the assumption \( w(M) > tun^{2-\frac{1}{u}} \).

\[ \square \]

**Lemma 5.** Let \( H \) be a \( t \)-uniform hypergraph on \([n]\) such that \( H \) does not contain a complete \( t \)-partite hypergraph with parts \( V_1, V_2, \ldots, V_t \), where \( |V_i| = s \) and every element of \( V_i \) is smaller than every element of \( V_j \) for every \( i < j \). Then \( H \) contains at most \( 2n^{t-\delta} \) hyperedges, where \( \delta = \frac{1}{ts-t^2} \).

**Proof.** A \( t \)-cut \((i_1, i_2, \ldots, i_{t-1})\) is a partition of \([n]\) into \( t \) parts \( \{1, 2, \ldots, i_1\}, \{i_1 + 1, i_1 + 2, \ldots, i_2\}, \{i_2 + 1, i_2 + 2, \ldots, i_3\}, \ldots, \{i_{t-1} + 1, i_{t-1} + 2, \ldots, n\} \). A random \( t \)-cut \((i_1, i_2, \ldots, i_{t-1})\) is a \( t \)-cut where the integers \( i_1, i_2, \ldots, i_{t-1} \) are chosen uniformly at random with \( i_1 < i_2 < \cdots < i_{t-1} \). An edge \( e = \{x_1, x_2, \ldots, x_t\} \) of \( H \) with \( x_1 < x_2 < \cdots < x_t \) is cut by a \( t \)-cut \((i_1, i_2, \ldots, i_{t-1})\) if \( x_j \in \{i_{j-1} + 1, i_{j-1} + 2, \ldots, i_j\} \) for each \( 1 \leq j \leq t \) (where \( i_0 = 0 \) and \( i_t = n \)). Then the probability that a given edge \( e = \{x_1, x_2, \ldots, x_t\} \) of \( H \) with \( x_1 < x_2 < \cdots < x_t \) is cut by a random \( t \)-cut is \((\frac{x_2-x_1}{n}) (\frac{x_3-x_2}{n}) \cdots (\frac{x_t-x_{t-1}}{n}) \). We say that \( e \) is **bad** if this quantity is less than \( n^{-\gamma} \), where \( \gamma = \frac{t-1}{(ts-t^2)} \); otherwise \( e \) is **good**. Note that if \( e \) is bad, then there is a \( j = j(e) \) with \( 1 \leq j \leq t-1 \) such that \( \frac{x_{j+1} - x_j}{n} \) is less than \( n^{-\gamma} \). So once \( x_j \) is fixed, the number of possible choices for \( x_{j+1} \) is less than \( n^{1-\frac{\gamma}{n}} \). Therefore, the number of bad edges \( e \) in \( H \) is less than \( n^{t-\frac{\gamma}{n}} \). Assume that \( |E(H)| \geq 2n^{t-\frac{\gamma}{n}} \). Then \( H \) has at least \( n^{t-\frac{\gamma}{n}} \) good edges. But by the definition of good edges, the expected number of edges that are cut by a random \( t \)-cut is at least \( n^{t-\frac{\gamma}{n}} \cdot n^{-\gamma} = n^{t(1-\frac{\gamma}{n})} \). So there exists a \( t \)-cut that cuts at least \( n^{t(1-\frac{\gamma}{n})} \) edges. These \( n^{t(1-\frac{\gamma}{n})} \) edges form a \( t \)-partite hypergraph \( H' \) whose \( t \) classes are the \( t \) parts of the \( t \)-cut. By a well-known result of Erdős [7], if \( |E(H')| \geq n^{t-\frac{\gamma}{n}} \), \( H' \) contains a complete \( t \)-partite hypergraph with parts of size \( s \). But then \( H' \) contains such a \( t \)-partite hypergraph, whose parts are ordered in the desired manner, leading to a contradiction. \[ \square \]

Let us make the following remark about Lemma 5. Say that a \( t \)-uniform hypergraph on an ordered vertex set \( V \) is interval \( t \)-partite, if \( V \) can be partitioned into \( t \) intervals \( I_1, \ldots, I_t \) (with respect to the ordering) such that each hyperedge of \( H \) contains exactly one element of each of the intervals. Recently, it was proved by Füredi, Jiang, Kostochka, Mubayi and Verstraëte [11] that for every \( t - 1 < \alpha < t \) there exists \( c = c(t, \alpha) \) such that every \( t \)-uniform hypergraph \( H \) on an ordered vertex set of size \( n \) with \( dn^\alpha \) edges contains an interval \( t \)-partite hypergraph with \( m \) vertices and at least \( cdm^\alpha \) hyperedges for some \( m \leq n \). Combining this with the result of Erdős [7] cited in our proof, we get that the bound \( 2n^{t-\delta} \) in Lemma 5 can be improved to \( O(n^{t-\frac{1}{s^t}}) \). However, this
improvement of Lemma 5 does not change the exponent in Theorem 3. We included the simple proof of Lemma 5 for completeness.

For the rest of the proof, fix $\delta = \frac{1}{100^{t-1}}$. The following lemma is the heart of the proof.

**Lemma 6.** Let $u$ be a positive integer, then there exists a constant $C = C(t, u, r, s, k)$ such that the following holds. Let $m, n$ be positive integers such that $k$ divides $m$, and let $M$ be an $m \times n$ sized matrix which does not contain $A$. Partition $M$ into $k$ horizontal blocks. Let $N$ be the number of copies of $K_{u,t}$ in $M$, and suppose that $N > C \max\{m^n, n^t\}$. Then one of the $k$ horizontal blocks of $M$ contains at least $\frac{u!}{2^u - 1} \frac{N}{k}$ copies of $K_{u,t}$.

**Proof.** Let us define an edge-labeled $t$-uniform hypergraph $H$ on $[n]$ as follows: $\{j_1, j_2, \ldots, j_t\}$ is an edge of $H$ if there is a row $i$ of $M$ such that $M(i, j_\ell) = 1$ for all $1 \leq \ell \leq t$, and let us define the function

$$\phi(\{j_1, j_2, \ldots, j_t\}) = \{b \in [k] \mid \text{there exists a row } i \text{ in a horizontal block } b \text{ such that } M(i, j_\ell) = 1 \text{ for every } 1 \leq \ell \leq t\}.$$

An edge $e$ of $H$ is light if $|\phi(e)| < r$, otherwise it is heavy. Moreover, if $e$ is heavy, let us label $e$ with an arbitrary subset of $\phi(e)$ of size $r$.

A copy of $K_{u,t}$ is light if it is contained in the $t$ columns $j_1, j_2, \ldots, j_t$ such that $\{j_1, j_2, \ldots, j_t\}$ is a light edge of $H$. Otherwise, it is called a heavy copy. Our goal now is to show that most of the copies of $K_{u,t}$ in $M$ are light. For $u$ distinct rows indexed by $i_1, i_2, \ldots, i_u$, let $N(i_1, i_2, \ldots, i_u)$ be the set of columns $j$ such that $M(i_\ell, j) = 1$ for all $1 \leq \ell \leq u$.

**Claim 7.** Let $i_1, i_2, \ldots, i_u$ be the indices of $u$ distinct rows of $M$. Then the number of heavy edges in $H[N(i_1, i_2, \ldots, i_u)]$ is at most $2^k |N(i_1, i_2, \ldots, i_u)|^{t-\delta}$.

**Proof.** As $A$ is column-$t$-partite, there exists a partition of $[s]$ into $t$ intervals $I_1, \ldots, I_t$ such that for every $a \in [r]$ and $c \in [t]$, there exists at most one index $b = b(a, c) \in I_\ell$ (for some $\ell$) such that $A(a, b) = 1$. Without loss of generality, we can assume that there exists exactly one such index.

Suppose that there exists a label $L$ and $t$ disjoint sets $V_1, V_2, \ldots, V_t$ in $N(i_1, \ldots, i_u)$ such that $|V_i| = |I_i|$, all the vertices of $V_i$ precede the vertices of $V_j$ for every $i < j$, and for every $(j_1, \ldots, j_t) \in V_1 \times \ldots \times V_t$, $\{j_1, \ldots, j_t\}$ is an edge of $H$ with label $L$. In this case, we show that $M$ contains $A$. Indeed, let $l_1 < \cdots < l_r$ be the elements of $L$, and let $v_1 < \cdots < v_s$ be the elements of $V_1 \cup \cdots \cup V_t$. For each $a \in [r]$, there exists a row $i'_a$ in block $l_a$ such that $M(i'_a, v_{b(a,1)}) = M(i'_a, v_{b(a,2)}) = \cdots = M(i'_a, v_{b(a,t)}) = 1$. But then the $r \times s$ times submatrix of $M$ indexed by the rows $\{i'_1, \ldots, i'_r\}$ and columns $\{v_1, \ldots, v_s\}$ contains $A$.

As $M$ does not contain $A$, Lemma 5 implies that the number of heavy edges in $H[N(i_1, i_2, \ldots, i_u)]$ with the same label is at most $2^k |N(i_1, i_2, \ldots, i_u)|^{t-\delta}$. But there are at most $\binom{k}{r}$ possible labels, so the total number of heavy edges in $H[N(i_1, i_2, \ldots, i_t)]$ is at most $\binom{k}{r} \times 2^k |N(i_1, i_2, \ldots, i_t)|^{t-\delta}$, as desired.

**Claim 8.** There exists a constant $C' = C'(t, u, r, s, k)$ such that if $N > C'm^u$, then the number of heavy copies of $K_{u,t}$ in $M$ is at most $\frac{N}{2}$.

**Proof.** Let $C_0$ be a positive real number such that $C_0^\delta \geq 8t^k \binom{k}{r}$. We show that $C' = 8\binom{k}{r}C_0^{t-\delta}$ suffices.
Suppose that \( N \geq C'm^u \). The number of copies of \( K_{u,t} \) in \( M \) is
\[
N = \sum_{1 \leq i_1 < \cdots < i_u \leq m} \binom{|N(i_1, i_2, \ldots, i_u)|}{t}.
\] (1)

By Claim 7, the number of heavy copies of \( K_{u,t} \) in \( M \) is at most
\[
\sum_{1 \leq i_1 < \cdots < i_u \leq m} 2^{\binom{k}{r}} |N(i_1, i_2, \ldots, i_u)|^{t-\delta}.
\]

For integers \( 1 \leq i_1 < \cdots < i_u \leq m \), we say that \((i_1, i_2, \ldots, i_u)\) is bad if \( N(i_1, i_2, \ldots, i_u) < C_0 \), otherwise \((i_1, i_2, \ldots, i_u)\) is good. Then
\[
\sum_{(i_1, i_2, \ldots, i_u) \text{ is bad}} 2^{\binom{k}{r}} |N(i_1, i_2, \ldots, i_u)|^{t-\delta} < m^u 2^{\binom{k}{r}} C_0^{t-\delta} \leq \frac{N}{4}.
\] (2)

Moreover, if \((i_1, i_2, \ldots, i_u)\) is good, then
\[
|N(i_1, i_2, \ldots, i_u)|^{t-\delta} \leq \frac{|N(i_1, i_2, \ldots, i_u)|^t}{C_0^{\delta}} \leq \frac{t^t}{C_0} \left( \frac{|N(i_1, i_2, \ldots, i_u)|}{t} \right) \leq \frac{1}{8^{\binom{k}{r}}} \left( \frac{|N(i_1, i_2, \ldots, i_u)|}{t} \right).
\]

Therefore, using (1), we get
\[
\sum_{(i_1, i_2, \ldots, i_u) \text{ good}} 2^{\binom{k}{r}} |N(i_1, i_2, \ldots, i_u)|^{t-\delta} \leq \sum_{1 \leq i_1 < \cdots < i_u \leq m} \frac{1}{4} \left( \frac{|N(i_1, i_2, \ldots, i_u)|}{t} \right) = \frac{N}{4}.
\] (3)

Combining (2) and (3) finishes the proof of the claim. \( \square \)

We show that the constant \( C = \max\{C', A\binom{r^u}{u}\} \) satisfies the desired properties of Lemma 6, where \( C' \) is the constant defined in Claim 8. Suppose that \( N \geq C m^u \), then by Claim 8, the number of light copies of \( K_{u,t} \) in \( M \) is at least \( \frac{N}{4} \). For distinct integers \( j_1, j_2, \ldots, j_t \in [n] \), let \( N'(j_1, j_2, \ldots, j_t) \) be the set of rows \( i \) such that \( M(i, j_\ell) = 1 \) for all \( 1 \leq \ell \leq t \). Then the number of light copies of \( K_{u,t} \) in \( M \) is
\[
\sum_{\{j_1, j_2, \ldots, j_t\} \text{ is light}} \binom{|N'(j_1, j_2, \ldots, j_t)|}{u}.
\]

Thus,
\[
\sum_{\{j_1, j_2, \ldots, j_t\} \text{ is light}} \binom{|N'(j_1, j_2, \ldots, j_t)|}{u} \geq \frac{N}{2}.
\]

A copy of \( K_{u,t} \) is called narrow if it is completely contained within a horizontal block. If \( \{j_1, j_2, \ldots, j_t\} \) is a light edge of \( H \), then the elements of \( N'(j_1, j_2, \ldots, j_t) \) are contained in less than \( r \) blocks, say, \( b_1, b_2, \ldots, b_\ell \) for some \( \ell < r \). If \( N'_q(j_1, j_2, \ldots, j_t) \) denotes the number of elements of \( N'(j_1, j_2, \ldots, j_t) \) that are contained in the horizontal block \( b_q \), then the number of narrow copies of \( K_{u,t} \) in \( M \) that are contained in the columns \( j_1, j_2, \ldots, j_t \) is at least
\[
\sum_{1 \leq q \leq \ell} \binom{|N'_q(j_1, j_2, \ldots, j_t)|}{u} \geq \ell \left( \frac{1}{4} \binom{|N'(j_1, j_2, \ldots, j_t)|}{u} \right).
\]
where the first inequality holds by the convexity of the function \( f(x) = \binom{x}{n} \). Say that \( \{j_1, \ldots, j_t\} \) is bad if \( |N(j_1, \ldots, j_t)| \leq ru \), otherwise \( \{j_1, \ldots, j_t\} \) is good. We have

\[
\sum_{\{j_1, \ldots, j_t\} \text{ is bad}} \binom{|N'(j_1, j_2, \ldots, j_t)|}{u} \leq \binom{ru}{u} n^t \leq \frac{Cn^t}{4} < \frac{N}{4},
\]

which implies

\[
\sum_{\{j_1, j_2, \ldots, j_t\} \text{ is light and good}} \binom{|N'(j_1, j_2, \ldots, j_t)|}{u} \geq \frac{N}{4}.
\]  (4)

On the other hand, if \( \{j_1, \ldots, j_t\} \) is good, then

\[
\ell\left(\frac{t}{t} |N'(j_1, j_2, \ldots, j_t)|\right) \geq \frac{|N'(j_1, j_2, \ldots, j_t)|^u}{t^u-1u^u}.
\]

Therefore, using (4), the total number of narrow copies of \( K_{u,t} \) in \( M \) is at least

\[
\sum_{\{j_1, j_2, \ldots, j_t\} \text{ is light and good}} \frac{|N'(j_1, j_2, \ldots, j_t)|^u}{t^u-1u^u} \geq \frac{Nu!}{4t^u-1u^u}.
\]

As there are \( k \) horizontal blocks in total, and by definition, each narrow copy of \( K_{u,t} \) completely lives within one of these blocks, there is a horizontal block of \( M \) which contains at least \( \frac{Nu!}{4t^u-1u^u} \) copies of \( K_{u,t} \), completing the proof of Lemma 6.

Now we are ready to prove Theorem 3. Suppose that there exists arbitrarily large \( n \) such that \( \text{ex}(n, A) \geq n^{2-\frac{1}{t}+\frac{1}{t^2}+\epsilon} \). But then there exists arbitrarily large \( n \) such that \( n \) is a power of \( k \) and \( \text{ex}(n, A) \geq n^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\epsilon} \). Indeed, if \( n \) is such that \( \text{ex}(n, A) \geq n^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\epsilon} \) and \( n' \) is the smallest power of \( k \) such that \( n' \geq n \), then

\[
\text{ex}(n', A) \geq \text{ex}(n, A) \geq n^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\epsilon} \geq \left(\frac{n'}{k}\right)^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\epsilon} \geq (n')^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\frac{1}{m^4}},
\]

assuming \( n \) is sufficiently large, given \( k, t \) and \( \epsilon \).

Therefore, we can suppose that \( n = k^z \), where \( z \) is some integer and \( \text{ex}(n, A) \geq n^{2-\frac{1}{m}+\frac{1}{m^2}+\frac{1}{m^3}+\frac{1}{m^4}} \). Let \( M \) be an \( n \times n \) matrix that does not contain \( A \) such that \( w(M) = \text{ex}(n, A) \), and let \( N \) denote the number of copies of \( K_{t,t} \) in \( M \). Also, let \( C = C(t, t, r, s, k) \) be the constant defined in Lemma 6. By Lemma 4,

\[ N \geq c \frac{w(M)^t}{n^{2t-2t}} \geq cn^{t+2} \epsilon, \]

where \( c = t^{-t^2-t} \). We construct a sequence of matrices \( M = M_0, M_1, \ldots, M_z \) such that for \( i = 0, 1, \ldots, z \), the size of \( M_i \) is \( \frac{n}{k} \times n \), and \( M_i \) contains \( N_i \) copies of \( K_{t,t} \), where \( N_i \geq \frac{N}{k^{1+2i}} \). If \( M_i \) is already defined satisfying these properties for some \( i < z \), we define \( M_{i+1} \) as follows. First, note that if \( n \geq (C')^\frac{1}{2} \), we have \( N_i \geq Cn^t \). Indeed, remembering that \( k^i < n \), we can write

\[
N_i \geq \frac{N}{k^{1+2i}} \geq \frac{cn^{t+2i} \epsilon}{k^{1+2i}} \geq cn^{t+\epsilon} \geq Cn^t.
\]
Hence, we can apply Lemma 6 to find an \( \frac{n}{r} \times n \) sized submatrix \( M_{i+1} \) of \( M_i \) with the following property: if \( N_{i+1} \) denotes the number of copies of \( K_{t,t} \) in \( M_{i+1} \), then \( N_{i+1} \geq \frac{N_i t^k}{4r^{-1}t^k} \). But we chose \( k \) such that \( k \geq (\frac{4r^{-1}t^k}{t^k})^{\frac{1}{2}} \), so we have \( N_{i+1} \geq \frac{N_i t^k}{k^{t+1}} \), satisfying the desired properties.

But then we arrive to a contradiction: the size of the matrix \( M_z \) is \( 1 \times n \), but \( M_z \) contains at least \( N_z \geq \frac{N}{k^{t+1}} \geq cn^{t+\epsilon} \) copies of \( K_{t,t} \), which is clearly impossible. In particular, we run into a contradiction much earlier: the matrix \( M_{[1-\epsilon/t]z} \) has less than \( n^{\frac{t}{2}} \) rows, but it contains more than \( n^{t+\epsilon} \) copies of \( K_{t,t} \), which is also impossible.

3 \( t \times t \)-partite matrices - Proof of Theorem 2

In the rest of this section, \( A \) is a \( t \times t \)-partite \( r \times s \) sized zero-one matrix. Fix a real number \( \epsilon > 0 \), and set \( k = \left[ \left( \frac{16(\epsilon s)^{t-1}t^{2t}}{(t!)^2} \right)^{\frac{1}{2}} \right] \). We prove that \( \text{ex}(n, A) \leq n^{2-\frac{1}{t}+\epsilon} \) if \( n \) is sufficiently large with respect to the parameters \( \epsilon, r, s, k \).

In addition to horizontal blocks (Definition 1), we introduce the notion of vertical blocks and that of blocks.

**Definition 2.** Given an \( m \times n \) sized zero-one matrix \( M \) and integer \( k \), where \( n \) is divisible by \( k \), the submatrix of \( M \) formed by the columns \( \frac{p-1}{k}m+1, \frac{p-1}{k}m+2, \ldots, \frac{p}{k}m \) of \( M \) is called a vertical block of \( M \) for any integer \( p \) with \( 1 \leq p \leq k \). Note that vertical blocks partition \( M \) into \( k \) submatrices of size \( m \times \frac{n}{k} \).

Also, if both \( m \) and \( n \) are divisible by \( k \), a block is the intersection of a vertical and a horizontal block. Note that blocks partition \( M \) into \( k^2 \) submatrices of size \( \frac{n}{k} \times \frac{m}{k} \).

We prove the following extension of Lemma 6 for matrices not containing \( A \).

**Lemma 9.** There exists a constant \( C = C(t, r, s, k) \) such that the following holds. Let \( n \) be a positive integer such that \( k \) divides \( n \), and let \( M \) be an \( n \times n \) sized matrix which does not contain \( A \). Partition \( M \) into \( k^2 \) blocks. Let \( N \) be the number of copies of \( K_{t,t} \) in \( M \), and suppose that \( N > Cn^t \). Then one of the \( k^2 \) blocks of \( M \) contains at least \( \frac{\binom{t}{k}^2}{16(\epsilon s)^{t-1}t^{2t}} \frac{N}{k^{t+1}} \) copies of \( K_{t,t} \).

**Proof.** Let \( C' = \max\{C(t, t, r, s, k), C(t, t, s, r, k)\} \), where \( C(u, t, r, s, k) \) is the constant given by Lemma 6. We show that \( C = \frac{4^{t-1}t^k}{t!}C' \) suffices. As \( A \) is column-\( t \)-partite and \( N \geq C'n^t \), we can apply Lemma 6 to find a horizontal block \( M' \) of \( M \) with at least \( N' = \frac{\binom{t}{k}^2}{4^{t-1}t^k} \cdot \frac{N}{k^{t+1}} \) copies of \( K_{t,t} \). Consider the partition of \( M' \) into \( k \) vertical blocks. As \( A \) is also row-\( t \)-partite and \( N' \geq C'n^t \), we can apply the symmetric version of Lemma 6 to find a horizontal block \( M'' \) of \( M' \) with at least \( \frac{\binom{t}{k}^2}{4^{t-1}t^k} \cdot \frac{N'}{k^{t+1}} \geq \frac{\binom{t}{k}^2}{16(\epsilon s)^{t-1}t^{2t}} \frac{N}{k^{t+1}} \) copies of \( K_{t,t} \). But \( M'' \) is a block of \( M \), so we are done. \( \square \)

Using this lemma, we can just repeat the proof of Theorem 3 with some modifications.

Suppose that there exists arbitrarily large \( n \) such that \( \text{ex}(n, A) \geq n^{2-\frac{1}{t}+\frac{1}{2}} \). By the same argument as before, we can assume that there exists arbitrarily large \( n \) such that \( n \) is a power of \( k \) and \( \text{ex}(n, A) \geq n^{2-\frac{1}{t}+\frac{1}{2}} \).

Hence, let \( n = k^z \), where \( z \) is some integer such that \( \text{ex}(n, A) \geq n^{2-\frac{1}{t}+\frac{1}{2}} \). Let \( M \) be an \( n \times n \) matrix that does not contain \( A \) such that \( w(M) = \text{ex}(n, A) \), and let \( N \) denote the number of copies
of $K_{t,t}$ in $M$. Also, let $C = C(t, r, s, k)$ be the constant defined in Lemma 9. By Lemma 4,

$$N \geq c \frac{w(M)^2}{n^{2t^2-2t}} \geq cn^{t+2\epsilon},$$

where $c = t^{-t^2-t}$. We construct a sequence of matrices $M = M_0, M_1, \ldots, M_z$ such that for $i = 0,1,\ldots,z$, the size of $M_i$ is $\frac{n}{k^i} \times \frac{n}{k^i}$, and $M_i$ contains $N_i$ copies of $K_{t,t}$, where $N_i \geq \frac{N}{k^{(2\epsilon+1)}}$. If $M_i$ is already defined satisfying these properties for some $i < z$, we define $M_{i+1}$ as follows. First, note that if $n \geq (\frac{C}{\epsilon})^2$, we have $N_i \geq C \left( \frac{n}{k^i} \right)^t$. Indeed, remembering that $k^i < n$, we can write

$$N_i \geq \frac{N}{k^{(2\epsilon+1)t}} \geq \frac{cn^{t+2\epsilon}}{k^{(2\epsilon+1)t}} \geq c \left( \frac{n}{k^i} \right)^t n^{2\epsilon k^{(t-2-\epsilon)i}} \geq cn^{t} \left( \frac{n}{k^i} \right)^t \geq C \left( \frac{n}{k^i} \right)^t.$$

Hence, we can apply Lemma 9 to find an $\frac{n}{k^{2\epsilon+1}} \times \frac{n}{k^{2\epsilon+1}}$ sized submatrix $M_{i+1}$ of $M_i$ with the following property: if $N_{i+1}$ denotes the number of copies of $K_{t,t}$ in $M_{i+1}$, then $N_{i+1} \geq \frac{N_i}{16(\epsilon)^2} \log n$. But we chose $k$ such that $k^t \geq \frac{16(\epsilon)^2}{(\log n)^2}$, so we have $N_{i+1} \geq \frac{N_i}{k^{2\epsilon+1}} \geq \frac{N}{k^{2\epsilon+1}(2\epsilon+1)}$, satisfying the desired properties.

But then we arrive to a contradiction: the size of the matrix $M_z$ is $1 \times 1$, but $M_z$ contains at least $N_z \geq \frac{N}{k^{2\epsilon+1}} \geq cn^{t}$ copies of $K_{t,t}$, which is clearly impossible.

## 4 Column-$t$-partite matrices revisited – Proof of Theorem 1

Similarly as in the proof of Theorem 3, given an $n \times n$ sized matrix $M$ of large weight not containing $A$, we define a sequence of matrices $M = M_0, M_1, \ldots$ such that the size of $M_i$ is $\frac{n}{k^i} \times n$ with some constant $k$. However, instead of counting copies of $K_{t,t}$ in $M_i$, we will count copies of $K_{u,t}$, where $u$ depends on $i$. Indeed, choosing the largest $u$ such that the number of copies of $K_{u,t}$ in $M_i$ is $\Omega((\frac{n}{k^i})^u)$, we can apply Lemma 6, and it leads to an improvement over Theorem 3.

With the help of the following lemma, we can relate the number of copies of $K_{u,t}$ and $K_{u+1,t}$.

**Lemma 10.** Let $u$ be a positive integer. Let $M$ be an $n \times n$ sized matrix and let $N$ be the number of copies of $K_{u,t}$ in $M$. If $N \geq 2(\frac{n}{u})^u$, then the number of copies of $K_{u+1,t}$ in $M$ is at least $\frac{1}{u} N \frac{u+1}{u} n^{-u}$.

**Proof.** For $1 \leq j_1 < \cdots < j_t \leq u$, let $n(j_1, \ldots, j_t)$ be the number of rows $i \in [m]$ such that $M(i,j_1) = \cdots = M(i,j_t) = 1$. Then

$$N = \sum_{1 \leq j_1 < \cdots < j_t \leq u} \binom{n(j_1, \ldots, j_t)}{u}.$$

Let $a$ be an arbitrary positive integer. If $a \geq u + 1$, then $a > (\frac{n}{u})^{\frac{1}{u}}$ and

$$\binom{a}{u + 1} = \left( \frac{a}{u} \right) \frac{a - u}{u + 1} \geq \left( \frac{a}{u} \right) \frac{a}{u + 1} \geq \frac{1}{(u + 1)^2} \left( \frac{a}{u} \right)^{\frac{u+1}{u}}.$$

Also, if $a \leq u$, then $\left( \frac{a}{u+1} \right) > \left( \frac{a}{u+1} \right)^{\frac{u+1}{u}} - 1$. But then the number of copies of $K_{u+1,t}$ in $M$ is

$$\sum_{1 \leq j_1 < \cdots < j_t \leq u} \binom{n(j_1, \ldots, j_t)}{u + 1} > \sum_{1 \leq j_1 < \cdots < j_t \leq u} \binom{n(j_1, \ldots, j_t)}{u}^{\frac{u+1}{u}} - 1.$$
Using the convexity of the function $f(x) = x^{\frac{u+1}{u}}$, the left hand side is at least
\[
\left( \frac{n}{t} \right) \left( \frac{1}{t} \sum_{1 \leq j_1 < \cdots < j_t \leq n} (n(j_1, \ldots, j_t)) \right)^{\frac{u+1}{u}} \left( \frac{n}{t} \right)^{-\frac{u+1}{u}} = \left( \frac{n}{t} \right) \left( \frac{n}{t} \right)^{-\frac{u+1}{u}}.
\]
Using that $N \geq 2\binom{n}{t}$, we can write
\[
\left( \frac{n}{t} \right)^{-\frac{u+1}{u}} - \left( \frac{n}{t} \right) > \frac{1}{2} \left( \frac{n}{t} \right)^{-\frac{u+1}{u}} > \frac{1}{2} n^{-\frac{u+1}{u}} N^{-\frac{u+1}{u}}.
\]

\[\square\]

In the rest of this section, $r \times s$ is the size of $A$, and $\epsilon > 0$ is a fixed real number. Also, fix the following parameters: let $\epsilon_0 = \frac{\epsilon}{107}, \ U = \lceil \frac{107}{\epsilon_0} \rceil, \ \delta = \frac{\epsilon}{107}, \ k = \lceil (\frac{1}{1+U^2} - 1)^{\frac{1}{3}} \rceil$, and
\[
C = \max_{u: 2 \leq u \leq U} C(t, u, s, k),
\]
where $C(t, u, s, k)$ is the constant defined in Lemma 6. Finally, if we say $n$ is sufficiently large, we mean that $n$ is larger than some function of the previously described parameters.

We prove that if $n$ is sufficiently large, then $\text{ex}(n, A) \leq n^{2 - \frac{1}{2} + \frac{1}{2k^2} + \epsilon}$. Suppose that there exists infinitely many $n$ such that $\text{ex}(n, A) > n^{2 - \frac{1}{2} + \frac{1}{2k^2} + \epsilon}$. Then, by a similar argument as before, there are infinitely many positive integers $n$ such that $n$ is a power of $k!$ and $\text{ex}(n, A) > n^{2 - \frac{1}{2} + \frac{1}{2k^2} + \frac{1}{2}}$.

Therefore, let $n = k^z$, where $z$ is some integer divisible by $U!$ such that $\text{ex}(n, A) \geq n^{2 - \frac{1}{2} + \frac{1}{2k^2} + \frac{1}{2}}$. Let $M$ be an $n \times n$ matrix that does not contain $A$ such that $w(M) = \text{ex}(n, A)$.

Define the decreasing sequence of positive real numbers $\lambda_t, \lambda_{t+1}, \ldots, \lambda_U, \lambda_{U+1}$ as follows. Let $\lambda_t = 1, \ \lambda_{t+1} = 1 - \frac{1}{2(t+1)} + \epsilon_0, \ \lambda_{U+1} = 0$, and set
\[
\lambda_{u+1} = \lambda_u - \frac{t}{(u-1)(u+1)}
\]
for $u = t+1, \ldots, U-1$. Using the identity $\frac{t}{(u-1)(u+1)} = \frac{t}{2(u-1)} - \frac{t}{2(u+1)}$, one can easily calculate that
\[
\lambda_u = \lambda_{t+1} - \frac{t}{2t} - \frac{t}{2(t+1)} + \frac{t}{2(u-1)} + \frac{t}{2u} = \epsilon_0 + \frac{t}{2(u-1)} + \frac{t}{2u}
\]
for $u = t+1, \ldots, U$. Say that a positive integer $i$ is a jump, if there exists $u$ such that $t+1 \leq u \leq U$ and $i = z - z \lambda_u$. Note that as $z$ is divisible by $U!$, $z \lambda_u$ is an integer, so every $z - z \lambda_u$ is a jump. Also, if $0 \leq i \leq z$, say that $i$ is type-$u$ if $z - z \lambda_u \leq i \leq z - z \lambda_{u+1}$. Note that if $i$ is not a jump, then $i$ has a unique type, but if $i$ is a jump and $i = z - z \lambda_u$, then $i$ is both type-$u$ and type-$(u-1)$.

Let $N$ be the number of copies of $K_{t,t}$ in $M$. We construct a sequence of matrices $M = M_0, M_1, \ldots, M_z$ with the following properties:

1. $M_i$ is a submatrix of $M$ of size $\frac{N}{k^2} \times n$.

2. Let $N_{u,i}$ denote the number of copies of $K_{u,t}$ in $M_i$. If $t+1 \leq u \leq U$ and $i$ is type-$u$, then
\[
N_{u,i} \geq \frac{n^u \lambda_u + \epsilon}{k^{(1+\delta)(t-i+z \lambda_u)}},
\]
and if $i$ is type-$t$, then
\[
N_{t,i} \geq \frac{N}{k^{(1+\delta)t}}.
\]
We construct the sequence \( M = M_0, M_1, \ldots, M_z \) by recursion on \( i \). In the base case \( i = 0 \), we can apply Lemma 4 to get

\[
N_{i,0} = N \geq c \frac{w(M)t^2}{n^2t^2 - 2t^2} \geq cn^{t+\frac{1}{2}+2\epsilon},
\]

where \( c = t^{-t^2-t} \), so \( M_0 \) satisfies the desired properties.

Now suppose that we constructed \( M_i \) with the desired properties for \( 0 \leq i < z \), then we construct \( M_{i+1} \) as follows. Let \( u \) be the unique integer such that \( t \leq u \leq U \) and \( z \lambda_{u+1} < z - i \leq z \lambda_u \). We would like to apply Lemma 6 to \( M_i \) to find an \( \frac{n}{k^{\alpha(t)}} \times n \) sized submatrix of \( M_i \) with many copies of \( K_{u_i,t} \), but for this, we need to verify that the conditions of Lemma 6 are satisfied. That is, we need to show that:

**Claim 11.** \( N_{u,i} \geq C \max\{u^{-1}, n^t\} \).

**Proof.** First, we show that \( N(u,i) \geq Cn^t \). Here, we consider three cases.

**Case 1.** \( u = t \). We have

\[
N_{t,i} \geq \frac{N}{k^t} \geq c \frac{n^{t+\frac{1}{2}+2\epsilon}}{k^t}.\]

Here, \( i \leq z - z \lambda_{t+1} = z\left(\frac{1}{t(t+1)} - \epsilon_0\right) \). Therefore, the right hand side is at least

\[
cn^{t+\frac{1}{2}+2\epsilon - (1+\delta)\frac{1}{t(t+1)} - \epsilon_0} > cn^{t+\frac{1}{2}+2\epsilon - (1+\delta)\frac{1}{t(t+1)}} \geq cn^{t+\frac{1}{2}}.
\]

Hence, if \( n \) is sufficiently large, then \( N_{t,i} \geq Cn^t \).

**Case 2.** \( t + 1 \leq u \leq U - 1 \).

Note that \( i - z + z \lambda_u < z(\lambda_u - \lambda_{u+1}) = z\left(\frac{t}{(u-1)(u+1)}\right) \). Hence,

\[
N_{u,i} \geq \frac{n^{u\lambda_u}}{k^t} \geq n^{u\lambda_u - (1+\delta)\frac{t}{(u-1)(u+1)}}.
\]

Here, using that \( \lambda_u \geq \frac{t}{2(u-1)} + \frac{1}{2u} \), we have

\[
u \lambda_u - \frac{(1+\delta)t}{(u-1)(u+1)} \geq \frac{ut}{2(u-1)} + \frac{\frac{1}{2}}{2u} > \frac{t}{2(u-1)} + \frac{1}{2u} \geq \frac{t}{10U}.
\]

Therefore, \( N_{u,i} \geq n^{t+\frac{1}{2}} \), so if \( n \) is sufficiently large, we have \( N_{u,i} \geq Cn^t \).

**Case 3.** \( u = U \).

Here, we have \( i - z + z \lambda_U \leq z \lambda_U \), so

\[
N_{U,i} \geq \frac{n^{U \lambda_U}}{k^t} \geq n^{(U-1-\delta)\lambda_U}.
\]

Again, using that \( \lambda_U = \epsilon_0 + \frac{t}{2(u-1)} + \frac{1}{2U} \), we can write

\[(U - 1 - \delta)\lambda_U > (U - 1)\lambda_U - \delta = t - \frac{t}{2U} + \epsilon_0(U - 1) - \delta > t + \epsilon_0.\]

Hence, \( N_{U,i} \geq n^{t+\epsilon_0} \geq Cn^t \) if \( n \) is sufficiently large.
Now, we show that $N_{u,i} \geq C(\frac{n}{k^{i}})^u$. Consider two cases.

**Case 1.** $u = t$.

We have already proved that $N_{t,i} \geq C n^t$, so $N_{t,i} \geq C(\frac{n}{k^{i}})^t$ follows immediately.

**Case 2.** $t + 1 \leq u \leq U$.

We have

\[ N_{u,i} \geq \frac{n^{u\lambda_u + \epsilon}}{k^{(1+\delta)(i+1-z+z\lambda_u)}} = \left(\frac{n}{k^i}\right)^{u} n^t \left(\frac{k^i}{n^{1-\lambda_u}}\right)^{u-1-\delta} \geq \left(\frac{n}{k^i}\right)^{u} n^t. \]

Hence, if $n$ is sufficiently large, we have $N_{u,i} \geq C(\frac{n}{k^{i}})^u$.

\[ \square \]

Therefore, we can apply Lemma 6 to find an $\frac{n}{k^{i+1}} \times n$ sized submatrix $M_{i+1}$ of $M_i$ such that the number of copies of $K_{u,t}$ in $M_{i+1}$ is at least

\[ N_{u,i+1} \frac{u!}{4^u u - u - 1} \frac{N_{u,i}}{k^{i+\delta}} \geq \begin{cases} n^{u\lambda_u + \epsilon} k^{-(1+\delta)(i+1-z+z\lambda_u)} & \text{if } t + 1 \leq u \leq U \\ N k^{-(1+\delta)(i+1)} & \text{if } u = t \end{cases}, \]

where the first inequality holds by the choice of $k$, and the second inequality holds by the induction hypothesis. Therefore $M_{i+1}$ satisfies the desired properties if $i + 1$ is not a jump. However, if $i + 1$ is a jump, that is $i + 1 = z - z\lambda_{u+1}$, we also have to verify that for the number of copies of $K_{u+1,t}$ in $M_{i+1}$ we have $N_{u+1,i+1} \geq n^{(u+1)\lambda_{u+1}+\epsilon}$. But this follows from Lemma 10. Indeed, by Claim 11, we have $N_{u+1,i+1} > C n^t > 2^{(n)^t}$, so we can apply Lemma 10. Consider two cases.

**Case 1.** $t + 1 \leq u \leq U$.

We have

\[ N_{u,i+1} \geq \frac{n^{u\lambda_u + \epsilon}}{k^{(1+\delta)(i+1-z+z\lambda_u)}} = \left(\frac{n}{k^i}\right)^{u} n^t \left(\frac{k^i}{n^{1-\lambda_u}}\right)^{u-1-\delta} \geq \left(\frac{n}{k^i}\right)^{u} n^t, \]

where the exponent is

\[ u\lambda_u + \epsilon - (1 + \delta)(\lambda_u - \lambda_{u+1}) > (u - 1)\lambda_u + \lambda_{u+1} + \epsilon - \delta \\
= u\lambda_{u+1} - \frac{t}{u + 1} + \epsilon - \delta \\
> u\lambda_{u+1} - \frac{t}{u + 1} + \left(1 - \frac{1}{2(u + 1)}\right) \epsilon \]

Therefore, by Lemma 10, we get

\[ N_{u+1,i+1} \geq \frac{1}{2} N_{u,i+1} n^{\frac{u+1}{u}} > \frac{1}{2} n^{(u+1)\lambda_{u+1}+\frac{2u+1}{2u}} \epsilon. \]

Hence, if $n > 2^{\frac{2u}{u}}$, we get $N_{u+1,i+1} \geq n^{(u+1)\lambda_{u+1}+\epsilon}$, so $M_{i+1}$ truly satisfies the desired properties.
Case 2. \( u = t \).

We have

\[
N_{t+1} \geq \frac{N}{k^{(1+\delta)(i+1)}} = \frac{N}{n^{(1+\delta)(1-\lambda t+1)}} \geq cn^{t+\frac{1}{2}+2\epsilon-(1+\delta)(1-\lambda t+1)},
\]

where the exponent is

\[
t + \frac{1}{2} + 2\epsilon - (1 + \delta)(1 - \lambda t+1) > t + \frac{1}{2} + 2\epsilon - \frac{1}{2(t + 1)} + \epsilon_0 - \delta > t + \frac{1}{2} + 2\epsilon - \frac{1}{2(t + 1)}.
\]

Therefore, by Lemma 10, we get

\[
N_{t+1,i+1} \geq \frac{1}{2} N_{t+1}^{\frac{1}{t+1}} n^{-1} > \frac{1}{2} c^{\frac{1}{t+1}} n^{\frac{2(t+1)}{t+1} + \frac{2(t+1)}{t}} > \frac{1}{2} c^{\frac{1}{t+1}} n^{(t+1)\lambda t+1 + 2\epsilon},
\]

where the last inequality holds noting that \((t+1)\epsilon_0 < \frac{2}{3} \epsilon\). Hence, if \( n \) is sufficiently large, we get \( N_{t+1,i+1} \geq n^{(t+1)(\lambda t+1 + \epsilon)} \), so \( M_{t+1} \) truly satisfies the desired properties.

Therefore, we managed to construct the sequence of matrices \( M_0, M_1, \ldots, M_z \) satisfying properties 1. and 2. But then we arrive to a contradiction: the size of the matrix \( M_z \) is \( 1 \times n \), but it contains more than \( Cn^t \) copies of \( K_{U,t} \) by Claim 11, which is clearly impossible. This finishes the proof of Theorem 1.

## 5 Ordered cycles

If \( A \) is a zero-one matrix whose corresponding ordered graph is a cycle, then call \( A \) a cycle as well. If \( A \) is a zero-one matrix, connect two 1-entries of \( A \) by a segment if they are in the same row or column; call this the drawing of \( A \). More precisely, if \( A(i, j) = 1 \), we imagine this 1-entry as the point \((i, j) \in \mathbb{R}^2\), and so the drawing of \( A \) is a subset of the plane composed of vertical and horizontal segments connecting the corresponding points of the 1-entries. Note that if \( A \) is a cycle, then the drawing of \( A \) is a closed polygonal curve (possibly self-intersecting).

Now we define two families of cycles. The matrix \( A \) is an \( x \)-monotone cycle, if \( A \) is a cycle and every vertical line intersects at most two horizontal segments in the drawing of \( A \). Also, \( A \) is a positive cycle, if the following holds. Direct the closed polygonal curve in the drawing of \( A \), then \( A \) is a positive cycle if every point on the plane is encircled a non-negative amount of times by the drawing of \( A \) (we refer the reader to the paper of Pach and Tardos [16] for a formal definition). We remark that every \( 2 \times 2 \)-partite matrix that is a cycle is a positive cycle.

Pach and Tardos [16] noticed that zero-one matrices with no positive cycles correspond to incidence graphs of points and pseudo-lines, and they deduced the following theorem.

**Theorem 12.** (Pach, Tardos [16]) If \( C \) is the family of positive cycles, then \( \text{ex}(n, C) = \Theta(n^{\frac{3}{2}}) \).

Hence, there are cycles of arbitrary length whose corresponding zero-one matrix has extremal number \( \Omega(n^{\frac{3}{2}}) \). However, Theorem 12 does not yield any upper bound on the extremal number of a single positive cycle \( A \). In this section, we prove that for a large number of cycles their extremal number is \( O(n^{\frac{3}{2}}) \), which is sharp at least for the \( 2 \times 2 \) sized all-1 matrix.
Theorem 13. Let $A$ be an $x$-monotone cycle, then there exists a constant $c = c(A)$ such that
\[ \text{ex}(n, A) < cn^\frac{3}{2}. \]

The only $x$-monotone cycle that is also $2 \times 2$-partite is the $2 \times 2$ sized all-1 matrix, so in some sense Theorem 13 complements the $t = 2$ case of Theorem 2.

Let us briefly outline the idea of the proof. Let the size of $A$ be $r \times s$. Let $M$ be an $n \times n$ matrix of weight $\Omega(n^2)$. Similarly as before, we divide $M$ into $k$ blocks along its rows (where $k$ is some large constant), and consider the distribution of 1-entries in these blocks. We prove that either $M$ contains a matrix $N$ of large weight contained in the union of $r$ blocks, where the 1-entries are equally distributed over the $r$ blocks in every column, or $M$ contains an $\frac{n}{r} \times \frac{n}{r}$ sized matrix $M'$ that is denser than $M$ in some sense. In the first case, we show that $A$ can be embedded into $N$ such that each row of $A$ is embedded into a different block. In the second case, we repeat the argument for $M'$. But then if $M$ does not contain $A$, we get a sequence of matrices of decreasing size but increasing density, and we arrive to a contradiction. Let us show how to execute this argument properly.

As a reminder, the size of $A$ is $r \times s$. Note that we allow all-0 rows and columns in $A$, so $r$ might not be equal to $s$. Say that an $n \times m$ sized zero-one matrix $M$ is $r$-balanced, if $r$ divides $n$ and for every column $c \in [m]$, the number of 1-entries among $M((i-1)\frac{n}{r}+1,c), \ldots, M(i\frac{n}{r},c)$ is the same for $i \in [r]$. In other words, if the column $c$ is divided into $r$ equal intervals, each interval contains the same number of 1-entries. First, we show how to embed $A$ into an $r$-balanced matrix $M$ of sufficiently large weight.

Lemma 14. Let $M$ be an $n \times m$ sized $r$-balanced matrix. If
\[ w(M) > rs\sqrt{mn}, \]
then $M$ contains $A$.

Proof. Say that a copy of $A$ in $M$ is proper, if for each $j = 1, \ldots, r$, the $j$-th row of $A$ is embedded into one of the rows indexed by $(j-1)\frac{n}{r}+1, \ldots, j\frac{n}{r}$ of $M$. We prove by induction on $s$ that $A$ has a proper copy in $M$. Without loss of generality, we can suppose that each column of $A$ contains exactly two 1-entries.

In the base case $s = 2$, we prove that if $w(M) > \sqrt{mn}$, then $M$ contains a proper copy of $A$. Suppose that the 1-entries of $A$ are contained in the rows indexed by $u$ and $v$. (That is, the only 1-entries of $A$ are $A(u,1), A(v,1), A(u,2)$ and $A(v,2)$.) Say that a triple $(a,b,c) \in [n] \times [n] \times [m]$ is good if $M(a,c) = M(b,c) = 1, (u-1)\frac{n}{r}+1 \leq a \leq u\frac{n}{r}$ and $(v-1)\frac{n}{r}+1 \leq b \leq v\frac{n}{r}$. If there exists a pair $(a,b)$ and two different columns $c$ and $c'$ such that $(a,b,c)$ and $(a,b,c')$ are both good triples, then $M$ contains a proper copy of $A$. In total, there are $(\frac{n}{r})^2$ pairs $(a,b)$ such that $(u-1)\frac{n}{r}+1 \leq a \leq u\frac{n}{r}$ and $(v-1)\frac{n}{r}+1 \leq b \leq v\frac{n}{r}$, hence there are at most $(\frac{n}{r})^2$ good triples if $M$ does not contain a proper copy of $A$. If column $c$ contains $s_c$ 1-entries, then there are $(\frac{ns_c}{r})^2$ good triples containing $c$. Hence, the number of good triples is at least
\[ \sum_{c=1}^{m} \left( \frac{s_c}{r} \right)^2 \geq \frac{1}{m} \left( \sum_{c=1}^{m} \frac{s_c}{r} \right)^2 = \frac{1}{m} \left( \frac{w(M)}{r} \right)^2. \]
Then $(\frac{n}{r})^2 \geq \frac{1}{m} (\frac{w(M)}{r})^2$, a contradiction.
Now let \( s \geq 3 \). Let \( a, b \in [k] \) be the two indices such that \( A(a, 1) = A(b, 1) = 1 \). As \( A \) is \( x \)-monotone, either \( A(a, 2) = 1 \) or \( A(b, 2) = 1 \), otherwise the vertical line between the second and third columns intersects more than two horizontal lines in the drawing of \( A \). Without loss of generality, let \( A(a, 2) = 1 \).

Let \( A' \) be the \( r \times (s - 1) \) sized matrix we get from \( A \) by deleting the first column of \( A \), replacing \( A(a, 2) \) with a 0-entry and replacing \( A(b, 2) \) with a 1-entry. Then \( A' \) is also an \( x \)-monotone cycle, so by our induction hypothesis, every \( r \)-balanced \( n \times m \) matrix with weight \( r(s - 1)\sqrt{mn} \) contains a copy of \( A' \). Let \( Q \) be the \( n \times m \) matrix, whose 1-entries correspond to those 1-entries of \( M \), that form \( A'(b, 1) \) in a proper copy of \( A' \) in \( M \). As \( M \) has weight at least \( rs\sqrt{mn} \), we have \( w(Q) \geq \sqrt{mn} \). Indeed, suppose to the contrary that there are less than \( \sqrt{mn} \) such 1-entries. Change these 1-entries to 0, and change at most \( r - 1 \) other 1-entries to 0 to make the matrix \( r \)-balanced. Then the resulting matrix still contains at least \( r(s - 1)\sqrt{mn} \) 1-entries, so it contains a copy of \( A' \), contradiction.

Every 1-entry of \( Q \) is contained in the rows \( (b - 1)\frac{n}{r} + 1, \ldots, b\frac{n}{r} \), so by changing some of the 1-entries of \( M \) to 0, we can find a \( r \)-balanced matrix \( Q' \), which agrees on the rows \( (b - 1)\frac{n}{r} + 1, \ldots, b\frac{n}{r} \) with \( Q \).

Let \( B \) be the \( r \times 2 \) sized matrix with 1-entries \( B(a, 1), B(a, 2), B(b, 1), B(b, 2) \). If \( M \) contains a copy of \( B \) and a copy of \( A' \), where the 1-entries corresponding to \( B(b, 2) \) and \( A'(b, 1) \) coincide, then \( M \) contains \( A \). But there are such copies because \( Q' \) is an \( r \)-balanced matrix with weight at least \( r\sqrt{mn} \), so it contains a proper copy of \( B \). See Figure 2 for an illustration of \( A' \) and \( B \). \( \square \)

**Lemma 15.** Let \( k = 2^s r^2 \) and \( c \geq 8rs\binom{k}{r} \). Let \( M \) be an \( n \times n \) sized matrix such that \( k \) divides \( n \) and \( w(M) \geq cn^{3/2} \). Then either

(i) \( M \) contains an \( \frac{n}{k} \times \frac{n}{k} \) sized matrix \( N \) such that \( w(N) \geq 2c\binom{n}{k}^{3/2} \), or

(ii) \( M \) contains an \( \frac{n^2}{k} \times m \) sized \( r \)-balanced matrix \( N \), where \( w(N) \geq rs\sqrt{m\binom{n}{k}} \).

**Proof of Lemma 15.** Let \( \alpha = \frac{1}{2r} \). Say that a column of \( M \) is light if it contains less than \( \frac{cn^{3/2}}{2} \) 1-entries. By deleting every light column, we get an \( n \times m \) matrix \( M' \) with \( w(M') \geq \frac{cn^{3/2}}{2} \). For \( i \in [k] \), let \( M_i \) denote the submatrix of \( M' \) formed by the rows indexed by \( (i - 1)\frac{n}{r} + 1, \ldots, i\frac{n}{r} \), and call \( M_i \) a block. For \( c \in [m] \) and \( i \in [k] \), let \( C_{c,i} \) denote the intersection of column \( c \) with \( M_i \), and let \( s_c \) denote the number of 1-entries in the column \( c \). Call \( C_{c,i} \) a column-block.

Say that \((c,i) \in [m] \times [k]\) is sparse if \( C_{c,i} \) contains less than \( \alpha s_c \) 1-entries, otherwise it is dense. Say that a column \( c \) is imbalanced if the number of indices \( i \in [k] \) for which \( C_{c,i} \) is dense is less than \( r \), otherwise it is balanced. If \( c \) is imbalanced, then the number of 1-entries in column \( c \) contained in sparse column-blocks is at most \( ko s_c \), hence the number of 1-entries contained in dense
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**Figure 2:** Decomposing \( A \) into a copy of \( K_{2,2} \) and an \( x \)-monotone cycle of shorter length.
column-blocks is at least \((1 - k\alpha)s_c\), which means that one of the at most \(r - 1\) dense column-blocks contains at least \(\frac{(1 - k\alpha)s_c}{r}\) 1-entries. Call such a column-block heavy. Consider two cases.

**Case 1.** The number of 1-entries of \(M'\) contained in imbalanced columns is at least \(\frac{w(M')}{2}\).

In this case, we show that (i) holds. From each imbalanced column pick a heavy column-block. These heavy column blocks contain at least \(\frac{w(M')(1 - k\alpha)}{2r}\) 1-entries. Therefore, there exists \(i \in [r]\) such that the number of 1-entries covered by heavy column-blocks in \(M_i\) is at least \(\frac{w(M')(1 - k\alpha)}{2r}\). Create the \(\frac{n}{k} \times \frac{n}{k}\) sized matrix \(N\) as follows: if there are less than \(\frac{n}{k}\) heavy column-blocks in \(M_i\), then let \(N\) be the matrix formed by these column-blocks and some extra columns (so that the total number of columns is \(\frac{n}{k}\)); if there are at least \(\frac{n}{k}\) heavy column-blocks in \(M_i\), then pick any \(\frac{n}{k}\) of them and let \(N\) be their union. In the first case, we have \(w(N) \geq \frac{w(M'(1 - k\alpha)}{2r} \geq \frac{cn^\frac{3}{2}(1 - k\alpha)}{4kr}\). In the second case, we use that each column contains at least \(\frac{cn^\frac{3}{2}}{2}\) 1-entries, so each heavy column-block contains at least \(\frac{cn^\frac{3}{2}(1 - k\alpha)}{2r}\) 1-entries. But then

\[
w(N) \geq \frac{cn^\frac{3}{2}(1 - k\alpha)}{4kr} = \frac{(1 - k\alpha)ck^\frac{3}{2}}{4r} \left(\frac{n}{k}\right)^\frac{3}{2}.
\]

Thus, in both cases, we have

\[
w(N) \geq \frac{cn^\frac{3}{2}(1 - k\alpha)}{4kr} = \frac{(1 - k\alpha)ck^\frac{3}{2}}{4r} \left(\frac{n}{k}\right)^\frac{3}{2}.
\]

By the choice of \(k\) and \(\alpha\), this yields \(w(N) \geq 2c(\frac{n}{k})^\frac{3}{2}\).

**Case 2.** The number of 1-entries of \(M'\) contained in balanced columns is at least \(\frac{w(M')}{2}\).

In this case, we show that (ii) holds. For each balanced column \(c \in [m]\), let \(I_c\) be a set of \(r\) indices \(i \in [k]\) such that \(C_{c,i}\) is dense. In total, there are \(\binom{k}{r}\) possible \(r\) element sets in \([k]\), so there exists an \(r\)-element subset \(I\) of \([k]\) and a set \(C\) of columns such that for each \(i \in I\) and \(c \in C\), the column-block \(C_{c,i}\) contains at least \(\alpha s_c\) 1-entries and \(\sum_{c \in C} s_c \geq \frac{w(M')}{2\binom{k}{r}}\). Then, by changing some 1-entries to 0, if necessary, we find an \(\frac{n^r}{k} \times m\) sized \(r\)-balanced matrix \(N\) in \(M'\) such that

\[
w(N) \geq \frac{\alpha w(M')r}{\binom{k}{r}} \geq \frac{\alpha cn^\frac{3}{2}r}{4\binom{k}{r}} \geq rs\sqrt{m} \left(\frac{nr}{k}\right).
\]

Combining the above two lemmas, we finish the proof of Theorem 13.

**Proof of Theorem 13.** Let \(k = 2^t r^2\) and \(c \geq 8r s(\frac{k}{r})^2\). First, suppose that \(n = k^t\), where \(t\) is a positive integer. We prove that if \(M\) is an \(n \times n\) sized matrix such that \(w(M) \geq cn^\frac{3}{2}\), then \(M\) contains \(A\). Suppose for a contradiction that \(M\) does not contain \(A\). Then we show that there exists a sequence of zero-one matrices \(M = M_0, M_1, \ldots, M_t\) such that \(M_{i-1}\) contains \(M_i\), the size of \(M_i\) is \(\frac{n^i}{k^i} \times \frac{n^i}{k^i}\), and \(w(M_i) \geq 2^i c(\frac{n}{k^i})^\frac{3}{2}\) for \(i = 1, 2, \ldots\). However, this is clearly a contradiction as this yields that \(M_t\) is a \(1 \times 1\) sized matrix of weight at least \(2^t c\), which is impossible.

Indeed, if \(M_{i-1}\) is already defined satisfying the above properties, define \(M_i\) as follows. We can apply Lemma 15 to \(M_{i-1}\) to get that either \(M_{i-1}\) contains a matrix \(M_i\) with the desired properties,
or \( M_{i-1} \) contains an \( \frac{mr}{k^r} \times m \) sized \( r \)-balanced matrix \( N \) with \( w(N) \geq rs\sqrt{m(\frac{nr}{k^r})} \). But the latter case is impossible, because \( N \) contains \( A \) by Lemma 14.

The only case remaining is when \( n \) is not a power of \( k \). Let \( n_0 \) be the smallest power of \( k \) larger than \( n \). Then clearly \( n_0 < kn \) and

\[
ex(n, A) = \text{ex}(n_0, A) \leq cn_0^\frac{3}{2} < ck^\frac{3}{2}n^\frac{3}{2},
\]

finishing the proof.

\( \square \)

6 Concluding remarks

As we mentioned in the introduction, the following strengthening of Theorem 1 and Theorem 2 remains open.

**Conjecture 16.** Let \( t \geq 2 \) be a positive integer. Let \( A \) be a zero-one matrix such that every row of \( A \) contains at most \( t \) 1-entries. Then

\[
ex(n, A) = n^{2-\frac{3}{4}+o(1)}.
\]

It would be already interesting to decide whether Conjecture 16 holds for every cycle \( A \). An interesting open problem is to determine the order of magnitude of \( \text{ex}(n, A) \), where \( A \) corresponds to a cycle of length 6. There are six zero-one matrices corresponding to the 6-cycle, see Figure 3.

Each of these matrices is \( x \)-monotone, so we have \( \text{ex}(n, A) = O(n^\frac{3}{2}) \) if \( A \) corresponds to a cycle of length 6. On the other hand, we have \( \text{ex}(n, A) = \Omega(n^\frac{3}{2}) \) for all such matrices \( A \) by a classical construction of Benson [3]. It would be interesting to close the gap between the lower and the upper bound. The following conjecture was also investigated in [13].

**Conjecture 17.** Let \( A \) be a zero-one matrix that corresponds to a cycle of length 6. Then

\[
ex(n, A) = \Theta(n^\frac{3}{2}).
\]
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