Multi-camera calibration with pattern rigs, including for non-overlapping cameras: CALICO

Amy Tabb¹, Henry Medeiros², Mitchell J. Feldmann³, and Thiago T. Santos⁴

Abstract—This paper describes CALICO, a method for multi-camera calibration suitable for challenging contexts: stationary and mobile multi-camera systems, cameras without overlapping fields of view, and non-synchronized cameras. Recent approaches are roughly divided into infrastructure- and pattern-based. Infrastructure-based approaches use the scene’s features to calibrate, while pattern-based approaches use calibration patterns. Infrastructure-based approaches are not suitable for stationary camera systems, and pattern-based approaches may constrain camera placement because shared fields of view or extremely large patterns are required.

CALICO is a pattern-based approach, where the multi-calibration problem is formulated using rigidity constraints between patterns and cameras. We use a pattern rig: several patterns rigidly attached to each other or some structure. We express the calibration problem as that of algebraic and reprojection error minimization problems. Simulated and real experiments demonstrate the method in a variety of settings. CALICO compared favorably to Kalibr. Mean reconstruction accuracy error was ≤0.71 mm for real camera rigs, and ≤1.11 for simulated camera rigs. Code and data releases are available at [1] and https://github.com/amy-tabb/calico.

I. INTRODUCTION

Multi-camera calibration is necessary for a variety of activities, from human activity detection and recognition to reconstruction tasks. Internal parameters can typically be computed by waving a calibration target in front of cameras, and then using Zhang’s algorithm [2] to calibrate individual cameras. Determining cameras’ external parameters, or the relationships between cameras in a multi-camera system, may be a more difficult problem as methods for computing these relationships depend strongly on characteristics of the hardware and the arrangement of the cameras. For instance, the cameras’ shared field of view, level of synchronization, and mobility strongly influence the ease of multi-camera calibration or choice of methods available for calibration.

This work describes CALICO,² a method for multi-camera calibration. We assume that cameras can be triggered to acquire images of a stationary calibration rig, or the cameras are synchronized. Our method uses calibration objects based on a pattern rig where cameras are used while in (c) all four cameras are used. In the multicamera system, the camera placement because shared fields of view or extremely large patterns are required. CALICO is a pattern-based approach, where the multi-calibration problem is formulated using rigidity constraints between patterns and cameras. We use a pattern rig: several patterns rigidly attached to each other or some structure. We express the calibration problem as that of algebraic and reprojection error minimization problems. Simulated and real experiments demonstrate the method in a variety of settings. CALICO compared favorably to Kalibr. Mean reconstruction accuracy error was ≤0.71 mm for real camera rigs, and ≤1.11 for simulated camera rigs. Code and data releases are available at [1] and https://github.com/amy-tabb/calico.

1) A formulation of the multi-camera calibration problem as a set of rigidity constraints imposed by the transformations between cameras and calibration patterns.
2) The multi-camera calibration problem is solved efficiently by iteratively solving for variables using closed-form methods, minimizing algebraic error over the set of rigidity constraints, and minimization of reprojection errors.

II. RELATED WORK

Recent work on multi-camera and/or multi-sensor calibration can be divided into pattern- versus infrastructure-based...
methods. Other differences between methods include requirements about fully or partially shared fields of view, mobile or stationary camera systems, whether camera synchronization is needed, and how the rigid constraints of a multi-camera system are represented and computed. Many works use existing solutions to the hand-eye and hand-eye, robot-world calibration methods, hand-eye, robot-world methods are reviewed in Shah et al. 2012 [6].

Pattern methods. Pattern-based methods require calibration patterns. Li et al. 2013 [7] describes a new planar pattern type that allows for partial pattern detection and pose estimation; non-overlapping views are possible, but at least two cameras need to see part of one pattern at each image acquisition. Liu et al. 2016 [8] (Caliber) do not specify the pattern type; instead the user designates the calibration rig and scene via a kinematic tree. The final step of both [7] and [8] is reprojection error minimization.

The Kalibr toolbox, Furgale et al. 2013 [9], Maye et al. 2013 [10], Maye 2014 [11], estimates rigidity constraints between cameras via an information theoretic measure. Kalibr requires the use of a calibration pattern that can be seen by pairs of cameras; the implementation released by the authors uses April Tags [12].

Infrastructure methods. Infrastructure methods use the sensed environment to calibrate a multi-camera system, usually through an existing Structure-from-Motion framework, such as COLMAP [13] or a version of SLAM. Esquivel et al. 2007 [14] and Lébraly et al. 2010 [15] create maps for individual cameras, then enforce rigidity constraints over time steps by closed-form hand-eye calibration solutions. Esquivel et al. 2007 [14] perform a global optimization for algebraic error, while Lébraly et al. 2010 [15] minimize for reprojection error via bundle adjustment that incorporates the camera rig’s rigidity constraints. Carrera et al. 2011 [16] fuse maps from individual cameras and compute transformations between maps to estimate rigidity constraints, followed by a bundle adjustment with rigidity constraints similar to [15].

Lin et al. 2020 [17] is an infrastructure-based method that uses the 1D radial camera model [18] to estimate extrinsic parameters for each image in a sequence, up to an unknown forward translation (meaning the z component of a translation vector is unknown). Camera rig transformations from the map to calibration rig are estimated in a local assign-and-estimate loop, followed by stages of non-linear least squares minimization to refine extrinsic parameters, determine camera intrinsics and forward translation. A final step minimizes for reprojection error and optimizes all parameters (intrinsics, extrinsics, and rig poses).

Hybrid methods. Several methods use extra hardware for calibration in challenging settings. Mishra et al. 2022 [19] calibrate ceiling-mounted cameras using a mobile robot with its own camera and calibration pattern. Chen and Schwertfeger 2019 [20] calibrate a multi-sensor system of cameras and 3D lidar units with the aid of patterns and a camera-based motion capture system. A hand-held camera estimates a map using SLAM to calibrate a surveillance camera network in Pollok and Monari 2016 [21]. Robinson et al. 2017 [22] calibrate cameras with non-overlapping views by adding intermediate cameras such that a planar calibration pattern could be seen by pairs of cameras.

Our work, CALICO, formulates the calibration problem and rigidity constraints in a manner that is most similar to

Fig. 2. Examples of simulated datasets. Arrangements of cameras for four of nine simulated datasets. (a) shows cameras as pyramids arranged on the edges of a square, and a pattern rig of four charuco patterns at one time step, a box type experiment. (b) shows cameras as pyramids and the placement of April Tag calibration patterns over all time steps, a robot type experiment. (c) has cameras from dataset Sim-7-april and one April Tag calibration pattern, another robot type experiment. (d) has the two cameras from Sim-8-april and a very large and long April Tag calibration pattern; there is a barrier so the cameras each view mutually exclusive portions of the pattern.
Esquivel et al. 2007 [14] and Lébraly et al. 2010 [15] in that the transformation between frames is estimated. Instead of a camera-centered gauge and infrastructure-based approach as in those works, we use an object-centered gauge and a pattern-based approach. CALICO also shares some similarities with Liu et al. 2016 [8] in that multiple calibration targets may be used, and the technique is flexible in that stationary or mobile multi-camera systems may be calibrated. Our work is different from [8] in that we do not require users specify of a kinematic tree; in CALICO, the relationships between patterns and cameras are estimated as part of the method.

III. MULTI-CAMERA CALIBRATION PROBLEM FORMULATION

The multiple-camera calibration problem is the computation of relative poses between cameras, or, camera poses with respect to a coordinate system. These poses are represented by homogeneous transformation matrices (HTMs): 4 × 4 matrices composed of a 3 × 3 orthogonal rotation matrix \(R\) and a column vector \(t\) of size 3 representing the translation, or

\[
\begin{bmatrix}
R & t \\
0^T & 1
\end{bmatrix}. \tag{1}
\]

We consider multi-camera calibration in a pattern-based, non-synchronized context. Camera poses are computed relative to a coordinate system; we assume internal camera calibration parameters are available or can be computed from an image dataset. Table I shows the notation used in this paper. There are \(n_c\) cameras, which are rigidly attached to each other, or rigid surfaces, and referred to as the camera rig. In our formulation, we want to compute the \(n_c\) transformations from a world coordinate system to each camera, HTMs \(\mathbb{C}\).

There are \(n_p\) calibration patterns rigidly attached to each other, or rigid surfaces; the pattern set is referred to as the pattern rig. Each pattern in the set is distinguishable from other patterns, and images of a partial pattern can be used to estimate the camera pose with respect to the pattern.

All cameras capture an image at each of \(n_t\) time labels. Synchronized image acquisition is not required. After an image capture for all cameras, the pattern rig, camera rig, or both, are moved and images acquired to create data for the next time label. Variations to this data acquisition procedure are possible and discussed in Section V-D.

A. Representation of rigid constraints: constraint set \(\mathbb{CS}\)

We define camera HTMs \(\mathbb{C}\) with respect to a world coordinate system \(w\) (discussed in Section III-C). We use extra unknown variables, pattern and time HTM sets \(\mathbb{P}\) and \(\mathbb{T}\). Variables from \(\mathbb{C}\), \(\mathbb{P}\), and \(\mathbb{T}\) are indexed by \(\mathcal{C}\), \(\mathcal{P}\), and \(\mathcal{T}\), respectively. \(\mathbb{P}\)’s HTMs represent the transformations between the world coordinate system \(w\) and the pattern rig’s individual patterns; \(\mathbb{T}\)’s HTMs represent the transformations between the world coordinate system \(w\) to its pose at different time labels. While in the formal listing of \(\mathbb{P}\) in Table I, line 10, time subscripts and superscripts are included, \(|\mathbb{P}| = |\mathcal{P}|\); there is one HTM in \(\mathbb{P}\) for every pattern in the pattern rig.

We also use observation HTMs \(\mathbb{A}\) in our formulation; \(\mathbb{A}\)’s HTMs represent the pose of a camera with respect to a pattern at a particular time label. In other words, when camera \(c_i\) views pattern \(p_k\) at time \(t_j\), the transformation from the coordinate system defined by pattern \(p_k\) to camera \(c_i\) is estimated through Perspective-n-Point (PnP) pose computation as is typical in single-camera calibration. The resulting pose is notated as \(c_i A_{w,t_j}\).

With the unknown variables \(\mathbb{C}\), \(\mathbb{P}\), and \(\mathbb{T}\), and observations \(\mathcal{A}\), we create a set of constraints, \(\mathbb{CS}\), with form

\[
c_i C_w = c_i \mathbb{A}_{w,t_j} p_k t_j T_w. \tag{2}
\]

and this constraint is represented in a graph in Figure 3.
The notation above is quite long, so we use abbreviated forms for the remainder of this paper (Table 1, lines 12-15). Then Eq. 2 is written as
\[ c_i C = c_i A_{p_k}^{t_j} P c_i T. \]  

**Example 1.** Consider a subset of constraints from a multi-camera calibration problem in Eqs. 4-7. Notice that camera \( c_0 \) has one observation at time \( t_0 \) in Eq. 4 and two observations at \( t_1 \) in Eqs. 5 and 6, as two patterns \( (p_0, p_1) \) were within camera \( c_0 \)'s field of view and consequently two observations are generated. On the other hand, camera \( c_1 \) only observed \( p_1 \) at time \( t_1 \).

\[ c_0 C = c_0 A_{p_0}^{t_0} P \rightarrow T \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} P \rightarrow T \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} P \rightarrow T \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} P \rightarrow T \]  

where \( X \) is the set of world-to-image calibration pattern point pairs \((X, x)\) detected in one constraint in \( CS \).

As with the algebraic error, we represent the reprojection error as a minimization problem as well,
\[
\arg\min_{C, P, T} \sum_{c_i} \sum_{(X, x) \in X} \left\| c_i C (t_j) T^{-1} (P_k) P^{-1} X - \hat{x} \right\|^2. \quad (12)
\]

**C. Gauge freedom of world coordinate frame \( w \)**

The constraint set \( CS \) is indeterminate with respect to \( w \). We fix the world coordinate system \( w \) to the coordinate system of a pattern \( p^* \) at time \( t^* \) in \( T \), such that \( P^* = I_4 \) and \( r^* T = I_4 \), where \( I_4 \) is an identity matrix of size four. Our heuristic for choosing \( p^* \) and \( t^* \) is described in Section IV-C.

**Example 2.** Specifying \( w \) simplifies some of the constraints. Suppose \( p^* = p_0 \) and \( t^* = t_1 \). The example from above becomes

\[ c_0 C = c_0 A_{p_0}^{t_0} I_4 \rightarrow C \rightarrow c_0 C = c_0 A_{p_0}^{t_0} T \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} I_4 \rightarrow C \rightarrow c_0 C = c_0 A_{p_1}^{t_1} P \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} P \rightarrow I_4 \rightarrow c_0 C = c_0 A_{p_1}^{t_1} P \]  
\[ c_0 C = c_0 A_{p_1}^{t_1} P \rightarrow I_4 \rightarrow c_0 C = c_0 A_{p_1}^{t_1} P. \]  

Since \( c_0 A_{p_1}^{t_1} \) is an observation and known, \( c_0 C \) can be initialized, and so on through the remaining constraints.

**IV. METHOD DESCRIPTION**

**Algorithm 1 CALICO: Multi-camera calibration method.**

**Input:** Set of constraints, \( CS \).
**Output:** Set of HTMs \( C, P, T \).

1. Determine intrinsic and extrinsic camera parameters with respect to visible patterns at all time labels, IV-A.
2. Test if the multi-camera system can be calibrated, IV-B.
3. Choose the gauge; find \( p^* \) and time \( t^* \), IV-C.
4. while Any variable can be initialized do
   5. Initialize individual, then variable pairs, IV-D.
   6. Minimize algebraic error for all initialized variables, IV-E.
   7. Eq. 8, every \( r_{ae} \) iterations.
8. Refine HTMs \( C, P, T \) by minimizing reprojection error, Eq. 12; add batches of \( r_{rp} \) variables to the minimization problem.

We want to compute \( C \), with rigidity constraints represented by \( P, T \) which are also unknown. We ultimately want to minimize reprojection error, Eq. 9. A brief sketch of the method is: fix the gauge to eliminate indeterminacy. Then, we initialize the values of unknown variables similarly to Example 2, using a local search; we find those constraints that have only one uninitialized variable remaining, and solve with a closed-form method. When no more constraints with only one variable initialized remain, we examine constraints with two uninitialized variables, and then solve for two variables with a closed-form method. We find approximate solutions to the non-linear least squares problems for algebraic error, Eq. 12 during the search-and-solve procedure. Finally, we minimize
Fig. 4. The interaction graph for Dataset Mult-1. Edges connected to Camera $^0C$ are blue, those connected to Camera $^1C$ are light grey. $^0T = t^*$ and $^0P = p^*$ in this dataset.

for reprojection error, Eq. 12, over the entire set of variables $CS$.

Before these steps, though, we compute the internal and external camera calibration ($^0A_{p_k}$) for all cameras in the dataset. We test whether CALICO can calibrate the dataset. Alg. 1 describes the steps of the method.

A. Individual camera calibration

Individual cameras are calibrated for intrinsic and extrinsic camera calibration parameters. Each pattern detection triggers the generation of one constraint equation in $CS$, Eq. 3. The extrinsic parameters — the HTMs from a pattern’s world coordinate system to the camera coordinate system — make up $A$. Some images may contain pattern detections of more than one pattern at one time label; in these cases a constraint equation is generated and HTM $^c_iA_{p_k}^j$ for each pattern detected. We use OpenCV’s implementation of Zhang’s calibration algorithm [2], [26] for this step.

B. Test ability to calibrate

We construct an interaction graph whose vertices are the variables in $\{C \cup T \cup P\}$. For each constraint in $CS$, edges are created between the variables in that constraint. We then compute the number of connected components in the graph. The entire camera rig can be calibrated with CALICO by a particular image dataset if there is exactly one connected component. An example from dataset Mult-1 is shown in Figure 4.

If the graph consists of multiple connected components, then the cameras corresponding to each component can be calibrated with respect to each other in the connected component but not with respect to cameras in different connected components.

C. Choose gauge

We choose the gauge and define the world coordinate system $w$ by a pattern $p^* \in P$ at time label $t^* \in T$, such that the greatest number of variables can be initialized. The time and pattern combination with the greatest frequency in $CS$ is chosen as $t^*$ and $p^*$, i.e.,

$$p^* = \arg\max_{p_k} \sum_{t_j \in T} \left\{^c_iC = ^c_iA_{p_k}^j p^*P^{t_j}T \mid c_i \in C, t_j \in T \right\} \in CS,$$

or the pattern that has been observed the most times by any camera at any time label, and

$$t^* = \arg\max_{t_j} \sum_{t_j \in T} \left\{^c_iC = ^c_iA_{p_k}^j P^{t_j}T \mid c_i \in C \right\} \in CS,$$

which is the time label corresponding to the largest number of observations of pattern $p^*$ by any camera. The two HTMs corresponding to indices $p^*$ and $t^*$ are initialized to $^p^*P = I_4$ and $^{t^*}T = I_4$.

D. Initial solutions search and non-linear least squares minimization refinement

Initial solutions for $C$, $P$, and $T$ are found through a local search-and-solve procedure (Sections IV-E and IV-F). We first solve constraints involving only one unknown variable and then two. Then, subsets of $CS$ are used to create cost functions that approximately minimize non-linear least squares costs functions of algebraic and reprojection error, which further refines variables’ estimates.

First, we search through $CS$ for constraints where $p_k = p^*$ and $t_j = t^*$ and initialize the camera HTMs for those constraints, as in Example 2. The number of initialized variables is at least three because of the way in which $p^*$ and $t^*$ were chosen; there is at least one constraint where $p_k = p^*$ and $t_j = t^*$ and consequently one camera variable that may be initialized.

Following the first search, we iterate through $CS$ and handle constraints with only one uninitialized variable remaining. The variable’s HTM is initialized using closed-form methods discussed in Section IV-E. When there are no more constraints in $CS$ having only one uninitialized variable, constraints having two uninitialized variables are solved using methods for robot-world, hand-eye calibration, discussed in Section IV-F. Then
we return to iterating through \( CS \) and handling constraints with only one uninitialized variable. We refer to the set of constraints where all three variables are initialized as \( CS' \).

Already-initialized variables’ values are refined by minimization of algebraic error at several points during the search for uninitialized variables. Finally, we minimize reprojection error.

E. Initializing a single variable

Let \( CS^{(m)} \) be the set of elements of \( CS \) for which only one HTM variable \( X^{(m)} \) is unknown (at a given iteration, \( X^{(m)} \) could be either \( c_i C, p_k P \), or \( t_j T \)). We solve Eq. 3 for \( X^{(m)} \) by rearranging the terms to the form

\[
X^{(m)} A = B,
\]

where \( A \) and \( B \) are HTMs that are data (from \( A \)), initialized variables, or multiplied combinations of HTMs from \( A \) and initialized variables within a constraint. \( X^{(m)} \) is the unknown transformation. If \( |CS^{(m)}|=1 \), we simply compute \( X^{(m)} = (A)^{-1} B \). Otherwise, we solve for \( X^{(m)} \) with \( CS^{(m)} \) using Shah’s closed-form method for registering two sets of six degrees-of-freedom data [27].

\( X^{(m)} \)'s initial solution is refined by finding an approximate solution to

\[
\text{argmin}_{X^{(m)}} \sum_{CS^{(m)}} \left\| X^{(m)} A - B \right\|_F^2
\]

using the Levenberg-Marquardt algorithm.

F. Initializing variable pairs

Similarly, let \( CS^{(m)} \) be the set of elements of \( CS \) HTMs for which both \( X^{(m)} \) and \( Z^{(m)} \) are unknown. In this case, a constraint with two unknown variables can be rearranged into the form of the robot-world, hand-eye calibration problem

\[
AX^{(m)} = Z^{(m)} B,
\]

where \( A \) and \( B \) are known HTMs. We solve for the unknown variables using Shah’s closed-form method for the robot-world, hand-eye problem [28]. In some cases, \( A \) or \( B \) may be identity matrices. As with single variables, we refine this initial estimate by finding an approximate solution to

\[
\text{argmin}_{X^{(m)}, Z^{(m)}} \sum_{CS^{(m)}} \left\| AX^{(m)} - Z^{(m)} B \right\|_F^2
\]

using the Levenberg-Marquardt algorithm.

G. Variable initialization order

At each iteration, there may be many choices of single variables or pairs of variables to solve for via the methods of sections IV-E and IV-F. Solving for single variables is always selected over solving for variable pairs. Beyond this choice, the variable initialization order is determined by a heuristic that prioritizes variables contained in the largest number of remaining constraints. That is, we select the HTM \( X^{(m)} \) that maximizes \( |CS^{(m)}| \). Ties are broken by choosing \( C \) variables first, then \( P \), and finally \( T \), and breaking further ties by choosing the variable with the smallest index first.

H. Minimization of algebraic error over \( CS' \)

The variables’ estimates are refined by minimizing for algebraic error, Eq. 8, over the set \( CS' \), using the Levenberg-Marquardt algorithm. This minimization is done after a user-specified proportion of iterations, \( r_{ae} \), through the while loop at line 5 of Algorithm 1. For example, if \( r_{ae} \) is 0.20 and there are 100 constraints in \( CS \), minimization of Eq. 8 over \( CS' \) occurs when the number of passes through initializing one variable (IV-E) or variable pairs (IV-F) is 20, 40, 60, and so on.

I. Final refinement: minimization of reprojection error.

Finally, the variables’ estimates are refined by minimizing for reprojection error, Eq. 12 using the Levenberg-Marquardt algorithm. Similarly to the minimization of algebraic error, the reprojection error is refined over subsets of \( CS' \). We use a user-specified proportion of constraints, \( r_{rp} \), to control when and how the variables are minimized. If \( r_{rp} = 0.5 \), then reprojection error is minimized for all variables in half of \( CS \); then the constraints in the second half of \( CS \) are added to the cost function and the minimization performed.

V. EXPERIMENTS

CALICO was evaluated in simulated and real-world experiments. First, we describe experimental details in Section V-D, introduce three evaluation metrics in Section V-A, and then describe datasets and results in Sections V-C and V-F, respectively. We use the implementation of the Levenberg-Marquardt method found in the software package Ceres [29]. The results shown in this paper were generated on a workstation with one 12-core 2.70GHz processor. OpenCV [26] was used to compute the camera calibration parameters.

The parameter, \( r_{ae} \), indicating the proportion of variables included in subsequent runs of algebraic error minimization (Eq. 8) was set to 0.2 for all datasets. The parameter indicating the proportion of variables included in subsequent runs of the reprojection error minimization, \( r_{rp} \) was set to 0.5 for all datasets (Eq. 11).

A. Evaluation

We used three metrics for evaluation: algebraic error, reprojection root mean squared error, and reconstruction accuracy error.

1) Algebraic error: The algebraic error represents the fit of the estimated HTMs to \( CS \). It is given by

\[
ae = \frac{1}{|CS|} \sum_{CS} \left\| c_i C - c_i A_{pk}^{t_j} P_{pk}^{t_j} T \right\|_2^2.
\]

2) The Reprojection Root Mean Squared Error (rrmse): The reprojection root mean squared error is

\[
rrmse = \sqrt{\frac{1}{N} \sum_{CS} \left| X \right|^2}, \quad (24)
\]

where \( N = \sum_{CS} |X| \) is the total number of calibration pattern points observed and \( re \) is reprojection error from Equation 11.
3) Reconstruction Accuracy Error: Reconstruction accuracy error, \( rae \), is used here in a similar way as in [24], to assess the method’s ability to reconstruct the three-dimensional location of calibration pattern points. Given detections of a pattern point in images over multiple cameras and times, the three-dimensional point that generated those pattern points is estimated by N-view triangulation. Reconstruction accuracy error (\( rae \)) is the Euclidean difference between estimated and ground truth points. The ground truth world points consist of the coordinate system defined by the calibration pattern, so these points are known even in real settings.

The three-dimensional point \( X \) that generated the corresponding image points \( x \) can be found by solving the following minimization problem

\[
\hat{Y} = \arg\min_X \sum_{C \in \mathbb{C}} \left\| C (T^t)^{-1} (P^t)^{-1} X - x \right\|^2. \tag{25}
\]

Since Eq. 25 is a non-linear least squares problem, we require an initial solution for \( X \). We use the direct linear transform (DLT) algorithm described in [30] as the ‘Linear-LS Method’ and the normalization method presented in [31]. This approach to triangulation is also described in [32].

Using an initial solution computed using the DLT method, we find an approximate solution for \( \hat{Y} \) in Eq. 25 using the Levenberg-Marquardt algorithm. \( \hat{Y} \) is found for all calibration pattern points detected in two or more constraints, generating the set \( \mathbb{Y} \). The reconstruction accuracy error (\( rae \)) is the Euclidean distance between the estimated \( \hat{Y}_q \) points and corresponding calibration object points \( X_q \). We report the mean \( rae \) value over the set \( \mathbb{Y} \):

\[
rae = \frac{1}{|\mathbb{Y}|} \sum_{Y_q \in \mathbb{Y}} \left\| \hat{Y}_q - X_q \right\|. \tag{26}
\]

B. Comparison with Kalibr

Part of our evaluation of CALICO includes a comparison with multi-sensor calibration method Kalibr. We use aruco markers in our laboratory, but Kalibr uses April tags [12], so we created simulated datasets with April tags for comparing Kalibr with CALICO. Another difference is that Kalibr requires one and only one calibration pattern, which sometimes imposes constraints on camera placement.

Our philosophy on comparison with Kalibr is that we are not interested in very small differences in accuracy between our method and Kalibr. There are some situations where Kalibr is not able to calibrate a dataset, and CALICO is. Since we are using others’ implementation, it is difficult to determine which characteristics of Kalibr calibrations are features of Kalibr as a theoretical method, and Kalibr’s implementation, and extensively engineering another’s implementation is beyond the scope of this paper.

Consequently, our comparison of CALICO with Kalibr is focussed on whether CALICO’s calibrations are equivalent to the comparable state-of-the-art method, Kalibr, in the situations where Kalibr is able to calibrate, and not on whether CALICO ‘beats’ Kalibr, and vice versa.

C. Datasets

Our experiments include simulated and real datasets. They can be divided into a four types: box, robot, stereo, and wide baseline stereo. The box type has cameras arranged on the perimeter of the box and pointing towards the interior of the box. The robot type consists of cameras lying on a cylinder, circle, or line and pointing outward. Stereo and wide-baseline stereo datasets have a pair of cameras; in wide-baseline stereo, individual cameras may view exclusive sets of individual aruco or April Tag pattern indices. Examples of these different dataset types are in Figure 2.

The datasets use either aruco markers [4] or April tags [12]. The real and simulated datasets are described in Tables II and III, respectively.

D. Pattern and camera configurations, data acquisition, and implementation details

We used a set of planar calibration targets created with chessboard-type aruco tags [4] generated using OpenCV [26], referred to as charuco patterns. The particular arrangement, and orientation, of the patterns is computed by CALICO. If a particular calibration pattern’s orientation can be determined and its pattern index detected, there is no restriction on the type of pattern used if the connections between individual calibration patterns is rigid. For example, one could mount patterns on laboratory walls to satisfy rigidity requirements. One could also use a single pattern as is typical for camera calibration if the camera’s field of view is shared.

Our real experiments’ data acquisition process is as follows. First, multiple images are acquired per camera to allow for internal parameter calibration. Then, the user places the calibration rig in view of at least one camera. The user indicates that the current acquisition is time label \( t_0 \) and acquires an image from all cameras. Then, the calibration rig is moved such that at least one or more cameras view a pattern, not necessarily the same pattern, the user indicates that the time label and images are written from all of the cameras. This process is continued until \( n_t \).

The use of ‘time label \( t_0 \)’ does not imply that the cameras are synchronized, but instead that the images are captured and labeled with the same time tag for the same position of the camera rig and pattern rigs. A mechanism for doing so may be implemented through a user interface that allows the user to indicate that all cameras should acquire images, assign them a common time tag, and report to the user when the capture is concluded.

Camera calibration for internal parameters is performed for each of the cameras independently. Individual patterns are uniquely identified through aruco or charuco tags [4]; cameras’ extrinsic parameters (rotation and translation) are computed with respect to the coordinate systems defined by the patterns recognized in the images. If two (or more) partial patterns are detected in the same image, that camera will have two (or more) extrinsic transformations defined for that time label, one for each of the patterns detected.

The minimal requirement on the number and type of images to collect is that the interaction graph consist of a
quality initial solutions than smaller values of scenarios, we found that larger values of single connected component (Section IV-B). In real calibration In Sim-4-april, there are twelve cameras in three rows of four camera arrangements and are described in Table III. we describe in the next section; if the error is too high, one can produced with CALICO can be assessed via the error metrics quality of the initial solution (Section IV-D) benefits from produced with CALICO can be assessed via the error metrics density, number of cameras, distance from the pattern, and motion-capture experiments, where cameras are mounted on the walls around a room. These datasets differ in camera density, number of cameras, distance from the pattern, and the resulting number of constraints.

The Kalibr multi-camera calibration method requires one and only one calibration pattern and its implementation provided by the authors require the use of April tags. Datasets Sim-3-april through Sim-9-april use April tags and use only one pattern. Sim-3-april is a two-camera simulated dataset; the cameras are roughly side-by-side, so it is of the stereo type. In Sim-4-april, there are twelve cameras in three rows of four single connected component (Section IV-B). In real calibration scenarios, we found that larger values of \( n_t \) produce better quality initial solutions than smaller values of \( n_t \), as the quality of the initial solution (Section IV-D) benefits from additional constraints between variables. The solution quality produced with CALICO can be assessed via the error metrics we describe in the next section; if the error is too high, one can acquire more images, add them to the dataset, and recalibrate.

1) Simulated experiments: Simulated experiments were generated to allow assessment of CALICO to a ground truth, as well as to allow comparison to Kalibr. The simulated experiments include box, robot, stereo, and wide baseline stereo camera arrangements and are described in Table III. We used OpenGL to generate datasets.

Datasets Sim-1 and Sim-2 use charuco patterns are of the box type, representing arrangements similar to those used in motion-capture experiments, where cameras are mounted on the walls around a room. These datasets differ in camera density, number of cameras, distance from the pattern, and the resulting number of constraints.

The Kalibr multi-camera calibration method requires one and only one calibration pattern and its implementation provided by the authors require the use of April tags. Datasets Sim-3-april through Sim-9-april use April tags and use only one pattern. Sim-3-april is a two-camera simulated dataset; the cameras are roughly side-by-side, so it is of the stereo type. In Sim-4-april, there are twelve cameras in three rows of four

### Table II

| Dataset | type | | cameras | patterns | times (\( n_t \)) |
|---------|------|-------|---------|----------|-----------------|
| Net-1   | box  | 107   | 12      | 2        | 10              |
| Net-2   | box  | 211   | 12      | 2        | 20              |
| Multi-1 | robot| 20    | 2       | 2        | 10              |
| Multi-2 | robot| 20    | 2       | 2        | 10              |
| Multi-3 | robot| 72    | 4       | 3        | 24              |

### Table III

| Dataset | type | max. distance between cameras | | cameras | patterns | times (\( n_t \)) |
|---------|------|------------------------------|-------|---------|----------|-----------------|
| Sim-1   | box  | 3162.3                       | 87    | 8       | 4        | 43              |
| Sim-2   | box  | 1677.1                       | 472   | 16      | 4        | 37              |
| Sim-3-april | stereo | 103.08                     | 81    | 2       | 1        | 41              |
| Sim-4-april | robot | 210.81                      | 665   | 12      | 1        | 100             |
| Sim-5-april | robot | 210.81                      | 659   | 12      | 1        | 100             |
| Sim-6-april | stereo | 375                         | 109   | 2       | 1        | 35              |
| Sim-7-april | robot | 750                         | 45    | 6       | 1        | 20              |
| Sim-8-april | wide baseline stereo | 1120.8 | 23      | 2       | 1        | 12              |
| Sim-9-april | wide baseline stereo | 1120.8 | 23      | 2       | 1        | 12              |

- The camera poses are the same for these two datasets; difference is in the pattern poses.
- The six cameras lie on a line, with two cameras pointing towards \( -z \).
- The camera poses are the same for these two datasets; difference is in the pattern poses.

The difference in rotation angle and translation distance is \(|C| - 1\) since there is no difference between the pose of the \( c_0 \) cameras between CALICO or Kalibr and the ground truth.

### E. Ground truth evaluation and comparison experiment

For the nine Sim-\# datasets, ground truth camera poses are available. We assess the performance of CALICO as well as Kalibr when relevant with respect to the ground truth by comparing the camera poses. First, the camera poses of both the ground truth and the results of a method are mapped to a common coordinate system, where \( c_0 C' = I_4 \). In other words, the first camera’s HTM for the comparison \( c_0 C' \) is the identity matrix, and all the other camera HTMs are transformed to this coordinate system by post-multiplying by the inverse of the first camera’s original HTM, \( c_0 C' = (c_0 C) (c_0 C^{-1}) \).

The difference in rotation angle and translation distance are then compared between the transformed camera poses of the ground truth and results from CALICO or Kalibr. The denominator for averaging angle and distance is \(|C| - 1\) since there is no difference between the pose of the \( c_0 \) cameras between CALICO or Kalibr and the ground truth.
We compared CALICO to the Kalibr multi-camera calibration toolbox [9], using Kalibr’s implementation on Github, and accessed this implementation through a Docker image from Stereo Labs.\(^5\)

CALICO compared well to the ground truth, values in Table IV, with a maximum rotational error of 0.23\(^\circ\) and translational error of 12.28 mm. In the case of 12.28 mm translational error for the Sim-3-april dataset, the internal parameters for one of the cameras were estimated differently than the ground truth, leading to a different resulting camera pose.

CALICO also compared well with Kalibr. For the Sim-3-april dataset, as mentioned in the previous paragraph, the calibration of internal and external parameters was propagated to the constraint set CS. Since for this work we chose the first camera to align between the datasets so they could be compared, and this internal parameter difference happened on the second (of two) cameras, different choices of anchor camera would likely influence results. On the Sim-4-april dataset, Kalibr’s output converged but the solution was not usable; most of the twelve cameras are clustered around two cameras. For the Sim-5-april dataset, Kalibr was not able to converge. The camera rig in Sim-4-april and Sim-5-april have purely rotational motion about an axis, and from [11], [33] learned that this case is a degenerate motion for Kalibr and explain its behavior for those datasets. For the Sim-7-april and Sim-8-april datasets, Kalibr failed with the message that there was not enough mutual information. It seems that the Kalibr implementation we used requires cameras to not only image the same pattern, but also requires that cameras image a set of the same April tags.

F. Results and discussion

CALICO was used to calibrate the nine simulated, two stationary multi-camera, and three mobile multi-camera datasets. Quantitative results are shown in Table V. Results are in terms of the three metrics: algebraic error (ae), reprojection root mean squared error (rrmse), reconstruction accuracy error (rae). Run time is shown as well.

Qualitatively, we found that camera poses were similar to those expected from the configuration of the multi-camera datasets. For most of the datasets, the reconstructed calibration patterns are very close to the source patterns.

Quantitatively, the camera poses found with CALICO had subpixel rrmse values, except for dataset Net-1. The higher rrmse value of that experiment versus the others is perhaps explained by that experiment’s small number of time instants (10) versus a comparably large number of cameras (12), Table II. For all of the datasets, CALICO produced a less than 1.11 mm mean reconstruction accuracy error rae.

From Table V, algebraic error seems not well related to the quality of results that are important to reconstruction tasks like rae and rrmse. While algebraic error is used to generate initial solutions, reconstruction error may be high for views of the calibration patterns where the estimation of the pattern

\[^4\]https://github.com/ethz-asl/kalibr
\[^5\]https://hub.docker.com/r/stereolabs/kalibr

| Dataset | CALICO | Kalibr |
|---------|--------|--------|
|         | Rotation error | Translation error | Rotation error | Translation error |
| Sim-1   | 0.234\(^\circ\) | 8.565  | did not compare |
| Sim-2   | 0.062\(^\circ\) | 3.168  | did not compare |
| Sim-3-april | 0.203\(^\circ\) | 12.828 | 0.167\(^\circ\) | 3.657 |
| Sim-4-april | 0.093\(^\circ\) | 6.280  | 30.714\(^\circ\) | 107.756 |
| Sim-5-april | 0.018\(^\circ\) | 0.759  | no convergence |
| Sim-6-april | 0.037\(^\circ\) | 0.692  | 0.0257\(^\circ\) | 0.357 |
| Sim-7-april | 0.146\(^\circ\) | 3.605  | not enough mutual info |
| Sim-8-april | 0.029\(^\circ\) | 2.73   | not enough mutual info |
| Sim-9-april | 0.022\(^\circ\) | 0.563  | 0.036\(^\circ\) | 0.322 |

Mean rotation error (degrees) and average translation error (mm). Details in V-E.

Datasets Sim-1 and Sim-2 use charuco patterns and Kalibr reads April Tags, so comparison with Kalibr is not possible with these datasets.

VI. Conclusions

We presented CALICO, a method for multi-camera calibration suitable for stationary multi-camera systems, mobile multi-camera systems, multi-camera systems with non-overlapping fields of view, and/or non-synchronized systems. The method’s performance was demonstrated on fourteen to camera transformation $^cA^s_p$ is not reliable. The stationary multi-camera datasets have a high proportion of images in this category, so we hypothesize that this is why the algebraic error is higher for those datasets.

We also show run time in Table V divided into two categories: (a) tasks preliminary to multi-camera calibration, such as image loading and individual camera calibration, and (b) multi-camera calibration. We parallelize all portions of the process. The run time is dominated by the image loading and individual camera calibration tasks. The largest datasets – twelve cameras and 100 images each – had low run times of 3:24 minutes for Sim-4-april and 3:15 minutes for Sim-5-april.
datasets and compared to another multi-camera calibration method, Kalibr. CALICO uses one or more calibration patterns, and so does not depend on being able to move camera rigs to a richly textured scene or and does not require synchronization. We formulated the multi-camera calibration problem within this context as a set of rigidity constraints between cameras, pattern transformations, and time labels and minimize for reprojection error. We demonstrated that the multi-camera calibration part, which excludes data loading and individual camera calibration, was computed in less than 2 seconds for all datasets.
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