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Abstract

Online personal data are rarely, if ever, effectively controlled by the users they concern. Worse, as demonstrated by the numerous leaks reported each week, the organizations that store and process them fail to adequately safeguard the required confidentiality. In this paper, we propose PDGuard, a framework that defines prototypes and demonstrates an architecture and an implementation that address both problems. In the context of PDGuard, personal data are always stored encrypted as opaque objects. Processing them can only be performed through the PDGuard application programming interface (API), under data and action-specific authorizations supplied online by third party agents. Through these agents, end-users can easily and reliably authorize and audit how organizations use their personal data. A static verifier can be employed to identify accidental API misuses. Following a security by design approach, PDGuard changes the problem of personal data management from the, apparently, intractable problem of supervising processes, operations, personnel, and a large software stack to that of auditing the applications that use the framework for compliance. We demonstrate the framework’s applicability through a reference implementation, by building a PDGuard-based e-shop, and by integrating PDGuard into the The Guardian newspaper’s website identity application.
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1 Introduction

The protection of personal data in the digital world is clearly insufficient. Numerous data breaches, which regularly come to light, indicate that organizations entrusted with personal data fail to secure them effectively against internal and external threats [18,26,33]. Personal data breaches can affect millions (e.g., when credit card details are obtained from a hacked database) or particular individuals (e.g., when an officer investigates his girlfriend’s activities on digital government records). Unauthorized disclosure of personal data violates privacy rights, breeds distrust between organizations holding the data and the people associated with it, burdens and distracts both parties, and interferes with the functioning of the digital economy. In this paper we introduce PDGuard, a framework that enables the control and secure processing of personal data (i.e., protecting them from potential misuses).

Personal data are any information that can be used to identify, contact, or locate a person in a specific context [29,38,61,64]. In this paper, we use the terms data subject to refer to a person associated with personal data, and data controller to refer to a public or private organization holding and processing those data. The protection of personal data is insufficient, because the current framework for its protection is opaque and ineffective.
1.1 Motivation

The protection of personal data is opaque on four layers: security policies, their implementation, the links between policies and enforcement mechanisms, and authorized and unauthorized uses of personal data. Many of these elements are not visible to outsiders. When they are visible, they may be inscrutable (as is often the case with security policies), too coarse grained (as happens with the obligatory reporting of data breaches), and expensive to interpret, audit, and distill into actionable information. Adding insult to injury, visibility is often limited to internal auditors and regulators, with data subjects typically kept in the dark regarding the handling of their personal data.

Entire books can (and have been) be written on why the protection of personal data is ineffective [7,15,51]. In the context of our work, the reasons can be summarized as follows. First, excessive trust is placed on the data controller, which results in valuable data being protected by a single, often insufficiently resourced entity. Then, the manual enforcement of security policies is difficult and costly to standardize and verify, and also varies in effectiveness according to the training, motivation, and ability of the personnel that applies them. Also, the technical means of policy enforcement are typically applied on the (too many) leaf nodes of a vulnerability tree (e.g., by disabling storage devices on every USB port). This results in a large, porous, and insufficiently understood attack surface. Furthermore, the protection’s opaqueness we described, hinders informed consumer choice, democratic accountability, regulation (self- and by outsiders), and the functioning of market-based incentives.

Currently, any control data subjects may have over their personal data that are often too coarse (typically an all or nothing proposition), confusing (as it varies with each data controller or even between applications), and manually applied according to the willingness or even whim of each data controller. Even though there are many steps toward a more user-centric privacy identity management approaches [1,10,13,16,50], in many countries, data controllers handle personal data as they see fit, while numerous online businesses gather, analyze and use them at best within the limits of an inscrutable take-it-or-leave-it personal data policy, which very few subjects bother to read [4,22,23,32].

1.2 Overview

PDGuard is an IT system architecture backed by an application programming interface (API) and an open-source software reference implementation that aims to provide security, transparency, and effective control in the handling of personal data. Within the context of PDGuard, personal data are always stored encrypted as an opaque object. Decryption can only be performed through the PDGuard API, under data and action-specific authorizations supplied by a third-party, an escrow agent, which is an entity trusted by both the data subject and the controller. By interacting with escrow agents, data subjects can reliably authorize and audit how data controllers use their personal data.

When data subjects establish a relationship with a data controller, they supply the controller with the address of the escrow agent of their choice for the specific relationship. For data subjects not interested to setup a relationship with an external escrow agent, PDGuard uses a default internal escrow agent, which offers the same functionality and implements the data controller’s personal data policy. Data subjects may decide to choose diverse external escrow agents so that they can apply different policies on different transactions (according, e.g., to the type of the personal data and the applications that request them). The data controller will send to the escrow agent data storage and access requests according to its business needs, its personal data protection policy, as well as legal and regulatory requirements. In turn, data subjects will authorize the requests as they see fit.

The data controller software applications perform data encryption and decryption on-demand with keys supplied each time through the escrow agent’s authorization service, in response to authenticated entity requests. In essence, we take a “defense-in-depth” [12,59] approach by storing encrypted entities and corresponding keys in different locations. Each escrow agent allows data subjects to associate permissions with specific data types, data uses, and more. For example, a data subject, Mary, can allow a data controller, Acme, to use her postal address (data type) for labeling (data use) a gadget she ordered, but not for sending her advertisements (data use). The data regarding all authorizations granted by an agent are made available to the data subjects, so that they can review them or revoke future uses. Dedicated secure key servers and the long-term caching of keys limit the performance impact of key distribution.

A static code verification tool can be employed to identify accidental framework misuses within an application’s software code. In particular, developers can review data controller applications and check if the decrypted data retrieved through the PDGuard API are used as intended (recall that permissions are associated with data uses).

1.3 Contributions

PDGuard provides a way for data subjects to control their online personal data, and at the same time protect the data from diverse threats associated with them (see Sect. 2.2). There have been several approaches to provide the former or latter functionality, (see Sect. 7) but, to the best of our knowledge, no approaches combine the two and exploit the associated synergies. Specifically, by combining the two, PDGuard reduces the complexity, the implementation and the
verification effort over a system that provides either the former or the latter functionality.

**PDGuard** addresses the opaqueness in the handling of personal data, by defining an API and an escrow agent that data controllers shall use for processing them. This provides data subjects with a clear unified view of the security policy and its implementation through, e.g., the escrow agent’s web user interface. It also allows data subjects to review how their personal data were used. Furthermore, adherence to the **PDGuard** framework can be audited and published, both at the level of data controllers and at the level of individual software applications.

Following the “security by design” [5,24,34,56,66] approach, **PDGuard** improves the effectiveness of personal data protection in the following ways:

- It *decentralizes* trust and control by having numerous escrow agents of (hopefully) diverse implementations control the decryption keys. This empowers data subjects with fine-grained control of how their personal data are used.
- It *replaces* a patchwork of manually enforced security policies with a standardized API that can be uniformly applied, monitored, and audited across all data controllers and software applications.
- It *reduces* the attack surface and the risk of individual vulnerabilities of the systems it is deployed on, through the decryption of personal data at the time of their use. Note that the escrow agent generates keys by taking into account different data uses.
- It *increases* transparency in the handling of personal data. This allows data subjects to choose among data controllers based on the concrete protection of their personal data that they offer (adoption of **PDGuard** and actual data use), provides regulators with an easy way to establish whether personal data is effectively protected, and allows market-based mechanisms to spread adoption of competing **PDGuard** implementations, escrow agents, and auditing services.

## 2 Background

**PDGuard** brings together four entities under a threat model where data controllers and users wish to safeguard their data against third party malicious attacks. These entities are aligned with the ones that have been introduced in the context of the personal data regulation of the European Union (i.e., the General Data Protection Regulation (GDPR) [61]. Notably, GDPR recommends that the development of applications incorporating personal data should follow a “security by design” approach, which is compatible with **PDGuard**.

### 2.1 Participating entities

The entities that exist in the context of **PDGuard** are the following.

1. **Data Subject**: The individual associated with personal data. This is the entity whose privacy concerns restrict the permitted data processing operations. In some cases, we refer to data subjects simply as *users*.
2. **Data Controller**: A public or private organization that processes personal data associated with data subjects. Examples include providers of e-commerce, e-government, social networks, and other services.
3. **Data Controller Applications**: The data controller’s software systems that process personal data. Such systems may handle interactive transactions, back-office fulfilment, reporting, analytics, and relationship management.
4. **Escrow Agent**: A third party software application and service trusted by both the data subject and the data controller to facilitate and monitor the compliance of the data controller’s processing activities according to the data subject’s instructions.

Note that in GDPR the entities that process personal data on behalf of the controller are called “Data Processors”. In a situation like this, the applications running on behalf of the data processor should be treated in the same manner as the data controller applications.

### 2.2 Threat model

We define the threat model under which **PDGuard** operates in terms of trust, addressed and residual threats. Details on how threats are handled are given in Sect. 5.4, “Security Analysis”.

In the **PDGuard** framework (qualified) trust is placed on the participating entities, namely the data controller, the data subject, and the escrow agent. Specifically, we expect that data controller applications aim to respect the authorizations that a data subject sets through an escrow agent to prevent data misuse. We also assume that the developers of the various applications will strive to use correctly the **PDGuard** API. In particular, the data controller’s applications must: (1) handle all personal data through the **PDGuard** API, (2) issue decryption requests with correctly specified data type and data use fields, (3) avoid storing personal data locally (in memory or on non-volatile storage) after using them, and (4) never use data or keys obtained for one purpose for a different one (e.g., forward the data subject’s contact phone number to a telemarketer).

The **PDGuard** framework addresses diverse internal and external threats. Malicious entities aim to exploit the data
for purposes different than those allowed by the law, the desire of the data subjects, and possible agreement between data subjects and controllers. External threats include the unauthorized access to the data controller infrastructure which would allow an outsider to retrieve data, the misuse of personal data by advertising networks, data brokers, online tracking, and more. In addition, they may include the exploitation of an application by hackers, phishing, and malware. An internal threat involves an employee’s behavior that puts personal data at risk, despite the security policies and mechanisms that the data controller utilizes. Transferring files between work and personal computers, unauthorized application use, and sharing work devices with third-parties without supervision, are some indicative cases of such behaviors.

Although malicious data controllers are outside the scope of PDGuard, within its context misrepresentation and overreaching are controlled, negligence is mitigated, and adherence can be effectively verified through the accompanying static code verification mechanism (see Sect. 3.4). Thus, regarding data controllers, the PDGuard stance can be summed up as “trust, but verify”. This improves upon the current state of the art in this area, which is mainly based on trust.

Nevertheless, a number of residual threats remain. Notably, in an environment with insufficient separation of roles, lax auditing, or sloppy key management, unauthorized administrators or developers might be able to leverage the PDGuard API to process personal data. Furthermore, the PDGuard architecture does not aim to prevent all attacks that target data controller applications containing software vulnerabilities. There are specific web application attack vectors that will fail because of the framework’s design. We examine such cases in our “Security analysis” section (Sect. 5.4).

2.3 Use case scenario

Consider the following scenario, which we will use as a reference throughout the rest of this paper. Alice visits a news and media website on a daily basis. She decides to sign up and create a personal account to interact with other readers in the website’s forum and receive email notifications with weekly digests. Also, she wants to receive the printed version of a magazine, published by the website for two years on a monthly basis. During her registration, Alice submits the following credentials: name, surname, password, email, credit card number and street address.

Alice wants only her name to be displayed on the forum’s pages and does not want to receive emails from third party organizations screened by the website. In addition, she wants to have the ability to update her address through the website, and allow it to access her credit card automatically when her magazine subscription ends.

Immediately, we can identify Alice as the data subject and the website as the data controller. We can assume that the website runs diverse applications, including the forum and the service where users can handle and update their profiles. We can also assume that Alice has already chosen an escrow agent through which she can specify the rules regarding the use of her personal data.

3 Architecture

Figure 1 presents a data processing system supported by the PDGuard framework. In this context, all personal data are stored encrypted as opaque objects in the data controller. All data controller applications that perform DB actions involving personal data have to use the PDGuard API to perform the corresponding encryption or decryption. When an API call is invoked, an authorization request is sent to the corresponding escrow agent that maintains the encryption key (an agent can be either external or internal). If a request conforms to the rules set by the data subject, the agent responds with the required decryption key.

3.1 Escrow agents

Escrow agents are responsible for managing keys and provide the data subjects with means to: (a) set the authorization rules regarding the usage of their data, and (b) monitor if they are enforced.

3.1.1 Options

Data subjects can choose either an external escrow agent, or the default escrow agent that the data controller provides. In the former case, they should register in advance on the escrow agent’s website. Then, the first time that the data subjects provide personal data to the data controller, they should also provide the domain name of the external escrow agent of their choice. After that, they can login to the escrow agent’s website and set all the permissions regarding their data, in a way we describe in Sect. 3.1.2. Until then, the escrow agent will deny any access to their personal data. In our reference scenario (Sect. 2.3), we assume that Alice has chosen an external escrow agent, which means that she has gone through all the aforementioned steps. Data subjects not interested to control and monitor their data are assigned an escrow agent run by the data controller, which implements the organization’s personal data security policy.

A data controller may have some obligatory rules concerning a data subject (e.g., a bank offering a mortgage may require non-revocable access to the data subject’s address). These rules are provided to the escrow agent the first time that the data controller interacts with a data subject, are marked
Fig. 1 A data processing system supported by PDGuard. Personal data are stored encrypted as opaque objects. Every time a DB action (1) involving personal data is performed, data controller applications invoke the PDGuard API (2). In turn, the API sends authorization requests (3) to the corresponding escrow agent (can be either external or internal). If a request conforms to the rules set by the data subject, the agent responds with the required decryption key (4).

3.1.2 Setting authorization rules

Data subjects can set their own authorization rules regarding the usage of their personal data through the escrow agent they choose. They can also update or revoke previously defined rules. An authorization rule, which can be set through an escrow agent, involves the following elements.

1. **Data Type** defines the type of a specific piece of personal data, such as given name, surname, address, credit card number. Data types are organized in a hierarchy which is illustrated in Fig. 2. This design choice offers the possibility of backward compatible additions. Also, it allows users to set one guideline for multiple types of data via grouping. Notably, sensitive data (e.g., data related to public health and social discrimination [61]) are distinguished as a different category because in many cases additional regulatory restrictions apply to the processing of such data [61].

2. **Data Use** indicates how the application intends to use the corresponding piece of data. Examples include: “send email to subject”, “interact with the subject over the phone”, “use data for analytics”, “broadcast data” and more. A user can allow multiple data uses for one data type.

3. **Permission to Update and Data Provenance** is defined by the data subject to indicate whether and how a piece of data can be updated. If the permission is granted, the data subject must identify the possible sources that may update the corresponding data; for example the data can be obtained from a public registry.

4. **Authenticated Parties** include all data controllers that an external escrow agent allows to process personal data.
Given the preceding concepts, data subjects can specify rules regarding the actions (including data uses and updates) that can be performed by data controllers, on their data types. In essence, PDGuard is based on the discretionary access control (DAC) model, which allows users to control access to their own data [2,58]. The access control matrix regarding the personal data of a specific data subject can be abstracted in the following manner: If $T$ is the set of data types of this subject, $C$ is the set of data controllers affiliated with this data subject, and $A$ is the set of all possible actions, every entry of the matrix is a set of actions of the form $a(t, c)$, where $t \in T$, $c \in C$, and $a(t, c) \subseteq A$. Note that, if a data subject does not set a rule for a data type, then it is treated as non-accessible.

Furthermore, data subjects can provide a time interval for every guideline. This feature determines the validity period of either an allowable data use or update from a specific source. For instance, a data subject can specify that data controller applications may “send email to subject” for one year.

In our reference scenario (see Sect. 2.3), Alice should set the following rules: (1) allow the website to send her emails, (2) access her credit card with a time interval of two years, and (3) allow her name to be displayed on the forum’s pages. Also, she should allow the profile service to update her address. By not setting any rules for the rest of the data she implies that none of the website’s other applications can process them in any way.

### 3.1.3 Monitoring service

Escrow agents provide a service that can be used by data subjects who wish to monitor all the actions related to their personal data. A data subject can view the applications that requested to use their data (and the corresponding data controller), the date and the time of the request, the data type, the intended data use, and the interaction purpose. An interaction purpose is another feature that is currently supported by our framework for logging purposes. In case of an update, or in the case where data were provided by another entity (e.g., the data were obtained from a public registry), the data subject can review the sources that performed these actions. Finally, data subjects can also check if the agent granted the authorization or not.

Through this monitoring service, data subjects can recognize a potential misuse of their data. Consider the case, where Alice sees that the news website where she is registered, has requested the decryption of her street address 500 times within one day. This would imply that the application is trying to use this piece of data in an inappropriate manner.

### 3.1.4 Key management

Escrow agents maintain key servers where the cryptographic keys are stored encrypted just like the personal data in the data controller. The master key used to decrypt the keys is also stored on the escrow agent’s side in a secure location.

An escrow agent assigns a different secret key ($k$) to every (DS, DC) pair, where DS is a data subject and DC is the data controller that maintains and processes the personal data of DS. For example, one key is generated and used when the news and media website processes the personal data of Alice, while a different key will be employed when Alice signs up with a government agency or e-shop. $K$ is not the key used to encrypt or decrypt personal data. Instead, to reduce the attack surface of the data processing system even more, we use a hash function with $K$ and the data type (e.g., surname) of the requested piece of data (PoD) as arguments. The function yields $K'$, which is the key that will be used for either the encryption or the decryption of this PoD. Thus, a different key is used for every data type of a specified...
3.2 The PDGuard API

There are two basic API calls that a data controller (DC) application should invoke to process the personal data of a specific data subject (DS), namely: `decryptData` and `encryptData`. Both are members of the Data Protection class, which is used to associate an escrow agent with a number of authenticated entities that include the data subject, the data controller, the data controller application, and more. In this way, the DataProtection class provides the necessary background for each call.

To access an opaque encrypted object (OEO) developers should invoke the `decryptData` method after the database action used to retrieve the OEO, with the following arguments: the OEO, the object’s data type, the intended data use, and the interaction purpose. In case of a successful authorization, the escrow agent returns the required key (K'), and the application uses it accordingly (Fig. 3).

In the case where the application needs to store or update a PoD, the `encryptData` call should be invoked right before the database action (e.g., insert, update). In this case developers need to provide the object’s data type the PoD to encrypt, a boolean value that indicates if the action is an update or not, and the provenance of this PoD. If K’ is retrieved successfully, the API encrypts the PoD with K’ and the encrypted value {PoD}K’ is used in, e.g., a database’s data manipulation statement.

For every invocation, the API uses all the provided arguments to form an authorization bundle. This bundle is then transferred to the escrow agent in a way that we describe in the following subsection. Depending on the request, the agent will use the various elements of the bundle to check if the request conforms with the rules set by the data subject. Specifically, in case of a decrypt operation, the escrow agent will check if the specific data use is allowed for this data type. If an `encryptData` call takes place, the escrow agent will check whether this data type can be updated from this source or not. In both calls, the agent must also check if the rule is valid for the time being. Note that, if there is no corresponding data type, this implies that this is the first time where data of this kind are about to be stored on the controller’s side. In this case, the data type and provenance are recorded, but the agent will not allow any access to this object until the data subject explicitly sets rules for it.

3.3 Authorization

To acquire the key needed for the processing of personal data, applications must invoke the PDGuard API. Then, the API takes over and communicates with the escrow agent over a secure channel (TLS), on behalf of the application. Every token and resource request must be signed by the party that performs the request using the secret obtained during a registration stage. The protocol flow is illustrated in Fig. 4. All lines represent direct server-to-server API calls that cannot be tampered with by a third party, and the parameters inside square brackets are signed using shared secrets (in the future these will use a public key infrastructure.)

The first time that a data controller application requests to process personal data referring to a specific data subject, it obtains from the escrow agent a client ID, and a secret. A client ID is a unique identifier for every triplet that includes: the data subject, the data controller, and the data controller application. The client ID and the secret form the client credentials which, in turn, will be used for all future communications regarding this data subject.

Consider the case where the news and media website mentioned in our scenario (Sect. 2.3), attempts to access Alice’s email. To do so, the application will use the `decryptData` call. When the call is invoked, the API obtains a request token from the escrow agent on behalf of the application (Steps 1 and 2). The token is signed and it is sent back to the escrow agent together with the authorization bundle (Step 3). At this point, the escrow agent’s checks the bundle against the predefined rules provided to the escrow agent by Alice (see Sect. 3.1.2). If the request conforms to the corresponding rule, the agent sends the key back to the API (Step 4). Recall that Alice has allowed the website to access her email; therefore, the authorization is successful. A request token can be used for one or several key exchanges according to the implementation (e.g., a token can be valid for a specific time interval).

Note that even though our token-based protocol shares a number of features with OAuth [11,39], it is different from other access management protocols such as User-Managed
Access (UMA) [65] and OpenID Connect (OIDC) [40]—which is built on top of OAuth. For instance, both protocols are designed to interact with end-users (recall that our protocol involves only the PDGuard API and the escrow agent). Furthermore, UMA does not provide means to define different access policies.

### 3.4 Static verification of the API usage

We have developed a verification approach to detect accidental misuse of personal data in data controller applications using the framework. As a misuse you can consider the following: a developer intends to use a decrypted email value as an argument to a network-related method that sends an email to a data subject. However, the value ends up also as an argument to a method that writes it to an external file used for analytical processing. To detect cases like the above, our approach employs code annotations, taint tracking [6,53], and inter- and intra-procedural analysis. Both developers and external auditors can use the approach to check that applications do not accidentally violate PDGuard use guidelines.

Our verification approach expects that when developers use a method that outputs a decrypted value to an external channel (e.g., a file, the network etc.), an annotation will be placed before the corresponding code statement. This annotation will contain the intended data use of the value. These data use must be the same as the one stated in the decryptData invocation where the value was obtained. If an annotation is missing, or the data use is not the initially declared one, the verifier issues a warning.

The verifier takes two sets as arguments: a set containing all the methods of the application (M), and a set with methods that by design will not export data (W), e.g., length, hashCode, and can handle them directly. Then it processes each method m by passing it as an argument to a function we call EXPLORE. EXPLORE examines all the statements of a method as described in Algorithm 1. Notice that the function has also two empty sets as arguments: V and R. As EXPLORE progresses, both sets are populated. In R all the application methods that return variables with decrypted personal data are added (with accompanying data use information). V is populated with all the variables of m that are derived from a decryptData call (i.e., contain personal data) either explicitly or implicitly. Note that for every variable in V, we also keep the corresponding data use. This is done by trackPDGuardVar (Algorithm 1, line 16) which is called if the statement s is an assignment. Then, trackPDGuardVar inspects if a decryptData call or any method r ∈ R is invoked in the right-hand side (RHS) of the statement. In this case, it updates set V by adding the variable found in the left-hand side (LHS). In any other case, trackPDGuardVar gathers all the variables coming from the statement’s RHS and checks if any of them exist in V. If they do, again, it adds the variable found in the LHS into V. In this way we also perform taint propagation, e.g., String foo = “I want this “ + email; where the variable email holds the decrypted email of a data subject (note that here foo inherits the data use of email).

A statement may involve a method invocation. In this case, EXPLORE identifies the name of the method (m') and gets every variable v ∈ V passed as an argument to this method (Algorithm 1, line 7). If m' is an application method, then it
FIG. 5 Escrow agent database schema. Foreign keys are shown with a (blue) key icon (color figure online)
must also be explored. Note that $V$ will not be an argument of EXPLORE, because the scope of $m'$ is different. However, all tracked variables that were passed as arguments to $m'$ are propagated by passing set $V'$ into EXPLORE (Algorithm 1, line 9). Then, $m'$ is removed from $M$ as we do not need to explore it again.

If $m'$ is neither an application method nor included in $W$, then EXPLORE checks the annotation preceding the statement (Algorithm 1, line 12). The data used contained in the annotation should match with the usage of the variables found in $V'$. In case of a mismatch (or a missing annotation), a warning is issued. Finally, $s$ can be a return statement. If it is, checkReturnedData examines if $m$ returns a variable that exists in $V$, and if this is the case, it adds $m$ to $R$.

4 Reference implementation and use

To demonstrate the feasibility of the approach and to bootstrap its adoption, we have implemented the basic components of PDGuard, namely an escrow agent prototype, a library implementing the PDGuard API library, the protocol that allows the two to interact, and a verifier prototype. All components were developed in the Java programming language.

4.1 Escrow agent prototype

The PDGuard escrow agent prototype provides an easy to use web interface for the data subjects to sign up, define or edit rules, and view authorization logs. Data subjects can set one rule for multiple types of data via grouping; for example restrict the handling of all medical data. This is feasible, because data types are organized in a hierarchy, which in turn is implemented via subsumption. We further describe this interface in our Appendix A.

Figure 5 illustrates the database schema used by the PDGuard prototype. Keys are stored in the KEY table, and their generation is based on the advanced encryption standard (AES) [25]. Observe that a key corresponds to a data controller/data subject couple, and an authorization rule for one data type may involve zero or multiple allowable uses and provenances. Thus, if an application requests to update a specific data type (found on the AUTHORIZATION_RULE table), the agent will check if there is a corresponding record on the ALLOWABLE_PROVENANCE table. On the other hand, if the application invokes a decryptData call, the agent will look for a tuple in the ALLOWABLE_USE table. Recall that, the keys found in the KEY table are not used either for the encryption or the decryption of a Pod. Instead, they are used as arguments in a hash function (SHA-256 in our implementation) together with the data type of the requested Pod (see Sect. 3.1.4). Finally, request tokens (REQUEST_TOKEN) and nonces (NONCE) are associated with the client credentials (CLIENT) and are used as described in Sect. 4.3.

4.2 Application-side API implementation

Using the PDGuard library is straightforward. As described in Sect. 3.2, decryptData and encryptData are methods of the DataProtection class. To initialize a corresponding object, the developer must pass the domain name of the escrow agent and the client credentials as arguments to the constructor of the class. In turn, the client credentials can be initialized via a class named RegistrationService.

Consider the case where Alice provides her surname to the news and media website when she signs up for the first time (recall our reference scenario in Sect. 2.3). The code running on the background should first initialize a DataProtection object (e.g., dp) and then invoke the encryptData method in the following manner (assume that surname is a string variable which has Alice’s surname as its value):

```java
dp.encryptData(surname, DataType.SURNAME,
    DataProvenance.DATA_SUBJECT_EXPLICIT, false));
```

Listing 1 encryptData invocation example.

Observe that the data provenance (DATA_SUBJECT_EXPLICIT) indicates that this piece of data comes from the data subject itself. The final argument informs the escrow agent that this action is not an update.

Now assume that the website needs to send a weekly digest via email to Alice, per her request. To do so, it needs to retrieve her email, which is stored in the database as an OEO.

```java
String email = new String(dp.decryptData(OEO, 
    DataType.PERSONAL_EMAIL, DataUse.
    COMPOSE_EMAIL_TO_SUBJECT, 
    InteractionPurpose.INFORMATIVE));
```

Listing 2 decryptData invocation example.

4.3 Protocol implementation

Figure 6 presents a sequence that involves: (a) the requests performed by the API, (b) escrow agent responses, and c) a redirection to the escrow agent service that checks the authorization bundle. The HMAC [31] signature method is currently used for the verification of each signature.

The application includes in every request the parameter client_id: a unique identifier that corresponds to the data subject, data controller, data controller application triplet (see Sect. 3.3). Recall that, this triplet is sent to the escrow agent when the application first attempts to process a data subject’s
personal data. During this interaction, the escrow agent will send back this string together with the secret to be used for every future interaction concerning the specified data subject. Other parameters that can be found in each request include a timestamp and a nonce.

The authorization request seen in line 11 of Fig. 6 is actually the request performed after the decryptData invocation discussed in Sect. 4.2. In line 14 we can see a redirection to the authorization service that our current implementation uses to check the bundle. The service retrieves it and checks the rules set by the subject. In this case, the authorization is granted.

4.4 Static verifier implementation

We have developed a prototype of the verification approach described in Sect. 3.4. Given a Java application that employs PDGuard, we can process it by using a well-established Java parser [54], and check for accidental misuse of personal data.

For our current implementation, developers have to annotate code statements that invoke methods channeling decrypted data outside the scope of the application (recall Sect. 3.4). Typical examples include (1) setter methods (e.g., setString), the execute method along with its variations (coming from either the java.sql.PreparedStatement class or the java.sql.Statement class), (2) write and its variations (e.g., writeBytes) derived from classes of the java.io package, and (3) any method that comes from a third party package.

Annotations are expressed as JavaDoc comments before each method invocation. For example, if the developer intends to write the decrypted value contained in the email variable to a file, to send an email to data subject (out.write(email);) the following annotation should precede the statement: // @pdguse(email, COMPOSE_EMAIL_TO_SUBJECT).

Our whitelist (i.e., set W) consists of methods that do not expose data outside the application’s scope such as toString, length, equals, valueOf, getBytes and more. Note that users can add more methods to W via configuration files.

5 Evaluation

To demonstrate the applicability of our framework, we have built a PDGuard-based application, and also integrated it with a popular web application. In addition, we have performed simple experiments to (1) measure the computational overhead that is introduced by a PDGuard API call, and (2) check the effectiveness of our verification mechanism. Finally, we have evaluated the security of PDGuard and its behavior in the presence of a potential attacker.

5.1 PDGuard applications

Here we describe an e-shop application that utilizes the features PDGuard and discuss how we introduced PDGuard to The Guardian newspaper’s website identity application.1 Table 1 presents the Source Lines of Code (SLOC) of the two applications before and after introducing PDGuard. In both cases, seven pieces of personal data were stored encrypted

1 https://profile.theguardian.com/signin.
including names, surnames, addresses, and credit cards. The results indicate that little developer effort is required to protect a wide range of confidential data.

5.1.1 Building a PDGuard-based e-shop

The e-shop application implements two basic functionalities: customer registration/authentication and order processing. In both cases, the application processes personal data.

Our e-shop was written in Java and employs the object-relational mapping (ORM) programming technique which creates a virtual object database that can be used from within the application. The application’s database model involves two classes that have personal data as variables, namely: the Customer class (email, name, surname) and the Order class (city, country, street address, credit card number). Calls to encryptData and the subsequent data encryption are performed either when a new customer registers or when an order is processed. Intuitively, the reader can infer that the data provenance of the data in these cases is set to DATA_SUBJECT_EXPLICIT, which means that they are provided by the data subject itself. For every authenticated customer, the e-shop has a predefined rule that allows it to access the customer’s email for informative purposes (InteractionPurpose.INFORMATIVE). To do so, the application performs a decryptData call after a successful login.

5.1.2 The Guardian’s identity application

The news and media website https://www.theguardian.com is owned by the Guardian Media Group [62]. It is developed in the Scala programming language and all its source code is available through a GitHub repository [63]. From the various sub-projects it contains, we chose to port the “Identity”2 application. This application is directly related to personal user data because it handles the Guardian’s back-end and stores all the provided information. We introduced a number of encryptData calls in this class right before the database interaction (the data provenance is set to DATA_SUBJECT_EXPLICIT here too).

Consider the case where the application attempts to access personal data and display them as part of a webpage (as is done in the EditProfileController class). After the application retrieves the data from the database, our glue code gathers them and decrypts them, as shown in Fig. 7. Now, assume that a data subject chose to set her surname as inaccessible by the website. As a result, her surname will not appear on the corresponding webpage as seen in Fig. 8.

5.2 Performance

To measure the overhead added by PDGuard API calls, we instrumented the “Identity” application with high precision time counters. All measurements were run on a client with a quad core processor with 8GB of RAM, running Ubuntu Linux. The escrow agent was running on a remote server with a dual core processor with 2GB of RAM, running Debian Linux.

In our experiments, we measured how much time the application spends to either access or update a piece of data, with and without PDGuard. To get reliable measurements, we issued 300 consecutive API invocations for each case (i.e., access and update requests). On average, it took the application 451 ms to access, and 655 ms to update a piece of data without PDGuard. Figure 9 illustrates how much time the application spends to either access or update a piece of data, with and without PDGuard. When PDGuard is used, the corresponding average time to either access or update the same piece of data is 618 and 828 ms, respectively.

| Application          | Original Code | HTML | Total | w/ PDGuard Code | HTML | Total | Percentage increase |
|----------------------|---------------|------|-------|-----------------|------|-------|---------------------|
| Custom E-shop        | 1173          | 624  | 1797  | 1382            | 635  | 2017  | 12.2                |
| Guardian’s “Identity”| 3949          | 1966 | 5915  | 4225            | 1979 | 6204  | 4.8                 |

---

2 https://github.com/guardian/frontend/tree/master/identity.
3 https://github.com/guardian/frontend/tree/master/identity/app/controllers.
4 https://github.com/guardian/frontend/tree/master/identity/app/idapiclient.
5 https://github.com/guardian/frontend/tree/master/identity/app/controllers/editprofile.
1 encryptedData = getDataToDecrypt(fields);
2 decryptedData = Map();
3 for fieldName, encryptedValue in encryptedData {
4     decryptedData.add(fieldName, dp.decryptData(encryptedValue, fields.get(fieldName), DataUse.REPORT, InteractionPurpose.INFORMATIVE));
5 }
6 updateUserObject(decryptedData);

**Fig. 7** Pseudocode for changes to the “Identity” application to decrypt personal data. `fields` is a map with the private fields of a user object as keys (the `user` class is defined and used internally by the application), and the corresponding PDGuard data types as values. `getDataToDecrypt` creates a map with the private fields as keys and the corresponding ciphertexts as values.

**Fig. 8** Screenshot from the ported “Identity” application. We observe that Alice does not permit access to her surname.

As it seems, the overhead is noticeable in both cases: 25% for data access (`encryptData`), and 37% for data update (`decryptData`).

By profiling the client application to examine the reasons behind this overhead, we found that most time is spent to functions that involve the checking of the authorization bundle by the escrow agent. Also, network latency (recall that the escrow agent was running on a remote machine), which was approximately 40 ms for both API calls, is included in the overhead. Although under some circumstances this latency can be a usability issue, it does not affect the framework’s scalability. Notably, if we exclude this latency from the measurement, the computational overhead of the framework is significantly reduced (28% and 20% for a `decryptData` and an `encryptData` API call, respectively).

We need to mention here that we did not attempt to optimize the framework’s code. By providing extra features like caching, the overhead could be significantly reduced. For example, the API could allow the data to be cached by a trusted application for one week. In this way, we could avoid sending a request to the escrow agent, for every action involving personal data.

### 5.3 Verification

We modified our e-shop application to make it write a decrypted value to a file in different ways and with different annotations (7 in total). Our modifications also involved wrapper methods and implicit assignments. We then used our static code verifier to detect the misuses. The verifier correctly identified the cases without any false positives or negatives. However, more extensive testing is required to validate the efficacy of taint propagation.

Consider the following code fragment, where the developer invokes a function that wraps a `decryptData` call (`getCustomerEmail`) and attempts to write the decrypted value to a file in two occasions (lines 4 and 7):

Given that in the initial `decryptData` call, the data use was indicated as `COMPOSE_EMAIL_TO_SUBJECT`, the statement in line 4 passes verification as legitimate. On the other hand, the verifier raises a warning when it examines line 6.
application's exchange with the various escrow agents in the way we presented in Sect. 3.3, a digital certificate is needed. This certificate though should not be necessarily collocated with the vulnerable application: the application could initially retrieve it from a smart card. Still, attackers could extract it from the process memory [30]. In addition, they may try to retrieve cryptographic keys from an application’s memory dump (this could be done by a tech-savvy employee too). In that case however, the attacker will manage to access only one piece of data because the key is related to a specific data type of a specific data subject (recall our design choice to use a hash function—see Sect. 3.1.4).

More dangerous are native code injection attacks [28]. These allow the attacker to issue an arbitrary number of PDGuard calls and obtain the corresponding data. In theory, such attacks can be thwarted by including checks that verify the application’s integrity [57] in our communication protocol—see Sect. 3.3. This would, however, require substantial changes to the protocol and would interfere with instruction randomization techniques.

PDGuard will prevent by design threats such as transferring data between different computers and unauthorized access through application misuse. However, PDGuard will not prevent either a malicious administrator who has access to the server where the application is running, or a rogue developer who will leverage the framework’s API for processing personal data (see Sect. 2.2).

A successful attack against an escrow agent will not lead to any unauthorized action because personal data are never stored there. Even if attackers also manage to compromise a data controller, they will only obtain the subset of data of users using the specific escrow agent. In the case where attackers manage to make the escrow agent unavailable through a denial of service (DoS) attack, all personal data become automatically unavailable until the corresponding server is reachable again (the API will not be able to retrieve any keys from the escrow agent).

Two additional threats to privacy are associated with meta data and aggregate data. First, a privacy breach could occur when an attack targets the meta data stored on the escrow agent’s side (e.g., check what kind of data users provide to which sites or when such data is accessed). This can be addressed by encrypting the meta data too. Specifically, a user’s auditing data can be encrypted by a key that only the corresponding user holds. Similarly, access permission data can be encrypted by keys that data controllers provide. Extending PDGuard to support this functionality is relatively straightforward. Second, leaked aggregate data held by data controllers (e.g., “30-year-olds favor product X”) can lead to the disclosure of personal data if it is used as a stepping stone to mount database inference [9] or machine learning attacks [19,52]. However, if data subjects do not consent for the data controller to use their data as a basis to derive aggre-

```java
1. BufferedWriter out = new BufferedWriter(
    new FileWriter("file.txt"));
2. // @pdguse(email, COMPOSE_EMAIL_TO_SUBJECT)
3. out.write(email);
4. String bar = email + "bar";
5. // @pdguse(bar, SEND_SMS_TO_SUBJECT)
6. out.write(bar);
```

5.4 Security analysis

We evaluate the security of PDGuard, by assessing how the framework secures against either external or internal adversaries attempting to access personal data.

External attackers may perform attacks, such as SQL injection [45] and shell-code injection [60]. PDGuard is not designed to protect against such attacks and requires a secure application to work as intended. However, there are cases where PDGuard will prevent such attacks even if an application is vulnerable.

Consider a web application that accepts and processes user input without proper validation and/or filtering. If the application concatenates the input with SQL queries, then it is vulnerable to SQL injection attacks. When an outsider performs such an attack to retrieve the personal data of multiple users (e.g., addresses), the attack will only return useless encrypted data. Nevertheless, PDGuard will not prevent an attack against the integrity of the database (e.g., an attempt to drop a table).

If attackers gain control over the target server via a shell-code injection attack, they may attempt to develop an application that utilizes the PDGuard API. To authorize this

![Fig. 9 The time (in milliseconds) needed to either access (decryptData) or update (encryptData) data, with and without our framework. The overhead introduced by each call can be seen below, right next to each action. Note that there is a network latency. The overhead introduced by each call can be seen out our framework.](image-url)
gate data or train machine learning models, then such threats are avoided.

6 Challenges

In this section, we discuss a number of challenges that emerge in the context of PDGuard and describe how they can be addressed.

6.1 Aiding intrusion detection

PDGuard can help detect and prevent attacks that target personal data. Specifically, the logging service provided by the framework can be utilized by intrusion detection systems (IDS) [14,35]. For instance, consider a case where an application retrieves credit card data at an unprecedented rate. Such an event could indicate a malicious act; thus, a service running on the side of the escrow agent could temporarily deny all requests coming from this application.

6.2 Search over encrypted data

Currently, PDGuard does not allow database-layer searches over encrypted data, e.g., obtaining a list of all patients that have been admitted for a particular symptom. As we mentioned earlier, our e-shop application employs the ORM programming technique and the Identity application uses a NoSQL back-end. Consequently, each application performed actions directly on the fields of objects, without issuing SQL queries with arguments containing personal data. To handle this shortcoming, PDGuard could be extended to use schemes such as CryptDB [43], an approach that supports the execution of queries over encrypted data through efficient SQL-aware encryption.

6.3 PDGuard API extension for bulk encryption/decryption

The current version of the PDGuard API does not support bulk encryption or decryption of records. Consider the case where a data controller wants to tally the number of its customers by their postal code. In this case the decryptData call must be invoked several times adding significant overhead. Extending the API to include an array of authorization bundles as a request’s argument, could solve this problem and make the framework more efficient.

7 Related work

Diverse approaches have been developed to prevent unauthorized personal data processing, many with different goals and threat models than PDGuard. We describe how each one operates, outline its main characteristics, and compare it to PDGuard.

An early case where cryptography and an escrow service were used to protect data was Ephemizer [37,42]. In the context of the Ephemizer, all user data are stored encrypted and the keys are managed centrally by a trusted third party. This entity destroys the cryptographic key after a specified timeout, thus making the data unavailable. Contrary to the Ephemizer, Vanish [20] follows a decentralized approach to protect the privacy of past, archived data by integrating cryptographic techniques with global-scale, P2P, distributed hash tables (DHTs). DHTs implement an index-value database on a collection of P2P nodes. Vanish encrypts personal data locally with a random encryption key not known to the user. Then, after a user-specified time, it destroys the local copy of the key and sprinkles its bits across random indexes in the DHT. The main goal of these approaches is to make personal data, such as emails and social media messages, (typically data that exist on a personal computer) unavailable after a specific period of time. PDGuard operates in a broader context and involves personal data that are stored by the various data controllers. Through PDGuard, data subjects can render their data unaccessible after a certain period of time by associating specific time intervals with classes of data.

MYLAR [44] is a platform for developing web applications, which protects sensitive data against attackers with full access to servers, thus dealing with more threats than PDGuard. To do so, it stores personal data encrypted on the server, and decrypts them only in users’ browsers. In addition, it allows the server to perform searches over encrypted documents. Contrary to PDGuard, MYLAR does not provide a way for data subjects to control and audit the use of their personal data. Also, the fact that data decryption is performed on the client-side, interferes with the running of back-office operations and makes the framework susceptible to XSS attacks.

Cloudfence [41] is a framework tailored to cloud hosting environments that provides data tracking capabilities to both service providers, as well as their users. To track the flow of the data within a cloud infrastructure, Cloudfence employs byte-level data tagging. To enable this functionality, application developers must use specific API calls. In addition, it generates detailed audit trails for tagged data via a logging service. Silverline [36] is a system close to Cloudfence. However, the process-level tainting it supports is rather coarse-grained for the most common web applications. In both cases, data subjects cannot control the use of their personal data. Furthermore, even if both frameworks aid the prevention of external attacks, they will not protect against insider threats. PDGuard achieves the latter by storing personal data encrypted. Song et al. [55] have also proposed a high level architecture for data protection in the cloud. The architecture is based on trusted platform modules [8], but the
authors do not provide an implementation and evaluation. In addition, the proposed solution does not provide a way for users to control and audit the use of their data, leaving that to the developers.

Ding et al. [17] have introduced a scheme to support privacy-preserving data processing in the cloud. Specifically, their approach provides means for secure computations over encrypted data in a way that does not violate user-privacy. Such means include re-encryption primitives and signing. Re-encryption primitives [16], including re-encryption proxies [3], have been also developed in the context of the CREDENTIAL [13] project, to provide secure identity management and data-sharing in the cloud. A number of different user-centric identity management approaches have been also developed by the various partners of the ABC4Trust [1] project. In particular, the partners have collaborated to introduce technologies [10,50] that support attribute-based credentials (ABC). Such credentials allow a holder to reveal minimal personal information to an application. In this way, users do not need to give away their full identity information but specific attributes (e.g., age). User-centric approaches can be complementary to our approach. Indeed, by extending the application on the escrow agent’s part, we can provide users with means (e.g., data wallets [27]) to decide about releasing different attributes in different ways.

The Adaptive Trust Negotiation and Access Control (ATNAC) framework [49] aims to prevent the leakage of sensitive data during an electronic transaction. It builds on two existing systems, TrustBuilder [67] and the Generic Authorization and Access control API (GAA- API) [46–48]. The former is a trust negotiation system that regulates when and how sensitive information is disclosed to other parties, and the latter is a framework that allows dynamic adaptation to network threat conditions communicated by an IDS. PDGuard has a much broader scope than ATNAC and by design can prevent a potential data leakage during a transaction over the web.

The “Personal Data Storage” (PDS) approach [29] was inspired by the shift of information systems’ center of gravity from organizations to individuals (e.g., social networks). A PDS stores data in one central point, with application-specific services plugged into this core. Hence, the data subject is the central point of control in this model. This differs from the service provider-centric control currently in place in many web applications. Multiple PDS can co-exist into a third party entity, similar to our escrow agent. The main problem in this case is that if attackers manage to hijack this entity, they automatically have access to the personal data of multiple data subjects. In the context of PDGuard though, hacking an escrow agent is useless without a compromised data controller as we have pointed out in Sect. 5.4.

Yu et al. [68] have employed applied cryptography but for a slightly different purpose: to secure user files stored on cloud applications. Specifically, they try to address overhead issues imposed by the distribution of decryption keys by combining different re-encryption schemes with Attribute-Based Encryption (ABE) [21]. ABE is a type of public key encryption in which the key of a user and the ciphertext are dependent upon attributes (e.g., country, gender). In this context, the decryption of a ciphertext is possible only if the set of attributes of the user key matches the attributes of the ciphertext. In PDGuard key management differs in the following manner: data types are used as attributes to generate symmetric keys for the encryption or decryption of a specific piece of data. EASIER is also based on ABE to support fine-grained access control policies and dynamic group membership in the context of a social media network (i.e., a user defines which data can be viewed by other friends and groups that are registered in the social network). In this context the threat model is different than PDGuard’s. Our approach is more generic but it can be applied to this context too.

8 Concluding remarks

IT security in general and the protection of personal data in particular are tough problems to crack, for they involve diverse stakeholders with conflicting interests, determined unknown opponents, and an unclear balance of risks versus payoffs. As these problems involve a multitude of complex systems, technology cannot offer a silver bullet, but it can help make them tractable. Adopting a security by design approach, PDGuard provides through a standardized, auditable mechanism an effective way for protecting personal data by offering to data subjects direct control and monitoring, and by reducing and strengthening the attack surface of data management systems maintained by data controllers. To do so, PDGuard combines different concepts including applied cryptography, access control models, an API, authorization protocols, and taint tracking. Our evaluation demonstrates that PDGuard can indeed be used in practice both in new and in legacy applications.

Can PDGuard actually make a difference in our everyday lives? This goal requires a lot more work ranging from scientific and technical to evangelism. Important elements include: the design of performance optimizations at the architectural level; the development of additional auditing tools and methods; the running of large scale trials; the operation of an escrow agent in a production setting; the implementation of PDGuard API libraries in more commonly used programming languages; the initial adoption by significant data controllers; the establishment of a community and a governance structure; as well as the education of developers, data controllers, and data subjects. Achieving these objectives seems like a tall order, but this is the way in which technology changes our lives.
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A Appendix

In the following, we describe the user interface provided by our escrow agent reference implementation. Through this interface, data subjects can set or edit authorization rules, and monitor the actions performed on their data.

Data subjects can easily render their data inaccessible or set new allowable actions. Figure 10 illustrates a pop-up window that data subjects see when they attempt to define such rules for a specific data controller (“The Guardian” in this example). Notably, PDGuard’s data type hierarchy allows data subjects to set one rule for multiple types of data via grouping.

A data subject can view which data controllers perform actions on which data types. For instance, in Fig. 11, Alice observes that “The Guardian” uses three different data types, namely: her given name, her surname, and her address. By clicking on the magnifier image Alice can view all the related uses or updates that the data controller may perform on her data and the corresponding validity period. For example, in Fig. 12 we see that “The Guardian” can use Alice’s surname for analytics and reporting from February 26, 2017 to March 8 2019.

Data subjects can monitor all the actions that the various applications perform on their personal data, through the authorization logs that the escrow agent provides. Figure 13 illustrates all the actions that were performed on the personal data of Alice, by The Guardian’s “frontend” application, for a specific period of time. The logs also include the interaction purpose the date and the time that the action took place. Finally, the data subject can check if the action was permitted or not.

Fig. 10 Setting rules. An example of the pop-up window that data subjects see when they attempt to define authorization rules for a specific data controller. Here, Alice specifies which of her data will be physically published in widely available material by “The Guardian”. She also specifies an expiration date for this rule.
Data types and related data controllers. Data subjects can observe which data types are stored by the various data controllers. In this case Alice can see that “The Guardian” stores her given name, her surname and her address. By pressing the magnifier image, Alice can see all the related uses or updates that the data controller may perform on her data and the corresponding validity periods (see also Fig. 12).

Overview of allowable uses. Alice views the list of the allowable uses that can be performed on her surname. Currently, the corresponding data controller can use Alice’s surname for analytics and reporting. Both rules are valid until 2019. Note that, Alice can revoke or edit them.

Authorization logs. Alice monitors the different actions that “The Guardian” performed on her personal data between 2017-02-01 and 2017-02-28. Specifically, the “frontend” application sent five requests to the escrow agent. One call concerned the update of Alice’s given name. This update came from Alice herself. The other requests involved calls for different data types. Note that, the escrow agent granted access only to her given name and surname.
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