GLOBAL-IN-TIME DYNAMICS OF THE TWO–PHASE FLUID MODEL IN A BOUNDED DOMAIN
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Abstract. In this work, we study the global existence of strong solutions and large-time behavior of a two-phase fluid model in a bounded domain. The model consists of the isothermal Euler equations and the isentropic compressible Navier–Stokes equations, coupled via the drag force. It was derived in [13] from a kinetic-fluid model describing the dynamics of particles subject to local alignment force and Brownian noises immersed in a compressible viscous fluid. For this system, we extend the local existence theory for strong solutions developed in [13] to obtain the global existence of strong solutions to the system. Moreover, we use the Lyapunov functional associated with the system to get large-time behavior estimates for global classical solutions.
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1. Introduction

In this paper, we are interested in a system of fluid equations in a bounded domain $\Omega \subset \mathbb{R}^3$ with smooth boundary $\partial \Omega$ and properties of its solutions, i.e. the global existence of strong solutions and large-time behavior. The system consists of the isothermal Euler equations and the isentropic compressible Navier-Stokes equations and they are coupled through the drag force. More specifically, let $\rho = \rho(x,t)$ and $n = n(x,t)$ be the densities of fluids at $(x,t) \in \Omega \times \mathbb{R}_+$ and $u = u(x,t)$ and $v = v(x,t)$ be the bulk velocities corresponding to $\rho$ and $n$, respectively. Then, the dynamics of a four-tuple $(\rho,u,n,v)$ is governed by the following two-phase fluid model:

\begin{align}
\partial_t \rho + \nabla_x \cdot (\rho u) &= 0, \quad (x,t) \in \Omega \times \mathbb{R}_+, \\
\partial_t (\rho u) + \nabla_x \cdot (\rho u \otimes u) + \nabla_x \rho &= \rho (v - u), \\
\partial_t n + \nabla_x \cdot (n v) &= 0, \\
\partial_t (n v) + \nabla_x \cdot (n v \otimes v) + \nabla_x p(n) - \Delta_x v &= -\rho (v - u),
\end{align}

(1.1)
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subject to initial and boundary conditions:
\[
\begin{aligned}
\begin{cases}
\rho(x, 0), u(x, 0), n(x, 0), v(x, 0) = (\rho_0(x), u_0(x), n_0(x), v_0(x)), & \forall x \in \Omega, \\
u(x, t) \cdot r(x) \equiv 0, & \text{and } v(x, t) \equiv 0, & \forall (x, t) \in \partial \Omega \times \mathbb{R}_+,
\end{cases}
\end{aligned}
\]
where \( r = r(x) \) is the outward unit normal vector to \( x \in \partial \Omega \). Here the pressure law is given by \( p(n) = n^\gamma \) with \( \gamma > 1 \).

System (1.1) can be derived from a kinetic-fluid model describing dynamics of particles with local alignment force and noises contained in a compressible viscous fluid. Namely, let \( f = f(x, \xi, t) \) be the number density of particles at the position \( x \in \Omega \) with velocity \( \xi \in \mathbb{R}^3 \) at time \( t > 0 \), and \( n = n(x, t) \) and \( v = v(x, t) \) be the local density and velocity of the compressible viscous fluid, respectively. Then, we consider the kinetic-fluid model consisting of a Vlasov-Fokker-Planck equation and the isentropic compressible Navier-Stokes equations:

\[
\begin{aligned}
&\partial_t f + \xi \cdot \nabla_x f + \nabla_x \cdot ((v - \xi)f) = \nabla_x \cdot (\sigma \nabla_x f - \alpha (u - \xi)f), \quad (x, \xi, t) \in \Omega \times \mathbb{R}^3 \times \mathbb{R}_+, \\
&\partial_t n + \nabla_x \cdot (n v) = 0, \quad (x, t) \in \Omega \times \mathbb{R}_+, \\
&\partial_t (n v) + \nabla_x \cdot (n v \otimes v) + \nabla_x p - \mu \Delta_x v = -\int_{\mathbb{R}^3} (v - \xi)f \, d\xi,
\end{aligned}
\]
where \( u \) is the local velocity of particles given by
\[
u := \frac{\int_{\mathbb{R}^3} \xi f \, d\xi}{\int_{\mathbb{R}^3} f \, d\xi},
\]
and the pressure law \( p = p(n) \) is the same as in (1.1). For boundary conditions, we set the homogeneous Dirichlet boundary condition for the viscous fluid velocity \( v \) in (1.3):
\[
v(x, t) = 0 \quad \text{for} \quad (x, t) \in \partial \Omega \times \mathbb{R}_+.
\]
To describe boundary conditions for the particle density \( f \), we first set the outgoing/incoming boundaries written as
\[
\Sigma_{\pm} := \{(x, \xi) \in \Sigma : \pm \xi \cdot r(x) > 0\},
\]
respectively. We denote the traces of \( f \) by \( \gamma_{\pm} f(x, \xi, t) = f|_{\Sigma_{\pm}} \) and define
\[
L^p(\Sigma_{\pm}) := \left\{ g(x, \xi) : \left( \int_{\Sigma_{\pm}} |g(x, \xi)|^p |\xi \cdot r(x)| \, d\sigma(x) \, d\xi \right)^{1/p} < \infty \right\},
\]
where \( d\sigma(x) \) denotes the Euclidean metric on \( \partial \Omega \). Now, on the particle density \( f \), we impose the specular reflection boundary condition:
\[
(1.4) \quad \gamma_- f(x, \xi, t) = \gamma_+ f(x, R_{\pm}(\xi, t)) \quad \text{for} \quad (x, \xi, t) \in \Sigma_{\pm} \times \mathbb{R}_+,
\]
where \( R_{\pm}(\xi) := \xi - 2(\xi \cdot r(x)) r(x) \) is the reflection operator. Note that this operator preserves the magnitude, i.e., \( |R_{\pm}(\xi)| = |\xi| \).

Here, we present a brief sketch for derivation of our main system (1.1) from the kinetic-fluid model (1.3) (see [13] for details). First, we choose \( \alpha = \sigma = \varepsilon^{-1} \) and let \( (f^\varepsilon, n^\varepsilon, v^\varepsilon) \) be the corresponding solution to (1.3). Then we consider velocity moments of the kinetic equations
\[
\rho^\varepsilon(x, t) := \int_{\mathbb{R}^3} f^\varepsilon(x, \xi, t) \, d\xi, \quad \rho^\varepsilon u^\varepsilon(x, t) := \int_{\mathbb{R}^3} \xi f^\varepsilon(x, \xi, t) \, d\xi.
\]
Then the local densities \( (\rho^\varepsilon, n^\varepsilon) \) and velocities \( (u^\varepsilon, v^\varepsilon) \) would satisfy the following system:
\[
\begin{aligned}
\partial_t \rho^\varepsilon + \nabla_x \cdot (\rho^\varepsilon u^\varepsilon) &= 0, \\
\partial_t (\rho^\varepsilon u^\varepsilon) + \nabla_x \cdot (\rho^\varepsilon u^\varepsilon \otimes u^\varepsilon) + \nabla_x \cdot P^\varepsilon &= \rho^\varepsilon (v^\varepsilon - u^\varepsilon), \\
\partial_t n^\varepsilon + \nabla_x \cdot (n^\varepsilon v^\varepsilon) &= 0, \\
\partial_t (n^\varepsilon v^\varepsilon) + \nabla_x \cdot (n^\varepsilon v^\varepsilon \otimes v^\varepsilon) + \nabla_x p(n^\varepsilon) - \Delta_x v^\varepsilon &= -\rho^\varepsilon (v^\varepsilon - u^\varepsilon),
\end{aligned}
\]
where the pressure $P^\varepsilon$ is given by

$$P^\varepsilon(x, t) := \int_{\mathbb{R}^3 \times \mathbb{R}^3} (\xi - u^\varepsilon) \otimes (\xi - u^\varepsilon) f^\varepsilon \, d\xi.$$  

Then, we can show that $f^\varepsilon$ converges to the local Maxwellian as $\varepsilon \to 0$:

$$f^\varepsilon(x, \xi, t) \to \frac{\rho(x, t)}{(2\pi)^{3/2}} e^{-\frac{|x - \xi|^2}{2}},$$

which also implies the convergence of the pressure $P^\varepsilon$:

$$\int_{\mathbb{R}^3 \times \mathbb{R}^3} (\xi - u^\varepsilon) \otimes (\xi - u^\varepsilon) f^\varepsilon \, d\xi \to \rho I_{3 \times 3},$$

Finally, we can derive the boundary condition for the limiting system as follows: First, we multiply the specular reflection boundary condition (1.4) by $(\xi \cdot r(x))$. Then, one integrates the resulting relation over the incoming boundary:

$$\int_{\xi \cdot r(x) < 0} \gamma^- f^\varepsilon(x, \xi, t)(\xi \cdot r(x)) \, d\xi = \int_{\xi \cdot r(x) < 0} \gamma^+ f^\varepsilon(x, R_x(\xi), t)(\xi \cdot r(x)) \, d\xi.$$  

Next, we apply the change of variables $\xi_+ = R_x(\xi)$ to (1.5) and combine the resulting relation with (1.5) to yield

$$\int_{\mathbb{R}^3} \gamma f^\varepsilon(x, \xi, t)(\xi \cdot r(x)) \, d\xi = 0, \quad \text{i.e.,} \quad (\rho^\varepsilon u^\varepsilon)(x, t) \cdot r(x) = 0.$$  

Thus, taking the limit $\varepsilon \to 0$ leads to the kinematic boundary condition for the Euler equations in (1.1):

$$u \cdot r \equiv 0 \quad \text{on} \quad \partial \Omega \times \mathbb{R}^+. $$

Such kinetic-fluid models have been addressed in diverse perspectives due to possible applications in engineering, aerosols, medical sprays, etc [4, 9, 13, 34, 37]. For example, the existence of weak solutions to Vlasov/incompressible Navier–Stokes systems is studied for the spatial periodic domain [5] and the specular boundary condition [39]. Later, the large-time behavior estimates together with the global existence of solutions are considered in [26, 27]. For other types of kinetic equations with incompressible Navier–Stokes equations, Vlasov–Fokker–Planck/Navier–Stokes [28, 29, 30], Vlasov–Poisson/Navier–Stokes [2, 3, 14], BGK/Navier–Stokes [16, 17], and Vlasov–Boltzmann/Navier–Stokes systems [38] are considered. For the coupling with compressible fluids, Vlasov/Euler [5] and Vlasov–Fokker–Planck/Navier-Stokes equations [39, 92] are studied.

While kinetic-fluid models have been extensively studied so far, there have been few works on coupled fluid models. For instance, the isothermal Euler/incompressible and compressible Navier–Stokes equations [11, 12], the pressureless Euler/compressible Navier–Stokes equations [13], and Euler–Poisson/incompressible Navier–Stokes equations [14] are studied, under smallness assumptions on the smooth initial data. However, the previous results are mostly when the spatial domain is periodic or the whole space. When the spatial domain is bounded, there are numerous results for the existence of solutions to a sole compressible Euler or Navier–Stokes equations [1, 19, 21, 22, 23, 24, 31, 35, 36, 40]. To the best of the author’s knowledge, however, the global existence results of coupled fluid models in a bounded domain, especially the model consisting of the compressible Euler and Navier–Stokes equations have not been investigated before.

The results of this paper are two-fold. First, we extend the local existence theory in [13] to the global existence of system (1.1). The difficulty of the problem mainly comes from the kinematic boundary condition $u \cdot r \equiv 0$ imposed on the Euler equations. Due to the kinematic boundary condition, the usual energy estimates in $H^s(\Omega)$ do not work. In previous literature on compressible Euler equations in a bounded domain [35, 38, 40], one needs $L^2$-estimates for time derivatives of $\rho$, $u$ and the curl of $u$ to cope with this problem. Thus, we also choose this approach to estimate the Euler equations in system (1.1). Moreover, this time derivative estimates requires different analyses on the drag force in the Navier–Stokes equations. In the previous literature on the global existence of Euler/Navier–Stokes systems [12, 14, 15], the authors first control the evolution of the viscous fluid velocity $v$ using the viscosity term in the Navier–Stokes equations. In turn, they used this to control $v$ in the drag force of the Euler parts. However, In our system (1.1), however, since
we also need $L^2$-estimates for the time derivatives of $v$, the previous strategy needs some modification in its detail. Specifically, we carefully estimate $u$ in the drag force of the Navier–Stokes parts (see Lemma 3.5) to get the desired dissipation estimates.

Second, we investigate the large-time behavior of global classical solutions to system (1.1). Once the $L^\infty$-norm of $(\rho, u, n, v)$ are bounded uniformly in time, we can show that a Lyapunov functional consisting of the kinetic energy and fluctuations of densities around averages decays to 0 as time goes to infinity (see Theorem 2.2). For this, we consider an energy functional equivalent to the Lyapunov functional. Since the direct estimates for the energy functional do not give dissipation estimates with respect to densities $\rho$ and $n$, we use a Bogovskii-type inequality in a bounded domain to get the dissipation estimates for the perturbed energy functional, leading to the desired estimate for the Lyapunov functional. Furthermore, from the dissipation estimates for the Lyapunov functional, we can obtain the convergence of strong solutions to (1.1) constructed in Theorem 2.1 toward the equilibrium in their solution space (see Corollary 3.1).

The rest of this paper is organized as follows. In Section 2, we present some definitions and notions used throughout this paper and summarize our main results for system (1.1). In Section 3, we show the global existence of strong solutions to (1.1). In Section 4, we provide the proof for the large-time behavior of global classical solutions to (1.1) and combine this result with the arguments in Section 3 to prove the large-time behavior of strong solutions in their solution space. Finally, Appendix A is devoted to the proof of Lemma 2.4.

1.1. Notation. We summarize the notation used throughout this paper. For functions $f$, $\|f\|_{L^p}$ denote the usual $L^p(\Omega)$-norm. We also denote by $C$ a generic positive constant which may differ from line to line, and $C = C(\alpha, \beta, \ldots)$ represents the positive constant depending on $\alpha, \beta, \ldots$. For notational simplicity, we drop $x$-dependence of differential operators, i.e., $\nabla f := \nabla_x f$ and $\Delta f = \Delta_x f$. For any nonnegative integer $k$ and $p \in [1, \infty]$, $W^{k,p} := W^{k,p}(\Omega)$ stands for the $k$-th order $L^p$ Sobolev space. In particular, if $p = 2$, we denote by $H^k := H^k(\Omega) = W^{k,2}(\Omega)$ for any $k \in \mathbb{N}$. Moreover, we let $C^k(I; B)$ be the set of $k$-times continuously differentiable functions from an interval $I$ to a Banach space $B$ and we introduce the following Banach spaces:

$$X^s = X^s(T, \Omega) := \bigcap_{k=0}^{s} C^k([0, T]; H^{s-k}(\Omega)), \quad \|h(t)\|_{X^s}^2 := \sum_{k=0}^{s} \left\| \frac{\partial^k f}{\partial t^k}(t) \right\|_{H^{s-k}}^2.$$

For functions $g = g(t)$ and $h = h(t)$ only depending on $t$, we write $g \approx h$ on $[0, T]$ if there exists a constant $C > 0$ independent of $T$ such that

$$\frac{1}{C} h(t) \leq g(t) \leq C h(t), \quad \forall t \in [0, T].$$

Finally, we denote $\nabla^\alpha$ (resp. $\nabla^\alpha_{\partial x}$) by a partial derivative with respect to $x$ (and $t$, resp.) with multi-index $\alpha \in (\mathbb{N} \cup \{0\})^3$ ($\alpha \in (\mathbb{N} \cup \{0\})^{3+1}$, resp.).

2. Main results

In this section, we introduce the definition of strong solutions to a system equivalent to (1.1) and state the result for the global-in-time existence of strong solutions and large-time behavior estimates. First of all, we reformulate the system (1.1) with new functions:

$$g := \log \left( \frac{\rho}{\rho_c} \right) \quad \text{with} \quad \rho_c = \int_{\Omega} \rho \, dx > 0 \quad \text{and} \quad h := n - \int_{\Omega} n \, dx =: n - n_c.$$

Due to the conservation of mass, we have $\rho_c(t) = \rho_c(0)$ and $n_c(t) = n_c(0)$. Then formally, we can rewrite the system (1.1) as follows:

$$\begin{align}
\partial_t g + u \cdot \nabla g + \nabla \cdot u &= 0, \quad (x, t) \in \Omega \times \mathbb{R}_+,
\partial_t u + u \cdot \nabla u + \nabla g &= (v - u),
\partial_t h + \nabla \cdot (hv) + n_c \nabla \cdot v &= 0,
\partial_t v + v \cdot \nabla v + \frac{\nabla p(n_c + h)}{n_c + h} &= -\frac{1}{n_c + h} \Delta v = -\frac{\rho_c e^g}{(n_c + h)} (v - u),
\end{align}$$

(2.1)
subject to initial data and boundary conditions:

\[(g(x,0), u(x,0), h(x,0), v(x,0)) = (g_0(x), u_0(x), h_0(x), v_0(x)), \quad x \in \Omega,\]

\[u(x,t) \cdot r(x) = 0, \quad v(x,t) = 0, \quad (x,t) \in \partial \Omega \times \mathbb{R}_+.\]

Without loss of generality, we set \(\rho_c = n_c = 1\). Now, we present the definition of strong solutions to the system (2.1)–(2.2) using the following solution space:

\[\mathcal{H}_1^s(\Omega) := \{ (g, u, h, v) : (g, u, h, v) \in X^s(\Omega) \times \mathbb{R}^3 \times X^s(\partial \Omega) \} .\]

**Definition 2.1.** Let \(T \in (0, \infty)\) and \(s \geq 4\). We say a four-tuple \((g, u, h, v)\) is a strong solution to (2.1)–(2.2) on the time interval \([0, T]\) if it satisfies the following conditions:

(i) \((g, u, h, v) \in \mathcal{H}_1^s(\Omega)\).

(ii) \((g, u, h, v)\) satisfies (2.1)–(2.2) in the distributional sense.

**Theorem 2.1.** Let \(T \in (0, \infty)\) and \(s \geq 4\). Suppose that the initial data \((g_0, u_0, h_0, v_0)\) satisfy the following regularity and smallness assumptions:

(i) \((g_0, u_0, h_0, v_0) \in H^s(\Omega) \times H^s(\Omega) \times H^s(\Omega) \times H^s(\Omega)\).

(ii) The initial data satisfies the smallness condition:

\[\|g_0\|_{H^s} + \|u_0\|_{H^s} + \|h_0\|_{H^s} + \|v_0\|_{H^s} < \varepsilon ,\]

where \(\varepsilon > 0\) is a sufficiently small constant.

(iii) The initial data satisfies the compatibility conditions up to order \(s\):

\[\partial_t^k u(x,t) \cdot r(x)|_{t=0} = 0, \quad \partial_t^k v(x,t)|_{t=0} = 0, \quad x \in \partial \Omega, \quad k = 0,1, \ldots, s-1.\]

Then, the initial-boundary value problem (2.1)–(2.2) has a unique solution \((g,u,h,v) \in \mathcal{H}_s^+ (\Omega)\) in the sense of Definition 2.1.

**Remark 2.1.** (1) Here, the compatibility conditions \(\partial_t^k u(x,t) \cdot r(x)|_{t=0} = 0\) and \(\partial_t^k v(x,t)|_{t=0} = 0\) are actually given recursively as follows:

\[
\begin{align*}
\partial_t^{k} u(x,t) \cdot r(x)|_{t=0} := & -\partial_t^{k-1} (u \cdot \nabla u + \nabla g + u - v)(x,t) \cdot r(x)|_{t=0} = 0, \\
\partial_t^{k} v(x,t) \cdot r(x)|_{t=0} := & -\partial_t^{k-1} \left( v \cdot \nabla v + \frac{\nabla p(1+h)}{1+h} - \frac{\Delta v}{1+h} + \frac{\epsilon^g}{1+h} (v-u) \right)(x,t) \cdot r(x)|_{t=0} = 0.
\end{align*}
\]

(2) Since \(s \geq 4\), the solution \((g,u,h,v)\) obtained in Theorem 2.1 becomes a classical solution, i.e. \((g,u,h,v) \in C^2(\mathbb{R}_+ \times \Omega)\) and moreover, the smallness condition implies

\[\inf_{x \in \Omega} \epsilon^g(x) > 0, \quad 1 + \inf_{x \in \Omega} h(x) > 0.\]

Thus, the four-tuple \((\rho,u,v,\eta)\) obtained in Theorem 2.1 satisfies the system (1.1)–(1.2). Furthermore, we can deduce that \((\rho,u,v,\eta) \in \mathcal{H}_s^\infty (\Omega)\).

Next, we present the large-time behavior estimates for system (1.1). To describe the result, we introduce a Lyapunov functional that measures the kinetic energy and fluctuations of densities around averages as follows:

\[\mathcal{L}(t) := \frac{1}{2} \int_{\Omega} \rho |u|^2 \, dx + \frac{1}{2} \int_{\Omega} n |v|^2 \, dx + \int_{\Omega} (\rho - \rho_c)^2 \, dx + \int_{\Omega} (n-n_c)^2 \, dx.\]

**Theorem 2.2.** Let \((\rho,u,v)\) be a global classical solution to system (1.1) satisfying the following conditions:

(1) \(\rho \in [0, \bar{\rho}]\) and \(n \in [0, \bar{n}]\) for some constants \(\bar{\rho}, \bar{n} \in (0, \infty)\).

(2) \((u,v) \in \mathcal{L}_\infty(\mathbb{R}_+ \times \Omega)^3 \times \mathcal{L}_\infty(\mathbb{R}_+ \times \Omega)^3\).

Then, we get

\[\mathcal{L}(t) \leq Ce^{-\eta_0 t}, \quad t \geq 0,\]

where \(C\) and \(\eta_0\) are positive constants independent of \(t\).

As a corollary of Theorem 2.1 and 2.2, we actually find out that the (unique) global strong solution we established in Theorem 2.1 converges to the equilibrium \((\rho_\infty, u_\infty, n_\infty, v_\infty) = (\rho_c, 0, n_c, 0)\) in their solution space \(X^\infty\) as time goes to infinity.
Corollary 2.1. Under the assumptions in Theorem [2.1] we can obtain
\[
\left( \|g(t)\|_{X^2} + \|u(t)\|_{X^2} + \|h(t)\|_{X^2} + \|v(t)\|_{X^2} \right) \leq Ce^{-\nu t}, \quad t \geq 0,
\]
where \( C \) and \( \eta \) are independent of \( t \).

3. Global-in-time existence of the two-phase fluid system

In this section, we prove the global-in-time existence of the system (1.1). Since the local well-posedness theory for the system (1.1) is established in [13], we extend it to the global-in-time existence theory. First, the local well-posedness theory is as follows:

Theorem 3.1. [13] For \( T > 0 \), there exists a small constant \( \varepsilon_0 > 0 \) such that if
\[
\|g_0\|_{H^s} + \|u_0\|_{H^s} + \|h_0\|_{H^s} + \|v_0\|_{H^s} < \varepsilon_0,
\]
then a unique strong solution \((g, u, h, v) \in H^s_0(\Omega)\) of system (2.1) in the sense of Definition 2.1 corresponding to initial data \((g_0, u_0, h_0, v_0)\) exists up to time \( t \leq T \) and
\[
\sup_{0 \leq t \leq T} \left( \|g(t)\|_{X^2} + \|u(t)\|_{X^2} + \|h(t)\|_{X^2} + \|h(t)\|_{X^2} \right) < \varepsilon_0^{1/2}.
\]

3.1. A priori estimates for strong solutions. Here, we provide a priori estimates for strong solutions to system (2.1). For this, we would use the following auxiliary functionals: for \( p \in \mathbb{N} \),
\[
\mathcal{H}(p; t) := \sup_{0 \leq \tau \leq t} \left( \|g(\tau)\|_{X^2}^2 + \|u(\tau)\|_{X^2}^2 + \|h(\tau)\|_{X^2}^2 + \|v(\tau)\|_{X^2}^2 \right), \quad \mathcal{H}_0(p) := \mathcal{H}(p; 0),
\]
\[
\mathcal{T}(p; t) := \left( \sum_{i=0}^{p} \|\partial_i^\nu g(t)\|_{L^2}^2 + \|\partial_i^\nu u(t)\|_{L^2}^2 \right) + \sum_{i=0}^{p-1} \|\partial_i^\nu \omega(t)\|_{H^{1-p-1}}^2,
\]
\[
W(p; t) := \left( \|g(t)\|_{X^2}^2 + \|u(t)\|_{X^2}^2 \right),
\]
\[
S(p; t) := \left( \|h(t)\|_{X^2}^2 + \|v(t)\|_{X^2}^2 \right),
\]
where \( \omega := \nabla \times u \). Then, we have the following relation:

Lemma 3.1. For \( T > 0 \), we can find a small positive constant \( \varepsilon_p \ll 1 \) such that if \( \mathcal{H}(s; T) \leq \varepsilon_p^2 \ll 1 \). Then for each \( 1 \leq p \leq s \) and \( 0 < t \leq T \),
\[
W(p; t) \leq C \left( \mathcal{T}(p; t) + \|v(t)\|_{X^2}^2 \right),
\]
where \( C = C(p, s, \Omega) \) is independent of \( T \).

Proof. Since the proof is similar to that of [13] Proposition 5.1 and [40] Lemma 2.3, we present a brief sketch for the proof. First, assume that
\[
\mathcal{H}(s; T) \leq \varepsilon_1^2 < 1.
\]
the equation for \( u \) in (2.1) gives
\[
\|\nabla g\|_{L^2}^2 = \|\partial_t u + u \cdot \nabla u + u - v\|_{L^2}^2
\]
\[
\leq C \left( \|\partial_t u\|_{L^2}^2 + \|u\|_{L^\infty}^2 W(1; t) + \|u\|_{L^2}^2 + \|v\|_{L^2}^2 \right)
\]
\[
\leq C \left( \|\partial_t u\|_{L^2}^2 + \varepsilon_1^2 W(1; t) + \mathcal{T}(1; t) + \|v\|_{L^2}^2 \right)
\]
where we used Sobolev embedding \( H^2(\Omega) \hookrightarrow C^0(\bar{\Omega}) \) and \( C = C(s, \Omega) > 0 \) is independent of \( T \). Moreover, the equation for \( g \) in (2.1) implies
\[
\|\nabla \cdot u\|_{L^2}^2 \leq C \left( \|\partial_t g\|_{L^2}^2 + \|u \cdot \nabla g\|_{L^2}^2 \right) \leq C \left( \|\partial_t g\|_{L^2}^2 + \varepsilon_1^2 W(1; t) \right),
\]
where \( C = C(s, \Omega) > 0 \) is a positive constant. Now, we recall the following from [40] Lemma 2.2] (see also [10] Lemma 5): For \( u \in H^s(\Omega) \) with \( u \cdot r \equiv 0 \) on \( \partial \Omega \), \( u \) satisfies
\[
\|u\|_{H^s} \leq C (\|\nabla \times u\|_{H^{s-1}}^2 + \|u\|_{H^{s-1}} + \|\nabla \cdot u\|_{H^{s-1}}).
\]
Hence, one gets
\[
\|u\|_{H^1}^2 \leq C(\|\omega\|_{L^2}^2 + \|u\|_{L^2}^2 + \|\nabla \cdot u\|_{L^2}^2)
\]
(3.2)
where \(C = C(s, \Omega) > 0\) is independent of \(T\). Thus, we combine (3.1) and (3.2) to yield
\[
W(1; t) = (\|\partial_t g\|_{L^2}^2 + \|g\|_{H^1}^2 + \|\partial_t u\|_{L^2}^2 + \|u\|_{H^1}^2)
\]
\[
\leq \hat{C} \left(T(1; t) + C(1; t)\right) \leq 1.
\]
Now, we present \(T\)-independent estimates for \((g, u, h, v)\). First, we consider zeroth-order estimates.

**Proposition 3.1.** Assume that \(\mathcal{H}(s; T) \leq \varepsilon^2 < 1\) for a sufficiently small \(\varepsilon > 0\) satisfying
\[
\sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty} < \frac{1}{2}, \quad \sup_{0 \leq t \leq T} \|g(t)\|_{L^\infty} < \log 2.
\]
Then, we have
\[
\mathcal{H}(0; T) \leq C\mathcal{H}_0(0),
\]
where \(C = C(\gamma)\) is independent of \(T\).

**Proof.** From the original system (1.1), straightforward computation gives
\[
\frac{d}{dt} \left(\frac{1}{2} \int_{\Omega} \rho |u|^2 \, dx + \int_{\Omega} \rho \log \rho \, dx\right) = - \int_{\Omega} \rho (u - v) \cdot u \, dx,
\]
\[
\frac{d}{dt} \left(\frac{1}{2} \int_{\Omega} n|v|^2 \, dx + \frac{1}{\gamma - 1} \int_{\Omega} n^\gamma \, dx\right) = - \int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} \rho (u - v) \cdot v \, dx.
\]
Thus, we can get
\[
\frac{d}{dt} \left(\frac{1}{2} \int_{\Omega} \rho |u|^2 \, dx + \frac{1}{2} \int_{\Omega} n|v|^2 \, dx + \int_{\Omega} \rho \log \rho \, dx + \frac{1}{\gamma - 1} \int_{\Omega} n^\gamma \, dx\right)
\]
\[
+ \int_{\Omega} |\nabla u|^2 \, dx + \int_{\Omega} \rho |u - v|^2 \, dx = 0.
\]
Since we have
\[
\int_{\Omega} \rho \log \rho \, dx = \int_{\Omega} (\rho \log \rho + 1 - \rho) \, dx = \int_{\Omega} ((g - 1)e^\gamma + 1) \, dx,
\]
we can use the second-order Taylor polynomial for the function \(f(x) = (x - 1)e^x\) at \(x = 0\) to attain
\[
(1 - \|g\|_{L^\infty}) e^{-\|g\|_{L^\infty}} \|g\|_{L^2}^2 \leq \int_{\Omega} \rho \log \rho \, dx \leq (1 + \|g\|_{L^\infty}) e^{\|g\|_{L^\infty}} \|g\|_{L^2}^2.
\]
Moreover, since \(|h|^2 = (1 - \frac{\rho_0}{\rho})^2 n^{2-\gamma} \cdot n^\gamma\), this gives
\[
\frac{1}{4} \min \left\{\left(\frac{1}{2}\right)^{2-\gamma}, \left(\frac{3}{2}\right)^{2-\gamma}\right\} \int_{\Omega} n^\gamma \, dx \leq \int_{\Omega} |h|^2 \, dx \leq 4 \max \left\{\left(\frac{1}{2}\right)^{2-\gamma}, \left(\frac{3}{2}\right)^{2-\gamma}\right\} \int_{\Omega} n^\gamma \, dx.
\]
Hence, we can obtain
\[
\left(\|g(t)\|_{L^2}^2 + \|u(t)\|_{L^2}^2 + \|h(t)\|_{L^2}^2 + \|v(t)\|_{L^2}^2\right)
\]
\[
\leq C \left(\frac{1}{2} \int_{\Omega} \rho |u|^2 \, dx + \frac{1}{2} \int_{\Omega} n|v|^2 \, dx + \int_{\Omega} \rho \log \rho \, dx + \frac{1}{\gamma - 1} \int_{\Omega} n^\gamma \, dx\right)
\]
\[
\leq C \left(\frac{1}{2} \int_{\Omega} \rho_0 |u_0|^2 \, dx + \frac{1}{2} \int_{\Omega} n_0 |v_0|^2 \, dx + \int_{\Omega} \rho_0 \log \rho_0 \, dx + \frac{1}{\gamma - 1} \int_{\Omega} n_0^\gamma \, dx\right)
\]
\[
\leq C \left(\|g_0\|_{L^2}^2 + \|u_0\|_{L^2}^2 + \|h_0\|_{L^2}^2 + \|v_0\|_{L^2}^2\right),
\]
where \(C = C(\gamma)\) is independent of \(T\). This implies the result. \(\square\)
Next, we estimate time derivatives of \( g \) and \( u \) as follows.

**Lemma 3.2.** For \( T > 0 \), suppose that \( \mathcal{H}(s; T) \leq \varepsilon^2 \ll 1 \) for a sufficiently small \( \varepsilon > 0 \). Then for each \( 1 \leq \ell \leq s \) and \( 0 < t \leq T \),
\[
\frac{d}{dt} \left( \| \partial_t^\ell g \|_{L^2}^2 + \| \partial_t^\ell u \|_{L^2}^2 \right) + \frac{3}{2} \| \partial_t^\ell u \|_{L^2}^2 \leq C \varepsilon W(\ell; t) + 2 \| \partial_t^\ell v \|_{L^2}^2,
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \).

**Proof.** For \( 1 \leq \ell \leq s \), we use Sobolev inequality to have
\[
\frac{1}{2} \frac{d}{dt} \| \partial_t^\ell g \|_{L^2}^2 = \frac{1}{2} \int_\Omega (\nabla \cdot u) |\partial_t^\ell g|^2 \, dx - \sum_{r=0}^{\ell-1} \binom{\ell}{r} \int_\Omega (\nabla (\partial_t^r g) \cdot \partial_t^{\ell-r} u) \partial_t^\ell g \, dx
\]
\[
- \int_\Omega \nabla \cdot (\partial_t^\ell u) \partial_t^\ell g \, dx
\]
\[
\leq C \varepsilon W(\ell; t) - \int_\Omega \nabla \cdot (\partial_t^\ell u) \partial_t^\ell g \, dx,
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \).

For \( \partial_t^\ell u \), one uses Sobolev inequality and Young’s inequality to get
\[
\frac{1}{2} \frac{d}{dt} \| \partial_t^\ell u \|_{L^2}^2 = \frac{1}{2} \int_\Omega (\nabla \cdot u) |\partial_t^\ell u|^2 \, dx - \sum_{r=0}^{\ell-1} \binom{\ell}{r} \int_\Omega (\partial_t^r g \cdot \nabla (\partial_t^{\ell-r} u)) \cdot \partial_t^\ell u \, dx
\]
\[
- \int_\Omega \nabla (\partial_t^\ell g) \cdot \partial_t^\ell u \, dx - \int_\Omega (\partial_t^\ell u - \partial_t^\ell v) \cdot \partial_t^\ell u \, dx
\]
\[
\leq C \varepsilon W(\ell; t) - \int_\Omega \nabla (\partial_t^\ell g) \cdot \partial_t^\ell u \, dx - \frac{3}{4} \| \partial_t^\ell u \|_{L^2}^2 + \| \partial_t^\ell v \|_{L^2}^2,
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \). Thus, we combine the previous estimates to get the desired result. \( \square \)

Then, we aim to obtain the dissipation with respect to \( g \).

**Lemma 3.3.** For \( T > 0 \), suppose that \( \mathcal{H}(s; T) \leq \varepsilon^2 \ll 1 \) for a sufficiently small \( \varepsilon > 0 \). Then for each \( 1 \leq \ell \leq s \) and \( 0 < t \leq T \),
\[
- \frac{d}{dt} \int_\Omega (\partial_t^{\ell-1} g)(\partial_t^\ell g) \, dx + \| \partial_t^\ell g \|_{L^2}^2 \leq C \varepsilon W(\ell; t) + 2 \| \partial_t^\ell u \|_{L^2}^2 + \frac{3}{4} \| \partial_t^{\ell-1} u \|_{L^2}^2 + \frac{3}{4} \| \partial_t^{\ell-1} v \|_{L^2}^2,
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \).

**Proof.** Direct computation gives
\[
- \frac{d}{dt} \int_\Omega (\partial_t^{\ell-1} g)(\partial_t^\ell g) \, dx = - \| \partial_t^\ell g \|_{L^2}^2 - \int_\Omega (\partial_t^{\ell-1} g)(\partial_t^{\ell+1} g) \, dx
\]
\[
= - \| \partial_t^\ell g \|_{L^2}^2 + \int_\Omega (\partial_t^{\ell-1} g) \partial_t^\ell (\nabla g \cdot u + \nabla \cdot u) \, dx
\]
\[
= - \| \partial_t^\ell g \|_{L^2}^2 + \sum_{r=0}^{\ell-1} \binom{\ell}{r} \int_\Omega (\partial_t^{\ell-r-1} g) \nabla (\partial_t^r g) \cdot \partial_t^{\ell-r} u \, dx
\]
\[
+ \int_\Omega (\partial_t^{\ell-1} g) \partial_t^\ell (\nabla \cdot u) \, dx + \int_\Omega (\partial_t^{\ell-1} g) \nabla (\partial_t^\ell g) \cdot u \, dx
\]
\[
= - \| \partial_t^\ell g \|_{L^2}^2 + \sum_{r=0}^{\ell-1} \binom{\ell}{r} \int_\Omega \partial_t^{\ell-r-1} g \nabla (\partial_t^r g) \cdot \partial_t^{\ell-r} u \, dx
\]
Thus, straightforward computation yields

\[- \int_{\Omega} \nabla (\partial_t^{\ell-1} g) \cdot \partial_t u \, dx - \int_{\Omega} \partial_t^{\ell} g \nabla \cdot (\partial_t^{\ell-1} g u) \, dx \leq -\|\partial_t^{\ell} g\|_{L^2}^2 + C\varepsilon W(\ell; t) + \|\partial_t^{\ell} u\|_{L^2} \|\nabla (\partial_t^{\ell-1} g)\|_{L^2},\]

and from (2.1), one gets

\[
\|\nabla (\partial_t^{\ell-1} g)\|_{L^2} = \|\partial_t^{\ell} u + \partial_t^{\ell-1} (u \cdot \nabla u) + \partial_t^{\ell-1} (u - v)\|_{L^2}
\leq \|\partial_t^{\ell} u\|_{L^2} + \|\partial_t^{\ell-1} u\|_{L^2} + \|\partial_t^{\ell-1} v\|_{L^2} + C\varepsilon \sqrt{W(\ell; t)},
\]

where \(C = C(\ell, s, \Omega)\) is independent of \(T\). Thus, we use Young’s inequality to obtain

\[
- \frac{d}{dt} \int_{\Omega} (\partial_t^{\ell-1} g)(\partial_t^{\ell} g) \, dx \leq -\|\partial_t^{\ell} g\|_{L^2}^2 + C\varepsilon W(\ell; t)
+ \|\partial_t^{\ell} u\|_{L^2} \left( \|\partial_t^{\ell} u\|_{L^2} + \|\partial_t^{\ell-1} u\|_{L^2} + \|\partial_t^{\ell-1} v\|_{L^2} + C\varepsilon \sqrt{W(\ell; t)} \right)
\leq -\|\partial_t^{\ell} g\|_{L^2}^2 + C\varepsilon W(\ell; t) + 2\|\partial_t^{\ell} u\|_{L^2}^2 + \frac{3}{4}\|\partial_t^{\ell-1} u\|_{L^2}^2 + \frac{3}{4}\|\partial_t^{\ell-1} v\|_{L^2}^2,
\]

which implies the desired estimate.

□

The next step is to estimate the curl of \(u\).

**Lemma 3.4.** For \(T > 0\), suppose that \(H(s; T) \leq \varepsilon^2 \ll 1\) for a sufficiently small \(\varepsilon > 0\). Then for each multi-index \(\alpha\) with \(|\alpha| = \ell - 1\) and \(1 \leq \ell \leq s\) and \(0 < t \leq T\),

\[
\frac{d}{dt} \|\nabla_{t,x}^\alpha \omega\|_{L^2}^2 + \frac{3}{2}\|\nabla_{t,x}^\alpha \omega\|_{L^2}^2 \leq C\varepsilon W(\ell; t) + 2\|\nabla_{t,x}^\alpha v\|_{L^2}^2,
\]

where \(\nu := \nabla \times v\) and \(C = C(\ell, s, \Omega)\) is independent of \(T\).

**Proof.** We apply \(\nabla \times\) to (2.1) to get
\[
\partial_t \omega + u \cdot \nabla \omega + \omega \cdot \nabla u = \nu - \omega,
\]

Thus, straightforward computation yields

\[
\frac{1}{2}\|\nabla_{t,x}^\alpha \omega\|_{L^2}^2 = -\int_{\Omega} u \cdot \nabla (\nabla_{t,x}^\alpha \omega) \cdot \nabla_{t,x}^\alpha \omega \, dx - \int_{\Omega} \left[ \nabla_{t,x}^\alpha (u \cdot \nabla \omega) - u \cdot \nabla (\nabla_{t,x}^\alpha \omega) \right] \cdot \nabla_{t,x}^\alpha \omega \, dx
- \int_{\Omega} \nabla_{t,x}^\alpha (\omega \cdot \nabla u) \cdot \nabla_{t,x}^\alpha \omega \, dx - \int_{\Omega} \nabla_{t,x}^\alpha (\omega - \nu) \cdot \nabla_{t,x}^\alpha \omega \, dx
\leq C\varepsilon W(\ell; t) - \frac{3}{4}\|\nabla_{t,x}^\alpha \omega\|_{L^2}^2 + \|\nabla_{t,x}^\alpha \nu\|_{L^2}^2,
\]

which concludes the proof. □

Now, we provide the estimates for the Navier-Stokes part (2.1) and (2.1).

**Lemma 3.5.** For \(T > 0\), suppose that \(H(s; T) \leq \varepsilon^2 \ll 1\) for a sufficiently small \(\varepsilon > 0\) satisfying

\[
\sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty} \leq \frac{1}{2}, \quad \sup_{0 \leq t \leq T} \|g(t)\|_{L^\infty} \leq \log 2.
\]

Then for each \(1 \leq \ell \leq s\) and \(0 < t \leq T\),

\[
\frac{d}{dt} \left( \|v\|_{X^\ell}^2 + \|\nabla v\|_{X^\ell}^2 \right) + \frac{1}{2} \left( \|v\|_{X^\ell}^2 + \|\nabla v\|_{X^\ell}^2 \right) \leq C\varepsilon S(\ell; t) + C\varepsilon W(\ell; t) + CW(\ell - 1; t),
\]

where \(C = C(\ell, s, \gamma, \Omega)\) is independent of \(T\).

**Proof.** Since the proof is lengthy and technical, we postpone it to Appendix A. □

Next, we investigate the dissipation estimates for \(\nabla_{t,x}^\alpha h\).
Lemma 3.6. For $T > 0$, suppose that $H(s; T) \leq \varepsilon^2 \ll 1$ for a sufficiently small $\varepsilon > 0$ satisfying
\[
\gamma \min \left\{ (1 + h)^{\gamma - 2}, (1 - h)^{\gamma - 2} \right\} \geq \frac{1}{2}, \quad \sup_{0 \leq t \leq T} \|g(t)\|_{L^\infty} \leq \log 2,
\]
where $h = \sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty}$. Then for each $1 \leq \ell \leq s$ and $0 < t \leq T$,
\[
\frac{d}{dt} \left( \sum_{|\alpha|+m=\ell} \int_\Omega \nabla(\nabla^\alpha h) \cdot \nabla^\alpha v \, dx - \sum_{|\alpha|+m=\ell} \int_\Omega \partial_t^{m-1}(\nabla^\alpha h)\partial_t^m(\nabla^\alpha h) \, dx \right) + \frac{1}{4}\|h\|_{X_1}^2 \leq \frac{C}{\Delta}
\]
\[
\leq C\varepsilon S(\ell; t) + C\varepsilon W(\ell; t) + C \left( \|h\|_{X_{\ell-1}}^2 + \|u\|_{X_{\ell-1}}^2 + \|v\|_{X_{\ell}}^2 + \|\nabla v\|_{X_{\ell}}^2 \right),
\]
where $C = C(\ell, s, \gamma, \Omega)$ is independent of $T$.

Proof. First, for $\alpha$ and $m$ satisfying $|\alpha| + m = \ell$, $m \geq 1$ and $1 \leq \ell \leq s$, we get
\[
-\frac{d}{dt} \int_\Omega \partial_t^{m-1}(\nabla^\alpha h)\partial_t^m(\nabla^\alpha h) \, dx
= -\|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2 - \int_\Omega \partial_t^{m-1}(\nabla^\alpha h)\partial_t^{m+1}(\nabla^\alpha h) \, dx
\]
\[
= -\|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2 + \int_\Omega \partial_t^{m-1}(\nabla^\alpha h)\partial_t^m(\nabla^\alpha ((1 + h)v)) \, dx
\]
\[
= -\|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2 - \int_\Omega \nabla(\partial_t^{m-1}(\nabla^\alpha h)) \cdot \partial_t^m(\nabla^\alpha ((1 + h)v)) \, dx
\]
\[
\leq -\|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2 + C\varepsilon S(\ell; t) + \int_\Omega \partial_t^{m-1}(\nabla^\alpha h) \nabla \cdot \partial_t^m(\nabla^\alpha v) \, dx
\]
\[
\leq -\|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2 + C\varepsilon S(\ell; t) + \|\partial_t^{m-1}(\nabla^\alpha h)\|_{L^2} \|\nabla(\partial_t^m(\nabla^\alpha v))\|_{L^2},
\]
where $C = C(\ell, s, \Omega)$ is independent of $T$. Then we sum relation (3.3) over $m$ and $k$ to get
\[
-\frac{d}{dt} \sum_{|\alpha|+m=\ell} \int_\Omega \partial_t^{m-1}(\nabla^\alpha h)\partial_t^m(\nabla^\alpha h) \, dx + \sum_{|\alpha|+m=\ell} \|\partial_t^m(\nabla^\alpha h)\|_{L^2}^2
\]
\[
\leq C\varepsilon S(\ell; t) + \|h\|_{X_{\ell-1}}^2 + \|\nabla v\|_{X_{\ell}}^2,
\]
where $C = C(\ell, s, \Omega)$ is independent of $T$. Moreover, for $0 \leq |\alpha| \leq \ell - 1$, we have
\[
\frac{d}{dt} \int_\Omega \nabla(\nabla^\alpha h) \cdot \nabla^\alpha v \, dx = -\int_\Omega \nabla^\alpha(\partial_t h) \nabla \cdot (\nabla^\alpha v) \, dx
\]
\[
+ \int_\Omega \nabla(\nabla^\alpha h) \cdot \nabla^\alpha(\partial_t v) \, dx
\]
\[
=: I_1 + I_2.
\]

For $I_1$, one gets
\[
I_1 = \int_\Omega \nabla^\alpha(\nabla \cdot ((1 + h)v)) \nabla \cdot (\nabla^\alpha v) \, dx
\]
\[
= \int_\Omega \nabla^\alpha(\nabla \cdot (hv)) \nabla \cdot (\nabla^\alpha v) \, dx + \|\nabla \cdot (\nabla^\alpha v)\|_{L^2}^2
\]
\[
\leq C\varepsilon S(\ell; t) + \|\nabla \cdot (\nabla^\alpha v)\|_{L^2}^2.
\]

For $I_2$, we use relation (A.7) and (A.9) to get
\[
I_2 = -\int_\Omega \nabla(\nabla^\alpha h) \cdot \nabla^\alpha \left( v \cdot \nabla v + \gamma(1 + h)^{\gamma - 2} \nabla h - \frac{\Delta v}{1 + h} + \frac{e^s}{1 + h} (v - u) \right) \, dx
\]
\[
=: \sum_{i=1}^4 \mathcal{I}_2^i.
\]
For $\mathcal{L}_2^1$, straightforward computation gives

$$\mathcal{L}_2^1 \leq C\varepsilon \mathcal{S}(\ell, t).$$

For $\mathcal{L}_2^2$, one uses relation (A.7) to obtain

$$\mathcal{L}_2^2 = -\gamma \sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\mu (\nabla h) \nabla^{\alpha-\mu} (1 + h)^{-\gamma} \, dx$$

$$- \gamma \int_\Omega |\nabla (\nabla^\alpha h)|^2 (1 + h)^{-\gamma} \, dx$$

$$\leq C\varepsilon \mathcal{S}(\ell, t) - \frac{1}{2} \|\nabla (\nabla^\alpha h)\|_{L^2}^2,$$

where we used

$$\gamma (1 + h)^{-\gamma} \geq \gamma \min \left\{ \left( 1 + \sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty} \right)^{-\gamma}, \left( 1 - \sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty} \right)^{-\gamma} \right\} \geq \frac{1}{2},$$

and $C = C(\ell, s, \gamma, \Omega)$ is independent of $T$.

For $\mathcal{L}_2^3$, we again use relation (A.7) to yield

$$\mathcal{L}_2^3 = \sum_{\mu < \alpha} \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\mu (\Delta v) \nabla^{\alpha-\mu} \left( \frac{1}{1 + h} \right) \, dx$$

$$+ \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\alpha (\Delta v) \, dx$$

$$\leq C\varepsilon \mathcal{S}(\ell, t) + C\|\nabla (\nabla^\alpha h)\|_{L^2} \|\nabla^\alpha (\Delta v)\|_{L^2}$$

$$\leq C\varepsilon \mathcal{S}(\ell, t) + \frac{1}{8} \|\nabla (\nabla^\alpha h)\|_{L^2}^2 + C\|\nabla^\alpha (\Delta v)\|_{L^2}^2.$$

For $\mathcal{L}_2^4$, we use relation (A.9) and Young’s inequality to have

$$\mathcal{L}_2^4 = -\sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\mu (v - u) \nabla^{\alpha-\mu} \left( \frac{e^\alpha}{1 + h} \right) \, dx$$

$$- \int_\Omega \frac{e^\alpha}{1 + h} \nabla^\alpha (v - u) \cdot \nabla (\nabla^\alpha h) \, dx$$

$$\leq C\varepsilon W(\ell, t) + C\varepsilon \mathcal{S}(\ell, t) + C(\|\nabla^\alpha u\|_{L^2} + \|\nabla^\alpha v\|_{L^2}) \|\nabla (\nabla^\alpha h)\|_{L^2}$$

$$\leq C\varepsilon W(\ell, t) + C\varepsilon \mathcal{S}(\ell, t) + \frac{1}{8} \|\nabla (\nabla^\alpha h)\|_{L^2}^2 + C(\|\nabla^\alpha u\|_{L^2}^2 + \|\nabla^\alpha v\|_{L^2}^2).$$

Thus, we collect the estimates for $\mathcal{L}_2^i$’s to yield

$$\frac{d}{dt} \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\alpha v \, dx + \frac{1}{4} \|\nabla (\nabla^\alpha h)\|_{L^2}^2$$

$$\leq C\varepsilon \mathcal{S}(\ell, t) + C\varepsilon W(\ell, t) + C \left( \|\nabla^\alpha u\|_{L^2}^2 + \|\nabla^\alpha v\|_{L^2}^2 + \|\nabla \cdot (\nabla^\alpha v)\|_{L^2}^2 + \|\Delta (\nabla^\alpha v)\|_{L^2}^2 \right),$$

where $C = C(\ell, s, \Omega)$ is independent of $T$. We sum (3.5) over every $\alpha$ with $0 \leq |\alpha| \leq \ell - 1$ to get

$$\frac{d}{dt} \sum_{|\alpha| \leq \ell - 1} \int_\Omega \nabla (\nabla^\alpha h) \cdot \nabla^\alpha v \, dx + c_0 \|\nabla h\|_{H^{\ell-1}}^2$$

$$\leq C\varepsilon \mathcal{S}(\ell, t) + C\varepsilon W(\ell, t) + C \left( \|u\|_{H^{\ell-1}}^2 + \|v\|_{H^\ell}^2 + \|\nabla v\|_{H^\ell}^2 \right),$$

where $C = C(\ell, s, \Omega)$ is independent of $T$. Moreover, we can use Poincaré inequality to get
\[ \|h\|_{L^2}^2 \leq C\|\nabla h\|_{L^2}^2 \leq C\|\nabla (1+h)^{-2}\|_{L^2}^2 \]

\begin{equation}
\leq C \left( \|\partial_t v\|_{L^2}^2 + \|v \cdot \nabla v\|_{L^2}^2 + \left\| \frac{\Delta v}{1+h} \right\|_{L^2}^2 + \left\| \frac{e^g}{1+h} (v-u) \right\|_{L^2}^2 \right) 

\leq C \left( \varepsilon S(1; t) + \|\partial_t v\|_{L^2}^2 + \|\Delta v\|_{L^2}^2 + \|v\|_{L^2}^2 + \|u\|_{L^2}^2 \right)
\end{equation}

where \( C \) is independent of \( T \). Thus, we gather (3.4), (3.6) and (3.7) to yield the desired result.

\[ \square \]

We gather all the estimates from previous lemmas to yield the following result.

**Corollary 3.1.** For \( T > 0 \), suppose that \( \mathcal{H}(s; T) \leq \varepsilon^2 \ll 1 \) for a sufficiently small \( \varepsilon > 0 \) satisfying

\[ \varepsilon \leq \min \{ \varepsilon_0 \} \quad \gamma \min \{ (1+h)^{-2}, (1-h)^{-2} \} \geq \frac{1}{2}, \quad \|g(t)\|_{L^\infty} \leq \log 2, \]

where \( h = \sup_{0 \leq t \leq T} \|h(t)\|_{L^\infty} \). Then, there exists a constant \( C^* = C^*(\ell, s, \gamma, \Omega) > 0 \) such that

\[ \mathcal{H}(s; T) \leq C^* \mathcal{H}_0(s). \]

**Proof.** Our claim is to prove the following assertion based on the induction:

\[ \mathcal{H}(\ell; T) \leq C \mathcal{H}_0(\ell), \quad 0 \leq \ell \leq s, \]

where \( C \) is independent of \( T \). Recall that the case \( \ell = 0 \) is proved in Proposition 3.1. Thus, it suffices to prove the induction part. So we assume that the following holds: there exists a constant \( C > 0 \) independent of \( T \) such that

\[ \mathcal{H}(m; T) \leq C \mathcal{H}_0(m), \quad 0 \leq m \leq \ell - 1. \]

Then, we combine the estimates in Lemmas 3.5, 3.6 to find

\begin{equation}
\frac{d}{dt} \tilde{S}(\ell; t) + \frac{1}{8} (S(\ell; t) + \|\nabla v\|_{X_t}^2)

\leq C \left( \varepsilon S(\ell; t) + \varepsilon W(\ell; t) + \|h\|_{X_{\ell-1}}^2 + W(\ell - 1; t) \right),
\end{equation}

where \( C = C(\ell, s, \gamma, \Omega) \) is independent of \( T \) and \( \tilde{S}(\ell; t) \) is written as

\[ \tilde{S}(\ell; t) := \|v\|_{X_t}^2 + \|h\|_{X_t}^2 + \frac{1}{2} \sum_{|\alpha| \leq \ell - 1} \int_{\Omega} \nabla (\nabla^\alpha h) \cdot \nabla^\alpha v \, dx - \frac{1}{2} \sum_{|\alpha| + m = \ell, \ m \geq 1} \int_{\Omega} \partial_t^{m-1} (\nabla^\alpha h) \partial_t^m (\nabla^\alpha h) \, dx, \]

and we have the equivalence

\begin{equation}
\frac{1}{4} S(\ell; t) \leq \tilde{S}(\ell; t) \leq \frac{7}{4} S(\ell; t),
\end{equation}

since

\[ \left| \sum_{|\alpha| \leq \ell - 1} \int_{\Omega} \nabla (\nabla^\alpha h) \cdot \nabla^\alpha v \, dx - \sum_{|\alpha| + m = \ell, \ m \geq 1} \int_{\Omega} \partial_t^{m-1} (\nabla^\alpha h) \partial_t^m (\nabla^\alpha h) \, dx \right| \]

\[ \leq \sum_{|\alpha| \leq \ell - 1} \|\nabla (\nabla^\alpha h)\|_{L^2} \|\nabla^\alpha v\|_{L^2} + \sum_{|\alpha| + m = \ell, \ m \geq 1} \|\partial_t^{m-1} (\nabla^\alpha h)\|_{L^2} \|\partial_t^m (\nabla^\alpha h)\|_{L^2} \]

\[ \leq \frac{1}{2} (\|h\|_{H^\ell}^2 + \|v\|_{H^{\ell-1}}^2) + \sum_{|\alpha| + m = \ell, \ m \geq 1} \|\partial_t^m (\nabla^\alpha h)\|_{L^2}^2 \]

\[ \leq \frac{3}{2} S(\ell, t). \]

Moreover, we gather the estimates in Lemmas 3.2, 3.4 to get
\[
\begin{equation}
\frac{d}{dt} \left[ T(\ell; t) - \frac{1}{2} \sum_{1 \leq m \leq \ell} \int_{\Omega} (\partial_{t}^{m-1} g)(\partial_{t}^{m} g) \, dx \right] + \frac{1}{2} \sum_{1 \leq m \leq \ell} \|\partial_{t}^{m} g\|_{L^{2}}^{2} + \sum_{0 \leq \ell \leq m} \|\partial_{\ell}^{m} u\|_{L^{2}}^{2} \\
\leq C \varepsilon W(\ell; t) + \frac{3}{8} \sum_{m \leq \ell - 1} \left( \|\partial_{t}^{m} u\|_{L^{2}}^{2} + \|\partial_{t}^{m} v\|_{L^{2}}^{2} \right) + 4 \|v\|_{X^{\ell}}^{2},
\end{equation}
\]

where \( C = C(\ell, s, \Omega) \) is independent of \( T \). Here, we use Poincaré inequality and smallness of \( \varepsilon \) to get

\[
\|g\|_{L^{2}}^{2} = \|\log \rho\|_{L^{2}}^{2} \leq C \left\| \frac{\nabla \rho}{\rho} \right\|_{L^{2}}^{2} = C \|\nabla g\|_{L^{2}}^{2}
\]

\[
\begin{equation}
\leq C \left( \|\partial_{t} u\|_{L^{2}}^{2} + \|u \cdot \nabla u\|_{L^{2}}^{2} + \|u\|_{L^{2}}^{2} + \|v\|_{L^{2}}^{2} \right)
\leq C \left( \|\partial_{t} u\|_{L^{2}}^{2} + (1 + \|\nabla u\|_{L^{\infty}})\|u\|_{L^{2}}^{2} + \|v\|_{L^{2}}^{2} \right)
\leq C_{1} \left( \|\partial_{t} u\|_{L^{2}}^{2} + \|u\|_{L^{2}}^{2} + \|v\|_{L^{2}}^{2} \right),
\end{equation}
\]

where \( C_{1} = C_{1}(s, \Omega) \) is independent of \( T \). Without loss of generality, we assume that \( C_{1} > 1 \). Then, we multiply (3.11) by \( \lambda_{1} := \frac{1}{4C_{1}} \), and add it to (3.10) so that

\[
\begin{equation}
\frac{d}{dt} \left[ T(\ell; t) - \frac{1}{2} \sum_{1 \leq m \leq \ell} \int_{\Omega} (\partial_{t}^{m-1} g)(\partial_{t}^{m} g) \, dx \right] + \lambda_{1} T(\ell; t) \\
\leq C_{2} \left( \varepsilon W(\ell; t) + \sum_{0 \leq \ell \leq m} \left( \|\partial_{t}^{m} u\|_{L^{2}}^{2} + \|\partial_{t}^{m} v\|_{L^{2}}^{2} \right) + \|v\|_{X^{\ell}}^{2} \right),
\end{equation}
\]

where \( C_{2} = C_{2}(s, \Omega) > 0 \) is independent of \( T \). Then, we multiply (3.12) by \( \lambda_{2} := \frac{1}{\varepsilon C_{2}} \) and add it to (3.8) so that we can obtain

\[
\begin{equation}
\frac{d}{dt} \left[ \mathcal{S}(\ell; t) + \lambda_{2} T(\ell; t) \right] - \frac{\lambda_{2}}{2} \sum_{1 \leq m \leq \ell} \int_{\Omega} (\partial_{t}^{m-1} g)(\partial_{t}^{m} g) \, dx \right] + \lambda_{3} \left( \mathcal{S}(\ell; t) + T(\ell; t) + \|\nabla v\|_{X^{\ell}}^{2} \right)
\leq C \left( \varepsilon \mathcal{S}(\ell; t) + \varepsilon W(\ell; t) + \mathcal{S}(\ell - 1; t) + W(\ell - 1; t) \right),
\end{equation}
\]

where \( \lambda_{3} := \min\{\lambda_{1}, \lambda_{2}, \frac{1}{10}\} \) and \( C = C(\ell, s, \gamma, \Omega) > 0 \) is independent of \( T \). Here, due to

\[
\sum_{1 \leq m \leq \ell} \int_{\Omega} (\partial_{t}^{m-1} g)(\partial_{t}^{m} g) \, dx \leq \frac{1}{2} \sum_{1 \leq m \leq \ell} \left( \|\partial_{t}^{m-1} g\|_{L^{2}}^{2} + \|\partial_{t}^{m} g\|_{L^{2}}^{2} \right) \leq T(\ell; t),
\]

we have the following equivalence:

\[
\begin{equation}
\frac{1}{2} T(\ell; t) \leq \tilde{T}(\ell; t) := T(\ell; t) - \frac{1}{2} \sum_{1 \leq m \leq \ell} \int_{\Omega} (\partial_{t}^{m-1} g)(\partial_{t}^{m} g) \, dx \leq \frac{3}{2} T(\ell; t).
\end{equation}
\]

Hence, we apply Lemma 3.1 (3.9), (3.14) and induction hypothesis to (3.13) and get

\[
\frac{d}{dt} \left[ \mathcal{S}(\ell; t) + \lambda_{2} \tilde{T}(\ell; t) \right] + \frac{\lambda_{3}}{4} \left( \mathcal{S}(\ell; t) + \tilde{T}(\ell; t) + \|\nabla v\|_{X^{\ell}}^{2} \right) \\
\leq C_{3} \varepsilon \left( \mathcal{S}(\ell; t) + \tilde{T}(\ell; t) \right) + \mathcal{C}(\ell - 1; t) \\
\leq C_{3} \varepsilon \left( \mathcal{S}(\ell; t) + \lambda_{1} \tilde{T}(\ell; t) \right) + \mathcal{C}(\ell - 1; t),
\]

where \( C \) and \( C_{3} \) depend on \( \ell, s, \gamma, \) and \( \Omega \) but are independent of \( T \). Since \( \varepsilon \) is sufficiently small, we can assume that it satisfies \( -\frac{\varepsilon}{4} + \frac{\lambda_{3}}{C_{3}} < -\frac{\lambda_{1}}{4} \). Therefore, we apply Grönwall’s lemma to obtain

\[
\mathcal{S}(\ell; t) + \lambda_{2} \tilde{T}(\ell; t) \leq \left( \tilde{\mathcal{S}}(\ell; t) + \lambda_{2} \tilde{T}(\ell; t) \right) e^{-\frac{\lambda_{1}}{4} t} + \mathcal{C}(\ell - 1; t) \left( 1 - e^{-\frac{\lambda_{1}}{4} t} \right),
\]
and we use Lemma 3.4, 3.9, and 3.14 to get
\[ H(\ell; T) \approx \sup_{0 \leq t \leq T} \left( \tilde{S}(\ell; t) + \lambda_4 \tilde{T}(\ell; t) \right) \leq C H_0(\ell), \]
where \( C = C(\ell, s, \gamma, \Omega) \) is independent of \( T \) and this completes the induction argument.

### 3.1.1. Proof of Theorem 2.1

Now, we are ready to prove Theorem 2.1. We choose \( \varepsilon := \min\{\varepsilon_0, \varepsilon\} \) where \( \varepsilon_0 \) is from Theorem 3.1 when \( T = 1 \) (for convenience) and \( \varepsilon \) is given in Corollary 3.1. Now, we assume that the initial data \((g_0, u_0, h_0, v_0)\) satisfies
\[ \varepsilon^2 = H(s; \tilde{T}) \leq C^* H_0(s) \leq C^* \frac{\varepsilon^2}{2(1 + C^*)} \leq \frac{\varepsilon^2}{2} < \tilde{\varepsilon}^2, \]
which gives a contradiction. Therefore, this implies \( \tilde{T} = \infty \) and this concludes the proof.

### 4. Large-time Behavior of a Global Classical Solution

In this section, we investigate the large-time behavior estimates of a global classical solution to (1.1). First, we define the energy and dissipation functionals as
\[ E(t) := \frac{1}{2} \int_{\Omega} \rho |u|^2 \, dx + \frac{1}{2} \int_{\Omega} n |v|^2 \, dx + \int_{\Omega} \rho \int_{\rho_0}^{\rho} \left( z - \frac{\rho \varepsilon}{z^2} \right) \, dz \, dx + \int_{\Omega} n \int_{n_0}^{n} \frac{z^\gamma - (n_0)^\gamma}{z^2} \, dz \, dx, \]
\[ D(t) := \int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} \rho |u - v|^2 \, dx. \]

**Lemma 4.1.** Let \((\rho, u, n, v)\) be any global classical solution to system (1.1). Then we have
\[ \frac{d}{dt} E(t) + D(t) = 0, \quad t > 0. \]

**Proof.** Note that the following holds:
\[ \frac{d}{dt} \left( \int_{\Omega} \rho \int_{\rho_0}^{\rho} \frac{z - \rho \varepsilon}{z^2} \, dz \, dx \right) = \frac{d}{dt} \left( \int_{\Omega} \rho \log \rho \, dx \right), \]
\[ \frac{d}{dt} \left( \int_{\Omega} n \int_{n_0}^{n} \frac{z^\gamma - (n_0)^\gamma}{z^2} \, dz \, dx \right) = \frac{d}{dt} \left( \int_{\Omega} n^\gamma \, dx \right). \]

Then, as we did in Proposition 3.1, direct computation yields the desired result.

We can use the following lemma to get an equivalence between the energy functional \( E \) and the Lyapunov functional \( L \). For the proof, we refer to [11].

**Lemma 4.2.** [11] Let \( r_0, \bar{r} \) and \( \gamma \geq 1 \) be given positive constants and define
\[ f(\gamma, r_0; r) := r \int_{r_0}^{\bar{r}} \frac{z^\gamma - r_0^\gamma}{z^2} \, dz, \quad r \in [0, \bar{r}]. \]

Then, there exists a constant \( C = C(\gamma, r_0, \bar{r}) > 0 \) independent of \( r \) such that
\[ \frac{1}{C} (r - r_0)^2 \leq f(\gamma, r_0; r) \leq C(r - r_0)^2, \quad \forall r \in [0, \bar{r}]. \]
Remark 4.1. Since $\rho \in [0, \bar{\rho}]$ and $n \in [0, \bar{n}]$, as a direct corollary of Lemma 4.2, we have
\[
\rho \int_{\rho_c}^{\rho} \frac{z - \rho_c}{z^2} \, dz \approx (\rho - \rho_c)^2, \quad n \int_{n_c}^{n} \frac{\gamma n - (n_c)^2}{z^2} \, dz \approx (n - n_c)^2,
\]
and hence, we get
\[
\mathcal{E}(t) \approx \mathcal{L}(t), \quad \forall t \geq 0.
\]

Next, we show that the dissipation functional $\mathcal{D}(t)$ can bound the Lyapunov functional $\mathcal{L}$ without the evolution of densities $\rho$ and $n$.

Lemma 4.3. Let $(\rho, u, n, v)$ be any global classical solution to system (1.1) satisfying
\[
\rho \in [0, \bar{\rho}], \quad n \in [0, \bar{n}].
\]
Then we have
\[
\mathcal{L}^-(t) \leq C \mathcal{D}(t), \quad \forall t \geq 0,
\]
where $C$ is a positive constant independent of $t$ and $\mathcal{L}^-(t)$ is defined as
\[
\mathcal{L}^-(t) := \mathcal{L}(t) - \int_{\Omega} (\rho - \rho_c)^2 \, dx - \int_{\Omega} (n - n_c)^2 \, dx.
\]

Proof. First, we use Young’s inequality and Poincaré inequality to get
\[
\int_{\Omega} \rho|u - v|^2 \, dx = \int_{\Omega} \rho|u|^2 \, dx + \int_{\Omega} \rho|v|^2 \, dx - 2 \int_{\Omega} \rho u \cdot v \, dx
\leq \frac{1}{2} \int_{\Omega} \rho|u|^2 \, dx - \int_{\Omega} \rho|v|^2 \, dx
\leq \frac{1}{2} \int_{\Omega} \rho|u|^2 \, dx - \bar{\rho} \int_{\Omega} |v|^2 \, dx
\leq \frac{1}{2} \int_{\Omega} \rho|u|^2 \, dx - C \int_{\Omega} |\nabla v|^2 \, dx,
\]
where $C = C(\bar{\rho}, \Omega)$ is a constant independent of $t$. Thus, we can choose a small constant $c_0 \in (0, 1)$ such that
\[
(4.1) \quad c_0 \int_{\Omega} \rho|u - v|^2 \, dx + \frac{1}{2} \int_{\Omega} |\nabla v|^2 \, dx \geq \frac{c_0}{2} \int_{\Omega} \rho|u|^2 \, dx.
\]

Moreover, we again use Poincaré inequality to get
\[
(4.2) \quad \int_{\Omega} n|v|^2 \, dx \leq \bar{n} \int_{\Omega} |v|^2 \, dx \leq C \int_{\Omega} |\nabla v|^2 \, dx,
\]
where $C = C(\bar{n}, \Omega)$ is a constant independent of $t$. Thus, we combine (4.1) and (4.2) to get
\[
\mathcal{D}(t) = (1 - c_0) \int_{\Omega} \rho|u - v|^2 \, dx + \left( c_0 \int_{\Omega} \rho|u - v|^2 \, dx + \frac{1}{2} \int_{\Omega} |\nabla v|^2 \, dx \right) + \frac{1}{2} \int_{\Omega} |\nabla v|^2 \, dx
\geq C \left( \int_{\Omega} \rho|u|^2 \, dx + \int_{\Omega} n|v|^2 \, dx \right),
\]
which completes the proof.

To obtain dissipation estimates with respect to densities $\rho$ and $n$, we would use Bogovskii–type inequality in a bounded domain, as done in previous literature [20, 22, 23]. For detail, we refer to [6, 7, 25].

Lemma 4.4. Let $\Omega$ be a bounded, Lipschitz domain in $\mathbb{R}^d$, $d \geq 2$, $p, r \in (1, \infty)$ given numbers and $f \in \{L^p(\Omega) \mid \int_{\Omega} f = 0\}$. Then, the equation
\[
(4.3) \quad \nabla \cdot \nu = f, \quad \nu|_{\partial \Omega} = 0,
\]
admits a solution operator $B : f \mapsto \nu$ satisfying the following properties:
Similarly, we estimate
\[ B[f] \leq \lVert f \rVert_{L^p(\Omega)}, \]
where \( C = C(p, \Omega) \) is a positive constant.

Proof. From the definition of \( J \) and Lemma 4.1, it suffices to show that
\[ J(t) = J_1(t) + J_2(t), \]
where \( J_{1,2} \) are given by
\[ J_1 = \int_{\Omega} \rho(u \otimes u) : \nabla B[\rho - \rho_c] \, dx \]
\[ J_2 = \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx. \]

Here, note that the homogeneous boundary condition of \( B[\rho - \rho_c] \) was used when integrating by parts. Similarly, we estimate
\[ J_3 = \int_{\Omega} \rho(u \otimes u) : \nabla B[\rho - \rho_c] \, dx \]
\[ J_4 = \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx. \]

Lemma 4.5. The perturbed energy functional \( \mathcal{E}_{\sigma_1, \sigma_2} \) satisfies the following relation:
\[ \frac{d}{dt} \mathcal{E}_{\sigma_1, \sigma_2}(t) + \mathcal{D}_{\sigma_1, \sigma_2}(t) = 0, \quad t \geq 0, \]
where \( \mathcal{D}_{\sigma_1, \sigma_2} \) is defined by
\[ \mathcal{D}_{\sigma_1, \sigma_2}(t) = \mathcal{D}(t) + \sigma_1 \left( \int_{\Omega} \rho(u \otimes u) : \nabla B[\rho - \rho_c] \, dx + \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx \right) \]
\[ + \sigma_2 \left( \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx \right) \]

First, we have
\[ \int_{\Omega} \rho(u \otimes u) : \nabla B[\rho - \rho_c] \, dx = \int_{\Omega} \rho(u \otimes u) : \nabla B[\rho - \rho_c] \, dx + \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx \]
\[ =: J_1^1 + J_1^2. \]

Here, note that the homogeneous boundary condition of \( B[\rho - \rho_c] \) was used when integrating by parts. Similarly, we estimate
\[ \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx = \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx + \int_{\Omega} \rho(u - v) \cdot B[\rho - \rho_c] \, dx \]
\[ =: J_2^1 + J_2^2. \]
For $J^1_2$,

$$J^1_2 = - \int_\Omega (\nabla \cdot (nv \otimes v) + \nabla (n^\gamma) - \Delta v + \rho(v - u)) \cdot \mathcal{B}[n - n_c] \, dx$$

$$= \int_\Omega (nv \otimes v) : \nabla \mathcal{B}[n - n_c] \, dx + \int_\Omega n^\gamma (n - n_c) \, dx - \int_\Omega \nabla v : \nabla \mathcal{B}[n - n_c] \, dx$$

$$- \int_\Omega \rho(v - u) : \mathcal{B}[n - n_c] \, dx$$

$$= \int_\Omega (nv \otimes v) : \nabla \mathcal{B}[n - n_c] \, dx + \int_\Omega (n^\gamma - n^\gamma_0) (n - n_c) \, dx - \int_\Omega \nabla v : \nabla \mathcal{B}[n - n_c] \, dx$$

$$- \int_\Omega \rho(v - u) : \mathcal{B}[n - n_c] \, dx,$$

which completes the proof. \(\square\)

4.1. **Proof of Theorem 2.2** Now, we are ready to prove Theorem 2.2. Note that for sufficiently small $\sigma_1$ and $\sigma_2$, we have

$$\mathcal{E}^{\sigma_1, \sigma_2}(t) \approx \mathcal{E}(t) \approx \mathcal{L}(t), \quad \forall t \geq 0.$$ 

Hence, it suffices to show that for sufficiently small $\sigma_1$ and $\sigma_2$,

$$C \mathcal{L}(t) \leq \mathcal{E}^{\sigma_1, \sigma_2}(t), \quad \forall t \geq 0.$$

for some constant $C > 0$ independent of $t$, since the combination of above relation with the equivalence $\mathcal{E}^{\sigma_1, \sigma_2}(t) \approx \mathcal{L}(t)$ and Lemma 4.5 implies that there exists a constant $C > 0$ independent of $t$ such that

$$\frac{d}{dt} \mathcal{E}^{\sigma_1, \sigma_2}(t) + C \mathcal{E}^{\sigma_1, \sigma_2}(t) \leq 0.$$

First, we rewrite $\mathcal{E}^{\sigma_1, \sigma_2}$ as

$$\mathcal{E}^{\sigma_1, \sigma_2} := \mathcal{D}(t) + \sigma_1 \left( \int_\Omega (\rho u \otimes u) : \nabla \mathcal{B}[\rho - \rho_c] \, dx + \int_\Omega (\rho^2 - \rho^2_c) \, dx \right)$$

$$+ \int_\Omega \rho(u - v) : \mathcal{B}[\rho - \rho_c] \, dx - \int_\Omega \rho \cdot \mathcal{B} \cdot (\rho u) \, dx \right)$$

$$+ \sigma_2 \left( \int_\Omega (nv \otimes v) : \nabla \mathcal{B}[n - n_c] \, dx + \int_\Omega (n^\gamma - n^\gamma_0) (n - n_c) \, dx$$

$$- \int_\Omega \nabla v : \nabla \mathcal{B}[n - n_c] \, dx - \int_\Omega \rho(v - u) : \mathcal{B}[n - n_c] \, dx - \int_\Omega \nabla \cdot (nv) \, dx \right)$$

$$=: \sum_{i=1}^{10} K_i.$$

We estimate $K_i$’s one by one as follows:

- **Estimates for $K_2$** We use Cauchy-Schwarz inequality, Young’s inequality and Lemma 4.4 to obtain

$$K_2 \geq -\sigma_1 \|u\|_{L^\infty} \|\rho u\|_{L^2} \|\nabla \mathcal{B}[\rho - \rho_c]\|_{L^2}$$

$$\geq -C \sigma_1 (\bar{\rho})^{1/2} \|u\|_{L^\infty} \left( \int_\Omega \rho |u|^2 \, dx \right)^{1/2} \left( \int_\Omega (\rho - \rho_c)^2 \, dx \right)^{1/2}$$

$$\geq -C \sigma_1^{1/2} \int_\Omega \rho |u|^2 \, dx - \sigma_1^{3/2} \int_\Omega (\rho - \rho_c)^2 \, dx,$$

where $C = C(\bar{\rho}, \|u\|_{L^\infty}, \Omega)$ is a positive constant.
\(\diamond\) (Estimates for \(K_4\)) Cauchy-Schwarz inequality and Young’s inequality yield
\[
K_4 \geq \sigma_1 \|\rho(u - v)\|_{L^2}^2 \|\mathcal{B}[\rho - \rho_c]\|_{L^2} \\
\geq -C\sigma_1 \left( \int_{\Omega} \rho|u - v|^2 \, dx \right)^{1/2} \left( \int_{\Omega} (\rho - \rho_c)^2 \, dx \right)^{1/2} \\
\geq -C\sigma_1^{1/2} \int_{\Omega} \rho|u - v|^2 \, dx - \sigma_2^{3/2} \int_{\Omega} (\rho - \rho_c)^2 \, dx,
\]
where \(C = C(\bar{\rho}, \Omega)\) is a positive constant.

\(\diamond\) (Estimates for \(K_5\)) Recall that \(\rho u \cdot r = 0\) on \(\partial \Omega\). Thus, (3) of Lemma 4.4 implies
\[
\|\mathcal{B}[\nabla \cdot (\rho u)]\|_{L^2} \leq C\|\rho u\|_{L^2},
\]
where \(C = C(\Omega)\) is a positive constant. Thus,
\[
K_5 \geq -C\sigma_1 \|\rho u\|_{L^2}^2 \geq -C\sigma_1 \int_{\Omega} \rho|u|^2 \, dx,
\]
where \(C = C(\bar{\rho}, \Omega)\) is a positive constant.

\(\diamond\) (Estimates for \(K_6\)) Similarly to the estimates for \(K_2\),
\[
K_6 \geq -C\sigma_2^{1/2} \int_{\Omega} n|v|^2 \, dx - \sigma_2^{3/2} \int_{\Omega} (n - n_c)^2 \, dx,
\]
where \(C = C(\bar{n}, \|v\|_{L^\infty}, \Omega)\) is a positive constant.

\(\diamond\) (Estimates for \(K_7\)) Note that
\[
f(x) := x^\gamma - n_c^\gamma - \gamma(n_c)^{\gamma - 1}(n - n_c) \geq 0, \quad \forall x \in [0, \bar{n}].
\]
Thus,
\[
K_7 \geq C\sigma_2 \int_{\Omega} (n - n_c)^2 \, dx,
\]
where \(C = C(\gamma, n_c)\) is a positive constant.

\(\diamond\) (Estimates for \(K_8\)) We use Cauchy-Schwarz inequality and Young’s inequality to have
\[
K_8 \geq -\sigma_2 \|\nabla v\|_{L^2} \|\nabla \mathcal{B}[n - n_c]\|_{L^2} \geq -C\sigma_2^{1/2} \int_{\Omega} \|\nabla v\|^2 \, dx - \sigma_2^{3/2} \int_{\Omega} (n - n_c)^2 \, dx,
\]
where \(C = C(\Omega)\) is a positive constant.

\(\diamond\) (Estimates for \(K_9\) and \(K_{10}\)) Similarly to estimates for \(K_4\) and \(K_5\), we can get
\[
K_9 \geq -C\sigma_2^{1/2} \int_{\Omega} \rho|u - v|^2 \, dx - \sigma_2^{3/2} \int_{\Omega} (n - n_c)^2 \, dx,
\]
\[
K_{10} \geq -C\sigma_2 \int_{\Omega} n|v|^2 \, dx,
\]
where \(C = C(\bar{n}, \Omega)\) is a positive constant.

Now, we gather all the estimates for \(K_i\)’s to obtain
\[
\mathcal{D}^{\sigma_1, \sigma_2}(t) \geq \mathcal{D}(t) - C\sigma_1^{1/2} \left( 1 + \sigma_1^{1/2} \right) \int_{\Omega} \rho|u|^2 \, dx - C\sigma_2^{1/2} \left( 1 + \sigma_2^{1/2} \right) \int_{\Omega} n|v|^2 \, dx \\
- C\sigma_2^{1/2} \int_{\Omega} \|\nabla v\|^2 \, dx - C(\sigma_1^{1/2} + \sigma_2^{1/2}) \int_{\Omega} \rho|u - v|^2 \, dx \\
+ (\sigma_1 - C\sigma_1^{3/2}) \int_{\Omega} (\rho - \rho_c)^2 \, dx + (\sigma_2 - C\sigma_2^{3/2}) \int_{\Omega} (n - n_c)^2 \, dx,
\]
(4.4)
where $C = C(\bar{\rho}, \bar{n}, \|u\|_{L^\infty}, \|v\|_{L^\infty}, \gamma, n_c, \Omega)$ is a positive constant. Then, we apply Lemma 4.3 to (4.4) and choose sufficiently small $\sigma_1$ and $\sigma_2$ to get

$$\varphi^{\sigma_1, \sigma_2}(t) \geq \frac{1}{2} \varphi(t) - C\sigma_1^{1/2}(1 + \sigma_1^{1/2}) \int_{\Omega} \rho|u|^2 \, dx - C\sigma_2^{1/2}(1 + \sigma_2^{1/2}) \int_{\Omega} n|v|^2 \, dx$$

$$+ \frac{1}{2} \varphi(t) - C\sigma_2^{1/2} \int_{\Omega} |\nabla v|^2 \, dx - C(\sigma_1^{1/2} + \sigma_2^{1/2}) \int_{\Omega} \rho|u - v|^2 \, dx$$

$$+ (\sigma_1 - C\sigma_1^{3/2}) \int_{\Omega} (\rho - \rho_c)^2 \, dx + (\sigma_2 - C\sigma_2^{3/2}) \int_{\Omega} (n - n_c)^2 \, dx$$

$$\geq c \left( \mathcal{L}^2(t) + \int_{\Omega} (\rho - \rho_c)^2 \, dx + \int_{\Omega} (n - n_c)^2 \, dx \right) = c\mathcal{L}(t),$$

where $c = c(\bar{\rho}, \bar{n}, \|u\|_{L^\infty}, \|v\|_{L^\infty}, \gamma, n_c, \Omega)$ is a positive constant and this completes the proof.

4.2. Proof of Corollary 3.1. We would combine the result in Theorem 2.2 with the estimates in the proof of Theorem 2.1 to get the desired result. First, note that

$$\varphi(t) \geq \frac{1}{2} \varphi(t) - C\sigma_1^{1/2}(1 + \sigma_1^{1/2}) \int_{\Omega} \rho|u|^2 \, dx - C\sigma_2^{1/2}(1 + \sigma_2^{1/2}) \int_{\Omega} n|v|^2 \, dx$$

$$+ \frac{1}{2} \varphi(t) - C\sigma_2^{1/2} \int_{\Omega} |\nabla v|^2 \, dx - C(\sigma_1^{1/2} + \sigma_2^{1/2}) \int_{\Omega} \rho|u - v|^2 \, dx$$

$$+ (\sigma_1 - C\sigma_1^{3/2}) \int_{\Omega} (\rho - \rho_c)^2 \, dx + (\sigma_2 - C\sigma_2^{3/2}) \int_{\Omega} (n - n_c)^2 \, dx$$

$$\geq c \left( \mathcal{L}^2(t) + \int_{\Omega} (\rho - \rho_c)^2 \, dx + \int_{\Omega} (n - n_c)^2 \, dx \right) = c\mathcal{L}(t),$$

Thus, Theorem 2.2 implies

$$(\|g(t)\|_{L^2}^2 + \|u(t)\|_{L^2}^2 + \|h(t)\|_{L^2}^2 + \|v(t)\|_{L^2}^2) \leq C\varepsilon(t) \leq C e^{-\eta_0 t} \quad \forall t \geq 0,$$

where $C$ and $\eta_0$ are constants independent of $t$. Now, we can deduce from the proofs in Corollary 3.1 that for each $1 \leq \ell \leq s$ and $t \geq 0$,

$$\frac{d}{dt} \left[ S(\ell; t) + \lambda_2 \tilde{T}(\ell; t) \right] + \lambda_3 \left( S(\ell; t) + \tilde{T}(\ell; t) + \|\nabla v\|_{L^2}^2 \right)$$

$$\leq C \varepsilon \left( S(\ell; t) + \tilde{T}(\ell; t) \right) + C(S(\ell - 1; t) + W(\ell - 1; t)),$$

where $C = C(\ell, s, \gamma, \Omega)$ is independent of $t$, $\lambda_2$, $\lambda_3$ and $C_3$ are given in Corollary 3.1 and we used the equivalences

$$S(\ell; t) \approx \tilde{S}(\ell; t), \quad T(\ell; t) \approx \tilde{T}(\ell; t), \quad S(\ell; t) + W(\ell; t) \approx S(\ell; t) + \tilde{T}(\ell; t).$$

Here, (4.5) can be rewritten as

$$S(0; t) + W(0; t) \leq C e^{-\eta_0 t}, \quad \forall t \geq 0.$$

Since we assumed that $C \varepsilon < \frac{1}{2}$, we use the induction argument on $\ell$ and the equivalences to conclude the proof.
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**Appendix A. Proof of Lemma 3.5**

In this appendix, we present the proof of Lemma 3.5. We estimate $\nabla_{t,x}^\alpha v$ and $\nabla_{t,x}^\alpha h$ separately as follows:

- **(Step A: Estimates for $\nabla_{t,x}^\alpha v$)**: First, we have

$$\frac{1}{2} \frac{d}{dt} \|\nabla_{t,x}^\alpha v\|_{L^2}^2 = \int_{\Omega} \nabla_{t,x}^\alpha (v \cdot \nabla v) \cdot \nabla_{t,x}^\alpha v \, dx$$
\[- \int_\Omega \nabla_{t,x}^\alpha \left( \nabla p(1 + h) \right) \cdot \nabla_{t,x}^\alpha v \, dx
+ \int_\Omega \nabla_{t,x}^\alpha \left( \frac{\Delta v}{1 + h} \right) \cdot \nabla_{t,x}^\alpha v \, dx
- \int_\Omega \nabla_{t,x}^\alpha \left( \frac{e^g}{1 + h} (v - u) \right) \cdot \nabla_{t,x}^\alpha v \, dx\]

\[= \sum_{i=1}^4 \mathcal{L}_i.\]

We estimate \( \mathcal{L}_i \)'s one by one as follows:

\( \diamond \) (Estimates for \( \mathcal{L}_1 \)): Here, we get

\[\mathcal{L}_1 = - \int_\Omega v \cdot \nabla (\nabla_{t,x}^\alpha v) \cdot \nabla_{t,x}^\alpha v \, dx - \sum_{\mu \leq \alpha, \ |\mu| \neq 0} \binom{\alpha}{\mu} \int_\Omega \nabla_{t,x}^\mu v \cdot \nabla (\nabla_{t,x}^{\alpha-\mu} v) \cdot \nabla_{t,x}^\alpha v \, dx\]

\[= \frac{1}{2} \int_\Omega (\nabla \cdot v)(\nabla_{t,x}^\alpha v)^2 \, dx - \sum_{\mu \leq \alpha, \ |\mu| \neq 0} \binom{\alpha}{\mu} \int_\Omega \nabla_{t,x}^\mu v \cdot \nabla (\nabla_{t,x}^{\alpha-\mu} v) \cdot \nabla_{t,x}^\alpha v \, dx\]

\[\leq C \varepsilon S(\ell; t),\]

where \( C \) is independent of \( T \).

\( \diamond \) (Estimates for \( \mathcal{L}_2 \)): In this case, we have

\[\mathcal{L}_2 = \int_\Omega \nabla_{t,x}^\alpha \left( \frac{\gamma}{\gamma - 1} (1 + h)^{\gamma - 1} \right) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx\]

\[= \gamma \int_\Omega \nabla_{t,x}^{\alpha-\delta} ((1 + h)^{\gamma - 2} \nabla_{t,x}^\delta h) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx\]

\[= \gamma \sum_{\mu \leq \alpha-\delta, \ |\mu| \neq 0} \binom{\alpha-\delta}{\mu} \int_\Omega \nabla_{t,x}^\mu ((1 + h)^{\gamma - 2} (\nabla_{t,x}^{\alpha-\mu} h) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx\]

\[+ \gamma \int_\Omega (1 + h)^{\gamma - 2} (\nabla_{t,x}^\alpha h) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx,\]

where \( \alpha^- \) and \( \delta \) denote multi-indexes satisfying

(A.6) \[\alpha^- + \delta = \alpha, \ |\delta| = 1.\]

Here, we claim

(A.7) \[\|\nabla_{t,x}^\alpha ((1 + h)^k)\|_{L^2} \leq C \sqrt{S(\ell; t)}, \ 1 \leq \ell \leq s, \ |\alpha| = \ell, \ k \in \mathbb{R} \setminus \{0\},\]

where \( C = C(\ell, k, \Omega) \) is independent of \( T \). We argue by induction on \( \ell \). If \( |\alpha| = 1 \), then we use \( \mathcal{H}(s; T) \leq \varepsilon^2 \ll 1 \) to get

\[\|\nabla_{t,x}^\alpha ((1 + h)^k)\|_{L^2} = \|k(1 + h)^{k-1} \nabla_{t,x}^\alpha h\|_{L^2} \leq C \|\nabla_{t,x}^\alpha h\|_{L^2} \leq C \sqrt{S(1; t)}\].
Now, assume (A.7) holds for every $\alpha$ with $|\alpha| = p$ and $1 \leq p \leq \ell - 1$. Then for $|\alpha| = \ell$, we use the induction hypothesis and Sobolev inequality to get

$$\|\nabla_{t,x}^\alpha ((1 + h)^k)\|_{L^2} = \left\| (1 + h)^k \nabla_{t,x}^\alpha h + k \sum_{\mu < \alpha, |\mu| \neq 0} \left( \frac{\alpha - \mu}{\mu} \right) \nabla_{t,x}^\mu ((1 + h)^{k-1}) \nabla_{t,x}^{\alpha - \mu} h \right\|
$$

$$\leq C \|\nabla_{t,x}^\alpha h\|_{L^2} + C \sum_{\mu < \alpha, |\mu| \neq 0} \|\nabla_{t,x}^\mu ((1 + h)^{k-1})\| \|\nabla_{t,x}^{\alpha - \mu} h\|_{L^4}
$$

$$+ C \|\nabla_{t,x}^\delta h\|_{L^\infty} \|\nabla_{t,x}^\alpha ((1 + h)^{k-1})\|_{L^2}
$$

$$\leq C \sqrt{S(t; \ell)} + C \sum_{\mu < \alpha, |\mu| \neq 0} \|\nabla_{t,x}^\mu ((1 + h)^{k-1})\|_{H^1} \|\nabla_{t,x}^{\alpha - \mu} h\|_{H^1},$$

which implies (A.7). Thus, we get

$$\mathcal{L}_2 \leq C \varepsilon \sqrt{S(t; \ell)} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2} + \gamma \int_{\Omega} (1 + h)^{\gamma - 2} (\nabla_{t,x}^\alpha h) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx
$$

$$\leq C \varepsilon S(t; \ell) + C \varepsilon \|\nabla (\nabla_{t,x}^\alpha v)\|^2_{L^2} + \gamma \int_{\Omega} (1 + h)^{\gamma - 2} (\nabla_{t,x}^\alpha h) \nabla \cdot (\nabla_{t,x}^\alpha v) \, dx,$$

where $C = C(\ell, s, \gamma, \Omega)$ is independent of $T$.

$\diamond$ (Estimates for $\mathcal{L}_3$): For this, we have

$$\mathcal{L}_3 = \int_{\Omega} \nabla_{t,x}^\alpha (\Delta v) \cdot \nabla_{t,x}^\alpha v \, dx + \sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_{\Omega} \nabla_{t,x}^\mu (\Delta v) \nabla_{t,x}^{\alpha - \mu} \left( \frac{1}{1 + h} \right) \cdot \nabla_{t,x}^\alpha v \, dx
$$

$$= \mathcal{L}_3^1 + \mathcal{L}_3^2.$$

For $\mathcal{L}_3^1$, we have

$$\mathcal{L}_3^1 = - \int_{\Omega} |\nabla (\nabla_{t,x}^\alpha v)|^2 \frac{1}{1 + h} \, dx + \int_{\Omega} \frac{\nabla h}{(1 + h)^2} \cdot \nabla (\nabla_{t,x}^\alpha v) \cdot \nabla_{t,x}^\alpha v \, dx
$$

$$\leq - \frac{1}{2} \|\nabla (\nabla_{t,x}^\alpha v)\|^2_{L^2} + C \|\nabla h\|_{L^\infty} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2} \|\nabla_{t,x}^\alpha v\|_{L^2}
$$

$$\leq - \frac{1}{2} \|\nabla (\nabla_{t,x}^\alpha v)\|^2_{L^2} + C \varepsilon \sqrt{S(t; \ell)} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2}.$$

For $\mathcal{L}_3^2$, we use Sobolev inequality to get

$$\mathcal{L}_3^2 = \int_{\Omega} \nabla_{t,x}^\alpha \left( \frac{1}{1 + h} \right) \Delta v \cdot \nabla_{t,x}^\alpha v \, dx
$$

$$+ \sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_{\Omega} \nabla_{t,x}^\mu (\Delta v) \nabla_{t,x}^{\alpha - \mu} \left( \frac{1}{1 + h} \right) \cdot \nabla_{t,x}^\alpha v \, dx
$$

$$\leq \|\Delta v\|_{L^1} \|\nabla_{t,x}^\alpha \left( \frac{1}{1 + h} \right)\|_{L^2} \|\nabla_{t,x}^\alpha v\|_{L^4}
$$

$$- \sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_{\Omega} \nabla_{t,x}^\mu (\nabla_{t,x}^\alpha v) : \nabla \left[ \nabla_{t,x}^{\alpha - \mu} \left( \frac{1}{1 + h} \right) \nabla_{t,x}^\alpha v \right] \, dx
$$

$$\leq C \left( \varepsilon + \sqrt{S(t; \ell)} \right) \left( \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2} + \|\nabla_{t,x}^\alpha v\|_{L^2} \right),$$

where $C = C(\ell, s, \Omega)$ is independent of $T$. Thus, we use the smallness of $\varepsilon$ to get

$$\mathcal{L}_3 \leq - \frac{3}{8} \|\nabla (\nabla_{t,x}^\alpha v)\|^2_{L^2} + C \varepsilon S(t; \ell),$$
where \( C = C(\ell, s, \Omega) \) is independent of \( T \).

\( \blacklozenge \) (Estimates for \( L^4 \)) Now, we have

\[
L_4 = - \int_\Omega \frac{e^g}{1+h} \nabla^\alpha_{t,x} (v - u) \cdot \nabla^\alpha_{t,x} v \, dx - \sum_{\mu \leq \alpha, |\mu| \neq 0} \left( \frac{e^g}{1+h} \right) \nabla^\mu_{t,x} (v - u) \cdot \nabla^\alpha_{t,x} v \, dx
\]

\[=: L^4_1 + L^4_2. \]

For \( L^4_1 \), we consider two cases; (i) \( \nabla^\alpha_{t,x} = \nabla^\alpha \) (only \( x \)-derivatives) and (ii) \( \nabla^\alpha_{t,x} = \partial_t^m \nabla^\beta \) with \( m + |\beta| = |\alpha| \), \( m \geq 1 \).

\( \blacklozenge \) (The case (i) for \( L^4_1 \)) In this case, we get

\[
L^4_1 = - \int_\Omega \frac{e^g}{1+h} |\nabla^\alpha_{t,x} v|^2 \, dx + \int_\Omega \frac{e^g}{1+h} \nabla^\alpha u \cdot \nabla^\alpha v \, dx
\]

\[= - \int_\Omega \frac{e^g}{1+h} |\nabla^\alpha_{t,x} v|^2 \, dx - \int_\Omega \frac{e^g}{1+h} \nabla^{\alpha^-} u \cdot \nabla^{\alpha^+} v \, dx - \int_\Omega \nabla^\delta \left( \frac{e^g}{1+h} \right) \nabla^{\alpha^-} u \cdot \nabla^\alpha v \, dx
\]

\[\leq - \frac{1}{4} |\nabla^\alpha_{t,x} v|^2_{L^2} + C |\nabla^{\alpha^-} u|_{L^2} |\nabla^\alpha v|_{L^2} + \left\| \nabla^\delta \left( \frac{e^g}{1+h} \right) \right\|_{L^\infty} |\nabla^{\alpha^-} u|_{L^2} |\nabla^\alpha v|_{L^2}
\]

where \( \alpha^- \) is defined as \( [A.6] \) and \( \alpha^+ \) is given by

\[\alpha + \delta = \alpha^+, \quad |\delta| = 1. \]

\( \blacklozenge \) (The case (ii) for \( L^4_1 \)) Here, we use \( m \geq 1 \) and integration by parts to obtain

\[
L^4_1 = - \int_\Omega \frac{e^g}{1+h} |\nabla^\alpha_{t,x} v|^2 \, dx + \int_\Omega \frac{e^g}{1+h} \partial_t^{m_1} \nabla^\beta_{t,x} u \cdot \partial_t^{m_2} \nabla^\beta_{t,x} v \, dx
\]

\[= - \int_\Omega \frac{e^g}{1+h} |\nabla^\alpha_{t,x} v|^2 \, dx - \int_\Omega \frac{e^g}{1+h} \left[ \partial_t^{m_1} \nabla^\beta (u \cdot \nabla u + \nabla g + (u - v)) \right] \cdot \partial_t^{m_2} \nabla^\beta_{t,x} v \, dx
\]

\[\leq - \frac{1}{3} |\nabla^\alpha_{t,x} v|^2_{L^2} + CW(\ell; t) |\partial_t^{m_1} \nabla^\beta_{t,x} v|_{L^2} + C (|\partial_t^{m_1} \nabla^\beta_{t,x} u|_{L^2} + |\partial_t^{m_1} \nabla^\beta_{t,x} v|_{L^2}) |\partial_t^{m_2} \nabla^\beta_{t,x} v|_{L^2}
\]

\[+ \int_\Omega \nabla \left( \frac{e^g}{1+h} \right) \partial_t^{m_1} \nabla^\beta g \cdot \partial_t^{m_2} \nabla^\beta_{t,x} v \, dx + \int_\Omega \frac{e^g}{1+h} \partial_t^{m_1} \nabla^\beta g \cdot \nabla \left( \partial_t^{m_2} \nabla^\beta_{t,x} v \right) \, dx
\]

\[\leq - \frac{1}{3} |\nabla^\alpha_{t,x} v|^2_{L^2} + CW(\ell; t) |\nabla^\alpha_{t,x} v|_{L^2} + C (|\partial_t^{m_1} \nabla^\beta_{t,x} u|_{L^2} + |\partial_t^{m_1} \nabla^\beta_{t,x} v|_{L^2}) |\nabla^\alpha_{t,x} v|_{L^2}
\]

\[+ C \varepsilon |\partial_t^{m_1} \nabla^\beta g|_{L^2} |\nabla^\alpha_{t,x} v|_{L^2} + C |\partial_t^{m_1} \nabla^\beta g|_{L^2} |\nabla^\alpha_{t,x} v|_{L^2}
\]

\[\leq - \frac{1}{4} |\nabla^\alpha_{t,x} v|^2_{L^2} + C \varepsilon W(\ell; t) + CW(\ell - 1; t) + C \sqrt{W(\ell - 1; t)} |\nabla^\alpha_{t,x} v|_{L^2}.
\]

In either case, we can get

\[
L_4^1 \leq - \frac{1}{4} |\nabla^\alpha_{t,x} v|^2_{L^2} + C \varepsilon W(\ell; t) + CW(\ell - 1; t) + C \sqrt{W(\ell - 1; t)} |\nabla^\alpha_{t,x} v|_{L^2}.
\]

For \( L^4_2 \), we have
\[
\mathcal{L}_4^2 = - \sum_{\mu < \alpha, |\mu| \neq 0} \left( \frac{\alpha}{\mu} \right) \int_\Omega \nabla_{t,x}^\mu \left( \frac{e^g}{1 + h} \right) \nabla_{t,x}^{\alpha - \mu} (v - u) \cdot \nabla_{t,x}^\alpha v \, dx \\
- \int_\Omega \nabla_{t,x}^\alpha \left( \frac{e^g}{1 + h} \right) (v - u) \cdot \nabla_{t,x}^\alpha v \, dx \\
\leq C \sum_{\mu < \alpha, |\mu| \neq 0} \left\| \nabla_{t,x}^\mu \left( \frac{e^g}{1 + h} \right) \right\|_{L^4} \left\| \nabla_{t,x}^{\alpha - \mu} (v - u) \right\|_{L^4} \left\| \nabla_{t,x}^\alpha v \right\|_{L^2} \\
+ \left( \| u \|_{L^\infty} + \| v \|_{L^\infty} \right) \left\| \nabla_{t,x}^\alpha \left( \frac{e^g}{1 + h} \right) \right\|_{L^2} \left\| \nabla_{t,x}^\alpha v \right\|_{L^2}.
\]

Now, we claim that
\[
(A.8) \quad \left\| \nabla_{t,x}^\alpha (e^g) \right\|_{L^2} \leq C \sqrt{W(\ell; t)}, \quad 1 \leq \ell \leq s, \quad |\alpha| = \ell,
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \). We also argue by induction on \( \ell \). When \( |\alpha| = 1 \), we have
\[
\left\| \nabla_{t,x}^\alpha (e^g) \right\|_{L^2} = \| e^g \nabla_{t,x}^\alpha g \|_{L^2} \leq C \| \nabla_{t,x}^\alpha g \|_{L^2} \leq C \sqrt{W(\ell; t)}.
\]

Then, suppose \((A.8)\) holds for every \( \alpha \) with \( |\alpha| = p \) and \( 1 \leq \ell \leq p - 1 \). For \( |\alpha| = \ell \), we can get
\[
\left\| \nabla_{t,x}^\alpha (e^g) \right\|_{L^2} = \left\| \nabla_{t,x}^- (e^g \nabla_{t,x}^\delta g) \right\|_{L^2} \\
= \left\| e^g \nabla_{t,x}^- g + \nabla_{t,x}^- (e^g) \nabla_{t,x}^\delta g + \sum_{\mu < \alpha, |\mu| \neq 0} \left( \frac{\alpha}{\mu} \right) \nabla_{t,x}^\mu (e^g) \nabla_{t,x}^{\alpha - \mu} g \right\|_{L^2} \\
\leq C \left\| \nabla_{t,x}^\alpha g \right\|_{L^2} + \left\| \nabla_{t,x}^\delta g \right\|_{L^\infty} \left\| \nabla_{t,x}^- (e^g) \right\|_{L^2} + C \sum_{\mu < \alpha, |\mu| \neq 0} \left\| \nabla_{t,x}^\mu (e^g) \right\|_{L^4} \left\| \nabla_{t,x}^{\alpha - \mu} g \right\|_{L^4} \\
\leq C \left\| \nabla_{t,x}^\delta g \right\|_{L^2} + C \epsilon \left\| \nabla_{t,x}^- (e^g) \right\|_{L^2} + C \sum_{\mu < \alpha, |\mu| \neq 0} \left\| \nabla_{t,x}^\mu (e^g) \right\|_{H^1} \left\| \nabla_{t,x}^{\alpha - \mu} g \right\|_{H^1} \\
\leq C \sqrt{W(\ell; t)},
\]
which completes the proof of relation \((A.8)\). Thus, we can combine \((A.7)\) with \((A.8)\) to yield
\[
(A.9) \quad \left\| \nabla_{t,x}^\alpha \left( \frac{e^g}{1 + h} \right) \right\|_{L^2} \leq C \left\| \nabla_{t,x}^\alpha \left( \frac{1}{1 + h} \right) \right\|_{L^2} + C \left\| \nabla_{t,x}^\alpha (e^g) \right\|_{L^2} \\
+ C \sum_{\mu < \alpha, |\mu| \neq 0} \left\| \nabla_{t,x}^\mu (e^g) \right\|_{L^4} \left\| \nabla_{t,x}^{\alpha - \mu} \left( \frac{1}{1 + h} \right) \right\|_{L^4} \\
\leq C \left( \sqrt{W(\ell; t)} + \sqrt{S(\ell; t)} \right) + C \sum_{\mu < \alpha, |\mu| \neq 0} \left\| \nabla_{t,x}^\mu (e^g) \right\|_{H^1} \left\| \nabla_{t,x}^{\alpha - \mu} \left( \frac{1}{1 + h} \right) \right\|_{H^1} \\
\leq C \left( \sqrt{W(\ell; t)} + \sqrt{S(\ell; t)} \right),
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \). Thus, we apply the relation \((A.9)\) to \( \mathcal{L}_4^2 \) and get
\[
\mathcal{L}_4^2 \leq C \epsilon \left( \sqrt{W(\ell; t)} + \sqrt{S(\ell; t)} \right) \| \nabla_{t,x}^\alpha v \|_{L^2},
\]
where \( C = C(\ell, s, \Omega) \) is independent of \( T \). Hence, we obtain
\[
\mathcal{L}_4 \leq \frac{1}{4} \| \nabla_{t,x}^\alpha v \|_{L^2}^2 + C \epsilon W(\ell; t) + C \epsilon S(\ell; t) + CW(\ell - 1; t) + C \sqrt{W(\ell - 1; t)} \| \nabla_{t,x}^\alpha v \|_{L^2}.
\]
We collect all the estimates for \( \mathcal{L}_i \)'s and use Young's inequality to get
where $C$ is independent of $T$.

\[ (\text{Step B: Estimates for } \nabla_{t,x}^\alpha h) : \text{Straightforward computation gives} \]

\[
\frac{1}{2} \frac{d}{dt} \|\nabla_{t,x}^\alpha h\|_{L^2}^2 = - \int_{\Omega} \nabla_{t,x}^\alpha \left[ \nabla \cdot ((1 + h)v) \right] \nabla_{t,x}^\alpha h \, dx
\]

\[
= \frac{1}{2} \int_{\Omega} (\nabla \cdot v) \|\nabla_{t,x}^\alpha h\|_{L^2}^2 \, dx
\]

\[
- \sum_{\mu < \alpha} \left( \frac{\alpha}{\mu} \right) \int_{\Omega} [\nabla (\nabla_{t,x}^\mu h) \cdot \nabla_{t,x}^{\alpha - \mu} v] \nabla_{t,x}^\alpha h \, dx
\]

\[
- \sum_{\mu \leq \alpha, |\mu| \neq 0} \left( \frac{\alpha}{\mu} \right) \int_{\Omega} [\nabla_{t,x}^\mu h \nabla \cdot (\nabla_{t,x}^{\alpha - \mu} v)] \nabla_{t,x}^\alpha h \, dx
\]

\[
- \int_{\Omega} (1 + h) \nabla \cdot (\nabla_{t,x}^\alpha v) \nabla_{t,x}^\alpha h \, dx
\]

\[
\leq C \varepsilon S(\ell; t) - \int_{\Omega} (1 + h) \nabla \cdot (\nabla_{t,x}^\alpha v) \nabla_{t,x}^\alpha h \, dx,
\]

where $C = C(\ell, s, \Omega)$ is independent of $T$. Now, we combine the above estimate with \( (A.10) \) to attain

\[
\frac{d}{dt} \left[ \|\nabla_{t,x}^\alpha v\|_{L^2}^2 + \gamma \|\nabla_{t,x}^\alpha h\|_{L^2}^2 \right] + \frac{1}{2} \|\nabla_{t,x}^\alpha v\|_{L^2}^2 + \frac{5}{8} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2}^2
\]

\[
\leq C \varepsilon S(\ell; t) + C \varepsilon W(\ell; t) + CW(\ell - 1; t)
\]

\[
+ \gamma \int_{\Omega} ((1 + h)^{\gamma - 2} - (1 + h)) \nabla \cdot (\nabla_{t,x}^\alpha v) (\nabla_{t,x}^\alpha h) \, dx
\]

\[
\leq C \varepsilon S(\ell; t) + C \varepsilon W(\ell; t) + CW(\ell - 1; t) + C \|\nabla_{t,x}^\alpha h\|_{L^2} \|h\|_{L^\infty} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2}
\]

\[
\leq C \varepsilon S(\ell; t) + C \varepsilon W(\ell; t) + CW(\ell - 1; t) + \frac{1}{8} \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2}^2,
\]

and hence,

\[
(A.11) \quad \frac{d}{dt} \left[ \|\nabla_{t,x}^\alpha v\|_{L^2}^2 + \gamma \|\nabla_{t,x}^\alpha h\|_{L^2}^2 \right] + \frac{1}{2} \left( \|\nabla_{t,x}^\alpha v\|_{L^2}^2 + \|\nabla (\nabla_{t,x}^\alpha v)\|_{L^2}^2 \right)
\]

\[
\leq C \varepsilon S(\ell; t) + C \varepsilon W(\ell; t) + CW(\ell - 1; t),
\]

where $C = C(\ell, s, \gamma, \Omega)$ is independent of $T$. Therefore, we sum the relation \( (A.11) \) over every $\alpha$ with $0 \leq |\alpha| \leq \ell$ to get the desired result.
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