Thermodynamic laws in isolated systems
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The recent experimental realization of exotic matter states in isolated quantum systems and the ensuing controversy about the existence of negative absolute temperatures demand a careful analysis of the conceptual foundations underlying microcanonical thermostatistics. Here we provide a detailed comparison of the most commonly considered microcanonical entropy definitions, focusing specifically on whether they satisfy or violate the zeroth, first, and second laws of thermodynamics. Our analysis shows that, for a broad class of systems that includes all standard classical Hamiltonian systems, only the Gibbs volume entropy fulfills all three laws simultaneously. To avoid ambiguities, the discussion is restricted to exact results and analytically tractable examples.

DOI: 10.1103/PhysRevE.90.062116 PACS number(s): 05.70.–a, 05.20.–y, 05.30.–d

I. INTRODUCTION

Recent advances in experimental and observational techniques have made it possible to study in detail many-particle systems that, in good approximation, are thermally decoupled from their environment. Examples cover a wide range of length and energy scales, from isolated galactic clusters [1] and nebulae to ultracold quantum gases [2] and spin systems [3]. The thermostatistical description of such isolated systems relies on the microcanonical ensemble (MCE) [4–7]. Conceptually, the MCE is the most fundamental statistical equilibrium ensemble for it only assumes energy conservation and because canonical and grand-canonical ensembles can be derived from the MCE (by considering the statistics of smaller subsystems [6]) but not vice versa. 1 Although these facts are widely accepted, there still exists considerable confusion about the consistent treatment of entropy and the role of temperature in the MCE, as evidenced by the recent controversy regarding the (non-)existence of negative absolute temperatures [2,8–12].

The debate has revealed some widespread misconceptions about the general meaning of temperature in isolated systems. For example, it is often claimed [10–12] that knowledge of the microcanonical temperatures suffices to predict the direction of heat flow. This statement, which is frequently mistaken as being equivalent to the second law, is true in many situations, but not in general, reflecting the fact that energy, not temperature, is the primary thermodynamic state variable of an isolated system (see Sec. II D). These and other conceptual issues deserve careful and systematic clarification, as they affect the theoretically predicted efficiency bounds of quantum heat engines [2,13,14] and the realizability of dark energy analogs in quantum systems [2].

The controversy about the existence of negative absolute temperatures revolves around the problem of identifying an entropy definition for isolated systems that is consistent with the laws of thermodynamics [4,9,15–19]. Competing entropy definitions include the “surface” entropy, which is often attributed to Boltzmann,2 and the “volume” entropy derived by Gibbs (chap. XIV in Ref. [4]). Although these and other entropy candidates often yield practically indistinguishable predictions for the thermodynamic properties of “normal” systems [21], such as quasi-ideal gases with macroscopic particle numbers, they can produce substantially different predictions for mesoscopic systems and ad hoc truncated Hamiltonians with upper energy bounds [9,17]. A related more subtle source of confusion is the precise formulation of the laws of thermodynamics and their interpretation in the context of isolated systems. Most authors seem to agree that a consistent thermostatistical formalism should respect the zeroth, first, and second laws, but often the laws themselves are stated in a heuristic or ambiguous form [11,12] that may lead to incorrect conclusions and spurious disputes.

Aiming to provide a comprehensive foundation for future discussions, we pursue here a two-step approach: Building on the work by Gibbs, Planck, and others, we first identify formulations of the zeroth, first, and second laws that (i) are feasible in the context of isolated systems, (ii) permit a natural statistical interpretation within the MCE, and (iii) provide directly verifiable criteria. In the second step, we analyze whether the most commonly considered microcanonical entropy definitions comply with those laws. In contrast to previous studies, which considered a narrow range of specific examples [9–12], the focus here is on exact generic results that follow from general functional characteristics of the density of...
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2According to Sommerfeld [20], this attribution is probably not entirely correct historically; see also the historical remarks in Sec. II C below.

1This statement is to be understood in a physical sense. Mathematically, the microcanonical density operator of many systems can be obtained from the canonical density operator via an inverse Laplace transformation.
TABLE I. The different microcanonical entropy candidates from Sec. II B and whether they satisfy the laws of thermodynamics. These results hold under the specifications given in the text. The equipartition statement refers to classical Hamiltonian systems with sufficiently regular phase-space topology (see Sec. III B). The validation of the zeroth law considers part (Z1) and assumes that the DoS of the considered subsystems is strictly positive (but not necessarily monotonic) from 0 up to the total system energy $E$ (see Sec. III). The validation of the first law is based on the consistency relations (46) (see Sec. IV). The validation of the second law merely assumes a non-negative DoS for energies larger than the ground-state energy $E = 0$ (see Sec. VI). Additional notes regarding the zeroth law: When the subsystem DoS is not strictly positive for all positive subsystem energies, the Gibbs temperature $T_G$ may fail the zeroth law for large total energies. For systems with upper energy bound, the complementary Gibbs temperature $T_C$ may satisfy the zeroth law instead for energies close to the maximal energy. Under suitable conditions, the inverse Boltzmann temperature $1/T_B$ satisfies the “inverse” zeroth law (40).

| Entropy                  | $S(E)$                          | Equipartition | Zeroth law   | First law  | Second law |
|--------------------------|---------------------------------|---------------|--------------|------------|------------|
| Gibbs                    | $\ln[\Omega(E)]$               | +             | +            | +          | +          |
| Complementary Gibbs      | $\ln[\Omega_{\infty} - \Omega(E)]$ | -             | -            | +          | +          |
| Alternative (Penrose)    | $\ln[\Omega(E)] + \ln[\Omega_{\infty} - \Omega(E)] - \ln \Omega_{\infty}$ | -             | -            | +          | +          |
| Modified Boltzmann       | $\ln[\Omega(E + \epsilon) - \Omega(E)]$ | -             | -            | -          | -          |
| Boltzmann                | $\ln[\epsilon_{\omega}(E)]$    | -             | -            | -          | -          |

states (DoS) and, hence, hold true for a broad class of systems. Thereby, we deliberately refrain from imposing thermodynamic limits (TDLs). TDLs provide a useful technical tool for describing phase transitions in terms of formal singularities [22–25] but they are not required on fundamental grounds. A dogmatic restriction [11] of thermodynamic analysis to infinite systems is not only artificially prohibitive from a practical perspective but also mathematically unnecessary: Regardless of system size, the thermodynamics laws can be validated based on general properties of the microcanonical DoS (non-negativity, behavior under convolutions, etc.). Therefore, within the qualifications specified in the next sections, the results below apply to finite and infinite systems that may be extensive or nonextensive, including both long-range and short-range interactions.

We first introduce essential notation, specify in detail the underlying assumptions, and review the different microcanonical entropy definitions (Sec. II). The zeroth, first, and second laws are discussed separately in Secs. III, IV, and V. Exactly solvable examples that clarify practical implications are presented in Sec. VI. Some of these examples were selected to illustrate explicitly the behavior of the different entropy and temperature definitions when two systems are brought into thermal contact. Others serve as counterexamples, showing that certain entropy definitions fail to satisfy basic consistency criteria. Section VII discusses a parameter-free smoothing procedure for systems with discrete spectra. The paper concludes with a discussion of the main results (Sec. VIII) and avenues for future study (Sec. IX).

The main results of our paper can be summarized as follows: Among the considered entropy candidates, only the Gibbs volume entropy, which implies a non-negative temperature and Carnot efficiencies $\leq 1$, satisfies all three thermodynamic laws exactly for the vast majority of physical systems (see Table I).

II. THE MICROCANONICAL DISTRIBUTION AND ENTROPY DEFINITIONS

After recalling basic assumptions and definitions for the microcanonical ensemble (Sec. II A), we will summarize the most commonly considered microcanonical entropy definitions and their related temperatures in Sec. II B. These entropy candidates will be tested in later sections (Secs. III, IV and V) as to whether they satisfy the zeroth, first, and second laws of thermodynamics. Section II C contains brief historical remarks as to whether they satisfy the zeroth, first, and second laws of thermodynamics. Section II D demonstrates explicitly that, regardless of the adopted entropy definition, the microcanonical temperature is, in general, not a unique (injective) function of the energy. This fact means that knowledge of temperature is, in general, not sufficient for predicting the direction of heat flow, implying that feasible versions of the second law must be formulated in terms of entropy and energy (and not temperature).

A. The microcanonical ensemble

We consider strictly isolated classical or quantum systems described by a Hamiltonian $H(\xi; Z)$, where $\xi$ denotes the microscopic states and $Z = (Z_1, \ldots)$ comprises external control parameters (volume, magnetic fields, etc.). It will be assumed throughout that the microscopic dynamics of the system conserves the system energy $E$, that the energy is bounded from below, $E \geq 0$, and that the system is in a state in which its thermostatistical properties are described by the microcanonical ensemble with the microcanonical density operator

$$
\rho(\xi|E, Z) = \frac{\delta[E - H(\xi; Z)]}{\omega(E, Z)}.
$$

We distinguish isolated systems (no heat or matter exchange with environment), closed systems (no matter exchange but heat exchange permitted), and open systems (heat and matter exchange possible).

For classical systems, $\xi$ comprises the canonical coordinates and momenta that specify points in phase space. For quantum systems, $\xi$ represents the labels (quantum numbers) of the energy eigenstates.

For example, isolated systems with mixing dynamics [26] approach a state that can indeed be described by a MCE—although, in many cases, weaker conditions like ergodicity are sufficient [27]. In contrast, systems with additional integrals of motion besides energy (e.g., angular momentum) may require a different thermostatistical description due to their nontrivial phase-space topology.
The normalization constant is given by the density of states (DoS),
\[ \omega(E, Z) = \text{Tr}[\delta[E - H(\xi, Z)]] \].

For classical systems, the trace \( \text{Tr} \) is defined as a phase-space integral (normalized by symmetry factors and powers of the Planck constant) and for quantum systems by an integral over the basis vectors of the underlying Hilbert space. The DoS \( \omega \) is non-negative, \( \omega(E) \geq 0 \), and with our choice of the ground-state energy, \( \omega(E) = 0 \) for \( E < 0 \).

The energy derivative of the DoS will be denoted by

\[ \nu(E, Z) = \frac{\partial \omega(E, Z)}{\partial E} \] .

The integrated DoS, or dimensionless phase volume, is defined as
\[ \Omega(E, Z) = \text{Tr}[\Theta(E - H(\xi, Z))] \] .

where \( \Theta \) denotes the unit-step function. This definition implies that \( \Omega \) is a nondecreasing function of the energy \( E \) that vanishes for \( E < 0 \). For clarity, we shall assume throughout that \( \Omega \) is continuous and piecewise differentiable, so, except at certain singular points, its partial derivatives are well defined with \( \omega = \partial \Omega / \partial E \) and \( \nu = \partial^2 \Omega / \partial E^2 \), and
\[ \Omega(E, Z) = \int_0^E dE' \omega(E', Z) \] .

These conditions are practically always fulfilled for classical Hamiltonian systems. For quantum systems with a discrete energy spectrum, additional smoothing procedures are required (see discussion in Sec. VII below).

The expectation value of an observable \( F(\xi) \) with respect to the microcanonical density operator \( \rho \) is defined by
\[ \langle F \rangle_{E,Z} = \text{Tr}[\rho F] \] .

As a special case, the probability density of some observable \( F(\xi) \) is given by
\[ p_F(f | E, Z) = \langle \delta(f - F) \rangle_{E,Z} \] .

To avoid potential confusion, we stress that, although we will compare different entropy functions \( S(E, Z) \), all expectation values will always be defined with respect to the standard microcanonical density operator \( \rho \), as defined in Eq. (1).

That is, expectation values \( \langle \cdot \rangle_{E,Z} \) are always computed by averaging over microstates that are confined to the energy shell \( E \).

For convenience, we adopt units such that the Boltzmann constant \( k_B = 1 \). For a given entropy function \( S(E, Z) \), the microcanonical temperature \( T \) and the heat capacity \( C \) are obtained according to the basic rules of thermodynamics by partial differentiation,
\[ T(E, Z) = \left[ \frac{\partial S(E, Z)}{\partial E} \right]^{-1} \] ,
\[ C(E, Z) = \left[ \frac{\partial T(E, Z)}{\partial E} \right]^{-1} \] .

It is important to emphasize that the primary thermodynamic state variables of an isolated system are \( E \) and \( Z \). More generally, the primary thermodynamic state variables of an isolated system comprise the conserved quantities (“charges”) that characterize the underlying symmetries, and symmetry-breaking parameters [28], such as volume (broken translational invariance). In contrast, the temperature \( T \) is a derived quantity that, in general, does not uniquely characterize the thermodynamic state (see detailed discussion in Sec. IID and Fig. 1 below).

To simplify notation, when writing formulas that contain \( \omega, \Omega, T, \) etc., we will usually not explicitly state the functional dependence on \( Z \) anymore, while keeping in mind that the Hamiltonian can contain several additional control parameters.

### B. Microcanonical entropy candidates

#### 1. Gibbs entropy

The Gibbs volume entropy is defined by (see chap. XIV in Ref. [4])
\[ S_G(E) = \ln \Omega(E) \] .

\[ S_G(E) = \ln \Omega(E) \] .

FIG. 1. (Color online) Nonuniqueness of microcanonical temperatures illustrated for the integrated DoS from Eq. (23). (a) Integrated DoS \( \Omega \) (black) and DoS \( \omega \) (red, dashed). (b) Gibbs entropy \( S_G \) (black) and Boltzmann entropy \( S_B \) (red, dashed). (c) Gibbs temperature \( T_G \) (black) and Boltzmann temperature \( T_B \) (red dashed). This example shows that, in general, neither the Boltzmann nor the Gibbs temperature uniquely characterize the thermal state of an isolated system, as the same temperature value can correspond to very different energy values.
The associated Gibbs temperature \[ T_G(E) = \frac{\Omega(E)}{o(E)} \] (10b) is always non-negative, \( T_G(E) \geq 0 \), and remains finite as long as \( o(E) > 0 \).

For classical Hamiltonian systems with microstates (phase-space points) labeled by \( \xi = (\xi_1, \ldots, \xi_D) \), a continuous Hamiltonian \( H(\xi) \), a simple phase space \( (\xi) = \mathbb{R}^D \), and a phase-space density described by the microcanonical density operator (1), it is straightforward to prove that the Gibbs temperature satisfies the equipartition theorem [5]:

\[ T_G(E) = \left( \frac{\partial H}{\partial \xi_i} \right)_E \quad \forall \, i = 1, \ldots, D. \] (11)

The proof of Eq. (11), which is essentially a phase-space version of Stokes’s theorem [5], uses partial integrations, so Eq. (11) holds for all standard classical Hamiltonian systems with simply connected closed energy manifolds \( E = H(\xi) \). However, the examples in Sec. VID2 show that Eq. (11) even holds for certain classical systems with bounded spectrum and nonmonotonic DoS.

A trivial yet important consequence of Eq. (11) is that any temperature satisfying the equipartition theorem must be identical to the Gibbs temperature, and thus the associated entropy must be equal to the Gibbs entropy (plus any function independent of energy). This implies already that none of the other entropy definitions considered below leads to a temperature that satisfies the equipartition theorem (unless these other entropy definitions happen to coincide with the Gibbs entropy on some energy interval or in some limit). We shall return to Eq. (11) later, as it relates directly to the notion of thermal equilibrium and the zeroth law.

2. Boltzmann entropy

The perhaps most popular microcanonical entropy definition is the Boltzmann entropy,

\[ S_B(E) = \ln [\epsilon \, o(E)] , \] (12a)

where \( \epsilon \) is a small energy constant required to make the argument of the logarithm dimensionless. The fact that the definition of \( S_B \) requires an additional energy constant \( \epsilon \) is conceptually displeasing but bears no relevance for physical quantities that are related to derivatives of \( S_B \). As we shall see below, however, the presence of \( \epsilon \) will affect the validity of the second law.

The associated Boltzmann temperature

\[ T_B(E) = \frac{o(E)}{\nu(E)} \] (13)

becomes negative when \( o(E) \) is a decreasing function of the energy \( E \), that is, when \( \nu(E) = \partial o/\partial E < 0 \). The Boltzmann temperature and the Gibbs temperature are related by [9]

\[ T_B(E) = \frac{T_G(E)}{1 - C_G^{-1}(E)} , \] (14)

where \( C_G = (\partial T_G/\partial E)^{-1} \) is the Gibbsonian heat capacity measured in units of \( k_B \). Thus, a small positive (generally nonextensive) heat capacity \( 0 < C_G(E) < 1 \) implies a negative Boltzmann temperature \( T_B(E) < 0 \) and vice versa.⁶

3. Modified Boltzmann entropy

The energy constant \( \epsilon \) in Eq. (12a) is sometimes interpreted as a small uncertainty in the system energy \( E \). This interpretation suggests a modified microcanonical phase-space probability density [4, p. 115]

\[ \tilde{\rho}(\xi; E, \epsilon) = \frac{\Theta(E + \epsilon - H) \, \Theta(H - E)}{\Omega(E + \epsilon) - \Omega(E)}. \] (15)

The Shannon information entropy of the modified density operator is given by

\[ S_M(E, \epsilon) = -\text{Tr} [ \tilde{\rho} \ln \tilde{\rho} ] = \ln [\Omega(E + \epsilon) - \Omega(E)]. \] (16a)

From \( S_M \), one can recover the Boltzmann entropy by expanding the argument of logarithm for \( \epsilon \to 0 \),

\[ S_M(E) \approx \ln [\epsilon \, o(E)] = S_B(E). \] (16b)

Note that this is not a systematic Taylor expansion of \( S_M \) itself but rather of \( \exp(S_M) \). The associated temperature

\[ T_M(E, \epsilon) = \frac{\Omega(E + \epsilon) - \Omega(E)}{\partial o(E + \epsilon) - o(E)} \] (17a)

approaches for \( \epsilon \to 0 \) the Boltzmann temperature

\[ T_M(E) \approx \frac{o(E)}{\nu(E)} = T_B(E). \] (17b)

However, from a physical and mathematical point of view, the introduction of the finite energy uncertainty \( \epsilon \) is redundant, since, according to the postulates of classical and quantum mechanics, systems can at least in principle be prepared in well-defined energy eigenstates that can be highly degenerate. Moreover, from a more practical perspective, the explicit \( \epsilon \) dependence of \( S_M \) and \( T_M \) means that any thermodynamic formalism based on \( S_M \) involves \( \epsilon \) as a second-energy control parameter. The physically superfluous but technically required \( \epsilon \) dependence disqualifies \( S_M \) from being a generic entropy definition for the standard microcanonical ensemble defined by Eq. (1).

4. Complementary Gibbs entropy

If the total number of microstates is finite, \( \Omega_\infty = \Omega(E \to \infty) \ll \infty \), as, for example, in spin models with upper energy bound, then one can also define a complementary Gibbs entropy [12],

\[ S_C(E) = \ln [\Omega_\infty - \Omega(E)] . \] (18a)

⁶One should emphasize that \( T_B(E) \) is typically the effective canonical temperature of a small subsystem [9], appearing, for example, in one-particle momentum distributions and other reduced density operators. This fact, however, does not imply that \( T_B(E) \) is necessarily the absolute thermodynamic temperature of the whole system.
The complementary Gibbs temperature

\[ T_C(E) = -\frac{\Omega_\infty - \Omega(E)}{\omega(E)} \]

(18b)
is always negative.

In another universe, where \( \Omega_\infty < \infty \) holds for all systems, the complementary Gibbs entropy provides an alternative thermodynamic description that, roughly speaking, mirrors the Gibbsian thermodynamics. In our universe, however, many (if not all) physical systems are known to have a finite ground-state energy, but we are not aware of any experimental evidence for the existence of strict upper energy bounds.\(^7\)

From a practical perspective, a thermostatistical theory based on \( S_C \) is, by construction, restricted to systems with upper energy bounds, thereby excluding many physically relevant systems such as classical and quantum gases. In particular, the complementary Gibbs temperature is incompatible with conventional operational definitions of temperature that use Carnot efficiencies or measurements with a gas thermometer. Thus, even if one were content with the severe restriction to systems with upper energy bounds and considered the complementary Gibbs entropy \( S_C \) as thermodynamic entropy, then all statements of conventional thermodynamics—including the laws of thermodynamic themselves—would have to be carefully examined and adjusted accordingly.

5. Alternative entropy proposals

Another interesting entropy definition is

\[ S_P(E) = \ln \Omega(E) + \ln[\Omega_\infty - \Omega(E)] - \ln \Omega_\infty. \]

(19a)

For systems with \( \Omega_\infty = \infty \), this alternative entropy becomes identical to the Gibbs entropy, assuming a sensible definition of \( \lim_{E \to \infty} S_P \). However, \( S_P \) differs from \( S_G \) for systems with bounded spectrum. The associated temperature

\[ T_P(E) = \frac{1}{\omega} \left[ \frac{1}{\Omega} - \frac{1}{\Omega_\infty - \Omega(E)} \right]^{-1} \]

(19b)

interpolates between \( T_G \) and \( T_C \) if \( \Omega_\infty < \infty \) and is equal to \( T_C \) otherwise. The example in Sec. VID2 demonstrates that, similarly to the Boltzmann entropy, \( S_P \) also violates the classical equipartition theorem.

In principle, one may also attempt to define entropies that have different analytic behaviors on different energy intervals \([11,12]\); for example, by constructing piecewise combinations of the Gibbs entropy and the complementary Gibbs entropy, such as

\[ S_{G/C}(E) = \min(S_G, S_C). \]

(20)

However, constructions of this type seem unfeasible for more realistic model systems with an energy structure that goes beyond that of the simplest spin models (for example, when the DoS has more than one maximum).\(^8\)

In particular, the explicit dependence of \( S_P \) and \( S_{G/C} \) on \( \Omega_\infty \) means that the equations of state obtained from these entropies depend on the choice of the upper energy cutoff, even though upper bounds are in fact artificial constraints resulting from \textit{ad hoc} truncations of the underlying Hamiltonians.\(^9\)

Another deficiency of piecewise entropies is that they predict spurious phase transitions arising from the nonanalyticities at the interval boundaries. In view of such drawbacks, and due to the absence of a clearly formulated general definition that would be amenable to systematic analysis for a broader class of DoS functions, we do not study such piecewise entropies here.

C. Historical remarks and naming conventions

Boltzmann’s tombstone famously carries the formula

\[ S = k \log W, \]

(21)
even though it was probably Planck, and not Boltzmann, who established this equation (see Sommerfeld’s discussion in the Appendix of Ref. [20]). As described in many textbooks (e.g., Ref. [7]), the entropy \( S_B \) defined in Eq. (12a) is heuristically obtained from Eq. (21) by identifying \( \log = \ln \) and interpreting \( W = \epsilon \omega(E) \) as the number of microstates accessible to a physical system at energy \( E \). Perhaps for this reason, the entropy (12a) is often called “Boltzmann entropy” nowadays.

Upon dividing by Boltzmann’s constant \( k = k_B \), Eq. (21) coincides with Shannon’s \textit{information} entropy,

\[ I = - \sum_i p_i \log p_i, \]

(22)

for a uniform probability distribution \( p_i = 1/W \) (with \( i = 1, \ldots, W \)) on a \textit{discrete} set of \( W \) microstates.\(^10\)

Boltzmann himself, while working on his \textit{H}-theorem \([32]\) for classical \( N \)-particle systems, considered the continuum version of Eq. (22) for the reduced \textit{one-particle} distribution instead of the full \( N \)-particle distribution. Gibbs generalized Boltzmann’s \textit{H}-theorem to the \( N \)-particle distribution function.\(^11\)

In his comprehensive treatise on statistical mechanics \([4]\), Gibbs considered three different statistical entropy definitions

\(^8\)The authors of Ref. [11] speculate that suitably defined piecewise entropies could converge to the Boltzmann entropy in the TDL.\(^9\)All stable systems have a finite ground-state energy but, at least to our knowledge, no real physical system has a true upper energy bound. It does not seem reasonable to construct a thermodynamic formalism that gives different predictions depending on whether one neglects or includes higher-energy bands. For example, \( S_P \) can predict negative temperatures when only a single band is considered but these negative \( T_P \) regions disappear if one includes all higher bands. Similarly, \( S_{G/C} \) can predict negative temperatures even for \( \nu(E) = \omega(E) > 0 \) depending on the choice of the energy cutoff.\(^10\)The fact that \( S_B \) can be connected to one of the many \([29–31]\) information entropies does not imply that \( S_B \) is equivalent to the phenomenological thermodynamic entropy and satisfies the laws of thermodynamics, even if such a connection might be appealing. Instead one has to verify whether \( S_B \) does indeed satisfy the thermodynamic laws for isolated systems.\(^11\)See Uffink [33] for a detailed historical account.
and investigated whether they may serve as analogs for the phenomenological thermodynamic entropy (see Chap. XIV in Ref. [4]). The first definition, which amounts to \( S_N = -\text{Tr}[\rho \ln \rho] \) in our notation, relates directly to his work on the generalized \( H \)-theorem. One should stress that Gibbs used this definition only when describing systems coupled to a heat bath within the framework of the canonical ensemble. Nowadays, \( S_N \) is usually referred to as canonical Gibbs entropy in classical statistical mechanics, as von Neumann entropy in quantum statistics, or as Shannon entropy in information theory.

In the context of isolated systems, however, Gibbs investigated the two alternative entropy definitions (10a) and (12a). After performing a rigorous and detailed analysis, he concluded that, within the MCE, the definition (10a) provides a better analog for the thermodynamic entropy. About a decade later, in 1910, Gibbs’s conclusion was corroborated by Hertz [15,16], whose analysis focused on adiabatic invariance. Hertz [15] acknowledged explicitly that he could not add much new content to Gibbs’s comprehensive treatment but was merely trying to provide a more accessible approach to Gibbs’s theory.\(^{12}\) It seems therefore appropriate to refer to the definition (10a) as the microcanonical “Gibbs entropy,” although some previous studies also used the term “Hertz entropy.”

D. Nonuniqueness of microcanonical temperatures

It is often assumed that temperature tells us in which direction heat will flow when two bodies are placed in thermal contact. Although this heuristic rule-of-thumb works well in the case of “normal” systems that possess a monotonically increasing DoS \( \omega \), it is not difficult to show that, in general, neither the Gibbs temperature nor the Boltzmann temperature nor any of the other suggested alternatives are capable of specifying uniquely the direction of heat flow when two isolated systems become coupled. One obvious reason is simply that these microcanonical temperatures do not always uniquely characterize the state of an isolated system before it is coupled to another. To illustrate this explicitly, consider as a simple generic example a system with integrated DoS,

\[
\Omega(E) = \exp \left[ \frac{E}{2\epsilon} - \frac{1}{4} \sin \left( \frac{2E}{\epsilon} \right) \right] + \frac{2E}{\epsilon},
\]

where \( \epsilon \) is some energy scale. The associated DoS is non-negative and nonmonotonic, \( \omega = \partial \Omega / \partial E \gtrless 0 \) for all \( E \gtrless 0 \). As evident from Fig. 1, neither the Gibbs nor the Boltzmann temperature provide a unique thermodynamic characterization in this case, as the same temperature value \( T_G \) or \( T_B \) can correspond to vastly different energy values. When coupling such a system to a second system, the direction of heat flow may differ for different initial energies of the first system, even if the corresponding initial temperatures of the first system may be the same. It is not difficult to see that qualitatively similar results are obtained for all continuous functions \( \omega(E) \gtrsim 0 \) that exhibit at least one local maximum and one local minimum on \((0, \infty)\). This ambiguity reflects the fact that the essential control parameter (thermodynamic state variable) of an isolated system is the energy \( E \) and not the temperature.

The above example shows that any microcanonical temperature definition yielding an energy-temperature relation that is not always strictly one to one cannot tell us universally in which direction heat flows when two bodies are brought into thermal contact. In fact, one finds that the considered temperature definitions may even fail to predict heat flows correctly for systems where the energy-temperature relation is one to one (see examples in Sec. VI A and VI C). This indicates that, in general, microcanonical temperatures do not specify the heat flow between two initially isolated systems and, therefore, temperature-based heat-flow arguments [10–12] should not be used to judge entropy definitions. One must instead analyze whether the different definitions respect the laws of thermodynamics.

III. ZEROTh LAW AND THERMAL EQUILIBRIUM

A. Formulations

In its most basic form, the zeroth law of thermodynamics states that:

\((Z0)\) If two systems \( A \) and \( B \) are in thermal equilibrium with each other, and \( B \) is in thermal equilibrium with a third system \( C \), then \( A \) and \( C \) are also in thermal equilibrium with each other.

Clearly, for this statement to be meaningful, one needs to specify what is meant by “thermal equilibrium.”\(^{13}\) We adopt here the following minimal definition:

\((E)\) Two systems are in thermal equilibrium, if and only if they are in contact so they can exchange energy, and they have relaxed to a state in which there is no average net transfer of energy between them anymore. A system \( A \) is in thermal equilibrium with itself, if and only if all its subsystems are in thermal equilibrium with each other. In this case, \( A \) is called a (thermal) equilibrium system.

With this convention, the zeroth law (Z0), which demands transitivity of thermal equilibrium, ensures that thermal equilibrium is an equivalence relation on the set of thermal equilibrium systems. We restrict the discussion in this paper to thermal equilibrium systems as defined by (E). For brevity, we often write equilibrium instead of thermal equilibrium.

The basic form (Z0) of the zeroth law is a fundamental statement about energy flows, but it does not directly address entropy or temperature. Therefore, (Z0) cannot be used to distinguish entropy definitions. A stronger version of the zeroth

\(^{12}\)Notwithstanding, Hertz’s papers [15,16] received exceptional editorial support from Planck [34] and highest praise from Einstein [35].

\(^{13}\)Equilibrium is a statement about the exchange of conserved quantities between systems. To avoid conceptual confusion, one should clearly distinguish between thermal equilibrium (no mean energy transfer), pressure equilibrium (no mean volume transfer), chemical equilibrium (no particle exchange on average), etc. Complete thermodynamic equilibrium corresponds to a state where all the conserved fluxes between two coupled systems vanish.
law is obtained by demanding that, in addition to (Z0), the following holds:

(Z1) One can assign to every thermal equilibrium system a real-valued “temperature” $T$, such that the temperature of any of its subsystems is equal to $T$.

The extension (Z1) implies that any two equilibrium systems are in thermal equilibrium with each other if they are in thermal equilibrium with a heat bath that is also in thermal equilibrium with each of the subsystems. If this were possible, then it would follow that any two systems that have the same temperature are in thermal equilibrium, even if they are not in contact. By contrast, the definition (E) adopted here implies that two systems cannot be in thermal equilibrium unless they are in contact, reflecting the fact that it seems meaningless to speak of thermal equilibrium if two systems are unable to exchange energy.

One may try to rescue the idea of using temperature to identify equivalence classes of systems in thermal equilibrium—and, thus, of demanding that systems with the same temperature are in thermal equilibrium—by broadening the definition of “thermal equilibrium” to include both “actual” thermal equilibrium, in the sense of definition (E) above, and “potential” thermal equilibrium: Two systems are in potential thermal equilibrium if they are not in thermal contact, but there would be no net energy transfer between the systems if they were brought into (hypothetical) thermal contact. One could then demand that two systems with the same temperature are in actual or potential thermal equilibrium. However, as already indicated in Sec. II D, and explicitly shown in Sec. VI C, none of the considered temperature definitions satisfies this requirement either. The reason behind this general failure is that, for isolated systems, temperature as a secondary derived quantity does not always uniquely determine the thermodynamic state of the system, whereas potential heat flows and equilibria are determined by the “true” state variables $(E, Z)$. Thus, demanding that two systems with the same temperature must be in thermal equilibrium is not a feasible extension of the zeroth law.

In the remainder of this section, we will analyze which of the different microcanonical entropy definitions is compatible with the condition (Z1). Before we can do this, however, we need to specify unambiguously what exactly is meant by “temperature of a subsystem” in the context of the MCE. To address this question systematically, we first recapitulate the meaning of thermal equilibrium in the MCE (Sec. III B) and then discuss briefly subsystem energy and heat flow (Sec. III C). These steps will allow us to translate (Z1) into a testable statistical criterion for the subsystem temperature (Sec. III D).

B. Thermal equilibrium in the MCE

Consider an isolated system consisting of two or more weakly coupled subsystems. Assume the total energy of the compound system is conserved, so its equilibrium state can be adequately described by the MCE. Due to the coupling, the energy values of the individual subsystems are not conserved by the microscopic dynamics and will fluctuate around certain average values. Since the microcanonical density operator of the compound system is stationary, the energy mean values of the subsystems are conserved, and there exists no net energy transfer, on average, between them. This means that part (Z0) of the zeroth law is always satisfied for systems in thermal contact if the joint system is described by the MCE.

To test whether part (Z1) also holds for a given entropy definition, it suffices to consider a compound system that consists of two thermally coupled equilibrium systems. Let us therefore consider two initially isolated systems $A$ and $B$ with Hamiltonians $H_A(\xi_A)$ and $H_B(\xi_B)$ and DoS $\omega_A \geq 0$ and $\omega_B \geq 0$ such that $\omega_{A,B}(E_{A,B} < 0) = 0$ and denote the integrated DoS by $\Omega_A$ and $\Omega_B$. Before the coupling, the systems have fixed energies $E_A$ and $E_B$, and each of the systems can be described by a microcanonical density operator,

$$\rho_i(\xi_i | E_i) = \frac{\delta [E_i - H_i(\xi_i)]}{\omega_i(E_i)}, \quad i = A, B. \tag{24}$$

In this precoupling state, one can compute for each system separately the various entropies $S_i(E_i)$ and temperatures $T_i(E_i)$ introduced in Sec. II B.

Let us further assume that the systems are brought into (weak) thermal contact and given a sufficiently long time to equilibrate. The two systems now form a joint system $AB$ with microstates $\xi = (\xi_A, \xi_B)$, Hamiltonian $H(\xi) = H_A(\xi_A) + H_B(\xi_B)$, and conserved total energy $E = E_A + E_B = H(\xi)$. The microcanonical density operator of the new joint equilibrium system reads

$$\rho(\xi | E) = \frac{\delta [E - H(\xi)]}{\omega(E)}, \tag{25a}$$

the basic form (Z0) of the zeroth law asserts that such systems are in thermal equilibrium with each other.

Considering weak coupling, we formally neglect interaction terms in the joint Hamiltonian but assume nevertheless that the coupling interactions are still sufficiently strong to create mixing.
where the joint DoS $\omega$ is given by the convolution (see Appendix A)
\[
\omega(E) = \int_0^\infty dE' \int_0^\infty dE'' \omega_A(E') \omega_B(E'') \times \delta(E - E' - E'') \\
= \int_0^E dE' \omega_A(E') \omega_B(E - E'). \tag{25b}
\]
The associated integrated DoS $\Omega$ takes the form
\[
\Omega(E) = \int_0^\infty dE' \int_0^\infty dE'' \omega_A(E') \omega_B(E'') \times \Theta(E - E' - E'') \\
= \int_0^E dE' \omega_A(E') \omega_B(E - E'). \tag{25c}
\]
If $\lim_{E' \to 0} \omega_A(E') = \omega_A(0^+)$, the differential DoS $\nu = \partial \omega / \partial E$ can be expressed as
\[
\nu(E) = \int_0^E dE' \nu_A(E') \omega_B(E - E') + \omega_A(0^+) \omega_B(E).
\tag{25d}
\]
Note that Eq. (25d) is not applicable if $\omega_A(0^+)$ diverges near $E_i = 0$ for $i \in \{A, B\}$.
Since the joint system $AB$ is also described by the MCE, we can again directly compute any of the entropy definitions $S(E)$ introduced in Sec. II B to obtain the associated temperature $T = (\partial S / \partial E)^{-1}$ of the compound system as function of the total energy $E$.

### C. Subsystem energies in the MCE

When in thermal contact, the subsystems with fixed external control parameters can permanently exchange energy, and their subsystem energies $E_i = H_i(\xi_i)$, with $i \in \{A, B\}$, are fluctuating quantities. According to Eq. (7), the probability distributions of the subsystem energies $E_i$ for a given, fixed total energy $E$ are defined by
\[
\rho_i(E_i|E) = \rho_B(E_i|E) = \Theta(E - E_i) \delta(E_i - H_i(\xi_i)). \tag{26}
\]
From a calculation similar to that in Eq. (25b), see Appendix A, one finds for subsystem $A$
\[
\pi_A(E_i|E) = \frac{\omega_A(E_i) \omega_B(E - E_i)}{\omega(E)}. \tag{27}
\]
The energy density $\pi_B(E_i|E)$ of subsystem $B$ is obtained by exchanging labels $A$ and $B$ in Eq. (27).

The conditional energy distribution $\pi_i(E_i|E)$ can be used to compute expectation values $\langle F \rangle_E$ for quantities $F = F(H_i(\xi_i))$ that depend on the subsystem energy $H_i$:
\[
\langle F(H_i) \rangle_E = \int_0^E dE' \pi_i(E_i|E) F(E'). \tag{28}
\]
For example, the mean energy of system $A$ after contact is given by
\[
\langle H_A \rangle_E = \int_0^E dE' \frac{\omega_A(E') \omega_B(E - E')}{\omega(E')} E'. \tag{29}
\]
Since the total energy $E = E_A + E_B$ is conserved, the heat flow (mean energy transfer) between systems $A$ and $B$ during thermalization can be computed as
\[
Q_{A \to B}(E_A, E_B) = E_A - \langle H_A \rangle_{E_A+E_B}. \tag{30}
\]
This equation implies that the heat flow is governed by the primary state variable energy rather than temperature.

### D. Subsystem temperatures in the MCE

Verification of temperature amendment (Z1) requires an extension of the microcanonical temperature concept, as one needs to define subsystem temperatures first. The energy $E_i$ of a subsystem is subject to statistical fluctuations, precluding a direct application of the microcanonical entropy and temperature definitions. One can, however, compute subsystem entropies and temperatures for fixed subsystem energies $E_i$ by virtually decoupling the subsystem from the total system. In this case, regardless of the adopted definition, the entropy of the decoupled subsystem is simply given by $S_i(E_i)$, and the associated subsystem temperature $T_i(E_i) = (\partial S_i(E_i) / \partial E_i)^{-1}$ is a function of the subsystem’s energy $E_i$.

We can then generalize the microcanonical subsystem temperature $T_i(E_i)$, defined for a fixed subsystem energy $E_i$, by considering a suitably chosen microcanonical average $\langle T_i(E_i) \rangle_E$. A subsystem temperature average that is consistent with the general formula (28) reads
\[
\langle T_i(E_i) \rangle_E = \int_0^E dE' \pi_i(E_i|E) T_i(E_i). \tag{31}
\]
With this convention, the amendment (Z1) to the zeroth law takes the form
\[
\langle T_i(E_i) \rangle_E \equiv T(E), \tag{32}
\]
which can be tested for the various entropy candidates.

One should emphasize that Eq. (31) implicitly assumes that the temperature $T_i(E_i)$ of the subsystem is well defined for all energy values $E_i$ in the integration range $[0, E]$, or at least for all $E_i$, where $\pi_i(E_i|E) > 0$. The more demanding assumption that $T_i(E_i)$ is well defined for all $E_i \in [0, E]$ is typically not satisfied if the subsystem DoS has extended regions (band gaps) with $\omega_i(E_i) = 0$ in the range $[0, E]$. The weaker assumption of a well-defined subsystem temperature for energies with nonvanishing probability density may be violated, for example, for the Boltzmann temperature of subsystems exhibiting stationary points $E_i^*$ (e.g., maxima) with $\omega_i(E_i^*) = 0$ in their DoS, in which case the mean subsystem Boltzmann temperature is ill defined, even if the Boltzmann temperature of the compound system is well defined and finite.

#### I. Gibbs temperature

We start by verifying Eq. (32) for the Gibbs entropy. To this end, we consider two systems $A$ and $B$ that become weakly coupled to form an isolated joint system $AB$. The Gibbs temperatures of the subsystems before coupling are
\[
T_{Gi} = T_{Gi}(E_i) = \frac{\Omega_i(E_i)}{\omega_i(E_i)}, \quad i = A, B. \tag{33}
\]
The Gibbs temperature of the combined system after coupling is
\[ T_G(E) = \frac{\Omega(E)}{\omega(E)} \] (34)
with \( E = E_A + E_B \) and \( \Omega \) and \( \omega \) given in Eqs. (25). Using the expression (10b), the subsystem temperature \( T_{G,A} \) for subsystem energy \( E_A' \),
\[ T_{G,A}(E_A') = \frac{\Omega_A(E_A')}{\omega_A(E_A')} \] (35)
which requires \( \omega_A(E_A') > 0 \) to be well defined. Assuming \( \omega_A(E_A') > 0 \) for all \( E_A' \in (0, E) \) and making use of Eqs. (27), (31), (25c), and (34), one finds that
\[ (T_{G,A}(E_A'))_E = \int_0^E dE_A' \frac{\omega_A(E_A')}{\omega(E)} \frac{\Omega_A(E_A')}{\omega_A(E_A')} = \frac{1}{\omega(E)} \int_0^E dE_A' \Omega_A(E_A') (E - E_A') = T_G(E). \] (36)
By swapping labels \( A \) and \( B \), one obtains an analogous result for system \( B \). Given that our choice of \( A \) and \( B \) was arbitrary, Eq. (36) implies that the Gibbs temperature satisfies part (Z1) of the zeroth law if the DoS of the subsystems do not vanish for positive energies.

For classical Hamiltonian many-particle systems, the temperature equality (36) was, in fact, already discussed by Gibbs, see chap. X and his remarks below Eq. (487) in chap. XIV in Ref. [4]. For such systems, one may arrive at the same conclusion by considering the equipartition theorem (11). If the equipartition theorem holds, it ensures that \( (\xi_i \partial H_A/\partial \xi_i)_{H=A=E_i} = T_{G,A}(E_A') \) for all microscopic degrees \( i \) that are part of the subsystem \( A \). Upon averaging over possible values of the subsystem energy \( E_A' \), one obtains (see Appendix B)
\[ (T_{G,A}(E_A'))_E = \int_0^E dE_A' \pi_A(E_A') \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right)_{H=A=E_i} = \frac{\xi_i}{\Omega_A(E_A')} = T_G(E). \] (37)
Thus, for these classical systems and the Gibbs temperature, the zeroth law can be interpreted as a consequence of equipartition.

18Note that this equation is not consistent with the definition (28) of expectation values for the temperature itself and therefore also disagrees with the zeroth law as stated in Eq. (32). One may argue, however, that Eq. (40) is consistent with the definition (28) for \( \beta_B = 1/T_B \).

It is sometimes argued that the Boltzmann temperature characterizes the most probable energy state \( E_A^* \) of a subsystem \( i \) and that the corresponding temperature values \( T_B(E_A^*) \) coincides with the temperature of the compound system \( T_B(E) \). To investigate this statement, consider \( i = A \) and recall that the probability \( \pi_A(E_A|E) \) of finding the first subsystem \( A \) at energy \( E_A \) becomes maximal either at a nonanalytic point (e.g., a boundary value of the allowed energy range) or at a value \( E_A^* \) satisfying
\[ 0 = \frac{\partial \pi_A(E_A|E)}{\partial E_A} \bigg|_{E_A=E_A^*}. \] (41)
Inserting \( \pi_A(E_A|E) \) from Eq. (27), one thus finds
\[ T_{B,A}(E_A^*) = T_{BB}(E - E_A^*). \] (42)

Note, however, that in general
\[ T_B(E) \neq T_{B,A}(E_A^*) = T_{BB}(E - E_A^*). \] (43)
with the values \( T_B(E_A^*) \) usually depending on the specific decomposition into subsystems (see Sec. VI B for an example). This shows that the Boltzmann temperature \( T_B \) is in general not equal to the “most probable” Boltzmann temperature \( T_B(E_A^*) \) of an arbitrarily chosen subsystem.

20The second condition is crucial. In contrast, in certain cases, the first condition may be violated, while Eq. (40) still holds.
3. Other temperatures

It is straightforward to verify through analogous calculations that, similarly to the Boltzmann temperature, the temperatures derived from the other entropy candidates in Sec. II B violate the zeroth law as stated in Eq. (32) for systems with nonvanishing $\omega_i(E_i > 0)$. Only for certain systems with upper energy bounds does one find that the complementary Gibbs entropy satisfies Eq. (32) for energies close to the highest permissible energy (see the example in Sec. VIC).

IV. FIRST LAW

The first law of thermodynamics is the statement of energy conservation. That is, any change in the internal energy $dE$ of an isolated system is caused by heat transfer $\delta Q$ from or into the system and external work $\delta A$ performed on or by the system,

$$dE = \delta Q + \delta A = T dS - \sum_n p_n dZ_n,$$

(44)

where the $p_n$ are the generalized pressure variables that characterize the energetic response of the system to changes in the control parameters $Z$. Specifically, pure work $\delta A$ corresponds to an adiabatic variation of the parameters $Z = (Z_1, \ldots)$ of the Hamiltonian $H(\xi; Z)$. Heat transfer $\delta Q = T dS$ comprises all other forms of energy exchange (controlled injection or release of photons, etc.). Subsystems within the isolated system can permanently exchange heat although the total energy remains conserved in such internal energy redistribution processes.

The formal differential relation (44) is trivially satisfied for all the entropies listed in Sec. II B if the generalized pressure variables are defined by

$$p_j = T \left( \frac{\partial S}{\partial Z_j} \right)_{E,Z\neq Z_j}.\quad (45)$$

Here subscripts indicate quantities that are kept constant during differentiation. However, this formal definition does not ensure that the abstract thermodynamic quantities $p_j$ have any relation to the relevant statistical quantities measured in an experiment. To obtain a meaningful theory, the generalized pressure variables $p_j$ must be connected with the corresponding microcanonical expectation values. This requirement leads to the consistency relation

$$p_j = T \left( \frac{\partial S}{\partial Z_j} \right)_{E,Z\neq Z_j} = - \frac{\partial H}{\partial Z_j} \Big|_E,$$

(46)

which can be derived from the Hamiltonian or Heisenberg equations of motion (see, e.g., the Supplementary Information of Ref. [9]). Equation (46) is physically relevant as it identifies a meaningful minimal version of the second law—originally proposed by Planck [36]—that imposes a testable constraint on the microcanonical entropy candidates. However, before focusing on Planck’s formulation, let us briefly address two other rather popular versions that are feasible when $E/L < 0$. Now, clearly, the kinetic force exerted by a molecule on the boundary is positive (outwards directed), which means that the pressure predicted by $S_B$ cannot be correct. The failure of the Boltzmann entropy is a consequence of the general fact that, unlike the Gibbs entropy, $S_B$ is not an adiabatic invariant [15,16]. More generally, if one chooses to adopt nonadiabatic entropy definitions, but wants to maintain the energy balance, then one must assume that heat and entropy is generated or destroyed in mechanically adiabatic processes. This, however, would imply that for mechanically adiabatic and reversible processes, entropy is not conserved, resulting in a violation of the second law.

V. SECOND LAW

A. Formulations

The second law of thermodynamics concerns the nondecrease of entropy under rather general conditions. This law is sometimes stated in ambiguous form, and several authors appear to prefer different nonequivalent versions. Fortunately, in the case of isolated systems, it is relatively straightforward to identify a meaningful minimal version of the second law—originally proposed by Planck [36]—that imposes a testable constraint on the microcanonical entropy candidates. However, before focusing on Planck’s formulation, let us briefly address two other rather popular versions that are not feasible when dealing with isolated systems.

The perhaps simplest form of the second law states that the entropy of an isolated system never decreases. For isolated systems described by the MCE, this statement is meaningless, because the entropy $S(E,Z)$ of an isolated equilibrium system at fixed energy $E$ and fixed control parameters $Z$ is constant regardless of the chosen entropy definition.

21Gibbs states on p. 179 in Ref. [4]: “It would seem that in general averages are the most important, and that they lend themselves better to analytical transformations. This consideration would give preference to the system of variables in which log $V = [= S_G$ in our notation] is the analog of entropy. Moreover, if we make $\phi = [= S_B$ in our notation] the analog of entropy, we are embarrassed by the necessity of making numerous exceptions for systems of one or two degrees of freedoms.”

22Such an experiment could probably be performed nowadays using a suitably designed atomic trap.
Another frequently encountered version of the second law, based on a simplification of Clausius’s original statement, asserts that heat never flows spontaneously from a colder to a hotter body. As evident from the simple yet generic example in Sec. II D, the microcanonical temperature $T(E)$ can be a nonmonotonic or even an oscillating function of energy and, therefore, temperature differences do not suffice to specify the direction of heat flow when two initially isolated systems are brought into thermal contact with each other.

The deficiencies of the above formulations can be overcome by resorting to Planck’s version of the second law. Planck postulated that the sum of entropies of all bodies taking any part in some process never decreases (p. 100 in Ref. [36]).23 This formulation is useful as it allows one to test the various microcanonical entropy definitions, e.g., in thermalization processes. More precisely, if $A$ and $B$ are two isolated systems with fixed energy values $E_A$ and $E_B$ and fixed entropies $S_A(E_A)$ and $S_B(E_B)$ before coupling, then the entropy of the compound system after coupling, $S(E_A + E_B)$, must be equal or larger than the sum of the initial entropies,

$$ S(E_A + E_B) \geq S_A(E_A) + S_B(E_B). \quad (47) $$

At this point, it may be useful to recall that, before the coupling, the two independent systems are described by the density operators $\rho_A = \delta(H_A - E_A)/\omega_A(E_A)$ and $\rho_B = \delta(H_B - E_B)/\omega_B(E_B)$ corresponding to the joint density operator $\rho_{A:B} = \rho_A \cdot \rho_B$, whereas after the coupling their joint density operator is given by $\rho_{A:B} = \delta((H_A + H_B) - (E_A + E_B))/\omega_{A:B}(E_A + E_B)$. The transition from the product distribution $\rho_{A:B}$ to the coupled distribution $\rho_{A:B}$ is what is formally meant by equilibration after coupling.

We next analyze whether the inequality (47) is fulfilled by the microcanonical entropy candidates introduced in Sec. II B.

### B. Gibbs entropy

To verify Eq. (47) for the Gibbs entropy $S_G = \ln \Omega$, we have to compare the phase volume of the compound systems after coupling, $\Omega(E_A + E_B)$, with the phase volumes $\Omega_A(E_A)$ and $\Omega_B(E_B)$ of the subsystems before coupling. Starting from Eq. (25c), we find (also see Fig. 2)

$$ \Omega(E_A + E_B) = \int_0^\infty d E_A' \int_0^\infty d E_B' \omega_A(E_A') \omega_B(E_B') \Theta(E_A + E_B - E_A' - E_B') $$

$$ \geq \int_0^\infty d E_A' \int_0^\infty d E_B' \omega_A(E_A') \omega_B(E_B') \Theta(E_A + E_B - E_A' - E_B') $$

$$ = \Omega_A(E_A) \Omega_B(E_B). \quad (48) $$

This result implies that the Gibbs entropy of the compound system is always at least as large as the sum of the Gibbs entropies of the subsystems before they were brought into thermal contact:

$$ S_G(E_A + E_B) \geq S_G(A) + S_G(B). \quad (49) $$

Thus, the Gibbs entropy satisfies Planck’s version of the second law.

Equality occurs only if the systems are energetically decoupled due to particular band structures and energy constraints that prevent actual energy exchange, even in the presence of thermal coupling. The inequality is strict for an isolated system and $B$ before coupling is computed by integrating the same function $\omega_A(E_A') \omega_B(E_B')$ but now over the smaller region bounded by the lines of $E_A = E_A$ and $E_B = E_B$ (dark gray region).

![FIG. 2. The phase volume $\Omega(E)$ of a system composed of two subsystems $A$ and $B$ with initial energies $E_A$ and $E_B$ can be computed by integrating the product $\omega_A(E_A') \omega_B(E_B')$ of the subsystem densities $\omega_A$ and $\omega_B$ over the region bounded by the $E_A = E_B = E_A + E_B = E$ line in the $(E_A, E_B)$ plane (light and dark gray regions). The product $\Omega_A(E_A) \Omega_B(E_B)$ of the phase volumes of the systems $A$ and $B$ before coupling is computed by integrating the same function $\omega_A(E_A') \omega_B(E_B')$ but now over the smaller region bounded by the lines of $E_A = E_A$ and $E_B = E_B$ (dark gray region).](image)

---

23Planck [36] regarded this as the most general version of the second law.

24Note that after thermalization at fixed total energy $E$ and subsequent decoupling, the individual postdecoupling energies $E_A'$ and $E_B'$ of the two subsystems are not exactly known (it is only known that $E = E_A' + E_B'$). That is, two ensembles of subsystems prepared by such a procedure are not in individual microcanonical states and their combined entropy remains $S_G(E_A' + E_B') = S_G(E)$. To reduce this entropy to a sum of microcanonical entropies, $S_{GA}(E_A') + S_{GB}(E_B') \leq S_G(E)$, an operator (Maxwell-type demon) would have to perform an additional energy measurement on one of the subsystems and only keep those systems in the ensemble that have exactly the same pairs of postdecoupling energies $E_A'$ and $E_B'$. This information-based selection process transforms the original postdecoupling probability distributions into microcanonical density operators, causing a virtual entropy loss described by Eq. (47).
C. Boltzmann entropy

To verify Eq. (47) for the Boltzmann entropy $S_B = \ln(\epsilon \omega)$, we have to compare the $\epsilon$-scaled DoS of the compound systems after coupling, $\epsilon \omega(E_A + E_B)$, with the product of the $\epsilon$-scaled DoS $\epsilon \omega_A(E_A)$ and $\epsilon \omega_B(E_B)$ before the coupling. But, according to Eq. (25b), we have

$$\epsilon \omega(E_A + E_B) = \epsilon \int_{E_A + E_B}^{E_A + E_B} dE' \omega_A(E_A') \omega_B(E_B) = \epsilon \int_{E_A + E_B}^{E_A + E_B} dE' \omega_A(E_A') \omega_B(E_B).$$

(50)

which, depending on $\epsilon$, can be larger or smaller than $\epsilon^2 \omega_A(E_A) \omega_B(E_B)$. Thus, there is no strict relation between the Boltzmann entropy of the compound system and the Boltzmann entropies of the subsystems before contact. That is, the Boltzmann entropy violates the Planck version of the second law for certain systems, as we will also demonstrate in Sec. VI C with an example.

D. Other entropy definitions

The modified Boltzmann entropy may violate the Planck version of the second law, if only a common energy width $\epsilon$ is used in the definition of the entropies. A more careful treatment reveals that the modified Boltzmann entropy satisfies

$$S_M(E_A + E_B, \epsilon_A + \epsilon_B) \geq S_M(E_A, \epsilon_A) + S_M(E_B, \epsilon_B).$$

(51)

This shows that one has to properly propagate the uncertainties in the subsystem energies $E_i$ before coupling to the uncertainty in the total system energy $E$.

A proof very similar to that for the Gibbs entropy shows that the complementary Gibbs entropy satisfies the Planck version of the second law (Appendix C). The results for the Gibbs entropy and the complementary Gibbs entropy together imply that the alternative entropy $S_F$ satisfies the Planck version as well.

E. Adiabatic processes

So far, we have focused on whether the different microcanonical entropy definitions satisfy the second law during the thermalization of previously isolated systems after thermal coupling. Such thermalization processes are typically nonadiabatic and irreversible. Additionally, one can also consider reversible mechanically adiabatic processes performed on an isolated system, in order to assess whether a given microcanonical entropy definition obeys the second law.

As already mentioned in Sec. IV, any entropy defined as a function of the integrated DoS $\Omega(E)$ is an adiabatic invariant. Entropies of this type do not change in a mechanically adiabatic process, in agreement with the ambient gas temperature. Thus, in the case of a one-dimensional harmonic pendulum with integrated DoS $\Omega \propto E$, we find $k_B T_G = E$. For a macroscopic pendulum with a typical energy of, say, $E \sim 1$ J this gives a temperature of $T_G \sim 10^{23}$ K, which may seem prohibitively high. However, this result makes sense, upon recalling that an isolated pendulum moves, by definition, in a vacuum. If we let $E$ be a macroscopically large number of gas molecules, which was kept at room temperature, enter into the vacuum, the mean kinetic energy of the pendulum will decrease very rapidly due to friction (i.e., heat will flow from the “hot” oscillator to the “cold” gas molecules) until the pendulum performs only miniscule thermal oscillations (“Brownian motions”) in agreement with the ambient gas temperature. Thus, $T_G$ corresponds to the hypothetical gas temperature that would be required to maintain the same average pendulum amplitude or, equivalently, kinetic energy as in the vacuum. For a macroscopic pendulum, this temperature, must of course be extremely high. In essence, $T_G \sim 10^{23}$ K just tells us that it is practically impossible to drive macroscopic pendulum oscillations through molecular thermal fluctuations.
the Boltzmann temperature before coupling does not uniquely specify the heat flow direction during coupling.

Specifically, we consider (initially) isolated systems \( i = A, B, \ldots \), with energies \( E_i \) and integrated DoS,

\[
\Omega_i(E_i) = \Omega_{si} \left\{ \begin{array}{ll}
(E_i/E_s)^{\gamma_i}, & 0 < E_i, \\
0, & \text{otherwise},
\end{array} \right.
\]

DoS

\[
\omega_i(E_i) = \frac{\Omega_i}{E_i^2} \left\{ \begin{array}{ll}
(E_i/E_s)^{\gamma_i-1}, & 0 < E_i, \\
0, & \text{otherwise}.
\end{array} \right.
\]

and differential DoS,

\[
\nu_i(E_i) = \frac{\gamma_i}{E_i^2} \left\{ \begin{array}{ll}
(E_i/E_s)^{\gamma_i-2}, & 0 < E_i, \\
0, & \text{otherwise}.
\end{array} \right.
\]

The parameter \( E_s > 0 \) defines a characteristic energy scale, \( \Omega_{si} = \Omega_i(E_s) \) is an amplitude parameter, and \( \gamma_i > 0 \) denotes the power-law index of the integrated DoS. For example, \( \gamma_i = N D/2 \) for an ideal gas of \( N \) particles in \( D \) dimensions, or \( \gamma_i = N D \) for \( N \) weakly coupled \( D \)-dimensional harmonic oscillators.

For \( E_i \geq 0 \), the Gibbs temperature of system \( i \) is given by

\[
T_{Gi}(E_i) = \frac{E_i}{\gamma_i}.
\]

The Gibbs temperature is always non-negative, as already mentioned in the general discussion.

For comparison, the Boltzmann temperature reads

\[
T_{Bi}(E_i) = \frac{E_i}{\gamma_i - 1}.
\]

For \( \gamma_i < 1 \), the Boltzmann temperature is negative. A simple example for such a system with negative Boltzmann temperature is a single particle in a one-dimensional box (or, equivalently, any single one of the momentum degrees of freedom in an ideal gas), for which \( \Omega_i(E_i) \propto \sqrt{E_i} \), corresponding to \( \gamma = 1/2 \) [9,38].

For \( \gamma_i = 1 \), the Boltzmann temperature is infinite. Examples for this case include systems of two particles in a one-dimensional box, one particle in a two-dimensional box, or a single one-dimensional harmonic oscillator [9,38].

Since the integrated DoS is unbounded for large energies, \( \Omega_{\infty} = \infty \), the complementary Gibbs entropy \( S_{Gi} \) is not well defined. Furthermore, the entropy \( S_{Pi} \) is identical to the Gibbs entropy, i.e., \( S_{Pi}(E_i) = S_{Gi}(E_i) \) for all \( E_i \).

Assume now two initially isolated systems \( A \) and \( B \) with an integrated DoS of the form (52) and initial energies \( E_A \) and \( E_B \) are brought into thermal contact. The energy of the resulting compound system \( E_{AB} = E_A + E_B \). The integrated DoS \( \Omega_{AB} \) of the compound system \( AB \) follows a power law (52) with

\[
\begin{align*}
\gamma_{AB} &= \gamma_A + \gamma_B, \\
\Omega_{AB} &= \frac{\Gamma(\gamma_A + 1)\Gamma(\gamma_B + 1)}{\Gamma(\gamma_{AB} + 1)} \Omega_A \Omega_B.
\end{align*}
\]

Here \( \Gamma \) denotes the Gamma function.

The probability density of the energy \( E_i \) of subsystem \( i \in \{A, B\} \) after thermalization reads

\[
\pi_i(E_i|E_{AB}) = \frac{\Gamma(\gamma_{AB})}{\Gamma(\gamma_A)\Gamma(\gamma_B)} \frac{E_i^{\gamma_{AB} - 1}}{E_{AB}^{\gamma_A - 1}} \frac{E_{AB}^{\gamma_B - 1}}{E_{AB}^{\gamma_{AB} - 1}}.
\]

The mean energy \( \langle E_i \rangle_{E_{AB}} \) of system \( i \) after thermalization is given by

\[
\langle E_i \rangle_{E_{AB}} = \frac{\gamma_i}{\gamma_{AB}} E_{AB}.
\]

The larger the index \( \gamma_i \), the bigger the share in energy for system \( i \).

\[ \textbf{1. Gibbs temperature predicts heat flow} \]

The Gibbs temperature of the compound system after thermalization is given by

\[
T_{GAB} = \frac{E_{AB}}{\gamma_{AB}} = \frac{\gamma_A T_{GA} + \gamma_B T_{GB}}{\gamma_A + \gamma_B}.
\]

Thus, the Gibbs temperature \( T_{GAB} \) is a weighted mean of the temperatures \( T_{GA} = T_{GA}(E_A) \) and \( T_{GB} = T_{GB}(E_B) \) of the systems \( A \) and \( B \) before coupling. In simple words: “hot” (large \( T \)) and “cold” (small \( T \)) together yield “warm” (some intermediate \( T \)), as one might naively expect from everyday experience. In particular, if \( T_{GA} = T_{GB} \), then \( T_{GAB} = T_{GA} = T_{GB} \). This is, however, not universal but rather a special property of systems with power-law densities, as already pointed out by Gibbs [4, p. 171].

The above equations imply that the energy before coupling is given by \( E_A = \gamma_A T_{GA} \), and the energy after coupling by \( \langle E_A \rangle_{E_{AB}} = \gamma_A T_{GAB} \). Since the final temperature \( T_{GAB} \) is a weighted mean of the initial temperatures \( T_{GA} \) and \( T_{GB} \),

\[
T_{GA} \geq T_{GB} \Leftrightarrow E_A \geq \frac{\gamma_A}{\gamma_{AB}} \langle E_A \rangle_{E_{AB}}.
\]

This means that for systems with power-law densities, the difference in the initial Gibbs temperatures fully determines the direction of the heat flow (30) between the systems during thermalization.

\[ \textbf{2. Gibbs temperature satisfies the zeroth law} \]

In Sec. III, we already presented a general proof that the Gibbs temperature obeys the zeroth law (32) for a wide class of systems. An explicit calculation confirms this for the Gibbs temperature of power-law density systems after coupling:

\[
(T_{GA}(E_A'))_{E_{AB}} = (T_{GB}(E_B'))_{E_{AB}} = T_{GAB}(E_{AB}).
\]

\[ \textbf{3. Gibbs temperature satisfies the second law} \]

In Sec. V we already presented a general proof that the Gibbs entropy satisfies the second law (47). Here we illustrate this finding by an explicit example calculation. We also show that, although the inequality (47) is always strict for power-law systems at finite energies, the relative difference become small in a suitable limit.

For a given total energy \( E_{AB} = E_A + E_B \), the sum \( S_{GA}(E_A) + S_{GB}(E_B) \) of Gibbs entropies of system \( A \) and \( B \)
before coupling becomes maximal for energies
\[ E_A^\text{m} = \frac{\gamma_A E_{AB}}{\gamma_{AB}} \quad \text{and} \quad E_B^\text{m} = \frac{\gamma_B E_{AB}}{\gamma_{AB}}, \] (61)

These coincide with the energies, at which the subsystem Gibbs temperatures before coupling equal the Gibbs temperature of the compound system after coupling (but may differ slightly from the most probable energies during coupling, see Sec. VIA3 below), and for which there is no net heat flow during thermalization. Thus, for \( E_{AB} > 0 \), we have

\[
S_{G,AB}(E_{AB}) = \ln \left[ \frac{\Gamma(\gamma_A + 1)\Gamma(\gamma_B + 1)}{\Gamma(\gamma_{AB} + 1)} \Omega_{AB} \right] \left( \frac{E_{AB}}{E_A} \right)^{\gamma_A} = T_{AB}
\]

The inequality (62) shows that for finite energies, the total entropy always increases during coupling. However, for equal temperatures before coupling and large \( \gamma_i \) (e.g., large particle numbers in an ideal gas), the relative increase becomes small:

\[
\lim_{\gamma_i \to \infty} S_{G,AB}(E_{AB}) - S_{G,AB}(E_A^m) - S_{G,AB}(E_B^m) = 0.
\] (63)

4. Boltzmann temperature fails to predict heat flow

The Boltzmann temperature of the compound system has a more complicated relation to the initial Boltzmann temperatures \( T_{B,A} = T_{B,A}(E_A) \) and \( T_{B,B} = T_{B,B}(E_B) \). If \( \gamma_A, \gamma_B, \) and \( \gamma_A + \gamma_B \neq 1 \) (otherwise at least one of the involved temperatures is infinite), then

\[ T_{B,AB} = \frac{E_{AB}}{\gamma_{AB}} = \frac{\gamma_A E_A + (\gamma_B - 1)T_{B,B}}{\gamma_A + \gamma_B - 1}. \] (64)

This implies in particular, that when two power-law systems with equal Boltzmann temperature \( T_{B,A} = T_{B,B} \) are brought into thermal contact, the compound system Boltzmann temperature differs from the initial temperatures, \( T_{B,AB} \neq T_{B,A} = T_{B,B} \). Moreover, even the signs of the temperatures may differ. For example, if \( \gamma_A < 1 \) and \( \gamma_B < 1 \), but \( \gamma_A + \gamma_B > 1 \), then \( T_{B,A} < 0 \) and \( T_{B,B} < 0 \), but \( T_{B,AB} > 0 \).

The ordering of the initial Boltzmann temperatures does not fully determine the direction of the net energy flow during thermalization. In particular, heat flow can from an initially colder system to a hotter system. If, for example, system \( A \) has a power-law DoS with index \( \gamma_A = 3/2 \) and initial energy \( E_A = 3E_i \), and system \( B \) has index \( \gamma_B = 2 \) and initial energy \( E_B = 5E_i \), then the initial Boltzmann temperature \( T_{B,A} = 6E_i \) is higher than \( T_{B,B} = 5E_i \). However, the final energy \( \langle E_A \rangle_{E_{AB}} = 27/7E_i > 3E_i \). Thus, the initially hotter system \( A \) gains energy during thermal contact.

Moreover, equal initial Boltzmann temperatures do not preclude heat flow at contact (i.e., do not imply “potential” thermal equilibrium). If, for example, \( \gamma_A = 3/2, E_A = 3E_i, \gamma_B = 2 \) and \( E_B = 6E_i \), then \( T_{B,A} = T_{B,B} = 6E_i \). However, \( \langle E_A \rangle_{E_{AB}} = 27/7E_i > 3E_i \). Thus, system \( A \) gains energy through thermal contact with a system initially at the same Boltzmann temperature.

5. Boltzmann temperature violates the zeroth law

As already mentioned in Sec. III, the Boltzmann temperature may violate the zeroth law (32). Here we show this explicitly for systems with a power-law DoS:

\[
\langle T_{B_i}(E_i') \rangle_{E_{AB}} = \frac{\gamma_{AB} - 1}{\gamma_{AB}} \frac{\gamma_i}{\gamma_i - 1} T_{B,AB}(E_{AB}) = T_{B,AB}(E_{AB}),
\] (65)

In terms of Boltzmann temperature, subsystems are hotter than their parent system. In particular, the smaller the index \( \gamma_i \) (often implying a smaller system), the hotter is system \( i \) compared to the compound system. Thus any two systems with different power-law indexes do not have the same Boltzmann temperature in thermal equilibrium. Moreover, for systems permitting different decompositions into subsystems with power-law densities, such as an ideal gas with several particles, the subsystems temperatures depend on the particular decomposition.

In Sec. III, we also mentioned that the inverse Boltzmann temperature satisfies a relation similar to Eq. (32) for certain systems. If \( \gamma_i > 1 \), then one finds indeed

\[
\langle T_{B_i}^{-1}(E_i') \rangle_{E_{AB}} = \frac{\gamma_{AB} - 1}{\gamma_{AB}} \frac{\gamma_i}{\gamma_i - 1} = T_{B,AB}^{-1}(E_{AB}),
\] (66)

either through direct application of Eq. (40) or by calculation of the integral (28).

If, however, \( \gamma_i < 1 \), then Eqs. (40) and (66) do not hold. Instead, \( T_{B_i}^{-1}(E_i') < 0 \) for all \( E_i' > 0 \), and the integral (28) diverges for the mean of inverse subsystem Boltzmann temperature, \( \langle T_{B_i}^{-1}(E_i') \rangle_{E_{AB}} = -\infty \). In contrast, the inverse compound system Boltzmann temperature \( T_{B,AB}^{-1}(E_{AB}) \) is finite (and positive for \( \gamma_{AB} > 1 \) and for all \( E_{AB} > 0 \)).

As also mentioned in Sec. III, the Boltzmann temperatures at the most likely energy partition agree for certain systems in equilibrium. If both \( \gamma_A > 1 \) and \( \gamma_B > 1 \), then the energy distribution \( \pi_i(E_i' | E_{AB}) \) is maximal for \( E_i' = E_i^* = E_{AB}(\gamma_i - 1)/(\gamma_{AB} - 2) \), yielding

\[
T_{B,A}(E_A^*) = T_{B,B}(E_B^*) = \frac{E_{AB}}{\gamma_{AB} - 2} > T_{B,AB}(E_{AB}).
\] (67)

Thus, the thereby defined subsystem temperatures agree, and their value is even independent of the particular decomposition of the compound system (which is usually not true for more general systems), but these subsystem Boltzmann temperatures are always larger than the Boltzmann temperature of the compound system.

If \( \gamma_A < 1 \) and/or \( \gamma_B < 1 \), the energy distribution (56) becomes maximal for \( E_A = 0 \) and/or \( E_A = E_{AB} \). There, one of the Boltzmann temperatures vanishes, whereas for the other system, \( T_{B_i} = E_{AB}/(\gamma_i - 1) \). Thus both subsystem temperatures differ from each other and from the temperature of the compound systems.
general polynomial DoS, as we will show next. Models with polynomial DoS present a straightforward generalization of a power-law DoS but exhibit a richer picture with regard to the decomposition dependence of subsystem Boltzmann temperatures. For coupled systems with pure power-law DoS, the most likely subsystem Boltzmann temperatures agree. Note that for any given energy, all these temperatures agree.

\( T_G \) temperatures, see Eq. (67). Models with polynomial DoS present a simple relation between the compound system Boltzmann temperature and the most likely subsystem Boltzmann temperatures of the compound system (Fig. 3). In contrast, the subsystem Boltzmann temperatures never agree with each other or with the compound system Boltzmann temperature \( T_{\text{ABC}} \), differing by factors of almost two in some cases (Fig. 4). Using the Boltzmann temperature \( T_{Bi} = T_B(E_i^∗) \) of the subsystem \( i \) at its most likely energy \( E_i^∗ \) as indicator of the subsystem temperature yields a very discordant result (Fig. 5).

B. Polynomial densities

Systems with a pure power-law DoS exhibit relatively simple relations between the compound system Boltzmann temperature and the most likely subsystem Boltzmann temperatures, see Eq. (67). Models with polynomial DoS present a straightforward generalization of a power-law DoS but exhibit a richer picture with regard to the decomposition dependence of subsystem Boltzmann temperatures. For coupled systems with pure power-law DoS, the most likely subsystem Boltzmann temperatures, although differing from the compound system’s Boltzmann temperature, all have the same value. This is not always the case for compositions of systems with more general polynomial DoS, as we will show next.

For definiteness, consider three systems \( A, B, \) and \( C \) with densities

\[
\omega_A(E_A) = \begin{cases} \frac{\Omega_A}{E_A} E^\frac{\alpha}{\alpha}, & 0 < E_A, \\ 0, & \text{otherwise}, \end{cases} \tag{68a}
\]

\[
\omega_B(E_B) = \begin{cases} \frac{\Omega_B}{E_B} E^\frac{\beta}{\beta}, & 0 < E_B, \\ 0, & \text{otherwise}, \end{cases} \tag{68b}
\]

\[
\omega_C(E_C) = \begin{cases} \frac{\Omega_C}{E_C} E^\frac{\gamma}{\gamma}, & 0 < E_C, \\ 0, & \text{otherwise}. \end{cases} \tag{68c}
\]

FIG. 3. (Color online) Comparison of the subsystem Gibbs temperatures \( \langle T_G \rangle_{E_{\text{ABC}}} \) and the compound system Gibbs temperature \( T_{G,\text{ABC}}(E_{\text{ABC}}) \) as function of compound system energy \( E_{\text{ABC}} \) for systems with DoS (68). Note that for any given energy, all these temperatures agree.

C. Bounded densities

We now consider thermal contact between systems that have an upper energy bound and a finite volume of states \( \Omega_{\infty} \). This general definition covers, among others, systems of weakly coupled localized magnetic moments (paramagnetic “spins”) in an external magnetic field. Restricting the considerations to systems with finite \( \Omega_{\infty} \) allows us to discuss of the complementary Gibbs entropy and the alternative entropy \( S_P \), in addition to Gibbs and Boltzmann entropy.

To keep the algebra simple, we consider systems \( i = A, B, \) with energies \( E_i \) and integrated DoS, \( \bar{D}_i \), and differential

\[
\omega_A(E_A) = \begin{cases} \frac{\Omega_A}{E_A} E^\frac{\alpha}{\alpha}, & 0 < E_A, \\ 0, & \text{otherwise}, \end{cases} \tag{68a}
\]

\[
\omega_B(E_B) = \begin{cases} \frac{\Omega_B}{E_B} E^\frac{\beta}{\beta}, & 0 < E_B, \\ 0, & \text{otherwise}, \end{cases} \tag{68b}
\]

\[
\omega_C(E_C) = \begin{cases} \frac{\Omega_C}{E_C} E^\frac{\gamma}{\gamma}, & 0 < E_C, \\ 0, & \text{otherwise}. \end{cases} \tag{68c}
\]

FIG. 4. (Color online) Comparison of the subsystem Boltzmann temperatures \( \langle T_B \rangle_{E_{\text{ABC}}} \) and the compound system Boltzmann temperature \( T_{B,\text{ABC}}(E_{\text{ABC}}) \) as function of compound system energy \( E_{\text{ABC}} \) for systems with DoS (68). Note that for almost all energies, these temperatures disagree.

FIG. 5. (Color online) Comparison of the subsystem Boltzmann temperatures \( T_{Bi}^∗ \) at the most likely subsystem energy and the compound system Boltzmann temperature \( T_{B,\text{ABC}}(E_{\text{ABC}}) \) as a function of the total energy \( E_{\text{ABC}} \) for systems with DoS (68). Note that for almost all energies, these temperatures disagree. For energies \( E_{\text{ABC}} \approx 2E_i \), the energy distribution \( \pi_i(E_i|E_{\text{ABC}}) \) is bimodal, with the order of the two peaks heights changing at \( E_{\text{ABC}} = 2.09E_i \), causing a discontinuity in the most likely Boltzmann temperature \( T_{Bi}^∗ \).
DoS given by
\[ \Omega_i(E_i) = \frac{\Omega_i}{E_s} \begin{cases} 0, & E_i < 0, \\ E_i^3 (3E_i - 2E_i), & 0 \leq E_i \leq E_{si}, \\ E_i^3, & E_{si} < E_i, \end{cases} \] (69a)

\[ \omega_i(E_i) = \frac{6\Omega_i}{E_s^3} \begin{cases} E_i (E_i - E_i), & 0 \leq E_i \leq E_{si}, \\ 0, & \text{otherwise}, \end{cases} \] (69b)

\[ v_i(E_i) = \frac{6\Omega_i}{E_s^3} \begin{cases} (E_i - 2E_i), & 0 \leq E_i \leq E_{si}, \\ 0, & \text{otherwise}. \end{cases} \] (69c)

Here \( E_{si} > 0 \) defines the energy bandwidth, and \( \Omega_i = \Omega_i(E_{si}) = \Omega_i(\infty) \) denotes the total number of states of system \( i \).

Note that the DoS (69b) can be generalized to \( \omega_i \propto E_i^3(E_i - E_i) \), producing a DoS with rectangular shape for \( \gamma_i = 0 \) (the DoS for a single classical spin in an external magnetic field), a semicircle for \( \gamma_i = 1/2 \), an inverted parabola for \( \gamma_i = -1 \) (considered here), and a bell shape for \( \gamma_i > 1 \). However, these generalizations would merely complicate the algebra without providing qualitatively different results.

1. **Boltzmann entropy violates second law**

   It is straightforward to construct a simple example where the Boltzmann entropy violates the Planck version of the second law. Consider two systems \( A \) and \( B \) with DoS (69b), \( E_{sA} = E_{sB} = E_s \), \( \Omega_{sA} = \Omega_{sB} = \Omega_s \), and system energies \( E_A = E_B = E_s/2 \), before coupling. The sum of the Boltzmann entropies before coupling is given by \( S_{BA}(E_A) + S_{BB}(E_B) = \ln[(9\epsilon^2\Omega_s^2)/(4E_s^2)] \). The Boltzmann entropy of the coupled system is obtained as \( S_{BA}(E_A + E_B) = \ln[(6\epsilon\Omega_s^2)/(5E_s)] \).

Hence,
\[ S_{BA}(E_A + E_B) < S_{BA}(E_A) + S_{BB}(E_B) \] (70)

for \( \epsilon > 8E_s/15 \). The only way to avoid this problem in general is to always use an infinitesimal \( \epsilon \) and a DoS that exactly gives the number of states at the energy in question (i.e., the exact degeneracy) devoid of any energy coarse-graining, but this leads to other severe conceptual problems (see SI of Ref [9]).

2. **Temperatures and the zeroth law**

   For a slightly more general discussion of thermal contact, we still consider two systems \( A \) and \( B \) with DoS (69b) with parameters \( E_{sA} = 2E_s, E_{sB} = E_s, \Omega_{sA} = \Omega_{sB} = \Omega_s \), and system energies \( 0 \leq E_A \leq E_s \) and \( 0 \leq E_B \leq E_s \) before coupling. The energy dependence of the compound system and subsystem temperatures after coupling are shown in Fig. 6 for the various entropy definitions. For total energies \( 0 < E_{AB} < 3E_s \), i.e., within the admissible range, the compound system temperature is always positive for the case of the Gibbs entropy and always negative for the case of the complementary Gibbs entropy. For both the Boltzmann and the Gibbs definition, the compound system temperature is positive for low energies, diverges at \( E_{AB} = (3/2)E_s \), and is negative for larger energies.

When \( S_B \) or \( S_P \) are used, the mean temperatures of the subsystems never agree with each other or with the compound system temperature. Moreover, the mean subsystem temperature \( \langle T_B \rangle \) and \( \langle T_P \rangle \) are only well defined for energies close to the smallest or largest possible energy. For intermediate total energies, subsystem energies in the range where the Boltzmann temperature \( T_B \) and the alternative temperature \( T_P \) diverge.

FIG. 6. (Color online) Temperatures of two thermally coupled systems with bounded DoS (69b) (with \( E_{sA} = 2E_s \) and \( E_{sB} = E_s \), see main text for details) as functions of total system energy \( E_{AB} \): (a) comparison of different definitions for the compound system temperature; [(b)–(f)] comparison between compound system temperature and subsystem temperatures.
Boltzmann temperature. holds even for a bounded spectrum with partially negative to correctly predict the direction of heat flow from the ordering with the naive expectation from the ordering of the initial definitions, there are combinations of initial energies for (above) the solid line, heat is transferred from system thermalization vanishes (black solid line). For initial energies below dash-dotted line) temperatures (line of equal dashed), Boltzmann (blue dotted), or complementary Gibbs (purple other system. Also shown are the energies for equal initial Gibbs (red (above) the lines, system $A$ (B) is initially hotter than the other system.

have a nonzero probability density, so $(T_{Bi})$ and $(T_{Pi})$ become ill defined.

The mean Gibbs temperatures of the subsystems agree with the Gibbs temperature of the compound system for low energies. For high energies, however, the subsystem Gibbs temperatures are lower than the compound system temperature. The complementary Gibbs temperature shows the opposite behavior. Only the mean inverse Boltzmann temperature shows agreement between the subsystems and the compound system for all energies.

3. Temperatures and heat flow

As Fig. 7 shows, for each of the considered temperature definitions, there are combinations of initial energies for which the heat transfer during thermalization does not agree with the naive expectation from the ordering of the initial temperatures. That is, none of these temperatures can be used to correctly predict the direction of heat flow from the ordering of temperatures in all possible cases.

D. Classical Hamiltonians with bounded spectrum

We discuss two classical nonstandard Hamiltonian systems, where the equipartition formula (11) for the Gibbs temperature holds even for a bounded spectrum with partially negative Boltzmann temperature.

1. Kinetic energy band

Consider the simple band Hamiltonian

$$H(p) = \epsilon_s [1 - \cos(p/p_s)],$$

where $\epsilon_s > 0$ is an energy scale, $p_s > 0$ a momentum scale, and the momentum coordinate is restricted the first Brillouin zone $p/p_s \in [-\pi, \pi]$. Adopting units $\epsilon_s = 1$ and $p_s = 1$, the DoS is given by

$$\omega(E) = \frac{2}{\sqrt{(E - 2)^2}}$$

and the integrated DoS by

$$\Omega(E) = 2 \arccos(1 - E),$$

where $E \in [0, 2]$. Noting that $p(\partial H/\partial p) = p \sin p > 0$ and that there are exactly two possible momentum values per energy $p(E) = \pm \arccos(1 - E)$, one finds in units $k_B = 1$,

$$\left\{ \frac{\partial H}{\partial p} \right\}_E = \frac{\Omega}{\omega} = T_G.$$  

2. Anharmonic oscillator

Another simple ergodic system with bounded energy spectrum is an anharmonic oscillator described by the Hamiltonian

$$H(p, q) = \epsilon_s [1 - \sqrt{1 - (p/p_s)^2 - (q/q_s)^2}],$$

where the parameters $\epsilon_s, p_s, q_s > 0$ define the characteristic energy, momentum, and length scales; $p \in [-p_s, p_s]$ is the oscillator momentum; and $q \in [-q_s, q_s]$ the position of the oscillator. The energy of this system is bounded by 0 and $\epsilon_s$.

In the low-energy limit, corresponding to initial conditions $(p_0, q_0)$ such that $(p_0/p_s)^2 + (q_0/q_s)^2 \ll 1$, the Hamiltonian dynamics reduces to that of an ordinary harmonic oscillator.

Fixing mass, length, and time units such that $\epsilon_s = p_s = q_s = 1$, the Hamiltonian takes the simple dimensionless form

$$H(p, q) = 1 - \sqrt{1 - p^2 - q^2} = E, $$

with $|p| \leq 1$ and $|q| \leq 1$, and the Hamilton equations of motion read

$$\frac{dq}{dt} = \frac{p}{\sqrt{1 - p^2 - q^2}}, \quad \frac{dp}{dt} = -\frac{q}{\sqrt{1 - p^2 - q^2}}.$$  

These can be rewritten as

$$\frac{dq}{dt} = \frac{p}{1 - E}, \quad \frac{dp}{dt} = -\frac{q}{1 - E},$$

yielding the solution

$$q(t) = q_0 \cos \left( \frac{t}{E - 1} \right) - p_0 \sin \left( \frac{t}{E - 1} \right),$$

$$p(t) = p_0 \cos \left( \frac{t}{E - 1} \right) + q_0 \sin \left( \frac{t}{E - 1} \right).$$

Using two-dimensional spherical coordinates, one finds the integrated DoS

$$\Omega(E) = \begin{cases} 0, & E < 0 \\ \pi(2E - E^2), & 0 \leq E \leq 1 \\ \pi, & E > 1, \end{cases}$$

corresponding to $\Omega_{in} = \pi$. The DoS reads

$$\omega(E) = \begin{cases} 2\pi (1 - E), & 0 \leq E \leq 1 \\ 0, & \text{otherwise}. \end{cases}$$
and its derivative

\[ \nu(E) = \begin{cases} -2\pi / E, & 0 \leq E < 1 \\ 0, & \text{otherwise}. \end{cases} \quad (77c) \]

This gives the temperatures (Fig. 8)

\[ T_G = \frac{E(E-2)}{2(E-1)}, \quad (78a) \]
\[ T_B = E - 1, \quad (78b) \]
\[ T_C = E - \frac{1}{2}, \quad (78c) \]
\[ T_P = \frac{E(E-2)(E-1)}{4(E-2)E + 2}. \quad (78d) \]

As illustrated in Fig. 8, only the Gibbs temperature \( T_G \) is always positive in the permissible energy range \( 0 < E < 1 \) and satisfies the equipartition theorem

\[ \left< \frac{\partial H}{\partial q} \right>_E = \left< \frac{\partial H}{\partial p} \right>_E = T_G. \quad (79) \]

Note that, due to the trivial ergodicity of the oscillator, one can replace the microcanonical averages in Eq. (79) by time averages, which can be computed directly from the time-dependent solutions (76).

VII. DISCRETE SPECTRA

Having focused exclusively on exact statements up to this point, we would still like to address certain more speculative issues that, in our opinion, deserve future study. The above derivations relied on the technical assumption that the integrated DoS \( \Omega \) is continuous and piecewise differentiable. This condition is satisfied for systems that exhibit a continuous spectrum, including the majority of classical Hamiltonians. Interestingly, however, the analysis of simple quantum models suggests that at least some of the above results extend to discrete spectra [9]—if one considers analytic continuations of the discrete level counting function (DLCF) \( \Omega(E_n) \). The DLCF is the discrete counterpart of the integrated DoS but is a priori only defined on the discrete set of eigenvalues \( \{E_n\} \). We briefly illustrate the heuristic procedure for three basic examples.

For the quantum harmonic oscillator with spectrum \( E_n = \hbar\pi(n + 1/2), n = 0, 1, \ldots \), the DLCF \( \Omega(E_n) \) is obtained by inverting the spectral formula, which yields \( \Omega(E_n) = 1 + n = (1/\hbar\pi) + E_n/(\hbar\pi) \) for all \( n = 0, 1, \ldots \) and has the analytic continuation \( \Omega(E) = (1/\hbar\pi) + E/(\hbar\pi) \), now defined for all \( E \in \mathbb{R} \) with \( E \geq (1/\hbar\pi) \). From the associated Gibbs entropy \( S_G = \ln \Omega \), one can compute the energy-dependent heat capacity \( C_G(E) = (\partial T_G/E)/(\partial E) \) which agrees with the heat capacity of a classical oscillator.

By the same procedure, one can analyze the thermodynamic properties of a hydrogen atom with discrete spectrum \( E_n = -E_R/E_R^2 < 0 \), where \( n = 1, 2, \ldots \) and \( E_R \) the Rydberg energy. Inversion of the spectral formula and accounting for the degeneracy per level, \( g_n = n^2 \), combined with analytic continuation yields \( \Omega(E) = f(\sqrt{-E_R}/E) \) with \( f(n) = (1/6)n(1 + n)(1 + 2n) \) and \( E \in [-E_R, 0] \). One can then compute the energy-dependent heat capacity \( C_G(E) \) in a straightforward manner and find that \( C_G(E) \) is negative, as expected for attractive \( 1/r \) potentials,\(^{27}\) approaching \( C_G(E) = -(169/173)kB \) for \( E \to -E_R \) and \( C_G(E) = -(3/2)kB \) for \( E \to 0 \).

As the third and final example, consider a quantum particle in a one-dimensional box potential of width \( L \), with spectrum \( E_n = (\hbar\pi)^2n^2/(2mL^2) \), where \( n = 1, 2, \ldots \). In this case, the analytical continuation \( \Omega(E) = (2mE)^1/2L/(\hbar\pi) \) yields the heat capacity \( C_G(E) = kB/2 \). More interestingly, the Gibbs prediction for the pressure, \( p_G(E) = T_G(\partial S_G/\partial L) = 2E_n/L \), is in perfect agreement with the mechanical pressure obtained from the spectrum \( p(E_n) = -\partial E_n/\partial L \). Thus, for all three examples, one obtains reasonable predictions for the heat capacities\(^{28}\) and, for the box potential, even the correct pressure law. We find this remarkable, given that the analytic continuation covers “quasienergies” that are not part of the conventional spectrum.

It is sometimes argued that thermodynamics should only be studied for infinite systems. We consider such a dogmatic view artificial restrictiveness, since the very active and successful field of finite-system thermodynamics has contributed substantially to our understanding of physical computation limits [39–41], macromolecules [42–45], and thermodynamic concepts in general [46–60] over the past few decades. A scientifically more fruitful approach might be to explore when and why the analytic continuation method\(^{29}\) produces reasonable predic-
tions for heat capacities, pressure, and similar thermodynamic quantities.\textsuperscript{30}

VIII. CONCLUSIONS

We have presented a detailed comparison of the most frequently encountered microcanonical entropy candidates. After reviewing the various entropy definitions, we first showed that, regardless of which definition is chosen, the microcanonical temperature of an isolated system can be a nonmonotonic oscillating function of the energy (Sec. II D). This fact implies that, contrary to claims in the recent literature [10–12], naive temperature-based heat-flow arguments cannot be used to judge the various entropy candidates. Any objective evaluation should be based on whether a given thermostatistical entropy definition is compatible with the laws of thermodynamics.

Focusing on exact results that hold for a broad class of densities of states, we found that only the Gibbs entropy simultaneously satisfies the zeroth, first, and second laws of thermodynamics (as well as the classical equipartition theorem). If one accepts the results in Table I as mathematically correct facts, then there remains little choice but to conclude that the thermodynamic characterization of an isolated system should build on the Gibbs entropy, implying a strictly non-negative absolute temperature and Carnot efficiencies not larger than 1 for system with or without upper energy bounds.

It is sometimes argued [12] that if the spectrum of a given Hamiltonian is symmetric under an energy reflection $E \rightarrow -E$, the thermodynamic entropy must exhibit the symmetry $S(E) \rightarrow S(-E)$. However, the fact that certain (artificially truncated) Hamiltonians possess symmetric spectra does not imply that low-energy states and high-energy states are physically or thermodynamically equivalent. Within conventional thermodynamics the internal energy is a \textit{directed} (ordered) quantity: The assumption that a higher energy state is, in principle, physically distinguishable from a lower energy state is a basic axiom of thermodynamics—without this empirically supported fact it would not be possible to distinguish whether a thermodynamic cycle produces work or absorbs work. Even for “truly” symmetric Hamiltonians, states with $E$ and $-E$ are not thermodynamically equivalent: A system occupying the ground state can be easily heated (e.g., by injecting a photon), whereas it is impossible to add a photon to a system in the highest energy state. The Gibbs entropy reflects this asymmetry in a natural manner.

Arguments in favor of the Boltzmann entropy, such as the symmetry argument above, are sometimes motivated by the idea that information entropy and thermodynamic entropy must be equivalent. It is conceptually pleasing if, in some cases, the thermodynamic entropy of a certain ensemble can be identified with one of the numerous information entropies [29–31], but there exists no fundamental reason why a physical quantity should always coincide with a particular abstract information measure.\textsuperscript{31} If, however, one desired such a formal connection, one could equally well add the Gibbs entropy to the long list [29–31] of information measures.

Some earlier [61] objections against the Gibbs entropy [11,12] purport that the Gibbs temperature does not adequately capture relevant statistical details of large population-inverted systems and that it therefore should be replaced by the Boltzmann entropy. We consider arguments of this type inappropriate and misleading, for they intermingle two questions that should be treated separately. The first question relates to whether a certain entropy definition is thermodynamically consistent. This problem is well posed and can be answered unambiguously, as shown in Table I, for the majority of physically relevant systems. The second question is whether there exist other types of characterizations of many-particle systems that add to the partial information encoded in the thermodynamic variables. Clearly, even if the popular Boltzmann entropy is in conflict with the thermodynamic laws for practically all finite systems, this quality still encodes valuable information about the statistical properties of certain physical systems. In particular, the Boltzmann temperature can provide a useful effective description of spin systems, lasers, and other population-inverted systems. But one should be cautious before inserting the Boltzmann temperature (or any other effective temperature) into the Carnot efficiency formula or thermodynamic equations of state, especially if the resulting formulas would suggest the possibility of perpetual motion.

IX. OUTLOOK

The exact results summarized in this paper apply to systems with a continuous energy spectrum. In Sec. VII, we discussed analytic continuation of the discrete level counting function as a possible way to extend the results to systems with discrete spectra. Future studies may reveal when and why the analytic continuation method yields reasonable predictions for the thermodynamic properties of such systems.

As discussed in Sec. III, for classical systems, the validity of the extension (Z1) of the zeroth law for the subsystem Gibbs temperatures is closely related the validity of the equipartition theorem. In its simplest form, the equipartition theorem is valid for classical systems with a simple phase space $\mathbb{R}^{N}$ and standard Hamiltonians [5]. The examples in Sec. VID show that equipartition may hold even for certain systems with a more complex phase space. This raises the question which conditions exactly have to be imposed on phase-space geometry and Hamiltonians for equipartition to hold (completely or least partially) or fail in classical systems.

The consistency conditions arising from the first law (Sec. IV) require that the microcanonical entropy must be of the form $S(E,Z) = \int \Omega(E,Z)$, where $\Omega(E,Z)$ is the integrated density of states and $f$ a differentiable function. Demanding additivity of $S$ under factorization of $\Omega(E,Z)$, or,

\textsuperscript{31}In fact, one could try to use empirically established physical laws to constrain information measures rather than the other way round.
alternatively, that the related temperature is consistent with the value measured by a gas thermometer, fixes $f = \ln$ and thereby singles out the Gibbs entropy. If one abandons the operational connection with the gas thermometer, then, in addition to the Gibbs entropy, one obtains a large class of possible entropy candidates $S(E, Z) = f[\Omega(E, Z)]$ that are consistent with the first law. Here we only briefly studied two such alternatives and one could construct other interesting entropy candidates, study their properties (in particular whether they satisfy the zeroth and second law), and possibly devise a corresponding thermometer.

The example in Sec. VII C illustrates that all of the considered temperature definitions may fail to predict the direction of heat flow when two previously isolated systems are brought into thermal contact to form a combined isolated system. The discussion in Sec. II D suggests that it will be difficult to identify a microcanonical temperature that correctly predicts heat flow directions between arbitrary microcanonical systems. It remains, however, an open question whether one could in principle define such a temperature.

Finally, the main assumption adopted here was that thermo-statistical properties of an isolated system are well described by the standard microcanonical density operator (1). With regard to astrophysical applications, it may be worthwhile to study how the above results can be adapted to isolated systems that possess additional integrals of motion [1] or exhibit otherwise limited mixing dynamics that prevents them from reaching full thermodynamic equilibrium.
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APPENDIX A: COMPOUND SYSTEMS

Here we present brief derivations of certain equations for compound systems. We assume that all energies, densities, etc., for the compound system $AB$ and its subsystems $A$ and $B$ are defined as stated in the main text (see Sec. III). Then Eq. (25b) can be derived as follows:

\[
\omega(E) = \text{Tr} [\delta(E - H)] \\
= \text{Tr} \left[ \text{Tr}_B \left[ \delta(E - H_A - H_B) \right] \right] \\
= \text{Tr} \left[ \text{Tr}_B \left[ \int_{-\infty}^{\infty} dE_A' \delta(E_A' - H_A) \int_{-\infty}^{\infty} dE_B' \delta(E_B' - H_B) \delta(E - H_A - H_B) \right] \right] \\
= \text{Tr} \left[ \text{Tr}_B \left[ \int_{-\infty}^{\infty} dE_A' \delta(E_A' - H_A) \int_{-\infty}^{\infty} dE_B' \delta(E_B' - H_B) \delta(E - E_A' - E_B') \right] \right] \\
= \int_{-\infty}^{\infty} dE_A' \left[ \int_{-\infty}^{\infty} dE_B' \omega_B(E_B') \delta(E - E_A' - E_B') \right] \\
= \int_{0}^{\infty} dE_A' \int_{0}^{\infty} dE_B' \omega_A(E_A') \omega_B(E_B') \delta(E - E_A' - E_B').
\]

(A1)

Here we exploited that $\omega_i(E_i) = 0$ for $E_i < 0$ to restrict the integral boundaries in some of the latter steps.

A very similar calculation leads to the first expression in Eq. (25c) for the integrated DoS:

\[
\Omega(E) = \text{Tr} [\Theta(E - H)] \\
= \int_{0}^{\infty} dE_A' \int_{0}^{\infty} dE_B' \omega_A(E_A') \omega_B(E_B') \Theta(E - E_A' - E_B').
\]

(A2)

To obtain the alternative expression for $\Omega(E)$ with only one integral requires a few simple additional steps:

\[
\Omega(E) = \int_{0}^{\infty} dE_B' \left[ \int_{0}^{\infty} dE_A' \omega_A(E_A') \Theta(E - E_A' - E_B') \right] \omega_B(E_B') \\
= \int_{0}^{\infty} dE_B' \Omega_A(E - E_B') \omega_B(E_B') \\
= \int_{0}^{E} dE_A' \Omega_A(E_A') \omega_B(E - E_A').
\]

(A3)
To derive the expression (25d) for derivative of the DoS, we start by applying the general definition (3) to the second expression for the DoS of the compound system in Eq. (25b). Assuming that $\omega_A(E')$ is sufficiently well behaved near $E_A' = 0$, we obtain:

$$\nu(E) = \frac{d}{dE} \int_0^E dE' \omega_A(E') \omega_B(E - E_A')$$

$$= \frac{d}{dE} \int_0^E dE' \omega_A(E - E_B') \omega_B(E_B')$$

$$= \omega_A(0^+) \omega_B(E_B) + \int_0^E dE' \nu_A(E - E_B') \omega_B(E_B')$$

$$= \int_0^E dE' \nu_A(E') \omega_B(E - E_A') + \omega_A(0^+) \omega_B(E).$$  \hspace{1cm} (A4)

Using the same approach as in the derivation (A1), expression (27) for the probability density (26) of the energy for subsystem $A$ can be derived as follows:

$$\pi_A(E_A'|E) = \text{Tr}[\rho \delta(E_A' - H_A)]$$

$$= \text{Tr} \left[ \frac{\delta(E - H_A - H_B)}{\omega(E)} \delta(E_A' - H_A) \right]$$

$$= \int_{-\infty}^{\infty} dE' \omega_A(E_A') \int_{-\infty}^{\infty} dE' \omega_B(E_B') \frac{\delta(E - E_A' - E_B')}{\omega(E)} \delta(E_A - E_A')$$

$$= \frac{\omega_A(E_A') \omega_B(E - E_A')}{\omega(E)}.$$  \hspace{1cm} (A5)

Equation (28) can be verified by observing:

$$\langle F(H_i) \rangle_E = \text{Tr} \left[ \rho F(H_i) \right]$$

$$= \int_{-\infty}^{\infty} dE' \text{Tr} \left[ \rho \delta(E_i' - H_i) F(H_i) \right]$$

$$= \int_{-\infty}^{\infty} dE' \text{Tr} \left[ \rho \delta(E_i' - H_i) F(E_i) \right]$$

$$= \int_0^E dE' \pi_A(E_A'|E) F(E_i).$$  \hspace{1cm} (A6)

**APPENDIX B: ZERO TH LAW AND EQUIPARTITION**

We assume $H(\xi) = H_A(\xi_A) + H_B(\xi_B)$. To prove Eq. (37), we use the same approach as in the derivation (A1):

$$T(E) = \left\{ \xi_i \frac{\partial H_A}{\partial \xi_i} \right\}_E$$

$$= \text{Tr} \left[ \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \delta(E - H_A - H_B) \right]$$

$$= \frac{1}{\omega(E)} \text{Tr}_A \text{Tr}_B \left[ \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \delta(E - H_A - H_B) \right]$$

$$= \frac{1}{\omega(E)} \int_{-\infty}^{\infty} dE' \text{Tr}_A \left[ \delta(E_A' - H_A) \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \right] \int_{-\infty}^{\infty} dE' \text{Tr}_B \left[ \delta(E_B' - H_B) \right] \delta(E - E_A' - E_B')$$

$$= \int_{-\infty}^{\infty} dE' \text{Tr}_A \left[ \delta(E_A' - H_A) \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \right] \frac{1}{\omega(E)} \text{Tr}_B \left[ \delta(E - E_A' - H_B) \right]$$

$$= \int_{-\infty}^{\infty} dE' \text{Tr}_A \left[ \delta(E_A' - H_A) \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \right] \frac{\omega_B(E - E_A')}{\omega(E)}$$

$$= \int_{-\infty}^{\infty} dE' \frac{\omega_B(E - E_A')}{\omega(E)} \text{Tr}_A \left[ \delta(E_A' - E_A') \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \right]$$

$$= \int_{-\infty}^{\infty} dE' \pi_A(E_A'|E) \left. \left( \xi_i \frac{\partial H_A}{\partial \xi_i} \right) \right|_{H_A=E_A}.$$  \hspace{1cm} (B1a)
APPENDIX C: SECOND LAW

1. Complementary Gibbs entropy

To verify that $S_C = \ln \Omega_{\infty} - \ln \Omega(E)$ complies with Planck’s second law (47), we need to show that

$$\Omega_{\infty} - \Omega(E_A + E_B) \geq \Omega_{A_{\infty}} - \Omega_A(E_A) \Omega_{B_{\infty}} - \Omega_B(E_B). \quad (C1)$$

Assuming upper spectral bounds $E_A^{\uparrow}$ and $E_B^{\uparrow}$ for the subsystems, the energy of the compound system $AB$ has an upper bound $E^+ = E_A^{\uparrow} + E_B^{\uparrow}$ and, therefore,

$$\Omega_{\infty} = \Omega(E^+) = \int_0^{E_A^{\uparrow}} dE_A \int_0^{E_B^{\uparrow}} dE_B \omega_A(E_A) \omega_B(E_B) \Theta(E_A^{\uparrow} + E_B^{\uparrow} - E_A - E_B)$$

$$= \int_0^{E_A^{\uparrow}} dE_A \int_0^{E_B^{\uparrow}} dE_B \omega_A(E_A) \omega_B(E_B)$$

$$= \Omega_{A_{\infty}} \Omega_{B_{\infty}}. \quad (C2)$$

It then remains to show that

$$\Omega_A(E_A) \Omega_{B_{\infty}} + \Omega_B(E_B) \Omega_{A_{\infty}} \geq \Omega(E_A + E_B) + \Omega_A(E_A) \Omega_B(E_B). \quad (C3)$$

Each summand corresponds to an integral over the same function $f(E_A^{\uparrow}, E_B^{\uparrow}) = \omega_A(E_A) \omega_B(E_B) \geq 0$. Using a graphical representation of the underlying integration regions, similar to that in Fig. 2, one indeed finds that this inequality is always fulfilled.

2. Penrose entropy

For $S_P(E) = \ln \Omega(E) + \ln \Omega_{\infty} - \Omega(E) - \ln \Omega_{\infty}$ from Eq. (19a), we have to verify that

$$\frac{\Omega(E_A + E_B) [\Omega_{\infty} - \Omega(E_A + E_B)]}{\Omega_{\infty}} \geq \frac{\Omega_A(E_A) [\Omega_{A_{\infty}} - \Omega_A(E_A)]}{\Omega_{A_{\infty}}} \frac{\Omega_B(E_B) [\Omega_{B_{\infty}} - \Omega_B(E_B)]}{\Omega_{B_{\infty}}} \quad (C4)$$

Using $\Omega_{\infty} = \Omega_{A_{\infty}} \Omega_{B_{\infty}}$, this simplifies to

$$\Omega_A(E_A) \Omega_{B_{\infty}} + \Omega_B(E_B) \Omega_{A_{\infty}} \geq \Omega_A(E_A) \Omega_B(E_B) + \Omega_A(E_A) \Omega_B(E_B). \quad (C5)$$

This inequality holds by virtue of Eqs. (48) and (C1).
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