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Abstract. Cascade processes are responsible for many important phenomena in natural and social sciences. Simple models of irreversible dynamics on graphs, in which nodes activate depending on the state of their neighbors, have been successfully applied to describe cascades in a large variety of contexts. Over the past decades, much effort has been devoted to understanding the typical behavior of the cascades arising from initial conditions extracted at random from some given ensemble. However, the problem of optimizing the trajectory of the system, i.e. of identifying appropriate initial conditions to maximize (or minimize) the final number of active nodes, is still considered to be practically intractable, with the only exception being models that satisfy a sort of \textit{diminishing returns} property called submodularity. Submodular models can be approximately solved by means of greedy strategies, but by definition they lack cooperative characteristics which are fundamental in many real systems. Here we introduce an efficient algorithm based on statistical physics for the optimization of trajectories in cascade processes on graphs. We show that for a wide class of irreversible dynamics, even in the absence of submodularity, the spread optimization problem can be solved efficiently on large networks. Analytic and algorithmic results on random graphs are complemented by the solution of the spread maximization problem on a real-world network (the Epinions consumer reviews network).
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1. Introduction

Recent progress in the knowledge of the structure and dynamics of complex natural and technological systems has led to new challenges in the development of algorithmic methods to control and optimize their behavior. This is particularly difficult for large-scale biological or technological systems, because the intrinsic complexity of the control problem is magnified by the huge number of degrees of freedom and disordered interaction patterns. Even simple to state questions in this field can lead to algorithmic problems.
that are computationally hard to solve. For instance, the problem of identifying a set of initial conditions which can drive a system to a given state at some later time is in most cases computationally intractable, even for simple irreversible dynamical processes. This is, however, a very relevant problem because irreversible spreading processes on networks have been studied for a long time in several fields of research, ranging from percolation in statistical physics [1], the spread of innovations and viral marketing [2]–[5], epidemic outbreaks and cascade failures [6, 7], avalanches of spiking neurons [8], and financial distress propagation in interbank lending networks [9]–[12].

In typical applications, the nodes of a network can be in one of two states (e.g. ‘active’ and ‘inactive’), according to some dynamical rule which depends on the states of neighboring nodes. Computer simulations and mean-field methods have shed light on the relation between the average behavior of macroscopic quantities of interest, such as the concentration of ‘active’ nodes, and the topological properties of the underlying network (e.g. degree distribution, diameter, clustering coefficient), but they provide no effective instrument to optimally control these dynamical processes [13]. Overcoming this limitation is crucial for real-world applications, for instance in the design of viral marketing campaigns, whose goal is that of targeting a set of individuals that gives rise to a coordinated propagation of the advertisement throughout a social network achieving the maximum spread at the minimum cost. A similar optimization process can be applied to identify which sets of nodes are most sensitive to the propagation of failures in power grids or which sets of banks are ‘too contagious to fail’, providing a tool to assess and prevent systemic risk in large complex systems. It is known that simple heuristic seeding strategies, such as topology-based ones, can be used to improve the spread of the process [14] as compared to random seeding. In order to attack this optimization problem in a systematic way, one should be able to analyze the large deviations properties of the dynamical process, i.e. exponentially rare dynamical trajectories corresponding to macroscopic behaviors that considerably deviate from the average one. At the ensemble level, this was recently put forward in [15]. In the present work we consider the optimization aspects, developing a new algorithm based on statistical physics that can be applied to efficiently solve this type of spread optimization problem on large graphs. As a case study, we provide a validation and a comparative analysis of the maximization of the spread of influence in a large-scale social network (the ‘Epinions’ network). Our results show that the performance of the optimization depends on the nature of the collective dynamics and, in particular, on the presence of cooperative effects.

The paper is organized as follows. In section 2 we introduce the spread optimization problem, focusing on a particular model of irreversible propagations on graphs, and we discuss the related literature. Section 3 is devoted to the derivation of the message-passing approach to the spread optimization problem, while the validation of the method on computer-generated graphs and the results obtained on the real-world network are presented in section 4.

2. The spread optimization problem

2.1. Related work

The problem of maximizing the spread of a diffusion process on a graph was first proposed by Domingos and Richardson [16] in the context of viral marketing on social networks. The
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The problem can be summarized as follows: given a social network structure and a diffusion dynamics (i.e. how the individuals influence each other), find the smallest (or less costly) set of influential nodes such that by introducing them with a new technology/product, the spread of the technology/product will be maximized. Kempe et al [17] gave a rigorous mathematical formulation to this optimization problem considering two representative diffusion models: the independent cascade (IC) model and the linear threshold (LT) model. They studied the problem in a stochastic setting, i.e. when the dynamics is based on randomized propagation, showing that for any fixed parameter $k$ it is NP-hard to find the $k$-node set achieving the maximum expected spread of influence. They proposed a hill-climbing greedy algorithm, analogous to the greedy set cover approximation algorithm [18], that is guaranteed to generate a solution with a final number of active nodes that is provably within a factor $(1 - 1/e)$ of the optimal value for both diffusion models [17]. In the greedy algorithm, the nodes that generate the largest expected propagation are added one by one to the seed set. Because of the stochastic nature of the problem, the algorithm is computationally very expensive, because at each step of the process one has to resort to sampling techniques to compute the expected spread. Leskovec et al [19] proposed a ‘lazy-forward’ optimization approach in selecting new seeds that reduces considerably the number of influence spread evaluations, but it is still not scalable to large graphs. Chen et al [20] proved that the problem of exactly computing the expected influence given a seed set in the two models is $\#P$-hard and provided methods to improve the scalability of the greedy algorithm. For a more comprehensive review of techniques and results, see e.g. [21].

Real diffusion processes on networks are likely to be intrinsically stochastic, and information on the properties of the real dynamics might be obtained by surveys or data mining techniques [22]. Different forms of stochasticity seem to make a great difference to the properties of the optimization problem. In fact, only a peculiar choice of the distributions of parameters (e.g. uniform thresholds on a given interval for the LT model [17]) makes possible the derivation of the approximation result and guarantees good performances of the greedy algorithm. On the other hand, the apparently simpler case represented by the deterministic LT model [2] was proved to be computationally hard even to approximate in the worst case [23]. This is due to the lack of a key property, known as submodularity [24], that is necessary to prove the approximation bound of Kempe et al [17] and that will be discussed later.

2.2. The linear threshold model

The deterministic linear threshold model was first proposed by Granovetter [2] as a stylized model of the adoption of innovation in a social group, motivated by the idea that an individual’s adoption behavior is highly correlated with the behavior of her contacts. The model assumes that the influence of individual $j$ on individual $i$ can be measured by a weight $w_{ji} \in \mathbb{R}^+$, and that $i$’s decision on the adoption of an innovation depends only on whether or not the total influence of her peers that already adopted it exceeds some given personal threshold $\theta_i \in \mathbb{R}^+$. In a social network, represented by a directed graph $G = (V, E)$, individuals are the nodes of the graph and they can directly influence only their neighbors. At each time step, a node $i \in V$ can be in one of two possible states: $x_i = 0$ called inactive and $x_i = 1$ called active, which corresponds to the case in which $i$ adopts the product. A vertex that is active at time $t$ will remain active at all subsequent
times, while a vertex that is inactive at time $t$ can become active at time $t+1$ if some threshold condition, depending on the state of its neighbors in $G$ at time $t$, is satisfied. More precisely, given an initial set of nodes that are already active at time $t=0$, the so-called seeds of the dynamics, the dynamical rule is as follows

$$x_{i}^{t+1} = \begin{cases} 1 & \text{if } x_{i}^{t} = 1 \lor \sum_{j \in \partial i} w_{ji} x_{j}^{t} \geq \theta_{i}, \\ 0 & \text{otherwise}, \end{cases}$$

(1)

where $\partial i$ is the set of the neighbors of $i$ in $G$. Note that by interpreting empty sites as active nodes, the Bootstrap percolation process from statistical physics [1] becomes a special case of the LT model.

3. The message-passing approach

3.1. Mapping on a constraint-satisfaction problem

In the LT model, the trajectory $\{x_{0}, \ldots, x_{T}\}$ (with $x_{i}^{t} = \{x_{i}^{t}, i \in V\}$) representing the time evolution of the system can be fully parametrized by a configuration $t = \{t_{i}, i \in V\}$, where $t_{i} \in T = \{0, 1, 2, \ldots, T, \infty\}$ is the activation time of node $i$ (we conventionally set $t_{i} = \infty$ if $i$ does not activate within an arbitrarily defined stopping time $T$). Given a set of seeds $S = \{i: t_{i} = 0\}$, the solution of the dynamics is fully determined for $i \not\in S$ by a set of relations among the activation times of neighboring nodes, which we denote by $t_{i} = \phi_{i}(\{t_{j}\})$ with $j \in \partial i$. In the LT model, the explicit form of the constraint between the activation times of neighboring nodes is then

$$t_{i} = \phi_{i}(\{t_{j}\}) = \min \left\{ t \in T : \sum_{j \in \partial i} w_{ji} 1[t_{j} < t] \geq \theta_{i} \right\}$$

(2)

where the indicator function $1[\text{condition}]$ is 1 if ‘condition’ is true and 0 otherwise. This constraint expresses the rule that the activation time of node $i$ is the smallest time at which the sum of the weights of its active neighbors reaches the threshold $\theta_{i}$. Admissible dynamical trajectories correspond to configurations of activation times $t$ such that the binary function $\Psi_{i} = 1[t_{i} = 0] + 1[t_{i} = \phi_{i}(\{t_{j}\})]$ equals 1 for every node $i$.

We then introduce an energy function $E(t)$ to give different probabilistic weights to trajectories with different activation times, $P[t] \propto \exp[-\beta E(t)]$. The specific form of the energy function will depend on the features of the trajectory that one wishes to select. In the most general form, $E(t) = \sum_{i} E_{i}(t_{i})$, where $E_{i}(t_{i})$ is the ‘cost’ (if positive, or ‘revenue’ if negative) incurred by activating vertex $i$ at time $t_{i}$. When $\beta$ is large (compared to the inverse of the typical energy differences between trajectories), the distribution will be concentrated on those rare trajectories with an energy much smaller than the average, i.e. the large deviations of the distribution. When $\beta \to \infty$, only the trajectory (or trajectories) with the minimum energy are selected. Notice that the value chosen for $T$.

---

4 In general, on each node one needs a discrete variable that labels all possible single-node trajectories. In a non-progressive model, the number of single-node trajectories grows exponentially with the maximum number of times a node is allowed to change state in $[0, T]$. This parametrization is thus computationally tractable only if such a number is known a priori for every node and it is very small (of order $O(1)$).
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will affect the ‘speed’ of the propagation: a lower value of $T$ will restrict the optimization to ‘faster’ trajectories, at the (possible) expense of the value of the energy.

Solving the spread maximization problem (SMP) corresponds to selecting the trajectories that activate the largest number of nodes with the smallest number of seeds, or more precisely which minimize the energy function $E(t) = \sum_i \{c_i \mathbb{1}[t_i = 0] - r_i \mathbb{1}[t_i < \infty]\}$, where $c_i$ is the cost of selecting vertex $i$ as a seed and $r_i$ is the revenue generated by the activation of vertex $i$ (independently of the activation time). We consider the values of $\{c_i\}$ and $\{r_i\}$ as part of the problem definition, together with the graph $G$, the weights $\{w_{ij}\}$ and the thresholds $\{\theta_i\}$. Trajectories with small energy will have a good trade-off between the total cost of the seeds and the total revenue of active nodes.

### 3.2. Derivation of the belief-propagation equations

The representation of the dynamics as a high-dimensional static constraint-satisfaction model over discrete variables (i.e. the activation times) makes it possible to develop efficient message-passing algorithms, inspired by the statistical physics of disordered systems [25], that can be used to find a solution to the SMP.

Our starting point is the finite temperature version ($\beta < \infty$) of the spread optimization problem, in which a belief-propagation (BP) algorithm can be used to analyze the large deviations properties of the dynamics [15]. The BP algorithm is a general technique to compute the marginals of locally factorized probability distributions under a correlation decay assumption [26]. A locally factorized distribution for the variables $t = \{t_i, i \in V\}$ is a distribution which can be written in the form $P(t) \propto \exp[-F(t)]$, with $F(t) = \sum_a F_a(t_a)$, where each factor contains only a small subvector $t_a$ of $t$. The correlation decay assumption means that in a modified distribution in which the term $F_a(t_a)$ is removed from the sum forming $F(t)$, the variables in $t_a$ become uncorrelated (the name cavity method derives from the absence of this single term). The factor graph representing the distribution is the bipartite graph where one set of nodes is associated with the variables $\{t_i\}$, the other set of nodes with the factors $\{F_a\}$ of the distribution, and an edge $(ia)$ is present whenever $t_i \in t_a$. When the factor graph is a tree, the correlation decay assumption is always exactly true. Otherwise a locally tree-like structure is usually sufficient for the decorrelation property to be at least approximately verified.

In the activation-times representation of the dynamics, the factor nodes $\{F_a\}$ are associated with the dynamical constraints $\Psi_i(t_i, \{t_j\}_{j \in \partial i})$ and with the energetic contributions $\epsilon_i^c(t_i)$. Since nearby constraints for $i$ and $j$ share the two variables $t_i$ and $t_j$, it follows that the factor graph contains short loops. In order to eliminate these systematic short loops, we employ a dual factor graph in which variable nodes representing the pair of times $(t_i, t_j)$ are associated with edges $(i, j) \in E$, while the factor nodes are associated with the vertices $i$ of the original graph $G$ and enforce the hard constraints $\Psi_i$, corresponding as well as the contribution from $i$ to the energy function. Figure 1 gives an illustrative example of such a dual construction.

The quantities that appear in the BP algorithm are called cavity marginals, or equivalently beliefs, and they are associated with the (directed) edges of the factor graph. We call $H_{\delta}(t_i, t_j)$, the marginal distribution for a variable $(t_i, t_j)$ in the absence of the factor node $F_{\delta}$. Under the correlation decay assumption, the cavity marginals obey the
Optimizing spread dynamics on graphs by message passing

Figure 1. Dual factor graph representation for the spread optimization problem.

Equations [15]

\[ H_{ij}(t_i, t_j) \propto e^{-\beta E_i(t_i)} \sum_{\{t_k\}_{k \in \partial i \setminus j}} \Psi_i(t_i, \{t_k\}_{k \in \partial i}) \prod_{k \in \partial i \setminus j} H_{ki}(t_k, t_i). \] (3)

These self-consistent equations are solved by iteration. In appendix A we show how to compute these updates in a computationally efficient way not discussed in [15]. Once the fixed point values of the cavity marginals are known, the 'full' marginal of \( t_i \) can be computed as

\[ P_i(t_i) \propto \prod_{j \in \partial i} H_{ji}(t_j, t_i) \] and the marginal probability that neighboring nodes \( i \) and \( j \) activate at times \( t_i \) and \( t_j \) is given by

\[ P_{ij}(t_i, t_j) \propto H_{ij}(t_i, t_j) H_{ji}(t_j, t_i). \]

In all equations the proportionality relation means that the expression has to be normalized.

Equation (3) allows one to access the statistics of atypical dynamical trajectories (e.g. entropies of trajectories or distribution of activation times). However, it does not provide a direct method to explicitly find optimal configurations of seeds (in terms of energy). To this end, we have to take the zero temperature limit (\( \beta \to \infty \)) of the BP equations, and derive the so-called max-sum (MS) equations.

### 3.3. Derivation of the max-sum equations

Writing explicitly the constraints and the energetic terms, the BP equations (3) read

\[
\begin{cases}
    e^{-\beta c_{i}} \sum_{\{t_j\}_{j \in \partial i \setminus \ell}} \prod_{j \in \partial i \setminus \ell} H_{ji}(t_j, 0) & \text{if } t_i = 0, \\
    \sum_{\{t_j\}_{j \in \partial i \setminus \ell}} \prod_{j \in \partial i \setminus \ell} H_{ji}(t_j, t_i) & \text{if } 0 < t_i \leq T, \\
    e^{-\beta r_{i}} \sum_{\{t_j\}_{j \in \partial i \setminus \ell}} \prod_{j \in \partial i \setminus \ell} H_{ji}(t_j, \infty) & \text{if } t_i = \infty.
\end{cases}
\] (4)

We introduce the MS messages \( h_{i\ell}(t_i, t_\ell) \) defined in terms of the BP messages \( H_{i\ell}(t_i, t_\ell) \) as

\[ h_{i\ell}(t_i, t_\ell) = \lim_{\beta \to \infty} \frac{1}{\beta} \log H_{i\ell}(t_i, t_\ell). \] (5)
Taking the $\beta \to \infty$ limit of the BP equations (3) we obtain
\[ h_{i\ell}(t_i, t_\ell) = -S_i(t_i) + \max_{\{t_j, j \in \partial_i \setminus \ell \} s.t. \Phi_i(t_i, t_j) = \delta} \sum_{j \in \partial_i \setminus \ell} h_{ji}(t_j, t_i) + C_{i\ell} \] (6)
and more explicitly
\[
\begin{cases}
\max_{\{t_j, j \in \partial_i \setminus \ell \} s.t. \Phi_i(t_i, t_j) = \delta} \left[ \sum_{j \in \partial_i \setminus \ell} h_{ji}(t_j, 0) \right] - c_i + C_{i\ell} & \text{if } t_i = 0, \\
\max_{\{t_j, j \in \partial_i \setminus \ell \} s.t. \Phi_i(t_i, t_j) = \delta} \left[ \sum_{j \in \partial_i \setminus \ell} h_{ji}(t_j, t_i) \right] + C_{i\ell} & \text{if } 0 < t_i \leq T, \\
\max_{\{t_j, j \in \partial_i \setminus \ell \} s.t. \Phi_i(t_i, t_j) = \delta} \left[ \sum_{j \in \partial_i \setminus \ell} h_{ji}(t_j, \infty) \right] - r_i + C_{i\ell} & \text{if } t_i = \infty.
\end{cases}
\] (7)

where the additive constant $C_{i\ell}$ is such that $\max_{t_i, t_\ell} h_{i\ell}(t_i, t_\ell) = 0$.

For $t_i = 0$ the maximization is unconstrained, therefore it reduces to
\[ h_{i\ell}(0, t_\ell) = \sum_{j \in \partial_i \setminus \ell} \max_{t_j} h_{ji}(t_j, 0) - c_i + C_{ij}. \] (8)

In the other cases, the number of elementary operations needed to compute the updates (7b) and (7c) is exponential in the connectivity of the node being considered, making the implementation unfeasible even for moderate values of node degree. A convolution method and a simplification of both the update equations and the messages can be used to reduce them into a form which can be computed efficiently.

3.4. Efficient computation of the MS updates

To compute (7b) efficiently we start by noticing that the second constraint in the maximization can be disregarded. This can be done because, by dropping the second constraint, we allow for a delay between the time at which the threshold for vertex $i$ is exceeded and the time at which vertex $i$ activates (i.e. $t_i$). However, provided that all the costs $c_i$ and all the revenues $r_i$ are positive, for any given seed set the energy of the trajectory in the original problem is smaller than or equal to the energy of any trajectory compatible with the same seeds in the relaxed model (and any trajectory of the original problem is admissible for the relaxed one). Therefore the ground states of the two problems coincide.

We then introduce the functions
\[ q_{1, \ldots, r}(\theta, t) = \max_{\{r_1, \ldots, r_r \} s.t. \sum_j r_j \leq \theta} \left[ \sum_{j=1, \ldots, r} h_j(t_j, t) \right] \] (9)
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with the single index $q_s$
\[
q_j(\theta, t) = \max_{t_j, t_{j-1} = \theta} h_j(t_j, t)
\]
(10)
\[
= \begin{cases} 
\max_{t_j > t-1} h_j(t_j, t) & \text{if } \theta = 0, \\
\max_{t_j \leq t-1} h_j(t_j, t) & \text{if } \theta = w_j, \\
-\infty & \text{otherwise}
\end{cases}
\]
(11)
and with the convolution of two $q_s$ given by
\[
q_{1,\ldots,r}(\theta, t) = \max_{\theta' \in \mathbb{R}, \theta'' \in \mathbb{R}} \{ q_{1,\ldots,r'}(\theta', t) + q_{r'+1,\ldots,r}(\theta'', t) \}.
\]
(12)
This convolution property allows one to compute $q_{\partial i\ell}$ in a time which is linear in the connectivity of node $i$. From $q_{\partial i\ell}(\theta, t)$ we can compute
\[
m_{i\ell}(\theta, t) = \max_{(t_1,\ldots,t_r) \in \mathbb{R}} \left\{ \sum_{j=1,\ldots,r} h_j(t_j, t) \right\}
\]
(13)
\[
= \max_{\theta' \in \mathbb{R}, \theta' \geq \theta} q_{\partial i\ell}(\theta', t)
\]
(14)
in terms of which (7b) gives:
\[
h_{i\ell}(t_i, t_\ell) = m_{i\ell}(\theta_i - w_{i\ell} [t_\ell \leq t_i - 1], t_i) + C_{i\ell} \text{ if } 0 < t_i \leq T.
\]
(15)
Similarly to compute (7c) we introduce
\[
s_{1,\ldots,r}(\theta) = \max_{(t_1,\ldots,t_r) \in \mathbb{R}} \left[ \sum_{j=1,\ldots,r} h_j(t_j, \infty) \right]
\]
(16)
with single index $s$'s
\[
s_j(\theta) = \begin{cases} 
\max \{ h_j(T, \infty), h_j(\infty, \infty) \} & \text{if } \theta = 0, \\
\max_{t_j \leq T} h_j(t_j, \infty) & \text{if } \theta = w_j \\
-\infty & \text{otherwise}
\end{cases}
\]
(17)
and convolution
\[
s_{1,\ldots,r}(\theta) = \max_{\theta' \in \mathbb{R}, \theta'' \in \mathbb{R}} \{ s_{1,\ldots,r'}(\theta') + s_{r'+1,\ldots,r}(\theta'') \}.
\]
(18)
Once $s_{\partial i\ell}$ is computed, we can compute
\[
u(\theta) = \max_{(t_1,\ldots,t_r) \in \mathbb{R}} \left\{ \sum_{j=1,\ldots,r} h_j(t_j, \infty) \right\}
\]
(19)
\[
= \max_{\theta' \in \mathbb{R}, \theta' < \theta} s(\theta')
\]
(20)
in terms of which (7c) becomes:
\[
h_{i\ell}(\infty, t_\ell) = u(\theta_i - w_{i\ell} [t_\ell < T]) - r_i + C_{i\ell}.
\]
(21)
3.5. Simplification of the MS messages

A simplification of the messages follows from noticing that the dependence of \( h_{i\ell} \) on \( t_{i\ell} \) is almost trivial: for fixed \( t_i \), \( h_{i\ell} \) is independent on \( t_{\ell} \) if \( t_i = 0 \), it only depends on \( \text{sign}(t_{\ell} - (t_i - 1)) \in \{-1, 0, 1\} \) if \( 0 < t_i \leq T \), and it only depends on \( 1[t_{\ell} < T] \) if \( t_i = \infty \). We define a new set of messages \( \tilde{h}_{i\ell}(t_i, \sigma) \) by

\[
\tilde{h}_{i\ell}(t_i, \sigma) = \begin{cases} 
  h_{i\ell}(t_i, t_i - 2) & \text{if } t_i > 1 \text{ and } \sigma = 0 \\
  h_{i\ell}(t_i, t_i - 1) & \text{if } t_i > 0 \text{ and } \sigma = 1 \\
  h_{i\ell}(t_i, t_i) & \text{if } \sigma = 2 \\
  -\infty & \text{otherwise}
\end{cases} \tag{22}
\]

which can be inverted as

\[
 h_{i\ell}(t_i, t_{\ell}) = \tilde{h}_{i\ell}(t_i, \tilde{\sigma}(t_i, t_{\ell})) \tag{23}
\]

\[
\tilde{\sigma}(t_i, t_{\ell}) = 1 + \text{sign}(t_{\ell} - (t_i - 1)). \tag{24}
\]

It is thus possible to reduce the number of messages per node from \( O(T^2) \) to \( O(T) \). In terms of the new messages, (9), (11), (16) and (17) become respectively:

\[
 q_{1,...,r}(\theta, t) = \max_{t_r} \left\{ \tilde{h}_{r}(t_r, \tilde{\sigma}(t_r, t)) + q_{1,...,r-1}(\theta - w_r 1[t_r \leq t - 1], t) \right\} \tag{25}
\]

\[
 q_j(\theta, t) = \begin{cases} 
  \max_{t_j \geq t_i-1} \tilde{h}_{j}(t_j, 2) & \text{if } \theta = 0 \\
  \max_{t_j \leq t_i-1} \tilde{h}_{j}(t_j, 2) & \text{if } \theta = w_j \\
  -\infty & \text{otherwise}
\end{cases} \tag{26}
\]

\[
 s_{1,...,r}(\theta) = \max_{t_r} \left\{ \tilde{h}_{r}(t_r, 2) + s_{1,...,r-1}(\theta - w_r 1[t_r < T]) \right\} \tag{27}
\]

\[
 s_j(\theta) = \begin{cases} 
  \max_{t_j < T-1} \tilde{h}_{j}(t_j, 2) & \text{if } \theta = 0 \\
  \max_{t_j < T-1} \tilde{h}_{j}(t_j, 2) & \text{if } \theta = w_j \\
  -\infty & \text{otherwise}
\end{cases} \tag{28}
\]

and (8), (15) and (21) become:

\[
 \tilde{h}_{i\ell}(t_i, \sigma) = \begin{cases} 
  \sum_{j \in \partial i \setminus \ell} \max_{t_j} \tilde{h}_{ji}(t_j, \tilde{\sigma}(t_j, 0)) - c_i + C_{i\ell} & \text{if } t_i = 0 \text{ and } \sigma = 2, \tag{29a}
  m(\theta_i - w_{i\ell}, t_i) + C_{i\ell} & \text{if } 1 < t_i \leq T \text{ and } \sigma = 0, \tag{29b}
  m(\theta_i - w_{i\ell}, t_i) + C_{i\ell} & \text{if } 0 < t_i \leq T \text{ and } \sigma = 1, \tag{29c}
  m(\theta_i, t_i) + C_{i\ell} & \text{if } 0 < t_i \leq T \text{ and } \sigma = 2, \tag{29d}
  u(\theta_i - w_{i\ell}) - r_i + C_{i\ell} & \text{if } t_i = \infty \text{ and } \sigma = 0, \tag{29e}
  u(\theta_i) - r_i + C_{i\ell} & \text{if } t_i = \infty \text{ and } \sigma > 0, \tag{29f}
  -\infty & \text{otherwise.} \tag{29g}
\end{cases}
\]
3.6. MS algorithm

In summary, the procedure for optimization consists in the following:

(1) From the set of simplified messages \( \{ \tilde{h}_{ij}^\tau \}_{(ij) \in E} \) compute \( \{ \tilde{h}_{ij}^{\tau+1} \}_{(ij) \in E} \) as follows:
   a) Compute quantities \( q \) from (25) to (26) and \( s \) from (27) to (28).
   b) Compute quantities \( m \) (14) and \( u \) from (20).
   c) Compute \( \{ \tilde{h}_{ij}^{\tau+1} \}_{(ij) \in E} \) from (29).
   d) Compute single-site energy shifts \( p_{i}^{\tau}(t_{i}) = \max_{t_{l}} \{ \tilde{h}_{il}^{\tau}(t_{i}, \hat{\sigma}(t_{i}, t_{l})) + \tilde{h}_{li}^{\tau}(t_{l}, \hat{\sigma}(t_{l}, t_{i})) \} \)
      and define \( t_{i}^{\tau} = \arg \max_{t_{i}} p_{i}(t_{i}) \) as the activation time of node \( i \).

(2) Repeat step (1) until \( t_{i}^{\tau} \) does not change for a predefined number of steps. Then \( i \) will be a seed if \( t_{i}^{\tau} = 0 \).

3.7. Time complexity of the updates

The implementation of the MS updates (29) would require \( O(T k(k-1) \theta_{i}^{2}) \) operations for a vertex of degree \( k \), but a factor \( k-1 \) can be saved by pre-computing the convolution \( q_{1,\ldots,i} \) and \( q_{i,\ldots,k} \) for each \( i = 1, \ldots, k \) using \( 2k \) convolution operations, and then computing the ‘cavity’ \( q_{1,\ldots,i-1,i+1,\ldots,k} \) as a convolution of \( q_{1,\ldots,i-1} \) and \( q_{i+1,\ldots,k} \).

3.8. Convergence and reinforcement

In some cases the MS equations do not converge. In such situation, the reinforcement strategy described below is helpful [27]. The idea is to use the noisy information given by MS before convergence to slowly drive the system to a simpler one in which the equations do converge, hopefully without altering the true optimum too much. This can be achieved by adding an ‘external field’ proportional to the total instantaneous local field, with the proportionality constant slowly increasing over time in a sort of ‘bootstrapping’ procedure. In symbols, this corresponds with the following update equations between iterations \( \tau \) and \( \tau+1 \):

\[
\begin{align*}
    h_{i\ell}^{\tau+1}(t_{i}, t_{\ell}) &= -\mathcal{E}_{i}(t_{i}) + \max_{(t_{j},j \in \partial i \land \ell)} \sum_{j \in \partial i \land \ell} h_{ij}^{\tau}(t_{j}, t_{i}) + \lambda_{\tau} p_{i\ell}^{\tau}(t_{i}, t_{\ell}) + C_{i\ell} \\
    p_{i\ell}^{\tau+1}(t_{i}, t_{\ell}) &= h_{i\ell}^{\tau}(t_{i}, t_{\ell}) + h_{i\ell}^{\tau}(t_{\ell}, t_{i}) + \lambda_{\tau} p_{i\ell}^{\tau}(t_{i}, t_{\ell}) + \tilde{C}_{i\ell}
\end{align*}
\]

where \( \lambda_{\tau} = 1 + \gamma_{\tau} \) for some \( \gamma > 0 \) (other increasing functions of \( \tau \) give similar qualitative behaviors). The case \( \gamma = 0 \) corresponds with the unmodified MS equations, and we observe that the number of iterations scale roughly as \( \gamma^{-1} \), while the energy of the solution found increases with \( \gamma \). The reinforcement procedure can be adapted to simplified messages \( \tilde{h} \).

4. Results

4.1. Validation of the algorithm on computer-generated graphs

We evaluated the performance of our method (both at finite \( \beta \) and for \( \beta \to \infty \)) by studying the spread maximization problem of the LT model on regular random graphs with identical costs \( c_{i} = c \) and revenues \( r_{i} = r \) for all nodes. Though this choice might look peculiar, it is known that, in the average case, optimization problems can be very hard to solve even
on completely homogeneous instances [25]. Moreover, homogeneous instances provide a fair test-bed to compare different optimization methods, in which no additional source of topological information can be exploited to design ad hoc seeding heuristics or to improve the performances of the algorithms.

When \( r \) and \( c \) are considered as free parameters (as opposed to having well defined values determined by the problem definition) the three parameters \( r, c, \beta \) become redundant, and in the following we shall only consider the cases \( r = 0 \) with \( c = 1 \) and variable \( \beta \), or \( r = 1 \) with variable \( c \) and \( \beta \). Also, we shall consider as observables the density of seeds \( \rho_0 = (1/N) \sum_i 1[t_i = 0] \) and the final density of active nodes \( \rho_T = (1/N) \sum_i 1[t_i < \infty] \) rather than the total cost and total revenue, since these would scale with \( c \) and \( r \), making it difficult to compare the results obtained for different values of \( c \) and \( r \).

In order to evaluate the results obtained with MS for \( \beta \to \infty \), we considered three other strategies to minimize the energy \( E \): (1) linear/integer programming (L/IP) approaches, (2) simulated annealing (SA) and (3) a greedy algorithm (GA). A detailed description of these algorithms is reported in appendix B.

The performances obtained by L/IP are extremely poor, becoming practically unfeasible for graphs over a few dozen nodes. For this reason, the results will not be reported in detail. In contrast, the GA and SA algorithms gave results that can be directly compared with those obtained using MS. The GA iteratively adds to the seed set the vertex that achieves the most favorable energy variation. It is relatively fast, but it finds solutions with a number of seeds which is about 25% larger than those obtained using MS. Simulated annealing is considerably slower than GA and MS, and the running time necessary for SA to reach the MS solution scales poorly with the system’s size. For a random regular graph of degree \( K = 5 \) and thresholds \( \theta = 4 \), we computed the quantity \( \Delta \rho_0 = \rho_{0,SA}/\rho_{0,MS} - 1 \) (averaged over 10 realization of the graph), which represents the relative difference between the minimum density of seeds \( \rho_0^{SA} \) required to activate the whole graph obtained using SA with the exponential annealing schedule from \( \beta = 0.5 \) to \( 10^3 \) and the corresponding values \( \rho_0^{MS} \) computed using the MS algorithm. The results for different system sizes \( N \) are plotted in figure 2 as function of the total number of global updates \( M \) employed in the SA (the total number of SA steps is \( NM \)). The decrease of \( \Delta \rho_0 \) with the number \( M \) of Monte Carlo sweeps used to perform the annealing schedule from \( \beta = 0.5 \) to \( 10^3 \) is compatible with an exponentially slow convergence towards the results obtained using the MS algorithm. The running time of SA for instances with \( N = 1000, M = 102400 \) is several hours, while they are solved by MS in less than 1 min on the same machine. Notice also that a relative difference of about 5% in a solution is not small. For instance, on a graph of \( N = 1000 \) nodes, the full-spread solution found using the MS algorithm counts 386 seeds, while the best solutions found by SA have more than 400 seeds. We did not report the GA results in figure 2, as they would be out of scale.

On locally tree-like graphs, such as large random regular graphs of finite connectivity, the decorrelation assumption is approximately correct, therefore we expect our MS algorithm to find solutions very close to the optimum. However, most real networks, in particular social networks, contain a non-negligible fraction of short loops. Even though our MS algorithm converges, in these cases there is no guarantee to find solutions close to optimality. In order to investigate the performances of our algorithm on loopy graphs, we studied the spread maximization problem on some two-dimensional lattices. Figure 3 shows some examples of low seed density configurations obtained by MS on two-
Figure 2. (A) Comparison between the performances of simulated annealing (SA) and max-sum (MS) algorithms on random regular graphs with degree \( K = 5 \), threshold \( \theta = 4 \) and different sizes \( N \). The quantity \( \Delta \rho_0 = \rho_{0}^{\text{SA}} / \rho_{0}^{\text{MS}} - 1 \), where \( \rho_{0}^{X} \) is the minimum seed density required to achieve full activation found by algorithm \( X \), is plotted for different system sizes \( N \) as a function of the total number of global updates \( M \) employed in the SA. Points are slightly shifted horizontally from the correct value at \( N = 100 \) for clarity. (B) Parametric plot \( \rho_T \) versus \( \rho_0 \) obtained solving the BP equations in the single-link approximation on regular random graphs of degree \( K = 5 \), for threshold \( \theta = 4 \), cutoff time \( T = 20 \) and \( r = 1 \) and different values of \( \beta = 0.1 \) (green dashed line), 0.2 (violet dash-dotted line), 1 (red dashed line with crosses), and 10 (blue line with circles). The black line shows the solution for \( r = 0 \). For \( \beta = 1 \) and 10 both \( \rho_0 \) and \( \rho_T \) undergo a discontinuous jump as \( c \) is varied. The vertical arrow indicates the minimum density of seeds \( (\rho_0 \approx 0.3862) \) necessary for the total activation obtained by max-sum (MS) on finite graphs of size \( N = 10,000 \). (C) Curves \( \rho_T(c) \) for \( r = 0 \) (black) and 1 (red) with \( \beta = 1 \). The red curves are obtained following the upper and lower branches of the solution across the transition. Dotted vertical lines represent the stability limits of the upper and lower solution branches. The red dashed line indicates the position of the thermodynamic transition.
Figure 3. Example of low seed density configurations found by MS equations with reinforcement in 2D $L \times L$ lattices with open boundaries. Colors correspond to activation times (from time zero for seeds in black to lighter colors). Left: hexagonal lattice ($K = 6$) with $\theta = 5, T = 20, L = 100$. Every hexagon is adjacent to at most one hexagon of a lighter color. A movie depicting the convergence of the reinforced MS equations is available as supplementary material (available at stacks.iop.org/JSTAT/2013/P09011/mmedia). Right: rectangular lattice ($K = 4$) with $\theta = 3, T = 15, L = 100$.

that the corresponding solution obtained for $T = 20$ and $L = 100$ has a seed density of 0.5296, larger than the one obtained by MS). For the square lattice with $L \to \infty$ and $T \to \infty$, a self-similar solution with seed density $1/3$ can be constructed (and again, the corresponding solution with $T = 15$ and $L \to \infty$ has seed density 0.3778, which is worse than what MS finds).

4.2. Spread maximization in a social network

As a test case, we studied the spread maximization problem for a large-scale real-world network. We considered the network of trust relationships of the consumers’ reviews website Epinions (www.epinions.com), one of the most studied in the context of spread optimization. Nodes represent users of the website and directed links $(i, j)$ indicate that user $i$ trusts user $j$. We used the LT model, setting $w_{ji} = 1$ if a directed link from $i$ to $j$ exists. We denote by $k_i^{\text{in}}$ (resp. $k_i^{\text{out}}$) the in-degree (resp. out-degree) of vertex $i$, i.e. the number of vertices that trust vertex $i$ (resp. the number of vertices trusted by vertex $i$). Spread dynamics in such a network could represent the spreading of a consumer’s choice, e.g. the adoption of a new product. For example, a user might adopt a new product if at least half of the users he trusts already use it. Correspondingly we set $\theta_i = [(k_i^{\text{out}} + 1)/2]$.

This mechanism could be exploited for a viral marketing campaign aimed at promoting the new product. In this context, some investment needs to be done by the promoter company, in terms of goods for early adopters (either lower prices, free products or other forms of promotion). The goal is to maximize the total profit generated by the campaign. The price of the initial investment per early adopter and the revenue for an induced adopter are modeled by $c_i$ and $r_i$ respectively. We choose to consider a revenue $\tilde{r}_i = 1$ for
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all activated vertices (excluding seeds) and a cost $\tilde{c}_i = \mu(k_{in}^i + 1)$ to represent the higher enrollment cost of highly influential individuals. This choice of $\theta_i$, $\tilde{c}_i$ and $\tilde{r}_i$, although clearly arbitrary, is reasonable in the context of viral marketing. Notice that in the max-sum equations (29g) each active vertex (including seeds) contributes to the revenue, while we have excluded seeds from the definition of $\tilde{r}_i$. The corresponding values to be used in equation (29g) are $r_i = 1$ and $c_i = \tilde{c}_i + 1$, where the +1 in $c_i$ cancels the revenue contribution of seeds to the profit.

Figure 4 displays the results obtained using MS, and four other algorithms (see appendix B for details): (1) greedy algorithm based on energy computation (GA), (2) greedy algorithm based on centrality using Kleinberg’s HITS [28] procedure for directed networks (HITS), (3) greedy algorithm based on in-degree (Hubs) and (4) simulated

Figure 4. Optimization on the Epinions network with seed cost $\tilde{c}_i = \mu(k_{in}^i + 1)$, with $k_{in}^i$ equal to the in-degree of node $i$ and $\mu = 0.3$, and revenue $\tilde{r}_i = 1$ for activated nodes (excluding seeds). The bottom panel shows the number of activated nodes versus the total seed cost, while the top panel shows the corresponding energies. The points are obtained by MS for values of $T$ from 10 to 40. As $T$ increases, the cost decreases and the number of propagated nodes slightly increases. The points labeled ‘MS prop’ correspond to the unbounded time propagation of the same seeds obtained for different $T$’s; as $T$ increases, this extra propagation becomes irrelevant (as may be expected). For comparison, the performance of greedy based on energy computation (GA), greedy based on HITS procedure (HITS), the propagation obtained by the largest $n$ in-degree nodes (Hubs) and the best result of simulated annealing (SA) as a function of their cost are plotted. The histogram of activation times for the trajectories corresponding to the points labeled (A)–(D) are shown in figure 5.
annealing (SA). The performance of GA appears good for low values of the cost, but quickly deteriorates as the cost increases, reaching a plateau with a relatively small number of activated nodes. With HITS we observe a sudden transition in the number of activated nodes as a function of the number of seeds, where it increases by an order of magnitude. With Hubs this transition occurs at a slightly smaller number of seeds. Of course, due to the choice of the costs $\tilde{c}_i$, Hubs selects the most expensive seeds, which penalizes it, yet it outperforms GA and almost matches HITS in terms of energy. We tried several variants of the greedy algorithms in which seed preferences were altered by a linear function of the cost, but this did not improve performance in any case and thus will not be reported.

The performance of SA depends strongly on two different choices: initial condition and annealing schedule. We obtained the best results using the solution found by Hubs as initial condition and an exponential annealing schedule starting from $\beta = 0.01$ to 1000 in around $10^7$ SA steps. This single run required around one week of simulation, but tuning the SA parameters required a much longer time. SA outperforms both GA and Hubs with these settings. MS performance depends strongly on the time limit $T$. All values of $T$ lead to approximately the same number of activated nodes (which equals the revenue in this model), which is comparable with the one of SA, but they differ considerably in terms of cost. The case $T = 15$ is close to the SA result, but for larger $T$ the cost decreases significantly while the number of activated nodes increases; the cost of SA is about 33% higher than the one of MS for $T = 40$. If the propagation is allowed to continue for $T > 40$ a small number of additional nodes activate, and MS reaches an energy 17% lower than SA. It is worth noting that by varying $\mu$, the behavior of the MS algorithm changes abruptly: the cost and the activation size jumps from (A) to a point close to $(0, 0)$ as a consequence of a lack of concavity of the cost-activation function. This phenomenon is the consequence of the existence of a discontinuous transition as a function of $\mu$ that was first observed in a finite temperature analysis performed on random regular graphs with uniform thresholds [15].

Figure 5 shows the distribution $P(t)$ of activation times, i.e. the number of nodes activated at a given time step of the dynamics (including seeds). In the region where maximum spread is achieved, we observe bimodal activation time distributions for MS (e.g. at point (A)), for HUBS (e.g. at point (C)) and for SA (e.g. at point (D)): many nodes activate in the first steps of the dynamics, then the propagation proceeds at a slower pace, until a new acceleration finally induces a large fraction of the network to activate. The number of seeds found by MS at (A) is about 35 times larger than the one found by Hubs at (C), but the corresponding cost is three times smaller: this implies that MS finds a larger set of scarcely influencing individuals that cooperatively are capable of initiating a large avalanche of activations. SA employs a cost per seed which is very close to the one of MS, but it generates a propagation extending to much longer times.

Figure 5. Number of activated nodes at each time step as a function of time for the points labeled by (A)–(D) in figure 4. The vertical scale for all plots is identical.
(which could be a drawback in applications). The existence of bootstrapping phenomena, responsible for the second peak in $P(t)$, also suggests that in this case GA may not be a well-suited optimization method, as the spread maximization problem does not satisfy submodularity and therefore the 63%-approximation bound to the size of the optimal cascade is not expected to hold.

4.3. Role of submodularity

Most existing studies in this area are restricted to a class of propagation rules that obey a diminishing returns property called submodularity: the final (expected) spread size $f(A)$ as a function of the seed set $A$ is said to be submodular if $f(A \cup \{v\}) - f(A) \geq f(B \cup \{v\}) - f(B)$ for every $A \subseteq B$ and any vertex $v$. This means that the differential gain obtained by adding any single vertex to a given set of seeds decreases (weakly) with the number of seeds already in the set, for any possible set of seeds. Submodularity implies the absence of abrupt large-scale activation phenomena as a consequence of the addition of a small number of seeds. These cooperative effects are instead widely observed in real model systems. In the model we shall consider (which is not submodular) the existence of cooperative effects is guaranteed by the fact that $f(A \cup \{v\}) - f(A)$ can increase abruptly with $|A|$. Existing algorithms based on greedy methods are known to perform very well on submodular systems [17, 19, 20], but obtain modest results on systems that are not submodular. The relation of (the absence of) submodularity with the presence of cooperative effects can be seen as follows. Consider e.g. point (C) in figure 4 and the point just before the transition, i.e. before the addition of the last seed $v$. The difference in propagation is enormous, much bigger than what it would have obtained on earlier steps with the same seed (a similar transition is observed for the GA curve for a much larger number of seeds, outside of the plot to the right); this is exactly in contradiction with submodularity (i.e. the linear threshold model on this network is not submodular). On the other hand, the fact that such a large propagation was possible is due the buildup of cooperation within the network, i.e. many nodes that get close to their threshold (favoring future reward) without crossing it (i.e. with no immediate ‘self’ reward).

5. Summary and conclusions

We have put forward a method to solve inverse problems for irreversible dynamical processes defined over networks which is based on the cavity method of statistical physics and which is capable of identifying sets of seeds which maximize some objective function that depends on the activation times of each node. Further progress can be achieved by extending the technique to stochastic irreversible dynamical models, such as the independent cascades model, the LT model with stochastic threshold with arbitrary distributions, the susceptible–infected–recovered model and or arbitrary signs in costs and revenues [29]. This may be achieved by coupling the technique presented here with the stochastic optimization approach proposed in [30, 31].
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Appendix A. Efficient update equations for BP

For the BP equations (4), we proceed in a way similar to that followed for MS. Here, however, the second constraint in (4b) cannot be relaxed. Nonetheless, we notice that the sum on the right-hand side can be rewritten as

\[
\sum_{(t_j, j \in \partial \ell) \text{ s.t. } \sum_{k \in \partial \ell} w_{kj} [t_k \leq t_i - 1] \geq \theta_i} \prod_{j \in \partial \ell} H_{ji}(t_j, t_i) - \sum_{(t_j, j \in \partial \ell) \text{ s.t. } \sum_{k \in \partial \ell} w_{kj} [t_k < t_i - 1] \geq \theta_i} \prod_{j \in \partial \ell} H_{ji}(t_j, t_i)
\]

(A.1)

since for positive \( w_{ki} \)s the second condition in the last sum of (A.1) implies the first one. We then introduce the following quantities

\[
Q_{1,...,r}(\theta, t) = \sum_{(t_1, \ldots, t_r) \text{ s.t. } \sum_{j=1}^{r} w_{ij} [t_j \leq t_i - 1] = \theta} \prod_{j=1}^{r} H_j(t_j, t)
\]

(A.2)

\[
Q'_{1,...,r}(\theta, t) = \sum_{(t_1, \ldots, t_r) \text{ s.t. } \sum_{j=1}^{r} w_{ij} [t_j < t_i - 1] = \theta} \prod_{j=1}^{r} H_j(t_j, t)
\]

(A.3)

where we have simplified the notation by relabeling the incoming messages and corresponding weights from 1 to \( r \). The single index \( Q_j \) and \( Q'_j \) are directly obtained from the definition:

\[
Q_j(\theta, t) = \sum_{t_j \text{ s.t. } \sum_{w_{kj}} [t_j \leq t_i - 1] = \theta} H_j(t_j, t)
\]

(A.4)

\[
= \begin{cases} 
\sum_{t_j \geq t_i - 1} H_j(t_j, t) & \text{if } \theta = 0, \\
\sum_{t_j \leq t_i - 1} H_j(t_j, t) & \text{if } \theta = w_{ji}, \\
\sum_{t_j \leq t_i - 1} H_j(t_j, t) & \text{otherwise}
\end{cases}
\]

(A.5)

and similarly for \( Q'_j \). The convolution of two \( Q \) (or \( Q' \)) is given by

\[
Q_{1,...,r}(\theta, t) = \sum_{\theta', \theta'' \text{ s.t. } \theta' + \theta'' = \theta} Q_{1,...,s}(\theta', t) Q_{s+1,...,r}(\theta'', t).
\]

(A.6)
Once $Q(\theta, t)$ and $Q'(\theta, t)$ are computed from the convolution of all the incoming edges, we can easily compute

$$H_{i\ell}(t_i, t_\ell) \propto \sum_{\theta' \text{ s.t. } \theta' \geq \theta_i - w_\ell \mathbb{1}[t_\ell \leq t_i - 1]} Q(\theta', t_i) - \sum_{\theta' \text{ s.t. } \theta' \geq \theta_i - w_\ell \mathbb{1}[t_\ell < t_i - 1]} Q'(\theta', t_i) \quad \text{if } 0 < t_i \leq T. \quad (A.7)$$

Similarly, to compute (4c) we introduce

$$S_{1,\ldots,r}(\theta) = \sum_{(t_{1,\ldots,r}) \text{ s.t. } \sum_{j=1,\ldots,r} w_j \mathbb{1}[t_j < T] = \theta} \prod_{j=1,\ldots,r} H_j(t_j, \infty) \quad (A.8)$$

with single index $S$'s

$$S_j(\theta) = \begin{cases} H_j(T, \infty) + H_j(\infty, \infty) & \text{if } \theta = 0 \\ \sum_{t_j < T} H_j(t_j, \infty) & \text{if } \theta = w_j \\ 0 & \text{otherwise} \end{cases} \quad (A.9)$$

and convolution

$$S_{1,\ldots,r}(\theta) = \sum_{\theta',\theta'' \text{ s.t. } \theta' + \theta'' = \theta} S_{1,\ldots,r}(\theta') S_{r+1,\ldots,r}(\theta''). \quad (A.10)$$

Once $S$ is computed for all the incoming edges, we can compute

$$H_{i\ell}(\infty, t_\ell) \propto \sum_{\theta' \text{ s.t. } \theta' \geq \theta_i - w_\ell \mathbb{1}[t_\ell \leq T]} S(\theta') e^{-\beta r_i}. \quad (A.11)$$

As in the case of MS, the update equations can be further simplified by noticing that in (4) the dependence of $H_{i\ell}$ on $t_\ell$ is almost trivial: for fixed $t_i$, $H_{i\ell}$ is independent of $t_\ell$ if $t_i = 0$, it only depends on sign($t_\ell - (t_i - 1)$) $\in \{-1, 0, 1\}$ if $0 < t_i \leq T$, and it only depends on $\mathbb{1}[t_\ell < T]$ if $t_i = \infty$. We then introduce:

$$\tilde{H}_{i\ell}(t_i, \sigma) = \begin{cases} H_{i\ell}(t_i, t_i - 2) & \text{if } t_i > 1 \text{ and } \sigma = 0 \\ H_{i\ell}(t_i, t_i - 1) & \text{if } t_i > 0 \text{ and } \sigma = 1 \\ H_{i\ell}(t_i, t_i) & \text{if } \sigma = 2 \\ 0 & \text{otherwise} \end{cases} \quad (A.12)$$

which can be inverted as

$$H_{i\ell}(t_i, t_\ell) = \tilde{H}_{i\ell}(t_i, \hat{\sigma}(t_i, t_\ell))$$

$$\hat{\sigma}(t_i, t_\ell) = 1 + \text{sign}(t_\ell - (t_i - 1)) \quad (A.13)$$

and in terms of which (A.5) and (A.9) become respectively:

$$Q_j(\theta, t) = \begin{cases} \sum_{t_j > t - 1} \tilde{H}_j(t_j, \hat{\sigma}(t_j, t)) & \text{if } \theta = 0 \\ \sum_{t_j \leq t - 1} \tilde{H}_j(t_j, 2) & \text{if } \theta = w_j \\ 0 & \text{otherwise} \end{cases} \quad (A.15)$$
Optimizing spread dynamics on graphs by message passing

\[ S_j(\theta) = \begin{cases} 
\hat{H}_j(T, 2) + \hat{H}_j(\infty, 2) & \text{if } \theta = 0 \\
\sum_{t_j < T} \hat{H}_j(t_j, 2) & \text{if } \theta = w_j \\
0 & \text{otherwise.}
\end{cases} \]  

(A.16)

Appendix B. Alternative algorithms

B.1. Linear programming algorithm

We tried two different L/IP formulations: one closely related to our representation based on \( x^i_t \) and the same dynamical constraints \( \phi_i \) and a second one based on the completion of the partial ordering given by direct node activation to a total ordering [32], solving both with IBM’s CPLEX software. In both cases, the computation time was very large, becoming unpractical for graphs of a few dozen nodes.

B.2. Greedy algorithms

Greedy algorithms iteratively add to the seed set the vertex that maximizes a seed preference function. The latter can be either the energy variation, or built upon some topological property such as some centrality estimation. The preference functions we considered were:

- GA: largest marginal spread (in case of draw, choose e.g. the largest in-degree). This is computed by testing each potential seed independently and integrating the dynamics.
- HUBS: in-degree (a naive measure of influence).
- HITS: Kleinberg’s HITS centrality procedure. Centrality values have to be recomputed at each time step. HITS centrality (i.e. the ‘hub score’) is computed by the power method. Weights are rescaled to make thresholds equal to 1 at every time step.

At each time step, the node with largest preference is chosen and added to the seed set and propagation is computed, then preferences are recomputed. To cope with seed costs, the preference function is complemented with a linear term including the seed price. The linear coefficient was chosen to optimize the overall performance.

B.3. Simulated annealing

One can use a simple Monte Carlo algorithm to bias the search in the configuration space of seed sets in order to minimize the energy function \( \mathcal{E} \). However, the activation-times representation is not the most convenient one to perform optimization by Monte Carlo, because of the presence of hard constraints. On the other hand, such constraints are naturally taken into account if we consider the original dynamical formulation of the problem. At each Monte Carlo step, we have to compare the energies associated with two configurations of seeds, the current one \( x \) and the proposed one \( x' \), which means one has to perform the deterministic dynamical process explicitly. With a naive implementation, a single propagation of the dynamical process requires \( O(NT) \) operations, because of...
the parallel update of the nodes. Hence, Monte Carlo methods have in this context an intrinsic limitation, due to the large number of operations that are necessary to perform in a single ‘seed-change’ update on the configuration of seeds. When $T$ is large it is much more convenient to adopt a different propagation algorithm, in which one keeps track only of the set $B_t$ of nodes that activate at time $t$. The set $B_0$ is composed of the set of seeds $S$. We also define a variable threshold value $\hat{\theta}_i^t$, such that $\hat{\theta}_i^0 = 0$ if $i \in S$ and $\hat{\theta}_i^t = \theta_i$ otherwise. We define $\partial B_i$ as the set of nodes $j$ such that $j \notin B_t$ and $\exists i \in B_t$ for which the directed edge $(i,j) \in E$. For each node $j \in \partial B_t$, we define $n_j^t$ as the number of such links emerging from $B_t$ and connecting to $j$. The dynamics is defined simply by updating the threshold values of nodes $j \in \partial B_t$ as $\hat{\theta}_j^{t+1} = \hat{\theta}_j^t - n_j^t$ and $B_{t+1}$ is composed by all nodes $j \in \partial B_t$ such that $\hat{\theta}_j^{t+1} = 0$. Using this algorithm, the computational time required for each propagation is at most $O(|E|)$, when the dynamics passes through all nodes within a time $T$. In summary, each Monte Carlo move requires $O(|E|)$ operations, making the computational time of the SA extraordinarily demanding for large graphs.

We tried both linear and exponential annealing schedules, but they did not present relevant differences in the results; instead in some cases an accurate choice of the initial set of seeds turned out to improve considerably the performances of the SA. This is particularly important in real instances, where both the topology and the cost/revenue values are not uniform and possibly correlated (see discussion about SA in the Epinions network in appendix C).

**Appendix C. Simulated annealing on the Epinions graph**

In the case of the Epinions graph ($N \approx 76\,000$ and $|E| \approx 500\,000$), the SA takes several hours to perform a single Monte Carlo sweep in the region of extensive propagations. In these conditions, a slow annealing schedule is practically impossible, therefore we limited our investigations to fast schedules, reaching a final $\beta_{in} = 10^2$ in $O(10^7)$ proposed moves of single seed change (corresponding to about one hundred of MC sweeps). In the following, we report some results for the case in which the costs of the seeds scale linearly with the out-degree of the nodes. In figure C.1 we considered a series of simulations with energy function $\mathcal{E} = \sum_i \{c_i \mathbb{1}[t_i = 0] - r_i \mathbb{1}[t_i < \infty]\}$, where $c_i = \mu (k_i^u + 1) + 1$ and $r_i = 1, \forall i$. We start from different types of initial conditions with $\mu = 0.2$. The overall computational time is about one week on a single CPU. Due to the limited number of MC steps, the performances of SA strongly depend on the initial inverse temperature $\beta_{in}$. A fast cooling ($\beta_{in} = 10$) generates a sort of steepest descent process that provides a larger number of finally activated nodes but with a larger total cost compared to the initial one. This is true for initial conditions with zero seeds (dash-dotted black line) as well as starting from the configuration of 166 seeds found using the Hubs algorithm (dotted blue line). For smaller values of $\beta_{in}$, the SA is instead able to reach larger propagations by first adding many seeds and then slowly decreasing the overall cost. This is particularly notable when one starts from point H obtained using Hubs. At the end of the process, the overall cost is lower than the initial cost due to the 166 hubs contained in the configuration corresponding to H. Decreasing $\beta_{in}$, the final results get better (full lines starting from H).

We compared these results with those obtained starting from completely random initial conditions at high temperature (dashed lines). In this case the lowest energy, representing the best trade-off between cost and spread, is achieved for $\beta_{in} = 0.1$ ($\mathcal{E} = -43\,066$).
results obtained using SA are reasonably good, although the computational complexity poses serious limitations on the length of the simulations and forces the use of rather fast annealing schedules.

For $\mu = 0.3$, we can directly compare the results of SA with those of the MS algorithm reported in the main paper. Figure C.2 displays only the results obtained starting from point H (i.e. 166 seeds selected using the Hubs heuristic) and different $\beta_n$. The lowest
Figure C.3. Histogram of the energy variations $\Delta \mathcal{E}$ associated with single seed changes, computed on two configurations of seeds: (top) a randomly generated configuration in which each node is chosen as seed with probability 0.5 and (bottom) a local minimum reached after a SA simulation with $\mu = 0.3$ and $\beta = 0.1$.

It is interesting to notice that at low temperatures the SA gets stuck into local minima of the energy landscape. This is clearly visible from the distribution of the energy variations $\Delta \mathcal{E}$ corresponding to possible changes of a single seed in different states. Figure C.3(A) corresponds to a completely random configuration of seeds; panel (B) refers instead to local minima reached starting from point H. It is not unlikely to find very large values of $\Delta \mathcal{E}$ and, in some cases, the distribution $P(\Delta \mathcal{E})$ is non-zero over almost five orders of magnitude of energies. It means that, at the same temperature, different moves can have extremely different acceptance rates, making the optimization process much more complex at low temperatures.

References

[1] Chalupa J, Leath P L and Reich G R, Bootstrap percolation on a Bethe lattice, 1979 J. Phys. C: Solid State Phys. 12 L31
[2] Granovetter M, Threshold models of collective behavior, 1978 Am. J. Sociol. 83 1420–43
[3] Rogers E M, 1983 Diffusion of Innovations (New York: Free Press Rogers)
[4] Jackson M and Yariv L, Diffusion on social networks, 2005 Econom. Publ. 16 69 (http://economiepublique.revues.org/1721)
[5] Acemoglu D, Ozdaglar A and Yildiz M E, Diffusion of innovations in social networks, 2011 Proc. IEEE Conf. on Decision and Control pp 2329–34
[6] Newman M E J, Spread of epidemic disease on networks, 2002 Phys. Rev. E 66 016128
[7] Watts D J, A simple model of global cascades on random networks, 2002 Proc. Nat. Acad. Sci. 99 5766

doi:10.1088/1742-5468/2013/09/P09011
Optimizing spread dynamics on graphs by message passing

[8] O’Dea R, Crofts J J and Kaiser M, 2013 J. R. Soc. Interface 10 1742
[9] Eisenberg L and Noe T H, Systemic risk in financial systems, 2001 Manag. Sci. 47 236
[10] Nier E, Yang J, Yorulmazer T and Alentorn A, Network models and financial stability, 2007 J. Econ. Dyn. Control 31 2033
[11] Gai P and Kapadia S, Contagion in financial networks, 2010 Proc. R. Soc. A 466 2401
[12] Haldane A G and May R M, Systemic risk in banking ecosystems, 2011 Nature 469 351
[13] Altarelli F, Brauinstein A, Dall’Asta L and Zecchina R, Large deviations of cascade processes on graphs, 2013 J. Stat. Mech. P09011
[14] Kitsak M et al, Identification of influential spreaders in complex networks, 2010 Nature Phys. 6 888
[15] Kleinberg J, Authoritative sources in a hyperlinked environment, 1999 J. ACM 46 604
[16] Kleinberg Jon M, Cascading behavior in networks: algorithmic and economic issues, 2007 Algorithmic Game Theory ed N Nisan, T Roughgarden, E Tardos and V Vazirani (Cambridge: Cambridge University Press)
[17] Goyal A, Bonchi F and Lakshmanan L V, A data-based approach to social influence maximization, 2012 PVLDB’12
[18] Bailly-Bechet M, Borgs C, Braunstein A, Chayes J, Daughtsmanksaia A, Francois J M and Zecchina R, Finding undetected protein associations in cell signaling by belief propagation, 2011 Proc. Nat. Acad. Sci. 108 882
[19] Ackerman E, Ben-Zwi O and Wolfovitz G, Combinatorial model and bounds for target set selection, 2010 Theor. Comput. Sci. 411 44

doi:10.1088/1742-5468/2013/09/P09011