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In this paper, a method of predicting the motion state of a moving target in the base coordinate system by hand-eye vision and the position and attitude of the end is proposed. The predicted value is used as the velocity feedforward, and the position-based visual servo method is used to plan the velocity of the end of the manipulator. It overcomes the influence of end coordinate system motion on target prediction in a discrete system and introduces an integral control method to compensate for the prediction velocity, eliminating the end tracking error caused by target velocity prediction error. The effectiveness of this method is verified by simulation and experiment.

1. Introduction

In recent years, with the increasing number of spacecraft launched by various countries, the number of spacecraft with on-orbit faults and failures also increases, which makes the space environment deteriorate and the waste of orbit resources increase. Moreover, some faults or failures of spacecraft can be maintained at a limited cost, which can maximize the economic benefits of on-orbit spacecraft. On the other hand, the construction of large-scale space facilities is eager to get rid of the limited capacity constraints and is exploring ways to meet the construction needs through on-orbit assembly [1]. Therefore, spacecraft on-orbit maintenance, assembly, and other on-orbit service research have become the focus of attention of all countries, and the use of space manipulators to perform on-orbit service tasks has become one of the important development trends.

On-orbit target acquisition is the premise for space manipulator to perform on-orbit service task, and visual servo is one of the common methods for on-orbit target acquisition. At present, the successful missions of a space manipulator to capture spacecraft include Japan’s ETS-VII [2], the International Space Station to capture Japan’s HTV [3], and the United States’ Dragon spacecraft. The above tasks are mainly aimed at the cooperative and state-controlled target acquisition. The target is generally in a state of almost static relative to the base of the manipulator or known and controllable relative velocity. In the process of executing these tasks, the servo control of the manipulator is more studied and the technology is more mature, but on-orbit services are often aimed at noncooperative and uncontrolled moving targets. Visual servo control has its particularity for moving objects with an uncontrolled state, such as translation velocity or rotation angular velocity in any direction or both.

Because the position and attitude of the moving target are changing, the traditional visual servo algorithm for the static target always lags behind the moving target because of the time consumed by visual information processing, pose calculation, and control output. Literature [4–6] has carried out the research of moving target acquisition based on visual servo. Literature [7–12] synthesizes the above research and proposes a method of autonomous acquisition path planning for spinning target based on predictive compensation, which solves the problem of end path planning for spinning target acquisition. The common key point of the above methods is the prediction of the state (velocity and angular velocity) of a moving target, and the prediction is realized by the differential of the position and attitude of the target in the end coordinate system. However, in a space
manipulator, due to the limitation of computing resources, the update period of hand-eye camera data and the control period of the manipulator are always as long as tens of milliseconds or even hundreds of milliseconds. In this case, the solution of velocity and angular velocity in the rotating end coordinate system will bring about great errors. In addition, due to the existence of error factors such as measurement error, end positioning error, system calculation delay error, and control cycle error of the visual sensor, the predicted target velocity always has errors, which cannot meet the requirements only by velocity compensation.

In this paper, a visual servo method of the manipulator based on velocity feedforward is proposed. The characteristics of this method are as follows. (1) In the fixed base coordinate system of the manipulator, the motion state of the target in the base coordinate system is predicted by hand-eye vision data and the position and attitude of the end, which eliminates the influence of the rotation of the end coordinate system on the prediction of the target when the operation period is limited. (2) On the basis of target velocity feedforward, integral control is introduced to compensate for the predicted velocity, eliminating the tracking error caused by target velocity prediction error.

The contents of this paper are as follows: Section 2 introduces the general concept and process of the visual servo of the manipulator, Section 3 derives the visual servo method of the manipulator based on velocity feedforward, Section 4 introduces the simulation and experiment of the proposed method, and Section 5 summarizes the method.

2. Introduction of Visual Servo for the Manipulator

The visual servo of a manipulator is a process of recognizing the position and attitude of the captured target according to the visual information and then guiding the end of the manipulator to track the target. The basic control structure is shown in Figure 1.

Take the closed-loop system at the end of the camera mounted on the manipulator as an example, as shown in Figure 2. OXYZ is the base coordinate system of the manipulator (assumed as a fixed coordinate system), O_E'E_Y'E_Z_E' is the end coordinate system of the manipulator, and O_H'H_Y_H'H_Z_H is the coordinate system fixed to a capture point. r_EH is the translation vector of the capture point coordinate system in the end system of the manipulator (the rotation axis is in the order of Z, Y, and X, and the rotation axis is the moving axis after each rotation), that is, the attitude error of the capture point relative to the manipulator, expressed by \([\text{yaw pitch roll}]^T. \varepsilon_0\) is the allowable position and attitude error for control. The basic process of visual servo of the manipulator is generally divided into the following three steps:

**Step 1.** The manipulator obtains the visual information of the captured target through the camera, calculates the relative position \(r_{EH}\) and attitude error \(T_{EH}\), and guides the end to move towards the captured point.

**Step 2.** The end of the manipulator moves in front of the capture point, adjusts its attitude and position, and keeps relatively static with the target. This point is called the middle point of visual servo. The condition for this step is that the position and attitude error of the end and the middle point of the manipulator is less than \(\varepsilon_0\).

**Step 3.** The manipulator moves from the middle point of the second step to the capture point (also known as the target point of visual servo) and keeps relatively static with the target. The condition for the completion of this step is that
the position and attitude errors between the end of the manipulator and the target are less than $\varepsilon_0$.

3. Visual Servo Control Method Based on Velocity Feedforward

The visual servo control method based on velocity feedforward is shown in Figure 3.

Based on the end velocity planned by the pose error, the target velocity is introduced as the feedforward of the end planning velocity to realize the tracking of the moving target, as shown in

$$
\begin{bmatrix}
E v_E \\
E \omega_E
\end{bmatrix} = K \begin{bmatrix}
E r_{EH} \\
E T_{EH}
\end{bmatrix} + \begin{bmatrix}
E v_H \\
E \omega_H
\end{bmatrix}.
$$

In formula (1), $E v_E$ is the velocity of the planned end of the manipulator in the end coordinate system, $E \omega_E$ is the angular velocity of the planned end of the manipulator in the end coordinate system, $K$ is the proportional coefficient of visual servo, $E r_{EH}$ is the relative position error between the end of the manipulator and the capture point expressed in the end coordinate system, $E T_{EH}$ is the relative attitude error between the end of the manipulator and the capture point expressed in the end coordinate system, $E v_H$ is the representation of the absolute velocity of the target in the end coordinate system, and $E \omega_H$ is the representation of the absolute angular velocity of the target in the end coordinate system.

3.1. Velocity Feedforward Calculation. The relationship between the absolute velocity of the target in the end coordinate system and the base coordinate system is shown in

$$
E v_H = (I_{E}^T)^{-1} v_H.
$$

In formula (2), $I_{E}^T$ is the attitude transformation matrix of the end coordinate system in the base coordinate system, in which the matrix can be obtained by the forward kinematics of the manipulator. $v_H$ is the absolute linear velocity of the target in the base coordinate system. In the discrete system, $v_H$ is calculated as

$$
v_H(t) = \frac{1}{\Delta t} (P_H(t) - P_H(t - \Delta t)) .
$$

In equation (3), $v_H(t)$ is the absolute linear velocity of the target in the base coordinate system at time $t$, $P_H(t)$ is the position of the target in the base coordinate system at time $t$, and $\Delta t$ is the sampling period of the discrete system.

By substituting formula (3) into formula (2), we can obtain

$$
E v_H(t) = (I_{E}^T)^{-1} (P_H(t) - P_H(t - \Delta t)) / \Delta t.
$$

$P_H$ can be calculated by

$$
P_H = P_E + I_{E_T}^T * E r_{EH}.
$$

In equation (5), $P_E$ is the position of the end in the basic coordinate system which can be obtained by the forward kinematics of the manipulator.

By substituting formula (5) into formula (4), we can obtain

$$
E v_H(t) = \frac{(I_{E}^T)^{-1} ((P_E(t) - P_E(t - \Delta t)) / \Delta t) + (E r_{EH}(t) - (I_{E}^T)^{-1} I_{E_T}^T(t - \Delta t) * E r_{EH}(t - \Delta t))}{\Delta t} .
$$
In formula (6), all variables on the right side of the equal sign can be directly solved by vision or the forward kinematics of the manipulator. It is feasible to calculate \( \hat{v}_H \) at the t-moment.

3.2. Angular Velocity Feedforward Calculation. The relationship between the absolute angular velocity of the target in the end coordinate system and the base coordinate system is as follows:

\[
E \omega_H = (I^e_T)^{-1} \omega_H.
\]  

(7)

In formula (7), \( \omega_H \) is the absolute angular velocity of the target in the base coordinate system.

In discrete systems, the calculation of \( T \)-time is formulated as

\[
\omega_H(t) = \frac{1}{2} \Delta t \left[ \Delta O(3, 2) - \Delta O(2, 3) \right] \\
\left[ \Delta O(1, 3) - \Delta O(3, 1) \right] \\
\left[ \Delta O(2, 1) - \Delta O(1, 2) \right].
\]

(8)

In formula (8), \( \Delta O \) is the attitude variable matrix of the target in time calculated according to

\[
\Delta O = \frac{l_H T(t) - l_H T(t - \Delta t)}{I^e_H T(t) - I^e_H T}. 
\]

(9)

In formula (9), \( l_H T \) is the attitude transformation matrix of the target in the basic coordinate system.

\( l_H T \) can be calculated by

\[
l_H T = l^e_H T * I^e_H T.
\]

(10)

In formula (10), \( l^e_H T \) is the attitude transformation matrix of the target in the end coordinate system which can be directly solved by visual data.

The expression of the absolute angular velocity of the target in the end coordinate system \( \hat{\omega}_H \) can be obtained by substituting formula (10) to (7) in turn.

3.3. Integral Compensation of Velocity Feedforward. Because of the existence of error factors such as measurement error of vision sensor, calculation delay error of the system, and control period error, there are always errors in the predicted target velocity \( \hat{v}_H \) and \( \hat{\omega}_H \).

\[
\begin{bmatrix}
E v_H \\
E \omega_H
\end{bmatrix}
= \begin{bmatrix}
\hat{E} v_H \\
\hat{E} \omega_H
\end{bmatrix} - e.
\]

(11)

In formula (11), \( \hat{E} v_H \) is the real value of the absolute velocity of the target expressed in the end coordinate system. \( \hat{E} \omega_H \) is the real value of the absolute angular velocity of the target expressed in the end coordinate system. \( e \) is errors between predicted and real target velocities.

By substituting formula (11) into formula (1), we can obtain

\[
\begin{bmatrix}
E v_E \\
E \omega_E
\end{bmatrix}
= K \begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix} + \begin{bmatrix}
\hat{E} v_H \\
\hat{E} \omega_H
\end{bmatrix} - e. 
\]

(12)

When \( \hat{E} v_E \) and \( \hat{E} \omega_E \) are exactly equal to \( E \hat{v}_H \) and \( E \hat{\omega}_H \), respectively, the end is in a stable tracking state. According to formula (12), there are

\[
\begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix}
= \frac{e}{\hat{K}}. 
\]

(13)

It can be seen that there are steady-state position and attitude errors between the end and the target, and the error is proportional to the error of target prediction. In order to eliminate the steady-state error caused by the feedforward error of velocity, the integral control of steady-state error is introduced to compensate for the feedforward error of velocity.

\[
\begin{bmatrix}
E v_E \\
E \omega_E
\end{bmatrix}
= K \begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix} + K I \int \begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix} dt + \begin{bmatrix}
\hat{E} v_H \\
\hat{E} \omega_H
\end{bmatrix} - e. 
\]

(14)

In formula (14), \( K I \) is the integral gain factor of visual servo.

Therefore, in the control method shown in Figure 3, the measurement value of velocity feedforward is still used. After introducing integral compensation, the integral compensation will eliminate the steady-state error of position and attitude caused by velocity error. In general, formula (14) is still written as follows:

\[
\begin{bmatrix}
E v_E \\
E \omega_E
\end{bmatrix}
= K \begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix} + K I \int \begin{bmatrix}
E v_{EH} \\
E T_{EH}
\end{bmatrix} dt + \begin{bmatrix}
\hat{E} v_H \\
\hat{E} \omega_H
\end{bmatrix}. 
\]

(15)

4. Simulation and Experimental Verification

4.1. Simulation Verification. The simulation system as shown in Figure 4 is designed to verify the proposed method.

OXYZ is the fixed coordinate system, and the base coordinate of the manipulator coincides with the fixed coordinate system. The three joints of the three-degree-of-freedom manipulator are rotating joints, and the rotating axis is parallel to the Y axis. The end of the manipulator is equipped with hand-eye camera, and the Y axis of the end coordinate system is opposite to the Y axis of OXYZ.

The parameters of each rod are \( l_1 = 1.334 \) m, \( l_2 = 4.04 \) m, \( m_1 = 128 \) kg, \( l_2 = 4.04 \) m, \( m_2 = 118 \) kg, \( l_3 = 1.334 \) m, \( m_3 = 212 \) kg. The maximum speed of the end is 0.1 m/s, and the acceleration is 0.02 m/s².

The initial position of the end is \([-6.404, -1.574, -4.788] \) (m), and the attitude is \([180, 90, 0]°\) (the attitude described in
this paper is Euler angles rotating around axes Z, Y, and X, respectively). The initial position of the target in the end coordinate system is $[1.872, 0, 0]$ (m), and the attitude is $[0, 10, 0]^\circ$, and the intermediate point of visual servo is $0.3$ m in front of the target capture point and is fixed with the target.

In the simulation, the calculation period of end planning is set to $50$ ms, and the updating period of the position and attitude of the target in the end coordinate system (visual data provided by the camera) is $80$ ms.

The velocity of the target is $[0.035000]$ (m/s), and the angular velocity of rotation is $[0, 0.2, 0]^\circ$ in the base coordinate system.

The position and attitude errors of the end of the manipulator to the intermediate point and the target point are $[0.02$ m, $2^\circ]$. In the simulation of visual servo, the calculation value of linear velocity feedforward is shown in Figure 5. Because the end of the manipulator can only be moved in $X$ and $Z$ directions and rolled in the $Y$ direction. The translational motion in the $X$ direction is the main in the simulation and experimental conditions, and the $Z$ direction and $Y$ direction are very small. Therefore, in order to save space and not affect the necessity of problem description, all simulation images in this paper only list the position ($x$) and the velocity ($VX$) in the $X$ direction and their errors.

The comparison of velocity error in the $X$ direction is listed in Figure 5. From top to bottom, $1$ ms periodic velocity prediction error in the end coordinate system, $80$ ms periodic prediction error in the end coordinate system, and $80$ ms period prediction error in the end base system are, respectively, listed. The comparison shows that the prediction error of the pose renewal period is better than $80$ ms for the method of prediction in the end coordinate system.

| Figure 4: Visual servo simulation system diagram of the manipulator. |
| Figure 5: Error comparison of target velocity ($X$ direction) prediction results. |
| Figure 6: Relative position relationship between the end and capture point with no integral compensation. |
which is equivalent to the prediction period error of 80 ms in the base coordinate system. For space robots, it is very difficult to realize the updating period of posture for 1 ms due to the limitation of operation resources, and the 80 ms updating cycle is more feasible in engineering. Therefore, the method of target velocity prediction in the base coordinate system has more practical application value for space robot.

The predicted target velocity and angular velocity in the base coordinate system proposed in this paper are used as feedforward for end velocity planning (the calculation period of end planning is 50 ms, and the pose update period of the target in the end coordinate system is 80 ms), and the velocity prediction error is set as 0.008 m/s. The relative position relationship between the end of the \( Z \) direction and the capture point is shown in Figure 6 (the final position deviation in the \( X \) direction is the same as that in the \( Z \) direction, but the initial deviation in the \( X \) direction is large, which is not conducive to see the final position error from the whole tracking curve, so the \( Z \) direction deviation is used for analysis). In the case of no integral compensation, it can be seen from the relative position curve of the end and the target that there is a constant distance (about 0.05 m) between the end and the target due to the speed prediction error, which is caused by no integral compensation for the speed prediction error. When the maximum value of integral compensation is set to 0.01 m/s, the end of the manipulator can track the target well and the final position error tends to be zero.

4.2. Experimental Verification. The algorithm is validated on an air-bearing platform by using a real manipulator with the same parameters in simulated working conditions. The experimental scenario is shown in Figure 7.

The absolute positioning accuracy of the end of the manipulator is 0.02 m and 0.5°. The measurement accuracy of the hand-eye camera is 0.01 m and 0.5°. In the experiment, the target moves about 35 mm/s in the \( X \) direction, and the maximum angular velocity in the \( Y \) direction is about 1°/s (limited by the experimental conditions, the linear velocity and angular velocity on the air bearing platform are not as stable as the simulation). During the experiment, the calculated value of linear velocity feedforward is shown in Figure 8. The curve shows that although the real target speed is not as stable as the simulation process, the measured target speed tends to be stable after the initial acceleration and adjustment and is consistent with the target speed curve measured by the ground system.

After introducing the velocity feedforward to plan the end velocity, but without introducing the integral compensation, the tracking process of the end to the target is shown in Figure 9(a) (similarly, only the \( x \)-direction position change relationship is listed). Due to the existence of velocity prediction error, the end always fails to meet the tolerance range
motion, and converges globally in the movement process of the manipulator by introducing the predicted value as speed feedforward, At the same time, the integral method is introduced to compensate for the velocity prediction error, which overcomes the influence of the movement of the end coordinate system on the target prediction in the discrete system and converges globally in the movement process of the manipulator, which has practical value for the case of the space manipulator with limited computing resources. The simulation and experimental results show that the proposed method is effective for visual servo tracking of translational and spinning targets.

5. Conclusion

Aiming at the problem of the robot tracking moving target, this paper proposes a method to predict the moving state of the moving target in the base coordinate system by using hand vision and end pose information and uses the position-based visual servo method to plan the end of the manipulator. Tracking failed. After introducing the integral compensation, the tracking process of the end to the target is shown in Figure 9(b). From the relative position curve of the end and the target, it can be seen that the end tracking the target is stable, and the position and attitude errors of the end and the target reach the acquisition tolerance range after about 35 seconds.
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