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In order to improve the sports training and competition effect of sports, this paper combines the accurate recognition method of video image fuzzy features to accurately identify the sports process to explore the movement characteristics of athletes on the sports stage. Moreover, this paper uses the trigger system to select cases and adopts the all-digital trigger method in the digital sports video recognition system. In addition, this paper uses the ADC input overrange as the judgment standard for bad cases and constructs an accurate recognition system for sports training features based on video image recognition. Finally, this paper verifies the effect of the accurate recognition method of local fuzzy features in sports video images. The experimental study verifies the effectiveness of the accurate recognition method of local fuzzy features in sports video images.

1. Introduction

At present, in physical training, strength training and speed training are the two major focuses. Explosive strength training is mainly used in athletes’ starting and sports training stages, while speed training is mainly used in athletes accelerating and maintaining high speed. Moreover, athletes with good explosiveness and speed can achieve good results in sports training. In addition, explosive power and speed are important sports qualities that sports athletes need to have, and they are also the basis for athletes to successfully learn other sports and skills and have a significant impact on sports performance.

Explosive power means that the athlete changes from a static state to a moving state in the shortest time during the starting process, and the body obtains the maximum forward momentum, creating favorable conditions for the acceleration process in the running phase [1]. The training of explosive power is very important for sports training. To a certain extent, the strength of explosive power determines the starting speed of the athlete. A fast starting speed lays the foundation for the subsequent acceleration process of the athlete. The acceleration link catches up with the opponent and restores the distance. During the competition, an athlete with a slow start and weak explosiveness is undoubtedly not an excellent athlete [2]. From the point of view of explosive power, this not only represents the speed of the athlete's reaction but also shows the problems existing in the athlete's explosive power training, and the physical quality is not as good as the athlete with strong explosive power. The physical quality, strength, and speed also determine the ability of the athlete. Only by enhancing the explosive power and improving the starting speed of the athlete can we get a good start at the beginning of the competition [3]. Practice has proved that the use of fast single-leg jumping exercises has a very significant effect on improving the strength of the lower limbs of sports trainees [4].

The Role of Hopping Exercises in Developing Effective Muscle Groups for Sports Trainees.

When an athlete is exercising, most of the muscles in the body begin to work, and different training programs exercise different muscle groups. During training, sports trainees will use the iliopsoas, quadriceps, triceps calf, posterior calf muscles, and ankle joints. Improving the strength of these muscle groups is a guarantee for sports trainees to carry out targeted training in the future. The Key to Exercising Effective Muscle Groups [5].

In daily training, it is easy to ignore the muscles on the back of the athlete's calf, but in the process of running, the
hamstrings play a back-push. If this part of the muscle group is not fully exercised, resulting in insufficient development of this muscle group, it is easy to cause muscle strain on the back of the thigh [6]. The athlete’s quadriceps and ilio-possus mainly help the athlete to ensure that the body does not lean back when raising the thigh. The exercise of the ankle joint can ensure that the athlete can push back smoothly and quickly place the center of gravity in the front [7].

One-Legged Hopping Training during the Starting Process. In the process of sports training, athletes usually use the squatting starting position when starting. This starting position can help athletes start quickly and can analyze the rapid single-legged hopping in sports teaching in a short time (training [8]).

The starting process mainly uses the explosive power of the body to quickly get rid of the static state, so as to achieve the fastest initial speed and lay the foundation for the athlete’s subsequent accelerated running. We know that in the process of starting, athletes need to have great strength and explosive power in their lower limbs. The explosive power of lower limbs is a prerequisite for determining the starting speed of athletes, and strength is the guarantee for athletes to accelerate during running. After the sound of gunshots, the athlete should push back quickly to push the body forward, swing his arms greatly, and move the body forward rapidly [9]. In the process of training, coaches can take single-leg jump training to strengthen athletes’ strength and lower body explosiveness. According to the physical fitness of the athlete, they formulate training methods that meet the physical condition of the athlete. For example, let the athletes perform single-leg squat exercises rhythmically, with 6–8 squatting as a group, and repeat 3–5 groups. During the training process, certain adjustments can be made according to the athlete’s exercise level and physical tolerance and appropriately increase some weights to train the athlete’s lower body strength. In the process of training, the training focus should be placed on effective muscle groups, the weight should be reasonably arranged, the weight should be adjusted appropriately according to the actual situation of the athlete, and the lower limb strength and explosive training of the athlete should be strengthened, so that the athlete can occupy the opportunity [10].

Hop Training in Acceleration Running. Acceleration running is the stage in which the athlete runs out of the starting line and before the midway run after the athlete starts. Generally, the distance of accelerated running is 25–30 meters. Men usually use 13–15 steps to complete the accelerated run, and women usually use 15–17 steps to complete. Through observation, we can find that at the initial number of steps at the start, the landing points of the athlete’s legs are two parallel lines with the same distance (straight line [11]). In the stage of accelerated running, if the stride length changes, under the same stride frequency, the increase of the stride length will accelerate the increase of the speed, and the decrease of the step length will lead to the decrease of the speed. The process of accelerated running is to make efficient use of the athlete’s explosive power and give full play to the strength of the body in the accelerated running phase to achieve maximum speed. In the process of accelerated running, the athlete’s lower body explosive power and physical tolerance play a key role, so coaches should strengthen the training of these two aspects of the athlete in the training process. Rapid hopping is a very efficient training method [12]. When training single-leg hopping, athletes use two methods of single-leg jumping and 20-meter single-leg jumping training. When jumping with one leg to reach a height, the athlete should jump up immediately after landing on one leg, switch feet for 15 jumps each, and perform 5–6 sets of exercises. The speed of jumping should be maintained once a second. In the training of the 20-meter single-leg jump, athletes should complete the training at the fastest speed and the maximum stride, control the balance and jumping rhythm of the body, and exchange feet for 10 sets each [13].

Sports is the last stage in sports training, the final finish of sports. Athletes need to maintain maximum speed and quickly hit the line. The requirements for the athlete to finish running are similar to those for running on the way. However, since athletes consume a lot of physical strength in the previous running stage, some techniques can be used to help athletes maintain their maximum speed when running at the finish line. When athletes are 15–20 meters away from the finish line, their upper body should lean forward and their center of gravity should move forward, which can increase the power of the back-push of the calf and at the same time increase the swing amplitude and step length of the arms, and always maintain the same cadence as the previous running stage [14]. In the sports running stage, athletes are required to have strong physical endurance and strength to support athletes rushing to the finish line [15]. Therefore, it is very necessary to strengthen the training of strength and endurance, and fast hopping is an efficient training method to strengthen the strength and endurance of athletes. During training, athletes can be trained by formulating rapid single-leg hops of different meters or by performing 50-100-meter mixed single-leg jumps, step jumps, and single-leg hop exchanges. Using this training method can increase the physical strength and endurance of athletes, promote the development of various comprehensive levels of athletes, and then fully demonstrate their own strength in sports training [16].

This paper combines the accurate recognition method of video image fuzzy features to accurately identify the sports process to explore the movement characteristics of athletes on the sports stage, which provides a reference for subsequent training and competition.

2. System Structure Design

2.1. Logic Design in FPGA. FPGA is the core device of the digital sports video recognition system, and the main digital logic functions of the spectrometer are implemented inside the FPGA. FPGA is divided by function and consists of the following parts:

1. Data cache module
2. Case storage module
(3) Trigger module
(4) Digital filtering module (including shaping filtering and FIR low-pass filtering)
(5) Data processing module (including baseline elimination and peak finding)
(6) USB interface module

The digital sports video recognition system adopts the case-based operation mode. Each trigger corresponds to a good case. The function of the case storage module is to store the complete information of a good case. When the trigger signal is generated, the data in the data buffer is transferred to the instance storage module. The case storage module is also implemented with FIFO, and the length of the FIFO is the time length of the baseline plus the length of the shaping time of the pulse signal, which is determined by the type of the pulse signal generated by the detector. When the case storage FIFO is full, a full signal is generated and sent to the trigger module and the digital filter module, respectively. The function is to shield the trigger signal and notify the digital filter module to accept data for digital filtering. After filtering, the signal is reset, and the time in this paper is 6.4us.

2.2. Trigger Module. The sports video recognition system based on the case operation mode selects cases by triggering the system. The function of the trigger system is based on the voltage information sent by the detector, synthesizing the preset selection conditions of the physical case, realizing the response to the good case, and giving the corresponding trigger judgment. The data acquisition system selects and collects the case information of the electronics system according to the selection result of the trigger system and performs subsequent processing and data analysis on the useful data. The traditional sports video recognition system adopts the method of analog trigger selection, and its realization method is shown in Figure 1.

The signal output by the detector is divided into two channels, one channel enters the ADC for sampling through the antialiasing filter, and the other channel is used for trigger selection. The voltage signal output by the preamp is shaped by a simple CR-RC circuit and then enters a dual threshold comparator. When the signal amplitude is higher than the low threshold and lower than the high threshold, the trigger judgment logic generates a trigger signal to the case storage module. The information of the current trigger case stored in the case storage module is sent to the following digital signal processing device for subsequent processing and data analysis.

In order to set up a flexible and variable trigger system for different detector output pulse signals without changing the analog circuit, we adopted the all-digital trigger method in the digital sports video recognition system. The data flow input from ADC to FPGA is divided into two channels, one of which enters the digital trigger module, and each input voltage value is compared with the set low threshold trigger value. When the input value is greater than the low threshold trigger value, the trigger logic generates a high-level signal to notify the buffer module to transmit data to the case storage module. When the input value is higher than the high-threshold trigger value, the current case is judged as a bad case generated by accumulation, and the case is masked. In this paper, the ADC input overrange is used as the judgment standard for bad cases; that is, when the highest bit of the ADC output signal is “1” (the output level of the OTR pin is “1”), the case is discarded. When the case storage FIFO is full, the trigger signal is shielded, and even if a good case occurs, the trigger module will not respond. The trigger signal is turned on again only after the current good case has been processed by digital filtering and peak-seeking. This

![Figure 1: Schematic diagram of the traditional analog trigger circuit.](image-url)
requires the processing speed of the digital filtering and data processing modules to be as fast as possible to reduce the loss of good cases.

2.3. Digital Filter Module. The spectrum of the output signal of the charge-sensitive preamplifier is different from the power spectral density of the noise; a suitable filtering system can be selected to maximize the signal-to-noise ratio to achieve the best filtering. The digital filtering module of the digital sports video recognition system is divided into two parts, one is the Gaussian filter for pulse shaping, and the other is the FIR low-pass filter for filtering noise. In the following, we introduce the two parts of the digital filtering module separately.

If the filter circuit is a linear system, its impulse response is \( h(t) \), the frequency domain transduction coefficient is \( H(\omega) \), and the output signal \( V_0(t) \) and the output noise power spectral density \( S_0(\omega) \) are obtained after the signal \( V_i(t) \) and the noise power spectral density \( S_i(\omega) \) are input, respectively [17]:

\[
V_0(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H(\omega)V_i(\omega)e^{j\omega t} d\omega,
\]

\[
S_0(\omega) = |H(\omega)|^2 S_i(\omega),
\]

where \( V_i(\omega) \) is the spectrum of \( V_i(t) \). The magnitude of \( V_0(t) \) reaching at \( t = t_m \) is

\[
V_{0m} = \frac{1}{2\pi} \int_{-\infty}^{\infty} V_i(\omega)H(\omega)e^{j\omega t_m} d\omega.
\]

The mean square of the output noise is

\[
V_n^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} |H(\omega)|^2 S_i(\omega) d\omega.
\]

Then, there is a squared signal-to-noise ratio:

\[
\eta^2 = \left[ \int_{-\infty}^{\infty} \omega H(\omega)V_i(\omega)e^{j\omega t} d\omega \right]^2
\]

To maximize \( \eta^2 \), it must satisfy

\[
H(\omega) = K \frac{V_i^*(\omega)}{S_i(\omega)} e^{-j\omega t_m}.
\]

We know that the input signal and noise spectral densities of the charge-sensing amplifier are

\[
V_i(t) = \frac{Q}{C_f} \cdot u(t),
\]

\[
S_i(\omega) = \left( a^2 + \frac{b^2}{\omega^2} + \frac{C}{\omega} \right).
\]

We assume that \( C \) is small, ignore it, and set \( \omega_c = b/a \), which is called the corner frequency, and \( \tau_c = 1/\omega_c \) is called the corner time:

\[
S_i(\omega) = a^2 \left( 1 + \frac{1}{(\omega\tau_c)^2} \right).
\]

After calculation, in

\[
V_0(t) = \frac{Q}{2C_f} e^{-t_m/\tau},
\]

\( \eta \) reaches a maximum. At this time, the signal-to-noise ratio is

\[
\eta_{\infty} = \frac{Q}{C_f \sqrt{2nb}} = \frac{Q}{\sqrt{2\pi nabc}}.
\]

And then

\[
\eta_{\infty} = \frac{Q}{\sqrt{2\pi nabc}}.
\]

\( \eta_{\infty} \) is proportional to \( Q \) and inversely proportional to the square root of \( a_i, b_i \) and \( C_f \). This output signal is called an infinite spike pulse. Obviously, in order to get an output of this shape, it is required to generate an input at \( t = 0 \) and an output at \( t < 0 \), which is physically impossible unless \( t_m \) is required to be delayed to infinity. Nonetheless, it can be used as a standard against which other filters are compared.

In practical applications, we use the first-differential multi-integration filter shown in Figure 2 to achieve it.

Among them, \( V_i(t) \) and \( S_i(\omega) \) are the output signal and output noise power spectral density of the charge-sensitive amplifier. The figure shows the first-order differential and m-level integrator circuits, and their time constants RC are the same.

\[
V_i(s) = L[V_i(t)] = L \left[ \frac{Q}{C_f} \cdot u(t) \right] = \frac{Q}{SC_f}.
\]

\[
H(S) = \frac{\tau S}{1 + \tau S} \text{m-1,}
\]

\[
H(\omega) = \frac{\tau e^{j\omega \cdot \tau}}{1 + \tau e^{j\omega \cdot \tau}}.
\]

\[
V_0(t) = L^{-1}[V_i(s)H(s)] = \frac{Q}{C_f} \cdot \frac{1}{m} \cdot \frac{t^m}{\tau^m} e^{-\tau t}.
\]

Among them, \( L[] \) and \( L^{-1} \) are the expressions of Laplace transform and inverse transform, respectively. It peaks at \( t = m\tau \).

\[
V_{0m} = \frac{Q}{C_f} \cdot \frac{m^m}{me^m}.
\]
The waveforms of the $V_0(t)$ waveform at $m = 1, 2, 3$, and 4 are shown in Figure 3.

When $m \to \infty$, $V_0(t)$ tends to the shape of a Gaussian distribution function. The mean square value of noise at the output is

$$V_n^2 = \int_0^\infty |H(\omega)|^2 S_1(\omega)d\omega$$

$$= \int_0^\infty |H(\omega)|^2 \left( a^2 + \frac{k^2}{\omega^2} \right) d\omega$$

$$= a^2 \int_0^\infty |H(\omega)|^2 d\omega + \frac{k^2}{\omega^2} \int_0^\infty \frac{|H(\omega)|^2}{\omega^2} d\omega$$

$$= \frac{\pi^2}{\tau} I_a + \frac{k^2}{\omega^2} I_b.$$  

Among them,

$$I_a = \frac{1}{\pi C_f} \int_0^\infty |H(\omega)|^2 d(\omega),$$

$$I_b = \frac{1}{\pi C_f} \int_0^\infty \frac{|H(\omega)|^2}{\omega^2} d(\omega).$$

These two parameters will have nothing to do with the value of $\tau$. When $\tau = \tau_c \sqrt{I_a/I_b}$ is taken, $V_n^2$ can be minimized, which can be obtained by calculation.

$$I_a = \frac{(2m - 3)!!}{2C_f (2m)!!}$$

$$I_b = (2m - 1)I_a.$$  

Among them, $(2m - 3)!! = (2m - 3)(2m - 5) \cdots \times 3 \times 1$, $(2m)!! = 2m(2m - 2)(2m - 4) \cdots \times 4 \times 2$. When $\tau = \tau_c / \sqrt{2m - 1}$, the optimal filter is obtained, and its inferior coefficient is

$$F = \frac{m!e^m}{m^{m/2}} \left[ \frac{2m - 3!!}{2(2m)!!} \right]^{1/2}.$$  

(24)

It is best when $m = 1$, $\tau = \tau_c$, and $F = 1.359$. It is optimal when $m = 4$, $\tau = 0.378 \tau_c$, and $F = 1.16$. When $m \to \infty$, $F = 1.12$.

When $m \to \infty$, the output waveform is Gaussian. When $m \geq 4$, the output waveform is close to a Gaussian shape, and we call it quasi-Gaussian filtering.

With the pulse signal input from the detector, after pole-zero cancellation and antialiasing, the rising edge becomes about 0.4s, and the falling edge becomes about 2.4us. After ADC sampling, it enters the digital filtering module of FPGA. The simulated waveforms before and after filtering are shown in Figure 4. The pulse signal amplitude is normalized in the figure.

The pulse signal is Gaussian shaped and then enters the FIR low-pass filter. After the output signal of the charge-sensitive preamplifier is shaped, its power is concentrated in the low-frequency region, and the influence of noise exists in the whole frequency domain. Therefore, using an FIR low-pass filter to filter out the noise in the high-frequency part can improve the signal-to-noise ratio. Since there is a ripple in the passband of the digital filter, it affects the performance of the filter. Therefore, we use the minimum ripple method to design the FIR filter.

We assume that the ideal FIR filter amplitude characteristic is $H_d(\omega)$, the amplitude characteristic of the actually designed filter is $H_s(\omega)$, and its weighted error $E(\omega)$ is expressed by the following formula:

$$E(\omega) = W(\omega) \left[ H_d(\omega) - H_s(\omega) \right].$$  

(25)

Among them, $W(\omega)$ is the error weighting function, which is designed according to the different approximation accuracy required by the passband or stopband. To design an FIR filter with a linear phase, its unit impulse response $h(n)$ must satisfy certain conditions, and it is assumed that $h(n) = h(n - N - 1)$, $N$ is odd case. Then, there are

$$H(e^{j\omega}) = e^{-jN/2\omega} H_d(\omega).$$  

(26)

Among them,
When \( M = (N - 1)/2 \) is substituted into formula 25, we get

\[
E(\omega) = W(\omega) \left[ H_g(\omega) - \sum_{n=0}^{M} a(n) \cos \omega n \right].
\]  

(28)

The best consistent approximation problem is to choose \( M + 1 \) coefficients \( a(n) \) so that the maximum value of the weighted error \( E(\omega) \) is the smallest, namely:

\[
\min \left[ \max_{\omega \in A} |E(\omega)| \right].
\]  

(29)

In the formula, \( A \) represents the frequency band under study, which here refers to the passband or stopband. From formula 28, it can be seen that this is a problem of approximating a continuous function by the \( M \)-degree polynomial according to the above-mentioned criterion.

Chebyshev’s theory points out that this polynomial exists and is unique and points out that the method for constructing this polynomial is the “interleaved point set theorem”. The theorem states that the necessary and sufficient conditions for the best consistent approximation are as follows: \( E(\omega) \) presents at least \( M + 2 \) “staggers” on \( A \) such that

\[
E(\omega_i) = E(\omega_{i+1}), |E(\omega)| = \max_{\omega \in A} |E(\omega)|.
\]  

(30)

Among them, \( \omega_0 < \omega_1 < \cdots < \omega_{M+1} \), \( \omega \in A \). The filter passband or stopband designed according to this criterion has the property of minimum ripple.

It is assumed that what needs to be designed is a linear phase low-pass filter. If the frequency of \( M + 2 \) interleaving points on \( A \) is known: \( \omega_0, \omega_1, \ldots, \omega_{M+1} \), according to formula 28 and the interleaving point group criterion, it can be written as

\[
W(\omega_k) \left[ H_g(\omega_k) - \sum_{n=0}^{M} a(n) \cos \omega n \right] = (-1)^k \rho.
\]  

(31)

Among them, $\rho = \max |E(\omega)|, k = 0, 1, 2, \ldots, M + 1$.  

By writing Equation 32 in matrix form and solving it, \( a(n), n = 0, 1, 2, \ldots, M \), and the maximum absolute value \( \rho \) of the weighted error can be uniquely obtained. From \( a(n), h(n) \) of the filter can be found. In fact, the frequency \( \omega_0, \omega_1, \ldots, \omega_M \) of these staggered point groups is unknown, and it is difficult to solve Equation (32). In numerical analysis, we often use the Remeg algorithm to solve it.

In the Remeg algorithm, the known condition is \( N, \omega_p, \omega_s \), while \( \delta_1, \delta_2 \) are variables and can be optimally determined in an iterative process. In addition, if \( \omega_p, \omega_s \) are specified as the extremum frequency, at most \( M + 3 \) extremum frequencies will appear. Therefore, using the staggered point group criterion, \( M + 2 \) are needed, and only the frequency points with small errors in \( \omega = 0 \) and \( \pi \) need to be removed, and \( M + 2 \) staggered point group frequencies are still selected.

The steps of the Remeg algorithm (Figure 5) are as follows:

1. The algorithm takes \( M + 2 \) frequencies \( \omega_0, \omega_1, \ldots, \omega_{M+1} \) at equal intervals in the frequency domain as the initial value of the staggered point group. From,

\[
H_g(\omega) = \sum_{n=0}^{M} a(n) \cos \omega n,
\]  

(33)

the algorithm converts the multiplication of the cosine of the formula into the polynomial form of the cosine, namely:

\[
\cos \omega n = \sum_{m=0}^{n} a_{mn} (\cos \omega)^m, \quad 0 \leq \omega \leq \pi.
\]  

(34)

The coefficient \( a_{mn} \) can be found in the relevant mathematics manual. Therefore,
Among them, \( a(n) \) is the result of combining the coefficients of the same power terms of \((\cos \omega)^n\).

Substituting the above formula into Equation 32, we get

\[
W(\omega_k) \left[ H_{g}(\omega_k) - \sum_{n=0}^{M} a(n) \cos^n \omega_k \right] = (-1)^k \rho.  \tag{36}
\]

Among them,
\[ \rho = \max_{\omega \in A} |E(\omega)|, \quad k = 0, 1, 2, \ldots, M + 1. \tag{37} \]

Then,
\[
\rho = \frac{\sum_{k=0}^{M+1} H_d(\omega_k) A_{kM+2}}{\Delta}. \tag{39}
\]
Among them, \( A_{ij} \) is the algebraic cofactor of \( a_{ij} \) in the determinant \( \Delta \). The determinant is
\[
\Delta = \begin{vmatrix} 1 & \cos \omega_0 & \cos^2 \omega_0 & \cdots & \cos^M \omega_0 & 1/W(\omega_0) \\ 1 & \cos \omega_1 & \cos^2 \omega_1 & \cdots & \cos^M \omega_1 & -1/W(\omega_1) \\ 1 & \cos \omega_2 & \cos^2 \omega_2 & \cdots & \cos^M \omega_2 & 1/W(\omega_2) \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & \cos \omega_{M+1} & \cos^2 \omega_{M+1} & \cdots & \cos^M \omega_{M+1} & (-1)^{M+1}/W(\omega_{M+1}) \end{vmatrix}. \tag{40}
\]

Using the properties of the Vandermonde determinant again, the value of \( \rho \) can be obtained:
\[
\rho = \frac{\sum_{k=0}^{M+1} a_k H_d(\omega_k)}{\sum_{k=0}^{M+1} (-1)^k a_k/W(\omega_k)}. \tag{41}
\]
Among them,
\[
a_k = (-1)^k \prod_{i=0,i \neq k}^{M+1} \frac{1}{\cos \omega_i - \cos \omega_k}. \tag{42}
\]

Generally, the initial value \( \omega_i \) is not the optimal extreme frequency, and \( \rho \) is not the optimal estimation error; it is the deviation from the initial value.

The algorithm substitutes \( M + 2 \) frequencies \( \omega_0, \omega_1, \ldots, \omega_{M+1} \) as the initial value of the staggered point group into 33 and writes it in matrix form as
\[
\begin{bmatrix}
1 & \cos \omega_0 & \cos^2 \omega_0 & \cdots & \cos^M \omega_0 \\
1 & \cos \omega_1 & \cos^2 \omega_1 & \cdots & \cos^M \omega_1 \\
1 & \cos \omega_2 & \cos^2 \omega_2 & \cdots & \cos^M \omega_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \cos \omega_{M+1} & \cos^2 \omega_{M+1} & \cdots & \cos^M \omega_{M+1}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{W(\omega_0)} \\
\frac{1}{W(\omega_1)} \\
\frac{1}{W(\omega_2)} \\
\vdots \\
\frac{(-1)^{M+1}}{W(\omega_{M+1})}
\end{bmatrix}
\begin{bmatrix}
a(0) \\
a(1) \\
a(2) \\
\vdots \\
a(M) \\
\rho
\end{bmatrix}.
\tag{38}
\]

After \( \rho \) is calculated, the \( H_g(\omega) \) value \( C_k \) at \( M + 1 \) extreme frequency \( \omega_0, \omega_1, \ldots, \omega_M \) can be determined, namely:
\[
C_k = H_d(\omega_k) - (-1)^k \frac{\rho}{W(\omega_k)}, \quad k = 0, 1, \ldots, M. \tag{43}
\]

Then, using the Lagrange interpolation formula in barycentric form, \( H_g(\omega) \) is obtained, namely:
\[
H_g(\omega) = \frac{\sum_{k=0}^{M} \beta_k/\cos \omega - \cos \omega C_k}{\sum_{k=0}^{M} \beta_k/\cos \omega - \cos \omega_k}. \tag{44}
\]

In the formula,
\[
\beta_k = (-1)^k \prod_{i=0,i \neq k}^{M} \frac{1}{\cos \omega_i - \cos \omega_k}. \tag{45}
\]

By substituting \( H_g(\omega) \) into formula 25, the error function is obtained.
\[
E(\omega) = W(\omega)[H_d(\omega) - H_g(\omega)]. \tag{46}
\]

If there is \( |E(\omega)| \leq |\rho| \) for all frequencies, \( \rho \) is the extreme value of the ripple, and the frequency \( \omega_0, \omega_1, \ldots, \omega_{M+1} \) is the frequency of the staggered point group. Generally, the position of the first estimation will not be exactly the staggered point group but may be \( |E(\omega)| > |\rho| \) at some frequencies, indicating that some points in the initial staggered point group need to be exchanged to form a new set of staggered point groups.

(2) For each point in the last determined \( \omega_0, \omega_1, \ldots, \omega_{M+1} \), whether there is a certain frequency \( |E(\omega)| > |\rho| \) in its vicinity is checked. If there is, the algorithm finds the local extreme point near the point and replaces the original point with this point. After all \( M + 2 \) points have been checked, the algorithm obtains a new staggered point group.
\(\omega_0, \omega_1, \ldots, \omega_{M+1}\) and uses equations 25, 39, and 45 to find \(\rho, H_g(\omega), \) and \(E(\omega)\) again, so the algorithm completes an iteration and also completes an exchange of staggered point groups.

(3) Using the same method as the second step, the algorithm uses the point of \(|E(\omega)| > |\rho|\) at each frequency as a new local extreme point, so as to obtain a new set of interleaved point groups. The algorithm repeats the above steps and finally converges to its own upper limit, at which time \(H_g(\omega)\) is best consistent with \(H_d(\omega)\). If the algorithm iterates again, the peak value of the error curve \(E(\omega)\) will not be greater than \(|\rho|\), and the iteration ends. From the last set of staggered point groups, \(H_g(\omega)\) is calculated according to formula 45, and \(h(n)\) is calculated from \(H_g(\omega)\).

While MATLAB software provides a large number of digital filtering functions, the FDATool toolbox is also developed. FDATool (Filter Design and Analysis Tool) is a filter design and analysis tool dedicated to the MATLAB signal processing toolbox. It is simple and flexible to operate and provides us with a variety of methods to design FIR and IIR filters. FDATool also provides a high-quality graphical interface; we can choose the digital filter we need by setting parameters such as response type, design method, filter order, and cutoff frequency. Moreover, we can analyze the time-domain and frequency domain properties of the filter while setting up the digital filter.

Because the FIR system is not as easy to quantitatively obtain better passband and group band attenuation characteristics as the IIR system. In order to obtain better attenuation characteristics, the filter order is generally required to be higher. The order of the extralarge filter can improve the spectral characteristics, but for the FIR system, the increase of the order \(N\) will also increase the quantization noise caused by the finite word length effect. Therefore, for different detector signals, filters of appropriate order should be used for digital filtering.

We take a Gaussian pulse signal polluted by Gaussian white noise as an example to analyze the filtering effect of digital filters of different orders and types.

We assume that the Gaussian pulse amplitude is 1, the signal duration is 6us, and the signal waveform is shown in Figure 6.

Its frequency domain analysis is shown in Figure 7.

The ability of high-order digital filters to suppress noise is significantly better than that of low-order digital filters. When the selected digital filter order is the same, when the signal-to-noise ratio of the original signal is low, the filter with a low cutoff frequency is better than the filter with a high cutoff frequency. However, when the signal-to-noise ratio of the original signal is high when the filter is selected with a high cutoff frequency, the signal-to-noise ratio can be better improved. The signal-to-noise ratio of the original signal is 20db, the filter uses a 64-order Hamming window, and when the cutoff frequency is 1M, the waveform comparison before and after filtering.
filtering is shown in Figure 8. From the figure, we can clearly see that the noise suppression effect of the filter is very obvious.

3. Accurate Recognition System of Local Fuzzy Features in Sports Video Images

The determination of human kinematic parameters is the core content of sports technology diagnosis. The main instrument for testing human motion is a high-speed camera image analysis system. The system includes three parts: acquisition of moving images, image-to-number conversion, and data processing. The workflow of the system is shown in Figure 9.

Figure 10 shows an example of accurate recognition of local fuzzy features in sports video images. The effect of the accurate recognition method of local fuzzy features in the sports video image is verified, and the recognition effect is counted, as shown in Table 1.

The above research verifies the effectiveness of the accurate recognition method of local fuzzy features in sports video images.
4. Conclusion

For sports training, the dash stage is reached after the end of the run. Especially in the dash, many students form a stride dash or jump dash, which affects the speed and movement skills of running. In fact, the trajectory of the body’s center of gravity has changed a lot. The solution to this technique is to make the athlete maintain high speed and correct sports training technique, so that the running speed can be maintained or increased, and at the same time, the athlete should be reminded to gradually slow down after sports training and not stop suddenly, so as to avoid falling and injury. In this paper, the intelligent system is constructed by combining the method of intelligent video image partial fuzzy recognition. Moreover, this paper uses the accurate recognition method of video image fuzzy features to accurately identify the sports process to explore the movement characteristics of athletes on the sports stage. The effectiveness of the accurate recognition method of local fuzzy features in sports video images is verified through experimental research.
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