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Abstract

Objective: To apply deep learning to a data set of dental panoramic radiographs to detect the mental foramen for automatic assessment of the mandibular cortical width.

Methods: Data from the seventh survey of the Tromsø Study (Tromsø7) were used. The data set contained 5197 randomly chosen dental panoramic radiographs. Four pretrained object detectors were tested. We randomly chose 80% of the data for training and 20% for testing. Models were trained using GeForce RTX 2080 Ti with 11 GB GPU memory (NVIDIA Corporation, Santa Clara, CA, USA). Python programming language version 3.7 was used for analysis.

Results: The EfficientDet-D0 model showed the highest average precision of 0.30. When the threshold to regard a prediction as correct (intersection over union) was set to 0.5, the average precision was 0.79. The RetinaNet model achieved the lowest average precision of 0.23, and the...
precision was 0.64 when the intersection over union was set to 0.5. The procedure to estimate mandibular cortical width showed acceptable results. Of 100 random images, the algorithm produced an output 93 times, 20 of which were not visually satisfactory.

**Conclusions:** EfficientDet-D0 effectively detected the mental foramen. Methods for estimating bone quality are important in radiology and require further development.
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**Introduction**

Dental panoramic radiographs (DPRs) are a standard diagnostic tool in dental practice because they provide valuable and comprehensive information about oral health and have a relatively low radiation dose. Approximately 16 million DPRs are annually taken in the general dental service in England and Wales,1 10 million in Japan,2 and 5.55 million in Norway.3 DPRs provide a comprehensive view of the jaw. In many situations, DPRs assist in providing information on the status of the jaw prior to further examination decisions such as those required in patients with jaw trauma, extensive dental or osseous lesions, tooth eruption, and developmental anomalies.4

The mental foramen (MF) is a clinically significant landmark for clinicians in several disciplines, such as dentists, oral and maxillofacial surgeons, emergency physicians, and plastic and reconstructive surgeons.5 For example, to perform a mental nerve block (a type of anesthesia applied in the region of the MF), accurate determination of the position of the MF is paramount to avoid injury to nerves and blood vessels. The MF is also an essential landmark for measuring the mandibular cortical width (MCW) (Figure 1). A recent systematic review concluded that the MCW measured on DPRs taken for routine dental diagnoses might also be useful as a screening tool for osteoporosis.6 However, previous studies showed low reliability of the MCW when manually measured by different dentists.7,8 Therefore, development of an automatic algorithm with which to measure the MCW was proposed.8 Finding the correct position of the MF is the most important step in building such an automatic algorithm.

The MF is commonly located in the projection of the root apex of the second premolar or between the first and second premolar apices. Irregular tooth alignments or missing teeth make it challenging to determine the location of the MF.9 Most patients have a single MF. However, variations such as supernumerary (accessory), curling, looping, or missing MFs are also encountered by clinicians. An accessory MF can occur because the mental nerve splits into several nerve fibers before the development of the MF, resulting in double, triple, or quadruple MFs. However, an accessory MF is more common than an absent MF.9 An accessory MF is present in approximately 1% to 6% of people in different populations. A literature review showed that the MF was
detectable in approximately 87% to 94% of DPRs but clearly visible in only 49% to 64% of DPRs. Jacobs et al. reported detection of the MF in 94% of 545 DPRs; however, only 49% were considered visible by two independent observers (oral radiologists).

Studies on automatic image analysis from DPRs have been conducted in recent years, and such analysis is challenging because of the inherent complexity of DPRs. The challenge lies in identifying and recognizing specific structures and their morphometry. Morphometry involves assessment of the mandibular cortical bone and MCW for diagnosis of osteoporosis. Before considering an automatic system, Arifin et al. created a manual computer-aided system for measuring the MCW based on gradient analysis of edges in 2006. Because the dentists had to manually determine the position of the MF, Arifin et al. claimed that the experience of the examiners might greatly influence their decision, resulting in poor intra- and inter-examiner agreement. Other studies have focused on automatic segmentation of the mandible. The approaches involved techniques such as horizontal integral projections, use of a modified Canny edge detector, morphological operations, thresholding, and use of active contour models. Methods relying on isolation of the cortical bone region are prone to obstacles due to the unclear border of the bone and sometimes its irregular shape. Active contour models, or snakes, require a clear distinction of pixel intensity levels so that the snakes can follow the border of the mandible. Aliaga et al. considered these factors when developing an automatic system for computing mandibular indices in DPRs. The resulting algorithm computed indices inside two regions of interest that tolerated flexibility in sizes and locations, making this process adequately robust. However, they used morphological operations to locate the MF and reported that the proposed approach failed in 5% of 310 cases. Lee et al. used transfer learning for screening osteoporosis in DPRs with a limited data set (680 images). The highest overall accuracy achieved was 84%. Their results showed that transfer learning with pretrained weights and fine-tuning techniques could be helpful and reliable in the automated screening of osteoporosis.

Figure 1. Visualization of a region on a dental panoramic radiograph with essential markings such as the mental foramen, mandibular canal, and cortical bone. The MCW is measured between the border of the bone along the line drawn through the mandibular foramen perpendicular to the tangent of the lower edge of the bone.

MCW, mandibular cortical width.
The main objectives of this study were to explore the feasibility of detecting the MF in DPRs with pretrained object detection models and to investigate the possibility of developing an automatic measurement tool of the MCW.

Materials and Methods

Concepts

The main idea behind deep learning is the ability to solve tasks without explicitly designing a rule-based system to do so. Instead, deep learning resolves an assignment by learning from data and adapting to the present task. Hence, the data are often referred to as training data and are essential for proper functioning of deep learning models. A given model that is pretrained and has gained knowledge for a specific task can be further trained to resolve a similar task without the extensive need for data and computing time; e.g., a model trained to recognize apples can be trained to recognize pears. Fine-tuning is an approach of transfer learning that allows implementation of various strategies in which the model is initialized with knowledge (parameters) from a pretrained model. For instance, a model can be initialized with all the parameters from a pretrained model and adjust them regarding the present task, or a selection of these parameters can be set aside and not adjusted for the new task.

Selection of DPRs and image annotation

The data set used in the present study consisted of DPRs taken during the seventh survey of the Tromsø Study (Tromsø7) from 2015 to 2016. The Tromsø Study is a population-based study carried out in repeated cross-sectional surveys. The Tromsø7 consisted of a questionnaire-based survey and clinical examinations, including DPRs. The survey enrolled 21,083 participants aged 40 to 99 years. In total, 3951 DPRs were collected following the clinical dental examination (Figure 2). The DPRs were 2821 × 1376 pixels, were in TIF format, and had 257 dots per inch. Knowing the dots per inch makes it possible to convert between pixels and physical size. In addition, two regions of interest were automatically cropped out for every image at an exact location. The resulting crops were 300 × 600 (height × width) pixels. The fixed cropping region did not always capture the jaw because of the varying patient positioning during the examination; such crops were discarded. Distorted images and images with obstructing artifacts were also rejected. Finally, the image was rejected if the experts did not recognize the position of the MF. Of 7902 crops, 5197 were usable (Figure 2), and the MF was annotated by the experts using VIA annotation software. The data were divided into 4157 training images and 1040 test images (Figure 2). Two dentists experienced in oral radiology handpicked 100 “easy images” in which the MF was distinguishable and 101 “complex images” in which the MF was challenging to locate. These handpicked images were used to further analyze the model.

The dentists divided the workload, not annotating the same image to save time. However, to establish the intersection over union (IoU) between them, 706 images were annotated by both experts once. The IoU metric determines the amount of overlap between two boxes compared with their size (Figure 3). True positives are defined based on the IoU being greater than or equal to a threshold (i.e., \( \text{IoU}(y^{(i)}, y^{(j)}) > T \), where \( T \) is a defined threshold). The IoU between two bounding boxes \( A \) and \( B \) is defined in Equation 1.

\[
\text{IoU}(A, B) = \frac{\text{area}(A \cap B)}{\text{area}(A \cup B)}
\]

(1)
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Figure 2. Flow chart of participants included in this study. DPR, dental panoramic radiograph; MR, mental foramen.
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**Experiment**

We performed a feasibility study showing that it is possible to fine-tune an object detector to be adequate in detecting the MF in X-ray images, which is useful for automatic measurement of the MCW. Such a process needs to be able to measure at an appropriate location. Therefore, the first barrier is to detect the MF. The testing and fine-tuning were performed on a GeForce RTX 2080 Ti with 11 GB GPU memory (NVIDIA Corporation, Santa Clara, CA, USA).

The following models, pretrained on the COCO data set, were “fine-tuned” to our data set using the TensorFlow framework:

1. Faster R-CNN with ResNet50 as the backbone
2. CenterNet with HourGlass104 as the backbone
3. EfficientDet-D0 with EfficientNet-B0 as the backbone
4. RetinaNet with ResNet50 as the backbone

Pretrained models (i.e., models that have already been given a data set of input and output pairs and taught to reproduce the correct output for each input) can be useful for solving other tasks involving data that are structured similarly to the original data set. Using pretrained models and training them on a different but similar data set is called fine-tuning. We placed the term “fine-tuning” in quotation marks above because the COCO data set is far from similar to ours, and “trained” hereafter implies “fine-tuned.”

**Experiment setup**

For experiments on object detectors, the $I_{ou}$ threshold $\phi_{I_{ou}}$ and confidence score threshold $\phi_c$ used during non-maximum suppression (NMS) were set to 0.5 and virtually 0, respectively, for all models except CenterNet, which does not use NMS. Setting $\phi_c$ to 0 means all proposals are accepted at the beginning of NMS. We assume that this is beneficial in challenging scenarios in which the predicted scores can be poor. Each model was trained with two
configurations (Setup 1 and Setup 2), and the results are presented in Table 1 and Table 2 (one for each configuration).

The batch size was set to 6 for all experiments (unless something else was specified), and we trained for 30 epochs. Because the training data comprised 4157 examples, processing 6 simultaneously (1 batch) resulted in approximately 693 gradient updates (training steps) to cycle through the training data once (1 epoch). Therefore, training for 30 epochs with a batch size of 6 required approximately 21,000 steps. Empirically, using the moving average of the trained parameters has been shown to be better than using trained parameters directly. However, we did not employ a moving average in any experiment because of technical limitations.

Agreement between different models and dental experts

To evaluate each model, the test images were used to compute the accuracy (i.e., the proportion of images for which the model outputs a correct bounding box). In addition, the handpicked images were used to evaluate the models under the circumstances in which the MF was and was not easy to distinguish. Both experts manually inspected these results because several images were not labeled. The experts reported whether they agreed with the predicted results. The experts performed the inspection of the results once, and the weighted kappa value was calculated.

Procedure to estimate MCW

The procedure to estimate the MCW is briefly described in Algorithm 1. The procedure included the trained object detector. Further, the stop criterion in Algorithm 1 was a user-defined threshold representing the percentage of the line segment \( L \) overlapping with black pixels in the binary image \( I_b \) (Figure 4). The threshold was set to 0.7 in this study. After Algorithm 1

---

Table 1. Test results from the object detector with Experimental Setup 1 of the object detectors presented in the Experiment subsection using the Tromsø7 data set described in the Selection of DPRs and image annotation subsection.

|                  | mAP     | mAP at IoU of 0.50 | mAP at IoU of 0.75 | AR at 100 |
|------------------|---------|--------------------|--------------------|-----------|
| Faster R-CNN     | 0.24    | 0.68               | 0.069              | 0.33      |
| CenterNet        | 0.22    | 0.68               | 0.064              | 0.34      |
| EfficientDet-D0  | 0.23    | 0.7                | 0.007              | 0.21      |
| RetinaNet        | 0.21    | 0.62               | 0.010              | 0.46      |

mAP, mean average precision; IoU, intersection over union; AR, aspect ratio.

Table 2. Test results from the object detector with Experimental Setup 2 of the object detectors presented in the Experiment subsection using the Tromsø7 data set described in the Selection of DPRs and image annotation subsection.

|                  | mAP     | mAP at IoU of 0.50 | mAP at IoU of 0.75 | AR at 100 |
|------------------|---------|--------------------|--------------------|-----------|
| Faster R-CNN     | 0.25    | 0.72               | 0.08               | 0.39      |
| CenterNet        | 0.28    | 0.75               | 0.13               | 0.39      |
| EfficientDet-D0  | 0.30    | 0.79               | 0.14               | 0.43      |
| RetinaNet        | 0.23    | 0.64               | 0.01               | 0.47      |

mAP, mean average precision; IoU, intersection over union; AR, aspect ratio.
terminated, the width of the bone was defined as the distance between two parallel lines: the initial line and the resulting line. The distance was calculated with Equation 2, where $c_1$ and $c_2$ are the y-intercepts of the lines and $m$ is the slope.

**Algorithm 1:** Method for bone width measurement, which was improved with an object detector. Please see the supplemental material for more information.

**Identification of lowest edge of bone**
1. Find MF's location $P$ with an object detector
2. Convert image to grayscale and apply median filtering with kernel size 11
3. Apply a variance filter with kernel size 5, and follow with Canny edge detector
4. Use morphology to remove objects smaller than 150 pixels with a neighborhood of 500 pixels
5. Use probabilistic Hough transform\textsuperscript{29} to retrieve possible line segments representing the lower bone edge, and save line segment $L$ closest to $P$

**Identification of upper edge of bone (part 1)**
1. Convert image to grayscale and apply variance filter with kernel size 8
2. Follow with exposure equalization to obtain $I_v$
3. Apply a uniform filter with kernel size 11 to $I_v$ to obtain $I_m$
4. Calculate the binary image
   
   $$I_b = \begin{cases} 1, & \text{if } I_m - I_v \leq \sigma^2 \\ 0, & \text{otherwise} \end{cases}$$

   Where $\sigma^2$ is the variance of $I_v$.

**Identification of upper edge of bone (part 2)**
- Initialize:
  Place line segment $L$ on $I_b$
- while stop criterion not fulfilled do
  | Move $L$ toward $P$
- end

\[
d = \frac{|c_1 - c_2|}{\sqrt{1 + m^2}} \tag{2}\]

**Results**

The configurations of the hyperparameters of the different algorithms are listed below.

1. Faster R-CNN

   **Setup 1:** The stochastic gradient descent optimizer\textsuperscript{30} was used with momentum 0.9 and $L_2$ regularization ($\text{decay} = 4 \times 10^{-4}$). The learning rate grew linearly from $1 \times 10^{-2}$ to $4 \times 10^{-2}$ for 2000 steps, then transitioned down using a cosine decay rule.\textsuperscript{31} Rectified linear unit activation was employed between convolutional layers. The anchor generator used aspect ratios ($1/2, 1, 2$) at scales ($1/4, 1/2, 1, 2$). The training images had a 50% probability of being flipped horizontally.

   **Setup 2:** From the first setup, we changed to the following (the rest was unchanged): Adam optimizer ($\epsilon = 1 \times 10^{-7}$) was used with a learning rate of $2 \times 10^{-4}$, which dropped to $2 \times 10^{-4}$ at epoch 6, then to $8 \times 10^{-5}$ at epoch 10 and $4 \times 10^{-5}$ at epoch 15.

2. RetinaNet

   **Setup 1:** The stochastic gradient descent optimizer\textsuperscript{30} was used with momentum 0.9 and $L_2$ regularization ($\text{decay} = 4 \times 10^{-4}$).
The learning rate grew linearly from $1 \times 10^{-2}$ to $4 \times 10^{-2}$ for 2000 steps, then transitioned down using a cosine decay rule. Synchronized batch normalization was added after every convolution with batch norm decay of $0.99$ with $\epsilon = 1 \times 10^{-3}$. Rectified linear unit activation was employed but was capped at 6. Standard smooth L1 was the localization loss, and focal loss with $\alpha = 0.25$ and $\gamma = 2$ was the classification loss. The anchor generator used aspect ratios (1/2, 1, 2). The training images had a 50% probability of being flipped horizontally. The feature pyramid used minimum level 3 and maximum 7.

**Setup 2:** From the first setup, we changed to the following (the rest was unchanged): Adam optimizer, where the learning rate grew linearly from $2 \times 10^{-4}$ to $2 \times 10^{-3}$ for 2100 steps, then transitioned down using a cosine decay rule.

## 3. CenterNet

**Setup 1:** The Adam optimizer was used ($\epsilon = 1 \times 10^{-7}$) for training with a constant learning rate of $9.9 \times 10^{-4}$. For the penalty-reduced pixel-wise logistic regression with focal loss, $\alpha$ and $\beta$ were set to 2 and 4, respectively. The loss was scaled by $\lambda_{\text{size}} = 0.1$ and $\lambda_{\text{off}} = 1.0$. The training images had a 50% probability of being flipped horizontally, cropped, contrast-adjusted, or brightness-adjusted.

**Setup 2:** From the first setup, we changed to the following (the rest was unchanged): Adam optimizer, where the learning rate grew linearly from $2 \times 10^{-4}$ to $2 \times 10^{-3}$ for 2100 steps, then transitioned down using a cosine decay rule.

---

**Figure 4.** Two cases in which the measuring algorithm needed improvements. (a) Canny edges will be retrieved from the left image and fed to the probabilistic Hough transform to find the best edge candidate. However, an artifact breaks the jawline, and the segment closest to the mental foramen here will be incorrect. (b) A case of a “pit” where the line segment has been initialized on the binary image_1, satisfying the stopping criteria (overlapping black pixels).
unchanged): The Adam optimizer was used ($\epsilon = 1 \times 10^{-7}$) for training with a learning rate of $5 \times 10^{-4}$ for 30 epochs, dropping 10× at epochs 18 and 24.

4. EfficientDet-D0

**Setup 1:** The Adam optimizer ($\epsilon = 1 \times 10^{-7}$) was used with a learning rate of $2 \times 10^{-2}$ for 30 epochs, dropping 10× at epochs 18 and 24. Synchronized batch normalization was added after every convolution with batch norm decay of 0.99 and $\epsilon = 1 \times 10^{-3}$. Swish-1$^{33}$ (commonly called SiLu) activation was employed. Standard smooth L1 was the localization loss, and focal loss with $\alpha = 0.25$ and $\gamma = 1$ was the classification loss. The anchor generator used aspect ratios (1/2, 1, 2, 4). The training images had a 50% probability of being flipped horizontally. The feature pyramid used minimum level 3 and maximum 7.

**Setup 2:** From the first setup, we changed to the following (the rest was unchanged): Adam optimizer ($\epsilon = 1 \times 10^{-7}$) was used with a learning rate of $2 \times 10^{-4}$, which dropped to $1 \times 10^{-4}$ at epoch 6, then to $8 \times 10^{-5}$ at epoch 10 and $4 \times 10^{-5}$ at epoch 15. Random cropping was added as well, and the batch size was increased to 8.

The different performances of the models with respect to detection of the MF are shown in Tables 1 and 2. EfficientDet-D0 clearly performed better in terms of average precision. This was true for both cases in which an IoU of 0.50 and 0.75 was the threshold for a prediction labeled as true positive. The three other models demonstrated relatively fair results. Notably, EfficientDet-D0 only uses a fraction of the number of parameters compared with the other models. However, CenterNet produced very similar results, and RetinaNet had a higher average recall regarding 100 detections. In addition, we noticed that the second configuration of every model produced better mean average precision than the first.

The initial hypothesis of this study was that existing models trained on the COCO data set could be fine-tuned to detect the MF. EfficientDet-D0 demonstrated sufficient precision and correct predictions at a threshold of 50% IoU compared with the other well-known models tested in this study; thus, the first hypothesis was concluded to be true. This conclusion was drawn by comparing the average precisions in Tables 1 and 2.

Figures 5, 6, 7, and 8 show the agreement between the dental experts when assessing the results of automatic detection of the MF on the handpicked images. This further investigation showed that the experts agreed on every prediction using the easy images and disagreed on some of the more complex images (Tables 3 and 4). It is apparent that annotating complex images is exceptionally challenging, and in the worst cases, annotation relies only on the best guess. When using three categories (“agree,” “unsure,” and “disagree”), the kappa value was 0.18, indicating slight agreement. However, the kappa value can be misleading when the distribution between categories is unequal, as in our case where only 10 of 101 predictions fell into the category “disagree.”

The second hypothesis followed the first, assuming the first was true: Can an object detector help accomplish automatic measurement of the MCW in DPRs? Using the results obtained from testing the first hypothesis, it was possible to make an algorithm that automates the measuring process. Of 100 random images (not necessarily in the training or test data set), the algorithm produced an output 93 times, 20 of which were not visually satisfactory. Therefore, the resulting algorithm needs improvement, and it is not yet generalized to handle image regions with high complexity even though the MF was found.
Figure 5. Predicted score versus IoU. Expert 1 has manually inspected the results and indicated whether they agree with the predicted results. IoU, intersection over union.

Figure 6. Predicted score versus IoU. Expert 1 has manually inspected the results and indicated whether they agree with the predicted results. IoU, intersection over union.
Figure 7. Predicted score versus IoU. Expert 2 has manually inspected the results and indicated whether they agree with the predicted results. IoU, intersection over union.

Figure 8. Predicted score versus IoU. Expert 2 has manually inspected the results and indicated whether they agree with the predicted results. IoU, intersection over union.
Therefore, the algorithm was semi-capable of measuring the bone from visual reports, and the second hypothesis cannot be considered true.

**Discussion**

Our investigation of the predictive ability of EfficientDet-D0 using easy images showed that both experts agreed with every prediction, even when several predictions had a relatively low IoU (<0.5). However, even when the IoU was poor, overlap was still present between the ground truth and the predicted bounding box. Consequently, the prediction can result in a good suggestion of the position of the MF that largely agrees with dental experts.

Another case (Figure 7) disagreed with two predictions with a relatively high IoU (>0.5), which may seem contradictory. This shows that the cropped images were challenging to label with a ground truth bounding box; labeling could only be accomplished by the best guess. Additionally, the entire image was available to aid the evaluation of a prediction in cases where the cropped images lacked information on other important landmarks, such as the premolars, which might explain this scenario. If no other landmarks are present when evaluating a prediction of the location of the MF, explainable artificial intelligence (AI) is needed to provide insight into the reason behind the predictions. This would also allow for an uncertainty measure behind the model, which would benefit clinicians.

As stated above, not all the complex images that were handpicked for inference had ground truth bounding boxes. This occurred because the experts could not locate the MF when creating ground truth bounding boxes. These highly complex images were given to the model, and the experts evaluated the results (see Table 3). In one case, one expert disagreed with the prediction whereas the other expert was unsure. In another case, one expert was unsure but leaned toward disagreeing whereas the other expert disagreed with the prediction. These cases are depicted in Figures 9(a) and (b). For all cases shown in Figures 9(a) and (b), the experts concluded that the model annotated a part of the tooth’s root apex, or the experts could not see the MF and therefore disagreed.

In this study, EfficientDet-D0 was used for inference, while EfficientDet-D7 is available with almost twice the mean average precision on the COCO data set. Future

---

**Table 3.** Evaluation of 101 complex images by two dentists.

|                | Expert 2 (agree) | Expert 2 (unsure) | Expert 2 (disagree) |
|----------------|------------------|-------------------|--------------------|
| Expert 1 (agree) | 67               | 12                | 7                  |
| Expert 1 (unsure)| 7                | 5                 | 2                  |
| Expert 1 (disagree) | 0              | 1                 | 0                  |

**Table 4.** Combined evaluation of 101 complex images.

|                | Expert 1 (agree) | Expert 1 (disagree) |
|----------------|------------------|----------------------|
| Expert 2 (agree) | 91               | 7                    |
| Expert 2 (disagree) | 0              | 3                    |
research should utilize explainable AI to improve the trustworthiness of the AI system. When estimating the MCW, the proposed Algorithm 1 operates fully automatically given an image region. In Figure 10, we see that the algorithm effectively locates the MF and estimates the bone thickness automatically. However, our study did not compare automated MCW measurements with the actual osteoporosis status based on hip bone mineral density. Unlike our study, the OSTEODENT study used active shape models for automated MCW measurements and compared them with the actual diagnoses. The authors found that an MCW of <3 mm could identify postmenopausal women with osteoporosis and stated that their findings were clinically important. Thus, in our further study, we plan to determine whether the algorithm measuring MCW can differentiate patients with osteoporosis diagnosed by bone mineral density measurements at the hip.
Moreover, to further improve the MCW measurement algorithm, steps can be taken to check whether the cropped image contains the lower edge of the bone beneath the MF. Alternatively, a dynamic image-cropping procedure based on other landmarks could be implemented to ensure the presence of the edge. Otherwise, the algorithm measures other structures close to the MF, not the bone. Another issue to consider is that the initial lines can become stuck in a “pit” in the binary image $I_b$ (see Algorithm 1) if the lower border of the bone is unclear. In the most challenging scenario, the binary image $I_b$ can contain artifacts overlapping either the line’s pathway when traveling toward the MF or other image areas. These artifacts cause an unclear upper bone border, terminating the algorithm at an incorrect location, or the line segment suggested in the first place will suffer (see Figure 4(a)). Therefore, we should also consider possibilities other than the MCW for screening osteoporosis, especially transfer learning, which could be used to learn attributes of DPRs labeled as affected, given a sufficiently large data set.

The use of AI in medicine and dentistry aims at smooth integration into the workflow and saving of time. However, one limitation of AI is that its accuracy depends on the quality of data from which the algorithm has learned. If a human decision is used as a “ground truth,” common human bias can be introduced into the algorithm. In this study, expert assessments were considered a “ground truth.” The proper “ground truth” for the location of the MF should be either a cadaver mandible or a cone-beam computed tomography scan. However, the former would not be approved by an ethics committee, and the latter was unavailable for our study.

Moreover, medical images with multiple overlapping artifacts can lead to unreliable algorithm outputs, which is also a limitation. Very few studies to date have focused on the automated location of the MF on DPRs. Discussing our findings in the context of previous research is challenging because of the different AI methods used and the lack of guidelines for comparing different studies using AI in medicine, notably dentistry.

**Conclusion**

The MF is an important landmark for dental practitioners. Detecting its location on a DPR is the most important step in measuring the MCW, which can be a useful index for osteoporosis screening. In this study, EfficientDet-D0 showed sufficient precision and correct predictions of MF locations. Moreover, it was possible to merge EfficientDet-D0 with the previously made MCW measurement algorithm. This indicates the feasibility of fully automatic measurement of the MCW for osteoporosis detection.
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