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Abstract
The goal of domain generalization is to learn from multiple source domains to generalize to unseen target domains under distribution discrepancy. Current state-of-the-art methods in this area are fully supervised, but for many real-world problems it is hardly possible to obtain enough labeled samples. In this paper, we propose the first method of domain generalization to leverage unlabeled samples, combining of meta learning’s episodic training and semi-supervised learning, called DGSML. DGSML employs an entropy-based pseudo-labeling approach to assign labels to unlabeled samples and then utilizes a novel discrepancy loss to ensure that class centroids before and after labeling unlabeled samples are close to each other. To learn a domain-invariant representation, it also utilizes a novel alignment loss to ensure that the distance between pairs of class centroids, computed after adding the unlabeled samples, is preserved across different domains. DGSML is trained by a meta learning approach to mimic the distribution shift between the input source domains and unseen target domains. Experimental results on benchmark datasets indicate that DGSML outperforms state-of-the-art domain generalization and semi-supervised learning methods.

1 Introduction
Deep neural networks have shown great performance in tasks with abundant labeled samples \[1,2\]. However, two major challenges exist in order to apply these networks to real-world tasks: first, different domains associated with a task have different distributions which violates the i.i.d assumption (train and test data are from the same distribution) and decreases the generalization capability of a model trained for that task \[3\]. Second, for most of the real-world tasks, labeling the data is either difficult or impossible resulting in a huge number of unlabeled samples. The question is can we employ both labeled and unlabeled samples from different domains, with different distributions, to train a model that generalizes to unseen domains?

The answer to this question lies on the intersection of transfer learning \[4\] and semi-supervised learning \[5,8\]. Transfer learning attempts to address domains’ discrepancy by leveraging a domain-invariant representation across input domains, with different distributions, associated with the task of interest and semi-supervised learning attempts to leverage unlabeled data to boost the performance of a model on the task of interest. Semi-supervised learning approaches, such as consistency regularization \[5\] and pseudo-labeling \[6\], do not consider distribution discrepancy and generalization to unseen target domains. On the other hand, while transfer learning approaches such as domain adaptation have shown great performance in addressing different domain discrepancies \[9,18\], they do not consider a combination of both labeled and unlabeled source domains. More importantly, the majority of transfer learning approaches assume that target domain is available during the training. Therefore, these areas cannot answer the above question separately.
The closest transfer learning approach to our goal is domain generalization [19–28]. Domain generalization assumes that the target data is not available during training and the model should learn a domain-invariant representation only using the source domains with different distributions. Recent methods of domain generalization have adopted meta learning’s episodic training to mimic domain shift by splitting the source domains into meta-train and meta-test at each iteration [20–24]. However, current state-of-the-art of domain generalization do not consider both labeled and unlabeled source domains, therefore, a need exists for a method that 1) employs both labeled and unlabeled samples, 2) generalizes to unseen target data, and 3) learns a domain-invariant predictive representation.

In this paper, we propose DGSML, the first method of Domain Generalization based on Semi-supervised Meta Learning. To achieve a domain-invariant predictive representation, we propose a semi-supervised loss that combines entropy-based pseudo-labeling to assign labels to unlabeled samples and a discrepancy loss between class centroids (class means) with and without unlabeled samples. We also propose an alignment loss to minimize the discrepancy between the distance vector of the class centroids in one domain and the distance vector of the centroids in other domains. We demonstrate a significantly better accuracy compared to the state-of-the art methods of domain generalization and semi-supervised learning on two common benchmarks of domain generalization.

2 Related work

Domain adaptation attempts to minimize the discrepancy between a labeled source domain [9, 11] (or multiple source domains [15]) and an unlabeled target [10, 14] (or multiple targets [16]) domain and also minimize the prediction error on the labeled source domain as a proxy for the target domain. Common approaches to minimize the discrepancy are by utilizing discrepancy metrics such as the MMD [9, 29] or via adversarial learning [10–14, 16–18]. Based on the label space of source and target domain, domain adaptation can be closed set, partial [30], open set [31], or universal [18].

Meta learning attempts to learn how to train a model when a few labeled examples are available per class [20, 32–36]. An episode is a core idea of meta learning where each episode has a support set and a query set [33]. The model is trained on the support set and then evaluated on the query set. Common approaches to meta learning are initialization-based methods and metric-based methods. In initialization-based methods, the idea is to provide a good initialization for the parameters such that the model generalizes to new classes with limited available samples as well as a few gradient steps. Model-agnostic meta learning (MAML) [33] is a well-known example of this category. In metric-based methods, the idea is to employ similarity metrics such as the Euclidean distance to guide the model to learn a representation that samples of the same class cluster closer to each other and far from those of the other classes. Prototypical Network (ProtoNet) [36] is a well-known example of this category. Although methods of meta learning have shown great performance in within domain generalization, the performance of these methods drops significantly under domain discrepancy [34]. Moreover, current methods to address this discrepancy assume that either the target domain is accessible during meta-test or the input domains are entirely labeled [20].

Semi-supervised learning attempts to leverage unlabeled data during training. Common approaches to semi-supervised learning are consistency regularization [5] and pseudo-labeling [6]. In consistency regularization, the model predicts labels for the unlabeled samples and these predictions should be consistent for the perturbed version of the same samples. In pseudo-labeling, the idea is to utilize the predicted labels by the model for unlabeled samples with high confidence (e.g. above a certain threshold) and use those samples and their predicted pseudo-labels in retraining the model. A recent study showed that combining both consistency regularization and pseudo-labeling improves the state-of-the-art performance in semi-supervised learning benchmarks [8]. Moreover, incorporating pseudo-labeling in meta learning in semi-supervised ProtoNet has shown that utilizing both labeled and unlabeled data improves the performance of the models trained on only the labeled data [7]. this method assigns labels based on the Euclidean distance to the class centroids obtained from the labeled data. These centroids are then updated using the pseudo-labels assigned to the unlabeled data.

Domain generalization attempts to learn a domain-invariant representation given input data from multiple domains [25]. However, unlike domain adaptation, in domain generalization target domain is not available during training. This is a much harder scenario compared to domain adaptation where the target domain is available during the training [22]. A domain generalization method should extract a domain-invariant representation only using source domains. Domain generalization is important
because it has similar settings as most of the real-world tasks for which no information is available about unseen data \cite{37,19,28}. Domain generalization can be categorized into homogeneous and heterogeneous. In the homogeneous category, a shared label space exists between source domains and unseen target domains \cite{21,22,24,28}, however, in the heterogeneous category the label spaces are disjoint \cite{20,23}. For example, Dou et al. \cite{22} proposed model-agnostic learning of semantic features (MASF), a method based on meta learning to perform global and local alignment between domains in the homogeneous setting. This method uses class-specific mean and a Kullback–Leibler (KL) divergence in the global alignment step and a triplet loss for the local alignment between input domains. The role of meta learning is to utilize episodic training to generalize better under domain shift. Domain generalization is the closest related work to the goals of this research, nonetheless, a need still exists for a novel method that takes both labeled and unlabeled samples from different domains and learns a domain-invariant predictive representation.

3 Method

3.1 Problem definition

Given \( N \) source domains \( D = \{ D_1, D_2, ..., D_N \} \) from different distributions on a joint space \( X \times Y \), where \( X \) is an input space and \( Y \) is a label space, domain generalization assumes that a domain-invariant predictive feature space \( Z \in \mathbb{R}^D \) exists that generalizes to seen and unseen domains.

We can use \( D \) to train a feature extractor \( F_\theta : X \to Z \) parameterized by \( \theta \) that maps the input to the feature space and a classification task \( T_\phi : Z \to \mathbb{R}^C \) parameterized by \( \phi \) that maps the extracted features to \( C \) possible class labels. This can be achieved by optimizing \((\theta, \phi)\) via a task loss such as cross-entropy which will lead to a predictive \( Z \), however, such a representation cannot generalize to unseen target domains and will over-fit to labeled samples in \( D \) without exploiting unlabeled samples.

In the presence of unlabeled samples, we consider a partially unlabeled scenario. In a partially unlabeled scenario, each domain \( D_n = (L_n^M \cup U_n^U) \), where \( L \) consists of \( M_L \) labeled samples \((x_i^n, y_i^n)\) and \( U \) consists of \( M_U \) unlabeled samples \((x_i^n_u)\). The goal of DGSML is to learn a predictive representation by exploiting both labeled and unlabeled samples in \( D \) with generalization capability to unseen target domains.

3.2 DGSML: Domain Generalization via Semi-supervised Meta Learning

DGSML takes labeled and unlabeled samples from multiple source domains, learns a domain-invariant predictive representation with generalization capability to unseen target domains via a novel meta semi-supervised learning approach. DGSML achieves this by adopting an episodic training approach (meta learning) and three loss functions including, a task-specific loss for standard supervised classification, a semi-supervised loss based on a discrepancy loss between class centroids without unlabeled samples and with unlabeled samples, and an alignment loss that makes the distance vector of a class centroid to the other centroids in one domain to be similar to the distance vector of the same centroid in the other domains. These class centroids are obtained by considering both labeled samples and unlabeled samples assigned to the classes based on the semi-supervised loss.

The meta learning approach splits the input source domains into meta-train, denoted by \( D_{tr} \), and meta-test, denoted by \( D_{ts} \), to mimic the distribution shift that we will face in unseen target domains and the loss functions are responsible for learning the domain-invariant predictive representation with generalization capability by employing both labeled and unlabeled samples. The semi-supervised loss is employed in the meta-train phase, the alignment loss function is employed in the meta-test phase, and the task-specific loss is employed in both phases. The task-specific loss and the semi-supervised loss ensure learning a predictive representation using labeled and unlabeled samples and the alignment loss function ensures that this representation is domain-invariant and generalizable to unseen target domains. The meta-train and meta-test phases are related to intra- and inter-domain updates and is different from standard meta learning methods like MAML. The most important connection to meta learning is the episodic training to resemble the distribution shift that the model will face in the deployment time on the target. Figure 1 and Algorithm 1 present the overview of DGSML.
Figure 1: Schematic overview of DGSML; each color indicates a source domain in the feature space and each shape represents a class. The task-specific loss makes prediction based on labeled samples. The semi-supervised loss exploits unlabeled samples by minimizing the discrepancy between class centroids without unlabeled samples and with unlabeled samples. The alignment loss minimizes the difference of the pair-wise distances of class centroids in one domain to other domains.

3.3 Meta-train phase

The goal of meta-train phase is to learn a predictive representation with the use of both labeled and unlabeled samples in the source domains. This objective is achieved by employing a task-specific loss and a semi-supervised loss.

3.3.1 Task-specific loss

The goal of this loss is to first map the input source domains to a lower-dimensional representation that is predictive of the class labels. To extract features, we designed a feature extractor as follows:

$$y_i = \sigma(T_\phi(F_\theta(x_i))), x_i \in D_{tr} = \{D_1, D_2, \ldots, D_{|tr|}\},$$

where, $F_\theta(x)$ denotes the feature extractor on $x_i \in D_{tr}$, $\sigma$ is the softmax activation over the output of a task-specific module denoted by $T_\phi$. With the final class predictions $\overline{y}_i$ available, we defined the task-specific loss for a labeled sample $(x_i, y_i) \in D_{tr}$ from class $c$ using the standard cross-entropy as follows:

$$l_{\text{task}}(y, \overline{y}; \theta, \phi) = -\sum_c 1[y = c] \log \overline{y}_c$$

3.3.2 Semi-supervised loss

The goal of this loss is to exploit unlabeled samples in learning a predictive representation. We designed a loss function that employs discrepancy between class centroids without unlabeled samples and also an entropy-based pseudo-labeling to enhance this. For pseudo-labeling, the idea is that an unlabeled sample such as $x_u$ is being labeled by utilizing $T_\phi$ as follows:

$$\overline{y}_u = \sigma(T_\phi(F_\theta(x_u))), \sigma(a) = e^{(a)}/\sum_j e^{(a_j)}$$

Equation 3 gives a vector of probabilities, denoted by $\overline{y}_u$, over the membership to the classes. If $\overline{y}_u$ follows a distribution close to a uniform distribution, $x_u$ is likely to be an outlier. To measure the confidence of the predictions for $x_u$, we defined a weight $w_u$ for unlabeled sample $x_u$ as follows:

$$w_u = 1 - H(\overline{y}_u),$$

where, $H(p) = \sum_j p_j \log p_j$ is the entropy.

With pseudo-labels available, we define the semi-supervised loss based on the discrepancy between the class centroids without unlabeled samples and the centroids with unlabeled samples. The idea is that the distance between extracted features of the class centroids obtained from the labeled samples of $D_{tr}$ and the class centroids obtained from both labeled and unlabeled samples of $D_{tr}$ should be minimum. The first step is to obtain the class centroids as follows:

$$c_i^{D_{tr}} = \frac{1}{N_c} \sum_{(x_i, y_i = c)} F_\theta(x_i),$$

4
where, $\mathcal{C}_{l,d_tr}$ denotes the class centroid for class $c$ based on the labeled samples of $d_{tr} \in D_{tr}$. The class centroids based on both labeled and unlabeled samples can be obtained as follows:

$$
\mathcal{C}_{l+u,d_tr}^c = \frac{\sum_{(x_i,y_i)\in L_{d_tr}} F_{\theta}(x_i) + \sum_{(x_i,y_i)\in U_{d_tr}} w_i F_{\theta}(x_i)}{N_c + N_{y_i=c}},
$$

where, $\mathcal{C}_{l+u,d_tr}^c$ is the obtained class centroid for $c$ after considering both labeled and unlabeled samples with $y_i = c$ in $d_{tr} \in D_{tr}$. Finally, for this loss we have:

$$
l_{sl}(\mathcal{C}_{l,d_tr}, \mathcal{C}_{l+u,d_tr}; \theta, \phi) = \sum_c d(\mathcal{C}_{l,d_tr}^c, \mathcal{C}_{l+u,d_tr}^c),
$$

where, $l_{sl}$ denotes the semi-supervised loss that has pseudo-labeling because of $\overline{y}$ and $w$, and the discrepancy loss because of penalizing the distance between the centroids. Finally, we defined the distance function $d(a,b)$ to be the $l^2$ norm of $(a - b)$.

The parameters of $F_{\theta}(\cdot)$ and $T_{\phi}(\cdot)$ are optimized with gradient descent updates as follows:

$$
l_{\text{meta-train}} = l_{\text{task}}(y, \overline{y}; \theta, \phi) + \beta_0 l_{sl}(\mathcal{C}_{l,d_tr}, \mathcal{C}_{l+u,d_tr}; \theta, \phi)
$$

$$
(\theta, \phi) = (\theta, \phi) - \alpha_0 \nabla[l_{\text{meta-train}}],
$$

where, $\alpha_0$ is the learning rate and $\beta_0$ is the regularization coefficient.

### 3.4 Meta-test phase

The goal of the meta-test phase is to learn a domain-invariant representation with generalization capability to unseen domains. We formulate alignment requirement for this representation as follows:

$$
d(\mathcal{C}_{l+u,d_tr}, \mathcal{C}_{l+u,d_{ts}}) \approx d(\mathcal{C}_{l+u,d_tr}, \mathcal{C}_{l+u,d_{ts}}),
$$

where $c_1, c_2 \in 1, ..., C$ and $d_{tr}, d_{ts} \in D_{tr} \times D_{ts}$. Alignment means that the distance between two centroids in one domain should be similar to the distance between the same centroids in another domain. This condition makes the input domains to be similar in a global level. We designed an alignment loss function to address this condition.

#### 3.4.1 Alignment loss

The goal of this loss is to make the learning representation domain-invariant in the global level. This can be achieved by adversarial learning [19] or a soft confusion-matrix [22]. The confusion-matrix approach is based on the (similarity of the) distribution of predicted class labels meaning that a misclassified sample in $D_i$ should also be misclassified in $D_j$. However, similar prediction does not necessarily mean similar features. Therefore, in the representation level, we want distances between centroids in one domain $D_i$ to be similar to distances of the same centroids in another domain $D_j$.

We formulate this requirement as follows:

$$
l_{\text{alignment}}(V_{\phi}; \theta, \phi) = \sum_{c \in C} \sum_{[d_{tr}, d_{ts}] \in D_{ts} \times D_{ts}} d(V_{\phi}^c, V_{\phi}^c),
$$

where $V_{\phi}^c$ denotes the vector of pair-wise distance between the class centroid $\mathcal{C}^c$ in $D_i$ and all the other centroids in $D_i$. This distance vector should be similar to the vector of $\mathcal{C}^c$ in $D_j$. Therefore, the alignment loss is the distance between the pair-wise distance vectors of class centroids in source domains. The total loss for the meta-test phase is:

$$
l_{\text{meta-test}} = l_{\text{task}}(d_{ts}; \theta, \phi) + \beta_1 l_{\text{alignment}}
$$

where, $l_{\text{task}}$ is obtained from labeled and unlabeled samples in $d_{ts}$, $\beta_1$ is the regularization coefficients. Finally, the parameters are optimized via incorporating both the meta-train and meta-test phases as follows:

$$
(\theta, \phi) = (\theta, \phi) - \alpha_1 \nabla[l_{\text{meta-train}} + l_{\text{meta-test}}]
$$

### 4 Experiments

We designed our experiments to investigate whether incorporating unlabeled samples improves the prediction performance on unseen target domains as follows: 1) We compared DGSML to DeepAll as a simple but highly accurate baseline, to semi-supervised ProtoNet (SSL-ProtoNet) [7] as a
We used AlexNet and ResNet-18 pre-trained on ImageNet for the feature extractor of DGSML and while not reached maximum iterations

Algorithm 1: DGSML

Input: $D = \{D_1, D_2, ..., D_N\}$, $\alpha_0, \alpha_1, \beta_0, \beta_1$
Output: $F_0, T_0$
while not reached maximum iterations do
  Randomly split $D$ into $D_{tr}$ and $D_{ts}$ s.t. $D_{tr} \cap D_{ts} = \emptyset$ and $D_{tr} \cup D_{ts} = D$
Meta-train on $D_{tr}$
  Sample a mini-batch $d_{tr}$ from all domains in $D_{tr}$
  Calculate the supervised loss, $l_{task}(d_{tr}; \theta, \phi) = -\sum_c \mathbf{1}[y = c] \log \hat{y}_c$
  Calculate the semi-supervised loss, $l_{sl}(d_{tr}; \theta, \phi) = \sum_c d(\hat{y}_{c, d_{tr}}, \hat{y}_{c + u, d_{tr}})$
  calculate $l_{meta-train} = l_{task} + \beta_0 l_{sl}$;
  $(\theta, \phi) = (\theta, \phi) - \alpha_0 \nabla [l_{meta-train}]$;
Meta-test on $D_{ts}$
  Sample a mini-batch $d_{ts}$ from all domains in $D_{ts}$
  Calculate $l_{task}(d_{ts}, \theta, \phi)$;
  Calculate $l_{alignment}$ using $(\theta_t, \phi_t)$ according to Eq. 11;
  Calculate $l_{meta-test} = l_{task} + \beta_1 l_{alignment}$;
  $(\theta, \phi) = (\theta, \phi) - \alpha_1 \nabla [l_{meta-train} + l_{meta-test}]$;
end

representative of state-of-the-art semi-supervised meta learning, to study domain generalization capability of our method, and to MASF [22], as a representative of state-of-the-art fully labeled domain generalization, to study the impact of unlabeled samples in domain generalization capability of our method. 2) We studied the impact of percentage of unlabeled samples in the performance of our method and the baselines. 3) We performed an ablation study to investigate the contribution of each component of DGSML. We performed our experiments on the VLCS [38] domain generalization benchmark for image classification and the PACS [26] benchmark for object recognition. In our experiments on PACS and VLCS, we adopted a leave-one-domain-out scheme meaning that we considered three domains as the source domains and the fourth one as the unseen target domain. PACS and VLCS are the state-of-the-art benchmark datasets for domain generalization. More detail about the benchmarks is provided in the supplementary material. It is important to note that PACS and VLCS are fully labeled and we simulated unlabeled samples by withholding the class labels for different percentages of the samples. The unlabeled samples were selected randomly for each mini-batch/episode before the training.

For the partially unlabeled scenario, we discarded different percentages of labels in each source domain and treated them as unlabeled samples. Then, we used the remaining labeled samples to train MASF and DeepAll and employed the unlabeled and labeled samples to train SSL-ProtoNet and DGSML. It is important to note that MASF and DeepAll cannot incorporate unlabeled samples. Moreover, their performance in the fully labeled scenario should be considered as an upper bound for DGSML. It is important to note that DGSML because unlike our method, they have access to all of the labels.

We used AlexNet and ResNet-18 pre-trained on ImageNet for the feature extractor of DGSML and the baselines except for SSL-ProtoNet (We used four convolutional layers proposed by the original authors). We fine-tuned AlexNet but kept ResNet-18 frozen and did not fine-tune it. The last layer of both of them was modified to predict the same number of classes in each dataset via an additional classification layer. For DGSML, we adopted standard train/validation/test splits provided for PACS [39] and VLCS [28] and implemented it using the Pytorch framework. For each rate of unlabeled samples, we selected five random subsets with replacement (using five different seeds) and reported the average and standard error of the performance. The implementation details for the baselines and also the code and data to reproduce DGSML results are provided in the supplementary material.

5 Results

Tables 1 and 2 present the accuracy of DGSML compared to the studied baselines on VLCS and PACS datasets, respectively, using AlexNet. On VLCS, our method outperformed the baselines for most of the investigated unlabeled rates. We observed that the performance gap was larger in favor of DGSML for high rates of unlabeled samples (95%) which indicates that DGSML makes generalizable
To study the performance of DGSML and MASF with a deeper feature extractor, we tested ResNet-18.

Table 1: Accuracy on VLCS with different rates of unlabeled samples using shallow feature extractor

| Rate | Source | Target | MASF [22] | SSL-ProtoNet [7] | DeepAll | DGSML |
|------|--------|--------|-----------|------------------|---------|-------|
| 20%  | C,L,P  | Sun    | 64.78 ± 0.58 | 26.55 ± 0.57 | 64.48 ± 0.48 | 65.73 ± 0.51 |
|      | L,PS   | Caltech| 93.41 ± 0.29 | 45.14 ± 2.84 | 94.96 ± 0.17 | 95.49 ± 0.40 |
|      | C,PS   | Labelme| 60.48 ± 1.05 | 24.23 ± 0.99 | 55.38 ± 0.63 | 58.90 ± 0.66 |
|      | C,L,S  | Pascal | 68.66 ± 0.50 | 24.50 ± 0.59 | 66.92 ± 0.55 | 68.06 ± 0.37 |
| 50%  | C,L,P  | Sun    | 64.07 ± 0.55 | 29.46 ± 1.25 | 64.42 ± 0.69 | 65.27 ± 0.38 |
|      | L,PS   | Caltech| 92.03 ± 0.49 | 44.95 ± 2.51 | 94.50 ± 0.41 | 95.93 ± 0.33 |
|      | C,PS   | Labelme| 60.16 ± 0.61 | 22.85 ± 0.30 | 56.01 ± 0.80 | 58.43 ± 0.61 |
|      | C,L,S  | Pascal | 67.80 ± 0.40 | 24.80 ± 0.62 | 65.75 ± 0.75 | 67.32 ± 0.43 |
| 80%  | C,L,P  | Sun    | 64.07 ± 0.81 | 28.47 ± 1.22 | 63.57 ± 1.30 | 64.75 ± 0.46 |
|      | L,PS   | Caltech| 91.73 ± 0.80 | 42.93 ± 0.56 | 93.64 ± 0.47 | 95.11 ± 0.14 |
|      | C,PS   | Labelme| 58.71 ± 1.33 | 25.77 ± 1.36 | 54.34 ± 0.76 | 57.71 ± 0.51 |
|      | C,L,S  | Pascal | 65.59 ± 0.62 | 23.90 ± 0.71 | 64.75 ± 0.36 | 67.00 ± 0.25 |
| 95%  | C,L,P  | Sun    | 55.95 ± 1.88 | 30.12 ± 1.40 | 55.19 ± 2.20 | 63.17 ± 0.62 |
|      | L,PS   | Caltech| 86.11 ± 2.49 | 53.09 ± 1.37 | 90.63 ± 1.59 | 90.42 ± 1.82 |
|      | C,PS   | Labelme| 53.56 ± 0.65 | 29.01 ± 0.64 | 55.76 ± 1.85 | 57.67 ± 1.08 |
|      | C,L,S  | Pascal | 60.12 ± 1.51 | 25.63 ± 2.01 | 56.92 ± 1.85 | 62.55 ± 0.65 |
| Average |       |        | 69.20       | 31.34          | 68.50     | 70.84  |

predictions more accurately when it has access to more unlabeled samples. Moreover, DGSML had a lower standard error than the baselines which indicates it is more robust. On PACS, MASF generally showed a better performance than DGSML, however, similar to VLCS, our method demonstrated a better performance for higher rates of unlabeled samples (95%). In terms of robustness, our method showed a lower standard error on PACS dataset as well. We also compared our method to MASF and DeepAll when they were trained on all of the labeled samples available (0% rate of unlabeled samples, see Table S1 in the supplementary material). DGSML outperformed the baselines on VLCS dataset when it had access to 50% of the labeled samples. We observed similar results for the 20% scenario as well.

DeepAll is known to be a surprisingly competitive baseline, possibly even better than some of the state-of-the-art methods of domain generalization [23, 39], which is confirmed by our strong results for this baseline. However, DeepAll requires many labeled samples to be more accurate. We observed that SSL-ProtoNet performed poorly in almost all of the experiments. We believe that this large performance gap, compared to the other methods, is due to the fact that SSL-ProtoNet has been designed for semi-supervised few-shot learning. The performance of methods of few-shot learning decreases significantly when we have a shallow feature extractor and also when our domains have distribution shifts [34]. Therefore, the combination of a shallow backbone and domain shifts decreases the performance significantly. MASF and DGSML overall showed comparable results. We argue that this is due to the fact that MASF uses two levels of alignment (global and local), while DGSML employs only one level of alignment, but that DGSML exploits unlabeled samples, while MASF does not do so. Therefore, on the harder benchmark PACS, MASF was more accurate because the stronger alignment had more impact, and for VLCS with less domain discrepancy, unlabeled samples had more impact than stronger alignment, and consequently DGSML outperformed MASF.

Finally, we performed an ablation study and confirmed that DGSML with all of its losses had the best performance compared to its variants (See Table S2 in the supplementary material).

5.1 Deeper feature extractor

To study the performance of DGSML and MASF with a deeper feature extractor, we tested ResNet-18 on the PACS benchmark (see supplementary material for implementation detail) and present the results in Table 3. We observed noticeable improvements in the performance of both DGSML and MASF compared to the results with AlexNet. Using this deeper architecture, DGSML was able to consistently and significantly outperform MASF for all rates of unlabeled samples. This suggests that for datasets with high domain discrepancies such as PACS, the combination of leveraging unlabeled
We chose AlexNet and ResNet-18 as feature extractors because they train faster compared to deeper networks and also because other methods of domain generalization utilized them frequently [19, 22, 23, 37], however, DGSML can work with deeper architectures such as ResNet-50 as well. It is important to note that unlike AlexNet, we did not fine-tune ResNet-18 and kept it frozen to save computational resources. We expect to see additional improvements in DGSML and MASF performance by fine-tuning ResNet-18. Although DGSML employs second order gradients which might be slow, we were able to train it from scratch on a GeForce GTX 1080 GPU in under four hours for one AlexNet setting. In DGSML episodic training, samples are selected randomly from the pool of available labeled/unlabeled samples, therefore, there is no guarantee that the method has seen all of the samples during the training.

DGSML obtained the best accuracy compared to the baselines when it had access to a lot of unlabeled samples, This observation indicates that if employing a shallow feature extractor like AlexNet, the

| Rate | Source | Target | MASF | SSL-ProtoNet | DeepAll | DGSML |
|------|--------|--------|------|--------------|---------|-------|
| 20%  | A,C,S  | Photo  | 88.57 ± 0.39 | 39.51 ± 0.96 | 87.17 ± 0.32 | 88.40 ± 0.10 |
|      | C,S,P  | Art    | 66.60 ± 0.28 | 24.57 ± 0.47 | 62.03 ± 0.38 | 61.68 ± 0.39 |
|      | A,C,P  | Sketch | 59.56 ± 1.61 | 43.43 ± 1.10 | 55.67 ± 1.43 | 50.01 ± 0.84 |
|      | A,S,P  | Cartoon| 69.34 ± 0.87 | 33.44 ± 1.30 | 62.50 ± 1.29 | 65.49 ± 0.48 |
| 50%  | A,C,S  | Photo  | 86.80 ± 0.62 | 37.33 ± 1.62 | 86.01 ± 0.31 | **87.72 ± 0.27** |
|      | C,S,P  | Art    | **64.29 ± 0.82** | 24.77 ± 0.24 | 59.14 ± 0.50 | 62.52 ± 0.40 |
|      | A,C,P  | Sketch | 58.67 ± 3.40 | 41.74 ± 1.69 | 52.56 ± 3.40 | 50.38 ± 1.25 |
|      | A,S,P  | Cartoon| 66.53 ± 1.06 | 35.03 ± 1.20 | 63.99 ± 0.50 | **66.84 ± 0.64** |
| 80%  | A,C,S  | Photo  | 83.28 ± 1.37 | 38.38 ± 1.24 | 82.53 ± 1.27 | 83.19 ± 0.23 |
|      | C,S,P  | Art    | 61.26 ± 0.59 | 24.81 ± 0.48 | 56.04 ± 0.55 | 59.22 ± 0.64 |
|      | A,C,P  | Sketch | 57.03 ± 1.36 | 39.16 ± 1.68 | 48.42 ± 3.34 | 46.37 ± 2.50 |
|      | A,S,P  | Cartoon| 65.01 ± 1.63 | 33.98 ± 1.28 | 60.04 ± 1.21 | 64.81 ± 0.75 |
| 95%  | A,C,S  | Photo  | 75.32 ± 1.12 | 36.89 ± 1.90 | 76.43 ± 1.40 | **79.45 ± 0.85** |
|      | C,S,P  | Art    | 53.41 ± 1.70 | 23.24 ± 0.79 | 49.38 ± 1.76 | **54.39 ± 1.22** |
|      | A,C,P  | Sketch | 49.02 ± 1.24 | 42.21 ± 1.92 | 40.11 ± 3.74 | 48.05 ± 1.35 |
|      | A,S,P  | Cartoon| 61.37 ± 1.34 | 34.58 ± 1.09 | 58.83 ± 1.28 | **62.54 ± 0.67** |
| Average | | | 66.63 | 34.57 | 62.50 | 64.44 |

Table 3: Accuracy on PACS with different rates of unlabeled samples using ResNet-18

| Source | Target | Rate | MASF | DGSML | Rate | MASF | DGSML |
|--------|--------|------|------|-------|------|------|-------|
| A,C,S  | Photo  | 94.12 ± 0.11 | 95.14 ± 0.14 | 93.99 ± 0.16 | 95.01 ± 0.10 |
| C,S,P  | Art    | 68.35 ± 0.39 | **72.57 ± 0.10** | 67.91 ± 0.28 | **72.03 ± 0.24** |
| A,C,P  | Sketch | 49.83 ± 0.39 | 53.09 ± 0.34 | 49.32 ± 0.70 | **52.37 ± 0.91** |
| A,S,P  | Cartoon| 70.02 ± 0.53 | **73.62 ± 0.13** | 69.77 ± 0.45 | **73.30 ± 0.32** |
| A,C,S  | Photo  | 94.40 ± 0.18 | **95.08 ± 0.07** | 92.87 ± 0.39 | **94.12 ± 0.21** |
| C,S,P  | Art    | 68.34 ± 0.26 | **72.54 ± 0.24** | 66.47 ± 0.67 | **70.55 ± 0.20** |
| A,C,P  | Sketch | 49.75 ± 0.32 | **52.41 ± 0.53** | 47.45 ± 0.46 | **49.69 ± 0.51** |
| A,S,P  | Cartoon| 69.46 ± 0.39 | **73.52 ± 0.10** | 69.31 ± 0.99 | **72.42 ± 0.83** |

Total average | MASF: 70.09 | DGSML: 72.98

Note: Total average is calculated over all rates of unlabeled samples for each method.

samples and more abstract features, obtained via a deeper architecture, plays a beneficial role in domain generalization. As expected, we also observed that the performance of SSL-ProtoNet on PACS increased significantly from 34% using the shallow backbone to 62% using ResNet (See Table S3 in the supplementary material for detailed results).

5.2 Discussion

We chose AlexNet and ResNet-18 as feature extractors because they train faster compared to deeper networks and also because other methods of domain generalization utilized them frequently [19, 22, 23, 37], however, DGSML can work with deeper architectures such as ResNet-50 as well. It is important to note that unlike AlexNet, we did not fine-tune ResNet-18 and kept it frozen to save computational resources. We expect to see additional improvements in DGSML and MASF performance by fine-tuning ResNet-18. Although DGSML employs second order gradients which might be slow, we were able to train it from scratch on a GeForce GTX 1080 GPU in under four hours for one AlexNet setting. In DGSML episodic training, samples are selected randomly from the pool of available labeled/unlabeled samples, therefore, there is no guarantee that the method has seen all of the samples during the training.

DGSML obtained the best accuracy compared to the baselines when it had access to a lot of unlabeled samples, This observation indicates that if employing a shallow feature extractor like AlexNet, the
benefit of the proposed method is for real-world applications when the number of labeled samples is much smaller than the number of unlabeled samples, and if employing a deeper feature extractor like ResNet-18, DGSML works accurately for diverse rates of unlabeled samples. One example of such a real-world application is drug response prediction where we have access to a lot of genomic data obtained from cancer patients but only a small portion of them are treated with cancer drugs and current state-of-the-art methods of this application cannot incorporate unlabeled samples [40]. In our future work, our goal is to apply DGSML to this real-world application.

6 Conclusion

In this paper, we presented DGSML, the first method of domain generalization based on episodic training in meta learning and semi-supervised learning. DGSML utilizes three loss functions: 1) the task-specific loss to make predictions, 2) the semi-supervised loss to ensure that class centroids before and after labeling unlabeled samples are similar, and 3) the alignment loss to ensure that the distance between the class centroids (after adding unlabeled samples) in one domain is similar to the distance of class centroids in other domains. The combination of these losses makes the representation predictive and domain-invariant by exploiting both labeled and unlabeled samples. We compared DGSML to state-of-the-art methods of fully supervised domain generalization and of semi-supervised meta learning and obtained promising results. Particularly, DGSML demonstrated the best results for any rates of unlabeled samples when it employed a deep feature extractor (ResNet-18) and when it utilized a shallow feature extractor (AlexNet) with the number of labeled samples much smaller than number of unlabeled samples.

Reproducibility

Supplementary material, all the utilized datasets, code, and conda environments to re-run and reproduce our results are provided in the following Github repository: https://github.com/hosseinshn/DGSML
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