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Abstract

Simulating the interaction of fluids with immersed moving solids is playing an important role for gaining a better quantitative understanding of how fluid dynamics is altered by the presence of obstacles and, vice versa, which forces are exerted on the solids by the moving fluid. Such problems appear in various contexts, ranging from numerous technical applications such as e.g. turbines to medical problems such as the regulation of cardiovascular hemodynamics by valves. Typically, the numerical treatment of such problems is posed within a fluid structure interaction (FSI) framework. General FSI models are able to capture bidirectional interactions, but are challenging to solve and computationally expensive. Simplified methods offer a possible remedy by achieving better computational efficiency to broaden the scope to demanding application problems with focus on understanding the effect of solids on altering fluid dynamics. In this study we report on the development of a novel method for such applications. In our method rigid moving obstacles are incorporated in a fluid dynamics context using concepts from porous media theory. Based on the Navier-Stokes-Brinkman equations which augments the Navier-Stokes equation with a Darcy drag term our method represents solid obstacles as time-varying regions containing a porous medium of vanishing permeability. Numerical stabilization and turbulence modeling is dealt with by using a residual based variational multiscale (RBVMS) formulation. The additional Darcy drag term and its respective stabilization are easily accommodated in any existing finite-element based Navier-Stokes solver. The key advantages of our approach – computational efficiency and ease of implementation – are demonstrated by solving a standard benchmark problem of a rotating blood pump posed by the Food and Drug Administration Agency (FDA). Validity
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is demonstrated by conducting a mesh convergence study and by comparison against the extensive set of experimental data provided for this benchmark.
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1. **Introduction**

Simulating the interaction of fluids with immersed moving solids is playing an important role for gaining a better quantitative understanding of how fluid dynamics is altered by the presence of obstacles and, vice versa, which forces are exerted on the solids by the moving fluid. Such problems appear in various contexts, ranging from numerous technical applications such as e.g. turbines to medical problems such as the regulation of cardiovascular hemodynamics by valves. Typically, the numerical treatment of such problems is posed within a fluid structure interaction (FSI) framework.

General FSI models [1] are able to capture bidirectional interactions, but are challenging to solve and computationally expensive. However, there is a broad range of application scenarios that do not require to consider FSI. For instance, if the relation of primal interest is the impact of a moving obstacle upon fluid flow a moving domain Navier-Stokes formulation may suffice [2]. This is the case in any situation where the motion of an obstacle can be considered to be imposed as the feedback of surrounding fluid flow upon the obstacle's motion is small. The key mechanism at play in such a case is the solid acting as flow obstacle, that is, to impede any flow within the obstacle. For instance, the feedback of blood onto the motion of a rotating blood pump can be considered negligible. The dynamics of the blood pump are know *a priori* and can be considered as a source term to CFD. Similarly, while a cardiac valve is moved by blood flow from a closed to an open configuration or vice versa, this occurs within a very short transitional phase apart from which the impact of a closed or open valvular configuration on hemodynamics will be of primal interest. In such scenarios where neglecting the feedback of fluid on the motion of an obstacle can be deemed a sufficiently accurate approximation, simpler methods are applicable. These may offer higher computational efficiency and, thus, allow to broaden the scope to demanding application problems.

Capturing the behavior of obstacles and their impact on the computational model of a physical system overall can lead to challenging problems. Resolving the motion of rotating objects like turbines or pumps induces topological changes in the computational domain, thus ruling out a number of numerical methods that rely on a fixed topology over time. Also, resolving the large displacements occurring during opening and closing of heart valves may require advanced non-trivial remeshing strategies further increasing complexity [3, 4]. This complexity and the incurring computational costs currently hinder – amongst other difficulties such as the patient-specific generation of valvular anatomical models – the clinical translation of computational valve models based on fully coupled FSI formulations, despite the significant recent advances achieved in this field, see [5–12] as well as [13–16] and references therein. However, for a sufficiently accurate quantification of velocity and pressure fields a bidirectionally coupled FSI formulation may not be necessary. In such cases the kine-
matics of an obstacle such as the rotor of a pump driven by an engine or the combined effect of wall motion and valvular anatomy can be imposed, either based on geometric description of trajectories or, in the case of the heart, by image-driven kinematic models which can be derived from tomographic imaging data [17–19].

For such applications immersed boundary methods (IBM) (and fictitious domain methods) have been proposed. Based on the seminal work [20] the IBM has proven to be a viable approach that combines computational efficiency, ease of implementation and numerical stability [21]. IB methods have also been applied in the context of heart valve modeling, see [22], offering the advantage of reduced computational cost, increased robustness and stability with respect to classical FSI models [23–25]. However, if used in a unstructured finite element context specialized numerical routines for integrating over arbitrary polygonal surfaces in the computational domain are necessary. This arises as a consequence of IBM methods that have to track surfaces of moving solids.

In this study we deal with IBM from a different perspective. In classical IBM, solids are embedded into the CFD grid and linked together by virtual body forces introduced in the discretized systems. Using the Navier-Stokes-Brinkman (NSB) equations for (moving) domains we arrive at a similar algorithm basing our approach on modeling obstacles as porous media with vanishing permeability. Here, the action of the solid is already included on the continuous level. Instead of tracking surfaces, we have to find methods for calculating suitable permeability distributions. The domains covered by fluid and valve are blended together into a single domain where the position of an obstacle is modeled by adapting an artificial permeability over the volume of the obstacle. Hence, the problem of surface tracking is transformed into determining volumes of high and low permeability. Avoiding the need for tracking actual surfaces of obstacles is advantageous as this facilitates the easier implementation within available CFD or FSI software. This approach can be seen as a different interpretation of feedback-forcing or direct-forcing methods, see [26, 27]. Besides, rigorous convergence proofs for the NSB model exist, see for example [28–30], and the viability of using the NSB model in an HPC context has also been demonstrated previously in studies of insect flight, see [31–33].

In this study we present a modified stabilized finite element discretization of the NSB equations using the residual-based variational multiscale (RBVMS) formulation [34, 35]. We introduce a suitable algorithm for determining permeability fields. Validation results are given in the form of a mesh-convergence study conducted with a mock model of an arterial anastomosis where flow through branches is regulated by switching valves. Further validation, highlighting the versatility of this approach to general moving objects, will be given by considering a standardized benchmark problem proposed by the FDA [36] for which extensive experimental validation data are available.

2. Methods

2.1. The Navier-Stokes-Brinkman Equations

The Navier-Stokes-Brinkman (NSB) model, originating from porous media theory, can be employed with the purpose of simulating viscous flow including complex shaped solid obstacles in a fluid domain, see [28], and [30, 37] for a in-depth mathematical analysis. The NSB model has a wide range of applications, i.e. insect flight [31], and geothermal
engineering [38]. In the present work, we use the NSB model including the adaptation for moving obstacles:

\[
\begin{align*}
\rho \left( \frac{\partial}{\partial t} u + u \cdot \nabla u \right) - \nabla \cdot \sigma(u, p) + \frac{\mu}{K}(u - u_s) &= 0 \quad \text{in } \mathbb{R}^+ \times \Omega \\
\nabla \cdot u &= 0 \quad \text{in } \mathbb{R}^+ \times \Omega \\
u &= 0 \quad \text{on } \Gamma_{\text{noslip}} \\
\sigma_n - \rho \beta (u \cdot n) - u &= h \quad \text{on } \Gamma_{\text{outflow}} \\
u &= g \quad \text{on } \Gamma_{\text{inflow}} \\
u|_{t=0} &= u_0
\end{align*}
\]

Here \( p(x, t) \) and \( u(x, t) \) represent the fluid pressure and the flow velocity respectively, \( \mu \) is the dynamic viscosity and \( \rho \) the density. The volume penalization term \( \frac{\mu}{K(t, x)} u(t, x) \) is commonly known as Darcy drag which is characterized by the permeability \( K(t, x) \). The ability of the NSB model to reproduce Darcy’s equation in low permeability regimes is investigated in Appendix D. In (1) the Darcy drag is modified to enforce correct no-slip conditions for obstacles moving with the obstacle velocity \( u_s(x, t) \). The fluid stress tensor \( \sigma(u, p) \) and strain rate tensor \( \epsilon(u, p) \) are defined as follows:

\[
\sigma(u, p) = -pI + 2\mu \epsilon(u, p), \\
\epsilon(u, p) = \frac{1}{2} \left( \nabla u + (\nabla u)^\top \right).
\]

For \( h = 0 \), (4) is known as a directional do-nothing boundary condition [39, 40], where \( n \) is the outward normal of the fluid domain, \( \beta \leq \frac{1}{2} \) is a positive constant and (9) is added for backflow stabilization with

\[
(u \cdot n)_- := \frac{1}{2}(u \cdot n - |u \cdot n|).
\]

The spatial domain \( \Omega \) is split up into three time-dependent sub-domains by means of the permeability \( K(t, x) \), namely the fluid sub-domain \( \Omega_f(t) \), the porous sub-domain \( \Omega_p(t) \) and the solid sub-domain \( \Omega_s(t) \).

\[
K(t, x) = \begin{cases} 
K_f \to +\infty & \text{if } x \in \Omega_f(t) \\
K_p & \text{if } x \in \Omega_p(t) \\
K_s \to 0^+ & \text{if } x \in \Omega_s(t)
\end{cases}
\]

Figure 1 shows an illustration of a possible distribution of the fractional volumes indicating the areas of low, high, and intermediate permeability. In \( \Omega_f(t) \) the classical Navier–Stokes (NS) equations are recovered, while in \( \Omega_p \) the full NSB equations describe fluid flowing through a porous medium, \( u \) and \( p \) are understood in an averaged sense in this context. In \( \Omega_s(t) \) the velocity \( u \) is approaching \( u_s \) and thus asymptotically satisfying the no-slip condition on the \( \Omega_f(t)/\Omega_s(t) \) interface. Note that even in the case where \( K \to 0^+ \) the penalization term has a well defined limit, see [37]. Furthermore the convergence was shown to be of order
\(O(K)\) for the Stokes-Brinkman equations [41]. More recently, in [42] the same statement was proven for the NSB equations. Additionally we refer to [43] for convergence results for the discretization of the NSB equations with finite elements.

Looking at the NSB equations (1) it is apparent, that they can be obtained by outright extending the NS equations with a linear penalization term. As a matter of fact, this facilitates the adaptation of existing NS solvers to feature time dependent obstacles in the fluid domain.

2.2. Variational Formulation and Numerical Stabilization

Following [34, 35] the discrete variational formulation of (1) including the boundary conditions (4), (5) and (3) can be stated in the following abstract form:

Find \(u^h \in [S_{1,h}^1(T_N)]^3, p^h \in S_{1}^1(T_N)\) such that, for all \(w^h \in [S_{1,h}^1(T_N)]^3\) and for all \(q^h \in S_{1}^1(T_N)\)

\[
A_{NS}(w^h, q^h; u^h, p^h) + S_{RBVMS}(w^h, q^h; u^h, p^h) = F_{NS}(w^h) \tag{11}
\]

with the bilinear form of the NSB equations

\[
A_{NS}(w^h, q^h; u^h, p^h) = \\
\int_{\Omega} w^h \cdot \left[ \rho \left( \frac{\partial u^h}{\partial t} + u^h \cdot \nabla u^h \right) + \frac{\mu}{K} (u^h - u^h_s) \right] + \epsilon(w^h) : \sigma(u^h, p^h) \, \text{d}x
\]

\[
- \int_{\Gamma_{\text{outflow}}} \rho \beta (u^h \cdot n) w^h \cdot u^h \, \text{d}s_x + \int_{\Omega} q^h \nabla \cdot u^h \, \text{d}x, \tag{12}
\]

the bilinear form \(S_{RBVMS}\), which will be explained later in Equation (18), and the right hand side contribution

\[
F_{NS} = \int_{\Gamma_{\text{outflow}}} h \cdot u^h \, \text{d}s_x. \tag{13}
\]

We use standard notation to describe the finite element function space \(S_{1,h}^1(T_N)\) as a conformal trial space of piece-wise linear, globally continuous basis functions \(w^h\) over a decomposition \(T_N\) of \(\Omega\) into \(N\) finite elements constrained by \(w^h = *\) on essential boundaries. The space \(S_{1}^1(T_N)\) denotes the same space without constraints. For further details we refer to [44, 45]. As previously described in [46] we utilize the residual based variational multiscale (RBVMS) formulation as proposed in [34, 35], providing turbulence modeling in addition to numerical stabilization. In the following we give a short summary of the changes necessary to use RBVMS methods for the NSB equations. Briefly, the RBVMS formulation is based on a decomposition of the solution and weighting function spaces into coarse and fine scale subspaces and the corresponding decomposition of the velocity and the pressure and their respective test functions. Henceforth the fine scale quantities and their respective test functions shall be denoted with the superscript ‘. We assume \(u_s = u^s\), quasi-static fine scales \(\frac{\partial u'}{\partial t} = 0\), as well as \(\frac{\partial u^h}{\partial t} = 0\), \(u' = 0\) on \(\partial \Omega\) and incompressibility conditions for \(u^h\) and \(u'\). The fine scale pressure and velocity are approximated in an element-wise manner by means
of the residuals $r_M$ and $r_C$.

\[ u' = -\frac{\tau_{\text{SUPS}}}{\rho} r_M(u^h, p^h) \quad (14) \]
\[ p' = -\rho \nu_{\text{LSIC}} r_C(u^h) \quad (15) \]

The residuals of the NSB equations and the incompressibility constraint are:

\[ r_M(u^h, p^h) = \rho \partial_t u^h + \rho u^h \cdot \nabla u^h - \nabla \cdot \sigma(u^h, p^h) + \frac{\mu}{K}(u^h - u_s^h) \quad (16) \]
\[ r_C(u^h) = \nabla \cdot u^h \quad (17) \]

Taking all assumptions into consideration and employing the scale decomposition followed by partial integration yields the bilinear form of the RBVMS formulation $S_{\text{RBVMS}}(w^h, q^h; u^h, p^h)$,

\[ S_{\text{RBVMS}}(w^h, q^h; u^h, p^h) := (18) \]
\[ + \sum_{\Omega_e \in T_N} \int_{\Omega_e} \tau_{\text{SUPS}} \left( u^h \cdot \nabla w^h + \frac{1}{\rho} \nabla q^h - \frac{\nu}{K} w^h \right) r_M(u^h, p^h) \, dx \quad (19) \]
\[ + \sum_{\Omega_e \in T_N} \int_{\Omega_e} \rho \nu_{\text{LSIC}} \nabla \cdot w^h r_C(u^h) \, dx \quad (20) \]
\[ - \sum_{\Omega_e \in T_N} \int_{\Omega_e} \tau_{\text{SUPS}} w^h \cdot (r_M(u^h, p^h) \cdot \nabla u^h) \, dx \quad (21) \]
\[ - \sum_{\Omega_e \in T_N} \int_{\Omega_e} \frac{\tau_{\text{SUPS}}^2}{\rho} \nabla w^h : (r_M(u^h, p^h) \otimes r_M(u^h, p^h)) \, dx. \quad (22) \]

The residuals (16) and (17) are evaluated for every element $\Omega_e \in T_N$. Following [47] the stabilization parameters $\tau_{\text{SUPS}}$ and $\nu_{\text{LSIC}}$ are defined as:

\[ \tau_{\text{SUPS}} := \left( \frac{4}{\Delta t^2} + \frac{u^h \cdot G u^h}{\mu} + \left( \frac{\nu}{K} \right)^2 + C_I \nu^2 G : G \right)^{-\frac{1}{2}} \quad (23) \]
\[ \nu_{\text{LSIC}} := \frac{1}{\text{tr}(G) \tau_{\text{SUPS}}} \quad (24) \]

Here $G$ is the three dimensional element metric tensor defined per finite element as

\[ G|_{\tau} := J_{\tau}^{-1} J_{\tau}^{-\top}, \]

with $J_{\tau}$ being the Jacobian of the transformation of the reference element to the physical finite element $\tau \in T_N$, $\Delta t$ denotes time step size and $C_I$ is a positive constant derived from an element-wise inverse estimate [34, 35]. Specific values of $C_I$ depend on the finite element type, e.g.: tetrahedrons, prisms, etc., as well as polynomial degree see [48]. For lowest order finite elements an arbitrary value can be chosen and different types of values have been reported in literature, see [47] for a more in-depth discussion. We chose a value of $C_I = 30$ in agreement with the one reported in [49].
2.3. Obstacle Representation

The remaining problem is to determine a permeability distribution $K$ that is suitable to model given flow obstacles. This task is solved by representing the obstacles using triangular surface meshes followed by element-wise calculation of the partial volume covered by the obstacle. In the first step, all nodes within the obstacle are identified using the ray casting algorithm [50, 51]. Subsequently, all elements are split into three categories and receive a corresponding volume fraction value $v_f$, describing the partial volume covered by the obstacle:

- Elements fully covered by the obstacle lie in $\Omega_s$, consequently $v_f = 1$.
- Elements outside the obstacle lie in $\Omega_f$ and obtain $v_f = 0$.
- Elements that are split by the element surface correspond to elements in $\Omega_p$, hence

$$v_f = \frac{V_{in}}{V_{tot}}$$

(25)

where $V_{in}$ denotes the element volume covered by the obstacle and $V_{tot}$ is the total element volume.

This procedure is carried out for every time step and yields a time-dependent, element-based volume fraction distribution $v_f(t, \tau)$, that serves as a basis to provide a suitable permeability distribution, see Figure 1. In this work we define $\frac{1}{K(t, \tau)} := \frac{v_f(t, \tau)}{\hat{K}}$ with $\hat{K}$ being a fixed penalization factor, e.g. $\hat{K} = 10^{-6}$. All permeability distributions in this work have been generated using the open-source software Meshtool\(^2\), see [52]. For details we refer to Algorithm 1 in Appendix C summarizing the main workflow as implemented in Meshtool. For cyclic motions such as the movement of a rotary blood pump or a turbine the time-dependent permeability distribution can be determined in a preprocessing step.

2.4. Evaluating Forces in the NSB equations

The NSB equations offer a convenient way to evaluate surface forces. Following [53] we can use the volume fraction distribution $v_f(t, \tau)$ (25) to define an approximation to the surface normal vector as

$$\tilde{n} := -\nabla v_f.$$  

(26)

This definition allows to replace surface integrals with volume integrals as $\tilde{n}$ is zero everywhere except close to the surface and an approximation to the normal close to the surface [54]. With that we can define approximations to standard forces:

- Fluid force

$$F = \int_{\partial \Omega_s} \sigma n \, ds_x \approx \int_{\Omega} \sigma \tilde{n} \, dx$$

(27)

- Torque

$$T = \int_{\partial \Omega_s} r(x) \times \sigma n \, ds_x \approx \int_{\Omega} r(x) \times \sigma \tilde{n} \, dx$$

(28)

\(^2\)https://bitbucket.org/aneic/meshtool/src/master/
Figure 1: Schematic representation of the \( v_f \) distribution associated to an obstacle, which is represented by the red line, at a fixed point time \( t \).

Accuracy of these approximations are dependent on \( K \) as well as the mesh size \( h \), see \([29, 37, 41]\).

2.5. Numerical Solution Strategy

CFD simulations often require highly resolved meshes and small time step sizes. Thus, efficient and massively parallel solution algorithms for the linearized system of equations become an important factor to deal with the resulting computational load. Spatio-temporal discretization of all PDEs and the solution of the arising systems of equations relied upon the Cardiac Arrhythmia Research Package (CARPentry), see \([55]\). For temporal discretization of the NSB equations we used the implicit generalized-\( \alpha \) method with a spectral radius \( \rho_\infty \in [0, 0.5] \). It has been demonstrated in \([56]\) that, for linear problems, second-order accuracy, unconditional stability, and optimal high frequency damping can be achieved. More recently, it was shown in \([57]\) that the same holds for the Navier-Stokes equations. After discretization in space as described in Section 2 and temporal discretization using the generalized-\( \alpha \) integrator we obtain a nonlinear algebraic system to solve for advancing time from timestep \( t_n \) to \( t_{n+1} \). A quasi inexact Newton-Raphson method is used to solve this system with linearization approach similar to \([35]\) adapted to the NSB equations. More specific, following \([35]\) we dropped the terms \((21)\)–\((22)\) from Jacobian evaluation, approximated every occurrence of \( u_h^{k+1} \nabla u_h^{k+1} \) or \( u_h^{k+1} \nabla w_h \) as \( u_h^k \nabla u_h^{k+1} \) and \( u_h^k \nabla w_h \), and lagged values for \( \tau_{SUPS} \) and \( \nu_{LSIC} \) by one Newton iteration. Having that, at each iteration a block system of the form

\[
\begin{bmatrix}
K_h & B_h \\
C_h & D_h
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\Delta p
\end{bmatrix}
= -
\begin{bmatrix}
-R_{upper} \\
-R_{lower}
\end{bmatrix},
\]

must be solved with \( K_h, B_h, C_h, \) and \( D_h \) denoting the Jacobian matrices, \( \Delta u, \Delta p \) representing the velocity and pressure updates and \( R_{upper}, R_{lower} \) indicating the residual contributions. In this regard we use the flexible generalized minimal residual method (fGMRES)
and efficient preconditioning based on the PCFIELDSPLIT package from the library PETSc [58–60] and the incorporated suite HYPRE BoomerAMG [61]. By extending our previous work [46, 62, 63] we implemented the methods in the finite element code Cardiac Arrhythmia Research Package (CARPentry) [55, 64]. Parallel performance and scalability of CARPentry has been previously investigated in [62] and in [46] for the CFD module. Additionally, in 3.1 we included new scaling data.

3. Numerical Examples

3.1. Moving Sphere Benchmark

To assess the spatial accuracy of our method we performed a simple benchmark problem featured in [65, 66]. A sphere of diameter $D$ is submerged into a cube of dimensions $4D$ and oscillates along the $x$-axis according to

$$x_c(t) := x_c(0) + A_0 (1 - \cos(2\pi f_0 t)),$$

with $x_c(t)$ being the $x$-coordinate of the sphere’s center, $A_0$ being the amplitude, and $f_0$ frequency. The velocity of the sphere is deduced as $v_c(t) := 2\pi f_0 A_0 \sin(2\pi f_0 t)$. Following [66] we set $A_0 = 0.125$, $f_0 = 0.1$. The simulation time was chosen as $[0, 10]$s, diameter of the sphere as $D = 1$ m, density $\rho = 1$ kg m$^{-3}$, and viscosity $\mu = 1 \times 10^{-3}$ Pa s. This corresponds to a Reynolds number of 78.54. We generated successively refined hexahedral meshes with $N = 6859$ (very coarse), $N = 117649$ (coarse), $N = 970299$ (medium), and $N = 7880599$ (fine) elements. As previously noted, convergence w.r.t. volume penalization is of order $O(K)$. Thus for assessing spatial accuracy we fix $K = 1 \times 10^{-10}$. Similarly, for the second-order generalized-$\alpha$ time integrator we chose $\rho_{\infty} = 0.5$ and a time step size of $\Delta t = 1$ ms. Calculations were performed on the Vienna Scientific Cluster 4 (vsc4) as described in 2.5 with a relative Newton-tolerance per time step of $1 \times 10^{-6}$. This resulted on average in four Newton iterations per time step with an average of 13.8 fGMRES iterations per Newton iteration for each discretization level. From this simulations we calculated the fluid forces as described in 2.4 and similar to [66] evaluated the $2\delta$-discontinuity for the drag and lift force $C_{2\delta} := |C^{n+1} - 2C^n + C^{n-1}|$ with $C$ being either the $x$-coordinate (drag) or $y$-coordinate of the force vector $F$. Figure 2b) depicts a log-log plot of best-fit curves w.r.t. mesh size of the root mean square of $C_{2\delta}$. Additionally we compared the $L_2$ norms of $u$ and $p$ against the solutions on the finest grid and averaged the errors over all time steps to extract an average estimated order of convergence ($eoc$). Table 1 and Figure 2b) show the results obtained in this experiment. Further, Figure 2a) shows a strong scaling graph of the average time for performing one fGMRES iteration on the finest grid plotted against the number of MPI threads, and Figure 2c) and d) show velocity streamlines colored with pressure at $t = 2.5$ s and $t = 5$ s.

3.2. Torus Benchmark

For emphasizing the differences between classic mesh convergence studies and LES type convergence studies, we conducted an experiment using a three dimensional torus geometry

---

3https://www.mcs.anl.gov/petsc/petsc-current/docs/manualpages/PC/PCFIELDSPLIT.html
Table 1: Convergence for the moving sphere benchmark. Norms are taken as averages over all time steps.

|              | $\|u - u_h\|_{2,\text{avg}}$ | eoc | $\|p - p_h\|_{2,\text{avg}}$ | eoc |
|--------------|-------------------------------|-----|-------------------------------|-----|
| very coarse  | $2.11 \times 10^{-2}$         | 8.21 | $10^{-5}$                     | 8.21 |
| coarse       | $6.54 \times 10^{-3}$         | 1.69 | $3.297 \times 10^{-5}$       | 1.31 |
| medium       | $1.76 \times 10^{-3}$         | 1.89 | $1.093 \times 10^{-5}$       | 1.59 |

Figure 2: Results for the moving sphere benchmark. Subfigure a) shows a strong scaling plot of the average time of performing one fGMRES iteration, subfigure b) shows the best-fit curves for the $2\delta$-discontinuity for drag and lift, subfigure c) shows the instantaneous velocity streamlines at $t = 2.5$ s, and subfigure d) shows the instantaneous velocity streamlines at $t = 5$ s both colored with pressure.
representing a mock model of a human artery tract. Two different setups were used, see Figure 3, to compare mesh convergence properties of the NSB model to those of the pure NS model. For both setups three different finite element mesh resolutions, coarse (ref0), medium (ref1) and fine (ref2) were used, see Table 2. All simulations were carried out using a density of $\rho = 1060 \text{ kg m}^{-3}$ and a viscosity of $\mu = 4.0 \times 10^{-3} \text{ Pa s}$. Two different cases were considered: A laminar case with a constant inflow flow rate of $2.4 \times 10^{-7} \text{ m}^3\text{s}^{-1}$, resulting in a Reynolds number of $Re = 20$. A pulsatile case driven by a sinusoidal inflow with a peak flow rate of $4.7 \times 10^{-5} \text{ m}^3\text{s}^{-1}$ and a period of 60 bpm yielding a Reynolds number of $Re = 4000$. Both cases were simulated for a total duration of 4 s, which corresponds to 4 periods of the pulsatile inflow. The time step size was $5 \times 10^{-4} \text{s}$ in the laminar case and $1.25 \times 10^{-4} \text{s}$ in the pulsatile case.

| NS setup | NSB setup |
|----------|-----------|
| ![Image](image1.png) | ![Image](image2.png) |
| ![Image](image3.png) | ![Image](image4.png) |

Figure 3: a) Three dimensional torus geometry with a total length of 8 cm and a pipe diameter of 0.4 cm featuring two different setups. NS setup: A pure Navier-Stokes simulation. NSB setup: A Navier-Stokes-Brinkman simulation including an obstacle with a thickness of 0.1 m blocking the upper pipe of the torus geometry. b) Pressure field for NS and NSB setup. c) L2 norm of the velocity field for NS and NSB setup.

To ascertain that numerical errors due to the iterative solution is negligible relative to errors due to mesh discretization, in every Newton-Raphson step iterations were carried out until full convergence was achieved. As convergence criterion for Newton’s method we used the relative residual of the nonlinear system. Full convergence was declared when the relative residual was smaller than $1.0 \times 10^{-5}$. As a first step, mesh convergence was assessed by calculating the ratio $R$ of solution changes between mesh refinement levels, as proposed in [67], see (B.1). For a detailed discussion about the methods used to evaluate mesh convergence see Appendix B. Convergence behavior can be classified into three categories.
depending on the ratio $R$:

\[
R \in (0, 1) \quad \text{monotonic convergence}
\]

\[
R \in (-1, 0) \quad \text{oscillatory convergence}
\]

else divergence.

Considering the total number of nodes from Table 2 using (B.6), or straightforward calculation from the average edge length yields an effective refinement ratio of $r_{\text{eff}} \approx 2$.

Table 2: Different FE mesh resolutions used in mesh convergence study

| # nodes        | ref0  | ref1  | ref2  |
|----------------|-------|-------|-------|
| # elements     | 18844 | 126841| 926394|
| average edge length [cm] | 0.054 | 0.028 | 0.014 |

To get a good overview, we chose to study convergence in terms of five different physical quantities:

- The $L_2$ norm of the flow velocity, $\|u(t, x)\|_2$.
- The pressure field, $p(t, x)$.
- The maximum pressure, $p_{\text{max}}(t) = \|p(t)\|_\infty$.
- The pressure drop across the obstacle, $\Delta p(t)$.
- The flow through the obstacle, $q(t) = \int_A u(t, x) \cdot n_A \, ds_x$ with $A$ being a surface and $n_A$ its outer unit normal vector.

Demonstrating point-wise convergence for every time step proved to be a challenging task, in particular with regard to fluid velocity. Nevertheless, histograms in Figure 4 and Table 3 indicate that there are no relevant differences in mesh convergence between the NS and NSB setup.

Point-wise convergence is particularly challenging to obtain. Therefore we considered alternative metrics such as the assessment of convergence based on a global convergence ratio $\langle R(t) \rangle$ as proposed in [67], or the usage of (B.1) based on a derived physical quantity. The global convergence ratio regarding the pressure and velocity solutions, shown in Figure 5, indicates convergence for every time step in the laminar case and for almost every time step in the pulsatile case. Furthermore, NS and NSB setup perform equally well, which is consistent with the results shown in Figure 4 and Table 3. However, from the definition of $\langle R(t) \rangle$ in
Figure 4: Histograms showing the distribution of point-wise $R$ values of all time steps, comparing the NS and NSB setup for $\|u(t, x)\|_2$ and $p(t, x)$.

Table 3: Percentage of $R$ values from fig. 4 that fall within a $[-1, 1]$ interval, rounded to whole numbers.

|                | laminar $Re = 20$ | pulsatile $Re = 4000$ |
|----------------|-------------------|------------------------|
|                | pressure    | velocity   | pressure    | velocity   |
| NS setup       | 100%        | 82%        | 92%         | 64%        |
| NSB setup      | 100%        | 84%        | 89%         | 66%        |
(B.3) it is evident that $\langle R(t) \rangle \geq 0$. Thus, using the global convergence ratio monotonic convergence cannot be distinguished from oscillatory convergence.

Further analysis of accuracy dependence on mesh resolution was carried out by evaluating the grid convergence index (GCI), see (B.7) [68] and by determining the order of convergence following [69], see (B.5). Results are presented in Table 4 as mean values over time with the respective standard deviation indicating the total range of data. According to these metrics for the laminar case the convergence rate was excellent, with $<2.7$ for all quantities and all time steps. The convergence ratio indicated monotonic convergence for all cases and the GCI suggested very low uncertainty. For the pulsatile case however, lower convergence rates with higher standard deviations were found. The convergence ratio indicated monotone convergence for the flow rate and monotone/oscillatory convergence for the pressure drop. The higher standard deviation of the convergence rate of the maximum pressure in both setups suggests not convergent behavior in some time steps. The GCI suggests an increased uncertainty for all quantities.

In LES type models, the resolution of solution quantities is fundamentally linked to the numerical method used, which can cause traditional mesh convergence criteria to fail as soon as turbulence occurs, see Appendix B. To remedy this problem [70] proposes the use of a measure of turbulence resolution $M$, see eq. (B.10), utilizing the fraction of turbulent kinetic energy resolved by the grid in question. $M$ represents the amount of turbulent kinetic energy, that is not resolved by the computational grid. In [70] a threshold of $M < 0.2$ is used to

---

4The surface used to calculate the flow through the obstacle was placed closely behind the obstacle in flow direction. This is necessary, because the velocity inside the obstacle has to be interpreted as an averaged quantity (see section 2) and a flow calculation in the solid or porous domain may not yield a flow in the traditional sense.
classify a LES solution as well resolved. Figure 6a shows the percentage of elements that meet the criterion, and Figure 6b depicts the average value of $M$ for all three grid resolutions. From that we deemed the solutions on the finest grid well resolved.

### 3.3. FDA Round-Robin Benchmark

In this section the applicability of our approach is demonstrated using a standard benchmark study initiated by the FDA [36] and also studied elsewhere [71, 72] with the aim to evaluate the suitability of using CFD simulations in the regulatory safety evaluations. We use the benchmark models of a typical centrifugal blood pump for which extensive experimental measurements on velocities and pressures were provided to support CFD validation. The centrifugal blood pump consists of the two main components housing and rotor. Blood enters the housing through a curved inlet tube, where it meets a hub and rotor blades rotating the blood within the housing. Blood exits the pump through a diffuser and continues into the outlet. A schematic is shown in Subfigure 7A and Subfigure 7B. For a detailed description of the setup we refer to here [73]. Experimental data for six scenarios of differing rotor speed and inflow rates, summarized in Table 5, are available. Using the provided CAD files of the setup a computational mesh of the housing along with a surface mesh of the rotor disk was created using Meshtool [52]. Mesh convergence was investigated using Pope’s criterion $M$ as described in Appendix B.1. We performed simulation experiments on the most demanding case 6 on various refined meshes until $M < 0.2$. Here, we calculated an space and time-averaged value of $M$ using the last 8 revolutions in time and the whole computational domain in space. Values for $M$ on the finest grid are depicted in Table 7. The resulting mesh was then used for the entire benchmark. The final computational mesh, consisting of tetrahedral and prismatic elements, comprised around six million finite elements and one million nodes.

The rigid body movement of the rotor disk was pre-calculated. For every point $\mathbf{x}$ on the
rotor surface a rotation around the z-axis is performed with the angle \( \theta(t) \) defined as

\[
\theta(t) := \begin{cases} 
2\pi \left(2t^3 - 3t(5 + ft)T_a + (10 + 7ft)T_a^2 - 4fT_a^3\right) & \text{for } t < T_a, \\
2(\pi + f\pi(t - T_a)) & \text{else}
\end{cases}
\]

where \( T_a \) denotes the end time of ramp-up phase and \( f \) denotes the frequency. The velocity at a given radius was calculated then as \( \mathbf{v} := \mathbf{\omega} \times \mathbf{r} \) with \( \mathbf{\omega} = \frac{\partial \theta}{\partial t} \mathbf{e}_z \) and \( \mathbf{r} \) denoting the distance from the point \( \mathbf{x} \) on the rotor surface to the barycenter of the disk. For calculating the permeability areas we adapted the procedure outlined in Section 2.3 as follows:

- At every time instant we update the nodes of the surface mesh with the precalculated new positions,

- The obstacle velocity \( \mathbf{u}_s \) is calculated on the fly as projection of the velocity \( \mathbf{v} \) onto the computational mesh using a radial basis function projector [74].

Due to the periodicity of the movement we only calculated the permeability distribution for the ramp-up phase plus one revolution and then extended the permeability distribution periodically. The obtained permeability distribution is illustrated in Subfigure 7E. While blood is known to display non-Newtonian behavior [75], experimental studies [76] showed that at high shear rates, higher than 100 s\(^{-1}\) as in this benchmark, the viscosity of human blood with physiological hematocrit reaches a constant value. Thus, the choice of a Newtonian model for the benchmark is well justified. In our benchmark simulations values of \( \rho = 1035 \text{ kg m}^{-3} \) and \( \mu = 3.5 \times 10^{-3} \text{ Pa s} \) were chosen for fluid density and dynamic viscosity, respectively in accordance with the simulation parameters given out by the FDA. No-slip boundary conditions were applied on the housing wall. Across the cross section of the
inlet a parabola-type inflow condition scaled to the inflow rate in Table 5 was defined and smoothly increased to its nominal value at $t = T_a$. Shapes of the inflow parabolas were inferred from data sets published in [77]. At the outlet of the pump housing a directional-do-nothing boundary condition [40] was imposed. For cases 1 and 2 a fixed time step size of $\Delta t = 0.048\,\text{ms}$ was chosen while in all other cases a value of $\Delta t = 0.0286\,\text{ms}$ was used. This temporal discretization led to 500 time steps per revolution in cases 1 and 2, and to 600 time steps per revolution otherwise. The penalization parameter $\hat{K}$ was chosen as $10^{-9}$ in all cases and a spectral radius of $\rho_\infty = 0.2$ was chosen for the generalized-$\alpha$ integrator leading to a stable performance of the simulator over all simulation setups, see also [56]. Overall, a total of 11000 and 13200 time steps were computed for cases 1 and 2 and all other cases, respectively. This corresponded to 2 full revolutions of the ramp-up phase and 20 revolutions with a constant angular velocity in all cases. Computations were carried out on the Vienna Scientific Cluster 4 (VSC4) using 1200 MPI processes. On average, 5 Newton-Raphson iterations per time-step were needed to obtain a relative residual of $< 10^{-5}$ and 20 s to complete one time step. The total compute times for the cases ranged between 60 h to 70 h for the different cases. In a post-processing step the following derived quantities were calculated:

1. The pressure head $\Delta p$ between the outflow and the point $p^*$ depicted in Subfigure 7B based on the time-averaged pressure over the last two revolutions.
2. The shaft torque defined as

$$T := \left\| \int_\Omega \mathbf{r}(x) \times \mathbf{\sigma}(\mathbf{u}, p) \hat{\mathbf{n}} \, \mathrm{d}x \right\|$$

with $\mathbf{r}$ denoting the distance of a point $\mathbf{x}$ on the rotor surface and the shaft mount, coinciding with the origin, and $\hat{\mathbf{n}}$ denoting the approximation to the outer unit normal of the rotor surface as described in 2.4. Again, velocity and pressure were take as time-averaged over the last two revolutions.
3. The wall shear stress over the pump housing rim, see Subfigure 7D, based on the time-averaged velocity over the last two revolutions.

Figure 8 shows the time evolution of the pressure at point $p^*$ and the outlet for case 5. It can be seen that a quasi steady state was reached after the 8th revolution. Velocity and pressure fields for case 5 over a cross-section are shown in Figure 9. From the representation by means of velocity vectors it can be observed that once the fluid has left the low-velocity inflow region, fluid particles are accelerated by the rotor blades and start to follow a circumferential path. The rotor blades create regions of high pressure in front of them, especially at their tips where the velocity of the blade is the highest, leaving regions of lower pressure behind them. The velocity field behaves accordingly. Higher velocity values are observed in the wake of the blades. The velocity vectors at the outflow are well aligned with the outflow direction, thus reducing the amount of turbulence in this critical area. In the extended outflow region the tube radius increases, the flow velocity drops and emerging turbulence rises, as expected. Post-processing results are shown in Table 6. Comparing with existing results, see [36], we conclude that the computed values for the pressure head are in agreement.
with measured values for cases 1 – 5. The values for case 6 are not in agreement with measured values, possibly due to insufficient mesh resolution. Additionally, we performed a quantitative comparison between a particle image velocimetry (PIV) data set, released as part of the benchmark by the FDA, and our simulations. For PIV comparisons we relied on data published as .xlsx files on the FDA website [https://ncihub.org/wiki/FDA_CFD/ComputationalRoundRobin2Pump/PumpData](https://ncihub.org/wiki/FDA_CFD/ComputationalRoundRobin2Pump/PumpData). We compared against PIV data for the first quadrant of the blade passage plane by extracting the velocity components along the red line depicted in Figure 7A. Figure 10 and Figure 11 show a comparison of the velocity magnitudes along the radial line in the pump housing as depicted in Subfigure 7A. We used the following definitions for mean velocity magnitude and standard deviation:

\[
\bar{u}_{\text{abs}}(x) := \frac{1}{t_{\text{end}} - t_{\text{start}}} \int_{t_{\text{start}}}^{t_{\text{end}}} \|u(t, x)\| \, dt,
\]

\[
\sigma(x) := \sqrt{\frac{1}{t_{\text{end}} - t_{\text{start}}} \int_{t_{\text{start}}}^{t_{\text{end}}} (\|u(t, x)\| - \bar{u}_{\text{abs}}(x))^2 \, dt},
\]

where \(t_{\text{end}}\) was chose as end point of the last revolution and \(t_{\text{start}}\) was chosen as starting point of the 18th revolution. From the comparison we can conclude, that the CFD simulations and the PIV measurements agree reasonably well within the error bound of the CFD simulation for cases 1 – 5, while case 6 shows less agreement. This may again be attributed to insufficient mesh resolution. Values for torque or wall shear stresses have not been published yet and as such could not be used for validation. Videos showing the flow field evolution have been generated for all six cases and are provided in the supplementary material.

| Case | Inflow [l min\(^{-1}\)] | Rotational Speed [rpm] |
|------|-------------------------|------------------------|
| 1    | 2.5                     | 2500                   |
| 2    | 6.0                     | 2500                   |
| 3    | 2.5                     | 3500                   |
| 4    | 4.5                     | 3500                   |
| 5    | 6.0                     | 3500                   |
| 6    | 7.0                     | 3500                   |

4. Discussion

In this study we report on the development of a novel method for flow obstacles in context of CFD simulations based on a stabilized finite element discretization of the NSB equations. We evaluated numerical efficiency and accuracy of the method by carrying out simulations of one standard benchmark and two relevant application scenarios.

We introduced suitable modifications of the RBVMS formulation and implemented a procedure for immersing (moving) rigid objects into an existing Eulerian computational
Figure 7: FDA round robin benchmark setup: Subfigure A depicts a Top/Front/Side view of the blood pump housing. Note that the geometry origin coincides with the rotor hub mounting point. Additionally, Subfigure A shows a radial line (in red) at angle $\phi = 45^\circ$ with origin $(0, 0, 0.006562)$ and radius $r$ varying from 0.006 to 0.03 m. This line is used for PIV data comparison. Subfigure B shows the overall shape of the blood pump housing marked velocity inlet and pressure outlet. Additionally, Subfigure B indicates the point $p^* = (0, 0, 0.175 \text{ m})$ used for calculating the pressure head $\Delta p$ between $p^*$ and the outlet. Subfigure C displays the blade passage slice defined as the plane $z = 0.006562 \text{ m}$. Subfigure D shows the rim surface used to calculate the wall shear stress. Lastly, Subfigure E shows the immersed rotor (opaque gray) in the computational mesh. The colors indicate the permeability distribution $K$. Subfigures A – D have been taken and adapted from the data set provided by the FDA [73].
Figure 8: Pressure evolution as a function of time for 22 revolutions (including 2 revolutions startup phase) for case 5. Four values for pressure heads at the beginning of a specific revolution are indicated with arrows. The green curve represents zero-pressure at the outlet and the orange curve shows the pressure at the inlet measurement probe located at \( p^* \) as depicted in Subfigure 7B.

Figure 9: Velocity and pressure fields for case 5 on the blade passage slice \( z = 6.562 \times 10^{-3} \) m at time \( t = 268.57 \) ms.
Table 6: Time-averaged pressure head over last two revolutions, time-averaged wall shear stress magnitude over the housing rim and shaft torque for all 6 FDA simulation cases.

| Case | Pressure Head [mmHg] | Torque [N m] | Wall Shear Stress [Pa] |
|------|---------------------|--------------|-----------------------|
| 1    | 179.68              | 5.1 \times 10^{-3} | 20.26 |
| 2    | 75.10               | 1.09 \times 10^{-2} | 28.24 |
| 3    | 424.41              | 4.00 \times 10^{-3} | 23.96 |
| 4    | 353.49              | 1.20 \times 10^{-2} | 29.04 |
| 5    | 297.52              | 1.49 \times 10^{-2} | 32.51 |
| 6    | 280.72              | 1.65 \times 10^{-2} | 34.95 |

Table 7: Space and time-averaged values of Pope’s criterion $M$, averaging over the whole domain spatially and the last 8 revolutions in time.

| Case | $M$ |
|------|-----|
| 1    | 0.124 |
| 2    | 0.137 |
| 3    | 0.151 |
| 4    | 0.162 |
| 5    | 0.192 |
| 6    | 0.201 |

mesh. To the best of the authors knowledge, there has not been an attempt in existing literature to solve the NSB equations with an RBVMS formulation.

The NSB equations are strongly linked to immersed boundary methods. However, for NSB equations the penalization of obstacles is introduced on the continuous level using discontinuous masking functions. Furthermore, as opposed to IBM they can be derived from first principles in physics, obeying Darcy’s law inside of the obstacle and the NS equations outside, and rigorous mathematical proofs exists showing existence and behavior of solutions in the case of $\lim_{K \to 0}$ with a model error independent of discretization [37, 41, 42]. Additionally, immersed boundary methods introduce penalization on the discrete level by generating suitable body forces mimicking the action of the obstacle. They are tailored to Cartesian grids, stemming from their use with finite volume methods. Care must be taken in choosing the right interpolation algorithm [66, 78, 79]. The translation to unstructured grids while straightforward with the NSB equations is still under development for IBM methods [80, 81]. On the other hand, the NSB equations bear similarity between the resistive immersed surface method (RIS) [22] or resistive immersed implicit surface method (RIIS) [82]. The important difference lies in penalizing on the continuous level through the introduction of a Dirac-Delta function acting on the surface alone, and can be seen as a limiting case of the NSB equations, see [83]. While being a very competitive choice for thin structures like heart valves, these methods can not be used for modeling thicker objects like rotary blood pumps. Furthermore, the introduction of Dirac-Delta functions, being not a function but a distribution, limits the regularity of solutions, and appropriate approximations of the Dirac functions have to be implemented see [82, 84].
(a) Case 1

(b) Case 2

Figure 10: Comparison of PIV data with CFD data for 2500 rpm. Blue line indicates $u_{\text{abs}}$, orange line indicates the PIV data, and the shaded gray area corresponds to $u_{\text{abs}} \pm \sigma$ defined in (31) and (32).

As the NSB equations are obtained by adding a Darcy drag term to the classical Navier Stokes equations the approach lends itself easily to extend existing finite element based CFD solver. All required steps are implemented purely on the element level and as such are well suited for single-core as well as highly parallel HPC simulations. The presented approach offers benefits in scenarios where the kinematics of the moving object is cyclic, such as the repetitive closing of heart valves or the rotation of a blood pump at regular angular velocity. In such scenarios Arbitrary Eulerian Lagrangian methods would fail – without any additional potentially expensive remeshing – due to a change in topology of the domain over time. The proposed RBVMS formulation offers stabilization and turbulence modeling without introducing any additional equations and without the need for tuning parameters. For generating the time varying permeability fields we implemented an algorithm based on ray tracing. This can be done either on-the-fly or in a pre-processing step. When dealing with cyclic motions of an obstacle or when using image-driven kinematics models of cyclic motions such as a heart beat, it is computationally advantageous to compute permeability fields for one cycle in a pre-processing step and reuse the pre-computed fields in subsequent cycles.

Our first benchmark shows, that almost optimal convergence orders, $h^2$ for velocity and $h^3$ for pressure in the $L_2$-norm, can be achieved, see [85]. For further improving convergence rate it is easy to incorporate a smoothed penalization field as has been recently shown in [86]. Our numerical experiments and validation studies, like the round-robin FDA benchmark, indicate that our method is robust and sufficiently accurate. Our method performed particularly well in the medium-range Reynolds number regime, but accuracy degraded when applied in a higher Reynolds number regime, as indicated in Appendix A.2. In our view this does not indicate a fundamental limitation of the method per se. Rather, we believe that degradation in accuracy is attributable to the mesh resolution used which might be too coarse for a higher Reynolds number regime. However, owing to the cost of repeating simulations at even higher spatial resolution this has not been thoroughly investigated and will be addressed in further works.
Figure 11: Comparison of PIV data with CFD data for 3500 rpm. Depicted are the same graphs as in Figure 10.
Another major limitation relates to the underlying assumption of negligible coupling between immersed obstacle and fluid. In our formulation the kinematics of obstacles over time is assumed to be given \textit{a priori} and is not influenced in any way by the motion of the surrounding fluid. Thus the motion of obstacles can be prescribed. Such a non-FSI approach having a given prescribed motion acting on the surrounding fluid is suitable mostly when considering stiff objects like wind turbines, rotary blood pumps, or stiff prosthetic heart valves. When soft biological tissues are considered such as heart valves the method is limited, but may still be applicable depending on the specifics of the physical effects under investigation. For instance, if the influence of a heart valve in a given configuration, i.e. in a closed or open state, upon hemodynamics is under investigation, our method is perfectly suitable. In pathological cases valves can be approximate quite well as stiff objects as they tend to be very stiff and do not undergo any large deformations. On the other hand, the behavior of healthy valves is close to a perfect diode, that is, in the open state the valve does not impose any obstacle to flow and in the close state any flow is impeded. If the transient flow-driven motion of the valve when switching from one configuration, the surface traction on the leaflets of the valves due to the flow or the high frequency wave-like motion of the valves within an outflow jet are of interest, our method in its current implementation is not suitable. If one is therefore interested in the effect of a fluid on an obstacle, that is deformed or co-transported by the fluid, and in resolving detailed multi-physics mechanisms around the fluid-obstacle interface, other fully coupled standard FSI approaches are the way to go in our opinion.

In subsequent works we plan to extend our current methodology to moving fluid domains in the context of image-driven kinematic models of four chamber heart simulations. A further focus will be on investigating methods towards achieving a bidirectional coupling where kinematics of an obstacle can be governed by pressure gradients, for instance, where motion of a heart valve is governed by the pressure difference between cardiac chamber and outflow tract.
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Appendix A. Validation Study CFD

In collaboration with the Medical University of Vienna, Austria we conducted an experimental validation study to show the correctness of our in-house CFD solver.

Appendix A.1. Experimental PIV Setup

A planar Particle Image Velocimetry (PIV) system (Dantec Dynamics, Skovlunde, Denmark) was used to capture flow patterns within a transparent human aortic block model (root diameter 19.5 mm) created using a lost core technique [87]. Three fields of view were used: A global view of the aortic arch and two vertical close-up views of the aortic root. For controlled inflow conditions into the model a straight inflow cross section (diameter \(d = 30\) mm, length \(l = 670\) mm \(\approx 22d\)) was applied. A continuous (Medtronic HVAD, Medtronic Inc., Dublin) and a piston pump (SuperPump, ViVitro Labs Inc., Victoria, BC, Canada) were used to generate stationary and pulsating inflows. A 40\% glycerol-water mixture (density \(\rho = 1060\) kg m\(^{-3}\), dynamic viscosity \(\mu = 4.0 \times 10^{-3}\) Pa s) seeded with PIV particles (PSP-20, medium diameter 20 \(\mu\) m, polyamide 12, Dantec Dynamics A/S, Skovlunde, Denmark; seeding density 10-25 particles/interrogation area) was used as blood mimicking fluid. The particles inside the article were illuminated by a pulsed laser (NANO L 20-100 PIV Nd:YAG double oscillator laser system, Litron Lasers, Rugby, UK), and the image data was recorded with a high speed camera (SpeedSense9020 , Vision Research, NJ, USA) with a resolution of 1152 x 896 pixels at a rate of 50 Hz.

Figure A.12: Sketch of the pulsatile (A), continuous (B) flow setup used for PIV measurements and images of the actual model (C) and during PIV measurement (D)

The steady state flow was averaged over 4 s and for pulsating flows a phased averaging over 12 beats (100 images per beat) was applied. The timing of the laser pulses was individually selected based on the one-quarter displacement rule [88] with values in the range of 200\(\mu\)s to 1400\(\mu\)s. Flow velocity calculations were performed in DynamicStudio (v3.41, Dantec Dynamics, Skovlunde, Denmark) using adaptive correlation algorithms with a 32x32 pixel interrogation area and 50\% overlap. The vector maps were exported to Matlab (The MathWorks, Inc. Natick, MS, USA) for further analysis. A controller board (DS1103 PPC Controller Board, dSPACE GmbH, Paderborn, Germany) was used to record hemodynamic parameters at 100 Hz. Disposable pressure transducers (TruWave, Edwards Lifesciences
LLC, Irvine, CA, USA) and transducer amplifiers (TAM-A, Hugo Sachs Elektronik - Harvard Apparatus GmbH, March-Hugstetten, Germany) were used to record pressures; ultrasonic transit time clamp on flowmeters (Transonic H16XL flow probes, HT110R flowmeters, Transonic Systems Inc., Ithaca, NY, USA) were used to measure flows.

Table A.8: Reynolds numbers and flow rates of the applied conditions. Last two cases were only available under pulsatile conditions.

| Reynolds Number | Peak flow [l min$^{-1}$] | Piston Pump Stroke Volume [ml] |
|-----------------|---------------------------|-------------------------------|
| 750             | 1.8                       | 4.0                           |
| 1500            | 3.5                       | 8.7                           |
| 2000            | 4.8                       | 11.7                          |
| 2300            | 5.4                       | 13.9                          |
| 3000            | 7.3                       | 18.4                          |
| 4000            | 9.5                       | 24.9                          |
| 6000*           | 14.2                      | 37.1                          |
| 8000*           | 19.1                      | 50.4                          |

Appendix A.2. Numerical Validation

We created a virtual setup with the provided CAD files used for 3D printing the experimental setup in Section Appendix A.1. The geometry is depicted in Figure A.13. The parameters, density $\rho = 1060$ kg m$^{-3}$, and viscosity $\mu = 4.0 \times 10^{-3}$ Pa s, for the CFD simulation were chosen in agreement with the PIV experiment. The boundary conditions were chosen according with the experimental setup, see color coding in Figure A.13. For the stationary cases a parabolic inflow profile was chosen as inflow boundary condition. For the transient cases two dimensional inflow profiles were recovered by polar interpolation of the one dimensional velocity data sampled from the two orthogonal PIV imaging planes at the inflow region as described in [89]. A mixed mesh consisting of tetrahedral and prismatic elements with an average edge length of 0.25 mm was generated with Meshtool from the provided CAD corresponding to $\approx 1200k$ nodes and $\approx 7000k$ elements. Both stationary and transient simulations simulations were ran from $t = 0$ to $t = 2$ s with a time step size of $\Delta t = 0.5$ ms. In the stationary cases the inflow rate was ramped up to its peak value, see Table A.8, and then left constant. In the transient cases the inflow profile was scaled to match the measured flow rate values and 4 periods were simulated. Simulation times for all experiments ranged at maximum up to 24 h. All simulations were executed on VSC4 using 1200 MPI processes with an average computation time per time step of $\approx 18$ s. As the computational geometry includes a very sudden narrowing, stationary inflow conditions with Reynolds numbers 2000 and higher displayed non stationary behavior after the sudden expansion of the artery model. However for the PIV comparison only flow phenomena occurring in the physiological part of the model were studied. Here, all stationary inflow conditions converged to a stationary flow field. Due to limited resolution and the reduced dimensionality of measured data a quantitative validation of the transient cases remained inconclusive. While computed flow patterns appear plausible and showed qualitative agreement with measurements, a full quantitative analysis requires further research. In the supplementary material we provide
videos display the temporal evolution of isosurfaces for the scaled $Q$-criterion for all pulsatile conditions. Figures A.14a–A.14e show an eyeball comparison of the scaled $Q$-criterion \[90\] for the stationary flow case defined as $Q_s := \frac{1}{2} (\|\Omega\|^2_{\|S\|_{F}} + 1)$ showing a good agreement for the lower Reynolds numbers and deteriorating with increasing inflow, see also [89]. Yet, as can be seen in Figure A.14f, the simulated velocity profiles follow the trend of the PIV data.

Appendix B. Methods for Studying Mesh Convergence

In this section we summarize the most important methods used for assessing mesh convergence. This methods are well known and widely used in the CFD community, see for example [25, 91–95].

Following [67], we use the convergence ratio $R$, (B.1), to guarantee mesh independence. For defining $R$ one needs three mesh refinement levels. Here we use the index 0 for the coarse mesh, 1 for the medium mesh, and 2 for the fine mesh.

$$R(t) := \frac{\varepsilon_{12}(t)}{\varepsilon_{01}(t)},$$

(B.1)

where

$$\varepsilon_{ij}(t) := S_{m_i}(t) - S_{m_j}(t).$$

(B.2)

In (B.2), $S_{m_i}$ stands for the quantity used to study mesh convergence. This includes any derived variable from a CFD simulation on mesh refinement level $m_i$, like flux, pressure drop at a certain location, but can also be used with the primal fields directly. In the latter, (B.1) is calculated for every point in space yielding a convergence ratio field $R(t, x)$. Point-wise calculation of $R$ can be problematic, as $\varepsilon_{12}$ and $\varepsilon_{01}$ can both go to zero. To handle this problem [67] proposes two strategies:

1. Consider $R(t, x)$ only in regions, where the solution changes are both non-zero.
2. Utilize the global convergence ratio $\langle R(t) \rangle$

$$\langle R(t) \rangle = \frac{\|\varepsilon_{12}(t)\|_2}{\|\varepsilon_{01}(t)\|_2}$$

(B.3)

The interpretation of $R$ and $\langle R \rangle$ is noted in (B.4), however one has to keep in mind, that oscillatory convergence cannot be differentiated from monotonic convergence with $\langle R \rangle$.

$$0 < R < 1 \quad \text{monotonic convergence}$$
$$-1 < R < 0 \quad \text{oscillatory convergence}$$
$$\text{else} \quad \text{divergence}$$

(B.4)

For a constant refinement ratio $r$ one can calculate the order of grid convergence following [69]:

$$\alpha(t) := \ln \left( \frac{\varepsilon_{01}(t)}{\varepsilon_{12}(t)} \right) / \ln(r)$$

(B.5)

For unstructured grids, the refinement ratio $r$ may be replaced by the effective refinement ratio $r_{\text{eff}}$, see [68], which is calculated from the total number of elements $N_{m_i}$ of the respective grids $m_i$ in the following fashion:

$$r_{\text{eff}} := \left( \frac{N_{m_{i+1}}}{N_{m_i}} \right)^{\frac{1}{p}},$$

(B.6)
where \( D \) is the space dimension.

Furthermore, one would like to give an error estimate concerning the mesh resolution error. To this end, we use the well known grid convergence index (GCI) following [68], which is calculated from two different mesh resolutions using the relative solution change \( \tilde{\epsilon} \)

\[
\text{GCI}_{i,i+1}(t) = F_s \frac{\tilde{\epsilon}_{i,i+1}(t)}{\rho \alpha(t)} - 1, \tag{B.7}
\]

\[
\tilde{\epsilon}_{ij}(t) = \frac{\epsilon_{ij}(t)}{S_{m_j}(t)}. \tag{B.8}
\]

Roache introduces the fudge factor \( F_s \) and recommends a value of \( F_s = 1.25 \), for mesh convergence studies using three or more mesh resolutions, see [96].

It is important to keep in mind, that the GCI is certainly not a bound on the error which cannot be exceeded, but a tolerance on the accuracy in which one may have a practical level of confidence, as Roache puts it in [68].

**Appendix B.1. Pope’s Criterion as a Measure of Turbulence Resolution**

In LES type formulations the resolved velocity field is fundamentally linked to the numerical method used, hence there is no notion of convergence to the solution of a partial differential equation [70]. This leads to the problem that mesh convergence often cannot be established by the methods discussed above for turbulent flow. To remedy this problem [70] proposes the use of a measure of turbulence resolution \( M \), see (B.10), utilizing the fraction of turbulent kinetic energy resolved by the grid in question. In order to obtain a point-wise measure, rather than the kinetic energy itself, the kinetic energy density \( K(x,t) \) is considered:

\[
K(x,t) = \frac{\rho}{2} u(x,t)^2. \tag{B.9}
\]

The resulting point-wise measure of turbulence resolution \( M \) reads:

\[
M(x,t) = \frac{K'(x,t)}{K_{\text{tot}}(x,t)}. \tag{B.10}
\]

Here \( K' \) is the turbulent kinetic energy of the residual motions, hence of the motions not resolved by the grid, and \( K_{\text{tot}} \) stands for the total kinetic energy. \( K_{\text{tot}} \) may be written as the sum of the resolved turbulent kinetic energy \( K^h \) and the not resolved turbulent kinetic energy \( K' \):

\[
K_{\text{tot}}(x,t) = K^h(x,t) + K'(x,t) \tag{B.11}
\]

The resolved turbulent kinetic energy \( K^h \) is calculated from (B.9) using the fluctuating part of the resolved fluid velocity \( u_f \), which is given by:

\[
u_f(x,t) = \overline{u^h}(x,t) - u^h(x,t), \tag{B.12}
\]

where \( \overline{u^h} \) is an average with respect to time. When considering a constant inflow \( \overline{u^h} \) is given by the standard mean over all time steps \( t = 1 \ldots T \), hence \( \overline{u^h} \) is not time-dependent:

\[
\overline{u^h}(x) = \frac{1}{T} \sum_{t=1}^{T} u^h(x,t). \tag{B.13}
\]
In the case of a pulsatile inflow however a phase average is considered:

\[
\bar{u}^h(x, t) = \frac{1}{n} \sum_{k=0}^{n-1} u^h(x, t + k\tau),
\]

(B.14)

where \( n \) is the number of cycles and \( \tau \) is the period. By the use of (B.10) a criterion for sufficient mesh resolution is given:

\[
M(x, t) \leq \epsilon_M
\]

(B.15)

In [70] a value of \( \epsilon_M = 0.2 \) is proposed, which corresponds to requiring a minimum of 80% of the total turbulence energy to be resolved.

**Appendix C. Computational Details Regarding Obstacle Representation**

Algorithm 1 schematically shows the calculation of the volume fraction distribution \( v_f(t, \tau) \) for one point in time. To capture moving obstacles, this procedure is repeated for every time-step. Note that, for a moving obstacle we need knowledge of the obstacle velocity \( u_s \), that can be computed from consecutive positions of the obstacle surface in a straight forward manner. Due to the assumption of a rigid obstacle, the interior velocity values can be obtained using radial basis function interpolation [74].

**Appendix D. Testing Darcy Behavior in the Low Permeability Regime**

In the following we examine the low permeability behavior of the NSB model. The theoretical analysis of the NSB equations [37] shows, that the Darcy drag term increasingly dominates the solution behavior as low values of permeability are approached. Darcy’s law is known to be valid for laminar flows and negligible inertia effects, for further information on the subject we refer to [97]. Therefore, it is important to choose an appropriate test case concerning the permeability value as well as Reynolds number in order to test low permeability characteristics of the NSB equations. Fortunately, one of the most popular applications of Darcy’s law is the experimental determination of permeability of a porous material, which makes for plenty of experimental validation data to choose from.

**Appendix D.1. Validation Experiment**

The experiment chosen for validation of the linear behavior in the Darcy regime was carried out in [98]. They set up an experimental rig (see fig. D.15) to measure the permeability of 45S5 Bioglass®-based scaffolds for bone tissue engineering. Two different samples of porous scaffold \( s_1 / s_2 \) of width \( d = 8 \) mm and thickness \( d_{s_1} = 8.52 \) mm / \( d_{s_2} = 8.11 \) mm respectively were placed in the permeability chamber. A continuous flow of deionized water (\( \rho = 1 \times 10^3 \) kg m\(^{-3} \), \( \mu = 1 \times 10^{-3} \) Pa s\(^{-1} \)) was pumped through the chamber employing different inflow rates (\( Q = 50 / 100 / 200 / 300 / 400 \) ml min\(^{-1} \)). Subsequently the pressure drop was measured and utilizing the integral form of Darcy’s law eq. (D.1) permeability estimates were computed from the experimental \( \Delta p - Q \) curves.

\[
Q = -\frac{KA}{\mu L} \Delta p
\]

(D.1)
Algorithm 1: volume_fractions

input : Mesh mesh, surface mesh surfmesh
output: Vector fractions containing a value $v_f$ for each mesh element

1. Build a k-d tree of the surface mesh elements;
2. tree ← FillKDtree(surfmesh);
3. Classify elements of mesh in inside, outside, or split;
4. Inside elements get $v_f = 1$, outside elements get $v_f = 0$;
5. ClassifyElements(tree, mesh, inside, outside, split);
6. Loop over elements that are split by at least one surface element;
7. for $\tau \in$ split do
8.     if $\tau = Tetrahedron$ then
9.         Split nodes of $\tau$ into inside and outside nodes;
10.        inside_nodes, outside_nodes ← InOutNodes($\tau$, inside, outside);
11.        Calculate enclosed volume with Möller-Trumbore ray-triangle intersection [50];
12.        enclosed_volume ← TetEnclosedVolume(inside_nodes, outside_nodes, tree);
13.        volume ← TetVolume($\tau$);
14.     end
15. else
16.     Split element into subtetrahedra and sum up the individual subvolumes;
17.     subtets ← SplitElem($\tau$);
18.     for $\pi \in$ subtets do
19.         inside_nodes, outside_nodes ← InOutNodes($\pi$, inside, outside);
20.         enclosed_volume + = TetEnclosedVolume(inside_nodes, outside_nodes, tree);
21.     end
22.     volume ← ElemVolume($\tau$);
23. end
24. fractions [$\tau$] = enclosed_volume / volume;
25. end
The resulting permeability values were $K_{s1} = 1.85 \times 10^{-9} \text{m}^2$ for sample one and $K_{s2} = 2.07 \times 10^{-9} \text{m}^2$ for sample two. The original pressure drop measurements are depicted in fig. D.16.

**Appendix D.2. Computational Experiment and Validation Results**

To recreate the validation experiment an in-silico model of the permeability chamber was constructed yielding a finite element mesh containing approximately $2.7 \times 10^6$ elements and $5 \times 10^5$ nodes, see fig. D.17. The narrowing of the pipe used in the original experiment to hold the scaffold in place is not required for the simulation and therefore omitted in the model. At the inflow a Dirichlet boundary condition was used to prescribe a constant inflow rate, while at the outflow a do-nothing outflow condition was used to emulate the free flow into the reservoir. The NSB simulation was set up using all parameters matching the validation experiment and furthermore taking the experimentally obtained permeability values as permeability input parameters for both samples respectively. All calculations reached a steady state after a maximum of 15 time steps, wherein the computation time for one time step was 1.3 seconds on average. After a steady state was reached, measurements were taken from the simulated pressure field to determine the pressure drop over the porous scaffold. The pressure measurement was carried out by taking an average over solution values from a randomly selected ensemble of nodes in the area of interest, which was a plane just in front of/behind the scaffold in the present case.

A least squares linear fit was performed using the simulated data points for both scaffold samples. The resulting $\Delta p - Q$ curves are plotted in fig. D.18 and clearly show the linear relation between pressure drop and flow rate that was sought to find. Furthermore a comparison between simulation results and experimental data is given, that shows good agreement. When compared by inspection one might suspect a slightly steeper slope of the experimental $\Delta p - Q$ curve compared to the slope of the simulated curve, which implies differing permeability values. Estimating the permeability using Darcy’s law eq. (D.1) from the simulated $\Delta p - Q$ curve yields permeability values, that are slightly higher than the experimentally found ones, which were used as input parameters. This discrepancy can be interpreted as a measure for the dominance of the Darcy drag term over the inertia and diffusion contributions of the NSB model. In practice, that means that the NSB model exhibits a slightly lower resistance to flow compared to the pure Darcy model using the same permeability value.

|        | Estimate from Simulation Data | Experiment / Simulation Input | rel. Error |
|--------|-----------------------------|-------------------------------|------------|
| $K_{s1}$ [m$^2$] | $2.1 \times 10^{-9}$ | $1.85 \times 10^{-9}$ | 12.65% |
| $K_{s2}$ [m$^2$] | $2.42 \times 10^{-9}$ | $2.07 \times 10^{-9}$ | 15.59% |

Table D.9: Comparison of permeability values estimated from simulation and the permeability values originating from the validation experiment [98] for both samples respectively.

5Reprinted from [98] with permission from Elsevier.
6Reprinted from [98] with permission from Elsevier.
Figure A.13: Geometry of the PIV benchmark study. No-slip boundaries are colored blue, inhomogenous Dirichlet surface is colored red, and directional do-nothing boundary is colored green.
Figure A.14: Quantitative comparison between PIV data and numerical simulation of scaled $Q$-criteria for stationary cases.
Figure D.15: Experimental rig used by [98] to measure permeability.

Figure D.16: Experimental pressure drop measurements for different inflow rates from [98].
Figure D.17: In-silico permeability chamber containing a porous scaffold (red) with inflow (green) and outflow (orange) boundaries.

Figure D.18: left: Simulated pressure drop versus inflow rate plotted together with a least squares linear fit for both samples. right: Comparison of simulated and experimentally measured [98] pressure drop.