3D radiative transfer simulations of Eta Carinae’s inner colliding winds – I. Ionization structure of helium at apastron
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ABSTRACT

The highly eccentric binary system Eta Carinae (η Car) shows numerous time-variable emission and absorption features. These observational signatures are the result of interactions between the complex three-dimensional (3D) wind–wind collision regions and photoionization by the luminous stars. Specifically, helium presents several interesting spectral features that provide important clues on the geometry and physical properties of the system and the individual stars. We use the SIMPLEX algorithm to post-process 3D smoothed particle hydrodynamics simulation output of the interacting winds in η Car in order to obtain the fractions of ionized helium assuming three different primary star (ηA) mass-loss rates. The resultant ionization maps constrain the regions where helium is singly- and doubly-ionized. We find that reducing ηA’s mass-loss rate (\( \dot{M}_{\eta A} \)) increases the volume of He\(^+\). Lowering \( \dot{M}_{\eta A} \) produces large variations in the volume of He\(^+\) in the pre-shock ηA wind on the periastron side of the system. Our results show that binary orientations in which apastron is on our side of the system are more consistent with available observations. We suggest that small variations in \( \dot{M}_{\eta A} \) might explain the observed increase in He\(^+\) absorption in recent decades, although numerous questions regarding this scenario remain open. We also propose that the absence of broad He\(^+\) lines in the spectra of η Car between its 1890’s eruption and ~1944 might be explained by ηB’s He\(^{0+}\)-ionizing photons not being able to penetrate the wind-wind interaction region, due to a higher \( \dot{M}_{\eta A} \) at that time (by a factor ≥2, compared to the present value).
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1 INTRODUCTION

Eta Carinae (η Car) is probably most famous for its ‘Great Eruption’ in the 1840s, when it temporarily became the second brightest non-solar-system object in the sky and ejected \( \sim 10–40 \text{ M}_\odot \), forming the dusty bipolar ‘Homunculus’ nebula [Davidson & Humphreys 1997; Smith et al. 2003; Gomez et al. 2014; Steffen et al. 2014]. Near the centre of the Homunculus lies η Car itself, an extremely luminous \( (L_{\text{total}} \gtrsim 5 \times 10^5 \text{ L}_\odot) \) and highly eccentric \( (e \sim 0.9) \) binary with a 5.54 yr orbit [Damineli, Conti & Lopez 1997; Hillier et al. 2001; Damineli et al. 2008; Teodoro et al. 2010]. The primary component, ηA, is a Luminous Blue Variable (LBV) and our closest example of a supermassive star \( (D \approx 2.3 \text{ kpc}; M_* \sim 100 \text{ M}_\odot; T_{\text{eff}} \approx 9400 \text{ K}; \text{Hillier et al. 2001; Smith 2006}) \). The secondary, ηB, is thought to be a hotter \( (T_{\text{eff}} \approx 36,000–41,000 \text{ K}), \) but less luminous \( (L_\star / L_\odot \approx 10^5–10^6) \), O- or Wolf Rayet-type star [Pittard & Corcoran 2002; Verney, Bruhweiler & Gull 2005; Hillier et al. 2006; Teodoro et al. 2008; Mehner et al. 2010].

Because they are so luminous, both components of η Car have powerful radiation-driven stellar winds. Multiwavelength observations obtained over the last two decades [Corcoran 2005; Hamaguchi et al. 2007; Damineli et al. 2008; Henley et al. 2008; Groh et al. 2010b; Corcoran et al. 2010; Gull et al. 2009; Teodoro et al. 2011; Teodoro et al. 2013] indicate that ηA’s slow, extremely dense wind \( (v_{\infty} \approx 420 \text{ km s}^{-1}; M_{\eta A} \approx 8.5 \times 10^{-4} \text{ M}_\odot \text{ yr}^{-1}; \text{Hillier et al. 2001; Groh et al. 2012}) \) collides with ηB’s less dense \( (M_{\eta B} \approx 1.4 \times 10^{-5} \text{ M}_\odot \text{ yr}^{-1}) \), but much faster \( (v_{\infty} \approx 3000 \text{ km s}^{-1}; \text{Pittard & Corcoran 2002; Parkin et al. 2009}) \), wind. This wind–wind collision (WWC) produces the shock-heated gas responsible for the observed time-variable 2–10 keV X-ray emission [Pittard & Corcoran 2002; Corcoran et al. 2008; Hamaguchi et al. 2007; Okazaki et al. 2008; Corcoran et al. 2010; Parkin et al. 2009, 2011; Hamaguchi et al. 2014] that is a key signature
of a colliding wind binary (Luo, McCray & Mac Low 1990; Stevens, Blondin & Pollock 1992).

The WWC, orbital motion, and presence of $\eta_B$ lead to numerous other forms of time-variable emission and absorption seen across a wide range of wavelengths (see e.g. Damineli et al. 2008a). Observational signatures that arise as a result of the WWC and $\eta_B$’s ionizing radiation are important for studying $\eta$ Car as they provide crucial information about the physical properties of the stars and the system as a whole. Three-dimensional (3D) hydrodynamical simulations show that the fast wind of $\eta_B$ has a significant impact on shaping the wind of $\eta_A$ (Okazaki et al. 2008; Madura 2010; Parkin et al. 2011; Madura & Grotch 2013; Madura et al. 2012, 2013; Russell 2013), affecting greatly the observed optical and ultraviolet (UV) spectra of the system, as well as the interpretation of various line profiles and interferometric observables (Groh et al. 2010a, 2012a). Recently, Clementel et al. (2014; hereafter C14) presented 3D radiative transfer (RT) simulations that illustrate the effects of $\eta_B$’s ionizing radiation on the outer regions of $\eta$ Car’s extended ($r \approx 1500$ au) colliding winds. However, to date there has been no detailed 3D RT modelling to determine the effects of $\eta_B$’s ionizing radiation on $\eta_A$’s inner wind, the inner wind–wind interaction region (WWIR), or the numerous observed emission and absorption lines that arise in the inner $\sim 150$ au of the system.

A very important series of spectral features that have fascinated and perplexed researchers of $\eta$ Car for decades are those due to helium. It was the periodic variation of the He i $\lambda$10830 emission line that originally led to the discovery of binarity in $\eta$ Car (Damineli 1996; Damineli, Conti & Lopes 1997), and it is the disappearance of the narrow emission-line component of He i $\lambda$46678 that is typically used to define the starting point of a 5.54 yr spectroscopic cycle (Damineli et al. 2008b). Present-day broad wind lines of He i, most notably $\lambda$7067, are thought to be excited by the UV radiation of $\eta_B$ and arise somewhere in/near the WWIR between the stars (Nielsen et al. 2007; Damineli et al. 2008b). Since the He i lines are recombination lines, they are produced in regions of He$^+$ rather than regions of neutral He. The locations of the strongest broad He i emission features are spatially unresolved in Hubble Space Telescope data, and almost certainly originate less than $\sim 100$–$200$ au from $\eta_A$ (Humphreys, Davidson & Koppelman 2008). The broad He i emission lines are consistently blueshifted throughout most of the 5.54 yr orbit and exhibit an interesting double peak profile that varies in intensity and velocity, especially across periastron passage (Nielsen et al. 2007).

The broad He i P Cygni absorption components also vary in velocity and strength over $\eta$ Car’s entire 5.54 yr period. The He i absorption is strongest in the two-year interval centred on periastron, and relatively weak at other phases (Nielsen et al. 2007). The absorption is always blueshifted, and hence must be produced by material between the observer and the continuum source $\eta_A$, although there is still some debate over whether the absorption is directly related to material in the WWIR (Damineli et al. 2008b) or produced by the pre-shock wind of $\eta_A$ (Nielsen et al. 2007).

Further complicating the story is the observed gradual increase in the amount of P Cygni absorption over the last $\sim 10$ yr. Since 1998, and most especially after the 2009 event, the strength of the He i absorption has increased compared to similar phases of previous cycles, while the emission strength has remained essentially unchanged (Groh & Damineli 2004; Mehner et al. 2010, 2012). Mehner et al. 2013 attribute this and other recent observed changes to a gradual decrease of $\eta_A$’s mass-loss rate by a factor of $\sim 2$–$3$ between 1999 and 2010. It is hypothesized that this decrease in $\eta_A$ mass-loss rate led to important changes in the ionization structure of $\eta_A$’s wind and the WWIRs, as caused by the presence of $\eta_B$ (see e.g. fig. 5 of Mehner et al. 2012). However, this idea has yet to be quantitatively tested or modelled, and the results of 3D smoothed particle hydrodynamic (SPH) simulations appear to argue against such a large, gradual change in $\eta_A$’s mass-loss rate (see Madura et al. 2013; hereafter M13).

Finally, there is the mystery regarding the origin of $\eta$ Car’s He ii $\lambda$4686 emission, which is only seen strongly around periastron (between phases $\sim 0.98$ and $1.03$; Steiner & Damineli 2004; Martin et al. 2006; Mehner et al. 2011; Teodoro et al. 2012). The locations and physical mechanisms that give rise to this emission in $\eta$ Car are not completely agreed upon, although several possible scenarios have been proposed (Steiner & Damineli 2004; Martin et al. 2006; Mehner et al. 2011; Teodoro et al. 2012, M13). The key difficulty with determining which scenario, if any, is correct is the lack of any detailed quantitative modelling of the 3D ionization structure of the innermost stellar winds and WWIR.

The goal of this paper is to compute full 3D RT simulations of the effects of $\eta_B$’s ionizing radiation on $\eta$ Car’s inner winds and WWIR, focusing on the ionization structure of helium at orbital phases around apastron (i.e. the spectroscopic high state; Gull et al. 2009). The ionization structure of helium at periastron (the spectroscopic low state) is investigated in a subsequent paper (Clementel et al. MNRAS, submitted). We apply the simplex algorithm for 3D RT on an unstructured Delaunay grid (Ritzerveld & Icke 2006; Ritzerveld 2007; Kraus et al. 2010; Paardekooper, Kraus & Icke 2010; Paardekooper et al. 2011) to recent 3D SPH simulations of $\eta$ Car’s binary colliding winds that include orbital motion, radiative cooling, and radiative forces (M13). Using simplex, we obtain detailed ionization fractions of helium at the resolution of the original SPH simulations. This should help us determine much more precisely where, and to what extent, the various emission and absorption components of the observed broad helium lines can form. This paper lays the foundation for future work aimed at generating synthetic spectra for comparison to observational data. We note that we focus solely on interpreting the broad emission and absorption features of helium that arise in the stellar winds and WWIRs, and not the much narrower ($\lesssim 50$ km s$^{-1}$) features that form in the Weigelt blobs and other dense, slow-moving near-equatorial circumstellar ejecta (Weigelt & Ebersberger 1990; Damineli et al. 2008b).

We describe our numerical approach, including the SPH simulations, the simplex code, and the RT simulations in Section 2. Section 3 describes the results. A discussion of the results and their implications is in Section 4. Section 5 summarizes our conclusions and outlines the direction of future work.

2 METHODS

2.1 The 3D SPH simulations

The hydrodynamical simulations used in this work correspond to the three small-domain ($r \approx 10$ au = 155 au) 3D SPH simulations of M13. This computational domain size was chosen in order to investigate, at sufficiently high resolution, the structure of $\eta$ Car’s inner WWIRs and their effects on $\eta_B$’s ionizing radiation since the ‘current’ interaction between the two winds occurs at spatial scales comparable to the semi-major axis length $a \approx 15.4$ au $= 0.0067$ arcsec at $D = 2.3$ kpc. In the following, we briefly describe only the essential aspects of the SPH code and setup. We refer the reader to M13 and references therein for further details.
Table 1. Stellar, wind, and orbital parameters of the 3D SPH simulations

| Parameter          | \( \eta_A \) | \( \eta_B \) |
|--------------------|---------------|---------------|
| \( M_\star \) (M_\odot) | 90            | 30            |
| \( R_\star \) (R_\odot) | 60            | 30            |
| \( M \) (10^{-4} M_\odot yr^{-1}) | 8.5, 4.8, 2.4, 0.14 | 420, 3000 |
| \( v_\infty \) (km s^{-1}) | η = 0.12, 0.21, 0.42 |
| \( P_{\text{orb}} \) (d) | 2024          | -              |
| \( e \) | 0.9           | -              |
| \( a \) (au) | 15.45         | -              |

Notes: \( M_\star \) and \( R_\star \) are the stellar mass and radius. \( M \) and \( v_\infty \) are the stellar wind mass-loss rate and terminal speed, respectively. \( \eta \equiv (Mv_\infty)_B/(Mv_\infty)_A \) is the secondary/primary wind momentum ratio. \( P_{\text{orb}} \) is the orbital period, \( e \) is the eccentricity, and \( a \) is the length of the orbital semimajor axis.

Radiative cooling is implemented using the exact integration scheme of Townsend (2009), with the radiative cooling function \( \Lambda(T) \) calculated using CLOUDY 90.01 (Ferland et al. 1998) for an optically thin plasma with solar abundances. The pre-shock stellar winds and rapidly-collapsing dense gas in the WWIRs are assumed to be maintained at a floor temperature = 10^4 K due to photoionization heating by the stars (Parkin et al. 2011). Radiative forces are incorporated via the ‘antigravity’ formalism described in M13 and Russell (2013). We parameterize the stellar winds using the standard ‘beta-velocity law’ \( v = v_\infty (1 - R_\star/r)^{\beta} \), where \( v_\infty \) is the wind terminal velocity, \( R_\star \) the stellar radius, and \( \beta = 1 \) a free parameter describing the steepness of the velocity law. Effects due to radiative braking (Gavlay, Owocki & Cranmer 1997; Parkin et al. 2011), photospheric reflection (Owocki 2007), and self-regulated shocks (Parkin & Sim 2013), are not included since such effects are not expected to play a prominent role in η Car (Parkin et al. 2009, 2011; Russell 2013; M13). We include the more important velocity-altering effects of ‘radiative inhibition’ (Siegens & Pollock 1999; Parkin et al. 2009, 2011). However, possible changes to the mass-loss rates due to radiative inhibition are not included. These are not expected to be significant in η Car and should not greatly affect our results or conclusions (M13).

We use a standard xyz Cartesian coordinate system and set the orbit in the \( xy \) plane, with the origin at the system centre of mass and the major axis along the \( x \)-axis. The stars orbit counterclockwise when viewed from along the \( +z \)-axis. By convention, \( r = 0 \) (\( \phi = \pi/2 \) at \( r = 0 \)) is defined as periastron. Simulations are started at apastron and run for multiple consecutive orbits.

The outer spherical simulation boundary is set at \( r = 10a \) from the origin. Particles crossing this boundary are removed from the simulations. The adopted simulation parameters (Table 1) are consistent with those derived from the available observations, although there is some debate on the present-day value of \( M_{\text{ff}} \) (see M13 for details). In an attempt to better constrain \( M_{\text{ff}} \), M13 performed a series of 3D SPH simulations assuming three different \( M_{\text{ff}} \). We use the same naming convention as M13 when referring to the SPH and SIMPLEX simulations in this paper, namely, Case A \((M_{\text{ff}} = 8.5 \times 10^{-4} \ M_\odot \text{yr}^{-1})\), Case B \((M_{\text{ff}} = 4.8 \times 10^{-4} \ M_\odot \text{yr}^{-1})\), and Case C \((M_{\text{ff}} = 2.4 \times 10^{-4} \ M_\odot \text{yr}^{-1})\).

2.2 The SIMPLEX algorithm for RT on an unstructured mesh

For the RT calculations, we post-process the 3D SPH simulation output using the SIMPLEX algorithm (Ritzerveld & Icke 2004). Ritzerveld et al. [2007], Kruip et al. [2010], Kruip et al. [2011], Paardekooper, Kruip & Icke [2010], Kruip et al. [2011]. We employ a methodology nearly identical to that in C14, but use an updated version of SIMPLEX, which contains several important improvements over the version used in C14. We discuss the relevant differences in the following sections, and briefly describe the key aspects of the code and their relevance to this work. We refer the reader to C14 and references therein for further details on SIMPLEX and its applications.

2.2.1 Grid construction and density distribution

As in C14, we use the SPH particles themselves as the generating nuclei for the Voronoi–Delaunay mesh. We assign to the nucleus of each Voronoi cell the corresponding SPH density, computed using the standard SPH cubic spline kernel (Monaghan 1992). This helps ensure that the number density used in the SIMPLEX calculations closely matches that of the original SPH simulations. Note that this approach differs from that used by C14 wherein the SIMPLEX density is obtained by dividing the SPH particle mass by the corresponding Voronoi cell volume. Using the SPH kernel produces smoother densities than the Voronoi cell-volume approach, since the SPH kernel samples a larger number of particles over a larger volume, resulting in densities that are less affected by local differences in the SPH particle distribution (see Fig. 1). Comparison with a direct visualization of the SPH density output (using SPLASH, Price 2007) shows that the SPH kernel approach indeed matches better the density distribution of the original SPH simulations. Fig. 1 shows an example of the SIMPLEX mesh and number density at apastron for a representative 3D SPH simulation of η Car.

2.2.2 Ionization state and chemistry of the gas

As in C14, we perform the RT calculations in post-processing. We consider the ionization of hydrogen and helium atoms by both photo- and collisional ionization. The ionization rate equations are solved on a time-step smaller than the RT time-step to ensure photon conservation (Pawlik & Schaye 2008; Paardekooper, Kruip & Icke 2010). This can lead to very small time-steps in cells where the photoionization time-scale is very small. To speed up the computation in these cells, we instead use the time-averaged optical depth to compute the photoionization rate and iterate for convergence (Mellema et al. 2006; Friedrich et al. 2012).

2.2.3 Treatment of the ionizing spectrum and transport method

In numerical simulations involving radiation it is necessary to approximate the continuous spectrum of radiation with a finite number of discrete frequency bins due to memory requirements. In C14, the extreme limit of a single frequency bin, commonly referred to as the ‘grey approximation’, was used. Although in the grey approximation all spectral information is lost, it is still possible to enforce the conservation of a quantity of importance such as the number of ionizations per unit time or the energy deposition into the medium per unit time. However, since in this work we are interested in the detailed ionization structure of He, and we want to capture the behaviour of the product of the spectrum and cross-sections in sufficient detail, we now employ three frequency bins.

The width of each frequency bin is set by the ionization energy of each species. The first bin ranges from the ionization frequency...
photons are distributed in 3D over the three most forward edges of the 
Delaunay triangulation. One drawback of this approach is that, 
In C14 photons were transported across the simplexes grid using 
ballistic transport. With this method, the incoming direction of the 
photons is used to define the outgoing direction, and the outgoing 
photons is preserved by confining them to solid angles corre-
sponding to global directions in space. This is known as direction-
conserving transport (DCT; Kruip et al. 2010; Paardekooper 2010).

In C14 photons were transported across the Delaunay triangulation. One drawback of this approach is that, due to the random nature of the outgoing directions in the Delaunay grid, the radiation may lose track of the original incoming direction after many steps. If the cells are optically thin, this can result in a loss of information about the incoming direction. To solve this problem, the original direction of the photons is preserved by confining them to solid angles corresponding to global directions in space. This is known as direction-conserving transport (DCT; Kruip et al. 2010; Paardekooper 2010).

In C14, photons were transported across the Delaunay triangulation. One drawback of this approach is that, due to the random nature of the outgoing directions in the Delaunay grid, the radiation may lose track of the original incoming direction after many steps. If the cells are optically thin, this can result in a loss of information about the incoming direction. To solve this problem, the original direction of the photons is preserved by confining them to solid angles corresponding to global directions in space. This is known as direction-conserving transport (DCT; Kruip et al. 2010; Paardekooper 2010).

2.2.5 Visualization of the unstructured mesh results

When visualizing the simplexes simulation output, we would ideally like to render physical quantities that are centred on the original Voronoi cells that compose our 3D unstructured grid. Unfortunately, the Voronoi cells consist of a series of irregular 3-sided polygons, which makes their visualization quite complex. Instead, it is much more straightforward to visualize the corresponding Delaunay triangulation. In 3D, the Delaunay cells are tetrahedra, which can be visualized using standard visualization tools such as visdl.

Since the Delaunay cells are tetrahedra, the quantity we visualize

\[
\text{photons}_i = \int_0^{\lambda_i} B_i(T) \, d\lambda, 
\]

where the $\lambda_i$ are the limiting wavelengths for the ionization of $\text{H}^0$ ($\lambda = 912 \, \text{Å}$), $\text{He}^0$ ($\lambda = 504 \, \text{Å}$) and $\text{He}^+$ ($\lambda = 228 \, \text{Å}$), and $B_i$ is the Planck spectrum

\[
B_i(T) \propto \exp\left(\frac{hc}{\lambda k_B T}\right). 
\]

In Martins, Schaerer & Hillier (2005), the fluxes able to ionize H and He are defined as

\[
q_i = \int_0^{\lambda_i} \frac{\pi F_i}{hc} \, d\lambda, 
\]

where $F_i$ is the flux expressed in erg/s/cm$^2$/Å. We set the blackbody temperature to the value that produces the correct ratio $\text{photons}_{\text{He}^0}/\text{photons}_{\text{He}^+}$ (in this case $T_{\text{bb}} = 49,000 \, \text{K}$), in accordance with the $\text{H}_i^0/\text{He}^+$ ratio in Martins, Schaerer & Hillier (2005). $q_{\text{He}^+}$ is effectively zero for $T_{\text{bb}}$. 

2.2.4 The ionizing source $\eta_B$

Based on Mehner et al. (2010), Verner, Bruhweiler & Gull (2005) and Madura et al. (2012), we consider $\eta_B$ to be an O5 giant with $T_{\text{eff}} = 40,000 \, \text{K}$. We assume a total ionizing flux for H and He of $3.58 \times 10^{19} \, \text{photons} \, s^{-1}$ (Martins, Schaerer & Hillier 2005).

As described in Section 2.2.3, we use three bins to sample the spectrum, which we approximate with a blackbody. We are therefore interested in the number of ionizing photons in each bin, photons$_i$, which depends on the blackbody temperature:

\[
\text{Fig. 1.} \text{Zoom of the central region for a slice in the } xy \text{ orbital plane through the 3D simulation volume for the Case A simulation at apostron. Colour shows number density on a logarithmic scale (cgs units) using three different visualization approaches (see Section 2.2.1). Left-hand panel: direct visualization using SPLASH. Middle panel: SPH kernel approach. Right-hand panel: SPH particle mass divided by Voronoi cell volume approach.}
\]
is the average of the four vertices that define the tetrahedron cell (i.e. the average of the four Voronoi nuclei). This approach works well for visualizing most physical quantities (e.g. temperature, density, velocity). However, if neighbouring Voronoi nuclei have values which are significantly different (i.e. by several orders of magnitude), this ‘volume-average’ approach may lead to tetrahedral-cell values that are difficult to interpret.

Unfortunately, the fractions of He$^{0+}$, He$^+$, and He$^{2+}$ can span 10 or more orders of magnitude across the WWIR in $\eta$ Car. The volume-averaged fractions in the larger grid cells that define the post-shock secondary wind can therefore be difficult to understand,
especially when a logarithmic colour scale is used (see Fig. 3). As an example, consider the fraction of He\(^+\) near the contact discontinuity (CD) in the WWIR. If three of the vertices of a tetrahedron cell are highly ionized and have extremely low fractions of He\(^+\) \((\lesssim 10^{-10})\), while the fourth vertex has a large fraction of He\(^+\) \((\approx 1)\), the final He\(^+\) fraction visualized over the entire cell will be \(\sim 0.25\). This simply tells us that \(\sim 25\%\) of the cell’s volume is He\(^+\). The problem is that the visualization of the He\(^+\) fraction alone tells us nothing about which \(\sim 25\%\) of the cell volume is He\(^+\), nor does it tell us directly what percentage of the remaining \(\sim 75\%\) of the cell volume is He\(^{0+}\) or He\(^{2+}\). Therefore, while correct, the visualized plots of various ionization fractions can be deceiving, since for certain species they give the appearance of physically incorrect locations for the ionization fronts. In our He\(^+\) example, there appears to be a thick region of He\(^+\) near the CD in the hot, post-shock secondary wind (top-middle panel of Fig. 3), even though the gas in this region is extremely hot \((\gtrsim 10^6\) K, see Fig. 3), and should consist entirely of He\(^{2+}\).

Therefore, instead of the average, we show the minimum vertex value for the fraction of He\(^{0+}\) and the maximum vertex value for the fraction of He\(^{2+}\). For He\(^+\), we show the maximum value whenever the tetrahedron consists of vertices that are only from the primary wind, and the minimum otherwise (if we were to simply show the minimum of the He\(^+\) fraction everywhere, we would underestimate the penetration of \(\eta_B\)’s He-ionizing radiation into \(\eta_A\)’s pre-shock wind). This choice for visualizing our simulations shows an upper limit to the ionization state of He, in the sense that it shows the maximum extent of the ionization front (bottom row of Fig. 3). By using this approach, the ionization structure of He much better follows the temperature structure of the gas (Fig. 5) in places where collisional ionization dominates. Therefore, the physics in our simulations is more truthfully represented. We emphasize that the visualizations are merely to help guide the reader, and neither the physics nor the conclusions of our work depend on them.

**Figure 3.** Slice in the \(xy\) orbital plane through the 3D simulation volume for the Case A simulation at apastron. Columns show, from left to right, the computed fractions of He\(^{0+}\), He\(^+\) and He\(^{2+}\) (log scale). Images in the top row were computed using the volume average approach (see Section 2.2.5). Images in the bottom row show, from left to right, the minimum He\(^{0+}\), minimum He\(^+\) and maximum He\(^{2+}\) values and extents. In this and future plots, the dashed circle marks the edge of the spherical computational domain.
2.3 Application to η Car

We focus on the ionization of He at an orbital phase of apastron assuming the same abundance by number of He relative to H as Hillier et al. (2001), η_{He}/η_H = 0.2. We employ a single photoionizing source located at the position of η_A. Details on the nature and implementation of the η_A spectrum are described in Section 2.2.2.

Collisional ionization equilibrium of the SPH simulation snapshot is used as an initial condition for the simplex simulations. The SPH output is post-processed with simplex until the ionization state reaches an equilibrium value (this typically happens within ~1–2 months of simulation time). We use a simulation time-step of ~5 min, which is sufficiently small for accurate RT calculations of the ionization volumes and fractions.

For simplicity, we neglect the influence of the WWIR X-rays on the η Car ionization structure at times around apastron since they are highly inefficient at ionizing He (C14).

2.3.1 Influence of η_A

As in C14, we neglect the η_A ionizing source for simplicity. We also do not consider the ionization structure of hydrogen (although it is included in our calculations). In this work, we focus on the influence of η_A’s He-ionizing radiation on the WWIRs and η_A’s pre-shock wind. Hillier et al. (2001, 2006) and Groh et al. (2012a) fitted the optical and UV spectra of η_A and computed the ionization structure of H and He within the optically-thick wind of η_A for different M_{η_A}. They found that the H⁺ region around η_A extends radially ~120–125 au for simulation Cases A (M_{η_A} = 8.5 × 10^{-3} M_☉ yr^{-1}; see e.g. the yellow line in Fig. 3 and B (M_{η_A} = 4.8 × 10^{-3} M_☉ yr^{-1}). For Case C (M_{η_A} = 2.4 × 10^{-4} M_☉ yr^{-1}), hydrogen is fully ionized throughout the entire η_A wind (r ≥ 5500 au).

Due to the smaller domain size of the simulations used in this paper (r = 155 au), and because η_A will fully ionize H⁺ throughout its wind, little information is gained by examining the ionization structure of hydrogen in our simulations. In principle, we might gain information about the ionization state of C in the hot, post-shock η_A gas, but this depends strongly on the population of the n = 2 state of H^{0+} in this region and the η_A ionizing source. Lower energy (10.2 eV) photons could populate the n = 2 state of any H^{0+} in the post-shock η_A gas, which could then be ionized to H⁺ by 3.4 eV photons. Thus, it is possible that H is ionized everywhere in the inner ~120–150 au region around η_A, including the WWIRs.

In contrast, He is mainly neutral in the wind of η_A. As shown in Fig. 3 (black line), the extent of the He⁺ region in η_A’s wind, for Cases A (r ∼ 3 au) and B (r ∼ 7.5 au), is much smaller (Hillier et al. 2001, 2006; Groh et al. 2012a). The energy level structure of He is such that high-energy photons (∼19.8 eV) are needed to populate even the lowest excited states (Nielsen et al. 2007). η_A is the only known source of such photons in η Car. He⁺ lines are thought to represent the highly excited regions of η_A’s wind and/or the WWIR (Nielsen et al. 2007).

It may be the case that He^{0+}-ionizing photons from η_B are able to penetrate the WWIRs and reach the He⁺ region deep within η_A’s wind. The inner η_A He⁺ region would be effectively transparent to such photons, which may allow them to pass through to the He^{0+} zone on the back side of η_A (the side facing away from η_B). Thus, determining the correct overall He ionization structure requires some method of mimicking the internal ionization structure of He in η_A’s pre-shock wind due solely to η_A.

The simplest method, which we employ for this work, is to set as an initial condition to the simplex simulations the ionization structure of He⁺ in η_A’s inner wind. To do this, we set the temperature in the innermost η_A wind to 50,000 K, which is hot enough to singly-ionize He^{0+} to He⁺, but not He^{2+}. The outer radius of this inner He⁺ region for each simulation case is set to the appropriate value based on the 1D cmfgen models of η Car by Hillier et al. (2001, 2006), namely, 3 au, 7.5 au, and 120 au for Cases A, B, and C, respectively (see Fig. 7). We do not include the inner He^{2+} zone in η_A’s wind since in most cases it is of negligible size (r < 1 au), and because η_B produces essentially zero He^{+}-ionizing photons.

3 RESULTS

Figs. 5 and 6 display the number density and temperature in the orbital and xz planes for simulation Cases A–C. Due to the smaller spatial size of these simulations, the density and temperature structures are less complex than those described in C14. As shown by Okazaki et al. (2008), Parkin et al. (2011), Madura & Groh (2012), Madura et al. (2012, 2013), the lower density faster η_B wind carves a large cavity out of the slower, denser wind of η_A for the majority of the orbital period. Around apastron, this cavity and the WWIR have an nearly axisymmetric conical shape, with the opening angle increasing as the value of η_A decreases. The apex of the WWIR also moves closer to η_A’s wind and the post-shock η_A gas (in red) located in the arms of the WWIR increases as η_A decreases. The WWIR consists, on the secondary side of the CD, of a distended shock containing hot (T ≥ 10^6–10^9 K) low-density η_B wind material. On the primary side of the CD, the post-shock η_A gas (green contours) is much thinner and colder (T = 10^4 K).

The bottom row of Figs. 5 and 6 show that, in the orbital plane, the overall fraction of η_B’s wind that is shock heated increases, relative to the total area of secondary wind, with M_{η_B}. Additionally, the amount of the hottest gas (in red) located in the arms of the WWIR increases as M_{η_B} decreases. This happens because, for a given pre-shock wind speed, more oblique shocks (i.e. Case A versus Cases B and C) produce lower post-shock temperatures (Pittard 2009, M13). For all three M_{η_B}, the hottest gas is located at the apex of the WWIR. However, there is an asymmetry in the temperature...
of the post-shock \(\eta_B\) gas in the arms of the WWIR, with the gas in the leading arm hotter than the gas in the trailing arm. This is a result of the different pre-shock wind speeds in the two arms, caused by the orbital motion. The wind in the direction of orbital motion has an additional component added to its velocity, due to the velocity of the star about the system centre of mass. In the opposite direction of orbital motion, this component is subtracted, so that the wind is slightly slower in that direction, and therefore the shock slightly cooler. The post-shock \(\eta_A\) wind region appears to be slightly thinner and less dense the lower the value of \(M_{\eta_A}\), and the WWIR seems to become more unstable. However, standard SPH schemes are known for under resolving certain hydrodynamic instabilities [Agertz et al. 2007; Price 2008], so these results should be interpreted with caution. For further details on the density and temperature structures of the winds and the effects of different \(M_{\eta_A}\) see [19].

To help provide a scale comparison with the larger domain simulations of [14], we point out that the remnant of the expanding shell of \(\eta_A\) wind created during the previous periastron passage (as described in [13]) is visible at the outer edge of the simulation domain on the apastron side of the system (see the shock-heated gas in the bottom row of Figs. 5 and 6). Furthermore, to assist the reader in interpreting the He ionization plots, we have outlined the location of the cold, dense, post-shock \(\eta_A\) wind in Figs. 5 and 6 using a green contour. Finally, we note that, as illustrated in the rightmost column of Fig. 2 on this simulation scale, slices in the \(xz\) plane through the system centre of mass only sample the pre-shock wind of \(\eta_A\). They thus provide little new relevant information on the ionization structure of He at apastron. Hence, we focus our discussion on the results in the orbital \((xy, \text{Fig. } 7)\) and \(xz\) (Fig. 8) planes.

3.1 Overall He Ionization Structure and Influence of \(M_{\eta_A}\)

3.1.1 The orbital plane

Fig. 7 illustrates the fractions of \(He^{0+}\), \(He^+\) and \(He^{2+}\) (rows, top to bottom) in the orbital plane for the three \(M_{\eta_A}\) simulations (Cases A–C, from left to right). In all three cases, on the secondary side of the WWIR, the ionization state of the high temperature shock-heated gas is dominated by collisional ionization. At such high temperatures \((T \gtrsim 10^8 \text{ K})\) helium is fully-ionized to \(He^{2+}\) (white area in the bottom row). The unperturbed expanding secondary wind located between the two arms of the WWIR is, instead, principally composed of \(He^+\) due to photoionization by \(\eta_B\). This is an expected difference, compared to the results in [14], connected with the better approximation of the \(\eta_B\) spectrum using three frequency bins. As discussed in Section 2.3.1 \(\eta_B\) should not produce many \(He^+\)-ionizing photons. Therefore, the low fraction of \(He^{2+}\) in its unshocked wind is expected. Note also that there is no \(He^{2+}\) in the pre- and post-shock primary wind, as expected. \(He^{2+}\) thus appears to be an excellent tracer of the hot, post-shock \(\eta_B\) wind region. One important consequence of the larger opening angle of the WWIR for lower \(M_{\eta_A}\) is an increase in the volume of the \(He^+\) region in \(\eta_B\)’s wind on the apastron side of the system, and an increase in the angle between the two arms of \(He^{2+}\).

While the situation on the \(\eta_B\)-side of the system does not depend strongly on \(M_{\eta_A}\), the He structures on the periastron (\(\eta_A\)) side of the system are quite different for the three \(M_{\eta_A}\). Our simulations show that the \(He^{0+}\)-ionizing photons are able to penetrate into the unperturbed primary wind to varying degrees for all \(M_{\eta_A}\), but the detailed results depend drastically on \(M_{\eta_A}\). In Case A, the \(He^+\) structure is much smaller and closer to the WWIR apex than in Cases B–C. Aside from this central area around the apex of the WWIR, the \(He^+\) front appears to extend only about half way into the post-shock primary wind. Most importantly, there is no layer of \(He^{2+}\) in the pre-shock \(\eta_A\) wind that borders the entire WWIR. This is in contrast to the simple models proposed by e.g. [Martin et al. 2006; Humphreys, Davidson & Koppelman 2008, and Mehner et al. 2012]. The cold, dense, post-shock \(\eta_A\) wind, in our simulation, absorbs most of the \(He^{0+}\)-ionizing photons from \(\eta_B\).

The middle row of Fig. 7 shows that a decrease in \(M_{\eta_A}\) leads to a deeper penetration of the \(He^{0+}\)-ionizing photons into the primary wind and, consequently, a much larger volume of \(He^+\) on the primary side of the system. \(\eta_B\) is able to effectively ionize a significant volume of the primary wind in Case B (the edge of the ionization front is just visible at the bottom edge of the panel in the pre-shock primary wind), while in Case C, \(\eta_B\) is able to ionize He in nearly the entire pre- and post-shock primary wind (on this simulation domain scale). Note also the ‘bent wing’ geometry of the \(He^+\) ionization front that penetrates into \(\eta_A\)’s pre-shock wind in Case B, which is caused by the radial dependence of the density in \(\eta_A\)’s wind.

The introduction of the inner \(He^+\) region (due to \(\eta_A\) photoionization, see Section 2.3.1) has no noticeable effect on the He ionization structure for Cases A and B (middle row of Fig. 7). In both cases, \(He^{0+}\)-ionizing photons from \(\eta_B\) are unable to reach the deepest parts of the pre-shock primary wind. On the other hand, the much larger ionized sphere in Case C \((r = 120 \text{ au})\) further increases the volume of \(He^+\) in \(\eta_A\)’s wind. The black line, in the right-hand panel of the middle row of Fig. 7 marks the area that is \(He^{0+}\) when the ionization due to \(\eta_A\) is excluded from our calculations. As one would expect, when the influence of \(\eta_A\) is neglected, as \(M_{\eta_A}\) decreases, a larger volume is ionized. Only a narrow column focused directly behind and away from \(\eta_A\) remains neutral.

In Cases A and B, there is also a noticeable asymmetry in ionization between the leading and trailing arms of the WWIR. The leading arm shows a higher (in value) and wider (in spatial extent) presence of \(He^+\), both in the post-shock primary wind and the unperturbed primary wind. A possible explanation for this difference might be found in the slight differences in temperature and density between the two arms. Since the leading arm of the WWIR has higher gas temperatures, \(He^{0+}\)-ionizing photons may be able to more easily penetrate the post-shock \(\eta_B\) gas in the leading arm, causing more ionization of the pre- and post-shock \(\eta_A\) wind.

3.1.2 The \(xz\) plane

Fig. 8 shows the fractions of \(He^{0+}\), \(He^+\), and \(He^{2+}\) in the \(xz\) plane for Cases A–C. The ionization structure in this plane exhibits the same trends, as a function of \(M_{\eta_A}\), as the orbital plane. This is expected due to the nearly axisymmetric nature of the WWIR around apastron. However, there is one striking difference, namely, the structure of \(He^+\) in the Case B simulation. In this case, the \(He^+\) structures on the primary side of the CD are much smaller in the \(xz\) plane than those in the orbital plane. We speculate that this may be due to the less turbulent nature of the WWIR in the plane perpendicular to the orbital motion. Instabilities in the WWIR may be more prevalent in the orbital plane, causing gaps to arise in the post-shock \(\eta_A\) wind that allow \(He^{0+}\)-ionizing photons from \(\eta_B\) to more easily penetrate into the pre-shock \(\eta_A\) wind. However, detailed studies of the 3D structure of complex WWIRs (like those in \(\eta\) Car) in regions above and below the orbital plane, and how various instabilities affect this structure, currently do not exist in
the literature. Future detailed simulations of such 3D WWIRs are necessary to determine if our interpretation is correct.

4 DISCUSSION

Our simplex results show that, assuming for $\eta_B$ a typical ionizing flux appropriate for an O-type star with $T_{\text{eff}} \approx 40,000$ K, $\eta_B$ singly-ionizes He throughout its unshocked wind, as expected. Moreover, extremely high temperatures ($\gtrsim 10^6$ K) cause He to be doubly-ionized in the post-shock $\eta_B$ gas. Our results also help rule out very low values of $M_{\eta_A}$ (approaching $2.4 \times 10^{-4} \, M_\odot \, \text{yr}^{-1}$). Our Case C simulations show that for such low $M_{\eta_A}$, $\eta_B$ is able to singly-ionize He throughout practically our entire computational domain, including the dense pre- and post-shock primary wind regions. The ionized volume is even bigger if one includes the He ionization structure of $\eta_A$’s inner wind, wherein $\eta_A$ already singly-ionizes He out to a radius of $\sim 120$ au in its wind (Hillier et al. 2001, 2006). This makes it easier for ionizing photons from $\eta_B$ to penetrate $\eta_A$’s wind and enlarge the He ionization zone. In such a scenario, one would expect a significant amount of He II 4686 emission from the dense, ionized primary wind and WWIR, even around apastron, which is not observed (Hillier et al. 2006, Teodoro et al. 2012). The strength of the emission in the broad He I lines is also expected to be much stronger than observed if $M_{\eta_A}$ were so low (Hillier et al. 2006).

A similar situation is envisioned in Case B, namely, stronger He I and He II emission lines compared to Case A. This is true even though the inner He$^+$ ionization radius produced by $\eta_A$ in its wind is much smaller than in Case C. However, He$^{++}$-ionizing photons are still able to penetrate the dense WWIR and ionize a significant volume of $\eta_A$’s pre-shock wind. Determining the strength of such He emission lines in Case B is beyond the scope of this paper, so we unfortunately cannot rule out at this time that such emission would be in direct disagreement with observations. Still, we would naively expect, based on our results, significant detectable He II emission at times around apastron, which is currently not observed. Thus,
Case B (4.8 × 10^{-4} M_{⊙} yr^{-1}) may represent a lower limit on the current value of M_{ηA}.

The location of the He^+ region in our simulations provides further support for binary orientations in which apastron is on our side of the system (e.g. Damineli et al. 2008a; Okazaki et al. 2008; Parkin et al. 2009, 2011; Madura et al. 2012). The observed HeI emissions in η Car are primarily blueshifted along most of the 5.5 yr cycle, and the P Cygni absorptions (which must be formed on our side of ηA, the continuum source) are weak for most of the cycle (Hillier et al. 2001, 2006; Nielsen et al. 2007; Damineli et al. 2008a). Both of these facts indicate that the side of the system facing us is more ionized than the far side of ηA’s wind. Figs. 7 and 8 show that this is true only if ηB, and hence apastron, is on the observer’s side of the system for most of the binary orbit.

The simplex results appear to favour a formation scenario for the HeI lines that is more-or-less consistent with that proposed by e.g. Nielsen et al. (2007), Damineli et al. (2008a), with some modifications. In the following, we consider the Case A simulation results, which most likely represent ηA’s current mass-loss rate (M13). The simulations clearly show that with apastron on the observer’s side of the system, ηB ionizes portions of the WWIR and pre-shock ηA wind flowing towards the observer. Thus, for most of the orbit, the HeI emission lines would form mostly in the blueshifted part of ηA’s wind, consistent with the observations. The double, and sometimes multiple, peak profiles observed in HeI emission are consistent with emission arising from spatially separated regions in the WWIR. The two ionized dense arms of post-shock ηA wind (Figs. 7 and 8) are very likely the sources of these emission peaks. The broader general component of the HeI emission likely arises in both the central ηA wind (due to ionization by ηA itself) and the larger ionization zone within the pre-shock ηA wind located near the WWIR apex.

The observed HeI absorption is also blueshifted over η Car’s entire spectroscopic cycle, but is relatively weak around apastron (Nielsen et al. 2007). Based on our modelling, this is consistent with the idea that the absorption arises in the ionized pre-shock primary wind located near the WWIR apex, and the ionized portions of the WWIR (specifically, the dense post-shock ηA wind). The gas velocities in these two regions, which are approximately equal to the terminal velocity of ηA’s wind, are consistent with the ob-
serviced velocity of the P Cygni absorption in the He i lines (\(\sim -300\) to \(-600\) km s\(^{-1}\)). Which region dominates the He i absorption in line of sight is uncertain at this point, but the much denser (by at least an order of magnitude) WWIR likely dominates, especially if one considers sight lines that are nearly parallel to and intersecting the WWIR surface (which is likely the case since the binary is inclined by \(\sim 45^\circ\) away from the observer; see Madura et al. 2012, 2013). Thus, contrary to the assumption by Nielsen et al. (2007), the observed He i absorption is very likely dominated by material in the post-shock \(\eta_A^w\) wind, rather than in the pre-shock \(\eta_A^w\) wind. This is the scenario favoured by Damineli et al. (2008a).

Another important difference between our simulation results and simpler models for \(\eta\) Car’s He ionization zones (e.g. Martin et al. 2006; Humphreys, Davidson & Koppelman 2008).
Mehner et al. (2012) is the detailed ionization structure of the gas in the pre-shock $\eta_A$ wind that borders the WWIR. This is due mainly to the complex structure of the WWIR, which in toy models is too simplistic. The WWIR consists of a region of hot, compressed (by roughly a factor of 4) post-shock $\eta_B$ wind separated by a CD from a thin region of very high density, colder ($T \sim 10^4$ K) post-shock primary wind. The dense, turbulent post-shock $\eta_A$ wind absorbs most of $\eta_B$’s He$^{+\ast}$-ionizing photons and greatly affects the ionization structure of $\eta_A$’s pre-shock wind. Detailed examination of Figs. 7 and 8 shows that with the exception of a $r \sim 75$–80 au region about the WWIR apex, the He$^+$ ionization front due to $\eta_B$ penetrates only approximately half way into the post-shock $\eta_A$ wind region. Only in the region near the WWIR apex does $\eta_B$ singly-ionize He in $\eta_A$’s pre-shock wind. At larger distances from $\eta_A$ along the walls of the WWIR, He remains neutral in the pre-shock $\eta_A$ wind. Thus, simple models like that shown in fig. 12 of Humphreys, Davidson & Koppelman (2008) and fig. 5a of Mehner et al. (2012) are only partially cor-

![Figure 8. Same as Fig. 7 but for slices centred in the xz plane.](image)
and very dependent upon scalelength \cite{Martin2006, Humphreys2009} show only a small region near the stars at apastron. The \HeII{} region around the WWIR apex is also thinner and more geometrically similar to the WWIR in such models than we find in our simulations. The \HeII{} region in the pre-shock \etaA{} wind in our simulations is more similar to fig. 5b of \cite{Mehner2012}, but with the wings of \HeII{} not bending back farther than the location of \etaA{}.

\cite{Mehner2012} used their fig. 5 to illustrate their interpretation for why the strength of the \HeI{} P Cygni absorption observed in \eta{} Car has been gradually increasing since 1998, with a sudden absorption increase after the 2009 periastron event \cite{Groh2004, Mehner2013, Mehner2012}. \cite{Mehner2012} attribute the observed increase in absorption, and other changes, to a gradual decrease of $\dot{M}_{\eta\alpha}$ by a factor of $\sim2$–3 between 1999 and 2010. They suggest that a drop in $\dot{M}_{\eta\alpha}$ would change the \HeI{} ionization structure of \etaA{}’s pre-shock wind, as depicted in their fig. 5. \cite{Mehner2012} suggest that the enlarging of the \HeII{} zone in \etaA{}’s pre-shock wind with decreasing $\dot{M}_{\eta\alpha}$ would lead to more \HeI{} absorption in line of sight.

Our \simple{} simulations show that, in the orbital plane, the behaviour of the \HeI{} ionization zone in \etaA{}’s pre-shock wind with decreasing $\dot{M}_{\eta\alpha}$, as suggested by \cite{Mehner2012}, is partially correct. We find that a decrease in $\dot{M}_{\eta\alpha}$ does enlarge the \HeII{} zone in the pre-shock $\etaA{}$ wind. Moving from Case A to Case B, two large ‘wings’ of \HeII{} develop in the pre-shock $\etaA{}$ wind that bend backward around $\etaA{}$. The post-shock $\etaA{}$ wind also becomes more ionized and contains more \HeII{} out to larger radii from \etaA{}. However, the \HeII{} wings in the pre-shock $\etaA{}$ wind do not continuously border the WWIR at all radii in Case B. Near the outer edges of the simulation in the orbital plane, there are clear gaps between the pre-shock $\etaA{}$ \HeII{} zone and the WWIR. In these small regions, \HeI{} remains neutral. Moreover, changes to the \HeI{} ionization structure with decreasing $\dot{M}_{\eta\alpha}$ are confined mostly to the orbital plane when moving from Case A to Case B. The Case B simulation shows that the \HeI{} ionization zone in the $xz$ plane is much smaller and remains concentrated near the WWIR apex, with no large \HeII{} wings extending back behind $\etaA{}$. Decreasing $\dot{M}_{\eta\alpha}$ even more from Case B to Case C results in $\etaB{}$ ionizing \HeII{} throughout the entire simulation domain. As discussed above and in \cite{Martin2013}, such a low $\dot{M}_{\eta\alpha}$ appears to be ruled out by numerous observations.

Based on these results, a small-to-moderate decrease (by no more than a factor of 2) in $\dot{M}_{\eta\alpha}$, similar to the simple model suggested by \cite{Mehner2012}, may help explain the observed increase in \HeI{} absorption. The key question is, how much \HeI{} emission and absorption does an ionization structure like that in Case B produce in line of sight? One might expect such a large change in the \HeII{} zone within $\etaA{}$’s pre-shock wind to result in a significant detectable change in the amounts of \HeI{} and \HeII{} emission. An increase in the amount of \HeI{} near the WWIR that is available to be ionized by very soft X-rays generated in the post-shock $\etaA$ gas as it radiatively cools should lead to increased \HeI{} $\lambda4686$ emission throughout the binary orbit. Significant changes in the amount of \HeI{} $\lambda4686$ emission during the broad part of \HeI{} Car’s orbit are not observed though, and the behaviour of the $\lambda4686$ emission during recent spectroscopic events has been amazingly similar \cite[Teodoro et al., in preparation]. The lack of any major changes in the observed $\lambda4686$ emission may imply that the amount of \HeI{} available in the pre-shock $\etaA{}$ wind at phases around apastron is not the key factor in determining the amount of $\lambda4686$ emission. Rather, there may be a limited number of suitable photons generated in the WWIR that can produce $\lambda4686$ emission in the available \HeII{} zone. As such, we suggest that the small amount of \HeI{} $\lambda4686$ emission that is observed across \eta{} Car’s entire orbital cycle originates in the \HeII{} zone in \etaA{}’s pre-shock wind that surrounds the apex of the WWIR, with the high-energy photons required for such emission originating in the nearby post-shock $\etaA{}$ wind.

However, the above scenario does not remedy the problem of why there has been no observed increase in the amount of \HeII{} emission. If the efficiency for creating \HeII{} $\lambda4686$ emission around apastron is low, even though the amount of \HeII{} in \etaA{}’s wind is high, one would expect increased \HeI{} emission. A possible explanation for the lack of increased emission is that the larger volume of ionized post-shock $\etaA{}$ wind is absorbing the \HeII{} photons generated in the larger pre-shock $\etaA{}$ \HeII{} zone. The details of how the amounts of emission and absorption in line of sight change as the WWIR opening angle increases (due to the decreased $\dot{M}_{\eta\alpha}$ and altered wind momentum ratio) are poorly understood at this time, and it is unclear whether any decrease in $\dot{M}_{\eta\alpha}$ was gradual (between ~1998 and now) or sudden (during/after the 2009 periastron event). More detailed observations and theoretical models are needed to better understand the nature of \eta{} Car’s \HeI{} lines.

Finally, based on our results, we speculate on a possible solution to an interesting problem concerning \HeII{} in \eta{} Car, namely, why there are no observed signatures of the broad \HeI{} emission lines in spectra obtained before 1944 if \eta{} Car is a binary containing a hot companion star (for details, see \cite{Humphreys2008}. This is seen as a problem because it is assumed that $\etaB{}$, if it exists and is a hot, massive star, should always ionize a significant volume of \etaA{}’s pre-shock stellar wind, leading to detectable \HeI{} emission. Such emission is only marginally present (at best) in early spectra obtained between \eta{} Car’s second eruption in the 1890s and 1944. \cite{Humphreys2008} argue that, even if $\dot{M}_{\eta\alpha}$ was larger in the past, $\etaB{}$ would still have ionized \etaA{}’s pre-shock wind, which should lead to \HeI{} emission in the early spectra.

As shown in Section 5 and discussed above, the results of detailed 3D hydrodynamical and RT simulations can differ substantially from the expectations of a simple model like that in fig. 12 of \cite{Humphreys2008}. Our Case A simulations show that $\etaB{}$’s \HeII{}-ionizing photons only moderately penetrate the dense post-shock $\etaA{}$ wind at radii $\gtrsim75$ au from the star, and that only the pre-shock wind in the inner $\sim75$ au around the WWIR apex is \HeII{}. We also see from our Case B and Case C results that a factor of 2–4 change in $\dot{M}_{\eta\alpha}$ can lead to major changes in the ionization structure of \HeII{} in \etaA{}’s pre-shock wind. Therefore, we suggest that the reason broad \HeI{} lines were not observed in spectra of \eta{} Car before 1944 is because $\dot{M}_{\eta\alpha}$ was larger then (by at least a factor of 2–4, or more) than it is now.

While \simple{} simulations using 3D SPH simulations that employ a higher $\dot{M}_{\eta\alpha}$ are needed to test this hypothesis, we can speculate what the resulting \HeI{}-ionization structure would look like in such a situation where $\dot{M}_{\eta\alpha}$ is roughly a factor of 2 or more larger than its present value. Given the results in Figs. 7 and 8 the post-shock $\etaA{}$ wind was probably so dense it absorbed nearly all incoming \HeII{}-ionizing photons from $\etaB{}$, preventing ionization of the \HeII{} in \etaA{}’s pre-shock wind. There was also probably much less \HeII{} in the post-shock $\etaA{}$ wind since any such \HeII{} that formed there would likely quickly recombine due to the extremely high densities in that region. There would moreover be little-to-no intrinsic \HeI{} emission from \etaA{} itself, since the inner \HeII{} zone in its pre-shock
wind would extend to \( r < 2.5 \, \text{au} \) from the star. Because the wind momentum ratio would be dominated by \( \eta_A \)'s much denser wind, the opening angle of the WWIR would be much smaller, bringing the two arms of hot, post-shock \( \eta_B \) wind closer together. Conceivably, the two arms could be so close they practically overlap, in which case the wind of \( \eta_B \) would be dominated by collisionally-ionized \( \text{He}^{2+} \), with perhaps only a very narrow region of \( \text{He}^+ \) extending behind \( \eta_B \) (caused by photoionization of the remaining receding pre-shock wind). With practically no \( \text{He}^+ \) present in the inner \( \eta \) Car system, there would be no, or only marginal, \( \text{He} \) emission detectable, thus explaining the early spectral observations.

An enhanced \( M_{\eta_A} \) between the 1890s and 1944 is quite possible, and even likely, since \( \eta \) Car had just experienced its second eruption, wherein it ejected \( \sim 0.1 \, \text{M}_\odot \) and formed the 'Little Homunculus' (Ishibashi et al. 2003; Smith 2005). The dense, slow-moving near-equatorial circumstellar ejecta known as the Weigelt blobs (Weigelt & Ebersberger 1986) were also ejected around this time. It is therefore not unreasonable to suggest that the LBV primary had a larger mass-loss rate following these events, which slowly decreased to a more stable and 'normal' value by \( \sim 1944 \). During this period of higher \( M_{\eta_A} \), the ionizing flux from \( \eta_B \) was probably more confined and could not penetrate the denser WWIR, leading to the absence of any significant \( \text{He} \) emission.

5 SUMMARY AND CONCLUSIONS

We investigated the effects of the hot secondary star's ionizing flux on \( \eta \) Car's inner winds and WWIR, focusing on the ionization structure of helium during the spectroscopic high state (i.e. orbital phases around apastron). We used \textsc{simplex} to post-process 3D SPH simulation output of the innermost region of the \( \eta \) Car system. Compared to our previous work, we implemented several changes and improvements in the RT simulations. Assigning to the \textsc{simplex} cells the SPH number density, instead of a Voronoi cell-volume approach, results in density distributions in \textsc{simplex} that are less affected by local differences in the SPH particle distribution. Sampling the \( \eta_B \) blackbody spectrum with three frequency bins and the use of DCT also lead to more physically realistic results, and hence more precise ionization fractions and front locations for \( \text{H} \) and \( \text{He} \).

Below we summarize our most important results.

1. The inclusion of the \( \text{He}^+ \) ionization volumes around the primary star \( \eta_A \) does not produce relevant differences in the final ionization results for simulations with high \( M_{\eta_A} \) (Cases A and B). The exception is Case C, wherein \( M_{\eta_A} \) is so low \( \eta_A \) fully ionizes \( \text{H} \) everywhere, and singly-ionizes \( \text{He} \) out to a radius of \( \sim 120 \, \text{au} \). \( \eta_B \) is thus able to completely singly-ionize \( \text{He} \) throughout the entire computation domain in Case C. We are therefore able to rule out Case C as a possible current value for \( M_{\eta_A} \).

2. The \textsc{simplex} results show that \( \eta_B \)'s \( \text{He}^{2+} \)-ionizing photons are able to penetrate the WWIR and reach the unperturbed \( \eta_A \) wind to varying degrees, depending on the value of \( M_{\eta_A} \). The geometry and extent of the \( \text{He} \)-ionization structures in the pre- and post-shock \( \eta_A \) wind depend strongly on \( M_{\eta_A} \).

3. \( \text{He}^{2+} \) is confined to the pre- and post-shock \( \eta_A \) wind for higher \( M_{\eta_A} \). The volume of \( \text{He}^+ \) in the pre- and post-shock \( \eta_A \) wind increases as \( M_{\eta_A} \) decreases. As expected, \( \eta_B \) singly-ionizes \( \text{He} \) in its pre-shock wind. \( \text{He}^{2+} \) is produced, through collisional ionization, in the hot post-shock \( \eta_B \) wind.

4. The different extents of the \( \text{He} \)-ionization fronts into \( \eta_A \)'s wind in both the orbital and \( x \) planes might be caused by differences in the density and temperature state of the WWIR. Small holes or regions of lower density in the unstable post-shock \( \eta_A \) wind region may also allow \( \text{He}^{2+} \)-ionizing photons to penetrate the WWIR and ionize different portions of \( \eta_A \)'s pre-shock wind.

5. The location of the \( \text{He}^+ \) region in our simulations provides further support for binary orientations in which apastron is on our side of the system (Damieni et al. 2008; Okazaki et al. 2008; Parkin et al. 2009, 2014; Madura et al. 2012, 2013). The \textsc{simplex} results favour a formation scenario for the \( \eta_1 \) lines that is mostly consistent with that proposed by Damieni et al. (2008).

6. Based on our results, a small-to-moderate decrease (by no more than a factor of 2) in \( M_{\eta_A} \), similar to the simple model suggested by Mehner et al. (2013), may help explain the observed increase in \( \text{He} \) absorption in \( \eta \) Car. However, numerous questions remain regarding this scenario, such as why such a decrease in \( M_{\eta_A} \) does not also lead to an increase in \( \text{He} \) emission.

7. We suggest that the small amount of \( \text{He}^+ \) \( \lambda4686 \) emission observed across \( \eta \) Car's entire orbital cycle originates in the \( \text{He}^+ \) zone in \( \eta_A \)'s pre-shock wind that surrounds the apex of the WWIR, with the high-energy photons required for such emission originating in the nearby post-shock \( \eta_A \) wind.

8. Finally, we suggest that broad \( \text{He} \) lines were not observed in spectra of \( \eta \) Car between its 1890s eruption and 1944 (Humphreys, Davidson & Koppelman 2008) because \( M_{\eta_A} \) was larger then (by at least a factor of 2–4, maybe more) than it is now. During this period of higher \( M_{\eta_A} \), the ionizing flux from \( \eta_B \) was probably more confined and could not penetrate the denser WWIR, leading to the absence of any significant \( \text{He} \) emission.

Our investigation of the \( \text{He} \)-ionization structure of \( \eta \) Car's inner winds and WWIR helps constrain not only \( M_{\eta_A} \), but also the nature of the unseen companion \( \eta_B \). We have shown that our results help explain, and are in qualitative agreement with, available observations of \( \eta \) Car's \( \text{He}^+ \) and \( \text{He} \) lines. In future work, we plan to use these simulations to generate synthetic spectra for comparison to observational data in order to help place tighter constraints on the binary orientation, \( M_{\eta_A} \), and \( \eta_B \)'s luminosity and temperature. Future improvements to \textsc{simplex} will allow us to use specific spectral energy distributions for \( \eta_B \) generated from detailed spectroscopic modelling with \textsc{cmfgen}. These results, together with the ionization structure of \( \text{He} \) during the spectroscopic low state around periastron (investigated in a subsequent paper), will help us better understand the numerous observed spectral features that arise in the inner \( \sim 150 \, \text{au} \) of the system. Our numerical work also sets the stage for future efforts to couple \textsc{simplex} with modern 3D SPH and grid-based hydrodynamics codes for even more physically realistic 3D time-dependent radiation-hydrodynamics simulations of \( \eta \) Car and other colliding wind binaries.
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