Orbital-differentiated coherence-incoherence crossover identified by photoemission spectroscopy in LiFeAs
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In the iron-based superconductors (FeSCs), orbital differentiation is an important phenomenon, whereby correlations stronger on the $d_{xy}$ orbital than on the $d_{xz}/d_{yz}$ orbital yield quasi-particles with $d_{xy}$ orbital character having larger mass renormalization and abnormal temperature evolution. However, the physical origin of this orbital differentiation is debated between the Hund’s coupling induced unbinding of spin and orbital degrees of freedom and the Hubbard interaction instigated orbital selective Mott transition. Here we use angle-resolved photoemission spectroscopy to identify an orbital-dependent correlation-induced quasi-particle (QP) anomaly in LiFeAs. The excellent agreement between our photoemission measurements and first-principles many-body theory calculations shows that the orbital-differentiated QP lifetime anomalies in LiFeAs are controlled by the Hund’s coupling.

PACS numbers: 74.70.Xa,74.25.Jb,74.20.Pq

Understanding the origin of the electronic correlations in high-temperature superconductors is a key step towards uncovering the pairing mechanism of their unconventional superconductivity [11-16]. Unlike the copper oxide superconductors, where the electronic correlations are controlled by the onsite Hubbard-$U$ interaction, the multi-orbital and multi-band nature of the FeSCs poses a strong challenge to forming a clear picture of their strong orbital-dependent electronic correlations. In one scenario the electronic correlations arise because the FeSCs are in close proximity to a Mott state or an orbital-selective Mott state [7-10], where the Fe 3d orbitals are decoupled from each other and therefore their correlation strength is controlled by the Hubbard-$U$ interaction as in the copper oxides [10]. In an alternative scenario the electronic correlations come mainly from the formation of large fluctuating local moments due to the Hund’s rule coupling [11-12]. For this reason, the FeSCs are dubbed Hund’s metals [11]. In this paper, we use high-resolution angle-resolved photoemission spectroscopy to measure the quasi-particle (QP) self-energy $\Sigma(k, \omega)$ and its temperature evolution, and compare them with first-principles density functional theory plus dynamical mean field theory (DFT+DMFT) calculations to clarify the origin of the many-body correlations in FeSCs.

High-quality single-crystals of LiFeAs were synthesized by the self-flux method [13]. High-resolution ARPES data were recorded at the Institute of Physics, Chinese Academy of Sciences, using the He I$_\alpha$ ($h\nu = 21.218$ eV) resonance line of a helium discharge lamp. The angular and momentum resolutions were set to 0.2° and 3 meV, respectively. ARPES polarization-dependent measurements were performed at the Dreamline of Shanghai Synchrotron Light Source using a Scienta D80 analyzer with energy and momentum resolutions set to 0.2° and 10 meV, respectively. The photon energy 74 eV is selected to tune the $k_z = 0$. To select specific orbitals, we employed linearly polarized light to the mirror plane of the sample. All samples were cleaved in situ. The data were recorded in a vacuum better than $3 \times 10^{-11}$ Torr with a discharge lamp and $10^{-10}$ Torr with synchrotron light source. Our calculations are performed using an ab initio theoretical method for correlated electron materials, based on a combination of DMFT and density functional theory (DFT) [12-14]. The calculation is performed at $K_z$ close to the experimental value. This computational method improves the DFT description of the electronic structure of FeSCs, predicts the correct magnitude of the ordered magnetic moments [11], and improves the description of electronic spectral functions, Fermi surfaces [11-12], charge response functions such as the optical conductivity [12], and spin dynamics [13]. For the sake of consistency, we use in this work the same crystal structure, Hubbard $U=5.0$ eV, Hund’s $J_H=0.8$ eV as in previous work [11-13].

LiFeAs ($T_c = 18$ K) offers an excellent platform for the study of QPs and the underlying many-body correlations. First, it is free of doping impurities, disor-
der, and has well-separated band dispersions,[13] [16] [17], which is crucial to directly study the intrinsic QP dynamics. Second, unlike iron chalcogenides, LiFeAs has a single phase and has no complication of magnetic or orbital long-range orders at low temperature[15]. Last but not least, first-principles calculations find that although the strength of the Hund’s coupling $J_H$ is similarly strong in iron-pnictides and iron-chalcogenides[11], the band renormalization factor on the hole-like $d_{xy}$ band is 2-3 times smaller in the iron-pnictides than in the iron-chalcogenides. The similarities and differences between the pnictides and the chalcogenides are important for identifying the key correlations in all FeSCs, which are vital to understand the emergence of superconductivity and its pairing symmetry.

The electronic structure of LiFeAs consists of five bands near the Fermi energy ($E_F$) with three hole bands at the Brillouin zone (BZ) center and two electron bands at the corner of the 2 Fe/unit cell BZ. In order to determine their main orbital characters, we employ linearly polarized light to the mirror plane of the samples, as shown in Fig. 1a. Under this geometry, the π-polarization ($\pi$-pol) is pure and selects orbitals that have an even symmetry with respect to the mirror plane, while the σ-polarization ($\sigma$-pol) is mixed with the c-axis polarization, hence selecting orbitals that have an odd symmetry as well as the $d_{xz}$ and $p_z$ orbitals[19]. Fig. 1b shows the Fermi surface (FS) mapping at 74 eV with the $\sigma$-pol, the red and blue dashed lines corresponding to the extracted FSs. The curvature of the ARPES intensity of cut1 is displayed in Fig. 1c. The red and blue dashed dispersions are extracted from the high-resolution polarization data shown in (d)-(g).

Figure 1. (color online) (a) Experimental setup of the polarization measurements. The $\pi$-polarization ($\pi$-pol) is pure, whereas the $\sigma$-polarization ($\sigma$-pol) is mixed with c-axis polarization, hence selecting orbitals that have an odd $\sigma$-pol geometries. We note that while the $t_{2g}$ orbitals ($d_{xy}, d_{xz}, d_{yz}$) have the largest contributions to the density-of-states near $E_F$, all bands are slightly mixed with the $e_g$ ($d_{x^2-y^2}, d_{z^2}$) $\pi$ orbitals except at the $\Gamma$ and M high-symmetry points.

To prove the existence of well-defined QPs, we look at the well-isolated $\beta$ band, which has the largest band renormalization factor (about 4) and effective mass (about 8 $m_e$, where $m_e$ is the free electron mass) among all five bands[21] [22]. Figure 2a shows the ARPES intensity plot of the $\beta$ band at 20 K. Selected energy/momentum distribution curves (E/MDCs) of the $\beta$ band shown in Figs. 2d-2g. In agreement with previous ARPES studies[17] [20], we find that the orbital components of the $\alpha$, $\alpha'$, $\beta$ and $\delta$ bands are relatively pure and mainly composed of $d_{xz/yz}$, $d_{xz/yz}$, $d_{xy}$ and $d_{xz/yz}$ orbitals, respectively. The $\gamma$ band however is a mix of the $d_{xy}$ and $d_{xz/yz}$ orbitals, as it can be clearly seen from both the $\sigma$-pol and $\pi$-pol geometries. We note that while the $t_{2g}$ orbitals ($d_{xy}, d_{xz}, d_{yz}$) have the largest contributions to the density-of-states near $E_F$, all bands are slightly mixed with the $e_g$ ($d_{x^2-y^2}, d_{z^2}$) and $\beta$ orbitals except at the $\Gamma$ and M high-symmetry points.

Figure 2. (color online) (a) ARPES intensity plot of the $\beta$ band at 20 K. E/MDCs that are crossing the coloured circles in (a) are shown in (b) and (c). Black dashed curves in (b) are single Lorentz function fittings. d, Extracted energy-dependent scattering rates, $\text{Im}\Sigma(\omega)$, are represented by blue circles. The red shaded area represents non-quasi-particle regime. The area does not go to zero because of the temperature correction, $\pi k_B T$, to the self-energy. e, Extracted energy-dependent renormalization factor of the $\beta$ band. $E_0$ at 16 meV shown in (d) and (e) is corresponding to the energy of the spectral function anomaly[21]. Error bars are determined by the standard deviation of the fitting parameters.
DFT band structure, validating the DFT+DMFT approach. It is also evident that the DFT+DMFT intensity of the $\beta$ band with $d_{xy}$ orbital is substantially weaker than the $d_{xz/yz}$ bands at 232 K [21], which is consistent with the experimental observations [21].

In order to quantitatively compare the difference between the $\beta$ band and the $\delta$ band, we analyze the measured EDCs at $k_F^\beta$ and $k_F^\delta$, which are marked by blue and red lines in Figs. 3a and 3f, respectively. In Figs. 4a and 4b, we show the EDCs of the $\beta$ band and the $\delta$ band from 20 K to 200 K. All curves are fitted by the QP spectral function plus a polynomial background and the extracted QP peaks of the $\beta$ and the $\delta$ bands are plotted in Figs. 4d and 4e, respectively. The temperature-dependent QP scattering rates are extracted and plotted in Fig. 4c. The grey shaded background represents the coherence-incoherence crossover regime where the derivative of the resistivity curve reaches a maximum and starts to drop down [23]. Interestingly, in agreement with a recent study [21], we find that the QP scattering rates on both the $\beta$ band and the $\delta$ band also severely deviate from their low-temperature $T$-quadratic behavior near this temperature, indicating that the saturation of resistivity is intimately connected to the high-temperature QP scattering rate.

Although the scattering rates of the $\beta$ band and the $\delta$ band show similar temperature evolutions, we find that the total spectral weight (TSW) of the $\beta$ and $\delta$ bands have different behaviors at high temperature. To extract the spectral weight (SW), we integrate the extracted and DFT+DMFT calculated QP spectral functions shown in Figs. 4d and 4e [21] and plot the integrated SW of the $\beta$ and $\delta$ bands in Fig. 4f. Both the experimental data and the theoretical calculations show a nearly conserved SW on the $\delta$ band up to 200 K, and a dramatically reduced SW on the $\gamma$ band at high temperature [21]. Indeed, the intensity change of the $\alpha$ and $\alpha'$ is similar to the $\delta$ band and much slower than the $\beta$ band with increasing temperature [13, 21], further proving the change of SW is orbital dependent.

This orbital-dependent SW reduction with elevated temperature is fully consistent with the Hund’s metal picture where an orbital-differentiated coherence-incoherence crossover occurs at different temperatures due to the strong Hund’s rule coupling [25, 26]. This is further supported by a recent DMFT plus numerical renormalization group study confirming that the iron pnictides are Fermi liquids at low temperature and the orbital-differentiated coherence-incoherence crossover is driven by a Kondo-type screening with the Kondo temperature determined by the strength of Hund’s coupling [27]. In the Hund’s metal point of view, both iron pnictides and iron chalcogenides have Hund-differentiated coherence-incoherence crossover. Indeed, previous studies [7, 8] show that both FeTe and K$_x$Fe$_{2-y}$Se$_2$ exhibit a similar orbital-differentiated
coherence-incoherence crossover, with the $d_{xy}$ orbital having the lowest coherent temperature. Therefore, our work proves that the orbital-differentiated coherence-incoherence crossover is a generic feature of the FeSCs. Moreover, this phenomenon is not limited to the FeSCs but is a common feature of all Hund’s metals[26], such as the ruthenates.

Previously, it was also proposed that the FeSCs are in close proximity to a Mott state[9, 10]. The orbital-dependent SW reduction upon increasing temperature was interpreted as the materials undergo an orbital-selective Mott transition with the $d_{xy}$ orbital being the insulating orbital. Although in this picture the SW will decrease if the system goes towards the orbital-selective Mott state by tuning some parameters, the hybridization of the insulating orbital ($d_{xy}$) with all other orbitals ($d_{xz/yz}$) must vanish to achieve an orbital-selective Mott state[21]. However, both LDA calculations and experimental data clearly show hybridization between the $d_{xy}$ orbital and the $d_{xz/yz}$ orbital in LiFeAs is of about 150-300 meV[20, 24]. This suggests that LiFeAs is far away from the proposed orbital-selective Mott state and reinitates the Hund’s coupling induced orbital-differentiated coherence-incoherence crossover viewpoint, in which the reduced spectral weight upon increasing temperature dissolves into an incoherent background with a finite density-of-states at the Fermi level at high temperature due to the strong Hund’s coupling $J_H$ and the Kondo-screening mechanism, which leads to the decoupling of the orbital and spin degrees of freedom at high temperature. Our results, together with previous studies on the iron-chalcogenides, show that the orbital-differentiated coherence-incoherence crossover is a phenomenon ubiquitous to all FeSCs, and more generally to all Hund’s metals whose physics is mainly controlled by the strength of the Hund’s coupling.
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