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Abstract

We present a summary of the first shared task on automatic text correction for Arabic text. The shared task received 18 systems submissions from nine teams in six countries and represented a diversity of approaches. Our report includes an overview of the QALB corpus which was the source of the datasets used for training and evaluation, an overview of participating systems, results of the competition and an analysis of the results and systems.

1 Introduction

The task of text correction has recently gained a lot of attention in the Natural Language Processing (NLP) community. Most of the effort in this area concentrated on English, especially on errors made by learners of English as a Second Language. Four competitions devoted to error correction for non-native English writers took place recently: HOO (Dale and Kilgarriff, 2011; Dale et al., 2012) and CoNLL (Ng et al., 2013; Ng et al., 2014). Shared tasks of this kind are extremely important, as they bring together researchers who focus on this problem and promote development and dissemination of key resources, such as benchmark datasets.

Recently, there have been several efforts aimed at creating data resources related to the correction of Arabic text. Those include human annotated corpora (Zaghouani et al., 2014; Alfaifi and Atwell, 2012), spell-checking lexicon (Attia et al., 2012) and unannotated language learner corpora (Farwaneh and Tamimi, 2012). A natural extension to these resource production efforts is the creation of robust automatic systems for error correction.

In this paper, we present a summary of the QALB shared task on automatic text correction for Arabic. The Qatar Arabic Language Bank (QALB) project\textsuperscript{1} is one of the first large scale data and system development efforts for automatic correction of Arabic which has resulted in annotation of the QALB corpus. In conjunction with the EMNLP Arabic NLP workshop, the QALB shared task is the first community effort for construction and evaluation of automatic correction systems for Arabic.

The results of the competition indicate that the shared task attracted a lot of interest and generated a diverse set of approaches from the participating teams.

In the next section, we present the shared task framework. This is followed by an overview of the QALB corpus (Section 3). Section 4 describes the shared task data, and Section 5 presents the approaches adopted by the participating teams. Section 6 discusses the results of the competition. Finally, in Section 7, we offer a brief analysis and present preliminary experiments on system combination.

2 Task Description

The QALB shared task was created as a forum for competition and collaboration on automatic error correction in Modern Standard Arabic. The shared task makes use of the QALB corpus (Zaghouani et al., 2014), which is a manually-corrected collection of Arabic texts. The shared task participants were provided with training and development data to build their systems, but were also free to make use of additional resources, including corpora, linguistic resources, and software, as long as these were publicly available.

For evaluation, a standard framework devel-
Teams were given test data on which they needed to perform evaluation scripts. During the test period, the teams were provided with training and development sets. One of the goals of the QALB project is to create a large manually corrected corpus of errors for a variety of Arabic texts, including user comments on news web sites, native and non-native speaker essays, and machine translation output. The framework of this project, comprehensive annotation guidelines and a specialized web-based annotation interface have been developed (Zaghouani et al., 2014; Obeid et al., 2013).

The annotation process includes an initial automatic pre-processing step followed by an automatic correction of common spelling errors by the system.
morphological analysis and disambiguation system MADA (v3.2) (Habash and Rambow, 2005; Habash et al., 2009). The pre-processed files are then assigned to a team of expert (human) annotators.

For a given sentence, the annotators were instructed to correct all errors; these include spelling, punctuation, word choice, morphology, syntax, and dialectal usage. It should be noted that the error classification was only used for guiding the annotation process; the annotators were not instructed to mark the type of error but only needed to specify an appropriate correction.

Once the annotation was complete, the corrections were automatically grouped into the following seven action categories based on the action required to correct the error: {Edit, Add, Merge, Split, Delete, Move, Other}. Table 1 presents a sample erroneous Arabic news comment along with its manually corrected form, its romanized transliteration, and the English translation. The errors in the original and the corrected forms are underlined and co-indexed. Table 2 presents a subset of the errors from the example shown in Table 1 along with the error types and annotation actions. The Appendix at the end of the paper lists all annotation actions for that example.

To ensure high annotation quality, the annotators went through multiple phases of training; the inter-annotator agreement was reviewed routinely. Zaghouani et al. (2014) report an average Word Error Rate (WER) of 3.8% for all words (excluding punctuation), which is quite high. When punctuation was included, the WER rose to 11.3%. The high level of agreement indicates that the annotations are reliable and the guidelines are useful in producing homogeneous and consistent data. Punctuation, however, remains a challenge.

### 4 Shared Task Data

The shared task data comes from the QALB corpus and consists of user comments from the Aljazeera News webpage written in Modern Standard Arabic.

Comments belonging to the same article were included only in one of the shared task subsets (i.e., training, development or test). Furthermore, we split the data by the annotation time. Consequently, the training data is comprised of comments annotated between June and December, 2013; the development data includes texts annotated in December 2013; the test data includes documents annotated in the Spring of 2014.

We refer to each comment in the shared task data as document and assign it a special ID that indicates the ID of the article to which the comment refers and the comment’s number.

The data was made available to the participants in three versions: (1) plain text, one document per line; (2) text with annotations specifying errors and the corresponding corrections; (3) feature files specifying morphological information obtained by running MADAMIRA, a tool for morphological analysis and disambiguation of Modern Standard Arabic (Pasha et al., 2014). MADAMIRA performs morphological analysis and contextual disambiguation. Using the output of MADAMIRA, we generated for each word thirty-three features. The features specify various properties: the part-of-speech (POS), lemma, aspect, person, gender, number, and so on.

Among its features, MADAMIRA produces forms that correct a large subset of a special class of spelling mistakes in words containing the letters Alif and final Ya. These letters are a source of the most common spelling types of spelling errors in Arabic and involve Hamzated Alifs and Alif-Maqsura/Ya confusion (Habash, 2010; El Kholy and Habash, 2012). We refer to these errors as Alif/Ya errors (see also Section 6).

Table 3 presents statistics on the shared task data. The training data contains over one million words of text; the development and test data contain slightly over 50,000 words each. Table 4 shows the distribution of annotations by the action type. The majority of corrections (over 50%) belong to the type Edit. This is followed by mistakes that require several words to be merged together (about a third of all errors).

| Statistics     | Train. | Dev. | Test |
|----------------|--------|------|------|
| Number of docs.| 19,411 | 1,017| 968  |
| Number of words| 1M     | 54K  | 51K  |
| Number of errors| 306K   | 16K  | 16K  |

Table 3: Statistics on the shared task data.
| Data | Edit | Add | Merge | Split | Delete | Move | Other |
|------|------|-----|-------|-------|--------|------|-------|
| Train | 55.34 | 32.36 | 5.95 | 3.48 | 2.21 | 0.14 | 0.50 |
| Dev.  | 53.51 | 34.24 | 5.97 | 3.67 | 2.03 | 0.08 | 0.49 |
| Test  | 51.94 | 34.73 | 5.89 | 3.48 | 3.32 | 0.15 | 0.49 |

Table 4: Distribution of annotations by type in the shared task data. Error types denotes the action required in order to correct the error.

| Team Name         | Affiliation                                |
|-------------------|--------------------------------------------|
| CLMB (Rozovskaya et al., 2014) | Columbia University (USA)                  |
| CMUQ (Jeblee et al., 2014)     | Carnegie Mellon University in Qatar (Qatar) |
| CFI3 (Tomeh et al., 2014)      | Université Paris 13 (France)               |
| CUFU (Nawar and Ragheb, 2014)  | Computer Engineering Department, Cairo University (Egypt) |
| GLTW (Zerrouki et al., 2014)   | Bouira University (Algeria), The National Computer Science Engineering School (Algeria), and Tabuk University (KSA) |
| GWU (Attia et al., 2014)       | George Washington University (USA)          |
| QCRI (Mubarak and Darwish, 2014) | Qatar Computing Research Institute (Qatar) |
| TECH (Mostefa et al., 2014)    | Techlimed.com (France)                      |
| YAM (Hassan et al., 2014)      | Faculty of Engineering, Cairo University (Egypt) |

Table 5: List of the nine teams that participated in the shared task.

| Team | Approach | External Resources |
|------|----------|--------------------|
| CLMB | Corrections proposed by MADAMIRA; a Maximum Likelihood model trained on the training data; regular expressions; a decision-tree classifier for punctuation errors trained on the training data; an SVM character-level error correction model; a Naïve Bayes classifier trained on the training data and the Arabic Gigaword corpus | Arabic Gigaword Fourth Edition (Parker et al., 2009) |
| CMUQ | A pipeline consisting of rules, corrections proposed by MADAMIRA, a language model for spelling mistakes, and a statistical machine-translation system | AraComLex dictionary (Attia et al., 2012) |
| CFI3 | A pipeline that consists of an error detection SVM classifier that uses MADAMIRA features and language model scores; a character-level back-off correction model implemented as a weighted finite-state transducer; a statistical machine-translation system; a discriminative re-ranker; a decision tree classifier for inserting missing punctuation | None |
| CUFU | Rules extracted from the Buckwalter morphological analyzer; their probabilities are learned using the training data | Buckwalter morphological analyzer Version 2.0 (Buckwalter, 2004) |
| GLTW | Regular expressions and word lists | AraComLex dictionary (Attia et al., 2012); in-house resources; Ayaspell dictionary |
| GWU  | A CRF model for punctuation errors; a dictionary and a language model for spelling errors; normalization rules | AraComLex Extended dictionary (Attia et al., 2012); Arabic Gigaword Fourth Edition (Parker et al., 2009) |
| QCRI | Word errors: a language model trained on Arabic Wikipedia and Aljazeera data; punctuation mistakes: a CRF model and a frequency-based model trained on the shared task data | Arabic Wikipedia; Aljazeera articles |
| TECH | Off-the-shelf spell checkers and a statistical machine-translation model | Newspaper articles from Open Source Arabic Corpora; other corpora collected online; Hunspell |
| YAM  | Edit errors: a Naïve Bayes classifier that uses the following features: a character confusion matrix based on the training data; a collocation model that uses the target lemma and the surrounding POS tags; a co-occurrence model that uses lemmata of the surrounding words; Split and Merge errors: a language model trained on the training data; Add errors: a classifier | AraComLex dictionary (Attia et al., 2012); Buckwalter Analyzer Version 1.0 (Buckwalter, 2002); Arabic stoplists |

Table 6: Approaches adopted by the participating teams.
5 Participants and Approaches

Nine teams from six countries participated in the shared task. Table 5 presents the list of participating institutions and their names in the shared task. Each team was allowed to submit up to three outputs. Overall, we received eighteen outputs. The submitted systems included a diverse set of approaches that incorporated rule-based frameworks, statistical machine translation and machine learning models, as well as hybrid systems. The teams that scored at the top employed a variety of techniques and attempted to classify the errors in some way using that classification in developing their systems: the CLMB system combined machine-learning modules with rules and MADAMIRA corrections; the CUFE system extracted rules from the morphological analyzer and learned their probabilities using the training data; and the CMUQ system combined statistical machine-translation with a language model, rules, and MADAMIRA corrections. Table 6 summarizes the approaches adopted by each team.

6 Results

In this section, we present the results of the competition. For evaluation, we adopted the standard Precision (P), Recall (R), and \( F_1 \) metric that was used in recent shared tasks on grammatical error correction in English: HOO competitions (Dale and Kilgarriff, 2011; Dale et al., 2012) and CoNLL (Ng et al., 2013). The results are computed using the M2 scorer (Dahlmeier and Ng, 2012) that was also used in the CoNLL shared tasks.

Table 7 presents the official results of the evaluation on the test set. The results are sorted according to the \( F_1 \) scores obtained by the systems. The range of the scores is quite wide – from 20 to 67 \( F_1 \) – but the the majority of the systems stay in the 50-60 range.

It is interesting to note that these results are considerably higher than those shown on the similar shared tasks on English non-native data. For instance, the highest performance in the CoNLL-2013 shared task that also used the same evaluation metric was 31.20 (Rozovskaya et al., 2013). The highest score in the HOO-2011 shared task (Dale and Kilgarriff, 2011) that addressed all errors was 21.1 (Rozovskaya et al., 2011). Of course, the setting was different, as we are dealing with texts written by native speakers. But, in addition to that, we hypothesize that our data contains a set of language-specific errors that may be “easier”, e.g Alif/Ya errors.

We also asked the participants for the outputs of their systems on the development set. We show the results in Table 8. While these results are not used for ranking, since the development set was used for tuning the parameters of the systems, it is interesting to see how much the performance differs from the results obtained on the test. In general, we do not observe substantial differences in the performance and the rankings, with a few exceptions. In particular, CP13 submissions did much better on the development set, as well as the CUFE system: the CUFE system suffers a major drop in precision on the test set, while the CP13 systems lose in recall. For more details, we refer the reader to the system description papers.

In addition to the official rankings, it is also interesting to analyze system performance for different types of mistakes. Note that here we are not interested in the annotation classification by action type. Instead, we automatically assign errors to one of the following categories: punctuation errors; errors involving Alif and Ya; and all other errors. Punctuation errors account for 39% of all errors in the data. Table 7 shows the performance of the teams in three settings: with punctuation errors removed; with Alif/Ya errors removed; and when both punctuation and Alif/Ya errors are removed. Observe that when punctuation errors are not taken into account, the CUFE team gets the first ranking (for each the results of the best-performing system were chosen).

7 Analysis of System Output

We conducted a couple of experiments to analyze the task challenges and system errors.

The Most and Least Challenging Sentences

We examined some of the most, and the least challenging parts of the test data for the shared task systems. To identify these subsets, we ranked all sentences using their average sentence-level \( F_1 \) score and selected the top and bottom 50 sentences. Our manual examination of these two
Table 7: Official results on the test set. Column 1 shows the system rank according to the $F_1$ score.

In the majority vote experiment, we combined system output based on majority vote of various systems at sentence level. For every sentence, we choose the output that is agreed by most systems. If all systems have different output for a sentence, we back-off to the best performing system (CLMB-1).

Table 10 compares the results of these two experiments against the best performing system (CLMB-1). We observe a large boost of performance in the oracle experiment. This promising result reflects the complementary nature of the different methods that have been applied to the shared task, and it motivates further research on system combination. The result for the majority-vote system combination is very close to the CLMB-1’s performance. This is not surprising; since, for 92% of sentences, there was no sentence-level agreement among systems. As a result, the combined system was very close to the back-off CLMB-1 system.

8 Conclusion

We have described the framework and results of the first shared task on automatic correction of Arabic, which used data from the QAQB corpus. The shared task received 18 systems submissions...
| Team     | CLMB-1 | CMUQ-1 | CP13-2 | CUF-E-1 | GLTW-1 | GWU-1 | QCRI-1 | TECH-1 | YAM-1 |
|----------|--------|--------|--------|---------|--------|-------|--------|--------|-------|
| P        | 82.63  | 82.89  | 80.51  | 85.22   | 65.18  | 76.28 | 76.74  | 81.23  | 77.38 |
| R        | 72.50  | 68.69  | 59.97  | 78.79   | 34.84  | 64.17 | 74.93  | 62.99  | 63.99 |
| F1       | 77.24  | 75.12  | 68.74  | 81.88   | 45.41  | 69.70 | 75.82  | 70.95  | 70.05 |
|          | 64.05  | 68.32  | 65.09  | 58.34   | 48.52  | 64.67 | 59.66  | 59.39  | 50.77 |
|          | 50.86  | 40.51  | 28.00  | 36.21   | 15.29  | 39.61 | 41.90  | 34.59  | 43.43 |
|          | 56.70  | 50.86  | 39.16  | 50.48   | 23.26  | 49.13 | 49.23  | 43.72  | 46.81 |
|          | 76.99  | 74.25  | 68.67  | 80.63   | 49.25  | 59.07 | 58.88  | 63.25  | 64.63 |
|          | 49.91  | 41.46  | 66.87  | 29.68   | 26.78  | 41.48 | 55.10  | 35.69  | 34.71 |

Table 9: Results on the test set in different settings: with punctuation errors removed from evaluation; normalization errors removed; and when both punctuation and normalization errors are removed. Only the best output from each team is shown.

| System    | Precision | Recall | F1  |
|-----------|-----------|--------|-----|
| Oracle    | 83.25     | 68.72  | 75.29|
| Majority-Vote | 73.96  | 62.88  | 67.97|
| CLMB-1    | 73.34     | 63.23  | 67.91|

Table 10: Comparing the best performing system with two experimental hybrid systems.

from nine teams in six countries. We are pleased with the extent of participation, the quality of results and the diversity of approaches. We plan to release the output of all systems. Such dataset and all the methods used in this shared task are expected to introduce new directions in automatic correction of Arabic. We feel motivated to extend the shared task’s framework and text domain to conduct new research competitions in the near future.
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Appendix A: Sample annotation file

Below is the complete list of correction actions for the example in Table 1 as they appear in the training and evaluation data. The first two columns are the error index linking to Table 1 and the original word, respectively. Only the column titled Correction Action is in the training and evaluation data. The two numbers following the A specify the start and end positions of the sentence token string to change. Following that (and delimited by |||) are the action type and the correction string. The last three fields are irrelevant to this discussion.

| Error Index | Original Word | Correction Action |
|-------------|---------------|-------------------|
| #1          | مدي          | A 2 3|||Edit|||REQUIRED|||-NONE-|||0       |
| #2          | قائة          | A 5 6|||Edit|||REQUIRED|||-NONE-|||0       |
| #3          | هذه          | A 6 7|||Edit|||REQUIRED|||-NONE-|||0       |
| #4          | والحتمة        | A 9 11|||Merge|||REQUIRED|||-NONE-|||0       |
| #5          | أتى          | A 11 11|||Add_before|||REQUIRED|||-NONE-|||0       |
| #6          | الأفصى        | A 11 12|||Edit|||REQUIRED|||-NONE-|||0       |
| #7          | كنت          | A 13 15|||Merge|||REQUIRED|||-NONE-|||0       |
| #8          | أتى          | A 15 16|||Edit|||REQUIRED|||-NONE-|||0       |
| #9          | إن            | A 18 19|||Edit|||REQUIRED|||-NONE-|||0       |
| #10         | الأفصى        | A 20 24|||Add_before|||REQUIRED|||-NONE-|||0       |
| #11         | وكان          | A 23 24|||Add_before|||REQUIRED|||-NONE-|||0       |
| #12         | أتى          | A 24 26|||Add_before|||REQUIRED|||-NONE-|||0       |
| #13         | يبدو          | A 27 27|||Add_before|||REQUIRED|||-NONE-|||0       |
| #14         | إن            | A 28 28|||Add_before|||REQUIRED|||-NONE-|||0       |
| #15         | ما            | A 31 31|||Add_before|||REQUIRED|||-NONE-|||0       |
| #16         | في            | A 32 33|||Delete|||REQUIRED|||-NONE-|||0       |
| #17         | واحد          | A 34 34|||Delete|||REQUIRED|||-NONE-|||0       |
| #18         | الإمامة        | A 37 37|||Add_before|||REQUIRED|||-NONE-|||0       |
| #19         | يقول          | A 38 39|||Add_before|||REQUIRED|||-NONE-|||0       |
| #20         | يقال          | A 39 40|||Add_before|||REQUIRED|||-NONE-|||0       |
| #21         | أتى          | A 41 41|||Add_before|||REQUIRED|||-NONE-|||0       |
| #22         | أتى          | A 41 42|||Add_before|||REQUIRED|||-NONE-|||0       |
| #23         | أتى          | A 42 42|||Add_before|||REQUIRED|||-NONE-|||0       |
| #24         | إن            | A 42 43|||Add_before|||REQUIRED|||-NONE-|||0       |
| #25         | يحققه الآن      | A 45 46|||Split|||REQUIRED|||-NONE-|||0       |
| #26         | أتى          | A 46 47|||Add_before|||REQUIRED|||-NONE-|||0       |