Birdsong Recognition Based on Improved DTW
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Abstract. In this study, the improved Dynamic Time Warping (DTW) algorithm is used in MATLAB to perform simulation classification and recognition simulation on the sounds of Nycticorax nycticorax and other 10 birds in the Wuzhishan Islands Reserve in Zhoushan, Zhejiang. By setting the slope of the path, the path is restricted in a fixed parallelogram. The algorithm combines with global restrictions can effectively speed up the path search, reduce the amount of calculation, reduce the memory requirements, reduce the recognition time, and thus improve the recognition efficiency. Experimental results show that compared with the traditional DTW algorithm, the improved DTW algorithm increases the recognition speed by 36.49%, the accuracy rate by 4.08%, and the recognition efficiency is greatly improved.

1. Introduction
Birds are important to the wetland ecosystem and biological indicators for monitoring the environmental quality of wetlands [1]. Birdsong is an important biological characteristic of birds, and the song of different birds varies greatly. [2] Hence, birdsong recognition is important. Currently, methods that are suitable for birdsong recognition include methods based on vocal tract models and speech knowledge, template matching [3] and artificial neural networks [4]. Typically used template matching methods include Dynamic Time Warping (DTW) [5], Hidden Markov Models (HMM) [6] and Vector Quantitation (VQ) [7].

Among the abovementioned algorithms, the Dynamic Time Warping (DTW) algorithm is a nonlinear warping technique that combines time warping and distance measurement [8]. It obtains an optimal path by calculating the distance between a training sample and a test sample. It is widely used in identification systems that are simple and fast, however, it requires excessive calculation and long processing time.

Hence, in order to reduce the computational complexity and improve the recognition efficiency, based on the DTW algorithm and combined with global restrictions, an improved DTW algorithm is proposed herein to make the recognition speed and recognition rate equal has seen an increase.

2. Data Collection
The data used in the experiment were the sound of birdsong recorded on the Wuzhishan Islands in Zhoushan, Zhejiang Province, under the subject ‘Development of On-line Monitoring Sensors for Birds in Island and Coastal Wetlands’. The sampling frequency was set to 44100 Hz. Ten species of birds were selected as research subjects. The names of the birds and the number of samples are listed...
in Table 1, and 70% of the samples of each bird was used for training, whereas the remaining 30% was used for recognition.

Table 1. Number of samples of 10 birdsongs.

| Serial number | Bird name               | Number of samples | Serial number | Bird name               | Number of samples |
|---------------|-------------------------|-------------------|---------------|-------------------------|-------------------|
| 1             | Nycticorax nycticorax   | 80                | 6             | Fulica atra             | 40                |
| 2             | Sterna hirundo          | 72                | 7             | Motacilla alba          | 77                |
| 3             | Zosterops japonicus     | 30                | 8             | Ardea cinerea           | 59                |
| 4             | Motacilla cinerea       | 45                | 9             | Monticola solitarius    | 83                |
| 5             | Bubulcus ibis           | 36                | 10            | Himantopus himantopus   | 33                |

3. Feature Extraction

Mel-scale Frequency Cepstral Coefficients (MFCC) is based on the characteristics of human hearing. Initially, they were only used for human speech recognition, in recent years, they have also been used for birdsong recognition [9]. Fast Fourier Transform (FFT) was performed on the birdsong signal to obtain the energy spectrum, subsequently, several triangular band-pass filters were set up, the energy spectrum was passed through the filter bank, the output of each filter and its logarithm were obtained, and then Discrete Cosine Transform (DCT) was performed. The output value is the MFCC coefficient. The MFCC calculation process is shown in Figure 1:

![Figure 1. MFCC calculation process.](image)

Pre-emphasis: In order to compensate for the loss of the birdsong signal at high frequencies, the birdsong signal was passed through a high-pass filter, as shown in formula (1).

\[ x(n) = x(n) - \alpha x(n-1) \]  \tag{1}
Where \( x(n) \) is the original birdsong signal, and \( \alpha = 0.97 \).

Framing and windowing: In order to maintain the continuity between the two frames, the Hamming window was selected for overlapping and framing, and one frame was set to 512 sampling points, the overlap rate is 50%, and the windowed signal is expressed as formula (2).

\[
x'(n) = x(n) * \omega(n)
\]  

(2)

Fast Fourier Transform: Fast Fourier Transform (FFT) for each signal frame, as shown in formula (3).

\[
X(k) = \sum_{n=0}^{N} x'(n) e^{-j2\pi nk/N}
\]  

(3)

Mel filter: The obtained energy spectrum \( X(k)^2 \) was passed through a set of triangular filter banks to obtain \( M \) filter outputs, as in formula (4).

\[
S(m) = \sum_{k=0}^{N-1} |X(k)|^2 H_m(k), 0 \leq m \leq M
\]  

(4)

DCT: First, the logarithm of the output of the Mel filter was calculated, and then, the initial MFCC coefficients were obtained after performing the DCT, as shown in formula (5).

\[
\text{mfcc}(n) = \frac{2}{M} \sum_{m=0}^{M-1} \log S(m) \cos \left[ \frac{\pi n (2m-1)}{2M} \right]
\]  

(5)

A difference formula was used on the initial MFCC coefficients to obtain the first-order MFCC coefficients, subsequently, the initial and the first-order MFCC coefficients were combined to form the final MFCC coefficients, as shown in formula (6-7).

\[
d(n) = \frac{\sum_{i=-k}^{k} i \times \text{mfcc}(n)}{\sqrt{\sum_{i=-k}^{k} i^2}}
\]  

(6)

\[
\text{MFCC} = \text{mfcc}(n) + d(n)
\]  

(7)

4. Recognition Algorithm

4.1. DTW Algorithm

Birdsong recognition typically includes two aspects: template training and song recognition. Template training refers to the extraction of the characteristic parameters of the birdsong signal as a training template; song recognition refers to the extraction of the parameters of the birdsong to be recognized, pattern matching with the training template, and comparing results. The identification process is shown in figure 2.
Assuming that the training sample $R$ is divided into $M$ frames of data, the test sample $F$ is divided into $N$ frames of data ($M\neq N$), the distance measure between the $m$th frame of the training sample and the $n$th frame of the test sample $d[F(n), R(m)]$ represents the similarity of two samples, the smaller the $d$, the higher the similarity. The distance is measured using the Euclidean distance, and it is calculated as formula (8) followed:

$$d(F, R) = \frac{1}{k} \sqrt{\sum_{i=1}^{k} (F_i - R_i)^2}$$

As shown in figure 3, the horizontal axis represents the frame numbers of the test samples; the vertical axis represents the frame numbers of the training samples. The intersection of the horizontal and vertical axis is the intersection of a certain frame of the test and training sample. The DTW algorithm is performed in two steps: first, the distance between each frame corresponding to $F$ and $R$ is calculated, and then, the DP algorithm is used to search for an optimal path in the frame matching distance, the path from point $(1, 1)$ until point $(N, M)$ is searched to end the search, and the path with the discrete function $m_i = o(n_i)$ is expressed. To make the path not too inclined, the slope was specified to be between 0.5-2. Assuming that the path reaches point $(i, j)$, the previous point reached is restricted by formula (10). The optimal path with the smallest cumulative distance among all paths was obtained, in which its minimum cumulative distance satisfies the following formula (9):

$$D(i, j) = d(F(i), R(j)) + \min \{D(i - 1, j), D(i - 1, j - 1), D(i - 1, j - 2)\},$$

$$1 \leq i \leq N; 1 \leq j \leq M$$

$$\begin{cases} (i, j) = (i - 1, j); \\ (i, j) = (i - 1, j - 1); \\ (i, j) = (i - 1, j - 2); \end{cases}$$
4.2. Improved DTW Algorithm
The DTW algorithm searches for the best path based on the entire grid. When the number of training samples is extremely large, this recognition method requires a significant amount of calculation and time. To reduce the amount of calculation and improve the recognition efficiency, the Efficient Dynamic Time Warping [10] (EDTW) algorithm restricted the path within the parallelogram with slopes of 0.5 and 2 respectively (figure 4), starting at (1, 1) and ending at (N, M).

![Figure 4. EDTW search path.](image)

The path search was performed in the restricted area shown in figure 4, and the dynamic bending was divided into three segments, i.e. (1, Fa), (Fa+1, Fb) and (Fb+1, N), where Fa and Fb were obtained by the following formula (11) calculation:

\[
\begin{align*}
F_a &= (2m - n) / 3 \\
F_b &= 2(2n - m) / 3
\end{align*}
\] (11)

The end point (N, M) satisfies the following restriction conditions.

\[
\begin{align*}
2M - N &\geq 3 \\
2N - M &\geq 2
\end{align*}
\] (12)

Since the path is limited to the parallelogram, the grid points outside the parallelogram cannot be reached during the matching process; hence, the frame matching distance and the cumulative distance matrix corresponding to the grid point need not be calculated. Furthermore, because the selection of grid points satisfies formula (9), the amount of calculation and storage space requirements are reduced.

When the number of test sample frames N and the number of training sample frames M do not satisfy the condition of formula (12), this means that the gap between the two is extremely large and dynamic bending matching cannot be performed. Each frame of the test sample only needs to be compared with the frame between [y_min, y_max] of the training sample, and y_min, y_max are calculated as the following formula (13-14):

\[
y_{\text{min}} = \begin{cases} 
\frac{1}{2}x, & 0 \leq x \leq F_b \\
2x + (M - 2N), & F_b < x \leq N
\end{cases}
\] (13)
However, owing to the different lengths of the birdsong, the difference between \( N \) and \( M \) may be extremely large and hence does not satisfy formula (12). To avoid this problem, an improved DTW algorithm combined with global restrictions is proposed to avoid ill-conditioned DTW matching and improve recognition accuracy and efficiency. As shown in figure 5, the path is restricted within the parallelogram with slopes of \( M/2N \) and \( 2M/N \). The fixed positions of \( F_a, F_b, R_a, R_b \) are as formula (15):

\[
\begin{align*}
F_a &= \frac{1}{3} N, \\
F_b &= \frac{2}{3} N, \\
R_a &= \frac{1}{3} M, \\
R_b &= \frac{2}{3} M
\end{align*}
\]  

(15)

The entire search interval is restricted to the formula (16-18):

\[
\begin{align*}
y_{\min} &= \frac{1}{2} N, \\
y_{\max} &= \frac{2}{3} M, \\
y_{\min}' &= \frac{1}{2} N + \frac{1}{2} M, \\
y_{\max}' &= \frac{1}{2} N + \frac{1}{2} M
\end{align*}
\]  

(16)

\[
\begin{align*}
y_{\min} &= \frac{1}{2} N, \\
y_{\max} &= \frac{2}{3} M, \\
y_{\min}' &= \frac{1}{2} N - \frac{1}{2} M, \\
y_{\max}' &= \frac{1}{2} N + \frac{1}{2} M
\end{align*}
\]  

(17)

\[
\begin{align*}
y_{\min} &= \frac{1}{2} N, \\
y_{\max} &= \frac{2}{3} M, \\
y_{\min}' &= \frac{1}{2} N - \frac{1}{2} M, \\
y_{\max}' &= \frac{1}{2} N + \frac{1}{2} M
\end{align*}
\]  

(18)

Therefore, regardless of the difference between \( N \) and \( M \), the path search area will be fixed, and the cumulative distance calculation will satisfy formula (8). The improved DTW algorithm only requires the cumulative distance of the previous frame and the cumulative distance of the current frame to calculate the frame matching distance once. Using this algorithm to reduce the amount of calculations also reduces the memory occupation, decreases the recognition time significantly, and improves the recognition efficiency.

5. Experimental Results and Analysis

In the MATLAB R2014b environment, based on the DTW and improved DTW algorithm, the abovementioned birdsong file was simulated, the simulation results are summarised in tables 2 and 3:

As summarised in table 2, the recognition time based on the improved DTW algorithm is much faster than that of the DTW algorithm, and the improved DTW algorithm is suitable for all birds.
Table 2. Recognition efficiency of each bird(s).

| Serial number | DTW   | Improved DTW |
|---------------|-------|--------------|
| 1             | 3.18  | 1.98         |
| 2             | 2.88  | 2.03         |
| 3             | 3.19  | 2.03         |
| 4             | 1.29  | 0.84         |
| 5             | 3.21  | 2.30         |
| 6             | 3.30  | 2.05         |
| 7             | 2.86  | 2.07         |
| 8             | 3.32  | 2.18         |
| 9             | 2.90  | 2.10         |
| 10            | 0.57  | 0.42         |

Table 3 lists the recognition rate and average recognition time of the two algorithms. As listed in table 3, the improved DTW algorithm recognition time is 1.88s, which is 36.49% higher than that of the DTW algorithm. In terms of the recognition rate, the improved DTW algorithm achieved 82.17%, which is 4.08% higher than that of the DTW algorithm.

Table 3. Comparison of the recognition performance of the two algorithms.

| Algorithm      | Recognition rate (%) | Average recognition time (s) |
|----------------|----------------------|------------------------------|
| DTW            | 78.09                | 2.96                         |
| Improved DTW   | 82.17                | 1.88                         |

6. Conclusion
To improve the recognition efficiency of the birdsong recognition system, an improved DTW algorithm that can more effectively identify birdsongs according to birdsong characteristics was proposed. Experimental results indicated that compared with the DTW algorithm, the improved DTW algorithm increased the recognition efficiency and accuracy by 36.49% and 4.08%, respectively.
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