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ABSTRACT

Classical portfolio optimization methods typically determine an optimal capital allocation through the implicit, yet critical, assumption of statistical time-invariance. Such models are inadequate for real-world markets as they employ standard time-averaging based estimators which suffer significant information loss if the market observables are non-stationary. To this end, we reformulate the portfolio optimization problem in the spectral domain to cater for the non-stationarity inherent to asset price movements and, in this way, allow for optimal capital allocations to be time-varying. Unlike existing spectral portfolio techniques, the proposed framework employs augmented complex statistics in order to exploit the interactions between the real and imaginary parts of the complex spectral variables, which in turn allows for the modelling of both harmonics and cyclostationarity in the time domain. The advantages of the proposed framework over traditional methods are demonstrated through numerical simulations using real-world price data.
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1. INTRODUCTION

The principle of diversification has become the cornerstone of decision-making in finance and economics ever since the introduction of modern portfolio theory (MPT) by Harry Markowitz in 1952 [4]. The MPT suggests an optimal strategy for the investment, based on the first- and second-order moments of the asset price returns, which can be formulated as a quadratic optimization task commonly referred to as the mean-variance optimization (MVO).

Consider the vector, \( x(t) \in \mathbb{R}^N \), which contains the returns of \( N \) assets at a time \( t \), the \( i \)-th entry of which is given by

\[
x_i(t) = \frac{p_i(t) - p_i(t - 1)}{p_i(t - 1)} \tag{1}
\]

where \( p_i(t) \) denotes the value of the \( i \)-th asset at a time \( t \). The MVO asserts that the optimal vector of asset holdings, \( \mathbf{w} \in \mathbb{R}^N \), is obtained through the following optimization problem

\[
\max \{ \mathbf{w}^T \mathbf{m} - \lambda \mathbf{w}^T \mathbf{R} \mathbf{w} \} \tag{2}
\]

where \( \mathbf{m} = \mathbb{E} \{ x \} \in \mathbb{R}^N \) is a vector of expected future returns, \( \mathbf{R} = \text{cov} \{ x \} \in \mathbb{R}^{N \times N} \) is the covariance matrix of returns, and \( \lambda \) is a Lagrange multiplier, also referred to as the risk aversion parameter. In practice, it is usually necessary to impose additional constraints on the values of \( \mathbf{w} \), for instance, to constrain the portfolio leverage.

The increasing availability of computational power has naturally made MVO a ubiquitous tool for financial practitioners, however, the validity of its underlying theory remains perhaps the most debated topic in the field to date. Among issues that make MVO unreliable in practice, a major caveat is the notorious challenge of estimating the moments, \( \mathbf{m} \) and \( \mathbf{R} \), of nonstationary asset price movements. It has been shown that standard time-averaging based estimators of \( \mathbf{m} \) and \( \mathbf{R} \) typically yield portfolios that are far from truly optimal, and hence exhibit poor out-of-sample performance [2, 3, 4, 5, 6]. Moreover, this issue is further amplified by the well-established sensitivity of MVO to perturbations of the estimates, \( \mathbf{m} \) and \( \mathbf{R} \), whereby small changes in the inputs may generate portfolio holdings with vastly different compositions [7, 8, 9, 10, 11].

The information loss incurred by sample estimators in nonstationary environments can be demonstrated using von Neumann’s mean ergodic theorem [12] and Koopman’s operator theory [13]. Consider an idealised case whereby the asset price returns evolve in time according to \( x(t) = \mathbf{S} x(t - 1) \), with \( \mathbf{S} : \mathbb{C}^N \to \mathbb{C}^N \) denoting the unitary shift operator in a Hilbert space. The mean ergodic theorem asserts that the sample mean approaches the orthogonal subspace of \( x(t) \), that is

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} x(t) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbf{S}^t(x(0)) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbf{P} x(0) \tag{3}
\]

with the boundedness property governed by \( \| \mathbf{P} x(t) \|_2 \leq \| x(t) \|_2 \), which arises from the Cauchy-Schwarz inequality.

To overcome the limitations of MVO in the presence of nonstationarity, there has been an increasing interest in the use of spectral analysis techniques. While spectral analysis has a long history in econometrics [14, 15, 16], with applications ranging from business cycle analysis [17], option valuation [18], empirical analysis [19, 20, 21, 22, 23, 24], through to causality analysis [25], its application in portfolio optimization has been rather sparse. To this end, spectral portfolio theory [26, 27, 28] was recently introduced with the aim to enhance portfolio performance by allowing the investors to benefit from diversifying not only across assets but also across frequencies, whereby the cyclical components of the variance and covariance of asset returns are accounted for respectively by using the periodogram and cross-spectra [15].

Despite mathematical elegance and physical intuition, there remain issues that need to be addressed prior to a more widespread application of spectral analysis to portfolio optimization. For example, spectral estimation is an inherently complex-valued task; however, spectral measures such as the power spectral density (PSD) employed in [28] are magnitude-only based and hence cannot account for the information within the phase spectrum. From the maximum entropy viewpoint [29, 30, 31, 32], such models make an implicit, yet fundamental, assumption that the phase information, which is intrinsic to complex-valued spectral data, is uniform and
thus not informative. Mathematically, this is equivalent to asserting that the variable is wide-sense stationary in the time domain [33]. Furthermore, spectral measures such as the PSD are absolute (or non-centred) spectral moments and hence cannot distinguish between the information attributed by the spectral mean from that by the spectral covariance, yet these designate respectively the harmonics and cyclostationarity in the time domain.

To this end, we formulate a spectral portfolio theory using a class of spectral estimators for nonstationary signals, whereby the harmonic and cyclostationary time-domain signal properties are designated respectively by the mean and covariance of the associated spectral representation. Unlike existing methods, the proposed spectral portfolio framework is intrinsically complex-valued and thus benefits from augmented complex statistics [34][35][36] in order to allow for a precise description of the interaction between the real and imaginary parts of complex spectral variables, and thus of the time-phase alignment. In this way, the proposed approach is shown to enable creation of time-varying capital allocation schemes. The advantages of the proposed framework over traditional methods are demonstrated through simulations based on real-world price data.

2. A CLASS OF NONSTATIONARY SIGNALS

We begin by consider a real-valued signal, \( x(t) \in \mathbb{R}^N \), which admits the following time-frequency expansion [35][36]

\[
    x(t) = \int_{-\infty}^{\infty} e^{j\omega t} s(t, \omega) \, d\omega
\]

(4)

where \( s(t, \omega) \in \mathbb{C}^N \) is the realisation of a random spectral process at an angular frequency, \( \omega \), and time instant, \( t \). The Hermitian symmetry, \( x^\dagger(t, \omega) = x(t, -\omega) \), holds so that \( x(t) \) is real-valued.

To cater for a broad variety of deterministic and stochastic time-domain signals, the spectral process is assumed to be multivariate general complex Gaussian distributed [37], i.e. \( x(t, \omega) \) follows the linear model

\[
    x(t, \omega) = m(\omega) + s(t, \omega)
\]

(5)

where \( s(t, \omega) \in \mathbb{C}^N \) is a zero-mean stochastic process, while the spectral mean, \( m(\omega) \in \mathbb{C}^N \), defined as

\[
    m(\omega) = E\{x(t, \omega)\}
\]

(6)

is time-invariant. The spectral covariance and spectral pseudo-covariance are also time-invariant and defined respectively as

\[
    R(\omega) = \text{cov} \{x(t, \omega)\} = E\{s(t, \omega)s^H(t, \omega)\}
\]

(7)

\[
    P(\omega) = \text{pcov} \{x(t, \omega)\} = E\{s(t, \omega)s^T(t, \omega)\}
\]

(8)

where the bound \( ||P(\omega)||_2 \leq ||R(\omega)||_2 \) holds, by virtue of the Cauchy-Schwarz inequality.

As with multivariate complex variables in general, the spectral process admits a compact augmented representation of the form

\[
    x(t, \omega) = \begin{bmatrix} x(t, \omega) \\ x^\dagger(t, \omega) \end{bmatrix} \in \mathbb{C}^{2N}
\]

(9)

which compactly parametrizes the pdf of \( x(t, \omega) \) as follows [37]

\[
    p(x, t, \omega) = \frac{\exp\left(-\frac{1}{2}(x(t, \omega) - m(\omega))(R^{-1}(\omega))(x(t, \omega) - m(\omega))\right)}{\pi^N \det R(\omega)}
\]

(10)

with

\[
    m(\omega) = E\{x(t, \omega)\} = \begin{bmatrix} m(\omega) \\ m^*(\omega) \end{bmatrix}
\]

(11)

\[
    R(\omega) = \text{cov} \{x(t, \omega)\} = \begin{bmatrix} R(\omega) & P(\omega) \\ P^*(\omega) & R^*(\omega) \end{bmatrix}
\]

(12)

being respectively the augmented spectral mean and covariance. Therefore, \( x(t, \omega) \) is said to be distributed according to

\[
    x(t, \omega) \sim \mathcal{CN}(m(\omega), R(\omega))
\]

(13)

Furthermore, if the time-frequency representations exhibit non-orthogonal bin-to-bin increments, then it is necessary to also consider the following dual-frequency statistics (for \( \omega \neq \nu \))

\[
    R(\omega, \nu) = \text{cov} \{x(t, \omega), x(t, \nu)\} = E\{s(t, \omega)s^H(t, \nu)\}
\]

(14)

\[
    P(\omega, \nu) = \text{pcov} \{x(t, \omega), x(t, \nu)\} = E\{s(t, \omega)s^T(t, \nu)\}
\]

(15)

which are referred to respectively as the dual-frequency spectral covariance and dual-frequency spectral pseudo-covariance. These exhibit the following properties

\[
    R(\omega, \nu) = R^*(\nu, \omega)
\]

(16)

\[
    P(\omega, \nu) = P(\nu, \omega)
\]

(17)

\[
    ||P(\omega, \nu)||_2 \leq ||R(\omega, \nu)||_2 \leq ||R(\omega)||_2 ||R(\nu)||_2
\]

(18)

owing to the Cauchy-Schwarz inequality [38].

Remark 1. Notice that the spectral moments in (6)-(8) are absolute (non-centred) spectral statistics as in [27]. It is therefore possible to express the standard PSD, denoted by \( R(\omega) \), in terms of the spectral mean and covariances as follows

\[
    R(\omega) = E\{x(t, \omega)x^H(t, \omega)\} = m(\omega)m^H(\omega) + R(\omega)
\]

(19)

This shows that the mean and covariance information become entangled when employing the absolute (non-centred) spectral statistics. This result also highlights that the power spectrum is inadequate for detecting harmonics in low signal-to-noise ratio environments, since \( ||R(\omega)|| \gg ||m(\omega)||^2 \). The PSD of the harmonics would therefore be dominated by the power associated with the noise, thereby rendering the harmonic indistinguishable from the noise.

The linearity property of the Fourier transform in [4] dictates that if the spectral processes are multivariate complex Gaussian distributed, that is, \( x(t, \omega) \sim \mathcal{CN}(m(\omega), R(\omega)) \), then their time-domain counterpart, \( x(t) \), is also multivariate Gaussian distributed, since a linear function of Gaussian random variables is also Gaussian distributed. The signal, \( x(t) \), is thus distributed according to

\[
    x(t) \sim \mathcal{N}(m(t), R(t))
\]

(20)

with \( m(t) \in \mathbb{R}^N \) and \( R(t) \in \mathbb{R}^{N \times N} \) are the time-varying mean vector and covariance matrix, defined respectively as

\[
    m(t) = E\{x(t)\}
\]

(21)

\[
    R(t) = \text{cov} \{x(t)\}
\]

(22)

which are a function of the introduced spectral statistics, as is shown next.
2.1. Mean

From (21), consider a statistical expectation of the spectral expansion of \( x(t) \), as in (4), to yield

\[
m(t) = E\{x(t)\} = E\{x(t, \omega)\} = \int_{-\infty}^{\infty} e^{j\omega t} E\{x(t, \omega)\} d\omega = \int_{-\infty}^{\infty} e^{j\omega t} \mathbf{m}(\omega) d\omega
\]

(23)

Therefore, the time-varying mean of \( x(t) \) is a multivariate real-valued harmonic signal. Notice that for \( \omega = 0 \), the signal reduces to a multivariate DC component.

2.2. Covariance

Following from the relation in (22), and upon introducing the centred signal, \( s(t) = x(t) - m(t) \), consider the covariance of the spectral expansion of \( x(t) \), as in (4), to obtain

\[
R(t) = \text{cov}\{x(t)\} = E\left\{s(t)s^T(t)\right\}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{j(\omega - \nu) t} R(\omega, \nu) + e^{j(\omega + \nu) t} P(\omega, \nu) d\omega d\nu
\]

(24)

Therefore, the time-varying covariance of \( x(t) \) consists of a sum of cyclostationary components, each modulated at an angular frequency, \( \omega \).

Example 1. With reference to Remark 1, we next demonstrate the benefits of employing the proposed centred spectral moments over the legacy absolute second-order spectral moments (power spectrum and complementary spectrum). Consider a single realisation of a univariate general nonstationary signal in Figure 1(a). The signal consists of two harmonics at different angular frequencies embedded in general cyclostationary noise (shown in Figure 1(b)). Observe that the signal constituents are completely identifiable when employing the centred spectral moments in Figure 1(c), whereby: (i) \( M(\omega) \) designates the harmonics; (ii) \( \hat{R}(\omega) \) designates the WSS component; and (iii) \( P(\omega) \) designates the degree of cyclostationarity. In contrast, the absolute second-order moment (PSD), \( \tilde{R}(\omega) \), cannot distinguish between the harmonic and stochastic components, as shown in Figure 1(d).

![Fig. 1: Spectral analysis of a real-valued nonstationary signal. (a) A single realisation. (b) The constituents of the signal in (a). (c) The first- and second-order moments of the spectrum. (d) The absolute second-order moments of the spectrum.](image)

3. COMPACT SPECTRAL REPRESENTATION

Consider a nonstationary signal which exhibits a discrete frequency spectrum, consisting of \( M \) frequency bins, \( \omega = [\omega_1, ..., \omega_M]^T \). The discrete spectral expansion of \( x(t) \) therefore becomes

\[
x(t) = \frac{1}{\sqrt{2M}} \sum_{m=1}^{M} \left( e^{j\omega_m t} x(t, \omega_m) + e^{-j\omega_m t} x^*(t, \omega_m) \right)
\]

(25)

Remark 2. Unlike the conventional DFT, the normalization by the constant, \( \frac{1}{\sqrt{2M}} \) in (25), provides a rigorous mapping of coordinates from the time-domain to the time-frequency domain through a pure rotation in the complex plane, thus preserving both the desired orthogonality and norm properties.

To facilitate the analysis in this work, we express (25) in the following compact form

\[
x(t) = \Phi(t, \omega) \tilde{x}(t, \omega)
\]

(26)

where \( \Phi(t, \omega) \in \mathbb{C}^{N \times 2MN} \) is the augmented spectral basis, defined as

\[
\Phi(t, \omega) = \begin{bmatrix} \Phi(t, \omega) & \Phi^*(t, \omega) \end{bmatrix}
\]

(27)

\[
\Phi(t, \omega) = \frac{1}{\sqrt{2M}} \begin{bmatrix} e^{j\omega_1 t} I_N & ... & e^{j\omega_M t} I_N \end{bmatrix}
\]

(28)

with \( I_N \in \mathbb{R}^{N \times N} \) being the identity matrix, and \( \tilde{x}(t, \omega) \in \mathbb{C}^{2MN} \) the augmented spectrum representation, given by

\[
\tilde{x}(t, \omega) = \begin{bmatrix} x(t, \omega) \\ x^*(t, \omega) \end{bmatrix}, \quad \tilde{x}(t, \omega) = \begin{bmatrix} x(t, \omega_1) \\ \vdots \\ x(t, \omega_M) \end{bmatrix}
\]

(29)

With the augmented spectrum representation, \( \tilde{x}(t, \omega) \) in (29), it is now possible to jointly consider all of the dual-frequency spectral covariances in \( \omega \) through the proposed compact formulation. To see this, consider the following probabilistic model

\[
\tilde{x}(t, \omega) \sim \mathcal{CN}(\mathbf{m}(\omega), \mathbf{R}(\omega))
\]

(30)

\[
\mathbf{m}(\omega) = E\{\tilde{x}(t, \omega)\}, \quad \mathbf{R}(\omega) = \text{cov}\{\tilde{x}(t, \omega)\}
\]

(31)

where \( \mathbf{m}(\omega) \in \mathbb{C}^{2MN} \) denotes the augmented spectral mean, defined as

\[
\mathbf{m}(\omega) = \begin{bmatrix} \mathbf{m}(\omega) \\ \mathbf{m}^*(\omega) \end{bmatrix}, \quad \mathbf{m}(\omega) = \begin{bmatrix} m(\omega_1) \\ \vdots \\ m(\omega_M) \end{bmatrix}
\]

(32)

and \( \mathbf{R}(\omega) \in \mathbb{C}^{2MN \times 2MN} \) denotes the augmented spectral covariance, given by

\[
\mathbf{R}(\omega) = \begin{bmatrix} \mathbf{R}(\omega) & \mathbf{P}(\omega) \\ \mathbf{P}^* \left( \mathbf{R}(\omega) \right) & \mathbf{R}^* \left( \mathbf{R}(\omega) \right) \end{bmatrix}
\]

(33)

\[
\mathbf{R}(\omega) = \begin{bmatrix} \mathbf{R}(\omega_1) & \cdots & \mathbf{R}(\omega_1, \omega_M) \\ \vdots & \ddots & \vdots \\ \mathbf{R}(\omega_M, \omega_1) & \cdots & \mathbf{R}(\omega_M) \end{bmatrix}
\]

(34)

\[
\mathbf{P}(\omega) = \begin{bmatrix} \mathbf{P}(\omega_1) & \cdots & \mathbf{P}(\omega_1, \omega_M) \\ \vdots & \ddots & \vdots \\ \mathbf{P}(\omega_M, \omega_1) & \cdots & \mathbf{P}(\omega_M) \end{bmatrix}
\]

(35)
To derive estimators of $\hat{m}(\omega)$ and $\hat{R}(\omega)$, we start from the least squares (LS) estimate of $\hat{z}(t, \omega)$ based on (26), that is

$$\hat{z}(t, \omega) = \Phi^H(t, \omega) x(t) \equiv \Phi^H(t, \omega) x(t)$$

with the symbol $(\cdot)^+$ as the pseudo-inverse operator. Next, since $\hat{z}(t, \omega)$ is stationary in time and hence ergodicity applies, we can simply approximate the expectation operators in (31) with the time-averages, to obtain the following method of moment estimators

$$\hat{m}(\omega) = \frac{1}{T} \sum_{t=0}^{T-1} \Phi^H(t, \omega) x(t)$$

$$\hat{R}(\omega) = \frac{1}{T} \sum_{t=0}^{T-1} \Phi^H(t, \omega) \hat{s}(t) \hat{s}^T(t) \Phi(t, \omega)$$

with $\hat{s}(t) = x(t) - \hat{m}(t) = x(t) - (\Phi(t, \omega) \hat{m}(\omega))$.

**Remark 3.** The estimator of $\hat{m} \in \mathbb{C}$ is, in essence, the discrete Fourier transform (DFT) of $x(t)$. Similarly, the estimator of $\hat{R}$ in (38) is the power spectrum matrix of the centred variable, $\hat{s}(t)$.

### 4. SPECTRAL PORTFOLIO OPTIMIZATION

We next derive a spectral portfolio optimization framework based on the considered class of nonstationary signals. While the standard MVO in (2) operates in the time-domain and with a constant capital allocation, $w$, we instead consider optimizing the spectral content of the time-varying capital allocation, $w(t)$. This is made possible by considering the following spectral decomposition, as in (26)

$$w(t) = \Phi(t, \omega) w(\omega)$$

In this way, the spectral MVO is formulated as

$$\max_{w(\omega)} \{ w^H(\omega) \hat{m}(\omega) - \frac{1}{\sigma_0^2} w^H(\omega) \hat{R}(\omega) w(\omega) \}$$

s.t. $w^H(\omega) \hat{R}(\omega) w(\omega) = \sigma_0^2$

whereby we maximise the mean portfolio return based on the spectral mean, while constrain the variance of the portfolio to a target level, $\sigma_0^2$, based on the spectral covariance. Upon inspecting the stationary points of the objective function in (40), we obtain the Lagrangian multiplier

$$\lambda = \frac{1}{2\sigma_0} \sqrt{\hat{m}^H(\omega) \hat{R}^{-1}(\omega) \hat{m}(\omega)}$$

which, in turn, yields the optimal augmented spectral weights

$$w_{opt}(\omega) = \frac{1}{\lambda} \hat{R}^{-1}(\omega) \hat{m}(\omega) = \frac{\sigma_0 \hat{R}^{-1}(\omega) \hat{m}(\omega)}{\sqrt{\hat{m}^H(\omega) \hat{R}^{-1}(\omega) \hat{m}(\omega)}}$$

The optimal time-varying capital allocation can finally be retrieved through the augmented spectral basis, as in (26), to yield

$$w_{opt}(t) = \Phi(t, \omega) w_{opt}(\omega)$$

**Remark 4.** In contrast to the standard MVO in (2), the proposed spectral portfolio framework allows for optimal time-varying capital allocation schemes. In this way, the investor is better positioned to exploit seasonal trends of asset prices, designated by the spectral mean, $\hat{m}(\omega)$, and seasonal variations of the correlation between asset price movements, designated by the spectral covariance, $\hat{R}(\omega)$.

### 5. SIMULATIONS

The performance of the proposed spectral MVO was investigated using monthly historical price data comprising of the 23 commodity futures contracts constituting the Bloomberg Commodity Index, in the period 2010-01-01 to 2020-05-01. The data was split into: (i) the in-sample dataset (2010-01-01 to 2014-12-31) which was used to estimate the spectral moments, $\hat{m}(\omega)$ and $\hat{R}(\omega)$, and to compute the optimal spectral weights, $w(\omega)$; and (ii) the out-sample data (2015-01-01 to 2020-05-01), used to objectively quantify profitability of the asset allocation strategies. For simplicity, the frequencies chosen for $\omega$ corresponded to periodicities of 1 year (A), 6 months (S) and 3 months (Q) (1 business quarter). The standard equally-weighted (EW) and MVO (MVO) portfolios were also simulated for comparison purposes, with the results displayed in Fig. 2.

Observe from Fig. 2(a)–(b) that the proposed spectral MVO consistently delivered greater returns than the standard EW and MVO portfolios in the out-of-sample dataset, thereby attaining a higher *Sharpe ratio*, i.e. the ratio of the mean to the standard deviation of portfolio returns. Fig. 2(c) illustrates that by accounting for the augmented spectral information, the portfolio was better positioned to exploit time-dependent dynamics in the market, which contrasts classical approaches that assume a constant optimal allocation.

### 6. CONCLUSIONS

A spectral portfolio theory has been introduced which employs augmented complex statistics in order to account for the full interaction between the real and imaginary parts of the complex spectra of asset price movements. This has been shown to enable the optimal capital allocation to be time-varying, which allows for the modelling of both harmonics and cyclostationarity in asset returns. Simulations have demonstrated the advantages of the proposed framework over conventional portfolio techniques, including a full utilization of the variation of the mean and covariance of asset returns in time.
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