Fault Detection of Aircraft Control System Based on Negative Selection Algorithm
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1. Introduction

The aircraft control system completes flight attitude and trajectory control and achieves specific flight actions, which is closely linked with flight safety. In recent years, with the rapid development of aviation technology, the performance of control system has been significantly improved. But as the airborne system with the highest safety level requirements, the sudden failure of this system is very likely to cause harm to pilots and passengers, leading to disastrous consequences in the face of complex high-altitude flight conditions [1]. Therefore, it is crucial to establish an efficient fault detection method to cover more faults to ensure the safety and reliability of aircraft.

In view of this, many scholars in the world are committed to solving the problem of aircraft control system fault detection. Xu and Sun [2] optimized the traditional fault detection method by adopting the neural networks to simplify the detection steps of the expert system. Duan and Zhang [3] took the system modeling and FMECA as the theoretical basis to realize the detection, and Cheng [4] analyzed the flight parameter data from QAR and found the flap extracting and retracting time can be applied to realize the flap system fault detection. But in general, these traditional model-based fault detection methods are required a large number of observers; the diagnosis process is so complicated and inefficient. Furthermore, the fault detection coverage cannot be guaranteed by the sole feature parameter, while these problems can be solved well by the artificial immune system.

Artificial immune system is a new intelligent diagnosis system inspired by biological immune system, which is another intelligent system emerged after neural networks and genetic algorithms [5]. It has many enlightening special functions for practical engineering problems, such as pattern recognition, memory, and strong learning [6]. In 1986, the artificial immune system began to be studied and applied to fault detection. And relying on its powerful information processing capabilities, it was gradually widely utilized in the field of fault diagnosis [7]. Laurentys et al. [8] proposed a dynamic system fault detection method based on artificial immune system, while Ghosh and Srinivasan [9] took it in the field of fault diagnosis and process monitoring, and Diego...
According to different matching rules and affinity calculation methods, the negative selection algorithm widely applied can be divided into real-value based negative selection algorithm (Real Negative Selection Algorithm, RNSA) proposed by Dasgupta and Forrest [15] and variable radius negative selection algorithm (V-detector), both use n-dimensional real vector space as the system state space, and determine the similarity of antibody and antigen by methods such as Euclidean distance. V-detector is an extension of RNSA, which dynamically adjusts the detector radius based on RNSA.

The state space of the system is divided into self-space and non-self-space under the negative selection; the self-space contains normal samples, and the non-self-space contains the abnormal state samples. At the same time, a large number of candidate detectors with the function of observation are randomly generated, and let these candidate detectors are learned and trained to observe each state sample in the self-state space. Only the candidate detectors that are not sensitive to all the self-states can be retained and become mature detectors, which can participate in the final detection stage, and the flow chart is shown in Figure 1.

3. The Fault Detection Method of Aircraft Control System

3.1. Generation of the Mature Aircraft Control System Detectors. Based on the fault detection model above, the fault detection of the aircraft control system can be carried out as follows.

3.1.1. Establish the Control System State Space. The control system state space is composed of a complete set of N-dimensional real-valued normalized vectors $U = [0, 1]^n$; $U$ is all possible system states. The system state is represented by the N-dimensional normalized feature vector $u$, $u = [u_1, \ldots, u_n] \in U$, and $u_1, u_2, u_3, \ldots, u_n$, respectively, represent the measured values of different characteristic parameters, such as the measured values of the main hydraulic pressure, the trailing edge flap deflection angle, and the aileron deflection angle. In the N-dimensional state space $U^n$, the space composed of the system’s normal state feature vectors is called the self-space, which is represented by the set $S$, and the space composed of the system’s abnormal or fault state corresponding feature vectors is called the non-self-space, represented by the set $\bar{S}$, that is, the complement of $S$.

3.1.2. Affinity Judgment. Affinity is an important criterion for measuring the quality of the detector. It includes two types; one is the affinity of the detector and the self-space; this affinity characterizes the matching degree of the detector and the self-sample; the other is the affinity between the detector and the detector; this affinity characterizes the degree of similarity between the detectors, which is an important indicator for evaluating the diversity of detectors. Assuming that both $E = [E_1, E_2, \ldots, E_4]$ and $F = [F_1, F_2, \ldots, F_4]$ are feature vectors in the state space $U^n$ of the aircraft control...
Assuming that a randomly generated detector point is parameters, the improved method of the hypersphere detector is has good spatial coverage. Therefore, from these two parameters, center point and radius, to describe it, and convenient for representation and calculation, which only needs two parameters, center point and radius, to describe it, and has good spatial coverage. Therefore, from these two parameters, the improved method of the hypersphere detector is studied in this paper.

The detector optimization method is shown in Figure 2. Assuming that a randomly generated detector point is \( x \) and the two closest self-points in the self-space \( S \) to the point \( x \) are denoted as \( s_1 \) and \( s_2 \), and the distances from the point \( x \) are \( L_1 \) and \( L_2 \), \( L_1 \leq L_2 \), that is, \( s_1 \) is the closest self-point to point \( x \), and \( L_1 \) is the shortest distance between point \( x \) and self-space. In the vector space, the hypersphere with \( x \) as the center and \( r_1 = L_1 - r_1 \) as the radius is denoted as \( B_1 \), and the hypersphere with \( r_2 = L_2 - r_1 \) as the radius is denoted as \( B_2 \), and \( r_1 \) is the radius of the self-space sample; it is not difficult to get \( B_1 \) included in \( B_2 \). A point \( p \) can be obtained on the line connecting \( B_1 \) and point \( x \) to make \( |p - s_1| = r_1 + r_2/2 \). And taking the point \( p \) as the center, the hypersphere with the radius is denoted as \( B_p \), so \( B_1 \) is included in the hypersphere \( B_p \), and \( s_1 \) is on the \( B_p \) sphere. At the same time, \( B_p \) is included in \( B_2 \), so \( B_p \) will not cover \( s_1 \). Therefore, the detection range of the detector \((p, r_p)\) includes and is larger than the detection range of the detector \((x, r_1)\), which does not cover points in the self-space. For the reason that the newly generated detector coverage is greater than or equal to the coverage of the original variable radius algorithm.

3.1.4. Determining the Number of Mature Detectors Generated. The random generation of the detector can be regarded as \( n \) random samples in non-self-space. For each sampling point, whether the point is covered by the generated detector space, it follows the binomial distribution. According to the central limit theorem, when the number of sample \( n \) is large enough, the binomial distribution will approach a normal distribution. So the normal distribution \( X \sim N(np, np(1-p)) \) can be utilized as an approximation to the binomial distribution [18]. On this basis, the hypothesis test method is used to determine the number of detectors that meet the coverage requirements, that is, the hypothesis coverage has reached the expectations and then judge whether the hypothesis is correct. According to the characteristics of the algorithm generated by the detector, the right side unilateral test is used here. The hypothesis test of the algorithm is the original hypothesis \( I_1 \) is the detector coverage, which is lower than the expected value \( p_{\text{min}} \), and the alternative hypothesis is the detector coverage \( I_2 \), which is higher than the expected value \( p_{\text{min}} \). When \( I_1 \) is true, no more detectors will be added, which will cause the detector coverage to be too low, and when \( I_2 \) is not true, it is necessary to continue to generate detectors, resulting in some overlapping detectors.

In contrast, it is more necessary to avoid the situation where the detector coverage is too low, so the assumptions given here are scientific. According to the above two points, let \( p \) be the expected coverage of the detector in non-self-space and \( q \) be the estimated value of the detector coverage obtained by sampling. According to the central limit theorem, so \((q - p)/\sigma/\sqrt{n}) \sim N(0, 1) \) (\( \sigma \) is the standard
variance; \( n \) is the sample size), and the test statistics 
\[ z = \frac{(m/n - p)}{\sqrt{p(1-p)/n}} \]
\((m \text{ is the number of covered points). When } z > z_\alpha \) 
(\( \alpha \) is the significance level), the null hypothesis is rejected, that is, the detector has reached the requirement for the non-self-space coverage of the control system, and the algorithm ends.

3.2. Fault Detection. Enter the sample to be tested and calculate the affinity between it and the mature detector. When the affinity is less than the range of the flap system fault detector, it means that the sample is faulty; otherwise, it is normal. For detection performance, two indicators, failure detection rate \( T \) and false alarm rate \( A \), can be used to measure. The fault detection rate [19] is shown in (1), and the false alarm rate [19] is shown in (2). Where \( F_f \) is the number of faults detected in the fault sample, \( F_i \) is the number of faults detected in the normal sample, \( T_f \) is the number of normal samples detected as normal, and \( T_i \) is the number of normal samples detected as faults.

\[
T = \frac{F_f}{F_i + F_f}, \quad (1)
\]
\[
A = \frac{T_i}{T_i + T_f}. \quad (2)
\]

4. Simulation and Analysis of a Certain Type of Aircraft Main Control System Fault Detection

The flight parameter data of a certain type of the aircraft control system is used to verify the effectiveness of the above fault detection method in this section. The aircraft relies on the control system to control the rudder to maintain a stable flight attitude. And the aircraft control system can generally be divided into two parts: the main control system and the auxiliary control system. The auxiliary control system mainly controls the flap system, including the leading edge slat, trailing edge flap, and spoiler, which is mainly used to improve the maneuverability and climbing ability of the aircraft [20]. The main structure of the aircraft control system is shown in Figure 3. At the same time, the main control system mainly controls left and right ailerons, elevators, and rudders. The aileron control system can be controlled by taking the steering wheel to turn left or right around the steering column and transmitted the motion to the aileron through the transmission system to deflect it up and down, thereby achieving the aircraft horizontal roll in the air. The pilot can control the steering of the rudder left and right by pedaling, thereby controlling the course of the aircraft, and the function of the elevator is to push and pull the steering column to change the aircraft’s pitch flight status.

Select 6 kinds of flight parameter data: the input data for the steering column position, pedal position, steering wheel position, and the output data for aileron/elevator/rudder declination, and by fitting the flight data of 134 sorts, the transfer coefficients of the three control channels of aileron, elevator, and rudder can be obtained. The safety analysis report of this type pointed out that the transfer coefficients of the three channels of aileron, elevator, and rudder have corresponding quantitative requirements, when actuator and other devices in the three channels are deformed or damaged, the three coefficients will be changed, and related failure modes can be introduced. Therefore, the transfer coefficients of the three control channels are selected as the characteristic parameters of fault detection and construct the characteristic space. Part of the flight data is shown in Table 1.

4.1. Preprocess Sample Data. After fitting the above six kinds of flight parameter data, the transfer coefficients of three channels can be obtained. And these coefficients further need to be normalized to obtain dimensionless characteristic parameters. The maximum and minimum normalization method is adopted to normalize here, that is:

\[
x' = \frac{x - \min(x)}{\max(x) - \min(x)}, \quad (3)
\]

where \( x' \) is the normalized data, \( x \) is the data before normalization, and \( \max(x) \) and \( \min(x) \) are the maximum and minimum values in the feature vector \( x \), respectively.

4.2. Simulation Verification. From the above algorithm flow and test data, it can be seen that the main parameters that affect the test results are affinity judgment method, auto-radius, and significance level. The affinity judgment method used in this paper is the European distance method. Although the complexity of the European distance method is relatively high, as the computer runs faster, its accuracy is higher than the other two methods, and it is convenient to judge the randomly generated whether the detector point is within the generated detector, so it is more suitable for the algorithm. In this paper, the experiments verify the fault detection rate, false alarm rate, and the number of detectors generated by the algorithm when the auto-radius is 0.02 to 0.20 and the significance level \( \alpha \) is 0.01 to 0.20 to find the best parameters to get the most effective detection method; the results are shown in Figures 4–7.

As for the auto-radius, it can be seen from Figures 4 and 5 that the smaller the auto-radius, the higher the fault detection rate and the fewer the number of detectors generated, but the false alarm rate also increases. The main reason is that when the auto-radius is too small, the self-space is relatively discrete, and partial detectors are generated in the self-space gap, resulting in an increase in the false alarm rate; At the same time, when the self-radius is small, the detection is stricter in the relatively discrete self-space so that more faults can be detected, and the fault detection rate is improved. It should be noted here that when the auto-radius is 0.18, the number of detectors increases suddenly because of its own image attributes, resulting in many detectors near the self-space. Therefore, the auto-radius is more appropriate to be taken as 0.05.

And for the significance level, as can be seen from Figures 6 and 7, the smaller the \( \alpha \), the higher the detection rate, but at the same time, the false alarm rate has also increased, and the number of detectors required has also
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Figure 3: The main structure of the aircraft control system.

Table 1: Aircraft flight parameter data (partial).

| Steering column position/mm | Pedal position/mm | Steering wheel position/° | Aileron declination/° | Rudder declination/° | Elevator declination/° |
|-----------------------------|-------------------|---------------------------|-----------------------|---------------------|-----------------------|
| Front 39.180                | Front 0.670       | Left 4.606                | Down 0.996            | Left 0.352          | Down 6.738            |
| Front 38.219                | Front 0.670       | Left 4.222                | Down 1.055            | Left 0.352          | Down 6.738            |
| Front 38.219                | Front 0.670       | Left 4.222                | Down 0.996            | Left 0.352          | Down 6.738            |
| Front 38.219                | Front 0.670       | Left 4.222                | Down 1.055            | Left 0.352          | Down 6.738            |
| Front 38.219                | Front 0.670       | Left 4.222                | Down 1.055            | Left 0.352          | Down 6.738            |
| Front 38.219                | Front 0.670       | Left 4.222                | Down 1.055            | Left 0.352          | Down 6.738            |

Figure 4: Effect of self-space auto-radius on fault detection rate and false alarm rate.
increased. According to statistical theory, when the significance level is smaller, the probability that the detector coverage rate does not reach the expected value will be smaller, and the probability that the redundant detector will increase will become larger, which shows that the experimental results are consistent with the theoretical analysis. Combining both of them, \( \alpha \) is more appropriate to be taken as 0.1.

Select the parameter of the algorithm, detector expected coverage \( p = 0.995 \), auto-radius \( r_s = 0.05 \), significance level \( \alpha = 0.1 \), and then, it can be obtained \( z_{\alpha} = 1.65 \) according to the normal distribution. Under this condition, the fault detection rate of the aircraft main control system is 98.3%, the false alarm rate is 1.7%, and the number of detectors is 54; the detection performance is excellent.

The self-space, detector space, and fault space generated by the algorithm are shown in Figures 8 and 9, where Figure 8 is the self-space composed of the transfer coefficients of the three control channels (the aileron, elevator, and rudder), and Figure 9 is the self-space (purple), the detector space generated (yellow) from the self-space, and the fault sample space (black spot). In Figure 9(a), due to the detector space is like a hollow ball and the angle of view, it is not clear that all the fault samples fall in the detector space, but when the coordinate axis is adjusted,
we can see that the detector space covers all the fault samples completely in Figure 9(b), reflecting that the method has a good detection effect.

Because the two-dimensional plane can better show the generation effect of the detector, the two-dimensional data of the rudder (ordinate) and elevator (abscissa) are selected to simulate the detector generation process of the three algorithms in this paper. The results are shown in Figure 10 (RNSA), Figure 11 (V-detector), and Figure 12 (algorithm in this paper). By contrast, the number of detectors generated by the optimized negative selection algorithm is greatly reduced.
In order to further reflect the superiority of the optimized algorithm, two traditional negative selection algorithms (RNSA and V-detector) and the algorithm proposed in this paper were simulated and compared, and the simulation results are shown in Table 2. It can be seen that compared with the traditional negative selection algorithm, fewer detectors are generated by the optimized algorithm, and the fault detection effect is better.

5. Conclusion

In this paper, a new approach is presented for the fault detection of aircraft control system with the help of negative selection artificial immune system, and which is verified by real QAR data. The geometric mathematics is utilized to improve the overall coverage of the detector and reduce the coincidence between detectors, as well as the hypothesis test is used.
as the test standard of coverage, which made the generated detector more streamlined. With the advancement of aviation technology, the reliability and safety of aircraft are getting higher and higher, and it leads to the reduction of fault data. In the field of fault detection, compared with intelligent algorithms such as neural network and clustering which need mass of fault data to improve the accuracy of fault detection, negative selection requires less prior knowledge and fault data so its superiority is more and more prominent. The case proves that the fault detection method is feasible and efficient, and the authors believe that this work will contribute to the field of aircraft control system PHM.
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