Sharp lifespan estimates for the weakly coupled system of semilinear damped wave equations in the critical case
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Abstract
The open question, which seems to be also the final part, in terms of studying the Cauchy problem for the weakly coupled system of semilinear damped wave equations or reaction–diffusion equations, is so far known as the sharp lifespan estimates in the critical case. In this paper, we mainly investigate lifespan estimates for solutions to the weakly coupled system of semilinear damped wave equations in the critical case. By using a suitable test function method associated with nonlinear differential inequalities, we catch upper bound estimates for the lifespan. Moreover, we establish polynomial-logarithmic type time-weighted Sobolev spaces to obtain lower bound estimates for the lifespan in low spatial dimensions. Then, together with the derived lifespan estimates, new and sharp results on estimates for the lifespan in the critical case are claimed. Finally, we give an application of our results to the semilinear reaction–diffusion system in the critical case.
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1 Introduction

In the present paper, we are interested in exploring sharp lifespan estimates for the weakly coupled system of semilinear classical damped wave equations in the critical case, namely,

\[
\begin{cases}
\begin{align*}
utt - \Delta u + u_t &= |v|^p, & x \in \mathbb{R}^n, \ t \in (0, T), \\
vtt - \Delta v + v_t &= |u|^q, & x \in \mathbb{R}^n, \ t \in (0, T),
\end{align*}
\end{cases}
\tag{1}
\]

where the power exponents \( p, q > 1 \) satisfy the following critical condition:

\[
\alpha_{\text{max}}(p, q) := \max\{p, q\} + 1 = \frac{n}{2} \tag{2}
\]

for any \( n \geq 1, \ T > 0 \) and the positive constant \( \varepsilon \) describes the size of initial data. Under this critical condition, every non-trivial local (in time) weak solution blows up in finite time. For this reason, a natural question is that whether or not one can describe more detailed information of the lifespan. More specifically, our main motivation of this paper is to report sharp estimates for the lifespan \( T_\varepsilon = T_{\varepsilon} \) of solutions to the weakly coupled system (1) under the critical condition (2). Here, the lifespan \( T_\varepsilon \) of solutions is understood as the quantity defined by

\[
T_\varepsilon := \sup \{ T \in (0, \infty) : \text{there exists a unique local (in time) solution} (u, v) \text{ to (1) on} [0, T) \text{ with a fixed parameter} \ \varepsilon > 0 \} \tag{3}
\]

There are a lot of related works begun from 1995 in the original paper [24] in terms of the study of the Cauchy problem (1). However, to the best knowledge of authors, the sharp lifespan estimates in the critical case (2) are completely open even for the semilinear weakly coupled reaction–diffusion systems (see [14]). We will partially give answers to the above question in some spatial dimensions by the following sharp estimates:

\[
T_\varepsilon \sim \begin{cases}
\exp \left( C \varepsilon^{-(p-1)} \right) & \text{if } p = q, \\
\exp \left( C \varepsilon^{-(pq-p_{\text{Fuj}}(n))} \right) & \text{if } p \neq q,
\end{cases} \tag{4}
\]

where \( C > 0 \) is a constant independent of \( \varepsilon \). Here, \( p_{\text{Fuj}}(n) := 1 + 2/n \) stands for the well-known Fujita exponent.

Let us now recall several historical background related to our model (1). Over the recent decades, the Cauchy problem for semilinear damped wave equation

\[
\begin{cases}
utt - \Delta u + u_t &= |u|^p, & x \in \mathbb{R}^n, \ t \in (0, T), \\
(u, u_t)(0, x) &= (\varepsilon u_0, \varepsilon u_1)(x), \ x \in \mathbb{R}^n,
\end{cases}
\tag{5}
\]

\( \varepsilon \) Springer
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with \( p > 1 \) has been widely studied. The critical exponent, which is the threshold between global (in time) existence of small data weak solution and blow-up of solutions even for small data, to the single semilinear damped wave equation (5) is the so-called Fujita exponent

\[
p_{Fuj}(n) := 1 + \frac{2}{n}
\]

for any \( n \geq 1 \). We should recall that the Fujita exponent is well-known as the critical exponent for the corresponding semilinear heat equation (see [11] and references therein)

\[
\begin{aligned}
&w_t - \Delta w = |w|^p, \quad x \in \mathbb{R}^n, \quad t \in (0, T), \\
&w(0, x) = \varepsilon w_0(x), \quad x \in \mathbb{R}^n.
\end{aligned}
\]

Motivated by diffusion phenomenon (see, for example, [19,35]), which is a bridge between the asymptotic behavior of solutions to the damped wave equation and that of solutions to the heat equation, one proved that these corresponding critical exponents coincide. In particular, concerning the critical exponent for the semilinear damped wave equation (5), we refer the interested readers to [20,30,33,41,43] and references therein. Additionally, to derive the critical regularity of nonlinear terms for the semilinear damped wave equation, the authors in [7] considered the equation of (5) with nonlinearities \( \omega(|u|)|u|^{p_{Fuj}(n)} \) on the right-hand side, where \( \omega \) stands for a suitable modulus of continuity. According to the works [13,15,18,22,23,34], the sharp lifespan estimates for (5) in all spatial dimensions have been investigated, particularly,

\[
T_{\varepsilon} \sim \begin{cases} 
C\varepsilon^{-\frac{2(p-1)}{2n(p-1)}}, & \text{if } 1 < p < p_{Fuj}(n), \\
\exp \left( C\varepsilon^{-(p-1)} \right), & \text{if } p = p_{Fuj}(n),
\end{cases}
\]

where \( C = C(n, p, u_0, u_1) \) is a positive constant independent of \( \varepsilon \). In some sense, the story of the sharp lifespan estimates for the single semilinear damped equation (5) has been completed in 2019 by the paper [23].

Let us turn to the weakly coupled system of semilinear damped wave equations (1). The critical condition (2), which is the so-called critical curve in the \( p-q \) plane, to our model (1) can be described by the following Fig. 1. To be specific, the authors in [39] obtained the critical condition (2) for \( n = 1, 3 \). More precisely, if \( \alpha_{\text{max}}(p, q) < n/2 \), then there exists a unique global (in time) small data Sobolev solution, whereas if \( \alpha_{\text{max}}(p, q) \geq n/2 \), then every non-trivial local (in time) weak solution, in general, blows up in finite time. Afterwards, the same desired results for the dimensional cases \( n = 1, 2, 3 \) were generalized in [31,40], especially, some of decay estimates for solutions in time were improved for \( n = 3 \). Finally, the recent papers [36,37] demonstrated the critical condition (2) for any spatial dimensions \( n \geq 1 \), where the almost sharp estimates for the lifespan in the subcritical case \( \alpha_{\text{max}}(p, q) > n/2 \) were found out, namely,
for any small number $\epsilon_0 > 0$. Hereafter the unexpressed multiplicative constants may depend on $n, p, q, u_0, u_1, v_0, v_1$ but are independent of $\epsilon$. Later, we will improve their result (6) in Remark 7 by using the similar philosophy to the proof of Theorem 2. Namely, the sharp lifespan estimate in the subcritical case will be demonstrated. The authors in [37] also claimed some lower bound estimates for the lifespan in the critical case $\alpha_{\text{max}}(p, q) = n/2$, nevertheless, it seems to be far from the (almost) sharp estimates. Again, we stress out that not only for the weakly coupled system of semilinear damped wave equations but also for the weakly coupled system of semilinear reaction–diffusion equations, both sharp upper bound and lower bound estimates of the lifespan in the critical case, i.e. under the critical condition (2), are still completely open as far as the authors know. For this reason, our purpose of this paper is to give a positive answer, i.e. the sharp estimates (4), for these open problems.

To explore upper bound estimates for the lifespan of solutions to (1) in the critical case (2), we will employ the so-called test function method (see also [2,27,36,43]), motivated by the recent studies [6,16]. By constructing two test functions with suitable scaling (different from the scaling of the single semilinear damped wave equation in [16]), we will derive a system of two nonlinear differential inequalities with their initial values. Then, after dealing with these nonlinear inequalities, we will arrive at upper bound estimates for the lifespan with the help of some parameter-dependent auxiliary functionals.

To derive lower bound estimates for the lifespan of solutions to (1), we will introduce suitable Sobolev spaces with their corresponding norms carrying suitable polynomial-logarithmic type time-dependent weighted functions. Under this frame, employing the classical Gagliardo–Nirenberg inequality, we will get lower bound estimates for the
lifespan in \( n = 1, 2 \), which are the same as the upper ones. From this observation, these obtained results are to conclude the sharpness of lifespan estimates immediately.

Since our approaches also can be applicable to the weakly coupled system of semi-linear reaction–diffusion equations as well as of some kind of other equations, we will propose some remarks in Sect. 5 on the sharp lifespan estimates for solutions in the critical case. Also, it brings a possible answer for the question proposed in [14].

**Notation:** Throughout this paper, we write \( f \lesssim g \) when there exists a positive constant \( C \) such that \( f \leq Cg \). Moreover, \( B_r \) stands for the ball around the origin with radius \( r \) in \( \mathbb{R}^n \).

### 2 Main results

To begin with this section, let us introduce some definitions of solutions to the semi-linear Cauchy problem (1), which are to provide well-defined notations for the lifespan of corresponding solutions.

**Definition 1** The pair of functions \((u, v)\) is called a mild solution to the Cauchy problem (1) on \([0, T)\) with \( T > 0 \), if

\[
(u, v) \in C([0, T), H^1(\mathbb{R}^n)) \times C([0, T), H^1(\mathbb{R}^n))
\]  

(7)

carrying its initial data satisfies the following integral systems:

\[
\begin{aligned}
    u(t, x) &= \varepsilon (\partial_t + 1)\mathcal{H}(t, \nabla) u_0(x) + \varepsilon \mathcal{H}(t, \nabla) u_1(x) + \int_0^t \mathcal{H}(t - \tau, \nabla)|v(\tau, x)|^p d\tau, \\
    v(t, x) &= \varepsilon (\partial_t + 1)\mathcal{H}(t, \nabla) v_0(x) + \varepsilon \mathcal{H}(t, \nabla) v_1(x) + \int_0^t \mathcal{H}(t - \tau, \nabla)|u(\tau, x)|^q d\tau,
\end{aligned}
\]

(8)

for any \( t \in [0, T) \) with the operator

\[
\mathcal{H}(t, \nabla) := e^{-\frac{t}{2}} \frac{\sin \left( t \sqrt{|\nabla|^2 - 1/4} \right)}{\sqrt{|\nabla|^2 - 1/4}}.
\]

It can be defined by the use of partial Fourier transforms

\[
\mathcal{H}(t, \nabla) = \mathcal{F}^{-1}_{\xi \to x} \left( e^{-\frac{t}{2}} \frac{\sin \left( t \sqrt{|\xi|^2 - 1/4} \right)}{\sqrt{|\xi|^2 - 1/4}} \right).
\]

The lifespan of a mild solution in the sense of Definition 1 is denoted by \( T_{\varepsilon, m} \), whose definition is similar to (3).
**Definition 2** The pair of functions \((u, v)\) is called a weak solution to the Cauchy problem (1) on \([0, T)\) with \(T > 0\), if

\[
(u, v) \in L^q_{\text{loc}}([0, T) \times \mathbb{R}^n) \times L^p_{\text{loc}}([0, T) \times \mathbb{R}^n)
\]

satisfies the following integral equalities:

\[
\int_0^T \int_{\mathbb{R}^n} \left( \partial_t^2 \Psi_1(t, x) - \Delta \Psi_1(t, x) - \partial_x \Psi_1(t, x) \right) u(t, x) dx dt = \int_0^T \int_{\mathbb{R}^n} \Psi_1(t, x) \left| v(t, x) \right|^p dx dt + \varepsilon \int_{\mathbb{R}^n} \left( \Psi_1(0, x)(u_0(x) + u_1(x)) - \partial_t \Psi_1(0, x) u_0(x) \right) dx, \tag{10}
\]

as well as

\[
\int_0^T \int_{\mathbb{R}^n} \left( \partial_t^2 \Psi_2(t, x) - \Delta \Psi_2(t, x) - \partial_x \Psi_2(t, x) \right) v(t, x) dx dt = \int_0^T \int_{\mathbb{R}^n} \Psi_2(t, x) \left| u(t, x) \right|^q dx dt + \varepsilon \int_{\mathbb{R}^n} \left( \Psi_2(0, x)(v_0(x) + v_1(x)) - \partial_t \Psi_2(0, x) v_0(x) \right) dx, \tag{11}
\]

for any \(\Psi_1, \Psi_2 \in C^\infty_0([0, T) \times \mathbb{R}^n)\).

The lifespan of a weak solution in the sense of Definition 2 is denoted by \(T_{\varepsilon, w}\), whose definition is similar to (3).

**Remark 1** We notice that if \((u, v)\) is a mild solution to (1) in the sense of Definition 1, then \((u, v)\) is also a weak solution to (1) in the sense of Definition 2. This statement can be easily indicated by the standard density argument (see, for example, Proposition 3.1 in [17]). Therefore, the following relation is obviously true:

\[
T_{\varepsilon, m} \leq T_{\varepsilon, w} \leq T_{\varepsilon, m}. \tag{12}
\]

For this reason, we want to underline in advance that the proof of sharp lifespan results comes from estimating \(T_{\varepsilon, w}\) from the above and \(T_{\varepsilon, m}\) from the below.

Concerning upper bound estimates for the lifespan \(T_{\varepsilon, w}\) to (1) in the critical case for all \(n \geq 1\), we state the following result.

**Theorem 1** Let us assume that initial data \(u_j, v_j \in C^\infty_0(\mathbb{R}^n)\) with \(j = 0, 1\) satisfy

\[
\int_{\mathbb{R}^n} (u_0(x) + u_1(x)) dx > 0 \quad \text{and} \quad \int_{\mathbb{R}^n} (v_0(x) + v_1(x)) dx > 0. \tag{13}
\]
If $p, q > 1$ fulfill the critical condition (2) and $1 < p, q \leq n/(n - 2)$ if $n \geq 3$, then there exists a positive constant $\varepsilon_0$ such that for any $\varepsilon \in (0, \varepsilon_0]$ the lifespan $T_{\varepsilon, w}$ of weak solutions to the Cauchy problem (1) possesses the following upper bounds:

$$T_{\varepsilon, w} \leq \begin{cases} \exp \left( C \varepsilon^{-(p-1)} \right) & \text{if } p = q, \\ \exp \left( C \varepsilon^{-\max \left\{ \frac{pq}{p+1}, \frac{q(q-1)}{q+1} \right\}} \right) & \text{if } p \neq q, \end{cases} \quad (14)$$

where $C$ is a positive constant independent of $\varepsilon$.

**Remark 2** The condition $1 < p, q \leq n/(n - 2)$ if $n \geq 3$, appearing in Theorem 1, is to guarantee the local (in time) existence of solutions (see Proposition 2.1 in [37]).

**Remark 3** Concerning the non-symmetric case $p \neq q$ in Theorem 1, from the critical condition (2) we get $\max\{p, q\} = n(pq - 1)/2 - 1$, so that we may rewrite

$$\exp \left( C \varepsilon^{-\max \left\{ \frac{pq}{p+1}, \frac{q(q-1)}{q+1} \right\}} \right) = \exp \left( C \varepsilon^{-(pq-\text{Fuj}(n))} \right).$$

In other words, it provides a way to see the lifespan estimates as in (4). This new discovery is one of the cores of this paper.

To guarantee the sharpness of the derived lifespan estimates (14), we have to estimate the lifespan $T_{\varepsilon, m}$ from the below. Thus, we turn to lower bound estimates in the subsequent theorem.

**Theorem 2** Let us assume that initial date belong to the following classical energy space with additional $L^1$ regularity:

$$((u_0, u_1), (v_0, v_1)) \in \mathcal{D} := \left( \left( H^1(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \right) \times \left( L^2(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \right) \right)^2$$

for $n = 1, 2$ with the corresponding norm

$$J[u_0, u_1, v_0, v_1] := \|((u_0, u_1), (v_0, v_1))\|_{\mathcal{D}}$$

$$= \|u_0\|_{H^1(\mathbb{R}^n)} + \|u_0\|_{L^1(\mathbb{R}^n)} + \|u_1\|_{L^2(\mathbb{R}^n)} + \|u_1\|_{L^1(\mathbb{R}^n)}$$

$$+ \|v_0\|_{H^1(\mathbb{R}^n)} + \|v_0\|_{L^1(\mathbb{R}^n)} + \|v_1\|_{L^2(\mathbb{R}^n)} + \|v_1\|_{L^1(\mathbb{R}^n)}.$$  

Moreover, we suppose that $p, q$ fulfill the critical condition (2) with $p, q \geq 2$. Then, there exists a positive constant $\varepsilon_0$ such that for any $\varepsilon \in (0, \varepsilon_0]$ the lifespan $T_{\varepsilon, w}$ of mild solutions to the Cauchy problem (1) enjoys the following lower bounds:

$$T_{\varepsilon, m} \geq \begin{cases} \exp \left( c \varepsilon^{-(p-1)} \right) & \text{if } p = q, \\ \exp \left( c \varepsilon^{-\max \left\{ \frac{pq}{p+1}, \frac{q(q-1)}{q+1} \right\}} \right) & \text{if } p \neq q, \end{cases} \quad (15)$$

where $c$ is a positive constant depending on $n$ and $J[u_0, u_1, v_0, v_1]$ only.
Remark 4 Regarding the special case \( p = q \) in our model (1), the critical condition (2) can be reduced to \( p = q = p_{\text{Fuj}}(n) \). Under this situation, our obtained results in (14) and (15) exactly coincide with the sharp upper bound estimate and the sharp lower bound estimate, respectively, for the lifespan of solutions to the single semilinear damped wave equation (5) in the critical case \( p = p_{\text{Fuj}}(n) \). Involving the latter issue, one may see [16,23,24] for more details.

Remark 5 Summarizing the derived results in Theorems 1 and 2 combined with the relation (12), we claim that the sharp lifespan estimates \( T_{\varepsilon} \) for solutions to the Cauchy problem (1) in the critical case (2) are given by

\[
T_{\varepsilon} \sim \begin{cases} 
\exp \left( C \varepsilon^{-(p-1)} \right) & \text{if } p = q, \\
\exp \left( C \varepsilon^{-(pq-p_{\text{Fuj}}(n))} \right) & \text{if } p \neq q,
\end{cases}
\]

in low spatial dimensions, with a positive constant \( C \) independent of \( \varepsilon \). It seems also interesting to generalize these lower bound estimates for higher spatial dimensions \( n \geq 3 \) by introducing weighted Sobolev spaces as well as employing some weighted decay estimates with respect to spatial variables (see, for instance, [15,31,32]). Namely, we conjecture that the sharp lifespan estimates above still hold for any \( n \geq 1 \). However, this observation remains an open problem for \( n \geq 3 \), which is beyond the scope of our paper.

3 Proof of Theorem 1

3.1 Setting and test functions

Let us define the size of supports for initial data by

\[
r_0 := \max \left\{ |x| : x \in \text{supp} \ u_0 \cup \text{supp} \ u_1 \right\}, \quad r_1 := \max \left\{ |x| : x \in \text{supp} \ v_0 \cup \text{supp} \ v_1 \right\}.
\]

Remark 6 We do not use finite propagation speed of solutions to damped wave equations. One recognizes that the support conditions of initial data will give remarkable contributions to catching the upper bound estimates for the lifespan of solutions. For this reason, it would provide an effective way to generalize our approach to some models without hyperbolic structure, for example, the weakly coupled system for reaction–diffusion equations (56).

Without loss of generality, we assume

\[
R_0 := \sqrt{2} \max \left\{ r_0^4, r_1^4 \right\} < \sqrt{T_{\varepsilon,w}}.
\]
We now introduce a test function $\eta = \eta(s)$ such that

$$\eta \in C^\infty_0([0, \infty)) \quad \text{and} \quad \eta(s) := \begin{cases} 1 & \text{if } s \in [0, 1/2], \\ \text{decreasing} & \text{if } s \in (1/2, 1), \\ 0 & \text{if } s \in [1, \infty). \end{cases}$$

Moreover, another test function $\eta^* = \eta^*(s)$ is also introduced by

$$\eta^*(s) := \begin{cases} 0 & \text{if } s \in [0, 1/2), \\ \eta(s) & \text{if } s \in (1/2, \infty). \end{cases}$$

Next, for a large parameter $R \in (0, \infty)$, we make $\psi_R = \psi_R(t, x)$ and $\psi^*_R = \psi^*_R(t, x)$, which are defined, respectively, by

$$\psi_R(t, x) := \left(\eta \left(\frac{t^2 + |x|^4}{R^4}\right)\right)^{\mu + 2} \quad \text{and} \quad \psi^*_R(t, x) := \left(\eta^* \left(\frac{t^2 + |x|^4}{R^4}\right)\right)^{\mu + 2}$$

with a positive constant $\mu$ fulfilling

$$\mu \geq \max \left\{ \frac{2}{p - 1}, \frac{2}{q - 1} \right\}.$$

### 3.2 Upper bound estimates for the lifespan

By multiplying the test function $\psi_R$ on both sides of the first and second equations in the Cauchy problem (1) as well as integrating the resultants over $\mathbb{R}^n$, we obtain

$$\int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t, x) \, dx = \frac{d^2}{dt^2} \int_{\mathbb{R}^n} u(t, x) \psi_R(t, x) \, dx$$

$$+ \frac{d}{dt} \int_{\mathbb{R}^n} (u(t, x) \psi_R(t, x) - 2u(t, x) \partial_t \psi_R(t, x)) \, dx$$

$$+ \int_{\mathbb{R}^n} u(t, x) \left(\partial^2_t \psi_R(t, x) - \Delta \psi_R(t, x) - \partial_t \psi_R(t, x)\right) \, dx, \quad (16)$$

and similarly,

$$\int_{\mathbb{R}^n} |u(t, x)|^q \psi_R(t, x) \, dx = \frac{d^2}{dt^2} \int_{\mathbb{R}^n} v(t, x) \psi_R(t, x) \, dx$$

$$+ \frac{d}{dt} \int_{\mathbb{R}^n} (v(t, x) \psi_R(t, x) - 2v(t, x) \partial_t \psi_R(t, x)) \, dx$$

$$+ \int_{\mathbb{R}^n} v(t, x) \left(\partial^2_t \psi_R(t, x) - \Delta \psi_R(t, x) - \partial_t \psi_R(t, x)\right) \, dx,$$
where we used integration by parts with respect to spatial variables and \( \psi_R(t, x) \equiv 0 \) as \( |x| \to \infty \) from the support condition. From straightforward computations, we observe

\[
\partial_t \psi_R(t, x) = \frac{2(\mu + 2)t}{R^4} \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{\mu + 1} \eta' \left( \frac{t^2 + |x|^4}{R^4} \right),
\]

\[
\partial_{\tau}^2 \psi_R(t, x) = \frac{2(\mu + 2)}{R^4} \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{\mu + 1} \eta' \left( \frac{t^2 + |x|^4}{R^4} \right)
+ \frac{4(\mu + 1)(\mu + 2)t^2}{R^8} \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{\mu + 1} \eta'' \left( \frac{t^2 + |x|^4}{R^4} \right)^2,
\]

and

\[
\partial_{\tau}^2 \psi_R(t, x) = \frac{4(\mu + 2)(|x|^2 + 2x_k^2)}{R^4} \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{\mu + 1} \eta' \left( \frac{t^2 + |x|^4}{R^4} \right)
+ \frac{16(\mu + 1)(\mu + 2)|x|^4x_k^2}{R^8} \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{\mu + 1} \eta'' \left( \frac{t^2 + |x|^4}{R^4} \right)^2.
\]

Due to the fact that

\[
\eta' \left( \frac{t^2 + |x|^4}{R^4} \right) \neq 0, \quad \eta'' \left( \frac{t^2 + |x|^4}{R^4} \right) \neq 0 \quad \text{for} \quad \frac{R^4}{2} < t^2 + |x|^4 < R^4,
\]

as well as \( \eta \in C_0^\infty([0, \infty)) \), we are able to state

\[
\left| \partial_t^2 \psi_R(t, x) - \Delta \psi_R(t, x) - \partial_t \psi_R(t, x) \right| \lesssim \frac{1}{R^2} \left( \psi_R^*(t, x) \right)^{\mu + 1} + \frac{R^2 + 1}{R^4} \left( \psi_R^*(t, x) \right)^{\mu + 2} \lesssim \frac{1}{R^2} \left( \psi_R^*(t, x) \right)^{\mu + 2}.
\]

In the above estimate, we have utilized \( 0 < \psi_R^*(t, x) < 1 \) and \( R \gg 1 \). Taking account of \( R \in [R_0, \sqrt{T_{e,w}}] \) and integrating (16) over \( (0, T_{e,w}) \), we may deduce

\[
\int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t, x) dx dt \\
\leq \left( \int_{\mathbb{R}^n} (u_\tau(t, x) \psi_R(t, x) + u(t, x) \partial_t \psi_R(t, x)) dx \right) \bigg|_{t=T_{e,w}} \bigg|_{t=0}.
\]
\[ + \left( \int_{\mathbb{R}^n} (u(t, x) \psi_R(t, x) - 2u(t, x) \partial_t \psi_R(t, x)) \, dx \right) \bigg|_{t=T_{e,w}}^{t=0} + \frac{1}{R^2} \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)| \left( \psi_R^*(t, x) \right)^{\frac{\mu}{n+2}} \, dx \, dt. \]

The consideration \( R \in [R_0, \sqrt{T_{e,w}}) \) leads to

\[ 2 \max\{r_0^4, r_1^4\} = R_0^4 \leq R^4 \leq (T_{e,w})^2, \]

so that

\[ \psi_R(T_{e,w}, x) = \partial_t \psi_R(T_{e,w}, x) = 0 \quad \text{for any} \quad x \in \mathbb{R}^n, \]

\[ \psi_R(0, x) = 1 \quad \text{for any} \quad x \in B_{r_0}. \]

In other words, we have

\[ \varepsilon \int_{\mathbb{R}^n} (u_0(x) + u_1(x)) \, dx + \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t, x) \, dx \, dt \]

\[ =: J_0[u_0, u_1] \]

\[ \leq \frac{1}{R^2} \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)| \left( \psi_R^*(t, x) \right)^{\frac{\mu}{n+2}} \, dx \, dt \]

\[ \leq \frac{1}{R^2} \left( \int_{\text{supp} \psi_R^*} d(x, t) \right)^{\frac{1}{q'}} \left( \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \left( \psi_R^*(t, x) \right)^{\frac{q\mu}{n+2}} \, dx \, dt \right)^{\frac{1}{q}} \]

\[ \lesssim R^{n - \frac{n+2}{p} \left( \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R^*(t, x) \psi_R^*(t, x) \frac{p\mu}{n+2} \, dx \, dt \right)^{\frac{1}{p}}. \tag{18} \]

where the support conditions for initial data since \( \text{supp} u_0 \cup \text{supp} u_1 \subset B_{r_0} \) were used as well as the following attention should be recognized:

\[ \text{supp} \psi_R^* \subset \left( [0, R^2] \times B_R \right) \setminus \left\{ (t, x) : t^2 + |x|^4 \leq \frac{R^4}{2} \right\}. \]
Let us introduce two auxiliary functionals as follows:

\[
Y_q(R) := \int_0^R y_q(r)r^{-1}dr \quad \text{with} \quad y_q(r) := \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q (\psi^q_r(t, x))^{\frac{q\mu}{p+q}} dx dt, \\
Y_p(R) := \int_0^R y_p(r)r^{-1}dr \quad \text{with} \quad y_p(r) := \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p (\psi^p_r(t, x))^{\frac{p\mu}{p+q}} dx dr.
\]

The change of variable \( s = (t^2 + |x|^4)/r^4 \) yields

\[
Y_q(R) = \int_0^R \left( \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q (\psi^q_r(t, x))^{\frac{q\mu}{p+q}} dx dt \right) r^{-1} dr \\
= \frac{1}{4} \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \left( \int_{(t^2 + |x|^4)/r^4}^{\infty} (\eta^*(s))^{q\mu} s^{-1} ds dx dr \right) \\
\leq \frac{1}{4} \log 2 \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \left( \int_{1/2}^1 (\eta^*(s))^{q\mu} s^{-1} ds \right) dx dt, \quad (19)
\]

where we considered the support condition for \( \eta^*(s) \) in the third line of the chain estimates above. Thus, one may arrive at

\[
Y_q(R) \leq \frac{1}{4} \log 2 \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \sup_{r \in (0, R)} \left( \eta^\ast \left( \frac{t^2 + |x|^4}{r^4} \right) \right)^{q\mu} \left( \int_{1/2}^1 s^{-1} ds \right) dx dt \\
\leq \frac{1}{4} \log 2 \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \left( \eta^\ast \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{q\mu} dx dr \\
\leq \frac{1}{4} \log 2 \ y_q(R). \quad (20)
\]

In addition, using the property \( \eta^*(s) \equiv \eta(s) \) for any \( s \in [1/2, 1] \) in (19) we also verify the following estimate:

\[
Y_q(R) \lesssim \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \left( \eta \left( \frac{t^2 + |x|^4}{R^4} \right) \right)^{q\mu} dx dt, \\
\lesssim \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q (\psi_R(t, x))^{\frac{q\mu}{p+q}} dx dr. \quad (21)
\]

By the similar fashion, one gets

\[
Y_p(R) \leq \frac{1}{4} \log 2 \ y_p(R), \quad (22)
\]

\[
Y_p(R) \lesssim \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p (\psi_R(t, x))^{\frac{p\mu}{p+q}} dx dt. \quad (23)
\]
To derive adaptable functionals, we notice
\[ \mu \geq \max \left\{ \frac{2}{p-1}, \frac{2}{q-1} \right\} = \frac{2}{\min\{p, q\} - 1}, \quad \text{i.e.} \quad \frac{\min\{p, q\} \mu}{\mu + 2} \geq 1 \]
to show from (21) and (23) that
\[ Y_q(R) \lesssim \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |u(t, x)|^q \psi_R(t, x) dx dt, \quad (24) \]
\[ Y_p(R) \lesssim \int_0^{T_{e,w}} \int_{\mathbb{R}^n} |v(t, x)|^p \psi_R(t, x) dx dt. \quad (25) \]

In what follows, we denote by \( C_j \) with \( j \in \mathbb{N} \) positive constants independent of \( R \) and \( \epsilon \). Let us now recall the two quantities
\[ I[u_0, u_1] = \int_{\mathbb{R}^n} (u_0(x) + u_1(x)) dx \quad \text{and} \quad I[v_0, v_1] = \int_{\mathbb{R}^n} (v_0(x) + v_1(x)) dx. \]
Then, according to the estimates (17), (18), (24), (25) and the facts that
\[ y_p(R) = RY'_p(R), \quad y_q(R) = RY'_q(R), \]
we conclude the following coupled system of nonlinear differential inequalities:
\[ Y'_p(R) \geq C_1 \delta R^{n+1-np} (Y_q(R) + \epsilon I[v_0, v_1])^p, \quad (26) \]
\[ Y'_q(R) \geq C_2 \delta R^{n+1-nq} (Y_p(R) + \epsilon I[u_0, u_1])^q, \quad (27) \]
for any \( R \in [R_0, \sqrt{T_{e,w}}) \). Here, a constant \( \delta \in (0, 1] \) will be chosen later. By considering our assumption on initial data (13), we have derived the differential frames
\[ Y'_p(R) \geq C_1 \delta R^{n+1-np} (Y_q(R))^p, \]
\[ Y'_q(R) \geq C_2 \delta R^{n+1-nq} (Y_p(R))^q, \]
for any \( R \in [R_0, \sqrt{T_{e,w}}) \), with their initial values (from the integration of the inequalities (26) and (27) over \([R_0, R] \), respectively)
\[ Y_p(R) \geq \epsilon^p C_1 \delta (I[v_0, v_1])^p \int_{R_0}^R \rho^{n+1-np} d\rho, \]
\[ Y_q(R) \geq \epsilon^q C_2 \delta (I[u_0, u_1])^q \int_{R_0}^R \rho^{n+1-nq} d\rho, \quad (28) \]
under the restriction (2).

Without loss of generality, we will focus on the treatment of the case \( \max\{p, q\} = q \neq p \) only due to the fact is that the case \( \max\{p, q\} = p \neq q \) can be also treated.
in the same way. The rest case \( p = q \) will be shown later. Namely, to get started, the condition (2) can be written by

\[
\frac{q + 1}{pq - 1} = \frac{n}{2} \quad \text{and} \quad q > 1 + \frac{2}{n}. \tag{29}
\]

Let us now set up the two auxiliary functions \( \phi_1(R) := R^{n+1-np} \) and \( \phi_2(R) := R^{n+1-nq} \) to re-express the differential frames above in the following way:

\[
Y'_p(R) \geq C_1 \delta \phi_1(R)(Y_q(R))^p, \tag{30}
\]

\[
Y'_q(R) \geq C_2 \delta \phi_2(R)(Y_p(R))^q. \tag{31}
\]

Multiplying (30) by \( Y'_q(R) \) and then carrying out integration by parts over \([R_0, R]\) give

\[
Y_p(R)Y'_q(R) - Y_p(R_0)Y'_q(R_0) - \int_{R_0}^{R} Y_p(s)Y''_q(s)ds \\
\geq \frac{C_1 \delta}{p + 1} \phi_1(R)(Y_q(R))^{p+1} - \frac{C_1 \delta}{p + 1} \phi_1(R_0)(Y_q(R_0))^{p+1} \\
- \frac{C_1 \delta}{p + 1} \int_{R_0}^{R} \phi'_1(s)(Y_q(s))^{p+1}ds.
\]

By the aid of the relation

\[
Y''_q(s) = \frac{y'_q(s) - Y'_q(s)}{s},
\]

one gains

\[
Y_p(R)Y'_q(R) + \int_{R_0}^{R} Y_p(s)\frac{Y'_q(s)}{s}ds - \int_{R_0}^{R} \frac{Y_p(s)Y'_q(s)}{s}ds \\
\geq \frac{C_1 \delta}{p + 1} \phi_1(R)(Y_q(R))^{p+1} + \left( Y_p(R_0)Y'_q(R_0) - \frac{C_1 \delta}{p + 1} \phi_1(R_0)(Y_q(R_0))^{p+1} \right) \\
- \frac{C_1 \delta}{p + 1} \int_{R_0}^{R} \phi'_1(s)(Y_q(s))^{p+1}ds. \tag{33}
\]

Let us devote our consideration to the estimate for the right-hand side (RHS) of (33). In the first stage, we need to opt a constant \( \delta = \delta(C_1, R_0, p) \) fulfilling

\[
0 < \delta \leq \min \left\{ \frac{(p + 1)Y_p(R_0)Y'_q(R_0)}{C_1 \phi_1(R_0)(Y_q(R_0))^{p+1}}, 1 \right\}. \tag{34}
\]
so that we may conclude that
\[ Y_p(R_0)Y'_q(R_0) - \frac{C_1\delta}{p+1} \phi_1(R_0)(Y'_q(R_0))^{p+1} \geq 0. \]

Noticing that \( Y'_q(R_0) = y_q(R_0)/R_0 > 0 \), the range of \( \delta \) in (34) is not empty. Subsequently, it implies

\[
\text{RHS of (33)} \geq \frac{C_1\delta}{p+1} \phi_1(R)(Y_q(R))^{p+1} - \frac{C_1\delta}{p+1} \int_{R_0}^{R} \phi'_1(s)(Y_q(s))^{p+1} ds
\]

\[
= \frac{C_1\delta}{p+1} \phi_1(R)(Y_q(R))^{p+1} - \frac{C_1\delta}{p+1} (n+1-np) \int_{R_0}^{R} s^{n-np}(Y_q(s))^{p+1} ds. \quad (35)
\]

Concerning the sign for the last term in the previous inequality, our next arguments are divided into two cases separately as follows.

- **Case 1**: When \( 1 + \frac{1}{n} \leq p < 1 + \frac{2}{n} \), we have \( n + 1 - np \leq 0 \). Then, by (35) it is obvious to catch the estimate

\[
\text{RHS of (33)} \geq \frac{C_1\delta}{p+1} \phi_1(R)(Y_q(R))^{p+1}. \]

- **Case 2**: When \( 1 < p < 1 + \frac{1}{n} \), we get \( n + 1 - np > 0 \). Then, setting \( h_1 = h_1(s) \) in the integrand of (35) by

\[ h_1(s) := s^{n-np}(Y_q(s))^{p+1}, \]

we can calculate straightforwardly in this way

\[ h'_1(s) = (n-np)s^{n-np-1}(Y_q(s))^{p+1} + (p+1)s^{n-np}(Y_q(s))^{p}Y'_q(s) \]

\[ = s^{n-np-1}(Y_q(s))^{p} \left( (n-np)Y_q(s) + (p+1)sY'_q(s) \right) \]

\[ = s^{n-np-1}(Y_q(s))^{p} \left( (n-np)Y_q(s) + (p+1)y_q(s) \right), \]

where we noticed again that the relation \( y_q(s) = sY'_q(s) \) holds. By using the derived estimate (20), we can proceed as follows:

\[ h'_1(s) \geq \left( (n-np)\frac{\log 2}{4} + (p+1) \right) s^{n-np-1}(Y_q(s))^{p}y_q(s) \]

\[ > \left( p + 1 - \frac{\log 2}{4} \right) s^{n-np-1}(Y_q(s))^{p}y_q(s) \geq 0 \]
due to the strict inequality \( n - np > -1 \). As a result, \( h_1 = h_1(s) \) is a strictly increasing function so that we derive

\[
\int_{R}^{s} s^{n-np}(Y_q(s))^{p+1} ds \leq R^{n-np}(Y_q(R))^{p+1}(R - R_0) \\
\leq \phi_1(R)(Y_q(R))^{p+1}.
\] (36)

Both the estimates (35) and (36) lead to

\[
\text{RHS of (33)} \geq \frac{C_1 \delta n(p - 1)}{p + 1} \phi_1(R)(Y_q(R))^{p+1}.
\] (37)

Let us now come back to control the left-hand side (LHS) of (33). At first, thanks to the non-decreasing property of \( y_q = y_q(s) \), indeed,

\[
y_q'(s) = -\frac{4q \mu}{s^5} \int_{0}^{T_{x,w}} \int_{\mathbb{R}^n} |\mu(t, x)|^q \left( \eta^* \left( \frac{t^2 + |x|^4}{s^4} \right) \right)^{q \mu - 1} \\
\times \left( \eta^* \left( \frac{t^2 + |x|^4}{s^4} \right) \right)' \left( t^2 + |x|^4 \right) dx dt \geq 0
\]

with the help of non-increasing property of \( \eta^* \), for any \( s \in [R_0, R] \), one achieves

\[
\text{LHS of (33)} \leq Y_p(R)Y_q'(R) + \int_{R_0}^{R} \frac{Y_p(s)Y_q'(s)}{s} ds.
\] (38)

Putting \( h_2 = h_2(s) \) in the integrand of the last term in (38) by

\[
h_2(s) := \frac{Y_p(s)Y_q'(s)}{s}
\]

and noticing the equality (32) we show that

\[
h_2'(s) = \frac{Y_p'(s)Y_q'(s)s + Y_p(s)Y_q''(s)s - Y_p(s)Y_q'(s)}{s^2} \\
= \frac{Y_p'(s)Y_q'(s)s + Y_p(s) \left( y_q'(s) - Y_q'(s) \right) - Y_p(s)Y_q'(s)}{s^2}.
\]

Moreover, thanks to \( y_q'(s) \geq 0 \) and \( y_p(s) = sY_p'(s) \), we deduce

\[
h_2'(s) \geq \frac{Y_q'(s) \left( Y_p(s) - 2Y_p(s) \right)}{s^2} = \frac{Y_q'(s)(y_p(s) - 2Y_p(s))}{s^2} \\
\geq \left( 1 - \frac{\log 2}{2} \right) \frac{y_p(s)Y_q'(s)}{s^2} \geq 0,
\]

\( \odot \) Springer
where we have employed the obtained inequality (22). This means that $h_2 = h_2(s)$ is a non-decreasing function. In other words, it follows

$$\int_{R_0}^{R} \frac{Y_p(s)Y_q'(s)}{s} ds \leq \frac{Y_p'(R)Y_q'(R)}{R}(R - R_0) \leq Y_p(R)Y_q'(R).$$

(39)

For this reason, one may combine (38) and (39) to get

$$\text{LHS of } (33) \leq 2Y_p(R)Y_q'(R).$$

(40)

Summarizing, the link of these derived estimates (33), (37) and (40) is to indicate that

$$Y_p(R)Y_q'(R) \geq C_0 \phi_1(R)(Y_q(R))^{p+1},$$

which is equivalent to

$$Y_p(R) \geq \frac{C_0 \phi_1(R)(Y_q(R))^{p+1}}{Y_q'(R)}$$

(41)

for $R \geq R_0$. Hence, substituting (41) into (31) entails

$$Y_q'(R) \geq \frac{C_3(\phi_1(R))^{q} \phi_2(R)(Y_q(R))^{q(p+1)}}{(Y_q'(R))^{q}}.$$

which implies immediately

$$Y_q'(R) \geq C_3^{\frac{1}{q + 1}} (\phi_1(R))^{\frac{q}{q + 1}} (\phi_2(R))^{\frac{1}{q + 1}} (Y_q(R))^{\frac{q(p+1)}{q + 1}}$$

$$= C_3^{\frac{1}{q + 1}} R^{1 - \frac{n(pq - 1)}{q + 1}} (Y_q(R))^{\frac{q(p+1)}{q + 1}}$$

$$= C_3^{\frac{1}{q + 1}} R^{-1} (Y_q(R))^{\frac{q(p+1)}{q + 1}}$$

in our case (29). Clearly, the above estimate is to verify the following:

$$\frac{Y_q'(R)}{(Y_q(R))^{\frac{q(p+1)}{q + 1}}} \geq C_3^{\frac{1}{q + 1}} R^{-1}.$$  

(42)

Then, considering $R \geq R_0^2$ we take integration of two sides of (42) over $[\sqrt{R}, R]$ to obtain

$$-\frac{q + 1}{pq - 1}(Y_q(s))^{\frac{pq - 1}{q + 1}} \right|_{s = \sqrt{R}}^{s = R} = \frac{n}{2} \left( (Y_q(\sqrt{R}))^{\frac{2}{n}} - (Y_q(R))^{\frac{2}{n}} \right)$$

$$\geq C_3^{\frac{1}{q + 1}} \left( \log R - \log(\sqrt{R}) \right) = \frac{1}{2} C_3^{\frac{1}{q + 1}} \log R.$$
Therefore, it holds
\[ \log R \leq nC_3^{-\frac{1}{q+1}} \left( Y_q(\sqrt{R}) \right)^{-\frac{2}{n}}. \] (43)

By recalling the inequality (28), it is obvious to catch the estimate
\[ Y_q(\sqrt{R}) \geq \varepsilon^q C_4 \delta(I[u_0, u_1])^q \]
since we are in the situation \( n + 1 - nq < -1 \) from (29) as well as \( R \geq R_0 \) to ensure the boundedness of the integral in (28). Hence, one arrives at the next estimate by the combination of the last two inequalities
\[ \log \sqrt{T_{\varepsilon,w}} = \lim_{R \uparrow \sqrt{T_{\varepsilon,w}}} \log R \leq C_5 \varepsilon^{-\frac{2q}{n}} = C_5 \varepsilon^{-\frac{q(pq-1)}{q+1}}, \]
where we note that \( \frac{2}{n} = \frac{pq-1}{q+1} \). This is to show the desired upper bound of lifespan estimate for mild solutions to the Cauchy problem (1).

We remark that in the special case \( p = q = p_{\text{Fuj}}(n) \), one finds from (28) the following estimate:
\[ Y_q(R) \geq C_6 \varepsilon^{p_{\text{Fuj}}(n)} \log R. \]

Then, we combine the previous inequality with (43) to obtain
\[ \log \sqrt{T_{\varepsilon,w}} = \lim_{R \uparrow \sqrt{T_{\varepsilon,w}}} \log R \leq C_7 \varepsilon^{-\frac{2}{n}} = C_7 \varepsilon^{-(p-1)}. \]

Finally, taking the action of the exponential function gives the completeness of our proof.

4 Proof of Theorem 2

4.1 Philosophy of our approach

With the same reason of the proof of Theorem 1, we are going to focus on the case \( p < q \) only, and we will give some remarks for the special case \( p = q \). For the sake of brevity, we put
\[ \gamma(p, q) := \frac{q - p}{pq - 1} > 0 \quad \text{and} \quad \alpha(p, q) := \frac{n(p - 1)}{2q} > 0 \]
because of the hypothesis \( p < q \) and \( p > 1 \), respectively.
First of all, we introduce the evolution spaces $Y_j(T)$ as follows:

$$Y_j(T) = C([0, T], H^1(\mathbb{R}^n)) \quad \text{for} \quad j = 1, 2,$$

carrying their corresponding norms

$$\|u\|_{Y_1(T)} := \sup_{t \in [0, T]} \left( (1 + t)^{-\gamma(p,q)}(\log(e + t))^{\alpha(p,q)}M[u](t) \right)$$

and

$$\|v\|_{Y_2(T)} := \sup_{t \in [0, T]} (M[v](t)),$$

where we define

$$M[w](t) := (1 + t)\frac{n}{2} \|w(t, \cdot)\|_{L^2(\mathbb{R}^n)} + (1 + t)^{\frac{n}{2} + \frac{1}{2}} \|\nabla w(t, \cdot)\|_{L^2(\mathbb{R}^n)},$$

with $w = u$ or $w = v$. With the last definitions, we can introduce the solution space $X(T)$ of the weakly coupled system (1) by

$$X(T) = Y_1(T) \times Y_2(T),$$

dowed with the norm

$$\|(u, v)\|_{X(T)} := \|u\|_{Y_1(T)} + \|v\|_{Y_2(T)}.$$
where \( *(x) \) stands for the convolution with respect to spatial variables \( x \). Then, heavily motivated by Duhamel’s principle, the solution to (1) can be written in this form

\[
\begin{aligned}
\begin{cases}
  u(t, x) = u^{\text{lin}}(t, x) + \int_0^t \mathcal{H}_1(t - \tau, x) * (x) |v(\tau, x)|^p \, d\tau =: u^{\text{lin}}(t, x) + u^{\text{non}}(t, x), \\
v(t, x) = v^{\text{lin}}(t, x) + \int_0^t \mathcal{H}_1(t - \tau, x) * (x) |u(\tau, x)|^q \, d\tau =: v^{\text{lin}}(t, x) + v^{\text{non}}(t, x),
\end{cases}
\end{aligned}
\]

where is an equivalent way to represent the mild solution (8).

The main point of our approach to indicate the desired lower bound estimates for the lifespan relies on the proof of a pair of inequalities as follows:

\[
\begin{aligned}
&\|u\|_{Y_1(T)} \leq \varepsilon c_0 + c_1^u (\log(e + t))^{\alpha(p,q)} \|v\|_{Y_2(T)}^p, \\
&\|v\|_{Y_2(T)} \leq \varepsilon c_0 + c_1^v (\log(e + t))^{1-\alpha(p,q)} \|u\|_{Y_1(T)}^q,
\end{aligned}
\]

for all \( t \in [0, T] \), where \( c_0 = c_0(n, J[u_0, u_1, v_0, v_1]) \) and \( c_1^u, c_1^v \) are two positive constants independent of \( T \).

To end this part, we recall the following propositions which are useful to prove Theorem 2 in the next subsection.

**Proposition 1** (Lemma 1 in [25]) Let \( n \geq 1 \) and \( k = 0, 1 \). Then, the mild solutions to the linear Cauchy problem to (44) fulfill the following \((L^2(\mathbb{R}^n) \cap L^1(\mathbb{R}^n)) - L^2(\mathbb{R}^n)\) and \(L^2(\mathbb{R}^n) - L^2(\mathbb{R}^n)\) estimates:

\[
\begin{aligned}
&\left\|\nabla^k w(t, \cdot)\right\|_{L^2(\mathbb{R}^n)} \lesssim (1 + t)^{-\frac{n}{2} - \frac{k}{2}} \left( \|w_0\|_{L^1(\mathbb{R}^n)} + \|w_0\|_{H^k(\mathbb{R}^n)} + \|w_1\|_{L^1(\mathbb{R}^n)} + \|w_1\|_{L^2(\mathbb{R}^n)} \right), \\
&\left\|\nabla^k w(t, \cdot)\right\|_{L^2(\mathbb{R}^n)} \lesssim (1 + t)^{-\frac{n}{2}} \left( \|w_0\|_{H^k(\mathbb{R}^n)} + \|w_1\|_{L^2(\mathbb{R}^n)} \right).
\end{aligned}
\]

**Proposition 2** (The classical Gagliardo–Nirenberg inequality in [8,12]) Let \( r \in [1, \infty] \). It holds

\[
\|f\|_{L^r(\mathbb{R}^n)} \lesssim \|f\|_{L^2(\mathbb{R}^n)}^{\frac{1}{r}} \|\nabla f\|_{L^2(\mathbb{R}^n)}^{\beta}
\]

for \( f \in C_0^1(\mathbb{R}^n) \), where \( \beta = n \left( \frac{1}{2} - \frac{1}{r} \right) \) and \( \beta \in [0, 1] \).

**4.2 Lower bound estimates for the lifespan**

In order to prove that the solution to (1) satisfies the inequalities (45) and (46), at first one deduces immediately the following estimate from the definition of the norm of \( X(T) \) and Proposition 1:

\[
\|(u^{\text{lin}}, v^{\text{lin}})\|_{X(T)} \leq \varepsilon c_0(n, J[u_0, u_1, v_0, v_1]),
\]
where is guaranteed by the fact

\[(1 + t)^{-\gamma(p,q)}(\log(e + t))^\alpha(p,q) \lesssim 1\]

for any \(t \in [0, T]\) due to \(\gamma(p,q) > 0\). Clearly, to achieve our aim, it suffices to demonstrate only

\[
\|u^{\text{non}}\|_{Y_1(T)} \leq c_1^{\mu} (\log(e + t))^{\alpha(p,q)} \|v\|^p_{Y_2(T)}, \tag{47}
\]

\[
\|v^{\text{non}}\|_{Y_2(T)} \leq c_1^{\lambda} (\log(e + t))^{1-\alpha(p,q)q} \|u\|^q_{Y_1(T)}, \tag{48}
\]

instead of (45) and (46). Actually, by using the classical Gagliardo–Nirenberg inequality from Proposition 2, we may derive

\[
\|u(\tau, \cdot)^p\|_{L^1(\mathbb{R}^n)} \lesssim (1 + \tau)^{-\frac{q}{p}(q-1)+\gamma(p,q)q} (\log(e + \tau))^{-\alpha(p,q)q} \|u\|^q_{Y_1(T)},
\]

\[
= (1 + \tau)^{-1} \log(e + \tau) \|u\|^q_{Y_1(T)},
\]

\[
\|u(\tau, \cdot)^p\|_{L^2(\mathbb{R}^n)} \lesssim (1 + \tau)^{-\frac{q}{p}(2q-1)+\gamma(p,q)q} (\log(e + \tau))^{-\alpha(p,q)q} \|u\|^q_{Y_1(T)},
\]

and

\[
\|v(\tau, \cdot)^p\|_{L^1(\mathbb{R}^n)} \lesssim (1 + \tau)^{-\frac{q}{p}(p-1)} \|v\|^p_{Y_2(T)} = (1 + \tau)^{-1+\gamma(p,q)q} \|v\|^p_{Y_2(T)},
\]

\[
\|v(\tau, \cdot)^p\|_{L^2(\mathbb{R}^n)} \lesssim (1 + \tau)^{-\frac{q}{p}(2p-1)} \|v\|^p_{Y_2(T)} = (1 + \tau)^{-1-\frac{q}{p}+\gamma(p,q)q} \|v\|^p_{Y_2(T)},
\]

for any \(\tau \in [0, T]\). Let us sketch the proof of verification for these above estimates. On the one hand, we have utilized the relation from the critical curve

\[
\frac{q + 1}{pq - 1} = \frac{n}{2} \Rightarrow -\frac{n}{2}(q - 1) + \gamma(p,q)q = -1, \quad -\frac{n}{2}(p - 1) = -1 + \gamma(p,q)
\]

in the powers of \((1 + \tau)\). On the other hand, the following conditions must be satisfied due to the application of the classical Gagliardo–Nirenberg inequality:

\[2 \leq p, q \leq \infty \quad \text{if} \quad n = 1, 2.
\]

The first step is concerned with controlling the nonlinear integral terms \(u^{\text{non}}(t, \cdot)\) and \(v^{\text{non}}(t, \cdot)\) in the \(L^2(\mathbb{R}^n)\) norm. By using the \((L^2(\mathbb{R}^n) \cap L^1(\mathbb{R}^n)) - L^2(\mathbb{R}^n)\) estimate in \([0, t/2]\) and the \(L^2(\mathbb{R}^n) - L^2(\mathbb{R}^n)\) estimate in \([t/2, t]\) from Proposition 1, we obtain

\[
\|u^{\text{non}}(t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \int_0^{t/2} (1 + t - \tau)^{-\frac{q}{p}} \|v(\tau, \cdot)^p\|_{L^2(\mathbb{R}^n) \cap L^1(\mathbb{R}^n)} d\tau
\]

\[
+ \int_{t/2}^t \|v(\tau, \cdot)^p\|_{L^2(\mathbb{R}^n)} d\tau
\]
\[
(1 + t)^{-\gamma(p,q) + \frac{q}{2}} (\log(e + t))^{\alpha(p,q)} \| u^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim (\log(e + t))^{\alpha(p,q)} \| v \|_{Y^1(T)}^p
\]

The similar strategy to the previous one leads to

\[
\| v^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim \int_0^{t/2} (1 + t - \tau)^{-\frac{q}{2}} \| u(\tau, \cdot) \|_{L^2(\mathbb{R}^n)} \| L^1(\mathbb{R}^n) \| d\tau \\
+ \int_{t/2}^{t} \| u(\tau, \cdot) \|_{L^2(\mathbb{R}^n)} \| L^1(\mathbb{R}^n) \| d\tau \\
\lesssim (1 + t)^{-\frac{q}{2}} \| u \|_{Y^1(T)} \int_0^{t/2} (1 + \tau)^{-\gamma(p,q) - \alpha(p,q)q} \| u \|_{Y^1(T)} \| d\tau \\
+ (1 + t)^{-\frac{q}{2}} (\log(e + t))^{-\alpha(p,q)q} \| u \|_{Y^1(T)}^{q} \int_{t/2}^{t} \| d\tau \\
\lesssim (1 + t)^{-\frac{q}{2}} (\log(e + t))^{1-\alpha(p,q)q} \| u \|_{Y^1(T)}^{q}
\]

due to the choice the parameter \(\alpha(p, q)\) satisfying

\[
\alpha(p, q)q = \frac{n}{2}(p - 1) = \frac{(q + 1)(p - 1)}{pq - 1} = 1 - \gamma(p, q) < 1.
\]

As a consequence, the following estimate holds:

\[
(1 + t)^{\frac{q}{2}} \| v^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim (\log(e + t))^{1-\alpha(p,q)q} \| u \|_{Y^1(T)}^{q}.
\]

In the second step, let us turn to the estimates for the gradient of solution. By repeating the same manner and analogous arguments as we dealt with \(\| u^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)}\) and \(\| v^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)}\), one also notices

\[
(1 + t)^{-\gamma(p,q) + \frac{q}{2} + \frac{1}{2}} (\log(e + t))^{\alpha(p,q)} \| \nabla u^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)} \\
\lesssim (\log(e + t))^{\alpha(p,q)} \| v \|_{Y^1(T)}^p
\]

\[
(1 + t)^{\frac{q}{2} + \frac{1}{2}} \| \nabla v^{\text{non}}(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim (\log(e + t))^{1-\alpha(p,q)q} \| u \|_{Y^1(T)}^{q}.
\]
All in all, by the definition of the corresponding norms in $Y_1(T)$ and $Y_2(T)$ we can link the obtained estimates from (49) to (52) to claim (47) and (48) automatically.

Afterwards, motivated by the approach in [15] we determine

$$T^* := \sup \left\{ T \in [0, T_{\varepsilon, m}) \text{ such that } F(T) := \| (u, v) \|_{X(T)} \leq M \varepsilon \right\}$$

with a sufficiently large constant $M > 0$, which will be defined in next steps. Thanks to the fact $\| u \|_{Y_1(T^*)} \leq \| (u, v) \|_{X(T^*)} \leq M \varepsilon$, it holds from (46) that

$$\| v \|_{Y_2(T^*)} \leq \varepsilon c_0 + c_1 v M^q (\log(e + T^*))^{1 - \alpha(p, q)q} \varepsilon^q,$$  \hspace{1cm} (53)

where the restriction $1 - \alpha(p, q)q > 0$ was used again. Then, substituting the estimate (53) into the inequality (45) results

$$\| u \|_{Y_1(T^*)} \leq \varepsilon c_0 + (\log(e + T^*))^{\alpha(p, q)} \left( c_2 \varepsilon^p + c_3 M^{pq} (\log(e + T^*))^{p(1 - \alpha(p, q)q)} \varepsilon^{pq} \right)$$

$$\leq \varepsilon \left( c_0 + c_2 (\log(e + T^*))^{\alpha(p, q)} \varepsilon^{p-1} + c_3 M^{pq} (\log(e + T^*))^{p-\alpha(p, q)(pq-1)} \varepsilon^{pq-1} \right)$$

with two positive constants $c_2 = c_2(c_0, c_1, p)$ and $c_3 = c_3(c_0, c_1, p)$. Here, we recall $\alpha(p, q) > 0$ to deduce the increasing property of the logarithmic function. So, we can take a large constant $M > 0$ such that $0 < c_0 < M/8$ to enjoy

$$\| u \|_{Y_1(T^*)} < \frac{3}{8} M \varepsilon,$$

providing that

$$8c_2 M^{-1}(\log(e + T^*))^{\alpha(p, q)} \varepsilon^{p-1} < 1$$

and

$$8c_3 M^{pq-1}(\log(e + T^*))^{p-\alpha(p, q)(pq-1)} \varepsilon^{pq-1} < 1.$$

What’s more, it holds from (53) that

$$\| v \|_{Y_2(T^*)} \leq \varepsilon \left( c_0 + c_1 v M^q (\log(e + T^*))^{1 - \alpha(p, q)q} \varepsilon^{q-1} \right) < \frac{1}{4} M \varepsilon,$$

when we consider

$$8c_1 v M^{q-1}(\log(e + T^*))^{1 - \alpha(p, q)q} \varepsilon^q < 1.$$
Collecting the above two estimates, we know

$$F(T^*) = \|(u, v)\|_{X(T^*)} = \|u\|_{Y_1(T^*)} + \|v\|_{Y_2(T^*)} < \frac{5}{8} M \varepsilon < M \varepsilon. \quad (54)$$

Note that $F = F(T)$ is a continuous function for any $T \in (0, T_{\varepsilon, m})$. Thus, it follows from (54) that there exists a time $T_0 \in (T^*, T_{\varepsilon, m})$ satisfying $F(T_0) \leq M \varepsilon$ so that the contradiction appears to the definition of $T^*$. In other words, we have to pose that one of the following estimates are true:

$$8c_2 M^{-1} (\log(e + T^*))^{\alpha(p, q)} \varepsilon^{p - 1} \geq 1,$$

$$8c_3 M^{pq - 1} (\log(e + T^*))^{p - \alpha(p, q)(pq - 1)} \varepsilon^{pq - 1} \geq 1,$$

$$8c_1 M^{q - 1} (\log(e + T^*))^{1 - \alpha(p, q)q} \varepsilon^{q - 1} \geq 1.$$

Then, we can find the blow-up time

$$T_{\varepsilon, m} \geq \exp \left( c \varepsilon^{- \min \left[ \frac{p - 1}{\alpha(p, q)}, \frac{pq - 1}{p - \alpha(p, q)(pq - 1)}, \frac{q - 1}{1 - \alpha(p, q)q} \right]} \right) = \exp \left( c \varepsilon^{- \frac{p - 1}{\alpha(p, q)}} \right) \quad (55)$$

where $c$ is a positive constant independent of the small parameter $\varepsilon$. Here, we pay attention to the condition $p - \alpha(p, q)(pq - 1) > 0$ when $\alpha(p, q)q < 1$ holds. Thus, we may rewrite the lower bound estimates by

$$T_{\varepsilon, m} \geq \exp \left( c \varepsilon^{- \frac{q(pq - 1)}{q + 1}} \right).$$

By this way, we can achieve our aim to show the really sharp lifespan in the case $p < q$.

The special case $p = q$ would be dealt more simply (without any logarithmic weighted function) with an analogous procedure to the proof of the case $p < q$ by setting $\gamma(p, q) = 0$ and $\alpha(p, q) = 0$. More precisely, from (53) one arrives at

$$\|v\|_{Y_2(T^*)} \leq \varepsilon \left( c_0 + c_1 M^p \log(e + T^*) \varepsilon^{p - 1} \right).$$

Again, following some arguments used in [15] we obtain

$$T_{\varepsilon, m} \geq \exp \left( c \varepsilon^{-(p - 1)} \right).$$

Hence, our proof is completed.

**Remark 7** In this remark, we would like to emphasize that the proof of Theorem 2 can be applied to indicate the lower bound estimate for the lifespan of solutions to (1) in the subcritical case $\alpha_{\max}(p, q) > n/2$, which fills the gap in (6). This means the sharp lifespan estimate for (1) in the subcritical case is

$$T_{\varepsilon} \sim \varepsilon^{- \alpha_{\max}(p, q) - n/2}.$$
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provided that \( p, q \geq 2 \) with \( n = 1, 2 \). Indeed, let us sketch our estimate for \( T_{\varepsilon,m} \) from the below as follows:

Without loss of generality, we assume \( p \leq q \). At first, we introduce the same evolution spaces \( Y_1(T) \) and \( Y_2(T) \) as in the proof of Theorem 2, but their corresponding norms are endowed with the time-dependent weighted functions of polynomial type instead of polynomial-logarithmic type, i.e.

\[
\| u \|_{Y_1(T)} := \sup_{t \in [0,T]} \left( (1 + t)^{-\gamma(p,q)} \mathcal{M}[u](t) \right) \quad \text{and} \quad \| v \|_{Y_2(T)} := \sup_{t \in [0,T]} (\mathcal{M}[v](t)).
\]

Here \( \gamma(p,q) \) and \( \mathcal{M}[w](t) \), with \( w = u \) or \( w = v \), are defined in the proof of Theorem 2.

Next, repeating the analogous procedures of establishing the two inequalities (45) and (46) one may obtain

\[
\begin{align*}
\| u \|_{Y_1(T)} & \leq \varepsilon c_0 + c_1^u (1 + t)^{1 - \frac{p}{2}(p-1) - \gamma(p,q)} \| v \|_{Y_2(T)}^p, \\
\| v \|_{Y_2(T)} & \leq \varepsilon c_0 + c_1^v (1 + t)^{1 - \frac{q}{2}(q-1) + \gamma(p,q)q} \| u \|_{Y_1(T)}^q,
\end{align*}
\]

for all \( t \in [0,T] \), where we noticed that the assumption from the subcritical case

\[
\alpha_{\max}(p,q) = \frac{q + 1}{pq - 1} > \frac{n}{2}
\]

leads to

\[
\beta_1(p,q) := 1 - \frac{n}{2} (p - 1) - \gamma(p,q) = (p - 1) \left( \frac{q + 1}{pq - 1} - \frac{n}{2} \right) > 0
\]

and

\[
\beta_2(p,q) := 1 - \frac{n}{2} (q - 1) + \gamma(p,q)q = (q - 1) \left( \frac{q + 1}{pq - 1} - \frac{n}{2} \right) > 0.
\]

Then, following some arguments to demonstrate the estimate (55) we derive

\[
T_{\varepsilon,m} \geq \varepsilon \min \left\{ \frac{p-1}{\beta_1(p,q)}, \frac{pq-1}{\beta_1(p,q) + \beta_2(p,q)}, \frac{q-1}{\beta_2(p,q)} \right\} = \varepsilon \frac{1}{\alpha_{\max}(p,q)-n/2},
\]

due to the fact

\[
\beta_1(p,q) + p \beta_2(p,q) = (pq - 1) \left( \frac{q + 1}{pq - 1} - \frac{n}{2} \right).
\]

Hence, the lower bound estimate for the lifespan in the subcritical case is proved.
5 Concluding remarks

Remark 8 We will give an application of our methods to the weakly coupled system of semilinear reaction–diffusion equations in this remark. As we know, this system can describe a model for heat propagations in a two-component combustible mixture. More precisely, let us consider the following Cauchy problem for two scalar functions \( \tilde{u} = \tilde{u}(t, x), \tilde{v} = \tilde{v}(t, x) \) standing for the temperatures of the interacting components:

\[
\begin{align*}
\tilde{u}_t - \Delta \tilde{u} &= |\tilde{v}|^p, & x \in \mathbb{R}^n, & t \in (0, T), \\
\tilde{v}_t - \Delta \tilde{v} &= |\tilde{u}|^q, & x \in \mathbb{R}^n, & t \in (0, T), \\
(\tilde{u}, \tilde{v})(0, x) &= (\varepsilon \tilde{u}_0, \varepsilon \tilde{v}_0)(x), & x \in \mathbb{R}^n,
\end{align*}
\]

(56)

where \( p, q > 1 \) satisfy the critical condition \( \alpha_{\text{max}}(p, q) = n/2 \) for any \( n \geq 1 \) (see [1,9,10,21,26,38,42] and references therein, particularly, a complete introduction in [14]). Here, thermal conductivity is supposed constant and equal for both substances.

For one thing, by following the same approach as the proof of Theorem 1, we also can conclude the same upper bound estimates for the lifespan of solutions to (56). We assume that \( \tilde{u}_0, \tilde{v}_0 \in C_0^\infty(\mathbb{R}^n) \) enjoy

\[
\int_{\mathbb{R}^n} \tilde{u}_0(x)dx > 0 \quad \text{as well as} \quad \int_{\mathbb{R}^n} \tilde{v}_0(x)dx > 0.
\]

Then, the upper bound estimates for the lifespan \( \tilde{T}_\varepsilon \) of weak solutions to (56) under the situation \( \alpha_{\text{max}}(p, q) = n/2 \) fulfill the same estimates as (14). For another thing, since our approach to deal with the lower bound estimates depends on some decay estimates for solutions, we expect that following the same procedure as the proof of Theorem 2 associated with some well-known \( L^r(\mathbb{R}^n) - L^m(\mathbb{R}^n) \) estimates with \( 1 \leq m \leq r \leq \infty \) allows one to derive the same lower bound estimates for the lifespan as (15)–(56) in the critical case \( \alpha_{\text{max}}(p, q) = n/2 \). Together with these expectations, we may believe that the sharp lifespan estimates \( \tilde{T}_\varepsilon \) for solutions to the reaction–diffusion systems (56) in low spatial dimensions with \( \alpha_{\text{max}}(p, q) = n/2 \) are defined by

\[
\tilde{T}_\varepsilon \sim \begin{cases} 
\exp\left(C\varepsilon^{-(p-1)}\right) & \text{if } p = q, \\
\exp\left(C\varepsilon^{-(pq-pFuj(n))}\right) & \text{if } p \neq q,
\end{cases}
\]

where \( C > 0 \) is a constant independent of \( \varepsilon \).

Remark 9 Motivated by the recent paper of the second author, this remark is to conclude the lifespan estimate for another case of (1) with more general nonlinearities. Particularly, let us consider the following Cauchy problem:

\[
\begin{align*}
u_{tt} - \Delta u + u_t &= |v|^p \mu_1(|v|), & x \in \mathbb{R}^n, & t \in (0, T), \\
v_{tt} - \Delta v + v_t &= |u|^q \mu_2(|u|), & x \in \mathbb{R}^n, & t \in (0, T), \\
(u, u_t, v, v_t)(0, x) &= (\varepsilon u_0, \varepsilon u_1, \varepsilon v_0, \varepsilon v_1)(x), & x \in \mathbb{R}^n,
\end{align*}
\]

(57)
where the power exponents \( p, q > 1 \) enjoy the critical condition (2). Here, \( \mu_1 = \mu_1(|v|) \) and \( \mu_2 = \mu_2(|u|) \) stand for two suitable moduli of continuity depicting additional regularities of the nonlinearity in comparison with the two classical power nonlinearities \(|v|^p\) and \(|u|^q\), respectively. This model mainly discusses the interplay effect of the critical nonlinearity or the critical regularity in a precise way rather than in the frame of rough scales \(|v|^p, |u|^q\) \( p, q > 1 \). As we can see in [6], a blow-up result occurs if the following condition of moduli of continuity holds:

\[
\int_0^{c_M} \frac{1}{s} (\mu_1(s))^{\frac{q}{q+1}} (\mu_2(s))^{\frac{1}{q+1}} \, ds = \infty \tag{58}
\]

in the case \( p \leq q \) with a sufficiently small constant \( c_M > 0 \). Following several argument steps in the proof of Theorem 2.2 in [6], one may recognize that the proof of Theorem 1 in this paper still works well in dealing with (57) when the above moduli of continuity are appropriately chosen. Indeed, let us take account of a non-trivial example as follows:

\[
\begin{align*}
\mu_1(0) &= 0, \quad \mu_1(s) = \left( \log \frac{1}{s} \right)^{-\sigma_1} \quad \text{with } \sigma_1 > 0, \\
\mu_2(0) &= 0, \quad \mu_2(s) = \left( \log \frac{1}{s} \right)^{-\sigma_2} \quad \text{with } \sigma_2 > 0,
\end{align*}
\]

accompanied with

\[
\sigma = \sigma(\sigma_1, \sigma_2, q) := \frac{q}{q+1} \sigma_1 + \frac{1}{q+1} \sigma_2 < 1,
\]

which fulfills the condition (58). We denote by \( C_i^0 \) with \( i \in \mathbb{Z}_+ \), some suitable positive constants independent of \( \varepsilon \). Repeating an analogous manner to the proof of Theorem 1 one derives

\[
\frac{Y_q'(R)}{(Y_q(R))^{\frac{q(p+1)}{q+1}}} \geq C_i^0 R^{-1} \left( \log(C_2 R^{-n_i}) \right)^{-\sigma}
\]

instead of (43). Then, carrying out further arguments as we did in the proof of Theorem 1 leads to

\[
\log \sqrt{T_{\varepsilon, w}} = \lim_{R \uparrow \sqrt{T_{\varepsilon, w}}} \log R \leq \begin{cases} 
C_3^0 \varepsilon^{-\frac{q(q-1)}{(1-\sigma)(q+1)}} & \text{if } p \neq q, \\
C_4^0 \varepsilon^{-\frac{p-1}{1-\sigma}} & \text{if } p = q.
\end{cases}
\]

Thus, it follows that

\[
T_{\varepsilon, w} \leq \begin{cases} 
\exp \left( C_3^0 \varepsilon^{-\frac{p-1}{p-\sigma}} \right) & \text{if } p = q, \\
\exp \left( C_4^0 \epsilon^{-\max\left\{ \frac{p(p-1)}{(1-\sigma)(p+1)}, \frac{q(q-1)}{(1-\sigma)(q+1)} \right\}} \right) & \text{if } p \neq q.
\end{cases}
\]
In the above result, we feel some remarkable effects coming from the moduli of continuity, more precisely, which are described by the parameter $\sigma = \sigma(\sigma_1, \sigma_2, q)$ when $p \leq q$ or $\sigma = \sigma(\sigma_1, \sigma_2, p)$ when $q \leq p$, on the estimates for lifespan.

**Remark 10** Throughout this paper, we have succeeded in deriving not only some upper bound estimates but also some lower bound estimates of solutions to the Cauchy problem for the weakly coupled system of semilinear damped wave equations in the critical case. Clearly, this is to state that the obtained lifespan estimates in this work are actually sharp. More generally, we expect that our approach utilized in this paper can be applied to study lifespan estimates of solutions to the Cauchy problem for other weakly coupled systems of semilinear parabolic-like evolution equations in the critical case, for example, weakly coupled systems of semilinear wave equations with time-dependent damping terms [3,28,29], or weakly coupled systems of semilinear $\sigma$-evolution equations with damping terms [4,5] for some suitable parameters.
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