A rational theory of the limitations of working memory and attention
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The precision with which items are encoded in working memory and attention decreases with the number of encoded items. Current theories typically account for this “set size effect” by postulating a hard constraint on the allocated amount of encoding resource, commonly formalized as samples, spikes, slots, or bits. While these theories have produced models that are quantitatively successful, they offer no principled explanation for the very existence of set size effects: given their detrimental consequences for behavioral performance, why have these effects not been weeded out by evolutionary pressure, for example by scaling the amount of allocated encoding resource with set size? Here, we propose a theory that is based on an ecological notion of rationality: set size effects establish an optimal trade-off between behavioral performance and the neural costs associated with stimulus encoding. We derive models from this theory for four visual working memory and attention tasks and find that it accounts well for data in eleven different experiments. Our results suggest that set size effects have a rational basis and that ecological costs should be considered in models of human behavior.

Set size effects in working memory and attention have been modeled extensively, but no model offers a principled explanation for the existence of such effects. Models typically postulate that stimuli are encoded using a fixed total amount of resources, formalized as “samples” \(^3\)–\(^5\), slots \(^6\), information bit rate \(^7\), Fisher information \(^8\), or neural firing \(^9\). Apart from quantitative deviations from the data \(^10\),\(^11\), these models do not explain why the brain would not use more resources when set size increases. Another class of models does allow for total resources to be set size dependent, for example by assuming a power law relationship between precision and set size \(^2\),\(^11\)–\(^17\); these models tend to provide excellent fits, but have been criticized to lack a principled explanation of set size effects \(^18\),\(^19\).

Here, we derive models for set size effects starting from the ecological principle that neural firing is energetically costly \(^20\)–\(^22\). This cost may have pressured the brain to balance behavioral benefits of high precision against the neural loss that it induces \(^8\),\(^21\),\(^23\),\(^24\). What level of encoding precision establishes a good balance might depend on multiple factors, such as set size, task, and motivation. Indeed, performance on perceptual decision-making tasks can be improved by increasing monetary reward \(^25\)–\(^27\), which suggests that the total amount of resource spent on encoding has some flexibility that is driven by ecological factors. Based on these considerations, we hypothesize that set size effects on encoding precision reflect an ecologically rational strategy.
that balances behavioral performance against neural costs. Next, we derive formal models from this hypothesis and test it on four visual working memory and attention tasks.

Figure 1. An ecologically rational model of set size effects in delayed estimation. (A) Example of a delayed-estimation experiment. The subject is briefly presented with a set of stimuli and, after a short delay, reports the value of a randomly chosen target item. (B) Estimation error distributions widen with set size, suggesting a decrease in encoding precision (data from Experiment DE5 in Table 1; estimated precision computed in the same way as in Fig. 2C). (C) Stimulus encoding is assumed to be associated with two kinds of loss: a behavioral loss that decreases with encoding precision and a neural loss that is proportional to both set size and precision. In the delayed-estimation task, the expected behavioral error loss is independent of set size. (D) Total expected loss has a unique minimum that depends on the number of remembered items. The mean precision per item that minimizes expected total loss is referred to as the optimal mean precision (arrows) and decreases with set size. The parameter values used to produce panels C and D were $\lambda=0.01$, $\beta=2$, and $\tau=0$. 

Table 1. Overview of experimental datasets used. Task responses were continuous in the delayed-estimation experiments and categorical in the other tasks. DE5 and DE6 differed in the way color was reported (DE5: color wheel; DE6: scroll).

| Experiment | Reference | Task             | Feature | Set sizes | #subj |
|------------|-----------|------------------|---------|-----------|-------|
| DE1        | 17        | Delayed estimation | Color   | 1, 2, 4, 8 | 15    |
| DE2        | 6         | Delayed estimation | Color   | 1, 2, 3, 6 | 8     |
| DE3        | 12        | Delayed estimation | Color   | 1, 2, 4, 6 | 12    |
| DE4        | 14        | Delayed estimation | Orientation | 1-8  | 6     |
| DE5        | 14        | Delayed estimation | Color   | 1-8       | 13    |
| DE6        | 14        | Delayed estimation | Color   | 1-8       | 13    |
| CD1        | 10        | Change detection  | Color   | 1, 2, 4, 8 | 7     |
| CD2        | 10        | Change detection  | Orientation | 2, 4, 6, 8 | 10    |
| CL1        | 14        | Change localization | Color  | 2, 4, 6, 8 | 7     |
| CL2        | 14        | Change localization | Orientation | 2, 4, 6, 8 | 11    |
| VS         | 28        | Visual search    | Orientation | 1, 2, 4, 8 | 6     |

The first task that we consider is delayed estimation \(^{17}\), in which the subject briefly holds a set of items in memory and reports their estimate of a randomly chosen target item (Fig. 1A; Table 1). Estimation error \(\varepsilon\) is the circular difference between the subject’s estimate and the true stimulus value \(s\). Set size effects in this task are visible as a widening of the estimation error distribution (Fig. 1B). As in previous work \(^{2,10,11,14,28,29}\), we assume that a memory \(x\) follows a Von Mises distribution with mean \(s\) and concentration parameter \(\kappa\), and define precision \(J\) as Fisher information \(^{30}\). \(J\) is one-to-one related to \(\kappa\) (see Supplementary Information), and in the absence of response noise, \(\varepsilon=x-s\). Moreover, we assume variability in \(J\) across items and trials \(^{2,11,14,29,31}\), which we model using a gamma distribution with a mean \(\bar{J}\) and a scale parameter \(\tau\) (see Supplementary Information).

The key idea of our theory is that stimuli are encoded with a level of (mean) precision, \(\bar{J}\), that minimizes the combination of two kinds of loss. The first one is the behavioral loss induced by making an error \(\varepsilon\), as described by a mapping \(L_{\text{behavioral}}(\varepsilon)\), which may depend on both internal incentives (e.g., intrinsic motivation) and external ones (e.g., the reward scheme imposed by the experimenter). For the moment, we choose a power-law function, \(L_{\text{behavioral}}(\varepsilon)=|\varepsilon|^{\beta}\), with
\( \beta > 0 \) as a free parameter. The expected behavioral loss, denoted \( L_{\text{behavioral}} \), is obtained by averaging loss across all possible errors, weighted by the probability that each error occurs,

\[
L_{\text{behavioral}}(J, N) = \int L_{\text{behavioral}}(\varepsilon)p(\varepsilon | J, N) d\varepsilon,
\]

(1)

where \( p(\varepsilon | J, N) \) is the estimation error distribution for given mean precision and set size. In single-probe delayed-estimation tasks, the expected behavioral loss is independent of set size and subject to the law of diminishing returns (Fig. 1C, black curve).

The second kind of loss is a neural loss induced by the neural spiking activity that represents a stimulus. For many choices of spike variability, including the common choice of Poisson-like variability \(^{32}\), the precision (Fisher information) of a stimulus encoded in a neural population is proportional to the neural gain \(^{33,34}\). We assume for the moment that the neural loss is proportional to neural gain and, therefore, to precision. Further assuming that stimuli are encoded independently of each other, neural loss is also proportional to the number of encoded items, \( N \). We thus obtain

\[
L_{\text{neural}}(J, N) = \alpha JN,
\]

(2)

where \( \alpha \) is a free parameter that represents the amount of neural loss incurred by a unit increase in mean precision (Fig. 1C, colored lines).

We combine the two types of expected loss into a total expected loss function (Fig. 1D) by taking a weighted sum,

\[
L_{\text{total}}(J, N) = L_{\text{behavioral}}(J, N) + \lambda L_{\text{neural}}(J, N)
= L_{\text{behavioral}}(J, N) + \lambda \alpha JN,
\]

(3)

where the weight \( \lambda \) represents the importance of keeping neural loss low relative to the importance of good performance. Since \( \lambda \) and \( \alpha \) have interchangeable effects on the model predictions, they can be fitted as a single free parameter \( \tilde{\lambda} \equiv \lambda \alpha \). We refer to the level of mean precision that minimizes the total expected loss as optimal mean precision (Fig. 1D),
\[ J_{\text{optimal}}(T, N) = \arg\min_j \mathcal{T}_{\text{total}}(T, N). \] (4)

It can be proven mathematically (see Supplementary Information) that this model predicts a decrease in mean encoding precision with set size if the following four conditions are satisfied: (i) expected behavioral loss is a strictly decreasing function of encoding precision, i.e., an increase in precision results in an increase in performance; (ii) expected behavioral loss is subject to a law of diminishing returns \(^{35}\): the higher the initial precision, the smaller the behavioral benefit obtained from an increase in precision; (iii) expected neural loss is an increasing function of encoding precision; (iv) expected neural loss is either constant or increases with encoding precision.

We used maximum-likelihood estimation to fit the three model parameters (\(\tilde{\lambda}\), \(\tau\), and \(\beta\)) to 67 individual-subject data sets from a delayed-estimation benchmark set* (Table 1). The model accounts well for the raw error distributions and the two statistics that summarize these distributions (Fig. 2A). Model comparison based on the Akaike Information Criterion (AIC) \(^{36}\) indicates that the goodness of fit is comparable to that of a descriptive model variant in which the relation between encoding precision and set size is assumed to follow a power law (\(\Delta\text{AIC}=5.27\pm0.70\) in favor of the rational model). Hence, the rational model provides a principled explanation of set size effects in delayed-estimation tasks without sacrificing quality of fit.

We next try to falsify our theory by testing whether a mapping between set size and encoding precision exists that fits the data better than the relation imposed by the loss-minimization strategy of the rational model. To this end, we fit an unconstrained variant of the model in which memory precision is fitted as a free parameter at each set size. We find only a minimal difference in goodness of fit (\(\Delta\text{AIC}=3.49\pm0.93\) in favor of the unconstrained model), suggesting that the fits of the rational model are close to the best possible fits. This finding is corroborated by examination of the fitted parameter values: the estimated precision values in the unconstrained model closely match the precision values in the rational model (Fig. 2B). Hence, it seems that no relation exists that fits these data substantially better than the set of relations that the rational model is constrained to.

---

* The original benchmark set \(^{11}\) contains 10 data sets with a total of 164 individuals. Two of these data sets were published in papers that later got retracted and another one contained data for only two set sizes, which is not very informative for our present purposes. While our model accounts well for these data sets (Fig. S1 in Supplementary Information), we decided to exclude them from the main analyses.
Figure 2. Model fits to data from six delayed-estimation experiments. (A) Maximum-likelihood fits to raw data of the worst-fitting and best-fitting subjects (based on $R^2$). (B) Subject-averaged fits to the two statistics that summarize the estimation error distributions (circular variance kurtosis) as a function of set size, split by experiment. Here and in subsequent figures, error bars and shaded areas represent 1 s.e.m. of the mean across subjects. (C) Best-fitting precision values in the rational model scattered against the best-fitting precision values in the unconstrained model. Each dot represents the estimate for a single subject. (D) Estimated mean encoding precision per item (red) and total encoding precision (black) plotted against set size.
Further analysis of the estimated precision values in the unconstrained model suggests that total memory precision (defined as $J_{\text{total}} = JN$) varies non-monotonically with set size (Fig. 2C, black circles). Whereas models that assume a power-law relation between precision per item and set size constrain $J_{\text{total}}$ to be a monotonic function of $N$, non-monotonic relations are predicted by the rational model (Fig. 2C, gray curves).

To evaluate the necessity of a free parameter in the behavioral loss function, $L_{\text{behavioral}}(\varepsilon)$, we also test the following three parameter-free choices: $|\varepsilon|$, $\varepsilon^2$, and $-\cos(\varepsilon)$. Model comparison favors the original model with AIC differences of $14.0\pm2.8$, $24.4\pm4.1$, and $19.5\pm3.5$, respectively. While there may be other parameter-free functions that give better fits, we expect that a free parameter is unavoidable here, as it is likely that the error-to-loss mapping differs across experiments (due to differences in external incentives) and possibly also across subjects within an experiment (due to differences in internal incentives). We also test a two-parameter function that was proposed recently (Eq. (5) in \textsuperscript{37}). The main difference with our original choice is that this alternative function allows for saturation effects in the error-to-loss mapping. However, this extra flexibility does not increase the goodness of fit, as the original model outperforms this variant with an AIC difference of $5.3\pm1.8$.

We next examine the generality of our theory, by testing whether it can also explain set size effects in two change detection tasks (Table 1). In these experiments, the subject is on each trial sequentially presented with two sets of stimuli and reports whether there was a change at any of the stimulus locations (Fig. 3A). A change was present on half of the trials, at a random location and with a random change magnitude. The behavioral error, $\varepsilon$, takes only two values in this task: “correct” and “incorrect”. Therefore, $p(\varepsilon | J, N)$ specifies the probabilities of correct and incorrect responses for a given level of precision and set size, which depend on the observer’s decision rule. Following previous work \textsuperscript{10,29}, we assume that subjects use the Bayes-optimal decision rule (see Supplementary Information) and that there is random variability in encoding precision. This decision rule introduces one free parameter, $p_{\text{change}}$, which specifies the subject’s degree of prior belief that a change will occur. Due to the binary nature of $\varepsilon$ in this task, the free parameter of the behavioral loss function drops out of the model, because its effect is equivalent to changing parameter $\lambda$ (see Supplementary Information). The rational model thus
has three free parameters ($\lambda$, $\tau$, and $p_{\text{change}}$). We find that the maximum-likelihood fits account well for the data in both experiments (Fig. 3B).

So far, we have considered tasks with continuous and binary judgments. We next consider two change localization experiments (Table 1) in which judgments are non-binary but categorical. The task is identical to change detection, except that a change is present on every trial and the observer reports the location at which the change occurred (out of 2, 4, 6, or 8...
locations). We again assume variable precision and an optimal decision rule (see Supplementary Information). Although the rational model has only two free parameters ($\tilde{\lambda}$ and $\tau$), it accounts well for both datasets (Fig. 3C).

The final task to which we apply our theory is a visual search experiment$^{28}$ (Table 1). Unlike the previous three tasks, this is not a working memory task, as there was no delay period between stimulus offset and response. Set size effects in this experiment are thus likely to stem from limitations in attention rather than memory, but our theory applies without any additional assumptions. Subjects judged whether a vertical target was present among one of $N$ briefly presented oriented ellipses (Fig. 3D). The distractors were drawn from a Von Mises distribution centered at vertical. The width of the distractor distribution determined the level of heterogeneity in the search display. Each subject was tested under three different levels of heterogeneity. We again assume variable precision and an optimal decision rule (see Supplementary Material). This decision rule has one free parameter, $p_{\text{present}}$, specifying the subject's prior degree of belief that a target will be present. We fit the three free parameters ($\tilde{\lambda}$, $\tau$, and $p_{\text{present}}$) to the data from all three heterogeneity conditions at once. The rational model accounts well for the hit and false alarm rates as a function of set size and their dependence on heterogeneity condition (Fig. 3E).

A key strength of our theory is that it uses a single principle of rationality and relatively few parameters to produce well-fitting models across a range of quite different tasks. Nevertheless, consideration of additional mechanisms could further improve the fits and lead to more complete models of human behavior. For example, previous studies have incorporated response noise$^{11,14}$, non-target responses$^{12}$, and a (variable) limit on the number of remembered items$^{7,11,38}$ to improve fits. We did not consider such components here, as they come with additional parameters, some are task-specific (such as non-target responses), and they have so far not been motivated in a principled manner. Regarding the latter point, it might be possible to treat some of these mechanisms using an ecologically rational approach as well. For example, the level of response noise might be set by optimizing a trade-off between performance and motor control effort$^{39}$.

Our work speaks to the relation between descriptive and rational theories in psychology and neuroscience. The main motivation for rational theories is to reach a deeper level of understanding by analyzing a system in the context of the ecological needs and constraints that it evolved under. Besides the large literature on ideal-observer decision rules$^{40-43}$, rational
approaches have been used to explain properties of receptive fields, tuning curves, neural wiring, and neural network modularity. A transition from descriptive to rational explanations might be an essential step in the maturation of theories of biological systems, and in psychology there certainly seems to be more room for this kind of explanation.

Although several previous models in the field of working memory and attention contain rational aspects, none of them accounts for set size effects in a principled way. Sims and colleagues have examined how errors in visual working memory can be minimized by optimally taking into account statistics of the stimulus distribution, but assume a fixed total amount of available encoding resource. Moreover, in our own previous work on visual search, change detection, and change localization, we used optimal-observer models for the decision stage, but assumed an ad hoc power law for the encoding stage. An alternative explanation of set size effects has been that the brain is unable to keep neural representations of multiple items segregated from one another: as the number of encoded items increases, so does the level of interference in their representations, resulting in lower task performance. However, these models offer no rational justification for the existence of interference and some require additional mechanisms to account for set size effects; for example, the model by Oberauer and colleagues requires three additional components – including a set-size dependent level of background noise – to fully account for set size effects. That being said, our theory does not rule out the possibility of interference, and it could be added onto any of the models we presented.

Our approach shares both similarities and differences with the concept of bounded rationality, which states that human behavior is guided by mechanisms that provide “good enough” solutions rather than optimal ones. The main similarity is that both approaches acknowledge that human behavior is constrained by various cognitive limitations. However, an important difference is that bounded rationality postulates these limitations as a given fact, while our approach explains them as rational outcomes of ecological optimization processes. The suggestion that cognitive limitations are themselves subject to optimization may also have implications for theories outside the field of psychology. One example concerns recent models of value-based decision-making that incorporate constraints imposed by working memory and attention limitations (e.g.,). Another example is the theory of “rational inattention” in behavioral economics, which examines optimal decision-making under the assumption that
decision makers have a fixed limit on the total amount of attention that they can allocate to process economic data \(^{59}\). It might be interesting to extend that theory by treating the amount of allocable attention as the outcome of an optimization process rather than a constant.

While our results show that set size effects can in principle be explained as the result of an optimization strategy, they do not necessarily imply that encoding precision is fully optimized on every trial at any given task. First, encoding precision in the brain most likely has an upper limit, due to irreducible sources of noise such as Johnson noise and Poisson shot noise \(^{60}\), as well as suboptimalities early in sensory processing \(^{61}\). This prohibits subjects to reach the near-perfect performance levels that our model may predict when the behavioral loss associated to errors is huge. Second, precision might have a lower limit: task-irrelevant stimuli are sometimes automatically encoded \(^{62}\), perhaps because in natural environments few stimuli are ever completely irrelevant. This would prevent subjects from sometimes encoding nothing at all, which our theory predicts to happen at very large set sizes. Third, all models that we tested incorporated variability in encoding precision. Part of this variability is possibly due to stochastic factors such as neural noise, but part of it may also be systematic in nature (e.g., particular colors and orientations may be encoded with higher precision than others \(^{63,64}\)). Whereas the systematic component could have a rational basis (e.g., higher precision for colors and orientations that occur more frequently in natural scenes \(^{49,65}\)), this is unlikely to be true for the random component. Indeed, when we jointly optimize \(J\) and \(\tau\), we find estimates of \(\tau\) that are consistently 0, which corresponds to absence of variability.

Future work could further examine optimality of encoding precision in working memory and attention by studying effects of changing experimental parameters that affect the loss functions. In delayed estimation, an obvious choice for this would be the delay period. One possibility is that working memories are maintained in persistent activity \(^{66,67}\), in which case a longer delay would induce a higher cost and decrease optimal encoding precision. However, the relationship between neural cost and delay is not known, which makes it is difficult to make precise quantitative predictions. In addition, it is has been argued that working memories may be stored through rapid changes in synaptic strength, without the need of enhanced spiking activity \(^{68}\). In that case, a longer delay might not even induce a higher neural cost. Another experimental parameter that could be varied is the error-to-loss mapping. A previous study that performed this manipulation found an effect in one experiment, but did not vary set size \(^{69}\). None of the
experiments modeled here contained this manipulation (DE4-DE6 imposed an explicit loss function but did not vary it; the other experiments had no explicit scoring system). Future studies could measure effects of changes in explicitly imposed scoring systems and test how well a rational model accounts for such effects. However, it is important to keep in mind that subjects may not be able to fully internalize experimental loss functions in the timespan of a single experiment. This would mean that there generally is a mismatch between the loss functions used by the subject and the ones that would produce an optimal trade-off between performance and neural loss, which calls for further caution when testing of model predictions.

Finally, our results raise the question what neural mechanisms could implement the kind of near-optimal resource allocation strategy that is the core of our theory. Some form of divisive normalization would be a likely candidate, as it has the effect of lowering the gain when set size is larger. Moreover, divisive normalization is already a key operation in neural models of attention and visual working memory.

METHODS

Data and code availability

All data analyzed in this paper and model fitting code are available at [url to be inserted].

Model fitting

*Delayed estimation.* We used Matlab’s fminsearch function to find the parameter vector

\[ \theta = \{\lambda, \beta, \tau\} \]

that maximizes the log likelihood function,

\[ \sum_{i=1}^{n} \log p(\varepsilon_i | N_i, \theta) \]

where \( n \) is the number of trials in the subject’s data set, \( \varepsilon_i \) the estimation error on the \( i \)th trial, and \( N_i \) the set size on that trial. To reduce the risk of converging into a local maximum, initial parameter estimates were chosen based on a coarse grid search over a large range of parameter values. The predicted estimation error distribution for a given parameter vector \( \theta \) was computed as follows. First, \( \bar{J}_{\text{optimal}} \) was computed by applying Matlab’s fminsearch function to Eq. (5). In this process, the integrals over \( \varepsilon \) and \( J \) were approximated numerically by discretizing the distributions of these variables into 100 and 20 equal-probability bins, respectively. Next, the gamma distribution over precision with mean \( \bar{J}_{\text{optimal}} \) and scale parameter \( \tau \) was discretized into 20 equal-probability bins.
Thereafter, the predicted estimation error distribution was computed under the central value of each bin. Finally, these 20 predicted distributions were averaged. We verified that our results are robust under changes in the number of bins used in the numerical approximations.

Change detection. Model fitting in the change detection task consisted of finding parameter vector \( \theta = \{ \bar{\lambda}, \tau, p_{\text{change}} \} \) that maximizes \( \sum \log p(R_i | \Delta_i, N_i, \theta) \), where \( n \) is the number of trials in the subject’s data set, \( R_i \) is the response (“change” or “no change”), \( \Delta_i \) the magnitude of change, and \( N_i \) the set size on the \( i^{th} \) trial. For computational convenience, \( \Delta \) was discretized into 30 equally spaced bins. To find the maximum-likelihood parameters, we first created a table with predicted probabilities of “change” responses for a large range of \( (\bar{J}, \tau, p_{\text{change}}) \) triplets. One such table was created for each possible \( (\Delta, N) \) pair. Each value \( p(R=\text{“change”} | N, \Delta, \bar{J}, \tau, p_{\text{change}}) \) in these tables was approximated using the optimal decision rule (see Supplementary Information) applied to 10,000 Monte Carlo samples. Next, for a given set of parameter values, the log likelihood of each trial response was computed in two steps. First, the expected total loss was computed as a function of \( \bar{J} \), using \( L_{\text{total}}(\bar{J}, N) = p_{\text{incorrect}}(\bar{J}, N) + \bar{\lambda} \bar{J} N \), where \( p_{\text{incorrect}}(\bar{J}, N) \) was estimated using the pre-computed tables. Second, we looked up \( \log p(R_i | N_i, \Delta_i, \bar{J}_{\text{optimal}}, \tau, p_{\text{change}}) \) from the pre-computed tables, where \( \bar{J}_{\text{optimal}} \) is the value of \( \bar{J} \) for which expected total loss was lowest. To estimate the best-fitting parameters, we performed a grid search over a large set of parameter combinations, separately for each subject.

Change localization and visual search. Model fitting methods for the change-localization and visual-search tasks were identical to the methods for the change-detection task, except for differences in the parameter vector (no prior in the change localization task; \( p_{\text{present}} \) instead of \( p_{\text{change}} \) in visual search) and the optimal decision rules (see Supplementary Information).
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