PRICING TWO-ASSET OPTIONS UNDER EXPONENTIAL LÉVY MODEL USING A FINITE ELEMENT METHOD
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Abstract. This article presents a finite element method (FEM) for a partial integro-differential equation (PIDE) to price two-asset options with underlying price processes modeled by an exponential Lévy process. We provide a variational formulation in a weighted Sobolev space, and establish existence and uniqueness of the FEM-based solution. Then we discuss the localization of the infinite domain problem to a finite domain and analyze its error. We tackle the localized problem by an explicit-implicit time-discretization of the PIDE, where the space-discretization is done through a standard continuous finite element method. Error estimates are given for the fully discretized localized problem for the polynomial option and a few other two-asset options shed light on good performance of our proposed method.
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1. Introduction. It is well documented that there are disadvantages for diffusion option pricing models (cf. [6, 32, 8, 12, 22, 21, 20]) to capture the risk when abnormal market movements exist. Recent empirical studies and high-impact market crash show that the property of dramatic fluctuation in asset dynamics should be incorporated into diffusion models (cf. [7]). On the other hand, the inclusion of jumps into asset price modeling has been developed for many years. Merton (cf. [33]) originally introduced Poisson jump process into diffusion models. The Poisson jump diffusion model is an example of exponential Lévy models (ELM) where the underlying price dynamics is represented as an exponential of a Lévy process (cf. [4, 35, 14, 38, 25, 23, 19]). The extension of diffusion models to exponential Lévy models allows to calibrate the models to the market price of options and to reproduce various implied volatility skews/smiles.

Conventionally the valuation of an option under a diffusion model (or Black-Scholes-Merton framework) requires to solve a parabolic partial differential equation. Detailed treatments could be found in [41, 40]. Assuming that systematic risk can be diversified under exponential Lévy models, we may express the option price in terms of the solution of a parabolic integro-differential equation (PIDE), which includes a second order differential operator and a nonlocal integral operator. Option pricing with exponential Lévy models has been studied in recent literature such as [18, 36, 10].

A variety of finite difference methods to solve the one dimensional PIDE have been
proposed recently (cf. [16, 22, 7, 13, 15, 11, 9, 34]). As an equivalence, binomial lattice methods were adopted in Admin (cf. [2]) for one dimensional jump-diffusion models with a finite jump intensity. Andersen and Andreasen (cf. [3]) proposed an operator splitting method where the local part is treated with an implicit step and the nonlocal part is coped with an explicit scheme. Zhang (cf. [42]) developed a semi-implicit finite difference scheme for a jump-diffusion model for pricing the American option. Although finite difference method is relatively efficient for one dimensional pricing problem, finite element method could provide a more general approach for tackling pricing problems on several assets.

In addition to the finite difference method, recently the variational formulation has been introduced by Matache et. al. (cf. [29, 30, 31]) to the one-dimensional PIDE. These papers provided a rigorous analysis of consistency, stability and convergence for a wavelet Galerkin finite element method. Their analysis based on a weighted Sobolev space provides a good tool for the PIDE in an unbounded domain. Using the finite element method for option pricing models is extensively discussed in Topper (cf. [39]). In comparison to finite difference methods, it has several advantages in coping with domain geometry, boundary conditions and solution smoothness. Pricing multi-asset options under exponential Lévy models involves several techniques: smoothing initial and boundary conditions, coping with possibly irregular mapped domains, localizing an unbounded domain to a bounded domain, treating possible singularity associated with certain jumps, discretizing the equation in both temporal and spatial variables. There are a few papers discussing the pricing for two asset option within the framework of ELM. The two asset option with jumps was priced or modeled through a Markov chain approach (cf. [28]). Forsyth et.al. (cf. [9]) use a finite difference scheme for the two dimensional PIDE, but a theoretical error analysis of the PIDE is absent in their studies.

In this paper, we present a finite element method for the exponential Lévy two-asset option pricing or the two dimensional PIDE. We will consider both put and call options. Some details of the exponential Lévy model and pricing equation for the two-asset option are presented in section 2. In addition smoothed initial and boundary conditions will be constructed and the error between the smoothed problem and the original problem will be estimated in this section. Section 3 begins with a variational formulation of the PIDE in a weighted Sobolev space, and existence and uniqueness of its solution. Then we localize the infinite domain to a bounded domain. In the bounded domain an explicit-implicit time-discretization combined with a continuous finite element method is introduced for the PIDE and error analysis is also done where two assets are assumed to have uncorrelated jumps. Numerical experiments are given in Section 4 for the polynomial option and other two-asset options.

2. Exponential Lévy model for two assets. In exponential Lévy models, the stochastic dynamics of risky assets $S_i(t) = (S_{1i}(t), S_{2i}(t))$ with initial prices $(S_{1i}^0, S_{2i}^0)$ is represented as the exponential of a Lévy process:

$$S_i(t) = S_{1i}^0 e^{rt + X_i(t)}, \quad i = 1, 2,$$

where $r$ is risk-free interest rate and $X(t) = (X_1(t), X_2(t))$ is a two dimensional Lévy process starting from 0 under risk-neutral probability $Q$. The details for Lévy process could be found in [4] [10]. The absence of arbitrage imposes that the discounted prices $e^{-rt}S(t)$ is a martingale under such measure $Q$.

In the context of Lévy-Itô decomposition (cf. pp.119-135 in [35]), the risk neutral
dynamics of $S_i(\cdot)$ is given by

$$S_i(t) = S_i^0 + \int_0^t rS_i(u-)du + \int_0^t \sigma_iS_i(u-)dW_i(u) + \int_0^t \int \mathbb{R} (e^{y_i} - 1)S_i(u-)J_{X_i}(du \cdot dy_i),$$

where $\sigma_i$ is the diffusion volatility for $S_i(\cdot)$. $W_1(\cdot), W_2(\cdot)$ are standard Brownian motions correlated by $\rho$ and $J_{X_i}$ is the compensated measure describing the jumps of $X_i$. In the following, we will consider the pricing equation for two-asset option under exponential Lévy model and the initial and boundary conditions for the equation.

2.1. Integro-differential equation for two-asset option. In the classic martingale pricing approach from the insights of [6, 22, 33, 10], the value of a European option is defined as a discounted conditional expectation of its terminal payoff under a risk-neutral probability $Q$. Following the ideas in [11, 29, 30] for one dimensional case and assuming the jump components are independent, we formulate the pricing problem of a European-style two-asset option at time $t$ with strike price $K$, maturity $T$ and payoff $H(\cdot, \cdot)$ as the following parabolic integro-differential equation

$$\begin{cases}
\frac{\partial V}{\partial t} + rS_1 \frac{\partial V}{\partial S_1} + rS_2 \frac{\partial V}{\partial S_2} - rV \\
+ \frac{1}{2} \sigma_1^2 S_1^2 \frac{\partial^2 V}{\partial S_1^2} + \rho \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma_2^2 S_2^2 \frac{\partial^2 V}{\partial S_2^2} \\
+ \int \mathbb{R} \left( V(t,S_1 e^{y_1}, S_2) - V(t,S_1, S_2) - (e^{y_1} - 1)S_1 \frac{\partial V}{\partial S_1} \right) \nu_1(dy_1) \\
+ \int \mathbb{R} \left( V(t,S_1, S_2 e^{y_2}) - V(t,S_1, S_2) - (e^{y_2} - 1)S_2 \frac{\partial V}{\partial S_2} \right) \nu_2(dy_2) = 0,
\end{cases}
$$

$$V(T, S_1, S_2) = H(S_1, S_2),$$

where $\nu_i(dy_i)$ is the Lévy measure to describe the activity of jump size $y_i$ for underlying asset $S_i$. The regularity properties for $V(t, S_1, S_2)$ and the detailed derivation of the PIDE (2.1) could be found in [43]. The payoff function $H(\cdot, \cdot)$ of certain two-asset options are given in Table 2.1

| Option Type         | Payoff $H(S_1, S_2)$ |
|---------------------|----------------------|
| Basket Call         | max $(w_1 S_1 + w_2 S_2) - K, 0$ |
| Basket Put          | max $(K - (w_1 S_1 + w_2 S_2), 0)$ |
| Worse of 2 Assets   | max $(\min(S_1, S_2), 0)$ |
| Minimum of 2 Assets | max $(K - \min(S_1, S_2), 0)$ |

**Table 2.1** Payoff functions for some two-asset options.

Before we solve the problem (2.1) by using numerical method, we introduce vari-
able transformations and specify Lévy measure (See [32]) as follow:

\[
\begin{cases}
\tau = T - t, x_i = \ln S_i, \\
\nu_i(dy_i) = k_i(y_i)dy_i, \\
k_i(y_i) = \lambda_i \frac{1}{\sqrt{2\pi\gamma_i}} \exp \left( -\frac{(y_i-\nu_i)^2}{2\gamma_i^2} \right), \\
h(x_1, x_2) = H(e^{x_1}, e^{x_2}), \\
u(\tau, x) = e^{-r(T-t)}V(t, e^{x_1}, e^{x_2}),
\end{cases}
\]

(2.2)

where \(\lambda_i\) is the intensity of normal distributed jumps with mean \(\nu_i\) and variance \(\gamma_i^2\) (cf. [10, 43]). We now reformulate (2.1) into an operator version as follows

\[
u(\tau, x) = D[u] + J[u], \quad (\tau, x) \in [0, T] \times \mathbb{R}^2
\]

together with initial condition

\[
u|_{\tau=0} = h(x), \quad x \in \mathbb{R}^2,
\]

where

\[
D[u] = \nabla \cdot (\kappa \nabla u) + \nabla \cdot (\alpha u) = \sum_{i,j=1}^{2} \kappa_{i,j} \frac{\partial^2 u}{\partial x_i \partial x_j} + \sum_{i=1}^{2} \alpha_i \frac{\partial u}{\partial x_i}, \\
J[u] = \int_{\mathbb{R}} \left( u(\tau, x + y_1 e_1) - u(\tau, x) - (e^{y_1} - 1) \frac{\partial u}{\partial x_1}(\tau, x) \right) k_1(y_1)dy_1
\]

\[
+ \int_{\mathbb{R}} \left( u(\tau, x + y_2 e_2) - u(\tau, x) - (e^{y_2} - 1) \frac{\partial u}{\partial x_2}(\tau, x) \right) k_2(y_2)dy_2,
\]

and \(e_1 = (1, 0), e_2 = (0, 1), \kappa = (\kappa_{i,j})_{2 \times 2} = \frac{1}{2} \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix}, \alpha = (\alpha_1, \alpha_2)^t = (r - \frac{1}{2}\sigma_1^2, r - \frac{1}{2}\sigma_2^2)^t\) and \(\nabla u = (\frac{\partial u}{\partial x_1}, \frac{\partial u}{\partial x_2})^t\).

**2.2. Initial and boundary conditions.** The initial and boundary conditions are desired in order to obtain the solution \(u(\tau, x)\) for the pricing equation. The specific payoff structure of the option could provide such information for \(u\) when \(\tau = 0\) or \(x_1 \to \pm \infty, x_2 \to \pm \infty\). From the viewpoint of discounting principle, \(u(\tau, x)\) may be set as a reasonable linear function of \(e^{x_1}\) and \(e^{x_2}\) as \(x_1 \to \pm \infty\) or \(x_2 \to \pm \infty\), where there do not exist jumps at the boundary. So we may consider the initial and boundary conditions based on a function of the form

\[
g(\tau, x) = c_1(\tau)e^{x_1} + c_2(\tau)e^{x_2} + c_3(\tau) > 0
\]

satisfying equation (2.3). Substituting it into (2.3), we have

\[
c'_1 e^{x_1} + c'_2 e^{x_2} + c'_3 = rc_1 e^{x_1} + rc_2 e^{x_2}
\]

for all \(x\). Thus \(c_1(\tau) = e^{\tau} c_1(0), c_2(\tau) = e^{\tau} c_2(0),\) and \(c_3\) is constant.

Now we just consider a put option as an example for writing the initial and boundary conditions. The conditions for a call option can be written accordingly. For a European basket put with payoff \(\max(K - (w_1 S_1 + w_2 S_2), 0)\), we may take \(c_1(0) = -w_1, c_2(0) = -w_2\) and \(c_3(0) = K\). Then we may write

\[
g(\tau, x) = (K - w_1 e^{x_1+\tau} - w_2 e^{x_2+\tau})^+
\]

(2.5)
We can explicitly write it as

\[ h(x) = (K - w_1e^{x_1} - w_2e^{x_2})_+, \quad x \in \Omega, \]

\[ g(\tau, x) = (K - w_1e^{x_1+\tau} - w_2e^{x_2+\tau})_+, \quad (\tau, x) \in [0, T] \times \partial \Omega, \]

where \( z^+ = \max(0, z) \), \( \Omega = \mathbb{R}^2 \) and \( \partial \Omega = \{(x) \in \mathbb{R}^2 | x_1 \to \pm \infty \text{ or } x_2 \to \pm \infty\} \). From the expression of initial and boundary conditions we have \( g(0, x) = h(x) \).

Combined with the initial and boundary conditions \((2.6)\) for basket put option under exponential Lévy model we can write \( g(\tau, x) \) by a smoother function \( \tilde{g}(\tau, x) \). We will then replace the original PIDE by the following \((2.7)\)

\[
\begin{align*}
\tilde{u}_\tau &= D[u] + J[u], \\
\tilde{u}|_{\tau=0} &= h, \quad x \in \Omega, \\
\tilde{u}|_{\partial \Omega} &= g, \quad \tau \in (0, T).
\end{align*}
\]

The function \( g(\tau, x) \) used to define the initial and boundary conditions will be differentiated once in time and twice in space in later sections. For compatibility we assume \( h(x) = g(0, x) \). So we need to approximate \( g(\tau, x) \) by a smoother function \( \tilde{g}(\tau, x) \).

To construct a smoother function \( \tilde{g} \), we define a curve \( C \) and a banded domain \( \Omega_3 \) along \( C \).

\[
C = \{ x \in \mathbb{R}^2 \mid K e^{-\tau} - e^{x_1} - e^{x_2} = 0 \},
\]

\[
\Omega_3 = \{ x \in \Omega \mid \text{dist}(x, C) < \delta, \text{ and } \delta > 0 \}.
\]

For any \( x \in \Omega_3 \setminus C \) we can find a point \( x^o = (x^o_1, x^o_2) \in C \) such that the segment \( \overline{xx^o} \) is normal to \( C \) at \( x^o \). That is, \( x^o \) satisfies \( e^{x^o_1+\tau} + e^{x^o_2+\tau} = K \) and \((x_1 - x^o_1)e^{x^o_1} + (x_2 - x^o_2)e^{x^o_2} = 0 \). Now we can introduce a smoother function \( \tilde{g} \) by redefining \( g \) in \( \Omega_3 \) along the normal direction \( \vec{n} = \left(\frac{\exp(x^o_1)}{\sqrt{\exp(2x^o_1)}}, \frac{\exp(x^o_2)}{\sqrt{\exp(2x^o_1)+\exp(2x^o_2)}}\right) \) of \( C \):

\[
\tilde{g}(\tau, x) = \begin{cases} p(n), & x \in \Omega_3 \\ g(\tau, x), & \text{Otherwise}, \end{cases}
\]

where \( n = \text{sgn}(x_1 - x^o_1) \cdot \sqrt{(x_1 - x^o_1)^2 + (x_2 - x^o_2)^2} \) (noting that \( n = \pm \delta \) corresponds to points \( x^o \pm \delta \vec{n} \) in original coordinates) and \( p(n) \) is a polynomial to be defined as follows. Again we will consider the put option as an example. The call option case can be done similarly. Following the idea for one dimensional case in [27], the polynomial \( p(n) \) is constructed along the normal direction \( \vec{n} \) satisfying

\[
p(\delta) = 0, p'(\delta) = 0, p''(\delta) = 0,
\]

\[
p(-\delta) = g|_{n=-\delta}, p'(\delta) = \frac{\partial g}{\partial n}|_{n=-\delta}, p''(\delta) = \frac{\partial^2 g}{\partial^2 n}|_{n=-\delta}.
\]

We can explicitly write it as

\[
p(n) = (n - \delta)^3 \left(a + b(n + \delta) + c(n + \delta)^2\right),
\]
where
\[ a = -\frac{1}{8\delta^3} g|_{n=-\delta}, \]
\[ b = -\frac{1}{8\delta^3} \left( \frac{3}{2\delta} g|_{n=-\delta} - \frac{\partial g}{\partial \vec{n}}|_{n=-\delta} \right), \]
\[ c = -\frac{1}{16\delta^3} \left( \frac{\partial^2 g}{\partial^2 \vec{n}}|_{n=-\delta} + \frac{3}{\delta} \frac{\partial g}{\partial \vec{n}}|_{n=-\delta} + \frac{3}{\delta^2} g|_{n=-\delta} \right). \]

It is easy to verify that \( p(n) \) is monotonically decreasing along the normal direction \( \vec{n} \) of the curve \( C \) and the first order derivatives of \( \tilde{g} \) in \( \tau \) and the second order derivative of \( \tilde{g} \) in \( x \) are continuous. Moreover, we have the following proposition about the error between \( \tilde{g} \) and \( g \).

**Proposition 2.1.** At any fixed \( \tau \in [0, T] \),
\[ |\tilde{g} - g| \leq M\delta^2, \forall x \in \Omega, \]
where \( M \) is a generic constant independent of \( \delta \). Furthermore,
\[ p(n) = O(\delta), p'(n) = O(1), p''(n) = O\left(\frac{1}{\delta}\right). \]

At time \( \tau = 0 \), we can see the function after the smoothing in Figure 2.1. We can directly apply the similar smoothing technique to the original payoff function \( H(S) = \max(K - (S_1 + S_2), 0) \). Its smoothing version is shown in Figure 2.2.

Now we estimate the error between the solution (denoting as \( u \)) of (2.7) and the solution (denoting as \( \tilde{u} \) of (2.8), using a maximum principle given in [17]. For this purpose we denote our PIDE operator
\[ \mathcal{A}[u] = u_{\tau} - D[u] - \mathcal{J}[u]. \]
Then the error $e = u - \tilde{u}$ satisfies $A[e] = 0$, $e|_{\tau=0} = h - \tilde{h}$ and $e|_{\partial \Omega} = g - \tilde{g}$. The operator $A$ is a special case (corresponding to $a_0 = 0$ and $f = 0$) of the operator considered in [17] and all the conditions assumed in [17] are satisfied by the exponential Lévy model we consider. Simply applying the maximum principle given in Theorem 4.1 of [17] for both $e$ and $-e$ (noting $\pm e|_{\tau=0} \leq |h - \tilde{h}|$ and $\pm e|_{\partial \Omega} \leq |g - \tilde{g}|$) and Proposition 2.1 we obtain the following error estimate.

**Proposition 2.2.** For the solution $u$ of (2.7) and the solution $\tilde{u}$ of (2.8) we have

$$|u - \tilde{u}| \leq M\delta^2 \quad \text{for all } \tau \in [0, T] \text{ and } x \in \Omega,$$

where $M$ is a generic constant independent of $\delta$.

### 3. Finite Element Method for PIDE.

In this section, we will give error analysis for the localization of the unbounded domain $\Omega$ to a bounded domain and for the temporal and spatial discretization of the PIDE under a weighted Sobolev setting.

#### 3.1. Variational setting.

Since the initial and boundary conditions grows exponentially at the boundary $\partial \Omega$, a weighted Sobolev space $H^1_\eta(\Omega)$ should be introduced to account for such effects. Given function $\eta(x) = - (\eta_1 |x_1| + \eta_2 |x_2|)$, we define the weighted Sobolev spaces:

$$L^2_\eta(\Omega) \triangleq \left\{ u \in L^1_{loc}(\Omega) | ue^{\eta(x)} \in L^2(\Omega) \right\},$$

$$H^1_\eta(\Omega) \triangleq \left\{ u \in L^1_{loc}(\Omega) | \nabla u e^{\eta(x)} \in L^2(\Omega), \nabla u e^{\eta(x)} \in (L^2(\Omega))^2 \right\}.$$

We note that the functions $g, h, \tilde{g}, \tilde{h} \in H^1_\eta(\Omega)$ for $\eta = (\eta_1, \eta_2)$ satisfying $\eta_i > 1, i = 1, 2$. Later on we will use $\eta$ and $\eta(x)$ interchangeably. For any vector and matrix $B$, $B^t$ is the transpose of $B$.

By picking up a test function $v \in C^\infty_0(\Omega)$ and recalling Green’s formula, we consider the variational formulation of (2.8), which is to
Find \( \tilde{u} \in L^2 ([0, T]; H^1_0 (\Omega)) \cap H^1 ([0, T]; (H^1_0 (\Omega))^*) \) such that for any \( \tau \in [0, T] \),

\[
\begin{cases}
\left( \frac{\partial \tilde{u}}{\partial \tau}, v \right)_{L^2_0 (\Omega)} + a^\eta (\tilde{u}, v) = A[\tilde{g}], \quad \forall \ v \in H^1_0 (\Omega), \\
\tilde{u}(0, x) = 0, \quad \forall \ x \in \Omega, \\
\tilde{u}(\tau, x) = 0, \quad \forall \ (\tau, x) \in [0, T] \times \partial \Omega,
\end{cases}
\]

where for any function space \( V, V^* \) is the dual of \( V \) and

\[
A[\tilde{g}] = - \left( \frac{\partial \tilde{g}}{\partial \tau}, v \right)_{H^1_2 (\Omega)} - a^\eta (\tilde{g}, v),
\]

\[
\left( \frac{\partial \tilde{u}}{\partial \tau}, v \right)_{L^2_0 (\Omega)} = \int_\Omega \frac{\partial \tilde{u}}{\partial \tau} v e^{2\eta(x)} dx,
\]

\[
a^\eta (\tilde{u}, v) = \int_\Omega \left( (\nabla \tilde{u})^t \kappa \nabla v - \alpha(x)^t \nabla \tilde{u} \right) v e^{2\eta(x)} dx
- \int_\Omega J[\tilde{u}] v e^{2\eta(x)} dx,
\]

\[
\alpha(x) = \alpha + \kappa \nabla \eta,
\]

\[
\alpha = (\alpha_1, \alpha_2)^t = (r - \frac{1}{2} \sigma_1^2, r - \frac{1}{2} \sigma_2^2)^t.
\]

**Remark 3.1.** If \( \eta(x) \) is defined as follows:

\[
\eta(x) = \begin{cases}
\eta_1 (|x_1| + |x_2|) & \text{if } x_1 < 0, x_2 < 0, \\
\eta_1 |x_1| + \eta_2 |x_2| & \text{if } x_1 < 0, x_2 > 0, \\
\eta_2 |x_1| + \eta_1 |x_2| & \text{if } x_1 > 0, x_2 < 0, \\
\eta_2 (|x_1| + |x_2|) & \text{if } x_1 > 0, x_2 > 0,
\end{cases}
\]

where \( \eta_1 > 1 \) and \( \eta_2 > 1 \), then

\[
\nabla \eta = \left( \begin{array}{c}
\frac{\partial \eta(x)}{\partial x_1} \\
\frac{\partial \eta(x)}{\partial x_2}
\end{array} \right) = \left( \begin{array}{c}
(-\eta_1, -\eta_1)^t & \text{if } x_1 < 0, x_2 < 0, \\
(-\eta_1, \eta_2)^t & \text{if } x_1 < 0, x_2 > 0, \\
(\eta_2, -\eta_1)^t & \text{if } x_1 > 0, x_2 < 0, \\
(\eta_2, \eta_2)^t & \text{if } x_1 > 0, x_2 > 0.
\end{array} \right)
\]

**Appendix A** provides the proof for the following property \( \eta(x) \) satisfies \( \eta \in L^1_{\text{loc}} (\mathbb{R}) \), \( \nabla \eta \in (L^\infty (\mathbb{R}))^2 \) and

\[
\Delta \theta \eta = \eta(x + \theta y) - \eta(x) \leq \eta(y), \quad \forall x, y \in \mathbb{R}^2, ||\theta|| \leq 1.
\]

**Remark 3.2.** Note that \( a^\eta(\cdot, \cdot) \) is a nonsymmetric bilinear variational formulation. when \( ||\rho|| < 1 \), \( \kappa = \frac{1}{2} \left( \begin{array}{cc}
\sigma_1^2 & \rho \sigma_1 \sigma_2 \\
\rho \sigma_1 \sigma_2 & \sigma_2^2
\end{array} \right) \) is symmetric positive definite, which implies that there exist two positive numbers \( 0 < \kappa \leq \pi \) such that \( k|\xi|^2 \leq \xi^t \kappa \xi \leq \pi|\xi|^2 \), \( \forall \xi \in \mathbb{R}^2 \). Also \( \alpha(x) \) is uniformly bounded, i.e., given \( \alpha(x) = (\alpha_1(x), \alpha_2(x))^t \), there exists \( \pi > 0 \) such that \( |\alpha_i(x)| \leq \pi, \forall \ x \in \Omega, i = 1, 2 \).

To consider the continuity and coercivity of the non-symmetric bilinear form \( a^\eta(\cdot, \cdot) \) in coping with the uniqueness and existence of numerical solution of variational formulation (3.1), we introduce the following Gårding inequality. For later convenience, we denote \( \nabla \eta \tilde{u} = \nabla \tilde{u} e^\eta(x) \) and \( \nabla \eta v = \nabla v e^\eta(x) \).

**Proposition 3.3.** Let \( \eta \in \mathbb{R}^2_+ \) be arbitrarily fixed. If \( ||\rho|| < 1 \), then
1. The bilinear form \( a^n(\cdot, \cdot) : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R} \) is continuous, i.e., there exists \( \tau > 0 \) such that
\[
|a^n(u, v)| \leq \tau \|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}, \quad \forall u, v \in H^1_0(\Omega);
\]

2. There exists \( \beta > 0 \) depending on \( \eta \) and \( \rho \) such that the new bilinear form \( a^n(u, u) + \beta \cdot (u, u)_{L^2(\Omega)} \) is coercive, i.e., there exists \( 0 \leq \xi \leq \tau \) depending on \( \eta \) and \( \rho \) such that (Gårding inequality)
\[
a^n(u, u) \geq \xi \|u\|^2_{H^1_0(\Omega)} - \beta \|u\|^2_{L^2(\Omega)}, \quad \forall u \in H^1_0(\Omega).
\]

**Proof.** From the definition of \( a(u, v) \), we know
\[
|a^n(u, v)| \leq \int_\Omega \left| \left( \nabla u \, e^{\eta(x)} \right)^t \kappa \left( \nabla v \, e^{\eta(x)} \right) \right| \, dx
+ \int_\Omega \left| \alpha(x)^t \left( \nabla u \, e^{\eta(x)} \right) \cdot \left( v \, e^{\eta(x)} \right) \right| \, dx + |a^n_{\text{jump}}(u, v)|,
\]
where \( a^n_{\text{jump}}(u, v) = \int_\Omega J[u] \, ve^{2\eta(x)} \, dx \).

For any vectors \( \nabla u, \nabla v \) and real number \( \lambda \), \( \int_\Omega (\nabla u + \lambda \nabla v)^t \kappa (\nabla u + \lambda \nabla v) \, dx > 0 \). The first term of RHS in (3.5) can be written as follows
\[
\int_\Omega \left| (\nabla u)^t \kappa \nabla v \right| \, dx \leq \left( \int_\Omega \left| (\nabla u)^t \kappa \nabla u \right| \, dx \right)^{\frac{1}{2}} \cdot \left( \int_\Omega \left| (\nabla v)^t \kappa \nabla v \right| \, dx \right)^{\frac{1}{2}}
\leq \tau \left( \int_\Omega \left| (\nabla u)^t \kappa \nabla u \right| \, dx \right)^{\frac{1}{2}} \cdot \left( \int_\Omega \left| (\nabla v)^t \kappa \nabla v \right| \, dx \right)^{\frac{1}{2}}
= \tau \|\nabla u\|_{L^2(\Omega)} \|\nabla v\|_{H^1_0(\Omega)} \leq \tau \|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}.
\]

Similarly, rewriting the second term of RHS in (3.5) as following:
\[
\int_\Omega \left| \alpha(x)^t \nabla u \cdot \left( v \, e^{\eta(x)} \right) \right| \, dx \leq \tau \left( \left\| \frac{\partial u}{\partial x_1} \right\|_{L^2(\Omega)} + \left\| \frac{\partial u}{\partial x_2} \right\|_{L^2(\Omega)} \right) \|v\|_{L^2(\Omega)}
\leq \tau \|\nabla u\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)} \leq \tau \|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}.
\]

To consider the last term of RHS in (3.5) we need to add \( \exp(-\eta_1|x_1 + \theta_1 y| - \eta_2|x_2|) \) and \( \exp(-\eta_1|x_1| - \eta_2|x_2 + \theta_2 y|) \) to \( \frac{\partial u}{\partial x_1}(\tau, x_1 + \theta_1 y, x_2) \) and \( \frac{\partial u}{\partial x_2}(\tau, x, \theta_2 y) \), respectively. Thus there will have extra terms \( \exp(\eta_i(|x_1 + \theta_i y| - |x_i|)) \) satisfying:
\[
\exp(\eta_i(|x_1 + \theta_i y| - |x_i|)) \leq \exp(\eta_i|y|) \quad \text{for} \quad 0 \leq \theta_i \leq 1, i = 1, 2. \]

Therefore the last term of RHS in (3.5) can also be rewritten as
\[
|a^n_{\text{jump}}(u, v)| \leq \int_\Omega \int_\Omega \int_0^1 \left| \frac{\partial u}{\partial x_1}(\tau, x_1 + \theta_1 y, x_2) e^{\eta(x)} v e^{\eta(x)} \right| |y| k_1(y) d\theta_1 dy dx
+ \int_\Omega \int_\Omega \int_0^1 \left| \frac{\partial u}{\partial x_1}(\tau, x, x + \theta_2 y) e^{\eta(x)} v e^{\eta(x)} \right| |y| k_2(y) d\theta_2 dy dx
+ \int_\Omega \int_\Omega \int_0^1 \left| \frac{\partial u}{\partial x_2}(\tau, x) e^{\eta(x)} v e^{\eta(x)} \right| |y| k_2(y) d\theta_2 dy dx
+ \int_\Omega \int_\Omega \int_0^1 \left| \frac{\partial u}{\partial x_2}(\tau, x + \theta_2 y) e^{\eta(x)} v e^{\eta(x)} \right| |y| k_2(y) d\theta_2 dy dx.
\[ \leq c_1 \left\| \frac{\partial u}{\partial x_1} \right\|_{L^2_0(\Omega)} \left\| v \right\|_{L^2_0(\Omega)} + c_2 \left\| \frac{\partial u}{\partial x_2} \right\|_{L^2_0(\Omega)} \left\| v \right\|_{L^2_0(\Omega)} \]

\[ \leq \max(c_1, c_2) \cdot \left\| \nabla u \right\|_{L^2_0(\Omega)} \left\| v \right\|_{L^2_0(\Omega)} \]

\[ \leq \max(c_1, c_2) \left\| u \right\|_{H^1_0(\Omega)} \left\| v \right\|_{H^1_0(\Omega)}, \]

where

\[ c_i = \int_\mathbb{R} \left( e^{\eta y} |y| + |e^y - 1| \right) k_i(y) dy, \quad i = 1, 2. \]

For Gaussian \( k_i(y), \) \( c_1, c_2 \) are positive and finite. Thus we have the continuity condition of \( a^\eta(u, v) \)

\[ |a^\eta(u, v)| \leq \bar{\tau} \left\| u \right\|_{H^1_0(\Omega)} \left\| v \right\|_{H^1_0(\Omega)}, \]

where \( \bar{\tau} = \tau + \bar{\tau} + \max(c_1, c_2). \)

Now the coercivity of \( a^\eta(u, u) \) remains to be proved. Since

\[ a^\eta(u, u) = \int_\Omega \left( \nabla u e^{\eta(x)} \right)^t \kappa \left( \nabla u e^{\eta(x)} \right) dx \]

\[ - \int_\Omega \alpha(x)^t \left( \nabla u e^{\eta(x)} \right) \cdot \left( u e^{\eta(x)} \right) dx - a^\eta_{\text{jump}}(u, u), \]

then

\[ a^\eta(u, u) \geq \int_\Omega \left| \left( \nabla u e^{\eta(x)} \right)^t \kappa \left( \nabla u e^{\eta(x)} \right) - \right| dx \]

\[ - \int_\Omega \left| \alpha(x)^t \left( \nabla u e^{\eta(x)} \right) \cdot \left( u e^{\eta(x)} \right) \right| dx - \left| a^\eta_{\text{jump}}(u, u) \right|. \]

Since \( \kappa \) is positive definite when \( |\rho| < 1 \), the first term of (3.7) can be simplified as

\[ \int_\Omega \left| \left( \nabla u e^{\eta(x)} \right)^t \kappa \left( \nabla u e^{\eta(x)} \right) \right| dx \geq \kappa \int_\Omega \left| \nabla u \right| \nabla u \]

\[ = \kappa \left( \left\| \frac{\partial u}{\partial x_1} \right\|_{L^2_0(\Omega)}^2 + \left\| \frac{\partial u}{\partial x_2} \right\|_{L^2_0(\Omega)}^2 \right). \]

By (3.6), the second term of RHS in (3.7) can also be rewritten as

\[ - \int_\Omega \left| \alpha(x)^t \nabla u \cdot \left( u e^{\eta(x)} \right) \right| dx \]

\[ \geq -\bar{\alpha} \left( \left\| \frac{\partial u}{\partial x_1} \right\|_{L^2_0(\Omega)} + \left\| \frac{\partial u}{\partial x_2} \right\|_{L^2_0(\Omega)} \right) \left\| v \right\|_{L^2_0(\Omega)}. \]

Finally, we analyze the last integral term of RHS of (3.7) in the following form

\[ - \left| a^\eta_{\text{jump}}(u, u) \right| \geq \int_\mathbb{R} \int_0^1 \int_\Omega \left| \frac{\partial u}{\partial x_1} (\tau, x_1 + \theta_1 y, x_2) e^{\eta(x)} u e^{\eta(x)} \right| dyd\theta_1 dx \]

\[ - \int_\mathbb{R} \int_0^1 \left| \frac{\partial u}{\partial x_1} (\tau, x) e^{\eta(x)} u e^{\eta(x)} \right| \left| e^{y} - 1 \right| k_1(y) dy dx \]

\[ - \int_\mathbb{R} \int_0^1 \left| \frac{\partial u}{\partial x_1} (\tau, x) e^{\eta(x)} u e^{\eta(x)} \right| \left| e^{y} - 1 \right| k_1(y) dy dx \]
The variational formulation (3.1) has a unique solution \( \tilde{u} \) and the following estimate, for all \( \tau \in [0, T] \)
\[
e^{-2\beta \tau} \| \tilde{u} \|_{L_2(\Omega)}^2 + \xi \int_0^\tau e^{-2\beta s} \| \tilde{u} \|_{H_0^1(\Omega)}^2 ds \\
\leq \frac{1 + \tau}{\xi} \int_0^\tau e^{-2\beta s} \left( \| \partial \tilde{g} / \partial s \|_{L_2(\Omega)}^2 + \tau \| \tilde{g} \|_{H_0^1(\Omega)}^2 \right) ds,
\]
where \( \xi \) and \( \tau \) are the constants in Proposition 3.3.

Proof. Since \( \tilde{h}(x) \in L_2^0(\Omega) \), the existence and uniqueness of variational formulation (3.1) can be obtained (see [26]).

Taking \( v(s, x) = \tilde{u}(s, x)e^{-2\beta s} \) in (3.1) and integrating in time \( s \) between 0 and \( \tau \), we derive that:
\[
\frac{1}{2} e^{-2\beta \tau} \| \tilde{u} \|_{L_2^0(\Omega)}^2 + \int_0^\tau e^{-2\beta s} \left( a^y(\tilde{u}, \tilde{u}) + \beta \cdot (\tilde{u}, \tilde{u})_{L_2^0(\Omega)} \right) ds \\
= - \int_0^\tau e^{-2\beta s} \left( \frac{\partial \tilde{g}}{\partial s} \tilde{u} \right)_{L_2^0(\Omega)} ds - \int_0^\tau e^{-2\beta s} a^0(\tilde{g}, \tilde{u}) ds.
\]

Using Gårding inequality in Proposition 3.3, we have
\[
\frac{1}{2} e^{-2\beta \tau} \| \tilde{u} \|_{L_2^0(\Omega)}^2 + \xi \int_0^\tau e^{-2\beta s} \| \tilde{g} \|_{H_0^1(\Omega)}^2 ds
\]
Thus we obtain the following estimation.

\[ e^{-2\beta_\tau} \| \tilde{u} \|_{L^2(\Omega)}^2 + (2\zeta - \epsilon(1 + \tau)) \int_0^\tau e^{-2\beta s} \| \tilde{u} \|_{H^1(\Omega)}^2 \, ds \leq \frac{1}{\epsilon} \int_0^\tau e^{-2\beta s} \left( \frac{\| \partial \tilde{g} \|_{L^2(\Omega)}^2}{\partial s} + \tau \| \tilde{g} \|_{H^1(\Omega)}^2 \right) \, ds. \]

Let \( \epsilon = \frac{\zeta}{1 + \tau} > 0 \), a priori estimation (3.11) is obtained. \( \square \)

### 3.2. Localization to a bounded domain and its error estimate.

Since it is not feasible to derive a numerical solution in an unbounded domain \( \Omega \) for variational formulation (3.1) corresponding to the pricing equation (2.7), we need to truncate \( \Omega \) to a bounded computational domain \( \Omega_M = [-M, M] \times [-M, M] \). The domain truncation technique is not necessary for some exotic options such as double barrier option, which directly results in PIDE on a naturally bounded domain.

Instead of solving (2.8) with smoothed boundary condition \( \tilde{g} \) in an unbounded domain \( \Omega \times [0, T] \), we will solve the truncated problem on \( \Omega_M \times [0, T] \) :

\[
\begin{aligned}
\begin{cases}
\frac{\partial \tilde{u}_M}{\partial \tau} - (\kappa \nabla \tilde{u}_M) + \nabla \cdot (\alpha \tilde{u}_M) + \nabla \cdot (\gamma \tilde{u}_M) + J[\tilde{u}_M], \\
\tilde{u}_M|_{\tau = 0} = \tilde{h}(x), \quad x \in \Omega_M, \\
\tilde{u}_M|_{\partial \Omega} = \tilde{g}(\tau, x), \quad (\tau, x) \in (0, T) \times \partial \Omega_M.
\end{cases}
\end{aligned}
\]  
(3.11)

The variational formulation of above truncated PIDE (3.11) is to find \( \tilde{u}_M \in L^2\left([0, T]; H^1_0(\Omega_M)\right) \cap H^1\left([0, T]; H^1_0(\Omega_M)\right)^* \) such that for any \( \tau \in [0, T] \),

\[
\begin{aligned}
\begin{cases}
\frac{\partial \tilde{u}_M}{\partial \tau} - (\kappa \nabla \tilde{u}_M) + \nabla \cdot (\alpha \tilde{u}_M) + \nabla \cdot (\gamma \tilde{u}_M) + J[\tilde{u}_M], \\
\tilde{u}_M(0, x) = 0, \quad \forall \ x \in \Omega_M, \\
\tilde{u}_M(\tau, x) = 0, \quad \forall \ (\tau, x) \in (0, T) \times \partial \Omega_M.
\end{cases}
\end{aligned}
\]  
(3.12)

where \( a^n_M(\tilde{u}_M, v) \) is the restriction of \( a^n(\tilde{u}_M, v) \) to \( \Omega_M \), i.e.,

\[
a^n_M(u, v) = \int_{\Omega_M} (\nabla u) \cdot (\kappa \nabla v - \alpha(x) \nabla u) \, dx - \int_{\Omega_M} J[\tilde{u}] \, v e^{2\eta(x)} \, dx.
\]

For convenience we still denote by \( \tilde{u}_M \) its extension by zero to all of \( \Omega \). The restriction of approximating solution \( \tilde{u} \) of (3.1) in \( \Omega \) to \( \Omega_M \) introduces a localization error \( \epsilon_M = \tilde{u}_M - \tilde{u} \) which we now estimate. We have the following localization error estimation:

**Proposition 3.5.** Suppose \( \Omega_{M/2} \triangleq \{ x \in \mathbb{R}^2 \mid \| x \| \leq M/2 \} \). Then there exists positive constant \( C \) only depending on \( T \) and \( \gamma > 0 \), which is independent of \( M \) such that the localization error \( \epsilon_M(\tau) \) satisfies:

\[
\| \epsilon_M(\tau, \cdot) \|_{L^2(\Omega_{M/2})}^2 + \int_0^\tau \| \epsilon_M(s, \cdot) \|_{H^1(\Omega_{M/2})}^2 \, ds \leq C e^{-\gamma M}.
\]  
(3.13)
Proof. The a priori estimate in Proposition (3.4) implies that \( \|\tilde{u}\|_{L^2(\Omega)} \) is bounded by some constant \( C \) independent of \( M \). Likewise,

\[
e^{-2\beta \tau} \|\tilde{u}_M\|_{L^2(\Omega)}^2 + \frac{\epsilon}{\tau} \int_0^\tau e^{-2\beta s} \|\tilde{u}_M\|^2_{H^1(\Omega)} ds \leq \frac{1 + \tau}{\epsilon} \int_0^\tau e^{-2\beta s} \left( \left\| \frac{\partial \tilde{g}}{\partial s} \right\|^2_{L^2(\Omega)} + \|\tilde{g}\|^2_{H^1(\Omega)} \right) ds.
\]

Thus \( |e_M|_{L^2(\Omega)} \), \( |e_M|_{H^1(\Omega)} \) are bounded by \( C \).

For any \( \tau \in [0, T] \), \( v \in H^1_0(\Omega_M) \), the localization error \( e_M = \tilde{u}_M(\tau, x) - \tilde{u}(\tau, x) \) satisfies:

\[
(3.15) \quad \left( d\frac{dt}{d\tau} e_M(\tau), v \right)_{L^2(\mathbb{R}^2)} + a \left( e_M(\tau), v \right) = 0,
\]

where \( a(\cdot, \cdot) \equiv a^0(\cdot, \cdot) = a^1(\cdot, \cdot)_{|\eta=0} \).

Define a cut-off function \( \phi \) with the following properties: \( \phi \in C^\infty(\Omega_M) \), \( \phi = 1 \) on \( \Omega_{M/2} \) and \( |\nabla \phi|_{L^\infty(\Omega_M)} \leq C \), where \( C \) is independent of \( M \). Inserting \( v = \phi^2(x)e_M(\tau, x) \in H^1_0(\Omega_M) \) in (3.15), we have

\[
(3.16) \quad \frac{1}{2} \frac{d}{d\tau} \|\phi e_M(\tau)\|_{L^2(\Omega_M)}^2 + a(\phi e_M(\tau), \phi e_M(\tau)) = \rho_M(\tau),
\]

where the residual \( \rho_M(\tau) = a_M(\phi e_M(\tau), \phi e_M(\tau)) - a(e_M(\tau), \phi^2 e_M(\tau)) \). The residual \( \rho_M(\tau) \) can be rewritten as follows

\[
(3.17) \quad \rho_M(\tau) = \sum_{i=1}^2 \frac{\sigma_i^2}{2} \int_\Omega |\partial x_i|^2 |e_M|^2 dx_1 dx_2 - \sum_{i=1}^2 \alpha_i \int_\Omega \frac{\partial \phi}{\partial x_i} \phi |e_M|^2 dx_1 dx_2 + \bar{p}_M(\tau),
\]

where \( \bar{p}_M(\tau) = -\int_\Omega J[\phi e_M] \phi e_M dx + \int_\Omega J[e_M] \phi^2 e_M dx \).

The weighted function \( \eta(x) \) defined in (3.2) satisfies \( \eta \in L^1_{loc}(\mathbb{R}), \nabla \eta \in L^\infty(\mathbb{R}) \) and satisfies

\[
(3.18) \quad \Delta \eta \eta = \eta(x + \theta y) - \eta(x) \leq \eta(y), \quad \forall x, y \in \mathbb{R}^2, ||\theta|| \leq 1,
\]

The first two integral terms in the expression (3.17) can be estimated by

\[
\left| \sum_{i=1}^2 \frac{\sigma_i^2}{2} \int_\Omega |\partial x_i|^2 |e_M|^2 dx_1 dx_2 - \sum_{i=1}^2 \alpha_i \int_\Omega \frac{\partial \phi}{\partial x_i} \phi |e_M|^2 dx_1 dx_2 \right| \leq C \int_{\Omega_M/2} |e_M|^2 e^{\gamma(x)} e^{-\eta(x)} dx \leq Ce^{-\gamma M} \|e_M\|_{L^2(\Omega)}^2,
\]

for positive constants \( C \) and \( \gamma \), where \( \gamma \) independent of \( M \).

Now \( \bar{p}_M(\tau) \) is still left to estimate. Denote \( K_i(z) \) the first anti-derivative of Lévy measure \( k_i \), i.e.,

\[
(3.19) \quad K_i(z) = \begin{cases} \int_z^{\infty} k_i(y) dy, & \text{if } z > 0, \\ -\int_{-\infty}^z k_i(y) dy, & \text{if } z < 0, \end{cases}
\]
where $\mathbf{e}_1 = (1, 0), \mathbf{e}_2 = (0, 1), \chi = (\chi_1, \chi_2)$ and
\[
\chi_i = \int_{\mathbb{R}} [y - (e^y - 1)] k_i(y) dy.
\]

We could decompose $\overline{p}_M(\tau)$ as follows
\[
\overline{p}_M(\tau) = I_{11} + I_{12} + I_{21} + I_{22} + I_3,
\]
where
\[
I_{11} = -\int_{\mathbb{R}} \int_{\Omega} \left( \frac{\partial e_M}{\partial x_1}(\tau, x + z \mathbf{e}_1) \phi(x + z \mathbf{e}_1) + e_M(\tau, x + z \mathbf{e}_1) \frac{\partial \phi}{\partial x_1}(x + z \mathbf{e}_1) \right. \\
\quad \left. - \frac{\partial e_M}{\partial x_1}(\tau, x) \phi(x) - e_M(\tau, x) \frac{\partial \phi}{\partial x_1}(x) \right) \phi e_M K_1(z) dz dx,
\]
\[
I_{12} = -\int_{\mathbb{R}} \int_{\Omega} \left( \frac{\partial e_M}{\partial x_2}(\tau, x + z \mathbf{e}_2) \phi(x + z \mathbf{e}_2) + e_M(\tau, x + z \mathbf{e}_2) \frac{\partial \phi}{\partial x_2}(x + z \mathbf{e}_2) \right. \\
\quad \left. - \frac{\partial e_M}{\partial x_2}(\tau, x) \phi(x) - e_M(\tau, x) \frac{\partial \phi}{\partial x_2}(x) \right) \phi e_M K_2(z) dz dx,
\]
\[
I_{21} = \int_{\mathbb{R}} \int_{\Omega} \left( \frac{\partial e_M}{\partial x_1}(\tau, x + z \mathbf{e}_1) - \frac{\partial e_M}{\partial x_1}(\tau, x) \right) \phi^2 e_M K_1(z) dz dx,
\]
\[
I_{22} = \int_{\mathbb{R}} \int_{\Omega} \left( \frac{\partial e_M}{\partial x_2}(\tau, x + z \mathbf{e}_2) - \frac{\partial e_M}{\partial x_2}(\tau, x) \right) \phi^2 e_M K_2(z) dz dx,
\]
\[
I_3 = -\int_{\Omega} \chi \nabla(\phi e_M) \phi e_M dx + \int_{\Omega} \chi \nabla(\phi) \phi^2 e_M dx.
\]

Before we are going to estimate $\overline{p}_M(\tau)$ respectively, we need to rearrange $I_{11}, I_{12}, I_{21}, I_{22}$ as follows
\[
\overline{p}_M(\tau) = \overline{T}_{11} + \overline{T}_{12} + \overline{T}_{21} + \overline{T}_{22} + I_3,
\]
where
\[
\overline{T}_{11} = -\int_{\mathbb{R}} \int_{\Omega} \frac{\partial e_M}{\partial x_1}(\tau, x + z \mathbf{e}_1) \phi(x + z \mathbf{e}_1) - \phi(x) e_M(\tau, x + z \mathbf{e}_1) dz dx,
\]
\[
\overline{T}_{12} = -\int_{\mathbb{R}} \int_{\Omega} \frac{\partial e_M}{\partial x_2}(\tau, x + z \mathbf{e}_2) \phi(x + z \mathbf{e}_2) - \phi(x) e_M(\tau, x + z \mathbf{e}_2) dz dx,
\]
\[
\overline{T}_{21} = -\int_{\mathbb{R}} \int_{\Omega} \frac{\partial e_M}{\partial x_1}(\tau, x) \phi(x + z \mathbf{e}_1) - \phi(x) e_M(\tau, x) dz dx,
\]
\[
\overline{T}_{22} = -\int_{\mathbb{R}} \int_{\Omega} \frac{\partial e_M}{\partial x_2}(\tau, x) \phi(x + z \mathbf{e}_2) - \phi(x) e_M(\tau, x) dz dx,
\]
\[
I_3 = -\int_{\Omega} e_M \phi \cdot \chi \nabla \phi dx.
\]
We denote \( D_1 = \{ x \in \Omega \mid \sqrt{(x_1 + z)^2 + x_2^2} \geq M/2 \} \) and \( D_2 = \{ x \in \Omega \mid \sqrt{x_1^2 + x_2^2} \geq M/2 \} \) and observe that the integrand in \( I_3 \) is zero if \( x \notin D_2 \). Thus

\[
|I_3| = \left| - \int_{D_2} e_M^2 \phi \cdot \nabla \phi dx \right| = \int_{D_2} \left| e_M e^{\eta(x)} \right|^2 \cdot \left| \phi \right| \cdot \left| \nabla \phi \right| \cdot e^{-2\eta(x)} dx \\
\leq C e^{-\gamma M} \left\| e_M \right\|_{L_2^2(\Omega_M)}.
\]

(3.20)

Noting that the integrand in \( T_{11} \) is zero if \( x \notin D_1 \cup D_2 \) we have

\[
T_{11} = - \int_{\Omega} \int_{D_1 \cup D_2} \frac{\partial e_M}{\partial x_1} (\tau, x + ze_1)(\phi(x + ze_1) - \phi(x)) e_M \phi K_1(z) dx dz.
\]

It implies that

\[
|T_{11}| \leq \int_{\Omega} \int_{D_1 \cup D_2} \left| \frac{\partial e_M}{\partial x_1} (\tau, x + ze_1) e^{\eta(x + ze_1)} \right| \cdot |e_M| \cdot e^{-\eta(x + ze_1)} \phi dx
\]

(3.21) + \int_{\Omega} \int_{D_1 \cup D_2} \left| \frac{\partial e_M}{\partial x_1} (\tau, x + ze_1) \right| \cdot |e_M e^{\eta(x)}| \cdot e^{-\eta(x)} dx

\leq C e^{-\gamma M} \left( \left\| \frac{\partial e_M}{\partial x_1} e^{\eta(x)} \right\|_{L^2(\Omega)} \cdot \left\| e_M \right\|_{L^2(\Omega)} + \left\| \frac{\partial e_M}{\partial x_2} \right\|_{L^2(\Omega)} \cdot \left\| e_M e^{\eta(x)} \right\|_{L^2(\Omega)} \right).

Similarly, the above inequality holds true for \( T_{12} \), i.e.,

\[
|T_{12}| \leq C e^{-\gamma M} \left( \left\| \frac{\partial e_M}{\partial x_2} \right\|_{L^2(\Omega)} \cdot \left\| e_M \right\|_{L^2(\Omega)} + \left\| \frac{\partial e_M}{\partial x_1} \right\|_{L^2(\Omega)} \cdot \left\| e_M \right\|_{L^2(\Omega)} \right).
\]

(3.22)

Since two integrand functions in \( T_{21} \) are zero if \( x \in \Omega_{M/2} \), \( T_{21} \) can be estimated as follows

\[
|T_{21}| \leq \int_{\Omega} K_1(z) \int_{D_2} \left| e_M(\tau, x + ze_1) - e_M(\tau, x) \right| \cdot \left| \frac{\partial \phi}{\partial x_1} \right| \cdot |e_M e^{\eta(x)}| \cdot e^{-\eta(x)} dx
\]

+ \int_{\Omega} K_1(z) \int_{D_2} \left| e_M(\tau, x + ze_1) \right| \left( \left| \frac{\partial \phi}{\partial x_1} (x + ze_1) - \frac{\partial \phi}{\partial x_1} (x) \right| \right) \cdot |e_M e^{\eta(x)}| \cdot e^{-\eta(x)} dx,
\]

(3.23)

\leq C e^{-\gamma M} \left( \left\| e_M \right\|_{H^1(\Omega_M)} \cdot \left\| e_M \right\|_{L^2(\Omega_M)} + \left\| e_M \right\|_{L^2(\Omega_M)} \cdot \left\| e_M \right\|_{L^2(\Omega_M)} \right).

Similarly,

\[
|T_{22}| \leq C e^{-\gamma M} \left( \left\| e_M \right\|_{H^1(\Omega_M)} \cdot \left\| e_M \right\|_{L^2(\Omega_M)} + \left\| e_M \right\|_{L^2(\Omega_M)} \cdot \left\| e_M \right\|_{L^2(\Omega_M)} \right).
\]

(3.24)

Integrating (3.10) from 0 to \( \tau \) and combining it with the estimations: (3.20), (3.21), (3.22), (3.23), (3.24) and using the a priori estimate (3.11), (3.14), we obtain (3.13).

3.3. Error estimate for the time-discretization scheme. We introduce a partition of time interval \([0, T]\) into subintervals \([\tau_{n-1}, \tau_n], n = 1, 2, \cdots, N\), such
that $0 = \tau_0 < \tau_1 < \cdots < \tau_N = T$. We define the length between $\tau_{n+1}$ and $\tau_n$ as $\Delta \tau \triangleq \tau_{n+1} - \tau_n$ and consider the pricing equation (2.8) as follows

\begin{equation}
\label{eq:3.25}
u_{\tau} = \mathcal{L}[u] = D[u] + J[u]
\end{equation}

in a bounded domain (say, $\Omega_M$) satisfying homogeneous boundary conditions. Any error estimate obtained for a discretization of this equation can easily be applied to that of the localized problem (3.11) through a variable transformation $\hat{u} = u(\tau, x) - \hat{g}(\tau, x)$. For simplicity $\Delta \tau$ is assumed to be constant. Let $u^{n+1}$ be the solution of the following system resulting from Crank-Nicolson scheme

\begin{equation}
\label{eq:3.26}\frac{u^{n+1} - u^n}{\Delta \tau} = \mathcal{L} \left[ \frac{u^{n+1} + u^n}{2} \right].
\end{equation}

Defining the error function $e^n = u^n - u(\tau_n)$ and subtracting equation (3.26) from equation (3.25) at $\tau_{n+\frac{1}{2}}$, we have the following error equation,

\begin{equation}
\label{eq:3.27}\frac{e^{n+1} - e^n}{\Delta \tau} - \mathcal{L} \left[ \frac{e^{n+1} + e^n}{2} \right] = -r_1^{n+\frac{1}{2}} + \mathcal{L} \left[ r_2^{n+\frac{1}{2}} \right],
\end{equation}

where

\begin{align*}
r_1^{n+\frac{1}{2}} &= \frac{u(\tau_{n+1}) - u(\tau_n)}{\Delta \tau} - u_{\tau}(\tau_{n+\frac{1}{2}}), \\
r_2^{n+\frac{1}{2}} &= \frac{u(\tau_{n+1}) + u(\tau_n)}{2} - u(\tau_{n+\frac{1}{2}}).
\end{align*}

We can estimate $r_1^{n+\frac{1}{2}}$ and $r_2^{n+\frac{1}{2}}$ via the Taylor expansion at $\tau_{n+\frac{1}{2}}$ and its integral-form remainder:

\begin{align*}
r_1^{n+\frac{1}{2}} &= \frac{1}{2\Delta \tau} \left( \int_{\tau_n}^{\tau_{n+\frac{1}{2}}} u_{\tau\tau\tau}(\xi)(\xi - \tau_n)^2 d\xi + \int_{\tau_{n+\frac{1}{2}}}^{\tau_{n+1}} u_{\tau\tau\tau}(\xi)(\tau_{n+1} - \xi)^2 d\xi \right), \\
r_2^{n+\frac{1}{2}} &= \frac{1}{2} \left( \int_{\tau_n}^{\tau_{n+\frac{1}{2}}} u_{\tau\tau}(\xi)(\xi - \tau_n) d\xi + \int_{\tau_{n+\frac{1}{2}}}^{\tau_{n+1}} u_{\tau\tau}(\xi)(\tau_{n+1} - \xi) d\xi \right).
\end{align*}

Then the Cauchy-Schwarz inequality gives estimates of $r_1^{n+\frac{1}{2}}$ and $r_2^{n+\frac{1}{2}}$ as follows:

\begin{align*}
\|r_1^{n+\frac{1}{2}}\|^2_{L^2(\Omega_M)} &\leq C(\Delta \tau)^3 \int_{\tau_n}^{\tau_{n+1}} \|u_{\tau\tau\tau}(\xi)\|^2_{L^2(\Omega_M)} d\xi, \\
\|r_2^{n+\frac{1}{2}}\|^2_{H^1(\Omega_M)} &\leq C(\Delta \tau)^3 \int_{\tau_n}^{\tau_{n+1}} \|u_{\tau\tau}(\xi)\|^2_{H^1(\Omega_M)} d\xi.
\end{align*}

Then we have

\begin{align*}
\Delta \tau \sum_n \|r_1^{n+\frac{1}{2}}\|^2_{L^2(\Omega_M)} &\leq C(\Delta \tau)^4 \int_0^T \|u_{\tau\tau\tau}(\xi)\|^2_{L^2(\Omega_M)} d\xi, \\
\Delta \tau \sum_n \|r_2^{n+\frac{1}{2}}\|^2_{H^1(\Omega_M)} &\leq C(\Delta \tau)^4 \int_0^T \|u_{\tau\tau}(\xi)\|^2_{H^1(\Omega_M)} d\xi.
\end{align*}
Pricing two-asset options under FEM

The variational formulation for error equation (3.27) is given as follows: find a series of $u^n \in H^1(\Omega_M)$, $n = 0, 1, \ldots, N$, such that $u^n = \hat{h}(x)$ and for all $n = 1, 2, \ldots, N$, for all $v \in H^1_0(\Omega_M)$,

\begin{equation}
(3.30) \quad \left( \frac{e^{n+1} - e^n}{\Delta \tau}, v \right) + a \left( \frac{e^{n+1} + e^n}{2}, v \right) = - \left( \frac{r_1^{n+\frac{1}{2}}}{\tau}, v \right) - a \left( \frac{r_2^{n+\frac{1}{2}}}{\tau}, v \right),
\end{equation}

where

\[ a(u,v) = \int_{\Omega_M} ((\nabla u)^t \kappa \nabla v - \alpha^t \nabla u \, v) \, dx - \int_{\Omega_M} J[u] v \, dx. \]

Defining $\bar{e}^n = \frac{e^{n+1} + e^n}{2}$ and substituting $v$ with $e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n$ in variational form (3.30), we have (using Garding inequality in Section 3.1)

\[
\begin{align*}
a \left( \frac{e^{n+1} + e^n}{2}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right) & \geq e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left( \varepsilon \| e^n \|^2_{H^1(\Omega_M)} - \beta \| e^n \|^2_{L^2(\Omega_M)} \right) \\
\left( \frac{e^{n+1} - e^n}{\Delta \tau}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right) & = \frac{1}{2\Delta \tau} \left( e^{-2\beta \tau_{n+1}} \| e^{n+1} \|^2_{L^2} - e^{-2\beta \tau_n} \| e^n \|^2_{L^2} \right) + J,
\end{align*}
\]

where (using $1 - e^{-\beta \Delta \tau} \geq \beta \Delta \tau - \frac{1}{2} \beta^2 (\Delta \tau)^2$ and $e^{-\beta \Delta \tau} - 1 \geq \beta \Delta \tau + \frac{1}{2} \beta^2 (\Delta \tau)^2$)

\[
J = \frac{1}{2\Delta \tau} (e^{n+1}, e^{n+1} e^{-2\beta \tau_{n+\frac{1}{2}}^+})(1 - e^{-\beta \Delta \tau}) - \frac{1}{2\Delta \tau} (e^n, e^n e^{-2\beta \tau_{n+\frac{1}{2}}^+})(1 - e^{-\beta \Delta \tau})
\]

\[
= \frac{1}{2\Delta \tau} e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left[ (e^{n+1}, e^{n+1})(1 - e^{-\beta \Delta \tau}) + (e^n, e^n)(e^{-\beta \Delta \tau} - 1) \right]
\]

\[
\geq \beta e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left\| e^{n+1} \right\|^2_{L^2} + \left\| e^n \right\|^2_{L^2} + \frac{1}{4} \beta^2 \Delta \tau \left( \left\| e^n \right\|^2_{L^2} - \left\| e^{n+1} \right\|^2_{L^2} \right)
\]

\[
\geq \beta e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left\| e^n \right\|^2_{L^2} + \frac{1}{4} \beta^2 \Delta \tau \left( \left\| e^n \right\|^2_{L^2} - \left\| e^{n+1} \right\|^2_{L^2} \right).
\]

Thus

\[
\left( \frac{e^{n+1} - e^n}{\Delta \tau}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right) + a \left( \frac{e^{n+1} + e^n}{2}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right) \geq \frac{1}{2\Delta \tau} e^{-2\beta \tau_{n+1}} \left\| e^{n+1} \right\|^2_{L^2} - \frac{1}{2\Delta \tau} e^{-2\beta \tau_n} \left\| e^n \right\|^2_{L^2}
\]

\[
+ \varepsilon e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left\| e^n \right\|^2_{H^1} + \frac{1}{4} \beta^2 \Delta \tau \left( \left\| e^n \right\|^2_{L^2} - \left\| e^{n+1} \right\|^2_{L^2} \right).
\]

We could also estimate for the right hand side of (3.30) by Young’s inequality.

\[
- \left( \frac{r_1^{n+\frac{1}{2}}}{\tau}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right) - a \left( \frac{r_2^{n+\frac{1}{2}}}{\tau}, e^{-2\beta \tau_{n+\frac{1}{2}}^+} e^n \right)
\]

\[
\leq e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left\| r_1^{n+\frac{1}{2}} \right\|^2_{L^2} \left\| e^n \right\|^2_{L^2} + \varepsilon \left\| e^{-2\beta \tau_{n+\frac{1}{2}}^+} \right\|^2_{H^1} \left\| e^n \right\|^2_{H^1}
\]

\[
\leq e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left( \frac{1}{4\varepsilon} \left\| r_1^{n+\frac{1}{2}} \right\|^2_{L^2} + \varepsilon \left\| e^n \right\|^2_{L^2} \right) + \varepsilon e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left( \frac{1}{4\varepsilon} \left\| r_2^{n+\frac{1}{2}} \right\|^2_{H^1} + \varepsilon \left\| e^n \right\|^2_{H^1} \right)
\]

\[
= \frac{1}{4\varepsilon} e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left( \left\| r_1^{n+\frac{1}{2}} \right\|^2_{L^2} + \varepsilon \left\| e^n \right\|^2_{L^2} \right) + \varepsilon (1 + \tau) e^{-2\beta \tau_{n+\frac{1}{2}}^+} \left\| e^n \right\|^2_{H^1}.
\]
Therefore the following inequality is obtained
\[
e^{-2\beta \tau_{n+1}} \|e^{n+1}\|^2_{L^2} - e^{-2\beta \tau_n} \|e^n\|^2_{L^2} + \frac{1}{4} \beta^2 (\Delta \tau)^2 \left( \|e^n\|^2_{L^2} - \|e^{n+1}\|^2_{L^2} \right) + C_1 \Delta \tau e^{-2\beta \tau_{n+1}} \|e^n\|^2_{H^1}
\leq \frac{1}{2\varepsilon} e^{-2\beta \tau_{n+1}} \left( \Delta \tau \left\|e^{n+1}\right\|^2_{L^2} + \tau \Delta \tau \left\|e^n\right\|^2_{H^1} \right)
\leq \frac{1}{2\varepsilon} \left( \Delta \tau \left\|r_1^{n+\frac{1}{2}}\right\|^2_{L^2} + \tau \Delta \tau \left\|r_2^{n+\frac{1}{2}}\right\|^2_{H^1} \right),
\]
where \( C_1 = 2(\varepsilon - \varepsilon(1 + \varepsilon)) \). Here we could choose \( \varepsilon < \frac{\beta}{1 + \beta} \) to make \( C_1 > 0 \).

Summing the above inequality from \( n = 0 \) to \( n = m \) and combining estimates of \( r_1^{n+\frac{1}{2}} \) and \( r_2^{n+\frac{1}{2}} \), we have
\[
e^{-2\beta \tau_{m+1}} \|e^{m+1}\|^2_{L^2} - e^{-2\beta \tau_0} \|e^0\|^2_{L^2} + \frac{1}{2} \beta^2 \Delta \tau^2 \left( \|e^0\|^2_{L^2} - \|e^{m+1}\|^2_{L^2} \right)
+ C_1 \sum_{n=0}^{m} e^{-2\beta \tau_{n+\frac{1}{2}}} \left\|e^{n+1} + e^n\right\|^2_{H^1}
\leq \frac{1}{2\varepsilon} \left( \Delta \tau \sum_{n=0}^{m} \left\|r_1^{n+\frac{1}{2}}\right\|^2_{L^2} + \tau \Delta \tau \sum_{n=0}^{m} \left\|r_2^{n+\frac{1}{2}}\right\|^2_{H^1} \right)
\leq C(\Delta \tau)^4 \int_0^T \left( \|u_{\tau^2}(\xi)\|^2_{L^2(\Omega_M)} + \|u_{\tau^2}(\xi)\|^2_{H^1(\Omega_M)} \right) d\xi.
\]

Here we note that the initial error \( e^0 = 0 \). The above estimate can be simplified as follows. If \( \Delta \tau \) is sufficiently small so that \( e^{-2\beta \tau_T} - \frac{1}{2} \beta^2 (\Delta \tau)^2 > 0 \) then we have, for all \( m = 0, 1, \ldots, [T/\Delta \tau] \):
\[
\|e^{m+1}\|^2_{L^2(\Omega_M)} + \sum_{n=1}^{m+1} \left\|e^n\right\|^2_{H^1(\Omega_M)} \leq C(\Delta \tau)^2 \left( \int_0^T \left( \|u_{\tau^2}(\xi)\|^2_{L^2(\Omega_M)} + \|u_{\tau^2}(\xi)\|^2_{H^1(\Omega_M)} \right) d\xi \right)^{\frac{1}{2}},
\]
where \( C \) is a generic constant independent of \( \Delta \tau \) but dependent on \( T \) and the size of the domain \( \Omega_M \). This gives an error estimate of the Crank-Nicolson scheme in any finite time interval.

3.4. Error analysis to the finite element method. For the finite element spatial discretization, we introduce a triangular partition \( T_h \) of \( \Omega_M \). We denote by \( T_h \) the set of all non-overlapping triangles \( K \) of the partition and by \( d(K) \) the longest side of \( K \). Then denote \( h = \max_{K \in T_h} d(K) \). We then construct a continuous piecewise polynomial finite element space \( V_h \), i.e.,
\[
V_h = \{ v \in C(\Omega_M) : v|_K \in \mathcal{P}_k(K), \forall K \in T_h, v|_{\partial \Omega_M} = 0 \},
\]
where \( \mathcal{P}_k(K) \) is the set of polynomial functions defined on \( K \) with its highest order \( k \). Based on the approximation property of [37] for projection operator in FEM, we
could have the similar approximation properties hold: for \( u \in H^{k+1}_2(\Omega) \) there is a projection \( \mathcal{P} \) such that \( \mathcal{P}u \in V_h \) and
\[
\|u - \mathcal{P}u\|_{H^k_2} \leq C h^{k+1-s} \|u\|_{H^{k+1}_2}.
\]
Note here that our domain is localized to a bounded one and weighted Sobolev spaces are not really necessarily. Nevertheless we just state results in terms of weighted Sobolev spaces where usual Sobolev spaces are special cases. Applying \( v \in V_h \) in the variational form (3.12) in the bounded domain \( \Omega \), we obtain the finite element solution \( u_h \) satisfying:
\[
\begin{align*}
\left( \frac{\partial u_h}{\partial \tau}, v \right)_{L^2_2(\Omega)} + a_M^\eta(u_h, v) &= \mathcal{A}[\tilde{g}], & \forall \ v \in V_h \\
u_h(0, x) &= 0, & \forall \ x \in \Omega \\
u_h(\tau, x) &= 0, & \forall \ (\tau, x) \in [0, T] \times \partial \Omega.
\end{align*}
\]
Now we want to estimate the error between the solution \( u \) of (3.12) and finite element solution \( u_h \).

**Proposition 3.6.** Let \( e_h = u - u_h \) and \( u \) have enough regularity, i.e. \( u \in H^3_2(\Omega) \). Then for piecewise linear finite elements in \( V_h \) we have the following error estimate:
\[
\|e_h\|_{L^2_2(\Omega)} + \left( \int_0^\tau \|e_h\|_{H^2_2(\Omega)}^2 \ dx \right)^{\frac{1}{2}} \leq Ch \left( \int_0^\tau \|u\|_{H^3_2(\Omega)}^2 \ dx \right)^{\frac{1}{2}},
\]
where \( C \) is a generic constant depending on a given time \( \tau \) and the size of \( \Omega \) but not on \( h \).

**Proof.** Let \( e_h = \theta + \phi \), where \( \theta = u - \mathcal{P}u, \phi = \mathcal{P}u - u_h \) and the operator \( \mathcal{P} \) is a projection from \( H^3_2(\Omega) \) to \( V_h \). Subtracting equation (3.12) in 3.32 from (3.33), we have the error equation
\[
\frac{d e_h}{d \tau} \left( \frac{\partial}{\partial \tau}, v \right)_{L^2_2(\Omega)} + a_M^\eta(e_h, v) = 0, \forall \ v \in V_h.
\]
Let \( v = \phi \). Since \( (\theta, v)_{H^3_2(\Omega)} = 0 \) for all \( v \in V_h \), we have
\[
\frac{1}{2} \frac{d}{d \tau} \|\phi\|^2_{L^2_2(\Omega)} + a_M^\eta(\phi, \phi) = -a_M^\theta(\theta, \phi).
\]
By G˚arding inequality (3.3), we obtain
\[
\frac{1}{2} \frac{d}{d \tau} \|\phi\|^2_{L^2_2(\Omega)} + c \|\phi\|^2_{H^3_2(\Omega)} - \beta \|\phi\|^2_{L^2_2(\Omega)} \leq \tau \|\theta\|_{H^3_2(\Omega)} \|\phi\|_{H^3_2(\Omega)} \leq \frac{\bar{c}^2}{\bar{\varepsilon}} \|\theta\|^2_{H^3_2(\Omega)} + \tau \|\phi\|^2_{H^3_2(\Omega)}
\]
Taking \( \varepsilon = \frac{c}{\bar{\varepsilon}} \) and multiplying the above inequality by \( e^{-2s} \), we have
\[
e^{-2s} \frac{d}{d \tau} \|\phi\|^2_{L^2_2(\Omega)} - 2\beta e^{-2s} \|\phi\|^2_{L^2_2(\Omega)} + ce^{-2s} \|\phi\|^2_{H^3_2(\Omega)} \leq \frac{\bar{c}^2}{\bar{\varepsilon}} e^{-2s} \|\theta\|^2_{H^3_2(\Omega)}
\]
Noting the zero initial condition and integrating in \( \tau \) from \( t_0 = 0 \) to \( s \), we have
\[
\|\phi\|^2_{L^2_2(\Omega)} + \bar{c} \int_{t_0}^s e^{-2s(\tau - t)} \|\phi\|^2_{H^3_2(\Omega)} \ dx \leq \frac{\bar{c}^2}{\bar{\varepsilon}} \int_{t_0}^s e^{-2s(\tau - t)} \|\theta\|^2_{H^3_2(\Omega)} \ dx.
\]
Thus combining it with the approximating property (3.32) of the projection \( \mathcal{P} \), we finish the proof. \( \blacksquare \)
4. Numerical Experiments. In this section, we demonstrate the performance of the FEM and its related techniques proposed and analyzed in the paper. We take linear finite elements. The time step size is $\Delta \tau = 0.01$. In the spatial discretization, we localize the computational domain $(S_1, S_2)$ in $[0, 80] \times [0, 80]$. We will implement the integral term explicitly and the differential term implicitly for the pricing PIDE.

4.1. Case study for a polynomial option. To ensure the accuracy of the finite element method for the multi-asset option pricing, we test the algorithm for a sample problem, i.e., the polynomial option with a payoff $(S_1 + S_2)^2$, whose analytic solutions under the Black-Scholes model and Merton’s Jump diffusion model are given in Appendix B. The parameters for the jump diffusion model and the polynomial option are given in Table 4.1.

| Parameters                  | Values                     |
|-----------------------------|----------------------------|
| Diffusion volatility ($\sigma_1, \sigma_2$) | $0.1 - 0.3, 0.1 - 0.3$ |
| Mean jump size ($\nu_1, \nu_2$)      | $-0.9, -0.9$               |
| Mean jump volatility ($\gamma_1, \gamma_2$) | $0.45, 0.45$            |
| Jump intensity ($\lambda_1, \lambda_2$) | $0.1, 0.1$                |
| Correlation ($\rho$)           | $0.3$ or $-0.3$          |
| Underlying price ($S_1, S_2$)   | $40, 40$                  |
| Strike price ($K$)            | $80$                      |
| Interest rate ($r$)           | $0.05$                    |
| Time to maturity ($T - t$)     | $0.1$ or $0.9$            |

**Table 4.1** Parameters for polynomial option: $(S_1 + S_2)^2$

| $\tau$ $\rho$ | $\sigma_1$ $\sigma_2$ | BS Analytic | JD Analytic | FEM   | Relative Error |
|----------------|------------------------|-------------|-------------|-------|----------------|
| 0.1 0.3        | 0.1 0.1                | 6.4363      | 6.4899      | 6.5695| 1.23%          |
| 0.1 0.3        | 0.1 0.2                | 6.4421      | 6.4958      | 6.4785| 0.27%          |
| 0.1 0.3        | 0.1 0.3                | 6.4511      | 6.5050      | 6.4434| 0.95%          |
| 0.1 0.3        | 0.2 0.2                | 6.4488      | 6.5026      | 6.4977| 0.08%          |
| 0.1 0.3        | 0.2 0.3                | 6.4589      | 6.5128      | 6.4611| 0.79%          |
| 0.1 0.3        | 0.3 0.3                | 6.4699      | 6.5239      | 6.4646| 0.91%          |
| 0.9 0.3        | 0.1 0.1                | 6.7339      | 7.2753      | 7.3561| 1.11%          |
| 0.9 0.3        | 0.1 0.2                | 6.7892      | 7.3380      | 7.2909| 0.64%          |
| 0.9 0.3        | 0.1 0.3                | 6.8781      | 7.4398      | 7.3828| 0.77%          |
| 0.9 0.3        | 0.2 0.2                | 6.8536      | 7.5208      | 7.5093| 0.15%          |
| 0.9 0.3        | 0.2 0.3                | 6.9518      | 7.6412      | 7.6183| 0.30%          |
| 0.9 0.3        | 0.3 0.3                | 7.0593      | 7.4098      | 7.4093| 0.01%          |

**Table 4.2** Results for polynomial option with positive correlation: $\rho = 0.3$.

In Tables 4.2 and 4.3, we report the prices for different volatilities of two underlying assets: $(0.1, 0.1), (0.1, 0.2), (0.2, 0.2), (0.2, 0.3), (0.3, 0.3)$, time to maturity 0.1 or 0.9, and correlation: positive (Table 4.2) or negative (Table 4.3). We have computed these prices using both analytic and finite element methods in the square...
domain. The relative error is also provided. The prices computed from the FEM differ only slightly from the analytic solution. The difference is especially small in the finest triangulation. The prices with the positive correlation are slightly higher than those with the negative correlation.

| $\tau$ | $\rho$ | $\sigma_1$ | $\sigma_2$ | BS Analytic | JD Analytic | FEM | Relative Error |
|--------|--------|------------|------------|-------------|-------------|-----|---------------|
| 0.1    | -0.3   | 0.1        | 0.1        | 6.4343      | 6.4880      | 6.5622 | 1.14%         |
| 0.1    | -0.3   | 0.1        | 0.2        | 6.4382      | 6.4919      | 6.5573 | 1.01%         |
| 0.1    | -0.3   | 0.1        | 0.3        | 6.4453      | 6.4992      | 6.4784 | 0.32%         |
| 0.1    | -0.3   | 0.2        | 0.2        | 6.4411      | 6.4949      | 6.4699 | 0.39%         |
| 0.1    | -0.3   | 0.2        | 0.3        | 6.4473      | 6.5012      | 6.4816 | 0.30%         |
| 0.1    | -0.3   | 0.3        | 0.3        | 6.4525      | 6.5065      | 6.4540 | 0.81%         |
| 0.9    | -0.3   | 0.1        | 0.1        | 6.7158      | 7.2572      | 7.1881 | 0.95%         |
| 0.9    | -0.3   | 0.1        | 0.2        | 6.7530      | 7.3018      | 7.2686 | 0.46%         |
| 0.9    | -0.3   | 0.1        | 0.3        | 6.8239      | 7.3855      | 7.3250 | 0.82%         |
| 0.9    | -0.3   | 0.2        | 0.2        | 6.7813      | 7.3375      | 7.2680 | 0.95%         |
| 0.9    | -0.3   | 0.2        | 0.3        | 6.8433      | 7.4124      | 7.4990 | 1.17%         |
| 0.9    | -0.3   | 0.3        | 0.3        | 6.8966      | 7.4785      | 7.4422 | 0.49%         |

Table 4.3
Results for polynomial option with the negative correlation: $\rho = -0.3$

The prices for the Black-Scholes model are lower than its jump diffusion counterpart. This is because the jump component explains some volatility for the underlying in addition to the diffusion volatility. We can see that the jump volatility explains around 10% volatility in terms of prices. The solution surface for the polynomial option with jump diffusion model is given in Figure 4.1.

**Remark 4.1.** In Tables 4.2 and 4.3, the prices is in unit of 1000 and $\tau$ is the time to maturity. “BS Analytic” and “JD Analytic” are analytic solutions provided.
| Parameters                        | Values       |
|----------------------------------|--------------|
| Diffusion volatility (\(\sigma_1, \sigma_2\)) | 0.3, 0.3     |
| Mean jump size (\(\nu_1, \nu_2\))     | -0.9, -0.9   |
| Mean jump volatility (\(\gamma_1, \gamma_2\)) | 0.45, 0.45   |
| Jump intensity (\(\lambda_1, \lambda_2\)) | 0.1, 0.1     |
| Correlation (\(\rho\))            | 0.3          |
| Underlying price (\(S_1, S_2\))    | 40, 40       |
| Weights (\(w_1, w_2\))            | 0.5, 0.5     |
| Strike price (\(K\))              | 40           |
| Interest rate (\(r\))             | 0.05         |
| Time to maturity (\(T - t\))       | 1            |

**Table 4.4** Parameters for a basket put option: \((K - \sum_{i=1}^{2} w_i S_i)^+\)

*in Appendix B. FEM is the solution computed by the FEM and the relative error is defined as \(\frac{|FEM - JD_{analytic}|}{JD_{analytic}}\).*

### 4.2. Case study for other multi-asset options.

The basket put option is similar to a plain vanilla option except that the underlying is replaced by the weighted sum of the assets composing the basket. The payoff of a basket put option with positive weights \((w_1, w_2, \cdots, w_d)\) and strike price \(K\) is given by

\[
\left( K - \sum_{i=1}^{d} w_i S_i(T) \right)^+.
\]

The parameters for the underlying dynamics and the basket put option are given in Table 4.4. Those model coefficients are of a magnitude that would be plausible in a real market.

In order to facilitate the comparison with plain vanilla options, it is convenient to decompose the strike price \(K\) as a function of the weights \(w_i\), the initial prices of underlying and a vector of parameters \(k_i\) that can be interpreted as indicators of moneyness of the plain vanilla options on the underlying assets:

\[
K = \sum_{i=1}^{d} w_i \cdot k_i \cdot S_i(0).
\]

If all the parameters \(k_i\) are equal to 1, i.e., the individual plain vanilla options are at the money, the payoff of the basket put option can be rewritten as

\[
\left( \sum_{i=1}^{d} w_i (S_i(0) - S_i(T)) \right)^+.
\]

From Jensen’s inequality it follows that

\[
\left( \sum_{i=1}^{d} w_i (S_i(0) - S_i(T)) \right)^+ \leq \sum_{i=1}^{d} w_i (S_i(0) - S_i(T))^+,
\]

\[
\left( \sum_{i=1}^{d} w_i (S_i(0) - S_i(T))^+ \right.
\]
which leads us to the conclusion that a basket put option will be always cheaper than the portfolio of plain vanillas (with weights $w_i$) written on the same underlying assets.

In Table 4.5 we report the prices of basket put option, maximum/minimum of 2 put options for different volatilities of two underlying assets: (0.1,0.1), (0.1,0.2), (0.2,0.2), (0.2,0.3), (0.3,0.3), time to maturity 0.1,0.9 and positive correlation 0.3. For positive weights $w_1, w_2$ satisfying $w_1 + w_2 = 1$ we have

| $\tau$ | $\sigma_1$ | $\sigma_2$ | Basket Put | Max of 2 Put | Min of 2 Put |
|--------|-----------|-----------|------------|-------------|-------------|
| 0.1    | 0.1       | 0.1       | 1.8015     | 1.7997      | 1.8038      |
| 0.1    | 0.1       | 0.2       | 1.8342     | 1.8329      | 1.8389      |
| 0.1    | 0.1       | 0.3       | 1.9127     | 1.9096      | 1.9161      |
| 0.1    | 0.2       | 0.2       | 1.8857     | 1.8806      | 1.8901      |
| 0.1    | 0.2       | 0.3       | 1.9834     | 1.9794      | 1.9873      |
| 0.1    | 0.3       | 0.3       | 2.0723     | 2.0702      | 2.0782      |
| 0.9    | 0.1       | 0.1       | 0.6059     | 0.6012      | 0.7002      |
| 0.9    | 0.1       | 0.2       | 1.2413     | 1.2392      | 1.2485      |
| 0.9    | 0.1       | 0.3       | 1.9280     | 1.9231      | 1.9317      |
| 0.9    | 0.2       | 0.2       | 1.7769     | 1.7700      | 1.7810      |
| 0.9    | 0.2       | 0.3       | 2.4397     | 2.4352      | 2.4427      |
| 0.9    | 0.3       | 0.3       | 3.0011     | 2.9923      | 3.0123      |

Table 4.5

Results for some two-asset put options

$(K - \max(S_1, S_2))^+ \leq (K - (w_1 S_1 + w_2 S_2))^+ \leq (K - \min(S_1, S_2))^+$.

This implies that at any time, the price of basket put option is bigger than maximum of 2 put option and smaller than minimum of 2 put option, as shown in Table 4.5. The solution surfaces of basket put option, maximum of two put option and minimum of two put option are given in Figures 4.2, 4.3 and 4.4.
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Appendix A. Property for $\eta(x)$. Suppose

$$\eta(x) = \begin{cases} 
\eta_1(|x_1| + |x_2|) & \text{if } x_1 < 0, x_2 < 0, \\
\eta_1|x_1| + \eta_2|x_2| & \text{if } x_1 < 0, x_2 > 0, \\
\eta_2|x_1| + \eta_1|x_2| & \text{if } x_1 > 0, x_2 < 0, \\
\eta_2(|x_1| + |x_2|) & \text{if } x_1 > 0, x_2 > 0.
\end{cases}$$

where $\eta_1 > 1$ and $\eta_2 > 1$. Then $\eta(x)$ satisfies $\eta \in L^1_{\text{loc}}(\mathbb{R}), \nabla \eta \in L^\infty(\mathbb{R})$ and

$$\Delta \eta = \eta(x + \theta y) - \eta(x) \leq \eta(y), \quad \forall x, y \in \mathbb{R}^2, \|\theta\| \leq 1.$$  

We discuss it in the following 16 ($= 2^4$) cases:

Case 1. If $x_i + \theta y_i > 0, x_i > 0$ for $i = 1, 2$, then $\Delta \eta = \eta_2 \theta (y_1 + y_2)$, thus

$$\Delta \eta < \begin{cases} 
-\eta_1(y_1 + y_2) & \text{if } y_1 < 0, y_2 < 0, \\
-\eta_1 y_1 + \eta_2 y_2 & \text{if } y_1 < 0, y_2 > 0, \\
\eta_2 y_1 - \eta_1 y_2 & \text{if } y_1 > 0, y_2 < 0, \\
\eta_2(y_1 + y_2) & \text{if } y_1 > 0, y_2 > 0.
\end{cases}$$
which means $\Delta_{\theta} \eta < \eta(y)$.

Case 2. If $x_i + \theta y_i > 0$ for $i = 1, 2$ and $x_1 > 0, x_2 < 0$, then

$$\Delta_{\theta} \eta = \eta_2 \theta (y_1 + y_2) + (\eta_1 + \eta_2) x_2 \leq \eta_2 \theta (y_1 + y_2).$$

Note that $y_2 > 0$ in this case and

$$\eta(y) = \begin{cases} -\eta_1 y_1 + \eta_2 y_2 & \text{if } y_1 < 0, \\ \eta_2 (y_1 + y_2) & \text{if } y_1 > 0. \end{cases}$$

Thus $\Delta_{\theta} \eta < \eta(y)$.

Case 3. If $x_i + \theta y_i > 0$ for $i = 1, 2$ and $x_1 < 0, x_2 > 0$, then

$$\Delta_{\theta} \eta = \eta_2 \theta (y_1 + y_2) + (\eta_1 + \eta_2) x_1 \leq \eta_2 \theta (y_1 + y_2) \leq \eta_2 (y_1 + y_2).$$
Note that $y_1 > 0$ in this case and

$$
\eta(y) = \begin{cases}
\eta_2 y_1 - \eta_1 y_2 & \text{if } y_2 < 0, \\
\eta_2 (y_1 + y_2) & \text{if } y_2 > 0.
\end{cases}
$$

Thus $\Delta \eta \eta < \eta(y)$.

Case 4. If $x_i + \theta y_i > 0, x_i < 0$ for $i = 1, 2$, then

$$
\Delta \eta \eta = \eta_2 \theta (y_1 + y_2) + (\eta_1 + \eta_2) (x_1 + x_2) \leq \eta_2 \theta (y_1 + y_2) \leq \eta(y_1 + y_2).
$$

Note that $y_1 > 0, y_2 > 0$ in this case, which implies $\eta(y) = \eta_2 (y_1 + y_2)$.

Thus $\Delta \eta \eta < \eta(y)$.

Case 5-16. These remaining 12 cases can be grouped by changing the signs of $x_i + \theta y_i$ for $i = 1, 2$. They are similar to the above four cases. We omit here.

More generally, we can get the following result:

\[(A.3)\quad \pm (\eta(x + \theta y) - \eta(x)) \leq \eta(\pm y), \quad \forall x, y \in \mathbb{R}^2, |\theta| \leq 1.\]

**Appendix B. Analytic solution for polynomial option.** Let’s consider options whose payoff is a polynomial function of the underlying price at expiration; so-called polynomial option. Here we focus on the polynomial option with payoff $H(S_1, S_2) = (S_1 + S_2)^2$, which is a differentiable function w.r.t $S_1, S_2$. Before deriving the exact solution of PIDE to pricing the polynomial options under Exponential Lévy models, let’s work in the well-known Black-Scholes-Merton framework. We obtain that the closed-form formula $V_{BS}(t, S_1, S_2)$ for the polynomial option solves the
The jump term in (B.3) can also be rearranged as follows:

\[ V(T, S_1, S_2) = V_{BS}(T, S_1, S_2) = (S_1 + S_2)^2, \]
\[ V(t, S_1, S_2) = S_t^2 e^{(r + \sigma_1^2)(T-t)}, \quad t < T, \]
\[ V(t, 0, S_2) = S_2^2 e^{(r + \sigma_2^2)(T-t)}, \quad t < T, \]
\[ V(t, S_1, S_2) = V_{BS}(t, S_1, S_2), \quad \text{if } S_1, S_2 \to \infty \text{ and } t < T, \]

where

\[ V_{BS}(t, S_1, S_2) = S_1^2 e^{(r + \sigma_1^2)(T-t)} + S_2^2 e^{(r + \sigma_2^2)(T-t)} + 2 S_1 S_2 e^{(r + \rho \sigma_1 \sigma_2)(T-t)}. \]

If the polynomial option is priced under exponential Lévy model, then the pricing equation becomes:

\[
\begin{aligned}
\frac{\partial V}{\partial t} + r S_1 \frac{\partial V}{\partial S_1} + r S_2 \frac{\partial V}{\partial S_2} + \frac{1}{2} \sigma_1^2 S_1^2 \frac{\partial^2 V}{\partial S_1^2} + \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma_2^2 S_2^2 \frac{\partial^2 V}{\partial S_2^2} - r V \\
+ \int_{\mathbb{R}} (V(t, S_1 e^x, S_2) - V(t, S_1, S_2) - S_1(e^x - 1) \frac{\partial V}{\partial S_1}(t, S_1, S_2)) \nu_1(dx) \\
+ \int_{\mathbb{R}} (V(t, S_1, S_2 e^x) - V(t, S_1, S_2) - S_2(e^x - 1) \frac{\partial V}{\partial S_2}(t, S_1, S_2)) \nu_2(dx) = 0,
\end{aligned}
\]

where \( \nu_1(dx) = \lambda_1 e^x \rho_1(e^x) dx, \lambda_1 \neq 0, \lambda_2 \neq 0. \)

From the exact solution (B.7) of polynomial option under the Black-Scholes model, we know
\[ S_1^2 e^{(r + \sigma_1^2)(T-t)}, S_2^2 e^{(r + \sigma_2^2)(T-t)}, S_1 S_2 e^{(r + \rho \sigma_1 \sigma_2)(T-t)} \]
are all functions satisfying the first equation of (B.1). So it is not feasible to use their linear combination to construct the exact solution of (B.3).

Since the jump component of (B.3) will increase the volatility of the stock price, it is natural to assume that the solution of (B.3) is the following:

\[ V_{ELM}(t, S) = S_1^2 e^{(r + a \sigma_1^2)(T-t)} + S_2^2 e^{(r + b \sigma_2^2)(T-t)} + 2 S_1 S_2 e^{(r + c \rho \sigma_1 \sigma_2)(T-t)}, \]

where constants \( a, b, c \) are to be specified.

Substituting this solution into equation (B.3) and rearranging the terms, the non-jump terms can be rewritten as:

\[
\begin{aligned}
\frac{\partial V}{\partial t} + r S_1 \frac{\partial V}{\partial S_1} + r S_2 \frac{\partial V}{\partial S_2} - r V \\
+ \frac{1}{2} \sigma_1^2 S_1^2 \frac{\partial^2 V}{\partial S_1^2} + \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma_2^2 S_2^2 \frac{\partial^2 V}{\partial S_2^2} \\
= (1-a) \sigma_1^2 S_1^2 e^{(r + a \sigma_1^2)(T-t)} + (1-b) \sigma_2 S_2^2 e^{(r + b \sigma_2^2)(T-t)} \\
+ 2(1-c) \sigma_1 \sigma_2 S_1 S_2 e^{(r + c \rho \sigma_1 \sigma_2)(T-t)}. \\
\end{aligned}
\]

The jump term in (B.5) can also be rearranged as follows:

\[
\begin{aligned}
\int_{\mathbb{R}} \left( C(t, S_1 e^x, S_2) - C(t, S_1, S_2) - S_1(e^x - 1) \frac{\partial C}{\partial S_1}(t, S_1, S_2) \right) \nu_1(dx)
\end{aligned}
\]
+ \int_{\mathbb{R}} \left( C(t, S_1, S_2 e^{x}) - C(t, S_1, S_2) - S_2 (e^{x} - 1) \frac{\partial C}{\partial S_2}(t, S_1, S_2) \right) v_2(dx)

= \lambda_1 \int_{\mathbb{R}} (e^{x} - 1)^2 S_1^2 e^{r(\alpha \sigma_1^2)(T-t)} e^{x} p_1(e^x) dx

+ \lambda_2 \int_{\mathbb{R}} (e^{x} - 1)^2 S_2^2 e^{r(\beta \sigma_2^2)(T-t)} e^{x} p_2(e^x) dx

= \Lambda_1 S_1^2 e^{r(\alpha \sigma_1^2)(T-t)} + \Lambda_2 S_2^2 e^{r(\beta \sigma_2^2)(T-t)},

where \( \Lambda_i = \lambda_1 \int_{\mathbb{R}^+} (y - 1)^2 p_i(y) dy = \lambda_i \left( e^{2(\nu_i + \gamma_i^2)} - 2e^{(\nu_i + \frac{1}{2} \gamma_i^2)} - 1 \right), i = 1, 2. \)

Thus combining (B.5) and (B.6) together we have:

\[
\begin{align*}
(1 - a) \sigma_1^2 + \Lambda_1 &= 0 \\
(1 - b) \sigma_2^2 + \Lambda_2 &= 0 \\
2(1 - c) \sigma_1 \sigma_2 + 0 &= 0
\end{align*}
\]

and then

\[
a \sigma_1^2 = \sigma_1^2 + \Lambda_1, \quad b \sigma_2^2 = \sigma_2^2 + \Lambda_2, \quad c = 1.
\]

Therefore, we can obtain the exact solution (B.4) of (B.3):

\[
V_{ELM}(t, S_1, S_2) = S_1^2 e^{(r + \sigma_1^2 + \Lambda_1)(T-t)} + S_2^2 e^{(r + \sigma_2^2 + \Lambda_2)(T-t)} + 2S_1 S_2 e^{(r + \rho \sigma_1 \sigma_2)(T-t)}
\]

with the following boundary conditions:

\[
\begin{align*}
V(T, S_1, S_2) &= (S_1 + S_2)^2, \\
V(t, S_1, 0) &= S_1^2 e^{(r + \sigma_1^2 + \Lambda_1)(T-t)}, \quad t < T, \\
V(t, 0, S_2) &= S_2^2 e^{(r + \sigma_2^2 + \Lambda_2)(T-t)}, \quad t < T, \\
V(t, S_1, S_2) &= V_{ELM}(t, S_1, S_2), \quad S_1, S_2 \to \infty \text{ and } t < T.
\end{align*}
\]

By the variable transformation (2.2):

\[
x_i = \ln S_i, \tau = T - t, V(\tau, x) = e^{\tau C(T - \tau, e^{x_1}, e^{x_2})},
\]

it is easy to derive the solution \( V(\tau, x) \) for the following pricing PIDE:

\[
\begin{align*}
\frac{\partial V}{\partial \tau}(\tau, x) &= \nabla \cdot (\kappa \nabla V) + \nabla \cdot (\alpha V) + \mathcal{I}[V](\tau, x), \\
V(0, x) &= (e^{x_1} + e^{x_2})^2, \quad (x) \in \Omega,
\end{align*}
\]

Its exact solution is:

\[
V_{ELM}(\tau, x) = e^{2x_1 + (2r + \sigma_1^2 + \Lambda_1)\tau} + e^{2x_2 + (2r + \sigma_2^2 + \Lambda_2)\tau} + 2e^{x_1 + x_2 + (2r + \rho \sigma_1 \sigma_2)\tau}.
\]
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