Classical Cosmological Collider Physics and Primordial Features

Xingang Chen, Reza Ebadi, Soubhik Kumar

Institute for Theory and Computation, Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA 02138, USA
Department of Physics, University of Maryland, College Park, MD 20742, USA
Quantum Technology Center, University of Maryland, College Park, MD 20742, USA
Berkeley Center for Theoretical Physics, Department of Physics, University of California, Berkeley, CA 94720, USA
Theoretical Physics Group, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

E-mail: xingang.chen@cfa.harvard.edu, ebadi@umd.edu, soubhik@berkeley.edu

Abstract. Features in the inflationary landscape can inject extra energies to inflation models and produce on-shell particles with masses much larger than the Hubble scale of inflation. This possibility extends the energy reach of the program of cosmological collider physics, in which signals associated with these particles are generically Boltzmann-suppressed. We study the mechanisms of this classical cosmological collider in two categories of primordial features. In the first category, the primordial feature is classical oscillation, which includes the case of coherent oscillation of a massive field and the case of oscillatory features in the inflationary potential. The second category includes any sharp feature in the inflation model. All these classical features can excite unsuppressed quantum modes of other heavy fields which leave observational signatures in primordial non-Gaussianities, including the information about the particle spectra of these heavy degrees of freedom.
1 Introduction

In the context of inflationary cosmology, the study of primordial non-Gaussianity (NG) offers an exciting way to investigate physics at very high energy scales. Given the Hubble scale $H$ during inflation can be as high as $5 \times 10^{13}$ GeV [1], NG can probe (on-shell) interactions at scales far beyond the reach of any laboratory experiments in the foreseeable future. While theoretical and observational aspects of NG have been studied in the context of various inflation models (for reviews see e.g. [2–5]), relatively recently it has been emphasized that particles with masses $m \gtrsim H$ can give rise to non-analytic momentum dependence and angular dependence of cosmological correlators from which the on-shell mass-spin information of the
heavy particles can be extracted [6, 7]. This program, being similar to how the mass-spin spectroscopy is done at particle colliders, has been dubbed as “cosmological collider physics” and it has been a focus of various recent works to study how particle physics may be probed at the Hubble energy scale or higher [6–68].

In most models the amplitude of cosmological production of particles with $m \gtrsim H$ is proportional to $e^{-\pi m / H}$ [69] and the resulting NG signatures get exponentially suppressed as $m$ is increased. This sets an upper limit $\sim H$ of the sensitivity of the cosmological collider to heavy particles. On the other hand, if the mass of a mediating particle is much less than $O(H)$, although the amplitude of the signal is not directly affected by the mass, it is increasingly difficult for the cosmological collider to distinguish this particle from a massless particle [6]. Therefore, given the exciting prospect of doing on-shell heavy particle spectroscopy, it is important to ask if there are plausible and generic scenarios where particles with masses $m \gg H$ can also give rise to observably large NG signatures.

This question is also interesting from a particle physics standpoint since the renormalization group running of the Standard Model (SM) gauge couplings hints at a possible Grand Unification scale (see [70] for a review and references) around $10^{14} - 10^{16}$ GeV depending on the absence or presence of supersymmetry. Furthermore, in the context of high-scale see-saw mechanisms (see also [70] for a review and references), the right-handed neutrinos can have masses around similar scales. It might also be true that a beyond-Standard-Model (BSM) theory, living at scales around $H$, has a particle spectrum with masses spanning several orders of magnitude, similar to the SM flavor spectrum. Such a spread in particle masses can already happen during inflation due to SM itself [21, 24, 25, 31]. Any information about the physics at super-$H$ scales may also be very useful to understand the UV completion of low energy effective field theories (EFT) of inflation. All these aspects give a strong motivation to look for mechanisms through which super-$H$ particles can leave distinctive signatures in the cosmological collider.

Recently in Refs. [33, 42, 43, 45, 50, 53, 71] it has been pointed out that a current coupling $\propto \partial_\mu \phi J^\mu$, where $\phi$ is the inflaton and $J^\mu$ is a current made out of heavy fields, can indeed produce particles with masses much larger than $H$. The key idea in such setups is that a $\partial_\mu \phi J^\mu$ coupling introduces a new scale $\dot{\phi}_0^{1/2}$ in the dynamics via the term $\dot{\phi}_0 J^0$ when $\phi$ is set to its background homogeneous value $\phi_0$. This allows for a production of super-$H$ particles up to masses $\lesssim \dot{\phi}_0^{1/2}$ for various spins. These examples assume the shift symmetry for the inflaton, $\phi \to \phi + \text{constant}$, and thus the scale-invariance of the density perturbation is preserved in these models.

In this work, we will take an entirely different route to excite the super-$H$ particles. From the UV-completion model-building point of view, inflaton is rolling in a landscape built by many fields. It is natural to expect the possible existence of some shift-symmetry violating features along the inflaton trajectory in the inflationary landscape, both within the scales probed by the cosmic microwave background (CMB) and the large-scale structure (LSS) observations and outside those scales. This possibility introduces the “primordial features”. (For reviews of such primordial features see [4, 73, 74].) The energy scales corresponding to such features are determined by the nature of the feature (such as its sharpness or oscillation fre-
and is independent of the value of $\dot{\phi}_0^{1/2}$. Once present, the heavy particle production is quite independent of the details of the features, the properties of the particles and the details of couplings between them. For example, such primordial features can excite heavy, real scalar fields for which a non-trivial current coupling of the form $\propto \partial_\mu \phi J^\mu$ does not exist.

Primordial features are also well-motivated from the observational side. Currently the strongest constraints on primordial features come from the measurements of CMB anisotropies in temperature and polarization, the power spectra of which are consistent with a featureless power-law [1, 75]. Nonetheless, there are some interesting feature-like anomalies [1, 75] in both the large and short scales, which may be due to either sharp or resonant features. In particular, since primordial features have strictly correlated predictions for the statistical properties of the CMB temperature, polarization, and the LSS maps, future experiments on CMB polarization and LSS will soon be able to test these candidates and look for new features, with much improved precision. If any such features are discovered, they would not only reveal some vital information about the inflation scenario, but also establish the existence of the super-Hubble cosmological collider and provide a strong motivation to search for new particles excited by these energies.

In this work we investigate how such primordial features can play a role in the context of the cosmological collider in exciting super-$H$ particles and how such particles leave their mass spectra information in cosmological observables.

The simplest possibility is that some sharp feature in the landscape excites classical oscillation of a massive field. This oscillation will induce some characteristic oscillatory scale-dependent features in the power spectrum and non-Gaussianities of the primordial density perturbations, which encode the information of the mass of the heavy particle. This has been studied in the context of classical primordial standard clocks [76–90]. In this work, we will instead focus on the quantum, in contrast to classical, excitation of other massive fields by features in the landscape. We will study two such scenarios. In both scenarios, primordial features in the model generate slow-roll violating, time-dependent evolution in the couplings to some massive fields. These features in the couplings inject extra energy to the model that excite the massive fields quantum-mechanically.

In the first scenario, the coupling contains a small component of background oscillation. Such an oscillation may be induced by a subdominant, but high frequency, oscillatory component in the slow-roll potential or other background parameters, such as in the resonant models [91–94]. Such an oscillation may also be induced by a classically oscillating massive field that is excited due to a sharp feature on the inflationary landscape. Notice that the above-mentioned classical oscillation of a massive field studied in [76–90] is now used as a background feature to excite a different massive field.

In the second scenario, a parameter that couples a massive field to the inflaton undergoes a sharp change. This can arise if such a coupling is realised as a (time-dependent) VEV of some other scalar field which undergoes a sharp transition due to its dynamics in the landscape. In this paper, we simply model such a sharp change as a step function, but in general it can be any kind of sharp changes, such as in [95–99]. Since a temporal step function has a fourier support over a wide frequency range including frequencies larger than heavy particle mass, such a sharp feature can excite super-$H$ particles.

In both scenarios, we will demonstrate that we can have unsuppressed NG from super-$H$ particles and how the spectra of particles get encoded in NG.

This mechanism can, for example, increase the currently known real-scalar reach of the cosmological collider from $O(H)$ to a much higher scale determined by the frequency of an
oscillatory background or the sharpness of a feature. Keeping in mind the existing CMB and LSS constraints on such primordial features, we will describe parameter space benchmarks where cosmological collider signatures could arise in the near future surveys. While our focus will be on heavy, real scalar particles, both the mechanisms can also be applied to excite particles with non-zero spins/charge.

We emphasize that, while primordial feature models, including oscillatory and sharp features, can produce a variety of BSM signals in the primordial density perturbations, the focus of this work is the signatures of the massive fields that are produced on shell. Such signatures are the central theme of the cosmological collider physics program. Because the excitation mechanisms studied in this paper rely on classical features in the background evolution of inflation models, in contrast to the excitation of massive fields by Hubble energy in previous works, we dub this subject as the “classical cosmological collider physics”.

The organization of the paper is as follows. In Sec. 2, we discuss some general aspects of searches for heavy particles in cosmological correlation functions, especially in the context of primordial features. In Sec. 3 we describe how primordial features can be coupled to inflaton-heavy field system in a simplified parametrization without relying on a detailed model. In Sec. 4, we focus on the case of oscillatory features. We first provide parametric estimates of the bispectrum and identify the dominant contribution to the bispectrum that contains the heavy field-mediated non-analytic signal. We then calculate the full bispectrum numerically, and also provide an analytical computation in the squeezed limit. In Sec. 5 we move on to the sharp feature scenario and numerically compute the full bispectrum. We then specialize to two specific classes of inflationary models manifesting classical background oscillations in Sec. 6, and using our analytical results, evaluate the strength of the NG as a function of heavy field mass. Finally, we summarize the mechanisms considered in this work and conclude in Sec. 7. Appendices contain some technical details that supplement the calculations in the main text.

2 Primordial features as classical cosmological collider

2.1 General requirements for heavy particle production

The primary goal of the present work is to investigate the mechanisms by which quantum modes of massive fields (with mass $\gg H$) are excited by classical primordial features, and the signatures of these massive fields in cosmological correlation functions.

Generally speaking, if there is any abrupt (characterized by a time scale much less than $1/H$) deviations from slow-roll in the background evolution of the inflation model, they inject extra energies and excite any massive fields coupled to this background. In principle, the interactions between the massive fields and the background can be quite arbitrary. On the other hand, in order to capture main physics with simple examples, in this paper we will proceed with a specific example of such couplings, and we will model the time dependence of the background features with analytical ansatz.

In our example, the Lagrangian can be schematically written as

$$\mathcal{L} = \mathcal{L}_\phi + \mathcal{L}_\chi + \mathcal{L}_{\text{int}}(\partial \phi, \chi),$$ (2.1)

where $\mathcal{L}_\phi$ and $\mathcal{L}_\chi$ denote the Lagrangian for the inflaton and a massive field $\chi$, respectively. $\mathcal{L}_\phi$ satisfies the slow-roll conditions at the leading order, but may contain some shift symmetry breaking terms in order to incorporate the phenomenology of primordial features. For
simplicity, in the interaction part, $\mathcal{L}_{\text{int}}(\partial \phi, \chi)$, the inflaton couples only derivatively to the heavy sector, e.g. $(\partial \phi)^2 \chi$, so that the slow-roll conditions can be more easily preserved at the leading order and when the features are absent. The slow-roll breaking features in $\mathcal{L}_\phi$ introduces feature-like time-dependence in the background evolution of $\phi$, which in turn introduces feature-like time-dependence in the coupling between $\phi$ and $\chi$. We will consider the following two types of features.

- Oscillatory features, which can be due to (a) oscillations of another heavy (clock) field, excited by some sharp features on the inflationary landscape, or (b) oscillations of the inflaton itself, due to features in the inflaton potential.

- Sharp features, which can be due to a sharp change in the coupling of a heavy field and the inflaton. Physically, such a change can take place if the coupling is controlled by a time-dependent VEV of another field undergoing a transition.

To make the analysis more model-independent without losing the main physics, we will not derive these time-dependent features from explicit models of $\mathcal{L}_\phi$. Instead, we will just simply model these time-dependence by some analytical ansatz.

### 2.2 Observables encoding masses of heavy particles

Following their production, the heavy particles can decay into inflaton fluctuations. It is therefore interesting to ask which cosmological observables encode the spectra information about the heavy particles.

Primordial features themselves introduce scale-dependent features in the power spectrum. Depending on the type of feature model, these scale-dependence can be sinusoidal, resonant, or characteristic of a classically oscillating massive field. In this work, we are interested in the signature of a massive field $\chi$ quantum-mechanically excited by these classical features. Since we will ignore the classical oscillation of the $\chi$ field, the correction it introduces to the power spectrum does not carry the information of its mass. We need to consider non-Gaussianities and study the effect not captured by low-energy effective field theories.

One way to get such signatures is to consider the bispectrum, i.e., the three-point correlation function involving momenta $(\vec{k}_1, \vec{k}_2, \vec{k}_3)$. In particular, the bispectrum can allow for the so-called squeezed-limit configurations $k_3 \ll k_1, k_2$ for which the latter two modes exit the horizon at conformal time, say $\eta_1$, which is much later compared to say $\eta_3$, the conformal time of horizon exit of $k_3$. This gives us a chance to probe shape-dependent oscillations in the bispectrum due to the excited field $\chi$ with mass $m_\chi$, $e^{im_\chi (t_3 - t_1)} \sim (\eta_3/\eta_1)^{-im_\chi/H} \sim (k_3/k_1)^{im_\chi/H}$, in addition to the above-mentioned scale-dependent oscillations due to the primordial feature. Here, we have used the relation between physical time $t$ and conformal time $\eta$, $\eta = -e^{-Ht}/H$. Both these features in the power spectrum and bispectrum will be explained in more detail in the following sections.\(^2\) We would also like to emphasize that the

\(^2\)Here we add a short comment on several terminologies used in the context of the cosmological collider physics. There are two types of non-analytical shape-dependence in NG as signatures of the quantum fluctuations of a massive field, which are collectively called the cosmological collider (CC) signal. One of them is a non-analytical power-law dependence, which happens when the mass of the particle is on the lower side of $\mathcal{O}(H)$. The other is a non-analytical oscillatory dependence (i.e. power-law with a complex power), which happens when the mass of the particle is on the higher side of $\mathcal{O}(H)$. The latter is often called the “clock signal” due to its usage in the context of primordial standard clocks. Mathematically, these two cases are connected through analytical continuation. In this paper, we work in the latter case.
primary observable signatures that we will consider in the following will only involve tree-level

diagrams, and hence can be straightforwardly evaluated.

Before proceeding, we would like to point out some key differences between the scenario
in this work and those in some other works studied in the past. The scenarios of heavy particle
production through shift-symmetric derivative couplings have been studied recently in the
context of cosmological collider physics, including examples in which the inflaton is coupled
to the current \( J^\mu \) of heavy fermions \[33, 42\], gauge bosons \[50\], or softly broken
\( U(1) \)-charged scalars \[53\]. In these models, the density perturbations are scale-invariant primarily due to
the shift symmetry of the Lagrangians. Although, for each massive mode with any comoving
wavenumber, there is some time-dependent mass \[33, 42, 50\] or coupling \[53\] associated with
it (which introduces an energy up to \( \propto \dot{\phi}^{1/2} \)), the physics is the same for all modes with
different wavenumbers, leading to scale-invariance. In this work, we explicitly break the
scale invariance through the introduction of primordial features, which also introduce more
arbitrary energy scales and couplings. In scenarios studied in \[100–105\], there are non-
shift-symmetric couplings of the inflaton to a heavy field. This coupling can lead to a time-
dependent mass for the heavy field, facilitating its cosmological production when the effective
mass of the heavy field passes through a minimum. In contrast, in our scenario the heavy
field mass is a constant and its excitation is due to injection of extra energy through features
in the model. Also, more importantly, our focus will be on extracting the signature of the
massive field which is absent in the low energy effective theories, as those in studies of the
cosmological collider physics \[6, 7\].

\section{Setup}

In this section we review some relations regarding scalar fields in de Sitter space, and set up
the Lagrangian that we will use for computation of correlation functions.

\textbf{Free theory.} The quadratic Lagrangian for the fluctuations of the inflaton, \( \delta \phi \), and the
heavy field, \( \delta \chi \), is as follows:\textsuperscript{3}

\begin{equation}
\mathcal{L}_2 = \frac{1}{2} \delta \phi'^2 - \frac{1}{2a^2} (\partial_i \delta \phi)^2 + \frac{1}{2} \delta \chi'^2 - \frac{1}{2a^2} (\partial_i \delta \chi)^2 - \frac{1}{2} m^2 \delta \chi^2,
\end{equation}

where an overdot \( (\cdot) \) denotes a derivative with respect to the physical time \( t \), and \( a = e^{Ht} \)
is the scale factor during inflation. We canonically quantize the system by writing Fourier
components as \( \delta \phi_k(\eta) = u_k(\eta) b_k + u_k^*(\eta) b_k^\dagger \) and \( \delta \chi_k(\eta) = v_k(\eta) c_k + v_k^*(\eta) c_k^\dagger \), where
\( b_k, b_k^\dagger \) and \( c_k, c_k^\dagger \) are two sets of standard creation and annihilation operators. The mode
functions obey the equations of motion:

\begin{align}
\frac{u_k''}{\eta} - \frac{2}{\eta} u_k' + k^2 u_k &= 0, \quad (3.2) \\
\frac{v_k''}{\eta} - \frac{2}{\eta} v_k' + k^2 v_k + \frac{m^2}{H^2 \eta^2} v_k &= 0, \quad (3.3)
\end{align}

\textsuperscript{3}Note that \( S = \int d^4x \sqrt{-g} \mathcal{L} = \int d^4x a^4 \mathcal{L} \).
where \( \dot{} \) denotes a derivative with respect to conformal time \( \eta \). Requiring the Bunch-Davies vacua at early times, these equations have the following solutions:

\[
\begin{align*}
    u_k(\eta) &= \frac{H}{\sqrt{2k^3}}(1 + ik\eta)e^{-ik\eta}, \\
v_k(\eta) &= -ie^{-\pi\mu/2+i\pi/4}\sqrt{\frac{\pi}{2}}H(-\eta)^{3/2}H^{(1)}_{\mu i}(\eta),
\end{align*}
\]

where we have defined \( \mu \equiv \sqrt{\left(\frac{m^2}{H^2}\right)^2 - \frac{9}{4}} \) and \( H^{(1)}_{\mu i} \) is the Hankel function of the first kind.

**Interactions.** Throughout this work, we parametrize the coupling between the heavy field \( \chi \) and the inflaton \( \phi \) using the following operator,

\[
\mathcal{L}_{\text{int}} \supset \rho(1 + B(t))\delta\phi\delta\chi + \frac{\lambda}{\Lambda}(1 + C(t)) \left[ (\delta\phi)^2 - \frac{1}{a^2}(\partial\delta\phi)^2 \right] \delta\chi + \cdots.
\]

Here the parameters \( B(t) \) and \( C(t) \) are small but time-dependent, whereas we will treat \( \rho, \lambda \) and \( \Lambda \) as constants, and \( \Lambda \sim \mathcal{O}(1) \). As we will see, \( B(t) \) plays a crucial role in unsuppressed production of heavy particle \( \chi \), and imprinting the corresponding non-analytic, oscillatory signal in non-Gaussianity. On the other hand, \( C(t) \) alone does not lead to such an unsuppressed particle production with three point function. This is because, in the absence of \( B(t) \) the quadratic vertex of the three-point in-in diagram is Boltzmann suppressed, as we will discuss in Sec. 4.1. However, one can have a scenario in which both \( B(t) \) and \( C(t) \) are present. We will parametrically estimate in Sec. 4.1 the associated three point function and show under which conditions the \( C(t) \) coupling can be important, leaving a detailed numerical computation for a future study. In Sec. 6, we will use examples to demonstrate how the background evolution of the inflaton \( \phi \) field, induced by the features in the potential or oscillations of another field coupled to it, can lead to a rapid time dependence in \( B(t) \). We consider two forms of \( B(t) \), corresponding to an oscillatory feature and a sharp feature,

\[
\begin{align*}
    \text{Oscillatory feature (Sec. 4):} & \quad B_c(t) = B_0 (a/a_0)^{-n} \sin(\omega_c(t - t_0) + \alpha)\theta(t - t_0), \\
    \text{Sharp feature (Sec. 5):} & \quad B_s(t) = B_0 \theta(t - t_0).
\end{align*}
\]

Here we follow a phenomenological approach and take \( B_0 \) to be a constant whose magnitude we fix by respecting the current bounds on the power spectrum, as we will discuss later. We will also choose \( \alpha = 0 \) such that the oscillatory feature turns on at \( t_0 \) continuously through an infinitely sharp kink, although it does not have to be the case. For persistent oscillations, the starting time \( t_0 \) can be sent to past infinity. The parameter \( \omega_c \) determines the oscillation frequency, and as we will show it assists particle production for masses up to \( \omega_c \). The dilution parameter \( n \) can obtain different values depending on how the rapid oscillations arise. For example, \( n = 3/2 \) corresponds to scenarios where time dependence comes from coherent oscillations of the clock field with the value \( 3/2 \) denoting the \( 1/\sqrt{\text{volume}} \) dilation of its mode function.\(^4\) The \( n = 0 \) scenario, on the other hand, corresponds to oscillations induced by ripples in the potential, such as in the resonant models, where the amplitude of the oscillation is assumed to be constant. More details about these examples will be discussed in Sec. 6.

\(^4\)In this scenario, a similar time dependent function \( B_d(t) \) can also play a role by a direct coupling of the type \( B_d(t)(\partial\phi)^2 \), which is distinct from the inflaton and the massive field \( \chi \) coupling.
Figure 1. Schematics of the Feynman diagrams, discussed around Eq. (3.10): (a) ++ contribution, where one of the vertices is chosen from time-ordered evolution operator (shown below the end-of-inflation time slice at $\eta_{\text{end}}$) and the other vertex is chosen from anti time-ordered operator (shown above the end-of-inflation time slice), (b) ++ contribution, where both vertices are chosen from time-ordered time evolution operator. The ++ and −− diagrams are complex conjugates of the the ++ and ++ diagrams respectively. The shaded blobs denote interaction vertices between the inflaton (solid) and the heavy field (dashed).

The cubic interaction $\lambda$ is time-independent, and hence it does not play any special role in on-shell production of heavy particles. However, the heavy particles can decay into inflaton quanta via this cubic coupling and hence it plays a crucial role in imprinting heavy particle signatures in the inflationary correlation functions.

We emphasize that the interaction terms in (3.6) are by no means the only choice for models of classical cosmological collider physics. They are simple, effective field theory-motivated examples that we study in this paper. Other type of couplings can appear and the background oscillations may enter couplings of other terms too.

**Cosmological correlation functions.** Given the Lagrangian in Eq. (3.6), we will calculate the corrections to inflaton power spectrum and look for new signatures in inflaton three-point function. In the following calculations we assume spatially flat gauge (see e.g. [106]), in which we have non-zero inflaton fluctuations but no scalar fluctuation in the spatial part of the metric. To calculate correlation functions of the curvature perturbation, we can use the leading-order linear transformation between inflaton perturbations (in spatially flat gauge) and curvature perturbations (in uniform inflaton gauge), i.e., $\zeta \simeq -(H/\dot{\phi}_0)\delta \phi$. The inflaton $n$-point function is given by the expectation value of $\delta \phi^n$ at the end of inflation, $t_{\text{end}}$. In the “in-in” formalism [107] this is given by

$$\langle \delta \phi^n \rangle = \langle 0 \left[ \mathcal{T} e^{i \int_{-\infty}^{t_{\text{end}}} dt' H_{\text{int}}(t')} \right] \delta \phi^n(t_{\text{end}}) \left[ \mathcal{T} e^{-i \int_{-\infty}^{t_{\text{end}}} dt' H_{\text{int}}(t')} \right] \rangle_0 , \quad (3.9)$$

where $H_{\text{int}}(t)$ denotes the interacting part of the Hamiltonian in the interaction picture, and $T(T)$ denotes time(anti-time) ordering. In practice, the correlation functions can be more conveniently evaluated following the diagrammatic rules summarized in [26]. As a notation, in the perturbative expansion of the in-in formalism time evolution operators, we denote any vertex coming from the time-ordered (anti time-ordered) part by $+$ ($-$). For example, for a diagram with two vertices, there are $2^2$ possible contributions to the correlation function...
Figure 2. Feynman diagrams for bispectrum: (a) $+ -$ contribution, (b) and (c) $++$ contribution. Figs. (b) and (c) differ in whether the two point vertex happens earlier (b) or later (c) compared to the three point vertex. In particular, Fig. (b) represents the process in which an energy injection through the coupling $B$ efficiently produces super-$H$ massive field $\chi$ quanta (dashed) at $\eta_2$ which then decays into inflaton quanta at $\eta_1$. This is the primary diagram of interest that captures the unsuppressed classical cosmological collider signal encoding the mass of $\chi$.

depending on whether each of the vertices come from time-ordering or anti-time-ordering parts:

$$\langle \delta \phi^n \rangle = \langle \delta \phi^n \rangle_{++} + \langle \delta \phi^n \rangle_{+-} + \langle \delta \phi^n \rangle_{-+} + \langle \delta \phi^n \rangle_{--},$$  \hspace{1cm} (3.10)

where $+$ stands for couplings in time-ordered part and $-$ stands for couplings in anti-time-ordered part. The four terms are related via complex conjugation, i.e., $\langle \delta \phi^n \rangle_{-+} = \langle \delta \phi^n \rangle^{*}_{++}$ and $\langle \delta \phi^n \rangle_{+-} = \langle \delta \phi^n \rangle^{*}_{-+}$. To show these contributions diagrammatically, we draw Feynman diagrams where the time-ordered vertices are below the end-of-inflation time slice and anti-time-ordered vertices are above that, following Ref. [53] (see Fig. 1).

Bispectrum. Specializing to the case of bispectrum and considering the Lagrangian in Eq. (3.6), we have two independent contributions, namely the $++$ and $+-$ diagrams. They correspond to $\langle \delta \phi^3 \rangle_{++}$ and $\langle \delta \phi^3 \rangle_{+-}$, respectively. Graphically, these are shown in Fig. 2. To evaluate these (and their complex conjugates) we need the inflaton three-point function, given by the expectation value of $\delta \phi^3$ at the end of inflation, $t_{\text{end}}$ as in Eq. (3.9),

$$\langle \delta \phi^3 \rangle = \langle 0 | \left[ Te^{i \int_{-\infty}^{t_{\text{end}}} dt\prime H_{\text{int}}(t') \right] \delta \phi^3(t_{\text{end}}) \left[ Te^{-i \int_{-\infty}^{t_{\text{end}}} dt\prime H_{\text{int}}(t') \right] | 0 \rangle. \hspace{1cm} (3.11)$$

4 Bispectrum in the presence of oscillatory features

In this section, we first give some qualitative estimates for both the power spectrum and the bispectrum associated with heavy particle production in the presence of oscillatory features. This will help us identify the interesting parts of the parameter space and the physical processes where signatures of heavy particles are most easily observable. This will also pave the way for an analytical computation of the non-analytic, oscillatory part of the bispectrum. Following this, we perform a numerical computation of the full bispectrum, including both the shape and scale dependence.
4.1 Parametric estimates

In this subsection, we present parametric estimates and explain essential physics of the bispectrum of our model. More detailed analytical and numerical computation will be presented in Sec. 4.3 and Sec. 4.4.

We rewrite the oscillatory feature in Eq. (3.7) as,

\[ B_c(t) = B_0 \left( \frac{a}{a_0} \right)^{-\eta} \sin \left( \omega_c (t - t_0) \right) \theta(t - t_0) \]

\[ = \frac{i}{2} B_0 \theta(\eta - \eta_0) \left[ \frac{\eta}{\eta_0} \right]^{n+i\mu_c} - c.c. \]

(4.1)

Here \( \mu_c = \omega_c / H \), and \( t_0 (\eta_0) \) denotes a fiducial physical time (conformal time) at which the background oscillation starts. The leading Feynman diagrams for ++ and +− contributions are shown in Fig. 2. Using mode functions given in Eq. (3.4), we now estimate these diagrams. For simplicity, in the following estimates we only consider temporal derivatives of the inflaton fluctuations, and we include spatial derivatives in the full calculation given later in this section.

The +− contribution. Diagram 2a gives

\[ \langle \delta \phi^3 \rangle_{+−} = \frac{\rho \lambda}{\Lambda} u_k u_k u_k (\eta_{\text{end}}) \int_{-\infty}^{0} d\eta_1 \left( H \eta_1 \right)^{1/2} \hat{u}_k \hat{u}_k \hat{v}_k (\eta_1) \int_{-\infty}^{0} d\eta_2 \left( H \eta_2 \right)^{1/2} \hat{u}_k \hat{v}_k B_c(\eta_2) \]

\[ \propto e^{\pi \mu/2} \int_0^\infty d\tilde{z}_1 \tilde{z}_1^{3/2} H_{i\mu}^{(2)}(\tilde{z}_1) e^{-\pi \mu/2} \int_0^\infty d\tilde{z}_2 \tilde{z}_2 H_{i\mu}^{(1)}(\tilde{z}_2) e^{i\mu c \tilde{z}_2} \left\{ \mu_c \rightarrow -\mu_c \right\} \]

(4.3)

where we have defined dimensionless parameters

\[ z_{1,2} \equiv -k_3 \eta_{1,2} \]

(4.4)

and the momentum ratio

\[ p \equiv (k_1 + k_2) / k_3 \]

(4.5)

The primes on the correlators are defined through, \( \langle \delta \phi^3 \rangle \equiv \langle \delta \phi^3 \rangle' (2\pi)^3 \delta^3(\sum \vec{k}_i) \). Oscillations with the frequency \( \mu_c \) in the mixing vertex assists particle production in the mixing vertex as long as \( \mu \lesssim \mu_c \) and eliminates the exponential suppression with respect to \( \mu \) in \( I_2 \). However, the cubic interaction vertex is suppressed for all \( \mu > 1 \). This is because among the two components of the massive field mode function, one of them is able to resonate with the inflaton field but its amplitude is exponentially suppressed, and the other unsuppressed component does not resonate; and both equally, in order of magnitude, contribute to a final Boltzmann-suppressed result, \( \sim e^{-\pi \mu} \). In other words, in the leading component, the energy conservation condition, which is necessary for resonance, cannot be satisfied. (See App. A of [18] for details.) Therefore we do not consider the ++ and its complex conjugate −− diagram further, although explicit form of the exponentially-suppressed result is presented in App. B.

\footnote{The diagrams where \( \rho B_c(t) \) is replaced by just \( \rho \) are not shown since they do not have the high-frequency energy insertion, and therefore non-analytic contributions to NG are exponentially suppressed for super-\( H \) masses.}
The ++ contribution. There are two possibilities for the ++ contribution with opposite time orders of the two vertices associated with the propagator of the massive field $\chi$, which are shown in Fig. 2b and Fig. 2c, respectively.

In Fig. 2b, to get the unsuppressed clock signal we look at the configuration where the wavelength of the massive field is much longer than those of the inflatons. In this limit, each massive field mode can resonate with the inflaton at the three-point (3pt) vertex at a specific time. This is different from the previous +− case due to the opposite conjugation of the massive field mode function involved here. This boosts the integration at the 3pt vertex and generates the clock signal without suppression. (See [18] for more detailed explanations.) At the two-point (2pt) vertex, if without any primordial features, no resonance happens and the integration at this vertex gives rise to a Boltzmann suppression factor if $\mu > 1$. However, in the scenario of this paper, an extra energy injection $\mu_c > \mu$ at the 2pt vertex excites a quantum mode of $\chi$ without suppression. The entire diagram Fig. 2b can therefore avoid the Boltzmann suppression. This is the most interesting diagram that we will evaluate below.

On the other hand, even with the primordial feature, the clock signal in Fig. 2c remains Boltzmann-suppressed. This is because, with this timing ordering, the leading component of the $\chi$ field mode function does not allow resonance at the 3pt vertex for the reason explained in the ++ contribution case.

The physical interpretation of these two diagrams is also clear. Fig. 2b describes the situation where a massive field with $1 < \mu < \mu_c$ is excited on-shell by the primordial feature which provides sufficient energy, and then decays to two inflatons. In Fig. 2c, the massive field has to be first created from the inflationary background which has insufficient energy to create it on-shell, and therefore gets Boltzmann suppressed.

We will also study the amplitude of the clock signal in the case where the massive particle is heavier than the energy scale of the feature, $\mu > \mu_c$. In this case, we will show that a modified Boltzmann factor appears, $\sim e^{-\pi(\mu/\mu_c)}$.

Besides the clock signal that has non-analytical dependence on momenta, these two diagrams also contribute to terms that are analytical in momenta. These are the low energy EFT terms when the massive field is integrated out, mainly contributed by configurations where the two vertices are close to each other. These contributions are power-law suppressed in $\mu$, $\sim 1/\mu^2$. This is shown explicitly in [18] for $\mu_c = 0$, and we will argue that here this power-law suppression starts from $\mu > \mu_c$.

We will consider both diagrams in the numerical calculations later in Sec. 4.4. In the present subsection, for qualitative discussion, let us only consider the most interesting diagram Fig. 2b, which gives

$$
(\delta \phi^3)'_{++} \geq \frac{\rho \lambda}{\Lambda} u_{k_1} u_{k_2} u_{k_3} (\eta_{\text{end}}) \int_{-\infty}^{0} \frac{d\eta_1}{(H \eta_1)^4} \dot{u}_{k_1} \dot{u}_{k_2} v_{k_3} (\eta_1) \int_{-\infty}^{\eta_2} \frac{d\eta_2}{(H \eta_2)^4} \dot{u}_{k_3} v_{k_3} B_c (\eta_2)
$$
$$
= \frac{\rho \lambda}{\Lambda} \frac{-\pi H^3}{32 k_1 k_2 k_3^2} \frac{1}{2} B_0 z_0 \frac{n}{i \mu_c} \times e^{-\pi \mu/2} \int_{0}^{\infty} d\zeta_1 \frac{3}{2} H_{ij}^{(1)} (\zeta_1) e^{-i \varphi_{\zeta_1}} e^{\pi \mu/2} \int_{\zeta_1}^{\infty} \frac{d\zeta_2}{\sqrt{\zeta_2}} H_{ij}^{(2)} (\zeta_2) e^{-i \varphi_{\zeta_2}} z_{n+i \mu_c} \theta (z_0 - z_2)
$$
$$
- \{ \mu_c \rightarrow - \mu_c \},
$$
(4.6)
where we have defined
\[ z_0 \equiv -k_3 \eta_0 . \tag{4.7} \]

To reiterate some physics discussed above and clarify terminologies, we emphasize that there are two different types of resonances that can happen in this diagram. At the 3pt vertex, a resonance can happen between a long massive \( \chi \)-mode and two short inflaton modes, which generates a clock signal. At the 2pt vertex, a resonance can happen between the classical background of the primordial feature (either of oscillation or sharp feature form) and the massive \( \chi \)-mode, which excites unsuppressed quantum \( \chi \)-mode.

We now study two different regimes: \( \mu_c > \mu \) and \( \mu_c < \mu \). For \( \mu_c > \mu \), \[ I_+^2(z_1) \] has a stationary phase point at which the resonant particle production happens. For \( \mu_c < \mu \), no stationary phase exists and the production of the on-shell massive field is exponentially suppressed. In the next subsections we discuss these two regimes separately, focusing primarily on \( \mu_c > \mu \). We will also note that within this stationary phase approximation, the non-trivial nested integral in Eq. (4.6) simplifies and we get factorized integrals for each vertex.

### 4.1.1 Stationary phase analysis for \( \mu_c > \mu \)

The \( +^- \) diagram can be physically described in the following way: at the 2pt mixing vertex, due to the oscillations in \( B_c(t) \), massive field \( \chi \) and inflaton \( \phi \) get produced at time \( \eta_2 \sim \eta_2^{\text{res}} \). Following this, at time \( \eta_1 \sim \eta_1^{\text{res}} \), \( \chi \) decays into a pair of inflaton quanta. The estimation of \( \eta_2^{\text{res}} \) and \( \eta_1^{\text{res}} \) can be done using simple arguments relying on stationary phase or equivalently, energy conservation. For the mixing vertex, a resonant particle production happens for \[ \mu_c = |k_3 \eta_2^{\text{res}}| + \sqrt{(k_3 \eta_2^{\text{res}})^2 + \mu^2}, \] where \( \mu_c \) is the energy (in unit \( H \)) of the injected classical oscillation, the first term on the right hand side is the energy of the \( \phi \) field, and the second is the energy of the new massive \( \chi \) field. Adapting the notations defined in (4.7) to \( z_2 \equiv -k_3 \eta_2 \), this condition leads to
\[ z_2^{\text{res}} \simeq \frac{\mu_c^2 - \mu^2}{2 \mu_c}. \tag{4.8} \]

For the 3pt decay vertex where the background classical oscillation is absent, the resonance happens between the quantum modes of the massive field \( \chi \) and the inflaton \( \phi \). Using similar arguments, we get \[ \sqrt{(k_3 \eta_1^{\text{res}})^2 + \mu^2} = |k_{12} \eta_1^{\text{res}}|, \] where \( k_{12} \equiv k_1 + k_2 \). This in the squeezed limit \( k_3 \ll k_1, k_2 \) reduces to,
\[ p z_1^{\text{res}} \equiv |k_{12} \eta_1^{\text{res}}| \simeq \mu . \tag{4.9} \]

where we recall the definition \( p \equiv k_{12}/k_3 \) and \( z_1^{\text{res}} \equiv k_3 \eta_1^{\text{res}} \). We are interested in the regime \( z_2^{\text{res}} > z_1^{\text{res}} \), because, as explained above, diagram of this time ordering is unsuppressed. If \( \mu_c \gg \mu \), \( z_2^{\text{res}} > z_1^{\text{res}} \) can be satisfied as long as \( p > 2 \). As \( \mu \) gets close to \( \mu_c \), a more squeezed configuration (i.e. larger \( p \)) is required to satisfy \( z_2^{\text{res}} > z_1^{\text{res}} \). (An example of the two-dimensional plane of the resonance points are shown in Fig. 3.) Also, in this limit, because the two resonances happen independently, the nested integrals can be factorized. (We will numerically check in Fig. 5 and Fig. 6 that this factorization approximation reproduces full numerical computation very well.)

To calculate integrals using stationary phase approximations we replace Hankel functions with proper late or early-time asymptotic forms for large \( \mu \). For late-time expansion \( (z \lesssim \sqrt{\mu}) \)
Figure 3. Resonance points in the $z_1^{\text{res}} - z_2^{\text{res}}$ plane, according to Eqs. (4.8) and (4.9). Massive field and inflaton resonate at time $z_2^{\text{res}}$. At a later time $z_1^{\text{res}}$, the massive field decays into a pair of inflaton quanta through resonance. In this figure, for a specific value of $\mu \approx m_{\chi}/H$ and $p = (k_1 + k_2)/k_3$, intersection of the corresponding vertical dashed line with the given curve for that specific value of $p$, shows the resonance points. Here we choose $\mu_c \approx \omega_c/H = 100$. It justifies the stationary phase approximation with $z_2^{\text{res}} > z_1^{\text{res}}$ with only a moderate squeezing $p \approx 5$ for most masses below $\mu_c$.

we have\(^6\)

\[
H_{i\mu}^{(1)}(z) \simeq e^{-i\pi/4} \sqrt{\frac{2}{\pi \mu}} e^{i\mu(1-\log \mu)} \left( \frac{z}{2} \right)^{i\mu},
\]

\[
H_{i\mu}^{(2)}(z) \simeq e^{+i\pi/4} \sqrt{\frac{2}{\pi \mu}} e^{-i\mu(1-\log \mu)} \left( \frac{z}{2} \right)^{-i\mu}.
\]  

(4.10)

And for early-time expansion ($z \gtrsim \mu^2$) we have

\[
H_{i\mu}^{(1)}(z) \simeq e^{-i\pi/4} \sqrt{\frac{2}{\pi z}} e^{i\mu} e^{iz},
\]

\[
H_{i\mu}^{(2)}(z) \simeq e^{+i\pi/4} \sqrt{\frac{2}{\pi z}} e^{-i\mu} e^{-iz}.
\]  

(4.11)

Given the asymptotic forms, we can analytically calculate $I_2(z_1)$ in two limiting cases: early-time resonance and late-time resonance, which happens for the case $\mu_c \gg \mu$ and $\mu_c \approx \mu$, respectively.

If the mixing vertex resonance happens at an early time when the above early-time expansion approximation (4.11) is valid, i.e., $z_2^{\text{res}} \gtrsim \mu^2$, the stationary phase approximation

\(^6\)Note that $H_{i\mu}^{(2)}(z) = (H_{i\mu}^{(1)}(z))^* e^{-i\mu}$. 
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Therefore, as long as the stationary phase results given above, we can already extract the momentum dependence any Boltzmann factor. While we present the full squeezed-limit calculation in Sec. 4.3 beyond Eq. (4.15)-(4.16) has any exponentially suppression factors and, consequently, and the integration picks up its main contribution in the region

\[ \Delta \ln \frac{\mu}{y} \ll 1 \]

This result reproduces the stationary phase approximation in the large \( y \) limit using (E.1), where the second-order correction is \( O ((1 + 6 \sigma + 6 \sigma^2)/(12y)) \) smaller than the first order. The conditions for the stationary phase approximation are \( 1/y \ll 1 \) and \( x^2/y \ll 1 \). In this approximation, we expand \( f(z) \) to the second order and the integration picks up its main contribution in the region \( \Delta z \sim \sqrt{y} \) around the resonant point \( z = y \). The condition \( 1/y \ll 1 \) ensures that the higher order terms in the expansion of \( f(z) \) are negligible. The condition \( x^2/y \ll 1 \) ensures that the change of the prefactor \( g(z) \) from \( g(z = y) \) over the region \( \Delta z \sim \sqrt{y} \) is negligible, because \( \Delta \ln g(z) \sim (x/y) \Delta z \). Both conditions are satisfied in our examples.

\[ I_{2}^{\text{early}} \simeq \sqrt{\frac{2}{\pi}} e^{i\pi/4} \int \frac{dz_2}{\mu^2} z_2^{n-1+i\mu c} e^{-2iz_2} \]

\[ \simeq e^{-i\mu c} \frac{2}{\sqrt{\mu c}} \left( \frac{\mu c}{2} \right)^{n+i\mu c}, \]  

(4.12)

where the stationary phase is at \( z_2^{\text{res}} = \mu c/2 \) which is consistent with the energy conservation expectations Eq. (4.8), for \( \mu c \gg \mu \). In the first line we used Eq. (4.11) and in the second line we used the stationary phase approximation.\(^7\)

If the mixing vertex resonance happens at a late time when the above late-time expansion approximation (4.10) is valid, i.e., \( z_2^{\text{res}} \lesssim \sqrt{\mu} \), the stationary phase approximation gives

\[ I_{2}^{\text{late}} \simeq \sqrt{\frac{2}{\pi \mu}} e^{i\pi/4} \frac{2i\mu}{\mu (1-\log \mu)} \int \frac{dz_2}{\sqrt{\mu}} z_2^{n-1/2+i\mu c-i\mu} e^{-iz_2} \]

\[ \simeq \frac{2}{\sqrt{\mu}} e^{-i\mu c} (2\mu)^i (\mu_c - \mu)^{n+i(\mu_c-\mu)}, \]  

(4.15)

in which the stationary phase happens at \( z_2^{\text{res}} \simeq \mu c - \mu \), the \( \mu c \simeq \mu \) limit of the energy conservation expectation Eq. (4.8). In the first line we used Eq. (4.10) and in the second line we used the stationary phase approximation.

For the integration at the cubic vertex, the stationary point is given by Eq. (4.9), i.e., \( z_1^{\text{res}} = \mu/p \). This satisfies the late-time expansion condition \( z_1^{\text{res}} \lesssim \sqrt{\mu} \) in the squeezed limit \( p \gtrsim \sqrt{\mu} \), where we can use the approximation (4.10). The result is

\[ \simeq \sqrt{\frac{2}{\pi \mu}} e^{-i\pi/4} \frac{2i\mu}{\mu (1-\log \mu)} \int \frac{dz_1}{\sqrt{\mu}} z_1^{3/2+i\mu} e^{-ipz_1} \]

\[ \simeq -i2^{1-i\mu} \mu^{3/2} \mu^{-5/2-i\mu}, \]  

(4.16)

Therefore, as long as \( \mu c/2, \mu c - \mu > \mu/p \) so that \( z_2^{\text{res}} > z_1^{\text{res}} \) is satisfied, none of the resonant contributions Eqs. (4.15)-(4.16) has any exponentially suppression factors and, consequently, the \( \chi \)-mediated bispectrum in our case, unlike the pure quantum case, is not suppressed by any Boltzmann factor. While we present the full squeezed-limit calculation in Sec. 4.3 beyond the stationary phase results given above, we can already extract the momentum dependence

\(^7\)The stationary phase approximation is given by \( \int dz \ g(z) e^{f(z)} \simeq g(z_{\text{res}}) e^{f(z_{\text{res}}) \pm i\pi/4 \sqrt{2\pi/(f'(z_{\text{res}}))}} \) for stationary phase point \( f'(z_{\text{res}}) = 0 \). In this subsection we are interested in integrals of the following form:

\[ \int dz z^{x+iy} e^{-iz} \simeq \sqrt{2\pi y} y^x e^{-i\pi/4+iy(log y-1)}, \]  

(4.13)

where the result is obtained using stationary phase approximation. One can also calculate the full result

\[ \int_0^{\infty} dt e^{-it} \simeq -ie^{-i\pi(x+iy)/2\Gamma(1+x+iy)}). \]  

(4.14)
of the bispectrum. This gives the generic signature of the classical cosmological collider signal of the heavy particle $\chi$ as follows:

$$\langle \delta \phi^3 \rangle'_{++} \propto \frac{k_r \ll k_3 \ll k_1}{k_1 k_2 k_3^3} \left( \frac{k_3}{k_r} \right)^{-n-i\mu_c} \left( \frac{k_1}{k_3} \right)^{-1/2-i\mu_c} p^{-5/2-i\mu_c}, \quad (4.17)$$

where $k_r \sim \mu_c k_0$ with $k_0 = -1/\eta_0$ being the scale corresponding to the sharp feature. We will give a more precise definition of $k_r$ in the following discussion. The scale-dependent component $\left( k_3/k_r \right)^{-n-i\mu_c}$ comes from the $\zeta_0^{-n-i\mu_c}$ factor in Eq. (4.6).

Momentum dependence of bispectrum is usually characterized by dimensionless shape function

$$S(k_1, k_2, k_3) \propto k_1^2 k_2^2 k_3^2 \langle \delta \phi^3 \rangle'. \quad (4.18)$$

Thus, in the squeezed limit we have

$$S(k_1, k_2, k_3) \propto \frac{k_r \ll k_3 \ll k_1}{k_1 k_2 k_3^3} \left( \frac{k_3}{k_r} \right)^{-n-i\mu_c} \left( \frac{k_1}{k_3} \right)^{-1/2-i\mu_c} + c.c.. \quad (4.19)$$

The first factor shows the scale dependence of the result coming from the temporal oscillations of the classical source. This is a unique feature of the classical cosmological collider signal, not present in the conventional quantum analog where classical oscillations do not play a role. The extra decay factor, for non-zero $n$, signifies the decay of the classical source. For example, $n = 3/2$ is the $1/\sqrt{\text{volume}}$ dilution of the classical oscillations of the sourcing massive field. The second factor shows a familiar oscillatory shape-dependent clock signal, which is a signature of the quantum fluctuation of the massive field $\chi$.

The momentum dependence of this first factor can be intuitively understood as follows. In evaluating the correlation function, there are two oscillation factors, namely the mode function and the background oscillation, which resonate with each other at some point. With the inflationary background and fixed-frequency background oscillation, the mode function with momentum $k$ picks up a $k$-independent phase due to the resonance, $\exp(-i k n \eta_{\text{res}}) = \exp(i \mu_c)$ or $\exp(i \mu/2)$. Therefore, the final momentum-dependent phase is determined by that of the background oscillation. For simplicity, focusing on the case $\mu \ll \mu_c$, Eq. (4.8) implies that $|\eta_{\text{res}}^2| \approx \mu_c/(2 k_3)$ is the time when the oscillating source produces the $\phi$ and $\chi$ quanta. This implies that, between $\eta_0$ (the onset of the sharp feature that induces the oscillation) and $\eta_{\text{res}}^2$, the only non-trivial dynamics is the oscillation (and dilution for $n \neq 0$) of the source, which goes as $\langle \eta_{\text{res}}^2 \rangle \approx \langle \mu_c/(k_3 |\eta_0|) \rangle^{n+i\mu_c}$. Thus, using $k_r \sim \mu_c k_0$ and $k_0 = -1/\eta_0$, we get the above momentum dependence. After the $\chi$-field is resonantly produced, its quantum fluctuations serves an oscillatory source for the resonant production of the $\phi$-fields in the 3pt vertex. Similarly, the second factor in (4.19) encapsulates the temporal oscillations of the produced $\chi$-field between $\eta_{\text{res}}^2$ and $\eta_{\text{res}}^1$.

We define and calculate full squeezed-limit form of the shape function $S$ analytically with the appropriate proportionality factors in Sec. 4.3. We include complete numerical results for more general momentum configuration in Sec. 4.4.

As an aside, let us estimate the parametric dependence of the three point function in the scenario where both $B(t)$ and $C(t)$ are present. We focus on the case where the two point function takes place earlier than the three point function. The mixing vertex can be estimated as before since it is mediated by $B(t)$, and parametric dependence is as in Eq. (4.12). However, the cubic vertex can have a resonance dictated by energy injection due to $C(t)$. To estimate
its effect, we can first write \( C(t) = C_0 e^{i\mu \eta} + c.c. \). Then we note that the oscillating frequency would change \( z_{ij}^{\mu} \rightarrow z_{ij}^{\mu \pm i\mu_c} \) in the integrand of Eq. (4.16). With the + sign in the exponent, one can have a resonance and the result would be given by,

\[
C_0 \frac{(\mu + \mu_c)^2}{\sqrt{\mu}} p^{-5/2 - i\mu - i\mu_c}.
\]  

(4.20)

Therefore, combining both the two point and the three point vertex, we can obtain the parametric dependence of the answer on \( \mu, \mu_c \) (dropping some unimportant prefactors and phases):

\[
\langle \delta \phi \rangle_{++} \propto C_0 \mu_c \left( \mu + \mu_c \right)^2 \sqrt{\frac{\mu}{\mu_c}} p^{-5/2 - i\mu - i\mu_c}.
\]  

(4.21)

This still has the relevant clock signal. To compare to the scenario where \( C(t) \) is absent,

\[
\frac{\langle \delta \phi \rangle_{++} |_{C_0 \neq 0}}{\langle \delta \phi \rangle_{++} |_{C_0 = 0}} \propto C_0 \left( \mu + \mu_c \right)^2 \mu^2.
\]  

(4.22)

Therefore, depending on the magnitude of \( C_0 \), this contribution can additionally enhance the signals or be subdominant. To capture the basic mechanism in a simple way, however, we still focus on \( C_0 = 0 \) in the rest of the work, leaving a detailed analysis for nonzero \( C(t) \) for future work.

4.1.2 IR expansion analysis for \( \mu_c < \mu \)

For \( \mu_c < \mu \) there is no stationary phase for the inner integral, as can be seen from the energy conservation argument in Eq. (4.8). The leading contribution comes from the late-time integration and is power-law suppressed,

\[
++ \text{ diagram } \sim \frac{1}{\mu^2} \simeq \frac{H^2}{m_{\chi}^2}.
\]  

(4.23)

However, this term does not have the oscillatory signal encoding mass of the \( \chi \) field. This is expected since the background oscillation is the source of energy injection in this scenario and, if its frequency is smaller than the particle mass, the particle can not be produced on-shell. In that case, it only contributes via an off-shell contact term \( \propto 1/m_{\chi}^2 \). We describe the details of this computation in App. A.

The oscillatory signal encoding the mass of the \( \chi \) field, on the other hand, is expected to be exponentially suppressed if \( \mu_c < \mu \). The suppression again comes from the 2pt vertex, namely, the inner integral of (4.6). The massive field mode function \( v_{k_3}^{\ast} \) contains two components. One of them oscillates as \( \sim e^{i\mu \eta}. \) Together with the background oscillation from \( B_c \) and the massless mode function \( u_{k_3}^{\ast} \), the inner integrand behaves as \( \sim e^{i(\mu \pm i\mu_c)\eta} e^{ik_3 \eta}. \) Such an integral contains no resonance and, as demonstrated in a similar integral in App. A of [18], is of order \( e^{-\pi(\mu - \mu_c)} \). The other component of \( v_{k_3}^{\ast} \) oscillates as \( \sim e^{-\pi \mu} e^{-i\mu \eta}. \) With the background oscillation and massless mode function, the inner integrand behaves as \( \sim e^{-\pi \mu} e^{-i(\mu \pm i\mu_c)\eta} e^{ik_3 \eta}. \) The oscillation part now resonates, hence this integral is of order \( \sim e^{-\pi \mu}. \) Combining both components of \( v_{k_3}^{\ast} \), we see the appearance of a modified Boltzmann suppression factor \( e^{-\pi(\mu - \mu_c)} \), which for \( \mu \gg \mu_c \) approaches the familiar Boltzmann suppression factor \( e^{-\pi \mu} \). We give more detailed derivations of this modified Boltzmann factor in Sec. 4.3 and App. A.
Figure 4. Feynman diagrams contributing to power spectrum: (a) direct feature contribution, (b) heavy field contribution (++ diagram), (c) “feature-heavy field” contribution (++ diagram).

4.2 Corrections to power spectrum

Having discussed the contributions to the bispectrum that constitute the primary observable in this work, now we discuss the contributions to the power spectrum as well. Our goal is to ensure that the parameter space, where the bispectrum is observably large, is not ruled out based on the existing searches for the signatures in power spectrum. On the other hand, the signatures in the power spectrum will likely provide the first hints of the existence of the phenomena studied in this work, because it is typically easier to experimentally search for these feature signals in power spectrum than bispectrum.

As before, the power spectrum in the in-in formalism can be calculated using Eq. (3.9),

$$\langle \delta \phi^2 \rangle = \langle 0 \left| Te^{+i \int_{-\infty}^{t_{\text{end}}} dt' H_{\text{int}}(t')} \delta \phi^2(t_{\text{end}}) \left| Te^{-i \int_{-\infty}^{t_{\text{end}}} dt' H_{\text{int}}(t')} \right| 0 \rangle .$$  (4.24)

There are three relevant classes of diagrams which contribute to the power spectrum. We discuss each of them below.

**Direct feature contribution.** Signatures of the classical oscillations in the power spectrum has been studied in previous works [76, 85]. The direct feature contribution, shown in diagram 4a, originates from a mixing terms such as $B_d(t)(\partial \phi)^2$ and this does not directly involve the heavy field of interest $\chi$. This diagram gives the correction

$$\Delta P_{\zeta}^{\zeta} = -2i \int_{-\infty}^{\eta_0} d\eta \left( \frac{\eta_0}{H_0} \right)^2 \left\{ k^2 - \frac{k^2}{a^2} \right\} B_d(\eta) + \text{c.c}. .$$  (4.25)

Assuming $B_d \simeq B_c$ (as we will motivate in Sec. 6), this yields

$$\Delta P_{\zeta}^{\zeta} = 2\pi B_0 \frac{\mu_c^{1/2}}{2} \frac{k}{k_r} \eta_0^{-n+\mu c/2+\alpha_1} + \text{c.c}. ,$$  (4.26)

where $k_r \sim \mu_c k_0/2 = -\mu_c/(2\eta_0)$ as before and $\alpha_1$ is a $k$-independent phase. The momentum dependence involving $k_r$ is the same as in Eq. (4.19) and captures source dynamics between the time of the sharp feature $\eta_0$ and the time of production, $\mu_c/(2k)$, of inflaton with momentum $k$. See Ref. [89, 90] for a recent analysis of constraining such clock signals using the Planck power spectrum residuals, as well as forecasts for future CMB experiments.

**Heavy field contribution.** The heavy field mediated correction without any oscillatory feature contribution (i.e. $\mu_c = 0$) has also been studied in previous works [11]. The $++$ contribution is shown to be exponentially suppressed and the dominant contribution is from the $++$ contribution shown in diagram 4b. This diagram gives the correction:

$$\Delta P_{\zeta}^{\zeta} = \rho^2 \int \frac{d\eta_1}{(H\eta_1)^4} \bar{u}_k^* v_k(\eta_1) \int \frac{d\eta_2}{(H\eta_2)^4} \bar{u}_k^* v_k(\eta_2) + \text{c.c}. .$$  (4.27)
Complete analytic solution to this integral can be found in Ref. [11]. The leading contribution comes from late time (\(|k\eta| < \sqrt{\mu}\)) part of the integral, which gives

$$\frac{\Delta P_\zeta}{P_\zeta} \simeq \frac{\rho^2}{H^2 \mu^2}. \quad (4.28)$$

This result can be understood as coming from integrating out the heavy field with mass \(\mu\) which generates the standard \(\propto 1/\mu^2\) correction as in flat space processes.

**Feature-heavy field contribution.** This contribution similarly consists of \(+-\) and \(++\) parts (and their conjugates) as two vertices can be chosen from time-ordered or anti time-ordered operators. The \(+-\) contribution reduces to two separate integrals. One of the integrals contains no background oscillations and is exponentially suppressed, just like the case of bispectrum. Explicit result of this \(+-\) contribution is given in Eq. (B.1). Let us therefore focus on the \(++\) contribution, shown in diagram 4c. This contribution is

$$\Delta P_\zeta \bigg|_{++} = \rho^2 \int \frac{d\eta_1}{(H\eta_1)^2} u_k^* v_k (\eta_1) \int \frac{d\eta_2}{(H\eta_2)^2} u_k^* v_k B_c (\eta_2)$$

$$= -\frac{\pi \rho^2 i}{4 H^2 2} B_0 z_0^{-n-i\mu c} e^{-\pi \mu/2} 2\int_0^\infty \frac{dz_1}{\sqrt{z_1}} H^{(1)}_{\mu} (z_1) e^{-i z_1} e^{\pi \mu/2} \int_{z_1}^{\infty} \frac{dz_2}{\sqrt{z_2}} H^{(2)}_{\mu} (z_2) e^{-i z_2} z_2^{n+i\mu c} \theta (z_0 - z_2)$$

$$- \{\mu c \rightarrow -\mu c\}. \quad (4.29)$$

The integral \(I_+^+(z_1)\) was previously calculated and it has a resonant contribution: early and late resonance stationary phase results, given in Eqs. (4.12) and (4.15). Note that the \(z_1\) vertex happens after the \(z_2\) vertex. Thus, with the resonance point contribution to the inner integral at \(z_2^{\text{res}}\), the outer integral can be simplified as follows:

$$e^{-\pi \mu/2} \int_0^{z_2^{\text{res}}} \frac{dz_1}{\sqrt{z_1}} H^{(1)}_{\mu} (z_1) e^{-iz_1}, \quad (4.31)$$

where the integration is confined to 0 and \(z_2^{\text{res}}\). Integral of Eq. (4.31) can be calculated analytically as

$$2e^{-\pi \mu/2} \sqrt{z_2^{\text{res}}} [(1 + \coth(\pi \mu)) A_+ - \text{csch}(\pi \mu) A_-], \quad (4.32)$$

where

$$A_\pm = \left(\frac{z_2^{\text{res}}}{2}\right)^{\pm i\mu} \frac{1}{(1 \pm 2i \mu) \Gamma(1 \pm i \mu)} 2F_2(1/2 \pm i \mu, 1/2 \pm i \mu; 3/2 \pm i \mu, 1 \pm 2i \mu; -2iz_2^{\text{res}}). \quad (4.33)$$

It can be numerically checked that Eq. (4.32) is power-law suppressed as \(\sim 1/\mu^{3/2}\). By combining this result and the early resonant contribution Eq. (4.12), we get the following contribution to power spectrum:

$$\frac{\Delta P_\zeta}{P_\zeta} \sim \frac{\rho^2}{H^2 \sqrt{\mu^3 \mu_c}} B_0 \mu_c^{1/2} \left(\frac{2k}{k_r}\right)^{-n-i\mu c} + \text{c.c.} \sim \frac{\rho^2}{H^2 \sqrt{\mu^3 \mu_c}} \times \text{Eq. (4.26)} \quad (4.34)$$
So this contribution is similar to the direct clock contribution, but it is more suppressed since we will require \( \rho/H < \mu, \mu_c \) in the following. We note that for the above estimate we used \( B_d(t) \approx B_c(t) \) for simplicity and we will give two examples of this in Sec. 6. However, for other scenarios \( B_d(t) \) can very well be parametrically different from \( B_c(t) \) and correspondingly the two corrections to the power spectrum would be different as well. In the parameter space where \( \mathcal{I}_2 \) has late-time stationary point as in Eq. (4.15), the correction is also suppressed.

While the above is a parametric estimate, we have also confirmed numerically for \( \mu = 5, \mu_c = 10 \), that the proportionality factor in Eq. (4.34) is \( O(1) \). Hence we continue to use the above parametric estimate. Given the smallness of this feature-heavy field contribution, we only consider constraints on direct contribution, shown in diagram 4a, in the following discussions.

4.3 Analytical computation in the squeezed limit

In this subsection we present approximate analytic results (with all terms included) in the squeezed limit for the interesting part of the parameter space \( \mu < \mu_c \), where the oscillatory signatures of a heavy field are present. In the limit of large squeezing \( p \gg 1 \), according to Eqs. (4.8) and (4.9) we have

\[
\frac{z_{21}^{\text{res}}}{z_{11}^{\text{res}}} \gg \frac{z_{11}^{\text{res}}}{z_{11}^{\text{res}}}.
\] (4.35)

Since the stationary phases for inner and outer integrands are then at sufficiently separated temporal points, we are justified to treat the nested integral in Eq. (4.6) as two factorized integrals over the full range \( z_{1,2} = 0 \) to \( \infty \). To illustrate exactly how much squeezing is necessary for given values of \( \mu \), we showed in Fig. 3 the locations of the stationary points for \( \mu_c = 100 \). It shows that already with moderate squeezing \( p \approx 5 \), non-Gaussianity due to massive particles up to \( \mu \approx 80 \) can be calculated using this factorization approximation. We will compare this approximation with a full numerical calculation in Fig. 5 and Fig. 6.

The mixing vertex. This integral has the structure,

\[
(-i)e^{\pi \mu/2 - \sqrt{\pi} i \rho \frac{B_0}{k_3^{3/2} (|k_3 \eta_0|)^{n+i \mu_c}}} \int_0^\infty dz z^{n+i \mu_c} e^{-iz} H_{i \mu}^{(2)}(z) - \{\mu_c \to -\mu_c\},
\] (4.36)

which can be evaluated to be,

\[
\frac{i}{2} B_0 \left( \frac{-i/2}{4 k_3^{3/2} (|k_3 \eta_0|)^{n+i \mu_c}} \right) \Gamma(n+1/2+i \mu_c+i \mu)\Gamma(n+1+2+i \mu_c+i \mu) \Gamma(n+1+i \mu_c) - \{\mu_c \to -\mu_c\}.
\] (4.37)

To get an analytic expression, here we have not considered the step function \( \theta(z_0 - z_2) \) appearing in Eq. (4.6). For sufficiently large \( z_0 \) this is justified since for large argument the integrand falls of as \( e^{-2z} \) already. The scale \( \eta_0 \) enters through the phase and envelop of the background oscillation \( B_c(t) \).

The cubic vertex. This integral also has a similar structure except for the extra appearance of spatial derivatives in the vertex,

\[
(-i) \frac{\lambda}{\Lambda} \frac{1}{4 k_1^{3/2} k_2^{3/2} k_3^{1/2}} \sqrt{\pi} \frac{\rho}{2} e^{-\pi \mu/2} \int_0^\infty \frac{dz}{\sqrt{z}} H_{i \mu}^{(1)}(z) D e^{-i p z}.
\] (4.38)
Here the operator \( \mathcal{D} \) takes care of the spatial derivatives,
\[
\mathcal{D} = k_1^2 k_2^2 \partial_{k_{12}}^2 + (-\vec{k}_1 \cdot \vec{k}_2)(1 - k_{12}\partial_{k_{12}} + k_1 k_2 \partial_{k_{12}}^2),
\]
where the partial derivative \( \partial_{k_{12}} \) acts on the \( k_{12} \equiv k_1 + k_2 \). This form of \( \mathcal{D} \) can be derived by writing the inflaton contractions in the compact form,
\[
\langle \delta \phi(\eta_{\text{end}}, \vec{k}_1) \delta \phi(\eta_{\text{end}}, \vec{k}_2) \partial_\mu \delta \phi(\eta, -\vec{k}_1) \partial^\mu \delta \phi(\eta, -\vec{k}_2) \rangle = \frac{\eta^2}{4k_1^2 k_2^2} \mathcal{D} e^{i(k_1 + k_2)\eta},
\]
in which at the end of inflation \( \eta_{\text{end}} \to 0 \). In the squeezed limit, i.e., \( p \gg 1 \), the above integral for the cubic vertex can be evaluated to be (see Ref. [31]),
\[
\frac{1}{32\sqrt{2} \Lambda k_1^3 k_2^3} e^{-3\pi/4} \frac{\Gamma(-2i\mu)\Gamma(1/2 + i\mu)}{\Gamma(1/2 - i\mu)} (-\frac{p}{2})^{-\frac{1}{2} - i\mu} \left( \frac{3}{2} + i\mu \right) \left( \frac{5}{2} + i\mu \right) + \{ \mu \to -\mu \}. \tag{4.41}
\]

**The ++ contribution.** Now we can put the above results together to get the full ++ contribution corresponding to Fig. 2b in the squeezed limit,
\[
\langle \delta \phi^{(3)} \rangle_{++} \approx \frac{H^3}{k_1^3 k_3^3} \left( k_3 \right)^{-n - i\mu_c} \left( k_1 \right)^{-3/2 - i\mu} \mathcal{F}(\mu, \mu_c, n), \tag{4.42}
\]
with
\[
\mathcal{F}(\mu, \mu_c, n) = \frac{1}{16 \Lambda} \frac{\rho \lambda B_0}{2} e^{\pi \mu} \left( \frac{-i\mu_c}{\mu_c^2 - \mu^2} \right)^{n + i\mu_c} \left( \frac{3}{2} + i\mu_c \right) \left( \frac{5}{2} + i\mu_c \right) \times \frac{\Gamma(n + \frac{1}{2} + i\mu_c + i\mu) \Gamma(n + \frac{1}{2} + i\mu_c - i\mu)}{\Gamma(n + 1 + i\mu_c) \Gamma(\frac{1}{2} - i\mu) + \cdots} \tag{4.43}
\]
where the \( \cdots \) represents subleading corrections and \( k_c = k_0(\mu_c^2 - \mu^2)/(2\mu_c) \). For the above result to be valid, we require \( \mu < \mu_c \) following from \( |\eta_{\text{res}}^2| \geq |\eta_0| \). We also note that, if \( n > 0 \), the result (4.42) diverges as \( k_3 \to 0 \) because we have not used the step function \( \theta(2z_0 - z_2) \) appearing in Eq. (4.6). Once this cutoff is imposed, the resonance for the \( k_3 \) mode, given in Eq. (4.8), must happen after the time corresponding to the sharp feature. This implies,
\[
|\eta_{\text{res}}^2| \leq |\eta_0| \equiv 1/k_0, \tag{4.44}
\]
leading to \( k_3 \geq k_r \), which becomes the validity region of the result. Besides imposing the validity region for this clock signal, a sharp feature such as this cutoff also contributes to the final signal. We will show the net effect numerically in Sec. 4.4. We will discuss the effect of sharp features in Sec. 5.

**Asymptotic Form.** For \( \mu_c \gg \mu \gg 1 \), we find that
\[
\mathcal{F}(\mu, \mu_c, n) \propto \sqrt{\frac{\mu^3}{\mu_c}}, \tag{4.45}
\]
where, we used (E.1) to expand Gamma functions. For large \( p \), the above factorization approximation works for \( \mu > \mu_c \) as well, because large \( p \) delays the resonant time for the
Since in that case the injected frequency is smaller than the mass of the heavy particle \( H_{\mu} \), we expect NG to be exponentially suppressed. This can be checked explicitly by taking large \( \mu, \mu_c \) limit of \( \mathcal{F} \) with \( \mu_c < \mu \) and use the asymptotic expansion \( |\Gamma(x+iy)| \sim \sqrt{2\pi}|y|^{x-1/2}e^{-\pi|y|/2}, \)
\[
\mathcal{F}(\mu, \mu_c, n) \sim e^{-\pi(\mu-\mu_c)}. \tag{4.46}
\]

In the above we have kept only the exponential dependence of \( \mathcal{F} \) on \( \mu \) and \( \mu_c \).

**The three point function.** Finally, we can combine the above results to get the dimensionless three point function, (using \( \zeta \simeq -\dot{H}/\phi_0 \))
\[
\mathcal{S}(k_1, k_2, k_3) = \left. \frac{(k_1k_2k_3)^2}{A^2} \frac{\Gamma(x+i\mu)}{\Gamma(x+i\mu_c)} \mathcal{F}(\mu, \mu_c, n) \right|_{\text{analytic}} ^{k_r \ll k_3 \ll k_1}
\equiv f_{NL} \left( \frac{k_3}{k_r} \right)^{-n-i\mu_c} \left( \frac{k_3}{k_1} \right)^{1/2+i\mu} + \text{c.c.} \tag{4.47}
\]
where \( \langle \zeta(\vec{k})(-\vec{k}) \rangle = P_z = A/k^3 \text{ and } A = H^4/(2\dot{\phi}_0^2) \). For \( k_1 = k_2 \) and the factorized analytic approximation, this reads as
\[
\mathcal{S}(k_1, k_2, k_3) \bigg|_{\text{analytic}} ^{k_r \ll k_3 \ll k_1} \rightarrow \mathcal{F}(\mu, \mu_c, n) + \text{c.c.}
\equiv f_{NL} \left( \frac{k_3}{k_r} \right)^{-n-i\mu_c} \left( \frac{k_3}{k_1} \right)^{1/2+i\mu} + \text{c.c.} \tag{4.48}
\]

The parameter \( f_{NL} \) quantifies the strength of NG. This summarizes our squeezed-limit analytic computation of Fig. 2b. To study more general momentum configuration and include Fig. 2c as well, we now move on to a numerical computation. We will see for the full shape function \( \mathcal{S}(k_1, k_2, k_3) \) matches \( \mathcal{S}(k_1, k_2, k_3) \bigg|_{\text{analytic}} ^{k_r \ll k_3 \ll k_1} \) quite well for \( p \gtrsim 5 \).

### 4.4 Numerical computation: shape and scale dependence

Away from the squeezed limit, the factorization described above does not apply and hence we need to evaluate the bispectrum numerically. Numerical calculation can also reveal some minor details that we did not focus on in the analytical approximation, such as the effect of the sharp feature (i.e. the step function in this example) at the onset of the background oscillation.

We first write the ++ contribution from Fig. 2b in a form similar to Eq. (4.6). Since in Eq. (4.6) we only kept the time derivative contributions for simplicity, it amounted to keeping only the first term in Eq. (4.39). Now taking into account the full operator \( \mathcal{D} \), the ++ contribution reads as,
\[
\langle \delta \phi^3 \rangle_{++} ^{\text{Fig. 2b}} = \rho \lambda \frac{-\pi H^3}{32k_1k_2k_3} \frac{i}{2} B_0 z_0 ^{-n-i\mu_c}
\times \int_0^\infty dz_1 (T_1(z_1) + T_2(z_1) + T_3(z_1)) H_{\mu}^{(1)}(z_1) e^{-ipz_1} \int_0^\infty dz_2 \sqrt{2z_2} H_{\mu}^{(2)}(z_2) e^{-iz_2 z_2 ^{n+i\mu_c} \theta(z_0 - z_2)} \bigg|_{\mu_c \rightarrow -\mu_c}.
\tag{4.49}
\]
Here the different terms in Eq. (4.39) contribute as,

\[
T_1(z) = z^{3/2} \left( 1 - \frac{k_1 \cdot k_2}{k_1 k_2} \right) = z^{3/2} \left( 2 - \frac{2}{p^2} \right),
\]

\[
T_2(z) = z^{-1/2} \left( \frac{k_1 \cdot k_2 k_3^2}{k_1^2 k_2 k_3^2} \right) = -z^{-1/2} \frac{4}{p^2} \left( 1 - \frac{2}{p^2} \right),
\]

\[
T_3(z) = z^{1/2} \left( \frac{k_1 \cdot k_2 k_3}{k_1^2 k_2 k_3} \right) \left( i \frac{k_{12}}{k_3} \right) = -z^{1/2} \frac{4i}{p} \left( 1 - \frac{2}{p^2} \right), \tag{4.50}
\]

where we have assumed the special case of \( k_1 = k_2 \) and \( p = (k_1 + k_2)/k_3 \) in the second equalities.

In addition, we now also keep the contribution from Fig. 2c in which the 3pt vertex happens earlier. That reads as,

\[
\langle \delta \phi^3 \rangle_{++} \bigg|_{\text{Fig. 2c}} = \frac{\rho \lambda}{32 k_1 k_2 k_3} \frac{\pi H^3}{2} B_0 \frac{z_{0}^{-n-i\mu_{c}}}{z_{1}} \int_{0}^{\infty} \frac{dz_1}{\sqrt{z_1}} H_{\mu_{c}}^{(2)}(z_1) e^{-iz_1 z_{1}^{n+i\mu} \theta(z_0 - z_1)} \int_{z_1}^{\infty} dz_2 \left( T_1(z_2) + T_2(z_2) + T_3(z_2) \right) H_{\mu_{c}}^{(1)}(z_2) e^{-ipz_2} \nonumber \]

\[- \left\{ \mu_c \to -\mu_c \right\}. \tag{4.51}
\]

Therefore, the full contribution from ++ diagram is given by

\[
\langle \delta \phi^3 \rangle_{++} = \langle \delta \phi^3 \rangle_{++} \bigg|_{\text{Fig. 2b}} + \langle \delta \phi^3 \rangle_{++} \bigg|_{\text{Fig. 2c}}. \tag{4.52}
\]

In the following, we present results of the first term (Fig. 2b) while we provide numerical result and discussion of the second term (Fig. 2c) in App. D. We verify that Fig. 2c does not contain the \( \mu \)-dependent clock signal at leading order as argued in the discussion above (4.6).

**Numerical convergence.** Numerical evaluation of these cosmological correlation functions may suffer from UV and/or IR spurious divergences. In our integrals, the schematic IR behavior of Eq. (4.49) is as follows

\[
\int d z_1 z^{n+i\mu} \int d z_2 z_2^{n-1/2-i\mu+i\mu_{c}}, \tag{4.53}
\]

where \( a = 3/2, -1/2, \) and \( 1/2 \) for each of the \( T_1, T_2, \) and \( T_3 \) contributions. Thus, IR contribution is convergent. The schematic UV behavior is

\[
\int_{0}^{\infty} dz_1 e^{-i(p-1)z_1} \int_{z_1}^{\infty} dz_2 e^{-2iz_2 \theta(z_0 - z_2)}. \tag{4.54}
\]

Both the \( z_1 \) and \( z_2 \) integrals are highly oscillatory at UV. To handle such UV oscillation one can Wick rotate integration parameters as \( z_{1,2} \to -i y_{1,2} \) [6]. However, in the present case the \( \theta \) function itself cuts off the UV contribution in the inner integral and we compute this inner integral analytically. Subsequently, to handle the oscillations of the outer integral, we do a Wick rotation. More details on these computations are given in App. C. Using the final expression for the shape function in Eq. (C.12), we now study the shape and scale dependence.
Shape dependence. We evaluate the shape dependence fixing several values of \( k_3/k_0 \) and plotting \( S(k_1, k_2, k_3) \) as a function of \((k_1 + k_2)/k_3\) in Fig. 5 for \( n = 0 \) and \( n = 3/2 \). We also show the analytical result from Eq. (4.48) with a dependence \( S \propto \sin(\mu \log((k_1 + k_2)/k_3) + \text{phase}) \). The feature in Eq. (3.7) contributes in two ways: first, through the oscillation frequency \( \omega_c \) itself, and second, through the turn-on of the feature at \( t = t_0 \) via the \( \theta \) function. For \( n = 0 \), the oscillatory feature does not decay with time and therefore it dominates over the particle production from the \( \theta \) function itself. On the contrary, for \( n = 3/2 \) the oscillatory feature decays faster and the contribution from the \( \theta \) function becomes comparable.\(^8\) Since in our factorized analytic approximation given in Eq. (4.48) we did not consider this \( \theta \) function contribution, we see the match between analytic and numerical results are better for \( n = 0 \). We also note that this match is good already for a squeezing parameter for \((k_1 + k_2)/k_3 \gsim 5\). Finally, for both these cases, we see the tell-tale oscillations corresponding to the mass of the massive field \( \mu H \).

Scale dependence. Along with oscillations of the massive field, in our scenario we also expect a non-trivial scale dependence coming from the primordial feature. To show this, we plot \( S(k_1, k_2, k_3) \) as a function of \( k_3/k_0 \) for some fixed choices of \((k_1 + k_2)/k_3\) in Fig. 6. The scale-dependent oscillatory features behave as \( S \propto (k_3/k_0)^{-n} \sin(\mu_c \log(k_0/k_3) + \text{phase}) \) as in Eq. (4.48). Note that, unlike the shape-dependent features, the frequency here, \( \mu_c \), is determined by the background oscillation. An effect of the step function, that turns on the background oscillation, can also be clearly seen here and is not captured in the analytical approximation. Namely, the sharp feature generates a component with sinusoidal scale-dependence \( \sim \sin(2k_3/k_0) \). Because this kink feature in the background \( B_c(t) \) has been artificially made infinitely sharp, the effect decays slowly towards large \( k_3/k_0 \). This can be mostly easily seen for \( n = 3/2 \) at large values of \( k_3/k_0 \), since by the time of mode exit of \( k_3 \), the resonant contribution of the oscillatory background has decayed.

5 Bispectrum in the presence of sharp features

In this section we focus on the other type of primordial feature described in Eq. (3.8),

\[
B_s(t) = B_0 \theta(t - t_0).
\] (5.1)

This form of a step function can arise in Eq. (3.6) if we have a coupling of the type \( s \delta \phi \delta \chi \) with a time-dependent VEV, \( \langle s \rangle \) for the field \( s \). For example, if \( s \) undergoes a sharp transition in the landscape, we can have a step function coupling as above. While this type of step function does not have a specific oscillation frequency \( \mu_c \) associated with it, we note that the Fourier transform of \( \theta(t) \) is given by \( \frac{1}{2} \left( \delta(\omega) - \frac{i}{\pi \omega} \right) \). Therefore, such a step function has a decreasing, but non-zero support to excite heavier and heavier masses through energy \( \omega \), and we expect non-exponentially suppressed production even for \( \mu \gg 1 \). Beyond production of massive \( \chi \) quanta, a sharp feature will also produce inflaton quanta. These modes produced at the time of sharp feature introduce a scale-dependent sinusoidal signal in cosmological correlation functions \( \sim \cos(K \eta_0 + \text{phase}) \), where \( \eta_0 \) is the conformal time of the feature and

\(^8\)The amplitude of the non-Gaussian signal is proportional to the amplitude of the background oscillations at the time of resonance, therefore, for \( n = 3/2 \) the resonant signal is smaller than that for \( n = 0 \). However, particle production due to the sharp feature happens at \( t = t_0 \) so for both \( n = 3/2 \) and 0 the signal amplitude is the same.
Figure 5. Oscillatory-feature-induced shape function as a function of squeezing parameter $p = (k_1 + k_2)/k_3$, for the $n = 0$ case (Left) and the $n = 3/2$ case (Right). The orange points are full numeric results. The green curves are the analytic result using factorization approximation (4.48), including the values of $f_{NL}$. The differences between the numeric results and analytical templates are mainly due to the effects from the sharp turn-on of the oscillatory feature by the step function $\theta(t - t_0)$ in Eq. (3.7), which are not fully taken into account in the analytical approximation. These effects both affect the excitation of massive field (shown here) and generate a component of scale-dependent sharp-feature signal (shown in Fig. 6). The difference is more apparent for $n = 3/2$ compared to $n = 0$ at larger $k_3/k_0$, because the oscillatory-feature-induced signal decays towards larger $k_3/k_0$ values for $n = 3/2$, while the $\theta$-function contribution decays more slowly due to the sharpness of this feature (see Fig. 6). We have chosen $\lambda = 1$, $\rho/\Lambda = 0.03$ and $B_0 = 5 \times 10^{-3}$ respecting the bounds from the power spectrum searches and EFT consistency (see Sec. 6.4).

$K$ is the sum of wave numbers that are connected to the vertex acted by the sharp feature. We confirm these expectations by computing the shape function $S(k_1, k_2, k_3)$ numerically following the same procedure as above, except with this different choice $B_s(t)$.

Shape dependence. In Fig. 7 we show the shape dependence as a function of $(k_1 + k_2)/k_3$ for several choices of $k_3/k_0$. We see unsuppressed, characteristic oscillations for several choices of heavy field mass $\mu$. While we do not present an analytic computation for full shape function for this step feature scenario, we do expect based on Eq. (4.48) that the shape function would approximately be given by $\sin(\mu \log((k_1 + k_2)/k_3) + \text{phase})$ as before. We overlay that analytic form to show the match.

Scale dependence. The scale dependence corresponding to such a sharp feature is given by $\sim \sum_{i=1,2,3} \sin(2k_i t_0 + \text{phase}) \sim \sum_{i=1,2,3} \sin(2k_i/k_0)$. From our numerical computation in Fig. 8 we see this explicitly. Note that the summation over different $k_i$ is outside the sinusoidal
Figure 6. Scale dependence in oscillatory-feature-induced bispectrum. We observe the expected \( \sin(\mu_c \log(k_3/k_0) + \text{phase}) \) scale-dependence coming from background oscillatory feature with frequency \( \mu_c = \omega_c / H \). However, the scale dependence induced by the abrupt onset of the background oscillation, which is \( \propto \sin(2k_3/k_0) \), is also evident in the full result. Especially, for \( n = 3/2 \), where the oscillation-induced signal decays with time, \( \theta \)-function-induced signal becomes dominant at larger \( k_3/k_0 \). Note that in a realistic scenario where the onset of clock oscillation is smooth, we expect the contribution from the step to be smaller. In the bottom row, we have scaled the analytic results (as shown) to match the overall shape. The difference in overall normalization is expected since this is evaluated in the equilateral limit, away from our squeezed-limit analytic result. We have chosen \( \lambda = 1 \), \( \rho/\Lambda = 0.03 \) and \( B_0 = 5 \times 10^{-3} \) respecting the bounds from the power spectrum searches and EFT consistency (see Sec. 6.4).

function, because the sharp feature only acts at the 2pt vertex in our model. This is different from the examples in Ref. [91] where the summation is inside the sinusoidal function. We find that the sharp feature signal is unsuppressed for \( k_3 \gtrsim k_0 = 1/\eta_0 \) — the horizon scale when sharp feature takes place. This is manifestation of the fact that a sharp feature is able to excite modes at or below horizon scale. A more realistic sharp feature will not be infinitely sharp, and the above signal will decay more quickly towards larger scales.

### 6 Example implementations involving oscillatory features

In the discussion so far we have focused on two examples of primordial features: oscillatory and sharp features. To describe how these features assist in producing heavy particles, we have focused on a simplified Lagrangian in Eq. (3.6). Subsequently we investigated the shape and scale dependence, both analytically and numerically, of the bispectrum to understand how the information of mass of the excited heavy particle is encoded in this correlation.
Figure 7. Sharp-feature-induced shape function as a function of squeezing parameter $p = (k_1 + k_2)/k_3$. We have chosen $\lambda = 1$, $\rho/\Lambda = 0.03$ and $B_0 = 5 \times 10^{-3}$ respecting the bounds from the power spectrum searches and EFT consistency (see Sec. 6.4). We observe a good agreement between the oscillation frequency $\mu$ in the full numeric result (orange points) and the analytical expectation (green curve). The parameters $A, \gamma, c$ are chosen to match the numerical result.

function. In the following, applying the more general results derived in the previous sections, we will discuss two examples of the scenario with oscillatory feature. The first example is an oscillatory feature that is directly introduced in the inflaton potential. The second example is closely related to the sharp feature case, but we focus on the subsequent effect of a classically oscillating clock field on heavy field $\chi$ of interest. We also describe these couplings within an EFT framework to determine both theoretical and observational constraints on the parameters in Eq. (3.6).

6.1 EFT parametrization and constraints

To capture the leading effects, we will write down an EFT containing the inflaton $\phi$, the clock field $\sigma$ and the heavy scalar of interest, $\chi$. A simple coupling between $\phi$ and $\chi$ (with mass $m_\chi$), respecting the shift symmetry of the inflaton, can be chosen as

$$L_{\text{int}} = f(\chi)g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi. \quad (6.1)$$

Such interactions may be realized in terms of a turning trajectory [6] with the $\chi$-field being the massive field perpendicular to the turning inflaton trajectory. Considering the case where the $\chi$-field is classically resting at the bottom of its potential and neglecting its classical oscillation due to backreaction, Eq. (6.1) leads to the interactions between the perturbations
Figure 8. Scale dependence in sharp-feature-induced bispectrum. We have chosen $\lambda = 1$, $\rho/\Lambda = 0.03$ and $B_0 = 5 \times 10^{-3}$ respecting the bounds from the power spectrum searches and EFT consistency (see Sec. 6.4). The oscillation frequency in the numerical results (blue) are well reproduced by the analytical expectation (red). We choose amplitude, phase and offset of the analytic function to match the numerical result.

which we can parametrize similarly as in Eq. (3.6). For concreteness, we take $f(\chi) \propto \chi$ and that gives rise to a dimension-5 operator,

$$\frac{c_1}{\Lambda_\chi} (\partial \phi)^2 \chi.$$  

(6.2)

Here $c_1$ is an $O(1)$ dimensionless coefficient and $\Lambda_\chi$ denotes an energy scale above which the EFT description breaks down. Motivated by this parametrization, we can also describe the interactions between $\phi$ and $\sigma$ (with mass $m_\sigma$),

$$\frac{c_2}{\Lambda_\sigma} (\partial \phi)^2 \sigma.$$  

(6.3)

Since $\sigma$ oscillates about its minimum, the cutoff $\Lambda_\sigma$ should be bigger than both the amplitude and frequency of such oscillations for a controlled EFT description.

Combining such interactions, the leading terms in the EFT up to dimension-6 are given by (respecting $\phi$-shift symmetry),

$$\frac{c_1}{\Lambda_\chi} (\partial \phi)^2 \chi + \frac{c_2}{\Lambda_\sigma} (\partial \phi)^2 \sigma + \frac{c_3}{\Lambda_\chi^2} (\partial \phi)^2 \chi^2 + \frac{c_4}{\Lambda_\sigma^2} (\partial \phi)^2 \sigma^2 + \cdots.$$  

(6.4)
For simplicity, we have assumed that there is no direct coupling between $\sigma$ and $\chi$ at the tree level. We now describe the constraints on the terms in (6.4) assuming all $c_i \sim \mathcal{O}(1)$:

- The terms involving $c_1$ and $c_2$ give rise to tree-level corrections to the scalar power spectrum, whose order of magnitude is quoted in (4.28). Requiring those to be small implies,

$$\Lambda_{\chi} \gtrsim \dot{\phi}_0/m_\chi, \quad (6.5)$$
$$\Lambda_{\sigma} \gtrsim \dot{\phi}_0/m_\sigma. \quad (6.6)$$

- The terms involving $c_3$ and $c_4$ give rise to mass corrections of the $\chi$ and $\sigma$ fields when $\phi$ is set to $\phi_0$. Requiring these to be smaller than their tree-level values, we get the same constraints as the above.

- In the above we have written terms involving $(\partial_\phi)^2$. To ensure a subdominant correction from terms with $(\partial_\phi)^{n>2}$, we require [72]

$$\Lambda_{\chi} > \sqrt{\dot{\phi}_0}, \quad (6.7)$$
$$\Lambda_{\sigma} > \sqrt{\dot{\phi}_0}. \quad (6.8)$$

- Finally, we can also have loops of $\chi$ and/or $\sigma$ giving rise to inflaton self-interactions $\propto (\partial_\phi)^4$. However, such corrections are small once the above constraints are obeyed.

Therefore, in the following we will impose the constraints in Eqs. (6.5) and (6.6) to determine the viable parameter space.

### 6.2 Inflation models with oscillatory features in the potential

One way a small time-dependent oscillatory component in the background evolution can arise is simply via periodic features in the inflaton potential or its internal space. As an example, such features in the inflaton potential can be generically written as

$$\mathcal{L}_{\text{resonant model}} = V_{sr}(\phi) \left[ 1 + c_{osc} \sin \left( \frac{\phi}{\phi_r} + \beta \right) \right], \quad (6.9)$$

where $V_{sr}(\phi)$ denotes any slow-roll potential for the inflaton field $\phi$, and the small correction in the squared bracket is the oscillatory feature ($c_{osc}$, $\phi_r$ and $\beta$ are constants). These models are called the resonant models because the background periodic oscillation, induced by the features, resonates with the quantum fluctuations of the massless inflaton field mode by mode, generating resonant features in the power spectrum and non-Gaussianities [91–94]. The high-energy-physics motivated model-building realization of this class of models can be found in the axion-monodromy inflation [92] as a large-field example and brane inflation [97] as a small-field example.

In this work, we consider another effect of this background oscillation in addition to its effect on the inflaton field. Namely, this oscillation introduces a new energy scale that can be used to quantum-mechanically excite spectator massive fields, which leave their signatures at the cosmological collider physics.
Given Eq. (6.9), a subdominant, but high-frequency, inflaton oscillation \( \phi_1(t) \) would get induced on top of the slow-roll dynamics determined by \( \phi_0(t) \),

\[
\phi_{\text{background}} = \phi_0(t) + \phi_1(t). \tag{6.10}
\]

A precise form of \( \phi_1(t) \) can be determined once Eq. (6.9) is specified. Here, we generically write following the EFT expansion in Eq. (6.4),

\[
-2 \frac{c_1}{\Lambda_\chi} \left( \frac{\dot{\phi}_0 + \dot{\phi}_1}{\Lambda_\chi} \right) \delta \phi \delta \chi - \frac{c_1}{\Lambda_\chi} \left[ (\delta \phi)^2 - \frac{1}{a^2} (\partial \delta \phi)^2 \right] \delta \chi + \cdots. \tag{6.11}
\]

To match with Eq. (3.6) we parametrize

\[
-2 \frac{c_1}{\Lambda_\chi} \dot{\phi}_0 \equiv \rho, \quad -2 \frac{c_1}{\Lambda_\chi} \dot{\phi}_1 \equiv \rho B(t) = \rho B_0 \sin (\omega_c (t - t_0)) = \frac{i}{2} \rho B_0 \left( \frac{\eta}{\eta_0} \right)^{i \mu_c} + \text{c.c.}, \tag{6.12}
\]

and take \( \lambda = -c_1 \) and \( \Lambda = \Lambda_\chi \). Thus \( B(t) = \dot{\phi}_1 / \dot{\phi}_0 \).

We now discuss how \( B(t) \) is related to the fundamental parameters \( c_{\text{osc}} \) and \( \phi_r \). Using the \( \dot{\phi}_1 \) equation of motion, we can estimate

\[
\ddot{\phi}_1 \sim c_{\text{osc}} V_{sr} \cos(\omega_c t)/\phi_r. \tag{6.13}
\]

Here we have denoted \( \dot{\phi}/\dot{\phi}_r \approx \dot{\phi}_0 t / \dot{\phi}_r \equiv \omega_c t \) and ignored the subdominant friction term since we are interested in \( \omega_c \gg H \). We have also dropped unimportant phase factors. Therefore, \( \phi_1 \) oscillates with a frequency \( \omega_c \) due to the source term and is given by

\[
\phi_1 \sim \frac{c_{\text{osc}} V_{sr}}{\phi_r \omega_c^2} \cos(\omega_c t). \tag{6.14}
\]

Using this we can estimate \( B(t) \)

\[
B(t) = \frac{\dot{\phi}_1}{\dot{\phi}_0} \sim \frac{c_{\text{osc}} V_{sr}}{\phi_r \omega_c \dot{\phi}_0} \sin(\omega_c t) \sim \frac{c_{\text{osc}} V_{sr}}{\phi_r^2 \omega_c^2} \sin(\omega_c t). \tag{6.15}
\]

To estimate the correction to power spectrum due to the resonant feature, we can expand \( \phi \approx \phi_0 + \delta \phi \). This implies,

\[
\mathcal{L}_{\text{resonant model}} \supset \frac{c_{\text{osc}} V_{sr}}{\phi_r^2 \omega_c^2} \sin(\phi_0 / \phi_r) \left( \frac{\delta \phi}{\phi_r} \right)^2. \tag{6.16}
\]

Since inflaton fluctuations are produced with energy \( \omega_c \), we can use \( \dot{\phi} \sim \omega_c \delta \phi \) to get

\[
\mathcal{L}_{\text{resonant model}} \supset \frac{c_{\text{osc}} V_{sr}}{\omega_c^2 \phi_r^2} \sin(\phi_0 / \phi_r) \delta \phi^2 \sim B(t) \delta \phi^2. \tag{6.17}
\]

Thus we see the same oscillatory source \( B(t) \) that contributes to the NG, also controls the correction to power spectrum in this model. Consequently, we can choose \( B(t) \) based on the observational constraint on power spectrum and determine how large NG can be.
6.3 Inflation models with classically oscillating fields

From a UV-completion point of view, the trajectory of the inflaton is determined by the low energy valleys of the inflationary potential landscape. This landscape can be formed by many fields and can have a very large dimension, so it is natural to expect that these valleys are not always straight and that there are sharp features which, from time to time, disturb the inflaton away from its attractor solution. If the features are sharp enough, massive fields that are orthogonal to the valley may be excited and can start to oscillate classically. Although the mechanism underlying the sharp feature can be very model-dependent, once a massive field starts to oscillate, its evolution is quite model-independent. If the mass of such a field is a constant $m_\sigma > 3H/2$, its oscillation is approximately a harmonic one with a decaying amplitude due to the spatial expansion, namely,

$$\sigma_c(t) = \sigma_s(a/(a_0))^{-3/2} \sin(m_\sigma(t - t_\sigma)) \theta(t - t_0), \quad (6.18)$$

where $(a/(a_0))^{-3/2}$ is due to the Hubble dilution of the field amplitude, $t_0$ is the time of the sharp feature and $t_\sigma$ specifies the phase of the oscillation. Through the direct coupling between $\sigma$ and $\phi$, this oscillation induces a classical oscillation in $\phi$. Parametrizing $\phi = \phi_0 + \phi_1$ as before, using $\phi_1$ equation of motion we have,

$$\ddot{\phi}_1 + \dot{\phi}_0 \frac{\sigma_c}{\Lambda} \approx 0. \quad (6.19)$$

This determines,

$$B(t) = \frac{\dot{\phi}_1(t)}{\dot{\phi}_0(t)} \approx -\frac{\sigma_c}{\Lambda}. \quad (6.20)$$

Next, we estimate the correction to the power spectrum. In this example, such an effect comes from $(\partial \phi)^2 \sigma/\Lambda$. Therefore this correction is determined by $\sigma_c/\Lambda$, or equivalently, the same oscillatory source $B(t)$ that controls NG. Consequently, we can use observational constraints on $B(t)$ through power spectrum measurements, to determine how large NG can be.

Because of our assumption in (6.4) that $\sigma$ and $\chi$ are approximately decoupled, the classical oscillation induced in $\chi$ is of higher order in $1/\Lambda$ than those in $\sigma$ and $\phi$ and therefore neglected here.\footnote{This classical oscillation can also lead to observational signatures, especially in power spectrum. Introducing a direct coupling between $\sigma$ and $\chi$ will further enhance such signatures. We leave these more complicated cases for future study.}

6.4 Benchmarks for classical cosmological collider physics

Now we discuss the viable parameter space given the EFT constraints and the existing power spectrum measurements. As given in Eq. (4.48), the NG contribution is proportional to $\rho B_0 \lambda/\Lambda$. We focus on each of these factors now.

We set $\lambda = c_1 = 1$ for simplicity. To obey the constraint (6.5), we require a sufficiently small magnitude of the mixing parameter $\rho$,

$$\rho < m_\chi. \quad (6.21)$$
This also ensures a small heavy-field contribution to the power spectrum as discussed in Eq. (4.28). Combining the above mentioned constraints from EFT considerations and power spectrum, we get

$$\frac{\rho}{\Lambda} < \min \left\{ \frac{m^2}{\phi_0}, 1 \right\}. \quad (6.22)$$

Here we note that as $m_\chi > \sqrt{\phi_0}$, a stronger bound $\rho < \Lambda$, originating from Eq. (6.7), comes into play. Overall, this constraint weakens as we go to larger masses. However, given our focus on $m_\chi \gg H$ and to be conservative, we consider a benchmark $\rho/\Lambda = 0.03$ which is obeyed for all $m_\chi \gtrsim 10H$.

Next we discuss the constraints on $B_0$. We saw in the previous two subsections that $B_0$ appears as a correction to power spectrum via a term schematically of the type $B_0 \sin(\omega_c t)(\partial \phi)^2$, whose effect was described in Eq. (4.26). Observational constraints on such corrections from CMB were discussed in Ref. [1, 90, 108] which gives $B_0 \lesssim 5 \times 10^{-3}$ for $n = 0$ and $\mu_c \sim 20$. For $n = 3/2$, the constraint is a factor of few weaker. For higher values of $\mu_c$ that we are interested in, the constraint on $B_0$ is expected to weaken as well. However, to be conservative we still enforce the same restriction $B_0 \lesssim 5 \times 10^{-3}$ for all $\mu_c$ and for both $n = 0$ and $n = 3/2$. These choices of $B_0$ and $\rho$ also ensure a small correction to the power spectrum due to feature-heavy field contribution in Eq. (4.34). To summarize, the above discussions justify our choice of $B_0 = 5 \times 10^{-3}$ and $\rho/\Lambda = 0.03$ in Fig. 5 through Fig. 8.

With these choices we show the resulting strength of NG in Fig. 9. This shows that large NG can arise for masses $\sim 100H$, or in principle, even larger. Due to the introduction of the classical source, this overcomes the upper limit of $\dot{\phi}_0^{1/2} \approx 60H$ present in earlier studies involving current-coupling.

7 Summary and discussions

From a UV perspective, the inflationary landscape can very well consist of many fields with the inflaton being one light degree of freedom that rolls along some particular direction in the landscape. It is natural to imagine that such a landscape is not flat everywhere and non-shift symmetric features can easily arise. Such primordial features can lead to various interesting effects in cosmological correlation functions and have been studied extensively in the literature.

In this work, we have explored a novel connection between the study of primordial features and the cosmological collider physics program. Namely, these primordial features naturally establish a cosmological collider with super-Hubble energy. In particular, we have studied how such primordial features can lead to quantum mechanical production of heavy particles. Since the energy scale corresponding to such features can be much larger than the Hubble scale during inflation, primordial features can efficiently excite very heavy degrees of freedom, extending the reach of the existing cosmological collider program by a few orders of magnitude. Such features are uniquely relevant in producing heavy, real scalar particles which otherwise are not excited by standard shift-symmetric inflaton couplings.

Concretely, we have focused on two classes of mechanisms. In the first scenario, summarized in Fig. 10a, we focus on oscillatory primordial features. Such features can, for example, come from coherent oscillations of another massive field or subdominant oscillations of the inflaton itself in resonance models. These classical oscillations can induce a scale-dependent NG
of the type $S \propto \sin \left(\frac{\omega_c}{H} \log \left( \frac{k_{\text{short}}}{k_{\text{long}}} \right) + \text{phase} \right)$ that characterizes the dynamics of the feature itself before the production of $\chi$ particles at the vertex marked with the red cross. Once the $\chi$ particles are produced, they oscillate quantum-mechanically with their characteristic frequency $e^{-i m \chi t}$ until their decay at the vertex marked with the green dot. This leads to shape-dependent NG of the type $S \propto \sin \left( \frac{m \chi}{H} \log \left( \frac{k_{\text{short}}}{k_{\text{long}}} \right) \right)$ which constitutes the cosmological collider signal. As long as $\omega_c > m \chi$, the oscillatory feature is energetic enough to lead to an unsuppressed NG.

In the second scenario, summarized in Fig. 10b, the primordial feature that is responsible for $\chi$ particle production is a non-oscillatory, sharp feature. While there can be various ways in which a sharp feature can arise, we consider a simple parametrization in which the sharp
feature is a step function in time. Since such a step function has a Fourier support over a wide frequency range, including super-$H$ scales, unsuppressed production of particles with $m_\chi \gg H$ can occur. While the shape-dependent NG is same as in the first scenario, the scale dependence is different due to the different nature of the feature. Unlike the case of continuous oscillations, a step function acts for a short period of time around $t_0$. Therefore, the scale-dependent NG is of the sharp feature type $S \propto \sin \left( \frac{2(k_{\text{max}})}{k_0} \right)$.

We find that both scenarios can give rise to strong enough NG signatures that may be observable in the future and can correlate with signals in the power spectrum.

There remain various interesting directions that can be pursued in the future. For simplicity, we have considered production of scalar fields. It would be interesting to generalize these mechanisms to include particles with non-zero spins. We have considered a simple parametrization for the clock field oscillation and parametrized the couplings in an EFT framework. It would be interesting to consider more complicated possibilities where the background features enter the couplings and investigate how they modify the predictions. It would be also useful to consider a complete model with a sharp feature that describes the entire dynamics of the classical field-inflaton system and evaluate the resulting non-Gaussian contributions. Furthermore, we have seen that in the presence of primordial features, the non-Gaussianity signatures have both a shape and scale dependence that are correlated. New kinds of templates are needed to analyze these simultaneously present signatures. In particular, it would be very interesting to revisit the existing large-scale structure and 21-cm cosmology forecasts to see what values of heavy masses can be probed in the future.
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A IR expansion analysis for $\mu > \mu_c$

Here we give an explicit computation for the parametric dependence of the bispectrum for $\mu > \mu_c$ as mentioned in Sec. 4.1.2. We utilize the IR expansion method developed in [11] to evaluate Eq. (4.6).

Let us define UV region as $z > \sqrt{\mu}$ and IR region as $z < \sqrt{\mu}$. We show that the UV contribution, considering UV asymptotic forms of the mode functions, is exponentially suppressed. Also, extending the IR asymptotic forms to the UV region gives an exponentially suppressed contribution. However, integrating IR asymptotic forms over the full region yields a power-law suppressed result. These justify that the main contribution is from the late-time integration and the IR expansion method captures that leading contribution. In the remainder of this section we perform these calculations. While the details are somewhat technical, the final result of this subsection is given in Eq. (4.23) which is easy to understand from an effective field theory point of view as we explain there.
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We first do a Wick rotation in Eq. (4.6) to better handle the oscillatory components of the integral. Using the variables \( y_1 = +iz_1 \) and \( y_2 = +iz_2 \), the Wick-rotated integral read as,

\[
\int_0^\infty dz_1 \frac{3/2}{\sqrt{2}} H_{i\mu}^{(1)}(z_1) e^{-ipz_1} \int_0^\infty \frac{dz_2}{\sqrt{2}} H_{i\mu}^{(2)}(z_2) e^{-iz_2} z_2^{n+i\mu c} = (-i)^{n+i\mu c+3} \int_0^\infty dy_1 y_1^{3/2} H_{i\mu}^{(1)}(-iy_1)e^{-py_1} \int_y^\infty dy_2 H_{i\mu}^{(2)}(-iy_2)e^{-y_2} y_2^{n+i\mu c-1/2}. \tag{A.1}
\]

**UV contribution using UV asymptotics.** The scaling of the UV contribution using the early-time asymptotic expansion in Eq. (4.11) is proportional to

\[
(-i)^{n+i\mu c+2} \int_\sqrt{\mu}^\infty dy_1 y_1 e^{-py_1+y_1} \int_1^\infty dy_2 y_2^{n-1+i\mu c} e^{-2y_2}. \tag{A.2}
\]

Note that we have extended the range of validity of the early-time expansion from \( z \sim \mu^2 \) down to \( \sqrt{\mu} \). Below \( z \sim \mu^2 \) the UV asymptotic from is not fully accurate, but for the purpose of finding the parametric dependence this is sufficient. Because of the exponential decay in the inner integral, the main contribution is from \( y_2 \simeq y_1 \), so we have

\[
e^{\pi\mu c/2} \int_\sqrt{\mu}^\infty dy_1 y_1^{n+i\mu c} e^{-(1+p)y_1} \propto e^{\pi\mu c/2} e^{-(1+p)\sqrt{\mu}}. \tag{A.3}
\]

This shows that the UV contribution is exponentially suppressed for large \( \mu \) values.

**UV contribution using IR asymptotics.** Next we integrate the late-time asymptotic form Eq. (4.10) over the UV region and the result is proportional to,

\[
\frac{1}{\mu} (-i)^{n+3+i\mu c} \int_\sqrt{\mu}^\infty dy_1 y_1^{3/2+i\mu c} e^{-py_1} \int_1^\infty dy_2 y_2^{n-1/2+i\mu c-i\mu c} e^{-y_2}. \tag{A.4}
\]

We again consider the main contribution of the inner integral from \( y_2 \simeq y_1 \), so we have

\[
\frac{1}{\mu} (-i)^{n+3+i\mu c} \int_\sqrt{\mu}^\infty dy_1 y_1^{3/2+i\mu c} e^{-py_1} y_1^{n-1/2+i\mu c-i\mu c} e^{-y_1} \propto e^{\pi\mu c/2} e^{-(1+p)\sqrt{\mu}}. \tag{A.5}
\]

Thus, we find that this integral is also exponentially suppressed with respect to \( \mu \).

**Full contribution using IR asymptotics.** Next step is to integrate the IR asymptotic form over full range. If the result is power-law suppressed instead of exponentially, we can trust that this result is the leading result. We will see that this is indeed the case. So we calculate

\[
\frac{1}{\mu} z_{0}^{-n-i\mu c} (-i)^{n+3+i\mu c} \int_0^\infty dy_1 y_1^{3/2+i\mu c} e^{-py_1} \int_1^\infty dy_2 y_2^{n-1/2+i\mu c-i\mu c} e^{-y_2}. \tag{A.6}
\]

The inner integral can be written in terms of incomplete gamma functions:

\[
\frac{1}{\mu} z_{0}^{-n-i\mu c} (-i)^{n+3+i\mu c} \int_0^\infty dy_1 y_1^{3/2+i\mu c} e^{-py_1} \Gamma(n + 1/2 + i\mu c - i\mu, y_1). \tag{A.7}
\]

To perform the last integral, we expand the outer integrand in a power series and integrate each component, and then we resum the series. Series expansion of the outer integrand is

\[
y_1^{3/2+i\mu c} e^{-py_1} = \sum_{w \geq 0} \frac{3/2+w+i\mu(-p)^w}{w!}. \tag{A.8}
\]
We rewrite the integral in Eq. (A.7) as
\[ \sum_w \int_0^\infty d\gamma_1 \gamma_1^{3/2+w+i\mu} \frac{(-p)^w}{w!} \Gamma(n + 1/2 + i\mu - i\mu_1, y_1). \] (A.9)

Now the integral can be done analytically
\[ \frac{1}{\mu} z_0^{-n-i\mu_c} (-i)^{n+3+i\mu_c} \sum_w \frac{(-p)^w}{w!} \frac{\Gamma(n + 3 + w + i\mu_c)}{5/2 + w + i\mu}. \] (A.10)

Next we sum over \( w \) and the result can be written in terms of a Hypergeometric function
\[ \frac{1}{\mu} z_0^{-n-i\mu_c} e^{-i\pi(n+3)/2} e^{i\pi n/2} \frac{\Gamma(n + 3 + i\mu_c)}{5/2 + i\mu} \sum w 2F_1(5/2 + i\mu, n + 3 + i\mu_c; 7/2 + i\mu; -p). \] (A.11)

In the squeezed limit we can expand the Hypergeometric function, leading to
\[ \sim \frac{\sqrt{2\pi}}{\mu} z_0^{-n-i\mu_c} e^{-i\pi/4-i\mu_c} \frac{\Gamma(n+3+i\mu_c)}{5/2 + i\mu} p^{-(n+3+i\mu_c)} \]
\[ + \frac{\sqrt{2\pi}}{\mu} z_0^{-n-i\mu_c} e^{-i\pi/4-i\mu_c} \frac{\Gamma(n+7/2+i\mu_c)}{7/2 + i\mu_c} p^{-(7/2+i\mu_c)}. \] (A.12)

In the \( \mu \gg \mu_c \) these two terms have scaling with \( \mu \) as follows\(^{10}\):

First line of Eq. (A.12) \( \propto \mu^{-2} \) (A.13)

Second line of Eq. (A.12) \( \propto e^{-\pi(\mu-\mu_c)/\mu} \mu^{n+2} p^{-(5/2+i\mu)} \). (A.14)

Thus we see that the result is power-law suppressed as mentioned. This parametric dependence simply encodes the fact that we are integrating out a heavy field with mass \( m_\chi \) to get a contact contribution to the bispectrum. Therefore, it does not have the unsuppressed non-local, non-analytic oscillatory bispectrum signature. While this leading dependence is robust, the subleading term Eq. (A.14) \( \propto p^{-i\mu} \) is exponentially suppressed and should be compared to the exponentially suppressed UV contribution. In (A.3), we found UV contribution \( \propto e^{-\pi \sqrt{\mu}} \) but the choice of cut-off \( \sqrt{\mu} \) there is somewhat arbitrary. Even so, for the squeezed limit \( p > \sqrt{\mu} \) and \( \mu \gtrsim \mu_c \) we expect the second line of (A.12) to be the dominant collider signal encoding \( \mu \). This parametric dependence also matches with Eq. (4.46), the expectation from the squeezed limit analytic computation.

B ++ diagrams

In this appendix we show why the ++ diagrams are always exponentially suppressed in our scenario. The ++ diagrams can be written as multiplication of separate, independent integrals as shown Fig. 11. We have
\[ \text{diagram 11a} \propto I_2^- \times I_2^+, \]
\[ \text{diagram 11b} \propto I_2^+ \times I_3^+. \] (B.1)
(B.2)

\(^{10}\)Using Eq. (E.1), we find that
\[ \text{Eq. (A.12)} \sim -i \frac{\sqrt{2\pi}}{\mu^2} z_0^{-n-i\mu_c} e^{-i\pi/4-i\mu_c} \mu_c^{n+5/2+i\mu_c} p^{-(n+3+i\mu_c)} \]
\[ - i 2\pi e^{-\pi(\mu-\mu_c)/\mu} z_0^{-n-i\mu_c} e^{-i\pi-i\mu_c} \mu^{n+2} p^{-(5/2+i\mu)}. \]
These integrals can be solved analytically as follows:

\[ I^-_2 = e^{-\pi \mu/2} \int_0^\infty \frac{dz_2}{\sqrt{\pi}} H^{(1)}_{i\mu}(z_2) e^{iz_2} z_2^{2n-\mu c} + \{\mu_c \rightarrow -\mu_c\} \]

\[ = \frac{(i/2)^{-n/2-\mu c}}{\sqrt{\pi}} \Gamma(n + 1/2 + i\mu - i\mu_c) \Gamma(1/2 - i\mu - i\mu_c) \{\mu_c \rightarrow -\mu_c\}, \quad (B.3) \]

\[ I^+_2 = e^{\pi \mu/2} \int_0^\infty \frac{dz_1}{\sqrt{\pi}} H^{(2)}_{i\mu}(z_1) e^{-iz_1} \frac{\sqrt{2i}}{\pi} \Gamma(1/2 + i\mu) \Gamma(1/2 - i\mu), \quad (B.4) \]

\[ I^+_3 = e^{\pi \mu/2} \int_0^\infty dz_1 z_1^{3/2} H^{(2)}_{i\mu}(z_1) e^{-ipz_1} = e^{\pi \mu/2} (ip)^{-5/2} \left[ \frac{i\Gamma(i\mu)}{\pi} X_{-i\mu} - \frac{\coth(\pi\mu) - 1}{\Gamma(1 + i\mu)} X_{+i\mu} \right], \quad (B.5) \]

where

\[ X_{\pm i\mu} = (2ip)^{\mp\mu} \Gamma(5/2 \pm i\mu) \text{F}1\left[\frac{1}{2}(5/2 \pm i\mu), \frac{1}{2}(7/2 \pm i\mu); 1 \pm i\mu; \frac{1}{p^2}\right]. \quad (B.6) \]

While \( I^-_2 \) is not exponentially suppressed, we have \( I^+_2 \) and \( I^+_3 \propto e^{-\pi \mu} \). In summary, the ++ diagram is overall exponentially suppressed for both power spectrum and bispectrum.
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\text{Time-ordering}
\end{array} \quad \begin{array}{c}
\text{Time-ordering}
\end{array}
\]

\[ (b) \quad \begin{array}{c}
\text{Time-ordering} \\
\eta_{\text{end}}
\end{array} \quad \begin{array}{c}
\text{Anti time-ordering}
\end{array} \quad \begin{array}{c}
\times
\end{array} \quad \begin{array}{c}
\text{Anti time-ordering}
\eta_{\text{end}}
\end{array} \quad \begin{array}{c}
\text{Time-ordering}
\end{array} \quad \begin{array}{c}
\text{Time-ordering}
\end{array}
\]

**Figure 11.** Feynman diagrams for +− contributions to (a) power spectrum and (b) bispectrum under classical background oscillations. These diagrams can be factorized into separate single vertex diagrams, denoted by \( I^-_2 \), \( I^+_2 \), and \( I^+_3 \), and can be individually computed.

**C Full ++ contribution to the bispectrum**

In this Appendix, we present details of the numerical results shown in Figures 5 to 8. We discuss the method for general choice of \( \mu_c \) and \( n \) as shown in the background model (4.1).
To compute results of the sharp feature scenario (Fig. 7 and Fig. 8), we set \( \mu_c = n = 0 \) in the following formalism.\(^{11}\)

**Setup.** As we showed in App. B, the \( ++ \) contribution (diagram 2a) is exponentially suppressed for heavy massive fields \( \mu \gg 1 \). Therefore, we disregard it in the following calculation and focus on the \( +\mu \) contributions: diagrams 2b and 2c, i.e.,

\[
\langle \delta \phi^3 \rangle_{++} \approx \text{diagram } 2b + \text{diagram } 2c. \quad (C.1)
\]

We define two dimensionless integrals \( I_{\text{diag.2b}} \) and \( I_{\text{diag.2c}} \) corresponding to each of the diagrams,

\[
diagram 2b \equiv \frac{\rho \lambda}{\Lambda} - \frac{\pi H^3}{32k_1k_2k_3^3} B_0 \sqrt{T} \quad I_{\text{diag.2b}},
\]

\[
diagram 2c \equiv \frac{\rho \lambda}{\Lambda} - \frac{\pi H^3}{32k_1k_2k_3^3} B_0 \sqrt{T} \quad I_{\text{diag.2c}}.
\]

where we have

\[
I_{\text{diag.2b}} = \int_0^\infty dz_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H_{\mu \nu}^{(1)}(z_1) e^{-ipz_1}
\times \int_1^\infty \frac{dz_2}{\sqrt{2}} H_{\mu \nu}^{(2)}(z_2)e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{\mu + 4\mu_c} \theta(z_0 - z_2) - \{ \mu_c \rightarrow - \mu_c \}.
\]

\[
I_{\text{diag.2c}} = \int_0^\infty dz_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H_{\mu \nu}^{(2)}(z_1) e^{-ipz_1}
\times \int_1^\infty \frac{dz_2}{\sqrt{2}} \left( \frac{z_1}{z_0} \right)^{\mu + 4\mu_c} \theta(z_0 - z_1)
\times \int_1^\infty dz_2 \left[ T_1(z_2) + T_2(z_2) + T_3(z_2) \right] H_{\mu \nu}^{(2)}(z_2) e^{-ipz_2} - \{ \mu_c \rightarrow - \mu_c \}.
\]

Here the different terms resulting from inflaton derivative structure in (4.39) contribute as,

\[
T_1(z) = z^{3/2} \left( 1 - \frac{k_1 \cdot k_2}{k_1 k_2} \right) = z^{3/2} \left( 2 - \frac{2}{p^2} \right),
\]

\[
T_2(z) = z^{-1/2} \left( \frac{k_1 \cdot k_2 k_3}{k_1 k_2} \right) = -z^{-1/2} \frac{4}{p^2} \left( 1 - \frac{2}{p^2} \right),
\]

\[
T_3(z) = z^{1/2} \left( \frac{k_1 \cdot k_2 k_3}{k_1 k_2} \right) \left( \frac{k_1 + k_2}{k_3} \right) = -z^{1/2} \frac{4i}{p} \left( 1 - \frac{2}{p^2} \right),
\]

where we have assumed special case of \( k_1 = k_2 \) and \( p = (k_1 + k_2)/k_3 \) in the second equalities.

We recast (C.5) to a form similar to (C.4), so we can compute them using the same method. For this purpose, we switch the inner and outer integrand. This can be expressed as

\[
I_{\text{diag.2c}} = \int_0^\infty dz_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H_{\mu \nu}^{(2)}(z_1) e^{-ipz_1}
\times \int_0^\infty \frac{dz_2}{\sqrt{2}} H_{\mu \nu}^{(1)}(z_2) e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{\mu + 4\mu_c} \theta(z_0 - z_2) - \{ \mu_c \rightarrow - \mu_c \}.
\]

\(^{11}\)More precisely, instead of \( \int_0^\infty \frac{dz_1}{z_1} \cdots \int_0^\infty \frac{dz_2}{z_2} \cdots (i/2) (z_2/z_0)^{\mu + 4\mu_c} \theta(z_0 - z_2) - \{ \mu_c \rightarrow - \mu_c \} \) we calculate \( \int_0^\infty \frac{dz_1}{z_1} \cdots \int_0^\infty \frac{dz_2}{z_2} \cdots \theta(z_0 - z_2) \).
To implement the $\theta(z_0 - z_2)$ in (C.7) and for further simplification in the next steps, we further split the integration range to $z_1 \in [z_0, \infty]$ and $z_1 \in [0, z_0]$ which schematically reads as,

\[
\int_0^{\infty} dz_1 \cdots \int_0^{z_1} dz_2 \cdots \theta(z_0 - z_2) = \\
\int_{z_0}^{\infty} dz_1 \cdots \int_0^{z_1} dz_2 \cdots \theta(z_0 - z_2) + \int_0^{z_0} \int_0^{z_1} dz_1 \cdots \int_0^{z_2} \cdots \theta(z_0 - z_2) = \\
\int_{z_0}^{\infty} dz_1 \cdots \int_0^{z_0} dz_2 \cdots + \int_0^{z_0} dz_1 \cdots \int_0^{z_1} dz_2 \cdots. 
\]  

(C.8)

Following this structure we can express the two contributions as follows:

\[
I_{\text{diag,2c}}^{1st} = \int_{z_0}^{\infty} dz_1 [T_1(z_1) + T_2(z_1) + T_3(z_1)] H_{i\mu}^{(2)}(z_1)e^{-ipz_1} \\
\times \int_{z_0}^{z_1} \frac{dz_2}{\sqrt{2z_2}} H_{i\mu}^{(1)}(z_2)e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{n+i\mu_c} - \{\mu_c \to -\mu_c \}, 
\]  

(C.9)

\[
I_{\text{diag,2c}}^{2nd} = \int_0^{z_0} dz_1 [T_1(z_1) + T_2(z_1) + T_3(z_1)] H_{i\mu}^{(2)}(z_1)e^{-ipz_1} \\
\times \int_0^{z_1} \frac{dz_2}{\sqrt{2z_2}} H_{i\mu}^{(1)}(z_2)e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{n+i\mu_c} - \{\mu_c \to -\mu_c \}. 
\]  

(C.10)

**The three integrals.** To summarize, the non-Gaussianity signal can be expressed in terms of (C.4), (C.9), and (C.10) as

\[
\langle \delta \phi^3 \rangle' \simeq \frac{\rho \lambda}{\Lambda} \frac{-\pi H^3}{32 k_1 k_2 k_3} B_0 \left[ I_{\text{diag,2c}}^{1st} + I_{\text{diag,2c}}^{1st} + I_{\text{diag,2c}}^{2nd} \right] + \text{c.c.} 
\]  

(C.11)

Therefore, using (4.47), the shape function is

\[
S(k_1, k_2, k_3) \simeq \frac{\rho \lambda}{\Lambda} \frac{\pi}{32 H^2} \frac{4^\phi}{B_0 k_1 k_2 k_3} \left[ I_{\text{diag,2c}}^{1st} + I_{\text{diag,2c}}^{1st} + I_{\text{diag,2c}}^{2nd} \right] + \text{c.c.} 
\]  

(C.12)

**Analytic result for the inner integrals.** Using the analytic result of the inner integrals, we simplify the nested structure of (C.4), (C.9), and (C.10) to three one-layer integrals. Indefinite form of the inner integrals are

\[
\mathcal{F}_{\text{inner C.4}}(z) = \frac{d z_2}{\sqrt{2}} H_{i\mu}^{(2)}(z_2)e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{n+i\mu_c} - \frac{i}{2} \left[ (1 - \coth \pi \mu) \mathcal{F}_{i\mu} + \csch \pi \mu \mathcal{F}_{-i\mu} \right], 
\]  

(C.13)

\[
\mathcal{F}_{\text{inner C.9/C.10}}(z) = \frac{d z_2}{\sqrt{2}} H_{i\mu}^{(1)}(z_2)e^{-iz_2} \frac{i}{2} \left( \frac{z_2}{z_0} \right)^{n+i\mu_c} - \frac{i}{2} \left[ (1 + \coth \pi \mu) \mathcal{F}_{i\mu} - \csch \pi \mu \mathcal{F}_{-i\mu} \right], 
\]  

(C.14)

where

\[
\mathcal{F}_{i\mu} = \left( \frac{z}{z_0} \right)^{i\mu} \left( \frac{z}{z_0} \right)^{n+1+i\mu_c} 2 F_2 \left( \frac{i\mu + \frac{1}{2}}{2}, n + i\mu + i\mu_c + \frac{1}{2}, 2i\mu + 1, n + i\mu + i\mu_c + \frac{3}{2}, -2iz \right) \left( \frac{i\mu + i\mu_c + n + \frac{1}{2}}{\Gamma(1+i\mu)} \right) 
\]  

(C.15)
Substituting this results back in (C.4), (C.9), and (C.10) yields

\[
\mathcal{I}_{\text{diag.2b}} = \int_{0}^{\infty} d\tilde{z}_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H^{(1)}_{i\mu}(z_3) e^{-ipz_1} \left[ \mathcal{F}_{\text{C.4}}^{\text{inner}}(z_0) - \mathcal{F}_{\text{C.4}}^{\text{inner}}(z_1) \right] - \{\mu_c \rightarrow -\mu_c\}, \tag{C.16}
\]

\[
\mathcal{I}_{\text{1st diag.2c}} = \int_{z_0}^{\infty} d\tilde{z}_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H^{(2)}_{i\mu}(z_1) e^{-ipz_1} \mathcal{F}_{\text{C.9/10}}^{\text{inner}}(z_0) - \{\mu_c \rightarrow -\mu_c\}, \tag{C.17}
\]

\[
\mathcal{I}_{\text{2nd diag.2c}} = \int_{0}^{z_0} d\tilde{z}_1 \left[ T_1(z_1) + T_2(z_1) + T_3(z_1) \right] H^{(2)}_{i\mu}(z_1) e^{-ipz_1} \mathcal{F}_{\text{C.9/10}}^{\text{inner}}(z_1) - \{\mu_c \rightarrow -\mu_c\}. \tag{C.18}
\]

**Wick rotation.** To help numerical convergence, by eliminating UV oscillations, we perform following transformations in (C.16) and (C.17):

- (C.16): Wick rotation of the integration parameters as \( z_1 \rightarrow -iy_1 \).
- (C.17): First, constant shift as \( z_1 \rightarrow \tilde{z}_1 + z_0 \). Then, Wick rotation of the integration parameters as \( \tilde{z}_1 \rightarrow -iy_1 \).

Note that (C.18) is convergent due to the integration cutoff at \( z_0 \). So we numerically compute the following integrals:

\[
\mathcal{I}_{\text{diag.2b}} = -i \int_{0}^{\infty} dy_1 \left[ T_1(-iy_1) + T_2(-iy_1) + T_3(-iy_1) \right] H^{(1)}_{i\mu}(-iy_1) e^{-py_1} \times \left[ \mathcal{F}_{\text{C.4}}^{\text{inner}}(z_0) - \mathcal{F}_{\text{C.4}}^{\text{inner}}(-iy_1) \right] - \{\mu_c \rightarrow -\mu_c\}, \tag{C.19}
\]

\[
\mathcal{I}_{\text{1st diag.2c}} = -i \int_{0}^{\infty} dy_1 \left[ T_1(-iy_1 + z_0) + T_2(-iy_1 + z_0) + T_3(-iy_1 + z_0) \right] H^{(2)}_{i\mu}(-iy_1 + z_0) \times e^{-py_1 - ipz_0} \mathcal{F}_{\text{C.9/10}}^{\text{inner}}(z_0) - \{\mu_c \rightarrow -\mu_c\}, \tag{C.20}
\]

\[
\mathcal{I}_{\text{2nd diag.2c}} = (C.18). \tag{C.21}
\]

Finally, we place the results in (C.12) to compute the bispectrum.

### D Comparison of dominant and subdominant contributions

In this appendix, we compare the contributions to \( \mathcal{S}(k_1, k_2, k_3) \) from Fig. 2b and 2c. We first focus on Fig. 12 where we plot \( \mathcal{S}(k_1, k_2, k_3) \) for the oscillatory scenario corresponding to Eq. (3.7). The left and the right panels correspond to \( n = 0 \) and \( n = 3/2 \), respectively. The results shown in blue correspond to Fig. 2b and their properties were qualitatively explained in the earlier sections. Therefore we now focus on results shown in orange corresponding to Fig. 2c. As evident from the right-\( y \) axis of each panel, the contributions from Fig. 2c are subdominant compared to Fig. 2b.

Fig. 2c captures the case where the 3pt vertex happens before the 2pt vertex. Since there is no resonance at this 3pt vertex, an on-shell production of \( \chi \) is exponentially suppressed. The leading contribution is dominated by the process where \( \chi \) is produced off-shell and we can replace its propagator by a contact interaction proportional to \( 1/\mu^2 \). This implies Fig. 2c
essentially reduces to a diagram where all the inflaton fluctuations are produced from the same vertex. This corresponds to an effective interaction of the type,

\[ \propto B(t) \delta \dot{\phi} \left( \left( \delta \phi \right)^2 - \frac{1}{a^2} \left( \partial_t \delta \phi \right)^2 \right). \]  

(D.1)

This is very similar to the type of models considered in [94], where the interaction terms contain both higher derivatives and scale-dependent couplings which lead to the presence of both non-trivial shape-dependence and scale-dependence in bispectra. The nontrivial \( S(k_1, k_2, k_3) \) then comes from two contributions: first, the oscillation of the source from time \( t_0 \) (or \( \eta_0 \)) till the time of inflaton production \( \eta_{\text{res}} \), and second, the standard shape function corresponding to 3pt inflaton interaction. The first contribution is similar to what was calculated in the resonant models [91–94],

\[ \left( \frac{\eta_0}{\eta_{\text{res}}} \right)^{-n-i\mu_c} \approx \left( \frac{\eta_0}{\mu_c/(k_1 + k_2 + k_3)} \right)^{-n-i\mu_c} \approx \left( \frac{k_1 + k_2 + k_3}{k_0} \right)^{-n-i\mu_c}. \]  

(D.2)

Here the time of production is determined by the energy conservation/resonance relation \(|(k_1 + k_2 + k_3)\eta_{\text{res}}| = \mu_c \) and \( k_0 = 1/|\eta_0| \). The second contribution is determined by the inflaton derivative interactions, similar to what was calculated in [72]. Denoting this component as \( \langle \zeta^3 \rangle_{\text{contact}} \), we get the full shape function as,

\[ S \propto (k_1 k_2 k_3)^2 \langle \zeta^3 \rangle_{\text{contact}} \left( \frac{k_1 + k_2 + k_3}{k_0} \right)^{-n} \sin \left( \mu_c \log \left( \frac{k_1 + k_2 + k_3}{k_0} \right) \right). \]  

(D.3)

In general, \( \langle \zeta^3 \rangle_{\text{contact}} \) is a detailed function of \( k_1, k_2, k_3 \) [72]. However, in the squeezed limit, \( \langle \zeta^3 \rangle_{\text{contact}} \propto 1/(k_1^3 k_3) \), where we have used \( k_1 \approx k_2 \gg k_3 \). Therefore, the full shape function also simplifies,

\[ S_{\text{sq-limit}} \propto \frac{k_3}{k_1} \left( \frac{k_1 + k_2 + k_3}{k_0} \right)^{-n} \sin \left( \mu_c \log \left( \frac{k_1 + k_2 + k_3}{k_0} \right) \right). \]  

(D.4)

Therefore, the function \( S(k_1, k_2, k_3) \) oscillates as \( \sin \left( \mu_c \log \left( \frac{k_1 + k_2 + k_3}{k_0} \right) \right) \) with an envelope given by \( ((k_1 + k_2 + k_3)/k_0)^{-n} \times (k_3/k_1) \) in the squeezed limit. This functional form explains all the orange curves in Fig. 12. On top of this resonant signal, NG induced by oscillatory feature also exhibits sinusoidal running, \( S \propto \sin(K/k_0) \), due to the abrupt onset of the feature at \( t = t_0 \) (see [85] for more explanation), which is manifest in Fig. 12 orange curves.

Now we move on to Fig. 13 where we show results for the sharp feature case given in Eq. (3.8). As before, Fig. 2c again reduces to a contact interaction which we can roughly parametrize as a sharp feature acting on the contact vertex,

\[ \propto B_0 \theta(t - t_0) (\delta \phi)^2 \left( \frac{\delta \phi}{a} \right)^2 - \frac{1}{a^2} \left( \partial_t \delta \phi \right)^2. \]  

(D.5)

Given this structure, we can immediately notice that the oscillation of \( S \) will be given by \( \propto \sin((k_1 + k_2 + k_3)/k_0) \), which explains both oscillation patterns of the orange curves in Fig. 13. We notice from the right panel that the Fig. 2c contribution can actually be comparable or bigger than the Fig. 2b contribution in some kinematic configurations. This is likely a consequence of an infinitely sharp feature and in realistic models this contribution is expected to become smaller. Fig. 14 contains some further comparison between the oscillatory feature and sharp feature case.
Figure 12. Contribution to the shape function \( S(k_1, k_2, k_3) \) for the oscillatory feature scenario from Fig. 2b (blue) and Fig. 2c (orange). The vertical scale corresponding to the blue (orange) curve is shown on the left (right) axis for each panel. The left and the right panels correspond to \( n = 0 \) and \( n = 3/2 \), respectively. The first row shows the dependence of \( S \) on \( k_3/k_0 \) with \( (k_1 + k_2)/k_3 \) fixed; the second row shows the dependence of \( S \) on \( (k_1 + k_2)/k_3 \) with \( k_3/k_0 \) fixed. Note that the orange curves are power-law suppressed in \( \mu \) and do not contain the clock signal with mass \( \mu H \). Their scale-dependent oscillation patterns are determined by the background frequency \( \mu c \) as \( S \propto \sin \left[ \frac{\mu c}{k_0} \log(\frac{K}{k_0}) \right] \) for fixed \( (k_1 + k_2)/k_3 \) (upper) and \( k_3/k_0 \) (lower). Here \( K \equiv k_1 + k_2 + k_3 \). In addition, we observe sinusoidal running in orange curves due to the sharp feature, given by \( S \propto \sin(\frac{K}{k_0}) \) for fixed \( (k_1 + k_2)/k_3 \) (upper) and \( k_3/k_0 \) (lower).

## E Useful formulae

### Asymptotic expansions:

- **Gamma function at \( y \gg 1 \):**

\[
\Gamma(x \pm iy) \simeq \sqrt{2\pi}e^{\mp i\left(\frac{\pi}{4} - \frac{\pi x}{2} + iy\right)}y^{x-1/2 \pm iy}e^{-\pi y/2}, \tag{E.1}
\]

where \( x \) and \( y \) are positive real numbers.

- **Hypergeometric function at \( p \gg 1 \):**

\[
\begin{align*}
\text{for } & 2F_1(a, b; c; p) \simeq \frac{\Gamma(c)\Gamma(b - a)}{\Gamma(b)\Gamma(c - a)}(-p)^{-a} + \frac{\Gamma(c)\Gamma(a - b)}{\Gamma(a)\Gamma(c - b)}(-p)^{-b}. \tag{E.2}
\end{align*}
\]
Figure 13. Contribution to the shape function $S(k_1, k_2, k_3)$ for the sharp feature scenario from Fig. 2b (blue) and Fig. 2c (orange). The vertical scale corresponding to the blue (orange) curve is shown on the left (right) axis for each panel. The sinusoidal running in orange curves is determined by $S \propto \sin((k_1 + k_2 + k_3)/k_0)$ which reduces to the observed frequencies for fixed $(k_1 + k_2)/k_3$ (left) and $k_3/k_0$ (right). We note that, for the right panel, the Fig. 2c (orange) contribution is larger than Fig. 2b (blue) contribution due to the infinite sharpness of the feature in the setup.

- Hankel function at $z \lesssim \sqrt{\mu}$ (late-time expansion):
  
  $$H^{(1)}_{i\mu}(z) \simeq 1 + \coth(\pi\mu) \left( \frac{z}{2} \right)^{-i\mu} - i \frac{\Gamma(i\mu)}{\pi} \left( \frac{z}{2} \right)^{+i\mu}$$

  $$\mu \gg 1 \rightarrow e^{-i\pi/4} \sqrt{\frac{2}{\pi\mu}} e^{i\mu(1-\log\mu)} \left( \frac{z}{2} \right)^{+i\mu}.$$  

  $$H^{(2)}_{i\mu}(z) \simeq 1 - \coth(\pi\mu) \left( \frac{z}{2} \right)^{+i\mu} + i \frac{\Gamma(i\mu)}{\pi} \left( \frac{z}{2} \right)^{-i\mu}$$

  $$\mu \gg 1 \rightarrow e^{i\pi/4} \sqrt{\frac{2}{\pi\mu}} e^{-i\mu(1-\log\mu)} \left( \frac{z}{2} \right)^{-i\mu}.$$  

- Hankel function at $z \gtrsim \mu^2$ (early-time expansion):

  $$H^{(1)}_{i\mu}(z) \simeq e^{-i\pi/4} \sqrt{\frac{2}{\pi z}} e^{i\mu/2} e^{i\mu}$$

  $$H^{(2)}_{i\mu}(z) \simeq e^{i\pi/4} \sqrt{\frac{2}{\pi z}} e^{-i\mu/2} e^{-i\mu}.$$  

Hypergeometric integrals:

$$e^{-i\mu/2} \int_0^\infty dz \, z^n H^{(1)}_{i\mu}(z) e^{i\mu z} =$$

$$\frac{(i/2)^n}{\sqrt{\pi} \Gamma(n+3/2)} \Gamma(n+1+i\mu) \Gamma(n+1-i\mu) \frac{\Gamma(n+1-i\mu)}{\Gamma(n+1-i\mu)}$$

$$F_1(n+1-i\mu, n+1+i\mu; n+3/2, (1-p)/2).$$  

$$e^{i\mu/2} \int_0^\infty dz \, z^n H^{(2)}_{i\mu}(z) e^{-i\mu z} =$$

$$\frac{(-i/2)^n}{\sqrt{\pi} \Gamma(n+3/2)} \Gamma(n+1+i\mu) \Gamma(n+1-i\mu) \frac{\Gamma(n+1+i\mu)}{\Gamma(n+1+i\mu)}$$

$$F_1(n+1+i\mu, n+1-i\mu; n+3/2, (1-p)/2).$$  

(E.7)  

(E.8)
Figure 14. Amplitudes of the feature-induced NG in the contact interaction limit. First row: NG induced by the positive frequency component of the oscillatory feature. This component has sinusoidal running due to the step function as well as resonant signal due to the oscillatory feature. Second row: NG induced by negative frequency component of the oscillatory feature which only contains sinusoidal running as this component has no resonance point. Third row: Subtraction of the second and first rows, corresponding to an oscillatory feature $\propto \sin(\omega (t - t_0) \theta(t - t_0))$. The amplitude of sinusoidal running is reduced compared to each of the positive and negative frequency components as the sharp feature is less sharp, i.e., the background feature $B(t)$ is continuous but with an abrupt onset. Fourth row: Step sharp feature exhibits similar behavior as negative frequency component of the oscillatory feature since in both of these cases only sharp feature contributes to NG.
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