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Abstract

Machine learning systems must adapt to data distributions that evolve over time, in applications ranging from sensor networks and self-driving car perception modules to brain-machine interfaces. We consider gradual domain adaptation, where the goal is to adapt an initial classifier trained on a source domain given only unlabeled data that shifts gradually in distribution towards a target domain. We prove the first non-vacuous upper bound on the error of self-training with gradual shifts, under settings where directly adapting to the target domain can result in unbounded error. The theoretical analysis leads to algorithmic insights, highlighting that regularization and label sharpening are essential even when we have infinite data, and suggesting that self-training works particularly well for shifts with small Wasserstein-infinity distance. Leveraging the gradual shift structure leads to higher accuracies on a rotating MNIST dataset and a realistic Portraits dataset.

1 Introduction

Machine learning models are typically trained and tested on the same data distribution. However, when a model is deployed in the real world, the data distribution typically evolves over time, leading to a drop in performance. This problem is widespread: sensor measurements drift over time due to sensor aging [1], self-driving car vision modules have to deal with evolving road conditions [2], and neural signals received by brain-machine interfaces change within the span of a day [3]. Repeatedly gathering large sets of labeled examples to retrain the model can be impractical, so we would like to leverage unlabeled examples to adapt the model to maintain high accuracy [3, 4].

In these examples the domain shift doesn’t happen at one time, but happens gradually, although this gradual structure is ignored by most domain adaptation methods. Intuitively, it is easier to handle smaller shifts, but for each shift we can incur some error so the more steps, the more degradation—making it unclear whether leveraging the gradual shift structure is better than directly adapting to the target.

In this paper, we provide the first theoretical analysis showing that gradual domain adaptation provides improvements over the traditional approach of direct domain adaptation. We analyze self-training (also known as pseudolabeling), a method in the semi-supervised learning literature [5] that has led to state-of-the-art results on ImageNet [6] and adversarial robustness on CIFAR-10 [7, 8, 9].

As a concrete example of our setting, the Portraits dataset [10] contains photos of high school seniors taken across many years, labeled by gender (Figure 1). We use the first 2000 images (1905 -
Figure 1: In gradual domain adaptation we are given labeled data from a source domain, and unlabeled data from intermediate domains that shift gradually in distribution towards a target domain. Here, blue = female, red = male, and gray = unlabeled data.

1935) as the source, next 14000 (1935 - 1969) as intermediate domains, and next 2000 images as the target (1969 - 1973). A model trained on labeled examples from the source gets 98% accuracy on held out examples in the same years, but only 75% accuracy on the target domain. Assuming access to unlabeled images from intermediate domains, our goal is to adapt the model to do well on the target domain. Direct adaptation to the target with self-training only improves the accuracy a little, from 75% to 77%.

The gradual self-training algorithm begins with a classifier $w_0$ trained on labeled examples from the source domain (Figure 2a). For each successive domain $P_t$, the algorithm generates pseudolabels for unlabeled examples from that domain, and then trains a regularized supervised classifier on the pseudolabeled examples. The intuition, visualized in Figure 2, is that after a single gradual shift, most examples are pseudolabeled correctly so self-training learns a good classifier on the shifted data, but the shift from the source to the target can be too large for self-training to correct. We find that gradual self-training on the Portraits dataset improves upon direct target adaptation (77% to 84% accuracy).

Our results: We analyze gradual domain adaptation in two settings. The key challenge for domain adaptation theory is dealing with source and target domains whose support do not overlap [11, 12], which are typical in the modern high-dimensional regime. The gradual shift structure inherent in many applications provides us with leverage to handle adapting to target distributions with non-overlapping support.

Our first setting, the margin setting, is distribution-free—we only assume that at every point in time there exists some linear classifier that can classify most of the data correctly with a margin, where the linear classifier may be different at each time step (so this is more general than covariate shift), and that the shifts are small in Wasserstein-infinity distance. A simple example (as in Figure 2) shows that a classifier that gets 100% accuracy can get 0% accuracy after a constant number of time steps. Directly adapting to the final target domain also gets 0% accuracy. Gradual self-training does better, letting us bound the error after $T$ steps: $\text{err}_T \leq e^{cT}(\alpha_0 + O(1/\sqrt{n}))$, where $\alpha_0$ is the error of the classifier on the source domain, and $n$ is the number of unlabeled examples in each
Figure 2: The source classifier $w_0$ gets 100% accuracy on the source domain (Figure 2a), where we have labeled data. But after 3 time steps (Figure 2d) the source classifier is stale, classifying most examples incorrectly. Now, we cannot correct the classifier using unlabeled data from the target domain, which corresponds to traditional domain adaptation directly to the target. Given unlabeled data in an intermediate domain (Figure 2b) where the shift is gradual, the source classifier pseudolabels most points correctly, and self-training learns an accurate classifier (show in green) that separates the classes. Successively applying self-training learns a good classifier on the target domain (green classifier in Figure 2d).

intermediate domain. While this bound is exponential in $T$, this bound is non-vacuous for small $\alpha_0$, and we show that this bound is tight for gradual self-training.

In the second setting, stronger distributional assumptions allow us to do better—we assume that $P(X \mid Y = y)$ is a $d$-dimensional isotropic Gaussian for each $y$. Here, we show that if we begin with a classifier $w_0$ that is nearly Bayes optimal for the initial distribution, we can recover a classifier $w_T$ that is Bayes optimal for the target distribution with infinite unlabeled data. This is an idealized setting to understand what properties of the data might allow self-training to do better than the exponential bound.

Our theory leads to practical insights, showing that regularization—even in the context of infinite data—and label sharpening are essential for gradual self-training. Without regularization, the accuracy of gradual self-training drops from 84% to 77% on Portraits and 88% to 46% on rotating MNIST. Even when we self-train with more examples, the performance gap between regularized and unregularized models stays the same—unlike in supervised learning where the benefit of regularization diminishes as we get more examples.

Finally, our theory suggests that the gradual shift structure helps when the shift is small in Wasserstein-infinity distance as opposed to other distance metrics like the KL-divergence. For example, one way to interpolate between the source and target domains is to gradually introduce more images from the target, but this shift is large in Wasserstein-infinity distance—we see experimentally that gradual self-training does not help in this setting. We hope this gives practitioners some insight into when gradual self-training can work.
2 Setup

Gradually shifting distributions: Consider a binary classification task of predicting labels $y \in \{-1, 1\}$ from input features $x \in \mathbb{R}^d$. We have joint distributions over the inputs and labels, $\mathbb{R}^d \times \{-1, 1\}$: $P_0, P_1, \ldots, P_T$, where $P_0$ is the source domain, $P_T$ is the target domain, and $P_1, \ldots, P_{T-1}$ are intermediate domains. We assume the shift is gradual: for some $\epsilon > 0$, $\rho(P_t, P_{t+1}) < \epsilon$ for all $0 \leq t < T$, where $\rho(P, Q)$ is some distance function between distributions $P$ and $Q$. We have $n_0$ labeled examples $S_0 = \{(x_i^{(0)}, y_i^{(0)})\}_{i=1}^{n_0}$ sampled independently from the source $P_0$ and $n$ unlabeled examples $S_t = \{(x_i^{(t)})\}_{i=1}^{n}$ sampled independently from $P_t$ for each $1 \leq t \leq T$.

Models and objectives: We have a model family $\Theta$, where a model $M_\theta : \mathbb{R}^d \rightarrow \mathbb{R}$ outputs a score representing its confidence that the label $y$ is 1 for the given example. The model’s prediction for an input $x$ is $\text{sign}(M_\theta(x))$, where $\text{sign}(r) = 1$ if $r \geq 0$ and $\text{sign}(r) = -1$ if $r < 0$. We evaluate models on the fraction of times they make a wrong prediction, also known as the 0-1 loss:

$$\text{Err}(\theta, P) = \mathbb{E}_{X,Y \sim P}[\text{sign}(M_\theta(X)) \neq Y]$$

The goal is to find a classifier $\theta$ that gets high accuracy on the target domain $P_T$—that is, low $\text{Err}(\theta, P_T)$. In an online setting we may care about the accuracy at the current $P_t$ for every time $t$, and our analysis works in this setting as well.

Baseline methods: We select a loss function $\ell : \mathbb{R} \times \{-1, 1\} \rightarrow \mathbb{R}^+$ which takes a prediction and label, and outputs a non-negative loss value, and we begin by training a source model $\theta_0$ that minimizes the loss on labeled data in the source domain:

$$\theta_0 = \arg\min_{\theta' \in \Theta} \frac{1}{n_0} \sum_{(x_i,y_i) \in S_0} \ell(M_{\theta'}(x_i), y_i)$$

The non-adaptive baseline is to use $\theta_0$ on the target domain, which incurs error $\text{Err}(\theta_0, P_T)$. Self-training uses unlabeled data to adapt a model. Given a model $\theta$ and unlabeled data $S$, $\text{ST}(\theta, S)$ denotes the output of self-training. Self-training pseudolabels each example in $S$ using $M_\theta$, and then selects a new model $\theta'$ that minimizes the loss on this pseudolabeled dataset. Formally,

$$\text{ST}(\theta, S) = \arg\min_{\theta' \in \Theta} \frac{1}{|S|} \sum_{x_i \in S} \ell(M_{\theta'}(x_i), \text{sign}(M_\theta(x_i)))$$

Here, self-training uses “hard” labels: we pseudolabel examples as either $-1$ or $1$, based on the output of the classifier, instead of a probabilistic label based on the model’s confidence—we refer to this as label sharpening. In our theoretical analysis, we sometimes want to describe the behavior of self-training when run on infinite unlabeled data from a probability distribution $P$:

$$\text{ST}(\theta, P) = \arg\min_{\theta' \in \Theta} \mathbb{E}_{X \sim P}[\ell(M_{\theta'}(X), \text{sign}(M_\theta(X)))]$$

The direct adaptation to target baseline takes the source model $\theta_0$ and self-trains on the target data $S_T$, and is denoted by $\text{ST}(\theta_0, S_T)$. Prior work often chooses to repeat this process of self-training on the target $k$ times, which we denote by $\text{ST}_k(\theta_0, S_T)$.
Gradual self-training: In gradual self-training, we self-train on the finite unlabeled examples from each domain successively. That is, for $i \geq 1$, we set:

$$\theta_i = ST(\theta_{i-1}, S_i)$$

(5)

$ST(\theta_0, (S_1, \ldots, S_T)) = \theta_T$ is the output of gradual self-training, which we evaluate on the target distribution $P_T$.

3 Theory for the margin setting

We show that gradual self-training does better than directly adapting to the target, where we assume that at each time step there exists some linear classifier—which can be different at each step—that can classify most of the data correctly with a margin (a standard assumption in learning theory), and that the shifts are small. Our main result (Theorem 3.2) bounds the error of gradual self-training. We show that our analysis is tight for gradual self-training (Example 3.4), and explain why regularization, label sharpening, and the ramp loss, are key to our bounds. Proofs are in Appendix A.

3.1 Assumptions

Models and losses: We consider regularized linear models that have weights with bounded $\ell_2$ norm: $\Theta_R = \{(w, b) : w \in \mathbb{R}^d, b \in \mathbb{R}, \|w\|_2 \leq R\}$ for some fixed $R > 0$. Given $(w, b) \in \Theta_R$, the model’s output is $M_{w,b}(x) = w^\top x + b$.

We consider margin loss functions such as the hinge and ramp losses. Intuitively, a margin loss encourages a model to classify points correctly and confidently—by keeping correctly classified points far from the decision boundary. We consider the hinge function $h$ and ramp function $r$:

$$h(m) = \max(1 - m, 0)$$

(6)

$$r(m) = \min(h(m), 1)$$

(7)

The ramp loss is $\ell_r(\hat{y}, y) = r(\hat{y}y)$, where $\hat{y} \in \mathbb{R}$ is a model’s prediction, and $y \in \{-1, 1\}$ is the true label. The hinge loss is the standard way to enforce margin, but the ramp loss is more robust towards outliers because it is bounded above—no single point contributes too much to the loss. We will see that the ramp loss is key to the theoretical guarantees for gradual self-training because of its robustness. We denote the population ramp loss as:

$$L_r(\theta, P) = \mathbb{E}_{X,Y \sim P} [\ell_r(M_\theta(X), Y)]$$

(8)

Given a finite sample $S$, the empirical loss is:

$$L_r(\theta, S) = \frac{1}{|S|} \sum_{x,y \in S} [\ell_r(M_\theta(x), y)]$$

(9)

Distributional distance: Our notion of distance is $W_\infty$, the Wasserstein-infinity distance. Intuitively, $W_\infty$ moves points from distribution $P$ to $Q$ by distance at most $\epsilon$ to match the distributions.
For ease of exposition we consider the Monge form of $W_\infty$, although the results can be extended to the Kantarovich formulation as well. Formally, given probability measures $P, Q$ on $\mathcal{X}$:

$$W_\infty(P, Q) = \inf \left\{ \sup_{x \in \mathbb{R}^d} ||f(x) - x||_2 : f : \mathbb{R}^d \to \mathbb{R}^d, f \# P = Q \right\}$$

(10)

As usual, $#$ denotes the push-forward of a measure, that is, for every set $A \subseteq \mathbb{R}^d$, $f \# P(A) = P(f^{-1}(A))$.

In our case, we require that the conditional distributions do not shift too much. Given joint probability measures $P, Q$ on the inputs and labels $\mathbb{R}^d \times \{-1, 1\}$, the distance is:

$$\rho(P, Q) = \max(W_\infty(P_X|Y=1, Q_X|Y=1), W_\infty(P_X|Y=-1, Q_X|Y=-1)).$$

(11)

**$\alpha^*$-separation assumption:** Assume every domain admits a classifier with low loss $\alpha^*$, that is there exists $\alpha^* \geq 0$ and for every domain $P_t$, there exists some $\theta_t \in \Theta_R$ with $L_r(\theta_t, P_t) \leq \alpha^*$.

**Gradual shift assumption:** For some $\rho < \frac{1}{R}$, assume $\rho(P_t, P_{t+1}) \leq \rho$ for every consecutive domain, where $\frac{1}{R}$ is the regularization strength of the model class $\Theta_R$. $\gamma = \frac{1}{R}$ can be interpreted as the geometric margin (distance from decision boundary to data) the model is trying to enforce.

**Bounded data assumption:** When dealing with finite samples we need a standard regularity condition: we say that $P$ satisfies the bounded data assumption if the data is not too large on average: $\mathbb{E}_{X \sim P}[||X||_2^2] \leq B^2$ where $B > 0$.

**No label shift assumption:** Assume that the fraction of $Y = 1$ labels does not change: $P_t(Y)$ is the same for all $t$.

### 3.2 Domain shift: baselines fail

While the distribution shift from $P_t$ to $P_{t+1}$ is small, the distribution shift from the source $P_0$ to the target $P_T$ can be large, as visualized in Figure 2. A classifier that gets 100% accuracy on $P_0$, might classify every example wrong on $P_T$, even if $T \geq 2$. In this case, directly adapting to $P_T$ would not help. The following example formalizes this:

**Example 3.1.** Even under the $\alpha^*$-separation, no label shift, gradual shift, and bounded data assumptions, there exists distributions $P_0, P_1, P_2$ and a source model $\theta \in \Theta_R$ that gets 0 loss on the source ($L_r(\theta, P_0) = 0$), but high loss on the target: $L_r(\theta, P_2) = 1$. Self-training directly on the target does not help: $L_r(ST(\theta, P_2), P_2) = 1$. This holds true even if every domain is separable, so $\alpha^* = 0$.

**Other methods:** Our analysis focuses on self-training, but other bounds do not apply in this setting because they either assume that the density ratio between the target and source exists and is not too small [13], or that the source and target are similar enough that we cannot discriminate between them [14].
3.3 Gradual self-training improves error

We show that gradual self-training helps over direct adaptation. For intuition, consider a simple example where $\alpha^* = 0$ and $\theta_0$ classifies every example in $P_0$ correctly with geometric margin $\gamma = \frac{1}{R}$.

If each point shifts by distance $< \gamma$, $\theta_0$ gets every example in the new domain $P_1$ correct. If we had infinite unlabeled data from $P_1$, we can learn a model $\theta'$ that classifies every example in the new domain $P_1$ correctly with margin $\gamma$ since $\alpha^* = 0$. Repeating the process for $P_2, \ldots, P_T$, we get every example in $P_T$ correct.

But what happens when we start with a model that has some error, for example because the data cannot be perfectly separated, and have only finite unlabeled samples? We show that self-training still does better than adapting to the target domain directly, or using the non-adaptive source classifier.

The first main result of the paper says that if we have a model $\theta$ that gets low loss and the distribution shifts slightly, self-training gives us a model $\theta'$ that does not do too badly on the new distribution.

**Theorem 3.2.** Given $P, Q$ with $\rho(P, Q) = \rho < \frac{1}{R}$ and marginals on $Y$ are the same so $P(Y) = Q(Y)$. Suppose $P, Q$ satisfy the bounded data assumption, and we have initial model $\theta$, and $n$ unlabeled samples $S$ from $Q$, and we set $\theta' = \text{ST}(\theta, S)$. Then with probability at least $1 - \delta$ over the sampling of $S$, letting $\alpha^* = \min_{\theta^* \in \Theta} L_r(\theta^*, Q)$:

\[
L_r(\theta', Q) \leq \frac{2}{1 - \rho R} L_r(\theta, P) + \alpha^* + 4BR + \frac{\sqrt{2\log 2/\delta}}{\sqrt{n}}
\]  

The proof of this result is in Appendix [A] but we give a high level sketch here. There exists some classifier that gets accuracy $\alpha^*$ on $Q$, so if we had access to $n$ labeled examples from $Q$ then empirical risk minimization gives us a classifier that is accurate on the population—from a Rademacher complexity argument we get a classifier $\theta'$ with loss at most $\alpha^* + O(1/\sqrt{n})$, the second and third term in the RHS of the bound.

Since we only have unlabeled examples from $Q$, self-training uses $\theta$ to pseudolabel these $n$ examples and then trains on this generated dataset. Now, if the distribution shift $\rho$ is small relative to the geometric margin $\gamma = \frac{1}{R}$, then we can show that the original model $\theta$ labels most examples in the new distribution $Q$ correctly—that is, $\text{Err}(\theta, Q)$ is small if $L_r(\theta, P)$ is small. Finally, if most examples are labeled correctly we show that because there exists some classifier $\theta^*$ with low margin loss, self-training will also learn a classifier $\theta'$ with low margin loss $L_r(\theta', Q)$, which completes the proof.

We apply this argument inductively to show that after $T$ time steps, the error of gradual self-training is $\lesssim \exp(cT)\alpha_0$ for some constant $c$, if the original error is $\alpha_0$.

**Corollary 3.3.** Under the $\alpha^*$-separation, no label shift, gradual shift, and bounded data assumptions, if the source model $\theta_0$ has low loss $\alpha_0 \geq \alpha^*$ on $P_0$ (i.e. $L_r(\theta_0, P_0) \leq \alpha_0$) and $\theta$ is the result of
gradual self-training: \( \theta = \text{ST}(\theta_0, (S_1, \ldots, S_n)) \), letting \( \beta = \frac{2}{1-\rho R} \):

\[
L_r(\theta, P_T) \leq \beta^{T+1} \left( \alpha_0 + \frac{4BR + \sqrt{2\log 2T/\delta}}{\sqrt{n}} \right).
\] (13)

Corollary 3.3 says that the gradual structure allows some control of the error unlike direct adaptation where the accuracy on the target domain can be 0% if \( T \geq 2 \). Note that if the classes are separable and we have infinite data, then gradual self-training maintains 0 error.

Our next example shows that our analysis for gradual self-training in this setting is tight—if we start with a model with loss \( \alpha_0 \), then the error can in fact increase exponentially even with infinite unlabeled examples. Intuitively, at each step of self-training the loss can increase by a constant factor, which leads to an exponential growth in the error.

**Example 3.4.** Even under the \( \alpha^* \)-separation, no label shift, gradual shift, and bounded data assumptions, given \( 0 < \alpha_0 \leq \frac{1}{4} \), for every \( T \) there exists distributions \( P_0, \ldots, P_{2T} \), and \( \theta_0 \in \Theta_T \) with \( L_r(\theta_0, P_0) \leq \alpha_0 \), but if \( \theta' = \text{ST}(\theta_0, (P_1, \ldots, P_{2T})) \) then \( L_r(\theta', P_{2T}) \geq \min(0.5, \frac{1}{2}2^T\alpha_0) \). Note that \( L_r \) is always in \([0, 1]\).

This suggests that if we want sub-exponential bounds we either need to make additional assumptions on the data distributions, or devise alternative algorithms to achieve better bounds (which we believe is unlikely).

### 3.4 Essential ingredients for gradual self-training

In this section, we explain why regularization, label sharpening, and the ramp loss are essential to bounding the error of gradual self-training (Theorem 3.2).

**Regularization:** Without regularization there is no incentive for the model to change when self-training—if we self-train without regularization an optimal thing to do is to output the original model. The intuition is that since the model \( \theta = (w, b) \) is used to pseudolabel examples, \( \theta \) gets every pseudolabeled example correct. The scaled classifier \( \theta' = (\alpha w, \alpha b) \) for large \( \alpha \) then gets optimal loss, but \( \theta' \) and \( \theta \) make the same predictions for every example. We use \( \text{ST}'(\theta, S) \) to denote the set of possible \( \theta' \) that minimize the loss on the pseudolabeled distribution (Equation (3)):

**Example 3.5.** Given a model \( \theta \in \Theta_\infty \) and unlabeled examples \( S \) where for all \( x \in S \), \( M_\theta(x) \neq 0 \), there exists \( \theta' \in \text{ST}'(\theta, S) \) such that for all \( x \in \mathbb{R}^d \), \( M_\theta(x) = M_{\theta'}(x) \).

More specific to our setting, our bounds require regularized models because regularized models classify the data correctly with a margin, so even after a mild distribution shift we get most new examples correct. Note that in traditional supervised learning, regularization is usually required when we have few examples for better generalization to the population, whereas in our setting regularization is important for maintaining a margin even with infinite data.

**Label sharpening:** When self-training, we pseudolabel examples as \(-1\) or \(1\), based on the output of the classifier. Prior work sometimes uses “soft” labels [9], where for each example they assign
a probability of the label being $-1$ or $1$, and train using a logistic loss. The loss on the soft-pseudolabeled distribution is defined as:

$$L_{\sigma, \theta}(\theta') = \mathbb{E}_{X \sim P} [ll(\sigma(M_{\theta}(X)), \sigma(M_{\theta'}(X)))]$$

(14)

where $\sigma$ is the sigmoid function, and $ll$ is the log loss:

$$ll(p, p') = p \log p' + (1 - p) \log (1 - p')$$

(15)

Self-training then picks $\theta' \in \Theta$ minimizing $L_{\sigma, \theta}(\theta')$. A simple example shows that this form of self-training may never update the parameters because $\theta$ minimizes $L_{\sigma, \theta}$:

**Example 3.6.** For all $\theta \in \Theta$, $\theta$ is a minimizer of $L_{\sigma, \theta}$, that is, for all $\theta' \in \Theta$, $L_{\sigma, \theta}(\theta) \leq L_{\sigma, \theta}(\theta')$.

This suggests that we “sharpen” the soft labels to encourage the model to update its parameters. Note that this is true even on finite data: set $P$ to be the empirical distribution.

**Ramp versus hinge loss:** We use the ramp loss, but does the more popular hinge loss $L_h$ work? Unfortunately, the next example shows that we cannot control the error of gradual self-training with the hinge loss even if we had infinite examples, so the ramp loss is important for Theorem 3.2.

**Example 3.7.** Even under the $\alpha^*$-separation, no label shift, and gradual shift assumptions, given $\alpha_0 > 0$, there exists distributions $P_0, P_1, P_2$ and $\theta_0 \in \Theta_R$ with $L_h(\theta_0, P_0) \leq \alpha$, but if $\theta' = \text{ST}(\theta_0, (P_1, P_2))$ then $L_h(\theta', P_2) \geq \text{Err}(\theta', P_2) = 1$ ($\theta'$ gets every example in $P_2$ wrong), where we use the hinge loss in self-training.

We only analyzed the statistical effects here—the hinge loss tends to work better in practice because it is much easier to optimize and is convex for linear models.

### 3.5 Self-training without domain shift

Example 3.4 showed that when the distribution shifts, the loss of gradual self-training can grow exponentially (though the non-adaptive baseline has unbounded error). Here we show that if we have no distribution shift, the error can only grow linearly: if $P_0 = \ldots = P_T$, given a classifier with loss $\alpha_0$, if we do gradual self-training the loss is at most $\alpha_0 T$.

**Proposition 3.8.** Given $\alpha_0 > 0$, distributions $P_0 = \ldots = P_T$, and model $\theta_0 \in \Theta_R$ with $L_r(\theta_0, P_0) \leq \alpha_0$, $L_r(\theta', P_T) \leq \alpha_0 (T + 1)$ where $\theta' = \text{ST}(\theta_0, (P_1, \ldots, P_T))$

In Appendix A we show that self-training can indeed hurt without domain shift: given a classifier with loss $\alpha$ on $P$, self-training on $P$ can increase the classifier's loss on $P$ to $2\alpha$, but here the non-adaptive baseline has error $\alpha$. 
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4 Theory for the Gaussian setting

In this section we study an idealized Gaussian setting to understand conditions under which self-training can have better than exponential error bounds: we show that if we begin with a good classifier, the distribution shifts are not too large, and we have infinite unlabeled data, then gradual self-training maintains a good classifier.

4.1 Setting

We assume $P_t(X \mid Y = y)$ is an isotropic Gaussian in $d$-dimensions for each $y \in \{-1, 1\}$. We can shift the data to have mean 0, so we suppose:

$$P_t(X \mid Y = y) = \mathcal{N}(y\mu_t, \sigma_t^2 I)$$  \hspace{1cm} (16)

Where $\mu_t \in \mathbb{R}^d$ and $\sigma_t > 0$ for each $t$. As usual, we assume the shifts are gradual: for some $B > 0$, $\|\mu_{t+1} - \mu_t\|_2 \leq \frac{B}{4}$. We assume that the means of the two classes do not get closer than the shift, or else it would be impossible to distinguish between no shift, and the distributions of the two classes swapping: so $\|\mu_t\|_2 \geq B$ for all $t$. We assume infinite unlabeled data (access to $P_t(X)$) in our analysis.

Given labeled data in the source, we use the objective:

$$L(w, P) = \mathbb{E}_{X,Y \sim P} \left[ \phi(Y(w^\top X)) \right]$$  \hspace{1cm} (17)

For unlabeled data, self-training performs descent steps on an underlying objective function \[15\], which we focus on:

$$U(w, P) = \mathbb{E}_{X \sim P} \left[ \phi(|w^\top X|) \right]$$  \hspace{1cm} (18)

We assume $\phi : \mathbb{R} \to \mathbb{R}^+$ is a continuous, non-increasing function which is strictly decreasing on $[0,1]$: these are regularity conditions which the hinge, ramp, and logistic losses satisfy. If $w' = \text{ST}(w, P)$ then $U(w', P) \leq U(w, P)$ \[15\].

The algorithm we analyze begins by choosing $w_0$ from labeled data in $P_0$, and then updates the parameters with unlabeled data from $P_t$ for $1 \leq t \leq T$:

$$w_t = \arg \min_{\|w\|_2 \leq 1, \|w - w_{t-1}\|_2 \leq \frac{1}{4}} U(w, P_t)$$  \hspace{1cm} (19)

Note that we do not show that self-training actually converges to the constrained minimum of $U$ in Equation \[18\] and prior work only shows that self-training descends on $U$—we leave this optimization analysis to future work.

4.2 Analysis

Let $w^*(\mu) = \frac{\mu}{\|\mu\|}$ where $\|\mu\| \geq B > 0$. Note that $w^*(\mu_t)$ minimizes the 0-1 error on $P_t$. Our main theorem says that if we start with a regularized classifier $w_0$ that is near $w^*(\mu_0)$, which we can learn
from labeled data, and the distribution shifts $\|\mu_{t+1} - \mu_t\|_2$ are not too large, then we recover the optimal $w_T = w^*(\mu_T)$. The key challenge is that the unlabeled loss $U$ in $d$ dimensions is non-convex, with multiple local minima, so directly minimizing $U$ does not guarantee a solution that minimizes the labeled loss $L$.

**Theorem 4.1.** Assuming the Gaussian setting, if $\|w_0 - w^*(\mu_0)\|_2 \leq \frac{1}{4}$, then we recover $w_T = w^*(\mu_T)$.

Proving this reduces to proving the single-step case. At each step $t + 1$, if we have a classifier $w_t$ that was close to $w^*(\mu_t)$, then we will recover $w_{t+1} = w^*(\mu_{t+1})$. We give intuition here and the formal proof in Appendix B.

We first show that if $\mu$ changes by a small amount, the optimal parameters (for the labeled loss) does not change too much. Then since $w_t$ is close to $w^*(\mu_t)$, $w_t$ is not too far away from $w^*(\mu_{t+1})$. The key step in our argument is showing that the unique minimum of the unlabeled loss $U(w, P_{\mu_{t+1}})$ in the neighborhood of $w_t$, is $w^*(\mu_t)$—looking for a minimum nearby is important because if we deviate too far we might select other “bad” minima. We consider arbitrary $w$ near $w^*(\mu_{t+1})$ and construct a pairing of points $(a, b)$ in $\mathbb{R}^d$, using a convexity argument to show that $(a, b)$ contributes more to the loss of $w$ than $w^*(\mu_{t+1})$.

## 5 Experiments

Our theory leads to practical insights—we show that regularization and label sharpening are important for gradual self-training, that leveraging the gradual shift structure improves target accuracy, and give intuition for when the gradual shift assumption may not help. We run experiments on three datasets (see Appendix C for more details):

**Gaussian:** Synthetic dataset where the distribution $P_t(X|Y)$ for each of two classes is a $d$-dimensional Gaussian, where $d = 100$. The means and covariances of each class vary over time. The model gets 500 labeled samples from the source domain, and 500 unlabeled samples from each of 10 intermediate domains. This dataset resembles our Gaussian setting but the covariance matrices are not isotropic, and the number of labeled and unlabeled samples is finite and on the order of the dimension $d$.

**Rotating MNIST:** Rotating MNIST is a semi-synthetic dataset where we rotate each MNIST image by an angle between 0 and 60 degrees. We split the 50,000 MNIST training set images into a source domain (images rotated between 0 and 5 degrees), intermediate domain (rotations between 5 and 60 degrees), and a target domain (rotations between 55 degrees and 60 degrees). Note that each image is seen at exactly one angle, so the training procedure cannot track a single image across different angles.

**Portraits:** A real dataset comprising photos of high school seniors across years \[10\]. The model’s goal is to classify gender. We split the data into a source domain (first 2000 images), intermediate domain (next 14000 images), and target domain (next 2000 images).
Table 1: Classification accuracies for gradual self-train (ST) and baselines on 3 datasets, with 90% confidence intervals for the mean over 5 runs. Gradual ST does better than self-training directly on the target or self-training on all the unlabeled data pooled together.

| Source/ST       | Gaussian | Rot MNIST | Portraits |
|-----------------|----------|-----------|-----------|
| Source          | 47.7±0.3 | 31.9±1.7  | 75.3±1.6  |
| Target ST       | 49.6±0.0 | 33.0±2.2  | 76.9±2.1  |
| All ST          | 92.5±0.1 | 38.0±1.6  | 78.9±3.0  |
| Gradual ST      | 98.8±0.0 | 87.9±1.2  | 83.8±0.8  |

5.1 Does the gradual shift assumption help?

Our goal is to see if adapting to the gradual shift sequentially helps compared to directly adapting to the target. We evaluate four methods: Source: simply train a classifier on the labeled source examples. Target self-train: repeatedly self-train on the unlabeled target examples ignoring the intermediate examples. All self-train: pool all the unlabeled examples from the intermediate and target domains, and repeatedly self-train on this pooled dataset to adapt the initial source classifier. Gradual self-train: sequentially use self-training on unlabeled data in each successive intermediate domain, and finally self-train on unlabeled data on the target domain, to adapt the initial source classifier.

For the Gaussian and MNIST datasets, we ensured that the target self-train method sees as many unlabeled target examples as gradual self-train sees across all the intermediate examples. Since portraits is a real dataset we cannot synthesize more examples from the target, so target self-train uses fewer unlabeled examples here.

For rotating MNIST and Portraits we used a 3-layer convolutional network with dropout(0.5) and batchnorm on the last layer, that was able to achieve 97% – 98% accuracy on held out examples in the source domain. For the Gaussian dataset we used a logistic regression classifier with L2 regularization. For each step of self-training, we filter out the 10% of images where the model’s prediction was least confident—Appendix C shows similar findings without this filtering. To account for variance in initialization and optimization, we ran each method 5 times and give 90% confidence intervals. More experimental details are in Appendix C.

Table 1 shows that leveraging the gradual structure leads to improvements over the baselines on all three datasets.

5.2 Important ingredients for gradual self-training

Our theory suggests that regularization and label sharpening are important for gradual self-training, because without regularization and label sharpening there is no incentive for the model to change (Section 3.4). However, prior work suggests that overparameterized neural networks trained with stochastic gradient methods have strong implicit regularization [16, 17]—in the supervised setting
Table 2: Classification accuracies for gradual self-train with explicit regularization and hard labels (Gradual ST), without regularization but with hard labels (No Reg), and with regularization but with soft labels (Soft Labels). Gradual self-train does best with explicit regularization and hard labels, as our theory suggests, even for neural networks with implicit regularization.

|                  | Gaussian | Rot MNIST | Portraits  |
|------------------|----------|-----------|------------|
| Soft Labels      | 90.5±1.9 | 44.1±2.3  | 80.1±1.8   |
| No Reg           | 84.6±1.1 | 45.8±2.5  | 76.5±1.0   |
| Gradual ST       | 99.3±0.0 | 83.8±2.5  | 82.6±0.8   |

they perform well without explicit regularization even though the number of parameters is much larger than the number of data points—is this implicit regularization enough for gradual self-training?

In our experiments, we see that even without explicit regularization, or with ‘soft’ probabilistic labels, gradual self-training does slightly better than the non-adaptive source classifier, suggesting that this implicit regularization may have some effect. However, explicit regularization and ‘hard’ labeling gives a much larger accuracy boost.

**Regularization is important:** We repeat the same experiment as Section 5.1 comparing gradual self-training with or without regularization—that is, disabling dropout and batchnorm [18] in the neural network experiments. In both cases, we first train an unregularized model on labeled examples in the source domain. Then, we either turn on regularization during self-training, or keep the model unregularized. We control the original model to be the same in both cases to see if regularization helps in the self-training process, as opposed to in learning a better supervised classifier. Table 2 shows that accuracies are significantly better with regularization, even though unregularized performance is still better than the non-adaptive source classifier.

**Soft labeling hurts:** We ran the same experiment as Section 5.1 comparing gradual self-training with hard labeling versus using probabilistic labels output by the model. Table 2 shows that accuracies are better with hard labels.

**Regularization is still important with more data:** In supervised learning, the importance of regularization diminishes as we have more training examples—if we had access to infinite data (the population), we don’t need regularization. On the other hand, for gradual domain adaptation, the theory says regularization is needed to adapt to the dataset shift even with infinite data, and predicts that regularization remains important even if we increase the sample size.

To test this hypothesis, we construct a rotating MNIST dataset where we increase the sample sizes. The source domain $P_0$ consists of $N \in \{2000, 5000, 20000\}$ images on MNIST. $P_t$ then consists of these same $N$ images, rotated by angle $3t$, for $0 \leq t \leq 20$. The goal is to get high accuracy on $P_{20}$: these images rotated by 60 degrees—the model doesn’t have to generalize to unseen images, but to seen images at different angles. We compare using regularization versus not using regularization during gradual self-training. Table 2 shows that regularization is still important here, and the gap between regularized and unregularized gradual self-training does not shrink much with more data.
Table 3: Classification accuracies for gradual self-train on rotating MNIST as we vary the number of samples. Unlike in previous experiments, here the same $N$ samples are rotated, so the models do not have to generalize to unseen images, but seen images at different angles. The gap between regularized and unregularized gradual self-training does not shrink much with more data.

| N=2000   | N=5000   | N=20,000 |
|----------|----------|----------|
| **Source** | 28.3±1.4 | 29.9±2.5 | 33.9±2.6 |
| No Reg   | 55.7±3.9 | 53.6±4.0 | 55.1±3.9 |
| Reg      | 93.1±0.8 | 91.7±2.4 | 87.4±3.1 |

5.3 When does gradual shift help?

Our theory in Section 3 says that gradual self-training works well if the shift between domains is small in Wasserstein-infinity distance, but it may not be enough for the total variation or KL-divergence between $P$ and $Q$ to be small.

To test this, we run an experiment on a modified version of the rotating MNIST dataset. We keep the source and target domains the same as before, but change the intermediate domains. In Table 1 we saw that gradual self-training works well if we have intermediate images rotated by gradually increasing rotation angles. Another type of gradual transformation is to gradually introduce more examples rotated by 55 to 60 degrees. That is, in the $i$-th domain, $(20 - i)/20$ fraction of the examples are MNIST images rotated by 0 to 5 degrees, and $i/20$ of the examples are MNIST images rotated by 55 to 60 degrees, where $1 \leq i \leq 20$. Here the total-variation distance between successive domains is small, but intuitively the Wasserstein distance is large because each image undergoes a large ($\approx 55$ degrees) rotation.

As the theory suggests, here gradual self-training does not outperform directly self-training on the target—gradual self-training gets $33.5 \pm 1.5\%$ accuracy on the target, while direct adaptation to the target gets $33.0 \pm 2.2\%$ over 5 runs. We hope this gives practitioners some insight into not just the strengths of gradual self-training, but also its limitations.

6 Related work

Self-training is a popular method in semi-supervised learning [19, 20] and domain adaptation [21, 22, 23], and is related to entropy minimization [24]. Theory in semi-supervised learning [25, 26, 27] analyzes when unlabeled data can help, but does not show bounds for particular algorithms. Recent work shows that a robust variant of self-training can mitigate the tradeoff between standard and adversarial accuracy [28]. Related to self-training is co-training [29], which assumes that the input features can be split into two or more views that are conditionally independent on the label.

Unsupervised domain adaptation, where the goal is to directly adapt from a labeled source domain to an unlabeled target domain, is widely studied [30]. The key challenge for domain
adaptation theory is when the source and target supports do not overlap \cite{11,12}, which are typical in the modern high-dimensional regime. Importance weighting based methods \cite{31,32,13} assume the domains overlap, with bounds depending on the expected density ratios between the source and target. Even if the domains overlap, the density ratio often scales exponentially in the dimension. These methods also assume that $P(Y \mid X)$ is the same for the source and target. The theory of $H \Delta H$-divergence \cite{14,33} gives conditions for when a model trained on the source does well on the target without any adaptation. Empirical methods aim to learn domain invariant representations \cite{34,35,36} but there are no theoretical guarantees for these methods \cite{11}. These methods require additional heuristics \cite{37}, and work well on some tasks but not others \cite{2,38}. Our work suggests that the structure from gradual shifts, which appears often in applications, can be a way to build theory and algorithms for regimes where the source and target are very different.

Hoffman et al. \cite{39}, Michael et al. \cite{40}, Markus et al. \cite{41}, Bobu et al. \cite{2} among others propose approaches for gradual domain adaptation. This setting differs from online learning \cite{42}, lifelong learning \cite{43}, and concept drift \cite{44,45,46}, since we only have unlabeled data from shifted distributions. To the best of our knowledge, we are the first to develop a theory for gradual domain adaptation, and investigate when and why the gradual structure helps.
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A Proofs for Section 3

Restatement of Example 3.1. Even under the $\alpha^*$-separation, no label shift, gradual shift, and bounded data assumptions, there exists distributions $P_0, P_1, P_2$ and a source model $\theta \in \Theta_R$ that gets 0 loss on the source ($L_r(\theta, P_0) = 0$), but high loss on the target: $L_r(\theta, P_2) = 1$. Self-training directly on the target does not help: $L_r(ST(\theta, P_2), P_2) = 1$. This holds true even if every domain is separable, so $\alpha^* = 0$.

Proof. We construct an example in 2-D, where we consider the set of regularized linear models $\Theta_R$, where $R = 1$. Such a classifier is parametrized by $(w, b) \in \mathbb{R}^2 \times \mathbb{R}$ with $||w||_2 \leq 1$, and $b \in \mathbb{R}$. The output of the model is $M_{w,b}(x) = w^T x + b$, and the predicted label is $\text{sign}(w^T x + b)$.

We first define the source distribution $P_0$:

$$P_0(X = (1, 1) \land Y = 1) = 0.5$$  \hspace{1cm} (20)

$$P_0(X = (-1, -1) \land Y = -1) = 0.5$$  \hspace{1cm} (21)

Consider the source classifier $w_0 = (0, 1)$. The classifier classifies all examples correctly, in particular $\text{sign}(w_0^T (1, 1)) = 1$, and $\text{sign}(w_0^T (-1, -1)) = -1$. In addition, the ramp loss is 0, that is:

$$\mathbb{E}_{X,Y \sim P_0}[r(Y(w_0^T X))] = 0$$  \hspace{1cm} (22)

We now construct distributions $P_1$ and $P_2$:

$$P_1(X = (1, 1/3) \land Y = 1) = 0.5$$  \hspace{1cm} (23)

$$P_1(X = (-1, -1/3) \land Y = -1) = 0.5$$  \hspace{1cm} (24)

$$P_2(X = (1, -1/3) \land Y = 1) = 0.5$$  \hspace{1cm} (25)

$$P_2(X = (-1, 1/3) \land Y = -1) = 0.5$$  \hspace{1cm} (26)

Basically, the second-coordinate starts at 1 and decreases over time when the label is $Y = 1$, and starts at $-1$ and increases over time when the label is $Y = -1$. We note that $\rho(P_0, P_1) = \rho(P_1, P_2) = \frac{2}{3} \leq \frac{1}{R}$.

Now, $w_0, b_0$ classifies everything incorrectly in $P_2$. $\text{sign}(w_0^T (1, -1/3)) = -1$, and $\text{sign}(w_0^T (-1, 1/3)) = 1$ but the corresponding labels in $P_2$ are 1 and $-1$ respectively. Accordingly, the ramp loss $L_r(M_{w_0,b_0}, P_2) = 1$.

Self-training on $P_2$ cannot fix the problem. $w_0, b_0$ gets every example incorrect, so all the pseudolabels are incorrect. In particular, let $Y'$ be the pseudolabels produced using $w_0, b_0$—we have, $Y' \mid [X = (1, -1/3)] = -1$ and $Y' \mid [X = (-1, 1/3)] = 1$. Self-training on this is now a convex optimization problem, which attains 0 loss, for example using the classifier $w' = (-1, 0)$, $b' = 0$, but any such classifier also gets all the examples incorrect. Note that the max-margin classifier on the source also
exhibits the same issue (that is, it can get all the examples wrong after the dataset shift), from a simple extension of this example.

Finally, the classifier \( w^* = (1,0), b^* = 0 \), gets every label correct in all distributions, \( P_0, P_1, P_2 \).

**Restatement of Theorem 3.2.** Given \( P, Q \) with \( \rho(P,Q) = \rho < \frac{1}{R} \) and marginals on \( Y \) are the same so \( P(Y) = Q(Y) \). Suppose \( P, Q \) satisfy the bounded data assumption, and we have initial model \( \theta \), and \( n \) unlabeled samples \( S \) from \( Q \), and we set \( \theta' = \text{ST}(\theta, S) \). Then with probability at least \( 1 - \delta \) over the sampling of \( S \), letting \( \alpha^* = \min_{\theta^* \in \Theta} L_r(\theta^*, Q) \):

\[
L_r(\theta', Q) \leq \frac{2}{1 - \rho R} L_r(\theta, P) + \alpha^* + \frac{4BR + \sqrt{2 \log 2/\delta}}{\sqrt{n}}
\]

We begin by stating and proving some lemmas that formalize the proof outline in the main paper. We begin with a standard lemma that says if we learn a regularized linear classifier from \( n \) labeled examples from a distribution \( P \), then the classifier is almost as good as the optimal regularized linear classifier on \( P \), and the classifier gets closer to optimal as \( n \) increases. We bound the error of the classifier using the Rademacher complexity of regularized linear models \( \Theta_R \).

**Lemma A.1.** Given \( n \) samples \( S \) from a joint distribution \( P \) over inputs \( \mathbb{R}^d \) and labels \( \{-1,1\} \), and suppose \( \mathbb{E}_{X \sim P}[||X||_2^2] \leq B^2 \). Let \( \hat{f} \) and \( f \) be the empirical and population minimizers of the ramp loss respectively:

\[
\hat{f} = \arg\min_{f \in \Theta_R} L_r(f, S) \tag{28}
\]

\[
f^* = \arg\min_{f \in \Theta_R} L_r(f, P) \tag{29}
\]

Then with probability at least \( 1 - \delta \),

\[
L_r(\hat{f}) - L_r(f^*) \leq \frac{4BR + \sqrt{2 \log 2/\delta}}{\sqrt{n}} \tag{30}
\]

**Proof.** We begin with a standard bound (see e.g. Theorem 9, page 70 in [17]), where the generalization error on the left is bounded by the Rademacher complexity:

\[
L_r(\hat{f}) - L_r(f^*) \leq 4R_n(A) + \sqrt{\frac{2 \log 2/\delta}{n}} \tag{31}
\]

Here, \( A = \{(x,y) \mapsto \ell_r(M\theta(x), y) : \theta \in \Theta\} \) is the composition of the loss with the set of regularized linear models, and \( R_n \) is the Rademacher complexity. It now suffices to bound \( R_n \).

We first use Talagrand’s lemma, which says that if \( \phi : \mathbb{R} \to \mathbb{R}^+ \) is an \( L \)-Lipschitz function (that is, \( |\phi(b) - \phi(a)| \leq L|b-a| \) for all \( a, b \)), then:

\[
R_n(\phi \circ F) \leq LR_n(F) \tag{32}
\]
In our case, we let $F = \{(x, y) \mapsto yM_\theta(x) : \theta \in \Theta\}$, in which case $A = r \circ F$ where $r$ is the ramp loss. The Lipschitz constant of the ramp loss $r$ is 1, so $R_n(A) \leq R_n(F)$.

Finally, we need to bound $R_n(F)$, the Rademacher complexity of $\ell_2$-regularized linear models. This is a standard argument (e.g. see Theorem 11, page 82 in [47]) and we get:

$$R_n(F) \leq \frac{BR}{\sqrt{n}} \tag{33}$$

The next lemma shows that the error (0-1 loss) of $M_\theta$ is low on $Q$, even though the margin loss may be high. Intuitively, $M_\theta$ classifies most points in $P$ correctly with geometric margin $\frac{1}{R}$, so after a small distribution shift $< \frac{1}{R}$, these points are still correctly classified since the margin acts as a ‘buffer’ protecting us from misclassification.

**Lemma A.2.** If $\theta \in \Theta_R$, $\rho(P, Q) = \rho < \frac{1}{R}$, and the marginals on $Y$ are the same so $P(Y) = Q(Y)$, then $\text{Err}(M_\theta, Q) \leq \frac{2}{1-\rho R} L_r(M_\theta, P)$

**Proof.** Let $\theta = (w, b)$ be the weights and bias of the regularized linear model, with $||w||_2 \leq R$.

Intuitively, if the ramp loss for a regularized linear model is low, then most points are classified correctly with high geometric margin (distance to decision boundary). Formally, we first show (using basically Markov’s inequality) that $P(Y(w^T X + b) \leq \rho R) \leq \frac{1}{1-\rho R} L_r(\theta, P)$, where we recall that $r : \mathbb{R} \to [0, 1]$ is the ramp loss which is bounded between 0 and 1:

$$L_r(\theta, P) = \mathbb{E}_{X, Y \sim P} [r(Y(w^T X + b))]$$

$$\geq \mathbb{E}_{X, Y \sim P} [r(Y(w^T X + b))1_{Y(w^T X + b) \leq \rho R}]$$

$$\geq \mathbb{E}_{X, Y \sim P} [(1 - \rho R)1_{Y(w^T X + b) \leq \rho R}]$$

$$= (1 - \rho R)P(Y(w^T X + b) \leq \rho R)$$

Here, the inequality on the third line follows because if $Y(w^T X + b) \leq \rho R$ where $0 < \rho R \leq 1$, then $r(Y(w^T X + b)) \geq 1 - \rho R$, from the definition of the ramp loss.

This gives us:

$$P(Y(w^T X + b) \leq \rho R) \leq \frac{1}{1-\rho R} L_r(\theta, P) \tag{34}$$

The high level intuition of the next step is that since the shift is small, only points $x, y$ with $y(w^T x + b) \leq \rho R$ can be misclassified after the distribution shift, and from the previous step since there aren’t too many of these the error of $\theta$ on $Q$ is small.

Formally, fix $\epsilon > 0$ with $\rho + \epsilon < \frac{1}{R}$, and let $f_y : \mathbb{R}^d \to \mathbb{R}^d$ be a mapping such that for all measurable $A \subseteq \mathbb{R}^d$, $P(f_y^{-1}(A) | Y = y) = Q(A | Y = y)$, with $\sup_{x \in \mathbb{R}^d} ||f_y(x) - x||_2 \leq \rho + \epsilon$ for $y \in \{-1, 1\}$.

---

1 We need the $\epsilon$ here because a mapping with exactly the $W_\infty$ distance may not exist, although if they $P$ and $Q$ have densities then such a mapping does exist.
then we have:

\[
\text{Err}(\theta, Q) = Q(Y \neq \text{sign}(w^T(X + b))) \\
= Q(Y^T(X + b) \leq 0) \\
= Q(Y = 1)Q(w^T X + b \leq 0 \mid Y = 1) + \\
Q(Y = -1)Q(w^T X + b \geq 0 \mid Y = -1) \\
= P(Y = 1)P(w^T f_1(X) + b \leq 0 \mid Y = 1) + \\
P(Y = -1)P(w^T f_{-1}(X) + b \geq 0 \mid Y = -1) \\
\leq P(Y = 1)P(w^T X + b \leq (\rho + \epsilon)R \mid Y = 1) + \\
P(Y = -1)P(w^T X + b \geq -(\rho + \epsilon)R \mid Y = -1) \\
= P(Y(w^T X + b) \leq (\rho + \epsilon)R)
\]

Where the inequality follows from Cauchy-Schwarz:

\[
|w^T X - w^T f_y(X)| = |w^T(X - f_y(X))| \\
\leq ||w||_2||X - f_y(X)||_2 \\
\leq R(\rho + \epsilon)
\]

Combining this with Equation (34), this gives us:

\[
\text{Err}(\theta, Q) \leq \frac{1}{1 - (\rho + \epsilon)R} L_r(\theta, P) 
\] (35)

Since \(\epsilon > 0\) was arbitrary, by taking the infimum over all \(\epsilon > 0\), we get:

\[
\text{Err}(\theta, Q) \leq \frac{1}{1 - \rho R} L_r(\theta, P) 
\] (36)

Which was what we wanted to show.

\[\square\]

From the previous lemma, \(M_\theta\) has low error on \(Q\), or in other words only occasionally mislabels examples from \(Q\). The next lemma says that if we minimize the ramp loss on a distribution where the points are only occasionally mislabeled, then we learn a classifier with low (good) ramp loss as well.

**Lemma A.3.** Given random variables \(X, Y, Y'\) (defined on the same measure space) with joint distribution \(P\), where \(X\) denotes the distribution over inputs, and \(Y, Y'\) denote distinct distributions over labels. If \(P(Y \neq Y') \leq \beta\) then for any \(\theta\), \(L_r(\theta, P_X P_{Y'|X}) \leq L_r(\theta, P_X P_{Y'|X}) + \beta\). Here \(P_X P_{Y'|X}\) denotes the distribution where the input \(X\) is sampled from \(P_X\) and then the label is sampled from \(P_{Y'|X}\).

**Proof.** Let \(\theta = (w, b)\). The proof is by algebra, where we recall that \(r : \mathbb{R} \rightarrow [0, 1]\) is the ramp loss.
which is bounded between 0 and 1:
\[
L_r(\theta, P_X P_{Y'|X}) = \mathbb{E} \left[ r(Y'(w^T X + b)) \right] = \mathbb{E} \left[ r(Y'(w^T X + b)) I_{Y=Y'} \right] + \mathbb{E} \left[ r(Y'(w^T X + b)) I_{Y\neq Y'} \right] \\
\leq \mathbb{E} \left[ r(Y'(w^T X + b)) I_{Y=Y'} \right] + \mathbb{E} \left[ I_{Y\neq Y'} \right] = \mathbb{E} \left[ r(Y'(w^T X + b)) I_{Y=Y'} \right] + \beta \\
= L_r(\theta, P_X P_{Y'|X}) + \beta
\]

\[\square\]

**Proof of Theorem 3.2** We begin by noting that there is some \( \theta^* \in \Theta \) that gets low loss \( \alpha^* \) on \( Q \):

\[
L_r(M_{\theta^*}, Q) = \alpha^* = \min_{\theta^* \in \Theta} L_r(M_{\theta^*}, Q)
\]

(37)

In self-training, we do not have access to labels from \( Q \) so we use \( M_{\theta} \) to pseudolabel examples \( X \) from \( Q \), so let \( w, b = \theta \) and let \( Y'|X = \text{sign}(w^T X + b) \) be the pseudolabel distribution \( Q_{Y'|X} \).

However, our pseudolabels are mostly correct. That is, let \( \beta = 2 \frac{1}{L_r(M_{\theta}, P)} L_r(M_{\theta}, P) \). Since the conditions of Lemma A.2 are satisfied, \( \text{Err}(M_{\theta}, Q) \leq \beta \). This means that the pseudolabels from \( M_{\theta} \) and the true labels on \( Q \) mostly agree: \( Q(Y \neq Y') \leq \beta \). So by Lemma A.3, \( \theta^* \), which attained low loss \( \alpha^* \) on \( Q \), also does fairly well on the pseudolabeled distribution \( Q_X Q_{Y'|X} \), which denotes the distribution where the input \( X \) is sampled from \( Q_X \) and then the label is sampled from \( Q_{Y'|X} \):

\[
L_r(M_{\theta^*}, Q_X Q_{Y'|X}) \leq L_r(M_{\theta^*}, Q) + \beta \\
\leq \alpha^* + \beta
\]

(38)

Since we have \( n \) examples from \( Q_X Q_{Y'|X} \), from Lemma A.1 the empirical risk minimizer \( \theta'^* \) on the \( n \) examples satisfies:

\[
L_r(\theta'^*, Q_X Q_{Y'|X}) \leq \min_{\theta \in \Theta} L_r(\theta, Q_X Q_{Y'|X}) + 4BR + \sqrt{\frac{2\log 2}{\delta}} \sqrt{n}
\]

(39)

But minimizing the loss on \( Q_X Q_{Y'|X} \) explicitly gives us a lower loss than \( \theta^* \) gets on \( Q_X Q_{Y'|X} \)
(recall that $\theta^*$ is the minimizer of the loss on $Q$ which is different):

$$\min_{\theta \in \Theta_R} L_r(\theta, Q_X Q_\gamma|X) \leq L_r(M_{\theta^*}, Q_X Q_\gamma|X) \leq \alpha^* + \beta$$  \hspace{1cm} (40)

Combining Equations (39) and (40), we get:

$$L_r(\theta', Q_X Q_\gamma|X) \leq \alpha^* + \beta + 4BR + \sqrt{2 \log 2/\delta} \sqrt{n}$$  \hspace{1cm} (41)

This bounds the ramp loss of $\theta'$ on the pseudolabeled distribution $Q_X Q_\gamma|X$—to convert this back to $Q$ we apply Lemma A.3 again which we can since $Q(Y \neq Y') \leq \beta$, which gives us:

$$L_r(\theta', Q) \leq \alpha^* + 2\beta + 4BR + \sqrt{2 \log 2/\delta} \sqrt{n}$$  \hspace{1cm} (42)

This completes the proof.

\[ \square \]

**Restatement of Corollary 3.3.** Under the $\alpha^*$-separation, no label shift, gradual shift, and bounded data assumptions, if the source model $\theta_0$ has low loss $\alpha_0 \geq \alpha^*$ on $P_0$ (i.e. $L_r(\theta_0, P_0) \leq \alpha_0$) and $\theta$ is the result of gradual self-training: $\theta = \text{ST}(\theta_0, (S_1, \ldots, S_n))$, letting $\beta = \frac{2}{1-\rho_R}$:

$$L_r(\theta, P_T) \leq \beta^{T+1} \left( \alpha_0 + \frac{4BR + \sqrt{2 \log 2T/\delta}}{\sqrt{n}} \right).$$  \hspace{1cm} (43)

**Proof.** We begin with a classifier with loss $\alpha_0$. Applying Theorem 3.2 for each subsequent step of self-training, letting $\beta = \frac{2}{1-\rho_R}$, we get:

$$L_r(M_{\theta_{i+1}}, P_{i+1}) \leq \beta L_r(M_{\theta_i}, P_i) + \alpha^* + 4BR + \sqrt{2 \log 2T/\delta} \sqrt{n}$$  \hspace{1cm} (44)

Expanding, this becomes the sum of a geometric series. Noting that $\alpha^* \leq \alpha_0$, by using the formula for the sum of geometric series, we get:

$$L_r(M_{\theta_T}, P_T) \leq \beta^{T+1} \left( \alpha_0 + \frac{4BR + \sqrt{2 \log 2T/\delta}}{\sqrt{n}} \right)$$  \hspace{1cm} (45)

\[ \square \]

**Restatement of Example 3.4.** Even under the $\alpha^*$-separation, no label shift, gradual shift, and bounded data assumptions, given $0 < \alpha_0 \leq \frac{1}{4}$, for every $T$ there exists distributions $P_0, \ldots, P_{2T}$, and $\theta_0 \in \Theta_R$ with $L_r(\theta_0, P_0) \leq \alpha_0$, but if $\theta' = \text{ST}(\theta_0, (P_1, \ldots, P_{2T}))$ then $L_r(\theta', P_{2T}) \geq \min(0.5, \frac{1}{2} 2^T \alpha_0)$. Note that $L_r$ is always in $[0, 1]$.

**Proof.** The construction works even in 1-D. We will consider regularized linear models $\Theta_R$ with $R = 1$, so $\rho < \frac{1}{R}$. Such a model in 1D can be parametrized by 2 parameters, $w, b \in \mathbb{R}$ with $|w| \leq 1$, where the output of the linear model for an input $x \in \mathbb{R}$ is $wx + b$, and the label is $\text{sign}(wx + b)$. 24
First we give intuition, and then we dive into the formal details of the construction.

We start with a classifier \( \theta_0 = (w_0, b_0) = (1, 0) \). We will construct the distributions so that the classifier \( \theta_t = \theta_0 \) for all \( t \), that is, gradual self-training will not update the classifier. In the initial distribution \( P_0 \), all the negative examples will be located at \( x = -10 \), so the classifier gets them correct and incurs 0 loss on them. \( \alpha_0 \) fraction of the positive examples will be at \( x = -0.1 \), these examples are misclassified so the classifier incurs loss \( \alpha_0 \). The rest of the positive examples will be at \( x = 1 \), and the classifier incurs 0 loss on them.

In distribution \( P_1 \), 0.5\( \alpha_0 \) fraction of the positive examples will move from \( x = 1 \) to \( x = 0.5 \), but everything else stays the same as in \( P_0 \). After pseudolabeling and self-training, the classifier still stays the same, that is \( \theta_1 = \theta_0 \). This is because the \( \alpha_0 \) fraction of examples at \( x = -0.1 \) will be pseudolabeled negative, the 0.5\( \alpha_0 \) fraction of examples at \( x = 0.5 \) pseudolabeled positive, and the remaining positive examples at \( x = 1 \) will be pseudolabeled positive. Training on this pseudolabeled distribution gives us \( \theta_1 = (w_1, b_1) = (1, 0) \) as the optimal parameters.

In \( P_2 \), the 0.5\( \alpha_0 \) fraction of points at \( x = 0.5 \) moves to \( x = -0.1 \). After pseudolabeling and self-training, we still get \( \theta_2 = \theta_0 \). At this point the classifier incurs loss 1.5\( \alpha_0 \). We repeat this process, except for \( P_3 \), \( \alpha_0 \) fraction of the positive examples move from \( x = 1 \) to \( x = 0.5 \), and then the next time in \( P_5 \), 2\( \alpha_0 \) fraction of the positive examples move from \( x = 1 \) to \( x = 0.5 \), etc. So in this way the loss grows exponentially.

We now give the formal construction, which works even in just 1 dimension. First, we choose \( S \) to be the maximum integer such that \((2^S - 1) \alpha_0 < \frac{1}{2}\). We have \( S \geq 1 \), because \((2^{1-1} + \frac{1}{2}) \alpha_0 = \frac{3}{2} \alpha_0 \leq \frac{3}{4} < \frac{1}{2}\).

We now define a sequence of weights, which represents the fraction of points we move in each step as in the sketch above. For \( 0 \leq i \leq S - 1 \), let \( w_i = \frac{1}{2} 2^i \alpha_0 \), and let \( w_S = \frac{1}{2} - (2^{S-1} + \frac{1}{2}) \alpha_0 \). From the sum of geometric series, we can verify that each of these weights are positive, and the weights sum up to \( \frac{1}{2} \).

We now define the distributions at each step, we case on whether the step is odd or even since as in the above high level sketch, it takes 2 steps to move a point from \( x = 1 \) across to the other side of the decision boundary. One subtlety is that unlike the sketch above, since we use the Monge form of the Wasserstein distance, we cannot have all the points exactly at \( x = 1 \) but keep them separated by a small distance \( \delta = \frac{1}{10S} \). This is a technical detail, so on a first reading the reader may just pretend \( \delta = 0 \) to work through the structure of the proof.

(Odd case) For \( 0 \leq t < \min(T, S + 1) \), \( P_{2t+1} \) is given by:

\[
P_{2t+1}(x = -10 \land Y = -1) = 0.5
\]

\[
P_{2t+1}(x = -0.1 \land Y = 1) = \alpha_0 + \sum_{i=0}^{t-1} w_i
\]

\[
P_{2t+1}(x = 0.5 \land Y = 1) = w_t
\]

\[
P_{2t+1}(x = 1 + i \delta \land Y = 1) = w_i \quad \forall t < i \leq S
\]
(Even case) For $0 \leq t \leq \min(T, S + 1)$, $P_{2t}$ is given by:

$$P_{2t}(x = -10 \land Y = -1) = 0.5$$  \hspace{1cm} (50)  

$$P_{2t}(x = -0.1 \land Y = 1) = \alpha_0 + \sum_{i=0}^{t-1} w_i$$  \hspace{1cm} (51)  

$$P_{2t}(x = 1 + i\delta \land Y = 1) = w_i \forall t \leq i \leq S$$  \hspace{1cm} (52)  

If $T \geq S + 1$, then for $2S + 2 \leq i \leq 2T$, we set $P_i = P_{2S+2}$ (by this step the classifier will have reached ramp loss and error 0.5).

We can check that if $t < 2S$, then the classifier obtained from gradual self-training is $w_t = (1, 0)$ (the classifier does not change after self-training). When $t = 2S$, $w_t = (1, -0.9)$, and finally if $2S < t$ then $w_t = (1, -1.5)$. The edge case is because at the end all positive points are to the left of the classifier, so the classifier moves to the right.

Next we examine the loss values. If $t \leq S$, the fraction of examples the classifier $w_{2t}$ gets wrong on $P_{2t}$ is:

$$\alpha_0 + \sum_{i=0}^{t-1} w_i = (2^{t-1} + \frac{1}{2})\alpha_0 \geq \frac{1}{2}2^t\alpha_0$$  \hspace{1cm} (53)  

If $t > S$, the fraction of examples the classifier $w_{2t}$ gets wrong on $P_{2t}$ is 0.5. The ramp loss is bounded below by the error rate, which means:

$$L_r(\theta', P_{2T}) \geq \min(0.5, \frac{1}{2}2^T\alpha_0)$$  \hspace{1cm} (54)  

As desired.

We can verify that for every $i$, $W_{\infty}(P_i, P_{i+1}) \leq 0.6 < 1 = \frac{1}{R}$, so these distributions satisfy the gradual shift assumption. $P_i(Y = 1) = P_i(Y = -1) = 0.5$ for all $i$, so the distributions satisfy the no label shift assumption. The classifier $(w, b) = (1, 5)$ gets 0 loss on all $P_i$, so the distributions satisfy the $\alpha^*$-separation assumption with $\alpha^* = 0$. Finally, the data is all bounded in a constant region, between $x = -10$ and $x = 2$, so the distributions satisfy the bounded data assumption.

**Restatement of Example 3.5.** Given a model $\theta \in \Theta_\infty$ and unlabeled examples $S$ where for all $x \in S$, $M_\theta(x) \neq 0$, there exists $\theta' \in ST'(\theta, S)$ such that for all $x \in \mathbb{R}^d$, $M_\theta(x) = M_{\theta'}(x)$.

**Proof.** The proof is straightforward: scaling up the parameters of the original model $\theta$ gives us a $\theta'$ that gets 0 loss (ramp or hinge) on the pseudolabeled distribution, but does not change the model predictions. For simplicity, we focus on the ramp loss but the proof applies to the hinge loss as well. Suppose $\theta = (w, b)$, where $w \in \mathbb{R}^d$ and $b \in \mathbb{R}$.

We choose our new parameters to be $\theta' = (\alpha w, \alpha b)$, where $\alpha \geq 1$ is a scaling factor we will choose.
Then we can write $L(\theta')$, the loss of $\theta'$ on the pseudolabeled examples $S$ as:

$$L(\theta') = \frac{1}{|S|} \sum_{x \in S} \ell_r(M_\theta(x), \text{sign}(M_\theta(x)))$$

$$= \frac{1}{|S|} \sum_{x \in S} r(\text{sign}(w^T x + b)(\alpha w^T x + \alpha b))$$

$$= \frac{1}{|S|} \sum_{x \in S} r(\alpha |w^T x + b|) \quad (55)$$

Now, we can choose large enough $\alpha$ so that the term inside the $r$ in the last line above is always $\geq 1$:

$$\alpha = \frac{1}{\min_{x \in S} |w^T x + b|} \quad (56)$$

So now, $|(w')^T x + b'| = \alpha |(w^T x + b)| \geq 1$ for all $x \in S$. This gives us that $L(\theta') = 0$, since $r(m) = 0$ for $m \geq 1$. Note that this is true for the hinge loss as well, $h(m) = 0$ for $m \geq 1$. Since $L$ is bounded below by 0, $\theta'$ is a minimizer of the loss on the pseudolabeled distribution (which is what self-training minimizes, see Equation (3)).

Since $\theta'$ is just a scaled up version of $\theta$, it does not change the predictions:

$$\text{sign}(\alpha w^T x + \alpha b) = \text{sign}(w^T x + b) \quad (57)$$

**Restatement of Example 3.6.** For all $\theta \in \Theta$, $\theta$ is a minimizer of $L_{\sigma,\theta}$, that is, for all $\theta' \in \Theta$, $L_{\sigma,\theta}(\theta) \leq L_{\sigma,\theta}(\theta')$.

**Proof.** The reason for this is that the logistic loss is a proper scoring loss—if we fix $p$, the loss of $ll(p,p')$ is minimized when $p' = p$. That is, if $0 \leq p, p' \leq 1$:

$$ll(p, p) \leq ll(p, p') \quad (58)$$

So we have:

$$L_{\sigma,\theta}(\theta') = \mathbb{E}[ll(\sigma(M_\theta(X)), \sigma(M_{\theta'}(X)))]$$

$$\geq \mathbb{E}[ll(\sigma(M_\theta(X)), \sigma(M_{\theta}(X)))]$$

$$= L_{\sigma,\theta}(\theta) \quad (59)$$

**Restatement of Example 3.7.** Even under the $\alpha^*$-separation, no label shift, and gradual shift assumptions, given $\alpha_0 > 0$, there exists distributions $P_0, P_1, P_2$ and $\theta_0 \in \Theta_R$ with $L_h(\theta_0, P_0) \leq \alpha$, but if $\theta' = \text{ST}(\theta_0, (P_1, P_2))$ then $L_h(\theta', P_2) \geq \text{Err}(\theta', P_2) = 1$ ($\theta'$ gets every example in $P_2$ wrong), where we use the hinge loss in self-training.

**Proof.** We construct an example in 2D. We consider the set of regularized linear models $\Theta_R$, where $R = 1$. Such a classifier is parametrized by $(w, b)$ where $w \in \mathbb{R}^2$ with $||w||_2 \leq 1$, and $b \in \mathbb{R}$. The output of the model is $M_{w,b}(x) = w^T x + b$, and the predicted label is $\text{sign}(w^T x + b)$. 
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Set \( \alpha_0 = \min(\frac{1}{3}, \frac{2\alpha}{3}) \). We will construct an example where the initial hinge error is \( \leq \alpha_0 \), but it increases to over 1 and gets every example wrong, in 2 distribution shifts, even though there exists a single classifier with 0 hinge loss across all the distributions. Let \( w_0 = (1, 0) \) and \( b_0 = 0 \). Consider a distribution \( Q_\delta \), for \( \delta \in \mathbb{R} \), defined as follows:

\[
Q_\delta(Y = 1 \land X = (\delta, 1)) = \frac{1 - \alpha_0}{2} \tag{[Point 1]}
\]

\[
Q_\delta(Y = 1 \land X = (-\frac{1}{2}, 1 - \frac{1}{2}) \cdot \frac{1 - \alpha_0}{\alpha_0}) = \frac{\alpha_0}{2} \tag{[Point 2]}
\]

\[
Q_\delta(Y = -1 \land X = (-\delta, -1)) = \frac{1 - \alpha_0}{2} \tag{[Point 3]}
\]

\[
Q_\delta(Y = -1 \land X = (\frac{1}{2}, 1 - \frac{1}{2}) \cdot \frac{1 - \alpha_0}{\alpha_0}) = \frac{\alpha_0}{2} \tag{[Point 4]}
\]

We will set \( P_0 = Q_1, P_1 = Q_{1/3}, \) and \( P_2 = Q_{-1/3} \). First, we note that the Wasserstein-infinity distance between any consecutive one of these is at most \( 2/3 < 1 \).

Next, we can verify that \( L_h(w_0, P_0) = \frac{3}{2} \alpha_0 \leq \alpha \). In particular, \( w_0 \) gets points 2 and 4 incorrect, and points 1 and 3 correct with margin 1. Computing the expectation of the loss, we get \( \frac{3}{2} \alpha_0 \).

Now the algorithm self-trains on \( P_1 \): \( w_0 \) pseudolabels points 1 and 4 positive \( (y = 1) \), and pseudolabels points 2 and 3 negative \( (y = -1) \), again getting points 2 and 4 incorrect. From the KKT conditions, we can verify that the minimizer of the hinge loss on these pseudolabeled points is \( w_1 = w_0 \), and \( b_2 = 0 \).

Finally, the algorithm self-trains on \( P_2 \): here \( w_0 \) pseudolabels points 3 and 4 positive, and 1 and 2 negative. That is, it gets all the examples wrong. Self-training on these pseudolabels, the model still gets every example wrong (one solution is \( w_2 = (0, -1) \) and \( b_2 = 0 \)). So \( \text{Err}(w_2, P_2) = 1 \), and the hinge loss is lower bounded by the error with \( L_h(w_2, P_2) \geq \text{Err}(w_2, P_2) \).

On the other hand, the classifier \( w^* = (0, 1) \) and \( b^* = 0 \), gets hinge loss 0 on \( P_1, P_2, P_3 \).

\[\square\]

**Restatement of Proposition 3.8**. Given \( \alpha_0 > 0 \), distributions \( P_0 = \cdots = P_T \), and model \( \theta_0 \in \Theta_R \) with \( L_r(\theta_0, P_0) \leq \alpha_0, L_r(\theta', P_T) \leq \alpha_0(T + 1) \) where \( \theta' = \text{ST}(\theta_0, (P_1, \ldots, P_T)) \)

We give intuition for our argument, and then dive into the formal proof. Suppose we start out with a model that has ramp loss \( \alpha_0 \) on \( P = P_0 = \cdots = P_T \). After a single step of self-training, the loss can increase to \( 2\alpha_0 \) on \( P \). So a naive argument leads to an exponential bound (since the loss is now \( 2\alpha_0 \), it can increase to \( 2 \cdot 2\alpha_0 \) after another round of self-training, etc, so after \( T \) steps, the loss on \( P \) is bounded by \( 2^T \alpha_0 \). Showing a linear upper bound requires a more subtle argument that tracks some other invariants, and not just the loss value.

Roughly speaking, if the initial loss is below \( \alpha_0 \), there cannot be more than \( \alpha_0 \) fraction of points near the decision boundary. We show that this invariant is maintained by self-training: the ‘number’ of points near the decision boundary decreases, so it always stays below the initial value \( \alpha_0 \). Finally, we show that if there are \( \alpha_0 \) points near the decision boundary, then self-training cannot increase
the loss by more than \( \alpha_0 \) no matter what the current loss is. This shows that at each step the loss can only increase by \( \alpha_0 \). Compare this with Example 3.4 where we do have distribution shift—in this case the ‘number’ of points near the decision boundary can keep increasing which can lead to an exponential growth in the loss.

We now dive into the formal proof—we begin by making some definitions and stating and proving lemmas that formalize the above intuition.

In self-training, we pseudolabel an example \( x \) with label \( \text{sign}(M_{\theta}(x)) \). We define the corresponding distribution on the pseudolabels \( P_{Y|x,\theta} \) by \( Y_{x,\theta} = \text{sign}(M_{\theta}(x)) \).

Recall that the loss of \( \theta \) on labeled data is (where \( r \) is the ramp loss):

\[
L_r(\theta, P) = E_{X,Y \sim P} [\ell_r(M_{\theta}(X), Y)] = E_{X,Y \sim P} [r(YM_{\theta}(X))] \tag{60}
\]

We define a loss on unlabeled data which corresponds to the loss of \( \theta \) if every example was labeled by \( M_{\theta} \). This roughly corresponds to the ‘number’ of points near the decision boundary, since points far from the decision boundary incur 0 loss, but points near the decision boundary incur a loss between 0 and 1. Note that the unlabeled loss does not use the labels \( Y \). Letting \( P_X \) denote the marginal distribution of \( P \) on \( X \), and \( P_XP_{Y|X} \) denote the distribution where \( X \) is sampled from \( P_X \) and \( Y \) is sampled from \( P_{Y|X} \), the unlabeled loss \( U_r \) is:

\[
U_r(\theta, P) = L_r(\theta, P_XP_{Y|X,\theta}) = E_{X \sim P} [\ell_r(M_{\theta}(X), \text{sign}(M_{\theta}(X)))] = E_{X \sim P} [r(|M_{\theta}(X)|)] \tag{61}
\]

The unlabeled loss \( U_r \) and labeled loss \( L_r \) are always defined since the ramp loss is bounded below by 0. A straightforward lemma shows that the unlabeled loss lower bounds the labeled loss.

**Lemma A.4** (Lower bounds labeled loss). The unlabeled loss lower bounds the labeled loss: \( U_r(\theta, P) \leq L_r(\theta, P) \).

**Proof.** Since \( Y \in \{-1, 1\} \),

\[
|M_{\theta}(X)| = |YM_{\theta}(X)| \geq YM_{\theta}(X) \tag{62}
\]

Now, since \( r \) is a non-increasing function, we have:

\[
r(|M_{\theta}(X)|) \leq r(YM_{\theta}(X)) \tag{63}
\]

Taking expectations on both sides:

\[
U_r(\theta, P) \leq L_r(\theta, P) \tag{64}
\]
The next lemma shows that each step of self-training decreases the unlabeled loss.

**Lemma A.5 (Unlabeled loss decreases).** If \( \theta, \theta' \in \Theta \) and \( \theta' = \text{ST}(\theta, P) \), then \( U_r(\theta', P) \leq U_r(\theta, P) \).

**Proof.** Since the unlabeled loss does not depend on the labels, we have:

\[
U_r(\theta', P) = U_r(\theta', P_X P_{Y|X,\theta})
\]

From Lemma A.4, the unlabeled loss lower bounds the labeled loss:

\[
U_r(\theta', P_X P_{Y|X,\theta}) \leq L_r(\theta', P_X P_{Y|X,\theta})
\]

But \( P_X P_{Y|X,\theta} \) is the distribution of pseudolables produced by model \( \theta \), which is exactly what self-training (\( \theta' = \text{ST}(\theta, P) \)) minimizes (recall the definition of self-training in Equation (4)), so \( \theta' \) has lower loss than \( \theta \) on the pseudolabeled distribution:

\[
L_r(\theta', P_X P_{Y|X,\theta}) \leq L_r(\theta, P_X P_{Y|X,\theta}) = U_r(\theta, P)
\]

Which means that:

\[
U_r(\theta', P) \leq U_r(\theta, P)
\]

We now show a type of triangle inequality for the loss, which says that the loss of \( \theta' \) on \( P \) is upper bounded by the loss of \( \theta' \) on pseudolables from \( \theta \) plus the loss of \( \theta \) on \( P \).

**Lemma A.6 (Triangle Inequality).** \( L_r(\theta', P) \leq L_r(\theta', P_X P_{Y|X,\theta}) + L_r(\theta, P) \)

**Proof.** We will first show that for any \( x, y, \theta, \theta' \):

\[
\ell_r(M_{\theta'}(x), y) \leq \max(\ell_r(M_{\theta'}(x), \text{sign}(M_{\theta}(x))), \ell_r(M_{\theta}(x), y))
\]

We can prove this by casing. If \( M_{\theta'}(x) \) and \( M_{\theta}(x) \) have different signs, or \( M_{\theta}(x) \) and \( y \) have different signs, then the RHS is 1. But the ramp loss is bounded above by 1, so the LHS has loss at most 1, which makes this statement true. Otherwise, suppose \( M_{\theta'}(x) \), \( M_{\theta}(x) \), and \( y \) all have the same signs—but then \( \text{sign}(M_{\theta}(x)) = y \), so \( \ell_r(M_{\theta'}(x), y) = \ell_r(M_{\theta'}(x), \text{sign}(M_{\theta}(x))) \).

With this in hand, the result follows with some algebra:

\[
L_r(\theta', P) = \mathbb{E}[\ell_r(M_{\theta'}(X), Y)] \\
\leq \mathbb{E}[\max(\ell_r(M_{\theta'}(X), \text{sign}(M_{\theta}(X))), \ell_r(M_{\theta}(X), Y))] \\
\leq \mathbb{E}[\ell_r(M_{\theta'}(X), \text{sign}(M_{\theta}(X))) + \ell_r(M_{\theta}(X), Y)] \\
= L_r(\theta', P_X P_{Y|X,\theta}) + L_r(\theta, P)
\]

Next, we show that if the unlabeled loss of \( \theta \) is less than \( \alpha \), then self-training cannot increase the loss by more than \( \alpha \).
Lemma A.7 (Upper bounding loss growth). Suppose \( U_r(\theta, P) \leq \alpha \) and let \( \theta' = \text{ST}(\theta, P) \). Then:
\[
L_r(\theta', P) \leq L_r(\theta, P) + \alpha
\]

Proof. From Lemma A.6, it suffices to show that \( L_r(\theta', P \{X \mid \theta\}) \leq \alpha \). But as in Equation (67), this is simply because \( \theta' \) minimizes the pseudolabeled loss so we have:
\[
L_r(\theta', P \{X \mid \theta\}) \leq U_r(\theta, P) \leq \alpha \tag{71}
\]

The proof of Proposition 3.8 now simply inductively applies Lemma A.5 and Lemma A.7.

Proof of Proposition 3.8. Let \( \theta_t = \text{ST}(\theta_{t-1}, P_t) \) for \( 1 \leq t \leq T \). The unlabeled loss lower bounds the labeled loss: that is, since \( L_r(\theta_0, P_0) \leq \alpha_0 \), from Lemma A.4, \( U_r(\theta_0, P_0) \leq \alpha_0 \). The unlabeled loss can only decrease with self-training: that is, inductively applying Lemma A.5, we get that for all \( t \), \( U_r(\theta_t, P_t) \leq \alpha_0 \). Then from Lemma A.7 the loss can only increase by \( \alpha_0 \) at each step of self-training, so \( L_r(\theta_T, P_T) \leq L_r(\theta_0, P_0) + \alpha_0 T \leq \alpha_0 (T + 1) \).

The next Example shows that even without distribution shift, self-training can increase the loss of a model from \( \alpha_0 \) to nearly \( 2\alpha_0 \).

Example A.8. Even under the \( \alpha^\ast \)-separation and bounded data assumptions, for every \( 0.25 > \alpha_0 > \epsilon > 0 \), there exists a model \( \theta_0 \) and distribution \( P \) with \( L_r(\theta_0, P) \leq \alpha_0 \) but \( L_r(\text{ST}(\theta_0, P), P) \geq 2\alpha_0 - \epsilon \).

Proof. We give an example in 1D, where a linear model can be parametrized by 2 parameters, \( w, b \in \mathbb{R} \) with \( |w| \leq 1 \), where the output of the linear model for an input \( x \in \mathbb{R} \) is \( wx + b \), and the label is \( \text{sign}(wx + b) \).

Let \( \delta = \epsilon/3 \) and \( a = \alpha_0/(1 + \delta) \). Let the data distribution \( P \) be given by:
\[
P(X = -10 \land Y = -1) = 0.5 \tag{72}
\]
\[
P(X = 0 \land Y = 1) = a \tag{73}
\]
\[
P(X = 1 \land Y = 1) = a - \delta \tag{74}
\]
\[
P(X = 10 \land Y = 1) = 0.5 - 2a + \delta \tag{75}
\]

Note that the probabilities are all non-negative and add up to 1 and the data is bounded between \( x = -10 \) and \( x = 10 \).

Let the initial model be \( w_0 = 1 \) and \( b_0 = -\delta \). The initial loss is \( L_r((w_0, b_0), P) = a + (a - \delta)\delta = \alpha_0 - \delta^2 \leq \alpha_0 \). We can check that after self-training, the updated parameters are \( w_1 = 1 \) and \( b_1 = 1 \). The final loss is \( L_r((w_1, b_1), P) = 2a - \delta \geq 2\alpha_0(1 - \delta) - \delta \geq 2\alpha_0 - 3\delta = 2\alpha_0 - \epsilon \).
We prove Theorem 4.1 in Section 3 following the sketch described in the paper. Our first lemma shows that if $\mu$ does not change too much, then the optimal parameters $w^*(\mu)$ do not change too much either.

**Lemma B.1.** $w^*$ is $\frac{1}{B}$-Lipschitz, that is if $||\mu||_2, ||\mu'||_2 \geq B > 0$, then:

$$ ||w^*(\mu') - w^*(\mu)||_2 \leq \frac{1}{B} ||\mu' - \mu||_2 $$

**Proof.** Recall that $w^*(\mu) = \mu / ||\mu||_2$, which is well defined since $||\mu||_2 > 0$. We will first prove that if $||v'||_2 \geq ||v||_2 = 1$, then the claim holds, that is:

$$ \frac{v'}{||v'||_2} - v \leq ||v'||_2$$

Expanding both sides, this is equivalent to showing:

$$ 1 + ||v||_2^2 - \frac{2v^Tv'}{||v'||_2^2} \leq ||v'||_2^2 + ||v||_2^2 - 2v^Tv $$

Subtracting both sides by $||v||_2^2$, it suffices to show:

$$ 1 - \frac{2v^Tv'}{||v'||_2^2} \leq ||v'||_2^2 - 2v^Tv $$

But since $||v'||_2 \geq 1$, we can bound the LHS above if we multiply by $||v'||_2$:

$$ 1 - \frac{2v^Tv'}{||v'||_2^2} \leq ||v'||_2 - 2v^Tv' \leq ||v'||_2^2 - 2v^Tv' $$

So Equation (77) is true.

Now we prove the main claim. Without loss of generality, suppose $||\mu'||_2 \geq ||\mu||_2$, otherwise we can swap $\mu$ and $\mu'$. Then we can scale $\mu'$ and reduce to the previous case:

$$ ||w^*(\mu') - w^*(\mu)||_2 = \frac{||\mu'||_2}{||\mu||_2} - \frac{\mu}{||\mu||_2} $$

$$ = \frac{||\mu'||_2/||\mu||_2 - \mu}{||\mu||_2} $$

$$ = \frac{||\mu'||_2/||\mu||_2 - \mu}{||\mu||_2} $$

$$ \leq \frac{||\mu'||_2 - \mu}{||\mu||_2} $$

$$ = \frac{1}{||\mu||_2} ||\mu' - \mu||_2 $$

$$ \leq \frac{1}{B} ||\mu' - \mu||_2 $$
Where in the inequality on the 4th line we applied Equation (77). This completes the proof.

We now state a standard lemma in measure theory, which says that if \( f(x) \geq g(x) \) for all \( x \), and the inequality is \textit{strict} on a set of non-zero measure (volume), then the integral of \( f \) is strictly greater than the integral of \( g \).

**Lemma B.2.** Let \( \mu \) be a measure on \( \mathbb{R}^d \), and \( C \) be measurable with \( \mu(C) > 0 \). Suppose \( f(x) > g(x) \) if \( x \in C \), and \( f(x) \geq g(x) \) for all \( x \in \mathbb{R}^d \), where \( f \) and \( g \) are measurable functions with finite integrals. Then:

\[
\int_{\mathbb{R}^d} f(X) d\mu > \int_{\mathbb{R}^d} g(X) d\mu
\]  

(82)

Our next lemma is the key step of the proof. We show that \( w^*(\mu) \) is a strict local minimizer of \( U(w, P_{\mu,\sigma}) \), that is it has lower loss than any other \( w \) nearby.

**Lemma B.3.** For all \( w \in \mathbb{R}^d \) with \( ||w||_2 \leq 1 \) and \( ||w - w^*(\mu)||_2 < 1 \), with \( w \neq w^*(\mu) \), we have:

\[
U(w^*(\mu), P_{\mu,\sigma}) < U(w, P_{\mu,\sigma})
\]  

(83)

\[\text{Proof.}\] Denote \( w^*(\mu) \) as \( w^* \). By Cauchy-Schwarz, since \( ||w^*||_2 = 1 \) and \( ||w - w^*||_2 < 1 \), we have \( w \cdot w^* > 0 \), and \( ||w||_2 > 0 \). This is because \( w \cdot w^* = ||w^*||_2 + (w - w^*) \cdot w^* \geq 1 - ||w - w^*||_2 ||w^*||_2 > 0 \). Since the dot product is non-zero, neither vector can be 0.

We begin by noting that \( U(w, P_{\mu,\sigma}) \) is well-defined and finite: because \( \phi(|X|) \) is between 0 and 1 so the expectation is well-defined with finite, non-negative value.

**Step 1 (Scaling Parameters):** First, we show that scaling up the parameters decreases the loss: for any \( w \) and \( \lambda > 1 \), \( U(\lambda w, P_{\mu,\sigma}) < U(w, P_{\mu,\sigma}) \).

Since \( \phi \) is non-increasing, \( \phi(||\lambda w^T x||) \geq \phi(||w^T x||) \). Now, let \( C = \{ x \in \mathbb{R}^d : 0 < \lambda w^T x < 1 \} \). Since \( \phi \) is strictly decreasing on \([0, 1]\), for \( x \in C \), \( \phi(||\lambda w^T x||) < \phi(||w^T x||) \). \( P_{\mu,\sigma}(C) > 0 \) (the Gaussian mixture distribution assigns positive probability to any set with non-zero volume / Lebesgue measure). Then from Lemma B.2

\[
\mathbb{E}_{X \sim P_{\mu,\sigma}} [\phi(||\lambda w^T X||)] < \mathbb{E}_{X \sim P_{\mu,\sigma}} [\phi(||w^T X||)]
\]  

Which is precisely saying \( U(\lambda w, P_{\mu,\sigma}) < U(w, P_{\mu,\sigma}) \).

This lets us assume, without loss of generality, that \( ||w||_2 = 1 \) since scaling up \( w \) strictly decreases the loss, and the theorem statement assumes \( ||w||_2 \leq 1 \).

**Step 2 (Rotating parameters):** Note that rotating the entire space does not change the loss values, formally if \( A \) is a rotation matrix then:

\[
U(Aw, P_{\mu,\sigma}) = U(w, P_{\mu,\sigma})
\]  

(85)
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So without loss of generality, we rotate the setup so that \( w \) and \( w^* \) lie on the XY plane (except for the first two coordinates, all coordinates are 0). Let \( v \) be the unit bisector of \( w \) and \( w^* \), given by \( v = (w + w^*)/||w + w^*||_2 \). Without loss of generality, rotate the setup so that \( v \) is along the positive Y axis (the second coordinate is 1, and all other coordinates are 0), and the first two coordinates of \( w^* \) are positive. Let \( \mu = (r, s, 0) \) where \( 0 \in \mathbb{R}^{d-2} \), we then have that \( r, s > 0 \) since \( w^* \) and \( \mu \) are in the same direction.

**Step 3 (Symmetry argument):** Now consider any point \( u = (x, y, z) \) with \( z \in \mathbb{R}^{d-2} \), with \( x, y > 0 \). Consider its reflection point around \( v \), \( u' = (-x, y, z) \). Let \( \Delta(w, w', u) = \phi((w')^T u) - \phi(w^T u) \) denote the increase in loss on \( x \) from using classifier \( w' \) instead of \( w \). Now, from the way we constructed \( u' \), \( w^T u = (w^*)^T u' \), and \( (w^*)^T u = w^T u' \). So \( \Delta(w, w^*, u) = -\Delta(w^*, w, u') \). That is, as per our sketch, the loss for \( u \) decreases when using \( w^* \) instead of \( w \), but increases for \( u' \) when using \( w^* \) instead of \( w \), but the magnitudes of these two quantities are equal.

Next, we will show that the probability density is higher for \( u \) than \( u' \). Let \( p \) denote the density of \( P_{\mu, \sigma} \). \( P_{\mu, \sigma} \) is the mixture of two Gaussians, so for normalizing constant \( k > 0 \), we have:

\[
p(u) = k \left[ \exp \left( -\frac{1}{2\sigma}((r-x)^2 + (s-y)^2 + z^2) \right) + \exp \left( -\frac{1}{2\sigma}(r+x)^2 + (s+y)^2 + z^2 \right) \right]
\]

\[
p(u') = k \left[ \exp \left( -\frac{1}{2\sigma}(r+x)^2 + (s-y)^2 + z^2 \right) + \exp \left( -\frac{1}{2\sigma}((r-x)^2 + (s+y)^2 + z^2) \right) \right]
\]

We now use strict convexity of \( \exp(-x) \) to show that \( p(u) > p(u') \). Let \( a = (r-x)^2 + (s-y)^2 + z^2 \), \( b = (r+x)^2 + (s+y)^2 + z^2 \), \( c = (r+x)^2 - (r-x)^2 = 4rx \). Since, \( x, y, r, s > 0 \), we have \( 0 < a < b \) and \( 0 < c < b - a \). Letting \( f(x) = \exp(-x/(2\sigma)) \) we can rewrite the above probabilities as:

\[
p(u) = k \left[ f(a) + f(b) \right]
\]

\[
p(u') = k \left[ f(a + c) + f(b - c) \right]
\]

Finally, we use strict convexity of \( f(x) = \exp(-x) \) to show the desired result. Since \( a < a + c < a + b \), for some \( \alpha \in (0, 1) \), we can write:

\[
a + c = \alpha a + (1 - \alpha)b
\]

\[
b - c = (1 - \alpha)a + \alpha b
\]

Then, from strict convexity, we have:

\[
f(a + c) < \alpha f(a) + (1 - \alpha)f(b)
\]

\[
f(b - c) < (1 - \alpha)f(a) + \alpha f(b)
\]
Adding both of these, we get:

\[ f(a + c) + f(b - c) < f(a) + f(b) \]  (94)

That is, we have shown \( p(u) > p(u') \).

The case when \( u = (-x, -y, z) \), where \( z \in \mathbb{R}^{d-2} \) and \( x, y > 0 \) is symmetric. We ignore points \( \{(x, y, z) : x = 0 \vee y = 0 \} \) since this has measure 0.

**Step 4 (Expectation):** We give intuition and then dive into the math. For every pair of points in our pairing in Step 3, the contribution to the loss of \( w^* \) is at most as high as the contribution to the loss of \( w \). So this trivially gives us \( L(w^*, P_{\mu,\sigma}) \leq L(w, P_{\mu,\sigma}) \), but we want a strict inequality. However, we can find a set of points with non-zero volume (Lebesgue measure) where the contribution to the loss for \( w^* \) is strictly less than for \( w \), which completes the proof.

Formally, letting \( S_+ = \{(x, y, z) : z \in \mathbb{R}^{d-2}, x > 0, y > 0 \} \), we can write (where we defined \( \Delta \) in Step 3):

\[
L(w, P_{\mu,\sigma}) - L(w^*, P_{\mu,\sigma}) = 2 \int_{S_+} [p(u)\Delta(w^*, w, u) + p(u')\Delta(w^*, w, u')]
\]  (95)

Where the 2 comes from the fact that the case when \( x, y < 0 \) is symmetric and gives the same integral. Now, let \( C = \{(x, y, z) : x > 0, y > 0, x^2 + y^2 \leq 1, z \in \mathbb{R}^{d-2}, w^* \} \) be a quarter cylinder. The volume of \( C \) is greater than 0, and \( C \subseteq S_+ \). Further, for all \( x \in C \), we have:

\[
p(u)\Delta(w^*, w, u) + p(u')\Delta(w^*, w, u') > 0 \]  (96)

So applying Lemma B.2 again, we get:

\[
L(w, P_{\mu,\sigma}) - L(w^*, P_{\mu,\sigma}) > 0 \]  (97)

Which completes the proof.

With these key lemmas, the proof of Theorem 4.1 is straightforward.

**Restatement of Theorem 4.1.** Assuming the Gaussian setting, if \( \|w_0 - w^*(\mu_0)\|_2 \leq \frac{1}{4} \), then we recover \( w_T = w^*(\mu_T) \).

**Proof.** The proof reduces to showing the one-step case: for \( 0 < t \leq T \), if \( \|w_{t-1} - w^*(\mu_{t-1})\|_2 \leq \frac{1}{4} \) then \( w_t = w^*(\mu_t) \), where the \( w_t \) is selected according to Equation (19). Applying this one-step result inductively gives us the desired result, that \( w_T = w^*(\mu_T) \).

For the one-step case, from Lemma B.1, since \( \|\mu_{t-1}\|_2, \|\mu_t\|_2 \geq B > 0 \), \( \|w^*(\mu_t) - w^*(\mu_{t-1})\|_2 \leq \frac{1}{B} \|\mu_t - \mu_{t-1}\|_2 \leq \frac{1}{B} \frac{B}{4} = \frac{1}{4} \). Then by triangle inequality, since \( \|w_{t-1} - w^*(\mu_{t-1})\|_2 \leq \frac{1}{4} \), we have \( \|w_{t-1} - w^*(\mu_t)\|_2 \leq \frac{1}{2} \). Further, \( \|w^*(\mu_t)\|_2 \leq 1 \), and by Lemma B.3, any other \( w \) satisfying \( \|w_{t-1} - w\|_2 \leq \frac{1}{2} < 1 \), \( \|w\|_2 \leq 1 \), and \( w \neq w^*(\mu_t) \) satisfies \( U(w^*(\mu_t), P_{\mu_t,\sigma_t}) < U(w, P_{\mu_t,\sigma_t}) \). So \( w^*(\mu_t) \) is the unique minimizer in the constrained set, which means \( w_t = w^*(\mu_t) \).
C Experimental details for Section 5

In this section, we provide additional experimental details, and give results for ablations for the experiments in Section 5.1. An advantage of gradual self-training is that it has a very small number of hyperparameters and we show that our findings are robust to different choices of these parameters—even if we do not do confidence thresholding, train every method for more iterations, and use a smaller window size, gradual self-training does better than self-training directly to the target and the other baselines. For reproducibility, we provide all code but we also describe our datasets and models here.

C.1 Datasets

We ran experiments on 3 datasets:

1. **Gaussian in \( d = 100 \) dimensions:** We randomly select an initial mean and covariance for each of the two classes, and a final mean and covariance for each class, all in \( d \) dimensions. Note that unlike in the theory in Section 4, each class can have a different (non diagonal) covariance matrix. The initial and final covariance matrices can also be different. The marginal probability of each class is the same, 0.5. We get labeled data sampled from a gaussian with the initial mean and covariance. For the intermediate domains, we linearly interpolate the means and covariances for each class between the initial and final, and sample points from a gaussian with the corresponding mean and covariance matrices. The number of labeled and unlabeled samples is on the order of \( d \) (as opposed to exponential in \( d \), which importance weighting approaches would need). We provide more details next.

Details: We sample \( \mu_0^{(-1)}, \mu_0^{(+1)}, \mu_T^{(-1)}, \mu_T^{(+1)} \) independently from \( \mathcal{N}(0, I) \) in \( d \) dimensions. Since \( d \) is high, these are all nearly orthogonal to each other. We then sample covariance matrices \( \Sigma_0^{(-1)}, \Sigma_0^{(+1)}, \Sigma_T^{(-1)}, \Sigma_T^{(+1)} \) independently by sampling a diagonal matrix and rotation matrix (since the covariance matrices are PSD they decompose into \( U D U^\top \) for rotation matrix \( U \) and diagonal matrix \( D \)). We first sample a diagonal matrix \( D \) in \( d \) dimensions where each entry is uniformly random and independently sampled between \( \min_{\text{var}} \) and \( \max_{\text{var}} \). Then, we sample a rotation matrix \( U \) from the Haar distribution (which is a standard way to sample random orthogonal matrices), and then compose these to get \( U D U^\top \). At all times, we keep \( P(Y = +1) = P(Y = -1) = 0.5 \). We now sample \( N \) labeled examples from the source domain, where \( \mathbb{P}(X|Y = 1) = \mathcal{N}(\mu_0^{(+1)}, \Sigma_0^{(+1)}) \) and \( \mathbb{P}(X|Y = -1) = \mathcal{N}(\mu_0^{(-1)}, \Sigma_0^{(-1)}) \). We sample \( T \) unlabeled intermediate examples. For \( y \in \{ -1, 1 \} \), let \( \mu_t^{(y)} = (t/T)\mu_0^{(y)} + ((T - t)/T)\mu_T^{(y)} \) and \( \Sigma_t^{(y)} = (t/T)\Sigma_0^{(y)} + ((T - t)/T)\Sigma_T^{(y)} \). We then sample \( y_t \sim \text{Bern}(0.5) \), and \( x_t \sim \mathcal{N}(\mu_t^{(y_t)}, \Sigma_t^{(y_t)}) \)—the model only gets to see \( x_t \) but not \( y_t \). The unseen target images are sampled from the final means and covariances for each class, and we measure accuracy on these held out examples.

We use \( N = 500 \) (500 labeled examples from the source), \( T = 5000 \) (so 5000 unlabeled examples in total), and use \( \min_{\text{var}} = 0.05 \), \( \max_{\text{var}} = 0.1 \) (the standard-deviation is the square root of these). We sample 1000 target examples to check accuracy.
Figure 3: The plot shows a rolling average of the fraction of images that are female, over a window size of 1000, with 90% confidence intervals. The plot suggests that the proportion of males and females changes over time, and is not constant—this label shift might make the task more challenging for self-training methods.

2. Rotating MNIST: We split the training data, consisting of 50,000 images, using the first $N_{\text{src}} = 5000$ images as the source training set, next $N_{\text{val}} = 1000$ images as source validation set, next $N_{\text{inter}} = 42000$ images as unlabeled intermediate examples, and the final $N_{\text{trg}} = 2000$ images as unseen target examples. We rotate each source image by an angle uniformly selected between 0 and 5 degrees. The $i$-th intermediate example is rotated by angle $5 + 55i/N_{\text{inter}}$ degrees. Each target image is rotated by an angle uniformly selected between 55 degrees and 60 degrees.

3. Portraits: A more realistic dataset where we do not control the structure of the shift, consisting of photos of high school seniors taken across many years. Additionally, there is label shift, that is the proportions of males and females, $P(Y)$, changes over time (see Figure 3), unlike our theory which assumes that the probability of each label stays constant. We use the first 2000 images as source images. We shuffle these, and use 1000 for training, and 1000 for validation. We use the next 14000 images as unlabeled intermediate examples. Finally, we use the next 2000 images as unseen target examples. We downsample the images to 32x32 but do no other preprocessing. We reserve images at the end of the dataset as held-out examples for future work, and so that we can test how the method extrapolates past the point we validate on.

C.2 Algorithm and baselines

Next, we describe the gradual self-training algorithm and parameters in more detail. Algorithm 1 shows pseudocode for gradual self-training. filter_low_confidence filters out the $\alpha$ fraction of examples where the model is least confident, where confidence is measured as the maximum of the softmax output of the classifier. This filtering is standard in many instances of self-training [6].
Algorithm 1 Gradual Self-Training

**Input:** Labeled source examples $S$, Intermediate unlabeled examples $I$, Window size $W$, Confidence threshold $\alpha \in (0, 1)$, Number of Epochs $n$, Regularized model $M$

**Assume:** $W$ divides $|I|$

Train $M$ on $S$ for $n$ epochs

for $t = 1$ to $|I|/W$ do
  cur_xs = $I[(t-1)W : tW]$  
  pseudolabeled_ys = $M$.predict_labels(cur_xs)
  confident_idxs = filter_low_confidence($M$, cur_xs, $\alpha$)
  filtered_xs = cur_xs[confident_idxs]
  filtered_ys = pseudolabeled_ys[confident_idxs]
  Train $M$ on filtered_xs, filtered_ys for $n$ epochs
end for

For the baselines—for target self-train, we self-train multiple times (iteratively) on the target. Each round of self-training uses the current model $M$ to pseudolabel examples in the target, and then trains on these pseudolabeled examples. Specifically, to make comparisons fair we self-train $|I|/W$ times on the target, so that the total number of self-training steps performed by the target self-train baseline and gradual self-training are the same. Similarly, when we self-train to all examples, we self-train multiple times on all unlabeled data, self-training $|I|/W$ times. Here $W$ is the window size in Algorithm 1 which is the number of examples in each intermediate domain.

Note that in the synthetic datasets (rotating MNIST and Gaussian) we ensure that target self-train gets access to the same number of unlabeled examples as gradual self-training does in total, to ensure that the improvements are not simply because gradual self-training consumes more unlabeled data (accumulated over all of the intermediate domains). For the real dataset (Portraits), we cannot generate additional examples for target self-train. However, this is why we also compare against self-training directly to all the unlabeled data, which gets access to exactly the same data that gradual self-training does but does not leverage the gradual structure.

C.3 Models and parameter settings

Next, we describe the models and parameter settings we used:

1. **Models:** For the Gaussian dataset we use a logistic regression classifier, with l2 regularization 0.02. For the MNIST and Portraits dataset, we use a 3 layer convolutional network. For each conv layer we use a filter size of 5x5, stride of 2x2, 32 output channels, and relu activation. We added dropout(0.5) after the final conv layer, and batchnorm after dropout. We flatten the final layer, and then apply a single linear layer to output logits (the number of logits is the number of classes in the dataset which is 10 for rotating MNIST and 2 for Portraits). We then take the softmax of the logits, and optimize the cross-entropy loss. We did not tune the model architecture for our experiments, however we checked that adding an extra layer, changing the number of output channels, and using a different architecture with an extra fully
Table 4: Classification accuracies for gradual self-train (ST) and baselines without confidence thresholding/filtering, with 90% confidence intervals for the mean over 5 runs. All methods do worse without confidence thresholding but gradual self-training does significantly better than the other methods.

|                | Rot MNIST | Portraits |
|----------------|-----------|-----------|
| **Source**     | 30.5±1.0  | 76.2±0.5  |
| **Target ST**  | 31.1±1.4  | 76.9±1.3  |
| **All ST**     | 32.6±1.3  | 77.1±0.5  |
| **Gradual ST** | **80.3±1.4** | **81.7±1.3** |

connected layer on top, have little impact on the results.

2. **Parameters**: For the window size, we use $W = 500$ for the Gaussian dataset, and $W = 2000$ for the rotating MNIST and Portraits dataset. We use a smaller window for the Gaussian dataset because the data is lower dimensional and we have less unlabeled data. We train the model for 10 epochs, 20 epochs, and 100 epochs in each round for the rotating MNIST, Portraits, and Gaussian dataset respectively. These numbers were chosen on validation data on the source without examining the intermediate or target data, and we show an ablation which suggests that the results are not sensitive to these choices.

3. **Confidence thresholding**: We chose $\alpha = 0.1$ to filter out the 10% least confident examples, since these are examples the model is not confident on, so the predicted label is less likely to be correct. We run an ablation without this filtering and see that all methods perform slightly worse, but the relative ordering is similar—gradual self-training is still significantly better than all the other methods.

### C.4 Ablations

We run ablations which suggest that the results in Section 5.1 are robust to the choice of algorithm hyperparameters.

**Confidence thresholding**: Table 4 shows the results for rotating MNIST and Portraits without confidence thresholding. All methods do worse without confidence thresholding but gradual self-training does significantly better than the other methods.

**Window sizes**: Table 5 shows the results for rotating MNIST and Portraits if we use smaller window sizes (from 2000 to 1000). Gradual self-training still does significantly better than the other methods.

**Additional ablations for Portraits**: We ran two additional ablations, focusing on Portraits. In the first ablation, we trained every method of self-training for 50% more epochs. Over 5 trials, gradual self-training got an accuracy of $83.9 \pm 0.4\%$, target self-train got an accuracy of $80.7 \pm 1.1\%$, etc.
Table 5: Classification accuracies for gradual self-train (ST) and baselines with smaller window sizes, with 90% confidence intervals for the mean over 5 runs. Gradual self-training still does significantly better than the other methods.

|                | Rot MNIST | Portraits |
|----------------|-----------|-----------|
| Source         | 35.6±1.7  | 74.1±1.4  |
| Target ST      | 36.0±1.5  | 77.9±1.4  |
| All ST         | 38.5±2.6  | 76.3±2.2  |
| Gradual ST     | 90.4±2.0  | 83.8±0.5  |

and self-training to all unlabeled examples got an accuracy of 79.6 ± 2.2%. The non-adaptive baseline got an accuracy of 77.3 ± 1.0%.

We also ran an experiment on Portraits where we extrapolate further in time. Here we use the first 2000 images as source, next 20,000 images as unlabeled intermediate examples, and next 2000 images as the target. Here the accuracy of gradual self-training is 60.6 ± 1.4%, self-training on the target directly is 56.5 ± 1.4%, and self-training on all unlabeled data is 57.4 ± 0.3%. Gradual self-training still does better, but all methods do quite poorly—developing and analyzing new techniques for gradual domain adaptation is an exciting avenue for future work.