THE FINITENESS OF THE GENUS OF A FINITE-DIMENSIONAL DIVISION ALGEBRA, AND SOME GENERALIZATIONS
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Abstract. We prove that the genus of a finite-dimensional division algebra is finite whenever the center is a finitely generated field of any characteristic. We also discuss potential applications of our method to other problems, including the finiteness of the genus of simple algebraic groups of type $G_2$. These applications involve the double cosets of adele groups of algebraic groups over arbitrary finitely generated fields: while over number fields these double cosets are associated with the class numbers of algebraic groups and hence have been actively analyzed, similar questions over more general fields seem to come up for the first time. In the Appendix, we link the double cosets with Čech cohomology and indicate connections between certain finiteness properties involving double cosets (Condition (T)) and Bass’s finiteness conjecture in $K$-theory.

To Louis Rowen on the occasion of his retirement

1. Introduction

Let $D$ be a finite-dimensional central division algebra over a field $K$. The genus $\text{gen}(D)$ is defined to be the set of classes $[D']$ in the Brauer group $\text{Br}(K)$ represented by central division $K$-algebras $D'$ that have the same maximal subfields as $D$ (the latter means that $D$ and $D'$ have the same degree $n$, and a degree $n$ extension $P/K$ admits a $K$-embedding $P \hookrightarrow D$ if and only if it admits a $K$-embedding $P \hookrightarrow D'$). One of the goals of the current paper is to give a simple proof of the following

Theorem 1.1. Let $K$ be a finitely generated field. For any finite-dimensional central division algebra $D$ over $K$, the genus $\text{gen}(D)$ is finite.

Earlier, we proved this fact in the case where the degree $n$ is prime to char $K$ — see [7, 9]. The argument is based on the analysis of ramification with respect to valuations in a suitable set $V$ of discrete valuations of $K$, and consists of two parts. First, we proved that if $V$ satisfies some natural conditions, then we have the following estimate on the size of the genus:

\begin{equation}
|\text{gen}(D)| \leq |\pi \text{Br}(K)_V| \cdot \varphi(n)^r,
\end{equation}

where $\pi \text{Br}(K)_V$ consists of those elements in the $n$-torsion subgroup $\pi \text{Br}(K)$ that are unramified at all $v \in V$, $r$ is the number of those $v \in V$ where $D$ is ramified, and $\varphi$ is Euler’s function (see [7, Theorem 2.2]). We then showed that when $n$ is prime to the characteristic of a finitely generated field $K$, the field can be equipped with a set $V$ of discrete valuations for which the unramified Brauer group $\pi \text{Br}(K)_V$ is finite, of order that can be explicitly estimated in some cases (see [9]). This argument not only gives the finiteness of $\text{gen}(D)$ but also provides a uniform bound on its size over all division algebras $D$ of a given degree $n$ and a given number $r$ of ramified places. In the present paper, we will show that the mere finiteness of $\text{gen}(D)$ can be established by a simpler argument which doesn’t give any estimates but on the other hand, works also in the case where $n$ is divisible by char $K$. (We note

---

1We refer the reader to [8, §5] for different variations of the notion of the genus. The referee also suggested to define the genus of an element of the Brauer group as the genus of the underlying division algebra. While the latter notion may be useful, some caution needs to be exercised in interpreting its consequences: for example, we don’t know whether the fact that the division $D$ and $D'$ have the same maximal subfields implies that the matrix algebras $M_\ell(D)$ and $M_\ell(D')$ have the same maximal subfield / étale subalgebras for any (or even some) $\ell > 1$. (On the other hand, it is known that if the matrix algebras $M_\ell(D)$ and $M_\ell(D')$, where $D$ and $D'$ are central division algebras over $K$, have the same maximal étale subalgebras, then $\ell = \ell'$ and $D$ and $D'$ have the same maximal separable subfields, cf. [24, Lemma 2.3].)
that the assumption that $K$ is finitely generated is essential as the genus of a division algebra over an infinitely generated field can be infinite, cf. [19, 35].

The proof of Theorem 1.1 also uses the analysis of ramification, but bypasses some technical arguments developed in [7, 9]. In particular, instead of the estimate (1) we need the fact that (under some minor assumptions) if $D$ is unramified at all $v \in V$, then any $D'$ with the same maximal subfields retains this property - see Lemma 2.9. The rest of the argument uses the following considerations. As we already described in [9], to a given set $V$ of discrete valuations of a field $K$ satisfying a natural condition (see condition (A) in (2)), one can associate two groups: the Picard group Pic($K$, $V$) and the group of units U($K$, $V$). Our argument essentially shows that if an arbitrary field $K$ can be equipped with a set $V$ of discrete valuations such that the groups Pic($L$, $V^L$) and U($L$, $V^L$) are finitely generated for all finite separable extensions $L/K$, where $V^L$ consists of all extensions of places from $V$ to $L$, then gen($D$) is finite for any finite-dimensional division $K$-algebra $D$ (if $D$ is a quaternion algebra then it suffices to require the finite generation of U($L$, $V^L$) and Pic($L$, $V^L$) for a single separable quadratic subfield $L$ of $D$). On the other hand, a set of discrete valuations $V$ with this property is available for any finitely generated field - one can take a “divisorial” set of places for a model of $K$ of finite type.

We note that the argument gives the finiteness of the unramified relative Brauer group Br($L/K$)$_V$ for any fixed separable extension $L/K$ which is either cyclic or has a prime power degree – while this is sufficient to establish the finiteness of gen($D$) for a division $K$-algebra $D$ of any degree $n$, it does not give the finiteness of $n$Br($K$)$_V$.

In §6 we discuss how the method of proof of Theorem 1.1 can be potentially extended to other situations, in particular, to prove the finiteness of the genus gen$_K(G)$ of simple $K$-groups of type $G_2$. For this purpose, the assumption that Pic($K$, $V$) be finitely generated needs to be upgraded. What we actually use in the proof of Theorem 1.1 is the following consequence of this assumption: there exists a subset $V' \subset V$ with a finite complement $V \setminus V'$ such that Pic($K$, $V'$) is trivial. On the other hand, it is well-known that Pic($K$, $V$) can be described in terms of ideles, and that this idelic description readily lends itself to a generalization in terms of double cosets of the adele groups of algebraic groups. So, along these lines, we formulate a condition, termed Condition (T), for an arbitrary algebraic $K$-group $G$, and then show that its truth for the group $G = GL_{1,D}$ (or even $GL_{\ell,D}$ with $\ell \geq 1$) where $D$ is a quaternion algebra, implies the finiteness of some parts of the unramified cohomology group $H^3(K, \mu_2)_V$ where $\mu_2 = \{\pm 1\}$ (we recall that so-called decomposable elements of $H^3(K, \mu_2)$ classify the $K$-forms of type $G_2$). It should be noted that while the double cosets of adele groups of algebraic groups over number fields have been studied rather extensively (cf. [22, Ch. VIII]), no results over more general fields seem to be available in the literature. So, in §6 we confirm (T) for split groups over the function fields of curves over finitely generated fields in the situation where $V$ is the set of all geometric places (Theorem 1.1) and for arbitrary tori over finitely generated fields with respect to divisorial $V$ (Proposition 4.2).

The Appendix that comprises §§5-7 was written after the main body of the paper had been accepted for publication. It provides an account of the variety of links between the analysis of double cosets and other issues. In particular, in §5 we show that the map from Čech cohomology to the set of double cosets constructed by G. Harder [14] for group schemes over Dedekind rings exists in fact in the general situation where it is always injective but, unlike in the Dedekind case, may not be surjective. In §6 we describe this map explicitly for the group $GL_n$ in terms of projective and reflexive modules and show that in some situations our Condition (T) for this group can be derived from Bass’s finiteness conjecture in $K$-theory (cf. [4]). Finally, in §7 we develop the descent procedure that, under certain additional assumptions, enables one to derive Condition (T) for $GL_{\ell,D}$, where $D$ is a finite-dimensional central division algebra, from its truth for $GL_n$.

2. Proof of Theorem 1.1

1. Picard and unit groups. Let $K$ be a field, and let $V$ be a set of discrete valuations of $K$ that satisfies the following condition

(A) For any $a \in K^\times$, the set $V(a) := \{v \in V \mid v(a) \neq 0\}$ is finite.
We let \( \text{Div}(K,V) \) denote the free abelian group on the set \( V \), the elements of which will be called “divisors.” The fact that \( V \) satisfies (A) enables one to associate to any \( a \in K^\times \) the corresponding “principal divisor”

\[
(a) = \sum_{v \in V} v(a) \cdot v.
\]

Let \( P(K,V) \) denote the subgroup formed by all principal divisors. We will call the quotient

\[
\text{Div}(K,V)/P(K,V)
\]

the Picard group of \( V \) and denote it by \( \text{Pic}(K,V) \). We note that if \( \text{Pic}(K,V) \) is finitely generated, then there exists a finite subset \( S \subset V \) such that \( \text{Pic}(K,V \setminus S) = 0 \). Indeed, let \( d_1, \ldots, d_r \in \text{Div}(K,V) \) be divisors whose images in \( \text{Pic}(K,V) \) generate this group. We can find a finite subset \( S \subset V \) such that each \( d_i \) lies in the subgroup \( \langle S \rangle \subset \text{Div}(K,V) \) generated by \( S \). Then

\[
\text{Div}(K,V) = \langle S \rangle + P(K,V).
\]

Let \( \pi_S : \text{Div}(K,V) \to \text{Div}(K,V \setminus S) \) be the canonical projection defined by \( \pi_S(v) = v \) for \( v \in V \setminus S \) and \( \pi(v) = 0 \) for \( v \in S \). Applying \( \pi_S \) to the above equality and observing that \( \pi_S(P(K,V)) = P(K,V \setminus S) \), we obtain that \( \text{Div}(K,V \setminus S) = P(K,V \setminus S) \), i.e. \( \text{Pic}(K,V \setminus S) = 0 \), as required.

We will also need the corresponding “group of units”

\[
\text{U}(K,V) = \{ a \in K^\times \mid v(a) = 0 \text{ for all } v \in V \}.
\]

We note that for any \( v \in V \), we have the following exact sequence

\[
\text{U}(K,V) \longrightarrow \text{U}(K,V \setminus \{v\}) \longrightarrow \mathbb{Z}.
\]

It follows that if \( \text{U}(K,V) \) is finitely generated, then \( \text{U}(K,V \setminus \{v\}) \) is also finitely generated. Iterating, we obtain that if \( \text{U}(K,V) \) is finitely generated, then for any finite subset \( S \subset V \), the group \( \text{U}(K,V \setminus S) \) is finitely generated. Thus, if both groups \( \text{Pic}(K,V) \) and \( \text{U}(K,V) \) are finitely generated, we can find a finite subset \( S \subset V \) such that \( \text{Pic}(K,V \setminus S) = 0 \) and then \( \text{U}(K,V \setminus S) \) will still be finitely generated.

Suppose now that \( K \) is a field that is finitely generated over its prime subfield. We can then find an integrally closed finitely generated \( \mathbb{Z} \)-subalgebra \( R \subset K \) such that \( K \) is the field of fractions of \( R \). In this case, the scheme \( X = \text{Spec } R \) is regular in codimension 1 (cf. [15, Ch. II, §6]), and consequently to every closed irreducible subscheme \( Y \subset X \) of codimension 1 (equivalently, to any height one prime ideal \( \mathfrak{p} \subset R \)) there corresponds a discrete valuation \( v_Y \) (or \( v_{\mathfrak{p}} \)) of \( K \), and we call the set

\[
V^K = \{ v_Y \mid Y \subset X \text{ closed, irreducible, codim}_X Y = 1 \}
\]

a divisorial set of places of \( K \). We note that the divisorial sets of places associated with different choices of \( R \) differ in finitely many places. We have

\[
R = \bigcap_{v \in V^K} \mathcal{O}_{K,v},
\]

where \( \mathcal{O}_{K,v} \) is the valuation ring of \( v \) in \( K \) (cf. [15 Ch. II, Proposition 6.3A]). It follows that the corresponding unit group \( \text{U}(K,V^K) \) coincides with \( R^\times \), hence is finitely generated (see [28]). Furthermore, the group \( \text{Pic}(K,V^K) \) is identified with the class group \( \text{Cl}(R) \), which is also finitely generated (see [16]).

Moreover, let \( L/K \) be a finite separable extension. Then the integral closure \( R' \) of \( R \) in \( L \) is an \( R \)-module of finite type, hence an integrally closed finitely generated \( \mathbb{Z} \)-algebra with field of fractions \( L \). The corresponding divisorial set of valuations \( V^L \) coincides with the set of all extensions of places in \( V^K \) to \( L \). It follows from the above discussion that the groups \( \text{Pic}(L,V^L) \) and \( \text{U}(L,V^L) \) are finitely generated.

2. Reduction to division algebras of a prime power degree. We begin with the following.

Lemma 2.1. Let \( D \) be a central division algebra of degree \( n \) over a field \( K \). Assume that \( n = n_1 n_2 \), with \( n_1 \) and \( n_2 \) relatively prime, and \( D = D_1 \otimes_K D_2 \), where \( D_i \) is a central division \( K \)-algebra of degree \( n_i \) for \( i = 1, 2 \). Then any central division \( K \)-algebra \( D' \) of degree \( n \) that has the same maximal subfields as \( D \) is of the form \( D' = D'_1 \otimes_K D'_2 \) where \( [D'_i] \in \text{gen}(D_i) \) for \( i = 1, 2 \).
Proof. We can write $D' = D'_1 \otimes_K D'_2$ where $D'_i$ has degree $n_i$ for $i = 1, 2$ (cf. [2] Part I, Theorem 4.19). To show that $[D'_i] \in \mathfrak{gen}(D_i)$, take arbitrary maximal subfields $F_i$ of $D_i$ for $i = 1, 2$. Then $F := F_1 \otimes_K F_2$ is a maximal subfield of $D$, hence admits an embedding $F \hookrightarrow D'$. So,

$$D' \otimes_K F = M_n(F) = (D'_1 \otimes_K F) \otimes_F (D'_2 \otimes_K F).$$

Since $n_i[D'_i \otimes_K F] = 0$ in $\text{Br}(F)$, and $n_1$ and $n_2$ are relatively prime, we conclude that $[D'_i \otimes_K F] = 0$ for both $i = 1, 2$. Furthermore,

$$D'_i \otimes_K F = (D'_i \otimes_K F_i) \otimes_{F_i} F,$$

and since $[F : F_i] = n_{3-i}$ is relatively prime to $n_i$, we conclude that the class $[D'_i \otimes_K F_i]$ is trivial in $\text{Br}(F_i)$, and consequently there are $K$-embeddings $F_i \hookrightarrow D'_i$ for $i = 1, 2$. Conversely, starting with arbitrary maximal subfields $F'_i$ of $D'_i$ ($i = 1, 2$) and repeating the same argument, one shows that there are $K$-embeddings $F'_i \hookrightarrow D_i$. So, our claim follows. \hfill $\square$

Remark 2.2. The referee asked an interesting (and apparently difficult) question of whether the converse is also true, viz. for any $D'_i \in \mathfrak{gen}(D_i)$ in the above notations, the division algebra $D' = D'_1 \otimes_K D'_2$ lies in $\mathfrak{gen}(D)$.

We can now show that it suffices to prove Theorem 1.1 for division algebras of a prime power degree.

Corollary 2.3. Let $K$ be a field. If $\mathfrak{gen}(D)$ is finite for any central division $K$-algebra whose degree is a prime power, then $\mathfrak{gen}(D)$ is finite for any central division $K$-algebra $D$.

Indeed, let $D$ be a central division $K$-algebra of degree $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$. Then we can write

$$D = D_1 \otimes_K \cdots \otimes_K D_r$$

where $D_i$ is a central division $K$-algebra of degree $p_i^{\alpha_i}$. It follows from Lemma 2.1 that any central division $K$-algebra $D'$ of degree $n$ that has the same maximal subfields as $D$ is of the form $D' = D'_1 \otimes_K \cdots \otimes_K D'_r$ where $[D'_i] \in \mathfrak{gen}(D_i)$, and our assertion follows.

3. Unramified relative Brauer groups for a cyclic extension. The subsequent steps in the proof of Theorem 1.1 involve the analysis of ramification, so we briefly recall the necessary facts. Let $\mathcal{K}$ be a field complete with respect to a discrete valuation $v$. Given a (finite-dimensional) central division $\mathcal{K}$-algebra $\mathcal{D}$, the valuation $v$ extends uniquely to a valuation $w$ of $\mathcal{D}$. Then $\mathcal{D}$ is unramified if the ramification index $e(v/w) = [w(\mathcal{D}^x) : v(\mathcal{K}^x)]$ is 1. An unramified algebra necessarily splits over the maximal unramified extension $\mathcal{K}_{ur}$. Conversely, if $\mathcal{D}$ splits over $\mathcal{K}_{ur}$ then the property of $\mathcal{D}$ being unramified can be characterized by several equivalent conditions: (1) the center of the residue algebra $D(w)$ coincides with the residue field $\mathcal{K}^{(v)}$; (2) there exists an Azumaya algebra $\mathcal{A}$ over the valuation ring $\mathcal{O} \subset \mathcal{K}$ such that $\mathcal{D} = \mathcal{A} \otimes_{\mathcal{O}} \mathcal{K}$; (3) if $r: H^2(\mathcal{K}_{ur}/\mathcal{K}, \mathcal{K}_{ur}^*) \to H^1(\mathcal{K}^{(v)}, \mathbb{Q}/\mathbb{Z})$ is the residue map, then $r([\mathcal{D}])$ is trivial (see [37]). More generally, a central simple $\mathcal{K}$-algebra $\mathcal{C}$ is unramified if $\mathcal{C} = M_L(D)$ where $\mathcal{D}$ is an unramified division algebra. We will need the (well-known) explicit computation of the residue map $r$ on cyclic algebras.

Let $L/K$ be a degree $n$ cyclic extension of arbitrary fields, and let $\sigma$ be a generator of the Galois group $\text{Gal}(L/K)$. Given $c \in \mathcal{K}^x$, we let $(L, \sigma, c)$ denote the cyclic algebra

$$C = L \oplus Lx \oplus \cdots \oplus Lx^{n-1}$$

with the relations $xax^{-1} = \sigma(a)$ for $a \in L$ and $x^n = c$.

Lemma 2.4. Let $\mathcal{K}$ be a field complete with respect to a discrete valuation $v$, let $\mathcal{L}/\mathcal{K}$ be an unramified cyclic extension of degree $m$, and let $\tau$ be a generator of $\text{Gal}(\mathcal{L}/\mathcal{K})$. Then for the residue map $r: H^2(\mathcal{K}_{ur}/\mathcal{K}, \mathcal{K}_{ur}^*) \to H^1(\mathcal{K}^{(v)}, \mathbb{Q}/\mathbb{Z})$ and $c \in \mathcal{K}^x$, the image $r([\mathcal{L}, \tau, c])$ corresponds to the character $\chi: \text{Gal}(\mathcal{L}^{(w)}/\mathcal{K}^{(v)}) \to \mathbb{Q}/\mathbb{Z}$ such that $\chi(\tau) = v(c)/m$, where $\tau$ is the image of $\tau$ under the natural identification $\text{Gal}(\mathcal{L}/\mathcal{K}) \cong \text{Gal}(\mathcal{L}^{(w)}/\mathcal{K}^{(v)})$ and $w$ is the extension of $v$. 


Proof. Recall (cf. [31, Ch. XIII, §3]) that \( r \) is the following composition
\[
H^2(\mathcal{X}_w/\mathcal{X}, \mathcal{X}_w^\times) \to H^2(\mathcal{X}_w/\mathcal{X}, \mathbb{Z}) \to H^1(\mathcal{X}_w/\mathcal{X}, \mathbb{Q}/\mathbb{Z}) \simeq H^1(\mathcal{X}^{(v)}, \mathbb{Q}/\mathbb{Z}),
\]
where the first map is induced by the valuation \( \mathcal{X}_w^\times \to \mathbb{Z} \) extending \( v \) and the second one is the inverse of the connecting map corresponding to the exact sequence
\[
0 \to \mathbb{Z} \to \mathbb{Q} \to \mathbb{Q}/\mathbb{Z} \to 0
\]
of trivial Galois modules. The cocycle in \( H^2(\mathcal{L}/\mathcal{X}, \mathcal{L}^\times) \) that corresponds to \( [(\mathcal{L}, \tau, c)] \) is given by
\[
h(r^1, r^2) = \begin{cases} 
1 & \text{if } i + j < m, \\
\frac{v(c)}{m} & \text{otherwise,}
\end{cases}
\]
for \( 0 \leq i, j < m \).

The image of this cocycle in \( H^2(\mathcal{L}/\mathcal{X}, \mathbb{Z}) \) is given by a similar formula where \( c \) is replaced by \( v(c) \).

Using now the description of the connecting map, we obtain that it takes this cocycle to the character in \( H^1(\mathcal{L}/\mathcal{X}, \mathbb{Q}/\mathbb{Z}) \) given by
\[
\chi(\tau) = \frac{v(c)}{m},
\]
and our claim follows using inflation maps. \( \square \)

Now, a central simple algebra \( C \) over an arbitrary field \( K \) is said to be unramified at a discrete valuation \( v \) of \( K \) if the corresponding algebra \( C_v := C \otimes_K K_v \) over the completion \( K_v \) is unramified as defined above. Given a set \( V \) of discrete valuations of \( K \), we let \( Br(K)_V \) denote the subgroup of \( Br(K) \) consisting of classes that are unramified at all \( v \in V \). Finally, for an extension \( L/K \), we let \( Br(L/K) \) denote the corresponding relative Brauer group, i.e.
\[
Br(L/K) = Ker( Br(K) \to Br(L)),
\]
and set \( Br(L/K)_V = Br(L/K) \cap Br(K)_V \).

Proposition 2.5. Let \( K \) be a field equipped with a set \( V^K \) of discrete valuations that satisfies condition (A), let \( L/K \) be a cyclic extension of degree \( n \), and let \( V^L \) be the set of all extensions of places from \( V^K \) to \( L \). Assume that the groups \( Pic(L, V^L) \) and \( U(K, V^K) \) are finitely generated. Then the unramified relative Brauer group \( Br(L/K)_{V^K} \) is finite.

Proof. Suppose \( L = K(a) \), and let \( f(t) \in K[t] \) be the minimal polynomial of \( a \) over \( K \). For all but finitely many \( v \in V^K \), we have \( f \in \mathcal{O}_{K,v}[t] \) and the reduction of \( f \) modulo the valuation ideal does not have multiple roots; then \( v \) is unramified in \( L \). So, deleting from \( V^K \) a finite set of valuations, we may assume that all \( v \in V^K \) are unramified in \( L \) (note that this does not affect finite generation of \( Pic(L, V^L) \) and \( U(K, V^K) \)). Furthermore, deleting from \( V^K \) another finite set of valuations, we may assume in addition that \( Pic(L, V^L) = 0 \), while \( U(K, V^K) \) is still finitely generated.

Now, fix a generator \( \sigma \) of \( Gal(L/K) \). Then any element of \( Br(L/K) \) is represented by some \( C = (L, \sigma, c) \), \( c \in K^\times \). For \( v \in V^K \), pick an extension \( w \) to \( L \) and set \( n_v = [L_w : K_v] \). It is easy to see that \( [C_v] \in Br(K_v) \) is represented by \( (L_w, \sigma^{d_v}, c) \) where \( d_v = n/n_v \), so it follows from Lemma 2.4 that \( C \) is unramified at \( v \) if and only if
\[
v(c) \equiv 0 (mod n_v).
\]
To continue the argument, we need the following.

Lemma 2.6. As above, let \( L/K \) be a cyclic extension of degree \( n \), and let \( v \) be a discrete valuation of \( K \) such that \( L_w/K_v \) (for \( w \mid v \)) is unramified of degree \( n_v \). If \( \pi_w \in L^\times \) is such that \( w(\pi_w) = 1 \) and \( w'(\pi_w) = 0 \) for all \( w' \in V^L \setminus \{w\} \), then
\[
v(N_{L/K}(\pi_w)) = n_v \quad \text{and} \quad v'(N_{L/K}(\pi_w)) = 0 \quad \text{for all} \quad v' \in V^K \setminus \{v\}.
\]

\( ^2 \)We note that if \( V^K \) satisfies condition (A), then so does the set \( V^F \) of all extensions of places from \( V^K \) to any finite extension \( F/K \).
Proof. Let \( H = \text{Gal}(L_w/K_w) \subset G = \text{Gal}(L/K) \). Then for \( \theta \in G \) the valuation \( w' := w \circ \theta \) coincides with \( w \) if and only if \( \theta \in H \). So,

\[
 w(\theta(\pi_w)) = \begin{cases} 
 1 & \theta \in H, \\
 0 & \theta \in G \setminus H.
\end{cases}
\]

Now, taking into account that \( w|v \) is unramified, we obtain

\[
v(N_{L/K}(\pi_w)) = w\left( \prod_{\theta \in G} \theta(\pi_w) \right) = |H| = n_v,
\]

proving the first assertion. The second assertion immediately follows from the fact that for any extension \( w'|v \) we have \( w'(\pi_w) = 0 \).

To complete the proof of the proposition, we assume that \( C = (L, \sigma, c) \) is unramified at all \( v \in V \). Then \( v(c) \equiv 0 \pmod {n_v} \) for all \( v \in V \) in the above notations. Now, for each \( v \in V(c) \), we pick an extension \( w(v)|v \). Since \( \text{Pic}(L, V^L) = 0 \), there exists an element \( \pi_{w(v)} \in L^\times \) for which the corresponding principal divisor \( (\pi_{w(v)}) \) coincides with \( w(v) \) (regarded as an element of \( \text{Div}(L, V^L) \)). This means that that \( w(v)(\pi_{w(v)}) = 1 \) and \( w'(\pi_{w(v)}) = 0 \) for all \( w' \notin V^L \setminus \{w(v)\} \). Consider

\[
d = \prod_{v \in V(c)} N_{L/K}(\pi_{w(v)})^{v(c)/n_v}.
\]

It follows from Lemma 2.6 that \( v(d) = v(c) \) for all \( v \in V^K \), so

\[
u := cd^{-1} \in U(K, V^K).
\]

On the other hand, by construction \( d \in N_{L/K}(L^\times) \), so

\[(L, \sigma, c) = (L, \sigma, u).
\]

So, any class in \( \text{Br}(L/K)_{V^K} \) is represented by an algebra of the form \( (L, \sigma, u) \) with \( u \in U(K, V^K) \). Since the group \( U(K, V^K) \) is finitely generated, the quotient \( U(K, V^K)/U(K, V^K)^n \) is finite, and our assertion follows.

Remark 2.7. In the proof of Theorem 1.1, we will use the conclusion of Proposition 2.5 only in the case of a cyclic extension \( L/K \) of prime degree \( p \). However, the proof of the proposition in this particular case requires essentially the same argument.

4. Unramified relative Brauer group for a separable extension of a prime power degree.

The goal of this subsection is to prove the following.

Proposition 2.8. Let \( K \) be a field, \( L \) be a separable extension of \( K \) of degree \( p^r \), where \( p \) is a prime, and \( E \) be the normal closure of \( L \) over \( K \). Assume that \( K \) is equipped with a set \( V^K \) of discrete valuations such that for every intermediate subfield \( K \subset F \subset E \), the groups \( \text{Pic}(F, V^F) \) and \( U(F, V^F) \) are finitely generated. Then the unramified relative Brauer group \( \text{Br}(L/K)_{V^K} \) is finite.

Proof. For a (finite) field extension \( P/F \), we let \( \rho_{P/F} : \text{Br}(F) \to \text{Br}(P) \) denote the base change map. Using Azumaya algebras or properties of the residue maps (cf. [29, Theorem 10.4]), it is easy to see that if \( x \in \text{Br}(F) \) is unramified at a discrete valuation \( v \), then \( \rho_{P/F}(x) \) is unramified at any extension \( w|v \) (we note that \( x \) splits over the maximal unramified extension of \( F_v \)).

We will prove the proposition by induction on \( r \). First, we consider the case \( r = 1 \). Let \( G = \text{Gal}(E/K) \). Pick a Sylow \( p \)-subgroup \( G_p \) of \( G \), and let \( F = E^{G_p} \) denote the corresponding fixed subfield. Since \( G \) is a subgroup of the symmetric group \( S_p \), the subgroup \( G_p \) is a cyclic group of order \( p \), and therefore \( E/F \) is a cyclic extension of degree \( p \). We note that \( E = LF = L \otimes K F \), which implies that \( \rho_{F/K}(\text{Br}(L/K)) \subset \text{Br}(E/F) \). Moreover, it follows from the previous remarks that

\[
\rho_{F/K}(\text{Br}(L/K)_{V^K}) \subset \text{Br}(E/F)_{V^F}.
\]
Since $E/F$ is a cyclic extension and the groups $\text{Pic}(E,V^E)$ and $U(F,V^F)$ are finitely generated by assumption, the group $\text{Br}(E/F)_{V^F}$ is finite by Proposition 2.5. On the other hand, since $[F : K]$ is prime to $p$, the restriction of $\rho_{F/K}$ to $\text{Br}(L/K)$ is injective, and the finiteness of $\text{Br}(L/K)_{V^K}$ follows.

Let now $r > 1$. Again, we pick a Sylow $p$-subgroup $S_p$ of $G = \text{Gal}(E/K)$ and set $F = E^S_p$. As above, $\rho_{F/K}$ induces an injection of $\text{Br}(L/K)_{V^K}$ into $\text{Br}(LF/F)_{V^F}$, so it is enough to prove the finiteness of the latter. Let $\mathcal{H}$ be the subgroup of $S_p = \text{Gal}(E/F)$ corresponding to $LF \subset E$. There exists a normal subgroup $N \subset S_p$ of index $p$ that contains $\mathcal{H}$, and then $M := E^N$ is a degree $p$ cyclic extension of $F$ contained in $LF$. We have

$$\rho_{M/F}(\text{Br}(LF/F)_{V^F}) \subset \text{Br}(LF/M)_{V^M}.$$ 

Furthermore, the normal closure of $LF$ over $M$ is contained in $E$, and so $LF/M$ is a separable extension of degree $p^{r-1}$ that satisfies the assumptions of the proposition. By the induction hypothesis, $\text{Br}(LF/M)_{V^M}$ is finite. On the other hand, $\text{Ker} \rho_{M/F} \cap \text{Br}(LF/F)_{V^F} = \text{Br}(M/F)_{V^F}$ is finite since $M/F$ is cyclic, and the finiteness of $\text{Br}(LF/F)_{V^F}$ follows. \hfill $\square$

5. **Proof of Theorem 1.1.** Let $K$ be a finitely generated field. It follows from Corollary 2.3 that it is enough to prove the finiteness of $\text{gen}(D)$ for $D$ of a prime power degree $p^r$. Let $V^K$ be a divisorial set of places. Deleting a finite subset, we may assume that $D$ is unramified at all $v \in V^K$.

**Lemma 2.9.** Let $D'$ be a central division $K$-algebra that has the same maximal subfields as $D$. Then $D'$ is unramified at all $v \in V^K$.

**Proof.** When $p \neq \text{char} K^{(v)}$ this follows from [4] Lemma 2.5 or [24] Lemma 2.5, so we will now give an argument that applies to division algebras of any degree. Fix $v \in V^K$ and write

$$D \otimes_K K_v = M_\ell(\Delta) \quad \text{and} \quad D' \otimes_K K_v = M_{\ell'}(\Delta').$$

for some central division $K_v$-algebras $\Delta$ and $\Delta'$. Since $D$ and $D'$ have the same maximal subfields, it follows from [24] Lemma 2.1 that $D \otimes_K K_v$ and $D' \otimes_K K_v$ have the same maximal étale $K_v$-subalgebras, and then according to [24] Lemma 2.3 we have $\ell = \ell'$ and $\Delta$ and $\Delta'$ have the same maximal separable subfields. By our assumption, $\Delta$ is unramified at $v$, which means that the residue algebra $\Delta^{(v)}$ is a central division algebra over the residue field $K^{(v)}$, and in particular, $\Delta$ contains a maximal subfield which is (separable and) unramified over $K_v$. Then $\Delta'$ also contains such a subfield (i.e. is “inertially split”), and hence the center $E'$ of the residue algebra $(\Delta')^{(v)}$ is a separable extension of $K^{(v)}$. It is well-known (cf. [37]) that in this case the degree $[E' : K^{(v)}]$ equals the ramification index of $\Delta'$, so to prove that $\Delta'$, hence $D'$ is unramified, we need to show that $E' = K^{(v)}$. Assume the contrary. Since $v$ is divisorial, the residue field $K^{(v)}$ is finitely generated. Now, using the fact that $\Delta^{(v)}$ is central over $K^{(v)}$ and applying [24] Proposition 2.7, we conclude that $\Delta^{(v)}$ contains a maximal separable subfield $\mathcal{P}$ which is linearly disjoint from $E'$. Lifting it, we obtain a maximal subfield $P$ of $\Delta$ which is (separable and) unramified over $K_v$, with the residue field $\mathcal{P}$. Embedding this subfield into $\Delta'$, passing to the residues and comparing the degrees, we obtain that $\mathcal{P}$ must contain $E'$. A contradiction, proving the lemma. \hfill $\square$

To complete the proof of the theorem, fix a maximal separable subfield $L$ of $D$. Then it follows from Lemma 2.10 that $\text{gen}(D) \subset \text{Br}(L/K)_{V^K}$. As we observed in subsection 1, for any finite separable extension $F/K$, the groups $\text{Pic}(F,V^F)$ and $U(F,V^F)$ are finitely generated. So, $\text{Br}(L/K)_{V^K}$ is finite by Proposition 2.3 and the finiteness of $\text{gen}(D)$ follows. \hfill $\square$

3. **Generalizations: unramified $H^3$**

The notion of the genus can be extended to algebraic groups as follows. Let $G$ be an absolutely almost simple algebraic group over a field $K$. We then define the genus $\text{gen}_K(G)$ as the set of $K$-isomorphism classes of (inner) $K$-forms $G'$ of $G$ that have the same isomorphism classes of maximal $K$-tori as $G$. Extending the connection between the genus $\text{gen}(D)$ of a central division $K$-algebra $D$ of degree $n$ and the unramified Brauer group $\text{Br}(K)_V$ and its relevant subgroups, for a suitable set...
which is easily seen to be surjective with kernel more, one defines a homomorphism

Lemma 3.1. \( \text{gen}_K(G) \) is finite if a (finitely generated) field \( K \) can be equipped with a set \( V \) of discrete valuations that satisfies \( (A) \) and \( (B) \) and is such that for any finite \( S \subset V \), the set of \( K \)-isomorphism classes of (inner) \( K \)-forms of \( G \) that have good reduction at all \( v \in V \setminus S \) is finite. Conjecturally, this property should hold for any divisorial set of places \( V \) of a finitely generated field \( K \) (possibly, with some restrictions on the characteristic depending on the type of \( G \)). The finiteness of \( a\Br(K)_V \) implies the truth of this property for inner forms of type \( A_\ell \) over a finitely generated field \( K \) of characteristic prime to \( \ell + 1 \). Recently, we established this property for the spinor groups of quadratic forms, some unitary groups, and groups of type \( G_2 \) over the function field \( K_v \) of a smooth geometrically integral curve \( C \) over a number field \( k \) (see [11]). This relied on the finiteness of the unramified cohomology groups \( H^i(K,\mu_2)_V \) for all \( i \geq 1 \) with coefficients in \( \mu_2 = \{\pm 1\} \), and the case that required the most effort was \( i = 3 \). At this point, it does not appear that the finiteness of \( H^3(K,\mu_2)_V \) is known for (substantially) more general finitely generated fields. On the other hand, the considerations in §2 suggest that the finiteness of the genus may really require the finiteness not of the entire group \( H^3(K,\mu_2)_V \) but rather that of some relevant subgroup (indeed, the proof of the finiteness of \( \text{gen}(D) \) in [2] relied only on the finiteness of \( \Br(L/K)_V \) and not of \( a\Br(K)_V \)). We will postpone the details until subsection 2, and first indicate how the main assumption in [2] that Pic\((F, V^F)\) is finitely generated for certain finite extensions \( F/K \) can be upgraded to become useful in the situation at hand.

1. Condition (T). We begin by recalling the connection between Pic\((K, V)\) and the ideles, which is well-known in the classical setting (cf. [11] Ch. II, §17). So, let \( K \) be a field that is equipped with a set \( V \) of discrete valuations that satisfies condition (A). For \( v \in V \), we let \( K_v \) denote the corresponding completion, \( \mathcal{O}_v \) the valuation ring in \( K_v \), and \( \mathcal{U}_v = \mathcal{O}_v^{\times} \) the group of units. One defines the group of ideles \( \mathbb{I}(K, V) \) as the restricted direct product over \( v \in V \) of the multiplicative groups \( K_v^{\times} \) relative to the unit groups \( \mathcal{U}_v \), i.e.

\[
\mathbb{I}(K, V) = \left\{ (x_v) \in \prod_{v \in V} K_v^{\times} \mid x_v \in \mathcal{U}_v \text{ for almost all } v \in V \right\}.
\]

Furthermore, we let

\[
\mathbb{I}^\infty(K, V) = \prod_{v \in V} \mathcal{U}_v
\]

denote the subgroup of integral ideles. Since \( V \) satisfies (A), one has the diagonal embedding \( K^{\times} \hookrightarrow \mathbb{I}(K, V) \), the image of which will still be denoted \( K^{\times} \) and called the group of principal ideles. Furthermore, one defines a homomorphism

\[
\nu : \mathbb{I}(K, V) \to \text{Div}(K, V), \quad (x_v) \mapsto \sum_{v \in V} v(x_v) \cdot v,
\]

which is easily seen to be surjective with kernel \( \mathbb{I}^\infty(K, V) \). Since \( \nu(K^{\times}) \) coincides with the group of principal divisors \( \text{P}(K, V) \), we obtain the following.

Lemma 3.1. The map \( \nu \) induces a natural identification of the quotient \( \mathbb{I}(K, V)/\mathbb{I}^\infty(K, V)K^{\times} \) with Pic\((K, V)\).

Starting with this idele
cal description of Pic\((K, V)\) and imitating the definition of the “class number” of an algebraic group defined over a number field (cf. [22] Ch. VIII]), one can associate an object similar to Pic\((K, V)\) to any algebraic \( K \)-group \( G \). For this, we first define the group of rational adeles \( G(A(K, V)) \) and its subgroups of integral and principal adeles. Fix a faithful \( K \)-representation
such that $Cl(G,K,V)$ for algebraic groups over number fields (cf. [22, Ch. VIII]). In this regard, we observe that the obvious equality for $G(K,V)$ is injective, and is in fact a bijection if $G$ is dense in $G(K)$. Thus, $Cl(G(K,V))$ is independent of the initial choice of the matrix realization $G \subset GL_n$. Next, we define the group of integral (rational) adeles as

$$G(A^\infty(K,V)) = \prod_{v \in V} G(O_{K,v})$$

(note that this group does depend on the choice of the matrix realization $G \subset GL_n$, and that the subgroup $G(A^\infty(K,V))$ of integral adeles in the group of full adeles is defined similarly). Finally, due to condition (A), we have the diagonal embedding $G(K) \hookrightarrow G(A(K,V))$, the image of which will still be denoted $G(K)$ and called the group of principal adeles.

**Definition 3.2.** The set of double cosets $G(A^\infty(K,V)) \backslash G(A(K,V))/G(K)$ is called the class set of $G$ (over $K$ with respect to $V$) and denoted $Cl(G,K,V)$.

One can similarly consider double cosets $G(A^\infty(K,V)) \backslash G(A(K,V))/G(K)$, which is what one does for algebraic groups over number fields (cf. [22 Ch. VIII]). In this regard, we observe that the obvious equality

$$G(A^\infty(K,V)) \cap G(A(K,V)) = G(A^\infty(K,V))$$

implies that the natural map

$$G(A^\infty(K,V)) \backslash G(A(K,V))/G(K) \rightarrow G(A^\infty(K,V)) \backslash G(A(K,V))/G(K)$$

is injective, and is in fact a bijection if $G(K)$ is dense in $G(K_v)$ for all $v \in V$. The use of rational adeles instead of the full adeles enables us to avoid additional complications arising from the fact that $G$ may fail to have weak approximation.

**Remark 3.3.** G. Harder [14 2.3] linked double cosets with the Čech cohomology of group schemes over Dedekind rings. We will extend this connection to the general case in §3 of the Appendix.

It follows from the above discussion that for the multiplicative group $G = \mathbb{G}_m$ the elements of the class set $Cl(G,K,V)$ are in bijection with the elements of the Picard group $Pic(K,V)$. In the general case, however, $Cl(G,K,V)$ may not have a natural group structure, which makes any sort of requirement of its finite generation meaningless. On the other hand, what we really used in [22] was the following consequence of the finite generation of $Pic(K,V)$: there exists a finite subset $S \subset V$ such that $Pic(K,V \setminus S) = 0$. This property already easily extends to arbitrary algebraic groups.

**Definition 3.4.** We say that an algebraic $K$-group $G$ satisfies Condition (T) with respect to a set $V$ of discrete valuation of $K$ (always assumed to satisfy condition (A)) if there exists a finite subset $S \subset V$ such that $Cl(G,K,V \setminus S)$ reduces to a single element, i.e. $G(A(K,V \setminus S)) = G(A^\infty(K,V \setminus S))G(K)$.

We note that while the group $G(A^\infty(K,V))$, hence the class set $Cl(G,K,V)$, depends on the choice of a matrix realization $G \subset GL_n$, the fact that $G$ satisfies Condition (T) does not. If $K$ is a number field and $V$ is the set of all (pairwise inequivalent) nonarchimedean valuations of $K$, the class set $Cl(G,K,V)$ is known to be finite for any algebraic $K$-group $G$ (cf. [41] and [22 Theorem 5.1]), which implies that Condition (T) holds in this situation. Indeed, let $g(i) = (g(i)_v)$, where $i = 1, \ldots, r$, be a finite system representatives of the double cosets $G(A^\infty(K,V)) \backslash G(A(K,V))/G(K)$. One can find a finite subset $S \subset V$ such that

$$g(i)_v \in G(O_{K,v}) \quad \text{for all} \quad v \in V \setminus S \quad \text{and all} \quad i = 1, \ldots, r.$$
Let $\pi_S: G(\mathbf{A}(K,V)) \to G(\mathbf{A}(K,V \setminus S))$ be the natural projection. Then

$$G(\mathbf{A}(K,V \setminus S)) = \pi_S(G(\mathbf{A}(K,V))) = \pi_S \left( \bigcup_{i=1}^{r} G(\mathbf{A}^\infty(K,V)) g(i) G(K) \right)$$

$$= \bigcup_{i=1}^{r} G(\mathbf{A}^\infty(K,V \setminus S)) \pi_S(g(i)) G(K) = G(\mathbf{A}^\infty(K,V \setminus S)) G(K)$$

because by our construction $\pi_S(g(i)) \in G(\mathbf{A}^\infty(K,V \setminus S))$ for all $i$, as required. No other results on condition (T) seem to be available in the literature, so in §4 we will verify (T) for split reductive groups over the function field $K = k(C)$ of a smooth geometrically integral curve $C$ over a finitely generated field $k$ when $V$ the set of geometric places of $K$ — see Theorem 4.1.

We will need the following consequence of the condition $|\text{Cl}(G,K,V)| = 1$, which is an analogue of Lemma 2.6.

**Lemma 3.5.** Let $V$ be a set of discrete valuations of $K$ that satisfies condition (A), and let $D$ be a central simple $K$-algebra. Assume that for $G = \text{GL}_{1,D}$ the class set $\text{Cl}(G,K,V)$ reduces to a single element. Then, given $v \in V$ such that $D_v = D \otimes K_v$ is isomorphic to $M_{\ell_v}(\Delta_v)$, where $\Delta_v$ is a central division $K_v$-algebra of degree $d_v$, there exists $t_v \in D^\times$ satisfying

$$v(\text{Nrd}_{D/K}(t_v)) = d_v \quad \text{and} \quad v'(\text{Nrd}_{D/K}(t_v)) = 0 \quad \text{for all} \quad v' \in V \setminus \{v\}.$$  

**Proof.** Let $\pi_v \in K_v^\times$ be a uniformizer. Then for

$$x_v = \text{diag}(\pi_v, 1, \ldots, 1) \in M_{\ell_v}(\Delta_v) \simeq D_v$$

we obviously have $\text{Nrd}_{D_v/K_v}(x_v) = \pi_v^{d_v}$. Using the density of $D$ in $D_v$, we find $y_v \in D^\times$ such that $v(\text{Nrd}_{D/K}(y_v)) = d_v$. Consider an adele $(g_w) \in G(\mathbf{A}(K,V))$ with the following components

$$g_w = \begin{cases} y_v, & w = v, \\ 1, & w \neq v. \end{cases}$$

Since $|\text{Cl}(G,K,V)| = 1$, we can write $g = h t$ with $h \in G(\mathbf{A}^\infty(K,V))$ and $t \in G(K) = D^\times$. Then $t = h_v^{-1} y_v$, and since $h_v \in G(O_{K,v})$, we obtain that

$$v(\text{Nrd}_{D/K}(t)) = v(\text{Nrd}_{D/K}(y_v)) = d_v.$$  

On the other hand, for any $v' \neq v$ we have $t \in G(O_{K,v'})$, so

$$v'(\text{Nrd}_{D/K}(t)) = 0,$$

as required. \hfill \Box

**Remark 3.6.** In the lemma, there was no need to specify a matrix realization of $G$ as the following is true for any realization: If $h \in G(O_{K,v})$, then $w(\text{Nrd}_{D/K}(h)) = 0$. This immediately follows from the observation that for such $h$, the subgroup $(h)$ is $w$-bounded, so its image under the reduced norm, which is the restriction of a $K$-defined character of $G$, is also $w$-bounded, hence is contained in the $w$-units of $K$. We also note that the conclusion of Lemma 3.5 can be obtained under the weaker assumption that the “stable” class number of $G$ is one. More precisely, for $t \geq 1$, we consider the natural embedding $\tau_t$ of $G = \text{GL}_{1,D}$ into $G_t := \text{GL}_{t,D}$ given by

$$x \mapsto \begin{pmatrix} x & & \\ & 1 & \\ & & \ddots \\ & & & 1 \end{pmatrix},$$

(1)

and will use the same notation for the embedding of the corresponding groups of adeles. Assume that for any $g \in G(\mathbf{A}(K,V))$, there exists $t \geq 1$ such that $\tau_t(g) \in G_t(\mathbf{A}^\infty(K,V)) G_t(K)$ (which of course is automatically true if $|\text{Cl}(G_t,K,V)| = 1$ for some $t \geq 1$). Then the conclusion of Lemma 3.5 still holds.
2. The finiteness of some subgroups of unramified \( H^3 \). Let \( K \) be a field of characteristic \( \neq 2 \) equipped with a set \( V \) of discrete valuations that satisfies condition (A), and let \( \mu_2 = \{ \pm 1 \} \). The goal of this subsection is to present a technique for proving the finiteness of some subgroups of the unramified cohomology group \( H^3(K, \mu_2) \). This is relevant for proving the finiteness of the genus of simple algebraic groups of type \( G_2 \), which is expected to hold over all finitely generated fields (at least of characteristic \( \neq 2, 3 \)), but has been established so far only in certain cases, including the situations where \( K \) is a global field or the function field of a smooth geometrically integral curve over a number field (cf. [11 §8]).

We recall the description of simple groups of type \( G_2 \). Let \( G_0 \) be the split group of type \( G_2 \) over a field \( K \) of characteristic \( \neq 2 \). Then the \( K \)-isomorphism classes of \( K \)-groups of type \( G_2 \) are in a natural one-to-one correspondence with the elements of the (pointed) set \( H^1(K, G_0) \) (we recall that in this case \( G_0 \) is naturally identified with its automorphism group \( \text{Aut}(G_0) \) by sending every element \( g \in G_0 \) to the corresponding inner automorphism \( \text{Int} g \); in what follows, we will freely use this identification). Furthermore, there is a natural map

\[
\lambda_K : H^1(K, G_0) \to H^3(K, \mu_2)
\]

that has the following explicit description: if \( \xi \in H^1(K, G_0) \) and the twisted group \( G = \xi G_0 \) is the automorphism group of the octonian algebra \( \mathbb{O} = \mathbb{O}(a, b, c) \) corresponding to a triple \( (a, b, c) \in (K^\times)^3 \) then

\[
\lambda_K(\xi) = \chi_a \cup \chi_b \cup \chi_c,
\]

where for \( t \in K^\times \), we let \( \chi_t \) denote the class in \( H^1(K, \mu_2) \) of the cocycle given by

\[
\chi_t(\sigma) = \frac{\sigma(\sqrt{t})}{\sqrt{t}}, \quad \sigma \in \text{Gal}(K^{\text{sep}}/K).
\]

It is well-known that \( \lambda_K \) is injective (cf. [33 Ch. III, Appendix 2, 3.3]). Furthermore, \( G \) as above contains a maximal \( K \)-torus of the form \( T = (\mathbb{R}_{K(V/M)}^{1})^2 \). So, any \( G' \in \text{gen}_K(G) \) will also contain such a torus, and therefore is split over \( K(\sqrt{a}) \). It follows that \( G' \) is represented by a triple of the form \( (a, b', c') \in (K^\times)^3 \).

Now, let \( v \) be a discrete valuation of \( K \) such that \( \text{char } K^{(v)} \neq 2 \). Then there is the residue map

\[
r^i_v : H^i(K, \mu_2) \to H^{i-1}(K^{(v)}, \mu_2)
\]

for all \( i \geq 1 \), and we say that \( x \in H^i(K, \mu_2) \) is unramified at \( v \) if its image \( r^i_v(x) \) is trivial. The automorphism group \( G \) of an octonian algebra \( \mathbb{O} \) has good reduction at \( v \) if and only if \( \mathbb{O} \) can be represented by a triple \( (a, b, c) \in (K^\times)^3 \) such that

\[
v(a) = v(b) = v(c) = 0.
\]

It follows that if \( G = \xi G_0 \) has good reduction at \( v \), then the cocycle \( \lambda_K(\xi) \) is unramified at \( v \). Assume now that \( K \) is equipped with a set \( V \) of discrete valuations that satisfies (A), (B), and such that \( \text{char } K^{(v)} \neq 2 \) for all \( v \in V \), and \( G \) has good reduction at all \( v \in V \). Then according to [10 Theorem 5], any \( G' \in \text{gen}_K(G) \) has good reduction at all \( v \in V \). Thus, if the number of cohomology classes of the form \( \chi_a \cup \chi_{b'} \cup \chi_{c'} \) with \( b', c' \in K^\times \) that are unramified at all \( v \in V \) is finite, then \( \text{gen}_K(G) \) is also finite. We will now reformulate this in \( K \)-theoretic terms.

Let \( K^M_i(K) \) denote the \( i \)th Milnor \( K \)-group of the field \( K \) (cf. [13 Ch. 7]) for the basic definitions), and set

\[
k_i(K) = K^M_i(K)/(2 \cdot K^M_i(K)).
\]

For \( a_1, \ldots, a_i \in K^\times \), we let \( (a_1, \ldots, a_i) \) denote the corresponding symbol in \( k_i(K) \), i.e. the image of \( a_1 \otimes \cdots \otimes a_i \). According to Milnor’s conjecture, proved by Voevodsky, the correspondence

\[
(a_1, \ldots, a_i) \mapsto \chi_{a_1} \cup \cdots \cup \chi_{a_i}
\]
extends to an isomorphism $\kappa_i: k_i(K) \to H^i(K, \mu_2)$. Moreover, if $v$ is a discrete valuation of $K$ such that $\text{char } K^{(v)} \neq 2$, then we have the following commutative diagram

$$
\begin{array}{ccc}
  k_i(K) & \xrightarrow{\kappa_i} & H^i(K, \mu_2) \\
  \partial_v & \downarrow & \downarrow \partial_v' \\
  k_{i-1}(K^{(v)}) & \xrightarrow{\kappa_i^{-1}} & H^{i-1}(K^{(v)}, \mu_2)
\end{array}
$$

where $\partial_v'$ is the residue map in Milnor $K$-theory (cf. [13 7.5]). In particular, a symbol $(a_1, \ldots, a_t) \in k_t(K)$ is unramified at $v$ (i.e., has the trivial image under $\partial_v^k$) if and only if the cohomology class $\chi_{a_1} \cup \cdots \cup \chi_{a_t} \in H^i(K, \mu_2)$ is unramified as defined above. Putting all this together, we obtain the following.

**Lemma 3.7.** Let $K$ be a field that is equipped with a set $V$ of discrete valuations that satisfies (A) and (B), and is such that $\text{char } K^{(v)} \neq 2$ for all $v \in V$. Let $G$ be the automorphism group of an octonion algebra $\langle a, b, c \rangle$, and assume that $G$ has good reduction at all $v \in V$. If the number of symbols $(a', b', c') \in k_3(K)$, where $b', c' \in K^\times$, that are unramified at all $v \in V$ is finite, then $\text{gen}_K(G)$ is also finite.

Now, fix $a \in K^\times$ and consider the map

$$f_a: \text{Br}_2(K) = H^2(K, \mu_2) \to H^3(K, \mu_2), \quad \alpha \mapsto \chi_a \cup \alpha,$$

noting that in terms of the above identifications given by $\kappa_i$ ($i = 2, 3$), this map is equivalent to

$$k_2(K) \to k_3(K), \quad (b, c) \mapsto (a, b, c).$$

It follows from Lemma 3.7 that to prove the finiteness of $\text{gen}_K(G)$, it would be enough to prove the finiteness of $\text{Im } f_a \cap H^3(K, \mu_2)_V$. Since the finiteness of $\text{Br}_2(K)_V$, where $V$ is a divisorial set of places of a finitely generated field $K$, is already known [9], one can attempt to prove the finiteness of $\text{Im } f_a \cap H^3(K, \mu_2)_V$ by showing that this intersection is commensurable with $f_a(\text{Br}_2(K)_V)$ (we note that if $v(a) = 0$ and $\text{char } K^{(v)} \neq 2$, then $\chi_a$ is unramified, hence $f_a(\text{Br}_2(K)_V) \subset H^3(K, \mu_2)_V$).

So far, we have not been able to prove this in the general case, however, as the following result shows, the finiteness of some subgroups of $\text{Im } f_a \cap H^3(K, \mu_2)_V$ can be established assuming Condition (T) for algebraic groups associated with some quaternion algebras. We will formulate it in terms of symbols rather than cohomology classes given by the corresponding cup-products as this simplifies the notations.

**Theorem 3.8.** Fix $a, b_1, \ldots, b_r \in K^\times$ and consider the subgroup $\Delta \subset k_3(K)$ consisting of elements of the form

$$t(c_1, \ldots, c_r) = \sum_{i=1}^r (a, b_i, c_i) \text{ for } c_1, \ldots, c_r \in K^\times.$$

Given a subset $V' \subset V$, we let $\Delta_{ur,V'}$ denote the subgroup of $\Delta$ consisting of elements that are unramified at all $v \in V'$, and for a nonempty subset $J$ of $\{1, \ldots, r\}$, let $D_J$ be the quaternion algebra

$$\left(\frac{a, b_J}{K}\right) \text{ where } b_J = \prod_{i \in J} b_i.$$

Assume that Condition (T) holds for the groups $G_J = \text{GL}_{1, D_J}$ for all $J \subset \{1, \ldots, r\}$. Then there exists a subset $V' \subset V$ with finite complement such that $a, b_1, \ldots, b_r \in U(K, V')$ and any $x \in \Delta_{ur,V'}$ is of the form $x = t(c_1, \ldots, c_r)$ for some $c_1, \ldots, c_r \in U(K, V')$. Consequently, if $U(K, V')$, or, equivalently, $U(K, V')$, is finitely generated, then $\Delta_{ur,V'}$ (hence also $\Delta_{ur,V}$) is finite.

**Proof.** We can pick a subset $V' \subset V$ with finite complement such that

- $a, b_1, \ldots, b_r \in U(K, V')$;
- $|\text{Cl}(G_J, K, V')| = 1$ for all nonempty subsets $J \subset \{1, \ldots, r\}$.
We will repeatedly use the following property: if \( a, b, c \in K^\times \) are such that \( c \) is a reduced norm from the quaternion algebra \( \left( \frac{a, b}{K} \right) \), then \( (a, b, c) = 0 \) in \( k_3(K) \) (cf. [13, 12.1]). Now, fix \( i \in \{ 1, \ldots, r \} \). Then it follows from Lemma 3.5 that for any \( v \in V' \), there exists \( t_v \in K^\times \) which is a reduced norm from the quaternion algebra \( \left( \frac{a, b_v}{K} \right) \) such that \( v(t_v) = 2 \) and \( v'(t_v) = 0 \) for all \( v' \in V' \setminus \{ v \} \). Multiplying \( c_i \) by a suitable power of \( t_v \), we can construct an element \( c'_i \in K^\times \) such that
\[
(a, b_i, c_i) = (a, b_i, c'_i), \quad v(c'_i) = 0 \text{ or } 1, \quad \text{and } v'(c'_i) = v'(c_i) \text{ for all } v' \in V' \setminus \{ v \}.
\]
Iterating this procedure, we may assume that \( v(c_i) = 0 \) or \( 1 \) for all \( v \in V' \) and all \( i \).

Set
\[
V(c_1, \ldots, c_r) = \{ v \in V' \mid v(c_i) \neq 0 \text{ for some } i = 1, \ldots, r \}.
\]
We will induct on \( d := |V(c_1, \ldots, c_r)| \). If \( d = 0 \), then \( c_1, \ldots, c_r \in U(V') \), and there is nothing to prove. Suppose \( d > 0 \), and let \( v \in V(c_1, \ldots, c_r) \). Then \( J := \{ i \mid v(c_i) \neq 0 \} \) is nonempty. Using an explicit description of the residue map \( \partial_v \) in Milnor K-theory (cf. [13, 7.1]) and taking into account that the elements \( a, b_1, \ldots, b_r \) are \( v \)-units, we find that
\[
\partial_v(t(c_1, \ldots, c_r)) = \sum_{i \in J} (\overline{a}_i, \overline{b}_i) = (\overline{a}, \overline{b}) \in k_2(K(v)),
\]
where the bar denotes the image in the residue field \( K(v) \). Since by assumption \( t(c_1, \ldots, c_r) \) is unramified and \( \text{char } K(v) \neq 2 \), we conclude that the quaternion algebra \( \left( \frac{a, b_j}{K(v)} \right) \) is trivial. Then by Hensel’s lemma, the quaternion algebra \( \left( \frac{a, b_j}{K_v} \right) = D_J \otimes_K K_v \) is also trivial. So, it follows from Lemma 3.5 that there exists \( \pi_v \in K^\times \) which is a reduced norm from \( D_J \) and satisfies \( v(\pi_v) = 1 \) and \( v'(\pi_v) = 0 \) for all \( v' \in V' \setminus \{ v \} \). Then
\[
(a, b_j, \pi_v) = 0 = \sum_{i \in J} (a, b_i, \pi_v) \in k_3(K).
\]
Set \( c'_i = c_i \pi_v^{-1} \) for \( i \in J \), and \( c'_i = c_i \) for \( i \in \{ 1, \ldots, r \} \setminus J \). Then it follows from (2) that
\[
t(c_1, \ldots, c_r) = t(c_1, \ldots, c_r) - (a, b_j, \pi_v) = t(c'_1, \ldots, c'_r).
\]
Clearly,
\[
V(c'_1, \ldots, c'_r) = V(c_1, \ldots, c_r) \setminus \{ v \},
\]
so \( t(c'_1, \ldots, c'_r) = t(u_1, \ldots, u_r) \) for some \( u_1, \ldots, u_r \in U(K, V') \) by the induction hypothesis, and the required fact follows.

**Remark 3.9.** It follows from Remark 3.6 that the assertion of Theorem 3.8 remains valid if one assumes that each of the groups \( G_J \) satisfies the “stable” version of Condition (T). More precisely, for \( t \geq 1 \), we let \( \tau_{J,t} : G_J \to G_{J,t} := \operatorname{GL}_{t,D_J} \) denote the canonical embedding given by [1]. Then the “stable” version of (T) requires that there be a subset \( V' \subset V \) with finite complement such that for any \( g \in G_J(A(K, V')) \), there exists \( t \geq 1 \) (depending on \( g \)) such that \( \tau_{J,t}(g) \in G_{J,t}(A^\infty(K, V'))G_{J,t}(K) \). This obviously holds if \( \operatorname{GL}_{t,D_J} \) satisfies Condition (T) for some \( \ell \geq 1 \).

**Corollary 3.10.** Let \( K = k(C) \) be the function field of a smooth geometrically integral curve over a field \( k \) of characteristic \( \neq 2 \), and let \( V_0 \) be the set of places of \( K \) associated with closed points of \( C \). As in Theorem 3.8, fix \( a, b_1, \ldots, b_r \in K^\times \) and consider the subgroup \( \Delta \) of \( k_3(K) \) consisting of elements of the form \( t(c_1, \ldots, c_r) \) for all \( c_1, \ldots, c_r \in K^\times \). Assume that Condition (T) holds for \( G_J \) for all subsets \( J \subset \{ 1, \ldots, r \} \) in the above notations. Then for the subgroup of \( V_0 \)-unramified elements \( \Delta_{\text{ur}, V_0} \) we have
\[
[\Delta_{\text{ur}, V_0} : \Delta_{\text{ur}, V_0} \cap \Delta_0] < \infty,
\]
where \( \Delta_0 \) is formed by elements of the form \( t(c_1, \ldots, c_r) \) with \( c_1, \ldots, c_r \in k^\times \).
Proof. According to the theorem there exists a subset $V' \subset V_0$ with finite complement such that $\Delta_{\text{ur},V_0}$ is contained in the subgroup $\Delta_1$ formed by $t(c_1,\ldots,c_r)$ with $c_1,\ldots,c_r \in U(K,V')$. But the quotient $U(K,V')/k^\times$ is finitely generated, which implies that the quotient $\Delta_1/\Delta_0$ is finite, and our claim follows. 

3. An application. Let $C$ be a smooth geometrically integral projective curve over a field $k$ such that $C(k) \neq \emptyset$, let $K = k(C)$ be its function field, and let $V_0$ be the set of discrete valuations of $K$ associated with closed points of $C$. Let $J$ be the Jacobian of $C$, and assume that the 2-torsion of $J$ is $k$-rational, i.e. $2J \subset J(k)$. Then the natural map $\text{Br}(k) \to \text{Br}(K)$ is injective and there exists a homomorphism

$$
\nu : 2J \otimes_{\mathbb{Z}} H^1(k,\mu_2) \longrightarrow 2\text{Br}(K)
$$

so that

$$
2\text{Br}(K)_{V_0} = 2\text{Br}(k) \oplus \mathcal{B}(C) \quad \text{where} \quad \mathcal{B}(C) = \text{Im} \nu,
$$

cf. [9, §6]. The homomorphism $\nu$ has the following explicit description. Let $u_1,\ldots,u_{2g}$ (where $g$ is the genus of $C$) be a basis of $2J$ over $\mathbb{Z}/2\mathbb{Z}$. Identifying of $J(k)$ with $\text{Pic}^0(C)$, we can find degree zero divisors $D_1,\ldots,D_{2g} \in \text{Div}^0(C)$ whose images in $\text{Pic}^0(C)$ are $u_1,\ldots,u_{2g}$. Furthermore, there are functions $h_1,\ldots,h_{2g} \in K^\times$ such that $2D_i$ is the divisor of $h_i$ for $i = 1,\ldots,2g$. By Kummer theory, any element of $H^1(k,\mu_2)$ has the form $\chi_c$ for some $c \in k^\times$ uniquely determined modulo $k^\times/2$, in our previous notations; here, however, we will write $\chi_{k,c}$ instead of $\chi_c$ to indicate the base field explicitly. Then $\nu$ is described by

$$
\nu(u_i \otimes \chi_{k,c}) = \chi_{K,h_i} \cup \chi_{K,c},
$$

cf. [9, Proposition 6.1]. Thus, the “nonconstant” part $\mathcal{B}(C)$ of $2\text{Br}(K)_{V_0}$ in the case at hand is the following:

$$
\mathcal{B}(C) = \left\{ \sum_{i=1}^{2g} \chi_{K,h_i} \cup \chi_{K,c_i} \mid c_1,\ldots,c_{2g} \in k^\times \right\};
$$

recall that $\chi_{K,h} \cup \chi_{K,c}$ corresponds to the quaternion algebra $\left( \frac{h,c}{K} \right)$. (Explicit computations of $2\text{Br}(C)$ for elliptic curves $C$ can be found in [6].)

Now, if we fix $a \in K^\times$ and consider the map $f_a : 2\text{Br}(K) \to H^3(K,\mu_2)$, $\alpha \mapsto \chi_{K,a} \cup \alpha$, then in terms of the identification $H^3(K,\mu_2) \simeq k^3(K)$ given by $\kappa_3^{-1}$, the image $f_a(\mathcal{B}(C))$ is represented by elements of the form

$$
\sum_{i=1}^{2g} (a,h_i,c_i) \quad \text{for} \quad c_1,\ldots,c_{2g} \in k^\times.
$$

Theorem 3.8 applies to the set $\Delta$ of such elements, and we obtain the following.

Proposition 3.11. Let $C$ be a smooth projective geometrically integral curve over a finitely generated field $k$ of characteristic $\neq 2$ that has a rational point and whose Jacobian has rational 2-torsion. Let $K = k(C)$ be its function field, and assume that Condition (T) holds for any group of the form $G = \text{GL}_{1,D}$, where $D$ is a quaternion algebra over $K$, with respect to a divisorial set $V$ of discrete valuations of $K$. Then in the above notations, for any $a \in K^\times$ the intersection

$$
f_a(\mathcal{B}(C)) \cap H^3(K,\mu_2)_V
$$

is finite.

Remark 3.12. (i) A remark similar to Remark 3.9 can be stated also with regard to the use of Condition (T) in Corollary 3.10 and Proposition 3.11.

(ii) The description of $2\text{Br}(K)_{V_0}$ that we gave above can be generalized. Namely, let $C$ be a smooth geometrically integral projective curve over a field $k$ such that $C(k) \neq \emptyset$, let $K = k(C)$ be its function field, and let $V_0$ be the set of discrete valuations of $K$ associated with closed points of $C$. Fix an integer $n \geq 1$ prime to $\text{char} \ k$ and assume that the group $\mu_n$ of $n$th roots of unity is contained in $k$. Furthermore, let $J$ be the Jacobian of $C$, and assume that the $n$-torsion of $J$ is rational, i.e.
$nJ \subset J(k)$. Then for any $\ell \geq 2$ the natural map $H^\ell(k, \mu_n) \to H^\ell(K, \mu_n)$ is injective and there exists a homomorphism

$$\nu_{n,\ell}: nJ \otimes_{\mathbb{Z}} H^{\ell-1}(k, \mu_n) \longrightarrow H^\ell(K, \mu_n)$$

so that

$$H^\ell(K, \mu_n)\nu_0 = H^\ell(k, \mu_n) \oplus \text{Im} \nu_{n,\ell}.$$ 

The construction of $\nu_{n,\ell}$ repeats almost verbatim the construction of $\nu$ above (cf. [9, §6] for the details).

4. Condition (T) for some reductive groups

**Theorem 4.1.** Let $C$ be a smooth geometrically integral curve over a finitely generated field $k$ with function field $K = k(C)$, and let $V$ be the set of discrete valuations of $K$ associated with closed points of $C$. Then Condition (T) with respect to $V$ holds for any connected reductive split $K$-group $G$.

**Proof.** Since the class set $\text{Cl}(G_m, K, V)$ can be identified with $\text{Pic}(K, V)$, which is finitely generated because $K$ is finitely generated, we can find a subset $V' \subset V$ with finite complement such that $\text{Cl}(G_m, K, V')$ reduces to a single element. Now, fix a maximal split $K$-torus $T$ of $G$. Since $T \simeq G^d_m$, we can reduce $V'$ further (by a finite set) if necessary to insure that $|\text{Cl}(T, K, V')| = 1$. We will show that then $|\text{Cl}(G, K, V')| = 1$. For this we will rely on some considerations that use a form of strong approximation.

For any algebraic $K$-group $H$, the group of rational adeles $H(A(K, V))$ can be topologized as a restricted product (cf. [22, 3.5]); note that this topology induces the product topology on $H(A^\infty(K, V))$. We then say that $H$ has strong approximation with respect to $V$ if $H(K)$ is dense in $H(A(K, V))$. First, let $H = G_m$. Without loss of generality, we can assume that $C$ is affine and then consider the coordinate ring $k[C]$. For a closed point $P \in C$, the valuation ideal $m_P$ in $k[C]$ of the corresponding valuation $v_P$ is maximal, hence for $P_1 \neq P_2$, the ideals $m_{P_1}$ and $m_{P_2}$ are relatively prime. Applying the Chinese Remainder Theorem, we obtain that the diagonal embedding

$$k[C] \hookrightarrow \prod_{v \in V} k[C]$$

is dense when the product is given the product topology (we note that the topology on the factor corresponding to $v = v_P$ is defined by the powers of the ideal $m_P$). Then it is easy to show that $K$ is dense in $A(K, V)$, i.e. $G_m$ has strong approximation (with respect to $V$ as above if $C$ is affine).

For a root $\alpha$ in the root system $\Phi(G, T)$, we let $U_{\alpha}$ denote the corresponding unipotent root subgroup, and let $G(K)^+$ denote the subgroup of $G(K)$ generated by $U_{\alpha}$ for all $\alpha \in \Phi(G, T)$ (recall that since $G$ is split, we actually have $G(K)^+ = G(K)$ when $G$ is in addition semi-simple and simply connected). Set

$$\mathcal{G} = G(A(K, V)) \bigcap \prod_{v \in V} G(K)^+.$$ 

Clearly, the union of the products

$$\mathcal{G}(S) = \prod_{v \in S} G(K)^+ \quad (\subset \mathcal{G}),$$

taken over all finite subset $S \subset V$, is dense in $\mathcal{G}$. Since for each $\alpha \in \Phi(G, T)$, the group $U_{\alpha} \simeq G_{\alpha}$ has strong approximation with respect to $V$, we conclude that the diagonal embedding $G(K)^+ \hookrightarrow \mathcal{G}$ is dense. Now, it is well-known (and follows, for example, from the Bruhat decomposition) that $G(K) = T(K)G(K)^+$. Clearly, an arbitrary double coset

$$G(A^\infty(K, V)) x G(K), \ x \in G(A(K, V))$$

contains an element that lies in one of the finite products

$$G(S) = \prod_{v \in S} G(K) \quad (\subset G(A(K, V))),$$
which implies that it has a representative of the form $tg$ with $t \in T(\mathbb{A}(K, V))$ and $g \in \mathcal{G}$. But the subgroup

$$t^{-1}(\mathcal{G} \cap G(A^\infty(K, V)))t = \mathcal{G} \cap (t^{-1}G(A^\infty(K, V)))t$$

is open in $\mathcal{G}$, so the density of $G(K)^+$ in $\mathcal{G}$ implies that

$$\mathcal{G} = t^{-1}(\mathcal{G} \cap G(A^\infty(K, V)))tG(K)^+.\] Writing $g = g_1g_2$ with $g_1 \in t^{-1}(\mathcal{G} \cap G(A^\infty(K, V)))t$ and $g_2 \in G(K)^+$, we obtain that

$$G(A^\infty(K, V))xG(K) = G(A^\infty(K, V))(tg_1t^{-1})tg_2G(K) = G(A^\infty(K, V))tG(K).$$

Thus,

$$G(A(K, V)) = G(A^\infty(K, V))T(A(K, V))G(K).$$

Projecting to $G(A(K, V'))$ and taking into account that $T(A(K, V')) = T(A^\infty(K, V'))T(K)$, we obtain that $|\text{Cl}(G, K, V')| = 1$, as claimed. \qed

It would interesting to consider some other situations in which Condition (T) holds for a given reductive group $G$ over a field $K$ which is equipped with a set $V$ of discrete valuations that satisfies condition (A). As we have seen, it would be useful to have Condition (T) for groups over finitely generated fields with respect to divisorial sets of places of those fields; already the case of groups of the form $G = \text{GL}_{d,D}$, where $D$ is a quaternion algebra, would be very interesting. Another important case is where $K = k(C)$ is the function field of a smooth geometrically integral curve over a (finitely generated) field $k$ and $V$ is the set of discrete valuations associated with closed points of $C$. We would like to point out that Condition (T) does hold for all algebraic tori over finitely generated fields with respect to divisorial sets of places.

**Proposition 4.2.** Let $K$ be a finitely generated field, and let $V^K$ be a divisorial set of places of $K$. Then any $K$-torus $T$ satisfies Condition (T).

**Proof.** Let $L$ be the splitting field of $T$. As we have already seen, $T$ satisfies Condition (T) over $L$ with respect to $V^L$ (the set of all extensions of places from $V^K$ to $L$). So, reducing $V^K$ by a finite set, we may assume that

$$(3)\quad T(A(L, V^L)) = T(A^\infty(L, V^L))T(L).$$

Using this, we will now construct an injective homomorphism

$$\lambda: T(A(K, V^K))/T(A^\infty(K, V^K))T(K) \to H^1(L/K, U) \quad \text{where} \quad U = T(A^\infty(L, V^L)) \cap T(L).$$

Take $t \in T(A(K, V^K))$, and using (3) write it as $t = t_1t_2$ with $t_1 \in T(A^\infty(L, V^L))$ and $t_2 \in T(L)$. Considering the natural action of $\mathcal{G} = \text{Gal}(L/K)$ on $T(A(L, V^L))$ that leaves $T(A^\infty(L, V^L))$ invariant, for every $\sigma \in \mathcal{G}$, we obtain that

$$(4)\quad \xi(\sigma) := \sigma(t_2)t_2^{-1} = \sigma(t_1)^{-1}t_1 \in T(A^\infty(L, V^L)) \cap T(L) = U.$$

Clearly, $\xi(\sigma)$, $\sigma \in \mathcal{G}$, defines a cocycle $\xi$ on $\mathcal{G}$ with values in $U$. The class of $\xi$ in $H^1(\mathcal{G}, U) = H^1(L/K, U)$ is easily seen to depend only on $t$ but not on the choice of a particular factorization $t = t_1t_2$, and we will denote it by $\xi_t$. Moreover, the correspondence $t \mapsto \xi_t$ defines a homomorphism

$$\tilde{\lambda}: T(A(K, V^K)) \to H^1(L/K, U).$$

Now, suppose $t \in \text{Ker} \tilde{\lambda}$. Choose a factorization $t = t_1t_2$ as above. Then there exists $u \in U$ such that $\xi(\sigma) = \sigma(u)u^{-1}$ for all $\sigma \in \mathcal{G}$ where $\xi(\sigma)$ is given by (4). Rearranging, we see that

$$t_1u \in T(A^\infty(L, V^L))^\mathcal{G} = T(A^\infty(K, V^K)) \quad \text{and} \quad u^{-1}t_2 \in T(L)^\mathcal{G} = T(K),$$

and consequently $t = (t_1u)(u^{-1}t_2) \in T(A^\infty(K, V^K))T(K)$, which proves the inclusion $\text{Ker} \tilde{\lambda} \subset T(A^\infty(K, V^K))T(K)$. The opposite inclusion is obvious, so $\tilde{\lambda}$ descends to a required injective homomorphism $\lambda$.\[\Box\]
The finite generation of $U(L,V^L)$ yields the finite generation of $U$, which implies that the group $H^1(L/K,U)$ is finite. Since $\lambda$ is injective, we conclude that the quotient

$$T(A(K,V^K))/T(A^\infty(K,V^K))T(K)$$

is finite, and then Condition (T) follows immediately. \qed

Using Proposition 4.2 and adapting the proof of Theorem 4.1, one can extend this theorem to quasi-split groups. More general groups have been considered so far, so we would like indicate how the strategy of reducing the general case to the split case that we employed in the proof of Proposition 4.2 can potentially be extended to noncommutative groups. So, let $G$ be an algebraic group defined over a field $K$ equipped with a set of discrete valuations that satisfies (A). Suppose we are given a finite Galois extension $L/K$ with Galois group $G$. We then let $V'$ denote the set of all extensions of valuations from $V$ to $L$ (note that $V'$ also satisfies (A)), and let $R' = \bigcap_{w \in V'} O_{L,w}$. Furthermore, assume that

$$G(A(L,V')) = G(A^\infty(L,V'))G(L).$$

Then there exists an injective map

$$\lambda: G(A^\infty(K,V))/G(A(K,V))/G(K) \longrightarrow H^1(G,R').$$

Note that $\text{Im } \lambda$ is contained in the kernel of the global-to-local map

$$\iota: H^1(G,R') \longrightarrow \prod_{w} H^1(G(w),G(O_{L,w})),
$$

where for each $v \in V$ we pick one extension $w \in V'$ and let $G(w)$ denote the decomposition group of $w$. Over number fields, all this is due to Rohlfs [25] (cf. [22, 8.4]). Of course, the implementation of this approach for verifying Condition (T) would require the finiteness of $H^1(G,R')$ or at least of $\text{Ker } \iota$. We will present some relevant computations in §5 of the Appendix.

It is well-known that the presence of some form of strong approximation is helpful for analyzing double cosets of adele groups – see the treatment of groups over number fields in [22, Ch. VIII] and the proof of Theorem 4.1 above. While strong approximation is well-understood over global fields (see [23] for a recent survey), not much seems to be known over more general fields. So, we would like to formulate the following

**Question 4.3.** Let $K = k(C)$ be the function field of a smooth geometrically integral curve $C$ over a field $k$, let $V$ be the set of discrete valuations of $K$ associated with closed points of $C$, and let $G$ be a semi-simple simply connected $K$-group. In what situations does there exist a subset $V' \subset V$ with finite complement such that the closure of $G(K)$ in $G(A(K,V'))$ is either all of $G(A(K,V'))$ (i.e. $G$ has strong approximation with respect to $V'$) or at least a “big” subgroup thereof?

If $k$ is algebraically closed, then $G$ is necessarily quasi-split, and an easy modification of the argument used in the proof of Theorem 4.1 shows that $G$ does have strong approximation with respect to $V' = V$ if $C$ is affine (note that in this case $G(K)^+ = G(K)$). However, the cases where $k$ is a local field or an infinite finitely generated field and the group $G$ is $K$-anisotropic appear to be almost completely open — to the best of our knowledge, the only available result is due to Yamasaki [30], which gives strong approximation for the group $\text{SL}_1, D$, where $D$ is a quaternion division algebra over the field $\mathbb{R}(x)$ of rational functions over $\mathbb{R}$.

**Appendix**

**5. Double cosets of the adele group and Čech $H^1$**

The goal of this section is to link double cosets of adele groups with a certain Čech 1-cohomology set by constructing an injective map from the latter to the former (see Proposition 5.1), which extends the result of G. Harder [14, 2.3] for group schemes over Dedekind rings. Our construction is explicit
and will be used later in the proof of Proposition 6.4. Besides, it does not use any results from sheaf theory making our exposition self-contained.

We begin with a brief review of the construction of Čech 1-cohomology set for a sheaf of groups. So, let $\mathcal{G}$ be a sheaf of (noncommutative) groups on a topological space $X$. We begin by briefly recalling the construction of the (pointed) set $\check{H}^1(X, \mathcal{G})$ of Čech 1-cohomology. Let $\mathcal{U} = \{U_i\}_{i \in I}$ be an open cover of $X$. We let $\check{Z}^1(\mathcal{U}, \mathcal{G})$ denote the corresponding set of Čech 1-cocycles, i.e. the families $\{g_{ij}\}_{i,j \in I}$ with $g_{ij} \in \mathcal{G}(U_i \cap U_j)$ satisfying the cocycle relation

\begin{equation}
(g_{ijk}|U_{ijk})(g_{ik}|U_{ijk})^{-1}(g_{ij}|U_{ijk}) = 1, \quad \text{i.e. } g_{ik} = g_{ij}g_{jk} \quad \text{on } U_{ijk} := U_i \cap U_j \cap U_k.
\end{equation}

Two cocycles $\{g_{ij}\}$ and $\{g'_{ij}\}$ in $\check{Z}^1(\mathcal{U}, \mathcal{G})$ are called equivalent if there exist $s_i \in \mathcal{G}(U_i)$ such that

$$g'_{ij} = (s_i|(U_i \cap U_j))g_{ij}(s_j|(U_i \cap U_j))^{-1} \quad \text{for all } i,j \in I.$$ 

One easily checks that this is indeed an equivalence relation on $\check{Z}^1(\mathcal{U}, \mathcal{G})$, and the corresponding set of equivalence classes will be denoted $\check{H}^1(\mathcal{U}, \mathcal{G})$; it is a pointed set whose distinguished element is the class of the trivial cocycle $\{g_{ij}\}$ defined by $g_{ij} = 1$ for all $i,j \in I$. Furthermore, let $\mathfrak{W} = \{V_j\}_{j \in J}$ be another open cover of $X$. We write $\mathcal{U} \leq \mathfrak{W}$ if there exists a refinement map $\tau : J \to I$ such that $V_j \subset U_{\tau(j)}$ for all $j \in J$. One then defines a map $\check{Z}^1(\mathcal{U}, \mathcal{G}) \to \check{Z}^1(\mathfrak{W}, \mathcal{G})$ by sending $g = \{g_{i_1j_2}\}_{i_1,j_2 \in I} \in \check{Z}^1(\mathcal{U}, \mathcal{G})$ to $g' = \{g'_{i_1j_2}\}_{i_1,j_2 \in J} \in \check{Z}^1(\mathfrak{W}, \mathcal{G})$ defined by

$$g'_{i_1j_2} = g_{\tau(i_1)\tau(j_2)}(V_{i_1} \cap V_{j_2}).$$

One easily check that this map is compatible with the equivalence relations on $\check{Z}^1(\mathcal{U}, \mathcal{G})$ and $\check{Z}^1(\mathfrak{W}, \mathcal{G})$ yielding a map $\check{H}^1(\mathcal{U}, \mathcal{G}) \to \check{H}^1(\mathfrak{W}, \mathcal{G})$. It turns out that this map is in fact independent of the choice of the refinement map $\tau$. Indeed, let $\sigma : J \to I$ be another refinement map. Given a cocycle $g = \{g_{i_1j_2}\}_{i_1,j_2 \in I} \in \check{Z}^1(\mathcal{U}, \mathcal{G})$, we set

$$s_j = g_{\sigma(j)\tau(j)}|V_j \quad \text{for } j \in J$$

(note that $g_{\sigma(j)\tau(j)} \in \mathcal{G}(U_{\sigma(j)} \cap U_{\tau(j)})$ and $U_{\sigma(j)} \cap U_{\tau(j)} \supset V_j$). Then it follows from the cocycle relation (5) that

$$g_{\sigma(j_1)\sigma(j_2)}(V_{j_1} \cap V_{j_2}) = (s_{j_1}(V_{j_1} \cap V_{j_2})) \cdot (g_{\tau(j_1)\tau(j_2)}(V_{j_1} \cap V_{j_2})) \cdot (s_{j_2}(V_{j_1} \cap V_{j_2}))^{-1}.$$ 

This means that the cocycles

$$g' = \{g'_{i_1j_2} = g_{\tau(i_1)\tau(j_2)}(V_{i_1} \cap V_{j_2})\} \quad \text{and } g'' = \{g''_{i_1j_2} = g_{\sigma(i_1)\sigma(j_2)}(V_{i_1} \cap V_{j_2})\} \in \check{Z}^1(\mathfrak{W}, \mathcal{G}),$$

obtained using the refinement maps $\tau$ and $\sigma$, respectively, are equivalent, hence define the same element in $\check{H}^1(\mathfrak{W}, \mathcal{G})$. Thus, for any two open covers $\mathcal{U}$ and $\mathfrak{W}$ of $X$ such that $\mathcal{U} \leq \mathfrak{W}$, there is a canonical map of pointed sets

\begin{equation}
\tau_{\mathcal{U}}^{\mathfrak{W}}: \check{H}^1(\mathcal{U}, \mathcal{G}) \to \check{H}^1(\mathfrak{W}, \mathcal{G}).
\end{equation}

Moreover, the sets $\check{H}^1(\mathcal{U}, \mathcal{G})$ together with the maps $\tau_{\mathcal{U}}^{\mathfrak{W}}$ for $\mathcal{U} \leq \mathfrak{W}$ form a direct system over the partially ordered directed set of all covers, and one defines the Čech cohomology set of $X$ with coefficients in $\mathcal{G}$ by

$$\check{H}^1(X, \mathcal{G}) = \varinjlim \check{H}^1(\mathcal{U}, \mathcal{G}).$$

We will now specialize to the following situation. Let $R$ be a noetherian integral domain that is integrally closed in its field of fractions $K$, and let $G$ be an affine flat group scheme over $R$. We can consider a sheaf of groups $\mathcal{G}$ on $X = \text{Spec } R$ given by

$$\mathcal{G}(U) := G(\mathcal{O}_X(U)) \quad \text{for any (Zariski) open } U \subset X,$$

where $\mathcal{O}_X$ is the structure sheaf of $X$. To emphasize the role of $G$, we will denote the corresponding Čech cohomology set by $\check{H}^1(X, G)$.

We let $P$ denote the set of height one primes of $R$. For each $p \in P$, we let $v_p$ denote the corresponding discrete valuation of $K$ and set $V = \{v_p \mid p \in P\}$. Conversely, for $v \in V$ we let $p_v \in P$ denote the
corresponding prime, and let \( O_{K,v} \) be the valuation ring of \( v \) in \( K \) (we note that \( O_{K,v} \) coincides with the localization \( R_p \)). We note that \( V \) satisfies condition (A) - see \([5] \) Ch. VII, §1, Theorem 4]. It is also well-known that \( R = \bigcap_{v \in V} O_{K,v} \) (cf. \([15] \) Ch. II, Proposition 6.3A]). More generally, for any nonzero \( a \in R \) and the corresponding localization \( R_a \), we have

\[
R_a = \bigcap_{v \in V \setminus V(a)} O_{K,v} \quad \text{where} \quad V(a) := \{ v \in V \mid v(a) \neq 0 \}.
\]

Throughout the remainder of this section, \( K, R \) and \( V \) will remain fixed, so in order to simply our notations, we will write \( O_v \) instead of \( O_{K,v} \). Furthermore, we will denote the group of rational adeles \( G(\mathbb{A}(K,V)) \) (cf. \([3] \)) simply by \( G(\mathbb{A}) \); its subgroup of integral adeles will be denoted \( G(\mathbb{A}^\infty) \), i.e. \( G(\mathbb{A}^\infty) = \prod_{v \in V} G(O_v) \). Our goal is to prove the following.

**Proposition 5.1.** There exists a natural injective map

\[
f : \tilde{H}^1(X,G) \rightarrow G(\mathbb{A}^\infty)\backslash G(\mathbb{A})/G(K).
\]

This proposition suggests the following analogue of Condition (T) for \( \tilde{H}^1 \), which is likely to be true in all situations.

**Conjecture 5.2.** Let \( R \) be a finitely generated \( \mathbb{Z} \)-algebra which is an integral domain integraly closed in its field of fractions, and \( X = \text{Spec} \, R \). Given an affine reductive group scheme \( G \) of finite type over \( R \), there exists an open subset \( U \subset X \) such that the restriction map

\[
\tilde{H}^1(X,G) \rightarrow \tilde{H}^1(U,G)
\]

is trivial (or even \( \tilde{H}^1(U,G) = 1 \)).

We begin by first fixing an open cover \( \mathfrak{U} = \{ U_i \}_{i \in I} \) and constructing a natural map

\[
f_{\mathfrak{U}} : \tilde{H}^1(\mathfrak{U},G) \rightarrow G(\mathbb{A}^\infty)\backslash G(\mathbb{A})/G(K).
\]

As long as the cover \( \mathfrak{U} \) remains fixed, we will, for simplicity, suppress \( \mathfrak{U} \) in our notations (such as \( f_{\mathfrak{U}} \)), and will reinstate the subscript \( \mathfrak{U} \) once we begin working with different covers. Let \( g = \{ g_{ij} \} \in Z^1(\mathfrak{U},G) \) be a Čech 1-cocycle. Fix \( i_0 \in I \) and \( h_{i_0} \in G(K) \), and for all \( i \in I \) set

\[
h_i = g_{i_0i}h_{i_0}.
\]

It follows from \([5] \) that \( g_{i_0i_0} = 1 \), hence this does not alter \( h_{i_0} \), and moreover we have \( g_{ij} = h_i h_j^{-1} \) for all \( i,j \in I \), meaning that the family \( \{ h_i \} \) provides a trivialization of \( g \) as a cocycle with values in the constant sheaf associated with \( G(K) \).

Since \( X \) is quasi-compact, we can find a finite subset \( I_0 \subset I \) so that the sets \( U_i \) for \( i \in I_0 \) already cover \( X \). Pick a finite subset \( V_0 \subset V \) such that for any \( v \in V \setminus V_0 \), the elements \( h_i \) \( (i \in I_0) \) all belong to \( G(O_v) \). Take an arbitrary \( v \in V \setminus V_0 \), and let \( i \in I \) be such that \( p_v \in U_i \). There exists \( j \in I_0 \) for which \( p_v \in U_j \). We have \( g_{ij} \in G(O_X(U_i \cap U_j)) \subset G(O_v) \), so \( h_i = g_{ij} h_j \in G(O_v) \). Thus, \( h_i \in G(O_v) \) for any \( v \in V \setminus V_0 \) such that \( p_v \in U_i \).

Now, let \( \phi : V \rightarrow I \) be any map with the property \( p_v \in U_{\phi(v)} \) for all \( v \in V \). It follows from the above discussion that there is an adele \( \tilde{f}(g; i_0, h_{i_0}, \phi) \in G(\mathbb{A}) \) with the components

\[
\tilde{f}(g; i_0, h_{i_0}, \phi)_v = h_{\phi(v)} \quad \text{for} \quad v \in V.
\]

We then set

\[
f(g; i_0, h_{i_0}, \phi) = G(\mathbb{A}^\infty)\tilde{f}(g; i_0, h_{i_0}, \phi)G(K) \in G(\mathbb{A}^\infty)\backslash G(\mathbb{A})/G(K).
\]

Our goal is to show that the double coset \( f(g; i_0, h_{i_0}, \phi) \) depends only on the cocycle \( g \). 

1°. \( f(g; i_0, h_{i_0}, \phi) \) is independent of \( \phi \). Indeed, let \( i, i' \in I \) be such that \( p_v \in U_i \) and \( U_{i'} \).

It follows from \([5] \) that \( g_{ii_0} = g_{i_0i'} g_{i'i_0} \), so multiplying this relation by \( h_{i_0} \), we see that

\[
h_i = g_{i'v} h_{i'} \quad \text{with} \quad g_{i'v} \in G(O_X(U_i \cap U_{i'})) \subset G(O_v).
\]

So, for any two maps \( \phi, \phi' \) as above, the elements \( \tilde{f}(g; i_0, h_{i_0}, \phi) \) and \( \tilde{f}(g; i_0, h_{i_0}, \phi') \) lie in the same right coset modulo \( G(\mathbb{A}^\infty) \), hence our claim.
So, we will fix some map \( \phi \) as above for the rest of the construction of \( f_\mathcal{U} \).

2°. \( f(g; i_0, h_{i_0}, \phi) \) is independent of \( h_{i_0} \). Indeed, take some other \( h'_{i_0} \in G(K) \), and set \( t = h'_{i_0}^{-1}h_{i_0} \). Then clearly \( h'_i = g_{i_0}h'_i \) satisfies \( h'_i = h_it \), implying that

\[
\tilde{f}(g; i_0, h'_i, \phi) = \tilde{f}(g; i_0, h_{i_0}, \phi)t.
\]

So, \( \tilde{f}(g; i_0, h'_i, \phi) \) and \( \tilde{f}(g; i_0, h_{i_0}, \phi) \) lie in the same left coset modulo \( G(K) \), and our claim follows.

3°. \( f(g; i_0, h_{i_0}, \phi) \) is independent of \( i_0 \). Let \( i'_0 \in I \) be another index. It follows from the relation \( g_{i0'} = g_{i0}g_{i0'} \) that

\[
\tilde{f}(g; i_0, h_{i_0}, \phi) = \tilde{f}(g; i'_0, g_{i0}^{-1}h_{i_0}, \phi),
\]

and consequently, \( f(g; i_0, h_0, \phi) = f(g; i'_0, h'_0, \phi) \) for any choice of \( h'_0 \in G(K) \) in view of item 2°.

So, we will write \( f(g) \) instead of \( f(g; i_0, h_0, \phi) \). Next, we show that if \( g' \in \tilde{Z}^1(\mathcal{U}, G) \) is equivalent to \( g \) then \( f(g') = f(g) \). The fact that the cocycles are equivalent means that there exist \( s_i \in G(\mathcal{O}_X(U_i)) \) for \( i \in I \) such that

\[
g'_{ij} = s_i g_{ij} s^{-1}_j \quad \text{for all } i, j \in I.
\]

Set \( h'_i = s_i h_{i_0} \). Then

\[
h'_i := g_{i0} h'_{i0} = s_i g_{i0} s^{-1}_i(s_i h_{i_0}) = s_i h_i \quad \text{for all } i \in I.
\]

Then for every \( v \in V \) we have

\[
h'_{\phi(v)} = s_{\phi(v)} h_{\phi(v)} \in G(\mathcal{O}_X(U_{\phi(v)}))h_{\phi(v)} \subset G(\mathcal{O}_v)h_{\phi(v)}.
\]

It follows that \( \tilde{f}(g; i_0, h_{i_0}, \phi)_v = h_{\phi(v)} \) and \( \tilde{f}(g'; i_0, h'_i, \phi)_v = h'_{\phi(v)} \) lie in the same right coset modulo \( G(\mathcal{O}_v) \). Thus, \( \tilde{f}(g; i_0, h_{i_0}, \phi) \) and \( \tilde{f}(g; i_0, h'_i, \phi) \) lie in the same right coset modulo \( G(\mathbf{A}^\infty) \), hence \( f(g') = f(g) \).

The above discussion implies that \( f \) descends to a well-defined map

\[
f_\mathcal{U} : \tilde{H}^1(\mathcal{U}, G) \rightarrow G(\mathbf{A}^\infty)\backslash G(\mathbf{A})/G(K).
\]

**Lemma 5.3.** If all the \( U_i \)'s in \( \mathcal{U} \) are principal open sets, then \( f_\mathcal{U} \) is injective.

**Proof.** Suppose \( U_i \) is the principal open subset of \( X \) corresponding to \( a_i \in R \), i.e. \( U_i = \text{Spec } R_{a_i} \). Applying (8), we see that

\[
\mathcal{O}_X(U_i) = \bigcap_{v \in V_i} \mathcal{O}_v,
\]

where \( V_i \) consists of those \( v \in V \) for which \( p_v \in U_i \).

Suppose now \( g, g' \in \tilde{Z}^1(\mathcal{U}, G) \) are such that \( f(g') = f(g) \). Fix \( \phi, i_0 \) and \( h_{i_0} \) as above. Then there exist \( s \in G(\mathbf{A}^\infty) \) and \( t \in G(K) \) such that

\[
\tilde{f}(g'; i_0, h_{i_0}, \phi) = s \tilde{f}(g; i_0, h_{i_0}, \phi)t = s \tilde{f}(g; i_0, h_{i_0}, \phi).
\]

(the last equality follows from the computations in item 2° above). Setting

\[
h_i = g_{i0} h_{i0}, \quad h'_i = h_{i0} \quad \text{and} \quad h'_i = g_{i0} h_{i0}' \quad \text{for } i \in I,
\]

we will have

\[
g_{ij} = (h_it)(hjt)^{-1} \quad \text{and} \quad g'_{ij} = h'_i(h'_j)^{-1}.
\]

So, to show that \( g \) and \( g' \) define the same element of \( \tilde{H}^1(\mathcal{U}, G) \), i.e. there exist \( s_i \in G(\mathcal{O}_X(U_i)) \) satisfying (8), it suffices to show that

\[
h'_i(h_it)^{-1} \in G(\mathcal{O}_X(U_i)) \quad \text{for all } i \in I.
\]
Fix an \( i \in I \), and let \( \phi_i: V \to I \) be a map such that \( p_v \in U_{\phi(v)} \) for all \( v \in V \) and \( \phi_i(V_i) = \{ i \} \). The argument in item 2° above shows that \( \tilde{f}(g; i_0, h_{i_0}, t, \phi) \) and \( \tilde{f}(g; i_0, h_{i_0}, \phi_i) \) (resp., \( \tilde{f}(g'; i_0, h_{i_0}, \phi) \) and \( \tilde{f}(g'; i_0, h_{i_0}, \phi_i) \)) lie in the same right coset modulo \( G(A^\infty) \), so \((10)\) implies that

\[
(12) \quad \tilde{f}(g'; i_0, h_{i_0}, \phi_i) = s_i \tilde{f}(g; i_0, h_{i_0}, \phi) \quad \text{with} \quad s_i \in G(A^\infty).
\]

Since for \( v \in V_i \) we have

\[
\tilde{f}(g'; i_0, h_{i_0}, \phi_i)_v = h'_i \quad \text{and} \quad \tilde{f}(g; i_0, h_{i_0}, \phi)_v = h_i t,
\]

\((11)\) follows from \((12)\) and \((9)\). \(\square\)

Let now \( \mathfrak{U} = \{V_j\}_{j \in J} \) be a refinement of the cover \( \mathcal{U} = \{U_i\}_{i \in I} \). Then there exists a canonical map \((9)\), and we claim that

\[
(13) \quad f_\mathfrak{U} = f_\mathfrak{V} \circ \tau_\mathfrak{V}^\mathfrak{U}.
\]

For this we need to fix a refinement map \( \tau: J \to I \) such that \( V_j \subset U_{\tau(j)} \) for all \( j \in J \), and recall that \( \tau^\mathfrak{V}_\mathfrak{U} \) is defined by sending the class of \( g = (g_{i_1 i_2}) \in Z^1(\mathfrak{U}, \mathcal{G}) \) to the class of \( g' = (g'_{j_1 j_2}) \in Z^1(\mathfrak{V}, \mathcal{G}) \) defined by

\[
g'_{j_1 j_2} := g_{r(j_1) r(j_2)}.
\]

Fix \( j_0 \in J \) and set \( i_0 = \tau(j_0) \). Furthermore, fix \( h'_{j_0} = h_{i_0} \in G(K) \), pick an arbitrary function \( \phi': V \to J \) as above, and set \( \phi = \tau \circ \phi' \). To prove that \( f_\mathfrak{V}(g) = f_\mathfrak{U}(g') \), we consider \( h_i = g_{i_0 i} h_{i_0} \) for \( i \in I \) and

\[
h'_j = g_{j_0 j} h'_{j_0} = g_{\tau(j) \tau(j_0)} h_{\tau(j_0)} = h_{\tau(j)} \quad \text{for} \quad j \in J.
\]

Since \( \phi(v) = \tau(\phi'(v)) \) for all \( v \in V \), we obtain that \( h_{\phi'(v)} = h_{\phi(v)} \), and consequently

\[
\tilde{f}_\mathfrak{V}(g'; j_0, h'_{j_0}, \phi')_v = h'_{\phi'(v)} = h_{\phi(v)} = \tilde{f}_\mathfrak{U}(g; i_0, h_{i_0}, \phi)_v.
\]

So,

\[
\tilde{f}_\mathfrak{V}(g'; j_0, h'_{j_0}, \phi') = \tilde{f}_\mathfrak{U}(g; i_0, h_{i_0}, \phi),
\]

and therefore \( f_\mathfrak{V}(g') = f_\mathfrak{U}(g) \). This proves \((13)\), which implies that the maps \( f_\mathfrak{U} \) are compatible, hence give rise to a required map

\[
f: \tilde{H}^1(X, G) \to G(A^\infty) \backslash G(A)/G(K).
\]

Since for every open cover \( \mathcal{U} \) there exists a cover \( \mathfrak{V} \) consisting of principle open sets and such that \( \mathfrak{U} \subset \mathfrak{V} \), we conclude from Lemma \[5.3\] that \( f \) is injective, completing the proof of Proposition \[5.1\]

### 6. The Case \( G = GL_n \)

We will continue using the notations introduced in the previous section. In particular, \( R \) will denote a noetherian integral domain integrally closed in its field of fractions \( K \). We set \( X = \text{Spec } R \), and let \( P \) be the set of height one primes of \( R \) and \( V \) the associated set of discrete valuations of \( K \). The group of rational adeles \( G(A(K, V)) \) will be denoted simply by \( G(A) \). In fact, in this section we will focus exclusively on the case \( G = GL_n \). We begin by reviewing the known facts that in this case the sets \( \tilde{H}^1(X, G) \) and \( G(K) \backslash G(A)/G(A^\infty) \) can be interpreted in terms of finitely generated projective and reflexive \( R \)-modules.

For \( n \geq 1 \), let \( \text{Proj}_n(R) \) denote the set of isomorphism classes of finitely generated projective \( R \)-modules of rank \( n \).

**Proposition 6.1.** (cf. \[20\] §11]) For \( G = GL_n \), there exists a natural bijection

\[
\alpha: \tilde{H}^1(X, G) \to \text{Proj}_n(R).
\]
We recall the construction of $\alpha^{-1}$. Let $M$ be a finitely generated projective $R$-module of rank $n$. Then there exists an open cover $\mathcal{U} = \{U_i\}_{i \in I}$ of $X$ by principal open sets such that for each $i \in I$, we have an isomorphism of $\mathcal{O}_X(U_i)$-modules
\begin{equation}
\varphi_i: M \otimes_R \mathcal{O}_X(U_i) \longrightarrow \mathcal{O}_X(U_i)^n
\end{equation}
(here $\mathcal{O}_X$ denotes the structure sheaf on $X$). For $i, j \in I$, we let
\begin{equation}
\psi_{ij} := (\varphi_i \otimes \mathcal{O}_X(U_j)) \text{id}_{\mathcal{O}_X(U_i \cap U_j)} (\varphi_j^{-1} \otimes \mathcal{O}_X(U_i \cap U_j)) \in \text{Aut}(\mathcal{O}_X(U_i \cap U_j)).
\end{equation}

One shows that the family $\psi(M) := (\psi_{ij})$ belongs to $Z^1(\mathcal{U}, G)$, and the corresponding cohomology class $[\psi(M)] \in H^1(X, G)$ is well-defined. Then $\alpha^{-1}$ sends the isomorphism class of $M$ to $[\psi(M)]$.

Next, for an $R$-module $M$, we let $M^* = \text{Hom}_{R\text{-mod}}(M, R)$. There is then a natural homomorphism of $R$-modules $c_M: M \rightarrow M^{**} = (M^*)^*$, and $M$ is called reflexive if this homomorphism is an isomorphism. Clearly, finitely generated projective modules are reflexive. It is easy to see that a reflexive module is necessarily torsion-free, hence can be regarded as an $R$-submodule of the $K$-vector space $W = M \otimes_R K$. We will assume henceforth that $M$ is finitely generated, and then $W$ can be identified with $K^n$, where $n$ is the rank of $M$, making $M$ an $R$-lattice (i.e., a finitely generated $R$-submodule containing a $K$-basis) in $W = K^n$. One then checks that $M^*$ can be identified with the dual lattice of $M$, which is defined to be the set of all $x^* \in W^*$ such that $x^*(x) \in R$ for all $x \in M$ (and is indeed a lattice in $W^*$).

Using the canonical isomorphism $\text{id}_{W^*}: W \rightarrow W^{**}$ we will routinely identify $M^{**}$ with a lattice in $W$.

For $p \in \mathfrak{p}$, let $R_p$ be the corresponding localization of $R$, and for any $R$-submodule $M \subset W$ set $M_p := R_p M \subset W$, noting that if $M$ is an $R$-lattice, then $M_p$ is an $R_p$-lattice in $W$. One shows (cf. [5, Ch. VII, §4, Theorem 2]) that $M$ is reflexive if and only if
\begin{equation}
M = \bigcap_{p \in \mathfrak{P}} M_p.
\end{equation}

Indeed, since $R = \bigcap_{p \in \mathfrak{P}} R_p$, for any $R$-lattice $M$ in $W$ we have
\begin{equation}
M^* = \bigcap_{p \in \mathfrak{P}} M_p^*,
\end{equation}
where $M_p^*$ consists of those $x^* \in W^*$ that satisfy $x^*(x) \in R_p$ for all $x \in M_p$ (equivalently, for all $x \in M$). Applying this to $M^*$, we obtain
\begin{equation}
M^{**} = \bigcap_{p \in \mathfrak{P}} M_p^{**}.
\end{equation}

But for every $p \in \mathfrak{P}$, the localization $R_p$ is a DVR, hence a PID. Thus, $M_p$ is a free $R_p$-module, hence $M_p^{**} = M_p$. We see that for any $R$-lattice $M$ in $W$, one has
\begin{equation}
M^{**} = \bigcap_{p \in \mathfrak{P}} M_p,
\end{equation}
and therefore (16) is equivalent to $M = M^{**}$. In particular, a reflexive lattice is uniquely determined by its localizations. Furthermore, it is easy to see that for any lattice $M \subset W$, the lattice $M^* \subset W^*$ is always reflexive. In particular, the lattice $M^{**} \subset W$ is reflexive. Comparing this with (17), we conclude that for any lattice $M \subset W$, the intersection $\bigcap_{p \in \mathfrak{P}} M_p$ is a reflexive lattice in $W$.

Let $\text{Ref}_{1n}(R)$ denote the set of isomorphism classes of reflexive $R$-lattices in $W = K^n$.

**Proposition 6.2.** (cf. Bourbaki [5] Ch. VII, §4, n° 3, Remark) For $G = \text{GL}_n$, there is a natural bijection
\begin{equation}
\beta: G(K) \backslash G(A) / G(A^\infty) \rightarrow \text{Ref}_{1n}(R).
\end{equation}

The proof uses the following result.
**Theorem 6.3.** (Bourbaki [5] Ch. VII, §4, Thm. 3) Let $M$ be an $R$-lattice in $W = K^n$. Then

1. for any other lattice $N \subset W$ we have $N_p = M_p$ for almost all $p \in P$;
2. given $R_p$-lattices $N(p) \subset W$ for $p \in P$ such that $N(p) = M_p$ for almost all $p$, the intersection
   \[ N = \bigcap_{p \in P} N(p) \]
   is a reflexive $R$-lattice such that $N_p = N(p)$ for all $p \in P$.

**Sketch of proof.** (1) Since $M$ and $N$ are finitely generated as $R$-modules and span $W$ over $K$, there exist nonzero $x, y \in R$ such that $xN \subset M$ and $yM \subset N$. However both $x$ and $y$ are units in $R_p$ for almost all $p \in P$ (see [5] Ch. VII, §1, Theorem 4)), and the required fact follows.

(2) We can assume that $N(p) \subset M_p$ for all $p \in P$. Then $N \subset M^{**}$, hence finitely generated since $R$ is noetherian. It is easy to see that for every $x \in W$ there exists $a \in R$ such that $ax \in N$, implying that $N$ is a lattice in $W$. We only need to show that $N_p = N(p)$ for all $p \in P$.

First, we observe that for any two distinct $p_1, p_2 \in P$ and the multiplicative set $S = (R \setminus p_1)(R \setminus p_2)$, one has

\[ S^{-1}R = K. \]

Indeed, otherwise, the ring $S^{-1}R$ would contain a nonzero prime ideal that would correspond to a nonzero prime ideal $p$ of $R$ having empty intersection with $S$. But then $p \subset p_1 \cap p_2$, which is impossible because $p_1$ and $p_2$ are distinct height one prime ideals.

Now, let $p_1, \ldots, p_h \in P$ be those prime ideals for which $N(p_i) \neq M_{p_i}$. We will now show that for the lattice

\[ Q := M \cap N(p_1) \cap \cdots \cap N(p_h), \]

one has $Q_p = N(p)$ for all $p$. Indeed, if $p \in P \setminus \{p_1, \ldots, p_h\}$ then

\[ Q_p = M_p \cap N(p_1)_p \cap \cdots \cap N(p_h)_p = M_p = N(p) \]

since according to (18) for any $i = 1, \ldots, h$ we have $(R_{p_i})_p = K$ hence $N(p_i)_p = W$. Let now $p = p_i$. Then $N(p_j)_{p_i} = W$ for $j \neq i$ and $N(p_i)_{p_i} = N(p_i)$, so

\[ Q_{p_i} = M_{p_i} \cap N(p_i) = N(p_i). \]

Then $N$ coincides with $Q^{**} = \bigcap_{p \in P} Q_p$ which is reflexive, and $N_p = Q_p = N(p)$ for all $p \in P$, as required.

**Proof of Proposition 6.2.** For $G = \text{GL}_n$, the adele group $G(A)$ naturally acts on the set $\mathcal{L} = \{L\}$ of all reflexive $R$-lattices in $W = K^n$ as follows. Let $L_0 = R^n$ be the standard lattice. Given $g = (g_p) \in G(A)$ (where we write $g_p$ instead of $g_{(p)}$) and a lattice $L \in \mathcal{L}$, for almost all $p \in P$ we have

\[ g_p \in G(R_p) \quad \text{and} \quad L_p = L_{0_p}. \]

It follows that $g_p(L_p) = L_p$ for almost all $p \in P$, so according to Theorem 6.3

\[ g(L) := \bigcap_{p \in P} g_p(L_p) \]

is a reflexive lattice in $W$ (i.e., $g(L) \in \mathcal{L}$), and in fact is the only reflexive lattice whose localization at $p$ is $g_p(L_p)$ for all $p \in P$. By looking at localizations, it is easy to see that the map $(g, L) \mapsto g(L)$ defines an action of $G(A)$ on $\mathcal{L}$. Furthermore, since the localization $L_p$ of any lattice $L \in \mathcal{L}$ is a free $R_p$-module for every prime $p \in P$, this action is transitive. Since the the stabilizer of $L_0$ is $G(A^\infty)$, we obtain a natural bijection

\[ G(A)/G(A^\infty) \rightarrow \mathcal{L}, \quad gG(A^\infty) \mapsto g(L_0). \]

Finally, any $R$-module isomorphism $L \rightarrow L'$ between two reflexive $R$-lattice is induced by an element of $G(K)$, and the proposition follows. \qed
We will now amalgamate the bijections $\alpha$ and $\beta$ described in Propositions 6.1 and 6.2 into a commutative diagram.

**Proposition 6.4.** The diagram

![Diagram](image)

where $\theta = \varepsilon \circ f$, with $f: \tilde{H}^1(X, G) \to G(A^\infty) \backslash G(A)/G(K)$ the injection constructed in Proposition 6.1, and $\varepsilon: G(A^\infty) \backslash G(A)/G(K) \to G(K) \backslash G(A)/G(A^\infty)$ the map given by

$$G(A^\infty)xG(K) \mapsto G(K)x^{-1}G(A^\infty),$$

and $\iota$ is the natural embedding, commutes.

**Proof.** Let $M$ be a projective $R$-module of rank $n$. As we indicated after the statement of Proposition 6.1, the map $\alpha^{-1}$ takes the isomorphism class of $M$ to the cohomology class $[\psi(M)]$ of the cocycle $\psi(M) = (\psi_{ij})$, with respect to the open cover $\mathcal{U} = \{U_i\}_{i \in I}$, where $\psi_{ij}$ is defined by (15). One can extend the isomorphisms $\varphi_i$ from (14) to linear isomorphisms $K^n \to K^n$ (without changing notations), i.e. view $\phi_i$ as an element of $\text{GL}_n(K) = G(K)$. As in the proof of Proposition 5.1 we pick a map $\phi: V \to I$ such that $p_v \in U_{\phi(v)}$ for all $v \in V$. Furthermore, fix $i_0 \in I$ and for the corresponding element take $\varphi_{i_0}$. Then

$$\psi_{i_0} \varphi_{i_0} = \varphi_i \quad \text{for all} \quad i \in I.$$ 

Then $\theta$ takes $[\psi(M)]$ to the double coset $G(K)gG(A^\infty)$ where $g_v = \varphi_{\phi(v)}^{-1}$ for all $v \in V$. Implementing the construction described in the proof of Proposition 6.2 we see that $\beta$ take this double cosets to the isomorphism class of the module

$$\bigcap_{p \in P} \varphi_{\phi(p)}^{-1}(R_p^\infty) = \bigcap_{p \in P} M_p = M,$$

proving the commutativity of (19). \hfill \Box

**Remark 6.5.** It follows from Proposition 6.4 that contrary to the result of Harder [14, 2.3] that the map $f: \tilde{H}^1(X, G) \to G(A^\infty) \backslash G(A)/G(K)$ is bijective for any affine flat group scheme $G$ of finite type over a Dedekind ring $R$, this map may not be surjective even for $G = \text{GL}_n$ for all $n$ over more general rings. Indeed, by the proposition its surjectivity for $\text{GL}_n$ for all $n$ would imply that finitely generated reflexive $R$-modules are all projective. On the other hand, it is well-known that the second syzygy (see [26] vol. II, §5.1 for the definition) of any finitely generated $R$-module is reflexive, and, conversely, every finitely generated reflexive module can be realized as the second syzygy of some finitely generated $R$-module (cf. [30], p. 445). So, in our situation, we would obtain that the global dimension of $R$ is $\leq 2$ (see [17] Ch. 2, §5 and [32] Ch. IV for relevant definitions). We also recall that for a regular noetherian ring $R$, the global dimension coincides with Krull dimension [17] Ch. 2, Theorem 5.94]. Thus, if we take $R$ to be a noetherian regular domain of Krull dimension $\geq 3$ (e.g. $R = \mathbb{Q}[x, y, z]$ or $\mathbb{Z}[x, y]$), then the above map $f$ is not surjective for $G = \text{GL}_n$ for some $n$.

This remark contrasts with the following statement.

**Theorem 6.6.** (cf. [27] Proposition 2]) Let $R$ be a regular integral domain of Krull dimension $\leq 2$. Then every reflexive $R$-lattice is a projective $R$-module. In other words, $\text{Ref}^1_n(R) = \text{Proj}^n_n(R)$ for all $n \geq 1$.

A proof quickly follows, for example, from [32] Corollary 6, p. 78] which implies that given a reflexive $R$-lattice $M$, for every prime ideal $p$ of $R$, the localization $M_p$ is a free $R_p$-module, making $M$ projective. We note that this result for $R = \mathbb{Z}_p[T]$ is fundamental for Iwasawa theory, and we refer the reader to [21] and [34] for contemporary accounts that contain the proof of Theorem 6.6 and further results on the structure of modules over this ring.
Corollary 6.7. Let $G = \text{GL}_n$, let $R$ be a regular domain of Krull dimension $\leq 2$, and let $X = \text{Spec} R$. Then then map
\[ f : \hat{H}^1(X, G) \rightarrow G(\mathbb{A}^\infty) \backslash G(\mathbb{A}) / G(K), \]
constructed in Proposition 6.1, is a bijection.

This result prompts the following

Question 6.8. Is the map $f : \hat{H}^1(X, G) \rightarrow G(\mathbb{A}^\infty) \backslash G(\mathbb{A}) / G(K)$ bijective for any affine flat group scheme of finite type over a regular domain $R$ of Krull dimension $\leq 2$?

We note that the proof of the above corollary hinges on the interpretation of $\hat{H}^1(X, G)$ and $G(K) \backslash G(\mathbb{A}) / G(\mathbb{A}^\infty)$ for $G = \text{GL}_n$ in terms of projective and reflexive modules. It would be interesting to obtain similar interpretations for some other groups (e.g., it is known in the number-theoretic situation that when $G$ is the orthogonal group of a quadratic form, the double cosets $G(\mathbb{A}^\infty) \backslash G(\mathbb{A}) / G(K)$ are in bijection with the classes in the genus of the quadratic form, cf. [22, Proposition 8.4].)

We will now quote two famous results about projective modules and derive some consequences for $\hat{H}^1(X, G)$ and double cosets for $G = \text{GL}_n$.

Theorem 6.9. (Serre [30]) Let $R$ be a commutative noetherian ring of Krull dimension $d < \infty$. If $P$ is a finitely generated projective $R$-module of constant rank $r \geq d$, then $P = Q \oplus F$, where $F$ is free and $Q$ has rank at most $d$.

Theorem 6.10. (Bass [2]) Let $R$ be a commutative noetherian ring of Krull dimension $d < \infty$, and let $P$ and $Q$ be finitely generated projective $R$-modules of constant rank $r > d$. If $P \oplus F \simeq Q \oplus F$ with $F$ free and finitely generated, then $P \simeq Q$.

Combining these results with Proposition 6.1 we obtain the following.

Corollary 6.11. Let $R$ be a noetherian integrally closed domain of Krull dimension $d < \infty$, and let $X = \text{Spec} R$. For $1 \leq m \leq n$, we consider the map
\[ \lambda_{m,n} : \hat{H}^1(X, \text{GL}_m) \rightarrow \hat{H}^1(X, \text{GL}_n) \]
induced by the natural embedding $\text{GL}_m \hookrightarrow \text{GL}_n$. Then $\lambda_{m,n}$ is surjective if $m \geq d$ and is bijective if $m > d$.

Indeed, in terms of the identifications provided by Proposition 6.1, the map $\lambda_{m,n}$ corresponds to the map $\text{Proj}_m(R) \rightarrow \text{Proj}_n(R)$ given by $[P] \mapsto [P \oplus R^{n-m}]$.

In conjunction with Corollary 6.7, this statement yields

Corollary 6.12. Let $R$ be a noetherian regular domain of Krull dimension $\leq 2$, and let $X = \text{Spec} R$. For $1 \leq m \leq n$, we consider the map
\[ \mu_{m,n} : \text{GL}_m(\mathbb{A}^\infty) \backslash \text{GL}_m(\mathbb{A}) / \text{GL}_m(K) \rightarrow \text{GL}_n(\mathbb{A}^\infty) \backslash \text{GL}_n(\mathbb{A}) / \text{GL}_n(K) \]
induced by the natural embedding $\text{GL}_m \hookrightarrow \text{GL}_n$. Then $\mu_{m,n}$ is surjective for $m \geq 2$ and bijective for $m > 2$.

It would be interesting to determine if $\mu_{m,n}$ is surjective (resp., bijective) whenever $m \geq d$ (resp. $m > d$) for any noetherian regular domain of Krull dimension $d < \infty$. Among other things, this would help to see if the restrictions on $R$ from Remark 6.5 for $f$ to be surjective would also be necessary for Condition (T) to hold. More precisely, suppose that for a given $R$, Condition (T) holds uniformly for all $\text{GL}_n$, i.e. there exists $V' \subset V$ with finite complement such that $|\text{Cl}(\text{GL}_n, K, V')| = 1$ for all $n$. Without loss of generality, we may assume that $V'' = V \setminus V(a)$ for some nonzero $a \in R$, and then by Proposition 6.2 our assumption would imply that $|\text{Ref}_n(R_a)| = 1$ for all $n$, i.e. every finitely generated reflexive $R_a$-module is free. As we discussed in Remark 6.5, for $R$ regular noetherian this is possible only if its Krull dimension is $\leq 2$. Thus, if $R$ is a regular noetherian domain of Krull dimension $d \geq 3$, then Condition (T) cannot hold uniformly. However, if we knew that the maps $\mu_{m,n}$ are bijections for all $n \geq m > d$, we could say that Condition (T) actually fails for some $\text{GL}_d$ with
$t \leq d + 1$. In any case, we do expect Condition (T) to hold if $R$ is a regular domain of Krull dimension $\leq 2$ which is a finitely generated algebra over $\mathbb{Z}$ or a finitely generated field (cf. Corollary 6.15 below).

For a commutative ring $R$, we let $K_0(R)$ denote its Grothendieck group (cf. [38]).

**Lemma 6.13.** Let $R$ be a regular noetherian integral domain of Krull dimension $d < \infty$ such that the group $K_0(R)$ is finitely generated. Then there exists a nonzero $a \in R$ such that over the localization $R_a$, every finitely generated projective module of rank $> d$ is free.

**Proof.** Pick finitely generated projective $R$-modules $P_1, \ldots, P_r$ so that the corresponding classes $[P_1], \ldots, [P_r] \in K_0(R)$ generate this group. Then there exists a nonzero $a \in R$ such that all localization $(P_1)_a, \ldots, (P_r)_a$ are free $R_a$-modules. Since $R$ is regular, the map $K_0(R) \to K_0(R_a)$ is surjective (cf. [38] Ch. II, Application 6.4.1, p. 132) implying that $K_0(R_a)_{\text{finite}}$ is finite-dimensional division algebra. In this case, we have $[\mathbb{Z}_{\text{finite}}] = 0$. Hence, $K_0(R_a)_{\text{finite}}$ is $0$ which implies that $K_0(R_a)$ is $0$.

One may be able to use this lemma to derive some of the required finiteness properties from the following old and notoriously difficult conjecture.

**Conjecture 6.14.** (Bass [38, §9]) Let $R$ be a finitely generated $\mathbb{Z}$-algebra that is a regular ring. Then the group $K_0(R)$ is finitely generated.

(We note that Bass actually conjectured finite generation of all groups $K_n(R)$ $(n \geq 0)$ for such $R$.)

We would like to end this section with some consequences of Bass’s conjecture in the context of our finiteness properties.

**Corollary 6.15.** Let $R$ be a regular domain of Krull dimension $d < \infty$ which is a finitely generated $\mathbb{Z}$-algebra, $X = \text{Spec } R$ and $G = \text{GL}_n$ with $n > d$. If Bass’s Conjecture 6.14 is true, then there exists an open $U \subset X$ such that $\mathcal{H}^1(U, G) = 1$, i.e. Conjecture 5.2 holds.

Indeed, assuming the truth of Bass’s conjecture, we will have that $K_0(R)$ is finitely generated. Since $n > d$, we can apply Lemma 6.13 to conclude that there exists a nonzero $a \in R$ such that $\text{Proj}_{1_n}(R_a)$ reduces to a single element. Then Proposition 6.11 implies that our claim holds for the principal open subset $U \subset X$ defined by $a$.

**Corollary 6.16.** Let $R$ be a regular noetherian domain of Krull dimension $\leq 2$ which is a finitely generated $\mathbb{Z}$-algebra, $V$ be the set of discrete valuations of the fraction field $K$ associated with height one primes of $R$, and $G = \text{GL}_n$ with $n \geq 3$. If Bass’s Conjecture 6.14 is true, then the adele group of $G$ associated with $V$ satisfies Condition (T).

Indeed, the proof of the previous corollary shows that there exists a nonzero $a \in R$ such that for $U = \text{Spec } R_a$ we have $\mathcal{H}^1(U, G) = 1$. On the other hand, since the Krull dimension of $R$ is $\leq 2$, according to Corollary 6.7 there is a bijection between $\mathcal{H}^1(U, G)$ and the double cosets $G(\mathbb{A}^\infty(K, V'))/G(\mathbb{A}(K, V'))/G(K)$ of the adele group associated with $V' = V \setminus V(a)$ where $V(a) = \{v \in V \mid v(a) \neq 0\}$ (finite set).

7. Descent

As we have seen in the previous section, in certain situations condition (T) for $\text{GL}_n$ $(n \geq 3)$ can be derived from Bass’s conjecture. Applications described in the main body of the paper, however, require this condition for groups of the form $\text{GL}_{d,D}$, where $D$ is a finite-dimensional division algebra. In this section, we will describe a descent procedure that, under certain additional assumptions, enables one to derive Condition (T) for $\text{GL}_{d,D}$ from its validity for $\text{GL}_n$.

We first review standard Galois descent. Let $L/K$ be a finite Galois extension of degree $d$ with Galois group $\mathcal{G}$, and let $W$ be a vector space over $L$ endowed with a semi-linear action of $\mathcal{G}$. This
means that the action of every \( \sigma \in \mathcal{G} \) satisfies
\[
\sigma(w_1 + w_2) = \sigma(w_1) + \sigma(w_2) \quad \text{and} \quad \sigma(aw) = \sigma(a)\sigma(w)
\]
for all \( w, w_1, w_2 \in W \) and \( a \in L \).

Now, we assume that \( K \) is the fraction field of an integrally closed noetherian domain \( R \), and let \( R' \) denote the integral closure of \( R \) in \( L \) (which is automatically noetherian). Assume further that

(a) \( R' \) is a free \( R \)-module;
(b) the discriminant of the trace form
\[
L \times L \to K, \quad (x, y) \mapsto \text{Tr}_{L/K}(xy),
\]
in some (equivalently, any) \( R \)-basis of \( R' \) is a unit in \( R \).

We note that one can ensure that both conditions hold by replacing \( R \) by its localization with respect to an appropriate nonzero element \( a \in R \).

**Lemma 7.1.** Keep the above notations and assumptions, and let \( M \subset W \) be a \( \mathcal{G} \)-invariant \( R' \)-submodule. Then for the \( R \)-module \( M_0 = M^d \) of fixed elements, the canonical map \( M_0 \otimes_R R' \to M \) is an isomorphism.

**Proof.** We only need to show that \( R' M_0 = M \). Let \( \mathcal{G} = \{\sigma_1, \ldots, \sigma_d\} \) and let \( a_1, \ldots, a_d \) be an \( R \)-basis of \( R' \). Consider the matrix \( A = (\sigma_i(a_j)) \in M_d(R') \). It is easy to check that \( A^t A = (\text{Tr}_{L/K}(a_ja_i)) \), so it follows from condition (b) above that \( A \in \text{GL}_d(R') \). Now, for \( w \in M \) and any \( j = 1, \ldots, d \), we define
\[
\lambda_j(w) = \sum_{i=1}^d \sigma_i(a_j w) = \sum_{i=1}^d \sigma_i(a_j) \sigma_i(w).
\]
Clearly, \( \lambda_j(w) \in M_0 \). We have the following “matrix” relation
\[
\begin{pmatrix}
\lambda_1(w) \\
\vdots \\
\lambda_d(w)
\end{pmatrix} = A^t \cdot 
\begin{pmatrix}
\sigma_1(w) \\
\vdots \\
\sigma_d(w)
\end{pmatrix}, \quad \text{whence} \quad 
\begin{pmatrix}
\sigma_1(w) \\
\vdots \\
\sigma_d(w)
\end{pmatrix} = (A^t)^{-1} \cdot 
\begin{pmatrix}
\lambda_1(w) \\
\vdots \\
\lambda_d(w)
\end{pmatrix}.
\]
This implies that \( \sigma_i(w) \in R' M_0 \) for all \( i = 1, \ldots, d \). In particular, \( w \in R' M_0 \), as required. \( \square \)

Now, let \( C \) be a finite-dimensional algebra over \( K \), and let \( \mathcal{C} \subset C \) be an \( R \)-order (i.e., a subring with identity that is an \( R \)-submodule and contains a \( K \)-basis of \( C \)). Then \( \mathcal{G} \) acts on \( \mathcal{C} \otimes_R R' \) through the second factor.

**Proposition 7.2.** Assume that

(*) for a right \( \mathcal{C} \)-module \( M \), the fact that \( M^d \simeq \mathcal{C}^d \) implies that \( M \simeq \mathcal{C} \).

Then \( H^1(\mathcal{G}, (\mathcal{C} \otimes_R R')^\times) = 1 \).

**Proof.** We will view \( \mathcal{C} \) and \( \mathcal{C} \otimes_R R' \) as right \( \mathcal{C} \)-modules, noting an isomorphism \( \mathcal{C} \otimes_R R' \simeq \mathcal{C}^d \). Now, given a cocycle \( \xi \in Z^1(\mathcal{G}, (\mathcal{C} \otimes_R R')^\times) \), we define a new (twisted) action of \( \mathcal{G} \) on \( \mathcal{C} \otimes_R R' \) by
\[
\sigma^*(a) = \xi(\sigma) \cdot \sigma(a) \quad \text{for} \quad \sigma \in \mathcal{G}, a \in \mathcal{C} \otimes_R R'
\]
(the dot denotes the product in \( \mathcal{C} \otimes_R R' \)). This is a semi-linear action that commutes with the right multiplication by elements of \( \mathcal{C} \). Let \( M_0 \) denote the set of fixed elements under this action; clearly \( M_0 \) is a right \( \mathcal{C} \)-module. It follows from Lemma 7.1 that the canonical map \( M_0 \otimes_R R' \to \mathcal{C} \otimes_R R' \) is an isomorphism of \( R' \)-modules. Since \( \mathcal{C} \) and \( R' \) commute inside \( \mathcal{C} \otimes_R R' \), this map respects the right \( \mathcal{C} \)-module structures. But as \( \mathcal{C} \)-modules,
\[
M_0 \otimes_R R' \simeq M_0^d \quad \text{and} \quad \mathcal{C} \otimes_R R' \simeq \mathcal{C}^d.
\]

\(^4\)We note that this is equivalent to the fact that the map \( R' \otimes_R R' \to \prod_{\sigma \in \mathcal{G}} R', a \otimes b \mapsto (a \sigma(b))_{\sigma \in \mathcal{G}}, \) is an isomorphism, i.e. \( R' / R \) is a Galois extension of rings in the usual sense.
Thus, $M_0^d \simeq \mathcal{C}^d$ as right $\mathcal{C}$-modules, which in view of (*) implies the existence of a $\mathcal{C}$-isomorphism $f: \mathcal{C} \to M_0$. Set $c = f(1)$; then $f(x) = cx$ for all $x \in \mathcal{C}$. Since the extension

$$\mathcal{C} \otimes_R R' \to M_0 \otimes_R R' \simeq \mathcal{C} \otimes_R R',$$

which is still given by multiplication by $c$, remains an isomorphism, we conclude that $c \in (\mathcal{C} \otimes_R R')^\times$.

On the other hand, the condition $\sigma^t(c) = c$ means that

$$c^{-1}\xi(\sigma)\sigma(c) = 1 \quad \text{for all} \quad \sigma \in \mathcal{G},$$

i.e. $\xi$ is equivalent to the trivial cocycle. \hfill \Box

Now, let $G = \text{GL}_{1,\mathcal{C}}$ be the algebraic $K$-group associated with $C$; recall that $G(B) = (C \otimes_K B)^{\times}$ for any $K$-algebra $B$. (If $C$ is a central simple algebra and $C = M_d(D)$, where $D$ is a central division $K$-algebra, then $G$ can also be described as $\text{GL}_{d,D}$.) Next, assume that $\mathcal{C} \subset C$ is a free $R$-order. The regular representation $C \hookrightarrow M_m(K)$, where $m = \dim_K C$, written in an $R$-basis of $\mathcal{C}$, gives rise to a faithful $K$-representation $G \to \text{GL}_m$ such that the corresponding groups $G(R)$ and $G(R')$ can be identified with $\mathcal{C}^{\times}$ and $(\mathcal{C} \otimes_R R')^{\times}$, respectively. We let $V$ denote the set of discrete valuations associated with height one primes of $R'$, and let $V'$ be the set of all extensions of these valuations to $L$ — this is precisely the set of discrete valuations of $L$ associated with height one primes of $R'$. These sets will remain fixed throughout the rest of the section, so the adele groups $G(\mathcal{A}(K,V))$ and $G(\mathcal{A}(L,V'))$ will be denoted simply by $G(\mathcal{A}(K))$ and $G(\mathcal{A}(L))$.

**Corollary 7.3.** Assume that condition (*) of Proposition 7.2 holds. If $G(\mathcal{A}(L)) = G(\mathcal{A}^{\infty}(L))G(L)$, then $G(\mathcal{A}(K)) = G(\mathcal{A}^{\infty}(K))G(K)$.

Indeed, as we discussed in [4], in our situation there exists an injective map

$$\lambda: G(\mathcal{A}^{\infty}(K))\backslash G(\mathcal{A}(K))/G(K) \to H^1(\mathcal{G}, G(R'))$$

But $G(R') = (\mathcal{C} \otimes_R R')^{\times}$, so due to condition (*), we have $H^1(\mathcal{G}, G(R')) = 1$ by Proposition 7.2 and our claim follows. \hfill \Box

**Remark 7.4.** In [6] we used Bass’s Cancellation Theorem 6.10 to derive some finiteness results for $G = \text{GL}_n$ over $R$ for sufficiently large $n$ from Bass’s Conjecture 6.14 about finite generation of $K_0(R)$. While noncommutative versions of Theorems 6.9 and 6.10 are available - see [26, vol. II, Corollaries 5.1.60 and 5.1.61], they are rather technical. So, we would like to point out that the stable descent of set can be implemented on the basis of information about $K_0$ with relatively little effort. More precisely, we consider the group $K_0(\mathcal{C})$ defined in terms of right projective $\mathcal{C}$-module, and assume that it has no $d$-torsion (where $d = [L : K]$), i.e. $dx = 0$ for $x \in K_0(\mathcal{C})$. This, generally speaking, is a weaker condition than (*) in Proposition 7.2. Then the proof of this proposition yields the following fact: For $t \geq 1$, we consider the canonical embedding $\tau_t: (\mathcal{C} \otimes_R R')^{\times} \to G_t(\mathcal{C} \otimes_R R')$ given by (1). Then for every $\xi \in Z^1(\mathcal{G}, (\mathcal{C} \otimes_R R')^{\times})$, there exists $t \geq 1$ (depending on $\xi$) such that the image $\xi_t$ of $\xi$ in $Z^1(\mathcal{G}, G_t(\mathcal{C} \otimes_R R'))$ under $\tau_t$ is equivalent to the trivial cocycle. Indeed, in the proof we introduced the twisted Galois action which led to a right $\mathcal{C}$-module $M_0$ such that $M_0^d \simeq \mathcal{C}^d$. Using (*), we concluded that $M_0 \simeq \mathcal{C}$, which immediately implied that $\xi$ is equivalent to the trivial cocycle. The absence of $d$-torsion in $K_0(\mathcal{C})$ only tells us that $[M_0] = [\mathcal{C}]$ in $K_0(\mathcal{C})$, i.e. $M_0 \oplus \mathcal{C}^{t-1} \simeq \mathcal{C}^t$ for some $t \geq 1$. Then twisting $\mathcal{C}_t := M_{0t}(\mathcal{C})$ using $\xi_t$ we obtain $M_{0t} := (M_0 \oplus \mathcal{C}^{t-1})^t$ which as a right $\mathcal{C}_t$-module is isomorphic to $(\mathcal{C}_t)^t$, i.e. to $\mathcal{C}_t$. But an isomorphism $M_{0t} \simeq \mathcal{C}_t$ implies that $\xi_t$ is equivalent to the trivial cocycle, as claimed.

Now, if it is known that for $G_t = \text{GL}_{1,\mathcal{C}}$ we have $G_t(\mathcal{A}(L)) = G_t(\mathcal{A}^{\infty}(L))G_t(L)$ for all sufficiently large $t$, then the proof of Corollary 7.3 in conjunction with the above discussion shows that for every $g \in G_t(\mathcal{A}(K))$, there exists $t \geq 1$ (depending on $g$) such that $\tau_t(g) \in G_t(\mathcal{A}(K))$ lies in the principal class $G_t(\mathcal{A}^{\infty}(K))G_t(K)$.

Let now $C$ be a finite-dimensional central simple algebra over $K$, and $G = \text{GL}_{1,C}$ be the corresponding reductive algebraic group. As above, we fix a free $R$-order $\mathcal{C} \subset C$, and consider a faithful representation of $G$ associated with a basis of this order.
We will now take for \( L \) a finite Galois extension of \( K \) that splits \( C \), i.e. there exists an isomorphism of \( L \)-algebras \( \theta: C \otimes_K L \rightarrow M_n(L) \). Let us make the following assumption

(c) \( \theta(C) \subset M_n(R') \) and \( R'\theta(C) = M_n(R') \).

This condition implies that for any \( w \in V' \), the map \( \theta \) identifies \( (C \otimes_R R') \otimes_{R'} \mathcal{O}_{L,w} \) with \( M_n(\mathcal{O}_{L,w}) \), and hence \( G(\mathcal{O}_{L,w}) \) with \( GL_n(\mathcal{O}_{L,w}) \). Consequently, \( \theta \) enables us to identify the adele group \( G(A(L)) \) with \( GL_n(A(L)) \) so that the subgroups \( G(A^\infty(L)) \) and \( G(L) \) get identified with \( GL_n(A^\infty(L)) \) and \( GL_n(L) \), respectively. In particular, there is a bijection

\[
G(A^n(L)) \backslash G(A(L))/G(L) \rightarrow GL_n(A^n(L))/GL_n(A(L))/GL_n(L).
\]

We now observe that since our goal is to develop an approach for verifying Condition (T), we can freely drop from \( V \) any finite number of valuations, in other words, to replace \( R \) with its localization with respect to a nonzero \( a \in R \). On the other hand, by applying such localization we can ensure that conditions (a), (b) and (c) hold. Moreover, the results of \( \mathbf{6} \) imply that if \( R \) is a finitely generated \( \mathbb{Z} \)-algebra of Krull dimension \( \leq 2 \) and we assume the truth of Bass’s conjecture, then by localizing it further we may suppose that

\[
GL_m(A(L)) = GL_m(A^n(L))GL_m(L)
\]

for all \( m \geq 3 \).

In view of the bijection (20), this means that if \( C \) is of degree \( n \geq 3 \) (e.g. \( C = M_\ell(D) \) where \( \ell \geq 2 \) and \( D \) is a quaternion algebra) then \( G(A(L)) = G(A^n(L))G(L) \). Combining this with Corollary \( \mathbf{7.3} \), we obtain the following.

**Theorem 7.5.** Let \( K \) be the fraction field of a finitely generated integrally closed \( \mathbb{Z} \)-algebra \( R \) of Krull dimension \( \leq 2 \), and assume that Bass’s conjecture holds. Suppose that \( C \) is a central simple \( K \)-algebra of degree \( n \geq 3 \) that admits a free \( R \)-order \( C \) for which condition (\( \ast \)) of Proposition \( \mathbf{7.2} \) holds, with \( d \) being the degree of some Galois extension \( L/K \) that splits \( C \). Then Condition (T) holds for the \( K \)-group \( G = GL_{1,C} \).

Now, keep the above assumptions except condition (\( \ast \)) of Proposition \( \mathbf{7.2} \) and replace the latter with the assumption that \( K_0(C) \) has no \( d \)-torsion. Then using Remark 7.4 instead Corollary \( \mathbf{7.3} \) in the proof of the above theorem, one obtains a “stable” version of condition (T): For \( t \geq 1 \), let \( G_t = GL_{t,C} \) and let \( \tau_t : G_1 \rightarrow G_t \) be the canonical embedding. Then by dropping from \( V \) finitely many valuations, one can ensure that for any \( g \in G_t(A(K)) \), there exists \( t \geq 1 \) (depending on \( g \)) such that \( \tau_t(g) \in G_t(A(K)) \) lies in the principal class \( G_t(A^\infty(K))G_t(K) \). As we already pointed out in \( \mathbf{33} \) the stable version is sufficient for the relevant results in that section, cf. Remarks 3.6 and 3.9.
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