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Figure 1: Selected samples of both complex-scene and simple-scene images generated by UPainting.

Abstract

Diffusion generative models have recently greatly improved the power of text-conditioned image generation. Existing image generation models mainly include text conditional diffusion model and cross-modal guided diffusion model, which are good at small scene image generation and complex scene image generation respectively. In this work, we propose a simple yet effective approach, namely UPainting, to unify simple and complex scene image generation, as shown in Figure 1. Based on architecture improvements and diverse guidance schedules, UPainting effectively integrates cross-modal guidance from a pretrained image-text matching model into a text conditional diffusion model that utilizes a pretrained
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Transformer language model as the text encoder. Our key findings is that combining the power of large-scale Transformer language model in understanding language and image-text matching model in capturing cross-modal semantics and style, is effective to improve sample fidelity and image-text alignment of image generation. In this way, UPainting has a more general image generation capability, which can generate images of both simple and complex scenes more effectively. To comprehensively compare text-to-image models, we further create a more general benchmark, UniBench, with well-written Chinese and English prompts in both simple and complex scenes. We compare UPainting with recent models and find that UPainting greatly outperforms other models in terms of caption similarity and image fidelity in both simple and complex scenes.

1 Introduction

Multimodal learning has made great strides by scaling models on large datasets of image-caption pairs collected from the Internet, where image-text cross-modal matching [Radford et al., 2021, Li et al., 2021, 2020, 2022, Yu et al., 2021] and text-to-image generation [Ramesh et al., 2021, Rombach et al., 2022, Saharia et al., 2022, Ramesh et al., 2022, Nichol et al., 2021] are at the forefront. Text conditional image generation includes simple scene image generation that usually depicts a specific object, and complex scene image generation that depicts an abstract or large scene with multiple objects, as shown in Figure 1. Existing text-to-image diffusion models mainly focus on simple scene image generation, such as GLIDE [Nichol et al., 2021], DALL-E 2 [Ramesh et al., 2022], and Imagen [Saharia et al., 2022]. They mainly utilize text encoders trained on textual data or paired image-text data to capture the semantics and compositionality of natural language inputs. However, plain text encoders are difficult to capture all aspects of complex text prompts, such as sophisticated art styles (e.g. fantasy art, cinematic composition, etc.), aesthetic features (e.g. super wide angle, bright atmosphere, dramatic lighting, etc.) and abstract descriptions (e.g. epic dreamscape, time and pressure, etc.).

Pre-trained cross-modal matching models are effective in image-text alignment, and they typically capture rich cross-modal semantics and styles from large-scale corpora. In this work, to unify simple and complex scene image generation, we propose a simple but effective approach UPainting, which enhances a text-conditional diffusion model with cross-modal guidance. Specifically, a pre-trained transformer language model encodes the textual prompts as semantic conditions for the diffusion model, and a pre-trained image-text matching model simultaneously guides the diffusion process through cross-modal matching based on several crucial architecture improvements and diverse guidance schedules. Our key findings is that combining a transformer language model and cross-modal matching models is very effective for improving sample fidelity, aesthetics and image-text alignment for diffusion image generation. In this way, UPainting has a general image generation capability, which can generate both simple and complex scene images more effectively. Some previous work have also explored to utilize pre-trained image-text matching models (i.e. CLIP [Radford et al., 2021]) to guide unconditional or class-conditional diffusion models [Crowson, 2021a,b, Liu et al., 2021]. Without powerful text encoders to encode language prompts, these models are usually difficult to generate hyper-realistic images or complex scenes with details. Combining a large-scale transformer language model and cross-modal matching model is crucial for general text-conditional image generation. Some comparison examples are shown in Figure 12 and Figure 13.

Since existing evaluation benchmarks mainly focus on simple scene image generation, such as the COCO dataset [Lin et al., 2014] and the DrawBench [Saharia et al., 2022] dataset, we further propose a more comprehensive and challenging benchmark, UniBench, to evaluate general text-to-image generation ability. UniBench contains 200 well-written queries for both simple scenes and complex scenes in both Chinese and English. We compare UPainting with several recent models, including Stable Diffusion [Rombach et al., 2022] and Disco Diffusion [Crowson, 2021b], and find that UPainting greatly outperforms other methods in terms of image-text alignment and image fidelity in both simple and complex scenes. We also evaluate UPainting on the COCO dataset, and it achieves much better performance (with 8.34 FID score) than previous work such as Stable Diffusion (at 14.24). The results further demonstrate the general capability of image generation by effectively combining the transformer language model and cross-modal matching models.

2 https://upainting.github.io/
Prompts
- "beautiful village around an ancient dragon head, massive scale, realistic concept art, cinematic color scheme, dramatic lighting"
- "full body portrait of a squirrel girl, blush, cute and elegant, with squirrel tail cocked to the left"

Conditional Diffusion Model

Figure 2: Illustration of the architecture of UPainting, which incorporates cross-modal matching models with a text-conditional diffusion model. UPainting has a general image generation capability, which can effectively generate simple scene images as well as complex scene images.

Key contributions of the paper include:

- For the first time, we systematically study the problem of text-conditional image generation for both simple and complex scenes, and propose a simple yet effective method to unify image generation for simple and complex scenes.
- We discover that by effectively combining cross-modal matching models with pre-trained transformer language models can greatly improve sample fidelity and image-text alignment for diffusion image generation. This gives the model a general ability to generate images for both simple and complex scenes.
- We introduce UniBench, a comprehensive and challenging evaluation benchmark for both simple and complex scene image generation. On UniBench, our proposed method outperforms other work in both image-text alignment and image fidelity.

2 Method

UPainting consists of a text encoder, an image-text matching component, and a conditional diffusion model, as shown in Figure 2. The text encoder maps text prompts to a sequence of embeddings, and then the conditional diffusion model maps these embeddings to corresponding images. During the diffusion process, the image-text matching component further guides each diffusion step by cross-modal matching, in order to better capture the complex cross-modal semantics and styles. In the following subsections, we describe these components in detail.

2.1 Text-conditional Diffusion Model

Our training dataset consists of pairs \((x, y)\) of images \(x\) and their corresponding captions \(y\). Given a text prompt \(y\), the text encoder encodes it into a sequence of embeddings \(c\). Then the conditional diffusion model \(P(x|c)\) learns to produce images \(x\) conditioned on text embeddings \(c\).

Text Encoder. Creative text-to-image generation needs powerful semantic text encoders to capture the complexity and compositionality of arbitrary natural language text inputs. Transformer-based language models (e.g., BERT [Devlin et al., 2018], GPT [Brown et al., 2020], T5 [Raffel et al., 2020], ERNIE [Sun et al., 2020]) have led to leaps in textual understanding capabilities. Imagen [Saharia et al., 2022] has shown the effectiveness of large-scale pre-trained transformer language models to encode text for text-to-image generation. Thus, we apply a pre-trained transformer language model as our text encoder and further update it during the training process of the diffusion model on large volumes of paired image-text data.
Figure 3: More samples of both complex-scene and simple-scene images generated by UPainting.
Conditional Diffusion Model. Diffusion models are a class of generative models that convert Gaussian noise into samples from a learned data distribution via an iterative denoising sampling process. In particular, sampling starts with Gaussian noise $x_T \sim \mathcal{N}(0, I)$ and produces gradually less-noisy samples $x_{T-1}, x_{T-2}, \ldots$ until reaching a final sample $x_0$. Each timestep $t$ corresponds to a certain noise level, and $x_t$ can be thought of as a mixture of a signal $x_0$ with some noise $\epsilon$ where the signal to noise ratio is determined by the timestep $t$. A diffusion model learns to produce a slightly more “denoised” $x_{t-1}$ from $x_t$. Ho et al. [2020] parameterize this model as a function $\epsilon_\theta(x_t, t, c)$ which predicts the noise component of a noisy sample $x_t$. To train these models, each sample in a minibatch is produced by randomly drawing a data sample $x_0 \sim q(x_0)$, a timestep $t \sim \mathcal{U}(1, T)$, and noise $\epsilon \sim \mathcal{N}(0, I)$, which together give rise to a noised sample $x_t = \sqrt{\alpha_t} x_0 + \epsilon \sqrt{1-\alpha_t}$ [9]. The training objective is a simple mean-squared error loss between the true noise and the predicted noise of the form:

$$E_{x_0, t, c}[\| \epsilon_\theta(x_t, t, c) - \epsilon \|^2]$$

To make the diffusion process conditional on the text prompts, we augment the underlying UNet [Ho et al. 2020] backbone of the diffusion model with the cross-attention mechanism. The token sequence embeddings $c$ is mapped to the intermediate layers of the UNet via a cross-attention layer implementing $\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d}}) \cdot V$, where the intermediate representations of the UNet acting as the query $Q$, and the token sequence embeddings $c$ acting as the key $K$ and value $V$.

Classifier-free guidance [Ho and Salimans 2022] is a widely used technique to improve sample quality while reducing diversity in conditional diffusion models, which jointly trains a single diffusion model on conditional and unconditional objectives via randomly dropping $c$ during training (e.g. with 10% probability). During sampling, the output of the model is extrapolated further in the direction of $\epsilon_\theta(x_t | c)$ and away from $\epsilon_\theta(x_t | \emptyset)$ as follows:

$$\hat{\epsilon}_\theta(x_t | c) = \epsilon_\theta(x_t | \emptyset) + s \cdot (\epsilon_\theta(x_t | c) - \epsilon_\theta(x_t | \emptyset))$$

where $s \geq 1$ is the guidance scale. Larger $s$ will increase the fidelity of samples while reducing diversity. We set $s = 8.0$ empirically in our experiments.

2.2 Image-Text Matching Guidance

Dhariwal and Nichol [Dhariwal and Nichol 2021] have explored to utilize a classifier $p(y|x)$ to improve a diffusion generator. In particular, they train a classifier $p_\phi(y | x_t, t)$ on noisy images $x_t$, and then use gradients $\nabla_x \log p_\phi(y | x_t, t)$ to guide the diffusion sampling process towards an arbitrary class label $y$. To apply the same idea to text-to-image diffusion models, Nichol et al. [2021] further replace the classifier with a CLIP [Radford et al. 2021] model in classifier guidance. A CLIP model consists of two separate pieces: an image encoder $f(x)$ and a caption encoder $g(y)$. The model optimizes a contrastive cross-entropy loss that encourages a high dot-product $f(x) \cdot g(y)$ if the image $x$ is paired with the given caption $y$, or a low dot-product if the image and caption correspond to different parts in the training data. The denoising diffusion process can be perturbed with the gradient of the dot product of the image and caption encodings with respect to the image as follows:

$$\hat{\epsilon}_\theta'(x_t | c) = \epsilon_\theta(x_t | c) - \sqrt{1-\alpha_t} \nabla_x f(x_t) \cdot g(y)$$

As they feed noised samples $x_t$ to the CLIP model, so they must train CLIP on noised images $x_t$ to obtain correct gradient in the reverse process. Their experiments show that classifier-free guidance yields higher quality images than CLIP guidance.

In this work, we show that CLIP guidance can be combined with the classifier-free guidance to produce much higher quality samples. Moreover, any pre-trained image-text matching models can be effectively utilized without training on noised images by several crucial improvements.

Modifying the CLIP inputs. Noised samples $x_t$ are more like Gaussian noises that capture very few meaningful semantics in earlier sampling steps, especially when $t$ is near $T$. It’s difficult to obtain effective guidance by directly feeding $x_t$ into the image-text matching model which are pre-trained on natural images, such as CLIP. Although further training a noisy-aware CLIP help alleviate this problem, it still has two big drawbacks: (1) training a noisy-aware CLIP on noised images $x_t$ is time and computation costly. Many existing pre-trained image-text matching models cannot be utilized
Figure 4: Comparing samples between CLIP inputs with $x_t$ and the modified $x_{\text{in}}$. The results show that feeding CLIP guidance with modified $x_{\text{in}}$ is critical to improve the sample quality.

directly; (2) noised images $x_t$ when $t$ is near $T$ is close to pure Gaussian noise, which is difficult to be aligned to corresponding text to give meaningful guidance to diffusion models.

To get more meaningful inputs to CLIP models, we instead first predict the final images $\hat{x}_0 = \frac{1}{\sqrt{\bar{\alpha}_t}}(x_t - \sqrt{1 - \bar{\alpha}_t} \epsilon_t)$ and extrapolate the noised images $x_t$ with the prediction $\hat{x}_0$, which can be formulated as follows:

$$x_{\text{in}} = \sqrt{1 - \bar{\alpha}_t} \hat{x}_0 + (1 - \sqrt{1 - \bar{\alpha}_t}) x_t$$  \hspace{1cm} (4)

where $\sqrt{1 - \bar{\alpha}_t} \in [1, 0]$ when $t \in [T, 1]$. Thus, in earlier steps that $t$ is close to $T$, the CLIP inputs $x_{\text{in}}$ is dominated by $\hat{x}_0$ and gradually close to $x_t$. Our experiments show that this modification is critical for the effectiveness of CLIP guidance. Figure 4 shows some comparing examples.

Figure 5: Comparing the performance of different CLIP guidance weight $g$. We set $g = 10.0$ in our experiments to obtain a good balance between image-text alignment and image fidelity.

Figure 6: Comparing the performance of different skip scheduling methods. We adopt DDIM sampling approach with totally 50 diffusion steps by setting the noise to 0.

**Combining with classifier-free guidance.** The classifier-free guidance is very effective to improve image-text alignment for text-conditional diffusion models. However, increasing the classifier-free guidance weight will also damages image fidelity producing highly saturated and unnatural images. Image-text matching models that pre-trained on large-volumes of paired image-text data capture
rich cross-modal semantics, style and aesthetics. Combining Image-text matching guidance and classifier-free guidance can simultaneously help improve sample fidelity, aesthetics and image-text alignment. Thus, the denoising diffusion process can be formulated as follows:

$$
\hat{\epsilon}'(x_t | c) = \epsilon(\theta; (x_t | c)) - g \sqrt{1 - \bar{\alpha}_t} \nabla_{x_t} (f(x_{in}) \cdot g(y))
$$

where $g \geq 0$ is the image-text matching guidance weight. Figure 5 compares the performance of different $g$. In our experiments, we set $g = 10.0$ to achieve better performance on text-to-image generation.

**Diverse guidance schedules.** As samples $x_t$ at earlier diffusion steps capture very few meaningful semantics, the image-text matching guidance weight should be weaker or even skipped at earlier steps, and be increased as $T$ close to 1. We compare several different settings that skip different steps, and show that skipping a few earlier diffusion steps can effectively improve the sample quality. Figure 6 compares the performance of different schedule settings. The results show that skipping a few earlier steps will increase the sample fidelity, however, skipping too many steps will decrease both sample fidelity and alignment. Thus, in the following experiments, we skip 10 steps of CLIP guidance in the start with totally 50 DDIM steps.

**Integrate multiple image-text matching models.** Image-text matching has achieved great improvements based on image-text contrastive learning. Many vision-language pre-training models have been pre-trained on different datasets with different settings, which may capture different aspects of cross-modal semantics. It’s very intuitive to integrate multiple image-text matching models to capture richer cross-modal semantics. We denote $F$ as a set of image-text matching models. Then Equation 5 can be modified as follows:

$$
\hat{\epsilon}'(x_t | c) = \epsilon(\theta; (x_t | c)) - g \sqrt{1 - \bar{\alpha}_t} \nabla_{x_t} \sum_{f \in F} (f(x_{in}) \cdot g(y))
$$

Figure 7 shows the results of using different image-text matching models in our model. The results show that different image-text matching models have different performance on sample fidelity (i.e. FID) and caption similarity (i.e. CLIPScore), composing them together can achieve better performance by giving more comprehensive cross-modal guidance.

### 2.3 Training and Inference

We only need to train the text-conditional diffusion model, and directly incorporate pre-trained image-text matching models during inference. We adopt the U-Net architecture from [Ho et al., 2020] for our text-to-image diffusion model. The network is conditioned on text embeddings from the text encoder by two aspects: a pooled embedding vector added to the diffusion timestep embedding, and
cross attention over the entire sequence of text embeddings. We train on a combination of internal Chinese datasets, with \( \approx 600M \) image-text pairs, and the publicly available Laion dataset, with \( \approx 400M \) image-text pairs. The Laion dataset has been translated into Chinese.

During inference, existing pre-trained image-text matching models can all be incorporated into the diffusion process, such as CLIP [Radford et al., 2021], UNIMO [Li et al., 2020], and Ernie-vil [Yu et al., 2021]. In our experiments, we utilize CLIP to evaluate the performance of our models, as it is most widely used in the community. As shown in Figure 7, different versions of CLIP models have different performance, we compose the ViTB32, ViTB16 and RN50 models to achieve a good trade-off between performance and efficiency. We also combine the classifier-free guidance and image-text matching guidance by setting the classifier-free guidance scale \( s = 8.0 \) and the image-text matching guidance weight \( g = 10.0 \). We adopt DDIM [Song et al., 2020] sampling approach with totally 50 diffusion steps by setting the noise to 0. During sampling, we skip the first 10 steps without using the image-text matching guidance and apply it in the following 40 diffusion steps, as discussed in Subsection 2.2.

3 Evaluation Benchmark

COCO [Lin et al., 2014] is the standard benchmark for evaluating text-to-image generation models, which mainly composition queries for simple scene images. The main used automatic metrics are
| Model                        | FID Score (30K) |
|------------------------------|-----------------|
| AttnGAN [Xu et al., 2018]    | 35.49           |
| DM-GAN [Zhu et al., 2019]    | 32.64           |
| DF-GAN [Tao et al., 2020]    | 21.42           |
| DM-GAN + CL [Ye et al., 2021]| 20.79           |
| XMC-GAN [Zhang et al., 2021a]| 9.33            |
| LAFITE [Zhou et al., 2021]   | 8.12            |
| Mask-A-Scene [Gafni et al., 2022] | 7.55     |
| DALL-E [Ramesh et al., 2021] | 17.89           |
| GLIDE [Nichol et al., 2021]  | 12.24           |
| DALL-E 2 [Ramesh et al., 2022]| 10.39          |
|Imagen [Saharia et al., 2022] | 7.27            |
| Stable Diffusion [Rombach et al., 2022] | 14.24 |
| UPainting (Our work)         | 8.34            |

FID [Heusel et al., 2017] to measure image fidelity and CLIPscore [Hessel et al., 2021] to measure image-text alignment. We compare UPainting with existing models in both the supervised and the zero-shot settings. Consistent with previous works, we randomly sample 30K prompts from the COCO validation set as evaluation data. For model analysis in Subsection 2.2, we randomly sample 3K prompts from the COCO for efficiency and report both FID and CLIPscore. Besides COCO, several other benchmarks have also been proposed to systematically evaluate the performance of different text-to-image models, such as PaintSkills [Cho et al., 2022], DrawBench [Saharia et al., 2022] and PartiPrompts [Yu et al., 2022]. These benchmarks don’t have reference images, so it’s difficult to make automatic evaluation on them. And, the prompts of these benchmarks are also mainly for simple-scene hyper-realistic images.

UniBench To more comprehensively compare capabilities of different text-to-image generation models on generating both simple-scene and complex-scene images, we further propose a more general evaluation benchmark, UniBench. UniBench contains both prompts for simple-scene images and complex-scene images as shown in Figure 1 and Figure 3, all selected from DALL-E 2 [Ramesh et al., 2022], Stable Diffusion [Rombach et al., 2022] and online queries from YiGe [5]. UniBench contains a total of 200 prompts, including 100 simple-scene queries and 100 complex-scene queries. It provides both Chinese and English languages for fair comparison of Chinese and English models. UniBench can be used to measure model capabilities across various categories and challenge aspects, some of which are shown in Figure 8 and Figure 9.

4 Experiments

We evaluate UPainting in both automatic and human evaluation settings. For all our experiments, the images are random generated samples from UPainting without post-processing or re-ranking.

4.1 Automatic Evaluation

We use FID score to evaluate UPainting on the COCO validation set, similar to Saharia et al. [2022], Ramesh et al. [2022]. Consistent with previous works, we report FID-30K, for which 30K prompts are drawn randomly from the validation set, and the model samples generated on these prompts are compared with reference images from the full validation set. The captions are translated into Chinese. Although there are mistakes when translating English captions into Chinese, UPainting outperforms other recent works such as DALL-E 2 and Stable Diffusion, as shown in Table 1. Note that FID is not a perfect metric to evaluate UPainting because the advantage of UPainting is to generate both simple scene and complex scene images for complex prompts (including sophisticated art styles, aesthetic features, etc.), but the prompts of COCO are mainly specific descriptions of simple scene images.

https://lexica.art/
https://www.reddit.com/
https://yige.baidu.com/
4.2 Human Evaluation

UniBench doesn’t have golden reference images, so we apply human evaluation on this benchmark. Two human raters are asked to compare UPainting with two strong baselines side by side independently: (1) Disco Diffusion [Crowson, 2021b], good at generating imagism images of complex scenes; and (2) Stable Diffusion [Rombach et al., 2022], one of the most powerful text-to-image diffusion model. For each prompt, the raters choose to prefer Model A, Model B, or are indifferent for both image fidelity and image-text alignment.

Comparison to Disco Diffusion. Disco Diffusion (i.e. DD) is one of the most popular open released cross-modal guided image generation model. DD applies CLIP models to guide an unconditional diffusion model for text-conditional image generation. Similar to our model, DD guides the diffusion process iteratively through CLIP gradients. It’s good at complex-scene imagism image generation, but difficult to generate details like specific objects, actions, and attributes. Figure 10 shows the comparison results between UPainting and Disco Diffusion, which demonstrate that human raters exceedingly prefer UPainting in both image-text alignment and image fidelity. Especially in the generation of simple-scene images that require generating concrete objects, UPainting is better than DD in more than 90% of the prompts. On complex-scene prompts, UPainting can also generate images with better aesthetics and accurate details. Some comparison examples are listed in Figure 12 and Figure 13.

Comparison to Stable Diffusion. Stable Diffusion is one of the state-of-the-art text conditional diffusion model. Figure 11 shows the comparison results between UPainting and Stable Diffusion (i.e. SD), which show that human raters much prefer UPainting over SD in both image-text alignment and image fidelity. The advantages of UPainting over SD are much larger on the complex scene prompts. The images generated by UPainting generally have better caption similarity and aesthetics. Some examples are also shown in Figure 12 and Figure 13. The results demonstrate the effectiveness of combining the power of large pre-trained transformer language model in language understanding and pre-trained image-text matching models in capturing cross-modal semantics and styles.
5 Related Work

Text-conditional image generation has achieved great progress during recent years. The main technique routes of text-to-image generation include three stages: GAN-based [Xu et al., 2018, Zhu et al., 2019, Tao et al., 2020, Zhang et al., 2021a], auto-regressive Transformer-based [Gafni et al., 2022, Ramesh et al., 2021, Zhang et al., 2021b, Huang et al., 2022, Ding et al., 2021], and diffusion-based [Ho et al., 2020, Dhariwal and Nichol, 2021, Nichol et al., 2021, Ramesh et al., 2022, Saharia et al., 2022, Rombach et al., 2022]. Many earlier works have trained GANs on publicly available image captioning datasets to produce text-conditional images. These works mainly focus on specific domains of image generation. Motivated by the success of GPT-3 [Brown et al., 2020], auto-regressive transformers later have been extensively trained on sequences of text tokens followed by image tokens by adapting the VQ-VAE [Van Den Oord et al., 2017] approach. The most well-known approach, DALL-E [Ramesh et al., 2021], attracts great attention of the community. Most recently, diffusion model brings wide success to image synthesis. Nichol et al. [2021] proposes the first text-conditional image-to-text diffusion model GLIDE. Based on GLIDE, Imagen [Saharia et al., 2022] validates the effectiveness of utilizing a large pre-trained Transformer language model as text encoder, which achieves state-of-the-art FID on the COCO dataset. Instead of applying diffusion on the pixel space, Rombach et al. [2022] propose a latent diffusion model that applies diffusion in the latent space of powerful pre-trained auto-encoders, which effectively reduce the computational resources of diffusion training. These models mainly focus on hyper-realistic generation of simple scenes, and usually show low levels of detail for some complex scenes [Ramesh et al., 2022].

Image-text matching models, typically CLIPS, have been extensively utilized to steer image generation models towards text conditions [Liu et al., 2021]. Based on CLIP, Ramesh et al. [2022] propose a two-stage diffusion model DALL-E 2, where a prior generates a CLIP image embedding given a text caption, and a decoder generates an image conditioned on the image embedding. Through incorporating CLIP latents into diffusion image generation, DALL-E 2 greatly improves the diversity of generated samples. Nichol et al. [2021] propose to train a noise-aware CLIP model on noised images and guide a text-conditional diffusion model by its gradients. However, their experiments show classifier-free guidance works more favorably than CLIP guidance for text conditional image generation. Moreover, training a noise-aware CLIP model is time and resource costly. Existing pre-trained CLIP models cannot be directly utilized. Crowson [2021a,b] use an unnoised CLIP model to guide unconditional or class-conditional diffusion models. However, it mainly targets abstract scene images without concrete details. In this paper, we propose an effective model that combines the pre-trained Transformer language model and pre-trained image-text matching models, which greatly improves both the caption similarity and image fidelity for both simple scene and complex scene image generation.

6 Conclusion

In this paper, we systematically study the problem of text-conditional image generation for both simple and complex scenes, and propose a simple yet effective method to unify them. We find that effectively combining cross-modal matching models with pre-trained transformer language models can greatly improve sample fidelity and image-text alignment for diffusion image generation, which gives the model a general ability to generate images for both simple and complex scenes. To more comprehensively compare different text-to-image generation models, we also propose a comprehensive and challenging evaluation benchmark for both simple and complex scene image generation. On this benchmark, UPainting greatly outperforms other strong models such as Stable Diffusion and Disco Diffusion, on both image-text alignment and image fidelity.
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A Formulation of the Gaussian Diffusion Model

We provide a detailed formulation of the Gaussian diffusion models from Ho et al. [2020]. For a data sample $x_0 \sim q(x_0)$, the Markovian noising process gradually adds noise to $x_0$ to produce noised samples $x_1$ through $x_T$. Each step of the Markovian noising process adds Gaussian noise according to some variance schedule $\beta_t$:

$$q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I) \quad (7)$$

For a given timestep $t$, $q(x_t|x_0)$ can be formulated as a Gaussian Distribution with $\alpha_t = 1 - \beta_t$ and $\bar{\alpha}_t = \prod_{i=0}^{t-1} \alpha_i$:

$$q(x_t|x_0) = \mathcal{N}(x_t; \sqrt{\bar{\alpha}_t}x_0, (1-\bar{\alpha}_t)I) \quad (8)$$

$$x_t = \sqrt{\bar{\alpha}_t}x_0 + \epsilon\sqrt{1-\bar{\alpha}_t}, \epsilon \sim \mathcal{N}(0, I) \quad (9)$$

Thus, for a given $t \sim [1, T]$ and $x_t$, we can also approximately predict $\hat{x}_0$ by:

$$\hat{x}_0 = \frac{1}{\sqrt{\alpha_t}}(x_t - \sqrt{1-\alpha_t} \epsilon_1) \quad (10)$$

Based on Bayes theorem, the posterior $q(x_{t-1}|x_t, x_0)$ is also a Gaussian distribution $\mathcal{N}(x_{t-1}; \tilde{u}_t(x_t, x_0), \tilde{\beta}_t)$ with mean $\tilde{u}_t(x_t, x_0)$ and variance $\tilde{\beta}_t$ defined as follows:

$$\tilde{u}_t(x_t, x_0) = \frac{\sqrt{\alpha_{t-1}} \beta_t}{1 - \alpha_t} x_0 + \frac{\sqrt{\bar{\alpha}_t (1 - \alpha_{t-1})}}{1 - \alpha_t} x_t \quad (11)$$

$$\tilde{\beta}_t = \frac{1 - \bar{\alpha}_{t-1}}{1 - \bar{\alpha}_t} \beta_t \quad (12)$$

In order to sample from the data distribution $q(x_0)$, diffusion models first sample from $q(x_T)$ and then sample reverse steps $q(x_{T-1}|x_T)$ until reach $x_0$. The distribution $q(x_{T-1}|x_T)$ approaches a diagonal Gaussian distribution as $T \to \infty$ and correspondingly $\beta_t \to 0$, so it can be approximated by a neural network to predict a mean $u_\theta$ and a diagonal covariance matrix $\Sigma_\theta$:

$$p_\theta(x_{T-1}|x_T) = \mathcal{N}(x_{T-1}; u_\theta(x_T, t), \Sigma_\theta(x_T, t)) \quad (13)$$

Instead of directing parameterize $u_\theta(x_t, t)$ by a neural network, Ho et al. [2020] found a simple formulation that predict the noise $\epsilon$ in Equation 5 by training a model $\epsilon_\theta(x_t, t)$. The simplified training objective is defined as in Equation 1. During sampling, we can derive $u_\theta(x_t, t)$ from $\epsilon_\theta(x_t, t)$:

$$u_\theta(x_t, t) = \frac{1}{\sqrt{\alpha_t}}(x_t - \frac{1 - \alpha_t}{\sqrt{1-\alpha_t}} \epsilon_\theta(x_t, t)) \quad (14)$$

The covariance matrix $\Sigma_\theta$ is usually fixed a a constant, choosing either $\beta_t I$ or $\tilde{\beta}_t I$ which correspond to upper and lower bounds for the true reverse step variance.

B Comparison Examples

We list several comparison examples between UPainting, Stable Diffusion and Disco Diffusion.
Figure 12: Selected samples of simple-scene images.
Figure 13: Selected samples of complex-scene images.