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Abstract—For an object classification system, the most critical obstacles towards real-world applications are often caused by large intra-class variability, arising from different lightings, occlusion and corruption, in limited sample sets. Most methods in the literature would fail when the training samples are heavily occluded, corrupted or have significant illumination or viewpoint variations. Besides, most of the existing methods and especially deep learning-based methods, need large training sets to achieve a satisfactory recognition performance. Although using the pre-trained network on a generic large-scale dataset and fine-tune it to the small-sized target dataset is a widely used technique, this would not help when the content of base and target datasets are very different. To address these issues, we propose a joint projection and low-rank dictionary learning method using dual graph constraints (JP-LRDL). The proposed joint learning method would enable us to learn the features on top of which dictionaries can be better learned, from the data with large intra-class variability. Specifically, a structured class-specific dictionary is learned and the discrimination is further improved by imposing a graph constraint on the coding coefficients, that maximizes the intra-class compactness and inter-class separability. We also enforce low-rank and structural incoherence constraints on sub-dictionaries to make them more compact and robust to variations and outliers and reduce the redundancy among them, respectively. To preserve the intrinsic structure of data and penalize unfavourable relationship among training samples simultaneously, we introduce a projection graph into the framework, which significantly enhances the discriminative ability of the projection matrix and makes the method robust to variations and outliers and reduce the redundancy among them, respectively. To preserve the intrinsic structure of data and penalize unfavourable relationship among training samples simultaneously, we introduce a projection graph into the framework, which significantly enhances the discriminative ability of the projection matrix and makes the method robust to variations and outliers and reduce the redundancy among them, respectively.

Index Terms—Joint Projection and Dictionary Learning, Sparse Representation, Low-rank Regularization, Object Classification, Occlusion and Corruption, Intra-class Variation

I. INTRODUCTION

Image classification based on visual content is a very challenging task, mainly because there is usually large amount of intra-class variability, arising from illumination and viewpoint variations, occlusion and corruption [1]. Numerous efforts have been made to counter the intra-class variability by manually designing low-level features for classification tasks. Representative examples are Gabor features and LBP [2] for texture and face classification, and SIFT [3] and HOG [4] features for object recognition. Although the hand-crafted low-level features achieve great success for some controlled scenarios, designing effective features for new data and tasks usually requires new domain knowledge since most hand-crafted features cannot be simply adopted to new conditions. Learning features from data itself instead of manually designing features is considered a plausible way to overcome the limitation of low-level features [1], and successful examples of such methods are dictionary learning and deep learning.

The idea of deep learning is to discover multiple levels of representation, with the hope that higher level features represent more abstract semantics of the data. Such abstract representations learned from a deep network are expected to provide more invariance to intra-class variability, if we train the deep model using a large amount of training samples [1]. One key ingredient for this success is the use of convolutional architectures. A convolutional neural network (CNN) architecture consists of multiple trainable stages stacked on top of each other, followed by a supervised classifier. In practice, many computer vision applications are faced with the problem of small training sets, and transfer learning can be a powerful tool to enable training the target network in such cases. The usual approach is to replace and retrain the classifier on top of the CNN on the target dataset, and also fine-tune the weights of the pretrained network by continuing the backpropagation. However, the effectiveness of feature transfer is declined when the base and target tasks become less similar [5]. Besides, when the target dataset is small, complex models like CNNs, tend to overfit the data easily [5]. It could be even more complicated in classification tasks such as face recognition, which the intra-class variability is often greater than the inter-class variability due to pose, expression and illumination changes and occlusion.

In contrast, the recent variations of dictionary learning (DL) methods have demonstrated great success in image classification tasks on both small and large intra-class variation datasets. The last few years have witnessed fast development on DL methods under sparse representation theory, according to which, signals can be well-approximated by linear combination of a few columns of some appropriate basis or dictionary [6]. The dictionary, which should faithfully and discriminatively represent the encoded signal, plays an important role in the success of sparse representation and it has been shown that learned dictionaries significantly outperform pre-defined ones such as Wavelets [7].

Although conventional DL methods perform well for different classification and recognition tasks [7], their performance dramatically deteriorates when the training data are contaminated heavily because of occlusion, lighting/viewpoint variations or corruption. In the recent years, low-rank (LR) matrix recovery, which efficiently removes noise from corrupted...
observations, has been successfully applied to a variety of computer vision applications, such as subspace clustering [8], background subtraction [9] and image classification [10]. Accordingly, some DL methods have been proposed by integrating rank minimization into sparse representation framework and achieved impressive results, especially when large noise exists [11], [12].

Moreover, in many areas of computer vision, data are characterized by high dimension feature vectors; however, dealing with high-dimensional data is challenging for many tasks such as DL. High-dimensional data are not only inefficient and computationally intensive, but the sheer number of dimensions often masks the discriminative signal embedded in the data [13]. As a solution, a dimensionality reduction (DR) technique is usually performed first on the training samples, and the dimensionality reduced data are then used as the input of DL. However, recent studies reveal that the pre-learned projection matrices neither fully promote the underlying sparse structure of data [14], nor preserve the best features for DL [15]. Intuitively, the DR and DL processes should be jointly conducted for a more effective classification.

Only a few works have discussed the idea of jointly learning the projection of training samples and dictionary, and all reported more competitive performance than conventional DL methods. Despite the successes, most of the existing joint DR-DL methods cannot handle noisy (occluded/corrupted) and large intra-class observations. On the other hand, low-rank DL methods can cope well with noisy data, but cannot select the best features on top of which dictionaries can be better learned, due to separated DR process. In this paper, we explore the DL, LR and DR spaces simultaneously and propose an object classification method for noisy and large intra-class variation datasets, which have small-sized training set and may have high-dimensional feature vectors. To the best of our knowledge, this is the first proposed method that can handle all these issues simultaneously.

To this end, we propose a novel framework called joint projection and low-rank dictionary learning using dual graph constraints (JP-LRDL). The basic idea of JP-LRDL is illustrated in Figure 1. The algorithm learns a discriminative structured dictionary in the reduced space, whose atoms have correspondence to the class labels and a graph constraint is imposed on the coding vectors to further enhance class discrimination. The coefficient graph makes the coding coefficients within the same class to be similar and the coefficients among different classes to be dissimilar. JP-LRDL specially introduces low-rank and incoherence promoting constraints on sub-dictionaries to make them more compact and robust to variations and encourage them to be as independent as possible, respectively. Simultaneously, we consider optimizing the input feature space by jointly learning a feature projection matrix. In particular, another graph is built on training data to explore intrinsic geometric structure of data. The projection graph enables us to preserve the desirable relationship among training samples and penalize the unfavorable relationships simultaneously. This joint framework empowers our algorithm with several important advantages: (1) Ability to handle large intra-class variation observations, (2) Promoting the discriminative ability of the learned projection and dictionary, that enables us to deal with small-sized datasets, (3) Learning in the reduced dimensions with lower computational complexity, and (4) Maintaining both global and local structure of data. Extensive experimental results validate the effectiveness of our method and its applicability to image classification task, especially for noisy observations.

The remainder of the paper is organized as follows. Section II briefly reviews some related work. Section III presents the proposed JP-LRDL method. The optimization algorithms are described in Section IV. We discuss the time complexity and convergence analysis in Section V. The classification scheme is then explained in Section VI. Section VII shows experimental results and we draw conclusions in Section VIII.

II. RELATED WORK

The goal of DL is to learn a dictionary which can yield sparse representation of training samples. Supervised DL methods have been proposed to promote the discriminative power of the learned dictionary by exploiting the information among classes. Related literature include the discriminative K-SVD [16] and label-consistent K-SVD [17]. For stronger discrimination, Yang et al. [18] proposed a Fisher discrimination dictionary learning (FDDL) method by imposing Fisher discrimination criterion on the coding vectors. More recently, [19] proposed a latent DL method by jointly learning a latent matrix to adaptively build the relationship between dictionary atoms and class labels.

The recent advances in LR learning have shown excellent performance for handling large noise and variation. Accordingly, some DL approaches have been proposed recently based on LR approximation to improve the classification performance with noise. Ma et al. [19] integrated rank minimization into sparse representation by introducing LR constraints on sub-dictionaries for each class. To make the dictionary more discerning, Li et al. [11] proposed a discriminative DL method, called $D^2L^2R^2$, which adopts Fisher discrimination and meantime imposes a LR constraint on sub-dictionaries to make them robust to variations and achieves impressive results especially when corruption existed. Zhang et al. [12] proposed a discriminative, structured low-rank DL method to explore the global structure among all training samples. A code regularization term with block-diagonal structure is incorporated.
to learn discriminative dictionary, which regularizes the same class images to have the same representation.

As mentioned earlier, to deal with high-dimensional feature vectors in DL process, DR is usually performed first on the training samples by either PCA [20] or Random Projection [21] techniques and then, the dimensionality reduced data are used for DL process. However, recent studies reveal that the joint DR and DL frameworks, make the learned projection and dictionary a better fit for each other, so a more accurate classification can be obtained. Nevertheless, only a few works have discussed the idea of jointly learning the projection of training samples and dictionary.

[22] presented a simultaneous projection and DL method using a carefully designed sigmoid reconstruction error. The data is projected to an orthogonal space where the intra- and inter-class reconstruction errors are minimized and maximized, respectively for making the projected space discriminative. However, [23] showed that the dictionary learned in the projected space is not more discriminative than the one learned in the original space. JDDLDR method [15] jointly learns a DR matrix and a discriminative dictionary and achieves promising results for face recognition. The discrimination is enforced by a Fisher-like constraint on the coding coefficients, but the projection matrix is learned without any discrimination constraints. Nguyen et al. [14] proposed a joint DR and sparse learning framework by emphasizing on preserving the sparse structure of data. Their method, known as sparse embedding (SE), can be extended to a non-linear version via kernel tricks and also adopts a novel classification schema embedding (SE), can be extended to a non-linear version via kernel tricks and also adopts a novel classification schema.

III. The Proposed JP-LRDL Framework

We aim to learn a discriminative dictionary and a robust projection matrix simultaneously, using LR regularization and dual graph constraints. Let $X$ be a set of $m$-dimensional training samples, i.e., $X = \{X_1, X_2, \ldots, X_K\}$, where $X_i$ denotes the training samples from class $i$ and $K$ is the number of classes. The class-specific dictionary is denoted by $D = \{D_1, D_2, \ldots, D_K\}$, where $D_i$ is the sub-dictionary associated with class $i$. We also want to learn the projection matrix $P \in \mathbb{R}^{m \times d}$ ($d < m$), that projects data into a low-dimensional space. Denote by $A$ the sparse representation matrix of the dimensionality reduced data $P^TX$ over dictionary $D$, i.e., $P^T X \approx DA$. We can write $A$ as $A = \{A_1, A_2, \ldots, A_K\}$, where $A_i$ is the representation of $P^T X_i$ over $D$. Therefore, we propose JP-LRDL optimization model:

$$J_{\{P,D,A\}} = \min_{P,D,A} \left\{ R(P,D,A) + \lambda_1 \|A\|_1 + \lambda_2 G(A) \right\}$$

where $R(P,D,A)$ is the discriminative reconstruction error, $\|A\|_1$ denotes the $l_1$-regularization on coding coefficients, $G(A)$ is the graph-based coding coefficients, $\|D_i\|$ is the nuclear norm of sub-dictionary $D_i$, $G(P)$ represents the graph-based projection and $\lambda_1, \lambda_2, \lambda_3, \delta$ are scalar parameters.

A. Discriminative Reconstruction Error Term

To learn a representative and discriminative structured dictionary, each sub-dictionary $D_i$ should be able to well represent dimensionality reduced samples from the $i$th class, but not other classes. To illustrate this idea mathematically, we rewrite $A_i$ as $A_i = [A^1_i; \ldots; A^J_i; \ldots; A^K_i]$, where $A^j_i$ is the representation coefficients of $P^T X_i$ over $D_j$. Our assumption implies that $A^j_i$ should have significant coefficients such that $\|P^T X_i - D_i A^j_i\|^2_F$ is small, while for samples from class $j$ ($j \neq i$), $A^j_i$ should have nearly zero coefficients, such that $\|D_j A^j_i\|^2_F$ is as small as possible. Moreover, the whole dictionary $D$ should well represent dimensionality reduced samples from any class, which implies the minimization of $\|P^T X_i - DA_i\|^2_F$ in our model.

Moreover, the common components of the samples in a dataset can be shared by a few or all the classes. Information redundancy in the original data leads to redundancy in the learned sub-dictionaries. So, in addition to the requirements of desirable discriminative reconstruction capability, we also need to promote incoherence among sub-dictionaries. We provide a structural incoherence constraint for sub-dictionaries as $\|D^T_i D_j\|^2_F$ for $i \neq j$. Thus, the discriminative reconstruction term is defined as:

$$R(P,D,A) = \sum_{i=1}^{K} \left( \|P^T X_i - D A_i\|^2_F + \|P^T X_i - D_i A^j_i\|^2_F \right) +$$

$$\sum_{j=1,j\neq i}^{K} \|D_j A^j_i\|^2_F + \sum_{j=1,j\neq i}^{K} \|D^T_i D_j\|^2_F \right)$$

Here, we use a subset of the Caltech-101 object dataset [27] to better illustrate the role of incoherence penalty term. This
dataset is known for imaging variations such as scale, viewpoint, lighting and background. The subset includes 20 first classes with 20 training samples per class. We learn the dictionary by using the first three terms and all terms of $R(P, D, A)$ and show the representation residuals of the training data over each sub-dictionary in Figures 2a and 2b, respectively. One can see that by using only the first three term in Equation (2), some training data may have big representation residuals over their associated sub-dictionaries because they can be partially represented by other sub-dictionaries. By adding incoherence terms in Equation (2), $D_i$ will have the minimal representation residual for $X_i$ and the redundancy among sub-dictionaries would be reduced effectively.

B. Graph-based Coding Coefficient Term

To further increase the discrimination capability of dictionary $D$, we enforce the coding coefficient matrix $A$ to be discriminative. Intuitively, the discrimination can be assessed by the similarity of pairs of coding vectors from the same class and the dissimilarity of pairs of coding vectors from the different classes. This can be achieved by constructing a coefficient graph and maximizing the intra-class compactness and inter-class separability of coding coefficients through proper definition of graph weights. We rewrite the sparse representation as $A = \{\alpha_1, \alpha_2, \ldots, \alpha_N\}$ where $\alpha_i$ is the coefficient vector of $x_i$ and $N$ is the number of training samples.

First, using LR matrix recovery, the matrix of the data samples in the 4th class, $X_4$, is decomposed into a LR matrix $L_i$ and sparse noise $E_i$ by the following optimization problem:

$$\min_{L_i, E_i} \|L_i\|_1 + \eta \|E_i\|_1 \quad \text{s.t.} \quad X_i = L_i + E_i \quad \forall i = 1 \ldots K$$

(3)

Then, the weight matrix of the coefficient graph, $W^c$, is defined as follows:

$$W^c_{ij} = \begin{cases} 
1 & \text{if } L(x_i) \in N_{k1}(L(x_j)) \text{ or } L(x_j) \in N_{k1}(L(x_i)) \\
-1 & \text{if } L(x_i) \in N_{k2}(L(x_j)) \text{ or } L(x_j) \in N_{k2}(L(x_i)) \\
0 & \text{otherwise}
\end{cases}$$

(4)

where $L(x_i)$ is the corresponding LR representation of image $x_i$ found by Equation (3), $N_{k1}(L(x_i))$ denotes the k-nearest neighbors of this representation and $l(x_i)$ is the label of image $x_i$. Utilizing LR representation of images to determine their nearest neighbors, enables us to preserve this structure in the coefficient space, even if the images are occluded or corrupted. It is reasonable to use the weighted sum of the squared distances of pairs of coding vectors as an indicator of discrimination capability, resulting in the discriminative coefficient term as:

$$G(A) = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} \|\alpha_i - \alpha_j\|^2_2 W^c_{ij}$$

(5)

This term ensures that the difference of the sparse codes of two images is minimized if they are from the same class and look similar, and the difference of the sparse codes of two images is maximized if they are from different classes and also look similar. Equation (5) can be further simplified as:

$$G(A) = \text{tr}(A^T D^c A) - \text{tr}(A^T W^c A) = \text{tr}(A^T L^c A)$$

(6)

where $D^c$ is a diagonal matrix of column sums of $W^c$ as $D^c_{ii} = \sum_j W^c_{ij}$ and $L^c$ is the Laplacian matrix as $L^c = D^c - W^c$. Interestingly, [23] showed that Fisher discrimination criterion, which is the most common discriminative coding coefficients term and originally adopted in [7], can be reformulated as a special case of the discrimination term in Equation (5).

C. Low-rank Regularization

The training samples in each class are linearly correlated in many situations and reside in a low-dimensional subspace. So, the sub-dictionary $D_i$, which is representing data from the $i$th class, is reasonably LR. Imposing LR constraints on sub-dictionaries would make them compact and mitigate the influence of noise and variations [11]. To find the most compact bases, we need to minimize $\|D_i\|_*$ for all classes in our optimization.

D. Graph-based Projection Term

We aim to learn a projection matrix that can preserve useful information and map the training samples to a discriminative space, where different classes are more discriminant toward each other, compared to the original space. Using the training data matrix $X$ and its corresponding class label set, the projection graph is built.

First, we use Equation (5) to find the LR representation of each image $x_i \in X$. Then, the weight matrix of the projection graph, $W^p$, is defined as follows:

$$W^p_{ij} = \begin{cases} 
d_1 & \text{if } L(x_i) \in N_{k1}(L(x_j)) \text{ or } L(x_j) \in N_{k1}(L(x_i)) \\
d_2 & \text{if } L(x_i) \in N_{k2}(L(x_j)) \text{ or } L(x_j) \in N_{k2}(L(x_i)) \\
0 & \text{otherwise}
\end{cases}$$

(7)
where \( L(x_i) \) is the corresponding LR representation of image \( x_i \) found by Equation (5). \( N_k(L(x_i)) \) denotes the k-nearest neighbors of this representation and \( l(x_i) \) is the label of \( x_i \).

To preserve the local geometrical structure in the projected space, one may naturally hope that, if two data points \( x_i \) and \( x_j \) are close in the intrinsic manifold, their corresponding low-dimensional embeddings \( y_i \) and \( y_j \) should also be close to each other. Ideally, similar data pairs which belong to different classes, in the original space should be far apart in the embedded space. As the first advantage of the projection graph, it would enable us to preserve desirable relationship among training samples and penalize unfavorable relationship among them at the same time. This can be achieved by defining the weights \( d_1(x_i, x_j) = \exp(-\|L(x_i) - L(x_j)\|^2/2t^2) \) and \( d_2(x_i, x_j) = -\exp(-\|L(x_i) - L(x_j)\|^2/2t^2); \) where \( t \) is considered as 1 here. More importantly, these relationships should be persevered or penalized even if the images are heavily corrupted or occluded. Accordingly, we exploit the LR representation of images to determine their nearest neighbors and also to assign the weights of the matrix, rather than their original representation.

Here, we illustrate the weight matrix \( W^p \) for the Extended YaleB [29] face dataset, which is known for different illumination conditions and for extra challenge, we also simulate corruption by replacing 60% of randomly selected pixels of each image with pixel value 255. There are 38 subjects in the dataset, and we randomly select 20 training samples per class. Ideally the connecting weights between similar images from the same and different classes should be large and small, respectively. While the former is promoted, the latter should be penalized; hence, we can keep these relationships in the low-dimensional space. Figure 3a shows the weight matrix found by Equation (7), which is confirming to the ideal case. There are two contributing factors in building this weight matrix, that we need to verify their importance. First, to spot the role of LR, we re-calculate the weight matrix, without utilizing LR representation (neither in neighborhood determination, nor in weights assignment) and demonstrate it in Figure 3c. If we ignore the LR representation of images, corruption and illumination variations significantly deteriorates the weight matrix. Then, to verify the importance of penalizing unfavorable relations among similar training samples from different classes, we ignore the second condition of Equation (7) and simply set all weights to zero; except those between similar pairs from the same class, which is obtained by \( d_2(x_i, x_j) \). Figures 3b and 3d show these weight matrices with and without exploiting LR respectively. We observe that the our weight assignment in Figure 3a is much more discriminative and robust to variations, than the others.

We formulate the graph-based projection term as follows:

\[
G(P) = \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \frac{1}{2} \|y_i - y_j\|_2^2 W^p_{ij} \tag{8}
\]

Let \( D^p \) be a diagonal matrix of column sums of \( W^p \), \( D^p_{ii} = \sum_j W^p_{ij} \) and \( L^p \) the Laplacian matrix as \( L^p = D^p - W^p \). The cost function in Equation (8) can be reduced to:

\[
G(P) = tr(P^T X L^p X^T P) \quad s.t. \quad P^T X D^p X^T P = I \tag{9}
\]

Fig. 3: Comparison of weight matrices for 60% pixel-corrupted images on the Extended YaleB dataset

We note that the constraint \( P^T X D^p X^T P = I \) removes the arbitrary scaling factor in the embedding. In order to make the constraint simpler, here we use the normalized graph Laplacian \([30]\) as \( \tilde{L}^p = I - D^{-1/2} W^p D^{-1/2} \). Consequently, Equation (9) is reformulated as:

\[
G(P) = tr(P^T X \tilde{L}^p X^T P) \quad s.t. \quad P^T P = I \tag{10}
\]

By incorporating Equations (2), (6) and (10) into the main optimization model, the JP-LRDL model is built.

IV. Optimization

The objective function in Equation (1) can be divided into three sub-problems to jointly learn dictionary \( D \), projection \( P \) and coding coefficients \( A \). These sub-problems are optimized alternatively by updating one variable and fixing the other ones, through an iterative process. We summarize our proposed algorithm for JP-LRDL in Algorithm 3 and discuss each sub-problem in details in the following subsections.

A. Update of Coding Coefficients \( A \)

Assuming that \( D \) and \( P \) are fixed, the objective function in Equation (1) is further reduced to:

\[
J_{(A)} = \arg \min_{A} \sum_{i=1}^{K} \left( \|P^T X_i - D A_i\|_F^2 + \|P^T X_i - D_i A_i\|_F^2 \right)
\]

\[
+ \sum_{j=1,j \neq i}^{K} \|D_j A_i^\perp\|_F + \lambda_1 \|A_i\|_1 + \lambda_2 \text{tr}(A_i^T L^c A_i) \tag{11}
\]

We optimize \( A_i \) class-by-class and meanwhile, make all other \( A_j (j \neq i) \) fixed. As a result, Equation (11) is simplified as:

\[
J_{(A_i)} = \arg \min_{A_i} \|P^T X_i - D A_i\|_F^2 + \|P^T X_i - D_i A_i\|_F^2
\]

\[
+ \sum_{j=1,j \neq i}^{K} \|D_j A_i^\perp\|_F + \lambda_1 \|A_i\|_1 + \lambda_2 \text{tr}(A_i^T L^c A_i) \tag{12}
\]
Following the work in [31], we update $A_i$ one by one in the $i$th sample. We define $\alpha_{i,p}$ as the coding coefficient of the $p$th class in the $i$th sample and optimize each $\alpha_{i,p}$ in $A_i$ alternatively, by fixing the encoding coefficients $\alpha_{j,p}(j \neq i)$ for other samples, and rewrite Equation (12) as follows:

$$J(\alpha_{i,p}) = \min_{\alpha_{i,p}} \|P^TX_i - D\alpha_{i,p}\|^2_F + \|P^TX_i - D\alpha_{i,p}\|^2_F$$

(13)

$$+ \sum_{j=1,j\neq i}^K \|D_j\alpha_{i,p}\|^2_F + \lambda_1 \|\alpha_{i,p}\|_1 + \lambda_2 \mathcal{Q}(\alpha_{i,p})$$

where

$$\mathcal{Q}(\alpha_{i,p}) = \lambda_2 (\alpha_{i,p}^T L_p^c + (A_i L_p^c)^T \alpha_{i,p} - \alpha_i^T L_p^c)$$

(14)

where $L_p^c$ is the $p$th column of $L_c$, and $L_p^{cp}$ is the entry in the $p$th row and $p$th column of $L_c$. We then apply the feature-sign search algorithm [31] to solve $\alpha_{i,p}$.

**B. Update of Dictionary $D$**

Then, we optimize $D$ while $A$ and $P$ are fixed. We update $D_i$ class-by-class, by fixing all other $D_j(j \neq i)$. When $D_i$ is updated, the coding coefficients of $P^TX_i$ over $D_i$, i.e., $A_i$ should also be updated to reflect this change. By ignoring irrelevant terms, the objective function of Equation (11) then reduces to:

$$J(D_i, A_i) = \min_{D_i, A_i} \left\{ \|P^TX_i - D_i A_i\|^2_F - \sum_{j=1,j\neq i}^K D_j A_i^T \right\}$$

(15)

$$+ \|P^TX_i - D_i A_i\|^2_F + \sum_{j=1,j\neq i}^K \|D_j A_i\|^2_F + \sum_{j=1,j\neq i}^K \|D_j^T D_j\|^2_F$$

$$+ \lambda_3 \sum_{i=1}^K \|D_i\|_*$$

Denote

$$r(D_i) = \|P^TX_i - D_i A_i\|^2_F - \sum_{j=1,j\neq i}^K D_j A_i^T \|\|_F$$

(16)

$$= \sum_{j=1,j\neq i}^K \|D_j A_i\|^2_F + \sum_{j=1,j\neq i}^K \|D_j^T D_j\|^2_F$$

Equation (15), can be converted to the following form:

$$\min_{D_i, A_i, E_i} \|A_i\|_1 + \lambda_3 \|D_i\|_* + \beta \|E_i\|_{2,1} + \lambda r(D_i)$$

(17)

s.t. $P^TX_i = D_i A_i + E_i$

Here, we first introduce the sparse error term $E$ and adopt $\|E_i\|_{2,1}$ to characterize it, since we want to model the sample-specific corruption and outliers. This norm encourages the columns of $E$ to be zero, which is consistent with our assumption in the paper, that some vectors in data are corrupted. Moreover, we enforce sparsity on $\|A_i\|_1$ to both avoid the trivial solution and keep sparsity constraint on coding coefficients. Then, to facilitate the optimization, we introduce two relaxation variables $J$ and $Z$ and then Equation (17) can be rewritten as:

$$\min_{D_i, A_i, E_i} \|Z\|_1 + \lambda_3 \|D_i\|_* + \beta \|E_i\|_{2,1} + \lambda r(D_i)$$

(18)

s.t. $P^TX_i = D_i A_i + E_i$, $D_i = J$, $A_i = Z$

The above problem can be solved by inexact Augmented Lagrange Multiplier (ALM) method [34]. The augmented Lagrangian function of Equation (18) is:

$$\min_{D_i, A_i, E_i} \|Z\|_1 + \lambda_3 \|D_i\|_* + \beta \|E_i\|_{2,1} + \lambda r(D_i)$$

(19)

$$+ \theta (T_1^T (P^TX_i - D_i A_i - E_i) + T_2^T (D_i - J)) + T_3^T (A_i - Z)$$

where $T_1, T_2$, and $T_3$ are Lagrange multipliers and $\mu$ is a balance parameter. The details of solving of Equation (14) can be found in Algorithm 1.
C. Update of Projection Matrix $P$

In order to solve for $P$, we keep $D$ and $A$ fixed. As a result, the objective function in Equation (1) is then reduced to:

$$J(P) = \arg \min_{P} \left\{ \sum_{i=1}^{K} \left( \|P^T X_i - DA_i\|_F^2 + \|P^T X_i - D_i A_i\|_F^2 \right) \right\}$$

$$+ \delta \text{tr}(P^T X \hat{L}^p X^T P) \quad \text{s.t.} \quad P^T P = I$$

(20)

First, we rewrite the objective function in a more convenient form:

$$J(P) = \arg \min_{P} \left\{ \|P^T X - \hat{D} \hat{Z}\|_F^2 + \delta \text{tr}(P^T X \hat{L}^p X^T P) \right\}$$

$$\text{s.t.} \quad P^T P = I$$

(21)

where $\hat{D} = [D, D_1], [D, D_2], \ldots, [D, D_K]$ and $\hat{Z}$ is a block-diagonal matrix, whose diagonal elements are formed as $\hat{Z}_{ii} = [A_i; A_i^T]$; $\forall i$.

Because of the orthogonal constraint $P^T P = I$, we have $\|P^T X - \hat{D} \hat{Z}\|_F^2 = \text{tr}(P^T \varphi(P) P)$, where $\varphi(P) = (X - P \hat{D} \hat{Z})(X - P \hat{D} \hat{Z})^T$. So, Equation (16) is reformulated as:

$$J(P) = \arg \min_{P} \text{tr}(P^T (\varphi(P) + \delta (X \hat{L}^p X^T)) P)$$

$$\text{s.t.} \quad P^T P = I$$

(22)

To solve the above minimization, we iteratively update $P$ according to the projection matrix obtained in the previous iteration. Using singular value decomposition (SVD) technique, $[U, \Sigma, V^*] = \text{SVD}((\varphi(P) + \delta (X \hat{L}^p X^T)))$. Then, we can update $P$ as the $l$ eigenvectors in $U$ associated with the first $l$ largest eigenvalues of $\Sigma$, i.e., $P_t = U(1: l,:)$, where $P_t$ is the projection matrix in the $t$th iteration. To avoid big changes in $P$ and make the optimization stable, we choose to update $P$ gradually in each iteration as following:

$$P_t = P_{t-1} + \gamma \left( U(1 : l,:) - P_{t-1} \right)$$

(23)

$\gamma$ is a small positive constant to control the change of $P$ in consecutive iterations.

**Algorithm 2** JP-LRDL Algorithm

1. Initialize:
   - Projection $P$ as LPP [32] of $X$
   - Dictionary $D$: set the atoms of $D_i$ as the eigenvectors of $P^T X_i$
2. Update the coefficient matrix $A$
   - Fix $D, P$ and solve $A_i, i = 1, 2, \ldots, K$; one by one by solving Equation (19) using Feature-sign search algorithm [31].
3. Update the dictionary $D$
   - Fix $A, P$ and solve $D_i, i = 1, 2, \ldots, K$; one by one by solving Equation (19) using inexact ALM algorithm [1].
4. Update the projection $P$
   - Fix $D, A$ and solve $P$ by solving Equation (23).
5. Output:
   - Return to step 2 until the objective function values in consecutive iterations are close enough or the maximum number of iterations is reached. Then output $P, D$ and $A$.

V. COMPLEXITY AND CONVERGENCE ANALYSIS

A. Time Complexity

We analyze the time complexity of three sub-problems of JP-LRDL optimization as follows:

- Update coding coefficients: Feature-sign search algorithm [31] has a time complexity of $O(sC)$, where $s$ is the sparsity level of the optimal solution $i.e.,$ the number of nonzero coefficients and $C$ is the dictionary size.
- Update dictionary: The most time-consuming steps in Algorithm 1 are steps 1 and 3, which need SVD with cost $O(n^3)$, where $n$ is the number of training samples. Therefore, the total complexity of Algorithm 1 is $O(t_1 n^3)$, where $t_1$ is the number of iterations of this algorithm.
- Update projection matrix: The most time-consuming step in updating $P$ is SVD; so, the time complexity of this step would be $O(n^3)$.

Hence, the total time complexity of JP-LRDL is $t_2 O(n^3 + sC)$, where $t_2$ is the total number of iterations.

B. Convergence Analysis

Although Equation (1) is non-convex, the convergence of each sub-problem is guaranteed. For updating coding coefficients, we exploit feature-sign search algorithm, which [31] proved this algorithm converges to a global optimum of the optimization problem in a finite number of steps. For updating sub-dictionaries, we use inexact ALM as demonstrated in Algorithm 1. The convergence of inexact ALM, with at most two blocks has been well studied and a proof to demonstrate its convergence property can be found in [34]. Liu et al. [30] also showed that there actually exist some guarantees for ensuring the convergence of inexact ALM with three or more blocks (here $Z, J$ and $E$). So, it could be well expected that Algorithm 1 has good convergence properties. Moreover,
VI. THE CLASSIFICATION SCHEME

Once D and P are learned, they could be used to represent a query sample \(x_{test}\) and find its corresponding label. The test sample is projected into the low-dimensional space and coded over D by solving the following equation:

\[
\hat{a} = \arg \min_a \left\{ \| P^T x_{test} - Da \|_2^2 + \xi \| a \|_1 \right\}
\]  

(24)

\(\xi\) is a positive scalar and the coding vector \(\hat{a}\) can be written as \(\hat{a} = [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_K]\) where \(\hat{a}_i\) is the coefficient sub-vector associated with sub-dictionary \(D_i\). The representation residual for the \(i\)th class is calculated as:

\[
e_i = \| P^T x_{test} - D_i \hat{a}_i \|^2 + \omega \| \hat{a} - \beta \|_2^2
\]  

(25)

where \(\omega\) is a preset weight. Finally, the identity of testing sample is determined by \(\text{identity}(x_{test}) = \arg \min_i \{e_i\}\).

VII. EXPERIMENTAL RESULTS

The performance of JP-LRDL method is evaluated on various classification tasks. We compare our method with several related methods. FDDL [7] and D\(^2\)L\(^2\)R\(^2\) [11] are representative of conventional DL and low-rank DL methods, respectively. We also compare JP-LRDL with joint DR and DL methods including INPDL [26], SDRDL [25], SE [14], LGESKVS [23] and JDDRDL [15]. Since SE can obtain at most \(K\) (number of classes) features in the reduced space, it would be excluded from the experiment which is not applicable.

We evaluate the performance of our approach and related methods on the different face and object datasets. For constructing the training set, we select images (or their corresponding features) randomly and the random selection process is repeated 10 times and we report the average recognition rates for all methods. We set the number of dictionary atoms of each class as training size. Also, we set the maximum iteration of all the iterative methods as 10. For all the competing methods, we use their original settings and all the hyper-parameters are found by 5-fold cross validation.

A. Parameters Selection

There are seven parameters in our model, which need to be tuned: \(\lambda_1, \lambda_2, \lambda_3, \delta\) in Equation (1), \(\beta, \lambda\) in Equation (17) and \(\gamma\) in Equation (23). The tuning parameters of JP-LRDL are chosen by 5-fold cross validation. However, we found out that changing \(\lambda_3, \delta\) and \(\lambda\) would not affect the results that much and we set them as 1. There are also two parameters in classification phase as \(\xi, \omega\), that we search for their best values in a small set \{0.001, 0.01, 0.1\}.

First, to investigate how sensitive the \(\lambda_1, \lambda_2\) parameters are, we set the value of \(\beta = 0.1, \gamma = 0.1\) and then explore the effects of the other two parameters. Figure 5a shows the recognition rate versus different values of these two parameters by fixing \(\beta, \gamma\) as 0.1 on the AR face dataset (Mixed scenario as explained in Section VII). For each pair of parameters, we average the results over 10 random runs. We observe the accuracy reaches a plateau as either \(\lambda_1\) or \(\lambda_2\) grow from 0.1. This trend is mostly similar in all evaluated datasets. We notice that when \(\lambda_1 = 0\), the accuracy drops remarkably, which shows the importance of the sparsity of the coefficients. Figure 5b also illustrates the recognition rate versus the value of \(\beta\), under four different pair values of \(\lambda_1, \lambda_2\) on the AR dataset. We note that JP-LRDL performs well in a reasonable range of \(\beta\) parameter and the highest accuracy belongs to the \(\lambda_1 = \lambda_2 = 0.1\), which is consistent with the results from Figure 5a. We set the \(\gamma\) parameter as 0.1 in the experiments.

For both coefficient and projection graphs, we set the neighborhood size for similar and different classes as \(k_1 = \min\{n_i - 1, 15\}\) and \(k_2 = n_i - 1\), where \(n_i\) is the number of training samples in class \(i\). Figure 5c shows the classification results varying the neighborhood size \(k_1, k_2\) on the Extended YaleB dataset. In this experiment, images are corrupted by 30% occlusion and we randomly select \(n_i = 20\) images per class. As the number of neighbors increases, JP-LRDL achieves better results and using relatively few neighborhoods, remarkably degrades the classification accuracy.
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**B. Face Recognition**

**Extended YaleB Dataset:** This dataset [29] contains 2,414 frontal face images of 38 human subjects captured under different illumination conditions. All the face images are cropped and resized to 55 × 48 and we randomly select 20 images per class for training and the rest is used for test. To challenge ourselves, we also simulate various levels of corruption and occlusion. For pixel corruption, we replace a certain percentage (from 10% to 50%) of randomly selected pixels of each image with pixel value 255. For occlusion (block corruption), the images are manually corrupted by an unrelated block image at a random location and the percentage of corrupted area is increased from 10% to 50%. Some of the original and corrupted/occluded images of this dataset can be seen in Figure 6d. In the following experiments, all the methods utilize the raw images as the feature descriptor, except FDDL and D^2L^2R^2 methods that initially use PCA to reduce the dimension of features, i.e., the Eigenface is used as input.

We evaluate the robustness of our method to different levels of pixel and block corruption (from 10% to 50%). For each level of corruption, the projected dimension varies between 5% to 90% of the original dimension (2640) and the best achieved result among all dimensions is reported. Figures 6a and 6b demonstrate that our method consistently obtains better performance than others in all levels of corruption. As the percentage of corruption/occlusion increases, the performance difference between JP-LRDL and other methods becomes more significant and this reflects the robustness of our method toward large noise. These figure also reflect that none of the existing joint DR-DL methods can achieve good performance for corrupted observations. Equally important, the best performance of JP-LRDL is achieved at 25% of the original dimension, while that of existing joint DR-DL

![Fig. 7: Recognition rates (%) on the AR dataset (a) versus varying feature dimension on Sunglasses scenario (b) versus varying feature dimension on Scarf scenario (c) with different levels of uniform noise on Mixed scenario (d) samples of the AR dataset; original and 20% pixel corrupted](image)
session and the rest of images with sunglasses are used for testing. Sunglasses occlude about 20% of images.

- **Scarf**: We choose 8 training images (7 unobscured and 1 with scarf) from the first session for training, and 12 test images including 7 unobscured images from the second session and the remaining 5 images with scarf from two sessions for testing. The scarf covers around 40% images.

- **Mixed**: We consider the case in which both training and test images are occluded by sunglasses and scarf. We select 7 unobscured, plus 2 occluded images (1 with sunglasses, 1 by scarf) from the first session for training and the remaining 17 images in two sessions for testing per class.

In the following experiments, we use the raw images as the feature descriptor for all the methods, except FDDL and D3L2R2, which use Randomface [17] that is generated by projecting a face image onto a random vector. First, we evaluate the robustness of our method in small-sized, large intra-class variability datasets. We consider Sunglasses and Scarf scenarios and to have more challenge, all the training images in two sessions for testing per class.

We also test the method on simulated uniform noise, where a percentage of randomly chosen pixels of each image, are replaced with samples from a uniform distribution over $[0; V_{\text{max}}]$, where $V_{\text{max}}$ is the largest possible pixel value in the image. In this experiment, the projected dimension is fixed as 30% of the original dimension and the recognition accuracy for different levels of corruption is reported in Figure 7c. One may infer JP-LRDL shows robustness to occlusions, severe corruption, illumination and expression changes; however, the existing methods fail to handle these variations. Furthermore, JP-LRDL is able preserve the discriminative information, even in relatively low dimensions.

**LFW Dataset**: Besides tests with laboratory face datasets, we also evaluate the JP-LRDL on the LFW dataset [40] for unconstrained face verification. LFW contains 13,233 face images of 5,749 different individuals, collected from the web with large variations in pose, expression, illumination, clothing, hairstyles, occlusion, etc. Here, we use LFWa dataset [41], which is an aligned version of LFW. We use 143 subject with no less than 11 samples per subject in LFWa dataset (4174 images in total) to perform the experiment. The first 10 samples are selected as the training samples and the rest is for testing. Face images are cropped and normalized to the size of $60 \times 54$ and the projected dimension is set as 1000. Also, PCA is used for DR of FDDL and D3L2R2 methods. Table I lists the recognition rates of all the methods, and similar to previous results, JP-LRDL achieves the best performance. These results confirm that the proposed method not only effectively learn robust feature representations in controlled scenarios, but also have excellent discrimination ability for face images that collected in uncontrolled conditions and have high variation.

**C. Object Recognition**

**COIL Dataset**: The COIL dataset [38] contains various views of 100 objects with different lighting conditions and scales. In our experiments, the images are resized to $32 \times 32$ and the training set is constructed by randomly selecting 10 images per object from available 72 images. Some of the original and corrupted images can be found in Figure 9a.

We evaluate the scalability of our method and the competing methods by increasing the number of objects (i.e., classes) from 10 to 100. In addition to alternative viewpoints, we also test the robustness of different methods to simulated noise by adding 10% pixel corruption to the original images. Figure 10a, 10b show the average recognition rates for all compared methods over original images and 10% pixel corrupted images for different class numbers, respectively. Like before, for all the methods, the projected dimension is varied from 5% to 90% of the original dimension (1024) and the best achieved performance is reported. It can be observed that the proposed JP-LRDL outperforms the competing methods and the difference becomes more meaningful, when data are contaminated with simulated noise. All the methods, except D3L2R2 and our approach, which utilize LR constraint, have difficulty obtaining reasonable results for corrupted data. In

| Method | Rec. Rate (%) | Method | Rec. Rate (%) |
|--------|--------------|--------|--------------|
| JNPDL  | 76.34        | JDDLDR | 74.81        |
| SDRDL  | 54.79        | LGE-KSVD | 70.42    |
| D3L2R2 | 68.32        | FDDL   | 75.20        |
| SE     | 68.32        | Our method | 79.87 |

Fig. 8: Sample faces images of the LFWa dataset

Fig. 9: Sample images of (a) the COIL dataset; original, 10% pixel corrupted and 30% occluded images with unrelated block (b) the Caltech-101 dataset
Fig. 10: Recognition rates (%) on the COIL dataset with (a) original images, (b) 10% pixel corrupted images, and (c) versus different levels of occlusion on COIL-20 dataset (d) The role of different components of JP-LRDL on several datasets

particularly, our method achieves remarkable performance and demonstrates good scalability in both scenarios.

Moreover, we simulate various levels of contiguous occlusion (from 10% to 50%), by replacing a randomly located square block of each test image of COIL-20 dataset with an unrelated image. We also set the feature dimension as 30% of the original dimension and the average recognition rates are illustrated in Figure 10c. JP-LRDL achieves the highest recognition rate under different levels of occlusion.

Finally, we design an experiment to show the efficiency of different components of the proposed JP-LRDL framework. To verify the efficacy of LR constraint in the framework, we remove $\lambda_3 \sum_{i=1}^{K} ||D_i||_2$ from Equation (1). In similar fashion, to evaluate the importance of joint DR and DL process, we remove the projection learning part from JP-LRDL, which means that the projection matrix and structured dictionary are learned from training samples separately. We call these two strategies JP-DL and P-LRDL respectively and compare them with the proposed JP-LRDL on three datasets in Figure 10d. In these experiments, the projected dimension methods is set to 10% of the original dimension and the images are corrupted by 20% block occlusion. For the AR and Extended YaleB datasets, we follow the Mixed scenario and regular experiment protocols, respectively. For the COIL dataset, we utilize first 20 classes. According to the results, once the LR regularization is removed, the recognition rate drops significantly in all datasets. Also, we note that JP-LRDL outperforms P-LRDL (with separate projection) and this is mainly due to the fact that some useful information for DL maybe lost in the separate projection learning phase. The joint learning framework enhances the classification performance, especially when data are highly contaminated and dimension is relatively low.

Caltech-101 Dataset: The Caltech-101 database [27] contains over 9000 images from 101 different object categories such as animals, flowers, trees, etc., and 1 background class. The number of images in each class is greatly unbalanced, varying from 31 to 800. Figure 11 shows some sample images from this dataset. We evaluate our method using dense SIFT-based spatial pyramid features [17] and set the projected dimension as 3000. We run the experiments with 15 and 30 randomly chosen training images per category and this process is repeated 10 times with different random splits of the training and testing images to obtain reliable results. The final recognition rates are reported as the average of each run and summarized in Table II.

In this experiment, to demonstrate the effect of structural incoherence term, we evaluate the recognition rate of JP-LRDL with and without this term. According to the results, our method with structural incoherence term, is superior to other approaches. Incorporating the structural incoherence term, would noticeably enhance the recognition rate, especially in datasets like the Caltech, that has large intra-class variations. Similarly, Figure 11 also verifies the role of structural incoherence term by presenting the representation error, with and without this term on a subset of the Caltech-101 dataset. The combination of LR and incoherence constraints helps us obtain a better estimate of the underlying distribution of samples and learn a robust and discriminative subspace. As a result, JP-LRDL is able to recognize objects in images despite imaging variations such as scale, viewpoint, lighting and background.

To verify the robustness of our method to small-sized datasets, we select different numbers of training sample and train it on $\{5, 10, 15, 20, 25, 30\}$ images per category, and

**Table II: Recognition rates (%) on the Caltech-101 dataset**

| Number of Training Samples | 15   | 30   |
|-----------------------------|------|------|
| JNPDL [20]                  | 66.83| 74.61|
| JDDLDR [15]                 | 67.70| 73.90|
| SDRDL [25]                  | 65.62| 73.25|
| LGE-KSVD [13]               | 62.23| 70.42|
| SE [14]                     | 69.50| 77.34|
| D*LA*R^2 [11]               | 66.10| 73.20|
| FDDL [7]                    | 65.22| 73.64|
| Our method without structural incoherence | 66.02| 73.71|
| Our method with structural incoherence | 71.97| 79.87|
test on the rest. To compensate for the variation of the class size, we normalize the recognition results by the number of test images to get per-class accuracies. The final recognition accuracy is then obtained by averaging per-class accuracies across 102 categories. We also repeat this experiment, by replacing a randomly located block of each test image with an unrelated image, such that 20% pixels of every test image are occluded. The recognition rates are reported in Figures 11a and 11b for the original and occluded images, respectively. Thanks to the efficiency of the proposed JP-LRDL, our method is able to achieve superior recognition rate, even when the number of training samples is relatively low. Although, the existing methods fail in occluded scenario, the proposed JP-LRDL still maintains satisfactory performance.

D. Comparison to Deep Learning

Learning through deep neural networks has recently drawn significant attention especially for image classification, and one key ingredient for this success is the use of convolutional architectures. Many variations of CNNs have been proposed and demonstrated superior performance over existing shallow methods, in several challenging vision tasks. However, as we will see, such a architecture does not generalize so well to recognition tasks where target dataset is small-sized and diverse in content compared to the base dataset, and has large intra-class variability.

Since we could not find any work that successfully applies CNN to the same recognition tasks, we use Caffe framework [42] and select a pre-trained network on large-scale ImageNet dataset and then fine-tune it using the target data set for 1000 epochs. We select two popular architectures; AlexNet [43] and VGGNet-D [44], which their architecture consist of convolutional filter bank layers, nonlinear processing layers, and feature pooling layers. We evaluate these networks on five target datasets, each of which are known for different kind of intra-class variation, including illumination/viewpoint/pose changes, occlusion, disguise, background, etc. To challenge these architectures, we also simulate various levels of corruption and occlusion in the target datasets. For all the datasets, we follow the similar experiment protocol (e.g., number of train and test samples), as already been described. The evaluation results are given in Table III. Here, $n_i$ shows the number of training samples per class to construct the target dataset.

We observe that these deep architectures do not perform well for none of the face-related experiments and this becomes worse, when there is simulated corruption or occlusion. The reason could be two things; the target dataset is smaller in size, but very different in content compared to the original dataset. Recent research [5] reveal that complex models like CNNs is prone to overfitting when the target data is relatively small, and also the effectiveness of feature transfer is declined when the base and target tasks become less similar. In ImageNet, any kind of human face, with very large intra-class variation is categorized as “person and individual” class; however, the target task is face recognition, in which, unique individual should be classified as one class, despite of pose, expression and illumination changes and occlusion. We notice that, for object recognition task such as the Caltech-101 dataset, which has more training samples and more similar content to ImageNet, compared to face datasets, CNNs outperform JP-LRDL; however, when the data are corrupted by simulated noise, their performance drop significantly. One may say, CNNs are not the best model for classification of small-sized datasets with large intra-class variation, especially when the base and target datasets are different in content. It has not escaped our notice that, there could be some deep networks that may have great classification performance for these datasets; but, finding the best architecture for these datasets is not a trivial task and the learning critically depends on expertise of parameter tuning and some ad hoc tricks.

VIII. Conclusion

In this paper, we proposed an object classification method for small-sized datasets, which have large intra-class variation. The proposed method simultaneously learns a robust projection and a discriminative dictionary in the low-dimensional space, by incorporating LR, structural incoherence and dual graph constraints. These constraints would enable us to handle different types of intra-class variability, arising from different lightings, viewpoint and pose changes, occlusion and corruptions, even when there are few training samples per class. In the proposed joint DR and DL framework, learning can be performed in the reduced dimensions with lower computational complexity. Besides, by promoting the discriminative ability of the learned projection and dictionary, the projected samples can better preserve the discriminative information in relatively low dimensions; hence, JP-LRDL has superior performance even with a few number of features. Experimental results on different benchmark datasets validated the superior performance of JP-LRDL on image classification.

| Dataset       | Extra Challenge | $n_i$ | AlexNet | VGGNet | JP-LRDL |
|---------------|-----------------|------|---------|--------|---------|
| Ext. YaleB    | —               | 20   | 43.20   | 60.54  | 94.61   |
| Ext. YaleB    | 20% corruption  | 20   | 27.41   | 41.31  | 88.01   |
| Ext. YaleB    | 60% corruption  | 20   | 16.40   | 23.65  | 54.31   |
| Ext. YaleB    | 20% occlusion   | 20   | 26.54   | 40.54  | 89.30   |
| Ext. YaleB    | 60% occlusion   | 20   | 14.51   | 22.54  | 64.42   |
| AR-Sunglasses | —               | 8    | 30.33   | 45.10  | 95.31   |
| AR-Sunglasses | 20% corruption  | 8    | 15.53   | 30.24  | 92.85   |
| AR-Scarf      | —               | 8    | 30.12   | 43.90  | 94.69   |
| AR-Scarf      | 20% corruption  | 8    | 13.04   | 27.02  | 92.00   |
| AR-Mixed      | —               | 9    | 30.17   | 43.33  | 95.12   |
| AR-Mixed      | 20% corruption  | 9    | 14.55   | 28.10  | 93.00   |
| LFWa          | —               | 10   | 40.31   | 57.22  | 79.87   |
| COIL-20       | —               | 10   | 65.70   | 70.76  | 92.10   |
| COIL-20       | 30% corruption  | 10   | 19.35   | 36.45  | 56.72   |
| COIL-20       | 30% occlusion   | 10   | 17.42   | 34.98  | 54.33   |
| Caltech-101   | —               | 30   | 81.15   | 89.10  | 79.87   |
| Caltech-101   | 20% corrosion   | 30   | 65.20   | 69.12  | 71.00   |
task especially when those few training samples are occluded, corrupted or captured under different lighting and viewpoint conditions.
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