ABSTRACT

Connectionist temporal classification (CTC)-based models are attractive because of their fast inference in automatic speech recognition (ASR). Language model (LM) integration approaches such as shallow fusion and rescoring can improve the recognition accuracy of CTC-based ASR by taking advantage of the knowledge in text corpora. However, they significantly slow down the inference of CTC. In this study, we propose to distill the knowledge of BERT for CTC-based ASR, extending our previous study for attention-based ASR. CTC-based ASR learns the knowledge of BERT during training and does not use BERT during testing, which maintains the fast inference of CTC. Different from attention-based models, CTC-based models make frame-level predictions, so they need to be aligned with token-level predictions of BERT for distillation. We propose to obtain alignments by calculating the most plausible alignment of BERT and CTC-based ASR. CTC-based ASR learns the knowledge of BERT during training and does not use BERT during testing, which maintains the fast inference of CTC. Different from attention-based models, CTC-based models make frame-level predictions, so they need to be aligned with token-level predictions of BERT for distillation. We propose to obtain alignments by calculating the most plausible CTC paths. Experimental evaluations on the Corpus of Spontaneous Japanese (CSJ) and TED-LIUM2 show that our method improves the performance of CTC-based ASR without the cost of inference speed.
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1. INTRODUCTION

End-to-end automatic speech recognition (ASR) that directly maps acoustic features into text sequences has shown remarkable results. There are some variants for its modeling: CTC-based models [1], attention-based sequence-to-sequence models [2, 3], and neural network transducers [4, 5]. Among them, CTC-based models have the advantage of lightweight and fast inference. They consist of an encoder followed by a compact linear layer only and can predict all tokens in parallel, which is called non-autoregressive generation. For these advantages, a lot of efforts have continuously been made to improve the ASR performance of CTC-based models [6, 7]. In terms of output unit, CTC-based models and transducers are categorized as frame-synchronous models that makes frame-level predictions, while attention-based models are categorized as label-synchronous models that makes token-level predictions.

End-to-end ASR models including CTC-based models are trained on paired speech and transcripts. On the other hand, much larger amount of text-only data is often available, and the most popular way to leverage it in end-to-end ASR is the integration of external language models (LMs). In n-best rescoring, n-best hypotheses obtained from an ASR model are re-scored by an LM, and then the hypothesis of the highest score is selected. In shallow fusion [8], the interpolated score of the ASR model and the LM is calculated at each ASR decoding step. These two LM integration approaches are simple and effective and therefore widely used in the CTC-based ASR. However, they degrade the fast inference, which is the most important advantage of CTC over other variants of end-to-end ASR.

Specifically, beam search [9] to obtain multiple hypotheses makes CTC lose its non-autoregressive nature. In addition to beam search, the inference of LM takes much time during testing.

Recently, knowledge distillation [10] -based LM integration has been proposed [11, 12, 13]. In this approach, an LM serves as a teacher model, and an attention-based ASR model serves as a student model. The knowledge of the LM is transferred to the ASR model during ASR training, and the LM is not required during testing. However, in the formulation of existing studies, the student ASR model has been limited to the attention-based model that makes token-level predictions. In this study, we propose an extension of this knowledge distillation to the frame-synchronous CTC-based models, so as to integrate the LM while maintaining fast inference of CTC. We use BERT [14] as a teacher LM that predicts each masked word on the basis of both its left and right context. We have shown that BERT outperforms conventionally-used unidirectional LMs that predicts each word on the basis of only its left context in distillation for attention-based ASR [12]. In addition, as recent successful CTC-based models mostly consist of a bidirectional encoder that looks at both left and right context, a bidirectional LM, BERT is suited for a teacher LM.

BERT and attention-based models give token-by-token predictions, while CTC-based models give frame-by-frame predictions. For distillation from BERT to attention-based ASR [11, 12, 13], it is obvious that the teacher BERT’s prediction for the i-th token becomes the soft target for the student attention-based model’s one for the i-th token. However, to distill the knowledge of BERT for CTC-based ASR, it is not trivial how to correspond the teacher BERT’s token-level predictions to the student CTC-model’s frame-level predictions. In this study, we propose to leverage forced alignment from the CTC forward-backward (or the Viterbi) algorithm [11] to solve the problem. During ASR training, the most plausible CTC path attributed to the label sequence is calculated to determine the correspondence between tokens and time frames. The proposed method improves the performance of CTC-based ASR, even with greedy decoding, without any additional inference steps related to BERT.

2. PRELIMINARIES AND RELATED WORK

2.1. End-to-end ASR

2.1.1. CTC-based ASR

Let \( X = (x_1, ..., x_T) \) denote the acoustic features in an utterance and \( y = (y_1, ..., y_T) \) denote the label sequence of tokens corresponding to \( X \). An encoder network that consists of RNN, Transformer, or Conformer [15] transforms \( X \) into higher-level representations of length \( T \). A CTC-based model predicts CTC path \( \pi = (\pi_1, ..., \pi_T) \) using the encoded representations. Let \( \mathcal{V} \) denote the vocabulary and \( \phi \) denote a blank token. Then, we define the probability of predicting \( v \in \mathcal{V} \cup \{\phi\} \) for the \( t \)-th time frame as

\[
P_{\text{CTC}}^{(t,v)} = p(v | X).
\]
The output sequence $y$ is obtained by $y = B(\pi)$, where the mapping $B$ removes blank tokens after removing repeated ones. The CTC loss function is defined over all possible paths that can be reduced to $y$:

$$L_{CTC} = - \log p(y | X) = - \sum_{\pi \in B^{-1}(y)} p(\pi | X).$$

### 2.1.2. Attention-based ASR

An attention-based ASR model consists of encoder and decoder networks. The decoder network predicts each token using the encoded representations and previously decoded tokens. We define the probability of predicting $v \in V$ for the $i$-th token as

$$P_{Att}^{(i,v)} = p(v | X, y_{(i)}).$$

The loss function is defined as the cross-entropy:

$$L_{Att} = - \sum_{i=1}^{L} \sum_{v \in V} \delta(v, y_i) \log P_{Att}^{(i,v)},$$

where $\delta(v, y_i)$ becomes 1 when $v = y_i$, and 0 otherwise.

### 2.2. BERT

BERT [14] that consists of Transformer encoders was originally proposed as a pre-training method for downstream NLP tasks such as question answering and language understanding. BERT is pre-trained on large text corpora for masked language modeling (MLM) objective, where some of the input tokens are masked and the original tokens are predicted given unmasked tokens. After this pre-training, BERT can serve as an LM that predicts each masked word given both its left and right context. BERT as an LM has been applied to ASR via knowledge distillation in [12, 13]. BERT has been reported to perform better than conventional LMs in ASR thanks to the use of the bidirectional nature.

### 2.3. Distilling the knowledge of BERT for attention-based ASR

We have proposed to apply BERT to attention-based ASR via knowledge distillation in [12]. BERT provides soft labels for attention-based ASR training to encourage more syntactically or semantically likely hypotheses. To generate better soft labels, context beyond the current utterance is used as input to BERT. We define BERT’s prediction of $v \in V$ for the $i$-th target as

$$P_{BERT}^{(i,v)}(y_{(i)}) = p(v | \{y_{(i)} ; y_{(i)}^{(pre)} \}),$$

where $y_{(i)}$ is obtained by masking the $i$-th token, that is, $y_{(i)} = (y_1, ..., y_{i-1}[\text{MASK}] y_{i+1}, ..., y_L)$. $y_{(i)}$ is concatenated with tokens from the preceding utterances $y_{(pre)}$ and tokens from the succeeding utterances $y_{(suc)}$ to make an input sequence of fixed length $[y_{(pre)} ; y_{(i)} ; y_{(suc)}]$.

The knowledge distillation (KD) loss function is formulated by minimizing KL divergence between $P_{Att}^{(i)}$ and $P_{BERT}^{(i)}$, which is equivalent to minimizing the cross-entropy between them as

$$L_{KD} = - \sum_{i=1}^{L} \sum_{v \in V} P_{BERT}^{(i,v)} \log P_{Att}^{(i,v)}.$$
Fig. 1. Illustration of our proposed method. The forced alignment path with forward-backward calculation determines which frames \( t \) correspond to each token \( i \). For \( i = 2 \) (\( y_2 \)), corresponding frames are \( t = 4 \) and \( t = 5 \), so the 4-th and 5-th CTC predictions \( p^{(4)}_{\text{CTC}} \) and \( p^{(5)}_{\text{CTC}} \) are used for the 2-nd soft label from BERT \( p^{(2)}_{\text{BERT}} \).

\[
p^{(2)}_{\text{BERT}} \text{, as illustrated in Fig. 1. The KD loss function is formulated as}
\]
\[
\mathcal{L}_{\text{KD}} = -\frac{1}{\sum_{i=1}^{L} |A(i)|} \sum_{i=1}^{L} \sum_{t \in A(i) \in V} p^{(i,v)}_{\text{BERT}} \log p^{(v)}_{\text{CTC}}. \tag{7}
\]

Finally, \( \mathcal{L}_{\text{KD}} \) is interpolated with \( \mathcal{L}_{\text{CTC}} \) from Eq. (2) as
\[
\mathcal{L} = (1 - \alpha) \mathcal{L}_{\text{CTC}} + \alpha \mathcal{L}_{\text{KD}}, \tag{8}
\]
where \( \alpha (0 \leq \alpha \leq 1) \) is a tunable hyperparameter.

The alignment is calculated at each training step on the fly. To mitigate the negative effects of unreliable alignments in early steps, the CTC-based model is pre-trained with Eq. (2). The soft labels from BERT can be pre-computed for all the training set. For memory efficiency, top-K distillation \( [27] \) is applied, where the top-K probabilities of BERT are normalized and smoothed by temperature parameter \( T \) to generate soft labels for distillation. In this study, \( K = 8 \) and \( T = 3.0 \) are used.

There is a clear advantage of our method over existing LM integration methods for CTC-based ASR such as n-best rescoring and shallow fusion. Our method introduces the knowledge of LM (BERT) during training, so it has no change in terms of inference time during testing. Rescoring and shallow fusion require LM modules during testing, which significantly increases the inference time. Our method benefits from LM just with greedy decoding without the runtime use of LM, whereas rescoring and shallow fusion requires time-consuming beam search decoding \( [9] \) with LM inference.

4. EXPERIMENTAL EVALUATIONS

4.1. Experimental conditions

We evaluated our method using the Corpus of Spontaneous Japanese (CSJ) \( [28] \) and the TED-LIUM2 corpus \( [29] \). CSJ has two corpora of oral presentations, CSJ-APS on academic and CSJ-SPS on general topics. In CSJ experiments, 240 hours of transcribed speech of CSJ-APS was used for training ASR. 7M-word transcripts of CSJ (both CSJ-APS and CSJ-SPS) and additional 56M-word text of the Balanced Corpus of Contemporary Written Japanese (BCCWJ) \( [30] \) were used for training LMs. The ASR model and LMs shared the same BPE vocabulary of 10872 entries. In TED-LIUM2 experiments, 207 hours of transcribed speech was used for training ASR, and 250M-word text in official LM data was used for training LMs. The BPE vocabulary has 1001 entries.

CTC-based ASR models consist of Transformer encoder with 12 layers, 256 hidden units, and 4 attention heads. Adam optimizer with Noam learning rate scheduling \( [3] \) of warmup\(_n\) = 25,000, \( k = 5 \) was used for training the ASR models. SpecAugment \( [31] \) was applied to acoustic features, and speed perturbation \( [32] \) was also applied in the TED-LIUM2 experiments. When applying knowledge distillation, CTC-based ASR was pre-trained for 50 epochs with Eq. (2) and then trained for 50 epochs with Eq. (6). For a fair comparison, baseline CTC-based ASR without knowledge distillation was pre-trained for 50 epochs and then further trained for 50 epochs.

We compared three types of LMs: BERT and Transformer LM (TLM) that consist of 6 layers, 512 hidden units, and 8 attention heads, and RNN LM that consists of 4-layer LSTM with 512 hidden units. Adam optimizer of the learning rate of \( 10^{-4} \) with learning rate warm up over the first 10% of total steps and linear decay was used for training LMs. During training, sequences of 256 tokens were fed into LMs, and 8% of tokens in a sequence were masked for BERT.

4.2. Experimental results

Table 1 shows the ASR results of our proposed method on CSJ. First of all, CTC-based ASR trained with our proposed knowledge distillation (KD) method \( (A2) \) outperformed a baseline without KD \( (A1) \) in terms of both word error rate (WER) and PPL. PPL denotes the pseudo perplexity \( [33] \) of BERT on the resulting hypotheses:

\[
PPL(y) = \frac{1}{|y|} \sum_{i=1}^{|y|} - \log p(y_i | y_{<i}). \tag{9}
\]

The improvement in both PPL and WER with our method suggests that the knowledge of BERT was indeed incorporated into CTC-based ASR and helped improve WER. \( \alpha \) in Eq. (8) was determined using the development set, and \( \alpha = 0.5 \) was found to achieve the best WER for the proposed method on CSJ. We also observed that increasing \( \alpha \) from 0.5 to 0.7 improved PPL (12.87 to 12.70) but degraded WER (9.05 to 9.12). We also trained CTC-based ASR with the recently proposed regularization method, InterCTC \( [6, 21] \). Further WER improvement was obtained by training CTC with the combination of InterCTC and our method \( (A2) \).

Here, we explored a few different KD strategies to find out if there is a better way. In \( (A3) \), only the leftmost indices of non-blank tokens in the most plausible path \( \hat{x} \) were used for alignment, while all indices were used in the proposed method. For example, \( \hat{x} = (y_1, \phi, \phi, y_2, \phi, \phi, y_3, \phi) \) corresponds to \( A(1) = \{1\} \), \( A(2) = \{4\} \), and \( A(3) = \{7\} \). In \( (A4) \), only the rightmost indices were used instead. In \( (A5) \), CTC-based ASR was trained with KD from scratch, while KD was applied after pre-training without KD in the proposed method. In \( (A6) \), soft labels from TLM were used in KD, that is, \( p^{(i,v)}_{\text{BERT}} \) in Eq. (7) was replaced with \( p^{(i,v)}_{\text{TLM}} \). In \( (A7) \), one-hot labels were used, that is, \( F^{(i,v)}_{\text{BERT}} \) in Eq. (7) was...
replaced with $\delta(v, y_1)$ that becomes 1 when $v = y_1$, and 0 otherwise. This does not use the knowledge of any LM but just encourages CTC’s predictions to be aligned with the most plausible path. Among them, our proposed way described in Section 3 performed the best, which demonstrates the effectiveness of our alignment pre-training, and the use of BERT.

Table 2 shows the results with other LM integration methods: rescoring and shallow fusion. Inference times relative to a plain CTC [A1] measured on CPU are shown in the table as “InferTime”. Overall, these methods improved WER more than our KD-based method [A2] but they increased inference time far more than the baseline [A1]. They took much time for beam search and LM inference. Note that RNNLM [C3, D3] can carry over states so it is faster than TLM [C4, D4] in shallow fusion and that TLM [C5, D5] scores a hypothesis in a single step so is faster than BERT [C6, D6] in rescoring [I7]. On the other hand, our method did not affect inference time, and WER improvement was obtained with greedy decoding. Our method also improved the oracle WER [D7] and combinations of our method and rescoring or shallow fusion [D3–D6] further improved WER compared to rescoring or shallow fusion alone [C3–C6].

Table 2. Comparison and combinations with rescoring (Resc) and shallow fusion (SF). “BS” means beam search without LM, and $n$ denotes beam width. $k$ denotes the number of hypotheses to rescore.

Table 3 summarizes ASR results on TED-LIUM2, and it shows that our proposed KD with BERT improved WER and PPL of CTC-based ASR as well. Fig. 2 shows a decoding example for an utterance from TED-LIUM2. The box at the top of the figure shows decoded hypotheses from two CTC-based models, (a) one trained without KD and (b) the other trained with our method. While “feed ourselves” was erroneously recognized as “we our cell” without KD, it was correctly recognized with KD. The lower part of the figure shows the top-5 frame-level predictions from the two models for the utterance. We see that the probabilities of semantically plausible subwords “ed” and “selves” become higher with KD, leading to correct recognition. It is also interesting to see that semantically plausible subwords such as “why” (t = 40) and “kids” (t = 56) appear in the top-5 predictions with KD, which indicates the model considers the relationship between tokens in the context much more than the baseline.

5. CONCLUSIONS

In this study, we have proposed knowledge distillation-based BERT integration for CTC-based ASR. For knowledge distillation, BERT provides token-level soft labels, while CTC-based ASR makes frame-level predictions. We obtained this alignment between them by calculating the most plausible CTC paths. Our method does not add any computational costs during testing, which maintains the fast inference of CTC. We demonstrated that our method improved the performance of CTC-based ASR on CSJ and TED-LIUM2 by exploiting the knowledge of BERT. For future work, we will investigate applying BERT to neural network transducers [4,5] that are frame-synchronous models and have an autoregressive nature.
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