Efficient diagrammatic computation method for higher order correlation functions of local type primordial curvature perturbations
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We present a new efficient method for computing the non-linearity parameters of the higher order correlation functions of local type curvature perturbations in inflation models having a $N$-component scalar field, focusing on the non-Gaussianity generated during the evolution on super-horizon scales. In contrast to the naive expectation that the number of operations necessary to compute the $n$-point functions is proportional to $N^n$, it grows only linearly in $N$ in our formalism. Hence, our formalism is particularly powerful for the inflation models composed of a multi-component scalar field, including the models in which the slow-roll conditions are violated after the horizon crossing time. Explicit formulas obtained by applying our method are provided for $n = 2, 3, 4$ and $5$, which correspond to power-, bi-, tri- and quad-spectra, respectively. We also discuss how many parameters we need to parameterize the amplitude and the shape of the higher order correlation functions of local type.

PACS numbers:

I. INTRODUCTION

Current observations of the cosmic microwave background (CMB) anisotropies indicate that primordial curvature perturbations are almost Gaussian [1]. In general, if the perturbations are purely Gaussian, the statistical properties of the perturbations can be completely described by the two-point correlation function (=power spectrum). On the other hand, if the perturbations deviate from the Gaussian distribution, the non-Gaussianity affects the higher order correlation functions, or higher order spectra. Currently, the non-Gaussianity is attracting attention as a powerful probe to discriminate various inflation models [2 3]. In particular, there are a large number of studies on the three-point correlation function (=bi-spectrum). However, the four-point correlation function (=tri-spectrum) can also be constrained by future accurate measurements [4 5 6 7]. Using the analysis of both the bi-spectrum and the tri-spectrum in the future experiments, it is expected that we can extract more information about the mechanism of generating the primordial curvature perturbations. Hence, it is important to obtain useful formulas for the higher order correlation functions of primordial curvature perturbations.

Roughly speaking, the leading order of the connected part of $n$-point function is $O(P^{n-1})$, where $P \sim 10^{-10}$ is the amplitude of the power spectrum. Hence, it is naively expected to be difficult to measure higher order correlation functions. However, when the non-Gaussianity is large, this estimate $O(P^{n-1})$ will be replaced with $O(f_{NL}^{n-2}P^{n-1})$ or even larger. Here, $f_{NL}$ is a non-linearity parameter given in Refs. [2 3]:

$$\zeta = \zeta_G + \frac{3}{5} f_{NL} \zeta_G^2 \; , \tag{I.1}$$

where $\zeta$ is the curvature perturbation on uniform energy density hypersurface and $\zeta_G$ is the linear Gaussian part. Notice that observationally $f_{NL}$ can be as large as $O(100)$. This possible enhancement slightly improves the detectability of the higher order correlation functions. Furthermore, the number of argument wavenumbers of the $n$-point function is $n - 1$. When the CMB temperature anisotropies, $C_\ell$, are measurable up to $\ell = \ell_{\text{max}}$, the number of independent wavenumbers which we can measure will be roughly estimated as $\ell_{\text{max}}^2$. Hence, the number of different combinations of argument wavenumbers increases as $\ell_{\text{max}}^{2(n-1)}$. This large number enhances the effective amplitude of $n$-point function to $O(f_{NL}^{n-1}(f_{NL}\ell_{\text{max}}P)^{n-1})$, while the amplitude of Gaussian noise is $O(P^{n/2})$. The detectability of the $n$-point function
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is basically determined by the ratio of these two numbers, \( O \left( \frac{1}{f_{NL} P^{-1/2}(f_{NL} \ell_{\text{max}} \sqrt{\mathcal{F}})^{n-1}} \right) \). Hence, if \( f_{NL} \ell_{\text{max}} \sqrt{\mathcal{F}} \) exceeds unity, all the higher order correlation functions are in principle measurable. For the Planck satellite [8], it is expected that \( \ell_{\text{max}} \sim O(2000) \). Hence, naively, if \( f_{NL} \) would be as large as \( O(50) \), \( f_{NL} \ell_{\text{max}} \sqrt{\mathcal{F}} \) can exceed unity. This fact strongly motivates a systematic derivation of the formulas for higher order correlation functions.

In this paper, we present a new method to calculate general \( n \)-point functions of local type primordial curvature perturbations. This new method is much more efficient than the straightforward calculations, especially when applied to the models with many components of inflaton field, including the models in which the slow-roll conditions are violated after the horizon crossing time. This method is based on the diagrammatic approach given in Ref. [9] as well as on our previous work [10, 11], in which the formulation for the bi-spectrum was developed. As for the parameterization of the higher order spectra, it is well known that the bi-spectrum can be parameterized by a single parameter, so-called non-linearity parameter, \( f_{NL} \), while the tri-spectrum is parameterized by two parameters \( \tau_{NL} \) and \( g_{NL} \) due to the existence of two distinct terms that exhibit a different wavenumber dependence. That is, the number of parameters necessary to describe the higher order correlation functions is equal to the number of independent terms which have a different wavenumber dependence. Based on the diagrammatic method, we also show that one can easily count how many parameters we need to parameterize the amplitude and the shape of higher order spectra of local type.

This paper is organized as follows. In section II we briefly review the \( \delta N \) formalism [13, 14, 15, 16, 17], which is the foundation of our present analysis. We also discuss how many parameters we need to parameterize the higher order correlation functions. In section III we present our diagrammatic method for the computation of \( n \)-point correlation functions of primordial curvature perturbations. As an application of our method, in the succeeding section IV we give concise formulas for the power-, bi-, tri- and quad-spectra of the primordial curvature perturbations generated in multi-component inflation models. Section V is devoted to discussion and conclusion.

II. LOCAL TYPE PRIMORDIAL CURVATURE PERTURBATIONS AND THEIR PARAMETERIZATION

We focus on the non-Gaussianity generated during the evolution on super-horizon scales in multi-scalar inflation. We start with a brief review of the \( \delta N \) formalism. Using the \( \delta N \) formalism, we present a diagrammatic representation for general \( n \)-point functions of local type primordial curvature perturbations, and show how they are parameterized.

A. Background equations

We consider a \( N \)-component scalar field whose action is given by

\[
S = - \int d^4x \sqrt{-g} \left[ \frac{1}{2} h_{IJ} g^{\mu\nu} \partial_I \phi^J \partial_{\nu} \phi^I + V(\phi) \right] , \tag{II.1}
\]

where \( g_{\mu\nu} \) is the spacetime metric and \( h_{IJ} \) is the metric on the scalar field space. In this paper we restrict our discussion to the flat field space metric \( h_{IJ} = \delta_{IJ} \) to avoid inessential complexities due to non-flat field space metric, though the generalization is straightforward [11].

We define \( \varphi_i^I (i = 1, 2) \) as

\[
\varphi_1^I \equiv \phi^I , \quad \varphi_2^I \equiv \dot{\phi}^I , \tag{II.2}
\]

where a dot “” represents differentiation with respect to the cosmological time.

For brevity, hereinafter, we use Latin indices at the beginning of Latin alphabet, \( a, b \) or \( c \), instead of the double indices, i.e., \( X^a = X^I_I \). Then, the background equation of motion for \( \varphi^a \) is

\[
\frac{d}{dN} \varphi^a = F^a(\varphi) , \tag{II.3}
\]

\(^1\) Here, we take different definition for \( \varphi_2^I \) from that introduced in our previous papers [10, 11], which was defined as \( \varphi_2^I \equiv d\phi^I/dN \). Based on previous definition, specific expressions for \( P^a_b \) or \( \mathcal{Q}^a(\ell)_{b_1 b_2 \cdots b_{\ell-1}} \) defined as Eq. (III.3) in the later Sec. III A include the terms which diverge when \( V = 0 \), which is not a suitable formulation for the numerical calculations. If we define \( \varphi_2^I \) as in Eq. (II.2), there are no divergences of \( P^a_b \) or \( \mathcal{Q}^a(\ell)_{b_1 b_2 \cdots b_{\ell-1}} \) at the time when \( V = 0 \).
where $N$ is the $e$-folding number and $F^a(= F^I_a)$ is given by

$$F^I_1 = \frac{\varphi^I_1}{H}, \quad F^I_2 = -3 \varphi^2 - \frac{V^I}{H},$$

with $V^I = \delta^I_J (\partial V / \partial \phi^J)$. The homogeneous background Friedmann equation is given by

$$H^2 = \frac{1}{3} \left( \frac{1}{2} \varphi^I_2 \varphi^I_2 + V \right),$$

with $\varphi^I_2 = \delta^I_J \varphi^J_2$.

In the $\delta N$ formalism [13, 14, 15, 16, 17], the difference in $e$-folding number between two adjacent background solutions describes the evolution of $\zeta$, curvature perturbations, on super-horizon scales. The solution of the background inflationary dynamics dominated by a $N$-component scalar field is labelled by $2N-1$ integration constants $\lambda^a$, besides the trivial time translation $\delta N$. Let us define $\delta \varphi^a$ as the perturbation,

$$\delta \varphi^a(\lambda; N) \equiv \varphi^a(\lambda + \delta \lambda; N) - \varphi^a(\lambda; N),$$

where $\lambda$ is abbreviation of $\lambda^a$ and $\delta \lambda^a$ is a small quantity of $O(\delta)$.

$2N$ parameters $\{N, \lambda^a\}$ parameterize the initial values of fields. There is an arbitrariness in choosing the integral constants, i.e. a different choice of integration constants $\lambda^a \equiv f^a(\lambda)$ is equally good. Here we leave the choice of $\lambda^a$ unspecified since all the discussion in the paper is not affected by the choice.

$\delta \varphi^a(N)$ defined by Eq. (II.6) represent perturbations of the scalar field on the $N =$ constant gauge [13]. In this case, $\zeta$ at each point in space depends on the fluctuations of the scalar field at the same spatial point, and is given by

$$\zeta(N_F, \vec{x}) = \sum \frac{1}{n!} N^*_{a_1 a_2 \ldots a_n} \delta \varphi^{a_1}(\vec{x}) \delta \varphi^{a_2}(\vec{x}) \cdots \delta \varphi^{a_n}(\vec{x}),$$

$$N^*_{a_1 a_2 \ldots a_n} \equiv \frac{\partial^n N(N_F, \{\varphi^a\})}{\partial \varphi^{a_1} \partial \varphi^{a_2} \cdots \partial \varphi^{a_n}} \bigg|_{\varphi^a = \varphi^a(N_*)}.$$

Here, the values of scalar fields on the initial flat hypersurface, $\{\varphi^a\}$, differ from place to place and characterize the initial perturbation. Since the $e$-folding number between the initial flat hypersurface and the final uniform energy density hypersurface depends on $\{\varphi^a\}$, as its argument we have used $\{\varphi^a\}$ instead of the initial time $N = N_*$. We have decomposed the scalar field as $\varphi^a = \varphi^a + \delta \varphi^a$ and Taylor expanded $\zeta$ in terms of $\delta \varphi^a = O(\delta)$. The suffix $*$ represents the value evaluated at a certain time $N_*$ which is shortly after the horizon crossing time. The final hypersurface at $N = N_F$ is chosen to be an uniform energy density surface. As is well known, $\zeta(N_F)$ is independent of the choice of $N_F$ as long as $N_F > N_c$, where $N_c$ is a certain time after the background trajectories have completely converged. According to the $\delta N$ formalism, the expansion coefficients $N^*_{a_1 a_2 \ldots a_n}$ are simply given by the derivatives of $N(N_F, \{\varphi^a\})$, where $N(N_F, \{\varphi^a\})$ is the $e$-folding number spent during the evolution of the homogeneous universe, in phase space, from the initial point $\{\varphi^a\}$ to the final uniform energy density surface.

### B. Parameterization of the $n$-point functions

Let us begin with the two-point function. At the leading order in $\delta$, the two-point function of $\zeta$ can be written as

$$\langle \zeta_k \zeta_{k'} \rangle_c \equiv P_c(k_1) \delta^{(3)}(k_1 + k_2)$$

$$= N_a N_b A^{ab}(\vec{k}) \delta^{(3)}(\vec{k_1} + \vec{k_2}),$$

(II.8)

where $\langle \cdots \rangle_c$ means the expectation value of the connected part of $\cdots$, and we have abbreviated the suffix $\ast$. Here we have introduced the covariance matrix $A^{ab}(\vec{k})$ defined by $A^{ab}(\vec{k}) \delta^{(3)}(\vec{k} + \vec{k}') \equiv \langle \delta \varphi^a \delta \varphi^b \rangle_c$. 
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2 In Refs. [8, 18], the authors have also considered the one-loop corrections which are the higher order in $\delta$. In this paper we consider the only tree-level spectrum and neglect the one-loop corrections.
We assume that all the relevant components of the scalar field satisfy the slow-roll conditions at least until $N = N\star$, in which our formalism works quite efficiently. Otherwise, correlation functions can not be parameterized by a small number of parameters. In this case, $\{\delta \varphi^2\}$ is approximated by a set of Gaussian random variables with the scale invariant spectrum $^3$, and $A^{ab}$ is given by $A^{ab} = A^{ab} P(k)$ with

$$\begin{align*}
A_{11}^{I} & = \delta_{IJ}, \\
A_{12}^{I} & = A_{21}^{I} = A_{22}^{I} = 0, \\
P(k) & = \frac{2\pi^2}{k^3} \left( \frac{H_*}{2\pi} \right)^2.
\end{align*}$$

(II.9)

Strictly speaking, even in the slow-roll inflation, $\delta \varphi^2$ deviates from pure Gaussian perturbation due to the effect of interaction. However, the non-Gaussianity of $\zeta$ caused by this deviation is suppressed by the slow-roll parameters, which is an undetectable level in the future experiments $^{13, 20, 21, 22}$. Hence, we neglect the non-Gaussianity of $\delta \varphi_I^2$ here. $^4$ In a similar fashion, the three-point correlation function at the leading order is given as $^{17}$

$$\langle \zeta_{\vec{k}_1} \zeta_{\vec{k}_2} \zeta_{\vec{k}_3} \rangle_c = \frac{N^a N^b N_{ab}}{(N_c N_e)^2} (P_\zeta(k_1)P_\zeta(k_2) + 2 \text{ perms.}) \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3),$$

(II.10)

where $N^a \equiv A^{ab} N_b$. In deriving this equation, we have used $\langle \delta \varphi_{\vec{k}_1}^a \delta \varphi_{\vec{k}_2}^b \delta \varphi_{\vec{k}_3}^c \rangle_c = 0$. From this equation, we find that $\langle \zeta_{\vec{k}_1} \zeta_{\vec{k}_2} \zeta_{\vec{k}_3} \rangle_c$ is $O(\delta^4)$. Since the wavenumber dependence of the bi-spectrum is completely given by the products of the power spectrum, the bi-spectrum is characterized by a single parameter $N^a N^b N_{ab}/(N_c N_e)^2$, which controls the overall amplitude. Following literatures, we redefine the non-linearity parameter $f_{NL}$ given in the introduction as $^{17}$

$$f_{NL} = \frac{5 N^a N^b N_{ab}}{6 (N_c N_e)^2}.$$  

(II.11)

If only one field contributes to the curvature perturbation, $f_{NL}$ defined by Eq. (II.11) is equivalent to Eq. (I.1). While Eq. (I.1) is valid only when the single field dominates the curvature perturbation, Eq. (II.11) can be applied to larger classes of inflation models where the curvature perturbations are sourced by multiple fields.

We can also write down the leading order four-point correlation function (the tri-spectrum) as $^{12, 17}$

$$\begin{align*}
\langle \zeta_{\vec{k}_1} \zeta_{\vec{k}_2} \zeta_{\vec{k}_3} \zeta_{\vec{k}_4} \rangle_c = & \left[ \frac{N^a N_{ab} N^b N_c}{(N_d N^d)^3} \left( P_\zeta(k_1) P_\zeta(k_2) P_\zeta(k_3) + 11 \text{ perms.} \right) + \frac{N^a N^b N^c N_{abc}}{(N_d N^d)^3} \left( P_\zeta(k_1) P_\zeta(k_2) P_\zeta(k_3) + 3 \text{ perms.} \right) \right] \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3 + \vec{k}_4),
\end{align*}$$

(II.12)

where $k_{ij} \equiv |\vec{k}_i - \vec{k}_j|$ and $N^{ab} \equiv A^{ac} A^{bd} N_{cd}$. We see that the four-point function is $O(\delta^6)$. Unlike the bi-spectrum, the tri-spectrum has two distinct terms that exhibit different wavenumber dependence. As a consequence, we need two parameters to specify the tri-spectrum. Following Ref. $^{12}$, we use the non-linearity parameters $\tau_{NL}$ and $g_{NL}$ defined by

$$\tau_{NL} = \frac{N^a N_{ab} N^b N_c}{(N_d N^d)^3}, \quad g_{NL} = \frac{25 N^a N^b N^c N_{abc}}{54 (N_d N^d)^3}.$$  

(II.13)

We can further proceed to higher order correlation functions. The main issue that we address in the rest of this section is how many parameters are necessary to parameterize the local type $n$-point function. Of course, we can count the number of such parameters by directly calculating the $n$-point function from Eq. (II.7) as in the case of the bi-spectrum or the tri-spectrum. Although in principle there are no difficulties in such a direct counting, the actual computation becomes exponentially more cumbersome as we proceed to higher order. Here, instead of resorting to the direct computation, we use a diagrammatic method $^{4}$.
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$^3$ As is well known, the deviation from the scale invariant spectrum can be given by the slow-roll parameters at the horizon crossing time of the corresponding scale, and $A_{11}^{I}, A_{12}^{I}$ and $A_{22}^{I}$ are also suppressed by the same slow-roll parameters. Since we know that the deviation from the scale invariance is observationally small, it is natural to assume that the slow-roll conditions are well satisfied at around the horizon crossing time. Therefore, for simplicity, we evaluated $A^{ab}$ at the horizon crossing time in the limit of vanishing slow-roll parameters.

$^4$ Note that in the slow-roll inflation the non-Gaussianity of $\delta \varphi_i^2$ dominates the trispectrum of $\zeta$. But it is too small to be detectable in the future experiments $^{13, 20, 21, 22}$. 
The leading order of the $n$-point function consists of terms of $O(\delta^{2n-2})$, which are given by products of $(n - 1)$ power spectra. According to the diagrammatic method, each of these leading terms has a corresponding connected diagram that consists of $n$ vertices and $(n - 1)$ lines connecting two vertices. Such a connected diagram should have a tree structure. Namely, there is always a unique path that connects any pair of vertices in the diagram. We refer to such diagrams as reduced tree diagrams, to distinguish them from the (full) tree diagrams that will be introduced later.

The rules of the reconstruction of the leading term that constitutes the $n$-point function from a given reduced tree diagram are as follows [9]. First, we assign a different wavenumber $\vec{k}_i(1 \leq i \leq n)$ to each vertex $\bullet$ of the diagram, where $\vec{k}_1, \vec{k}_2, \ldots, \vec{k}_n$ are the arguments of the $n$-point function with the constraint $\vec{k}_1 + \vec{k}_2 + \cdots + \vec{k}_n = 0$. Next we assign a wavenumber to each line in the diagram, too. In general, removing a line from the diagram yields two respectively connected sub-diagrams. Then, one assign to the removed line the sum of the vectors associated with all vertices in one of the two sub-diagrams. We do not care which of two sub-diagrams we choose since only the length of the assigned waved number is used in the following discussion. An example of the assignment of the wavenumber is given in Fig. 1.

![FIG. 1: This figure shows the reduced tree diagram corresponding to one of the leading terms which constitute the $n$-point function whose arguments are $\vec{k}_1, \vec{k}_2, \ldots, \vec{k}_n$. The assignment of wavenumbers to the vertices and lines is illustrated.](image)

After associating the wavenumbers with all lines, now we can assign the corresponding factors to the vertices and the lines. As for the vertex with $p$ lines attached, assign the factor $N_{a_1a_2\cdots a_p}$ to it. As for the lines, assign $A^{ab}P$, where the argument of the power spectrum $P$ is set to the length of the wavenumber associated with each line. By multiplying all these factors assigned to vertices and lines, and summing up all independent diagrams which are not mutually isomorphic, we obtain a function of $n$ wavenumbers, which constitutes the $n$-point function. The indices in $N_{a_1a_2\cdots a_p}$ assigned to each vertex are contracted with the indices of $p$ neighboring lines. Contraction is performed between lower and upper indices as usual.

Here, we did not associate a factor $1/p!$ with the vertex $N_{a_1a_2\cdots a_p}$ from the beginning for the following reason. A vertex with $p$ lines attached has $p$ lower indices to be contracted with the upper indices in $A^{ab}P$ associated with the $p$ attached lines. These $p$ lines are all to be distinguished because they are all labelled with different wavenumbers. Therefore there are $p!$ ways of contraction between two sets of $p$ indices. If we do not distinguish which indices are contracted, the factor $1/p!$ associated with the vertex is canceled.

Finally, by taking the sum over all the possible reduced tree diagrams, we obtain the $n$-point function. As an illustration, we show the diagrams for $n = 3$ and 4 in Figs. 2 and 3 respectively.

It is not a trivial matter whether the functions constructed from two reduced tree diagrams that are not isomorphic to each other always yield a different functional dependence on the wavenumbers. As we explained in the appendix A, if the two reduced tree diagrams with $n$ vertices are not mutually isomorphic, the corresponding functions of $n$ wavenumbers are always different [23]. Therefore, the number of parameters necessary to determine the $n$-point function of $\zeta$ is equal to the number of independent reduced tree diagrams with $n$ vertices. As an illustration, we show in Table 1 the number of free parameters and the corresponding diagrams for $n = 3, 4, 5$ and 6.

A similar diagrammatic approach for the higher order correlation functions has been developed in the context of galaxy correlation or large scale structure. In Ref. [24], the author has given a numeration of the number of independent tree diagrams for general $n$, using the generating functions based on the combinatorial analysis [25]. Applying this method to our discussion about the higher order correlation functions of the primordial curvature
FIG. 2: This diagram represents the leading term of the bi-spectrum of primordial curvature perturbations.

FIG. 3: These diagrams represent the leading order terms of the tri-spectrum. These two distinct diagrams show different wavenumber dependence. Hence, two parameters are needed to describe the tri-spectrum.

perturbations, we can find the number of independent reduced tree diagrams for general $n$, which corresponds to the number of free parameters for general $n$-point functions.

### III. A NEW METHOD TO COMPUTE $n$-POINT FUNCTIONS

In this section, we will provide an efficient method to compute the non-linearity parameters to characterize the $n$-point correlation functions.

#### A. tree-shaped diagrams

We start with the fact that $\zeta(F)$ is independent of the choice of the time of the initial flat hypersurface $N_\ast$. By choosing $N_\ast$ to be identical to $N_F$ in (II.7), we obtain [16]

$$
\zeta(N_F) = \sum \frac{1}{n!} N_{a_1 a_2 \ldots a_n}^F \delta \varphi_{F}^{a_1} \delta \varphi_{F}^{a_2} \cdots \delta \varphi_{F}^{a_n},
$$

(III.1)

where $\delta \varphi_{F}^{a} = \delta \varphi^{a}(N_F)$ are field perturbations evaluated on the flat slice at $N = N_F$. As we have mentioned in the previous section, $\zeta(N_F)$ represents the curvature perturbation on the uniform energy density slice at $N = N_F$. Hence the above equation (III.1) means that the curvature perturbation $\zeta(N_F)$ is simply caused by a time shift between the flat slice and the uniform energy density slice at the final time $N = N_F$. Hence, as shown in the appendix [B], $N_{a_1 a_2 \ldots a_n}^F$ can be written only by local quantities at $N = N_F$. $N_{a_1 a_2 \ldots a_n}^F$ are therefore obtained immediately, once we specify $\varphi_F^a$. 


What we need to evaluate is \( \{ \delta \varphi^a \} \) as functions of \( \{ \delta \varphi^a \} \). The evolution equations for \( \delta \varphi^a \), which can be obtained by perturbing the background equation (II.3), are given by

\[
\frac{d}{dN} \delta \varphi^a(N) = P^a_b \delta \varphi^b(N) + \frac{1}{2} Q^a_{(3)b} \delta \varphi^b(N) \delta \varphi^c(N) + \cdots + \frac{1}{(\ell - 1)!} Q^n_{(\ell)b_1 b_2 \cdots b_{\ell-1}} \delta \varphi^{b_1}(N) \delta \varphi^{b_2}(N) \cdots \delta \varphi^{b_{\ell-1}}(N) + \cdots ,
\]

where \( P^a_b \) and \( Q^a_{(\ell)b_1 b_2 \cdots b_{\ell-1}} \) are, respectively, defined by

\[
P^a_b \equiv \left. \frac{\partial F^a}{\partial \varphi^b} \right|_{\varphi = \varphi_0(N)} , \quad Q^a_{(\ell)b_1 b_2 \cdots b_{\ell-1}}(N) \equiv \left. \frac{\partial^{\ell-1} F^a}{\partial \varphi^{b_1} \partial \varphi^{b_2} \cdots \partial \varphi^{b_{\ell-1}}} \right|_{\varphi = \varphi(N)} .
\]

For the purpose of the evaluation of the \( n \)-point function, it is enough to truncate the expansion on the right hand side in Eq. (III.2) at \((n - 1)\)-th order. By solving the above equations from \( N = N_* \) to \( N_F \) with initial conditions \( \delta \varphi^a(N_*) = \delta \varphi^a_* \), we obtain \( \delta \varphi^a_F \) expressed in terms of \( \{ \delta \varphi^a_* \} \). Due to the non-linear evolution after the horizon crossing, the distribution of \( \{ \delta \varphi^a_F \} \) is in general non-Gaussian even if that of \( \{ \delta \varphi^a_* \} \) is Gaussian.

If we solve the equations (III.2) iteratively, we can express formally \( \delta \varphi^a_F \) as a Taylor expansion in terms of \( \{ \delta \varphi^a_* \} \). Let us denote the \( m \)-th order terms in the iterative expansion by \( \delta \varphi^{(m)}_F \). Then \( \delta \varphi^{(m)}_F \) can be written as \( \delta \varphi^{(m)}_F = \sum_{n=1}^{n=1} \delta \varphi^{(m)}_* \) where we truncate the expansion at the \((n - 1)\)-th order because higher order terms are irrelevant to the \( n \)-point function. By definition, \( \delta \varphi^{(m)}_* \) contains \( m \) Gaussian random variables, \( \{ \delta \varphi^a_* \} \). Namely, there is a factor \( \delta \varphi^{a_1}_* \cdots \delta \varphi^{a_m}_* \) in \( \delta \varphi^{(m)}_F \). The indices in this factor are to be contracted with the interaction vertices \( Q^a_{(\ell)b_1 b_2 \cdots b_{\ell-1}} \) or the Green function \( \Lambda^a_{b} \), which obeys

\[
\frac{d}{dN} \Lambda^a_{b}(N, N') = P^a_c(N) \Lambda^c_{b}(N, N') , \quad \frac{d}{dN} \Lambda^a_{b}(N, N') = - \Lambda^a_{c}(N, N') P^a_{c}(N') .
\]

Here again an upper index is contracted with a lower index, as usual. All the possible ways of contraction contribute to \( \delta \varphi^{(m)}_F \).

We can associate a diagram as presented in Fig. 4 with each way of contraction. Hereinafter, we refer to such a diagram as a tree-shaped diagram, to distinguish it from the reduced tree diagram introduced earlier and from what is simply called a tree diagram which will be introduced later. A tree-shaped diagram is drawn obeying the following simple rules. We start with a solid circle • and attach a line downward to it. We attach an interaction vertex \( \otimes \) to

| \( n \) | number of free parameters | corresponding reduced tree diagrams |
|---|---|---|
| 3 | \( f_{NL} \) | \( f_{NL} \) |
| 4 | \( g_{NL}, \tau_{NL} \) | \( g_{NL} \) \( \tau_{NL} \) |
| 5 | 3 | \( \times \times \times \) |
| 6 | 6 | \( \times \times \times \) |

TABLE I: This table shows the number of free parameters and the corresponding reduced tree diagrams for \( n \)-point correlation functions with \( n = 3, 4, 5, 6 \).
the other end of this line. From the vertex, several lines extend downward and they end with another interaction vertex ⊗ or a half open circle. This process is repeated until all the end points are terminated by a half open circle. The total number of half open circles should be \( m \).

The solid circle ⭕ corresponds to \( N^F_a \), and hence we assign the time \( N = N_F \) to it. A half open circle corresponds to the initial Gaussian variables \( \delta \varphi^a \), and hence the time \( N = N_a \) is assigned to it. An interaction vertex ⊗ corresponds to the factor \( Q_{(t)b}^{a(b)}(N) \), where \( N (N_a \leq N \leq N_F) \) is the time assigned to this vertex and \( t (3 \leq t \leq m) \) is the number of attached lines. Here, we did not associate a factor \( 1/(t - 1)! \) with \( Q_{(t)b}^{a(b)}(N) \). The reason is the same as before in the case of \( N_{a_1a_2...a_p} \) discussed in Sec. II B. Here, the half open circles are all supposed to be labelled, i.e. distinguishable. In this case dropping the factor \( 1/(t - 1)! \) is exactly compensated by not distinguishing the order of lines attached to the same interaction vertex.

In this diagram the time flows from the bottom to the top as is indicated in Fig. 4. Finally, to each line segment, we assign the Green function (propagator) \( \Lambda^a_{(t)}(N, N') \), where \( N' (0 < N' \leq N) \) is the time coordinates assigned to the upper and lower ends of the line, respectively. Contracting upper and lower indices between the adjacent objects (the solid circle, interaction vertices, half open circles and lines) and integrating over all the time coordinates assigned to the interaction vertices in the whole range of their possible variation, we obtain a quantity which constitutes \( N^F_a \delta \varphi^F_a \).

Collecting all terms corresponding to different diagrams yields total \( N^F_a \delta \varphi^F_a \).

**B. \( n \)-point correlation functions**

Instead of \( \zeta(N_F) \), we first compute \( n \)-point functions of \( \zeta_F^{(\text{lin})} \) defined by

\[
\zeta_F^{(\text{lin})} = N^F_a \delta \varphi^F_a, \tag{III.6}
\]

which is the linear truncation of the Taylor expansion of \( \zeta(N_F) \) in terms of \( \delta \varphi^F_a \). The \( n \)-point function of \( \zeta_F^{(\text{lin})} \) is given by the sum of all the possible connected tree diagrams obtained by contracting all the half open circles \( \{ \delta \varphi^a \} \) in pair from a product of \( n \) tree-shaped diagrams. (See Fig. 6) Contraction between the half open circles within the same tree-shaped diagram can be neglected because it produces a loop. For the same reason, there is not more than one contraction between any pair of tree-shaped diagrams. Let us represent this contraction between a pair of half open circles, by a full open circle ⭗, to which \( A^{ab} \) defined in Eq. (III.9) is assigned. We refer to the diagram obtained by this contraction simply as a tree diagram. The leading terms of the \( n \)-point function of \( \zeta_F^{(\text{lin})} \) are \( \mathcal{O}(\delta^{2(n-1)}) \), and hence the tree diagram should have \((n - 1)\) open circles ⭗. As any pair of tree-shaped diagrams does not have more than one contraction between them, all the half open circles belonging to a single tree-shaped diagram are contracted with different tree-shaped diagrams. Since all the tree-shaped diagrams are labelled with a different wavenumber \( \vec{k}_i \), the assumption that all the half open circles are distinguishable holds. This contraction process does not produce any further statistical weight, and hence all the tree diagrams have the same weight of unity.
In addition to the linear term $\zeta_{(\text{lin})}^{\alpha}(N_F)$, $\zeta(N_F)$ contains terms non-linear in $\delta \varphi_k^\alpha$, which also contribute to the $n$-point functions of $\zeta(N_F)$. There is one-to-one correspondence between the non-linear terms in $\zeta(N_F)$ and the interaction vertex $\otimes$ that is directly connected to $\bullet$ by a line without any intervening vertices $\circ$ or $\otimes$. Hence, we can take into account this non-linear contribution simply by replacing the interaction vertices directly connected to $\bullet$ as

$$N_a^F \Lambda^\alpha_c(N_F, N) Q^b_{(\ell)} b_1 \cdots b_{\ell-1} (N) \rightarrow N_a^F \Lambda^\alpha_c(N_F, N) \hat{Q}^b_{(\ell)} b_1 \cdots b_{\ell-1} (N) = N_a^F \Lambda^\alpha_c(N_F, N) Q^b_{(\ell)} b_1 \cdots b_{\ell-1} (N) + \sum_{b_1 \cdots b_{\ell-1}} \delta (N - (N_F - \varepsilon)), \quad (\text{III.7})$$

where $\varepsilon$ is an infinitesimally small number. By this prescription, we can obtain the non-linearity parameters only from the tree diagrams.

Now we are ready to show that our method to evaluate the $n$-point functions can be reduced to the problem of solving the ordinary differential equations for vector variables that have only a single index $a$ ($1 \leq a \leq 2N$), which is the main result of this paper. Let us consider one tree diagram which constitutes the $n$-point function. We focus on one of sub-diagrams obtained by removing one vertex $\otimes$ or $\circ$ from a tree diagram, which we denote by $\Gamma_n$ or $\Gamma^a$. If the line which was attached to the removed object is pointing downward (upward), the vector has a lower (an upper) index. Suppose that the object attached to the other end of this line is an interaction vertex $\otimes$ with which $Q^b_{(\ell)} b_1 \cdots b_{\ell-1} (N)$ associates. Let us consider the case of a vector $\Gamma^a$ with an upper index. Notice that the other lines connected to this vertex are also similar sub-diagrams which consist of smaller number of vertices than that we are focusing on. We denote the product of the vectors associated with all these sub-diagrams by a tensor $M^{c_1 \cdots c_{\ell-1}}$. Those vectors appearing in $M^{c_1 \cdots c_{\ell-1}}$ are already known by the induction assumption. Then, $\Gamma^a$ can be defined recursively as

$$\hat{\Gamma}^a(N) = \int_{N_s}^N dN' \Lambda^a_b(N', N) Q^b_{(\ell)} c_1 \cdots c_{\ell-1} (N') M^{c_1 \cdots c_{\ell-1}}(N'). \quad (\text{III.8})$$

From this equation, we find that $\hat{\Gamma}^a(N)$ satisfies

$$\frac{d}{dN} \hat{\Gamma}^a(N) = P^a_b(N) \hat{\Gamma}^b(N) + Q^a_{(\ell)} c_1 \cdots c_{\ell-1} (N) M^{c_1 \cdots c_{\ell-1}}(N). \quad (\text{III.9})$$

The boundary conditions for $\hat{\Gamma}^a(N)$ are set by $\hat{\Gamma}^a(N_s) = 0$ at $N = N_s$, and hence the above equation is to be solved in the forward direction in time.

In the case of the vector with an upper index $\hat{\Gamma}^a(N)$, the neighboring object can be $\circ$ instead of $\otimes$. In this case the initial conditions are given by $\hat{\Gamma}^a(N_s) = A^a_b \Gamma_b(N_s)$, where $\Gamma_b(N_s)$ is the vector corresponding to the sub-diagram with the neighboring vertex $\circ$ being removed. The equation to solve is simply the homogeneous one given by

$$\frac{d}{dN} \Gamma_a(N) = -\Gamma_b(N) P^b_a(N). \quad (\text{III.10})$$

Similarly, for a vector $\Gamma_a$ with the neighboring object being $\otimes$, we have

$$\Gamma_a(N) = \int_N^{N_F} dN' \Lambda^a_b(N', N) \hat{Q}^b_{(\ell)} c_1 \cdots c_{\ell-1} (N') M^{c_2 \cdots c_{\ell-1}}(N'), \quad (\text{III.11})$$

and this vector obeys

$$\frac{d}{dN} \Gamma_a(N) = -\Gamma_b(N) P^b_a(N) - \hat{Q}^b_{(\ell)} a c_2 \cdots c_{\ell-1} (N) M^{c_2 \cdots c_{\ell-1}}(N). \quad (\text{III.12})$$
The boundary conditions for $\Gamma_a(N)$ are set by $\Gamma_a(N_F) = 0$ at $N = N_F$, or equivalently $\Gamma_a(N_F - \epsilon) = N_{ac_2...c_{\ell-1}} M^{c_2...c_{\ell-1}}(N_F)$ taking into account the $\delta$-function term in the definition of $\tilde{Q}_{(\ell)b_1...b_{\ell-1}}^a$ in Eq. (III.7) as boundary conditions. In this manner, the effect of the non-linear terms in $\zeta(N_F)$ in (III.11) can be absorbed by the boundary conditions in general. The equation is solved backward in time. There is another case in which the neighboring object is $\circ$. This simplest case can be also handled in a similar manner. We defer its explanation to the succeeding section, where we exhibit some more explicit formulas. In Table II we summarize the notation of the vector quantities which will be used below, showing the correspondence to the tree-shaped diagram.

| vector quantities                                           | diag     | tree-shaped diagrams |
|-------------------------------------------------------------|----------|----------------------|
| $\Gamma_a(N;\text{diag})$, $\bar{\Gamma}^a(N;\text{diag})$ | $A$      | $A$                  |
| $\Gamma_a(N;\mathcal{A}) = \Pi_a(N)$                      | $\bar{A}$| $\bar{A}$            |
| $\bar{\Gamma}^a(N;\mathcal{A}) = \bar{\Pi}^a(N)$         | $B$      | $B$                  |
| $\Gamma_a(N;\mathcal{B}) = \Omega_a(N)$                   | $C$      | $C$                  |
| $\bar{\Gamma}^a(N;\mathcal{B}) = \bar{\Omega}^a(N)$       | $D$      | $D$                  |
| $\Gamma_a(N;\mathcal{C}) = \Phi_a(N)$                      | $E$      | $E$                  |

**TABLE II: This table shows the summary of the correspondence between the vector quantities used in this paper.**

To obtain an expression for the $n$-point function written in terms of such vectors, we arbitrarily choose one vertex $\otimes$ or $\circ$ from a tree diagram at the beginning. Suppose that the chosen vertex is an interaction vertex $\otimes$ with which $Q_{(\ell)}^{a_1...a_{\ell-1}}(N)$ associates. After preparing all the necessary vectors, $\Gamma_a$ and $\bar{\Gamma}_b^{(\ell)}$ ($1 \leq i \leq \ell - 1$), which correspond to the sub-diagrams obtained when this vertex is removed, we can immediately write down the contribution to the $n$-point function from this tree diagram as

$$
\int_{N_s}^{N_F} dN_a(N) Q_{(k)}^{a_1...a_{\ell-1}}(N) \prod_{i=1}^{\ell-1} \bar{\Gamma}_{b_i}^{(i)}(N) .
$$

(III.13)

If the vertex which we initially focused on is $\circ$, with which $A^{ab}$ associates, we do not need the final integration over $N$. We denote the vectors that correspond to the sub-diagrams obtained by removing this $\circ$ by $\Gamma_a^{(1)}$ and $\Gamma_b^{(2)}$. Then, we compute

$$
A^{ab}\Gamma_a^{(1)}(N_s)\Gamma_b^{(2)}(N_s),
$$

(III.14)

instead of the expression (III.13). In this diagrammatic method, the final expression for the spectrum in appearance depends on which vertex we chose at the beginning, but, of course, all different looking expressions are equivalent. Practically, it is more efficient to choose a vertex near the center so as to reduce the number of necessary vectors, although the definition of the center of a diagram is not so clear in many cases.

**C. Relation to the reduced tree diagrams and statistical weight**

As we mentioned in Sec. III.B the reduced tree diagram is useful to classify the wavenumber dependence of the $n$-point functions, while the (full) tree diagram is a powerful tool for explicit computation of the $n$-point functions. We show that the reduced tree diagram introduced in Sec. III.B is actually a simplified version of the tree diagram. It will be manifest that the solid circles attached to the ends of diagrams have the same meaning in both diagrams.
In the *reduced* tree diagram the internal lines represent power spectrum of the initial Gaussian random field $\{\delta \varphi_a^2\}$, which is expressed by an open circle $\circ$ in the tree diagram. Hence, each line in the *reduced* tree diagram corresponds to a line with an open circle $\circ$ in the tree diagram. The sub-structure described by the interaction vertices $\otimes$ in the tree diagram is completely abbreviated in the *reduced* tree diagram. Hence, there is a degeneracy such that different tree diagrams contribute to the same *reduced* tree diagram. As explained in Sec. II B and proven in appendix A, the wavenumber dependence of the $n$-point functions is classified by the topology of the *reduced* tree diagram. This means that plural tree diagrams can give the contribution to $n$-point function with the same wavenumber dependence.

In Fig. 6 as an example, we show the diagrams corresponding to the tri-spectrum coefficient $g_{NL}$. We can decompose the top-left *reduced* tree diagram into 4 sub-diagrams by cutting all lines off. These sub-diagrams are counter parts of the *tree-shaped* diagrams. The lower part of this figure explains correspondence between these sub-diagrams and the *tree-shaped* diagrams. There are two *tree-shaped* diagrams with four half open circles as is explicitly shown in this figure. Hence, we find that the formula for $g_{NL}$ is composed of two different terms.

When we consider the statistical weight of the diagram, this correspondence between the *reduced* and *full* tree diagrams is important. The starting point is the fact that the statistical weight of each tree diagram is unity when each end point $\bullet$ is labelled by the assigned momentum. Therefore counting the statistical weight by writing down all different tree diagrams is straightforward. However, the non-linearity parameters are defined based on the *reduced* tree diagram. The most of the patterns which occur as a result of permutation of the momenta assigned to the end points $\bullet$ is taken care already in the definition of the non-linearity parameters. (See Eqs. (II.10) and (II.12).) However, here we should notice that some of the half open circles in the *tree-shaped* diagrams can be distinguishable, while the sub-diagrams obtained from the *reduced* tree diagram as mentioned above do not distinguish their legs at all. Therefore when there are several distinguishable patterns to assign the labels to the half open circles in a *tree-shaped* diagram, the term containing such a *tree-shaped* diagram has a factor corresponding to the number of patterns.

As an example, we again consider the case of $g_{NL}$. The *tree-shaped* diagram that has two three-point interaction vertices shown in Fig. 6 has three distinguishable patterns in assigning the labels $\{1, 2, 3\}$ to the three half open circles. This means that we need to add the corresponding factor 3 to the contribution containing this *tree-shaped* diagram. (See the expression in Eq. (IV.6) below.)

![Diagram](image)

**FIG. 6**: This figure shows the relation between the *tree-shaped* diagram and the *reduced* diagram for the non-linearity parameter $g_{NL}$. The upper one shows how to decompose the *reduced* diagram, and the lower one shows the correspondence between the "decomposed" diagrams and the *tree-shaped* diagrams.

We want to emphasize that the above formulation simplifies the computation of higher order correlation functions a lot. In this formulation, we have only to solve vector quantities with only one index. Therefore our computation scheme requires the number of operations proportional to $N^2$ in computing the non-linearity parameters in $n$-point function. If we performed a naive straightforward calculation, in which the derivatives of the $\epsilon$-folding number $N$ are computed by using the finite difference method numerically, the required number of operations is proportional to $N^n$. If we naively performed perturbative expansion, in which we connect the interaction vertices by propagators $\Lambda^a_{ab}(N, N')$ and perform integration over the time coordinates of the interaction vertices, the necessary number of operations would be even
When the number of inserted interaction vertices is \( m \), naively we need \( O(\text{several} \times (\text{number of time steps})^m) \) operations to compute the contribution of the single diagram. On the other hand, in our formulation we need only \( O(\text{several} \times (\text{number of time steps}) \times (m + \text{a few})) \) operations. Therefore our scheme is particularly useful for the computation of higher order correlation functions in the inflation models with a large number of field components.

IV. EXAMPLES

In this section we apply our formalism to the computation of the power-, bi-, tri- and quad-spectrum to demonstrate the efficiency of our method.

A. Power spectrum

Let us first consider the power spectrum. There is only one tree diagram that contributes to the power spectrum, which is shown on the left hand side in Fig. 5. Following the prescription given in the previous section, we focus on a unique vertex \( \circ \).

Then, we can decompose this tree diagram into this open circle, with which \( A_{ab} \) associates, and two identical sub-diagrams shown on the right hand side in Fig. 7. Corresponding to this simplest sub-diagram, we introduce a vector \( N_a(N) \), whose explanation was deferred in the preceding section. This vector is defined by the equation

\[
\frac{d}{dN} N_a(N) = -P^b_{a}(N)N_b(N),
\]

with the boundary conditions \( N_a(N_F) = N^F_a \). The vector \( N_a(N) \) represents the derivatives of the e-folding number with respect to \( \varphi^a \) evaluated at \( \varphi^a = \varphi^a(0) \). Using this vector, the power spectrum of \( \zeta(N_F) \) is expressed as

\[
P_\zeta = A_{ab} N_a(N)N_b(N) \equiv W_* .
\]

B. Bi-spectrum

Just like the power spectrum, there is only one tree diagram that contributes to the bi-spectrum, which is presented on the right hand side in Fig. 5. Let us focus on the interaction vertex \( \otimes \) to which \( Q^{(3)}_{abc}(N) \) is assigned, and decompose the diagram into the chosen vertex \( \otimes \), a sub-diagram denoted by \( N_a(N) \) and the two same sub-diagrams denoted by \( \tilde{N}_a(N) \) as illustrated in Fig. 8.

The sub-diagram denoted by \( \tilde{N}_a(N) \) is reduced to that denoted by \( N_a(N) \) if we remove one open circle \( \circ \). Hence, following the general rule explained in the preceding section, the new vector \( \tilde{N}_a(N) \) is obtained by integrating

\[
\frac{d}{dN} \tilde{N}_a(N) = P^b_{a}(N)\tilde{N}_b(N) ,
\]

from \( N = N_* \), with the initial conditions \( \tilde{N}_a(N_*) = A_{ab}N_b(N_*) \). Applying the general formula (III.13) supplemented by (III.7), we recover the result previously obtained in Ref. [11],

\[
\frac{6}{5} f_{NL} = W_* \left[ N^F_{ab} \tilde{N}_b(N_F)\tilde{N}_b(N_F) + \int_{N_*}^{N_F} dN a(N)Q^{a}_{(3)bc} = \tilde{N}_b(N)\tilde{N}_c(N) \right] .
\]
C. Tri-spectrum

As we mentioned in the previous subsection \[II B\] we need two parameters, $\tau_{NL}$ and $g_{NL}$, for the tri-spectrum. The tree diagrams for the tri-spectrum were shown in Fig. 9. From this figure, we find that $g_{NL}$ consists of two tree diagrams.

We choose a focused vertex in each diagram as indicated by arrows in Fig. 9. Following the prescription explained in the preceding section, we have

$$
\tau_{NL} = W_0^{-3} \left[ A^{ab} \Omega_a(N_a) \Omega_b(N_a) \right],
$$

$$
g_{NL} = \frac{25}{54} W_0^{-3} \left\{ N_{abc} \hat{N}^a(N_F) \hat{N}^b(N_F) \hat{N}^c(N_F) + \int_{N_*}^{N_F} dN N_a(N) Q_{(4)abcd}^a(N) \hat{N}^b(N) \hat{N}^c(N) \hat{N}^d(N) \right. 
$$

$$
\left. + 3 \int_{N_*}^{N_F} dN \Omega_a(N) Q_{(3)bc}^a(N) \hat{N}^b(N) \hat{N}^c(N) \right\} .
$$

where $\Omega_a(N)$ is a new vector obtained by solving

$$
\frac{d}{dN} \Omega_a(N) = -\Omega_b(N) P^b_a(N) - N_b(N) Q_{(3)ac}^b(N) \hat{N}^c(N) ,
$$

backward in time from $N = N_F$ with the boundary conditions $\Omega_a(N_F) = N^F_{ab} \hat{N}^b(N_F)$. The first (second) line on the right hand side of $g_{NL}$ represents the contribution of the left (right) tree diagram corresponding to $g_{NL}$ in Fig. 9. In our formulation, it is enough to solve differential equations for three vectors $N_a$, $\hat{N}_a$, $\Omega_a$ to compute $\tau_{NL}$ and $g_{NL}$.
D. \textit{quad}-spectrum

In order to demonstrate the efficiency of our formulation, we show the explicit formula for the \textit{quad}-spectrum. We also show the correspondence between the \textit{reduced} diagram and the tree diagram for the fifth-order spectrum (five-point correlation function) in Fig. 10. Using the formula, we obtain an expression for the \textit{quad}-spectrum as

\[
(\zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \zeta_{k_5})_{c} = u_{NL}^{(1)} (P_{\zeta}(k_1) P_{\zeta}(k_{12}) P_{\zeta}(k_{45}) P_{\zeta}(k_5) + 59 \text{perms.}) \\
+ u_{NL}^{(2)} (P_{\zeta}(k_1) P_{\zeta}(k_{12}) P_{\zeta}(k_4) P_{\zeta}(k_5) + 59 \text{perms.}) \\
+ u_{NL}^{(3)} (P_{\zeta}(k_1) P_{\zeta}(k_2) P_{\zeta}(k_3) P_{\zeta}(k_4) + 4 \text{perms.}),
\]

(IV.8)

with

\[
u_{NL}^{(1)} = W_{s}^{-4} \left\{ \int_{N_{a}}^{N_{p}} dN a(N) \tilde{Q}_{(3)bc}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) \right\},
\]

\[
u_{NL}^{(2)} = W_{s}^{-4} \left\{ \int_{N_{a}}^{N_{p}} dN \left\{ N_{a}(N) \tilde{Q}_{(4)bcde}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) \tilde{Q}^{d}(N) + 3 \Omega_{a}(N) \tilde{Q}_{(3)bc}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) \right\} \right\},
\]

\[
u_{NL}^{(3)} = W_{s}^{-4} \left\{ \int_{N_{a}}^{N_{p}} dN \left\{ N_{a}(N) \tilde{Q}_{(5)bcdef}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) \tilde{Q}^{d}(N) \tilde{Q}^{e}(N) + 6 \Phi_{a}(N) \tilde{Q}_{(3)bc}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) + 12 \Psi_{a}(N) \tilde{Q}_{(4)bc}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) + 3 N_{a}(N) \tilde{Q}_{(3)bc}^{a}(N) \tilde{Q}^{b}(N) \tilde{Q}^{c}(N) \right\} \right\}.
\]

(IV.9)
Here we introduced new vectors defined by the equations

\[ \frac{d}{dN} \tilde{\Omega}^a(N) = P^a_b(N) \tilde{\Omega}^b(N), \]
\[ \frac{d}{dN} \Phi_a(N) = -P^a_b(N) \Phi_b(N) - N_b(N) Q^{b}_{c} c_d a(N) \tilde{\Omega}^c(N) \tilde{\Omega}^d(N), \]
\[ \frac{d}{dN} \Psi_a(N) = -P^a_b(N) \Psi_b(N) - \Omega_b(N) Q^{b}_{c} c a(N) \tilde{\Omega}^c(N), \]
\[ \frac{d}{dN} \tilde{\Pi}^a(N) = P^a_b(N) \tilde{\Pi}^b(N) + Q^{b}_{c} c b(N) \tilde{\Pi}^c(N), \]
with the boundary conditions \( \tilde{\Omega}^a(N_s) = A^{ab} \Omega_b(N_s), \Phi_a(N_F) = N^{F}_{abc} \tilde{\Omega}^b(N_F) \tilde{\Omega}^c(N_F), \Psi_a(N_F) = 0 \) and \( \tilde{\Pi}^a(N_s) = 0 \).

V. DISCUSSION AND CONCLUSION

The primordial non-Gaussianity has been focused on by many authors as a new probe of the inflation dynamics. The deviation from the Gaussian statistics affects not only the bi-spectrum of the primordial curvature perturbations but also the higher order correlation functions. In general, to describe the higher order correlation functions, we need more parameters and more complicated calculations. Instead of resorting to the direct calculations, we developed a diagrammatic method, which is useful in counting the number of necessary non-linearity parameters and computing the higher order correlation functions for non-Gaussianity of local type. We showed that the number of parameters to describe the \( n \)-point correlation function is equal to the number of reduced tree diagrams with \( n \) vertices that are not isomorphic to each other. We also found that in the calculation of general \( n \)-point correlation function we have only to solve the vector quantities which follow the same linear perturbation equation for the background field or its dual [11], but with a source term and different boundary conditions. Our formalism requires the number of operations proportional to \( N \) even higher than \( N \) for higher order correlation functions, in contrast to the naive expectation \( \propto N^n \), where \( N \) is the number of components of the inflaton field. It will be clear that our formulation is particularly powerful for the inflation models with many components of scalar field, including the models in which the slow-roll conditions are violated after the horizon crossing time.

In this paper, we assumed that the distribution of initial perturbations of the field \( \{ \delta \phi^a \} \) is Gaussian. As a result, in the diagram the number of lines connected to the open circle, which corresponds to the contraction of \( \delta \phi^a \), is two. When we need to consider the effects of non-Gaussianity of \( \delta \phi^a \), we can easily extend our formalism by adding open circles with appropriate numbers of the attached lines. For example, it has been well known that the leading effect of non-Gaussianity in \( \delta \phi^a \) affects the three-point correlation function as [12, 13, 20]

\[ \langle \zeta_{k_1}, \zeta_{k_2}, \zeta_{k_3} \rangle \equiv \left[ N^a_b N^b_c B^{abc}(k_1, k_2, k_3) + \frac{6}{5} f^2_{NL} (P_\zeta(k_1) P_\zeta(k_2) + 2 \text{ perms.}) \right] \delta^{(3)}(k_1 + k_2 + k_3), \]
\[ \langle \delta \phi_a^2 \delta \phi_b^2 \delta \phi_c^2 \rangle \equiv B^{abc}(k_1, k_2, k_3) \delta^{(3)}(k_1 + k_2 + k_3), \]
where \( \frac{6}{5} f^2_{NL} \) denotes the non-linearity parameter given by Eq. (IV.4), which has been obtained under the assumption that \( \delta \phi^a \) is Gaussian. In our diagrammatic method, the first term on the right hand side of Eq. (V.1) can be described by the diagram presented in Fig. IV.1. For this open circle \( \circ \) with three legs we assign the factor \( B^{abc} \) defined in (V.2). Generalization of taking into account the higher order correlators is straightforward. Application of our formulas to some explicit models will be reported in the forthcoming paper.
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Appendix A: Proof of Subsection II B

We give a proof of the statement that the functions obtained by applying the rules in Sec. II B to two tree diagrams with $n$ vertices that are not isomorphic to each other show different wavenumber dependence [23]. To prove it, it is enough to show that we can uniquely reconstruct the tree diagram with $n$ vertices from a given function $f(\vec{k}_1, \ldots, \vec{k}_n)$.

Let us focus on one arbitrary vertex of the would-be reconstructed diagram. We refer to this vertex as $V_m$ and the vector attached to this vertex as $\vec{k}_m$. We eliminate $\vec{k}_m$ from the arguments of $P$ by using the relation $\vec{k}_1 + \cdots + \vec{k}_n = 0$. Then, the wavenumber assigned to a vertex connected to $V_m$ by a line must appear in $f$ only once. This is because such a wavenumber appears only in $P$ corresponding to the line that connects this vertex to $V_m$. By finding all such wavenumbers, we recognize all the vertices that are connected to the vertex $V_m$. By doing the same thing for each vertex, we completely recognize how all the vertices are mutually connected. Obviously, this fixes the shape of the diagram uniquely.

Appendix B: Explicit Formulas for Derivatives of $N^F$

As mentioned in Sec. III A, $N^F_{a_1a_2\ldots a_n}$ defined in Eq. (III.1) can be written in terms of local quantities evaluated at $N = N_F$. Here, as examples, we explicitly evaluate the coefficients $N^F_a$, $N^F_{ab}$, and $N^F_{abc}$. Taking the hypersurface at $N = N_F$ to be a uniform Hubble one, which is equal to the uniform density slicing on super-horizon scales, we have the equation,

$$H(\varphi^a(N_F + \zeta(N_F))) = H(\varphi^a(N_F)).$$

The Hubble parameter $H$ is given by Eq. (II.5). In our previous paper [11], solving Eq. (B.1) with respect to $\zeta(N_F)$ up to the second order, we have obtained

$$N^F_a = \frac{H_a(\varphi)}{H_b(\varphi) F^b(\varphi)} \bigg|_{\varphi = \varphi^0(N_F)},$$

$$N^F_{ab} = \frac{U_{ab}(\varphi)}{H_c(\varphi) F^c(\varphi)} \bigg|_{\varphi = \varphi^0(N_F)},$$

where

$$U_{ab} = H_{ab} + 2(H_c F^c_a + F^c H_{ca}) N^F_b + (F^c H_{cd} F^d + H_c P^c_d F^d) N^F_a N^F_b,$$

with $H_a \equiv \partial H/\partial \varphi^a$, $H_{ab} \equiv \partial^2 H/\partial \varphi^a \partial \varphi^b$. Solving Eq. (B.1) up to the third order, we also obtain

$$N^F_{abc} = \frac{W_{abc}(\varphi)}{H_d(\varphi) F^d(\varphi)} \bigg|_{\varphi = \varphi^0(N_F)},$$
where
\[
W_{abc} = H_{abc} + \left[ H_d \left( Q_{(3)c}^d F^e + P_{(3)c}^d P_{(3)c}^e \right) F^f + H_{d,c} F^d F^e F^f + 3 F^d H_{d,c} F^f F^f \right] N_a^F N_b^F N_c^F \\
+3 \left[ 2 F^d H_{d,c} F^e + (H_{d,e} F^d + H_{a,d} P_{(3)c}^e) F^f + H_d \left( Q_{(3)c}^d F^e + P_{(3)c}^d P_{(3)c}^e \right) \right] N_a^F N_b^F N_c^F, \\
+3 \left( 2 H_{a,d} P_{(3)c}^d + F^d H_{a,b} + H_d Q_{(3)c}^d \right) N_a^F N_b^F N_c^F \\
+3 \left( F^d H_{d,c} F^e + H_d P_{(3)c}^d F^e \right) N_a^F N_b^F N_c^F + 3 \left( F^d H_{d,c} F^e + H_d P_{(3)c}^d \right) N_a^F N_b^F N_c^F
\]
with \( H_{abc} \equiv \partial^3 H / \partial \phi^a \partial \phi^b \partial \phi^c \). Note that \( U_{ab} \) and \( W_{abc} \) are symmetric with respect to the indices. As we mentioned earlier, here we define the phase space variables as \( \phi^I_1 = \phi^I \) and \( \phi^I_2 = \dot{\phi}^I \).
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