End-to-end data-dependent routing in multi-path neural networks
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Abstract
Neural networks are known to give better performance with increased depth due to their ability to learn more abstract features. Although the deepening of networks has been well established, there is still room for efficient feature extraction within a layer, which would reduce the need for mere parameter increment. The conventional widening of networks by having more filters in each layer introduces a quadratic increment of parameters. Having multiple parallel convolutional/dense operations in each layer solves this problem, but without any context-dependent allocation of input among these operations: The parallel computations tend to learn similar features making the widening process less effective. Therefore, we propose the use of multi-path neural networks with data-dependent resource allocation from parallel computations within layers, which also lets an input be routed end-to-end through these parallel paths. To do this, we first introduce a cross-prediction-based algorithm between parallel tensors of subsequent layers. Second, we further reduce the routing overhead by introducing feature-dependent cross-connections between parallel tensors of successive layers. Using image recognition tasks, we show that our multi-path networks show superior performance to existing widening and adaptive feature extraction, even ensembles and deeper networks at similar complexity.
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1 Introduction

It is a common practice to increase the depth of a neural network to gain more performance in a given task [2–6]. While the effective utilization of increasing the depth of a network is well established [2–4], the efficient utilization of resources in a given layer, i.e., rich feature extraction within a layer, has not been explored well. Having many layers along the depth of a network that are separated by nonlinear activations enables a network to approximate very complex distributions. While this is very important to learn in a complex dataset, it is also intuitive to have rich feature extraction processes in each layer, which would improve the network’s utility. Furthermore, having a lesser depth reduces the difficulty in learning the network parameters.

The naive way to have richer layer-wise feature extraction is to increase the number of convolutional filters or dense nodes in each layer [7]. This leads to a quadratic increase in the total number of parameters in terms of the width of the network, which is inefficient. As opposed to this conventional widening, it is efficient to use multiple parallel operations in a given layer [6, 8] which limits the increment of parameters to be linear in terms of the width. Another approach, model ensembling [5, 9], feeds the same image to multiple independent neural networks and amalgamates each network’s response. Another class of work feeds different versions of the same image created by different preprocessing mechanisms to multiple independent networks [10, 11]. However, without a context-dependent resource allocation from the parallel computations, these widening processes tend to learn redundant information raising questions on the overall effectiveness of having parallel operations. In summary, the existing widening is not fully effective in terms of parallel resource utilization.
To this end, we are inspired by the philosophy of solving a complex problem by breaking the input space into subspaces and fitting a group of simpler surfaces in those subspaces instead of fitting a single complex surface [12, 13]. This philosophy can be adopted to network learning by partitioning the input space into subspaces, employing specialist experts in each subspace to extract features and weighing each expert’s output to derive the final prediction [14, 15]. Such a divide-and-conquer approach should ideally consist of input-dependent gating/routing mechanisms to delegate computations to subexperts and accumulate the results. Furthermore, implementing such divide-and-conquer extractors layer-wise would enhance the efficiency of deep feature extraction [16, 17].

Accordingly, consider a particular layer in a multi-path network that contains parallel sets of feature maps (paths). The architecturally parallel families of filters in each path learn independently. Suppose homogeneous feature maps—those that concentrate on similar image features—are already grouped into parallel paths. In that case, each family of filters operating on each path can specialize the feature extraction to the particular context. Such a wise use of parallel resources increases the efficiency of feature extraction with respect to the number of filters used, as multiple small families of dedicated filters may extract a richer combination of features than a large, single set of filters—or even multiple sequential filter sets (deepening).

To do such grouping and to allocate incoming parallel tensors to these groups, we need a mechanism that routes between subsequent layers, i.e., to connect the parallel sets of feature maps (tensors) of a particular layer to the parallel paths in the next layer needing cross-connections. This mechanism should further gate these connections according to the context of the previous layer’s tensors, so they get routed to the next layer adaptively. The parallel paths would be able to allocate resources efficiently with carefully designed routing.

It is also important to have such routing mechanisms throughout the depth of the multi-path network [16, 17], preferably for each segment of layers, rather than allocating inputs to parallel paths at the very first layer and concatenating the outputs of the final layer. This is because the context of an image is captured throughout the depth of the neural network, with each depth segment focusing on a different level of abstraction of the image [9, 18, 19]. Therefore, in each layer, the homogeneous grouping of feature maps could be different from each other. We interpret an image’s context as a cumulative detail that is not limited to the class. An image’s context, at the lowest level, might represent the overall color, structure of edges, etc., whereas, at deeper levels, it might represent more abstract information, such as body pose or even the class.

In addition, the real image context, which matters in the given task, might differ from the human interpretation [20]. Therefore, routing captures context at different levels of abstraction distributed along the depth of the network.

Thus, when a multi-path network with context-wise path allocation learns a particular task, images that get similar resource allocation in a particular depth might get a different allocation at another depth. For example, consider the three images from ILSVRC2012 [21] dataset shown in Fig. 1. Image 1a shows a hummingbird sitting on a green bench where the background is grass. Image 1b shows also a hummingbird but sitting on a thorny bench with the background as the sky. The image in Fig. 1c shows an electric ray in the water. If we consider a shallow layer (low-level) detail such as the overall color of the image, images in Fig. 1b and c are similar to each other, whereas the image in Fig. 1a is different. However, if we consider an abstract detail such as the body pattern, images in Fig. 1a and b are similar, and the image in Fig. 1c is different. Therefore, in the initial layers of a multi-path network, the image in Fig. 1b and image in Fig. 1c might get similar path allocations, and in deeper layers, images in Fig. 1a and b might get similar path allocations. To accommodate such different groupings according to the nature of features in each layer, we need routing mechanisms throughout the depth of a multi-path network.

In this paper, we introduce novel layer-wise routing mechanisms to softly route an input image among the parallel paths in each layer of a multi-path network. The proposed data/feature-dependent routing algorithms delegate the data flow from the parallel sets of feature maps in a given layer to the parallel paths in the next layer. Such routing layers facilitate all possible connections between two subsequent layers of parallel tensors and adaptively weight those connections with feature-dependent gates. The main contributions of this paper are twofold as follows,

- We first propose a cross-prediction-based algorithm. Each tensor in a given layer of parallel tensors predicts all the following layer tensors and its routing probabilities (gates) to each following layer tensor. Each of the next layer’s parallel tensors is constructed by summing the predictions made by previous layer tensors to it weighted by the corresponding gates.
- We further propose a cross-connection-based algorithm, where each tensor in a given layer of parallel tensors only computes its routing probabilities (gates) to each following layer tensor. Each following layer tensor is constructed by directly summing the previous layer tensors weighted by the corresponding gates. This design reduces the routing overhead drastically while maintaining performance.
We show that the proposed multi-path networks exhibit superior performance to existing deepening, widening and adaptive feature extraction methods. Further, we empirically justify the nature of context-dependent resource allocation and gate activation. This paper extends the work carried out by Tissera et al. 2019 [22] and Tissera et al. 2020 [23].

2 Related work

Convolutional neural networks with many layers along the depth have proved excellent performance in the supervised learning domain [5, 6, 9], surpassing conventional shallow neural networks [24, 25]. However, having too many layers in a conventional neural network leads to performance degradation [2]. Residual networks (ResNets) [2] mitigate this issue by using residual blocks, which allow the gradients to flow to the initial layers with less attenuation through residual pathways. Identity mappings in residual networks [3] further clear the residual pathways enabling the training of very deep networks without gradient attenuation possible. However, these deepening approaches mainly focus on clearing the gradient flow pathways to efficiently train very deep networks, while it is also intuitive to improve the feature extraction process layer-wise.

The conventional width enhancement of convolutional neural networks by increasing the number of filters [7] or fully connected nodes in each layer is inefficient as the added complexity outweighs the performance gain. Also, width increment results in quadratic parameter increment, which is inefficient. In contrast, ResNeXt [8] and Inception networks [6, 26, 27] use parallel operations in a given layer which limits the parameter increment to a linear scale. However, there is no context-dependent allocation of input feature maps among these parallel computations; hence, parallel paths tend to learn similar information. Model ensembling [5, 9], where multiple networks compute independent responses of the same input to compute the final output, is also subjected to this feature redundancy.

Instead of feeding the same input to multiple networks, it is more intuitive to feed different versions of the same input to parallel networks. Ciregan et al. (2012) [10] showed that having multi-column networks, where each set of columns is fed with inputs preprocessed in different ways, leads to improved performance. Wang (2015) [11] proposed a similar approach of using multi-path networks with different versions of input fed to different paths. However, these approaches do not connect parallel paths along the depth; instead, these parallel columns learn in isolation. Since each path only focus on learning from a different version of the same input, there is no context-dependent allocation of parallel resources. To have a multi-path network do such allocation layer-wise, we need connections between parallel computations throughout the depth of the network.

Cross-Stitch networks [28] use weighted cross-connections between parallel networks, where the weighing coefficients of the cross-connections are learned independently and are static during inference. Such work aims to determine the fixed mix of task-specific and shared resources in a parallel-path network to perform multiple tasks for a single input (e.g., semantic segmentation and surface normal estimation), referred to as multitask learning [29–31]. Sluice networks [32] further add weighted shortcuts along the depth of each network in addition to the layer-wise cross-connections. NDDR-CNN [33] further generalizes the motives of both Cross-Stitch networks and Sluice networks by using 1×1 convolutions for cross-computations and skip connections on resized feature maps at different depths (NDDR-CNN shortcut network). These multitask learning networks perform distinct tasks on the

---

Fig. 1 Intuition for sharing resources at multiple levels of layers: Three samples from the ILSVRC 2012 [1] validation set. The first two images show two hummingbirds, and the third image shows an electric ray. Images (b) and (e) share similar low-level features, such as the dominant color, whereas images (a) and (b) share similar abstract information, such as body pose. Therefore, processing images (b) and (e) feature maps together in the initial layers of a multi-path network and processing images (a) and (b) feature maps together in deeper layers might yield better overall performance.
same input, where they specifically focus on sharing information learning between the distinct tasks, each learned by a specific network. Hence, the weights governing the resource sharing between parallel networks can be learned independently (static during inference). In contrast, we focus on delegating information learning to parallel paths/operations to learn one task, where it is vital to dynamically compute resource allocating weights based on the input. Therefore, in our case, the weights of such cross-connections should depend on the input features.

Our work is closely related to existing adaptive feature extraction methods. We use the term adaptive feature extraction because, in those methods, the primary feature extraction process is supported by additional parametric or nonparametric functions. These functions are computed on the inputs to the network [34, 35] or the inputs to each layer [36–48]. Such adaptive functions allow those networks to be flexible to the input context, making the network more dynamic during inference. Hypernetworks [34] include a smaller network embedded inside the main network to predict the weights of the main network. Squeeze-and-excitation networks (SE Nets) [38] introduce a learnable recalibration of each convolutional channel, commonly known as channel-wise attention. This channel-wise attention has been subsequently adopted to improve existing networks by channel re-calibration, e.g., MFR-DenseNet [46] improving DenseNets [49] and ResNeSt [47] improving ResNeXt [8]. Highway networks [43, 50] propose using gates to learn to regulate the flow of information along the depth of the network to effectively train deep models. ConvNet-AIG [41], BlockDrop [42] and SkipNet [45] introduce data-dependent selection criteria of residual blocks in a ResNet [2] according to the nature of the input. However, these approaches mainly utilize a common path for the main flow of information end-to-end, although the weights might vary. In contrast, our model has parallel paths with different weights in each path, enabling the model to vary the main flow of information through a selected combination of parallel resources in each layer according to the context. Ours facilitates context-dependent soft selection and sharing of resources.

Mixture of experts [14, 15] partition the input space to subspaces and data-dependently selects specialist experts extract features in each subspace. Although initial work only used entire models as experts, subsequent work introduced layer-wise mixtures of experts [16, 17]. In particular, sparsely gated mixture of experts [51, 52] have achieved a significant advancement recently in domains such as natural language processing [17, 53, 54] and vision [55, 56]. However, these sparse mixtures of experts involve hard allocation of inputs to selected experts, hence, often need large amount of data and heavily depend on network engineering across parallel devices during the training phase. In contrast, we use soft allocation of parallel resources which supports single device backpropagation.

3 Cross-prediction-based routing

To build end-to-end routing in a parallel-path network, we should build a layer-wise routing mechanism to route between subsequent layers carrying parallel tensors in each. That is, given a layer of parallel tensors, we need a mechanism to construct the next layer of parallel tensors. This mechanism should allow gated coupling between tensors in the two layers so that any tensor in the first layer can be routed to any tensor in the next layer. In our cross-prediction-based algorithm, each tensor among parallel tensors in a particular layer performs convolutional or dense predictions for each of the tensors in the next layer. In addition, each tensor in the former layer also predicts the probabilities (denoted by gates) of that particular tensor being routed to each of the next layer tensors. Each of the next layer parallel tensors is constructed by adding together the predictions made to it, which are weighted by corresponding gates.

Suppose the inputs to a routing layer consist of $m$ tensors $\{X_i\}_{i=1,...,m}$ and the routing layer outputs $n$ tensors $\{Y_j\}_{j=1,...,n}$. First, each tensor in inputs performs predictions for each tensor in the outputs. The prediction $U_{ij}$, which is made by tensor $i$ in inputs ($X_i$) to tensor $j$ in outputs ($Y_j$), is a linear, learnable transformation, which can be denoted as,

$$U_{ij} = W_{ij}X_i + b_{ij},$$

where $W_{ij}$ and $b_{ij}$ correspond to weight and bias terms, respectively. If $X_i$ is a three-dimensional tensor ($X_i \in \mathbb{R}^{W \times H \times C}$), this corresponds to a convolution.

In addition, each $X_i$ predicts an $n$-dimensional vector of gate values $G_i$, which represents the $n$ probabilities of $X_i$ being routed to each $Y_j$, i.e., $G_i$ can be expressed as $[g_{i1}, \ldots, g_{in}]$, where, $g_{ij}$ corresponds to the scalar gate value connecting $X_i$ to $Y_j$. $G_i$ can be calculated by a nonlinear parametric computation on $X_i$, preferably two dense operations separated by ReLU activation. However, if $X_i$ is three-dimensional, this occupies a significant amount of parameters. Therefore, if $X_i$ is three-dimensional, to calculate $G_i$, we first feed $X_i$ to a global average pooling operation, to produce $1 \times 1 \times C$ latent channel descriptor $Z_i$ [38, 41]. Since each channel in a set of convolutional feature maps represents a particular feature of the input, which is searched by a specific filter, global average pooling results in a compressed descriptor that still carries the information about the presence of each feature. Global average pooling regularizes the gating computation by preventing it from overfitting to its input tensor. The $c^{th}$
channel value \( (z_i)_c \) of the channel descriptor \( Z_i \) can be obtained as,
\[
(z_i)_c = \frac{1}{H \times W} \sum_{a=1}^{H} \sum_{b=1}^{W} (x_{a,b,c}).
\]

\( Z_i \) is then fed to a nonlinear computation with two fully connected layers (weights \( W_1 \) and \( W_2 \)), separated by ReLU activation [57]. This operation yields \( n \) latent relevance scores \( A_i \) representing the relevance of the incoming tensor to the next layer tensors:
\[
A_i = W_2(\operatorname{ReLU}(W_1 Z_i)).
\]

Finally, we impose softmax activation on top of the \( n \) relevance scores \( A_i \) to calculate gate probabilities \( G_i \):
\[
G_i = \text{softmax}(A_i), \text{i.e., } g_{ij} = \frac{e^{a_j}}{\sum_{l=1}^{n} e^{a_l}}.
\]

The activation \( \text{softmax}() \) returns \( n \) scores, which represent the probabilities of \( X_i \) being routed to each output \( Y_j=1, \ldots, n \).

\[
Y_j = \text{ReLU} \left( \sum_{i=1}^{m} (g_{ij} \times U_{ij}) \right). \tag{4}
\]

This adaptive re-calibration of the predictions made by input tensors to construct the output tensors shares a similar intuition of attention introduced in SENets [38]. We intend to use such an attention mechanism to softly route information along different paths.

Figure 2 shows a two-path convolutional neural network with our routing added at selected locations, which is referred to as BaseCNN-2-CP later. The routing process between two layers with \( m \) inputs and \( n \) outputs is illustrated in Fig. 3. There, Fig. 3a shows a particular tensor among the inputs to a routing layer predicting next layer tensors and its coupling probabilities to them. Figure 3b shows the construction of the outputs of the routing layer from the predictions and gates calculated by previous layer tensors. Algorithm 1 further explains the routing between two layers.

**Algorithm 1** Cross-Prediction-based routing between inputs and outputs of a routing layer.

**Input:** \( X : [X_i \text{ for } i = 1, 2, \ldots, m] \)

**Predictions from current layer:**

for \( i = 1 \) to \( m \) do

for \( j = 1 \) to \( n \) do

\( U_{ij} = W_{ij}X_i + b_{ij} \)

end for

**Gate Computation on \( X_i \):**

\( Z_i = \text{global\_average\_pooling} (X_i) \)

\( A_i = [a_{i1}, \ldots, a_{in}] \leftarrow W_2(\operatorname{ReLU}(W_1 Z_i)) \)

\( G_i = [g_{i1}, \ldots, g_{in}] \leftarrow \text{softmax}(A_i) \)

end for

**Construction of outputs:**

for \( j = 1 \) to \( n \) do

\( Y_j = \text{ReLU} \left( \sum_{i=1}^{m} (g_{ij} \times U_{ij}) \right) \)

end for

**Output:** \( Y : [Y_j \text{ for } j = 1, 2, \ldots, n] \)

Figure 3a shows the operations carried out by a three-dimensional tensor at the input of a routing layer in the prediction phase.

Once the cross-predictions \( U_{ij} \) and the gates \( G_i \) are calculated, the outputs of the routing layer are calculated. To construct \( j^{th} \) output \( Y_j \), predictions made for \( Y_j \) (\( U_{ij}, i = 1, \ldots, m \)) are weighted by corresponding gate values (\( g_{ij}, i = 1, \ldots, m \)) and added together. We further impose ReLU activation to the constructed tensor.

We insert these routing layers between selected layers in multi-path networks (Fig. 2), enabling other layers to have independent parallel paths to learn in an isolated manner. Adding one routing layer increases the effective depth of the network by one layer due to the cross-predictions being convolutional or dense operations. Since the output layer tensors are combinations of linear operations, it is important to impose a nonlinear ReLU activation before feeding the parallel tensors to the next feed-forward computation.
In the final layer, the parallel feature maps are averaged to produce a single output. However, since each tensor in a given layer predicts each tensor in the subsequent layer in terms of a convolution or a dense operation (cross-predictions), the number of parameters employed in the routing process between two layers quadratically rises with the number of parallel paths. Having such an amount of routing overhead is not efficient. Therefore, to limit the routing overhead increment to be linear with the number of parallel paths, we introduce cross-connection-based routing.

**4 Cross-connection-based routing**

Cross-connection-based routing is similar to the above-explained cross-prediction-based routing (Sect. 3). Instead of weighing cross-predictions that involve either dense or convolutional operations, it weighs the input tensors of the routing layer to construct output tensors. This way, the quadratic increment of routing overhead with the number of parallel paths is overcome. The routing overhead now only contains the small number of parameters added from the nonlinear gate computations. Also, a routing layer now becomes a mere cross-connecting layer and does not carry...
weights which are contributed to learning the main task. Therefore, inserting cross-connections between layers in a multi-path network facilitates soft routing without the disadvantage of increasing the effective depth.

Given the \( m \) inputs \( \{X_i\}_{i=1}^m \), to produce the \( n \) outputs \( \{Y_j\}_{j=1}^n \), each \( X_i \) computes the gate vector \( G_i \) as depicted by Eqs. 1, 2 and 3. Given the gates, the algorithm next computes each \( Y_j \) output by summing the inputs \( \{X_i\}_{i=1}^m \) each weighted by the corresponding gate \( g_{ij} \) of \( X_i \):

\[
Y_j = \sum_{i=1}^{m} (g_{ij} \times X_i).
\]  

Since we directly connect inputs to construct outputs, the output tensor dimensions are the same as the inputs. Figure 4 shows a two-path CNN with routing layers inserted at selected locations. It is referred to as BaseCNN-2-CC later. Figure 5 shows the cross-connecting process between two layers carrying two parallel tensors in each. Algorithm 2 illustrates the adaptive cross-connecting process.
We further illustrate the cross-connecting process by matrix form to show the pixel-wise operations. Consider a set of three-dimensional input tensors \( X_i \) and output tensors \( Y_j \). Let us denote the pixel value at the location \((a, b, c)\) of \( X_i \) as \( \langle x_i \rangle_{a,b,c} \) and \( Y_j \) as \( \langle y_j \rangle_{a,b,c} \). The set of output pixels at \((a, b, c)\) are therefore,

\[
\begin{bmatrix}
  \langle y_1 \rangle_{a,b,c} \\
  \vdots \\
  \langle y_n \rangle_{a,b,c}
\end{bmatrix}
= \begin{bmatrix} g_{11} & \cdots & g_{m1} \\
  \vdots & \ddots & \vdots \\
  g_{1n} & \cdots & g_{mn} \end{bmatrix}
\begin{bmatrix}
  \langle x_1 \rangle_{a,b,c} \\
  \vdots \\
  \langle x_m \rangle_{a,b,c}
\end{bmatrix}
\tag{6}
\]

This formulation is similar to Cross-Stitch networks [28]. However, their coupling coefficients \( g_{ij} \) are independently trained weights. Thus, the coupling coefficients only allow learning the mix of shared and task-specific representations to perform multiple tasks on a single input which is fixed during inference. In our algorithm, \( g_{ij} \)'s are produced by a parametric computation on inputs \( X_i \) themselves, using the channel-wise attention mechanism [38]. Such an adaptive gate computation allows dynamic change in the mix of context-specific and shared representations to perform a given task according to the nature of the diverse input.

**Algorithm 2** Cross-connection-based routing between two adjacent layers with \( m \) input and \( n \) output sets of feature maps, respectively.

**Input:**
\( X: \{X_i \text{ for } i = 1, \ldots, m\} \)

**Calculating gate values:**
for \( i = 1 \) to \( m \) do
- \( Z_i \leftarrow \text{global average pooling}(X_i) \)
- \( A_i = [a_{i1}, \ldots, a_{in}] \leftarrow W^2(\text{ReLU}(W^1_i Z_i)) \)
- \( G_i = [g_{i1}, \ldots, g_{in}] \leftarrow \text{softmax}(A_i) \)
end for

**Construction of outputs:**
for \( j = 1 \) to \( n \) do
- \( Y_j \leftarrow \sum_{i=1}^{m} (g_{ij} \times X_i) \)
end for

**Output:**
\( Y: \{Y_j \text{ for } j = 1, \ldots, n\} \)

**Fig. 6** Simplified cross-connecting process between two subsequent layers, carrying two parallel tensors in each. Gradient flow to the top tensor in the input layer \( X_1 \) and its gate computation weight matrix \( W^1 \) are shown.
5 Backpropagating Gradients through cross-connections

We saw in Sect. 4 that cross-connections facilitate context-specific soft routing. Training a network with cross-connections need backpropagation of gradients through them. The backpropagation through a cross-connecting layer, represented by Eqs. 5 and 6, is not straightforward as in Cross-Stitch networks [28] where the coupling coefficient matrix consists of independently learned weights. In this case, the elements in the gating matrix \( G \) are constructed from the input \( X \) itself. Therefore, the gradient flow to each input \( X_i \), consists not only of the direct gradient weighted by the gate element but also another component from the gate computation. Also, instead of directly optimizing the gate computation, also instead of directly optimizing the gate, the gradients which produce the gates are getting optimized.

For the simplicity of explanation, let us assume that the tensors \( X \) and \( Y \) are \( k \)-dimensional vectors, and the gate calculation only has a simple fully connected layer as opposed to Eqs. 1 and 2. Figure 6 shows this simplified cross-connecting operation for two parallel paths. With this simplified operation, calculation of the relevance scores \( A_i \) from each \( X_i \) reduces to,

\[
A_i = W^i X_i, \tag{7}
\]

where \( W^i \) is a \( n \times k \) matrix of weights. \( G_i \) is computed by taking softmax of these logits as usual (Eq. 3). Then, output tensors \( Y_j \) are constructed as in Eq. 5. Here, our goal is to find gradients w.r.t each \( X_i \) and \( W^i \), given the gradients of loss w.r.t each output \( Y_j \).

Figure 6 shows the flow of gradients to \( W^1 \) and \( X_1 \) from \( Y_{j=1,2} \) in a two parallel-path cross-connecting operation.

### Table 1: Notations and details of the compared convolutional neural networks

| Network               | Structure                      |
|-----------------------|--------------------------------|
| BaseCNN               | C32 C32 C64 C64 C128 C128 F32 F32 F10 |
| WideCNN               | C64 C64 C128 C128 C256 C256 F32 F32 F10 |
| DeepCNN               | C32 C32 C64 C64 C128 C128 C128 C128 C256 C256 C32 F32 F32 F10 |
| BaseCNN-X             | BaseCNN–X paths. No routing.   |
| Base Ensemble         | Ensemble of 3 BaseCNNs.        |
| All Ensemble          | Ensemble of BaseCNN, WideCNN and DeepCNN |
| SEBaseCNN             | SENet [38] on BaseCNN.         |
| SEDeepCNN             | SENet [38] on DeepCNN.         |
| Cr-Stitch2            | Cross-Stitch network [28] with 2 parallel BaseCNNs |
| NDDR-CNN2             | NDDR-CNN [33] with 2 parallel BaseCNNs |
| NDDR-CNN2-shortcut    | NDDR-CNN shortcut net [33] with 2 parallel BaseCNNs |
| BaseCNN-X-CP          | BaseCNN–X paths–cross-prediction-based routing |
| BaseCNN-X-CC          | BaseCNN–X paths–cross-connections |

### Table 2: Ablation study of CNNs with CIFAR10—classification errors (%).

| Network               | Params (M) | Error% | Error%\(^{1}\) |
|-----------------------|------------|--------|----------------|
| BaseCNN               | 0.55       | 9.26   |                |
| WideCNN               | 1.67       | 8.96   |                |
| DeepCNN               | 2.0        | 8.49   |                |
| BaseCNN-3             | 1.5        | 9.41   |                |
| All Ensemble          | 4.27       | 6.9    |                |
| SEBaseCNN             | 0.58       | 8.99   |                |
| SEDeepCNN             | 2.06       | 8.15   |                |
| Cr-Stitch2            | 1.11       | 7.89   |                |
| NDDR-CNN2             | 0.96       | 7.81   |                |
| NDDR-CNN2-shortcut    | 0.99       | 8.33   |                |
| VGG16 [5]             | 14.9       | 6.98   |                |
| Capsule Nets* [39]    | 8.2        | 10.6   |                |
| Highway Nets* [43, 50]| 2.3        | 7.54   |                |
| BaseCNN-2-CP          | 1.3        | 7.24   | 6.48           |
| BaseCNN-3-CP          | 2.23       | 6.63   | 6.04           |
| BaseCNN-4-CP          | 3.34       | 6.45   | 5.91           |
| BaseCNN-2-CC          | 1.11       | 7.03   | 6.53           |
| BaseCNN-3-CC          | 1.67       | 6.51   | 6.09           |
| BaseCNN-4-CC          | 2.22       | 6.55   | 6.26           |

Bold values indicate the performance figures which are better than the best figure of other methods.
which aids understanding the detailed flow of gradients explained below.

It is important to propagate the incoming gradient to each $g_{ij}$ first. The scalar $g_{ij}$ is used to multiply each element of $X_i$ when producing $Y_j$ (Eq. 5). Therefore, the partial derivative of loss w.r.t $g_{ij}$ is the summation of the element-wise multiplication between the gradient vector and $X_i$,

$$\frac{\partial L}{\partial g_{ij}} = \sum_k \frac{\partial L}{\partial Y_j} \odot X_i,$$

Here, $\odot$ stands for the element-wise multiplication. With all such $\frac{\partial L}{\partial g_{ij}}$ derived, we can form $\frac{\partial L}{\partial G_i}$ as an n-dimensional column vector,

$$\frac{\partial L}{\partial G_i} = \left[ \frac{\partial L}{\partial g_{i1}} \cdots \frac{\partial L}{\partial g_{in}} \right]^T.$$

Propagating gradients to the relevance scores $A_i$ involves multiplying the gradients w.r.t $G_i$ by the partial derivative of gate values w.r.t the relevance scores $\frac{\partial G_i}{\partial X_i}$, i.e.,

$$\frac{\partial L}{\partial A_i} = \frac{\partial G_i}{\partial A_i} \frac{\partial L}{\partial G_i} = \left( f_{\mathbf{A}_i}^G \right)^T \frac{\partial L}{\partial G_i}.$$  

Here, $f_{\mathbf{A}_i}^G$ is the Jacobian matrix of the softmax derivative,

$$f_{\mathbf{A}_i}^G = \left[ g_{i1}(1-g_{i1}) \cdots -g_{i1}g_{in} \right] : \cdots : \left[ -g_{in}g_{i1} \cdots g_{in}(1-g_{in}) \right].$$

The gradients of loss w.r.t. $W_i$ can now be obtained by propagating the gradient w.r.t $A_i$ through Eq. 7. Therefore,

$$\frac{\partial L}{\partial W_i} = \frac{\partial L}{\partial A_i} X_i^T = \left( f_{\mathbf{A}_i}^G \right)^T \frac{\partial L}{\partial G_i} X_i^T.$$

(8)

It is also important to calculate the gradient of loss w.r.t $X_i$ since this is the gradient that is propagated to the previous layer.

$$\frac{\partial L}{\partial X_i} = \sum_{j=1}^n g_{ij} \frac{\partial L}{\partial Y_j} + (W_i)^T \frac{\partial L}{\partial A_i}$$

(9)

Here, the first part of the loss is the direct flow of gradient to $X_i$ from the multiplication operation between $g_{ij}$ and $X_i$. The second term reflects the portion of the gradient propagated to $g_{ij}$ from that particular multiplication flowing back to $X_i$. This residual gradient is due to the attention-like gating mechanism, which produces $g_{ij}$ from $X_i$ itself.

### 6 Image recognition performance

We conduct various experiments in the image recognition domain to validate the effectiveness of having parallel paths with data-dependent resource allocation. We first evaluate the impact of having parallel paths in conventional convolutional neural networks. Then, we build custom Residual networks (ResNets) with parallel paths and our routing algorithms. In both cases, we compare our multi-path networks with wide networks, existing adaptive feature-extracting methods and deeper networks of similar complexity. Among the existing related methods, if the performance of models that carry similar complexity of our multi-path networks are not reported, we build custom models that match our models’ complexity.

### 6.1 Datasets

We use three image recognition datasets to validate our models and compare them with existing work. CIFAR10 [58] is a 10-class dataset comprising 60k color images of
The 60k images are evenly distributed among the ten classes, resulting in 6000 images per class. The training set contains 50k images, and the validation set has 10k images. CIFAR100 [58] is similar to CIFAR10, except for its 60k images are evenly distributed under 100 classes. ILSVRC 2012 Dataset [1, 21] is a large-scale image recognition dataset that contains 1.3 M training images and 50k validation images distributed under 1000 categories. Its images are of varying sizes; hence, we rescale them to $256 \times 256$.

### 6.2 Conventional convolutional neural networks with parallel paths

In this section, we add parallel paths to conventional convolutional neural networks and compare them with conventional network widening, deepening and other related networks. Table 1 shows the details of the networks we use for this purpose. We choose a 9-layer convolutional neural network (6 convolutional layers and 3 dense layers) as the baseline, denoted as BaseCNN. We build our multi-path networks based on the BaseCNN.

BaseCNN-X-CP denotes an X-path network with cross-prediction-based routing, which uses two parallel paths. Here, 1\textsuperscript{st}, 3\textsuperscript{rd} and 5\textsuperscript{th} convolutional layers, and 2\textsuperscript{nd} dense layer are replaced by cross-prediction-based routing layers. The first layer is a one-to-many router which connects the input to a given number of tensors. Since cross-predictions are convolutions or dense operations, one routing layer adds one layer to the effective depth of the network. Therefore, to construct the BaseCNN-X-CP network, we replace the selected layers in parallel-path BaseCNN with the routing layers to maintain the same depth as BaseCNN. Finally, the outputs of the last layer of parallel dense operations are averaged to produce the final prediction.

**Table 4** Single-crop and 10-crop validation error (%) with ILSVRC2012 dataset. ResNet18-2, with two paths, comfortably outperforms ResNet18 and shows on-par performance with ResNet34. It also surpasses the WideResNet18, which has 1.5 times as filters in each layer. In the subset of ILSVRC2012, which contains the first 100 classes, ResNet50-2-CC, with similar or fewer model parameters, outperforms WideResNet and ResNeXt counterparts and even the twice deep ResNet101. * denotes reproduced results.

| Network                | Single-crop | 10-Crop |
|------------------------|-------------|---------|
|                         | Top-1       | Top-5   | Top-1       | Top-5   |
| **Full Dataset**        |             |         |             |         |
| ResNet18 [7, 60]        | 11.7 M      | 30.4    | 10.93       | 28.22   | 9.42    |
| ResNet34 [2, 7]         | 21.8 M      | 26.77   | 8.77        | 24.52   | 7.46    |
| WRN-18–1.5 [7]          | 25.9 M      | 27.06   | 9.0         |         |         |
| **ResNet18-2-CC**       | 23.4 M      | **26.48** | **8.6**    | **24.5** | **7.34** |
| **Subset of first 100 classes** |             |         |             |         |
| ResNet50*               | 23.71 M     | 20.46   | 4.96        | 19.26   | 4.72    |
| ResNet101*              | 42.7 M      | 19.16   | 4.58        | 17.78   | 4.44    |
| WideResNet50-2-CC* [7] | 62.0 M      | 19.82   | 5.02        | 18.62   | 4.76    |
| ResNeXt50-2-64* [8]     | 47.5 M      | 20.26   | 5.06        | 19.0    | 4.84    |
| **ResNet50-2-CC**       | 47.5 M      | **18.64** | **4.34**   | **17.62** | **4.0**  |

Bold values indicate the performance figures which are better than the best figure of other methods.
BaseCNN-X-CC is an X-path network with adaptive cross-connections. Figure 4 shows BaseCNN-2-CC architecture which has two parallel paths. We insert a one-to-many connector (cross-connecting layer connecting one tensor to a given number of tensors) to expand the input image to parallel paths and add cross-connections after the 2nd, 4th and 6th convolutions and after the 1st dense layer. Since a cross-connection-based routing layer contains only cross-connections and weighing coefficients, adding such a layer does not increase the effective depth of the network. Therefore, we insert these layers into the BaseCNN multi-path network without replacing any forward layers.

We double the filter size in each convolution to widen the BaseCNN, resulting in WideCNN. We also add more convolutional layers to the BaseCNN, which results in the DeepCNN architecture. To compare with an equivalent multi-path network which does not have intermediate routing, we build BaseCNN-X. Here, X stands for the number of parallel BaseCNNs sharing the same input and output (averaging). To compare with model ensembles, we use an ensemble of 3 BaseCNNs trained individually (Base Ensemble). The output of the Base Ensemble is computed by averaging the individual BaseCNN responses at inference. We also build an ensemble of BaseCNN, WideCNN and DeepCNN, referred to as All Ensemble.

To compare our multi-path networks with equivalent SENets [38], we add SE operations in convolutional layers of BaseCNN and DeepCNN, which results in SEBaseCNN and SEDeepCNN, respectively. We replace the adaptive cross-connections in BaseCNN-2-CC with cross-stitching operations to build an equivalent two-path Cross-Stitch network [28], Cr-Stitch2. We replace the cross-prediction operations in BaseCNN-2-CP with NDDR operations to build the equivalent two-path NDDR-CNN [33] (NDDR-CNN2). In addition, we also build NDDR-CNN2-shortcut [33], which has shortcut connections in the convolutional part. NDDR-CNN2-shortcut network generalizes both cross-stitching operations and weighted skip connections in Sluice networks.

First, we train these models in the CIFAR10 dataset for 200 epochs with a batch size of 128. We use Stochastic Gradient Descent (SGD) with a momentum of 0.9 and an initial learning rate of 0.1, which is decayed by a factor of 10 after 80 and 150 epochs. We augment the input images by random pixel shift in both directions with a maximum shift of 4 pixels and random horizontal flipping. Table 2 shows the results of this study. For each model, we report the best performance out of 3 trials.

Adding parallel paths to BaseCNN with our routing algorithms improves the performance of BaseCNN and also surpasses conventional widening. In this particular setting, BaseCNN with two paths and our routing (BaseCNN-2-CP/CC) are sufficient to surpass the WideCNN, which has two times filters in each layer. Due to the quadratic increment of parameters with conventional widening, WideCNN carries nearly four times the parameters of BaseCNN, whereas having two parallel paths only doubles the number of parameters. Even with the routing operations...
overhead added, the total number of parameters of BaseCNN-2-CP is still significantly less than WideCNN, where BaseCNN-2-CC carries almost the same amount of parameters as two BaseCNNs due to cross-connection-based routing, adding a minimal amount of routing overhead.

BaseCNN-3-CP and BaseCNN-3-CC, with a clear margin, show superior performance to BaseCNN-3, which does not have intermediate routing. Also, BaseCNN-3-CP and BaseCNN-3-CC outperform the ensemble of 3 BaseCNNs and even the ensemble of BaseCNN, WideCNN and DeepCNN. This indicates that the improvement of our multi-path networks is not merely due to the widened nature, but also due to the adaptive routing mechanisms. BaseCNN-2-CP/CC even surpasses the DeepCNN, whose total number of parameters is more than three times the

Fig. 9 Maximization of selected gates: Each subfigure, corresponding to a particular gate, shows the ten images with the highest gate activation (top left), the ten images with the lowest gate activation (bottom left) and the synthesized image such that the gate neuron is maximized. $g^{2}_{21}$, which is within initial layers, is maximized for blue while the other gates which lie within deeper layers get triggered for more abstract features such as snake body patterns ($g^{6}_{11}$), bird patterns ($g^{6}_{21}$) and raised upper body patterns ($g^{7}_{11}$).
parameters in the BaseCNN. Finally, our multi-path networks surpass the VGG16 \[5\], which consists of many parameters along the depth and the width.

BaseCNN-2-CP/CC surpasses the Cross-Stitch network (Cr-Stitch2) and NDDR-CNNs with two paths (NDDR-CNN2 and NDDR-CNN2-shortcut), proving that adaptive cross-routing is more suitable for learning a task while handling the diversity in input rather than independently learned cross-connecting coefficients. BaseCNN-2-CP/CC further surpasses the SE Nets built based on the WideCNN and DeepCNN, showing the effectiveness of utilizing parallel paths over the re-calibration of a single path. Among the other methods for rich layer-wise feature extraction or adaptive feature extraction, ours surpass Highway networks \[43\] and Capsule networks \[39\] at similar or less complexity.

Adding a parallel path to BaseCNN (BaseCNN-2-CP/CC) significantly improves the BaseCNN performance with CIFAR10. However, the performance gain is not that significant with the addition of the third parallel path (BaseCNN-3-CP/CC). Adding the fourth path (BaseCNN-4-CP/CC) gives little or no improvement. Therefore, it is essential to carefully design the number of parallel paths according to the dataset to get the best performance for the number of parameters utilized. However, this phenomenon is common to all deepening \[2, 3\] and widening \[7, 8\] techniques.

The multi-path networks with cross-connections (BaseCNN-X-CC) use significantly less number of parameters compared to the networks with cross-prediction-based routing (BaseCNN-X-CP), which is more prominent with the increased number of parallel paths. This is because adaptive cross-connections drastically reduce the routing overhead by eliminating the cross-convolutions or cross-dense operations in cross-prediction-based routing. Cross-connection-based routing also performs similarly to cross-prediction-based routing, yielding better performance with respect to the model complexity. We further set the benchmark for CNN-based multi-path networks: We retrain our multi-path nets in the previous setting but for 350 epochs, where the learning rate decayed after 150 and 250 epochs. The benchmark values are shown in the final column of Table 2.

### 6.3 Residual Networks with Parallel Paths

Next, we extend the residual networks (ResNets) \[2\] with parallel paths and our routing schemes. First, we add parallel paths to the ResNet variants (ResNet20, ResNet32, etc.) designed to learn from small-scale datasets. In these models, an initial convolution is followed by three sequential stacks, where, in each stack, several residual blocks (In ResNet20, three residual blocks in each stack) are employed. Each stack starts with a strided residual block, resulting in downsampled feature maps. The network terminates with a global average pooling layer, followed by the final dense layer, which outputs the class probabilities.

We build parallel-path ResNets with cross-prediction-based routing (ResNet-X-CP) as following. First, we

\[
\text{Fig. 10} \quad \text{Gate activation histograms for chosen four classes with ILSVRC 2012 validation set. The horizontal axis represents the gate activation value (0-1), and the vertical axis denotes the frequencies of bins. White shark, with mostly blue seawater as the background, has overall high activation for } g_{21}^2, \text{ while other classes are evenly distributed. Hummingbird images mostly activate } g_{21}^6, \text{ while other classes, agreeing less with bird patterns, show less } g_{21}^6 \text{ activation. If the triggering pattern of any gate is commonly found in a certain class, those class members get similar gating in that layer.}
\]
replace the initial convolutional layer with a convolutional one-to-many routing layer. Then we add two more routing layers before the 2nd and 3rd stacks. Finally, the parallel dense layer outputs are averaged to produce the output. This design adds two more layers to the effective depth. To build parallel-path ResNets with cross-connection-based routing (ResNet-X-CC), we add one-to-many connector after the initial convolution and three cross-connection-based routers after the 1st, 2nd and 3rd stacks. Since these cross-connections do not contain convolutions, this design preserves the original depth of the network.

To train ResNet-based variants with CIFAR10 and CIFAR100 [58] datasets, we use a similar setting to the previous study. We use a batch size of 64 and train our models for 350 epochs, where the learning rate decays after 150 and 250 epochs. For each model, we conduct three trials and report the best performance. Table 3 shows the recorded classification errors of our models and the reported errors of conventional ResNets and ResNet-based adaptive feature extractors.

ResNet20, with three paths, and our routing algorithms (ResNet20-3-CP/CC), surpasses the WideResNet40-2 (WRN-40-2), which has a depth of 40 layers and two times filters in each convolutional layer. The hypernetwork [34] built on top of WideResNet-40-2 (HyperWRN40-2) shows an inferior performance to the original WRN-40-2, although it uses a few numbers of parameters. With CIFAR10, ResNet20 with two paths surpasses ResNet110, and with CIFAR100, ResNet20 with three parallel paths surpasses ResNet110. This is impressive, as compared to ResNet110, ResNet20 is very shallow, and even with

![Weight histograms of parallel convolutional or dense operations at selected layers. Each subfigure denotes the weight histograms of two parallel operations in the corresponding layer.](image-url)

**Fig. 11** Weight histograms of parallel convolutional or dense operations at selected layers. Each subfigure denotes the weight histograms of two parallel operations in the corresponding layer. Differences in histograms in the same layer show that parallel paths have learned different portions of information.
parallel paths added (2/3/4), the total number of parameters is still less than ResNet110.

Furthermore, ResNet-based multi-path networks surpass existing adaptive feature extraction methods built on ResNet110. BlockDrop [42] and SkipNet [45] architectures, built on ResNet110, show inferior performance to all our multi-path networks with CIFAR10. With CIFAR100, BlockDrop only shows better performance to ResNet20-2-CP/CC where SkipNet shows inferior performance to all our multi-path networks. ResNet20-3/4-CP, ResNet20-4-CC and ResNet32-3/4-CC show superior performance to the ConvNet-AIG [41], based on ResNet110. All our multi-path networks except ResNet20-2-CC/CP surpass the SENet [38], built using ResNet110 with identity mappings [3] with CIFAR10. With CIFAR100, ResNet20-4-CP shows on-par performance with SEResNet110, and ResNet32-4-CC surpasses its performance. Among our multi-path nets, all the networks other than ResNet32-4-CC have less number of parameters than ResNet110-based networks.

Figure 7 plots the accuracies of the compared networks with CIFAR along with the number of parameters utilized. These plots clearly illustrate that our multi-path networks show the best utility of the network for the used number of parameters. Multi-path ResNets with cross-prediction-based routing give the best performance for a given depth. However, we prefer cross-connection-based multi-path ResNets due to the less complex routing algorithm, which adds significantly less routing overhead to the widening.

### 6.4 Multi-path ResNets with ILSVRC2012

Here, we further evaluate our multi-path ResNets in the ILSVRC 2012 Dataset [1, 21]. To train with this dataset, we expand the residual networks originally designed to learn in the ImageNet dataset [2] with parallel paths. These residual networks share a similar setting to the thin residual networks designed to learn from CIFAR. These have an initial $7 \times 7$ convolution with a stride of 2 followed by a max-pooling operation. After that, four sequential stacks of residual blocks are employed, where each stack contains a pre-defined number of residual blocks sharing the same feature map size. Each stack’s first residual operation starts with a strided convolution which downsamples the feature maps by a factor of 2. The final residual block’s response is fed to a global average pooling operation and the final fully connected layer, which outputs the class response.

The cross-connection-based routing is less complex, uses very little overhead and still gives reasonably similar results to cross-prediction-based routing. Thus, we only use cross-connection-based routing in expanding these models to parallel paths. In particular, after the initial convolution and max-pooling, we insert a one-to-many connector, which expands the network to parallel paths, and insert cross-connection-based routing layers after each stack containing residual blocks of certain feature map size. Finally, we average the final layer parallel dense predictions.

We expand ResNet18 with two parallel paths and cross-connection-based routing (ResNet18-2-CC) and train in the dataset for 120 epochs with a batch size of 256. We use SGD optimizer with a momentum of 0.9 and an initial learning rate of 0.1, which is decayed by a factor of 10 after every 30 epochs. We use standard data augmentation of resizing to $256 \times 256$, taking random crops of $224 \times 224$ and randomly flipping in the horizontal axis. To further evaluate deeper models with parallel paths, we use a subset of the ILSVRC dataset, which only contains the first 100 classes. This subset contains 130k training images and 5k validation images. To learn in this subset, we expand ResNet50 with two paths and cross-connection-based routing (ResNet50-2-CC). We use a similar training setup as in the full dataset, except that the models are trained for 90 epochs. To compare with ResNet50-2-CC in this subset, we train ResNet50 and WideResNet50-2, which has two times filters in each layer, and ResNeXt50-2-64, which has two parallel operations in each layer, and ResNet101.

Table 4 shows the results of this study. ResNet18, with two parallel paths and cross-connections, in the ILSVRC 2012, comfortably surpasses the performance of the single-path ResNet18 and shows on-par performance to ResNet34. It also surpasses the performance of WideResNet18 with 1.5 times convolutional filters in each layer which still has more parameters than ResNet18-2-CC. In the subset, ResNet50-2-CC surpasses its single-path baseline (ResNet50) and both WideResNet50-2 and ResNeXt50-2-64, confirming the superiority of our approach to existing widening at similar complexity. ResNet50-2-CC even shows slightly better results than ResNet101, which is twice deep.

Overall, these experiments validate that our multi-path networks, along with the adaptive routing algorithms, show efficient usage of the resources in each layer. Due to this efficient use of layer resources, our multi-path networks, at similar or less complexity, show superior performance to conventional widening and other methods for rich layer-wise feature extraction and even conventional deepening.

### 7 Visualization of multi-path learning

In this section, we use several visualization techniques to study the gating patterns of the cross-connection-based routing scheme. For this purpose, we use a VGG13 [5] network with half the filters (32, 64, 128, 256) in each convolutional layer and 256 nodes in each dense layer. We
join two such networks through cross-connections to build VGG13-2-CC, where the routing layers are added after each pooling operation and after the first dense layer, following a similar pattern to the multi-path networks in Sect. 4. We train this network with a subset of the ILSVRC2012, which contains the first 100 classes.

First, we visualize the routing patterns of this trained network and show the differences in gating patterns observed in layers at varying depths of the network. We maximize a set of selected gating neurons to understand these gating patterns further. We show images from the validation datasets that mostly activate those neurons and further synthesize randomly initialized images that maximize those neurons. Also, we plot the gate activations of selected classes to understand the class-wise gate activation. Finally, we plot weight histograms of the two parallel paths at selected layers to demonstrate that each path can learn distinct information.

7.1 Visualization of routing

We visualize the routing flow through cross-connections of the trained 2-path network to understand the gating patterns. Figure 8 shows such visualizations for the three images depicted in Fig. 1. For each cross-connection-based routing layer with two parallel inputs, two parallel outputs and gates that weigh the connections, we plot the relative activation strengths of input and output tensors and the gate strengths. We calculate the relative activation strength of a tensor by taking the average activation value of that tensor and normalizing it by all such values of the parallel tensors of that layer. We map these relative activation strengths to red intensities and use these colors to color each box representing the particular tensor. The softmax gate values computed by each input are directly mapped to blue intensities and thickness values which are then used to color the circles denoting each gate and edges denoting each weighted connection, respectively. We denote the stacks of conventional forward layers by uncolored boxes. They contain sequential convolutions or dense operations which run in parallel, but no cross-operations are performed.

Let \( G_i^l \) (\( g_{i1}^l, g_{i2}^l \)) be the gating vector computed by the \( i \)-th input tensor of the \( l \)-th cross-connecting layer. In these routing plots, we pay attention to the gating vectors \( G_2^6 \) (\( g_{21}^6, g_{22}^6 \)) and \( G_2^7 \) (\( l_{21}, g_{22}^7 \)). \( G_2^6 \), lying within the network’s initial layers, shows similar gating patterns to image in Fig. 1b and c (maximized \( g_{21}^6 \)), although they belong to entirely different classes. At the same time, \( G_2^7 \) shows different gating patterns to image in Fig. 1a and b, although they are both hummingbirds. However, \( G_2^6 \), lying within a deeper layer of the network, shows similar gating patterns to the two hummingbird images (maximized \( g_{21}^6 \)), while the gating pattern for the electric eel is significantly different. These visualizations show that a gating layer’s behavior depends on the features captured in the corresponding network depth, and, based on the features at different depths of the network, the gating behavior changes. Thus, it is vital to have routing layers throughout the depth of the network. To further understand the basis of this behavior, we next explore which features maximize each gate.

7.2 What maximizes gates?

To understand the type of features (context) which maximizes a particular gate and, hence, to describe the gating patterns above, we plot the images in the validation set that maximally and minimally activate a particular gating neuron. Also, we freeze the trained network and synthesize the network input such that the particular gating neuron (before softmax activation) is maximized. This neuron maximization is similar to the gradient ascent process introduced in Simonyan et al. [61]. We choose four gating vectors, \( G_2^2, G_6^1, G_6^2 \) and \( G_7^1 \), for this visualization. \( G_2^2 \) and \( G_6^2 \) are the gate vectors we discussed in the previous visualization. Since one gating neuron is inversely related to the other gating neuron among a gating pair due to the softmax activation, maximizing one gate minimizes the other. Therefore, we choose only one gating neuron from each pair for visualization—gating neurons \( g_{21}^6, g_{11}^6, g_{21}^6 \) and \( g_{11}^6 \) from each gating vector, respectively.

Figure 9 shows the output of this visualization. In each subfigure, the ten images which give the maximum gate activation are plotted in the top left, and the ten images which give the minimum activation are plotted in the bottom left. The synthesized image that maximizes the gate network is shown toward the right. Gate \( g_{21}^6 \) (Fig 9a), within initial layers, is maximized for the overall color of blue, which is a fairly low-level detail. However, all other gates within the deeper layers get maximized for rather complex patterns. \( g_{11}^6 \) gets maximized for body patterns of snakes, \( g_{21}^6 \) is maximized with bird poses and patterns, and \( g_{11}^7 \) is triggered best by animal poses with the raised thorax. The synthesized image’s gate-maximizing patterns in each case agree with the top ten activated images.

Based on the maximization patterns of \( g_{21}^6 \) and \( g_{21}^6 \), we can interpret the gating behavior in the routing visualizations shown in Sect. 7.1. Gate \( g_{21}^6 \) is maximally activated for blue; therefore, with the backgrounds highly composed of blue, images in Fig. 1b and c maximize \( g_{21}^6 \) although they belong to different classes. Meanwhile, the image in Fig. 1a, with green background, shows a lower \( g_{21}^6 \)
activation although it belongs to the same class as the image in Fig. 1b. Gate $g_{21}^6$, within deeper layers, gets maximized for bird poses and patterns. As a result, the two hummingbird images (image in Fig. 1a and b) maximize this gate while the electric eel (image in Fig. 1c) shows a lower activation. This behavior highlights that the image context, which is related to the task, is distributed along with the depth of the trained network. Since resource allocation in different stages of depth varies depending on the level of context represented in that depth, it is vital to have routing layers within the network per segment of layers.

### 7.3 Class-wise gating patterns

The resource allocation in each layer of our multi-path networks depends on the nature of the feature maps in that particular depth. Therefore, to investigate any class influence on gating patterns, we plot the gate response of selected classes for gates $g_{21}^2$ and $g_{21}^6$. We choose four classes for this purpose, namely white shark, sea snake, scorpion and hummingbird, and record the gate response for all images belonging to each class in the ILSVRC 2012 validation set. Figure 10 summarizes the gate activation histograms for these four classes.

The class white shark, having blue sea water as dominant detail in most cases, shows overall high activation for $g_{21}^2$. The other classes show an even distribution of $g_{21}^2$ since those classes contain instances that may or may not contain dominant blue. Also, the class hummingbird, with bird poses and patterns, shows overall high activation for $g_{21}^6$, which triggers bird patterns. However, the other classes show overall less $g_{21}^6$ activations since they hardly agree on bird patterns. These observations reveal that the image context which matters to the gating—hence, resource allocation in each layer—is an intricate detail that expands beyond just the class. However, if the triggering pattern for a particular gate is mostly a part of a specific class, most class members shall show similar activations of that gate.

### 7.4 Weights of parallel computations

One of the reasons for introducing multi-path networks with routing schemes is to group homogeneous feature maps to parallel paths and let the parallel filter sets of the same layer learn different portions of information. Thus, relevant features can be extracted in parallel paths using data-dependent routing during inference. To ensure that our approach enable this, we plot the weight histograms of the two parallel operations at layers 4, 6, 8 and 11. Layer 11 is a dense layer and the other layers are convolutional. The histograms of parallel paths being distinct confirm that the parallel paths have learned different portions of information.

### 8 Conclusion

The resource consumption of training deep networks is overwhelming. Thus, designing a network with perfect harmony in depth and width to effectively utilize every trainable parameter is essential. This paper explored ways to strengthen layer-wise feature extraction by implementing parallel paths. In particular, instead of naive network widening, we presented stacking parallel paths into a single network and using novel mechanisms to intelligently route the input among parallel paths end-to-end in a data-dependent manner. Our multi-path networks consistently achieved improved classification accuracy compared to existing widening techniques with similar complexity. Ours also displayed superior performance to existing adaptive learning strategies. Our networks even attained slightly better results than thin deeper networks with similar or more number of parameters. We empirically validated the nature of input dependency of the proposed routing mechanisms and the ability to extract distinct features in parallel paths. Our multi-path networks taking different path combinations according to the input’s context is impressive. It can be interpreted as a single adaptive model that softly switches between different submodules. Furthermore, it would be intuitive to expand the soft routing toward discrete routing to increase the capacity of the multi-path networks to cater to even multiple datasets at once.
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