Spectral function for $^4$He using the Chebyshev expansion in coupled-cluster theory
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We compute spectral function for $^4$He by combining coupled-cluster theory with an expansion of integral transforms into Chebyshev polynomials. Our method allows to estimate the uncertainty of spectral reconstruction. The properties of the Chebyshev polynomials make the procedure numerically stable and considerably lower in memory usage than the typically employed Lanczos algorithm. We benchmark our predictions with other calculations in the literature and with electron scattering data in the quasi-elastic peak. The spectral function formalism allows one to extend ab-initio lepton-nucleus cross sections into the relativistic regime. This makes it a promising tool for modeling this process at higher energy transfers. The results we present open the door for studies of heavier nuclei, important for the neutrino oscillation programs.

I. INTRODUCTION

Lepton-nucleus cross sections are not only an invaluable tool to investigate the nuclear dynamics with clean electroweak probes [1], but have also become a hot topic in the short- and long-baseline neutrino programs aiming at extracting neutrino oscillation parameters [2–4]. Recently, we initiated a theory program that addresses low- and intermediate-energy lepton-nucleus scattering from first principles by combining the Lorentz-integral-transform with coupled-cluster theory (LIT-CC) to compute many-body response functions [5] and lepton-nucleus cross sections. In this approach, the final state interaction is described consistently with the initial state interaction by the same Hamiltonian rooted into quantum chromodynamics, see Refs. [6–8]. An example is the description of the longitudinal quasi-elastic peak of $^{40}$Ca, see Ref. [8], and this paves the way for further investigations. Despite its success, this approach also has its limitations: the formalism is based on the non-relativistic theory and at the moment is capable of predicting only inclusive cross-sections. Efforts to include the spectrum of the outgoing nucleons below and above pion production are still lacking in ab-initio calculations. Several other approximations and phenomenological methods instead offer a way to answer such questions [9–13], chief among them being the spectral functions formalism. While spectral functions can be computed phenomenologically [14–16], calculations were performed recently within the self-consistent Green function (SCGF) method [17, 18] using a similar Hamiltonian as in Ref. [8] for the initial state. In the past also the LIT method combined with hyperspherical harmonics was used to obtain the proton spectral function of $^4$He [19].

The main advantage of the spectral function formalism lies in the possibility of detaching the high-energy physics from the ground-state properties of the nucleus, under the assumption that the final state interactions can be neglected. This not only allows one to make predictions for the quasi-elastic peak using the relativistic kinematics and currents, but this approach can also be used at higher energies, e.g., above the pion production threshold. Hence, developing efficient ab-initio methods to compute spectral functions deserves attention, which goes beyond the mere fact that their calculation in a many-body system is per se an interesting and challenging task. In this work, we present an approach to the computation of spectral functions which opens up the possibility of using ab-initio many-body methods in the high-energy regime.

The reconstruction of nuclear response functions requires information about the excited states of the system, but usually these are not easily accessible. To circumvent this issue, the problem has been often reformulated by computing integral transforms of the response function, with Lorentz and Laplace kernels being popular choices [20–24]. The computation of the integral transform requires one to (only) solve a bound-state problem. The inversion of the transform, needed to obtain the response function, has to be performed numerically. While accurate results have been obtained for a variety of electroweak observables [5, 8, 24–26], the inversion introduces an additional numerical error and is most stable when the response function exhibits only one or two broad peaks [27, 28]. This scenario was recently explored using machine-learning techniques [29]. Spectral functions often have a more complicated structure and this makes the inversion of the integral transform difficult. Therefore, we propose here to use a different approach that is based on the Chebyshev expansion of the integral kernel (ChEK) introduced in Refs. [30, 31]. Although it relies on the idea of the integral transform, it does not require its inversion. Moreover, for a given desired resolution of the spectral reconstruction it allows one to estimate an uncertainty.

The information about the (discrete) spectrum of excited states in a many-body system can be retrieved in various ways. The nuclear theory community is familiar
with the Lanczos orthogonalization procedure [32], which for example is used in the LIT-CC method. An alternative approach, developed in the field of condensed-matter physics, is the kernel polynomial method (KPM) [33]. As for the KPM, the approach of this paper is also based on an expansion in Chebyshev polynomials.

This paper is organized as follows. In Sec. II, we review how the lepton-nucleus interaction in the quasi-elastic peak can be expressed in terms of spectral functions using the impulse approximation. In Sec. III, we present the theoretical framework for our calculations of spectral functions. We validate our method in $^3$He, paying special attention to the center-of-mass problem in Sec. IV, and finally we conclude in Sec. V.

II. ELECTRON-NUCLEUS SCATTERING

Let us consider the process

$$e(k) + A(p_0) \rightarrow e'(k') + f(p_f),$$

where an incoming electron with four-momentum $k = (E_k, \vec{k})$ is scattered off a nucleus $A$, producing an outgoing electron with four-momentum $k' = (E_{k'}, \vec{k'})$ and a final (in general multi-particle) state $f$. The four-momentum transfer is $q = (\omega, \vec{q}) = k - k'$. In the Born approximation, the electron interacts via the exchange of a single $\gamma$.

The inclusive cross section of this process can be written in terms of leptonic and hadronic tensors as

$$\frac{d\sigma}{d\omega d\cos \theta} = \frac{\alpha}{q^2} \left| \frac{k}{k'} \right|^2 L_{\mu\nu} W^{\mu\nu},$$

with the angle of the outgoing lepton being $\theta$, $\alpha \approx 1/137$, is the fine structure constant. The lepton tensor is

$$L_{\mu\nu} = 2(k_{\mu} k_{\nu}^\prime + k_{\mu}^\prime k_{\nu} - g_{\mu\nu}(kk')).$$

The nuclear structure information is encoded in the hadron tensor

$$W^{\mu\nu} = \sum_{f} \delta^4(p_0 + q - p_f) \langle \Omega | (J^\mu)^\dagger | \Psi_f \rangle \langle \Psi_f | J^\nu | \Omega \rangle,$$

where the current $J^\mu$ corresponds to the electromagnetic process.

In the following, we will focus on the quasi-elastic mechanism, for which the interaction takes place on a single nucleon, kicking off a nucleon from the remaining $(A-1)$ nucleus in the final state. The electromagnetic current is a sum of one-body contributions which in the second quantization form is given by

$$J^\mu = \sum_{\alpha, \beta} \langle \beta | j^\mu | \alpha \rangle a_\beta^\dagger a_\alpha.$$

Here, the initial and final nucleon states are labelled by $\alpha$ and $\beta$, respectively. Within the spectral function formalism, we will use the fully relativistic current in the matrix element treating the initial and final nucleons as free states

$$\langle p + q | j^\mu | p \rangle = \bar{u}(p + q) V^\mu u(p).$$

The current $j^\mu$ has a vector structure and $u$ denotes a Dirac spinor. Constructing the most general form of $V^\mu$ using the available four-vectors, we have

$$V^\mu = F_1 \gamma^\mu + \frac{F_2}{2m} i \sigma^\mu \nu q_\nu.$$

We use $F_1^{n,p}$, $F_2^{n,p}$ parametrized as in Ref. [34].

A. The Impulse Approximation

At relatively large momentum transfer $q$, one can assume that the struck nucleon is decoupled from the nuclear $(A-1)$ system, i.e., that the final-state interaction can be neglected. Within this impulse approximation, the final nuclear state factorizes as

$$|\Psi_f \rangle \longrightarrow a_{\rho}^\dagger |\Psi_{A-1} \rangle,$$

where a plane-wave state $a_{\rho}$ with momentum $p'$ and energy $E_{p'}$ is added on top of the final $(A-1)$ system.\footnote{For simplicity we suppress spin and isospin indices.}

Using the current of Eq. (5), the one-body matrix element can be factorized as

$$\langle \Psi_f | J^\mu | \Omega \rangle \rightarrow \sum_{\alpha, \beta} \langle \beta | j^\mu | \alpha \rangle \langle \Psi_{A-1} | a_{\rho} a_{\alpha}^\dagger | \Omega \rangle$$

$$= \sum_{\alpha, \beta} \langle \beta | j^\mu | \alpha \rangle \langle \Psi_{A-1} | \delta_{\beta . \rho} a_{\alpha}^\dagger a_{\alpha} | \Omega \rangle$$

$$\approx \sum_{\alpha} \langle p' | j^\mu | p \rangle \langle p | a_{\alpha} \rangle \langle \Psi_{A-1} | a_{\alpha} | \Omega \rangle,$$

where the approximation in the third line assumes that the struck nucleon at the interaction vertex is exactly the one which is ejected from the nucleus [35] and in the last line we insert a complete set of states $\int d^3p/(2\pi)^3 |p\rangle \langle p|$. $\langle p | \alpha \rangle$ are single-particle wavefunctions in momentum space. The process is shown schematically in Fig. 1.

![FIG. 1. Impulse approximation: the electroweak interaction takes place on a single nucleon which afterwards does not interact with the spectator $|\Psi_{A-1}\rangle$ system.](image)
The recoil energy $E_f^{kin}$ of the $(A-1)$ system is negligible for heavy nuclei, and the excitation is given by the energy conservation

$$E_f^{A-1} = \omega + E_0 - E_p' - E_f^{kin}$$

with the initial-state energy $E_0$.

Substituting Eq. (9) in Eq. (4), the incoherent contribution to the hadron tensor becomes

$$W^{\mu\nu}(q) = \int \frac{d^3p}{(2\pi)^3} \sum_{\alpha,\beta} \int dE \sum_\omega \langle \Psi_{A-1} | \delta(\omega + E - E_p - E_f^{A-1} - E_f^{kin}) \delta(\omega + E - E_f^{A-1} - E_f^{kin}) \rangle,$$

From the momentum conservation at the single nucleon vertex $p = p' - q$. Furthermore, the spin state of $a_\alpha$ and $a_\alpha'$ coincide due to charge conservation and the assumption that the nuclear ground state has spin zero. Finally, the last step of the factorization separates the energy conservation at the vertex from the excitation of the residual system by introducing the energy $E$ needed to remove a nucleon with momentum $\mathbf{p}$ from the ground state as

$$\delta(\omega + E_0 - E_{p'} - E_f^{A-1} - E_f^{kin})$$

$$= \int dE \delta(\omega + E - E_{p'} - E_f^{A-1} - E_0).$$

Using this equation and introducing explicitly the isospin dependence, the hadron tensor is

$$W^{\mu\nu}(q) = \int \frac{d^3p}{(2\pi)^3} dE \left[ S^n(\mathbf{p}, E) w_{\mu\nu}^n(p, q) + S^p(\mathbf{p}, E) w_{\mu\nu}^p(p, q) \right] \delta(\omega + E - E_{p'+q} - E_f^{kin}),$$

with $w_{\mu\nu}^n(p, q) = \langle p+q|j^n|p\rangle \langle p+q|j^n|p\rangle$ depending on the isospin of $\mathbf{p}$, where we have introduced the hole spectral function

$$S^n(\mathbf{p}, E) = \sum_{\alpha,\beta} \int_{\Psi_{A-1}} \langle 0| a_\alpha^\dagger | \Psi_{A-1} \rangle \langle \Psi_{A-1} | a_\alpha | 0 \rangle \langle \mathbf{p} | a_\alpha \rangle \langle \mathbf{p} | a_\alpha \rangle \delta(\omega + E_f^{A-1} - E_0).$$

The spectral function gives the probability distribution of removing a nucleon with momentum $\mathbf{p}$ from the target nucleus, leaving the residual $(A-1)$ system with an energy $E_0 - E$. For closed-shell nuclei, such as the $^4\text{He}$ considered in this work, the spectral functions of spin-up and spin-down nucleons coincide. We normalize spectral functions as

$$\int \frac{d^3p}{(2\pi)^3} dE S^n(\mathbf{p}, E) = N(Z).$$

In the relativistic regimes, the factors $m/E_p$ and $m/E_{p+q}$ should be included to account for the implicit covariant normalization of the four-spinors of the nucleons in the matrix elements of the current $j^n$. Hence the hadron tensor finally becomes

$$W^{\mu\nu}(q) = \int \frac{d^3p}{(2\pi)^3} dE \frac{m}{E_p} \frac{m}{E_{p+q}} \left[ S^n(\mathbf{p}, E) w_{\mu\nu}^n(p, q) + S^p(\mathbf{p}, E) w_{\mu\nu}^p(p, q) \right] \delta(\omega + E - E_{p+q} - E_f^{kin}),$$

where one can see that it can be calculated starting from the spectral function for $(n)$ neutrons and $(p)$ protons.

We performed the factorization of the relativistic currents and the nuclear ground state governed by non-relativistic dynamics. This way we can address the processes occurring at high energy-momentum transfers. This procedure introduces, however, some model dependence since we do not treat the wavefunction and the currents on an equal footing. In a consistent description we can either have the picture of a simple current interacting with a complicated nucleus, or an alternative picture (and a continuum of approaches between these two extremes) where the nucleus is simple (e.g., a product state), and the current is complicated and consists of one- and two-body terms. Very recently, authors of Ref. [36] presented a detailed discussion of this subject. In particular they analyse how the high-momentum behaviour of the wavefunctions depends on the resolution of employed nuclear Hamiltonian. Their results can be applied to the momentum distribution of the spectral functions. We leave the analysis of this effect, as well the role of two-body currents within the factorization scheme, for the future studies.

### III. FORMALISM

#### A. Green’s function and spectral function

The spectral functions Eq. (14) are defined through the imaginary part of a propagator in a many-body system. Presently, we will consider only the hole propagation of a state with quantum numbers $\alpha$ to a state with quantum numbers $\beta$

$$G_h(\alpha, \beta, E) = \langle 0| a_\beta^\dagger | E_0 - H - \omega \rangle \langle \alpha | 0 \rangle,$$

$$\text{Im} G_h(\alpha, \beta, E) = -\pi \sum_{\Psi_{A-1}} \langle 0| a_\beta^\dagger | \Psi_{A-1} \rangle \langle \Psi_{A-1} | a_\alpha | 0 \rangle \delta(\omega - (E_0 - E_{\Psi})).$$

The spectral functions can be retrieved from the imaginary part of Green’s function summing over all the appropriate quantum numbers

$$S(\mathbf{p}, E) = -\frac{1}{\pi} \sum_{\alpha,\beta} \langle \mathbf{p} | a_\alpha \rangle \langle a_\beta^\dagger \rangle \text{Im} G_h(\alpha, \beta, E).$$

$$S(\mathbf{p}, E) = -\frac{1}{\pi} \sum_{\alpha,\beta} \langle \mathbf{p} | a_\alpha \rangle \langle a_\beta^\dagger \rangle \text{Im} G_h(\alpha, \beta, E).$$
The reconstruction of $\text{Im}G_h(\alpha, \beta, E)$ from Eq. (17) requires a summation over all the excited states $|\Psi_{A-1}\rangle$, which contains not only bound states but also continuum states. Within ab-initio methods the calculated spectrum is typically discretized because of the truncation of the many-body space. Continuum effects can be included via complex scaling techniques [37, 38] or in the Berggren basis. The latter idea has been recently applied to obtain the microscopical optical potential from the coupled-cluster theory [39, 40]. These techniques are usually combined with the Lanczos algorithm to construct tri-diagonal forms of large matrices, and thereby give access to the extreme eigenvalues of the problem. Here, however, we will use another approach described in the next section.

**B. Chebyshev expansion of integral transform**

Within the ChEK method we rephrase our problem: instead of reconstructing the response we want to estimate observables which are expressed as the energy integrals of the response. The method can be used in a general situation

$$\Phi = \int d\omega f(\omega)R(\omega),$$

where $f(\omega)$ is any bound function defining the observable and $R(\omega)$ is a response function – which in our case corresponds to $\text{Im}G_h(\alpha, \beta, \omega)$. Our strategy to approximate the quantity in Eq. (19) consists in applying the integral transform $\tilde{R}(E)$

$$\tilde{\Phi} = \int dE f(E)\tilde{R}(E),$$

in such a way that we control the approximation error $|\tilde{\Phi} - \Phi|$. Let us also notice, that the reconstruction of $\tilde{\Phi}$ does not require the inversion of integral transform. In our case $\tilde{R}(E)$ is given by

$$\text{Im}\tilde{G}_h(\alpha, \beta, E) = \int d\omega \text{Im}G_h(\alpha, \beta, \omega)K(\omega, E),$$

and

$$= -\pi \sum_{\omega_{k-1}}^{\omega_{k+1}} (0|a_\beta^\dagger K(E_{\Psi} - E_0)|a_\alpha|0)$$

$$= -\pi \sum_{\omega_k}^{\omega_{k+1}} (0|a_\beta^\dagger K(\tilde{H} E - E_0)|a_\alpha|0).$$

The kernel $K(\omega, E)$ can be realized by various functions. Here, we will apply the Gaussian kernel

$$K(\omega, E; \lambda) = \frac{1}{\sqrt{2\pi}\lambda} \exp -\frac{(\omega - E)^2}{2\lambda^2}.$$

Following Ref. [30], we characterize the kernel as $\Sigma$-accurate with $\Lambda$-resolution:

$$\sup_{\omega_0 \in [-1, 1]} \int_{\omega_0 - \Lambda}^{\omega_0 + \Lambda} K(\omega_0, E)dE \geq 1 - \Sigma.$$

With these definitions we can provide the uncertainty bound for $|\Phi - \tilde{\Phi}|$, which will depend on the properties of the function $f$ and the kernel $K$.

Next we expand Eq. (21) into Chebyshev polynomials and truncate the number of terms $N$. This truncation will introduce an additional error, as will be explained later. The truncated kernel

$$K(\omega, E) = \sum_{k=0}^{N} c_k(E)T_k(\omega),$$

is expressed in terms of $T_k(\omega) = \cos[k \arccos(\omega)]$ which follow a recursive relation

$$T_0(x) = 1; \quad T_{-1}(x) = T_1(x) = x; \quad T_{k+1}(x) = 2xT_k(x) - T_{k-1}(x).$$

Let us assume that the Hamiltonian norm is known, and that we are able to rescale our problem $[E_{\text{min}}, E_{\text{max}}] \rightarrow [-1, 1]$. This allows us to use Chebyshev polynomials (which are defined on the interval $[-1, 1]$). The Hamiltonian spectrum can be obtained, e.g., via the Lanczos algorithm. The rescaling is given then by:

$$a = (E_{\text{max}} - E_{\text{min}})/2, \quad b = (E_{\text{max}} + E_{\text{min}})/2,$$

$$H := (H - b)/a.$$ Combining Eqs. (21) and (24) we obtain

$$\text{Im}\tilde{G}_h(\alpha, \beta, E)$$

$$= -\pi \sum_{k=0}^{N} c_k(E)(0|a_\beta^\dagger T_k(\tilde{H})a_\alpha|0)$$

$$\equiv -\pi \sum_{k=0}^{N} c_k(E)\mu_k.$$ For simplicity we will abuse the notation and understand that $\text{Im}\tilde{G}_h(\alpha, \beta, E)$ has an implicit $N$ dependence. Furthermore, the moments $\mu_k$ have an implicit dependence on $\alpha$ and $\beta$. The moments of the expansion $\mu_k$ can be retrieved from a many-body calculation, using the recursive relation from Eq. (25)

$$\langle \tilde{\Psi}_1 | a_\beta^\dagger \langle 0| \rangle, \quad |\Psi_0\rangle \equiv a_\alpha|0\rangle,$$

$$\langle \tilde{\Psi}_k | a_\beta^\dagger | \tilde{\Psi}_{k-1} \rangle = \tilde{H}| \tilde{\Psi}_k \rangle,$$

$$\mu_0 = \langle \tilde{\Psi}_0 | \Psi_0 \rangle, \quad \mu_1 = \langle \tilde{\Psi}_0 | \Psi_1 \rangle = \langle \tilde{\Psi}_1 | \Psi_0 \rangle,$$

$$\mu_{k+1} = 2\langle \tilde{\Psi}_0 | \tilde{\Psi}_{k+1} \rangle - \mu_{k-1} \equiv 2\langle \tilde{\Psi}_{k+1} | \Psi_0 \rangle - \mu_{k-1}.$$ In the $(k+1)$-th step only the $|\Psi_k\rangle$ (or $|\tilde{\Psi}_k\rangle$) state has to be known from the previous iteration. Similarly to the Lanczos procedure, we iterate the action of Hamiltonian $\tilde{H}$. Here, however, no orthogonality restoration is needed at each step, which makes the procedure faster and requires less memory. The coefficients $c_k$ from Eq. (27) depend on the chosen kernel and their form can be found in Ref. [31].
In the present case, we will define the function \( f(\omega) \) in Eq. (19) as a histogram bin centered at \( \eta \) and a half-width \( \Delta \).

\[
f(\omega) = \begin{cases} 
0 & |\eta - \omega| > \Delta \\
1 & \text{otherwise}
\end{cases}
\] (29)

We are then interested in approximating the histogram

\[
\text{Im} \tilde{G}_h(\alpha, \beta; \eta, \Delta) = \int_{\text{Im} \tilde{G}_h(\alpha, \beta, E) dE}
\] (30)

using its integral transform (given in Eq. (27)) with a finite number of Chebyshev moments \( N \)

\[
\text{Im} \tilde{G}_h(\alpha, \beta; \eta, \Delta) = 2 \pi \sum_{k=0}^{N} \mu_k \int_{\eta}^{\Delta} \text{Im} \tilde{G}_h(\alpha, \beta, E) c_k(E) dE.
\] (31)

As shown in Ref. [31], we get

\[
\text{Im} \tilde{G}_h(\Delta - \Lambda) - \Sigma - 2\gamma(\Delta - \Lambda) \leq \text{Im} \tilde{G}_h(\Delta)
\] (32)

\[
\leq \text{Im} \tilde{G}_h(\Delta + \Lambda) + \Sigma + 2\gamma(\Delta + \Lambda),
\]

where we used a shorter notation \( \text{Im} \tilde{G}_h(\alpha, \beta; \eta, \Delta) \equiv \text{Im} \tilde{G}_h(\Delta) \). The truncation error \( \gamma \) depends on the number of moments \( N \) and the properties of the kernel

\[
\gamma = \sum_{k=N}^{\infty} c_k(E) \mathcal{T}_k(\omega).
\] (33)

The analytical expression for the bounds on \( \gamma \) can be found in Eqs. (B5), (B22) of Ref. [31] for the Lorentzian and Gaussian kernels, respectively. As has been advocated in Ref. [31], the Gaussian integral transform has better convergence properties and will therefore be used in the present calculations.

Eq. (32) is the master equation which will ultimately allow us to reconstruct the spectral functions defined in Eq. (18) as a histogram. It gives the error bound for \( \text{Im} \tilde{G}_h(\Delta) \) depending on the characteristics of the kernel, \( \Lambda \) and \( \Sigma \), and the number of Chebyshev moments \( N \) (which enter both \( \gamma \) and \( \text{Im} \tilde{G}_h(\Delta + \Lambda) \)).

It is important to notice some properties of the integral transform \( \text{Im} \tilde{G}_h(\Delta + \Lambda) \) (see Eq. (31)). The characteristic of the kernel is encoded in coefficients \( c_k \). In this way, the Chebyshev moments \( \mu_k \) have to be calculated only once for any kernel to be used. This is an important feature, because their computation is much more expensive than the post-processing stage (i.e. constructing histograms). Moreover, the integral of Eq. (31) can be performed analytically for the Gaussian kernel, which speeds up the calculation and does not introduce any additional numerical errors.

C. Coupled-cluster theory

The moments of the Chebyshev expansion \( \mu_k \) in Eq. (28) have to be calculated in a many-body framework. In this work we employ the spherical coupled-cluster method [41], which can accurately describe ground- and excited state properties of nuclei in the neighborhood of closed (sub-)shell nuclei. The method starts from a spherical Hartree-Fock reference state \( |\Psi_{HF}\rangle \) and includes correlations with an exponential ansatz

\[
|0\rangle = e^{-T}|\Psi_{HF}\rangle.
\] (34)

Here the cluster operator \( T \) is built of 1p-1h, 2p-2h, \ldots excitations

\[
T = \sum_{i,a} t^a_i a^\dagger_i + \frac{1}{4} \sum_{i,j,a} t^a_{ij} a^\dagger_i a^\dagger_j a^\dagger_i a^\dagger_j + \ldots,
\] (35)

and is truncated at a certain level. In this work we truncate \( T \) at the 2p-2h excitation level, which is known as the coupled-cluster singles-and-doubles (CCSD) approximation.\(^2\) The amplitudes \( t \) are obtained by solving a large set of coupled non-linear equations, which are subsequently used in the construction of the similarity transformed Hamiltonian and creation/annihilation operators

\[
\tilde{H} = e^{-T^* \hat{H} e^T}, \quad \tilde{a^\dagger} = e^{-T^* a^\dagger e^T}, \quad \tilde{a} = e^{-T^* a e^T}.
\] (36)

For our problem, the initial states are built as

\[
|\Psi_0\rangle = \tilde{a}^\dagger|\psi_{HF}\rangle, \quad \langle \tilde{\psi}_0 | = \langle \psi_{HF} | a^\dagger_b.
\] (37)

The calculation of Chebyshev moments follows Eq. (28), which requires iterating

\[
|\Psi_k\rangle = \tilde{H} |\Psi_{k-1}\rangle, \quad \langle \tilde{\psi}_k | = \langle \psi_{k-1} | \tilde{H}
\] (38)

The action of the Hamiltonian can be accumulated either on the right state, or on the left, or distributed between them. This allows for a numerical check of the procedure.

In our calculation we use the NNLO\textsubscript{sat} nucleon-nucleon and three-nucleon interaction, which was adjusted to the binding energy and charge radii of light nuclei and selected oxygen isotopes [42]. Furthermore, we approximate the three-nucleon interaction at the normal-ordered two-body level which has been shown to be accurate for light- and medium mass nuclei [43, 44]. We note that this approximation breaks translational invariance of the Hamiltonian, and impacts the computation of intrinsic observables in light nuclei [45]. The results for various observables are converged in a model space of 15 oscillator shells (\( N_{\text{max}} = 14 \)) using the oscillator spacing \( h\omega = 16 \text{ MeV} \). The three-nucleon interaction had an additional energy cut on allowed configurations given by \( E_{3\text{max}} = 16 \text{ MeV} \).

\(^2\) In Eq. (35) index \( a, b \) iterates over particle states, while \( i, j \) over hole states.
IV. RESULTS

Before the analysis of the spectral function itself, we benchmark our result for the momentum distribution, which is directly derived from the spectral function:

\[ n(p) = \int dE S(p,E) = \sum_{\alpha,\beta} \langle \hat{p}_\alpha | \hat{p}_\beta \rangle^\dagger \langle 0 | a_\beta^\dagger a_\alpha | 0 \rangle. \tag{39} \]

Figure 2 shows the intrinsic and laboratory proton momentum distributions computed within CCSD. The difference is clearly visible for low and intermediate momenta up to \( k \approx 0.7 \text{fm}^{-1} \). We compare our results with those from the SCGF method. While the results coincide for the laboratory momentum distribution, there are visible differences to the intrinsic CCSD momentum density. We mostly ascribe these to two very different strategies of the center-of-mass removal. In our case the method is straightforward and relatively simple, while the procedure employed in Ref. [17] consists of two steps. Firstly the SCGF result is approximated via an optimized reference state, then the center-of-mass component is removed from the wavefunction using Monte Carlo Metropolis sampling. We note that the three-nucleon interaction is approximated slightly different in the SCGF approach [49], and may therefore impact the comparison with our approach for intrinsic observables in \(^4\text{He}\). We speculate that this difference will lead to some discrepancies in the cross-section predictions. However, the low-momentum region plays a minor role since the hadron tensor is weighted by \( p^2 dp \) [see Eq. (16)].

A. Spectral function

Benchmarking of the momentum distribution \( n(p) \) allows us to validate the momentum dependence of the spectral function \( S(p,E) \) and compare it with a previous calculation of Ref. [17]. However, the spectral function energy dependence requires a more careful analysis. The energy distribution, driven by \( \text{Im}G(\alpha,\beta,E) \) is obtained via the integral transform expanded into Chebyshev polynomials. These are calculated according to recursive relations of Eq. (28) iterating the action of the Hamiltonian on the initial pivot state

\[ |\Psi_0\rangle = \hat{H}^n |\Psi_0\rangle = \hat{H}^n a_\alpha |0\rangle. \tag{40} \]

Two remarks are in order. The initial state \( |\Psi_0\rangle \) is composed of \((A-1)\) nucleons and, to be consistent, the Hamiltonian applied in the iteration should be changed accordingly. Otherwise the energy conservation of Eq. (17), \( E_0 - E_\Psi \) would be shifted since \( E_\Psi \) is the excitation of the \((A-1)\) system. Additionally, \( |\Psi_0\rangle \) might contain spurious center-of-mass excitations which should be detected and removed. The first point was already discussed in Ref. [50] and a method to account for this inconsistency was proposed. It consists in performing the calculation of the ground state and excitation energies both for \( A \) nucleons \( (E_0 \text{ and } \omega = E_0 - E_\Psi \text{ accordingly}) \) and \((A-1)\) \( (E_0^* \text{ and } \omega^* = E_0^* - E_\Psi^* \text{ accordingly})\), so that we can calculate

\[ E_0 - E_\Psi = E_0 - E_0^* + \omega^* \tag{41} \]

We have checked that the difference between this value and \( E_0 - E_\Psi \) is around 1.5 MeV. For the purposes of the spectral function—which is a valid approximation for the
momentum transfer of several hundreds of MeV and energy transfers of tens of MeV—this difference is not drastic. It will be also partially taken into account since we consider spectral function in form of a histogram, whose binning will be larger than 1.5 MeV.

The disentanglement of the center of mass from the physical excitations in Im$G(\alpha, \beta, E)$ is complicated. However, the spectral function of $^4$He has a simple structure. It is dominated by a single peak whose position corresponds to the energy difference between the ground states of $^4$He and $^3$H (in the case of the proton spectral function) or $^4$He and $^3$He (in the case of the neutron spectral function). In Fig. 3, we show how the convergence of Im$G(\alpha, \beta, E)$ depends on $N_{\text{max}}$ for the specific case of quantum numbers $\alpha = \beta$, radial quantum number $n = 0$ and orbital angular momentum $l = 0$. The dominant peak at around 23.5 MeV is converged already for $N_{\text{max}} = 14$. The smaller excitations visible at higher energies play a negligible role. Their integrated strength does not exceed 2%. We also observe some very small contribution of states with negative strengths, which can be treated as unphysical excitations. We remove them from the final spectral function.

The analysis for $^4$He shows that our treatment, although introducing some approximations, still gives reasonable spectral functions within a few percent of uncertainty. We were able to remove the center-of-mass contamination from the momentum-dependent part of the spectral function, and performed various checks to make sure that the center-of-mass excitation does not strongly affect the energy distribution. For heavier nuclei the situation is known to be better, since center-of-mass effects scale as $1/A$.

To obtain the final spectral function within the ChEK method we need to know the scaling factors, see Eq. (26), which we estimate through the Lanczos algorithm, $E_{\text{min}} = 0$ and $E_{\text{max}} = 200$ MeV. The reconstruction using histograms requires also to set the bin width, and 3 MeV is a resolution that encompasses some of the earlier discussed uncertainties. Next, the Gaussian kernel width is chosen such that $\Lambda$ and $\Sigma$ are kept small (see Eq. (23)), while the number of Chebyshev moments required is still manageable. In the results presented in this work we used the Gaussian width $\lambda = 0.12$ MeV and $\Lambda = 0.5$ MeV. According to the results of Ref. [31] the number of required moments would exceed $N = 10000$ to keep the truncation error below 1%. While this number seems large it is still achievable within the CCSD approximation. Still, as was also pointed out in Ref. [31], the current bound on the truncation error is greatly overestimated. We have checked numerically that results are converged already with $N = 6000$ moments. With this choice of parameters we obtain a histogram spectral function whose errors are negligible.

\section{B. Electron-nucleus scattering}

We now turn our attention to the electron scattering off $^4$He. In Fig. 4, we show results for the cross section in various kinematics, for the spectral function before and after removal of the center-of-mass contamination. The final results, “CCSD intrinsic”, has been obtained using the intrinsic momentum distribution. They predict more strength at the quasi-elastic peak with respect to the “CCSD lab” result. This trend is consistent with the findings of Ref. [17]. The uncertainty of $n(p)$ at low momenta as well as the negligible reconstruction errors coming from the ChEK method do not affect the cross-section results. It is also interesting to notice that the impulse approximation indeed works better with increasing momentum transfer $|q|$. For the values $|q| = 300 - 400$ MeV the spectral function overestimates the data and predicts a shifted quasi-elastic peak.

A direct comparison of our results with Ref. [17] shows an overall good agreement. While the results before the center-of-mass removal are almost identical, the predicted cross section using the intrinsic spectral function is slightly different, as can be seen in Fig 5. We have chosen this low momentum transfer kinematics, because the nuclear effects might play a more important role and differences between the CCSD and SCGF should be more pronounced. There are several sources of discrepancies. First, in the conservation of energy of Eq. (13) we take into account the kinetic energy of the recoiled nucleus, which for $^4$He amounts to 7-9 MeV for the Fermi momentum. Second, we use a different approach to remove the center-of-mass. Third, the spectral functions are obtained using two different many-body methods and approximations therein.

\section{V. CONCLUSION AND OUTLOOK}

We have presented an ab initio calculation of the spectral functions for $^4$He based on the coupled cluster theory combined with the ChEK method for the reconstruction
This work paves the way for further explorations of the spectral properties of a many-body system. Within this approach, and for a given resolution, we were able to assess the uncertainty of our calculation. For $^4\text{He}$ we obtained an almost negligible error, however we expect it to be larger when we move to medium-mass nuclei. This work paves the way for further explorations of the ChEKn method in nuclear physics. On the one hand, one can study other nuclear responses, especially where the standard inversion procedures are unable to give stable results. On the other hand, the method provides error bounds, because it does not require any ansatz about the properties of the response (e.g. the threshold energy needed in the LIT inversion). This way we can achieve a stringent control over the uncertainty bound of an observable of interest.

We compared our predictions for the electron-nucleus scattering in the quasi-elastic regime with available data and found agreement. We were able to scan a large range of momentum transfers, and observed that the impulse approximation improves with growing momentum. Our results point to possible directions of further investigation. In view of the planned DUNE and T2HK experiments, which will benefit from reliable cross-section models, another important step is the calculation of spectral function for $^{16}\text{O}$ and $^{40}\text{Ar}$. Both of these nuclei is within the reach of the coupled-cluster approach. Furthermore, for low and intermediate momentum transfers the impulse approximation picture becomes less reliable and the full inclusion of final state interactions is therefore desirable. This transition region requires more the-
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Appendix A: Removal of the center of mass

We follow Ref. [55] and consider an A-body system with coordinates \( \mathbf{r}_1, \ldots, \mathbf{r}_A \) and corresponding momenta \( \mathbf{p}_1, \ldots, \mathbf{p}_A \) in the laboratory system. The center-of-mass and relative coordinates are

\[
\mathbf{R} = \frac{1}{A} (\mathbf{r}_1 + \ldots + \mathbf{r}_A) ,
\]

\[
\xi_1 = \mathbf{r}_2 - \mathbf{r}_1 ,
\]

\[
\xi_2 = \mathbf{r}_3 - \frac{\mathbf{r}_1 + \mathbf{r}_2}{2} ,
\]

\[
\vdots
\]

\[
\xi_n = \mathbf{r}_{n+1} - \frac{\mathbf{r}_1 + \mathbf{r}_2 + \ldots + \mathbf{r}_n}{n} ,
\]

\[
\xi_{A-1} = \mathbf{r}_A - \frac{\mathbf{r}_1 + \mathbf{r}_2 + \ldots + \mathbf{r}_{A-1}}{A-1} ,
\]

and the corresponding canonical momenta are

\[
\pi_1 = \frac{\mathbf{p}_2 - \mathbf{r}_1}{2} ,
\]

\[
\pi_2 = \frac{2}{3} \mathbf{p}_3 - \frac{\mathbf{p}_1 + \mathbf{p}_2}{3} ,
\]

\[
\vdots
\]

\[
\pi_n = \frac{n}{n+1} \mathbf{p}_{n+1} - \frac{\mathbf{p}_1 + \mathbf{p}_2 + \ldots + \mathbf{p}_n}{n+1} ,
\]

\[
\vdots
\]

\[
\pi_{A-1} = \frac{A-1}{A} \mathbf{p}_A - \frac{\mathbf{p}_1 + \mathbf{p}_2 + \ldots + \mathbf{p}_{A-1}}{A} .
\]

Two comments are in order. First, the transformation between laboratory and center-of-mass coordinates has a unit Jacobian. Second, we see that \( \xi_n \) is the position of particle \((n+1)\) with respect to the center of mass of the previous \(n\) particles, while \( \pi_n \) is the momentum of particle \((n+1)\) relative to the average momentum of the \((n+1)\) particle system. We note that \( \mathbf{r}_i - \mathbf{R} \) and \( \mathbf{p}_i - \mathbf{P}/A \) are intrinsic positions and momenta, respectively, for any \( i = 1, \ldots, A \). A particular convenient choice is \( i = A \), because

\[
\mathbf{r}_A - \mathbf{R} = \frac{A-1}{A} \xi_{A-1} ,
\]

\[
\mathbf{p}_A - \frac{\mathbf{P}}{A} = \pi_{A-1}
\]

can be expressed in terms of a single relative position and momentum, respectively.

Let us now assume that the ground state \(| \Psi \rangle = | \Phi \rangle | \psi \rangle \) factorizes into a center-of-mass state \(| \Phi \rangle \) and an intrinsic state \(| \psi \rangle \). The laboratory density in position space is

\[
\rho(\mathbf{x}) = A \int d^3 \mathbf{r}_1 \cdots d^3 \mathbf{r}_A \delta(\mathbf{x} - \mathbf{r}_A) |\Psi(\mathbf{r}_1, \ldots, \mathbf{r}_A)|^2
\]

\[
= A \int d^3 \mathbf{r}_1 \cdots d^3 \mathbf{r}_{A-1} |\Psi(\mathbf{r}_1, \ldots, \mathbf{r}_{A-1}, \mathbf{R})|^2 .
\]

Based on Eq. (A3), the intrinsic one-body density is

\[
\sigma(\mathbf{x}) = A \int d^3 \xi_1 \cdots d^3 \xi_{A-1} \delta \left( \mathbf{x} - \frac{A-1}{A} \xi_{A-1} \right)
\]

\[
\times |\psi(\xi_1, \ldots, \xi_{A-1})|^2
\]

\[
= A \left( \frac{A}{A-1} \right)^3 \int d^3 \xi_1 \cdots d^3 \xi_{A-2} |\psi(\xi_1, \ldots, \xi_{A-2}, \mathbf{R})|^2 .
\]

To establish the relation between the intrinsic and laboratory densities we use \( \delta(\mathbf{x} - \mathbf{r}_A) = \delta(\mathbf{x} - \mathbf{R} - \mathbf{r}_A (A-1)/A) \) and rewrite Eq. (A5) as

\[
\rho(\mathbf{x}) = A \int d^3 \xi_1 \cdots d^3 \xi_{A-1} d^3 \mathbf{R} \delta \left( \mathbf{x} - \mathbf{R} - \frac{A-1}{A} \xi_{A-1} \right)
\]

\[
\times |\Phi(\mathbf{R})|^2 |\psi(\xi_1, \ldots, \xi_{A-1})|^2
\]

\[
= \int d^3 \mathbf{R} |\Phi(\mathbf{R})|^2 \sigma(\mathbf{x} - \mathbf{R}) .
\]
Thus, the laboratory density is a convolution of the center-of-mass density and the intrinsic density. In coupled-cluster and IMSRG calculations, the center-of-mass wave function is a Gaussian (to a very good approximation) [47, 48, 56–58], i.e.,
\begin{equation}
|\Phi(R)|^2 = \pi^{-3/2} b^{-3} e^{-\frac{R^2}{2b^2}},
\end{equation}
and its Fourier transform is
\begin{equation}
(2\pi)^{-3/2} e^{-\frac{p^2}{2b^2}}.
\end{equation}
Thus, the intrinsic density can be obtained by dividing the Fourier transforms of the laboratory and center-of-mass wave functions and performing the inverse Fourier transform of that quotient.

Let us now turn to momentum space. The laboratory momentum density is
\begin{equation}
\rho(p) = A \int d^3 p_1 \cdots d^3 p_A \delta(p - p_A)|\Psi(p_1, \ldots, p_A)|^2
= A \int d^3 p_1 \cdots d^3 p_{A-1} |\Psi(p_1, \ldots, p_{A-1}, p)|^2.
\end{equation}
Based on Eq. (A4), the intrinsic one-body momentum density is
\begin{equation}
\sigma(p) = A \int d^3 \pi_1 \cdots d^3 \pi_{A-1} \delta(p - \xi_{A-1})
\times |\phi(\pi_1, \ldots, \pi_{A-1})|^2
= A \int d^3 \pi_1 \cdots d^3 \pi_{A-2} |\psi(\pi_1, \ldots, \pi_{A-2}, p)|^2.
\end{equation}
To establish the relation between the intrinsic and laboratory momentum densities we use \(\delta(p - p_A) = \delta(p - \pi_{A-1} - p/A)\) and rewrite Eq. (A10) as
\begin{equation}
\rho(p) = A \int d^3 \pi_1 \cdots d^3 \pi_{A-1} d^3 p \delta(p - \pi_{A-1} - p/A)
\times |\phi(p)|^2 |\phi(\pi_1, \ldots, \pi_{A-1})|^2
= \int d^3 p |\phi(p)|^2 \sigma(p - p/A).
\end{equation}
The substitution \(K = p/A\) then yields
\begin{equation}
\rho(p) = A^3 \int d^3 K |\phi(AK)|^2 \sigma(p - K).
\end{equation}
Thus, the laboratory density is a convolution of the center-of-mass density (at \(A\) times its argument) and the intrinsic density. Again, the center-of-mass wave function is to a good approximation a Gaussian in momentum space, and the deconvolution can be performed. We have
\begin{equation}
A^3 |\phi(Ap)|^2 = \pi^{-3/2} b^3 A^3 e^{-b^2 A^2 p^2},
\end{equation}
and its Fourier transform is
\begin{equation}
(2\pi)^{-3/2} e^{-\frac{K^2}{A^2 b^2}}.
\end{equation}
In the Gaussians, we employed the oscillator length
\begin{equation}
b = \sqrt{\frac{\hbar}{M\omega}}.
\end{equation}
Here, \(M = Am\) is the total mass in terms of the nucleon mass \(m\), while \(\omega\) is the frequency of the Gaussian; this parameter is independent of the oscillator basis, and we have \(\hbar\omega \approx 24\) MeV for a light nucleus such as \(^4\)He and \(\hbar\omega \approx 16 - 20\) MeV for \(^{16}\)O [47, 56]. Thus \(b \approx 0.7A^{1/2}\) fm, and the Gaussian (A14) approximates a \(\delta\)-function for \(A \gg 1\). We therefore expect that the difference between the laboratory and intrinsic density in momentum space becomes exponentially small for \(A^{1/2} \gg 1\).
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