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Abstract. In this paper we study some convergence results concerning the one-dimensional distribution of a time-changed fractional Ornstein-Uhlenbeck process. In particular, we establish that, despite the time change, the process admits a Gaussian limit random variable. On the other hand, we prove that the process converges towards the time-changed Ornstein-Uhlenbeck as the Hurst index $H \to 1/2^+$, with locally uniform convergence of one-dimensional distributions. Moreover, we also achieve convergence in the Skorohod $J_1$-topology of the time-changed fractional Ornstein-Uhlenbeck process as $H \to 1/2^+$ in the space of càdlàg functions. Finally, we exploit some convergence properties of mild solutions of a generalized Fokker-Planck equation associated to the aforementioned processes, as $H \to 1/2^+$.
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1. Introduction

Among stochastic processes, the Ornstein-Uhlenbeck (OU) process is one of the most commonly used in various applications. In particular, it is revealed to be a quite tractable process, being the solution of a simple linear stochastic differential equation

$$dU(t) = -\frac{1}{\theta} U(t)dt + \sigma dB(t),$$

where $\theta, \sigma \in \mathbb{R}^+$ and $\{B(t), t \geq 0\}$ is a standard Brownian motion. Such process exhibits Markov property and its covariance admits an exponential decay. For this reason, it cannot be used in models in which the memory, in particular, a long memory, plays a prominent role. An example of long memory behaviour is given by models of neurons of the prefrontal cortex, in which the spiking behaviour cannot be described by the OU process (see [22]), that was instead the main process arising in stochastic Leaky Integrate-and-Fire models, which were the most used. In such context, a modification of the behaviour of the covariance of the process revealed to be effective to describe the spiking dynamics (see [20]). For this reason, the OU process had to be generalized in order to achieve some more long-range memory in the covariance.

One of the generalizations is given in terms of fractional Pearson diffusions (as considered in [15]). However, due to ambiguous notations, we will refer to such process as $\alpha$-stable time-changed OU process. These time-changed processes were not Markov process, however they still preserve Markov property in some specific times, in particular, they exhibit a semi-Markov property. Another important thing
we want to underline concerning $\alpha$-stable time-changed OU processes is that they always exhibit long-range dependence, as shown in [14]. Another generalization can be achieved by defining a time-changed OU process by means of a general inverse subordinator, as given in [10]. Let us stress out that the behaviour of such time-changed process is adapted to the behaviour of some particular neurons which could not be modelled via OU processes (see [7]).

Another interesting generalization can be obtained by changing the nature of the noise in equation (1.1). In [9], the fractional OU (fOU) process has been introduced as the solution of the fractional Brownian motion (fBm)-driven equation

$$dU_{H}(t) = -\frac{1}{\theta}U_{H}(t)dt + \sigma dB_{H}(t),$$

where $\theta, \sigma \in \mathbb{R}^+$ and $B_{H}\{B_{H}(t), t \geq 0\}$ is a fBm with Hurst parameter $H \in (0, 1)$. This process exhibits long- or short-range dependence as a function of the Hurst parameter (see [9, 12]). Considering $H > 1/2$ throughout the paper, we will always have long-range dependence. The approach by fOU processes is widely used in financial markets (see for instance [1]). In this direction, the study of the fractional Cox-Ingersoll-Ross process has to be carried on, in particular referring to the hitting time at 0 of the fOU process (see [13] [14]).

One can actually combine the two strategies, obtaining a time-changed fractional Ornstein-Uhlenbeck process, as done in [6]. Such time-changed fOU process generally admits a probability density function, depending on both the Hurst index of the parent fOU process and the Bernstein function representing the Laplace exponent of the involved subordinator. Thus, as it is known that the fOU process converges towards the OU process as $H \to 1/2$ (actually, the covariance of the fOU is a continuous function with respect to the Hurst index, as shown in [4]), a natural question that arises is linked to the behaviour of the density of the time-changed fOU process with respect to the Hurst index.

In this paper we focus on some convergence results concerning the time-changed fOU process. On the one hand, since the fOU process is a Gaussian process, we prove that the time-changed fOU process admits a limit distribution and that such distribution is Gaussian. This is justified by the fact that the time-change acts as a change of time scale and then does not modify the asymptotic behaviour. On the other hand, we establish the convergence of the time-changed fOU introduced in [6] to the time-changed OU process introduced in [10], as $H \to 1/2$. As one can see, we have not only weak one-dimensional convergence of the process, but in fact the uniform convergence on compact sets of the marginal of the process, as $H \to 1/2$. Moreover, by using a continuous mapping approach, we are also able to show a functional limit theorem, obtaining the aforementioned convergence in the space of càdlàg functions with respect to the Skorohod topology $J_1$. Finally, we study some convergence properties of the solutions of the generalized Fokker-Planck equation introduced in [6] and studied more in details in [5].

The paper is structured as follows: in Section 2 we recall some properties of inverse subordinators and Bernstein functions. In Section 3 we recall the definition and some properties of the time-changed fOU process as given in [6] and state some preliminary results concerning the convergence of the marginals of the fOU process.
In Section 4 we exploit the fact that the time-changed fOU process still admits a Gaussian limit distribution, despite not being a Gaussian process. In Section 5 we establish the one-dimensional convergence of the time-changed fOU process towards the time-changed OU process as $H \to 1/2$. Moreover, we stress that the convergence of the density is actually uniform on compact sets and the convergence of the absolute moments is uniform. In Section 6 we provide a functional limit theorem for the convergence of the time-changed fOU process towards the time-changed OU process. To do this, we first prove a functional limit theorem for the convergence of the fOU process towards the OU process in the space of continuous functions (actually, in the space of Hölder-continuous functions), and then give our main functional limit theorem, where we had to weaken the request on the topology to use the continuous mapping approach. Finally, in Section 7 we show that limits of mild solutions of the generalized Fokker-Planck equation associated to the time-changed fOU as $H \to 1/2^+$ are actually solutions of the generalized Fokker-Planck equation associated to the time-changed OU process.

2. INVERSE SUBORDINATORS AND BERNSTEIN FUNCTIONS

In what follows we will consider subordinators, i.e. increasing and starting from zero (hence positive) Lévy processes (see [8, Chapter 3]). Each subordinator admits a Laplace exponent $\Phi(\lambda)$, i.e. a function $\Phi : [0, +\infty) \to \mathbb{R}$ such that $
abla e^{-\lambda \sigma(t)} = e^{-t \Phi(\lambda)}, \quad t \geq 0, \quad \lambda \geq 0.$

In particular, such Laplace exponents $\Phi$ belong to the convex cone of Bernstein functions (see [21]), and therefore we can define the characteristic triple of $\Phi$, given by $(a_\Phi, b_\Phi, \nu_\Phi)$, where $a_\Phi, b_\Phi \geq 0$ are constants and $\nu_\Phi$ is a Lévy measure on $(0, +\infty)$ such that $\int_0^{+\infty} (t \wedge 1) \nu_\Phi(dt) < +\infty$. Indeed, let us recall that any Bernstein function $\Phi$ can be represented in a unique way by means of the characteristic triple as $\Phi(\lambda) = a_\Phi + b_\Phi \lambda + \int_0^{+\infty} (1 - e^{-t\lambda}) \nu_\Phi(dt)$.

Here we will consider $\Phi$ to be such that $a_\Phi = 0$ and if $b_\Phi = 0$ then we assume that $\nu_\Phi(0, +\infty) = +\infty$. Each Bernstein function $\Phi$ determines a unique (non-killed, since $a = 0$) subordinator $\sigma_\Phi(t)$ whose Laplace exponent is $\Phi$. Now let us define the inverse subordinator associated to $\Phi$ as $E_\Phi(t) := \inf\{y > 0 : \sigma_\Phi(y) > t\}$.

It was established in [16] that our hypotheses on $\Phi$ are enough to guarantee that $E_\Phi(t)$ admits a probability density function $f_\Phi(s;t)$ for each $t > 0$. Moreover, it has been shown that $\mathcal{L}_{t \to \lambda}[f_\Phi(s;t)] = \frac{\Phi(\lambda)}{\lambda} e^{-s\Phi(\lambda)},$ where $\mathcal{L}_{t \to \lambda}$ denotes the Laplace transform operator.

A particular case is given by the choice $\Phi(\lambda) = \lambda^\alpha$ for $\alpha \in (0, 1)$. Indeed, in this case, we have the $\alpha$-stable subordinator $\sigma_\alpha(t)$. According to [17], $\sigma_\alpha(t)$ and $E_\alpha(t)$ are absolutely continuous random variables for any $t > 0$ and, if we denote by $g_\alpha(x)$ the probability density function of $\sigma_\alpha(1)$, it was proved in [17] that

\begin{equation}
(2.1) \quad f_\alpha(x, t) = \frac{t}{\alpha} x^{-1-\frac{1}{\alpha}} g_\alpha(tx^{-\frac{1}{\alpha}}).
\end{equation}
The following lemma presents the result whose proof is contained in Remarks 4.2 and 4.4 of [6], therefore now it is omitted.

**Lemma 2.1.** It holds that $E[E_\alpha^{-\gamma}(t)] < +\infty$ for any $t > 0$ and any $\gamma \in (0, 1)$. In contrast, for any $n > 1$ and $H \in \left(\frac{1}{2}, 1\right)$ the higher-order moments are infinite: $E[E_\alpha^{-nH}(t)] = +\infty$.

It is true in general that $E[E_\Phi^{-\gamma}(t)] < +\infty$ for any $\gamma \in (0, 1)$. Indeed, we have the following result.

**Lemma 2.2.** Let $\gamma \in (0, 1)$, $t > 0$. Then $E[E_\Phi^{-\gamma}(t)] < +\infty$.

**Proof.** Let us recall that $\lim_{s \to 0^+} f_\Phi(s; t) = \nu_\Phi(t) := \nu_\Phi(t, +\infty)$, that is finite since $\nu_\Phi$ is a Lévy measure. Moreover, $s \mapsto f_\Phi(s; t)$ is continuous, thus $\|f_\Phi(\cdot; t)\|_{L^\infty(0, 1)} < +\infty$. Hence it holds

$$E[E_\Phi^{-\gamma}(t)] = \int_0^{+\infty} s^{-\gamma} f_\Phi(s; t)ds = \int_0^1 s^{-\gamma} f_\Phi(s; t)ds + \int_1^{+\infty} s^{-\gamma} f_\Phi(s; t)ds \leq \|f_\Phi(\cdot; t)\|_{L^\infty(0, 1)} \int_0^1 s^{-\gamma}ds + 1 < +\infty.$$ 

$\square$

3. The time-changed fractional Ornstein-Uhlenbeck process

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space supporting all the stochastic processes that will be considered below. Let us fix Hurst index $H \in \left(\frac{1}{2}, 1\right)$ and consider a fractional Brownian motion $B^H = \{B^H(t), t \geq 0\}$ with Hurst index $H$, i.e. a centered Gaussian process with covariance function given by

$$E[B^H(t)B^H(s)] = 1/2 \left(t^{2H} + s^{2H} - |t - s|^{2H}\right), \quad s, t \in \mathbb{R}^+.$$ 

Let us also fix some number $\theta > 0$ and introduce the fractional Ornstein-Uhlenbeck process (defined in [9]) as

$$U_H(t) = e^{-\frac{t}{2}} \int_0^t e^{\frac{u}{2}} dB^H(s), \quad t \geq 0,$$

which is a Gaussian process with one-dimensional density

$$p_H(t, x) = \frac{1}{\sqrt{2\pi V_{2,H}(t)}} e^{-\frac{x^2}{2V_{2,H}(t)}}, \quad x \in \mathbb{R}, \quad t \geq 0,$$

where

$$V_{2,H}(t) = e^{-2\frac{t}{4}} \int_0^t \int_0^t e^{\frac{u-v}{4}} |u - v|^{2H-2} dudv, \quad t \geq 0$$

is the variance of $U_H(t)$. Let us also denote by $V_{n,H}(t) = E[|U_H(t)|^n]$ the nth absolute moment of $U_H(t)$.

Now, as done in [6], we can construct the time-changed fractional Ornstein-Uhlenbeck process by considering a fractional Ornstein-Uhlenbeck process $U_H(t)$, together with an independent inverse subordinator $E_\Phi(t)$, and defining

$$U_{H,\Phi}(t) := U_H(E_\Phi(t)).$$

Let us state some properties of $V_{n,H,\Phi}(t) := E[|U_{H,\Phi}(t)|^n]$ (see [6] Lemma 3.1).
Proposition 3.1. \( (i) \) \( V_{2n,H}(t) \) is finite for any \( t > 0 \) and \( n \in \mathbb{N} \).
\( (ii) \) It holds that 
\[
V_{2n,H}(t) = \int_0^\infty V_{2n,H}(s)f_n(s,t)ds.
\]
\( (iii) \) \( V_{2n,H}(t) \) is increasing in \( t \) for any \( n \in \mathbb{N} \) and 
\[
\lim_{t \to +\infty} V_{2n,H}(t) = V_{2n,H}(\infty) = \left(2\theta^2H\Gamma(2H)\right)^n \Gamma\left(\frac{2n+1}{2}\right).
\]

Remark 3.2. The fact that the asymptotic value in (iii) does not depend on \( \Phi \) is strictly connected to the nature of the time-change. Indeed, \( E_{\Phi}(t) \) acts as a delay in the time-scale of \( U_H(t) \), hence we expect \( U_{H,\Phi}(t) \) to have the same asymptotic behaviour, despite behaving quite differently on the whole trajectories.

We will also need the following limits for \( V_{2,H}(t) \) and its derivative. They can be obtained by [4, Equation 29] and [6, Lemma 5.2].

Lemma 3.3. Function \( V_{2,H} \) satisfies the relations
\[
\lim_{t \to 0^+} \frac{V_{2,H}(t)}{t^{2H}} = 1 \quad \text{and} \quad \lim_{t \to +\infty} V_{2,H}(t) = \theta^{2H}\Gamma(2H).
\]
Moreover, \( V_{2,H} \in C^1(0, +\infty) \) and its derivative satisfies the relations
\[
\lim_{t \to 0^+} \frac{V_{2,H}'(t)}{t^{2H-1}} = 2H \quad \text{and} \quad \lim_{t \to +\infty} e^{-\frac{\theta}{2} t^{2-2H}} V_{2,H}'(t) = 2H(2H - 1)\theta.
\]

In the next subsection we will consider some preliminary convergence results concerning the fractional Ornstein-Uhlenbeck process.

3.1. Limit behaviour of the marginals of the fractional Ornstein-Uhlenbeck process as \( H \to 1/2 \). Now we want to study the one-dimensional convergence of \( U_H(t) \) to the (classical) Ornstein-Uhlenbeck \( U(t) \) as \( H \to 1/2^+ \). To do this, let us first study the convergence of the mean and the variance. Actually, since we asked for \( U_H(0) = 0 \), we have \( E[U_H(t)] = 0 \) by equation (3.1). Thus we have to study the convergence of the variance. However, even more generally, let us study the convergence of all the moments.

Proposition 3.4. For any \( n \geq 1 \) it holds that \( \lim_{H \to 1/2^+} V_{n,H}(t) = V_{n,H}(t) \) and the convergence is uniform in \( [0, +\infty) \).

Proof. Let us first study the uniform convergence of \( V_{2,H} \). Let us recall that, as shown in [4], the function \( (H, t) \in \left[\frac{1}{2}, 1\right] \times [0, +\infty) \to V_{2,H}(t) \) is continuous. Moreover, we can extend it by continuity to \( [0, +\infty] \) by setting \( V_{2,H}(+\infty) = \theta^{2H}\Gamma(2H) \) and then we have that \( (H, t) \in \left[\frac{1}{2}, 1\right] \times [0, +\infty) \to V_{2,H}(t) \) is uniformly continuous by Cantor’s theorem. Uniform convergence as \( H \to 1/2 \) follows from this last property.

Now recall that \( U_H(t) \), being a Gaussian process, admits the following equalities for its absolute moments:
\[
V_{n,H}(t) = \frac{2\theta^2\Gamma\left(\frac{n+1}{2}\right)}{\sqrt{\pi}} (V_{2,H}(t))^\frac{n}{2}.
\]
Hence, we have that
\[
(3.4) \quad V_{n,H}(t) - V_{n,\frac{1}{2}}(t) = \frac{2^{\frac{n}{2}} \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi}} ((V_{2,H}(t))^{\frac{1}{2}} - (V_{2,\frac{1}{2}}(t))^{\frac{1}{2}}).
\]

Let us consider \( H \in [\frac{1}{2}, \frac{3}{4}] \) and fix \( V = \max_{H \in [\frac{1}{2}, \frac{3}{4}]} V_{2,H}(\infty) \). For \( n \geq 2 \), set \( L_1(n) = \frac{2}{n} V^{2-1} \) and observe that
\[
|(V_{2,H}(t))^{\frac{1}{2}} - (V_{2,\frac{1}{2}}(t))^{\frac{1}{2}}| \leq L(n) |V_{2,H}(t) - V_{2,\frac{1}{2}}(t)| \leq L_1(n) \left\| V_{2,H} - V_{2,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} ,
\]
where the term at the right-hand side is finite since both \( V_{2,H} \) and \( V_{2,\frac{1}{2}} \) are bounded. Taking the supremum in equation (3.4), we have
\[
\left\| V_{n,H} - V_{n,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} \leq L_2(n) \left\| V_{2,H} - V_{2,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} ,
\]
where \( L_2(n) = \frac{2^{\frac{n}{2}} \Gamma \left( \frac{n+1}{2} \right)}{\sqrt{\pi}} L_1(n) \), and then we can take the limit as \( H \to \frac{1}{2}^+ \) to conclude that, for any \( n \geq 2 \),
\[
\lim_{H \to \frac{1}{2}^+} \left\| V_{n,H} - V_{n,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} = 0.
\]

The case \( n = 1 \) is different. Indeed, in this case, equation (3.3) implies that \( V_{1,H}(t) = \left( \frac{2}{n} V_{2,H}(t) \right)^{1/2} \). However, by subadditivity of \( t \mapsto \sqrt{t} \), we have
\[
|V_{1,H}(t) - V_{1,\frac{1}{2}}(t)| \leq \left( \frac{2}{n} \right)^{1/2} \left( (V_{2,H}(t))^{1/2} - (V_{2,\frac{1}{2}}(t))^{1/2} \right)
\leq \left( \frac{2}{n} \left\| V_{2,H} - V_{2,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} \right)^{1/2} .
\]

Now, taking the supremum, we obtain
\[
\left\| V_{1,H} - V_{1,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} \leq \left( \frac{2}{n} \left\| V_{2,H} - V_{2,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} \right)^{1/2} .
\]
Taking the limit as \( H \to \frac{1}{2}^+ \) we finally achieve
\[
\lim_{H \to \frac{1}{2}^+} \left\| V_{1,H} - V_{1,\frac{1}{2}} \right\|_{L^\infty(0, \infty)} = 0.
\]

Now let us observe that, since \( \mathbb{E}[U_H(t)] = 0 \), \( V_{2,H}(t) \to V_{2,\frac{1}{2}}(t) \), and \( U_H(t) \) is a Gaussian random variable, we have that, for fixed \( t > 0 \), \( U_H(t) \overset{d}{\to} U_{\frac{1}{2}}(t) \). Thus we already have the weak one-dimensional convergence of the fractional Ornstein-Uhlenbeck process to the classical one as \( H \to 1/2^+ \). However, we can improve this kind of convergence, showing that the density \( p_H(x,t) \) converges uniformly to \( p_{1/2}(x,t) \).

**Theorem 3.5.** It holds that
\[
\lim_{H \to \frac{1}{2}^+} p_H(t,x) = p_{\frac{1}{2}}(t,x)
\]
for any \( t \in (0, +\infty) \) and for any \( x \in \mathbb{R} \). Moreover, for any compact set \( K \subset \mathbb{R} \setminus \{0\} \), \( p_{H,\alpha} \to p_{\frac{1}{2},\alpha} \) uniformly in \( (0, +\infty) \times K \) as \( H \to \frac{1}{2} \).
Proof: We have already discussed the pointwise convergence of the densities, thus let us show the uniform convergence. Here, we suppose, without loss of generality, that \( H \leq \frac{2}{\pi} \). Consider \( K \subset \mathbb{R} \setminus \{0\} \) a compact set. Let us suppose, also without loss of generality, that \( K = [a, b] \) for some \( a, b > 0 \). Define the function

\[
(3.5) \quad p(t, x) = \frac{1}{\sqrt{2\pi t}} e^{-\frac{x^2}{2t}}
\]

for \((t, x) \in (0, +\infty) \times K\). We can extend it by continuity to \((t, x) \in [0, +\infty) \times K\) by setting \( p(0, x) = 0 \). Now, differentiating \( p \) with respect to \( x \) and \( t \), we obtain the equalities

\[
(3.6) \quad \frac{\partial p}{\partial t}(t, x) = \frac{1}{2\sqrt{2\pi t^3}} e^{-\frac{x^2}{2t}} \left( \frac{x^2 - t}{t} \right) \quad \frac{\partial p}{\partial x}(t, x) = -\frac{x}{\sqrt{2\pi t^2}} e^{-\frac{x^2}{2t}}.
\]

Let us consider the vector

\[
q(t, x) = \left( \frac{x^2 - t}{t}, -2x \right)
\]

to obtain from equation \((3.6)\) that \( \nabla p(t, x) = \frac{1}{2\sqrt{2\pi t^3}} e^{-\frac{x^2}{2t}} q(t, x) \). Obviously,

\[
|q(t, x)| = \sqrt{\left(\frac{x^2 - t}{t}\right)^2 + 4t^2 x^2},
\]

and therefore

\[
|\nabla p(t, x)| = \frac{\sqrt{\left(\frac{x^2 - t}{t}\right)^2 + 4t^2 x^2}}{2\sqrt{2\pi t^2}} e^{-\frac{x^2}{2t}}.
\]

Observe that we can extend \(|\nabla p(t, x)|\) by continuity to \([0, +\infty) \times K\) by setting

\[
|\nabla p(0, x)| = 0.
\]

Let us now fix a compact set \( K_2 = [0, T] \) for some \( T > 0 \) and let \((t, x), (s, y) \in K_2 \times K\). Since \( K_2 \times K \) admits convex interior, we can apply Lagrange’s Theorem to show that there exists a point \((\tau, z) \in [(t, x), (s, y)]\) (where \([(t, x), (s, y)]\) is the segment connecting \((t, x)\) to \((s, y)\)) such that

\[
p(t, x) - p(s, y) = \langle \nabla p(\tau, z), (t-s, x-y) \rangle.
\]

Taking the absolute value and using Cauchy-Schwartz inequality, we get that

\[
(3.7) \quad |p(t, x) - p(s, y)| \leq |\nabla p(\tau, z)||t-s, x-y||.
\]

Finally, since we have verified that \(|\nabla p(t, x)|\) is continuous in \( K_2 \times K \) (that is compact), we can take the maximum, achieving

\[
|p(t, x) - p(s, y)| \leq \left( \max_{(\tau, z) \in K_2 \times K} |\nabla p(\tau, z)| \right)|t-s, x-y||.
\]

Now let us observe that the function \( H \mapsto V_{2, H}(+\infty) \) is continuous on the interval \([\frac{1}{2}, \frac{3}{2}]\) for any \( \theta > 0 \). Therefore, we can introduce finite values

\[
T = \max_{H \in \left[\frac{1}{2}, \frac{3}{2}\right]} V_{2, H}(+\infty) \quad \text{and} \quad C_5(K) = \max_{(\tau, z) \in K_2 \times K} |\nabla p(\tau, z)|,
\]

accompanied by the compact set \( K_2 = [0, T] \). Observe also that, according to \((3.5)\) and \((3.7)\),

\[
p(V_{2, H}(t), x) = p_H(t, x).
\]
Together with inequality (3.7), it means that

\[
|p_H(t, x) - p_{1/2}(t, x)| = |p(V_{2,H}(t), x) - p(V_{2,1/2}(t), x)| \\
\leq C_5(K)|V_{2,H}(t) - V_{2,1/2}(t)| \\
\leq C_5(K) \left\| V_{2,H} - V_{2,1/2} \right\|_{L^\infty(0, +\infty)}.
\]

Taking the supremum as \((t, x) \in [0, +\infty) \times K\) we obtain

\[
\left\| p_H - p_{1/2} \right\|_{L^\infty([0, +\infty) \times K)} \leq C_5(K) \left\| V_{2,H} - V_{2,1/2} \right\|_{L^\infty(0, +\infty)}.
\]

Finally, taking the limit as \(H \to 1/2^+\), we conclude the proof. \(\square\)

Now, having exploited the main convergence results on the fractional Ornstein-Uhlenbeck process, we can focus on the convergence results for the time-changed one.

### 4. The limit distribution of the TCfOU process

Let us first explore the limit distribution of the TCfOU process as \(t \to +\infty\). It is well known that (for negative drift parameters) the fractional Ornstein-Uhlenbeck process is ergodic and admits Gaussian limit distribution with density function

\[
p_H(\infty, x) = \frac{1}{\sqrt{2\pi V_H}} e^{-\frac{x^2}{2V_H}}
\]

where \(V_H := V_{2,H}(\infty)\). By using this result we can exploit the limit distribution of the TCfOU process.

**Proposition 4.1.** Let \(p_{H,\Phi}(t, x)\) be the probability density function of \(U_{H,\Phi}(t)\) (that exists by [6, Proposition 4.1]). Then it holds that

\[
\lim_{t \to +\infty} p_{H,\Phi}(t, x) = p_H(\infty, x).
\]

Moreover, \(U_{H,\Phi}(t) \overset{d}{\to} Z\) as \(t \to +\infty\), where \(Z \sim \mathcal{N}(0, V_H)\).

**Proof.** Let us observe that if we are able to establish equality (4.1), then the weak convergence result directly follows (since the convergence of the densities implies the weak convergence).

It follows from [6, Proposition 4.1] that

\[
p_{H,\Phi}(t, x) = \int_0^{+\infty} p_H(s, x) f_\Phi(s; t) ds = \mathbb{E}[p_H(E_\Phi(t), x)],
\]

where \(p_H\) is defined by equality (3.2).

Now fix \(x \neq 0\). Then we have that \(p_H(t, x) \leq C(x, H)\). Thus, recalling that \(\lim_{t \to +\infty} E_\Phi(t) = +\infty\) almost surely, we have by dominated convergence theorem

\[
\lim_{t \to +\infty} p_{H,\Phi}(t, x) = \mathbb{E}[p_H(x, \infty)] = p_H(x, \infty).
\]

Now let us consider \(x = 0\). Then we have, still from equality (3.2), that

\[
p_H(t, 0) = C(H) \frac{1}{\sqrt{V_{2,H}(t)}}
\]
We only need to show that \( E \left[ \frac{1}{\sqrt{V_{2,H}(E_{\Phi}(t))}} \right] < +\infty \). Let us start with the following upper bounds:

\[
E \left[ \frac{1}{\sqrt{V_{2,H}(E_{\Phi}(t))}} \right] = \int_{0}^{+\infty} \frac{1}{\sqrt{V_{2,H}(s)}} f_{\Phi}(s;t)ds = \int_{0}^{1} \frac{1}{\sqrt{V_{2,H}(s)}} f_{\Phi}(s;t)ds + \int_{1}^{+\infty} \frac{1}{\sqrt{V_{2,H}(s)}} f_{\Phi}(s;t)ds = I_{1} + I_{2}.
\]

Concerning \( I_{2} \), obviously \( V_{2,H}(s) \geq V_{2,H}(1) \) as \( s \geq 1 \), therefore

\[
I_{2} \leq \frac{1}{\sqrt{V_{2,H}(1)}}.
\]

Concerning \( I_{1} \), since \( \lim_{t \to 0^{+}} \frac{V_{2,H}(t)}{t^{2H}} = 1 \) by Lemma 3.3, there exists a constant \( C(H) \) such that \( V_{2,H}(t) \geq C(H)t^{2H} \) for any \( t \in [0,1] \). Thus it follows from Lemma 2.2 that

\[
I_{1} \leq C(H) E[E_{\Phi}^{-H}(t)] < +\infty.
\]

We get that \( E \left[ \frac{1}{\sqrt{V_{2,H}(E_{\Phi}(t))}} \right] < +\infty \) and then we can use dominated convergence theorem to conclude that limit relation (4.1) holds even if \( x = 0 \). \( \square \)

**Remark 4.2.** This result was expected. Indeed, the action of the time-change consists in change of the time scale that generally does not affect the limit distributions.

5. **Weak one-dimensional convergence of the TCfOU process and uniform convergence of the marginals**

Let us denote by \( U(t) \) a classical Ornstein-Uhlenbeck process and by \( U_{\Phi}(t) := U(E_{\Phi}(t)) \) a time-changed Ornstein-Uhlenbeck process, where \( E_{\Phi}(t) \) is independent of \( U(t) \). This kind of process has been introduced in [15] for the stable case and [10] for the general case. Here we want to discuss the one-dimensional convergence of the TCfOU process to the time-changed Ornstein-Uhlenbeck process. To do this, let us actually demonstrate some more strong convergence of the probability density function.

**Theorem 5.1.** Let \( p_{H,\Phi}(t,x) \) be the probability density function of \( U_{H,\Phi}(t) \) and \( p_{1,\Phi}(t,x) \) the probability density function of \( U_{\Phi}(t) \). Then it holds

\[
\lim_{H \to \frac{1}{2}^{+}} p_{H,\Phi}(t,x) = p_{1,\Phi}(t,x)
\]

for any \( t > 0 \) and \( x \in \mathbb{R} \). Moreover, for any compact set \( K \subset \mathbb{R} \setminus \{0\} \) it holds \( p_{H,\Phi} \to p_{1,\Phi} \) uniformly in \( [0, +\infty) \times K \) as \( H \to \frac{1}{2}^{+} \).

**Proof.** It follows from equality (4.2) that for any \( H \in \left[ \frac{1}{2}, 1 \right] \)

\[
p_{H,\Phi}(t,x) = \int_{0}^{+\infty} p_{H}(s,x)f_{\Phi}(s;t)ds.
\]
We have \( p_H(s, x) \leq \frac{1}{\sqrt{2\pi V_{2,H}(s)}} \). Consider \( H \in \left[ \frac{1}{2}, \frac{3}{4} \right] \) and let us split the integral in two parts:

\[
\begin{align*}
p_{H,\Phi}(t, x) &= \int_0^{+\infty} p_H(s, x) f_\Phi(s; t) ds \\
&\leq \frac{1}{\sqrt{2\pi}} \left( \int_0^1 \frac{1}{\sqrt{V_{2,H}(s)}} f_\Phi(s; t) ds + \int_1^{+\infty} \frac{1}{\sqrt{V_{2,H}(s)}} f_\Phi(s; t) ds \right) \\
&= \frac{1}{\sqrt{2\pi}} (I_1(H) + I_2(H)).
\end{align*}
\]

Let us denote by \( V_1 = \min_{H \in \left[ \frac{1}{2}, \frac{3}{4} \right]} V_{2,H}(1) \) to achieve \( V_{2,H}(s) \geq V \) for any \( s \geq 1 \), thus dominating the integrand of \( I_2(H) \). Concerning \( I_1(H) \), we have

\[
I_1(H) = \int_0^1 \frac{s^H}{\sqrt{V_{2,H}(s)}} s^{-H} f_\Phi(s; t) ds.
\]

Now let us observe that for \( s \in (0, 1) \) we have that \( s^{-H} \leq s^{-3/4} \). On the other hand, the function \( (H, s) \in \left[ \frac{1}{2}, \frac{3}{4} \right] \times (0, 1] \mapsto \frac{s^H}{\sqrt{V_{2,H}(s)}} \) is continuous and positive. Moreover, it can be extended by continuity setting \( (H, 0) \mapsto 1 \). Thus the aforementioned function admits a maximum \( V_2 > 0 \) and we deduce that

\[
\frac{s^H}{\sqrt{V_{2,H}(s)}} s^{-H} \leq V_2 s^{-3/4}.
\]

In conclusion, we obtained the following upper bounds for any \( H \in \left[ \frac{1}{2}, \frac{3}{4} \right] \):

\[
p_H(s, x) \leq \frac{1}{\sqrt{2\pi}} \begin{cases} 
\frac{1}{\sqrt{V_1}} & s > 1 \\
\frac{1}{\sqrt{V_2}} s^{-3/4} & 0 \leq s \leq 1,
\end{cases}
\]

that is integrable with respect to \( f_\Phi(s; t) ds \) since \( \mathbb{E}[E_{\Phi}^{-3/4}(t)] < +\infty \) by Lemma 2.2. Thus, by dominated convergence theorem, we achieve equation (5.1) by taking the limit as \( t \to +\infty \) in equation (4.2).

Concerning uniform convergence, let us fix a compact \( K \subseteq \mathbb{R} \setminus \{0\} \). Moreover, still by using equation (4.2), we have

\[
\left| p_{H,\Phi}(t, x) - p_{\frac{1}{2},\Phi}(t, x) \right| \leq \left\| p_H - p_{\frac{1}{2}} \right\|_{L^\infty((0, +\infty) \times K)}
\]

and, taking the supremum,

\[
\left\| p_{H,\Phi} - p_{\frac{1}{2},\Phi} \right\|_{L^\infty((0, +\infty) \times K)} \leq \left\| p_H - p_{\frac{1}{2}} \right\|_{L^\infty((0, +\infty) \times K)}.
\]

Thus, taking the limit as \( H \to \frac{1}{2}^+ \), we conclude the proof by using Theorem 3.5. \( \square \)

As for the fractional Ornstein-Uhlenbeck process, we can establish also the uniform convergence of the absolute moments.

**Proposition 5.2.** It holds that \( V_{n,H,\Phi} \to V_{n,\frac{1}{2},\Phi} \) as \( H \to \frac{1}{2}^+ \) uniformly in \( [0, +\infty) \).

**Proof.** Consider \( H \in \left[ \frac{1}{2}, \frac{3}{4} \right] \). Let us recall that, by Proposition 3.1

\[
V_{n,H,\Phi}(t) = \int_0^{+\infty} V_{n,H}(s) f_\Phi(s; t)
\]

We have \( p_H(s, x) \leq \frac{1}{\sqrt{2\pi V_{2,H}(s)}} \). Consider \( H \in \left[ \frac{1}{2}, \frac{3}{4} \right] \) and let us split the integral in two parts:
and then
\[ |V_{n,H}(t) - V_{n,H}(s)| \leq \left\| V_{n,H} - V_{n,H} \right\|_{L^\infty(0, +\infty)}. \]

Taking the supremum as \( t \in (0, +\infty) \) and then the limit as \( H \to 1/2^+ \) we conclude the proof by means of Proposition 3.4.

Actually, we are not happy with the one-dimensional convergence. Hence, in the next section, we want to show a functional limit theorem for the TCfOU process as \( H \to 1/2 \).

6. A functional limit theorem for the TCfOU process

Let us consider the function space \( C = C(0, +\infty) \) equipped with the uniform norm. Let \( U_{H,H} = \{U_{H,H}(t), \ t \geq 0\} \) and \( U_H = \{U_H(t), \ t \geq 0\} \). Let us also set \( U_H = \{U_H(t), \ t \geq 0\} \) and \( U = \{U(t), \ t \geq 0\} \). All these four processes can be seen as \( C \)-valued random variables and then we can study the weak convergence in \( C \) of such random variables. In particular, let us denote by \( C^* \) the dual space of \( C \) (i.e. the space of continuous linear functionals on \( C \)). Then we say that, for a sequence of \( C \)-valued random variables \( (X_n)_n \in \mathbb{N} \) and a \( C \)-valued random variable \( X \in C \), it holds \( X_n \to X \) if and only if for any \( F \in C^* \) it holds \( E[F(X_n)] \to E[F(X)] \) as \( n \to +\infty \). Let us observe that such definition is actually valid for any \( B \)-valued sequence of random variables, where \( B \) is a metric space and \( B^* \) is its dual. In particular, for any \( \gamma \in (0, 1] \), let us denote by \( \text{Lip}_\gamma([0, T]) \) the space of Hölder-continuous functions on \( [0, T] \) with exponent \( \gamma \), which is a Banach space when equipped with the norm
\[
\|f\|_{\text{Lip}_\gamma([0, T])} = \sup_{(t,s) \in [0,T]^2, t \neq s} \frac{|f(t) - f(s)|}{|t-s|^{\gamma}} + \|f\|_{L^\infty(0,T)}.
\]

Let us focus on \( U_H \) and \( U \). In this connection, let us first consider \( t \geq s \geq 0 \) and define \( R_H(t,s) = \text{Cov}(U_H(t), U_H(s)) \). We can state that (see [18])
\[
R_H(t,s) = \frac{H\sigma^2}{2} \left( -e^{-\frac{t-s}{2}} \int_0^{t-s} e^{\frac{z}{2}} z^{2H-1} dz + e^{\frac{t-s}{2}} \int_{t-s}^t e^{-\frac{z}{2}} z^{2H-1} dz \right.
\]
\[
- e^{\frac{s-t}{2}} \int_s^t e^{\frac{z}{2}} z^{2H-1} dz + e^{\frac{s-t}{2}} \int_0^s e^{-\frac{z}{2}} z^{2H-1} dz + 2e^{\frac{s-t}{2}} \int_0^t e^{\frac{z}{2}} z^{2H-1} dz \Big). \tag{6.1}
\]

For any \( t, s \in (0, +\infty) \), set \( C_H(t,s) = \text{Cov}(U_H(t), U_H(s)) \). In particular we have
\[
C_H(t,s) = \begin{cases} R_H(t,s) & t \geq s \geq 0 \\ R_H(s,t) & 0 \leq t < s. \end{cases}
\]

As \( t \neq s \) it is not difficult to check that \( C_H(t,s) \) admits both partial derivatives and that such partial derivatives are continuous. Moreover, we have \( R_H(t,s) \to 0 \) as \( t \to +\infty \), hence \( \frac{\partial C_H}{\partial t}(t,s) \to 0 \) for any \( s \in (0, +\infty) \). The same holds inverting the roles of \( t \) and \( s \), since \( C_H \) is symmetric. Finally, as \( t \to s^- \), we have that both \( \frac{\partial}{\partial t} R_H(t,s) \) and \( \frac{\partial}{\partial s} R_H(t,s) \) can be extended by continuity. However, such functions are not continuous also with respect to \( H \in \left[ \frac{1}{2}, \frac{3}{2} \right] \). However, it can be still shown by simple, but cumbersome, calculations that there exists a constant independent
of \( H \) such that
\[
(6.2) \quad \| \frac{\partial}{\partial t} C_H(t, s) \|_{L^\infty((0, +\infty) \times (0, +\infty))} + \| \frac{\partial}{\partial s} C_H(t, s) \|_{L^\infty((0, +\infty) \times (0, +\infty))} \leq L
\]
for any \( H \in \left[ \frac{1}{2}, \frac{3}{2} \right] \). This is enough to show the following result.

**Theorem 6.1.** It holds \( U_H \Rightarrow U \) in \( C \) as \( H \to \frac{1}{2}^+ \). Moreover, for any \( T > 0 \) and any linear functional \( F \in \text{Lip}_\gamma^\ast([0, T]) \) for \( \gamma < 1/2 \) it holds \( \mathbb{E}[F(U_H)] \to \mathbb{E}[F(U)] \).

**Proof.** Let us observe that \( U_H \) is a Gaussian process with zero mean and covariance function \( C_H(t, s) \) that is continuous for \( H \in \left[ \frac{1}{2}, \frac{3}{2} \right] \times [0, +\infty) \times [0, +\infty) \). Thus we know that \( U_H \) converges toward \( U \) in any \( d \)-dimensional distributions. Now let us recall that \( U_H(t) - U_H(s) \) is a Gaussian random variable whose variance is given by \( (C_H(t, t) - 2C_H(t, s) + C_H(s, s)) \). Thus we have that for any \( n \geq 1 \) the next relations follow from equality (5.3):
\[
(6.3) \quad \mathbb{E}[(U_H(t) - U_H(s))^{2n}] = \frac{2^n \Gamma \left( n + \frac{1}{2} \right)}{\sqrt{\pi}} (C_H(t, t) - 2C_H(t, s) + C_H(s, s))^n.
\]

Let us suppose, without loss of generality, that \( s \leq t \). There exist two constants \( \xi, \eta \in [s, t] \) such that, by Lagrange theorem,
\[
C_H(t, t) - 2C_H(t, s) + C_H(s, s) = \left( \frac{\partial}{\partial t} C_H(t, \xi) + \frac{\partial}{\partial s} C_H(\eta, s) \right) (t - s).
\]

Taking the absolute value, we get the inequalities
\[
|C_H(t, t) - 2C_H(t, s) + C_H(s, s)| \\
\leq \left( \left| \frac{\partial}{\partial t} C_H(t, \xi) \right| + \left| \frac{\partial}{\partial s} C_H(\eta, s) \right| \right) |t - s| \leq L|t - s|,
\]
where the constant \( L \) is defined according to (6.2). Denoting
\[
C_n(L) = \frac{(2L)^n \Gamma \left( n + \frac{1}{2} \right)}{\sqrt{\pi}},
\]
we obtain from equality (6.3) that
\[
\mathbb{E}[(U_H(t) - U_H(s))^{2n}] \leq C_n(L)|t - s|^n.
\]

Hence, in particular, by Kolmogorov’s tightness criterion (that can be applied for a non-bounded time interval by means of a truncation argument, as shown in [25]), we can use Prokhorov’s theorem to conclude that \( U_H \Rightarrow U \) in \( C \).

Moreover, for any fixed \( T > 0 \), we are also under the hypotheses of [13 Corollary 2], that ensures the weak convergence in \( \text{Lip}_\gamma \), concluding the proof. \( \square \)

**Remark 6.2.** The bound \( \gamma < 1/2 \) is sharp since \( U \) belongs to \( \text{Lip}_\gamma([0, T]) \) for \( \gamma < 1/2 \) but not for \( \gamma = 1/2 \).

Now we need to provide a similar result for \( U_{H, \phi} \) and \( U_\phi \). However, we have to consider a different space. In particular, let us consider the set \( D \) of cadlag functions on \( [0, +\infty) \) and \( \Lambda \) the set of strictly increasing functions \( \phi : [0, +\infty) \to [0, +\infty) \). Let \( \iota \in \Lambda \) be the identity function on \( [0, +\infty) \). Then we can define the Skorohod \( J_1 \) metric on \( D \) as, for any couple of functions \( f_1, f_2 \in D \),
\[
d_{J_1}(f_1, f_2) = \inf_{\phi \in \Lambda} \max\{\|f_1 \circ \phi - f_2\|_{L^\infty(0, +\infty)}, \|\phi - \iota\|_{L^\infty(0, +\infty)}\}.\]
We define the weighted Laplace transform as

\[ L \circ \Phi (f) = (L \circ \Phi (f))(y) = \int_0^\infty e^{-ty} f(t) \, dt, \]

for \( f \in C^\infty([0, \infty)) \). It follows from [26, Theorem 13.2.2] (see also [23] for a survey on continuity conditions for the composition map) that

\[ \text{Disc}(g) \subseteq (D \times D) \setminus ((C \times D_\uparrow) \times (D \times D_\uparrow)), \]

where \( D_\uparrow = \{ f \in D : f \text{ is increasing} \} \). Now let us denote by \( g \) the composition map on \( D \times D \), i.e. \( g(x, y) = x \circ y \in D \), and with \( \text{Disc}(g) \) the set of discontinuity points of \( g \).

It follows from [26, Theorem 13.2.2] (see also [23] for a survey on continuity conditions for the composition map) that

\[ \text{Disc}(g) \subseteq (D \times D) \setminus ((C \times D_\uparrow) \times (D \times D_\uparrow)), \]

where \( D_\uparrow = \{ f \in D : f \text{ is increasing} \} \). Taking into account the inclusion \( (U, L_\Phi) \in C \times D_\uparrow \) almost surely, we get that

\[ \mathbb{P}((U, L_\Phi) \in \text{Disc}(g)) = 0. \]

Thus we can use the continuous mapping theorem (see [26, Theorem 3.4.3]) to obtain the desired convergence.

7. Convergence properties of the generalized Fokker-Planck equation associated to the TCfOU

Let us now consider only the case in which \( a_\Phi = b_\Phi = 0 \) and \( \nu_\Phi(0, +\infty) = +\infty \). It is established in [6] that \( p_{H, \Phi} \) is solution (in some sense) of a generalized Fokker-Planck equation. To introduce such equation, we first need to define some suitable operators, following the results of [24] and [5].

**Definition 7.1.** The Caputo-type non-local derivative induced by \( \Phi \) of an absolutely continuous function \( u : [0, T] \rightarrow X \), where \( X \) is a suitable Banach space, is defined as

\[ \partial_t^\Phi u(t) = \int_0^t \nu_\Phi(t - \tau) u'(\tau) d\tau, \]

where \( \nu_\Phi(t) = \nu_\Phi(t, +\infty) \).

We define the *\( \Phi \)-subordination* operator \( S_\Phi : L^\infty(\mathbb{R}^+; X) \rightarrow L^\infty(\mathbb{R}^+; X) \) as

\[ S_\Phi v(t) = \int_0^{+\infty} v(s) f_\Phi(s; t) ds \]

and the *weighted \( \Phi \)-subordination* operator \( S_{\Phi, H} : L^\infty(\mathbb{R}^+; X) \rightarrow L^\infty(\mathbb{R}^+; X) \) as

\[ S_{\Phi, H} v(t) = \int_0^{+\infty} V_{2,H}(s) v(s) f_\Phi(s; t) ds. \]

Let us recall that, as proven in [5], these two operators are continuous and injective. We define the *weighted Laplace transform* as

\[ L_H v(\lambda) = L_{t\rightarrow\lambda}[V_{2,H}(t)v(t)] \]
where $\mathcal{L}_{t \to \lambda}$ is the Laplace transform operator acting on $t$. Arguing as we did in [5], let us recall that we can choose $c_1 < 0 < c_2$ such that $c_1 - c_2 > -1/\theta$ and $\Phi^{-1}$ is defined on the vertical line

$$r_{c_2} = \{\lambda \in \mathbb{C} : \lambda = c_2 + iz, \ z \in \mathbb{R}\}$$

in such a way that $\Phi^{-1}(r_{c_2}) \subseteq \mathbb{H} := \{\lambda \in \mathbb{C} : \Re(\lambda) > 0\}$. For any function $v : \mathbb{H} \to \mathbb{C}$, let us define the operator $\tilde{L}_{i, \Phi}$ as

$$\begin{align*}
(7.1) \quad \tilde{L}_{i, \Phi} v(\lambda) &= \frac{1}{4 \pi^2} \int_{0}^{+\infty} e^{-\Phi(\lambda)t} \\
&\times \lim_{R \to +\infty} \int_{-\infty}^{+\infty} e(c_1+iz)t \int_{-R}^{R} \mathcal{L}_{t \to \lambda}[V_{2,i}(t)](c_1 - c_2 + i(w - z)) \\
&\quad \times \frac{\Phi^{-1}(c_2 + iz)}{c_2 + iz} v(\Phi^{-1}(c_2 + iz)) dz dw dt,
\end{align*}$$

whenever the involved integrals exist.

Finally, we define the generalized Fokker-Planck operator $\mathcal{F}_{i, \Phi}$ acting on $v \in L^\infty(\mathbb{R}^+; C^2(I))$ as

$$\mathcal{F}_{i, \Phi} v(t, x) = \mathcal{L}_{t \to \lambda}^{-1} \left[ \frac{\Phi(\lambda)}{\lambda} \frac{\partial^2}{\partial x^2} \tilde{L}_{i, \Phi} \mathcal{L}_{s \to \lambda}[v(s, x)] \right],$$

whenever all the involved operators are well-defined.

Once we have defined the involved operators, we can consider the following generalized Fokker-Planck equation as

$$\begin{align*}
(7.2) \quad \partial_t^\Phi v(t, x) &= \frac{1}{2} \mathcal{F}_{i, \Phi} v(t, x), \quad x \in I, \ t > 0,
\end{align*}$$

where $I \subseteq \mathbb{R}$.

In the case of subordinated functions, i.e. functions $v_\Phi = S_{i} v$ for some $v \in L^\infty(\mathbb{R}^+; C^2(I))$, the operator $\tilde{L}_{i, \Phi}$ can be simplified. Indeed, we have the following result (see [5], Proposition 4.1).

**Proposition 7.1.** Let $v_\Phi(t, x) = S_{i} v(t, x)$ for some $v \in L^\infty(\mathbb{R}^+; C^2(I))$, where $I \subseteq \mathbb{R}$ is an interval and such that one of the following properties hold:

(a) $v$ is Lipschitz and $x \in \mathbb{R} \mapsto L[v](c_2 + ix)$ belongs to $L^1(\mathbb{R})$;

(b) $v$ belongs to $L^2(\mathbb{R}^+)$ and $x \in \mathbb{R} \mapsto L[v](c_2 + ix)$ belongs to $L^2(\mathbb{R})$,

where $c_1, c_2$ are chosen in such a way that $c_1 < 0 < c_2$ and $c_1 - c_2 > -1/\theta$ and $\Phi^{-1}$ is well-defined on the vertical line $r_{c_2}$. Then, for any $\lambda \in \mathbb{H}$, it holds

$$\tilde{L}_{i, \Phi} \mathcal{L}_{t \to \lambda}[v_\Phi(t, x)](\lambda) = L_H v(\Phi(\lambda), x).$$

With this result in mind, we have that for any subordinated function $v_\Phi = S_{i} v$ satisfying the hypotheses of Proposition 7.1 the generalized Fokker-Planck operator can be rewritten as

$$\begin{align*}
(7.3) \quad \mathcal{F}_{i, \Phi} v_\Phi(t, x) &= \mathcal{L}_{t \to \lambda}^{-1} \left[ \frac{\Phi(\lambda)}{\lambda} \frac{\partial^2}{\partial x^2} L_H v(\Phi(\lambda), x) \right].
\end{align*}$$

Now let us recall the following definitions of solutions. The general case is given in [5]; here we will consider only the case of subordinated solutions, thus the definitions will take in consideration the simplified formula (7.3) in place of the actual definition of $\mathcal{F}_{i, \Phi}$.
Definition 7.2. Let us consider \( v_\Phi : I \times [0, +\infty) \rightarrow \mathbb{R} \) such that there exists \( v \in L^\infty(\mathbb{R}^+; C^0(I)) \) such that \( v_\Phi = \mathcal{S}_\Phi v \). We say that \( v_\Phi \) is a classical solution of equation (7.2) if

- \( v_\Phi \) belongs to the domain of \( \mathcal{F}_{\Phi,H} \);
- \( \partial^\Phi_t v_\Phi(x, \cdot) \) is well-defined for any \( x \in I \);
- equation (7.2) holds pointwise for almost any \( t \in [0, T] \) and any \( x \in I \).

Moreover, we say that a classical solution \( v_\Phi \) is a strong solution if, for any \( x \in I \), \( v_\Phi(\cdot, x) \in C^1(0, +\infty) \) and there exists \( \varepsilon > 0 \) such that \( v_\Phi(\cdot, x) \in W^{1,1}(0, \varepsilon) \).

We say that \( v_\Phi \) is a mild solution of equation (7.2) if

- \( v_\Phi(\cdot, x) \) is Laplace transfromable for any \( x \in I \) with Laplace transform \( \tilde{v}_\Phi \);
- For any \( \lambda \in \mathbb{H} = \{ \lambda \in \mathbb{C} : \Re(\lambda) > 0 \} \) it holds \( \tilde{v}_\Phi(\lambda, \cdot) \in C(I) \), where \( C(I) \) is the space of continuous functions in \( I \);
- It holds

\[
\Phi(\lambda) \tilde{v}_\Phi(\lambda, x) - \frac{\Phi(\lambda)}{\lambda} v_\Phi(0, x) = \frac{\Phi(\lambda)}{2\lambda} L_H v(\Phi(\lambda), x), \quad x \in I, \ \lambda \in \mathbb{H}.
\]

Remark 7.2. Let us observe that equation (7.4) can be obtained from equation (7.2) by applying the Laplace transform on its both sides and recalling that

\[
\mathcal{L}_{t \rightarrow \lambda}[\partial^\Phi_t v_\Phi(t, x)] = \Phi(\lambda) \tilde{v}_\Phi(\lambda, x) - \frac{\Phi(\lambda)}{\lambda} v(0, x).
\]

Moreover, let us recall that the same definitions can be applied to the case \( H = 1/2 \). However, in this case we need to pay attention to the fact that the operator \( \mathcal{F}_{\Phi,H} \) is defined only taking in consideration the fact that the parent process is Gaussian, hence \( \mathcal{F}_{\Phi,1/2} \) does not coincide with twice the generator of an Ornstein-Uhlenbeck process unless it is applied to \( p_\Phi(x, t) \), as one can observe from [10, 3].

From now on let us denote by \( v_\Phi(t, x; H) \) any solution (mild or classical, depending on the case) of equation (7.2). We want to show that if we consider any sequence \( H_n \rightarrow 1/2^+ \) such that \( v_\Phi(t, x; H_n) \) converges in some sense to a function \( v_\Phi(t, x; 1/2) \), then the latter is still a mild or classical solution of equation (7.2). To do this, we will need some preliminary technical results. Let us first recall that

\[
V_{2, \frac{1}{2}}(t) = e^{-\frac{t}{2}},
\]

while, according to formula (5.3) from [6], as \( H > \frac{1}{2} \),

\[
V_{2,H}(t) = 2H(2H - 1)e^{-\frac{t}{2}} \int_0^t e^{\frac{z}{2}} z^{2H-2} dz.
\]

By using these formulas, we can show the following technical lemma.

Lemma 7.3. For any \( \varepsilon > 0 \) there exists a constant \( H_\varepsilon \in \left( \frac{1}{2}, 1 \right) \) and a function \( C_\varepsilon : \left( \frac{1}{2}, H_\varepsilon \right] \rightarrow \mathbb{R}_+ \) such that \( \lim_{H \rightarrow \frac{1}{2}^+} C_\varepsilon(H) = 0 \) and

\[
|V_{2,H}(t) - V_{2, \frac{1}{2}}(t)| \leq C_\varepsilon(H) e^{-\frac{t}{2}} \quad \forall t \in [\varepsilon, +\infty), \ \forall H \in \left( \frac{1}{2}, H_\varepsilon \right].
\]

Moreover, for any \( \varepsilon > 0 \), it holds that

\[
\limsup_{H \rightarrow \frac{1}{2}^+} \left\| V_{2,H} - V_{2, \frac{1}{2}} \right\|_{L^\infty(0, \varepsilon)} \leq 1.
\]
Proof. First of all, we need to find a power series representation of the integral involved in equation (7.6). Applying \[11, formula 3.383.1\], we get the equality
\[
\int_0^t e^{\theta z^{2H-2}} dz = \sum_{k=0}^{+\infty} \frac{1}{2H - 1 + k} t^k \theta^k k!
\]
and then, substituting it in equation (7.6), we come to the conclusion
\[
V_{2,H}'(t) = 2Ht^{2H-1}e^{-\frac{x}{\theta}} + 2H(2H - 1)t^{2H-1}e^{-\frac{x}{\theta}} \sum_{k=1}^{+\infty} \frac{1}{2H - 1 + k} t^k \theta^k k!
\]
Therefore, recalling also (7.5), the difference of the derivatives can be bounded as
\[
|V_{2,H}'(t) - V_{2,H}'(t)| \leq e^{-\frac{x}{\theta}}|2Ht^{2H-1} - 1| + 2H(2H - 1)e^{-\frac{x}{\theta}} \sum_{k=1}^{+\infty} \frac{1}{2H - 1 + k} t^k \theta^k k!
\]
\[= \mathcal{I}_1(t, H) + \mathcal{I}_2(t, H)\]
Let us first work with the term \(\mathcal{I}_2(t, H)\), that contains the series. Define the function
\[g(t) = t^{2H-1+k}e^{-\frac{x}{\theta}},\]
and observe that \(g'(t) = \frac{e^{-\frac{x}{\theta}}t^{2H-2+k}}{\theta}(\theta(2H - 1 + k) - t)\).
Thus, \(g(t)\) admits a maximum point in \(t = \theta(2H - 1 + k)\) and it means that
\[g(t) \leq \theta^{2H-1+k}(2H - 1 + k)^{2H-1+k}e^{-(2H-1+k)},\]
that immediately implies that
\[\mathcal{I}_2(t, H) \leq 2H(2H - 1)\theta^{2H-1}e^{\frac{x}{\theta}} \sum_{k=1}^{+\infty} (2H - 1 + k)^{2H-2+k}e^{-(2H-1+k)} \frac{k!}{k!}\]
Let us also recall that
\[k! \geq \sqrt{2\pi e^{-k}k^{k+\frac{1}{2}}},\]
to conclude from equation (7.8) that
\[\mathcal{I}_2(t, H) \leq \frac{2H(2H - 1)\theta^{2H-1}}{e^{2H-1}}e^{\frac{x}{\theta}} \sum_{k=1}^{+\infty} \frac{(2H - 1 + k)^{2H-2}}{(2\pi k)^{\frac{1}{2}}}.
\]
Furthermore, observing that
\[(2H - 1 + k)^k \geq \left(1 + \frac{2H - 1}{k}\right)^{\frac{2H-1}{2}},\]
we have that \(\lim_{k \to +\infty} \left(\frac{2H - 1 + k}{k}\right)^k = e^{2H-1}\). Thus, to make sure that the series in equation (7.9) converges, we only need to show that
\[2 - 2H + \frac{1}{2} > 1,\]
that is equivalent to the upper bound $H < \frac{3}{4}$. So, we understand that choosing $H_\varepsilon < \frac{3}{4}$ and

$$C_1(H) = \frac{2H(2H - 1)\theta^{2H-1}}{e^{2H-1}} \sum_{k=1}^{\infty} \left( \frac{2H - 1 + k}{k} \right)^k \left( 2H - 1 + k \right)^{2H-2} \frac{(2\pi k)^{-\frac{1}{2}}}{(2\pi k)^{\frac{1}{2}}},$$

we obtain that

$$I_2(t, H) \leq C_1(H)e^{-\frac{t}{\theta}} \tag{7.10}$$

for any $H \in (\frac{1}{2}, H_\varepsilon]$, and, moreover, $C_1(H) \to 0$ as $H \to \frac{1}{2}^+$ by dominated convergence.

Now let us consider $I_1(t, H)$ as defined in inequality (7.7), i.e.

$$I_1(t, H) = |2Ht^{2H-1} - 1| e^{-\frac{t}{\theta}}. \tag{7.11}$$

It is natural to distinguish three cases. If $t \in [0, \varepsilon]$, we can state that

$$I_1(t, H) \leq |2Ht^{2H-1} - 1|$$

where $2Ht^{2H-1} - 1$ is an increasing function. Hence,

$$I_1(t, H) \leq \max\{1, |2H\varepsilon^{2H-1} - 1|\}.$$

In such a case, calculating the supremum in $t \in [0, \varepsilon]$ in inequality (7.7), we obtain that

$$\|V_{2,H} - V_{2,H}\|_{L^\infty(0,\varepsilon)} \leq \max\{1, |2H\varepsilon^{2H-1} - 1|\} + C_1(H),$$

and taking the limit superior as $H \to \frac{1}{2}^+$, we ultimately come to the upper bound

$$\limsup_{H \to \frac{1}{2}^+} \|V_{2,H} - V_{2,H}\|_{L^\infty(0,\varepsilon)} \leq 1,$$

since $|2H\varepsilon^{2H-1} - 1| \to 0$.

Now let us consider $t \in [\varepsilon, 1]$. For this values of argument we have the upper bound

$$I_1(t, H) \leq e^{-\frac{t}{\theta}} \max\{2H\varepsilon^{2H-1} - 1, 2H - 1\} := C_2(H)e^{-\frac{t}{\theta}}$$

where $C_2(H) \to 0$ as $H \to \frac{1}{2}^+$. Finally, let us consider $t \in (1, +\infty)$. Let us observe that $2Ht^{2H-1} - 1 > 0$ if and only if $t^{2H-1} > \frac{1}{2H}$, where $2H > 1$. In particular, this is achieved if $t > 1$. Therefore, by equality (7.11), we get that

$$I_1(t, H) = e^{-\frac{t}{\theta}} f_H(t),$$

where

$$f_H(t) = (2Ht^{2H-1} - 1)e^{-\frac{t}{\theta}}. \tag{7.12}$$

Setting $f_H(+\infty) = 0$, we can state that $f_H$ is a continuous and non-negative function on the interval $[1, +\infty]$. So, we can search for a maximum within this set. Differentiating $f_H$, one can see that

$$f_H(t) = e^{-\frac{t}{\theta}} (2H\theta(2H - 1)t^{2H-2} - 2Ht^{2H-1} + 1).$$

Denote by $t_{\max}(H)$ the maximum point of $f_H$. Then, since $f_H(+\infty) = 0$, it is possible to conclude that either $t_{\max}(H) = 1$, or

$$2H(\theta(2H - 1)t_{\max}(H)^{-1} - 1)t_{\max}(H)^{2H-1} + 1 = 0.$$
The latter equality is equivalent to the following one:

\[ t_{\text{max}}(H)^{2H-1} = \frac{t_{\text{max}}(H)}{2H(t_{\text{max}}(H) - \theta(2H - 1))}. \]

If \( t_{\text{max}}(H) = 1 \), then, evidently, by equation (7.12)

\[ f_H(t_{\text{max}}(H)) = (2H - 1)e^{-\frac{t}{H}}, \]

and this value goes to 0 as \( H \to \frac{1}{2} \). If \( t_{\text{max}}(H) \neq 1 \), then, still by equation (7.12),

\[ f_H(t_{\text{max}}(H)) = \left( \frac{1}{1 - \frac{\theta(2H - 1)}{t_{\text{max}}(H)}} - 1 \right) e^{-\frac{t_{\text{max}}(H)}{H}}. \]

Since \( H > \frac{1}{2} \) and \( t_{\text{max}}(H) \geq 1 \), we have

\[ \left| \frac{\theta(2H - 1)}{t_{\text{max}}(H)} \right| \leq \theta(2H - 1) \]

and then we have that \( \lim_{H \to \frac{1}{2}^+} \frac{\theta(2H - 1)}{t_{\text{max}}(H)} = 0 \). From this observation it is easy to conclude that \( \lim_{H \to \frac{1}{2}^+} f_H(t_{\text{max}}(H)) = 0 \). Thus we can define \( C_2(H) = f_H(t_{\text{max}}(H)) \)

and \( C_4(H) = \max\{C_2(H), C_3(H)\} \). In such case, for any \( t \in [\varepsilon, +\infty) \) and \( H \in \left( \frac{1}{2}, H_\varepsilon \right) \) we have, recalling equations (7.7) and (7.10), that

\[ |V_{2,H}^\prime(t) - V_{2,1/2}^\prime(t)| \leq (C_4(H) + C_1(H))e^{-\frac{t}{H}}, \]

concluding the proof by setting \( C_4(H) = C_4(H) + C_1(H) \).

\[ \square \]

Remark 7.4. Let us observe that the previous lemma implies the uniform convergence of \( V_{2,H}^\prime(t) \) towards \( V_{2,1/2}^\prime(t) \) in any interval of the form \( (\varepsilon, +\infty) \) for \( \varepsilon > 0 \).

Now we are ready to show the main result of this Section.

**Theorem 7.5.** Let us consider a sequence \( H_n \to \frac{1}{2}^+ \) and a sequence of mild solutions \( \Phi \theta(t,x;H_n) \) of equation (7.2) for each \( n \in \mathbb{N} \) such that \( \Phi \theta(t,x;H_n) = S_x \Phi \theta(t,x;H_n) = 0 \) for \( \Phi \theta(t,\cdot,H_n) \in L^\infty((0,\infty);C^2(I)) \). Let us suppose there exists a function \( \Phi \theta(\cdot,1/2) \in L^\infty((0,\infty);C^2(I)) \) such that \( \Phi \theta(\cdot,\cdot,H_n) \to \Phi \theta(\cdot,\cdot,1/2) \) strongly, i.e.

\[ \lim_{n \to +\infty} \sup_{t \in (0, +\infty)} \|\Phi \theta(t,\cdot,H_n) - \Phi \theta(t,\cdot,1/2)\|_{C^2(I)} = 0. \]

where with \( \sup \) we intend the essential supremum and

\[ \|f\|_{C^2(I)} = \sum_{i=0}^{2} \left\| \frac{d^i}{dx^i} f(x) \right\|_{L^\infty(I)}. \]

Moreover, let us suppose that \( \Phi \theta(\cdot,1/2) \) and \( \Phi \theta(\cdot,\cdot,H_n) \) satisfy the hypotheses of Proposition 7.1 for any \( n \in \mathbb{N} \) and \( x \in I \). Then \( \Phi \theta(\cdot,\cdot,1/2) = S_x \Phi \theta(\cdot,\cdot,1/2) \) is a mild solution of equation (7.2) for \( H = 1/2 \).

Let us suppose additionally \( \Phi \theta(\cdot,H_n) \in D(F_{H_n,\Phi}, I) \), where \( D(F_{H_n,\Phi}, I) \) is the domain of the operator \( F_{H_n,\Phi} \), \( \Phi \theta(t,\cdot,H_n) \in C^0(I) \) and, for fixed \( x \in I \), \( F_{H_n} v(\cdot, x; H_n) \in L^\infty(0, +\infty) \), where \( F_{H_n} := V_{2,H_n} \frac{\partial}{\partial x} \). Then \( \Phi \theta(\cdot,\cdot,H_n) \) are classical solutions of (7.2) and \( \Phi \theta(\cdot,\cdot,1/2) \) is a classical solution of (7.2) for \( H = 1/2 \).
Proof. Let us first observe that, since $S$ is a bounded linear operator it holds $v_\lambda(\cdot; H_n) \to v_\lambda(\cdot; 1/2)$ strongly in $L^\infty(\mathbb{R}^+; C^2(I))$.
Moreover, let us recall that, by definition of mild solution in Definition \ref{def:mild_solution}

\begin{equation}
\Phi(\lambda)\Phi(\lambda, x; H_n) - \frac{\Phi(\lambda)}{\lambda} v_\lambda(0, x; H_n) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_{H_n} v_\lambda(\Phi(\lambda), x; H_n) = 0
\end{equation}

for any $\lambda \in \mathbb{H}$ and $x \in I$. Thus we have, subtracting the left-hand side of equation \ref{eq:7.13},

\begin{equation}
\Phi(\lambda)\Phi(\lambda, x; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_{1/2} v(\Phi(\lambda), x; 1/2) = 
\end{equation}

Now let us recall (see [3, Proposition 4.2]) that

$$
\Phi(\lambda, x; H) = \frac{\Phi(\lambda)}{\lambda} \Phi(\lambda, x; H)
$$

and that $v_\lambda(0, x; H) = v(0, x; H)$ for any $x \in I$, $\lambda \in \mathbb{H}$ and $H \in [1/2, 1]$. Hence, using these relations in equation \ref{eq:7.14}, we achieve

$$
\Phi(\lambda)\Phi(\lambda, x; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(x, 0; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_{1/2} v(\Phi(\lambda), x; 1/2)
$$

Using the triangular inequality, we obtain

$$
\left| \Phi(\lambda)\Phi(\lambda, x; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_{1/2} v(\Phi(\lambda), x; 1/2) \right|
$$

Now let us control the second summand on the right hand side with the $L^\infty(\mathbb{R}^+; C^2(I))$ distance and let us add and subtract the term $\frac{\partial^2}{\partial x^2} L_{1/2} v(\Phi(\lambda), x; H_n)$ in the third
summand. With another application of the triangular inequality we get:

\[
\left| \Phi(\lambda)\nabla_\phi(\lambda, x; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_n v(\Phi(\lambda), x; 1/2) \right|
\]

\[
\leq \frac{\Phi^2(\lambda)}{\lambda} |v(\Phi(\lambda), x; H_n) - v(\Phi(\lambda), x; 1/2)|
\]

\[
+ \frac{\Phi(\lambda)}{\lambda} \|v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2)\|_{L^\infty(\mathbb{R}^+; C^2(I))}
\]

\[
+ \frac{\Phi(\lambda)}{2\lambda} \left| \frac{\partial^2}{\partial x^2} \left(L_n v(\Phi(\lambda), x; H_n) - L_n v(\Phi(\lambda), x; H_n) \right) \right|
\]

\[
+ \frac{\Phi(\lambda)}{2\lambda} \left| \frac{\partial^2}{\partial x^2} \left(L_n v(\Phi(\lambda), x; H_n) - L_n v(\Phi(\lambda), x; 1/2) \right) \right|
\].

Now let us make another estimate. Let us observe that

\[
|v(\Phi(\lambda), x; H_n) - v(\Phi(\lambda), x; 1/2)| \leq \int_0^{+\infty} e^{-\Phi(\lambda)t} |v(t, x; H_n) - v(t, x; 1/2)| dt
\]

\[
\leq \frac{1}{\Phi(\lambda)} \|v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2)\|_{L^\infty(\mathbb{R}^+; C^2(I))},
\]

for any \(x \in I\) and \(\lambda \in \mathbb{H}\). Thus we finally obtain

\[
(7.15)
\]

\[
\left| \Phi(\lambda)\nabla_\phi(\lambda, x; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_n v(\Phi(\lambda), x; 1/2) \right|
\]

\[
\leq \frac{\Phi(\lambda)}{\lambda} \left( 2 \|v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2)\|_{L^\infty(\mathbb{R}^+; C^2(I))} + \frac{1}{2}(I_1(x, \lambda) + I_2(x, \lambda)) \right),
\]

where

\[
(7.16)
\]

\[
I_1(x, \lambda) := \left| \frac{\partial^2}{\partial x^2} \left(L_n v(\Phi(\lambda), x; H_n) - L_n v(\Phi(\lambda), x; H_n) \right) \right|,
\]

\[
I_2(x, \lambda) := \left| \frac{\partial^2}{\partial x^2} \left(L_n v(\Phi(\lambda), x; H_n) - L_n v(\Phi(\lambda), x; 1/2) \right) \right|.
\]

Let us first work with \(I_1(x, \lambda)\). We have, since the Laplace transform is a linear operator and \(\frac{\partial^2}{\partial x^2}\) is a closed operator (see [2]), recalling the definition of \(L_H\), given in Definition 7.1

\[
(7.17)
\]

\[
I_1(x, \lambda) = \frac{\partial^2}{\partial x^2} \left( L_{t \rightarrow \lambda} \left[ (V_{2, H_n}(t) - V_{2, 1/2}(t)) v(t, x; H_n) \right] \right) (\Phi(\lambda))
\]

\[
= L_{t \rightarrow \lambda} \left[ (V_{2, H_n}(t) - V_{2, 1/2}(t)) \frac{\partial^2}{\partial x^2} v(t, x; H_n) \right] (\Phi(\lambda))
\]

\[
= \int_0^{+\infty} e^{-\Phi(\lambda)t} (V_{2, H_n}(t) - V_{2, 1/2}(t)) \frac{\partial^2}{\partial x^2} v(t, x; H_n) dt.
\]
Fix $\varepsilon > 0$ and define $H_\varepsilon \in (\frac{1}{2}, 1)$ as in Lemma 7.3. Supposing, without loss of generality, that $H_n < H_\varepsilon$ for any $n \in \mathbb{N}$, we have, by Lemma 7.3,

$$I_1(x, \lambda) = 
\int_0^{+\infty} e^{-\Phi(\lambda) t} (V_{2,H_n}'(t) - V_{2,\frac{\theta}{2}}'(t)) \frac{\partial^2}{\partial x^2} v(t, x; H_n) dt
+ \int_0^{+\infty} e^{-\Phi(\lambda) t} (V_{2,H_n}'(t) - V_{2,\frac{\theta}{2}}'(t)) \frac{\partial^2}{\partial x^2} v(t, x; H_n) dt
\leq \left\| V_{2,H_n}' - V_{2,\frac{\theta}{2}}' \right\|_{L^\infty(0,1)} \left\| v_n \right\|_{L^\infty(\mathbb{R}^+; C^2(I))} \frac{1 - e^{-\Phi(\lambda)\varepsilon}}{\Phi(\lambda)}
+ \frac{C_\varepsilon(H_n)}{\Phi(\lambda) \frac{\theta}{2}} e^{-\Phi(\lambda)\varepsilon} \left\| v_n \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}
\leq \left( \left\| V_{2,H_n}' - V_{2,\frac{\theta}{2}}' \right\|_{L^\infty(0,1)} \frac{1 - e^{-\Phi(\lambda)\varepsilon}}{\Phi(\lambda)} + \theta C_\varepsilon(H_n) \right) \left\| v_n \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}.
$$

(7.18)

Since $v_n \to v$ strongly in $L^\infty(\mathbb{R}^+; C^2(I))$, there exists a constant $K$ such that $\left\| v_n \right\|_{L^\infty(\mathbb{R}^+; C^2(I))} \leq K$ for any $n \in \mathbb{N}$. Thus

Concerning $I_2(x, \lambda)$ defined in equation (7.16), we have, by the definition of $L_H$ and equation (7.6), arguing as we did for $I_1(x, \lambda)$ in equation (7.11),

$$I_2(x, \lambda) = 
\int_0^{+\infty} e^{-\Phi(\lambda)\frac{\theta}{4}} \frac{\partial^2}{\partial x^2} (v(t, x; H_n) - v(t, x; 1/2)) dt.
$$

and then

$$I_2(x, \lambda) \leq \frac{1}{\Phi(\lambda) \frac{\theta}{4}} \left\| v(\cdot, \cdot; H_n) - v(\cdot, \cdot; H) \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}
\leq \frac{\theta}{2} \left\| v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2) \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}.
$$

(7.19)

We conclude that, using equations (7.18) and (7.19) in equation (7.16),

$$\left\| \Phi(\lambda) \Pi_\Phi(x, \lambda; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_H v(\Phi(\lambda), x; 1/2) \right\|
\leq \frac{\Phi(\lambda)}{\lambda} \left( \left( 2 + \frac{\theta}{4} \right) \left\| v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2) \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}
+ \frac{K}{2} \left( \left\| V_{2,H_n}' - V_{2,\frac{\theta}{2}}' \right\|_{L^\infty(0,1)} \frac{1 - e^{-\Phi(\lambda)\varepsilon}}{\Phi(\lambda)} + \theta C_\varepsilon(H_n) \right) \right),
$$

Thus we have, taking the supremum over $I$, for fixed $\lambda \in \mathcal{H},$

$$\left\| \Phi(\lambda) \Pi_\Phi(x, \cdot; 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, \cdot; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_H v(\Phi(\lambda), \cdot; 1/2) \right\|_{L^\infty(I)}
\leq \frac{\Phi(\lambda)}{\lambda} \left( \left( 2 + \frac{\theta}{4} \right) \left\| v(\cdot, \cdot; H_n) - v(\cdot, \cdot; 1/2) \right\|_{L^\infty(\mathbb{R}^+; C^2(I))}
+ \frac{K}{2} \left( \left\| V_{2,H_n}' - V_{2,\frac{\theta}{2}}' \right\|_{L^\infty(0,1)} \frac{1 - e^{-\Phi(\lambda)\varepsilon}}{\Phi(\lambda)} + \theta C_\varepsilon(H_n) \right) \right),$$
Taking the limit superior as $n \to +\infty$, we obtain, by Proposition 7.3 and the fact that $v(\cdot, ; H_n) \to v(\cdot, ; 1/2)$ strongly in $L^\infty(\mathbb{R}^+; C^2(I))$, 
\[
\left\| \Phi(\lambda) \mathcal{F}_1(\cdot, \lambda, 1/2) - \frac{\Phi(\lambda)}{\lambda} v(\cdot, 0; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_\lambda v(\cdot, \Phi(\lambda); 1/2) \right\|_{L^\infty(I)} \leq \frac{K(1 - e^{-\Phi(\lambda)\varepsilon})}{2\lambda}.
\]

Now we can send $\varepsilon \to 0$ to obtain that, pointwise, for $x \in I$ and $\Re(\lambda) > 0$, it holds 
\[
\Phi(\lambda) \mathcal{F}_1(x, 1/2) - \frac{\Phi(\lambda)}{\lambda} v(0, x; 1/2) - \frac{\Phi(\lambda)}{2\lambda} \frac{\partial^2}{\partial x^2} L_\lambda v(\Phi(\lambda), x; 1/2) = 0
\]

Now, under the additional hypotheses, we know that $v_\Phi(\cdot, ; H_n)$ are classical solutions by [5, Theorem 5.5], which is a gain-of-regularity theorem. We know also that $v \in L^\infty(\mathbb{R}^+; C^2(I))$. Now let us observe that 
\[
\mathcal{F}_{1/2} v(t, x; 1/2) = e^{-\Phi(\lambda)} \frac{\partial^2}{\partial x^2} v(t, x; 1/2)
\]
is well defined as $v \in L^\infty(\mathbb{R}^+; C^2(I))$ and belongs to $L^\infty(\mathbb{R}^+)$ for fixed $x \in I$, as $0 \leq e^{-\Phi(\lambda)} \leq 1$. Hence, since we have shown that $v$ is a mild solution, by the same gain-of-regularity theorem as before, we have that $v$ is a classical solution, concluding the proof. □

Remark 7.6. Let us observe that if we fix the initial data and the boundary data, by the weak maximum principle proved in [5], the strong solutions are unique, thus, if we suppose that $v(\cdot, ; H_n)$ are strong solutions, the convergence we obtain in the previous theorem is towards the unique strong solution of equation (7.2). Let us also remark that Theorem 7.3 provides a useful example for Theorem 7.3 as we have that, if $H_n \to 1/2^+$, then $p_{H_n, \Phi} \to p_{1/2, \Phi}$, where $p_{H_n, \Phi}$ are classical solutions of equation (7.2) and $p_{1/2, \Phi}$ is a classical solution of (7.2) with $H = 1/2$. Another interesting case is given by $\Phi(\lambda) = \lambda^\alpha$. Indeed, in such case, it has been shown in [5] that $p_{H_n, \Phi}$ are strong solutions of equation (7.2) for $x \in \mathbb{R}\{0\}$ and $t > 0$, and so it is $p_{1/2, \Phi}$. Thus, for fixed boundary data 
\[
\lim_{|x| \to +\infty} p_{H, \Phi}(t, x) = 0, \quad t > 0
\]
and 
\[
p_{H, \Phi}(t, 0) = \frac{1}{\sqrt{2\pi}} \int_0^{+\infty} (V_{2, H}(s))^{-\frac{1}{2}} f_\Phi(s; t) ds, \quad t > 0
\]
and fixed initial datum $p_{H, \Phi}(0, x) = 0$ for $x \in \mathbb{R}\{0\}$, we have that the unique strong solutions of equation (7.2) converge towards the unique strong solution of equation (7.2) for $H = 1/2$.
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