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Abstract—We propose to combine recent Convolutional Neural Networks (CNN) models with depth imaging to obtain a reliable and fast multi-person pose estimation algorithm applicable to Human Robot Interaction (HRI) scenarios. Our hypothesis is that depth images contain less structures and are easier to process than RGB images while keeping the required information for human detection and pose inference, thus allowing the use of simpler networks for the task. Our contributions are threefold. (i) we propose a fast and efficient network based on residual blocks (called RPM) for body landmark localization from depth images; (ii) we created a public dataset DII comprising more than 170k synthetic images of human bodies with various shapes and viewpoints as well as real (annotated) data for evaluation; (iii) we show that our model trained on synthetic data from scratch can perform well on real data, obtaining similar results to larger models initialized with pre-trained networks. It thus provides a good trade-off between performance and computation. Experiments on real data demonstrate the validity of our approach.

I. INTRODUCTION

Person detection and pose estimation are core components for multi-party Human-Robot Interaction (HRI). In particular, social robotics aims to provide the robot with social intelligence to autonomously interact with people and respond appropriately. Detecting people in its surroundings and estimating their pose provide the robot the means for fine-level motion understanding, activity and behavior recognition, and in combination with other modalities, social scene understanding. Although pose estimation has been widely studied, deploying fast and reliable systems remains a challenging task. On one hand, scenario’s dynamic nature, i.e. background clutter, multiple pose configurations, between people interaction, and sensing conditions may provoke partial observations hindering the detection process. On the other hand, complex and accurate systems bring high computation burden, disabling the possibility for real-time deployment under limited computational budget.

State-of-the-art. The classical method for body pose estimation is to model spatial relationships of body parts in a graphical model structure, provided part-specific detectors that perform over handcrafted features [24], [11], [10], [3]. Lately, Convolutional Neural Networks (CNN) have been proved to be an effective tool for pose estimation on RGB images. By means of a deep CNN, such a system detects human body parts in the image, which are subsequently parsed to produce body pose estimates.

Fig. 1: Overall scheme of the proposed method for efficient human pose estimation (d) from depth images (a). Our proposed RPM convolutional network (b) is trained with depth images consisting of synthetically generated people under multiple poses and positions combined with varying real background depth images (c).

A conventional way to address pose estimation with CNN is inspired by the cascade of detectors concept. That is, sequentially stacking detectors (blocks of convolutional layers) to improve and refine body part predictions using spatial image context. Image context is retrieved by various kernel resolutions [31], [17], [23], [30] or embedding coarse to fine prediction in the network architecture [22], [15], [5]. Spatial relationships between pairs of body parts are also considered in order to improve estimation and ease the inference stage. These relationships can be modeled by explicit regressors [16], [18], or embedded in a network architecture [29], [7]. Motivated by the cascade of detectors concept, [7] relies on recurrent detector blocks to refine predictions and encode body parts pairwise dependencies as a vector field between adjacent parts. Body landmarks and pair-relationships are learned in an end-to-end fashion and jointly predicted in a multi-task approach. Although very deep network models like [7] have provided excellent results, the computational demands of these models grow with the network’s depth and require large amounts of training data to prevent overfitting.

Depth data has also been used for pose estimation [25], [21], [28], [19], [9]. Indeed, depth discontinuities and variations preserve many essential features that also appear in natural images like corners, edges, silhouettes. It is also
Inspired by current advances in CNN, we investigate network architectures that perform on depth images for efficient and reliable pose estimation in social multi-party HRI applications, as illustrated in Figure 1. Depth data provides direct and very relevant information for body landmark detection like head, shoulders, or arms, although the lack of texture may limit its performance where only subtle depth variations are expected (eyes, arms on body). Also, thanks to the depth, moving from landmark localization to the actual 3D body pose will be more straightforward than with RGB images only. The challenge addressed in this paper is thus to gain speed without sacrificing performance. In that direction, our contributions are:

- we propose a fast and efficient network based on residual blocks, called Residual Pose Machines (RPM), for body landmark localization from depth images;
- we built a dataset of Depth Images of Humans (DIH) comprising more than 170K synthetically generated depth images of humans, and which can be used for training purposes, along with 460 depth real images annotated with body landmarks. The dataset will be made publicly available;
- we demonstrate that models trained on synthetic data can perform well on real data.
- we show that our relatively shallow RPM model trained from scratch obtain similar results to larger models initialized with pre-trained networks, thus providing a good trade-off between performance and computation.

In Section II, we present our pipeline to build synthetic depth images for training the network. Section III describes the proposed network for efficient pose estimation. Experiments and results are described in Section IV. Finally, Section V concludes the paper.

II. SYNTHETIC DEPTH IMAGE GENERATION

Training CNNs requires large amounts of data with annotations. Unfortunately, a precise manual annotation of depth images with body parts is not so easy, given that people roughly appear as blobs. Fortunately, as shown by Shotton et al. [25], synthesizing depth images of the human body is easier than synthesing real RGB images, since color, texture, and illumination conditions are much more difficult to render in practice. In this paper, we follow this approach. Roughly speaking, we follow a randomized synthesis pipeline: we created a dataset of 3D human characters, took real motion capture (mocap) data to re-target their pose in the 3D space, selected several random viewpoints, added real backgrounds, and generated the ground-truth, as illustrated in Figure 2. The main issues are how to produce images with enough variations in human shapes, body pose and viewpoint configurations, how to (automatically) annotate these images, and how to simulate realistic backgrounds. This is detailed below.

Variability in body shapes. We built a dataset of 24 adult 3D characters using the modeling software Makehuman [2]. Characters are of both genders and with different heights and weights, and have been dressed with different clothing outfits to increase shape variation (skirts, coats, pullovers, etc.), see Figure 2(a) for a better illustration.

Variability in body poses. For each character, we performed motion retargeting from motion capture data. We relied on the publicly available motion capture database of CMU labs [1], selecting motion capture sequences grossly fitting our scenario in which the robot interacts with people appearing mainly in an upright configuration: people standing still, walking, turning, bending, picking up objects, etc.

Variability in view point. We placed the 3D character in a reference point with a reference orientation, and defined a recording zone as a circle of 8m radius centered at the character. Then, a camera was randomly placed (position and height) in this zone, and its orientation was defined by randomly selecting a point on the character torso and pointing the camera to it. Pose retargeting and depth buffer
rendering were performed using the computer graphics software Blender [4], observe Figure 2(c) for an example.

**Dataset and annotations.** The synthetic images of the DIH public dataset were generated with our synthesis pipeline 2. They comprise 172148 images of a single person performing different types of motion under different viewpoints. As the human characters come along with 3D semantic joint locations, we were able to automatically record the location of 17 body landmarks (head, neck, shoulders, elbows, wrists, hips, knees, ankles, eyes, see Figure 2(b), in the world, camera, and image coordinate systems using the camera’s calibration and projection matrices. Each of the 17 keypoints was then automatically labeled as visible or invisible by thresholding the distance between the keypoint and the body surface point closest to the camera located on the line between the keypoint and the camera. In addition, the silhouette’s mask was also extracted to allow the incorporation of the body depth images in real depth images (cf below and Section IV-A).

**Adding real background.** Note that a realistic dataset needs as well realistic background content. Rather than generating a predefined set of images with random (real) background, such images were produced on the fly during training, as described in Section IV-A. Some example images are shown in Figure 2(d).

**III. DEPTH-BASED POSE ESTIMATION APPROACH**

Our model is inspired by the Convolutional Pose Machines (CPM) [7] approach, which builds a powerful CNN-based 2D body pose detector for color images trained to jointly localize the body parts and limbs of multiple people. In this section we present our network model, with the aim of reducing the number of parameters and speeding up the whole process for robotics applications.

**A. Architecture**

**Overview.** Figure 3 depicts the architecture of the proposed efficient network, dubbed Residual Pose Machines (RPM), to detect body parts and limbs, and which takes as input a single channel depth image.

More precisely, the input depth image, see Figure 3(a), is fed into a feature extraction module to get a compact and discriminative feature representation denoted as $F$ (refer to Figure 3(b,e)). Then, these features are passed to a series of prediction stages (Figure 3(c,d)) in order to localize in the image the body landmarks (nose, eyes, ankle, etc.) and limbs (segments between two landmarks according to the skeleton shown in Figure 2 such as forearms, forelegs, etc.).

Each prediction stage consists of two branches made of fully convolutional layers. The first branch, denoted as $\rho_1(\cdot)$, is trained to localize the body parts (Figure 3(h)), while the second one $\phi_1(\cdot)$ is trained to localized the body limbs (Figure 3(g)). The prediction stages are applied sequentially with the goal of refining the predictions of body parts and limbs using the result of the previous stage and incorporating spatial image context.

Finally, pose inference for RPM is performed in a greedy bottom-up step to gather parts and limbs belonging to the same person, in the same way as for CPM. Figure 4 shows some results of RPM on depth images.

**Feature extraction network.** Depth images exhibit less details than color images (i.e. color and texture), and posture information mainly lies in the person silhouette in combination with the body depth surface. This motivates for the use of a smaller network architecture compared to those used for color images. Therefore, rather than relying on the VGG-19 network used in [7] as feature extractor, we propose to use the smaller and lightweight network architecture shown in Figure 3(b). It consists of an initial convolutional layer followed by three residual modules (or blocks) [14] with small kernel sizes of $3 \times 3$. The network has three average pooling layers. Each residual module, see Figure 3(f), consists of two convolutional layers and a shortcut connection (hence the name ‘residual’ [14]: the inner part of the module is supposed to only model the incremental information since the shortcut represents the identity mapping). Batch normalization and ReLU are included after each convolutional layer and after the shortcut connection.

Our motivation to use residual blocks is that they are known to outperform VGG networks, and to be faster by having a lower computational cost [6].

**Confidence maps and part affinity fields prediction.** The feature extractor is followed by a succession of stages, each stage taking as input the features $F$ and the output of the previous stage. As depicted on Figure 3 and mentioned...
before, a stage consists of two branches of convolutional layers, the first branch predicting the location of the parts, and the second predicting the orientation of the limbs. We keep the same design of the branches \( \phi_t(\cdot) \) and \( \rho_t(\cdot) \) as in the original CPM [7] to maintain the effective receptive field as large as possible. That is, in the first prediction stage the network has three convolutional layers with filters of \( 3 \times 3 \) and two layers with filters of \( 1 \times 1 \), whereas in the remaining stages there are five and two convolutional layers with filters of \( 7 \times 7 \) and \( 1 \times 1 \), respectively.

Table I shows a comparison of the number of parameters for different designs of RPM and CPM. Note that with only one stage there is no refinement since the first stage only takes as input the features. Specifically, RPM-1S denotes RPM with one stage while RPM-2S corresponds to the network with two prediction stages (refinement).

### B. Training and confidence map ground truthing

We regress confidence maps for the location of the different body parts and predict vector fields for the location and orientation of the body limbs. In this section, for simplicity, we follow the original notation of [7]. The ideal representation of the body part confidence maps \( S_j \) encodes the locations on the depth image as Gaussian peaks. Let \( x_j \) to be the ground truth position of body part \( j \) on the image. The value for pixel \( p \) in the confidence map is computed as follows

\[
S_j^*(p) = \exp \left( - \frac{||p_j - x_j||^2}{\sigma} \right).
\]  

where \( \sigma \) is empirically chosen.

The ideal representation of the limbs \( L^* \) encodes the confidence that two body parts are associated, in addition to information about the orientation of the limbs by means of a vector field. Consider a limb of type \( c \) that connects two body parts \( j_1 \) and \( j_2 \), e.g., elbow and wrist, with positions on the depth image \( x_{j_1} \) and \( x_{j_2} \). The ideal limb affinity field at point \( p \) is defined as

\[
L_c^*(p) = \begin{cases} 
  v, & \text{if } p \text{ on limb } c, \\
  0, & \text{otherwise},
\end{cases}
\]  

where \( v \) is the unit vector that goes from \( x_{j_1} \) to \( x_{j_2} \). The set of pixels that lie on the limb are those within a distance to the line segment that joins the two body parts.

Intermediate supervision is applied at the end of each prediction stage to prevent the network from vanishing gradients. This supervision is implemented by two \( L_2 \) loss functions, one for each of the two branches, between the predictions \( S_t \) and \( L_t \) and the ideal representations \( S^* \) and \( L^* \). The loss functions for stage \( t \) are

\[
f_t^1 = \sum_{p=1}^{T} ||S_t(p) - S^*(p)||^2_2, \\
f_t^2 = \sum_{p=1}^{T} ||L_t(p) - L^*(p)||^2_2.
\]

The final multi-task loss is computed as \( f = \sum_{t=1}^{T} (f_t^1 + f_t^2) \) where \( T \) is the total number of network stages.

### C. Implementation details

**Image preprocessing.** The depth images are normalized by scaling linearly the depth values in the \([0, 8 \text{ meter}]\) range into the \([-0.5, 0.5]\) range. Furthermore, note that the real data contains noise and missing values, especially around body silhouette due to the sensing process (see Figure 3). Although more advanced domain adaptation techniques could be used to reduce the mismatch between the clean synthetic data and the noisy real data distributions [12], [26], in this paper we considered using a simple inpainting preprocessing to fill out the noise and shadows around the body silhouette and thus prevent sharp discontinuities to potentially affect the network output. This is shown in the experimental section.

**Network training.** Pytorch is used in all our experiments. We train different network architectures with stochastic gradient descent with momentum for 100K iterations each. We set the momentum to 0.9, the weight decay constant to \( 5 \times 10^{-4} \), and the batch size to 10. We uniformly sample values in the range \([4 \times 10^{-10}, 4 \times 10^{-5}]\) as starting learning rate and decrease it by a factor of 10 when the training loss has settled. All networks are trained from scratch and progressively, i.e. to train network architectures with \( t \) stages, we initialize the network with the parameters of the trained network with \( t - 1 \) block detectors.

**Part association.** We use the algorithm presented in [7] that uses the part affinity fields as confidence to associate the different body parts and perform the pose inference.

### IV. EXPERIMENTS AND RESULTS

We conducted experiments using the synthetic images of the DIH dataset as well as on the real depth images of the dataset (described below). We present the experimental protocol in Section IV-B, focusing on both accuracy and computational aspects. The analysis of the results is presented in Section IV-D, where we study the impact on performance of different modeling elements like network architecture or preprocessing.

#### A. Data preparation

**Synthetic data.** We split the synthetic images of our DIH dataset into three folds with the following percentage and amount of images: training (85%, 146327), validation (5%, 8606), and testing (10%, 17215).

**Training data: data augmentation with real background images.** Relying only on clean depth images of the human body may hinder the generalization capacity of a trained network due to the data mismatch with real images. Thus, to avoid our pose detector to overfit clean synthetic image details, we propose to add perturbation to the synthetic images, and in particular, to add real background content which will provide the network with real sensor noise.

**Adding real background content.** Obtaining real background depth images (which do not require ground-truth) is easier than generating synthetic body images. As backgrounds, we consider the dataset in [20] containing 1367 real depth
images recorded with a Kinect 1 and exhibiting depth indoor clutter. We divided it into three folds (training, validation and test) which were associated with the corresponding synthetic body data folds. Then, during learning, training images were produced on the fly by randomly selecting one depth image background and body synthetic images, and compositing a depth image using the character silhouette mask. Care was taken to avoid conflicting depth data (i.e. the character depth value should be in front of the background), and with the character’s feet lying on a flat surface. Sample results are shown in Fig. 2(d).

Pixel noise. During training we randomly select 20% of the body silhouette’s pixels and set their value to zero.

Image rotation. Training images are rotated with a probability 0.1 by a randomly selected angle in the range $[-30, 30]$ degrees.

Test data. To evaluate the performance of our algorithm, we rely on typical HRI real data captured with a Kinect 2 and exhibiting one or multiple people people passing in front of or interacting with our robot. We manually annotated the body landmarks in 460 periodically sampled images, resulting in a dataset of 546 person instances.

B. Evaluation protocol

Accuracy metric. We use standard precision and recall measures derived from the Percentage of Correct Keypoints (PCKh) evaluation protocol as performance metrics [32]. More precisely, after the forward pass of the network, we extract all the landmark predictions $p$ whose confidence are above a threshold $\tau$, and run the part association algorithm to generate pose estimates from these predictions. Then, for each landmark type, and for each ground truth points $q$, we associate the closest prediction $p$ (if any) whose distance to $q$ is within a distance threshold $d = \kappa \times h$, where $h$ stands for the height of the bounding box of the person (in the ground truth) to which $q$ belongs to. Such associated $p$ are then counted as true positives, whereas the rest of the landmark predictions are counted as false positives. Ground truth points $q$ with no associated prediction are counted as false negatives. The average recall and precision values can then be computed by averaging over the landmark types and then over the dataset. Finally, the average recall and precision values used to report performance are computed by averaging the above recall and precision over several distance thresholds $d$ by varying $\kappa$ in the range $[0.05, 0.15]$.

Computational performance. Model complexity is measured via the number of parameters it comprises, and the number of frames per second (FPS) it can process when considering only the forward pass of the network. This was measured using the median time to process 2K images at resolution $444 \times 368$ with an Nvidia card GeForce GTX 1050.

C. Tested models

Proposed model. Our pose detection model is built as in Section III. We configure the network parameters $T = 2$, to profit from spatial context and $N_w = 64$ to balance the speed-accuracy trade-off. We refer to this configuration as RPM-2S. In experiments, we will evaluate the impact of different parameters like: the number of stages $T$ in the cascade of detectors part of the network; the number of $N_w$ feature channels in the residual blocks, and the impact of inpainting preprocessing step.

CPM Baseline. We consider the original architecture presented in [7], trained as our model with the DIH data. As in the original work, the architecture parameters are initialized using the first 10 layers of the VGG-19 network. To accomodate the need for the 3 channel (RGB) image input expected by VGG-19, the single depth channel is repeated three times.

D. Results

Table I compares the performances of the different methods. We report both the average recall and precision for all landmark types in the complete skeleton model (see Fig. 2b)), and for the upper body, i.e. head, neck, shoulders, elbows and wrists, since upper-body detection might be sufficient for most typical HRI application. The table also compares the FPS and the number of trainable parameters of the different networks. As an extra experiment, for comparison, we show the results obtained by running the code of [7] over the registered RGB images. For this experiment, the performances were computed over the body parts that the skeleton

![Fig. 4: Output of the proposed RPM-2S for some sequence instances of the testing set. Top: results on raw depth images. Bottom: results on depth images with inpainting.](image-url)
Table I shows that the results in [7] (marked with *) are provided for indication, as they are computed over RGB images on a disjoint set of body landmark types than the one we use for depth. See Section IV for details.

**Fig. 5:** Average recall-precision curves. a) comparison between the baseline CPM and the proposed RPM networks, up to 2 prediction stages. b) impact of the number of feature channels $N_w$ in the feature extractor CNN. c) impact of the inpainting preprocessing.

**Fig. 6:** Recall (left) and precision (right) per body landmark for the proposed RPM-2S and the baseline CPM-2S.

The curves in Figure 5(c). We believe that one explanation is that, since the training and test images (synthetic and real) come from different distributions, this preprocessing removes some of these differences by eliminating noisy details and discontinuities that typically appear in real depth images. Figure 4 shows a qualitative comparison of applying inpainting as preprocessing step. The figure shows typical multi-person HRI scenarios where person occlusion and partial observations are commonly observed.

**Performance per body landmark.** They are reported in Figure 6 for our RPM-2S model and CPM-2S. Both models show similar recall for the different parts of the skeleton. As for precision, the difference is more notorious in body parts of the lower body. Note that in our testing data, these body parts are the most affected by noise, appearing less well defined and even mixed with the background after the model in [7] has in common with our skeleton model. In addition, Figure 5 reports precision-recall curves obtained by varying the $\tau$ threshold which impacts the number of detected keypoints before the body part association step.

**Analysis.** From this table, we can see that our proposed network RPM-2S ($N_w = 64$) performs as well as the baseline CPM-2S (e.g. for upper-body, it has a recall-precision of 72 and 74.8 vs 71.7 and 76 for CPM-2S) but with 6 times less parameters and being 3.14 times faster. Interestingly, we can notice from Fig. 5a that without using recursion (RPM-1S), the smaller complexity of our feature extraction CNN indeed leads to degraded performance compared to the original CPM-1S, but that this gap is filled once the recursion is introduced (compare the RPM-2S and CPM-2S curves).

**Number of feature channels $N_w$.** From Table I, increasing it (to 128) for $T = 2$ improves much the performance. Our RPM now outperforms the baseline configuration CPM-2S, especially when considering only the upper body, and is still smaller and slightly faster. However, from Fig. 5b, we can notice that the precision-recall curves are not that different between $N_w = 64$ and $N_w = 128$, somehow mitigating the above conclusion.

**Number of recursive stages $T$.** Table I shows that the results saturate when increasing it beyond $T = 2$ (i.e. for $T = 3$).

**Inpainting preprocessing.** We found this step to be important to improve the performance of the different tested models. This is particularly true for our RPM model, as shown by
This paper has investigated the use of depth images and CNNs to perform fast and reliable human pose estimation. Specifically, we investigated and proposed a real-time neural network architecture with fast forward pass that can be easily deployed in Human-Robot Interaction applications. We also created the DIH dataset comprising a large amount of synthetic images of human-bodies of various shapes and poses, along with real images. This dataset will make publicly available. Our experiments and speed-accuracy trade-off analysis show that on depth images, the smaller CNN architectures we propose achieve similar performance results as larger versions with a much less expensive computational cost.

Our study opens the way to further research. One limitation remains the differences that synthetic depth images exhibit with real ones. While the inpainting preprocessing mitigates this issue, domain adaptation techniques might be more appropriate at bridging the existing gap between the data distributions and transfer realistic details to synthetic images.
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