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Abstract. Here we prove the linear stability of a family of \(n+1\)-dimensional cosmological models of general relativity locally isometric to the Friedmann-Lemaître Robertson Walker (FLRW) spacetimes including a positive cosmological constant. We show that the solutions to the linearized Einstein-Euler field equations around a class of FLRW metrics with compact spatial topology (negative Einstein spaces and in particular hyperbolic for \(n = 3\)) arising from regular initial data remain uniformly bounded and decay to a family of metrics with constant negative spatial scalar curvature. To accomplish the result, we express the Einstein-Euler system in constant mean extrinsic curvature spatial harmonic gauge and linearize about the chosen FLRW background. Utilizing a Hodge decomposition of the fluid’s \(n\)-velocity 1-form, the linearized system becomes elliptic-hyperbolic (and non-autonomous) in the CMCSH gauge facilitating an application of an energy type argument. Utilizing the estimates derived from the associated elliptic equations, we first prove the uniform boundedness of a Lyapunov functional (controlling an appropriate norm of the data) in the expanding direction. Utilizing the uniform boundedness, we later obtain a sharp decay estimate which suggests accelerated expansion (for \(\Lambda > 0\)) of this particular universe model may be sufficient to control the non-linearities (including possible shock formation) of the Einstein-Euler system in a potential future proof of the fully non-linear stability. In addition, the rotational and harmonic parts of the fluid’s \(n\)-velocity field only couple to the remaining degrees of freedom in higher orders, which once again indicates a straightforward extension of current analysis to the fully non-linear setting in the sufficiently small data limit. In addition, our results require a certain integrability condition on the expansion factor and a suitable range of the adiabatic index \(\gamma_a\) (\((1, \frac{n+1}{n})\) i.e., \((1, \frac{4}{3})\) in the physically relevant ‘3+1’ universe) if the barotropic equation of state \(p = (\gamma_a - 1)\rho\) is chosen.

1. Introduction

Recent astronomical observations [63, 64] indicate a possibility that the spatial universe may have slightly negative curvature. This leads to the consideration of the well known FLRW spacetime with negative spatial curvature as a possible cosmological model. Of course, the spatial manifold of this model is \(\mathbb{H}^3\) and it satisfies the global homogeneity and isotropy criteria as dictated by the cosmological principle. However, the astronomical observations that motivate the cosmological principle are necessarily limited to a fraction (possibly small) of the entire universe and such observations are compatible with spatial metrics being locally but not globally homogeneous and isotropic. Once the restriction
on the topology (a global property) is removed, numerous closed manifolds may be constructed as the quotients of $H^3$ by discrete, proper, and torsion free subgroups of $SO^+(1,3)$, with each satisfying the local homogeneity and isotropy criteria but no longer being globally homogeneous or isotropic. In other words, the indication of the spatial universe to have a constant negative curvature opens up the possibility of quite ‘exotic’ topologies. In fact there are infinitely many closed (compact without boundary) hyperbolic $3-$manifolds topologically distinct from each other. Each such manifold may serve as a possible candidate model for the spatial universe. These spatially compact model spacetimes may be written as the following warped product form in their ‘$n + 1$’ dimensional generalization

$$n+1 g = -dt \otimes dt + a^2(t)\gamma_{ij} dx^i \otimes dx^j,$$

where $R[\gamma]_{ij} = -\frac{1}{n}\gamma_{ij}$, $t \in (0, \infty)$, $a(t)$ is the scale factor satisfying $\partial_t a > 0$ for this expanding universe model, and $R[\gamma]_{ij}$ is the Ricci tensor of the metric $\gamma$. Restricting to $n = 3$ yields the compact hyperbolic manifolds by Mostow rigidity. However, an important question remains to be answered. Are the FLRW models (variants of FLRW to be precise since spatial manifolds of these models are not globally isotropic and homogeneous only locally so) consisting of compact spatial hyperbolic geometry predicted by general relativity? To conclude that they are would seem to hinge on the proof that the purely theoretical FLRW models with compact hyperbolic spatial part are dynamically stable. A natural first step towards such a proof would be to establish the stability at the level of linear perturbation theory.

The theory of cosmological perturbations and linearized stability is not new. A substantial amount of work has been done on the topic by several authors since the first study by [1] who first studied the perturbations of $S^3 \times \mathbb{R}$ via a tensor harmonic mode decomposition in the 1940s. Hawking [2] studied the cosmological perturbations by considering the curvature perturbations (perturbations to the Weyl tensor to be precise) about a conformally flat background spacetime. Weinberg [3] used a ‘Fourier’ technique to study the stability of $T^3 \times \mathbb{R}$ FLRW models. Later Bardeen [4] constructed a gauge invariant formalism for the linearized cosmological perturbation theory. He utilized the mode decomposition of the scalar, vector, and tensor fields on the spatial manifold in terms of the eigenmodes of the Laplacian (on the spatial manifold) and constructed gauge invariant entities whose time evolution were studied. However, we note that the gauge invariant formalism was not new at that time since Moncrief [5] had separately developed a gauge invariant technique in the context of perturbation theory of Reissner-Nordström black holes. Following these early fundamental studies, numerous [6, 7, 8] articles have been written on the cosmological perturbation theory of $S^3$ or $T^3$ FLRW models where either a gauge invariant formulation followed by harmonic decomposition of associated field variables is employed or an eigenmode analysis is performed after fixing a suitable gauge.

Despite the tremendous amount of existing work in the literature, these are in a sense not the ‘true’ linear stability problem. These are ‘formal’ mode stability results
where the relevant fields are decomposed into modes via eigenfunction (of Laplacian) decomposition and the problem is subsequently reduced to ordinary differential equations in time. However, the true problem of linear stability concerns general solutions to the linearized Einstein-Euler system about [1] arising from regular initial data, not simply the fixed modes. Consider the following two linear stability statements [9]: (a) whether all solutions of the linearized Einstein-Euler system about [1] remain bounded for all times in terms of a suitable norm of their initial data, (b) the asymptotic stability i.e., whether all solutions to the linearized equations asymptotically decay. The mode analysis yields necessary but not sufficient conditions for either (a) or (b) of ‘true’ linear stability. In addition, the mode analysis does not work at the non-linear level due to ‘all to all’ coupling (of modes) and therefore a straightforward extension of the linearized mode analysis to study the fully non-linear problem (irrespective of the size of the data) becomes tremendously difficult if not impossible. In particular, we want to extend our analysis in the future to study the fully non-linear problem in our choice of gauge (CMCSH-to be described later) on spacetimes of topological type $M \times \mathbb{R}$ (where $M$ is compact negative Einstein for $n > 3$ and in particular compact hyperbolic for $n = 3$).

In the regime of fully non-linear stability of Einstein’s equations (vacuum or coupled to suitable matter sources), there has been considerable progress in the last two decades. Global nonlinear stability proof of the Minkowski space (small data) by [26] marked the initiation of this progress. Later [27] provided with a simplified proof in spacetime harmonic or wave gauge. Andersson and Moncrief [29] proved the global existence of ‘$n + 1$’ dimensional vacuum Einstein’s equations for sufficiently small (in suitable function space settings) however fully nonlinear perturbations of spacetimes of the type $\mathbb{R} \times M_t$ in constant mean curvature spatial harmonic (CMCSH) gauge, where $M_t$ is a compact hyperbolic manifold. Following these fundamental studies, numerous studies have been performed regarding the small data global existence issues associated with the Einstein’s equations [31, 32, 33, 34, 35, 36]. Two of studies which will be most relevant to the current study are that by Rodnianski and Speck [42] and Speck [55]. Rodnianski and Speck [42] studied the small data perturbations of the $\mathbb{R} \times T^3$ type FLRW model with a positive cosmological constant in spacetime harmonic gauge, where an irrotational perfect fluid model was assumed. Later Speck [55] extended this analysis on the same topology (and same gauge) to include non-zero vorticity utilizing suitably defined energy currents. Commonly, the perfect fluid matter model is considered to be ‘bad’ because of its finite time shock singularity formation property without even coupling to gravity. One would surely not hope that while coupled to gravity, this property may be ‘suppressed’ by the gravity since gravity itself may yield finite time singularity. However, [42] and [55] have utilized the property that the presence of a positive cosmological constant induces an accelerated expansion of the physical universe, which avoids shocks in the regime of a small data limit. In a sense, with an accelerated expansion, there are universally decaying ‘good’ terms in the evolution equations that dominate the nonlinearities and drive the universe towards stability. At the linear level,
the possibility of shock formation is of course absent. However, at the non-linear level such possibility is open and one needs to study the competition between the decay and the non-linearities carefully to establish the sufficient conditions that are required to avoid possible shock formation or finite time blow up of gravity (or both).

Our analysis indicates that if the expansion factor $a(t)$ obeys a suitable integrability condition and the adiabatic index $\gamma_a$ lies in the range $(1, \frac{n+1}{n})$ ($(1, 4/3)$ in the physically relevant ‘3+1’ case; $\gamma_a = 1$ and $\gamma_a = 4/3$ correspond to a pressure-less fluid or ‘dust’ and a ‘radiation’ fluid, respectively), then the Lyapunuv functional remains uniformly bounded by its initial value and moreover the perturbations decay in the expanding direction. This is in a sense equivalent to the fact that if the perturbations to the matter part are restricted within a smaller cone contained in the ‘sound’ cone (in the tangent space; to be defined later), that is, they do not propagate at speed higher than $\sqrt{\frac{2}{n}}$ (in the unit of light speed), then the asymptotic stability holds. On the other hand, there exists a seemingly contradictory result in the purely non-relativistic case of a self-gravitating fluid system. For a self gravitating non-relativistic 3-dimensional fluid body (Euler-Poisson system), Chandrasekhar [60] used a virial identity argument to show that the static isolated compact solution of the Euler-Poisson system is stable for $\gamma_a > \frac{4}{3}$. However, if one observes carefully, our result and Chandrasekhar’s result are not contradictory since the notions of stability are different in the two contexts. In the context of Chandrasekhar’s argument, the stability is defined by the negativity of total energy i.e., the gravitational energy dominates (stable $\iff$ gravitationally bound system). Now of course, a system with strong gravity is stable in the sense of Chandrasekhar (since total energy is dominated by gravitational energy and therefore negative) which is nonsensical in our fully relativistic context (ultra high gravity could focus and blow up forming a singularity, indicating instability in our context).

The stability criteria is satisfied by the universe model in which one includes a positive cosmological constant $\Lambda$ and in such case one obtains a uniform decay at the linear level. However, turning off the cosmological constant results in losing the decay property simply because one does not have the integrability property for the scale factor that is required for decay. This may be attributed to the fact that a positive cosmological constant induced accelerated expansion wins over the gravitational effect of the fluid source at the level of linear theory. In addition, we also note that in the borderline case $\gamma_a = \frac{n+1}{n}$, we can only prove a uniform boundedness of the energy functional (no decay). We will investigate the borderline cases of $\gamma_a = 0$ and $\gamma_a = \frac{n+1}{n}$ using special techniques in the future. Considering this stability criteria holds, we hope to extend our analysis in a potential future proof of non-linear stability of (1) in the CMCSH gauge using the energy current method developed by D. Christodoulou [10].

### 1.1. Notations and facts

The ‘$n + 1$’ dimensional spacetime manifold is denoted by $\tilde{M}$. We are interested in spacetime manifolds $\tilde{M}$ with the product topology $\mathbb{R} \times M$, where $M$ denotes the
n-dimensional spatial manifold diffeomorphic to a Cauchy hypersurface (i.e., every inextendible causal curve intersects $M$ exactly once). We denote the space of the Riemannian metrics on $M$ by $\mathcal{M}$. A subspace $\mathcal{M}_{-1}$ of $\mathcal{M}$ is defined as follows

$$\mathcal{M}_{-1} = \{ g \in \mathcal{M} | R(g) = -1 \},$$

with $R(g)$ is the scalar curvature associated with $g \in \mathcal{M}$. We explicitly work in the $L^2$ (with respect to a once and for all given a fixed background metric) Sobolev space $H^s$ for $s > \frac{n}{2} + 1$. The $L^2$ inner product on the fibres of the bundle of symmetric covariant 2-tensors on $(M, g)$ with co-variant derivative $\nabla[g]$ is defined as

$$< u \mid v >_{L^2} = \int_M u_{ij} v_{kl} g^{ik} g^{jl} \mu_g. \quad (2)$$

The standard norms are defined naturally as follows

$$||u||_{L^2} := \left( \int_M u_{ij} u_{kl} g^{ik} g^{jl} \mu_g \right)^{\frac{1}{2}} \quad (3)$$

$$||u||_{L^\infty} := \sup_M (u_{ij} u_{kl} g^{ik} g^{jl})^{1/2} \quad (4)$$

and so on. The inner product on the derivatives is defined

$$< \nabla[g]u \mid \nabla[g]v >_{L^2} = \int_M \nabla[g]_m u_{ij} \nabla[g]_n v_{kl} g^{mn} g^{ik} g^{jl} \mu_g,$$

where $\mu_g$ is the volume form associated with $g \in \mathcal{M}$

$$\mu_g = \sqrt{\det(g_{ij})} dx^1 \wedge dx^2 \wedge dx^3 \wedge \ldots \wedge dx^n.$$

we will use $\mu_g$ to denote both the volume form as well as $\sqrt{\det(g_{ij})}$ (slight abuse of notation). We define the rough Laplacian $\Delta_g$ so as to have a non-negative spectrum i.e.,

$$\Delta_g \equiv -g^{ij} \nabla_i \nabla_j. \quad (5)$$

For $a, b \in R_{>0}$, $a \lesssim b$ is defined to be $a \leq C b$ for some constant $0 < C < \infty$. This essentially means that $a$ is controlled by $b$ (in this context $a$ and $b$ could be norms of two different entities). For example $||A||_{L^2} \lesssim ||B||_{L^2}$ means $||A||_{L^2} \leq C ||B||_{L^2}$, where $0 < C < \infty$. The spaces of symmetric covariant 2-tensors and vector fields on $M$ are denoted by $S^0_2(M)$ and $\mathfrak{X}(M)$, respectively. The adiabatic index in denoted by $\gamma_a$.

### 1.2. Overview of the paper

Section 2 provides the necessary detail of the Einstein-Euler field equations including a positive cosmological constant $\Lambda$, the gauge fixing, the motivation of the study, and the main result. Note that we do not however discuss the technicalities associated with the main result in this section rather a few physical consequences.

Next in section 3, we introduce the re-scaled system of Einstein-Euler field equations with a positive cosmological constant and state the key properties of the re-scaled background solutions describing a class of fixed points. In addition, we describe the center manifold of the re-scaled dynamics when the Einstein moduli space is non-trivial.
Lastly, we describe the kinematics of the perturbations under the assumption of a shadow gauge condition (introduced by [30]) when the center manifold is finite-dimensional and explicitly compute an additional term that appears in one of the elliptic equation obtained through imposing the gauge condition.

In section 4 we linearize the re-scaled field equations about the background solutions described in section 2 and 3. Let us for the moment denote the field equations by $O[A] = 0$ where $A$ denotes the associated fields with their background values being $A_{B,G}$. The linearized equations about the background $A_{B,G}$ are obtained by setting the first variation to zero i.e., $D|_{A_{B,G}} \cdot \delta A = \frac{d}{dt} O(A_{B,G} + t \delta A)|_{t=0} = 0$, where the first variations to the fields are denoted by $\delta A$. The linearized equations are studied with the assumption that the suitable function space norms of the higher-order terms are significantly smaller compared to the linear terms. Note that the relativistic Euler’s equations are essentially a hyperbolic system of partial differential equations that are derivable from a Lagrangian (see [11, 12, 13] for a Hamiltonian structure of a relativistic perfect fluid). At the linearized level, this may be shown explicitly by employing Hodge decomposition of the $n$−velocity vector field (projection of the $n+1$−velocity field onto the spatial hypersurface $M$). Doing so we reduce the relativistic Euler’s equations to a wave equation for the associated scalar potential of the irrotational part (with respect to the associated ‘sound’ metric) while the rotational part and the harmonic part (a topological contribution) of the velocity field become decoupled and satisfy ordinary differential equations in time. Therefore the linearized coupled Einstein-Euler field equations become an ‘elliptic- hyperbolic’ system in our choice of gauge. Lastly, we close this section by stating a local well-posedness theorem for this coupled system and necessary elliptic estimates.

Section 5 is the most important chapter in terms of the proof of the main theorem of the paper. In order to address stability issues of a dynamical system, the use of Lyapunov functional is indispensable. In an infinite-dimensional setting, when the evolution equations are hyperbolic PDE, suitably defined positive definite energy functional plays the role of Lyapunov functional. On this particular occasion, we model the Lyapunov functional after the wave equation type energy introduced in [30]. We construct a similar wave equation type energy and its higher-order analog. First, we show the uniform boundedness of this Lyapunov functional in the expanding direction, and later utilizing this uniform boundedness we prove the decay property of the desired fields. Doing so we derive the required conditions for the stability results to hold. Finally, we close the section with a sketch of the proof of the geodesic completeness of the perturbed spacetimes at the level of linear perturbation theory.

2. Complete Einstein-Euler system and gauge fixing

The ADM formalism splits the spacetime described by an ‘$n+1$’ dimensional Lorentzian manifold $M$ into $\mathbb{R} \times M$. Here each level set $\{t\} \times M$ of the time function $t$ is an orientable $n$-manifold diffeomorphic to a Cauchy hypersurface (assuming the spacetime admits a
Cauchy hypersurface) and equipped with a Riemannian metric. Such a split may be executed by introducing a lapse function $N$ and shift vector field $X$ belonging to suitable function spaces on $\tilde{M}$ and defined such that

$$\partial_t = Nn + X,$$  

(6)

where $t$ and $n$ are time and a hypersurface orthogonal future directed timelike unit vector i.e., $\hat{g}(n,n) = -1$, respectively. The above splitting writes the spacetime metric $\hat{g}$ in local coordinates $\{x^\alpha\}_{\alpha=0}^n = \{t, x^1, x^2, ..., x^n\}$ as

$$\hat{g} = -N^2 dt \otimes dt + g_{ij}(dx^i + X^i dt) \otimes (dx^j + X^j dt)$$  

(7)

and the stress-energy tensor as

$$T = E n \otimes n + 2J \otimes n + S,$$  

(8)

where $J \in X(M)$, $S \in S^2_0(M)$, and $A \otimes B = \frac{1}{2}(A \otimes B + B \otimes A)$. Here, $X(M)$ and $S^2_0(M)$ are the space of vector fields and the space of symmetric covariant 2-tensors, respectively. Here $E$ denotes the energy density observed by a time-like observer with $n + 1$-velocity $n$, $J = -T(.,n)$ is the momentum density, $J = -T(n,.)$ is the energy flux density, and $S$ is the momentum flux density (with respect to the chosen constant $t$ hypersurface $M$). The choice of a spatial slice in the spacetime leads to consideration of the second fundamental form $k_{ij}$ which describes how the slice is curved in the spacetime. The trace of the second fundamental form $(tr_g k = \tau)$ is the mean extrinsic curvature of the slice, which will play an important role in the analysis. Under such decomposition, the Einstein equations

$$R_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} + \Lambda g_{\mu\nu} = T_{\mu\nu}$$  

(9)

take the form 

$$\partial_t g_{ij} = -2Nk_{ij} + L_X g_{ij},$$  

$$\partial_t k_{ij} = -\nabla_i \nabla_j N + N\{R_{ij} + \tau k_{ij} - 2k_{ik}k^k_j - \frac{1}{n-1}(2\Lambda - S + E)g_{ij} - \mathbf{S}_{ij}\} + L_X k_{ij}$$  

(10)

along with the constraints (Gauss and Codazzi equations)

$$R(g) - |k|^2 + \tau^2 = 2\Lambda + 2E,$$  

$$\nabla_j k^j_i - \nabla_i \tau = -\mathbf{J}_i,$$  

(11)

(12)

where $S = g^{ij} \mathbf{S}_{ij}$. The vanishing of the covariant divergence of the stress energy tensor i.e., $\nabla_\nu T^{\mu\nu} = 0$ is equivalent to the continuity equation and equations of motion of the matter

$$\frac{\partial E}{\partial t} = L_X E + NE\tau - N\nabla_i \mathbf{J}^i - 2J^i \nabla_i N + NS^{ij} k_{ij},$$  

$$\frac{\partial \mathbf{J}^i}{\partial t} = L_X \mathbf{J}^i + N\tau \mathbf{J}^i - \nabla_j (NS^{ij}) + 2Nk^j_i \mathbf{J}^j - E\nabla^i N.$$  

(13)

(14)

We want to study the Einstein-Euler system. Let the ‘$n + 1$’ velocity field of a perfect fluid be denoted by $u$ which satisfies the normalization condition $\hat{g}(u,u) = -1$. One
may for convenience decompose the $n + 1$ velocity $\mathbf{u}$ into its component parallel and perpendicular to constant $t$ hypersurface $M$ as follows

$$\mathbf{u} = v - \hat{g}(\mathbf{u}, n)n$$

where $v$ is a vector field parallel to the spatial manifold $M$ i.e., $v \in \mathfrak{X}(M)$. Importantly note that $\mathbf{u}_i = v_i$, but $\mathbf{u}^i \neq v^i$ unless the shift vector field $X$ vanishes. The stress energy tensor for a perfect fluid with $n + 1$ velocity field $\mathbf{u}$ reads

$$T = (P + \rho)\mathbf{u} \otimes \mathbf{u} + P\hat{g},$$

where $P$ and $\rho$ are the pressure and the mass energy density, respectively and $\hat{g}$ is the spacetime metric. After projecting onto the spatial manifold $M$, several components of the stress energy tensor may be computed as follows

$$E = (P + \rho)(Nu^0)^2 - P, \quad J^i = (P + \rho)\sqrt{1 + g(v, v)}v^i,$$

$$S = (P + \rho)v \otimes v + Pg.$$

However, notice that the fields equations do not close with the information of the stress energy tensor alone and therefore one is in need of an equation of state relating pressure $P$ and mass energy density $\rho$. One often uses a barotropic equation of state of the type $P = (\gamma - 1)\rho$, where $\gamma$ is the adiabatic index. The speed of sound $C_s$ is defined as $C_s^2 := \frac{\partial P}{\partial \rho}$, where the derivative is computed at constant entropy. However for the barotropic equation of state (for which pressure is only a function of mass energy density) chosen here, the entropy equation decouples from the field equations and therefore plays no role in our analysis (e.g., see [10]). The speed of sound is then simply a constant $\sqrt{\gamma - 1}$. Due to causality, one must have $0 \leq C_s^2 \leq 1$ yielding $\gamma \in [1, 2]$. This is essentially equivalent to the fact that the sound cone is contained (contains resp.) within the light cone in the tangent space (cotangent space resp.) picture. $\gamma = 1$ corresponds to pressure-less fluid or ‘dust’ and $\gamma = 2$ corresponds to a ultra-relativistic stiff fluid. We note an important fact that choosing this equation of state, we ignore the rest energy of the fluid which may be relevant in the late epoch of the universe evolution. In other words, the equation of state $P = (\gamma - 1)(\rho - ne)$, $n$ being the baryon number density and $e$ the fluid rest energy per particle, may be more appropriate. Here we will stick with the equation of state $P = (\gamma - 1)\rho$ here for simplicity and in such case, the baryon number conservation equation $\nabla_\mu (nu^\mu) = 0$ is a simple consequence of the Euler’s equations i.e., $\nabla_\nu T^{\mu\nu} = 0$ [10] [42] [55]. The choice of equation of state is a non-trivial fact and there are numerous study about the equation of state alone in cosmology literature (e.g., [43] [44] [45]). With the barotropic equation of state, the components of the stress energy tensor is computed to be

$$E = (P + \rho)(1 + g(v, v)) - P = \rho + \gamma_\alpha \rho g(v, v)$$

$$J^i = \gamma_\alpha \rho \sqrt{1 + g(v, v)}v^i, S = \gamma_\alpha \rho v \otimes v + (\gamma_\alpha - 1)\rho g.$$

The complete system of evolution and constraint equations is expressible as follows

$$\left\{1 + \gamma_\alpha g(v, v)\right\} \frac{\partial \rho}{\partial t} + \gamma_\alpha \rho \frac{\partial g_{ij}}{\partial t} v^i v^j + 2\gamma_\alpha \rho g(v, \frac{\partial v}{\partial t}) = \left\{1 + \gamma_\alpha g(v, v)\right\}$$

$$\left\{1 + \gamma_\alpha g(v, v)\right\}$$

\[ \text{(19)} \]
\[ L_X \rho + 2 \gamma_0 \rho g(\nabla_X v, v) + N \tau \{ \rho + \gamma_0 g(v, v) \} - \gamma_a N \sqrt{1 + g(v, v)} v^i \nabla_i \rho \]
\[ - \frac{\gamma_a N \rho g(\nabla_{\frac{\partial}{\partial x}} v, v)}{\sqrt{1 + g(v, v)}} v^i - \gamma_a N \rho \sqrt{1 + g(v, v)} \nabla_i v^i - 2 \gamma_a \rho \sqrt{1 + g(v, v)} v^i \nabla_i N \]
\[ + N \rho \{ \gamma_a v_i v_j + (\gamma_a - 1) g_{ij} \} k^{ij}, \]
\[ \gamma_a \frac{\partial \rho}{\partial t} v^i + \frac{\gamma_a \rho g(\nabla_X v, v)}{2(1 + g(v, v))} v^i + \frac{\gamma_a N \rho g(\nabla_{\frac{\partial}{\partial t}} v, v)}{1 + g(v, v)} v^i + \gamma_a \rho \frac{\partial v^i}{\partial t} = \gamma_a (L_X \rho) v^i \]
\[ + \frac{\gamma_a \rho g(\nabla_X v, v) v^i}{1 + g(v, v)} + \gamma_a \rho (L_X v)^i + \gamma_a \tau N \rho v^i - \rho (\gamma_a v^i v^j + (\gamma_a - 1) g^{ij}) \nabla_j N \]
\[ - \frac{\gamma_a N (L_v \rho) v^i}{\sqrt{1 + g(v, v)}} - \frac{2 \gamma_a N \rho (v^j \nabla_j v^i + v^i \nabla_j v^j)}{\sqrt{1 + g(v, v)}} - \frac{(\gamma_a - 1) N \nabla^i \rho}{\sqrt{1 + g(v, v)}} + 2 \gamma_a N p k^i_j v^j \]
\[ - \rho (1 + \gamma_a g(v, v)) \nabla^i N, \]
\[ \partial_t g_{ij} = -2 N k_{ij} + L_X g_{ij}, \]
\[ \partial_t k_{ij} = -\nabla_i \nabla_j N + N \left\{ R_{ij} + \tau k_{ij} - 2 k_{ik} k_j^k - \frac{2 \Lambda}{n - 1} g_{ij} \right\} - \frac{\gamma_a - 2}{n - 1} \rho g_{ij} \]
\[ + L_X k_{ij}, \]
\[ R(g) - |k|^2 + \tau^2 = 2 \Lambda + 2 \rho \{ 1 + \gamma_a g(v, v) \}, \]
\[ \nabla_i k^i_j - \nabla_j \tau = -\gamma_a \rho \sqrt{1 + g(v, v)} v^i. \]

Notice that among the geometric variables the lapse function \( N \) and the shift vector field \( X \) are not apriori constrained by any equation. In other words, we are free to choose these. This is precisely the consequence of the diffeomorphism invariance of the Einstein equations. Spacetime diffeomorphism generates an equivalence class of spacetimes describing the same physics (i.e., the physics is independent of the diffeomorphisms of the spacetime). Choice of a particular gauge essentially corresponds to selecting one spacetime to represent the equivalence class i.e., simply getting rid of the non-physical redundancies. An element of the spacetime diffeomorphism group has \( n + 1 \) components and as such equivalent to \( (N, X^i) \) in the \( n + 1 \) formulation of gravity. On spacetime manifold of type \( \mathbb{R} \times M \), we should consider the diffeomorphisms of the real line \( \mathbb{R} \) and that of \( M \). Diffeomorphisms of the real line \( \mathbb{R} \) yields different choices of the time function \( t \) and corresponds to the freedom of the lapse function \( N \). Therefore, the temporal extrinsic gauge is fixed by simply choosing a particular time function \( t \). Setting the mean extrinsic curvature \( (\tau) \) of the hypersurface \( M \) to a constant allows it to be a suitable time function. This choice of temporal gauge yields an elliptic equation for the lapse function \( N \). However, not all spacetimes admit a constant mean extrinsic curvature (CMC) hypersurface. Existence of a CMC slice is far from obvious and is a part of active mathematical research (for detail see [15, 16, 17, 18]). Luckily the background spacetimes [1] that we are interested in, do admit a CMC slice which
is verified through explicit calculations. Therefore simply setting the mean extrinsic curvature of the perturbed spacetimes to be constant on each spatial slice seems to be a reasonable choice
\[ \partial_i \tau = 0. \] (25)

Such an assumption can be made without loss of generality for solutions that are close to the background solution. This choice allows \( \tau \) to play the role of time i.e.,
\[ t = \text{monotonic function of } \tau. \] (26)

To utilize the property \( \partial_i \tau = 0 \), one may simply compute the entity \( \partial \tau / \partial t \) to yield
\[ \Delta \gamma N + \left\{ |k|^2_g + \left[ \frac{(n \gamma - 2)}{n - 1} + \gamma_g(v, v) \right] \rho - \frac{2\Lambda}{n - 1} \right\} N + L_X \tau. \] (27)

Note that this is nothing but the Raychaudhuri equation in disguise. Utilizing uniformity of \( \tau \) over a spatial slice i.e., \( L_X \tau = 0 \) yields the desired elliptic equation for the lapse function
\[ \Delta \gamma N + \left\{ |k|^2_g + \left[ \frac{(n \gamma - 2)}{n - 1} + \gamma_g(v, v) \right] \rho - \frac{2\Lambda}{n - 1} \right\} N = \partial \tau / \partial t. \] (28)

Once we have fixed the temporal gauge, we need to fix the spatial gauge. Doing so would require fixing the shift vector field \( X \) (see appendix). But how to fix the shift vector field? Let \( \zeta : (M, g) \rightarrow (M, \gamma) \) be a harmonic map with the Dirichlet energy
\[ \frac{1}{2} \int_M g^{ij} \frac{\partial \zeta}{\partial x^i} \frac{\partial \zeta}{\partial x^j} \mu_g. \] Since the harmonic maps are the critical points of the Dirichlet energy functional, \( \zeta \) satisfies the following formal Euler-Lagrange equation
\[ g^{ij} \left( \partial_i \partial_j \zeta^k - \Gamma[g]_{ij}^k \partial_i \zeta^k + \Gamma[\gamma]_{ij}^k \partial_i \zeta^\alpha \partial_j \zeta^\beta \right) = 0. \] (29)

Now, we fix the gauge by imposing the condition that \( \zeta = id \), which leads to the following equation
\[ -g^{ij} (\hat{\Gamma}[g]_{ij}^k - \Gamma[\gamma]_{ij}^k) = 0. \] (30)

where \( \hat{\Gamma}[g]_{ij}^k \) is the connection with respect to some arbitrary background Riemannian metric \( \gamma \). Choice of this spatial harmonic gauge yields the following elliptic equation for the shift vector field \( X \) after time differentiating equation (30)
\[ \Delta \gamma X^i - R^i_j X^j = -2k^{ij} \nabla_j N - 2N \nabla_j k^{ij} + \tau \nabla^i N \]
\[ + (2N k^{ik} - 2\nabla^i X^k) (\Gamma[g]_{jk}^i - \Gamma[\gamma]_{jk}^i) - g^{ij} \partial_i \Gamma[\gamma]_{ij}^k. \] (31)

However, one natural question arises while imposing the spatial harmonic gauge. Does there exist a harmonic map between the manifolds \( (M, g) \) and \( (M, \gamma) \)? This is an extremely important and nontrivial issue. There are explicit results in geometry about the existence of harmonic maps between riemannian manifolds. Eells and Sampson [19] proved that if \( M \) is a compact manifold with non-positive curvature, then any continuous map from a compact manifold into \( M \) is homotopic to a harmonic map. Later the result was generalized to manifold with boundary by R. Hamilton [20]. Since then several studies have been done under different assumptions (e.g., [21, 22]).
Now a natural question arises “why this particular choice of gauge”? From a physical perspective, we know that the causal structure of the spacetime is governed by the light cones and as such signals can not propagate into the future light cone of an arbitrary point, a property essentially known as ‘finite speed of propagation (describing the fact that signals can not propagate faster than light). The domain of dependence of the solutions of the Einstein equations (even when coupled to sources) at an arbitrary spacetime point is therefore the interior of the past light cone emanating from that point. This very causality relation indicates a hyperbolic nature of Einstein’s equations governing the propagating degrees of freedom. However, naively, such hyperbolic nature is not explicit from the evolution equations (21,22) since there are second derivative terms that obstruct the ellipticity of the map $g \mapsto R_{ij}(g)$. However, for the evolution equations to be hyperbolic (and therefore to respect the causality principle of general relativity), the map $g \mapsto R_{ij}(g)$ must be elliptic. Choice of the spatial harmonic gauge precisely removes such ‘non-physical second derivative terms restoring the hyperbolic nature of the evolution equations. Andersson and Moncrief [28] applied this gauge to prove a local existence theorem for the vacuum Einstein’s equations in arbitrary dimensions. Later they have successfully implemented this gauge to prove a small data nonlinear stability result of the ‘Milne’ model and its higher-dimensional generalization (so-called ‘Lorentz cone spacetimes’) [29,30].

Note that Euler’s equations seem complicated in the CMCSH gauge (since the shift vector field is generally non-zero in this gauge). However, one nice aspect is that we also have an elliptic equation for the shift in this gauge which may be utilized to obtain a necessary estimate. Therefore, this vector field does not cause any substantial problem which can not be overcome. We designate this gauge fixed system as \textbf{CMCSH Einstein-Euler-Λ system.}

### 2.1. Motivation of the study and main result

In this section, we describe the motivation for the current study. Firstly, for a universe model to be a viable candidate for a physical cosmological model, it must be stable against perturbations in a suitable sense. Therefore, one should ideally prove the fully non-linear stability assuming certain smallness condition on the data. A natural first step towards such stability would be to establish the stability at the level of linear perturbation theory. In addition to this obvious motivation, based on a few preliminary studies [37,38,41] we are led to believe that these expanding (accelerated expansion since $\Lambda > 0$) spacetimes may be stable under small perturbations. From a physical viewpoint, the accelerated expansion tends to kill off the perturbations. Let us describe this point in a slightly more formal way. First, we decompose the second fundamental form $k$ as follows

$$k_{ij} = k_{ij}^{TT} + \frac{tr_g k}{n} g_{ij} + (L_Y g - \frac{2}{n}(\nabla \cdot Y)g)_{ij},$$  \hfill (32)

where $k_{ij}^{TT}$ is a transverse-traceless (with respect to the metric $g$) symmetric 2-tensor, $tr_g k$ is the trace of the second fundamental form with respect to the metric $g$, and $Y$ is
a vector field on $M$. Now consider the Hamiltonian constraint (23)

$$\frac{n-1}{n} \tau^2 - \frac{2n\Lambda}{n-1} = |k^{TT}|^2 + |LYg - \frac{2}{n}(\nabla\cdot Y)g|_g \quad \text{(33)}$$

and construct the following integral

$$\frac{n-1}{n} \int_M \left( \tau^2 - \frac{2n\Lambda}{n-1} \right) \mu_g = \int_M \left( |k^{tr}|^2 + |LYg - \frac{2}{n}(\nabla\cdot Y)g|_g \right)$$

$$+ 2\rho(1+\gamma_ag(v,v)) - R(g) \quad \text{(34)}$$

then we readily observe that the integral contains the $L^2$ norm of $k^{tr}$ in addition to the physical energy density and is strictly positive since the re-scaled volume is positive (note that $\tau^2 > \frac{2n\Lambda}{n-1}$ for spacetimes of interest; spatial manifold is of negative Yamabe type; see [38] for detail about Yamabe classification). Motivated by such property, [37] studied the monotonic decay of the entity $\int_M \tau^2 \mu_g$ for pure vacuum case and [38] studied the same for $\int_M (\tau^2 - \frac{2n\Lambda}{n-1}) \mu_g$ in the vacuum case with $\Lambda > 0$ in the CMC gauge. In each of these cases, this re-scaled volume acted as a Hamiltonian while expressed in terms of suitable “reduced” phase space variables. Subsequently, [41] studied the monotonic decay (in the expanding direction) of the entity $\int_M (\tau^2 - \frac{2n\Lambda}{n-1}) \mu_g$ in the presence of matter sources satisfying suitable energy conditions in particular perfect fluids, where this entity played the role of a Lyapunov functional.

Naively, monotonic decay of this Lyapunov functional indicates the stability of a class of expanding solutions (on which the Lyapunov functional attains its infimum) against arbitrary large data perturbations. Motivated by this result, we are interested in pursuing the stability property of a perfect fluid-filled spatially compact universe model. Before proceeding to the fully nonlinear study of the stability problem, it is important to prove the linear stability in a rigorous way (not simply the mode stability) and obtain decay estimates if possible. In a sense, the linear stability and decay should these hold provide a motivation towards studying the fully nonlinear stability and may also become useful in handling the higher-order couplings and defining appropriate energies. However, this does not imply stability since the Lyapunov functional does not control the norm that is required by the local existence theorem (for vacuum and $\Lambda$-vacuum the function space required for $(g,k)$ by the local existence is $H^s \times H^{s-1}$, $s > \frac{n}{2} + 1$). It only controls the minimum regularity ($H^1 \times L^2$ of $(g,k)$) and therefore is not sufficient to state a global existence for arbitrarily large data (one may therefore call this Lyapunov functional as a ‘weak’ Lyapunov functional). Even though the re-scaled volume functional controlling the minimum norm decays monotonically in the expanding direction and attains its infimum for a particular class of spacetimes (see the relevant sections of [37] [38] [41] for details), the classical solution may form a finite time singularity via curvature focusing. In other words, a suitable norm of arbitrarily large data (physically interesting solutions) may be obstructed to decay monotonically to its infimum due to the fact that pure gravity could blow up before the spatial volume of the universe tends to infinity. The addition of perfect fluids adds
additional problems since they are known to form shock singularities in the fully nonlinear setting. D. Christodoulou proved that perfect fluids form shock on Minkowski background for arbitrary small data [39]. Of course, Minkowski space does not have the expansion property (accelerated expansion including $\Lambda > 0$) like the spacetimes $[\Pi]$ of the current investigation do. We denote a ball centered at $(x, y, z, \ldots)$ with radius $\delta$ by $B_{\delta}(x, y, z, \ldots)$. The Einstein structure of the manifold $M$ (or the deformation space of an arbitrary Einstein metric $\gamma$ on $M$) is denoted by $N$. This will be defined later in a rigorous way. Now we summarize the result in terms of the following ‘rough’ version which is equivalent to the the main theorem stated in later part of the paper.

A rough version of the main Theorem: Let $(g_0, k^\rho_0, \rho_0, v_0) \in H^s \times H^{s-1} \times H^{s-1} \times H^{s-1}$, $s > \frac{1}{2} + 2$ be the initial data for the re-scaled Einstein-Euler-\Lambda system. Let us also consider that the Cauchy data for the re-scaled background solutions be $(g_{BG}, k^\rho_{BG}, \rho_{BG}, v_{BG})$ which satisfies by construction $R[g_{BG}]_{ij} = -\frac{1}{n}(g_{BG})_{ij}, k^\rho_{BG} = C_\rho, v^i_{BG} = 0, C_\rho$ being a constant. Now assume that the following smallness condition holds $\|g_0 - g_{BG}\|_{H^s} + \|k^\rho_0 - k^\rho_{BG}\|_{H^{s-1}} + \|\rho_0 - \rho_{BG}\|_{H^{s-1}} + \|v_0 - v_{BG}\|_{H^{s-1}} < \delta$, $\delta$ is chosen sufficiently small. If $t \mapsto (g(t), k^{\rho}(t), \rho(t), v(t))$ be the maximal development of the Cauchy problem for the linearized re-scaled Einstein-Euler-\Lambda system about the background solutions $(g_{BG}, k^\rho_{BG}, \rho_{BG}, v_{BG})$ in constant mean extrinsic curvature spatial harmonic gauge (CMCSH) [119,124] with initial data $(g_0, k^\rho_0, \rho_0, v_0)$, then the following holds in the limit of infinite time

$$\lim_{t \to \infty} (g(t), k^\rho(t), \rho(t), v(t)) = (\gamma^t, 0, C'_\rho, 0),$$

(35)

where $\gamma^t$ satisfies $R[\gamma^t] = -1$ and $C'_\rho$ is a constant.

Let us now explain the main theorem putting aside the technical details. The statement essentially deals with the asymptotic stability of the solutions that are characterized by constant negative scalar curvature ($-1$ to be precise in this occasion) and sufficiently close to the FLRW solutions In other words this corresponds to a Lyapunov stability of the FLRW solutions. In other words, the solutions of linearized Einstein-Euler-\Lambda equations about the background FLRW solutions $[\Pi]$ decay to nearby solutions which have constant negative scalar curvature. While the background solutions the FLRW spacetimes $[\Pi]$ are described by the property that the spatial metric $g_{BG}$ is negative Einstein i.e., $R[g_{BG}]_{ij} = -\frac{1}{n}(g_{BG})_{ij}$, the perturbed solutions decay in infinite time to the space which does not share the same property. More specifically, the spatial metric $\gamma^t$ of the asymptotic solution satisfies $R[\gamma^t] = -1$. Now of course, the space of negative Einstein metrics is a subset of the space of metrics with constant negative scalar curvature. A simple use of triangle inequality shows that the asymptotic state should be the constant negative scalar curvature sufficiently close to and containing the backgrounds FLRW solutions. Since the later is subspace of the former, one may fine tune the initial conditions to obtain the asymptotic solution to be exactly of FLRW type (i.e., the solution has spatial metric that is negative Einstein). But such a procedure proves to be too restrictive and physically undesirable.

If for the moment we focus on the physical $3 + 1$ case, then ideally we want the
asymptotic solution to have constant negative sectional curvature (i.e., hyperbolic or negative Einstein by Mostow rigidity) not just constant negative scalar curvature. In other words, if one perturbs a FLRW solution, it does not generically come back to a FLRW solution in infinite time. Now notice that the local spatial homogeneity and isotropy criteria required constancy of the sectional curvature and as such in 3 spatial dimensions, a negative Einstein metric automatically has constant sectional curvature. However, space of metrics with constant negative scalar curvature is a much larger space and does not necessarily exhibit the local spatial homogeneity and isotropy criteria (only a subspace that is decribed by negative Einstein metrics or hyperbolic metrics do; these correspond to compact hyperbolic manifolds that are locally homogeneous and isotropic by construction). This result is not completely satisfactory but on the other hand may be physically expected as this inhomogeneous and anisotropic characteristics may be attributed to the structure formation (see [1, 24] about role of cosmological perturbation theory in structure formation) in addition to accelerated expansion. This is a remarkable fact that indicates there is a dynamical mechanism at work within the Einstein-Euler-Λ flow that naturally drives the physical universe to anisotropic and inhomogeneous state leading to cosmological structure formation. We do not of course claim such a strong result only on the basis of our linear stability analysis.

We note that [23] reported this behaviour of the FLRW spacetimes as well considering ‘dust’ as the matter source. In fact they constructed a finite dimensional dynamical system through a suitable averaging procedure and showed that FLRW cosmologies are unstable in some relevant cases: averaged models are driven away from them through structure formation and accelerated expansion. However, presently we do not claim that our theorem indicates such a strong result since we need to execute the full nonlinear analysis to incorporate the possibility of shock formation. Nevertheless, the phenomenon of accelerated expansion driving away the solutions from the background is previously noted in [56] which dealt with a particular case of vacuum gravity (background solutions were described by the negative Einstein spaces) including a positive cosmological constant. The solutions decay asymptotically to the nearby ones described by constant negative scalar curvature. On the other hand, in the same problem if the cosmological constant is turned off, then the perturbed solutions do come back to the background solution asymptotically [23, 30]. Nevertheless, the presence of a positive cosmological constant yields universal decay rates that do not depend on the background geometry unlike the zero cosmological constant case, where the decay rate explicitly depended on the spectra of a Lichnerowicz type Laplacian operator defined on the background geometry (see [30] for detail).

3. Re-scaled field equations and background solutions

The background solution we are interested in is the constant negative sectional spatial curvature FLRW model in ‘3 + 1’ dimensions. In higher dimensions (n > 3), however, the spatial metrics are negative Einstein (not necessarily hyperbolic). The solution is
expressible in the following warped product form
\[ n+1 g = -dt \otimes dt + a^2(t)\gamma_{ij}dx^i \otimes dx^j, \]
(36)
where \( R_{ij}(\gamma) = -\frac{1}{n}\gamma_{ij} \) and \( t \in (0, \infty) \). Clearly we have \( N = 1, \ X^i = 0, \ g_{ij} = a^2(t)\gamma_{ij} \). These spacetimes are globally foliated by constant mean curvature slices which is evident from the following simple calculations
\[ k_{ij} = -\frac{1}{2N} \partial_t g_{ij} = -a\dot{a} \gamma_{ij}, \]
\[ \tau(t) = k_{ij} g^{ij} = -a\dot{a} \gamma_{ij} \frac{1}{a^2(t)} \gamma^{ij} = -\frac{n\dot{a}}{a}. \]
(37)
We may decompose \( k \) as follows
\[ k_{ij} = k^{tr}_{ij} + \frac{\tau}{n} g_{ij} = k^{TT}_{ij} + (L_Y g - \frac{2}{n} \nabla[\gamma]_m Y^m g)_{ij} + \frac{\tau}{n} g_{ij}, \]
(38)
where \( tr_k = 0 \) and \( tr_k^{TT} = 0 = \nabla_i k_i^{TT} \). Note that in order to study the linearized perturbations, we need to re-scale the field equations. We want to re-scale in such a way as to make the background time independent and then analyze the associated re-scaled dynamical system. For this particular purpose, we will need the background density and \( n-\)velocity. Let us now explicitly calculate the scale factor \( a(t) \), the background density, and the velocity. Note that we are only interested in the asymptotic behaviour of the scale factor at \( t \to \infty \) for our stability analysis instead of its precise expression.

The following lemma states the asymptotic behaviour of the scale factor.

**Lemma 1:** Let \( \gamma_a \) be the adiabatic index. The background energy density, \( n-\)velocity vector field, and the scale factor satisfy the following
\[ \rho(t)a^{n\gamma_a}(t) = C_\rho, \]
\[ v^i = 0, \]
\[ a \sim \sinh(\alpha t) \sqrt{a^2(0) + \frac{1}{2\Lambda} + a(0) \cosh(\alpha t)} \text{ as } t \to \infty \text{ for } \Lambda > 0, \]
\[ a \sim t \text{ as } t \to \infty \text{ for } \Lambda = 0, \]
where \( \alpha := \sqrt{\frac{2\Lambda}{n(n-1)}} \), \( a(0) := a(t=0) \), and \( \infty > C_\rho > 0 \) is a constant.

**Proof:** The energy equation yields
\[ \frac{\partial \rho}{\partial t} = -n\gamma_a \frac{\dot{a}}{a} \rho, \]
(39)
integration of which leads to
\[ \rho a^{n\gamma_a}(t) = C_\rho, \]
(40)
for some finite positive constant \( C_\rho \). The momentum constraint equation yields
\[ v^i = 0 \]
(41)
since \( k^{tr} = 0 \). Utilizing the Hamiltonian constraint, we obtain the following ode for the scale factor
\[ \frac{1}{a} \frac{da}{dt} = \sqrt{\frac{1}{n(n-1)} \left( 2\Lambda + \frac{1}{a^2} + \frac{2C_\rho}{a^{n\gamma_a}} \right)}, \]
(42)
integration of which yields at \( t \to \infty \)
\[
a \sim \sinh(\alpha t) \sqrt{a^2(0) + \frac{1}{2\Lambda}} + a(0) \cosh(\alpha t)
\]
where \( \alpha := \sqrt{\frac{2\Lambda}{n(n-1)}} \) and \( a(0) := a(t=0) \). Taking \( \Lambda \to 0 \) yields
\[
a \sim a(0) + \frac{t}{\sqrt{n(n-1)}}
\]
which completes the proof of the lemma.

Now let us focus on obtaining a re-scaled system of evolution and constraint equations. Recall that the metric in local coordinate \((t,x)^n\) may be written as
\[
\tilde{g} = -N^2 dt \otimes dt + g_{ij}(dx^i + X^i dt) \otimes (dx^j + X^j dt)
\]
and the background solutions are written as
\[
n + 1 \ g_{\text{background}} = -dt \otimes dt + a^2 \gamma_{ij} dx^i \otimes dx^j,
\]
where \( R[\gamma]_{ij} = -\frac{1}{n} \gamma_{ij} \) and \( t \in (0, \infty) \). If we assign \( a \) the dimension of length (natural), the dimensions of the rest of the entities follow \( t \sim \text{length}, \ x^i \sim (\text{length})^0, \ g_{ij} \sim (\text{length})^2, \ N \sim (\text{length})^0, \ X^i \sim (\text{length})^{-1}, \ \tau \sim (\text{length})^{-1}, \ k_{ij}^\tau \sim \text{length} \). Therefore, the following scaling follows naturally
\[
\tilde{g}_{ij} = a^2 g_{ij}, \tilde{N} = N, \tilde{X}^i = \frac{1}{a} X^i, \tilde{k}_{ij}^\tau = a k_{ij}^\tau.
\]
Here, we denote the dimension-full entities with a tilde sign and dimensionless entities are left alone for simplicity. The Hamiltonian constraint and momentum constraint take the following forms
\[
R(g) - |k^{\tau ij}|^2 + 1 + 2C_\rho a^{2-\nu_\gamma} = 2a^2(t)\tilde{\rho} \left(1 + \gamma_a \tilde{g}(\tilde{\nu}, \tilde{\nu})\right),
\]
\[
\nabla_j k_{ij}^{\tau ij} = a^3(T)\gamma_a \tilde{\rho} \sqrt{1 + \tilde{g}(\tilde{\nu}, \tilde{\nu})\tilde{\nu}^j}.
\]
Notice that we are yet to re-scale the matter fields i.e., \((\rho, v)\). Now, of course, in lemma 1, we have already seen that the background energy density satisfies \( \rho(t) = \frac{C_\rho}{a^{\nu_\gamma}} \) for some constant \( C_\rho > 0 \) depending on the initial density. Therefore, we naturally scale the energy density by \( \frac{1}{a^{\nu_\gamma}} \) i.e.,
\[
\tilde{\rho} = \frac{1}{a^{\nu_\gamma}} \rho \tag{49}
\]
so that the background density becomes time independent. Notice that \( C_\rho \) is a constant with dimension of \((\text{length})^{n-\nu_\gamma-2}\). However, since, the background \( n \)-velocity vanishes for the background solution, we do not have a straightforward scaling. However, we have the normalization condition for the \( n + 1 \)-velocity field \( u = -n+1 g(u,n) n + v \)
\[
-(\tilde{N} \tilde{u}^0)^2 + \tilde{g}_{ij} \tilde{v}^i \tilde{v}^j = -1,
\]
and therefore scaling of the metric \( \tilde{g}_{ij} = a^2 g_{ij} \) yields the following natural scaling of \( v^i \)
\[
\tilde{v}^i = \frac{1}{a} v^i \tag{51}
\]
since the right hand side is simply a constant. The complete evolution and constraints of the gravity coupled fluid system may be expressed in the following re-scaled form

\[
\frac{\partial g_{ij}}{\partial t} = -2 \left( \frac{a}{a} + \frac{\tau N}{n} \right) g_{ij} - \frac{2}{a} N k^i_{ij} + \frac{1}{a} (L_X g)_{ij},
\]

\[
\frac{\partial k^i_{ij}}{\partial t} = -\frac{\dot{a}}{a} k^i_{ij} - \frac{a}{n} \frac{\partial \tau}{\partial t} g_{ij} - \frac{1}{a} \nabla_i \nabla_j N + (1 - \frac{2}{n}) \tau(t) N k^i_{ij} + \frac{2}{a^2} N k^i_{ik} k^k_{j} + \frac{1}{a} N R_{ij} - a^{1-n\gamma} N \gamma \rho \nabla_i v_j
\]

\[
\frac{\partial \rho}{\partial t} = \frac{\dot{a}}{a} \rho + \gamma_a \rho \left[ \left\{ \rho \rho_{ij} \right\} \right] + \frac{3}{a} \gamma_a \rho \left( -2 N k^i_{ij} v^i - \frac{2\tau}{n} N g_{ij} \right) + \frac{2}{a} \gamma_a \rho g \left( \nabla_x v, v \right) + N \tau \rho + \gamma_a \rho g(v, v) - \frac{1}{a} \gamma_a N \sqrt{1 + g(v, v)} \nabla \rho
\]

\[
\frac{\rho \left( \partial v^i}{\partial t} - \frac{n \dot{a}}{a} \rho \right) v^i + \frac{\gamma_a \rho}{2a(1 + g(v, v))} \left( -2 N k^i_{ij} v^i + \rho \left( \gamma_a \gamma_i v_j \right) + \frac{\rho \gamma_a (L_X g) \rho}{2a(1 + g(v, v))} v^i \right) - \gamma_a \rho \left( \nabla_x v \left( v^i \nabla_i \nabla_j N \right) + \frac{\gamma_a N \rho_\left( \rho \left( \gamma_a \gamma_i v_j \right) \right)}{a \sqrt{1 + g(v, v)}} \nabla \nabla_j N \right)
\]

\[
R(g) = |k^i_{ij}|^2 - 2a^{2-n\gamma} \rho \left[ \gamma_a g(v, v) \right] + 1 + 2C a^{2-n\gamma} = 0,
\]

\[
\nabla_j k^i_{ij} = -\gamma_a a^{2-n\gamma} \rho \sqrt{1 + g(v, v)} v^i,
\]

\[
\Delta_g N + \left( \left\{ |k^i_{ij}|^2 + a^2(t) \left( \frac{\tau^2}{n} - \frac{2\Lambda}{n-1} \right) + a^{2-n\gamma} \left[ \frac{(n\gamma_a - 2)}{n-1} + \gamma_a g(v, v) \right] \right\} \right) N
\]

\[
= \frac{\partial}{\partial t},
\]
\[ \Delta \gamma X^i - R^i_j X^j = (1 - \frac{2}{n}) \tau \nabla^i N - 2 \nabla^j N k^{tri}_j - 2 N \nabla_j k^{trij} \]  
\[ + (2 N k^{trj}_k - 2 \nabla^j X^k) (\Gamma^{[i}_{j k} - \Gamma^{[i}_{j k}) - ag^{ij} \partial_t \Gamma^{[i}_{j k}]. \]  

In CMCSH gauge, the time function is obtained by setting \( \tau = \text{monotonic function of } t \) alone. Now, of course, we have \( \tau \) evaluated for the background solution which is a monotonic function of \( t \) alone since utilizing the Hamiltonian constraint and the lapse equation at the background solution one obtains
\[ \frac{\partial \tau}{\partial t} = \frac{1}{a^{2(n-1)}} \left( 1 + n \gamma a C^\rho a^{2-n \gamma} \right) > 0. \]

We set the time function to be the solution of this equation
\[ \frac{\partial \tau}{\partial t} = \frac{1}{a(t)^2(n-1)} \left( 1 + n \gamma a C^\rho a(t)^{2-n \gamma} \right), \]
i.e., \( t = t(\tau) \) which settles the business of choosing a time coordinate. Let us analyze the background solutions in a bit more detail.

**Lemma 2(a):** The background re-scaled solution of the Einstein-Euler system verifies the following equations
\[ N = 1, X^i = 0, R_{ij} = -\frac{1}{n} \gamma_{ij}, k^{tr} = 0, v^i = 0, \partial_i \rho = 0, \]
and the spacetime is foliated by CMC slices.

**Proof:** The background spacetime
\[ n+1 g = -dt \otimes dt + a^2(t) \gamma_{ij} dx^i \otimes dx^j \]
yields \( \tilde{N} = 1, \tilde{X}^i = 0, \tilde{g}_{ij} = a^2 \gamma_{ij} \) and therefore yields \( N = 1, X^i = 0, g_{ij} = \gamma_{ij} \). A simple calculation yields
\[ \tilde{k}_{ij} = -a \dot{a} \gamma_{ij} \]
and therefore
\[ k^{tr} = 0, \tau = -\frac{n \dot{a}}{a}. \]
The momentum constraint (55) yields
\[ v^i = 0 \]
which together with the equations of motion (53) for the fluid leads to
\[ \partial_i \rho = 0. \]

From the previous calculation \( \tau = -\frac{n \dot{a}}{a} \), it is obvious that the spacetime is foliated by constant mean curvature spatial slices.

**Lemma 2(b):** The transverse-traceless part of the traceless second fundamental form vanishes for the background solutions i.e., \( k^{tr} = k^{TT} + L_Y g - \frac{2}{n} (\nabla [\gamma]_m Y^m) g \) reduces to \( k^{tr} = k^{TT} = 0 \) and moreover \( Y \equiv 0 \) for background solutions.

**Proof:** The vanishing of the re-scaled traceless second fundamental form \( k^{tr} = 0 \) for the
background solutions yields the following through the decomposition of the symmetric traceless 2- tensors

\[ k^{TT} + L_Y \gamma - \frac{2}{n} (\nabla_\gamma m Y^m) \gamma = 0, \]  

(66)

which may be converted to

\[
\int_M (k^{TT} + L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma)_{ij}(k^{TT} + L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma)^{ij} \mu_\gamma = 0 \tag{67}
\]

\[
\int_M |k^{TT}|^2 \gamma \mu_\gamma + \int_M |L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma|^2 \gamma \mu_\gamma = 0
\]

since \( k^{TT} \) and \( L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma \) are \( L^2 \) orthogonal with respect to the metric \( \gamma \). Therefore we readily obtain

\[
k^{TT} = 0, \tag{68}
\]

\[
L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma = 0, \tag{69}
\]

where we have used the fact that \( k^{TT} \) and \( L_Y \gamma - \frac{2}{n} \nabla_\gamma m Y^m \gamma \) are \( L^2 \) orthogonal (with respect to the background metric \( \gamma \)). Now the covariant divergence of the conformal Killing equation (69) yields

\[
\nabla^i \left( \nabla_i Y_j + \nabla_j Y_i - \frac{2}{n} (\nabla_m Y^m) \gamma_{ij} \right) = 0 \tag{70}
\]

\[
\int_M \left( Y_j \nabla^i \nabla_i Y^j + R^j_i Y^i Y_j + (1 - \frac{2}{n}) Y_j \nabla^j (\nabla_i Y^i) \right) \mu_\gamma = 0
\]

\[
- \int_M \left( \nabla_i Y_j \nabla^i Y^j + \frac{1}{n} \gamma_{ij} Y^i Y^j + (1 - \frac{2}{n}) |\nabla_i Y^i|^2 \right) \mu_\gamma = 0
\]

\[
\Rightarrow Y \equiv 0
\]

throughout \( M \) since \( n \geq 3 \). Here we have used \( R(\gamma)_{ij} = -\frac{1}{n} \gamma_{ij} \) together with integration by parts and the Stokes’ theorem for a closed (compact with \( \partial M = \{0\} \)) manifold. Notice that this is equivalent to the fact that the isometry group of \( (M, \gamma) \) is discrete. The spacetimes [1] admit a timelike conformal Killing field \( K := K^\mu \frac{\partial}{\partial x^\mu} = a(t) \frac{\partial}{\partial t} \) i.e.,

\[
L_{a(t) \frac{\partial}{\partial t}} n^{+1} g = 2 \dot{a} n^{+1} g. \tag{71}
\]

The results obtained so far yields the following theorem characterizing a class of fixed points of the re-scaled Einstein-Euler-\( \Lambda \) system.

**Theorem:** Let \( M \) be a closed (compact without boundary) connected orientable manifold that admits a negative Einstein metric. Then the fixed point solutions of the re-scaled Einstein-Euler-\( \Lambda \) flow \( [55][57] \) on \( (t_-, t_+) \times M, \) \( 0 \leq t_- < t_+ < \infty \) have the Cauchy data \( (g_{BG}, k^r_{BG}, N_{BG}, X_{BG}, \rho_{BG}, v_{BG}) \) that satisfy the following equations

\[
R_{ij}[g_{BG}] = -\frac{1}{n} (g_{BG})_{ij}, \quad k^r_{BG} = 0, \quad N_{BG} = 1, \quad X_{BG} = 0, \quad \rho_{BG} = C_\rho,
\]

\[
v^r_{BG} = 0.
\]

The physical spacetimes [36] constructed by this Cauchy data admit \( K := a(t) \partial_t \) as a globally defined time-like conformal Killing vector field. Here \( a(t) \) is the scale factor.
3.1. Center Manifold of the dynamics

Center manifold of a dynamical system is associated with the fixed points of the dynamics. Essentially a center manifold of a fixed point corresponds to the nearby solutions (in phase space) that do not exhibit exponential growth or decay. This may be zero-dimensional or a subspace of the phase space and admits a manifold structure (so the name center ‘manifold’). For a more precise and mathematically rigorous definition, we refer the reader to [46, 47]. There is a crucial theorem namely the ‘center manifold theorem’ which plays a significant role in the analysis of dynamical systems. In general, center manifolds do not have the uniqueness property, unlike stable and unstable manifolds which do [48, 49, 50]. In a finite-dimensional setting, this roughly corresponds to the case when the linearization of the flow vector field has purely imaginary spectra. In an infinite-dimensional setting, moduli spaces naturally play the role of center manifold (in an appropriate sense of course). As we shall see, the center manifold in this particular occasion is played by the Einstein moduli space, which consists of non-isolated fixed points of the Einstein-Euler-Λ flow.

Unlike the \( n = 3 \) dimensional case where the negative Einstein spaces are hyperbolic (and the center manifold of the gravitational dynamics consists of a point), the higher dimensional case is more interesting. The matter field degrees of freedom corresponding to the background solution (in its re-scaled version of course) in CMCSH gauge are essentially described by \( v^i = 0, \rho = C_\rho \). It becomes more interesting when we consider the gravitational degrees of freedom. In the case of \( n = 3 \), a negative Einstein structure implies hyperbolic structure through Mostow rigidity theorem and therefore the manifold describing the fixed point of the dynamics is zero dimensional. In other words, the particular solution \( \{ \gamma | \text{Ricci}[\gamma] = -\frac{1}{3}\gamma, k^{ir} = 0, \rho = C_\rho, v^i = 0 \} \) serves as an isolated fixed point of the Einstein-Euler dynamics. However, in the higher dimensional cases \( n > 3 \), new possibility arises of having non-hyperbolic negative Einstein spaces. When we linearize about any member of such non-isolated family of negative Einstein metrics, the linearized equations will always admit a finite dimensional space of neutral modes. Naturally this represents (modulo the matter degrees of freedom) the tangent space to the background spacetimes \( \mathbb{P} \). This smooth families of background spacetimes determined by the corresponding families of negative Einstein metrics and zero dimensional matter degrees of freedom \( \{ v^i = 0, \rho = C_\rho \} \) form the ‘center manifold’ for the dynamical system defined by the re-scaled Einstein-Euler-Λ equations. A family of background solutions of the Einstein-Euler-Λ system in CMCSH gauge are the spacetimes as described in the previous section. The spatial metric component of these spacetimes is a negative Einstein metric i.e., the spatial metric satisfies

\[
R_{ij}(\gamma) = -\frac{1}{n}\gamma_{ij}.
\]

Let us denote the space of metrics satisfying equation \( \ref{eq:72} \) by \( E_{in,-\frac{1}{n}} \) and consider the following map

\[
F : \mathcal{M} \to \mathcal{M}',
\]
\[ \gamma \mapsto R_{ij}(\gamma) + \frac{1}{n}\gamma_{ij}, \]

where \( \mathcal{M} = \text{Image}(F) \) is a subspace of the space of symmetric \((0,2)\) tensors. \( \mathcal{E}in_{-\frac{n}{2}} = F^{-1}(0) \) will be a submanifold of \( \mathcal{M} \) provided that \( F \) is a submersion. The formal tangent space of \( \mathcal{E}in_{-\frac{n}{2}} \) may be calculated as the kernel of \( T_\gamma F \). The operator \( T_\gamma F = D(Ric + \frac{1}{n}\gamma) \) may be decomposed in terms of the Lichnerowicz type Laplacian \( L_{\gamma,\gamma} \), via

\[
T_\gamma F \cdot m = L_{\gamma,\gamma}m - 2\delta^*\delta m - \nabla[\gamma]d(tr_\gamma m),
\]

where \( L_{\gamma,\gamma}m_{ij} = \Delta_\gamma m_{ij} - (R[\gamma]_{ikjl} + R[\gamma]_{jkl}i)m_{kl}, \) \( (\delta m)_i = \nabla[\gamma]^j m_{ij}, \) \( (\delta^*Y)_{ij} = -\frac{1}{2}(L_Y\gamma)_{ij}, \) and \( m \in S_2^0(M) \). The space of symmetric 2 tensors \( S_2^0(M) \) may be decomposed as

\[
S_2^0(M) = C^{TT}(S_2^0(M)) \oplus (\mathcal{F}(M) \otimes \gamma) \oplus \mathcal{I}\mathcal{M}(L),
\]

where \( C^{TT}(S_2^0(M)), \mathcal{F}(M), \) and \( \mathcal{I}\mathcal{M}(L) \) are the space of symmetric transverse-traceless 2-tensors, the space of functions on \( M \), and the image of the Lie derivative \( L \) acting on \( \gamma \) with respect to a vector field \( Z \in TM \) (a section of \( TM \) to be precise), respectively. In local co-ordinates, this decomposition reads

\[
m_{ij} = m_{ij}^{TT} + f\gamma_{ij} + (L_Z\gamma)_{ij}. \tag{76}
\]

The kernel \( \mathcal{K}(T_\gamma F) \) at \( \gamma \in F^{-1}(0) \) may be obtained through the solution of the following equation

\[
L_{\gamma,\gamma}(m^{TT} + f\gamma + L_Z\gamma) - 2\delta^*\delta(m^{TT} + f\gamma + L_Z\gamma) - \nabla d(tr(m^{TT} + f\gamma + L_Z\gamma)) = 0. \tag{77}
\]

By an explicit calculation, one may show \( L_{\gamma,\gamma}(L_Z\gamma) - 2\delta^*\delta(L_Z\gamma) - \nabla d(tr(L_Z\gamma)) \equiv 0 \) and therefore \( L_Z\gamma \in \mathcal{K}(T_{\gamma\in F^{-1}(0)}F) \) always. The remaining terms lead to

\[
(L_{\gamma,\gamma}m^{TT})_{ij} + (\Delta_\gamma f)\gamma_{ij} - 2fR_{ij} + \nabla_i\nabla_j f + \nabla_j\nabla_i f - n\nabla_i\nabla_j f = 0, \tag{78}
\]

which upon taking the trace (with respect to the metric \( \gamma \)) yields

\[
2(n-1)\Delta_\gamma f - 2R(\gamma)f = 0. \tag{79}
\]

For \( \gamma \in F^{-1}(0) \), the scalar curvature satisfies \( R(\gamma) = -\frac{1}{n} \) and therefore the previous equation after multiplying by \( f \) and integrating by parts yields

\[
2(n-1)\int_M \nabla_i f \nabla^i f + \frac{2}{n} \int_M f^2 = 0 \tag{80}
\]

implying \( f \equiv 0 \) everywhere on \( M \). Therefore the resulting formal tangent space of \( \mathcal{E}in_{-\frac{n}{2}} = F^{-1}(0) \) consists of the kernel of the operator \( L_{\gamma,\gamma} \) (a subspace of the space of transverse-traceless symmetric 2-tensors) and the image of the Lie derivative operator with respect to a vector field

\[
T_\gamma \mathcal{E}in_{-\frac{n}{2}} = \text{ker}(L_{\gamma,\gamma}) \oplus \mathcal{I}\mathcal{M}(L). \tag{81}
\]

Let \( \gamma^* \in \mathcal{E}in_{-\frac{n}{2}} \) and \( \mathcal{V} \) be its connected component. Also consider \( \mathcal{S}_\gamma \) to be the harmonic slice of the identity diffeomorphism i.e., the set of \( \gamma \in \mathcal{E}in_{-\frac{n}{2}} \) for which the identity map
id : \((M, \gamma) \rightarrow (M, \gamma^\ast)\) is harmonic (since any metric \(\gamma \in \mathcal{E}in_{\frac{1}{n}}\) verifies the fixed point criteria \(R[\gamma]_{ij} = -\frac{1}{n} \gamma_{ij}\), it should also satisfy the CMCSH gauge condition with respect to a background metric and in this case the background metric is simply chosen to be \(\gamma^*\), another element of \(\mathcal{E}in_{\frac{1}{n}}\)). This condition is equivalent to the vanishing of the tension field \(-V^k\) that is
\[
-V^k = -\gamma^{ij}(\Gamma[\gamma]^k_{ij} - \Gamma[\gamma^*]^k_{ij}) = 0.
\] (82)

For \(\gamma \in \mathcal{E}in_{\frac{1}{n}}\), \(\mathcal{S}_\gamma\) is a submanifold of \(\mathcal{M}\) for \(\gamma\) sufficiently close to \(\gamma^*\) (easily proven using standard procedure and therefore we omit the proof, see [30] for detail). The deformation space \(\mathcal{N}\) of \(\gamma^* \in \mathcal{E}in_{\frac{1}{n}}\) is defined as the intersection of the \(\gamma^*\)-connected component \(\mathcal{V} \subset \mathcal{E}in_{\frac{1}{n}}\) and the harmonic slice \(\mathcal{S}_\gamma\) i.e.,
\[
\mathcal{N} := \mathcal{V} \cap \mathcal{S}_\gamma.
\] (83)

\(\mathcal{N}\) is assumed to be smooth (i.e., equipped with \(C^\infty\) topology). In the case of \(n = 3\), following the Mostow rigidity theorem, the negative Einstein structure is rigid [61]. This rigid Einstein structure in \(n = 3\) corresponds to the hyperbolic structure up to isometry. For higher genus Riemann surfaces \(\Sigma_{\text{genus}} (\text{genus} > 1)\), space of distinct hyperbolic structures is the classical Teichmüller space diffeomorphic to \(\mathbb{R}^{6\text{genus} - 6}\). Tangent space to any point in the Teichmüller space corresponds to the ‘neutral modes’ of 2 + 1 gravity defined by transverse-traceless tensors. However, 2 + 1 gravity is fundamentally different from the higher dimensional cases since the former is devoid of gravitational waves degrees of freedom. For \(n > 3\), the centre manifold is a finite dimensional submanifold of \(\mathcal{M}\) (and in particular of \(\mathcal{M}_{\frac{1}{n}}\)). Examples of higher dimensional \((n > 3)\) negative Einstein spaces which have non-trivial deformation spaces include Kahler-Einstein manifolds [58], [30] provides the details of constructing numerous negative Einstein spaces through a product operation and therefore, we do not repeat the same here. Readers are referred to the relevant section of the aforementioned paper.

We may further split the space \(C^{TT}(S^2(M))\) as follows
\[
C^{TT}(S^2M) = C^{TT\parallel}(S^2M) \oplus C^{TT\perp}(S^2M),
\] (84)
where \(C^{TT\perp}\) is the orthogonal complement of \(\ker(\mathcal{L})\) in \(C^{TT}(S^2M)\) and \(C^{TT\parallel}(S^2M) = \ker(\mathcal{L})\). Using equations (81), (82), and (83), the formal tangent space \(T_{\gamma^*}\mathcal{N}\) in local coordinates is expressible as
\[
\frac{\partial \gamma}{\partial q^a} = m^{TT\parallel} + L_W \gamma^a,
\] (85)
where \(m^{TT\parallel} \in \ker(\mathcal{L}) = C^{TT\parallel}(S^2M) \subset C^{TT}(S^2M)\), \(W^\parallel \in \mathfrak{X}(M)\) satisfies the time derivative of the CMCSH gauge condition \(-\gamma^{ij}(\Gamma[\gamma]^k_{ij} - \Gamma[\gamma^*]^k_{ij}) = 0\)
\[
-\nabla_m W^{\parallel i} + R[\gamma]_m W^{\parallel m} + (m^{TT\parallel} + L_W \gamma)^m (\Gamma[\gamma]_m^k - \Gamma[\gamma^*]_m^k) = 0,
\]
and, \(\{q^a\}_{a=1}^{\dim(N)}\) is a local chart on \(\mathcal{N}\), \(\mathfrak{X}(M)\) is the space of vector fields on \(M\) (in a suitable function space setting). An important thing to note is that all known examples of closed negative Einstein spaces have integrable deformation spaces and that the
Figure 1. Kinematics of the perturbations for the Einstein-Euler system. Instability materializes in $N$ iff $\gamma(t)$ leaves every compact set of $N$ i.e., approaches $\partial N$. Stability occurs when $\gamma(t)$ evolves from one point of $N$ to simply another point of $N$. The instability of $g(t)$ is naturally defined by the unbounded growth of $g(t) - \gamma(t)$ in a suitable function space.

deforamtion spaces are stable i.e., $\text{Spec}\{L_{\gamma,\gamma}\} \geq 0$. The spectrum of the operator $L_{\gamma,\gamma}$ plays an important role determining the decay rates in the pure vacuum case considered by [29, 30].

3.2. Kinematics of the perturbations at the linear level

As discussed in the previous section, the Einstein moduli space is finite dimensional for $n > 3$ and serves as the centre manifold of the dynamics (the deformation space $N$ to be precise). On the other hand, for the $n = 3$ case, following Mostow rigidity, negative Einstein structure implies hyperbolicity and therefore the moduli space reduces to a point. We will consider the general case when the moduli space is finite dimensional since the zero dimensional moduli space case is trivial. Let $N$ be the deformation space of $\gamma^*$. Now suppose, we perturb the metric about $\gamma^*$. The perturbation is defined to be $h := g - \gamma^*$ such that $||h||_{H^s} < \delta$ for a suitable $\delta > 0$. Due to the finite dimensionality of $N$, $g$ in fact could be an element of $N$ lying within a $\delta$–ball of $\gamma^*$. But if $g$ lies on $N$, then corresponding solution satisfies the fixed point condition.
Therefore this ‘trivial’ perturbations do not see the dynamics. The question is how
to treat such perturbations which are tangent to $\mathcal{N}$. This was precisely handled by
invoking a shadow gauge condition in the study of a small data fully nonlinear stability
problem of the vacuum Einstein’ equations by [30] and later used in [57] to handle the
case with a positive cosmological constant. The shadow gauge reads

$$ (g - \gamma) \perp \mathcal{N} \quad (86) $$

for $\gamma \in \mathcal{N}$, where the orthogonality is in the $L^2$ sense with respect to the metric $\gamma$. This
precisely takes care of the motion of the orthogonal perturbations by studying time
evolution of $h := g - \gamma$, while the motion of the tangential perturbations is taken care
of by evolving $\gamma \in \mathcal{N}$. This does not really affect the characteristics of the background
spacetimes as $\gamma$ does not leave the moduli space i.e., it is still a negative Einstein metric
with Einstein constant $-\frac{1}{n}$. However, if we write the perturbations as $h_{ij} = g_{ij} - \gamma_{ij}$,
then $\frac{\partial g_{ij}}{\partial t} = \frac{\partial h_{ij}}{\partial t} + \frac{\partial \gamma_{ij}}{\partial t}$ and therefore, $\frac{\partial \gamma_{ij}}{\partial t}$ enters into the evolution equation for the
metric. But an important question is how exactly to control this term since it will enter
into the time derivative of the energy as well. We will obtain the necessary estimates
in a later section when we study the energy inequality. But how does the instability
(if it occurs) materialize in $\mathcal{N}$? The instability is precisely described by the fact that
the curve $\gamma(t)$ runs off the edge of $\mathcal{N}$ (leaves every compact set of $\mathcal{N}$) similar to the
case of $2+1$ gravity where the solution curve runs off the edge of the Teichmüller space
played by $\mathcal{N}$ in the current context) at the limit of the big-bang singularity [14, 25].

See figure (1) which depicts the kinematics of the perturbations (notice that this notion
of stability/instability is general; here we specialize to the linearized problem). This
notion of stability/instability is true in a general non-linear setting as well. Linearization
is a special case which we will consider here.

One subtle point left to discuss is that of how to control the time derivative term
$'g^{ij}\partial t \Gamma[k][\gamma]_{ij}'$ (or $'\gamma^{ij}\partial t \Gamma[k][\gamma]_{ij}'$ at the linear level) in the equation for the shift vector field
[57]. By a simple calculation, we will show that this contribution vanishes at the linear
level. $\frac{\partial \gamma_{ij}}{\partial t}$ may be written as (see previous section)

$$ \frac{\partial \gamma_{ij}}{\partial t} = i_{TT} + (L_{\mathcal{Z}}\gamma)_{ij}, \quad (87) $$

where $\mathcal{Z}$ satisfies through the CMCSH gauge condition (or its time derivative to be
precise) $-\gamma^{ij}(\Gamma[k][\gamma]_{ij} - \Gamma[\gamma^*]_{ij}) = 0,$

$$ -[\nabla[\gamma]^m \nabla[\gamma]^m Z^i + R[\gamma]^m_{\gamma} Z^m] + (i_{TT}) + L_{\mathcal{Z}}(\gamma)^{mn}(\Gamma[\gamma])_{mn} - \Gamma[\gamma^*]_{mn} = 0. $$

At the linear level, however, the term $'(i_{TT}) + L_{\mathcal{Z}}(\gamma)^{mn}(\Gamma[\gamma]_{mn} - \Gamma[\gamma^*]_{mn})'$ vanishes since
it is of second order. This yields

$$ \nabla[\gamma]^m \nabla[\gamma]^m Z^i + R[\gamma]^m_{\gamma} Z^m = 0 \quad (88) $$

leading to

$$ -\int_M (\nabla[\gamma]^i Z^j \nabla[\gamma]^j Z^i + \frac{1}{n} \gamma_{ij} Z^i Z^j) \mu_{\gamma} = 0 \Rightarrow Z = 0 \text{ on } M. \quad (89) $$
Therefore, the pure gauge part of the $N$-tangential velocity $\frac{\partial \gamma_{ij}}{\partial t}$ vanishes yielding

$$\frac{\partial \gamma_{ij}}{\partial t} = t_{ij}^{TT}.$$  \hspace{1cm} (90)

A direct calculation yields the following

$$\gamma_{ij}\partial_t \Gamma[\gamma]_{ij}^k = \gamma_{ij} D \Gamma[\gamma]_{ij}^k \cdot \frac{\partial \gamma}{\partial t} = \gamma_{ki} \nabla[\gamma]_j l_{ij}^{TT} - \frac{1}{2} \nabla[\gamma]_i \delta N - \gamma_{ai} C_\rho \delta \rho = 0,$$

since $l^{TT}$ is transverse-traceless with respect to $\gamma$. We are left with one task of estimating the tangential velocity $l^{TT}$, which will be done in a later chapter.

4. Linearized Einstein-Euler system

In this section we linearize the complete Einstein-Euler system and state a local existence theorem for such system. The background (re-scaled) solution obtained previously reads $(g_0, k_{ij}^0, N_0, X_0, \rho_0, v_0) = (\gamma, 0, 1, 0, C_\rho, 0)$, where $R_{ij}(\gamma) = -\frac{1}{n}$ and $C_\rho$ is a positive constant. Of course, in the previous section, we have recalled that the Einstein structure is not rigid for the $n > 3$ cases. The perturbations to the background solutions may be described as follows

$$g_{ij} \rightarrow g_{ij} + h_{ij}, \quad k_{ij}^0 \rightarrow k_{ij}^0 + 1 + \delta N, \quad 0 \rightarrow X^i, \quad C_\rho \rightarrow C_\rho + \delta \rho, \quad 0 \rightarrow v^i.$$

Now we linearize the Einstein-Euler system about this background solution. The linearized Euler equations read

$$\frac{\partial \delta \rho}{\partial t} = -C_\rho n \gamma_{ai} \delta N - \frac{1}{a} \gamma_{ai} C_\rho \nabla[\gamma]_i v^i,$$

$$\frac{\partial v^i}{\partial t} = \frac{na}{a} (\gamma_{ai} - \frac{n + 1}{n}) v^i - \frac{1}{a} \nabla[\gamma]_i \delta N - \gamma_{ai} - \frac{1}{a \gamma_{ai} C_\rho} \nabla[\gamma]_i \delta \rho.$$

Now, an obvious problem is that the $n$-velocity vector field $v^i$ consists of irrotational, rotational and harmonic parts. Utilizing a Hodge decomposition \[59\] of the $n$-velocity 1-form on the spatial manifold $M$, one may simply write the velocity vector field as follows

$$v = (d\phi)^i + (\delta \psi)^i + (\mathcal{H})^i,$$

where $\phi \in \Omega^0(M), \psi \in \Omega^2(M), \mathcal{H} \in \Omega^1(M)$, and $\Delta \mathcal{H} = (d\delta + \delta d)\mathcal{H} = 0$ (in the weak sense). Existence of a metric ensures the required isomorphism between the space of vector fields and the space of 1-forms and such isomorphism is denoted by $\sharp$. At the linear level, the covariant divergence of the velocity equation yields

$$\Delta_{\gamma} \left( \frac{\partial \phi}{\partial t} - \frac{na}{a} (\gamma_{ai} - \frac{n + 1}{n}) \phi + \frac{1}{a} \delta N + \frac{\gamma - 1}{a \gamma_{ai} C_\rho} \delta \rho \right) = 0.$$  \hspace{1cm} (95)

Now clearly, the kernel of the rough Laplacian $\Delta_{\gamma}$ on a closed connected $M$ consists of constant functions only and therefore

$$\frac{\partial \phi}{\partial t} - \frac{na}{a} (\gamma_{ai} - \frac{n + 1}{n}) \phi + \frac{1}{a} \delta N + \frac{\gamma - 1}{a \gamma_{ai} C_\rho} \delta \rho = C.$$  \hspace{1cm} (96)
for some $C$ depending on $t$ only. Of course, one may absorb $C(t)$ in the scalar field $\phi$ since $\phi$ is unique up to functions constant on $M_t$. Let us make the transformation $\phi \mapsto \phi + F(t)$. The evolution equation for $\phi$ yields

\[
\frac{\partial \phi}{\partial t} - \frac{n\dot{a}}{a}(\gamma_a - \frac{n+1}{n})\phi + \frac{1}{a}\delta N + \frac{\gamma - 1}{a\gamma_a C_{\rho}}\delta \rho + \frac{dF(t)}{dt} - \frac{n\dot{a}}{a}(\gamma_a - \frac{n+1}{n})F(t) = C(t).
\]

Now setting $\frac{dF}{dt} - \frac{n\dot{a}}{a}(\gamma_a - \frac{n+1}{n})F(t) = C(t)$ (which has a unique solution $F(t) = F(t_0)(\frac{a(t)}{a(t_0)})^n(\gamma_a - \frac{n+1}{n}) + a(t)^n(\gamma_a - \frac{n+1}{n})\int_{t_0}^t \frac{C(t)}{a(t')}^n(\gamma_a - \frac{n+1}{n})dt'$), the fluid equations reduce to the following wave equation for the scalar potential $\phi$ (propagating with the speed of sound $c_s = \sqrt{\gamma_a - 1}$)

\[
\frac{\partial \phi}{\partial t} = \frac{n\dot{a}}{a}(\gamma_a - \frac{n+1}{n})\phi - \frac{1}{a}\delta N - \frac{\gamma - 1}{a\gamma_a C_{\rho}}\delta \rho,
\]

\[
\frac{\partial \delta \rho}{\partial t} = -\frac{C_{\rho} n\dot{a}}{a} \delta N + \frac{1}{a} \gamma_a C_{\rho} \Delta \phi.
\]

Notice that this is precisely the wave equation with respect to the ‘sound’ metric $S_{\mu\nu} := \dot{g}_{\mu\nu} + (1-c_s^2)u_\mu u_\nu$ (this sound metric was first derived by [40] in the context of the stability of a black hole accretion problem). Therefore, we observe that the irrotational part of the $n-$velocity field is decoupled from the rotational and the harmonic parts. The question remains how do we extract the evolution equations for the remaining parts of the velocity vector field. Let us now focus on the harmonic contribution. For closed (closed negative Einstein in this case to be precise) manifolds, the space of harmonic forms (1-forms in this particular case) is a finite dimensional vector space. Therefore, the harmonic form contribution of the $n-$velocity 1-form field may be written as

\[
\mathcal{H} = \sum_{k=1}^L m^k A_k,
\]

where $\{A\}_{k=1}^L$ form a basis of the space of harmonic forms. Here $L$ is the first Betti number or the dimension of the first de-Rham cohomology group (or the space of the first singular cohomology group $H^1(M)$ with real coefficients). Now we may utilize the $L^2$ orthogonality property of the three constituents in the Hodge decomposition of the velocity field with respect to the natural Riemannian metric $\gamma$ i.e.,

\[
\int_M <d\phi, \mathcal{H} >_\gamma = \int_M <\delta \psi, \mathcal{H} >_\gamma = 0
\]

since $\mathcal{H} \in \ker(d\delta + \delta d)$. Therefore, the harmonic contribution decouples to yield the following set of ordinary differential equations for each harmonic part

\[
\frac{d m^k}{dt} = \frac{n\dot{a}}{a}(\gamma_a - \frac{n+1}{n}) m^k.
\]

Integration of this equation yields

\[
m^k(t) = m^k(t_0) \left( \frac{a(t)}{a(t_0)} \right)^{n(\gamma_a - \frac{n+1}{n})}.
\]
Once we have extracted the time evolution of the harmonic contribution, the pure rotational part may be extracted by the application of a double ‘curl’ operator δ † d. Notice that (δ ψ)♭, the pure rotational contribution and H♭, the harmonic contribution to the velocity field, both have zero covariant divergence (see the appendix). Let us denote the vectorfield counterparts (δ ψ)♭ of δ ψ and H♭ of H by ξ and χ, respectively i.e.,

\[ v^i = \nabla[\gamma]^i \phi + \xi^i + \chi^i. \] (102)

Here ξ^i and χ^i satisfy (in the weak sense of course since they belong to H^{s−1}, s > \frac{n}{2} + 1)

\[ \nabla[\gamma]_i \xi^i = 0, \] (103)
\[ \nabla[\gamma]_i \chi^i = 0. \] (104)

(i.e., ∃ Θ ∈ C^∞(M) such that \( \int_M (\nabla[\gamma]_i \Theta) \xi^i = 0 = \int_M (\nabla[\gamma]_i \Theta) \chi^i \)) The action of double curl δ † d on the evolution equation for the velocity 1-form yields

\[ \frac{\partial(\delta \circ d\nu^\flat)^\flat}{\partial t} = \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})(\delta \circ d\nu^\flat)^\flat, \] (105)

since the action of curl annihilates the gradient by definition (exterior derivative to be precise). Noting (δ A)_i = \nabla^j A_j, d^2 \phi = 0 = d\chi, One may explicitly evaluate (δ † d\nu^\flat)^\flat to yield

\[ (\delta \circ d\nu^\flat)^\flat = \nabla[\gamma]_j(\nabla[\gamma]^j \xi^i - \nabla[\gamma]^j \xi^i), \] (106)
\[ = - \nabla[\gamma]_j \nabla[\gamma]^j \xi^i + \nabla[\gamma]^i \nabla[\gamma]_j \xi^j + R\delta^j \xi^j \] = (δ_j \Delta ζ + R[\gamma]_j)ζ^j,

where we have used the divergence free property of ξ. Therefore, one obtains the following evolution equation for ξ

\[ (\delta_j \Delta_\gamma + R[\gamma]_j) \left( \frac{d\xi^j}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\xi^j \right) = 0. \] (107)

Now of course, the kernel of the Hodge Laplacian ((dδ + δ d)A)^♭ = (\Delta_\gamma A^j + R[\gamma]_j A^j) is precisely the space of harmonic forms. Therefore,

\[ \frac{d\xi^i}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\xi^i = \zeta^i(t) \] (108)

for ζ^i ∈ ker(dδ + δ d). On the other hand, ζ^i is always unique up to a harmonic form κ^♭ since δ ζ^♭ = δ(ζ^♭ + κ^♭). Therefore, if we make a transformation ξ \mapsto ξ + κ, the evolution equation becomes

\[ \frac{d\xi^i}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\xi^i + \left( \frac{d\kappa^i}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\kappa^i \right) = \zeta^i(t). \] (109)

Now setting \( \frac{d\kappa^i}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\kappa^i = \zeta^i(t) \) (which has a unique solution \( \kappa^i(t) = \kappa^i(t_0)(\frac{a(t)}{a(t_0)})^{\gamma_a - \frac{n + 1}{n}} + a(t)^{\gamma_a - \frac{n + 1}{n}} \int_{t_0}^{t} \frac{\xi^i(t')}{-c^2} dt' \)), the evolution equation for the rotational part ξ reduces to

\[ \frac{d\xi^i}{dt} - \frac{n\dot{a}}{\dot{a}}(\gamma_a - \frac{n + 1}{n})\xi^i = 0 \] (110)
from which one obtains the following stability criteria
\[ \gamma_a < \frac{n + 1}{n}. \] (111)

Direct integration of the evolution equation for the curl part yields
\[ \xi^i(t) = \xi^i(t_0) \left( \frac{a(t)}{a(t_0)} \right)^{n(\gamma_a - \frac{n+1}{n})}. \] (112)

Clearly, the curl part satisfies an ordinary differential equation in time and therefore we may control its Sobolev norm of arbitrary order. Provided that the adiabatic index \( \gamma_a \) lies in the suitable range \([111]\), the curl part of the \( n \)–velocity field decays.

Notice another remarkable fact that the three parts of the velocity field are decoupled at the linear level. In other words, the coupling is necessarily of higher order. Now we turn to the linearized Einstein’s equations imposing constant mean extrinsic curvature spatially harmonic (CMCSH) gauge. Note that the following lemma holds

**Lemma 3:** Let \( h_{ij} \) be the perturbation to the metric \( \gamma_{ij} \). The perturbation to the Ricci tensor in CMCSH gauge satisfies
\[ \delta R_{ij} + \frac{1}{n} h_{ij} = DR_{ij} \cdot h + \frac{1}{n} h_{ij} = \frac{1}{2} \mathcal{L}_{\gamma, \gamma} h_{ij}, \] (113)

where \( \mathcal{L}_{\gamma, \gamma} h_{ij} \) is defined to be
\[ \mathcal{L}_{\gamma, \gamma} h_{ij} := \Delta_{\gamma} h_{ij} + (R[\gamma]^{k} \cdot ij \cdot m + R[\gamma]^{k} \cdot ji \cdot m) h_{km}. \] (114)

**Proof:** Using the Frechet derivative formula for the connection coefficients \( D\Gamma[\gamma]^{ij}_{jk} \cdot h = \frac{1}{2} \gamma^{il} (\nabla[\gamma]_{j} h_{lk} + \nabla[\gamma]_{k} h_{jl} - \nabla[\gamma]_{l} h_{kj}) \), one may readily obtain the first variation of the Ricci tensor in the direction of \( h \)
\[ \delta R_{ij} = DR_{ij} \cdot h = \frac{1}{2} (\Delta_{\gamma} h_{ij} + (R[\gamma]^{k} \cdot ij \cdot m + R[\gamma]^{k} \cdot ji \cdot m) h_{km} \) (115)
\[ + \nabla[\gamma]_{j} \nabla[\gamma]_{m} h_{km} + \nabla[\gamma]_{i} \nabla[\gamma]_{m} h_{jm} + R[\gamma]_{kij} h_{km} + R[\gamma]_{kji} h_{km} - \nabla[\gamma]_{i} \nabla[\gamma]_{j} tr_{\gamma} h). \]

The linearized version of the spatial harmonic gauge ‘id : \( (M, \gamma + h) \rightarrow (M, \gamma) \) is harmonic’ yields
\[ \gamma_{ij} D\Gamma[\gamma]^{ij}_{ij} \cdot h = 0 \] (116)
\[ 2 \nabla[\gamma]_{j} h^{ij} - \nabla[\gamma]_{i} tr_{\gamma} h = 0. \]

Therefore, the potentially problematic term \( \nabla[\gamma]_{j} \nabla[\gamma]_{m} h_{km} + \nabla[\gamma]_{i} \nabla[\gamma]_{m} h_{jm} \) obstructing the ellipticity of \( h_{ij} \mapsto DR_{ij} \cdot h \) becomes
\[ \nabla[\gamma]_{j} \nabla[\gamma]_{m} h_{km} + \nabla[\gamma]_{i} \nabla[\gamma]_{m} h_{jm} = \frac{1}{2} (\nabla[\gamma]_{i} \nabla[\gamma]_{j} + \nabla[\gamma]_{j} \nabla[\gamma]_{i}) tr_{\gamma} h \) (117)
\[ = \nabla[\gamma]_{i} \nabla[\gamma]_{j} tr_{\gamma} h, \]

which gets cancelled with \( -\nabla[\gamma]_{j} \nabla[\gamma]_{i} tr_{\gamma} h \) and therefore
\[ \delta R_{ij} = DR_{ij} \cdot h = \frac{1}{2} (\Delta_{\gamma} h_{ij} + (R[\gamma]^{k} \cdot ij \cdot m + R[\gamma]^{k} \cdot ji \cdot m) h_{km} + R[\gamma]_{kij} h_{km} + R[\gamma]_{kji} h_{km} + R[\gamma]_{kij} h_{km}) \]
\[ + R[\gamma]_{kji} h_{km} \]
where we have used the fact that the background metric is negative Einstein \((R[\gamma]_{ij} = -\frac{1}{n} \delta_{ij})\). This concludes the proof of the lemma.

Therefore, we establish that \(h \mapsto DR_{ij} \cdot h\) is linear elliptic, which will help us to cast the Einstein evolution equations as a linear hyperbolic system. The linearized Einstein-Euler evolution and constraint equations read

\[
\begin{align*}
\frac{\partial h_{ij}}{\partial t} &= -\frac{2}{a} k_{ij}^r + \frac{2a}{a} \delta N \gamma_{ij} + l_{ij}^{TT} + \frac{1}{a} (L_X \gamma)_{ij}, \\
\frac{\partial k_{ij}^r}{\partial t} &= -(n-1) \frac{\dot{a}}{a} k_{ij}^r - \nabla [\gamma]_j \nabla [\gamma]_j \delta N + \frac{1}{a} \left\{ \frac{1}{n-1} (1 + \gamma_a a^{2-n\gamma} C_\rho) \gamma_{ij} - \frac{1}{n} \gamma_{ij} \right\} \delta N \\
&\quad + \frac{\gamma - 2}{n-1} a^{1-n\gamma} \delta \rho_{ij} + \frac{1}{2a} L_{\gamma, \gamma} h_{ij}, \\
\frac{\partial \phi}{\partial t} &= \frac{n\dot{a}}{a} (\gamma_a - \frac{n+1}{n}) \phi - \frac{1}{a} \delta N - \frac{\gamma_a - 1}{C_\rho \gamma a} \delta \rho, \\
\frac{d \xi^i}{dt} &= \frac{n\dot{a}}{a} (\gamma_a - \frac{n+1}{n}) \xi^i, \\
\Delta_{\gamma} \delta N + \frac{1}{n-1} (1 + C_\rho \gamma a^{2-n\gamma}) \delta N &= -\frac{n\gamma_a - 2}{n-1} a^{2-n\gamma} \delta \rho, \\
\Delta_{\gamma} X^i - R[\gamma]_{ij}^k X^j &= -(n-2) \frac{\dot{a}}{a} \nabla [\gamma]_j \delta N - 2\nabla [\gamma]_{ij} k_{ij}^r. 
\end{align*}
\]
energy inequality, we will observe that the term \( \text{traceless part of } k_A^L \) level since \( \text{action of } L \) Here we have utilized the hyperbolic systems that included the 'n' proved a well-posedness theorem for the Cauchy problem for a family of elliptic- 4.1. Local Well-posedness \[ [28] \] sketched how to apply the theorem of \[ [28] \] to a gauge fixed system of 'Einstein-Λ' field equations. However, a local existence theorem for the fully non-linear Einstein-Euler system in CMCSH gauge remains open till today. \[ [62] \] utilized a CMC transported spatial coordinate condition (zero shift) to establish a local and non-linear Einstein-Euler system in CMCSH gauge. \[ [38] \] sketched how to apply the theorem of \[ [28] \] to a gauge fixed system of 'Einstein-Λ' field equations. However, a local existence theorem for the fully non-linear Einstein-Euler system in CMCSH gauge remains open till today. \[ [62] \] utilized a CMC transported spatial coordinate condition (zero shift) to establish a local and subsequently a global existence result for the sufficiently small however fully non-linear irrotational Einstein-Euler system on \((0, \infty) \times \mathbb{T}^3\). In the case of an irrotational fluid, one readily has a nonlinear wave equation (in a 'sound metric') for the scalar potential. One potential complication that arises in the case of a general Einstein-Euler system is that the rotational contribution and the harmonic contribution of the \(n\)–velocity vector field are coupled non-linearly to the scalar field. However, as we mentioned this coupling is only higher order (decoupling occurs at the linear level) and may be treated with minor difficulty at the small data limit. Such questions are not however relevant at the linear level. At this linear level, the system \[ [119]-[127] \] forms a coupled linear elliptic hyperbolic system. A straightforward energy argument together with a contraction mapping on the Banach space \( C^0([0, T]; H^s \times H^{s-1} \times H^{s-1} \times H^s \times H^{s-1} \times H^{s-1}) \) (i.e., \((h(t), k^{TR}(t), \delta \rho(t), \phi(t), \xi(t), \chi(t)) \in H^s \times H^{s-1} \times H^{s-1} \times H^s \times H^{s-1} \times H^{s-1}) \) with \( s > \frac{n}{2} + 1 \) would yield an existence result. However, a subtlety is that in the energy expressions, we will have the shift vector field \( X \) and the perturbation to the lapse function \( \delta N \). Therefore, we need to ensure that they are uniquely determined or in other words that the following elliptic equations have unique solutions

\[
\Delta_\gamma \delta N + \frac{1}{n-1} \left( 1 + C_\rho \nu \gamma_0 a^{2-n \gamma_0} \right) \delta N = - \frac{n \gamma_0 - 2}{n-1} a^{2-n \gamma_0} \delta \rho, \tag{129}
\]

\[
\Delta_\gamma X^i - R[\gamma]^i_j X^j = -(n-2) \frac{\delta}{a} \nabla[\gamma]^i \delta N + 2 \gamma_0 C_\rho a^{2-n \gamma_0} v^i \tag{130}
\]
in $H^{s+1} \times H^{s+1}$. But, this is equivalent to showing that the operators $\Delta_\gamma + \frac{1}{n-1} (1 + C_\rho n\gamma_a a^{2-n\gamma}) id$ and $\delta^i_j \Delta_\gamma - R[\gamma]_i^j$ have trivial kernels on $H^{s+1} \times H^{s+1}$. Let us say that $K$ belongs to ker$(\Delta_\gamma + \frac{1}{n-1} (1 + C_\rho n\gamma_a a^{2-n\gamma}))$ i.e.,

$$\Delta_\gamma K + \frac{1}{n-1} (1 + C_\rho n\gamma_a a^{2-n\gamma}) K = 0. \quad (131)$$

Now multiplying both sides by $K$, integrating over closed $M$ and applying Stokes’s theorem we immediately obtain

$$\int_M (\nabla[\gamma],K \nabla[\gamma]^t K + \frac{1}{n-1} (1 + C_\rho n\gamma_a a^{2-n\gamma}) |K|^2) d\gamma = 0 \quad (132)$$

yielding $K = 0$ since $1 + C_\rho n\gamma_a a^{2-n\gamma} > 0$. Therefore, ker$(\Delta_\gamma + \frac{1}{n-1} (1 + C_\rho n\gamma_a a^{2-n\gamma})) = \{0\}$ on $H^{s+1}$. Utilizing the fact that the background metric $\gamma$ is negative Einstein (i.e., $R[\gamma]_{ij} = -\frac{1}{n} \gamma_{ij}$), we may establish in a similar way that the operator $\delta^i_j \Delta_\gamma - R[\gamma]_i^j$ has trivial kernel on $H^{s+1}$. Note that once the perturbation to the lapse is uniquely determined in terms of $\delta \rho$, the shift vector field is then uniquely determined in terms of $v (\phi, \xi, \chi)$ and $\delta \rho$. The detailed elliptic estimates are stated in the next section.

Uniqueness and the continuation criteria is straightforward for this linear elliptic-hyperbolic system. Of course, $[28]$ deals with a more general non-linear elliptic-hyperbolic system, which in particular covers this linear elliptic-hyperbolic system. For completeness we state the following theorem concerning the local well-posedness.

**Theorem:** Let $s > \frac{n}{2} + 1$. The CMCSH Cauchy problem of the linearized Einstein-Euler system with initial data $(h_0, k^{tr}_0, \delta \rho_0, \phi_0, \xi_0, \chi_0) \in F$ is strongly well posed in $C^0([0, T^*]; H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1})$. In particular, there exists a time $T^* > 0$ depending on $h_0, k^{tr}_0, \delta \rho_0, \phi_0, \xi_0, \chi_0$ such that the solution map $(h_0, k^{tr}_0, \delta \rho_0, \phi_0, \xi_0, \chi_0) \mapsto (h(t), k^{tr}(t), \delta \rho(t), \phi(t), \xi(t), \chi(t), N(t), X(t))$ is continuous as a map

$$H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \rightarrow \quad (133)$$

$$H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \rightarrow \quad (134)$$

Let $T^*$ be the maximal time of existence of the solution to the CMCSH Cauchy problem with data $(h_0, k^{tr}_0, \delta \rho_0, \phi_0, \xi_0, \chi_0)$. Then either $T^* = +\infty$ or

$$\lim_{t \to T^*} \sup \max \{|t|_{H^s}, |k^{tr}(t)|_{H^{s-1}}, |\delta \rho(t)|_{H^{s-1}}, |\phi(t)|_{H^s}, |\xi(t)|_{H^{s-1}}, |\chi(t)|_{H^{s-1}}\} = +\infty. \quad (135)$$

In addition to the local well-posedness, one needs to ensure the conservation of gauges and constraints, that is, the following entities must vanish identically along the solution curve

$$A^i := \nabla[\gamma]^i \tau, \quad (135)$$

$$B^k := \gamma^i_j (\Gamma[\gamma + h]_i^k - \Gamma[\gamma]_i^k) = \gamma^i_j D\Gamma[k][\gamma]_i^j \cdot h, \quad (136)$$

$$D := \Delta, \tau \gamma \cdot h + \nabla \nabla^j h_{ij} - R[\gamma]_i^j h^{ij} - 2a^{2-n\gamma} \delta \rho, \quad (137)$$

$$E^i := \nabla[\gamma], k^{tr} i + \gamma a^{2-n} C v^i. \quad (138)$$
The vanishing of the entity \( A^i \) precisely states the imposition of the constant mean extrinsic curvature gauge i.e., \( \tau \) is a function of \( T \) alone. Vanishing of \( D \) is essentially the conservation of the linearized version of the Hamiltonian constraint. One might naturally expect the conservation of the gauges and constraints due to the Bianchi identities. However, utilizing the evolution equations of the relevant fields, one may also directly obtain a system of coupled PDEs after a lengthy but straightforward calculation. Utilizing an energy argument similar to [28], one may show that if \((A, B, D, E) = 0\) for the initial data \((h_0, k^r_0, \delta \rho_0, v_0)\), then \((A, B, D, E) \equiv 0\) along the solution curve \( t \mapsto (h(t), k^{tr}(t), \delta \rho(t), v(t), \delta N(t), X(t)) \). At the linear level, one sees trivially that \( A^i \equiv 0 \). Here, of course, by \( v \) we mean the triple \((\phi, \xi, \chi)\).

4.2. Elliptic Estimates

In this section, we estimate \( \delta N \) and \( X^i \) from their respective elliptic equations. These estimates are necessary to derive the desired energy inequality. At each step, we carefully keep track of the time dependent expansion factor.

**Lemma 4:** Let \( s > \frac{n}{2} + 1 \) and assume \((\delta N, X^i, h_{ij}, k^{lr}_{ij}, \delta \rho, v^i)\) solves the linearized Einstein-Euler system expressed in CMCSH gauge. The following estimate holds for the linearized perturbation to the lapse function \( \delta N \)

\[
\| \delta N \|_{H^{s+1}} \leq C a^{2-n\gamma_0} \| \delta \rho \|_{H^{s-1}},
\]

where \( a \) is the scale factor for the background solution and \( C > 0 \) is a suitable constant depending on the background solution [7].

**Proof:** The elliptic equation for the perturbation to the lapse function reads

\[
\Delta \gamma \delta N + \frac{1}{n-1} \left( 1 + C \rho n \gamma_0 a^{2-n\gamma_0} \right) \delta N = -\frac{n\gamma_0 - 2}{n-1} a^{2-n\gamma_0} \delta \rho. \tag{140}
\]

Now, we have shown in the previous section that the operator \( \Delta \gamma + \frac{1}{n-1} (1 + C \rho n \gamma_0 a^{2-n\gamma_0}) id : H^{s+1} \to H^{s-1} \) is injective and following its self adjointness, also surjective (only in this occasion). Therefore, following this isomorphism, we immediately obtain

\[
\| \delta N \|_{H^{s+1}} \leq C a^{2-n\gamma_0} \| \delta \rho \|_{H^{s-1}}. \tag{141}
\]

A short proof may be as follows. Let us denote the operator \( \Delta \gamma + \frac{1}{n-1} (1 + C \rho n \gamma_0 a^{2-n\gamma_0}) id \) by \( A \). Assume that an estimate of the type \( \| u \|_{H^{s+1}} \lesssim \| A u \|_{H^{s-1}} \) does not hold. Then there exists a sequence \( \{u_i\}_{i=1}^\infty \) with \( \| u_i \|_{H^{s+1}} = 1 \) and \( \| A u_i \|_{H^{s-1}} \to 0 \) as \( i \to \infty \). Now \( M \) is compact and therefore \( H^{s+1} \) is compactly embedded into \( H^{s-1} \) (notice \( s > \frac{n}{2} + 1 \)). This yields a subsequence \( \{u_{i_j}\} \) converging to \( u^* \in H^{s+1} \) strongly in \( H^{s-1} \), which by construction satisfies \( Au^* = 0 \). This contradicts the fact that the operator \( A \) is injective. Therefore an estimate of the type \( \| u \|_{H^{s+1}} \lesssim \| A u \|_{H^{s-1}} \) holds for \( s \geq 1 \) (which is satisfied here since \( s > \frac{n}{2} + 1 \)). Here, of course, the constant \( C \) depends on the background entities as evident from the elliptic equation.

**Lemma 5:** Let \( s > \frac{n}{2} + 1 \) and assume \((\delta N, X^i, h_{ij}, k^{lr}_{ij}, \delta \rho, v^i)\) solves the linearized
Einstein-Euler system expressed in CMCSH gauge. The following estimate holds for the linearized perturbation to the shift vector field

\[ ||X||_{H^{s+1}} \leq C(\dot{a}a^{1-n\gamma_0}||\delta \rho||_{H^{s-1}} + a^{2-n\gamma_0}||v||_{H^{s-1}}), \]  

where \( a \) is the scale factor for the background solution and \( C > 0 \) is a suitable constant dependent on the background solution \([1]\).

**Proof:** The elliptic equation for the shift vector field reads

\[ \Delta \gamma X^i - R[\gamma]^i_j X^j = -(n - 2)\frac{\dot{a}}{a} \nabla[\gamma]^i \delta N + 2\gamma_a C_\rho a^{2-n\gamma_0} v^i. \]  

Even though we have stated in the previous section that the operator \( P := \delta_j^i \Delta \gamma - R[\gamma]^i_j : H^{s+1} \rightarrow H^{s-1} \) has trivial kernel, we will explicitly show this property by a few lines of calculations. Let us assume that \( J \) belongs to the kernel of the operator \( P \) i.e.,

\[ \Delta \gamma J^i - R[\gamma]^i_j J^j = 0. \]  

Now multiplying both sides with \( J_i \) and integrating by parts over \( M \), we obtain

\[ \int_M \left( \nabla[\gamma]^i J_i \nabla[\gamma]^j J^j + \frac{1}{n} \gamma_{ij} J^i J^j \right) \mu_\gamma = 0 \Rightarrow J \equiv 0 \ on \ M \]  

Here we have utilized the fact that the background metric \( \gamma_{ij} dx^i \otimes dx^j \) is negative Einstein \((R[\gamma]^i_j = -\frac{1}{2}\gamma_{ij})\) and used Stokes’s theorem for a closed manifold. Since the operator ‘\( \Delta \gamma - Ricci \)’ has trivial kernel, we may show using the similar argument as the previous case that following estimate holds

\[ ||X||_{H^{s+1}} \leq C \left( \frac{1}{a} ||\nabla[\gamma]^i \delta N + 2\gamma_a C_\rho a^{2-n\gamma_0} v^i||_{H^{s-1}} \right), \]  

\[ \leq C \left( \frac{1}{a} ||\nabla[\gamma]^i \delta N||_{H^{s-1}} + a^{2-n\gamma_0}||v^i||_{H^{s-1}} \right), \]  

\[ \leq C \left( \frac{1}{a} ||\delta N||_{H^{s}} + a^{2-n\gamma_0}||v^i||_{H^{s-1}} \right), \]  

\[ \leq C \left( \frac{\dot{a}a^{1-n\gamma_0} ||\delta \rho||_{H^{s-1}} + a^{2-n\gamma_0}||v^i||_{H^{s-1}} \right). \]

Here we have used the fact that \( ||A||_{H^{s_1}} \lesssim ||A||_{H^{s_2}} \) for \( s_1 < s_2 \) and the estimate for the perturbation to the lapse function from the previous lemma (4). This concludes the proof of the lemma.

**5. Lyapunov Functional**

In the study of hyperbolic PDE, use of a Lyapunov functional or an energy functional is indispensable. Since the linearized Einstein-Euler system is a linear coupled hyperbolic system (except that the rotational and harmonic parts of the velocity field are decoupled), one may naturally define a wave equation type of energy and its higher order extension which controls the desired norm of the data \((h, k^{tr}, \delta \rho, \phi, \xi, \chi)\). Note that at the linear level, the rotational \((\xi)\) and the harmonic \((\chi)\) parts of the velocity
field simply satisfy ordinary differential equations in time and therefore, we may control their Sobolev norm of any order. Let us first define the lowest order energy $E_1$

$$E_1 := \frac{(\gamma_a - 1)}{2\gamma_a C^2} < \delta \rho, \delta \rho > L^2 + \frac{1}{2} < \phi, \Delta^i \phi > L^2 + \frac{1}{2} < \xi, \xi > L^2 \quad (147)$$

$$+ \frac{1}{2} < \mathcal{H}, \mathcal{H} > L^2 + \frac{1}{2} < k^{tr}, k^{tr} > L^2 + \frac{1}{8} < h, \mathcal{L}_{\gamma,\gamma} h > L^2 .$$

Here $\Delta$, $\mathcal{H}$, and $\mathcal{L}_{\gamma,\gamma}$ are defined as follows

$$\Delta := -\gamma^i_j \nabla [\gamma]_j \nabla [\gamma]_i, \Delta \xi^i := \Delta^i \xi^i + R[\gamma]_j \xi^j, \mathcal{L}_{\gamma,\gamma} h_{ij} := \Delta^i h_{ij} \quad (148)$$

Clearly, $\Delta$ and $\mathcal{L}_{\gamma,\gamma}$ are the Hodge Laplacian and a Lichnerowicz type Laplacian and both have non-negative spectrum on $\gamma$. The lowest order energy may explicitly be written as follows

$$E_1 = \frac{(\gamma_a - 1)}{2\gamma_a C^2} \int_M (\delta \rho)^2 \mu_{\gamma} + \frac{1}{2} \int_M \nabla [\gamma]_i \phi \nabla [\gamma]_j \phi \gamma^{ij} \mu_{\gamma} + \frac{1}{2} \int_M \xi^i \xi^j \gamma_{ij} \mu_{\gamma}$$

$$+ \frac{1}{2} \int_M \mathcal{H}_i \mathcal{H}_j \gamma^{ij} \mu_{\gamma} + \frac{1}{2} \int_M k^{tr} k^{tr} \gamma^{ijkl} \mu_{\gamma}$$

$$+ \frac{1}{8} \int_M (\nabla [\gamma]_k h_{ij} \nabla [\gamma]_l h_{mn} \gamma^{kl} \gamma^{im} \gamma^{jn} + (R[\gamma]_k \gamma_{ij} + R[\gamma]_j \gamma_{ik} + R[\gamma]_i \gamma_{kj}) h_{km} h_{ln} \gamma^{jl} \gamma^{jm} \mu_{\gamma}).$$

Using the structure of the lowest order energy, the higher order energies may be defined as follows

$$E_i := \frac{(\gamma_a - 1)}{2\gamma_a C^2} < \delta \rho, \Delta^i \delta \rho > L^2 + \frac{1}{2} < \phi, \Delta^i \phi > L^2 + \frac{1}{2} < \xi, \Delta^i \xi > L^2$$

$$+ \frac{1}{2} < \mathcal{H}, \Delta^i \mathcal{H} > L^2 + \frac{1}{2} < k^{tr}, \mathcal{L}_{\gamma,\gamma}^i k^{tr} > L^2 + \frac{1}{8} < h, \mathcal{L}_{\gamma,\gamma}^i h > L^2 .$$

The total energy is naturally defined as

$$E := \sum_{i=1}^{s} E_i. \quad (149)$$

The energy is positive semi-definite and it only vanishes precisely when $(h, k^{tr}, \delta \rho, \phi, \xi, \chi) \equiv 0$. The first variation of the energy about 0 in the direction of $\mathcal{X} := (u, v, w, x, y, z)$ vanishes

$$D E(0) \cdot \mathcal{X} = 0, \quad (150)$$

that is, 0 is a critical point of $E$ in the space $\mathcal{H} := H^s \times H^{s-1} \times H^s \times H^s \times H^s \times H^{s-1}$. The Hessian of $E$ at 0 reads

$$D^2 E(0) \cdot (\mathcal{X}, \mathcal{X}) = \frac{(\gamma_a - 1)}{\gamma_a C^2} \sum_{i=1}^{s} < w, \Delta^i \xi > L^2 + \sum_{i=1}^{s} < x, \Delta^i x > L^2 (151)$$

$$+ \sum_{i=1}^{s} < y, \Delta^i y > L^2 + \sum_{i=1}^{s} < z, \Delta^i z > L^2 + \sum_{i=1}^{s} < v, \mathcal{L}_{\gamma,\gamma}^i v > L^2$$

$$+ \frac{1}{4} \sum_{i=1}^{s} < u, \mathcal{L}_{\gamma,\gamma}^i u > L^2 \geq 0.$$
The equality hold iff \( u = u^{TT} \|, v = x = y = z = 0 \) (at the linear level \( u^{TT} \| = 0 \)). Therefore, the positive semi-definiteness of the Lyapunov function on \( B_{h}(0) - \{0\} \subset \mathcal{H} \) is heavily dependent on the non-negativity of the spectrum of the associated rough Laplacian \( \Delta_{\gamma} \), Hodge Laplacian \( \Delta \), and the Lichnerowicz type Laplacian \( \mathcal{L}_{\gamma,\gamma} \). Now, since the hessian is positive definite on \( B_{h}(0) - \{0\} \), the map \( D^{2}\mathcal{E}(0) : B_{h}(0) - \{0\} \to \text{Image}(D^{2}\mathcal{E}(0)) \) is an isomorphism yielding

\[
\|h\|_{H^{s}}^{2} + \|k^{tr}\|_{H^{s-1}}^{2} + \|\delta \rho\|_{H^{s-1}}^{2} + \|\phi\|_{H^{s}}^{2} + \|\xi\|_{H^{s-1}}^{2} + \|\chi\|_{H^{s-1}}^{2} \lesssim D^{2}\mathcal{E}(0) \cdot (\mathcal{X}, \mathcal{X}).
\]

Now, using a version of the Morse lemma (Hilbert space version) on the non-degenerate critical point \((0, 0)\), we obtain that there exists a \( \delta > 0 \) such that for variations lying within \( B_{h}(0) \), the following holds up to a possibly non-linear diffeomorphism \( \mathcal{E} = \mathcal{E}(0) + D^{2}\mathcal{E}(0) \cdot (\mathcal{X}, \mathcal{X}) = D^{2}\mathcal{E}(0) \cdot (\mathcal{X}, \mathcal{X}) \) (notice that \( \mathcal{E}(0) = 0 \)). Therefore, we prove that the energy controls the desired norm of the perturbations i.e.,

\[
\|h\|_{H^{s}}^{2} + \|k^{tr}\|_{H^{s-1}}^{2} + \|\delta \rho\|_{H^{s-1}}^{2} + \|\phi\|_{H^{s}}^{2} + \|\xi\|_{H^{s-1}}^{2} + \|\chi\|_{H^{s-1}}^{2} \lesssim \mathcal{E}'.
\]

5.1. Uniform boundedness of the Lyapunov functional

In this section we prove the uniform boundedness of the energy functional and its possible in time decay. In the process, we obtain the necessary and sufficient conditions for such estimates to hold true. In order to obtain the uniform boundedness property of the energy, the necessary ingredients such as elliptic estimates are at hand. We therefore explicitly compute the time derivative for the lowest order energy defined in the previous section. An analogous calculation holds for the time derivative of the higher order energies as well. We will use the Sobolev embedding on a compact domain \( ||A||_{L^{\infty}} \lesssim ||A||_{H^{s}} \) for \( s > \frac{n}{2} \) and the following product estimates

\[
||AB||_{H^{s}} \lesssim (||A||_{L^{\infty}}||B||_{H^{s}} + ||A||_{H^{s}}||B||_{L^{\infty}}), s > 0,
\]

\[
||AB||_{H^{s}} \lesssim ||A||_{H^{s}}||B||_{H^{s}}, s > \frac{n}{2},
\]

\[
||[P, A]B||_{H^{s}} \lesssim (||\nabla A||_{L^{\infty}}||B||_{H^{s+s-1}} + ||A||_{H^{s+s}}||B||_{L^{\infty}}),
\]

\( P \in \mathcal{OP}^{s}, s > 0, a \geq 0, \)

where \( \mathcal{OP}^{s} \) denotes the pseudo-differential operators with symbol in the Hormander class \( S^{1,0}_{1,0} \) (see [51] for details). The first and second inequalities essentially emphasize the algebra property of \( H^{s} \cap L^{\infty} \) for \( s > 0 \) and of \( H^{s} \) for \( s > \frac{n}{2} \), respectively. In addition, we of course use integration by parts, Holder’s and Minkowski’s inequalities whenever necessary.

**Lemma:** Let \( s > \frac{n}{2} + 1, \gamma \in \mathcal{E}in_{-\frac{1}{2}} \) be the shadow of \( g \in \mathcal{M} \) and assume \((h = g - \gamma, k^{tr}, \delta \rho, \phi, \xi, \chi)\) satisfy the linearized Einstein-Euler system. Also assume there exists a \( \delta > 0 \) such that \((h, k^{tr}, \delta \rho, \phi, \xi, \chi) \in B_{h}(0) \subset H^{s} \times H^{s-1} \times H^{s} \times H^{s-1} \times H^{s} \times H^{s-1} \). The time derivative of the lowest order energy reads

\[
\frac{\partial \mathcal{E}_{1}}{\partial t} = -(n - 1) \frac{\dot{a}}{a} k^{tr} + k^{tr} \dot{a} \dot{L}^{2} + \frac{na}{a} (\gamma_{a} - \frac{n + 1}{n}) < \phi, \Delta_{\gamma} \phi > L^{2}.
\]
Here $\mathcal{B}$ satisfies
\[
\mathcal{B} \lesssim (\gamma_a - 1) \frac{\dot{a}}{a} [||\delta \rho||_{H^{s-1}} ||\delta N||_{H^{s+1}} + \frac{1}{a} ||\phi||_{H^s} ||\delta N||_{H^{s+1}} + \frac{1}{a} ||\delta N||_{H^{s+1}} ||k^{tr}||_{H^{s-1}}
+ \frac{\dot{a}}{a} ||\delta N||_{H^{s+1}} ||h||_{H^s} + \frac{1}{a} ||X||_{H^{s+1}} ||h||_{H^s}.
\]

Proof: A direct calculation using the evolution equations (119)-(124) yields
\[
\frac{\partial \mathcal{E}_1}{\partial t} = \gamma_a - 1 \frac{\dot{a}}{a} C^2_\rho \phi - \frac{1}{a} \delta N + \frac{1}{a} \gamma_a \delta \rho, \delta \phi > L^2
+ \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \phi - \frac{1}{a} \delta N - \frac{\dot{a}}{a} C^2_\rho \gamma_a \delta \rho, \delta \phi > L^2
+ \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \xi, \xi > L^2
+ \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \chi, \chi > L^2
+ \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \chi, \chi > L^2
+ (\gamma_a - 2) \frac{1}{a} \phi, \Delta \phi > L^2 + \frac{1}{a} \frac{1}{n} \frac{1}{n} \frac{n}{n} \frac{n}{n} \phi, \Delta \phi > L^2
\]
\[
+ \frac{1}{a} L X \gamma, L \gamma, h > L^2
\]
\[
= \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \phi, \Delta \phi > L^2 + \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \xi, \xi > L^2
+ \frac{n \dot{a}}{a} (\gamma_a - \frac{n + 1}{n}) \chi, \chi > L^2
+ (\gamma_a - 1) \frac{n \dot{a}}{a} C^2_\rho \phi, \Delta \phi > L^2
\]
\[
+ \frac{1}{a} \frac{1}{a} \frac{1}{a} \frac{1}{a} < \Delta \phi, \Delta \phi > L^2 - \frac{1}{a} \phi, \Delta \phi > L^2 - \frac{1}{a} \phi, \Delta \phi > L^2
\]
\[
+ \frac{1}{a} \frac{1}{a} \frac{1}{a} \frac{1}{a} \phi, \Delta \phi > L^2 + \frac{1}{4} L X \gamma, L \gamma, h > L^2.
\]

Here $(\nabla [\gamma] \otimes \nabla [\gamma] \delta N)_{ij} := \nabla [\gamma]_i \nabla [\gamma]_j \delta N$. Now the rationale behind choosing the coefficients of different terms in the energy expression (such as $\frac{n \dot{a}}{a C^2_\rho}$ term with $< \delta \rho, \delta \phi > L^2$) may be seen as follows. Note that in the time evolution of the lowest order energy, we have terms like $< \delta \rho, \Delta \phi > L^2$ and $< k^{tr}, L \gamma, h > L^2$. These terms are dangerous because, when we reach the term with highest Sobolev regularity, the higher order versions of these mixed terms $< \delta \rho, \Delta \phi > L^2, < k^{tr}, L \gamma, h > L^2$ require regularity more than the maximum available regularity. Therefore, we want these terms to get cancelled with their negative counterparts. Note that with this particular choice of the positive coefficients of different terms in the energy expression, these dangerous terms are cancelled point-wise. Therefore, we are able to control the time derivative of the energy.
functional in terms of the maximum available Sobolev norms of the perturbations. We have used the $\gamma$–traceless property of $k^{tr}$ i.e., $\gamma^{ij}k_{ij}^{tr} = 0$ and $L_{\gamma,\gamma}^{TTT} = 0$. A simple calculation yields

$$\frac{\partial\mathcal{E}_i}{\partial t} = -(n - 1)\frac{\dot{a}}{a} < k^{tr}, k^{tr} >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \phi, \Delta_i \phi >_{L^2}$$

(159)

+ $\frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \xi, \xi >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \mathcal{H}, \mathcal{H} >_{L^2}$ + $\mathcal{B}$.

Trivial power counting of $a$ and $\dot{a}$ yields the desired estimate of $\mathcal{B}$

$$\mathcal{B} \lesssim (\gamma_a - 1)\frac{\dot{a}}{a}||\delta\rho||_{H^{s-1}}||\delta N||_{H^{s+1}} + \frac{1}{a}||\phi||_{H^s}||\delta N||_{H^{s+1}} + \frac{1}{a}||\delta N||_{H^{s+1}}||k^{tr}||_{H^{s-1}}$$

+ $\frac{\dot{a}}{a}||\delta N||_{H^{s+1}}||h||_{H^s} + \frac{1}{a}||X||_{H^{s+1}}||h||_{H^s}$.

Similarly, the time derivatives of the higher order energies may be computed. The following lemma states the time derivatives of the higher order energies.

**Lemma:** Let $s > \frac{n}{2} + 1$, $\gamma \in \mathcal{E}n_{\frac{1}{2}}$ be the shadow of $g \in \mathcal{M}$ and assume $(h = g - \gamma, k^{tr}, \delta\rho, \phi, \xi, \chi)$ satisfy the linearized Einstein-Euler system. Also assume there exists a $\delta > 0$ such that $(h, k^{tr}, \delta\rho, \phi, \xi, \chi) \in \mathcal{B}_0(0) \subset H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s \times H^{s-1} \times H^s$. The time derivative of the higher order energy reads

$$\frac{\partial\mathcal{E}_i}{\partial t} = -(n - 1)\frac{\dot{a}}{a} < k^{tr}, \mathcal{L}^{-1}_{\gamma,\gamma}k^{tr} >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \phi, \Delta_i \phi >_{L^2}$$

+ $\frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \xi, \Delta^{i-1} \xi >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) < \mathcal{H}, \Delta^{i-1} \mathcal{H} >_{L^2}$ + $\mathcal{B}_i,$

where $\mathcal{B}_i$ satisfies

$$\mathcal{B}_i \lesssim (\gamma_a - 1)\frac{\dot{a}}{a}||\delta\rho||_{H^{s-1}}||\delta N||_{H^{s+1}} + \frac{1}{a}||\phi||_{H^s}||\delta N||_{H^{s+1}} + \frac{1}{a}||\delta N||_{H^{s+1}}||k^{tr}||_{H^{s-1}}$$

+ $\frac{\dot{a}}{a}||\delta N||_{H^{s+1}}||h||_{H^s} + \frac{1}{a}||X||_{H^{s+1}}||h||_{H^s}$.

**Proof:** With a similar type of calculation using the evolution equations of the Einstein-Euler system together with the inequalities (154),(156) whenever necessary, we obtain the time derivatives of the higher order energies. The estimate of the residual terms $\mathcal{B}_i$ may be obtained by carefully keeping track of the explicitly time dependent terms $a$ and $\dot{a}$. Utilizing the previous two lemmas, we may now obtain the time derivative of the total energy. The total energy satisfies the following differential equation

$$\frac{\partial\mathcal{E}}{\partial t} = -(n - 1)\frac{\dot{a}}{a} \sum_{i=1}^{s} < k^{tr}, \mathcal{L}^{i-1}_{\gamma,\gamma}k^{tr} >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) \sum_{i=1}^{s} < \phi, \Delta^{i} \phi >_{L^2}$$

+ $\frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) \sum_{i=1}^{s} < \xi, \Delta^{i-1} \xi >_{L^2} + \frac{n\dot{a}}{a}(\gamma_a - \frac{n + 1}{n}) \sum_{i=1}^{s} < \mathcal{H}, \Delta^{i-1} \mathcal{H} >_{L^2}$ + $\mathcal{G}$,
where \( G \) satisfies
\[
G \lesssim (\gamma_a - 1) \frac{\dot{a}}{a} ||\delta\rho||_{H^{s-1}} ||\delta N||_{H^{s+1}} + \frac{1}{a} ||\phi||_{H^{s+1}} ||\delta N||_{H^{s+1}} + \frac{1}{a} ||\delta N||_{H^{s+1}} ||k^{tr}||_{H^{s-1}} \\
+ \frac{\dot{a}}{a} ||\delta N||_{H^{s+1}} ||h||_{H^{s+1}} + \frac{1}{a} ||X||_{H^{s+1}} ||h||_{H^{s+1}}.
\]

Now we make use of the elliptic estimates (lemma 4-lemma 5). An estimate of the shift vector field reads
\[
||X||_{H^{s+1}} \leq C(\dot{a}a^{1-n\gamma_a} ||\delta\rho||_{H^{s-1}} + a^{2-n\gamma_a} ||v||_{H^{s-1}}).
\] (160)

Now the \( n \)–velocity field \( v \) may be estimated in terms of its irrotational, rotational, and harmonic parts as follows
\[
||v||_{H^{s-1}} \leq ||(d\phi)^2||_{H^{s-1}} + ||\xi||_{H^{s-1}} + ||\mathcal{H}||_{H^{s-1}} \\
\leq ||\phi||_{H^s} + ||\xi||_{H^{s-1}} + ||\mathcal{H}||_{H^{s-1}}.
\] (161)

Therefore, the shift vector field may be estimated as follows
\[
||X||_{H^{s+1}} \lesssim \dot{a}a^{1-n\gamma_a} ||\delta\rho||_{H^{s-1}} + a^{2-n\gamma_a} (||\phi||_{H^s} + ||\xi||_{H^{s-1}} + ||\mathcal{H}||_{H^{s-1}})\] (162)

which together with the estimate of the lapse perturbation (lemma 4)
\[
||\delta N||_{H^{s+1}} \lesssim a^{2-n\gamma_a} ||\delta\rho||_{H^{s+1}},
\] (163)

yields
\[
G \lesssim \dot{a}a^{1-n\gamma_a} ||\delta\rho||_{H^{s-1}} + a^{1-n\gamma_a} (||\phi||_{H^s}^2 + ||\delta\rho||_{H^{s-1}}^2) + a^{2-n\gamma_a} (||\delta\rho||_{H^{s-1}}^2) \\
+ ||k^{tr}||_{H^{s-1}}^2 + \dot{a}a^{1-n\gamma_a} (||\delta\rho||_{H^{s-1}}^2 + ||h||_{H^{s+1}}^2) + a^{1-n\gamma_a} (||\phi||_{H^s}^2 + ||\xi||_{H^{s-1}}^2) \\
+ ||\mathcal{H}||_{H^{s-1}}^2 + ||h||_{H^{s+1}}^2) \\
\lesssim (\dot{a}a^{1-n\gamma_a} + a^{1-n\gamma_a}) ||\delta\rho||_{H^{s-1}}^2 + a^{1-n\gamma_a} ||\phi||_{H^s}^2 + (\dot{a}a^{1-n\gamma_a} + a^{1-n\gamma_a}) ||h||_{H^{s+1}}^2 \\
+ a^{1-n\gamma_a} ||k^{tr}||_{H^{s-1}}^2 \\
\lesssim (\dot{a}a^{1-n\gamma_a} + a^{1-n\gamma_a}) \mathcal{E}.
\]

The energy inequality, therefore becomes
\[
\frac{d\mathcal{E}}{dt} \leq -(n-1) \frac{\dot{a}}{a} \sum_{i=1}^{s} <k^{tr}, \mathcal{L}^{i-1}k^{tr}>_{L^2} + \frac{n\dot{a}}{a} (\gamma_a - \frac{n+1}{n}) \sum_{i=1}^{s} <\phi, \Delta^i_\gamma \phi>_{L^2} \\
+ \frac{n\dot{a}}{a} (\gamma_a - \frac{n+1}{n}) \sum_{i=1}^{s} <\xi, \Delta^i_\gamma \xi>_{L^2} + \frac{n\dot{a}}{a} (\gamma_a - \frac{n+1}{n}) \sum_{i=1}^{s} <\mathcal{H}, \Delta^i_\gamma \mathcal{H}>_{L^2} \\
+ C(\dot{a}a^{1-n\gamma_a} + a^{1-n\gamma_a}) \mathcal{E},
\]

which upon utilizing the first stability criterion
\[
\gamma_a \leq \frac{n+1}{n}
\] (165)

becomes
\[
\frac{d\mathcal{E}}{dt} \leq C(\dot{a}a^{1-n\gamma_a} + a^{1-n\gamma_a}) \mathcal{E}.
\] (166)

Integration of the energy inequality yields
\[
\mathcal{E}(t) \lesssim \mathcal{E}(t_0) e^{C\left(-\frac{1}{n\gamma_a-2} a^{2-n\gamma_a}(t) + \int_{t_0}^{t} a^{1-n\gamma_a} dt\right)}
\] (167)
Noting that \( n \gamma_a - 2 > 0 \) \((n \geq 3)\), a second stability criterion in the expanding universe is obtained as
\[
\int_{t_0}^{\infty} a^{1-n \gamma_a} dt < \infty. \tag{168}
\]

We may immediately check whether this stability is satisfied by the spacetimes we are interested in. From lemma (1), we know that the scale factor exhibits the following asymptotic behaviour
\[
a \sim e^{\sqrt{\frac{2\Lambda}{n(n-1)}} t} \tag{169}
\]
as \( t \to \infty \). Let \( \sqrt{\frac{2\Lambda}{n(n-1)}} = \alpha > 0 \). The integrability condition \( \int_{t_0}^{\infty} a^{1-n \gamma_a} dt < \infty \) is trivially satisfied since, \( 1 - n \gamma_a < 0 \) for \( \gamma \in (1, \frac{n+1}{n}] \), \( n \geq 3 \) and \( \int_{0}^{\infty} e^{-(n \gamma_a - 1) \alpha t} dt < \infty \).

We may in fact establish the decay of the re-scaled perturbations (in a suitable norm) once we have established the uniform boundedness condition, that is,
\[
||h(t)||_{H^s} + ||k^{tr}(t)||_{H^{s-1}} + ||\delta \rho(t)||_{H^{s-1}} + ||v(t)||_{H^{s-1}} \leq ||h(t_0)||_{H^s} + ||k^{tr}(t_0)||_{H^{s-1}} + ||\delta \rho(t_0)||_{H^{s-1}} + ||v(t_0)||_{H^{s-1}} \tag{170}
\]
for \( t > t_0 \). Following this uniform boundedness of the appropriate norm of the perturbations, we may immediately apply the local existence theorem to yield a global existence result. However, we may achieve better than the uniform boundedness in the expanding background since expansion is expected to ‘kill’ off the perturbations.

We may in fact obtain decay of the perturbations in an appropriate norm. Since, the rotational and harmonic parts of the \( n \)-velocity field exhibit decay, we will focus on the scalar field \( \phi \), density perturbation \( \delta \rho \), and the geometric entities \( h \) and \( k^{tr} \). Let us evaluate the time derivative of the following entities
\[
E_k := \frac{1}{2} \sum_{i=1}^{s-1} k^{tr}, L^i_{\gamma \gamma} k^{tr} > L^2 \tag{171}
\]
and
\[
E_{\phi} := \frac{1}{2} \sum_{i=1}^{s-1} \phi, \Delta^i_{\gamma} \phi > L^2 . \tag{172}
\]

An explicit calculation yields
\[
\frac{\partial E_k}{\partial t} \leq -2 \frac{n \dot{a}}{a} E_k + C \left( \frac{1}{a} ||k^{tr}||_{H^{s-2}} ||h||_{H^s} + \frac{1}{a} ||\delta \rho||_{H^s} ||k^{tr}||_{H^{s-2}} + a^{1-n \gamma_a}(t)||\delta \rho||_{H^{s-2}} ||k^{tr}||_{H^{s-2}} \right),
\]
\[
\frac{\partial E_{\phi}}{\partial t} \leq \frac{2n \dot{a}}{a} (\gamma_a - \frac{n+1}{n}) E_{\phi} + C \left( \frac{1}{a} ||\delta \rho||_{H^{s-1}} ||\phi||_{H^{s-1}} + \frac{1}{a} ||\delta \rho||_{H^{s-1}} ||\phi||_{H^{s-1}} \right).
\]

Now notice the following extremely important fact. Since the dangerous term \( < k^{tr}, L^i_{\gamma \gamma} h >_L \) does not get cancelled in \( \frac{\partial E_k}{\partial t} \), we lose one order of regularity i.e., we may only obtain a decay of \( ||k^{tr}||_{H^{s-2}} \) instead of \( ||k^{tr}||_{H^{s-1}} \) (similarly for \( \phi \), we may only control \( ||\phi||_{H^{s-1}} \)). However, since we can consider \( s > \frac{n}{2} + 2 \), we will still obtain the
desired point-wise decay. Utilizing the boundedness of the fields as $t \to \infty$, we may write the previous inequalities as follows

\[
\begin{align*}
\frac{\partial \mathcal{E}_k}{\partial t} &\leq -2\frac{n\dot{a}}{a} \mathcal{E}_k + \frac{C}{a}, \\
\frac{\partial \mathcal{E}_\phi}{\partial t} &\leq 2\frac{n\dot{a}}{a} \left(\gamma_a - \frac{n+1}{n}\right) \mathcal{E}_\phi + \frac{C}{a}.
\end{align*}
\]  

(173)

(174)

Noticing $a \sim e^{\alpha t}$ and $\frac{\dot{a}}{a} \sim \alpha$ as $t \to \infty$, we have

\[
\begin{align*}
\frac{\partial \mathcal{E}_k}{\partial t} &\leq -2n\alpha \mathcal{E}_k + C e^{-\alpha t}, \\
\frac{\partial \mathcal{E}_\phi}{\partial t} &\leq 2n\alpha \left(\gamma_a - \frac{n+1}{n}\right) \mathcal{E}_\phi + C e^{-\alpha t}
\end{align*}
\]  

(175)

(176)

yielding

\[
\begin{align*}
\mathcal{E}_k &\lesssim e^{-\alpha t}, \\
\mathcal{E}_\phi &\lesssim e^{-\zeta t},
\end{align*}
\]  

(177)

(178)

where $0 < \zeta := \min \left(\alpha, 2n\alpha \left(\frac{n+1}{n} - \gamma_a\right)\right)$. Note here that we need $\gamma_a < \frac{n+1}{n}$ for a decay. This is extremely important. These decay estimates yield

\[
||k^{tr}||_{H^{s-2}} \lesssim e^{-\frac{\alpha}{2}t}, ||\phi||_{H^{s-1}} \lesssim e^{-\frac{\alpha}{2}t}.
\]  

(179)

One may actually obtain a better decay estimate for $||k^{tr}||_{H^{s-2}}$ by an iterative argument. Going back to the evolution equation of $\mathcal{E}_k$

\[
\begin{align*}
\frac{\partial \mathcal{E}_k}{\partial t} &\leq -2\frac{n\dot{a}(t)}{a} \mathcal{E}_k + C \left(\frac{1}{a} ||k^{tr}||_{H^{s-2}} ||h||_{H^s} + \frac{1}{a} ||\delta N||_{H^s} ||k^{tr}||_{H^{s-2}}
\right. \\
&\left. + a^{1-n\gamma_a}(t) ||\delta N||_{H^s} ||k^{tr}||_{H^{s-2}} + a^{1-n\gamma_a}(t) ||\delta \rho||_{H^{s-2}} ||k^{tr}||_{H^{s-2}}\right)
\end{align*}
\]  

and substituting the estimate $||k^{tr}||_{H^{s-2}} \lesssim e^{-\alpha t/2}$ yields

\[
\frac{\partial \mathcal{E}_k}{\partial t} \leq -2n\alpha \mathcal{E}_k + C e^{-\alpha(1+\frac{1}{2})t}
\]  

(180)

as $t \to \infty$. Integrating the previous inequality, one immediately obtains

\[
\mathcal{E}_k \lesssim e^{-\alpha(1+\frac{1}{2})t}
\]  

(181)

and therefore,

\[
||k^{tr}||_{H^{s-2}} \lesssim e^{-\frac{\alpha}{2}(1+\frac{1}{2})t}.
\]  

(182)

Notice that we have gained an extra factor $\alpha/4$ in the rate of decay. Continuing in a similar way, we obtain the final decay rate of $\mathcal{E}_k$ to be the following sum

\[
\alpha \left\{1 + \frac{1}{2}(1 + \frac{1}{2}(1 + \frac{1}{2}(1 + \ldots)))\right\} = \alpha \sum_{k=0}^{\infty} \frac{1}{2^k} = 2\alpha
\]  

(183)

and therefore we obtain

\[
||k^{tr}||_{H^{s-2}} \lesssim e^{-\alpha t} \text{ or } ||k^{tr}||_{L^\infty} \lesssim e^{-\alpha t}.
\]  

(184)

Now utilizing the equation of motion for $h_{ij}$, one readily obtains

\[
||\frac{\partial h}{\partial t}||_{H^{s-2}} \lesssim e^{-2\alpha t},
\]  

(185)
while from the evolution equation for $\delta \rho$ (utilizing the elliptic estimate for $\delta N \lesssim e^{-\alpha(n\gamma_\alpha - 2)t}$)

$$
\| \frac{\partial \delta \rho}{\partial t} \|_{H^{s-3}} \lesssim e^{-(\alpha + \zeta)t}
$$

(186)
yielding

$$
\| h - h^1 \|_{H^{s-1}} \lesssim e^{-2\alpha t},
\| \delta \rho - C^t_\rho \|_{H^{s-2}} \lesssim e^{-(\alpha + \zeta)t}.
$$

(187) (188)

Now of course utilizing the Hamiltonian constraint \( [54] \) and the decay estimate of the relevant fields, one readily obtains

$$
\lim_{t \to \infty} R(g) = -1
$$

(189)
i.e.,

$$
\| g - g^1 \|_{H^{s-1}} \lesssim e^{-2\alpha t}
$$

(190) as $t \to \infty$. Here $g^1 \in M_{\alpha - 1}$. Utilizing the elliptic estimates and boundedness of $\| \delta \rho \|_{H^{s-1}}$, $\| v \|_{H^{s-1}}$ one may obtain the following estimates in a straightforward way

$$
\| \delta N \|_{H^{s+1}} \lesssim e^{-\alpha(n\gamma_\alpha - 2)t},
\| X \|_{H^{s+1}} \lesssim e^{-\alpha(n\gamma_\alpha - 2)t}.
$$

(191) (192)

Application of Sobolev embedding on compact domains (since we are now considering $s > \frac{n}{2} + 2$), the final pointwise decay estimates of the fields are as follows

$$
\| g - g^1 \|_{L^\infty} \lesssim e^{-\alpha t}, \| \kappa^\tau \|_{L^\infty} \lesssim e^{-\alpha t}, \| \delta \rho - C^\rho \|_{L^\infty} \lesssim e^{-(\alpha + \zeta)t},
\| \delta N \|_{L^\infty} \lesssim e^{-\alpha(n\gamma_\alpha - 2)t}, \| X \|_{L^\infty} \lesssim e^{-\alpha(n\gamma_\alpha - 2)t}, \| |T \|\|_{L^\infty} \lesssim e^{-2\alpha t}.
$$

(193)

The individual constituents of $h$ and $k^{\tau \tau}$ may be estimated by using constraints. Using the momentum constraint \( [124] \) and $k^{\tau \tau} = k^{TT}_{ij} + (L_Y g - \frac{2}{n} \nabla_m Y_m g)_{ij}$, one obtains

$$
\| k^{TT} \|_{H^{s-2}} \lesssim e^{-\alpha t},
$$

(194)

$$
\nabla^i \nabla_i Y^j + R^j_i Y^i + (1 - \frac{2}{n}) \nabla_j (\nabla_i Y^i) = a^{2-n\gamma_\alpha} \rho v^i
$$

(195)

Now of course the kernel of the elliptic operator on the left is trivial since the background metric is negative Einstein. Therefore, noting $\| v \|_{H^{s-1}} < C$, the following elliptic estimate holds

$$
\| Y \|_{H^{s+1}} \lesssim e^{-\alpha(n\gamma_\alpha - 2)t}
$$

(196)
as $t \to \infty$. Notice that, by virtue of the transverse-traceless property of $k^{TT}$, we do not lose regularity of $Y$. Similarly, the Hamiltonian constraint together with the spatial harmonic gauge condition may be utilized to obtain decay of the individual parts of $h_{ij} = h^{TT}_{ij} + f g_{ij} + (L_W g)_{ij}$. The first variation of the Hamiltonian constraint yields

$$
DR \cdot h = 2a^{2-n\gamma_\alpha} \delta \rho,
$$

(197)

$$
\Delta_g tr_g h + \nabla^i \nabla_i h_{ij} - R_{ij} h^{ij} = 2a^{2-n\gamma_\alpha} \delta \rho,
$$

where $R_{ij} = \frac{R(n)}{3} \gamma_{ij} = -\frac{1}{n} \gamma_{ij}$. Upon substituting the decomposition $h_{ij} = h^{TT}_{ij} + f \gamma_{ij} + (L_W \gamma)_{ij}$ into the variation of the Hamiltonian constraint and noticing that
\[ \Delta \gamma \tau \gamma (L_W g) + \nabla^i \nabla^j (L_W \gamma)_{ij} - R_{ij}(L_W \gamma)^{ij} \equiv 0 \] (an immediate consequence of abelian gauge invariance at the linear level) yields
\[ n\Delta \gamma f + \gamma^{ij} \nabla_i \nabla_j f - R f = 2a^{2-n\gamma} \delta \rho \] (198)
\[ (n - 1)\Delta \gamma f - R f = 2a^{2-n\gamma} \delta \rho. \]

Following the injectivity of \( 2\Delta \gamma - R \) for \( R < 0 \) (which is the case here), we immediately obtain the following estimate
\[ ||f||_{H^{n+1}} \lesssim a^{2-n\gamma} ||\delta \rho||_{H^{n-1}}. \] (199)

The remaining is the estimation of the vector field \( W \). The vector field \( W \) is estimated in terms of \( f \) through the following elliptic equation, which follows from the spatial harmonic gauge, that is, ‘id : (M, \gamma + h) \rightarrow (M, \gamma) \) is harmonic’. The linearized version of the spatial harmonic gauge yields
\[ \gamma^{ij} D \Gamma^a_{jk}[\gamma] \cdot h = 0 \] (200)
\[ 2\nabla[\gamma]_j h^{ij} - \nabla^i \text{tr}_\gamma h = 0 \]
\[ \Delta \gamma W^i - R^i_j W^j = -\frac{n-2}{2} \nabla^i f. \]

Once again, \( \delta^i_j \Delta \gamma - R^i_j \) is injective since \( \gamma \) is negative Einstein. The estimate of \( W \) reads
\[ ||W||_{H^{n+2}} \lesssim ||f||_{H^{n+1}}. \] (201)

Since, \( ||\delta \rho||_{H^{n-1}} \lesssim C \) and \( a \sim e^{-\alpha t} \), one immediately obtains the following decay
\[ ||f||_{H^{n+1}} \lesssim e^{-(n\gamma-2)\alpha t}, \] (202)
\[ ||W||_{H^{n+2}} \lesssim e^{-(n\gamma-2)\alpha t} \] (203)
as \( t \rightarrow \infty \). Using Sobolev embedding on compact domains, we may of course deduce the point-wise decay
\[ ||k^{TT}||_{L^\infty} \lesssim e^{-\alpha t}, ||Y||_{L^\infty} \lesssim e^{-\alpha(n\gamma-2)t}, ||f||_{L^\infty} \lesssim e^{-(n\gamma-2)\alpha t}, \] (204)
\[ ||W||_{L^\infty} \lesssim e^{-(n\gamma-2)\alpha t}, ||k^{TT}||_{L^\infty} \lesssim e^{-2\alpha t} \]
as \( t \rightarrow \infty \). Notice that the decay property of the matter fields are only possible if the adiabatic index lies in the interval \((1, \frac{n+1}{n})\). In the border line case of \( \gamma_a = \frac{n+1}{n} \), one can only prove a uniform boundedness at the linear level. The uniform boundedness and decay property lead to the following main theorem.

**Main Theorem:** Let \((g_0, k^0, \rho_0, v_0) \in B_\delta(\gamma, 0, C_\rho, 0) \subset H^s \times H^{s-1} \times H^s \times H^{s-1}, s > \frac{n}{2} + 2 \) and \( N \) and \( \Lambda > 0 \) be the integrable deformation space of \( \gamma \) and the cosmological constant, respectively. Assume that the adiabatic index \( \gamma_a \) lie in the interval \((1, \frac{n+1}{n})\). Let \( t \mapsto (g(t), k^{tr}(t), \rho(t), v(t)) \) be the maximal development of the Cauchy problem for the linearized Einstein-Euler-\( \Lambda \) system in constant mean extrinsic curvature spatial harmonic gauge (CMCSH) \([112, 124]\) with initial data \((g_0, k^0, \rho_0, v_0)\). Then there exists a \( \gamma^t \in \mathcal{M}_{c-1} \cap S^s \) and \( \gamma^* \in \mathcal{N} \) such that \((g, \gamma, k^{tr}, \rho, v) \) flows toward \((\gamma^t, \gamma^*, 0, C_\rho, 0) \) in the limit of infinite time, that is,
\[ \lim_{t \rightarrow \infty} (g(t), \gamma(t), k^{tr}(t), \rho(t), v(t)) = (\gamma^t, \gamma^*, 0, C_\rho, 0) \] (205)
and moreover either $\gamma^\dagger = \gamma^\ast$ or $\gamma^\ast$ is the shadow of $\gamma^\dagger$. Here $\mathcal{M}^\perp$ denotes the space of metrics of constant negative $(-1)$ scalar curvature sufficiently close to and containing the deformation space $\mathcal{N}$. $S_\gamma$ denotes a harmonic slice through the metric $\gamma$. $C_\rho$ and $C'_\rho$ are two constants. The convergence is understood in the strong sense i.e., with respect to the available Sobolev norms.

5.2. $\Lambda = 0$ Case

In our ‘true’ linearized analysis, the scale factor $a$ associated with the background solution played an important role. In the time coordinate $t$, we needed an integrability condition on $a$ \[(168)\] in addition to the suitable range of the adiabatic index $\gamma_a$ \[(111)\]. This integrability condition was in fact satisfied by the scale factor associated to our background solutions since it exhibits asymptotically exponential behaviour \[(144)\]

$$a \sim e^{\alpha t} \text{ as } t \to \infty,$$

where $\alpha = \sqrt{\frac{2\Lambda}{n(n-1)}}$. Now an important question arises. Do we really need a positive cosmological constant? In other words: do we need accelerated expansion to stabilize the self-gravitating relativistic fluid system on a background that is already expanding? If we turn off the cosmological constant, then we have

$$a \sim t \text{ as } t \to \infty,$$

and therefore $a$ still satisfies the required integrability condition \[(168)\]. Therefore, we obtain a boundedness. However in order to obtain a uniform decay estimate for relevant fields, let us consider the inequality \[(173)\]

$$\frac{\partial \mathcal{E}_k}{\partial t} \leq -2 \frac{na}{a} \mathcal{E}_k + \frac{C}{a}$$

which yields with $a(t) \sim t$ as $t \to \infty$

$$\mathcal{E}_k \leq \frac{C}{2n},$$

where $C$ depends on the initial data. Therefore the uniform decay properties \[(193, 204)\] do not hold. We do need a positive cosmological constant to obtain a uniform decay at the linear level.

5.3. Geodesic Completeness

In order to establish the future completeness of the perturbed spacetime, we need to show that the solutions of the geodesic equation must exist for an infinite interval of the associated affine parameter. Here we need to be more precise about what we mean by the perturbed spacetimes. If the first variations of the metric is denoted by $\delta \hat{g}$ which satisfies the linearized equations along with a certain smallness condition (a re-scaled version of the physical perturbations to be precise). We show the geodesic completeness for the perturbed spacetimes $\hat{g} = \hat{g}_{\text{FLRW}} + \delta \hat{g}$. We provide a rough sketch of the proof in this context following \[29\]. Let’s designate a timelike geodesic in the homotopy class of
Figure 2. The tangent space picture of null-geometry associated with the Einstein-Euler equations. The stability criteria is essentially defined by the fact that the perturbations to the matter part do not travel at a speed more than $\sqrt{1/n}$ i.e., they are restricted within the innermost cone.

A family of timelike curves by $C$. The tangent vector $\beta = \frac{dC}{d\lambda} = \beta^\mu \partial_\mu$ to $C$ for the affine parameter $\lambda$ satisfies $\hat{g}(\beta, \beta) = -1$, where $\hat{g}$ is the spacetime metric. As $C$ is causal, we may parametrize it as $(t, C^i)$, $i = 1, 2, 3$. We must show that $\lim_{t \to \infty} \lambda = +\infty$, that is,

$$\lim_{t \to \infty} \int_{t_0}^t \frac{d\lambda}{d\tau'} d\tau' = +\infty.$$  \hfill (210)

Noting that $\beta^0 = \frac{dt}{d\lambda}$, we must show

$$\lim_{t \to \infty} \int_{t_0}^t \frac{1}{\beta^0} d\tau' = +\infty.$$  \hfill (211)

Showing that $|\hat{N}\beta^0|$ is bounded and therefore $\lim_{t \to \infty} \int_{t_0}^t \hat{N} d\tau' = +\infty$ is enough to ensure the geodesic completeness. We first show that $|\hat{N}\beta^0|$ is bounded. Let's consider a covector field $Z_\mu = \hat{N} \delta^0_\mu$ in local coordinates using the $n + 1$ decomposition, where $\delta^\nu_\mu$ is the Kronecker delta. This shows that $\beta$ may be expressed as

$$\beta = \hat{N}\beta^0 Z + P,$$  \hfill (212)

where $P \in \mathfrak{X}(M)$. Noting $\hat{g}(\beta, \beta) = -1$, we obtain

$$|P|_{\hat{g}}^2 = \hat{N}^2 (\beta^0)^2 - 1.$$  \hfill (213)
Here $\hat{g}$ is the induced Riemannian metric on $M$. Clearly we have
\[ |P|_{\hat{g}}^2 < \tilde{N}^2(\beta^0)^2. \] (214)

Let us compute the entity $\frac{d(\tilde{N}^2(\beta^0)^2)}{dt}$ as follows
\[ \frac{d(\tilde{N}^2(\beta^0)^2)}{dt} = \frac{d}{dt}(\tilde{g}(\beta, Z))^2 = 2\tilde{g}(\beta, Z)\tilde{g}(\beta, \nabla[\beta]_P). \] (215)

Here, we have used the fact that for $C$ being a geodesic, $\nabla[\beta]_\beta = 0$ and appealed to the Koszul formula for the derivative. Using $\tilde{g}(\beta, Z) = -\tilde{N}\beta^0$ and writing the covariant derivative of the spacetime metric as a direct sum of its projection onto the tangent space of $M$ and the second fundamental form of $M$, we obtain
\[ \frac{d(\tilde{N}^2(\beta^0)^2)}{dt} = -2\tilde{N}(\beta^0\nabla_P \tilde{N} - \tilde{k}^{ij}P^iP^j). \] (216)

Decomposing $\tilde{k} = \tilde{k}^{tr} + \tilde{z}_n\tilde{g}$ and noting that $\tau < 0$, we obtain
\[ \frac{d}{dt}(\ln(\tilde{N}^2(\beta^0)^2)) \leq ||\nabla\tilde{N}||_{L^\infty;\beta} + ||\tilde{N}\tilde{k}^{tr}||_{L^\infty;\beta}. \] (217)

Here, the norms are defined as follows
\[ ||\nabla\tilde{N}||_{L^\infty;\beta}(t) := \sup_{M_t} \sqrt{\tilde{g}^{ij}\nabla_i \tilde{N}\nabla_j \tilde{N}}, ||\tilde{k}^{tr}||_{L^\infty;\beta}(t) := \sup_{M_t} \sqrt{\tilde{g}^{ij}\tilde{g}^{kl}\tilde{k}^{tr}_{i,j} \tilde{k}^{tr}_{k,l}}. \]

Now we use the scaling of the lapse function, spatial metric, and the trace-less covariant second fundamental form (see section 5) i.e., $\tilde{g}^{ij} = \frac{1}{\bar{r}}g^{ij}$, $\tilde{N} = \bar{N}$, $\tilde{k}^{tr}_{ij} = a\tilde{k}^{tr}_{ij}$. Here, entities with a tilde are physical (or scaled) and the ones without a tilde are scale-free. Utilizing the estimates $||\delta N||_{H^{s+1}} \lesssim e^{-\alpha(n\gamma\alpha-2)t}$, $||k^{tr}||_{H^{s-2}} \lesssim e^{-\alpha t}$ as $t \to \infty$ (for $s > \frac{3}{2}$ + 2, from Sobolev embedding on a compact domain, a bounded $H^2$ (resp. $H^{s-2}$) norm of $N = 1 + \delta N$ (resp. $k^{tr}$) implies a bounded $L^\infty$ norm of $\nabla N$ (resp. $k^{tr}$)), we readily obtain the following
\[ \frac{d}{dt}(\ln(\tilde{N}^2(\alpha^0)^2)) \lesssim e^{-\alpha(n\gamma\alpha-1)t} + e^{-3\alpha t} \] (218)
yielding
\[ \tilde{N}^2(\alpha^0)^2 \leq C \] (219)
as $t \to \infty$ for some $C < \infty$. Therefore, we only need to show that the following holds
\[ \lim_{t \to \infty} \int_{t_0}^t \tilde{N} dt = \infty \] (220)
in order to finish the proof of timelike geodesic completeness. Notice that $\tilde{N} = N = 1 + \delta N$. Now $|\delta N(t)| \leq C' e^{-\alpha(n\gamma\alpha-2)t}, 0 < C' < \infty$ as $t \to \infty$ yielding
\[ \lim_{t \to \infty} \left( \int_{t_0}^t dt - C'\alpha(n\gamma - 2)(e^{-\alpha(n\gamma\alpha-2)t_0} - e^{-\alpha(n\gamma\alpha-2)t}) \right) \leq \lim_{t \to \infty} \int_{t_0}^t \tilde{N} dt \]
\[ \leq \lim_{t \to \infty} \left( \int_{t_0}^t dt + C'\alpha(n\gamma - 2)(e^{-\alpha(n\gamma\alpha-2)t_0} - e^{-\alpha(n\gamma\alpha-2)t}) \right) \]
\[ = \lim_{t \to \infty} \int_{t_0}^t \tilde{N} dt = \infty. \]
This completes the proof of the geodesic completeness of the spacetimes of interest under linearized perturbations. The following theorem summarizes the results obtained so far.

**Theorem:** Let $\mathcal{N}$ be the integrable deformation space of $\gamma^*$. Then $\exists \delta > 0$ such that for any $(g(t_0), k^{tr}(t_0), \delta \rho(t_0), \phi(t_0), \xi(t_0), \chi(t_0)) \in B_\delta(\gamma^*, 0, C_\rho, 0, 0, 0) \subset H^s \times H^{s-1} \times H^{s-1} \times H^s \times H^{s-1} \times H^{s-1}, s > \frac{n}{2} + 1$, the Cauchy problem for the re-scaled linearized Einstein-Euler system in constant mean extrinsic curvature (CMC) and spatial harmonic (SH) gauge is globally well posed to the future and the space-time is future complete.

### 6. Concluding Remarks

We have proved a global existence result for the linearized Einstein-Euler-Λ system about a spatially compact negative spatial curvature FLRW solution (and its higher-dimensional generalization). In addition to the uniform boundedness of the evolving data in terms of its initial value, we proved a decay (in suitable norm) of the perturbations as well. This is an indication of the fact that the accelerated expansion-induced linear decay term may dominate the nonlinearities at the level of small data in a potential future proof of the fully non-linear stability. However, a serious difficulty - namely the possibility of shock formation - arises at the non-linear level in the perfect fluid matter model even without the presence of gravity. Coupling to gravity could make the scenario even more troublesome since pure gravity could itself blow up in finite time through curvature concentration. On the other hand, [42, 55] utilized the accelerated expansion (i.e., included a positive $\Lambda$) of the background solution on the spacetime of topological type $T^3 \times \mathbb{R}$ to avoid the shock formation at the small data limit. Our study is significantly different from that of Rodnianski and Speck [42] or Speck [55] in a sense that we are concerned with negatively curved background (for physically interesting three spatial dimensions, we consider compact hyperbolic manifolds) unlike their study where compact flat torus $T^3$ is used. As mentioned earlier, our study is motivated by the recent observations that do tend to indicate a negatively curved spatial universe. Secondly, they study the fully nonlinear stability (of small data perturbations) while we restrict ourselves with linear theory only. In terms of choice of gauge, [42] and [55] used a space-time harmonic gauge or wave gauge first by Choquet-Bruhat to prove a local existence theorem for vacuum Einstein’s equations. We, on the other hand, used a constant mean extrinsic curvature spatial harmonic gauge (CMCSH) introduced by [28]. An advantage of choosing the CMCSH gauge is that one readily has nice elliptic estimates for the associated lapse function and the shift vector field. Despite these distinctions, we will observe a similar decay property in the current study with the presence of a positive cosmological constant. We also obtain a similar stability criterion that is similar to [42, 55]. Fully nonlinear analysis of the spacetimes of our interest is currently under intense investigation.

Even though there are numerous studies of cosmological perturbation theory [1, 2, 3, 4, 6, 7], they are primarily ‘formal’ mode stability results and in a sense (described in the introduction) do not address the ‘true’ linear stability problem. Our
study on the other hand, casts the Einstein-Euler-Λ system into a coupled initial value PDE problem (a ‘Cauchy’ problem to be precise). This facilitates the study of the ‘true’ linear stability of suitable background solutions via energy methods. In addition, even the ‘formal’ mode stability analysis is absent in the case of the spatially compact negatively curved FLRW model. This model is particularly interesting since, there are infinitely many topologically distinct manifolds mathematically constructible by taking quotients of $\mathbb{H}^3$ by discrete and torsion free subgroups of $SO^+(1,3)$ acting properly discontinuously. Existence of non-trivial harmonic forms precisely encodes such topological information, which as we have seen, inevitably appear in the field equations. In addition, we study the more general ‘$n+1$’ model where the spatial part is described by a compact negative Einstein manifold (which, while restricted to the $n = 3$ case becomes compact hyperbolic through the application of the Mostow rigidity theorem). Of course, our study recovers the mode stability results in a straightforward way (briefly described in the appendix). An interesting result that our study reveals is that the FLRW spacetimes with compact spatial manifold of constant negative sectional do not exhibit an asymptotic stability property in general. Simply put, any perturbations to FLRW solutions do not return to solution of the same type rather converge to nearby solutions characterized by compact spatial manifold with constant negative scalar curvature. Since the local homogeneity and isotropy criteria requires constancy of sectional curvature not just the scalar curvature, a natural conclusion would be that the Einsteinian evolution drives the homogeneous and isotropic universe (local) to an inhomogeneous and anisotropic one asymptotically. This may of course indicate a possibility of ‘structure formation’ [24] which tends to break the homogeneity and isotropy of the physical universe. We do not however claim that such a mechanism is yet so compelling on the basis of only a linear stability analysis. This indeed opens the door for a fully non-linear study.

This question of global existence is not obvious and an extremely important open problem in field of classical general relativity. There are known examples (explicit solutions) where global existence is violated via formation of black holes. These examples include Schwarzschild, Reissner-Nordström, Kerr spacetimes, where a true curvature singularity occurs within the event horizon of the black hole. Even in the absence of any matter source, pure gravity could ‘blow up’ (through curvature concentration) i.e., gravitational singularities could prevent global existence or the global hyperbolicity of the spacetimes may simply be lost through the formation of Cauchy horizons (as in Taub-NUT spacetimes for example) let alone the inclusion of a ‘pathological’ matter model such as perfect fluid (since perfect fluid form shock singularity in finite time even on Minkowski space). Of course, such issues naturally lead to the fundamental question of the Cosmic Censorship conjecture [52], which still remains open even in the pure vacuum case. Available results till today address rather special cases such as spacetimes with non-trivial symmetry groups [53, 54, 67] (which, therefore, are not generic) or a certain smallness condition on the initial data is assumed [30, 29]. There are however a few exciting results (e.g., [65]) which were obtained within last decade that open up the
possibility to tackle large data global existence issue for spacetimes of certain topological type. There is a rather ambitious program under development by Moncrief to control the pointwise ($L^\infty$ norm) behaviour of the spacetime curvature through the use of *light cone estimates* \[66\]. A potential choice of spacetime topology on which such curvature based technique may be applied is $\mathbb{R} \times \Sigma_g \times S^1$, where the imposed $U(1)$ symmetry is ‘translational’ rather than ‘rotational’ (and therefore formation of a black hole is conjectured to be restricted). This ‘light cone estimates’ method is currently being applied to yield a dramatically simplified proof of the global existence of Yang-Mills and sub-critical nonlinear Klein-Gordon equations in curved background spacetimes by the current author and Moncrief. In addition, since, the density and scalar potential of the spatial velocity field satisfy a non-linear wave equation in an associated ‘sound’ metric, we hope that Moncrief’s technique can potentially be extended to yield coupled ‘sound’ cone integrals for the fluid variables in addition to the associated light cone integrals for gravity.

Lastly, it is worth mentioning that our results indicate the linear stability if the adiabatic index $\gamma_a$ lies in the range $(1, \frac{n+1}{n})$. Such result, while is a necessary condition for stability, is only valid in the linear regime. It would certainly be interesting to check if this criteria persists in the fully nonlinear level as well. As mentioned previously, in the presence of accelerated expansion, Rodnianski and Speck \[12\] obtained the same condition for nonlinear stability of small data on $\mathbb{R} \times \mathbb{T}^3$. The study of fully nonlinear stability in the small data limit is currently under intense investigation. It would be interesting to see if the exponential expansion of these background solutions is strong enough (i.e., without using a positive cosmological constant) to avoid shock formation at the nonlinear level (small data regime of course). In addition, how to handle the borderline cases of $\gamma_a = 1$ and $\gamma_a = \frac{n+1}{n}$ using special technique is under investigation.
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Here we will explicitly show that the Einstein-Euler-Λ field equations while written in the ‘n + 1’ form (above), remains invariant by the action of the identity component of the diffeomorphism group \( \mathcal{D}_0 \) of \( M \) if one simultaneously modifies the shift vector field in a suitable manner. Let \( \varphi_t \in \mathcal{D}_0(M) \). The evolution equation (21) under the action of \( \varphi_t \) reads (sections of the co-vector bundles are pulled back)

\[
\partial_t((\varphi_t^{-1})^*g)_{ij} = -2((\varphi_t^{-1})^*Nk)_{ij} + (L_{\varphi_t}X(\varphi_t^{-1})^*g)_{ij},
\]

\[
((\varphi_t^{-1})^*\partial_t g)_{ij} + (\partial_s(\varphi_t^{-1})^*g)_{ij}\big|_{s=0} = -2(\varphi_t^{-1})^*(Nk)_{ij} + \partial_s((\varphi_t^{-1})^*\Psi^X_s \varphi_t^*)(\varphi_t^{-1})^*g)_{ij}\big|_{s=0},
\]

\[
(\varphi_t^{-1})^*\partial_t g_{ij} + (\varphi_t^{-1})^*(L_Y g)_{ij} = -2(\varphi_t^{-1})^*(Nk)_{ij} + (\varphi_t^{-1})^*(L_X g)_{ij},
\]

\[
(\varphi_t^{-1})^*\partial_t g_{ij} = -2Nk_{ij} + (L_{X-Y} g)_{ij}.
\]

Here \( Y \) is the vector field associated with the flow \( \varphi_t \) and \( \Psi^X_s \) is the flow of the shift vector field \( X \). Now one may perform a similar calculations on the Euler equations after acting by \( \varphi_t \) both sides. For simplicity, we consider the energy equation only. A few lines of calculation yield

\[
(\varphi_t^{-1})^*(\{1 + \gamma_0 g(v, v)\}) \frac{\partial}{\partial t} + \gamma_0 \frac{\partial g_{ij}}{\partial t} v^i v^j + 2\gamma_0 \rho g(v, \frac{\partial v}{\partial t}) = \{1 + \gamma_0 g(v, v)\}
\]

\[
L_{X-Y} \rho + 2\gamma_0 \rho g(\nabla_{X-Y} v, v) + N\tau \{\rho + \gamma_0 g(v, v)\} - \gamma_0 N \sqrt{1 + g(v, v)} v^i \nabla_i \rho - \gamma_0 N \rho g(\nabla_{X-Y} v, v) / \sqrt{1 + g(v, v)} v^i = 2\gamma_0 \rho \sqrt{1 + g(v, v)} v^i \nabla_i N
\]
\[ + N \rho \{ \gamma_a v_i v_j + (\gamma_a - 1) g_{ij} \} k^{ij}. \]

Here we have used the facts that \( L_Y g(v, v) = 2g(\nabla_Y v, v) \) and \( \nabla_i v^i = \frac{1}{2} \text{tr}_g(L_v g) \). A similar calculation for the evolution equations for the second fundamental form and the \( n \)–velocity shows that if we make a transformation \( X \mapsto X + Y \), the Einstein-Euler evolution and constraint (due to their natural spatial covariance nature) equations are satisfied by the transformed fields. However, it is also evident from the above calculations that if we set \( X \) to be fixed (i.e., do not allow a transformation of the type \( X \mapsto X + Y \)), then the equations are no longer invariant under the action of \( D_0(M) \).

### 9.2. Mode stability analysis

Now, we briefly describe the mechanics of ‘mode’ stability analysis of spatially compact and (spatially) negatively curved ‘FLRW’ spacetimes. A subtlety is that while decomposing the sections of the vector bundles of the spatial manifold \( M \), the topological invariants provided by the harmonic forms enter into the picture. We need to keep track of these topological invariants in the mode equations carefully. First, we start by briefly describing the relevant Hodge decomposition of forms on \( M \).

Our main strategy is to decompose the sections of vector bundles over \( M \) in terms of eigenmodes of suitable self-adjoint operators. For this matter, we will briefly introduce Hodge theory and discuss how it is applied in the present context. Even though our background is a closed (compact without boundary) Einstein manifold, the method of this section applies to the case of any closed Riemannian manifold. The Hodge theorem (59) states that the space of \( k \)–forms may be written as the following \( L^2 \)–orthogonal decomposition (with respect to the given Riemannian metric \( g \) on \( M \))

\[ \Omega^k(M) = \text{Im}(d) \oplus \text{Im}(\delta) \oplus \ker(\Delta = d\delta + \delta d), \]

where \( \delta : \Omega^{k+1}(M) \to \Omega^k(M) \) is the \( L^2 \) adjoint of \( d : \Omega^{k-1}(M) \to \Omega^k(M) \). In this particular case, the Riemannian metric is our background metric \( \gamma \) satisfying \( R[\gamma]_{ij} = -\frac{1}{n} \gamma_{ij} \). Following the decomposition, a 1-form \( A \) may be written as

\[ A = d\phi + Z + Y, \]

where \( \phi \in \Omega^0(M) \) and \( Z \in \Omega^1(M) \) with \( Z = \delta \beta, \beta \in \Omega^2(M) \) and \( (d\delta + \delta d)Y = 0 \). Now notice an important fact. Clearly \( Z \) is divergence-free (and through the metric \( \gamma \), its vector field counterpart is also divergence-free). The 1-form \( Z \) corresponds to the ‘curl’ part of \( A \) and is responsible for the local rotational degrees of freedom. This may be interpreted as follows. Noting the dimension of \( \Omega^2(M) \) to be \( \frac{nC_2}{2} = \frac{n(n-1)}{2} \) and the skew symmetry of an element \( \beta \) of \( \Omega^2(M) \), one could identify the \( n(n-1)/2 \) basis elements with the Lie algebra basis of \( so(T_xM), x \in M \). But the generators of the Lie group \( SO(T_xM) \) are nothing but the generators of local rotation. However, not every divergence-free 1-form may be written as the co-differential of a 2-form. That deficit is precisely fulfilled by the harmonic form \( Y \). This additional contribution is topological and is related to the non-vanishing of the first de-Rham cohomology group (or singular cohomology group \( H^1(M; \mathbb{R}) \)) the dimension of which is finite for a compact manifold.
M and corresponds to its first Betti number. Equivalently, this may be described as follows. Let us consider the map \( \delta : \Omega^k \to \Omega^{k-1} \). Now, of course \( \delta \circ \delta \zeta = 0 \) for \( \zeta_1 \in \Omega^k(M) \). However, not all the elements \( \kappa \) of \( \Omega^{k-1} (M) \) which belong to the kernel of \( \delta \) (such that \( \delta \kappa = 0 \)) may be written as \( \delta \zeta_2 \) for \( \zeta_2 \in \Omega^k \). This failure of exactness measured by \( \ker(\delta : \Omega^{k-1} \to \Omega^{k-2})/\text{image}(\delta : \Omega^k \to \Omega^{k-1}) \) is the space of harmonic forms \( \mathcal{H}^{k-1}(M) \). Naturally, \( \mathcal{H}^k(M) \) is isomorphic to \( H^k_{deRham}(M) \).

Because of the Hodge decomposition, any non-harmonic eigenform may be decomposed as a sum of exact and co-exact eigenforms. In the case of a closed and connected manifold \( M \) (which we consider throughout) harmonic 0–forms are constant functions and therefore any non-trivial \( \phi \in \Omega^0(M) \), admits the following formal eigenfunction decomposition, that is,
\[
\phi(t, x) = \sum_a \alpha^a(t) \xi_a(x),
\]
(223)
where
\[
\Delta \gamma \xi_a = \lambda_a \xi_a,
\]
that is, \( \{\xi_a\}_1^\infty \) form a complete set of \( L^2 \) basis elements. The 1-form \( A \) may be written formally as
\[
A(t, x) = \sum_a \alpha^a(t) \Theta_a(x) + \sum_c \phi^c(t) \Phi_c(x) + \sum_{b=1}^N \beta^b(t) \zeta_b(x),
\]
(225)
where \( N \) is the dimension of the first Cohomology group \( (H^1(M; \mathbb{R})) \), which also equals to first Betti number of \( M \) which encodes topological information of \( M \). Elementary calculations yield the following for \( \Theta_a = d\xi_a, \Phi_c, \zeta_b \in \Omega^1(M) \)
\[
\Delta \Theta_a = (d \delta + \delta d) \Theta_a = \theta_a \Theta_a,
\]
(226)
\[
\Delta \Phi_c = (d \delta + \delta d) \Phi_c = \phi_c \Phi_c,
\]
(227)
\[
\Delta \zeta_b = (d \delta + \delta d) \zeta_b = 0,
\]
(228)
that is
\[
\Delta \gamma \Theta_a + \text{Ric}(., \Theta_a) = \theta_a \Theta_a,
\]
(229)
\[
\Delta \gamma \Phi_c + \text{Ric}(., \Phi_c) = \phi_c \Phi_c,
\]
(230)
\[
\Delta \gamma \zeta_b + \text{Ric}(., \zeta_b) = 0,
\]
(231)
\((d \Theta_a = 0, d \Phi_c = 0, d \zeta_b = \delta \zeta_b = 0)\) Note that the following orthonormality holds
\[
\int_M \Theta_a \wedge^* \Theta_b = \delta_{ab}, \int_M \Phi_a \wedge^* \Phi_b = \delta_{ab}, \int_M \zeta_a \wedge^* \zeta_b = \delta_{ab},
\]
(232)
\[
\int_M \Theta_a \wedge^* \Phi_b = 0, \int_M \Theta_a \wedge^* \zeta_b = 0, \int_M \Phi_a \wedge^* \zeta_b = 0,
\]
(233)
where the pairing by Hodge star \( ^* : \Omega^k(M) \to \Omega^{n-k}(M) \) is defined as follows
\[
\zeta_a \wedge^* \zeta_b := \gamma(\zeta_a, \zeta_b) \mu_{\gamma}.
\]
(234)
Assuming the background metric to be smooth, one may use a variational principle to establish existence of solutions to these eigenvalue equations. For a rigorous proof, the
reader is referred to the excellent book [39]. Note that through the isomorphism between the space of 1–forms and vector fields induced by the Riemannian metric $\gamma$, we may as well use this decomposition for the vector fields by simply ‘raising’ the index by $\gamma$. The associated scalar and vector fields are expressed formally in the following way

$$\delta N(t, x) = \sum_a N^a(t)\xi_a(x), \quad \delta \rho(t, x) = \sum_a D^a(t)\xi_a(x), \quad (235)$$

$$X = \sum_a X^{IRa}(t)\Theta_a(x) + \sum_a X^{Ra}(t)\Phi_a(x) + \sum_{b=1}^N X^{Hb}(t)\Theta_a(x),$$

$$v = \sum_a v^{IRa}(t)\Theta_a(x) + \sum_a v^{Ra}(t)\Phi_a(x) + \sum_{b=1}^N v^{Hb}(t)\Theta_a(x).$$

Here $IR$, $R$, and $H$ are used to denote the irrotational, rotational, and the harmonic parts of the associated vector fields. The two symmetric 2–tensors relevant to our analysis may be decomposed as follows (when expressed in local coordinates)

$$h_{ij} = h^{TT}_{ij} + f\gamma_{ij} + (L_W\gamma)_{ij}, \quad (236)$$

$$k^{tr}_{ij} = k^{TT}_{ij} + (L_Y\gamma)_{ij} - \frac{2}{n} \nabla[\gamma]_i Y^m \gamma_{mj}, \quad (237)$$

where $f \in \Omega^0(M), W, Y \in sections\{TM\}$, and $(h^{TT}, k^{TT})$ are symmetric and transverse-traceless with respect to $\gamma$. $h^{TT}$ may formally be written as a linear combination of the eigensolutions of the Lichnerowicz type Laplacian

$$\mathcal{L}_{\gamma, \gamma} m^{TT}_{ij} = \Delta_\gamma m^{TT}_{ij} + (R[\gamma]^{k}_{ij} m + R[\gamma]^{k}_{ji} m)m^{TT}_{km} = ln m^{TT}_{ij}, l \geq 0. \quad (238)$$

In general, the kernel of $\mathcal{L}_{\gamma, \gamma}$ would be finite dimensional on compact manifolds. Expressing $Y$ and $W$ in formal modes,

$$Y(t, x) = \sum_a Y^{IRa}(t)\Theta_a(x) + \sum_a Y^{Ra}(t)\Phi_a(x) + \sum_{b=1}^N Y(t)^{Hb}\zeta_a(x), \quad (239)$$

$$W(t, x) = \sum_a W^{IRa}(t)\Theta_a(x) + \sum_a W^{Ra}(t)\Phi_a(x) + \sum_{b=1}^N W^{Hb}(t)\zeta_a(x) \quad (240)$$

the formal harmonic decompositions of $h_{ij}$ and $k_{ij}$ are as follows

$$h(t, x) = \sum_a h^{TTa}(t)m^{TT}_a(x) + \sum_a \alpha^a(t)\xi_a(x)\gamma + \sum_a \mathcal{W}^{IRa}(t)L_{\Theta_a}\gamma$$

$$+ \sum_a \mathcal{W}^{Ra}(t)L_{\Phi_a}\gamma + \sum_{b=1}^n \mathcal{W}(t)^{Hb}L_{\zeta_a}\gamma,$$

$$k^{tr}(t, x) = \sum_a k^{TTa}(t)m^{TT}_a(x) + \sum_a \gamma^{IRa}(t)L_{\Theta_a}\gamma + \sum_a \gamma^{Ra}(t)L_{\Phi_a}\gamma$$

$$+ \sum_{b=1}^n \gamma^{Hb}(t)L_{\zeta_a}\gamma.$$

One might raise a natural question of why decompose the symmetric 2–tensor fields in terms of the eigenfunctions of $\mathcal{L}_{\gamma, \gamma}$ instead of $\Delta_\gamma$ (as done in [1] and elsewhere).
This is a crucial point of which the natural answer may be stated as follows. Note the evolution equation (120) of $k^{tr}$. The term $'(R[\gamma]^{k \ ij \ m} + R[\gamma]^{k \ ji \ m})h_{km}^{TT}$ appears on the right hand side contained in $\mathcal{L}_{\gamma,\gamma} h$ (it originates from the variation of the Ricci tensor (of $M$)). In the case of $n = 3$, one may utilize the constant sectional curvature property of $\gamma$ (satisfying $R[\gamma]^{ij} = -\frac{1}{3} \delta^{ij}$) to express $R[\gamma]^{ijkl} = -\frac{1}{6} (\delta^{ik} \delta^{jl} - \delta^{il} \delta^{jk})$ and therefore, $'(R[\gamma]^{k \ ij \ m} + R[\gamma]^{k \ ji \ m})h_{km}^{TT}$ simply becomes $-\frac{1}{6} h^{TT}_{ij}$. However, in higher dimensions ($n > 3$), $R[\gamma]^{ij} = -\frac{1}{n} \delta^{ij}$ does not imply that $\gamma$ has constant sectional curvature. Therefore, the reduction mentioned above fails. This problem does not arise if we perform the formal mode decomposition of $TT$ tensors by the eigentensors of $\mathcal{L}_{\gamma,\gamma}$ since in CMCSH gauge the right hand side of the evolution equation (120) contains $\mathcal{L}_{\gamma,\gamma} h^{TT}$. The following ODEs are obtained from the evolution equations in a straightforward way

\[
\begin{align*}
\frac{dh^{TTa}}{dt} &= -2 \frac{a}{a} k^{TTa} + l^{TTa}, \quad l^{TTa} = l^{TT||a}, \quad l^{TT||a} = \frac{2}{a} k^{TT||a}, \quad (241) \\
\frac{dk^{TTa}}{dt} &= -(n - 1) \frac{4}{a} k^{TTa} + \frac{1}{2a} k^{TTa}, \quad (242) \\
\frac{dv^{IRa}}{dt} &= \frac{n}{a} (\gamma_a - n + 1) v^{IRa} - \frac{1}{a} N^a - \gamma_a - 1 D^a, \quad (243) \\
\frac{dD^a}{dt} &= -C_\rho a n \gamma_a^a N^a + \frac{C_\rho a n \theta_a v^{IRa}}{a}, \quad (244) \\
\frac{dv^{Ra}}{dt} &= \frac{n}{a} (\gamma_a - n + 1) v^{Ra} = v^{Ra}(t) = v^{Ra}(t_0) \left( \frac{a(t)}{a(t_0)} \right)^{n(\gamma_a - \frac{n+1}{n})}, \quad (245) \\
\frac{dv^{Hb}}{dt} &= \frac{n}{a} (\gamma_a - n + 1) v^{Hb} = v^{Hb}(t) = v^{Hb}(t_0) \left( \frac{a(t)}{a(t_0)} \right)^{n(\gamma_a - \frac{n+1}{n})}. \quad (246)
\end{align*}
\]

Once the entities $(h^{TTa}, k^{TTa}, D^a, v^{IRa}, v^{Ra}, v^{Hb})$ are obtained, the rest of the unknowns may be obtained in terms of these primary variables utilizing the constraint equations and gauge fixing conditions (119, 124, 126) (which become simply algebraic equations upon implementing the mode decomposition). Therefore, we avoid writing out these equations. Note that the condition $'\gamma \in (1, \frac{n+1}{n})'$ is readily obtained to be a necessary condition for stability.
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