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Abstract

The notion of first order convergence of graphs unifies the notions of convergence for sparse and dense graphs. Nešetřil and Ossona de Mendez [J. Symbolic Logic 84 (2019), 452–472] proved that every first order convergent sequence of graphs from a nowhere-dense class of graphs has a modeling limit and conjectured the existence of such modeling limits with an additional property, the strong finitary mass transport principle. The existence of modeling limits satisfying the strong finitary mass transport principle was proved for first order convergent sequences of trees by Nešetřil and Ossona de Mendez [Electron. J. Combin. 23 (2016), P2.52] and for first order sequences of graphs with bounded path-width by Gajarský et al. [Random Structures Algorithms 50 (2017), 612–635]. We establish the existence of modeling limits satisfying the strong finitary mass transport principle for first order convergent sequences of graphs with bounded tree-width.

1 Introduction

The theory of combinatorial limits is an evolving area of combinatorics. The most developed is the theory of graph limits, which is covered in detail in a recent monograph
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by Lovász [20]. Further results concerning many other combinatorial structures exist, e.g. for permutations [8,15,18,19,23,25] or for partial orders [17,21]. In the case of graphs, limits of dense graphs [5,7,27,28], also see [9,10] for a general theory of limits of dense combinatorial structures, and limits of sparse graphs [1,4,13,16] evolved to a large extent independently. A notion of first order convergence was introduced by Nešetřil and Ossona de Mendez [36,39] as an attempt to unify convergence notions in the dense and sparse regimes. This general notion can be applied in the setting of any relational structures, see e.g. [20] for results on limits of mappings or [22] on matroids. Informally speaking, a sequence of relational structures is first order convergent if for any first order property, the density of ℓ-tuples of the elements having this property converges; a formal definition is given in Subsection 2.1. Every first order convergent sequence of dense graphs is convergent in the sense of dense graph convergence from [6,7], and every first order convergent sequence of graphs with bounded degree is convergent in the sense of Benjamini-Schramm convergence as defined in [2].

A first order convergent sequence of graphs can be associated with an analytic limit object, which is referred to as a modeling limit (see Subsection 2.1 for a formal definition). However, not every first order convergent sequence of graphs has a modeling limit [39] and establishing the existence of a modeling limit for first order convergent sequences of graphs is an important problem in relation to first order convergence of graphs: a modeling limit of a first order convergent sequence of dense graphs yields a graphon, the standard limit object for convergent sequences of dense graphs, and a modeling limit of a first order convergent sequence of sparse graphs that satisfies the strong finitary mass transport principle (see Subsection 2.1 for the definition of the principle) yields a graphing, the standard limit object for convergent sequence of sparse graphs.

Nešetřil and Ossona de Mendez [39] conjectured that every first order convergent sequence of graphs from a nowhere-dense class of graphs has a modeling limit. Nowhere-dense classes of graphs include many sparse classes of graphs, in particular, classes of graphs with bounded degree and minor closed classes of graphs; see [29,32,34] for further details and many applications. The existence of modeling limits for convergent sequences of graphs from a monotone nowhere-dense class of graphs was proven in [38].

**Theorem 1** (Nešetřil and Ossona de Mendez [38]). Let $\mathcal{C}$ be a monotone class of graphs. Every first order convergent sequence of graphs from $\mathcal{C}$ has a modeling limit if and only if $\mathcal{C}$ is nowhere-dense.

Theorem 1 gives little control on the measure of vertex subsets in a modeling limit, which naturally have the same size in finite graphs, e.g., those joined by a perfect matching. The strong finitary mass transport principle, vaguely speaking, translates natural constraints on sizes of vertex subsets to measures of corresponding vertex subsets in a modeling limit. We refer to Subsection 2.1 for further details.
Nešetřil and Ossona de Mendez [38] conjectured that Theorem 1 can be strengthened by adding a condition that modeling limits satisfy the strong finitary mass transport principle.

**Conjecture 1** (Nešetřil and Ossona de Mendez [38, Conjecture 6.1]). Let $C$ be a nowhere-dense monotone class of graphs. Every first order convergent sequence of graphs from $C$ has a modeling limit that satisfies the strong finitary mass transport principle.

The existence of modeling limits satisfying the strong finitary mass transport principle is known for first order convergent sequences of trees of bounded depth and more generally sequences of graphs with bounded tree-depth [39], sequences of trees [36] and sequences of graphs with bounded path-width [14], which can be interpreted in plane trees. Our main result (Theorem 2) establishes the existence of modeling limits satisfying the strong finitary mass transport principle for sequences of graphs with bounded tree-width.

**Theorem 2.** Let $k$ be a positive integer. Every first-order convergent sequence of graphs with tree-width at most $k$ has a modeling limit satisfying the strong finitary mass transport principle.

While it may seem at the first sight that a proof of Theorem 2 can be an easy combination of a proof of the existence of modeling limits satisfying the strong finitary mass transport principle for trees from [36] and for graphs with bounded path-width [14], this is actually not the case. In fact, the argument in [14] is based on interpretation of graphs with bounded path-width in plane trees, i.e., the results in both [14] and [36] on the existence of modeling limits satisfying the strong finitary mass transport principle do not go significantly beyond the class of trees.

We have not been able to find a first order interpretation of graphs with bounded tree-width in (plane) trees, and we believe that this is related to a possibly complex structure of vertex cuts in such graphs, which need to be addressed using a more general approach. Specifically, the proof of Theorem 2 is based on constructing modeling limits of rooted $k$-trees, whose orientation essentially encodes the universal weak coloring orders studied in relation to sparse classes of graphs [34], so the proof may be amenable to an extension to graph classes with bounded expansion in principle. We remark that our arguments can be easily adapted to show the existence of modeling limits of first order convergent sequences of graphs with bounded tree-width that are residual, which could yield an alternative proof of Theorem 2 when combined with the framework described in [36, Theorem 1].

The proof of Theorem 2, similarly to the proof of the existence of modeling limits of plane trees in [14], has two steps: the decomposition step, focused on distilling first order properties of graphs in the sequence, and the composition step, focused on constructing...
a modeling limit consistent with the identified first order properties. These two steps also appear implicitly in [36,39], in particular, the decomposition step is strongly related to the comb structure results presented in [36,39]. The arguments of the decomposition step of the proof of Theorem 2 are analogous to those used in [14, Subsection 3.1]. The composition step however requires a conceptual extension of techniques used for modeling limits of trees as we had to deal with vertex separations of sizes larger than one. This was achieved by a careful analysis of different types of paths arising in the orientation corresponding to a weak coloring order. This analysis allows defining the edge set of a modeling limit in a measurable and consistent way for vertex separations of sizes larger than one.

The paper is organized as follows. In Section 2 we introduce notation used in the paper, in particular, notions related to graphs with bounded tree-width, first order convergence, and model theory. In Section 3, we overview the decomposition step from [14] and phrase the presented results in the context of graphs with bounded tree-width. The core of the paper is Section 4 where we construct modeling limits of edge-colored rooted \(k\)-trees that satisfy the strong finitary mass transport principle. This construction is then used in Section 5 to prove Theorem 2.

\section{Notation}

We first introduce notation specific to this paper. For the notions not defined here, we refer the reader to [11] and [12] for the graph theory terminology and the model theory terminology, respectively. Some of the less common general notation that we use here include the following. The set of the first \(k\) positive integers is denoted by \([k]\) and \(\mathbb{N}_0\) denotes the set of all non-negative integers. If \(x\) is a real number and \(z\) is a positive real, we write \(x \mod z\) for the unique real \(x' \in [0, z)\) such that \(x = x' + kz\) for some \(k \in \mathbb{Z}\). Finally, if \(G\) is a graph, then \(|G|\) stands for the number of vertices of \(G\).

A graph has tree-width at most \(k\) if and only if it is a subgraph of a \(k\)-tree. A \(k\)-tree can be defined recursively as follows: each complete graph with at most \(k\) vertices is a \(k\)-tree, and if \(G\) is a \(k\)-tree, then any graph obtained from \(G\) by adding a vertex adjacent to \(k\) vertices forming a complete subgraph is also \(k\)-tree. We next define a notion of a rooted \(k\)-tree; the definition is also recursive. Any transitive tournament with at most \(k\) vertices is a rooted \(k\)-tree, and if \(G\) is a rooted \(k\)-tree and \(v_1, \ldots, v_k\) are vertices that form a transitive tournament, then the graph obtained from \(G\) by adding a new vertex \(v\) and adding an edge directed from \(v\) to \(v_i\) for every \(i \in [k]\) is also a rooted \(k\)-tree. Observe that every rooted \(k\)-tree is an acyclic orientation of a \(k\)-tree (the converse need not be true). In the setting above, assume that \(v_1 \cdots v_k\) is a directed path; we say that the vertex \(v_i\), \(i \in [k]\), is the \(i\)-parent of the vertex \(v\) and the vertex \(v\) is an \(i\)-child of \(v_i\).

We extend this notation to the initial tournament by setting the out-neighbors of each
vertex to be its 1-parent, 2-parent, etc. in a way that a vertex with \( \ell \) out-neighbors has an \( i \)-parent for every \( i \in [\ell] \) and there is an edge from its \( i \)-parent to its \( i' \)-parent for every \( i < i' \). An edge from \( v \) to its \( i \)-parent is referred to as an \( i \)-edge. Hence, every edge is an \( i \)-edge for some \( i \in [k] \). To simplify our exposition, we say that \( e \) is an \( A \)-edge for \( A \subseteq [k] \) if \( e \) is an \( i \)-edge for some \( i \in A \). Finally, when \( i \) is not important for our considerations, we may just say that \( v' \) is a parent of \( v \), and \( v \) is a child of \( v' \), if there is a directed edge from \( v \) to \( v' \), i.e., when \( v' \) is an \( i \)-parent of \( v \) for some \( i \in [k] \).

We state several simple properties of rooted \( k \)-trees in the form of propositions to be able to refer to them later in our exposition.

**Proposition 3.** The tree-width of a graph \( G \) is the minimum \( k \) for which there exists an orientation of \( G \) that is a spanning subgraph of a rooted \( k \)-tree.

**Proposition 4.** Let \( G \) be a rooted \( k \)-tree, \( v \) a vertex of \( G \), and \( w \) and \( w' \) the \( i \)-parent and \( i' \)-parent of \( v \) for some \( i < i' \). Then the vertex \( w' \) is an \( i'' \)-parent of \( w \) for some \( i'' \leq i' \).

In our exposition, we will consider rooted \( k \)-trees with edges colored with two colors, which we will refer to as 2-edge-colored \( k \)-trees. Hence, each edge of a 2-edge-colored \( k \)-tree is an \( i \)-edge for some \( i \in [k] \) and also has one of the two colors. In the proof of our main result, given a convergent sequences of graphs \((G_n)_{n \in \mathbb{N}}\) with tree-width \( k \), we construct modeling limits for a convergent sequence of 2-edge-colored \( k \)-trees such that the graphs \( G_n \) are spanning subgraphs of the 2-edge-colored \( k \)-trees. The 2-coloring of the edges of the 2-edge-colored \( k \)-trees encodes which edges of the \( k \)-trees of the sequence are also edges of the graphs \( G_n \).

### 2.1 First order convergence

We now formally define the notion of first order convergence. This notion can be used for all relational structures and beyond, e.g., matroids \([22]\), however, for simplicity, we limit our exposition to graphs, which may (but need not) be directed and edge-colored. In particular, in the case of 2-edge-colored \( k \)-trees, we consider relational structures with \( k + 2 \) binary relations such that \( k \) of them encode the relation between vertices and their \( i \)-parents, \( i \in [k] \), and two binary relations encode the edge-coloring with two colors. If \( \psi \) is a first order formula with \( \ell \) free variables and \( G \) is a (finite) graph, then the **Stone pairing** \( \langle \psi, G \rangle \) is the probability that a uniformly chosen \( \ell \)-tuple of vertices of \( G \) satisfies \( \psi \). A sequence \((G_n)_{n \in \mathbb{N}}\) of graphs is **first order convergent** if the limit \( \lim_{n \to \infty} \langle \psi, G_n \rangle \) exists for every first order formula \( \psi \). Every sequence of graphs has a first order convergent subsequence, see e.g. \([33, 35, 39]\).

A **modeling** \( M \) is a (finite or infinite) graph with a standard Borel space used as its vertex set equipped with a probability measure such that for every first order formula
ψ with ℓ free variables, the set of all ℓ-tuples of vertices of M satisfying a formula ψ is measurable in the product measure. In the analogy to the graph case, the Stone pairing ⟨ψ, M⟩ is the probability that a randomly chosen ℓ-tuple of vertices satisfies ψ, i.e., ⟨ψ, M⟩ is the measure of the set containing ℓ-tuples of vertices v1, . . . , vℓ such that M |= ψ(v1, . . . , vℓ). If a finite graph is viewed as a modeling with a uniform discrete probability measure on its vertex set, then the Stone pairings for the graph and the modeling obtained in this way coincide. A modeling M is a modeling limit of a first order convergent sequence (Gn)n∈N if

\[ \lim_{n \to \infty} \langle \psi, G_n \rangle = \langle \psi, M \rangle \]

for every first order formula ψ.

Every modeling limit M of a first order convergent sequence of graphs satisfies the finitary mass transport principle. This means that for any two given first order formulas ψ and ψ′, each with one free variable, such that every vertex v satisfying ψ(v) has at least a neighbors satisfying ψ′ and every vertex v satisfying ψ′(v) has at most b neighbors satisfying ψ, it holds that

\[ a \langle \psi, M \rangle \leq b \langle \psi', M \rangle. \]

For further details, we refer the reader to [36].

A stronger variant of this principle, known as the strong finitary mass transport principle, requires that the following holds for any measurable subsets A and B of the vertices of M: if each vertex of A has at least a neighbors in B and each vertex of B has at most b neighbors in A, then

\[ a \mu(A) \leq b \mu(B), \]

where μ is the probability measure of M. Note that the assertion of the finitary mass transport principle requires this inequality to hold only for first order definable subsets of vertices.

The strong finitary mass transport principle is satisfied by any finite graph when viewed as a modeling but it need not hold for modelings in general; for example, the modeling with the vertex set [0, 1] and the edge set formed by a perfect matching between the Cantor set (or any other uncountable set of measure 0) and its complement does not satisfy the strong finitary mass transport principle. In particular, the existence of a modeling limit of a first order convergent sequence of graphs does not a priori imply the existence of a modeling limit satisfying the strong finitary mass transport principle, and indeed the modeling limits constructed in [38] do not satisfy the strong finitary mass transport principle in general. The importance of the strong finitary mass transport principle comes from its relation to graphings, which are limit representations of Benjamini-Schramm convergent sequences of bounded degree graphs, as a modeling limit of a first order convergent sequence of bounded degree graphs must satisfy the strong finitary mass transport principle in order to be a graphing, see [39, Subsection 3.2].
2.2 Hintikka chains

Our argument uses the topological space of Hintikka chains, which was used in [14] and which we now recall. We remark that this space is homeomorphic to the Stone dual of \(\text{FO}^\text{local}_1\) studied in [36, 38, 39] (the formal definition of \(\text{FO}^\text{local}_1\) is below). Hintikka sentences are maximally expressive sentences with a certain quantifier depth, and, informally speaking, Hintikka chains form a local variant of this notion with a single free variable.

Consider a signature that includes the signature of graphs and is finite except that it may contain countably many unary relational symbols. In the exposition of our main argument, the signature will consist of \(k + 2\) binary relational symbols and countably many unary relation symbols: \(k\) binary relational symbols for \(i\)-edges for \(i \in [k]\), two binary relational symbols for each of the two color classes of the 2-edge-coloring, and countably many unary relational symbols \(U_i, i \in \mathbb{N}\). In our setting, each unary relational symbols will be satisfied by at most one vertex and will be used to pinpoint some special vertices in graphs that we consider.

A first order formula \(\psi\) where each quantifier is restricted to the neighbors of one of the vertices is said to be local, i.e., it only contains quantifiers of the form \(\forall_x z\) or \(\exists_x z\) and \(x\) is required to be a neighbor of \(z\) in one of the binary relations. For example, we can express that a vertex \(z\) has a neighbor of degree exactly one with the local formula \(\psi(z) \equiv \exists_x x \forall_y y = z\). Recall that every formula whose satisfaction depends on a finite neighborhood of its free variables is equivalent to a local formal in the just syntactically defined way. The quantifier depth of a local formula is defined in the usual way. A formula is a \(d\)-formula if its quantifier depth is at most \(d\) and it does not involve any unary predicates \(U_i\) with \(i > d\); a \(d\)-formula with no free variables is referred to as a \(d\)-sentence.

The same argument as in the textbook case of first order sentences yields that there are only finitely many non-equivalent local \(d\)-formulas with one free variable for every \(d\). Let \(\text{FO}^\text{local}_1\) be a maximal set of non-equivalent local formulas with one free variable, i.e., a set containing one representative from each equivalence class of local formulas with one free variable, that are chosen in a way that from each class a \(d\)-formula with \(d\) as small as possible is chosen as a representative. If \(d\) is an integer, the \(d\)-Hintikka type of a vertex \(v\) of a (not necessarily finite) graph \(G\) is the set of all \(d\)-formulas \(\psi \in \text{FO}^\text{local}_1\) such that \(G \models \psi(v)\). We can visualize relations of mutually consistent Hintikka types by an infinite rooted tree \(\mathcal{T}_{\text{FO}^\text{local}_1}\): every \(d\)-Hintikka types for \(d \in \mathbb{N}\) is associated with one of the non-root vertices of the tree \(\mathcal{T}_{\text{FO}^\text{local}_1}\), every vertex associated with a \(1\)-Hintikka type is a child of the root, and a vertex associated with a \(d\)-Hintikka type for \(d \geq 2\) is a child of the unique vertex associated with the \((d - 1)\)-Hintikka type that contains all formulas equivalent to the \((d - 1)\)-formulas contained in the \(d\)-Hintikka type. Observe that every vertex of the infinite rooted tree \(\mathcal{T}_{\text{FO}^\text{local}_1}\) has a finite degree.
A $d$-formula $\psi \in \FO^\text{local}_1$ is called a $d$-Hintikka formula if there exist a (not necessarily finite) graph $G$ and a vertex $v$ of $G$ such that $\psi$ is equivalent to the conjunction of the formulas in the $d$-Hintikka type of the vertex $v$ of the graph $G$ (note that $\psi$ must actually be equivalent to one of the formulas in the $d$-Hintikka type of $v$); in what follows, we simply speak about a Hintikka formula in case that $d$ is not important. Fix a $d$-Hintikka formula $\psi$. Observe that if $v$ is a vertex of a graph $G$ and $v'$ is a vertex of a graph $G'$ such that $G \models \psi(v)$ and $G' \models \psi(v')$, then the $d$-Hintikka types of $v$ and $v'$ are the same. So, we can speak of the $d$-Hintikka type of $\psi$; these are all $d$-formulas $\psi' \in \FO^\text{local}_1$ such that if $G \models \psi(v)$, then $G \models \psi'(v)$ for any graph $G$ and any vertex $v$ of $G$. Note that the $d$-Hintikka type of $\psi$ is uniquely determined by $\psi$, and so each non-root vertex of the tree $\mathcal{T}_{\FO^\text{local}_1}$ can be associated with a single $d$-Hintikka formula.

A Hintikka chain is a sequence $(\psi_d)_{d \in \mathbb{N}}$ such that $\psi_d$ is a $d$-Hintikka formula and the $d$-Hintikka type of $\psi_d$ contains formulas equivalent to $\psi_1, \ldots, \psi_{d-1}$. In the infinite rooted tree $\mathcal{T}_{\FO^\text{local}_1}$, Hintikka chains are in one-to-one correspondence with infinite paths from the root: if $(\psi_d)_{d \in \mathbb{N}}$ is a Hintikka chain, then the path is formed by the root and the vertices associated with the $d$-Hintikka type of $\psi_d$. This implies that for every $d$-Hintikka formula $\psi_d$, there are only finitely many $(d+1)$-Hintikka formula $\psi_{d+1}$ such that the $(d+1)$-Hintikka type of $\psi_{d+1}$ contains $\psi_d$. Following the standard terminology related to infinite rooted trees, we refer to infinite paths from the root in the tree $\mathcal{T}_{\FO^\text{local}_1}$ as to rays, and when we speak of a subtree of $\mathcal{T}_{\FO^\text{local}_1}$, we mean a subgraph formed by a vertex and all its descendants. Note that if $G$ is a finite graph and $v$ a vertex of $G$, then the Hintikka chain $(\psi_d)_{d \in \mathbb{N}}$ such that $G \models \psi_d(v)$ satisfies that there exists $d_0 \in \mathbb{N}$ such that $\psi_d = \psi_{d_0}$ for all $d \geq d_0$. However, this is not true for infinite graphs $G$. If $\psi$ is a $d$-Hintikka formula, the set $\{(\psi_i)_{i \in \mathbb{N}} : \psi_d = \psi\}$ of Hintikka chains is called basic. Observe that basic sets of Hintikka chains correspond to sets of rays in $\mathcal{T}_{\FO^\text{local}_1}$. The set of Hintikka chains (formed by Hintikka formulas with a fixed signature) can be equipped with the topology with the base formed by basic sets; basic sets are clopen in this topology. This defines a Polish space on the set of Hintikka chains, which is homeomorphic to the Stone dual of $\FO^\text{local}_1$ studied in [33, 39]. Also note that the topology that we have just defined is the same as the natural way of defining a topology on the space of rays of an infinite rooted tree. Finally, observe that for every formula $\psi \in \FO^\text{local}_1$, say $\psi$ is a $d$-formula, the set of all Hintikka chains $(\psi_i)_{i \in \mathbb{N}}$ such that the $d$-Hintikka type of $\psi_d$ contains $\psi$ is a finite union of basic sets. In particular, the set of all such Hintikka chains is clopen in the just defined topology.
3 Decomposition step

Our main argument consists of two steps, which we refer in the analogy to [14] as the decomposition step and the composition step. In this section, we present the former, which is analogous to that for plane trees given in [14, Section 3.1]; this step is also closely related to comb structure results presented in [36, 39]. As the decomposition step follows closely [14, Section 3.1] and the arguments are analogous, we present the main ideas and refer the reader to [14, Section 3.1] for further details.

We start with recalling the following structural result from [37].

**Theorem 5.** Let $\mathcal{C}$ be a nowhere-dense class of graphs. For every $d \in \mathbb{N}$ and $\varepsilon > 0$, there exists $N \in \mathbb{N}$ such that every graph $G \in \mathcal{C}$ contains a set $S$ of at most $N$ vertices such that the $d$-neighborhood of every vertex $G \setminus S$ contains at most $\varepsilon |G|$ vertices.

We will enhance the signature of graphs by countably many unary relations $U_i$, $i \in \mathbb{N}$; these relations will identify vertices described in Theorem 5, whose removal makes the considered sequence of graphs residual in the sense of [36, 38]. In particular, we will require that no vertex satisfies more than one of the relations $U_i$, $i \in \mathbb{N}$, and each relation is satisfied by at most one vertex. To simplify our notation, we will write $c_i$ for the vertex satisfying $U_i$ if it exists. We will refer to graphs with unary relations $U_i$, $i \in \mathbb{N}$, as to *marked graphs* following the terminology used in [38]. A sequence of marked graphs $(G_n)_{n \in \mathbb{N}}$ is *null-partitioned* if the following two conditions hold (the definition is analogous to that for plane trees in [14]):

- for every $k \in \mathbb{N}$, there exists $n_k \in \mathbb{N}$ such that there exist unique distinct vertices satisfying $U_1, \ldots, U_k$ in $G_n$ for every $n \geq n_k$, i.e., the vertices $c_1, \ldots, c_k$ are well-defined in $G_n$ for every $n \geq n_k$, and

- for every $\varepsilon > 0$, there exist integers $n_0 \geq n_k$ and $k_0$ such that the size of each component of $G_n \setminus \{c_1, \ldots, c_{k_0}\}$ is at most $\varepsilon |G_n|$ for every $n \geq n_0$ (note that the vertices satisfying $U_1, \ldots, U_{k_0}$ in $G_n$ exist since $n_0 \geq n_k$).

Note that if $(G_n)_{n \in \mathbb{N}}$ is null-partitioned, then the number of vertices of the graphs $G_n$ must tend to infinity (otherwise, the first property cannot hold).

The following lemma, which is a counterpart of [14, Lemma 4] and the proof follows the same lines, readily follows from Theorem 5 and also follows from the existence of marked quasi-residual sequences used in [38].

**Lemma 6.** Let $\mathcal{C}$ be a nowhere-dense monotone class of graphs. Let $(G_n)_{n \in \mathbb{N}}$ be a first order convergent sequence of graphs $G_n \in \mathcal{C}$ such that the orders of $G_n$ tend to infinity. There exists a first order convergent null-partitioned sequence $(G'_n)_{n \in \mathbb{N}}$ obtained from a subsequence of $(G_n)_{n \in \mathbb{N}}$ by interpreting unary relational symbols $U_i$, $i \in \mathbb{N}$.
The first order properties are linked with Ehrenfeucht-Fraïssé games [12]. It is well-known that two structures satisfy the same first order sentences with quantifier depth $d$ if and only if the duplicator has a winning strategy for the $d$-round Ehrenfeucht-Fraïssé game played on two structures, in our settings, on two 2-edge-colored rooted marked $k$-trees. The $d$-round Ehrenfeucht-Fraïssé game is played by two players, called the spoiler and the duplicator. In the $i$-th round, the spoiler chooses a vertex of one of the $k$-trees (the spoiler can choose a different $k$-tree in different rounds) and places the $i$-th pebble on that vertex. The duplicator responds with placing the $i$-th pebble on a vertex of the other $k$-tree. At the end of the game, the duplicator wins if the mapping between the subforests induced by the vertices with the pebbles that maps the vertex with the $i$-pebble in the first $k$-tree to the vertex with the $i$-pebble in the other $k$-tree is an isomorphism preserving the $j$-parent relations, $j \in [k]$, the unary relations $U_i$, $i \in \mathbb{N}$, and the edge colors. If two 2-edge-colored rooted marked $k$-trees $G$ and $G'$ satisfy the same $d$-sentences if and only if the duplicator has a winning strategy for the $d$-round Ehrenfeucht-Fraïssé game when played with two 2-edge-colored rooted marked $k$-trees $G$ and $G'$ with all unary relations $U_i$, $i > k$, set to be empty.

The following theorem is the counterpart of [14, Theorem 6]. The theorem can be proven using an argument analogous to that used to prove [14, Lemma 5], which is based on the link of $d$-sentences to the $d$-round Ehrenfeucht-Fraïssé games presented above. However, in our (simpler) setting not involving ordered edge incidences, the statement of the theorem for each $d \in \mathbb{N}$ directly follows from Hanf’s Theorem applied to relational structures obtained by removing unary relations $U_i$ with $i > d$. An analogous argument yields that Gaifman’s Locality Theorem also extends to our setting when neighborhoods of vertices are replaced with Hintikka types of vertices.

**Theorem 7.** For every integer $d$, there exist integers $D$ and $\Gamma$ such that for any two (not necessarily finite) 2-edge-colored rooted marked $k$-trees $G$ and $G'$ if the $k$-trees $G$ and $G'$ have the same number of vertices of each $D$-Hintikka type or the number of the vertices of this type is at least $\Gamma$ in both $G$ and $G'$, then the sets of $d$-sentences satisfied by $G$ and $G'$ are the same.

Fix a first order convergent null-partitioned sequence of 2-edge-colored rooted marked $k$-trees $(G_n)_{n \in \mathbb{N}}$. We associate the sequence with two functions, $\nu : \text{FO}_1^{\text{local}} \to \mathbb{N}_0 \cup \{\infty\}$ and $\mu : \text{FO}_1^{\text{local}} \to [0, 1]$, which we will refer to as the *discrete Stone measure* and the *Stone measure* of the sequence (strictly speaking, $\nu$ and $\mu$ are not measures as they are not defined on a $\sigma$-algebra, however, each can be extended to a measure on the $\sigma$-algebra formed by Borel sets of Hintikka chains as argued in the next paragraph). If $\psi \in \text{FO}_1^{\text{local}}$, then $\nu(\psi)$ is the limit of the number of vertices $u$ such that $G_n \models \psi(u)$, and $\mu(\psi)$ is the limit of $\langle \psi, G_n \rangle$. In the analogy to the finite case, if $M$ is a modeling, we define its *discrete Stone measure* and its *Stone measure* by setting $\nu(\psi) = |\{u \text{ s.t. } M \models \psi(u)\}|$ and $\mu(\psi) = \langle \psi, M \rangle$ for $\psi \in \text{FO}_1^{\text{local}}$. 
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As we have already mentioned, the Stone measure $\mu$ defined in the previous paragraph yields a measure on the $\sigma$-algebra formed by Borel sets of Hintikka chains. This follows from [39, Theorem 2.6] but we sketch a short self-contained argument. Let $R$ be the ring formed by finite unions of basic sets of Hintikka chains; observe that $R$ consists of finite unions of disjoint basic sets of Hintikka chains, which were introduced in Subsection 2.2, and each basic set of Hintikka chains is formed by all Hintikka chains containing a particular Hintikka formula. Let $X \in R$ be the union of disjoint basic sets corresponding to Hintikka formulas $\psi_1, \ldots, \psi_k$ and define $\mu_R(X) = \mu(\psi_1) + \cdots + \mu(\psi_k)$. Clearly, the mapping $\mu_R$ is additive. Since every countable union of non-empty pairwise disjoint sets from $R$ that is contained in $R$ must be finite (this is implied by König’s Lemma applied to the infinite rooted tree $T_{\text{FO}_{\text{local}}}$), the mapping $\mu_R$ is a premeasure. By Carathéodory’s Extension Theorem, the premeasure $\mu_R$ extends to a measure on the $\sigma$-algebra formed by Borel sets of Hintikka chains. We will also use $\mu$ to denote this measure, which is uniquely determined by the Stone measure $\mu$; we believe that no confusion can arise by doing us so.

The following lemma relates first order convergent sequences of 2-edge-colored rooted marked $k$-trees and their modeling limits. The proof is analogous to that of [14, Lemma 7], and it can also be derived from [36, Theorem 36], also see [38, Proof of Theorem 17].

**Lemma 8.** Let $(G_n)_{n \in \mathbb{N}}$ be a first order convergent null-partitioned sequence of 2-edge-colored rooted marked $k$-trees with increasing orders and let $\nu$ and $\mu$ be its discrete Stone measure and Stone measure, respectively. If $M$ is a 2-edge-colored rooted $k$-tree modeling such that

- the discrete Stone measure of $M$ is $\nu$, in particular, there exists exactly one vertex $c_i$ of $M$ that satisfies the unary relation $U_i$,
- the Stone measure of $M$ is $\mu$,
- the $r$-neighborhood in $M \setminus \{c_i, i \in \mathbb{N}\}$ of each vertex in $M \setminus \{c_i, i \in \mathbb{N}\}$ has zero measure for every $r \in \mathbb{N}$,

then $M$ is a modeling limit of $(G_n)_{n \in \mathbb{N}}$.

Note that Lemma 8 says in particular that if $M$ is a modeling such that

$$\lim_{n \to \infty} \langle \psi, G_n \rangle = \langle \psi, M \rangle$$

for every $\psi \in \text{FO}_{\text{local}}^1$, the discrete Stone measure of $M$ is $\nu$, and the modeling has a residuality property with respect to the vertices that null-partition graphs $G_n$, then

$$\lim_{n \to \infty} \langle \psi, G_n \rangle = \langle \psi, M \rangle$$

for every first order formula $\psi$. 
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4 Composition step

The following theorem is the core result of this paper.

**Theorem 9.** Fix a positive integer $k$. Let $(G_n)_{n \in \mathbb{N}}$ be a first order convergent null-partitioned sequence of 2-edge-colored rooted marked $k$-trees and let $\nu$ and $\mu$ be its discrete Stone measure and Stone measure, respectively. Then there exists a modeling $M$ such that

- the discrete Stone measure of $M$ is $\nu$,
- the Stone measure of $M$ is $\mu$,
- there exists exactly one vertex $c_i$ of $M$ that satisfies the unary relation $U_i$ for all $i \in \mathbb{N}$,
- the $r$-neighborhood of each vertex in $M \setminus \{c_i, i \in \mathbb{N}\}$ has zero measure for every $r \in \mathbb{N}$,
- the modeling $M$ satisfies the strong finitary mass transport principle, and
- the modeling $M$ also satisfies the strong finitary mass transport principle when all edges of one of the two colors are removed.

**Proof.** We start by extending the mapping $\nu$ to Hintikka chains: if $\Psi = (\psi_i)_{i \in \mathbb{N}}$ is a Hintikka chain, then we define

$$\nu(\Psi) = \lim_{i \to \infty} \nu(\psi_i);$$

note that the limit always exists since $\nu(\psi_i)_{i \in \mathbb{N}}$ is non-increasing. Note that the support of the measure $\mu$ is the set containing all Hintikka chains $(\psi_i)_{i \in \mathbb{N}}$ such that the measure of the basic set of Hintikka chains corresponding to $\psi_i$ is positive for every $i \in \mathbb{N}$. We show that the support of the measure $\mu$ is a subset of $\nu^{-1}(\infty)$; in general, the support of $\mu$ need not be equal to $\nu^{-1}(\infty)$. Assume for contradiction that $\nu(\Psi) = k \in \mathbb{N}$ for some $\Psi$ in the support of $\mu$. Then there exists a $d$-Hintikka formula $\psi_d$ such that $\nu(\psi_d) = k$. Hence, there exists $n_0$ such that every $G_n$, $n \geq n_0$, contains exactly $k$ vertices $u_1, \ldots, u_k$ such that $G_n \models \psi_d(u_i)$ for $i \in [k]$. Since the number of vertices of the graphs $G_n$, $n \in \mathbb{N}$ tend to infinity (as the sequence $(G_n)_{n \in \mathbb{N}}$ is null-partitioned) and the Stone pairing $\langle \psi_d, G_n \rangle$ for every $n \geq n_0$ is equal to $k$ divided by the number of vertices of $G_n$, it follows that $\mu(\psi_d) = 0$. Consequently, the measure of the basic set of Hintikka chains corresponding to $\psi_d$ is zero contradicting the assumption that $\Psi$ is in the support of $\mu$.

The proof is next split into several steps, each of which we start with a brief title that gives a description of the step.
**Vertex set.** The vertex set of the modeling $M$ that we construct consists of two sets: $V_f$ contains all pairs $(\Psi, i)$ where $\Psi$ is a Hintikka chain such that $\nu(\Psi) \in \mathbb{N}$ and $i \in [\nu(\Psi)]$, and $V_\infty = \nu^{-1}(\infty) \times [0, 1]^{2k+1}$. Observe that the set $V_f$ is countable; indeed, if $\nu(\Psi) \in \mathbb{N}$, then there exists $d \in \mathbb{N}$ such that the $d$-th formula $\psi_d$ of $\Psi$ satisfies $\nu(\psi_d) = \nu(\Psi)$; since the number of Hintikka formulas is countable, it follows that $V_f$ is countable. Also note that for every $i \in \mathbb{N}$, the set $V_f$ contains the unique vertex satisfying $U_i$. The topology on $V_f \cup V_\infty$ is defined later.

A Hintikka chain encodes many properties of a vertex. In particular, it uniquely determines the Hintikka chain of the $i$-parent of the vertex $v$ for each $i \in [k]$, which we will refer to as the $i$-parent Hintikka chain. The Hintikka chain also determines whether the vertex is one of the vertices satisfying $U_i$, $i \in \mathbb{N}$, and whether it is contained in the initial tournament (initial stands here for initial in the recursive definition of a rooted $k$-tree). Furthermore, the Hintikka chain also determines the number of children that satisfy a particular local first order formula and, more generally, that have a certain Hintikka chain. Finally, the Hintikka chain describes the existence or the non-existence of finite paths consisting only of $A$-edges for arbitrary $A \subseteq [k]$ between the parents of the vertex. We say that an $i$-edge $e$ contained in such a path is $m$-finitary for $m \in \mathbb{N}$ if the head of $e$ is the head of exactly $m$ $i$-edges whose tail has the same Hintikka chain as the tail of $e$. If an edge $e$ is $m$-finitary for some $m$, we say that $e$ is finitary, otherwise if $e$ is not $m$-finitary for any $m$, then $e$ is infinitary. Note that whether $e$ is $m$-finitary for some $m \in \mathbb{N}$ or infinitary is implied by the Hintikka chain of either the head or the tail of $e$. In a slightly informal way, we will be speaking about all these properties as the properties of the Hintikka chain.

**Unary relations.** We now continue with the construction of the modeling $M$ with defining the unary relations $U_i$, $i \in \mathbb{N}$. For each $i \in \mathbb{N}$, there is exactly one Hintikka chain $\Psi$ with $\nu(\Psi) > 0$ such that the vertex of $\Psi$ satisfies $U_i$. It holds $\nu(\Psi) = 1$ for such a Hintikka chain $\Psi$, and the vertex $(\Psi, 1) \in V_f$ will be the unique vertex of $M$ satisfying the unary relation $U_i$. In what follows, we write $c_i$ for this vertex of $M$.

**Edges.** We next define the edges of the modeling $M$ by describing the edges leading from each vertex of $M$ to its parents. To do so, we fix for every $d \in [2k]$ a continuous measure preserving bijection $\zeta^d : [0, 1) \rightarrow [0, 1)^d$; for $x \in [0, 1)$ and $i \in [d]$, we write $\zeta^d(x)$ for the $i$-th coordinate of $\zeta^d(x)$.

We first consider the vertices contained in $V_f$. Let $(\Psi, m) \in V_f$ (note that such a vertex may be one of the vertices $c_i$, $i \in \mathbb{N}$). For every $i \in [k]$ such that $\Psi$ implies the existence of an $i$-parent, we proceed as follows. The definition of the discrete Stone measure and the first order convergence of $(G_n)_{n \in \mathbb{N}}$ imply that there exists $d_0 \in \mathbb{N}$ such that for every $d \geq d_0$ there exists $n_d \in \mathbb{N}$ such that every graph $G_n$, $n \geq n_d$, has exactly $\nu(\Psi)$ vertices satisfying the $d$-th formula of the Hintikka chain $\Psi$. Let $\Psi'$ be the $i$-parent Hintikka chain of $\Psi$. Observe that $\Psi' \neq \Psi$; otherwise, since the $i$-parent of every vertex of $G_{n_{d_0}+1}$ whose $(d_0 + 1)$-Hintikka type is the $(d_0 + 1)$-th formula of the Hintikka chain
\(\Psi\) has the \(d_0\)-Hintikka type equal to the \(d_0\)-th formula of the Hintikka chain \(\Psi\), the \((d_0 + 1)\)-Hintikka type of the \(i\)-parent is equal to the \((d_0 + 1)\)-th formula of the Hintikka chain \(\Psi\), and so the vertices whose \((d_0 + 1)\)-Hintikka type is the \((d_0 + 1)\)-th formula of the Hintikka chain \(\Psi\) form a cycle, which is impossible since any rooted \(k\)-tree is acyclic. Note that the Hintikka chain of \(\Psi\) determines the number of \(i\)-children whose \(d_0\)-Hintikka type is the \(d_0\)-th formula of the Hintikka chain \(\Psi\), and let \(D\) be this number. Since every graph \(G_n, n \geq n_{D+D+2}, \ d \geq d_0\), has exactly \(\nu(\Psi)\) vertices whose \(d\)-Hintikka type is the \(d\)-th formula of the Hintikka chain \(\Psi\), the \(i\)-parent of each of these vertices has its \((d + D + 1)\)-Hintikka type equal to the \((d + D + 1)\)-th formula of the Hintikka chain \(\Psi\), and this \(i\)-parent has exactly \(D\) \(i\)-children whose \(d\)-Hintikka type is the \(d\)-th formula of the Hintikka chain \(\Psi\), we obtain that \(\nu(\Psi') \neq \infty\) and \(\nu(\Psi) = D \nu(\Psi')\). In particular, \(\nu(\Psi')\) is a non-zero integer which divides \(\nu(\Psi)\). In the modeling \(M\), we set the \(i\)-parent of the vertex \((\Psi, m)\) to be the vertex \((\Psi', m')\) where \(m' = \lceil m \nu(\Psi') / \nu(\Psi) \rceil\), and the color of the edge from \((\Psi, m)\) to \((\Psi', m')\) as determined by the Hintikka chain \(\Psi\). This determines all edges between the vertices of \(V_f\), which include all edges leaving the vertices of \(V_f\).

Next, consider a vertex \((\Psi, n_0, h_1, n_1, \ldots, h_k, n_k) \in V_\infty\). Fix \(i \in [k]\). Since there are at most \(k\) vertices without an \(i\)-parent (these are the vertices of the initial tournament in the definition of a rooted \(k\)-tree), the Hintikka chain \(\Psi\) determines that the vertex described by \(\Psi\) has an \(i'\)-parent for every \(i' \in [k]\), in particular, it has an \(i\)-parent. Let \(\Psi'\) be the Hintikka chain of the \(i\)-parent.

We consider all finite directed paths from \((\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)\) to its \(i\)-parent whose existence is implied by \(\Psi\); we will say that a directed path (whose existence is implied by \(\Psi\)) from the tail to the head of an \(m\)-edge \(e\) is a detour of \(e\) if

- \(e\) is a finitary edge and the path is formed by \([m - 1]\)-edges only, or
- \(e\) is an infinitary edge and all infinitary edges of the path are \([m - 1]\)-edges.

An edge with no detour is said to be important. Observe that if \(e\) is a finitary edge, then any detour of \(e\) is formed by finitary edges only (if a detour contained an infinitary edge, then there would be infinitely many directed paths from vertices with the same Hintikka chain as the tail of \(e\) to the head of \(e\) and since such paths start at different vertices, \(e\) would be infinitary). Observe that \(\Psi\) implies the existence of a directed path from the vertex \((\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)\) to its \(i\)-parent that is formed by important edges only. Indeed, replacing an \(i'\)-edge \(e\) that is not important with a detour of \(e\) either decreases the number of infinitary \(\{i', \ldots, k\}\)-edges, or preserves the number of infinitary \(\{i', \ldots, k\}\)-edges while decreasing the number of all \(\{i', \ldots, k\}\)-edges; hence, the process of replacing edges that are not important with corresponding detours as long as possible always terminates.

Fix a directed path \(P\) from \((\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)\) to its \(i\)-parent formed by important edges only; note that \(P\) is a type of a directed path rather than an actual path.
Let $\ell$ be the length of the path $P$. Set $\Psi^0$ to be the Hintikka chain $\Psi$ and set $\Psi^j$ for $j = 1, \ldots, \ell$ to be the Hintikka chain of the head of the $j$-th edge of the path $P$. Let $\ell_\infty$ be the largest $j$ such that $\nu(\Psi^j) = \infty$ (possibly $\ell_\infty = 0$ or $\ell_\infty = \ell$).

We next identify vertices $(\Psi^j, n_0^j, h_1^j, n_1^j, \ldots, h_k^j, n_k^j)$ for $j = 1, \ldots, \ell_\infty$, which are actual vertices in a modeling $M$; the vertex $(\Psi^0, n_0^0, h_1^0, n_1^0, \ldots, h_k^0, n_k^0)$ should be the head of the $j$-th important edge on the actual path from the vertex $(\Psi, h_1, n_1, \ldots, h_k, n_k)$ to its $i$-parent in the modeling $M$ that corresponds to $P$. So, we define $(2k + 1)$-tuples $(n_0^j, h_1^j, n_1^j, \ldots, h_k^j, n_k^j)$ for $j = 0, \ldots, \ell_\infty$ recursively as follows.

We first set $(n_0^0, h_1^0, n_1^0, \ldots, h_k^0, n_k^0)$ to $(n_0, h_1, n_1, \ldots, h_k, n_k)$. If the $j$-th edge of the path $P$ is an infinitary $i'$-edge, we set

$$(n_0^j, h_1^j, n_1^j, \ldots, h_k^j, n_k^j) = (m \cdot n_0^{j-1} \mod 1, h_1^{j-1}, n_1^{j-1}, \ldots, h_k^{j-1}, n_k^{j-1}),$$

$$h_1^{j-1} + \sqrt{2} \mod 1, n_0^{j-1},$$

$$h_1^{j-1} + \sqrt{2} \mod 1, n_0^{j-1},$$

$$h_1^{j-1} + \sqrt{2} \mod 1, n_0^{j-1},$$

If the $j$-th edge of the path $P$ is an $m$-finitary $i'$-edge and the edge from the head of the $j$-th edge to its $i''$-parent for every $i'' = i' + 1, \ldots, k$ is infinitary or has a detour, we set

$$(n_0^j, h_1^j, n_1^j, \ldots, h_k^j, n_k^j) = (m \cdot n_0^{j-1} \mod 1, h_1^{j-1}, n_1^{j-1}, \ldots, h_k^{j-1}, n_k^{j-1}),$$

If $\ell = \ell_\infty$, we set the $i$-parent of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ to be $(\Psi', n_0^i, h_1^i, n_1^i, \ldots, h_k^i, n_k^i)$ and the color of the edge from $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ to the $i$-parent as determined by $\Psi$; observe that the $i$-parent of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ is different from $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ as $h_j^i = h_j + m\sqrt{2} \mod 1$ for some $m \in \mathbb{N}$ where the smallest $j$ such that $h_j \neq h_j^i$ (note that it is possible that $\Psi = \Psi'$). If $\ell > \ell_\infty$, we set the $i$-parent of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ to be $(\Psi', 1 + \lfloor \nu(\Psi') \cdot n_k^{\ell_\infty} \rfloor)$; the color of the edge from $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ to the $i$-parent is again determined by $\Psi$. Note that in the latter case we can think of the $j$-th vertex for $j > \ell_\infty$ as being $(\Psi^j, 1 + \lfloor \nu(\Psi^j) \cdot n_k^{\ell_\infty} \rfloor)$, which is consistent with the definition of edges among the vertices of $V_f$. This concludes the definition of the edge set of the modeling $M$.

**Well-defined.** We next verify that the definition of the $i$-parent of a vertex does not depend on the choice of a directed path $P$ (as long as $P$ is formed by important edges only). We prove that if $P$ and $P'$ are two directed paths from a vertex
Figure 1: Notation used in the proof of Theorem 9 when establishing that edges of $M$ are well-defined.

$(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ to its $i$-parent that are formed by important edges only, then they yield the same definition of the $i$-parent; the proof proceeds by induction on the sum of the lengths of $P$ and $P'$. The base of the induction is formed by the case when the sum of the lengths of $P$ and $P'$ is equal to two, i.e., the directed paths $P$ and $P'$ are actually the same edge and so the claim holds.

We now present the induction step. Fix a vertex $v = (\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ and two directed paths $P$ and $P'$ from the vertex $v$ to its $i$-parent, which we denote by $u$, that both are formed by important edges only. Let $w$ and $w'$ be the heads of the first edge of $P$ and $P'$, and let $j$ and $j'$ be such that the first edges of $P$ and $P'$ are an $j$-edge and an $j'$-edge, respectively. See Figure 1 for the notation. By symmetry, we may assume that $j \leq j'$. Note that $w$ is the $j$-parent of $v$, $w'$ is its $j'$-parent, $u$ is the $i'$-parent of $w$ for some $i' \leq i$, and let $\Psi_w$ and $\Psi_{w'}$ be the Hintikka chains of $w$ and $w'$, respectively.

We first deal with the case that $j = j'$, which implies that $w = w'$. Consider the directed paths $Q$ and $Q'$ obtained from $P$ and $P'$ by removing their first edge, respectively. If $\nu(\Psi_w) = \infty$, the induction assumption implies that the paths $Q$ and $Q'$ yield the same definition of the $i'$-parent of $w$. If $\nu(\Psi_w) \neq \infty$, the definition of edges between the vertices of $V_f$ implies that the paths $Q$ and $Q'$ yield the same definition of the $i'$-parent of $w$. In either of the cases, the paths $P$ and $P'$ yield the same definition of the $i$-parent of $v$.

We next deal with the case that $j \neq j'$. By Proposition 4 applied rooted $k$-trees $G_n$, the Hintikka chain $\Psi$ implies that the $j'$-parent of $v$ is the $j''$-parent of the the $j$-parent of $v$ for some $j'' \leq j'$, i.e., $w'$ should be the $j''$-parent of $w$; note that we still need to establish that the vertex defined to be the $j'$-parent of $v$ by the first edge of the path $P'$ in $M$ is also the $j''$-parent of the $j$-parent of $v$ defined by the first edge of the path $P$, and this is indeed the core of the argument when $\nu(\Psi_w) = \infty$. Since the first edge of $P'$ is important, it holds that $j' = j''$ (otherwise, $vww'$ is a detour of the edge $vw$) and the edge $ww'$ is important (otherwise, the edge $vw$ together with a detour of the edge $ww'$
is a detour of the edge $vw'$). Let $Q$ be the directed path $P$ with the first edge removed and $Q'$ be the directed path $P'$ with the first edge replaced with $ww'$.

If $\nu(\Psi_w) \neq \infty$, then $\nu(\Psi_w') \neq \infty$ and the definition of the edges from $V_\infty$ to $V_f$ yields that $w = (\Psi_w, 1 + [\nu(\Psi_w)n_k])$ and $w' = (\Psi_w', 1 + [\nu(\Psi_w')n_k])$ (the latter is the same regardless whether we use the edge $vw'$ to define $w'$ or the edge $ww'$ once $w$ has been defined). The definition of edges between the vertices of $V_f$ implies that the paths $Q$ and $Q'$ yield the same definition of the $i'$-parent of $w$.

If $\nu(\Psi_w) = \infty$, the paths $Q$ and $Q'$ yield the same definition of the $i'$-parent of $w$ by induction as they both are formed by important edges only. To finish the proof of the induction step, we need to establish that the paths $vw'$ and $vww'$ yield the same definition of the vertex $w'$, which is the $j'$-parent of $v$. We first consider the case that $\nu(\Psi_w') \neq \infty$. It follows that both edges $vw'$ and $ww'$ are important infinitary $j'$-edges, which in turn implies that the last coordinate of $v$ and $w$ is the same. Hence, $w'$ is $(\Psi_w', 1 + [\nu(\Psi_w')n_k])$ when defined using either of the paths $vw'$ and $vww'$. In the rest, we assume that both $\nu(\Psi_w)$ and $\nu(\Psi_w')$ are equal to $\infty$.

If the edge $vw'$ is infinitary, then the edge $ww'$ is also infinitary (otherwise, $vww'$ is a detour of $vw'$). As both edges $vw'$ and $ww'$ are important infinitary $j'$-edges and $vw$ is an $j$-edge for $j < j'$, the vertex $w'$ is the same when defined using either of the paths $vw'$ and $vww'$. If the edge $vw'$ is $m$-finitary, then both edges $vw$ and $ww'$ must also be finitary; moreover, if $vw$ is $m_1$-finitary and $ww'$ is $m_2$-finitary, then $m = m_1m_2$. Hence, the vertex $w$ is $(\Psi_w, n_0 \cdot m_1 \mod 1, h_1, n_1, \ldots, h_k, n_k)$ as the edge $vw$ is a $j$-edge and the edge $ww'$ is an important $j'$-edge for $j' > j$. If there exists an edge from $w'$ to its $i'$-parent for some $\hat{j} > j'$ that is finitary and has no detour, then the vertex $w'$ is $(\Psi_w', n_0 \cdot m \mod 1, h_1, n_1, \ldots, h_k, n_k)$. Otherwise, the vertex $w'$ is $(\Psi_w', n_0 \cdot m \mod 1, h_1, \ldots, n_{j'-1}, h_{j'} + \sqrt{2} \mod 1, n_{j'}, \ldots, n_k)$. Hence, the vertex $w'$ is the same when defined using either of the paths $vw'$ and $vww'$ in all cases.

Since the edges of $M$ are well-defined, it follows that the number of $i$-children with a given Hintikka type of every vertex $v$ of $M$ is the number determined by the Hintikka type of $v$.

**Edge consistency.** We next verify the following property, which we refer to as edge consistency. For every vertex $w$, the following holds: if $w'$ and $w''$ are the $i'$-parent and the $i''$-parent of $w$, $i' < i''$, respectively, and $w''$ is the $i$-parent of $w'$ according to the Hintikka chain of $w$, then $w''$ is the $i$-parent of $w'$ in $M$ (the notation is illustrated in Figure 2). Note that this property is not automatically satisfied as the definition of edges from $w'$ to its parents is independent of the definition of edges from $w$ to its parents.

If $w \in V_f$, then the edge consistency straightforwardly follows from the definition of edges among the vertices of $V_f$. If $w \in V_\infty$, consider a directed path $P'$ from $w$ to $w'$ and a directed path $P''$ from $w'$ to its $i'$-parent, each formed by important edges only. Note that the concatenation of the paths $P'$ and $P''$ is a directed path formed by important edges only, and so the concatenation can be used to define the $i''$-parent of $w$, i.e., the
Figure 2: Notation used in the proof of Theorem 9 when establishing that the edge consistency.

vertex $w''$. Hence, if $w' \in V_\infty$, then the path $P'$ can be used to define the $i'$-parent $w'$ of $w$, the path $P''$ can be used to define the $i$-parent of $w'$, and their concatenation can be used to define the $i''$-parent of $w$, and so the edge consistency follows as the edges are well-defined, which we have already established. If $w' \in V_f$ (and so $w'' \in V_f$), then the path $P'$ can be used to define the $i'$-parent $w'$ of $w$, and the definition of edges among the vertices of $V_f$ implies that the $i$-parent of $w'$ is the same vertex as the $i''$-parent of $w$ defined by the concatenation of the paths $P'$ and $P''$. Hence, the edge consistency holds in this case, too.

**Acyclicity.** We next argue that the modeling $M$ is acyclic, i.e., it does not contain a finite directed cycle. We first verify this for vertices contained in $V_f$. Observe that the Hintikka chain of any vertex reachable (using the edges following the ir orientation) from a vertex $(\Psi, m) \in V_f$ can never be $\Psi$. The argument is similar as the one used when defining edges between vertices of $V_f$. Indeed, if a vertex with Hintikka chain $\Psi$ can be reached from $(\Psi, m)$ by a directed path of length $k$, then there exist $d$ and $n_0$ such that every graph $G_n$ for $n \geq n_0$ has $\nu(\Psi)$ vertices whose $d$-Hintikka type is the $d$-formula of $\Psi$ and there is a directed path from each such vertex to another vertex whose $d$-Hintikka type is the $d$-formula of $\Psi$; this is impossible as any rooted $k$-tree is acyclic. We conclude that if $M$ has a directed cycle, then it is comprised by vertices of $V_\infty$ only.

Observe that if two vertices $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ and $(\Psi', n'_0, h'_1, n'_1, \ldots, h'_k, n'_k)$ are joined by an edge, then either $h_j = h'_j$ for all $j \in [k]$, or there exists $j \in [k]$ such that $h'_j = h_j + \sqrt{2}$ mod 1 and $h'_j = h_j$ for $j' = j + 1, \ldots, k$, and in addition, if $h_j = h'_j$ for all $j \in [k]$, then $n_j = n'_j$ for all $j \in [k]$. Hence, if $M$ has a cycle formed by vertices of $V_\infty$, then all vertices in this cycle have the same coordinates $h_j$, and so $n_j$ for all $j \in [k]$, i.e., the last $2k$ coordinates of all vertices of the cycle are the same. Consider such a cycle formed by vertices $(\Psi^1, n^1_0, h_1, n_1, \ldots, h_k, n_k), \ldots, (\Psi^\ell, n^\ell_0, h_1, n_1, \ldots, h_k, n_k)$. However, this is only possible if every edge $e$ of the cycle satisfies the following: $e$ is a finitary $i$-edge, the head of $e$ has an $i'$-parent for $i' > i$ such that the edge from the head of $e$ to the $i'$-parent is finitary and important. Let $i_0$ be the maximum of such $i'$ taken over all edges of the cycle.

Consider a vertex $v$ of the cycle such that the edge to its $i_0$-parent is finitary and important and let $e$ be the edge of the cycle leading from $v$. By the choice of $i_0$, the
edge $e$ is an $i$-edge for $i < i_0$ (otherwise, its head would have an $i'$-parent for $i' > i_0$ such that the edge to the $i'$-parent is finitary and important). Since the edge from $v$ to its $i_0$-parent is important, the $i_0$-parent of $v$ is also the $i_0$-parent of the head of $e$: it is $i'$-parent for $i' \leq i_0$ by Proposition \ref{prop:parent} and $i' = i_0$ as otherwise, there would be a detour for the edge from $v$ to its $i_0$-parent. We conclude that there exists a vertex $w$ such that $w$ is the $i_0$-parent of every vertex of the cycle and the edge from each vertex of the cycle to $w$ is finitary (and important).

Let $\Psi$ be the Hintikka chain of any vertex of the cycle. The construction of the modeling $M$ implies that $w$ has an $i_0$-child with the Hintikka chain $\Psi$ and there is a finite directed path to another $i_0$-child of $w$ with the Hintikka chain $\Psi$; it follows that $w$ has infinitely many $i_0$-children with the Hintikka chain $\Psi$ and so the edges from such $i_0$-children to $w$ cannot be finitary. We conclude that $M$ has no directed cycle comprised by vertices of $V_\infty$ only.

**Measure and its properties.** We now define a probability measure $\mu_M$ on $V_f \cup V_\infty$, which is the probability measure on $M$ from the definition of a modeling. We start by defining a topology on $V_f \cup V_\infty$: a subset $X \subseteq V_f \cup V_\infty$ is open if the set $X \cap V_\infty$ is open in the product topology of the product of $\mathcal{T}_{\text{FO}_{\text{local}}}$ and $[0,1)^{2k+1}$. In particular, every subset of the countable set $V_f$ is open. Since both $\mathcal{T}_{\text{FO}_{\text{local}}}$ restricted to $V_\infty$ and $[0,1)^{2k+1}$ is a Polish space, i.e., separable completely metrizable topological space, the Borel $\sigma$-algebra on $M$ is a standard Borel space. Finally, the measure of a Borel set $X \subseteq V_f \cup V_\infty$ is the measure of the set $X \cap V_\infty$ given by the product measure determined by the measure $\mu$ and the usual (Borel) measure on $[0,1)^{2k+1}$.

We next verify that $M$ is a modeling, in particular, that all first order definable subsets of $M^k$ for every $k \in \mathbb{N}$ are measurable, and has the properties given in the statement of the theorem. The edge consistency of $M$ implies that, for every Hintikka chain $\Psi = (\psi_d)_{d \in \mathbb{N}}$, the vertices $v$ of $M$ such that the $d$-Hintikka type of $v$ is $\psi_d$ for all $d \in \mathbb{N}$ are exactly the vertices whose first coordinate is $\Psi$, i.e., vertices $(\Psi, i) \in V_f$ if $\nu(\Psi) \in \mathbb{N}$ and vertices $(\Psi, n_0, n_1, \ldots, n_k, n_k) \in V_\infty$ if $\nu(\Psi) = \infty$. In particular, it holds that $\langle \psi_d, M \rangle = \mu(\psi_d)$ by the definition of the measure on $X \cap V_\infty$. If $\psi$ is a local first order formula with a single free variable, then the set of the Hintikka chains $\Psi$ of vertices $v$ of $M$ such that $M \models \psi(v)$ is a finite union of disjoint basic sets of Hintikka chains, specifically, if $\psi$ has quantifier depth at most $d$ and uses only the first $d$ unary relations $U_i$, then this is the set of Hintikka chains $\Psi$ such that the $d$-Hintikka type of $\Psi$ contains $\psi$. This implies that the subset of the vertices $v$ of $M$ such that $M \models \psi(v)$ is open and so measurable, and its measure is equal to the sum of the Stone measures of the $d$-Hintikka formulas that are associated with the roots of the subtrees of $\mathcal{T}_{\text{FO}_{\text{local}}}$ corresponding ot these basic sets. We also obtain that the discrete Stone measure and the Stone measure of the modeling $M$ are $\nu$ and $\mu$, respectively.

We now argue, using the way that $M$ was constructed, that all first order definable subsets of $M^\ell$, $\ell \in \mathbb{N}$, are measurable in the product measure and the modeling $M$
satisfies the strong finitary mass transport principle. This argument is analogous to the corresponding argument in the proof of [36, Lemma 40] but we include it for completeness. For \( i \in [k] \), let \( g_i \) be the (partial) mapping from \( V_f \cup V_\infty \) to \( V_f \cup V_\infty \) that maps \( x \in V_f \cup V_\infty \) to the \( i \)-parent of \( x \), and let \( g_i^0 \) be the (partial) mapping from \( V_f \cup V_\infty \) to \( V_f \cup V_\infty \) that maps \( x \in V_f \cup V_\infty \) to the \( i \)-parent of \( x \) whenever the \( i \)-parent of \( x \) is contained in \( V_f \) or the \( i \)-parent of \( x \) is contained in \( V_\infty \) and the edge joining \( x \) to the \( i \)-parent is important.

Let \( g_i^\epsilon \) for \( i \in [k] \) be the mapping from Hintikka chains to Hintikka chains such that \( g_i^\epsilon(\Psi) \) is the Hintikka chain of the \( i \)-parent of a vertex described by \( \Psi \). Observe that the mapping \( g_i^\epsilon \) is continuous on the space of Hintikka chains with the topology defined in Subsection 2.2. Since the mappings \( f(x) := x + \sqrt{2} \mod 1 \), \( f_i(x) = ix \mod 1 \), \( i \in \mathbb{N} \), \( g_i^\epsilon \), \( i \in [k] \), and \( \zeta^d \), \( d \in [2k] \), are continuous (in the case of \( f \) and \( f_i \) when viewed as a function from \( S_1 = \mathbb{R}/\mathbb{Z} \) to \( S_1 = \mathbb{R}/\mathbb{Z} \) rather than \([0, 1) \) to \([0, 1) \)), the definition of the edges of \( M \) yields that each of the mappings \( g_i^0 \), \( i \in [k] \), is measurable (in fact, it would be continuous if we replaced the topology on \([0, 1)^{2k+1} \) with that of \( S_1^{2k+1} \)). Since \( \mu \) is the Stone measure of a first order convergent sequence of rooted 2-edge-colored \( k \)-trees, the mapping \( g_i^\epsilon \) also satisfies the following: if \( Y \) is a measurable subset of Hintikka chains such that each element of \( Y \) has exactly \( d \) \( i \)-children, then \( \mu((g_i^\epsilon)^{-1}(Y)) = d\mu(Y) \). As the mappings \( f \), \( f_i \) and \( \zeta^d \) are measure preserving, we deduce the following: if \( X \) is measurable subset of the domain of \( g_i^0 \) and \( Y \) is a measurable subset of the codomain of \( g_i^0 \) such that each vertex of \( Y \) has exactly \( d \) \( i \)-children contained in \( X \), then \( \mu_M((g_i^0)^{-1}(Y) \cap X) = d\mu_M(Y) \).

We next show that each of the mappings \( g_i \), \( i \in [k] \), is measurable and has a measure preserving-like property similar to that of \( g_i^0 \), which is given at the end of the previous paragraph. Fix \( i \in [k] \), and let \( V_i \) be the domain of \( g_i^0 \). We next consider directed paths \( P \) comprised of two or more edges; similarly as when we defined edges of \( M \), we think of a directed path \( P \) as a type of a path rather than an actual path in a modeling; note that \( P \) bears information which of its edges are 1-edges, 2-edges, etc. Let \( \preceq \) be the order on directed paths \( P \) such that the paths are first ordered by their lengths (shorter paths preceding longer paths) and the paths with the same length are ordered lexicographically (as viewed as words whose \( i \)-th letter is \( m \) if the \( i \)-th edge of \( P \) is an \( m \)-edge). Let \( V_{i,P} \) be the set containing those \( x \in (V_f \cup V_\infty) \setminus V_i \) such that \( M \) contains a directed path from \( x \) to its \( i \)-parent formed by important edges only that matches the types of edges in \( P \) but \( M \) contains no directed path from \( x \) to its \( i \)-parent formed by important edges that matches the types of edges in any path \( P' \prec P \). Since every subset of \( M \) that can be defined by a local first order formula with a single free variable is measurable, the set \( V_{i,P} \) is measurable for every \( i \in [k] \) and every \( P \). Observe that the mapping \( g_i \) restricted to \( V_{i,P} \) is a composition of \( g_j^0 \), \( j \in [k] \), in particular, the restriction of \( g_i \) to \( V_{i,P} \) is measurable and has the property given at the end of the previous paragraph. Since the sets \( V_i \) and \( V_{i,P} \) partition the domain of \( g_i \), the mapping \( g_i \) is measurable and satisfies the following: if \( X \) and \( Y \) are measurable subsets of \( V_f \cup V_\infty \) such that each vertex of \( Y \)
has exactly $d$ $i$-children contained in $X$, then $\mu_M(g_i^{-1}(Y) \cap X) = d\mu_M(Y)$. We refer to this property of the mapping $g_i$ as measure semipreserving.

We now establish that every first order-definable subset of $M^\ell$ is Borel, i.e., measurable. We have already argued that every subset of $M$ defined by a local first order formula $\psi$ is open. Since the mapping $g_i$ is measurable, the subset of $M^2$ given by the $i$-th child-parent relation is Borel for every $i \in [k]$, and more generally any subset of $M^\ell$ that corresponds to an $\ell$-vertex path that follows specified child-parent relations is Borel. Gaifman’s Locality Theorem with vertex neighborhoods replaced with Hintikka types (see the discussion before Theorem 7) yields that whether an $\ell$-tuple of vertices of $M$ satisfies a particular formula with $\ell$ free variables depends on the Hintikka types of the $\ell$ vertices and the configuration formed by them, i.e., the subgraph induced by their sufficiently large neighborhoods (in particular, whether the distance of the vertices is small and if so what is their mutual position in the neighborhood of each other). If two vertices have small distance in a rooted $k$-tree, then there exists a path between them that is initially formed by outgoing edges and then by ingoing edges only; since the set of pairs of vertices joined by such a path form a projection of a Borel set, the set of such pairs of vertices is Borel. It follows that every first order-definable subset of $M^\ell$, $\ell \in \mathbb{N}$, is finite union and intersection of Borel sets; the sets in the union and intersection determine Hintikka types of the vertices of the $\ell$-tuple and the (non-)existence and the type of paths between them, and so every first order-definable subset of $M^\ell$ is Borel. Since every first order-definable subset of $M^\ell$ is Borel, we have just finished establishing that $M$ is a modeling.

**Strong finitary mass transport principle.** We now verify that the modeling $M$ satisfies the strong finitary mass transport principle, i.e., we show that any two measurable subsets $A$ and $B$ of $M$ such that each vertex of $A$ has at least $a$ neighbors in $B$ and each vertex of $B$ has at most $b$ neighbors in $A$ satisfy that $a\mu_M(A) \leq b\mu_M(B)$. Fix such subsets $A$ and $B$ and the corresponding integers $a$ and $b$. Since the measure of $V_f$ is zero, we can assume that $A \subseteq V_\infty$. Similarly, since the measure of vertices that are joined to any of their children by an infinitary edge is zero, we can also assume that all edges directed from $B$ to $A$ are finitary.

For $i \in [k]$, let $V_i'$ be the subset of $V_i$ formed by those $x \in V_i$ such that the edge from $x$ to the $i$-parent of $x$ is infinitary. In particular, $V_i'$ contains all $x \in V_i$ such that the $i$-parent of $x$ is contained in $V_f$ (recall that $V_i$ is the domain of $g_i^0$). Similarly, we define $V_{i,P}'$ for a directed path $P$ with two or more edges to be the subset of $V_i$ formed by those $x \in V_{i,P}$ such that the directed path from $x$ to its $i$-parent described by $P$ contains an infinitary edge. Note that $g_i^0$ has the following property for every integer $m \in \mathbb{N}$: if sets $X \subseteq V_i$ and $Y \subseteq V_f \cup V_\infty$ satisfy that each vertex $y \in Y$ has at most $m$ $i$-children in $X$, then the set $X \cap (g_i^0)^{-1}(Y)$ has measure zero. Since the restriction of the mapping $g_i$ to $V_{i,P}'$ is a composition of mappings $g_j^0$, $j \in [k]$, the following holds for every subset $X \subseteq V_{i,P}'$ and $Y \subseteq V_f \cup V_\infty$: if there exists an integer $m \in \mathbb{N}$ such that each vertex of
that its measure is $\varepsilon$ positive measure. First observe that the $i$-neighborhood of $(\Psi, i)$ such that the edge from each vertex of $X$ to its $i$-parent is infinitary and $Y$ is a subset of $V_f \cup V_{\infty}$ such that each vertex of $Y$ has at most $m$ $i$-children in $X$, then the set $X \cap g_i^{-1}(Y)$ has zero measure. Finally, since the sets $V_i$ and $V_{i,P}$ partition the domain of $g_i$ and the edge from $x$ to its $i$-parent is infinitary iff $x$ is contained in $V_i'$ or $V_{i,P}'$ for some $P$, we conclude that the following holds for every integer $m \in \mathbb{N}$: if $X$ is a subset of the domain of $g_i$ such that the edge from each vertex of $X$ to its $i$-parent is infinitary and $Y$ is a subset of $V_f \cup V_{\infty}$ such that each vertex of $Y$ has at most $m$ $i$-children in $X$, then the set $X \cap g_i^{-1}(Y)$ has zero measure.

For every $i \in [k]$, let $A_i$ be the set of all $x \in A$ such that the edge from $x$ to its $i$-parent is infinitary. Since each vertex of $B$ has at most $b$ $i$-children in $X$, the set $A_i \cap g_i^{-1}(B)$ has zero measure. Hence, we can assume that $A_i = \emptyset$ for every $i \in [k]$ (as the elements of each set $A_i$ can be removed from $A$ without altering its measure). This yields that all edges of $M$ directed from the set $A$ to the set $B$ are finitary. Since all edges directed from the set $A$ to the set $B$ are finitary and $A \subseteq V_{\infty}$, no edge between $A$ and $B$ is incident with a vertex of $B \cap V_f$. Hence, we can assume that $B \subseteq V_{\infty}$ in the rest. Recall that we have already argued that we can assume that all edges of $M$ directed from the set $B$ to the set $A$ are finitary. Since both sets $A$ and $B$ are subsets of $V_{\infty}$, all edges between $A$ and $B$ (in either direction) are finitary and each of the mappings $g_i$, $i \in [k]$, is measure semipreserving, it follows that $a\mu_M(A) \leq b\mu_M(B)$. Hence, the modeling $M$ has the strong finitary mass transport principle.

We remark that an analogous argument yields that the strong finitary mass transport principle is preserved if all edges of $M$ that have one of the two colors are removed as the restriction of each mapping $g_i$ to the vertices joined to the $i$-parent by an edge of the non-removed color is also measure semipreserving.

**Residuality.** It now remains only to verify the fourth property from the statement of the theorem. Suppose that there exist a vertex $(\Psi, i) \in V_f$ and $r \in \mathbb{N}$ such that the $r$-neighborhood of $(\Psi, i)$ in $M \setminus \{c_i, i \in \mathbb{N}\}$, i.e., the set of vertices reachable from $(\Psi, i)$ by (not necessarily directed) paths of length at most $r$ that do not contain any $c_i$, $i \in \mathbb{N}$, has a positive measure, say $\varepsilon > 0$. Let $\Psi = (\psi_j)_{j \in \mathbb{N}}$. Since $\nu(\Psi)$ is finite, there exists $\psi_j$ such that $\nu(\psi_j) = m$ and $m \in \mathbb{N}$. By the definition of a null-partitioned sequence of graphs, there exist integers $n_0$ and $k_0$ such that the $r$-neighborhood of each vertex in $G_n \setminus \{c_1, \ldots, c_{k_0}\}$, $n \geq n_0$, contains at most $\varepsilon|G_n|/2m$ vertices. In particular, this holds for the $m$ vertices satisfying $\psi_j$. This implies that the Stone measure of vertices joined to one of the $m$ vertices satisfying $\psi_j$ by a (not necessarily directed) path of length at most $r$ that avoids $c_1, \ldots, c_{k_0}$ does not exceed $\varepsilon/2$ (note that this property is first order expressible and therefore captured by the Stone measure). Hence, the $r$-neighborhood of $(\Psi, i)$ in $M \setminus \{c_i, i \in \mathbb{N}\}$ can have measure at most $\varepsilon/2$, contrary to our assumption that its measure is $\varepsilon$.

Next, suppose that there exist a vertex $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k) \in V_{\infty}$ and an integer $r$ such that the $r$-neighborhood of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ in $M \setminus \{c_i, i \in \mathbb{N}\}$ has a positive measure. First observe that the $r$-neighborhood of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ in
$M \setminus \{c_i, i \in \mathbb{N}\}$ contains vertices of $V_\infty$ only (otherwise, $V_f$ would contain a vertex whose $2r$-neighborhood has a positive measure). However, the definition of the modeling $M$ implies that the penultimate coordinates of all the vertices in the $r$-neighborhood of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ are $h_k \pm \sqrt{2i} \mod 1$ for $i = -r, \ldots, +r$ (here, we use that the $r$-neighborhood does not contain a vertex from $V_f$). Since the set of all vertices of $V_\infty$ with the penultimate coordinate equal to $h_k \pm \sqrt{2i} \mod 1$, $i = -r, \ldots, +r$, has measure zero (because of the set of possible values for this coordinate has measure zero in $[0, 1)$), the $r$-neighborhood of $(\Psi, n_0, h_1, n_1, \ldots, h_k, n_k)$ in $M \setminus \{c_i, i \in \mathbb{N}\}$ also has measure zero.

\section{Graphs with bounded tree-width}

Theorem \ref{main} almost readily yields our main result.

\textbf{Theorem 2.} Let $k$ be a positive integer. Every first-order convergent sequence of graphs with tree-width at most $k$ has a modeling limit satisfying the strong finitary mass transport principle.

\textbf{Proof.} Let $(H_n)_{n \in \mathbb{N}}$ be a first-order convergent sequence of graphs with tree-width at most $k$. As every graph with tree-width at most $k$ is a subgraph of a rooted $k$-tree (by Proposition \ref{tree-decomposition}), for every $n \in \mathbb{N}$, there exists a rooted $k$-tree $H'_n$ such that $H_n$ is a spanning subgraph of $H'_n$. Color the edges of $H'_n$ with two colors representing whether the edge is also an edge of $H_n$ or not. Hence, $(H'_n)_{n \in \mathbb{N}}$ is a sequence of 2-edge-colored rooted $k$-trees. Let $(G_n)_{n \in \mathbb{N}}$ be a subsequence of $(H'_n)_{n \in \mathbb{N}}$ that is first order convergent. By Lemma \ref{null-partition}, there exists a first order convergent null-partitioned sequence $(G'_n)_{n \in \mathbb{N}}$ obtained from a subsequence of $(G_n)_{n \in \mathbb{N}}$ by interpreting unary relational symbols $U_i$, $i \in \mathbb{N}$. Lemma \ref{null-partition} and Theorem \ref{main} yield that the sequence $(G'_n)_{n \in \mathbb{N}}$ has a modeling limit $M_G$ satisfying the properties given in Theorem \ref{main}. Let $M_H$ be the modeling obtained from $M_G$ by removing all relations except the binary relation encoding the edge-color that represents edges of $H'_n$ that are also in $H_n$. The modeling $M_H$ is a modeling limit of the sequence $(H_n)_{n \in \mathbb{N}}$ and it satisfies the strong finitary mass transport principle by the last point in the statement of Theorem \ref{main}. \hfill \Box
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