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Topological states of electrons present new avenues to explore the rich phenomenology of correlated quantum matter. Topological insulators (TIs) in particular offer an experimental setting to study novel quantum critical points (QCPs) of massless Dirac fermions, which exist on the sample’s surface. Here, we obtain exact results for the zero- and finite-temperature optical conductivity at the semimetal-superconductor QCP for these topological surface states. This strongly interacting QCP is described by a scale invariant theory with emergent supersymmetry, which is a unique symmetry mixing bosons and fermions. We show that supersymmetry implies exact relations between the optical conductivity and two otherwise unrelated properties: the shear viscosity and the entanglement entropy. We discuss experimental considerations for the observation of these signatures in TIs.
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Topological insulators \cite{1,2} allow for the experimental study of new quantum states of matter. The strong spin-orbit coupling in these bulk-insulating materials leads to unique gapless Dirac fermion surface states. These can undergo quantum phase transitions forbidden in non-topological systems, and thus constitute a new platform to study the rich physics of quantum criticality \cite{3,4}. A considerable challenge in the study of interacting QCPs is to determine their dynamical response—that is, their response at finite frequency \(\omega\)—both at zero and finite temperature \(T\), such as the optical conductivity \(\sigma(\omega,T)\). Here, we focus on the dynamical response of a novel QCP that can appear at the surface of a three-dimensional (3D) topological insulator: it describes the interaction-driven quantum phase transition between a single Dirac cone of electrons and a gapped superconductor \cite{5,6} (see Fig. 1). As an important step towards observing this transition, recent experiments have reported the discovery of intrinsic superconductivity on the surface of a 3D topological insulator, Sb\textsubscript{2}Te\textsubscript{3} \cite{7}. We emphasize that standard 2D (or layered) systems that do not break time-reversal symmetry must have an even number of Dirac cones and thus cannot host this transition. More complex scenarios realizing multiple copies of this QCP can occur via \(f\)-wave pairing \cite{8} and pair-density-wave \cite{9} instabilities of spinless Dirac fermions on the 2D honeycomb lattice, or for interacting ultracold atomic gases in optical lattices \cite{10}.

When the chemical potential is at the Dirac point, a special type of symmetry emerges at the QCP \cite{5,6,8,9,11}: spacetime supersymmetry (SUSY). SUSY relates bosons and fermions, and has been proposed to exist in extensions of the Standard Model of elementary particle physics, but has not yet been observed. At the QCP of Fig. 1, it emerges naturally by relating the Dirac fermions of the semimetal to the bosonic Cooper pairs of the superconductor. These two become degenerate at the transition and in fact share a deeper relation described by SUSY. We emphasize that this is a consequence of the strong interactions at the QCP, where long-lived excitations (quasiparticles) are destroyed by quantum zero-point fluctuations. We show that even in the presence of such strong interactions, SUSY allows the exact determination of the zero-temperature optical conductivity \(\sigma(\omega,0)\) of the topological surface states at the QCP. We are not aware of any known exact result for the dynamical response of a realistic strongly interacting QCP in spatial dimensions higher than one. In addition, SUSY implies that the conductivity directly determines the shear vis-
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\caption{Phase diagram near the semimetal-superconductor (SM-SC) quantum critical point of Dirac fermions on the surface of a 3D topological insulator. \(T\) is the temperature and \(r\) is the nonthermal tuning parameter [see Eq. (1)]. The evolution of the Dirac dispersion and Cooper field potential are shown. Supersymmetry emerges at the QCP where it relates the Dirac fermions and the bosonic Cooper pairs.

\textbf{FIG. 1.} Phase diagram near the semimetal-superconductor (SM-SC) quantum critical point of Dirac fermions on the surface of a 3D topological insulator. \(T\) is the temperature and \(r\) is the nonthermal tuning parameter [see Eq. (1)]. The evolution of the Dirac dispersion and Cooper field potential are shown. Supersymmetry emerges at the QCP where it relates the Dirac fermions and the bosonic Cooper pairs.
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Our exact findings are summarized in Table I. We begin by describing the low-energy theory of the QCP, and then explain how the emergent SUSY allows the exact determination of various properties such as the optical conductivity. We end by discussing considerations relevant for the experimental observation of these signatures.

The generalized Landau-Ginzburg theory for the quantum phase transition couples a single charge-$e$ Dirac fermion $\psi$ to the charge-2$e$ Cooper pair bosonic field, $\phi$,

$$\mathcal{L} = i\bar{\psi} \gamma_\mu \partial_\mu \psi + \frac{1}{2} |\partial_\mu \phi|^2 + \frac{r}{2} \phi^2 + \frac{\lambda}{2} |\phi|^4 + \hbar(\phi^* \psi^T i \gamma_2 \psi + c.c.),$$

(1)
in imaginary time, where $\bar{\psi} = \psi^\dagger \gamma_0$ and $\gamma_\mu, \mu = 0, 1, 2$ are $2 \times 2$ matrices satisfying the Pauli algebra. We note that time-reversal invariance forbids a fermion mass term. The QCP is obtained by tuning $r$ to zero, and the resulting system is strongly correlated because both the quartic coupling $\lambda$ and the fermion-boson coupling $\hbar$ are relevant at the noninteracting, UV fixed point $\lambda = \hbar = 0$. There is a single stable IR fixed point with $\lambda = \hbar^2 \neq 0$ [5, 6, 8, 9, 11], at which (1) becomes invariant under SUSY transformations that rotate the Dirac fermion into the boson and vice-versa [12]. In line with the requirement of SUSY, it was shown [5, 8] that the fermion and Cooper pair velocities flow to the same value at low energies, which we henceforth set to unity. This is consistent with the fermions and Cooper pair fields being strongly coupled. As a result of the unique velocity, (1) displays emergent Lorentz invariance. By virtue of SUSY, the fermion and boson anomalous dimensions are known exactly [12]: $\eta_\psi = \eta_\phi = 1/3$, a clear indication of the destruction of quasiparticles. The electric current is given by the sum of fermionic and bosonic contributions:

$$J_\mu = \bar{\psi} \gamma_\mu \psi + i(\phi^* \partial_\mu \phi - c.c.).$$

The QCP (1) has an important purely bosonic analog obtained by omitting the fermions, in which case it describes the superconductor-to-insulator quantum phase transition obtained by localizing Cooper pairs [13]. Part of the interest in this QCP (and its optical conductivity) comes from the fact that it is believed to occur in certain thin-film superconductors [13]. The QCP that we study belongs to a different universality class because it involves fermions, and we shall contrast the two throughout (see Table I).

**Exact charge & shear responses:** As the system is tuned to the QCP, the optical conductivity depends only on the ratio $\hbar \omega / k_B T$ [14]:

$$\sigma(\omega, T) = \frac{e^2}{\hbar} \Phi \left( \frac{\hbar \omega}{k_B T} \right),$$

(2)

where $\Phi(x)$ is a dimensionless, universal scaling function that is fully determined by the universality class of the transition. We recall that the conductivity is obtained from the current-current correlator via the Kubo formula, $\sigma = \frac{1}{\omega} \langle J_x(\omega, \vec{k} = 0)J_x(-\omega, \vec{k} = 0) \rangle_T$. An important consequence of the scale invariance is that the optical conductivity at $T = 0$ is a frequency-independent constant:

$$\sigma(\omega, 0) = e^2 \sigma_\infty / \hbar,$$

where we have defined $\sigma_\infty = \Phi(\infty)$, and we are working at frequencies lesser than microscopic energy scales such that we are probing the universal response. For QCPs such as the one under consideration, this universal constant determines the charge response of the ground state in a system lacking quasiparticles. We now describe how the emergent SUSY can be used to compute $\sigma_\infty$ exactly.

In supersymmetric field theories, operators are organized into representations of the SUSY algebra called supermultiplets, the same way spin operators are organized into representations of $SU(2)$. In our case, the electric current $J_\mu$ lies in the same supermultiplet as the stress tensor $T_{\mu\nu}$, the so-called supercurrent supermultiplet [15]. Here, supercurrent does not refer to superconductivity but rather to the Noether current associated with SUSY. One associates to each supermultiplet a so-called superfield which contains all the various components of the supermultiplet. The superfield associated with the supercurrent supermultiplet is denoted $\mathcal{F}_\mu$, and

| | Dirac SM-SC | SC-Insulator |
|---|---|---|
| $\sigma_\infty$ | $\frac{5(16\pi - 9\sqrt{3})}{243\pi}$ $\approx 0.227$ | 0.226 |
| $\eta_\infty$ | $\sigma_\infty/40 \approx 5.68 \times 10^{-3}$ | $3.68 \times 10^{-3}$ |
| $\lambda_{\text{corner}}$ | $\sigma_\infty/20 \approx 0.0113$ | 0.00737 |
| $b'$ | 0 | $-0.3(1)$ |

**Table I. Exact results.** Comparison of the conductivity, viscosity, and entanglement entropy at two different QCPs. Left column: exact results obtained in this paper for the Dirac semimetal (SM) to superconductor (SC) QCP with emergent supersymmetry. Right column: known approximate results for the SC to Cooper-pair-insulator QCP. The optical conductivity and dynamical shear viscosity at $T = 0$ are $\sigma(\omega, 0) = \sigma_\infty e^2 / \hbar$ and $\eta(\omega, 0) = \eta_\infty \omega^2 \hbar$. $\lambda_{\text{corner}}$ determines the entanglement entropy of nearly smooth corners [Eq. (5)]. $b'$ determines a finite-$T$ correction to the optical conductivity of the form $b'(i k_B T / \hbar \omega)^3$. 

---

Dirac SM-SC SC-Insulator

σ∞ 5(16π - 9√3) ≈ 0.227 0.226
η∞ σ∞/40 ≈ 5.68 × 10⁻³ 3.68 × 10⁻³
λcorner σ∞/20 ≈ 0.0113 0.00737
b' 0 -0.3(1)
is highly constrained by SUSY. Crucially, the two-point correlation function of the supercurrent is entirely fixed up to an overall multiplicative constant \(^{16-18}\), denoted \(C\). Because \(J_\mu\) contains both the current \(J_\mu\) and the stress tensor \(T_{\mu\nu}\), this implies a relation between their respective two-point correlation functions. This relation in turn implies a nontrivial relation between the universal charge and shear responses at the QCP (1).

In 2D QCPs with emergent Lorentz invariance, the two-point correlation functions of the current and the stress tensor have the power-law forms \(^{19}\) and the respective two-point correlation functions. This relation naively seems to have more conducting degrees of freedom, these interact more strongly. To put our exact result in perspective, we emphasize that \(\sigma_\infty\) for the superconductor-insulator QCP has been the subject of numerous studies \(^{13,36-38}\) over the past three decades but was reliably obtained only recently via large-scale quantum Monte Carlo simulations \(^{30-34}\) and the conformal bootstrap approach \(^{35}\). Finally, note that (4) is tantalizingly close to the latter, suggesting that even though the Dirac semimetal-semiconductor QCP naively seems to have more conducting degrees of freedom, these interact more strongly.

**Entanglement entropy:** There is currently much interest in the entanglement properties of QCPs \(^{39,40}\). In particular, the ground state entanglement entropy across a spatial region containing a sharp corner with opening angle \(\theta\) contains a subleading logarithmic term whose coefficient \(a(\theta)\) depends only on the universality class of the QCP. This coefficient constitutes a new measure of the gapless degrees of freedom in strongly interacting systems. Recent numerical work has focused on determining \(a(\theta)\) for various interacting 2D QCPs, such as the XY and Heisenberg QCPs appearing in theories of quantum magnetism \(^{41-43}\). For QCPs with emergent Lorentz invariance, the behavior of \(a(\theta)\) near \(\theta = \pi\) is determined by the stress-tensor correlation coefficient \(C_T\) encountered above \(^{44,45}\),

\[
a(\theta) \approx \lambda_{\text{corner}} (\pi - \theta)^2, \quad \lambda_{\text{corner}} = \pi^2 C_T / 24.
\]

Using our exact result for \(\sigma_\infty\), we obtain an exact result in closed form for the corner coefficient of the semimetal-semiconductor QCP occurring on the surface of a topological insulator: \(\lambda_{\text{corner}} = \sigma_\infty / 20 = 16\pi - 9\sqrt{3} / 24 \approx 0.01136\). Unexpectedly, the optical conductivity at zero temperature entirely determines this property of the entanglement entropy. These two quantities are generally unrelated in the absence of supersymmetry, as can be seen in Table I. We note that an integral expression for \(\lambda_{\text{corner}}\) has been given previously \(^{46}\). In addition, our result for \(\lambda_{\text{corner}}\) leads to an exact lower bound on \(a(\theta)\) for all opening angles \(^{47}\): \(a(\theta) \geq (2\sigma_\infty / 5) \ln(1 / \sin(\theta / 2))\).

**Optical conductivity at finite temperature:** So far our discussion has centered on \(T = 0\) properties. We
now study the finite-\(T\) optical conductivity. The most reliable statements can be made in the regime \(k_B T \ll \hbar \omega\) corresponding to the response at temperatures much lower than the measurement frequency, where one obtains the nontrivial expansion [33]

\[
\frac{\sigma(\omega, T)}{e^2/\hbar} = \sigma_\infty + b \left( \frac{k_B T}{\hbar \omega} \right)^{3-1/\nu} + b' \left( \frac{k_B T}{\hbar \omega} \right)^3 + \cdots ,\tag{6}
\]

where the dots denote higher powers of \(k_B T/\hbar \omega\), corresponding to increasingly small corrections. The dimensionless real coefficients \(b, b'\) are universal properties of the QCP, and \(\nu\) is the correlation-length critical exponent. The structure of (6) follows from simple physical arguments, which we now briefly review. The large frequency expansion follows from the short time expansion of the operator product \(J_x(t)J_x(0)\) appearing in the Kubo formula for the conductivity. As \(t \to 0\), one can replace the product by a series involving operators of increasing scaling dimensions [33], called the operator product expansion (OPE). The operators that dominate the expansion are the identity, the “mass” operator \(|\phi|^2\) that tunes the system to the QCP in the Landau-Ginzburg Lagrangian (1), and the stress tensor \(T_{\mu\nu}\). We can thus schematically write \(J_xJ_x \sim 1 + |\phi|^2 + T_{\mu\nu} + \cdots\). The coefficients that multiply each operator in the series, omitted in this schematic expansion, are called OPE coefficients. The parameters \(b, b'\) are proportional to the OPE coefficients multiplying \(|\phi|^2\) and \(T_{\mu\nu}\), respectively. The corresponding powers of \(k_B T/\hbar \omega\) in (6) are the scaling dimensions of these operators. The dimension of \(|\phi|^2\) is \(\Delta_r = 3 - 1/\nu\), where the correlation length exponent \(\nu\) can be estimated via the \(\epsilon\) expansion, \(\nu \approx 0.75\) [11]. A more accurate result is given by the conformal bootstrap, which predicts \(\Delta_r = 1.9098(20)\) [48]. In contrast, the stress tensor is conserved and its scaling dimension is not renormalized: \(\Delta_T = 3\).

To understand this result, recall that \(b' \propto \gamma\), where \(\gamma\) is an OPE coefficient multiplying the stress tensor. This latter coefficient can be determined from the three-point correlation function \(\langle T_{\mu\nu}J_xJ_y \rangle\) at zero temperature [33]. To see if SUSY constrains \(\gamma\), we use a recent result for the general form of the three-point correlation function \(\langle J_xJ_yJ_z \rangle\) of the supercurrent [18]. While the precise form of this function is fairly complicated, its crucial feature is that it is characterized by a single overall constant, analogously to the two-point correlation function of the supercurrent. By extracting the \(\langle TJJ \rangle\) component of the three-point correlation function of the supercurrent, we find that \(\gamma\) and thus \(b'\) vanish identically [20]. As shown in Table I, this is not the case at the superconductor-insulator QCP of Cooper pairs [33], as expected in the absence of emergent SUSY.

**Sum rules:** From the point of view of the frequency dependence, the finite-temperature results we have given so far for the optical conductivity correspond to the high-frequency regime \(\hbar \omega \gg k_B T\). In fact, we have sufficient information about the QCP to go even further and constrain the integral of the finite-temperature optical conductivity over all frequencies by way of a sum rule [33, 49, 50]:

\[
\int_0^\infty d\omega \left( \text{Re} \sigma(\omega, T) - \sigma_\infty e^2/\hbar \right) = 0 . \tag{8}
\]

A dual sum rule obtained by replacing \(\sigma\) with \(1/\sigma\) also holds [50]. The key point is that the integrand must decay sufficiently fast at high frequencies. This is the case here, since in that limit the integrand scales as \((T/\omega)^{3-1/\nu}\) [Eq. (6)], and we know that \(\nu > 1/2\) [48].

**Experimental realizations:** Recent experiments suggest that intrinsic (as opposed to proximity-induced) superconductivity may have been observed on the surface of the 3D topological insulator Sb\(_2\)Te\(_3\) [7]. Scanning tunneling microscopy data suggests an inhomogeneous distribution of local critical temperatures \(T_c(r)\) as high as 60 K, with global phase coherence achieved only at a much lower \(< 9\) K. The QCP discussed here remains stable against quenched disorder in \(T_c\), assuming it is short-ranged, only if the Harris criterion \(vd > 2\) is satisfied, where \(d = 2\) is the spatial dimension and \(\nu\) is the correlation length exponent of the clean QCP [51]. Using the conformal bootstrap result quoted earlier, one obtains \(\nu \approx 0.917\), implying that the QCP is compromised by this type of disorder. Signatures of the clean QCP will nevertheless be observable above the crossover temperature \(k_B T^* \sim A W^{1/(2\nu-d)} \sim A W^{5.5}\) where \(A\) is a high-energy cutoff that can be taken as the bulk gap of the topological insulator and \(W\) is some dimensionless measure of the disorder strength [52]. Given the high power of \(W\), one expects that the \(\hbar \omega \gg k_B T > k_B T^*\) regime—in which the results discussed here hold—will be reachable in the near future in samples with moderate amounts of disorder.

**Discussion & outlook:** We have analyzed the dynamical response properties of a strongly interacting QCP occurring on the surface of a 3D topological insulator between the gapless Dirac surface state and a gapped surface superconductor. The emergence of SUSY in the low-energy limit at this QCP allowed us to deduce exact results for the dynamical response of the system in closed form, as summarized in Table I. We found that the zero-temperature optical conductivity and dynamical shear viscosity coefficient are frequency-independent, proportional to each other, and given by a simple irrational number, Eq. (4). We further made exact statements concerning the finite-temperature optical
conductivity, including high-frequency asymptotics and sum rules. It is natural to ask if other properties of this QCP can be deduced from SUSY, such as the entanglement Rényi entropies of corners [53]. More broadly, it would be worthwhile to investigate other QCPs with emergent SUSY in both two and three spatial dimensions.
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I. TWO-POINT FUNCTIONS OF $\mathcal{N}=2$ SCFTS IN 2+1 DIMENSIONS

In supersymmetric theories, fields are grouped into different supermultiplets according to how they transform under the supersymmetry algebra. For (2+1)-dimensional theories with $\mathcal{N}=2$ supersymmetry, the $R$-current $R_\mu$ and the stress tensor $T_{\mu\nu}$ are in the same supermultiplet, the supercurrent supermultiplet. For the (2+1)D Wess-Zumino model we are considering, the $R$-current is simply proportional to the physical $U(1)$ current $J_\mu = \bar{\psi}\gamma_\mu\psi + i(\phi^*\partial_\mu\phi - \text{c.c.})$. In the superspace formalism, one associates to each supermultiplet a superfield which contains the various components of the supermultiplet. For the supercurrent supermultiplet, the superfield $J_\mu$ is [1]

$$J_\mu = s J_\mu - (\theta^\nu \bar{\theta}) 2 T_{\nu\mu} + \cdots,$$  \hspace{1cm} (S1)

where $s$ is the proportionality constant between $R_\mu$ and $J_\mu$, $\cdots$ denotes all the components other than the $U(1)$ current and the stress tensor, the $\gamma^\nu$ ($\nu = 0, 1, 2$) are $2 \times 2$ gamma matrices, and $\theta, \bar{\theta}$ are Grassmann-valued two-component spinors. In this Supplemental Material we consider Minkowski spacetime described by the metric tensor $\eta_{\mu\nu} = \text{diag}(-1, 1, 1)$, i.e., a Lorentzian metric with signature $(- + +)$, but results in imaginary time (Euclidean spacetime) can be obtained simply by replacing $\eta_{\mu\nu}$ with the Kronecker delta $\delta_{\mu\nu}$. Lorentz indices $\mu, \nu, \ldots$ are lowered (raised) with the metric tensor $\eta_{\mu\nu}$ ($\eta^{\mu\nu}$), while spinorial indices $\alpha, \beta, \ldots$ are lowered (raised) with the antisymmetric tensor $\varepsilon_{\alpha\beta}$ ($\varepsilon^{\alpha\beta}$), where we define

$$\varepsilon_{\alpha\beta} \equiv \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = -i\sigma_2, \hspace{1cm} \varepsilon^{\alpha\beta} \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = i\sigma_2,$$  \hspace{1cm} (S2)

where $\sigma_1, \sigma_2, \sigma_3$ are the standard Pauli matrices. Because $\varepsilon_{\alpha\beta}$ and $\varepsilon^{\alpha\beta}$ are antisymmetric tensors, one must be careful to use the second index of the pair when lowering and raising spinorial indices,

$$\theta_\alpha = \varepsilon_{\alpha\beta}\theta^\beta, \hspace{1cm} \theta^\alpha = \varepsilon^{\alpha\beta}\theta_\beta.$$  \hspace{1cm} (S3)
The gamma matrices are defined as
\[(\gamma_\mu)^\alpha_\beta \equiv (-i\sigma_2, \sigma_3, -\sigma_1), \] (S4)
and obey the \(SO(1,2)\) Clifford algebra \(\{\gamma_\mu, \gamma_\nu\} = 2\eta_{\mu\nu}\). The Grassmann bilinear in Eq. (S1) is thus defined as \(\theta\gamma^\alpha\bar{\theta} = \theta^\alpha(\gamma^\nu)_\alpha^\beta\bar{\theta}_\beta\). One also often uses gamma matrices with two lower or two upper spinorial indices,
\[\gamma^\alpha_\beta = (-1, \sigma_1, \sigma_3), \quad \gamma^\alpha_\beta = (1, -\sigma_1, -\sigma_3), \] (S5)
which can be obtained from Eq. (S4) by raising and lowering the appropriate indices. Importantly, these do not satisfy the Clifford algebra, and are real and symmetric. One can use them to write a Lorentz vector such as \(J_\mu\) as a symmetric bispinor \(J^\alpha_\beta\),
\[J^\alpha_\beta \equiv \gamma^\alpha_\beta J_\mu, \quad J_\mu = -\frac{1}{2} \gamma^\alpha_\beta J^\alpha_\beta, \] (S6)
i.e., a second-rank symmetric tensor in spinorial indices, which has \((2 \times 3)/2 = 3\) independent components, as expected for a Lorentz vector in 2+1 dimensions.

Recent work has determined the general structure of the two-point function of the supercurrent superfield \(J^\alpha_\beta\) in \(N = 2\) superconformal field theories (SCFTs) in 2+1 dimensions [2],
\[\langle J^\alpha_\beta(z_1)J^{\alpha'\beta'}(z_2) \rangle = c_{N=2}^N \frac{x^{(\alpha'\beta')}}{(x^2)^3}, \] (S7)
where the definition of \(x\) will be given below. On the other hand, the general structure of the two-point functions \(\langle J_\mu(z)J_\nu(0) \rangle\) and \(\langle T_{\mu\nu}(x)T_{\rho\sigma}(0) \rangle\) in conformal, but not necessarily superconformal, field theories was determined by Osborn and Petkou over two decades ago [3],
\[\langle J_\mu(z)J_\nu(0) \rangle = C_J \frac{I_{\mu\nu}(x)}{x^4}, \quad \langle T_{\mu\nu}(x)T_{\rho\sigma}(0) \rangle = C_T \frac{I_{\mu\nu,\rho\sigma}(x)}{x^6}, \] (S8)
in 2+1 dimensions (we write \(x^n \equiv |x|^n\) for simplicity), where the tensors \(I_{\mu\nu}(x)\) and \(I_{\mu\nu,\rho\sigma}(x)\) are given by
\[I_{\mu\nu}(x) \equiv \eta_{\mu\nu} - \frac{2x_\mu x_\nu}{x^2}, \quad I_{\mu\nu,\rho\sigma}(x) \equiv \frac{1}{2} (I_{\mu\sigma}(x)I_{\nu\rho}(x) + I_{\mu\rho}(x)I_{\nu\sigma}(x)) - \frac{1}{3} \eta_{\mu\nu}\eta_{\rho\sigma}. \] (S9)
Given Eq. (S1), Eq. (S7) implies that \(C_J\) and \(C_T\) are determined by the same universal constant \(c_{N=2}\). By expanding the superspace expression (S7) in Grassmann components, we will determine how \(C_J\) and \(C_T\) are related.

**A. Two-point function of the \(U(1)\) current: \(C_J\)**

By spacetime translation invariance, we can set \(z_2\) to zero and \(z_1\) to \(z\) in Eq. (S7),
\[\langle J^\alpha_\beta(z)J^{\alpha'\beta'}(0) \rangle = c_{N=2}^N \frac{x^{(\alpha'\beta')}}{(x^2)^3}, \] (S10)
where we use the notation \( A(\alpha B) = \frac{1}{2} (A^\alpha B^\beta + A^\beta B^\alpha) \) for symmetrization. Equation (5) in the main text follows simply from applying Eq. (S6) to Eq. (S10). The bispinor \( x^{\alpha\beta} \) is defined as [2]

\[
x^{\alpha\beta} = x^{\alpha\beta} - i\varepsilon^{\alpha\beta\bar{\theta}},
\]

(S11)

where \( \theta\bar{\theta} \equiv \theta^a\bar{\theta}_a \) and \( x^{\alpha\beta} \) is the symmetric bispinor corresponding to \( x_\mu \). To obtain the two-point function of the \( U(1) \) current \( J_\mu \), given Eq. (S1) one must set all \( \theta \)'s and \( \bar{\theta} \)'s to zero [1] in Eq. (S10). We have

\[
\langle J_\mu(x) J_\nu(0) \rangle = \frac{1}{4} c_{N=2} \frac{x^\alpha (x^\beta) x_{\alpha'} (x^\beta')}{x^6} = \frac{1}{4} c_{N=2} \text{tr}(\gamma_\mu \gamma_\lambda \gamma_\nu \gamma_\rho) \frac{x^\lambda x^\rho}{x^6} = -\frac{1}{2} c_{N=2} \frac{I_{\mu\nu}(x)}{x^4},
\]

(S12)

using the identity \( \text{tr}(\gamma_\mu \gamma_\lambda \gamma_\nu \gamma_\rho) = 2(\eta_{\mu\lambda} \eta_{\nu\rho} + \eta_{\mu\rho} \eta_{\lambda\nu} - \eta_{\mu\nu} \eta_{\lambda\rho}) \), hence we obtain

\[
C_J = -\frac{1}{2}s^2 c_{N=2}.
\]

(S13)

**B. Two-point function of the stress tensor: \( C_T \)**

For the two-point function of the stress tensor, we need to keep only terms that are quadratic in Grassmann variables (with two \( \theta \)'s and two \( \bar{\theta} \)'s) on both sides of Eq. (S10). Using Eq. (S1), the relevant part of the two-point function of the supercurrent superfield \( J_\mu \) is thus

\[
\langle J_\mu(z) J_\sigma(0) \rangle = 4(\theta \gamma_\nu \bar{\theta})(\theta \gamma_\sigma \bar{\theta}) \langle T_{\nu\mu}(x) T_{\rho\sigma}(0) \rangle + \cdots
\]

(S14)

The denominator of Eq. (S10) is

\[
(x^2)^3 = \left( -\frac{1}{2} x^{\alpha\beta} x_{\alpha\beta} \right)^3 = (x^2 + (\theta\bar{\theta})^2)^3 = x^6 + 3x^4(\theta\bar{\theta})^2,
\]

(S15)

observing that powers of \( \theta\bar{\theta} \) higher than two vanish identically because of the Grassmann nature of \( \theta \) and \( \bar{\theta} \). The compute the numerator, we first observe that

\[
x_{\alpha'}^{\alpha'} = x^{\alpha} - i\delta^{\alpha'}_{\alpha} \bar{\theta},
\]

(S16)

and we obtain

\[
\gamma_\mu^{\alpha\beta}(\gamma_\sigma)_{\alpha'\beta'} x^{(\alpha'} \bar{\theta} (x^\beta')} = -2x^2 I_{\mu\sigma}(x) + 2\eta_{\mu\sigma}(\theta\bar{\theta})^2 + \cdots,
\]

(S17)

where \( \cdots \) denotes possible terms proportional to \( \theta\bar{\theta} \) which do not contribute to the two-point function of the stress tensor. We thus have

\[
\langle J_\mu(z) J_\sigma(0) \rangle = \frac{c_{N=2}}{2} \left( -\frac{x^2 I_{\mu\sigma}(x) + \eta_{\mu\sigma}(\theta\bar{\theta})^2}{x^6 + 3x^4(\theta\bar{\theta})^2} \right) + \cdots = \frac{c_{N=2}}{2} \left( \frac{3I_{\mu\sigma}(x) + \eta_{\mu\sigma}}{x^6} \right) \langle \theta\bar{\theta} \rangle^2 + \cdots,
\]

(S18)
where the dots denote all terms not proportional to $(\theta \bar{\theta})^2$. Consider now Eq. (S14). By Lorentz invariance, we must have $(\theta \gamma^\nu \bar{\theta})(\theta \gamma^\rho \bar{\theta}) = C\eta^{\nu\rho}(\bar{\theta} \theta)^2$ where $C$ is some constant. Setting for instance $\nu = \rho = 1$, which implies by Eq. (S4) that $\gamma^\nu = \gamma^\rho = \sigma_3$, it is easily shown that $(\bar{\theta} \sigma_3 \theta)^2 = - (\theta \bar{\theta})^2$, and thus

$$(\theta \gamma^\nu \bar{\theta})(\theta \gamma^\rho \bar{\theta}) = - \eta^{\nu\rho}(\bar{\theta} \theta)^2.$$  

(S19)

Substituting this expression in Eq. (S14), and using Eq. (S18), we obtain

$$\eta^\nu\rho \langle T_{\nu\mu}(x) T_{\rho\sigma}(0) \rangle = - \frac{1}{8} c_{N=2} \left( \frac{3I_{\mu\sigma}(x) + \eta_{\mu\sigma}}{x^6} \right),$$

(S20)

by equating the coefficients of $(\bar{\theta} \theta)^2$ on either side of the equation. To determine the relationship between $C_T$ and $c_{N=2}$, we compute the left-hand side of Eq. (S20) from the general relation Eq. (S8),

$$\eta^\nu\rho \langle T_{\nu\mu}(x) T_{\rho\sigma}(0) \rangle = \frac{1}{6} C_T \left( \frac{3I_{\mu\sigma}(x) + \eta_{\mu\sigma}}{x^6} \right),$$

(S21)

from which we obtain the relation

$$C_T = - \frac{3}{4} c_{N=2}.$$  

(S22)

We thus find that the ratio between $C_J$ and $C_T$ is a universal number: $C_J/C_T = 2/3 s^2$. To fix the proportionality constant $s$ for the Wess-Zumino theory, we use the fact that the UV fixed point of Eq. (2) in the main text, the theory of a free boson and a free Dirac fermion, is also a $N=2$ SCFT in 2+1 dimensions. The coefficients $C_J$ and $C_T$ at this fixed point are simply the sum of the free boson and free Dirac fermion values, which can be computed explicitly [4],

$$C_J = C_{J}^\phi + C_{J}^\psi = 10/S_3^2, \quad C_T = C_{T}^\phi + C_{T}^\psi = 6/S_3^2,$$

(S23)

where $S_D \equiv 2\pi^{D/2}/\Gamma(D/2)$. One obtains

$$\frac{C_J}{C_T} = \frac{5}{3};$$

(S24)

and thus $s = \sqrt{2}/3$.

II. EXACT EVALUATION OF THE GROUND-STATE CONDUCTIVITY $\sigma_\infty$

In this section we provide the explicit calculation of the ground-state conductivity $\sigma_\infty$ at the semimetal-superconductor QCP described by the $N=2$ Wess-Zumino SCFT. We closely follow Nishioka and Yonekura [5], who gave an integral expression for a quantity that is proportional to $\sigma_\infty$. In Ref. 5 this expression was only evaluated numerically, while we here show that this integral, and hence $\sigma_\infty$, reduces to a simple irrational number.
Nishioka and Yonekura give an expression for the coefficient $C_T$ of the two-point function of the stress tensor in terms of a quantity called $\tau_{RR}$ \[5\],

$$C_T = \frac{3\tau_{RR}}{2\pi^2}.$$  \hspace{1cm} (S25)

At the UV fixed point of the Wess-Zumino theory one has $\tau_{RR} = \frac{1}{4}$ \[5\], in agreement with the value of $C_T$ given in Eq. (S23). Using Eq. (S24), we thus have

$$C_J = \frac{5\tau_{RR}}{2\pi^2}.$$  \hspace{1cm} (S26)

We note that the normalization of the $R$-current in Ref. \[5\] differs from the one used here \[2\]. By Fourier transforming the two-point function $\langle JJ \rangle$ in Eq. (S8), and using the standard Kubo formula for the conductivity

$$\sigma(\omega) = -\frac{i}{\omega} \langle J_x(\omega, \vec{k} = 0) J_x(-\omega, \vec{k} = 0) \rangle,$$  \hspace{1cm} (S27)

we find $\sigma_\infty = \pi^2 C_J/2$, which implies

$$\sigma_\infty = \frac{5}{4} \tau_{RR}.$$  \hspace{1cm} (S28)

In order to evaluate $\tau_{RR}$, one first considers the partition function of the theory on the compactified spacetime $S^3_b$, which is a squashed three-sphere. When the squashing parameter $b$ is set to unity, $S^3_b$ reduces to the regular three-sphere. The (dimensionless) free energy is given by $F(b) = -\log Z_{S^3_b}$, where $Z_{S^3_b}$ is the partition function. $\tau_{RR}$ is then obtained by taking the second derivative of $F(b)$ with respect to $b$:

$$\tau_{RR} = \frac{2}{\pi^2} \text{Re} \left. \frac{\partial^2 F}{\partial b^2} \right|_{b=1}.$$  \hspace{1cm} (S29)

Heuristically, each $b$-derivative brings down one stress tensor, so that we are left with the two-point function $\langle TT \rangle$.

The crucial simplification comes because of SUSY, which leads to a powerful method called supersymmetric localization that allows the computation of the partition function in terms of a simple integral \[6, 7\]. Using Eq. (S29) then gives \[5\]

$$\tau_{RR} = \frac{2}{\pi^2} \int_0^\infty dy \left[ \frac{1}{3} \frac{1}{y^2} - \frac{\cosh(2y/3)}{\sinh^2 y} + \frac{[\sinh(2y) - 2y] \sinh(2y/3)}{2 \sinh^4 y} \right],$$  \hspace{1cm} (S30)

where we have used the fact that the $R$-charge associated with the chiral multiplet of the interacting Wess-Zumino $\mathcal{N} = 2$ SCFT is $2/3$ \[8\]. The fact that Eq. (S30) takes the form of a one-loop integral but nevertheless describes an interacting conformal QCP follows from SUSY non-renormalization theorems behind the localization method \[6, 7\]. We emphasize that this integral takes as input the exact scaling dimension of the chiral multiplet (containing $\phi, \psi$).
The part proportional to $1/3$ in Eq. (S30) integrates to:

$$\frac{2}{\pi^2} \int_0^\infty dy \frac{1}{3} \left( \frac{1}{y^2} - \frac{\cosh(2y/3)}{\sinh^2 y} \right) = \frac{2}{9\sqrt{3}\pi}. \tag{S31}$$

The second term is more subtle. To simplify its evaluation, we slightly deform that part of the integrand:

$$A(a) = \frac{2}{\pi^2} \int_0^\infty dy \left[ \frac{\sinh(2y) - 2y}{2\sinh^4 \left( y + \frac{a}{2} \right)} \right], \tag{S32}$$

where we have introduced a shift by $a/2 > 0$ in the argument of the hyperbolic sine in the denominator. The resulting integral can be evaluated in closed form (the lengthy answer contains the Lerch transcendent function). Here, we simply give its $a \to 0^+$ limit:

$$A(0^+) = \frac{64}{243} - \frac{2}{3\sqrt{3}\pi}. \tag{S33}$$

Adding Eqs. (S31) and (S33) we obtain:

$$\tau_{RR} = \frac{4}{243} \left( 16 - \frac{9\sqrt{3}}{\pi} \right) \approx 0.1816961307, \tag{S34}$$

which agrees with the numerical evaluation of Eq. (S30), given in Ref. [5]. As an independent check of the SUSY localization calculation described above, a recent highly non-trivial conformal bootstrap calculation [9] has yielded $\tau_{RR} = 0.18163(8)$, in perfect agreement with the exact result. Finally, Eq. (S34) leads to the desired result for the ground-state conductivity:

$$\sigma_\infty = \frac{5}{4} \tau_{RR} = \frac{5}{243} \left( 16 - \frac{9\sqrt{3}}{\pi} \right) \approx 0.2271201634. \tag{S35}$$

### III. THREE-POINT FUNCTION $\langle TJJ \rangle$ OF $\mathcal{N} = 2$ SCFTS IN 2+1 DIMENSIONS

We now consider the three-point function $\langle TJJ \rangle$ of the stress tensor and two $U(1)$ currents. The generic form of this function for (2 + 1)-dimensional CFTs is given by [3],

$$\langle T_{\mu\nu}(x_1) J_{\lambda}(x_2) J_{\rho}(x_3) \rangle = \frac{t_{\mu\nu\sigma\tau}(X_{23}) \eta_{\lambda\rho} \eta_{\gamma\tau} I_{\lambda\mu}(x_{21}) I_{\rho\gamma}(x_{31})}{x_{12}^3 x_{13}^3 x_{23}}, \tag{S36}$$

where we define

$$x_{ij} = x_i - x_j, \quad X_{23} = \frac{x_{13}}{x_{12}^2} - \frac{x_{12}}{x_{13}^2}. \tag{S37}$$

When the symbol $x_{ij}$ appears raised to an odd power, as in the denominator of Eq. (S36), it means $|x_{ij}| = \sqrt{x_{ij}^2}$. The second-rank tensor $I_{\mu\nu}(x)$ is defined in Eq. (S9), and the dimensionless fourth-rank tensor $t_{\mu\nu\sigma\tau}(X)$ is defined as

$$t_{\mu\nu\sigma\tau}(X) = \hat{a} h^1_{\mu\nu}(\hat{X}) \eta_{\sigma\tau} + \hat{b} h^1_{\mu\nu}(\hat{X}) h^1_{\sigma\tau}(\hat{X}) + \hat{c} h^2_{\mu\nu\sigma\tau}(\hat{X}) + \hat{e} h^3_{\mu\nu\sigma\tau}(\hat{X}), \tag{S38}$$
where we define
\[ h_1^{\mu\nu}(\hat{X}) = \hat{X}_\mu \hat{X}_\nu - \frac{1}{3} \eta_{\mu\nu}, \quad (S39) \]
\[ h_2^{\mu\nu\sigma\tau}(\hat{X}) = \hat{X}_\mu \hat{X}_\sigma \eta_{\nu\tau} + \hat{X}_\nu \hat{X}_\sigma \eta_{\mu\tau} + \hat{X}_\mu \hat{X}_\tau \eta_{\nu\sigma} + \hat{X}_\nu \hat{X}_\tau \eta_{\mu\sigma} - \frac{4}{3} \hat{X}_\mu \hat{X}_\nu \eta_{\sigma\tau} - \frac{4}{3} \hat{X}_\nu \hat{X}_\sigma \eta_{\mu\tau} + \frac{4}{9} \eta_{\mu\nu} \eta_{\sigma\tau}, \quad (S40) \]
\[ h_3^{\mu\nu\sigma\tau}(\hat{X}) = \eta_{\mu\sigma} \eta_{\nu\tau} + \eta_{\mu\tau} \eta_{\nu\sigma} - \frac{2}{3} \eta_{\mu\nu} \eta_{\sigma\tau}, \quad (S41) \]
with \( \hat{X}_\mu = X_\mu / |X| \). The constants \( a, b, c, \hat{e} \) are not linearly independent, as one has the relations
\[ 3a - 2b + 2\hat{c} = 0, \quad \hat{b} - 3\hat{e} = 0, \quad (S42) \]
such that the three-point function \( \langle TJJ \rangle \) is in general specified by two independent constants.

The form of the three-point function \( (S44) \) simplifies tremendously if one considers a collinear frame, i.e., three spacetime points constrained to lie on a straight line: \( x_1^\mu = xn^\mu, \) \( x_2^\mu = yn^\mu, \) and \( x_3^\mu = zn^\mu, \) with \( n^\mu n_\mu = 1 \) \( [3] \). We also assume for convenience that \( x > y > z \). The three-point function is then given by
\[ \langle T_{\mu\nu}(x_1)J_\lambda(x_2)J_\rho(x_3) \rangle = \frac{\mathcal{A}^{TJJ}_{\mu\nu\rho\lambda}}{(x-y)^3(x-z)^3(y-z)^3}, \quad (S43) \]
where the fourth-rank tensor \( \mathcal{A}^{TJJ}_{\mu\nu\rho\lambda} \) is symmetric in both the first and second pair of Lorentz indices.

As seen previously, in \( (2 + 1) \)-dimensional \( \mathcal{N} = 2 \) SCFTs both the \( U(1) \) current and the stress tensor are part of the supercurrent supermultiplet. Therefore one can extract the three-point function \( (S36) \) from the three-point function of the supercurrent superfield \( J_{\alpha\beta} \), whose general form in those theories has been recently derived \( [2] \),
\[ \langle J_{\alpha\alpha'}(z_1)J_{\beta\beta'}(z_2)J_{\gamma\gamma'}(z_3) \rangle = \frac{\mathbf{x}_{13\alpha\beta'} \mathbf{x}_{13\alpha'} \mathbf{x}_{23\beta\sigma} \mathbf{x}_{23\beta'} \mathbf{x}_{\alpha' \gamma' \gamma}}{(x_{13})^3(x_{23})^3} H^{\rho\rho', \sigma\sigma'}_{\gamma' \gamma'}(X_3, \Theta_3), \quad (S44) \]
where the sixth-rank tensor \( H \), given in Eq. (7.44) of Ref. 2, is specified by a single independent constant \( d_{\mathcal{N}=2} \). Thus \( \mathcal{N} = 2 \) supersymmetry reduces the number of independent constants in the three-point function \( \langle TJJ \rangle \) from two to one. Our goal is to determine exactly how \( a, b, c, \hat{e} \) are related to \( d_{\mathcal{N}=2} \).

To extract Eq. \( (S36) \) from the superfield expression \( (S44) \), we need only keep the scalar component of \( J_{\beta\beta'}(z_2), J_{\gamma\gamma'}(z_3) \) and the \( \beta\gamma' \bar{\theta} \) component of \( J_{\alpha\alpha'}(z_1) \). Switching from symmetric bispinors to Lorentz vectors, we have
\[ \langle J_\nu(z_1)J_\lambda(z_2)J_\rho(z_3) \rangle = -2s^2(\theta_1 \gamma^\mu \bar{\theta}_1)\langle T_{\mu\nu}(x_1)J_\lambda(x_2)J_\rho(x_3) \rangle + \cdots, \quad (S45) \]
where \( \theta_1, \bar{\theta}_1 \) are the Grassmann coordinates associated with \( z_1 \) and the dots represents other components of the superfield three-point function in which we are not interested. Given that \( \theta_2, \bar{\theta}_2, \theta_3, \bar{\theta}_3 \)
do not appear on the right-hand side of Eq. (S45), we can set them all to zero in the expansion of Eq. (S44) in components. Furthermore only terms quadratic in $\theta_1, \bar{\theta}_1$ need be kept.

The right-hand side of Eq. (S44) is expressed in terms of two Grassmann-valued Lorentz vectors $\mathbf{x}_{ij}$ and $\mathbf{X}_3$, and the Lorentz spinor $\Theta_3$, which we must expand in components. The bispinor $\mathbf{x}^{\alpha\beta}_{ij}$ is written as the sum of symmetric and antisymmetric parts \[2\],

\[
\mathbf{x}^{\alpha\beta}_{ij} = \tilde{x}^{\alpha\beta}_{ij} + \frac{i}{2} \varepsilon^{\alpha\beta}_{ij} \theta_{ij} \theta_{ij},
\]  

(S46)

where $\theta_{ij}^{\alpha} \equiv \theta_{ij}^{\alpha} - \theta_{ij}^{\alpha}$, $I = 1, 2$, are differences of real Grassmann coordinates. The complex coordinates $\theta_i^\alpha, \bar{\theta}_i^\alpha$ are given in terms of the latter as

\[
\theta_i^\alpha = \frac{1}{\sqrt{2}} (\theta_{i1}^\alpha + i \theta_{i2}^\alpha), \quad \bar{\theta}_i^\alpha = \frac{1}{\sqrt{2}} (\theta_{i1}^\alpha - i \theta_{i2}^\alpha),
\]  

(S47)

hence $\theta_{ij}^\alpha \theta_{ij}^\alpha = 2 \theta_{ij}^\alpha \bar{\theta}_{ij} \alpha = 2 \theta_{ij} \bar{\theta}_{ij}$, and we can write

\[
\mathbf{x}^{\alpha\beta}_{ij} = \tilde{x}^{\alpha\beta}_{ij} + i \varepsilon^{\alpha\beta}_{ij} \theta_{ij} \bar{\theta}_{ij}.
\]  

(S48)

The symmetric part is defined as

\[
\tilde{x}^{\alpha\beta}_{ij} = x^{\alpha\beta}_{ij} + 2i \theta_{ij} \theta_{ij}^\alpha,
\]  

(S49)

where $x^{\alpha\beta}_{ij}$ is the symmetric bispinor associated with $x_{ij}$ defined in Eq. (S37). Since $i \neq j$, the second term on the right-hand side of Eq. (S49) necessarily involves Grassmann coordinates other than $\theta_1, \bar{\theta}_1$, and we can write $\tilde{x}^{\alpha\beta}_{ij} = x^{\alpha\beta}_{ij}$. Therefore, for our purposes $\mathbf{x}^{\alpha\beta}_{ij} = x^{\alpha\beta}_{ij} + i \varepsilon^{\alpha\beta}_{ij} \theta_{ij} \bar{\theta}_{ij}$. Furthermore, since $\theta_2, \bar{\theta}_2, \theta_3, \bar{\theta}_3$ are set to zero, we have

\[
\begin{align*}
\mathbf{x}_{12} = x_{12}^\alpha + i \varepsilon_{\alpha\beta} \theta_{1} \bar{\theta}_{1}, & \quad & \mathbf{x}_{12\beta} = x_{12\beta} + i \varepsilon_{\alpha\beta} \theta_{1} \bar{\theta}_{1}, \\
\mathbf{x}_{13} = x_{13}^\alpha + i \varepsilon_{\alpha\beta} \theta_{1} \bar{\theta}_{1}, & \quad & \mathbf{x}_{13\beta} = x_{13\beta} + i \varepsilon_{\alpha\beta} \theta_{1} \bar{\theta}_{1}, \\
\mathbf{x}_{23} = x_{23}^\alpha, & \quad & \mathbf{x}_{23\beta} = x_{23\beta}.
\end{align*}
\]  

(S50)

(S51)

(S52)

Since $x^{\alpha\beta}_{ij}, x_{ij\alpha\beta}$ are symmetric in spinor indices and $\varepsilon^{\alpha\beta}, \varepsilon_{\alpha\beta}$ antisymmetric, the square of $\mathbf{x}_{ij}$ is given by $x_{ij}^2 \equiv -\frac{1}{2} \mathbf{x}_{ij}^\alpha \mathbf{x}_{ij\alpha\beta} = x_{ij}^2 + \frac{1}{4}(\theta_{ij} \bar{\theta}_{1})^2 = x_{ij}^2$. The bispinor $\mathbf{X}_{3\alpha\beta}$ is defined as the matrix elements of \[2\]

\[
\mathbf{X}_3 = \frac{\mathbf{x}_{13}^T \mathbf{x}_{12} \mathbf{x}_{32}^T}{\mathbf{x}_{13}^T \mathbf{x}_{32}^T},
\]  

(S53)

where $\hat{\mathbf{m}}$ denotes a matrix with two upper spinorial indices and $\hat{\mathbf{m}}$ a matrix with two lower spinorial indices. We thus have

\[
\mathbf{X}_{3\alpha\beta} = -\frac{\mathbf{x}_{13\alpha'\alpha} \mathbf{x}_{12} \mathbf{x}_{32\beta\beta'}}{\mathbf{x}_{13}^2 \mathbf{x}_{32}^2} = \frac{x_{32\beta\beta'} (x_{13\alpha'} x_{12\alpha'} - i x_{23\beta'} \theta_{1})}{x_{13}^2 x_{32}^2},
\]  

(S54)
to the desired order. Finally, $\Theta_{3\alpha}$ is defined as the matrix elements of [2]

$$
\hat{\Theta}_3 = -\frac{x_{13}^T \hat{\theta}_{31}}{x_{13}^2} + \frac{x_{23}^T \hat{\theta}_{32}}{x_{23}^2},
$$

(S55)

where $\hat{\theta}_{ij}$ is a matrix with matrix elements $\theta_{ij}^\alpha = \theta_{iI}^\alpha - \theta_{jI}^\alpha$. To the desired order, we obtain

$$
\Theta_{3\alpha} = \frac{x_{13\alpha\beta} \hat{\theta}_{3I}^\beta}{x_{13}^2}.
$$

(S56)

We now evaluate Eq. (S44) in the collinear frame discussed earlier. In the collinear frame, Eq. (S50)-(S52) simplify to

$$
x_{12\alpha\beta} = (x - y)n_{\alpha\beta} - i\varepsilon_{\alpha\beta} \theta_1 \bar{\theta}_1,
$$

(S57)

$$
x_{13\alpha\beta} = (x - z)n_{\alpha\beta} - i\varepsilon_{\alpha\beta} \theta_1 \bar{\theta}_1,
$$

(S58)

$$
x_{23\alpha\beta} = (y - z)n_{\alpha\beta},
$$

(S59)

where $n_{\alpha\beta}$ is the symmetric bispinor associated with $n^\mu$, and Eq. (S54), (S56) become

$$
X_{3\alpha\beta} = -\frac{x - y}{(x - z)(y - z)}n_{\alpha\beta} + \frac{i}{(x - z)^2}\varepsilon_{\alpha\beta} \theta_1 \bar{\theta}_1,
$$

(S60)

$$
\Theta_{3\alpha} = \frac{1}{x - z}n_{\alpha\beta} \theta_{1I}^\beta.
$$

(S61)

The sixth-rank tensor $H$ in Eq. (S44) is given by [2]

$$
H^{\alpha\beta,\gamma\delta,\epsilon\zeta}(X_3, \Theta_3) = id_{X=2} \left[ \frac{2}{X^3_3} \left( \varepsilon^{\alpha(\beta} \varepsilon^{\beta')} \bar{\varepsilon}_3^{\gamma(\delta} \varepsilon_3^{\delta')} + \varepsilon^{\alpha(\gamma} \varepsilon^{\gamma')} \bar{\varepsilon}_3^{\beta(\delta} \varepsilon_3^{\delta')} + \varepsilon^{\beta(\gamma} \varepsilon^{\gamma')} \bar{\varepsilon}_3^{\alpha(\delta} \varepsilon_3^{\delta')} \right)
$$

$$
+ \frac{1}{X^3_3} \left( 3X_3^{\alpha\epsilon} X_3^{\gamma\delta} \bar{\varepsilon}_3^{\gamma\delta} + 3X_3^{\beta\epsilon} X_3^{\gamma\delta} \bar{\varepsilon}_3^{\gamma\delta} - 5X_3^{\alpha\epsilon} X_3^{\beta\delta} \bar{\varepsilon}_3^{\gamma\gamma'} \right)
$$

$$
+ \frac{1}{X^3_3} \left( 5\varepsilon^{\alpha(\gamma} \varepsilon^{\gamma')} X_3^{\beta\delta} - 5\varepsilon^{\beta(\gamma} \varepsilon^{\gamma')} X_3^{\alpha\delta} \right) X_3^{\delta\delta'} \bar{\varepsilon}_3^{\gamma\gamma'}
$$

$$
+ \frac{5}{2} \frac{1}{X^3_3} X_3^{\alpha\epsilon} X_3^{\beta\delta} X_3^{\gamma\gamma'} X_3^{\delta\delta'} \bar{\varepsilon}_3^{\gamma\gamma'} \right],
$$

(S62)

where we define

$$
\Xi_{3\alpha\epsilon} = \varepsilon_{IJ} \Theta_{3\alpha} \Theta_{3J\epsilon}.
$$

(S63)

In the collinear frame, we find

$$
\Xi_{3\alpha\epsilon} = \frac{2i}{(x - z)^2}n_{\alpha\beta}n_{\alpha'\beta'} \theta_1^{(\beta} \bar{\theta}_1^{\beta')}.
$$

(S64)

Since each term in Eq. (S62) contains $\Xi_3$, which is quadratic in the Grassmann coordinates $\theta_1, \bar{\theta}_1$, we can ignore the Grassmann part of $X_3$ in Eq. (S60). We therefore have

$$
X_{3\alpha\beta} = -\frac{x - y}{(x - z)(y - z)}n_{\alpha\beta}, \quad |X_3| = \sqrt{-\frac{1}{2} X_3^{\alpha\beta} X_3^{\alpha\beta}} = \frac{x - y}{(x - z)(y - z)}.
$$

(S65)
Likewise, since $H$ is quadratic in Grassmann coordinates we can neglect the Grassmann part of the $x_{ij\alpha\beta}$ factors in front of $H$ in Eq. (S44). Using the latter equation, we have

$$s^2(\theta_1 \gamma^\mu \bar{\theta}_1) (T_{\mu \nu}(x_1) J_\lambda(x_2) J_\rho(x_3)) = \frac{1}{16(x-z)^6(y-z)^6} \Delta_{\nu \lambda \rho}(x, y, z), \quad (S66)$$

where

$$\Delta_{\nu \lambda \rho}(x, y, z) = \gamma_\nu^{\alpha \alpha'} \gamma_\lambda^{\beta \beta'} \gamma_\rho^{\gamma \gamma'} x_{13\alpha\sigma} x_{13\alpha'\tau} x_{23\beta\sigma} x_{23\beta'\tau} H^{\gamma \gamma', \sigma \sigma'}(X_3, \Theta_3)$$

$$= (x-z)^2(y-z)^2(n_{\gamma \nu} n_{\alpha \alpha'}(n_{\gamma \lambda} n_{\beta \beta'}) H^{\gamma \gamma', \sigma \sigma'}(X_3, \Theta_3). \quad (S75)$$

For simplicity we will focus only on terms in Eq. (S66) that are proportional to $\theta_1 \gamma_\lambda \bar{\theta}_1$, as this turns out to be sufficient to relate $\hat{a}, \hat{b}, \hat{c}, \hat{e}$ to $d_{N=2}$. Since on the right-hand side of Eq. (S66) $\theta_1, \bar{\theta}_1$ only appear in $\Xi_3$, and since the index $\lambda$ appears in the combination $(n_{\gamma \lambda} n_{\beta \beta'})$, the only terms in Eq. (S62) that can generate $\theta_1 \gamma_\lambda \bar{\theta}_1$ are those that contain $\Xi_3^{\beta \beta'}$. Using

$$(n_{\gamma \lambda} n_{\beta \beta'}) \Xi_3^{\beta \beta'} = \frac{2i}{(x-z)^2} \theta_1 \gamma_\lambda \bar{\theta}_1, \quad (S68)$$

$$(n_{\gamma \nu} n_{\alpha \alpha'}(n_{\gamma \rho} \gamma_\gamma') \epsilon^{\alpha \gamma} \bar{\epsilon}^{\gamma} \gamma_\gamma') = -2\eta_{\nu \rho} + 4n_{\nu} n_{\rho}, \quad (S69)$$

$$(n_{\gamma \nu} n_{\alpha \alpha'}(n_{\gamma \rho} \gamma_\gamma') \gamma_\gamma' X_3^{\alpha \alpha'} X_3^{\gamma \gamma'} = \frac{4(x-y)^2}{(x-z)^2(y-z)^2} n_{\nu} n_{\rho}, \quad (S70)$$

as well as Eq. (S66) and (S43), we obtain

$$s^2(\theta_1 \gamma^\mu \bar{\theta}_1) A_{\mu \nu \lambda \rho}^{T JJ} = \frac{1}{2} d_{N=2}(\eta_{\nu \rho} - 5n_{\nu} n_{\rho}) \theta_1 \gamma_\lambda \bar{\theta}_1 + \ldots \quad (S71)$$

On the other hand, we can directly calculate the left-hand side of Eq. (S71) for a general CFT in 2+1 dimensions from Eq. (S36) and (S43). We obtain

$$s^2(\theta_1 \gamma^\mu \bar{\theta}_1) A_{\mu \nu \lambda \rho}^{T JJ} = \frac{s^2}{3} \left( b\eta_{\nu \rho} - (2\hat{b} + 3\hat{e}) n_{\nu} n_{\rho} \right) \theta_1 \gamma_\lambda \bar{\theta}_1 + \ldots, \quad (S72)$$

where we have used the relations (S42) to eliminate $\hat{a}$ and $\hat{e}$ in favor of $\hat{b}$ and $\hat{c}$. Comparing Eq. (S71) and (S72), we obtain

$$\hat{b} = \hat{c} = \frac{3}{2s^2} d_{N=2}, \quad (S73)$$

which implies using the relations (S42) that

$$\hat{a} = 0, \quad \hat{e} = \frac{1}{2s^2} d_{N=2}. \quad (S74)$$

Ref. [10–12] define a constant $\gamma$, which is a function of the constants $\hat{a}, \hat{b}, \hat{c}, \hat{e}$ of the CFT. This constant was shown to be subject to certain bounds [10, 11]. In 2+1 dimensions, $\gamma$ is given by

$$\gamma = \frac{\hat{b} - \hat{c}}{4\hat{b} + 12\hat{c}}. \quad (S75)$$
We thus find that all (2+1)D CFTs with $\mathcal{N} = 2$ superconformal invariance will have a vanishing value of $\gamma$ (as long as the $U(1)$ current is proportional to the $R$-current):

$$\gamma_{\mathcal{N}=2} = 0.$$  

\hspace{1cm} (S76)
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