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ABSTRACT
Video Visual Relation Detection (VidVRD), has received significant attention of our community over recent years. In this paper, we apply the state-of-the-art video object tracklet detection pipeline MEGA [7] and deepSORT† [27] to generate tracklet proposals. Then we perform VidVRD in a tracklet-based manner without any pre-cutting operations. Specifically, we design a tracklet-based visual Transformer. It contains a temporal-aware decoder which performs feature interactions between the tracklets and learnable predicate query embeddings, and finally predicts the relations. Experimental results strongly demonstrate the superiority of our method, which outperforms other methods by a large margin on the Video Relation Understanding (VRU) Grand Challenge in ACM Multimedia 2021. Codes are released at https://github.com/Dawn-LX/VidVRD-tracklets.
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1 INTRODUCTION
The Video Visual Relation Detection (VidVRD) task aims to detect visual relations between objects in videos, which are denoted by a set of <subject, predicate, object> triplets. Compared to visual relation detection in still images (ImgVRD) [6], VidVRD is technically more challenging: (1) The relationship between objects incorporates temporal informations. Some relationships (e.g., towards, move-past) can only be detected by utilizing temporal context. (2) Relations between two specific objects often changes overtime.

Inspired from ImgVRD approaches, early VidVRD models [17, 20, 22, 25] are all segment-based approaches. Specifically, they first divide the whole video into multiple short segments. Then, they detect all tracklets and their pairwise relationships in each short segment. Lastly, they merge relationship triplets among adjacent segments with association methods. Although these segment-based VidVRD approaches achieve sound performance on standard benchmarks, this framework inherently fails to utilize the long-term temporal context in other segments. To avoid this inherent limitation, one of the latest VidVRD model STGCN [14] performs VidVRD in a tracklet-based manner. Instead of pre-cutting the input video into multiple segments in advance, STGCN directly detects all object tracklets, and runs sliding windows with different scales to obtain numerous tracklet proposals. Then, STGCN predicts the tracklet classes and their pairwise relationships.

In this paper, we follow STGCN [14] to first detect all the object tracklets in a video. Then we design a tracklet based visual Transformer to perform interactions between tracklet features and finally detect the relations. Specifically, Our model is a Transformer-family encoder-decoder model [26], where the inputs for the encoder and decoder are initial tracklet features and learnable predicate query embeddings, respectively. The encoder aims to extract contextual features for object tracklets, and the decoder intends to enhance predicate queries with all tracklets. We use each predicate query to represent a relationship instance, and it has two types (i.e., subject/object) of links to tracklets. The final output of our model are the enhanced predicate queries, which will be fed into a multi-layer perceptron (MLP) for predicate classification, and the attention matrix from the last encoder layer, which will be binarized to obtain the links to subject/object for each predicate query.

We will describe our method in two main steps: 1) object detection and tracking (Section 2), which returns a set of object tracklet proposals, and 2) relation detection (Section 3), which detects the visual relations among the pre-obtained tracklet proposals.

2 OBJECT DETECTION AND TRACKING
Object tracklet detection determines the ceiling of the video visual relation detection performance. Different from previous works, we use MEGA [7] with ResNet-101 [9] to detect frame-level objects, and then use deepSORT [27] to associate them into tracklet proposals.

Our detector was trained on the training and validation set of MS-COCO[13] and the training set of VidOR [19]. For MS-COCO, we selected the same 80 object categories as in VidOR. For VidOR, considering the redundancy of adjacent frames, we sample key frames every 32 frames for each video. After all, the training set consists around 311k images.

We run the above trained detector on each frame of the video to obtain the frame-level object detection results, where each result contains box coordinates, visual appearance features, and the object
classification logits. Then we adopt the object tracking method deepSORT [27] to generate object tracklets, denoted as \( \{ T_i \}_{i=1}^n \). Each tracklet \( T_i \) with length (number of frames) \( l_i \) is characterized by its time slots \((s_j, e_j)\), box coordinates \( \{b_{ij} \in \mathbb{R}^4 \mid j = 1, 2, \ldots, l_i \} \), appearance features \( f_i^a \in \mathbb{R}^{l_i \times d_a} \) and the object category \( e_i \in \mathbb{C}_{\text{obj}} \), where \( \mathbb{C}_{\text{obj}} \) is the set of all object categories for VidOR. We fix all the box coordinates \( \{b_{ij} \} \) and object categories \( \{e_i\} \) as the final predictions. In addition, we reserve the classification probabilities from the detection backbone for each tracklet, denoted as \( p_i \in \mathbb{R}^{\left| \mathbb{C}_{\text{obj}} \right|} \), for the final relation prediction.

3 RELATION DETECTION

The overall pipeline of our model is shown in Figure 1. It uses a fixed set of \( m \) predicate queries \( \{q_j\}_{j=1}^m \), with learnable query embeddings, denoted as \( Q \in \mathbb{R}^{m \times d_q} \). Each query is responsible for each of the final predicate prediction, which is characterized by its links to subject/object and its category \( e_j^q \in \mathbb{C}_{\text{rel}} \), where \( \mathbb{C}_{\text{rel}} \) is the set of all relation categories for VidOR.

3.1 Tracklet Feature Initialization

For each tracklet \( T_i \), we consider both the static coordinates \( \{b_{ij}\} \) and the dynamic features \( \{\Delta b_{ij}\} \) for its spatial feature, where

\[
\Delta b_{ij} = b_{ij+1} - b_{ij}, \quad j = 1, \ldots, l_i - 1. \tag{1}
\]

The spatial feature \( s_i \in \mathbb{R}^{l_i \times 8} \) is obtained by stacking \( \{b_{ij}\}_{j=1}^{l_i} \) and \( \{\Delta b_{ij}\}_{j=1}^{l_i-1} \). Then, the appearance feature \( f_i^a \) and spatial feature \( s_i \) are fed into two MLPs and their outputs are concatenated as the initial tracklet feature \( f_i \in \mathbb{R}^{l_i \times d} \), where \( f_i = [\text{MLP}_a(f_i^a) ; \text{MLP}_s(s_i)] \).

3.2 Encoder-Decoder Feature Interactions

Encoder. Since the size of each tracklet feature is different, we first use a pooling operation to transform tracklet feature \( f_i \in \mathbb{R}^{l_i \times d} \) to a fixed size feature \( f_i \in \mathbb{R}^{l \times d} \), and flatten it into a vector, followed by a MLP to reduce the dimension, resulting in a vector \( h_i \in \mathbb{R}^d \). Then, we stack all tracklet features \( \{h_i\} \) into matrix \( H \in \mathbb{R}^{n \times d} \), and feed \( H \) into a Transformer encoder, i.e., \( H = \text{Transformer}_{\text{enc}}(H) \), where the outputs \( \hat{H} \in \mathbb{R}^{n \times d} \) are contextualized tracklet features.

Decoder. In contrast to the standard Transformer decoder, we design a temporal-aware decoder that considers different temporal RoIs of the tracklet features \( \{f_i\} \). To naturally differentiate each query embedding, we assign each query \( q_j \) with a temporal anchor \((s_j^q, e_j^q)\). The time slot of \( q_j \) is regressed with respect to \((s_j^q, e_j^q)\) in each decoder layer, denoted as \((s_j^q, e_j^q)\), based on which we perform RoI pooling for each tracklet-query pair:

\[
f_{ij}^{roi} = \text{RoIPool}(f_i, (s_{ij}, e_{ij})), \quad \text{s.t.} \quad (s_{ij}, e_{ij}) \neq \emptyset. \tag{2}
\]

where \( \text{RoIPool} \) is a one-dim RoI pooling operation, \( f_{ij}^{roi} \in \mathbb{R}^{l_i \times d} \) is the RoI feature of tracklet \( T_i \) for the query \( q_j \). Zero-padding is utilized for those tracklet-predicate pairs that have no temporal overlap. After obtaining \( f_{ij}^{roi} \), we flatten them and use a MLP to reduce the dimension:

\[
u_{ij} = \text{MLP}_{\text{roi}}(\text{Flatten}(f_{ij}^{roi})) \in \mathbb{R}^{d\ast}. \tag{3}
\]

We stack \( \{v_{ij}\}_{j=1}^{m} \) into \( V_j \in \mathbb{R}^{m \times d\ast} \), corresponding to the value matrix of the cross-attention operation in the Transformer decoder.

However, in contrast to the vanilla cross-attention where a single value matrix is used, our temporal-aware cross-attention 1) constructs separate value matrix \( V_j \) for each query \( q_j \), which considers different temporal information of tracklet-query pairs, and 2) designs role-specific attention matrices for subject \( (A_s) \) and object \( (A_o) \), respectively. Specifically,

\[
A_r = 1/\sqrt{d} (\hat{Q}W_r^D)(\hat{H}W_r^K)^T, \tag{4}
\]

where \( r \in \{s, o\} \) represents semantic roles, \( \hat{Q} \) is the query matrix after self-attention, \( \hat{H} \) is the output of the encoder (served as the key matrix), and \( W_r^D, W_r^K \) are learnable weights. In our setting, we assume each predicate query can only link to one tracklet in each role and each tracklet-predicate pair has one type of roles at most. Thus, we stack \( A_s \) and \( A_o \) as \( A \in \mathbb{R}^{2mn \times mn} \), and normalize it through:

\[
\tilde{A}[r, j, i] = \frac{\exp(A[r, j, i])}{\sum_{r' = 1}^{2m} \exp(A[r', j, i])} \times \frac{\exp(A[r, j, i])}{\sum_{r = 1}^{2m} \exp(A[r', j, i])}. \tag{5}
\]

Thereafter, our temporal-aware cross-attention is performed as

\[
\tilde{q}_j = \sum_{r = 1}^{2m} F_r(\tilde{A}[r, j, i]V_j) \in \mathbb{R}^{l \times d}, \quad j = 1, \ldots, m, \tag{6}
\]

where \( \tilde{A}[r, j, i] \in \mathbb{R}^{l \times n} \) and \( F_r : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a role-specific MLP that introduces role-wise distinction into \( \tilde{q}_j \).

Finally, we stack \( \{\tilde{q}_j\}_{j=1}^{m} \) as the enhanced query embedding matrix of shape \( m \times d_q \). The enhanced query embeddings are further

Figure 1: The pipeline of our method. Note that each predicate query is assigned with a pre-defined temporal anchor, and the positional embeddings \( \text{PosEmb} \) are calculated based on these anchors through a learnable projection matrix.
utilized to regress the offset w.r.t temporal anchors through an extract MLP, which will be used in the next decoder layer. Other operations such as feed-forward network (FFN), residual connections and layer normalization [2] are also used in our temporal-aware decoder as that in the standard Transformer decoder.

3.3 Relation Prediction
Given the attention matrix \( \mathbf{A} \in \mathbb{R}^{2 \times m \times n} \) and the enhanced predicate queries \( \{ \mathbf{q}_j \}_{j=1}^m \) output from the last decoder layer, we perform relation prediction through two steps of linking prediction and predicate classification.

For linking prediction, we binarize \( \tilde{\mathbf{A}} \) to obtain the links of each role (subject/object). Specifically, for each query in each channel (i.e., each \( \tilde{\mathbf{A}}[r, j, :] \)), the tracklet of the max attention score is selected.

For predicate classification, we use the enhanced query embedding \( \tilde{\mathbf{q}}_j \), the subject/object classeme features, and the frequency bias (i.e., prior information) in the VidOR training set. Specifically, we use GloVe embeddings [16] to represent the words of object categories, and stack them as the embedding matrix \( \mathbf{E} \in \mathbb{R}^{C_{\text{obj}} \times d_w} \), where \( d_w \) is the dimension of word embedding. The classeme feature for each tracklet proposal is calculated as \( f^c_i = \mathbf{E}^T \mathbf{p}_i \in \mathbb{R}^{d_w} \). Then, we concatenate the predicate query with the classeme features of its corresponding subject-object pair, denoted as \( \tilde{\mathbf{q}}_j = [\mathbf{q}_j; f^c_{i_j, s}; f^c_{i_j, o}] \in \mathbb{R}^{d_q \times 2d_w} \), where \( i_j, s \) and \( i_j, o \) index the subject and object tracklets for query \( \mathbf{q}_j \), respectively.

For frequency bias, we construct a dictionary \( \mathcal{B} \) to store the log-probability of predicate category for a given category pair of subject-object pair [29], where \( \mathcal{B} : C_{\text{obj}} \times C_{\text{obj}} \rightarrow \mathbb{R}^{[1, 1]} \). Finally, the predicate classification is performed as

\[
p_j(c^\sigma) = \text{softmax} (\text{MLP}_q(\tilde{\mathbf{q}}^c_j) + \mathcal{B}(c_{i_j, s}, c_{i_j, o})),
\]

where \( c_{i_j, s} (c_{i_j, o}) \) is the object category of \( i_j, s \)-th (\( i_j, o \)-th) tracklet, and \( p_j(c^\sigma) \) is the probability of predicate category \( c^\sigma \).

3.4 Training Objectives
Because we fix all the tracklet proposals from the detection backbone as the final predictions, we only consider the training loss between predicates and their ground-truths. Let us denote by \( \hat{\mathbf{q}} = (\{ \mathbf{q}_j \}_{j=1}^m, \{ \mathbf{q}_j^\sigma \}_{j=1}^m \) the set of m predicate predictions. Let \( q^* \) be the ground-truth predicate set of size \( m \) padded with \( \emptyset \) (background). We adopt one-to-one label assignment by finding a bipartite matching between \( \hat{\mathbf{q}} \) and \( q^* \). Specifically, we search for a permutation of \( m \) elements \( \hat{\sigma} \) by optimizing the following cost:

\[
\hat{\sigma} = \arg \min_{\sigma} \sum_{j=1}^m \ell_{\text{match}}(q_j^*, \hat{q}_\sigma(j)).
\]

This matching problem is computed efficiently with the Hungarian algorithm [15], following prior work [4]. The matching cost considers both predicate classification and linking prediction. Because each predicate is characterized by its category and two links, we denote \( q_j^c = (c_j^c, a_j^c) \), where \( c_j^c \) is the predicate category (which may be \( \emptyset \)) and \( a_j^c \in \{0, 1\} \times 20 \times n \) is the \( j \)-th row of \( \mathbf{A}^c \) (binarized ground-truth attention matrix) for two channels. Note that \( a_j^c[r, i] = 0 \) when the \( i \)-th tracklet has no ground-truth to match (tracklet assignment is based on vIoU and the criterion is similar to that in Faster-RCNN [18]). For the predicted predicate with index \( \sigma(j) \), we define the linking prediction as \( \hat{a}_{\sigma(j)} \in \mathbb{R}^{2 \times n} \). With the above notations, the matching cost is defined as

\[
\ell_{\text{match}}(q_j^*, \hat{q}_\sigma(j)) = -1 \left( c_j^c, a_j^c \right) \lambda_{\text{cls}} \log p_{\sigma(j)}(c_j^c) + 1 \left( c_j^c, a_j^c \right) \lambda_{\text{att}} \ell_{\text{att}}(a_j, \hat{a}_{\sigma(j)}),
\]

where \( \lambda_{\text{cls}} \) and \( \lambda_{\text{att}} \) are hyperparameters, and \( \ell_{\text{att}} \) is defined as a binary-cross entropy (BCE) loss.

After obtaining \( \hat{\sigma} \), the final predicate loss is defined as two parts: the matching loss between the matched \( \langle q_j, \hat{q}_\sigma(j) \rangle \) pairs, and the background classification loss for other predicate predictions, i.e.,

\[
\ell = \sum_{j=1}^m \ell_{\text{match}}(q_j^*, \hat{q}_\sigma(j)) - \lambda_{\text{cls}} \sum_{\emptyset} \log p_{\sigma(j)}(\emptyset). \tag{10}
\]

4 EXPERIMENTS

4.1 Datasets and Evaluation Metrics
We evaluated our method on the VidOR dataset [19]. It consists of 10,000 videos collected from YFCC100M [24], which covers 80 object categories and 50 predicate categories. We used official splits [19], i.e., 7,000 videos for training, 835 videos for validation (VidOR-val), and 2,165 videos for test (VidOR-test).

We use the official evaluation metrics [1, 20] of the VRU Challenge, including Relation Detection (RelDet) and Relation Tagging (RelTag). Quantitative metrics includes Average Precision (mAP) and Recall@K (R@K, K=50,100) for RelDet, and Precision@K (P@K, K=1,5,10) for RelTag.

4.2 Implementation Details
Temporal Anchor Settings. The time slots of temporal anchors (as well as the time slot of tracklets) are normalized into \((0, 1)\) with respect to the video length. Since we assign each query with a unique temporal anchor, we have total \( m \) anchors. Specifically, the \( m \) anchors are associated with \( m_c \) different center points and \( m_d \) different durations, which are \( (1/m_c, 2/m_c, \ldots, 1) \) and \( (1/m_d, 2/m_d, \ldots, 1) \), respectively. We set \( m_c=16, m_d=12 \). Typically, the number \( m = m_c m_d \) is set to be larger than the number of most of predicates in a video.

Parameter Settings. The frame-level appearance feature dimension \( d_a = 1024 \). The dimension of word embedding \( d_w = 300 \). The hidden dimension \( d_h, d_q \) and \( d_w \) were set to 512. The output lengths of pooling operations were set as \( L = 4 \). The box size \( l_{\text{roi}} = 7 \). All the MLPs are two-layer fully-connected networks with ReLU and with hidden dimension of 512. All bounding box coordinates are normalized to the range between \((0, 1)\) with respect to video size. The number of encoder/decoder layers are set as \( L_e = 6 \) and \( L_d = 4 \), respectively. The loss factors were set as \( \lambda_{\text{cls}} = 1.0 \) and \( \lambda_{\text{adj}} = 30.0 \). For training, we trained our model by Adam [12] with total 50 epochs. The learning rate was set to 5e-5 and the batch size was set to 4.

Inference Details. At inference time, we keep top-10 predictions for each predicate [20]. The time slot of each relation triplet is calculated as the intersection of the two corresponding tracklets. During experiments, we found that several predicate queries with same category are sometimes linked to the same tracklet pair, which causes repeated predictions in the top-K candidates. Thus, we perform a filtering operation on the final set of triplet predictions: For all triplets with the same predicate category and tracklet pair, we only keep the one with the highest score.
4.3 Component Analysis

Frame-level Object Detection. Table 2 presents the detection mAP (IoU=0.5) on VidOR validation set of our trained MEGA in several categories. Common categories with more samples show better performance than rare categories with few samples. The overall mAP of all categories is 41.21%.

Object Tracklet Detection. Our tracklet proposals on VidOR validation set achieve a tracklet mAP (vIoU=0.5) of 11.67% and an upper bound of 23.08%, as shown in Table 3, suppressing MA-

Relation Prediction. We analyze the effects of different components (i.e., classeme features (Clsme) and predicate frequency bias (Bias)) on relation prediction, the results are shown in Table 4. It shows that the model with both Clsme and Bias achieves the highest mAP and Tagging Precision, while the model with only Bias performs slightly better on Recall in RelDet. We choose the model consisting both Clsme and Bias as our final model.

We also consider model ensembling in Table 4, where Ens-k represents the results of ensembling k models. Ens-5 has the highest performance in all metrics except a slightly lower mAP than Ens-3. So we use Ens-5 as our final model in the VRU Challenge.

4.4 Comparisons with State-of-the-Arts

We compare our model with other state-of-the-arts (SOTA) methods on VidOR test set (i.e., the VRU Challenges [11]), and the results are shown in Table 1. We outperform all other teams, except for colab-BUAA [28]. Though colab-BUAA performs slightly better than our method, the detection backbone used in their method is C-RCNN with S-101, which is very heavy, compared to our MEGA with ResNet-101 (R-101). Besides, their features contain relative motion features of subject-object tracklet pairs (RM) and the location mask feature (Msk), which are also of high complexity.

We also analyze the detection backbones used in different methods in Table 1. Different detectors have a great influence on the final relation results. In [32], the detector is RefineDet (R-Det) [31] with VGG-16 [21], and the tracking algorithm is greedy tracklet grner-

5 CONCLUSIONS

In this paper, we introduce a novel video visual relation detection method, which consists object tracklet detection and visual relation detection. Specifically, we use MEGA [7] and deepSORT [27] to detect object tracklets, and we propose a tracklet-based visual Transformer for relation detection, in which a temporal-aware decoder is spatially designed. The experiment results demonstrate the superiority of our method, which outperforms other SOTA methods in the VRU Challenge of ACM Multimedia 2021.
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