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Abstract

Vine copulas constitute a flexible way for modeling of dependences using only pair copulas as building blocks. The pair-copula constructions introduced by Joe (1997) are able to encode more types of dependences in the same time since they can be expressed as a product of different types of bi-variate copulas. The Regular-vine structures (R-vines), as pair copulas corresponding to a sequence of trees, have been introduced by Bedford and Cooke (2001, 2002) and further explored by Kurowicka and Cooke (2006). The complexity of these models strongly increases in larger dimensions. Therefore the so called truncated R-vines were introduced in Brechmann et al. (2012). In this paper we express the Regular-vines using a special type of hypergraphs, which encodes the conditional independences.

1 Introduction

Copulas in general are known to be useful tool for modeling multivariate probability distributions since they serve as a link between univariate marginals. In this paper we show how conditional independences can be utilized in the expression of multivariate copulas. Regarding to this we prove a theorem which links to a multivariate
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probability distribution assigned to a junction tree the so called junction tree copula. A hard practical problem is finding those lower dimensional copulas which are involved in the expression of the junction tree copula.

The paper Aas et al. (2009) calls the attention on the fact that ”conditional independence may reduce the number of the pair-copula decompositions and hence simplify the construction”. In this paper the importance of choosing a good factorisation which takes advantage from the conditional independence relations between the random variables is pointed out. In the present paper we give a method for finding that pair copula construction which exploits the conditional independences between the variables.

2 Preliminaries

In this section we introduce some concepts used in graph theory and probability theory that we need throughout the paper and present how these can be linked to each other. For a good overview see Lauritzen and Spiegelhalter (1988).

We first present the acyclic hypergraphs and junction trees. Then we introduce the cherry trees as a special type of junction trees. We finish this part with the multivariate joint probability distribution associated to junction trees.

Let \( V = \{1, \ldots, d\} \) be a set of vertices and \( \Gamma \) a set of subsets of \( V \) called set of hyperedges. A hypergraph consists of a set \( V \) of vertices and a set \( \Gamma \) of hyperedges. We denote a hyperedge by \( K_i \), where \( K_i \) is a subset of \( V \). If two vertices are in the same hyperedge they are connected, which means, the hyperedge of a hypergraph is a complete graph on the set of vertices contained in it.

The acyclic hypergraph is a special type of hypergraph which fulfills the following requirements:

- Neither of the hyperedges of \( \Gamma \) is a subset of another hyperedge.
- There exists a numbering of edges for which the running intersection property is fulfilled: \( \forall j \geq 2 \; \exists i < j : \; K_i \supset K_j \cap (K_1 \cup \ldots \cup K_{j-1}) \). (Other formulation is that for all hyperedges \( K_i \) and \( K_j \) with \( i < j - 1 \), \( K_i \cap K_j \subset K_s \) for all \( s, i < s < j \).)

Let \( S_j = K_j \cap (K_1 \cup \ldots \cup K_{j-1}) \), for \( j > 1 \) and \( S_1 = \phi \). Let \( R_j = K_j \setminus S_j \). We say that \( S_j \) separates \( R_j \) from \( (K_1 \cup \ldots \cup K_{j-1}) \setminus S_j \), and call \( S_j \) separator set or shortly separator.

Now we link these concepts to the terminology of junction trees.

The junction tree is a special tree structure which is equivalent to the connected acyclic hypergraphs (Lauritzen and Spiegelhalter (1988)). The nodes of the tree correspond to the hyperedges of the connected acyclic hypergraph and are called clusters, the edges of the tree correspond to the separator sets and called separators.
The set of all clusters is denoted by $\Gamma$, the set of all separators is denoted by $S$. A junction tree $(V, \Gamma, S)$ is defined by the set of vertices $V$, the set of nodes $\Gamma$ called also set of clusters, and the set of separators $S$. The junction tree with the largest cluster containing $k$ variables is called $k$-width junction tree.

The concept of junction tree probability distribution is related to the junction tree graph and to the global Markov property of the graph. A junction tree probability distribution is defined as a product and fraction of marginal probability distributions as follows:

$$P(X) = \frac{\prod_{C \in \Gamma} P(X_C)}{\prod_{S \in S} [P(X_S)]^{\nu_S - 1}},$$

where $\Gamma$ is the set of clusters of the junction tree, $S$ is the set of separators, $\nu_S$ is the number of those clusters which contain the separator $S$. We emphasize here that the equalities written as $P(X) = f(P(X_K), K \in \Gamma)$, where $f: \Omega_X \rightarrow R$ hold for any possible realization of $X$.

In Bukszár and Prékopa (2001) and Bukszár and Szántai (2002) there were introduced the so called $t$-cherry tree graph structures. Since these can be regarded as a special type of junction tree we can give now the following definition. In this paper we will call this structure simply cherry tree as this does not cause any confusion.

**Definition 2.1.** We call $k$-th order cherry tree the junction tree with all clusters of size $k$ and all separators of size $k - 1$.

We will denote by $C_{ch}$ and $S_{ch}$ subsets of $V$, the set of clusters and separators of the cherry junction tree.

**Definition 2.2.** (Szántai, Kovács (2012)) The probability distribution assigned to a cherry tree is called cherry tree probability distribution.

The marginal density functions involved in Formula (1) are marginal probability distributions of $P(X)$.

We summarize here some of our results in Szántai and Kovács (2008) which will be used later, in Section 5. Let $P(X)$ be a joint probability distribution which is approximated by a $k$-width junction tree pd.

**Theorem 2.3.** (Theorem 4 in Szántai and Kovács (2008)): A $k$-width junction tree pd can be transformed into a $k$-th order cherry tree pd which gives at least as good approximating pd as the $k$-width junction tree did.

In Szántai and Kovács (2008) there is given a constructive algorithm, called Algorithm 2 which performs the transformation claimed in the Theorem 2.3.
Theorem 2.4. (Theorem 7 in Szántai and Kovács (2008)): The \((k + 1)\)-th order cherry tree pd obtained by the constructive algorithm starting from the best approximating \(k\)-th order cherry tree pd, approximates at least as good \(P(X)\) as the \(k\)-th order did.

3 The multivariate copula associated to a junction tree probability distribution. The cherry-tree copulas.

In the following we introduce the so called cherry-tree copula, which incorporates some of the conditional independences between the variables.

We will use the following notations:

- \(F_{i,j|D}\) – the conditional probability distribution function of \(X_i\) and \(X_j\) given \(X_D\);
- \(f_{i,j|D}\) – the conditional probability density function of \(X_i\) and \(X_j\) given \(X_D\),
- \(c_{i,j|D}\) – the conditional copula density corresponding to \(f_{i,j|D}\),

where \(D \subset V; i, j \in V \setminus D\).

In Aas et al. (2009) the inference of pair-copula decomposition is depicted in three parts:

- The selection of a specific factorization (structure);
- The choice of pair-copula types;
- The estimation of parameters of the chosen pair-copulas.

This paper deals with finding a good factorization which exploits some of the conditional independences between the random variables.

There are many papers dealing with selecting specific Regular-vines as C-vine or D-vine see for example Aas et al. (2009).

In this section we give a theorem which assures the existence of a special type of copula density, which can be assigned to a junction tree graph structure. Let us consider a random vector \(X = (X_1, X_2, \ldots, X_d)^T\), with the set of indices \(V = \{1, 2, \ldots, d\}\). Let \((V, \Gamma, S)\) be a junction tree defined on the vertex set \(V\), by the cluster set \(\Gamma\), and the separator set \(S\).

Theorem 3.1. The copula density function associated to a junction tree probability distribution

\[
    f_X(x) = \frac{\prod_{K \in \Gamma} f_{X_K}(x_K)}{\prod_{S \in S} [f_{X_S}(x_S)]^{v_S-1}}, \quad \text{is given by} \quad c_X(u_V) = \frac{\prod_{K \in \Gamma} c_{X_K}(u_K)}{\prod_{S \in S} [c_{X_S}(u_S)]^{v_S-1}}. \quad (2)
\]

Proof.

\[
    f_X(x) = \frac{\prod_{K \in \Gamma} f_{X_K}(x_K)}{\prod_{S \in S} [f_{X_S}(x_S)]^{v_S-1}} = \frac{\prod_{K \in \Gamma} c_{X_K}(u_K) \cdot \prod_{i_k \in K} f_{X_{i_k}}(x_{i_k})}{\prod_{S \in S} [c_{X_S}(u_S) \cdot \prod_{i_k \in S} f_{X_{i_k}}(x_{i_k})]^{v_S-1}}. \quad (3)
\]
The question that we have to answer is how many times appears in the nominator respectively in the denominator the probability density function \( f_{X_i}(x_i) \) of each \( X_i \) random variable.

Since \( \bigcup_{K \in \Gamma} X_K = X \) for each random variable \( X_i \in X \), \( f_{X_i}(x_i) \) appears at least once in the nominator.

Now we prove that in the junction tree over \( X \) the number of clusters which contain a variable \( X_i \) is greater with 1 than the number of separators which contain the same variable. This is true for all \( i = 1, \ldots, n \). This means

\[
\# \{K \in \Gamma | X_i \in X_K\} = \# \{S \in S | X_i \in X_S\} + 1.
\]

For a variable \( X_i \) we denote \( \# \{S \in S | X_i \in X_S\} \) by \( t \).

Case: \( t = 0 \)

The statement is a consequence of the definition of junction tree, that is the union of all clusters is \( X \), so every variable have to appear at least in one cluster. \( X_i \) can not appear in two clusters, because in this case there should exist a separator which contain \( X_i \) too, and we supposed that there is not such a separator (\( t = 0 \))

Case: \( t > 0 \)

If two clusters contain the variable \( X_i \), then every cluster from the path between the two clusters contain \( X_i \) (running intersection property). From this results that the clusters containing \( X_i \) are the nodes of a connected graph, and this graph is a tree. If this tree contain \( t \) separator sets then it contains \( t + 1 \) clusters. All of these separators contain \( X_i \), and each separator connects two clusters. So there will be \( t + 1 \) clusters that contain \( X_i \).

Applying this result in formula (3) after simplification we obtain

\[
f_X(x) = \frac{\prod_{K \in \Gamma} c_{X_K}(u_K) \prod_{i=1}^{d} f_{X_i}(x_i)}{\prod_{S \in S} \left[c_{X_S}(u_S)\right]^{v_S-1}}.
\]

Dividing both sides by \( \prod_{i=1}^{d} f_{X_i}(x_i) \) we obtain (2).

\[\square\]

**Definition 3.2.** The copula defined by (2) is called junction tree copula.

We saw that if the conditional independence structure underlying the random variables makes possible the construction of a junction tree, then the multivariate copula density associated to the joint probability distribution can be expressed as a product and fraction of lower dimensional copula densities.

**Definition 3.3.** The copula density function associated to a cherry tree pd is called cherry-tree copula.
4 Regular-vine structure given by a sequence of cherry trees. Cherry-vine copula.

Pair-copula construction introduced by Joe (1997) is able to encode more types of dependences in the same time since they can be expressed as a product of different types of bivariate copulas. The Regular-vine structures were introduced by Bedford and Cooke (2001, 2002) and described in more details by Kurowicka and Cooke (2006).

Now we give an alternative definition for Regular-vines by using the concept of cherry tree.

**Definition 4.1.** The cherry-vine structure is defined by a sequence of cherry junction trees \( T_1, T_2, \ldots, T_{d-1} \) as follows

- \( T_1 \) is a regular tree on \( V = \{1, \ldots, d\} \), the set of edges is \( E_1 = \{e_1^1 = (i, m_i) \mid i = 1, \ldots, d-1, \ l_i, m_i \in V\} \)
- \( T_2 \) is the second order cherry junction tree on \( V = \{1, \ldots, d\} \), with the set of clusters \( E_2 = \{e_1^2, i = 1, \ldots, d-1 | e_1^2 = e_1^1\} \), \( |e_1^1| = 2 \)
- \( T_k \) is one of the possible \( k \)-th order cherry junction tree on \( V = \{1, \ldots, d\} \), with the set of clusters \( E_k = \{e_k^i, i = 1, \ldots, d-k+1\} \), where each \( e_k^i, |e_k^i| = k \) is obtained from the union of two linked clusters in the \((k-1)\)-th order cherry junction tree \( T_{k-1} \).

Next we define the pair copulas assigned to the cherry-vine structure given in **Definition 4.1**.

The copula densities \( c_{i,m_i} \left( F_{l_i}(x_i), F_{m_i}(x_{m_i}) \right) \) are assigned to the edges of the tree \( T_1 \).

The copula densities \( c_{a_{ij}^2,b_{ij}^2|S_{ij}^2} \left( F_{a_{ij}^2|S_{ij}^2}(x_{a_{ij}^2}|x_{S_{ij}^2}), F_{b_{ij}^2|S_{ij}^2}(x_{b_{ij}^2}|x_{S_{ij}^2}) \mid x_{S_{ij}^2} \right) \) are assigned to each pair clusters \( e_1^2 \) and \( e_2^2 \), which are linked in the junction tree \( T_2 \), where:

\[
S_{ij}^2 = e_1^2 \cap e_2^2, \quad a_{ij}^2 = e_1^2 - S_{ij}^2, \quad b_{ij}^2 = e_2^2 - S_{ij}^2.
\]

The copula densities \( c_{a_{ij}^k,b_{ij}^k|S_{ij}^k} \left( F_{a_{ij}^k|S_{ij}^k}(x_{a_{ij}^k}|x_{S_{ij}^k}), F_{b_{ij}^k|S_{ij}^k}(x_{b_{ij}^k}|x_{S_{ij}^k}) \mid x_{S_{ij}^k} \right) \) are assigned to each pair of clusters \( e_k^i \) and \( e_k^j \), which are linked in the \( T_k \) junction tree, where: \( S_k = e_k^i \cap e_k^j, \ a_{ij}^k = e_k^i - S_{ij}^k, \ b_{ij}^k = e_k^j - S_{ij}^k \). It is easy to see that \( a_{ij}^k \) and \( b_{ij}^k \) contain a single element only.
Theorem 4.2. The Regular-vine probability distribution associated to the cherry-vine structure given in Definition 4.1 can be expressed as:

\[
f(x_1, \ldots, x_d) = \left[ \prod_{i=1}^{d} f_i(x_i) \right] \left[ \prod_{i=1}^{d-1} c_{i1}(F_{i1}(x_{i1}), F_{i1}(x_{i1})) \right] \cdot \prod_{i=2}^{d-1} \prod_{e \in E_i} c_{aij,b_{kij}|S_{kij}}(F_{aij|S_{kij}}(x_{aij} \mid x_{S_{kij}}), F_{b_{kij}|S_{kij}}(x_{b_{kij}|S_{kij}})) \cdot x_{S_{kij}}.
\]

(4)

where \(F_{aij|S_{kij}}\) are defined by Joe (1997) as

\[
F_{j|D}(x_j \mid x_D) = \frac{\partial C_{i,j|D \setminus \{i\}}(u_i, u_j)}{\partial u_i} \bigg|_{\substack{u_i = F_{i|D \setminus \{i\}}(x_i \mid x_D \setminus \{i\}) \\ u_j = F_{j|D \setminus \{i\}}(x_j \mid x_D \setminus \{i\})}}.
\]

for \(i \in D, D \subset V\).

Definition 4.3. The copula associated to the joint density function \(f(x_1, \ldots, x_d)\), given in formula (4) is called cherry-vine copula.

We mention here that the so called cherry-vine copula is a Regular-vine copula which does not use any of the conditional independences.

5 Truncated R-vine as a special case of cherry-tree copula

As the number of variables grows, the number of conditional pair copulas grows rapidly. For example in (Dissman et al. (2013) for 16 variables the number of pair copulas involved, which have to be modeled and fitted is \(120 = 15 + 14 + \cdots + 2 + 1\). To keep such structure tractable for inference and model selection, the simplifying assumption that copulas of conditional distributions do not depend on the variables which they are conditioned on is popular. Although this assumption leads in many cases to misspecifications as it is pointed out in Acar et al. (2012) and in Hobaek Haff and Segers (2010). In Hobaek Haff et al. (2010) are presented classes of distributions where simplification is applicable. An idea to overcome the fitting of a large number of pair copulas with large conditioning set is to exploit the conditional independences between the random variables. This idea was already discussed for Gaussian copulas in Kurovicka and Cooke (2006), based on the idea inspired by Whittaker (1990). Our approach presented here is more general.

In the following remark Aas et al (2009) give the relation between conditional independences and conditional pair-copulas.
Remark 5.1. $X_i$ and $X_j$ are conditional independent given the set of variables $X_A, A \subset V \setminus \{i, j\}$ if and only if
\[
c_{ij|A} (F_{i|A} (x_i | x_A), F_{j|A} (x_j | x_A) | x_A) = 1.
\]

The following definition of truncated vine at level $k$ is given in Brechmann et al. (2012).

Definition 5.2. A pairwisely truncated R-vine at level $k$ (or truncated R-vine at level $k$) is a special R-vine copula with the property that all pair-copulas with conditioning set equal to, or larger than $k$, are set to bivariate independence copulas.

In their approach Brechmann et al. (2012), construct the truncated vines by choosing in the first $k$-trees the strongest Kendall-tau between the variables. In the last trees the pair copulas were set to one. We claim that the strong dependences in the lower trees do not imply independences in the last trees in general. This is easy to understand because of the great number of possibilities to build the last trees, starting from the same first trees.

Another approach, which is much closer to ours, is given in Kurowicka (2011). Her idea was building trees with lowest dependence (conditional independences) in the top trees, starting with the last tree (node). Her method uses partial correlations which in case of Gaussian copula are theoretical well grounded.

Now we prove that a general $k$-width junction tree copula (see Definition 3.2) can be expressed as a $k$-th order cherry-tree copula.

Let us suppose that we have a $d$-dimensional random vector $(X_1, \ldots, X_d)^T$ with $k$-width junction tree structure (which means there are some conditional independences between the random variables contained by the random vector.) This means that $P(X)$ can be written as a junction tree pd of k-with. By theorem 3.1 we can express the copula density of $P(X)$ as a $k$-with junction tree copula. As the copula density function is a special case of probability density function our theorems reminded in the preliminaries can be applied to them.

Since the copula density $c(U_V)$ of $P(X)$ can be expressed as a $k$-with junction tree copula we have $KL(c_{k-JT}(U_V); c(U_V)) = 0$.

According to Theorem 2.3 we can find a $k$-th order cherry-tree copula density such that $KL(c_{k-CHT}(U_V); c(U_V)) \leq KL(c_{k-JT}(U_V); c(U_V)) = 0$, where $c_{k-CHT}(U_V)$ denotes the $k$-th order cherry tree copula density.

Since the Kulback-Leibler divergence (Cover and Thomas (1991)) is greater than or equal 0 it follows that $KL(c_{k-CHT}(U_V); c(U_V)) = 0$.

From this it follows that $c(U_V)$ can be expressed as a $k$-th order cherry-tree copula. This is why the $k$-th order cherry-tree copulas are useful.

Theorem 5.3. Every $k$-th order cherry tree copula, associated to a cherry tree pd, can be expressed as a $(k + 1)$-th order cherry tree copula.
Proof. According to Theorem 2.4 in Section 2 starting from the $k$-th order cherry-tree copula we can obtain a $(k+1)$-th order cherry-tree copula, which gives at least as good approximation to $c(U_V)$, as the $k$-th order did.

This is that $\text{KL} \left( c_{(k+1)-\text{ChT}}(U_V) ; c(U_V) \right) \leq \text{KL} \left( c_{k-\text{JT}}(U_V) ; c(U_V) \right) = 0$, and taking again into account that KL divergence is greater than or equal 0 it follows that $\text{KL} \left( c_{(k+1)-\text{ChT}}(U_V) ; c(U_V) \right) = 0$.

This theorem implies the following result.

**Theorem 5.4.** The truncated vine at level $k$ is a $k$-th order cherry-tree copula.

This theorem suggests that, for searching for the best fitting truncated vine at level is useful to search for the best fitting cherry tree copula.

An important property of the cherry tree copula structures is that these are capable to reduce massively the number of conditional copulas, and also the dimension of the conditioning set.
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