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Abstract—We study the distributed average consensus problem in multi-agent systems with directed communication links that are subject to quantized information flow. The goal of distributed average consensus is for the nodes, each associated with some initial value, to obtain the average (or some value close to the average) of these initial values. In this paper, we present and analyze a distributed averaging algorithm which operates exclusively with quantized values (specifically, the information stored, processed and exchanged between neighboring agents is subject to deterministic uniform quantization) and rely on event-driven updates (e.g., to reduce energy consumption, communication bandwidth, network congestion, and/or processor usage). We characterize the properties of the proposed distributed averaging protocol, illustrate its operation with an example, and show that its execution, on any time-invariant and strongly connected digraph, will allow all agents to reach, in finite time, a common consensus value that is equal to the quantized average. We conclude with comparisons against existing quantized average consensus algorithms that illustrate the performance and potential advantages of the proposed algorithm.
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I. INTRODUCTION

In recent years, there has been a growing interest for control and coordination of networks consisting of multiple agents, like groups of sensors [1] or mobile autonomous agents [2]. A problem of particular interest in distributed control is the consensus problem where the objective is to develop distributed algorithms that can be used by a group of agents in order to reach agreement to a common decision. The agents start with different initial values/information and are allowed to communicate locally via inter-agent information exchange under some constraints on connectivity. Consensus processes play an important role in many problems, such as leader election [3], motion coordination of multi-vehicle systems [2], [4], and clock synchronization [5].

One special case of the consensus problem is distributed averaging, where each agent (initially endowed with a numerical value) can send/receive information to/from other agents in its neighborhood and update its value iteratively, so that eventually, all agents compute the average of the initial values. Average consensus is an important problem and has been studied extensively in settings where each agent processes and transmits real-valued states with infinite precision [4], [6]–[12].

Most existing algorithms, only guarantee asymptotic convergence to the consensus value and cannot be directly applied to real-world control and coordination applications. Furthermore, in practice, due to constraints on the bandwidth of communication links and the capacity of physical memories, both communication and computation need to be performed assuming finite precision. For these reasons, researchers have also studied the case when network links can only allow messages of limited length to be transmitted between agents, effectively extending techniques for average consensus towards the direction of quantized consensus. Various distributed strategies have been proposed, allowing the agents in a network to reach quantized consensus [13]–[18]. Apart from [17] (which converges in a deterministic manner under a directed communication topology but requires the availability of a set of weights that form a doubly stochastic matrix), these existing strategies use randomized approaches to address the quantized average consensus problem (implying that all agents reach quantized average consensus with probability one). Furthermore, in many types of communication networks it is desirable to update values infrequently to avoid consuming valuable network resources. Thus, there has also been an increasing interest for novel event-triggered algorithms for distributed quantized average consensus [and, more generally, distributed control], in order to achieve more efficient usage of network resources [19]–[21].

In this paper, we present a novel distributed average consensus algorithm that combines both of the features mentioned above. More specifically, the proposed algorithm assumes that the processing, storing, and exchange of information between neighboring agents is “event-driven” and subject to uniform quantization. Following [15], [18] we assume that the states are integer-valued (which comprises a class of quantization effects). We note that most work dealing with quantization has concentrated on the scenario where the agents have real-valued states but can transmit only quantized values through limited rate channels (see, e.g., [16], [17]). By contrast, our assumption is also suited to the case where the states are stored in digital memories of finite capacity (as in [15], [18], [22]) and the control actuation of each node is event-based, which enables more efficient use of available resources. The main contribution of this paper is to propose an algorithm that allows all agents to reach quantized consensus in finite time and appears to outperform the current state-of-the-art distributed algorithms for average consensus under quantized communication on directed communication topologies.
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II. PRELIMINARIES

The sets of real, rational, integer and natural numbers are denoted by \( \mathbb{R}, \mathbb{Q}, \mathbb{Z} \) and \( \mathbb{N} \), respectively. The symbol \( \mathbb{Z}_+ \) denotes the set of nonnegative integers and the symbol \( \mathbb{N}_0 \) denotes the positive natural numbers.

Consider a network of \( n \) (\( n \geq 2 \)) agents communicating only with their immediate neighbors. The communication topology can be captured by a directed graph (digraph), called the communication digraph. A digraph is defined as \( \mathcal{G}_d = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{v_1, v_2, \ldots, v_n\} \) is the set of nodes (representing the agents of the multi-agent system) and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} - \{(v_j, v_j) \mid v_j \in \mathcal{V}\} \) is the set of edges (self-edges excluded). A directed edge from node \( v_j \) to node \( v_j \) is denoted by \( m_{ji} \), and captures the fact that node \( v_j \) can receive information from node \( v_i \) (but not the other way around). We assume that the digraph \( \mathcal{G}_d = (\mathcal{V}, \mathcal{E}) \) is static (i.e., does not change over time) and strongly connected (i.e., for each pair of nodes \( v_j, v_i \in \mathcal{V} \), there exists a directed path from \( v_i \) to \( v_j \)).

Each nonzero entry \( b_{ij} \) of matrix \( B \) represents the probability of node \( v_j \) transmitting towards out-neighbor \( v_i \in \mathcal{N}_j^+ \) through the edge \( m_{ij} \), or performing no transmission.

1In this paper we assume that the given digraph is static, however the operation of the proposed protocol can also be extended for jointly connected dynamic topologies (i.e., digraphs whose structure changes over time but their union graphs over consecutive large time intervals remain strongly connected).

2Indirect transmission could involve broadcasting a message to all out-neighbors while including in the message header the ID of the out-neighbor it is intended for.

3From the definition of \( B = [b_{ij}] \) we have that \( b_{ij} = \frac{1}{1+D_j^+} \), \( \forall v_j \in \mathcal{V} \).

This represents the probability that node \( v_j \) will not perform a transmission to any of its out-neighbors \( v_i \in \mathcal{N}_j^+ \) (i.e., it will transmit to itself).

III. PROBLEM FORMULATION

Consider a strongly connected digraph \( \mathcal{G}_d = (\mathcal{V}, \mathcal{E}) \), where each node \( v_j \in \mathcal{V} \) has an initial (i.e., for \( k = 0 \)) quantized value \( y_{j0} \), (for simplicity, we take \( y_{j0} \in \mathbb{Z} \)). In this paper, we develop a distributed algorithm that allows nodes (while processing and transmitting quantized information via available communication links between nodes) to eventually obtain, after a finite number of steps, a quantized value \( q^* \) which is equal to the ceiling \( q^* = \lceil q \rceil \) or the floor \( q^* = \lfloor q \rfloor \) of the actual average value \( q \) of the initial values, where

\[
q = \frac{\sum_{i=1}^n y_{i0}}{n}.
\]

Note that \( q \) will in general be a real (rational) number.

Remark 1: Following [15], [18] we assume that the state variables maintained at each node are integer valued. This abstraction subsumes a class of quantization effects (e.g., uniform quantization).

The quantized average \( q^* \) is defined as the ceiling \( q^* = \lceil q \rceil \) or the floor \( q^* = \lfloor q \rfloor \) of the true average \( q \) of the initial values. Let \( S \triangleq 1^T y[0] \), where \( 1 = [1 \ldots 1]^T \) is the vector of all ones, and let \( y[0] = [y_1[0], \ldots, y_n[0]]^T \) be the vector of the quantized initial values. We can write \( S \) uniquely as \( S = nL + R \) where \( L \) and \( R \) are both integers and \( 0 \leq R < n \). Thus, we have that either \( L \) or \( L + 1 \) may be viewed as an integer approximation of the average of the initial values \( S/n \) (which may not be integer in general).

The algorithm we develop are iterative. With respect to quantization of information flow, we have that at time step \( k \in \mathbb{Z}_+ \) (where \( \mathbb{Z}_+ \) is the set of nonnegative integers), each node \( v_j \in \mathcal{V} \) maintains five variables, namely the state variables \( y_j^s, z_j^s, q_j^s \), where \( y_j^s \in \mathbb{Z} \), \( z_j^s \in \mathbb{N}_0 \) and \( q_j^s \in \mathbb{Z} \) (where \( q_j^s = \lceil \frac{y_j^s}{z_j^s} \rceil \) or \( q_j^s = \lfloor \frac{y_j^s}{z_j^s} \rfloor \)), and the mass variables \( y_j, z_j \) where \( y_j \in \mathbb{Z} \) and \( z_j \in \mathbb{N} \). The aggregate states are denoted by \( y^s[k] = [y_1^s[k], \ldots, y_n^s[k]]^T \in \mathbb{Z}^n, z^s[k] = [z_1^s[k], \ldots, z_n^s[k]]^T \in \mathbb{N}_0^n \), \( q^s[k] = [q_1^s[k], \ldots, q_n^s[k]]^T \in \mathbb{Z}^n \) and \( y[k] = [y_1[k], \ldots, y_n[k]]^T \in \mathbb{Z}^n, z[k] = [z_1[k], \ldots, z_n[k]]^T \in \mathbb{N}_0^n \) respectively.

Following the execution of the proposed distributed algorithm, we argue that \( \exists k_0 \) so that for every \( k \geq k_0 \) we have

\[
q_j^s[k] = \lceil q \rceil \quad \text{or} \quad q_j^s[k] = \lfloor q \rfloor
\]

for every \( v_j \in \mathcal{V} \) where \( q \), from (1), is the actual average of the initial values.

IV. QUANTIZED AVERAGING ALGORITHM WITH MASS SPLITTING

In this section we propose a probabilistic distributed information exchange process in which the nodes transmit and receive quantized messages so that they reach quantized average consensus on their initial values after a finite number of steps.

The operation of the proposed distributed algorithm is summarized below.

Initialization: Each node \( v_j \) selects a set of probabilities \( \{b_{ij} \mid v_i \in \mathcal{N}_j^+ \cup \{v_j\}\} \) such that \( 0 < b_{ij} < 1 \) and
\[ \sum_{v_i \in \mathcal{N}_j^+ \cup \{v_j\}} b_{ij} = 1 \] (see Section II). Each value \( b_{ij} \), represents the probability for node \( v_j \) to transmit towards out-neighbor \( v_i \in \mathcal{N}_j^+ \) (or transmits towards itself), at any given time step (independently between time steps and between different nodes). Each node has some initial value \( y_j[0] \in \mathbb{Z} \), and also sets its mass variable, for time step \( k = 0 \), as \( z_j[0] = 1 \).

The iteration involves the following steps:

**Step 1. Event Trigger Condition:** Node \( v_j \) checks the following condition
\[ z_j[k] > 0. \]
If the above condition holds, node \( v_j \) sets \( z_j^*[k] = z_j[k] \), \( y_j^*[k] = y_j[k] \) and
\[ q_j^*[k] = \left\lfloor \frac{y_j^*[k]}{z_j^*[k]} \right\rfloor. \]

Then, it splits \( y_j[k] \) in \( z_j[k] \) equal pieces (or with maximum difference between them equal to 1), which we denote by \( y_j^{(t)}[k], t = 1, 2, \ldots, z_j[k] \). Specifically, node \( v_j \) sets \( y_j^{(t)}[k] = (y_j[k]/z_j[k]) \) (or \( y_j^{(t)}[k] = \lceil y_j[k]/z_j[k] \rceil \)) and \( z_j^{(t)}[k] = 1 \) (with \( t \) taking integer values from 1 to \( z_j[k] \)) so that \( \sum_{t=1}^{z_j[k]} y_j^{(t)}[k] = y_j[k] \) and \( \sum_{t=1}^{z_j[k]} z_j^{(t)}[k] = z_j[k] \).

Furthermore, an additional requirement in this splitting is that the difference between \( y_j^{(t)}[k] \) for different values of \( t \) is equal to 0 or 1 (i.e., \( |y_j^{(t)}[k] - y_j^{(t')}[k]| \leq 1 \), for \( t, t' \in \{1, 2, \ldots, z_j[k]\} \)).

**Step 2. Transmitting:** If the “Event Trigger Conditions” above hold, for each set of values \( y_j^{(t)}[k], z_j^{(t)}[k] \), node \( v_j \) uses the nonzero probabilities \( b_{ij} \) (assigned by node \( v_j \) during the initialization step), in order to transmit \( y_j^{(t)}[k], z_j^{(t)}[k] \) towards out-neighbor \( v_i \in \mathcal{N}_j^+ \) or towards itself. Each time, it chooses an out-neighbor or itself randomly, independently from other values of \( t \), other nodes, or previous time steps.

**Step 3. Receiving:** Each node \( v_j \) receives messages \( y_i^{(t)}[k] \) and \( z_i^{(t)}[k] \) from its in-neighbors \( v_i \in \mathcal{N}_j^- \), and it sums them along with any of its own stored messages (i.e., the sets of values it transmitted to itself) as
\[ y_j[k+1] = \sum_{v_i \in \mathcal{N}_j^- \cup \{v_j\}} \sum_{t=1}^{z_i[k]} w_{ji}^{(t)}[k] y_i^{(t)}[k], \]
and
\[ z_j[k+1] = \sum_{v_i \in \mathcal{N}_j^- \cup \{v_j\}} \sum_{t=1}^{z_i[k]} w_{ji}^{(t)}[k] z_i^{(t)}[k], \]
where \( w_{ji}^{(t)}[k] = 0 \) if split message \( t \) was not sent to node \( v_j \) from in-neighbor \( v_i \in \mathcal{N}_j^- \); otherwise \( w_{ji}^{(t)}[k] = 1 \). Then, \( k \) is set to \( k+1 \) and the iteration repeats (it goes back to Step 1).

**Remark 2:** Although not discussed in this paper, asynchronous operation is not an issue for the proposed probabilistic distributed protocol. Moreover, communication disturbances such as (time-varying and inhomogeneous) time delays, that might affect transmissions between different agents in the network, may also be addressed.

The probabilistic quantized mass transfer process is detailed as Algorithm II below (for the case when \( b_{ij} = 1/(1 + D_j^k) \) for \( v_i \in \mathcal{N}_j^+ \cup \{v_j\} \) and \( b_{ij} = 0 \) otherwise). We next provide an example to illustrate the operation of the proposed distributed protocol.

**Example 1:** Consider the strongly connected digraph \( G_d = (\mathcal{V}, \mathcal{E}) \) shown in Fig. 1 (borrowed from [29]), with \( \mathcal{V} = \{v_1, v_2, v_3, v_4\} \) and \( \mathcal{E} = \{m_1, m_2, m_3, m_4, m_5, m_6, m_7, m_8, m_9, m_{10}\} \), where each node has initial quantized values \( y_1[0] = 5 \), \( y_2[0] = 3 \), \( y_3[0] = 7 \), and \( y_4[0] = 2 \) respectively. The actual average \( q \) of the initial values of the nodes, is equal to \( q = 4.25 \) which means that the quantized value \( q^* \) is equal to \( q^* = 4 \) or \( q^* = 5 \) (i.e., the ceiling or the floor of the average \( q \)).
Algorithm 1 Quantized Average Consensus via Mass Splitting

Input 1) A strongly connected digraph $G_d = (\mathcal{V}, \mathcal{E})$ with $n = |\mathcal{V}|$ nodes and $m = |\mathcal{E}|$ edges.
2) For every $v_j$ we have $y_j[0] \in \mathbb{Z}$.

Initialization
Every node $v_j \in \mathcal{V}$:
1) Assigns a nonzero probability $b_{ij}$ to each of outgoing edges $m_{ij}$, where $v_i \in \mathcal{N}_j^+ \cup \{v_j\}$, as follows:
\[ b_{ij} = \begin{cases} \frac{1}{1 + D_j}, & \text{if } l = j \text{ or } v_l \in \mathcal{N}_j^+, \\ 0, & \text{if } l \neq j \text{ and } v_l \notin \mathcal{N}_j^+. \end{cases} \]
2) Sets $z_j[0] = 1$.

Iteration
For $k = 0, 1, 2, \ldots$, each node $v_j \in \mathcal{V}$ does the following:
1) Event Trigger Condition: If the following condition holds,
\[ z_j[k] > 0, \]
it performs the following two steps:
\[ q_j[k] = \left[ \frac{y_j[k]}{z_j[k]} \right]. \]
Then, for $t \in \{1, 2, \ldots, z_j[k]\}$, it sets $y_j[t] = \lfloor y_j[k]/z_j[k] \rfloor$ and $z_j[t] = 1$. If $r = y_j[k] - z_j[k]y_j[k]/z_j[k]$ is nonzero, then node $v_j$ increases by one the value of $y_j[k]$, $t = 1, 2, \ldots, r$, so that $\sum_{t=1}^{z_j[k]} y_j[t] = y_j[k]$ and $\sum_{t=1}^{z_j[k]} z_j[t] = z_j[k]$. Furthermore, for $t, t' \in \{1, 2, \ldots, z_j[k]\}$ it also holds that $|y_j[t] - y_j[t']| \leq 1$.

Each node $v_j$ receives from its in-neighbors the transmitted mass variables, and, at time step $k = 2$, it calculates its state variables $\tilde{y}_j[2], z_j[2]$ and $q_j[2]$ (which are shown in Table I). Then, every node $v_j$ calculates the values it will transmit as $y_j[2] = 4$, $y_j[2] = 4$, $y_j[2] = 5$, $y_j[2] = 1$, $y_j[2] = 1$, $y_j[2] = 1$, $y_j[2] = 1$, $y_j[2] = 1$, and $y_j[2] = 1$. It is interesting to notice here that all the calculated values $y_j[2]$ are equal to the quantized average of the initial values (i.e., the ceiling or the floor of the real average $q = 4.256$). Then, suppose that node $v_4$ transmits to node $v_3$, while node $v_2$ transmits the set of values $y_j[2], z_j[2]$ and $q_j[2]$ to $v_4$, and the set of values $y_j[2], z_j[2]$ to itself.

Each node $v_j$ receives from its in-neighbors the transmitted mass variables and, at time step $k = 3$, it calculates its state variables $\tilde{y}_j[3], z_j[3]$ and $q_j[3]$ (which are shown in Table II). Then, every node $v_j$ calculates the values it will transmit as $y_j[3] = 5, y_j[3] = 4, y_j[3] = 4, y_j[3] = 4, y_j[3] = 4$, and $y_j[3] = 1, z_j[3] = 1, z_j[3] = 1, z_j[3] = 1, z_j[3] = 1, z_j[3] = 1$. Then, suppose that nodes $v_2$ and $v_3$ transmit to node $v_4$, while node $v_4$ transmits the set of values $y_j[3], z_j[3]$ and $y_j[3], z_j[3]$ to node $v_3$.

Next, each node $v_j$ receives from its in-neighbors the
transmitted mass variables and, at time step $k = 4$, it calculates its state variables $y_j^s[4]$, $z_j^s[4]$ and $q_j^s[4]$ which are shown in Table IV.

**TABLE IV**

| Nodes $v_j$ | Mass and State Variables for $k = 3$ |
|-------------|-------------------------------------|
| $v_1$       | $y_1[3]$ 7 $z_1[3]$ 1 $q_1[3]$ 4 |
| $v_2$       | $y_2[3]$ 5 $z_2[3]$ 5 $q_2[3]$ 5 |
| $v_3$       | $y_3[3]$ 4 $z_3[3]$ 4 $q_3[3]$ 4 |
| $v_4$       | $y_4[3]$ 8 $z_4[3]$ 2 $q_4[3]$ 2 |

| Nodes $v_j$ | Mass and State Variables for $k = 4$ |
|-------------|-------------------------------------|
| $v_1$       | $y_1[4]$ 4 $z_1[4]$ 4 $q_1[4]$ 4 |
| $v_2$       | $y_2[4]$ 5 $z_2[4]$ 5 $q_2[4]$ 5 |
| $v_3$       | $y_3[4]$ 2 $z_3[4]$ 2 $q_3[4]$ 2 |
| $v_4$       | $y_4[4]$ 0 $z_4[4]$ 8 $q_4[4]$ 5 |

From Table IV we can see that for $k = 4$ it holds that $q_j^s[k] = \lfloor q_j \rfloor = 4$, or $q_j^s[k] = \lceil q_j \rceil = 5$, for every $v_j \in V$, which means that every node $v_j$ obtained, after a finite number of iterations, a quantized value $q_j^s$, which is equal to the ceiling or the floor of the real average $q$ of the initial values of the nodes. The state variable $q_j^s[k]$ of every node $v_j \in V$ can also be seen in Figure 2 in which we can see that, after a finite number of time steps $k$, it holds that $q_j^s[k] = 4$ or $q_j^s[k] = 5$.

Remark 3: Notice that the operation of Algorithm 1 is different from the algorithms presented in [29]. Specifically, in [29], the authors presented two distributed algorithms (a probabilistic and a deterministic algorithm) in which every node $v_j$ “merged” (i.e., added) the incoming mass variables (which remained “merged” through the algorithm execution), sent by its in-neighbours. The authors showed that every node $v_j$ calculated, after a finite number of time steps, a quantized fraction which is equal to the actual average $q$ of the initial values of the nodes (i.e., there was zero quantization error), but due to strict accumulation of the values, the proposed protocol required a significant amount of time steps. During the operation of Algorithm 1, every node $v_j$, is able to calculate, after a finite number of steps, a quantized value which is equal to the ceiling or the floor of the initial average (i.e., there is a nonzero quantization error defined as the difference between the actual average $q$ and the quantized average $q^*$), but, as we will see in the following sections, its operation outperforms (in terms of convergence speed) the ones presented in [29] along with the state-of-the-art algorithms in the available literature.

V. CONVERGENCE OF MASS SPLITTING ALGORITHM

We are now ready to prove that, during the operation of Algorithm 1, each agent $v_j$ reaches, after a finite number of time steps, a consensus value which is equal to the ceiling or the floor of the actual average $q$ of the initial values of the nodes. We present the following proposition which is necessary for our subsequent development. Due to space limitations, we do not provide the proof for Proposition 1 below; it will be made available in an extended version of this paper.

**Proposition 1:** Consider a strongly connected digraph $G_d = (V, E)$ with $n = |V|$ nodes and $m = |E|$ edges. Suppose that each node assigns a nonzero probability $b_{ij}$ to each of its outgoing edges $m_{ij}$, where $v_i \in N_j^+ \cup \{v_j\}$, as follows

$$b_{ij} = \begin{cases} 
\frac{1}{1 + D_j^+}, & \text{if } l = j \text{ or } v_l \in N_j^+, \\
0, & \text{if } l \neq j \text{ and } v_l \notin N_j^+,
\end{cases}$$

and, at time step $k = 0$, node $v_j$ holds a “token” while the other nodes $v_i \in V - \{v_j\}$ do not. Each node $v_j$ transmits the “token” (if it has it, otherwise it performs no transmission) according to the nonzero probability $b_{ij}$ it assigned to its outgoing edges $m_{ij}$. The probability that the token is at node $v_i$ after $n - 1$ time steps satisfies

$$P_{\text{Token at node } v_i, \text{ at step } n - 1} \geq (1 + D_{max}^+)^{-(n-1)}, \quad (3)$$

where $D_{max}^+ = \max_{v_j \in V} D_j^+$.

**Proposition 2:** Consider a strongly connected digraph $G_d = (V, E)$ with $n = |V|$ nodes and $m = |E|$ edges and $z_j[0] = 1$ and $y_j[0] \in \mathbb{Z}$ for every node $v_j \in V$ at time step $k = 0$. Suppose that each node $v_j \in V$ follows the Initialization and Iteration steps as described in Algorithm 1. With probability one, there exists $k_0 \in \mathbb{Z}_+$, so that for every $k \geq k_0$ we have

$$q_j^s[k] = \lfloor q_j \rfloor \quad \text{or} \quad q_j^s[k] = \lceil q_j \rceil,$$

for every $v_j \in V$ (i.e., for $k \geq k_0$ every node $v_j$ has calculated the ceiling or the floor of the actual average $q$ of the initial values).

**Proof:** During the Initialization Step 1 of Algorithm 1, each node $v_j \in V$ assigns a nonzero probability $b_{ij} = \frac{1}{1 + D_j^+}$ to each of its outgoing edges $m_{ij}$, where $v_i \in N_j^+ \cup \{v_j\}$.
We can consider the digraph $G_d = (V, E)$ with associated transition matrix $B = [b_{ij}]$ as a Markov chain in which the nodes of the graph are equivalent to the states of the Markov chain and the weight $b_{ij}$ of matrix $B$ represents the probability of a transition from node $v_j$ to node $v_i$.

It is important to notice that during Iteration Steps 1 and 2, each node $v_j$, splits the received messages $y_j[k]$, $z_j[k]$ into $z_j[k]$ equal (or with maximum difference equal to 1) pieces $y_j^{(t)}[k]$, $z_j^{(t)}[k]$, where $y_j^{(t)}[k] \in \mathbb{Z}$ and $z_j^{(t)}[k] = 1$ for $t = 1, 2, ..., z_j[k]$. Then it transmits each set of messages $y_j^{(t)}[k]$, $z_j^{(t)}[k]$ towards a randomly chosen out-neighbour $v_t \in N_j^+ \cup \{v_j\}$ according to the nonzero probabilities $b_{ij}$ (assigned during the initialization step). This means that the operation of the Algorithm 1 can be interpreted as the "random walk" of $n$ "tokens" in a Markov chain, where $n = |V|$, and each "token contains a set of values $y[k], z[k]$, for which $y[k] \in \mathbb{Z}$ and $z[k] = 1$, during each time step $k$.

During the operation of Algorithm 1 from Iteration Step 1, we have that if two "tokens" meet in the same node (say $v_j$), during time step $k$, then their values $y[k]$ become equal (or with maximum difference equal to 1). Furthermore, the sum of the $y[j][k]$ values at any given $k$ is equal to the initial sum (i.e., $\sum_{j=1}^{n} y[j][k] = \sum_{j=1}^{n} y[j][0]$). Thus, we will focus on the scenario in which all $n$ tokens meet at a common node and obtain equal values $y[k]$ (or with maximum difference between them equal to 1).

From Proposition 1 we have that after $n - 1$ time steps, the probability that one "token" is at node $v_i$ is

$$P_{\text{Token at node } v_i, \text{ at step } n - 1} \geq (1 + D_{\text{max}}^+)^{-n(1-1)}. $$

Considering that, during the operation of Algorithm 1 the $n$ "tokens" perform independent random walks we have that the probability that all $n$ tokens meet at node $v_i$ after $n - 1$ time steps is

$$P_{\text{All tokens at node } v_i, \text{ at step } n - 1} \geq (1 + D_{\text{max}}^+)^{-n(n-1)}. $$

Furthermore, since the events "all tokens meet at node $v_i$ after $n - 1$ time steps" and "all tokens meet at node $v_j$ after $n - 1$ time steps" are mutually exclusive (i.e., they have a zero intersection) then we have that the probability that all tokens meet at any node $v_j \in V$ after $n - 1$ time steps is

$$P_{\text{All tok. at node } v_j, \text{ at step } n - 1} \geq \sum_{v_j \in V} (1 + D_{\text{max}}^+)^{-n(n-1)} \Rightarrow$$

$$P_{\text{All tok. at node } v_j, \text{ at step } n - 1} \geq n(1 + D_{\text{max}}^+)^{-n(n-1)}. $$

This means that, for the scenario "not all tokens meet at any node after $n - 1$ time steps" we have

$$P_{\text{Not all tok. at node} \text{ at step } n - 1} \leq 1 - n(1 + D_{\text{max}}^+)^{-n(n-1)}. $$

Note that $P_{\text{Not all tok. at any node at step } n - 1}$ denotes the probability that no node will receive all $n$ tokens after $n - 1$ time steps.

By extending the above analysis we have that after $\tau(n-1)$ time steps (i.e., $\tau$ windows, each one consisting of $n - 1$ time steps), we have that the probability that “not all tokens meet at any node after $\tau$ time steps” is

$$P_{\text{Not all tok. at any node after } \tau \leq \lceil P_{\text{Not all tok. at any node at step } n - 1} \rceil^\tau. $$

Since, from (4), we have that $P_{\text{not all}} < 1$ this means that, by executing Algorithm 1 for $\tau$ time windows, from (5) we have that

$$\lim_{\tau \to \infty} P_{\text{Not all tok. at any node after } \tau = 0. $$

As a result, with probability 1, we have that $\exists k_0 \in \mathbb{Z}$ for which all $n$ "tokens" meet at node $v_j$. This means that all $n$ "tokens" will have equal values $y[k_0]$ (or with maximum differences between them equal to 1). Furthermore, from Iteration Step 1, we have that each node $v_j$ splits $y_j[k]$ in $z_j[k]$ equal (or with maximum difference between them equal to 1) pieces $y_j^{(t)}[k]$, $z_j^{(t)}[k]$, where $y_j^{(t)}[k] \in \mathbb{Z}$ and $z_j^{(t)}[k] = 1$ for $t = 1, 2, ..., z_j[k]$ for which it holds that $\sum_{t=1}^{z_j[k]} y_j^{(t)}[k] = y_j[k]$ and $\sum_{t=1}^{z_j[k]} z_j^{(t)}[k] = z_j[k]$. This means that $\sum_{t=1}^{z_j[k]} y[k_0] = \sum_{t=1}^{z_j[k]} y[0]$ and we have that the $y[k_0]$ values of each "token" will become equal to the ceiling or the floor of the actual average $q$ of the initial values (i.e., $y[k_0] = \lfloor q \rfloor$ or $y[k_0] = \lceil q \rceil$).

Continuing the operation of Algorithm 1 we have that, for time steps $k > k_0$, the $n$ "tokens" will continue performing random walks in the digraph $G_d$. This means that, since $G_d$ is strongly connected, we have that $\exists k_0 \in \mathbb{N}$, for which each node $v_j \in V$ will receive (at least once) one (or multiple) "tokens" during the time interval $(k_0, k_0)$. From Iteration Step 1, this means that the state variables $q_j[k_0]$ of every node $v_j \in V$, will be equal to the ceiling or the floor of the actual average $q$ (i.e., $q_j[k_0] = \lfloor q \rfloor$ or $q_j[k_0] = \lceil q \rceil$, for every $v_j \in V$) which completes the proof of this proposition.

VI. SIMULATION RESULTS

In this section, we present simulation results and comparisons. Specifically, we present simulation results of the proposed distributed algorithm for the digraph $G_d = (V, E)$ (borrowed from [31]), shown in Fig. 3 with $V = \{v_1, v_2, v_3, v_4, v_5, v_6, v_7\}$ and $E = \{m_{21}, m_{51}, m_{12}, m_{52}, m_{13}, m_{53}, m_{24}, m_{54}, m_{65}, m_{75}, m_{36}, m_{47}, m_{67}\}$, where each node has initial quantized values $y_1[0] = 15, y_2[0] = 5, y_3[0] = 11, y_4[0] = 0, y_5[0] = 3, y_6[0] = 13, and y_7[0] = 9$, respectively. The real average $q$ of the initial values of the nodes, is equal to $q = \frac{52}{7} = 8.57$ which means that the quantized average $q^*$ is equal to $q^* = 8$ or $q^* = 9$. 

---

Fig. 3. Example of digraph for simulation of Algorithm 1
In Figure 4 we plot the state variable $q^j_s[k]$ of every node $v_j \in V$ as a function of the number of iterations $k$ for the digraph shown in Fig. 3. The plot demonstrates that Algorithm 1 is able to achieve a common quantized consensus value to the average of the initial states after a finite number of iterations.

![Distributed Averaging Algorithm via Mass Splitting for Digraph of Fig. 3](image)

Fig. 4. Node state variables plotted against the number of iterations for Algorithm 1 for the digraph shown in Fig. 3.

Now, we compare its performance against four other algorithms: (a) the quantized gossip algorithm presented in [15] in which, at each time step $k$, one edge is selected at random, independently from earlier instants and the values of the nodes that the selected edge is incident on are updated, (b) the quantized asymmetric averaging algorithm presented in [18] in which, at each time step $k$, one edge, say edge $(v_i, v_j)$, is selected at random and, node $v_j$ sends its state information and surplus and node $v_i$ performs updates over its own state and surplus values, (c) the distributed averaging algorithm with quantized communication presented in [17] in which, at each time step $k$, each agent $v_j$ broadcasts a quantized version of its own state value towards its out-neighbors, (d) the distributed averaging algorithm with quantized communication presented in [29] in which, at each time step $k$, each agent sends its mass variables towards a randomly chosen out-neighbor in the form of a quantized fraction.

Figure 5 presents a study of the case of 1000 digraphs of 20 nodes each, in which the average of the nodes initial values is equal to $q = \frac{651}{20} = 32.55$. The results shown are averaged over 1000 graphs. The top of Figure 5 suggests that the operation of Algorithm 1 outperforms the quantized distributed algorithms in the available literature [15], [17], [18], [29].

**Remark 4:** It is worth noting, that the quantized distributed algorithms in [15], [18] only involve a single exchange between a single randomly chosen pair of neighboring nodes at each iteration. Furthermore, the doubly stochastic matrix which is necessary for the operation of the distributed algorithm in [17] was formulated by (i) calculating a set of edge weights that balance the given strongly connected digraph with the distributed strategies presented in [31] and (ii) by performing a max consensus protocol, adding a nonzero self-loop for every node $v_j$, and normalizing, according to the distributed strategies presented in [32].

**VII. CONCLUSIONS**

We have considered the quantized average consensus problem and presented a randomized distributed averaging algorithm in which the processing, storing and exchange of information between neighboring agents is subject to uniform quantization. We analyzed its operation, established that it will reach quantized consensus after a finite number of iterations and argued that its convergence speed appears to be the fastest in the available literature, which allows convergence to the quantized average of the initial values after a finite number of time steps, without any specific requirements regarding the network that describes the underlying communication topology (see [17]).

In the future we plan to extend the operation of the proposed algorithm to more realistic cases, such as transmission delays over the communication links and the presence of unreliable links over the communication network. Furthermore, we plan to design distributed strategies under which every agent in the network will be able to determine whether quantized average consensus has been reached (and thus proceed to execute more complicated control or coordination tasks).
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