A silicon source of heralded single photons at 2 µm.
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Mid infrared integrated quantum photonics is a promising platform for applications in sensing and metrology. However, there are only few examples of on-chip single photon sources at these wavelengths. These have limited performances with respect to their C-band counterparts. In this work, we demonstrate a new approach to generate heralded single photons in the mid infrared on a silicon chip. By using a standard C-band pump, the inter-modal spontaneous four wave mixing enables the generation of the herald idler at 1259.7 nm and the heralded signal at 2015 nm. The idler photon is easily detected with a common infrared single photon detector while the signal photon is upconverted to the visible before its detection. In this way, we are able to operate a mid infrared source without the need of mid infrared detectors and laser sources. By measuring a heralded g(2) of 0.23 ± 0.08 we demonstrate the single photon behaviour of the source as well as the feasibility of multi-photon coincidence measurements beyond 2 µm with our setup. The source exhibits a high intrinsic heralding efficiency of (59 ± 5)%, a maximum coincidence to accidental ratio of 40.4 ± 0.9 and a generation probability of (0.72 ± 0.10) W⁻².

I. INTRODUCTION

Mid infrared (MIR) light (2 - 15 µm) is of importance in a wide range of technological applications. Free space telecommunication[4], LIDAR[5], environmental monitoring[6], medicine and biology[7] are only few of the several fields where MIR optics plays a role. In particular, gas sensing exploits the strong absorption bands in the MIR[8] to enhance remarkably the sensitivity of absorption spectroscopy measurements[9,10]. Despite the great interest in developing MIR applications, these are still hindered by immature optical MIR devices. Quantum optics offers new solutions to mitigate such limitations. Sub-poisssonian light can be used to beat the shot noise limit[11,12]. Entangled photons have been used to demonstrate new imaging and spectroscopy techniques able to get rid of detection technology limitations, namely ghost imaging[13,14] or undetected photon measurements[15,16]. To enable quantum enhanced MIR metrology leveraging these quantum based measurement strategies, a source of single or entangled photons beyond 2 µm is required. Up to now, these techniques have been investigated only with bulky, alignment tolerant and expensive instrumentation, based on free space nonlinear crystals[17,18]. To develop feasible, robust and affordable quantum technologies, miniaturization and cost effectiveness are crucial. Such requirements can be met by means of integrated photonics. In particular, silicon photonics integrated circuits are characterized by mature CMOS (complementary metal oxide semiconductor) fabrication technology, which allows for robust, stable, low power consuming and efficient light manipulation at the chip scale[19]. On-chip MIR quantum measurements would enable efficient and cost effective sensors, boosting the development of MIR and quantum technologies. Recently, an on-chip silicon-on-insulator (SOI) source of MIR pairs has been reported[20]. However, in this work a pump in the MIR is used, and both the paired photons are beyond 2 µm, thus requiring specific MIR technologies for both the pump and the detection. Recently, we demonstrated that inter-modal spontaneous four wave mixing (SFWM) can be used in silicon waveguides to generate correlated pairs with one photon in the near infrared (NIR) and the other in the MIR by using a standard C-band pump[21,22]. However, we never detected the MIR correlated photon. Instead we inferred its existence by measuring the high energy photon in the pair.

In this work, we demonstrate a SOI waveguide source of heralded MIR single photons based on inter-modal SFWM, performing the MIR detection by means of an upconversion system[23]. The herald photon lays in the NIR, where it can be efficiently detected with traditional InGaAs single photon avalanche photodiodes (SPADs). Moreover, the photons are generated in discrete bands, thus removing the need for narrow band filters to select the operating wavelengths of signal and idler. As a result, the heralding efficiency is increased with respect to traditional intra-modal SFWM, as witnessed by the measured intrinsic heralding efficiency ηt = 59(5)%. The large detuning of the generated photons is also beneficial for the pump and Raman noise rejection, that can be easily removed with broadband filters. The pump is a standard 1550 nm pulsed laser. Therefore, we do not require MIR technologies to operate a source beyond 2 µm.

In section II we describe the chip design and the experimental setup. In section III our approach to data analysis is extensively described. In section IV the results relative to the source characterization are reported. Section V concludes the paper.
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A silicon source of heralded single photons at 2 \( \mu \)m.

II. CHIP DESIGN AND EXPERIMENTAL SETUP

Conventional intra-modal SFWM involves only one waveguide mode in the conversion of two input pump photons into an idler photon and a signal photon. On the contrary, inter-modal SFWM leverages the different chromatic dispersions of different optical spatial modes of a photonic waveguide to achieve phase matching. Different modal combinations are possible, depending on the waveguide cross-section, which also determines the generated signal and idler wavelengths. In this work, we use the transverse electric (TE) fundamental (TE0) and first (TE1) waveguide modes in a rib SOI waveguide. The waveguide has a width of 1.95 \( \mu \)m and a height of 0.190 \( \mu \)m over a 0.3 \( \mu \)m thick slab. The waveguide length is 1.5 cm. The waveguide and the slab are in silicon, while the top and bottom claddings are in silica. The simulated intensity profiles of the TE0 and TE1 modes are shown in Fig. 1a.

The inter-modal combination used in our work involves the pump on both the TE0 and TE1, the idler on the TE0 and the signal on the TE1. A peculiar advantage of intermodal SFWM is the generation of the signal and idler photons on different waveguide modes. In this way, idler and signal can be easily separated with high efficiency through an on-chip mode converter. The experimental setup is detailed in Fig. 1b. The upconverter (UC) is constituted by a continuous wave (CW) laser cavity, where a Nd:YVO\(_4\) pumped intra-cavity periodically poled lithium niobate (PPLN) allows for sum-frequency generation (SFG) between the intra-cavity laser (1064 nm) and the input MIR photons. We used a PPLN from HC Photonics with a length of 25 mm, tuned in temperature to upconvert the MIR signal at 2015 nm to the visible at 696 nm. The UC used is the same of Mancinelli et al., though tuned at the wavelengths of interest here. The transfer function of the UC is reported in Fig. 2b, showing a full width at half maximum (FWHM) of 1.15 ± 0.12 nm. We used a pump pulsed laser centered at 1550.30 ± 0.05 nm with 40 ps pulse width and 80 MHz repetition rate. The generated idler spectrum is reported in Fig. 2a. We measured a discrete band centered at 1259.7 ± 0.5 nm, with a FWHM of 2.0 ± 0.3 nm. The measured FWHM of the idler is compatible with the simulated one of 1.81 nm, as shown in Fig. 2a. According to the energy conservation, the signal is generated at 2015.2 ± 1.5 nm. From the measured idler bandwidth we estimated a FWHM of 5.1 ± 0.8 nm for the signal. Therefore, the UC filters the signal photons according to the spectrum shown in Fig. 2b.
A silicon source of heralded single photons at 2 \si{\mu m}.

III. DATA ANALYSIS

With SFWM, the detection probabilities per pulse for the idler \( p_i \), signal \( p_s \), coincidences \( p_{si} \) and accidentals \( p_{acc} \) are quadratic with the pump power \( P \). In the limit of low transmission efficiencies for the signal and idler, they can be written as

\begin{align}
  p_i &= \bar{\xi} P^2 \eta_i + d_i, \\
  p_s &= \bar{\xi} P^2 \eta_s + d_s, \\
  p_{si} &= \bar{\xi} P^2 \eta_i \eta_s, \\
  p_{acc} &= p_ip_s,
\end{align}

where \( \bar{\xi} \) is the generation probability per pulse per squared unit power[21]. \( \eta_i, \eta_s \) are the total transmission efficiencies for the idler and signal channels (from generation to detection), \( d_i, d_s \) are the dark count probabilities per pulse for the idler and signal respectively. Eq. (1c) refers to net coincidences, thus without accidentals. In eqs. (1), noise photons coming from the pump residual and Raman scattering, typically linear with the pump power, have not been considered, being negligible in our experimental setup. Singles and coincidence rates can be calculated by multiplying the probabilities in eqs. (1) by the repetition rate \( R_p \) of the pump laser. Together with SFWM other nonlinear phenomena take place in the waveguide. Two photon absorption (TPA), cross two photon absorption (XTPA) and free carrier absorption (FCA) have to be modelled properly in order to recover the actual generation and transmission efficiency of the pairs. TPA, XTPA and FCA play an important role in increasing the losses in the waveguide for both the pump and the generated photons. As a result, the detection probabilities are no longer quadratic with the input pump power[22]. A further effect is the nonlinearity of the idler detector. To model the linear and nonlinear losses affecting pump, signal and idler photons, we solved the differential equations for the pulse propagation involving TPA, FCA and propagation losses, assuming that the pump power is equally split on the TE0 and TE1 modes[23]. According to this modeling we can rewrite eqs. (1) as

\begin{align}
  p_{si} &\approx \frac{\bar{\xi}}{\bar{\eta}_i \eta_s} \bar{P}_p^2 \eta_i \eta_{ND} \equiv \bar{p}_{si}, \\
  p_i &\approx \frac{\bar{\xi}}{\bar{\eta}_i} P^2 \eta_i + d_i \eta_{ND} \equiv \bar{p}_i, \\
  p_s &\approx \frac{\bar{\xi}}{\bar{\eta}_s} P^2 \eta_s + d_s \equiv \bar{p}_s, \\
  p_{acc} &\approx \bar{p}_i \bar{p}_s \equiv \bar{p}_{acc},
\end{align}

where

\begin{align}
  \bar{P}_p &= \sqrt{\frac{1}{L} \int_0^L P_p(z)dz}, \\
  \bar{\eta}_j &= \eta_j^{on} \eta_j^{off}, \\
  \eta_j^{on} &= \frac{1}{L} \int_0^L \eta_j^{on}(z)dz,
\end{align}

where \( j = i, s \), \( L \) is the waveguide length, \( P_p(z) \) is the on-chip pump power along the waveguide, \( \eta_j^{on}(z) \) is the transmission efficiency for a photon generated at \( z \) along the waveguide accounting only for the linear and nonlinear on-chip losses, \( \eta_j^{off} \) is the transmission efficiency accounting only for the losses occurring off chip (fiber-chip coupling, filtering) and \( \eta_{ND} \) models the nonlinear response of the idler detector. Details about the derivation of eqs. (2) are reported in Supplementary material.

IV. RESULTS

A. Generation probability and heralding efficiency

To monitor the coincidences between signal and idler, we used a start-and-stop detection system, using the idler as the start trigger and the signal as the stop detector[22]. Coincidences are evaluated within a coincidence window \( \Delta t_c \). To be noticed that while for the idler channel the detection rates (both signal and dark counts) are fixed by the detection gate width of the idler detector (1.90 ns), for the signal the rates depend on the coincidence window used in post processing. Therefore, given \( R_{dc,i} = 620 \text{cps} \) and \( R_{dc,s} = 2150 \text{cps} \) the dark count rates at the idler and signal detectors,

\begin{equation}
  d_i = R_{dc,i}/R_p = 7.75 \times 10^{-6},
\end{equation}
while
\[ d_s = 1 - e^{-R_{dc} \Delta t}, \]  
(5)

considering a Poisson distribution for the signal noise (SPAD dark counts and UC noise).

In order to fit the measured rates and retrieve the generation probability \( \xi \), we can reduce eqs. (2) to
\[ y_i = \frac{\bar{P}_i - \eta_{ND} d_i}{\eta_i^{on} \eta_{ND}} = \xi \bar{P}_p \eta_i^{off} = a_i \bar{P}_p, \]  
(6a)
\[ y_s = \frac{\bar{P}_s - d_s}{\eta_i^{on}} = \xi \bar{P}_p \eta_i^{off} = a_s \bar{P}_p, \]  
(6b)
\[ y_{si} = \frac{\bar{P}_{si}}{\eta_i^{on} \eta_{ND} \eta_{ND}} = \xi \bar{P}_p \eta_i^{off} \eta_s^{off} = a_{si} \bar{P}_p, \]  
(6c)
with \( a_i = \xi \eta_i^{off}, a_s = \xi \eta_s^{off}, a_{si} = \xi \eta_i^{off} \eta_s^{off} \). \( y_i, y_s, y_{si} \) can be calculated from the measured singles, coincidence and noise rates and from the simulated \( \eta_i^{on} \) and the measured \( \eta_{ND} \) (see Supplementary material). Modeling exactly the nonlinear losses is a non trivial task, being the nonlinear parameters highly variable with the fabrication process and the geometry used. Therefore, we fit \( y_i, y_s, y_{si} \) for an input power < 0.5 W (i.e. \( \bar{P}_p < 0.4 \) W), where the nonlinear losses are not the dominant ones. We use \( f(x) = ax^2 + b \) as the fitting function, retrieving \( a_i, a_s \) and \( a_{si} \). In this way, we can evaluate \( \xi \) (in units of \( W^{-2} \) of peak power) and the off-chip transmissions, resulting in
\[ \xi = \frac{a_i a_s}{a_{si}} = (0.72 \pm 0.10) W^{-2}, \]  
(7a)
\[ \eta_i^{off} = \frac{a_{si}}{a_i} = (2.81 \pm 0.17) \times 10^{-3}, \]  
(7b)
\[ \eta_s^{off} = \frac{a_{si}}{a_i} = (3.97 \pm 0.20) \times 10^{-4}, \]  
(7c)
where we used \( \Delta t = 1.1 \) ns (3\( \sigma \) bin width) and the uncertainties are evaluated at 1 standard deviation of the fitting coefficients. Details about the nonlinear parameters and propagation losses used in the model are reported in Supplementary materials. From these results we calculate the intrinsic heralding efficiency \( \eta_i \) as
\[ \eta_i = \frac{R_{net}^{si}}{(R_i - R_{dc,i}) \eta_i^{off}} = 59 \pm 5\%, \]  
(8)
where \( R_{net}^{si} \) is the measured net coincidence rate and \( R_i \) is the measured idler rate. By normalizing for the signal channel losses, the \( \eta_i \) allows to compare different sources only on the bases of their intrinsic properties, getting rid of the setup used. Our high value comes from the low on-chip signal losses and the moderate filtering losses to select the signal wavelength. The heralding efficiency can be further improved by optimizing the matching between the signal and UC bandwidths.

### B. Coincidence to accidental ratio

To quantify the efficiency of coincidence detection, the coincidence-to-accidental ratio (CAR) is used. CAR is analogous to a signal-to-noise ratio comparing the rate of true coincidences with the accidental ones. True coincidences come from simultaneous detection of a signal and an idler belonging to the same pair. Coincidences between signals and idlers belonging to different pairs or coincidences with noise photons or dark counts contribute to the accidental.[22,23] The measurement of CAR is carried out with the start-stop coincidence detection described in sec. [IV A] We used the setup in Fig. 1 with a single visible SPAD at the output of the UC after removing the beams splitter. In fact, the CAR does not involve the intra-beam correlations. As shown in Fig. 3 the coincidences occur with a temporal delay \( \delta t = 0 \) ns. The other peaks, spaced with the laser repetition period, are due to accidentals. Please notice that the zero-delay peak includes also accidental coincidences. Therefore, the CAR is evaluated as
\[ \text{CAR} = \frac{\text{coincidence counts}}{\text{accidental counts}} = \frac{N_{si}^{raw} - N_{acc}}{N_{acc}}, \]  
(9)
with \( N_{si}^{raw} \) the total coincidence counts falling in the zero delay bin and \( N_{acc} \) the accidental counts, evaluated as the average over all the accidental peaks. The true coincidences, also called as net coincidences, are calculated as \( N_{net} = N_{si}^{raw} - N_{acc} \). Depending on the \( \Delta t \) used, the ratio between coincidences and accidentals in the individual bin changes, changing the CAR. In Fig. 4 we report the measured CAR and the corresponding net coincidences as a function of the on-chip peak pump power. To be noticed that the peak power in the plot is the power at the input of the multimode waveguide after fiber-chip coupling losses, it is not \( \bar{P}_p \). We report the results with a coincidence window of 1.1 ns and of 2 ns. With the 1.1 ns window the CAR is higher, with a maximum of 40.4(9) at 115 mW. At this power the rate of net coincidences is 0.316(3) cps. The net coincidences are almost the same for the two windows, demonstrating that with the larger coincidence window we are mainly introducing noise rather than signal. CAR and net coincidences have been also simulated starting from the parameters calculated in sec. [IV A] and sec. [III] They are reported as solid lines in the figure and are calculated as
\[ \text{CAR} = \frac{\bar{P}_{si}}{\bar{P}_s P_i} = \frac{\xi \bar{P}_p \eta_i \eta_s}{(\xi \bar{P}_p \eta_i + d_i)(\xi \bar{P}_p \eta_s + d_s)}, \]  
(10a)
\[ N_{net}^{si} = \xi \bar{P}_p \eta_i \eta_s \eta_{ND} R_p. \]  
(10b)
Simulated and experimental values of CAR are in agreement in the whole range of pump power used. This agreement demonstrates that the main effects and phenomena involved in the generation process have been properly considered and modelled. The net coincidence rates are in agreement at low power, while at higher power the nonlinear losses have been overestimated. A perfect agreement would require a precise knowledge of all the nonlinear parameters of the material. The larger CAR here measured with respect to other works.[31]
demonstrates that the overall system, considering both the generation and detection stages, is competitive with respect to solutions already demonstrated on the silicon platform.
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**FIG. 3.** Two-fold coincidences as a function of the delay \( \delta t \) between idler (start) and signal (stop) detections. We collect the events with a coincidence window of 0.05 ns (blue). In post processing, we use a larger coincidence window, here 1.1 ns (orange), in order to take into account the majority of the coincidence events. The coincidence peak is the highest one, placed at \( \delta t = 0 \) ns. The laser repetition period is clearly visible from the accidental peaks. In the inset, we focus on the zero-delay bin, comparing the coincidence peak shape with the post processing coincidence window.

C. Heralded \( g^{(2)}_h \)

To assess the single photon nature of the emission, we measured the heralded \( g^{(2)} \), that we indicate as \( g^{(2)}_h \). Using the setup in Fig. 1b, we tuned the delays in order to have the signal detection on one visible SPAD coincident with the idler detection on the InGaAs SPAD. The coincidence between these two detectors, with a coincidence window \( \Delta t_c = 2 \) ns, was used as the start trigger, while the detection from the remaining visible SPAD, that we will call “delayed signal”, was used as the stop trigger. In this way, we monitored the three-fold coincidences as a function of the delay \( \delta t \) between the start and stop events. At the same time, we measured the two-fold coincidences between the idler and the delayed signal. We used a coincidence window of 2 ns to monitor the three-fold coincidences. The \( g^{(2)}_h \) can be given as

\[
g^{(2)}_h(\delta t) = \frac{N_{12i}(\delta t) - N_{1i}N_{2i}(\delta t)}{N_{1i}(0)N_{2i}(0)}, \tag{11}\]

where 1, 2, i label respectively the first signal detector, the second signal detector (that is the delayed signal) and the idler detector. \( N_{12i} \) corresponds to the three-fold coincidence counts, \( N_{1i} \) and \( N_{2i} \) are the two-fold coincidence counts between the idler and the signal detectors, and \( N_i \) corresponds to the idler counts. We can normalize eq. (11) by \( N_i \) and \( N_{1i}(0) \), such that

\[
g^{(2)}_h(\delta t) = \frac{N_{12i}(\delta t)}{N_{1i}(0)N_{2i}(0)} \langle N_{2i}(\delta t \neq 0) \rangle \langle N_{2i}(\delta t) \rangle \tag{12}\]

with \( \langle N_{12i}(\delta t \neq 0) \rangle \) and \( \langle N_{2i}(\delta t \neq 0) \rangle \) the average of the three-folds and two-folds coincidences for \( \delta t \) different from zero. If the emission is truly at the single photon level, \( g^{(2)}_h(0) \) should be lower than \( 0.5 \). The measured \( g^{(2)}_h(0) \) as a function of the on-chip peak pump power is reported in Fig. 4. For an input power of 0.33 W we measured \( g^{(2)}_h(0) = 0.23(8) \), demonstrating the single photon regime of the source. The corresponding \( g^{(2)}_h(\delta t) \), calculated as in eq. (12), is reported in the inset of Fig. 4. We discarded the neighbouring bins of the zero delay bin, affected by spurious coincidences due to photon emissions from triggered silicon SPAD.

To verify the goodness of the modeling introduced in sec. III we used the calculated \( \xi, \bar{P}_h, \eta_1, \eta_2 \) in sec. IV A to simulate the expected \( g^{(2)}_h(0) \). Considering the general formula for the heralded second order coherence, we can write

\[
g^{(2)}_h(0) = \frac{\bar{P}_{12i}\bar{P}_i}{\bar{P}_{1i}\bar{P}_{2i}}, \tag{13}\]
A silicon source of heralded single photons at 2 µm.

\[ \tilde{\eta}_2 = \tilde{\eta}_1 R_{BS}^2 \eta_{BS}. \quad (21b) \]

with \( T_{BS} \) and \( R_{BS} \) the transmission and reflection coefficients of the beam splitter, \( T_{BS}^2 + R_{BS}^2 = 1 \), and \( \eta_{BS} \) modeling the losses of the beam splitter. In our case, \( T_{BS}^2 = R_{BS}^2 = 0.5 \) and \( \eta_{BS} = 1 \). In eqs. (21), we are assuming the same detection efficiency for the two visible SPADs. Considering all the events leading to a two-fold coincidence, we can rewrite \( \tilde{p}_{1i} \) and \( \tilde{p}_{2i} \) as

\[
\tilde{p}_{ki} = \sum_{n=1}^{\infty} n^2 \varphi(n) \tilde{\eta}_k \tilde{\eta}_1 \eta_{ND} \\
+ \sum_{n=1}^{\infty} n \varphi(n) (\tilde{\eta}_k d_i + d_i \tilde{\eta}_k) \eta_{ND} \\
+ d_k d_i \eta_{ND},
\]

(22)

with \( k = 1, 2 \). To be noticed that in eq. (14) and eq. (22) we are neglecting events with more than one photon reaching the same detector, being unlikely with the involved transmission efficiencies (i.e. \( \tilde{\eta}_1 \), \( \tilde{\eta}_2 \) and \( \tilde{\eta}_2 \) are all \( \ll 1 \)). We are also neglecting events where photon detections and dark count detections occur simultaneously on the same detector. The photon number distribution of a squeezed source ranges between a poissonian (infinite modes emission) and a thermal (single mode emission) distribution.\cite{23, 10} We solved eq. (14) and eq. (22) for the poissonian emission,

\[
\varphi(n) = \frac{\mu^n}{n!} e^{-\mu},
\]

(25)

and for the thermal emission,

\[
\varphi(n) = \frac{\mu^n}{(1 + \mu)^{n+1}},
\]

(26)

where \( \mu \) is the average number of pair per pulse. Eqs. \( 25 \) and \( 26 \) define a lower and an upper boundary for \( g_h^{(2)} \). In computing \( g_h^{(2)} \) we calculated \( \mu = \xi F_p^2 \) and we measured the noise affecting the three channels. \( d_i \) is the same of the CAR measurements, \( d_1 = 2.30 \times 10^{-6} \) and \( d_2 = 2.32 \times 10^{-6} \). We simulated an area for the expected value of \( g_h^{(2)}(0) \), that is upper bounded by the thermal case and lower bounded by the poissonian case. The simulation is reported in Fig. [5]. The measured \( g_h^{(2)} \) is compatible with the simulated values, confirming the reliability of the modeling. We want to stress that in this case we are not performing a fit of the measured \( g_h^{(2)} \) and that the experiment and the simulation are completely independent. The experimental points in Fig. [5] are closer to the upper bound rather than to the lower one, suggesting an emission statistics closer to the thermal one. This is compatible with the unheralded \( g^{(2)} \) of the signal beam\cite{29} measured in Fig. [6] as a function of the pump power. The unheralded \( g^{(2)} \) results to be 1.67(2) at a power of 1.08 W, compatible with the simulated value of 1.66 (dashed line) calculated from the simulated joint spectral intensity (JSI)\cite{28, 13}. The measured \( g^{(2)} \) demonstrates that the source is closer to a thermal emission, justifying the experimental \( g_h^{(2)} \). In Fig. [6] we also report the simulated values for a source whose statistics is between the
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thermal (upper bound) and the poissonian one (lower bound). At low powers, the dark counts dominate, and in both cases the $g^{(2)}$ goes to 1. At high powers, the $g^{(2)}$ asymptotically increases to its actual value. In this way, we explain the power dependent behaviour of the experimental data. Further details about the measurement and simulation of $g^{(2)}$ are reported in Supplementary materials.

At low powers, the dark counts dominate, and in both cases the $g^{(2)}$ goes to 1. At high powers, the $g^{(2)}$ asymptotically increases to its actual value. In this way, we explain the power dependent behaviour of the experimental data. Further details about the measurement and simulation of $g^{(2)}$ are reported in Supplementary materials.

![Graph showing $g^{(2)}(0)$ as a function of on-chip peak power.](image)

**FIG. 6.** The measured unheralded $g^{(2)}(0)$ (orange dots) is reported as a function of the on-chip peak power. We report in the inset the simulated JSI, from which we calculated the expected $g^{(2)}$ (dashed black line), that is compatible with the experiment. The measured points fall within the simulated values (light orange area), upper bounded by a source with thermal emission statistics and lower bounded by a source with poissonian emission statistics (constant $g^{(2)} = 1$).

**V. CONCLUSIONS**

In this work, we demonstrated a heralded single photon source beyond 2 µm based on inter-modal SFWM on a silicon chip. This source has two main peculiarities: the discrete band generation and the large detuning between the signal and idler photons. The discrete band generation removes the need for tight filtering to select idler and signal wavelengths, and the generated photons experience a higher transmission with respect to standard continuous band sources, witnessed by the high experimental $\eta = 59(5)\%$. The large detuning has two advantages: on one side, it enables an easier pump and nonlinear noise rejection; on the other side, it allows to generate the herald photon in the NIR, benefiting of an efficient detection technology. As a last advantage, this heralded source based on inter-modal SFWM requires a common C-band pump laser, easier to be integrated and operated on a silicon chip. We performed a complete characterization of the source. We demonstrated the sub-poisonian statistics of the source by measuring $g^{(2)}_2(0) = 0.23(8)$. We characterized the CAR, finding a maximum value of 40.4(9), and the generation probability per pulse, with a measured value of 0.72(10) W$^{-2}$. These performances are competitive with other reported silicon sources of MIR photons (Table I) demonstrating the promising perspectives of inter-modal SFWM for bright and efficient sources of correlated photons beyond 2 µm. The source can be significantly improved by reducing the propagation losses and optimizing the matching between the signal and upconverter bandwidths. With this work we demonstrate a new approach to MIR quantum photonics, providing a high quality source of quantum light beyond 2 µm without the need of MIR technologies. This result paves the way towards low cost, efficient and integrated solutions for quantum photonics beyond 2 µm, offering new opportunities to the developing field of MIR photonics.

**SUPPLEMENTARY MATERIAL**

See supplementary material for further details about the experimental setup, the measurements and the theoretical calculations.
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TABLE I. Comparison with state of the art MIR heralded sources.

| Platform | Process         | Generation probability (W$^{-2}$) | CAR max | CAR @ $N_{th}^{net} \sim 1$ Hz | $g_{0}^{2}(0)$ | $\eta_{l}$ (%) | Reference |
|----------|-----------------|-----------------------------------|---------|-------------------------------|----------------|----------------|-----------|
| Mg:PPLN  | SPDC            | -                                 | 180 ± 50| -                             | -              | -              | 19        |
| SOI      | intra-modal SFWM| 0.28                              | 25.7 ± 1.1| 25.7 ± 1.1                   | -              | 5              | 21        |
| SOI      | inter-modal SFWM| 0.72 ± 0.10                       | 40.4 ± 0.9| 27.9 ± 0.5                   | 0.23 ± 0.08   | 59 ± 5         | This work |

This work