Mobile robots in unstructured, mapless environments must rely on an obstacle avoidance module to navigate safely. The standard avoidance techniques estimate the locations of obstacles with respect to the robot but are unaware of the obstacles’ identities. Consequently, the robot cannot take advantage of semantic information about obstacles when making decisions about how to navigate. We propose an obstacle avoidance module that combines visual instance segmentation with a depth map to classify and localize objects in the scene. The system avoids obstacles differentially, based on the identity of the objects: for example, the system is more cautious in response to unpredictable objects such as humans. The system can also navigate closer to harmless obstacles and ignore obstacles that pose no collision danger, enabling it to navigate more efficiently. We validate our approach in two simulated environments: one terrestrial and one underwater. Results indicate that our approach is feasible and can enable more efficient navigation strategies.

1 INTRODUCTION

An autonomous robot navigating an unstructured, mapless environment typically avoids obstacles by utilizing range information received from its sensors. When a danger of collision arises, the robot adjusts its trajectory to ensure safety. The state-of-the-art techniques in obstacle avoidance effectively prevent collisions, but they are unaware of the semantic properties of the obstacles they are avoiding. Consequently, they are unable to exploit a more in-depth understanding of the objects in the environment to navigate more efficiently without compromising safety. In this paper, we augment an obstacle avoidance module’s capabilities by incorporating semantic information and show experimentally that this results in more efficient navigation. We refer to this augmentation as Semantic Obstacle Avoidance for Robots (SOAR).

Semantic information is often used to aid robot navigation in structured environments. In this work, we propose that semantic information can also be useful for obstacle avoidance in unstructured environments. For example, a robot may want to consider that a living thing, like a person or a dog, has the potential to start moving, even if it is currently stationary. The robot may also want to consider that some obstacles may not actually pose a collision danger: for instance, a depth map may detect plastic balls in the robot’s direction of motion, but the robot can safely collide with the balls. When the robot is able to recognize that different objects pose different collision dangers, it can choose a path that maximizes efficiency without jeopardizing safety. In fact, semantic obstacle avoidance is desirable in several robotic applications with unstructured environments, including:

- **Robotic wheelchairs** need to generally stay clear of obstacles, but they may want to give extra clearance to objects like doors that have the potential to suddenly swing forward. On the other hand, if the user wants to dock at a table, the wheelchair needs to allow itself to get very close to it.

- **Autonomous underwater vehicles** (AUVs) are employed by marine biologists to observe endangered species of mussels, which are usually embedded within rock formations, requiring AUVs to get much closer.

- **Diver-following AUVs** need to avoid obstacles while recognizing bubbles emanating from the diver’s flippers do not actually pose a collision danger.

It is imperative to note that even if a map of the environment is available, the presence of dynamic objects (e.g., in the above scenarios, people, wheelchairs, and fish) will require information beyond the “free-and-occluded” labels that are usually provided by maps. Semantic maps and semantic scene understanding may provide additional information, but...
they would not account for dynamic objects in the environment. For field robots, particularly in sensory-deprived environments (e.g., underwater), such maps are often nonexistent, and real-time scene understanding is still an open problem.

SOAR uses instance segmentation, which identifies specific object instances for each pixel in the visual scene, and fuses it with depth (i.e., distance) information to provide semantically-aware obstacle information to obstacle avoidance modules. We adopt YOLACT [8] as the instance segmentation module for our pipeline, as shown in Fig. 2, because it is the first state-of-the-art model to run in real-time with reasonable accuracy. While useful, object detection is not appropriate for this task as bounding boxes generated by these algorithms will contain spurious information from scene background and other objects. While semantic segmentation approaches are useful, they do not discriminate between object instances, and this information is needed for the proposed approach of semantically-aware object avoidance.

In this paper, we make the following contributions:

- Propose a pipeline for combining depth estimation and instance segmentation for semantic obstacle avoidance,
- Develop a semantically-aware obstacle avoidance algorithm to keep flexible distances from objects,
- Create an instance segmentation dataset of underwater obstacles to train an instance segmentation model, and
- Demonstrate the efficiency of the proposed pipeline in both underwater and terrestrial simulated environments.

2 RELATED WORK

2.1 Instance Segmentation

Research in object detection has studied models to improve accuracy while keeping real-time inference speed since the appearance of YOLO [9], one of the first real-time object detection models. However, instance segmentation poses more complex challenges, and achieving good accuracy in real-time has been difficult. FCIS [10] is the first end-to-end CNN-based model for instance segmentation. It is built on R-FCN [11] and utilizes position-sensitive inside/outside score maps to generate instance segmentation proposals. Mask R-CNN [12], which is an extension of Faster R-CNN [13], performs segmentation in a two-stage process by generating Region of Interest (RoI) proposals first and then creating a mask based on the RoI from the first stage. PANet [14] improves the accuracy of segmentation from Mask R-CNN by enriching information propagation. MS R-CNN [15] outperforms Mask R-CNN by adding a MaskIoU head to align the scores of the masks. Although the aforementioned models show accurate results, their two-stage-based structures make real-time instance segmentation infeasible. In order to overcome the structural problem, YOLACT [8] conducts two predictions in parallel: mask prototypes and per-instance mask coefficients. Then, the predictions are combined linearly to yield masks. This allows a single-stage structure and inference in real-time with reasonable accuracy.

2.2 Obstacle Avoidance

Obstacle avoidance, unsurprisingly, has seen significant development (e.g., [16, 17, 18]) given its importance in safe robot navigation. Here, we focus specifically on sensor-based approaches where no information about the environment is available beyond what is received from sensors (see [1] for a complete discussion). Sensor-based approaches typically plan a short-horizon trajectory at every time step [19, 20]. A classic obstacle avoidance technique is the Artificial Potential Field, first proposed by [21]. This technique assigns artificial repulsive fields to obstacles and attractive fields to goals, thereby guiding the robot toward a goal while simultaneously avoiding obstacles. Other approaches include vector field histograms (VFH) [22], receding horizon control [23], and Voronoi diagrams [24].

Most obstacle avoidance that incorporates semantic information is focused on developing socially-aware responses to human obstacles, e.g., [25, 26, 27]. Similar to our approach, [26] instructs the robot to avoid humans more than inanimate objects. However, their work is focused on path planning in mapped environments and uses model-based methods to estimate the human’s location.

Another approach for obstacle avoidance in marine robotics, based on conditional imitation learning, is presented in [18]. This approach uses data collected from expert users to learn what navigational action to take given an input image, but does not explicitly model different behaviors for different types of obstacles.

3 METHODOLOGY

The proposed approach incorporates both instance segmentation and depth information to intelligently avoid obstacles in unstructured and dynamic environments, with the goal to optimize robot paths (e.g., in terms of distance traveled, energy spent, and time taken) without compromising obstacle avoid-
Our depth estimation process is as follows:

3.1.2 Depth Estimation

We refine a pre-trained YOLACT model, initially trained with the SUIM dataset [29], which has the Supervisely [28] tool. In addition, we use 581 images from the MS COCO dataset [30], with this additional data.

We use ResNet50-FPN as a backbone network for achieving module due to its real-time inference and competitive accuracy. We choose YOLACT [8] as the base instance segmentation algorithm, and (2) depth information. Once both are acquired, we fuse them to provide semantic information to an obstacle avoidance module (see Fig. 2).

3.1 Information Fusion using a Stereo Camera

We use a stereo camera as our only sensor to acquire (1) pixel-level masks and labels of each object using instance segmentation, and (2) depth information. Once both are acquired, we fuse them to provide semantic information to an obstacle avoidance module.

3.1.1 Instance Segmentation with Transfer Learning

We choose YOLACT [8] as the base instance segmentation module due to its real-time inference and competitive accuracy. We use ResNet50-FPN as a backbone network for achieving maximum inference speed since robots are likely to use low-power computation units (e.g., an Nvidia Jetson TX2) to perform semantic inference. We collect a total of 2,263 images, of which 1,682 are labeled with diver, robot, and fin (i.e., diver’s flippers) classes; see Fig. 3 for training images labeled using the Supervisely [28] tool. In addition, we use 581 images from the SUIM dataset [29] which has diver, fish, and robot classes. We refine a pre-trained YOLACT model, initially trained with the MS COCO dataset [30], with this additional data.

3.1.2 Depth Estimation

Our depth estimation process is as follows:

1. We perform stereo rectification to obtain a transform matrix \( R \), projection matrix \( P \), and disparity-to-depth mapping matrix \( Q \) for each camera using a camera matrix \( K \) and distortion parameters \( D \) from each camera, a rotation matrix \( R \) between the first camera coordinate and the second camera coordinate, and a translation vector \( T \) between two cameras.

2. Next, we remove distortion from each image using the \( K \), \( D \), \( R \), and \( P \) matrices.

3. After rectifying each pair of images, we run stereo matching to generate a disparity map.

4. Lastly, we estimate the depth information from the disparity map using \( Q \).

3.2 Obstacle Avoidance

Our obstacle avoidance algorithm is inspired by the Artificial Potential Field (APF) method [21]. APF uses an attractive potential \( f_a \) to guide the robot toward the goal and a repulsive potential \( f_r \) to push the robot away from obstacles. The attractive potential is calculated as:

\[
f_a(x) = c \left( \frac{1}{|x - x_g|} \right)^2
\]  

(1)

Here \( c \) is a scaling constant, \( x \) is the current robot position, and \( x_g \) is the goal position. The repulsive potential is calculated as

\[
f_r(x) = \begin{cases} 
\eta \left( \frac{1}{p(x)} - \frac{1}{d_0} \right)^2 & \text{if } p(x) \leq d_0 \\
0 & \text{if } p(x) > d_0
\end{cases}
\]  

(2)

where \( \eta \) is a constant, \( p(x) \) is the closest obstacle to the position \( x \), and \( d_0 \) is the largest distance from the obstacle at which the robot can sense the obstacle’s repulsive force.

In our approach, we determine \( d_0 \) based on semantic information about the obstacles. For instance, we assign \( d_0 = 0 \) for objects we can ignore (e.g., bubbles or sports balls) while assigning a larger value for the objects (e.g., coral reef, robots, people) we intend to avoid. In our approach, unlike APF, the robot navigates around the boundary of an obstacle, keeping a constant distance of \( d_0 \) from the obstacle (Fig 4). The circumnavigation behavior is similar to the bug-2 navigation algorithm.

Figure 3: Examples of labeled training images from our underwater dataset showing three classes: diver, robot, and fin (the colors for each class are randomly selected per image).

Figure 4: Example trajectories of a robot around an obstacle using the proposed approach. The repulsive potential \( \dot{r} \) affects the robot only if \( d \leq d_0 \). The position of object \( O \) is represented by a cross, the goal position \( G \) by a square, and the position of robot \( R \) over time with stars. (left): when the obstacle is not along the direct path from the robot to the goal, it does not affect robot navigation. (right): the robot’s direct path to the goal brings it closer than \( d_0 \) distance to the obstacle; our algorithm forces the robot to circumnavigate around it.
The robot, however, may face the challenge of maintaining fixed distances (i.e., $d_0$) from obstacles when circumnavigating due to errors in state estimation and external forces (e.g., surge for underwater robots operating in open waters and wind for aerial robots).

We introduce two unit vectors, $\hat{a}$ and $\hat{r}$, to implement the circumnavigation with the concept of attractive and repulsive potentials from APF. $\hat{a}$ points from the robot towards the goal and $\hat{r}$ points from the robot to the obstacle. With the two vectors, we update the robot’s direction of movement $\hat{v}$ at any given point as follows:

$$\hat{v} = \begin{cases} \hat{a} & \text{if } |x_o - x| > d_0 \\ \hat{a} + c_1 c_2 \hat{r} & \text{if } |x_o - x| \leq d_0 \end{cases}$$

Here $x_o$ is the obstacle position, $x$ is the robot position, and $b$ is a constant greater than 1 that represents the maximum value $c_1 \hat{r}$ can be scaled by. $c_2$ scales inversely with the robot’s distance to the obstacle, and obtains a value between 1 and $b$ as we approach the obstacle.

$$c_2 = \frac{1 - b}{d_0} |x_o - x| + b$$

4 EXPERIMENTS AND RESULTS

The ongoing COVID-19 pandemic prohibited field trial validations of the proposed method. However, we use realistic simulation using ROS Gazebo worlds for both terrestrial and underwater cases to validate our algorithm. Because our goal is local navigation of unstructured, mapless environments, we choose goal points for each case with one condition: the goal point should be something visible to the robot when the robot is at its starting position if there is no obstacle between the robot and the goal points. Additionally, we use a mobile GPU (Nvidia Jetson TX2) with a stereo camera (Intel RealSense) to evaluate the performance of our model to mimic realistic robotic hardware.
### 4.1 Simulated Terrestrial Trials

We have created a terrestrial world in Gazebo, simulating a parking lot environment. The scene was chosen to mimic a robot attempting delivery or curbside pickup from a departmental store, a relatively common occurrence in many parts of the world under the Coronavirus pandemic. The world has various types of objects, including sports balls, cars, buses, people walking or standing, and tables. We evaluate our model on a workstation equipped with an Intel i5-8600K CPU and an Nvidia GTX 1080 GPU. We add a stereo camera to a simulated Turtlebot robot to estimate depth and infer instance segmentation. To validate our algorithm, we intentionally block the shortest path from a robot to a goal point with sports balls, as shown in Fig. 5a and 5b, since we select the sports ball category as an object the robot can safely run into (i.e., a not-an-obstacle object). The Turtlebot starts from the bottom left corner of the world and aims to reach the stop sign at the top. We use pre-trained COCO weights with YOLACT for instance segmentation. We use the modified APF-based obstacle avoidance algorithm as described in Section 3 under two conditions: receiving semantic information about obstacles (SOAR) and without receiving any semantic information about obstacles (non-SOAR). To measure the effectiveness of the semantic obstacle avoidance approach, we measure the travel time from a starting point to a goal point to evaluate each model’s performance by running 10 tests for each case. We also note the path chosen by the robot in each of the SOAR and non-SOAR cases.

### 4.2 Simulated Underwater Trials

Our underwater world has been designed to mimic the ocean floor environment, including corals, rocks, and fauna. The world includes fish, robots, and an underwater rock arch formation. As shown in Fig. 5c and 5d, the arch is blocked by fish and robots to test the efficacy of the SOAR approach compared to non-SOAR. We select the fish category as a not-an-obstacle object class. We simulate the Aqua AUV [33], equipped with a stereo camera, to test our model with both SOAR and non-SOAR algorithms. The robot starts from the bottom of the world and aims to travel through the arch to the other side of the rock formation. We use the instance segmentation model trained on our own dataset (as mentioned in Section 3.1.1) with the four classes (i.e., diver, robot, fish, and fin). The hardware and trial configurations are unchanged from that of the terrestrial case.

### 4.3 Results

We use both quantitative and qualitative evaluation to test our semantic obstacle avoidance approach, as shown in Fig. 5 and Table 2. Vision algorithms are implemented using the OpenCV [34] library.
ficient to provide detailed information for a robot to explore environments, particularly with intra-class occlusion.

4.3.3 Simulated Underwater Trials

As our Gazebo world uses detailed hydrodynamic effects for the underwater simulation, we obtain \( \approx 10 \, \text{fps} \) during our tests. Unlike the terrestrial case, the non-SOAR algorithm fails to reach the goal, as seen in Table 2b. This is because we terminate the non-SOAR algorithm in the following cases: 1) Aqua is heading in the wrong direction, 2) Aqua is stuck between rocks, and 3) it takes too long (\( \geq 2 \) minutes) to reach the goal. Sample cases from each scenario are captured in Fig. 5c and 5d. The cyan-colored robots shown are “obstacles”, and immobile, to simulate a moving Aqua robot (silver/red colors) avoiding other robots in the field. With the SOAR algorithm, Aqua is able to reach the goal (i.e., under the arch) by ignoring the group of fish. The system ignores them because of the semantic knowledge that fish do not present a collision danger. Fig. 6c and 6d show a snapshot of Aqua’s view from the trials. The results show that for underwater domains, obstacle avoidance without understanding the scene could significantly extend the travel time at best and fail to reach the goal at worst.

4.3.4 Bench Test

We achieved \( \approx 5 \, \text{fps} \) inference speed while running the SOAR algorithm on the Jetson TX2. We expect to achieve faster inference speed in more capable mobile platforms (e.g., AGX Xavier).

4.3.5 Limitations

When the inference produced by instance segmentation incorrectly classifies an obstacle as a non-obstacle, a collision can occur. Additionally, the inference time needs to be sufficiently fast to capture the objects’ motion. In other words, if an object moves far faster than the inference speed, it could cause the obstacle avoidance algorithm to fail.

5 CONCLUSIONS

In this paper, we propose an obstacle avoidance algorithm that incorporates both instance segmentation and depth information to perceive its surroundings from only a pair of stereo image as input. We are able to use the instance segmentation labels to inform a robot about which visible obstacles in its environment should be either avoided or ignored. Finally, we present the SOAR algorithm as a viable way to explore unstructured environments with the obtained visual information. We validate our algorithm on both terrestrial and underwater simulations; quantitative results show that our algorithm can lead to efficient and intelligent robotic navigation decisions in unstructured environments, which can result in extending the duration of robot operations.

We plan to extend this work in multiple directions. First, we intend to integrate a sonar sensor with the camera to make SOAR robust to poor visibility conditions. Sonar readings will be used to provide additional information about obstacle locations. Visual data will be exploited to fine-tune a robot’s motion when the robot approaches obstacles in close proximity. Additionally, we will improve instance segmentation by reducing the model size and inference time; training the model with increasing the size of the dataset; and optimizing it. Lastly, we plan to implement of the proposed algorithm on a robotic platform for actual in-the-field validation.
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