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ABSTRACT
Autonomous game design, generating games algorithmically, has been a longtime goal within the technical games research field. However, existing autonomous game design systems have relied in large part on human-authoring for game design knowledge, such as fitness functions in search-based methods. In this paper, we describe an experiment to attempt to learn a human-like fitness function for autonomous game design in an adversarial manner. While our experimental work did not meet our expectations, we present an analysis of our system and results that we hope will be informative to future autonomous game design research.
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• Computing methodologies → Search methodologies; Semi-supervised learning settings.

KEYWORDS
autonomous game design, random forests, search-based procedural content generation

ACM Reference Format:
Thomas Maurer and Matthew Guzdial. 2021. Adversarial Random Forest Classifier for Automated Game Design. In The 16th International Conference on the Foundations of Digital Games (FDG) 2021 (FDG’21), August 3–6, 2021, Montreal, QC, Canada. ACM, New York, NY, USA, 6 pages. https://doi.org/10.1145/3472538.3472587

1 INTRODUCTION
Traditionally, game development has been a lengthy and expensive process where each piece of content is hand-authored by game designers and developers. Some prior research has attempted to address this through the creation of game content algorithmically. These algorithms have been grouped together under the term procedural content generation (PCG). Most PCG algorithms are hand-coded, using approaches like genetic algorithms [11] or constraint-based solvers [22]. More recently, attempts to combine machine learning (ML) with PCG have gained popularity [15, 25]. Procedural Content Generation via Machine Learning (PCGML) removes more overhead from the developers, requires less human authoring than traditional PCG, and can create high quality content [24]. However, there has been relatively little work on using PCGML for generating entire games. The creation of a PCGML system that can generate entire games could allow for easier adoption of this technology by practitioners and hobbyists.

Currently the space of PCGML game generation is under-explored. Researchers have proposed PCGML game generators [12, 17], but only a few systems have been built that can generate game mechanics, and these generally focus on specific mechanics or genres [7, 23]. This lack of implementation is due, in part, to the inherent complexity of games and the rules that define them. Machine learning approaches struggle with problems with high variance, and low training data such as autonomous game design, which makes them harder to implement. The task of autonomous game generation requires both autonomous level design, and autonomous rule design at minimum. Machine learning has been used for PCG but generally focuses on level generation [24]. The problem of generating levels through PCGML is often easier as the representation of the data is simpler, and there is a much larger dataset. The application of a single PCGML system to generating both the rules of a game, and the levels for that game, is relatively unexplored [7].

The most common PCG approach to automated game design has been search-based PCG [1–3]. One limiting aspect of search-based PCG is the requirement of a hand-authored fitness function. If we could learn this fitness function from existing games, an automated measure of human-like games, we could remove this limitation and lead to more general automated game design systems. In this work, we attempted to address this problem by replacing the hand-authored fitness function in a greedy search system, with a random forest classifier. Specifically, we trained a random forest classifier to differentiate between existing human-authored games and randomly generated games. Inspired by adversarial training approaches, we iteratively retrained our random forest classifier on the games generated by using the classifier as a fitness function. While the games that were created by this process did not meet our expectations of human quality, they still produced interesting results. The classifier did seem to learn some measure of structure as the games produced had patterns in level and rule design. While this system did not provide the results we had hoped for, there were noticeable differences in pattern consistency over the iterations of our system design that could be leveraged in future autonomous game design work.

In this paper, we present a system for autonomous game generation using PCGML, by guiding search with a random forest classifier. We discuss the process of iteratively training this system on its output, and present our contributions to the field of PCGML which include:
A novel representation method for VGDL games
A novel method for approximating human-like fitness functions for VGDL games
Experiments on this method with unexpected results
An analysis of our experiments, and their implications for future work

2 RELATED WORK

In this section we discuss prior work on PCG and autonomous game design. We also detail previous PCGML approaches, particularly for autonomous game design.

2.1 Procedural Content Generation

Procedural content generation has been used for a wide variety of tasks, especially in game design [20]. However, the majority of PCG methods rely on either constructive or search-based systems [26]. For example, when the initial framework was presented for the General Video Game Artificial Intelligence (GVGAI) Level Generation competition, it included 2 example generators: a constructive system, and a search-based system [10]. We employ the GVGAI framework in our research, but our search-based system uses a machine learning classifier in place of a human-authored fitness function, and we focus on the generation of entire GVGAI games.

2.2 Autonomous Game Design

Autonomous game design requires the use of some form of PCG for a minimum of level and rule generation. Some examples of PCG for autonomous game design involved search-based approaches for board game generation [1, 13]. Other early examples used genetic algorithms [3], rule-based conversions from human-authored graphs to games [28], or constraint-solving methods [30]. More recently some have suggested taking human-authored games and blending the rulesets [4]. However, this concept has not been implemented.

Recently the GVGAI competition added a rule generation track and with it came two example generators, a constructive generator, and a search-based generator [9]. Neither generator was capable of producing a diverse array of novel games, and for the search-based approach it was specifically noted that the fitness function used did “not guarantee neither playability nor interestingness”. Our work attempts to address this by replacing the hand-authored fitness function with a random forest classifier.

2.3 Procedural Content Generation via Machine Learning

Procedural Content Generation via Machine Learning (PCGML) can be used for both level generation and rule generation, both of which we attempt in this work [24]. Initially PCGML research focused on level generation rather than rule generation or autonomous game design. In our system, we take inspiration from generative adversarial networks (GANs), which have been used in level generation [8], for our adversarial training methodology. We lack the space to discuss GANs in detail. Torrado et al. employed a process by which they iteratively trained a GAN on its own output [27], we also employ a similar self-supervised approach. However, in their case they used a human-authored fitness function to verify generated output, while we attempt to learn a fitness function.

We employ a Random Forest (RF), as a low-data classifier to approximate a “human-like” fitness function. Random Forests have appeared in prior PCGML work [6, 16, 18]. The major difference is that in this prior work, the RF is trained once on existing data, while we iteratively train our RF on generated data to approximate our desired fitness function.

While PCGML has largely been applied to level generation, it has also been used for rule generation. Some researchers have demonstrated the ability to learn game mechanics from human-authored games and apply this to the generation of novel mechanics and levels [5, 7, 23]. There have also been proposals for other complete ML-based automated game design systems [12, 17], however, only components of these systems have been implemented at this point [23]. Thus far, all of these approaches focus on platformer games, where our system focuses on Video Game Description Language (VGDL) games, which represent a number of game genres.

3 SYSTEM OVERVIEW

In this section we overview our game representation and discuss our novel random forest (RF) classifier-based search method for generating games. Code for this paper is available on github. The games that are produced by this system are written in the Video Game Description Language (VGDL) format [19]. It is the format currently used for the General Video Game Artificial Intelligence competition [14], and allows for many kinds of arcade-style, two-dimensional games such as Frogger, Zelda, and Aliens. We visualize our entire approach in Figure 1, which we’ll describe in further detail in subsections below. It starts by randomly generating a set of VGDL games. These games are then vectorized into a format usable by our classifier. The same vectorization is applied to the set of human-authored VGDL games provided with the library. These sets are then labelled and used to train our RF classifier to differentiate between human and random games. Once the RF is initialized, we use it in place of a fitness function to guide a search-based PCG process to generate new games. Essentially, the RF’s classification acts as an approximated measure of human-likeness for the games in our search space. For our experimental implementation, we use a simple greedy hill-climbing search. We repeatedly generate games using this method until the number of games is equal to the number of human-authored games. We then use these new round of generated games to retrain our classifier to differentiate between generated and human-authored games. Our hope is that this will force the RF to iteratively improve its model for human game classification, which will in turn represent a stronger approximation of a human-like game fitness function.

3.1 Game Data

In the VGDL format games are represented by their rules and levels [19]. The rules section contains a description of the sprites in a level, how to handle interactions between those sprites, and the termination conditions which end the game in a win or a loss. The level is a tile map that can be used to place sprites for the start of the game. While it is possible to define multiple levels for one set of rules, in our representation we define each distinct game as having

https://github.com/HonestPretzels/RF_Adversarial_PCG
a single set of rules and a single level, which increases the small amount of available training data.

3.2 Random Game Generation

To create the initial games for our system we randomly generate description and level files. Each game is created by first selecting the avatar and set of sprites for the game at random. Some interactions are then randomly selected from the list of possible interactions, and randomly assigned to two sprites from the selected sprite set. Finally win and loss conditions are chosen at random from the possibilities defined by the VGDL format. The VGDL library comes with a set of modifiers for rules, such as the speed of sprites or the score change of interactions, and we randomly assign some of these to the generated rules to ensure variation. Once the rules for a game are generated, we create a level by randomly choosing sprites from our selected set for each tile in the level, which is set to the most common size of human-authored level. Before we begin searching each game is tested to ensure that it does not immediately crash by having a random agent play the game for a small number of moves.

Our system also requires a neighbour function to define our search space. Our neighbour function generates both rule-based and level-based neighbours. To generate a rule-based neighbour we randomly select either a sprite, interaction, or termination rule and replace it by another random rule of the same type. We did not add or remove rules as we wanted to address rule generation as a separate problem. To generate a level neighbour we either randomly replace up to ten of the level tiles, or add or delete one of the rows or columns. These are relatively large changes, but would allow for the system to eventually reach any of the human-authored games as long as the starting random game had the same number of rule types.

3.3 Representation

To train our random forest (RF) classifier we must change the representation of the games from level and description files into vectors. Any classes which are not present in the file are represented as zeros. We also include information on the sprites involved in each termination condition, as well as the number required for termination. The representation of the level contains more positional information as levels are inherently positional. To capture this we convert each character in the level into an integer based on the class of the sprite that it represents and flatten the array into a single dimension vector, padded with zeros for smaller levels. All of these sections are concatenated into a one dimensional vector of length 413, where the first 53 indices represent the rule information and the remaining represent the level information.

3.4 Training Approach

The training approach we use in this system takes some inspiration from generative adversarial networks or GANs. GANs are a powerful machine learning framework based on having two networks compete with each other. However, we cannot apply a GAN in our work as there is insufficient training data available. Instead, we use a RF classifier that attempts to differentiate between human-authored, and generated games, and we retrain it using an adversarial approach. A RF classifier is a set of decision trees that are initialized stochastically, and fit to a training data set. When given a test case to evaluate, each decision tree makes a prediction of the class, which is treated as a “vote” in determining the final prediction. It is possible to approximate a probability of a particular class based on the number of trees “voting” for that class. We employ the probability of a game being a human-authored game as our learned fitness function. Our RF classifier is initially trained with a set of 8 human-authored games, and 8 randomly generated games. We used the 8 games from the default set of human-authored games as we wanted to replicate real-world cases where acquiring a large backlog of games would be challenging.

At every iteration we use our learned fitness function to guide our greedy search. For any point in the search we select the neighbour with the highest probability of being human-authored, according to our classifier. Once we have found a game that passes a predefined threshold of 95% “human quality” according to our classifier we save it. Once we have eight generated games, we retrain the random forest classifier with the new set of generated games and the original eight human-authored games. Our goal is...
that this improves the classifier’s ability to discriminate between human-authored and generated games.

4 EXPERIMENTS

In this section we present two different versions of our generation system, and discuss the results of a series of experiments.

We ran our experiments on two different versions of our system. The first did not contain any information on the game’s termination conditions in the representation, while the second included information on win and loss conditions, as well as the counts that would trigger those conditions. This was done to determine how the random forests training might differ with and without this information. Specifically, we hypothesized that without termination conditions it might prove difficult for the random forest (RF) to learn that the human-authored games could all be completed. We ran each version of the system for 5 iterations. While this might seem low in comparison to other ML systems in each iteration we completely retrain the RF, thus it is equivalent to completely retraining a model five times.

Given that the goal of our system was to create games of human-authored quality we had to determine a metric to approximate that quality. Unfortunately, this can be a rather ambiguous goal and without a human study we decided to evaluate our games based on the relative performance of game playing agents. This metric has been used in previous research to evaluate game content quality [29]. We modified an implementation of a Monte Carlo tree search (MCTS) agent\(^2\) designed to play VGD games and compared its performance against that of a naïve random agent. As MCTS is a more advanced approach, we expect it to outperform the random agent on more complex, human-like games [21]. This expectation is supported by the relative performance of the agents when playing human-authored games, where the MCTS agent was able to complete three more games than the random agent, score one point higher on average (in a scoring range of 0 to 20), and complete the games in an average of 256 fewer moves.

To measure the performance of the agents as they played the games we tracked the following metrics in each iteration of training:

- **Games Completed**: How many generated games an agent completed per iteration.
- **Avg Score**: Average score across the generated games each iteration.
- **Max Score**: Maximum score across the generated games each iteration.
- **Avg Num Moves**: Average number of moves across each game each iteration.

These metrics allow us to capture the performance of the agents based on criterion that human players might care about, such as scores, high scores, and the number of moves required to win. During the experiments we limited the agents to five minutes of play time, as well as limited the maximum number of moves to 700. As the games are simple, they do not require a significant amount of play time. These limitations were more than enough for the human-authored games.

5 RESULTS

The results of running our experiments are shown in Table 1. The first row “Human-authored” gives the results of running our two agents on the eight original human-authored games. All of the remaining rows give the results of the five iterations for the two versions of our game.

Both agents performed equally well in the games completion metric over every iteration for both versions of our system. More games were completed in the no-termination version, but most of these games had timer termination conditions and automatically completed after a set amount of time. We attribute this to the RF learning to classify based on the termination conditions when they were included in our input game vector representation. This indicates the importance of including this information in order to avoid trivial games.

For the average score metric, only No-termination showed any difference between the agents. The increase in performance of the MCTS agent on this metric was largest in iteration 4 and dropped off again in the final iteration, a pattern that appears in the other metrics as well. For example, the difference between MCTS and random in maximum score was greatest in iteration 2 of No-termination and smaller in iteration 5. Notably, neither version of our system included any information on score change in the game representation, and score changes were randomly assigned to different interactions during generation. As such the MCTS agent would not always be able to cause the interactions that increase score, or avoid the ones that decrease score. The RF therefore likely learned to classify on a secondary that indirectly impacted score. However, repeatedly

\(^2\)https://github.com/gsurma/slitherin/blob/master/game
retraining appears to have led to the RF “losing” this feature, which we’ll discuss further below.

In nearly every iteration, across both versions of the system, the MCTS agent played less moves on average than the random agent. Unfortunately, we believe that this difference was not due to the quality of the games, but rather to the evaluation methodology. During our experiments we limited the time each agent had to play the games to five minutes. Considering the Games Completed metric, the majority of the time the agents stopped playing because of the time limit since, on average, less than half of the eight games generated each iteration were completed. Due to the relative complexity of MCTS, it played less moves than the random agent in this time. We believe that this is the primary cause for the apparent increased performance of the MCTS agent versus the random agent. However, there is still a pattern present in both versions of the system, where the relative performance of the MCTS agent increases towards one of the middle iterations and then begins to drop off. This is a similar pattern to the one seen for the average and maximum scores. In effect, in focusing on differentiation of the human games and the later generated games, the classification became less useful as a fitness function. This follows an intuition that as the generated games became more similar to the human games for some features, the random forest began to pay less attention to those features, as they were no longer helpful for differentiation. One answer to this problem might have been to continue to include purely random games in the RF’s training data each iteration.

We noticed some interesting qualitative patterns in our generated games. The games generated with No-termination seemed to have more variety and randomness. Many of these games varied in level size and sprite set as can be seen in Figure 2. In comparison, the games generated with Termination had more consistent and noticeable patterns. For example, in several of the generated games there were octopus sprites which would move and spawn blocks behind them. This could be because the inclusion of termination information led to fewer possible combinations of rules and levels that could achieve those termination conditions, and thus constrained the search space. Most of these games had similar sized levels and several of these games had the same sprite groupings, such as many eggs and camels, or many coloured resources, as can be seen in Figure 3. It’s likely that the classifier learned some relationship between these groupings and “humaness”. Almost all the games, across both versions, had a large number of block sprites in their levels. This occurred as the representation we used did not differentiation between immovable sprites, and the most prevalent immovable sprite in the human-authored games was an immovable background tile. Additionally, the games included many exit signs, which corresponded to portals/goal blocks in many of the human-authored games. This indicates that the RF keyed into this sprite as an important indicator of human games.

### 6  FUTURE WORK

We identified a number of problems above, which in turn suggest directions for future work. In terms of the inability to consistently improve over the iterations, we anticipate that this may have been due to a lack of ability to generalize over the available data. Increasing the number of human-authored games and/or included random games among the generated games each iteration might address this problem. From the relative performance of the Termination and No-Termination versions, we identify the importance of representation for this problem. It would likely be useful to increase the number of sprite-types to better capture designer intent, for example by differentiating between immovable wall sprites, and immovable background sprites. It could also be useful to increase the information captured on sprite interactions by including which sprites are interacting with each other. In addition to the improvements suggested for our representation, future work could also focus on the search method itself. In our work we used a simple greedy search to best interrogate our learned fitness function, but more advanced search methods such as genetic algorithms (GA) could prove useful to better search the space. The consistency of games in the Termination condition suggests these were all near a local optima, where a GA might be able to find other optima.

### 7  CONCLUSIONS

We introduced a search-based PCG autonomous game design system using a random forest (RF) classifier in place of a hand-authored fitness function. We trained our RF in a semi-supervised, adversarial manner. Our system was unable to produce games of human quality, but the RF clearly learned features of human games. We
provided an analysis of our approach in the hopes of informing future autonomous game design research.
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