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Abstract. Building energy forecast plays an important role in Intelligent Building. Due to its non-stationarity and uncertainty, the prediction accuracy of existing methods need to be further improved. In view of this problem, propose the EA-XGBoost model, which combines Empirical Mode Decomposition (EMD), ARIMA and XGBoost model to predict building energy consumption. First, EMD is used to decompose the consumption data into multiple Intrinsic Mode Functions (IMF). Afterwards, ARIMA model is applied for each IMF to get regression result, then sum the results and calculate the residual. Taking the residual as an input feature of XGBoost, combined with other energy-related factors such as dry and wet bulb temperature, using XGBoost after Grid-Search to predict building energy consumption data. Compared with ARIMA and XGBoost model, EA-XGBoost hybrid model performs best in forecasting building energy consumption dataset which provided by the US National Renewable Energy Laboratory. The experiment shows the feasibility and effectiveness of the new model.

1. Introduction
The WMO Statement on the State of the Global Climate 2018 issued by the World Meteorological Organization in March 2019 shows that global warming is still accelerating, and record greenhouse gas concentrations have pushed global warming to increasingly dangerous levels. Economic impact is still increasing. The report also pointed out that energy consumption was the main factor that caused greenhouse effect. Building energy consumption is almost one third of the world's total energy consumption[1,2]. Building energy consumption forecast plays an important role in energy management, dispatch[3]. Data energy consumption prediction can help users estimate potential energy savings and implement effective energy management. Using artificial intelligence algorithms to build a data-driven model has certain practical value.

Many machine learning methods were applied in energy consumption, such as ANN [4], SVM [5-6] and ANN-SVM hybrid algorithms [7-8]. The experiment shows that the accuracy of ANN-SVM hybrid algorithm is higher than that of ANN and SVM, which shows that choosing the appropriate machine learning model and combining it can improve data prediction accuracy. ANN and Random Forest (RF) of ensemble learning for building energy prediction [9]. Experimental results show that ensemble learning model can be used for building energy data prediction, and the prediction effect of RF is better than ANN. The single model and ensemble model are compared in the prediction[10], and the result shows that the latter one has better accuracy and generalization ability, but the performance depends on the choice of the basic model, which needs experience and to be studied. The selection the basic model based on prior knowledge, which shows that choosing the appropriate basic model can improve the performance of the ensemble learning model.
Genetic Algorithm was combined with ensemble model for prediction of peak consumption of a building in Hong Kong the next day[11], result shows that the accuracy of the proposed model is higher than other eight individual models. Time series analysis is used to forecast the power demand [12], and the experimental results were used in the research of power consumption and electricity price prediction. Hybrid models of ARIMA and machine learning methods are proposed, it used to forecast energy demand and consumption [13-14]. Hybrid models of EMD and ARIMA[15], EMD and SVR[16] were used to long-term streamflow forecasting and electricity load forecasting. Experiment shows that the accuracy of ensemble learning and hybrid models are higher than single models.

The above-mentioned building energy prediction methods use machine learning methods, time series models, ensemble learning models and hybrid models for the prediction. Due to its non-stationarity and uncertainty, its prediction is challenging, the prediction accuracy of existing methods need to be further improved. In this study, the EA-XGBoost (EMD-ARIMA-XGBoost) model is proposed for building energy consumption forecasting, which combines EMD, ARIMA and XGBoost. It uses EMD decompose data into multiple IMFs, then ARIMA is applied to get predicted value. Finally, XGBoost after Grid-Search is used to process non-linear relations in the data.

2. Related methods

2.1. EMD
Empirical Mode Decomposition(EMD)[17] is suitable for the processing of non-linear and non-stationary time series. It usually used with other methods, such as EMD combining with BP and GA forecast wind speed[18], based on ensemble deep learning for load demand forecasting[19]. The steps are as follows:

Step1: Find all maximum points in the time series, calculate the cubic spline interpolation function, and fit all the maximum points to get $s_{\text{max}}(t)$.

Step2: Recognize the minimum points in the time series, use the above function to fit the minimum points to get $s_{\text{min}}(t)$, and calculate the mean of the max and min envelopes $m_{\text{t}}(t)$,

$$m_{\text{t}}(t) = s_{\text{max}}(t) + s_{\text{min}}(t) \over 2.$$ 

Step3: Subtract $m_{\text{t}}(t)$ from $t(t)$ to get a new sequence $c_{\text{t}}(t)$. The $c_{\text{t}}(t)$ becomes first IMF of this time series, which contains the shortest periodic component in the original sequence. Judging whether $h_{\text{t}}(t) = x(t) - m_{\text{t}}(t)$ satisfies the end condition of IMF. If not satisfied, consider $c_{\text{t}}(t)$ as a new signal $x(t)$ that needs to be decomposed again. Repeat step1 to obtain the remaining eigenmode function components.

2.2. ARIMA
Autoregressive Integrated Moving Average model (ARIMA), which predicts future data based on historical data. It can be used in time series for demand forecasting of conventional electrical load[20].

It can be expressed by equal(1):

$$x_{t} = \phi_{0} + \phi_{1}x_{t-1} + \phi_{2}x_{t-2} + \ldots + \phi_{p}x_{t-p} + \epsilon_{t} - \theta_{1}\epsilon_{t-1} - \theta_{2}\epsilon_{t-2} - \ldots - \theta_{q}\epsilon_{t-q} \quad (1)$$

Where $\phi(i = 0,1,\ldots,p)$ and $\theta(j = 1,2,\ldots,q)$ are model parameters. Assumes that the random error $\epsilon$, follows a normal distribution, and $p$ and $q$ are the orders of ARIMA.

The establish of ARIMA includes the following steps:

Step 1: If the time series is stationary, go Step 2. Otherwise, perform a d-order ordinary difference on the time series to get a stationary sequence.

Step 2: Determine the model parameters: $p$ and $q$, according to the ACF and PACF of the stationary sequence.
Step3: Parameter candidate values of this model determined according to Step1 and Step2. Calculate the AIC value of different parameter combinations separately, and select the parameter which value corresponding to the smallest AIC.

Step4: Validity test. The validity of the model uses the autocorrelation coefficient to test the residuals. If the residuals have no autocorrelation, go to Step 5. Otherwise, a new model is established with other candidate parameters until the model passes the validity test.

Step5: Forecast the future data. The fitted ARIMA model is used to predict future data.

2.3. XGBoost
XGBoost was proposed by Chen in 2016 [21]. It bases on the Classification and Regression Tree (CART), redefines the partition attributes, and uses the minimization of the loss function to determine the partition attributes. It used to forecast electricity load [22], oil price forecasting [23], forecast the accident [24], novel image classification [25] combining with CNN. Its accuracy higher than other models, and its training speed also less than other models. XGBoost minimize the loss function to determine most suitable feature, the loss function is defined by equal(2):

\[ \text{Obj}(\theta) = \sum_{i=1}^{n} L(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k) \]  

(2)

Where \( L(y_i, \hat{y}_i) \) means the training error of the i-th sample, \( T \) is the number of leaf nodes, \( w \) is the score of leaf nodes and \( \gamma, \lambda \) is the coefficient.

When the k-th tree is added, the previous tree has been trained. Its training error and regular term of the previous tree become constant. The loss function is written as equal(3).

\[ \text{Obj}(\theta) = \sum_{i=1}^{n} L(y_i, \hat{y}_i^{(r-1)} + f_i(x_i)) + \gamma T + \frac{1}{2} \lambda \sum_{j=1}^{T} w_j^2 + C \]  

(3)

Assuming the loss function is Mean Square Error, and the second-order Taylor expansion of the equal(3),it can be expressed by equal(4).

\[ \text{Obj}'(\theta) \approx \sum_{i=1}^{n} g_i f_i(x_i) + \frac{1}{2} h_i f_i(x_i)^2 + \frac{1}{2} \lambda \sum_{j=1}^{T} w_j^2 \]  

(4)

Where \( g_i = \partial_{y_i} L(y_i, \hat{y}_i^{(r-1)}), h_i = \frac{1}{2} \partial^2_{y_i} L(y_i, \hat{y}_i^{(r-1)}). \)

It can be expressed by equal(5):

\[ \text{Obj}^*(\theta) = \sum_{j=1}^{T} [(\sum_{i=1}^{n} g_i) w_j + \frac{1}{2} h_i + \lambda w_j^2] + \gamma T \]  

(5)

Where, \( w_j \) is the j-th score of this leaf node. Calculate the partial derivative about \( w_j \) for equal(5),Which can get the optimal leaf node score \( w_j^* \) and minimum loss \( \text{Obj}^* \).

3. EA-XGBoost hybrid model
ARIMA is usually used in analysis of time series, due to its accuracy and mathematical soundness, which was used for electricity price forecasting [26], wind speed and power forecasting [27] and other filed. But it cannot extract information from random terms in time series data[28]. XGBoost has obvious advantages in accuracy and training speed, but it has certain defects in learning portion features. Therefore, EA-XGBoost model is proposed to combine EMD, ARIMA and XGBoost. First, use EMD to decompose data into different IMFs, and it can be decomposed to multiple IMFs and residual. It can be expressed by equal(6):

\[ X(t) = \sum_{i=1}^{n} h_i(t) + r(t) \]  

(6)
Where $h_i(t)$ means the i-th IMF, $r(t)$ is the residual of components.

Afterwards, ARIMA model is applied for each IMF, then sum the predict result of each IMF. It can be expressed by equal(7):

$$\hat{y} = \sum_{i=1}^{n} f_i(x_1, x_2 \ldots x_{t-1}, \mathcal{E}_1, \mathcal{E}_2 \ldots \mathcal{E}_{t-q})$$

(7)

Where $x_i(1,2\ldots t-1)$ means the observed data, $\mathcal{E}_j = x_j - \hat{x}_j$ means the residual of observed data and forecast data, $p$ and $q$ are the orders of ARIMA.

At last, calculate the residual $e_i$, which can be expressed by equal (8) and use it as an input feature of XGBoost.

$$e_i = y_i - \hat{y}_i$$

(8)

$$\hat{y}_i = G(x_1, x_2 \ldots x_{t-1}, u_1, u_2 \ldots, e_j)$$

(9)

Where $x_i(i=1,2\ldots t-1)$ is the value of previous data, $u_1, u_2$ represent the energy-related factors, $e_i$ can be calculated by equal(8).

The steps of EA-XGBoost are as follows, which shows in Figure 1:

1. Remove the missing part of the dataset and divide it into training set and test set.
2. Use EMD to decompose the training data into several IMFs, assuming IMF1, IMF2 ... IMFn.
3. ARIMA model is applied for each IMF, and d-order difference is made to the model to make data stationary. Determine the model parameters: $p$ and $q$, according to the ACF and PACF of the stationary sequence.
4. Use the fitted ARIMA to predict the data of each IMFs, and get predict result from EMD-ARIMA, $\hat{y}_1, \hat{y}_2 \ldots \hat{y}_n$.
5. Sum the $\hat{y}_i(1,2\ldots n)$ that come from(4) to get the $\hat{y}$, and subtract $\hat{y}$ from $y$ to get the residual $e_i$.
6. Build XGBoost model, which Grid-Search is used to find optimal hyperparameters. Using $e_i$ and other energy-related factors, the training data is used to train the model.
7. Use the test data to test the accuracy of the EA-XGBoost model, and calculate MAE, RMSE, and $R^2$ as evaluation metrics for model performance.

4. Evaluation metrics

MSE, RMSE and $R^2$[29-30] are adopted in this paper. They are defined by equations (10-13), given in Table 1.

| Evaluation metrics | Formula |
|--------------------|---------|
| $MSE$              | $\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2$ |
| $RMSE$             | $\sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$ |
| $MAE$              | $\frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$ |
| $R^2$              | $1 - \frac{\sum_{i} (\hat{y}_i - \bar{y}_i)^2}{\sum_i (y_i - \bar{y})^2}$ |

Table 1. Evaluation metrics
\( n \) is the number of samples, \( \hat{y}_i \) is the predicted value of the \( i \)-th sample, \( y_i \) is the observed value of the \( i \)-th sample, \( \bar{y} \) is the mean of all samples.
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**Figure 1.** This is the steps of proposed methods

5. **Experimental results**
   In this study, the dataset is provided by US National Renewable Energy Laboratory, it concludes the hourly energy consumption data of a building in a year. In the following contrast experiments, the above dataset was split into 10 months training set and 2 months for test, use the former set to train EMD-ARIMA, XGBoost and EA-XGBoost three models, and predict final 2 months' building energy consumption. The three models are compared with the evaluation metrics mentioned above.

5.1 **Experiment of EMD-ARIMA**
   First, we applied EMD in the training set to decompose it into 6 IMFs as shown in the Figure 2. Then for the 6 IMFs, sum the ARIMA prediction result as the final result. Take the first IMF for example, and make it stationary. According to the ACF and PACF, we can determine the suitable value of \((3,1,3)\) for this model. As it shown in Figure3(1), after determining the parameters, use fitted ARIMA to predict. Finally, sum the prediction of each IMF to get the result, the prediction result of the model are shown in Figure 4(a). Evaluation metrics are shown in Table 2. Because EMD-ARIMA model only extracts the time information from the data and ignores the energy-related factors such as the dry and wet bulb temperature, the accuracy for prediction can be improved.
Figure 2. EMD components of building energy consumption dataset

Figure 3. Autocorrelation (ACF) and Partial Autocorrelation (PACF) plots for dataset
5.2 Experiment of XGBoost
In this part, firstly, we used the Grid-Search to optimize the hyperparameters of XGBoost model. It was determined that the value of eta for 0.1, and the subsample for 0.8, the colsample bytree for 0.85 and max_depth for 10. Then the XGBoost after Grid-Search model was applied for the dataset, the prediction results of the model are shown in Figure 4(b), and the evaluation metrics are shown in Table 1. XGBoost considered the important energy-related characteristics such as dry and wet bulb temperature, so the performance of the model is improved compared with EMD-ARIMA model. However, XGBoost does not fully extract the time characteristics of building energy consumption, so there still can improve the accuracy for its prediction.

5.3 Experiment of EA-XGBoost
To solve the above problem, the EA-XGBoost model was proposed for the building energy consumption forecasting. The new model uses EMD-ARIMA to fit the data and calculates the residual value as a new feature of XGBoost. It used the XGBoost model after Grid-Search to predict on the test datasets. The prediction results of EA-XGBoost are shown in Figure 4(c), and the evaluation metrics are shown in Table 1. The experimental results show that EA-XGBoost model fully considers the time factor of data and other energy-related factors. The prediction accuracy has been greatly improved, compared with other two models, the EA-XGBoost shows obvious advantages in the evaluation metrics.

5.4 Experimental Results
As shown in Table 1, compared with EMD-ARIMA model, the MAE of EA-XGBoost model decreased by 41.657, the RMSE decreased by 41.544, and the $R^2$ increased by 0.18. Compared to XGBoost, MAE decreased by 11.728, RMSE decreased by 11.584, and $R^2$ increased by 0.039. From Figure 4, the EA-XGBoost model has higher accuracy than EMD-ARIMA and XGBoost.

In summary, the prediction performance of EA-XGBoost model in building energy consumption prediction is better than EMD-ARIMA and XGBoost, which verifies the feasibility and practicability of the proposed EA-XGBoost model.
Figure 4. EMD-ARIMA, XGBoost and EA-XGBoost models’ prediction results on the building energy consumption dataset.

Table 2. Performance result of three models

| Model        | MAE  | RMSE  | R²    |
|--------------|------|-------|-------|
| EMD-ARIMA    | 88.477 | 88.558 | 0.749 |
| XGBoost      | 58.548 | 58.598 | 0.890 |
| EA-XGBoost   | 46.820 | 47.014 | 0.929 |
6. Conclusion
EA-XGBoost is proposed in this study, which combines EMD, ARIMA and XGBoost. It uses EMD to decompose data into multiple IMFs, and applies ARIMA for each IMF. Sum the predict result from each IMF, and calculate the residual, which is taken as an input feature of XGBoost. The proposed model is compared with EMD-ARIMA and XGBoost model, and the evaluation metrics MAE, RMSE and $R^2$ are adopted to measure above models on the dataset of building energy consumption provided by the US National Energy Laboratory. The contrast experimental result shows that the superiority of the proposed model. Compared with the EMD-ARIMA and XGBoost, its MAE and RMSE has a decrease of 41.657, 41.544 and 11.728, 11.584, and $R^2$ increase 18% and 3.9%. The proposed hybrid model can provide energy-saving decision-making and energy management support for government agencies, enterprises and institutions. It can be used in other field, such as electricity price forecasting, streamflow forecasting and finance-related field.

There are many factors on building energy consumption. In this study, the feature used in the EA-XGBoost model are limited to other related researches, which may limit the prediction accuracy of the model. As a future work, data mining methods can be used to find other energy-related factors. Besides, in future, multiple-step forecast will be considered.
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