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Abstract—In this article we discuss general strategies and computer algorithms to test the connectivity of unstructured networks which consist of a number of segments connected through randomly distributed nodes.
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I. INTRODUCTION

The network, as an abstract concept, consists of segments joined at randomly distributed nodes, as presented schematically in Figure 1. The segments can represent routes, ducts, pipes, paths, streets, wires, elements in the finite difference or finite element methods, etc., while the nodes can represent pores, junctions, crossroads, pylons, airports, terminals, and so on. In many scientific and engineering applications, networks are used as model input data to describe the topology, and might even the geometry, of certain physical or theoretical objects which are under investigation. Examples of network include real and model porous media [1]–[3], vascular networks of blood vessels [4], electronic circuits [5], fluid transport pipe systems [6], city traffic routes [7], computing and communication networks [8], the World Wide Web [9], electric power grids [10], railway nets [11], decay routes of excited quantum systems such as atomic and molecular species [12], and so on.

One condition that is commonly required in these networks is total connectivity, that is the network must be a single joined entity with no cut or separation. Strictly speaking, the total connectivity of a network means that any junction in the network can be reached from any other junction following the routes inside the network without jump. The network is partially connected if it consists of a number of totally connected sections.

As most of these networks, especially the large ones, are produced through automated computational processes, the connectivity of the network cannot be guaranteed. In fact even the manually built networks can suffer from dis-connectivities due to human errors. Because direct tests by human inspection (e.g. by tracking the routes and building connectivity tables) is not practical except for the very small networks, automated computer algorithms based on certain strategies are required to test the connectivity of these networks.

In this article, unless stated otherwise, we deal with general networks without specific condition on their structure. In this context, some terminology may provide helpful clarification. The connectivity index, $c$, of a node is the number of segments connected to that node. The connectivity index, in general, can take the values $c = 0$ for a singular non-connected node, $c = 1$ for a boundary node which is connected to a single segment, $c = 2$ for a bridge node connecting only two segments, and $c = n > 2$ for branching nodes. The network is unstructured if it has variable node connectivity index with random node distribution and indexing. The connectivity index may also be attributed to the network as a whole, in which case it means the average node connectivity index and is usually computed as twice the total number of segments divided by the total number of connected nodes which excludes the singular ones.

The totally-connected network (as well as each section of a partially connected network) can be open where each node can be reached from any other node through a unique non-retraced path, or closed where each node can be reached from any other node through a number of distinct paths, or semi-closed where some nodes can be reached through unique paths while others can be reached through multiple paths. A schematic representation of these three types of network are presented in Figure 2. The assumption here is that each segment in the network has exactly two nodes which define its ends. For the open networks, these two nodes uniquely identify the segment and distinguish it from all other segments. In the following we assume that there is no singular nodes in the network as they serve no purpose in the context of connectivity and hence can be removed from the network.

II. METHODS

There are many methods for testing the connectivity of networks. In the following we outline some of these
methods with proposed algorithms and graphic illustrations. As we do not assume a specific topology for the networks, the algorithms and conclusions are general.

A. Direct Inspection

Direct connectivity inspection method is the most straight test to verify network connectivity since it is derived from the definition of total connectivity, that is in a totally connected network each node is connected to all other nodes in the network and hence any node can be reached from any other node within the network routes. The requirement, therefore, of this simple method is to find out through a systematic route inspection if all other nodes can be reached from each node in the network. This can be achieved, for example, by constructing a two-dimensional square array where both dimensions represent the list of all nodes in the network (e.g rows for origin nodes and columns for destination nodes) and the entries in the array can represent Boolean flags for finding a connecting route between the corresponding nodes representing the row and column of the particular entry. The network is then totally connected if all the entries, after a systematic route inspection, are found to be true.

However, because connectivity is a reflexive relation (i.e. each node is connected to itself) the diagonal entries are redundant. Moreover, because connectivity is a symmetric relation (i.e. if node A is connected to node B then node B is connected to node A) the connectivity can be tested once for each pair of nodes and hence only half of the possible route inspections are required. Consequently, what is needed is only to verify that node n is connected to all nodes \( m (m > n) \) where \( n = 1, 2, \ldots, (N−1) \) with \( N \) being the total number of nodes. Hence, the square array reduces to a lower or upper triangular array.

In fact even this is a stronger condition than is needed because a necessary and sufficient condition for total connectivity is that a single randomly-selected node (let us call it X) is connected to all other nodes. The reason is that connectivity is a transitive relation (i.e. if A is connected to B and A is connected to C then B is connected to C) and hence under this reduced connectivity condition any two nodes in the network are connected to each other at least through node X. The triangular array then reduces to a one-dimensional array whose entries represent connectivity status of node X with respect to all other nodes in the network (e.g. one row representing node X versus \( N−1 \) columns representing all other nodes).

However, for an unstructured network even this reduced route inspection is not an easy task in its simple and direct realization, and hence other methods which are implicitly based on this method are easier in implementation and more efficient in execution, as we will see for example in the following node mapping method.

B. Node Mapping

The idea of node mapping, whose essence is the reduced route inspection as outlined in the last section, is that instead of testing the connectivity between two pre-selected nodes, which is very difficult and demanding since there are many possibilities for the routes and junctions between these two particular nodes, the search is focused on finding all the connections between random nodes with a start from a single randomly-selected node. By compiling these random connections into a list of connected nodes, a connected section, which could incorporate the entire network, can be constructed. The starting point in this method is to build a node-to-neighbors mapping (i.e. a nodes list that maps each node to its immediate neighbor nodes) and provide it as an input. This can take the form of a structured indexed array whose first entry is a node index while its second entry is a vector of the indices of all neighbor nodes. An implicit node index can be used for the sake of efficiency and reduced memory storage and hence the first entry is redundant. It is very easy and efficient to assemble such a mapping from the network segments list where the index of each node of a segment is added to the list of connected nodes in the entry of the other node.

Node mapping starts from a randomly-selected node by adding this node and all its neighbors to a connected section list with the removal of the node itself from the list of network nodes. The process then goes on recursively by adding the neighbor nodes of each one of the previously found neighbors with the removal of these neighbor nodes from the network nodes list as soon as their immediate neighbors are added to the neighbor list and hence to the current connected section. The process ends either with the complete consumption of the nodes list if the network is totally connected, or with the failure of finding any new connected node in one iteration which marks the identification of a complete connected section. In the latter case, this operation can be repeated, to find the other sections, until the network nodes list is exhausted.

The use of two 1D Boolean arrays, one to mark the removal of the nodes from the network list and the other to mark the affiliation of the nodes to the current section, can make this process highly efficient in terms of memory, especially if implicit node indices (represented by the ordinal indices of the array entries) are used for accessing the entries of the Boolean arrays, with an added advantage of ease of implementation. The direct access of the Boolean entries of the nodes by the prompt use of their indices will speed up the whole operation and make it highly efficient in the CPU time as well. A flow chart of a possible algorithmic implementation
based on the node mapping method with the use of two 1D Boolean arrays is presented in Figure 3. Other computational techniques, such as the actual removal of the processed nodes from the nodes list directly, can also be used for implementing this method. However, some of these techniques may incur a high computational cost in terms of CPU time and memory consumptions and could complicate the implementation.

The use of direct access through the use of node indices may be complicated by the existence of missing node indices as the network indexing is assumed to be random. This may also be caused by the absence of some indices due, for example, to the removal of singular nodes. However, this can be easily managed by re-indexing the nodes orderly to remove the missing indices, at least temporarily while performing the connectivity test. The nodes can be re-indexed back to their original indices after completing the connectivity test. This difficulty can also be overcome through the use of large storage with a vacant entries for the missing indices. These vacant entries can be marked (e.g. by filling them with a certain invalid value) so that they are excluded from the involvement in the connectivity test. The latter may incur an unnecessary large storage especially for very large networks if the missing indices create large indices gaps.

The input data required for this method is a list of the network segments where each segment is identified by the indices of its two end nodes. The efficiency of this method can be enhanced by employing a direct access technique to the nodes status (as being included in the current section or not) through possible use of an indexed array without need for searching a nodes list. The use of a 1D Boolean array, whose implicit cell index can be used to indicate the node index, can therefore facilitate the marking of the nodes if they are connected to the current section or not. All the entries of this array may be initially set to false at the start of each section search, and the entries of the connected nodes can be set to true as the search goes on. By the end of each section search, the nodes that belong to that section (which possibly include the whole network) can be identified from the implicit indices of the true cells. A similar technique can also be used to identify all the segments that belong to each section. A flow chart of a possible computational algorithmic implementation based on the segment mapping method with the use of a 1D Boolean array for labeling the nodes and recording their status with respect to the current section is presented in Figure 4.

Other techniques for recording the nodes connected to the section, such as adding these nodes and their segments to a network section array, can also be used instead of the use of a 1D Boolean array. These techniques may be used to provide more detailed information about the section, such as the segments of the section as well as its nodes, with minimum post processing requirements although they should require more memory consumption and processing time.

III. COMPARISON

In this section, we present a general comparison between the node mapping and segment mapping methods and their associated algorithms with their advantages and shortcomings. However, we would like to insist that most of the conclusions derived from these comparisons are dependent on the particular implementation of these algorithms.

The node mapping and segment mapping algorithms, as outlined in the flow charts of Figures 3 and 4, were...
implemented in a C++ computer program. Many tests have been carried out; some of these are presented in Figures 5, 6 and 7. In these figures, the average execution time from several runs has been taken to smooth out fluctuations. In all these tests, a Visual Studio 6.0 compiler on a normal laptop computer with a 1.99 GHz processor and 1.87 GB of RAM memory running under Windows XP operating system was used. All the networks utilized in these tests are computer generated using a stochastic computational procedure based on establishing random connections between randomly selected nodes with certain constraints on the number of nodes, connectivity index and number of sections.

As seen in Figures 5, 6 and 7, although the segment mapping has a better performance with respect to the network size (as quantified by the number of nodes and number of segments which is related to the average connectivity index) when the network is totally connected, the performance of the node mapping becomes superior for partitioned networks.

The memory requirement of the node mapping, as outlined in the flow chart of Figure 3, is $2N$ Boolean storage plus $Nc_{av}$ integer storage where $N$ is the total number of nodes and $c_{av}$ is the average connectivity index of the network. For the segment mapping, the memory requirement, as outlined in the flow chart of Figure 4, is $N$ Boolean storage plus $2M$ integer storage where $M$ is the number of segments. Because $2M = Nc_{av}$, the segment mapping requires less memory according to the implementation of Figure 4. However, if the removal of segments from the segments list is achieved not directly but through the use of a segments Boolean array to mark the removed segments, then an extra $M$ Boolean storage is required for the segment mapping, and hence its memory requirement will exceed the requirement of the node mapping when $c_{av} > 2$, which is typically the more common case. Anyway, the memory costs for both algorithms are affordable with modest computational resources even for very large networks.

An advantage of the segment mapping is that more detailed information about the network sections (that is information about both nodes and segments of sections) can be obtained directly with no need for extra computational effort. In node mapping, what is found directly is the nodes of each section, and hence extra effort is required to obtain information about the segments in these sections.

Fig. 4. Generic flow chart of an algorithm based on the segment mapping method.
IV. CONCLUSIONS

The importance of networks in many scientific and engineering applications cannot be overstated. Therefore, testing and validation of network connectivity is crucial to obtain valid computational results. In this article, two highly optimized methods, node mapping and segment mapping, for verifying network connectivity with their associated computer algorithms have been presented. Both methods have their merits. However, the main advantage of both is that they can be easily implemented and used for testing the connectivity and acquiring the network sections.

As implemented, segment mapping is superior in terms of speed of execution for totally connected networks, while node mapping is superior for partitioned networks. The superiority of these algorithms with regard to the memory storage requirement depends on the network characteristics, such as average connectivity index, as well as the particular algorithmic implementation. Other factors that affect the performance of these methods include the type of network and its topology, the type of iteration used to loop over the nodes and segments, connectivity index distribution, and the order of storing the nodes and segments in their arrays which depends on the indexing.

According to the author’s implementation of the node mapping and segment mapping algorithms, both memory and time of execution scale linearly with the size of the network as quantified by the number of nodes and number of segments which is correlated to the average connectivity index of the network (refer to Figures 5 and 6). The time of execution also scales linearly with the number of sections (refer to Figure 7).
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