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Abstract: Interpretation of IE data have been carried out by analyzing IE signals in frequency domain to determine the maximum frequency. However, the current peak frequency method can be inaccurate. The purpose of this research is to introduce features in IE signals that can be used for effective classification and interpretation for bridge deck evaluation through statistical analysis and Naive Bayes classifiers. The dataset contained IE data collected from eight slabs created at Advanced Sensing Technology FAST NDE laboratory (FHWA). A set of statistical features in time domain, normalized peak values, and length of preprocessed signals were used to classify the IE data, statistically. Then, Naive Bayes classifiers was employed to recognize defect area. Finally, the result of statistical classification was compared with frequency approach. The result shows that 19 and 21% of the IE signals collected from the defect area have multiple peaks, respectively. However, 85% of the IE signals collected from the sound set had only one peak. A probability classifier was used to find the relationship between the result of the frequency method and statistical analysis. The result shows that 10% of the IE signals were usable for estimating the thickness in the sound group.
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1. Introduction

Impact Echo (IE) test is a point-wise evaluation method that is used to record a structure’s response at different locations for multiple proposes [1]. For example, IE data can be used to indicate the thickness of a concrete slab [2] crack localization [3], detection of subsurface flaws such as delamination, honeycombing [4,5], deboning [6], and voids [7] in different experimental set ups. Raw IE data are signals where the horizontal axis represents surface acceleration of echo waves due to an impact at a point of structure and vertical axis represents time of wave travel in the structure. Therefore, using IE data without interpreting them could be difficult. There are different ways to interpret IE data. The most common method is called peak frequency method where Fourier Transformation is applied on IE signal determine backwall frequencies or the ones associated with defects. Several researchers have been working on pattern recognition of the frequency spectra of IE signal for delamination detection. For example, Colla et al. (2003) evaluated the impact of source frequency on the quality of impact echo data. The result of this research showed that the maximum energy with expected measured frequency should be considered to reach the maximum quality of impact echo data. The location of the impact echo source and boundary condition could be influenced by the signal patterns, reflecting the difficulty of interpreting IE data via using the frequency approach [8]. Nguyen et al. (2017) indicated the IE signals with two distinguished peaks or IE signals with one peak occurring at the higher or lower frequency response of flexural mode could suggest the presence of a defect in concrete [9]. Yeh et al. (2018) employed a phase spectrum approach to distinguish cracks and the location of reinforcing bars [10]. The result of some studies revealed that the shape of IE signals, in terms of frequency responses, does not always follow the theoretical description to show defect area [11]. Moreover, the boundary condition of structure
could influence the frequency and shape of signals as the waves reflected from lateral boundaries can significantly affect the time-domain signals and spectra [12]. Therefore, analysis of IE data using the time-domain features can be considered as an alternative to the peak frequency method. Researchers have looked into extracting statistical features of IE for more classification to measure concrete thickness [13] and to generate Probability of Detection [14]. Using Bayesian classification method and machine learning, IE signals were classified with 92.3 accuracy (Pagnotta et al., 2018) [15]. Rashidi et al. (2020), used probability distributions and the square root of the Jensen-Shannon divergence to evaluate the Haymarket Bridge deck (located in Virginia, U.S.) [16]. The results of the research showed that the use of a probabilistic method can lead to comprehensive statistical features and consequently to a tool for IE data interpretation.

The authors hypothesize that the value and the location of extremums in IE signals can be used to extract different features for robust delamination detection in concrete bridge decks. These features can be used to train machine learning classifiers trained directly on IE signals. Machine learning has been considered a common numerical approach for the detection of defect areas [17], for thickness measurement [18], and rebar areas of the reinforced concrete beam [19] using IE. In the majority of machine learning algorithms, user input is required to select the features considered for classification. Recently, Doraftshan et al. (2020) developed a deep learning model for training convolutional neural networks to detect artificial delamination in laboratory-made reinforced concrete specimens where the features were extracted autonomously and through training [11,20]. The training datasets of the convolutional neural network (CNN) in raw IE data collected from the subsurface of structure with no pre-processing. Although deep learning has many benefits toward conventional machine learning models, they require large annotated datasets to be accurate, which are rare. Therefore, further development of more robust deep learning models could be challenging, limiting researchers to classical machine learning algorithms.

The purpose of this investigation is to provide a better understanding of IE signals that can be incorporated with unsupervised deep learning models for bridge deck evaluation. Zheng et al. (2018) used a pretraining process to reduce the overfitting of image classification [21] to improve the performance of their proposed CNN. Training CNN to learn features and recognize faults in data was applied to solve a multiclass problem [22]. The result showed that the connection between features, which were trained by CNN, and the accuracy of classification are higher than conventional training approach [22]. However, none of this information is dedicated to interpret impact echo data.

Against this backdrop, this study aims to detect defects and sound zones by combining time-domain features of IE data, frequency analysis, Naive Bayes classifiers, and probability density functions. For this purpose, the IE peak values, the corresponding time range, and the normalized peak values of several laboratory-produced samples were extracted. A mathematical algorithm was developed to filter IE data to extract distinguishable peak points. Second, a statistical approach and probability density function (PDF) were used to obtain statistical properties of the IE data on defective and healthy areas. Third, this statistical information was used to classify the dataset (defect or sound) before using the Naive Bayes classifiers to create a pattern for predicting the sound and defect locations. Finally, the new training datasets were prepared for Naive Bayes classifier models. The scope of the research is as follows:

- Developing a preprocessing approach based on distinguishable peak points;
- Using probabilistic methods to find a relative pattern for detecting defects or sound regions based on the features of the IE signals;
- Using probabilistic methods to find atypical IE data or data that does not follow the general pattern of IE signals in each dataset. Classification of the IE data in terms of defect or sound based on the feature of preprocessed IE signals.
2. Method

2.1. Description of Data

In this research, the dataset contained IE signals collected from eight slabs with artificial defect created at Advanced Sensing Technology FAST NDE laboratory (FHWA) [11]. The length, width, and thickness of the slabs were 3.0, 1.0, and 0.2 m, respectively. All slabs contained four types of artificial defects including shallow delamination, deep delamination, honeycombing, and voids. The height of the defect was 0.3 m while its width was 0.2 m. Figure 1 shows the defect type and the plane of the slabs. More information regarding to the type of defects, concrete age, and material can be found in [11].

Figure 1. Details of the slabs.

2.2. IE Method

IE device used for data collection contained a mechanical spherical impactor with a diameter of 3 to 12 mm to generate wave, and a displacement transducer located roughly 5 cm near the impact dot [11]. The produced wave propagates through the surface of structure and reflected at interface to find discontinuities area like defect. A sensor was put near the impact to record the echoes. The output of the IE device can be looked at in two formats: waveform and spectrum. Spectrum can be obtained through applying Fourier transform to generate frequency response of the IE data. The thickness of the slab was obtain by Equation (2).

\[ t = \frac{\beta + C_p}{2f_h} \]  

where \((C_p), (f_h), (t),\) and \((\beta)\) are impact echo’s velocity in meter per second (m/s), associated frequency, thickness of the concrete in meter, and shape correction factor, respectively.

2.3. Description of the Proposed Method

In this research, the features of IE signals like time and frequency domain of distinguished peaks in the IE signals, normalized peak value, length of the IE signals contained peak values was considered to classify IE data. Figure 2 shows the Naive Bayes classifiers constructed using a set of proposed features in the time domain of IE signal. Probability density functions and Naive Bayes classifiers were used to interpret and classify prepro-
cessed IE signals. Therefore, the method of the present study comprises two main parts, which are described, here:

- The use of preprocessing filtering approach to detect distinguished peaks, which leads to statistical classification and detection of IE signals. The preprocessed IE signals were generated based on distinguished peaks in IE signals as seen Figure 3. Generally, the frequency domain corresponding to the peak point of IE signal has been employed to evaluate the behavior of IE signals in the frequency approach. However, some research in computer science shows the peak values of signals can be used to classify data in time domain [23]. To evaluate IE signals in time domain, detection peak algorithm was employed to cut signals based on distinguished points. To do this, as shown in Figure 3, any point with values less than 10% of the absolute maximum value was removed from the start and end of the IE signal. This will not have a major impact on the analysis, since peaks with values smaller than 10% of the absolute max will not change the frequency repose significantly. This claim was validated through applying the proposed preprocessing filtering approach on a set of random IE signals, which showed the frequency response of raw and processed signal impact echo signals were the same when the trivial points were removed. Finally, the IE signal was divided into five segments. Time domain (starts and end point), normalized peak values $\left(\frac{local\ peak\ values}{absolute\ maximum\ value}\right)$, and length of preprocessed IE signals was obtained for each segment as the futures of IE signals.

- Probability and Naive Bayes classifiers were used to classify data. In the following, the statistical and Probabilistic classification was discussed.
  - Statistical method The probability density function (PDF) can be used to see the probability of occurrence of samples, it also can be used to remove outliers or atypical data from an original dataset. Understanding the PDF for a group of data could be useful to determine data distribution type, mean, and variance, special patterns for classifying. A set of PDFs for IE data were generated based on the feature of IE signals. Easy Fit [24] was used to fit a series of known probability distribution to the IE PDFs. Additionally, 3-D representation of pdf (probability density function (f(x))) were built to identify correlation between the variables.
  - Probabilistic classification A probabilistic classifier is considered as a classification approach in machine learning, which is employed to estimate the probability that each data set occur with using input layers. Naive Bayes classifiers were employed for classification by applying Bayes’ theorem and independence assumptions between input layers [25]. In this research, the relationship between input variables such as signal peaks, length, end and start time of preprocessed signals, and the output layers (defect or sound area) was obtained. In addition, the relationship among the IE signal’s end time interval and the amount of the estimated thickness was evaluated. As seen in Figure 2, two models were generated as probabilistic classification models. For the first model, the input layer contained the length of signals, average of peak value, start and end time of preprocessed IE signals, and the output layers are defect or sound set. For the second, in the input layer is contained the estimated thickness, which was obtained using frequency approach and end time of preprocessed signals.

Figure 3 shows the methods and main step of this research.
Figure 2. Naive Bayes classifiers model and the features (a) for preprocessed IE signals, (b) for preprocessed IE signals, and result of frequency approach based on raw IE signals.

Figure 3. Description of the proposed method.

3. Results

Frequency response of impact echo were employed widely to detect defect area. In this approach, frequency domain and distinguished peak point of IE signals were used to classify IE signals in three classes: good, fair, and poor [26]. The IE signals, which have a distinguished peak within the thickness resonance, were classified as good. In Fair condition, the principal concentration of energy was occurred in the thickness resonance
band; however, a small part of the energy will be in the lower band of frequency. For poor or seriously deteriorated condition, higher frequency concentration can be seen in the lower thickness resonance band [26]. In this study, the authors propose combining the peak frequency method with features extracted from IE signals for precise classification.

- First, the futures of IE signals in defected and sound regions were compared
- The relationship between the estimated thickness, which was obtained by the frequency domain of IE signals, was compared to the features of signals in the time domain.

3.1. Statistical Result

- Data classification based on the length of the signals

The lengths of all preprocessed IE signals for two groups of data (defect and sound) were used to construct PDFs and their best fit distribution. Figure 4a,b show the length dispersion of IE data for slab 2 defected and sound, respectively. After analyzing the length PDF graphs, it was made apparent that the IE can be classified into five types:

- Type (1), IE signals in sound group concluded one distinguished peak point with signal’s length contained 200 points or less.
- Type (2), IE signals in defect group concluded one or two distinguished peak points with the signal’s length contained 400 points or less than 400 points.
- Type (3), IE signals concluded one or two distinguished peaks in different times, the length of signals contained more than 400 points, and less than 1000 points.
- Type (4), IE signals concluded multiple distinguished peak points in different time intervals, the length of IE signals contained more than 1000 points, and less than 1800 points.
- Type (5), Exceptional IE signals, this type of signal broke the common pattern that was obtained by frequency analyses for classification in previous research. For example, some IE signals in the sound set were not cut by the proposed processing method due to their unusual shape.

Figure 4. Histogram and a PDF for the processed IE signals collected from slab (2), (a) sound, (b) defect.

As seen in Figure 4b, type (2), (3), and (4) were normally observed in IE data collected from defected areas. In contrast, as shown in Figure 4a, most IE data extracted from sound regions were cut and classified into type (1) and (5). Figure 5 shows the examples of IE signal in different types. The length of preprocessed IE signals showed to be a proper
indicator for classification. The IE signals, which were categorized as type (2), (3), and (4), could be used to detect defect zone. Since the proposed classes have overlap, the authors investigated time interval corresponding to normalized peaks. In general, the energy of IE signals collected from the sound zones were more concentrated in short interval time (type (1)). Therefore, the length of preprocessed signals in sound zones was shorter than IE signals collected from the defect area. Some IE data from defect or sound did not follow this pattern. Thus, the time or frequency domain for normalized peak value and length of signals showed to be the good indicator (only one peak (type (1) and (2)). The results of the PDF analysis of IE data are summarized in Tables 1 and 2, for defected and sound IE data, respectively. According to the result, roughly 90% of the preprocessed IE signals from the sound zones concluded 210 points, and these signals have not distinguished peaks in different time intervals. The energy of signals was more concentrated in special and short time range without shifting to other bands. For defected concrete, the length of only 25% of short IE signals was concluded 400 points with two or multiple peak points. In this research, the probability density function (f(x)) and histogram was used to classify IE data. The goodness of fit was obtained among forty common fits and it is mentioned for each slab, and the result shows that the statistical fit distribution cannot precisely predict all the observed data. However, it could be used to estimate the distribution of most preprocessed IE signals.

![Figure 5. Different type of IE signals.](image-url)
The best fitted distribution and statistical parameters for the length of all processed signals were extracted from the PDF plots and summarized in Tables 1 and 2. According to the result, roughly 90% of the preprocessed IE signals from the sound zones concluded less than 411 points and these signals have not distinguished peaks in different time intervals. The energy of signals was more concentrated in special and short time range without shifting to other bands. The length of 90% of preprocessed IE signals was concluded less than 1062 points in the defect dataset, which showed that the energy of signals was not concentrated in a small interval time, also 25% of IE signals have two or multiple peak points in different time intervals.

- Data classification and statistical pattern recognition based on time interval and normalized peak values.

To increase the robustness of classification in this investigation, the values of absolute maximum and local peaks for all processed IE signals were obtained. Then, the local peaks were normalized with respect to the absolute maximum (see Figure 2). Table 3a,b show the frequency of IE signals’ peaks for defect and sound concrete, respectively. All normalized values were plotted with respect to the corresponding time and probability density function as seen in Figures 6 and 7 for slabs (2) and (6), respectively. In these figures, the relationship between time (0–9.99 ms) (X axis), normalized peak value of IE data (Y axis), and cumulative frequency of IE data (Z axis) are presented. According to 3D matrix and Figure 6a for “defect set”, 98% IE of signals did not have a peak within the interval of 0 and 2 ms. The range of absolute maximum value of 79% of IE signals
was between the range times of (2–4.5 ms). About 19% of IE signals showed small peaks (multiple peaks) in the time range of (4.5–10 ms), and the rest of 0.02% signals were not classified using this method, since they had an odd pattern. Figure 7a shows 53% IE signals in “defect group”, which have distinguished peaks in the time interval of 0–2 and 6–10 ms. The data collected from the defect area were more distributed than the sound group, such that mathematical code was unable to classify them. Figure 6c also shows some example of IE signals for defect regions, the IE signal (black signals) in type (3) has two or multiple distinguished peaks. The red signal had high magnitude between 2.5 ms < t < 4.5 ms, while the last one (in type (4)) had multiple peak points (green signals). In sum, 40% of signals were classified type (3) and (4) (defect set) because a small part of the energy was shifted to a lower-frequency domain (i.e., 4.5–10 ms or 0–2.5 ms). The remained signals were classified as type (2) (good set) because they had two distinguished peaks in the range time of (2.5 and 4.5 ms).

Figure 6. Probability 3D plot for normalized peak values and time intervals of preprocessed IE signals for slab 2 (a) defect, (b) sound. (c) Examples of IE signals for defect regions, (d) examples of IE signals for defect regions.
Figure 7. Probability 3D plot for normalized peak values and time intervals of IE signals for slab 6 (a) defect (b) sound.

Table 3. Statistical results based on time interval preprocessed IE signals collected from defect and sound part.

|                | Slab 1 | Slab 2 | Slab 3 | Slab 4 | Slab 5 | Slab 6 | Slab 7 | Slab 8 | Mean |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|------|
| Number of data | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 | 64 × 320 |
| f(x) for number of peaks between 0 to 2 ms | 0.05 | 0.02 | 0.67 | 0.22 | 0.13 | 0.25 | 0.07 | 0.09 | 0.21 |
| f(x) for number of peaks between 2 to 4.5 ms | 0.75 | 0.79 | 0.20 | 0.66 | 0.74 | 0.47 | 0.64 | 0.60 | 0.60 |
| f(x) for number of peaks between 4.5 to 9.99 ms | 0.20 | 0.19 | 0.13 | 0.12 | 0.11 | 0.28 | 0.13 | 0.31 | 0.19 |

|                | Slab 1 | Slab 2 | Slab 3 | Slab 4 | Slab 5 | Slab 6 | Slab 7 | Slab 8 | Mean |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|------|
| Number of data | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 | 188 × 940 |
| f(x) for number of peaks between 0 to 2 ms | 0.03 | 0.012 | 0.005 | 0.19 | 0.07 | 0.03 | 0.07 | 0.07 | 0.06 |
| f(x) for number of peaks between 2 to 3.5 ms | 0.88 | 0.90 | 0.96 | 0.76 | 0.89 | 0.76 | 0.72 | 0.85 | 0.85 |
| f(x) for number of peaks between 3.5 to 9 ms | 0.10 | 0.10 | 0.05 | 0.06 | 0.05 | 0.22 | 0.21 | 0.06 | 0.11 |

In contrast, according to Figures 6b and 7b, 85% of IE signals were classified as type (1) (good) due to their distinct peak within the thickness resonance band (i.e., 2–3.5 ms) for “Sound” set. The result of defect signal in 3-D plot were more diverse compared to sound signals. Signals “sound set” in the time interval of 3.5–10 ms were more limited in range than the other types of signals in defect set (such as grey signal in type (1)). Figure 6d also shows some abnormal IE signals collected from sound regions (blue signal in type (5)). It shows the fact that the mathematical code was unable to preprocess the type 5 IE signals.

- Normalized energy

The local normalized peak values of IE signals (Y axis) in 3D matrix can also be used for IE classification. Figure 8 shows the frequency of signal’s peak values, which were normalized to 1 for slabs 4. The area under curve can be segmented to three areas:

- Area 1: normalized local peaks are between 0.005 and 0.4, with small local peaks compared to the absolute maximum.
- Area 2: normalized local peaks are between 0.4 and 0.6, with moderate local peaks compared to the absolute maximum.
- Area 3: normalized local peaks are between 0.6 and 0.95, with significant local peaks compared to the absolute maximum.

Figure 8. Frequency ($f(x)$) for normalized peak values of the preprocessed IE signals (a) sound area and (b) defect area.

The area under each segment was calculated and summarized in Table 4a,b for defect and sound data set, respectively. This approach revealed that the defected IE signals had higher value and more frequent local peak values compared to sound concrete. Moreover, one can observe more variability in the defected concrete as they were associated with four types of defects as opposed to sound IE data. These tables also show that the IE signals in each class of dataset, defect or sound, had similar statistical properties associated with their local peaks, while these properties were tangibly different from the other class. The result also showed that area (1) has the highest values compared to other domains. For example, most IE signals in both data set defect and sound had normalized local peaks lower than 0.4. However, these local peaks in sound set are concentrated in the small part of IE signal’s length near maximum points.

Table 4. Statistical result based on normalized peak for IE signals collected from defect part.

|       | Slab 1 | Slab 2 | Slab 3 | Slab 4 | Slab 5 | Slab 6 | Slab 7 | Slab 8 | Mean |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|------|
| (a)   | Number of peaks 5 × 64 | 320    | 320    | 320    | 320    | 320    | 320    | 320    | 320  |
|       | Area 1 | 4.19   | 4.50   | 4.30   | 4.26   | 4.74   | 4.87   | 4.85   | 4.69 | 4.55 |
|       | Area 2 | 0.82   | 0.74   | 0.85   | 0.85   | 0.84   | 0.62   | 0.66   | 0.98 | 0.80 |
|       | Area 3 | 1.42   | 1.26   | 1.23   | 1.53   | 1.17   | 1.50   | 1.37   | 1.21 | 1.33 |
| (b)   | Number of peaks 5 × 188 | 940    | 940    | 940    | 940    | 940    | 940    | 940    | 940  |
|       | Area 1 | 1.50   | 1.59   | 1.54   | 1.47   | 1.56   | 1.68   | 1.65   | 1.56 | 1.57 |
|       | Area 2 | 0.39   | 0.25   | 0.26   | 0.26   | 0.32   | 0.24   | 0.24   | 0.32 | 0.29 |
|       | Area 3 | 0.41   | 0.40   | 0.42   | 0.52   | 0.46   | 0.45   | 0.48   | 0.46 | 0.45 |
- Start and stop time

The start and end time of all processed IE signals were analyzed as another feature that can be used in Naïve Bayes for IE classification. Figure 9 shows the box plot for two data sets (defect and sound concrete).

As seen, the sound concrete showed less variability compared to defected concrete in terms of start and stop time of processed IE signals. The center of each box in these figures indicates the median, while the top and bottom bounds of them were the 25th and 75th percentiles, respectively. The end time seems to provide a better mean for classification compared to the stop time.

- Defect type and histogram

The investigated slabs had four types of artificial defects, which were shown to affect the shape of the histogram and fitted distributions to the length of the processed IE as seen in Figure 10. The proposed IE signals collected from deep delamination and sound group are slightly similar to each other in terms of signal length. Therefore, it cannot be used for proper classification of IE signals. On the other hand, the start and end time of
the processed IE signals showed more promise for classification detection, especially for deep delamination.

Figure 10. Box plot for the end time of the preprocessed IE signals collected from artificial defects’ (a) start time, (b) end time.

The length of the 80% preprocessed IE signals was collected from shallow delamination and void ranging from 100 to 1000 points. It ranged from 0 to 600 points for most of the IE data collected from deep delamination and honeycombing, and the mathematical code did not truncate 16% of the IE data due to multiple peaks or their unusual shape. The length of the 75% of the preprocessed IE signals is between 100 to 455 and the mathematical code cannot split 30% IE signals due to multiple peaks. Figure 10 also shows that the differences between the lengths of the IE signals collected from artificial defects could be related to the location, boundary conditions, or depth of the defect position.

Table 5 shows the effect of the type of artificial defects on the shape of the histogram and fitted distributions in terms of their type; mean, and standard deviation of the IE lengths. According to Table 5, the IE signals collected from honeycombing and deep delamination had the least lengths in the prepressed signals.

Table 5. Probability result for preprocessed IE signal length based on defect type.

| Parameters       | Shallow Delamination | Honeycombing | Voids | Deep Delimitation | Mean |
|------------------|----------------------|--------------|-------|-------------------|------|
| Number of data   | 128                  | 128          | 128   | 128               | 128  |
| Mean value       | 551                  | 330          | 380.29| 338               | 399  |
| Coef. of Variance| 0.90                 | 1.45         | 1.20  | 1.5               | 1.26 |
| Percentile 10%   | 117                  | 95.9         | 113.2 | 99.3              | 106  |
| Percentile 25%   | 175.75               | 114.25       | 132.5 | 110.25            | 132  |
| Percentile 50%   | 415                  | 146.5        | 201   | 134.5             | 224  |
| Percentile 75%   | 900.5                | 234          | 473   | 213               | 455  |
| Percentile 90%   | 1716.25              | 1861         | 1727  | 1962              | 1816 |
| Best probabilistic fit | Fatigue life 3P | Pearson 5 3P | Burr | Logistic | ——  |
| f(x) for 0–370 points | 0.42               | 0.78         | 0.70  | 0.80              | 0.67 |
| f(x) for 370–900 points | 0.30               | 0.04         | 0.10  | 0.02              | 0.11 |
| f(x) for 900–1600 points | 0.18               | 0.01         | 0.06  | 0.02              | 0.06 |
| f(x) for 1600–2000 points | 0.52               | 0.12         | 0.11  | 0.15              | 0.22 |
| f(x) for unusual type | 0                  | 0.005        | 0.03  | 0.01              | 0.0125 |
This effect of type of delamination can be seen in the start and stop time as seen in Figure 10. The time interval of the prepossessed IE signals can be obtained with using this figure.

About 50% preprocessed IE data collected from shallow delamination had distinguished points before 2.5 ms. However, preprocessed IE signals collected from sound area do not have distinguished peaks before 2.5 ms. In addition, 50% preprocessed IE signals collected from shallow delamination had distinguished points in time interval between 6 to 10 ms. For deep delamination, the start points of 50% prepossessed IE data collected from deep delamination was between 2.6 and 4.2 ms, which were different from those data collected from sound regions. The start points of preprocessed IE data collected from sound concrete were approximately 2.5 ms. There was an overlap between 50% preprocessed IE data collected from honey becoming and preprocessed IE data collected from sound area. The start and end time of 50% prepressed IE signals collected from honey becoming was between 2.5 and 5 ms. As Figure 10 shows, there were overlaps between some part of prepressed IE data collected from void and preprocessed IE data collected from sound area in terms of sampling time interval.

3.2. Probability Classifier to Make Predicted Models Based on the Feature of IE Signals

Figure 11 shows the class of each data set, which was predicted using Naive Bayes models and input layers. This model was able to predict the probability of present defects in the bridge using feature of signals, independently. Among all classifier approaches, Naive Bayes models are applicable to IE data, since we can see the relationship between features and predicted surface, simultaneously.

![Figure 11. Probability surface to detect defect and sound based on the feature of preprocessed IE signals’](image)

(a) Length of signals and average of maximum peaks, (b) start and end time.

The relationship between average of maximum local peak, length of signals, end and start time of preprocessed signals and output layers (defect or sound area) can be obtained by using this method. It demonstrates how these two-input variables (length of signals or maximum peak) could influence the output layers in all slabs. Figure 12a,b demonstrate the probability of occurrence defect and sound regions based on nature of two independent variables.
Figure 12. Probability surface to find the relationship between the feature (end time) of IE signals in the time domain and the estimated thickness using frequency domain (slab 7).

It was made apparent that the length of the IE signals and normalized peak values influenced the results in the output layers of Naïve model (defect or sound) in all slabs. As Figure 11a shows, the IE signals collected from defect area has more distinguished peak. Therefore, increasing the amount of peak in signals leads to increase the probability of defect surface, which means, it is more likely the IE signals collected from defect area. In contrast, if normalized peaks in IE signals was reduced, it would lead to an increase in the probability of detection in sound surface. The probability result over normalized peak values and average of maximum peak showed to be higher in signals associated with defects compared to the ones associated with sound regions. This can be explained by the fact that signals collected from sound regions returned to the surface after hitting the bottom of specimens (backwall reflection). Therefore, the echo is in sound regions propagated through a longer path compared to the IE signals collected from the defect area. This also results in more dissipation of energy in the structure; which led to smaller values of local peaks in the sound region. Moreover, the IE signal collected from defect areas has larger normalized peaks because the data signals have two or more peaks due to the seismic wave encounter with the defects. The length of IE signals collected from the sound region was lower than the defect region, and the energy of IE signals in the sound set was more concentrated in certain time ranges without shifting energy to other part of signals. So, the processed IE signals collected from defect part has higher end time.

Figure 11b shows the relationship between end time, start time, and the occurrence probability of defect or sound regions. The variation of defect surface is related to the end time of signals such that the variation of surface of defect was increased when the end time of IE signal was between 5 to 10 ms. However, the sound surface was more variable when the end time of IE signal is between 2 to 4 ms. Based on the investigation it can be said:
- The probability of the defect occurring ranges from 0.6–1 if the IE signal is truncated before 2 ms (end time of preprocessed IE signal < \( \frac{\text{End time of raw IE signal}}{10} \)).
- The probability of the defect occurring ranges from 0.6–1 if the IE signal is truncated before 5 ms (end time of preprocessed IE signal > \( \frac{\text{End time of raw IE signal}}{2} \)).
- The probability that the defect occurs is between 0.8–1 if the average of maximum peak of IE signal are higher than 0.16.
- The probability of the defect occurring ranges from 0.1–0.2 if the IE signal is truncated between 2 and 4 ms.
- The length of 90% of the preprocessed IE signals from the sound regions concluded 210 points within 2.5 and 3.5 ms. However, the length of 75% of preprocessed IE signals was concluded more than 400 points in the defect dataset, which is within 2.5 and 10 ms.
- Probability classifier to make predicted models based on the estimated thickness and end time of preprocessed IE signals

In this section, the probability classifier approach, the IE data of sound regions, and Equation (1) were used to evaluate the frequency spectrum analysis method. The estimated thickness from each IE signal, which was obtained from frequency approach, was added to the other features to generate probability of detection as seen in Figures 12 and 13. As it is clear in this figure, employing the data of the sound dataset can provide an appropriate prediction of the slab thickness amount, which ranges between 0.15–0.3 associated with a 100% detection rate with some exceptions (see S1, S2, S3 as examples). The thickness for defected signals were outside the range of 0.15–0.25. It is important to note that preprocessed IE signals with an end time less than 2 ms are not suitable to predict the slab thickness.

![Figure 13. A typical IE signals (a) multiple peaks in sound set, (b) two peaks in sound set, (c) unusual shape.](image)

All eight slabs had identical condition during construction; however, the IE data collected from different slabs were not the same because the estimated thickness in not the same between slab (7) and slab (8). The time range of the prepossessed IE signals and the peak values of the IE signals are different for each slab. Based on previous research [27], this difference could be due to the different mix design, moisture condition, and the operator’s preferences when collecting the data. As can be clearly seen in Figures 12 and 14, the IE signals collected from slab (8) can estimate thickness more accurately. The estimated thickness is between for slab 8 was between 0.2 m and 0.25 m; however, this value was between 0.15 m and 0.3 for slab (7). This inconsistency shows the importance of investigating IE in the time domain to produce more accurate thickness estimation.

The purpose of this section was to obtain the 3-D surface as evidence to show how to detect defect area in IE signals in both time and frequency domains. Moreover, atypical IE signals collected from sound or the defect area can be obtained using the 3-D surfaces. For example, 10% of IE signals in sound data collected from slab (8) is not usable to estimate slab thickness.
Figure 14. Probability surface to find the relationship between the feature (end time) of IE signals in the time domain and the estimated thickness using frequency domain for slab (8).

- Pearson coefficient

Pearson coefficient was used to evaluate the correlation between two variables scaled from $-1$ to $+1$. A coefficient of 1 indicates that two datasets are significantly correlated, whereas -1 indicates that two datasets are in a strongly negative relationship [28]. Pearson confidence coefficient is more common to evaluate the similarity between two objects in a large statistical dataset. So, the similarity between the slabs was determined based on the result of the frequency approach and the features of the raw IE signals in the time domain. Table 6 summarizes the Pearson coefficient for all slabs obtained to examine the similarity between the IE signals in terms of frequency response among all slabs. According to Table 6, slabs 1, 2, 3, and 4 are similar to each other, and slabs 5, 7, and 8 are more similar to each other. Finding similarity index between slabs can help a user of IE device to classify IE data more accurately.

Table 6. Pearson coefficient to evaluate similarity among slabs.

|       | Slab 1 | Slab 2 | Slab 3 | Slab 4 | Slab 5 | Slab 6 | Slab 7 | Slab 8 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| Slab 1| 1      | 0.8437 | 0.7359 | 0.7070 | 0.4921 | 0.7891 | 0.6845 | 0.5638 |
| Slab 2| 0.8437 | 1      | 0.7167 | 0.8763 | 0.6200 | 0.6890 | 0.8553 | 0.7167 |
| Slab 3| 0.7359 | 0.7167 | 1      | 0.9568 | 0.6368 | 0.6559 | 0.8732 | 0.7417 |
| Slab 4| 0.7070 | 0.8763 | 0.9568 | 1      | 0.7024 | 0.6442 | 0.7456 | 0.9543 |
| Slab 5| 0.4921 | 0.6200 | 0.6368 | 0.7024 | 1      | 0.6442 | 0.7456 | 0.9543 |
| Slab 6| 0.7891 | 0.6890 | 0.6559 | 0.7399 | 0.6442 | 1      | 0.6790 | 0.6710 |
| Slab 7| 0.6845 | 0.8553 | 0.8732 | 0.8485 | 0.7456 | 0.6790 | 1      | 0.8364 |
| Slab 8| 0.5638 | 0.7167 | 0.7417 | 0.7926 | 0.9543 | 0.6710 | 0.8364 | 1      |

Based on the result of statistical model, boxplots, probability classifier, and Pearson coefficient it was concluded that slabs (5), (7), and (8) were similar to each other and slabs
(1), (2), (3), and (4) were more similar, which will be investigated in future studies. The proposed features in this study can be directly applied to IE collected by different data collection settings and devices as they were extracted from process IE signals.

- **Comparison**

In a different study, IE signals were used to build a prediction method without controlling the quality of IE signals or extracting atypical IE signals, which could lead to errors to predict defect area [11,20,29,30]. The result of the current study shows about 10% of IE signals do not have a normal shape in the IE dataset used in this study. Therefore, the authors suggested to extract atypical signals before creating the prediction method, which can reduce the estimation errors by 10%. The proposed method can be effectively used for IE signal quality control during inspections.

Using the proposed processing, IE signals can be used for more accurate estimation of concrete decks. In a previous study, the error of the estimated thickness was between 5 and 15% when using two datasets with 512 IE signals collected from slabs without defect area [31]. In our study, all slabs contained four types of artificial defects including shallow delamination, deep delamination, honeycombing, and voids. The boundary conditions at the interface between the defect and surface of concrete leads to an increase in the error of the estimated thickness. This error is 10%, considering several of IE data used in this paper did not have the proper quality (unusual signals). Another merit of this investigation was to develop a method to find unusual IE signals in a large dataset with 2016 IE signals before estimating thickness.

In recent studies, the frequency approach and machine learning method were used to interpret IE signals, separately [11,20]. However, in this study, the Naive Bayes classifiers approach was used to detect defects for the first time by using IE signals in both time and frequency domains. The proposed pre-processing method reduced the classification error when applied on the IE raw data. Therefore, the result of classification using the proposed features in this study can be coupled with the conventional peak frequency method to consider both time domain and frequency domain characteristics.

**4. Conclusions**

In this investigation, a set of features are proposed which can be used to classify impact echo data using their time series for the first time. To do this, the preprocessing filtering approach was used to modify raw impact echo signals for better feature extraction including distinguished peaks, their corresponding time, and the length. The probability density functions for these features were obtained for IE data collected from eight laboratory-reinforced concrete specimens with artificial defects. Naive Bayes classifiers were also employed to classify defect and sound regions based on a set of features in IE signals. The results showed that distinguished peak points, their corresponding time, and length of the processed IE signals were proper features to classify IE data of defect concrete compared to the sound concrete. Therefore, each dataset “Defect” or “Sound” can be detected by a set of unique statistical features.

The main takeaways of this paper are as follow, based on the IE data used in this study:

- The result of statistical model and probability classifier shows 10% of the IE data collected from the sound area are unusable for estimating thickness using the frequency method because of unusual shape.
- The result over defect type of IE signals showed the detection of shallow delamination and deep delamination as defect types were more straightforward than the other two types of defect types, as 50% of the preprocessed IE data collected from shallow delamination had distinguishable points before and after 2.5 ms in the processed signals. However, the preprocessed IE signals collected from the sound area had no distinguishable peaks before 2.5 ms.
- The proposed features in this study can be directly applied to IE collected by different data collection settings and devices as they were extracted from process IE signals. The result of classification using the proposed features in this study can be coupled
with the conventional peak frequency method to consider both time domain and frequency domain characteristics.
- Using the preprocessing approach results in obtaining more information about the number of peaks, the peak values, and the corresponding time range, which improved the classification accuracy.
- Using the preprocessing approach and frequency methods leads to a better understanding of IE data, which can help the user distinguish the defect area. In addition, some data in two datasets (sound or defect) do not follow the common patterns in the dataset, which can be separated by the probability method.
- With using the proposed probability, probability classifier, and preprocessing approach, it is possible to increase the rate of the frequency analyses.
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