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Abstract—Radar uncertainty principle indicates that there is an inherent invariance in the product of the time-delay and Doppler-shift measurement accuracy and resolution which can be tuned by the waveform at transmitter. In this paper, based on the radar uncertainty principle, a conceptual waveform design is proposed for a distributed multiple-input multiple-output (MIMO) radar system in order to improve the Cramer-Rao lower bound (CRLB) of the target position and velocity. To this end, a non-convex band constrained optimization problem is formulated, and a local and the global solution to the problem are obtained by sequential quadratic programming (SQP) and particle swarm algorithms, respectively. Numerical results are also included to illustrate the effectiveness of the proposed mechanism on the CRLB of the target position and velocity. By numerical results, it is also concluded that the global solution to the optimization problem is obtained at a vertex of the bounding box.
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I. INTRODUCTION

MULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO) radar systems with widely separated antennas have been introduced to enhance detection and estimation performance by utilizing spatial diversity [1], [2]. In MIMO radar systems with co-located antennas waveform diversity also allows that more parameters can be identified unambiguously [3], [4]. Waveform design in conventional single-antenna radar has been considered extensively in the literature based on the optimizing a performance measure subject to some practical and functional constraints [5], [6]. Furthermore, the waveform design can be done adaptively based on the estimated target and environment parameters [7], [8]. Waveform design has also been extended to the co-located MIMO radars [9], [10].

For direct localization in distributed MIMO radars, which the target is directly estimated from the received signals, an adaptive mechanism for optimal energy allocation at different transmit antennas is proposed to improve the compressive-sensing algorithm performance [11]. Therefore, there is a design parameter at the signal domain which can be interpreted as wave frequency design in such a method. In indirect methods such as [12]–[14], which the target position and velocity are estimated based on the extracted measurements (bi-static range (BR) and bi-static range rate (BRR)) from the received signals, the transmitters’ waveforms are not involved directly in the measurement model. Consequently, the capability of the waveform design at transmitters is ignored in the literature for such methods.

In this paper, considering that the time-delay (TD) and Doppler-shift (DS) measurements are available at receivers, we perform a conceptual waveform design at transmitters by applying the radar uncertainty principle. Under constant compression ratio, radar uncertainty principle indicates that there is a trade-off between the accuracy (and resolution) of the time-delay and Doppler-shift measurements which can be exchanged by the transmitter’s waveform [15]. Therefore, we strike a balance between the accuracy of TD and DS measurements for each transmitter in order to improve the Cramer-Rao lower bound (CRLB).

We will abbreviate transmitter as Tx and receiver as Rx. Vectors and matrices are denoted by boldface lower- and upper-case letters, respectively. The kth element of the vector \( a \) is represented by \( [a]_k \), and \( [A]_{k:} \) denotes the kth row of the matrix \( A \). \( I_k \) denotes the \( k \times 1 \) vector of one. \( 0 \) and \( O \) are the zero vector and zero matrix proper in size, respectively. The identity matrix of size \( k \times k \) is represented by \( I_k \). The superscripts \( T \) and \( ^{-1} \) denote the transpose and inverse operators, respectively. \( \| a \| \) stands for the Euclidean norm of the vector \( a \).

The remainder of the paper is organized as follows. Section II is devoted to formulate the problem using the BR and BRR measurements in the presence of \( N_t \) transmitters and \( N_r \) receivers. Section III describes the radar uncertainty principle in mathematical expressions and formulates a non-convex optimization problem to improve the localization performance. In Section IV, numerical results are given to demonstrate the performance improvement of the proposed mechanism. Finally, Section V concludes the paper.

II. MEASUREMENT MODEL AND CRAMER-RAO LOWER BOUND

Consider a distributed MIMO radar system which is consisting of \( N_t \) moving or stationary Txs and \( N_r \) moving or stationary Rxs in the three-dimensional (3-D) space. The position of Txs and Rxs are known and represented by \( x_{t,i} = [x_{t,i}, y_{t,i}, z_{t,i}]^T \) and \( x_{r,j} = [x_{r,j}, y_{r,j}, z_{r,j}]^T \) for \( i = 1,\ldots,N_t \) and \( j = 1,\ldots,N_r \), respectively. Moreover, \( \dot{x}_{t,i} = [\dot{x}_{t,i}, \dot{y}_{t,i}, \dot{z}_{t,i}]^T \) and \( \dot{x}_{r,j} = [\dot{x}_{r,j}, \dot{y}_{r,j}, \dot{z}_{r,j}]^T \) denote the velocity of Txs and Rxs for \( i = 1,\ldots,N_t \) and \( j = 1,\ldots,N_r \), respectively. Considering a moving target with position \( x_0 = [x_0, y_0, z_0]^T \) and velocity \( \dot{x}_0 = [\dot{x}_0, \dot{y}_0, \dot{z}_0]^T \), the true time delay and the Doppler shift of the received reflected signal from the target at the jth Rx due to the ith Tx are denoted by

\[
\begin{align*}
t_{i,j} &= \frac{1}{c} (d_{t,i} + d_{r,j}) \\
f_{i,j} &= \frac{1}{c} (\dot{d}_{t,i} + \dot{d}_{r,j})
\end{align*}
\]
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where $c$ and $f_c$ are the speed of light and carrier frequency, respectively.

Moreover, $d_{t,i}$ and $d_{t,i}^*$ denoting the range and range-rate between the target and the $i$th Tx, are

$$d_{t,i} = \|x_{t,i} - x_0\|$$

$$d_{t,i}^* = (x_{t,i} - x_0)^T (\dot{x}_{t,i} - \dot{x}_0)/d_{t,i}.$$  \hfill (2)

Similarly, the range and range-rate between the $j$th Rx and the target are

$$d_{r,j} = \|x_{r,j} - x_0\|$$

$$d_{r,j}^* = (x_{r,j} - x_0)^T (\dot{x}_{r,j} - \dot{x}_0)/d_{r,j}.$$  \hfill (3)

Assuming common reference time for all Txs and Rxs, localization equations can be written generally as

$$\begin{align*}
    d_{t,i} + d_{r,j} &= r_{i,j} \\
    d_{t,i}^* + d_{r,j}^* &= \dot{r}_{i,j},
\end{align*}$$

in which $r_{i,j}$ and $\dot{r}_{i,j}$ denote the bi-static range and bi-static range-rate data, respectively. In the presence of estimation error, measured BR and BRR can be modeled as

$$\hat{r} = r + \Delta r$$

$$\hat{\dot{r}} = \dot{r} + \Delta \dot{r},$$

where $[r]_k = r_{i,j}$ and $[\dot{r}]_k = \dot{r}_{i,j}$ for $k = (i-1)N_r + j$. In such a manner that a gain for one parameter leads to a loss for the other’$[15]$. Therefore, waveform design at each Tx is restricted to strike a balance between time and bandwidth which leads to a trade-off between time-delay and Doppler-shift measurement accuracy. In the same spirit, radar uncertainty principle in distributed MIMO radars can be expressed by the following mathematical expressions as

$$\begin{align*}
    \sigma_{i,j}^2 &\triangleq \frac{1}{\frac{1}{\delta f} \frac{\delta T}{\delta r}} \\
    \sigma_{i,j}^2 &\triangleq \frac{1}{\frac{1}{\delta f} \frac{\delta T}{\delta r}}
\end{align*}$$

in which $\dot{j}' = 1, \ldots, N_r$ and the value of $C_{i,j}$ is related to 1) the ratio of the $i$th Tx’s signal energy to the noise power at the $j$th Rx, and 2) the given time-bandwidth product for the $i$th Tx. In addition, $\alpha_i$ quantifies the trade-off between accuracy the TD and DS measurements. The first identity expresses the uncertainty principle for the pair $(T_x, R_x)$ and the second one indicates that the waveform at the $i$th Tx has a same proportional effect $\alpha_i$ on the BR and BRR measurement accuracy for all Rxs. Thus, the proportional coefficient $\alpha_i$ is considered as the design parameter at the $i$th Tx and can be adjusted to improve the MIMO radar performance in a manner. In other words, we determine that each Tx provides high accuracy in range or velocity estimation in order to have optimum MIMO radar performance.

### III. Radar Uncertainty Principle and Conceptual Waveform Design

#### A. Radar Uncertainty Principle

For a radar signal $s(t)$, the TD accuracy ($\delta T$) and DS accuracy ($\delta f$) are expressed as

$$\delta T = \frac{1}{B_{\text{eff}}} \sqrt{\frac{2E}{N_0}}, \quad \delta f = \frac{1}{T_{\text{eff}}} \sqrt{\frac{2E}{N_0}}$$

where $E$ is the signal energy, $N_0$ is the noise power per unit bandwidth, $T_{\text{eff}}$ and $B_{\text{eff}}$ are the effective time duration and effective bandwidth of $s(t)$ respectively $[18]$. For a given time-bandwidth product (compression ratio), radar uncertainty principle indicates that “there is an inherent invariance in the product of the range and range rate measurement accuracy and resolution; by changing the signal form, it is possible to change the accuracy of the range and range rate measurement in such a manner that a gain for one parameter leads to a loss for the other.”

By differentiating (4) with respect to $x_0$ and $\dot{x}_0$ we have

$$\begin{align*}
    \frac{\partial \mu}{\partial x_0} &= \frac{\partial r}{\partial x_0} \quad , \quad \frac{\partial \mu}{\partial \dot{x}_0} = \frac{\partial r}{\partial \dot{x}_0} \\
    \frac{\partial \sigma}{\partial x_0} &= \frac{\partial r}{\partial x_0} \quad , \quad \frac{\partial \sigma}{\partial \dot{x}_0} = \frac{\partial r}{\partial \dot{x}_0},
\end{align*}$$

where

$$\begin{align*}
    \rho_{t,i} &\triangleq \frac{\partial d_{t,i}}{\partial x_0} = \frac{x_{t,i} - x_0}{d_{t,i}} \\
    \rho_{t,i} &\triangleq \frac{\partial d_{t,i}^*}{\partial x_0} = \frac{\dot{x}_{t,i} - \dot{x}_0}{d_{t,i}},
\end{align*}$$

Similarly, $\rho_{r,j}$ and $\rho_{r,j}$ are also computed by replacing subscript $(t, i)$ with $(r, j)$ in (10). Finally, the CRLB matrix of the vector parameter $[x_0^T, \dot{x}_0^T]^T$ can be written as

$$\text{CRLB} = \text{FIM}^{-1}.$$  \hfill (11)

#### B. Conceptual Design

Defining $e = [C_{1,1}, \ldots, C_{N_r, N_i}]^T$ and $\alpha = [\alpha_1, \ldots, \alpha_{N_i}]^T$, we write the following optimization problem to improve the weighted localization performance at the estimated target position $\hat{x}_0$ and velocity $\hat{\dot{x}}_0$

$$\begin{align*}
    \min_{\sigma, \sigma, \alpha} & \quad \text{Tr} \{ \mathbf{W} \times \text{CRLB} | \hat{x}_0, \hat{\dot{x}}_0 \} \\
    \text{s.t.} & \quad \sigma_k^2 \dot{\sigma}_k = \sigma_k^2 \\
    & \quad \alpha_i \dot{\alpha}_i = \sigma_k \\
    & \quad l_i \leq \alpha_i \leq u_i,
\end{align*}$$

where
where, for simplicity of notation, the $k$th element of a vector $\alpha$ is denoted by $\alpha_k$, and $W$ is a positive definite weight matrix. Moreover, $l_i$ and $u_i$ are the lower and upper bound for the parameter design at the $i$th Tx respectively, which are induced by practical limitations. Furthermore, the target position and velocity can be estimated using methods in [12]–[14], [19]. The constrained optimization problem in (14) can be converted to a bound constrained problem by substituting
\[
\sigma_k = \frac{c_k}{\alpha_k}, \quad \bar{\sigma}_k = \frac{c_k}{\alpha_i}
\]
into the objective function and performing some manipulations. That is, (14) takes the following form as
\[
\min_{\alpha} \quad f(\alpha) = \text{Tr} \left\{ W \left[ \sum_{i=1}^{N_t} \left( \frac{1}{\alpha_i} P_i + \alpha_i V_i \right) \right]^{-1} \right\}
\text{s.t.} \quad \lambda \leq \alpha_i \leq u_i,
\]
\begin{align}
\lambda & = (i-1)N_r + j, \\
\text{and recall that} \quad k & = (i-1)N_r + j. \quad \text{The} \ i \text{th element of the gradient vector is also determined by} \ (20)
\end{align}
\[
g_i \triangleq \frac{\partial f}{\partial \alpha_i} = \text{Tr} \left\{ \left( \frac{\partial f}{\partial \text{FIM}} \right)^T \frac{\partial \text{FIM}}{\partial \alpha_i} \right\}
\]
\[
\frac{\partial f}{\partial \text{FIM}} = -\text{FIM}^{-1} W \text{FIM}^{-1}, \quad \frac{\partial \text{FIM}}{\partial \alpha_i} = V_i - \frac{1}{\alpha_i^2} P_i.
\]
Here, iterative algorithms such as sequential quadratic programming (SQP) with BFGS Hessian approximation can be utilized to find a local solution to the bound constrained optimization problem in (16) [21]. Heuristics algorithms such as particle swarm can also be applied to obtain the global solution.

IV. NUMERICAL RESULTS

The following simulation are carried out in order to evaluate the performance of the proposed conceptual waveform design. The noise in the measured BR and BRR are modeled similar to [22] and [19] as zero-mean Gaussian random variables which their standard deviations product dependent only on the signal-to-noise ratio at each pair Tx-Rx. Therefore, the BR and BRR measurements were corrupted by additive Gaussian noise with product of the standard deviations $\sigma_{t_i} \dot{\alpha}_{t,j} = (\sigma_0 d_{t_i} d_{r,j})^2 / R^4$ for $i = 1, \ldots, N_t$ and $j = 1, \ldots, N_r$, where $\sigma_0$ is a constant and $R$ denotes the radius of the surveillance area which is equal to 6000 m (see [19] and [22] for further details). We also set $l_i = l = 1$ and $u_i = u = 100$ for $i = 1, \ldots, N_t$. The weight matrix takes the following form in all simulations.
\[
W = \begin{bmatrix} I_3 & 0 \\ 0 & w I_3 \end{bmatrix}
\]

Without loss of functionality, the objective function in (16) is computed at the true values of the target position and velocity. We consider 5000 configurations of a distributed MIMO radar system with four Txs and six Rxs which are located randomly within the 3-D region with $(R/2 \leq \rho \leq R; \ 0 \leq \phi \leq 2\pi; \ 200 \leq z \leq 300m)$ in cylindrical coordinate. The target position is also realized randomly within the 3-D region with $(0 \leq \rho \leq 2R; \ 0 \leq \phi \leq 2\pi; \ 300 \leq z \leq 600 \text{m})$ in cylindrical coordinate. The velocities of the Txs, Rxs, and target are set to random velocities whose maximum magnitude is 100 m/s. Using MATLAB Optimization Toolbox [23], a local solution to the optimization problem in (16) is obtained via the SQP algorithm with initial point $\alpha_0 = \sqrt{1\times N_r}$, and denoted by $\alpha^\star$. Moreover, $\alpha_{opt}$ which denotes the global solution to the problem, is obtained by particle swarm algorithm. CRLB is evaluated at $\alpha^\star$, $\alpha_{opt}$ and $\alpha_0$ for all configurations. Cumulative distribution functions (CDF) of the random variables $X$ and $Y$, \[
X = \frac{\sum_{k=1}^{3} \left[ \text{CRLB}(\alpha) \right]_{k,k}}{6}, \quad Y = \frac{\sum_{k=1}^{3} \left[ \text{CRLB}(\alpha_{opt}) \right]_{k,k}}{6}, \quad \text{with} \quad \sum_{k=1}^{6} \left[ \text{CRLB}(\alpha_{opt}) \right]_{k,k},
\]
which are the CRLB improvement ratios for the target position and velocity respectively, are shown in Fig. [1] for $\alpha^\star$ and $\alpha_{opt}$ and three values of $w$. The figure confirms a significant improvement ratio for the target position and velocity using the proposed mechanism. As expected, higher value of $w$ leads to higher CRLB improvement ratio of the target velocity and vice versa. According to the figure, it is also concluded that the global solution has more impact on the CRLB improvement ratio of the target position with respect to the target velocity. Hence, for the scenarios which require high accuracy for the target position, the global solution is recommended regardless of its higher computational complexity.

We also show that vertices of the bounding box are appropriate candidates for the global solution to (16). To this end, the global solutions are classified into the following six clusters
\[
\text{C1: } \alpha_{opt} = [u, u, u, u]^T \text{ (i.e. accurate DS for all Txs),} \\
\text{C2: } \alpha_{opt} \text{ is a permutation of } [l, u, u, u]^T, \\
\text{C3: } \alpha_{opt} \text{ is a permutation of } [l, l, u, u]^T, \\
\text{C4: } \alpha_{opt} \text{ is a permutation of } [l, l, l, u]^T, \\
\text{C5: } \alpha_{opt} = [l, l, l, l]^T, \\
\text{C6: } \alpha_{opt} \text{ is not a vertex.}
\]
According to the Fig. [2] which illustrates percentage of the configurations belong to each cluster for different values of $w$, it results that a vertex of the bounding box is the global solution for almost all configurations. Since $N_t$-dimensional
box has $2^N_t$ vertices, evaluating and comparing the objective function at all vertices is an admissible method (in terms of computational complexity) to find the global solution for the small number of Txs (namely $N_t \leq 10$). Whereas, for the large number of Txs, a local solution can be obtained by lower computational complexity using iterative algorithms. Fig. 2 also indicates that the DS accuracy is generally more important than the TD for improving the CRLB in a distributed MIMO radar. As we see in the figure, 63% of all configurations take the optimum weighted CRLB where at least three Txs facilitated to provide high accuracy for DS measurements.

V. CONCLUSIONS

In this paper, the problem of localizing a moving target in the 3-D space from TD and DS information gathered from a widely distributed MIMO radar system was considered. A conceptual waveform design for transmitters was proposed based on the radar uncertainty principle in order to improve the CRLB. Numerical results were also included to illustrate the effectiveness of the proposed mechanism on the CRLB of the target position and velocity. By numerical results, we also concluded that the DS accuracy has more impact on the CRLB improvement. In future works, it will be interesting to propose mathematical approval for the consequences which are taken from the numerical results.
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