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Abstract—We consider here the identification of change-points on large-scale data streams. The objective is to find the most efficient way of combining information across data stream so that detection is possible under the smallest detectable change magnitude. The challenge comes from the sparsity of change-points when only a small fraction of data streams undergo change at any point in time. The most successful approach to the sparsity issue so far has been the application of hard thresholding such that only local scores from data streams exhibiting significant changes are considered and added. However, the identification of an optimal threshold is a difficult one. In particular it is unlikely that the same threshold is optimal for different levels of sparsity. We propose a sparse likelihood score for identifying a sparse signal. The score is a likelihood ratio for testing between the null hypothesis of no change against an alternative hypothesis in which the change-points or signals are barely detectable. By the Neyman-Pearson Lemma this score has maximum detection power at the given alternative. The outcome is that we have a scoring of data streams that is successful in detecting at the boundary of the detectable region of signals and change-points. The likelihood score can be seen as a soft thresholding approach to sparse signal and change-point detection in which local scores that indicate small changes are down-weighted much more than local scores indicating large changes. We are able to show sharp optimality of the sparsity likelihood score in the sense of achieving successful detection at the minimum detectable order of change magnitude as well as the best constant with respect this order of change.

Index Terms—Asymptotic optimality, change-point, sequence segmentation, signal detection.

I. INTRODUCTION

Consider a large number $N$ of data streams containing change-points. We consider the situation in which all data up to a given time is available for analysis, so each data stream is an observed sequence of length $T$. At each change-point one or more of the sequences undergo distribution change. The objective is to identify these change-points and the sequences undergoing distribution change. Of interest here is the identification of these change-points when there is sparsity, that is when the number of sequences undergoing change is small compared to $N$. More specifically we want to know the minimum magnitude of change for which the distribution change can be detected under sparsity. And secondly we want to have an algorithm that is able to detect, with high probability, change-points under the minimum detectable change. See Niu et al. [28] and Wang and Samworth [37] for applications to engineering, genomics and finance.

A typical strategy to deal with sparsity is to subject local scores to thresholding or penalization before summing them up across sequence. Algorithms employing this strategy include the Sparsified Binary Segmentation (SBS) [10], the double CUSUM (DC) [9], the Informative Sparse Projection (INSPECT) [37] and the scan algorithm of Enikeeva and Harachaoui [15]. The strategy was also employed by Mei [26], Xie and Siegmund [40] and Wang and Mei [38] in sequential change-point detection on multiple sequences, and Zhang et al. [43] to detect distribution deviations from known baselines on multiple sequences. Thresholding and penalization suppress noise by removing small and moderate scores, mostly from the majority of sequences without change, thus enhancing the signals from the sparse sequences with changes. It is however unlikely that we are able to specify a threshold or penalization parameter that is optimal at all levels of sparsity.

The higher-criticism (HC) test statistic, proposed by Tukey [35] to check for significantly large number of small p-values, uses multiple thresholds for sparse mixture detection. The number of p-values below a threshold is transformed to a higher-criticism score and this score is maximized over all thresholds. The Berk and Jones [4] test statistic uses multiple thresholds as well but it applies a different scoring function. The HC test statistic was shown by Donoho and Jin [11] to be optimal in the detection of a sparse normal mixture. Cai and Wu [6] extended the optimality of the HC test statistic to sparse non-normal mixtures and Moscovitch et al. [27] extended the optimality of the Berk-Jones test statistic. Cai et al. [5] applied the HC test statistic to detect intervals in multiple sequences where the means of a sparse fraction of the sequences deviate from a known baseline and showed that the HC test statistic is optimal. Chan and Walther [7] considered...
sequence length much larger than number of sequences with detection boundaries that are more complex. They showed that the HC test statistic achieves detection at these boundaries and is optimal in more general settings. They also showed that the Berk-Jones test statistic achieves the same optimality.

Our approach here is to convert the p-values into likelihood scores for testing sparse sequences. The scoring applies on each p-value instead of on the number of p-values below a threshold. It can be considered to be a soft form of thresholding in which p-values that are close to zero are penalized less than p-values that are barely significant.

Since the likelihood scores are transformations of p-values, the proposed method can be applied to any type of distribution changes and it can handle data types that vary across sequences. Our theory however requires a specific distribution family for neat asymptotics and we consider here in particular either normal or Poisson data. We show optimality up to the correct asymptotic constants. For sparse normal change-points these constants are two-dimensional extensions of those in Ingster [20] and Donoho and Jin [11] for sparse normal mixture detection. These constants have been discussed in the context of sparse normal change-point detection assuming a known baseline in Chan and Walther [7] and Chan [8]. For sparse Poisson change-points the constants are new and different from sparse normal constants.

The optimality of multiple sequence identification of change-points up to the correct constant is new. Previous works on optimality for normal data are up to the correct order of magnitude though they go beyond the i.i.d. model, for example Pilliat et al. [31] considered sparse change-point detection in time-series with normal errors. Liu et al. [25] showed optimality up to the best order for normal errors, under the constraint of not more than one change-point.

As far as we are aware, there are currently no optimality theory in the literature on sparse change-point detection on Poisson data. For sparse Poisson mixtures of size $N$, Arias-Castro and Wang [3] showed that the HC test statistic is optimal when the Poisson means grow faster than $\log N$, and that a Bonferroni correction is optimal when the means grow slower than $\log N$. Donoho and Kipnis [12] characterized the asymptotic behavior of the HC test statistic on frequency tables with Poisson counts. Stoeper et al. [34] applied the HC test statistic to test against sparse alternatives in multiple data streams, with p-values obtained via permutation tests, and showed optimality for exponential families, covering both normal and Poisson data. They showed that optimality does not require the null distribution to be known, however their problem is different in that the observations are identically distributed and there are no change-points.

The algorithm we propose here has two steps in the identification of two change-points. The first detection screening step applies the Screening and Ranking (SaRa) idea of Niu and Zhang [29]. The second estimation step for more precise location of change-points uses the CUSUM-like procedure of Wild Binary Segmentation (WBS), cf. Fryzlewicz [17]. This two-step approach saves computation time because the fast screening step evaluates a large number of segments whereas the computationally intensive estimation step is only applied when a change-point has been detected during screening.

In contrast for WBS the estimation step is applied on a large number of randomly generated segments. Unlike in Niu and Zhang [29] we do not apply the BIC criterion of Zhang and Siegmund [42] to determine the number of change-points. Instead critical values are specified in advance and binary segmentation, cf. Olshen et al. [30], is applied to detect the change-points sequentially.

An alternative to binary segmentation is estimating the full set of change-points at one go by applying global optimization and making use of dynamic programming to manage the computational complexity. This was employed by the HMM algorithms of Yao [41] and Lai and Xing [24], the multi-scale SMUCE algorithm of Frick et al. [16] and the Bayesian Likelihood algorithm of Du et al. [13]. These methods are however designed for single sequence segmentation. Niu et al. [28] provides an excellent background of the historical developments.

The outline of this paper is as follows. In Section II we introduce the sparse likelihood (SL) scores and show that they are optimal in the detection of sparse normal mixtures. In Section III we extend SL scores to detect change-points in multiple sequences. In Section IV we show that SL scores are optimal for change-point detection when the observations are normal or Poisson. In Section V we discuss the assumptions, implications and contributions of the optimality results. In Section VI we perform simulation studies on the SL scores. In the appendices we prove the optimality of SL scores.

A. Notations

We write $a_n \sim b_n$ to denote $\lim_{n \to \infty} (a_n/b_n) = 1$. We write $a_n = o(b_n)$ to denote $\lim_{n \to \infty} (a_n/b_n) = 0$. We write $a_n \lesssim b_n$ to denote $a_n \leq C b_n$ for all $n$ for some $C > 0$ and $a_n \gtrsim b_n$ to denote $a_n \geq C b_n$ for all $n$ for some $C > 0$. Let $\lfloor \cdot \rfloor$ denote the greatest integer function. Let $\phi$ and $\Phi$ denote the density and distribution function respectively of the standard normal. Let $1$ denote the indicator function. Let $\emptyset$ denote the empty set and let $\#A$ denote the number of elements in a set $A$. Let $\| \cdot \|$ denote the $L_2$-norm of a vector and $\| \cdot \|_0$ the number of non-zero entries of a vector.

II. SPARSE MIXTURE DETECTION

We start with the simpler problem of detecting a sparse mixture, with the objective of motivating the sparse likelihood score.

Let $p = (p^1, \ldots, p^N)$ be independent p-values of $N$ null hypotheses and let $p^{(1)} \leq \cdots \leq p^{(N)}$ be the sorted p-values. Tukey proposed the higher-criticism test statistic

$$
HC(p) = \min_{n:Np^{(n)} \leq n} \frac{n-Np^{(n)}}{\sqrt{Np^{(n)}(1-p^{(n)})}},
$$

with $HC(p) = 0$ if $Np^{(n)} > n$ for all $n$, for the overall test that all null hypotheses are true.

Donoho and Jin [11] showed that the HC test statistic is optimal for detecting a sparse fraction of false null hypotheses.
Consider test scores $Z^n \sim N(0, 1)$ when the $n$th null hypothesis is true and $Z^n \sim N(\mu_N, 1)$ for some $\mu_N > 0$ when the $n$th null hypothesis is false. Define
\[
\rho_Z(\beta) = \begin{cases} 
\beta - \frac{1}{2} & \text{if } \frac{1}{2} < \beta < \frac{3}{4}; \\
(1 - \sqrt{1 - \beta})^2 & \text{if } \frac{3}{4} \leq \beta < 1.
\end{cases}
\] (2)
Donoho and Jin [11] showed that on the sparse mixture $(1 - \epsilon)N(0, 1) + \epsilon N(\mu, 1)$ no algorithm is able to achieve, as $N \to \infty$,
\[
P_0(\text{Type I error}) + P_{\mu}(\text{Type II error}) \to 0,
\] (3)
for testing $H_0$: $\epsilon = 0$ versus $H_1$: $\epsilon = N^{-\beta}$, if $\mu_N = (\frac{1}{2})^{\sqrt{2\log N}}$ for $\nu < \rho_Z(\beta)$. They also showed that the HC test statistic achieves (3) when $\nu > \rho_Z(\beta)$ and is thus optimal. Type I error refers to the conclusion of $H_1$ when $H_0$ is true whereas Type II error refers to the conclusion of $H_0$ when $H_1$ is true. Ingster (1997, 1998) established the detection lower bound showing that (3) cannot be achieved when $\nu < \rho_Z(\beta)$.

Like the HC test statistic, the Berk and Jones [4] test statistic
\[
BJ(p) = \max_{n:N/p(n) \leq n} \left[ n \log \left( \frac{n}{Np(n)} \right) + (N - n) \log \left( \frac{N - n}{N(1 - p(n))} \right) \right]
\] (4)
arises (3) when $\nu > \rho_Z(\beta)$.

We introduce the sparse likelihood scores in Section II-A and show that they achieve (3) in the detection of sparse mixtures, when $\nu > \rho_Z(\beta)$, in Section II-B.

A. Sparse Likelihood

Let $f_1(p) = \frac{1}{\sqrt{2\log p}} - \frac{1}{2}$ and $f_2(p) = \frac{1}{\sqrt{p}} - 2$. For both $i = 1$ and 2, $\int_0^1 f_i(p)dp = 0$ and $f_i(p)$ increases as $p$ decreases.

Define the sparse likelihood score
\[
\ell_N(p) = \sum_{n=1}^N \ell_n(p^n),
\] (5)
where $\ell_n(p) = \log \left( 1 + \frac{\lambda_1}{N} \log N f_1(p) + \frac{\lambda_2}{\sqrt{\log N}} f_2(p) \right)$, with $\lambda_1 \geq 0$ and $\lambda_2 > 0$.

When $\lambda_1 = 0$, the sparse likelihood score is the log-likelihood ratio of the null hypothesis $p^n \sim i.i.d. \text{Uniform}(0, 1)$ versus the alternative hypothesis
\[
p^n \sim i.i.d. \quad F(p) = p + \frac{2\lambda_2}{\sqrt{\log N}} \left( \sqrt{p} - p \right).
\]
Let the empirical distribution function $\hat{F}(p) = \frac{\#(n:p^n \leq p)}{N}$.

Under the null hypothesis,
\[
\hat{F}(p) - p = O_p\left( \frac{1}{\sqrt{N}} \right).
\]
Since $F(p) - p \sim 2\lambda_2 \sqrt{\frac{\log p}{N \log N}}$ as $p \to 0$, we are able to detect with small error probabilities if $\frac{\lambda_2}{\log N}$ is large. As $\sqrt{\log N}$ increases slowly with $N$, we can view the density $f(p) = 1 + \frac{\lambda_1}{N \log N} f_1(p) + \frac{\lambda_2}{\sqrt{N \log N}} f_2(p)$ as lying near the boundary where detection with asymptotically zero error probabilities is possible. That is, the sparse likelihood score is the most powerful test for some of the alternatives lying near this boundary.

B. Optimal Detection

We show here that the sparse likelihood score is optimal in the detection of change-points for a broad range of sparsity. Let $E_0$ and $P_0$ denote expectation and probability respectively with respect to $p^n \sim i.i.d. \text{Uniform}(0, 1)$. Since
\[
E_0 \exp(\ell_N(p)) = \prod_{n=1}^N E_0[1 + \frac{\lambda_1}{N} \log N f_1(p^n) + \frac{\lambda_2}{\sqrt{N \log N}} f_2(p^n)] = 1,
\]
it follows from Markov’s inequality that
\[ P_0(\ell_N(p) \geq c_N) \leq e^{-\epsilon N}. \] (6)

This exponential bound makes the sparsity likelihood score easy to work with when there are large number of likelihood comparisons, as critical values satisfying a required level of Type I error control can have a simple expression not depending on \( N \). We show in Theorem 1 that by selecting
\[ c_N \to \infty \text{ with } c_N = o(N^\delta) \text{ for all } \delta > 0, \] (7)
the Type I and II error probabilities both go to zero at the detection boundary.

**Theorem 1:** Assume (7). Consider the test of \( H_0: Z^n \sim i.i.d. N(0,1) \) versus \( H_1: Z^n \sim i.i.d. (1-\epsilon)N(0,1) + \epsilon N(\mu_N, 1) \), for \( 0 < \epsilon \leq N^{-\beta} \) for some \( \frac{1}{2} < \beta < 1 \). Consider the likelihood score \( \ell_N(p) \) with parameters \( \lambda_1 \geq 0 \) and \( \lambda_2 > 0 \) not depending on \( N \), and p-values \( p^n = \Phi(-Z^n) \). If \( \mu_N = \sqrt{2\epsilon} \log N \) for \( \nu > \rho_\beta(\beta) \), then
\[ P_0(\ell_N(p) \geq c_N) + P_{\mu_N}(\ell_N(p) < c_N) \to 0. \]

### III. CHANGE-POINT DETECTION

Let \( X^n_t \) denote the \( t \)th observation of the \( n \)th sequence for \( 1 \leq t \leq T \) and \( 1 \leq n \leq N \). Consider first the model
\[ X^n_t \sim \text{indep. } N(\mu^n_t, 1). \] (8)

We are interested in the detection and estimation of the change of mean on the \( n \)th sequence at location \( t \), select \( s < t < u \) and let p-value
\[ p^n_{stu} = 2\Phi(-|Z^n_{stu}|), \text{ where } Z^n_{stu} = \frac{X^n_s - X^n_u}{\sqrt{(u-t)(t-s)}}. \]

In the sparse likelihood algorithm we combine these p-values using \( \ell_N(p_{stu}) \), where \( p_{stu} = \{p^n_{stu}, \ldots, p^n_{su}\} \). When the data follow some other distributions, the corresponding likelihood ratio statistic and p-value can be computed accordingly.

Sparse likelihood scores detects well when only a small fraction of the sequences undergo change of mean. For \( T \) large computing the sparse likelihood score for all \( s, t, u \) is expensive. Instead we combine the approximating set idea of Arias-Castro et al. [1] and Walther [36] to first space out the \( (s, t, u) \) that are evaluated, and to apply the CUSUM-type scores used in WBS to estimate the change-point location accurately only when the first step indicates a change-point.

In addition to computational savings, through this two-step approach we are able to incorporate multi-scale penalization terms similar to the ones used in Dümbgen and Spokoiny [14] and the SMUCE algorithm of Frick et al. [16], to ensure optimality not only at all levels of sparse change-points, but also at all orders of change magnitudes.

Let \( 1 \leq h_i \leq b_2 \leq \cdots \leq b_2 \leq \cdots \) and \( 1 \leq d_1 < d_2 < \cdots < d_i \) be integer-valued sequences with \( h_i \geq d_i \) for all \( i \). Our grid approach uses segments of length \( 2h_i \) spaced \( d_i \) apart, with segments near the two ends shortened due to edge effect. For a dataset of length \( g \) there are \( K_i(g) = \lfloor \frac{g-1}{d_i} \rfloor \) segments of length \( 2h_i \) and we consider all \( i \) from 1 to
\[ i_g = \max\{i : h_i + d_i \leq g\}. \] (9)

More specifically define
\[ A_i(g) = \{(s(ik), t(ik), u(ik)) : 1 \leq k \leq K_i(g)\}, \]
\[ s(ik) = \max(0, k d_i - h_i), \]
\[ t(ik) = kd_i, \]
\[ u(ik) = \min(k d_i + h_i, g). \]

The elements of \( A_i(g) \) are the indices where sparse likelihood scores for segments of length \( 2h_i \) are computed. Initially we have the full dataset \( X_{1:T} = (X^n_t : 1 \leq t \leq T, 1 \leq n \leq N) \) and after one or more change-points have been estimated, it is split into sub-datasets \( X_{i:e} = (X^n_t : b \leq t \leq e, 1 \leq n \leq N) \), with length \( g = e - b + 1 \). We check for change-points in \( X_{i:e} \) using segments specified by \( A_i(g) \).

Let the penalized sparse likelihood scores
\[ \ell^{pen}_N(p_{stu}) = \ell_N(p_{stu}) - \log(\frac{1}{\sqrt{t-s}} + \frac{1}{u-t})). \] (10)

The detection of change-points within \( X_{i:e} \), with segment lengths of at least \( 2h_{i_g} \), is as follows.

**Algorithm 1 SL-Estimate**

**INPUT:** \( (c, i_0, b, c) \)
\[ X \leftarrow X_{i:e} \]
\[ g \leftarrow e - b + 1 \]
FOR \( i = i_0, \ldots, i_g \)
IF \( \max_{1 \leq k \leq K_i(g)} \ell^{pen}_N(p_{s(ik), t(ik), u(ik)}) \geq c \) THEN
\[ j \leftarrow \arg\max_{1 \leq k \leq K_i(g)} \ell^{pen}_N(p_{s(ik), t(ik), u(ik)}) \]
\[ \hat{s} \leftarrow \arg\max_{s(ik_{j}), t(ik_{j}), u(ik_{j})} \ell^{pen}_N(p_{s(ik_{j}), t(ik_{j}), u(ik_{j})}) + b - 1 \]
OUTPUT \( (\hat{t}, i) \)
STOP
END IF
END FOR
OUTPUT \( (0,0) \)

There are two steps in SL-estimate in the estimation of a change-point, when the largest penalized score exceeds the critical value \( c \). The first is the identification of an interval \( (s(ij), u(ij)) \), associated with the largest penalized score, within which a change-point lies. The second is the estimation of the change-point within this interval. In the approximating set \( A_i(g) \), neighboring windows are located \( d_i \) apart, hence we are unable to estimate the change-points accurately in the first step. Accurate estimation is carried out, with more intensive computations within \( (s(ij), u(ij)) \), in the second step. Since the second step is performed only after an interval has been identified as containing a change-point, performing this two-step procedure saves computations in regions where scores are generally small and the likelihood of change-points is low.

After a change-point has been identified, we split the dataset into two and execute the same algorithm on each split dataset. To avoid repetitive computations, we start from segment length \( 2h_{i_g} \) used in the evaluation of the change-point splitting the
datasets, instead of starting from the smallest segment length \(2h_1\), on the split datasets. The use of a set of representative sets of segment lengths for computational savings in change-point detection have been proposed in Willsky and Jones [39]. The recursive segmentation algorithm for the computation of the estimated change-point set \(\hat{\tau}\) is given below, with initialization at \((c, 1, 1, T, \emptyset)\).

**Algorithm 2 SL-Detect**

```plaintext
INPUT(c, i₀, b, e, \(\hat{\tau}\))
(\(\hat{\tau}, i\) ← SL-estimate(c, i₀, b, e)
IF \(\hat{\tau} > 0\) THEN
\(\hat{\tau} ← \hat{\tau} ∪ \{\hat{\tau}\}\)
\(\hat{\tau} ← \text{SL-detect}(c, i, b, \hat{\tau}, \hat{\tau})\)
\(\hat{\tau} ← \text{SL-detect}(c, i, \hat{\tau}, e, \hat{\tau})\)
END IF
OUTPUT \(\hat{\tau}\)
```

In Figure 2 we show that the critical values of the sparse likelihood algorithm, for a specified Type I error probability, is stable over \(N\). Contributing factors include \(\ell_N(p)\) having a mean that is close to zero and \(\ell_N(p)\) having exponential tail probabilities not depending on \(N\), see (6), when \(p\) and \(p^n\) are uniformly distributed.

**IV. Optimal Detection**

Let \(\mu = (\mu^n_t : 1 \leq t \leq T, 1 \leq n \leq N)\), \(\mu_i = (\mu^n_i : 1 \leq n \leq N)\) and let \(J = (#\tau)\) be the number of change-points. We show that the sparse likelihood algorithm is optimal for normal observations in Section IV-A and for Poisson observations in Section IV-B. Consider \(T\) growing exponentially with \(N\) in the sense that

\[
\log T \sim N^\zeta \quad \text{for some } 0 < \zeta < 1. \tag{11}
\]

The asymptotics in (11) are meant to highlight how the optimality constants are affected by the growth rate. We discuss the corresponding optimality theory for sub-exponential growth \(\log T = o(N^\zeta)\) for all \(\zeta > 0\), in Section V-A.

In Theorems 2 and 4 we specify the detection boundary for asymptotically zero Type I and II error probabilities. Analogous detection boundaries for a single sequence is given in Arias-Castro et al. [1], [2].

In Theorems 3 and 5 we show that Type I and II error probabilities of the sparse likelihood algorithm go to zero at the detection boundary.

Recall from (9) that \(i_T = \max\{i : h_i + d_i \leq T\}\). Consider the sparse likelihood algorithm with \(d_i\) and \(h_i\) satisfying

\[
\frac{h_i + 1}{h_i} \rightarrow 1 \quad \text{and} \quad d_i = o(h_i) \quad \text{as} \quad i \rightarrow \infty, \tag{12}
\]

and critical values \(c_T\) satisfying

\[
c_T = o(\log T) \quad \text{and} \quad c_T - \log \left(\sum_{i=1}^{i_T} \frac{h_i}{d_i}\right) \rightarrow \infty \quad \text{as} \quad T \rightarrow \infty. \tag{14}
\]

For the sparse likelihood algorithm select parameters \(\lambda_1 > 0\) and

\[
\lambda_2 = \sqrt{\frac{\log T}{\log \log T}}. \tag{15}
\]

We satisfy (12) when \(h_i \sim \exp\left(\frac{i_T}{\log i_T}\right)\) and \(d_i \sim \frac{h_i}{i}\) as \(i \rightarrow \infty\). Moreover (13) holds because

\[
\log \left(\sum_{i=1}^{i_T} \frac{h_i}{d_i}\right) \sim 2 \log i_T \sim 2 \log \log T.
\]

Condition (12) ensures that the set of \((h_i, d_i)\) is sufficiently dense to detect change-points optimally. Condition (13) is required for (14) to hold. The first half of condition (14) ensures Type II error probability goes to 0. The second half ensures Type I error probability goes to 0.

**A. Normal Model**

Let

\[
m_{j\Delta} = \#\{n : |\mu^n_{j+1} - \mu^n_j| \geq \Delta\}
\]

be the number of sequences with change of mean of at least \(\Delta\) at the \(j\)th change-point. Let

\[
\Omega_0 = \{\mu : J = 0\},
\]
\[ \Omega_1(\Delta, V, h) = \{ \mu : \text{there exists } j \text{ such that } (\tau_j - \tau_{j-1}, \tau_{j+1} - \tau_j) \geq h \text{ and } m_j \Delta \geq V \}, \]

with the convention \( \tau_0 = 0 \) and \( \tau_{J+1} = T \). We consider here the test of \( H_0: \mu \in \Omega_0 \) versus \( H_1: \mu \in \Omega_1(\Delta, h, V) \). Define

\[ \rho_Z(\beta, \zeta) = \begin{cases} \beta - \frac{1-\zeta}{2} & \text{if } \frac{1-\zeta}{2} < \beta \leq \frac{3(1-\zeta)}{\sqrt{T-\zeta}} - \beta \frac{\zeta}{2}, \\ \beta \frac{1-\zeta}{2} & \text{if } \frac{3(1-\zeta)}{\sqrt{T-\zeta}} < \beta < 1 - \zeta. \end{cases} \]  

(16)

These constants are extensions of \( \rho_Z(\beta) \) in (2) to capture the effect of multiple testing in change-point detection.

**Theorem 2:** Assume (11) and let \( 0 < \epsilon < 1 \). Let \( \Delta = CT^{-\eta} \) for constants \( C > 0 \) and \( 0 \leq \eta < \frac{1}{2} \). For normal observations, no algorithm is able to achieve, as \( N \to \infty \),

\[ \sup_{\mu \in \Omega_0} P_\mu(\text{Type I error}) + \sup_{\mu \in \Omega_1(\Delta, V, h)} P_\mu(\text{Type II error}) \to 0, \]

(17)

under either of the following conditions.

(a) When \( V = o(\log T/V) \) and \( h\Delta^2 = 4(1-2\eta)(1-\epsilon)(\log^2 T/V) \).

(b) When \( V \sim N^{1-\beta} \) for some \( \frac{1-\zeta}{2} < \beta < 1 - \zeta \) and \( h\Delta^2 = 4(1-\epsilon)\rho_Z(\beta, \zeta) \log N \).

**Theorem 3:** Assume (11) and let \( \epsilon > 0 \). Let \( \Delta = CT^{-\eta} \) for constants \( C > 0 \) and \( 0 \leq \eta < \frac{1}{2} \). For normal observations the sparse likelihood algorithm, with parameters satisfying (12)–(15) achieves (17) under either of the following conditions.

(a) When \( V = o(\log T/V) \) and \( h\Delta^2 = 4(1-2\eta)(1+\epsilon)(\log^2 T/V) \).

(b) When \( V \sim N^{1-\beta} \) for some \( \frac{1-\zeta}{2} < \beta < 1 - \zeta \) and \( h\Delta^2 = 4(1+\epsilon)\rho_Z(\beta, \zeta) \log N \).

**B. Poisson Model**

Rivera and Walther [33] provided the asymptotics for optimal change-point detection on a single Poisson sequence. We show here the optimality of the sparse likelihood detection algorithm for detecting sparse change-points in multi-stream data, with

\[ X^n \sim \text{indep. Poisson}(\mu^n). \]

(18)

Let \( Y^n = \sum_{t=s+1}^u X^n \). Consider \( s < t < u \). Under the null hypothesis of no change-points in the interval \((s, u)\), conditioned on \( Y^n = y^n \), \( Y^n \) is binomial distributed with \( y^n \) trials and success probability \( \frac{t-s}{u-s} \). Let \( p^n_{\mu,y} \) be the two-sided p-value of this conditional binomial test, with randomization of p-values so that they are distributed as Uniform(0,1) under the null hypothesis. More specifically where \( Y^n_{st} = y^n_{st} \) and \( Y^n_{su} = y^n_{su} \)

\[ p^n_{\mu,y} \sim \text{Uniform}(P(Y < y^n), P(Y \leq y^n)), \]

(19)

where \( P \) is probability with respect to \( Y \sim \text{Binomial}(y^n, \frac{t-s}{u-s}) \), and define \( p^n_{\mu,\tau} = 2 \min(p^n_{\mu,y}, 1 - p^n_{\mu,y}) \).

Let

\[ m_j \Delta = \#\{n : |\log(p^n_{\mu,j+1}/p^n_{\mu,j})| \geq \Delta \}, \]

and for a given \( \mu_0 > 0 \), let

\[ \Lambda = \{\mu : \mu^n \geq \mu_0 \text{ for all } n \text{ and } t\}, \]

\[ \Lambda_0 = \{\mu \in \Lambda : J = 0\}, \]

\[ \Lambda_1(\Delta, V, h) = \{\mu \in \Lambda : \text{there exists } j \text{ such that } (\tau_j - \tau_{j-1}, \tau_{j+1} - \tau_j) \geq h \text{ and } m_j \Delta \geq V\}. \]

We consider here the test of \( H_0: \mu \in \Lambda_0 \) versus \( H_1: \mu \in \Lambda_1(\Delta, V, h) \).

For a given \( r > 1 \), let

\[ I_r = r \log(\frac{2r}{r+1}) + \log(\frac{2}{r+1}). \]

(20)

Let \( g_r(\omega) = (1+\omega)^{\frac{r}{2}} \) and let

\[ \rho_r(\beta, \zeta) = \max_{\frac{1-\zeta}{2} < \omega \leq 2} \left( \beta - \omega^{-1}(1-\zeta) \right) \] for \( \frac{1-\zeta}{2} < \beta < 1 - \zeta. \]

(21)

**Theorem 4:** Assume (11). Let \( \epsilon = \Delta \) for some \( \Delta > 0 \) and \( 0 < \epsilon < 1 \). For Poisson observations no algorithm is able to achieve, as \( N \to \infty \),

\[ \sup_{\mu \in \Lambda_0} P_\mu(\text{Type I error}) + \sup_{\mu \in \Lambda_1(\Delta, V, h)} P_\mu(\text{Type II error}) \to 0 \]

(22)

under either of the following conditions.

(a) When \( V = o(\log T/V) \) and \( h\mu_0 = (1-\epsilon)I_r^{-1}(\log T/V) \).

(b) When \( V \sim N^{1-\beta} \) for some \( \frac{1-\zeta}{2} < \beta < 1 - \zeta \) and \( h\mu_0 = (1+\epsilon)\rho_r(\beta, \zeta) \log N \).

**Theorem 5:** Assume (11). Let \( \epsilon > 0 \), \( \Delta > 0 \) and \( 1 < r < e^{\Delta} \). For Poisson observations the sparse likelihood algorithm, with parameters satisfying (12)–(15), achieves (22) under either of the following conditions.

(a) When \( V = o(\log T/V) \) and \( h\mu_0 = (1+\epsilon)I_r^{-1}(\log T/V) \).

(b) When \( V \sim N^{1-\beta} \) for some \( \frac{1-\zeta}{2} < \beta < 1 - \zeta \) and \( h\mu_0 = (1+\epsilon)\rho_r(\beta, \zeta) \log N \).

**V. DISCUSSIONS**

**A. On the Exponential Growth of T With Respect to N**

The exponential growth of \( T \) with respect to \( N \) in (11) is chosen to highlight how the asymptotic constants \( \rho_Z(\beta, \zeta) \) and \( \rho_r(\beta, \zeta) \) varies with this growth rate. If instead

\[ \log T = o(\log N) \]

for all \( \zeta > 0 \),

(23)

then the asymptotics in Theorems 2(b)–5(b) apply with \( \rho_Z(\beta, \zeta) \) replaced by \( \rho_Z(\beta, 0) \) and \( \rho_r(\beta, \zeta) \) replaced by \( \rho_r(\beta, 0) \), provided \( \frac{\log N}{\log T} \to \infty \). Note that \( \rho_Z(\beta, 0) = \rho_Z(\beta) \), the constant for sparse normal mixture detection. For example Jeng et al. [22] showed in their Theorem 2 that the HC test statistic achieves (17) with asymptotic constant \( \rho_Z(\beta) \) in the detection boundary of sparse change-points in multi-stream normal data, when \( T \) satisfies (23).

Under the very sparse setting \( V = o(\log T/V) \), we only require, under (23), that \( \frac{\tau^n_{\mu,y}}{\log T} \to \infty \) for the asymptotics of Theorems 2(a)–5(a) to hold.
B. Our Theoretical Contributions for the Normal Model

The minmax detection boundary of Pilliat et al. [31] for the normal model, in their equation (8), is expressed in terms of \(|\|\mu_{r+1} - \mu_r\|\) and \(|\|\mu_{r+1} - \mu_r\||_0\). Rephrased using the notations of this paper, their results imply that there exists \(c_0\) large enough such that if
\[
h\Delta^2 \geq c_0 \left[ \log \left( 1 + \frac{1}{N \log (\frac{T}{N^{1/3}})} \right) + \frac{1}{N \log (\frac{T}{N^{1/3}})} \right],
\]
then with probability at least \(1 - 6\delta\), their dyadic grid algorithm is able to detect all change-points, each with location error not more than \(\frac{1}{2}\), and with no spurious change-points. Moreover no algorithm is able to improve upon their algorithm beyond a larger \(c_0\).

Under the sparse setting
\[
\log T \sim N^\tau, \quad V \sim N^{1-\beta} \quad \text{for } 0 < \zeta < 1 \quad \text{and} \quad 1 - \frac{\zeta}{2} < \beta < 1 - \zeta,
\]
and \(\Delta = CT^{-\eta}\) for some \(C > 0\) and \(0 \leq \eta < \frac{1}{2}\), their grid algorithm has Type I and II error probabilities tending to 0 when
\[
h\Delta^2 \geq c_0' \log N
\]
for \(c_0'\) large enough. Under the very sparse setting \(V = o\left(\frac{T}{\log N}\right)\), the error probabilities tend to 0 when \(\Delta^2 \geq c_0' \left(\frac{T}{\log N}\right)\) for \(c_0'\) large enough. Our contribution is in showing how the best constant \(c_0'\) depends on the sparsity of \(V\) and the exponential growth rate of \(T\).

Liu et al. [25] tackled the problem of deciding between the null hypothesis of no change-point and the alternative hypothesis of a single change-point at an unknown location \(\tau\). As in [31], their minmax detection boundary is expressed in terms of \(|\|\mu_{r+1} - \mu_r\|\) and \(|\|\mu_{r+1} - \mu_r\||_0\). Rephrased using the notations of this paper, under (24), their results imply Type I and II error probabilities both bounded by \(\epsilon\) when
\[
\frac{T(T - \tau)^2}{\tau} \geq C_\epsilon \times \begin{cases} 
\log N & \text{if } \beta > \frac{1}{2}, \\
\log \log N & \text{if } \beta = \frac{1}{2}, \\
\log \frac{1}{N \log N} & \text{if } \beta < \frac{1}{2},
\end{cases}
\]
for \(C_\epsilon > 0\) large enough. Moreover no algorithm is able to achieve this error probability bound beyond a smaller \(C_\epsilon\). Theorems 2 and 3 indicate that when the restriction of a single change-point is relaxed, the log \(N\) growth of the boundary for \(\frac{1}{2} < \beta < 1 - \zeta\) is not affected provided there are sufficient spacings between change-points.

C. Our Contributions for the Poisson Model

Theorems 2–5 highlight the similarities and differences in the asymptotics for the normal and Poisson model for fixed \(\Delta > 0\) (\(\eta = 0\) in Theorems 2 and 3). For the very sparse setting \(V = o\left(\frac{T}{\log N}\right)\), a \(\log \frac{T}{\sqrt{N}}\) growth rate for the signal strength \(h\Delta^2\) (for the normal model) and \(h\mu_0\) (for the Poisson model) is required for detection with asymptotically zero error probabilities. For the sparse scenario given in (24), a \(\log N\) growth rate is required. The asymptotic constants differ however, with \(\rho_2(\beta, \zeta)\) for the normal model and \(\rho_1(\beta, \zeta)\) for the Poisson model. While the constant \(\rho_2(\beta, \zeta)\) has appeared in earlier works [7] and [8], the constant \(\rho_1(\beta, \zeta)\) is new in the literature.

Unlike in Theorems 2 and 3, the asymptotics in Theorems 4 and 5 do not involve \(\Delta \rightarrow 0\). If \(r = o(N) \rightarrow 1\) as \(T \rightarrow \infty\), the Gaussian approximation of the Poisson distribution kicks in and the asymptotics for the Poisson model correspond to that of the normal model. In particular as
\[
\rho_1(\beta, \zeta) \sim 4\Delta^{-2} \rho_2(\beta, \zeta) \quad \text{and} \quad I_r \sim \frac{1}{2}\Delta^2 \quad \text{as } r \rightarrow 1,
\]
the proofs of Theorems 2–5 indicate that if \(\Delta = CT^{-\eta}\) for some \(0 < \eta < \frac{1}{2}\), then the boundary of asymptotically zero Type I and II error probabilities is at
\[
h\Delta^2 \mu_0 = \begin{cases} 
4(1 - 2\eta)(\log T) & \text{if } V = o\left(\frac{T}{\log N}\right), \\
4\rho_2(\beta, \zeta) \log N & \text{if } V \sim N^{1-\beta}.
\end{cases}
\]

VI. SIMULATION STUDIES

A. Change-Point Detection

We follow here the simulation set-up in Sections V-A and V-C of Wang and Samworth [37]. Assume that the random variables are normal with variances that are unknown but equal within sequence. These variances are estimated using median absolute differences of adjacent observations and after normalization, the random variables are treated like unit variance normal.

In the first study there is exactly one change-point \(\tau_1\). Consider \(\mu_t^n = 0\) for \(t < \tau_1\) and all \(n\). For \(t > \tau_1\), let
\[
\mu_t^n = \begin{cases} 
0.8 \sqrt{n \sum_{m=1}^{V-1} m^{-1}} & \text{if } n \leq V, \\
0 & \text{if } n > V.
\end{cases}
\]
The objective is to estimate \(\tau_1\) assuming we know there is exactly one change-point. We estimate \(\tau_1\) here by
\[
\hat{\tau}_1 = \arg \max_{0 < t < T} \frac{\rho_{\text{pen}}}{N} (\mu_0^T),
\]
where \(\rho_{\text{pen}}\) is the penalized sparse score with \(\lambda_1 = 1\) and \(\lambda_2 = \frac{\sqrt{T}}{\log \log T}\).

We simulate the probabilities that \(|\hat{\tau}_1 - \tau_1| \leq k\) for \(k = 3\) and 10, and compare against the INSPECT algorithm and the scan algorithm of Enikeeva and Harchaoui [15]. These two algorithms have the best numerical performances in Wang and Samworth [37]. The comparisons in Table I show that the sparse likelihood algorithm performs well.

In the second study there are three change-points within \(N = 200\) sequences of length \(T = 2000\), at \(\tau_1 = 500\), \(\tau_2 = 1000\) and \(\tau_3 = 1500\). At each change-point exactly 40 sequences undergo mean changes. Six scenarios are considered, corresponding to
\[
\mu_{\tau_{j+1}}^k - \mu_{\tau_j}^{k+1} = 4 \sqrt{\frac{n \sum_{m=1}^{40} m^{-1}}{\sqrt{T}}},
\]
for \(1 \leq j \leq 3\) and \(1 \leq n \leq 40\), for \(r = 0.4, 0.6\) and \(k = 0, 20, 40\). For \(k = 0\), the mean changes are within the same 40 sequences at all three change-points, whereas for \(k = 40\) the mean changes at all three change-points are on distinct sequences. For \(k = 20\), there is partial overlap of the sequences having mean changes at adjacent change-points.
The number of estimated change-points over 100 simulated datasets on each sequence is recorded, as well as the adjusted Rand index (ARI), see Rand [32] and Hubert and Arabie [19], to measure the quality of the change-point estimation.

In the application of the sparse likelihood algorithm, we select $h_1 = 1$ and $h_{i+1} = \lceil 1.1 h_i \rceil$ for $i \geq 1$, and $d_i = \lceil h_i / i \rceil$, for a total of $i_T = 61$ window lengths. We select critical value $c_T = 5$ and parameters $\lambda_1 = 1$, $\lambda_2 = \sqrt{\frac{\log T}{\log \log T}} \approx 1.94$.

Wang and Samworth [37] showed that INSPECT achieves average ARI of 0.90 when $r = 0.6$ and either 0.73 (for $k = 20$) or 0.74 (for $k = 0$ and 40) when $r = 0.4$, comparable to sparse likelihood, see Table II.

In addition to INSPECT, Wang and Samworth [37] considered DC, SBS and scan, as well as the CUSUM aggregation algorithms of Jirak [23] and Horváth and Hušková [18], with average ARI in the range 0.77–0.87 when $r = 0.6$ and 0.68–0.72 when $r = 0.4$. The simulations are performed with $N = 100$ and $V$ ranging from 1 to 100, with critical values chosen to satisfy Type I error probability $\alpha = 0.01$. For the likelihood score we consider (5) with parameters $\lambda_1 = 0$ and $\lambda_2 = 1$. Figure 3 shows that whereas the HC test statistic does better

### Table I

| $k$ | $V$ | SL | INSPECT | scan |
|-----|-----|----|---------|------|
| $T = 500$ | 3 | 0.511 | 0.801 | 0.487 | 0.785 |
| $N = 500$ | 5 | 0.466 | 0.740 | 0.427 | 0.718 |
| $T = 500$ | 10 | 0.398 | 0.645 | 0.370 | 0.637 |
| $N = 500$ | 22 | 0.319 | 0.553 | 0.282 | 0.547 |
| $T = 500$ | 50 | 0.244 | 0.462 | 0.211 | 0.453 |
| $N = 500$ | 500 | 0.177 | 0.339 | 0.148 | 0.335 |

### Table II

| $r$ | $k$ | # change-points | ARI |
|-----|-----|-----------------|-----|
| 0.6 | 20 | 80 | 8 | 1 | 0.91 |
| 0.4 | 40 | 10 | 12 | 0 | 0.91 |
| 0.6 | 40 | 68 | 26 | 6 | 0 | 0.75 |

Fig. 3. Power of the likelihood score, HC and Berk-Jones test statistics for Gaussian mixtures, with means $\mu^1 = 2$ (or 3), $\mu^n = 1$ for $2 \leq n \leq V$ and $\mu^n = 0$ for $V < n \leq 100$. $\mu^n = 2\Phi(-|Z^n|)$ are applied. This exercise is repeated with $\mu^1 = 3$ in place of $\mu^1 = 2$. The number of estimated change-points over 100 simulated datasets on each sequence is recorded, as well as the adjusted Rand index (ARI), see Rand [32] and Hubert and Arabie [19], to measure the quality of the change-point estimation.

In the application of the sparse likelihood algorithm, we select $h_1 = 1$ and $h_{i+1} = \lceil 1.1 h_i \rceil$ for $i \geq 1$, and $d_i = \lceil h_i / i \rceil$, for a total of $i_T = 61$ window lengths. We select critical value $c_T = 5$ and parameters $\lambda_1 = 1$, $\lambda_2 = \sqrt{\frac{\log T}{\log \log T}} \approx 1.94$.

Wang and Samworth [37] showed that INSPECT achieves average ARI of 0.90 when $r = 0.6$ and either 0.73 (for $k = 20$) or 0.74 (for $k = 0$ and 40) when $r = 0.4$, comparable to sparse likelihood, see Table II.

In addition to INSPECT, Wang and Samworth [37] considered DC, SBS and scan, as well as the CUSUM aggregation algorithms of Jirak [23] and Horváth and Hušková [18], with average ARI in the range 0.77–0.87 when $r = 0.6$ and 0.68–0.72 when $r = 0.4$. The simulations are performed with $N = 100$ and $V$ ranging from 1 to 100, with critical values chosen to satisfy Type I error probability $\alpha = 0.01$. For the likelihood score we consider (5) with parameters $\lambda_1 = 0$ and $\lambda_2 = 1$. Figure 3 shows that whereas the HC test statistic does better
for smaller $V$, both the Berk-Jones test statistic and likelihood score have more power for larger $V$. The likelihood score is moderately better compared to the Berk-Jones test statistic over a broad range of $V$.

**APPENDIX A**

**Proof of Theorem 1**

Since $c_N \to \infty$, by Markov’s inequality $P_0(\ell_N(p) \geq c_N) \leq \frac{c_N}{N} \to 0$. The proof of $P_{\mu_N}(\ell_N(p) < c_N) \to 0$ applies Lemmas 1 and 2 below. Lemma 1 says that the sum $\sum_{i=0}^{N-1} \lambda_i \leq 1$. For fixed $N$, the p-value is divided by at least 2. Their proofs are at the end of Appendix A.

**Lemma 1.** Let $q = (q_1, \ldots, q_N)$, with $q_n \sim i.i.d.$ Uniform(0, 1). For fixed $\lambda_1 \geq 0$ and $\delta > 0$, $\sup_{\lambda_2 \leq \lambda_2 \leq \sqrt{\log N}} P(\ell_N(q) \leq -\lambda_2^2 \sqrt{\log N}) \to 0$.

**Lemma 2.** For $\lambda_1 > 0$ fixed, $\delta \leq \lambda_2 \leq \sqrt{\log N}$ for some $\delta > 0$ and $\xi_n = o(N^{-\delta})$ for some $n > 0$ such that $\xi_n \geq \lambda_2 N$. Let

$$E_{\mu_N}(\#\Gamma) = \frac{N^\beta}{\log N} f_1(p) + \frac{\lambda_1}{\log N} f_2(p),$$

where $f_1(p) = \frac{1}{p(2-\log p)^2} - \frac{1}{2}$, $f_2(p) = \frac{1}{\sqrt{\beta}} - \lambda_1 \geq 0$ and $\delta \leq \lambda_2 \leq \frac{N}{2}$ for some $\delta > 0$. Let $\gamma = \frac{1}{N \log N}$. Since $x_N(r_N) \geq 0$ and $x_N(1) \geq -\frac{1}{2} \geq -\frac{1}{12}$ for $N$ large and log(1 + $x$) $\leq x - x^2$ for $x \geq -\frac{1}{2}$,

$$\ell_N(q) = \sum_{n=1}^{N} \log(1 + x_N(q_n)) \geq \sum_{n=1}^{N} h_N(q_n) - \sum_{n=1}^{N} h_N^2(q_n),$$

where $h_N(q) = x_N(q) 1_{\{q_n \geq r_N\}}$. By Chebyshev’s inequality and the bounds in (29)–(31) below.

$$P(\ell_N(q) \leq -\lambda_2 \sqrt{\log N}) \leq \frac{1}{N^2} \left( \sum_{n=1}^{N} \frac{h_N^2(q_n)}{N \log N} \right) \leq \frac{1}{N^2} \left( \sum_{n=1}^{N} \frac{N \log N}{N \log N} - \frac{N \log N}{N \log N} \right) \to 0.$$
\[
\begin{align*}
\leq & \frac{2\lambda_2^2 (\log N)^2}{N^2} \int_{r_N}^{1} \frac{dq}{q(2-\log q)^2} + \frac{\lambda_2^2}{N \log N} \int_{r_N}^{1} \frac{dq}{q} \\
\leq & \frac{2\lambda_2^2 (\log N)^2}{N^2} \left( \int_{r_N}^{1} \frac{dq}{q} + \frac{1}{(2-\log N)^2} \int_{r_N}^{N} \frac{dq}{q} \right) \\
\leq & \frac{\lambda_2^2 + \lambda_2^2}{N \log N}.
\end{align*}
\]

**Proof of Lemma 2:** For \( \frac{\lambda_2^2}{N^2} \leq r \leq 2\xi_N, |\log r| \leq \log N \), and therefore

\[
\frac{\lambda_2 \log N}{\sqrt{N \log N}} f_2(r) \sim \frac{1}{\lambda_2 \sqrt{N} \log N} \rightarrow 0.
\]

Moreover,

\[
\frac{\lambda_2 \log N}{\sqrt{N \log N}} f_2(r) \sim \frac{\lambda_2}{\sqrt{N} \log N} \rightarrow 0.
\]

Hence by \( \log(1+x) \sim x \) as \( x \rightarrow 0 \),

\[
\ell_N(r) \sim \frac{\lambda_2}{\sqrt{N} \log N}.
\]

**Case 1:** \( \frac{\lambda_2^2}{2N} \leq p \leq \xi_N \). By (32) and \( q \geq 2p \),

\[
\ell_N(p) - \ell_N(q) \geq \ell_N(p) - \ell_N(2p) \sim (1 - \frac{\lambda_2^2}{4N^2}) \frac{\lambda_2}{\sqrt{N} \log N} > 0.
\]

**Case 2:** \( p < \frac{\lambda_2^2}{2N} \). By (32), \( q \geq \frac{\lambda_2^2}{2N} \) and \( \xi_N \geq \frac{\lambda_2^2}{2N} \),

\[
\ell_N(p) - \ell_N(q) \geq \ell_N(\frac{\lambda_2^2}{2N}) - \ell_N(\frac{\lambda_2^2}{2N}) \sim (1 - \frac{\lambda_2^2}{2}) \frac{\lambda_2}{\sqrt{N} \log N} > 0.
\]

**Appendix B

**Proof of Theorem 2**

**Proof of Theorem 2(a):** Consider first \( \eta = 0 \), that is \( \Delta > 0 \) not varying with \( T \). Proceed as in the proof of Theorem 2(a), but with \( h = \lceil 4(1-\epsilon)p_{k}(\beta,\xi) \lambda_2 \log N \rceil \), and \( P_k \) probability under which, independently for \( 1 \leq n \leq N \), \( Q^n = 1 \) with probability \( 2N^{-\beta} \) and \( Q^n = 0 \) otherwise. When \( Q^n = 1 \), (33) holds. When \( Q^n = 0 \), \( \mu_0 = \cdots = \mu_T = 0 \).

By the law of large numbers, \( P_1(\mu \in \Omega(h, \Delta, V)) = P_1(\sum_{n=1}^{N} Q^n \geq V) \rightarrow 1 \). Hence by (35) it suffices to show (36) with

\[
L_1 = \prod_{n=1}^{N} \left[ 1 + 2N^{-\beta}(e^{\frac{2B_N \Delta}{\sqrt{N} \log N} - \frac{h_2^2}{2}} - 1) \right],
\]

\[
Z^n = \sqrt{\frac{h_2}{2}} (X_{n-2} - X_{n-2}^{\infty}) \sim N \left( Q^n \Delta \sqrt{\frac{h_2}{2}} \right).
\]

**Case 1:** \( \frac{3(1-\xi)}{2} \leq \beta < \frac{3(1-\xi)}{4} \). Recall that \( p_{\xi}(\beta, \xi) = \beta - \frac{1-\xi}{4} \).

By (38) and (39),

\[
E_1 L_1 = (1 + 4N^{-2\beta}[\exp(h_2^2) - 1])^N \leq \exp(4N^{-2\beta}[\exp(h_2^2) - 1]) = \exp(4N^{-2\beta}[\exp(\beta, \xi)]).
\]

Since \( \log K = \log(\lceil \frac{T}{2N} \rceil) \sim N^\xi \), it follows that \( P_1(L_1 \leq \frac{K}{K-1}) \geq 1 - K^{-1} E_1 L_1 \rightarrow 1 \) and (36) holds.
Case 2: \( 3(1 - \Omega) \leq \beta < 1 - \zeta \). Recall that \( \rho_Z(\beta, \zeta) = (\sqrt{1 - \zeta} - \sqrt{1 - \zeta - \beta})^2 \). Express \( \log L_1 = \sum_{i=0}^{3} R_i \), where

\[
R_i = \sum_{n \in \Gamma_i} \log \left( 1 + 2N^{-\beta} \exp \left( Z^n \Delta \sqrt{\frac{h}{2}} - \frac{\Delta^2 q}{4} \right) \right),
\]

\[\Gamma_0 = \{ n : Q^n = 0 \}, \quad \Gamma_1 = \{ n : Q^n = 1, Z^n \leq 2(1 - \zeta) \log N \}, \quad \Gamma_2 = \{ n : Q^n = 1, 2(1 - \zeta) \log N < Z^n \leq 2 \sqrt{2 \log N} \}, \quad \Gamma_3 = \{ n : Q^n = 1, Z^n > 2 \sqrt{2 \log N} \}.\]

We show (36) by showing that

\[
P_i(R_i \geq \frac{1}{4} \log K) \rightarrow 0 \quad \text{for } 0 \leq i \leq 3. \tag{40}
\]

\( i = 3: \) Since \( \Delta \sqrt{\frac{h}{2}} \leq 2 \sqrt{t \log N} \),

\[
P_1(R_3 > 0) \leq 2N^{1-\beta} \Phi(- \sqrt{2 \log N}) \rightarrow 0.
\]

\( i = 2: \) Since

\[
\Delta \sqrt{\frac{h}{2}} \leq \sqrt{2(1 - \zeta) \log N} - \sqrt{2(1 - \zeta - \beta) \log N} - \sqrt{2 \delta \log N}
\]

for some \( \delta > 0 \), it follows that

\[
\Phi \left( \Delta \sqrt{\frac{h}{2}} - \sqrt{2(1 - \zeta) \log N} \right) = O(N^{\zeta + \beta - 1 - \delta}).
\]

Hence

\[
E_i R_i \leq E_i (\#T_2) \log (1 + 2N^{4-\beta}) \leq (N^{1-\beta} \log N) \Phi \left( \Delta \sqrt{\frac{h}{2}} - \sqrt{2(1 - \zeta) \log N} \right) = O(N^{\zeta - \delta} \log N),
\]

and (40) follows from \( \log K \sim N^\zeta \).\hfill \Box

\[\square \]

### Proof of (42): It suffices to show that

\[1 - 2\beta - (\sqrt{1 - \zeta} - 2 \sqrt{1 - \epsilon}) \rho_Z(\beta, \zeta) + 2(1 - \epsilon) \rho_Z(\beta, \zeta) < \zeta. \tag{43}\]

Let \( m(\rho) = -(\sqrt{1 - \zeta} - 2 \sqrt{\beta})^2 + 2 \rho \). Inequality (43) follows from

\[
m(\rho_Z(\beta, \zeta)) = -(\sqrt{1 - \zeta} - 2 \sqrt{\beta})^2 + 2 \rho_Z(\beta, \zeta) = -(2 \sqrt{1 - \zeta} - \sqrt{1 - \zeta - \beta})^2 + 2 \sqrt{2(1 - \zeta - \beta) \log N} \leq 1 - \zeta - 2(1 - \zeta - \beta) = \zeta - 1 + 2 \beta,
\]

and

\[
\frac{d}{dp} m(\rho) = 2 \rho^{-\frac{1}{2}} (\sqrt{1 - \zeta} - 2 \sqrt{\beta}) + 2 = 2 \rho^{-\frac{1}{2}} \sqrt{1 - \zeta} - 2 > 0 \quad \text{for } \rho < 1 - \zeta.
\]

### Appendix C

**Proof of Theorem 3**

For \((s, t, u) \in A_i(T)\), the penalty of the SL scores is \( \log (\frac{T}{1 - \frac{1}{t - s}}) \) and \( \gamma_T - \log(\sum_{i=1}^{\#T} \frac{h_i}{x_i}) \rightarrow \infty \) for \( \mu \in \Omega_0 \).

\[
P_\mu (\text{Type 1 error}) \leq \sum_{i=1}^{\#T} \sum_{(s, t, u) \in A_i(T)} P_\mu (\ell_N(P_{stu}) \geq \gamma_T + \log \left( \frac{T}{x_i} \right))
\]

\[
= 2 \exp(-c_T - \log \left( \frac{T}{\gamma_T} \right))
\]

\[
= 2 e^{-c_T} \sum_{i=1}^{\#T} \frac{h_i}{x_i} \rightarrow 0.
\]

Consider \( \mu \in \Omega_1(\Delta, h, V) \) and let \( \tau_j \) be the change-point satisfying the conditions in the definition of \( \Omega_1(\Delta, h, V) \). Let \( Q^n = 1 \) if \(|\mu_{\tau_j + 1} - \mu_{\tau_j}| \geq \Delta \) and \( Q^n = 0 \) otherwise. We assume without loss of generality that \( 0 < \epsilon < 1 \).

To aid in the checking of the proof of Theorem 3, we provide here the key ideas. Let \( j \) be such that

\[\min(\tau_j - \tau_{j-1}, \tau_{j+1} - \tau_j) \geq h \text{ and } m_{j, \Delta} \geq V.\]

Consider \( \Delta > 0 \) fixed and \( V \sim N^{1-\beta} \) for some \( \frac{1 - \zeta}{2} < \beta < 1 - \zeta \). Since \( h \rightarrow \infty \), it follows from (12) that for \( N \) large we are able to find \((s, t, u) = (s(ik), t(ik), u(ik))\) close to \((\tau_j - h, \tau_j, \tau_j + h)\) such that

\[
E_\mu Z_{stu}^n \geq [1 + o(1)] \frac{h_A^2}{2} \text{ for } n \text{ satisfying } |\mu_{\tau_{j+1}} - \mu_{\tau_j}| \geq \Delta. \tag{45}\]

Recall that \( p_{stu}^n = 2 \Phi(- |Z_{stu}^n|) \) and let \( q_{stu}^n = \Phi(- |Z_{stu}^n| + E_\mu Z_{stu}^n + \Phi(- |Z_{stu}^n| - E_\mu Z_{stu}^n)) \).

Let

\[
\Gamma = \{ n : |Z_{stu}^n| \geq \sqrt{2\omega \log N}, \quad q_{stu}^n \geq N^{\zeta - 1}, \quad |\mu_{\tau_{j+1}} - \mu_{\tau_j}| \geq \Delta, \quad |\mu_{\tau_{j+1}} - \mu_{\tau_j}| \geq \Delta \}
\]

and

The last step above is shown below. Since

\[
R_1 \geq (\# \Gamma_1) \log(1 - 2N^{-\beta}) \leq -2N^{1-2\beta} = o(N^\zeta),
\]

and \( \log K \sim N^\zeta \), (40) follows from (42) and Markov’s inequality.

\[\square\]
with \( \omega = 1 - \zeta \) when \( \frac{3(1-\zeta)}{4} < \beta < 1 - \zeta \) and \( \omega = 4(\beta - \frac{1-\zeta}{2}) \) when \( \frac{1-\zeta}{2} < \beta \leq \frac{3(1-\zeta)}{4} \). It follows from Lemmas 1 and 2 that with probability tending to 1,

\[
\ell_N(p_{stu}) \geq \ell_N(q_{stu}) + (\#\Gamma) \frac{\lambda_2}{4\sqrt{N \xi_N \log N}} \\
\geq -\lambda_2 \frac{\sqrt{\log N}}{4\sqrt{N \xi_N \log N}}
\]

for \( \xi_N = N^{-\omega} \).

Since the penalty \( \log \left( \frac{T}{4} \left( \frac{1}{\eta_T} + \frac{1}{\eta_T} \right) \right) \leq \log T \sim N \xi_N \), it suffices to show that exists \( \delta > 0 \) such that

\[
E_\mu(\#\Gamma) \geq \left\{ \begin{array}{ll} \frac{N^\delta + \delta}{2} & \text{if } \frac{3(1-\zeta)}{4} < \beta < 1 - \zeta, \\ N^{\frac{\delta}{2}} - 2\beta - \frac{\delta}{2} & \text{if } \frac{1-\zeta}{2} \leq \beta \leq \frac{3(1-\zeta)}{4}. \end{array} \right.
\]

(47)

\[ \square \]

**Proof of Theorem 3(a):** Consider first \( \eta > 0 \), that is \( \Delta > 0 \) not varying with \( T \), and \( V = \frac{o(\log T)}{\log N} \). Since \( h = 4(1+\epsilon)(\log T) \to \infty \), \( h_{i+1} \to 1 \) and \( d_i = o(h_i) \), for large \( T \) there exists

\[
h_i \geq 4(1+\epsilon)^\frac{1}{2} (\log T)^{-1}
\]

such that for all \( \mu \in \Omega_1(h, \Delta, V) \), there exists \( k \) satisfying

\[
\tau_{j-1} < s(ik) < u(ik) < \tau_{j+1} \text{ and } |t(ik) - \tau_j| \leq \frac{d_k}{2}.
\]

Hence when \( Q^n \),

\[
|E_\mu Z_{stu}^n| \geq \Delta(1 - \frac{d_k}{2n}) \frac{\log T}{2T} \geq 2(1+\epsilon)^{\frac{1}{2}} V^{-1} \log T,
\]

where \( (s, t, u) = (s(ik), t(ik), u(ik)) \).

Let \( \Gamma = \{ n : Q^n = 1, |Z_{stu}^n| \geq \sqrt{2(1+\epsilon)^{\frac{1}{2}} (\log T)} \} \). Let \( p_{stu}^n = 2\Phi(-|Z_{stu}^n|) \) and \( q_{stu}^n = \Phi(-|Z_{stu}^n|) + E_\mu Z_{stu}^n \). Since \( q^n \sim \text{Uniform}(0,1) \) and \( E_\mu(\ell_N(q_{stu}^n)) \geq 2 \log N \),

\[
E_\mu(\ell_N(q_{stu}^n)) 
\geq \frac{N^\delta}{2} \frac{\sqrt{\log N}}{4\sqrt{N \xi_N \log N}}
\]

and \( |E_\mu Z_{stu}^n| \) by Lemma 1, with probability tending to 1,

\[
\ell_N(p_{stu}) \geq \ell_N(q_{stu}) + (\#\Gamma) \frac{\lambda_2}{4\sqrt{N \xi_N \log N}} \\
\geq -\lambda_2 \frac{\sqrt{\log N}}{4\sqrt{N \xi_N \log N}}
\]

Since the penalty \( \log \left( \frac{T}{4} \left( \frac{1}{\eta_T} + \frac{1}{\eta_T} \right) \right) \leq \log T \) and \( c_T = o(\log T) \), it follows that \( E_\mu(\ell_N(p_{stu})) \geq c_T \to 1 \).

Consider next \( \Delta = CT^{-\eta} \) for \( 0 < \eta < \frac{1}{2} \) and \( V = o(\log T) \). Let \( h_i \geq (1 - 2\eta)(1+\epsilon)^{\frac{1}{2}} (\log T) \) be such that for all \( \mu \in \Omega_1(h, \Delta, V) \), (48) holds for some \( k \).

Let \( \Gamma = \{ n : Q^n = 1, |Z_{stu}^n| \geq \sqrt{2(1-2\eta)(1+\epsilon)^{\frac{1}{2}} (\log T)} \} \)

and define \( p_{stu}^n \) and \( q_{stu}^n \) as above.

By the arguments in (51), with probability tending to 1,

\[
\ell_N(p_{stu}) \geq (1-2\eta)(1+\epsilon)^{\frac{1}{2}} \log T.
\]

Since \( \Delta = CT^{-\eta} \), it follows that \( h_i \geq T^{2\eta} \log N \) and the penalty \( \log \left( \frac{T}{4} \left( \frac{1}{\eta_T} + \frac{1}{\eta_T} \right) \right) \leq (2-2\eta) \log T \) for \( T \) large. Hence by \( c_T = o(\log T) \) we conclude \( E_\mu(\ell_N(p_{stu})) \geq c_T \to 1 \).

**Proof of Theorem 3(b):** Case 1: \( V \sim N^{1-\beta} \) for \( \frac{3(1-\zeta)}{4} \leq \beta < 1 - \zeta \). Since \( h\Delta^2 = 4(1+\epsilon)(\sqrt{1-\zeta} - \sqrt{1-\zeta - \beta})^2 \log N \) and \( d_i = o(h_i) \), for large \( N \) there exists \( i \) satisfying \( h_i \geq (1 + \epsilon)^{-\frac{1}{2}} \) such that whenever \( Q^n \),

\[
|E_\mu Z_{stu}^n| \geq \Delta(1 - \frac{d_k}{2n}) \frac{\log T}{2T} \geq 2\sqrt{\nu \log N},
\]

where \( (s, t, u) = (s(ik), t(ik), u(ik)) \) for \( k \) satisfying (48). For \( \Gamma \) defined in (46),

\[
E_\mu(\#\Gamma) \geq V[\Phi(-\sqrt{2(1-\zeta)} \log N + \sqrt{2\nu \log N}] \\
\geq N^{1-\beta-(\sqrt{1-\zeta-\sqrt{\nu}})^2} \log N)^{-\frac{1}{2}},
\]

and (47) follows from

\[
\sqrt{1-\zeta} > \sqrt{\nu} > \sqrt{1-\zeta - \sqrt{1-\zeta - \beta}}.
\]

Case 2: \( V \sim N^{1-\beta} \) for \( \frac{\sqrt{1-\zeta}}{2} < \beta < \frac{3(1-\zeta)}{4} \). Since \( h\Delta^2 = 4(1+\epsilon)(\sqrt{1-\zeta} - \frac{\sqrt{1-\zeta}}{2}) \log N \), for large \( N \) there exists \( h_i \geq (1 + \epsilon)^{-\frac{1}{2}} \) such that whenever \( Q^n \),

\[
|E_\mu Z_{stu}^n| \geq \Delta(1 - \frac{d_k}{2n}) \frac{\log T}{2T} \geq 2\sqrt{\nu \log N},
\]

with \( (s, t, u) = (s(ik), t(ik), u(ik)) \) for \( k \) satisfying (48). For \( \Gamma \) defined in (46),

\[
E_\mu(\#\Gamma) \geq V[\Phi(-\sqrt{2(1-\zeta)} \log N + \sqrt{2\nu \log N}] \\
\geq N^{1-\beta-(\sqrt{1-\zeta-\sqrt{\nu}})^2} \log N)^{-\frac{1}{2}},
\]

and (47) follows from

\[
2\sqrt{\beta - \frac{\sqrt{1-\zeta}}{2}} > \sqrt{\nu} \geq \sqrt{\beta - \frac{\sqrt{1-\zeta}}{2}}.
\]

\[ \square \]

**Appendix D**

**Proof of Theorem 4(a):** Let \( h = \lfloor \frac{(1-\epsilon) \log T}{\mu V T} \rfloor \) for some \( 0 < \epsilon < 1 \). Let \( P_0 \) denote probability with respect to \( \mu^n_0 = \frac{1}{2\epsilon^2} \mu_0 \) for all \( n \) and \( t \). Let \( t_k = (2k-1)h \). Let \( E_k \) and \( Var_k \) denote expectation and variance respectively with respect to \( P_k \). Let

\[
U^n = S_{0h}^n \log \left( \frac{T}{4(1+\epsilon)} \right) + S_{n,2h}^n \log \left( \frac{T}{4(1+\epsilon)} \right),
\]

(55)

\[
L_1 = \frac{\partial^2}{\partial T^2} (X) = \sum_{n=1}^N \exp(U^n).
\]

(56)
By (35)–(36), it suffices to show that
\[ P_1 (L_1 \leq K) \to 1 \text{ as } T \to \infty. \tag{57} \]
Since \( E_1 (\log L_1) = \mu_0 + V_1 r \) and Var\( \{ \log L_1 \} = \sigma_0 + V_1 r \), where \( C_r = r [\log (2 e^{-1} r)]^2 + [\log (2 e^{-1} r)]^2 \), by Chebyshev's inequality,
\[ P_1 (L_1 \leq K) \geq 1 - \frac{\sigma_0 + V_1 r}{(\log \mu_0 + V_1 r)^2} \to 1, \]
and (57) holds. \( \Box \)

We preface the proof of Theorem 4(b) with Lemma 3, which provides an alternative representation of \( \rho_r (\beta, \zeta) \). Let
\[ D(\omega) = \frac{1}{1+\beta} \log \left( \frac{2g(2\omega)}{2} \right) + \frac{\beta}{1+\beta} \log \left( \frac{2g(2\omega)}{2} \right), \]
\[ g(\omega) = (1+\beta)^2. \tag{58} \]
Let \( \xi(\omega) = \frac{\beta}{2g(2\omega)} \). Recall from (21) that
\[ \rho_r (\beta, \zeta) = \max_{\frac{1}{2} < \omega \leq 2} \xi(\omega) \text{ for } \frac{1}{2} < \beta < 1 - \zeta. \tag{59} \]

**Lemma 3:** For \( \frac{1}{2} < \beta < \frac{1}{2} < \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right] \), \( \xi(\omega) \) achieves its maximum at \( \omega = 2 \) and
\[ \rho_r (\beta, \zeta) = \frac{\beta}{2g(2\omega)} \tag{60} \]
For \( \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right] < \frac{1}{2} < 1 \), \( \xi(\omega) \) achieves its maximum at some \( \omega < 2 \) and
\[ \rho_r (\beta, \zeta) = \frac{1}{2g(2\omega)} \tag{61} \]

**Proof:** Since
\[ \frac{d}{d\omega} \log \xi(\omega) = \frac{2g(2\omega) - 1}{\beta (2g(2\omega))}, \]
\[ \frac{d}{d\omega} g(\omega) = \frac{d}{d\omega} [\log (\frac{2g(2\omega)}{2})] \]
\[ = \frac{2g(2\omega) - 1}{\beta (2g(2\omega))}, \]
\[ \therefore \frac{d}{d\omega} g(\omega) = \frac{2g(2\omega) - 1}{\beta (2g(2\omega))}, \]
it follows that \( \frac{d}{d\omega} \log \xi(\omega) = 0 \) when
\[ \omega^{-2} (1 - \zeta) [2g(\omega) (1 - 1 - 1)] = 2 [\beta - \omega^{-1} (1 - \zeta) D(\omega)] \]
that is when
\[ \frac{1}{2} < \frac{1}{2} < \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right], \]for \( \frac{1}{2} < \beta < \frac{1}{2} < \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right] \), the solution of \( \omega \) to (63) is at least 2 and the maximum in (59) is attained at \( \omega = 2 \). We conclude (60). For \( \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right] < \frac{1}{2} < 1 \), the solution of \( \omega \) to (63) lies in the interval \( (\frac{1}{2}, 2) \). We conclude (61) from (59) and a rearrangement of (62). \( \Box \)

**Proof of Theorem 4(b):** For \( \frac{1}{2} < \beta < 1 - \zeta \), let \( \omega \) be the maximizer in
\[ \rho_r (\beta, \zeta) = \max_{\frac{1}{2} < \omega \leq 2} \frac{\beta - \omega^{-1} (1 - \zeta) D(\omega)}{2g(2\omega)}, \tag{64} \]
Let \( h = \left[ \frac{1 - e^{-e^{-1} \omega}}{\mu_0} N \right] \) for some \( \epsilon > 0 \). Let \( P_0 \) denote probability with respect to \( \mu_n = g(\omega) \mu_0 \) for all \( n \) and \( t \).
Let \( t_k = (2k - 1)k \hbar \). Let \( P_k \), \( 1 \leq k \leq K \leq \left[ \frac{T}{h} \right] \), denote probability under which for \( 1 \leq k \leq N \),
\[ Q^n = 1 \text{ with probability } 2N^{-\beta}, \] and \( Q^n = 0 \) otherwise. When \( Q^n = 1 \),
\[ \mu^n_t = \begin{cases} \mu_0 & \text{for } t < k < h \leq t \leq k, \\ r \mu_0 & \text{for } t < k \leq t \leq k + h, \\ g(\omega) \mu_0 & \text{for } t \leq k - h \text{ and } t > k + h. \end{cases} \tag{65} \]
When \( Q^n = 0 \), \( \mu^n_t = r \mu_0 \). Let \( E_1 \) denote expectation with respect to \( P_1 \). Let \( P_Q = P([Q^n] = 1) \) and let \( E_Q \) denote expectation with respect to \( P_Q \).

By (35)–(36), it suffices to show (57) for
\[ L_1 = \frac{\mu}{\mu_0} (X) = \prod_{n=0}^{N} \left( 1 + 2N^{-\beta} \exp(U^n) - 1 \right), \]for \( U^n = S_{0h} \exp(\log(\frac{r}{g(\omega)}) - h\mu_0 [1 + r - 2g(\omega)] \)
For notational simplicity, let \( S_{0h} = S_{0h}^1 \) and \( S_{h,2h} = S_{h,2h}^1 \).

By \( X \sim \text{Poisson} (\lambda) \) and constant \( C > 0 \),
\[ E(C^X) = \sum_{x=0}^{\infty} e^{-\lambda C} \frac{(\zeta)^x}{x!} = e^{\lambda (C - 1)} \tag{67} \]
This identity is applied in (68), (71) and (72).

**Case 1:** \( \frac{1}{2} < \frac{1}{2} \leq \frac{1}{2} \left[ 1 + 2g(2\omega) - 1 - r \right] \), \( \omega = 2 \). By Lemma 2, (65)–(67) and \( [g(2)]^2 = \frac{1}{2}, \]
\[ E_Q \exp(U^n) \]
\[ = E_Q (\frac{1}{g(\omega)}) S_{0h} \exp(\frac{r}{g(\omega)}) S_{h,2h}^1 \exp(-h \mu_0 [1 + r - 2g(2)]) \]
\[ = \exp(h \mu_0 [\frac{r}{g(\omega)} - 1 + \frac{r}{g(\omega)} - r]) - \exp(2h \mu_0 [2g(2) - 1 - r]) \]
\[ \exp(h \mu_0 [2g(2) - 1 + r]) \leq N^{(1 - \epsilon)(2\beta - 1 + \epsilon)} \]
Hence
\[ E_1 L_1 = (1 + 4N^{-\beta} \exp(U^n) - 1)^N \leq \exp(4N^{-\beta}) = o(K), \]
where \( \delta = \epsilon(2\beta - 1 + \epsilon) \), and (57) holds.

**Case 2:** \( \frac{1}{2} \left[ 1 + \frac{2g(2\omega) - 1}{2} \right] < \frac{1}{2} < 1 \). Express
\[ \log L_1 = R_0 + R_1, \]
where
\[ R_1 = \sum_{n \in \Gamma} \log \left( 1 + 2N^{-\beta} \exp(U^n) - 1 \right), \]
\[ \Gamma_0 = \{ n : Q^n = 0 \} \cup \{ n : Q^n = 1, \exp(U^n) \leq N^{\beta} \}, \]
\[ \Gamma_1 = \{ n : Q^n = 1, \exp(U^n) > N^{\beta} \}. \]

We conclude (57) from
\[ P_1 (R_i \leq \frac{1}{2} \log K) \to 1 \text{ for } i = 0 \text{ and } 1. \tag{70} \]

\( i = 0 \): Let \( a = -1 \) with \( \omega \) the maximizer in (64). Since
\[ g(\omega) = \frac{1}{2g(2\omega)} \], by (64), (66) and (67),
\[ E_Q \exp(U^n) \]
\[ \leq N^{\beta(1 - \epsilon)} E_Q \exp(aU^n) \]
\[ = N^{\beta(1 - \epsilon)} \exp(h \mu_0 [\frac{1}{g(\omega)} - 1 + \frac{1}{g(\omega)} - r]) \]
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\[-ah\mu_0[1 + r - 2g(\omega)]\]
\[= N^{\delta(1-\alpha)} \exp(\omega h\mu_0[2g(\omega) - 1 - r])\]
\[= N^{\delta(1-\alpha)} \exp(\frac{h\mu_0(\beta\omega - 1 + \zeta)}{\mu(\beta\omega - 1 + \zeta)}) \leq N^{2\beta - 1 + \zeta - \delta},\]
where \(\delta = \epsilon(\beta\omega - 1 + \zeta).\) Since \(E_0 \exp(U^n) = 1,\) it follows from (71) that
\[E_1 \exp(R_0) \leq (1 + 4N^{-2})E_0[\exp(U^n)1_{\{1 \in \Gamma_0\}}] \leq \exp(4N^{-\delta}),\]
and (70) holds.

Let \(i = 1: \) Express \(U^1 = v_1 S_{0h} + v_2 S_{1h} - z,\) where \(v_1 = \log(\frac{1}{\delta(\gamma_w)}), v_2 = \log(\frac{1}{\delta(\gamma_w)})\) and \(z = h\mu_0[1 + r - 2g(\omega)].\) Since
\(\gamma(\omega) = \frac{1}{2\log(\sigma)}\), by Markov’s inequality and (67),
\[E_1(\#\Gamma) \leq 2N^{1-\beta}P_Q(e^{\alpha U^1} > N^{a\beta}) \leq 2N^{1-\beta-\alpha}e^{-\alpha_0} \exp(-\alpha)(\alpha_0 2^{-\frac{2\alpha_0}{\alpha_0}} - 1 + re^{\alpha_0} - r)\]
\[= 2N^{1-\beta}e^{-\alpha_0}\exp(-\alpha)(\alpha_0 2^{-\frac{2\alpha_0}{\alpha_0}} - 1 + re^{\alpha_0} - r)
\]
\[= 2N^{1-\beta}e^{-\alpha_0}\exp(\omega h\mu_0[2g(\omega) - 1 - r])\]
\[= 2N^{1-\beta}e^{-\alpha_0}\exp(\frac{h\mu_0(\beta\omega - 1 + \zeta)}{\mu(\beta\omega - 1 + \zeta)}) \leq N^{\zeta - \delta},\]
where \(\zeta = \epsilon(\beta\omega - 1 + \zeta).\) Since
\[R_1 \leq (\#\Gamma) \max_{n \in \Gamma} U^n_1 and P_l(\max_{n \in \Gamma} U^n_1 \geq N^{\frac{1}{2}}) \to 0,\]
we conclude (70) from (72) and Markov’s inequality. \(\square\)

**APPENDIX E**

**Proof of Theorem 5**

It follows from (44) that \(\sup_{\mu \in \Lambda_0} P_\mu(\text{Type I error}) \to 0.\)

Consider \(\mu \in \Lambda_1(h, \Delta, V)\) and let \(\tau_j\) be a change-point such that
\[\min(\tau_{j+1} - \tau_j, \tau_j - \tau_{j-1}) \geq h and m_j = \#(n : |\log(\mu^n_{h_j} / \mu^n_{h_{j-1}})| \geq \Delta),\]
where \(m_j \geq \#(n : |\log(\mu^n_{h_j} / \mu^n_{h_{j-1}})| \geq \Delta).\)

Let \(Q^n = 1 if|\log(\mu^n_{h_j} / \mu^n_{h_{j-1}})| \geq \Delta and Q^n = 0 otherwise.\)

**Proof of Theorem 5(a): Consider \(\nu = \frac{\log T}{\log N}\) and recall from (20) that \(I_r = r(\frac{2r}{2r+1}) + \log(\frac{2r}{2r+1}).\) Let \(r_1, r_2, \mu_1, \mu_2\) such that \(e^{r_1} > r_1 > r_2 > r\) and \(\mu_1 / (1 + e^{r_1}) < \mu_1 < \mu_0\) since \(hVI_{r_0} = (1 + e)r, h^i_{1+i} = 0.5,\) and \(d_i = h(i),\) \(T\) large there exists
\[h_i \geq 1 + e^{r_1}r^{-1} \log(T_{\mu_0})\]
\[\geq e^{r_1} \log(T_{\mu_0}) \geq r_1 \log(T_{\mu_0}),\]
\[|\log(E_0 Y_{\nu}^n / E_0 Y_{\nu}^n)| \geq \log r_1,\]
where \((s, t, u) = (s(ik), i(ik), u(ik)).\) Let
\[\Gamma = \{n : Q^n = 1, Y_{\nu}^n \geq (1 + r)h_i, |\log(Y_{\nu}^n / Y_{\nu}^n)| \geq \log r_1\},\]
\[\leq 2 \exp(-\mu_1 h_i I_r) \leq 2 \exp(-1 + e^{r_1} \log(T_{\mu_0})),\]
\[p_{\nu}^{n_{\nu}} \leq 2 \exp(-\mu_1 h_i I_r) \leq 2 \exp(-1 + e^{r_1} \log(T_{\mu_0})),\]
\[\frac{\log T}{\log N} \to \infty,\] for \(N\) large,
\[\ell(p_{\nu}^{n_{\nu}}) \geq (1 + e^{r_1} \log(T_{\mu_0})),\]
\[\text{Hence as } P_\mu(\nu(q_{\nu}^{n_{\nu}}) > 2 \log N) \leq N^{-2},\]
\[\text{see (50), by Lemma 1, with probability tending to } 1,\]
\[\ell_N(\nu(p_{\nu}^{n_{\nu}})) \geq \ell_N(\nu(p_{\nu}^{n_{\nu}}) + (\#\Gamma)(1 + e^{r_1} \log(T_{\mu_0}) - 2 \log N) \geq -\lambda^2 \sqrt{\log N} + (1 + e^{r_1} \log(T_{\mu_0}) - 2 \log N) \geq -\lambda^2 \sqrt{\log N} + c_T = 0(\log(T_{\mu_0}) - 2 \log N) \Rightarrow c_T = 1.\]

Since the penalty \(\log(\frac{T}{\log T}) \leq \log T, \lambda^2 \sqrt{\log N} = o(\log(T_{\mu_0}) - 2 \log N) \Rightarrow c_T = 1.\]

**Proof of Theorem 5(b): Consider \(V \sim N^{-1-\beta} for \frac{1}{2} < \beta < 1 - \zeta.\) For \(N\) large, there exists
\[\log N \geq h_{\beta}(1 + e^{r_1} \log(T_{\mu_0}) - 2 \log N) \geq \beta \zeta - \frac{1}{2},\]
\[\text{and conditioned on } Q^n = 1,\text{ either}\]
\[E_\mu Y_{\nu}^n \geq rE_\mu Y_{\nu}^n \text{ or } E_\mu Y_{\nu}^n \geq rE_\mu Y_{\nu}^n,\]
\[\text{where } (s, t, u) = (s(ik), t(ik), u(ik)).\]

By Stirling’s approximation \(x! \sim \sqrt{2\pi x} (\frac{e}{x})^x,\) for \(x \sim \text{Poisson}(\eta),\) as \(x \to \infty,\)
\[P(X = x) = e^{-\eta} \frac{x^r}{r!} \sim \frac{1}{\sqrt{2\pi \eta}} \exp[-x + x - \log(\frac{x}{e})].\]

By apply this in (80) and (85).

**Case I:** \(\frac{1}{2} \leq \beta \leq \frac{1}{2} + \frac{1}{2} \log(\eta(1 - \beta) - 1)r\)
\[P(\mu(\nu(\mu)) = [(\frac{2}{2r+1})^r h_i]\mu_0) \)
\[\text{Let } \Gamma = \{n : Q^n = 1, Y_{\nu}^n \geq (1 + r^2)h_i, |\log(Y_{\nu}^n / Y_{\nu}^n)| \geq \log r_1, \}
\[\text{Consider } Y_1 \sim \text{Poisson}(h_i, \mu_0) \text{ and } Y_2 \sim \text{Poisson}(r, h_i, \mu_0).\]

By (78) and \(h_{\beta} \leq \log N,\)
\[P(Y_1 = \[(\frac{2}{2r+1})^r h_i\mu_0]) \approx \\
\[\text{Recall that } g(2) = \frac{(1 + r^2)^r}{2r+1} and D(2) = \frac{(2r+1)^r}{2r+1} \log(\frac{2r+1}{2r+1}) \text{ see (58). By (80),}\]
\[E_\mu(\#\Gamma) \approx \\
\[\text{By (79), for } n \in \Gamma,\]
\[p_{\nu}^{n_{\nu}} \leq 2 \exp(-Y_{\nu}^n, D(2)) \leq \xi_N \]
\[\text{where } \xi_N = C_2 \exp(-2h_i, g(2)(D(2))) \text{ for } C_2 = 2e^{D(2)}.\]
Let $q_{	ext{stu}}^n = F_n(p_{	ext{stu}}^n)$ where $F_n$ is the distribution function of $p_{	ext{stu}}^n$. It follows from Lemmas 1 and 2 that with probability tending to 1,

$$
\ell_N(p_{\text{stu}}) \geq \ell_N(p_{\text{stu}}) + (\#\Gamma) \frac{\lambda_2}{2\sqrt{N\log N}} \log N \\
\geq -\lambda_2^2 \sqrt{\log N} + \frac{\lambda_2 N^{1/2 - \beta}}{(\log N)^{3/2}} \exp(h_{i\mu}\{2g(\omega) - 1 - r\}).
$$

Since $\lambda_2 \geq \frac{N^{1/2}}{\sqrt{\log N}}$ and by (76),

$$
\inf_{\beta, \zeta, \rho} \log N \geq (1 + \epsilon) \frac{1}{2} \rho_r(\beta, \zeta) \log N \geq (1 + \epsilon) \frac{1}{2} \left( \frac{\beta - \omega^{-1}(1 - \zeta)}{2g(\omega)} \right) \log N.
$$

It follows from (83) that $\ell_N(p_{\text{stu}}) \geq \frac{N^{1/2 - \beta}}{\log N}$ for $\delta = [(1 + \epsilon) \frac{1}{2} - 1][\beta - \frac{1}{2} (1 - \zeta)]$. Since the penalty $\log \left( \frac{\lambda_2}{2g(\omega)} \right) \geq \beta - \omega^{-1}(1 - \zeta)$, we conclude $P_{\mu}(\ell_N(p_{\text{stu}}) \geq c_T) \rightarrow 1$. \hfill \Box
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