Optical conductivity of warm dense matter in wide frequency range within quantum statistical and kinetic approach
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Fundamental properties of warm dense matter are described by the dielectric function, which gives access to the frequency-dependent electrical conductivity, absorption, emission and scattering of radiation, charged particles stopping and further macroscopic properties. Different approaches to the dielectric function and the related dynamical collision frequency are compared in a wide frequency range. The high-frequency limit describing inverse bremsstrahlung and the low-frequency limit of the dc conductivity are considered. Sum rules and Kramers-Kronig relation are checked for the generalized linear response theory and the standard approach following kinetic theory. The results are discussed in application to aluminum, xenon and argon plasmas.

I. INTRODUCTION

Interaction of laser radiation with matter is utilized for many modern applications, like creation of sources of high energy particles and short wavelength radiation [1–4]. Under irradiation of solid targets with intense laser pulses, matter undergoes transformations from a cold solid up to hot and dense plasma (warm dense matter, WDM) and further to weakly coupled plasmas with properties rapidly varying in time and space. Therefore, for a correct description of laser-matter interaction in very different regions of parameter values for mass density, electron and ion temperatures one needs wide-range models for the optical properties of WDM, which are determined by the permittivity or dielectric function (DF) \( \varepsilon (k, \omega) \).

Knowing wide-range expressions for \( \varepsilon (k, \omega) \) and also transport coefficients and equations of state, one can determine space and time dependencies of laser heated matter by means of hydrodynamic codes such as Lasnex [5], Medusa [6], Multi-fs [7], or the code of the JIHT group [8, 11]. Primarily, those codes use semi-empirical models for \( \varepsilon (k, \omega) \) and a corresponding effective electron-ion (electron-phonon) collision frequency [8, 12], which are derived from kinetic equations and give known limits for the case of weakly-coupled plasmas, hand-book values for cold solid, and are based on physically reasonable estimates and experimental data in the intermediate region [7, 8]. The elaboration of a systematic many-particle approach that covers distinct regions like cold metals and hot strongly coupled plasmas is a challenging problem in non-equilibrium statistical physics.

Besides this, the advantage of such an approach is the description of laser interaction with matter for a wider range of laser parameters, from infrared to X-ray wavelengths. This is requested taking in mind recent achievements in the construction of powerful laser systems operating in ultraviolet and X-ray wavelengths [13, 15]. Note that local thermodynamic equilibrium in WDM is established on the fs scale after the excitation by laser irradiation, see e.g. [16], and will be assumed for the following considerations.

The most strict many particle approach for calculating the permittivity of WDM consists of a quantum statistical (QS) description of the reaction of the system to external perturbations, see [17] (often also called “Zubarev approach”). Within the QS approach, both fundamental theoretical approaches can be derived, as it was demonstrated in a recent paper [18]: the linear response theory (LRT) [19, 20] follows from the QS formalism if one chooses moments of the particle distribution function as relevant observables, and the kinetic approach follows if density fluctuations are chosen as sets of relevant observables. In turn, the kinetic approach can be realized on the basis of quantum kinetic equations [21], or, alternatively, using classical kinetic theory (KT) [22] and the concept of cross-sections, that leads to the formulation of kinetic equations with Boltzmann or Fokker-Planck collision integrals. In the most simple form, when one can disregard electron-electron collisions, the electron-ion collision integral can be written in relaxation time approximation, which leads to simple expressions for the permittivity, which are widely used in hydrodynamic codes [7, 11, 23, 24].

Another approach using a classical method of moments which satisfies the sum rules [23] is a promising alternative to derive analytical approximations but will not be further considered here.

Following LRT, transport coefficients and expressions for inverse bremsstrahlung absorption are expressed by equilibrium correlation functions which can be calculated with the help of the Green functions technique in a systematic way. This procedure takes consistently
into account many-particle effects, such as electron and ion correlations and dynamical screening, and also effects of strong collisions relevant for large-angle scattering \[18, 26\]. Account of these effects can be essential for studies of optical properties of WDM, i.e., at temperatures of the order of \( T \sim 0.1 \div 10^2 \) eV and densities up to the order of solid ones \[19\]. An alternative to the perturbative treatment using Green functions leading to analytical expressions is the direct evaluation of the equilibrium correlation functions using molecular dynamics (MD) simulations of ions combined with the density functional theory (DFT) for the electrons as denoted by the Kubo-Greenwood approach, see \[27–30\]. The reliability of results obtained by means of perturbative (using Green functions) approaches was confirmed recently by comparison with numerical MD-simulations \[27, 31, 32\].

A consistent treatment of strong-coupling effects and the frequency dependence of the dynamical conductivity \[18, 26\] are the strength of the LRT approach. On the other hand, the respective expressions can be rather cumbersome and therefore difficult for implementation in hydrodynamic codes. This is why the elaboration of approximate semi-empirical formulas and interpolation models is of great interest, especially taking in mind the necessity to make connection with experimental data and MD simulations in the region of WDM parameters, where one can’t extract small parameters for the theory to be build.

The principal ideas of the LRT approach will be summarized in Sect. II. In particular, a generalized screening parameter taking into account dynamical screening effects is proposed. The KT following the solution of the Fokker-Planck-equations is described in Sect. II. Results are discussed in Sect. IV. A comparison will be made between calculations of the DF using LRT with results obtained from the semi-empirical model \[8, 26\] based on KT and with other models utilizing the concept of relaxation time approximation and Coulomb logarithm \[33, 34\]. In addition, calculations of an effective frequency for electron-ion collisions on the basis of quantum \[18, 25\] and classical \[22\] kinetic equations are compared. The influence of plasma inhomogenities and interband transitions will be discussed in Sect. V and investigated considering the reflectivity of shock compressed plasmas.

II. DIELECTRIC FUNCTION FROM QUANTUM STATISTICAL APPROACH USING LRT

Warm dense matter can be described as system of interacting particles, electrons and ions. In contrast to a first principle approach that treats the electrons and atomic nuclei as constituents, we consider ions and free electrons. The latter are unbound electrons or electrons in conduction band with free electron density \( n \) and temperature \( T \). We use energy units, thus setting \( k_B = 1 \). In general, there are ions with different ionization and excitation stages. For simplicity we consider the ion component in terms of an average charge number \( Z \) with the particle density \( n_i = n/Z \) due to charge neutrality. The ion temperature is denoted as \( T_i \). The CGS system of units is used in the following, thus replacing \( e^2/(4\pi\epsilon_0) \) in previous papers (e.g. Refs. \[18, 26\]) by \( e^2 \).

The ions are treated in adiabatic approximation \[35\] via the static ion structure factor, \( S_{ii}(k) = n_i^{-1}\sum_{i,j}\langle \exp[i \cdot (R_1 - R_j)] \rangle \) which describes static correlations of ions at positions \( R_j \) such as lattice formation (ions in a unit volume are considered; brackets \( \langle \ldots \rangle \) denote statistical average).

In the liquid phase, the ion structure factor also has to be considered. For the interaction of electrons with collective excitations of the ion lattice, i.e. phonons, one should consider time dependent positions \( R_i(t) \) leading to the dynamical ionic structure factor \( S_{ii}(k, \omega) = n_i^{-1}\sum_{i,j}\int dt \exp(-i\omega t) \langle \exp[i \cdot (R_1 - R_j)] \rangle \).

In the below derivation within LRT and KT, the static structure factor is taken to be \( S_{ii}(k) = 1 \) for simplicity (non-correlated ions). The influence of ion correlations is considered later in Secs. IIC and IV.

We express the DF in terms of equilibrium correlation functions. For the Hamiltonian of the electron-ion system we consider the electronic degrees of freedom only

\[
H = \sum_p E_p \hat{a}^\dagger_p \hat{a}_p + \sum_{pk} V_{ei}(k) \hat{a}^\dagger_p \hat{a}_{p+k} + \frac{1}{2} \sum_{p_1, p_2} V_{ee}(k) \hat{a}^\dagger_{p_1+k} \hat{a}_{p_2-k} \hat{a}_{p_2} \hat{a}_{p_1}.
\]

with \( E_p = \hbar^2 p^2/(2m) \). Interactions between ions and electrons \( V_{ei}(k) = V(k) \) are given by the Coulomb potential \( V(k) = -Z v(k) \) and \( V_{ee}(k) = v(k) = 4\pi e^2/k^2 \) is the potential of the e-e interaction.

Note that in the general case pseudo-potentials \( V_{ei}^{\text{ps}}(k) \) may have to be considered. They reflect the fact that the fundamental Coulomb interaction between charged particles is modified if we introduce quasiparticles such as band electrons in the lattice formed by ions. Besides this, the structure of complex ions can also influence on their interaction with free electrons via interaction of bound and free electrons. This is discussed in Secs. IIC and IV at a phenomenological level. In expressions given below for the Born approximation, we have to replace

\[
|V_{ei}(k)|^2 = |V_{ei}^{\text{ps}}(k)|^2 S_{ii}(k).
\]

Generally speaking, time variation of the current density contains intra-band and inter-band contributions. Consequently, the response of the system is determined by intra-band (single band, \( s_b \)) as well as inter-band
(bound-bound, bb) scattering mechanisms. Below we restrict ourselves to intra-band contributions which are described by a plasma model for WDM. The inter-band contribution to the DF is considered in Secs. VIB at a more phenomenological level.

In the present treatment we disregard electron-phonon interactions and Umklapp processes, which is valid at temperatures sufficiently higher than melting temperatures. Also, temperatures are considered such that the plasma coupling parameter $\Gamma_{el} = Z e^2/(R_0 T) \lesssim 1$, where

$$R_0 = (4\pi n_i/3)^{-1/3}$$  \hspace{1cm} (3)$$

is the Wigner-Seitz radius. The degeneracy parameter $\Theta = e_F^{-1} = T/E_F = 2mT/h^2(3\pi^2 n)^{-2/3}$, where $E_F$ is the Fermi energy, can be arbitrary, if it is not stated otherwise.

Before proceeding further, common expressions for DF and its connection with polarization and response functions are considered briefly.

A. General expressions for the contribution of electrons to the DF

In accordance with common theory \cite{36}, the permittivity of an isotropic medium is expressed as $\varepsilon_{ij}(k, \omega) = (\delta_{ij} - k_i k_j/k^2)\varepsilon(\mathbf{k}, \omega) + k_i k_j/k^2\varepsilon_{\perp}(\mathbf{k}, \omega)$, where $\varepsilon_{\perp}, \varepsilon_{\parallel}, \omega$ and $\mathbf{k}$ are longitudinal, transverse parts of permittivity, frequency of radiation and wave vector, respectively. $k = |k|$, $i, j$ denote respective components. From Maxwell equations, taking in mind electric field of polarization charge and density fluctuations, one can find the following equivalent expressions for the longitudinal permittivity $\varepsilon(\mathbf{k}, \omega)$ \cite{17,37} (here and below, index $^0||^0$ is omitted for brevity):

$$\varepsilon(\mathbf{k}, \omega) = 1 - v(k)\Pi(\mathbf{k}, \omega) = \left[1 + v(k)\chi(\mathbf{k}, \omega)\right]^{-1}$$  \hspace{1cm} (4)$$

where $\Pi(\mathbf{k}, \omega) = \rho(k, \omega)/\phi_{\text{tot}}(\mathbf{k}, \omega)$ is the polarization function and $\chi(\mathbf{k}, \omega) = \rho(k, \omega)/\phi_{\text{ext}}(\mathbf{k}, \omega)$ is the response function. $\phi_{\text{tot}} = \phi_{\text{pol}} + \phi_{\text{ext}}$ is the total scalar potential consisting of the external potential $\phi_{\text{ext}}$ and the potential of polarization charge $\phi_{\text{pol}}$, $\rho(k, \omega)$ is the Fourier transform of the quantum mechanical average of density fluctuations, $\rho(k, t) = \langle \Psi(t)|\rho_k|\Psi(t)\rangle$, where $\rho_k = \sum_i \int d^3r \delta(r - r_i)e^{-ikr} = \sum_i e^{-ikr_i}$ is the Fourier component of the charge particle density and $\Psi(t)$ the full wave function of the system. According to Eq. (4), the function $\chi(\mathbf{k}, \omega)$ is connected to the polarization function $\Pi(\mathbf{k}, \omega)$ by the relation

$$\Pi(\mathbf{k}, \omega) = \chi(\mathbf{k}, \omega)/[1 + v(k)\chi(\mathbf{k}, \omega)].$$  \hspace{1cm} (5)$$

The response function determines the reaction of the system on external perturbations.

At zeroth order of interaction, the permittivity is determined by the polarization function in random phase approximation (RPA) \cite{17,37,38}

$$\Pi_{\text{RPA}}(\mathbf{k}, \omega) = \chi_0(\mathbf{k}, \omega)$$  \hspace{1cm} (6)$$

$$= 2 \sum_p \frac{f_{p+k} - f_p}{E_{p+k} - E_p - (\hbar\omega + i\delta)}$$  \hspace{1cm} (7)$$

where spin summation gives the factor 2, $f_p = f_p = [1 + e^{(E_p - \mu)/T}]^{-1}$ is the electron distribution function, $\mu$ is the chemical potential of the electrons, and the limit $\delta \to 0$ is considered.

If the interaction between the charged particles is taken into account, the local microscopic field acting on an electron differs from the average macroscopic field. In this case the polarization of the electron gas is different from the sum of the polarization of it’s individual particles \cite{38} and the RPA polarization function (7) is replaced by

$$\Pi(\mathbf{k}, \omega) = \frac{\Pi_{\text{RPA}}(\mathbf{k}, \omega)}{1 + G(\mathbf{k}, \omega)\Pi_{\text{RPA}}(\mathbf{k}, \omega)v(\mathbf{k})},$$  \hspace{1cm} (8)$$

where $G(\mathbf{k}, \omega)$ is the local field factor \cite{24,38,39}, which contains all effects due to charged particle interactions, in particular, dynamical screening, correlations, and strong collisions.

B. Response function and local field factor in terms of correlation functions

Using the method of quantum statistical operator \cite{17}, within LRT one can show \cite{20,24,40} that the response function is

$$\chi^{-1}(\mathbf{k}, \omega) = -i\omega T M(\mathbf{k}, \omega)/k^2,$$  \hspace{1cm} (9)$$

where

$$M(\mathbf{k}, \omega) = \begin{vmatrix} 0 & M_N \\ \bar{M}_N & M_{NN} \end{vmatrix}^{-1} |M_{NN}|,$$  \hspace{1cm} (10)$$

$M_{NN}$ is the row of elements $\{M_1 \ldots M_N\}$, $\bar{M}_N$ is the column of elements $\{\bar{M}_1 \ldots \bar{M}_N\}$, and $M_{NN}$ is the matrix of elements $\{M_{ij}\}$, $i, j = 1 \ldots N$, where

$$M_n(\mathbf{k}, \omega) = \langle B_n(\mathbf{k}, \omega); J_k \rangle,$$  \hspace{1cm} (11)$$

$$\bar{M}_n(\mathbf{k}, \omega) = \langle J_k; B_n(\mathbf{k}, \omega) \rangle,$$  \hspace{1cm} (12)$$

$$M_{mn}(\mathbf{k}, \omega) = \langle B_m; \bar{B}_n + i\omega B_n \rangle + \left[\bar{B}_m - \langle B_m; J_k \rangle_{\omega + i\delta} J_k \right] \langle \bar{B}_n + i\omega B_n \rangle_{\omega + i\delta}.$$  \hspace{1cm} (13)$$
Here \( J_k = e/m \sum_p \hat{p} n_{p,k} \) is the operator of the current density, \( n_{p,k} = a_{p-k/2}^+ a_{p+k/2} \) is the Wigner form of the single-particle density matrix in the momentum representation, \( \{ \hat{B}_n \} \), \( n = 1 \ldots N \), is the chosen set of observables in the form of moments of the density matrix

\[
\hat{B}_n(k) = \hat{P}_{k,n} = \sum_p \hat{p} (E_p/T)^{(n-1)/2} n_{p,k},
\]

(12)

where \( J_k = e \hat{P}_{0,0} \). In [11], the expressions like

\[
(\hat{A}; \hat{B}) = \int_0^\beta d\tau \text{Tr} \{ \hat{A}(\tau) \hat{B}(\tau) \}
\]

(13)

denote Kubo scalar products of operators \( \hat{A} \) and \( \hat{B} \), where the operator \( \hat{A} \) is taken in Heisenberg representation \( \hat{A}(\tau) = e^{i\hat{H}\tau/\hbar} \hat{A} e^{-i\hat{H}\tau/\hbar} \), where \( \rho_0 = Z^{-1} \exp[-(\hat{H} - \mu \hat{N})/T] \) is the equilibrium statistical operator of the grand canonical ensemble with \( \hat{Z} = \text{Tr}(e^{-\hat{H} - \mu \hat{N})/T} \), \( \hat{N} \) is the electron particle number operator. The equilibrium correlation function

\[
\langle \hat{A}\hat{B} \rangle_z = \int_0^\infty d\tau \text{e}^{-iz\tau} \langle \hat{A}(\tau)\hat{B} \rangle
\]

(14)

denotes the Laplace transform of the Kubo scalar product of the operators.

From [4], [8] and [10] one can express the local field factor in terms of correlation functions [11] containing the observables \( B_n \) as

\[
G(k,\omega) = 1 + \frac{1}{\nu(k)} \left[ \frac{1}{\chi(k,\omega)} - \frac{1}{\chi_0(k,\omega)} \right] = -i\omega TM(k,\omega) + 1 - [\nu(k)\chi_0(k,\omega)]^{-1},
\]

(15)

where \( M(k,\omega) \) is given by Eq. (10).

C. Long-wavelength limit and dynamical collision frequency

In the following it is assumed, that the mean free path of an electron between successive collisions \( V_{th}/\nu_{\text{eff}} \) and the path during the laser period \( V_{th}/\omega \) are much smaller than the characteristic length scale of the electric field non-uniformity \( L_T \). Here \( V_{th} = \sqrt{T/m} \) is proportional to the mean thermal velocity, \( \nu_{\text{eff}} \) is the characteristic collision frequency of electrons, see below Sec. [11]. \( L_T \) can be of the order of the plasma skin depth \( l_s = c/\omega_{pl} \), which is created on the surface of a solid target if irradiated by short (subpicosecond) laser pulses, where \( \omega_{pl}^2 = 4\pi e^2 n/m \) is the plasma frequency [11]. In this case, one can disregard the spatial dispersion of the plasma and calculate its optical properties within the long-wavelength limit, i.e. for \( k \to 0 \). For warm dense matter, the above inequalities mean that the considered long-wavelength limit for uniform plasmas is valid for electron temperatures below several hundreds eV [23].

In the long-wavelength limit is lim \( k \to 0 \) \( \nu(k) \Pi_{\text{RPA}} = \omega_{pl}^2/\omega^2 \). Using Eqs. [14], [15], one finds a Drude-like expression for the permittivity

\[
\lim_{k \to 0} \varepsilon(k,\omega) = \varepsilon(\omega) = 1 - \frac{\omega_{pl}^2}{\omega |\omega + i\nu(\omega)|},
\]

(16)

where the dynamical collision frequency

\[
\nu(\omega) = -\omega^2 \lim_{k \to 0} G(k,\omega)
\]

(17)

\[
\nu_1(\omega) = \omega_{au} \frac{c_{11}}{11}, \quad r_\omega(\omega) = \frac{n_{11}}{c_{11}} \frac{1 + \omega^2 \sum_m \Re_{1m} F_m}{\sum_m \Re_{1m} F_m},
\]

(18)

is, generally speaking, a complex quantity which is closely related to the effective collision frequency of electrons (see below).

It should be noted, that in the long-wavelength limit there is no difference between longitudinal and transverse permittivities, and expression [16], originally derived for the longitudinal permittivity, is also valid for the transverse one.

In accordance with Eqs. [13], [10], and [11], the dynamical collision frequency \( \nu(\omega) \) is expressed in terms of correlation functions. The respective expressions can be derived directly from the general expressions [11], as it is done in Refs. [18], [20]. It is instructive to describe briefly the derivation directly from linear response equations, see App. [A]. Subsequently, the permittivity [10] can be calculated using the dynamical collision frequency

\[

(19)

\text{(for details and elimination of \( F_m \) see App. [A] with the following designation of dimensionless correlation functions and response parameter}

\[
\Re_{nm} = \frac{(\hat{P}_n \hat{P}_m)}{m n T}, \quad \Re_{nm}(\omega) = \frac{(\hat{P}_n \hat{P}_m) \omega + i s}{mn T \omega_{au}},
\]

(20)

\[
F_m = \frac{E_m}{m n T},
\]

(21)

where \( \omega_{au} \) is the atomic unit of frequency, \( \hbar \omega_{au} = E_H = me^4/\hbar^2 \approx 27.2 \text{ eV} \) is Hartree energy, and \( \omega^* = \omega/\omega_{au} \) is the dimensionless frequency.

In Eq. [19], \( \nu_1(\omega) \) is the collision frequency calculated in the one-moment approximation. For this, only one observable \( \hat{B}_1 = \hat{P}_1 \) is used in [13]. In order to take into account higher moments of the distribution function (see
Eq. (12), the so called renormalization factor \( r_\omega (\omega) \) is introduced [13, 26]. A low-order expansion of the correlation functions within perturbation theory with respect to the interaction parameter \( e^2 \) may lead to different results if different reduced sets of observable quantities are used. Therefore, partial summation of the perturbation expansion must be performed to obtain correct results for transport coefficients in this case, see [12] and references therein.

Eqs. (19) and (20) determine implicitly an effective collision frequency of electrons in terms of dimensionless correlation functions \( \mathcal{C}_{nm} \) through dimensionless response parameters \( F_n \), which are solutions of the system of equations (AS). In previous works (see for example [18, 26]) correlation functions with only first and third moments of the distribution function (12) in the sum (20) were considered. It was shown, that this leads to an accuracy of few % for the calculation of the renormalization factor, at least at low frequencies \( (\omega / \omega_\mu) < 1 \) as well as at high frequencies \( \omega > \omega_\mu \), when \( \lim_{\omega \to \infty} r_\omega (\omega) \to 1 \). Using these two moments, the solution of (AS) allows to write a closed exactly determined expression for \( r_\omega (\omega) \) in terms of those correlation functions:

\[
r_\omega (\omega) = \frac{1 + i \omega^* Q_\omega}{Q_\omega} = \frac{\mathfrak{A}_{31} - 2 \mathfrak{A}_{33} \mathfrak{A}_{11} + \mathfrak{A}_{11}^2}{\mathfrak{A}_{11} \mathfrak{A}_{33} - \mathfrak{A}_{31}^2} \mathfrak{A}_{lm} = \mathfrak{C}_{lm} - i \omega^* \mathfrak{N}_{lm}, \ m, \ l \geq 1.
\]  

(22)

For calculation of correlation functions \( \mathfrak{N}_{lm} \), \( l, m \geq 1 \), the following expressions are used (see Ref. [27]):

\[
\mathfrak{N}_{lm} = \frac{\Gamma[(l + m + 3)/2] \Gamma[(l + m - 1)/2]}{\Gamma(5/2)} \frac{I_{(l+m-1)/2}(\epsilon_\mu)}{I_{l/2}(\epsilon_\mu)}, \ l, m \geq 1
\]

(23)

with \( \epsilon_\mu = \mu / T \), from which one has \( \mathfrak{N}_{11} = 1 \) and

\[
\mathfrak{N}_{31} = \frac{5}{2} \frac{I_{3/2}(\epsilon_\mu)}{I_{1/2}(\epsilon_\mu)}, \quad \mathfrak{N}_{33} = \frac{35}{4} \frac{I_{5/2}(\epsilon_\mu)}{I_{3/2}(\epsilon_\mu)}.
\]

(24)

Here \( I_\nu (y) = \frac{\Gamma(\nu + 1)}{\Gamma(5/2)} \int_0^{\infty} x^\nu [e^{x-y} + 1]^{-1} dx \) are Fermi integrals; the dimensionless potential is expressed via the inverse Fermi integral \( X_{1/2}(x) \) reverse to the Fermi integral \( I_{1/2}(x) \) as

\[
\epsilon_\mu = X_{1/2} \left( 2 \sqrt{v^2 / 3} \right).
\]

(25)

In the non-degenerate case \( I_\nu (\epsilon_\mu) = e^{\epsilon_\mu} \) for all \( \nu \) and \( \mathfrak{N}_{31} = 5/2, \mathfrak{N}_{33} = 35/4 \), see Ref. [18].

According to the definitions (14) and (21), the correlation functions \( \mathcal{C}_{nm}(\omega) \) are expressed in terms of correlation functions of occupation numbers as

\[
\mathcal{C}_{nm}(\omega) = \frac{\beta \hbar^2}{mn \omega_{\mu m}} \sum_{p, p'} \langle \hat{n}_p \hat{n'}_{p'} \rangle_{\omega + i \delta} \langle \hat{n}_p \hat{n'}_{p'} \rangle_{\omega + i \delta},
\]

(26)

where \( \hat{n}_p = \hat{n}_{p, k=0} \). Using the time dependence \( \hat{n}_p = (i/\hbar) [\hat{H}, \hat{n}_p] \), the Hamiltonian (11) and the relation \( \langle \hat{A}; \hat{B} \rangle_N = \frac{i}{\hbar} \int d\omega \lim_{\omega \to \omega + i \delta} \frac{e^{i \omega \omega_A B}}{\omega (\omega + i \delta)} \), where \( G_{AB \omega} \) is the thermodynamic Green function, one can express correlation functions \( \mathcal{C}_{nm} \) in terms of four-particle Green functions, containing products of potentials for electron-electron \( V_{ee}(q)V_{ee}(q') \) or electron-electron \( V_{ee}(q)V_{ee}(q') \) interactions, see, for example, [24].

These Green functions can be evaluated by diagram technique. At the lowest order of interaction the four-particle Green functions are expressed as product of single-particle Green functions and the Born approximation follows. Summation of ring diagrams leads to account for dynamical screening of interaction potential and permits one to avoid artificial cut-offs as adopted in classical KT. Summation of ladder diagrams permits one to account for strong collisions with large-angle scattering, see Ref. [24] for details. It should be noted, that for simplicity it’s reasonable to calculate the renormalization factor (20) in the Born or screened Born (see below) approximation and take into account strong-coupling effects only in the calculation of the collision frequency \( \nu_1 (\omega) \) in a one-moment approximation while calculating correlation function \( \mathcal{C}_{11}(\omega) \).

The account of screening of the interaction potential is necessary to avoid divergencies at low frequencies [12] and to get numerically accurate results at finite frequencies. Account of the dynamical screening via summation of ring diagrams [10, 26] gives rise to the Lennard-Balescu result for the dynamical collision frequency \( \nu_1 (\omega) \). Adopting the dimensionless units

\[
\tilde{k} = k / k_L; \tilde{\omega} = \hbar \omega / T; \ k_L^{-1} = \lambda = \hbar / \sqrt{m T}
\]

(27)

(here \( r \) is any value having dimension of coordinate), it can be written in the following form:

\[
\nu_{LB} (\tilde{\omega}) = \frac{i \nu_0 Z}{\tilde{\omega}} \int_0^{\infty} \tilde{k}^2 d\tilde{k} \left[ \tilde{\omega}^{-1} RPA (\tilde{k}, \tilde{\omega}) - \tilde{\omega} RPA (\tilde{k}, 0) \right]^{-1},
\]

(28)

with \( \nu_0 = 2 \sqrt{\hbar \omega_{3\mu} / T} / (3 \pi) \) and \( \varepsilon RPA = \varepsilon' RPA + i \varepsilon'' RPA \) is the RPA permittivity,

\[
\varepsilon' RPA (\tilde{k}, \tilde{\omega}) = 1 + \frac{\nu_0}{k} \left[ g \left( \frac{\tilde{\omega}}{\tilde{k}} + \frac{2}{\tilde{k}} \right) - g \left( \frac{\tilde{\omega}}{\tilde{k} - \frac{2}{\tilde{k}} + \frac{}{} \right) \right],
\]

(29)

\[
g(x) = \int_0^\infty \frac{\xi d\xi}{\exp(\xi^2 / 2 - \epsilon_\mu) + 1} \ln \left| \frac{x + \xi}{x - \xi} \right|;
\]

\[
\varepsilon'' RPA (\tilde{k}, \tilde{\omega}) = \frac{\nu_0}{k} \left[ 1 + \exp(\epsilon_\mu - 1/2 \left( \tilde{\omega}/\tilde{k} - \frac{2}{\tilde{k}} \right)^2 + 1 \exp(\epsilon_\mu - 1/2 \left( \tilde{\omega}/\tilde{k} + \frac{2}{\tilde{k}} \right)^2 \right].
\]

(30)

These formulas (29) - (30) are for plasmas at arbitrary degeneracy and were derived in [43]. For non-degenerate
plasmas ($\epsilon_F \ll 1$) they go into the form

$$\varepsilon_{RPA}'(\tilde{k}, \tilde{\omega}) = 1 + \sqrt{2} \frac{\tilde{\omega}_{pl}^2}{k^3} \left[ D \left\{ \frac{1}{2} \left( \frac{\tilde{\omega}}{k} + \frac{\tilde{k}}{2} \right)^2 \right\} - D \left\{ \frac{1}{2} \left( \frac{\tilde{\omega}}{k} + \frac{\tilde{k}}{2} \right)^2 \right\} \right],$$

(31)

$$\varepsilon_{RPA}''(\tilde{k}, \tilde{\omega}) = \sqrt{2} \frac{\tilde{\omega}_{pl}^2}{k^3} \sinh \left( \frac{\tilde{\omega}}{2} \right) \exp \left[ -\frac{\tilde{\omega}^2 + \tilde{k}^2}{2} - \frac{\tilde{k}^2}{8} \right],$$

(32)

where $D(x) = e^{-x^2} \int_0^x e^t^2 dt$ is the Dawson integral.

The Drude-like expression (13) with the dynamical collision frequency (28) describes the permittivity in the whole frequency range. Particularly, it gives the plasmon peak near the plasma frequency $\omega_{pl}$. Results very close to that obtained by Eq. (28), but with a lack of details for $\varepsilon(\omega)$ near $\omega = \omega_{pl}$, can be obtained within a simpler approach by using a statically screened Coulomb potential (Debye potential) [12] in Born approximation. Thus one obtains:

$$\tilde{\nu}_D(\tilde{\omega}) = -\frac{i \omega_{au} Z}{\tilde{\omega}} \int_0^{\infty} \frac{d\tilde{k}}{[1 + \tilde{k}_D^2/(k^2)]^2} \left[ \varepsilon_{RPA}(\tilde{k}, \tilde{\omega}) - \varepsilon_{RPA}(\tilde{k}, 0) \right],$$

(33)

where $\tilde{k}_D$ is the screening length, as obtained for arbitrary degeneracy [19],

$$\tilde{k}_D^2 = 3/4[\tilde{R}_D^2 \epsilon_{\nu}'(\tilde{x})]^{-1}I_{1/2}(\epsilon_{\nu}),$$

(34)

and $\tilde{R}_D = R_D/\lambda$ is dimensionless Debye radius, $R_D = V_{th}/\omega_{pl}$.

In order to put expression (33) in more explicit form to get similar expressions for higher order correlation functions we rewrite it, following [18], as:

$$\tilde{\nu}_D(\omega) = \frac{i \omega_{au} Z}{3\pi^2} \int_0^{\infty} \frac{dy}{y} f_{scf}(y) \int_{-\infty}^{\infty} \frac{dx}{x + i \delta - x} \ln \left[ 1 + e^{\epsilon_{\nu} - (w/y - y)^2} \right]$$

(35)

$$\times \int_0^{\infty} \frac{dy}{y} f_{scf}(y) \int_{-\infty}^{\infty} \frac{dx}{x + i \delta - x} \ln \left[ 1 + e^{\epsilon_{\nu} - (w/y + y)^2} \right],$$

where $w = \tilde{\omega}/4$, $\tilde{k} = \tilde{k}/(2\sqrt{2})$ and $f_{scf}(y)$ is screening function, which for the case of static screening can be written as

$$f_{scf}(y) = y^3/[y^2 + \tilde{k}_D^2/8].$$

(36)

Using the Sokhotski-Plemelj formula [$w - x + i\delta]^{-1} = \frac{p}{w-x} - i \pi \text{Res}(x=w)$, the expressions for real and imaginary parts of $\tilde{\nu}_D(\omega) = \tilde{\nu}_D'(\omega) + i\tilde{\nu}_D''(\omega)$ can be written as

$$\tilde{\nu}'_D(\omega) = \frac{\omega_{au} Z}{3\pi^2} \int_0^{\infty} dy f_{scf}(y) \ln \left[ 1 + e^{\epsilon_{\nu} - (w/y - y)^2} \right]$$

(37)

$$\tilde{\nu}''_D(\omega) = \frac{\omega_{au} Z}{3\pi^2} \int_0^{\infty} dy f_{scf}(y) \left[ \sum_{l=\pm 1} I_{11}(y) - 2I_{11}^0(\omega) \right],$$

(38)

$$I_{11} = \int_0^{\infty} \frac{d\xi}{\xi} \sum_{\sigma=\pm 1} \sigma \ln \left[ 1 + e^{\epsilon_{\nu} - (\xi + \sigma y + l w/y)^2} \right],$$

(39)

$l = 0, \pm 1$.

According to (20), the above expressions for $n_1(\omega)$ are equal to the correlation function $C_{11}(\omega)$ multiplied by $\omega_{au}$. The expressions for correlation functions $C_{nm}(\omega)$ for $n$ or (and) $m > 1$ in screened Born (or Debye) approximation have a form similar to Eq. (35) (see Ref. [18]) and are given in App. [13]

D. Effective screening parameter

In this section we show how the screening length for static screening can be derived from expression (28) for the case of dynamical screening. In addition, this approach gives us the possibility to introduce dynamical screening into higher order correlation functions [15], [16]. Using a formal comparison with (28), we get the following expression for the screening function in the case of dynamical screening:

$$f_{scf}(y, w) = \varepsilon_{RPA}'(y, w)/[y\varepsilon_{RPA}(y, 0)\varepsilon_{RPA}(y, w)],$$

(40)

where $\varepsilon_{RPA}$ is the RPA permittivity (29), (30), which in new variables can be rewritten in an equivalent form as

$$\varepsilon_{RPA}(y, w) = 1 + \frac{\sqrt{\omega_{au}}}{8\sqrt{2} \pi^3 y^3} \left[ - \sum_{\delta=\pm 1} I_{11}^\delta(y) \right.$$

$$+ i \pi \ln \left[ \frac{1 + \exp[\epsilon_{\nu} - (w/y - y)^2]}{1 + \exp[\epsilon_{\nu} - (w/y + y)^2]} \right],$$

(41)

where $I_{11}^\pm$ is given by (39).

Taking in mind, that in the considered case of dynamic screening the screening function $f_{scf}(y, w)$ (40) is a complex function [44], one can rewrite the expressions for real and imaginary parts of the correlation functions stipulated by electron-ion interactions as

$$\varepsilon_{nm}^{rei} = \varepsilon_{nm}^{rei}(f_{scf}') - \varepsilon_{nm}^{rei}(f_{scf}''),$$

$$\varepsilon_{nm}^{rei} = \varepsilon_{nm,D}(f_{scf}') + \varepsilon_{nm}^{rei}(f_{scf}''),$$

(42)
where designations $C_{nm}^{ei}(f_{scr}^e)$ and $C_{nm}^{ei}(f_{scr}^i)$ (where superscripts “ei” designate e-i interactions) means that in the respective expressions \((43)\) and \((46)\) for real and imaginary parts of correlation functions the real part of screening function \((40)\) is substituted for $f_{scr}$, and similarly designations $C_{nm}^{ei}(f_{scr}^e)$ and $C_{nm}^{ei}(f_{scr}^i)$ means substitution of imaginary part of screening function \((40)\).

One can show from \((40)\) and \((41)\), that in the non-degenerate low-frequency case, i.e. at $\epsilon_F \ll 1$ and $w \ll 1$:

$$f_{scr} \approx \frac{y^3}{(y^2 + 1/8R_D^2)^2} \left[ 1 - \frac{\sqrt{\pi}w/y}{1 + 8R_D^2y^2} \right],$$  \((43)\)

and in the degenerate low-frequency case, i.e. at $\epsilon_F \gg 1$ and $w \ll 1$:

$$f_{scr} \approx \frac{y^3}{(y^2 + 3/(16R_D^2)^2)} \left[ 1 - \frac{3\pi w/(2y\sqrt{\epsilon_F})}{3 + 16R_D^2y^2\epsilon_F} \right]^{-1},$$  \((44)\)

In the low-frequency case the main contribution to the integrals like \((43)\), \((44)\) comes from $y \sim \sqrt{w} \ll 1$, hence one can disregard the imaginary parts in Eqs. \((43)\), \((44)\), and use the following expression in \((40)\) to ensure proper interpolation between \((43)\) and \((44)\):

$$\tilde{k}_D^2 \approx \tilde{k}_{D,deg}^2 = [R_D^2(1 + 2\epsilon_F/3)]^{-1},$$  \((45)\)

which also gives an interpolation of Eq. \((34)\). It ensures good agreement between calculations using expressions \((28)\) and \((33)\), see Sec. \(IV\) below. A similar expression $\tilde{k}_D^2 = R_D^{-2}/[1 + \epsilon_F^{1/4}]$ was introduced in Ref. \((42)\), but it gives wrong asymptotics at low temperatures and less agreement when comparing with results obtained from Eqs. \((28)\) and \((33)\).

For strongly coupled plasmas, the perturbative approach, which is the basis for LRT, is, generally speaking, not valid. In this case, the screening parameter can be different from that described above. In Ref. \((34)\), it was argued, that one should use the maximum of the Debye length and interatomic distance \(3\) as screening length in dense coupled plasmas. That means, that formula \((34)\) in strongly coupled plasmas could be rewritten as

$$\tilde{k}_D^2 = \min \left\{ \tilde{k}_{D,deg}^2, \tilde{k}_{max}^2 \right\},$$  \((46)\)

$$\tilde{k}_{max}^2 = 8\epsilon_F/(18\pi Z)^{2/3}.$$

\((47)\)

Taking in mind \((46)\) and \((36)\), one can suppose that in the case of dynamical screening \((40)\), the screening function $f_{scr}$ will also be restricted from below by the value

$$f_{scr,min} = y^3/[y^2 + \tilde{k}_{max}^2/8],$$  \((48)\)

where $\tilde{k}_{max}$ is given by \((17)\).

The importance of taking into account the screening of Coulomb potential was underlined in a recent paper \((46)\).

Unlike Ref. \((46)\), our approach permits one to take into account different versions of screening and does not need special “Drude-like infrared regularization” \((47) \text{ and } (48)\) at small frequencies of radiation.

It is interesting to note, that expression \((45)\) can be rewritten as

$$\tilde{k}_{D,deg}^2 = \frac{8\epsilon_{ei}}{(2\sqrt{3\pi Z})^{2/3}} \frac{\epsilon_F}{1 + 2\epsilon_F/3}.$$  \((49)\)

Taking in mind expression \((77)\) for generalized electron-ion coupling parameter $\Gamma_{deg}$ (see Sec. \(IVA\) below), one can conclude from expressions \((47)\) and \((49)\), that the restrictions of screening occurs at

$$\Gamma_{deg} > 1/3.$$

### E. High-frequency asymptotics and inverse bremsstrahlung

For $\tilde{\omega} \gg \epsilon_{\mu}$ and $\tilde{\omega} \gg \tilde{\omega}_{pl}$ it can be shown, that one can disregard $\tilde{k}_D^2$ in Eq. \((53)\) (the respective terms are exponentially small, $\sim e^{\epsilon_{ei} - \omega}$) and rewrite it as

$$\tilde{v}_D'(\omega) = \frac{\tilde{\omega}_{an}Z}{3\pi w} \int_0^\infty \frac{dt}{\pi} \ln \left[ 1 + e^{\epsilon_{ei} - (w/y - y)^2} \right].$$  \((50)\)

With account of the inequality $w \gg 1$, the expression \((50)\) can be simplified and written down in terms of asymptotic series with respect to the parameter $w^{-1}$. With account for only leading order terms this can be written as \((41)\)

$$\tilde{v}_D'(\omega) = \frac{\tilde{\omega}_{an}Z}{3\pi w^{3/2}} \int_{-\infty}^\infty \frac{dt}{\pi} \ln \left[ 1 + e^{\epsilon_{ei} - 4t^2} \right]$$  \((51)\)

for the case of arbitrary degeneracy or

$$\tilde{v}_D'(\omega) \approx \frac{2\tilde{\omega}_{an}Z\epsilon_{\mu}^{3/2}}{9\pi w^{3/2}} \left[ 1 + \frac{7\pi^2}{64\epsilon_{\mu}} \right]$$  \((52)\)

for the highly-degenerate case $\epsilon_{\mu} > 1$.

From \((70)\), one immediately can obtain the well-known expression \((50)\) for non-degenerate plasmas

$$\tilde{v}_D'(\omega) = \frac{32\tilde{\omega}_{an}Z}{9\pi^{3/2}\tilde{\omega}_{pl}^{3/4}} \times \frac{1}{\tilde{\omega}} K_0 \left( \frac{\tilde{\omega}}{2} \right),$$  \((53)\)

where $K_0(x) = \int_0^\infty dt \exp[-x \cosh(t)] = \int_0^\infty dy \exp[-y^2 - x^2/(4y^2)]/y$ is the modified Bessel function of the second kind. Taking in mind the limit $\tilde{\omega} \gg 1$, one can derive from \((53)\) the following asymptotic:

$$\tilde{v}_D'(\omega \gg 1) = \frac{16\tilde{\omega}_{an}Z}{9\pi\tilde{\omega}_{pl}^{3/2}} \frac{1}{\epsilon_F}.$$  \((54)\)
This expression coincides with the first term of a similar expression for degenerate plasmas, Eq. (52), if one takes into account that \( w = \tilde{\omega} / 4 \) and \( \epsilon_{\mu} \approx \epsilon_{F} \) for the degenerate case.

For the imaginary part of the permittivity and large \( \tilde{\omega} \) one has from Eq. (55) the expression

\[
\tilde{\nu}^\nu_{DF}(\omega) = -\frac{8\tilde{\omega}_{\text{max}} Z}{3\pi^2 \omega} \int_0^\infty dy f_{\text{sc}}(y) T^I_{11}(\epsilon_{\mu}, y),
\]

where \( T^I_{11} \) is given by (39); it is not depending on \( \omega \).

The dielectric function \( \varepsilon(\omega) = [n(\omega) + i\epsilon/(2\omega)\alpha(\omega)]^2 \) determines the refraction index \( n(\omega) \) as well as the absorption coefficient \( \alpha(\omega) \), which is related in thermal equilibrium with emission coefficient \( j(\omega) \) by Kirchhoff’s law of radiation \( j(\omega) = \alpha(\omega) L_\omega(\omega) \), where \( L_\omega(\omega) \) is the spectral power density of black body radiation.

In the high-frequency limit, where \( n(\omega) \approx 1 \) and \( \omega \gg \nu'_{DF} \), one has

\[
\alpha(\omega) = \frac{\omega}{c n(\omega)} \text{Im} \varepsilon(\omega) \approx \frac{\omega^2}{\omega^2 - \omega^2} \nu'_{DF}(\omega),
\]

so that the inverse bremsstrahlung absorption coefficient is directly related to the real of the dynamical collision frequency obtained above.

Using Eqs. (56) and (53) in the non-degenerate limit, one can write an expression for \( \alpha(\omega) \) in the following form:

\[
\frac{c \alpha(\omega)}{T} = \frac{32}{9} \sqrt{\pi} \frac{\omega_{\text{max}} \omega_{\text{pl}}^2}{\omega^3} \epsilon_F^3 (1 - e^{-\omega}) g^{\text{Born}}_{ef}(\omega),
\]

\[
g^{\text{Born}}_{ef} = (\sqrt{3/\pi^2}) \exp(\omega/2) K_0(\omega/2),
\]

where \( g^{\text{Born}}_{ef} \) is the free-free Gaunt factor in Born approximation, see Refs. 14, 51, 53.

The expression (57) coincides with the result derived in 50 and with the well-known Bethe-Heitler expression resulting from QED in second order of interaction 51 for a hydrogen plasma in the non-relativistic limit.

The well-known Kramers formula for the inverse bremsstrahlung absorption 52 results with the Gaunt factor \( g^{\text{Kramers}}_{ef}(\omega) = 1 \). The same approximation for the Gaunt factor was used in a recent paper 46.

This one-moment Born approximation can be improved taking into account dynamical screening, strong collisions, and higher moments in the statistical operator, as discussed earlier. However, in the high-frequency limit, the dynamical screening is not of relevance. Similarly, the renormalization factor \( r_{\omega}(\omega) \to 1 \) for \( \omega \gg \omega_{\text{pl}} \), see Refs. 18, 19 and Fig. 3 below.

Strong collisions have been considered and lead to the famous Sommerfeld result for the Gaunt factor 51, 56.

For dense plasmas, the account of ion correlation has a major effect and can be directly included in the Born approximation 57 via the static structure factor \( S_{ii}(\hat{k}) \), see section II C below.

The standard treatment of the kinetic equation using a relaxation time ansatz, see Sec. III, fails to describe inverse bremsstrahlung absorption at high frequencies. The frequently used classical kinetic expression for the dynamical conductivity, or the corresponding expression for the dielectric function, are restricted to the low-frequency region since a static, \( p \)-dependent (and \( \omega \)-independent) relaxation time cannot be applied to the high-frequency region. Different approaches using Fermi’s golden rule have been used 51, 58 to derive expressions for the emission of radiation. A common treatment unifying both limiting cases, \( \omega \to 0 \) and \( \omega \to \infty \), is missing in KT if the relaxation time approximation is used.

In contrast, our approach within LRT covers the entire frequency regime consistently, is applicable to the degenerate case 54 and can also be applied to the relativistic regime 60. An important feature of the LRT is the possibility to include medium effects in dense plasmas such as the Landau-Pomeranchuk-Migdal effect 52, 53.

**F. Low-frequency asymptotics**

For \( \tilde{\omega} \ll 1 \) one has the following asymptotics from expressions (53) and (56).

\[
\epsilon^\text{eq}_{nm}(\tilde{\omega}) = \frac{4\alpha_q}{3\pi} \int_0^\infty f^q_{\text{sc}}(y) R^\text{eq}_{nm}(0, y) \exp(-y_2^2) dy_2,
\]

\[
\epsilon^\text{eq}_{nm}(\tilde{\omega}) = \frac{w_{\text{eq}}}{3\pi} \int_0^\infty dy_2 f^q_{\text{sc}}(y) \sum_{\sigma=\pm1} \sigma^\chi \left\{ \frac{R_{nm}^\text{eq}(\xi, y)}{\xi^2 \left( 1 + e^{\nu^\chi-(\xi+\sigma y)^2} \right)} \right\},
\]

where superscripts “eq” designate e-e or e-i interactions; \( w = \tilde{\omega} / 4 \).

From these expressions it is seen, that the real part of the correlation functions is independent of \( \omega \), while the imaginary part is vanishing proportional to \( \omega \).

Disregarding the small imaginary part \( \epsilon^\text{eq}_{11} \), one obtains from (58) and (47) the following expression for the dynamical collision frequency \( \nu \) by LRT in the considered low-frequency limit:

\[
\nu(\tilde{\omega} \ll 1) \approx \nu_{\text{pl},0} \nu'_{\omega} A_{\text{LRT}}, \quad \nu_{\text{pl},0} = \frac{4\sqrt{2\pi}}{3} \frac{n_e e^4 Z}{\sqrt{m T}^{3/2}},
\]
where \( r' \) is real part of renormalization factor and

\[
\Lambda_{LRT} = \frac{3\sqrt{2\pi} \Gamma}{\epsilon f'} \int_0^\infty f_{scr}(y) \frac{e^{\alpha y^2}}{1 + e^{\alpha y}} dy
\]  

(61)

is the Coulomb logarithm. In the non–degenerate case and with expression \([45, 64]\) for \( f_{scr} \) one has from \([61]\) the following expression:

\[
\Lambda_{LRT}(\epsilon f \ll 1) \approx (\ln \kappa^{-1} - C - 1)/2, \quad \kappa = \frac{k_B T}{\Theta}
\]  

(62)

coincident with the Brooks-Herring Coulomb logarithm \([61]\), where \( k_B T/\Theta \) is given by \([45, 49]\) and \( C \approx 0.5772 \) is Euler constant.

### G. Ion correlations and screening

We now consider the incorporation of ion correlations explicitly according to Eq. (4) via the static structure factor. For the estimation of the ion structure factor for non-crystalline materials, like liquid metals or dense plasmas, the following analytical model \([62, 63]\), derived within a one-component plasma model, can be used:

\[
S_{ii}(k) = \left[ 1 - \frac{3G_{ii}}{(kR_0)^2 a^2} \left( \cos(kR_0 a_1) + 2\cos(kR_0 a_2) \right) \right]^{-1}
\]  

(63)

\[
a_1 = -0.1455 \times 10^{-2} \Gamma_{ii} + a_{1Z}(Z),
\]

\[
a_{1Z}(Z) = \begin{cases}
0.96, & Z = 1 \\
1.0, & Z = 2 \\
1.08, & Z = 3 \\
1.15, & Z \geq 4
\end{cases}
\]

\[
a_2(Z) = \begin{cases}
1.45, & Z = 1 \\
1.80, & Z = 2 \\
2.10, & Z = 3 \\
2.25, & Z \geq 4
\end{cases}
\]

\[
\Gamma_{ii} = (Zr)^2/(R_0 T_0), \quad R_0 \text{ is interatomic distance, see Eq. (3) above. Since this model doesn't incorporate properties of specific metals, it can be used for an estimation of } S_{ii} \text{ for WDM, including Al plasmas.}
\]

Besides ion correlations, it is important to take into account the influence on the permittivity of warm dense matter caused by the screening of the Coulomb potential and Pauli blocking due to the interaction with bound and valence electrons near the nucleus \([41, 42]\) of complex ions. This can be done by introducing some pseudo-potential instead of the Coulomb potential of the ion. The most simple form of such a pseudopotential is the empty core potential \([41, 64]\) in the form

\[
V_{ei}(r) = \begin{cases}
Zr^2/r & \text{for } r > r_{cut} \\
0 & \text{for } r \leq r_{cut}
\end{cases}
\]  

(64)

where the radius \( r_{cut} \) is treated as a free parameter which can be fitted to match experimental data on transport and optical properties. Taking in mind the respective expression for the Fourier transform of the potential \([44]\), see Ref. \([45]\), one gets a modified expression for the screening function \( f_{scr}(y) \) (remember that \( y = k/(2\sqrt{2}) \)), which takes into account the difference between the screening function for the pure Coulomb potential and the potential \([64]\) in the expressions for correlation functions containing the interactions between electrons and ions,

\[
f_{scr}^f(y) = f_{scr}(y) \cos^2(2\sqrt{2}y r_{cut}).
\]  

(65)

In the case of complex ions expression \([65]\) is taken for \( f_{scr}^f \) in expressions \([63]\) and \([64]\) for the e-i-correlation functions.

### III. DIELECTRIC FUNCTION FROM KINETIC THEORY

#### A. Effective collision frequency

The more simple though less common treatment of plasma permittivity can be done using kinetic equations for the single-particle electron distribution function. In Ref. \([18]\) it was demonstrated that quantum kinetic equations can be derived within the scope of quantum statistical theory and hence it is formally equivalent to the method of quantum statistical operator used above.

On the other hand, frequently used classical kinetic equations within relaxation time approximation \([22]\) are, generally speaking, applicable only for low-frequency perturbations, as long as the electron-ion collisions in relaxation time approximation are independent on frequency. Nevertheless, due to it’s simplicity this method is widely used in hydrodynamic codes and also it is convenient for the construction of semi-empirical models based on experimental data \([13, 14, 12]\).

A slightly more complex, but still elementary approach is based on an approximate solution of the Fokker-Planck equation as proposed in Ref. \([65]\). This permits to take into account not only the contribution of electron-ion collisions to the DF \( \varepsilon(\omega) \) (as in the case of relaxation time approximation), but also of electron-electron collisions. In accordance with \([65]\), the permittivity of plasmas due to intra-band transitions is expressed as

\[
\varepsilon(\omega) = 1 - (\omega_{ph}/\omega_0)^2 \kappa_0(\omega),
\]  

(66)

\[
\kappa_0 = -\frac{2i\chi_{z_2}^2}{\xi \omega_{ph}^2} \int_0^\infty \frac{F\left(1; \alpha_2; i\beta_2 \xi^2 \right) f_{\omega}(\xi)[1 - f_{\omega}(\xi)]\xi^2 d\xi}{},
\]  

(67)

where the function \( \kappa_0 \) is expressed in terms of the confluent hypergeometric function \( F(a; b; z) \), \( \chi_{z_2} = [1 + \)
where the constants were determined as $a = 0.87$, $b = 2.2$, $C = s = 1$. The value

$$
\nu_{\text{eff}}^{\text{deg}} = \nu_{\text{pl},0} \Lambda
$$

is an effective electron-ion collision frequency for non-degenerate plasma, expressed in terms of Coulomb logarithm $\Lambda$, which can be determined in a wide range of plasma parameters by respective interpolation formulas [63, 64, 65, 67], see subsection IIIB.

The above formulas ensure proper well known high- and low-frequency skin effect asymptotics for nondegenerate [24, 66] and for degenerate Lorentz plasmas [68, 71] (disregarding electron-electron collisions). Therefore the calculation of optical properties is possible for matter in a wide range of parameters of laser and plasmas with arbitrary ion charge.

We now analyse further the general expression (69). A power series expansion of $F$ with respect to its third argument for the case $\beta_Z \xi^3 \ll 1$ reads

$$
F(1; \alpha_Z; i \beta_Z \xi^3) = 1 + i \frac{\beta_Z \xi^3}{\alpha_Z} - \frac{\beta_Z^2 \xi^6}{\alpha_Z (\alpha_Z + 1)} + \ldots,
$$

and the asymptotic expansion of $F$ in the limit $Z \gg 1$ reads

$$
F(1; \alpha_Z; i \beta_Z \xi^3) = \frac{1}{1 - \beta_Z} + \sum_{n \geq 1} \frac{\beta_Z P_n(\beta_Z)}{Z^{n+1}},
$$

where $\beta_Z = \epsilon \xi^3/\epsilon_\omega$ and $P_n(\beta_Z)$ are polynomials of $\beta_Z$ to the $n$-th power [63].

Taking only the first term in the expansion (71), in the leading order one gets from (67) the expression

$$
\mathcal{K}_0(\omega) = \frac{2 \sqrt{\pi}}{\epsilon_F^{3/2}} \int_0^\infty \frac{f_F(\xi) [1 - f_F(\xi)]}{\xi^3 + i \xi \omega} \xi^2 d\xi,
$$

which coincides with a result, obtained earlier [24, 68, 70, 72] for the electron conductivity of the Lorentz plasma.

From Eqs. (71), (67) one gets the expression

$$
\mathcal{K}_0(\omega) = 1 - i \chi_{\gamma_3} \xi \epsilon_F^{-3/2} \left(1 + e^{-\epsilon_\mu} \right)^{-1}
$$
in the high frequency limit $\omega \gg \nu_{\text{eff}}$. From Eqs. (70), (67) one gets the expression

$$
\mathcal{K}_0(\omega) = \frac{3 \chi_{\gamma_3} I_7/2(\epsilon_\mu)}{\chi_{\gamma_3} \xi_\omega I_7/2(\epsilon_\mu)} - \frac{2 i \chi_{\gamma_3} I_2(\epsilon_\mu)}{\chi_{\gamma_3} \xi_\omega I_1/2(\epsilon_\mu)}
$$

for low frequencies $\omega \ll \nu_{\text{eff}}$, where $\chi_{\gamma_3} = 1 + 2/\nu_{\text{eff}}$, and $\chi_{\gamma_3} = (1 + 5/\nu_{\text{eff}})^{-1}(1 + 8/\nu_{\text{eff}})$. From Eq. (73) it follows [75], that in a wide range of degeneracy parameter the effective electron collision frequency, which determines the dynamical conductivity and the absorption in kinetic models, can be expressed in the form

$$
\nu_{\text{eff}} = \frac{3 \sqrt{\pi} \nu_{\text{pl},0}}{4 \epsilon_F^{3/2}} \frac{1}{1 + e^{-\epsilon_\mu} \Lambda},
$$

which reproduces known limiting cases for non-degenerate and highly degenerate plasmas [64, 72], in particular, Eq. (69) for a non-degenerate plasma.

One can rewrite (75) in the form

$$
\nu_{\text{eff}} = \sqrt{2/(3 \pi \omega_{\text{pl}})} \Gamma_{\text{deg}}^{3/2}(\Gamma_{\text{deg}}, Z, \varrho),
$$

where

$$
\Gamma_{\text{deg}} = \frac{\Gamma_{\epsilon_1}}{\epsilon_F \left[4(1 + e^{-\epsilon_\mu(\nu)})/(3 \sqrt{\pi}) \right]^{2/3}}
$$

is the generalized electron-ion coupling parameter for plasma at arbitrary degeneracy. In the non-degenerate case, (77) is the usual expression $\Gamma_{\text{deg}} = \Gamma_{\epsilon_1} = Z e^2/(R_0 T)$. In the case of strongly-degenerate ($\epsilon_F \gg 1$) plasmas, the respective coupling parameter depends on the Fermi energy, $\Gamma_{\text{deg}} \approx (9 \pi/16)^{1/3} Z e^2/(R_0 E_F) = 1.21 Z e^2/(R_0 E_F)$.

Alternatively, expression (77) can be rewritten as

$$
\Gamma_{\text{deg}} = 2^{-1/6} Z^{2/3} (\hbar \omega_{\text{pl}} / T)^{1/2} D_T(\Theta),
$$

$$
D_T = \Theta^{1/2} \left[1 + \exp \left[-X_{1/2} \left(2 \Theta^{-3/2}/3\right)\right]\right]^{-1}.
$$

The function $D_T(\Theta)$ has a minimum at $\Theta = \Theta_\ast \approx 0.519$ with $D_T(\Theta_\ast) \approx 1.514$. It is slowly varying in the vicinity of $\Theta_\ast$ ($D_T \in (1.51; 1.72)$ for $\Theta \in (0.27; 0.941)$). From this fact and Eq. (76) it follows, that in strongly coupled plasmas the effective collision frequency is proportional to the plasma frequency

$$
\nu_{\text{eff, max}} = k_1 \omega_{\text{pl}},
$$

with some numerical coefficient $k_1$, which is in the order of 1. Effectively, the maximum of the effective collision frequency is a function of the plasma density. The actual value of $k_1$ can be determined from the comparison with experimental data [63, 68, 73].
It should be noted, that if one takes into account not only electron-ion and electron-electron scattering as in the above consideration, but also electron-phonon interaction and umklapp processes \[74, 75\], than the effective frequency of collisions and absorption will have some maximum as function of the electron temperature \[8, 12, 73\].

### B. Coulomb logarithm

From the considerations given above it is clear, that the differences of various kinetic and semi-empirical models in determining the laser energy absorption are crucially dependent on the determination of the the Coulomb logarithm \(\Lambda\), which is a slowly varying function of density and temperature. Different authors give different expressions for \(\Lambda\) within the quantum or the classical kinetic approach. Below some of them will be briefly considered.

A well-known wide-range model for \(\Lambda\) was proposed in \[68\]. This model was refined by different authors which had proposed expressions that show better agreement with experimental data. A common expression for \(\Lambda\) can be written as

\[
\Lambda = C_{\Lambda,0} \ln \left[ 1 + (C_{\Lambda,1} b_{\max}/b_{\min})^{1/C_{\Lambda,0}} \right], \tag{81}
\]

where \(C_{\Lambda,0}\) and \(C_{\Lambda,1}\) are constants, \(b_{\max}\) and \(b_{\min}\) are maximum and minimum impact parameters.

An approximation for \(\Lambda\), which is accurate up to non-logarithmic terms, was suggested in \[34\] for weakly coupled, high temperature plasmas, with \(b_{\max}/b_{\min} \gg 1\). Extending the interpolation formula proposed in \[34\] to the case of moderately coupled plasmas, one can rewrite it in the form \(81\) with

\[
\begin{align*}
    b_{\max} &= \min \{ \max \{ \lambda_D, R_0 \}, V_{th}/\omega \}, \\
    b_{\min} &= \max \{ b_{90}(v_1), \lambda_q(v_1) \},
\end{align*}
\tag{82}
\]

where \(v_1 = \sqrt{3} V_{th}\), \(b_{90}(v) = Ze^2/(mv^2)\) is the impact parameter for 90° scattering, \(\lambda_q(v) = \hbar/(2mv)\) is the quantum-mechanical minimum impact parameter. The screening length

\[
\lambda_D = R_D/\sqrt{1/(1 + 2e\varepsilon/3) + ZT/T_i}, \tag{83}
\]

accounts for both the electrons’ degeneracy \[76\] via the term \((1 + 2e\varepsilon/3)^{-1}\), see \[49\], and screening by ions via the term \(ZT/T_i\).

The constant \(C_{\Lambda,0}\) in Eq. \(81\) is usually taken as \(C_{\Lambda,0} = 1/2\), which leads to the result obtained from the classical trajectory approximation \[34, 68, 77\]. Another choice \(C_{\Lambda,0} = 2/3\) ensures proper high-frequency asymptotics (see sec. \[11\]) of the real part of the permittivity. The term \(V_{th}/\omega\) in \[82\] represents the Dawson-Oberman (DO) correction to the dynamical conductivity in the high-frequency case \[78, 79\]. The numerical coefficient of this term was substantiated in \[84\].

The constant \(C_{\Lambda,1}\) in Eq. \(81\) is determined by the high-temperature asymptotics, where \(b_{\max}/b_{\min} \gg 1\) and \(\Lambda \approx \ln(b_{\max}/b_{\min}) + \ln(C_{\Lambda,1})\). In \[34\] the value of \(C_{\Lambda,1} \approx 0.287\) was proposed. But in \[34\] only weakly coupled, high temperature plasmas were considered. The consideration of moderately coupled plasmas shows that \(C_{\Lambda,1} \approx 1\) will be a better choice. More precisely, calculations presented below have shown, that a better agreement between results of the kinetic approach considered here with the QS ones are obtained with \(C_{\Lambda,1} = 1\) for frequencies \(\omega < \omega_{pl}\) and \(C_{\Lambda,1} = 0.5\) for frequencies \(\omega \gg \omega_{pl}\). We propose the following expression

\[
C_{\Lambda,1} \approx 1 - 0.25 \left[ \tanh(\omega/\omega_{pl} - 5) + 1 \right], \tag{84}
\]

which interpolates between limits \(C_{\Lambda,1} = 1\) and \(C_{\Lambda,1} = 0.5\) and is applicable in the entire frequency range.

The expressions \(81\), \(82\) have been obtained following the relaxation time approximations of the respective integrals over the velocity space with the electron distribution function. More general expressions can be obtained for a velocity-dependent Coulomb logarithm, which can be expressed as \[80\]

\[
\Lambda(v) = 1/2 \left[ \ln(1+Q) - Q \frac{1}{1+Q} - \frac{1}{2} \frac{Q^2}{(1+Q)^2} \right], \tag{85}
\]

where \(Q = (\lambda_D/b_{\min}(v))^2\) and \(b_{\min}(v)\) is given by \[82\], but with the replacement \(v_1 \leftrightarrow v\).

The DO-like correction can also be introduced in \(85\) by replacing the above expression for \(Q\) by

\[
Q = \min \{ (\lambda_D/b_{\min}(v))^2, 8/\omega^2 \}. \tag{86}
\]

The expression \(85\) with only the first and second terms on the right side was derived, for example, in \[18\] within the first Born approximation using the quantum kinetic equation and the screened Coulomb potential \((b_{\min} = \lambda_q(v))\), i.e., the quantum mechanical limit was used in Ref. \[18\]. The third term in \[85\] arises if one takes into account ionic correlations \[77, 81\] (in \[77\] the classical limit \(b_{\min} = b_{90}\) was used).

The expression \(85\) cannot be extrapolated into the high-frequency region by a simple replacement of \(\lambda_D\) by \(v/\omega\), like in \[82\]. In particular, for small \(Q\) (corresponding to large \(\omega\)) one has from \[85\] \(\Lambda(v) \sim Q^2 \sim \omega^{-4}\) in the case when we consider only the first two terms on the right-hand side, or \(\Lambda(v) \sim Q^3 \sim \omega^{-6}\) in the case of three terms. Note that the correct asymptote \(\Lambda(v) \sim \omega^{-3/2}\) for \(\omega \gg \omega_{pl}\) follows from comparison of \[81\] and \[85\].

In Ref. \[33\] an expression for the Coulomb logarithm is derived in second Born approximation. It can be written in the form

\[
\Lambda = \ln \left( \frac{b_{\max}}{\lambda_q} \right) - \frac{1}{2} + \frac{2b_{90}}{b_{\max}} \left[ \ln \left( \frac{b_{\max}}{\lambda_q} \right) - \ln 2^{1/3} \right], \tag{87}
\]
where \( b_{\text{min}} = \max \{ \lambda_D, R_0 \} \), \( \lambda_g = \hbar / (2mv_u) \), \( b_{\text{go}} = Z e^2 / (m v_u^2) \), \( v_u = \sqrt{(7T + 2E_F)/m} \). In accordance with \( S2 \), expression \( S7 \) is valid for moderately coupled plasmas, when \( \Gamma_{\text{eff}} < 1 \). The extrapolation of expression \( S7 \) to the high-frequency case is also difficult because of non-logarithmic terms, which leads to negative values for \( \Lambda \).

Calculations according to the models discussed above are considered in the following section. Before however, it is instructive to compare LRT and KT results for the case of small frequencies \( \tilde{\omega} \ll 1 \), when the dynamical collision frequency \( \nu \), calculated by LRT, can be approximated by expression \( 46 \). With the additional requirement \( |\nu| \ll \omega \), the function \( k_0 \) (see Eq. \( 60 \)) calculated by LRT can be written as \( k_0 \approx 1 - i \nu / \omega \) with \( \nu \) given by Eq. \( 60 \). In the same domain of parameters, the function \( k_0 \) calculated by KT is given, in accordance with \( 73 \) and \( 75 \), as \( k_0 \approx 1 - i \nu_{\text{eff}} / \omega \). The permittivities calculated by LRT and KT have the same functional form. They differ in the expression for the Coulomb logarithm. The similarity is especially obvious in the non-degenerate case.

Furthermore, the formal condition for the applicability of the Born approximation used in the above formulas \( 16 \), \( 19 \), \( 20 \), \( 15 \)–\( 17 \) for LRT is \( m v^2 / 2 > Z e^2 / (\hbar / (m v_u)) \), where \( v \approx \sqrt{3T/m} \) is the average electron velocity, or \( T > (4/3) Z^2 E_F \), or 2.5 \( \Gamma_{\text{cl}}^2 \Theta Z^{2/3} < 1 \). This case corresponds to the condition \( b_{\text{min}} = \lambda_g (v) \) in expression \( S2 \) for the minimum impact parameter ("quantum mechanical limit" \( 34 \)). As it was shown in \( 34 \), the KT model leading to Eqs. \( 58 \)–\( 63 \) can cover the full domain of the parameter \( \Gamma_{\text{cl}}^2 \Theta Z^{2/3} \), i.e. is formally applicable in both classical (\( b_{\text{min}} = b_{\text{go}} (v) \)) and quantum (\( b_{\text{min}} = \lambda_g (v) \)) limits. On the other hand, as it was shown above, LRT is applicable in a wide frequency range, while KT is well-grounded only for low frequencies \( \omega \ll \omega_{\text{pl}} \), see Sec. IV B below.

It is important to note, that even at \( T < (4/3) Z^2 E_H \) the results for the permittivity from LRT are very close to the ones obtained by KT with semi-empirical expressions for the effective collision frequency if \( \omega \ll \omega_{\text{pl}} \), i.e. in the frequency range of the applicability of KT, see Sec. IV below. That means that the LRT constructed above can be used for the extension of the KT to be used in a wider frequency range.

### IV. RESULTS OF CALCULATIONS

In this section we will present an extensive comparison of numerical results calculated for the LRT and KT approaches. For the consistency of the LRT calculations, the Kramers-Kronig relations and sum rules \( 40 \) were checked numerically for such conditions as considered in the following subsections. We looked at solid-density aluminum plasmas (\( \rho = 2.7 \) g cm\(^{-3} \)) for different temperatures (\( T = 2, 20, 300 \) eV). The accuracy of the s-sum rule was better than 0.4\% for \( T = 2, 20 \) eV and 0.6\% for \( T = 300 \) eV. The accuracy of the f-sum rule was better than 0.4\% for \( T = 2, 20 \) eV and 1\% at \( T = 300 \) eV. The Kramers-Kronig relations were checked using the frequency range \( h \omega \in [0.01; 2000] \) eV. The error was found to be less than 1.5\%. This accuracy can be further improved by increasing the accuracy of the integrals in the respective expressions for the correlation functions.

### A. Dependence of the DF on electron temperature

We investigate first the dependence of the DF on temperature. Additionally we calculate the absorption coefficient \( A = I_o / I_L \), where \( I_o \) and \( I_L \) are the flux densities absorbed in matter and incident from vacuum laser, respectively \( 82 \). The absorption coefficient is related to the DF via \( A = 4 Re \{ \zeta / 1 + |\zeta|^2 \} \), with \( \zeta = 1/\sqrt{\pi} \) in the considered long-wavelength limit and at normal incidence of laser radiation. As an example we consider the solid-density aluminum plasma with a constant average ion charge \( Z = 3 \). The plasma (with \( T_i = T \)) is irradiated by a laser of wavelength \( \lambda = 0.4 \) nm. The laser frequency \( \omega = 4.71 \times 10^{15} \) s\(^{-1} \) (\( h \omega = 3.09 \) eV) is smaller than the plasma frequency \( \omega_{\text{pl}} = 23.9 \times 10^{15} \) s\(^{-1} \) (\( h \omega_{\text{pl}} = 15.7 \) eV), and therefore \( \tilde{\omega} \ll 1 \) is considered. The results of our comparative studies are shown in Figs. 1 and 2.

Fig. 1 shows the real and imaginary part of the permittivity as well as the absorption coefficient in dependence on the temperature for different approximations. The plasma parameters \( \Gamma_{ei} \) and \( \Theta \) are also given. For the frequency considered here, the LRT as described above gives practically identical results for the static (screened Born, SB) and dynamical (Lennard-Balescu, LB) screening. The introduction of a minimum screening length in accordance with Eq. \( 46 \) leads to better agreement of the LRT with the semi-empirical model by Povarnitsyn et al. \( 9 \), which was constructed using data of the reflectivity for laser heated aluminum in the region of coupled plasmas.

Comparing the two graphs in SB approximation demonstrates that it is important to take into account higher moments of the electron distribution function. This can be done using a renormalization factor \( r_\omega \), see Ref. \( 15 \). The one-moment approximation strongly overestimates the value of imaginary part of \( \varepsilon(\omega) \).

Taking into account strong collisions via the Gould-DeWitt (GDW) model (see \( 20 \) for details of T-matrix and GDW calculations) and higher moments via the renormalization factor \( r_\omega \) leads to a good agreement for the absorption coefficient with the kinetic approximation for \( \Gamma_{ei} \leq 0.4 \). Above temperatures of 100 eV, the effect of strong collisions (GDW) shows an effect of about 20\% in the imaginary part of the permittivity in comparison.
to LB or statically screened Born approximation. The difference decreases with increasing temperature.

Using a pseudopotential instead of a screened Coulomb potential as done by Rogers et al. [85], dynamical conductivity and absorption coefficient are strongly overestimated. It actually leads to an increase of the effective number of conducting electrons in comparison to the number of valence electrons thus taking into account the influence of core electrons on the permittivity. Contrary to that, the model of Gericke et al. [45] leads to an underestimation of the absorption.

Fig. 2 shows the permittivity and the absorption coefficient in a slightly wider temperature range. Different models are compared. For some of the approaches, the effective collision frequency \( \Gamma \) is shown in (d). The semi-empirical kinetic model of Povarnitsyn et al. [9] (violet dashed-dotted line) interpolates at \( T \sim E_F \) between two different expressions: the phenomenological Drude formula for metallic plasma \((T < E_F)\) and, for \( T > E_F \), the integral formula for the ideal plasma permittivity of non-degenerate plasmas [23, 24]. The two branches of the respective effective collision frequencies are shown (d), the descending curve for the non-degenerate plasma \((T > E_F)\) and the ascending curve for metallic plasmas. Calculations by Cauble and Rozmus [86] for a plasma with a step-like density profile are only shown for the absorption coefficient \( A \) at normal laser incidence, see Fig. 2 (c). In the region of strongly coupled plasmas (at temperatures \( T \leq 50 \) eV), their results considerably underestimate the absorption when comparing with the semi-empirical kinetic or LRT models. The ERR fit formula by Esser et al. [67] and the Skupsky [34] model for the Coulomb logarithm \( \Lambda \) also underestimate the absorption. The latter is due to a lower \( \Lambda \) and consequently lower \( \nu_{\text{eff}} \), in comparison with the expressions given by Stygar [33] and in the Povarnitsyn [9] model. Note, that the validity of the ERR fit formula, which is based on numerical results of the LRT model and known limiting cases, does not extend to low temperatures.

On the other hand for \( T > 10 \) eV, calculations using Stygar’s interpolating expression for \( \Lambda \) and the LRT model in two-moments screened Born approximation are in good agreement with the the semi-empirical model of Povarnitsyn et. al. [9]. The latter is based on experimental data on the reflectivity of laser-heated aluminum. The ERR fit formula, was originally derived for plasma with singly-charged ions. This could be a reason why it underestimates slightly the dynamical conductivity for aluminum with \( Z = 3 \) at higher temperatures. The discrepancies at \( T < 15 \) eV is connected with the fact that electron-phonon interactions and absorption in metal-like plasmas, which lead to the ascending curve of absorption as function of electron temperature and a maximum of absorption near \( T = 15 \) eV, are neither considered in the plasma LRT model described above or in the model of Nersisyan et al. for the permittivity [65] with Stygar’s et al. [55] Coulomb logarithm. An approximate way to
account for absorption in metal-like plasmas within the scope of the latter model is proposed in Ref. \[73\].

**B. Frequency dependence of the dynamical collision frequency**

The frequency dependence of the complex collision frequency $\nu_{Dr} = \nu_{Dr}' + i\nu_{Dr}''$, defined in accordance with the generalized Drude formula (16) by

$$
\nu_{Dr}'(\omega) = \omega \Im \left\{ \frac{n_e}{n_c} / (1 - \varepsilon(\omega)) \right\},
\nu_{Dr}''(\omega) = \omega \Re \left\{ 1 - \frac{n_e}{n_c} / (1 - \varepsilon(\omega)) \right\},
$$

is shown on Fig. 3 and Fig. 4. Note, that the value of $\nu_{Dr}(\omega)$ defined by (88) is identical to the value $\nu(\omega)$ in LRT calculations (16) and (19), while for the KT calculations with the DF $\varepsilon(\omega)$ given by Eqs. (66), (67), this complex value $\nu_{Dr}(\omega)$ is quite different from the real value of the effective collision frequency $\nu_{eff}$, though $\nu_{Dr}'(\omega)$ is comparable to $\nu_{eff}$, see Fig. 3.

From Fig. 3 it is seen, that for an accurate description of the permittivity by the LRT approach, for frequencies lower than the plasma frequency, one needs to take into account not only the first, but also higher moments of the electron distribution function when calculating the correlation functions. For $\omega > \omega_{pl}$ the first moment approach is sufficient, i.e., $r_\omega \to 1$ for $\omega \gg \omega_{pl}$.

It is also seen from Fig. 3 that at $\omega > 0.03 \omega_{pl}$ and especially at $\omega > 0.5 \omega_{pl}$ the imaginary part of $\nu_{Dr}(\omega)$ is not well described by the kinetic model. This is due to the fact that the collisional term is independent on the frequency $\omega$. Contrary, the LRT model gives a consistent imaginary part of $\nu_{Dr}(\omega)$ which satisfies the Kramers-Kronig relations, as discussed already above.

The following Fig. 4 demonstrates a comparison of the LRT and different kinetic models using different expressions for the Coulomb logarithm, however taking the same parameters as in Fig. 3. For the temperature $T = T_i = 300$ eV the plasma is non-degenerate ($\Theta = 26$) and weakly-coupled ($\Gamma_{ei} = 0.091$). For the average ion charge $Z = 3$, the influence of electron-electron collisions is not significant. Therefore the results using the expression for $\varepsilon(\omega)$ according to the Povarnitsyn et al. semi-empirical kinetic model [9] and to the Nersisyan et al. model [65] for plasmas with arbitrary $Z$ and similar models for Lorentz plasmas [70] are very close, differences arise from different forms of the Coulomb logarithm.

**FIG. 2.** (Color online). The same as on Fig. 1 (a)-(c) and the electron-ion effective collision frequency $\nu_{eff}$ (d) for an extended temperature range, but not all approximations are shown again (same markers are used) and some additional approximations are added: 2-moment SB approximation with the screening model Eq. (10) (brown squares □), GDW approximation with renormalisation factor $r_\omega$ (filled red triangles ▲), semi-empirical model by Povarnitsyn et al. [9] (violet dashed-dotted line), kinetic model (66), (67) by Nersisyan et al. using different Coulomb logarithms Λ: Stygar et al. model [33] (solid blue line), modified Skupsky model [34] (thin solid orange line), ERR fit formula [67] (green dashed lines) and absorption coefficient according to Cauble and Rozmus [50] (magenta stars ⋆).
FIG. 3. (Color online). Real (a,c) and imaginary (b,d) parts of the generalized Drude-like collision frequency $\nu_{Dr}^r(\omega)$ as function of the laser frequency radiating solid-density aluminum plasma at $T_i = T_e = 300$ eV considered for different frequency ranges. Results are shown for the LRT model within 1-moment (cyan open circles $\circ$) and 2-moment (cyan filled circles $\bullet$) SB approximation, the 2-moment LB approximation (black open squares $\square$), the Povarnitsyn et al. semi-empirical kinetic model [9] with the Coulomb logarithm (81)– (84) and $C_{\Lambda,0} = 2/3$, without account for screening by ions in (83) (violet dashed-dotted line), $\nu_{eff}$ calculated by (75) with the same Coulomb logarithm (black dotted line). Calculations by asymptotic formulas are shown by thin lines: $\nu_{Dr}'(\omega)$ from Equ. (54) (green line without markers), Equ. (53) (magenta line with cross) and Equ. (51) (red line with triangles), $\nu_{Dr}''(\omega)$ from Equ. (55) (red lines with triangles).

It is seen from Fig. 4 that for plasma parameters considered here, the second Born approximation for $\Lambda$ as used by Stygar et al., Eq. (87) and Ref. [33], almost coincides with the Skupsky-like model (81)– (84) for moderate frequencies $\omega < \omega_{pl}$. Furthermore, the expression (85) without the contribution of ion correlations (i.e. with only two terms on the right-hand side of Eq. (85)) gives also very similar results for small laser frequencies $\omega < 0.1 \omega_{pl}$.

The model (81)– (84) is in good agreement with the LRT for $\nu_{Dr}'(\omega)$ in the entire frequency range. The account of screening by ions slightly decreases the value of $\nu_{Dr}'(\omega)$, compared to the Skupsky-like model shown as dashed-dotted curve with the diamond markers. Very similar results are obtained by the ERR fit formula for $\Lambda$ [65, 67] at moderate laser frequencies.

FIG. 4. (Color online). The same as in Fig. 3. Results are shown for the LRT model within 2-moment LB approximation (black open squares $\square$), Povarnitsyn et al. semi-empirical kinetic model [9] with Coulomb logarithm (81)– (84) with $C_{\Lambda,0} = 2/3$, without account for screening by ions in (83) (violet dashed-dotted line), the Nersisyan et al. model [65] with different Coulomb logarithms $\Lambda$: the Stygar et al. model (87) [33] without account for screening by ions in (83) (solid blue line), the ERR fit formula [67] (orange markers +); the model (81)– (84) similar to Skupsky [34] with account for screening by ions in (83) (red diamonds $\diamond$) and the model (85) with only two terms on the right-hand side of (85) (filled green triangles $\triangle$).

Fig. 5 demonstrates the effect of different screening and ion correlations for moderately coupled ($\Gamma_{ei} \sim 1$) solid-density, partially degenerated aluminum plasmas at temperature $T_i = T_e = 20$ eV. For the coupled plasmas considered here, the restriction of the screening radius from below by $R_0$ (8) substantially influences the value of $\nu_{Dr}(\omega)$, especially in the region $\omega \in (0.4 - 2) \omega_{pl}$. The real part as well as $|\nu_{Dr}''(\omega)|$ are considerably increased. The account of ion correlations through $S_{\Lambda}$ also substantially influences the value of $\nu_{Dr}(\omega)$, leading to a decreasing peak near $\omega = \omega_{pl}$. As it was already stated, for the ion charge $Z = 3$ considered here, the influence of e-e collisions on the dynamical collision frequency is marginal.

Unlike the case of weakly coupled plasmas Fig. 3 it is seen from Fig. 5 that for moderately coupled plasmas the agreement between LRT and kinetic calculations can be
FIG. 5. (Color online). Real and imaginary parts of the generalized Drude-like collision frequency $\nu_{Dr}(\omega)$, as function of the laser frequency radiating solid-density aluminum plasma at $T_i = T = 20$ eV. Results are shown for the LRT model within the 2-moment LB (black open squares □) and SB (cyan filled circles ◦) approximation, the same SB approximation with different screening models: restriction of the screening radius from below by $R_0$ (brown open squares with cross □), account for ion correlations by the structure factor $S_{ii}$ (green long-dashed curve), account for e-e collisions (dark green short-dashed curve), and the Povarnitsyn et al. semi-empirical kinetic model [9] using the Coulomb logarithm (81)–(84) with $C_\Lambda = 2/3$, (violet dashed-dotted line), the Nersisyan et al. kinetic model [65] with the Stygar-like $\Lambda$ (82) (thin solid orange line).

observed only for relatively small frequencies $\omega \lesssim 0.3 \omega_{pl}$. For higher frequencies, all kinetic models underestimate the value of $|\nu_{Dr}(\omega)|$.

Fig. 6 complements Fig. 5. Additionally it shows calculations with various options for the Coulomb logarithm [83] and the ERR Coulomb logarithm [65, 67]. The account of the third term in Eq. (83), responsible for the ion correlations [77], improves the correspondence with LRT results for $\omega \lesssim 0.3 \omega_{pl}$. However, the discrepancies at higher frequencies between both approaches are not removed. Using the ERR fit formula for $\Lambda$ underestimates $|\nu_{Dr}(\omega)|$ in the entire frequency range for the coupled plasmas considered here, which, as it was already stated, can be connected with the fact, that originally this model was formulated for plasmas with singly charged ions.

FIG. 6. (Color online). The same as in Fig. 5. Shown are the Nersisyan et al. kinetic model [65] with velocity-dependent $\Lambda$, Eq. (83), with two terms on the right-hand side (open gray triangles △) or three terms on the right-hand side (solid black triangles ▲), with account of the DO correction Eq. (86) (black line) and with Coulomb logarithm from ERR fit formula [65, 67]. Furthermore, green dashed and violet dashed-dotted lines have the same meaning as in Fig. 5.

C. Comparison with experimental data

An interesting experimental quantity is the dc conductivity $\sigma_{dc} = \sigma(\omega \rightarrow 0)$. It is here considered as the dimensionless quantity

$$\sigma^* = \frac{Z^2 e^2}{4 \sqrt{2\pi} \Lambda_{dc}^{-1}}$$

which is basically proportional to the inverse of the Coulomb logarithm times.

Fig. 7 shows $\sigma^*$ at a fixed temperature of about 25 keV as function of the coupling parameter $\Gamma_{ei}$. Several theoretical approaches presented in this paper are compared with experimental data obtained from rare gas plasmas argon and xenon. Both LRT and kinetic approaches describe the experimental data points reasonably well, if
FIG. 7. (Color online). Dimensionless dc conductivity $\sigma^*$, Eq. (89), as function of the coupling parameter $\Gamma_{ei}$ for dense Argon and Xenon plasmas at temperature $T = T_i \approx 25$ kK. Experimental data are shown by large markers: black squares for Argon, blue circles for Xenon, solid markers for experimental points of Ivanov et al. [87] and open markers for Shilkin et al. [88]. Shown are results from LRT model within three-moment screened Born approximation with account for ion correlations (gray line with solid circle), with restriction of the screening radius from below by $R_0$ (brown line with open squares with cross) and with a pseudopotential according to Gericke et al. (64) with $r_{cut} = 0.5\,\text{Å}$ (grey line with open triangles). Furthermore, calculations from the kinetic model of Nersisyan et al. [65] is shown using the Stygar Coulomb logarithm Ref. (87) (thin dashed green line), applying the restriction of the maximum effective collision frequency by Eq. (80) with $k_1 = 0.9$ (thick dashed line ) and with the Skupsky-like expression, Eq. (82), for $\Lambda$ (solid orange line).

FIG. 8. (Color online). Reflection coefficient $R$ as function of the electrons density $n_e$ in reflectivity measurements of shock wave fronts in Xenon plasmas, $T = T_i \approx 30$ kK. Experimental data [94] are shown by large markers: red squares for wavelength $\lambda = 1.06\,\mu\text{m}$, green triangles for $\lambda = 0.694\,\mu\text{m}$, blue circles for $\lambda = 0.532\,\mu\text{m}$. Marked lines (with the same colors and marks for the same $\lambda$) show the LRT two-moment screened Born calculations with account of ion correlations, the restriction of the screening radius from below by $R_0$, and with the use of a pseudopotential according to Gericke et al. (64) with $r_{cut} = 0.5\,\text{Å}$ (the same parameters as on Fig. 7); dotted lines show the same, but without the restriction of the screening radius from below by $R_0$. The plasma density profile of the shock front was assumed to be step-like in the calculations. Previous studies have shown, that a finite width of the shock wave front and the contribution of transitions of electrons from bound shells [93] influence substantially the reflectivity. The account of those effects can improve significantly the correspondence of theoretical and experimental results. The contribution of bound-bound transitions and the role of plasma inhomogeneities are investigated in the following section.

V. ESTIMATES OF CONTRIBUTIONS OF BOUND-BOUND TRANSITIONS AND PLASMA INHOMOGENEITIES

A. Role of plasma inhomogeneities

Shock waves have a final width $L_S$ of it’s front where plasma parameters (for instance temperature, pressure, ion concentration and ionization degree) smoothly change from their upstream (non-perturbed) values $T_0$, $P_0$, $n_{i,0}$ to their downstream values $T_1$, $P_1$, $n_{i,1}$. One takes into account the restriction [84] of the maximum of the effective collision frequency. In addition, results are shown taking into account simultaneously both the ion correlations through $S_{ii}$, the restriction of the screening radius through $R_0$ [3] and the effect of the interaction of the free, conducting electrons with inner core electrons through a pseudopotential, see Eq. (63) with some radius $r_{cut} = 0.5\,\text{Å}$. The LRT screened Born calculations, with account of $S_{ii}$ only, give also satisfying agreement with the experimental data points.

Fig. 8 shows experimental data on the reflectivity from shock wave fronts in Xe plasmas at different densities. Calculations by the LRT model with and without the restriction of the screening radius from below by $R_0$ are shown. It can be seen that results of calculations with account of the restriction of screening in strongly coupled plasmas are closer to the experimental points, though still the calculated data are above the experimentally measured reflectivity.
Estimates on the basis of kinetic equations or the Boltzmann H-theorem give a value for the width of the shock wave front of the order of the mean free path of atoms or molecules in the non-perturbed gas. Thus one can write

\[ L_S \approx \frac{C_{L_S}}{(n_{i,0} \sigma_c)}. \tag{90} \]

where \( C_{L_S} \) is a constant, \( \sigma_c \) is the cross section of atomic collisions and \( n_{i,0} \) is the concentration of heavy particles upstream the flow in the shock wave, which is connected with the concentration of heavy particles \( n_{i,1} \) downstream the flow by Rankine-Hugoniot relations. It has the following form for a strong shock wave (Mach number \( M \gg 1 \) in a polytropic gas) [95, 97, 99]:

\[ n_{i,1} = n_{i,0}(\gamma + 1)/(\gamma - 1), \tag{91} \]

where \( \gamma \) is the adiabatic coefficient of the gas.

The influence of the plasma inhomogeneity owing to the final width of shock wave front on laser radiation absorption in the plasma depends on the ratio \( \kappa_S = L_S/l_s \), where \( l_s \) is the plasma skin layer depth. From the solution of wave equation for the uniform plasma with step-like density profile, the permittivity [103] and \( \omega < \omega_{pl} \), one can write the following expression for \( l_s \):

\[ l_s \approx \frac{c}{\omega_{pl}} \sqrt{\frac{1 + \hat{\nu}^2}{1 - (\omega/\omega_{pl})^2(1 + \hat{\nu}^2)}} \approx \frac{c}{\omega_{pl}} \tag{92} \]

where \( \hat{\nu} = \text{Re} \{\nu(\omega)\} / \omega \); the second approximate equality is written for the case \( \hat{\nu} \ll 1 \) and \( \omega_{pl} \gg \omega \).

From Eqs. \((90) - (92)\) one has the following expression for \( \kappa_S \):

\[ \kappa_S \approx \frac{C_{L_S}}{\gamma - 1} \frac{2\sqrt{\pi}Z\sigma_c}{mc}\sqrt{n_{i,1} \sigma_c} \]

\[ \approx 6 \times 10^{-2}C_{L_S} \sqrt{\frac{\gamma + 1}{\gamma - 1}} \left( \frac{Z}{n_{i,1}/10^{21}\text{cm}^{-3}} \right)^{1/2} \left( \frac{\sigma_c}{10^{-15}\text{cm}^2} \right)^{-1}. \tag{93} \]

Numerical calculations on the basis of the solution of the Navier-Stokes equations give a parameter value \( C_{L_S} \approx 4 \) for shock waves with Mach numbers \( M \) of several units in Argon, see Refs. [98, 99]. Similar results for \( C_{L_S} \) follow from the numerical solution of the Burnett equations obtained in Ref. [100]. The simulations on the basis of the solution of the Boltzmann kinetic equations can even give higher values, \( C_{L_S} \approx 10 \) [101].

The value of \( \sigma_c \) can be estimated using a fitting formula proposed in Ref. [102] for the total elastic cross section of Argon on Argon atoms with the relative energy \( E \):

\[ \sigma_c \approx 2.1 \left( \frac{E}{eV} \right)^{-0.4} \left[ 1 + \left( \frac{E}{15eV} \right)^2 \right]^{0.16} \times 10^{-14}\text{cm}^2, \tag{94} \]

which gives the value \( \sigma_c \approx 10^{-14}\text{cm}^2 \) for the average relative energy \( E \approx 3 \text{eV} \). Substituting this value and the values \( Z = 1 \), \( C_{L_S} = 4 \) and \( \gamma = 5/3 \) into equation \((93)\), one obtains the following estimate for the experimental conditions depicted on Fig. 8

\[ \kappa_S \approx 0.1 \left(n_{i,1}/10^{21}\text{cm}^{-3}\right)^{-1/2}. \tag{95} \]

In order to elucidate the influence of the parameter \( \kappa_S \) on the absorption of laser energy, let us consider a plasma density profile with a linear ramp: \( n_i(x) = 0 \) for \( x < 0 \), \( n_i(x) = \text{const} = n_{i,1} \) for \( x > L_S \), \( n_i(x) = n_{i,1}x/L_S \) for \( 0 < x < L_S \) (the plasma temperature is assumed to be constant). Under the assumption of weak absorption (with \( |\nu(\omega)|/\omega \ll 1 \) and for overcritical plasma density \( \omega_{pl} \gg \omega \) one can express solution of the wave equation for such a plasma profile in terms of the Airy functions \( \text{Ai} \) and \( \text{Bi} \) of the first and the second kind, respectively, and write down the following expression for the value of the change of the absorption coefficient (see Ref. [103]) \( \alpha = A/A_{st} \), given by the ratio of real absorption coefficient \( A \) for a given plasma profile to the absorption coefficient \( A_{st} \) for a plasma with step-like density profile \( n_i(x) = \text{const} = n_{i,1} \) for \( x > 0 \), and \( = 0 \) else:

\[ \alpha = \frac{\omega_{pl}^2}{\omega^2} \left[ 1 + \frac{2}{\kappa_S} \int_{L_0}^{L} \Phi^2(x)(x + L_0)^2 dx \right], \]

\[ \Phi(x) = \frac{\text{Ai}(L_1) - C_2 \text{Bi}(L_1)}{\text{Ai}(L_1) \text{Bi}'(L_1) - C_2 \text{Bi}'(L_1) \text{Ai}'(L_1)}, \]

\[ C_1 = \frac{\kappa_S^{1/3} \text{Bi}(L_1) + \text{Bi}'(L_1)}{\text{Ai}(L_1) \text{Bi}'(L_1) - \text{Bi}(L_1) \text{Ai}'(L_1)}, \]

\[ C_2 = \frac{\kappa_S^{1/3} \text{Ai}(L_1) + \text{Ai}'(L_1)}{\text{Ai}(L_1) \text{Bi}'(L_1) - \text{Bi}(L_1) \text{Ai}'(L_1)}, \]

\[ L_0 = (\omega/\omega_{pl})^2k_{\kappa_S}^2, \]

with \( \Phi'(L_0) \equiv \partial \Phi(x)/\partial x \big|_{x=L_0} \), and similarly for \( \text{Ai}'(L_1) \).

From Eq. \((94)\) it follows, that in the limit of weak absorption the function \( \alpha \) is independent of the absorption mechanism (i.e. of \( \nu(\omega) \)) and depends on only two variables: \( L_0 \) and \( \omega_{pl}/\omega \). For \( \kappa_S \to 0 \) we have \( \alpha \to 1 \), and for \( \kappa_S \gg 1 \) the second term in Eq. \((93)\) exceeds the first one. The function \( \Phi(x) \) is of the order of \( \text{Ai}(x) \), and the function \( \alpha \) is mainly dependent on \( L_0 \). From that follows, that the lower the ratio \( n_i/n_c = (\omega_{pl}/\omega)^2 \) of the maximum plasma density to the critical density \( n_c \), the higher is the influence of final width \( L_S \) of the plasma density ramp on the absorption.

The behavior of \( \alpha(\kappa_S) \) for different wavelengths corresponding to the experimental ones, see Fig. 8 and different electrons densities are shown in Fig. 9. Curves are presented which are calculated using the expression \((95)\) in the limit of weak absorption as well as curves calculated by the numerical solution of the
wave equation for a plasma with permittivity given by Eqs. (10), (19), (20), (B5), (B6), (B7) (two-moment screened Born approximation with account of the contribution of electron-electron collisions).

For the plasma parameters considered here, we have $|\nu(\omega)/\omega| \gtrsim 1$. This is the reason why the calculations shown by dashed lines in Fig. 9 deviate from the analytical estimates based on Eq. (96). In particular, a saturation of the increase of absorption with increasing $\kappa_S$ is seen for $\kappa_S$ exceeding some value $\kappa_S = \kappa_{S*}$. Nevertheless, the above mentioned conclusion about the increase of the influence of $\kappa_S$ on absorption, when the value of $n/n_e$ is decreasing, remains true. From Fig. 9 one can see, that the values of $\kappa_{S*}$ is decreasing with the decrease of the wavelength and (or) the diminishment of the plasma density. Particularly, $\kappa_{S*} \approx 1.5, 4, 12$ for $\lambda = 1.5, 3, 6 \times 10^{21}\text{cm}^{-3}$, respectively, and $\lambda = 0.53 \mu\text{m}; \kappa_{S*} \approx 3, 9$ for $\lambda = 1.5, 3 \times 10^{21}\text{cm}^{-3}$, respectively, and $\lambda = 0.69 \mu\text{m}; \kappa_{S*} \approx 12$ for $\lambda = 1.5 \times 10^{21}\text{cm}^{-3}$ and $\lambda = 1.06 \mu\text{m}$. This could explain, under assumption of final width of shock wave front, why the discrepancy between experimental results and theoretical calculations at Fig. 9 performed with the assumption $\kappa_S = 0$, is larger for lower plasma densities and for shorter wavelength, and why the dependencies of the experimental reflection coefficient $R = 1 - A$ on the electron density are concave curves, while the theoretical calculations under the assumption $\kappa_S = 0$ lead to convex ones.

One can see from Fig. 9 that the pronounced effect of the nonzero $\kappa_S$ on the increase of plasma absorption can be achieved only for values of $\kappa_S$ at least of several units, at $\kappa_S \gtrsim 3$, while theoretical estimates of the width of the shock wave front (23) gives about 30 times lower values $\kappa_S \lesssim 0.1$ for $n_i \gtrsim 10^{21}\text{cm}^{-3}$.

From the above consideration follows that an increased absorption or a decreased reflection of laser radiation from the shock wave front, in comparison with theoretical predictions for $L_s = 0$, could be a signature of a considerable broadening of the width of the shock wave front due to ionization or excitation processes (95, 97). Consequently, such increased absorption could serve as a diagnostic tool to analyze non-stationary processes at the shock wave front.

**B. Estimates for the contributions of interband transitions**

Recently, numerical calculations of the reflectivity of shock compressed Argon and Xenon plasmas utilizing the density functional approach and the Kubo-Greenwood (KG) formula have been performed. They have shown that interband transitions play an essential role and should be accounted for when interpreting the respective experimental results (93, 104). Below a semi-phenomenological estimate of this effect is given.

![FIG. 9. (Color online). Coefficient $\alpha = A/A_0$ as function of the parameter $\kappa_S = L_S/L_0$ of a plasma with linear ramp of it's density profile, for different wavelengths $\lambda = 0.53, 0.69, 1.06 \mu\text{m}$. Different electron densities are considered: $n = 1.5, 3, 6 \times 10^{21}\text{cm}^{-3}$ for thick, medium and thin curves, respectively. The calculations in the limit of weak plasma absorption by formula (96) are shown by solid curves. Numerical calculations with absorption determined by the three-moment screened Born approximation for Xenon plasmas with $T = T_i = 30 \text{kK}$ are shown by dashed curves. (Solid curves corresponding $n/n_e < 1$ are absent as long as (96) is derived for $n/n_e > 1$).

One can note, that taking into account interband transition effects corresponds to the inclusion of collisions with bound states, in particular atoms. These should be considered in addition to electron collisions with free charged carriers, see (105).

With the account for interband transitions, the permittivity can be expressed as

$$\varepsilon(\omega) = \varepsilon_{Dr}(\omega) + \delta\varepsilon_b(\omega),$$

(97)

where $\varepsilon_{Dr}(\omega)$ is the intraband or Drude-like contribution to the permittivity, given by (10), and $\delta\varepsilon_b(\omega)$ is the interband contribution to the permittivity.

Different approaches can be used to determine $\delta\varepsilon_b(\omega)$: besides first-principle calculations using the KG formula, see Ref. (93, 106) and their modifications on the basis
of the average-atom model \cite{47}, the Drude-Lorentz (DL) model \cite{107-110} and its modification in form of the Critical Points model \cite{110-111} are widely used for the approximate description of interband contributions to the permittivity. This way, semi-empirical interpolation formulas for the optical properties of a wide class of substances (metals, dielectrics, amorphous materials) are obtained.

The DL model for $\delta \varepsilon_b(\omega)$ can be rewritten in the form

$$\delta \varepsilon_b(\omega) = -\omega_{pl,n}^2 \sum_{m,n} \frac{F_{mn}}{\omega^2 - \omega_{mn}^2 + i \omega \Gamma} f_F(E_n)[1 - f_F(E_m)],$$

with \( \Gamma \) a damping factor, \( \omega_{mn} = (E_m - E_n)/\hbar \), \( \omega_{pl,n}^2 = 4\pi n_i e^2/m \). \( E_m \) is the energy of the \( m \)-th energy level (or energy of a continuum state in the case of bound-free transitions), the matrix element \( F_{mn} \) is the oscillator strength \cite{112}, \( f_F(E) = [1 + \exp((E - \mu)/T)]^{-1} \) is Fermi function, the sum in \eqref{eq:98} is over permitted dipole transitions, with \( l_m = l_m \pm 1 \) (where \( l_m, n \) are the respective orbital quantum numbers).

Unlike the usual DL model, Eq. \eqref{eq:98} contains the factor \( f_F(E_n)[1 - f_F(E_m)] \) which accounts for the population of the energy levels and the Pauli blocking principle. For \( \Gamma \to 0 \) the imaginary part of Eq. \eqref{eq:98} represents a sum of \( \delta \)-functions \( \delta(\omega + \delta \omega_{mn}) + \delta(\omega - \delta \omega_{mn}) \). In this case, similarly as it was shown in Ref. \cite{112}, one can derive from Eq. \eqref{eq:98} an expression for the imaginary part of \( \delta \varepsilon_b(\omega) \) which is equivalent to the KG formula.

In the case of laser radiation frequencies much below the transitions frequencies, \( \omega \ll |\omega_{mn}| \) (that is the case of reflectivity measurements depicted at Fig.\ref{fig:8} and for \( \Gamma/\omega \ll 1 \), the contribution to the imaginary part of \( \delta \varepsilon_b(\omega) \) is close to 0. The main influence of the interband transitions on the reflectivity (or absorption) comes from \( \text{Re} \{ \delta \varepsilon_b(\omega) \} \). In accordance with Eq. \eqref{eq:98}, the contribution of the \( j \)-th interband transition to \( \text{Re} \{ \delta \varepsilon_b(\omega) \} \) is proportional to

$$\delta \varepsilon_{b,j}(\omega) = (\omega_{pl,n_i}/\omega_{mn,j})^2 F_{mn,j}^x f_{F_{mn,j}}[1 - \omega^2/\omega_{mn,j}^2]^{-1},$$

\( \omega_{mn} \) is not far from 1, being \( \omega_{pl}/\omega > 1 \) and hence \( \text{Re} \{ \varepsilon(\omega) \} \). The addition of a nonzero value of \( \text{Re} \{ \delta \varepsilon_b(\omega) \} \) considerably changes the reflectivity under the conditions of the experiments discussed above, especially for smaller plasma densities and shorter wavelengths: for the considered plasma and laser radiation parameters the value of \( \omega_{pl}/\omega \) is not far from 1, being \( \omega_{pl}/\omega > 1 \) and hence \( \text{Re} \{ \varepsilon(\omega) \} \). The addition of a small positive nonzero value for \( \text{Re} \{ \delta \varepsilon_b(\omega) \} \) brings \( \text{Re} \{ \varepsilon(\omega) \} \) closer to zero, thus making the plasma more transparent for laser radiation.

\section{Conclusions}

The LRT model has been used to develop a model for the intraband part of the permittivity of WDM. It is suitable in a wide frequency range, from the far infrared including the dc limit, till the X-ray spectral region. The model accounts for both electron-ion and electron-electron collisions, arbitrary degeneracy, screening and correlation effects. The relevant formulas

\begin{align}
\Delta E_{bf} & \approx 4.6 \text{ eV} \ Z \left( n_i/10^{21} \text{ cm}^{-3} \right)^{1/3}, \\
& \text{see Refs. \cite{114,115}.}
\end{align}

Because only states with energies \( E_n < -\Delta E_{bf} \) can contribute to interband transitions, the number of transitions contributing to \( \delta \varepsilon_b(\omega) \) decreases with increasing of the plasma density, in accordance with \cite{110}. Taking in mind, that transitions from the upper excited levels can give the main contribution to the interband absorption (see, e.g., Ref. \cite{47}), such a decrease can be rather essential and could compensate the linear increase of \( \omega_{pl,n_i}^2 \) with \( n_i \).
are [16], [19], [20], [23]–[27], [30], [32] and [16]–[49]. Approximate expressions have been derived as simple fits that make it possible to use them in hydrodynamic codes.

It is shown that the approach elaborated from the LRT is in good agreement with different variants of kinetic models derived on the base of the Boltzmann kinetic equation, if higher order moments of the electron distribution function are taken into account. This holds for low frequencies ($\omega < \omega_{pl}$) and for moderate coupling.

At high frequencies ($\omega > \omega_{pl}$) the introduction of Dawson-Oberman-like corrections into classical kinetic models ensures a good agreement of the real part of the Drude-like effective collision frequency $\nu_{Dr}$, obtained within KT, with the results of LRT calculations. Nevertheless, the imaginary part of $\nu_{Dr}$ is not correctly described by this correction procedure within the classical kinetic approach, and the LRT model should be used for description of Im $\{\nu_{Dr}\}$ in this frequency range. In addition, LRT gives a proper description of the inverse bremsstrahlung absorption of high-frequency laser radiation.

Simple expressions are obtained from the LRT approach in the region of low coupling where the Born approximation can be applied. Strong collisions are included within the Gould-DeWitt scheme results. The real and the imaginary part of permittivity calculated by the LRT model for optical frequencies and weak or moderate coupling are almost identical with those obtained within the kinetic approach.

Effects of screening are studied and it is shown, that statistical screening of the interaction potential gives the same results as obtained from dynamical screening at any frequencies except the region of plasmon resonance in the vicinity of $\omega = \omega_{pl}$. In the region of strong coupling, the limitation of the screening length by the interatomic distance is necessary for the correct description of optical properties of matter. Furthermore, ion correlations should be taken into account in the region of moderate and strong coupling for the accurate description of permittivity.

As an application of the theory for calculating the DF, optical properties of shock compressed noble gas plasmas have been considered. In addition to the contribution of free electrons (intraband contribution), also the contribution of bound electrons (inter band contribution) to the permittivity and the final width $L_S$ of the shock wave front must taken into account. Furthermore, it was shown that for the considered plasma densities and wavelengths, a final width $L_S \gtrsim 3l_s$ (where $l_s$ is skin layer depth) can lead to a considerable increase of the absorption coefficient $A$ and, this way, to a change of the shape of the reflectivity curve $R(n)$ (where $R = 1 - A$ is the reflection coefficient and $n$ is the concentration of electrons) from initially convex to a more concave one. This behavior is more close to the results seen in experiments. On the other hand, such values of $L_S$ are about 30 times larger than estimates made for the equilibrium shock wave front width, determined by ion-ion collisions [95, 96]. Therefore it is necessary to take into account relaxation processes (ionization and excitation) for a more precise estimate for the width of a shock wave front. Our approach shows the possibility to use optical measurements of the reflection coefficient of shock compressed gases as a tool for diagnostics of the structure of the shock wave front and relaxation processes in it.
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Appendix A: Generalized linear response theory

According to [18] (see also [17], [19], [42]), the nonequilibrium statistical operator $\hat{\rho}(t)$ is determined by the dynamical evolution of the system with Hamiltonian $\hat{H}_{tot} = \hat{H} + \hat{H}_{ext}(t)$:

$$\dot{\hat{\rho}}(t) = \lim_{\delta \to 0} \frac{\delta}{\delta t} \int_{-\infty}^{t} d\tau e^{-\delta(t-\tau)} \hat{U}(t, t') \hat{\rho}_{rel}(t') \hat{U}^\dagger(t, t'), \quad (A1)$$

where $\hat{U}(t, t')$ is the time evolution operator, which solves the equation $ih\partial_t \hat{U}(t, t') = \hat{H}_{tot} \hat{U}(t, t')$ with initial condition $\hat{U}(t', t') = 1$. The system Hamiltonian $\hat{H}$ is determined by Eq. (1). The external perturbation $\hat{H}_{ext}(t)$ is determined in dipole approximation as

$$\hat{H}_{ext}(t) = -e \hat{R} \cdot \hat{E}(t), \quad \hat{R} = \sum_i \hat{r}_i, \quad \hat{R} = \hat{P}_{0,1}/m, \quad (A2)$$

$\hat{P}_{0,1}$ is defined by Eq. (12).

$\hat{\rho}_{rel}(t)$ is the relevant statistical operator. It is introduced as a generalized Gibbs ensemble, which is derived from the principle of maximum of entropy:

$$\hat{\rho}_{rel}(t) = Z_{rel}(t)^{-1} \exp \left[-\beta (\hat{H} - \mu \hat{N}) + \sum_n F_n(t) \hat{B}_n \right],$$

$$Z_{rel}(t) = \text{Tr} \left[-\beta (\hat{H} - \mu \hat{N}) + \sum_n F_n(t) \hat{B}_n \right], \quad (A3)$$

where the Lagrange parameters $\beta$, $\mu$ and $F_n(t)$ are intro-
duced to fix the given averages:

\[ \text{Tr} \left\{ \hat{B}_n \rho(t) \right\} = \langle \hat{B}_n \rangle = \text{Tr} \left\{ \hat{B}_n \rho_{\text{rel}}(t) \right\}, \quad (A4) \]

and similar equations holds for determination of \( \beta \) and \( \mu \) from conditions on \( \langle \hat{H} \rangle \) and \( \langle \hat{N} \rangle \), where \( \hat{N} = \sum_{\nu} \hat{a}_{\nu}^\dagger \hat{a}_{\nu} \).

Equation (A1) means that further correlations are build up from the initial state, determined by the relevant statistical operator \( \rho_{\text{rel}}(t) \), and (A4) means that observed statistical averages \( \langle \cdot \rangle \) at time \( t \) are correctly reproduced by \( \rho_{\text{rel}}(t) \).

In LRT the response parameters \( F_n(t) \) are considered to be small. This permits one to perform the expansion of the relevant \( \rho_{\text{rel}}(t) \) and the irrelevant \( \rho_{\text{irrel}}(t) = \hat{\rho}(t) - \rho_{\text{rel}}(t) \) statistical operators with respect to \( F_n(t) \), see [18]. Together with (A4) and using the Kubo identity and partial integration of correlation functions, this give rise to the following system of equations:

\[ \langle \delta \hat{B}_n \rangle = \sum_m \langle \hat{B}_n; \delta \hat{B}_m \rangle F_m, \quad (A5) \]

\[ \sum_m \left[ -i \omega \left( \langle \hat{B}_n; \hat{B}_m \rangle + \langle \hat{B}_m; \delta \hat{B}_m \rangle \right) + \langle \hat{B}_n; \hat{\delta \hat{B}_m} \rangle \right] F_m = \beta \frac{e}{m} \left\{ \langle \hat{B}_n; \hat{P}_1 \rangle + \langle \hat{\delta \hat{B}_m}; \hat{P}_1 \rangle \right\} E, \quad (A6) \]

where \( z = \omega + i \delta \); \( \delta \hat{B}_n = \hat{B}_n - \langle \hat{B}_n \rangle_0 \), \( \langle \hat{B}_n \rangle_0 \) is the statistical average of \( \hat{B}_n \) with the equilibrium density operator \( \rho_0 \).

The quantity \( \hat{P}_1 = \hat{B}_0(0) = \hat{P}_{0,1} \) is the operator of the total momentum of electrons given by Eq. (12) (we consider the long-wavelength limit \( k \to 0 \)). The operators \( \hat{B}_m \) are also chosen in the form of Eq. (12) (as well as \( \hat{P}_1 \), they are vectors).

At the leading order of the parameter of interaction, proportional to \( e^2 \), one can show [20] that the terms containing only one operator \( \hat{B}_n \) can be omitted. For the set \( \{ \hat{B}_n \} \) of observables, the equilibrium averages vanish, \( \langle \hat{B}_n \rangle_0 = 0 \). Taking this in mind, one can derive from (A3) and (A6) the following expressions, which determine the values of the density of electric current \( \langle \hat{J} \rangle = e \langle \hat{P}_1 \rangle \) and the response parameters \( F_n \):

\[ J = \frac{ne^2}{m} E \sum_m \mathcal{R}_{1m} F_m, \quad (A7) \]

\[ \sum_m \left[ \mathcal{C}_{nm} - i \omega \mathcal{R}_{nm} \right] F_m = \mathcal{R}_{n1}, \quad (A8) \]

where the dimensionless correlation functions and response parameters are defined in Eq. (21).

### Appendix B: Evaluation of correlation functions

Correlation functions introduced in Eq. (21) can be expressed as

\[ \mathcal{C}_{nm}^{\text{ee}}(\omega) = \frac{1}{(3\pi)^2} \int_0^\infty f_{\text{scr}}(y) dy \int_{-\infty}^\infty dx \frac{R_{nm}^{\text{ee}}(x,y)}{x + i\omega - x} \ln \left[ \frac{1 + e^{\omega(x-y')}}{1 + e^{\omega(x+y')}} \right], \quad (B1) \]

\[ \mathcal{C}_{nm}^{\text{ee}}(\omega) = \frac{i}{(3\sqrt{2})^2} \int_0^\infty f_{\text{scr}}(y) dy \int_{-\infty}^\infty dx \frac{R_{nm}^{\text{ee}}(x,y)}{x + i\omega - x} \ln \left[ \frac{1 + e^{\omega(x-y')}}{1 + e^{\omega(x+y')}} \right], \quad (B2) \]

where \( \mathcal{C}_{nm}^{\text{ee}}(\omega) \) and \( \mathcal{C}_{nm}^{\text{eq}}(\omega) \) are the contributions owing to electron-electron and electron-ion interaction, respectively, and \( \mathcal{C}_{nm} = \mathcal{C}_{nm}^{\text{ee}} + \mathcal{C}_{nm}^{\text{eq}} \). Expressions \( R_{nm}^{\text{ee}} \) and \( R_{nm}^{\text{eq}} \) are polynomials of \( x \) and \( y \). For \( n, m = 1, 3 \) they have the following form, see [18]:

\[ R_{11}^{\text{ee}} = 1, \quad R_{31}^{\text{ee}} = R_{13}^{\text{ee}} = 1 + y^2 + 3x^2, \]

\[ R_{33}^{\text{ee}} = 2 + 2y^2 + y^4 + 2x^2(5 + 3y^2) + 9x^4, \]

\[ R_{11}^{\text{eq}} = R_{31}^{\text{eq}} = R_{13}^{\text{eq}} = 0, \quad R_{33}^{\text{eq}} = 1 + 19x^2/4. \quad (B3) \]

Similar expressions can be given for the higher order polynomials, see Refs. [33, 116].

The screening function \( f_{\text{scr}}^e(y) \) is defined as

\[ f_{\text{scr}}^e(y) = y^3/[y^2 + k_D^2/4] \quad (B4) \]

and the screening function \( f_{\text{scr}}^\mu(y) = f_{\text{scr}}^e(y) \) is defined above, see Eqs. (36), (40), and Eq. (12) in the case of pseudopotentials. The value of \( k_D \) is given by Eq. (16). Note that in (B4) \( k_D \) contains the numerical factor 1/4 instead of 1/8 in the similar expression (39).

As done above, see Eqs. (37) and (38), the correlation functions can be decomposed into a real part and an imaginary part using the Sokhotski-Plemej formula. One obtains for the real part of the correlation functions the expression

\[ \mathcal{C}_{nm}^{\text{eq}} = \alpha_q/(3\pi w) \]

\[ \times \int_0^\infty f_{\text{scr}}(y) dy R_{nm}^{\text{eq}} \left( \frac{w}{y} \right) \ln \left[ \frac{1 + e^{\omega(w-y')}}{1 + e^{\omega(w+y')}} \right], \quad (B5) \]

where \( q = i \) or \( e \), \( \alpha_i = Z, \alpha_e = 1/\sqrt{2} \).

For the imaginary part of the correlation functions one obtains

\[ \mathcal{C}_{nm}^{\text{eq}} = \frac{\alpha_q}{3\pi w} \int_0^\infty f_{\text{scr}}(y) dy \left[ \sum_{\delta = \pm 1} T_{nm}^{\text{eq}}(y) - 2T_{nm}^{\text{eq}}(y) \right], \quad (B6) \]
\[ T_{eq,l} = \int_0^\infty \frac{d\xi}{\xi} \sum_{\sigma=\pm 1} \sigma R_{eq,lm} \left( \xi + \sigma \frac{l w}{y} \right) \times \ln \left[ 1 + e^{(\sigma y (\xi + \sigma l w/y))^2} \right] , \]  

with \( l = 0, \pm 1 \).
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