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Abstract. In this paper we study the asymptotic behavior of solutions to systems of strongly coupled integral equations with oscillatory coefficients. The system of equations is motivated by a peridynamic model of the deformation of heterogeneous media that additionally accounts for short-range forces. We consider the vanishing nonlocality limit on the same length scale as the heterogeneity and show that the system’s effective behavior is characterized by a coupled system of local equations that are elliptic in the sense of Legendre-Hadamard. This effective system is characterized by a fourth-order tensor that shares properties with Cauchy elasticity tensors that appear in the classical equilibrium equations for linearized elasticity.

1. Introduction and statement of main results. Given \( m > 0 \) and a vector field \( f \in \left[ L^2(\mathbb{R}^d) \right]^d \), we study the asymptotic behavior of solutions to the system of equations given by

\[
(1.1) \quad (mI - L^\epsilon)u = f \quad \text{in} \quad \mathbb{R}^d,
\]

where for each \( \epsilon > 0 \), the operator \( L^\epsilon \) is defined as

\[
(1.2) \quad L^\epsilon u(x) := \frac{\lambda(x, \frac{x}{\epsilon})}{\epsilon^{d+2}} \int_{\mathbb{R}^d} \mu(y) \left( \frac{1}{2} \frac{(x - y)}{\epsilon} \right) \frac{(x - y) \otimes (x - y)}{|x - y|^2} (u(y) - u(x)) \, dy
\]

with \( \mu \in L^1(\mathbb{R}^d) \) and the functions \( \lambda(x, y) \) and \( \mu(y) \) are bounded and nondegenerate. We also assume that \( \mu(y) \) is periodic while \( \lambda(x, y) \) is periodic in the second variable, both with unit period.

We will show that for a given \( f \in \left[ L^2(\mathbb{R}^d) \right]^d \), the sequence of solutions \( u^\epsilon \) converge strongly in \( \left[ L^2(\mathbb{R}^d) \right]^d \). Moreover, the limiting vector field solves a strongly coupled system of partial differential equations whose coefficients depend on the effective properties of \( \lambda \) and \( \mu \).

This work is motivated by the multiscale analysis of the displacement of heterogeneous media in the peridynamic formulation \([18, 19]\), a non-local continuum theory for deformable media that incorporates long range interactions of material points via a force field. Parametrized operators of the type \( L^\epsilon \) were first introduced in the work \([1]\) as a means of representing short range forces in the modeling of the deformation of media with heterogeneities. These short range forces are represented at a “microscopic” scale relative to the heterogeneities, hence the dependence of \( \mu \) and \( \lambda \) on \( \text{on} / \epsilon \). In the absence of the diffusive scaling \( \epsilon^{-2} \) in the operator \( L^\epsilon \), the asymptotic properties of solutions of \( (1.1) \) is studied in \([1, 6, 12]\) for both stationary and dynamic problems. In this special case, using the method of two scale convergence \([2, 15]\), it has been shown that solutions to the nonlocal system of equations that use the operator \( (1.2) \) indeed exhibit multiscale behavior and most importantly, their effective or homogenized behavior can be captured.
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by a vector field that is a solution to a (homogenized) system of nonlocal equations. It has also been proved that in the presence of the diffusive scaling \( \varepsilon^{-2} \) but in the absence of oscillatory heterogeneity (i.e. \( \lambda = \mu = 1 \)) that the integral operator \( \mathbb{L}^\varepsilon \) converges to the Lamé-Navier differential operator from classical linearized elasticity and solutions to the peridynamic-type nonlocal system of equations (1.1) also converge to the solution to the corresponding equations of linearized elasticity. This, which is usually referred as nonlocal-to-local convergence, has been demonstrated throughout the literature; see for example [7, 11, 20, 22]. This paper makes an effort to marry these two sets of results and thus attempts to provide a more complete picture of asymptotic regimes in peridynamic formulations. To be precise, we study the asymptotic properties of the operator \( \mathbb{L}^\varepsilon \) and solutions to (1.1) in the presence of both the diffusive scaling and the oscillatory coefficients corresponding to the same length scale.

Periodic and stochastic homogenization of integro-differential operators is currently developing in a variety of directions; see [3, 17] for some examples. The asymptotic analysis we present here follows the argument presented in the recent paper [16] which is focused on the homogenization of nonlocal equations that are based on integral operators with convolution-type kernels. The approach is essentially the classical \( \mathcal{H} \)–convergence of elliptic (differential) operators [9, 14, 21] applied to nonlocal problems with integrable kernels. It turns out that, although the operator in (1.2) is vector-valued and the resulting system is strongly coupled, the operator shares important features with the scalar-valued nonlocal operator studied in [16]. In fact, following the approach in [16] we will show that the sequence of operators \( \mathbb{L}^\varepsilon \) will “converge” to a second-order system of elliptic differential operators in nondivergence form with variable coefficients. This convergence will be demonstrated via convergence of resolvents, i.e. for large enough \( m > 0 \) the operators

\[
(m \mathbb{I} - \mathbb{L})^{-1}
\]

converge strongly in \( \left[ L^2(\mathbb{R}^d) \right]^d \) to the operator

\[
(m \mathbb{I} - \mathbb{L}^0)^{-1},
\]

where

\[
\mathbb{L}^0 \mathbf{v}(x) = \mathbb{C}(x) D^2 \mathbf{v}(x), \quad [\mathbb{C}(x) D^2 \mathbf{v}(x)]_i := \sum_{jk} c_{ijkt}(x) \frac{\partial^2 v^t}{\partial x^j \partial x^k}
\]

and \( \mathbb{I} \) denotes the \( d \times d \) identity matrix. The limiting system of partial differential operators closely resembles the equilibrium equation for linearized elasticity in the sense that its fourth-order tensor of coefficients satisfies the Cauchy symmetry relations from linearized elasticity.

To state the precise statement of the main result, let us fix some notations. We denote the space of \( d \times d \) matrices with real coefficients by \( \mathbb{M}_d(\mathbb{R}) \). If a vector field \( \mathbf{v} = (v^1, v^2, \ldots, v^d) : \mathbb{R}^d \to \mathbb{R}^d \) has the property that each of its components \( v^i \) belongs to a function space \( X \), then we denote the associated vector space of vector fields by \( [X]^d \). For example, Lebesgue spaces of vector fields will be denoted \( \left[ L^p(\mathbb{R}^d) \right]^d \). Function spaces of higher-order tensor fields \( \mathcal{Y} = (V^{i_1i_2\ldots i_n}) : \mathbb{R}^d \to \mathbb{R}^{dn} \) will be denoted similarly, i.e. the Lebesgue space is written as \( \left[ L^p(\mathbb{R}^d) \right]^{dn} \). We denote the space of Schwarz functions by \( S(\mathbb{R}^d) \). We denote the space of bounded linear operators from a Banach space \( Y_1 \) to a Banach space \( Y_2 \) by \( \mathcal{L}(Y_1, Y_2) \). We designate the set of infinitesimal rigid displacements \( \mathcal{M} \) as

\[
\mathcal{M} := \{ \mathbf{v}(x) : \mathbf{v}(x) = \mathbf{Q}x + \mathbf{m}, \quad \mathbf{Q} \in \mathbb{M}_d(\mathbb{R}) , \quad \mathbf{Q}^\top = -\mathbf{Q}, \quad \mathbf{m} \in \mathbb{R}^d \}.
\]
The kernel $\rho(z)$, in addition to being in $L^1(\mathbb{R}^d)$ also satisfies
\begin{equation}
\rho(z) \geq 0, \quad \rho(-z) = \rho(z),
\end{equation}
(A1)
\begin{align*}
\int_{\mathbb{R}^d} \rho(z) \, dz := a_1 > 0, \quad \int_{\mathbb{R}^d} |z|^2 \rho(z) \, dz := a_2 < \infty.
\end{align*}
We also assume that $\rho$ is nondegenerate in the sense that there exists $\delta_0 > 0$ and a symmetric cone $\Lambda$ with vertex at the origin such that
(A2)
\begin{align*}
\Lambda \cap B_{\delta_0}(0) \subset \text{supp } \rho.
\end{align*}
By "symmetric cone with vertex at the origin" we mean that there exists an open subset $\mathcal{J}$ of the unit sphere $S^{d-1}$ with $\mathcal{H}^{d-1}(\mathcal{J}) > 0$ such that the set $\Lambda$ can be written as $\Lambda = \left\{ x \in \mathbb{R}^d : \frac{x}{|x|} \in \mathcal{J} \cup -\mathcal{J} \right\}$. The function $\mu(y)$ is assumed to be periodic in $x$ and $y$ with unit period $T^d := [0, 1]^d$ while for each $x$, $\lambda(x, \cdot)$ is assumed to be periodic in the second variable. Moreover,
(A3)
\begin{align*}
\left\{ 0 < a_1 \leq \lambda(x, y) , \mu(y) \leq a_2 < \infty , \quad x, y \in \mathbb{R}^d, \forall y \in \mathbb{R}^d, \lambda(\cdot, y) \in C^\infty(\mathbb{R}^d). \right. \end{align*}
Throughout this work we will identify periodic functions defined on all of $\mathbb{R}^d$ with functions defined on the torus $T^d := [0, 1]^d$. A consequence of the periodicity, such functions satisfy the identity $\int_{T^d} g(y + x) \, dx = \int_{T^d} g(x) \, dx$, for every $y \in \mathbb{R}^d$. For any $1 \leq p < \infty$, the $L^p$ space of periodic functions is defined as
\begin{align*}
L^p(T^d) = \{ g : \mathbb{R}^d \to \mathbb{R} : g \text{ periodic and } \int_{T^d} |g|^p \, dx < \infty \}.
\end{align*}
For a given positive integer $k$, the Sobolev space $[H^k(\mathbb{R}^d)]^d$ consists of functions whose $j$th-order tensor of partial derivatives belongs to $[L^2(\mathbb{R}^d)]^{d^{j+1}}$ for all $j \leq k$; precisely,
\begin{align*}
[H^k(\mathbb{R}^d)]^d := \left\{ u \in [L^2(\mathbb{R}^d)]^d \mid |D^j u| \in L^2(\mathbb{R}^d), \, j \leq k \right\},
\end{align*}
with norm
\begin{align*}
\|u\|_{H^k(\mathbb{R}^d)} := \sum_{0 \leq j \leq k} \|D^j u\|_{L^2(\mathbb{R}^d)}.
\end{align*}
It is standard that $u \in [H^k(\mathbb{R}^d)]^d$ if and only if $u$ and all of its partial derivatives of up to $k$th order are all in $[L^2(\mathbb{R}^d)]^d$. Given a vector field $u$, $Du$ denotes the gradient matrix of $u$ given by $(Du)_{ij} := \frac{\partial u_j}{\partial x_i}$, and $D^2 u$ is the third-order tensor of second partial derivatives of $u$ given by $((D^2 u)_{ijk} := \frac{\partial^2 u_k}{\partial x_i \partial x_j})$. Higher order tensors of partial derivatives will also be denoted in a similar fashion. Finally, we use the standard "contraction of indices" convention and Einstein summation notation when denoting actions of tensors unless specified otherwise. We can now state the main result of the paper.

**Theorem 1.1.** Suppose that $\rho$, $\mu$, $\lambda$, and $\Lambda$ satisfy (A1), (A2), and (A3). Then there exists a constant $m_0 > 0$ such that for all $m \geq m_0$, the resolvents $(mI - L^\varepsilon)^{-1}$ converge strongly to $(mI - L)^{-1}$ as $\varepsilon \to 0$. Precisely, for every $f \in [L^2(\mathbb{R}^d)]^d$, if $u^\varepsilon$ is a solution to (1.1), then
\begin{align*}
\|u^\varepsilon - u^0\|_{L^2(\mathbb{R}^d)} \to 0 \quad \text{as } \varepsilon \to 0,
\end{align*}
where \( u^0 \) solves the equation

\[
(\mu I - L^0) u = f \quad \text{in} \quad \mathbb{R}^d,
\]

and the operator \( \mathbb{L}^0 : \left[ H^2(\mathbb{R}^d) \right]^d \to \left[ L^2(\mathbb{R}^d) \right]^d \) is a second-order system of linear differential operators \( \mathbb{L}^0 u = \mathcal{C}(x) D^2 u \) whose tensor of coefficients \( \mathcal{C}(x) \) is elastic and is infinitely differentiable.

Some remarks are in order. In the theorem, by elastic tensor we mean a fourth-order tensor \( \mathcal{C}(x) \) satisfying the symmetries

\[
e^{ijkl}(x) = e^{klij}(x), \quad e^{ijkl}(x) = e^{ijkl}(x) = e^{ijkl}(x)
\]

for every \( x \in \mathbb{R}^d \), and that for some positive constants \( \gamma_1 \) and \( \gamma_2 \) the inequalities

\[
\gamma_1 \| W \|^2 \leq \langle \mathcal{C}(x) W, W \rangle = e^{ijkl}(x) w_{kl} w_{ij},
\]

\[
\langle \mathcal{C}(x) W, V \rangle \leq \gamma_2 \| W \| \| V \|
\]

hold uniformly in \( x \) and for all symmetric matrices \( W = (w_{ij}) \) and \( V = (v_{ij}) \). We have used the generic inner product notation \( \langle \cdot, \cdot \rangle \). The tensor of coefficients \( \mathcal{C} \) of \( \mathbb{L}^0 \) will be defined in terms of tensor-valued corrector functions that solve a system of auxiliary cell problems. More importantly, for each \( x \in \mathbb{R}^d \), \( \mathcal{C}(x) \) is of the form

\[
\mathcal{C}(x) = \left( \int_{\mathbb{R}^d} \frac{1}{\lambda(x, y)} \, dy \right)^{-1} \bar{C}, \quad \text{where } \bar{C} \text{ is a constant tensor}.
\]

As a consequence of this and the smoothness assumption (A3) on \( \lambda, \mathcal{C} \) is infinitely differentiable.

(In)equalities (1.4) and (1.5) are instrumental in showing that the resolvent \( (\mu I - L^0)^{-1} \) is well-defined. In fact, (1.4) and (1.5) imply that \( \mathcal{C} \) satisfies the Legendre-Hadamard condition, namely \( e^{ijkl} \in L^\infty(\mathbb{R}^d) \) and

\[
\langle \mathcal{C}(x) \xi \otimes \eta, \xi \otimes \eta \rangle = e^{ijkl}(x) \xi_i \xi_k \eta_j \eta_k \geq \gamma_1 |\xi|^2 |\eta|^2, \quad \forall \xi = (\xi_i), \eta = (\eta_i) \in \mathbb{R}^d.
\]

This condition is sufficient to guarantee the existence of the resolvent \( (\mu I - L^0)^{-1} \) using \textit{a priori} estimates for elliptic systems combined with the method of continuity [5, 8, 10]. In fact, we can apply [5, Theorem 2.6] to conclude that there exists \( m_0 > 0 \) such that for any \( f \in \left[ L^2(\mathbb{R}^d) \right]^d \) and any \( m \geq m_0 \), there exists a unique vector field \( u^0 = (\mu I - L^0)^{-1} f \in \left[ H^2(\mathbb{R}^d) \right]^d \) with the estimate

\[
\| u^0 \|_{H^2(\mathbb{R}^d)} \leq C \| f \|_{L^2(\mathbb{R}^d)},
\]

proving that the resolvent \( (\mu I - L^0)^{-1} : \left[ L^2(\mathbb{R}^d) \right]^d \to \left[ H^2(\mathbb{R}^d) \right]^d \) is a well-defined bounded operator. From the smoothness of \( \mathcal{C} \) and standard regularity theory we have that if \( f \in C^\infty \), then so is \( (\mu I - L^0)^{-1} f \), see [5, 8, 10].

Finally, if we take \( \mu_s \equiv 1 \) and take \( \rho \) to be radial, i.e. \( \rho(z) : = \rho(|z|) \), then the constant tensor \( \mathcal{C} = (\bar{e}^{ijkl}) \) defined in (1.6) is exactly the elasticity tensor associated to the Lamé-Navier system. Specifically, we have

\[
\bar{e}^{ijkl} = \frac{\alpha_2}{2d(d + 2)} \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right).
\]
Above, $\delta_{ij}$ denotes the Kronecker $\delta$-function. It is straightforward to check that this constant tensor when used in the definition of $L^0$ gives

$$L^0 u(x) = \mu^0(x) \Delta u(x) + 2\mu^0(x) \nabla (\div u(x)),$$

where the Lamé parameter $\mu^0(x)$ is defined as

$$\mu^0(x) := \frac{a_2}{2d(d+2)} \left( \int_{\mathbb{T}^d} \frac{1}{\lambda(x,y)} \, dy \right)^{-1}.$$ 

This form of the limiting operator is expected; once the heterogeneity $\mu_s$ is removed from (1.1) the convergence then resembles the nonlocal-to-local limits considered in [7, 11, 20, 22]. The computation of (1.7) is summarized in the appendix.

The paper is organized as follows: In Section 2 we collect tools and general results needed for subsequent sections. In Section 3 we set up the program of asymptotic analysis via correctors and prove Theorem 1.1, deferring proofs regarding existence of the correctors (such as the solvability of the auxiliary cell problem) to Section 4.

2. Tools and preliminaries. In this section we collect tools that we will need throughout the paper. We will also prove some preliminary results related to the main operators of interest. Other general results that we need later in the paper will also be discussed.

2.1. Existence and uniform estimates for resolvents. For $\rho$ satisfying the condition (A1) and $\varepsilon > 0$, define $\rho_\varepsilon(z) := \frac{1}{\varepsilon} \rho \left( \frac{z}{\varepsilon} \right)$. Then $\rho_\varepsilon \in L^1(\mathbb{R}^d)$ and $\int_{\mathbb{R}^d} \rho_\varepsilon(z) \, dz = a_1$.

We also denote the symmetrized form of $\mu$ by

$$\mu_s(x,y) = \frac{1}{2} (\mu(x) + \mu(y)), \quad \text{for } x, y \in \mathbb{T}^d.$$

The function $\mu_s$ is clearly periodic in both variables. We use this notational convention to introduce the matrix-valued functions (2.1)

$$K_\varepsilon(x) := \rho_\varepsilon(x) \left( \frac{x \otimes x}{|x|^2} \right), \quad \text{and, } G_\varepsilon(x) := \int_{\mathbb{R}^d} K_\varepsilon (x - y) \mu_s \left( \frac{x}{\varepsilon}, \frac{y}{\varepsilon} \right) \, dy, \quad x \in \mathbb{R}^d.$$ 

Notice that for each $x$, and any $\varepsilon > 0$, $K_\varepsilon(x)$ is positive semi-definite matrix and for any vector $v$, we have $\langle K_\varepsilon(x)v, v \rangle = \rho_\varepsilon(x) \left| \frac{x}{|x|} \cdot v \right|^2 \geq 0$. Moreover, by a change of variables, it is clear that $K_\varepsilon \in [L^1(\mathbb{R}^d)]^{d \times d}$. The estimate (A3) on $\mu$ gives $|G_\varepsilon(x)| \leq \alpha_2 \|\rho\|_{L^1(\mathbb{R}^d)}$ for every $x \in \mathbb{R}^d$.

Using these matrix-valued functions, we define the operators $\mathbb{K}_\varepsilon$ and $\mathbb{G}_\varepsilon$ for $v \in \left[ L^2(\mathbb{R}^d) \right]^d$ by

$$\mathbb{K}_\varepsilon v(x) := \int_{\mathbb{R}^d} K_\varepsilon (x - y) \mu_s \left( \frac{x}{\varepsilon}, \frac{y}{\varepsilon} \right) v(y) \, dy \quad \text{and} \quad \mathbb{G}_\varepsilon v(x) := G_\varepsilon(x)v(x).$$

For $\varepsilon = 1$, we simply write $K(x), \mathbb{K}, G(x)$ and $\mathbb{G}$ as opposed to $K_1(x), \mathbb{K}_1, G_1(x), \text{ and } \mathbb{G}_1$, respectively.
We can then rewrite the main operator \( \mathbb{L}_\epsilon \) introduced in (1.2) as
\[
\mathbb{L}^\epsilon \mathbf{v}(x) = \frac{1}{\epsilon^2} \lambda \left( x, \frac{x}{\epsilon} \right) \left[ \int_{\mathbb{R}^d} K_\epsilon(x-y) \mu_\lambda \left( \frac{x}{\epsilon}, \frac{y}{\epsilon} \right) \mathbf{v}(y) \, dy \right] \\
- \left( \int_{\mathbb{R}^d} K_\epsilon(x-y) \mu_\lambda \left( \frac{x}{\epsilon}, \frac{y}{\epsilon} \right) \, dy \right) \mathbf{v}(x)
\]
\[
= \frac{1}{\epsilon^2} \lambda \left( x, \frac{x}{\epsilon} \right) \left( K_\epsilon \mathbf{v}(x) - G_\epsilon \mathbf{v}(x) \right),
\]

The operator \( \mathbb{K}_\epsilon \) is a combination of convolution and multiplication operators, and can be rewritten as
\[
\mathbb{K}_\epsilon \mathbf{v}(x) = \frac{1}{2} \left( \mathbf{K}_\epsilon * (M_\mu \mathbf{v}) \right)(x) + \frac{1}{2} \left( M_\mu (\mathbf{K}_\epsilon \mathbf{v}) \right)(x)
\]
where \( M_\mu \) denotes the multiplication operator, i.e. \( (M_\mu \mathbf{v})(x) = f(x)\mathbf{v}(x) \) for any bounded function \( f \) and the convolution is defined in terms of matrix multiplication, i.e.
\[
\left[ \mathbf{K} \ast \mathbf{v}(x) \right]_i = \int_{\mathbb{R}^d} \mathbf{K}^{ij}(x-y) \mathbf{v}_j(y) \, dy.
\]

We will use this formulation of the operator and the following result repeatedly throughout this work. The proof of the following lemma mimics that given in [16] appropriately modified to fit our framework.

**Lemma 2.1.** Assume that \( \rho, \mu \) and \( \lambda \) satisfy (A1), (A2) and (A3). For each \( \epsilon > 0 \), the linear operator \( \mathbb{L}^\epsilon : \left[ L^2(\mathbb{R}^d) \right]^d \rightarrow \left[ L^2(\mathbb{R}^d) \right]^d \) is bounded. Moreover, for each \( m > 0 \), the operator \( m\mathbb{I}-\mathbb{L}^\epsilon : \left[ L^2(\mathbb{R}^d) \right]^d \rightarrow \left[ L^2(\mathbb{R}^d) \right]^d \) is an isomorphism with bounded inverse such that there exists a constant \( C \), independent of \( \epsilon \), with the property that for any \( f \in \left[ L^2(\mathbb{R}^d) \right]^d \), and any \( \epsilon > 0 \)
\[
\|(m\mathbb{I}-\mathbb{L}^\epsilon)^{-1}f\|_{L^2} \leq C\|f\|_{L^2}.
\]

**Proof.** The boundedness of \( \mathbb{L}^\epsilon \) follows from a trivial application of Young’s inequality as
\[
\|\mathbb{L}^\epsilon \mathbf{v}\|_{L^2(\mathbb{R}^d)} \leq \frac{\alpha_2}{\epsilon^2} \left( \|\mathbb{K}_\epsilon \mathbf{v}\|_{L^2(\mathbb{R}^d)} + \|G_\epsilon \mathbf{v}\|_{L^2(\mathbb{R}^d)} \right)
\]
\[
\leq \left( \frac{\alpha_2}{\epsilon} \right)^2 \left( \|\rho\|_{L^1(\mathbb{R}^d)} \|\mathbf{v}\|_{L^2(\mathbb{R}^d)} + \|\rho\|_{L^1(\mathbb{R}^d)} \|\mathbf{v}\|_{L^2(\mathbb{R}^d)} \right).
\]
and so
\[
\|\mathbb{L}^\epsilon\|_{\mathcal{L}([L^2(\mathbb{R}^d)]^d)} \leq \frac{2\alpha_2^2}{\epsilon^2} \|\rho\|_{L^1(\mathbb{R}^d)}.
\]

To prove the invertibility of \( m\mathbb{I}-\mathbb{L}^\epsilon \) we introduce the weighted Lebesgue space \( \left[ L^2_{\nu_\epsilon}(\mathbb{R}^d) \right]^d \) with weight \( \nu_\epsilon(x) = \frac{1}{\lambda \left( x, \frac{x}{\epsilon} \right)} \). Then
\[
0 < \frac{1}{\alpha_2} \leq \nu_\epsilon(x) \leq \frac{1}{\alpha_1} < \infty,
\]
which implies \([L^2_v(\mathbb{R}^d)]^d = [L^2(\mathbb{R}^d)]^d\). Thus \(L^\varepsilon : [L^2_v(\mathbb{R}^d)]^d \to [L^2_v(\mathbb{R}^d)]^d\) is a bounded linear operator. Further, \(L^\varepsilon\) is self-adjoint in \([L^2_v(\mathbb{R}^d)]^d\), and \((L^\varepsilon u, u)_{L^2_v(\mathbb{R}^d)} \leq 0\). Indeed, splitting the double integral, interchanging the role of \(x\) and \(y\) and using Fubini's theorem and the fact that \(\mu_s(x, y) = \mu_s(y, x)\),

\[
\langle L^\varepsilon u, v \rangle_{L^2_v(\mathbb{R}^d)} = \frac{1}{\varepsilon^2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu_s \left( \frac{x - y}{\varepsilon} \right) \langle K_s(x - y)(u(y) - u(x)), v(x) \rangle \, dy 
\]

\[
= \frac{1}{2\varepsilon^2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu_s \left( \frac{x - y}{\varepsilon} \right) \langle K_s(x - y)(u(y) - u(x)), v(x) \rangle \, dy
\]

\[
+ \frac{1}{2\varepsilon^2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu_s \left( \frac{y - x}{\varepsilon} \right) \langle K_s(x - y)(u(x) - u(y)), v(y) \rangle \, dx
\]

\[
= -\frac{1}{2\varepsilon^2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu_s \left( \frac{x - y}{\varepsilon} \right) \langle K_s(x - y)(u(y) - u(x)), v(y) - v(x) \rangle \, dy 
\]

Setting \(v = u\) in the last line gives \(\langle L^\varepsilon u, u \rangle_{L^2_v(\mathbb{R}^d)} \leq 0\). Repeating these steps in reverse order with the roles of \(u\) and \(v\) interchanged, one sees that \(\langle L^\varepsilon u, v \rangle_{L^2_v(\mathbb{R}^d)} = \langle u, L^\varepsilon v \rangle_{L^2_v(\mathbb{R}^d)}\). Thus for \(m > 0\) we have \(\langle (m - L^\varepsilon) u, u \rangle_{L^2_v(\mathbb{R}^d)} \geq m \|u\|^2_{L^2_v(\mathbb{R}^d)}\). This implies by the Cauchy-Schwarz inequality that

\[
m \|u\|_{L^2_v(\mathbb{R}^d)}^2 \leq \langle (m - L^\varepsilon) u, u \rangle_{L^2_v(\mathbb{R}^d)} \leq \| (m - L^\varepsilon) u \|_{L^2_v(\mathbb{R}^d)} \| u \|_{L^2_v(\mathbb{R}^d)},
\]

and therefore we have

\[
(m - L^\varepsilon) u \in L^2_v(\mathbb{R}^d), \quad \|u\|_{L^2_v(\mathbb{R}^d)} \leq \| (m - L^\varepsilon) u \|_{L^2_v(\mathbb{R}^d)}.
\]

As a consequence, \(\text{Range}(m\mathbb{I} - L^\varepsilon)\) is closed and \(\ker((m\mathbb{I} - L^\varepsilon) - 1) = \left[ L^2_v(\mathbb{R}^d) \right]^d\). Thus \((m\mathbb{I} - L^\varepsilon)^{-1} : \left[ L^2_v(\mathbb{R}^d) \right]^d \to \left[ L^2_v(\mathbb{R}^d) \right]^d\) is a bounded linear operator. Setting \(u = (m\mathbb{I} - L^\varepsilon)^{-1} v\) for \(v \in \left[ L^2_v(\mathbb{R}^d) \right]^d\) in (2.3) gives a bound of \(\frac{1}{m}\) for the operator norm of \((m\mathbb{I} - L^\varepsilon)^{-1}\) over \(\left[ L^2_v(\mathbb{R}^d) \right]^d\). Notice that the bound is uniform in \(\varepsilon\). Finally, since \(\left[ L^2_v(\mathbb{R}^d) \right]^d = \left[ L^2(\mathbb{R}^d) \right]^d\), with norms comparable with constants independent of \(\varepsilon\) the operator \((m\mathbb{I} - L^\varepsilon)^{-1}\) is well-defined, linear and bounded, with operator norm bounded independent of \(\varepsilon\).

2.2. Some operators on function spaces of periodic functions. As we will see in the next section, the operators \(K\) and \(G\) will be applied not only to functions in \([L^2(\mathbb{R}^d)]^d\) but also to functions in \([L^2(\mathbb{T}^d)]^d\). We now summarize basic properties of these operators as linear maps on \([L^2(\mathbb{T}^d)]^d\). We begin with the following proposition.

**Proposition 2.2.** Assume that \(\rho, \mu\) and \(\lambda\) satisfy (A1), (A2) and (A3). Then \(G : \left[ L^2(\mathbb{T}^d) \right]^d \to \left[ L^2(\mathbb{T}^d) \right]^d\) is a bounded invertible linear operator.

**Proof.** Since the matrix \(|G(q)| \leq \alpha_2 q_1\) uniformly in \(q\), \(G : \left[ L^2(\mathbb{T}^d) \right]^d \to \left[ L^2(\mathbb{T}^d) \right]^d\) is a bounded linear operator. To see that \(G\) is invertible, it suffices to show that the
symmetric matrix $G$ is positive definite, i.e. there exists a constant $\gamma > 0$ such that

$$
\langle G(q)\eta, \eta \rangle \geq \gamma \quad \text{for all } \eta \in S^{d-1}, \text{ uniformly in } q.
$$

To prove this, first note that

$$
\langle G(q)\eta, \eta \rangle = \int_{\mathbb{R}^d} \rho(q-y)\mu_s(y,q) \left( \frac{q-y}{|q-y|} \cdot \eta \right)^2 \, dy \geq \alpha_1 \int_{\mathbb{R}^d} \rho(z) \left( \frac{z}{|z|} \cdot \eta \right)^2 \, dz.
$$

Since $\text{meas}(\text{supp } \rho) > 0$, the quantity $\left( \frac{z}{|z|} \cdot \eta \right)$ cannot be identically zero on $\text{supp } \rho$. Therefore for each $\eta \in S^{d-1}$ we have $\langle G(q)\eta, \eta \rangle > 0$. Since the mapping $\eta \mapsto \langle G(q)\eta, \eta \rangle$ is continuous on a compact set, it follows that $\langle G(q)\eta, \eta \rangle \geq \gamma$ for all $\eta \in S^{d-1}$ with lower bound independent of $q$ by (2.5).

**Proposition 2.3.** Assume that $\rho, \mu$ and $\lambda$ satisfy (A1), (A2) and (A3). The operator $K : [L^2(T^d)]^d \rightarrow [L^2(T^d)]^d$ is a well-defined bounded, linear, and compact operator. Moreover, we have

$$
\|K\psi\|_{L^2(T^d)} \leq \alpha_2 \|\rho\|_{L^1} \|\psi\|_{L^2(T^d)}, \quad \forall \psi \in [L^2(T^d)]^d.
$$

**Proof.** Given $\psi \in [L^1(T^d)]^d$, we first show that $(q, z) \mapsto K(z)\mu_s(q, q - z)\psi(q - z) \in [L^1(T^d \times \mathbb{R}^d)]^d$. This follows from Tonelli’s theorem and Young’s inequality since by periodicity we have

$$
\iint_{T^d \times \mathbb{R}^d} |K(z)\mu_s(q, q - z)\psi(q - z)| \, dq \, dz \leq \alpha_2 \iint_{T^d \times \mathbb{R}^d} \rho(z)|\psi(q - z)| \, dq \, dz
$$

$$
= \alpha_2 \int_{\mathbb{R}^d} \rho(z) \left( \int_{T^d} |\psi(q - z)| \, dq \right) \, dz
$$

$$
= \alpha_2 \|\psi\|_{L^1(T^d)} \|\rho\|_{L^1(\mathbb{R}^d)} < \infty.
$$

As a consequence, for almost all $q \in T^d$, $K(\cdot)|\mu_s(q, q - \cdot)\psi(q - \cdot) \in [L^1(\mathbb{R}^d)]^d$. That is, $K\psi(q)$ is well-defined for almost all $q \in T^d$. Linearity of the operator is obvious. A similar argument also shows that for $q \in T^d$ and $\psi \in [L^2(T^d)]^d$ the function $\rho(q - \cdot)|\psi|^2 \in L^1(\mathbb{R}^d)$. Now for any $\psi \in [L^2(T^d)]^d$, we have after a change of variables, H"older’s inequality, and Tonelli’s theorem

$$
\|K\psi\|_{L^2(T^d)}^2 = \int_{T^d} \left| \int_{\mathbb{R}^d} K(q-y)\mu_s(q, y)\psi(y) \, dy \right|^2 \, dq
$$

$$
= \int_{T^d} \left| \int_{\mathbb{R}^d} K(z)\mu_s(q, q - z)\psi(q - z) \, dz \right|^2 \, dq
$$

$$
\leq \alpha_2 \int_{T^d} \left( \int_{\mathbb{R}^d} \rho(z)|\psi(q - z)| \, dz \right)^2 \, dq
$$

$$
\leq \alpha_2 \|\rho\|_{L^1(\mathbb{R}^d)} \int_{T^d} \int_{\mathbb{R}^d} \rho(z)|\psi(q - z)|^2 \, dz \, dq
$$

$$
= \alpha_2 \|\rho\|_{L^1(\mathbb{R}^d)} \int_{\mathbb{R}^d} \rho(z) \int_{T^d} |\psi(q - z)|^2 \, dq \, dz = \alpha_2^2 \|\rho\|_{L^1(\mathbb{R}^d)}^2 \|\psi\|_{L^2(T^d)}^2.
$$
To show compactness of the operator, we show that \( \mathbb{K} \) is a uniform limit of bounded, compact linear operators. To that end, let \( N \in \mathbb{N} \) and define

\[
\mathbb{K}_N \psi(q) := \int_{\mathbb{R}^d} K_N(q - y) \mu_s(q, y) \psi(y) \, dy \quad \text{for} \quad q \in \mathbb{T}^d,
\]

where \( K_N(z) := \rho(z) \chi_{[-N, N]^d}(z) \frac{z}{|z|^2} \) is a matrix with bounded support. We claim that for each \( N \), the operator \( \mathbb{K}_N : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{T}^d)]^d \) is compact. Assuming this and applying the previous estimate for the operator \( \mathbb{K} - \mathbb{K}_N \),

\[
\| \mathbb{K} - \mathbb{K}_N \|_{L((L^2(\mathbb{T}^d))^d, [L^2(\mathbb{T}^d)])^d} \leq \alpha_2 \| \rho - \rho \chi_{[-N, N]^d} \|_{L^1(\mathbb{R}^d)} \to 0 \quad \text{as} \quad N \to \infty,
\]

and thus \( \mathbb{K} \) is compact as it is the limit (in the operator norm) of compact operators \( \mathbb{K}_N \).

To see that \( \mathbb{K}_N \) is compact, we use the periodicity of \( \mu_s \) and \( \psi \) to write

\[
\mathbb{K}_N \psi(q) = \int_{\mathbb{R}^d} K_N(q - y) \mu_s(q, y) \psi(y) \, dy
\]

\[
= \sum_{k \in \mathbb{Z}^d} \int_{\mathbb{T}^d} K_N(q - y + k) \mu_s(q, y) \psi(y) \, dy.
\]

Writing \( \mu_s(q, y) = \frac{\mu(q)}{2} + \frac{\mu(y)}{2} \) and using that \( \text{supp} \, K_N \subseteq [-N, N]^d \),

\[
\mathbb{K}_N \psi(q) = \sum_{k \in \mathbb{Z}^d} \int_{[-N-2, N+2]^d} K_N(q - y + k) \mu_s(q, y) \psi(y) \, dy
\]

\[
= \frac{\mu(q)}{2} \sum_{k \in [-N-2, N+2]^d} \int_{\mathbb{T}^d} K_N(q - y + k) \psi(y) \, dy
\]

\[
+ \sum_{k \in [-N-2, N+2]^d} \int_{\mathbb{T}^d} K_N(q - y + k) \frac{\mu(y)}{2} \psi(y) \, dy.
\]

We will show that \( \mathbb{K}_N \psi \) consists of – in the appropriate sense – a finite linear combination of convolution and multiplication operators. This fact must be shown carefully, as \( \psi \) is periodic and thus does not necessarily belong to a Lebesgue space defined over all of \( \mathbb{R}^d \). With this goal in mind, define \( K_{N,k} \) as \( K_{N,k}(z) := K_N(z + k) \), and define

\[
\bar{\mu}(y) := \begin{cases} \mu(y) & y \in \mathbb{T}^d, \\ 0 & y \in \mathbb{R}^d \setminus \mathbb{T}^d, \end{cases}
\]

\[
\bar{\psi}(q) := \begin{cases} \psi(q) & q \in \mathbb{T}^d, \\ 0 & q \in \mathbb{R}^d \setminus \mathbb{T}^d. \end{cases}
\]

Then we can write \( \mathbb{K}_N \) as

\[
\mathbb{K}_N \psi(q) = \sum_{k \in \mathbb{Z}^d} \frac{1}{2} S_{N,k} \psi(q) + \sum_{k \in [-N-2, N+2]^d} \frac{1}{2} T_{N,k} \psi(q),
\]

where the operators \( S_{N,k}, T_{N,k} : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{R}^d)]^d \) are defined as \( T_{N,k}(\psi)(q) := \mathbb{K}_{N,k} \ast (M_{\bar{\psi}})(q) \) and \( S_{N,k}(\psi)(q) := M_{\bar{\mu}}(\mathbb{K}_{N,k} \ast \bar{\psi})(q) \).
Now, let $\mathcal{I} : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{R}^d)]^d$ be the operator that maps $\psi$ to $\tilde{\psi}$, and suppose $\mathcal{G} \subset [L^2(\mathbb{T}^d)]^d$ is a uniformly bounded set. Then the set

$$
\mathcal{G} := (M_{\mu} \mathcal{I})(\mathcal{G}) = \left\{ \tilde{\psi} : \tilde{\psi} = M_{-\mu} \psi, \quad \psi \in \mathcal{G} \right\}
$$

is clearly a uniformly bounded family in $[L^2(\mathbb{R}^d)]^d$, since $\|\tilde{\psi}\|_{L^2(\mathbb{R}^d)} \leq \alpha_2 \|\psi\|_{L^2(\mathbb{T}^d)}$. By the Frechet-Kolmogorov Theorem [4, Corollary 4.28], the set $(K_{N,k} * \tilde{\mathcal{G}})|_{\mathbb{T}^d}$ is precompact in $[L^2(\mathbb{T}^d)]^d$. Therefore, for each $N$ and $k \in [-N - 2, N + 2]^d \cap \mathbb{Z}^d$ the operator $T_{N,k} : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{T}^d)]^d$ is compact. In a similar fashion we can prove $S_{N,k} : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{T}^d)]^d$ is compact. Thus, $K_N$ is a compact operator, being the linear combination of finitely many compact operators $T_{N,k}$ and $S_{N,k}$.

Finally, we state some basic results related to periodic functions that we will use in the paper. We begin with the following lemma which is proved in [16, Proposition 7].

**Lemma 2.4.** Suppose $g$ and $h$ are bounded periodic functions defined on all of $\mathbb{R}^d$. Suppose also that two functions $a$ and $b$ belong to $L^1(\mathbb{R}^d)$ and suppose that $a$ is even and $b$ is odd. Then

\begin{equation}
\int_{\mathbb{R}^d} \int_{\mathbb{T}^d} a(x-y)g(y)h(x) \, dx \, dy = \int_{\mathbb{R}^d} \int_{\mathbb{T}^d} a(x-y)g(x)h(y) \, dx \, dy,
\end{equation}

and

\begin{equation}
\int_{\mathbb{R}^d} \int_{\mathbb{T}^d} b(x-y)g(y)h(x) \, dx \, dy = -\int_{\mathbb{R}^d} \int_{\mathbb{T}^d} b(x-y)g(x)h(y) \, dx \, dy.
\end{equation}

Another estimate that we will need in the paper is the following.

**Lemma 2.5.** Suppose that $h \in L^2(\mathbb{T}^d)$ and $\psi \in C(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$. Then we have

$$\limsup_{\varepsilon \to 0} \sup_{\mathbf{q} \in \mathbb{R}^d} \left\| h \left( \frac{\cdot}{\varepsilon} \right) \psi \left( \cdot + \mathbf{q} \right) \right\|_{L^2(\mathbb{R}^d)} \leq \|h\|_{L^2(\mathbb{T}^d)} \|\psi\|_{L^2(\mathbb{R}^d)}.$$  

In particular, for sufficiently small $\varepsilon > 0$, the function $h \left( \frac{\cdot}{\varepsilon} \right) \psi(\mathbf{x}) \in L^2(\mathbb{R}^d)$ and

$$\limsup_{\varepsilon \to 0} \|h \left( \frac{\cdot}{\varepsilon} \right) \psi(\mathbf{\cdot})\|_{L^2(\mathbb{R}^d)} \leq \|h\|_{L^2(\mathbb{T}^d)} \|\psi\|_{L^2(\mathbb{R}^d)}.$$  

**Proof.** Fix $\varepsilon > 0$ and introduce

\begin{equation}
M_{\varepsilon} := \sup_{\mathbf{q} \in \mathbb{R}^d} \left\| h \left( \frac{\cdot}{\varepsilon} \right) \psi \left( \cdot + \mathbf{q} \right) \right\|_{L^2(\mathbb{R}^d)}.
\end{equation}

Now note that any $\mathbf{q} \in \mathbb{R}^d$ can be written as $\mathbf{q} = \mathbf{q}_0 + \mathbf{q}_1$, where $\mathbf{q}_1 \in \varepsilon \mathbb{T}^d := [0, \varepsilon]^d$ and $\mathbf{q}_0 \in \varepsilon \mathbb{Z}^d$. Then, since $h$ is periodic, for any $\mathbf{y} \in \mathbb{R}^d$ and any $\mathbf{q} \in \mathbb{R}^d$

$$\left| h \left( \frac{\mathbf{Y}}{\varepsilon} \right) \right| \left| h(\mathbf{y} + \mathbf{q}) \right| = \left| h \left( \frac{\mathbf{Y}}{\varepsilon} \right) \right| \left| \psi(\mathbf{y} + \mathbf{q}_1 + \mathbf{q}_0) \right| = \left| h \left( \frac{\mathbf{Y} + \mathbf{q}_0}{\varepsilon} \right) \right| \left| \psi(\mathbf{y} + \mathbf{q}_1 + \mathbf{q}_0) \right| .$$

Thus, since a change of coordinates doesn’t change the $L^2$-norm of a function, we have for any $\mathbf{q} \in \mathbb{R}^d$

\begin{align*}
\int_{\mathbb{R}^d} \left| h \left( \frac{\mathbf{Y}}{\varepsilon} \right) \right|^2 |\psi(\mathbf{y} + \mathbf{q})|^2 \, d\mathbf{y} &= \int_{\mathbb{R}^d} \left| h \left( \frac{\mathbf{Y} + \mathbf{q}_0}{\varepsilon} \right) \right|^2 |\psi(\mathbf{y} + \mathbf{q}_1 + \mathbf{q}_0)|^2 \, d\mathbf{y} \\
&= \int_{\mathbb{R}^d} \left| h \left( \frac{\mathbf{Y}}{\varepsilon} \right) \right|^2 |\psi(\mathbf{y} + \mathbf{q}_1)|^2 \, d\mathbf{y}, \quad \mathbf{q}_1 \in \varepsilon \mathbb{T}^d.
\end{align*}
Therefore taking the supremum over \( q \in \mathbb{E}^d \) is equivalent to taking the supremum over \( q \in \mathbb{R}^d \) and so

\[
M_\varepsilon = \sup_{q \in \mathbb{E}^d} \left\| h \left( \frac{y}{\varepsilon} \right) \right\|_{L^2(\mathbb{R}^d)} 
\]

Now, set \( I_k(\varepsilon) = \varepsilon k + \varepsilon \mathbb{E}^d \), for \( k \in \mathbb{Z}^d \). Then by a change of variables

\[
M_\varepsilon = \sup_{q \in \mathbb{E}^d} \sum_{k \in \mathbb{Z}^d} \int_{I_k(\varepsilon)} \left| h \left( \frac{y}{\varepsilon} \right) \right|^2 |\psi(y + q)|^2 \, dy
\]

\[
\leq \sum_{k \in \mathbb{Z}^d} \sup_{q \in \mathbb{E}^d} |\psi(y + q)|^2 \int_{I_k(\varepsilon)} \left| h \left( \frac{y}{\varepsilon} \right) \right|^2 \, dy
\]

\[
= \| h \|^2_{L^2(\mathbb{T}^d)} \left( \varepsilon^d \sum_{k \in \mathbb{Z}^d} \sup_{q \in \mathbb{E}^d} |\psi(y + q)|^2 \right) := \| h \|^2_{L^2(\mathbb{T}^d)} \mathcal{P}_\varepsilon.
\]

Note that \(\mathcal{P}_\varepsilon \) is the Darboux upper sum (with respect to the \( \varepsilon \)-grid of \( \mathbb{R}^d \)) of the function \(|\psi|^2 \in C(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)\), and so \(\mathcal{P}_\varepsilon \) converges to the Darboux integral (and thus the Riemann integral) of \(|\psi|^2\) as \(\varepsilon \to 0\).

3. Asymptotic analysis. In this section we will prove the main result of the paper. The proof relies on the existence of tensors that act as correctors. These correctors will be found by solving a system of auxiliary equations, which we obtain in the next subsection.

3.1. Auxiliary problems. Assume \( u \in \left[ C^4(\mathbb{R}^d) \right]^d \cap \left[ H^4(\mathbb{R}^d) \right]^d \) is given. For a third-order tensor \( \mathfrak{A} = (a_{ijk}) \in \left[ L^2(\mathbb{T}^d) \right]^d \) and a fourth-order tensor \( \mathfrak{B} = (b_{ijkm}) \in \left[ L^2(\mathbb{T}^d) \right]^d \) that are yet to be determined, define the function \( w^\varepsilon = (w_1^\varepsilon, w_2^\varepsilon, \ldots, w_d^\varepsilon) \) given by the ansatz

\[
w^\varepsilon(x) = u(x) + \varepsilon \mathfrak{A} \left( \frac{x}{\varepsilon} \right) D u(x) + \varepsilon^2 \mathfrak{B} \left( \frac{x}{\varepsilon} \right) D^2 u(x),
\]

where we recall that \( D u \) is the gradient matrix of \( u \) given by \((D u)_{ij} := \frac{\partial u}{\partial x_j} \) and \( D^2 u \) is the third-order tensor of second partial derivatives of \( u \) given by \((D^2 u)_{ijk} := \frac{\partial^2 u}{\partial x_i \partial x_j \partial x_k} \).

Applying the operator \( L^\varepsilon \) on \( w^\varepsilon \), we have that

\[
L^\varepsilon w^\varepsilon(x) = \frac{1}{\varepsilon^2} \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} K(x - y) \mu_s \left( \frac{x}{\varepsilon}, \frac{y}{\varepsilon} \right) (w^\varepsilon(y) - w^\varepsilon(x)) \, dx
\]

\[
= \frac{1}{\varepsilon^2} \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \rho(z) \mu_s \left( \frac{x}{\varepsilon}, \frac{x}{\varepsilon} - z \right) \left\{ (u(x - \varepsilon z) - u(x)) \cdot \frac{z}{|z|} \right\} \, dz
\]

\[
+ \varepsilon \left( \langle \mathfrak{A} \left( \frac{x}{\varepsilon} - z \right) D u(x - \varepsilon z), \frac{z}{|z|} \rangle - \langle \mathfrak{A} \left( \frac{x}{\varepsilon} \right) D u(x), \frac{z}{|z|} \rangle \right)
\]

\[
+ \varepsilon^2 \left( \langle \mathfrak{B} \left( \frac{x}{\varepsilon} - z \right) D^2 u(x - \varepsilon z), \frac{z}{|z|} \rangle - \langle \mathfrak{B} \left( \frac{x}{\varepsilon} \right) D^2 u(x), \frac{z}{|z|} \rangle \rangle \right) \frac{z}{|z|} \, dz,
\]
where we have made the change of variables $x = z$. We now use the Taylor expansions

$$u(x - \varepsilon z) = u(x) - \varepsilon D_u(x)z + \varepsilon^2 \int_0^1 D^2u(x - \varepsilon tz)z \otimes z(1 - t) \, dt,$$

$$D_u(x - \varepsilon z) = D_u(x) - \varepsilon D^2u(x)z + \varepsilon^2 \int_0^1 D^3u(x - \varepsilon tz)z \otimes z(1 - t) \, dt,$$

$$D^2u(x - \varepsilon z) = D^2u(x) - \varepsilon \int_0^1 D^3u(x - \varepsilon tz)z \, dt.$$

Substituting these expansions into the formula for $L^\varepsilon w(x)$ and collecting powers of $\varepsilon$ we obtain

$$L^\varepsilon w(x) = \frac{1}{\varepsilon^2} \lambda \left( \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \rho(z) \mu_s \left( \frac{x}{\varepsilon}, \frac{x}{\varepsilon} - z \right) \frac{1}{|z|} \, dz + \varepsilon \int_0^1 \left( D^2u(x - \varepsilon tz)z \otimes z, \frac{z}{|z|} \right) (1 - t) \, dt$$

$$+ \varepsilon^2 \int_0^1 \left( D^2u(x - \varepsilon tz)z \otimes z, \frac{z}{|z|} \right) (1 - t) \, dt$$

$$+ \varepsilon^3 \left( \left( A \left( \frac{x}{\varepsilon} - z \right) - A \left( \frac{x}{\varepsilon} \right) \right) D_u(x), \frac{z}{|z|} \right)$$

$$+ \varepsilon^3 \int_0^1 \left( \left( B \left( \frac{x}{\varepsilon} - z \right) - B \left( \frac{x}{\varepsilon} \right) \right) D_u(x), \frac{z}{|z|} \right) \, dz.$$

We summarize the above calculation by writing the equality in the compact form

$$L^\varepsilon w(x) = \frac{1}{\varepsilon^2} \lambda \left( \frac{x}{\varepsilon} \right) \Psi_a \left( D_u(x), \frac{x}{\varepsilon} \right) + \lambda \left( \frac{x}{\varepsilon} \right) \Phi_b \left( D^2_u(x), \frac{x}{\varepsilon} \right) + \phi^\varepsilon(x),$$

where the vector-valued function $\Psi_a : \mathbb{R}^d \times \mathbb{T}^d \to \mathbb{R}^d$ is given by

$$
\Psi_a(M, \xi) := \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|} H_s(\xi - z) \left( \langle (A(\xi - z) - A(\xi))M, z \rangle - \langle Mz, z \rangle \right) \, dz,
$$

and the vector-valued function $\Phi_b : \mathbb{R}^d \times \mathbb{T}^d \to \mathbb{R}^d$ is given by

$$
\Phi_b(M, \xi) = \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|} H_s(\xi - z) \left( \frac{1}{2} \langle Mz \otimes z, z \rangle - \langle M(\xi - z)Mz, z \rangle \right)
$$

$$+ \left( \langle B(\xi - z) - B(\xi) \rangle M, z \right) \, dz.$$

The remainder term $\phi^\varepsilon(x)$ will be explicitly written later.

The following lemma gives a set of auxiliary systems that will be used for the construction of the tensors $A = (a^{ijk}) \in \left[L^2(\mathbb{T}^d)\right]^{d^3}$ and $B = (b^{ijk}) \in \left[L^2(\mathbb{T}^d)\right]^{d^4}$. These tensors will be determined and will completely characterize the special linear maps $\Psi_a$ and $\Phi_b$. We remark that the integrals in (3.3) and (3.4) can be shown to be well-defined using a similar argument as in the proof of Proposition 2.3.
Lemma 3.1. Assume that \( \rho, \mu_s \) and \( \lambda \) satisfy (A1), (A2) and (A3). Then there exists a third-order tensor \( \mathfrak{A} = (a^{ijk}) \in [L^2(\mathbb{T}^d)]^{d^3} \), a fourth-order tensor \( \mathfrak{B} = (b^{ijkl}) \in [L^2(\mathbb{T}^d)]^{d^4} \), and an elasticity tensor \( \mathcal{E}(x) \) satisfying (1.4)–(1.5) such that
\[
\Psi_a(M, \xi) = 0, \quad \forall M \in \mathbb{R}^d, \quad \forall \xi \in \mathbb{T}^d, \]
and
\[
\lambda(x, \xi) \Phi_b(M, \xi) := \mathcal{E}(x)M, \quad \forall M \in \mathbb{R}^{d^2},
\]
where \( \Psi_a \) and \( \Phi_b \) are defined in (3.3) and (3.4) respectively. That is, the fourth-order tensor of coefficients of the linear map \( M \mapsto \lambda(x, \xi) \Phi_b(M, \xi) \) can be made independent of \( \xi \).

The proof of this lemma is technically involved, and we postpone it until Section 4. We will at present assume the result of the lemma in order to prove Theorem 1.1. We will also need a result concerning the compatibility of the expansion (3.1) with the nonlocal differential operator that approximates the operator \( L \) in Lemma 3.1. Then for any given \( u \in [C^3(\mathbb{R}^d)]^d \cap [H^3(\mathbb{R}^d)]^d \) and for the function \( w^\varepsilon = (w^1, w^2, \ldots, w^d) \) defined by
\[
w^\varepsilon(x) = u(x) + \varepsilon \mathfrak{A} \left( \frac{x}{\varepsilon} \right) D u(x) + \varepsilon^2 \mathfrak{B} \left( \frac{x}{\varepsilon} \right) D^2 u(x),
\]
we have
\[
\lim_{\varepsilon \to 0} \| L^\varepsilon w^\varepsilon - \mathcal{E}(x) D^2 u \|_{L^2(\mathbb{R}^d)} \to 0.
\]

Proof. Notice that by using Lemma 2.5, for small \( \varepsilon \), the vector field \( w^\varepsilon \in L^2(\mathbb{R}^d) \). Moreover, we have rewritten \( L^\varepsilon w^\varepsilon \) in (3.2) as
\[
L^\varepsilon w^\varepsilon(x) = \frac{1}{\varepsilon} \lambda \left( x, \frac{x}{\varepsilon} \right) \Psi_a \left( D u(x), \frac{x}{\varepsilon} \right) + \lambda \left( x, \frac{x}{\varepsilon} \right) \Phi_b \left( D^2 u(x), \frac{x}{\varepsilon} \right) + \varphi^\varepsilon(x)
\]
where we now explicitly write \( \varphi^\varepsilon(x) \)
\[
= \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \rho(z) \mu_s \left( \frac{x}{\varepsilon} - z \right) \left\{ \int_0^1 \left\langle D^2 u(x - \varepsilon t z) \otimes z, \frac{z}{|z|} \right\rangle (1 - t) \ dt \right. \\
- \frac{1}{2} \left\langle D^2 u(x) \otimes z, \frac{z}{|z|} \right\rangle + \varepsilon \left\langle \mathfrak{A} \left( \frac{x}{\varepsilon} - z \right) \right\rangle \int_0^1 D^3 u(x - \varepsilon t z) \otimes z (1 - t) \ dt, \frac{z}{|z|} \right\} \left\langle \frac{z}{|z|} \right\rangle \ v d z .
\]
By the choice of \( \mathfrak{A} = (a^{ijk}) \in [L^2(\mathbb{T}^d)]^{d^3} \), \( \mathfrak{B} = (b^{ijkl}) \in [L^2(\mathbb{T}^d)]^{d^4} \), and the elasticity tensor \( \mathcal{E} \) given in Lemma 3.1 we have that for any \( \varepsilon > 0 \),
\[
\Psi_a \left( D u(x), \frac{x}{\varepsilon} \right) = 0, \quad \forall x \in \mathbb{R}^d,
\]
and that

\[ \lambda \left( x, \frac{x}{\varepsilon} \right) \Phi_0 \left( D^2 u(x), \frac{x}{\varepsilon} \right) = \mathcal{C}(x) D^2 u(x), \quad \forall x \in \mathbb{R}^d. \]

To prove the proposition, it suffices to show that \( \| \varphi^\varepsilon \|_{L^2(\mathbb{R}^d)} \rightarrow 0 \) as \( \varepsilon \rightarrow 0 \) for these tensors \( \mathfrak{A}, \mathfrak{B}, \) and \( \mathfrak{C} \). We begin by writing \( \varphi^\varepsilon = \varphi_1^\varepsilon + \varphi_2^\varepsilon + \varphi_3^\varepsilon \), where

\[ \varphi_1^\varepsilon(x) = \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \mu_s \left( \frac{x}{\varepsilon}, \frac{x}{\varepsilon} - z \right) \times \int_0^1 \left( \nabla^2 u(x - \varepsilon t z) - \nabla^2 u(x) \right) z \otimes z (1 - t) \, dt \, dz, \]

\[ \varphi_2^\varepsilon(x) = \varepsilon \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \mu_s \left( \frac{x}{\varepsilon}, \frac{x}{\varepsilon} - z \right) \times \left\langle \mathfrak{A} \left( \frac{x}{\varepsilon} - z \right) \int_0^1 D^3 u(x - \varepsilon t z) z \otimes z (1 - t) \, dt, \frac{z}{|z|} \right\rangle \frac{z}{|z|} \, dz, \]

\[ \varphi_3^\varepsilon(x) = -\varepsilon \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \mu_s \left( \frac{x}{\varepsilon}, \frac{x}{\varepsilon} - z \right) \times \left\langle \mathfrak{B} \left( \frac{x}{\varepsilon} - z \right) \int_0^1 D^3 u(x - \varepsilon t z) z \, dt, \frac{z}{|z|} \right\rangle \frac{z}{|z|} \, dz. \]

We will bound each separately, and show that each one converges to 0 as \( \varepsilon \rightarrow 0 \). First, for \( R > 0 \) to be determined,

\[ \varphi_1^\varepsilon(x) = \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{|z| \leq R} \cdots \, dz + \lambda \left( x, \frac{x}{\varepsilon} \right) \int_{|z| > R} \cdots \, dz := \varphi_{1, (\leq R)}^\varepsilon(x) + \varphi_{1, (> R)}^\varepsilon(x). \]

Then taking the \( L^2 \) norm, the first term can be estimated as

\[ \left\| \varphi_{1, (\leq R)}^\varepsilon \right\|_{L^2(\mathbb{R}^d)} \leq \alpha_2^2 \sup_{|z| \leq R} \left\| D^2 u(\cdot - \varepsilon z) - D^2 u(\cdot) \right\|_{L^2(\mathbb{R}^d)} \left( \int_{\mathbb{R}^d} |z|^2 \rho(z) \, dz \right) \left( \int_0^1 (1 - t) \, dt \right) \]

\[ \leq \frac{\alpha_2^2 \alpha_2}{2} \sup_{|z| \leq R} \left\| D^2 u(\cdot - \varepsilon z) - D^2 u(\cdot) \right\|_{L^2(\mathbb{R}^d)} , \]

and additionally using Hölder’s inequality and Tonelli’s theorem gives an estimate for the second term of

\[ \left\| \varphi_{1, (> R)}^\varepsilon \right\|_{L^2(\mathbb{R}^d)} \leq \alpha_2^2 \left\| D^2 u \right\|_{L^2(\mathbb{R}^d)} \int_{|z| > R} |z|^2 \rho(z) \, dz. \]

Let \( \tau > 0 \) be arbitrary. Choose \( R \) sufficiently large so that

\[ \alpha_2^2 \left\| D^2 u \right\|_{L^2(\mathbb{R}^d)} \int_{|z| > R} |z|^2 \rho(z) \, dz < \tau. \]

Then using the continuity of the integral with respect to translations and the fact that
\[ u \in \left[ C^3 (\mathbb{R}^d) \right]^d \cap \left[ H^3 (\mathbb{R}^d) \right]^d \]

\[
\lim_{\varepsilon \to 0} \| \varphi \|_{L^2 (\mathbb{R}^d)} \leq \lim_{\varepsilon \to 0} \left\| \varphi_1 \right\|_{L^2 (\mathbb{R}^d)} + \lim_{\varepsilon \to 0} \left\| \varphi_2 \right\|_{L^2 (\mathbb{R}^d)}
\]

\[
< \lim_{\varepsilon \to 0} \frac{\alpha \alpha_2}{2} \sup_{|z| \leq R} \| D^2 u (\cdot - \varepsilon z) - D^2 u (\cdot) \|_{L^2 (\mathbb{R}^d)} + \tau
\]

\[
= \tau,
\]

and thus \( \lim_{\varepsilon \to 0} \| \varphi_1 \|_{L^2 (\mathbb{R}^d)} = 0 \). To show that \( \| \varphi_2 \|_{L^2 (\mathbb{R}^d)} \to 0 \) we use Minkowski’s inequality to estimate it as

\[
\| \varphi_2 \|_{L^2 (\mathbb{R}^d)} \leq \varepsilon \alpha_2 \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho (z) \left\| \begin{array}{c} \mathfrak{A} \left( \frac{X}{\varepsilon} - z \right) \left( \int_0^1 t^2 \mathbf{D}^3 u (x - \varepsilon t z) \otimes z (1 - t) \, dt \right) \right\| \end{array} \right) \left\| \frac{z}{|z|} \right\|^2 \, dx \right)^{1/2}
\]

\[
\leq \varepsilon \alpha_2 \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho (z) \left| \mathfrak{A} \left( \frac{X}{\varepsilon} - z \right) \left( \int_0^1 t^2 \mathbf{D}^3 u (x - \varepsilon t z) \right) (1 - t) \, dt \right| \, dz \right)^{1/2}
\]

\[
\leq \varepsilon \alpha_2 \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho (z) \left| \mathfrak{A} \left( \frac{X}{\varepsilon} - z \right) \left( \int_0^1 t^2 \mathbf{D}^3 u (x - \varepsilon t z) \right)^2 \, dx \right| (1 - t)^2 \, dt \right)^{1/2}
\]

\[
\leq \varepsilon \alpha_2 \sup_{z, q \in \mathbb{R}^d} \left\| \mathfrak{A} \left( \frac{X}{\varepsilon} - z \right) \left| D^3 u (\cdot - \varepsilon z + q) \right| \right\|_{L^2 (\mathbb{R}^d)}
\]

where we have made the change of variables \( y = x - \varepsilon z \) in the last equality. The convergence of \( \| \varphi_2 \|_{L^2 (\mathbb{R}^d)} \) to 0 is therefore assured so long as

\[
\sup_{q \in \mathbb{R}^d} \left\| \mathfrak{A} \left( \frac{X}{\varepsilon} \right) \left| D^3 u (\cdot + q) \right| \right\|_{L^2 (\mathbb{R}^d)}
\]

is bounded uniformly in \( \varepsilon \), which indeed holds as a result of Lemma 2.5. The final quantity \( \varphi_3 \) converges to 0 by similar reasoning;

\[
\| \varphi_3 \|_{L^2 (\mathbb{R}^d)} \leq \varepsilon \alpha_2 \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho (z) \left\| \mathfrak{B} \left( \frac{X}{\varepsilon} - z \right) \left( \int_0^1 t^2 \mathbf{D}^3 u (x - \varepsilon t z) \right) \, dt \right\| \, dz \right)^{1/2}
\]

\[
\leq \varepsilon \alpha_2 \int_{\mathbb{R}^d} \left( \int_0^1 \int_{\mathbb{R}^d} \rho^2 (z) \left| \mathfrak{B} \left( \frac{X}{\varepsilon} - z \right) \right|^2 \, dx \right)^{1/2} \, dz
\]

\[
\leq \varepsilon \alpha_2 \sup_{z, q \in \mathbb{R}^d} \left\| \mathfrak{B} \left( \frac{X}{\varepsilon} - z \right) \left| D^3 u (\cdot - \varepsilon z + q) \right| \right\|_{L^2 (\mathbb{R}^d)} \int_{\mathbb{R}^d} \left| \rho (z) \right| \, dz
\]

\[
\leq \varepsilon \alpha_2 \alpha_1 \alpha_2 \sup_{z, q \in \mathbb{R}^d} \left\| \mathfrak{B} \left( \frac{X}{\varepsilon} - z \right) \left| D^3 u (\cdot - \varepsilon z + q) \right| \right\|_{L^2 (\mathbb{R}^d)},
\]

where Hölder’s inequality was used in the final step. Now we proceed exactly as we did for \( \varphi_2 \), using Lemma 2.5 to demonstrate that the latter quantity goes to 0 as \( \varepsilon \to 0 \).
3.2. Proof of main theorem. In this subsection we use Lemma 3.1 and Proposition 3.2 to prove the main result of the paper, Theorem 1.1. The proof follows the program laid out in [16] adjusted to our setting. Assume that \( \rho, \mu, \lambda \) satisfy (A1), (A2) and (A3). Let \( \mathfrak{A} = (\alpha^{ijk}) \in [L^2(T^d)]^d \), \( \mathfrak{B} = (b^{ijkl}) \in [L^2(T^d)]^d \), and an elasticity tensor \( \mathfrak{C} \) are as given in Lemma 3.1. We prove Theorem 1.1 in three steps. In Step 1 and Step 2 we prove Theorem 1.1 for \( f \in [S(\mathbb{R}^d)]^d \), the space of Schwartz functions. Step 3 extends this result to a general \( f \in [L^2(\mathbb{R}^d)]^d \).

Step 1. For \( f \in [S(\mathbb{R}^d)]^d \), define \( u^0 \) by (1.3). Then since \( \mathbb{L}^0 \) is a second-order strongly elliptic operator with smooth coefficients, the solution \( u^0 \) will also be smooth and at least \( u^0 \in [C^3(\mathbb{R}^d)]^d \cap [H^3(\mathbb{R}^d)]^d \). Thus the assumptions of Proposition 3.2 are satisfied, and we define the perturbation \( v^\varepsilon \) of \( u^0 \) by the ansatz

\[
(3.5) \quad v^\varepsilon(x) = u^0(x) + \varepsilon \mathfrak{A} \left( \frac{x}{\varepsilon} \right) D u^0(x) + \varepsilon^2 \mathfrak{B} \left( \frac{x}{\varepsilon} \right) D^2 u^0(x).
\]

Then as \( \varepsilon \to 0 \) we have

\[
(3.6) \quad \|u^0 - v^\varepsilon\|_{L^2(\mathbb{R}^d)} \to 0.
\]

This follows from the application of Lemma 2.5 that guarantees

\[
(3.7) \quad \left\| \mathfrak{A} \left( \frac{\cdot}{\varepsilon} \right) |\nabla u^0(\cdot)| \right\|_{L^2(\mathbb{R}^d)} \quad \text{and} \quad \left\| \mathfrak{B} \left( \frac{\cdot}{\varepsilon} \right) |\nabla^2 u^0(\cdot)| \right\|_{L^2(\mathbb{R}^d)}
\]

are bounded uniformly in \( \varepsilon \).

Step 2. Let \( f \in [S(\mathbb{R}^d)]^d \). Define \( u^\varepsilon = (m\mathbb{I} - \mathbb{L}^\varepsilon)^{-1} f \). For \( v^\varepsilon \) given by (3.5) it follows that

\[
\|u^\varepsilon - v^\varepsilon\|_{L^2(\mathbb{R}^d)} \to 0
\]

as \( \varepsilon \to 0 \). To prove this, we begin by noting that by Proposition 3.2,

\[
\mathbb{L}^\varepsilon v^\varepsilon = \mathbb{L}^0 u^0 + \varphi_\varepsilon, \quad \|\varphi_\varepsilon\|_{L^2(\mathbb{R}^d)} \to 0, \quad \varepsilon \to 0.
\]

Then we have that

\[
(\mathbb{L}^\varepsilon - m\mathbb{I})v^\varepsilon + m(v^\varepsilon - u^0) = (\mathbb{L}^0 - m\mathbb{I})u^0 + \varphi_\varepsilon, \quad \|\varphi_\varepsilon\|_{L^2(\mathbb{R}^d)} \to 0.
\]

By (3.6), the quantity \( m \|v^\varepsilon - u^0\|_{L^2(\mathbb{R}^d)} \to 0 \) as \( \varepsilon \to 0 \), so

\[
(\mathbb{L}^\varepsilon - m\mathbb{I})v^\varepsilon = (\mathbb{L}^0 - m\mathbb{I})u^0 + \tilde{\varphi}_\varepsilon, \quad \|\tilde{\varphi}_\varepsilon\|_{L^2(\mathbb{R}^d)} \to 0.
\]

We therefore use (3.8) to obtain the equation

\[
u^\varepsilon = (m\mathbb{I} - \mathbb{L}^\varepsilon)^{-1} f = (m\mathbb{I} - \mathbb{L}^\varepsilon)^{-1} \left( (m\mathbb{I} - \mathbb{L}^\varepsilon)v^\varepsilon - \tilde{\varphi}_\varepsilon \right) = v^\varepsilon - (m\mathbb{I} - \mathbb{L}^\varepsilon)^{-1} \tilde{\varphi}_\varepsilon.
\]

By (2.2)

\[
\sup_{\varepsilon > 0} \| (m\mathbb{I} - \mathbb{L}^\varepsilon)^{-1} \|_{L^2(\mathbb{R}^d)^d} \| L^2(\mathbb{R}^d)^d \leq \widehat{C}.
\]
and therefore
\[ \|u^\varepsilon - v^\varepsilon\|_{L^2(\mathbb{R}^d)} = \|(mI - L^\varepsilon)^{-1}\varphi^\varepsilon\|_{L^2(\mathbb{R}^d)} \leq \widetilde{C} \|\varphi^\varepsilon\|_{L^2(\mathbb{R}^d)} \xrightarrow{\varepsilon \to 0} 0. \]

Combining this with (3.6) gives
\[ (3.9) \quad \|u^\varepsilon - u^0\|_{L^2(\mathbb{R}^d)} \to 0 \quad \text{as } \varepsilon \to 0 \]
for every \( f \in [S(\mathbb{R}^d)]^d \).

**Step 3.** Finally, let \( f \in [L^2(\mathbb{R}^d)]^d \) and \( u^\varepsilon = (mI - L^\varepsilon)^{-1}f \). Then for any \( \delta > 0 \) there exists \( f_\delta \in [S(\mathbb{R}^d)]^d \) such that \( \|f - f_\delta\|_{L^2(\mathbb{R}^d)} < \delta \). Since \( (mI - L^\varepsilon)^{-1} \) is bounded uniformly in \( \varepsilon \), we have for \( u_\delta^\varepsilon := (mI - L^\varepsilon)^{-1}f_\delta \) and \( u_0^0 := (mI - L^0)^{-1}f_0 \) that
\[ \|u_\delta^\varepsilon - u^\varepsilon\| \leq \widetilde{C}\delta \quad \text{and} \quad \|u_0^0 - u^0\| \leq \widetilde{C}\delta. \]

Since \( \|u_\delta^\varepsilon - u_0^0\|_{L^2(\mathbb{R}^d)} \to 0 \) as \( \varepsilon \to 0 \) by (3.9), it follows from (3.10) that
\[ \limsup_{\varepsilon \to 0} \|u^\varepsilon - u^0\|_{L^2(\mathbb{R}^d)} \leq \widetilde{C}\delta \]
for arbitrary \( \delta > 0 \). Therefore \( \lim_{\varepsilon \to 0} \|u^\varepsilon - u^0\|_{L^2(\mathbb{R}^d)} = 0 \).

**4. Solvability of the auxiliary system of equations.** In this section, we prove Lemma 3.1. That is, under the assumption that \( \rho, \mu, x, \) and \( \lambda \) satisfy (A1), (A2) and (A3), we demonstrate that there exists a third-order tensor \( A = (a^{ijk}) \in [L^2(\mathbb{T}^d)]^d \), a fourth-order tensor \( B = (b^{ijkl}) \in [L^2(\mathbb{T}^d)]^d \), and an elasticity tensor \( C(x) \) such that
\[ (4.1) \quad \Psi_a(M, q) = 0, \quad \forall M \in \mathbb{R}^d, \quad \forall q \in \mathbb{T}^d \]
and
\[ (4.2) \quad \lambda(x, q) \Phi_b(M, q) := C(x)M, \quad \forall M \in \mathbb{R}^d, \]
where the maps \( \Psi_a \) and \( \Phi_b \) are given by (3.3) and (3.4) respectively. Notice that from their definition for a fixed \( q \in \mathbb{T}^d \), both \( \Psi_a(\cdot, q) \) and \( \Phi_b(\cdot, q) \) are linear maps in their respective domains. Moreover, since \( \Psi_a(0, q) = \Phi_b(0, q) = 0 \), there exist a third-order tensor \( A(q) \) and a fourth-order tensor \( B(q) \) such that
\[ (4.3) \quad \Psi_a(M, q) = A(q)M, \quad \forall M \in \mathbb{R}^d^2, \quad \text{and} \quad \lambda(x, q) \Phi_b(M, q) = C(x, q)M, \quad \forall M \in \mathbb{R}^d^3. \]

Thus, proving (4.1) is equivalent to showing that \( A(q) = 0 \) for all \( q \in \mathbb{T}^d \), and proving (4.2) is equivalent to choosing \( B(q) \) appropriately so that \( C(x, q) \) is independent of \( q \).

**4.1. Existence of the third-order tensor.** We begin by explicitly writing a formula for the third-order tensor \( A = (t^{ikl}) \) defined in (4.3) that is associated to a given periodic third-order tensor \( \Psi_a = (a^{ij}) \in L^2(\mathbb{T}^d) \). A straightforward computation using (4.3) and (3.3) reveals
\[ t^{ikl}(q) = \int_{\mathbb{R}^d} \rho(z) \mu_s(q, q - z) \left\{ -z_k z_\ell + z_j \left( a^{jk} (q - z) - a^{jk} (q) \right) \right\} \frac{z_i}{|z|^2} \, dz, \]
which is well-defined for almost all \( q \in \mathbb{T}^d \); this can easily be verified by following the same arguments as in the proof of Proposition 2.3. To find \( \mathcal{R} = (a^{ijk}) \in L^2(\mathbb{T}^d) \) such that \( (4.1) \) holds we solve
\[
(4.4) \quad \int_{\mathbb{R}^d} \rho(z) \mu_s(q, q - z) \left\{ -zk\ell + z_j \left( a^{j\ell}(q - z) - a^{j\ell}_k(q) \right) \right\} \frac{z_j}{|z|^2} \, dz = 0, \quad \forall \, q \in \mathbb{T}^d.
\]

Now, for each \( k, \ell \) define the vector field \( a^{k\ell} : \mathbb{R}^d \to \mathbb{R}^d \) by \( (a^{k\ell}(q))_i := a^{ik\ell}(q) \). Making the change of variables \( y = q - z \) and writing \( (4.4) \) in vector form by eliminating the index \( i \), we arrive at the strongly-coupled system of equations
\[
(4.5) \quad \int_{\mathbb{R}^d} \rho(q - y) \mu_s(q, y) \left( \frac{(q - y) \otimes (q - y)}{|q - y|^2} (a^{k\ell}(y) - a^{k\ell}(q)) - \frac{(q_k - y_k)(q_\ell - y_\ell)}{|q - y|^2} (q - y) \right) \, dy = 0,
\]

Demonstrating existence of a vector field \( a^{k\ell} \in [L^2(\mathbb{T}^d)]^d \) satisfying \( (4.5) \) for almost all \( q \in \mathbb{T}^d \) and for each \( k, \ell \) will imply \( (4.1) \). To this end, using the operators we have defined in \((2.1)\), we can rewrite \( (4.5) \) as
\[
(4.6) \quad (\mathbb{K} - \mathbb{G}) a^{k\ell} = h^{k\ell}, \quad \text{on } \mathbb{T}^d \text{ for } 1 \leq k, \ell \leq d,
\]
where we introduced the function
\[
(4.7) \quad h^{k\ell}(q) := \int_{\mathbb{R}^d} \rho(q - y) \mu_s(q, y) \frac{(q_k - y_k)(q_\ell - y_\ell)}{|q - y|^2} (q - y) \, dy, \quad q \in \mathbb{T}^d.
\]

Observe that \( h^{k\ell} \in [L^2(\mathbb{T}^d)]^d \), since \( \mu_s \) is periodic in both variables, and \( h^{k\ell}(q) \) is in fact bounded for all \( q \in \mathbb{T}^d \) since by Hölder’s inequality
\[
|h^{k\ell}(q)| \leq \alpha_2 \int_{\mathbb{R}^d} \rho(q - y) |q - y| \, dy \leq \alpha_2 \sqrt{a_1 a_2} < \infty.
\]

To prove existence of \( a^{k\ell} \in [L^2(\mathbb{T}^d)]^d \) satisfying \( (4.6) \), we apply the Fredholm Alternative Theorem. Indeed, we have shown in Proposition 2.3 that the operator \( \mathbb{K} : [L^2(\mathbb{T}^d)]^d \to [L^2(\mathbb{T}^d)]^d \) is a compact operator, and in Proposition 2.2 that \( \mathbb{G} \) is a positive invertible operator. By the Fredholm Alternative Theorem, the equation \( (\mathbb{G} - \mathbb{K}) a^{k\ell} = -h^{k\ell} \) is solvable in \( L^2(\mathbb{T}^d) \) if and only if \( h^{k\ell} \) is orthogonal to all elements of the kernel of the adjoint operator \( (\mathbb{K} - \mathbb{G})^* \).

**Proposition 4.1.** \( \mathbb{K} - \mathbb{G} \) is self-adjoint and its kernel is the set of constant vector fields.

Assuming that this proposition is true for now, the solvability of \( (\mathbb{G} - \mathbb{K}) a^{k\ell} = -h^{k\ell} \) is equivalent to showing
\[
\int_{\mathbb{T}^d} \langle h^{k\ell}(q), m \rangle \, dq = 0, \quad m \in \mathbb{R}^d, \quad 1 \leq k, \ell \leq d.
\]

This is indeed the case, using the formula for \( h^{k\ell} \) above and \((2.7)\) in Lemma 2.4. For each \( k, \ell \) the choice of \( a^{k\ell} \) is unique up to addition by a constant vector. In order to fix the choice of \( a^{k\ell} \) we enforce the condition
\[
(4.8) \quad \int_{\mathbb{T}^d} a^{k\ell}(q) \, dq = 0.
\]
Note that \( h^{kl} = h^{lk} \), so therefore for each \( i \) the matrix \( (a^{ikl})_{kl} \) is symmetric.

**Proof of Proposition 4.1.** For any \( \psi \) in \([L^2(\mathbb{T}^d)]^d\), we first notice that for \( q \in \mathbb{T}^d \)

\[
(\mathbb{K} - \mathbb{G})\psi (q) = \int_{\mathbb{T}^d} \rho(q - y) \mu_s(q, y) \frac{(q - y) \otimes (q - y)}{|q - y|^2} (\psi(y) - \psi(q)) \, dy
\]

\[
= \int_{\mathbb{T}^d} \mathbf{K}(q - y) \mu_s(q, y) (\psi(y) - \psi(q)) \, dy,
\]

for \( \mathbf{K}(z) := \sum_{k \in \mathbb{Z}^d} \mathbf{K}(z + k) \) for \( z \in \mathbb{T}^d \), where we have used the periodicity of \( \psi \) and \( \mu_s \). The matrix-valued map \( \mathbf{K} \) is even, making the operator \( \mathbb{K} - \mathbb{G} \) self-adjoint. Moreover,

\[
\langle (\mathbb{K} - \mathbb{G})\psi, \psi \rangle_{L^2(\mathbb{T}^d)} = \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \rho(q - y) \mu_s(q, y) \left\{ (\psi(q) - \psi(y)) \cdot (q - y) \right\} \left\{ (\psi(q) - \psi(y)) \cdot (q - y) \right\} \, dy \, dq
\]

\[
= \int_{\mathbb{T}^d} \mu_s(q, y) \left\langle \mathbf{K}(q - y) (\psi(y) - \psi(q)), \psi(q) \right\rangle \, dy \, dq
\]

\[
= \frac{1}{2} \int_{\mathbb{T}^d} \mu_s(q, y) \left\langle \mathbf{K}(q - y) (\psi(y) - \psi(q)), \psi(y) - \psi(q) \right\rangle \, dy \, dq
\]

\[
= \frac{1}{2} \int_{\mathbb{T}^d} \mu_s(q, y) \sum_{k \in \mathbb{Z}^d} \frac{\rho(q - y + k)}{|q - y + k|^2} \left( (\psi(q) - \psi(y)) \cdot (q - y + k) \right)^2 \, dy \, dq.
\]

One may also rewrite the last equality as

\[
\langle (\mathbb{K} - \mathbb{G})\psi, \psi \rangle_{L^2(\mathbb{T}^d)} = \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \mu_s(q, y) \frac{\rho(q - y)}{|q - y|^2} \left( (\psi(q) - \psi(y)) \cdot (q - y) \right)^2 \, dy \, dq.
\]

Therefore, if \( \psi \) belongs to the kernel of \( (\mathbb{K} - \mathbb{G}) \), then for almost every \( q, y \in \mathbb{T}^d \) such that \( q - y \in \text{supp} \rho \)

\[
(\psi(q) - \psi(y)) \cdot (q - y) = 0.
\]

is satisfied. We now show that any periodic function that satisfies (4.9) must be a constant. We do this in two steps. In the first step we show that \( \psi \) must be an infinitesimal rigid map of the form \( \psi(y) = Qy + m \) on \( \mathbb{T}^d \) where \( Q \) is a skew symmetric matrix and \( m \) is a vector. In the second step we show that \( Q \) must be the zero matrix.

**Step 1.** For almost any \( q \) in the interior of \( \mathbb{T}^d \), set \( \delta_q := \max \left\{ \delta_0, \frac{\text{dist}(q, \partial \mathbb{T}^d)}{2} \right\} > 0 \).

Define \( \Gamma(q) := \left\{ y \in B_{\delta_q}(q) : \frac{y - q}{|y - q|} \in \mathcal{J} \cap -\mathcal{J} \right\} \). Then \( \Gamma(q) \) is an open set compactly contained in \( \mathbb{T}^d \). In fact, \( \Gamma(q) \) is the intersection of the ball \( B_{\delta_q}(q) \) with the symmetric cone \( \Lambda \) centered at \( q \). Now, let \( \eta > 0 \) and let \( \{w_i\}_{i=1}^d \) denote a basis for \( \mathbb{R}^d \) contained in \( \mathcal{J} \cup -\mathcal{J} \); such a basis exists since \( H_{d-1}(\mathcal{J}) > 0 \). Then there exists an \( \eta > 0 \) such that \( q + \eta w_i \in \mathbb{R}^d \) for every \( i \); we will work with \( \eta \) in this range from here on. Define for each \( i \) the set \( \Gamma(q + \eta w_i) := \left\{ y \in B_{\delta_q + \eta w_i}(q + \eta w_i) : \frac{y - q - \eta w_i}{|y - q - \eta w_i|} \in \mathcal{J} \cap -\mathcal{J} \right\} \),

where \( \delta_{q + \eta w_i} = \frac{\text{dist}(q + \eta w_i, \partial \mathbb{T}^d)}{2} > 0 \). Then by definition of \( \Gamma(q) \) and \( \Gamma(q + \eta w_i) \), since the Lebesgue measure is continuous with respect to translations, and since the distance function is continuous, there exists an \( \eta_q > 0 \) such that the function

\[
\eta \mapsto \int_{\mathbb{R}^d} \chi_{\Gamma(q)} \cdot \chi_{\mathbb{T}^d} \cdot \prod_{i=1}^d \chi_{\Gamma(q + \eta w_i)} \, dx
\]
is positive. For $\mathbf{q} \in \mathbb{T}^d$ set $\bar{\Gamma}(\mathbf{q}) := \left( \cap_{i=1}^d \Gamma(\mathbf{q} + \eta_i \mathbf{w}_i) \right) \cap \Gamma(\mathbf{q}) \cap \mathbb{T}^d$. By the discussion above, $\bar{\Gamma}(\mathbf{q})$ is an open set of positive Lebesgue measure.

Now, fix $\mathbf{q} \in \mathbb{T}^d$ (up to a set of measure zero). Then since (4.9) holds for almost every $y \in \bar{\Gamma}(\mathbf{q}) \subset \text{supp } \rho + \mathbf{q}$, we have

$$\begin{equation}
(\psi(\mathbf{q}) - \psi(y)) \cdot (\mathbf{q} - y) = 0
\end{equation}$$

and since $y \in \Gamma(\mathbf{q} + \eta_\mathbf{w}_i)$

$$\begin{equation}
(\psi(\mathbf{q} + \eta_\mathbf{w}_i) - \psi(y)) \cdot (\mathbf{q} + \eta_\mathbf{w}_i - y) = 0
\end{equation}$$

for almost every $y \in \bar{\Gamma}(\mathbf{q})$. Therefore, adding and subtracting $\psi(y)$ in the first argument of (4.11) and $\mathbf{q}$ in the second and using (4.10) we see that

$$(\psi(\mathbf{q} + \eta_\mathbf{w}_i) - \psi(\mathbf{q})) \cdot (\mathbf{q} - y) = -(\psi(\mathbf{q}) - \psi(y)) \cdot \eta_i \mathbf{w}_i$$

for almost every $y \in \bar{\Gamma}(\mathbf{q})$. So,

$$\psi(y) \cdot \mathbf{w}_i = \frac{1}{\eta_i} \left( (\psi(\mathbf{q} + \eta_\mathbf{w}_i) - \psi(\mathbf{q})) \cdot (\mathbf{q} - y) \right) + \psi(\mathbf{q}) \cdot \mathbf{w}_i$$

for almost every $y \in \bar{\Gamma}(\mathbf{q})$ and for every $i$, so $\psi(y) \cdot \mathbf{w}_i$ is clearly a linear map. Then, letting $\mathbf{W} = (\mathbf{w}_i)_i$ be the matrix of basis vectors, and $\psi = (\psi_1, \psi_2, \ldots, \psi_d)$, we have that

$$\psi_i(y) = (\mathbf{W}^{-1}(\mathbf{W}\psi))_i = \sum_j w_{ij}^{-1}(\mathbf{w}_j \cdot \psi(y))$$

which, being a sum of of linear maps, is still linear. We conclude that for almost all $y \in \bar{\Gamma}(\mathbf{q})$ the vector field $\psi(y)$ is of the form $\mathbf{Q}_\mathbf{q} y + \mathbf{m}_\mathbf{q}$, where $\mathbf{Q}_\mathbf{q}$ is a matrix with constant entries (depending possibly on $\mathbf{q}$) and $\mathbf{m}_\mathbf{q}$ is a constant vector (also depending on $\mathbf{q}$) in $\mathbb{R}^d$.

Next, given any two points in $\mathbb{T}^d$, outside of a set of measure zero, we connect them by finitely many sets of the form $\bar{\Gamma}(\mathbf{q})$ i.e. for any two points $\mathbf{q}_0$ and $\mathbf{p}_0$ in $\mathbb{T}^d$ there exists a finite chain of $\bar{\Gamma}(\mathbf{q})$ for $\mathbf{q}_0 \in \bar{\Gamma}(\mathbf{q})$, $\mathbf{p}_0 \in \bar{\Gamma}(\mathbf{q})$. This is possible, since the line segment connecting $\mathbf{q}_0$ and $\mathbf{p}_0$ is compact and contained in the convex set $\mathbb{T}^d$. Therefore the $\psi$ given above is the same in neighboring intersecting open sets and so $\psi(y) = \mathbf{Q}_\mathbf{q} + \mathbf{m}_\mathbf{q}$ on $\mathbb{T}^d$ where $\mathbf{Q}_\mathbf{q}$ and $\mathbf{m}_\mathbf{q}$ are now independent of any point $\mathbf{q}$ in $\mathbb{T}^d$. By (4.9), the matrix $\mathbf{Q}_\mathbf{q}$ must be skew symmetric. Thus $\psi(\mathbf{q})$ has the form of a function belonging to $\mathcal{M}$ for almost every $\mathbf{q} \in \mathbb{T}^d$.

**Step 2.** Now we show that $\mathbf{Q}_\mathbf{q}$ must be identically zero. Define the translated symmetric cone centered at $\mathbf{q}$ by $\Lambda(\mathbf{q}) := \left\{ y \in B_{\mathbf{q}}(\mathbf{q}) : \frac{y - \mathbf{q}}{|y - \mathbf{q}|} \in \mathcal{F} \cap -\mathcal{F} \right\}$. Then there exists a $\delta > 0$ such that for $\mathbf{q} = (1 - \delta, 1 - \delta, \ldots , 1 - \delta) \in \mathbb{T}^d$ the following holds: For each $i \in \left\{ 1, \ldots, d \right\}$ the set $B_{\mathbf{q}}(\mathbf{q} - \mathbf{e}_i) \cap \Lambda(\mathbf{q} - \mathbf{e}_i) \cap \mathbb{T}^d$ is an open nonempty set, and moreover there exists a collection $\{ y^{i,j} \}_{j=1}^d \subset B_{\mathbf{q}}(\mathbf{q} - \mathbf{e}_i) \cap \Lambda(\mathbf{q} - \mathbf{e}_i) \cap \mathbb{T}^d$ such that $\{ \mathbf{q} - y^{i,j} \}_{j=1}^d$ forms a basis for $\mathbb{R}^d$. Thus, since $y^{i,j} + \mathbf{e}_i \in \text{supp } \rho + \mathbf{q}$,

$$(\psi(\mathbf{q}) - \psi(y^{i,j} + \mathbf{e}_i)) \cdot (\mathbf{q} - y^{i,j} - \mathbf{e}_i) = 0, \quad j \in \left\{ 1, \ldots, d \right\}.$$}

Since $\psi$ is periodic,

$$(\psi(\mathbf{q}) - \psi(y^{i,j})) \cdot (\mathbf{q} - y^{i,j} - \mathbf{e}_i) = 0, \quad j \in \left\{ 1, \ldots, d \right\}.$$
Now, \( \mathbf{q} \) and \( \mathbf{y}^{ij} \) both belong to \( \mathbb{T}^d \), so there exists a skew-symmetric matrix \( \mathbf{Q} \) and a constant vector \( \mathbf{m} \in \mathbb{R}^d \) such that \( \Psi(\mathbf{q}) = \mathbf{Q}\mathbf{q} + \mathbf{m} \) in \( \mathbb{T}^d \). Therefore, since \( \mathbf{Q} \) is skew-symmetric,

\[
0 = (\Psi(\mathbf{q}) - \Psi(\mathbf{y}^{ij})) \cdot (\mathbf{q} - \mathbf{y}^{ij} - \mathbf{e}_i) \\
= - (\Psi(\mathbf{q}) - \Psi(\mathbf{y}^{ij})) \cdot \mathbf{e}_i \\
= \mathbf{Q}(\mathbf{q} - \mathbf{y}^{ij}) \cdot \mathbf{e}_i.
\]

Since \( \mathbf{q} - \mathbf{y}^{ij} \) is a basis we can write \( \mathbf{x} \in \mathbb{T}^d \) as \( \sum_{j=1}^{d} x_j (\mathbf{q} - \mathbf{y}^{ij}) \), and therefore

\[
\mathbf{Qx} \cdot \mathbf{e}_i = \sum_{j=1}^{d} x_j \mathbf{Q}(\mathbf{q} - \mathbf{y}^{ij}) \cdot \mathbf{e}_i = 0,
\]

for every \( \mathbf{x} \in \mathbb{T}^d \). Since \( i \) is arbitrary it follows that \( \mathbf{Q} \equiv \mathbf{0} \). Therefore \( \Psi(\mathbf{q}) \equiv \mathbf{m} \) for some constant \( \mathbf{m} \in \mathbb{R}^d \), completing the proof.

### 4.2. Existence of the fourth-order tensor

Now that we have the third-order tensor \( \mathcal{A} \) that will make the map \( \Psi \), the zero map, we will use it to show the existence of a fourth-order tensor \( \mathcal{B} \) that satisfies (4.2). From the discussion at the beginning of this section, we will find a \( \mathcal{B} = (b^{mkjl}(\mathbf{q})) \) such that (4.2) holds for \( \mathcal{C}(\mathbf{x}) = (c^{ijkl}(\mathbf{x})) \) chosen appropriately. In components, we seek \( (b^{mkjl}(\mathbf{q})) \) and \( (c^{ijkl}(\mathbf{x})) \) such that

\[
\lambda(\mathbf{x}, \mathbf{q}) \int_{\mathbb{R}^d} \rho(\mathbf{z}) \mu_s(\mathbf{q}, \mathbf{q} - \mathbf{z}) \frac{z_i z_j z_k}{|\mathbf{z}|^2} \left\{ \frac{1}{2} z_j z_k z_\ell - z_j z_m a^{mk\ell}(\mathbf{q} - \mathbf{z}) \right\} \mathrm{d}\mathbf{z} = c^{ijkl}(\mathbf{x}).
\]

Now, for each \( j, k, \ell \) define the vector fields \( \mathbf{b}^{ijk\ell}, \mathbf{c}^{ijk\ell} : \mathbb{R}^d \to \mathbb{R}^d \) by \( (\mathbf{b}^{ijk\ell}(\mathbf{q})), \mathbf{c}^{ijk\ell}(\mathbf{q}))_i := b^{ijk\ell}(\mathbf{q}) \) and \( (\mathbf{c}^{ijk\ell}(\mathbf{q}))_i := c^{ijkl}(\mathbf{q}) \). Making the change of variables \( \mathbf{y} = \mathbf{q} - \mathbf{z} \) and writing (4.12) in vector form by eliminating the index \( i \), we arrive at the strongly-coupled system of equations for \( \mathbf{b}^{ijk\ell} \)

\[
\int_{\mathbb{R}^d} \rho(\mathbf{q} - \mathbf{y}) \mu_s(\mathbf{q}, \mathbf{y}) (\mathbf{q} - \mathbf{y}) \otimes (\mathbf{q} - \mathbf{y}) (\mathbf{b}^{ijk\ell}(\mathbf{y}) - \mathbf{b}^{ijk\ell}(\mathbf{q})) \mathrm{d}\mathbf{y} \\
= \mathbf{c}^{ijk\ell}(\mathbf{x}) - \frac{1}{2} \int_{\mathbb{R}^d} \rho(\mathbf{q} - \mathbf{y}) \mu_s(\mathbf{q}, \mathbf{y})(q_j - y_j)(q_k - y_k)(q_\ell - y_\ell) \mathrm{d}\mathbf{y} \\
+ \int_{\mathbb{R}^d} \rho(\mathbf{q} - \mathbf{y}) \mu_s(\mathbf{q}, \mathbf{y})(q_j - y_j)(q_k - y_k) \mathbf{a}^{kj\ell}(\mathbf{y}) \mathrm{d}\mathbf{y},
\]

or by using the notation from Section 2

\[
(K - \mathcal{G}) \mathbf{b}^{ijk\ell}(\mathbf{q}) = \mathbf{g}^{ijk\ell}(\mathbf{x}, \mathbf{q}), \quad \mathbf{q} \in \mathbb{T}^d, \mathbf{x} \in \mathbb{R}^d,
\]

where \( \mathbf{g}^{ijk\ell}(\mathbf{x}, \mathbf{q}) \) is the expression on the right-hand side of (4.13). As we have worked previously solving (4.14) is equivalent to

\[
\int_{\mathbb{R}^d} \langle \mathbf{g}^{ijk\ell}(\mathbf{x}, \mathbf{q}), \mathbf{m} \rangle \mathrm{d}\mathbf{q} = 0, \quad \mathbf{m} \in \mathbb{R}^d, \quad 1 \leq k, \ell \leq d, \quad \mathbf{x} \in \mathbb{R}^d.
\]
By setting \( m = e_i \), equation (4.15) gives the required condition on \( c^{ijkl}(x) \)
\[
c^{ijkl}(x) \int_{\mathbb{R}^d} \frac{1}{\lambda(x, q)} \, dq
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(q - y)\mu_s(q, y) \frac{(q_i - y_i)(q_j - y_j)(q_k - y_k)(q_l - y_l)}{|q - y|^2} \, dy \, dq
\]
\[
- \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(q - y)\mu_s(q, y) \frac{(q_i - y_i)(q_j - y_j)}{|q - y|^2} (q - y) \cdot a^{kl}(y) \, dy \, dq
\]
\[
=: \bar{C}^{ijkl}.
\]
Defining the constant fourth-order tensor \( \bar{C} = (\bar{C}^{ijkl}) \) and rewriting (4.16), the equation
\[
\mathcal{C}(x) = \left( \int_{\mathbb{R}^d} \frac{1}{\lambda(x, q)} \, dq \right)^{-1} \bar{C}
\]
gives a formula for the fourth-order tensor \( \mathcal{C}(x) \) so that (4.14) is solvable. This proves the existence of a fourth-order tensor \( \mathcal{C}(x) \).

Next, we use this formula (4.16) and the symmetry properties of \( \mathcal{A} \) to demonstrate that \( \mathcal{C} \) has the symmetries and ellipticity of an elasticity tensor as defined in (1.4)-(1.5).

To that end, using (A3) it suffices to show that the constant tensor \( \bar{C} \) satisfies (1.4) and (1.5). The following theorem does exactly that.

**Theorem 4.2.** Let the third-order tensor \( \mathcal{A} \) be given by Lemma 3.1 and \( \bar{C}^{ijkl} \) be given by (4.16). Then
\[
\bar{C}^{ijkl} = \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(q - y)\mu_s(q, y) \frac{(q_i - y_i)(q_j - y_j)(q_k - y_k)(q_l - y_l)}{|q - y|^2} \, dy \, dq
\]
\[
\times \left( (q_k - y_k)(q_l - y_l) + (a^{kl}(q) - a^{kl}(y)) \cdot (q - y) \right) \, dy \, dq.
\]
Moreover, \( \bar{C} \) is an elasticity tensor satisfying (1.4) and (1.5).

**Proof.** Assume first the validity of the alternate expression for \( \bar{C}^{ijkl} \) given in (4.17). We will prove that \( \bar{C} \) is an elasticity tensor satisfying (1.4) and (1.5). The symmetries (1.4) of \( \bar{C} \) follow from the definition (4.17) and the symmetry \( a^{ij} = a^{ji} \) demonstrated in Lemma 3.1. Next we show the ellipticity (1.5). For any symmetric matrix \( \mathcal{W} = (w^{ij}) \), a straightforward calculation shows that
\[
\langle \bar{C} \mathcal{W}, \mathcal{W} \rangle = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(z)\mu_s(q, q - z) \frac{w^{ij} \left( w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot (q - z) \right)^2}{|z|^2} \, dz \, dq
\]
\[
\geq \frac{\alpha_1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(z) \left( w^{ij} \left( w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot z \right)^2 \right) \, dz \, dq
\]
\[
= \frac{\alpha_1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left( w^{ij} z_i z_j \right)^2 + 2 \left( w^{ij} z_i z_j \right) \left( w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot z \right)
\]
\[
+ 2 \left( w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot z \right)^2 \, dz \, dq
\]
\[
= \frac{\alpha_1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left( w^{ij} z_i z_j \right)^2 + 2 \left( w^{ij} z_i z_j \right) \left( w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot z \right)^2 \, dz \, dq
\]
\[
+ 2 \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left( w^{ij} z_i z_j \right) \left( \int_{\mathbb{R}^d} \left( a^{ij}(q) - a^{ij}(q - z) \right) \, dq \right) \cdot w^{ij} z \, dz.
\]
By periodicity of $a^{ij}$, the last integral is identically zero. Thus,

\[
\left\langle \tilde{\omega}, W \right\rangle \geq \frac{\alpha_1}{2} \int_{T^d} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left( (w^{ij} z_i z_j)^2 + (w^{ij} (a^{ij}(q) - a^{ij}(q - z)) \cdot z)^2 \right) dz \, dq
\]

\[
\geq \frac{\alpha_1}{2} \int_{T^d} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} (w^{ij} z_i z_j)^2 dz \, dq = \frac{\alpha_1}{2} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left| \langle \hat{W} z, z \rangle \right|^2 dz.
\]

Now, define $\mathcal{N} := \{ W : W $ symmetric, $|W| = 1 \}$. Then $\mathcal{N}$ is a compact set of $\mathbb{M}_d(\mathbb{R})$, and since $\mathbb{W} \mapsto \frac{\alpha_1}{2} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left| \langle \hat{W} z, z \rangle \right|^2 dz$ is a continuous function on $\mathcal{N}$, it suffices to show that $\frac{\alpha_1}{2} \int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left| \langle \hat{W} z, z \rangle \right|^2 dz > 0$ for every $W \in \mathcal{N}$. Assume the contrary, that $\int_{\mathbb{R}^d} \frac{\rho(z)}{|z|^2} \left| \langle \hat{W} z, z \rangle \right|^2 dz = 0$ for some $W \in \mathcal{N}$. Then $\langle \hat{W} z, z \rangle = 0$ for every $z \in supp \, \rho$.

We will show that $\mathcal{W} \equiv 0$, a contradiction since $\mathbb{W} \in \mathcal{N}$. To begin, note that since $\mathcal{J}$ is an open subset of $\mathbb{S}^{d-1}$ there exists a vector $\nu \in \mathbb{S}^{d-1}$ and a number $\beta \in (0,1)$ such that

$$A := \left\{ z \in \mathbb{R}^d : \frac{z}{|z|} \cdot \nu > 1 - \beta \right\} \in \Lambda.$$  

Since $A$ is an open cone, we can choose a basis $\{ p_j \}$ for $\mathbb{R}^d$ such that $p_j \in A$ for each $j$.

Since $A$ is a convex set, any convex combination of two vectors $p_j$ and $p_k$ also belongs to $A$, and so for any $\beta \in (0,1)$

$$\langle W p_j, p_j \rangle = 0, \quad \langle W (\beta p_j + (1-\beta) p_k), (\beta p_j + (1-\beta) p_k) \rangle = 0, \quad j, k \in \{1, \ldots, d\}.$$  

By polarizing the previous identity and using the fact that $W$ is symmetric,

$$0 = \beta^2 \langle W p_j, p_j \rangle + 2\beta (1-\beta) \langle W p_j, p_k \rangle + (1-\beta)^2 \langle W p_k, p_k \rangle = \langle W p_j, p_k \rangle, \quad j, k \in \{1, \ldots, d\}.$$  

Since $\{ p_j \}$ is a basis for $\mathbb{R}^d$, we conclude that $W \equiv 0$. Thus the lower-bound estimate in (1.5) is proved. To prove the upper bound in (1.5) we use the formula (4.16). It suffices to show that the double integral defining $\tilde{c}^{jk\ell}$ converges absolutely. This is the case; we have

$$|\tilde{c}^{jk\ell}| \leq \frac{\alpha_2}{2} \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) |q - y|^2 \, dy \, dq + \alpha_2 \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) |q - y| |a^{k\ell}(y)| \, dy \, dq
\]

$$= \frac{\alpha_2 \alpha_2}{2} \int_{T^d} \int_{\mathbb{R}^d} |z| \rho(z) \, dz \int_{T^d} \left| a^{k\ell}(q - z) \right| \, dq \, dz \leq \frac{\alpha_2 \alpha_2}{2} + \alpha_2 \alpha_2 |a^{k\ell}|_{L^2(T^d)},$$  

which is finite for every $k$ and $\ell$. It remains to show that the alternate expression given in (4.17) for $\tilde{c}^{jk\ell}$ is equivalent to (4.16). To that end, expanding the expression on the right-hand side of (4.17)

$$\frac{1}{2} \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) \left( (q_i - y_i)(q_j - y_j)(q_k - y_k)(q_\ell - y_\ell) \right) \, dy \, dq
\]

$$+ \frac{1}{2} \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) \left( (q_i - y_i)(q_j - y_j)(q_\ell - y_\ell)(a^{ij}(q) - a^{ij}(y)) \cdot (q - y) \right) \, dy \, dq
\]

$$+ \frac{1}{2} \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) \left( (q_i - y_i)(q_j - y_j)(q_k - y_k)(a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) \, dy \, dq
\]

$$+ \frac{1}{2} \int_{T^d} \int_{\mathbb{R}^d} \rho(q - y) \left( (a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) \, dy \, dq := I + II + III + IV.$$  

Note that by (2.7) for any $i, j, k$ and $\ell$

\[
(4.18) \quad \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y)(q_i - y_i)(q_j - y_j)(a^{k\ell}(q) \cdot (q - y)) \, dq \, dy = - \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y)(q_i - y_i)(q_j - y_j)(a^{k\ell}(y) \cdot (q - y)) \, dq \, dy.
\]

Therefore,

\[
\text{III} = - \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y)(q_i - y_i)(q_j - y_j)(a^{k\ell}(y) \cdot (q - y)) \, dq \, dy,
\]

and so we see by (4.16) that $\tilde{c}_{ijk\ell} = I + \text{III}$. We now show that $\text{IV} = -\text{II}$. Expanding IV,

\[
\text{IV} = \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) \left( a^{ij}(q) \cdot (q - y) \right) \, dq \, dy
\]

\[
- \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) \left( a^{ij}(y) \cdot (q - y) \right) \, dq \, dy
\]

\[
: = (i) + (ii).
\]

Since $a^{k\ell}$ solves (4.5),

\[
(4.19) \quad (i) = \frac{1}{2} \int_{\mathbb{T}^d} a^{ij}(q) \cdot \left[ \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) (q - y) \, dq \right] \, dy
\]

\[
= - \frac{1}{2} \int_{\mathbb{T}^d} a^{ij}(q) \cdot \left[ \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (q_k - y_k)(q_\ell - y_\ell) \right) (q - y) \, dq \right] \, dy
\]

\[
= - \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y)(q_k - y_k)(q_\ell - y_\ell)(a^{ij}(q) \cdot (q - y)) \, dq \, dy.
\]

Similarly to $(i)$ but additionally using (2.6) and (2.7),

\[
(4.20) \quad (ii) = - \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (a^{k\ell}(q) - a^{k\ell}(y)) \cdot (q - y) \right) \left( a^{ij}(y) \cdot (q - y) \right) \, dq \, dy
\]

\[
= - \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (a^{k\ell}(y) - a^{k\ell}(q)) \cdot (q - y) \right) \left( a^{ij}(q) \cdot (q - y) \right) \, dq \, dy
\]

\[
= - \frac{1}{2} \int_{\mathbb{T}^d} a^{ij}(q) \cdot \left( \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y) \left( (q_k - y_k)(q_\ell - y_\ell) \right) (q - y) \, dq \right) \, dy
\]

\[
= - \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q-y)}{|q-y|^2} \mu_s(q,y)(q_k - y_k)(q_\ell - y_\ell)(a^{ij}(q) \cdot (q - y)) \, dq \, dy.
\]

Thus using (4.19) and (4.20)

\[
\text{IV} = (i) + (ii) = -\text{II}.
\]

The proof is complete. \qed
Appendix A. The elasticity tensor in the absence of homogeneities.

Proof of (1.7). If we assume that \( \mu_s \equiv 1 \) and \( \rho(z) := \overline{\rho}(|z|) \), then the integrand defining \( h^{k\ell} \) in (4.7) is an odd function for every \( k \) and \( \ell \), and thus \( h^{k\ell} = 0 \) for all \( k, \ell \). Thus \((K - G)a^{k\ell} = h^{k\ell} = 0\) by (4.6). Therefore, it follows from Proposition 4.1 and (4.8) that \( a^{k\ell} = 0 \) for every \( k \) and \( \ell \). Then using the alternate expression for \( \overline{c}^{ijk\ell} \) in (4.17) and changing coordinates,

\[
\overline{c}^{ijk\ell} = \frac{1}{2} \int_{\mathbb{T}^d} \int_{\mathbb{R}^d} \frac{\rho(q - y)}{|q - y|^2} (q_i - y_i)(q_j - y_j)(q_k - y_k)(q_\ell - y_\ell) \, dy \, dq
\]

Writing in polar coordinates and using the definition of \( a_2 \),

\[
\overline{c}^{ijk\ell} = \frac{1}{2} \int_0^\infty \overline{\rho}(r)r^{d+1} \, dr \int_{\mathbb{S}^{d-1}} w_iw_jw_kw_\ell \, d\sigma(w) = \frac{a_2}{2} \int_{\mathbb{S}^{d-1}} w_iw_jw_kw_\ell \, d\sigma(w).
\]

Note that, by using rotations and changes of coordinates, the value of the integral defining \( \overline{c}^{ijk\ell} \) is 0 unless any two pairs of indices are equal, or if \( i = j = k = \ell \). Therefore,

\[
\overline{c}^{ijk\ell} = \frac{a_2}{2} (p_{ik}\delta_{ij}\delta_{k\ell} + p_{ij}\delta_{ik}\delta_{j\ell} + p_{ij}\delta_{i\ell}\delta_{jk}),
\]

where for \( i, j \in \{1, \ldots, d\} \)

\[
p_{ij} := \int_{\mathbb{S}^{d-1}} w_i^2w_j^2 \, d\sigma(w), \quad i \neq j, \quad \text{and} \quad p_{ii} := \frac{1}{3} \int_{\mathbb{S}^{d-1}} w_i^4 \, d\sigma(w).
\]

By using the integral values

\[
\int_{\mathbb{S}^{d-1}} w_i^4 \, d\sigma(w) = \frac{3}{d(d + 2)}, \quad \int_{\mathbb{S}^{d-1}} w_i^2w_j^2 \, d\sigma(w) = \frac{1}{d(d + 2)}, \quad i \neq j,
\]

(see [13]) we see that \( \overline{c}^{ijk\ell} \) is exactly of the form (1.7). \( \blacksquare \)
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