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**A B S T R A C T**

The parameters governing the performance of a luminescent solar concentrator (LSC) are determined for sputtered thin-films of NaI:Tm$^{2+}$, CaBr$_2$:Tm$^{2+}$, and CaI$_2$:Tm$^{2+}$. These parameters are determined by using six gradient thin film material libraries, combinatorially sputtered from metallic and pressed powder targets. These films show strong 4f$^1$ → 4f$^2$d$^1$ absorption of maximally 752 cm$^{-1}$ at.%$^{-1}$ for NaI:Tm$^{2+}$, 31 cm$^{-1}$ at.%$^{-1}$ for CaBr$_2$:Tm$^{2+}$, and 473 cm$^{-1}$ at.%$^{-1}$ for CaI$_2$:Tm$^{2+}$. This absorption covers the entire visible spectrum and does not overlap with the infrared 4f-4f emission at 1140 nm. Decay measurements are used to estimate the quantum yields of the thin-films. These quantum yields can be as high as 44% for NaI:Tm$^{2+}$, when doped with 0.3 at.% Tm. Even at doping percentages as low as 0.3 at.%, the films appear to show luminescence quenching. The concentration-dependent absorption and quantum yield are combined with the index of refraction, resolved from transmission measurements, to simulate the optical efficiency of a thin film Tm$^{2+}$-doped halide LSC. These simulations show that LSCs based on Tm$^{2+}$ can display excellent color rendering indices of up to 99%, and neutral color temperatures, between 4500 K and 6000 K. Under optimal conditions, thin-films constrained to a thickness of 10 μm and 80% transmission of the visible spectrum, would be able to display optical efficiencies of 0.71%. This optical efficiency compares favorably to the maximally achievable 3.5% under these constraints. This efficiency is largely independent of the size of the LSC itself.

---

1. Introduction

Luminescent solar concentrators (LSCs) are an electricity-generating replacement for window glass, commonly found in windows or facades. This type of energy-generating replacement for building materials is called building-integrated PV (BIPV). These LSCs generate electricity through a luminescent coating deposited on the window glass. This coating harvests a fraction of the incoming sunlight and converts this to luminescent light. This luminescence is isotropically emitted and therefore remains largely trapped between the coating and the window glass, due to total internal reflection. For a refractive index of $n = 1.7$, around 80% of the emitted light remains trapped. The trapped light travels by total internal reflection to the edges of the window. At the edges, the light impinges on photovoltaic (PV) cells that face the perimeter of the window. The PV cells then convert the trapped light to electricity. Due to their electricity-generating capabilities, LSCs can become part of the building envelope to realize net-zero energy buildings, in line with goals of the European Union [1].

Much progress has already been made in the LSC community. With the advent of efficient non-toxic type-II quantum dots (QDs) that are cheap to fabricate at large scale [2], LSCs are on their way to becoming a part of the building envelope. A disadvantage of these QDs, however, is their non-uniform light absorption. These QDs typically have an absorption that shoots up towards lower wavelengths. At high QD concentrations, this non-uniform absorption of light can lead to a sepiacolored appearance of the room illuminated through the LSC [3,4]. Recent developments in ultraviolet- and infrared-absorbing dyes [5–7] have a good aesthetic appeal, as the visible spectrum passes through these dyes unaltered. However, neither of these types of dye can attain a high power-conversion efficiency: Ultraviolet-absorbing LSCs will not reach high power outputs due to the low amount of photons in the solar spectrum [3]. Infrared-absorbing dyes suffer from high levels of self-absorption when scaled up to large sizes [6,8].

Another class of LSC materials are rare-earth-doped film coatings on glassy waveguides [9,10]. A specific example of these are halides doped with divalent thulium (Tm$^{2+}$) [11–13]. An LSC made from glass with low absorption of near-infrared light, covered by a thin-film of Tm$^{2+}$-doped halides avoids the issue of sepi coloring, thanks to the almost uniform absorption of the Tm$^{2+}$ across the visible spectrum. Furthermore, because Tm$^{2+}$ absorbs visible light and emits infrared light, it does not suffer from any losses due to parasitic self-absorption.
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of its own emission. To efficiently convert this infrared emission to electricity, CuInSe₂ (CIS) solar cells can be used [12]. Some aspects of the performance of Tm<sup>3+</sup>-doped halides have been investigated in powder form [14–21]. Until now, a full study on the applicability of these Tm<sup>3+</sup>-doped halides as a luminescent solar concentrator has not yet been undertaken. To evaluate the performance of these materials, we present a combinatorial study on the LSC characteristics of some of these Tm<sup>3+</sup>-doped halides. A combinatorial sputtering approach is chosen, because this approach will yield all parameters relevant to modeling the performance of an LSC using only a few thin-film deposition steps, as will be elaborated on later. In this article, we will cover sputter-deposited thin-films of NaI, CaBr<sub>2</sub>, and CaI<sub>2</sub> doped with a concentration gradient of Tm, applied directly on a glass waveguide.

The optical efficiency of an LSC, defined as the ratio of photons incident on the LSC surface to the photons emitted at the edge, is given by [8]

$$\eta_{opt} = (1 - R)\eta_{QY}\eta_{trap}\eta_{SA}.$$  

(1)

Here, l − R is the fraction of incident light coupled into the LSC, $\eta_{abs}$ is the fraction of light absorbed by the luminescent particles, $\eta_{QY}$ is the photoluminescent quantum yield: the ratio of the number of photons absorbed by the luminescent particle, to the number of photons emitted; $\eta_{trap}$ is the trapping efficiency, which gives the fraction of light that will remain in the LSC after conversion, through total internal reflection; $\eta_{WG}$ is the efficiency of the waveguide, i.e., the fraction of light that will be lost during transport to the edges of the waveguide due to scattering effects. $\eta_{QY}$ is the self-absorption efficiency. This factor takes into account how the efficiency is altered by having overlapping absorption and emission.

All parameters from Eq. (1) can be derived from measurements on a combinatorially sputtered model system. (1 − R) is a function of the complex refractive index (n − k) = n(λ) + ik(λ) (with k ≡ m(λ) the (real part of the) refractive index and k ≡ m(λ) the extinction coefficient). k, in turn, is related to the molar absorption coefficient $\varepsilon(\lambda)$ through

$$\varepsilon(\lambda) = \frac{4\pi k(\lambda)}{n(\lambda)}.$$  

(2)

Here, $\lambda$ is the wavelength of light and $c_{Tm}$ the concentration of the used dopant, Tm in our case.

$\eta_{QY}$ is straightforward to determine when using diffuse phosphor powders. In the case of powders, one takes the ratio of integrated emission to integrated absorption of light from a known excitation source using integrating sphere measurements (see e.g., Ref. [22]). For luminescent thin-films, $\eta_{QY}$ cannot be determined so directly, because of the influence of the waveguide. A way to overcome this difficulty is by measuring the mean photoluminescent decay time $\tau$ of the thin-film and taking the ratio to the decay time of a (powdered phosphor) reference of the same material with a known quantum yield $\eta_{QY,ref}$ and known decay time $\tau_{ref}$ (see Supplementary Information for full derivation):

$$\eta_{QY} = \frac{\tau}{\tau_{ref}}\eta_{QY,ref}.$$  

(3)

Since $\eta_{WG}$ is not a parameter that depends on our material, but rather on the chosen waveguide, we leave it out of consideration and assume it to be unity.

$\eta_{trap}$ cannot be measured per se, but whether self-absorption occurs can be derived by checking if there is any overlap between the absorption and the luminescent emission of the material. Tm<sup>3+</sup>-doped halides are already known to have no overlap between their absorption and emission at room temperature [11,12,21].

A high $\eta_{trap}$ is desirable in an LSC. This high efficiency can, however, not come at a loss of the general window functionality of the LSC. If the LSC absorbs too much light or causes artificial color blindness for a sufficient $\eta_{trap}$, it will not make for a good building-integrated photovoltaic equivalent of a window [23]. To quantify how a material would serve as a window, the EN 12646:2011 standard can be taken as guideline.

This guideline specifies that a European office requires a correlated color temperature (CCT) between 3000 K and 5300 K and a minimal color rendering index $R_g$ of 80. A high CCT means that the room behind the LSC will look cooler, that is, have a bluer appearance. A low CCT means a warm appearance of the room, that is, a redder, sepia-like appearance. $R_g$ can be calculated from the simulated transmission spectrum of the AM1.5g spectrum through an LSC. This transmission spectrum is expressed as a normalized spectral power distribution [24]. As a reference light source, we use the AM1.5g spectrum. If the CIE 1931 xyY color coordinates are calculated from a simulated transmission spectrum (see Ref. [25, Ch. 4]), these coordinates can be translated to the CCT [24,26].

In this article, we determine the optical efficiency $\eta_{opt}$ of sputter-deposited thin-films of NaI, CaBr<sub>2</sub>, and CaI<sub>2</sub> doped and more heavily admixed with a concentration gradient of Tm<sup>3+</sup>. We do so by resolving the parameters constituting $\eta_{opt}$, as defined in Eq. (1). First, we determine the luminescent properties of our thin-films. Here the negligible self-absorption $\eta_{abs}$ of Tm-doped halides is shown. Second, we determine the index of refraction n(λ) from these luminescent films using transmission measurements to calculate reflection R and trapping efficiency $\eta_{trap}$. Third, we determine the relation between the quantum yield $\eta_{QY}$ and Tm concentration $c_{Tm}$ by comparing the thin-films to a reference powdered sample. Fourth, we determine the molar absorption coefficient $\varepsilon(\lambda)$, which will provide the absorption efficiency $\eta_{abs}$ using transmission measurements of films with high Tm concentrations. Here $\varepsilon(\lambda)$ is checked against the previously measured excitation. Finally, the results of all these measurements are gathered to make predictions on how efficient a thin-film LSC based on the presented materials could be. These simulations are complimented with values for the color rendering index and correlated color temperature.

2. Methods

2.1. Library synthesis

The thulium-doped and more heavily admixed gradient thin-films (hereafter referred to as ‘libraries’) were combinatorially sputtered in an AJA Orion 8 magnetron sputtering system with a base pressure of $1 \times 10^{-6}$ bar. A 5-cm-diameter Tm-metal target (4N, Demaco) together with a pressed powder target (pressed at 36 MPa for 5 min), 5 cm in diameter, made from either NaI (4N, Alfa Aesar), CaBr<sub>2</sub> (2N5), Alfa
Aesar), or CaI₂ (4N, Alfa Aesar), or a mix of 95 % CaI₂ + 5 % TmI₂ (3N, Sigma Aldrich) were simultaneously RF sputtered at room temperature in a 4 × 10⁻² mbar Ar atmosphere (6N, 32 standard cubic centimeters per minute flow rate) onto 5 cm × 5 cm × 0.1 cm borosilicate substrates (PGO). An example of the layout of the sputtering chamber is shown in Fig. 1. Prior to deposition, the substrates were cleaned for 15 min in an ultrasonic bath with a solution of soapy water, after which the substrates were rinsed with acetone and ethanol, followed by a 15 min ultrasonic bath of DI-water. The substrates were dried with a stream of N₂ and left to fully dry in an oven at 200°C for more than 1 h. The substrate and substrate carrier were heated to 100°C in the sputtering chamber to prevent moisture contamination. No heating was applied during deposition.

The chimney of the Tm target was masked with a pattern of concentric holes, blocking part of the surface of the chimney and thereby reducing the amount of deposited Tm. The sputter parameters used for the synthesis of all libraries can be found in Table 1.

After deposition, the libraries were removed in a vacuum-tight enclosing and immediately transported to a nitrogen-filled glovebox for storage and further measurements. All powdered samples were fabricated and characterized as described in Ref. [21].

2.2. Luminescence

Fig. 2(a) shows the setup used to record emission spectra. These spectra were recorded by exciting the library locally, using a focused 470 nm LED light source (M470L4, Thorlabs). Excitation light passed through a beam splitter, after which the light was focused on the thin-film. Luminescence was collimated using the same focusing lens. The collimated light was then reflected by the beamsplitter into a 1000 nm long-pass filter (Newport Stabilife 10CGA-1000), which was placed in front of an optical fiber connected to an Ocean Optics NIRQuest512. The x-y-mapping of local emissions was achieved by placing the library on top of two stacked linear translation stages (LTS150/M, Thorlabs). Emission spectra were recorded using 1 × 4 s integration time over 16 × 16 different positions, with a step size of 3.06 mm between each measurement. Prior to the measurement, the background signal was subtracted by conducting an identical measurement with the LED switched off. All emission measurements were done at room temperature (RT) in a dark nitrogen-filled glovebox.

Excitation spectra were collected at RT using a Horiba QuantaMaster QM-8075-11 spectrophotometer with two single monochromators and an LN₂-cooled QM-NIR-IGA solid state NIR detector. Luminescence entering the NIR detector was filtered using a 1000 nm long-pass filter (Newport Stabilife 10CGA-1000). The thin-film libraries were placed in a custom sample holder for hygroscopic thin-films, with the film behind a large UV-fused silica window. The sample holder remained filled with N₂ after extraction from the glovebox. Excitation measurements for all libraries were done in three steps: 1. Excitation from 250 nm to 600 nm with a 300 nm long pass excitation filter; 2. Excitation from 350 nm to 800 nm with a 405 nm long pass excitation filter; 3. The same excitation spectra, but with a 800 nm long pass excitation filter to correct for stray light. Emission was recorded at 1137 nm (NaI:Tm²⁺), or 1140 nm (CaBr₂:Tm²⁺, CaI₂:Tm²⁺).

2.3. Tm concentration

The local concentration of Tm was determined using electron-dispersive X-ray spectroscopy (EDX) on a JEOL IT-100, operated at 10 keV (films with high Tm content) or 20 keV (films with low Tm content) with probing current at 70, under ultra-high vacuum conditions. Quantitative elemental analysis was accomplished by coating the libraries with a 30 nm thick Pd layer after all other analysis steps had been completed. Elemental compositions were quantified at 3000× magnification (31 μm × 23 μm measurement area).

2.4. Transmission

Fig. 2(b) shows the setup used to record transmission spectra. All transmission spectra were measured by placing the libraries between a 2.5 mm diameter collimated (using a Thorlabs RC02SM-F01) deuterium-halogen (D₂/H) light beam (Availight-DH-S, Avantes) and the entrance port of a 5.08 cm diameter integrating sphere (IS200-4, Thorlabs). An Ocean Optics QE65Pro spectrometer (200 μm slit width) and an Ocean Optics NIRQuest512 spectrometer were connected to the off-axis detector port. The libraries were moved through the collimated beam while rest at an anodized Al sample holder, on top of two stacked linear translation stages (LTS150/M, Thorlabs). Transmission spectra were recorded across the libraries at 10 × 10 positions with a step size of 4.2 mm and an integration time of 4 × 500 ms. Dark spectra were recorded by blocking the entrance of the integrating sphere with the edges of the sample holder. Lamp spectra were recorded by directly exposing the integrating sphere to the collimated light. The presented transmission spectra were corrected using these two reference measurements, performed with identical settings. All transmission measurements were carried out at RT in a dark nitrogen-filled glovebox.

2.5. Photoluminescent decay

Decay traces were measured using the same type of setup as described for recording the local emission, shown in Fig. 2(c). In the case of decay traces, the library was excited at 430 nm using a pulsed Ekspla NT230 OPO laser, operating at 33 Hz (3–5 ns FWHM pulse width). These measurements were done at RT outside of the glovebox. To this aim, the libraries were placed in the same sample holder used for the excitation measurements. Luminescence passed through a 1000 nm long-pass filter (Newport Stabilife 10CGA-1000) into an optical fiber which was coupled into an Acton Spect-Pro2300 monochromator coupled to a Hamamatsu H1033A-75 NIR-PMT. The PMT was linked via a pulse-discriminator to a CAEN DTS724F Digitizer. This setup was used for time-correlated single photon counting. Because of the large amount of data coming from the digitizer (40 ms of data, i.e., ~40 million channels of raw 12 bits data, which would mean that 1 sample can be processed per second over USB 2.0, whereas 33 samples are produced each second), the internal decimation option of the digitizer was used for online averaging. This decimation from online averaging over $7^2 = 49$ traces led to the 33 Hz laser being the limiting factor in data output. In total, each data point is an average of 2000 decay traces.

3. Results and discussion

3.1. Local luminescence

Figs. 3(a), 3(d) and 3(g) show the local Tm concentration for all emitting films. EDX measurements give the local chemical composition of the gradient thin-films at 36 positions. These measurements are accurately fit (RMSE < 0.31 at.%) and interpolated with the surface-source evaporation equation [27,28]. From these fits, it follows that the Tm concentration varies from 0.29 at.% to 3.0 at.% in the NaI:Tm²⁺ film, from 0.13 at.% to 4.8 at.% in the CaBr₂:Tm²⁺ film, and 0.46 at.% to 4.6 at.% in the CaI₂:Tm²⁺ film. The emission of the thin-films was measured as deposited, without any further treatment. All areas of the thin-films emit 4f-4f line emission at approximately 1140 nm after excitation at 470 nm, as seen in Figs. 3(b), 3(e) and 3(h). Scanning over the entire thin-film concentration gradient shows that the emission at 1140 nm occurs independent of concentration. While a difference in emission intensity is visible that could be correlated with the Tm concentration, this does not have to imply more efficient luminescence. The observed emission intensity is dependent on the film’s local morphology (which is responsible for light scattering and thereby light collection efficiency), quantum yield, and amount of absorption. Therefore, it is necessary to individually measure
Table 1
Sputter parameters used in the synthesis of the various libraries. Two libraries are produced for each material type: One for the measurement of luminescent properties, typically with lower Tm powers applied, resulting in a film doped with 0.1–4.8 at. % Tm, indicated with (L). The other with higher Tm powers applied, yielding 4.7–54 at. % Tm, for determination of the absorption coefficient, indicated with (A).

| Library         | Power on Tm (W) | Reducing mask installed? | Power on host (W) | Duration (h) | Orientation host/Tm (see Fig. 1) |
|-----------------|-----------------|--------------------------|-------------------|--------------|----------------------------------|
| CaBr₂: Tm²⁺ (L) | 30              | Yes                      | 80                | 2            | Bottom/Right                     |
| CaBr₂: Tm²⁺ (A) | 30              | No                       | 80                | 1            | Bottom/Right                     |
| CaI₂: Tm²⁺ (L)  | 50              |                          | 120               | 8            | Bottom/Right                     |
| CaI₂: Tm²⁺ (A)  | 13              |                          | 120               | 4            | Bottom/Right                     |
| NaI: Tm²⁺ (L)   | 20              | Yes                      | 35                | 2            | Left/Right                       |
| NaI: Tm²⁺ (A)   | 30              | No                       | 35                | 1            | Left/Right                       |

* A mixed-powder 95% CaI₂ + 5% TmI₂ target was used instead of the Tm metal target.

the absorption strength and the quantum yield of a Tm center, as will be done in the later sections.

Fig. 4 shows the excitation spectra (solid line) of the ²F₅/₂→²F₇/₂ Tm²⁺ emission (dashed) for (a) NaI:Tm²⁺, (b) CaBr₂:Tm²⁺, and (c) CaI₂:Tm²⁺, with the AM 1.5g solar spectrum in the background. The excitation spectrum exhibits several 4f<sup>13</sup> → 4f<sup>12</sup>5d<sup>1</sup> broad-band transitions in the range of 200-800 nm. The mechanism for splitting of Tm²⁺ 4f-5d transitions and the shift of excitation wavelength in different halides is described in detail in Ref. [12]. What can be concluded from Fig. 4 is that Tm²⁺ shows no overlap between 5d-4f excitation and f-f emission and is unlikely to show self-absorption of the emission at 1140 nm. It is still possible for self-absorption through the ²F₅/₂→²F₇/₂ transition itself to occur (f-f absorption). f-f absorption is, however, very weak, typically over 100 times weaker than the f-d absorption [12].

3.2 Thickness and index of refraction

As written in the introduction, we are seeking to individually resolve the factors required to calculate the optical efficiency of an LSC (Eq. (1)). In Eq. (1), we first encounter the amount of reflection from the top surface $R$. $R$ is a function of the complex index of refraction.
bedded in halides, can display many types of photoluminescent decay.

3.3. Photoluminescent quantum yield

Materials, such as KBr and RbBr, with refractive indices of 1.560 and 1.589 at 589nm, respectively [30]. These values agree well with what we expected. All films show a gradient in thickness that is proportional to the distance from the sputter gun that carried the host. From Fig. 5(b), we see that the film thickness of CaBr$_2$:Tm$^{2+}$ varies from 1.4 μm to 4.5 μm, while the refractive index (Fig. 5(c)) stays relatively constant, between 1.55 and 1.58 at λ = 589 nm. The refractive indices can be directly related to the concentration, using the concentration data from Fig. 3(d). Fig. 5(d) shows that n rises slightly as the Tm concentration increases. The fitted n agrees well with values for other bromide-type materials, such as KBr and RbBr, with refractive indices of 1.560 and 1.553 at λ = 589 nm, respectively [30]. As can be seen from Fig. 5(a), the many 5d-bands of Tm cannot be resolved from transmission data. Therefore, only the extinction coefficient of the host k$_{host}$ is resolved.

At very low Tm concentrations (low y in Fig. 5(b)), the fit quality decreases due to a sudden decrease in transmission, caused by an intense absorption, as can be seen from the dark area on the photograph in the inset of Fig. 5(a). This absorption can be seen as the lowest, blue line in Fig. 5(b). We tentatively attribute this sudden absorption to a non-stoichiometric number of anions to cations, as is often observed when sputtering from ceramic sources in a non-reactive environment [31, p. 479], which leads to the formation of highly absorbing color centers. The locations that show this type of absorption are not included in our subsequent analysis.

For CaI$_2$ and NaI, the wavelength-dependent index of refraction is also shown in Fig. 5(e). The value of n at 589 nm, shown in Fig. 5(d), is around 1.75 for NaI:Tm$^{2+}$ and around 1.73 for CaI$_2$:Tm$^{2+}$. These values agree well with the 1.774 reported for NaI in literature [30]. For all materials, k$_{host}$ is shown in Fig. 5(e). This host absorption is quite low and should therefore not be taken as a very precise fitting.

3.3. Photoluminescent quantum yield

The second parameter required to simulate LSC performance, is the concentration-dependent quantum yield $\eta_{QY}(c_{\text{Tm}})$, the ratio of $\eta_{QY}$ at any Tm$^{2+}$ concentration to the $\eta_{QY}$ at 0 Tm$^{2+}$ concentration. $\eta_{QY}(c_{\text{Tm}})$ is determined from the integrated light output (ILO) of the LSCs.

In this article, we are solely interested in emission from the $^2F_{7/2} \rightarrow ^2F_{5/2}$ transition (emission at 1140 nm). To determine $\eta_{QY}(c_{\text{Tm}})$, we have to know which energetic path Tm$^{3+}$ takes to get from its excited state to the ground state, which can be done by monitoring the photoluminescence decay. In Fig. 6, the photoluminescence decay curves are shown for the $^2F_{5/2} \rightarrow ^2F_{7/2}$ transition for (a) CaBr$_2$:Tm$^{2+}$, and (b) CaI$_2$:Tm$^{2+}$, respectively. These transitions have a decay time ranging across several milliseconds, typical for the parity-forbidden f-f transition. With higher Tm-doping, the transition becomes faster, which is most likely related to concentration quenching [32, Ch. 5].

Illumination with 430 nm light first leads to a $4^1D_3 \rightarrow 4^3P_2$’ excitation, which can relax back to either the $^2F_{7/2}$ excited f-state, or the $^2F_{5/2}$ groundstate. Since no rise-time of the $^2F_{5/2} \rightarrow ^2F_{7/2}$ emission is observed in CaBr$_2$:Tm$^{2+}$ and CaI$_2$:Tm, we do not expect there to be sufficient time for energy transfer from the excited 5d-state to neighboring ions. Thus, the non-radiative decay from the 5d-state is independent of Tm concentration [21]. In this article, we are solely interested in emission from the $^2F_{5/2} \rightarrow ^2F_{7/2}$ transition (emission at 1140 nm).

In Fig. 6, the photoluminescence decay curves are shown for the $^2F_{5/2} \rightarrow ^2F_{7/2}$ transition for (a) CaBr$_2$:Tm$^{2+}$, and (b) CaI$_2$:Tm$^{2+}$, after excitation at 430 nm at various Tm concentrations.
The quantum yield of our entire system is therefore defined as:

\[
\eta_{\text{QY}}(c_{\text{Tm}}) = \eta_{\text{rad}} \cdot \eta_{\text{sr}}(c_{\text{Tm}}),
\]

with \(\eta_{\text{rad}}\) the concentration-independent quantum yield at which excited 5d-states decay back to the \(2^F_{5/2}\) excited state.

If the system reaches the \(2^F_{5/2}\) state, non-radiative return to the groundstate can either happen independently of Tm concentration through multiphonon relaxation, in accordance with the modified energy gap law [33], or through the aforementioned concentration quenching.

In NaI:Tm\(^{2+}\), the photoluminescent decay becomes more complicated. As seen in Fig. 7(a), when monitoring the intensity of the \(2^F_{5/2} \rightarrow 2^F_{7/2}\) emission over time, a rise-time can be observed. Contrary to what is observed for CaBr\(_2\):Tm\(^{2+}\) and CaI\(_2\):Tm\(^{2+}\) systems, the system appears to remain in the excited 5d-state sufficiently long for energy migration to happen. This rise-time can be attributed to a feeding from the higher lying 5d-states to the excited \(2^F_{5/2}\) level. The rise-time \(\tau_{\text{rise}}(c_{\text{Tm}})\) and the luminescent decay of the \(2^F_{5/2}\) level can be modeled as simple exponential decays, with \(A\) and \(B\) fitting constants:

\[
I(t) = A \exp\left(-\frac{t}{\tau_{\text{Tm}}}(c_{\text{Tm}})\right) + B \exp\left(-\frac{t}{\tau_{\text{rise}}(c_{\text{Tm}})}\right)
\]

As seen in Fig. 7(b), both the decay times and the rise-times decrease with an increase in Tm concentration. In this article, we will not go into the details of this complicated decay process. However, to still give an upper bound for \(\eta_{\text{QY}}(c_{\text{Tm}})\), the fitted decay times for NaI can be treated according to Tm concentration.

\[
\tau_{\text{ref}} = \frac{\tau_{\text{rad}}}{\eta_{\text{QY},\text{ref}}(c_{\text{Tm}})}.
\]

What should be remarked here is that for the thin-films, the decay times are consistently lower than for the powders at equal Tm concentration. At 0.8 at.%, the \(2^F_{5/2} \rightarrow 2^F_{7/2}\) transition of NaI:Tm\(^{2+}\) has a decay time of about 2.2 ms, compared to 3.0 ms in the powder. For the dihalides, at approximately equal dopant concentrations the decays are 1.5 ms and 1.3 ms, respectively for CaBr\(_2\):Tm\(^{2+}\) and CaI\(_2\):Tm\(^{2+}\) in the excited 5d-state, and therefore assume there is no significant concentration quenching by energy migration in the 5d excited state.

Table 2: Measured mean decay times and quantum yields for powdered samples with Tm concentration \(c_{\text{Tm}}\). \(\tau_{\text{ref}}\) is the mean decay time of the reference powder measured at excitation wavelength \(\lambda_{\text{exc}}\). \(\eta_{\text{QY},\text{ref}}\) is the measured quantum yield at excitation wavelength \(\lambda_{\text{exc}}\).

| Powdered sample | \(\lambda_{\text{exc}}\) (nm) | \(\tau_{\text{ref}}\) (ms) | \(\eta_{\text{QY},\text{ref}}\) (%) | \(c_{\text{Tm}}\) (at.%) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| NaI:Tm\(^{2+}\) | 420             | 3.0             | 715             | 33.2            | 0.86            |
| CaBr\(_2\):Tm\(^{2+}\) | 420             | 4.1             | 645             | 22.4            | 1.2             |
| CaI\(_2\):Tm\(^{2+}\) | 475             | 3.7             | 760             | 28.1            | 0.8             |

In NaI:Tm\(^{2+}\), the photoluminescent decay becomes more complicated. As seen in Fig. 7(a), when monitoring the intensity of the \(2^F_{5/2} \rightarrow 2^F_{7/2}\) emission over time, a rise-time can be observed. Contrary to what is observed for CaBr\(_2\):Tm\(^{2+}\) and CaI\(_2\):Tm\(^{2+}\) systems, the system appears to remain in the excited 5d-state sufficiently long for energy migration to happen. This rise-time can be attributed to a feeding from the higher lying 5d-states to the excited \(2^F_{5/2}\) level. The rise-time \(\tau_{\text{rise}}(c_{\text{Tm}})\) and the luminescent decay of the \(2^F_{5/2}\) level can be modeled as simple exponential decays, with \(A\) and \(B\) fitting constants:

\[
I(t) = A \exp\left(-\frac{t}{\tau_{\text{Tm}}}(c_{\text{Tm}})\right) + B \exp\left(-\frac{t}{\tau_{\text{rise}}(c_{\text{Tm}})}\right)
\]

As seen in Fig. 7(b), both the decay times and the rise-times decrease with an increase in Tm concentration. In this article, we will not go into the details of this complicated decay process. However, to still give an upper bound for \(\eta_{\text{QY}}(c_{\text{Tm}})\), the fitted decay times for NaI can be treated according to Tm concentration.

\[
\tau_{\text{ref}} = \frac{\tau_{\text{rad}}}{\eta_{\text{QY},\text{ref}}(c_{\text{Tm}})}.
\]
films, and 4.1 ms and 3.7 ms, respectively in powders. This mismatch between the decay times at equal concentrations can be explained by the higher amount of defects and therefore quenching sites in the thin-films. Even though higher quantities of \( \text{Tm}^{2+} \) amend the vacancies caused by a shortage of cations, the films are not expected to be perfectly stoichiometric.

3.4. Absorption of thulium

The third requirement to simulate LSC performance is the concentration-dependent absorption of our \( \text{Tm} \)-doped halides. The concentration of \( \text{Tm} \) in the luminescent libraries presented before is too low to measure absorption. Therefore, we deposited films with the same hosts, under the same synthesis conditions, but with a less dense mask on the \( \text{Tm} \) target to warrant a higher \( \text{Tm} \) deposition rate. Similar to the films with a lower \( \text{Tm} \) concentration, rasterized transmission measurements were carried out across these thin-films. The higher \( \text{Tm} \) deposition rate yields films displaying very pronounced \( \text{Tm} \) absorption. For instance, in \( \text{CaBr}_2: \text{Tm}^{2+} \), seen in Fig. 9(a), we can observe that the normal gradual interference pattern (seen in Fig. 5(a) for the \( \text{CaBr}_2: \text{Tm}^{2+} \) film with low absorption) has the characteristic \( \text{Tm}^{2+} \) 4f-5d transition spectrum (as seen in Fig. 4(b)) superimposed. The sharp drop-off of the transmission below 320 nm is due to the substrate, made from borosilicate glass. The high absorption of \( \text{Tm} \) makes it impossible to use the Extended-Sellmeier method reliably for wavelengths below 600 nm. Therefore, the thickness and index of refraction of these films are determined by expanding the measured transmissions to the near-infrared. Fitting is now done in the wavelength domain from 600 nm to 1600 nm, where the libraries do not absorb. Fig. 9(a) shows that this still leads to fits of high quality (average RMSE of 2.5 %). The dashed curve from the fitting can hardly be discerned from the dotted measured transition. These fits yield the local thickness \( d \), as seen for the absorbing \( \text{CaBr}_2: \text{Tm}^{2+} \) in Fig. 9(b).

Following the same EDX protocol as before, the local \( \text{Tm} \) concentration is determined (RMSE < 1.8 %). In these three films with a higher \( \text{Tm} \) concentration, the \( \text{Tm} \) concentration varies from 4.7 at. % to 7.4 at. % in the \( \text{NaI}: \text{Tm}^{2+} \) film, from 16 at. % to 44 at. % in the \( \text{CaBr}_2: \text{Tm}^{2+} \) film (see Fig. 9(c)), and 45 at. % to 54 at. % in the \( \text{CaI}_2: \text{Tm}^{2+} \) film. In the Supplementary Information, representative measurements for all three libraries can be found.

With \( d \), \( n \), \( k_{\text{lost}} \), and \( c_{\text{Tm}} \) now determined for the chosen hosts, we can utilize the minimization protocol described in the Supplementary Information and obtain the absorption coefficient \( \epsilon_{\text{Tm}}(\lambda) \). In Fig. 10, the results of this minimization are displayed for all hosts under consideration. As expected, \( \epsilon_{\text{Tm}} \) closely follows the excitation spectrum. In a study on crystalline \( \text{Tm} \)-doped perovskites, high f-d absorption strengths of hundreds of cm\(^{-1} \) at \( 444 \text{ nm} \) were found [18]. In our current study, we find similarly large values, but then measured through thin-film transmission using a wide range of concentrations. In the visible spectrum, from 400 nm to 750 nm, \( \text{NaI}: \text{Tm}^{2+} \) has a visible absorption maximum of 752 cm\(^{-1} \) at 444 nm, \( \text{CaBr}_2: \text{Tm}^{2+} \) 31 cm\(^{-1} \) at 437 nm, and \( \text{CaI}_2: \text{Tm}^{2+} \) 473 cm\(^{-1} \) at 472 nm. The cause of the lower absorption of \( \text{CaBr}_2: \text{Tm}^{2+} \) compared to the other halides is beyond the scope of this study.

3.5. Prognosis for a luminescent solar concentrator

We now have all parameters required to simulate the optical efficiency of a thin-film LSC without self-absorption, for any desired \( \text{Tm} \) concentration and thickness. To simulate this LSC, we can follow a protocol similar to the one presented in Ref. [9]. Using the transfer matrix method, implemented by using the free open-source \texttt{tmm} module [34], the reflection \( R(\lambda, c_{\text{Tm}}, d) \) and transmission \( T(\lambda, c_{\text{Tm}}, d) \) of an LSC comprising a film of thickness \( d \) coated on 5 mm thick BOROFLOAT®33 glass is calculated. BOROFLOAT is chosen as substrate, since it has negligible absorption at the emission wavelength of \( \text{Tm} \). For the thin-film, the complex index of refraction is

\[
\hat{n}(\lambda, c_{\text{Tm}}) = n(\lambda, c_{\text{Tm}}) + i k(\lambda) \times c_{\text{Tm}}
\]

is used, with \( n(\lambda, c_{\text{Tm}}) \) as presented in Figs. 5(b) and 5(c), and \( k(\lambda) \) as presented in Fig. 10, calculated with Eq. (2). These numbers are converted to fractions of the AM1.5g solar spectrum \( S_{\text{AM1.5g}}(\lambda) \), with

\[
T_{\text{total}}(d, c_{\text{Tm}}) = \frac{\int_0^\infty S_{\text{AM1.5g}}(\lambda) T(\lambda, d, c_{\text{Tm}}) \, d\lambda}{\int_0^\infty S_{\text{AM1.5g}}(\lambda) \, d\lambda}.
\]
The total amount of reflection $R_{\text{total}}(d, c_{\text{Tm}})$ is calculated analogously.

Absorption is calculated as

$$A_{\text{total}}(d, c_{\text{Tm}}) = 1 - T_{\text{total}}(d, c_{\text{Tm}}) - R_{\text{total}}(d, c_{\text{Tm}}).$$

All absorbed light is converted with the fitted quantum yield $\eta_{QY}(c_{\text{Tm}})$ from Fig. 8(b). This converted light is then concentrated to the perimeter of the LSC. Since our films do not exhibit self-absorption, the amount of concentrated light can be calculated by multiplying the amount of converted light $I_{\text{converted}}(d, c_{\text{Tm}})$ with the trapping efficiency $\eta_{\text{trap}}(d, c_{\text{Tm}})$.

$$\eta_{\text{trap}}(d, c_{\text{Tm}}) = \sqrt{\frac{n(d, c_{\text{Tm}})^2 - 1}{n(d, c_{\text{Tm}})}},$$

yielding the optical efficiency

$$\eta_{\text{opt}}(d, c_{\text{Tm}}) = A_{\text{total}}(d, c_{\text{Tm}})\eta_{QY}(d, c_{\text{Tm}})\eta_{\text{trap}}(d = 1140 \text{ nm, } c_{\text{Tm}}).$$

Since our films do not exhibit self-absorption, the calculated $\eta_{\text{opt}}(d, c_{\text{Tm}})$ is the same for every planar size of the LSC, assuming no further waveguide losses.

If the Tm concentration is sufficiently low that no concentration quenching is occurs, the only limitations on $\eta_{\text{opt}}$ of the halide systems would be the total absorption of the thin-film, and the loss channels present in the single ion $\eta_{QY}(c_{\text{Tm}} \to 0)$. In the presented systems, at an absorption of 80% of the visible spectrum, that would imply a maximal $\eta_{\text{opt}} = 80\%$ of NaI:TM$^{2+}$, 3.9% for CaBr$_2$:TM$^{2+}$, and 4.2% for CaI$_2$:TM$^{2+}$. For films with a constraint on thickness however, a balance must be struck between the absorption and quantum yield.

For our simulation, we have chosen three situations: a thin-film LSC with

1. A thickness of at most 10μm.
2. An additional constraint of at least 80% transmission of the visible spectrum, expressed in photons
   $$T_{\text{vis}}(d, c_{\text{Tm}}) = \frac{\int_{\lambda = 380 \text{ nm}}^{780 \text{ nm}} S_{\text{AM1.5G}}(\lambda) \cdot T(\lambda, d, c_{\text{Tm}}) \, d\lambda}{\int_{\lambda = 380 \text{ nm}}^{780 \text{ nm}} S_{\text{AM1.5G}}(\lambda) \, d\lambda} = 0.8.$$
   3. The same conditions as the previous simulations, but with the decays scaled such that all films perform equal to their powdered counterparts, i.e., instead of using Eq. (3), we state that
   $$\eta_{QY, \text{film}}(c_{\text{Tm}}) = \frac{\tau_{\text{film}}(c_{\text{Tm}})}{\tau_{\text{film}}(c_{\text{Tm,ref}})} \cdot \eta_{QY, \text{powder}}(c_{\text{Tm,ref}}).$$

With regards to reflection, a constraint for a thickness of 10μm is chosen to remain within what is achievable for the used sputter system. As films become thicker, the amount of stress in the film increases, therefore so does the chance of delamination. Therefore, a thin-film is preferred over a thicker film.

Table 3 shows these results for the final $\eta_{\text{opt}}$, CCT and $R_s$ for the first situation, where the film thickness is limited to 10μm. From Table 3, we can see that a 10μm halide thin-film, as sputtered, can maximally achieve $\eta_{\text{opt}} = 0.35\%$ for a NaI:TM$^{2+}$ thin-film, with a doping of 1.6 at.% Tm, while retaining an excellent CCT and $R_s$. Here we do have to remark that NaI:TM$^{2+}$ has a $\eta_{QY}(c_{\text{Tm}})$ that is estimated to be on the high end, by neglecting the rise-time phenomena.

In Fig. 11, the fates of all photons incident on the simulated LSCs are shown. In the best performing NaI:TM$^{2+}$ (Fig. 11(a)), most light is lost to reflection (9.9% of all sunlight, including ultraviolet and infrared) and transmission (87.9%). At this thickness, the absorption could be increased, but that would come at a loss of quantum yield, which would not be compensated by the increased absorption. Due to the non-uniform quantum yield, 80.5% of absorbed light (1.8% of all light) is lost by quenching. After this conversion step, still 3.7% of the absorbed light (0.08% of all light) escapes. Eventually, 15.8% of the absorbed light will be concentrated to the edges of the window. Increasing the quantum yield is therefore key for this material.

From Fig. 11, the differences between the three simulated films and their performances become clear. While CaI$_2$:TM$^{2+}$ (Fig. 11(c)) has the lowest $\eta_{QY}(c_{\text{Tm}})$ of all three sputtered halides, the high absorption makes it possible to achieve a $\eta_{\text{opt}}$ that is higher than for CaBr$_2$:TM$^{2+}$ (Fig. 11(b)), at the same thickness. This high absorption does come with a loss of $R_s$ and CCT. Whereas the other thin-film LSCs retain CCTs of 5000–6000 K and almost perfect $R_s$ in the case CaI$_2$:TM$^{2+}$, the high absorption of the blue wavelengths leads to warmer coloring of 4586 K, and an $R_s$ of 90.

Table 4 shows what happens when further constraining the film to transmit 80% of the visible spectrum. Such constraints on transmission better emulate what would be applicable as a BIPV window. The additional constraint causes CaI$_2$:TM$^{2+}$ to drop in efficiency. Due to its high absorption coefficient, a reduction in absorption is only possible when both the film thickness and Tm concentration drop significantly. Even though a lower Tm concentration implies less concentration quenching and therefore a higher quantum yield, this is not enough to offset the drop in absorption. The other halides already showed 80% transmission as optimal for 10μm, therefore the simulation results for those are identical to the ones presented in Table 3.

Table 4 provides a comparison of the LSCs studied in this article to 100 cm × 100 cm × 0.5 cm PMMA plates with BASF Lumogen F Red 305 (Red305) or CuInS$_2$/ZnS colloidal quantum dots (QDs) dispersed within, held to the same constraint of 80% transmission. Red305 features unity quantum yield [36], and the CuInS$_2$/ZnS QDs has a quantum yield of 66% when dispersed in a waveguide [37]. Even though these LSCs show self-absorption, their high quantum yields let them reach much higher efficiencies than the optical efficiencies observed in the halides under study.

Table 5 shows the results of the same types of simulations, but then for the final situation. Here, the quantum yields of the films are scaled so that they perform equal to their powdered counterparts at the same concentration, but retain the concentration quenching

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Material & $d$ (μm) & $c_{\text{Tm}}$ (at. %) & $\%$ & CCT (K) & $R_s$ \\
\hline
NaI:TM$^{2+}$ & 10 & 1.6 & 80 & 0.35 & 5301 & 96 \\
CaBr$_2$:TM$^{2+}$ & 10 & 2.1 & 90 & 0.03 & 5820 & 99 \\
CaI$_2$:TM$^{2+}$ & 10 & 1.8 & 62 & 0.30 & 4586 & 90 \\
\hline
\end{tabular}
\end{center}
\caption{Results of simulating thin-film LSCs coated on 1 mm thick BOROFLOAT® glass with a thickness constraint of 10μm.}
\end{table}

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Material & $d$ (μm) & $c_{\text{Tm}}$ (at. %) & $\%$ & CCT (K) & $R_s$ \\
\hline
NaI:TM$^{2+}$ & 10 & 1.6 & 80 & 0.35 & 5301 & 96 \\
CaBr$_2$:TM$^{2+}$ & 10 & 2.1 & 90 & 0.03 & 5820 & 99 \\
CaI$_2$:TM$^{2+}$ & 7 & 0.9 & 80 & 0.18 & 5342 & 96 \\
Red305 [3,36] & 5.0 × 10$^{3}$ & – & 80 & 2.5 & 5077 & 66 \\
CuInS$_2$/ZnS [3,37] & 5.0 × 10$^{3}$ & – & 80 & 2.8 & 4868 & 98 \\
\hline
\end{tabular}
\end{center}
\caption{Results of simulating 10μm thick film LSCs coated on BOROFLOAT® glass, 1 mm in thickness. The quantum yields of the Tm$^{2+}$ are scaled so that at equal concentrations, films and powders perform the same.}
\end{table}

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Material & $d$ (μm) & $c_{\text{Tm}}$ (at. %) & $\%$ & CCT (K) & $R_s$ \\
\hline
NaI:TM$^{2+}$ & 10 & 1.6 & 80 & 0.71 & 5301 & 96 \\
CaBr$_2$:TM$^{2+}$ & 10 & 2.1 & 90 & 0.07 & 5820 & 99 \\
CaI$_2$:TM$^{2+}$ & 10 & 1.8 & 62 & 0.39 & 4586 & 90 \\
\hline
\end{tabular}
\end{center}
\caption{Simulation outcome with the additional constraint of 80% transmission applied. The last two entries are provided for comparison. These entries show simulated high-performance LSCs consisting of a 100 cm × 100 cm × 0.5 cm PMMA waveguide, with non-scattering luminescent particles dispersed within.}
\end{table}
behavior measured in the thin-films. It can be possible to achieve similar quantum yields as in powders: a film with thickness of 10μm, has a similar smallest dimension as typically grains of luminescent powder have. The films and the powder therefore can both behave as bulk materials with similar quantum yields. Due to the much increased quantum yield of NaI:Tm2+ its optical efficiency as a 10μm thick coating doubles, from 0.35 % to 0.71 %. This doubling in efficiency is also seen for CaBr2:Tm2+, but its low absorption causes it to still display the lowest ηopt. At these raised quantum yields, the halide thin-films can be seen as good competitors to the Red305 dye, as well as to the CuInS2/ZnS QDs. Even though the efficiencies for the halide LSCs are not as high, their excellent color rendering indices and neutral CCT still make them suitable for integration in the built environment.

4. Conclusion

NaI, CaBr2, and CaI2 doped with Tm2+, that have previously been suggested as materials for a thin-film LSC, have in this article been investigated on their potential as LSCs. These films prove viable as LSC materials, absorbing the entire visible spectrum and emitting at 1140 nm, without self-absorption. When sputtered from separate targets, with one target containing the host, and another containing the Tm dopant, substoichiometry of the deposited films can be observed, expressed as deep absorption. The large number of defects in the thin-films can explain the lower decay times, and therefore lower quantum yield of the films, when compared to powders made from the same materials. All films under investigation show quenching of luminescence, even at concentrations as low as 0.3 at.% Tm.

NaI:Tm2+ and CaBr2:Tm2+ show high absorptions of respectively 752 cm−1 at.%−1, and 473 cm−1 at.%−1. In the case of NaI:Tm2+, this leads to the highest simulated LSC optical efficiency of 0.35 % (15.8 % concentration of all absorbed light), at 80 % visible light transmission, using the measured data from thin-films. In the absence of defects caused by sputtering, this efficiency can rise to 0.71 % (31.5 % concentration of all absorbed light), compared to a maximally achievable optical efficiency of 3.5 %. A challenge for future research is therefore to resolve the defects present in the films, and thus increase the quantum yield. This could be achieved with post-synthesis treatment of the film in a gas of the missing component. Another option would to fabricate the film through evaporation from a premixed target, instead of sputter deposition. This evaporation synthesis would be usable for the finalized LSC with optimal composition, since evaporating from a single target gets, with one target containing the host, and another containing the Tm gets, with one target containing the host, and another containing the Tm. This evaporation synthesis would be usable for the finalized LSC with optimal composition, since evaporating from a single target

The excellent color rendering indices (Ra > 90), neutral CCT between 5000 and 6000 K, and lack of self-absorption make that Tm-doped halide LSCs can find use in the built environment as large scale LSCs, when covered with a suitable sealant.
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Supplementary material related to this article can be found online at https://doi.org/10.1016/j.solmat.2020.110944.

Detailed derivation of the relation between photoluminescent quantum yield and the mean decay time, representative EDX spectrograms, method used to determine the molar absorption coefficients of rare-earth-doped thin-film libraries.
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