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Abstract—As wireless services and applications become more sophisticated and require faster and higher-capacity networks, there is a need for an efficient management of the execution of increasingly complex tasks based on the requirements of each application. In this regard, fog computing enables the integration of virtualized servers into networks and brings cloud services closer to end devices. In contrast to the cloud server, the computing capacity of fog nodes is limited and thus a single fog node might not be capable of computing-intensive tasks. In this context, task offloading can be particularly useful at the fog nodes by selecting the suitable nodes and proper resource management while guaranteeing the Quality-of-Service (QoS) requirements of the users. This paper studies the design of a joint task offloading and resource allocation control for heterogeneous service tasks in multi-fog nodes systems. This problem is formulated as a partially observable stochastic game, in which each fog node cooperates to maximize the aggregated local rewards while the nodes only have access to local observations. To deal with partial observability, we apply a deep recurrent Q-network (DRQN) approach to approximate the optimal value functions. The solution is then compared to a deep Q-network (DQN) and deep convolutional Q-network (DCQN) approach to evaluate the performance of different neural networks. Moreover, to guarantee the convergence and accuracy of the neural network, an adjusted exploration-exploitation method is adopted. Provided numerical results show that the proposed algorithm can achieve a higher average success rate and lower average overflow than baseline methods.
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I. INTRODUCTION

Over the past decade, moving computing, control, and data storage into the cloud has been an important trend in order to utilize much needed abundant computing resources to handle explosive traffic demands. However, this relocation introduces network delays that bring significant challenges related to meeting the latency requirements of critical applications. To overcome the disadvantages of the cloud, fog computing, which selectively moves computation, communication, control, and decision making close to the network edge where data is being generated, became inevitable in this era [1]. One of the key benefits of fog computing stems from its highly virtualized platform that offers computing capacities allowing various applications to run anywhere. Hence, fog computing resolves problems of cloud-only solutions for applications that require a real-time response with low latency, e.g., mission-critical applications [2]. [3]. Given the substantial benefits that can be drawn from this technology, fog computing is expected to play a crucial role in IoT, 5G, and other advanced distributed and connected systems [4]–[7].

In fog networks, where fog nodes and cloud data centers present heterogeneous resources (e.g., computational, bandwidth, and memory), service tasks are classified according to various performance requirements and heterogeneous resource configurations. In contrast to the cloud server, the computing capacity of fog nodes is usually limited and inhomogeneous. Thus, computation-intensive tasks often exhibit poor performance when they are processed by fog nodes with extremely limited resource capacities [8]. [9]. In this context, offloading and distributing tasks over the network while guaranteeing the Quality-of-Service (QoS) requirements of the users, can be particularly useful. Considering the fact that fog nodes are located relatively close to each other, offloading from an originally requested fog node to an affordable neighbor node with available resources can be an attainable solution even for delay-critical services. Moreover, it is critical for the fog nodes and cloud to be able to cope with heterogeneous tasks when deciding which service tasks should be deployed and where. Hence, both the fog and cloud should complement each other in a distributive way to fulfill service needs. To this end, the hierarchical fog architecture was introduced to support a better distribution of the computing resources with an elastic and flexible placement of resources [10].

On the other hand, as wireless services and applications become more sophisticated and intelligent, there is a pressing need for an efficient management of the execution of increasingly complex tasks based on the application requirements. Specifically, the selection of suitable nodes and proper resource assignments are critical in fog networks, where various types of applications are simultaneously running over the same network [11]. [12]. The problem is deteriorated due to the highly volatile service demands of end-users and uncertainties associated with resource availability at the fog nodes. When fog nodes handle significantly different traffic demands, the imbalance between fog nodes can lead to inefficient resource usage and inequitable QoS [13]. Furthermore, each node cannot acquire full knowledge of the other nodes due to a non-trivial amount of signaling overhead and communication latency. Therefore, how to distribute the computing resources optimally throughout the network and design algorithms based on local knowledge that can derive globally emergent system
characteristics such as agility, efficiency, and reliability are the central questions that lead this paper [14].

A. Related work

Recently, significant efforts have been centered on fog computing implementations to tackle the limitations of traditional cloud platforms. Specifically, many approaches have been proposed in the literature to enhance task offloading and resource allocation problems for fog networks. Yousefpour et al. [15] introduce a delay-minimizing offloading policy for fog nodes in IoT-fog-cloud application scenarios, where the policy considers not only the length of the queue but also different request types that vary in processing times. Following this, it determines whether or not to offload the selected tasks as the estimated waiting time of fog node is greater than an acceptance threshold; it will offload the request to its best neighbor fog node. Zhang et al. [16] formulate the resource allocation problem between fog nodes, data service operators, and data service subscribers. First, service subscribers purchase the optimal number of computing resource blocks from service operators with a Stackelberg game. Each subscriber competes for the required computing resource blocks owned by the nearby fog nodes. With a many-to-many matching game between service operators and fog nodes, each operator determines its fog nodes that have computing resources to sell. With another many-to-many matching framework, resource blocks of fog nodes are allocated to the service subscribers. Although some promising works have been dedicated to studying task offloading and resource allocation in fog computing and edge computing networks, it is necessary to jointly address the two issues to improve the overall performance. Wang et al. [17] propose to jointly address computation offloading, resource allocation, and content caching in wireless cellular networks with mobile edge computing. First, they transform the original non-convex problem into a convex problem and prove the convexity of the transformed problem. Then, they decompose the problem and apply an alternating direction method of multipliers to solve it in a distributed and practical way. Alameddine et al. [18] address task offloading with joint resource allocation and scheduling specifically focused on delay-sensitive IoT services. They mathematically formulate the problem as a mixed-integer problem and present a decomposition approach to achieve faster run times while providing the optimal solution. For heterogeneous real-time tasks, the authors in [19] propose task offloading and resource allocation problems in a three-tier fog system with a parallel virtual queueing model. They apply an adaptive queuing weight resource allocation policy based on the Lyapunov function. Moreover, they propose multi-objective sorting policies in terms of both the laxity and execution times of the task to achieve a trade-off between the throughput and task completion ratio optimization.

However, the computation offloading and resource allocation designs [15], [17]–[19] are mostly based on one-shot optimization and may not be able to achieve a long-term stable performance in dynamic situations. And since most optimization problems that arise in network resource management are non-convex and NP-hard, all these algorithms generally impose restrictions on the network to simplify non-trivial mathematical equations [20]. Nevertheless, such assumptions would require a revision of the objective functions, or even the system models, that lead to these problem formulations in the first place.

Furthermore, there are related works using different meta-heuristic methods [21]–[24]. S. K. Mishra et al. [22] introduce the scheduling of service requests to virtual machines (VMs) with the minimum energy consumption at the fog servers. They formulate the service allocation algorithm for the heterogeneous fog server system using three meta-heuristic methods, namely particle swarm optimization (PSO), binary PSO, and bat algorithm. Moreover, the authors in [24] introduce a new evolutionary algorithm (EA) that is combined with a PSO and genetic algorithm (GA) for the joint design of the computation offloading and fog nodes provisioning.

However, in meta-heuristic algorithms, the memory required to maintain a population of candidate solutions becomes vast as the size of problems increases. Specifically, due to the larger search space in large-scale problems, almost every state encountered will never have been seen before, which makes it impossible to converge in limited time steps. In that respect, as the system model becomes more complex, meta-heuristic methods can no longer be applied. In this context, to make sensible decisions in such large search spaces, it is necessary to generalize from previous encounters with different states that are in some sense similar to the current one.

In order to cope with an unprecedented level of complexity as we consider many parameters to accurately model the system, embedding versatile machine intelligence into future wireless networks is drawing unparalleled research interest [25], [26]. A lot of recent works try to address the resource allocation problem in IoT networks by using supervised machine learning, i.e., Support Vector Machines (SVMs), Recurrent Neural Networks (RNNs), Convolutional Neural Networks (CNNs), etc [27]. Nevertheless, supervised learning is learning from a fixed data set. Thus the algorithm does not directly interact with the environment where it operates, which is not adequate to dynamically provision the on-demand resources, especially for highly volatile IoT application demands. Moreover, in the context of resource management for IoT networks, the lack of sufficient labeled data is another factor that hinders the practicality of supervised learning-based algorithms. On the other hand, a different machine learning technique that does not fall in the category of supervised and unsupervised learning is reinforcement learning (RL) [28]. One of the key features of reinforcement learning is that it explicitly considers the problem of a goal-directed algorithm interacting with an uncertain environment. Therefore, RL-based algorithms can continually adapt as the environment changes without needing explicit system models. To tackle the curse of dimensionality of RL, deep reinforcement learning (DRL) was recently introduced [29]. DRL embraces deep neural networks to train the learning process, thereby improving the learning speed and the performance of RL-based algorithms. Therefore, a DRL can provide efficient solutions for future IoT networks [30].

The authors in [31] introduce an optimal computation of-
folding policy for mobile edge computing (MEC) in an ultra dense system based on a deep Q-network (DQN) without prior knowledge of the dynamic statistics. Pan et al. [32] study the dependency-aware task offloading decision in MEC based on Q-learning aiming to minimize the execution time for mobile services with limited battery power consumption. Huynh et al. [33] develop an optimal and fast resource slicing framework based on a semi-Markov decision process (MDP) that jointly allocates the computing, storage, and radio resources of the network provider to different slice requests. To further enhance the performance, they propose a deep Q-learning approach with a deep dueling neural network, which can improve the training process and outperform all other reinforcement learning techniques in managing network slicing. Chen et al. [34] consider a software-defined radio access network where multiple service providers (SPs) compete to acquire channel access for their subscribed mobile users, thereby each mobile user proceeds to offload tasks and schedule queued packets over the assigned channel. They transform the stochastic game between non-cooperative SPs into an abstract stochastic game and propose a linear decomposition approach to simplify decision making. Also, a DRL algorithm is leveraged to tackle the huge state space. Sun et al. [35] propose a DRL based joint communication mode selection and resource management approach with the objective of minimizing the network power consumption. This approach can help the network controller learn the environment from collected data and make fast and intelligent decisions to reduce power consumption. Moreover, the tremendous growth in data traffic over next-generation networks can be substantially reduced via caching, which proactively stores reusable contents in geographically distributed memory storage [36–39]. The authors in [37] study the joint cache and radio resource optimization on different timescales in fog access networks. The optimization problem is modeled as a Stackelberg game. To solve the problem, single-agent RL and multi-agent RL are utilized and rigorously analyzed. Meanwhile, the authors in [39] exploit the power allocation problem in non-orthogonal multiple access for a system with cache-enabled users. They propose a DRL based scheme, which responds quickly upon requests from users as well as allows all users to share the full bandwidth. Also, they show that applying iterative optimization algorithms is not suitable for satisfying a short-response requirement from the base station to users.

B. Contributions

This paper focuses on resource management in a fog system with the aim of guaranteeing the specific quality of service of each task as well as maximizing the resource utilization by cooperating between fog computing nodes. To address this problem, we design a joint heterogeneous task offloading and resource allocation algorithm whose goal is to maximize the processing tasks completed within their delay time limits. More precisely, we consider an independent multi-agent decision-making problem that is cooperative and partially observable. To solve this problem, we propose a deep recurrent Q-network (DRQN) based learning algorithm, namely deep Q-learning combined with a recurrent layer. The DRQN-based algorithm aims to resolve partially observable environments by maintaining internal states. In particular, to guarantee the convergence and accuracy of the neural network, the proposed DRQN-based algorithm adopts an adjusted exploration-exploitation scheduling method, which efficiently avoids the exploitation of incorrect actions as the learning progresses. To our best knowledge, this is the first work that introduces DRQN to solve the joint task offloading and resource allocation problems in fog computing networks. The key contributions of this paper are summarized as follows.

- The proposed algorithm considers two-levels of heterogeneity of service tasks in terms of QoS requirements and resource demand characteristics. In real IoT scenarios, various service tasks demanding different resource sizes can require different service performances. In order to consider these heterogeneities, we propose a fog network slicing model that manages different types of tasks separately and partitions physical resources to each slice.
- Regarding the feedback and memory overhead, we consider cooperative scenarios where the independent multi-fog nodes perceive a common reward that is associated with each joint action while estimating the value of their individual actions solely based on the rewards that they receive for their actions. Therefore, this reduces the feedback and memory overheads considerably compared to joint-action learning schemes where the fog nodes require the reward, observation, and action sets of others.
- To deal with partial observability, we apply a DRQN approach to approximate the optimal value functions. The DRQN-based algorithm can tackle partial observability issues by enabling the agent to perform the temporal integration of observations. This solution is more robust than DQN and deep convolutional Q-network (DCQN)-based methods in ways that the neural network with a recurrent layer can learn its output depending on the temporal pattern of observations by maintaining a hidden state, and thus it can keep internal states and aggregate observations. Moreover, to guarantee the convergence and accuracy of the neural network, an adjusted exploration-exploitation method is adopted.
- Numerical experiments using Tensorflow are presented to support the model and the proposed algorithm. The proposed DRQN-based algorithm requires much less memory and computation than the conventional Q-learning and meta-heuristic algorithms which are impractical for solving the problem considered in this paper. Particularly, the proposed DRQN-based algorithm is compared to the DQN and DCQN approaches where it is demonstrated that the performance in terms of average success rate, average overflow rate, and task delay can be significantly enhanced by using the proposed DRQN-based algorithm.

C. Organizations

The remainder of this article is organized as follows: in section 1 the system description is presented. The formulation of the offloading and resource allocation problem as a partially
observable MDP (POMDP) is detailed in Section III. In section IV, we propose the cooperative decision-making problem between independent multi-nodes and derive a deep reinforcement learning scheme to solve the problem formulated in Section III. Simulation results are presented in Section V. Finally, Section VI concludes this paper and provides insight on possible future work.

II. SYSTEM DESCRIPTION

In this section, we introduce a three-layer fog network system model that supports the integration of different services while serving the best of each dissimilar service characteristics, such as CPU processing density and delay requirements, through a hierarchical model. The time horizon is divided into decision epochs of equal durations (in millisecond) and indexed by an integer $t \in \mathbb{N}_+$.

A. Three-layer fog network system

To improve scalability and resource utility in fog networks, a three-layer hierarchy is the most considered architecture [5], [10]. A three-layer fog network consists of an end-device layer, a fog layer, and a cloud layer. The end-device layer includes various types of devices, known as unintelligent devices, that are only producing data and are not equipped with processing capacity. Therefore, devices can request the nearest fog node to run their tasks on behalf of them. These tasks can be classified into types according to two characteristics, the task performance requirement (also called QoS) and the heterogeneous resource configuration (e.g., different CPU and memory configurations).

The fog layer is composed of multiple fog nodes $i \in I$. As illustrated in Fig. 1, we consider the fog layer where the physical network infrastructure is split into multiple virtual networks to offer heterogeneous service requests for different types of end-device segments, known as network slicing [40]. With network slicing technology, fog nodes can set up customized slices to guarantee specific latency and resource requirements by the supported services. Fog nodes are formed by at least one or more physical devices with high processing capabilities, which are aggregated as one single logical entity able to seamlessly execute distributed services as if it was on a single device. The shared physical resources (e.g., bandwidth, CPU, and memory) on fog nodes are partitioned into fog slices to enable running the network functions that meet certain required slice characteristics (e.g., ultra-low-latency, ultra-reliability, etc.).

Finally, the cloud layer includes various servers that are capable of sufficient storage and computational resources but are physically remote from end-devices. In our architecture, a fog network comprises of a single cloud server $z \in \mathcal{Z}$ that interacts with all fog nodes.

B. SDN-based fog nodes and inter-SDN communications

To provide more distributed and scalable management, fog nodes make use of software-defined networking techniques where the control plane is capable of decision-making while the data plane simply serves forwarding and computing tasks [41]–[43]. Furthermore, many different applications are operated concurrently in the SDN application plane. Besides, as individual SDN controllers are located in separate fog nodes, we apply the concept of inter-SDN communications, which interconnects controllers to share information and coordinate their decisions [44]. It is noted that the need for inter-SDN communications is increased as the explosive increase in task demands of end devices is requiring networks formed by more than one SDN controller [45]. In our system model, each

Figure 1. Three-layer fog network system.
fog node defines, deploys, and adapts independent decision-making in its separate SDN controller, and communication between the SDN controllers of the fog nodes aims to exchange feedback information required by the independent decision-making processes. Details about the information exchange is provided in section III.

C. Fog slices based on heterogeneous task models

We consider a fog network with fog nodes deploying the same set of logical fog slices for different task types over separate infrastructures (i.e., \( K_i = \mathcal{K}, \forall i \in I \)). Let \( k \in \mathcal{K} \) be the set of slices available in the \( t \)-th node where each slice processes a specific type of tasks in a separate buffer. The task demanded from the end devices by slice \( k \) has a size of \( z_k \) bits. In this context, since the time slot duration is relatively small, at most one task arrives at each slice of the fog node within a time slot. At the beginning of each time slot \( t \), let \( a_{t,k}(i) \) be the arrived task, where \( a_{t,k}(i) = 1 \) if a task of slice \( k \) arrives at fog node \( i \), otherwise \( a_{t,k}(i) = 0 \). Hence, the probability that a new task of slice \( k \) arrives at fog node \( i \) within time slot \( t \) follows a Bernoulli distribution with parameter \( \lambda_{i,k} \), \( \mathbb{P}(a_{t,k}(i) = 1) = \lambda_{i,k} \).

The number of tasks in a buffer for slice \( k \) at fog node \( i \) and time slot \( t \) is \( b_{i,k}(t) \), of which \( b_{i,k}^{r}(t) \) tasks are in progress in time slot \( t \). Meanwhile, the maximum buffer size is \( \hat{b}_{i,k} \).

Classified tasks in each slice have specific QoS requirements as well as different resource configurations. We assume that tasks delivered from end-devices are classified to the corresponding slices regarding their characteristics without manual intervention since classifying tasks to predict the type of application [45] are outside the scope of this paper. In terms of QoS, we categorize tasks into three classes: 1) delay-critical class (e.g., self-driving cars, live-streaming), 2) delay-sensitive class (e.g., augmented reality/virtual reality (AR/VR), smartphone applications) and 3) delay-tolerant class (e.g., IoT sensors). The priority of tasks is determined in a way that provides maximum reliability within an acceptable delay, proper to each slice.

On the other hand, with regard to resource configurations, tasks of each slice demand two types of resources (i.e. CPU and memory). To process a task of slice \( k \), we denote the CPU processing density (in cycles/bit) and the memory (in Mbyte) demands as \( L^c_k \) and \( L^m_k \), respectively. Therefore, although tasks require the same QoS demands, the resource demands can be dissimilar [47]. One use case example of the delay-critical class is a live sport-streaming application requiring high-throughput, while another from the same class would be an emergency signal for self-driving cars which doesn’t necessarily require high-throughputs. Thus, they are processed through different slices.

Furthermore, the total resource capacities (i.e. CPU and memory) of fog node \( i \) and of the cloud server \( z \) are \( U_i = (U^c_i, U^m_i), \forall i \in I \) and \( U_z = (U^c_z, U^m_z) \), respectively, where the superscript \( c \) and \( m \) indicate CPU speed (in cycles/bit) and memory size (in Mbyte), respectively. We assume that the cloud server is much more computationally powerful than its associated fog nodes, i.e., \( U^c_z \gg U^c_i, \forall i \in I \), and provides limitless storage, i.e., \( U^m_z \sim \infty \). The fog nodes and the cloud server can allocate their resource on a resource unit basis. Hence, the total amount of resource units, which can be allocated by fog node \( i \) to all slices, can be computed as \( N_i = (N^c_i, N^m_i) = \left( \left\lfloor \frac{U^c_i}{\eta^c_i} \right\rfloor, \left\lfloor \frac{U^m_i}{\eta^m_i} \right\rfloor \right) \) where \( \eta^c_i \) and \( \eta^m_i \) stand for the number of allocated units of computing and memory resources at fog node \( i \), respectively, and \( \lfloor \cdot \rfloor \) denotes the floor function. Likewise, \( \eta^c_z \) and \( \eta^m_z \) indicate the number of allocated units of computing and memory resources at cloud server \( z \) and the total number of resource units of cloud server is unlimited.

Thus, for a given node \( i \) at time \( t \), the occupied resource units of all slices can be calculated as

\[
G_i(t) = \left( g^c_i, g^m_i \right) = \left( \sum_k b_{i,k}(t), \sum_k b_{i,k}(t) \cdot \left\lfloor \frac{L^m_k}{\eta^m_i} \right\rfloor \right),
\]

where \( \left\lfloor \cdot \right\rfloor \) is the ceiling function since a minimum of memory units greater than or equal to \( \frac{L^m_k}{\eta^m_i} \) must be allocated to execute the task of slice \( k \). At every time slot \( t \), fog nodes only monitor their own available resources which correspond to the total resources minus the sum of resources being allocated to tasks of all slices. Hence, the available resource units at fog node \( i \) and time \( t \) can be measured as

\[
R_i(t) = \left( r^c_i, r^m_i \right) = \left( N^c_i - g^c_i, N^m_i - g^m_i \right),
\]

where \( r^c_i + g^c_i \leq N^c_i \) and \( r^m_i + g^m_i \leq N^m_i \). Once the task processing is completed during the time slot, the finished task will be eliminated from the buffer and the resource allocated to this task will return to the available resource pool in the next time slot.

D. Calculation of task latency

In our architecture, at the beginning of each time slot \( t \), fog nodes use an independent offloading policy to decide whether they will process arrived tasks locally or offload them to another node between neighboring fog nodes and the cloud server. Furthermore, decisions on resource allocation are simultaneously made by fog nodes with regard to their own resources through separate allocation policies.

We define a task latency to enable different delay constraints for tasks, thereby minimizing timeout failures that result from high transmission latency from offloading to a remote node or long waiting delays due to insufficient resource capacities at the processing node. Formally, the task latency can be denoted as the sum of the transmission delay, waiting delay, and processing delay. We assume that the fog nodes have information regarding the distance to neighboring fog nodes in the fog network as well as to the cloud server. To model the transmission delay of offloading, the tasks are transmitted to the selected node over a wireless channel. Then the transmission delay for fog node \( i \) to forward the task of slice \( k \) can be defined as

\[
D_{i,j,k,n}^t = \begin{cases} \frac{T_k}{v_{i,j,n}(t)}, & \text{if } i \neq j \\ 0, & \text{otherwise,} \end{cases}
\]

where \( j \in \{ I, Z \} \) if the selected node is a fog or cloud node, respectively, and \( n \in \{ 1, 2, ..K \} \) indicates the total number of tasks offloaded by fog node \( i \) at time slot \( t \). Moreover, \( v_{i,j,n}(t) \)
represents the transmission rate from fog node $i$ to the selected node $j$, which is given by [8]:

$$v_{i,j,n}(t) = BW_{i,n}(t) \log \left(1 + \frac{\beta_1 d_{i,j}^{-\beta_2} \cdot P_i}{BW_{i,n}(t) \cdot \sigma^2}\right),$$

(4)

where $d_{i,j}$, $\beta_1$, and $\beta_2$ are the distance between two nodes, the path loss constant, and the path loss exponent, respectively. The variable $P_i$ denotes the transmission power of fog node $i$ and $\sigma^2$ is the noise power spectral density. Additionally, the bandwidth is given by $BW_{i,n}(t) = \frac{BW_i}{n}$, which means that the total bandwidth of the fog node $BW_i$ is equally shared by $n$ tasks. For example, when a fog node $i$ offloads a total of two different tasks during a time slot, each task is transmitted with $\frac{BW_i}{2}$ in separate ways. When $i = j$, a fog node $i$ processes this task locally, thus there is no transmission delay. Moreover, in most cases, the size of task after processing is small, thus the transmission delay of the result after processing can be ignored.

Next, when the slice $k$ task arrives in the corresponding buffer at node $j$, the waiting delay $D_{i,j,k}^w(t)$ can be calculated as

$$D_{i,j,k}^w(t) = \begin{cases} b_{i,j,k}(t) & \text{if } j \in I \\ 0 & \text{otherwise}, \end{cases}$$

(5)

where $b_{i,j,k}(t)$ is the number of tasks previously existing in a buffer and $\mu_{i,j,k}(t)$ is the service rate (i.e., the rate of tasks leaving a buffer). However, since a fog node does not have prior information about the buffer status of the other nodes when offloaded tasks arrive in its buffer and given that the service rate varies depending on the resource scheduling process, the waiting delay cannot be calculated in advance. On the other hand, we assume that the waiting time at the buffer of the cloud can be disregarded because the cloud is equipped with a larger number of cores than the fog node. This indicates that the cloud initiates the computation for the received tasks without queueing delay.

When a task is computed by fog nodes, the processing delay $D_{i,j,k}^p(t)$ can be denoted as

$$D_{i,j,k}^p(t) = \begin{cases} \frac{T_k \cdot L_i^c}{\eta_j^c} & \text{if } j \in I \\ \frac{T_k \cdot L_i^c}{\eta_j^c} & \text{otherwise}, \end{cases}$$

(6)

where $T_k \cdot L_i^c$ refers to the number of CPU cycles required to complete the execution of a task of slice $k$. When the task is offloaded to a fog node $j \in I$, the task of slice $k$ is executed by a fog node $j$ with the CPU speed $\eta_j^c$. Likewise, when the task is offloaded to the cloud server $z$, the processing delay is formulated in the bottom equation of (6) where $\eta_z^c$ is the CPU speed of cloud server $z$. Thus, the processing delay is dependent on both the resource configuration of the task and the amount of allocated resources.

In essence, if a slice $k$ task is offloaded from a fog node $i$ to a neighboring fog node $j \neq i$, the latency is obtained as

$$D_{i,j,k,n}(t) = D_{i,j,k,n}(t) + D_{i,j,k}^q(t) + D_{i,j,k}^p(t)$$

$$= \frac{T_k}{v_{i,j,n}(t)} + \frac{b_{i,j,k}(t)}{\mu_{i,j,k}(t)} + \frac{T_k \cdot L_i^c}{\eta_j^c}.$$

(7)

If a slice $k$ task is computed locally by a fog node $i$, the latency becomes

$$D_{i,i,k,n}(t) = D_{i,i,k,n}(t) + D_{i,i,k}^q(t) + D_{i,i,k}^p(t)$$

$$= \frac{b_{i,i,k}(t)}{\mu_{i,i,k}(t)} + \frac{T_k \cdot L_i^c}{\eta_i^c}.$$  

(8)

Finally, if a slice $k$ task is offloaded from a fog node $i$ to the cloud server $z$, the latency is

$$D_{i,z,k,n}(t) = D_{i,z,k,n}(t) + D_{i,z,k}^p(t)$$

$$= \frac{T_k}{v_{i,z,n}(t)} + \frac{T_k \cdot L_i^c}{\eta_z^c}.$$  

(9)

III. PROBLEM FORMULATION

In this section, we define the problem of heterogeneous task offloading and resource allocation in a system with multiple fog nodes as a POMDP across the time horizon.

A. Partially observable MDP based problem formulation

The main goal of the system is to make an optimal offloading and resource allocation decision at each node with the objective of maximizing the successfully processed tasks while guaranteeing the corresponding delay constraint of each task. Therefore, the joint offloading and resource allocation decision is achieved by finding proper processing nodes for the tasks and an optimal allocation of the node’s resources to all individual slices. We assume that the joint offloading and resource allocation decisions from all fog nodes are made simultaneously at every time slot $t$. To this end, each node repeatedly observes its own system states at the beginning of the time slot. The local observation by fog node $i$ is defined as

$$O_i(t) = \left( A_i(t), B_i(t), B_i^c(t), R_i(t) \right),$$

(10)

where $A_i(t) = (a_{i,k}(t) : k \in \mathcal{K}_i)$, $B_i(t) = (b_{i,k}(t) : k \in \mathcal{K}_i)$, and $B_i^c(t) = (b_i^c(t) : k \in \mathcal{K}_i)$ are the set of arrived tasks, the number of tasks in the buffer, and the number of tasks in progress among $B_i(t)$ from all slices at the fog node $i \in \mathcal{I}$ and time $t$, respectively. Moreover, $R_i(t) = (r_i^c(t), r_i^m(t))$ is the available resource units at the fog node $i \in \mathcal{I}$ at time $t$. Note that the underlying states of the system including the states of other fog nodes are not accessible by the fog node. Instead, only the aforementioned state set in (10) can be observed and thus the system becomes a POMDP. We suppose that the observations are limits to the measurement accuracy of the state but are enough to make usable state data for a POMDP system.

In the presence of uncertainties stemming from the task demands and resource availability at the fog nodes, we formulate the POMDP based problem across the time horizon as a stochastic game in which each node selects actions as a function of their local observation. In our model, a fog node’s offloading and resource allocation policy operates independently from the other nodes’ policies. Thus, each fog node does not have any prior information on the task demands,
buffer status, and resource availability of the other fog nodes. Accordingly, the actions are defined as
\[ X_i(t) = (X_i^f(t), X_i^w(t)), \quad (11) \]
where \( X_i^f(t) = (f_{i,k}(t) : k \in \mathcal{K}_i) \) and \( X_i^w(t) = (w_{i,k}(t) : k \in \mathcal{K}_i) \) denote the offloading decision and resource allocation decision, respectively. \( f_{i,k}(t) \in \{0, 1, ..., I + 1\} \) represents by whom the task will be processed, where \( f_{i,k}(t) = 0 \) if the slice \( k \) task doesn’t arrive at the fog node \( i \) at time \( t \), \( f_{i,k}(t) = i \) if the slice \( k \) task arrives and will be computed locally, and \( f_{i,k}(t) = j, j \in \bar{I} \), and \( j \neq i \), if the slice \( k \) task arrives and will be offloaded to another node \((f_{i,k}(t) = I + 1 \) implies that the fog node will offload this task to the cloud server). The resource allocation decision \( w_{i,k}(t) \in \{0, 1, ..., \lfloor \frac{\theta_i}{\mu_k} \rfloor \} \) represents how many tasks will be initiated by being allocated resources where \( \lfloor \frac{\theta_i}{\mu_k} \rfloor \) is the maximum number of tasks that can be simultaneously processed by the fog node \( i \). For example, \( w_{i,k}(t) = 2 \) indicates that, at time \( t \), fog node \( i \) allocates its resources to slice \( k \) to execute two tasks that are not in progress in the buffer. Each node takes an action \( X_i(t) \) only among the ones allowed in that observation, i.e., \( X_i(t) \in \mathcal{X}_i(O(t)) \). We apply the following constraints for the offloading and resource allocation at time \( t \),
\[ f_{i,k}(t) = 0, \text{ if } a_{i,k}(t) = 0, \forall k \in \mathcal{K}_i, \forall i \in \bar{I}, \quad (12) \]
\[ w_{i,k}(t) \leq (B_{i}(t) - B^f_{i}(t)), \forall k \in \mathcal{K}_i, \forall i \in \bar{I}, \quad (13) \]
\[ \sum_{k \in \mathcal{K}_i} w_{i,k}(k) \leq r^f_i, \forall i \in \bar{I}, \quad (14) \]
\[ \sum_{k \in \mathcal{K}_i} w_{i,k}(k) \cdot \lfloor \frac{L^m_i}{\eta_i} \rfloor \leq r^m_i, \forall i \in \bar{I} \quad (15) \]
to ensure that the fog node cannot offload the task when it doesn’t arrive by \( (12) \). cannot allocate more than the number of tasks waiting for allocation by \( (13) \), and the sum of newly allocated resources cannot exceed the available resources by \( (14) \) and \( (15) \).

Given that each node is in state \( O_i(t) \) and action \( X_i(t) \) is chosen, a transition probability is given by \( (16) \), where \( X(t) = (X_i(t) : i \in \bar{I}) \) is the set of actions occurring at time \( t \). From \( (16) \), \( B^f_{i}(t+1) \) and \( R_i(t+1) \) only depend on the action \( X_i(t) \) of fog node \( i \), while \( A_i(t+1) \) is determined regardless of the action. Since one node’s offloading decisions result in increasing others’ buffers, the sequence of each node’s buffer status \( B_i(t) \) depends on the actions of all agents \( X(t) \).

Based on the set of actions \( X(t) \) in local observation \( O_i(t) \), we define the local reward in \( (17) \), where \( D^m_{k,\max} \) is the maximum delay budget of the task in slice \( k \) where the task is discarded if its processing is not completed within this budget. The first term of the summation in \( (17) \) represents the success reward, a positive reward if the task is successfully completed and negative reward if timeout failure is encountered, which depends on both offloading decisions of arrived fog node \( i \) and resource allocation decision of the processing fog node. The second term describes the overflow cost which defines whether the task is dropped because the slice buffer is already full, thus it is related to the buffer status of processing fog node \( b_{f_{i,k}} \). Moreover, \( \xi_k \) is a constant weighting factor that balances the importance of the overflow failure for tasks of slice \( k \).

### B. Cooperative games by independent learners

Although each fog node’s main goal is to optimize its own service performance and its resource interests, the fog nodes must still coordinate on the resource flows between neighboring nodes in order to achieve a meaningful solution from an overall system perspective \([49]\). In addition, the service performance experienced by service tasks during the processing is determined by the offloading and the resource allocation decisions of all fog nodes. Therefore, our stochastic game, sometimes called Markov game, follows a cooperative network to maximize the common goal rather than a competitive game where each fog node has opposing goals \([50], [51]\). More precisely, we apply cooperative scenarios between independent multi-fog nodes where the fog nodes share their local rewards with others as feedback information. This decision-making problem implies that independent fog nodes perceive the common reward that is associated with each joint-action while estimating the value of their individual actions solely based on the rewards that they receive for their actions. Therefore, this reduces the feedback and memory overheads considerably compared to joint-action learning schemes where the fog nodes share their reward, observation, and action sets with others to maintain a model of the strategy of other agents. As such, at each time step, each node executes an individual action, with the joint goal of maximizing the average rewards of all nodes which can be formally formulated as
\[ \psi(t) = \sum_{i \in \bar{I}} \psi_i(O_i(t), X(t)). \quad (18) \]

Thus, each node’s reward is drawn from the same distribution, reflecting the value assessment of all nodes \([53]\). Moreover, the convergence performance of joint-action learning schemes is not enhanced dramatically despite the availability of more information due to the exploration strategy \([53]\). As detailed in section \([\text{II}]\) the reward feedback is transmitted through
inter-SDN communications to the SDN controllers of all the fog nodes for the decision-making process. In summary, the decision-making process at each fog node is fully distributed for real-time task offloading and resource management while communications between SDN controllers aims to exchange less time-sensitive reward information.

IV. LEARNING THE OPTIMAL OFFLOADING AND RESOURCE ALLOCATION POLICIES

In this section, we propose a Q-learning-based optimal policy solution to address the limitations of the traditional approaches and discuss deep recurrent Q-networks (DRQN) which can better approximate actual Q-values from sequences of observations, leading to better policies in a partially observable environment.

A. Optimal policy solution using Q-learning

In the case where the system has access to transition probability functions and rewards for any state-action pair, the MDP can be solved through dynamic programming (DP) approaches to find the optimal control policy \([55, 56]\). However, in our cases, the system cannot precisely predict the transition probability distributions and rewards. To address this limitation, reinforcement learning is proposed in which the lack of information is made by making observations from experience \([28]\). Among the different reinforcement learning techniques, Q-learning is used to find the optimal state-action value for any MDP without an underlying policy. Given the controlled system, the learning node \(i\) repeatedly observes the current state \(O_t\), takes action \(X_t\) that incurs a transition, then it observes the new state \(O_{t+1}\) and the reward \(\psi_t\). From these observations, it can update its estimation of the Q-function for state \(O_t\) and action \(X_t\) as follows:

\[
Q_t(i, O_t, X_t) \leftarrow (1 - \alpha) \cdot Q_t(i, O_t, X_t) + \alpha \cdot (\psi_t + \gamma \max_{X' \in X} Q_t(i, O_{t+1}, X')).
\]

where \(\alpha\) is the learning rate \((0 < \alpha < 1)\), balancing the weight of what has already been learned with the weight of the new observation, and \(\gamma\) is the discount factor \((0 < \gamma < 1)\). The most common action selection rule is the \(\epsilon\)-greedy algorithm that behaves greedily most of the time i.e., Greedy selection \((X_t = \arg \max_{X'} Q_t(i, O_t, X'))\) and explores other options by selecting a random action with a small probability \(\epsilon\). This greedy selection and the \(\epsilon\) probability of random selection are called exploitation and exploration, respectively. Non-optimal action selection can be uniform during exploration (\(\epsilon\)-greedy algorithm) or biased by the magnitudes of Q-values (such as Boltzmann exploration).

Moreover, we discuss the computational complexity of the Q-learning algorithm. The Q-algorithm requires storing a \(|\mathcal{O}| \times |\mathcal{X}|\) size table of Q-values, i.e., \(Q_t(\mathcal{O}, \mathcal{X})\) for all \(\mathcal{O} \in \mathcal{O}\) and \(\mathcal{X} \in \mathcal{X}\). In our problem, the size of local observation spaces \(|\mathcal{O}_i|\) and local action spaces \(|\mathcal{X}_i|\) is calculated as \(2^{2 \times (1 + \bar{b}_{i,k})^2} \times (1 + N_i^c)(1 + N_i^m)\) and \((1 + 2)^K \times 2^{(1 + \bar{b}_{i,k})^2} \times (1 + N_i^c)(1 + N_i^m)\), where \(I = 5\), \(K = 3\), \(\bar{b}_{i,k} = 5\), \(N_i^c = 5\), \(N_i^m = 5\), and \(|\mathcal{O}_i| = 5\), one node \(i\) has to update a total of \(9.955 \times 10^8\) Q-function values, which makes it impossible for the conventional Q-learning process to converge within a limited number of time steps. This problem is even more pronounced in multi-agent scenarios, where the number of joint actions grows exponentially with the number of agents in the system.

B. Convergence to equilibrium

\(\pi_t^i\) of a node \(i\) is the optimal policy to other nodes. Recall from fictitious play \([54]\), the exploration strategy is required to be asymptotically myopic to ensure that Nash equilibrium will be reached in multi-agent RL strategies. An action selection rule \(\pi_t\) is said to be asymptotically myopic if the loss from agent \(i\)'s choice of actions at every given history \(\pi_t\) goes to zero as \(t\) proceeds \([54]\):

\[
\psi(\pi_t) \not\to \max_{\psi(\pi_i)} \| \psi(\pi_i) \|_{\pi_t} \in \mathcal{X}(O_t), \tag{20}
\]

as \(t \to \infty\), where \(\psi\) denotes the reward function. Therefore, the independent multi-agent Q-learning in cooperative systems will converge to equilibrium almost surely when the following conditions are satisfied \([52]\):

- The learning rate \(\alpha\) decreases over time such that \(\sum_t \alpha = \infty\) and \(\sum_t \alpha^2 < \infty\).
- Each node visits every action infinitely often.
- The probability \(P_t^i(x)\) that node \(i\) selects action \(x\) is nonzero, \(x \in \mathcal{X}(\alpha)\).
- The exploration strategy of each node is exploitative such that

\[
\lim_{t \to \infty} P_t^i(\pi_t) = 0,
\]

where \(\pi_t\) is a random variable denoting a non-optimal action was taken based on estimated Q-values of node \(i\) at time \(t\).

The first two conditions are required for convergence in Q-learning, while the third ensures that nodes explore with a positive probability at all times, which will ensure the second condition. Last but not least, the fourth condition guarantees that agents exploit their knowledge as the number of time steps increases. In fact, convergence of Q-learning does not depend on the exploration strategy used, which implies that there is no rule to choose actions as long as every action is visited infinitely often. However, effective exploration strategies will encourage long run optimal equilibrium \([52]\). To this end, we propose an adjusted exploration-exploitation method in the next subsection.

C. Deep Q-learning with nonlinear transformation

To solve the scalability issues of Q-learning, we adopt Q-learning with a neural network, called deep Q-network (DQN). The DQN embraces the advantage of deep neural networks (DNNs) to train the learning process at each node \(i \in I\), thereby improving the learning speed and the performance of Q-learning algorithms.

The Q-network can be trained by iteratively adjusting the weights \(\theta\) to minimize a sequence of the loss function, \(\mathcal{L}_i(\theta^t)\), where the loss function at time slot \(t\) is defined
in (18). Precisely, given a transition $(O_i^t, X_i^t, \psi_i^t, O_i^{t+1})$, the weights $\theta_i^t$ of the Q-network of node $i \in I$ are updated in a way that minimizes the squared error loss between the current predicted Q-value of $Q_i(O_i^t, X_i^t)$ and the target Q-value of $[\psi_i^t + \gamma \max_{X_i \in X_i} Q_i(O_i^{t+1}, X_i^t)]$. The gradient of the loss function in (21) with respect to the weights $\theta_i^t$ is given by (22).

Moreover, in the DQN algorithm, the experience replay technique is adopted as the training method to address the instability of the Q-network due to the use of non-linear approximation functions [29]. Hence, the transition experiences, $e_i^t = (O_i^t, X_i^t, \psi_i^t, O_i^{t+1})$ are stored into a replay buffer $M_i = \{e_i^{t-2}, \ldots, e_i^t\}$, where $D_i$ is the replay buffer capacity. Due to possible delays in the reward feedback between fog nodes, the past transition experiences may need to wait in the temporal replay buffer to combine the rewards (as in [58]), where they are transferred to the replay buffer as soon as it is ready. At each time step, instead of the most recent transition $e_i^t$, a random mini-batch $N_i$ of transitions from the replay memory is chosen to train the Q-network by node $i$. Furthermore, every $C$ time steps, the network $Q_i$ is duplicated to obtain a target network $\hat{Q}_i$, which is used for generating the target Q-value for the following $C$ updates to $Q_i$.

In addition, to guarantee the convergence and accuracy of the neural network, we adopt an adjusted exploration-exploitation scheduling method. At the beginning of the process, the agent with a normal $\epsilon$-greedy algorithm selects more random actions with a probability $\epsilon = \epsilon_{\text{start}}$ to encourage initial exploration. Then, the exploration rate is asymptotically decayed with $\epsilon_{\text{decay}}$ until it reaches a certain minimum value $\epsilon_{\text{min}}$ and is preserved until the last iteration. Since $\epsilon_{\text{min}}$ is a very small number, after this initial exploration phase, most decisions take the highest estimated value at the present iteration. However, this often leads to a sub-optimal policy due to exploiting bad estimates of the Q-value which were learned during the early iterations and insufficient exploration in large state-action space cases. To deal with this problem, the adjusted exploration-exploitation method allows the agent to shift back into exploratory mode every $R^e$ time slots, where the starting exploration probability $\epsilon_{\text{start}}$ is decreased $\delta^e (0 < \delta^e < 1)$ times every update. Therefore, this method efficiently avoids the exploitation of incorrect actions by selecting better estimates of the Q-value as the learning progresses. The optimal control policy learning implementation using the DQN algorithm is illustrated in Fig. 2.

D. Deep-recurrent Q-learning for partial observability

Another problem is that estimating a Q-value from an immediate observation in DQN can be arbitrarily wrong since the network states are partially observed and hinge upon multiple users [58]. Any system that requires a memory of more than an immediate observation will appear to be non-Markovian because the future system states depend on more than just the current input. This issue can be solved by allowing the agent to perform temporal integration of observations. The solution adopted in [29] stacks the last four observations in memory and feeds them to the convolutional neural network (called DCQN) instead of a single observation at a time. However, the DCQN takes in a fixed size vector as input, a stack of 4 observations in [29], which limits its usage in situations that involve a sequence type input with no predetermined size. In order to address this issue, we implement a DRQN which replaces the DCQN’s first fully connected layer by a recurrent layer. By utilizing a recurrent layer, the neural network will be able to learn its output depending on the temporal pattern of observations by maintaining a hidden state that it computes at every iteration. The recurrent layer can feed the hidden state back into itself, and thus it can maintain internal states and aggregate observations.

However, during backpropagation, vanilla recurrent neural networks suffer from the vanishing gradient problem, which makes layers that get a small gradient value stop learning, and thus neural networks may forget important information from the beginning. To tackle this problem, we use Gated Recurrent Unit (GRU) for the recurrent layer. Similar to Long short-term memory (LSTM), GRU was introduced as a solution to the short-term memory of vanilla recurrent neural networks [59]. The main concept of GRUs is a gating mechanism, which can learn which information is relevant to keep or forget during training in the recurrent network. GRU has two gates (reset and update) and is known to be computationally more efficient and faster than LSTM which consists of three gates (forget, input, and output) and cell state, while its performance is comparable to LSTM [59], [60]. The proposed DRQN structure is illustrated in Fig. 3.

\[
G_c^t = \sigma(W_c^c S^{t-1} + W_c^c G_c^t + \text{bias}_c), \\
G_r^t = \sigma(W_r^c S^{t-1} + W_r^c G_r^t + \text{bias}_r), \\
S' = \text{tanh}(W^s(G_c^t \odot S^{t-1}) + W^s G_r^t + \text{bias}), \\
S_i = G_c^t \odot S^{t-1} + (1 - G_r^t) \odot S',
\]

where $G_c^t$ and $G_r^t$ are reset and update gates, respectively. With that, the recurrent network can learn how to use some of its
The proposed DRQN structure with GRU.

Figure 3. The proposed DRQN structure with GRU.

units to selectively cancel out the irrelevant information and protect the state. Sigmoid and Tanh activation functions can make these decisions by filtering values between 0 and 1 for each state element.

Algorithm 1 details the procedure of the proposed learning algorithm at fog node $i$. The neural network takes the state sequence as an input to the first convolutional layer. Since the valid action space is dependent upon the current state value, we involve a step in the action selection that sets the probability of invalid actions to zero and re-normalizes the sum of the probabilities of the other actions to 1.

V. PERFORMANCE EVALUATION

In this section, we quantify the performance gain from the proposed DRQN-based learning algorithm for heterogeneous task offloading and resource allocation problems in multi-fog networks using numerical experiments based on Python-TensorFlow simulator. We used three different environments for fog networks using numerical experiments based on Python-TensorFlow simulator. We used three different environments.

A. Simulation settings

For our simulations, we consider a fog layer consisting of five fog nodes that are randomly distributed within a network area of $100 \times 100$ m$^2$. In addition, a total of three different slices are created on top of each fog node. Slice characteristics are customised by the two-level of heterogeneity, namely the resource demands types and delay constraints, which are summarized in Table I. As an example of slice characteristics in Table I, slice $k$ can be dedicated to Standard resource type services to meet the delay-critical constraint. To obtain realistic values for the processing capacities of fog nodes, we use the CPU processing densities and memory sizes from [47] which used real applications data including a YouTube video data set in [57]. For slice $i$ at fog node $i$, the task arrivals follow a Bernoulli distribution with parameter $\lambda_{i,k}$ (in task/slot) and the packet size is 5·10$^6$ bits. Additionally, the buffer size in each slice is 10, which means that a maximum of 10 slice tasks can stay in the buffer concurrently until processing terminates. The path loss constant and exponent are set to 10$^{-3}$ and 4, respectively. The bandwidth for each fog node is 1MHz. The transmission power of the fog node is 20dBm, while the noise power density is -174dBm/Hz [8]. In regard to resource capacity distribution at fog nodes, the CPU speed of a fog node is randomly sampled from [5GHz, 6GHz, 7GHz, 8GHz, 9GHz, 10GHz], where the memory size of a fog node is randomly sampled from [2.4GB, 4GB, 8GB]. The allocation unit of CPU and memory resources are 1GHz and 400MB, respectively.

To evaluate the performance of different neural network settings, three neural networks are considered to estimate the Q-value in our simulation. For all of them, the output layer is a fully connected layer of $|X(i)|$ units, where $|X(i)|$ represents the dimension of the action set. Additionally, the activation function of the output layer is a linear activation function, which corresponds to the predicted Q-value of all possible actions. These neural networks differ from each other on the input layer and the hidden layers as detailed below.

1) DRQN: for the design of the deep recurrent Q-network, the input to the network consists of $|X(i)|$ units, where $|X(i)|$ is the dimension of the state set and $|X(i)|$ is the sequence size for the 1D-convolutional network. The
Algorithm 1: The deep recurrent Q-learning algorithm for approximating the optimal state-action value functions of a fog node $i \in I$ with experience memory

1. Set Initialize replay buffer $M_i$ to capacity $D_i$, state-action value function $Q_i$ with random weights $\theta_i$, target state-action function $\hat{Q}_i$ with weights $\theta_i' = \theta_i$.
2. While ($t \leq$ maximum iteration) do
3. Observe the arrival task $A^t_i$, buffer state $B^t_i$, $B^t_{i-1}$, resource status $R^t_i$ and combine them as $O^t_i$ and take $\hat{O}^t_i$ as an input to the DRQN network with parameter $\theta_i$, where $\hat{O}^t_i$ is a state sequence
4. Calculate $\epsilon = \max[\exp(-\epsilon_{\text{decay}} \cdot (t \mod \mathcal{R}^t)) + \log \epsilon_{\text{start}}], \epsilon_{\text{min}}]$, and choose random action $X^t_i$ from valid action spaces $X(O^t_i)$ with probability $\epsilon$ otherwise select $X^t_i = \arg \max_{X^t_i} Q_i(O^t_i, X^t_i; \theta_i)$
5. Execute action $X^t_i$, offload tasks according to $X^t_i$ and allocate the resource according to $X^t_i$
6. Observe local reward $\psi^t_i$, next state $O^{t+1}_i$ and receive reward feedback from other nodes $\psi^t_j
7. Save transition $(O^t_i, X^t_i, \psi^t_i, O^{t+1}_i)$ in $M_i$
8. Sample a random mini-batch from $M_i$, $N_i = (O^t_i, X^t_i, \psi^t_i, O^{t+1}_i)$
9. Set $\gamma = \psi^t_i + \gamma \max_{X_{n}} X_i Q_i(O^{t+1}_i, X_{n}; \theta_{i-1}')$
10. Perform a gradient step in (19) with respect to the parameter $\theta^t_i$
11. Every $C$ time step, reset the target network parameters $\theta^t_i' = \theta^t_i$
12. Every $\mathcal{R}^t$ time step, update $\epsilon_{\text{start}} = \delta^i \cdot \epsilon_{\text{start}}$ and $\epsilon_{\text{decay}} = -\log \epsilon_{\text{min}} - \epsilon_{\text{start}} / \epsilon_{\text{decay}}$
13. $t \leftarrow t+1$

Table II

| Resource Types | Critical | Delay Constraints | Tolerant |
|----------------|----------|-------------------|---------|
| Standard       | $D^\text{max} = 10\text{ms}$ | $L^c = 400\text{cycles/bit}$ | $L^m = 400\text{Mbytes}$ |
|                |          | 50ms              | 400 Mbytes          |
|                |          | 100ms             | 400 Mbytes          |
| CPU intensive  | $D^\text{max} = 10\text{ms}$ | $L^c = 600\text{cycles/bit}$ | $L^m = 400\text{Mbytes}$ |
|                |          | 50ms              | 600 Mbytes          |
|                |          | 100ms             | 600 Mbytes          |
| Memory intensive | $D^\text{max} = 10\text{ms}$ | $L^c = 200\text{cycles/bit}$ | $L^m = 1200\text{Mbytes}$ |
|                |          | 50ms              | 200 Mbytes          |
|                |          | 100ms             | 200 Mbytes          |

Table III: Simulation cases according to the three slices’ characteristics

| Case   | fog slice-1 | fog slice-2 | fog slice-3 |
|--------|-------------|-------------|-------------|
| case-1 | Standard    | CPU-intensive | Memory-intensive |
|        | Delay-Critical | Delay-Critical | Delay-Critical |
|        | All slices have the same delay constraint, but different resource type tasks |
| case-2 | Standard    | Standard    | Standard    |
|        | Delay-Critical | Delay-Sensitive | Delay-Tolerant |
|        | All slices have the same resource type tasks, but different delay priorities |
| case-3 | Standard    | CPU-intensive | Standard    |
|        | Delay-Critical | Delay-Critical | Delay-Sensitive |
|        | Some slices have the same resource type tasks, but different delay priorities and some vise versa |

In the all experiments, we use the Adam optimizer with a learning rate of 0.001 and learning starts after $10^4$ iterations. A discount factor $\gamma$ of 0.98 is used in the Q-learning update. The replay memory size of $D_i$ is $10^4$. The target network parameters $C$ is updated every $10^3$ time slots. We use a mini-batch size of 32 transition samples per update. The $\epsilon$-renewal factor $\delta^i$, $\epsilon$-renewal rate $\mathcal{R}^t$, $\epsilon_{\text{start}}$ and minimum-$\epsilon$ $\epsilon_{\text{min}}$ are set to 0.9, 5000, 1 and 0.01, respectively.

For performance comparisons, the existing methods are simulated as baseline schemes. Given the large state and action spaces in the problem considered, we compare methods that are practicable using limited computational resources. Specifically, one baseline offloading method is used as follows:

- **Threshold Offloading with Nearest Node selection:** The node offloads its tasks only if the buffer is above a certain threshold and we set the threshold to 0.8 which implies that the task is to be offloaded if the buffer is more than 80% full. Also, the node selects the most adjacent neighboring node aiming to minimize communication delays and energy consumption which is an offloading algorithm widely used in IoT and device-to-device communications.

On the other hand, two conventional resource allocation algorithms are simulated as baseline schemes, namely:

- **Round Robin (RR):** this algorithm allows every slice that has tasks in the queue to take turns in processing on a shared resource in a periodically repeated order.
- **Priority Queuing (PQ):** this algorithm handles the scheduling of the tasks following a priority-based model. Tasks are scheduled to be processed from the head of a given queue only if all queues of higher priority are empty, which is determined by a delay constraint.

For different evaluation scenarios, we specifically assign three different cases in terms of slices’ characteristics to analyze how each slice’s different resource demands and delay priorities are interrelated to each other. Thus, the three simulation cases according to the three slices’ characteristics are summarized in Table III. It is noted that this evaluation can simply second convolutional hidden layer are followed by two fully-connected layers with ReLU, the first one has 128 units and the second has 64 units.

3) **DQN:** we use four fully-connected hidden layers consisting of 64, 128, 128, and 64 units with ReLU.

The first hidden layer convolves 32 filters with a kernel size of 3 and applies a Rectified Linear Unit (ReLU). The second hidden layer convolves 64 filters with a kernel size of 3, again followed by a ReLU. This is followed by a recurrent layer in which we use GRU. The number of units in the GRU cell is 128 and the sequence length is 10. The final GRU state is followed by a fully connected layer with ReLU, which has 64 units.

2) **DCQN:** the deep convolutional Q-network is almost identical to the deep recurrent Q-network except for a recurrent hidden layer. The resulting activations from the first convolutional hidden layer convolves 32 filters with a kernel size of 3 and applies a Rectified Linear Unit (ReLU). The second hidden layer convolves 64 filters with a kernel size of 3, again followed by a ReLU. This is followed by a recurrent layer in which we use GRU. The number of units in the GRU cell is 128 and the sequence length is 10. The final GRU state is followed by a fully connected layer with ReLU, which has 64 units.

For different evaluation scenarios, we specifically assign three different cases in terms of slices’ characteristics to analyze how each slice’s different resource demands and delay priorities are interrelated to each other. Thus, the three simulation cases according to the three slices’ characteristics are summarized in Table III. It is noted that this evaluation can simply
be expanded by configuring Table II and Table III to suit the needs of the fog network.

B. Performance analysis

In this subsection, we evaluate the performance of the proposed algorithm by comparing the simulation results under different system parameters.

1) Complexity analysis: In this section, the memory complexity and processing time of the proposed algorithm are investigated. The proposed DRQN-based learning algorithm described in Section IV-C requires storing a replay buffer which consists of the state $O^t$, action $X^t$, reward $\psi$, next state $O^{t+1}$, and valid action spaces of the next state $\Xi(O^{t+1})$ for the target Q-network. In single transition experience, the state, action, and reward require storing a length $A_t + \text{len } B_t + \text{len } R_t = 3 \times K \times 2$ size array of decimal values, single integer numbers, and single float numbers, respectively. Moreover, the valid action space of the next state is an $|X_t|$ size array of binary values, where $\Xi[X'] = 0$ if $X' \notin X_t$ is invalid in state $O^{t+1}$, otherwise $\Xi[X'] = 1$. Finally, using the parameters in Section IV-A, the proposed algorithm requires much less memory than the conventional Q-learning algorithm, i.e., approximately 2.8GB compared to 7.24TB. It is worth mentioning that we leverage a Python-based simulator where all simulation cases. The main reason behind this is that the object.

Furthermore, multi-node learning alleviates the overhead of the network infrastructure as well as improves the system response time, compared to the centralized architecture. In our simulation, assuming each node is equipped with a single CPU, the processing time per iteration is around 0.04s. Moreover, the proposed neural network model can be trained in parallel on multiple CPUs or GPUs to improve the training time and memory usage.

2) Convergence performance: In this experiment, we evaluate the convergence property of different neural networks with the above parameter settings to confirm whether the proposed deep reinforcement learning-based algorithm can achieve stable performance. To quantify the impact of task traffic status on the convergence performance, we implement two different average task arrival rates, which are categorized into normal($\lambda=0.6$) and heavy($\lambda=0.8$), where $\lambda$ is the average task arrival rate per slice at the fog node. Since the uniform random policy runs for $10^4$ iterations at all nodes before learning starts, the total average reward value is not enhanced during this time and thus we show the average total reward of fog nodes after they start learning their networks. Once each node starts learning its own state-action value functions with a preassigned neural network, the total average rewards are increasing and asymptotically converge after around $1.5 \times 10^4$ iterations as shown in Fig. 5. In regard to the average task arrival rate, when the nodes receive a smaller number of tasks per time slot, the average total reward value is larger over all simulation cases. The main reason behind this is that the number of successfully processed tasks with limited resources of fog nodes is higher when a fewer number of tasks are waiting in the buffer and also that the buffers are less likely to be overflown. Given the findings from this experiment, the proposed algorithm using DRQN can achieve greater total reward compared to DQN and DCQN. This result implies that DRQN controllers can handle partial observability by retaining some memory of previous observations to help the nodes achieve better decision making.

3) Performance under different characteristics of fog slices: This experiment mainly aims to demonstrate the performance in terms of the average processing success rate, the average overflow rate, and the average task latency under different characteristics of fog slices as shown in Table III. Like the previous experiment, two kinds of traffic demands, normal and heavy, are used for evaluation. Fig. 5 and Fig. 6 illustrates the average success rate of tasks and the average overflow rate per fog node. From Fig. 5 (a) and Fig. 6 (a), it can be observed that the proposed scheme using DRQN achieves the highest average success rate. Moreover, as the traffic requested increases, a larger number of tasks fail to attain their delay performance requirements due to the lack of resources. Comparing the three cases, when the nodes are requested the same traffic rate but demanding high computation and memory resources (Case-1), fog nodes are more likely to experience a lower success rate. This is because the processing time takes longer with limited resources, which also leads to failure of the delay requirements.

In Fig. 5 (b) and Fig. 6 (b), it is shown that, when implementing baseline methods, extremely large amounts of tasks are dropped due to overloading buffers. This is because fog nodes always select the most proximate fog node to offload their tasks, where the same fog node can be selected by several neighbors and thus its buffers will fill up quickly with tasks from multiple neighboring nodes. Furthermore, the resource allocation methods also affect the overflow performance. As we mentioned, the slices with large resource demands take more processing time than the slices with small resource demands. Thus, when implementing RR and PQ methods, there is unfairness in the allocation of slices with small resource demands, which induces the high number of task drops from overloaded buffers. On the other hand, even though slices of Case-2 constitute the tasks with the same resource demands, their overflow rate is higher than that of Case-1 and Case-3. The difference in Case-2 is that the fog slice-3 of nodes are dedicated to delay-tolerant tasks where tasks of this slice can stay in the buffer until they exceed their large delay limit. Hence, the average processing success rate from Case-2 is higher due to relatively adequate delay limits, while the average overflow performance is worse. However, the proposed algorithm can offload their tasks to different neighboring nodes depending on their buffer and resource status and avoid unfairness among slices with different priorities in the resource allocation process, leading to an increased average success rate. Moreover, Fig. 5 and Fig. 6 show that the variances of the success and overflow rates indicated by the error bars vary from one algorithm to the other. The error bars of these figures represent the largest value as the upper limit and the smallest
value as the lower limit among all the nodes. For example in Fig. 5(a), the success rate of Case-2 using DRQN has a mean of 95.6\% and varies between 95.3\% to 96.1\%, while the success rate of Case-2 using nearest node selection with PQ resource allocation has a mean of 62.1\% and varies between 36.8\% to 90.8\%. We can clearly see that the variability of the task success rate between fog nodes is greater for baseline methods than for the proposed algorithms, where the same trend is shown in the overflow rate. This result indicates that the proposed algorithm discourages selfish behavior in nodes and achieves a win-win cooperation between fog nodes by making rational offloading and resource allocation decisions.

Fig. 7 illustrates the average task delay under different cases. In contrast to the baseline methods, the proposed algorithm decreases the average task delay by selecting a neighboring fog node that minimizes transmission delay as well as waiting time in the buffers and allowing distinct resource allocation with respect to characteristics of each slice.

4) Performance under different task arrival rates: In this experiment, we consider how the task arrival rates impact the average performance in terms of the average processing success rate, the average overflow rate, and the average task latency per slice. In this simulation, we set all fog nodes’ slice characteristics to Case-2. In Fig. 8(a), as the task arrival rate increases, more tasks fail to be completed within their delay limits. Similar observations can be found from Fig. 8(b) where more tasks are dropped when the task arrival rate increases from 0.5 to 0.9. The reason behind this is that, as the task arrival rate increases, the waiting time becomes longer due to the larger number of tasks waiting in the buffer, which means that the tasks are more likely to fail their delay requirements or be dropped if they arrive when the buffer is full. Meanwhile, over the variation of the task arrival rate, the maximum success rate and minimum overflow rate is achieved from the proposed algorithm. Moreover, as shown in Fig. 8(c), the DRQN-based algorithm has the lowest average delay in Case-2. These empirical results show that temporal integration of observations
from a recurrent network allows the nodes to coordinate in their choices without knowing the explicit state and action sets of the others which makes the proposed DRQN-based algorithm relatively robust to the dynamics of the partially observable environment. These results also demonstrate that intelligently distributing resources to slices requiring different delay constraints makes a huge impact on the overall system performance.

VI. CONCLUSION

In this paper, we devised a joint heterogeneous task offloading and resource allocation algorithm whose goal is to maximize the processing tasks completed within their delay constraints while minimizing the task drops from buffer overflows. The SDN-based fog network we consider has multiple fog nodes that are coordinating to achieve the best overall network performance without knowing the explicit status of other fog nodes. In the presence of uncertainties stemming from task demands and resource status, we formulate the problem as a partially observable stochastic game and apply cooperative multi-agent deep reinforcement learning with a global reward that aims to maximize the common goal of nodes and stabilize the convergence property. Further, we implement a recurrent neural network to tackle the partial-observability by maintaining internal states and aggregating temporal observations. The simulation results show that the proposed DRQN-based algorithm can achieve a higher average success rate and lower average overflow than DQN and DCQN as well as non-deep learning based baseline methods. In the future, we will extend the multi-agent learning to scenarios for agents in large-scale fog networks with differing reward functions.
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