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Abstract—Covering from photography to depth and spectral estimation, diverse computational imaging (CI) applications benefit from the versatile modulation of coded apertures (CAs). The light wave fields as space, time, or spectral can be modulated to obtain projected encoded information at the sensor that is then decoded by efficient methods, such as the modern deep learning decoders. Despite the CA can be fabricated to produce an analog modulation, a binary CA is mostly preferred since easier calibration, higher speed, and lower storage are achieved. As the performance of the decoder mainly depends on the structure of the CA, several works optimize the CA ensembles by customizing regularizers for a particular application without considering critical physical constraints of the CAs. This work presents an end-to-end (E2E) deep learning-based optimization of CAs for CI tasks. The CA design method aims to cover a wide range of CI problems easily changing the loss function of the deep approach. The designed loss function includes regularizers to fulfill the widely used sensing requirements of the CI applications. Mainly, the regularizers can be selected to optimize the transmittance, the compression ratio and the correlation between measurements, while a binary CA solution is encouraged, and the performance of the CI task is maximized in applications such as restoration, classification, and semantic segmentation.

Index Terms—Coded Aperture Design, Computational Imaging, Deep Learning, End-to-end Optimization, Regularization.

I. INTRODUCTION

THE light wavefront emitted or reflected by an object is modeled mathematically with the plenoptic function, considering that some application fields of the light as, spectral [1], temporal [2], spatial [3], polarization [4], depth [5], amplitude [6], phase [7], and angular views [8], can be encoded by an optical element known as coded aperture (CA). This modulation is useful in applications where directly capturing the incoming light is impractical or infeasible [9]–[11]. Besides, the CA alleviates the dimensionality mismatch without scanning through each of the plenoptic fields, since a proper encoding reduces the uncertainty in the recovery of specific wavefront dimensions through computational processing after acquiring projected encoded measurements with an optical coding system [12]. We refer to as optical coding system to any architecture that incorporates a CA in the setup.

Analytically, the CA is modeled as a tensor array where each spatial location has a particular response to the incoming wavefront. According to the nature of the entry values they can be found polarizer CA [4], complex-modulating CA [10], phase CA [13], intensity-modulating CA [14], among others. This work focuses on CAs modulating the intensity through (i) binary CA (BCA) [15], with opaque and translucent elements that completely block or let pass the wavefront, and (ii) real-valued CA [16] that attenuates the wavefront at different levels. Figure 1 a. shows a real-valued and a BCA whose entries represent the attenuation and block/unblock effects. The BCA provides the benefits of lower storage requirement [17], higher speed during the integration time of detection [18], and easier fabrication and calibration, with the current technology, in comparison to the real-valued CA [19].

The projected encoded measurements can be used to recover different fields depending on the modulation. To name, compressive spectral imaging systems (CSI) modulate the spatial-spectral field acquiring multiple projections of the scene [12]:

![Fig. 1. Proposed E2E Approach. (i) The sensing protocol is modeled as a learnable optical layer whose trainable parameter is the CA. A set of scenes passes through the optical layer to obtain the projected measurements that enter to the hidden convolutional layers up to the loss function to achieve the specific task. The error propagates back up to the CA.](image-url)
compressive imaging systems (CIS) modulate the spatial field acquiring a set of multiplexed versions to recover a gray-scale image [17]; coded polarization imaging systems (CPI) modulate the polarization field through a micropolarizer array [21]; coded depth imaging systems (CDI) acquire depth-dependent blurred versions of the scene [20]; coded diffraction patterns (CDP) modulate the phase and amplitude of the scene [7]; and compressive light-field systems (CLF) modulate the spatial-angular information and acquire 2D light-field projections [8]; Figure 1 b. lists the above mentioned optical coding systems and relates them with the corresponding application field.

The performance of computational imaging (CI) tasks from projected encoded measurements such as, recovery [22], segmentation [23], classification [24], detection [25] and parameter estimation [26], depends on both, the computational processing method and the sensing protocol [27]. Hence, a line of research focuses on computational processing methods from projected encoded measurements, commonly based on optimization problems using prior knowledge through a regularizer that penalizes the main cost function. To name, [28] assumes low total-variation to exploit the smooth transitions in the spatial domain; [29] assumes sparsity to exploit the sparse representation of the scene with few non-zero coefficients in a given basis; and [30]–[34] assume low-rank to exploit the high structural correlations. Nonetheless, prior based methods do not represent the wide variety and non-linearity of the underlying scene, in which the entire reconstruction of the image from the projected encoded measurements is commonly required to then achieve an acceptable quality when performing high-level tasks. Recent data-driven deep-learning (DL) approaches employ the growing amount of available datasets to learn a non-linear transformation that maps the projected encoded measurements to the desired output, such that, high-level tasks are directly addressed from the projected encoded measurements by easily changing the deep neural network (DNN) architecture and the loss function [24], [35].

Meanwhile, another line of research focuses on the sensing protocol, particularly, on the design of the light wavefront response at each entry of the CA, known as spatial distribution. For this, [19], [36] adopt hand-designed assumptions based on prior knowledge of the sensing protocol; and [1], [37]–[39] adopt theoretical constraints as mutual coherence and concentration of measure. The design of a BCA is preferred over a real-valued CA due to its easy implementation and calibration in the physical system. Nonetheless, the mathematical design of BCAs connotes the solution of an integer programming problem whose complexity is NP-complete [40], where efficient gradient-descent-based methods do not guarantee lying in a feasible solution at each iteration. Hence, most of previous methods relax the complexity by applying a thresholding operation; the process of designing binary elements in the CA is commonly known as binarization. Further, most of the methods adjust empirically critical assembling properties, such as the amount of light that passes through the CA, known as transmittance [41], the number of captured projections with different CAs, known as snapshots, the correlation between the CAs along the snapshots, and the sensing matrix conditionality, or significant modeling factors such as, manufacturing noise of CA, and number of trainable parameters, which together to the spatial distribution greatly determine the performance of optical coding systems [42].

Thus, at one end, DL methods employ accessible datasets to perform specific CI tasks independently of the sensing protocol determined by the CA, and at the other end, designed CAs surpass non-designed CAs, termed random CAs, in terms of storage, speed, and quality, but do not consider the available data and the imaging task. Aware of the importance of both, a novel end-to-end deep learning (E2E) approach focuses on simultaneously learning the parameters of the sensing protocol and the DNN by designed a fully-differentiable forward model of the optical coding system which is incorporated as a layer in the DNN to conduct any particular imaging task. To name, [43]–[47] model the sensing matrix as a fully-connected layer, coupled to a DNN for recovery or classification tasks. Nonetheless, most of these learned sensing matrices do not fit with the structure of implementable optical systems, especially in the case of BCAs. Hence, [48]–[52] include a piece-wise threshold function at the end of each forward step, [53] models the CA with the sigmoid activation function, and [24], [54] include a regularizer to address the binarization and obtain implementable sensing matrices. Although the latter strategy presents a more versatile approach to address the binarization, it does not consider the whole important assembling properties and modeling considerations, so that, the search of functions to regularize CA designs is an open field.

A reliable E2E approach then requires the selection of four fronts: a suitable optical coding system, the correct modeling of the CA, the accomplishment of a CI task, and the training of a DNN with proper loss and regularizer functions. However, previous methods present some gaps. First, they do not allow to deal with all four fronts at the same time and they can not be easily adapted for different purposes since they have been developed for a specific application at the time. Second, they do not consider the entire assembling properties of CAs, as transmittance, number of snapshots, correlation between snapshots, and sensing matrix conditionality. Third, they do not model issues as the number of trainable parameters and manufacturing noise. Therefore, we propose a customizable E2E approach that jointly designs the CA and learns a DNN for CI tasks which intrinsically employs specific fields of the plenoptic function as shown in Fig. 1 c. This general scheme is based on the incorporation of strategic regularizers in the loss function that accomplish particular properties of the sensing protocol design, especially of the CA. Then, we formulate a set of functions to decide the transmittance level, number of snapshots, correlation, and sensing matrix conditionality, and a family of functions to generate binary and real-valued CAs. We further introduce a dynamic strategy to choose the associated regularization parameter. Finally, we analyze the manufacturing noise and the number of trainable parameters in real setups. We validate the effectiveness of the proposal along three optical coding systems; three categories of images: gray-scale images, spectral images, and 3D images; and three CI tasks: restoration, classification and semantic segmentation.
II. MATHEMATICAL CONSIDERATIONS

The plenoptic function represents the electromagnetic wavefront emitted by an object when illuminated with a light source [55]. Assuming that a ray carries optical energy, this function can be modeled with at least eight dimensions as $f(x, y, z, \theta, \psi, t, \lambda, p)$, where $(x, y)$ stand for spatial, $z$ for depth, $(\theta, \psi)$ for angular views, $t$ for temporal, $\lambda$ for wavelength, and $p$ for polarization dimension. The acquisition of all dimensions is challenging because current optical systems rely on converting photons to electrons, i.e., they measure the photon flux per unit of surface area. Then, CAs are incorporated to encode a subset of the dimensions of the plenoptic function before being projected to the sensor.

A. Coded Aperture Ensembles

Considering the plenoptic function, the sensing protocol and CA can be modeled as 8-dimensional operators. This work focuses on protocols that modulate 2 or 3 dimensions at the time, where the CAs are modeled as 2D or 3D arrays. These models assume that the light response remains approximately constant over a spatial square region of size $\Delta_x \times \Delta_y$, named pixel, having a specific response to the incoming light.

A 2D CA, $\Phi(x, y) \in \mathbb{R}^{M \times N}$, mostly models the modulation of the spatial field of the plenoptic function determined by the following transmittance function

$$\Phi(x, y) = \sum_{i,j} \Phi_{i,j} \text{rect} \left( \frac{x}{\Delta_x} - i, \frac{y}{\Delta_y} - j \right),$$

for $i = 1, \ldots, M$, $j = 1, \ldots, N$ spatial pixels, where $\text{rect}()$ denotes the rectangular step function. When the continuous light response at the $(i, j)^{th}$ discrete location is modeled with the intention of generating a physical binary behavior, i.e. $\Phi_{i,j} \in \{0, 1\}$ to block (0) or unblock (1) the entire composition of the light, this model is referred to as BCA.

Unlike, when it is modeled as $\Phi_{i,j} \in [0, 1]$, this model is referred to as real-valued CA.

A 3D CA, $\Phi(x, y, \zeta) \in \mathbb{R}^{M \times N \times L}$, mostly models the 2D spatial distribution along a third dimension of the plenoptic function, determined by the manufacturing, configuration, or distance where the CA is placed with respect to the sensor. To name, the colored-CA models the 2D spatial distribution along the 1D spectrum, i.e. it contains the spectral response of various optical filters at each spatial location of the CA [1]; the polarizer-CA, models the 2D spatial distribution along the 1D polarization angle, i.e. it is a micro-polarizer array composed of small apertures of wire grid at different polarization angles [56]; the temporal-CA models the 2D spatial distribution along the time, i.e. it is a 2D CA whose spatial distribution changes faster against the integration time of the sensor [2]; and the depth-CA models the 2D spatial distribution along the depth, i.e. it is a set of 2D CAs placed between the lenses and the sensor to encode the depth and angular views [8].

Mathematically, a 3D CA is given by

$$\Phi(x, y, \zeta) = \sum_{i,j,\ell} \Phi_{i,j,\ell} \text{rect} \left( \frac{x}{\Delta_x} - i, \frac{y}{\Delta_y} - j, \frac{\zeta}{\Delta_\zeta} - \ell \right),$$

where $\zeta$ denotes the plenoptic function variable of interest, with $L$ discretizations of size $\Delta_\zeta$, and $\Phi_{i,j,\ell}$ is the wavefront response which can be binary $\Phi_{i,j,\ell} \in \{0, 1\}$, or real-valued $\Phi_{i,j,\ell} \in [0, 1]$, depending on the used technology. Figure 2 shows two 3D CA distinguishing between the physical scheme and the 3D mathematical structure that models the CA.

B. Coded Sensing Observation Model

The coded sensing observation model refers to the forward model to acquire a set of projected encoded measurements through any optical coding system independently of the nature and assembling properties of the CA. Mathematically, the projected encoded measurements obtained in one snapshot can be expressed as

$$g = \mathbf{H}_\Phi f + \eta,$$

where $g \in \mathbb{R}^m$ denotes the projected encoded measurements, $f \in \mathbb{R}^n$ denotes the underlying scene, $\mathbf{H}_\Phi \in \mathbb{R}^{m \times n}$ models the sensing matrix whose structure is determined by the setup of the optical coding system and the corresponding CA (\(\Phi\)), and $\eta \in \mathbb{R}^m$ stands for the noise. To highlight, the CA is the main customizable physical element in an optical coding system, so that, it highly determines the performance of the CI task when using projected encoded measurements. Further, some optical coding systems enable the acquisition of multiple snapshots of the same scene, assuming that the scene remains constant over a time-lapse, by easily varying the used CA. This process is referred to as multishot acquisition [17].

Mathematically, for a number of $S$ snapshots, each projected encoded measurement $\{g^s\}_{s=1}^S$ is obtained with a different sensing matrix $\{\mathbf{H}_{\Phi^s}\}_{s=1}^S$, modeled as in (3). The multishot acquisition process can be compactly expressed as

$$\tilde{g} = \tilde{\mathbf{H}}_\Phi f + \tilde{\eta},$$

where $\tilde{g} = [\{g^1\}^T, \cdots, \{g^S\}^T]^T$ stacks the projected encoded measurements, $\tilde{\mathbf{H}}_\Phi = [\{\mathbf{H}_{\Phi^1}\}^T, \cdots, \{\mathbf{H}_{\Phi^S}\}^T]^T$ stacks the corresponding sensing matrices, $\tilde{\Phi} = \{\Phi^s\}_{s=1}^S$ is a set containing the corresponding CAs, and $\tilde{\eta} = [\{\eta^1\}^T, \cdots, \{\eta^S\}^T]^T$ stacks the measurements noise. The ratio between the amount of observed measurements and the size of the underlying scene is known as compression ratio given by $\gamma = Sm/n$.

Fig. 2. Visual representation of two 3D CA. (a.) A colored CA whose third dimension discretizes the wavelength. (b.) A polarizer CA whose third dimension discretizes the polarization angles.
III. PROPOSED END-TO-END APPROACH

Our proposal aims to couple the design of the sensing matrix \( \mathbf{H}_\Phi \) together with the achievement of a CI task of interest using an E2E approach. Thus, it jointly optimizes the set of CAs \( \Phi \), and the parameters \( \theta \), of a chosen DNN \( \mathcal{M}_\theta(\cdot) \), by minimizing a cost function composed by the sum of the loss function \( \mathcal{L}_{\text{task}}(\cdot, \cdot) \) to achieve the task, and a customizable regularization function \( R_q(\Phi) \), that promotes particular properties in the set of CAs. Mathematically, given a set of \( K \) scenes \( \{\mathbf{f}_k\}_{k=1}^K \), and their corresponding task outputs \( \{\mathbf{d}_k\}_{k=1}^K \), our coupled optimization problem is formulated as

\[
\begin{align*}
\{\Phi^*, \theta^*\} & \in \arg\min_{\Phi, \theta} \mathcal{L}(\Phi, \theta; f, d), \\
\mathcal{L}(\Phi, \theta; f, d) &= \frac{1}{K} \sum_k \mathcal{L}_{\text{task}}(\mathcal{M}_\theta(\mathbf{H}_\Phi \mathbf{f}_k), \mathbf{d}_k) + \rho_q R_q(\Phi),
\end{align*}
\]

where, \( \rho_q > 0 \) is a regularization parameter.

Then, we follow a two-module procedure that models the encoder and decoder steps to solve (5). The first, referred to as the sensing protocol module, consists of an optical layer that learns the sensing matrix, \( \mathbf{H}_\Phi \), with the set of CAs \( \Phi \), as the trainable parameters. Notice that \( \Phi \) is regularized by the function \( R_q(\Phi) \), which aims to guarantee the formation of CAs that satisfy specific implementability, transmittance, number of snapshots, correlation between snapshots, and controllability constraints. The optical layer is directly connected to the second module, referred to as the task module that consists of a chosen trainable DNN with various hidden layers to conclude a task. Figure 1 outlines the coupled E2E proposed approach. It can be seen that the CAs directly affect the task and vice versa, since the backward step to update the values of \( \Phi \) takes into account the trade-off between the error given by the loss of the task, and the regularizer function of the CAs.

Remark that once the set of CAs is optimized for the task, the designed sensing matrix \( \mathbf{H}_\Phi \) can be used to acquire new projected encoded measurements \( (g) \), and the pre-trained DNN be applied to estimate the task output \( d \), as \( d = \mathcal{M}_\theta^*(g) \). Thus, the pretrained DNN is used as an inference operator.

Next subsections detail the constraints for designing CAs of a coding sensing protocol with the proposed regularizers.

A. Binary Coded Aperture Implementation Constraint

The binarization constraint is addressed by proposing a family of functions whose minima are obtained uniquely when the elements of the CAs are either \( 0 \) or \( 1 \). Then, it is incorporated in (5) as the regularizer \( R_1(\Phi) \) given by

\[
R_1(\Phi) = \frac{1}{S} \sum_s \sum_{i,j,\ell} (\Phi_{i,j,\ell}^s - 1)^2 p_1 (\Phi_{i,j,\ell}^s - 1)^2 p_2,
\]

where \( p_1, p_2 \in \mathbb{R}_{++} \) are two hyper-parameters that provide variability in the function curve as illustrated in Fig. 3 where the behaviour of the family of functions along three different combinations of the tuple \((p_1, p_2)\) is presented. In particular, if \( p_1 = p_2 \) the graph is symmetric, which turns in equal speed to converge to any of the minima when minimizing the function. Meanwhile, when \( p_2 > p_1 \) or \( p_1 > p_2 \), the function presents a bias that leads to a faster direction to converge to one of the minima, 0 or 1. Introducing \( p_1 \) and \( p_2 \) to control the bias will be useful to determine the transmittance of the designed CAs.

Further, works in [54], [57], [58] address the binarization constraint through CAs composed by \( \pm 1 \) values. We address this constraint by proposing a family of functions whose minima are found uniquely when the elements of the CAs are either \(-1\) and \(1\). Hence, the proposed family of functions is incorporated in (5) as the regularizer \( R_2(\Phi) \) given by

\[
R_2(\Phi) = \frac{1}{S} \sum_{s} \sum_{i,j,\ell} ((\Phi_{i,j,\ell}^s - 1)^2)^{p_1} ((\Phi_{i,j,\ell}^s - 1)^2)^{p_2},
\]

which generalizes the function presented in [24], [54]. Particularly, when \( p_1 = p_2 = 1 \), (7) produces the function used in [54] for reconstruction and in [24] for classification.

B. Real-valued Coded Aperture Implementation Constraint

The range of admitted values in a real-valued CA (\( \Phi \in [0, 1] \)) is wider than in the binary one, which mathematically results in a more relaxed constraint. However, the wider the range of values in the mathematical design, the harder the fabrication and calibration in the physical system [16]. This difficulty can be alleviated by fixing a set \( \{\kappa_d\}_{d=1}^D \in \mathbb{R} \) of different quantization levels to appear in the design. We address this real-valued constraint by proposing a family of functions whose minima are obtained uniquely when the elements of the CAs are the fixed quantization levels \( \kappa_d \). Then, we incorporate it in (5) as the regularizer \( R_3(\Phi) \) given by

\[
R_3(\Phi) = \frac{1}{S} \sum_{s} \sum_{i,j,\ell} \prod_d (\Phi_{i,j,\ell}^s - \kappa_d)^{p_d},
\]

where \( \{p_d\}_{d=1}^D \in \mathbb{R}_{++} \) are the hyper-parameters associated for each quantization level. Notice that (8) is a polynomial of degree \( \prod_d 2p_d \) whose range is always positive and whose roots correspond to the targeted quantization levels in the CA design. Thus, (8) is the generalization of our previous family of functions in (6) and (7) which are the particular cases of 2 target values, i.e., \( D = 2 \) with \( \kappa_1 = 0, \kappa_2 = 1 \) for (6), and \( \kappa_1 = -1, \kappa_2 = 1 \) for (7), respectively.

1Codification with negative values can be physically achieved by estimating and subtracting the mean light intensity from each measurement, which can be achieved with a full-one CA [17] For more physical details see [24].
C. Coded Aperture Transmittance Constraint

The transmittance level is a crucial property that affects the calibration of the optical coding system and determines the proper utilization of the light in the acquired measurements. Therefore, adjusting the transmittance level is an important step to accomplish a task. For instance, in spectral imaging, a high-transmittance level is desired to increase the signal to noise power ratio [59], unlike, in X-ray tomography, a low-transmittance level is desired to minimize radiation to the objects [60]. Specifically, varying the transmittance level unbalances the distribution of the quantization levels in the CA and produces an ill-conditioned sensing matrix; in consequence, the performance of the system can be affected. The general family of functions can indirectly control the transmittance level adjusting the hyperparameter \( \kappa \). Nonetheless, to achieve an exact targeted value we address this transmittance level constraint by proposing the following regularization function \( R_4(\Phi) \) that adjusts the transmittance level while affecting the less the possible performance of the system

\[
R_4(\Phi) = \frac{1}{S} \sum_{s} \left( \frac{\sum_{i,j,\ell} \Phi_{i,j,\ell} - T_r}{MN} \right)^2 ,
\]

where \( T_r \in [0, 1] \) is a customizable hyperparameter that denotes the targeted transmittance level, with 0 and 1 indicating to block or unblock all the incoming light.

D. Number of Snapshots Constraint

The aim of acquiring multiple snapshots is to efficiently increase the amount of observed information related to the properties of the scene improving the task performance. However, the number of snapshots implies a trade-off between the task performance and the needed time for acquiring and processing more snapshots [2]. Therefore, it is essential to determine the least amount of optimal snapshots \( S \) that achieve the highest performance. We propose to address this number of snapshots constraint by using the following regularizer

\[
R_5(\Phi) := \sum_{s'} \sum_{i,j,\ell} \left( \Phi'_{i,j,\ell} \right)^2 ,
\]

where \( S' \geq S \) is an upper bound for the number of snapshots determined by the user. This equation can be seen as the \( \ell_1 \)-norm through the snapshot dimension of the \( \ell_2 \)-norm of the vectorization of each CA. This formulation is based on the traditional \( \ell_2 \)-norm applied on matrices, which has been demonstrated to encourage all values in a column to be zero [61], [62]. Thus, \( R_5(\Phi) \) promotes all entries in a CA to be equal to zero, i.e., implying the no acquisition of the snapshots.

Notice that expression in \( R_5(\Phi) \) is not differentiable when all values of a CA are zero [62]. Hence, we employ the sub-gradient below in the backward step

\[
\frac{\partial R_5(\Phi)}{\partial \Phi_{i,j,\ell}'} = \begin{cases} 
\Phi'_{i,j,\ell}, & \varphi(\Phi'_{i,j,\ell}) \neq 0 \\
0, & \text{otherwise},
\end{cases}
\]

where \( \varphi(\Phi'_{i,j,\ell}) = \sqrt{\sum_{i,j,\ell} (\Phi'_{i,j,\ell})^2} \).

Notice that regularizers proposed up to this section are directly related to assembling properties of the CA, such as the implementability of the obtained quantization levels, the adjustment of the transmittance, and the selection of the number of snapshots to be acquired. Unlike, the following two regularizers are proposed in order to achieve a better performance in the solution of the CI task.

E. Multishot Coded Aperture Correlation Constraint

The correlation between the CAs \( \{\Phi^s\}^S_{s=1} \) used in a multishot acquisition scheme is crucial to increase the observed information of the underlying scene. Specifically, it has been demonstrated in [35] that the less correlated the CAs, the greater the amount of acquired with less snapshots. We address the correlation constraint by using a generalized function that minimizes the correlation between the \( S \) designed CAs. Then, we incorporate it in \( R_6(\Phi) \) given by

\[
R_6(\Phi) = \frac{\sum_{i,j,\ell} (\prod_{s} \Phi^s_{i,j,\ell})}{MN} .
\]

Observe that for \( S = 2 \), expression in \( (12) \) results in the numerator part of the Pearson correlation for two CAs [63].

F. Data Driven Conditionality Constraint

The conditionality constraint accounts for the sensing matrix structure \( \mathbf{H}_\Phi \), which should be linearly independent along its rows and columns, to ease its inversion while preserving the features after projection [23]. Authors in [19], [23], [60] address this aim by imposing the regularizer \( \|\mathbf{H}_\Phi \mathbf{H}_\Phi^T - cI\|_F \), where \( I \) denotes the identity matrix for a constant \( c \in \mathbb{R}_{++} \). We extend this regularizer by taking advantage of the available data such that the conditionality is improved according to the specific dataset of interest instead of for general acquisition. Hence, our proposal introduces the following regularizer in \( R_7(\Phi) \) to promote a data-driven improved conditionality in the sensing matrix

\[
R_7(\Phi) = \frac{1}{K} \sum_k \left\| \mathbf{H}_\Phi^T \mathbf{H}_\Phi f_k - f_k \right\|_2^2 .
\]

G. Modeling Considerations

1) Trainable Parameters: The number of trainable parameters is a key aspect in the efficiency and performance of the proposed E2E approach. Specifically, when the optical layer contains a set of \( S \) 2D or 3D CAs with \( N \times M \) and \( N \times M \times L \) elements, respectively, the number of trainable parameters ascends to \( SMN \) and \( SMNL \), respectively. This limits its use for large scale scenes because of the expensive computational memory requirements and the potential over-fitting problems [64]. We propose to reduce the number of trainable parameters by adding spatial structure to each CA so that a kernel \( \mathbf{Q}^s \) of size \( \Delta_n \times \Delta_m \ll N \times M \) is periodically repeated as follows

\[
\Phi^s = \mathbf{1} \otimes \mathbf{Q}^s ,
\]

for \( s = 1, \ldots, S \), where \( \mathbf{1} \) denotes a matrix of size \( \frac{N}{\Delta_n} \times \frac{M}{\Delta_m} \) with all elements equal to 1, and \( \otimes \) represents the Kronecker
product. Including such periodicity reduces the total number of trainable variables to $S \Delta_m \Delta_m$ and $S \Delta_m \Delta_m L$ for the 2D and 3D representation, respectively. Note that this model formulation enables to train some optical coding systems with small portions of the training images, known as patches, by training directly $Q^\ast$ [34]. In some 3D applications, this training parameter can be further reduced. For instance, in the colored CA each pixel can be expressed as a linear combination of $V < L$ fixed optical filters $\{w^v\in[0,1]^L\}_{v=1}^V$, so that, each element of the 3D kernel can be rewritten as

\[
Q_{i,j,\ell} = \sum_n w^v_n A^\ell_{i,j},
\]

where $A$ denotes the trainable weights of the linear combinations, and in consequence, the number of trainable parameters is reduced to $S \Delta_m \Delta_m V$.

2) Manufacturing Noise: The manufacturing noise represents a problem in the design of optical elements since it can lower the obtained benefits with the design when implemented in a real setup [10], [65]. To overcome this problem, an exhaustive calibration process over the real setup is carried out to achieve a performance as reliable as the sensing model used in the simulations. On the other hand, this problem can also be addressed by refining the noise modeling in the design. Therefore, we aim at considering two sources of perturbations at each step of the forward propagation in the E2E optimization, one into the projected measurements as expressed in (4), which commonly comes from the level of illumination [69], and the other into the CA, which commonly comes from the manufactured process [65]. We add the latter manufacturing noise as follows

\[
\Phi = \Phi + \eta,
\]

where $||\eta||_\infty < < ||\Phi||_\infty$, and the distribution of the noise $\eta$ varies according to fabrication processes.

Notice that these regularizes have been designed for specific purposes. However, some of them can be incorporated into the optimization problem to get the desired behavior.

IV. SIMULATION AND RESULTS

This section describes the experiments that quantify the performance and validate the effectiveness of the proposed customizable E2E approach for CI tasks. Each experiment considers a combination between the elements of the four fronts mentioned below, and summarized in Fig. 4 to ease the reading and understanding.

1) Three categories of CAs: BCA $\Phi_{i,j} \in \{0,1\}$; BCA $\Phi_{i,j} \in \{-1,1\}$; and real-valued CA with five quantization levels, i.e. $\Phi_{i,j} \in \{0,0.25,0.5,0.75,1\}$.

2) Three optical coding systems: (i) The single pixel camera (SPC) [17] using the MNIST dataset [67] with 60,000 images of $28 \times 28$ spatial pixels of hand written numbers from 0 to 9, where the input corresponds to different shots according to the compression ratio, and each number denotes a class. A detailed description of the employed SPC testbed can be found in the Supplementary Material. The coded aperture snapshot spectral imager (CASSI) [57] using two public datasets: the ARAD hyperspectral dataset [68] with 480 spectral images of $482 \times 512$ spatial pixels and 31 spectral bands from 400nm to 700nm with a 10nm step, and the ICVL dataset [69], with 201 images of 1392 × 1300 spatial pixels and the same spectral resolution of ARAD. For ICVL we obtained 9 overlapping patches of $512 \times 512$ of each image and followed the principles in [48], [70] to partition the training and testing sets. The coded aperture with conventional camera for depth estimation (C-depth) [20] was simulated using a 50mm f/1.8 lens similar to [20], and using the NYU Depth Dataset with 1449 RGB images of continuous depth images with depth from 0 to 10 meters captured by Microsoft Kinect [71]. We use the segmentation label for 40 classes provided in [72] and the standard training/test split with 795 and 654 images, respectively [71]. We discretize the depth into 15 depth maps following the closest value of these depths values $-3 \log(x)+8$ for $x$ from 0.9 to 11.

3) Three CI tasks: reconstruction, classification, and semantic segmentation with different neural networks as explained in each experiment, where we start with the shared weights of the used network, but no layer is frozen. The mean-square error (MSE) and the cross-entropy metrics were used as the loss function for the reconstruction and classification tasks, respectively. On the other hand, the cross-entropy with the softmax activation functions were used as the loss function for the semantic segmentation task. Notice that the E2E approach can be adapted to any pre-existing DNN [2].

4) Proposed regularizers: functions described in III.

The metrics to measure the performance of the proposal vary according to the task as follows, the MSE, spectral angle mapper (SAM) and the peak-signal-to-noise ratio (PSNR),

\[2 \text{The code with some interactive examples can be found at} \text{https://github.com/jorgebaccauis/Deep_Coded_Aperture.} \]

\[3 \text{More details about the networks and their tuning process can be found in the Supplementary Material.} \]
calculated as in [32], are used for reconstruction; the average classification accuracy, calculated as in [73], is used for classification and semantic segmentation; and the mean score from the intersection over union (IoU) calculated as in [74], is used as additional metric for semantic segmentation task.

A. Validation of the proposed regularizers

This experiment aims to show that coupling the design of the sensing protocol and the decoder training increase the quality of CI tasks. For this, we compared the results against the non data-driven recovery method TwIST with TV prior [75], and the data-driven recovery networks Hyperspectral Image Reconstruction using a Deep Spatial-Spectral Prior (HIR-DSSP) [70], and HyperReconNet [48]. For Twist, we employed a fixed CA. For (HIR-DSSP) and HyperReconNet, we evaluated different variations: first, we evaluated the performance when using a fixed CA generated following a Bernoulli distribution with parameter 0.5, whose results are denoted as HyperReconNet-Fixed, and HIR-DSSP-Fixed. Furthermore, we evaluated the performance when joining the design of the CA and the network weights through our proposed binary regularization, whose results are denoted as HyperReconNet-Ours, and HIR-DSSP-Ours. Finally, we evaluated the performance when using the strategy proposed by the HyperReconNet [48], which learns the CA using a piece-wise threshold (pwt), whose result is denoted as HyperReconNet-pwt. Figure 5 (Top) illustrates an RGB visual representation of the recovered images with the PSNR and SSIM quantitative metrics which show that the proposed method outperforms state-of-the-art methods. We remark the versatility of the proposed regularizers which can be straightforward incorporated at any pre-existing net.

B. Validation in a real setup experiment

Section IV-A demonstrated that coupling the sensing protocol design and the processing method increases the quality of CI tasks; however, most of the obtained benefits are lowered when applying those methods in real setups [29], [32]. Hence, this experiment validates the E2E approach with a real setup corresponding to one single snapshot of the CASSI testbed laboratory implementation depicted in Fig. 6. For this, the ARAD dataset was used to train the proposed approach with a compression ratio $\gamma = 0.034$. The setup contains a 100-nm objective lens, a high-speed digital micro-mirror device (DMD) (Texas Instruments-DLI4130), with a pixel size of 13.6$\mu$m, an Amici Prism (Shanghai Optics), and a CCD (AVT Stingray F-145B) camera with spatial resolution 1388 × 1038, and pitch size of 6.8$\mu$m. The 482 × 512 designed CA is placed at center of the DMD.

The performance was compared against the results obtained with the same DNN and hyper-parameter tuning process, but with a fixed CA and learning only the network weights, i.e., the main difference is that the optical layer is trainable in the proposed method. For the fixed CA, we used a random CA and a designed blue-noise CA [76].

Figure 7 (Top) illustrates an RGB visual representation comparison of the spatial quality between the reconstructions obtained along the three approaches. It can be noticed a significant improvement in the visual results for a real setup when coupling the design of the CA in the DNN. Fig. 7 (Bottom) illustrates a comparison of the spatial quality at three random spatial locations whose spectral response was measured in the laboratory with the commercially available spectrometer (Ocean Optics USB2000+). It can be noticed that the coupled approach decreases the spectral angle between the estimated and reference spectral signatures in comparison to the fixed CAs.

C. Implementation constraints experiment

The regularization strategy to customize the CA properties formulated in (5) involves the selection of a proper regularization parameter $\rho_q$. This experiment aims to show the importance of such selection to obtain targeted quantization levels in the CA using regularizer $R_2(\cdot)$ in (6), which indirectly leads to an easier implementation of the CA, and how it
Fig. 7. (Top) RGB visual representation of the three evaluated methods (Net-design, Blue-noise and random). (Bottom) Comparison of the normalized spectral signatures at three points in the recovered scenes. At each point it is shown the quantitative SAM metric to quantify the improvement.

implies a trade-off with the loss function, responsible for the task quality.

Figure 8 illustrates this trade-off where the achievement of the discretization levels is measured in terms of the logarithmic variance of the elements in the CA, and the quality is measured in terms of the PNSR, along an equally spaced log scale interval of $\rho$, from $10^{-11}$ to $10^{-2}$. For comparison and analysis purposes the resulting PSNR and variances were normalized along the experiments. It can be observed that the highest the value of $\rho$, the highest the achieved binarization implying the easiest implementable CA at the cost of the poorest task quality. Unlike, the smallest the value of $\rho$, the highest the task quality at the cost of non-full binarization indicating the hardest implementable CA.

To mitigate this trade-off effect, we present a dynamic strategy for $\rho$ that aims to start with a very small value, $\rho^0$, and increase its value a factor $\alpha > 1$ every $\beta \leq T$ epochs, in such a manner that a target value $\rho^T$ is achieved after executing $T$ epochs. This strategy allows the network to fit and benefit the particular task during the first epochs when $\rho$ is small, and then guarantee the binarization of the CA during the last epochs when $\rho$ is large. In this manner, $\rho$ is updated a total number of $\left\lfloor \frac{T}{\beta} \right\rfloor$ times by using the following update equation

$$\rho^{k+1} = \alpha \rho^k,$$

for $k = 1, \ldots, \left\lfloor \frac{T}{\beta} \right\rfloor$. Further, notice that this multiplicative update strategy leads to the relation $\rho^T = \alpha^{\left\lfloor \frac{T}{\beta} \right\rfloor} \rho^0$, where, $\rho^0 < \rho^T \in \mathbb{R}^+, \beta \in [1, T], \text{ and } T \in [1, \infty)$ can be seen as hyperparameters and $\alpha$ can be calculated as

$$\alpha = \sqrt[\frac{T}{\beta}]{\rho^T / \rho^0}.$$  

Figure 9 shows the behaviour of the dynamic $\rho$ strategy, for $T = 100$ and $\rho^T = 10^{-5}$, along an equally spaced log scale interval of the initial value $\rho^0$ from $10^{-11}$ to $10^{-2}$, when updating the parameter $\left\lfloor \frac{T}{\beta} \right\rfloor = [1 5 20 100]$ times. The value of $\alpha$ is calculated for each experiment using (18). It can be seen an improvement in up to 3[db] when using the dynamic strategy in comparison to the quality of the baseline of a static parameter $\rho = 10^{-5}$, while achieving the same binarization determined by the variance of the CA entries. Further, it is observed that when the parameter $\rho$ is updated only once, i.e $\left\lfloor \frac{T}{\beta} \right\rfloor = 1$, the behaviour of the dynamic $\rho$ is not stable. We select the value of $\beta$ such that depending on the initial $\rho^0$ and $\alpha = 10$, is updated 10 times along the established number of epochs $T$ in the following of the experiments.

D. real-valued CA and BCA comparison experiment

This experiment compares the performance of the real-valued CA against the BCA for the semantic segmentation task using a C-depth system. To the best of our knowledge, this is the first work that employs the C-Depth optical system for this high-level task. Hence, for comparison purposes we evaluate the performance for the cases when employing only RGB and RGB+Depth (RGB+D) information. Specifically, we evaluate the RefineNet [77] that only employs the RGB image as input, the RDFNet [78] that extends the RefineNet architecture for RGB+D, and REDRFNet that corresponds to the proposed modification of the RDFNet, such that, it receives...
TABLE I
RESULTS USING NYUDv2 40-CLASS

| Method          | Data                | Pixel Acc | Mean Acc | Mean IoU |
|-----------------|---------------------|-----------|----------|----------|
| REDFNet         | C-depth BCA         | 74.8      | 60.1     | 47.3     |
| REDFNet         | C-depth real-valued CA | 76.0      | 61.4     | 49.9     |
| RefineNet       | RGB                 | 73.6      | 58.9     | 46.5     |
| RDFNet          | RGB+D               | 76.0      | 62.8     | 50.1     |
| GA              | RGB+estimated D     | 84.8      | 68.7     | 59.6     |

Table I shows the comparison of results using NYUDv2 40-class dataset across different methods. The methods include REDFNet with C-depth BCA and real-valued CA, RefineNet with RGB and RGB+D, and GA with RGB+estimated D. The table presents the pixel accuracy, mean accuracy, and mean IoU for each method.
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Fig. 10. Visual comparison of semantic segmentation results for two testing images. (Top) All-focus and ground-truth images. (Bottom) Measurements and results obtained with RGB, C-depth BCA, real-valued CA, and RGB+D.

indicating that the depth information is properly encoded in the projected measurements with the design of the CA into the E2E approach. Furthermore, the real-valued CA narrowly out-performed the BCA in up to 2% of pixel accuracy. Figure 10 shows a qualitative comparison of the semantic segmentation results for two testing images. It can be seen the effectiveness of the C-depth system to perform this CI task. Finally, Fig. 11 depicts the designed real-valued CA and BCA obtained with the proposed E2E approach and their corresponding point spread function (PSF) at different distance, which have a direct relationship with the sensing matrix $H$. (See Supplementary Material for a detailed experiment of the obtained CA).

E. Transmittance experiment

The proposed E2E approach provides two options to adjust the transmittance level of the designed CA, (i) by varying the values of $p_d$ in the family of functions in \([8]\), or (ii) by imposing the transmittance using the regularizer in \([9]\). This experiment evaluates the effect of using these options, separately and together to attain a targeted transmittance along an equally spaced interval from $T_r = 0.1$ to $T_r = 0.9$, using the SPC and for classification task. For that experiment, the initial $\rho$ values of the binary and transmittance regularizer are established as $1e^{-5}$ and $1e^{-7}$, respectively. To attain each specific transmittance level using the family function option, the values of parameters $p_1$ and $p_2$ were found experimentally as shown in Table II; i.e. to attain $T_r = 0.1$, the found proper values are $p_1 = 1.8$ and $p_2 = 1$, and so on. Remark that the family of functions for binary regularization for $p_1 = 1$ and $p_2 = 1$ converges to the state-of-the-art method in \([24]\). Figure 12 shows a map of the classification accuracy in the scale $[94 - 100]$ obtained when adjusting the targeted transmittance using a. only the family of functions, b. only the regularizer, and c. both options together, along an equally spaced interval of compression ratios from 0.05 to 0.3. It can be seen that the
maximum accuracy for each compression ratio is achieved at different transmittance levels. Also, notice that using the two options together provides a better quality for very small and high transmittance levels, which is the desired behavior in the CI applications described in III-C.

F. Number of snapshots

This experiment evaluates the effectiveness of the proposed regularizer in (10) to determine the optimal number of snapshots to achieve an acceptable task performance. For this, we established a maximum number of snapshots of $S' = 392$, which is equivalent to a compression ratio of $\gamma = 0.5$.

**Numerical Note:** This experiment uses both the binarization and number of snapshots regularizers, which fundamentally pursue opposite purposes, and in consequence, it may result in the number of snapshots not being reduced. Therefore, to guarantee obtaining some CAs with complete zero entries, we modify the forward propagation of $\tilde{\Phi}$ as

$$
\Phi_{i,j,l}^s = \begin{cases} 
\Phi_{i,j,l}^s & \text{if } \frac{1}{NML} \sum_{s_{i,j,l}} \Phi_{i,j,l}^s < T_{\epsilon} \\
0 & \text{otherwise,}
\end{cases}
$$

where $T_{\epsilon} = 0.1$ is a customizable hyperparameter that represents the minimum accepted transmittance value for a CA.

In this manner, we learn and determine the number of snapshots, as the number of resulting non-all-zero CAs.

G. Number of trainable parameters experiment

This numerical test aims to demonstrate the importance of reducing the number of trainable parameters to avoid overfitting problems in the E2E approach by using the CA structure strategy presented in (14). For this, we select the CASSI system, with $S < (L = 31)$ optical filters in the Colored-CA, for the reconstruction task. Figure 14 plots the obtained quality in terms of PSNR when varying the CA kernel size $Q$ in (15) that directly determines the number of trainable parameters. It can be observed that, as the number of parameters decreases, i.e., the kernel size decreases, the distance between the training and test obtained qualities decreases, indicating a reduced fitting of the model to the training set.

H. Manufacturing noise experiment

This experiment evaluates the effectiveness of the manufacturing noise regularizer presented in (16). For this, we introduce additive white Gaussian noise with 20dB of SNR level to perturb the projected encoded measurements, and we introduce uniform random noise between 0 and 0.2 to perturb the CA in each forward step for 4 snapshots. Figure 15 shows a visual comparison of the quality when considering the manufacturing noise in the real testbed setup in Fig. 6, against not considering the manufacturing noise in the E2E approach. It can be seen a qualitative improvement in the spatial domain, specially in detailed regions of the scene as the shown zoomed sections. Further, in bottom it can be seen
the recovered spectral responses at three-points of the scene in which the obtained result when considering the manufacturing noise is closer to the reference one.

I. Quality improvement via regularizers experiment

This experiment evaluates the effectiveness of binary (6), correlation (12), and conditionality (13) regularizers to guide the solution of the optimization problem to a better quality in the CI task for real setups. The initial value of each regularization was set as $\rho_0 = 1e^{-7}$ except for the binary that was as $\rho_0 = 1e^{-9}$. For this, we used the CASSI and a SPC testbed implementation, where 50 random numbers were printed and used as the target (See supplementary material for further implementation details). Figure 16 compares the task quality across an interval of different compression ratios for five cases: using a random CA; using only binary regularizer; using binary and correlation regularizers; using binary and conditionality regularizers; and using binary, correlation, and conditionality regularizers. It can be seen that the quality of the task increases as more regularizers are taken into account, such that using the three regularizers together suppressively outperforms the recovery task quality in both setups. We also remark that the binary regularizer itself provides a significant improvement in comparison to the random scenario.

V. CONCLUSIONS AND DISCUSSIONS

A customizable E2E approach for CI tasks based on optical coding systems focusing on the CA design has been proposed. The approach enables the consideration of various and extremely important physical and analytical considerations of the CA that can be customized by including specific functions that regularizes the main loss function in the E2E method. The versatility and effectiveness of the proposal was validated over three optical coding systems and three CI tasks covering the customization of features in the CA as binary nature of the elements, ideal transmittance level, ideal number of snapshots, reduced correlation, and improved conditionality.

We remark the versatility of the proposed regularizations for different applications aiming different purposes, such as the design of binary or real-valued codifications, or capturing different fields of the light. Furthermore, the proposed E2E scheme can be extended to other optical coding architectures and other sensing systems that include a CA element such as seismic data (20) and radar signals (81); it can also be extended to further applications such as, estimation of depth maps, object detection, or video processing in which the temporal correlations can be exploited, or to consider the relative position between the CA and the sensor; as well as it can be extended to consider previously formulated regularizers as the uniform sensing presented in (7), (19) and the KL-divergence in (20). Finally, the proposed method is limited to work on real-valued domain, in such a manner that further analysis have to be done to use it on applications such as phase-retrieval in which the complex nature of the CA ensembles conduct to critical differences.
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