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Abstract

Recently, many reinforcement learning techniques were shown to have provable guarantees in the simple case of linear dynamics, especially in problems like linear quadratic regulators. However, in practice, many reinforcement learning problems try to learn a policy directly from rich, high dimensional representations such as images. Even if there is an underlying dynamics that is linear in the correct latent representations (such as position and velocity), the rich representation is likely to be nonlinear and can contain irrelevant features. In this work we study a model where there is a hidden linear subspace in which the dynamics is linear. For such a model we give an efficient algorithm for extracting the linear subspace with linear dynamics. We then extend our idea to extracting a nonlinear mapping, and empirically verify the effectiveness of our approach in simple settings with rich observations.

1 Introduction

Reinforcement learning has made tremendous progress recently, achieving strong performance in difficult problems like go [Silver et al., 2017] and Starcraft [Vinyals et al., 2019]. A common theme in the recent progress is the use of neural networks to handle the cases when the system dynamics and policy are both highly nonlinear. However, theoretical understanding for reinforcement learning has been mostly limited to the tabular setting (where the number of state/actions is small) or when the underlying dynamics of the system is linear (see Section 2).

Requiring the dynamics to be linear is especially limiting for problems with rich, high dimensional output, e.g. manipulating a robot from video frames or playing a game by observing pixel representations. Consider a simple system where we control an object by applying forces to it: the state of the object (position and velocity) can actually be linear according to physical laws. However, if our observation is a rendering of this object in a 3-d environment, the observation contains a lot of redundant information and is not going to have linear dynamics. Such problems can potentially be solved by learning a state representation mapping \( \phi \) that maps the complicated observation to states that satisfy simpler dynamics. State representation learning is popular in practice, see the survey by Lesort et al. [2018] and more references in Section 2. We are interested in the question of when we can provably extract a state representation that encodes linear dynamics.

We first consider a simple theoretical model where the full observation \( x \) does not have linear dynamics, but there exists an unknown subspace \( V \) where the projection \( y = P_V x \) has linear dynamics. This corresponds to the case when the state representation mapping is a linear projection. We use the ideas of learning inverse models, which try to predict the action that was used to transition from one state to another. We show that a convex relaxation of the inverse model objective provably learns the unknown subspace \( V \).

Of course, in more complicated settings one might need a nonlinear mapping in order to extract a latent space representation that has linear dynamics. In particular, one can think of the last layer of a neural network as providing a nonlinear state representation mapping. We extend our approach to the nonlinear
setting, and show that if we can find a solution to a similar nonconvex optimization problem with 0 loss, then the representation will have nontrivial linear dynamics.

In the remainder of the paper, we first discuss related works in Section 2. We then introduce our model and discuss how one can formalize learning a state representation mapping as an optimization problem in Section 3. In Section 4 we first consider the case of a linear state representation mapping, and prove that our algorithm indeed recovers the underlying state representation. We then extend the model to nonlinear state representation mapping. Finally in Section 5 we show our approach can be used to learn low dimensional state representations for simple RL environments.

2 Related Work

State Representation Learning with Rich Observations Several recent papers have addressed the problem of state representation learning (SRL) in control problems. Lesort et al. [2018] survey the recent literature and identify four categories that describe many SRL approaches: reconstructing the observation, learning a forward dynamics model, learning an inverse dynamics model, and using prior knowledge to constrain the state space. Raffin et al. [2019] evaluate many of these SRL approaches on robotics tasks and show how to combine the strengths of the different methods. Several papers adopt the tactic of learning inverse models [Pathak et al., 2017, Zhang et al., 2018, Shelhamer et al., 2016] and demonstrate its effectiveness in practice, but they lack a theoretical analysis of the approach. Our work aims to help fill this gap.

Common domains with rich observations include raw images or video frames from video games [Anand et al., 2019, Pathak et al., 2017], robotics environments [Higgins et al., 2017, Finn et al., 2016], and renderings of classic control problems [Watter et al., 2015, Van Hoof et al., 2016], and deep learning methods have enabled success in this space. Recently, Ha and Schmidhuber [2018] introduced a method for learning “world models” which learn low-dimensional representations and dynamics in an unsupervised manner, enabling simple linear policies to achieve effective control. Hafner et al. [2019] utilize world models in conjunction with latent imagination to learn behaviors that achieve high performance in terms of reward and sample-efficiency on several visual control tasks.

On the theoretical side, Du et al. [2019a] investigate whether good representations lead to sample-efficient reinforcement learning in the context of MDPs, showing exponential lower bounds in many settings. Our setting circumvents these negative results because the representations that we learn transform the nonlinear problem into a linear (and hence tractable) control problem. Other recent works, such as Misra et al. [2019] study the Block MDP model, in which the action space is finite and the potentially infinite, high-dimensional observation space is generated from a finite set of latent states. Our model, by contrast, considers continuous state and action spaces, and we assume the existence of a latent subspace that linearly encodes the relevant dynamics.

Linear Dynamical Systems and Control Problems Linear dynamical systems and control problems have been extensively studied for many decades and admit efficient, robust, and provably correct algorithms. We mention a few recent theoretical developments in this area. For the problem of system identification, Qin [2006] gives a review of subspace identification methods; the approach we develop in this work, while for a different setting, is somewhat similar to the regression approaches described in the review. Other recent works analyze gradient-based methods for system identification [Hardt et al., 2018], policy optimization [Fazel et al., 2018], and online control [Cohen et al., 2018] in the setting of linear dynamical systems and quadratic costs.

Koopman Operator Theory Many recent works have approached the problem of linearizing the dynamics by finding a lifting based on the Koopman operator (an infinite-dimensional linear operator representation). Williams et al. [2015] propose the extended dynamic mode decomposition algorithm to approximate the leading eigenfunctions of the Koopman operator, and variants of this idea include the use of kernels [Kawahara, 2016], dictionary learning [Li et al., 2017], and neural networks [Lusch et al., 2018, Yeung et al., 2019]., as well as extensions to control problems [Folkestad et al., 2019]. The use of the Koopman operator is not appropriate
Figure 1: A graphical illustration of our hidden subspace model. The hidden states $h_i$ evolve according to a linear control system and generate nonlinear features $z_i$.

in our setting with high-dimensional rich observations, since we are interested in finding a low-dimensional mapping that linearizes only a subspace of the original system.

3 Hidden Subspace Model and State Representation Learning

In this section we first introduce a basic model which allows a linear state representation mapping. Later we show that the linear state representation can be learned efficiently.

We follow the notation of a discrete-time control system, where we use $x_t$ to denote the state at the $t$-th step, $u_t$ to denote the control signal (action) at the $t$-th step, and $f$ denotes the dynamics function, where $x_{t+1} = f(x_t, u_t)$. Note that here we assume the dynamics $f$ is deterministic, but we will later see that only some parts of $f$ need to be deterministic. A state representation mapping is a function $\phi: \mathbb{R}^d \rightarrow \mathbb{R}^r$ that maps $x_t$ to a different space (usually $r \ll d$) such that the dynamics governing the evolution of $\phi(x_t)$ are simpler, e.g. linear.

3.1 Hidden Subspace Model

We consider a model with a latent ground truth state representation $h_t \in \mathbb{R}^r$, which satisfies linear dynamics:

$$h_{t+1} = \bar{A}h_t + \bar{B}u_t.$$ 

The high-dimensional observation $x_t$ is related to the latent state by $x_t = Vh_t + V_g(h_t)$. Here, $V \in \mathbb{R}^{d \times r}$ denotes a basis for a subspace, and $V_g \in \mathbb{R}^{d \times (d-r)}$ is a basis for the orthogonal subspace, and $g: \mathbb{R}^r \rightarrow \mathbb{R}^{d-r}$ is an arbitrary nonlinear function that captures the redundant information in $x_t$. We will use $y_t$ to denote $Vh_t$ and $z_t$ to denote $V_g(h_t)$. Note that $g$ does not need to be a function, it just needs to specify a conditional distribution $z_t|h_t$. The model is illustrated in Figure [1].

In this model, $y_t$ also satisfies linear dynamics, namely $y_{t+1} = V\bar{A}V^+y_t + V\bar{B}u_{t-1} =: Ay_t + Bu_{t-1}$. Here we define $A = V\bar{A}V^+$ and $B = V\bar{B}$. The ground truth mapping $\phi$ should map $x_t$ to $h_t$ (or any invertible linear transformation of $h_t$). To find this mapping it suffices to find the subspace $V$.

3.2 Learning Linear State Representations

To learn the state representation, we adopt the idea of learning an inverse model. Consider taking random actions $u_0, u_1, ..., u_{i-1}$ from a random initial state $x_0$. We aim to predict the last action $u_{i-1}$, given $x_0$, $x_i$ and the previous actions. As the underlying process is linear, it makes sense to use a linear predictor $P_{x_i} - L_i x_0 - \sum_{k=1}^{i-1} T_{k} u_{i-1-k}$. Therefore a natural loss function to consider is

$$\min_{\theta} \frac{1}{2} \mathbb{E} \sum_{i=1}^{r} (P_{x_i} - L_i x_0 - \sum_{k=1}^{i-1} T_{k} u_{i-1-k} - u_{i-1})^2$$

This loss function is a tractable approximation of the optimal loss $E_{\pi} \left[ \sum_{i=1}^{r} L_i x_0 - \sum_{k=1}^{i-1} T_{k} u_{i-1-k} - u_{i-1} \right]^2$.
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Here, $\theta$ is the tuple of parameters $(P, L_1, \ldots, L_r, T_1, \ldots, T_{r-1})$, and the expectation is taken over the randomness of $x_0, u_0, \ldots, u_{r-1}$. As we will see later, the optimal solution for this loss function can be related to matrices $A$ and $B$.

Note that this is a convex objective function. Our first results show that when $A, B$ are in general position, and $g$ is really nonlinear (which we formalize in Section 4), one can recover the subspace $V$, and this extends to the finite sample setting.

**Theorem 1** (informal). When the parameters $A, B$ are in general position and the redundant information $z_t$ is not linearly correlated with $y_t$, for the minimum norm solution to objective function solution (1), the columns of every matrix are in $V$, and the union of the column spans is equal to $V$. In the finite sample setting, the same holds provided the number of samples is polynomial in $d, r, l$.

### 3.3 Nonlinear State Representation

To learn a nonlinear state representation mapping, we consider the setting where the observed state $x_t$ is first transformed by a feature mapping or kernel $\phi$ (e.g. polynomial or RBF features, or a hidden layer of a neural network), and some subset or linear combination of these new features have linear dynamics. Again we try to predict the actions given starting and ending states:

$$\min_{\theta} \frac{1}{2}\mathbb{E} \sum_{i=1}^{\tau} \|P\phi(x_i) - L_i\phi(x_0) - \sum_{k=1}^{i-1} T_k u_{i-1-k} - u_{i-1}\|^2_2$$  \hspace{1cm} (2)

Here the parameter $\theta$ includes the nonlinear function $\phi$. Of course, since $\phi$ is nonlinear, the optimization problem now is nonconvex. Our result shows that optimizing this objective for large enough $\tau$ allows us to find a linear dynamics:

**Theorem 2** (informal). If the objective function (2) is optimized to have 0 loss, and the column span of $L^\top_\tau$ is a subspace of the column spans of previous $L^\top_1, L^\top_2, \ldots, L^\top_{\tau-1}$, then one can extract a matrix $Q$ such that $Q\phi(x)$ satisfies a linear dynamics.

### 4 Learning the Hidden Subspace Model

In this section, we discuss our learning algorithm based on Equation (1) in more detail. We show that this approach efficiently learns the linear state representation in our hidden subspace model when certain assumptions are satisfied. We also study the sample complexity of this problem when we only have i.i.d. samples from the model. In the supplementary material we study a simplified version of the model where there is noise.

We first establish some notation and definitions. If $a_1, \ldots, a_k$ are vectors, we let $(a_1, \ldots, a_k)$ denote the concatenation of these vectors. For random vectors $a$ and $b$, let $\Sigma_{ab}$ denote the matrix $\mathbb{E}[ab^\top]$. Let $\rho_{ab}$ denote the canonical correlation between $a$ and $b$, i.e.

$$\rho(a, b) = \max_{a', b'} \frac{\mathbb{E}[(a, a')(b, b')]}{\sqrt{\mathbb{E}[(a, a')^2]\mathbb{E}[(b, b')^2]}}.$$

For a matrix $A$, let $A^+$ denote its Moore-Penrose pseudoinverse, and let $\text{col}(A)$ denote the column-space of $A$. Let $\sigma_{\text{min}}(A)$ denote the smallest nonzero singular value of $A$.

We use the symbols $x_t, y_t, z_t$ to denote state vectors in $\mathbb{R}^d$ whose values change depending on the time index $t \in \mathbb{N}$. We use the symbols $u_t$ to denote control input vectors in $\mathbb{R}^l$, where $l < d$. In the context of our hidden subspace model, we let $V$ denote both the latent subspace itself, as well as a $d \times r$ matrix whose columns form a basis for the subspace. We refer to this subspace as the linearizing subspace.

We adapt the standard notion of controllability from control systems theory to be subspace dependent.
Definition 1. Given matrices $A \in \mathbb{R}^{d \times d}$, $B \in \mathbb{R}^{d \times l}$, and an $r$-dimensional subspace $V \subset \mathbb{R}^d$, we say that the tuple $(A, B)$ is $V$-controllable if $\text{col}(A), \text{col}(A^\top), \text{col}(B) \subset V$ and the $d \times rl$ matrix
\[
\begin{bmatrix}
B & AB & \cdots & A^{r-1}B
\end{bmatrix}
\]
has rank $r$.

4.1 Learning via Inverse Dynamics

We now further motivate the optimization problem given in Equation (1). Since the dynamics on $V$ are linear and the process $z_i$ has a nonlinear dependence on the hidden state, it is reasonable to identify a linear relationship between the controls and the observed states – concretely, we predict the most recent action as a linear function of past observed states and actions. This problem is a form of learning an inverse model, which is a well-established approach in the state representation learning literature as noted in Section 2. For this approach to work, we need a few assumptions.

Assumption 1 (No Linear Dependence). Let $h_0$ and $u_0, \ldots, u_{i-1}$ be independent standard Gaussian vectors. There is a constant $0 \leq \rho < 1$ such that for each $i = 1, \ldots, r$, $\rho((z_i, z_0), (h_i, h_0)) \leq \rho$.

We need assumption 1 to preclude any linear dependence between $z_i$ and the controls, otherwise the linear model that we learn may use information from $V^\perp$ to predict the controls.

Assumption 2 (Controllability). The tuple $(A^\top, (B^+)^\top)$ is $V$-controllable.
Assumption 3 (Non-degeneracy). The matrix $B$ has linearly independent columns, i.e., $\text{rank}(B) = l$.

Assumption 3 allows us to learn the inverse model. If $B$ is rank-deficient, we could not hope to predict even $u_0$ from $x_0$ and $x_1$, since it is non-identifiable. One interpretation of this assumption is that the control inputs $u_i$ are well-specified, i.e., not redundant. The assumption holds if $B$ is in general position.

After the convex relaxation, the matrices $P, L_i$ and $T_i$ may not have a unique solution, as there are now some redundancies in the parametrization and in general the solution to a linear system can be a linear subspace. We show that one can still recover the intended solutions $B^+, B^+A_i$ and $B^+A_iB$ by imposing some norm preferences. We can now state the theoretical guarantee for our algorithm.

**Theorem 3.** Let $f$ be the objection function in (1), and let $\Theta_0^* = \{\theta = (P, \{L_i\}_{i=1}^r, \{T_i\}_{i=1}^r) \in f^{-1}(0) \mid \|P\|_F \text{ is minimal}\}$ be the set of optimal solutions to (1) that have minimal norm for $P$. Let $\theta^* = (P^*, \{L_i^*\}, \{T_i^*\}) \in \Theta_0^*$ be the solution in this set that minimizes $\sum_{i=1}^r \|L_i\|_2^2$. Then under assumptions 1, 2, and 3, $P = B^+$ and $L_i = B^+A_i$ for $i = 1, \ldots, r$. Moreover, $V = \text{col}(P^T) + \text{col}(L_1^T) + \cdots + \text{col}(L_r^T)$.

To find the desirable solution, we can first find the set $\Theta^*$ for which the objective function is equal to 0. As we discussed for such linear systems $\Theta^*$ is a subspace, $\Theta_0^*$ can then be obtained by optimizing for the norm of $P$ within this subspace. In supplementary material we also discuss how to find such a solution more efficiently.

Intuitively, Theorem 3 is correct because by Assumption 1 any direction in the orthogonal subspace of $V$ will not have a perfect linear correlation with the signal $u_i$ that we are trying to predict. This does not mean that every optimal solution to Equation (1) has components only in $V$ - it is still possible that components in $V^\perp$ cancel each other. However, if any of the matrices $P, L_i, T_k$ have components in $V^\perp$, removing those components will reduce the norm of the matrices while not changing the predictive accuracy. Therefore the minimum norm solution must lie in the correct subspace. Finally, the fact that we recover the entire space relies on Assumption 3. The detailed proof is deferred to supplementary material. In the supplementary material we also adapt this result to the case where there is noise in the linear dynamics.

### 4.2 Sample Complexity

We can’t solve (1) in practice since we only have access to finitely many samples of the system. However, given enough samples, solving the empirical version of the problem allows us to robustly recover the model parameters with high probability. We consider the finite sample problem

$$
\min_{\theta} \frac{1}{2n} \sum_{i=1}^r \|PX_i - L_0X_0 - \sum_{k=1}^{i-1} T_kU_{i-1-k} - U_{i-1}\|_F^2.
$$

(3)

Here, the columns of $X_i \in \mathbb{R}^{d \times n}, U_i \in \mathbb{R}^{l \times n}$ are i.i.d. copies of $x_i$ and $u_i$, respectively.

We introduce the following assumption that allows us to utilize quantitative concentration results, and then state the sample complexity result.

**Assumption 4 (Sub-Gaussianity).** There exists a constant $C > 0$ such that for each $i \in \{1, \ldots, r\}$, $P(||q, \Sigma^{-1/2}_{\xi_i} || > t) \leq \exp(-Ct^2)$ for any unit vector $q$, where we define $\xi_i := (z_i, z_0, h_i, h_0)$.

**Theorem 4.** Let $f$ be the objection function in (3), and let $\Theta_0^* = \{\theta = (P, \{L_i\}_{i=1}^r, \{T_i\}_{i=1}^r) \in f^{-1}(0) \mid \|P\|_F \text{ is minimal}\}$ be the set of optimal solutions to (1) that have minimal norm for $P$. Let $\theta^* = (P^*, \{L_i^*\}, \{T_i^*\}) \in \Theta_0^*$ be the solution in this set that minimizes $\sum_{i=1}^r \|L_i\|_2^2$. Under assumptions 1, 2, 3, and 4, there exists a constant $C_0$ such that if $n \geq C_0(d + rl) \log r \log^2(d + rl)/(1 - \rho)^2$, then with probability at least 0.99, $P = B^+$ and $L_i = B^+A_i$ for $i = 1, \ldots, r$. 
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4.3 Non-linear State Representation Learning

In this section, we take the algorithm and insights derived from our hidden subspace model and extend them to the setting in which there are no latent linear dynamics in the original state observations. In this case, we need to consider learning a nonlinear state mapping \( \phi \), such as a convolutional neural network if the state observations are images. Our goal is still to learn a representation that linearizes the relevant dynamics, and so we extend our inverse model in the straightforward way:

\[
\min_{\theta} \frac{1}{2} \sum_{i=1}^{\tau} \| P\phi(x_i) - L_i\phi(x_0) - \sum_{k=1}^{i-1} T_k u_{i-1-k} - u_{i-1} \|^2_2
\]

Although in practice it is unlikely to achieve 0 loss for this optimization problem, we still verify that this is a principled approach where zero loss implies that \( \phi \) gives a nontrivial linearization.

**Theorem 5.** Let \( \phi, P, \{L_i, T_i\}, i = 1, \ldots, \tau \) be optimal solutions to the optimization problem (4), and assume that these parameters incur zero loss. Define \( V = \text{col}(P^\top) + \text{col}(L_1^\top) + \cdots + \text{col}(L_{\tau-1}^\top) \), and assume that \( \text{col}(L_\tau^\top) \subset V \). Let \( Q \) be the projection matrix onto \( V \). Then there exist matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times l} \) such that for each \( x \) and \( u \),

\[
Q\phi(f(x, u)) = AQ\phi(x) + Bu.
\]

To get the final linearizing representation, we need \( \phi \) followed by the projection \( Q \). This is a nontrivial linearization because, as before, it encodes the inverse dynamics, i.e. the control input can be predicted given the initial and current state representations and previous control inputs.

Intuitively, as \( \tau \) increases, by result of Theorem 3 we can expect that one learns a larger and larger subspace with linear dynamics. Theorem 5 shows that as soon as the rank of this linear subspace stops increasing at a certain length \( \tau \) of the trajectory, it already learns a linear dynamics. At a high level, using the fact that \( L_\tau^\top \) is contained in the subspace learned in step \( \tau - 1 \), we can formalize a linear relationship between states and the actions. While this linear relationship acts over a trajectory of length \( \tau \), note that our objective contains trajectories of different lengths, and by combining them we can show that the dynamics is linear in the subspace \( V \). The detailed proof is deferred to supplementary material.

5 Experiments

We are interested in the following questions: does our algorithm produce low-dimensional representations that admit simple and effective policies, and how many samples are needed? We explore these questions by focusing on two standard continuous control tasks from OpenAI Gym \[Brockman et al., 2016\]: ‘Pendulum-v0’ and ‘MountainCarContinuous-v0’. Our representation learning algorithm is built on PyTorch \[Paszke et al., 2017\], and our policy search algorithms use the Stable Baselines library \[Hill et al., 2018\]. We follow the basic approach taken by \[Lillicrap et al., 2015\] in working with pixel observations: modify the environments so that each action is repeated over three consecutive timesteps in the original environment, and concatenate the resultant observations. The full details of the experiments in this section – as well as additional experimental results – are found in the supplementary materials.

**Representation and Policy Learning** To train our state representations, we optimize (4) where \( \tau \in \{10, 15\} \) and \( \phi \) is a simple neural network with two convolutional layers followed by one or two fully-connected layers with ReLu activations. We first train in a fully stochastic manner by drawing a new batch of samples from the environment at each step and continuing until convergence. This method is highly sample-inefficient but allows us to minimize the population loss. In settings where unlabeled environment samples are cheap but collecting reward labels is expensive, this approach can be reasonable. We also train representations on a smaller, fixed datasets to test whether high-quality representations can be learned with fewer samples.

Recent works have observed that it is possible to learn effective linear policies for common locomotion control tasks based on the low-dimensional state observations \[Mania et al., 2018; Rajeswaran et al., 2017\].
These works motivate the hypothesis that our low-dimensional state representations may admit effective linear policies, in contrast to the highly nonlinear policies that are typically learned from direct pixel observations.

After training our state representations, we use TRPO [Schulman et al., 2015], a standard policy gradient method, to search over the space of linear policies. We use the implementation provided by Stable Baselines with the default hyperparameters except for the learning rate, for which we try 7 different values (all performed similarly for both environments). We plot the learning curves of representative models found during training.

**Baselines** Baseline 1 tests how efficiently standard RL algorithms can find effective policies directly from the raw pixel observations. We employ several standard RL algorithms implemented in Stable Baselines with default hyperparameters except for learning rate, which we tune. Many of these algorithms failed to find reasonable policies within the number of training steps provided, so we only report the best-performing results here.

For baseline 2 we train the same standard RL algorithms on the original, low-dimensional state variables of the environments using the tuned hyperparameters provided by RL Baselines Zoo [Raffin, 2018]. Because these methods operate on the original low-dimensional states and use optimized hyperparameters, they provide a reasonable benchmark for good performance on the tasks. We again only display results for the top-performing algorithms.

As a final strong baseline, we train Dreamer [Hafner et al., 2019], which was recently shown to obtain excellent results on many visual control tasks. The learning curves for all approaches are shown in Figure 5.

**Results** We first discuss the ‘Pendulum-v0’ experiment. The leftmost plot (“pre-trained”) in Figure 5 shows the learning curve for TRPO after training our representations on many environment samples (greater than 100 thousand). Our learned representations, which trained only on the state dynamics with no knowledge of the reward function, allow TRPO to quickly find a good linear policy – the performance is essentially the same as baseline 2 and Dreamer. Of course, the total sample complexity of this approach is much higher when we take into account the initial representation learning.

The next plot (“total samples”) shows the learning curve for TRPO after training our representations on 35,000 samples, which is why the curve is shifted to the right. This plot indicates the overall sample-efficiency of our method – it clearly outperforms baseline 1, but takes around 3 times as many samples as baseline 2 and Dreamer to reach similar performance.

For the ‘MountainCarContinuous-v0’ environment, positive reward indicates that the task is “solved”, meaning the car has successfully reached the goal position at the top of the mountain. Once again the leftmost plot shows that our representations trained on a large amount of environment samples enable TRPO to quickly find a reasonable policy that guides the car to the goal position, albeit with less total reward than baseline 2. The next plot shows the learning curve of TRPO after training our representations on...
25,000 samples. In terms of overall sample efficiency and performance, our method is on par with baseline 1, although it obtains better reward performance. Dreamer failed to find good policies for this task (we did not attempt to tune hyperparameters).

We note that there is a reward gap between the high-dimensional learners (ours and baseline 1), and the low-dimensional baseline 2. This may be partially explained by the fact that negative reward is given based on the magnitude of the actions taken. Since the high-dimensional agents are constrained to repeat each action three times they may be accumulated excessive negative reward.

We conclude that our representations indeed enable effective linear control policies for these tasks, but there is room to further improve the total sample complexity of the representation learning and policy training. Training low-dimensional state representations that encode the dynamics linearly via (4) can therefore be a reasonable approach for control with rich observations, particularly when unlabeled samples from the state dynamics are cheap.

6 Conclusion and Future Work

State representation learning is a promising way to bridge the complicated reinforcement learning problems and the simple linear models that have theoretical guarantees. In this paper we study a basic model for state representation learning and show that effective, low-dimensional state representations can be learned efficiently from rich observations. The algorithm inspired by our theory can indeed recover reasonable state representations for several tasks in OpenAI gym. There are still many open problems: the nonconvex objective \( (4) \) seems hard to optimize for the network architectures we tried; is there a way to design the architecture to make the nonconvex objective go to 0? The algorithm relies on a sample of initial state, which can be tricky for difficult problems; can we complement our algorithm with an exploration strategy? Are there more realistic models for state representation learning that can also be learned efficiently? We hope our paper serves as a starting point towards these questions.
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In this appendix, we first give proofs of the theoretical results stated in the main paper. Next, we discuss synthetic experiments that validate our theoretical results. Finally, we give the additional details and experimental results to go along with Section 5 in the main paper.

A Deferred Proofs from Section 4

In this section we re-state and prove the theorems in the main paper.

A.1 Learning the Hidden Subspace Model

We first give a proof of Theorem 3 which shows that our objective function can recover the unknown subspace \( V \). The theorem is restated below.

**Theorem 6.** Let \( f \) be the objection function in (1), and let \( \Theta_0^* = \{ \theta = (P, \{ L_i \}_{i=1}^r, \{ T_i \}_{i=1}^{r-1}) \in f^{-1}(0) \mid \| P \|_F \text{ is minimal} \} \) be the set of optimal solutions to (1) that have minimal norm for \( P \). Let \( \theta^* = (P^*, \{ L_i^* \}, \{ T_i^* \}) \in \Theta_0^* \) be the solution in this set that minimizes \( \sum_{i=1}^r \| L_i \|^2_F \). Then under assumptions 1, 2, and 3, \( P = B^+ \) and \( L_i = B^+ A^i \) for \( i = 1, \ldots, r \). Moreover, \( V = \text{col}(P^1) + \text{col}(L_1^1) + \cdots + \text{col}(L_r^1) \).

Recall the objective (1) was:
\[
\min_{\theta} \frac{1}{2} \mathbb{E} \sum_{i=1}^r \| P x_i - L_i x_0 - \sum_{k=1}^{i-1} T_k u_{i-1-k} - u_{i-1} \|_2^2
\]

The main difficulty of proving this theorem lies in a mismatch between Assumption 1 and our objective function (1): in the objective (1), we try to enforce a linear relationship between \( x_i, x_0, u_1, u_2, \ldots, u_{i-1} \), while Assumption 1 is about \( (h_i, h_0) \) and \( (z_i, z_0) \). The following lemma helps relate the two.

**Lemma 1.** Let \( i \in \{1, \ldots, r\} \). Let \( \tilde{h}_i = (h_i, h_0, u_0, \ldots, u_{i-2}) \) and let \( \tilde{z}_i = (z_i, z_0) \). Then
\[
\rho(\tilde{h}_i, \tilde{z}_i) \leq \rho((h_i, h_0), (z_i, z_0)).
\]

**Proof.** Note that the definition of \( \tilde{h}_i \) doesn't make sense for \( i = 1 \). In that case, define \( \tilde{h}_1 = (h_1, h_0) \). Let \( u = (u_0, u_1, \ldots, u_{i-1}) \). Observe that the coordinate of \( \tilde{h}_i \) are a subset of the coordinates of \( (h_i, h_0, u) \), so \( \rho(\tilde{h}_i, \tilde{z}_i) \leq \rho((h_i, h_0, u), \tilde{z}_i) \). Note that there exist matrices \( P \) and \( Q \) such that \( h_i = Ph_0 + Qu \). Let \( a_1, a_2, b_1, b_2 \in \mathbb{R}^d \), and \( a_3 \in \mathbb{R}^H \). Write \( a_3 = Q^T v_1 + v_2 \), where \( Q v_2 = 0 \). Note that \( u \) is independent of \( h_0 \) and \( \langle v_2, u \rangle \) is independent of each coordinate of \( h_i \) (as these are Gaussian random vectors). Then we have
\[
\mathbb{E}[(\langle a_1, h_i \rangle + \langle a_2, h_0 \rangle + \langle a_3, u \rangle)^2] = \mathbb{E}[(\langle a_1, h_i \rangle + \langle a_2, h_0 \rangle + \langle Q^T v_1, u \rangle + \langle v_2, u \rangle + \langle P^T v_1, h_0 \rangle - \langle P^T v_1, h_0 \rangle)^2]
\]
\[
= \mathbb{E}[(\langle a_1 + v_1, h_i \rangle + \langle a_2 - P^T v_1, h_0 \rangle + \langle v_2, u \rangle)^2]
\]
\[
= \mathbb{E}[(\langle a_1 + v_1, h_i \rangle + \langle a_2 - P^T v_1, h_0 \rangle)^2] + \mathbb{E}[\langle v_2, u \rangle^2]
\]
Now \( u \) is independent of \( z_0 \), so \( \mathbb{E}[\langle v_2, u \rangle \langle b_2, z_0 \rangle] = 0 \). Moreover, \( u \) and \( z_i \) are conditionally independent given \( h_i \), so we have
\[
\mathbb{E}[\langle v_2, u \rangle \langle b_1, z_i \rangle] = \mathbb{E}[\langle v_2, u \rangle \langle b_1, z_i \rangle] = \mathbb{E}[\mathbb{E}[\langle v_2, u \rangle \langle b_1, z_i \rangle | h_i]] = \mathbb{E}[\mathbb{E}[\langle v_2, u \rangle | h_i] \mathbb{E}[\langle b_1, z_i \rangle | h_i]] = \mathbb{E}[\mathbb{E}[\langle v_2, u \rangle | h_i] \mathbb{E}[\langle b_1, z_i \rangle | h_i]] = 0.
\]
Then we have

\[
\frac{\mathbb{E}[(\langle a_1, h_i \rangle + \langle a_2, h_0 \rangle + \langle a_3, u \rangle)((b_1, z_i) + (b_2, z_0))]}{\sqrt{\mathbb{E}[(\langle a_1, h_i \rangle + \langle a_2, h_0 \rangle + \langle a_3, u \rangle)^2 \mathbb{E}[(\langle b_1, z_i \rangle + (b_2, z_0))^2]}}
\leq
\frac{\mathbb{E}[(\langle a_1 + v_i, h_i \rangle + \langle a_2 - P^T v_1, h_0 \rangle)((b_1, z_i) + (b_2, z_0))]}{\sqrt{\mathbb{E}[(\langle a_1 + v_i, h_i \rangle + \langle a_2 - P^T v_1, h_0 \rangle)^2 \mathbb{E}[(\langle b_1, z_i \rangle + (b_2, z_0))^2]}}
\leq \rho((h_i, h_0), (z_i, z_0)).
\]

\[\square\]

We are ready to prove Theorem 3.

**Proof.** The main idea of the proof is to derive conditions for the variables based on first-order optimality conditions. We first prove that the optimal variables have support only on the linearizing subspace. As a consequence, we can then show that these variables equal the true model parameters.

To start, fix \( i \in \{1, \ldots, r\} \), define \( \theta_i = [P_L, T_1 \cdots T_{i-1}] \), let \( \tilde{y}_i = (y_i, -y_0, -u_{i-2}, \ldots, -u_0) \), \( \tilde{h}_i = (h_i, -h_0, -u_{i-2}, \ldots, -u_0) \), and \( \tilde{z}_i = (z_i, -z_0)^T \). Define \( K = [I 0]^T \) to be the block matrix that satisfies \( \theta_i K = [P_L] \). Define \( \tilde{V} = \text{diag}(\tilde{V}, \tilde{V}, I, \ldots, I) \) to be the block diagonal matrix that satisfies \( \tilde{V} = \tilde{V} \tilde{h}_i \), and note that \( \tilde{V} \) has full column rank. Observe that there exists a matrix \( M \) such that \( u_{i-1} = M \tilde{h}_i \).

We can now express the objective function as \( f(\theta) = \sum_{i=1}^r f_i(\theta_i) \), where \( f_i(\theta_i) = \frac{1}{2} \| \theta_i (K \tilde{z}_i + \tilde{V} \tilde{h}_i) - u_{i-1} \|^2_2 \).

Since each \( f_i \) has minimal value 0, any optimal point for \( f \) must simultaneously optimize each \( f_i \). Hence, \( \nabla f(\theta_i) = 0 \) is a necessary condition for optimality. To this end, we compute the gradient of \( f_i \) as

\[
\nabla f_i(\theta_i) = \theta_i (K \Sigma_{\tilde{z}_i} \tilde{z}_i K^T + \tilde{V} \Sigma_{\tilde{h}_i} \tilde{h}_i K^T + K \Sigma_{\tilde{z}_i} \tilde{h}_i K^T) - \Sigma_{u_{i-1} \tilde{z}_i} K^T - \Sigma_{u_{i-1} \tilde{h}_i} \tilde{V}^T
\]

We split the optimality condition according to orthogonal subspaces \( V \) and \( V^\perp \) to obtain

\[
0 = \theta_i (V \Sigma_{\tilde{h}_i} \tilde{h}_i K^T) - \Sigma_{u_{i-1} \tilde{h}_i} \tilde{V}^T \quad \text{(5)}
\]

\[
0 = \theta_i (K \Sigma_{\tilde{z}_i} \tilde{z}_i K^T) - \Sigma_{u_{i-1} \tilde{z}_i} K^T \quad \text{(6)}
\]

From (5), we have \( \theta_i \tilde{V} \Sigma_{\tilde{h}_i} \tilde{h}_i = \Sigma_{u_{i-1} \tilde{h}_i} - \theta_i K \Sigma_{\tilde{z}_i} \tilde{h}_i \), and plugging this into (6) (while also clearing \( K^T \) by right-multiplying the equation by \( K \)) gives

\[
0 = \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i + \theta_i \tilde{V} \Sigma_{\tilde{h}_i} \tilde{h}_i \Sigma_{\tilde{h}_i} \tilde{z}_i - \Sigma_{u_{i-1} \tilde{z}_i} = \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i - \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i + \Sigma_{u_{i-1} \tilde{h}_i} \Sigma_{\tilde{h}_i} \tilde{z}_i = \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i - \Sigma_{\tilde{z}_i} \tilde{z}_i \Sigma_{\tilde{h}_i} \tilde{h}_i \Sigma_{\tilde{h}_i} \tilde{z}_i - M \Sigma_{\tilde{h}_i} \Sigma_{\tilde{h}_i} \Sigma_{\tilde{h}_i} \tilde{z}_i = \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i (I - \Sigma_{\tilde{h}_i} \tilde{h}_i \Sigma_{\tilde{h}_i} \Sigma_{\tilde{h}_i} \tilde{z}_i).
\]

By Lemma 1 and Assumption 1, we have that \( I - \Sigma_{\tilde{z}_i} \tilde{z}_i \Sigma_{\tilde{h}_i} \Sigma_{\tilde{h}_i} \tilde{z}_i \) is nonsingular, so we conclude that \( \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i = 0 \). In particular, this implies that \( \theta_i K \Sigma_{\tilde{z}_i} \tilde{z}_i = 0 \).

We can now simplify (6) as \( 0 = \theta_i \tilde{V} \Sigma_{\tilde{h}_i} \tilde{h}_i K^T - \Sigma_{u_{i-1} \tilde{h}_i} \tilde{V}^T = \theta_i \Sigma_{\tilde{h}_i} \tilde{y}_i - \Sigma_{u_{i-1} \tilde{y}_i} \). This matrix equation can be naturally partitioned into blocks according to the block partition of \( \theta_i \) and \( \tilde{y}_i \). Reading out the second block column gives \( 0 = -PA^T + L_i V V^T \). Reading out the \((k+1)\)-st block column (for \( k \geq 1 \)) gives
\[ 0 = -PA^kB + T_k. \] The first block column gives

\[
0 = PS_{y_1y_1} - L_iS_{y_0y_1} - \sum_{k=1}^{i-1} T_kS_{u_{i-1-k}y_1} - S_{u_{i-1}y_1}
\]

\[
= P(A^i(A^i)^\top + \sum_{k=1}^{i-1} A^kB(A^kB)^\top + BB^\top) - L_i(A^i)^\top - \sum_{k=1}^{i-1} T_k(A^kB)^\top - B^\top
\]

\[
= (PB - I)B^\top + (PA^i - L_i)(A^i)^\top + \sum_{k=1}^{i-1} (PA^kB - T_k)(A^kB)^\top
\]

\[
= (PB - I)B^\top.
\]

Using Assumption\,3 we right-multiply by \((B^+)^\top\) to obtain \(PB = I\). Since \(P\) is the minimal-norm optimal solution, we conclude that \(P = B^+\). Then \(L_iVV^\top = B^+A^i\) and \(T_k = B^+A^kB\). Since we are also minimizing the norm of \(L_i\), we see that \(L_i\) must vanish on \(V^\perp\), so that \(L_i = L_iVV^\top\), and \(L_i = B^+A^i\). That we recover all of \(V\) is a consequence of Assumption\,2.

\[\square\]

### A.2 Finite Sample Analysis

In this section, for each random vector \(z_i, y_i, h_i, u_i\) involved in the model, we consider corresponding sample matrices \(Z_i, Y_i \in \mathbb{R}^{d \times n}, H_i \in \mathbb{R}^{r \times n}, U_i \in \mathbb{R}^{r \times n}\). For sample covariance matrices we use the notation \(\Sigma_{U_iU_i} = \frac{1}{n} U_iU_i^\top, \Sigma_{Y_iZ_i} = \frac{1}{n} Y_iZ_i^\top\), and so on.

More precisely, let \(H_0 \in \mathbb{R}^{r \times n}\) be a random matrix whose columns are independent standard Gaussian vectors. Likewise, for \(k = 0, \ldots, r - 1\), let \(U_k \in \mathbb{R}^{r \times n}\) be a matrix whose columns are independent standard Gaussian vectors. For \(i = 0, \ldots, r\), let \(H_i = A^iH_0 + \sum_{k=0}^{r-1} A^kB^kU_{i-k}\), and let \(X_i = VH_i + Z_i\), where the columns of \(X_i\) are the observed states and the columns of \(Z_i\) are the nonlinear parts.

Define empirical canonical correlation in the natural way: for random vectors \(y, z\) let \(Y\) and \(Z\) be the corresponding sample matrices and define

\[
\rho(Y, Z) = \max_{a, b} \frac{a^\top \Sigma_{YZ} b}{\sqrt{a^\top \Sigma_{YY} a} \sqrt{b^\top \Sigma_{ZZ} b}}.
\]

Note that \(\rho(Y, Z)^2\) is the largest singular value of \(\Sigma_{ZZ}^{1/2} \Sigma_{YZ} \Sigma_{YY}^{1/2} \Sigma_{YY} \Sigma_{ZZ}\). Since our analysis of the optimization problem depends on such matrices being invertible, the main thing we need to show is that the empirical canonical correlation \(\rho(Y, Z)\) is close to \(\rho(y, z)\) when the number of samples is large enough. We utilize a concentration result stated in \(\text{Gao et al.}[2019]\) that quantifies this.

**Lemma 2** (Adapted from Corollary 7 of \(\text{Gao et al.}[2019]\)). Assume that \(y \in \mathbb{R}^{k_1}\) and \(z \in \mathbb{R}^{k_2}\) are sub-Gaussian, set \(k = k_1 + k_2\), and let \(\epsilon \in (0, 1)\). There exists a constant \(C\) such that for any \(t \geq 1\), if \(n \geq Ct^2k \log^2 k / \epsilon^2\) then \(|\rho(Y, Z) - \rho(y, z)| \leq \epsilon\) with probability at least \(1 - \exp(-t^2k)\).

Note that the statement of this result in \(\text{Gao et al.}[2019]\) is slightly different since they don’t specify the dependence of the sample complexity on the failure probability parameter \(t\). Our version here is easily obtained by using Corollary 5.50 from \(\text{Vershynin}[2010]\) to include the parameter \(t\).

We also need to ensure that a certain Gaussian empirical covariance matrix is invertible. We use the following standard matrix concentration inequality.

**Lemma 3** (From Corollary 5.35 of \(\text{Vershynin}[2010]\)). Let \(Y \in \mathbb{R}^{k \times n}\) be a matrix whose entries are independent standard Gaussian random variables. Then for every \(t \geq 0\), with probability at least \(1 - 2\exp(-t^2/2)\) it holds that

\[
\sqrt{n} - \sqrt{k} - t \leq \sigma_{min}(Y).
\]

We now use these two concentration results to prove our main lemma for this section.
Lemma 4. Let $\tilde{Z}_i$ and $\tilde{H}_i$ be the sample matrices of $\tilde{z}_i$ and $\tilde{h}_i$, respectively (from the proof of Theorem 3). Further define $\tilde{H}_i$ to be the sample matrix for the random vector $\tilde{h}_i := (h_0, u_{i-1}, u_{i-2}, \ldots, u_0)$. Let $\mathcal{E}_i$ denote the event that $|\rho(\tilde{H}_i, \tilde{Z}_i) - \rho(\tilde{h}_i, \tilde{z}_i)| \leq (1 - \rho)/2$. Let $\mathcal{F}_i$ denote the event that $\sigma_{\min}(\tilde{H}_i) \geq 1/2$. There exists a constant $C_0$ such that if $n = C_0(d + r) \log r \log^2 (d + r)/(1 - \rho)^2$, then

$$P \left( \bigcap_{i=1}^r \mathcal{E}_i \cap \mathcal{F}_i \right) \geq 0.99.$$  

Proof. Set the failure probability parameter $t = C' \sqrt{\log r}$, where $C'$ is a large enough constant such that

$$r(\exp(-t^2(2d + 2r)) + 2 \exp(-t^2/2)) \leq 0.01.$$  

Let $C$ be the constant from Lemma 2 applied to $\tilde{h}_i$ and $\tilde{z}_i$ with $\epsilon = (1 - \rho)/2$ – we can take the same $C$ for each $i$ since we assume each $(h_i, z_i)$ satisfies the same sub-Gaussian property. Set $C_0$ large enough so that when $n = C_0(d + r) \log r \log^2 (d + r)/(1 - \rho)^2$, the following hold for $i = 1, \ldots, r$:

$$n \geq 4Cl^2(2d + 2r + (i - 2)l) \log^2 (2d + 2r + (i - 2)l)/(1 - \rho)^2,$$

$$\sqrt{n} \geq 1/2 + \sqrt{r + (i - 1)l + t}.$$  

We first analyze $P(\mathcal{E}_i)$. Apply Lemma 2 to $\tilde{h}_i$ and $\tilde{z}_i$ in $\mathbb{R}^{2r + (i - 2)l}$ and $\tilde{z}_i$ in $\mathbb{R}^{2d}$ with $\epsilon = (1 - \rho)/2$ and the specified value of $t$. Then we see that $n$ is large enough to ensure that $P(\mathcal{E}_i) \geq 1 - \exp(-t^2(2d + 2r + (i - 2)l)) \geq 1 - \exp(-t^2(2d + 2r))$.

Next, consider $P(\mathcal{F}_i)$. Apply Lemma 2 to $\tilde{H}_i$ with the specified value of $t$. Again it is clear that $n$ is large enough to ensure that $P(\mathcal{F}_i) \geq 1 - 2 \exp(-t^2/2)$.

Finally, by the union bound,

$$P \left( \bigcap_{i=1}^r \mathcal{E}_i \cap \mathcal{F}_i \right) \geq 1 - \sum_{i=1}^r (2 - P(\mathcal{E}_i) + P(\mathcal{F}_i))$$

$$\geq 1 - r(\exp(-t^2(2d + 2r)) + 2 \exp(-t^2/2))$$

$$\geq 0.99.$$  

We now prove Theorem 4.

Proof. Lemma 4 provides the sample complexity and success probability – all that’s left is to analyze the empirical loss assuming that the conclusion of Lemma 4 holds. Our analysis of the empirical loss is close to that of the population loss. We use the same notation as in the proof of Theorem 3, e.g. $\tilde{y}_i, \tilde{H}_i, \tilde{U}_i, \tilde{Z}_i$ are the sample matrices of $y_i, h_i, u_i, z_i$, respectively. Likewise, define $\theta_i, K, V_0$ and $V$ as before. We additionally define $\tilde{H}_i$ to be the sample matrix for $(h_0, u_{i-1}, u_{i-2}, \ldots, u_0)$.

By the same argument as in the proof of Theorem 3 we have that

$$0 = \theta_i K \Sigma_{\tilde{Z}_i, \tilde{Z}_i} (I - \Sigma^+_{\tilde{Z}_i, \tilde{Z}_i} \Sigma_{\tilde{Z}_i, \tilde{H}_i} \Sigma^+_{\tilde{H}_i, \tilde{H}_i} \Sigma_{\tilde{H}_i, \tilde{Z}_i}).$$

The spectral norm of $-\Sigma^+_{\tilde{Z}_i, \tilde{Z}_i} \Sigma_{\tilde{Z}_i, \tilde{H}_i} \Sigma^+_{\tilde{H}_i, \tilde{H}_i} \Sigma_{\tilde{H}_i, \tilde{Z}_i}$ is $\rho(\tilde{H}_i, \tilde{Z}_i)$, and by assumption and Lemma 4 we have

$$\rho(\tilde{H}_i, \tilde{Z}_i) \leq \rho(\tilde{h}_i, \tilde{z}_i) + (1 - \rho)/2 \leq (1 + \rho)/2 < 1.$$  

Hence, $(I - \Sigma^+_{\tilde{Z}_i, \tilde{Z}_i} \Sigma_{\tilde{Z}_i, \tilde{H}_i} \Sigma^+_{\tilde{H}_i, \tilde{H}_i} \Sigma_{\tilde{H}_i, \tilde{Z}_i})$ is robustly nonsingular, so we conclude that $\theta_i K \Sigma_{\tilde{Z}_i, \tilde{Z}_i} = 0$ and likewise $\theta_i K \Sigma_{\tilde{Z}_i, \tilde{X}_i} = 0$.

Using this fact, we can continue to follow the proof of Theorem 3 to obtain

$$0 = \theta_i \tilde{V} \Sigma_{\tilde{H}_i, \tilde{H}_i} \tilde{V}^\top - \Sigma_{U_{i-1}} \tilde{H}_i \tilde{V}^\top.$$  
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Analyzing this equation is slightly more complicated now due to the fact that sample cross-covariance terms like $\Sigma_{H_{0}u_{i}}$ are nonzero (whereas the corresponding population covariances vanish due to independence). By splitting the equation into block columns, grouping terms, and simplifying the terms that cancel, it is straightforward to see that

$$0 = [(PA^i - L_i) (PB - I) (PAB - T_1) \cdots (PA^{i-1}B - T_{i-1})] \hat{V} \Sigma_{\hat{H}_i \hat{H}_i} \hat{V}^\top.$$ 

By assumption, $\sigma_{\min}(\hat{H}_i) \geq 1/2$, so $\Sigma_{\hat{H}_i \hat{H}_i}$ is robustly nonsingular. Hence, we have that

$$0 = [(PA^i - L_i) (PB - I) (PAB - T_1) \cdots (PA^{i-1}B - T_{i-1})] \hat{V},$$

which implies that $PB = I$ and $(PA^i - L_i)V = 0$ for all $i$. Since we assume $P$ has minimal norm, we conclude that $P = B^+$. Thus, $L_iV = B^+A^iV$, i.e. $L_i = B^+A^i$ on the subspace $V$. By the construction of our minimal norm solution, we know that $L_i$ must vanish on $V^\perp$, and this completes the proof.

A.3 Handling Noise in the Model

We now consider a simple version of our model with noise, and show that our algorithm identifies the correct subspace (up to an error proportional to the noise) in this setting as well. We consider a one-step trajectory where the initial state $x_0 = 0$, and we assume that our observation is corrupted by independent centered noise. In particular, we can write the state observation as $x = Bu + z + \xi$, where $\xi$ is a random vector in $\mathbb{R}^d$ that is independent of both $u$ and $z$. Assume the noise covariance matrix $\Sigma_{\xi \xi}$ splits orthogonally along the subspace $V$ and $V^\perp$; that is, we can write $\Sigma_{\xi \xi} = \Sigma_1 + \Sigma_2$, where $\Sigma_1$ is the covariance of the noise projected onto $V$ and $\Sigma_2$ is the covariance of the noise projected onto the column-span of $V^\perp$. This orthogonal splitting is satisfied when $\xi$ is a spherical Gaussian random vector, for example.

Given this noisy state observation $x$ and control input $u$, the task is to recover the column-span of $B$ by learning a linear inverse model:

$$\min_p \frac{1}{2} \mathbb{E}_{u,\xi} \|Px - u\|^2$$

Due to the noise term, this linear model will not achieve zero error. However, we can bound the error of our solution as a function of the noise magnitude and correlation bound.

**Theorem 7.** Let $u \in \mathbb{R}^t$ and $\xi \in \mathbb{R}^d$ be independent spherical Gaussian random vectors, with $\Sigma_{\xi \xi} = \sigma^2 I$. Let $P$ be the minimal norm optimal solution to the optimization problem (7). Write $P = P_1 + P_2$, where $P_1$ is the projection of $P$ onto $V$, and $P_2$ is its projection onto $V^\perp$. In the noisy setting described above, we have $P_1 = B^+$ and

$$\|P_2\|_2 \leq \frac{\sigma \rho}{2\sqrt{1 - \rho^2}} \|B^+\|_2 \|P_1\|_2$$

where $\sigma = \lambda_{\max}(\Sigma_{\xi \xi})$ and $\rho := \rho(u, z)$.

Note that ideally we want $P_2 = 0$, since its rows are in $V^\perp$. This theorem says that the spectral norm of $P_2$ is small compared to $P_1$, which allows us to approximately recover $B^+$.

**Proof.** In this setting, the optimality conditions of (7) take the form

$$0 = B\Sigma_{uu}(B^\top P_1 - I) + B\Sigma_{uz}P_2 + \sigma^2 P_1$$

$$0 = \Sigma_{zu}(B^\top P_1 - I) + \Sigma_{zz}P_2 + \sigma^2 P_2,$$

Multiplying (8) by $\Sigma_{zu}(B\Sigma_{uu})^+$ and subtracting (9) yields the following identity (after simplification):

$$\sigma^2 I + \Sigma_{zz} = \Sigma_{zu}\Sigma_{uu}^{-1}\Sigma_{uz}P_2 = \sigma^2 \Sigma_{zu}(B\Sigma_{uu})^+ P_1.$$
maximal eigenvalue $\rho^2$. Then $C$ has column-span equal to that of $\Sigma_{zz}$, with minimal nonzero singular value equal to $1 - \rho^2$.

Set $\Gamma = (\sigma^{-1}\Sigma_{zz}^{1/2}C_{1/2}^T)^+ + (\sigma^{-1}\Sigma_{zz}^{1/2}C_{1/2}^T)^T$. Based on the properties of $C$ that we established, it is evident that $\Gamma$ has column-span equal to that of $\Sigma_{zz}$, and it has minimal singular value bounded below by 2 by Lemma 5. We have

$$P_2 = (C_{1/2}^\Gamma)^+ C_{1/2}^\Gamma P_2$$

$$= (C_{1/2}^\Gamma)^+ \sigma^{-1}(\Sigma_{zz}^{1/2})^+ (\sigma^2 I + \Sigma_{zz} - \Sigma_{zu}\Sigma_{uu}\Sigma_{uz}) P_2$$

$$= (C_{1/2}^\Gamma)^+ \sigma^{-1}(\Sigma_{zz}^{1/2})^+ \sigma^2\Sigma_{zu}\Sigma_{uz}^{-1}B^+ P_1$$

$$= \sigma\Gamma^+ (C_{1/2}^\Gamma)^+ (\Sigma_{zz}^{1/2} + \Sigma_{zu}\Sigma_{uz}^{-1}B_{zz})^1/2 B^+ P_1.$$

Now $(\Sigma_{zz}^{1/2} + \Sigma_{zu}\Sigma_{uz}^{-1}B_{zz})^{1/2}$ must have maximal singular value equal to $\rho$, since it gives a symmetric low-rank factorization of $(\Sigma_{zz}^{1/2} + \Sigma_{zu}\Sigma_{uz}^{-1}B_{zz})^1/2$. Hence, we finally have the bound

$$\|P_2\|_2 \leq \frac{\sigma\rho}{2\sqrt{1-\rho^2}}\|\Sigma_{uu}^{-1/2}B\|_2\|P_1\|_2.$$

Lemma 5. For any matrix $A$, the minimal nonzero singular value of $A^+ + A^T$ is at least 2.

Proof. Write the compressed SVD of $A^+$ as $U\Sigma V^T$, and note that we can write $A^T = U\Sigma^{-1}V^T$. It is then evident that the non-zero singular values of $A^+ + A^T$ are of the form $x + x^{-1}$ for $x > 0$. But $x + x^{-1} \geq 2$ for all $x > 0$. □

A.4 Nonlinear Model

We here give a proof of Theorem 8. For this section, instead of writing $\phi(x)$ to denote the state representation of $x$, we simply drop explicit reference to $\phi$ and agree that any system state we discuss has already been mapped to its representation via $\phi$. This will simplify notation but doesn’t change any of the analysis.

Theorem 8. Let $\phi, P, \{L_i, T_i\}, i = 1, \ldots, \tau$ be optimal solutions to the optimization problem 4, and assume that these parameters incur zero loss. Define $V = \text{col}(P^\top) + \text{col}(L_1^\top) + \cdots + \text{col}(L_{\tau-1}^\top)$, and assume that $\text{col}(L_\tau^\top) \subset V$. Let $Q$ be the orthogonal projection matrix onto $V$. Then there exist matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times l}$ such that

$$Qf(x, u) = Qf(Qx, u) = AQx + Bu.$$

Proof. Zero loss in the objective function implies that

$$Pf(x, \{u_0, \ldots, u_{i-1}\}) = L_i x + \sum_{k=0}^{i-2} T_{i-1-k} u_k + u_{i-1}$$

for all $x \in \phi(\mathbb{R}^d)$ and $u_j \in \mathbb{R}^l$, $j = 0, \ldots, i-1$.

Fix $2 \leq i \leq \tau + 1$. By assumption,

$$Pf(x, \{u_0, \ldots, u_{i-1}\}) = L_i x + \sum_{k=0}^{i-2} T_{i-1-k} u_k + u_{i-1}.$$

But we can also express this as follows:

$$Pf(x, \{u_0, \ldots, u_{i-1}\}) = Pf(f(x, u_0), \{u_1, \ldots, u_{i-1}\})$$

$$= L_{i-1} f(x, u_0) + \sum_{k=0}^{i-3} T_{i-2-k} u_{k+1} + u_{i-1}$$
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Equating these two expressions and eliminating like terms gives

\[ L_{i-1}f(x, u_0) = L_i x + T_i u_0. \]

Note that here it is crucial that we couple the \( T_i \) matrices. Without the coupling we would not be able to eliminate the terms relating \( u_i \) for \( i > 0 \).

Next, let \( \{v_1, \ldots, v_r\} \) be an orthonormal basis for \( V \). Then we can write \( Q = \sum_{j=1}^r v_j v_j^\top \). Furthermore, by construction, for each \( v_j \), there exist vectors \( y_{j,0}, y_{j,1}, \ldots, y_{j,\tau} \) such that \( v_j = P^\top y_{j,0} + \sum_{i=1}^\tau L_i^\top y_{j,i} \). Notice that for \( i = 1, \ldots, \tau + 1 \), since \( \text{col}(L_i^\top) \subset V \), it holds that \( L_i = L_i Q \). Then we have

\[
Q f(x, u) = \sum_{j=1}^r v_j v_j^\top f(x, u) \\
= \sum_{j=1}^r v_j \left( y_{j,0} P f(x, u) + \sum_{i=1}^\tau y_{j,i} L_i f(x, u) \right) \\
= \sum_{j=1}^r v_j \left( y_{j,0} (L_1 x + u) + \sum_{i=1}^\tau y_{j,i} (L_{i+1} x + T_i u) \right) \\
= \left( \sum_{j=1}^r \sum_{i=0}^{\tau} v_j y_{j,i}^\top L_{i+1} \right) Q x + \left( \sum_{j=1}^r \sum_{i=0}^{\tau} v_j y_{j,i}^\top T_i \right) u
\]

where we let \( T_0 = I \). Now set \( A = \sum_{j=1}^r \sum_{i=0}^{\tau} v_j y_{j,i}^\top L_{i+1} \) and \( B = \sum_{j=1}^r \sum_{i=0}^{\tau} v_j y_{j,i}^\top T_i \), and we have our result.

\[ \square \]

### B Synthetic Experiments

In this section we discuss in detail how to obtain the particular minimal-norm solution to \( Q \) that we require in Theorem 4. We then discuss synthetic numerical experiments that we conducted to validate the correctness of this result.

#### B.1 Constructing the Solution

It simplifies things to consider the least squares problem

\[
\min_{x, y} \| Ax + B y - c \|_2^2,
\]

where \( A \) and \( B \) are arbitrary matrices and \( c \) is an arbitrary vector. Assume the space of solutions \( \{x, y\} \) that have zero error is nonempty (i.e. it is an entire linear space of solutions). We want to select the optimal solution \( (x^*, y^*) \) such that for any other optimal solution \( (x', y') \), we have \( \|x^*\|_2 \leq \|x'\|_2 \) and if \( \|x^*\|_2 = \|x'\|_2 \) then \( \|y^*\|_2 \leq \|y'\|_2 \).

We can obtain such a solution by splitting the problem into two stages. First, let \( x^* \) be the minimal norm solution of

\[
\min_x \| (I - P_B) Ax - (I - P_B) c \|_2^2,
\]

where \( P_B \) is the orthogonal projection onto the column-span of \( B \). We can compute \( x^* \) using standard least squares techniques such as using the singular value decomposition. Then, let \( y^* \) be the minimal norm solution to

\[
\min_y \| B y - P_B c + P_B A x^* \|_2^2.
\]

Let us verify that \( (x^*, y^*) \) has the desired properties. Let \( (x', y') \) be any solution, i.e. \( A x' + B y' = c \). Left-multiplying the equation by \( I - P_B \), we see that \( (I - P_B) A x' = (I - P_B) c \). By construction, we have
that \( \|x^*\|_2 \leq \|x'\|_2 \). Now assume that \( \|x^*\|_2 = \|x'\|_2 \). This implies that \( x^* = x' \) (the minimum-norm solution is unique). Then we have \( By' = PBc - PBAx' = PBc - PBAx^* \). Again, by construction we have that \( \|y^*\|_2 \leq \|y'\|_2 \), as desired.

### B.2 Numerical Verification

To numerically validate our theoretical result, we generated system matrices \( \bar{A}, \bar{B} \) at random (with i.i.d. Gaussian entries) and multiplied \( \bar{A} \) by a constant to ensure it is well-conditioned (to avoid numerical issues). We generated the nonlinear components \( z_i \) either as independent Gaussian noise or low-degree polynomials of \( h_i \). We collected \( 5(d + rl) \) samples for each run (this is lower than the sample complexity we give in the theorem, but it sufficed for our experiments). We then constructed the solution using the two-step procedure described above, using the built-in “lstsq” function in SciPy. We then checked that our constructed solution matched the solution guaranteed by Theorem 4. In all of our runs, whenever the computations were numerically stable, we recovered the expected solution.

### C Experimental Details for Section 5

We here provide further details about the experiments discussed in Section 5.

As mentioned, we repeat the action three times for both environments, and the resulting concatenated pixel observations have sizes \((64, 192)\) and \((80, 360)\) for the pendulum and mountain car environments, respectively. Figure 3 displays examples of these state observations.

The state representation map \( \phi \) is a basic neural network with two convolutional layers (each with 16 output channels, the first layer with kernel size 8 and stride 4, the second layer with kernel size 4 and stride 2) followed by two fully connected layers each of width 50. All layers use ReLu activation with no other nonlinearities. After the final layer, we project to the top 4 right singular directions of the matrix \([P^\top \ L_1^\top \cdots \ L_{\tau}^\top]^\top\), so that in the end, we have a 4-dimensional representation.

To train the network \( \phi \) and the matrices \( P, \{L_i\} \), we solve (4) using the Adam optimizer with learning rate 0.0005. The representations corresponding to the “pre-trained” results in Figure 5 were trained on 20,000 independent batches of 25 trajectories. Each trajectory was length 25, with the first state sampled uniformly from the environment state space, and each action sampled uniformly from the environment action space. We observed that the loss function converged to a nonzero value, which means there may be room to better learn the inverse model if we explore different architecture or training options.

The representations corresponding to the “total samples” results in Figure 5 were trained on a fixed set of batches of trajectories that utilize a total of 35,000 and 25,000 environment steps for pendulum and mountain car, respectively. We found that training the representations on smaller amounts of environment steps led to poor performance on the control tasks, which may indicate that the representations overfit to the limited data. Because we train these representations on a fixed, small dataset, the loss function converges to a value much closer to 0.

As mentioned in Section 5, we use the Stable Baselines implementation of TRPO to learn a linear policy for our learned, 4-dimensional representations. We use all of the default parameters except for the stepsize.
parameter “vf_stepsize”, which we tested over the range of values [0.00005, 0.0001, 0.0005, 0.001, 0.01, 0.1, 0.5]. We observed similar performance for all of these choices, but reported the best results in Figure 5, corresponding to 0.1 and 0.0005 for the pendulum experiments, and 0.1 and 0.01 for the mountain car experiments.

D Additional Experiments

In this section we present some additional experimental results.

Intrinsic Representation Dimension  In our main experiments, we projected our representations down to 4 dimensions. We inspected the intrinsic dimensionality of \([P^T L_1^T \cdots L_\tau^T]\) and found that much of the energy was generally concentrated in the top four singular values. This agrees with our theoretical result, which requires that the learned matrices \(P, \{L_i\}\) have low rank. Figure 4 shows some examples of this behavior in representations learned for three environments (more on the “HopperBulletEnv-v0” environment below).

Experiments with Hopper  We also conducted experiments using the environment “HopperBulletEnv-v0” from PyBullet. This environment simulates a robot whose internal state consists of 15 continuous values describing various joint angles and velocities, and whose action space is 3-dimensional, describing torques that can be applied to certain joints. The goal of this environment is to learn a policy that allows the Hopper robot to make forward progress. As with the other environments, we repeated each action 3 times to obtain concatenated pixel observations of shape (80, 321, 3). Because the state space of this environment is much higher-dimensional than the other environments we tested, randomly sampling initial start states uniformly is a bad strategy, as most sampled states are very far from states that reasonable policies will traverse. We therefore adopted an imitation-learning style setup, where we use a pre-trained agent provided by Stable-Baselines to generate a set of good states, and use these examples as the initial states for our objective function. Given the good initial state, we then randomly sample actions to generate trajectories. We trained our representations on a fixed set of 3,000 trajectories, and then projected onto the top 15 singular directions of the learned matrices, resulting in a 15-dimensional representation.

To learn policies, we used PPO2 with default parameters. The learned policies could keep the robot upright (it will fall to the ground if controlled with random actions) and sometimes achieve modest forward motion, but the performance is far below other baselines. To improve results, we likely need more training samples in the representation learning phase, and perhaps a way to combine state exploration with representation learning.