Scoring of Large-Margin Embeddings for Speaker Verification: Cosine or PLDA?
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Abstract

The emergence of large-margin softmax cross-entropy losses in training deep speaker embedding neural networks has triggered a gradual shift from parametric back-ends to a simpler cosine similarity measure for speaker verification. Popular parametric back-ends include the probabilistic linear discriminant analysis (PLDA) and its variants. This paper investigates the properties of large-margin speaker representations aiming to such a shift, and aims to find scoring back-ends best suited for speaker verification. In addition, we revisit the pre-processing techniques which have been widely used in the past and assess their effectiveness on large-margin embeddings. Experiments on the state-of-the-art ECAPA-TDNN networks trained with various large-margin softmax cross-entropy losses show a substantial increment in intra-speaker compactness making the conventional PLDA superfluous. In this regard, we found that constraining the within-speaker covariance matrix could improve the performance of the PLDA. It is demonstrated through a series of experiments on the VoxCeleb-1 and SITW core-core test sets with 40.8% equal error rate (EER) reduction and 35.1% minimum detection cost (minDCF) reduction. It also outperforms cosine scoring consistently with reductions in EER and minDCF by 10.9% and 4.9%, respectively.

Index Terms: speaker verification, large-margin softmax, cosine similarity, PLDA, ECAPA-TDNN

1. Introduction

Automatic speaker verification (ASV) is the process to verify whether a given speech utterance is from a specific speaker or not. 1-vector embedding [1] followed by probabilistic linear discriminant analysis (PLDA) [2, 3] was dominant in ASV for a long time until recent years when ASV started to benefit from deep learning. The use of deep neural networks (DNNs) has been investigated to replace individual components along the ASV pipeline, including the front-end feature extraction [4, 5], back-end modeling [6], and the entire pipeline in an end-to-end manner [7, 8]. Among these, using DNNs to extract discriminative speaker embeddings has been shown to be the most viable and effective. Therefore, recent works in ASV have focused on building network architectures that produce embedding vectors with improved speaker representations [4, 9–11].

A DNN for extracting an utterance-level speaker embedding consists of three modules: (1) a frame-level feature encoder, (2) a pooling layer, and (3) utterance-level representations. The input to the first module is a sequence of acoustic features, e.g., mel-frequency cepstral coefficients (MFCCs) and filter-bank coefficients. After considering relatively short-term acoustic features, this module outputs intermediate representa-
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classification tasks. The cross-entropy (CE) loss could be calculated as:

\[
L_1 = -\frac{1}{N} \sum_{i=1}^{N} \log e^{W_i^T x_i + b_y} \sum_{j=1}^{C} e^{W_j^T x_i + b_j}
\]

where \( N \) is the batch size, \( C \) is the number of speakers in the training set, \( x_i \in \mathbb{R}^d \) is the embedding representation of the \( i \)-th utterance, belonging to \( y_i \)-th class. The vector \( W_j \in \mathbb{R}^d \) denotes \( j \)-th column of the weight matrix \( W \in \mathbb{R}^{D \times C} \) while \( b_j \in \mathbb{R}^N \) is the corresponding bias term. The softmax function constrains the total probabilities to all the classes as 1, which helps training converge more quickly than it otherwise would. The expression \( W_i^T x_i \) in the numerator of (1) is equal to \( \|W_i, x_i\| \cos(\theta_i) \), with the angle \( \theta_i \) between the vectors \( W_i \) and \( x_i \). A modified softmax CE loss [22, 23] further normalizes the individual weight vector \( \|W_j\| = 1 \), normalizes the embedding vector \( \|x_i\| \) and re-scales to \( s \), and discards the bias term:

\[
L_2 = -\frac{1}{N} \sum_{i=1}^{N} \log s e^{s \cos(\theta_i)} \sum_{j=1}^{C} e^{s \cos(\theta_j)}
\]

The modification enables the network to directly optimize angles and learn angularly distributed features, but not necessarily more discriminative ones [23].

2.1.2. Large-Margin Softmax Cross Entropy Loss

Since angles are used as the distance metric in (2), various techniques were introduced to incorporate margin penalties in order to enhance the speaker-discriminative power. They can be summarized with an angular function [19]

\[
\psi(\theta_i) = \cos(m_1 \theta_i + m_2) - m_3
\]

where \( m_1, m_2 \) and \( m_3 \) are the three margin penalties. Therefore, the larger margin softmax cross-entropy (CE) loss is

\[
L_3 = -\frac{1}{N} \sum_{i=1}^{N} \log e^{s \psi(\theta_i)} + \sum_{j=1}^{C} e^{s \cos(\theta_j)}
\]

The margins \( \{m_1, m_2, m_3\} \) can be used simultaneously [19] or individually [17–19, 23], in which (4) is denoted, respectively, as the angular softmax (A-Softmax) [23]

\[
\psi(\theta_i) = \cos(m \theta_i),
\]

the additive angular margin softmax (AAM-Softmax or ArcFace) [19]

\[
\psi(\theta_i) = \cos(\theta_i) + m_2,
\]

and the additive margin softmax (AM-Softmax) [17]

\[
\psi(\theta_i) = \cos(\theta_i) - m_3.
\]

The margin penalties enforce intra-class compactness and inter-class discrepancy. This corresponds to a reduced within-speaker variability and a larger between-speaker variability in speaker recognition terminology. We refer to this class of representation as large-margin embeddings in this paper.

2.2. Speaker Verification

Speaker verification can be accomplished by calculating the similarity between the two speaker embeddings corresponding to an enrollment and test speech. To this end, a simple cosine distance measurement can be used. Alternatively, a more sophisticated scoring back-end can be trained such as the probabilistic linear discriminant analysis (PLDA).

2.2.1. Cosine Similarity

Cosine similarity scoring is a computationally efficient method in many verification tasks. When it is applied to speaker verification, the cosine of the angle between the enrollment (\( \phi_e \)) and test (\( \phi_t \)) embeddings is used as the decision score

\[
s(\phi_e, \phi_t) = \frac{\phi_e \cdot \phi_t}{\|\phi_e\| \|\phi_t\|}.
\]

This technique has an advantage that no training is required. Scoring is performed directly in the speaker embedding space.

2.2.2. PLDA

As opposed to cosine similarity measure, PLDA is a supervised method where speaker labels are necessary to train a PLDA model. There are multiple PLDA variants [2, 3, 24, 25]. Here we focus on the formulation reported in [2], which is widely used in speaker recognition [26, 27].

Let \( \phi \) be an embedding vector which we assume follows a Gaussian distribution [2, 3, 28]:

\[
p(\phi | h, x) = \mathcal{N}(\phi | \mu + Fh + Gx, \Sigma),
\]

where \( \mu \in \mathbb{R}^d \) is the global mean. The matrices \( F \in \mathbb{R}^{D \times d} \) and \( G \in \mathbb{R}^{d \times D} \) are, respectively, the speaker and channel loading matrices, and \( \Sigma \) models the residual variances and is constrained to be a diagonal matrix. The vectors \( h \) and \( x \) are the latent speaker and channel variables, respectively. Integrating out the latent variables, we arrive at the following marginal density

\[
p(\phi) = \mathcal{N}(\phi | \mu, \Phi_B + \Phi_w)
\]

where \( \{\Phi_B, \Phi_w\} \) are the between and within-speaker covariance matrices given by

\[
\Phi_B = FF^T, \Phi_w = GG^T + \Sigma.
\]

In the testing phase, the log-likelihood score between the enrollment (\( \phi_e \)) and test (\( \phi_t \)) embeddings is calculated as

\[
s(\phi_e, \phi_t) = \log p(\phi_e | \phi_t) p(\phi_t).
\]

Here, the joint likelihood in the numerator can be computed as

\[
p(\phi_e | \phi_t) \sim \mathcal{N}
\]

while the likelihood \( p(\phi_e) \) and \( p(\phi_t) \) in the denominator are evaluated using (10). It is evident that PLDA scoring involves the explicit use of between and within covariance matrices, which is absent in cosine scoring.

3. Diagonalizing Within-Class Covariance Matrix

PLDA [2, 3] was originally introduced in ASV to work with i-vector framework [1]. Despite the i-vector front-end being replaced with more effective deep speaker embeddings, PLDA continues to be a promising back-end [1, 26, 29].

We study empirically the between and within-speaker covariance of the conventional x-vector embeddings [4] and large-margin embeddings from an ECAPA-TDNN [9]. Figure 1 shows that the within-speaker covariance of the conventional x-vector embeddings is larger than the between-speaker covariance in most of the dimensions in (a). In contrary, the between-speaker covariance is larger than the within-speaker covariance
4. Experiments

4.1. Experimental settings

In order to verify the effectiveness of back-end techniques, the experiments are conducted on both VoxCeleb1 [12] and the Speaker in the Wild (SITW) core-core [31] test sets. For VoxCeleb1, we have exploited the original test set Vox1-o and the hard test set Vox1-h. All of our front-ends and parametric back-ends are trained on VoxCeleb2 dataset [32]. Approximately 2% of the train set is reserved for validation. Between our training and evaluation sets, there are no overlapping speakers. We employ augmentation techniques to produce a variety of the training data for the embedding networks, including random drops of audio chunks and frequency bands [33], speed perturbation [34], environmental corruptions with a collection of room impulse responses (RIRs) and noise [35]. For the parametric back-end training, a subset of VoxCeleb2 that consists of 300k utterances from 5,985 speakers is used with no augmentation, considering the training and testing data are in similar conditions.

We study several systems of state-of-the-art TDNN, ECAPA-TDNN and MFA-TDNN backbones with softmax, AAM-Softmax and AM-Softmax cross-entropy (CE) losses for comparisons [4, 9–11]. The pooling options are average and attentive statistics pooling and posterior inference pooling [10]. The details of combinations are shown in Table 1. We use SpeechBrain open-source toolkit [36] to implement all the front-ends and extract speaker embeddings. At the input of the neural networks, our systems utilize 80-dimensional filterbank features.

We evaluate three scoring methods: cosine similarity, PLDA and PLDA-diag, and also the effect of length normalization (LN) [24] and LDA as pre-processing steps for PLDA, as well as LDA-diag. The dimensions of LDA and LDA-diag are set to 150. Results are reported in terms of equal error rate (EER) and the minimum normalized detection cost function (MinDCF) at \( P_{\text{target}} = 10^{-2} \) and \( C_{\text{FA}} = C_{\text{Miss}} = 1 \).

4.2. Results and analysis

We first investigate the intra-speaker compactness in the conventional softmax embeddings (S6-S7 in Table 1) and the large-margin embeddings (S1-S5), respectively. Only LN is used before scoring as the pre-processing step. As shown in Table 1, for both S6 and S7, PLDA outperforms cosine similarity measure, while for the five systems (S1-S5) with different types of large margin softmax CE losses, cosine similarity measure achieves better performance than PLDA. These observations are consistent on all three evaluation sets. This indicates that the within-speaker variability in the conventional softmax embeddings are effectively reduced by channel compensation in PLDA, while the channel compensation is no longer essential for large-margin embeddings and even deteriorates the ASV performance. Figure 1 depicts the difference in the covariance plots between different embeddings. Both the results in Table 1 and the covariance plots show that the use of large-margin softmax CE loss efficiently reduces the intra-speaker variability in the embeddings. Comparing the front-ends, the large-margin embeddings (S1-S5) achieve much better performance than the conventional embeddings (S6, S7), which also confirms the efficiency of large-margin softmax in learning speaker-discriminative embeddings.

Next, we investigate the effectiveness using diagonal within-class covariance matrix (denoted as PLDA-diag) in Table 1. The use of the diagonalized within-speaker covariance in the PLDA model on the large-margin embeddings (S1-S5) reduces EER and minDCF on average by 40.8% and 35.1%, respectively, compared with the conventional PLDA with full within-class covariance matrix. Additionally, it outperforms cosine similarity consistently, reducing EER and minDCF on average by 10.9% and 4.9%, respectively. For conventional embeddings (S6, S7), on the contrary, PLDA-diag degrades both EER and minDCF compared with the conventional PLDA.

Taking ECAPA-TDNN as a front-end example of large-margin embeddings (S1 vs. S2), we further investigate the effect of embedding dimensions on ASV performance. Cosine similarity gives similar performance across the two dimensional embeddings, while the degradation produced by using the conventional PLDA in the 512-d embedding system S2 is almost double that of the 192-d embedding system S1. If we use PLDA-diag instead of PLDA, the performance improves and both systems have similar performance again.

Next we investigate the feasibility of the pre-processing techniques of PLDA on the large-margin embeddings. Since Vox1-h shows the same trend in the performance as Vox1-o, we exclude it considering the page limit. Figure 2 shows the effect of length normalization (LN) on the large-margin embeddings (S1) and the conventional embeddings (S6) with both PLDA and PLDA-diag back-ends on the Vox1-o and SITW core-core.
Table 1: EER and minDCF of the evaluations of three back-ends: cosine similarity, PLDA and PLDA-diag with five sets of large-margin embeddings (S1-S5), and two sets of the conventional softmax embeddings (S6, S7), on the three test sets: vox1-o, vox1-h and SITW core-core. The large-margin softmax includes AM- and AAM-Softmax CE losses. The backbones of the networks include: TDNN, ECAPA-TDNN and MFA-TDNN [11]. The pooling options are average and attentive statistics pooling and posterior inference pooling [10].

| ID | Backbone | Pooling | Loss | Dim | Cos | PLDA | PLDA-diag | Vox1-o | PLDA | PLDA-diag | Vox1-h | PLDA | PLDA-diag | SITW | PLDA | PLDA-diag |
|----|----------|---------|------|-----|-----|------|-----------|--------|------|-----------|--------|------|-----------|------|------|-----------|
| S1 [9] | TDNN | ✓ | ✓ | ✓ | 1.280/1.177 | 1.910/2.611 | 1.180/0.157 | 2.470/2.431 | 3.750/3.331 | 2.290/2.243 | 1.830/0.167 | 2.550/2.240 | 1.420/0.160 |
| S2 | ECAPA | ✓ | ✓ | ✓ | 1.210/1.145 | 2.530/2.477 | 1.080/0.129 | 2.470/2.248 | 4.540/4.118 | 2.320/2.249 | 1.610/0.175 | 2.950/2.297 | 1.480/0.169 |
| S3 | MFA | ✓ | ✓ | ✓ | 1.220/1.127 | 1.750/1.931 | 1.160/0.125 | 2.570/2.251 | 3.740/3.348 | 2.440/2.352 | 1.920/0.184 | 2.490/2.422 | 1.560/0.174 |
| S4 [10] | Avg | ✓ | ✓ | ✓ | 1.250/1.150 | 1.930/2.083 | 1.160/0.136 | 2.430/2.338 | 3.750/3.343 | 2.270/2.299 | 1.780/0.167 | 2.450/2.235 | 1.390/0.158 |
| S5 [11] | Att | ✓ | ✓ | ✓ | 1.140/1.132 | 1.560/2.083 | 1.020/0.144 | 2.260/2.225 | 3.350/2.299 | 2.090/2.218 | 1.560/0.156 | 2.070/2.229 | 1.280/0.145 |
| S6 | Posterior | ✓ | ✓ | ✓ | 3.410/3.380 | 2.460/2.283 | 2.760/2.298 | 5.880/4.97 | 4.360/3.394 | 4.730/4.228 | 3.770/3.67 | 3.080/3.15 | 2.710/3.313 |
| S7 [4] | Softmax | ✓ | ✓ | ✓ | 6.860/6.337 | 2.230/3.368 | 5.810/5.055 | 12.490/7.78 | 8.570/5.055 | 9.970/9.643 | 13.720/8.92 | 5.680/6.69 | 13.220/9.64 |

Figure 2: Comparisons of EER and minDCF when using length normalization or not in embedding pre-processing

Figure 3: Comparisons of EER and minDCF when using LDA or not in embedding pre-processing

5. Conclusions

This paper, for the first time, experimentally investigated the reasons of the shift from parametric back-ends to a simpler cosine similarity measure for the scoring of large-margin speaker embedding in speaker verification. Our experiments on the state-of-the-art ECAPA-TDNN networks with AAM-Softmax and AM-Softmax cross-entropy losses on VoxCeleb1 and SITW core-core test sets showed substantial increment in intra-speaker compactness making the conventional PLDA superfluous, while the cosine similarity scoring seems to be sufficient. We found that simply discarding off-diagonal elements in the within-speaker covariance matrix of the PLDA model improved the performance significantly with an average of 40.8% EER reduction and 35.1% minDCF reduction. It also outperformed cosine scoring consistently with reductions in EER and minDCF by 10.9% and 4.9%, respectively. In addition, this paper revisited the pre-processing techniques which have been widely used in the ASV back-ends in the past, and assessed their effects. In the future, we will investigate the evaluations in mismatch domains.
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