A new model for early diagnosis of Alzheimer's disease based on BAT-SVM classifier
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ABSTRACT

Magnetic resonance images (MRI) of the brain is a significant tool to diagnose Alzheimer's disease, for this reason we use it to measure regional changes in the brain that reflect disease progression to detect early stages of the disease. In this paper, we propose a new model that adopts Bat for parameter optimization problem of support vector machine (SVM) to diagnose Alzheimer's disease via MRI biomedical image. The proposed model uses MRI for biomedical image classification to diagnose three classes; normal controls (NC), mild cognitive impairment (MCI), and Alzheimer’s disease (AD). The proposed model based on segmentation for the most involved areas in the disease hippocampus, the features of MRI brain images are extracted to build feature vector of the brain, then extracting the most significant features in neuroimaging to reduce the high dimensional space of MRI images to lower dimensional subspace, and submitted to machine learning classification technique. Moreover, the model is applied on different datasets for efficiency validation, it concluded that the new Bat-SVM model achieved acceptable level of accuracy reached to 95.36% using maximum number of bats equal to 50 and number of generation equal to 10.

1. INTRODUCTION

Alzheimer disease is considered as an evolution neurodegenerative disease, the conditions that result in the loss of memory and cognitive abilities which represent a public health problem. Early diagnosis is important to slow down neuro degeneration and providing optimal care, in particular for the mild cognitive impairment (MCI) patients which have a very high risk to develop AD in the near future [1]. There are many biomedical imaging tools to early diagnose AD, such as magnetic resonance imaging (MRI) that help to detect and follow the process of the brain atrophy evolution [2, 3]. The value of MRI as an objective diagnostic tool for AD depends on the degree of AD detection by classification methods. Structural MRI identified local volumetric changes in brain areas with AD and MCI that associated longitudinal changes and cross-sectional differences in volume and size of particular brain regions, such as the hippocampus [4]. The most common prominent change in the brain structure for AD is the reduction of the volume of the hippocampus that recognized as an early feature of the degenerative process involved in AD [5]. Many researchers diagnose AD from the hippocampus region of interest (ROI) using extracted features [6-8]. Early memory decline is correlated to the appearance of reductions in hippocampus volume that is sensitive to the first stage of AD [9].
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Numerous MRI techniques were proposed as non-invasive imaging biomarkers for the early diagnosis of AD and evaluation of disease progression. These biomarkers were analyzed to study of differences between groups, such as disease and healthy groups. Though, these biomarkers methods cannot improve the clinical potential diagnosis due to these are not applicable on a single-subject level. To overcome these limitations machine-learning techniques were promising tools in data analysis of neuro imaging for individual class prediction. In AD classification and MCI prediction, many supervised classifiers have been used. For multivariate classification SVM are commonly used in AD classification [10]. Structural MRI recognized that in a specific brain regions AD and MCI associated longitudinal changes in volume and size such as the hippocampus and entorhinal cortex [11]. More recently, MRI data have a brain imaging powerful analysis tool which is machine learning techniques that aimed to classify AD vs. cognitively normal (NC) or MCI vs. NC [4].

The contribution of this paper is that it introduced a new model that build a categorized power and improve diagnostic decisions of AD using Bat based SVM classification for NC, MCI and AD subjects. The proposed new model compromises of four subsequent phases, segmentation phase to segment the most areas that involved disease hippocampus. Hence in the feature extraction and reduction phase the features of MRI brain images are extracted to build feature vector of the brain, where 13 statistical features are extracted, then extracting the most significant features in neuroimaging to minimize MRI images dimensional space of to lower dimensional subspace. Moreover, in the classification phase the most significant reduced features were submitted to machine learning classification technique SVM with maximum accuracy 82%. Finally, a new Bat-SVM model was presented for optimizing the parameter of the problem of the SVM to maximize the classification accuracy reached to 95.36%.

2. PROPOSED MODEL

We have developed a new model that based on machine-learning techniques in data analysis of neuro imaging for individual class prediction to overcome the limitations of biomarkers methods which cannot not improve the clinical potential diagnosis. Machine-learning techniques aimed to classify AD vs. cognitively normal (NC) or MCI vs. NC through MRI data for the brain images. The innovative aspect of the proposed model is to build a categorized power and improve diagnostic decisions of AD using Bat based SVM classification for NC, MCI and AD subjects. K-fold strategy stratified cross validation used for enhancing generalization of SVM. We use 7-fold cross validation of measuring the model performance. As the primary randomly sample set was divided into k folds, one fold is used as test and for training it used the remaining k-1 folds. The proposed model comprises of four phases as illustrated in Figure 1 and discussed in details in the following subsections segmentation phase, feature extraction and reduction phase, classification phase and a new Bat-SVM phase.

2.1. Segmentation phase

The first phase is segmentation for the most disease areas in the hippocampus [12]. Medical image segmentation is intricate as a result of the various images characteristics. Image segmentation using thresholding techniques is a wildly applied in many applications and in medical images for simplicity and efficiency reasons. There are two main categories for the thresholding techniques, global thresholding is the first one in which a single threshold for all image pixels is used and the second one is the adaptive thresholding techniques that used various threshold values for different local areas [13]. In this paper Otsu's method [13] based global image threshold was used science the components pixel values and that of the background are both fully consistent in their respective values over the whole image. As illustrated in Figure 1, the segmented image contains hippocampus ROI.

2.2. Feature extraction and reduction phase

In the second phase, the features of MRI brain images are extracted to build feature vector of the brain. Discrete wavelet transform is an efficient tool for feature extraction, it allows analysis of images at various levels of resolution due to its multi-resolution analytic property [14]. Moreover, in the second phase the size of hippocampus ROI is calculated for both left side (mmL), right side (mmR) and utilized as one of the most significant extracted features, then 13 statistical features are extracted using the 2-D wavelet transform to build feature vector by the brain (contrast, correlation, energy, homogeneity, mean, standard deviation, entropy, RMS, variance, smoothness, kurtosis, skewness, IDM, size of mmL, size of mmR, and region size mean). However, discrete wavelet transform is computationally expensive so that feature selection is used to select the best discriminant biomarkers based on wavelet features and reduce the contained information of the MRI images. Principal component analysis (PCA) was used to reduce the dimensions of features [15]. PCA is efficient tool for extracting the most significant features; it is usually
used in neuroimaging to reduce the high dimensional space of MRI images to lower dimensional subspace [16, 17]. Focusing on local features extraction from ROIs known to be involved in AD. The proposed model first employed wavelet transform to extract features from images, followed by applying PCA to reduce the dimensions of features. The reduced features were submitted to SVM.

Figure 1. Framework of the proposed model

2.3. Classification phase

In the third phase, the most significant reduced features were submitted to machine learning classification technique. SVM classifier is one of the most popular pattern classification approaches to diagnose AD [18-20]. SVM is supervised classification technique based on machine learning theory that improves detection and differentiation of Alzheimer’s disease classification techniques. SVMs have important advantages, the accuracy is very high and also a small number of training samples does need to avoid occurring over fitting rather than artificial neural network, decision tree, and Bayesian network. Moreover, we decided in this paper to use the radial basis function (RBF) kernel to get the better performance.

Hence, an optimization algorithm was used to optimize kernel function parameters C and sigma automatically. The regularization constant C determines the trade-off between the minimization of fitting error and the maximization of classification margin. Bandwidth (sigma) of the RBF kernel, affect the mapping transformation of data space and alter the complexity degree of sample distribution in the higher dimensional feature space [21, 22].

2.4. Bat-SVM phase

In our work we used a Bat optimizer in order to make a new Bat-SVM model for SVM parameter optimization problem. In the proposed Bat-SVM model, the SVM parameter values are dynamically improved to maximize the classification accuracy. Furthermore, the classification task of the SVM model performs the obtained optimal parameter values.

Metaheuristic algorithms including evolutionary and swarm intelligence algorithms are now becoming powerful methods for solving many tough problems. Bat algorithm is a recent metaheuristic algorithm introduced by Yang in [23]. It was proposed by modeling the navigating and tracking capability of bats. Bats are fascinating animals. They are the only mammals with wings and they also have advanced capability of echolocation. Bats fly randomly with velocity $V_i$ at position $X_i$ with a fixed frequency $f_m$ in, varying wavelength $\lambda$ and loudness $A$ to search for prey. They can automatically adjust the wavelength (or
frequency) of their emitted pulses and adjust the rate of pulse emission r in the range of \([0, 1]\), depending on the proximity of their target. In simulations, we have to define the rules how their positions \(x_i\) and velocities \(v_i\) in a dimensional search space are updated. The new solutions \(x_{i}(t)\) and velocities \(v_{i}(t)\) at time \(t\) are given by \([24, 25]\). Where, \(\beta\) is a random vector generated by a uniform distribution belonging to the closed interval \([0, 1]\). The additional control parameters \(f_{\min}\) and \(f_{\max}\) were set to 0 and 2.0, respectively. Here \(X^c\) is the current global best solution which is located after comparing all the solutions among all the \(N\) bats. See (1)-(3),

\[
\begin{align*}
    f_{i}(t) & = f_{\min} + (f_{\max} - f_{\min})\beta \tag{1} \\
    v_{i}(t) & = v_{i}(t - 1) + (x_{i}(t - 1) - X) f_{i} \tag{2} \\
    x_{i}(t) & = x_{i}(t - 1) + v_{i}(t) \tag{3}
\end{align*}
\]

3. EXPERIMENTAL RESULTS AND DISCUSSION

In this research, the implemented experiments have been conducted using the MATLAB platform. The experiments were implemented to assess the performance of the proposed model, with variant population size from 10 to 50 that has been used for training and testing. The participant's cases of MCI patients were Males age range 57-60 years, Female age range 50-59 years, and of AD patient's males and females age range 60-70 years.

3.1. Dataset

The dataset that has been used for training and testing the proposed system was obtained from the Radiopaedia.org. It is a free educational radiology resource and it is one of the highest collections web of radiology cases and reference articles (http://radiopaedia.org/). Hence, we select from the Radiopaedia database. The goal of Radiopaedia to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer's disease (AD). The data set divided into three previously described classes; NC, MCI and AD the three classes were analyzed the two locations: the right hippocampus (RH) and left hippocampus (LH) these three classes predict Alzheimer case. The participant's cases of MCI patients were Males age range 57-60 years, female age range 50-59 years and of AD patient's males and females age range 60-70 years.

3.2. Parameters for SVM and bat algorithm

The RBF kernel was acquired with the value of C and sigma parameters are exponentially varied (\(C=2e-6:2e14; \sigma=2e-15:2e10\)), to analyze the general performance of SVM, in order to determine the parameters analysis of SVM. The tuning of the parameters for the optimization algorithms, and setting the parameter for the Bat algorithm have shown to have significant importance; as it improves the performance. The main parameters of Bat algorithm are: Firstly the population size from 10:50. Selection of population size affects the efficiency of the algorithm; therefore it is considered as a very critical issue. The second parameter is the number of generation and takes the value of 1 and 10. The initial values of pulse rate and loudness parameters were set to 0.5, and dimension of the search variables \(D=2\). The minimum frequency equal 0 and maximum frequency equal 2. The output of segmentation phase for four samples of the data set was demonstrated in Figure 2 from segmented MRI biomedical image 1 to segmented MRI biomedical image 4, it shows the most disease areas which is hippocampus in the four samples of the data set.

Figure 3 illustrates the features extraction parameters results of eleven MRI biomedical images named 1-F to 11-F for left, right hippocampus size and the corresponding average size 13 statistical features that extracted using the 2-D wavelet transform to build feature vector by the brain (contrast, correlation, energy, homogeneity, mean, standard deviation, entropy, RMS, variance, smoothness, kurtosis, skewness, IDM, size of mmL, size of mmR, and region size mean). The 13 statistical features that extracted using the 2-D wavelet transform are all important to build feature vector by the brain, but the most significant features that affected on the next stage of the proposed model to classify and diagnose the AD disease is hippocampus region size in the structural MRI images. Since, early memory decline is correlated to the appearance of reductions in hippocampus volume that is sensitive to the first stage of AD. Then in the proposed model wavelet transform is used to extract images features then PCA is applied to minimize the features dimensions then the reduced features were used. The third phase of the proposed model, classification phase depends on the most significant reduced features for submission to machine learning classification technique SVM classifier which is one of the most popular pattern classification approaches to diagnose AD. Furthermore, in this work a new Bat-SVM model based on Bat optimizer to optimize the SVM parameter.
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3.3. Classification based on SVM

For evaluating the performance of classification without optimize any SVM parameters, HoldOut and 7-fold cross validation were used and the accuracy was calculated three times for each one using different types of Kernel as illustrated in Table 1. It is concluded that from the experimental results the maximum accuracy for using HoldOut is equal to 64% but for 7-fold the highest accuracy is reached to 82% this is means the accuracy of 7-fold is larger than HoldOut.

Figure 2. Segmentation MRI biomedical, (a) Image 1, (b) Image 2, (c) Image 3, (d) Image 4

Figure 3. Feature extraction parameters results

| Feature values | Contrast | Energy | Mean | Smoothness | Variance | Kurtosis | Skewness |
|----------------|----------|--------|------|------------|----------|----------|----------|
| Correlation    | Feature values | Homogeneity | Standard Deviation | RMS | Smoothness | Skewness |
| Feature values | 1-F       | 2-F     | 3-F  | 4-F        | 5-F      | 6-F      | 7-F      | 8-F      | 9-F      | 10-F     | 11-F     | 12-F     | 13-F     | 14-F     | 15-F     |
| 0.00           | 20.00     | 40.00   | 60.00| 80.00      | 100.00   | 120.00   | 140.00   | 160.00   | 180.00   | 200.00   | 220.00   | 240.00   | 260.00   | 280.00   | 300.00   |
Table 1. Classification accuracy using SVM

| Cross validation | Accuracy of linear kernel | Accuracy of RBF kernel | Accuracy of polynomial kernel | Accuracy of quadratic kernel |
|------------------|---------------------------|------------------------|-----------------------------|-----------------------------|
| HoldOut          | 64%, 63%, 63.8%, 60.36%   | 58%, 59.6%, 54.4%, 53.02% | 55%, 50%, 54%, 46.98%      | 56%, 53%, 51%, 31.90%       |
| 7-fold           | 77.98%, 82.03%            | 60.20%, 56.03%         | 52.65%, 56.35%              | 39.29%, 52.22%              |

3.4. Classification based on Bat-SVM

For classification performance evaluation with optimize the parameters of SVM using Bat optimizer, 7-fold cross validation is used then the classification accuracy is calculated to evaluate classifier performance and the corresponding optimized RBF Kernel parameters are summarized in Tables 2 and 3 based on the different number of generation and different population size of bats moreover, the corresponding running time is calculated. Experimental results of classification based on Bat-SVM gives better values of accuracy than the classification without optimize the parameters and the classification accuracy reached to 95.36%. It was established that there is a direct relation between the running time and the population size; as the running time of the proposed Bat-SVM model increases with the population size as shown in Figure 4. At the same time, the accuracy is increased with the number of generation as shown in Figure 5.

Table 2. Classification accuracy using Bat-SVM, number of generation=1

| Population size N | Optimal sigma | Optimal c | Accuracy  | Running time (second) |
|-------------------|---------------|-----------|-----------|-----------------------|
| 10                | 0.0291        | 6.6253    | 91.39 %   | 92.14                 |
| 20                | 0.0092        | 2.3192    | 90.10 %   | 173.98                |
| 30                | 0.0015        | 1.0851    | 93.32 %   | 263.10                |
| 40                | 0.0041        | 1.5099    | 88.69 %   | 350.01                |
| 50                | 0.0011        | 2.3359    | 95.36 %   | 485.99                |

Table 3. Classification accuracy using Bat-SVM, number of generation=10

| Population size N | Optimal sigma | Optimal c | Accuracy  | Running time (second) |
|-------------------|---------------|-----------|-----------|-----------------------|
| 10                | 0.0047        | 2.2986    | 95.36 %   | 482.70                |
| 20                | 0.0213        | 4.4667    | 92.5 %    | 951.38                |
| 30                | 0.0129        | 5.4794    | 93.31 %   | 1639.48               |
| 40                | 0.0068        | 1.8441    | 90.75 %   | 1891.81               |
| 50                | 0.0041        | 1.8648    | 95.56 %   | 2876.14               |

Figure 4. Effect of population size on the running time of the model Bat-SVM

Figure 5. Effect the accuracy of the Bat-SVM model with number of generation
4. CONCLUSION

In this paper a new computer aided diagnosis model was proposed to assist in the detection of the Alzheimer’s disease in early stage. In the proposed model, Bat algorithm for the first time is used as optimizer for RBF kernel parameters. We tested the proposed method on different datasets and compared it with the classification without using optimizer. The experimental results classification based on Bat-SVM achieved higher accuracy than the classification without implement optimization step and the accuracy reached to 95.36%. The Bat optimizer has the ability to optimize SVM parameters to improve the accuracy rate and the proposed model can yield promising results.
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