Is Class-Incremental Enough for Continual Learning?
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ABSTRACT

The ability of a model to learn continually can be empirically assessed in different continual learning scenarios. Each scenario defines the constraints and the opportunities of the learning environment. Here, we challenge the current trend in the continual learning literature to experiment mainly on class-incremental scenarios, where classes present in one experience are never revisited. We posit that an excessive focus on this setting may be limiting for future research on continual learning, since class-incremental scenarios artificially exacerbate catastrophic forgetting, at the expense of other important objectives like forward transfer and computational efficiency. In many real-world environments, in fact, repetition of previously encountered concepts occurs naturally and contributes to softening the disruption of previous knowledge.

We advocate for a more in-depth study of alternative continual learning scenarios, in which repetition is integrated by design in the stream of incoming information. Starting from already existing proposals, we describe the advantages such class-incremental with repetition scenarios could offer for a more comprehensive assessment of continual learning models.
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1 INTRODUCTION

Continual learning models learn from a stream of data produced by nonstationary, dynamic environments (Parisi et al. 2019; Lesort et al. 2020). Since the data distribution may drift at any time, continual learning violates the i.i.d assumption behind traditional machine learning training procedures, giving rise to problems like catastrophic forgetting of previous knowledge (McCloskey and Cohen 1989).

The issues faced by a continual learning model are heavily influenced by the specific implementation of the general continual learning scenario introduced above. In the last years, the most popular scenarios all refer to an experience-based way of learning in classification tasks (van de Ven and Tolias 2018; De Lange et al. 2021). In these scenarios, learning is broken down into a, possibly unbounded, stream of experiences $S = e_1, e_2, e_3, \ldots$, with abrupt and instantaneous drifts between one experience and the other (Lomonaco et al. 2021). Each experience $e_i$ brings a set of data, together with optional additional knowledge, like a task label (usually, a scalar value) which helps to uniquely identify the distribution generating the current data (Lesort et al. 2020).

The surge of interest in continual learning has been initially driven by its application to deep learning.
methodologies and mostly oriented towards supervised computer vision tasks, like object recognition from images (Li and Hoiem, 2016; Rusu et al., 2016). Naturally, one of the most intuitive procedures to convert available computer vision benchmarks into viable continual learning benchmarks consisted in the concatenation of multiple datasets to simulate drifts in the data distribution (one dataset per experience, as in the protocol used by Li and Hoiem (2016)). This immediately allowed to leverage the vast amount of existing computer vision benchmarks and to rapidly test new continual learning strategies on large-scale streams. The learning objective was to classify patterns by assuming to know from which dataset each pattern arrived (referred to as task-incremental learning scenario in the literature (van de Ven and Tolias, 2018)). This task label information simplifies the continual learning problem, since patterns from different datasets can be easily isolated by the model during both learning and inference.

After a period in which task-incremental has remained the most studied continual learning scenario, the attention of the community has now turned to class-incremental scenarios (Rebuffi et al., 2017), where experiments are conducted on a single dataset, with patterns split by class and without any knowledge about the task label, neither during training nor during inference.

In the class-incremental setting each experience $e_i$ contains a training dataset $D_i = \{(x_j, y_j)\}_{j=1}^{M}$, where $x_j$ is the input pattern and $y_j$ is its target class. The peculiar characteristic of class-incremental scenarios is that they partition the target class space by assigning a disjoint set of classes to each experience. Formally, be $C = \{c_k\}_{k=1}^{C}$ the set of all classes seen by the model during training and be $C_i$ the subset of classes present in experience $e_i$, class-incremental scenarios satisfies the following condition:

$$C_i \cap C_j = \emptyset, \quad \forall i \neq j. \quad (1)$$

We will refer to the constraint expressed by Equation 1 as the no repetition constraint. It simply states that classes present in one experience are never seen again in future experiences or, likewise, that each class is present in one and only one experience.

In this work, we discuss the reasons behind the success recently achieved by the class-incremental scenario and we highlight some of the problems connected with its assumptions and requirements. In particular, we believe that class-incremental scenarios impose a strong focus on catastrophic forgetting while, on the contrary, in many real-world scenarios such effect is less pronounced due to a natural repetition of previously encountered patterns. Class-incremental scenarios, although very convenient for quickly setting up experiments, possibly narrow future research paths by overshadowing other objectives like forward transfer (Lopez-Paz and Ranzato, 2017) and sample efficiency (Díaz-Rodríguez et al., 2018), fundamental requirements for the achievement of a true continual learning agent.

We do not advocate for the complete dismissal of the class-incremental scenario, which has been proven useful to spark the interest around continual learning and to foster the design of new solutions. Instead, we aim at promoting the usage of alternative continual learning scenarios, in which previously encountered patterns may be revisited in the future. We call this family of scenarios class-incremental with repetition and we show that some examples are already present in the literature, even though still understudied. We believe that class-incremental with repetition scenarios constitute a promising direction for a more robust and thorough assessment of continual learners’ performance.

## 2 CLASS-INCREMENTAL SCENARIOS

The class-incremental learning scenario is nowadays very popular in the continual learning community. Its simplicity and ease of use greatly fostered new studies and efforts towards mitigating catastrophic
forgetting, the main problem faced by models when learning in this setting. Other continual learning
scenarios present in the literature include task and domain-incremental learning (van de Ven and Tolias
2018), task-free and data-incremental learning (De Lange and Tuytelaars 2020; Aljundi et al. 2019b)
and online continual learning (Lopez-Paz and Ranzato 2017; Aljundi et al. 2019a). Even though these
scenarios propose alternative learning settings, none of them really address and discuss the assumptions
and constraints that characterize the class-incremental scenario. In Section 3, we will present few notable
exceptions (Stojanov et al. 2019; Lomonaco et al. 2020; Thai et al. 2021) that work on continual learning
scenarios for classification based on repetition of previously seen classes.

We now turn the attention to some of the limitations caused by the no repetition constraint of class-
incremental.

**ISSUE 2.1. Repetition occurs naturally in many real-world environments.**

Class-incremental learning is not aligned to many applications in which repetition comes directly from
the environment. Examples include robotic manipulation of multiple objects, prediction of financial
trends, autonomous driving tasks, etc. A learning agent exposed to a continuous stream of information
should be able to incrementally acquire new knowledge, but also to forget unnecessary concepts and to
prioritize learning based on some notion of importance. Not all the perceived information should be treated
equally: if a certain pattern never occurs again, it may be useless to still pretend to predict it correctly.
In fact, the statistical re-occurrence of concepts and their temporal relationship could be considered as
important sources of information to help determine the importance of what the agent perceives (Maltoni
and Lomonaco 2016; Cossu et al. 2021). It is very hard to discern what to forget and what concepts to
reinforce if all the information is treated equally.

Learning in a compartmentalized fashion hinders many of the possible insights an agent may draw from
the complexity of the environment, eventually limiting its possibility to create its world model suitable to
the changing task it has to tackle.

Another important side effect of the no repetition constraint is stated in

**ISSUE 2.2. Lack of repetition induces large forgetting effects.**

Focusing on catastrophic forgetting would not be inconvenient if real-world problems were actually
aligned with the characteristics of the class-incremental scenario (Thai et al. 2021). As expressed by Issue
2.1 however, this is not the case.

Moreover, Issue 2.2 led to the generally accepted statement that replay strategies are the most effective
strategies for continual learning (van de Ven et al. 2020). However, as we will show in Section 3, alternative
scenarios may greatly reduce the replay advantage, whenever natural replay occurs in the environment.
An excessive focus on catastrophic forgetting may also limit the scope of continual learning research,
which instead involves many different problems and objectives like optimizing the learning experience
for forward transfer and few-shot learning (Lopez-Paz and Ranzato 2017) or training continuously with
limited memory and computational resources (as in edge devices) (Díaz-Rodríguez et al. 2018). While
there are many works hinting at the fact that continual learning is not only about catastrophic forgetting
(Thai et al. 2021; Díaz-Rodríguez et al. 2018), the continual learning scenarios in which most of the
research operates is still one in which the forgetting is by far the most pressing problem.
3 CLASS-INCREMENTAL WITH REPETITION SCENARIOS

The issues raised by the usage of class-incremental scenarios can be easily addressed by relaxing the no repetition constraint. While there are many different ways of relaxing the constraint, the current literature already offers some proposals that can be grouped into the family of class-incremental with repetition (CIR) scenarios.

An extreme example belonging to the family is the New Instances (NI) scenario, also called domain-incremental [van de Ven and Tolias (2018); Lomonaco and Maltoni (2017); Maltoni and Lomonaco (2019)]. In NI, the first experience brings all the classes that the model will see in the subsequent experiences. Therefore new experiences only present new instances of previously seen classes. Depending on the amount of variation in the instances, the NI scenario may not present a large amount of forgetting, as in the popular Permuted MNIST benchmark.

[Stojanov et al.] (2019) introduces the CRIB benchmark for incremental object learning based on exposure from contiguous view. Their incremental learning paradigm considers both the class-incremental scenario and the case of repetition of previous objects with different exposures (e.g., different 3D views). In the experiments, the authors found that allowing for even a small amount of repetition is beneficial to the continual performance, which approaches the one of joint training (offline) as more repetition is provided.
to the model. The results obtained by Stojanov et al. (2019) were further confirmed also for unsupervised learning objectives, like reconstruction, in Thai et al. (2021). Their scenario with repeated exposures allowed to bridge the gap with the joint training performances without using any explicit replay of previous patterns, but only by leveraging the natural replay occurring in the environment.

The work done by Lomonaco et al. (2020) proposes a flexible setup for CIR (see Figure 1 for a depiction of the resulting scenario). The authors based their experiments on the New Instances and Classes (NIC) continual learning scenario together with the CORe50 dataset, both introduced in Lomonaco and Maltoni (2017). The NIC scenario is based on the assumption that each experience will bring patterns coming from both new and previously seen classes. Therefore, it fits well the CIR family of scenarios. Due to the property of the NIC scenario, Lomonaco et al. (2020) were able to experiment on a stream composed of a large number of experiences. The class-incremental counterpart produces a shorter stream since the total number of experiences is limited by the number of classes available in the dataset. The authors also provided the pseudocode of the protocol managing how many new classes will be introduced and in which experience. In contrast, the repeated exposure protocol of Stojanov et al. (2019) and Thai et al. (2021) only uses a random selection to sample which previous objects will be repeated. The design of a flexible procedure to generate CIR benchmarks is an important step since it can greatly contribute to foster the interest around the scenario itself.

We now introduce a general protocol for build CIR data streams which, differently from the one by Lomonaco et al. (2020), does not depend on the choice of a specific dataset. Instead, it can be instantiated on any dataset suitable for classification tasks. Algorithm 1 presents the pseudocode for the protocol, which requires to specify the number of experiences and the classes in each experience (patterns are sampled at random from each class). The number of patterns per class in each experience is computed by dividing the available number of patterns for that class by the number of occurrences of the class in the stream of experiences (e.g., if class $c_0$ has 100 patterns and is present in 4 experiences, each experience will bring 25 patterns of that class, selected at random without replacement from all the available ones). This is a simple protocol that can be customized in many ways: for example, by providing a custom selection policy for the patterns or by generating the classes in each experience with a properly designed algorithm.

The contributions discussed above show that CIR is already an available and ready-to-use scenario for continual learning experiments.

4 DISCUSSION

Continual learning is, admittedly, one of the grand challenges of artificial intelligence and machine learning. Being able to learn continuously from a progressive exposure to new concepts is fundamental for many real-world applications in which the environment is so diversified and complex that an offline training phase may never provide sufficient knowledge for the agent to succeed. Continual learning research is still in its infancy. Therefore, it is only natural to rely on simplified experimental configurations and to design solutions that will not adapt to any possible situation. In this sense, we discussed the benefits that class-incremental scenarios brought to the study of continual learning, by providing a quick experimental configuration able to exploit the vast amount of existing resources, especially in the field of computer vision. Given the rapid prototyping opportunities and the large scale size of the datasets and benchmarks involved, class-incremental scenarios will still be useful for the continual learning community.

Nonetheless, it is important to realize that some assumptions behind class-incremental scenarios, the no repetition constraint, in particular, are at the root of the issues we already described in Section 2. We
Algorithm 1 Protocol to build class-incremental with repetition benchmark from existing classification dataset

Require: Dataset $D = \{ (x_j, y_j) \}_{j=1,\ldots,M}$, number of experiences $N$ in the stream, list of classes per each experience $C = (C_1, C_2, \ldots, C_N)$, where $C_i = (c_{1i}^1, c_{1i}^2, \ldots, c_{ki}^k(i))$ and $k(i)$ is the number of classes in experience $i$.

1: $p \leftarrow [0, 0, \ldots, 0]$ with as many elements as number of classes in $D$.
2: for $j \leftarrow 1, 2, \ldots, M$ do ▷ Number of patterns for each class in $D$
3: $p[y_j] = p[y_j] + 1$
4: end for
5: $e \leftarrow [0, 0, \ldots, 0]$ with as many elements as number of classes in $D$ ▷ Experience count for each class
6: for $i \leftarrow 1, 2, \ldots, N$ do
7: for $k \leftarrow 1, 2, \ldots, k(i)$ do
8: $e[c_{ki}^k] = e[c_{ki}^k] + 1$
9: end for
10: end for
11: $p[i] \leftarrow \text{floor}(p[i]/e[i])$, $\forall i$

12: stream $\leftarrow$ empty stream ▷ build the stream of experiences
13: for $i \leftarrow 1, 2, \ldots, N$ do
14: stream.append($E_i$)
15: $C_i \leftarrow C[i]$
16: for $k \leftarrow 1, 2, \ldots, k(i)$ do
17: $c_{ki}^k \leftarrow C_i[k]$
18: $P_{ki}^k \leftarrow \text{sample } p[i] \text{ patterns from } D \text{ belonging to class } c_{ki}^k$
19: $D$.remove($P_{ki}^k$)
20: $E_i$.add($P_{ki}^k$)
21: end for
22: end for
23: return stream

presented a few alternative scenarios (Section 3) that are already present in the literature and that are better aligned with real-world environments in which repetition of previous concepts occurs naturally. Moreover, we provided an algorithm to build custom data streams for CIR scenarios which carefully balances the amount of new and previous knowledge seen by the model. The algorithm is particularly suitable for streams with a large number of small experiences (experiences carrying datasets with few patterns), a configuration present in many real-world applications and that cannot be modeled with a class-incremental scenario. By putting less focus on catastrophic forgetting, CIR scenarios allow to better study alternative continual learning challenges, like exploiting existing representations to learn new information faster, or to identify which portion of knowledge should be kept intact and which portion may be forgotten. More in general, an environment equipped with repetition is an additional source of information that can be exploited by any continual learning agent during its lifetime.

We believe these CIR scenarios are laying the foundations for a more diverse and thorough evaluation of the performance of a continual learning model, which better encompasses the principles and objectives of continual learning.
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