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Abstract. Distributed optimization methods are actively researched by optimization community. Due to applications in distributed machine learning, modern research directions include stochastic objectives, reducing communication frequency and time-varying communication network topology. Recently, an analysis unifying several centralized and decentralized approaches to stochastic distributed optimization was developed in Koloskova et al. (2020). In this work, we employ a Catalyst framework and accelerate the rates of Koloskova et al. (2020) in the case of low stochastic noise.
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1 Introduction

In this paper we consider an optimization problem with sum-type functional

$$f^* = \min_{x \in \mathbb{R}^d} \left[ f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) \right].$$

(1)

Each $f_i$ defined in stochastic form

$$f_i(x) := \mathbb{E}_{\xi_i \sim D_i} F_i(x, \xi_i),$$

where $\xi_i$ is a random variable with distribution $D_i$. Random variables $\{\xi_i\}_{i=1}^{n}$ are independent and do not depend on $x$, as well. We seek to solve the problem (1) in a decentralized distributed environment, where each of $n$ agents locally holds $f_i$ and has access to stochastic gradients $\nabla F_i(x, \xi)$. The agents are connected to each other via a communication network.

In this paper, we accelerate decentralized stochastic gradient descent under low noise conditions using the Catalyst shell. The Catalyst approach was originally developed in [12] for deterministic problems and generalized to a stochastic
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setting in [7]. The Catalyst envelope allows to accelerate the convergence rate of a deterministic or stochastic optimization method with for strongly convex problems. We apply the Catalyst acceleration algorithm described in the article [7] while extending it to the decentralized case. As a result, we manage to achieve acceleration under the condition of low stochastic noise.

In article [4] it is proved that complexity of Decentralized Stochastic Gradient Descent (DSGD) for computing such $X$ that $\mu \mathbb{E} \| \bar{x} - x^* \|^2_2 \leq \varepsilon$ is

$$\tilde{O} \left( \frac{L \tau}{\mu p} \log \frac{1}{\varepsilon} + \frac{\bar{\sigma}^2}{\mu n \varepsilon} + \frac{\sqrt{L} (\bar{\zeta} \tau + \bar{\sigma} \sqrt{p \tau})}{\mu p \sqrt{\varepsilon}} \right).$$

In this article we propose an accelerated version od DSGD that achieves accuracy $\varepsilon$ after

$$\tilde{O} \left( \frac{\tau \sqrt{L}}{p \sqrt{\mu}} \log \frac{1}{\varepsilon} + \frac{\sqrt{L} \bar{\sigma}^2}{\eta \mu \sqrt{n \varepsilon}} + \frac{\sqrt{L} (\bar{\zeta} \tau + \bar{\sigma} \sqrt{p \tau})}{\mu p \sqrt{\varepsilon}} \right)$$

iterations. In the case of low stochastic noise, i.e. when $\bar{\sigma}$ is small and the first summand is dominant, the total DSGD complexity decreases.

This paper is organized as follows. The rest of Section 1 is devoted to related work, notation and assumptions. After that, in Section 2 we overview the DSGD algorithm of [4] and provide its Catalyst-accelerated version in Section 3. Finally, we cover the proofs of main theorems in Section 4.

1.1 Related work

Decentralized optimization methods are based on applying gradient updates and communication procedures. Schemes based on direct distribution of gradient descent [26] and sub-gradient descent [16] have simple implementation, but only converge to a neighbourhood of the solution in case of constant step-sizes. Algorithms which converge to an exact solution are well developed in the literature, as well. Exact methods include EXTRA [21], DIGing [17] and NIDS [10]. In many analyses the performance of a decentralized method depends on function conditioning $\kappa$ and graph condition number $\chi$, (the term $\chi$ typically characterizes graph connectivity). In order to enhance the dependence on $\kappa$ and $\chi$, accelerated schemes are applied. Accelerated methods can use either direct Nesterov acceleration (DNGD [19], Mudag [25], OPAPC [6], Accelerated Penalty Method [28]) or employ a Catalyst framework [9]. Accelerated methods SSDA and MSDA [20] use dual conjugates to local functions $f_i$ held by the nodes. Moreover, decentralized schemes such as DIGing [17] and Push-Pull Gradient Method [18] are capable of working on a time-varying network. For more references and performance comparison see Table 1 in [24].

The methods mentioned above are deterministic, i.e. using gradient of local functions $f_i$. This paper is devoted to stochastic decentralized methods, which are particularly interesting due to their applications in distributed machine learning and federated learning [5,15,14]. Several distributed SGD schemes were proposed and analyzed in [31,23,11]. A Local-SGD framework was studied
in \cite{27,22}. Finally, a recent paper \cite{4} proposed a unified analysis covering many cases and variants of decentralized SGD.

\subsection{Notation and Assumptions}
Throughout the paper, we use small letters for vectors and capital letters for matrices. We also denote \(1 = (1 \ldots 1)^\top \in \mathbb{R}^n\). For matrix \(X \in \mathbb{R}^{n \times d}\), we denote its rows \(X = (x_1 \ldots x_n)^\top\), the average of its rows \(\bar{x} = \frac{1}{n} \sum_{i=1}^n x_i\) and let \(\bar{X} = X \frac{11^\top}{n} = (\bar{x} \ldots \bar{x})^\top\).

We also introduce standard assumptions for convex optimization.

\begin{assumption}[\(L\)-smoothness] Each function \(F_i(x, \xi_i)\) is differentiable for every \(\xi_i \in \text{supp}(D_i)\) and \(L\)-smooth. In other words, there exists a constant \(L \geq 0\) such that for every \(x_1, x_2 \in \mathbb{R}^d\) it holds
\[
\|\nabla F_i(x_1, \xi_i) - \nabla F_i(x_2, \xi_i)\|_2 \leq L\|x_1 - x_2\|_2
\] (2)
\end{assumption}

\begin{assumption}[\(\mu\)-strong convexity] Every function \(f_i : \mathbb{R}^d \rightarrow \mathbb{R}\) is strongly convex with constant \(\mu \geq 0\). In other words, for every \(x_1, x_2 \in \mathbb{R}^d\) it holds
\[
f_i(x_1) - f_i(x_2) + \frac{\mu}{2}\|x_1 - x_2\|^2_2 \leq \langle \nabla f_i(x_1), x_1 - x_2 \rangle
\] (3)
\end{assumption}

\begin{assumption}[Bounded noise] Let \(x^* = \arg\min_{x \in \mathbb{R}^d} f(x)\). Define
\[
\zeta_i^2 := \|\nabla f_i(x^*)\|^2_2, \quad \sigma_i^2 := \mathbb{E} \|\nabla F_i(x^*, \xi_i) - \nabla f_i(x^*)\|^2_2
\]
and also introduce
\[
\bar{\zeta}^2 := \frac{1}{n} \sum_{i=1}^n \zeta_i^2, \quad \bar{\sigma}^2 := \frac{1}{n} \sum_{i=1}^n \sigma_i^2.
\]
We assume that \(\bar{\sigma}^2\) and \(\bar{\zeta}^2\) are finite.

In the decentralized case, computational nodes communicate to each other via a network graph. The communication protocol can be written using a matrix \(W\), which elements \([W]_{ij}\) characterize the communication weights between individual nodes. Moreover, the network changes over time, and at each communication round a new instance of \(W\) is sampled from a random distribution \(W\) (for a detailed discussion of various cases of distribution \(W\), see \cite{4}). For further analysis, we impose an assumption onto the mixing matrix, which is similar to that of \cite{4}.

\begin{assumption}[Expected Consensus Rate] The entries \(w^{(t)}_{ij}\) of matrix \(W^{(t)}\) are positive if and only if nodes \(i\) and \(j\) are connected at time \(t\). Moreover, there exist two constants \(\tau \in \mathbb{Z}\), \(\tau \geq 1\) and \(p \in (0, 1]\) such that for all integers \(\ell \in \{0, \ldots, T/\tau\}\) and all matrices \(X \in \mathbb{R}^{d \times n}\)
\[
\mathbb{E}_W \|X_{\ell, \tau} - \bar{X}\|^2_2 \leq (1 - p)\|X - \bar{X}\|^2_2
\]
where \(W_{\ell, \tau} = W^{((\ell+1)\tau-1)} \ldots W^{(\ell\tau)}\), \(\bar{X} := X \frac{11^\top}{n}\) and \(\mathbb{E}\) is taken over the distribution \(W \sim \mathcal{W}\).
2 Decentralized SGD Algorithm

Decentralized stochastic gradient descent allows to search for the minimum of a sum-type function by performing calculations in parallel on each machine. Decentralization increases the fault tolerance of the algorithm and ensures data security. Special cases of DSGD are SGD (one machine is used) and Local SGD (a central system is allocated that has access to all others nodes). Below we recall the DSGD algorithm and its main convergence result from [4].

Algorithm 1 Decentralized SGD

Require: Initial guess $X_0$, functions $f_i$, initialize step-size $\{\eta_t\}_{t=0}^{T-1}$, number of iterations $T$, mixing matrix distributions $W_t$ for $t \in [0, T)$, for each $i$-th node initialize $x_i^0 \in \mathbb{R}^d$ from $X_0$

1: for $t = 0, \ldots, T$ do
2: Sample $W_t \sim W^t$
3: Parallel processes for every task for worker $i \in [n]$
4: Sample $\xi^t_i$ and compute stochastic gradient $g^t_i := \nabla F_i(x^t_i, \xi^t_i)$
5: $x^t_{i+\frac{1}{2}} = x^t_i - \eta_t g^t_i$
6: $x^{t+1}_i := \sum_{j \in N^t_i} w^t_{ij} x^t_{i+\frac{1}{2}}$
7: end for

Theorem 5. (Theorem 2 in [4]). Let Assumptions 1, 2, 3, 4 hold. Then for any $\varepsilon > 0$ there exists a step-size $\eta_t$ (potentially depending on $\varepsilon$) such that after running Algorithm 1 for $T$ iterations $\varepsilon$-accuracy is attained in the following sense:

$$\sum_{t=0}^{T} \frac{w_t}{W_T} \mathbb{E} \left( f(\bar{x}^t) - f^* \right) + \mu \mathbb{E} \left\| \bar{x}^{T+1} - x^* \right\|_2^2 \leq \varepsilon. \quad (4)$$

Where $w_t = (1 - \frac{\eta_t}{\mu T})^{-(t+1)}$, $W_T := \sum_{t=0}^{T} w_t$, $\bar{x}^t := \frac{1}{n} \sum_{i=1}^{n} x^t_i$. The number of iterations $T$ is bounded as

$$O \left( \frac{\bar{\sigma}^2}{\mu \varepsilon} + \frac{\sqrt{L(\bar{\zeta} + \bar{\sigma}) \mu^2 \varepsilon}}{\mu \sqrt{\varepsilon}} + \frac{L T}{\mu \log \frac{1}{\varepsilon}} \right), \quad (5)$$

where the $O$ notation hides constants and polylogarithmic factors.

3 Accelerated DSGD

3.1 Catalyst shell

Overview of Catalyst framework The Catalyst shell have gained a lot of attention recently, mainly due to their wide range of applications. The method
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allows to speed up the algorithms by wrapping them in a shell, in which at each step it is necessary to minimize some surrogate function. It was originally described in the article [12] and [13] and subsequently a huge number of adaptations of this algorithm recently were proposed.

This paper uses the implementation of the Catalyst envelope proposed in the article [7]. Suppose we have some algorithm $M$, which is able to solve the problem

$$F^* = \min_{x \in \mathbb{R}^d} F(x)$$ (6)

with some accuracy $\varepsilon$, where $F$ is $\mu$-strongly convex function. Paper [7] suggests to choose a surrogate function $h_k$ satisfying the following properties:

$$(\mathcal{H}_1) \quad h_k \text{ is } (\kappa + \mu)\text{-strongly convex}.$$  

$$(\mathcal{H}_2) \quad \mathbb{E}[h_k(x)] \leq F(x) + \frac{\kappa}{2} \|x - y_{k-1}\|^2 \text{ for } x = \alpha_{k-1} x^* + (1 - \alpha_{k-1}) x_{k-1}.$$  

$$(\mathcal{H}_3) \quad \forall \varepsilon_k \geq 0, \ M \text{ can provide a point } x_k : \mathbb{E}[h_k(x_k) - h_k^*] \leq \varepsilon_k$$

We recall the Catalyst acceleration algorithm from [7].

**Algorithm 2** Generic Acceleration Framework with Inexact Minimization of $h_k$

**Require:** Input: $x_0$ (initial guess); $M$ (optimization method); $\mu$ (strong convexity constant); $\kappa$ (parameter for $h_k$); $K$ (number of iterations); $\{\varepsilon_k\}_{k=1}^{\infty}$ (sequence of approximation errors).

Define $y_0 = x_0$; $q = \frac{\kappa}{\mu + \kappa}$; $\alpha_0 = \sqrt{q}$ if $\mu \neq 0$.

1: for $k = 1, \ldots, K$ do
2: Choose a surrogate $h_k$ satisfying $(\mathcal{H}_1), (\mathcal{H}_2)$ and calculate $x_k$ satisfying $(\mathcal{H}_3)$ for $\varepsilon_k$;
3: Compute $\alpha_k$ in $(0,1)$ by solving the equation $\alpha_k^2 = (1 - \alpha_k) \alpha_{k-1}^2 + q \alpha_k$.
4: Update the extrapolated sequence $y_k = x_k + \beta_k (x_k - x_{k-1})$
   with $\beta_k = \frac{\alpha_{k-1}(1 - \alpha_{k-1})}{\alpha_{k-1}^2 + \alpha_k}$.
5: end for
6: return Output: $x_k$ (final estimate).

The authors of [7] provide the following result for Algorithm 2.

**Theorem 6.** After running Algorithm 2 for $k$ iterations, the following inequality holds:

$$\mathbb{E}[F(x_k) - F^*] \leq \left(1 - \frac{\sqrt{q}}{2}\right)^k \left(2 (F(x_0) - F^*) + 4 \sum_{j=1}^{k} \left(1 - \frac{\sqrt{q}}{2}\right)^{-j} (\varepsilon_j + \varepsilon_j \sqrt{q})\right)$$
3.2 Catalyst application

In this section, we combine Algorithms 1 and 2 and present a Catalyst-accelerated version of DSGD.

Consider a sequence of matrices \( \{Y^k\}_{k=0}^{\infty} \), \( Y^k \in \mathbb{R}^{d \times n} \) and matrix \( X \in \mathbb{R}^{d \times n} \).

Let \( X = (x_1 \ldots x_n) \), \( Y^k = (y^k_1 \ldots y^k_n) \) and define a sequence of functions

\[
H^k(X) = \frac{1}{n} \sum_{i=1}^{n} \left[ f_i(x_i) + \frac{\kappa}{2} \left\| x_i - y^k_i \right\|_2^2 \right] - \frac{\kappa}{2} \sigma^k_y,
\]

where

\[
\sigma^k_y = \frac{1}{n} \sum_{i=1}^{n} \left\| y^k_i \right\|_2^2 - \frac{1}{n^2} \left\| \sum_{i=1}^{n} y^k_i \right\|_2^2.
\]

Note that substituting \( X = \bar{X} = X \frac{1}{n} \) yields

\[
H^k(\bar{X}) = \frac{1}{n} \sum_{i=1}^{n} f_i(\bar{x}) + \frac{\kappa}{2} \left\| \bar{x} - \bar{y}^k \right\|_2^2 = f(\bar{x}) + \frac{\kappa}{2} \left\| \bar{x} - \bar{y}^k \right\|_2^2.
\]

Also define

\[
H^*_k = \min_{x \in \mathbb{R}^d} \left[ \frac{1}{n} \sum_{i=1}^{n} \left[ f_i(x) + \frac{\kappa}{2} \left\| x - y^k_i \right\|_2^2 \right] - \frac{\kappa}{2} \sigma^k_y \right] = \min_{x \in \mathbb{R}^d} \left[ f(x) + \frac{\kappa}{2} \left\| x - \bar{y}^k \right\|_2^2 \right].
\]

Introduce \( h_k(x) = f(x) + \frac{\kappa}{2} \left\| x - \bar{y}^k \right\|_2^2 \) and note that \( H^k(\bar{X}) = h_k(\bar{x}) \).

Algorithm 3 Catalyst-accelerated decentralized SGD

**Require:** Number of outer iterations \( K \).

For every \( k = 1, \ldots, K \), a step-size sequence \( \{\eta_k\}^{T_k-1}_{k=0} \).

Define \( q = \frac{\mu}{\rho + \mu} \), \( \rho = \sqrt{q}/3 \), \( \alpha_0 = \sqrt{q} \). Choose \( \{\varepsilon_k\}^{\infty}_{k=1} \) (approximation errors)

For each other i-th node initialize \( x^0_i = y^0_i \in \mathbb{R}^d \).

1: for \( k = 1, \ldots, K \) do
2: Compute required number of iterations \( T_k \) and step-size sequence \( \{\eta_k\}^{T_k-1}_{k=0} \) such that DSGD provides \( \varepsilon_k \) accuracy in \( T_k \) iterations.
3: Run DSGD on functions \( h_k(x) \) for \( T_k \) iterations using \( x_i^{k-1} \) at node \( i \) as initial guesses and setting step-size sequence to \( \{\eta_k\}^{T_k-1}_{k=0} \).
4: Compute \( \alpha_k \in (0, 1) \) by solving the equation \( \alpha_k = (1 - \alpha_k)\alpha^{2}_{k-1} + q\alpha_k \).
5: For each node, update \( y^k_i = x^k_i + \beta_k (x^k_i - x^{k-1}_i) \) with \( \beta_k = \frac{\alpha_{k-1}(1 - \alpha_{k-1})}{\alpha_{k-1} + \alpha_k} \).
6: end for
7: return matrix \( X = [x^K_1, x^K_2, \ldots, x^K_n] \)

3.3 Convergence of Algorithm 3

Algorithm 3 can be written in matrix form
Algorithm 4 DSGD acceleration in matrix form.

Require: Number of outer iterations $K$, and constants $q = \frac{\mu}{\mu + \kappa}$, sequence of approximation errors $\{\varepsilon_k\}_{k=1}^K$. For each $i$-th node initialize $y_i^0 = x_i^0 \in \mathbb{R}^d$.

1: for $k = 1, \ldots, K$ do
2: Compute required number of iterations $T_k$ and step size $\{\eta_t\}_{t=0}^{T_k-1}$ such that DSGD can return $X_k : \mathbb{E} [H_k(\bar{X}) - H_\star] \leq \varepsilon_k$ after $T_k$ iterations.
3: Compute $X_k = \text{DSGD} (X_{k-1}, H_k, T_k, \{\eta_t\}_{t=0}^{T_k-1})$.
4: Compute $\alpha_k$ in $(0, 1)$ by solving the equation $\alpha_k^2 = (1 - \alpha_k) \alpha_{k-1}^2 + q \alpha_k$.
5: Update $Y_k = X_k + \beta_k (X_k - X_{k-1})$ with $\beta_k = \frac{\alpha_{k-1}(1-\alpha_{k-1})}{\alpha_{k-1}^2 + \alpha_k}$.
6: end for
7: return matrix $X_K$

Theorem 7. Under Assumptions 1, 2, 3, 4, there exist a number of outer iterations $K$, inner iteration numbers $\{T_k\}_{k=0}^{K-1}$ and step-size sequences $\{\eta_t\}_{t=0}^{T_k-1}$, such that Algorithm 3 attains $\varepsilon$-accuracy in the following sense: it yields $X_T : \mathbb{R}^{d \times n}$ such that $\mu \|\bar{x}_T - x^\star\|^2 \leq \varepsilon$, where $\bar{x}_T := \frac{1}{n} \sum_{i=1}^n x_t^i$. The total number of iterations $T$ is bounded as

$$\hat{O} \left( \frac{\tau\sqrt{L}}{p\sqrt{\mu}} \log \frac{1}{\varepsilon} + \frac{\sqrt{L} \sigma^2}{\mu \sqrt{n \varepsilon}} + \frac{\sqrt{L} (\zeta \tau + \bar{\sigma} \sqrt{p \tau})}{\mu p \sqrt{\varepsilon}} \right),$$

where the $\hat{O}$ notation hides logarithmic factors not dependent on $\varepsilon$.

Under low noise conditions, when $\bar{\sigma}$ is small, the dominant contribution is made by the first term, which results in an accelerated rate in comparison with Algorithm 1.

4 Proofs of Theorems

4.1 Proof of Theorem 5

Proof. Theorem 5 is initially presented in the article [4] and proved in Lemma 15 of the Appendix of the same paper. To estimate the accuracy of the acceleration, we need to know exactly which variables are hidden under $\hat{O}$, so the following is a proof of Lemma 15, but analysed it in $\mathcal{O}$ notation.

The proof of Lemma 15 of [4] shows that

$$\frac{1}{2WT} \sum_{t=0}^T w_t e_t + ar_{T+1} \leq \frac{r_0}{\eta} \exp \{-a \eta (T + 1)\} + c \eta + 64BA \frac{T \eta^2}{p},$$

where $r_t = \mathbb{E} \|\bar{x}^{(t)} - x^\star\|^2$, $e_t = f(\bar{x}^{(t)}) - f(x^\star)$, $a = \frac{\eta}{2}$, $b = 1$, $c = \frac{\bar{\sigma}^2}{n}$, $B = 3L$, $A = \bar{\sigma}^2 + \frac{18L \bar{\zeta}^2}{p}$, $d = \frac{26 \sqrt{3} \eta L}{p}$.

After that, the lemma considers several different values of step-size $\eta$. 
In the case of \( \eta = \ln(\max\{2, a^2 r_0 T^2/c\}) \), the right-hand side of (8) writes as

\[
\frac{r_0}{\eta} \exp[-a\eta(T + 1)] + c\eta + 64BA T - a^2 \eta^2 \leq \frac{r_0 aT}{\ln(2)} \exp[-\ln(\max\{2, a^2 r_0 T^2/c\})] + \frac{c}{aT} \ln(\max\{2, a^2 r_0 T^2/c\}) + 64BA T - a^2 \ln^2(\max\{2, a^2 r_0 T^2/c\})
\]

Therefore to achieve accuracy \( \frac{1}{2W_T} \sum_{t=0}^{T} w_t \varepsilon_t + ar_{T+1} \leq \varepsilon \) the number of iterations of the algorithm will be equal to

\[
O\left(\frac{c}{aT} + \frac{1}{a} \sqrt{\frac{BA T}{p \varepsilon}}\right)
\]

1) \( \eta \leq \frac{1}{d} \leq \ln(\max\{2, a^2 r_0 T^2/c\}) \).

In case \( \eta = \frac{1}{d} \leq \ln(\max\{2, a^2 r_0 T^2/c\}) \), the right-hand side of (8) is estimated as follows.

\[
\frac{r_0}{\eta} \exp[-a\eta(T + 1)] + c\eta + 64BA T - a^2 \eta^2 \leq r_0 d \exp\left[-\frac{a(T + 1)}{d}\right] + \frac{c}{aT} \ln(\max\{2, a^2 r_0 T^2/c\}) + 64BA T - a^2 \ln^2(\max\{2, a^2 r_0 T^2/c\})
\]

Then to achieve accuracy \( \frac{1}{2W_T} \sum_{t=0}^{T} w_t \varepsilon_t + ar_{T+1} \leq \varepsilon \) the number of iterations of the algorithm will be equal to

\[
O\left(\frac{d}{a} \ln \frac{r_0 d}{\varepsilon} + \frac{c}{aT} + \frac{1}{a} \sqrt{\frac{BA T}{p \varepsilon}}\right)
\]

Hence to achieve accuracy \( \sum_{t=0}^{T} w_t \|f(\tilde{x}^{(t)}) - f^*\| + \mu E \|x^{(T+1)} - x^*\|^2 \leq \varepsilon \) it is required to perform the following number of iterations:

\[
O\left(\frac{\sigma^2}{\mu n \varepsilon} + \frac{\sqrt{L(\hat{\zeta} + \sigma \sqrt{p \tau})}}{\mu p \sqrt{\varepsilon}} + \frac{L_T}{\mu p} \log \frac{r_0 \tau L}{\varepsilon p}\right)
\]  

(8)
4.2 Proof of Theorem 7

Let us introduce a new function \( h(x) : \mathbb{R}^d \to \mathbb{R} \):

\[
h_k(x) = f(x) + \frac{\kappa}{2} \left\| x - \bar{y}^{k-1} \right\|^2_2
\]

and note that \( H(\bar{X}) = h(\bar{x}) \).

Number of outer iterations

Note that \( h_k \) introduced in 7 satisfies properties \((\mathcal{H}_1)\) and \((\mathcal{H}_2)\) in 7. Indeed, \( h_k \) is \((\mu + \kappa)\)-strongly convex and \( \mathbb{E}[h_k(x)] \leq f(x) + \frac{\kappa}{2} \left\| x - y_{k-1} \right\|^2_2 \). Therefore, Algorithm 3 is similar to Algorithm 2 in the article [7].

We choose the accuracy at step \( k \) as \( \epsilon_k = O \left( (1 - \sqrt{q/3})^k \left( f(\bar{x}_0) - f^* \right) \right) \). The properties of \( h_k \) allow to get an estimate on the number of outer iterations:

\[
K = O \left( \frac{1}{\sqrt{q}} \log \left( \frac{f(\bar{x}_0) - f^*}{q \epsilon} \right) \right),
\]

where total accuracy is \( \epsilon = \epsilon_K / q \).

For a detailed proof, see Section B.3 of [7].

Number of inner iterations

When solving the inner problem it is necessary to find such \( X_k \) that \( h_k(\bar{x}_k) - h^*_k \leq \epsilon_k \) by starting the algorithm DSGD from the point \( X_{k-1} \). For further analysis, we define \( L_h = L + \kappa, \mu_h = \mu + \kappa \).

The DSGD algorithm applied to minimizing \( H_k \) for \( T \) iterations guarantees accuracy

\[
\sum_{t=0}^{T} \frac{w_t}{w_0} \mathbb{E} \left( H_k(\bar{x}^t) - H^*_k \right) + \mu_h \mathbb{E} \left\| \bar{x}^{T+1} - x^* \right\|^2_2 \leq \epsilon_k.
\]

Using that \( H_k(\bar{x}) = h_k(\bar{x}) \), we can rewrite the previous statement as

\[
\sum_{t=0}^{T} \frac{w_t}{w_0} \mathbb{E} \left( h_k(\bar{x}^t) - h^*_k \right) + \mu_h \mathbb{E} \left\| \bar{x}^{T+1} - x^* \right\|^2_2 \leq \epsilon_k.
\]

This means that \( \mathbb{E} \left\| \bar{x}^{T+1} - x^* \right\|^2_2 \leq \frac{\epsilon_k}{\mu_h} \) and

\[
\mathbb{E} \left( h_k(\bar{x}^{T+1}) - h^*_k \right) \leq \mathbb{E} \frac{L_h}{2} \left\| \bar{x}^{T+1} - x^* \right\|^2_2 \leq \frac{L_h \epsilon_k}{2 \mu_h}.
\]

We conclude that if DSGD achieves accuracy \( \mu_h \mathbb{E} \left\| \bar{x}^{T+1} - x^* \right\|^2_2 \leq \epsilon_k \) after

\[
O \left( \frac{\sigma^2}{\mu_h n \epsilon_k} + \frac{\sqrt{L_h} (\zeta + \sigma \sqrt{tp})}{\mu_h p \sqrt{\epsilon_k}} + \frac{L_h \tau}{\mu_h} \log \left( \frac{r_{k-1} \tau L_h}{\epsilon p} \right) \right)
\]

iterations, then DSGD achieves accuracy \( \mathbb{E} \left( h_k(\bar{x}^{T+1}) - h^*_k \right) \leq \epsilon_k \) after

\[
O \left( \frac{L_h \sigma^2}{\mu_h n \epsilon_k} + \frac{L_h (\zeta + \sigma \sqrt{tp})}{\mu_h p \sqrt{\epsilon_k}} + \frac{L_h \tau}{\mu_h} \log \left( \frac{r_{k-1} \tau L_h^2}{\mu_h p} \right) \right)
\]
iterations.

According to Proposition 5 in article [7], for Algorithm 3 it holds

$$E \left[ h_k (x_{k-1}) - h_k^* \right] = O \left( \varepsilon_{k-1} / q^2 \right).$$

As a result, the inner complexity for each $k$-th step will be

$$O \left( \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{r_{k-1} \tau L_h^2}{\mu_h \varepsilon_k p } \right) =$$

$$O \left( \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{(h_k (x_{k-1}) - h_k^*) \tau L_h^2}{\mu_h \varepsilon_k p q^2} \right) =$$

$$O \left( \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \right)$$

**Total complexity**

Let us sum the number of internal iterations by the number of external iterations. This yields total complexity:

$$T = O \left( \sum_{k=1}^{K} T_k \right) = O \left( \sum_{k=1}^{K} \left( \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \right) \right) =$$

$$O \left( \sum_{k=1}^{K} \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \sum_{k=1}^{K} \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + \sum_{k=1}^{K} \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \right) =$$

$$O \left( \sum_{k=1}^{K} \frac{L_h \bar{q}^2}{\mu_h^2 n \varepsilon_k} + \sum_{k=1}^{K} \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\varepsilon_k}} + K \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \right)$$

After that, we recall that $\varepsilon_k = O \left( (1 - \sqrt{q}/3)^K (f (\bar{x}_0) - f^*) \right)$ and therefore $\sum_{k=1}^{K} \frac{1}{\varepsilon_k}$ and $\sum_{k=1}^{K} \frac{1}{\sqrt{\varepsilon_k}}$ are geometric progressions. Moreover, note that $q \leq 1$ and hence $O \left( 1 - \sqrt{1 - \frac{\sqrt{q}}{3}} \right) \geq O \left( \sqrt{q} \right)$.

$$T = O \left( \frac{L_h \bar{q}^2}{\mu_h^2 n \sqrt{q} \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{\sqrt{q} \varepsilon_k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \log \left( \frac{f (\bar{x}_0) - f^*}{q \varepsilon} \right) \right) =$$

$$O \left( \frac{L_h \bar{q}^2}{\mu_h^2 n q^2 \varepsilon_k} + \frac{L_h (\bar{\zeta} + \bar{\sigma} \sqrt{p^*})}{\sqrt{\mu_h \mu_h p} \sqrt{q \varepsilon k}} + \frac{L_h \bar{\tau}}{\mu_h p} \log \frac{\tau L_h^2}{\mu_h^2 p q^2} \log \left( \frac{f (\bar{x}_0) - f^*}{q \varepsilon} \right) \right).$$
Let us choose $\kappa = L - \mu$, then $\mu_h = L$, $L_h = 2L - \mu$, $q = \frac{\kappa}{L}$ and total complexity for accuracy $E(f(\bar{x}^T) - f^*) \leq \varepsilon$ will be

$$T = \mathcal{O} \left( \frac{\sqrt{L} \sigma^2}{\mu \sqrt{n} \varepsilon} + \frac{\sqrt{L} (\zeta + \sqrt{\mu \tau})}{\mu p \sqrt{\varepsilon}} + \frac{\sqrt{L} \tau}{\sqrt{\mu p}} \log \frac{L^2 \tau}{\mu^2 \log \left( \frac{L (f(\bar{x}_0) - f^*)}{\mu \varepsilon} \right)} \right)$$

$$= \tilde{O} \left( \frac{\sqrt{L} \sigma^2}{\mu \sqrt{n} \varepsilon} + \frac{\sqrt{L} (\zeta + \sqrt{\mu \tau})}{\mu p \sqrt{\varepsilon}} + \frac{\sqrt{L} \tau}{\sqrt{\mu p}} \log \left( \frac{1}{\varepsilon} \right) \right)$$

where $\tilde{O}$ -notation hides constants and polylogarithmic factors.

**References**

1. Assran, M., Loizou, N., Ballas, N., Rabbat, M.: Stochastic gradient push for distributed deep learning. In: International Conference on Machine Learning. pp. 344–353. PMLR (2019)
2. Dvinskikh, D., Gasnikov, A.: Decentralized and parallelized primal and dual accelerated methods for stochastic convex programming problems. arXiv preprint arXiv:1904.09015 (2019)
3. Koloskova, A., Lin, T., Stich, S.U., Jaggi, M.: Decentralized deep learning with arbitrary communication compression. ICLR 2020 Conference Blind Submission (2020)
4. Koloskova, A., Loizou, N., Boreiri, S., Jaggi, M., Stich, S.U.: A unified theory of decentralized sgd with changing topology and local updates. International Conference on Machine Learning (2020)
5. Konecny, J., McMahan, H.B., Ramage, D., Richtarik, P.: Federated optimization: Distributed machine learning for on-device intelligence. arXiv preprint arXiv:1610.02527 (2016)
6. Kovalev, D., Salim, A., Richtarik, P.: Optimal and practical algorithms for smooth and strongly convex decentralized optimization. arXiv preprint arXiv:2006.11773 (2020)
7. Kulunchakov, A., Mairal, J.: A generic acceleration framework for stochastic composite optimization. Advances in Neural Information Processing Systems 32 (NeurIPS 2019) (2019)
8. Li, H., Fang, C., Yin, W., Lin, Z.: A sharp convergence rate analysis for distributed accelerated gradient methods. arXiv:1810.01053 (2018)
9. Li, H., Lin, Z.: Revisiting extra for smooth distributed optimization. arXiv preprint arXiv:2002.10110 (2020)
10. Li, Z., Shi, W., Yan, M.: A decentralized proximal-gradient method with network independent step-sizes and separated convergence rates. IEEE Transactions on Signal Processing 67(17), 4494–4506 (2019)
11. Lian, X., Zhang, C., Zhang, H., Hsieh, C.J., Zhang, W., Liu, J.: Can decentralized algorithms outperform centralized algorithms? a case study for decentralized parallel stochastic gradient descent. arXiv preprint arXiv:1705.09056 (2017)
12. Lin H., Mairal J., H.Z.: A universal catalyst for first-order optimization. arXiv preprint arXiv:1506.02186 (2015)
13. Lin H., Mairal J., H.Z.: Catalyst acceleration for first-order convex optimization: from theory to practice. Journal of Machine Learning Research. – 2018. – V. 18. – No. 1. – P. 7854-7907. (2018)
14. McMahan, B., Moore, E., Ramage, D., Hampson, S., y Arcas, B.A.: Communication-efficient learning of deep networks from decentralized data. In: Artificial Intelligence and Statistics. pp. 1273–1282. PMLR (2017)
15. McMahan, H.B., Moore, E., Ramage, D., y Arcas, B.A.: Federated learning of deep networks using model averaging. arXiv preprint arXiv:1602.05629 (2016)
16. Nedic, A., Ozdaglar, A.: Distributed subgradient methods for multi-agent optimization. IEEE Transactions on Automatic Control 54(1), 48–61 (2009)
17. Nedić, A., Olshevsky, A., Shi, W.: Achieving geometric convergence for distributed optimization over time-varying graphs. SIAM Journal on Optimization 27(4), 2597–2633 (2017)
18. Pu, S., Shi, W., Xu, J., Nedic, A.: A push-pull gradient method for distributed optimization in networks. 2018 IEEE Conference on Decision and Control (CDC) pp. 3385–3390 (2018)
19. Qu, G., Li, N.: Accelerated distributed nesterov gradient descent. 2016 54th Annual Allerton Conference on Communication, Control, and Computing (2016)
20. Scaman, K., Bach, F., Bubeck, S., Lee, Y.T., Massoulié, L.: Optimal algorithms for smooth and strongly convex distributed optimization in networks. In: International Conference on Machine Learning, pp. 3027–3036 (2017)
21. Shi, W., Ling, Q., Wu, G., Yin, W.: Extra: An exact first-order algorithm for decentralized consensus optimization. SIAM Journal on Optimization 25(2), 944–966 (2015)
22. Stich, S.U.: Local sgd converges fast and communicates little. arXiv preprint arXiv:1805.09767 (2018)
23. Tang, H., Lian, X., Yan, M., Zhang, C., Liu, J.: D2: Decentralized training over decentralized data. In: International Conference on Machine Learning. pp. 4848–4856. PMLR (2018)
24. Xu, J., Tian, Y., Sun, Y., Scutari, G.: Distributed algorithms for composite optimization: Unified framework and convergence analysis. arXiv e-prints pp. arXiv–2002 (2020)
25. Ye, H., Luo, L., Zhou, Z., Zhang, T.: Multi-consensus decentralized accelerated gradient descent. arXiv preprint arXiv:2005.00797 (2020)
26. Yuan, K., Ling, Q., Yin, W.: On the convergence of decentralized gradient descent. SIAM Journal on Optimization 26(3), 1835–1854 (2016)
27. Zinkevich, M., Weimer, M., Smola, A.J., Li, L.: Parallelized stochastic gradient descent. In: NIPS. vol. 4, p. 4. Citeseer (2010)