Abstract

In this paper the FAU IISAH corpus and its recording conditions are described: a new speech database consisting of human-machine and human-human interaction recordings. Beside close-talking microphones for the best possible audio quality of the recorded speech, far-distance microphones were used to acquire the interaction and communication. The recordings took place during a Wizard-of-Oz experiment in the intelligent, senior-adapted house (ISA-House). That is a living room with a speech controlled home assistance system for elderly people, based on a dialogue system, which is able to process spontaneous speech. During the studies in the ISA-House more than eight hours of interaction data were recorded including 3 hours and 27 minutes of spontaneous speech. The data were annotated under the aspect of human-human (off-talk) and human-machine (on-talk) interaction.

1. Introduction

The here presented data were recorded during usability studies at the Pattern Recognition Lab of the University of Erlangen-Nuremberg. The studies took place in the intelligent, senior-adapted house (ISA-House), which is on the one hand the title of a project in the research association FitForAge of the Bavarian Research Foundation, and on the other hand an existing and fully furnished demonstration and living room with a dialogue based home assistance system adapted to the situation and needs of elderly people. Following (McTear, 2004) and (Bernsen et al., 1997) one part of these usability studies were Wizard-of-Oz (WOZ) experiments to find appropriate, real-life dialogues to configure and model the speech interface part of the home assistance system.

1.1. The Intelligent Senior-Adapted House (ISA-House)

The ISA-House project works towards an assistance system featuring an intuitive speech interface which is specifically designed for elderly people (Ott et al., 2009). The system is equipped with highly adapted functionality to fit the needs and situation of seniors (Soutschek et al., 2008). To get an idea of what elderly people expect from such an assistance system, we interviewed a group of 46 seniors asking how, in terms of technologies, assistance would be appreciated. From that we found simple tasks like switching the light but also more complex ones like telephony or scheduling assistance. Beside this functionality, we integrated in our system on the one hand a home server for controlling the heater, ventilation, electric socket and on the other hand a media server for controlling TV and radio. The communication and controlling of all these devices is resolved by using the UPnP (Universal Plug and Play) interface technology.

The general system design is now as follows. The system listens to the user to automatically determine when it receives the focus of attention. If so, the utterance is recognized and interpreted, and the requested action is performed, e.g., to switch on the light. In case of confusing orders or missing information, e.g., it is unclear which particular light, the system asks back. All the above comes along with strong challenges:

- Appropriate recording technology: Though headsets produce the best signal quality, they are quite uncomfortable if worn all day. Distant (room) microphones provide the most comfort but have inferior signal quality due to noise and reverberation.
- Age-adapted speech recognizer: Standard recognition systems are often designed and trained on speech and language of people aged around 30 and thus yield more errors on the aging voice.
- Focus of attention: The system has to automatically recognize if it is in the focus of the user. Keywords or push-to-talk solutions are the simplest and safest approaches to attract the attention of the system. However, they are counterintuitive to spontaneous interaction.
- Dialogue handling: Building a dialogue system with suitably modeled dialogues and an appropriate dialogue strategy can be a tricky task for someone not part of the target user group. It is not obvious which words people use to interact with their environment and what system responses they expect.

1.2. Solution Strategy and Concepts

To get to a solution that actually satisfies the target group, a group of seniors citizens is constantly involved in the development process. These are members of SEN-PRO, an German advisory board for product development for elderly people, organized by the Institute of Psychogerontology of the University of Erlangen-Nuremberg.
As mentioned above, a first step towards the system design was to interview the senior citizens to find out in what way an automatic home assistance system could actually help them. The second step is now to see how seniors would actually communicate with and use the system. That, however, would require a fully functional system – which leads to some sort of chicken-or-the-egg problem: We can only build a satisfactory system if we know how the target group uses it, but we can only see how the users interact with the system if it is already working as expected. This is where we need a little magic to break the circle: Instead of many iterations of re-designing the system and risking that test subjects adapt to it, a hidden human "wizard" replaces the inner working of the system, that is the recognition and interpretation of utterances, and the subsequent responses and actions. Doing so, the front-end, i.e., what the user sees and hears, remains untouched thus the user assumes a fully working system. That kind of setup is well-known as Wizard-of-Oz (WOZ) experiment and it is a standard approach to develop user interaction systems. An example for data acquisition for an interactive TV can be found in (Brutti et al., 2008).

1.3. Overview
The rest of the article is structured as follows: In section 2 the recording environment and setup is described, the way in which the recordings were conducted. After that in section 3 the corpus is described, including the description of the audio data, the further processing and the transcription of the data.

2. Recording Environment and Setup
As pointed out above, the WOZ studies were performed in the ISA-House. In the following the planning and processing of the studies are presented including the recording of the data.

2.1. Wizard-of-Oz Scenario
The sessions of our WOZ study were planned and supervised in collaboration with a psychologist of the Institute of Psychogerontology. In general we arranged sessions of 90 minutes length for groups of two test persons, to study human-machine as well as human-human interaction, particularly on-/off-talk:

On-talk: A test person interacts with the system, i.e., the system has the focus of attention.

Off-talk: A test person does not interact with the system, e.g., communicates with the other test person.

In total, 31 seniors (19m, 12f), native German speakers, aged 61 to 78 (68 ± 5) years participated in the WOZ experiment. In three cases, the second test person of a session was not of the target age group due to scheduling issues, so we got 17 sessions.

The agenda of a session included several steps to guide the test persons through the experiment. In the first step the participants got a short introduction to the ISA House. Then we explained the procedure of the test and the tasks. After that, each of the two test persons was equipped with a close-talking microphone. Before the actual WOZ experiment, the test persons were told to read out loud a text in order to allow the system to adapt to their voice. They read the German version of "The North Wind and the Sun", a phonetically rich text by Aesop consisting of 108 (71 disjoint) words. After that, the system would greet the test persons, signaling the begin of the experiment. From that point, all uttered speech is considered to be spontaneous, as there were explicitly no instructions on how to interact with the system. In addition to utterances addressed to the system, there is (spontaneous) human-human interaction as the test persons were encouraged to also talk to each other. This WOZ experiment took approximately 30 minutes. Afterwards the test persons were interviewed about their ex-
2.2. Technical Setup

The setup of the WOZ sessions has to be split into two parts: On the one hand there is the test person interface with the recording-microphones and on the other hand the wizard interface for responding to the test person inquiries: device control and audio channel for further queries. The scheme for the recording setup is illustrated in figure 1.

2.2.1. Test person interface

The sessions were recorded using several microphones that were jointly captured by a mixing desk, the Phonic Helix Board 12 Firewire MKII, using the built-in Firewire port and the studio software Steinberg Cubase. Besides the head mounted SHURE WH20XLR of each test person, three T:Bone GZ400 pressure zone microphones (PZMs) were used as far-field microphones. PZMs are designed to cut off sound interferences from reflections with a smooth response of frequencies. Next to this an additional advantage over standard far-field microphones is the plain and unobtrusive attachment of the PZMs on the wall in the living room. In the ISA-House the microphones were mounted to the wall behind, opposite and to the far right of the speakers in approx. 1.5m height. For positioning of the speakers and the far-field microphones refer to figure 2.

2.2.2. Wizard interface

The wizard in the side room was provided the headset recordings, each test person on one channel. Two software tools were developed to allow for wizard responses and to assure a fast, comfortable and non-exhausting environment for the colleague, who gives the wizard: an application for controlling all the available devices and functionalities in the ISA-House (e.g., the light, TV, radio, heater, telephone) and a software tool, which triggers a text-to-speech (TTS) system with predefined and parameterizable utterances, so the wizard doesn’t have to type all the queries (e.g., "Which radio station do you want to hear?") and the answers (e.g., "Now it is 7 pm!"). As underlying TTS the software MaryTTS (http://mary.dfki.de/) was used.

3. Description of the FAU IISAH Corpus

The name FAU IISAH Corpus is an acronym for Friedrich-Alexander-University - Interaction in the Intelligent, Senior-Adapted House.

3.1. Recordings

The audio was acquired at a sampling rate of 48 kHz using a quantization of 24 bit. Afterwards, the recordings were normalized and converted to 16 kHz and 16 bit quantization as it is the most common format for speech recognition task. All in all more than eight hours of human-human and human-machine interaction data were recorded. Next to this spontaneous speech 31 recordings of read speech are acquired with about 22 minutes in total read by the test persons (see above, the test persons read the text "The North wind and the Sun").

3.2. Transcription

The recordings of spontaneous speech are processed and transcribed under the following objectives:

- Modeling dialogues for the ISA-House dialogue system
- Training a speech recognizer, adapted to the situation and condition of elderly people
- Building an on-/off-talk classifier for the ISA-House system

Therefore next to the usual transcription procedure (annotating spoken words, noise, accent, laughing etc.) the data is partitioned into turns: a turn describes a clear advice or information unit (e.g., "Turn on the light!", "At home we have a Panasonic TV!", "Yes!", "Thank you!"). Additionally, the utterances of the test persons have to be divided under the aspect of on- and off-talk, which denotes the decision whether the test person talks to the system or not. From processing and dividing the interaction data into turns 3 hours and 27 minutes of speech data spoken by the test persons resulted. Divided by on-/off-Talk the test persons used 2891 turns for communicating with the other test person (off-talk) and 2752 turns of interaction with the system (on-talk). On the whole 5643 turns were uttered with 1751 different words. In table 1 the numbers are summarized. The linguistic and statistical analysis of the data is still ongoing.

Figure 2: 3D-Model of the ISA-House: the recording room with the positions of the two test persons (SPK1, SPK2) and the pressure zone microphones (R1-R3)
The synchronous signal acquisition using headsets and three distant room microphones at different typical speaker positions (opposite, behind, on the side) allows to study the effects of reverberation and speaker position on automatic speech, speaker and age recognition.

- The alternation of human-human and human-machine interaction provides realistic data to study on/off-talk in an ambient living context which is required for any good human-machine interaction.

- As there were no constraints how to address the system or how to form system requests, the resulting spontaneous dialogues give a good insight in how senior citizens, often not very tech savvy, interact with a virtual assistant.

### 4.2. Future work

At first the results of the evaluated data will be integrated into the ISA-House and its dialogue system, speech recognition and on-off-talk component. Additionally, the data will be used to analyze the characteristics of the aging voice under various aspects, e.g., see (Mwangi et al., 2009). In conjunction with other data of test persons of different age groups the FAU IISAH Corpus can be used to improve age recognition applications like in (Spiegl et al., 2009) and (Bocklet et al., 2008).

In the second half of 2010 additional usability studies are planned for the ISA-House to evaluate the whole system by users of the target group: seniors. In this studies the wizard will be replaced by the real working dialogue system.
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|          | Turns | Words |
|----------|-------|-------|
| On-talk  | 2752  | 964   |
| Off-talk | 2891  | 1188  |
| On-/Off-talk | 5643  | 1751  |

Table 1: Turns and different words used by the test persons during the WOZ studies (The word sets for on-talk and for off-talk are not disjunct, so on-off-talk word number is not the sum, but the word number of the union of the sets.)