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Abstract: The 2-Dimensional Video Disdrometer (2DVD) is a commonly used tool for exploring rain microphysics and for validating remotely sensed rain retrievals. Recent work has revealed a persistent anomaly in 2DVD data. Early investigations of this anomaly concluded that the resulting errors in rain measurement were modest, but the methods used to flag anomalous data were not optimized, and related considerations associated with the sample sensing area were not fully investigated. Here, we (i) refine the anomaly-detecting algorithm for increased sensitivity and reliability and (ii) develop a related algorithm for refining the estimate of sample sensing area for all detected drops, including those not directly impacted by the anomaly. Using these algorithms, we explore the corrected data to measure any resulting changes to estimates of bulk rainfall statistics from two separate 2DVDs deployed in South Carolina combining for approximately 10 total years of instrumental uptime. Analysis of this data set consisting of over 200 million drops shows that the error induced in estimated total rain accumulations using the manufacturer-reported area is larger than the error due to considerations related to the anomaly. The algorithms presented here imply that approximately 4.2% of detected drops are spurious and the mean reported effective sample area for drops believed to be correctly detected is overestimated by ~8.5%. Simultaneously accounting for all of these effects suggests that the total accumulated rainfall in the data record is approximately 1.1% larger than the raw data record suggests.
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1. Introduction

Disdrometers (from DIstribution of DROps METERS) are tremendously useful tools for precipitation science. Specifically designed to facilitate individual drop detection and measurement, disdrometers allow for determination not only of total integrated rain accumulations, but also for spatially and temporally localized estimates of the raindrop size distribution and related quantities like instantaneous rainfall rate \( R \), radar reflectivity factor \( Z \), rain kinetic energy flux density, and path-integrated attenuation [1]. As disdrometers measure a wide variety of relevant variables, they are frequently used in ground-truth studies to validate remote rainfall retrievals (see, e.g., in [2–7]).

There are many different disdrometers on the market, using a variety of measurement principles to reveal drop information (see, e.g., in [8]). One of the more sophisticated disdrometers available is the 2-Dimensional Video Disdrometer (hereafter 2DVD) manufactured by Joanneum Research in Graz, Austria [9,10]. This instrument now has a long history (the first prototypes were developed in
the 1990s) and 2DVDs are extensively used in rain studies (see in [2–7,11–57] for a list of many of the works that have used this instrument for ground validation and/or rain microphysics studies).

The 2DVD has the capability of measuring several properties of individual hydrometeors falling through a sensing region of approximately 100 cm$^2$. From these measurements, the associated software generates a record for each drop that includes precise detection time, estimated equivalent-volume diameter, fall velocity, oblateness, detection location within the sensing area, and an estimate of the effective detector area associated with the drop in question.

The reporting of a different effective detector area for each drop is an important feature of the 2DVD not often replicated in other disdrometer data records (though formulas to account for drop-diameter-dependent sensing area have been developed for other instruments, see, e.g., in [58,59]). The varying effective area in the 2DVD drop record is due to the requirement that any detected drop has to be fully within the field of view of both of the instrument’s line scan cameras. Consequently, the field of view for larger hydrometeors is smaller than the field of view for smaller hydrometeors. For example, a small 0.5 mm diameter spherical raindrop can still be detected even when its center lies 0.9 mm from the edge of a camera’s field of view. A 2.4 mm diameter spherical drop falling with its center the same 0.9 mm from the edge of the camera view is not recorded as part of the drop falls outside of the camera’s measurement domain and therefore the size of the drop cannot be reliably determined.

To account for this drop size-dependent sample area, the software supplied by the manufacturer adopts a drop-by-drop correction method similar to that suggested for other optical detectors; the default algorithm subtracts a drop diameter wide swath from the field of view along both cameras to determine the effective sensing area for each drop.

A proper computation of the effective sensing area can be more complicated than this. For example, it was recently reported [42] that all examined 2DVD data contains an intermittent anomaly. The anomaly directly affects a relatively small fraction of the total detected drops in most samples, but an estimated 15.5% of all drops (from a sample size of nearly 100 million detected drops) were detected during time intervals when part of the field of view gave spurious information [42]. Though the majority of the drops during this time are expected to be accurately sized, the effective sensing area should be decreased during those times to deduct for the part of the field of view that was giving unreliable information during drop detection.

Further complicating the story is the unfortunate fact that not all pixels in the 2DVD field of view correspond to equal areas. Because the field of view of the camera widens through the depth-of-field of the instrument, we find that the pixel size of the largest pixel in the field of view of the sensor has an area ~28% larger than the smallest pixel in the field of view. This has some (modest) impact to estimating the effective area for each detected hydrometeor not currently accounted for within the provided software.

In this work, we carefully revisit the algorithm previously described to flag spurious drops recorded during times of the intermittent anomaly [42]. An improved algorithm is presented that more accurately flags the spurious drops and identifies parts of the 2DVD field of view that are impacted due to the presence of the anomaly.

The second part of this study is devoted to properly assigning an effective sample area for each drop in a 2DVD data record. We explicitly correct the reported measurement area during times when the instrument is giving some anomalous data and correct for the varying pixel size throughout the 2DVD sensing region. The resulting algorithm finds alterations to the reported sensing areas for all drops, not just those measured during the anomalous time intervals.

After developing the algorithms to flag spurious drops and correct the effective sample area—a dataset acquired from two separate 2DVDs deployed near Hollywood, South Carolina is explored. This data record—comprised of approximately 200 million drops gathered over 667 daily observational data files—allows us to estimate the quantitative impact of the effects identified by the data processing algorithms presented here.
2. Materials and Methods

2.1. The 2-Dimensional Video Disdrometer

The 2-Dimensional Video Disdrometer (2DVD) made by Joanneum Research has been thoroughly described in the literature (see, e.g., in [9,10,60,61]), and its wide use suggests that the hydrological science community is well aware of the instrument’s relative strengths and weaknesses especially compared to other common drop detecting instruments like the OTT Parsivel and Parsivel detectors (e.g., [19,21,47,62]), Thies Clima Laser Precipitation monitors (e.g., [62,63]), Distromet Joss-Waldvogel impact disdrometers (e.g., [13,21,64,65]), and the Metek Micro Rain Radar (e.g., [29,47,65–67]).

Briefly, the 2DVD is comprised of two orthogonally aligned (but slightly vertically offset) high speed line scan cameras continuously recording images and detecting hydrometeors as shadows against an illuminated background. The projection of the camera sensing regions onto a plane has an intersecting region that defines the measurement area—a cartoon of a top-down view of the measurement geometry is shown in the left panel of Figure 1.
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Figure 1. The left panel shows an exaggerated cartoon of a top-down view of the 2DVD measurement area geometry; for simplicity, the intersection of the cameras is shown as if each line scan camera is composed of only 3 pixels, whereas the line scan cameras in an actual 2DVD have 632 pixels on a side. The right panel shows a remapping of this measurement region (which is actually the intersection of two trapezoids) into a regular square grid. Though the square grid is more convenient for visualization, note that the true areas of pixels A and I are physically different when accounting for the real optical geometry (which becomes relevant when determining the drop size-dependent effective sample area).

A 2DVD records drop detection time, volume, equivalent-volume diameter, fall velocity, and oblateness based on measurements related to drop residence time within the field of view of each camera, delay time between detection in the two vertically offset light sheets, and horizontal extent as estimated by the two mutually orthogonal horizontal line scan cameras. Moreover, reported are the pixels covered during maximal shadows along each camera’s field of view which allows for the approximate particle center location and footprint within the field of view to be reconstructed from the data record.

Spurious drop detection is minimized by the software’s “matching” algorithm that requires a candidate hydrometeor to be observed within the field of view of both line scan cameras with a plausible temporal separation. Potential “hydrometeors” seen only in one camera are not retained in the data record. This matching algorithm and the physical design of the instrument is specifically engineered to remove many of the spurious drops that are generated due to droplet impact with the physical structure housing the 2DVD [24], as well as insects and dust/debris.

The data analyzed in this study comes from two 2DVDs (SN074 and SN098) deployed at the College of Charleston at Stono Preserve near Hollywood, South Carolina. SN074 was installed in November 2013 at coordinates 32°44’26.2″ N, 80°10’35.9″ W, and SN098 was installed in May 2017 at coordinates 32°44’32.4″ N, 80°10’29.6″ W (approximately 250 m NE of SN074). Both sensors
have had some downtime due to power outages, broken controller laptops, burnt out illumination sources, and internal clock generator outages, but both devices have been running the majority of the time as they were installed. The regular recommended maintenance has been performed to periodically recalibrate/measure the vertical distance between the horizontal light sheets and recalibrate the internal sizing algorithm. The instruments have been validated against each other and against measurements taken with an array of Thies Clima Laser Precipitation Monitors [24,30,33,42,68]. Additionally, a previous study took an in-depth look at the data from these sensors and four other 2DVDs and did not reveal any notable discrepancies in the general structure of the data [42].

2.2. The Data Anomaly

Despite the fact that the instrument was specifically designed to minimize false detection of non-hydrometeor particulates, it has recently been revealed that 2DVD data has persistent anomalies that are detectable in all examined 2DVD data records [42].

The physical origin of the anomaly is clear. During a rain event, a persistent obstacle (possibly a fragment of a natural raindrop) covers a portion of some of the internal optics of the detector associated with one of the line scan cameras. The obstacle generally only persists for a brief period of time but, while present, the obstacle creates a signal in the associated line scan camera consistent with the constant detection of a potential hydrometeor. This alone is not enough to induce a false raindrop detection, but if paired with a real hydrometeor (or an insect, drop fragment, dust, etc.) that is outside the desired sample area but still detectable by the other line scan camera, it can cause a droplet to be artificially added to the data record with physically meaningless properties. Even if this detected drop is real but outside the field of view, the reported diameter, position, and fall speed will not be accurate.

The persistent obstacle can stay on the optics for time intervals varying from a small fraction of a second to a sizable fraction of an hour, with the median anomaly duration estimated at about half a second [42]. Normally this optical obstruction will induce false detections of drops along a line of pixels within the field of view.

Also possible (but more rare) is if the anomaly is present in the hourly instrumental recalibration of the 2DVD’s video level renormalization; when this occurs it artificially lowers the baseline video intensity level to the point where no subsequent drops can be successfully detected along a line of pixels within the field of view until the next renormalization. This is a way in which the anomaly can temporarily prevent the detection of drops within part of the measurement area of the sensor.

Because drop arrivals are stochastic events that can naturally occur in bunches and clusters ([69,70]), drop detection times alone do not help to identify artificial drops in the data record. Fortunately, a “heat map” of the detected arrival positions within the sensing area can be used to clearly identify when an anomaly was present. In [42], an algorithm was developed that uses temporally localized drop detection spatial statistics to infer whether an anomaly was present and to flag suspect drops. Subsequent analysis presented in that work revealed that this anomaly appears in all 2DVD data available and 1–5% of drops detected are likely completely spurious due to this anomaly. These spurious drops can occur during high or low rain rates, may be sized as large or small diameter drops, and are not notably more or less likely to deviate from the expected vertical fall velocity.

As the spurious drops can be identified by the flagging algorithm developed in [42], one might hope that a dataset can be corrected by merely removing the non-real drops from the data record. Unfortunately, some real drops are not accurately measured during this time in the part of the sensing area where the anomaly occurs. A full correction should adjust the effective sample area accordingly. To make this adjustment, the flagging algorithm presented in [42] needs to be improved.

The algorithm as presented in [42] used the particle midpoint along each camera’s field of view to specify a location of the particle center (in half-pixel resolution) for each drop. Based on a histogram of the 1000 most recent drop arrivals into 10 pixel wide regions, histograms along both camera fields of view could be sequentially examined to see if any particular line of pixels were anomalously “hot” with extra droplet detections or “cold” with too few droplet detections. If such pixel regions were
identified, all 1000 detected hydrometeors in the “batch” were flagged and an additional flag was created for those hydrometeors that were in the anomalous time interval AND had their centers in a “hot” region.

Although this flagging algorithm was able to crudely establish the relative prevalence of the anomaly, the code utilized some non-optimal arbitrary parameters (e.g., the use of 10 pixel domains, the use of the 1000 droplet “batch size”, and the thresholds for when droplet counts were sufficiently high or low to trigger the “hot” or “cold” condition, respectively). Subsequent analysis reveals that a more robust algorithm can be applied; although still not devoid of all arbitrary parameters, the new algorithm improves the previous flagging code in the following ways.

• Rather than grouping into 10 pixel domains, the new algorithm looks at each pixel along both camera fields of view.
• Rather than assigning a droplet position to be at its detected center, the new algorithm looks at every pixel covered by every recorded hydrometeor in the “batch”.
• The old algorithm used the i\textsuperscript{th} through the (i + 1000)\textsuperscript{th} particle detection to determine whether the i\textsuperscript{th} particle was anomalous; the new algorithm uses the (i – 500)\textsuperscript{th} through (i + 500)\textsuperscript{th} particle detection, helping to localize anomalies more accurately in time.
• The old algorithm had no way of handling the last 1000 drops in a dataset; the new algorithm modifies the algorithm slightly for the first 500 and last 500 drops of a sample; although anomaly detection is arguably not ideal for these drops, it is possible to flag drops throughout an entire day’s accumulation so long as it lasts at least 1000 drops.
• Anomalies resulting in underdetection due to an obstacle on the optics during the hourly renormalization of video levels typically have long duration and involve a more subtle detection than the spurious drop-creating anomalies. Because of this, a larger window of 10,000 drops are used for detection and confirmation of the under-detection phenomena. A similar adjustment to centering the window on the drop in question (instead of just looking at the following 10,000 drops) is also applied to the underdetection algorithm.

This new “deglitch code” was compared against the version introduced in [42]. By comparing flagged drops to those visually identified by looking at heat-maps of drop arrivals, it is clear that the new algorithm is doing a more reliable job of identifying spurious drops and isolating times of increased and decreased instrumental sensitivity in part of the cameras’ joint field-of-view. Using the new algorithm, the basic qualitative results in [42] seem to hold, but more complete and accurate information is obtained that allows for a modified estimated sample area calculation.

More details regarding the logic for this improved algorithm are presented in Appendix A.

2.3. Calculation of the Effective Area

As noted in [9], the drop size distribution \( N(D) \) can be estimated from 2DVD measurements via

\[
N(D_i) = \frac{1}{\Delta t \Delta D} \sum_{j=1}^{M} \frac{1}{A_j v_j}
\]  

(1)

where \( N(D_i) \) is typically measured in \( \text{m}^{-3} \text{mm}^{-1} \), \( \Delta D \) is the width of the diameter bin (in mm; typically taken to be 0.2 mm for 2DVD data due to a nominal pixel resolution of about 0.17 mm), \( \Delta t \) is a time interval associated with the DSD estimation interval (often 60 or 300 s), \( v_j \) is the measured drop fall speed of the drop in m s\(^{-1}\), \( A_j \) the effective instrument sample area in m\(^2\), and \( M \) the number of observed drops in the specified diameter class during the specified time interval.
The rain rate $R$ (typically measured in mm h$^{-1}$) can be computed either by starting with the drop size distribution above, or alternatively directly from the (binned or unbinned) drop record via:

$$R = \frac{1}{\Delta T} \sum_{i=1}^{N} \frac{\left( \frac{\pi}{6} D_i^3 \right)}{a_i}$$  \hspace{1cm} (2)$$

with $\Delta T$ again the time interval associated with the rain rate temporal estimation interval (this time using $T$ instead of $t$ to emphasize that in this formula the time is expected to be in units of hours), $D_i$ the (binned or unbinned) spherical-equivalent diameter of the $i$th detected drop in the time interval (in mm), $a_i$ the effective instrument sample area for the $i$th drop (this time in mm$^2$), and $N$ being the total number of detected drops in the associated time interval. The formula most frequently used for rain rate in the literature gives the same quantitative value but determines this quantity from $N(D)$ and thus includes prefactors for converting between seconds to hours and m$^2$ to mm$^2$ (see, e.g., in [22,27,37]). As rain rate is fundamentally a quantity related to a surface flux (total depth accumulated over a surface), deriving the rain rate estimation through the volume-based raindrop size distribution seems less direct, and consequently we will use Equation (2) (see a more complete discussion in [71]).

A key observation is that both $N(D)$ and $R$ rely on a drop-by-drop estimation of the effective sample area of the detector. For some disdrometers (e.g., the Joss–Waldvogel impact disdrometer), this detector area can be treated as a constant with minimal error and factored out of the associated sum. In the case of the 2DVD, we are aware that the effective sample area depends on the size of the drop. It is because of this that the effective sample area is one of the output fields of the drop record in 2DVD data.

2.3.1. Computation of the Effective Area by the Included Software

There are slight differences between the optical alignments in different 2DVDs, and because of this the effective pixel size in the middle of the sample area of each 2DVD can be slightly different. The documentation supplied when purchasing a 2DVD reports this value, for example, the calibration sheets for 2DVD SN074 report this value as 0.167 mm/pixel and the value for SN098 has values of 0.165 mm/pixel and 0.164 mm/pixel for cameras A and B, respectively. Thus, even if the drop diameter-dependent excluded area near the edge of the field of view was completely unaccounted for, the reported area for identical drops falling through the two detectors would be slightly different. This is borne out from the data archive. The approximately 146 million drops examined from SN074 has an average reported area approximately 3.2% larger than the average reported area from the approximately 56 million drops examined from SN098. As $(0.167 \text{ mm})^2/[(0.165 \text{ mm})(0.164 \text{ mm})] \sim 1.031$, this is almost exactly what should be expected.

By utilizing the area measurements reported by the 2DVD software, we were able to recreate the internal manufacturer algorithm for droplet effective sample area. First, take the number of pixels in the total field of view for each camera (632) and subtract $(2 + D_{\text{pix}})$, where $D_{\text{pix}}$ is the estimated diameter of the drop (in pixels, rounded up to the nearest integer). Then, calculate the area as $(\text{lpp}_A)(\text{lpp}_B)(630 - D_{\text{pix}})^2$, where $\text{lpp}_A$ and $\text{lpp}_B$ are the lengths per pixel values for cameras A and B in the instrument documentation.

The reason for the subtraction of 2 pixels in addition to the estimated drop diameter is presumably because there must be at least one non-occluded pixel at the edge of the measurement area to successfully detect and size a particle. Thus, on each side of each camera’s field of view there must be at least $(1 + (D/2)_{\text{pix}})$ pixels between the edge of the camera’s view and the midpoint of the detected hydrometeor.
We believe there are several issues with this formulation:

1. All pixels within the field of view are treated as having the same area.
2. The edges of the sample area are not accounted for perfectly and, although an exact correction is not possible for pixelated data, an improvement can be made.
3. Reductions in effective measurement area during the previously described anomaly are not provided.

Each of these issues are addressed in the following sections.

2.3.2. Areas of 2DVD Pixels

As suggested by the cartoon in Figure 1, not every pixel has the same area. Though the sensing area is often drawn as the intersection of two rectangles, resulting in square pixels as in the right panel of Figure 1 (see, e.g., in [9,42]), a more accurate depiction is that the reconstructed sample area is the intersection of two trapezoids. This means that each pixel is appropriately described as an irregular quadrilateral.

Measurements of the detailed 2DVD optical geometry were made by manually placing digital calipers in the field of view of each camera at several places along the optical path. A schematic indicating the locations that the optical distances were measured is shown in Figure 2.
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**Figure 2.** A top-down cartoon displaying the measurements characterizing the optical field of view for each 2DVD. Light rays traverse through the interior of the instrument diagonally, traveling from each lamp to the adjacent (light blue) mirror, propagating through the (yellow) Fresnel lens and (through slits in a metal frame) into the interior of the measurement area. The light then propagates through slits on the other side of the measurement area to the mirror next to the associated camera. All labeled distances in the figure were carefully measured at the field site. If the pixels in the field of view really would be of uniform size, then the distances marked A, B, C, and D would all be the same length (as would H, I, J, and K). Actual measurements for both 2DVs used in this study are shown in Table 1.

After the light from the illumination source passes through the Fresnel lenses, there are no optical elements between the light source and the camera except for a single flat mirror. Because of this,
the illumination throughout the interior of the instrument can be reliably described as a light sheet that narrows as it approaches the camera.

Multiple measurements of all the dimensions shown in Figure 2 were made with a calipers (except for F and M which were measured with a meterstick since these distances were larger than the calipers available). The mean results for the measurements for both 2DVDs are shown in Table 1.

| Measurement | 2DVD SN074 | 2DVD SN098 | Measurement | 2DVD SN074 | 2DVD SN098 |
|-------------|------------|------------|-------------|------------|------------|
| A           | 134.3 mm   | 132.8 mm   | H           | 134.0 mm   | 131.7 mm   |
| B           | 126.1 mm   | 125.2 mm   | I           | 126.6 mm   | 124.1 mm   |
| C           | 78.1 mm    | 78.6 mm    | J           | 79.2 mm    | 77.9 mm    |
| D           | 70.2 mm    | 70.9 mm    | K           | 71.4 mm    | 70.8 mm    |
| E           | 40.1 mm    | 39.6 mm    | L           | 39.7 mm    | 39.9 mm    |
| F           | 291.3 mm   | 291.0 mm   | M           | 291.3 mm   | 289.0 mm   |
| G           | 40.4 mm    | 40.3 mm    | N           | 40.0 mm    | 40.4 mm    |

Based on the detailed camera geometry, an estimation of how the pixel dimensions change with position within the sensing area for each detector was obtained. A detailed description of this computation is presented in Appendix B, and we have generated a code that will allow other investigators to determine the area of each pixel of other 2DVD instruments if the measurements illustrated in Figure 2 can be taken.

As can be seen from Figure 3, the differences between pixel areas in different parts of the field of view can be non-negligible; the pixel with the largest area within the sample area is ~28% larger than the pixel with the smallest area. Results for 2DVD SN098 are similar—again with an ~28% difference between the largest and smallest pixels—though corresponding pixels are a few percent smaller in SN098 (consistent with the manufacturer’s documentation that indicates that the field of view in SN098 is a little smaller than for SN074).

![Figure 3](image-url)  
**Figure 3.** The effective area (in mm\(^2\)) of each pixel within the field of view for 2DVD SN074, as determined by using the measurements presented in Table 1. The geometry is shown to coincide with the orientation presented in Figure 2.

Despite a difference of ~28% in pixel area on the extremes of the measurement volume, the non-constant pixel areas do not typically drastically alter the total effective area estimation given
by the manufacturer as the included software’s algorithm described previously removes pixels around the entire outer boundary, thus removing as many smaller-than-average pixels as larger-than-average pixels when computing the area. The real importance of identifying the area associated with each pixel comes when (asymmetric) portions of the central sensing area must be deducted from the effective sampling area due to the presence of the anomaly described earlier; in these cases assuming every pixel has the exact same area can cause larger errors.

### 2.3.3. Accounting for the Boundary

Properly accounting for how many pixels to remove from the effective area as a function of drop diameter is complicated. The manufacturer algorithm is a good approximation, but improvements can be made.

Consider the cartoon in Figure 4 that (for simplicity) represents the sample area as a square with a regular grid. For simplicity, the grid is drawn with only 24 pixels on a side, and we consider a drop with diameter and alignment relative to the underlying grid that covers a $3 \times 3$ domain and thus would be reported to have a diameter corresponding to 3 pixels. Because this droplet occludes an odd number of pixels in each camera, its center could be anywhere within the green region and still be detected with at least one half pixel remaining uncovered at the boundary. (Only 51% of a pixel needs to remain uncovered for the internal logic of the 2DVD to treat a pixel as non-shadowed \cite{9}). Thus, a proper treatment of this drop would retain all of the green pixels—removing 2 pixels from the edge all around the sample area when computing the effective area of the sensor for the drop in question.

![Figure 4](image)

**Figure 4.** A cartoon showing how the effective sample area should be calculated for a drop covering 3 pixels along both camera axes. Pixels colored red are places that the droplet center could not have fallen and been successfully detected by the 2DVD, whereas pixels colored green show places that the droplet center could have been located and still had the 1 pixel of unshadowed area necessary to detect and properly size the drop.

Another common, but more complicated, scenario is shown in the left panel of Figure 5. Here, the drop is exactly the same size as shown in Figure 4 but aligned with respect to the underlying tessellation created by the cameras such that only 2 pixels are occluded along the vertical direction, whereas 3 pixels are still occluded along the horizontal direction. In a scenario like this, the particle center could be in the “inside-half” of the blue shaded regions and still occlude less than half of the boundary pixel. To account for this sort of drop properly, the algorithm we have developed includes half of the area associated with pixels colored blue and all of the area from pixels colored green. Note the interesting consequence that identical drops could potentially have different measured diameters and different effective sample areas depending on how the drop’s fall position aligns with the underlying camera grid.
Figure 5. Similar to Figure 4, this shows the same drop falling in different locations so that it covers a $2 \times 3$ and $2 \times 2$ block of pixels, respectively. A pixel is only considered shadowed if the majority of a pixel is covered, so the left hand panel shadows a $2 \times 3$ region—not a $3 \times 3$ region. Blue shading near the boundary indicates pixels that should have half of their area included in the effective sample area computation, and orange coloring indicates pixels that should only have one fourth of their area included.

The right panel of Figure 5 shows the same hypothetical drop now aligned relative to the background grid so that only 2 pixels are occluded along the field of view of both cameras. As was seen in the left panel, the droplet center could have fallen anywhere in the “inner half” of the blue pixels and still had a pixel illuminated and unblocked by the drop on the boundary allowing for proper detection. The orange pixels only allow for detection with an undetected border pixel in both cameras if the drop center lies in the innermost quadrant of the pixel, so only $1/4$ of the area of those pixels are included in the new algorithm’s sample area calculation.

The general rules demonstrated in Figures 4 and 5 are extendable to other detected drop sizes and the full 632 pixel wide field of view of both cameras; a border that depends on the drop’s detected horizontal dimensions can be applied to the default sample area.

The results from the area calculation described here are slightly different than those applied by the manufacturer’s software because (i) the algorithm we develop identifies the parts of the image domain where pixels are removed and uses the areas of those particular pixels, and (ii) the number of pixels removed around the boundary is not always exactly the same as in the supplied software.

To be more explicit, consider the scenario shown in the left panel of Figure 5. As the picture reveals, a total of 4 pixels (1, 2, 23, and 24) are removed from Camera A’s view whereas a total of 3 pixels (1, half of 2, half of 23, and 24) are removed from Camera B’s view. The manufacturer-supplied algorithm looking at the same drop would remove a total of either 4 or 5 pixels (depending on whether the assigned diameter ends up closer to 2 or 3 pixels, which partially depends on the 2DVD’s measurement of the height of the droplet) from each camera’s field of view. The manufacturer-supplied algorithm also treats every pixel as having the exact same size when computing the remaining effective sample area.

The difference between the manufacturer’s algorithm and the method described above is admittedly small, but these slight corrections can be applied to every drop detected in every 2DVD record.

2.3.4. Removal of Insensitive Part of the Field of View during the Anomaly

Although correcting for nonuniform pixel areas and slightly modifying the treatment of the boundary should modestly increase the accuracy of the effective area, the primary reason for revisiting the effective area calculation is to correct the effective sample area for the properly detected drops
measured during the times of partial instrumental insensitivity due to the anomaly described in Section 2.2 and in [42]. Figure 6 shows a cartoon of the area-adjustment algorithm developed for this case.

Figure 6. A cartoon of the sample area calculation of a $24 \times 24$ pixel domain for a $3 \times 2$ pixel drop detected during a time of partial instrumental insensitivity. Pixel coloring is the same as used in Figures 4 and 5. Additional area is removed from the sample area due to the presence of two simultaneous anomalies (shown in black). As before, the effective sample area for this drop would be calculated by adding the areas of all green pixels with half the areas of all blue pixels.

An anomaly—whether it is of the type that causes spurious drop detections or of the type that induces insensitive regions within the field of view—renders the associated part of the sample area ineligible to contribute to drop detection. In addition, a guard area (not unlike those already computed at the camera boundaries) must be applied to the part of the field of view adjacent to the anomalous region; any drop falling close enough to the regions marked in black would not have their size reliably recorded and may be missed entirely.

Because of this, the improved flagging algorithm identifies and flags drops with any portion of the drop sufficiently close to the unreliable regions (marked in black in Figure 6). Additionally, all drops that have the flag indicating “detected during a time interval when an anomaly was present” have a drop size-dependent subset of the detector sample area removed from its reported effective sample area. Referring back to Figure 6, a drop with the recorded dimensions of 3 pixels in the camera A axis and 2 pixels in the camera B axis could only have fallen in the green pixels and half of each blue pixel while being successfully recorded and accurately sized. A drop falling with its center in the interior red or blue regions may have been recorded, but the developed algorithm assigns a flag indicating the drop detection may not be reliable as the size or fall velocity of such a drop may have been artificially inflated or diminished due to the static obstacle in the camera image. Removal of all of the black and red pixel areas and half of the blue pixel areas can noticeably reduce the effective sample areas for all drops during the times of the instrumental anomaly—even for drops that are not near the problem region of the detection area.

2.3.5. Mean Pixel Size

By far the largest change from the manufacturer-reported sample area is due to the simplest effect; in both SN074 and SN098 our measurements support a mean pixel sample area slightly smaller than that reported by the manufacturer.

As noted above, the manufacturer-reported pixel area is assumed uniform throughout the effective area algorithm; for the 2DVDs used in this study that area is taken to be $(0.167 \text{ mm})^2 \sim 0.0279 \text{ mm}^2$ for 2DVD SN074 and $(0.165 \text{ mm})(0.164 \text{ mm}) \sim 0.0271 \text{ mm}^2$ for 2DVD SN098.
The measurements presented in Table 1, however, suggest that these mean pixel areas should be 0.0258 mm$^2$ for 2DVD SN074 and 0.0254 mm$^2$ for 2DVD SN098. This change of approximately 7–8% of the reported value was large enough that we reverified the optical dimensions of the sensing area multiple times. We estimate our measurement uncertainty at 1 mm based on the variability between independent measurements and the precision of the calipers used. Even a hypothetical 1 mm systematic error in all measurements would only account for about half of the difference between our estimated value and the fixed value used by the manufacturer’s algorithm.

This is particularly notable since it suggests that all rain rates derived from 2DVD measurements that utilize the manufacturer-supplied effective area field may be in error by approximately 7–8% before accounting for other measurement uncertainties like particle sizing or spurious drop detections.

2.3.6. The New Effective Area Algorithm

The phenomena described above led us to develop a new algorithm that can recompute the effective sample area for each drop based on 2DVD output in conjunction with a pixel-area lookup table that can be generated by taking measurements of the labeled dimensions on Figure 2. The algorithm is not currently well optimized (processing 10 years of archived 2DVD data takes five high-end machines the better part of a week), but a working version can be made available to other investigators who wish to apply it to their archival 2DVD data. Here, we describe the underlying logic of the algorithm.

First, the relevant optical dimensions of the field of view of a 2DVD as shown in Figure 2 are carefully measured. From this, the coordinates of each pixel’s vertices are determined and the area of every quadrilateral is computed and stored in a look-up table; 2DVDs with different serial numbers will have different look-up tables.

Second, the recorded drops are examined. For each detected drop a weighting factor is defined for each pixel in the sample area. Based on the detected dimensions of the drop along each camera axis and the drop’s detected position, each pixel is assigned a “weighting factor” of 1, 0.5, 0.25, or 0. The weighting factor of 1 is chosen if the drop falling anywhere in the pixel in question could have been reliably sized and detected, like the green pixels in Figures 4–6. Similarly, the other weighting factors are chosen if only half (depicted by blue pixels), a quarter (orange pixels), or none (red or black pixels) of the pixel could serve as the center of a properly sized and detected drop due to proximity to the boundary or an insensitive region of the detector.

Each pixel’s geometric area (computed in the first step) is then multiplied by the associated weighting factor (computed in the second step) for the drop in question, and the total weighted area for the entire field of view corresponds to the corrected effective sample area of the detector for the drop. More succinctly, the effective area of the $i$th drop can be computed from

$$a_i = \sum_{k=1}^{632^2} w_{ik} a_k,$$  \hspace{1cm} (3)

where $w_{ik}$ is the weight of the $k$th pixel for drop $i$ (which depends on the fall position and the dimensions of drop $i$) and $a_k$ is the area of the $k$th pixel (in mm$^2$).

3. Results

3.1. Ensemble Results

2DVD serial numbers 074 and 098 were installed at the College of Charleston at Stono Preserve in 2013 and 2017, respectively. For the sake of this analysis, the data from each instrument’s installation date through 10 May 2020 is utilized. For this time interval, SN074 provided data files for 1812 out of 2330 possible total dates (77.8%) and SN098 provided data files for 776 out of 1091 possible total dates (71.1%). As the anomaly flagging algorithm does not perform optimally for the first 5000 and the last 5000 drops in a day’s data (see Appendix A), we limited our analysis to daily records where at
least 20,000 total (non-spurious) drops were detected to ensure that the majority of each day’s drops had optimal sensitivity to anomaly detection. This left a total of 667 days of data in the ensemble (491 days from SN074 and 176 days from SN098). This data record includes a total of 202,555,318 drops (194,089,999 when the spurious drops are removed) and an estimated total accumulation depth of 7124.3 mm (when using $a_i$ as computed in Equation (3) and removing the drops flagged as spurious).

Table 2 summarizes the bulk statistics under different analysis methods. In general, it appears that the ensemble statistics are very sensitive to the choice of whether (and how) to bin the drop diameters—an observation that has been made in other contexts before (see, e.g., in [72–74]). No matter which method is used to bin diameters, however, it appears that the net influence of all of the effects explored in this study are comparatively modest when examining the statistics related to the full ensemble; the difference between including removal of spurious drops while fixing the area and neglecting both effects is less than 1.2% for total accumulated depths and mean diameters.

The small net effect can be deceptive. Only removing the spurious drops (while not fixing the effective sample area) results in reduction of the estimated accumulation depth by approximately 7–8% (depending on the diameter binning paradigm used). Similarly, only adjusting the effective area while not removing the spurious drops results in enhancement of the estimated accumulation depth by approximately 12–13%. As these two factors are similar in magnitude and adjust the accumulated rainfall in opposite directions, the resulting net effect is very small. Looking at the ensemble-summed magnitude of each correction in isolation makes the net change hard to predict because time intervals having large numbers of spurious drops also require the largest area corrections for the drops that remain.

Table 2. Summary of ensemble data under different processing paradigms. The entire data set had 202,555,318 total drops, of which 194,089,999 were retained after removing spurious drops. $\langle D \rangle$ indicates mean diameter whereas $D_m$ specifies mass-weighted mean diameter. When binned, constant bin widths of 0.2 mm were used. Low-Bin indicates reported diameters were rounded down to the lower bound of the associated diameter bin, whereas mid-bin assigned drop diameters at the midpoint of the associated bin.

| Spurious Drops Removed | Area Fixed | Diameter Binning | Total Accum. Depth (mm) | $\langle D \rangle$ (mm) | $D_m$ (mm) |
|------------------------|------------|------------------|-------------------------|------------------------|-----------|
| N                      | N          | None             | 7046.9                  | 0.581                  | 0.888     |
|                        |            | Low-Bin          | 5735.0                  | 0.480                  | 0.829     |
|                        |            | Mid-Bin          | 7177.2                  | 0.580                  | 0.894     |
| N                      | Y          | None             | 7900.4                  | 0.581                  | 0.888     |
|                        |            | Low-Bin          | 6449.4                  | 0.480                  | 0.829     |
|                        |            | Mid-Bin          | 8042.5                  | 0.580                  | 0.894     |
| Y                      | N          | None             | 6560.4                  | 0.579                  | 0.880     |
|                        |            | Low-Bin          | 5322.5                  | 0.479                  | 0.820     |
|                        |            | Mid-Bin          | 6684.3                  | 0.579                  | 0.886     |
| Y                      | Y          | None             | 7124.3                  | 0.579                  | 0.880     |
|                        |            | Low-Bin          | 5780.9                  | 0.479                  | 0.820     |
|                        |            | Mid-Bin          | 7258.7                  | 0.579                  | 0.886     |

3.2. Event Analysis

Analysis of daily rain records in the ensemble reveals that the net impact from spurious drops and effective area adjustments does remain small. Figure 7 shows a histogram of the ratio between the modified daily accumulation and the uncorrected accumulations.
It appears that even though the magnitude of the area correction is larger than the correction due to spurious drops on average, the removal of spurious drops actually lowers the total estimated accumulation on approximately 1/4th of the daily data records. Approximately half of all of the daily records show an accumulation increase between 0% and 4%, and deviations from the uncorrected data record that exceed 10% in either direction occur less than 1% of the time.

**Figure 7.** The frequency of accumulation ratios between the corrected and raw daily data sets in the ensemble; a value of 1.1 suggests that the corrected accumulation is 10% larger than the original reported accumulation. Small net corrections of less than 5% appear typical.

Even though daily accumulations are not modified very much, it could still be possible that certain times within a daily data record could be more drastically impacted. To explore this, a single rain event from 18 February 2020 has been chosen for further study. This rain event was approximately 4 h long and was detected by both SN074 and SN098. Total estimated accumulations from the uncorrected raw data total 30.2 mm (SN074) and 29.5 mm (SN098). After removing spurious drops and using the area algorithm presented here this alters the estimated accumulations to 31.1 mm (SN074) and 29.6 mm (SN098).

A time series of the 1 min rain rate is presented for SN074 in Figure 8. Note that, even on 1 min timescales, any impact to rain rate is hard to identify.

**Figure 8.** Rain Rate (based on 1 min time-binning) for 2DVD SN074 on 18 February 2020. The “combined correction” incorporates both removal of the spurious drops and the adjustment of the detector effective-area.

The quantitative impact can be better observed by carefully looking at a subset of the same event. Figure 9 shows about a half-hour portion of the event with separate traces for the raw data, area correction only, spurious drop removal only, and the combined impact from both corrections. Similar to the results observed for the entire data ensemble, we see that the area correction and spurious drop removal modify the uncorrected data in opposite directions and combine for a small overall change in the estimated rain rate.
Figure 9. A sub-interval of the rain rates shown in Figure 8. In addition to the raw data and the “combined correction” results, the rain rates looking at each correction individually are shown.

Another way to visualize the impact from applying the correction for this event’s data is to examine the ratio between the corrected rain rate and the uncorrected rain rate for each minute; this is shown in Figure 10. It appears that the ratio between the corrected and uncorrected $R$ values are typically positive during times of low rain intensity and closer to unity at higher rain rates. This makes intuitive sense: at low rain rates it is expected to be less likely that a drop fragment would splatter and cover the 2DVD optics and therefore spurious drops are expected to be infrequent. The relative paucity of spurious drops at low $R$ results in the area correction having a greater influence than the spurious drop correction during most small-$R$ temporal intervals.

Figure 10. A different way to visualize the results seen in Figure 8. The ratio between the corrected rain rate ($R_{adj}$) and the rain rate estimated from the uncorrected data record ($R_{raw}$) plotted against the corrected rain rate $R_{adj}$.

Although only results for SN074 are shown here, similar behavior is seen for SN098. It seems that the corrections due to the algorithms here are typically very small unless the data is cut down to very small subsets.

3.3. Individual Drops

In order to continue the trend of exploring increasingly smaller subdivisions of the data to reveal more pronounced effects, we extend our examination to the smallest possible scale—the scale of individual drop detections. Figure 11 shows a histogram of the effective sample area ratios for retained drops in the entire ~200 million drop ensemble.
Perhaps most notably, our measurements suggest that there is a significant difference between the manufacturer-used mean pixel area and the measurement-supported mean pixel area. The ~3% difference between our measurements of the pixel width at the midplane and the value hard-coded into the processing algorithm accounts for most of the mean shift of approximately 8–9% seen in the figure.

The spikes in the histogram for area ratios between approximately 0.92 and 0.94 make sense; these cases correspond to scenarios like those shown in Figures 4 and 5, where the differences between the manufacturer-reported area and the corrected area only have to do with the overall sample area estimation, slight changes due to the non-constant pixel sizes, and slight differences in how many pixels are removed from the boundary of the field of view. The broader feature centered at approximately 91.5% and extending from 87% to 93% shows the impacts of the anomaly; drops having this area ratio have a larger fraction of the field of view removed due to instrumental insensitivity (as was schematically shown in Figure 6.) The feature is broader than the spikes between 0.92 and 0.94 because the amount of area removed depends on the pixel dimensions in the part of the sample area temporarily insensitive to drop detection.

4. Discussion and Conclusions

The 2DVD is widely used in hydrological science and many of its features and deficiencies have been discussed at great length (see, e.g., in [9,10,60]). To date, however, a careful assessment of the reported effective sensing area has not appeared in the literature. In an effort to investigate questions related to drop detection area, it was necessary to substantially improve the previous algorithm to flag spurious drops improperly detected due to persistent optical obstacles. The improvements to the algorithm allow for better temporal localization of anomalous data and identify which part(s) of the sensor sampling area are inaccessible during the anomaly.

Examination of an ensemble consisting of over $2 \times 10^8$ drops collected over 667 observation days reveals that approximately 4.2% of all detected drops were spuriously recorded due to the anomaly described in [42]. Of the drops that remain after filtering out the anomalous drops, it was found that all reported effective sensor sample areas are overestimated by at least 6.5% with the median (mean) error overestimating areas by 8.3% (8.5%).

The total impact when correcting for both factors results in an increase in total accumulation estimates of ~1.1% for the ensemble. The effects largely compensate for each other since removal of spurious drops decreases the total rainfall accumulation and decreasing the effective area increases the computed rainfall rates through the denominator of Equation (2).
The resulting change of only ~1.1% may be surprising; this arises out of a subtle coupling between the two effects. A drop either is or is not spurious, and, although all droplets require a effective area adjustment, the largest adjustments occur during times of spurious drop detection when an interior portion of the 2DVD field of view needs to be removed from each detected droplet’s effective sensing area. As spurious drops tend to occur during high rain rates, the removal of spurious drops and large effective area adjustments are not decoupled independent events. Consequently the total impact on accumulation totals cannot be easily determined by merely multiplying the fraction of the remaining drops by the mean enhancement due to effective areas found by decreasing the denominator of each term in Equation (2).

Analysis of 667 one-day total accumulation estimates shows that full-day estimates can be modified by up to 15%, but most daily totals are modified by substantially less than this with half of the daily estimates increasing from 0% to 4% (see Figure 7).

The quantitative impact from the spurious drop and sensor area errors is presumed to be much smaller than other concerns about the 2DVD related to decreased sensitivity and accuracy in detecting small drops, influence of horizontal wind, and investigator choice of diameter binning methodology. However, it is nevertheless noteworthy that the effective area measurement influences the properties of every detected drop and impacts all estimates of bulk quantities like rain rate and drop size distribution; the effective sensing area for each drop appears in the formulas to compute these quantities (see Equations (1) and (2)). Because algorithms to correct for these errors are now available and the effects on 2DVD data affect all detected drops, we recommend the codes to flag/remove spurious drops and adjust estimated sensing area should be utilized when using 2DVD data for ground validation or instrument inter-comparison purposes.
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Appendix A. Details Regarding the Improved Algorithm to Detect and Flag Measured Drops Impacted by the Anomaly

The basic structure of the improved flagging code was described in Section 2.2 and extends the previously published algorithm [42]. Here, we present a more complete account of the logic underlying the new algorithm.

The inputs for the code include only five of the variables reported by the 2DVD for each drop. These variables are detection time (in seconds), \(a_1\) (written in the 2DVD output header as \(a_1\)), this corresponds to the smallest pixel number the drop shadow ever was detected at within camera \(A\), \(a_2\) (written in the 2DVD output header as \(a_2\)), this corresponds to the largest pixel number the drop shadow ever was detected at within camera \(A\), \(b_1\), and \(b_2\) (the obvious extensions of \(a_1\) and \(a_2\) to camera \(B\)).
The output variables of the code include the following variables for each measured drop.

- **flag1.** This is set to “1” if the drop in question occurred during a time interval where there was an over-abundance of drops along at least 1 pixel in the field of view. If no such overabundance existed during the detection of this drop, a “0” is assigned.
- **flag2.** This is set to “1” if the drop in question occurred during a time interval where there was a lack of drops along at least 1 pixel in the field of view (presumably due to an optical obstacle present during the hourly video-level re-calibration). If no such deficiency existed during the detection of this drop, a “0” is assigned.
- **extrapart.** This is set to “1” if flag1 = 1 AND the particle in question was detected in a region of the field of view that intersects with the region affected by the anomaly. If both of these criteria are not met, extrapart is set to 0.
- **alistlow.** This carries no information if flag2 = 0, but if flag2 = 1 it identifies the pixel numbers in camera A (if any) where drop observations appear to be anomalously missing; this helps to identify areas like the black regions in Figure 6.
- **alisthi.** This carries no information if flag1 = 0, but if flag1 = 1 it identifies the pixel numbers in camera A (if any) where drop observations appear to be anomalously elevated; this also helps to identify areas like the black regions in Figure 6.
- **blistlow and blisthi.** Natural extensions of alistlow and alisthi for camera B.

The code sequentially looks through the list of detected drops to determine whether flag1 should trigger for each drop, then goes through all drops again to identify whether flag2 should trigger for each drop.

To identify if flag1 should trigger, the data is broken into three subsets: the first 500 drops, the “middle” of the data, and the final 500 drops.

For the first 500 drops, the collection of all shadowed pixels along both cameras for the first 1000 drops in the sample are recorded. This means that, for example, the determination if the 37th detected droplet occurs during a “flag1” anomaly depends on the detection statistics of the 36 drops before the drop and the 963 drops after the drop. This is not ideal, but allows the algorithm to use the same critical threshold for marking a statistically unlikely preponderance of drops in part of the field of view for all drops.

Determination of how many drops (out of 1000) can be identified along a single pixel of the field of view before the algorithm flags a drop with the “flag1” designation is hard-coded. The critical limit of “no more than 25 drops out of 1000 share the exact same pixel number within the extent of the shadow” was determined by running simulations of millions of drops randomly distributed within the field of view and following a realistic observed drop size distribution. Placing the limit at 25 different drops shadowing the same pixel came from looking at a 4σ fluctuation threshold in the simulation.

For drops 501 through \( N - 500 \) (where a total of \( N \) drops were observed in the day), the algorithm works the same as for the first 500 except the population of drops utilized to determine whether there is an anomaly uses a 1001 drop moving window centered on the drop in question. The final 500 drops are handled similarly to the first 500—all will have the same flag1 values based on the statistics from the final 1000 drops.

Calculation of flag2 is similar to flag1, except now the windows are 10,000 drops since these cannot be detected with acceptable statistical uncertainty with only 1000 drops. The “opening window” and “closing window” where all drops have the same flag2 values is now 5000 drops long, and the critical threshold for how few drops out of the 10,000 drop sample need to shadow a pixel to avoid labelling as anomalously low is now 27.

The variables alisthi, alistlow, blisthi, and blistlow are straightforward—the pixel numbers where the statistical limits set out in the algorithm are exceeded are recorded and assigned to the associated drop.
The condition of extrapart is found by checking whether the shadowed pixels for each drop intersect with \(\text{alisthi}\) and/or \(\text{blisthi}\). If any of the shadows intersect \(\text{alisthi}\) and/or \(\text{blisthi}\), then extrapart returns a value of 1; otherwise, it is 0 for the drop.

Note that this code does not detect all of the spurious drops that we remove from the data record in our analysis. The area assignment code re-explores this to take into account detected drops that may not have been explicitly in the problem region but were close enough to the problem region to be potentially mis-sized; this variable is called “extrapart2” in that code and is more aggressive in removing drops than the code being described here. All drops that have extrapart = 1 have extrapart2 = 1, but not all particles that have extrapart2 = 1 have extrapart = 1.

Versions of this algorithm that run in MATLAB are available on request.

Appendix B. Calculation of the Area of Each Pixel

This appendix focuses on the way in which the measurements presented in Table 1 can be utilized to generate a pixel area lookup table as visualized in Figure 3; this is done in three steps.

1. First, we define a coordinate system where the center of the field of view is set as the origin (see Figure A1). Then, using the data from Table 1, a fit is made relating the width of the field of view to the distance from the lines marked \(D\) and \(K\) on Figure 2. The light sheet linearly narrows from \(A\) to \(D\) (and \(H \) to \(K\)). Extending these lines to the focal point allows us to define the distance between the camera focal point and the center of the field of view; we label these distances as \(\hat{A}\) and \(\hat{B}\), respectively.

Using basic trigonometry, the triangles that are formed by connecting these focal points to the width measurements (e.g., \(A, B, C,\) and \(D\)) give four triangles each with very similar angles near the vertex at \(\hat{A}\). We then divide that angle equally among the 632 pixels in the camera’s field of view. This angle (that we call \(\alpha\) and \(\beta\) for cameras \(A\) and \(B\), respectively) corresponds to the angle at the focal point associated with a single pixel width as it propagates back towards the illumination source.

2. From the information and coordinate system implied previously (with the origin at the center of the field of view), the coordinates \(A'\) and \(B'\) of each of the four corners of a given pixel are determined from the following expressions (derived again from a geometrical analysis of the layout):

\[
A' = \frac{\hat{B} + \hat{A} \tan(\gamma_A)}{\cot(\gamma_A) - \tan(\gamma_A)} \tag{A1}
\]

\[
B' = \frac{\hat{A} + \hat{B} \tan(\gamma_B)}{\cot(\gamma_B) - \tan(\gamma_B)} \tag{A2}
\]

where \(\gamma_A\) and \(\gamma_B\) are determined to be the multiples of \(\alpha\) and \(\beta\) necessary to point to the appropriate corners of the pixel in question. For example, \(\gamma_A = m\alpha\) and \(\gamma_B = n\beta\) would be used to calculate the co-ordinates of a pixel corner that is \(m\) pixels removed from the middle of the field of view of camera \(A\) and \(n\) pixels removed from the middle of the field of view of camera \(B\) (\(m\) and \(n\) are integers in the range between \(-316\) and \(+316\), depending on the pixel in question).

3. The coordinates of the four corners of each pixel are used to calculate the area of the resulting irregular quadrilateral. Each quadrilateral can be split into 2 scalene triangles. Let the four sides of the quadrilateral be labeled \(\ell_1, \ell_2, \ell_3,\) and \(\ell_4\) and the diagonal corresponding to the line connecting the furthest combined distance from the cameras to the closest combined distance from the cameras be labeled \(z\). From these five distances, the total quadrilateral area can be computed via Herron’s formula as

\[
a_k = \sqrt{S_1(S_1 - \ell_1)(S_1 - \ell_2)(S_1 - z)} + \sqrt{S_2(S_2 - \ell_3)(S_2 - \ell_4)(S_2 - z)} \tag{A3}
\]
where $S_1$ and $S_2$ are defined as:

\begin{align*}
S_1 &= \frac{\ell_1 + \ell_2 + z}{2} \\
S_2 &= \frac{\ell_3 + \ell_4 + z}{2}
\end{align*}

(A4)

(A5)

After the value of $\alpha_k$ is calculated for each pixel, it is stored in a lookup table indexed to position $(m, n)$ for that 2DVD. Fortunately, once the lookup table is made it can be permanently stored and—so long as the optical dimensions of the 2DVD do not change—the stored lookup-table can be used to compute the area for each detected drop in that detector using Equation (3).

![Diagram](image.jpg)

**Figure A1.** An illustration of the basic coordinate system used to find the area for each pixel, drawn for a simplified 8 pixel $\times$ 8 pixel geometry. Following the notational conventions established in the appendix, the dotted exemplar vertex corresponds to $m = 3$ and $n = 2$.

**Appendix C. Further Considerations Related to Sensing Area**

Assuming the optical field of view of the 2DVD has been measured properly, the value $a_i$ when computed with Equation (3) is designed to be directly inserted into Equation (2) and (with proper unit conversion) Equation (1).

It may sometimes be important to distinguish between the effective sample area for the drop $a_i$ and a similar but slightly different quantity we will call $s(D,t)$. The quantity $s(D,t)$ is meant to represent the effective sensing area for a hypothetical drop of spherical diameter $D$ entering the sensing volume at time $t$ through the sensor. By definition, $a_i$ is a property of a particular drop (and, thus, implicitly a function of that drop’s properties like $D_i$), whereas $s(D,t)$ is a function of time and is altered by the presence of any drop within the field of view of the sensor.

Consider a spherical droplet of diameter $D_1$ falling through the 2DVD sample area that resides in the sensing volume for the time interval $t_1$ to $t_1 + (\Delta t)_1$. For simplicity, assume that $(t_1, t_1 + (\Delta t)_1)$ occurs during a time when no other drops exist in the sample volume and there is no anomaly due to the presence of a persistent obstacle on the optics. This droplet (while being detected) temporarily renders part of the 2DVD sensing area insensitive to other drops during the (very brief) time interval that the droplet traverses the sensing region. Why? Because each detected drop casts a “shadow of insensitivity” that extends from the part of the drop closest to the camera back through the rest of the droplet and continuing back to the illumination source; a second real droplet falling through...
the 2DVD sensing volume at the exact same time falling within that shadow will be undetected or measured improperly. These shadows are illustrated in Figure A2. Admittedly, the “shadow of insensitivity” occurs only for the very brief time interval of duration \((\Delta t)\), and typically obscures a very small fraction of the sensing area, but considerations involving simultaneous droplet arrivals are not unheard of in intense rain events and have been previously discussed when exploring the 2DVD’s ability to properly measure coincident droplets (e.g., see in [9]). It is also potentially noteworthy that every detected drop necessarily is detected during a time when such a shadow exists and thus \(s(D, t)\) is always distinct from \(a_i\) during the detection of a drop.

**Figure A2.** A cartoon similar to Figures 4–6 that shows the insensitive region during a drop detection in yellow; this “shadow area” prevents the simultaneous detection of a drop anywhere in the highlighted region. The yellow highlighted area is what is referred to as \(\delta_i\) in the text.

Whereas \(a_i\) has historically been used to compute rain rates, \(s(D, t)\) may be more appropriate to answer questions related to drop arrival rates as it is a more appropriate answer to the question “what was the effective sensing area of the detector for drops matching the diameter of the detected drop during the detection of this drop?” In case this quantity is ever needed, our revised area computation algorithm computes \(s(D, t)\) at the arrival time of each drop. Algorithmically, \(s(D, t) = a_i - \delta_i\) where \(\delta_i\) is the area related to the drop coverage and its shadow (as shown in Figure A2) that previously had not been subtracted from \(a_i\).
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