Dissecting subcycle interference in photoelectron holography
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Multipath holographic interference in strong-field quantum tunnel ionization is key to revealing subangstrom attosecond dynamics for molecular movies. This critical subcycle motion is often obscured by longer timescale effects such as ring-shaped patterns that appear in above-threshold ionization (ATI). In the present work, we overcome this problem by combining two techniques in theory and experimental analysis: unit-cell averaging and time-filtering data and simulations. Together these suppress ATI rings and enable an unprecedented highly detailed quantitative match between strong-field ionization experiments in argon and the Coulomb-quantum orbit strong-field approximation (CQSFA) theory. Velocity map images reveal fine modulations on the holographic spiderlike interference fringes that form near the polarization axis. CQSFA theory traces this to the interference of three types of electron pathways. The level of agreement between experiment and theory allows sensitive determination of quantum phase differences and symmetries, providing an important tool for quantitative dynamical imaging in quantum systems.
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I. INTRODUCTION

In the study of attosecond (10−18 s) science, probing matter with a strong laser field has emerged as a prominent tool for revealing internal dynamics of atoms and molecules [1–4]. The photoelectron emitted in strong-field ionization (SFI) can follow a wide variety of field-driven trajectories depending on the phase of the laser field at the time of ionization. Photoelectron vector momentum distributions (PMDs) encode these trajectories as intricate interference patterns displayed in angularly resolved photoelectron measurements. Significant work has been applied towards isolating and disentangling these patterns in order to determine the electron [2,5–17] and sometimes the core [18–20] dynamics.

The interference of photoelectron trajectories contains information about the structure of the underlying parent ion, and a breakthrough in disentangling PMDs to probe the parent atom or molecule came in the form of photoelectron holography [1,2,7]. Ultrafast photoelectron holography brings together high electron currents, coherence, and sub-femtosecond resolution, and allows the retrieval of quantum phase differences. This makes it a popular alternative to pump-probe interferometric schemes such as the reconstruction of attosecond burst by interference of two-photon transition (RABBITT) technique [21], the spectral phase interferometry for the direct electric field reconstruction (SPI- DER) [22], and the frequency resolved optical gating (FROG) [23] (for a review see Ref. [24]). The patterns visible in experiment are produced by the interference of different electronic pathways to the detector [see Fig. 1(a)]. These pathways undergo varying degrees of interaction with the parent ion and so they pick up different phases. The interference between the trajectories, recorded by the detector, can reveal these phases and be employed for imaging. Many interference patterns have been identified as the combination of two photoelectron pathways which have been used to probe and image the target. Among these two-trajectory interference patterns are the fanlike structure [9,25–28] [see Fig. 1(b)], the result of the interference between direct and forward deflected trajectories; the spider-leg structure [2,5,7] [see Fig. 1(c)], the result of the interference between forward scattered and forward deflected trajectories; and the fish-bone-like structure [6,8], which occurs in the same region as the spider but has fringes that are nearly orthogonal to the polarization axis.

All the holographic structure and analysis to date has relied on two-trajectory interference. However, many of the above-stated patterns overlap, with some models predicting at least four relevant trajectories [see Fig. 1(a)] [12], while patterns like the fish-bone structure require elaborate experimental methodologies [8] to extract and differentiate from more dominating features. More preferable would be to use a multitrajectory analysis [10]. In this work we do just that presenting a three-trajectory pattern that leads to a “modulated spider.”
one such model. It provides a very clear picture with four orbit strong-field approximation (CQSFA) is previously neglected Coulomb effects. The Coulomb-quantum potentials. The development of Coulomb-distorted a Born series, which fails to converge well for long-range models of photoelectron holography address the potential via quantum orbit models permits the inclusion of many pre-equations of motion from solutions to the saddle point equations (8) see Sec. IV.

FIG. 1. (a) The four CQSFA trajectories found by deriving the equations of motion from solutions to the saddle point equations (8) and (9) detailed in Sec. V. The arrows mark the direction of travel and passage of time: between each arrow head 0.2 cycles pass. The trajectories correspond to the final momentum \( p = (-1.0, 0.13) \). (b) The interference between orbits 1 and 2 produces the fan structure, and (c) the interference between orbits 2 and 3 produces the spider-leg structure. Here, both (b) and (c) have been unit-cell averaged; see Sec. IV.

A prominent technique to disentangle different types of quantum interference is to simulate combinations of electron trajectories and compare the calculation to an experimentally measured PMD. In principle, selectively turning on and off different trajectories within these simulations should yield holographic structures which can be matched to the experimental patterns. This analysis technique has been somewhat successful for some well-known holographic structures such as the “spider legs” described above [2,7]; however, for holographic structures produced through the interference of electron trajectories which are significantly affected by the Coulomb potential of the parent ion there has been a mismatch between experiment and theory [1,2,9,25,26,29,30]. Many models of photoelectron holography address the potential via a Born series, which fails to converge well for long-range potentials [2,5,6,31]. The development of Coulomb-distorted quantum orbit models [1] permits the inclusion of many previously neglected Coulomb effects. The Coulomb-quantum orbit strong-field approximation (CQSFA) [9–12,32,33] is one such model. It provides a very clear picture with four interfering “orbits,” which may be switched on and off at will. This has enabled computationally fast and accurate analyses of experimental features [15,16].

However, detailed multitrajectory analyses of sub-cycle structures is only possible by overcoming the gap that forms between CQSFA calculations and experimental PMDs caused by certain theoretical and experimental barriers. Any model that imposes restrictions on the ionization times faces a technical problem for predicting subcycle phenomena, which causes it to diverge from experimental PMDs. Calculations can easily restrict ionization to a single-laser-cycle unit cell, thus focusing only on subcycle interference; however, this leads to simulated spectra with artificial asymmetries governed by the arbitrarily chosen start and end phases of the specific unit cell employed (see Sec. IV). Simply incorporating a longer unit cell (by including ionization events from more laser cycles) into the calculation to eliminate the asymmetry results in ringlike fringes from compound above-threshold ionization (ATI) which obscure sub-cycle features and impede analysis. We encounter a similar barrier in the laboratory. In experiments in which the ionizing laser pulses contain approximately ten or more optical cycles, the resultant PMDs are dominated by significant ATI rings, which further disrupts analysis. Experimental attempts to eliminate ATI structures by moving to much shorter pulses leads to several other problems for analysis with the CQSFA. One- or two-cycle laser pulses are now possible in the laboratory. Unfortunately, these ultrashort pulses do not possess a single uniform electric field cycle, but rather have a significant time-varying field envelope, which generates a carrier envelope phase (CEP) parameter that governs the electron dynamics [34,35]. This parameter is not included in uniform cycle calculations, preventing straightforward comparisons with theory. Furthermore, ultrashort pulses of this kind will suppress any holographic features that take more than a single cycle to form and unequal cycles may blur the patterns [12,36].

In order to effectively investigate subcycle structures, we employ two techniques in the experimental analysis and the theoretical computation that bridge this gap between them. In the experimental analysis, a time-filtering technique is applied which effectively extracts subcycle information from spectra generated from multicycle laser pulses by eliminating the energy-periodic background generated by the ATI rings [17]. In the CQSFA calculation, unit-cell averaged computations are performed, in which the start and end points of the unit cell of ionizations are averaged over. This not only removes the aforementioned asymmetries but also ensures all combinations of trajectories that were present in the experiment are accounted for.

By bridging the gap between experiment and calculation, many previously unexplored subtle subcycle features are revealed. In this paper, we present a high fidelity PMD of argon gas photoionized by a multicycle laser pulse and filtered to remove the ATI dependence. We introduce the idea of unit-cell averaging in CQSFA calculations and demonstrate how it matches the experiment. Unit-cell averaging employs an ansatz which incoherently averages over ensembles of trajectories with different time ordering. Variations in the time ordering results from different initial conditions of the laser field, which accurately approximates the incoherent
FIG. 2. Photoelectron momentum dependent yield for argon for a laser intensity of $2 \times 10^{14}$ W/cm$^2$ and wavelength of $\lambda = 800$ nm. Panel (a), bottom half shows the CQSFA with unit-cell averaging, while the top half shows without [the unit start is defined by taking $\phi = 0$ in Eq. (2)]. The top half of panel (b) shows the time-filtered experimental results, while the bottom half presents the unit-cell averaged CQSFA calculation after receiving the same filtering treatment as the experimental data. Panels (c) and (d) respectively show the lineouts of normalized electron yield indicated in panel (b) along close to the longitudinal axis (dashed) and along the first spider leg (dotted).

averaging that will occur in an experiment. We then compare our experimental PMD to unit-cell averaged and filtered CQSFA calculations, and explore the newly revealed holographic features which are well matched between calculations and experiment.

This article is organized in the following way. In Sec. II we compare experiment and theory with the methods of time-filtering and unit-cell averaging which enable effective comparison between subcycle features. Next, in Secs. III and IV the methodologies of time-filtering and unit-cell averaging, respectively, are outlined. Following this, in Sec. V we demonstrate with the CQSFA that the modulations on the spider legs are a three-trajectory interference pattern. In Sec. VI this interference pattern is used to demonstrate the existence of Gouy and bound-state phases for the photoelectrons. Finally, in Sec. VII we state our conclusions.

II. SUBCYCLE INTERFERENCE COMPARISON: BRIDGING THE GAP

The result of our experimental and theoretical efforts, with specific emphasis on the subcycle interference, is shown in Fig. 2. In Fig. 2(b) we show a high resolution, time-filtered experimental PMD of argon and compare with computations using the CQSFA. In general we find very strong agreement between the experiment and the CQSFA. The main features of the spider and fanlike structures are all clearly visible. Particularly good agreement is found near the polarization axis for the axial fringes and first spider leg. Notable features in the experimental spectra are modulations on the spider legs (see dotted and dashed lines), which are visible due to the exceptionally high resolution of the experiment, while the time-filtering technique separates and highlights the modulations with fringes that are broader than the ATI rings. These modulations are well matched by the unit-cell averaged and filtered CQSFA calculation; see Fig. 2(b).

In panel (a) of Fig. 2 we present the CQSFA results with and without unit-cell averaging and without any filtering. Without the unit-cell averaging the CQSFA results are asymmetric (see Sec. IV and the Appendix for more details) and the modulations along the spider legs are not correctly reproduced. However, on the lower right-hand (left-hand) side of the panel broad (fine) modulations on the spider legs can be seen. It is a combination of both the broad and fine modulations (unit-cell averaging incoherently mixes both sides of the PMD) that leads to the modulation seen in experiment. Fine modulations are visible in the inverted experimental data (see Fig. 2 and Sec. III for more details); however, it is not clear whether these interferences trace back to these CQSFA fine modulations or to the ATI rings. Filtering both the experiment and the CQSFA data removes the fine modulations and the ATI rings and thus allows for an unambiguous comparison of the two. The logarithmic color scales for these and later plots quantify the electron yield normalized by the mean of

FIG. 3. The application of the time-filtering technique to both the experimental data and the CQSFA calculations. (a) The top half shows the raw experimental data after it has been inverted via polar onion-peeling. (b) The top half shows the CQSFA calculation with just unit-cell averaging applied (see Sec. IV). The bottom halves of both panels display the result of the time-filtering upon the top halves. The ATI rings and the fine modulations of the CQSFA have both been removed, without disrupting underlying structure.
the distribution defined as

$$N_{gp} Y(p_\parallel, p_\perp) \sum Y(p_\parallel, p_\perp)$$

where $N_{gp}$ is the total number of grid points in the plot, $Y(p_\parallel, p_\perp)$ is the electron yield at a given grid point indexed by $p_\parallel$ and $p_\perp$, and the sum is over all grid points. In panels (c) and (d) of Fig. 2 we plot lineouts of the normalized electron yield near the longitudinal axis (i.e., along the laser polarization direction) and along the first spider leg, respectively, from both the filtered experimental and filtered CQSFA results in panel (b) (see dotted and dashed lines). In both panels broad modulations along the axial and first spider leg lineout are observed. Both the period of modulation as well as the overall signal amplitude are in good agreement between the experimental and theoretical results, except at higher momenta. Only the modulation depth is not so well matched, which could be explained by incoherent effects such as variation of the laser intensity over the focal volume.

In order to understand these results we present further details on the experimental and theoretical methods, with an emphasis on the time-filtering and unit-cell averaging.

III. EXPERIMENTAL METHODS AND TIME-FILTERING

We employ common techniques for the strong-field ionization of argon atoms. Argon gas is pulsed through an Even-Lavie [37] valve before being strong-field ionized by an 800 nm, 40 fs, linearly polarized Ti:sapphire laser pulse with 200 TW/cm$^2$ peak intensity. The intensity was determined by fitting the signal dropoff predicted by the CQSFA along the axial lineout [Fig. 2(c)] to the experiment. Fits were performed at 25 TW/cm$^2$ intervals. In this way we conclude that our intensity is determined to within ±12.5 TW/cm$^2$. This value is consistent with a calculation based on measured focal parameters for the setup.

The photoelectrons are extracted in a velocity map imaging (VMI) spectrometer [38], impact a microchannel plate detector and phosphor screen, and are recorded by a CCD camera. On-the-fly peak finding [39] is employed to increase the fidelity of the final spectrum. For the experimental results shown here, $6.3 \times 10^{10}$ electron impacts are recorded.

The laser pulse is linearly polarized in the detector plane so the VMI records an axial and perpendicular projection of the cylindrically symmetric vector momentum for each electron. This may be inverted to generate the $p_\parallel,p_\perp$ cross section of the ionized Newton sphere. Here, $p_\parallel$ refers to the momentum along the polarization axis of the laser, and $p_\perp$ to be the momentum perpendicular to both the polarization axis and the spectrometer axis. We employ the polar onion-peeling algorithm [40] to invert our raw spectrum; see the top half of Fig. 3(a).

Photoelectron spectra from SFI are dominated by ATI rings, which obscure other features. This is especially problematic for an analysis of holographic trajectory interferences in the direct ionization regime below 2$U_p$ [41], where $U_p$ is the ponderomotive energy of a free electron in the laser field [42]. The ATI rings are a signature of multiple laser cycles, formed due to the interference of photoelectron pathways across these cycles. By removing these ATI rings from the spectrum, we can isolate the spectral features resulting from subcycle dynamics only.

After inversion, we apply a time-filtering technique that effectively suppresses the contribution of intercycle interferences, particularly ATI rings, to the experimental PMD. The motivation and methodology for this technique are outlined in significantly more detail in a previous work [17]. In brief, the inversion process generates a set of one-dimensional anisotropy parameters dependent on the radial momentum $p_r$ which contain the full three-dimensional (3D) information of the PMD [43]. These parameters can be resampled to be functions of energy, which causes the ATI rings to be periodic. The reciprocal space of energy is time, so we are able to perform a low-pass Fourier filter on these resampled anisotropy parameters to suppress features caused by interfering electron trajectories which ionize at least one field cycle apart from each other. The result is shown in the top half of Fig. 2(b), where it is clear that ATI rings have been removed. A comparison between the inverted experimental data and the time-filtered data is shown in panel (a) of Fig. 3.

We also apply this filtering procedure to the results of the CQSFA calculations. We first generate the photoelectron angular distribution (PAD) Legendre decompositions without onion-peeling to determine the anisotropy parameters for the CQSFA calculations. Then we can filter the parameters using an identical filter to the one used for the experimental data to remove rapidly changing momentum features. Throughout the paper, wherever we compare the CQSFA calculations directly to the experimental data, we filter them in this way. See Fig. 3(b) for a comparison of the CQSFA calculations with and without the filtering. We note here that this paper serves as an application of the time-filtering technique as a tool to make explicit measurements supporting quantum SFI theory.

IV. UNIT-CELL AVERAGING

Here we discuss the key aspects of the CQSFA required to understand the unit-cell averaging methods employed. The CQSFA has been explored in detail in previous publications [1,9–12,15,16,32,33] (see Refs. [1,10,32] for key details and a review), therefore, only a brief overview related to the present work is provided.

In the CQSFA to model the electron dynamics within a single-cycle unit cell we employ a monochromatic field given by the vector potential

$$A(t) = 2\sqrt{U_p} \cos(\omega t + \phi),$$

where $\omega$ is the angular frequency of the laser and the electric field is given by $E(t) = -\delta A(t)/\delta t$. Note we employ atomic units throughout unless otherwise stated. The variable $\phi$ is only important when the times are restricted to a single-cycle unit cell, where it controls the “starting position” of the laser field in the unit cell. Importantly, all the electron dynamics are contained within the action. This is achieved by applying Feynman path integral formalism [44] to the exact transition amplitude given in Ref. [41]. With the application of the saddle point approximation this leads to the following expression.
for the ATI transition amplitude:
\[ M(p_f) \propto -i \lim_{t \to \infty} \sum_s \det \left[ \frac{\partial \mathbf{p}(t)}{\partial \mathbf{r}(t_s)} \right]^{-1/2} C(t_s) e^{is\mathbf{p}(\tau, t, t_s) \cdot \mathbf{r}(t_s)}, \tag{3} \]
where
\[ C(t_s) = \frac{2\pi i}{\sqrt{\det S(\mathbf{p}, \mathbf{r}, t, t_s)}}. \tag{4} \]
The index \( s \) denotes the quantum orbits that solve the saddle point equations [see Eqs. (8) and (9)], which are summed over. There are four distinct types of orbits in the CQSFA, which will be described in more detail in Sec. V. The combination of these orbits leads to the interference patterns observed in Fig. 2. The interaction Hamiltonian is given by \( \hat{H}(t) = \mathbf{r} \cdot \mathbf{E}(t) \). The action along each orbit reads
\[ S(\mathbf{p}, \mathbf{r}, t, t') = L_p - \int_{t'}^t [\dot{\mathbf{p}}(\tau) \cdot \mathbf{r}(\tau) + H(\mathbf{r}(\tau), \mathbf{p}(\tau), \tau)] d\tau, \tag{5} \]
where \( L_p \) is the ionization potential, the Hamiltonian \( H(\mathbf{r}(\tau), \mathbf{p}(\tau), \tau) = (1/2)[\mathbf{p}(\tau) + \mathbf{A}(\tau)]^2 + V(\mathbf{r}(\tau)) \), and \( V(\mathbf{r}) \) is given by the effective potential for argon previously employed in Refs. [15,45]. An additional \(-\pi/2\) shift is in specific cases added to Eq. (5) to incorporate Maslov phase shifts not accounted for by using a two-dimensional semiclassical model for a three-dimensional system. This phase is added for every sign change in \( p_\perp(\tau) \), as detailed in Ref. [46]; see Sec. VI for more details. The momentum \( \mathbf{p} \) and coordinate \( \mathbf{r} \) have been parametrized in terms of the time \( \tau \). In this monochromatic field approximation, the actions are periodic in the variable \( \tau \). Thus, for any time of ionization \( t' = t_n \), there are additional solutions \( \tau' = t_n + nT \), where \( T \) is the period of the laser field and \( n \) is any integer. Visualizations of the repeated trajectories are shown in Fig. 4. The periodic ionization times across many cycles lead to the well understood intercycle interference characterized by ATI peaks [10,47–49], which, using this approach, is described by an analytic formula and can be factored out [10]. The intercycle interference is not of interest for photoelectron holography as it does not add any extra information on the target. In fact, the ATI ring interference acts to obfuscate the holographic interference, so in these results we restrict the CQSFA ionization times to a single-cycle unit cell. Restricting the ionization times but not the final propagation time allows physical processes that would be present in a real laser pulse and require multiple cycles, such as recollisions [50], to be approximated by the monochromatic theory, while removing the intercycle effects. This approach is an approximation to a real laser pulse, which neglects the laser envelope effects, but still can give very good agreement with experiment in the long-pulse case [15,16]. Note this is not the same as using a single-cycle top-hat laser
pulse, which would introduce radical switch-on and switch-off effects in the electron dynamics. A top hat pulse would also limit the possible processes, e.g., no electrons ionized in the second half cycle would return. Furthermore, it is not a realistic pulse to implement in the laboratory.

The periodic nature of the monochromatic CQSFA can be seen in Fig. 4, where in panels (a)–(d) the laser field is plotted for different starting positions \( \phi \) and the resulting times of ionization are marked on the field for each CQSFA orbit. The same ionization times are plotted directly below, panels (e)–(h), where the vertical axis displays the longitudinal final momentum to which each point corresponds. The perpendicular final momentum is fixed at \( p_{\perp} = 0.13 \) a.u. The periodic nature is very clear over the three cycles plotted. As the “starting position” \( \phi \) is increased the laser field and the times of ionization all shift to the left. This leads to earlier times of ionization leaving the first unit cell (marked by vertical dashed lines), while other times of ionization from the second unit cell move into the first. Thus, a different subset of trajectories are selected. This is shown explicitly in Figs. 4(i)–4(l), where the distance of each trajectory from the parent ion is plotted over time. The trajectories that have their starting time (i.e., ionization time) in the first unit cell are denoted with solid lines. These clearly change as the \( \phi \) increases and different trajectories have their starting point in the first unit cell.

The variable \( \phi \) has no bearing on the physics, and different values will lead to the same symmetric momentum distribution if the full (infinite) duration of the monochromatic field is considered. Each unit cell represented in Fig. 4 contains the same information on the electron dynamics regardless of the value of \( \phi \). However, if considering only a single-cycle unit cell, the different ordering of the orbits [see Figs. 5(a)–5(d)] and discontinuous cuts through the ionization times of the orbits in momentum space [see Figs. 5(e)–5(h)] lead to asymmetry and discontinuities (where the unit cell “cuts” an orbit) in the final momentum distributions that change with \( \phi \).

As previously stated we wish to focus only on a single unit cell in order to examine the holographic subcycle effects, while disposing of the nonholographic intercycle interference. In the experiment the laser has a relatively long and gradually changing envelope. Furthermore, the CEP will vary from pulse to pulse, which will lead to different ordering of ionization pathways just like when \( \phi \) is varied in the CQSFA. In the experiment we therefore expect that the measured photoelectron spectrum results from an incoherent average over all the allowed ordering (in time) of the ionization pathways. Thus, an incoherent average of the momentum distribution with respect to \( \phi \) in the CQSFA will combine the trajectories in different orders, as will be the case in the experiment, which will result in the removal of the asymmetries and discontinuities.

In the Appendix we describe in detail how this can be achieved via integration over \( \phi \). Here we present the unit-cell averaged probability \( \text{Prob}(\mathbf{p}) \), in terms of a “correction” to \( \text{Prob}(\mathbf{p}, 0) = |M(\mathbf{p}, 0)|^2 \), the probability for \( \phi = 0 \):

\[
\text{Prob}(\mathbf{p}, \phi) = \text{Prob}(\mathbf{p}, 0) + \frac{2\omega}{\pi} \sin(\Delta S/2) \times \sum_{i < j} \Delta t_{ij} \Re[M_i(\mathbf{p}, \phi)M_j(\mathbf{p}, \phi)e^{-i\pi \Delta S/2}]. \tag{6}
\]

Here, \( M_i(\mathbf{p}, \phi) \) is the transition amplitude for \( \phi = 0 \) for a CQSFA orbit \( i = 1, 2, 3, \text{and} 4 \), \( \Delta S \) is a phase given by

\[
\Delta S = \frac{2\pi}{\omega} \left( I_i + U_i + \frac{1}{2}P_{\perp}^2 \right). \tag{7}
\]

and \( \Delta t_{ij} = \Re[t_i - t_j] \) is the difference between the real part of the time of ionization of CQSFA trajectories \( i \) and \( j \) in the first unit cell for \( \phi = 0 \) and \( s_{ij} = \text{sgn}(\Delta t_{ij}) \). The interpretation of Eq. (6) is most straightforward when considering only two interfering orbits \( i \) and \( j \). In this case Eq. (6) is combining only two interference patterns: one where the real part of the ionization time of orbit \( i \) occurs before \( j \), i.e., \( \Delta t_{ij} > 0 \), and the opposing case where \( \Delta t_{ij} < 0 \). The specific weighting of this combination is determined by \( \Delta t_{ij} \). If the two orbits are separated by exactly half a cycle (such as at \( p_{\perp} = 0 \) for orbits 1 and 2) then there will be an equal incoherent mixture of these two patterns leading to \( \text{Prob}(\mathbf{p}, \phi) = \frac{1}{2} \text{Prob}(\mathbf{p}, 0) + \frac{1}{2} \text{Prob}(\mathbf{p}, \pi) \), where \( \text{Prob}(\mathbf{p}, \pi) = |M_i(\mathbf{p}) + M_j(\mathbf{p})e^{i\Delta S}|^2 \). On the other hand if \( \Delta t_{ij} \) is very small (e.g., as is the case for orbits 2 and 3) the weighting will be very uneven, with one of the patterns strongly dominating.
PMDs for the CQSFA at different values of φ are plotted in the top row of Fig. 5. All values of φ in between φ = 0 and π have a discontinuity, which occurs when a trajectory “moves” outside of the unit cell. The values φ = 0 and π result in asymmetric momentum distributions, which contradict the symmetry of the experiment, and are related by flipping the \( p_\parallel \) axis. They exhibit two types of broad and fine interference, previously dubbed types A and B, respectively [10]. The value \( \phi = 0.5\pi \) is nearly symmetric, with a curved discontinuity near \( p_\parallel = 0 \), but it contains almost exclusively type A interference. For the case of \( \phi = 0.35\pi \) a diagonal discontinuity can be seen on the left of the panel. Integrating over \( \phi \) incoherently combines all possible temporal orders of the orbits. This sum will be mostly dominated by the patterns in Figs. 5(a) and 5(d); e.g., panel (c) can be composed entirely from these two. The reason for this is because the times of ionization occur mostly close to the peak and trough of the electric field (see Fig. 4). Patterns will only differ from this when orbits deriving from the same peak or trough are cut across the unit cell. For example, in Fig. 5(b) orbits 1 and 4, which derive from the same field peak but have a short delay, are cut by the unit cell [Fig. 4(f)]. On the left-hand side of the panel this leads to the fine fringes due to interference between orbits 1 and 4 disappearing as they become very broad. The difference in ionization time between orbits 1 and 4 is small so this additional interference type will have a small weighting in the final unit cell averaged distribution.

The bottom half of Fig. 5 shows PMDs where Eq. (6) has been applied to perform unit-cell averaging for different combinations of the CQSFA orbits. Figure 5(e) shows unit-cell averaged orbits 1 and 2 (fanlike structure), which form the modulations on the spider via the incoherent combination of broad and fine interference from both sides of original PMD. In Fig. 5(f) we show the spiderlike interference (orbits 2 and 3), on which the unit-cell averaging has no effect as the two trajectories have very similar ionization times hence \( \Delta t_{ij} \approx 0 \). We show the spiral-like structure in Fig. 5(g), which demonstrates that unit-cell averaging leads to the carpetlike structure [16,51,52] without requiring the addition of ATI rings. Finally, in Fig. 5(h) all orbits with unit-cell averaging are shown.

V. UNDERSTANDING INTERFERENCE WITH ORBIT-BASED MODEL

Now that we understand how the experiment and theory can be brought together to disentangle sub-cycle interference, we exploit the ability of the CQSFA to turn interference pathways on and off to demonstrate the origin of the modulations on the spiderlike interference patterns. To do this, we present some additional details of the CQSFA. Specifically, it is important to understand the four CQSFA trajectories, examples of which are given in Fig. 1. The equations of motion of the CQSFA trajectories are derived from the action via the application of the saddle point approximation, which leads to the saddle point equations

\[
[p_i(t_i) + A(t_i)]^2/2 + I_p = 0, \quad (8)
\]

\[
[p_i(t_r) = -\nabla_r V[r_i(t_r)] \quad \text{and} \quad \dot{r}_i(t_r) = p_i(t_r) + A(t_r). \quad (9)
\]

The first of these, Eq. (8), provides the ionization times, while the pair of equations given by Eq. (9) describes the propagation in the continuum. The result is the four orbits shown in Fig. 1. These have been explained in detail in Refs. [1,9–12,15,16,32,33] (see Ref. [12] for an implementation of all four orbits and Ref. [1] for a review) but a brief description follows.

The four orbits were originally classified in Ref. [53], and they are shown in real space in Fig. 1 for a specific final momentum. Orbit 1 (direct): the electron tunnels towards the detector and reaches it directly. Orbit 2 (forward deflected) and orbit 3 (forward scattered): the electrons tunnel away from the detector and then the laser drives them back towards the detector. For orbit 3 the electron’s transverse momentum changes sign, for orbit 2 it does not. Orbit 4 (backscattered): the electron is freed towards the detector, but backscatters off the core.

![Image](https://via.placeholder.com/150)

**FIG. 6.** The origin of the modulations on the spider legs. The parameters are the same as in Fig. 2. Panel (a) shows the combined CQSFA calculation for three electron trajectories corresponding to orbits 1, 2, and 3 as presented in Fig. 1. The bottom half of panel (a) shows the effect of unit-cell averaging as discussed in the text. Panel (b) displays the CQSFA computations including only orbits 1 and 2 in the top half and only orbits 2 and 3 in the bottom half.
Using combinations of these CQSFA orbits we can further investigate the interferences presented in Fig. 2. The modulations on the spider legs (interference between orbits 2 and 3) can be traced to the fanlike interference pattern (interference between orbits 1 and 2). In Fig. 6(a) we plot all three of these orbits (1, 2, and 3); in the bottom half of the panel we have applied unit-cell averaging and the modulations are clearly reproduced without requiring the inclusion of orbit 4. Unit-cell averaging has not been applied in the top half of the panel. We find this separates the modulations into fine modulations on the left and broad modulations on the right. On the left and right sides of the top half of Fig. 6(b) we investigate the different modulations by plotting the fan, which is the interference between the two directlike CQSFA orbits 1 and 2. The figure is asymmetric as no unit-cell averaging has been used ($\phi = 0$). The two different interference types, seen in panel (a), are present on each side. In a previous publication [10] we have referred to this as type A and type B interference. Type A (B), relating to the broad (fine) fringes on the right (left), occurs when there is less (more) than half a cycle difference between the times of ionization of the two interfering electron pathways.

We have fixed the laser field “starting position” $\phi = 0$ such that, in Fig. 6(b), type A and type B interference occur on the right and left of the fan, respectively. Unit-cell averaging will incoherently mix both interference types; however, type A will tend to dominate. If both interference types on the left and right of the top half Fig. 6(b) are added onto the spider legs in the bottom half of the panel then we get the results shown in Figs. 2 and 6(a). This shows clearly that the modulation effect is due to the interference of three electron trajectories (CQSFA orbits 1, 2, and 3) as well as an incoherent mix of different interference types A and B. Thus, in theory, we are able to see both sides of the fan imprinted in the spider. This has interesting consequences for photoelectron holography. For the spider it is known that the two interfering electron trajectories leave from the same side of the target but take different routes to the detector (with opposite transverse momentum components), while for the fan the two interfering trajectories leave from opposite sides and have opposite longitudinal momenta. Thus, the fan and the spider probe in opposite directions, so the three-trajectory combination has the capacity to probe in both directions simultaneously. This could allow for holographic imaging of the bound state in both these directions.

VI. REVEALING GOUY AND PARITY PHASES

Previously, holographic interference has been used to probe parity in the bound state [15]. This is possible as photoelectron trajectories that leave the ion from opposite sides will acquire an additional $\pi$ phase difference if the bound state orbital has odd parity, while there will be no additional phase difference for even parity. So for these trajectories the interference fringes will shift out of phase between odd and even parity. In Ref. [15] only two trajectories were considered to extract the parity, primarily from the spiral-like structure, orbits 3 and 4. Furthermore a reference “atom” was required to use differential holographic measurements to extract the parity. The imprint of the fan in the spiderlike structure allows us to see phase shifts between three trajectories. Here there will be a $\pi$ phase difference picked up between both orbits 1 and 2 as well as orbits 1 and 3.

We demonstrate the ability of probing the parity of bound state in Fig. 7 by adding and removing the effect of the odd parity $p$-state of argon. In panel (a) we plot with and without the effect of the bound state in alternating quadrants to enable the phase shift to be identified along both axes. The CQSFA PMDs have been filtered to remove high frequency structures. Panels (b) and (c) compare the electron yield lineouts along close to the longitudinal axis and along the first spider leg respectively as in Fig. 2. The same filtered experiment lineouts from Fig. 2 are reproduced. The goodness of fit metric $R^2$ comparing the experimental lineouts to each of the other two in each plot is displayed. Note the bound state is “switched off” by setting the matrix element in Eq. (4) to 1.
axis at higher momenta via the spiral-like interference pattern, which occurs between forward- and back-scattered trajectories [16].

Electron yield lineouts traced along the longitudinal axis and the first spider leg are plotted in Figs. 7(b) and 7(c), along with the same experimental lineouts from Fig. 2. This comparison with experiment enables a direct corroboration of the $\pi$ phase difference due to the bound state. The $R^2$ “goodness of fit” is calculated in both cases of the CQSFA (with and without the bound state phases) vs the experiment. Along both the axial and first spider leg lineout including the bound state phases gives higher $R^2$ value. It is also evident that the peaks shift out of phase when the bound state phases are not included. Thus, we have demonstrated that this methodology can be used to determine phase inherent in the target.

In recent work [46] it was demonstrated that additional Maslov phases (the semiclassical equivalent of Gouy phases) must be included to employ a two-dimensional model for a three-dimensional system, the additional phase for each trajectory is dependent on the number of sign changes of the perpendicular momentum $p_\perp(t)$. In this case of the CQSFA these phases can be included by shifting the phase of orbits 3 and 4 by $-\pi/2$.

In Fig. 8 we show the result of CQSFA computations with and without these phases as well as the experiment. It is particularly noticeable that the spider legs and axial fringes shift towards higher $p_\perp$ momentum. This leads to thicker fringes along the polarization axis and a steeper gradient along the spider legs, better matching experiment. The overall shift of the spider legs is exemplified in Fig. 8(c), in which the normalized residual difference plot between the CQSFA with and without the additional Gouy-related phases is shown. In Fig. 8(b) lineouts are shown for the CQSFA with and without the Gouy-related phases as well as the experiment. A much better match can be observed for the CQSFA with the Gouy phases, where the peaks almost line up with the experiment. In the case of the CQSFA without the Gouy phases, there is a constant phase shift away from the experiment. This provides further experimental verification of the additional phases predicted by Ref. [46].

VII. CONCLUSIONS

We present two methods for bringing together experimental and theoretical results enabling an unprecedented quantitative match between the two. We have overcome two major obstacles to the interpretation of holographic strong-field ionization data: artificial defects present in theoretical models with restricted ionization times and strong intercycle ATI interference in experimental data. This enables the identification of the first three-trajectory interference pattern in photoelectron holography, which has the capacity to strongly enhance current protocols. Such strong agreement also enables experimentally driven determination of intricate phases inherent within the system. Using a goodness of fit to the experiment we confirm that the bound state imparts a phase shift of $\pi$ on the CQSFA orbits 2 and 3, while the recently investigated Gouy phases [46] (previously missing from the CQSFA computation) impart a phase shift of $-\pi/2$ on CQSFA orbits 3 and 4 due to potential focusing.

Previously, works on photoelectron holography have dealt with inter-cycle interference in different ways. In Refs. [13,54], short pulses were employed to suppress this interference. The issue with this is that it also acts to suppress some recoiling ionization pathways, which will encode the most information about the target. In Ref. [55], a longer pulse was employed and Fourier analysis was used to remove
oscillations, but only for 1D lineouts taken from the full 2D distribution. Additionally, no such analysis was applied to the corresponding theory employed therein. In the seminal work on the spiderlike structure [2] the ATI rings are visible in both the experiment and TDSE computation, which obscures the three-trajectory interference structure reported in this work. Our methods provide a more complete analysis isolating subcycle holographic interference, without the drawbacks of previous works.

The time-filtering method developed to remove ATI rings from experimental PMDs [17] uses a Fourier transform analysis to remove inter-cycle interferences, which have a high frequency in energy space. In the experimental PMDs, this has the effect of suppressing interference patterns caused by interfering electron pairs ionized at least one field cycle apart. Likewise for the CQSFA calculations, unit-cell averaging restricts ionization to a single field cycle but considers the different time ordering of trajectories resulting from alternative unit cells, allowing for the modeling of subcycle interference without asymmetry and discontinuities. It may seem redundant to use both methods upon the CQSFA calculations; however, the time-filtering technique removes more than just the ATI rings, with some finer features being subtracted as well. Ultimately, using both approaches clarifies the analysis, enabling all interference effects visible in experiment to be traced back using the CQSFA. The periodic nature of the CQSFA model is reminiscent of Floquet time crystals [56], which motivates the idea of a unit cell and leads to unit-cell averaging. A recent review on Floquet analysis in materials [57], discusses period averaging that bears some resemblance to the unit-cell averaging. In Ref. [58] a similar technique is discussed for Floquet theory, which is referred to as CEP averaging.

The main benefit of unit-cell averaging is that it analytically produces PMDs without ATI rings and takes into account all combinations of ionization pathways that occur in experiment. An alternative approach would mostly likely require two steps: firstly to model a host of laser pulses with different carrier envelope phases and then, secondly, to remove the ATI rings via the time-filtering technique in post processing. Not only would this take significantly more time to compute but it would be much harder to trace the origin of the final mixture of interference patterns. Our method is, of course, an approximation, which neglects the idea of a laser envelope; however, it yields precise agreement with experiments with sufficiently long pulses. As argued in the introduction, for the long pulses employed in this work, this will be a very good approximation to the electron dynamics. This argument of long pulses has been made before (e.g., Refs. [16,17,59,60]) but in this work we significantly improve on this idea. The ionizing field in general can be any “periodic” signal field (e.g., multicolor fields) with a long enough envelope. For short envelopes the approximation will break down as the interferences will be more distorted and blurred compared to those of a periodic field. Finally, the methods presented in this work are applicable to low and intermediate photoelectron energies, in which there is an intricate interplay of the binding potential, the external field, and the core dynamics. This, together with the high sensitivity of the methods, opens a wide range of possibilities for dynamical imaging of correlated multielectron systems in the attosecond regime.
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APPENDIX: UNIT-CELL AVERAGING IN THE CQSFA

In Sec. IV we outlined the ideas and main equations behind the unit-cell averaging. In this section of the Appendix we will fully derive the equation. We start by considering what happen when the starting phase $\phi$, introduced in Sec. IV, is increased from 0. As previously demonstrated some trajectories will move outside the unit cell. The time of ionization for an arbitrary $\phi$ can be written as $\Gamma + \phi$, where $\Gamma$ is the time of ionization for $\phi = 0$. Thus, a trajectory will move out of the unit cell if the real part of the time is less than zero, which leads to the condition $\phi \text{Re}[\Gamma] < \phi$. When this condition is satisfied the trajectory must be delayed by a field cycle in order for it to occur in the first unit cell. The delay amounts to including an additional phase $\Delta S$ given by

$$\Delta S = \frac{2\pi}{\omega} \left( I_i + U_p + \frac{1}{2} p^2 \right).$$

(A1)

With this in mind, we can now write an expression for the transition amplitude that is valid for any $\phi$:

$$M_i(p_f, \phi) = M_i(p_f) \exp \left[ iH(\phi - \text{Re}t_i^c)\Delta S \right],$$

(A2)

where $M_i(p_f)$ is the transition amplitude, $i = 1, 2, 3$, and 4 denotes the CQSFA orbit, $t_i^c$ is the real part of the time of ionization for the CQSFA orbit at $\phi = 0$, and $H$ is the Heaviside step function. The $\phi$ dependent probability distribution
can be computed via
\[
\text{Prob}(p_f, \phi) = \left| \sum_{i=1}^{4} M_i(p_f, \phi) \right|^2.
\] (A3)

With the definition given by Eq. (A3) we can plot PMDs for the CQSFA at different values of \(\phi\) and this was done in the top row of Fig. 5.

In order to perform unit-cell averaging the probability distribution given by Eq. (A3) must be integrated over all possible values of \(\phi\):
\[
\text{Prob}(p_f) := \frac{1}{2\pi} \int_{0}^{2\pi} d\phi \text{Prob}(p_f, \phi)
\]
\[
= \frac{1}{2\pi} \int_{0}^{2\pi} d\phi \left| \sum_{i=1}^{4} M_i(p_f) \exp\left[iH(\phi - \omega t_{Re}^{ij})] \Delta S\right] \right|^2,
\] (A4)

which may be written as
\[
\text{Prob}(p_f) = \frac{1}{2\pi} \sum_{i,j=1}^{4} M_i(p_f)M_j(p_f)I_{\phi},
\] (A5)

where the overline denotes the complex conjugate. Here \(I_{\phi}\) is given by
\[
I_{\phi} = \int_{0}^{2\pi} d\phi \exp\left[i(H(\phi - \omega t_{Re}^{ij}) - H(\phi - \omega t_{Re}^{ij}))] \Delta S\right]
\]
\[
= 2\pi + \omega|\Delta t_{ij}|(e^{-i\phi/\Delta S} - 1),
\] (A6)
where \(\Delta t_{ij} = t_{Re}^{ij} - t_{Re}^{ij}\) and \(s_{ij} = \text{sgn}(\Delta t_{ij})\). Inserting this into the probability distribution yields
\[
\text{Prob}(p_f) = \text{Prob}(p_f, 0)
\]
\[
+ \frac{\omega}{2\pi} \sum_{i,j=1}^{4} M_i(p_f)M_j(p_f)\Delta t_{ij}(e^{-i\phi/\Delta S} - 1).
\] (A7)

With some algebra this becomes
\[
\text{Prob}(p_f) = \text{Prob}(p_f, 0) + \frac{2\omega}{\pi} \sin(\Delta S/2)
\]
\[
\times \sum_{i<j} \Delta t_{ij} \text{Im}[M_i(p_f)M_j(p_f)]e^{-i\phi/\Delta S/2}.
\] (A8)

Thus, the unit-cell averaging can be seen as a “correction” to the probability distribution for \(\phi = 0\), which uses only the transition amplitude for \(\phi = 0\), the real parts of the time of ionization for the orbits and the additional phase \(\Delta S\).
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