Propagation of maximally localized Wannier functions in real-time TDDFT
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Real-time, time-dependent density functional theory (RT-TDDFT) has gained popularity as a first-principles approach to study a variety of excited-state phenomena such as optical excitations and electronic stopping. Within RT-TDDFT simulations, the gauge freedom of the time-dependent electronic orbitals can be exploited for numerical and scientific convenience while the unitary transformation does not alter physical properties calculated from the quantum dynamics of electrons. Exploiting this gauge freedom, we demonstrate propagation of maximally localized Wannier functions within RT-TDDFT. We illustrate its great utility through a number of examples including its application to optical excitation in extended systems using the so-called length gauge, interpreting electronic stopping excitation, and simulating electric field-driven quantized charge transport. We implemented the approach within our plane-wave pseudopotential RT-TDDFT module of the QB@LL code, and performance of the implementation is also discussed.

I. INTRODUCTION

Density functional theory (DFT), based on the Hohenberg-Kohn theorem, is perhaps the most widely used approach to calculate properties of matter from first principles. However, DFT is limited to ground state properties, and many of the physical, chemical, and biological processes of interest in modern science and technology involve excited state dynamics. Such processes include photo-excitation in dye sensitized solar cells, hot carrier dynamics in nanomaterials, and ionizing radiation in biological material. While these phenomena can be studied via advanced spectroscopic methods, first-principles simulations based on time-dependent density functional theory (TDDFT) can be used to provide predictive and detailed insights on the atomic level.

Currently, time-dependent density functional theory, based on the Runge-Gross theorem, is one of the most effective and efficient methods for first-principles calculations of excited states and their dynamics. Most often, it is the linear response formulation of TDDFT (LR-TDDFT) that is used, due to its utility in calculating low-energy excitations of molecules and materials, allowing for the prediction and interpretation of electronic excitations and absorption spectra. However, as its name suggests, linear response TDDFT can only be applied in the linear response (i.e., weak-field) regime and cannot accurately describe processes involving strong fields, such as laser pulses, and other non-linear response processes. Additionally, even in the linear response regime, LR-TDDFT calculations can come at a prohibitive computational expense if the system includes a large number of electrons, or if a broadband spectrum is desired. This is due to the fact that the calculation must be carried out iteratively in a space of occupied and virtual state dimension. It should be noted, however, that there has been progress in efficient calculations of broadband absorption using the Liouville-Lanczos method, and there has been some success in using energy-specific TDDFT to calculate high-energy excited states, even though these methods are still limited to the linear response regime.

The real-time propagation approach to time-dependent density functional theory (RT-TDDFT) provides an alternative to LR-TDDFT. Since some of the first uses of real-time propagation approaches in the 1990s, RT-TDDFT has gained popularity for a variety of reasons. In principle, RT-TDDFT can be used to describe both linear and nonlinear responses of matter to perturbations of any strength. Also, for large systems and certain properties of interest, the RT-TDDFT approach can be more computationally efficient than LR-TDDFT. A single RT-TDDFT simulation can be used to obtain the entire broad-band absorption spectrum, even including core excitations. Additionally, RT-TDDFT simulations give access to the time-dependent electron density, allowing for molecular-level analysis of the excitation dynamics of interest. Due to these factors, in recent years there has been a surge in applications of RT-TDDFT to a wide range of excited state phenomena such as electronic stopping, optical absorption, core electron excitation, electronic circular dichroism spectra, exciton dynamics in nanostructures, atom-cluster collisions, and laser-induced water splitting. The promulgation of RT-TDDFT as a means for simulating excited state phenomena has led to its implementation in a variety of electronic structure codes. These include NWChem, SIESTA, CP2K, SALMON, Octopus, Q-Chem, GAUSSIAN, MOLGW, Quantum Espresso, and QBOX/QB@LL. Amongst these codes, the implementations vary in the underlying basis sets used, with implementations ranging from real-space grids, Gaussian-type atomic orbitals, plane-waves, and mixed Gaussian/planewaves.
Recently, several RT-TDDFT implementations have exploited the gauge freedom inherent in the time-dependent Kohn Sham (TDKS) equations that underly RT-TDDFT calculations. Under arbitrary, unitary, gauge transformations, the physical properties of the electron dynamics are unchanged, but certain gauge transformations allow for reformulations of the TDKS equations that can be advantageous in certain physical and numerical situations. For instance, in recent works, Pemmaraju et al. and Noda et al. have implemented velocity-gauge formulations of RT-TDDFT that provide a convenient framework to simulation responses of periodic systems to both weak and intense electric fields which, in the velocity gauge, can be represented via vector potentials.

Another interesting example of gauge transformations in RT-TDDFT, demonstrated in recent works by Lin and co-workers, is the propagation of electron dynamics in the parallel transport gauge. In the parallel transport gauge, the unitary transformation is performed such that oscillations of the propagating orbitals are minimized. This allows for significantly larger propagation time steps to be used with implicit time integration schemes such as the Crank-Nicolson scheme, providing computational advantages in practical RT-TDDFT simulations, especially when hybrid exchange-correlation functionals are involved.

In this work, we exploit gauge freedom in two regards: We represent the KS orbitals in the gauge of maximally localized Wannier functions (MLWFs), and, as it naturally follows, we represent electric fields in the length gauge corresponding to the formulation of finite fields as scalar potentials. The foundational implementation of RT-TDDFT in the QBox branch of the Qbox code used in this study involves a planewave pseudopotential formalism with periodic boundary conditions in which the TDKS states are represented as Bloch orbitals. However, in this work, through "on-the-fly" computation and application of a unitary transformation matrix at each RT-TDDFT simulation step, we propagate the TDKS orbitals as time-dependent MLWFs (TD-MLWFs). Due to their relationship with the dynamic Berry phase, the TD-MLWFs allow us to calculate the dynamic polarization throughout RT-TDDFT simulations involving isolated and periodic systems in static or time-dependent electric fields. Through such simulations, we can calculate linear response quantities such as optical absorption spectra, and we can also simulate nonlinear responses to strong fields associated with laser pulses or ionizing particle radiation. Additionally, MLWFs are often used to give chemically intuitive representations of the electronic structure of molecules and materials in terms of bonds, lone-pairs, etc. and TD-MLWFs have the same utility in the context of RT-TDDFT. By decomposing the dynamic polarization response in terms of contributions from TD-MLWFs associated with different chemical moieties, we determine, for instance, how a water molecule’s lone-pair electrons contribute to individual peaks in the total optical absorption spectrum. We also use the real-time propagation of MLWFs to study the electron excitation dynamics of a system in response to proton irradiation. Normally, excitations induced by photonic and ionic irradiation are difficult to compare, but our implementation of TD-MLWFs allows us to calculate a type of electronic stopping response spectrum, which can be used to make such comparisons. Finally, we perform simulations of optically-driven quantized charge transport in polyacetylene to demonstrate the length-gauge time-dependent field representation and to consider the possibilities for using TD-MLWF propagation to study dynamic topological phenomena.

II. THEORETICAL AND COMPUTATIONAL DETAILS

A. Time-Dependent Kohn Sham Equations

The Runge-Gross theorem allows us to describe the quantum dynamics of a system evolving from a given initial state through a time-evolving electron probability density. This extension of the Hohenberg-Kohn theorem, formulated in the time domain, gave rise to the widely successful time-dependent density functional theory (TDDFT), now frequently used for excited state calculations and simulations. As in ground state DFT, practical TDDFT calculations rely on equations expressed in terms of a system of non-interacting Kohn-Sham (KS) particles in an effective KS potential. The time-dependent Kohn-Sham equations (TDKS) are as follows:

\[
\frac{i \hbar}{\partial t} |\phi_i(r, t)\rangle = \hat{H}(t) |\phi_i(r, t)\rangle = \left\{ \hat{T} + \hat{V}_{\text{ext}}(t) + \hat{V}_{\text{HXC}}[\rho] \right\} |\phi_i(r, t)\rangle \tag{1}
\]

\[
\rho(r, t) = \sum_i |\phi_i(r, t)|^2 \tag{2}
\]

In Equation (1), \(\hat{T}\) is the kinetic energy operator, \(\frac{\hbar^2}{2m} \nabla_r^2\) and \(\hat{V}_{\text{HXC}}[\rho](r, t) = \int \frac{\rho(r', t)}{|r-r'|} \, d\mathbf{r}' + \frac{\hat{E}_{\text{XC}}}{\delta\rho(r, t)}\) is the sum of the Hartree (H) potential and the exchange-correlation (XC) potential, which is derived from a universal XC functional \(E_{\text{XC}}[\rho]\). The electron density \(\rho\) here is expressed as the sum of square amplitudes of the occupied KS orbitals \(\phi_i\) (labeled by the state index \(i\)). The total energy at time \(t\) can be expressed as

\[
E(t) = \sum_i \left\langle \phi_i(r, t) \left| \hat{T} \right| \phi_i(r, t) \right\rangle + \int \rho(r, t) V_{\text{ext}}(r, t) \, d\mathbf{r} + E_{\text{HXC}}[\rho](t) \tag{3}
\]

This energy functional of the time-dependent density can be shown to obey energy conservation when the so-called adiabatic approximation is adopted, which provides a useful observable for validating numerical implementations and practical simulations. In most RT-TDDFT
simulations of realistic systems, the exchange-correlation (XC) potential is approximated with the adiabatic approximation. That is, the XC potential depends only on the instantaneous electron density, neglecting any memory effects. While time-dependent XC functionals beyond the adiabatic approximation are an area of active research, such a topic is beyond the scope of this work. Even so, within the adiabatic approximation to the XC functional, TDDFT calculations has still been successful in predicting excited state properties for a diversity of molecular and material systems.

While the majority of applications of TDDFT remain within the linear-response formulation of TDDFT (LR-TDDFT), this real-time propagation approach (RT-TDDFT) has become increasingly popular in recent years. In a RT-TDDFT calculation, the work entails solving a set of time-dependent KS equations, which are nonlinear partial differential equations, in time, for given initial conditions. The time dependence of the external potential in the TDKS system can arise explicitly and implicitly from a variety of sources, depending on the phenomenon of interest. For example, in applications of RT-TDDFT to study electronic stopping processes, a fast-moving charged ion gives rise to an external potential that varies as the ion’s position changes over the course of time. In addition to ionic motion, the external potential can vary in time in situations involving a dynamic applied electric field. A key advantage of RT-TDDFT is that it provides a framework within which a wide variety of dynamical electronic processes, such as electronic stopping and photoexcitation, can be treated on an equal footing.

B. Bloch and Wannier Orbital Representations

In the KS and TDKS equations, a Bloch representation form naturally arises in extended systems, in which periodic boundary conditions are adopted. The TDKS orbitals are written in the Bloch function form,

$$\varphi_{nk}(\mathbf{r}, t) = u_{nk}(\mathbf{r}, t) e^{i\mathbf{k} \cdot \mathbf{R}}$$

where $u_{nk}(\mathbf{r}, t)$ is the periodic part of the TDKS function, $n$ is the eigenstate index, and $\mathbf{k}$ is the Brillouin zone vector. By preserving the electron probability density from the KS single-particle orbitals, any unitary transformation of the above Bloch functions gives an equivalent physical description of the system. Thus, one can apply a unitary transformation to the Bloch functions that results in a representation in a set of “Wannier functions” (WFs) as follows:

$$w_{nk}(\mathbf{r}, t) = \frac{\Omega}{(2\pi)^3} \int_{BZ} d\mathbf{k} e^{-i\mathbf{k} \cdot \mathbf{R}} \varphi_{nk}(\mathbf{r}, t)$$

where the Wannier functions $w_{nk}$ are indexed with a band-like index $n$ located in the lattice-periodic cell $\mathbf{R}$ with a real-space cell volume $\Omega$. There exists a gauge freedom in this procedure due to the fact that one can apply an arbitrary phase transformation $e^{i\theta_{nk}(\mathbf{k})}$ to the Bloch orbitals without changing the physical observables of the system. However, in terms of the resultant WFs, such a transformation to the Bloch orbitals could alter the shapes and spreads of the corresponding WFs. Thus, due to this gauge freedom, in this most general definition, the WFs are not unique.

In order to address this nonuniqueness issue, a variety of schemes have been proposed, including projec-
tion methods\cite{27,33}, variational procedures\cite{32} and methods based on symmetry considerations\cite{33,34}. However, the most widely used method is the maximally localized Wannier function (MLWF) procedure developed by Marzari and Vanderbilt\cite{35}. In this method, a spatial spread functional is defined, and then the unitary transformation can be optimized in order to minimize the spread functional, thus maximizing the localization of the WFs. Such maximally localized Wannier functions (MLWFs) typically have the character of being localized on chemical bonds and other familiar chemical moieties, which is why they have gained popularity for their use in interpreting the electronic structures of various materials\cite{27,78}. Throughout the entirety of this work, MLWFs are used. The algorithmic and computational details of the localization procedure are discussed later in the manuscript.

Because the transformation between Bloch and MLWF states is unitary, both representations comprise equally valid descriptions of the electronic band subspace\cite{25}. Thus, in the TDKS equations, one can substitute the single-particle KS orbitals, normally taken to be the Bloch functions, with MLWFs. The charge density obtained by summing the square amplitudes of the KS orbitals is identical to that obtained by summing the square amplitudes of the MLWFs, meaning that we have an equivalent framing of RT-TDDFT calculations in terms of time-dependent MLWFs (TD-MLWFs). The TDKS equation in Bloch representation is

$$i\frac{d}{dt}|u_{j,k}(r,t)\rangle = \left\{ \frac{1}{2m} [-i\hbar \nabla_r + \mathbf{k}]^2 + \hat{V}_{\text{ion}}(t) + \hat{V}_{\text{HXC}}\{ u_{j,k}(r,t) \} \right\} |u_{j,k}(r,t)\rangle$$

where this equation can also be written in terms of Wannier functions as

$$i\frac{d}{dt}|w_l(r,t)\rangle = \left\{ \hat{U}^{\text{ML}} + \frac{1}{2m} [-i\hbar \nabla_r]^2 + \hat{V}_{\text{ion}}(t) + \hat{V}_{\text{HXC}}\{ w_l(r,t) \} \right\} |w_l(r,t)\rangle$$

where $w_l(r,t)$ is the time-dependent MLWF (TD-MLWF) with a band-like index $l$, where $\hat{U}^{\text{ML}}$ is the unitary operator that ensures the maximal localization:

$$\hat{U}^{\text{ML}}|w_l(t)\rangle = \sum_{m}^{N} U_{lm}(t)|w_m(t)\rangle$$

where the unitary transformation matrix $U_{lm}$ minimizes the spread functional

$$\text{Min}\left\{ \sum_{n}^{N} \left( |w_n|^{2} |w_n\rangle \bigg\langle w_n| - \langle w_n |\hat{r}| w_n\rangle^{2} \right) \right\}_{U}$$

where the quantum mechanical position operator $\hat{r}$ is defined generally even for extended systems\cite{36}:

$$\langle \hat{r} \rangle = \frac{L}{2\pi} \text{Im} \ln \left| \psi \right. e^{\frac{2\pi}{L} \hat{r}} \left. \psi \right|$$

where $L = ||\mathbf{R}||$ is the cell dimension. The unitary operator in Equation (7) does not change the quantum dynamics governed by the time-dependent electron density, and therefore it does not affect physical observables. The algorithmic details of the unitary transformation matrix calculation are discussed later in the "Implementation in QBB@LL" section.

One of the central motivations for carrying out this transformation to MLWFs is that it allows for the calculation of electric polarization in extended periodic systems. While simple formulas exist for the calculation of electric dipoles of molecular systems with localized wavefunctions, these formulas cannot generally be extended to periodic systems in which the Bloch wavefunctions are delocalized in real space. In extended systems, the analog to the electric dipole moment is the electric polarization, defined as the electric dipole moment per unit volume. While the calculation of this quantity for periodic systems may seem intuitive, the arbitrary choice between different valid unit cells can result in contradictory results for the electric polarization. This infamous problem was elegantly solved by Resta\cite{87} and King-Smith and Vanderbilt\cite{88} in work that is now collectively known as the "modern theory of polarization"\cite{89}. In the modern theory of polarization, the electric polarization of a periodic system can be formulated in terms of Berry phases, or equivalently, in terms of Wannier functions.

MLWFs have been used in the context of ground-state DFT to calculate the adiabatic stationary resonant state of an insulating material in static electric field\cite{85,92}. Souza, et al. also showed that this concept could be extended to dynamics via the definition of a nonadiabatic Berry phase polarization\cite{86}. Thus, through the incorporation of MLWFs in RT-TDDFT we can track the dynamics of a system’s polarization in time. Access to the dynamic polarization of a system in response to an external perturbation allows for the calculation of important quantities such as the transient current and frequency-dependent optical absorption\cite{82}.

C. Finite Electric Fields and Periodic Boundary Conditions

While it is relatively straightforward to perform RT-TDDFT calculations with time-varying external potentials caused by ionic motion, as has been done in RT-TDDFT studies of electronic stopping\cite{90,92}, the treatment of spatially homogeneous electric fields requires more careful consideration in cases involving periodic systems. Fundamentally speaking, application of the Runge–Gross theorem in cases of an extended periodic system in a homogeneous electric field is not formally justified. Instead, time-dependent current-density functional theory (TCDFT) should be used due to its incorporation of the macroscopic current\cite{92}. Despite this formal limitation, RT-TDDFT studies have shown that many response properties can in practice be successfully acquired without TCDFT in practice. That being said,
there are several additional theoretical complications to be considered. One way to treat response of electrons to electric field excitations in RT-TDDFT is to introduce time-dependent spatial-homogeneous electric field in the KS Hamiltonian through a scalar potential in the so-called "length gauge". The electric field can be included through an additional potential in the Hamiltonian
\[ \hat{V}_E(t) = eE(t) \cdot \hat{r} \]
(11)
where \( E(t) \) and \( \hat{r} \) are the time-dependent electric field and the quantum-mechanical position operator, respectively. However, the added potential makes the Hamiltonian incompatible with periodic boundary conditions (PBC) as needed for modeling extended systems. Thus, instead of this length gauge formulation, it is common to move to a different gauge in electromagnetism. The electric field can be equivalently represented as the magnetic flux by the vector potential.
\[ A(t) = -c \int_0^t E(t') \, dt' \]
(12)
In literature, RT-TDDFT simulations of periodic systems with homogeneous electric field employ this so-called velocity-gauge formulation.\(^\text{[26,41,61,93]}\) The TDKS equation, can be written as
\[ \frac{i \hbar}{dt} \left| w_i(r,t) \right\rangle = \left\{ \frac{1}{2m} \left[ \frac{-i}{\hbar} \nabla r + k + \frac{e}{c} A(t) \right] \right\}^2 + \hat{V}_{ext}(t) + \hat{V}_{HXC}[\rho] \} \left| w_i(r,t) \right\rangle \]
(13)
In the above velocity gauge, the Hamiltonian associated with Equation (13) is periodic for spatially homogeneous electric fields, allowing for a Bloch wavefunction to be used in the TDKS equation.\(^\text{[29]}\) Although the velocity gauge is commonly used when simulating extended periodic systems, it is not without its limitations. In particular, unlike the scalar potential, the vector-potential results in a Hamiltonian which inherently changes nonadiabatically in time, even for the static field case.\(^\text{[23]}\) Thus, unlike the length gauge, the velocity-gauge is not suitable for calculating the stationary resonant polarization state of an insulator in a static electric field using time-independent DFT.

The use of MLWFs instead of Bloch orbitals allow us to employ the length gauge in which the homogeneous electric field is represented by a scalar potential in the Hamiltonian. For non-metallic systems with a finite band gap (termed "Wannier-representable" system), the MLWFs are spatially well-localized within each periodic simulation cell, and the scalar potential can be applied to each MLWF individually such that the same homogeneous electric field is described. This formalism been already demonstrated for the static case\(^\text{[23]}\) in the context of first-principles molecular dynamics simulations.\(^\text{[23]}\) Due to their connection to the dynamic Berry phase polarization (discussed in more detail in the next section), MLWFs provide a computationally attractive, and physically intuitive, avenue for simulating systems in finite electric fields with RT-TDDFT in the MLWF/length-gauge. This TDKS/TD-MLWF equation can be written as
\[ \frac{i \hbar}{dt} \left| w_i(r,t) \right\rangle = \left\{ \hat{U}^{ML} + \left[ \frac{1}{2m} \left[ \frac{-i}{\hbar} \nabla r \right] \right] + \hat{V}_{ext}(t) \} \left| w_i(r,t) \right\rangle \]
(14)
Including the unitary operator \( \hat{U}^{ML} \) here, as in Equation (17), ensures that the Wannier functions remain maximally localized during the propagation, and this allows us to use the length gauge for applying a homogeneous electric field even when periodic boundary conditions are adapted. In practice, preserving the maximal locality of the Wannier functions enable us to easily calculate the positions of the MLWF centers at each time step via the diagonal elements of the quantum-mechanical position operator matrices (discussed in more detail in the "Maximal Localization Procedure". See Equation (23)).

D. Dynamic Polarization via Wannier Functions

The properties of insulating crystals in static electric fields can be calculated via the iterative determination of field-dependent WFs through the minimization of a so-called "electric enthalpy" functional.\(^\text{[29]}\) This formalism was also generalized and extended to the time-dependent domain in work by Souza, et al.\(^\text{[23]}\) in which it was shown that the dynamic polarization can be expressed as a nonadiabatic geometric phase. The dynamic current is defined as the rate of polarization change per unit volume with respect to time:
\[ J(t) = \frac{d \mathbf{P}_{el}(t)}{dt} \]
(15)
Where the dynamic electronic polarization \( \mathbf{P}_{el}(t) \) is given by the valence-band Berry phase:\(^\text{[88,90,96]}\)
\[ \mathbf{P}_{el}(t) = \frac{-2e}{(2\pi)^3} \sum_n \int_{BZ} d\mathbf{k} \left\langle u_{n,k}(\mathbf{r},t) \right| \nabla \mathbf{r} \left| u_{n,k}(\mathbf{r},t) \right\rangle \]
(16)
Where \( u_{n,k} \) are the Bloch functions characterized by a band index \( n \). In this time-dependent case, we do not assume that changes in the Hamiltonian are adiabatic. Instead, Equation (16) can be interpreted as the nonadiabatic geometric phase.\(^\text{[88]}\) Alternatively, this Berry phase expression can be transformed into a real-space representation in terms of the occupied Wannier functions such as MLWFs:
\[ \mathbf{P}_{el}(t) = \frac{-2e}{\Omega} \sum_i \frac{\langle \mathbf{w}_i(\mathbf{r} - \mathbf{R},t) \nabla \mathbf{r} | \mathbf{w}_i(\mathbf{r} - \mathbf{R},t) \rangle}{\Omega} \]
(17)
dependent dielectric function is related to the conductive field. For extended periodic systems, the frequency \( \tilde{E}(\omega) \) is also indeterminate mod \( -\frac{2\pi \tilde{r}^2}{27} \). This uncertainty is the so-called "quantum of polarization". Thus, as described in the modern theory of polarization, it is actually the change in polarization that is the physical quantity that needs to be measured.

Using MLWFs, one can obtain this physically intuitive definition of the polarization, which is expressed in terms of the geometric centers of charge of the MLWFs (often called "Wannier centers", or WCs). As illustrated by Equation \( \mathbf{17} \), the dynamic current is then proportional to the displacement of the WCs. Although the dynamic polarization is also gauge invariant only up to a "quantum of polarization", the current \( \mathbf{J}(t) \) is uniquely defined. In fact, it is the current \( \mathbf{J}(t) \) which is the quantity that can be used for determining various properties of the system of interest as discussed next.

The theoretical framework laid out above is general and allows for arbitrarily strong and rapid variations of the homogeneous electric field. Consequently, one can perform RT-TDDFT calculations to study systems (both molecular and extended) under photo irradiation (i.e., photo excitation), ion irradiation (i.e., electronic stopping), and static electric fields on an equal footing. As mentioned earlier, it should be noted that the underlying derivation of the dynamic polarization as a nonadiabatic Berry phase requires that the initial state be "Wannier-representable" (WR), as described in Ref.\textsuperscript{65}. Physically, Wannier-representability holds when the initial state of the system is insulating-like, not metallic, in the RT-TDDFT simulations. Additionally, In their work, Souza, et al. proved that, in the absence of scattering, a WR needs to be measured.

In practice, however, due to the finite integration time step, the field profile is actually that of a "boxcar" function term \( \tilde{E}(\omega) \), which for a true impulsive electric field with magnitude \( E_0 \) should yield \( \tilde{E}(\omega) = E_0 \). The equations defining the temporal profile and the Fourier transform of the electric field, with some magnitude \( E_0 \), is defined below for the impulse approach:

\[
E_{\text{imp}}(t) = \begin{cases} 
E_0 & \text{for } t = 0 \\
0 & \text{for } t > 0
\end{cases}
\]

\[
\tilde{E}_{\text{imp}}(\omega) = E_0
\]

For computing absorption spectra using RT-TDDFT, one must choose an appropriate excitation procedure that simultaneously excites the system in a superposition of eigenstates. Any sudden perturbation at time \( t=0 \) that is suddenly "switched off" at the next time step has the effect of inducing electronic oscillations in the system that includes all frequency components and thus results in a broadband electronic excitation of the system.\textsuperscript{65} In RT-TDDFT simulations, there are two common choices for this sudden perturbation: First, there is the delta-function-like impulsive electric field. In this approach, a finite electric field is applied only for an infinitesimally small moment in time. In practice, however, RT-TDDFT calculations involve a finite time-step \( \Delta t \), which allows for an approximation of a true impulsive electric field. This has consequences for the electric field Fourier transform term \( \tilde{E}(\omega) \), which for a true impulsive field with magnitude \( E_0 \) should yield \( \tilde{E}(\omega) = E_0 \). The equations defining the temporal profile and the Fourier transform of the electric field, with some magnitude \( E_0 \), is defined below for the step function approach:

\[
E_{\text{step}}(t) = \begin{cases} 
E_0 & \text{for } t < 0 \\
0 & \text{for } t > 0
\end{cases}
\]

\[
\tilde{E}_{\text{step}}(\omega) = \frac{E_0}{i\omega}
\]
In practice, of course, for a finite amount of time $T$. Consequently, the abrupt end of the oscillations in the polarization at the end of the numerical simulation leads to artificial "wiggles" in the calculated spectrum. The prominence of such numerical artifacts can be lessened to some degree by employing a damping function in the Fourier transform. A simple choice for the damping function, which we employ in this work, is the damping function $f(t) = e^{-\gamma t}$ where $\gamma$ is a damping constant. For RT-TDDFT simulations converged sufficiently with respect to total simulation time, the application of this damping function results spectra with Lorentzian shaped peaks.

E. Implementation in QB@LL

In this work, we employ the plane-wave pseudopotential formalism in RT-TDDFT as discussed in Ref.\textsuperscript{58}\textsuperscript{59,99} The simulations carried out in this work were performed on the highly parallelized plane-wave pseudopotential implementation of RT-TDDFT in the Qb@ll branch of the Qbox code\textsuperscript{58,59,99}, in which we have implemented the real-time propagation of maximally localized Wannier functions. Details of the on-the-fly localization algorithm and its performance and accuracy are given in the subsections that follow.

1. Maximal Localization Procedure

The method employed in this work for computing MLWFs and time-dependent MLWFs (TD-MLWFs) is an extension of the method developed by Gygi, et al.\textsuperscript{100} Gygi et al. developed a parallelized Cardoso-Souloumiac diagonalization algorithm for the efficient and accurate computation of MLWFs in molecular and extended systems. While this implementation was restricted to real wave functions (i.e., static ground state wave functions), the algorithm itself, as suggested by the authors, could be extended to complex wave functions (i.e., time-dependent wave functions), and in this work we have carried out such an extension. What follows is a brief outline of the MLWF algorithm generalized for complex wave functions. Further details can be found in the works by Gygi, et al.\textsuperscript{100}

In seminal work by Resta\textsuperscript{86} the quantum-mechanical position operator is defined for periodic systems and its respective spread functional. In a rectangular periodic cell of dimensions $L_x$, $L_y$, $L_z$, at the center of the Brillouin zone, it can be shown that the spread associated with the position operator is equal to using the spread functional associated with a set of six self-adjoint operators $\left\{ \hat{A}^{(k)} \right\}$, $k = 1$, ..., 6, defined as follows. For an N-electron system, and the set of KS (or TDKS) orbitals $\left\{ \phi_i \right\}$, $i = 1$, ..., $N$,

$$
\sigma^2_\{\hat{A}^{(k)}\} \left( \{ \phi_i \} \right) \equiv \sum_{k=1}^{6} \sum_i \left[ \langle \phi_i | \hat{A}^2 | \phi_i \rangle - \langle \phi_i | \hat{A} | \phi_i \rangle^2 \right]
$$

$$
\hat{A}^{(1)} \equiv \cos \frac{2\pi}{L_x} x
$$

$$
\hat{A}^{(2)} \equiv \sin \frac{2\pi}{L_x} x
$$

$$
\hat{A}^{(3)} \equiv \cos \frac{2\pi}{L_y} y
$$

$$
\hat{A}^{(4)} \equiv \sin \frac{2\pi}{L_y} y
$$

$$
\hat{A}^{(5)} \equiv \cos \frac{2\pi}{L_z} z
$$

$$
\hat{A}^{(6)} \equiv \sin \frac{2\pi}{L_z} z
$$

Minimization of $\sigma^2_\{\hat{A}^{(k)}\} \left( \{ \phi_i \} \right)$ is achieved by calculating a unitary transformation matrix $U$ that simultaneously maximally diagonalizes the matrices $\hat{A}^{(k)}$. This simultaneous diagonalization is achieved via the Cardoso-Souloumiac algorithm\textsuperscript{101} The diagonalization is carried out iteratively until the spread functional $\sigma^2_\{\hat{A}^{(k)}\}$ converges to a minimum within a chosen tolerance. The resultant diagonal elements of the matrices $\hat{A}^{(k)}$ can be used to determine the positions of the MLWF centers (MLWFCs) and the spreads of the MLWFs. The iterative implementation of the Cardoso-Souloumiac algorithm for the computation of this transformation matrix $U$ is further detailed in the work by Gygi, et al.\textsuperscript{100} with the differences for the case of real matrices noted.

Because the calculation of this unitary MLWF transformation (i.e., unitary localization operator) is carried out at each RT-TDDFT step (sometimes for thousands of simulation steps), computational performance is of great importance. Like the Jacobi algorithm, the Cardoso-Souloumiac algorithm is inherently parallel. The current implementation makes use of MPI and high-performance linear algebra libraries (ScaLAPACK, BLACS) in conjunction with a processor-data rotation scheme\textsuperscript{102} for the efficient parallelized computation of the MLWF transformation. Scaling and performance data for the TD-MLWF implementation compared with the standard TDKS implementation of RT-TDDFT are shown in the next section.

2. Scaling and Accuracy

The calculation and application of the TD-MLWF unitary transformation during the RT-TDDFT propa-
FIG. 2. Performance results, indicated in time per RT-TDDFT step, showing the scalability of the TD-MLWF propagation (blue) versus the standard TDKS propagation (red) in RT-TDDFT simulations, for an isolated benzene molecule (left) and 512-atom crystalline silicon supercell (right).

FIG. 3. RT-TDDFT simulation accuracy, measured in terms of energy drift, for simulations with two different integration schemes (ETRS and FORK) and two different types of orbital propagation (TD-MLWF and TDKS), as a function of number of integrations per a.u. of time for an isolated benzene molecule (left), and 64-atom crystalline silicon supercell (right).

(...)

gation adds additional computational cost in the simulations stemming from the calculation of the localization operator. Thus, it is important to examine the performance and accuracy of the RT-TDDFT/TDMLWF implementation relative to the standard RT-TDDFT/TDKS approach. As test systems, we chose two representative cases: an isolated benzene molecule and crystalline silicon. All of these simulations used the LDA exchange-correlation functional and Hamann-Schluter-Chiang-Vanderbilt (HSCV) norm-conserving pseudopotentials.\textsuperscript{103} The adiabatic approximation was used for the time dependence of the exchange correlation functional.\textsuperscript{104,105} First, standard DFT calculations were performed to acquire the ground state wave functions. Then, in order to create a perturbed non-equilibrium initial condition for the RT-TDDFT simulations, the atoms were translated by +0.01 Bohr in the x-direction at the start of the time-propagation. For each system, we performed two simulations: a control case in which the TDKS equations are propagated with TDKS Bloch orbitals, and a test case involving TD-MLWF propagation. For all TDMLWF simulations, a convergence tolerance of $10^{-8}$ was used in the joint approximate diagonalization algorithm described in the previous section.

The scalability tests for the benzene case were performed using a 30 Rydberg planewave kinetic cutoff en-
energy, a 50 x 50 x 50 Bohr simulation cell, a 0.1 a.u. time step, for 100 simulation steps with the enforced time-reversal symmetry (ETRS) integrator\textsuperscript{109}. The simulations were performed using MPI on nodes with 44 Intel Xeon processors each. Figure 2 shows the results of the performance test, and for this small case, the TD-MLWF propagation approach does not add any appreciable computational cost until we approach several hundred cores. On 352 cores, a single TD-MLWF simulation step is 1.41 times the cost of a single TDKS simulation step. However, we also observe that the performance of the standard TDKS simulation also decreases when we reach over 500 cores. For such a small system (30 electrons), this is not surprising that we reach this performance bottleneck at only a few hundred cores.

For testing scalability with the silicon crystal, a 512-atom supercell was used, with a 60 Rydberg planewave kinetic cutoff energy, a 0.1 a.u. time step, for 100 simulation steps with the ETRS integrator. The simulations were performed using MPI on an IBM BG/Q system with 16 MPI tasks per node. The results, shown in Figure 3, show that in all cases studied the TD-MLWF propagation comes at a greater computational cost than TDKS propagation, as expected. However, scaling up to larger numbers of cores, the performance gap slightly decreases between the two methods: On 256 cores, each TD-MLWF step is 1.88 times the cost, and on 32,768 cores, each TD-MLWF step is 1.88 times the cost. The TD-MLWF propagation simulations in these test simulations used a very strict convergence criteria for the calculation of the localization operator, and with relaxation of this criteria the computational cost of the TD-MLWF propagation could be reduced even further while maintaining good accuracy.

The scalability results in this work show that the calculation and propagation of TD-MLWFs incurs an additional computational cost, but that the additional cost does not significantly impede practical simulations. That being said, we have not yet explored the possibilities for TD-MLWFs to be used to actually reduce the cost of RT-TDDFT simulations in certain contexts. To our knowledge, this work represents the first use of MLWF propagation in RT-TDDFT, but the spatially localized characteristics of MLWFs have been exploited in the context of ground-state DFT calculations in insulating systems to achieve order-N calculations of exact exchange\textsuperscript{107} as well as order-N first-principles molecular dynamics simulations based on a "divide and conquer" scheme\textsuperscript{108}. The efficient calculation of hybrid exchange could allow for RT-TDDFT simulations with hybrid exchange-correlation functionals. Additionally, the "divide and conquer" method described by Osei-Kuffour, et al\textsuperscript{108} could potentially be used in large-scale RT-TDDFT simulations to improve performance by avoiding global communications and possibly by limiting the number of orbitals that need to be propagated at each time step. We plan to investigate these possibilities in the future.

In addition to testing the scalability of our TD-MLWF implementation, we performed simulations to test its accuracy. In principle, when one transforms Bloch orbitals into MLWFs, all physical observables should remain unchanged because the transformation is unitary, preserving the total electron density. However, this assumes that the transformation matrix is exactly unitary. Numerically, however, the joint diagonalization algorithm used to compute the matrix at each time step is approximate and requires us to choose a convergence tolerance for the spread functional (see "Maximal Localization Procedure" section). Thus, it is important to compare the TD-MLWF and standard TDKS (Bloch orbitals) RT-TDDFT simulations to ensure that we can achieve excellent agreement in physical observables such as total electronic energy. Again, we chose two representative systems as test cases: an isolated benzene molecule in a 50 x 50 x 50 Bohr simulation cell as well as a 64-atom crystalline silicon supercell. In order to examine the accuracy of TD-MLWF propagation with different numerical integrators, we performed simulations with both the fourth-order Runge-Kutta (FORK) method\textsuperscript{58,109} and the ETRS method\textsuperscript{109}. As before, we initialize the RT-TDDFT simulations by shifting all atomic coordinates by +0.01 Bohr in the x direction relative to the coordinates used in the ground state DFT calculation. From this non-equilibrium starting point, the TDKS equations are propagated for 100 a.u. of time in two different ways: a control case in which the TDKS equations are propagated via Bloch orbitals, and a test case in which the TDKS equations are propagated in terms of the TD-MLWFs. With all atoms frozen, the total energy serves as a constant of motion, meaning that any drift in the energy can be attributed to numerical errors in the real-time propagation. For the TD-MLWF cases, a convergence tolerance of $10^{-8}$ was used for the joint approximate diagonlization algorithm.

The results (see Figure 3) indicate that there is significant dependence on the numerical integrator used (FORK vs. ETRS), with the ETRS integrator conserving the total energy in the system better than FORK for a given $\Delta t$, especially for the case of the benzene molecule. Also, the ETRS propagator can use much larger time steps than the FORK (0.25 a.u. vs. 0.15 a.u.) before becoming completely unstable. However, in all cases there is no significant difference ($< 0.1\%$) between the RT-TDDFT simulations with the standard Bloch TDKS propagation and the TD-MLWF propagation. This shows that our TD-MLWF implementation is capable of maintaining high numerical accuracy in the computation and application of the unitary gauge transformation at every time step.
III. RESULTS AND DISCUSSION

A. Optical Excitation

1. Benzene Molecule

As an example application for the real-time propagation of MLWFs, we have performed RT-TDDFT simulations on a benzene molecule in vacuum to calculate the optical absorption spectrum. The optical properties of gas-phase benzene have been well-studied both in experimental and theoretical work. In particular, the optical absorption spectrum has been calculated via both RT-TDDFT\textsuperscript{110,111} and the Liouville-Lanczos approach to linear response TDDFT (LR-TDDFT)\textsuperscript{57}, and in the case of gaseous benzene, the calculated spectra are in very good agreement with reported experimental results, even with the LDA exchange-correlation approximation\textsuperscript{112,113}.

In our RT-TDDFT approach, a static polarized state electronic structure was first obtained adiabatically via a DFT calculation with an electric field of magnitude 0.001 a.u. present using the MLWF/length-gauge formulation described in the Theoretical and Computational Methods section. This electric field magnitude is sufficiently small to ensure a linear response, and to ensure oscillations of the electronic dipole that are large enough compared to any numerical noise. The LDA exchange-correlation (XC) functional was used in all simulations. The basis was expanded in plane waves up to a kinetic cutoff energy of 30 Ryd. A large cubic simulation cell of 100 x 100 x 100 Bohr was used, with the benzene ring lying in the xy plane. Such a large simulation cell was used in order to avoid interactions between periodic images of the system which can lead to extra "ripples" in the absorption spectrum for high-energy excitations where ionization becomes important\textsuperscript{23}. Another approach to mitigate such finite size effects is to employ a complex absorbing potential at the simulation cell boundaries\textsuperscript{23}, which is a capability that we plan to implement in the future. The RT-TDDFT simulations were initialized from the static field-polarized MLWFs. The enforced time reversal symmetry (ETRS)\textsuperscript{106} was used for the numerical propagation of the TDKS equations. A time step of 0.1 a.u. was used. At the initial RT-TDDFT time step, the electric field is "turned off", and the system propagates for 500 a.u. for each simulation. This sudden "switching off" of the electric field introduces a phase to the wavefunctions, resulting in continuous oscillations of the electronic dipole. Throughout the RT-TDDFT simulations, nuclear motion would be negligible due to the relatively short timescales and the small perturbations, thus, the nuclear positions are held fixed in order to reduce computational expense.

As can be seen in Figure 4, the RT-TDDFT calculated spectrum shows good agreement with the experimental data. Indeed, other studies have shown that the optical absorption spectrum of molecular benzene can be successfully determined with TDDFT calculations\textsuperscript{110}, even with the simple LDA approximation to the exchange-correlation functional.

In addition to calculating the photo-absorption spectrum of benzene, the TD-MLWF approach allows us to decompose the spectrum into contributions from different chemical moieties. For molecular systems, the maximal localization transformation results in Wannier functions that are localized on bonds, and/or lone pairs. Thus, in the case of benzene, the TD-MLWFs and their corresponding centers can easily be associated with either carbon-carbon (CC) or carbon-hydrogen (CH) bonds. By Fourier-transforming the dynamic polarization of just the

![FIG. 4. Dipole strength function (i.e., electronic absorption spectrum) for gas phase benzene calculated via TD-MLWFs/RT-TDDFT in this work (purple) compared to experimental data (black).](image1)

![FIG. 5. Dipole strength function for gas-phase benzene (purple) decomposed via TD-MLWF centers into carbon-carbon (CC) bonds (blue) and carbon-hydrogen bonds (red). The negative values observed in the CH bond spectrum indicate oscillations that are out of phase with the CC bond oscillations.](image2)
CC bonds or just the CH bonds, we can acquire the chemically-decomposed spectra shown in Figure 5. Interestingly, there are portions of the C-H spectrum which are negative. While negative values for the total absorption would be unphysical, the decomposed spectrum allows for this possibility. The negative "absorption" indicates that, at ~7 eV, the oscillations of the CC bonds are out of phase with those of the CC bonds. This destructive interference results in total dynamic polarization oscillations that are smaller in magnitude than the CC bond dipole oscillations themselves.

2. Water Molecule

Due to the availability of experimental absorption spectrum data over a wide range (~0 eV to ~200 eV), gaseous water is another interesting test case. LR-TDDFT based on Casida’s equation is the most widely used approach for computing absorption spectra of materials and molecules. However, Casida’s equation is solved iteratively in a basis of (occupied) x (virtual) dimensions, meaning that calculations involving more than a few low-lying excited states become computationally prohibitive. Thus, the calculation of the broad-band spectrum of gaseous water is one problem that lends itself to RT-TDDFT. Additionally, RT-TDDFT methods in plane-wave bases have the capabilities to capture high-energy excitations. This is unlike atom-centered basis set RT-TDDFT methods, which are known to exhibit spurious high-energy artifacts unless unlike some localized basis implementations which can erroneously predict spurious excitations at high energies unless an imaginary molecular orbital-based absorbing potential is used.

The simulation details closely follow those described for the benzene molecule case. A static polarized state electronic structure was first determined adiabatically via a DFT calculation with an electric field of magnitude 0.001 a.u. present. The PBE exchange-correlation functional was used in all simulations. The basis was expanded in planewaves up to a kinetic cutoff energy of 40 Ryd. A cubic simulation cell of 100 x 100 x 100 Bohr was used. The enforced time reversal symmetry (ETRS) was used for the numerical propagation of the TDKS equations. A time step of 0.05 a.u. was used, with a total propagation of 250 a.u. for each simulation. At the initial RT-TDDFT time step, the system is perturbed by suddenly switching off the static homogeneous electric field. This perturbation introduces a phase to the total propagation of 250 a.u. for each simulation. At the initial RT-TDDFT time step, the system is perturbed by suddenly switching off the static homogeneous electric field. This perturbation introduces a phase to the wavefunctions, resulting in continuous oscillations of the electronic dipole. This electric field magnitude is sufficiently small to ensure a linear response, to conserve energy throughout the numerical propagation, and to acquire oscillations of the electronic dipole that are large compared to any numerical noise. The nuclei are held in fixed positions throughout the RT-TDDFT simulations.

The RT-TDDFT calculated spectrum alongside the experimental spectrum are shown in Figure 6 in two different energy ranges, with the absorption spectra in a lower energy range (0 eV to 30 eV), displaying three well-defined peaks in addition to the rapid onset of broadband absorption. While the RT-TDDFT results show good qualitative agreement with the experimental spectrum, there is a red-shift of the peaks by ~2 eV. It is possible that RT-TDDFT with hybrid XC functionals or meta-GGA functionals could yield spectra in better agreement to experiment, and we plan to explore this in a future work. We also see that the broadband spectrum (0 eV to 150 eV) is in overall agreement with the experimental data. This showcases the ability of the abilities of the RT-TDDFT simulations to acquire the absorption spectrum over a wide energy range, including photoemission-like excitations.

Similar to the molecular benzene case, the TD-MLWFs allow us to decompose the spectrum for a more detailed chemical understanding of the photoabsorption trends. The spectrum, decomposed in terms of contributions from oxygen-hydrogen (OH) bond TD-MLWFs and lone pair (LP) TD-MLWFs is shown in Figure 7. For the OH bond spectrum, we again see a region of negative magnitude, implying destructive interference in the coupling between OH bonds and LPS. Also, we observe that the LP spectrum does not contain sharp peaks as seen in the OH bond spectrum, which comprises the three well-defined peaks in the 0 to 15 eV range. However, with regards to overall magnitude, the LP excitations domi-
nate at low energies below ~15 eV, whereas the OH bond absorption dominates in a higher energy range.

3. Benzene in Liquid Water

With the capability to calculated dynamic polarizability in both molecular and condensed matter systems, we can use the TD-MLWF approach to study complex systems such as molecules solvated in liquid water. Known as the solvatochromic effect, the optical absorption spectrum of solute molecules, such as organic dyes, varies depending on the solvent. Thus, it is often important to account for solvent effects when performing excited state calculations on molecules, materials, and nanostructures. The most common approach to represent the solvent environment in TDDFT calculations is through a polarizable continuum model (PCM), which is computationally inexpensive but may not accurately describe solvatochromic effects. Also, mixed quantum mechanical-classical (QM/MM) methods with standard or polarizable force fields can be used, providing a balance between accuracy and computational cost. However, in QM/MM methods, partitioning QM region can be somewhat arbitrary or ambiguous choice. Also, by construction, in QM/MM approaches the MM region cannot be photo-excited. An alternative, albeit computationally expensive, approach is to treat the entire system (solute and solvent) quantum mechanically, performing TDDFT calculations on the full electronic structure.

With the TD-MLWF approach, we can propagate the full electronic system with the TDKS equations, with the additional benefit that the orbitals are localized, allowing for the calculation of dynamic polarization for any individual molecule, or for the liquid system as a whole.

In order to demonstrate this approach, we again chose benzene as a test case. However, in this system, we explicitly solvated the benzene molecule in a cubic simulation cell (25.04 a.u. x 25.04 a.u. x 25.04 a.u.) containing 73 water molecules (614 electrons in total, including benzene). In order to acquire the absorption spectrum for a solvated molecule, one should in principle perform TDDFT calculations on a random ensemble of solvent/solute structures. However, due to the considerable computational cost of performing a RT-TDDFT calculation on even one structure containing over 600 electrons, we restrict ourselves here to two representative configurations known to be important in influencing the electronic structure of benzene for the purposes of illustrating the TD-MLWF utility. A first-principles molecular dynamics simulation using the CP2K code with the SCAN XC functional and the DZVP basis was used to acquire the two MD snapshots to use for the RT-TDDFT calculations. In Configuration 1, the hydrogen of a single water molecule is directed toward the center of the benzene ring. In Configuration 2, there is no such “special” benzene-water molecule interaction. For both configurations, a standard DFT calculation was performed to acquire the electronic ground states. Then, the RT-TDDFT simulations with TD-MLWF propagation were performed. For all simulations, the PBE exchange-correlation functional was used. Additional calculation parameters were: 0.05 a.u. time step, 250 a.u. total simulation time, 40 Rydberg plane wave cutoff energy, 0.001 a.u. electric field impulse in x, y, and z directions (separately) at t = 0.

Figure 8 shows the calculated absorption spectra of the entire benzene and water system with the dynamic polarizability obtained from the RT-TDDFT simulations. Using the positions of the TD-MLWF centers to decompose the dynamic polarization response, we also calculated the absorption spectrum of both the benzene molecule and liquid water separately. The total absorption spectrum does not have particularly well-separated peaks, but with this spectrum decomposition, the contributions from each molecular species becomes clearer. For the benzene molecule, there is a peak at ~7 eV, as was also seen in the vacuum environment. However, for configuration 2, there is an additional low-energy peak at ~5 eV. These results illustrate the usefulness and flexibility of the TD-MLWF approach in uncovering molecular-level details of complex chemical phenomena such as the solvatochromic effect.

4. Crystalline Silicon

As an example of the TD-MLWF approach for periodic systems, we have performed RT-TDDFT simulations on crystalline silicon due to the fact that this material has been studied by a range of RT-TDDFT codes, which provide useful points of comparison. For all simulations, the LDA exchange correlation functional was used. A plane wave kinetic energy cutoff of 40 Rydberg was used. Additional calculation parameters are as follows: 0.05 a.u. time step, 250 a.u. total simulation time, 40 Rydberg plane wave cutoff energy, 0.001 a.u. electric field impulse strength.

For periodic crystalline systems one must take particular care to ensure convergence with respect to finite size effects. Our current TD-MLWF implementation does not yet include capabilities to incorporate multiple k-points, thus, in this work we use only the Γ point and a silicon supercell in order to acquire accurate results for the bulk material. Previous RT-TDDFT calculations on the optical properties of silicon have shown that k-point grids of 16x16x16 can be required to ensure full convergence of the absorption spectrum. Because of this, converging the spectrum with respect to supercell size may seem like a computationally intractable problem, as it would require a simulation cell with tens of thousands of electrons. However, we can take advantage of the lattice symmetry to greatly reduce the cost of obtaining a converged absorption spectrum. Due to the symmetry of the diamond cubic crystalline silicon, the linear response of
FIG. 8. Absorption spectra for a benzene in water system (black) decomposed via TD-MLWF centers into contributions from the benzene molecule (red) and the water molecules (blue). Two configurations from two MD snapshots are represented: one structure with a water molecule hydrogen pointed into the benzene molecule π cloud (left), and another without any such coordination (right).

FIG. 9. Imaginary part of the dielectric function for crystalline silicon calculated this work via TD-MLWFs/RT-TDDFT using the QB@LL code (blue). This spectrum is compared to reported results from LR-TDDFT (red), and two velocity-gauge RT-TDDFT calculations using the atomic orbital-based SIESTA code (orange) and the real-space-grid SALMON code (pink).

the system will be identical for impulses in the x, y, and z directions. Thus, the diagonal elements polarizability tensor (Equation 15) will all be equal, implying that only one RT-TDDFT simulation is required to obtain the full linear response of the system. With regards to the dimensions of the silicon supercell, as shown in work by Darrigan, et al. one can achieve convergence with respect to cell dimensions simply by extending the supercell in the direction of the applied electric field. Thus, if we are perturbing the system with an impulsive electric field in the x direction, we can simply repeat the 8-atom unit cell in the x direction until we reach convergence. Figure S2 (supporting information) shows the resultant spectra for a range of supercells, and we observe that a 256-atom supercell is required to converge the imaginary part of the dielectric function.

In Figure 9 we compare our results to those acquired via a range of other TDDFT codes. The SALMON (scalable ab-initio light-matter simulator for optics and nanoscience) software package involves a RT-TDDFT implementation in which the time-dependent Kohn-Sham orbitals are discretized on a 3D real-space grid. In the SALMON code, the perturbing field is represented in the velocity gauge by a shift of the vector potential, and the dielectric function is determined with respect to the induced electric current density. The SIESTA code employs an RT-TDDFT calculations within a linear combination of atomic orbitals (LCAO) basis set framework, and the finite field calculations are also carried out in the velocity-gauge, with a vector potential representation of the perturbation. Third, Figure 9 includes results from linear-response TDDFT calculations in a...
FIG. 10. Schematic (adapted from Resta and Vanderbilt\textsuperscript{89}) illustrating the possible trajectories for MLWF centers under an adiabatic cyclic evolution of the Hamiltonian. The ML-WFCs can either (a) return to their initial sites or (b) "hop" to a new site one lattice vector away.

planewave pseudopotential implementation\textsuperscript{127}. Although linear-response TDDFT represents a different theoretical framework altogether, the results should agree with those acquired through RT-TDDFT simulations, and, as can be seen in Figure 9, they do. Generally speaking, all of the spectra are in good agreement, with the slight differences likely being attributable to numerical differences in the various implementations and basis sets. Although TDDFT is known to yield poor silicon spectra for conventional XC approximations, this example helps to illustrate the flexibility that real-time propagation of TD-MLWFs provides, eliminating any need to change gauge representations between isolated and periodic systems.

B. Quantized Charge Transport

Due to their unique connection to the Berry phase, Wannier functions are increasingly being used in the context of topological materials\textsuperscript{128}. As posited by Resta and Vanderbilt, considering the behavior of Wannier centers (WCs) under a cyclic adiabatic evolution of the Hamiltonian can lead to some useful insights\textsuperscript{89}. At the end of such a cyclic evolution, the WCs must return to their initial positions mod the lattice constant $R$ because the initial and final Hamiltonians are the same. As illustrated in a 1D model schematic (adapted from Resta and Vanderbilt\textsuperscript{89}) shown in Figure 10, one can consider two possible evolutions of the WCs that satisfy this condition. The route involving a shift of the WCs by a lattice vector $R$ corresponds to the quantized topological pumping phenomenon first discussed by Thouless\textsuperscript{129}.

In recent years, different types of Thouless pumps have been demonstrated experimentally\textsuperscript{130,131}, and Wannier functions have been used as a formal means to understand the mechanisms of these dynamic topological phenomena. Most theoretical studies and descriptions of topological pumping assume complete adiabaticity of the Hamiltonian evolution. It is important to note here that topological Thouless pumping is a phenomenon that manifests from the complex phase of the wavefunctions, which means that any real MLWF method based on time-independent DFT would fail to exhibit such topological phenomenon. Our TD-MLWF/RT-TDDFT implementation, however, in principle allows us to study quantized charge transport phenomenon, including nonadiabatic effects and driving forces, from first principles. We plan to carry out detailed studies in the future.

Here, we demonstrate the ability for TD-MLWFs, and in particular their centers, to describe quantized charge transport in the semiconducting polymer system of trans polyacetylene. We use a quasi-monochromatic electric field pulse applied along the axis of the polymer chain as a cyclic nonadiabatic driving force for the electronic system. Applying such a pulse to the electronic ground state of the system induces either continuous oscillations of the TD-MLWFs or tunneling in both the +x and -x directions, depending on the magnitude of the applied electric field. In order to drive quantized charge transport in one direction, we prepare a field-polarized resonant state as the initial condition of the RT-TDDFT simulation by first adiabatically "switching on" a static electric field. This static electric field has the effect of "tilting" the periodic potential well, breaking the energy landscape symmetry in the x-direction. Next, the field-polarized state is subjected to a quasi-monochromatic pulse, which then drives the quantized charge transport. In this way, we can drive quantized charge transport for a certain resonant frequency.

The simulation details for the first-principles charge...
transport simulations are as follows: A 14-monomer trans-polyacetylene chain was contained in a periodic simulation cell with dimensions of (34.28 x 20.00 x 20.00 Bohr), with the polymer aligned along the x axis. All atoms were represented by HSCV pseudopotentials. A planewave cutoff energy of 20 Ryd. was used. The LDA XC functional was used for all calculations. For the RT-TDDFT simulations, a 0.1 a.u. time step was used with the ETRS integrator. Two initial electronic states for the RT-TDDFT simulations were calculated: 1) the electronic ground state calculated via DFT, and 2) the field-polarized state calculated adiabatically via DFT in the presence of static electric field in the x direction with a magnitude of $2.5 \times 10^{-3}$ a.u. For the RT-TDDFT simulations, these systems are then subjected to a quasi-monochromatic electric field pulse with a frequency of 2.8 eV (calculated resonant frequency of double-bond TD-MLWFs), a maximum field-strength of $1.0 \times 10^{-3}$ a.u., which is enveloped in a gaussian with a full-width at half-maximum of 1.0 eV. In Figure 11 the temporal profiles of the electric fields are shown, with the adiabatic (DFT) and nonadiabatic (RT-TDDFT) portions of the simulations delineated.

The spatial x-axis coordinates of the double-bond TD-MLWFs with respect to time are shown in Figure 12 for both simulation cases. Although the electrons, and consequently the TD-MLWFs, are all in principle indistinguishable, in Figure 12 we have highlighted some of the plotted data as a visual guide to understand the observed phenomena. In the pulse-only case (Figure 12 left), the dynamics are fairly simple, with the quasi-monochromatic pulse exciting a resonance in the double-bond TD-MLWFs that causes repetitive Rabi oscillations, but no net charge transport in one direction. With the presence of the static electric field in addition to the quasi-monochromatic pulse (Figure 12 right), however, the dynamics are clearly different. At a point in time near the end of the pulse ($\sim 475$ a.u.), there is a sudden jump in the TD-MLWFC positions. This discontinuity, an average of 1.8 a.u. displacement in the x direction, corresponds to double-bond TD-MLWFs tunneling from one site on the polyacetylene chain to another. Figure 13 illustrates this pictorially through the perspective of the chemical structure and by showing snapshots of the polyacetylene TD-MLWFs from one RT-TDDFT time step to the next, only 0.1 a.u. later. For both simulations all nuclei were held in fixed positions. Thus, even after the applied electric field is turned off at $t = 500$ a.u., the electronic system continues to propagate freely and cyclically as in a Rabi oscillation. Consequently, we observe that the quantized charge transport, initially driven by the pulse, continues repetitively, regularly, on average every 67.9 a.u. of time and with -1.81 a.u. displacement of each TD-MLWF. The discretized tunneling phenomenon is also reflected in the TD-MLWF spread. Figure 14 shows the total change in spread of the TD-MLWFs throughout the RT-TDDFT simulations. For the pulse-only case, the dynamics are as expected, with the pulse having the effect of cyclic oscillations in the spread (i.e., oscillatory localization and delocalization of the TD-MLWFs). However, in the pulse + static field case, we observe again jump discontinuities simultaneous with the TD-MLWFC position jumps. As the TD-MLWFs come close to tunneling, the spread increases rapidly, and then suddenly decrease after the tunneling occurred and the TD-MLWFs return to being localized between a different pair of carbon atoms.

### C. Electronic Stopping Excitations

One physical process that RT-TDDFT has been quite successful in simulating is electronic stopping. Electronic stopping is the phenomenon that occurs when fast-moving charged particles ($> \sim 10$ keV) transfer energy to the surrounding electronic system through excitation and ionization. Electronic stopping power is defined as the rate of energy transfer from projectile ion to electrons, is a key quantity in describing this process. In recent years, RT-TDDFT simulations have been quite successful in predicting the electronic stopping power of a range of matter and for a variety of projectile ions. However, there are more scientific insights to be gained from understanding these ion irradiation excitation dynamics on an atomistic level. Induced density analysis and single-particle projection methods have been previously used as tools to understand the molecular level details of the stopping process. However, both of these approaches have limitations. Analysis in terms of the time-dependent induced density can be difficult to interpret, and quantitative comparisons usually require the use of a charge-partitioning scheme, which relies on a reasonable, but still rather arbitrary, choice. Projection methods, on the other hand, also have their limitations. In particular, with projections onto the equilibrium (i.e. ground state) eigenstates, it is difficult to include enough virtual/unoccupied eigenstates in the projection calculation to account for excited electrons in ionization, which is rather common in electronic stopping process. Thus, in practice, projection methods are only most useful in analyzing excited hole distributions. With these challenges in mind, TD-MLWF propagation provides a new, useful tool. By construction, TD-MLWFs can give molecular level details of the excited electrons in the electronic stopping process without the need to resort to charge density partitioning scheme. Additionally, a key challenge in studies of electronic stopping is to examine differences in the electron excitation induced by photon and ion radiation. The TD-MLWF approach, with its flexibility in simulations of both types of radiation, can aid in this challenge.

In order to demonstrate some of the capabilities of TD-MLWFs for descriptions of electronic stopping processes, we have performed several RT-TDDFT simulations of proton irradiation of an isolated benzene molecule. The simulations were performed with a 0.1 a.u. time step in
FIG. 12. Positions of the double-bond TD-MLWFCs on the polyacetylene chain (commensurate with the x-axis) throughout the RT-TDDFT simulations for the "pulse only" (left) and the "pulse + static field" (right) cases. The positions of the TD-MLWFCs are plotted as a point at each step in the RT-TDDFT simulation to show the presence of the jump discontinuities (right).

the ETRS propagator, a 30 Rydberg plane-wave kinetic cutoff energy, the LDA XC functional, and HSCV pseudopotentials. The setup was as follows: a proton with constant velocity in the +x direction was moved through a 30 x 30 x 50 a.u. simulation cell containing a benzene molecule oriented in the xy plane. Four proton velocities were simulated (v = 0.625, 1.25, 5.00, 10.0 a.u.) at two different impact parameters relative to the plane of the benzene molecule. Once the proton has traversed the length of the simulation cell (50 a.u.), it is removed, at which point the RT-TDDFT simulation and TD-MLWF propagation is continued for 500 a.u. The electronic dipole moment of the excited benzene molecule, calculated via the TD-MLWFCs, then continues to oscillate. Taking the absolute value of the Fourier transform of the electronic dipole moment presents a spectrum of the excitations caused in the proton electronic stopping process. Figure 15 shows the resultant "electronic stopping spectra", alongside the calculated optical spectrum. For the low-velocity cases (0.625 and 1.25 a.u.), the spectra primarily comprise a single well-defined peak at ~6.9 eV, which aligns with the lowest energy peak in the optical spectrum, indicating that at lower velocities, the proton primarily excites the mode that corresponds to the first optical excitation. Approaching higher proton velocities (5.00 and 10.0 a.u.), the peak at ~6.9 eV diminishes, and we emergence of peaks in higher energy ranges (15 eV to 40 eV). This result is consistent with previous RT-TDDFT studies of electronic stopping which have shown that more ionization occurs as the ion velocity increases. We also observed an impact parameter dependence in the electronic stopping spectra (see Figure 15 left panel compared to right panel). Not surprisingly, there is an overall trend of increasing spectrum intensity with decreasing impact parameter for all velocities. However, the low-velocity spectra (0.625 a.u. and 1.25 a.u.) show large increases in intensity (by a factor or ~2), whereas the high-velocity spectra show much smaller increases.

FIG. 13. (Upper) Skeletal chemical structure for the trans polyacetylene chain illustrating the double-bond TD-MLWFCs hopping occurring in the RT-TDDFT simulation. (Lower) Two consecutive RT-TDDFT simulation snapshots showing the carbon and hydrogen atoms (grey and white) and the TD-MLWFCs (yellow and dark blue) as spheres. Here, the TD-MLWFC spheres have been scaled and colored proportionally to the spreads of the associated TD-MLWFs.

IV. CONCLUSIONS

Real-time, time-dependent density functional theory (RT-TDDFT) has gained popularity as a first-principles approach to study a variety of excited-state phenomena such as optical excitations and electronic stopping. Within RT-TDDFT simulations, the gauge freedom of the time-dependent electronic orbitals can be exploited for numerical and scientific convenience while the unitary transformation does not alter physical properties calculated from the quantum dynamics of electrons. Exploiting this gauge freedom, we demonstrated the propagation of maximally localized Wannier functions (MLWFs) in RT-TDDFT within our plane-wave pseudopotential RT-TDDFT branch of the QB@LL code.

In recent years, the gauge freedom in RT-TDDFT has
been exploited in various ways including using the so-called parallel transport gauge for numerical efficiency.\textsuperscript{[22]} The time-dependent MLWF (TD-MLWF) formalism detailed in this work represents another such gauge representation that is practical for a wide range of RT-TDDFT simulations. Due to the MLWF connection to the Berry Phase, the dynamic polarization of both isolated molecular systems and condensed matter systems in periodic boundary conditions are well-defined, allowing for a scalar potential representation of homogeneous electric fields. This length gauge formulation circumvents the commonly-used velocity gauge\textsuperscript{[23]} formulation (within the electrodynamics) in which the electric field needs to be represented as a magnetic flux when periodic boundary conditions are used. As a demonstration, we have performed RT-TDDFT simulations of the linear response of both molecular and crystalline systems in order to calculate the resultant absorption spectra. For the case of benzene, we observe good agreement between the RT-TDDFT calculated and experimental absorption spectra. As another molecular case, we used the TD-MLWF method to calculate the absorption spectrum of an isolated (i.e., gas phase) water molecule. In this case, we observe excellent qualitative agreement with the experimental optical absorption spectrum covering a wide range of excitation energies (0 - 150 eV). Notably, the simulations do not give rise to any spurious peaks in the high energy region, a boon that is likely a result of the planewave
pseudopotential basis upon which the RT-TDDFT code is implemented. Additionally, we have demonstrated the utility of TD-MLWFs for analyzing intermolecular and intramolecular excitation dynamics. In the case of the isolated molecules (benzene and water), we demonstrated the decomposition of the optical absorption spectra in terms of different chemical moieties, such as lone-pairs oxygen-hydrogen bonds, carbon-carbon bonds, etc. We showed how this TD-MLWF decomposition scheme can be used also to examine the absorption spectrum of a benzene molecule solvated in liquid water, demonstrating the possibilities for investigating solvatochromic effects. As a capability demonstration of the length-gauge formulation for representing homogeneous electric field in periodic boundary conditions, we calculated the dielectric function of crystalline silicon, a system which has been well-studied with other TDDFT codes. Our spectrum shows a good agreement with both LR-TDDFT results and RT-TDDFT results from a variety of codes in atomic orbitals and real-space grid implementations.

One application of RT-TDDFT that was not discussed in this work is the computation of core-level optical spectra, such as X-ray absorption spectra (XAS). While we have recently studied core electron excitation dynamics in electronic stopping successfully, there remain significant challenges in the computation of XAS with RT-TDDFT for a number of reasons. In the context of atomic-orbital based RT-TDDFT simulations, such calculations have been carried out in recent years. However, with planewave pseudopotential (PW-PP) approaches, accurate representation of core electron wavefunctions requires an extremely high planewave cutoff (i.e., PW basis set expansion) which makes the calculation of XAS particularly computationally difficult in practice. And in general, for any underlying basis set choice, there remain shortcomings with regards to the exchange-correlation approximation, with popular hybrid functionals even failing to accurately predict XAS excitation energies. Although the TD-MLWF approach can be used also for modeling of XAS using RT-TDDFT, it is a topic that requires a thorough investigation in a future work.

We presented a few examples of the great utility of the TD-MLWF gauge representation beyond the linear response regime (e.g. optical absorption spectrum). Using the ability to simulate both static and time-dependent electric fields as scalar potentials in the length gauge, we demonstrated the simulation of quantized charge transport in polyacetylene. Although it is a relative simple test case, similar simulations could be used in the future to carry first-principles investigations into dynamic topological transport phenomena, beyond the adiabatic dynamic description of a topological Thouless pump. Finally, we presented TD-MLWF RT-TDDFT simulations of the electronic stopping of a proton impinging on a benzene molecule. Although it is often difficult to make direct comparisons between the excitation behavior of systems under photon and ion irradiation, we have proposed a type of analysis through the calculation of "electronic stopping spectrum" based on the dynamic polarization in the same way optical absorption spectrum is calculated from the dynamics polarization. Using the electronic stopping spectrum, one can identify what parts of the optical absorption spectrum are excited in electronic stopping process as a function of the projectile proton velocity.

There are many additional applications of RT-TDDFT where TD-MLWFs could provide advantages over conventional TDKS propagation. In the context of ground-state DFT, the spatial locality of MLWFs have been used to greatly accelerate calculations with hybrid exchange-correlation (XC) functionals and first principles molecular dynamics simulation. We have demonstrated that, for large systems, the TD-MLWF implementation scales well over tens of thousands of cores without incurring prohibitive computational costs (i.e. only two times more expensive). Thus, the TD-MLWF approach makes it possible to also accelerate hybrid XC calculations in the context of RT-TDDFT for studying large complex condensed matter systems.
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