Dirac electrons in the square lattice Hubbard model with a $d$-wave pairing field: chiral Heisenberg universality class revisited
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We numerically investigate the quantum criticality of the chiral Heisenberg universality class with the total number of fermion components $N$=8 in terms of the Gross-Neveu theory. Auxiliary-field quantum Monte Carlo simulations are performed for the square lattice Hubbard model in the presence of a $d$-wave pairing field, inducing Dirac cones in the single particle spectrum. This property makes the model particularly interesting because it turns out to belong to the same universality class of the Hubbard model on the honeycomb lattice, that is the canonical model for graphene, despite that the unit cells are apparently different (e.g. they contain one and two sites, respectively). We indeed show that the two phase transitions, expected to occur on the square and on the honeycomb lattices, have the same quantum criticality. We also argue that details of the models, the way of counting $N$ and the anisotropy of the Dirac cones, do not change the critical exponents. The present estimates of the exponents for the $N$=8 chiral Heisenberg universality class are $\nu$=1.05(5), $\eta_{\phi}$=0.75(4), and $\eta_{\phi}$=0.23(4), which are compared with the previous numerical estimations.

## I. INTRODUCTION

The study of quantum critical points in Dirac fermions has received increased attention across many research fields. Massless Dirac fermions emerge as quasiparticles in various condensed matter systems [1, 2]. The Coulomb interaction among electrons is almost inevitable even within the quasiparticle picture, and so far the most popular models adopted to describe the electron correlation in the Dirac fermions are standard Hubbard models of which the kinetic energy parts are characterized by linear dispersions near the Fermi level. Numerical studies on these models have typically found evidence of a Mott transition between a semimetal and an antiferromagnetic insulator [3–11]. Further analytical studies motivated by graphene [12–15] have revealed that an effective theory for the Mott transition is described by the Gross-Neveu (GN) model [16], a well-studied effective model in high energy physics [17–23]. Since it has been predicted by the GN theory that the phase transitions of the interacting Dirac fermions are classified into three universality classes, namely chiral Ising, chiral XY, and chiral Heisenberg classes, corresponding to the $Z_2$, $U(1)$, and $SU(2)$ symmetry breaking, a number of quantum Monte Carlo (QMC) calculations have been performed on various lattice models realizing quantum phase transitions in the Dirac fermions [24–42]. The proliferation of numerical studies on these lattice models has also led to a renewed interest in the continuum GN model [43–48].

Since a universally class is characterized and distinguished by a set of critical exponents, the evaluation of the critical exponents is of general interest, and particularly challenging for theorists. In spite of considerable efforts devoted to determine the critical exponents of the GN universality classes, only partial agreement between different theoretical methods has been achieved; in particular large discrepancies between numerical and analytical approaches have remained. Indeed, a satisfactory consistency has been found only for the $N$=4 chiral Ising class ($N$ denotes the total number of fermion components) [31, 48], and other classes including the $N$=8 chiral Heisenberg class, which is of particular interest because of its tight connection with the graphene [12–15], have to be further explored.

It should also be pointed out that the critical exponents are not only a subject of purely academic interest but they are also practically useful to identify the phase transitions. Such examples are found in the studies of the honeycomb bilayer model [49], the Kekulé valence-bond-solid transition [29, 32], and the quantum spin-Hall insulator transition [41].

In this paper, we investigate the quantum phase transition in another celebrated manifestation of Dirac fermions in condensed matter physics: the spectrum of a $d$-wave superconductor (SC) [50, 51], showing clear nodal quasiparticles in the single particle spectrum. Specifically, we consider an effective square lattice model of a $d$-wave SC in the presence of the Hubbard $U$ interaction. In this model there are four Dirac cones for each spin component, and therefore the phase transition triggered by $U$ should in principle belong to the $N$=8 chiral Heisenberg class, the same universality class of the Hubbard model.
on the honeycomb lattice (hereinafter referred to as the honeycomb lattice model) [3, 5–8, 10, 11, 36–39, 42], which is closely related to the graphene [12–14, 52]. Thus the same critical exponents are expected as those for the honeycomb lattice model.

This is remarkable because the Hubbard model with the d-wave pairing field studied here, is apparently different from the honeycomb lattice model. First, the former model has four independent Dirac cones without sublattice in contrast to two Dirac cones with two sublattices for the latter model, while the total number of the fermion components is the same, i.e., \( N = 8 \) for both models. Second, in the d-wave SC, the Dirac cone is in general anisotropic, because the velocity at the Dirac point depends on the chosen direction in momentum space. From the point of view of renormalization group, the relativistic invariance may emerge at the critical point. However, the effect of the anisotropy on the quantum criticality can not be studied in the honeycomb lattice model which has the isotropic Dirac cones. According to the notion of the universality class stating that the criticality does not depend on the details of the models, the critical exponents for both models should be in principle the same. Therefore we expect that our work represents a nontrivial test of this universality assumption for the exponents.

The rest of the paper is organized as follows. In the next section, the model is defined and the QMC method is briefly explained. In Sec. III, the results of the QMC simulations are analyzed by various methods such as a crossing-point analysis based on the phenomenological renormalization argument and a data-collapse method of the finite-size scaling ansatz. The obtained critical exponents are discussed in comparison with the previous estimations, before concluding the paper, in Sec. IV.

II. MODEL AND METHOD

A. Model

We study the two-dimensional Hubbard model at half filling with the d-wave BCS SC order parameter described by the following Hamiltonian:

\[
H = H_{\text{BCS}} + H_U, \tag{1}
\]

where

\[
H_{\text{BCS}} = \sum_{(i,j)} \left\{ \left( c_{i\uparrow}^\dagger c_{j\downarrow} \right) \left( -t \Delta_{ij} \Delta_{ij} \right) \left( c_{j\downarrow}^\dagger c_{i\uparrow} \right) + h.c. \right\}, \tag{2}
\]

and

\[
H_U = U \sum_i n_{i\uparrow} n_{i\downarrow}. \tag{3}
\]

Here, \( c_{i\sigma}^\dagger \) creates an electron with spin \( \sigma (= \uparrow, \downarrow) \) at site \( i \) of position \( r_i \) and \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) is a number operator. In the noninteracting part, \( H_{\text{BCS}} \) the transfer integral chosen as an energy unit, i.e., \( t = 1 \), and \( \Delta_{ij} \) the BCS SC order parameter, with the sum indicated by \( (i,j) \) running over all pairs of nearest neighbor sites \( i \) and \( j \). We consider the model on a square lattice of linear dimension \( L \). The BCS order parameter \( \Delta_{ij} \) with the d-wave symmetry is set to have a uniform amplitude \( \Delta \) between the nearest neighbor sites: \( \Delta_{ij} = \Delta (-\Delta) \) for sites \( i \) and \( j \) aligned along the \( x \) \((y) \) direction. In the interacting part of Eq. (3), \( U(\sigma) \) denotes the repulsive interaction, which triggers the quantum phase transition from the semimetal (SM) [53] to the antiferromagnetic (AF) insulator.

The noninteracting Hamiltonian of Eq. (2) is expressed in momentum space as follows:

\[
H_{\text{BCS}} = \sum_k \left( c_{k\uparrow}^\dagger c_{-k\downarrow} \right) \left( \epsilon_k \Delta_k \right) \left( c_{-k\downarrow}^\dagger c_{k\uparrow} \right), \tag{4}
\]

where

\[
\epsilon_k = -2t (\cos k_x + \cos k_y) \tag{5}
\]

and

\[
\Delta_k = 2\Delta (\cos k_x - \cos k_y). \tag{6}
\]

The energy dispersion of Bogoliubov quasiparticles is then obtained as \( E(k) = \pm \sqrt{\epsilon_k^2 + \Delta_k^2} \), which has four independent Dirac points at \( k = (\pm \pi/2, \pm \pi/2) \) and \((\pm \pi/2, \mp \pi/2) \) as shown in Fig. 1. Together with the spin degrees of freedom, the effective model in the continuum limit is the GN model with a total number of fermion components \( N = 8 \) [54–56], which is the same as the honeycomb lattice model or the Hubbard model on the square lattice with \( \pi \)-flux (referred to as the \( \pi \)-flux model in the following) [4, 9, 10, 37, 38], although the counting of the fermion components is different: two Dirac cones, two sublattices, and two spin components in the latter models.

The Dirac cones described by \( H_{\text{BCS}} \) are in general anisotropic, i.e. elliptic cones, and the ellipticity is determined by \( \Delta/t \). To be concrete, let us focus on the low-lying excitations around one Dirac point at \( k_D = (\pi/2, \pi/2) \). The energy dispersion can be expanded with a small wave vector \( \delta k = k - k_D = (\delta k_x, \delta k_y) \) as \( E(k_D + \delta k) \approx \pm \mathcal{E}(\delta k) \), where

\[
\mathcal{E}(\delta k) = \sqrt{v_F^2 \left( \delta k_x + \delta k_y \right)^2 + v_\Delta^2 \left( \delta k_x - \delta k_y \right)^2}, \tag{7}
\]

and the nodal Fermi velocity \( v_F \equiv 2\sqrt{2}t \) (the gap velocity \( v_\Delta \equiv 2\sqrt{2}\Delta \)) is the velocity perpendicular (parallel) to the Fermi surface of \( H_{\text{BCS}} \) with \( \Delta = 0 \) at half filling. The Dirac cone becomes isotropic if and only if \( |\Delta/t| = 1 \), as shown in Fig. 1(c), and otherwise it is elliptic, as shown in Fig. 1(d) [57]. Therefore, our model is considered as a tunable model, where the velocity is
controllable and the Dirac cone can be deformed elliptically with the Dirac points kept at \( k = (±\pi/2, ±\pi/2) \) and \( (±\pi/2, ±\pi/2) \). This is a convenient feature, allowing us to study the putative universal nature of the phase transitions based on lattice model simulations.

The quasiparticle density of states \( D(E) \) per site close to the Dirac point is given as

\[
D(E) = \frac{2\pi N_{\text{Dirac}}}{\bar{v}^2 |V_{\text{BZ}}| |E|},
\]

where \( N_{\text{Dirac}} \) is the number of Dirac points in the Brillouin Zone (BZ), \( V_{\text{BZ}} \) is the volume of the BZ, and \( \bar{v} \) is the geometric mean of \( v_F \) and \( v_{z,\text{AF}} \), i.e., \( \bar{v} = \sqrt{v_F v_{z,\text{AF}}} \). Note that Eq. (8) also holds for the honeycomb lattice model and the \( \pi \)-flux model. Therefore, \( \bar{v} \) plays essentially the same role as the Dirac Fermi velocity \( v_F \) in the isotropic model.

**B. Method**

The model described by the Hamiltonian \( H \) in Eq. (1) is investigated by the auxiliary-field quantum Monte Carlo (AFQMC) method [58–62] at half filling, where the fermionic negative-sign problem does not occur. An expectation value of a physical observable \( O \) at zero temperature is calculated for the ground-state wave function projected from a left (right) trial wave function \( \langle \psi_L | \) (\( | \psi_R \rangle \)),

\[
\langle O \rangle = \frac{\langle \psi_L | e^{-\frac{\beta H}{2}} O e^{-\frac{\beta H}{2}} | \psi_R \rangle}{\langle \psi_L | e^{-\beta H} | \psi_R \rangle}, \quad (9)
\]

where projection time denoted by \( \beta \) is set to be proportional to \( L \) with the Lorentz invariance assumed [13, 14]. A slice of the Suzuki-Trotter decomposition [63, 64] is chosen as \( \Delta \tau = \beta/M = 0.1 \) with \( M \) being integer, which is confirmed to result only in negligible systematic errors compared to statistical errors in the Monte Carlo sampling. The simulations are performed on finite-size lattices of \( L = 8, 12, 16, 20, 24, 32, 40 \) with periodic boundary conditions for several values of \( U \) below and above the quantum critical point \( U_c \) of the phase transition.

**III. RESULTS**

### A. crossing-point analysis

Using AFQMC, we calculate the spin structure factor defined as

\[
S(k) = \frac{1}{L^2} \sum_{i,j} e^{i k (r_i - r_j)} \langle S_i \cdot S_j \rangle,
\]

where \( S_i = \frac{1}{2} \sum_{s,s'} c^\dagger_{i s} \sigma \cdot \sigma' c_{i s'} \) is the spin operator with \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) being the vector of the Pauli matrices. For large \( U \), \( S(k) \) is peaked at the AF ordering momentum, \( \vec{K} = (\pi, \pi) \). The critical point \( U_c \) of the AF transition can be located by monitoring the correlation ratio,

\[
R_{m^2}(U, L) = 1 - \frac{S(\vec{K} + b/L)}{S(\vec{K})},
\]

where \( b \) denotes the smallest reciprocal lattice vector. In the AF ordered phase, \( R_{m^2}(U, L) \) scales to 1 in the thermodynamic limit, as the Bragg peak in \( S(k) \) becomes infinitely sharp. On the other hand, \( R_{m^2}(U, L) \) decreases to 0 as \( L \to \infty \) in the disordered phase. At the critical point, the correlation ratio becomes volume independent; it is expected to cross at a universal value for different \( L \), by which feature we can determine the critical point in a sensitive way [49, 65]. However, if there are non-negligible corrections to the scaling, the crossing points of \( R_{m^2}(U, L) \) drift with increasing \( L \). We clearly observe this drift as shown in Fig. 2, which is in contrast to the recent study of SLAC fermions [40]. In the presence of the corrections, the crossing-point analysis [66] serves as a simple and reliable way to find the critical point, which has been developed mainly in the quantum spin systems [66–71] and has also recently been applied to the fermionic models [27, 29, 30, 35, 37, 41, 72].

A crossing point denoted by \( U^\times(L, rL) \) is defined as a value of \( U \) at which two curves of \( R_{m^2}(U, L) \) and \( R_{m^2}(U, rL) \) cross, which we compute by polynomial interpolation. Based on the phenomenological renormalization argument, the crossing points are extrapolated to the critical point following a simple power law [66]:

\[
U^\times(L, rL) = U_c + c L^{-(\omega+1/\nu)},
\]

where \( c \) is a constant, \( \omega \) is an exponent of the leading correction term, and \( \nu \) is the correlation-length exponent.
We choose the ratios of the two system sizes as \( r = 2 \) and \( r = (L + 8)/L \), each of which covers all the lattice sizes \( L (= 8, 12, 16, 20, 24, 32, 40) \). The results show that both series for each \( \Delta \) are extrapolated to the same \( U_c \) within the error bars; \( U_c = 7.63(4) \) and \( 7.61(5) \) for \( \Delta = 1 \) [Fig. 3(a)], and \( U_c = 5.49(3) \) and \( 5.47(3) \) for \( \Delta = 0.5 \) [Fig. 3(b)]. The fitted exponents in Eq. (12), i.e., \( \omega + 1/\nu = 1.8(1) \) for \( r = 2 \), and \( \omega + 1/\nu = 1.4(1) \) for \( r = (L + 8)/L \). Since the correction exponent \( \omega \) should be considered as an effective exponent which implicitly includes effects of higher-order corrections \([66, 71]\), it may depend on details of the fitting such as the choice of \( r \). If we assume the same value of \( \omega \) for the same \( r \), our result may imply that the value of \( \nu \) is the same irrespectively of \( \Delta \).

The correlation-length exponent \( \nu \) itself can be estimated by the crossing-point analysis [66]. Since we have used the polynomial interpolation of \( R_{m^2}(U, L) \) to find \( U^x(L, rL) \), it is straightforward to compute its slope, \( s(U, L) = \frac{dR_{m^2}(U, L)}{dU} \). The size-dependent inverse correlation-length exponent is calculated from ratio of the two slopes at the crossing point,

\[
\frac{1}{\nu(L, rL)} = \frac{1}{\ln(r)} \ln \left\{ \frac{s(U^x, rL)}{s(U^x, L)} \right\},
\]

where \( U^x \) stands for a shortened form of \( U^x(L, rL) \). This quantity scales to the correct exponent at the rate \( L^{-\omega} \),

\[
\frac{1}{\nu(L, rL)} = \frac{1}{\nu} + dL^{-\omega},
\]

where \( d \) is a constant and \( \omega \) is again the effective correction exponent being thus considered as an independent fitting parameter. Since the evaluation of the slope is rather sensitive and affected by the small number of the data points of \( R_{m^2}(U, L) \), the fit to the data turns out to be difficult. Nonetheless, the fit without \( L = 8 \) for \( r = 2 \) yields consistent values of \( \nu = 1.12(8) \) and \( 1.11(17) \) for \( \Delta = 1 \) and 0.5, respectively, as shown in Figs. 4(a) and 4(b).

### B. Scaling at the critical point

In the GN scenario, the phase transition, namely spontaneous symmetry breaking, accompanies with opening a charge gap [15, 16]. Thus, it is characterized by two quantities, the staggered magnetization \( m^2(U, L) \) and the quasiparticle weight \( Z(U, L) \). In the QMC simulations, \( m^2(U, L) \) is calculated from the spin structure factor in...
Eq. (10) as
\[ m^2(U, L) = S(K)/L^2. \tag{15} \]
\[ Z(U, L) \text{ is also estimated as follows [33, 73]:} \]
\[ Z(U, L) = \frac{D_C(U, L)}{D_C(0, L)}, \tag{16} \]
where \( D_C(U, L) = \frac{1}{L^2} \sum_{ij} \langle c_j^\dagger c_i \rangle \) is the equal-time single-particle Green’s function at the maximum distance, \( r_j - r_i = (L/2, L/2) \). At the critical point, these two quantities scale as
\[ m^2(U_c, L) \propto L^{-\eta_\phi} (1 + gL^{-\omega}), \tag{17} \]
and
\[ Z(U_c, L) \propto L^{-\eta_\psi} (1 + hL^{-\omega}), \tag{18} \]
where \( \eta_\phi (\eta_\psi) \) is the anomalous dimension for the order parameter (fermionic field), and the effective correction terms to the first order are taken into account with \( g \) and \( h \) being constants. Similar to Eq. (13), the size-dependent exponents can be defined by taking the two system sizes \( L \) and \( rL \) as
\[ \eta_\phi(L, rL) = \frac{1}{\ln(r)} \ln \left\{ \frac{m^2(U_c, L)}{m^2(U_c, rL)} \right\} - 1 \tag{19} \]
and
\[ \eta_\psi(L, rL) = \frac{1}{\ln(r)} \ln \left\{ \frac{Z(U_c, L)}{Z(U_c, rL)} \right\}. \tag{20} \]
From these quantities, the exponents are extrapolated as
\[ \eta_\phi(L, rL) = \eta_\phi + g' L^{-\omega} \tag{21} \]
and
\[ \eta_\psi(L, rL) = \eta_\psi + h' L^{-\omega}, \tag{22} \]
where \( g' \) and \( h' \) are constants. The fits of the data according to these forms are again rather difficult, as shown in Figs. 4(c)-4(f), some of which however yield the estimations as \( \eta_\phi = 0.75(2) \) for \( \Delta = 1 \) and \( r = 2 \), \( \eta_\phi = 0.23(4) \) for \( \Delta = 1 \) and \( r = 2 \), and \( \eta_\psi = 0.29(4) \) for \( \Delta = 0.5 \).

We also estimate the exponents \( \eta_\phi \) and \( \eta_\psi \) by a more naive method without assuming a specific form of the correction term. Although \( m^2(U, L) \) is expected to decay as \( L^{-1-\eta_\phi} \) only at \( U = U_c \), for large \( L \), here we try to fit the data points of \( m^2(U, L) \) to a function \( A L^{\Delta-\eta_\phi} \) with two, \( A \) and \( \alpha \), fitting parameters, regardless of whether \( U \) is close to \( U_c \) or not. At each \( U \), the range of the fit is chosen as \( L \in [L_{\text{min}}, L_{\text{max}} = 40] \) and we examine how the fitted exponent \( \Delta \) changes with increasing \( L_{\text{min}} \). Since \( m^2(U = 0, L) \) decays as \( L^{-2} \), \( \alpha \) is expected to approach 1 for \( U < U_c \), whereas it should converge to \( \eta_\phi \) at \( U = U_c \). As shown in Figs. 5(a) and 6(a), the asymptotic behavior of \( \alpha \) indeed changes at \( U \sim U_c^* \) that is estimated from the crossing-point analysis in Fig. 3. At these critical points, we estimate \( \eta_\phi \) from the slope of the log-log plots of \( m^2(U = U_c^*, L) \) for \( L \geq L_{\text{min}} = 20 \) [insets of Figs. 5(a) and 6(a)] as \( \eta_\phi = 0.76(3) \) and 0.72(4) for \( \Delta = 1 \) and 0.5, respectively. These values are consistent with the estimations from Eqs. (21) and (22) [also see Figs. 4(c) and 4(d)] and imply that this exponent is the same, independently of \( \Delta \).

We apply the same analysis to the quasiparticle weight; \( Z(U, L) \) is fitted to a function of \( BL^{-b} \). Note that, in this case, since for \( U < U_c \) the equal-time single-particle Green’s function \( D_{\phi}(U, L) \) in Eq. (16) decreases as \( r^{-2} \) with \( r \) being the distance and for \( U > U_c \) it decays exponentially [73], the fitted exponent \( b \) shows an abrupt change at \( U \sim U_c^* \) as shown in Figs. 5(b) and 6(b). This is naturally expected from the GN scenario that describes SM and a gapped ordered phase separated by a single phase transition, and at the same time provides further evidence for the accuracy of estimates of the critical point. The critical exponents estimated from the log-log plots at \( U = U_c^* \), as shown in the insets of Figs. 5(b)

FIG. 4. System size dependence of the inverse correlation-length exponent \( 1/\nu \) [(a) and (b)] and the anomalous dimensions for the order parameter \( \eta_\phi \) [(c) and (d)] and for the fermionic field \( \eta_\psi \) [(e) and (f)]. Left (right) panels show results for \( \Delta = 1 \) (0.5). Ratios of two system sizes are \( r = 2 \) (circles) and \( r = (L + 8)/L \) (triangles). Solid and dashed lines are fits to data of \( r = 2 \) with and without \( L = 8 \), respectively, from which the exponents are estimated as (a) \( \nu = 1.12(8) \), (b) \( \nu = 1.11(17) \), (c) \( \eta_\phi = 0.75(2) \), (e) \( \eta_\phi = 0.23(4) \), and (f) \( \eta_\psi = 0.29(4) \), indicated by crosses at \( 1/L = 0 \). Here, numbers in parentheses denote errors in the last digits. In the other cases, fitted lines are not shown, because the fits are unstable. Horizontal dashed and dotted lines represent values of the exponents and their error bars estimated from slopes of log-log plots of \( m^2(U, L) \), \( Z(U, L) \), and \( s(U, L) \) in Figs. 5, 6, and 7.

\[(a) \Delta = 1.0, \quad (b) \Delta = 0.5, \quad (c) \eta_\phi, \quad (d) \eta_\phi, \quad (e) \eta_\psi, \quad (f) \eta_\psi.\]
and $6(b)$, again fall into the same value within the error bars: $\eta_b = 0.23(5)$ and 0.26(3) for $\Delta = 1$ and 0.5, respectively.

Since it turns out that our $U_c^*$ is the good estimation of $U_c$ and the conventional log-log fits given above work well, we may as well evaluate $1/\nu$ from the log-log fit of $s(U, L)$, which is expected to behave at the critical point for large $L$ as follows [68]:

$$s(U_c, L) \sim L^{1/\nu}.$$  \hspace{1cm}  (23)

From the fit in Fig. 7, the exponent is obtained as $\nu = 1.09(2)$ and 1.04(3) for $\Delta = 1$ and 0.5, respectively, being consistent with the crossing-point analysis of $\nu(L, rL)$ shown in Figs. 4(a) and 4(b).

C. data collapse

Finally, the critical points and exponents are also assessed by collapsing data on the basis of the finite-size scaling ansatz,

$$R_{m^2}(U, L) = f_R(uL^{1/\nu}),$$  \hspace{1cm}  (24)

$$m^2(U, L) = L^{-1-\eta_b} f_m(uL^{1/\nu}),$$  \hspace{1cm}  (25)

and

$$Z(U, L) = L^{-\eta_c} f_Z(uL^{1/\nu}),$$  \hspace{1cm}  (26)

where $u = (U - U_c)/U_c$ represents normalized distance from the critical point and $f_\alpha (\alpha = R, m, Z)$ the scaling functions. The correction terms are not explicitly
included in the scaling form. Instead, as described in the second half of Sec. III B, we perform data collapsing for \( L \) between \( L_{\text{min}} \) and \( L_{\text{max}} \) and analyze trends of fitted results with increasing \( L_{\text{min}} \) [33, 38].

We employ the Bayesian method to tightly collapse the data without relying on using a specific polynomial function [74]. Figure 8 shows typical examples of the data collapses for \( L_{\text{min}} = 16 \). From each of the collapse fits, the sets of \( U_{\text{c}} \) and \( \nu \) are independently estimated. In addition, \( \eta_\phi \) and \( \eta_\psi \) are also determined from the data collapse fits of \( m^2(U, L) \) and \( Z(U, L) \), respectively. Before analyzing further details, it is worth noticing that, for \( \Delta = 1 \) and \( 0.5 \), the scaling functions for each observable seem similar and apparently superpose to each other by considering an appropriate rescaling with nonuniversal metric factors, which indicates the existence of the universality class [75].

As shown in Fig. 9, the estimations of \( U_{\text{c}} \) obtained by collapsing \( R_{m^2}(U, L) \) comparatively depend on \( L_{\text{min}} \); however their dependency seems to be controllable, eveny approaching \( U_{\text{c}}^* \) that are determined by the crossing-point analysis in Fig. 3. The other estimations of \( U_{\text{c}} \) show the convergence to \( U_{\text{c}}^* \) already for \( L_{\text{min}} = 16 \), except for the case of \( m^2(U, L) \) for \( \Delta = 0.5 \).

Similar tendencies are observed in \( \nu \) (see Fig. 10). For \( L_{\text{min}} \geq 16 \), the values of \( \nu \) fall almost between 1.0 and 1.1. Although it is not trivial to judge which estimation is most reliable, the candidate would be that obtained from \( R_{m^2}(U, L) \) for \( \Delta = 1 \), i.e., \( \nu \approx 1.05 \), because the collapse fit of \( R_{m^2}(U, L) \) includes the smaller number of the fitting parameters than the other observables, and the system with the isotropic Dirac cones for \( \Delta = 1 \) may have less correction effects.

The deviation of the exponents estimated from \( m^2(U, L) \) for \( \Delta = 0.5 \) is further noticeable in \( \eta_\phi \), as shown in Fig. 11. In order to check which estimated values of \( \eta_\phi \) are closer to the exact one, we also perform the data-collapse fits of \( m^2(U, L) \) with \( U_{\text{c}} \) fixed at \( U_{\text{c}}^* \), which is the most accurately obtained quantity in this study owing to
the well-designed crossing-point analysis, whereas $U_c$ estimated from the data-collapse fits of $m^2(U,L)$ sizably deviates from $U_c^*$ for $\Delta = 0.5$ (see Fig. 9). As shown in Fig. 11, the exponent is converged to $\eta_\phi \simeq 0.75$ for both $\Delta = 1$ and 0.5. This value is closer to the estimation of the isotropic case ($\Delta = 1$) with unfixed $U_c$ and also to the results obtained from the scaling at the critical points shown in Figs. 5(a) and 6(a). Finally, Fig. 12 presents the results of $\eta_\psi$ estimated from the data-collapse fits of $Z(U,L)$, in which the values of $\eta_\psi$ for $\Delta = 1$ and 0.5 are confirmed to be coincident with each other.

![FIG. 11](image1)

**FIG. 11.** $1/L_{\text{min}}$-dependencies of the anomalous dimension of the order parameter $\eta_\phi$ estimated from data-collapse fits of staggered magnetization. Open (solid) triangles represent the results for $\Delta = 1$ (0.5). Results of the data-collapse fits with fixed $U_c = U_c^* = 7.63 (5.49)$ for $\Delta = 1$ (0.5) are shown by open (solid) squares. Dashed lines represent the estimations obtained from the scaling at the critical points in Figs. 5(a) and 6(a).

Table I. Results of the critical exponents. Estimations obtained in this work are summarized in the upper group. For comparison, previous QMC results for other lattice models and recent analytical results for the Gross-Neveu model are also listed in the middle and lower groups, respectively.

| Method                      | $\nu$ | $\eta_\phi$ | $\eta_\psi$ |
|-----------------------------|-------|-------------|-------------|
| AFQMC (this work)           |       |             |             |
| $1/L \to 0$ of $L$ and $2L$ |       |             |             |
| $\Delta = 1$                | 1.12(8) | 0.75(2) | 0.23(4) |
| $\Delta = 0.5$              | 1.11(17) | n.a. | 0.29(4) |
| log-log fit at $U_c^*$      | 1.092(2) | 0.76(3) | 0.22(5) |
| $\Delta = 1$                | 1.043(3) | 0.72(4) | 0.26(3) |
| $\Delta = 0.5$              | 1.052(2) | n.a. | 0.25(3) |
| data-collapse of $R_m^2$    | 1.052(2) | n.a. | 0.25(3) |
| $\Delta = 1$                | 1.071(1) | 0.71(3) | n.a. |
| $\Delta = 0.5$              | 0.75(1) | n.a. | n.a. |
| data-collapse of $m^2$      | 0.96(2) | 0.57(4) | n.a. |
| $\Delta = 1$                | 0.75(2) | n.a. | n.a. |
| data-collapse of $Z$        | 1.0812 | n.a. | 0.23(10) |
| $\Delta = 1$                | 1.094(3) | 0.75(2) | 0.23(10) |
| AFQMC$^c$ [38]              | 1.021(1) | 0.49(4) | 0.20(2) |
| AFQMC$^d$ [38]              | 1.021(1) | 0.45(6) | 0.23(2) |
| AFQMC$^c$ [37]              | 0.84(4) | 0.70(15) | n.a. |
| AFQMC$^f$ [41]              | 0.88(7) | 0.79(5) | n.a. |
| HMC$^c$ [39]                | 1.162 | 0.872(44) | n.a. |

$4 - \epsilon$, 4th order [45] 1.2352 | 0.9563 | 0.1560 |
| FRG [46]                     | 1.26  | 1.032 | 0.071(2) |
| FRG [43]                     | 1.314 | 1.012 | 0.083 |
| Large $N$ [47]               | 1.1823 | 1.1849 | 0.1051 |

$^a$ $L_{\text{min}} = 20$.  
$^b$ $U_c$ is fixed at $U_c^* = 7.63 (5.49)$ for $\Delta = 1$ (0.5).  
$^c$ SM-AF transition in the honeycomb lattice model.  
$^d$ SM-AF transition in the $\pi$-flux model.  
$^e$ Estimated by collapsing $m^2$ without the correction term.  
$^f$ SM to quantum spin-Hall transition on the honeycomb lattice.

**IV. DISCUSSION AND CONCLUSIONS**

Table I summarizes the critical exponents of our model estimated by the various methods. These exponents are also compared with those obtained by QMC calculations on other lattice models [37–39, 41] and by recent analytical studies on the GN model [43, 45–47], all for the $N = 8$ chiral-Heisenberg universality class. Within the results of this work, the agreement of each exponent is mostly confirmed irrespectively of $\Delta$. However, the difference in $\nu$ is marginally within the two standard deviation, and the discrepancy in $\eta_\phi$ is resolved by fixing $U_c = U_c^*$. Therefore, our results represent the accurate estimations of the critical exponents describing the chiral-Heisenberg universality class. It is also stressed that the exponents are shared with the system with the anisotropic Dirac cones with $\Delta = 0.5$. In the previous studies, e.g. Ref. 38, it was
shown that the isotropic Dirac Fermi velocity $v_F^0$, which is different between the honeycomb lattice model and the $\pi$-flux model, does not affect the criticality. In addition, the present results indicate that the anisotropic velocity around the Dirac point is also irrelevant for the nature of the fixed point [54, 76–79].

Our results are comparable to the numerical results of the different lattice models [37–39, 41]. The estimations of $\nu$ and $\eta_\nu$ are almost identical to the previous results that were reported by some of the present authors [38], while noticeable discrepancy is observed in $\eta_\phi$. We here point out that the treatment of the correction term in the collapse fit of the staggered magnetization was presumably inaccurate, and instead the results of the collapse fits without the correction term for large $L_\text{min}$, shown in Table I as well as in Table II of Ref. 38, are more reliable. More detailed reassessment on this point is left for future work. The estimated $\nu$ and $\eta_\nu$ of this work are also consistent with the recent AFQMC study on the Kane-Mele-like model showing a phase transition between SM and a quantum spin-Hall insulator [41].

The difference between the numerical and analytical results, although it is still noticeable, is decreased as compared to the previous situation reported in Ref. 38, mainly owing to technical advances such as higher-order calculations made possible recently [43, 45–47]. Among them, the four-loop renormalization group calculation [45] yields results closest to the present ones with a difference of the order of 25%, similar to the case of the chiral-XY universality class [33]. We expect that further efforts both in the numerical and analytical approaches will reconcile the remaining discrepancies.

Finally, we remark on a relation between $U_c$ and the Dirac Fermi velocity in the noninteracting limit. In Ref. 37, it is suggested that the values of $U_c$ are well scaled by the geometric mean $\bar{v}$ of the velocities at the Dirac point. This is intuitively understood because, as shown in Eq. (8), $\bar{v}$ appears in the density of states $D(E)$ near the Dirac point in the noninteracting limit as $D(E) = |E|/(\alpha \bar{v})^2$ with $\alpha$ being a constant $\alpha = \sqrt{V_{\text{F}} \pi N_{\text{Dirac}}}$. Indeed, our numerical simulations find that $U_c$ scales with $\bar{v} = \sqrt{v_F v_{\pi}}$, i.e.,

\begin{align}
U_c/\alpha \bar{v} &\simeq 2.15 \quad (\Delta = 1), \\
U_c/\alpha \bar{v} &\simeq 2.19 \quad (\Delta = 0.5).
\end{align}

In addition, we find that these scaled values are close to those for the honeycomb lattice model and the $\pi$-flux model. Namely, using the values of $U_c$ reported in Ref. 38, we find that

\begin{align}
U_c/\alpha v_F^0 &\simeq 2.33 \quad (\text{honeycomb lattice model}), \\
U_c/\alpha v_F^0 &\simeq 2.21 \quad (\pi\text{-flux model}),
\end{align}

where $v_F^0 = 3t/2 (2t)$ is the isotropic Dirac Fermi velocity in the noninteracting limit, and the value of $\alpha$ is calculated with $V_{\text{F}} = \frac{8\pi^2}{3\sqrt{3}} (2\pi^2)$ and $N_{\text{Dirac}} = 2$ for the honeycomb lattice model ($\pi$-flux model). We employ $\alpha \bar{v}$, instead of $\bar{v}$ alone, as a measure of the energy scale, because the constant $\alpha$ compensates the difference among the models in the linear part of the density of states. These quantitative agreements strongly support the evidence that the effective theory for these lattice models is described by the same model in the continuous limit, i.e., the GN model.

To conclude, we have revisited the quantum criticality of the phase transitions for the chiral-Heisenberg universality class in terms of the Gross-Neveu model. The linear dispersion of the Dirac fermions is constructed by introducing a $d$-wave pairing field to the Hubbard model on the square lattice. Although the way of counting the number of fermion components is different, the resulting effective model is the same as that of the widely-studied Hubbard model on the honeycomb lattice. By exploiting large-scale quantum Monte Carlo simulations, we have calculated the correlation ratio of the spin structure factor, the staggered magnetization, and the quasiparticle weight. Based on these quantities, the antiferromagnetic phase transitions have been investigated by several methods such as the crossing-point analysis and the data-collapse fit. The conservative estimates for the critical exponents obtained in this work are $\nu=1.05(5)$, $\eta_\phi=0.75(4)$, and $\eta_\nu=0.23(4)$. These results improve our previous estimates, especially for the exponent $\eta_\phi$, which is now closer to the recent independent QMC calculation [41]. Indeed we have noticed that it is a cumbersome task to judge whether correction terms to the simple scaling ansatz should be included in a data-collapse fit of the Bayesian scaling analysis [74], and our previous estimates of $\eta_\phi$ [38] were eventually not accurate enough. We have also shown that the anisotropy of the Dirac cones does not affect the criticality, which suggests the emergent relativistic invariance at the quantum critical point.
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